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Foreword from General Chair EECSI 2018 
 
Foreword General Chair 
 
In the name of Allah, the Most Beneficent, the Most Merciful. 
Welcome to the 2018 5th International Conference on Electrical Engineering, Computer 
Science and Informatics (EECSI 2018) in Malang, Indonesia.  
 
The 5th EECSI 2018 is themed “Toward the Next Generation of Technology“. This conference 
provides academicians, researchers, professionals, and students from various engineering fields 
and with cross-disciplinary working or interested in the field of Electrical Engineering, 
Computer Science, and Informatics to share and to present their works and findings to the 
world.  
 
I would like to express my highly gratitude to all participants for attending, sharing and 
presenting your ideas and experiences in this interesting conference. Almost 300 papers had 
been submitted to EECSI 2018. However, the only high quality papers are selected and 
accepted to be presented in this event. We are also thankful to all the international committee, 
international reviewers, and steering committee for their valuable support. I would like to give 
a praise to all partners in publications and sponsorships for their valuable supports, especially 
for Ministry of Research and Higher Education (Kemenristekdikti) Indonesia.  
 
Organizing a prestigious conference was incredibly challenging and would have been 
impossible to be held without outstanding committees. Such that, I would like to extend my 
sincere appreciation to all organizing committees and volunteers from Universitas 
Muhammadiyah Malang as a host and all colleagues from Universitas Diponegoro, Universitas 
Ahmad Dahlan, Universitas Sriwijaya, Universitas Islam Sultan Agung, Universitas Gadjah 
Mada, Universitas Budi Luhur, Universiti Teknologi Malaysia, and IAES Indonesia Section 
for providing me with much needed support, advice, and assistance on all aspects of the 
conference. A special thanks also for lEEE Indonesia Section for their contribution as technical 
co-sponsorship of the conference. We do hope that this event will encourage the collaboration 
among us now and in the future.  
 
We wish you all find opportunity to get rewarding technical program, intellectual inspiration, 
renew friendships and forge innovation, and that everyone enjoys Malang. 
 
 
 
 
 
 
 
 
 
 
Assoc. Prof. DR. Tole Sutikno 
General Chair EECSI 2018
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Foreword from IAES Indonesia Section 
 
Bismillahirrohmannirrahim,  
In the name of Allah Al Mighty, The Most Gracious, The Most Merciful  
 
We are pleased to welcome our colleagues in the International Conference on Electrical 
Engineering, Computer Science and Informatics (EECSI 2018) in Malang, City of Heritage 
on October 16-18th, 2018.  
 
It must be said proudly that the EECSI has been rolled out for five times since it was firstly 
initiated on year 2014 in Yogyakarta. Our colleagues all over the world supporting by many 
tops universities have successfully organized the conference to become the prestigious 
international annual event in Indonesia.   
 
A highest appreciation is addressed to The Ministry of Research, Technology and Higher 
Education (Kemenristekdikti) Republic of Indonesia for a worthy technical and financial 
support during the conference and special thanks for IEEE Indonesia Section for the technical 
co-sponsorship for this prominent occasion. We do hope that this event will strengthen the 
collaboration among us now and in the future.   
 
This year, the achievement in this conference is due to valuable contributions from our 
colleagues from Universitas Muhammadiyah Malang supporting by Universitas Diponegoro, 
Universitas Ahmad Dahlan, Universitas Sriwijaya, Universitas Islam Sultan Agung, 
Universitas Gadjah Mada, Universitas Budi Luhur and Universiti Teknologi Malaysia. I 
would like to express my sincere gratitude and appreciation for all partners, friends, 
Organizing committee, reviewers, keynote speakers, and participants who have made this 
event as great as today. 
 
I would also like to extend my gratitude to Rector of Universitas Muhammadiyah Malang 
who friendly becomes a main host for this great conference. We optimist many following 
collaborative works will be carried out among us and all participants. 
 
I hope you all had a nice time at the conference where all of you are able to learn something 
new, renewed and created new networks and at the same time have some fun in Malang City 
during the conference and Mount Bromo during the cultural tour. 
 
Thank you. 
 
 
 
 
 
 
 
 
 
Assoc. Prof. Mochammad Facta, Ph.D 
IAES – Indonesia Chapter
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Foreword from Rector of Universitas Muhammadiyah Malang 
 
The advent of the next generation of technology, renown as Technology 4.0, is unavoidably 
incessant. This so-called technology has offered a new horizon in various aspects of man-
beings’ lives. To be particular in the fields of electrical engineering, electronics, computer 
science, computer engineering, and informatics, Technology 4.0 plays its potent role to 
underpin the future advancement of technology for the coming generations. Scientific forum 
titled as the 2018 5th International Conference on Electrical Engineering, Computer Science, 
and Informatics (EECSI 2018) hosted by University of Muhammadiyah Malang in 
collaboration with a number of universities is the manifestation of continuous effort to aim 
for the ever-changing technology.   
 
Hereby, I would like to congratulate the Faculty of Engineering, University of 
Muhammadiyah Malang for their effort in organizing the 2018 5th International Conference 
on Electrical Engineering, Computer Science, and Informatics (EECSI 2018). I appreciate all 
co-organizers such as Universitas Diponegoro, Universitas Ahmad Dahlan, Universitas 
Sriwijaya, Universitas Islam Sultan Agung, Universitas Budi Luhur, and Universiti 
Teknologi Malaysia for their support in this mutual collaboration. Without the full and 
valuable supports from the international committee, international reviewers, and steering 
committee, this international conference remains a detached discourse without high 
commitment to conduct. 
 
The expression of my high gratitude is devoted to the Ministry of Research, Technology, and 
Higher Education (Kemenristekdikti) Republic of Indonesia, IEEE Indonesia Section, and 
IAES Indonesia Section for their support to this event as the sponsors and technical co-
sponsorship, respectively. Expectantly, this would be the initial and continual collaboration in 
the future. 
 
To all speakers, presenters, and participants, thank you for participating and welcome to this 
conference. The success of this conference owes so much on your participation and 
contribution in promoting the knowledge, information, and robust creativity. To end with, 
this conference expectedly becomes an arena to build mutual ties among the academicians, 
researchers, industries, and society. 
 
All the best to EECSI 2018 
 
 
 
 
 
 
 
 
 
Dr. H. Fauzan, M.Pd. 
Rector 
Universitas Muhammadiyah Malang - Indonesia
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Abstract—This paper presents a modified sliding mode 
controller (MSMC) for tracking purpose of electro-hydraulic 
actuator system with mismatched disturbance. The main 
contribution of this study is in attempting to find the optimal 
tuning of sliding surface parameters in the MSMC using a 
hybrid algorithm of particle swarm optimization (PSO) and 
gravitational search algorithms (GSA), in order to produce the 
best system performance and reduce the chattering effects. In 
this regard, Sum square error (SSE) has been used as the 
objective function of the hybrid algorithm. The performance 
was evaluated based on the tracking error identified between 
reference input and the system output. In addition, the efficiency 
of the designed controller was verified within a simulation 
environment under various values of external disturbances. 
Upon drawing a comparison of PSOGSA with PSO and GSA 
alone, it was learnt that the proposed controller MSMC, which 
had been integrated with PSOGSA was capable of performing 
more efficiently in trajectory control and was able to reduce the 
chattering effects of MSMC significantly compared to MSMC-
PSO and MSMC-GSA, respectively when the highest external 
disturbance, 10500N being injected into the system’s actuator. 
Keywords— electro-hydraulic, mismatched disturbance, 
modified sliding mode control, particle swarm optimization; 
gravitational search algorithm 
 
I. INTRODUCTION 
The Electro-Hydraulic Actuator (EHA) system, due to its 
excessive strength to weight ratio and stiffness reaction being 
more precise, smooth and fast, is one of the crucial force 
systems in industrial sectors and most engineering practices 
around the world. Owing to such wide applications, the best 
overall performance of the electro-hydraulic actuators with 
regards to its position, force or pressure is necessary. It is 
however worthy of note that the system is tremendously 
nonlinear due to many elements, such as leakage, friction, and 
specifically, the fluid flow expression through the servo valve 
[1]. Such characteristics, which are prevalent within the 
system have significantly contributed to the degradation of its 
overall performance. Upon closely looking into studies such 
as [2]–[4], it was discovered that the sliding mode control 
(SMC) as efficient and broadly implemented in comparison 
with the nonlinear EHA system. It was particularly observed 
that most of the existing outcomes on sliding surface design 
have been focused on the matched uncertainties and 
disturbances attenuation since the sliding motion of 
conventional SMC is insensitive to matched uncertainties and 
disturbance [5]. In other words, the uncertainties and 
disturbances exist within the identical channel as that control 
input. However, it has been widely proven in related studies 
that the uncertainties present in many practical systems may 
not fulfil the so-called matching condition.  
In the present study, the dynamic model and design 
requirement of electro-hydraulic actuator were taken from the 
National Institute for Aerospace Research, Romania [6]. 
Within the dynamic model used, the track input disturbance 
acts on a different channel from the control input. In the case 
of such systems, the sliding motion of conventional SMC is 
critically tormented by the mismatched disturbance and the 
well-known robustness of SMC may no longer preserve 
anymore. Owing to the importance of attenuating 
mismatched uncertainties and disturbances with regards to 
the practical applications, many researchers have committed 
themselves to the sliding surface design for uncertain systems 
with mismatched disturbance. Interestingly, it was also 
discovered that some related studies in the literature had used 
conventional SMC with some amendment in its sliding 
surface. One possible reason for such a change is to help 
enhance the capability of the modified SMC (MSMC).  
In the case of [7], it was learnt that the proportional 
integral type sliding characteristic was used as a modification 
of conventional SMC. The proposed modified sliding 
characteristic is capable of improving the steady state and 
dynamic performance in DC-DC buck converter application. 
In the study by [8], the sliding mode control approach was 
modified from the synchronization of a single dynamic 
system into the synchronization of a complex network. 
Besides, there were also studies that had made some 
modifications into the sliding surface[9], [10]. Owing to some 
of the significant advantages of the MSMC in dealing with 
the complex situations, the present study has relied on MSMC 
in electro-hydraulic actuator with mismatched disturbance.  
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
1
In addition, parameter estimation has been identified as 
one of the ways, through which the accuracy of MSMC can 
be improved. Hybrid optimization is quite well-known in 
many application [11][12]. Several studies have proposed the 
combination of GSA and PSO it was through such studies, it 
was learnt that the combination of PSO and GSA is capable 
of providing improved results for general mathematical 
functions [13][14]. However, both  have looked into the 
generic algorithms and it has yet to be specifically applied to 
estimate the parameters of MSMC controller for mismatched 
disturbance system such as an electro-hydraulic actuator such 
as the case in the present study[15][14]. More importantly, no 
studies, at least to the knowledge of the researcher, have 
considered looking into parameters estimation for MSMC to 
enhance its accuracy and performance.  
Specifically, the present study concerns the performance 
comparison between MSMC that had been optimized by using 
PSO, GSA and PSOGSA. In this regard, comparative 
assessment of this triple optimization method to the system 
performance is presented and discussed. The main contents of 
this article are sequenced in the following order: Section II 
illustrates the mathematical modelling of the developed 
system. Section III delineates the MSMC algorithm 
derivation. Moving on, the optimization algorithms used are 
presented in section IV. The results from observations r are 
presented, compared and discussed in Section V. Lastly, a 
brief summary and conclusions are provided in Section VII. 
II. ELECTRO-HYDRAULIC ACTUATOR (EHA) MODELING 
The actuator dynamic equation of electro-hydraulic 
actuator servo system with the external disturbance being 
injected into its actuator is expressed [6]. 
ݔሶଵ = ݔଶ																																																		(1) 
ݔሶଶ = −
݇
݉ݔଵ −
݂
݉ݔଶ +
ݏ
݉ ݔଷ −
ܨ௅
݉ 																																	(2) 
ݔሶଷ = −
ݏ
݇ ݔଶ −
݇௟
݇௖ ݔଷ +
ܿ
݇௖
ඨ ௔ܲ − ݔଷ2 ݇௩																				(3) 
Table 1 shows the parameters of electro hydraulic actuator 
servo system which are represented by (1), (2) and (3). 
TABLE I.  TABLE TYPE PARAMETER OF EHA SERVO SYSTEM  
Parameters Value Unit 
Load at the EHA rod (݉) 0.33 ܰݏଶ/ܿ݉
Piston Area (ܵ) 10 ܿ݉ଶ 
Coefficient of viscous friction (݂) 27.5 ܰݏ/ܿ݉ 
Coefficient of aerodynamic elastic force (݇) 1000 ܰ/ܿ݉ 
Valve port width	(ݓ)  0.05 ܿ݉
Supply pressure	( ௔ܲ)  2100 ܰ/ܿ݉ଶ 
Coefficient of volumetric flow of the valve 
port (ܿௗ)  0.63 − 
Coefficient of internal leakage (݇௟)  2.38 × 10ିଷ ܿ݉ହ/ܰݏ 
Coefficient of servo valve (݇௩)  0.017 ܿ݉/ܸ 
Coefficient involving bulk modulus and 
EHA volume (݇௖)  2.5 × 10
ିସ ܿ݉ହ/ܰ 
Oil density 	(ߩ)  8.87 × 10ି଻ ܰݏଶ/ܿ݉ସ 
III. CONTROLLER DESIGN AND STABILITY 
The objective of the control design is to achieve a 
continuous sliding control, ݑ , such that the output of the 
system tracks the desired input as closely as possible. At 
given desired position trajectory, ݔ௜ௗ	 the control objective is 
to design a bounded control input, u. Hence the output 
position, 	ݔ௣  tracks as closely as possible to the desired 
position trajectory, ݔ௜ௗ . The design of modified sliding mode 
control involves two main steps. The first step is to select the 
appropriate sliding surface for the desired sliding motion. The 
trajectories are enforced to lie on the sliding surface.  The 
desired position of trajectory is as 	ݔௗ = [ݔଵௗ, ݔଶௗ, ݔଷௗ]் ∈ܴ௡, and defined as  ݔሶଵௗ = ݔଶௗ , ݔሶଶௗ = ݔଷௗ. In addition, the 
vector of the system states are assumed measurable and 
defined as ݔ = ൣݔଵ,ݔଶ, ݔଷ൧் = ൣݔ௣,ݒ௣, ௅ܲ൧ ∈ ܴ௡.  The state 
error of the system is defined as  
݁௜ = ݔ௜ − ݔ௜ௗ																																																	(5) 
where ݅ = 1	ݐ݋	3 and ݁ ∈ 	ܴ௡. 
In order to ensure that the states of the system successfully 
tracks the desired trajectories at the same time, the function 
of a new sliding surface was proposed as in [3]. 
ܵ(ݐ) = ݔଶ + ݔଷ + ܿଵ݁ଵ + ܿଶ න ݁ଵ 																														(6) 
where ࢉ૚ and ࢉ૛  are strictly positive constants. The idea 
behind the designed controller is that a switching gain is 
designed to force the states to achieve the integral sliding 
surface, and then the integral action in the sliding surface 
drives the states to the desired equilibrium in the presence of 
mismatched uncertainties, nonlinearities or disturbance. The 
desired dynamic response for the system is given as ࡿ = ࡿሶ =
૙ when the sliding surface is moving. Therefore, it can be 
obtained as:   
 ࢋ૚ሶ = −࢞ሶ ૛ − ࢞ሶ ૜ − ࢉ૛ࢋ૚																																				(ૠ) 
The tracking error ݁ଵ is defined as : 
݁ଵ = ݔଵ − ݔଵௗ																																												(8) 
In order to obtain the control law, the constant plus 
proportional reaching law method was applied [16][17]. The 
reaching law is used to reduce the chattering, since the 
chattering caused by non-ideal reaching at the end of reaching 
phase, and also the easy to obtain the control law. The 
dynamics of the switching function are directly specified by 
this approach which is described by the reaching function of 
the form 
ሶܵ = −ܳݏ݅݃݊(ܵ) − ܭܵ																																											(9) 
where ܳ  and ܭ  are  constant  with positive value and 
ݏ݅݃݊(ܵ)  representing the signum function which has a 
piecewise function as below: 
ݏ݅݃݊(ܵ) = ൝
1 ; ܵ > 0
0 ; ܵ = 0
−1 ; ܵ < 0
																																					(10) 
Since the controller is designed to achieve a better 
tracking accuracy in positioning, a smaller boundary layer is 
usually required. Hence, an optimal balance between the 
position error and the level of control chattering can be 
accomplished by adjusting the thickness of the boundary 
layer and accordingly, it can be given as 
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ሶܵ = −ܳݏܽݐ(ܵ ∅⁄ ) − ܭܵ																																	(11) 
In this regard, that the derivative of (6) gives 
ሶܵ = ݔଶሶ + ݔଷሶ + ܿଵ݁ଵሶ + ܿଶ݁ଵ																																	(12) 
 
The control law is obtained by substituting (1) (2) and (3) 
in (12). Therefore, the control law can be stated as, 
ݑ = 	 ௞೎௖௞ೡ ට
ଶ
௉ೌି௫య ቂ−ܳܽݐ(ܵ ∅⁄ ) − ܭܵ +
௞
௠ ݔଵ +
௙
௠ ݔଶ −
௦
௠ ݔଷ +
ிಽ
௠ +
௦
௞೎ ݔଶ +
௞೗
௞೎ ݔଷ − ܿଵݔଵሶ + ܿଵݔଵௗሶ − 	ܿଶݔଵ+	ܿଶݔଵௗቃ			(13)  
 
If the initial output trajectory is not on the sliding 
surface ܵ(ݐ) , or a deviation of the representative point 
detected from ܵ(ݐ) due to variations observed in parameter 
and/or disturbances, the controller must be designed in such 
a way that it can drive the output trajectory to the sliding 
mode ܵ(ݐ) = 0.  
The output trajectory, in such a condition will move 
towards and reach the sliding surface, and is said to be on the 
reaching phase. For this purpose, the Lyapunov function can 
be expressed as 
ܸ(ݐ) = 12 ܵ
ଶ(ݐ)																																	(14) 
 
where ܸ(ݐ) > 0  and ܸ(0) = 0  for ܵ(ݐ) ≠ 0.  The reaching 
condition as presented in (15) is considered as necessary as 
that will help ensure the trajectory moving from the reaching 
phase to the sliding phase in a stable condition. 
ሶܸ (ݐ) = ܵ(ݐ) ሶܵ(ݐ) < 0, ݂݋ݎ	ܵ(ݐ) ≠ 0																			(15) 
 
By choosing the Lyapunov function candidate as in (14) 
and (15), the reaching condition is rearranged as  
ܸ(ݐ) = 12 ܵ
ଶ(ݐ) 	= ܵ(ݐ) ሶܵ(ݐ) ≤ −ߙ|ܵ(ݐ)|																		(16) 
where ߙ ∈ ܴ must be a strictly positive design parameter. By 
means of (6) and (12) by excluding its reaching time function, 
Equation (16) can be rewritten as  
ሶܸ = ܵ ሶܵ ≤ −ߙ|ܵ|																												(17) 
Therefore, 
ܵ ൥ቂ− ௞௠ݔଵ −
௙
௠ ݔଶ +
௦
௠ ݔଷ −
ிಽ
௠ቃ + ቈ−
௦
௞೎ ݔଶ −
௞೗
௞೎ ݔଷ +
௖
௞೎ ට
௉ೌ ି௫య
ଶ ݇௩ݑ቉ +
ܿଵ[ݔଵሶ −ݔଵௗሶ ] + ܿଶ[ݔଵ−ݔଵௗ]	൩ ≤ −ߙ|ܵ|																																								  (18)                                                                   
ܵ[ቂ− ௞௠ ݔଵ −
௙
௠ ݔଶ +
௦
௠ ݔଷ −
ிಽ
௠ቃ + ቎−
௦
௞೎ ݔଶ −
௞೗
௞೎ ݔଷ +
௖
௞೎ ට
௉ೌ ି௫య
ଶ ݇௩ ൥
௞೎
௖௞ೡ ට
ଶ
௉ೌ ି௫య ቂ−ܳܽݐ(ܵ ∅⁄ ) − ܭܵ +
௞
௠ ݔଵ +
௙
௠ ݔଶ −
௦
௠ ݔଷ +
ிಽ
௠ +
௦
௞೎ ݔଶ +
௞೗
௞೎ ݔଷ − ܿଵݔଵሶ + ܿଵݔଵௗሶ − 	ܿଶݔଵ+	ܿଶݔଵௗቃ൩቏ + ܿଵ[ݔଵሶ −ݔଵௗሶ ] +
ܿଶ[ݔଵ−ݔଵௗ]	] ≤ −ߙ|ܵ|										 (19) 
 
Let assume ො݃ = ௖௞೎ ට
௉ೌି௫య
ଶ ݇௩, ܺ = −
௞
௠ ݔଵ −
௙
௠ ݔଶ +
௦
௠ ݔଷ −
ிಽ
௠ , ܻ =
௦
௞೎ ݔଶ +
௞೗
௞೎ ݔଷ, ܼ = −ܿଵݔଵሶ + ܿଵݔଵௗሶ − 	ܿଶݔଵ+	ܿଶݔଵௗ, 
 
Therefore; 
ܵ[ܺ + ቂ−ܻ + ො݃ൣ݃ିଵ[−ܳݏ݃݊(ܵ) − ܭܵ − ܺ + ܻ + ܼ]൧ቃ − ܼ	] ≤ −ߙ|ܵ|	  
ܵ[ܺ − ܻ + ො݃݃ିଵ[ܻ − ܺ + ܼ] − ܼ	] + ߙ|ܵ| ≤ −ܵ[ ො݃݃ିଵ[−ܳݏ݃݊(ܵ) − ܭܵ]]  
ܵൣ−ߚ[−ܺ + ܻ + ܼ] + [ܻ − ܺ + ܼ]൧ + ߚߙ|ܵ| ≤ ܳ|ܵ| + ܭܵ  
ܵ[(1 − ߚ)|−ܺ + ܻ + ܼ|] + ߚߙ|ܵ| ≤ ܳ|ܵ| + ܭܵ  
ܳ ≥ [(1 − ߚ)|−ܺ + ܻ + ܼ|] + ߚߙ − ܭ																										(20) 
 
The switching gain, ܳ help ensure the closed loop system 
to be robust and asymptotically stable upon the control gain 
and external disturbance. Therefore, in this study, the value 
of switching gain, ܳ  will be determined by using 
optimization algorithm.  
IV. HYBRIDIZATION OF PARTICLE SWARM OPTIMIZATION AND 
GRAVITATIONAL SEARCH ALGORITHM 
PSO and GSA share some similarities in relation to their 
formulation. For that reason, another way to hybridize PSO 
and GSA are to deal with any particle in the swarm as a 
particle added through PSO and/or GSA by means of making 
use of the co-evolutionary technique. PSOGSA, is proposed 
by means of using cooperative behaviours of the particles 
tormented by both PSO velocity and GSA acceleration to 
help enhance the performance of the respective algorithms 
[13]. Therefore, the two phrases the velocity updating 
formulation in PSOGSA consists of the cooperative 
contributions of PSO velocity and GSA acceleration. 
ݒ௜ௗ(ݐ + 1)௉ௌை = ݓ(ݐ)ݒ௜ௗ(ݐ) + ܿଵݎଵௗ(ݐ)ൣ݌ܾ݁ݏݐ	௜ௗ − ݔ௜ௗ(ݐ)൧ 
		+ܿଶݎଶௗ(ݐ)ൣܾ݃݁ݏݐ	௜ௗ − ݔ௜ௗ(ݐ)൧							(21) 
 
ݒ௜ௗ(ݐ + 1)ீௌ஺ = ݎܽ݊݀௜ × ݒ௜ௗ(ݐ) + ܽ௜ௗ(ݐ)       	(22) 
 
ݒ௜ௗ(ݐ + 1)௉ௌைீௌ஺ = ݓݒ௜ௗ(ݐ)௉ௌை + ܿ௔ݎଵௗܽ௜ௗ(ݐ)ீௌ஺ൣ݌ܾ݁ݏݐ	௜ௗ − ݔ௜௝(ݐ)௉ௌை൧ 
+ܿ௕ݎଶௗ(ݐ)ൣܾ݃݁ݏݐ	௜ௗ − ݔ௜ௗ(ݐ)௉ௌை൧												(23) 
 
where Equation (21) is obtained from PSO velocity 
formulation and Equation (22) comes from GSA velocity 
formulation and Equation (23) is the PSOGSA velocity 
formulation updated by PSO velocity and GSA acceleration. 
Determination of control parameters of the designed 
controller is considered crucial for accurate tracking 
performance. Therefore, the PSOGSA are applied to 
determine the most reliable sliding surface and foremost gain 
of the designed MSMC. Fig. 1 shows the block diagram of 
the MSMC with PSOGSA algorithm.  
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Fig. 1. Block diagram of the MSMC with PSOGSA algorithm 
MSMC designed for electro-hydraulic actuator servo 
system includes four control parameters, ܿଵ, ܿଶ, ܳ		and	ܭ. The 
value of these parameters need to be selected with the 
intention of minimizing the tracking error. Therefore, in order 
to enhance the adaptation function of the system, PSOGSA 
are used to search for the best value of these parameters 
through the integration of MSMC with this algorithm. 
PSOGSA caters to this venture primarily based on SSE as an 
objective function. The formula of SSE is given by 
ܵܵܧ =෍ ൫ݔ௞ − ݕ௥௘௙൯ଶ																																														(24)
௡
௞ୀଵ
 
where ݇ is the number of iteration, ݔ௞ is the system output at ݇ iteration and ݕ௥௘௙  is the reference input given to the system.  
The goal of the optimization algorithm is to help minimize 
SSE. 
V. SIMULATION RESULTS AND COMPARISONS 
Simulation was carried out by means of using 
MATLAB/Simulink 2015 software. MSMC is known to help 
the system track a shaped square wave signal. The references 
trajectory and the value of external disturbance, 10500 N 
which was used in this study is similar to that of [18] and [19].  
The implementation of optimization algorithms has used 
the following parameters, i.e., the number of particles, ݅ is set 
at 5, 10, 15, 20 and 25 particles.  The initial value of the 
number of iteration, ݐ was set at 10 and it was increased to 
20, 30, 40 and 50 iterations. As for the presentation of results 
in this section, the output plot yielded by 5 particles within 
10 iterations, 15 particles within 30 iterations and 25 particles 
within 50 iterations were selected in order to observe the 
performance of the designed controller with small, medium 
and bigger number of particles and iterations, respectively. 
The value of the number of particles and iterations were 
selected in order to prove that the small number of these 
parameters will culminate in good tracking performance.  
 
In order to prove the capability of the MSMC, which is 
not effected on the existence of disturbances for mismatched 
system, the conventional SMC (CSMC) which was similar to 
the one used by [20], was utilized for benchmarking and 
comparison with MSMC. This comparison was performed 
solely as basic test with the purpose to highlight the primary 
capabilities of the MSMC. Furthermore, it was designed with 
the best parameters of CSMC. Parameters for the CSMC were 
tuned by the same optimization algorithm, namely PSO, GSA 
and PSOGSA. Moreover, the analysis was carried out 
through the comparison between MSMC and CSMC in terms 
of their performances of employing different optimization.  
 
Fig. 2. Position output for CSMC and MSMC, integrated with PSO, 
GSA and PSOGSA with 5 particles within 10 iterations for external 
disturbance, 10500N 
Based on Fig. 2, through the combination of MSMC with 
PSO, GSA and PSOGSA, the system output tracked the 
reference input with different accuracies. Initially, the lowest 
number of particles and iterations were used, which were 5 
and 10 respectively. With this combination, MSMC-PSO was 
able to exhibit the best system output in comparison to the 
system output of the MSMC-GSA and MSMC-PSOGSA. 
This was the inclusion of the values of SSE amounting to 
32.4511, 1609 and 147.3797 respectively, as shown in Table 
2. In the case of CSMC, the values of SSE for designed 
controller that which was combined with PSO, GSA and 
PSOGSA were 232.1030, 370.9705 and 189.8791 
respectively. As seen in Fig. 2, at the same external 
disturbance value, the MSMC shows more accuracy that the 
CSMC in the aspect of tracking when by 5 particles and 10 
iterations are used to find the optimum values of each 
parameter for both controller. This indicates the lower values 
of SSE produced by MSMC. 
TABLE II.  SSE OBTAINED FROM COMBINATION OF MSMC AND CSMC 
WITH PSO, GSA AND PSOGSA 
CSMC MSMC
ࡼࡿࡻ ࡳࡿ࡭ ࡼࡿࡻࡳࡿ࡭ ࡼࡿࡻ ࡳࡿ࡭ ࡼࡿࡻࡳࡿ࡭
࢏૞, ࢚૚૙ 232.1050 370.9705 189.8791 32.4511 1609 147.3797
࢏૚૞, ࢚૜૙ 232.1031 308.0041 85.9871 32.5014 746.6484 17.1532
࢏૛૞, ࢚૞૙ 232.1030 234.5374 80.9007 32.7035 881.2971 19.3152
 
In Fig. 2, even though the MSMC-PSO produces oscillate 
output at each corner of the output, but the values of SSE is 
the lowest and capable of tracking the reference input given 
accurately with minimal error in comparison with the 
MSMC-GSA and MSMC-PSOGSA. It clearly shows that 
PSO managed to comprehend the optimum combination of 
the parameter with the lowest SSE. The output performance 
of MSMC-GSA was obviously the worst. The SSE value for 
MSMC-GSA drastically decreased by from 1609 to 746 and 
then it went up to 881. However, these values still cannot 
match the performances outputs that had been shown by 
MSMC-PSOGSA and MSMC-PSO. The SSE value for 
MSMC-PSO was still around 32 while the SSE value for 
MSMC-PSOGSA slightly increased to 19.  
 + ݔ௞ MSMC 
PSOGSA 
Objective 
function 
Nonlinear 
system 
- 
ܿଵ, ܿଶ	, ܳ, ܭ 
ݕ௥௘௙  
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Fig. 3 and 4 show the position output for CSMC and 
MSMC, integrated with PSO, GSA and PSOGSA with 15 
particles within 30 iterations and 25 particles within 50 
iterations, respectively for external disturbance, 10500N. 
From both figure, obviously can see chattering occurs along 
the output response produced by CSMC that been optimized 
by PSO, GSA and PSOGSA.  MSMC-PSO has the tendency 
to track reference input given with SSE values being 32.5014 
and 32.7035 in both conditions. This situation does not 
change much with previous MSMC-PSO output response 
when ݅ and ݐ are 5 and 10, respectively. 
 
 
Fig. 3. Position output for CSMC and MSMC, integrated with PSO, 
GSA and PSOGSA with 15 particles within 30 iterations for external 
disturbance, 10500N 
 
Fig. 4. Position output for CSMC and MSMC, integrated with PSO, 
GSA and PSOGSA with 25 particles within 50 iterations for external 
disturbance, 10500N 
Meanwhile, the output response for MSMC-GSA was not 
found to produce chattering and has shown a smooth and 
steady output response with respect to the reference input 
given but the SSE value was the largest with 746.6484 and 
881 for both conditions. MSMC-PSOGSA output response 
showed relatively smaller chattering at each corner when the 
reference input changed its form and the SSE values given by 
MSMC-PSOGSA were the smallest with 17.1532 and 
19.3152 for both conditions, respectively. Although an 
increase in SSE value of about 2 was observed, but the value 
was still too small compared to the MSMC-PSO and MSMC-
GSA. For GSA, even though no chattering produced but the 
performance output given was the worst compared to 
MSMC-PSOGSA and MSMC-PSO. MSMC-PSOGSA 
revealed an excellent improvement in terms of output 
response in the event of an increase being observed in the 
number of particles and iterations compared to MSMC-PSO. 
However, the SSE produced by MSMC-PSO did not show 
much improvement with a reduction rate and addition of 
about 0.1 in comparison with the MSMC-PSOGSA with SSE 
reduction from 147 to 17. By means of increasing the number 
of particles and iterations from 5 and 10, to 25 and 50, the 
performance output of MSMC-PSOGSA was seen as the best 
compared to another two methods.  As the reseachers were 
looking for the optimum combination which was capable of 
producing the lowest SSE value among CSMC and MSMC, 
integrated with PSO, GSA and PSOGSA, therefore the 
optimum combination number of particles,݅ and iterations, ݐ 
for the best performance output which produced the lowest 
SSE is shown in Table 3.  
TABLE III.  OPTIMUM COMBINATION NUMBER OF PARTICLES, ݅  AND 
ITERATIONS, ݐ WHICH PRODUCED THE LOWEST SSE   
CSMC MSMC
ࡼࡿࡻ ࡳࡿ࡭ ࡼࡿࡻࡳࡿ࡭ ࡼࡿࡻ ࡳࡿ࡭ ࡼࡿࡻࡳࡿ࡭
Number of 
particles, i 
25 25 15 20 20 15 
Number of 
iteration, t
50 50 50 40 40 30 
SSE 232.10 234.54 72.70 32.66 758.47 17.15 
 
Referring to Table 3, the integration of MSMC and 
PSOGSA yielded lower SSE value compared to MSMC-GSA 
and MSMC-PSOGSA. By means of combining both PSO 
velocity and GSA acceleration, PSOGSA managed to obtain 
the optimum combination of parameters and the best 
performance of system output compared to PSO and GSA 
alone. With the lowest SSE value of PSOGSA (17.1532), the 
combination of 15 particles/agents within 30 iterations was 
required. However, compared to PSO, the combination of 20 
particles/agents within 40 iterations was required with 
obtained SSE value of 32.6515, which was almost 15 units 
bigger than the PSOGSA. It should be noted that the tracking 
errors of both PSO and PSOGSA were almost non-existent. 
Besides that, PSOGSA was found to track the given reference 
smoothly with only minimal chattering at the beginning. This 
reaffirmed that the optimum combination of parameters can 
effectively reduce the chattering issue.  
VI. CONCLUSION 
In this study, a hybrid algorithm of particle swarm 
optimization (PSO) and gravitational search algorithms 
(GSA) based modified sliding mode control (MSMC) for 
solving tracking control accuracy in the mismatched electro-
hydraulic actuator are presented. With the presence of large 
external disturbance, the integration of MSMC with 
PSOGSA potentially enhances the performance and produces 
relatively higher accuracy in tracking the reference signal 
given to the system. Such a development clearly indicates that 
MSMC-PSOGSA  has the potentials to overcome the 
presence of external disturbance for mismatched system, 
reduce the chattering effectively and enhances the 
performance based on the lowest SSE, which is 17.1532 
.Future works may have to consider applying MSMC-
PSOGSA and looking into its performance with mismatched 
electro-hydraulic actuator that is injected with uncertainties 
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and nonlinearities to help enhance the complexity of the 
system and at the same time, to verify the robustness of 
MSMC-PSOGSA to effectively deal with more complex 
nonlinear systems. 
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Abstract—The Study of mosquitoes and their behavioral 
analysis are of crucial importance to control the alarmingly 
increasing mosquito-borne diseases. Conventional imaging 
techniques use either dissection, exogenous contrast agents. 
Non-destructive imaging techniques, like x-ray and 
microcomputed tomography uses ionizing radiations. Hence, a 
non-destructive and real-time imaging technique which can 
obtain high resolution images to study the anatomical features 
of mosquito specimen can greatly aid researchers for mosquito 
studies. In this study, the three-dimensional imaging 
capabilities of optical coherence tomography (OCT) for 
structural analysis of Anopheles sinensis mosquitoes has been 
demonstrated. The anatomical features of An. sinensis head, 
thorax, and abdomen regions along with internal 
morphological structures like foregut, midgut, and hindgut 
were studied using OCT imaging. Two-dimensional (2D) and 
three-dimensional (3D) OCT images along with histology 
images were helpful for the anatomical analysis of the 
mosquito specimens. From the concurred results and by 
exhibiting this as an initial study, the applicability of OCT in 
future entomological researches related to mosquitoes and 
changes in its anatomical structure is demonstrated. 
Keywords—optical coherence tomography, Anopheles 
sinensis, non-destructive imaging, internal morphological 
analysis. 
I. INTRODUCTION  
These mosquitoes are recognized as one of the major 
vectors of tropical diseases such as malaria, dengue, 
chikungunya, West Nile virus, yellow fever, lymphatic 
filariasis, Japanese encephalitis, Zika fever, and many other 
blood-transmittable diseases [1]. Approximately 212 million 
cases of malaria occurred in 2015, resulting in the death of 
approximately 429 000 people [2]. By recent findings, it has 
been concluded that Zika virus infection in pregnancy can be 
a cause of microcephaly [3]. Pathogens causing these 
diseases are transmitted from a mosquito to a host during 
blood feeding. Thus, research on mosquitoes, their feeding 
habits [4], probing behavior [5], life cycle [6], and the 
associated pathogen transmission plays a major role.  
To date, many techniques such as micro-computed 
tomography [7], microscopic and histological analysis [8, 9], 
and X-ray imaging [10] have been implemented for mosquito 
studies. However, these techniques require time-consuming 
sectioning processes, a complex system design, or a long 
imaging acquisition time. Moreover, the cost of these 
techniques may be prohibitive for frequent implementation. 
Thus, a rapid bio-imaging technique would be of 
considerable advantage to researchers. 
Optical coherence tomography (OCT) is a non-
destructive imaging modality, which acquires cross-sectional 
images in real-time [11]. Applications of OCT have been 
demonstrated in various field of research, including 
ophthalmology [12, 13], otorhinolaryngology [14, 15], 
industrial inspection [16], agronomical studies [17-19]. 
Recently, OCT has been applied in various entomological 
studies, such as those developing neural morphological 
analysis and cardiac dynamics in Xenopus laevis [20, 21], 
age estimation of Calliphora vicina pupae [22], and 
This work was supported by Korea Institute of Planning and 
Evaluation for Technology in Food, Agriculture, Forestry and 
Fisheries (IPET) through Advanced Production Technology 
Development Program, funded by Ministry of Agriculture, Food and 
Rural Affairs (MAFRA) (No. 314031-3). Also supported by BK21 
plus project funded by the Ministry of Education, Korea 
(21A20131600011). 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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arrhythmia caused by a Drosophila Tropomyosin mutation 
[23]. However, there have been no reports on the use of OCT 
as a tool for studying the internal organs of mosquito 
specimens. 
In this study, we undertook a morphological analysis of 
Anopheles sinensis mosquitoes using spectral domain OCT 
(SD-OCT). Thus, we have demonstrated the potential 
application of OCT for identification of internal morphology 
in mosquito specimens. This was a feasibility study and by 
analyzing the results of two-dimensional and three-
dimensional OCT images using histological images, we have 
demonstrated the advantages of using OCT for analysis of 
mosquito organs and tissue structures for future studies. 
II. MATERIALS AND METHODS 
A. Preperation of Mosquito Specimen for Experiment 
Mosquito samples were collected in 2014 at Majeong-ri, 
Paju-si (37°52ʹ53.52ʹʹN, 126°45ʹ24.89ʹʹE), Republic of 
Korea, using a black light trap. Specimens were identified 
using the molecular method described by [24] (the methods 
used and the detailed explanation of the procedures followed 
for identification of specimen has been explained in 
previously published article). After DNA extraction from a 
single leg using a genomic DNA extraction kit (Bioneer, 
Korea). The PCR conditions were as follows: The 12.5-µL 
PCR reaction mixture contained 0.5 µL genomic DNA of an 
individual mosquito, 0.5 units of Taq polymerase, 0.4 µM of 
each primer (see [24] for primer information), 1.5 mM 
MgCl2, 0.2 mM of each dNTP, and 1 X PCR buffer. The 
PCR cycling conditions were as follows: initial denaturation 
at 94 °C for 3 min, followed by 30 cycles at 94 °C for 30 sec, 
55 °C for 30 sec, 72 °C for 2 min, and a final extension at 72 
°C for 7 min. The PCR products were electrophoresed and 
visualized using ethidium bromide 2.5% agarose gel and a 
gel imaging system. 
A representative image of a mosquito specimen is shown 
in figure 1. After being anesthetized, specimens were 
carefully separated and stored. The experimental 
environment was maintained at 23 °C and 50% humidity. 
OCT imaging was carried out immediately after the 
specimens were anesthetized. For experimental convenience, 
the wings and the legs were clipped carefully without 
damaging other parts of the specimen. 
B. Specimen Preperation For Histological Analysis 
The specimens were fixed in 2% paraformaldehyde and 
2.5% glutaraldehyde in 0.05 M sodium cacodylate buffer for 
24 hours under vacuum. Thereafter, the specimens were 
washed in sterile distilled water and dehydrated in a graded 
series of absolute ethanol (30%, 50%, 70%, 80%, and 90%) 
for 30 min. These steps are considered as gold standard 
methods for histological sectioning analysis [25]. These 
dehydrated specimens were infiltrated with propylene oxide 
and then embedded in Spurr’s resin. The resin was 
polymerized in a dry oven at 80 for 7hrs. Finally, the 
samples were accurately sectioned using an ultra-microtome 
(MT-7000; RMC, Tucson, AZ, USA) and, stained with 2% 
methylene blue and observed under a light microscope. 
C. SD-OCT System Setup 
The OCT system was operated with a broadband light 
source with a center wavelength of 860 nm and a bandwidth 
of 165 nm. Objective lenses (10X) were used in reference 
and sample arms to improve the lateral resolution. The axial 
and lateral resolution of the OCT were 4 and 10 µm. The 
detailed configurations of the OCT instrumentation are 
provided elsewhere [19]. The schematic setup of the overall 
system is shown in figure 2. 
 
III. RESULTS AND DISCUSSION 
A. Three Dimensonal Volumetric Image Analysis Figure 1. Microscopic and SD-OCT image of mosquito. Representative 
microscopic photograph of a mosquito specimen and its corresponding 
SD-OCT images taken at different parts of mosquito specimen. 
Figure 2. SD-OCT system setup used for the experiment. 
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 Cross-sectional OCT images were acquired from the 
head, thorax, and abdominal regions of a mosquito body. 
Tomograms of the mosquito internal organs were studied by 
obtaining adjacent 2D-OCT images of all three regions. 
Using these prominent cross-sectional images, the 3D OCT 
images of these internal structures were rendered by 
acquiring adjacent 2D-OCT images and combining these 
images using volume-rendering software. 
The volumetric OCT image is shown in figure 3(a). 
Figures 3(b), 3(c), and 3(d) show the orthogonal-sectioned 
images of the 3D images, revealing the internal morphology 
of head, thorax, and abdominal regions. The midgut and 
hindgut are shown in figures 3(c) and 3(d). In addition, 
individual sections of the head, thorax, and abdominal 
regions are shown in figure 3(e) using orthogonal sectioning 
planes, which are represented by dotted arrows with 
representations plane-1, plane-2, plane-3, and plane-4. The 
foregut, midgut, and hindgut are clearly identifiable through 
the individually sectioned images. The orthogonal image 
section planes-1, 2, and 3 helps to visualize the continuity of 
the internal structures in the specimen, showing the entire 
cross-section for easier analysis 
B. Comparison Of Histology Images With OCT Images 
For comparison of OCT images with the obtained 
histological images, 3D volumetric images were 
orthogonally sliced at different depths using post-image 
analysis software, the most correlative OCT image was 
selected for histological comparison. Figures 4(a) and 4(b) 
emphasize the comparison between OCT and histology of 
head and thorax regions.  Foregut, head, proboscis, 
compound eye, and other internal structures in the thorax 
region are visualized in the OCT image, which are consistent 
with the histological image. The midgut and hindgut along 
with other internal abdominal structures are visible in the 
OCT image, was also found to be in correlation with the 
obtained histological image. 
 
IV. CONCLUSION 
We have demonstrated the benefits of three-dimensional 
imaging capability of OCT for structural analysis of An. 
sinensis mosquitoes. Internal structures, such as foregut, 
midgut, and hindgut, were clearly visualized using a 
customized OCT system supported by histological image 
verifications. To date, initial morphological studies and 
analysis of the anatomical structures of mosquitoes using 
OCT have not been performed. The results of the present 
study may represent a significant contribution and future in 
vivo studies on different mosquito vectors of disease-causing 
pathogens using OCT may help researchers to better 
understand how diseases are transmitted via mosquito bites. 
Future experiments can be focused on improving the 
resolution of the investigating OCT system by increasing the 
bandwidth of the laser source and detector, by improving the 
optical transmission of the OCT system for efficient signal 
 
 
 
Figure 4. Comparative analysis of OCT images with 
histological images of a mosquito specimen. (a)  en face 
OCT image, (b) is the microscope image of histology 
slice of mosquito specimen. 
Figure 3. 3D OCT image of a mosquito specimen, and 
the orthogonal image section planes 1,2, 3, and 4 
showing the continuity of the internal structures in the 
mosquito specimen. Refer to the supplementary media 
file for internal structure analysis at different depths. 
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detection [26-28] and for reduction of noise which may 
improve system sensitivity.  
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Abstract — This paper present the studies of analysis arm 
movement sequence which dedicated for upper limb 
rehabilitation after stroke. The recovery of the arm could be 
optimized if the rehabilitation therapy is in a right manner. 
Upper limb weakness after stroke is prevalent in post-stroke 
rehabilitation, many factors that can deficit muscle strength there 
are neural, muscle structure and function change after stroke. 
Rehabilitation process needs to start as soon as after a stroke 
attack, repetitive and conceptualized. On the other hand 
monitoring of muscle activity also need in the rehabilitation 
process to evaluate muscle strength, motor function and progress 
in the rehabilitation process. The objective of this research is to 
analysis arm movement sequence using the feature frequency 
domain. In this study deltoid, biceps and flexor carpum ulnaris 
(FCU) muscles will be monitored by surface electromyography 
(sEMG). Five healthy subjects male and female become 
participants in data recording. Mean frequency (MNF) and 
median frequency (MDF) domain are two signals processing 
technique used for arm movement sequence analyzing. The 
analysis result showed that MNF is better than MDF where 
MNF produced higher frequency than MDF from each segment. 
From the data analysis, this movement sequence design more 
focuses on deltoid and FCU muscles treatment. This movement 
sequence has five condition movements. First undemanding, 
second difficult, third moderate, fourth moderate and the last 
cool-down movements. The best movement sequence minimum 
has four condition movements warming up – moderate – difficult 
– cool-down. 
Keywords— Electromyography (EMG), rehabilitation, mean 
frequency, median frequency, movement sequence 
I.  INTRODUCTION  
A Stroke is a “brain Attack”. Based on the cause stroke 
divide into two, the first is hemorrhagic stroke it occurs when 
there is a blood vessel leak in an area of the brain and the 
second is a blood vessel carrying blood to the brain is 
blocked by a blood clot (ischemic). When blood flow to an 
area of the brain is cut off, so brain cells are deprived of 
oxygen and begin to die. When brain cells die during a 
stroke, abilities controlled by that area of the brain such as 
memory and muscle control are lost [3]. In 2017 World 
Health Organization (WHO) published that the second 
leading of death is stroke accident where more than 15 
million people have strokes every year and two-thirds of 
them have the permanent disability [1]. Rehabilitation after 
post-stroke is an important and ongoing part of treatment. 
With the right treatment and the rehabilitation procedures, 
stroke patients can enjoy normal life is possible. Physical 
therapy is one of the most important parts in the 
rehabilitation process where it can help a person relearn 
movement and coordination. It is important to stay active, 
even if it is difficult at first [2]. Rehabilitation upper limb 
after post stroke is indispensable because upper limb motion 
is very important for the human daily activities such as 
eating, drinking, brushing teeth, combing hair and washing 
face [4]. In this time many therapies do the post-stroke 
rehabilitation using fundamental movement and a play 
traditional equipment like table and glass.  This technique 
needs more time and there is no feedback from 
rehabilitations proses. 
One of the major objectives of post-stroke rehabilitation 
is to improve patient’s motor function as it is critically elated 
to the ability of independent living [5]. The previous scientist 
explained that motor impairment and muscle strength can be 
covered or treated with active movement in the oriented and 
repetitive task, with combinations movement which can 
improve motor skills and muscular strength by avoiding a 
muscle and joint pain [6][11]. Studies in post-stroke 
rehabilitation reported that the most important in process 
rehabilitation is the monitoring of muscle activity during 
recovery [7]. Much information can be obtained from the 
muscle and the researchers can use that information in their 
study by measuring the electromyography (EMG) signal [8]. 
This research will analyze of EMG signal based arm 
movement sequence for post-stroke rehabilitation using 
mean and median frequency domain. 
The outline of this research paper consists of four 
sections, the first section is an introduction and related 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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 researches, in the second section the proposed research 
methodologies and the third section discusses the finding of 
the research. The conclusions of this research are discussed 
in the last section. 
II. METHODOLOGIES 
Fig. 1 shows the workflow for this research from a 
preparation of the hardware and software until discussion 
and conclusion. 
 
Fig. 1. The flow of the investigation 
A. Hardware and Software Preparations 
Data collections in this research used DELSYS Bagnoli 
EMG system with 8 input channels and EMG works 4.3.2 
software used to communicate with a personal computer. 
Muscle activity in this movement will detect using surface 
electromyogram sensor type single differential. Raw EMG 
signal will analyze using software MATLAB r2016a. 
B. Subject Preparation 
Five students between the ages of 23 and 30 years old 
include male and female in good conditions were prepared 
for this experiment. The participants were graduate or 
undergraduate students of University Malaysia Perlis. 
Before data collecting, every subject briefed on 
experimental procedures and their signature used as 
approval to be participants. Using healthy subjects caused 
this research is a laboratory prototype for EMG signal 
studying and movement sequence were used in this research 
is applicable for post-stroke patients. 
C. Data Collection 
I. EMG Signal Acquisition 
EMG data were recorded by three surface electrodes 
on upper limb muscle include deltoid, biceps and FCU 
muscles. Data recording was done for 30 seconds with 
frequency 1 kHz using EMG acquisition system.  
 
Fig. 2. Sensor placement 
II. Movement Sequence 
Arm movement sequences were designed based on the 
fundamental arm movements to stimulate the weak muscle 
of post-stroke patient [6]. Repetitive rehabilitation exercise 
based on fundamental movement is one of the method used 
in the treatment, the combination of some fundamental 
movement which produces a movement sequence can 
increase treatment timing. Motor impairment and 
coordination between one muscle with another muscle can 
be treated by movement sequence repetitively [11][14]. 
Arm movement sequence designed based on fundamental 
movement which involves flexion, extension and grasp. 
Design of movement sequence use of three objects as 
targets, the design of functional movement shows in fig 3. 
Target number one located on the right patients, target two 
located on the top of patients and target three located on the 
left of patients. Firstly participants put their hand at the start 
point for five seconds after rehabilitation begins, then 
participants take an object in the start point and move it to 
target one and back to start point then rest about five 
seconds. Next targets have the same steps as target one. 
 
Fig. 3. Movement Sequence [6] 
D. Signal Processing 
I. Power Spectral Density 
Power Spectral Density (PSD) is defined as the amount of 
power per frequency interval. To transform signal EMG 
based on time domain to frequency domain need a furrier 
transform. To search frequency signal components which 
brought by time domain signal. The most commonly used 
PSD estimator in the EMG signal analysis is the 
periodogram. Calculation of PSD in MATLAB used Welch 
method (1) ie looking for DFT based on calculations with 
the FFT algorithm, then squaring the magnitude [12][13]. 
 
 
(1) 
Where, 
 PXX (w) = Power spectrum density at a window 
  = Power spectrum using FFT 
 p = Estimation of spectrum value using periodogram  
 w = Sampling window 
 f = frame window 
 
The estimation of spectrum value (p) will be close to the 
true value if sampling window is very large, this means that 
the number of periodograms is made as much as possible 
but the resolution of the observed frequency is decreased. 
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 II. Mean and Median Frequency 
Features-based time domain and frequency domain are 
two important features. Generally, time domain feature used 
for the muscle force detection but their performance is a 
major drawback for detecting muscle fatigue. On the other 
hand, frequency domain has good performance to detect 
muscle fatigue [9][10]. Mean frequency (MNF) is an 
average frequency which is calculated from a total of the 
product EMG power spectrum and the frequency divided by 
the total of the power spectrum. The definition of MNF is 
given by 
 
 
(2) 
Where, 
 f j = frequency value at a data sampling j 
 Pj = EMG power spectrum at a data sampling j 
 m = length of data sampling j 
 
Median frequency (MDF) is a frequency at which the 
EMG power spectrum is divided into two regions with equal 
amplitude. The definition of MDF is given by 
 
 
(3) 
Where, 
 Pj = EMG power spectrum at a sampling j 
 m = length of data sampling j 
III. EMG signal 
Raw EMG signal generated by EMG acquisition 
hardware has a data length of 66000 data. These data were 
divided into five segments to make it easier to analyze. 
Segment one is start position, segment two is reached target 
one, segment three is reached target two, segment four is 
reached target three and the last segment is finished 
positions. Fig. 4 showed a sample of Raw EMG signal from 
a deltoid muscle by subject #1. Fig. 5 showed a sample of 
power spectrum density (PSD) using the Welch method 
from a deltoid muscle by subject #1 for the second segment. 
 
Fig. 4. The sample of Raw EMG signal  
 
Fig. 5. The sample of PSD using Welch method 
III. RESULT AND DISCUSSION 
The EMG signals were analyzed in frequency domain to 
obtain the feature extraction. A total of two frequency 
domain features were selected and used to analyze EMG 
signal from deltoid, biceps and FCU muscles. Table I shows 
the values of the mean frequency (MNF) for the purpose 
movement sequence. The frequency at the start position and 
finish position has almost the same value because in this 
condition there are no movements so there are no muscle 
contractions. Deltoid muscle, the biggest frequency when 
the subjects reach target 1 and the value decreased 
slowdown when subjects reach target 2 and 3 because when 
subjects move to target 1 the muscle produces more 
contractions than subjects move to target 2 and 3. Be 
evidenced by subject #1, #2 and #5. Biceps muscle, the 
frequency produced by biceps muscle from this movement 
sequence inconsistent value where this conditions due to 
there are not contractions from biceps muscle. FCU muscle, 
the frequency produced by the FCU muscle from this 
movement sequence is consistent where this conditions due 
to there are same contractions from target 1, target 2 and 
target 3. 
TABLE I.  VALUE OF MNF DOMAIN FEATURE EXTRACTIONS 
Subject 
MNF (Hz) 
Star
t Target 1 Target 2 Target 3 
Finis
h 
#1 
d 38 92 83 65 40 
b 39 53 42 43 41 
f 50 70 82 74 65 
#2 
d 40 74 69 56 41 
b 37 55 53 49 37 
f 74 84 75 75 65 
#3 
d 42 73 75 48 42 
b 40 48 45 43 39 
f 48 89 86 86 58 
#4 
d 42 65 67 58 45 
b 38 48 53 44 34 
f 72 82 77 74 65 
#5 
d 36 94 85 62 37 
b 37 50 42 40 37 
f 46 75 70 78 67 
*d=deltoid, b=biceps, f=flexor carpum ulnaris (FCU) 
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 Table II shows the values of median frequency domain 
features for the purpose movement sequence. Median 
frequency is similar with mean frequency but the value of 
median frequency is too small than mean frequency so 
median frequency difficult to analyze. 
TABLE II.  VALUE OF MDF DOMAIN FEATURE EXTRACTIONS 
Subject 
MDF (Hz) 
Start Target 1 Target 2 Target 3 Finish 
#1 
d 25 76 67 40 25 
b 25 37 26 30 25 
f 25 54 68 49 26 
#2 
d 25 63 59 34 25 
b 25 42 39 33 25 
f 34 70 63 64 27 
#3 
d 25 60 61 35 27 
b 25 27 26 26 25 
f 25 76 73 73 25 
#4 
d 25 50 53 36 25 
b 25 26 40 26 25 
f 26 66 61 62 26 
#5 
d 25 81 73 36 25 
b 25 35 31 25 25 
f 25 54 51 55 26 
*d=deltoid, b=biceps, f=flexor carpum ulnaris (FCU) 
Frequency obtained from muscle have inconsistent value 
depends on arm movement. In this movement sequence 
design, a frequency obtained from deltoid muscles 
decreased frequency value, when subjects move their hand 
to target 1 frequency produced by deltoid muscles is higher 
than target 2 and 3. Biceps muscles produce inconsistent 
values but mostly when subjects reach target 2 biceps 
muscle produce the highest value than the other. At the 
same time, FCU muscles tend to be more constant, this is 
due to the same movement ie grasp object. 
Difference values of frequency at every target due to the 
direction of arm movement, the power of contractions and 
the distance between object and arm. Beside this muscle 
fatigue also can influence signal which generated by muscle 
when contractions. Muscle fatigue occurs when muscles 
contract too long without rest. 
Difference value from mean and median frequency 
feature extraction showed at Fig. 6. Actually in this 
movement sequence had three condition movements with 
five segments: warming up, moderate, difficult, moderate 
and cool-down movement. From the graph forms the 
following sequence: warming up – difficult – moderate – 
moderate – cool-down.   
 
Fig. 6. The sample of graph MNF and MDF from subject #1  
IV. CONCLUSIONS 
The main objective of this research is to analyze 
movement sequence based on EMG signal using mean and 
median frequency domain feature extractions. Generally, 
frequency feature extraction used to analysis of muscle 
fatigue after post-stroke rehabilitation, in this section mean 
and median frequency used for analyzing arm movement 
sequence. From this research obtain some conclusions:  
1. Feature extraction using mean frequency domain is 
better than the median frequency for analyzing 
movement sequence. 
2. From the data analysis, this movement sequence 
design more focuses on deltoid and FCU muscles 
treatment. 
3. Refer to fig. 6 shows, this movement sequence has 
five condition movements. First undemanding, 
second difficult, third moderate, fourth moderate and 
the last cool-down movements. 
Recommendations for the next research (1) Addition 
virtual reality based on a game in the rehabilitation process 
can motivate subjects. (2) Showing feedback to screen and 
saving data to the server can make it easier therapist to data 
analyzing. 
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Abstract— Medical rehabilitation is one of the efforts to restore 
motor function of post-stroke patients, but the biggest factor that 
makes patients quickly restore motor function by active patient 
movement exercises. The movement in question is the movement 
carried out every day outside medical rehabilitation at the 
hospital. On the other hand, patients are reluctant to do therapy 
independently outside the hospital, because there is no tool that 
supports patients to do so. So, we need a device that helps 
patients to do therapy independently. The device is connected to 
Myo Armband to read the gestures of the patient by looking at 
the EMG signal from the patient's hand. Then the system 
performs matching gestures during therapy with EMG signal 
data that has been trained. The motion matching is done by 
calculating the Euclidean distance between the two EMG signal 
data obtained from the Myo Armband device. From the results of 
the tests carried out, the accuracy of movement matching results 
obtained an average accuracy of 89.67 percent for flexion-
extension gestures and 82 percent for pronation-supination 
gestures. It can be concluded that Myo Armband in the Mobile 
Application can be used for Rehabilitation of post stroke patient 
hands. 
Keywords—Rehabilitation, EMG Signal Myo Armband, Post-
Stroke 
I.  INTRODUCTION  
Cerebrovascular accident (CVA) is a disease that is often 
classified as a deadly disease in Indonesia with 15.9 percent of 
the causes of death in Indonesia [1]. The World Health 
Organization (WHO) defines stroke as a rapid onset of clinical 
symptoms disruption of cerebral function with a symptom 
lasting 24 or more hours without any apparent power other 
than from the vascular system [2]. 
According to data of the Ministry of Health of the 
Republic of Indonesia, the number of stroke patients in 
Indonesia in 2013 based on the diagnosis of health workers 
(Nakes) is estimated as 1,236,825 people (7.0 ‰), while based 
on diagnosis / symptoms are estimated as many as 2,137,941 
people 12.1 ‰) [1]. The data is very large for developing 
countries like Indonesia and each year the number of stroke 
patients continues to increase with the unhealthy lifestyles of 
modern society and underestimate the healthy diet and causes 
of other stroke. 
However post-stroke patients can restore their motoric 
function by performing regular and regular rehabilitation. 
Post-stroke rehabilitation is usually performed only in 
hospitals that have medical rehabilitation facilities with 
physiotherapy or doctors. Whereas to restore the patient's 
motoric function efficiently the patient must perform active 
patient gestures every day outside the rehabilitation time in the 
hospital. The patient's active motion is self-directed gesture by 
the patient. It is expected that by actively conducting physical 
moving the patient in his spare time to increase the level of 
muscle reconstruction can occur maximally. 
The development of tools for post-stroke rehabilitation 
patients began to emerge much like saddle designs for bicycle 
stroke patients. Another example is Myo Armband. Myo 
armband is a device developed by Thalmic Labs company. 
Myo armband is a bracelet device used on the human arm to 
identify gesture of arm muscles by using electromyography 
technique. In addition to the EMG sensor, Myo Armband is 
also powered with several Accelerometer sensor, Gyroscope, 
and Magnetometer combination of the three sensors with the 
Inertial Measurement Unit (IMU) [3] 
The research developed a new method for post-stroke 
patients. The aim of this research is to create an application 
that helps post-stroke patients in recovering their hands. This 
will be done with the Myo Armband device used to detect 
post-stroke patient gesture. 
 
II. SUPPORTING THEORY 
A. Post-Stroke Rehabilitation 
Rehabilitation is a program designed to recover sufferers 
with physical distress and / or chronic diseases, so that they 
can live or work fully in their capacity. Post-stroke 
rehabilitation aims for stroke sufferers to live independently 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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 and productively again. The success rate of post-stroke 
rehabilitation depends on several aspects, ranging from the 
extent of brain damage, early handling time, the role of the 
family, and methods for therapy. Post-stroke rehabilitation 
therapy is divided into several kinds, ranging from motion 
exercises, tool modalities, drugs, and psychology [4]. 
In this research, the authors used post-stroke type of 
rehabilitation with motion exercises. The motion exercises 
taken are wrist movement exercises, in which the movement is 
two wavelengths of flexion-flexion and pronation-supination. 
The following describes flexion-extension and pronation-
supination gestures. 
• flexion-extension, i.e wrist movement to the inner 
side and move the hand back again straight 
• pronation-supination, i.e moving the wrist down and 
back up again. 
B. Manual Muscle Testing (MMT) 
Manual Muscle Testing (MMT) itself is one effort to 
determine or know one's ability to contract muscle or muscle 
group involuntary. MMT is one of the most popular muscle 
strength measurement methods and is mostly done by 
physiotherapy. In MMT, strength is measured on a scale of 
zero to five points. Table I is the MMT scale and its 
description. 
TABLE I.  MANUAL MUSCLE TESTING 
Number Scale Explanation 
1 0 Muscle contraction is undetectable 
2 1 The presence of muscle contraction 
and no movement of the joints 
3 2 The presence of muscle contraction 
and the movement of joints full 
ROM 
4 3 The presence of muscle contraction, 
the movement of joints full ROM 
and able to resist gravity 
5 4 The presence of muscle contraction, 
the movement of joints full ROM, 
able to fight gravity dam minimum 
resistance 
6 5 Ability to resist maximum resistance 
 
In the medical world of post-stroke patients is very 
complex, in a thousand cases of stroke that each of them is 
different and unique to each other. So that the handling of 
rehabilitation must also be done differently to every patient. 
Therefore, the application is a limited to user who will use the 
application later. The application will be used for rehabilitation 
with post-stroke patients with lower arm muscle weakness and 
Manual Muscle Testing (MMT) more than two. 
III. SYSTEM DESIGN 
System design includes the process of making and running 
applications from the use of Myo Armband hardware, 
therapeutic process and application functionality until the 
applied system diagram. 
 
Fig. 1. Diagram  System 
Figure 1 illustrates the system design block and how the 
application runs. In general, the system is divided into three 
stages of input, process and output. 
A. Input 
The input of the hand-therapy application system is the 
gestures of the patient's hand during a therapeutic motion or 
not a treatment motion as shown in Table 2. The gesture will 
then be read by Myo Armband using eight EMG sensors in the 
device. Given in Myo Armband itself there are some sensors, 
but researchers only use EMG sensors, because in the therapy 
system built by the patient's hand does not move coordinately, 
so the IMU sensor in Myo Armband is not needed. 
 
 
Fig. 2. Communication between devices 
The data from myo armband will be sent to the android 
application using Bluetooth communication. In sending data 
from the myo armband device to the android application there 
is a distinction between EMG data and IMU data, where EMG 
data is flown at 200 Hz frequency while IMU data at 
frequency 50 Hz. Smartphone used must meet the 
development requirements of the android version of the Myo 
android version of SDK. 
• The smartphone device must have Bluetooth Low 
Energy (BLE). 
• Android version 4.3. 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
17
 B. Process 
In the application process of this therapy there are several 
parts that will be run later. Such parts include early therapeutic 
motion, early gesture storage therapy, initiation of therapy and 
matching therapeutic gestures. Here's an explanation of each 
part of the therapy application process. 
1) Early gesture taking : Once the application can capture 
the gesture of the patient, then the patient can perform a series 
of therapies made by researchers. The first thing to do before 
the therapy in the application begins, patient performs 
recording or retrieval of early motion data. Each will initiate a 
series of therapies, the patient must be required to perform 
initial motion data capture first. Gestures taken based on the 
motion of therapy performed by patients with gesture as in 
Table 2 depends on the type of gesture and step chosen by the 
patient. 
TABLE II.  GESTURE MODEL ILUSTRATION 
Type of 
Gesture 
Step Gesture Model Illustration 
Flexion -
Extension 
1 
 
2 
 
3 
 
4 
 
Pronation-
Supination 
1 
 
2 
 
3 
 
4 
 
 
2) Storing of early gesture: After the patient performs the 
initial gesture of therapy, the application will store the data on 
a document that is in the internal memory of the smartphone. 
So the data is easily accessible by the system when matching 
the gesture later. The type of document used will be of type 
.dat. The data stored from the patient's gesture is the value of 
the eight EMG sensors in Myo Armband device, so there are 
eight data to be stored. 
3) Starting therapy: When the patient has completed the 
initial gesture and the gesture data has been stored, the patient 
can begin therapy, the patient will do the therapy by 
performing gestures as in Table II and the repetition like the 
gesture as much as the predetermined number is the number 
30. 
4) Gesture matching: Figure 3 is a flowchart of gesture 
matchings that exist in the hand-made therapeutic application. 
 
Fig. 3. Flowchart of gesture matchings 
The data obtained when the patient performs the initial gesture 
will be used as training data (x) and motion data will be used 
as data testing (y). In determining the classification of whether 
the two gestures are the same or not, the approach by 
calculating the distance between the two data is called the 
euclidean distance. Here is the equation of Euclidean distance 
calculation on the equation 1. 
 
  (1) 
 
Where D (x, y) is the Euclidean distance or the distance 
between the two data is x and y. x is the preliminary gestures 
data of therapy and y is the patient's gestures therapy data. The 
two variables that are to be classified and i represent the 
attribute value and n is the attribute dimension. If both data are 
known the distance between the two then the next system will 
group the two data together or not. To determine the level of 
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 similarity of researchers using tolerable Euclidean distance 
limitations. 
C. .Output 
The final stage of the system created is output. The output 
of the created system will then display the value or the 
therapeutic score, this value is made based on the same amount 
of gesture performed by the user during therapy with the 
gesture before the therapy or gesture taken from the beginning 
before the therapy or in other words the correct calculation of 
gesture preliminary gesture data. So, if the patient does a lot of 
the same gesture with the initial gesture, then the value will 
continue to multiply as well. One gesture of equal value will 
increase one. The calculation will end if the patient reaches a 
value of 30. Flowchart calculation of the score or score as in 
the picture. 
 
Fig. 4. Flowchart calculation of the score therapy. 
Value or score later will be used as a reference for patients 
to stage therapy (step) or not. The selection of 30 is based on 
the usual repetition of hospital-based therapies with details of 
three sets of exercises and each set is ten times the repetition of 
gesture. In addition to seeing the value achieved by the patient 
during therapy, the patient's decision to proceed to the next step 
is determined by the doctor or physiotherapist who handles the 
patient later. 
IV. RESULT AND DISCUSSION 
The applications that have been developed are tested to suit 
the use in real life. The test conducted in this study is testing 
about the interface display of the application and matching the 
gestures performed. 
The user interface of the application is tested using 
multiple users with several types of user mobile devices, 
where this test is to determine the response of the user 
interface that is made to adjust the state of the mobile device. 
For the example whether the display of buttons and images 
can adjust from the layer resolution on a mobile device. The 
following Figure 5 is the result of the application user 
interface design. 
 
 
 
Fig. 5. User interface application. 
The user interface test results show that the design is 
very responsive to other mobile devices. In the application, 
researchers use Indonesian in the language used, because most 
users will be Indonesian. 
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 The trial conducted by the next researcher was to test the 
classification of the forearm movement on users at the 
Airlangga University Hospital. 
The movement being tested is a therapeutic movement 
consisting of two gestures, including flexion-extension and 
pronation-supination. Each movement has three types of 
motion, namely maximum, middle, and relaxed. Each 
movement was carried out repetition of motion 10 times so 
that a trial of 30 gestures was obtained. For testing the 
classification of gestures the researcher took data from 10 
users. The following figure 6 is a sensor reading on the flexion 
motion. 
 
Fig. 6. Graph of EMG flexion gesture. 
The researcher carried out 16 EMG sensor data collection 
in each EMG sensor. It can be seen in Figure 6 the value of the 
EMG sensor when the user moves, the highest value can reach 
42, then the form of each signal on the EMG is almost the 
same as each other. The following figure 7 is a sensor reading 
on the pronation motion. 
 
 
Fig. 7. Graph of EMG pronation gesture. 
After the user moves, the researcher records the correct and 
wrong gestures from the system reading about the user's 
motion detection. Then the accuracy level of the motion 
detector is calculated. The formula for calculating accuracy is 
shown in Equation 2. 
 
     (2) 
 
After calculating the accuracy of the data obtained the 
accuracy of the movement of each user and the average 
accuracy of the movement of each movement. The following 
table 3 is the result of calculating the accuracy of each user in 
flexion-extension gestures 
TABLE III.  CALCULATING THE ACCURACY FLEXION 
Number User Accuracy 
1 83.333% 
2 86.67% 
3 96.67% 
4 93.33% 
5 86.67% 
6 93.333% 
7 83.333% 
8 93.33% 
9 100.00% 
10 80.00% 
Average accuracy 89.667% 
 
From table 3 it can be seen that the average flex-extension 
motion matching accuracy results are 89,667 percent of 10 
users. Where the smallest accuracy of ten users is 80 percent 
and the highest reaches 100 percent success in detecting the 
movement of the user's hand. Next table 3 is the result of 
calculating the accuracy of each user in the pronation-
supination movement. 
TABLE IV.  CALCULATING THE ACCURACY PRONATION 
Number User Accuracy 
1 86.67% 
2 83.33% 
3 93.33% 
4 83.33% 
5 80.00% 
6 63.33% 
7 86.67% 
8 76.67% 
9 73.33% 
10 93.33% 
Average accuracy 82.00% 
 
Table 4 shows the level of accuracy of the system in 
detecting pronation-supination gestures carried out by ten 
users. From the level of accuracy, the average accuracy value 
is 82 percent. Where the average accuracy is lower than the 
average accuracy of flexion-extension gestures. Due to the 
muscles that work when pronation-supination moves more 
towards the upper arm muscles instead of the forearm. 
 
V. CONCLUSION AND FUTURE WORK 
Myo Armband on a mobile application can be used to 
match patient gestures during therapy. The average level of 
application accuracy in user movement matching is 89.67 
percent for flexion-extension gestures and 82 percent for 
pronation-supination gestures. Based on the results of the 
experiment, it can be concluded that Myo Armband in a mobile 
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 application can be used as a new tool to help the rehabilitation 
of the hands of post-stroke patients. In the future, researchers 
will try application devices to be used by patients directly so 
that researchers can find out the level of comfort, ease and 
ergonomics of the application to the rehabilitation of post-
stroke patients 
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Abstract—  Insomnia is a common health problem in 
medical field as well as in psychiatry. The measurement of 
those factors could be collected by using polysomnography 
as one of the current standards. However, due to the routine 
of clinical assessment, the polysomnography is impractical 
and limited to be used in certain place. The rapid progress of 
electronic sensors to support IoT in health telemonitoring 
should provide the real time diagnosis of patient at home too. 
In this research, the development of centralized insomnia 
system for recording and analysis of patient with chronic-
insomnia data is proposed. The system is composed from 
multi body sensors that connected to main IOT server. The 
test has been done for 5 patients and the result has been 
successfully retrieved in real time. 
Keywords— Insomnia, Telemonitoring, Portable ECG 
I. INTRODUCTION 
Insomnia is a common health problem in medical field as 
well as in psychiatry. Insomnia is characterized by a 
dissatisfaction of the quantity or quality of sleep with a 
difficulty of falling asleep, difficulty  to keep sleeping, and 
waking up in the morning [1]. Its health impact has always 
been underestimated and trivialized. Moreover, insomnia 
could cause a decreased in daytime function [2] and a 
significant mental and physical disorders for the patients. A 
research from [5] shows a staggering increase of insomniac 
patients in developing countries. 16.6% of respondent from 
Ghana, Tanzania, India, Bangladesh, Vietnam and Indonesia 
suffered insomnia and other sleeping disorders. 
The prevalence of people with chronic insomnia has 
increase significantly in urban area. The urban life style, 
requirements and others socio-economy demands are some of 
the cause for this increment. [3,4,5] This has indirect effect to 
the socio-economy factors in a country, where about 60% of 
people in developing countries living in urban area. 
As an individual, a patient with chronic insomnia could 
affect their quality of life and other health comorbidities. 
[6,7] Several researches have shown that patient with chronic 
insomnia will increase their hypertension risk by 
approximately 350% when compare to people with no sleep 
disorder. Insomnia is also one of the risk factors for diabetes, 
anxiety and depression. Further, the patient of chronic 
insomnia will affect their work performance and social life. 
Diagnosis and treatment of patients with chronic insomnia 
is done individually and respectively. This is due to their 
individual pattern of sleep and their respective vital signs, 
such as blood pressure and heart rate, which needs to be 
monitored continuously.  The treatment of each patients will 
be done based on their insomnia’s classification which is 
based on individual factors, symptoms, frequencies and 
severity of the insomnia. 
The measurement of those factors could be collected by 
using polysomnography as one of the current standards. 
However, due to the routine of clinical assessment, the 
polysomnography is impractical and limited to be used in 
certain places [8]. A proposed Actigraphy could be used to 
increase accuracy and mobility from polysomnography for 
sleep pattern measurement. Unfortunately, the limitation of 
this device and complexity in its installation along with 
polysomnography are become their restriction [8]. There is a 
need of practical device that can overcome these problems. 
The classification of insomnia to determine type of the 
suitable treatment should also be done rapidly. This could be 
achieved by the continuous monitoring of patient in and out 
of healthcare facilities or lab. The classification also requires 
a non-medical input, which is subjective and based on patient 
qualification, their life style and stress level. The device 
should support and provide this classification along with 
taking the patient non-medical record in progressive and 
structured. 
The rapid progress of electronic sensors to support IoT in 
health telemonitoring should provide above requirements. 
The implementation of anytime and anywhere concept could 
give the freedom and manifestation of clinical and non-
clinical data continuously for patient with chronic insomnia. 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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The aim of this research is to provide a reliable 
telemonitoring system for chronic insomnia with the 
continuous monitoring of patient’s health record as well as 
the determination of individual insomnia classification to 
assist medical practitioner for the suitable therapy. The 
development of a system model of telemonitoring by utilizing 
IoT technology as the main monitoring devices is need to be 
done to achieve above objective. 
II. PROTOTYPE DEVELOPMENT 
 
The design of detection devices with vital monitoring 
based on wireless systems is shown in figure 1. The proposed 
prototype of this insomnia telemonitoring device should 
fulfill the specifications of Polysomnography level 2.  
Polysomnography level 2 have similar specifications to 
Polysomnography level 1, with all the required devices and 
electrodes connected with polysomnography device. The 
difference on level 2 is the device portability and the absence 
of environmental conditioning [12]. The selection rationale 
of level 2 polysomnography is the patient location. The data 
gather is conducted and installed outside the hospital sleep 
lab premises and have the convenience of following the 
patients to their own sleeping premises. 
 
Figure 1. Infrastructure diagram of Embedded system 
development for centralized Insomnia System 
Other specifications are the smaller size and lighter 
weight of device. The purpose of the embedded device is to 
gather the data and sent to the centralized server by using IoT 
principles. The stored data is then prepared and analyze by 
researcher at anytime and anywhere. 
The centralized insomnia system should provide 
lightweight data delivery and reception, where multi-sensory 
devices are connected continuously. The server also needs to 
provide data processing and automatic analysis of insomnia 
level where all healthcare and research personnel accessed it. 
This configuration could minimize the device setup and 
installation at patient’s side. 
 
Figure 2. Embedded Device configuration and 
connection 
 
 
Figure 3. Load measurement of data sending in the 
centralized insomnia server. 
In this preliminary development, the embedded system is 
using BITalino solution for physiological computing from 
Instituto Superior de Engenharia de Lisboa, Portugal [13]. 
The selection justification of this device is its low-cost and 
modular biosignal acquisition hardware platform that could 
provide basic configuration of data acquisition of patient with 
chronic insomnia disease. It is also has been tested with the 
standard reference device for ACC, ECG, EEG and EDA data 
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with high correlation of the raw waveforms [14]. Figure 2 
shows the BITalino platform used in this research and its 
configuration. ECG and EEG are connected to each 4 sensors 
port in BITalino. 
The data is collected through the BITalino sensors and 
sent to centralized server. The data sending is using RESTApi 
standard for lightweight communication protocol of 
continuous connection. Figure 3 shows the screenshot of 
data amount per time sending from the device to the 
servers. Currently the load balancing mechanism is not being 
implemented while there are only two connected device. 
The RESTApi that being implemented is post mechanism 
for the data sending from device and get mechanism for the 
data retrieval at the researcher’s computer for analysis. 
 
III. RESULT AND ANALYSIS 
 
After obtaining the required data as a reference to make 
the prototype device from the field study stage, at this stage 
the researchers initiated the manufacture of prototypes of the 
device used to perform chronic insomnia telemonitoring, 
which in the manufacture of prototypes is divided into 4 sub-
stages. 
The data obtained are also required to view system 
performance as well as reconfiguring or re-tuning which is 
expected to improve the performance of the prototype device 
that has been created. Patient’s device for patient with chronic 
insomnia that connected with centralized system for medical 
practitioner. 
 
Figure 3. Classic ECG signal characteristics and analysis 
of its interval [14] 
Follow the classic ECG signal characteristics in Figure 4, 
the analysis of data acquisition results on the server is done. 
Figure 4 is the snapshot data for 5 second of 3 subjects each 
subject are recorded for 1 hour. 
By observing Figure 4 the RR interval between the 3 
subjects differs significantly especially in subject number 2. 
The same also applied to the P and T wave in all of the 
subjects. In subject 1 the P and T wave have a miniscule 
amplitude whereas in the case of subject 3 the amplitude is 
very significant. The interval of P duration from subject 1 is 
0.264. Estimate error compares from ECG refference data is 
0.144 for subject 1. 
 
 
Figure 4. ECG Data Plots 
Although the mean and standard deviation of each of the 
data are almost the same. The data distribution of each subject 
are difference the kurtosis from each dataset differ by a wide 
margin and the skewness are also different. T-test and χ2-test 
of the data also suggest that the data have a different true 
mean and variance 
Subject Mean Sd Min Max kurt skew 
1 512.5   67.25 0 1022 33.48 -0.5 
2 511.3  72.70 266 932 12.21 1.75 
3 511.4 64.41 340 789 4.72 0.89 
Table 1. Descriptive Statistics of the ECG Data 
Subject T-test χ2-test 
1 and 2 9.625e-05 < 2.2e-16 
2 and 3 0.005031 < 2.2e-16 
1 and 3 0.8129 < 2.2e-16 
Table 2. Statistics Test P-value of the ECG Data  
IV. CONCLUSION 
 
The implementation of embedded device for patient with 
chronic-insomnia disease has been done. The proposed 
device is lightweight and could be portably deploy at 
patient’s premises. Current development also successfully 
implement the centralized insomnia server for data collection 
and analysis. This server is implemented by using RESTApi 
for robust and lightweight data sending from the device. 
Results of ECG data from 3 subjects has been retrieve 
successfully. The analysis of these data shows that the result 
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is close to the ECG data references. In the next research, full 
multi-sensory will be implemented to fulfill the 
polysomnography level 2 requirements. The auto analysis to 
determine the insomnia chronic level also need to be done 
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Abstract— Malaria, as a dangerous disease globally, can be 
reduced its number of victims by finding a method of infection 
detection that is fast and reliable. Computer-based detection 
methods make it easier to identify the presence of plasmodium 
in blood smear images. This kind of methods is suitable for use 
in locations far from the availability of health experts. This 
study explores the use of two methods of machine learning on 
Color Cascading Framework, i.e. Backpropagation Neural 
Network and Support Vector Machine. Both methods were 
used as classifier in detecting malaria infection. From the 
experimental results it was found that Color Cascading 
Framework improved the classifier performance for both in 
Support Vector Machine and Backpropagation Neural 
Network. 
Keywords— Malaria, classifier, Color Cascading Framework, 
Backpropagation Neural Network, Support Vector Machine 
I. INTRODUCTION 
Malaria is a deadly disease. Based on World Malaria 
Report 2017 organized by WHO, it is stated that 91 
countries reported an aggregate of 216 million cases of 
malaria in 2016. This number increased five million cases 
compared to the previous year’s number. Globally, deaths 
from malaria reached 445,000 deaths. The number is 
approximately the same as reported by WHO in 2015. 
Although the incidence of malaria cases has declined 
globally since 2010, the rate of decline has stalled in several 
areas since 2014. The mortality rate follows a similar pattern 
[1]. The disease is caused by Plasmodium species, which 
present in the host’s blood cells (erythrocytes). Some types 
of Plasmodium (P) are P. Malariae, P. Falciparum, P. Ovale, 
and P. Vivax. Each type of Plasmodium experiences 
different phases during their development cycle within 48 
hours. Each stages has a different visual appearance that can 
be detected using the microscope. It has several phases of 
life in the human body, including ring, trophozoites, 
schizonts,  and  gametocytes [2], [3], [4]. The  rapid  parasite  
The authors thank to Balai Besar Laboratorium Kesehatan (Center for 
Health Laboratory) Indonesian Ministry of Health Surabaya Indonesia 
(BBLK-dataset). We also thank to The Ministry of Research, Technology, 
and Higher Education of Republic Indonesia, Directorate of Research and 
Community Service, who funded this research through the basic research 
program 2018. 
development cycle and the slow process of malaria 
diagnosis, resulting in high mortality due to malaria. The 
sooner malaria diagnosis is expected to decrease the 
mortality rate.  
There are many methods available to diagnose malaria. 
The gold standard method of malaria detection in blood 
smear is the method where technicians or pathologists 
manually examine thin or/and thick blood smear under a 
microscope [5], [6], [7]. Other than that, malaria proteins 
detection [8], host/human antibodies for fighting malaria 
proteins detection [9], malaria gene based detection [10], 
[11], and microscopic cell image detection [12] was also 
used to diagnose malaria. Each method has its advantages 
and disadvantages. The gold standard method is cheap, but 
require experienced microscopist and certain set of tools 
which might be hard to find in remote areas [7]. Human 
inconsistencies and the difficulty of detecting low infection 
levels also make it worse [13], [14]. Malaria proteins 
detection can differentiate species infection, but it needs 
higher number of parasites/microliter blood sample (above 
100) to be reliable compared to only four 
parasites/microliter for the gold standard detection 
performed by a skilled medical expert [5], [15]. Host 
antibodies detection can also discriminate different malarial 
infection, but the antibodies remain in the blood system after 
the infection has been cured; making it unreliable if used to 
test otherwise healthy people [15], [16]. Malaria gene 
detection can detect mixed infection between more than one 
malaria species, but needs elaborate sample preparation 
[10], [17], [18]. Microscopic image detection is fast and 
cheap method, but unable to detect drug resistance 
developed by the malaria and unable to capture and use 
malaria genomic information [7]. In this paper, we explore 
the detection of Malaria infections using two supervised 
machine learning: Backpropagation Neural Network 
(BPNN) and Support Vector Machine (SVM), comparing in 
accuracy, sensitivity and specificity. Furthermore, we 
investigate the effect of Color Cascading Framework (CCD-
Framework) on both classifier machine. 
This paper is organized as follows. Section I provides 
general information regarding malaria and its current 
detection method. Section II describes the datasets we used 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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and details of the proposed methods. Next, the experimental 
results and analysis are presented in Section III. The 
conclusion of this study in Section IV. 
II. MATERIAL AND METHOD 
In this section, we explain the material, proposed 
method for detecting malaria disease on microscopic blood 
smear by using two supervised machine learning methods: 
Backpropagation Neural Networks and SVM.  
 
A. The Material    
Our study used a dataset which composed of 574 
microscopy images, consisting of 287 infected images and 
287 non-malaria-infected images. The dataset also 
consisting four types of Plasmodium (P) specifically P. 
Falciparum, P. Malariae, P. Ovale, and P. Vivax. Each type 
of Plasmodium has several phases of life including 
trophozoites, schizonts and gametocytes. All microscopic 
images of the dataset are using Red, Green, Blue (RGB) 
colour-space as its baseline colour and resized its dimension 
to 256 x 256 pixels. The sample data used for the 
experiment as shown in Figure 1. The data were provided by 
Balai Besar Laboratorium Kesehatan (Center for Health 
Laboratory) Indonesian Ministry of Health Surabaya 
Indonesia (BBLK-dataset). 
 
   
                (a)                             (b)                          (c) 
Figure 1. The sample data of Plasmodium Falciparum,       
(a) trophozoites (b) schizonts (c) gametocytes 
 
B. Method 
We used Color Cascading Framework by Hendrawan 
et al. as a preprocessing method in preparing the images 
[19]. The framework involves several processing stages in a 
sequential step; starting from RGB normalization process, to 
gamma correction, noise reduction, exposure compensation, 
edge enhancement, Fuzzy C Means (FCM), and lastly 
morphological process. In this paper we only utilized the 
first step (RGB normalization) up to fifth step (edge 
enhancement). The output from that last step is used as the 
input for the Neural Network and the Support Vector 
Machine (SVM). The system’s block diagram is shown in 
Figure 2. 
Neural Network is an intelligent system composed of a 
collection of neurons and the most popular algorithm that 
has been used by researcher to solve pattern recognition 
problems [20], [21]. The characteristics method is to 
minimize the error on the output which generated by the 
network. The concept of the backpropagation is finding the 
gradient errors of the network against modified network 
weights. This gradient error will be used to find the weight 
value that will minimize the error. In general, neurons are 
arranged in layers of: input, hidden, and output. In our 
system the number of input neuron was adjusted to the 
dimension/size of the images as shown in Figure 3. Since 
the dimension of our images is 256 x 256 pixels, the input 
layer has 256 x 256  = 65,536 neurons. For the hidden layer, 
we varied the number of neurons: 10, 50, and 100 neurons. 
For the output screen, we used a single neuron to determine 
whether the image is infected with malaria or not. 
SVM is an intelligent system based on supervised 
learning. In the training process SVM builds a model that 
separates each element of input data into different 
categories. The SVM tries to find the best classifier / 
hyperplane function to separate two objects. The best 
hyperplane is a hyperplane located halfway between two 
sets of objects of two classes. Finding the best hyperplane is 
equivalent to maximizing margins or the distance between 
two sets of objects from different classes. In this research we 
use binary classification system because the problem we 
want to solve only have two different classes: infected by 
malaria and not infected by malaria. We used the quadratic 
programming types of SVM. 
The proposed method includes the Color Cascade 
Framework proposed by Hendrawan et al. which consists of: 
RGB normalization process, gamma correction, noise 
reduction, and edge enhancement [19].  Our research focus 
is on observing the effect of Color Cascade Framework on 
two different supervised machine learning: Backpropagation 
Neural Network (BPNN) and Support Vector Machine. The 
input images are the microscopic images of the blood 
samples.  
 
 
Figure 2. The block diagram of the research 
 
 
Figure 3. The illustration of BPNN  
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III. EXPERIMENT RESULT AND ANALYSIS 
The tests were conducted on 574 images in the dataset 
used as training, validation, and testing data. We made two 
experiments. The first is using BPNN as its classifier 
method, and the second is using Support Vector Machine 
SVM). 
A. Backpropagation Neural Networks 
We choose Backpropagation since it is a popular training 
method for multi-layer neural networks and has the 
advantages of accuracy and versatility compared to other 
methods, such as perceptron. In our experiment, we used 
several parameters as follows: 
a. Data division : Random pick 
b. Training method : Scaled Conjugate 
Gradient 
c. 
 
Training Performance  
measurement 
: Cross-Entropy 
d. Maximum Epoch : 1000 
e. Error target : 10-6 
f. Pruning strategy : None 
The images were divided into three groups: 70% 
data as training, 15% data as validation, and 15% data as 
testing. In the experiment, we used two scenarios: with and 
without color cascading framework. We also varied the 
number of hidden layer neurons: 10, 50, and 100. The 
experiment result is shown on Table 1. 
TABLE I.  BACKPROPAGATION NEURAL NETWORK CLASSIFIER RESULT 
Hidden 
Layer 
Without CCD-Framework With CCD- Framework 
A B C A B C 
100 83.00 80.00 86.60 87.60 80.20 100.00 
50 82.40 74.00 100.00 93.20 89.00 98.40 
10 87.10 82.20 93.80 83.40 75.10 100.00 
AVG 84.17 78.73 93.47 88.07 81.43 99.47 
A= Accuracy (%), B= Sensitivity (%), C= Specificity (%) 
Figure 4. The receiver operating characteristic curve 
From the results, it is clear that the use of color 
cascading framework increased the system’s accuracy, 
sensitivity and specificity. The number of hidden layers did 
not affect the accuracy, sensitivity, and specificity of the 
system. 
Figure 4 shows the classifier performance for the 50 
hidden-layer neuron CCD-Framework experiment. Since the 
characteristic of ROC curve states that the closer the curve 
to the main diagonal indicates the less accurate the result, 
our system performance is favorable since the curve is 
plotted nearing the (0,1) coordinate. 
 
B. Support Vector Machine (SVM) 
 In the SVM experiment, we divided the data randomly 
into two parts: 70% data as training and 30% data as testing. 
As in the previous experiment, we also used two scenarios: 
with and without color cascading framework. We conducted 
three tests in this experiment. The SVM experiment result is 
shown on Table 2. 
 
TABLE II.  SUPPORT VECTOR MACHINE  CLASSIFIER RESULT 
SVM Without CCD-Framework With CCD- Framework 
A B C A B C 
Test-1 91.70 92.50 90.00 97.70 95.50 100.00 
Test -2 90.90 90.30 87.60 95.90 94.30 97.60 
Test -3 91.50 92.70 87.50 96.50 95.70 97.50 
AVG 91.37 91.83 88.37 96.70 95.17 98.37 
A= Accuracy (%), B= Sensitivity (%), C= Specificity (%) 
 
From the result, it is also clear that the use of color 
cascading framework raised the system’s accuracy, 
sensitivity, and specificity of the SVM classifier. 
Figure 5 illustrates the two experiments’ results. The 
graph presents the average accuracy, sensitivity, and 
specificity of 10, 50, and 100 hidden layer neurons from the 
BPNN experiment. In table 1, the numbers are located in the 
last row. It also displays the result of the second experiment 
in the form of average results of the three tests. As in the 
previous, the numbers are situated in the last row of Table 2. 
 
Figure 5. The comparison of experimental result: with 
and without using Color cascading framework    
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The system’s average value of performance on all 
classification methods increases with the addition of CCD-
Framework. From the results, we can also observe that SVM 
classifier generates higher performance numbers compared 
to BPNN classifier in both with and without using CCD-
Framework. SVM classifier also has the highest accuracy 
value (96.70%). It is obtained in the SVM classifier + CCD-
Framework test. 
In [19], Hendrawan et al used Fuzzy C-Means (FCM) as the 
CCD Framework’s classifier. They achieved their highest 
results of 98.26% for Accuracy, 97.91% for Specificity, and 
98.61% for Sensitivity when they used CCD Framework. 
Without the framework, they acquired significantly worse 
results. Whereas for this research, the best results are 
attained using SVM classifier with CCD framework, that are 
96.70%, 95.17%, and 98.37% for accuracy, sensitivity, and 
specificity. If we compare them, FCM’s results are better for 
all criterions. However, the difference is not large: less than 
3% for each measurement component. 
IV. CONCLUSIONS 
The use of CCD-framework has been shown to provide 
better classifier’s performance results. The highest 
classification results were obtained when applying CCD-
Framework with SVM classifier. Its accuracy, sensitivity, 
and specificity are 96.70%, 95.17%, and 98.37% 
respectively. So it can be concluded that CCD-Framework is 
more suitable to be applied in conjunction with SVM 
classifier in detecting malaria infection in blood smear 
images. These results are slightly less (<3% for each of the 
three criterions) than the results of previous study which 
used Fuzzy C-Means as the classifier. For future studies, we 
plan to classify the malaria infection into its development 
phases and species. Correctly identifying the infecting 
plasmodium species is crucial in determining the appropriate 
treatment, since it can increase the healing rate. 
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Abstract—This article presents a measurement system 
intended to monitor human footsteps. The goal is to guide the 
user's medical rehabilitation incorrect use to prevent dangerous 
situations and maximize comfort. Indicators of risk in question: 
the imbalance of movement in motor coordination and the 
number of calories to be burned for medical rehabilitation 
patients by balancing the patient's needs. Measurements are 
made by placing the sensor on one of the patient's legs. The main 
sensor accelerometer used in this study. The measurement 
system comes with an application link that allows patients and 
therapists to monitor the activity. Calibration and experimental 
results are presented in this article 
Keywords— Walking Devices, Calorie Balance, Medical 
Rehabilitation 
I. INTRODUCTION 
As the development of science and technology grows, 
more and more innovations emerge in various sciences. The 
development also raises the human awareness of the 
importance of medical rehabilitation especially for patients 
and parents who need medical rehabilitation. Movements can 
increase the risk of increasing accidents [1]–[7], especially 
when walking. The need for medical rehabilitation to perform 
movements, especially to burn calories into special needs, 
especially the movement of patients or parents cannot be done 
in vain. 
Walking is a series of straightforward moves. Whatever 
speed and distance traveled, standing still is the key [8]. 
Walking is not just anyone can do, walking is also the most 
comfortable exercise because it is a daily activity. Walking 
alone has many benefits, and one of them is to lose weight in 
medical rehabilitation. To lose weight, it needs calorie 
burning. 
Several solutions have been undertaken to address foot 
step monitoring problems [9]–[12], but the solution of the 
problem is too expensive to apply in everyday activities and is 
primarily still theoretical. Some solutions use an 
accelerometer and Inertial Motion Units (IMU) to obtain 
kinematic parameters on the movement of human footsteps 
[13]–[15]. The need in burning calories especially for medical 
rehabilitation patients and parents is a simple tool that is 
enough to calculate how many footsteps you have done and 
how many calories you have burned. 
Quoted from the Healthy Food Star, a benchmark to 
calculate the burning of calories using distance. In taking 1.6 
kilometers distance when walking, there are 100 calories 
burned. The distance is usually taken with 2000 steps. To get 
1 pound or 0.45 kilograms of burning, counted must destroy 
3500 calories. If you want to lose 1 pound per week, then you 
have to spend 500 calories per day [16]. 
Unlike the Healthy Food Star, according [16] to calculate 
the burning calories the benchmark used is the speed because 
although the distance traveled the same the speed is different, 
it can produce different calorie burning. Speed itself is 
obtained from the calculation of the number of footsteps 
divided by time (minutes). 
Our paper is novel in that we apply accelerometer and 
gyroscope for calories calculation. In a study conducted using 
accelerometer and gyroscope sensors contained in the 
MPU6050 module, the sensor activity is then processed using 
the Mini Wemos D1 module with a supply of batteries that can 
last up to one day for continuous activity. The data from 
Wemos is then processed inside the user's Mobile to find out 
how many footsteps and calories are burned in one activity. 
II. METHOD 
A. The Human Cycle Walks 
 
Fig. 1. The Human Cycle Walks 
Viewed from the way humans walk shows that the pattern 
of movement of the human foot during the run has repeated 
cycles, so by analyzing these patterns detection steps can be 
done as shown Figure 1. The human pattern of stepping is 
basically two phases, phase stance and swing phase [2]. Phase 
stance is a state where one foot treads on the ground. The 
swing phase is the state in which one leg is raised. By the time 
one of the legs is in the stance phase, the other foot will be in 
the swing phase. 
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B. Sensor Placement 
 
Fig. 2. Sensor Placement 
In previous studies several studies have been conducted to find 
out where to place sensors effectively [17]. Sensor placement 
depends on the need, the research conducted by the sensor is 
placed on the right knee. When starting, a calibration process 
needs to be carried out, where calibration is used to get stable 
results from foot movements. When calibrating the leg is lifted 
to form a 90-degree angle with the other leg, then proceed with 
a relaxed walk. Algorithm 1 as calibration process need raw 
parameter from gyroscope and accelerometer. 
C. Distance Legs 
Humans on foot form a triangle pattern as shown in Figure 
3. Before measuring the distance, it should be known how 
much the average width between the right foot and left foot 
when stepping. The United States customary units declare that 
the standardized unit of each human step is naturally 
calculated from the tip of the foot that is in front of the end of 
the previous leg.  
ݏݐ݁݌ = ݀݅ݏݐܽ݊ܿ݁ ∗ 0.78         (1) 
The average step is 78cm or assumed to be a human step 
along the 0.78m [3]. If it is known the width multiplied by the 
number of steps that we do then the distance traveled when 
walking with the formula as Equation (1) The Human Cycle 
Walks. 
 
Fig. 3. Triangle Pattern 
D. Calories 
Calculation of calorie requirements is needed to determine 
calories that need to be burned efficiently. Calorie burning, 
especially for medical rehabilitation, requires burning calories 
properly.  
Algorithm 1 Calibration Process 
Input: Accelerometer ݔ, ݕ, ݖ, Gyroscope ݔ, ݕ, ݖ 
Output: Update ∆ during duration 
1: if data arrives then 
2:      if this is first data then 
3:            ∆௠௜௡= min	(ݔ, ݕ, ݖ) 
4:           	∆௠௔௫= max	(ݔ, ݕ, ݖ) 
5:      end if 
6: end if 
7: if ∆௠௜௡ and ∆௠௔௫  is not empty then 
8:      ∆୫୧୬	_௔௩௚= ∑ min(ݔ, ݕ, ݖ) /݊௡  
9:      ∆୫ୟ୶	_௔௩௚= ∑ max(ݔ, ݕ, ݖ) /݊௡  
10:    if ∆୫୧୬	_௔௩௚< ∆௠௜௡ and ∆୫ୟ୶	_௔௩௚< 	∆௠௔௫  then 
11:         ∆௠௜௡= ∆୫୧୬	_௔௩௚ 
12:         ∆௠௔௫= ∆୫ୟ୶	_௔௩௚ 
13:    end if 
14: end if 
 
Algorithm 2 n-Steps Leisurely Walk 
Input: Accelerometer ݔ, ݕ, ݖ , Gyroscope ݔ, ݕ, ݖ , ∆௠௜௡ , 
∆௠௔௫, distance 
Output: Update ܵݐ݁݌ݏ during duration 
1: if data arrives then 
2:      if this is first data and ݀݅ݏݐܽ݊ܿ݁ = 0 then 
3:           if  ∆௠௜௡> (ݔ, ݕ, ݖ) > ∆௠௔௫ then 
4:                step++ 
5:      else 
6:           ∆୫୧୬= ∑ min(ݔ, ݕ, ݖ) /݊௡  
7:           ∆୫୧୬= ∑ min(ݔ, ݕ, ݖ) /݊௡  
8:            ∆௠௜௡> (ݔ, ݕ, ݖ) > ∆௠௔௫ 
9:                step++ 
10:      end if 
11: end if 
 
Algorithm 3 Calories Reduction  
Input: Steps, duration, weight 
Output: Update ܥ݈ܽ݋ݎ݅݁ݏ during duration 
1: if data arrives then 
2:      MET = Steps/duration 
3:      Calories= 
(MET ∗ 7.8 ∗ (weight ∗ 2.2))/200 ∗ (duration/60) 
4: end if 
 
Calories = (MET	 ∗ 7.7 ∗ (weight ∗ 2.2))/200 ∗ (duration/60) (2) 
Medical rehabilitation patients generally cannot carry out 
too many activities, therefore knowing this can prevent 
accidents. For calorie calculation as shown in Equation 2 we 
use Metabolic Equivalent Of Task (MET). 
Implementation of MET need three parameters Steps, 
Duration and Weight, for some problems usually MET needs 
gender clasification, but in this problem we ignore it. before 
running the calorie calculation process, it is necessary to 
calculate footsteps using Algorithm 2. Algorithm 2 will run 
the footstep calculation process based on the calculation of the 
threshold specified in the calibration section. After getting the 
number of steps, the MET calculation can be done by 
calculating all parameters in Algorithm 3. 
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III. RESULT AND DISCUSSION 
A. Experimental Setup 
Before using the footstep monitoring tool, connect the 
WIFI smartphone with the tool. Tools placed on the thigh then 
do the monitoring with the application. To detect footsteps, 
each data has a predefined upper and lower value limits. If the 
data is less than -20 then there is a marker that the data has 
reached the lowest point, then the sensor reads the data again. 
If the data is above 20 and the data marker has read the lowest 
point, then the number of steps is added 1. After step plus 1, 
the step multiplied by the average foot width when stepping 
(0.7m) then obtained the distance. 
Ethical Clearance, each test is accompanied by a therapist. 
All activities have been ensured safe to do. The movements 
performed are determined by the therapist including the 
number of calories that need to be burned. 
B. Design Testing 
In design testing, the testing doing by five person to 
activity leisurely walk, as shown in Table 1 the distance has 
been determined in advance so that the ground truth can be 
known the number of footsteps taken.   
TABLE I.  TABLE ACTIVITY 
Activity Footsteps Distance 
Leisurely Walk 
  
4 Step 2,4 Meter 
8 Step 4,8 Meter 
10 Step 6 Meter 
15 Step 9 Meter 
20 Step 14 Meter 
 
Fig. 4. Device Used 
In the research, Wemos D1 Mini was used which was 
connected directly to the MPU6050, and a 3.3 volt battery as 
shown in Figure 4. 
C. Result 
From the walking activity conducted by the testers as much as 
4, 8, 10 steps as shown in Figure 5 - 8, obtained data from the 
sensor, convert the data into the sine wave to know the 
movement of the step to generate how many waves. Wave 
results are determined by a threshold above and threshold 
below to detect footsteps that will be displayed on Android 
applications. Table 2 shows the differences in calculation 
results performed by tools based on the ground truth in Table 
1. In addition, testing was also carried out with equipment that 
had been circulating in the market, in this study a comparison 
was carried out using Mi Band 2. After the result of threshold 
comparison then detection step is shown . 
TABLE II.  RESULT AND DIFFERENCE IN COUNTING 
Device Manual Difference 
4 4 0 
8 8 0 
10 10 0 
14 15 1 
18 20 2 
 
 
Fig. 5. 4 Steps Leisurely Walk 
 
TABLE III.  DIFFERENCE COUNTING WITH MARKET BASED 
Steps 
Test 1 Test 2 Avg 
Diff. Mi Band 
2 Our 
Mi Band 
2 Our 
Mi Band 
2 Our 
5 6 5 4 5 5 5 0 
10 17 10 19 10 18 10 8 
15 34 14 25 15 29,5 14,5 15 
20 43 20 35 19 39 19,5 19,5 
25 50 23 56 25 53 24 29 
 
 
Fig. 6. 8 Steps Leisurely Walk 
 
Fig. 7. 10 Steps Leisurely Walk 
 
Fig. 8. 15 Steps Leisurely Walk 
-500
0
500
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IV. CONCLUSSION 
From the results of tests conducted in detecting footsteps 
as much as 57 times, obtained an error value of 3.65% means 
the system is able to detect foot activity with good enough. 
Monitoring results depend on the laying of the sensor. Use of 
the tool is very useful to minimize injuries that can occur. The 
average results obtained for the activity runs smoothly, the 
movement of each footstep is very regular. 
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Abstract— In this paper, the main output of e-government is 
designed to assist a policymaker to create a comprehensive public 
policy. The policy is developed by studying the political and social 
issues in holistic way. System Dynamics based on Big Data from 
e-government infrastructure is suggested as the method for 
obtaining a comprehensive solution. The solution is selected from 
some possible scenarios by running simulation on the model of 
System Dynamics. The policymaker uses this solution as an input 
for public policymaking. Unfortunately, no E-Government 
Maturity Model (EMM) has given attention to incorporate Big 
Data and System Dynamics for Public Policymaking. In this case, 
a new EMM is proposed. It consists of several stages. Each stage 
is identified by the range of intensity or level of several criteria or 
indicators. Some criteria or indicators are proposed by 
considering technical and non-technical aspect, such as 
Leadership / Policy, IT Infrastructure, Information Processing 
(Application), Human Resources and Organization Culture. At 
the end of this paper, the survey is conducted to identify the 
current level or stage of EMM of one of government institution in 
Indonesia.  (Abstract) 
Keywords—E-Government, System Dynamics, Public Policy, 
Big Data (key words) 
I.  INTRODUCTION 
The E-Government Maturity Model (EMM) is used as a 
guideline to develop e-government from the lowest stage until 
the highest stage or mature position. The process of movement 
from the worst position (first stage) to the best position (last 
stage) is done gradually. To make the movement runs 
smoothly, it will be broken down into several stages. These 
multiple stages of EMM are to assist in manageability of the 
development of e-government. Fath-Allah et al. show that 
some experts introduce several models [1]. Each model 
consists of several stages. The total stages of each modal are 
variety. The most minimum stages are introduced by Reddick 
Maturity Model [2]. It is 2-stage model which is similar to our 
basic diagram (see Figure 1). 
In designing EMM, the requirement from stage one until 
the final stage is determined by some criteria or indicators. 
The objective of each stage is stated. Each objective should 
align with the main expected output of e-government which is 
to achieve the expected result or maturity position. A review 
can be done to identify if there is any deviation in each stage. 
It should have its own strategy to accelerate to achieve 
maturity stage. The establishment of stages in E-Government 
development is (1) to provide clear direction for e-government 
development, (2) to facilitate the determination of strategies 
based on objective of each stage in E-Government 
development, (3) to solve problem and focus on each stage of 
E-Government development, and (4) to assist in preparing 
public policymaking based on data and information. 
In this paper, the lowest or first stage is the basic condition 
of the IT usage in the government. It is the minimum 
utilization of IT. The final stage is the expected stage and it is 
usually called as maturity position or stage. The maturity stage 
is the e-government condition which the public policymaking 
is created based on system dynamics and Big Data. Nasution 
et al. [5] gives a good explanation how system dynamics and 
Big Data contribute for public policymaking. Basically, the 
Big Data provides the data, information and knowledge to 
assist in modelling of system dynamics. The model is created 
to mimic the real system which the issues or problems are 
situated. After finalizing the model, some scenarios are 
simulated on the model to find the best outcome to solve the 
problem. The best outcome of this simulation becomes the 
input to the public policymaking.   
Big Data has more complexity then ordinary data, 
especially (1) it is involved more technologies and more 
arrangement of data analytics techniques (2) the data is huge 
and distributed in several systems. It becomes double 
complexity if Big Data is used to find a solution of another 
complex problem, such as public policymaking. At this 
moment, Big Data has a limitation to assist in solving problem 
of complex system, such as in public policymaking. In this 
case, the new method is needed to overcome this limitation. 
The method should be able to run the analytics on all aspects, 
not only technical aspects but also non technical aspects which 
are commonly happened in public policymaking. Multiple 
factors are studied such as how the new public policy 
increases satisfaction to group of people and reduce negative 
sentiment of other group. What the balancing way is to 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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 optimize the outcome of the public policy. It is inclusive the 
unanticipated side effects of the public policy implementation.  
Solving unstructured of complex system and its behaviours 
need special analytics techniques and methods. One of them 
which is usually used in the unstructured of complex system is 
based on the system theory, in more specific, System 
Dynamics (SD).  It becomes our main objective that the output 
of proposed EMM should be able to support public 
policymaking by utilizing SD approach and Big Data. Big 
Data in the e-government is provided to assist in SD model 
creation. The model is the key in the SD.  
Below is the basic diagram of EMM. After defining the 
first and final stage, the breakdown process is run on it to 
identify the stages between first and final stage. Each stage is 
identified with some important criteria and how it’s 
interconnected from previous stage and next stage. It is 
structurally broken down. The rating of E-Government 
Maturity is based on the combination capability of criteria or 
indicators. It could be only in technical aspect or combination 
between technical and non technical aspect. PeGI stands for 
Pemeringkatan e-Government Indonesia (E-Government 
Indonesia Rating) which is published by Indonesia 
Government has its own rating [6]. Its rating is based on the 
criteria of the capability of (1) Planning, (2) Application, (3) 
Infrastructure, (4) Organization, and (5) Policy [6]. Basically, 
the functionality of criteria or indicators is related to IT in the 
government organization. Based on the PeGI, it is not only 
technical aspect to make the e-government successful. 
Planning, Organization and Policy are non technical aspect 
which is considered equally with the technical aspect, such as 
Application and Infrastructure.  
 
Fig. 1. Basic Diagram of E-Government Maturity Model (EEM) 
In our perspective, the main target of a true e-government 
is its contribution in public policymaking. This aim is the 
objective of our proposed EMM. It will impact to the way how 
the stages are designed. In this paper, public policymaking is 
offered by collaborating Big Data and SD. Big Data has huge 
capacity to store data and information, and it is used for 
modelling the issues or problem. Systems dynamics approach 
uses the model to find its solution by simulating some possible 
scenarios in multiple perspective [7]. It can look at a problem 
holistically.  
The Big Data are related closely to E-Government. It is 
only one of the components in E-Government [6]. The success 
of Big Data implementation should be aligned with E-
Government development. Without a proper E-Government 
development, Big Data will not be utilized optimally. The E-
Government development is directed by the selected EMM. 
Selection of EMM is a critical initiation for long term E-
Government development. In the next section, some existing 
E-Government Maturity Model (EMM) will be discussed and 
categorized before proposing a new EMM which is suitable 
for our requirement.  
II. METHODOLOGY 
This research will use comparative and qualitative 
approach. The results of previous research of EMM are 
collected and reviewed. The models are compared to 
understand the outline. The purpose of this comparative study 
is (1) to discover the similarities and differences of the stages 
between each EMM, (2) to compare the objective and 
properties between each EMM (3) to generalize the level of 
comparison based on the new perspective of the stages of 
EMM, (4) to determine which one is better or which one 
should be selected, (5) to investigate the possibility of causal 
relationships between the stages, and (6) to rediscover new 
factors that may be the cause the revision. 
The main steps in comparative research are used as follows 
(1) Formulate and define the problem. (2) Examine the 
existing literature. (3) Formulate the theoretical framework. 
(4) Develop research design. (5) Conduct survey and analysis. 
(6) Make conclusions. (7) Arrange the report by scientific 
writing. 
A. Problem Formulation 
E-Government Maturity Model (EMM) has to support 
public policymaking. Unfortunately, final stage of some 
models is not stop at public policymaking. They are more 
focus to technical aspect only. In our perspective, supporting 
public policymaking is the goal of E-Government. It becomes 
the main goal. Nasution et al. [7] proposes to use system 
dynamics to optimize the contribution of Big Data in E-
Government for public policymaking. System dynamics could 
give a holistic and comprehensive perspective in 
understanding the problem situation. The system dynamics is 
the mediating variable in this case [8]. Therefore, the readiness 
of Big Data in E-Government is the most important key factor 
for public policymaking based on system dynamics.  It is in 
line with a model which is created by Brí [9], where system 
thinking and system dynamics is put on the highest stage. 
Although without a clear rating system, at least Brí [9] 
introduces another perspective of EMM. 
B. Literature Review 
Experts have different definitions of E-Government 
[10][11]. Sometimes, it is defined according to each individual 
or institution based on its work plan. Here's definition of E-
Government by experts: 
1) World Bank 
E-Government is the use of information technology (such 
as Wide Area Networks, Internet and other advanced 
technology) by governments that are able to transform 
government communications with the public, business or 
fellow governments. 
2) UNDP (United Nations Development Program) 
E-Government is the use of Information and 
Communication Technology (ICT) by government agencies. 
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3) Ministry of Communications and Informatics of USA 
E-Government is an Internet-based information technology 
application and other digital devices managed by the 
government to communities, business partners, employees, 
business entities, and other online institutions. 
4) The Government of New Zealand 
E-Government is a new way of using technology by 
governments to provide easier access to information and 
government services for the community, to improve the 
quality of services and open wider opportunities for people to 
participate in democratic governance. 
5)  Jim Flyzk (US Department of Treasury) 
E-Government is about bringing government into the 
internet world and working in internet time. 
In our perspective, E-Government is a system based on IT 
and its related factors for providing service via internet, 
intranet and extranet to government officer, citizen and 
foreigner for the advantage to the country in the secure 
manner and assist in public policymaking. Everybody such as 
government officer, citizen and foreigner could participate in 
the public policymaking via the provided service. It is 
developed in each stage of EMM until E-Government is 
mature enough to provide the necessary system. It is in the last 
stage for some models.   
Regardless of the definition, Governments in developed 
countries that have implemented E-Government, view that E-
Government implementation should be done quickly and 
seriously. E-Government is considered to give a benefit to the 
country. Benefits of E-Government, among others are: 
 E-Government can improve the quality of government 
services to the community, business partners, industry, 
business entities and other institutions in terms of 
effectiveness and efficiency in various aspects of the 
life of the state. 
 E-Government is considered capable of increasing 
transparency, control, accountability of governmental 
administration in order to realize good governance. 
 E-Government can reduce the administrative costs, 
relationships and interactions, which are issued by the 
government and stakeholders in daily activities 
significantly. 
 E-Government is able to provide new sources of 
revenue for the government through interaction with 
interested parties. 
 E-Government can create a new environmental society 
that can answer all issues reported quickly and 
accurately in accordance with the global changes that 
occur. 
 E-Government can empower communities and other 
stakeholders to become government partners in terms 
of democratic processes and public policymaking. 
 
C. Theoretical Framework 
Some literatures are discussed about the EMM [1]. They 
are discussed about the following models: Layne and Lee [12], 
Andersen and Henriksen [13], United Nations [14], Alhomod 
et al. [15], Hiller and Belanger [16], Almazan and Gil-Garcia 
[17], Cisco [18], Baum and Di-Maio [19], West [20], Moon 
[21], Toasaki [22], Deloitte and Touche [23], Howard [24], 
Shahkooh et al. [25], Lee and Kwak [26], Siau and Long [27], 
Wescott [28], Chandler and Emanuel [29], Kim and Grant 
[30], Chen et al. [31], Windley [32], Reddick [2], Rohleder 
and Jupp [33], NOA[34], Netchaeva [35], Finn de Bri [9] and 
PeGI [6].  
From many models which are has been discussed before, 
the minimum of the stages of E-Government Maturity Model 
are two [2] and the maximum is eight [9]. There are 
advantages and disadvantages if the total stages are too small 
or too big. If it is too small, it is more difficult to control the 
development from one stage to the other stage. If it is too big, 
it is more complicated to manage because too many stages. If 
the middle number between two (the minimum) and eight (the 
maximum) is used, five is the moderate number. This number 
will be used to categorize all stages of reviewed EMM. It is 
almost similar as explained by some experts [21][25][27]. The 
proposed model is called as 5-stage model.  
In this paper, all those models are summarized into a table 
as below. On each model, number 1 – 5 is to represent the 
stage of the model. Symbol X means Not Applicable (NA) 
because it is not covered in the discussion of the model. 
TABLE I.  SUMMARY OF E-GOVERNMENT MODEL IN 5-STAGE MODEL 
No Model Stage 
1 2 3 4 5 
1 Layne and Lee 1 X 2 3,4 X 
2 Andersen and 
Henriksen 
X X X 1-4 X 
3 United Nations 1,4 2,4 3,4 X X 
4 Alhomod 1 2 3 4 X 
5 Hiller and 
Belanger 
1 2 3 4 5 
6 Almazan and Gil-
Garcia 
1,2 3 4 5 6 
7 Cisco 1 X 2 3 X 
8 Gartner Group 1 2 3 4 X 
9 West 1 X X 3-5 X 
10 Moon 1 2 3 4 5 
11 World Bank 1 2 3 X X 
12 Deloitte and 
Touche 
1 2 2 3-6 X 
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 No Model Stage 
1 2 3 4 5 
13 Howard 1 2 2 3 X 
14 Shahkooh 1 2 3 4 5 
15 Lee and Kwak 1 2,3 X 4,5 X 
16 Siau and Long 1 2 3 4 5 
17 Wescott X 1-3 4 5 6 
18 Chandler and 
Emanuel 
1 2 3 4 X 
19 Kim and Grant 1,2 X 3 4 5 
20 Chen 1 2 X 3 X 
21 Windley 1 2 X X 3,4 
22 Reddick 1 X 2 X X 
23 Accenture 1,2 X X 3,4 5 
24 UK 1,2 3 4 5 X 
25 Netchaeva 1 2,3 4 X 5 
26 Finn de Bri 1-3 X X 4-7 8 
27 PeGI 1-5 1-5 1-5 1-5 1-5 
 
In the table 1, it shows that Layne and Lee [12] is not 
completely match with the proposed model.  Stage 1 of Layne 
and Lee’s model is the same as stage 1 of our proposed model, 
5-stage model. Stage 2 of Layne and Lee’s model is similar 
with stage 3 of 5-stage model. Stage 3 and 4 of Layne and 
Lee’s model is similar with stage 4 of 5-stage model. In this 
case, the symbol X which means Not Applicable is put on 
stage 2 and 5 of 5-stage model. 
Each of the models is compared with the proposed model, 
5-stage model.  It is categorized into five stages. Stage-1 is for 
one way information propagation. The information is coming 
from the government and it is distributed via internet to the 
society. The Stage-2 is for two ways interaction between 
government and society. It could be using the email or 
uploading question via web application. The Stage-3 is for 
transaction capability, especially in payment which needs 
interaction with banks or other financial institution. The Stage-
4 is for integration between all government units vertically or 
horizontally. The Stage-5 is the advanced usage of data and 
information for public policymaking.  
The table above is the summary for all discussed models, 
which are grouped into 5-stage model. The 5-stage model is 
categorized into Publish (Stage 1), Feedback (Stage 2), 
Transaction (Stage 3), Integration (Stage 4) and Policy (Stage 
5). The stage 4 could be divided into two subcategories: 
Integration Internal (Stage 4a) and Integration External (Stage 
4b). Stage 4a is for integration vertically in the same work unit 
and Stage 4b is between work units (horizontally). In figure 2, 
it shows that the stages of maturity growth are not inline. 
From Stage 1, it will not able to jump directly to Stage 3, 
Stage 4 or Stage 5 directly without going through Stage 2. But 
on Stage 2, it could jump to Stage 4. The Stage 2 is the 
foundation for Stage 3 and Stage 4. Logically, before doing 
the transaction, it should have the capability of two way 
communications. The Stage 3 is the enhancement of Stage 2. 
In Stage 3, notification, confirmation or feedback is needed 
after the transaction.  In Stage 4, the process of integration 
between two or more institution must have the two way 
communications. Transaction is not compulsory in the Stage 
4. That’s why, it could jump from Stage 2 to Stage 4 directly 
without through Stage 3. The integration means that all data 
and information are integrated into one system. It is the 
baseline for doing business intelligent for public policymaking 
in the next stage. The Stage 5 is the final stage as the process 
of public policymaking, which is integrated with the E-
Government. Five criteria or indicators are provided to 
measure the status of each stage. The indicators are a 
combination between technical and non-technical aspects, 
such as: Leadership / Policy, IT Infrastructure, Information 
Processing (Application), Human Resources and Organization 
Culture [36]. 
 
Fig. 2. The 5-stage model of E-Government Maturity Model (EEM) 
 The stages are: 
  Publish (Stage 1),  
At this stage, the objective is to give Data and Information 
in one direction from government to the public. It is published 
via internet. Leadership / Policy indicator shows that the 
individual activity is dominance. Self motivation capability is 
very important. The leader of organization has no interest or 
capability to utilize the IT for their organization. IT 
Infrastructure is setup to achieve one way communication 
only. Information Processing (Application) is not complicated. 
It is only a static web application to share the data and 
information to the public. A low skill human resource is 
needed to support a basic web server. In this stage, the data 
and information are kept and protected by each department or 
individual people.  
 Feedback (Stage 2),  
The objective in this stage is not only to give Data and 
Information to the public but also receive the feedback. It is 
supported by the Customer Relationship Management (CRM) 
System. The CRM is little bit difference with the one in the 
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private sector, but the main idea is the same. It is to increase 
the public satisfaction to the government. 
Leadership / Policy to motivate others are dominant. The 
leader of organization has an interest to utilize IT. The Key 
Performance Indicators are introduced to support this. The IT 
Infrastructure is supported 24x7 to receive a feedback from 
public. There are some application suggested at this stage such 
as Email, Chat and Forum. More skillful human resource is 
needed, advance in technical and non-technical skill. Service 
oriented organization is a must. It is because the public is 
waiting for the action after they give the feedback.  
 Transaction (Stage 3), 
The objective is to give more services to public such as e-
passport, e-licenses, e-payment and others. The transaction 
financial or non financial are inclusive in stage. The high 
security level is expected. The PCI DSS, ISO 27001 and 
ISO20000 / ITIL are considered to be implemented in this 
stage. Transparency is the key to monitor all business 
processes.  
A dedicated head of Data and Information is needed to 
manage the operation and project. He/she needs capability to 
lead the IT group and report to the leader of organization. The 
IT Infrastructure needs to follow the international standard, 
especially in security to protect all transactions. The 
Application has the connection to Banks or Financial 
Institution for e-payment. Security engineer or expert is 
another requirement in this stage. Organization culture is to 
support transparency processes.    
 Integration (Stage 4)  
A government has many unit organizations, institutions, 
and departments. It spread over the country. It is very complex 
and tough challenge to collaborate them together. In this stage, 
the objective is the integration of all IT-related components in 
organization. It is not compulsory via stage 3. It could be 
happened after the stage 2 directly without development of 
stage 3. By jumping from Stage 2 to Stage 4, it speeds up the 
process, although it needs to make adjustment in the 
integration process. Many high skill project managers are 
needed in this stage to handle each project. For overall, the 
program or portfolio manager will oversee all projects and 
lead the function.    
IT infrastructure needs more advance control tools such as 
ID Management, LDAP, Network Management Station 
(NMS), Policy Servers and others. The application has 
capability to be customized per profile by the public. It is 
dynamics web application. The system is more complex, and 
needs not only person expert in one field but also multiple 
fields, such as in Server, Network, Security and others. If all 
integrations run well, the effective and efficient processes will 
be achieved.  
Some cases, the Stage 4 is divided into two sub stages. 
Stage 4a is for integration on the same department, work unit 
or institution. Stage 4b is for integration between departments, 
work units or institutions. Both of them have their own 
challenges. 
TABLE II.  INDICATORS OF E-GOVERNMENT MODEL IN 5-STAGE MODEL 
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 Policy (Stage 5). 
This is the final stage which is the capability of e-
government to support for public policymaking. The leader of 
organization needs to have a good vision and mission to utilize 
the Data and Information in their public policymaking. The 
head of Data and Information who reports to the leader of 
organization should be able support the leader’s vision and 
mission.  The IT infrastructure is design to maintain business 
intelligent application, such as Data Mining, Data Warehouse, 
Big Data, Data Analytic and others. The application supports 
to share data and information via API, such as JavaScript 
Object Notation (JSON) and Extensible Markup Language 
(XML) in the secured method. Human resource has the 
analytic capability to learn the data and information before 
feeding it into the system dynamics software application. It is 
expected that the competition becomes the culture in the 
organization.  
 
D. Research Design 
The objective of this new model of E-Government 
Maturity is to support the public policymaking. But, how to 
proof the relationship between them is another challenge. 
Fortunately, Nasution [8] provides a statistical validation 
based on Partial Least Square – Structural Equation Modeling 
(PLS-SEM) to learn the relationship between Public 
Policymaking (PP), System Dynamics (SD) and Big Data in 
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the E-Government. As the results of the analysis, System 
Dynamics (SD) explains 48% of variance in Public 
Policymaking (PP). E-Government Maturity explains 45% of 
variance in SD. Overall, the predictive power of factors is 
moderate or above the average. Therefore, the model gives an 
adequate predictive power for E-Government Maturity and 
System Dynamics in Public Policymaking. Next, the research 
design to evaluate the existing E-Government Maturity based 
on the proposed model is conducted.  
The research is conducted by doing survey to some 
participant in one of National Application Workshop which is 
organized by one of ministry in Indonesia. The total 
respondents with the valid answers are 124. The respondent’s 
profile is male (74%), well educated with university degree 
(89%) and located in west of Indonesia (56%).  In the survey, 
the conditions of Leadership / Policy, IT Infrastructure, 
Information Processing (Application), Human Resources and 
Organization Culture [36] are questioned. Each question has 5 
options of answer that will be used to determine the stage of 
EMM of each institution. The answer a is for stage 1. The 
answer b is for stage 2. The answer c is for stage 3. The 
answer d is for stage 4. The answer e is for stage 5.  In 
general, the formula is 
                               Level ofEMMΣAi.wi 
Whereas i is to indicate the question 1 until 5, Ai is the 
answer of question i, and wi is the weight or contribution of 
question i. The total wi (Σ wi) is 100%. In this paper, each 
answer contributes the same which is 20% (wi) of the total 
answers.    
The questions are for: 
 Leadership / Policy 
E1: The level or power of leadership in the department or 
organization to support Public Policymaking based on the 
data? (a. Self motivation or no leadership, b. Motivate others, 
c. Lead group or department, d. Lead function or division, e. 
Lead organization) 
 
 IT Infrastructure 
E2: The status of Information Technology Infrastructure 
(Network, Server and Storage) to support functionality in 
every business process, so that the Government can serve the 
society well ? (a. One way communication from Government 
to Society, b. Two ways communication between Government 
and Society, c. Secure Transaction or Payment is supported 
via online such as Credit Card and others, d. LAN and WAN 
Integration in organization to support the communication, e. 
Business intelligent is utilized) 
 Information Processing (Application) 
E3: The intensity of data and information processing for 
the benefit of Government and Society ? (a. Static Web, b. 
Web with Email, Chat and Forum capabilities, c. Web with 
Payment capabilities, d. Dynamics Web with public data, e. 
Web with provided API) 
 Human Resources  
E4: The expertise of Human Resources (SDM) in the 
department or organization is determined not only the 
technical operation of IT, but also Data Analytic capability? 
(a. Basic capability in operating single alone PC/Notebook, b. 
Advance capability in LAN, c. Security capability to maintain 
in the secured IT Infrastructure, d. Complex capability to 
integration LAN and WAN, e. Analytics capability to run 
Business Intelligent Application) 
 Organization Culture  
E5: How good and transparent organizational culture in the 
department or organization? (a. Protection, each of 
government employee keep their own data, b. Service, 
government serve the society, c. Transparency in conducting 
payment, d. Efficiency in communication between department, 
e. Competition to provide solution based on data) 
The example of returned questionnaire is that if one of the 
respondents answer a for question 1, b for question 2, b for 
question 3, a for question 4, b for question 5, then the 
calculation is conducted based on equation (1) as below 
Level of EMM = ( 1 + 2 + 2 + 1 + 2) x 20% 
   = 1.6  
III. ANALYSIS 
Based on the Survey, all respondents contribute equally to 
measure the EMM level of their organization. The result is 
below: 
TABLE III.  SUMMARY OF RESPONDENT’S RESPONSES 
No Respondents Results N 
1 Group 1 1 9 
2 Group 2 1.2 22 
3 Group 3 1.4 49 
4 Group 4 1.6 25 
5 Group 5 1.8 1 
6 Group 6 2.2 10 
7 Group 7 2.6 5 
8 Group 8 3.2 3 
 
 The average of the stage of EMM Level of this ministry 
between all groups becomes 1.54. The ministry is considered 
in the Stage 1. In this survey, only 14.5% of total respondents 
gives a higher (more than 2) stage of EMM Level.    
IV. CONCLUSION 
The proposed E-Government Maturity Model (EMM), 
which is called 5-stage model is valid to support System 
Dynamics (SD) for Pubic Policymaking [8]. By conducting 
the survey, the stage or level of EMM is identified 
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comprehensively. It is to know the level of Leadership / 
Policy, IT Infrastructure, Information Processing 
(Application), Human Resources and Organization Culture in 
the government [36].  
One of the ministries in Indonesia has stage of EMM in the 
level of 1.54. It means the organization is not adopted the 
technology very well. Although, the head quarter of ministry 
in Jakarta has adopted a better E-Government, but 
unfortunately their work units in province and regency have 
not yet. Indirectly, it is impacted to the aims for ministry to 
run public policy effectively to the society [7]. Improvement 
of the level of EMM is positively related to the effectiveness 
of the implementation of public policy in the society [8].  
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Abstract— Instant Messaging application is the most widely 
used application all over the world. Blackberry Messenger is a 
multiplatform instant messaging application with lots of features 
that can be a magnet for many people to use it as a tool for 
commiting digital crimes. In the process of investigating digital 
crime cases, digital evidences are required, and to obtain digital 
evidence, a set of forensic tools are needed to conduct forensic 
process on physical evidences. The topic of this research is to 
describe the forensic process and to compare the current forensic 
tools used based on acquired digital evidences by using method 
that refers to mobile device forensic guidelines made by the 
National Institute of Justice (NIJ). The forensic tools used in this 
research are Magnet AXIOM, Belkasoft Evidence Center, and 
MOBILedit Forensic Express. The outcome shows that Magnet 
AXIOM has the highest capability to obtain digital evidences, 
Belkasoft Evidence Center has superiority in terms of data text 
acquisition, and MOBILedit Forensic Express has superiority in 
physical evidence preserving and cloning. 
Keywords—Smartphone, Android, Digital Evidence, Blackberry 
Messenger, Digital Forensics 
I.  INTRODUCTION 
The development of mobile operating system, especially 
Android is growing rapidly, this can be seen from many types 
of Android-based gadget with various brands and features that 
emerges almost every week. The rapid development of 
Android technology has an impact on the growing number of 
applications developed for the Android platform, including 
instant messaging applications. Developers are competing to 
create instant messaging applications with user friendly 
features. 
There are many free instant messaging application available 
now which allow people to communicate using texts, phone 
calls, videos, etc, and to maintain contact with them even 
internationally. Recent studies have shown that the most 
popular instant messengers are WhatsApp, Viber, Telegram 
[1], and Blackberry Messenger (BBM). BBM is one of the 
multi-platform instant messaging applications that has many 
users that increase significantly each year. A survey titled 
“WhatsApp vs LINE vs BBM” that conducted by JakPat 
Mobile [2] reported that BBM is still a leading instant 
messaging application in Indonesia. Figure 1 shows the 
percentage of BBM users in Indonesia with 89,35%, followed 
by LINE with 77,42%, and WhatsApp ranked third with 
74,19%. 
With the amount of BBM users that rapidly growing, the 
possibility of digital crimes that occured is also increased. 
Information obtained from the web site of Indonesian National 
Police Public Relations [3] that the crime using the Blackberry 
Messenger always occurred and are likely to increase, as 
shown in Table 1. 
TABLE I. DIGITAL CRIME THAT USING BBM IN INDONESIA 
 
The Increasing number of digital crimes using 
smartphone’s messaging applications such as BBM requires 
law enforcement agencies to be more thorough in investigating 
digital crime. This investigative process requires structured 
analysis and a set of forensic tools to obtain digital evidence 
from BBM. In this research, the researchers will try to 
elaborate the investigative steps to obtain digital evidence and 
No Year Case 
1 2015 Covert prostitution transaction via BBM in Bangka Belitung 
2 2016 Cyberbullying in BBM leads to massive fighting at Gorontalo 
3 2016 BBM account of DPR members in Jakarta being hacked
4 2017 Online fraud and money laundering at Bangka Belitung
5 2017 Online prostitution transaction via BBM at Pekanbaru
 
Figure 1. Graphical percentage of BBM users in Indonesia based on JakPat 
Mobile’s Survey. 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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conduct a comparative analysis on forensic tool’s performance 
based on acquired digital evidences and features. 
According to Dogan and Akbal [4] that conducted a 
comparative study using Oxygen Forensic Suite 2014 and 
MOBILedit Forensics, it can be explained that every forensic 
tool has its own advantages and disadvantages. This research’s 
result shows that MOBILedit Forensics has advantages in 
terms of run time, while Oxygen Forensic Suite 2014 has an 
advantage in terms of artifact analysis.  
Other comparative analysis research is conducted by 
Maurya, Awasthy, Singh, and Vaish [5] by using 2 proprietary 
forensic tools and 3 open source forensic tools, The conclusion 
is that many of the features that are present in proprietary 
forensic tools are also present in open source tools. Even there 
are certain features that provided by open source tool but 
proprietary tool does not, for example: SHA-1 hashing is not 
provided in EnCase but available in open source tools. 
Comparison and analysis of proprietary and open source 
forensic tools also conducted by Padmanabhan, Lobo, Ghelani, 
Sujan, and Shirole [6] with the tools put into comparison are 
The Sleuth Kit (TSK) Autopsy, SANS SIFT, MOBILedit 
Forensics, and Cellebrite UFED. The results of this research 
are: open source forensic tools have advantages in the number 
of users, flexibility in terms of use with console commands or 
GUI- based applications, logging capability, and good in 
tolerating errors, and proprietary forensic tools are superior in 
terms of processing speed, the accuracy of data extraction, 
analytical features, and data restoring ability. 
Another comparative research counducted by Salem, Popov 
and Kubi [7] using Cellebrite UFED and XRY shows that 
XRY is better than Cellebrite UFED for acquiring most of the 
artifact types, while Cellebrite UFED is better on preserving 
the integrity of digital evidence. 
II. RESEARCH METHODOLOGY AND TOOLS 
The objective of this research was to describe the forensic 
process and evaluate forensic tools. Magnet AXIOM, Belkasoft 
Evidence Center, and MOBILedit Forensics Express will be 
used and evaluated based on parameters from from researchers 
in terms of the ability to perform BBM’s forensic analysis on 
Android.  
A. Research Methodology 
The U.S. National Institute of Justice (NIJ) has published a 
process model in the Electronic Crime Scene Investigation 
Guide, the process model consists of the following steps [8]:  
1. Preparation: Prepare the equipment and tools to perform the 
tasks required during an investigation. 
2. Collection: Search for, document, and collect or make 
copies of the physical objects that contain electronic 
evidence. 
3. Examination: Make the electronic evidence visible and 
document contents of the system. Data reduction is 
performed to identify the evidence. 
4. Analysis: Analyze the evidence from the Examination 
phase to determine the significance and probative value. 
5. Reporting: Create examination notes after each case. 
And the diagram is shown at Figure 2 
Based on the framework, the steps of the research are 
divided into five: software installation, evidence 
preservation/cloning, extraction experiment, result evaluation 
and analysis, and the last step is reporting as shown on Figure 3 
The flowchart can be described as follows: 
• Software Installation: The researchers will install forensic 
tools that will be compared on the notebook. 
• Evidence Preservation/Cloning: The researchers will 
perform the cloning process on smartphone devices to preserve 
and maintain data integrity. 
• Extraction Experiment: The researchers will perform 
Extraction process on smartphone devices using Magnet 
AXIOM, Belkasoft Evidence, and MOBILedit Forensic 
Express. 
• Result Evaluation and Analysis: The performance of each 
forensic tool will then be analyzed based on software features 
and digital evidence obtained from each device.. The 
Universitas Ahmad Dahlan
 
Figure 2. NIJ Forensics Method Diagram. 
 
Figure 3. Flowchart of research’s steps. 
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parameters used are adjusted to the objective of the research, 
namely, Blackberry Messenger analysis. 
• Reporting: The evaluation and analysis of forensic tools 
are presented.. 
B. Research Tools 
The research tools used in this research are divided into two 
parts: Experimental tools and Forensic tools. Experimental 
tools related to hardware and experimental objects, while 
Forensic tools are the tools that will be used to acquire digital 
evidences. Table II describes both tools. 
TABLE II. EXPERIMENTAL AND FORENSIC TOOLS 
 
III. RESULTS AND DISCUSSION 
A. Preparation 
Preparation stage is a process of preparing physical 
evidence that will be used to conduct forensic investigation 
process as shown on Figure 4, and to determine what kind of 
digital evidences that will be extracted from physical evidence 
as shown on Table III. 
 
 
 
 
 
 
 
 
TABLE III. BBM’S DIGITAL EVIDENCE 
 
B. Collection 
At this stage, physical evidence collection, documentation, 
and preservation will be conducted. The process at this stage is 
conducted by checking the type of evidence, specifications, 
operating system, IMEI, android versions, and other related 
data. The content of physical evidences may vary depends on 
the evidence’s condition. Table IV shows the results. 
TABLE IV. PHYSICAL EVIDENCE SPECIFIATION 
Physical Evidence 1 
Brand Sony 
Serial Xperia 
Model SL 
Model # LT26ii 
IMEI 353617051988xxx 
OS Android 
Version 4.1.4 (Jellybean) 
Processor Dual core 
Physical Evidence 2 
Brand Samsung 
Serial Galaxy 
Model A 
Model # SM-A500F 
IMEI  - 
OS Android 
Version 6.0.1 (Marshmallow) 
Processor Quad core 1.2 GHz Cortex-A53 
To maintain the integrity of physical evidence so as not to 
change, the cloning process of this android smartphone is also 
conducted by using MOBILedit Forensic Express since this 
tool is the only tool that have this feature, other tools might do 
the cloning process while running data extraction. The cloning 
process and result is as shown on Figure 5. 
 
 
 
 
 
 
 
 
 
Experimental Tools 
No Tools Description 
1 Notebook Asus SonicMaster X450J, OS Windows 10 64bit 
2 Data Cable A data cable that can be used to connect laptop with smartphone 
3 Smartphone 1 Sony Xperia SL, OS Android Jellybean
4 Smartphone 2 Samsung Galaxy A5 2015, OS Android Marshmallow 
5 Blackberry Messenger A multiplatform instant messaging application 
Forensic Tools 
No Tools Description 
1 
Magnet AXIOM Windows-Based Applications that can be 
used to acquire digital evidence on a 
smartphone 
2 
Belkasoft Evidence 
Center 
Windows-Based Applications that can be 
used to acquire digital evidence on a 
smartphone 
3 
MOBILedit Forensic 
Express 
Windows-Based Applications that can be 
used to acquire digital evidence and make 
smartphone’s system copy 
No Digital Evidence Description
1 BBM Profile Digital Evidence/Artifact related to the owner of BBM Account 
2 BBM Contact A list of BBM Contact, including BBM PIN 
3 BBM Chat Digital Evidence/Artifact related to BBM user’s conversation data 
4 BBM Transferred Picture/File 
Pictures/Files transferred among BBM 
users 
5 BBM Invitation An invitation to communicate using BBM for other BBM users 
 
 
Figure 4. Smartphones as Physical Evidence.  
Figure 5. Cloning Process and Results. 
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C. Examination and Analysis 
Examination and Analysis is the process of retrieving, 
searching, and analyzing data from physical evidence. In this 
stage, The examination process is conducted by reducing the 
search data only on BBM applications. Figure 6 and Figure 7 
shows the results of the examination result using Magnet 
AXIOM for both physical evidences. 
Examination result that acquired using Magnet AXIOM 
provide a set of Contact List, BBM Invitation, BBM File 
Transfer, BBM Chat, and BBM Account Owner’s Profile. 
Magnet AXIOM has the ability to conduct physical and logical 
extraction, so in this research, the researchers did physical 
extraction on Physical Evidence 1, and logical extraction on 
Physical Evidence 2. 
As shown on Figure 8 and 9, examination process using 
Belkasoft Evidence Center resulted in BBM Chat and Pictures. 
Belkasoft Evidence Center also has the ability to do 
physical and logical extraction, so as well as Magnet AXIOM, 
the researchers did physical extraction on Physical Evidence 1 
and logical extraction on Physical Evidence 2.  
MOBILedit Forensic Express is a tool with backup and 
cloning features, by using this feature, forensic examiners are 
able to maintain the integrity of physical and digital evidences. 
Examination process that using MOBILedit Forensic Express 
resulted in a set of HTML report that can be accessed via 
browser. The examination result for both physical evidences is 
shown on Figure 10. 
Based on the results of this analysis, a full forensic report 
contained a summary of acquired digital evidences and 
performance comparison of forensic tools can be presented.  
 
Figure 8. Physical Evidence 1 Examination Result using Belkasoft.  
Figure 10. Physical Evidence 1 and 2 Examination Result using 
MOBILedit Forensic Express. 
 
Figure 7. Physical Evidence 2 Examination Result using Magnet AXIOM. 
 
Figure 6. Physical Evidence 1 Examination Result using Magnet AXIOM. 
 
Figure 9. Physical Evidence 2 Examination Result using Belkasoft. 
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D. Reporting 
Reporting [9] is the last stage on NIJ framework. Here, the 
report will be presented in 2 comparison tables based on 
software features and based on digital evidence obtained by 
each device. Feature-based comparison result is as shown in 
Table V. 
TABLE V. FEATURE-BASED EVALUATION RESULT 
Measurement 
Parameters 
Forensic Tools 
Magnet 
AXIOM 
Belkasoft 
Evidence 
Center 
MOBILedit 
Foresic 
Express 
Physical 
Extraction 
Capability 
√ √ √ 
Logical 
Extraction 
Capability 
√ √ √ 
Physical 
Evidence 
Preserving and 
Cloning 
Capability 
- - √ 
Report 
Generation 
√ √ √ 
 
The researchers used calculations with index numbers to 
determine the performance of each forensic tool in accordance 
with the experiment results. The calculation of index number 
used is unweighted index as shown in equation 1 [10]. 
 
     (1) 
 
Where: 
Par = Percentage of index number 
ar0 = Digital Evidence/Artifact gained by Forensic Tool 
arT = Total Digital Evidence/Artifact 
MOBILedit Forensic Express has superiority in preserving 
and cloning capability because this tool has the ability to create 
cloning file that can be read by other tool. By using equation 1 
to calculate the index number from each forensic tool,  
MOBILedit Forensic Express has the highest index number of 
100%. Belkasoft Evidence Center and Magnet AXIOM each 
has an index number of 75%. 
TABLE VI. DIGITAL EVIDENCE-BASED EVALUATION RESULT 
No. BBM’s Digital 
Evidence 
Forensic Tools 
Magnet 
AXIOM 
Belkasoft 
Evidence 
Center 
MOBILedit 
Foresic 
Express 
1 BBM Profile √ √ √ 
2 BBM Contact √ √ - 
3 BBM Chat √ √ - 
4 BBM Transferred 
Picture/File 
√ √ - 
5 BBM Invitation √ - - 
 
Table VI shows the results of performance analysis 
conducted on each forensic tool related to the acquired digital 
evidences. By using the same equation, MOBILedit Forensic 
Express got 20% performance index score by only managed to 
acquire 1 type of BBM Digital Evidence, Belkasoft Evidence 
Center got 80% performance index score, and Magnet AXIOM 
got the highest index performance score of 100%  because it 
successfully acquired all 5 types of BBM Digital Evidences. 
IV. CONCLUSION 
Related to Digital Evidence extraction capability, Magnet 
AXIOM has the highest index number at 100%, followed by 
Belkasoft Evidence Center with index number at 80%, and 
MOBILedit Forensic Express with index number at 20%. 
MOBILedit Forensic Express has weakness in extracting 
BBM’s Digital Evidences. However, related to physical 
evidence’s backup and data preservation, MOBILedit Forensic 
Express has the highest index number at 100% and manages to 
make physical evidence backup that can be used by another 
tool, while Magnet AXIOM and Belkasoft Evidence Center has 
index number at 75%. The outcome shows that Magnet 
AXIOM has the highest capability to obtain digital evidences, 
Belkasoft Evidence Center has superiority in terms of data text 
acquisition, and MOBILedit Forensic Express has superiority 
in physical evidence preserving and cloning. 
V. FUTURE WORK 
For future work, there are many comparative study using 
many forensic tools such as Oxygen Forensic Suite [11], 
Andriller [12], Cellebrite UFED Physical Pro and XRY [13] 
that can be conducted. to get an overview on what forensic tool 
that best for digital forensic investigations. The comparison 
also can be conducted on forensic frameworks and parameters 
such as National Institute of Standard Technology (NIST) [14] 
[15], and Integrated Digital Forensic Investigation Framework 
(IDFIF) [16]. 
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Abstract— In order to achieve high scalability during the 
network discovery process in software-defined networking 
(SDN), an extensive method for generating switch-based 
proxy is essential. This paper investigated the semi reactive 
solution for guiding the controller to build an 
OFPT_FLOW_MOD message that allowed SDN switch to 
reply an Address Resolution Protocol (ARP) request directly 
by deploying the semi-reactive switch-based proxy ARP 
application in northbound application programming 
interface (API). We conduct the experiment by using Open 
Networking Operating System (ONOS) an open-source SDN 
controller simulated in Mininet environment. As can be seen 
from the evaluation result, the installed application can 
reduce the ARP reaction time up to 95% calculated from the 
sender host. The final result also indicates that our approach 
can decrease the controller's loads significantly.   
Keywords— SDN, Proxy ARP, Semi-reactive 
I. INTRODUCTION 
Recently, SDN has gained a proper concern among 
researchers because it boosts the innovation's rate in a 
networking environment. The main concept of SDN is the 
separation between the control layer known as controller 
and the forwarding function which can communicate each 
other regulated by the southbound API [1]. The network 
administrator can easily determine the controller's 
functionality by installing an application directly through 
the northbound API. This mechanism maintains the 
network scalability since the proprietary issues originated 
from the forwarding devices are omitted.  
In term of the network discovery process in the IPv4 
environment, the controller and the SDN switch may suffer 
because of the abstraction of centralized networking 
control and management. The controller will be forced to 
provide a service to forward the ARP requests which are 
going to be flooded by the forwarding devices. This 
problem has been reduced by implementing the reactive 
based application. It can directly generate an ARP reply 
packet. However, if there are a lot of end host devices that 
transmit an ARP request at the same time, the controller 
still receives the impact for crafting and delivering an ARP 
reply for every incoming request.   
Our proposed research focused on developing a semi-
reactive application that can response the ARP request by 
partially offloading the capability to generate the response 
into the SDN switch. It can be achieved by defining a 
single flow rule through an OFPT_FLOW_MOD message 
which can filter all of the incoming requests. We conduct 
several scenarios to investigate the effects by calculating 
the ARP response time and the controller's CPU usage.  
The remaining section of this paper is organized as 
follows. Section II is concerned about the relevant 
literature review of OpenFlow network and the details of 
ARP processing in SDN. In section III, we discuss the 
related works that have been performed before, either in 
proactive or reactive approach. We illustrate the 
application workflow and the evaluation scenario in brief 
in section IV, while section V contains the comprehensive 
analysis of the proposed simulation. We conclude the 
paper in section VI. 
II. BACKGROUNDS 
This section expounds the details of the relevant 
information relating to the paper's topic. 
A. OpenFlow Network 
One of the prominent southbound API that has been 
widely utilized in SDN is OpenFlow [2]. It provides a 
programmatic approach for the controller so it can directly 
configure the switch’s behaviour by defining flow rule for 
filtering each packet that enters the forwarding device. All 
of the designed flow rules are stored in the flow table by 
using OFPT_FLOW_MOD message which also can be 
used for deleting a particular rule. Each of the specific 
rules has a traffic selector and also a traffic treatment. If 
there is no rule that can handle the inbound packet, the 
SDN switch will encapsulate it by using 
OFPT_PACKET_IN message then transmits the packet 
directly to the controller for further action such as the 
network initialization process. In response, the controller 
will send OFPT_PACKET_OUT message to the switch for 
performing the specified action such as broadcast or multi-
cast the inbound packet if the controller does not has a 
legal route between the source and destination or deliver 
OFPT_FLOW_MOD message for commanding the switch 
to install the defined flow rule. 
B. ARP Processing in SDN 
Generally, the ARP processing in SDN is conducted in 
a reactive manner. The controller installs an application 
called ProxyARP on its northbound API. Through the 
default flow rule deployed in SDN switch, this application 
can collect OFPT_PACKET_IN message contained the 
incoming ARP request packet and easily break it down by 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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extracting the essential information including the target 
protocol address (TPA), target hardware address (THA), 
sender protocol address (SPA), sender hardware address 
(SHA), VLAN identification (ID), device ID, and the 
incoming port's ID. Then the ProxyARP will try to check 
whether the TPA is mentioned on its ARP cache. If the 
TPA is listed, the controller will directly craft an ARP 
reply based on the extracted information enclosed in 
OFPT_PACKET_OUT message which instructs the switch 
to send the ARP replay directly. However, if there is no 
information available, the controller will send the ARP 
request packet encapsulated in OFPT_PACKET_OUT. 
Subsequently, the switch will broadcast the ARP request, 
then the targeted host will reply. After the SDN switch 
receives the ARP reply, it will pass the packet to the 
controller by using OFPT_PACKET_IN. Therefore, the 
controller has a complete route between sender and 
destination host. Then the controller will send an 
OFPT_PACKET_OUT that intends to tell the switch to 
forward the packet within the message (ARP replay) back 
to the sender host. The SDN switch may perform a 
proactive mechanism for handling the ARP request. The 
main difference from the previous concept is the 
processing point. Forwarding device does not have to pass 
the incoming request since there exists a flow rule that is 
defined by the network administrator. 
III. RELATED WORKS 
Previously, there were several researchers that focused 
their efforts on implementing either reactive or proactive 
Proxy ARP in SDN intended to reduce the ARP broadcast 
storm. [3]-[7] proposed a reactive based Proxy ARP 
involving the controller for generating ARP reply. 
Similarly, to the default ProxyARP in ONOS, the 
controller will store the details of the available host in a 
specific table or service by obtaining the incoming 
OFPT_PACKET_IN message's information that may 
contain an ARP request or the Link Layer Discovery 
Protocol (LLDP) packet. If the controller has a specific 
information regarding the destination address of the current 
ARP request, it will directly craft an ARP reply without 
involving the targeted host.  
FSDM [3] initiated a caching scheme for storing the 
incoming DHCP and ARP information which were used by 
the controller for crafting both DHCP and ARP reply 
directly based on the cache information without flooding 
the request extensively on the network. SEASDN [4] 
provided a hashing mechanism for storing the request 
packet’s information then responded by sending 
OFPT_PACKET_OUT message containing the reply 
packet. In the same manner, as FSDM and SEASDN, the 
authors of [5], [6], and [7] also implemented a reactive 
approach for handling the ARP request by administering 
the controller as the ARP proxy. The result from all of the 
papers indicates that the reactive application can 
successfully provide scalability to the network. However, 
this method may exhaust the controller's resource upon 
receiving a huge amount of requests since it should 
examine the incoming packets one by one.  
Another type of Proxy ARP in SDN is introduced by 
[8],[9] which deploy proactive scheme for resolving ARP 
reply generation. [8] extends OpenFlow enabled switch's 
capability for creating an ARP reply independently while 
[9] perform offloading mechanism by injecting several 
flow rules for generating ARP reply packet manually 
(hard-coded). This method is restricted by the OpenFlow 
since it cannot determine the TPA and THA of ARP reply 
packet. In consequent, [9] applies the broadcast address as 
the default value. A significant problem that can possibly 
occur is when a new host joins the network causing the 
network administrator to install the corresponding rule 
manually.  
IV. PROPOSED METHOD 
Our method intended to create semi reactive 
mechanism. The proposed approach extended the 
capability of the current reactive proxyARP application 
illustrated in figure 1. It could be achieved by partially 
storing the ARP request information and eventually 
generating flow rule for the SDN switch. This single rule 
could handle any incoming ARP request because it could 
construct the ARP reply's TPA and THA extracted from 
the incoming ARP request's SPA and SHA. Therefore, the 
ARP processing would be completely handled by the SDN 
switch based on the flow rule’s selector. The main 
difference between our method and the proactive Proxy 
ARP could be clearly pointed during the ARP reply’s flow 
rule generation process. 
 
Fig. 1. Semi-reactive proxy ARP scheme 
Network administrator requires to manually determine 
a flow rule for each available host on the network when the 
proactive proxyARP is implemented. Conversely, the semi 
reactive approach will assign the flow rule’s generation to 
the application directly which allows it to construct a 
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single rule based on the information of the most requested 
IP address during the ARP broadcasting.  
V. SIMULATION SCENARIO 
Our experiment was emulated using Mininet [10] 
version 2.2.2 which specifically implemented tree topology 
in OpenFlow network (version 1.3). It consisted of 3 SDN 
switch which used Open vSwitch [11] (OVS) version 
2.5.4, 4 virtual hosts separated on each switch and ONOS 
[12] version 1.13.0 as the SDN controller. We assumed 
that ONOS applied the default applications including 
Forwarding, ProxyARP, Host-Provider, Optical-model, 
Drivers, Mobility, LLDPprovider, OpenFlow, and 
OpenFlow-base. The simulation was performed on a single 
Ubuntu 16.04 PC that had the following specification Intel 
Core CPU i5 3210M Processor 4 GB DDR3 1600 MHz 
SDRAM. 
 
Fig. 2. Simulation topology 
We conducted two different scenarios for the 
experiment. In order to imitate real network environment, 
the first scenario performed UDP transmission between H2 
and H4 that had distinct bandwidth varieties including 2, 
50, 100, 500, and 800 Mbps then H1 generated an ARP 
request to H4 by sending one packet each second. During 
the UDP transmission, H1 generated a constant ARP 
request directed to H4 each second. Therefore, the 
response time between the reply and request could be 
calculated.  
The other emulation scenario performed different ARP 
request sending rates from H1 to H3 which varied from 
500, 1000, 1500, 2000, 2500 packets per second without 
implementing UDP transmission. The ARP request was 
originated from H1 which each of the packets consisted of 
random source IP and MAC address generated by scapy 
[13] library. The ARP response time could be extracted by 
subtracting the time when H1 receiving the ARP replay 
from H3 and H1 sending ARP request to H3. There were 
two variables that were calculated during evaluation 
including the controller CPU usage for mapping the 
controller overhead and the ARP response time for each 
different sending rates. All of the packets were sent using 
Tcpreplay [14].  
In term of the application's workflow, the controller 
injected particular flow rule for instructing the SDN switch 
to transmit incoming ARP packet encapsulated in 
OFPT_PACKET_IN message. Packet service module in 
ONOS was used to generate the proposed flow rule and 
also regulate its priority for only having the standard 
reactive variable (5). Whenever the SDN switch receiving 
ARP request packet, it would directly investigate its TPA 
and THA. If there is a match event between TPA and flow 
rule's traffic selector originated from the semi-reactive 
switch proxy application, the SDN switch will craft an 
ARP reply packet associated with the destination address 
of the ARP request which is built by imitating the traffic 
treatment. Therefore, the sender can receive the ARP reply 
almost real-time without involving the reactive proxyARP 
application since the semi-reactive application's rule has 
higher priority.  
 
Fig. 3. Workflow of semi-reactive switch proxy application 
In contrast, if the TPA doesn't correspond with all of 
the traffic selector specified in the flow table, OpenFlow 
switch automatically forward the ARP request to the 
ONOS controller enclosed in OFPT_PACKET_IN 
message which is handled by reactive proxyARP and semi-
reactive switch-based proxy application. Then the 
NeighbourPacketManager in ONOS will directly send 
OFPT_PACKET_OUT message as described in the 'ARP 
Processing in SDN' section. In addition, semi-reactive 
switch proxy application breaks down the packet in 
message for extracting the TPA and THA which are then 
stored in HashMap for statistic purpose. If the ARP 
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counter exceeds the defined value by the application, it 
will inspect the most requested TPA then temporarily 
installs the corresponding flow rule with the most occurred 
TPA as the traffic selector and extends the flow for having 
the highest priority. The details of the installed flow rule 
are expounded on table 1. 
TABLE I.  FLOW RULE SCHEME 
Traffic Selector 
ARP OpCode 1 
ARP TPA The most requested TPA 
Traffic Treatment 
ARP OpCode 2 
ETH Source The most requested THA 
ETH Destination ETH of incoming ARP request 
ARP TPA IP of incoming ARP request 
ARP THA ETH of incoming ARP request 
ARP SPA The most requested TPA 
ARP SHA The most requested THA 
Output Interface Incoming packet's port 
 
Traffic selector is set to accommodate TPA of the ARP 
request packet. This method will filter only an ARP packet 
with OpCode 1, specifically targeting the specified TPA. 
SDN switch responds the match event by generating an 
ARP reply packet based on the traffic treatment which 
includes transferring both source MAC and IP address of 
incoming packet into the destination address of the reply 
packet (THA, TPA, and ETH destination) and changing 
the source address with the TPA and THA address (SHA, 
SPA, and ETH source) extracted from the hashmap which 
has the most occurrence among other TPA. The 
HostProvider service should have identified the most 
requested address. Subsequently, the ARP reply is 
transmitted back to the sender host via incoming packet's 
port. This scheme will allow the SDN switch for filtering 
every ARP request destined to particular host only by a 
single flow rule. 
VI. SIMULATION RESULTS AND ANALYSIS 
In term of the effectiveness of the semi-reactive 
approach, we performed an in-depth analysis between our 
proposed method and the reactive proxyARP. Therefore, 
we could infer the ideal scheme for reducing ARP response 
time significantly. As expected, the results experiment 
depicted in figure 4 clearly showed a slight difference in 
the response time of ARP processing between two 
conditions including without installing the semi-reactive 
switch application or not. Since the reactive proxyARP 
maintained the ARP processing, the controller responded 
rapidly proved by the blue bar exactly at 2.61 ms. It could 
happen because the Host-provider service in ONOS had 
already mapped the targeted host after receiving the first 
ARP request. This method allowed the controller directly 
to generate ARP replay without sending 
OFPT_PACKET_OUT that contained ARP request for 
creating a link between the source and the destination. In 
contrast, after implementing the proposed application, the 
ARP response time was dramatically decreased 
approximately at 0.14 ms indicating that the SDN switch 
successfully created ARP replay without involving the 
controller. 
 
Fig. 4. ARP response time 
As far as the first scenario was concerned, the 
emulation's result during the UDP transmission between 
H2 and H4 depicted in figure 5, illustrated that the reactive 
proxyARP still maintained the capability for generating 
ARP reply encapsulated in OFPT_PACKET_OUT 
message pointed within 1.5 ms and 2 ms. 
 
Fig. 5. ARP response time during UDP transmission 
 Although there was a huge traffics in H4's link, the 
controller could easily send the replay message to H1 
because it had a topological map of the network. On the 
other hand, the response time of semi-reactive application 
still pointed in 0.16 ms which still proved that ARP reply 
was crafted locally by the switch depicted in figure 5. A 
significant result was shown during the second evaluation 
scenario. Flooding the controller by using a huge amount 
of ARP requests which had a different source MAC and IP 
address could exhaust the controller's resources since it 
should generate a massive amount of ARP replies within a 
second interval. The rising trend of ARP response time 
was described by the figure 6. Along with the growth of 
the packet sending rate, the response time variable before 
installing the semi-reactive application showed a gradual 
rise, which could reach more than 40000ms or 40s. 
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Fig. 6. ARP response time on different packet sending rate 
 This condition could lead to packet loss event or even 
worse when the controller didn't have the topological map 
of the network. In a real network case, a single port on the 
SDN switch can possibly contain a large number of end-
hosts that directly connected in a multi-access network. For 
instance, a network address 172.16.0.0/22 may contain 
1022 hosts on a single subnet. In a worst-case scenario, all 
of the registered hosts try to contact a single address by 
sending ARP request. This circumstance will overwhelm 
the controller which can exhaust the available resources. 
This problem can be solved by implementing the semi-
reactive switch-based proxy application which can handle 
the problem by directly forwarding the ARP reply packet 
proven by the result data, approximately below 0.15 ms on 
each distinct packet sending rate.   
 
Fig. 7. Controller's CPU usage when receiving a different amount of 
ARP request 
 Similarly, a large amount of ARP request could 
significantly increase the CPU usage of the controller 
described in figure 7, because it must extract the 
information of incoming packet as well as transmitting the 
response packet. The largest packet sending rate could 
consume more than 40% of CPU usage. This problem 
might bring the controller into unpredictable state and 
caused the sender host not to detect an appropriate link to 
the targeted host (packet loss). However, after the switch- 
based proxy rule was installed, the CPU usage stayed 
below 2% indicating that all of the random ARP requests 
could be responded accurately by the SDN switch. 
VII. CONCLUSIONS 
According to the experiment result, the semi-reactive 
switch-based proxy application can effectively reduce ARP 
processing overhead by partially offloading the reply 
mechanism without involving the controller. This method 
provides a better option rather than fully hands over the 
task to the switch. If the network administrator implements 
the proactive method, whenever a new host entering the 
network, manual configuration needs to be performed in 
order to accommodate the request of the new hosts.  
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Abstract—Text summarization is one of the ways to reduce 
large document dimension to obtain important information from 
the document. News is one of information which usually has 
several sub-topics from a topic. In order to get the main 
information from a topic as fast as possible, multi-document 
summarization is the solution, but sometimes it can create 
redundancy. In this study, we used cluster importance algorithm 
by considering sentence position to overcome the redundancy. 
Stages of cluster importance algorithm are sentence clustering, 
cluster ordering, and selection of sentence representative which 
will be explained in the subsections below. The contribution of this 
research was to add the position of sentence in the selection phase 
of representative sentence. For evaluation, we used 30 topics of 
Indonesian news tested by using ROUGE-1, there were 2 news 
topics that had different ROUGE-1 score between using cluster 
importance algorithm by considering sentence position and using 
cluster importance. However, those 2 news topics which used 
cluster importance by considering sentence position have a greater 
score of Rouge-1 than the one which only used cluster importance. 
The use of sentence position had an effect on the order of sentence 
on each topic, but there were only 2 news topics that affected the 
outcome of the summary. 
Keywords— News Summarization; Redundancy; Cluster 
Importance; Sentence Position 
I.  INTRODUCTION 
Information is a notice regarding news that is usually 
contained in the form of articles, news, scientific papers, and 
books. However, the information presented is usually quite 
difficult for some people to understand because much 
information contained or called information overload [1], and 
this also occurs to news. In Indonesia, there are more than 
43,000 news sites (https://nasional.kompas.com), where at a 
certain moment, some news discuss the same topic. Sometimes, 
people read news from one site to another to compare the content 
from the same topic. This will be very time consuming and 
sometimes there are several sentences that contain the same 
intent, and this means the reader will repeat the same occupation. 
This is why the summarization system is the proper solution to 
the problem. By using summarization system, some news with 
the same topic will be summarized into one summary. This will 
facilitate the reader to get the outline of some news practically.  
Summarization is a process to reduce the size of original 
document to a size which is not more than half of the original 
document [2]. In document summarization, there are two types 
of summarization; both of them are extraction and abstraction. 
Abstraction is a summary produced by changing the sentence 
but it has same meaning with the original one [3]. Meanwhile, 
extraction is a summary produced by taking original sentence 
from the document. Research in this area mostly generates 
summary with extraction method. A multi-document summary 
is a summary that involves more than one document. Fabianus 
[4] conducted a research to create a system of multi-document 
summarization for news in Bahasa Indonesia by using extraction 
with TF-IDF method as sentence scoring. But this study does not 
consider the problem of sentence redundancy. However, the 
important thing from extraction summary is extracting important 
textual units from multiple related documents, removing 
redundancies, and reordering the units to produce the summary 
[8].  
Redundancy is the appearance of similar sentence in a 
summary. It is one of the most important factors in multi 
document summarization task [8]. If there is a redundancy in 
result of a summary, it will make the summary contains a lot of 
important information with the same meaning. So, it requires a 
method or algorithm to find similarity between sentences to 
overcome redundancy and optimize the sentence selection as the 
material for summary compilation [4]. Since the documents may 
contain redundant information, the performance of a multi 
document summarization system heavily depends on the 
sentence similarity measure used for removing redundant 
sentences from the summary [5]. 
Many previous research on extractive summaries used 
sentence features such as position in the text, words frequency, 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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or key phrases that indicated the importance words of the 
sentences. As thought Maximal Marginal Relevance (MMR), 
the earlier research on extractive summaries is considered 
redundancy issues by using the sentence level features. 
Clustering is an alternative approach to ensure good coverage 
and avoid redundancy that groups the similar textual units 
(paragraphs, sentences) into multiple clusters to identify themes 
of common information and selects text units one by one from 
clusters to the final summary [6][7]. Cluster importance is one 
of the algorithms on multi-document text summarization system 
using a similarity histogram based sentence-clustering algorithm 
to identify multiple sub-topics (themes) from the input set of 
related documents and selects the representative sentences from 
the appropriate clusters to form the summary [8]. This algorithm 
is adapting of a suitable sentence-clustering algorithm, which 
automatically determines the number of clusters and which is 
unsupervised in nature. So, this algorithm plays a vital role when 
the number of clusters is not known in advance.  
This study proposes a solution to overcome redundancy by 
performing multi-document summarization of news in Bahasa 
Indonesia by using improvement of cluster importance 
algorithm with sentence position feature. Based on the research 
[9] explained that in a document, especially news, sentence 
position is an important feature where the sentence located in the 
beginning of paragraph has the biggest score than sentence 
which is located in the end of paragraph. The first phase to 
summarize is sentence clustering to news sub-topics. Second, 
the result of clusters that have been formed by weighting each 
cluster will be sorted. Third, summarization is done by choosing 
a representative sentence from each cluster by weighting every 
sentence and choosing a sentence with the highest weight from 
each cluster as material for summary aggregation. 
II. METHOD 
This study was described into figure 1. The picture describes 
summarization system that covers some processes to build 
summary. These processes will be explained in the subsections 
below. 
 
Fig. 1. Schematic of News Multi-Document Summarization System 
News Dataset 
The data of this study retrieved online news that as many as 
30 topics. 11 topics of news were retrieved from research [9] and 
added another 19 topics of news. In one topic of news, there are 
5 news sub-topics which every sub-topics were different to each 
other. The news data used was only the content without using 
the title of the news. 
Preprocessing 
In the news, data preprocessing will be several processes 
such as splitting the news into individual sentences, case folding, 
tokenizing, and stop words removal. Splitting the news into 
individual sentences is a process to split news in paragraph form 
into individual sentences. After that, every sentences is done 
case folding to harmonize all alphabets into lowercase and also 
to delete delimiter such as (.), (,), (!), (?), (:), and etc. Then, 
proceeding every sentences to perform tokenizing that breaks 
down each sentence into words carried out before stop words 
removal process in order to make it easier in removing important 
words. The list of stop words was taken from research [10].    
Cluster Importance Algorithm 
The concept of Cluster importance is that the more sentences 
that exist in a cluster, the cluster will be considered an important 
cluster that will be prioritized to appear at the beginning of the 
summary. Stages of cluster importance algorithm were sentence 
clustering, cluster ordering, and selection of sentence 
representative which will be explained in the subsections below. 
Furthermore, the contribution of this research is to add the 
position of sentence in the selection phase of representative 
sentence. 
Sentence Clustering 
Sentence clustering is the first stage of cluster importance 
algorithm. More clearly about the sentence clustering is 
illustrated in the flowchart of figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Schematic of News Multi-Document Summarization System 
Based on figure 2 above, the sentence clustering used a 
single linkage method. However, before using single linkage 
method, first performed documents weighting using TF-IDF. 
Term Frequency Inverse Document Frequency (TF-IDF) was 
weighting by calculating Term Frequency (TF) which was the 
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frequency or the number of words that appeared in a document. 
Besides, it also calculated Inverse Document Frequency (IDF) 
to calculate the importance of a word in a document seen from a 
number of documents as a whole [11]. The following equations 
1 and 2 showed the Term Frequency Inverse Document 
Frequency (TF-IDF) weighting.  
 
ܫܦܨ ሺݐሻ ൌ log ேௗ௙ሺ௧ሻ     (1) 
ܶܨ. ܫܦܨ ൌ ܶܨሺ݀ݐሻ ∗ ܫܦܨሺݐሻ   (2) 
 
After using TF-IDF as documents weighting, then measure 
the closeness between sentences by using euclidean distance. 
The distance between sentences was measured to determine the 
closeness between them. The following equation 3 shows 
euclidean distance. 
ܦ݅ݏሺݔ, ݕሻ ൌ ඥߑሺݔ௜ െ ݕ௜ሻଶ   (3) 
 
The next process after TF-IDF weighting and calculating 
minimum proximity distance using euclidean distance was 
sentence clustering by using single linkage. Single linkage is a 
clustering technique performed by consecutive way of merging 
begun by searching for two objects (sentences) with a minimum 
proximity distance. If it had minimum proximity distance, it will 
merge into a cluster. Next, look for other objects (sentences) that 
had minimum proximity to the cluster formed. If it had 
minimum proximity distance, it will merge into cluster formed 
or form a new cluster with other objects. It was done up to form 
single cluster. After single cluster was formed, and then choose 
the right level of cluster to determine the cluster as result of 
sentence clustering by measuring dissimilarity between them 
[12]. The following equation 4 calculates dissimilarity. 
݀݅ݏݏ݈݅݉݅ܽݎ݅ݐݕሺ݈ܿݑݏݐ݁ݎ1, ݈ܿݑݏݐ݁ݎ2ሻ ൌ ఀா௨௖௟௜ௗ௜௔௡ሺௗଵ,ௗଶሻ௦௜௭௘ ௖௟௨௦௧௘௥ଵ ௫ ௦௜௭௘ ௖௟௨௦௧௘௥ଶ    (4) 
 
As for the mean of cluster [12] shown by equation 5 below. 
ܵ݅݉ሺܺሻ ൌ ߑௗє௑ܧݑ݈ܿ݅݀݅ܽ݊ሺ݀, ܿሻ   (5) 
 
So, determining the level of cluster or appropriate cluster 
level as the result of sentence clustering needed to use equation 
4 selected by the biggest dissimilarity value. 
Cluster Ordering 
Cluster ordering is the second stage of cluster importance 
algorithm. After completion of sentence clustering, a number of 
clusters were formed. The purpose of cluster ordering was to 
show information richness each cluster formed. A cluster 
consisted of sentences that are less important. Therefore, it needs 
cluster ordering or cluster sorting [8]. More clearly, cluster 
ordering can be illustrated by flowchart of figure 3. 
 
Fig. 3. Flowchart of Cluster Ordering 
Based on figure 3, after a number of clusters have been 
formed from sentence clustering, each cluster was calculated its 
weight of words. After the weight of each cluster was found, do 
the sorting from largest to smallest. Cluster ordering is to know 
which cluster should be in the first as the material of summary 
aggregation. 
Selection of Sentence Representative 
The third stage was representative sentence selection. This 
stage was a stage to choose a sentence from each cluster which 
formed by weighting each sentence. More clearly, selection of 
sentence representative can be illustrated by flowchart of figure 
4 above. 
 
Fig. 4. Flowchart of Representative Sentence Selection 
Based on figure 4, selection of sentence representative has 
two weighting calculation, namely W1 and W2. W1 is the first 
sentence weighting calculation by calculating local and global 
importance. Local importance is the word that indicates how 
many words in the formation of cluster or a number of a word in 
a cluster. The calculation of local importance was log(1+CTF), 
Cluster Term Frequency(CTF). While, global importance was 
the number of clusters that contained a word, the calculation 
using log(1+CF), Cluster Frequency(CF) [8]. The following 
equation 6 and 7 show W1. 
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ܹ1 ൌ ܵܿ݋ݎ݁ሺܵሻ ൌ ∑ ܹ݄݁݅݃ݐሺݓሻ   (6) 
 
ܹ݄݁݅݃ݐሺݓሻ ൌ ߙଵ logሺ1 ൅ ܥܶܨሻ ൅ ߙଶ logሺ1 ൅ ܥܨሻ   (7) 
                        
ܹ2ሺܵሻ ൌ 1√ܱܲܵሺܵሻ    (8) 
 
Beside calculating first weight, W1 then calculate second 
weight, W2. W2 is the calculation of sentence position. From 
equation 8, POS(S) indicated sentence index appeared in a 
document. Consideration of sentence position within 
summarization of news multi-document according to study [13] 
where sentences located at the beginning of document had 
greater score than at the end of document. Besides, based on 
science journalism, technical writing in online news used 
“inverted pyramid”, important sentences were located at the 
beginning of document and less important sentences of news 
were located at the end of document [14] 
Obtaining the weight of a sentence was done to add up the 
first and second weight (W1+W2), in other words, to calculate 
final score of a sentence shown by equation 9. 
                            (9) 
After the final score had been obtained, scores were sorted 
from largest to smallest. The greatest final score of a sentence 
from each cluster was elected as sentence representative of each 
cluster and also as the material for summary compilation. 
TESTING DESIGN 
This study will be tested against the summary result. The 
following picture explains the testing design. 
 
Fig. 5. Schematic of Testing Design 
Based on figure 5 above, it showed testing scenario to 
summary results in which the testing was conducted between 
summary results of cluster importance and summary results of 
cluster importance with sentence position. This testing used 
Recall Oriented Understudy for Gisting Evaluation (ROUGE). 
ROUGE-N used to calculate the N-gram recall between system 
summary and reference summary [15]. N value used was 1. The 
following equation 10 shows ROUGE-N. 
ܴܱܷܩܧ െ ܰ ൌ ∑ ∑ ஼௢௨௡௧೘ೌ೟೎೓ሺேି௚௥௔௠ሻಿష೒ೝೌ೘∈ೄೄ∈ೄೠ೘೘ೝ೐೑∑ ∑ ஼௢௨௡௧ሺேି௚௥௔௠ሻಿష೒ೝೌ೘∈ೄೄ∈ೄೠ೘೘ೝ೐೑   (10) 
 
As this study used multi-document, the final calculation 
ROUGE-N was used as follows [15]. 
ܴܱܷܩܧ െ ܰ௠௨௟௧௜ ൌ ܽݎ݃݉ܽݔ௜ܴܱܷܩܧ െ ܰሺݎ௜, ܵሻ  (11) 
 
Equation 11 above was to determine final value of ROUGE-
N taken by maximum value of ROUGE-N. 
III. RESULT AND DISCUSSION 
The research evaluation was done by testing the summary 
results between the summary generated by the system and 
manually by using ROUGE-N based on equation 6 and 7. This 
evaluation used two ground truth sources. Testing scenarios on 
these news topics was to compare test results from 30 news 
topics using cluster importance algorithms plus the position of 
sentences (CI+POS) with the results of testing 30 news topics 
only using cluster algorithm of importance (CI). This section 
explains the results of this study based on the testing results from 
testing design as described earlier. The following will explain 
more about the testing results. Examples of summary results are 
presented below: 
Kepala Bagian Kepesertaan, Badan Penyelenggara Jaminan Sosial 
(BPJS) Sumatera Bagian Utara, Manna Lubis mengatakan pada 
2015 BPJS hadir di Gunungsitoli dan Tapaktuan Aceh.  Bahkan, 
sesuai dengan roadmap cakupan kepesertaan yang menyebutkan di 
tahun 2019 seluruh rakyat Indonesia sudah menjadi anggota BPJS 
Kesehatan dan apabila ditahun 2019 tersebut sudah tercapai 
Universal Health Coverage (UHC), BPJS Kesehatan tetap 
membuka pendaftaran bagi peserta baru khususnya bagi bayi yang 
baru lahir, warga Indonesia yang baru kembali dari luar negeri, 
penduduk asing yang baru masuk ke Indonesia, dsb. 
"Kami melakukan aksi demo di Kantor BPJS karena pelayanan 
BPJS yang masih buruk bahkan adanya diskriminasi," kata ketua 
Federasi Serikat Metal Indonesia Kota Depok Wido Praktikno, 
Senin (1/12/2014).  Bahkan, sesuai dengan roadmap cakupan 
kepesertaan yang menyebutkan di tahun 2019 seluruh rakyat 
Indonesia sudah menjadi anggota BPJS Kesehatan dan apabila 
ditahun 2019 tersebut sudah tercapai Universal Health Coverage 
(UHC), BPJS Kesehatan tetap membuka pendaftaran bagi peserta 
baru khususnya bagi bayi yang baru lahir, warga Indonesia yang 
baru kembali dari luar negeri, penduduk asing yang baru masuk ke 
Indonesia, dsb. 
 
Summary testing describes the results of testing which will 
be explained in the table I below: 
TABLE I.  ROUGE-1 VALUE OF SUMMARY RESULTS 
No. Topic CI+Pos CI 
1 Air Asia 0.51705 0.51705 
2 Angkot Tabrak Grab 0.24103 0.24103 
3 Banjarnegara 0.56796 0.56796 
4 BBM 0.37888 0.37888 
5 BPJS 0.47429 0.42286 
6 Countdown Asian 
Games 0.53498 0.53498 
7 Demo Angkot 
Malang 0.46018 0.46018 
8 Dokter Letty 0.43182 0.43182 
9 Dolly 0.48831 0.48831 
10 Ebola 0.76812 0.76812 
11 Gempa Korea 
Selatan 0.66447 0.66447 
12 Gunung Agung 0.49032 0.49032 
13 Habib Rizieq 0.38462 0.38462 
14 Hari Raya Nyepi 0.41341 0.41341 
The last score(s) = W1(s) + W2(s)
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No. Topic CI+Pos CI 
15 Konser Boyband 
SHINee 0.44872 0.44872 
16 Kunjungan Obama 0.50691 0.50691 
17 Kurikulum 2013 0.47511 0.47511 
18 Ledakan Gudang 
Mercon 0.54040 0.54040 
19 Mahasiswi UI 0.34574 0.34574 
20 Palestina 0.41905 0.41905 
21 Penasehat KPK 0.35673 0.35673 
22 Penutupan Hotel 
Alexis 0.40462 0.40462 
23 Penyanderaan 
Angkot 0.24725 0.24725 
24 Penyiraman Novel 
Baswedan 0.50459 0.50459 
25 Pemilihan Presiden 0.36290 0.36290 
26 Pria Pencuri 
Amplifier 0.64737 0.64737 
27 Saksi Kunci E-KTP 0.61290 0.61290 
28 Sinabung 0.24171 0.15640 
29 Tora Sudiro 0.53333 0.53333 
30 U19 0.54113 0.54113 
 
The testing of summary included 30 topics using two ground 
truth. Based on table 1 above, from 30 topics, there were 2 topics 
which had different value of ROUGE-1 between cluster 
importance and cluster importance with sentence position. 
Those topics are BPJS and Sinabung. However, ROUGE-1 
value of cluster importance with sentence position had the 
greatest value than ROUGE-1 value of cluster importance. 
While 28 topics had same value of ROUGE-1 between cluster 
importance and cluster importance with sentence position.  
Figure 6 shows the illustration of ROUGE-1 result that 
representation with graph. 
 
Fig. 6. Comparison Graph for ROUGE-1 Result between CI and CI+POS 
 The difference of ROUGE-1 value was caused by 
influence of sentence weight at the selection of sentence 
representative which affected order of sentence with highest 
weight as the material for summary compilation. Here is an 
example from a topic BPJS due to influence of sentence 
position weighting. From figure 7 and 8 due to changes the 
order of sentences, it affects the summary result that also has 
impact on the value of ROUGE-1 produced. 
 
Fig. 7. An example of Representative Sentence Selection with Sentence 
Position 
 
Fig. 8. An example of Representative Sentence Selection without Sentence 
Position 
IV. CONCLUSIONS 
From the research that has been done, it can be concluded 
that there are two topics (BPJS and Sinabung) which have 
different value of ROUGE-1 between cluster importance and 
cluster importance with sentence position. ROUGE-1 value 
from cluster importance with sentence position of those topics 
has higher value than ROUGE-1 value from cluster importance. 
Application of sentence position to cluster importance 
algorithm as consideration to summarize news document does 
not give significant result. This is shown on 30 topics that were 
tested, 28 topics have equal ROUGE-1 value between cluster 
importance and cluster importance with sentence position. 
However, application of sentence position shows difference of 
sentence order at the stage of representative sentence selection, 
but it does not give big impact to final summary result.  
Based on explanation above, summary of application of 
sentence position is influenced by the news data itself where 
there is no exact sentence between one and another. So, it causes 
an influence on the weight of each sentence. 
There is also a suggestion for further research that is to use 
another data research other than news. Therefore, it can be 
shown to be necessary or not regarding consideration of 
sentence position to summarize document. 
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Abstract— The pathfinding algorithms have commonly 
used in video games. City 2.5 is an isometric grid-less game 
which already implements pathfinding algorithms. However, 
current pathfinding algorithm unable to produce optimal route 
when it comes to custom shape or concave collider. This 
research uses A* and a method to choose the start and end 
node to produce an optimal route. The virtual grid node is 
generated to make A* works on the grid-less environment. The 
test results show that A* be able to produce the shortest route 
in concave or custom obstacles scenarios, but not on the 
obstacle-less scenarios and tight gap obstacles scenarios. 
Keywords—game, pathfinding, A*, grid-less, and isometric 
I. INTRODUCTION  
Video games genres and styles have evolved in the past 
decades. The current technologies make it easier for a 
developer to implement or combine one genre to another. 
One of the genres that we studied is 2D simulation games 
with isometric perspective. In the past time, most the 2D 
isometric games rely on the grid as its base. Almost every 
game-objects shown on that game has bounded to that grid. 
Grid usage also makes it easier to implement pathfinding and 
mapping. Common A* algorithm could have implemented 
very well.  
Unity3D is a game engine to make a high-quality 3D and 
2D games [1]. Although it could produce a 2D game, all 
game objects occupy a 3D space. Thus a default 2D game 
would not become a grid based game. However, it still 
possible to develop a grid-based 2D game by generating the 
grid itself. Based on such occasion, to solve pathfinding 
problems, we can either generate a virtual 2D grid to 
implement basic A* pathfinding or create a custom 
pathfinding method to adapt grid-less environment. 
“City 2.5” is a grid-less 2D isometric city-building 
simulation game. Since we are part of the developer who 
develops this game, we can access and modify every part of 
this game. City 2.5 use a custom pathfinding method called 
Obstacle Tracing (OT) [2]. However, this method is not 
optimal since it cannot always guarantee the shortest path. 
The tendency of NPC (Non-Player Character) to encircling 
the obstacle could make the path even longer. NPC is also 
relying on obstacle collider convex shape which is means 
when NPC found a concave collider the path taken would be 
longer.  
 
This previous study [3] use Fuzzy Mamdani Logic to 
solve navigation problems that made better navigation on the 
robot hexapod fire extinguisher. Other studies [4] use A* to 
solve pathfinding problems in the 2.5D isometric game. The 
game is grid-based, which preferable for A* algorithm. The 
primary goal of that study is to investigate and determine the 
optimal pathfinding strategy based on several measures such 
as steps and time have taken to reach the goal using A* 
algorithm [5].  
A* itself is favorable as a pathfinding method as it is 
simple to implement, is very efficient, and has lots of scope 
for optimization [6,7]. A* able to generate the shortest path 
because it uses a heuristic function to estimate the distance of 
any point to target point [8]. A* implementation on Unity3D 
has been done by [9], and so we need to adapt the 
implementation method for this game. 
A* is an algorithm which measures the heuristic distance 
between a given point, while the pathfinding itself rely on the 
search space on how the A* graph represented in the game. 
In this study [10,11] there are several ways to represent the 
search space. Previous research [12] use A* to solve 
pathfinding method for a grid-based graph. In this research, 
we will use the common A* search space representation, a 
rectangular grid. The advantage of using the grid is it is 
easier to generate automatically [13] and easy to implement 
map representation [14]. 
Some studies about comparing pathfinding methods have 
been done by [11,12,13,14,15]. Unfortunately, none of those 
paper discusses pathfinding on grid-less environment 
explicitly. What makes this paper different from previous 
studies is the case study, grid-less environment, and the 
method Obstacle Tracing, which is rarely used in other paper 
and research The goal of this paper is to solve NPC 
pathfinding problems on a grid-less 2D isometric game. 
Therefore, A* is implemented and compare it with current 
Obstacle Tracing method. This paper also focuses on how to 
implement A* properly without altering the unique rules and 
game design itself. Thus we will limit not to include the 
computational complexity of the two algorithms, but 
compare how the path has taken and the speed of 
computation. 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
60
II. RESEARCH METHODOLOGY 
A. Study on Current Method 
City 2.5 is a city building simulation game developed 
using the Unity3D engine. It is relying heavily on Unity3D 
component for everything to works, including its pathfinding 
method which is Obstacle Tracing. After some studies on 
this game, we can state the flow of its pathfinding method on 
Fig. 1 and the predicted result on Fig. 2. At the flowchart in 
Fig. 1 we can see this method using Raycast [16] to detect 
the obstacle which blocking its way and move toward it. If 
the obstacle is not the destination, then it needs to be 
encircled. Although this method able to find the route, 
however, if the obstacles have a concave or custom shape, 
the path taken might be not optimal (not shortest). 
 
Fig. 1. Obstacle Tracing method flowchart  
 
Fig. 2. Pathfinding result using Obstacle Tracing  
B. Design for A* method 
This game requires a dynamic map which able to change 
when the world itself is changing. To achieve that, a method 
to generate and validate A* map has created as seen in Fig. 
3. There are three parameters to generate a grid map which is 
size X and size Y as how much nodes generated on X and Y 
axis and space between which determine how far the gap 
between nodes. 
 
Fig. 3. Map generating flowchart 
 To validate if the node is either walkable or not, it can 
achieve by calling Unity method Physic2D.OverlapPoint 
[17]. This method will return true if a point in the game 
world is inside a 2D collider. Since the obstacles in this game 
are using 2D collider, so it is possible to determine if the 
node was walkable when Physic2D.OverlapPoint return 
false, and vice versa. 
  The conventional A* path-computing could be applied 
after the map has generated as shown in Fig. 4. The next 
problems that need to be solved are how to determine the 
start and end point for each NPCs. In this game, NPC does 
not have any collider, which means that it could occupy any 
node as long as it is walkable. So we could do reverse 
computing to determine the closest node as the start point as 
shown in Fig. 5. 
 
Fig. 4. Map generation result 
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 Fig. 5. Find nearest node flowchart 
Method on Fig.5 could be used to determine endpoint, 
but another problem would have occurred like in Fig. 6. The 
node returned would be always same regardless the NPC 
start position which would cause less-optimal shortest path.  
 
Fig. 6. Current search algorithm always returns the left-bottom side node 
 To prevent that behavior, it necessary to know which 
node that closest with destination and start point. It could be 
achieved by do a Raycast from current position to destination 
and search the closest node from the hit point, resulting in a 
method on Fig. 7. 
 
Fig. 7. Determining start and end node 
III. RESULT AND ANALYSIS 
The goal of this paper is to compare both methods. A* 
pathfinding comparison has been made by [15] using node 
count and travel length as a parameter. There are ten 
different scenarios to test. Both NPC with different algorithm 
placed in the same spot and need to find the path to 
destination target. A * map made using the SpaceBetween 
parameter with a value range of 0.1, 0.2, and 0.3. 
 
A* map made on three space between parameters value 
which is 0.1, 0.2, and 0.3. The test parameters are: 
Node: Node count need to reach the goal 
Actual: Actual distance from start to goal (obstacle 
ignored) 
Travel: Travel distance from start to goal 
Error: Difference from target goal point, to an actual goal 
point 
Difference: Algorithm precision score. Where Difference 
= Actual (Travel + Error).  The bigger Difference score is 
considered better NPC 
A. Scenario 1: No Obstacles 
Table I has shown that OT is better at a Difference score, 
because of OT NPC able to walk straight to the goal as 
shown on Fig. 8. While A* has shorter travel distance, yet 
the error is too big because A* movement is dependent on 
nodes.  
 
 
Fig. 8. NPC go straight to the destination 
TABLE I.  SCENARIO 1 RESULT 
Obs. = 0 
No Obstacle 
Node Actual Travel Error Difference 
OT  2 2.747102 2.386049 0.361054 -1.1E-06 
A* 0.1  21 2.747102 2.487411 0.440114 -0.180423 
A* 0.2  10 2.747102 2.340456 0.572451 -0.165805 
A* 0.3  7 2.747102 2.381878 0.534509 -0.169285 
 
B. Scenario 2: Natural placement 
In Fig. 9 obstacles placed naturally as the game behave. 
Table II shows that A* able to perform better than OT in 
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term of the node and travel distance on 0.3 set up. However, 
the error still significant compared to OT. 
 
 
Fig. 9. Scenario 2: both NPCs took a different path 
TABLE II.  SCENARIO 2 RESULT 
Obs. = 13 
Normal Placement 
Node Actual Travel Error Difference 
OT 24 6.817501 6.777603 0.662324 -0.622426 
A* 0.1 57 6.817501 6.790489 0.801852 -0.77484 
A* 0.2 28 6.817501 6.546429 1.024489 -0.753417 
A* 0.3 18 6.817501 6.382557 1.189037 -0.754093 
 
C. Scenario 3: Tight gap obstacles 
In Fig 10, it is clear that A* unable to make a route 
through a narrow gap, resulting OT has better scores as 
shown in Table III. It is possible to generate the shortest 
path by making node gap smaller, but the nodes count 
would increase significantly, and more nodes mean more 
calculating process. 
 
 
Fig. 10. Scenario 3: OT NPC can go through the narrow gap 
TABLE III.  SCENARIO 3 RESULT 
Obs. = 4 
Tight Gap Obstacles 
Node Actual Travel Error Difference 
OT 17 5.845109 5.730087 0.355027 -0.240005 
A* 0.1 73 5.845109 8.620098 0.396763 -3.171752 
A* 0.2 36 5.845109 8.638044 0.53361 -3.326545 
A* 0.3 25 5.845109 8.580089 0.580986 -3.315966 
D. Scenario 4 : Straight row (horizontal) obstacles 
Table IV has shown that A* is better on every 
configuration because OT weakness was exposed. OT 
unable to pre-compute the path, that makes its NPC need to 
encircle every single obstacle in the path as shown in Fig. 
11. 
 
 
Fig. 11. Scenario 4: A* NPC has the most efficient path 
TABLE IV.  SCENARIO 4 RESULT 
Obs. = 4 
Straight Row Obstacle 
Node Actual Travel Error Difference 
OT 27 15.12298 16.01473 0.828928 -1.720678 
A* 0.1 145 15.12298 15.15446 0.70184 -0.73332 
A* 0.2 73 15.12298 15.29319 0.70184 -0.87205 
A* 0.3 48 15.12298 14.98526 0.81357 -0.67585 
E. Scenario 5: Wide Obstacle 
When the obstacle is modified like on Fig.12, it 
influences the pathfinding result. Table V shows that A* is 
better on travel distance from every configuration. While 
OT needs a little bit longer path because it needs to go to the 
nearest Raycast hit point first. 
 
 
Fig. 12. Scenario 5: NPCs took a different path 
TABLE V.  SCENARIO 5 RESULT 
Obs. = 1 
Wide Obstacles 
Node Actual Travel Error Difference 
OT 6 7.84419 9.709723 0.28821 -2.153743 
A* 0.1 91 7.84419 9.507587 0.410222 -2.073619 
A* 0.2 44 7.84419 9.553211 0.410222 -2.119243 
A* 0.3 31 7.84419 9.274145 0.62037 -2.050325 
F. Scenario 6: River crossing 
The more complex and irregular collider shape like a 
river in Fig. 13, the longer path need to be traversed by OT 
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algorithm. However, it does not a matter for A* algorithm 
since it does not depend on obstacle shape. The result on 
Table VI, A* is better than OT 
 
 
Fig. 13. Scenario 6: OT NPC need to travel alongside the river to reach the 
goal 
TABLE VI.  SCENARIO 6 RESULT 
Obs. = 1 
River Crossing 
Node Actual Travel Error Difference 
OT 21 3.158496 21.97575 0.273512 -19.09077 
A* 0.1 156 3.158496 19.12286 0.318549 -16.28291 
A* 0.2 80 3.158496 19.46426 0.38832 -16.69408 
A* 0.3 54 3.158496 19.69431 0.289024 -16.82484 
G. Scenario 7: Non-uniform poly obstacles 
One of OT weakness is it need to encircle every obstacle 
that obstructing the view. In Fig 14, many obstacles have 
been modified thus make OT a bit longer to encircle. The 
result in Table VII, A* is the best in every configuration. 
 
 
Fig. 14. Scenario 7: OT weakness exposed when the poly is modified 
TABLE VII.  SCENARIO 7 RESULT 
Obs. = 6 
Non-Uniform Poly Obstacles 
Node Actual Travel Error Difference 
OT 38 18.41779 23.21464 0.295155 -5.092005 
A* 0.1 177 18.41779 19.26544 0.557314 -1.404964 
A* 0.2 88 18.41779 19.20004 0.656201 -1.438451 
A* 0.3 59 18.41779 19.41265 0.6772 -1.67206 
When comparing about runtime speed, unfortunately, A* 
does not perform better than OT. The result in table VIII 
show runtime speed for each scenario. In Fig. 15, we can see 
obvious that OT has the stable runtime because OT only 
counts the corner/vertices of the collider. However, A* 
runtime is affected by the traversed node count so the 
smaller gap between a node of A* will increase node count 
and computing time. 
TABLE VIII.  SCRIPT RUNTIME COMPARISON 
Scenario OT A* 0.1 A* 0.2 A* 0.3 
1 1.81E-05 0.002579 0.000451 0.000246 
2 0.0015984 0.0271087 0.006022 0.004364 
3 0.0012391 0.0765834 0.0151963 0.00708 
4 0.0014989 0.1833878 0.0280047 0.008471 
5 0.0009871 0.0960097 0.0319581 0.006722 
6 0.001262 0.8707223 0.1223979 0.078486 
7 0.0016031 0.4479461 0.0750437 0.02527 
 
 
Fig. 15. Runtime comparison graph 
IV. CONCLUSION 
The A * method can be implemented well in isometric 
non-grid games with the requirement to create a virtual grid 
for search space. A* can solve the shortest path regardless of 
the obstacle shape as long as the generating nodes have not 
caught in the dead end. The reason A* lose on the term of 
shortest path compared to Obstacle Tracing is that of jagged 
movement pattern caused by the grid or when the gap 
between A* node is larger than the gap between obstacles. 
However, Obstacle Tracing is better on runtime 
performance. 
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Abstract— Most of the games rely on the game designer to 
design the level and environment. Increasing of game 
environment space scale followed by increasing of time and 
cost. Procedural Content Generation (PCG) is a method to 
solve this problem by generating a game environment space. In 
this paper, a PCG method proposed using a genetic algorithm 
approach to solve the problem in generating game 
environment. Transition graph adapted in the proposed 
method to make PCG generate difficulty level. The Index-
based approach used to display the biome sequence. This 
approach displays the biome according to its index in the 
sequence.   
Keywords— Procedural Content Generation, Evolutionary 
Algorithm, Genetic Algorithm, Transition Graph  
I. INTRODUCTION  
 
The game world is an artificial world in which the game 
event happen. Mostly, a game word is designed by game 
designer manually. However, the problem will occur if the 
game world scale is vast. The longer the development of the 
game, time and cost will increase. While to finish the game 
does not take a long time [1], The lack of ability to attract a 
player to play the game again is also a crucial problem [2]. 
Especially for an indie game developer that has a limited 
budget and small fans community, it will be an essential 
problem to solve. 
Procedural Content Generation (PCG) is used to solve 
this problem. PCG is a content that created by algorithm 
automatically. PCG itself can accept input from user or game 
designer to adapt the content it will produce [3]. The game 
that uses PCG will be more varied, give more challenge and 
have more attractiveness. Open world platformer or 
exploration platformer has used in this research. The 
produced game world divided into biome that consists of 
land, vegetation, and weather. A transition graph that 
consists of land, vegetation and weather will be built 
according to game designer design. 
The genetic approach has used in generating game level 
automatically. The genetic algorithm is a method that adapts 
from the chromosome evolution in the genes of living 
things[4]. Previous research [5][6][7][8] used a genetic 
approach to design game level. While in [9] generating 
game environment based on the biome. Other research [10] 
in the game world environment has focused on 3D terrain 
generation. When working on PCG, it is crucial for the 
game designer to have the ability to control the difficulty 
curve of the generated level. So, the game designer can 
create game level according to their design. The, transition 
graph [11] is adapted and let the game designer design the 
game world or the level using the graph that included in the 
genetic algorithm proses. The genetic algorithm will provide 
result according to the transition graph defined by the game 
designer. In this research, Transition Graph is used to 
improve the Genetic Algorithm that used for Automatic 
Game World Generation for Platformer. 
II. RESEARCH METHOD 
A. System Overview 
In this research, the genetic algorithm is used to design 
the game world. First, the difficulty curve is defined and 
include it in a genetic algorithm. When the genetic 
algorithm finishes its process, the result then passed to the 
rendering to generate game world based on the design from 
a genetic algorithm. 
B. Difficulty Curve 
Difficulty curve using Game World Fitness as a base to 
control the difficulty of the generated game world. The 
worse value of Fitness, which is further from zero value, 
increases the level of difficulty. 30 difficulty values defined 
for 30 level as shown in Fig 1. 
 
 
Fig. 1. Difficulty Curve. 
 
C. Generation of Chromosome 
The Chromosome in this genetic algorithm consists of a 
component set that chosen randomly. The Genes for the 
chromosome contain the sequence of the component shown 
in Fig. 2. The component itself is a data container that 
consists of 3 components, lands, vegetation and weather. 
Game designer determines the type and amount of biome. 
So, the biome does not limit to the defined one, but it still 
can be increased. 
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 Fig. 2. The sequence of a biome. 
D. Fitness Function 
Transition graph is used to calculate the fitness value. 
The transition graph is a graph that consists of lands, 
vegetation, and weather. Each transition has each own value 
as given in Fig. 3.  
 
Fig. 3. The transition graph. 
Transition graph updated according to the biome used to 
get better results. The algorithm loops each gene in a 
chromosome and count the number of chromosomes and 
divide it by chromosome length calculated by equation (1). 
 
  (1) 
E. Genetic Algorithm Implementation 
The genetic algorithm described in Fig 4. It starts by 
generating an initial population randomly. The parameter of 
the genetic algorithm defined. The different problem requires 
a different parameter value. Our method uses the default 
parameter that already explained in [12]. Those values are 
two times of the chromosome size for population, 0.7 for 
crossover rate and 0.001 for mutation rate. Land data has 
used for the initial population, vegetation and weather have 
added in runtime to each chromosome. The genetic 
algorithm halts when maximum generation reached or more 
than the threshold. The threshold for halt the algorithm is the 
difficulty value from the difficulty curve. Another 
termination condition is counter for counting if the algorithm 
produces a similar population for a certain amount of 
generation.  
The produced initial population entered a crossover 
process, and the parent is chosen using roulette wheel 
selection. A random number from range 0 to the total of the 
transition value of the population has generated. A 
chromosome is chosen as a parent if the sum of transition 
value is less than the random number. Next, genes from the 
middle until the last index of the second parent are swapped 
with the first parent genes in the middle until the last index. 
 
Fig. 4. Genetic algorithm overview. 
 
Child from the crossover process mutate. The probability 
of mutation happens has decided by mutation rate. There are 
three mutation operator, that consist of addition, value 
change, and deletion. It adopts from previous research [11]. 
A random operator has chosen for the mutation. 
1) Value change, choose the value according to the 
probability in a transition graph. 
2) Addition, choose the value to add to the possible 
value, the value has added to random genes. 
 
Elitism count is used to determine how a chromosome 
survive to the next generation. It counts N first fittest 
chromosome in a sorted population that has included in next 
generation. 
F. Graphical Representation 
Index-based approach [6] is used to show the biome 
sequence in the chromosome. This method loops through the 
chromosome and Instantiate game object according to the 
component position in the chromosome. The game object 
that used for instantiation changed according to the game 
environment type or the design. The land component is 
Instantiated first followed by vegetation and weather. A 
random walk is also implemented in the land to make the 
land looks more natural. The random walk works similar to 
flipping a coin, if the head has obtained then the y-axis value 
is increased, otherwise tail decrease the y-axis value while 
the algorithm walks along an x-axis. Random walk makes 
the generated land or platform more vary. The random walk 
also becomes a unique point for generating more game world 
because the same design shown differently. The result of the 
graphical representation seen in Fig 5. 
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Fig. 5. Generated game world. 
III. RESULT AND ANALYSIS 
The research aims to generate a game world that 
corresponding to game designer design and give vary game 
world variation. The game world graphical representation 
created based on the generated chromosome from the 
algorithm. Our proposed method is tested using six 
scenarios. 
A. Scenario 1: Difficulty Curve  
Fig. 6 shows the comparison between difficulty curve 
from designer and the difficulty curve from the generated 
game world. Root Mean Square Error (RMSE) is also used 
to compare between difficulty curve from designer and the 
difficulty curve from our proposed method. RMSE result 
from our experiment is 0.12.  
 
 
Fig. 6. Comparison between difficulty curve from game designer and 
generated game world 
B. Scenario 2:  Playability Testing 
In order to know if the generated game world is playable, 
the generated game world is examined using the following 
criteria [13]. 
1) There is a passage connecting the start and endpoint. 
2) The passage is fit with the attributes of the player 
character. 
 
Game played using the generated game world to 
understand if the generated game world is playable. Table I 
show that some generated game worlds are not playable 
although it reaches the given difficulty curve from the game 
designer. All of the playable game worlds are have fitness 
under 0.5. However, when difficulty level set higher than 
0.6, fitness cannot reach under 0.5. 
TABLE I.  PLAYABILITY TEST RESULT. 
No Difficulty Level Fitness Playtime Retry Playable 
1 0.1 0 18 0 Yes 
2 0.1 0 10 0 Yes 
3 0.2 0.16 21 1 Yes 
4 0.2 0.23 11 0 Yes 
5 0.3 0.33 12 0 Yes 
6 0.4 0.43 14 1 Yes 
7 0.4 0.5 15 1 Yes 
8 0.3 0.36 40 5 Yes 
9 0.3 0.7 x x No 
10 0.5 0.5 18 1 Yes 
11 0.5 0.46 23 12 No 
12 0.4 0.43 21 4 Yes 
13 0.3 0.6 x x No 
14 0.3 0.3 15 2 Yes 
15 0.3 0.43 11 0 Yes 
16 0.3 0.4 10 0 Yes 
17 0.2 0.26 17 2 Yes 
18 0.2 0.2 17 3 Yes 
19 0.1 0 8 0 Yes 
20 0.4 0.43 19 3 Yes 
21 0.4 0.4 53 13 Yes 
22 0.5 0.43 9 0 Yes 
23 0.5 0.5 x x No 
24 0.5 0.53 23 3 Yes 
25 0.3 0.4 16 0 Yes 
26 0.2 0.53 x x No 
27 0.6 0.56 x x No 
28 0.6 0.53 x x No 
29 0.7 0.6 9 0 Yes 
30 0.7 0.6 x x No 
C. Scenario 3: Different Population Size 
Population size modified in order to know which values 
that increase the number of Fitness appearance that has value 
more than 0.5. Table II shows that population size difference 
does not have an impact on fitness value.  
TABLE II.  POPULATION SIZE IMPACT ON THE NUMBER OF FITNESS 
APPEARANCE THAT HAS VALUE MORE THAN 0.5  
Population Size % of Fitness < 0.5 
30 30.3 
45 20 
60 18.7 
75 18.5 
90 39.3 
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D. Scenario 4: Crossover Rate 
Crossover rate is value to calculate the possibility of a 
chromosome to crossover. Better chromosome will bring out 
better fitness. Table III shows that cross over difference does 
not have an impact on fitness value. 
TABLE III.  CROSSOVER RATE IMPACT ON THE NUMBER OF FITNESS 
APPEARANCE THAT HAS VALUE MORE THAN 0.5. 
Crossover Rate % of Fitness < 0.5 
0.5 17.7 
0.6 20.5 
0.7 15.2 
0.8 29.9 
E. Scenario 5: Different Mutation Rate 
Mutation rate gives a big impact to the genetic algorithm, 
the higher the value of the mutation rate the algorithm 
generate more random genes. High mutation rate gives a 
higher chance to the chromosome in the population to 
mutate. High mutation rate also gives a negative impact on 
the fittest chromosome. Because its genes can be mutated 
and the genetic algorithm loses its fittest chromosome. Table 
IV shows that the mutation rate difference does not have an 
impact on fitness value. 
TABLE IV.  MUTATION RATE IMPACT ON THE NUMBER OF FITNESS 
APPEARANCE THAT HAS VALUE MORE THAN 0.5. 
Mutation Rate % of Fitness < 0.5 
0.001 20.7 
0.01 0 
0.1 39.8 
0.5 8.1 
0.25 9.8 
IV. CONCLUSION 
Our proposed method used for difficulty level under 0.5 
based on the difficulty curve. For the next research, our 
proposed method needs to be improved so it can generate a 
game world that has a higher difficulty level. 
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Abstract—One solution for interoperability issue in IoT is a 
middleware which is competent on resolving the problems of 
syntactical, semantic, and network interoperability. In previous 
study, a middleware capable of addressing semantic and 
syntactical interoperability challenges has been developed, yet 
has not responded to network interoperability matter. In this 
paper we continue our previous research by adding BLE and 
6LoWPAN features to the middleware's communication media, 
so it may communicate with various devices. Interoperability 
test results show that the middleware is capable of responding 
to network interoperability challenges and able to receive data 
from multiple nodes simultaneously. 
Keywords—Middleware, IoT, Interoperability  
I. INTRODUCTION 
Internet of Things (IoT) has rapidly grown and given a 
quite big impact in daily lives. It enables users to access and 
manage electronic devices wirelessly through the internet. In 
the implementation, IoT is facing issues pertaining to device 
interoperability. The issue arises because IoT is trapped in a 
“silo” (infrastructure, middleware, and application). 
 Desai classified this interoperability matter into three: 
Network Layer Interoperability, Syntactical Interoperability, 
and Semantic Interoperability. Network Layer Interoperability 
refers to network protocols used by “things” to connect to 
other devices; comprising low power networking protocols 
(Bluetooth Low Energy/BLE, 6LoWPAN) and traditional 
networking protocols. Syntactical Interoperability refers to the 
data model or the messaging protocol, e.g. CoAP, MQTT, 
HTTP, XMPP. Semantic Interoperability refers to the content 
and data context [1]. To resolve the issue, a middleware 
supporting interoperability is required. [1] [2].  
Previous research has developed a middleware with an 
event-driven approach that is able to solve semantic and 
syntactic interoperability issues by providing a gateway to 
communicate with IoT sensor devices using MQTT and CoAP 
protocols, and able to communicate with other applications 
(subscriber) using WebSocket protocol [3]. In its 
implementation, the communication between the middleware 
and the sensor still used wireless transmission media, so it has 
not been able to answer the network interoperability problem. 
In an IoT environment, other than Wi-Fi for transmission 
media, there are BLE and 6LoWPAN which offer low power 
communication [4]. Communication between the sensor node 
and gateway using BLE has been implemented in an IoT 
system prototype by Boualouache. The experimental results 
showed that the prototype is capable of achieving feasibility, 
delivery distance up to 6 meters, and efficient power usage[5]. 
Joshua developed a 6LoWPAN-based sensor node [6], while 
at other research 6LoWPAN was utilized to arrange 
communication between a bunch of sensors and a gateway [7]. 
By evaluating those studies, it then can be concluded that BLE 
and 6LoWPAN protocols are reasonable choices in providing 
communication between sensor nodes and the gateway. 
In this paper, BLE and 6LoWPAN communication media 
will be added to the previous middleware, so that it would be 
a middleware that can answer the challenge of interoperability 
in general. The discussion at this paper is organized as 
follows: I. Introduction, II. Existing IoT Middleware, III. 
Proposed Middleware, IV. Experiment, and V. Conclusion. 
II. EXISTING IOT MIDDLEWARE 
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             802.11/b/g/n
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Fig. 1. IoT Environment  
 
Fig. 2. Midlleware Prototype 
Figure 1 represents an IoT-based network architecture 
that has been developed in previous research, while Figure 2 
is an example prototype of a middleware device built from 
Raspberry Pi. For sensor nodes, NodeMCU ESP8266 
equipped with DHT sensors are used. The middleware 
software consists of: (1) sensor gateway, which is responsible 
for handling incoming messages from sensor nodes using 
both the CoAP and MQTT protocols; (2) service unit, which 
provides an API for storing published data from sensors to 
Redis as the broker in the system; and (3) application 
gateway, which provides a WebSocket protocol-based API 
for exposing topics to subscriber [3]. From the test results, it 
was found that the CPU and memory usage are under 13% 
and the message delivery ratio from the sensor node to 
middleware was under 1 second [8]. 
III. PROPOSED MIDDLEWARE FOR NETWORK 
INTEROPERABILITY 
In this study, two communication media, namely BLE and 
6LoWPAN, will be added to existing middleware. There are 
challenges in this research, where both communication media 
do not work on IPv4. Hence subsystems need to be added at 
the sensor gateway. Figure 3 shows a 6LoWPAN subsystem 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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added to the sensor gateway so that the middleware be able to 
communicate using IPv6, then GATT and BLE gateway are 
added so that the middleware may communicate using BLE. 
 
Fig. 3. Adding two communication media to the existing middleware 
More detailed discussion will be divided into three parts: 
A. BLE Interface 
The sensor gateway provides an interface for the 
middleware so that it can read data transmitted by the BLE 
client and also serves as a bridge to translate the transmitted 
data using the BLE network into MQTT protocol, so the initial 
non-IP-based protocol turns IP-based. The design of the BLE 
gateway serves to provide an interface for the BLE 
transmission from the sensor so it can be accepted by the 
middleware and translated into a MQTT transmission. GATT 
is required because BLE network cannot directly connect to 
other devices. GATT defines the services and characteristics 
of the sensor device to be connected. Connections using 
GATT are exclusive connections where only one BLE 
communication between sensors and middleware can occur at 
any one time. The gateway to be embedded on this 
Middleware is EspruinoHub[9]. First, the sensor will send 
data to the middleware. Then the data will be forwarded to the 
EspruinoHub to be translated into MQTT, as BLE network is 
non-IP (so it cannot directly transmit data using MQTT 
protocol which is IP-based). 
B. 6LoWPAN Interface 
In order for the middleware to communicate with 
LoWPAN technology, there are several things need to be 
done: (1) modifying the CoAP and MQTT sensor gateway to 
listen to IPv6, (2) adding 6LoWPAN communication module. 
In this research, the MRF24J40MA/RM module is used for 
6LoWPAN. The module works to deliver packets to the 
middleware over the WPAN network. 
Noteworthy matters on the 6LoWPAN network 
configuration are the use of channels, pan id, and same IP 
network. Table 1 describes the 6LoWPAN configuration 
used in our IoT environment. 
TABLE I.  CONFIGURATION 6LOWPAN  
Parameter  Sensor node Middleware 
IP Address fe80::c030:955d:d2b7
:aae5 
fe80::c030:955d:d2b7:
aae9 
Prefix /64 /64 
Channel 11 11 
Pan_Id 0x24 0x24 
 
Once the low-level interface is installed, next is to set the 
middleware software to use the interface. This is done by 
adding some code so that CoAP and MQTT can listen on 
IPv6. 
C. Sensor Nodes 
There are three sensor nodes used in this research: (1) 
NodeMCU ESP8266 as the Wi-Fi network transmitter, (2) 
NodeMCU ESP32 as the BLE network transmitter, and (3) 
Raspberry Pi as the 6LoWPAN network transmitter as shown 
in figure 5. Each sensor node is directly connected to DHT22 
and will deliver payload which consists of humidity and 
temperature data. The semantics of the payload is shown in 
Figure 4. 
 
Var payload = { 
        protocol: protocolName 
        timestamp: timeSend 
        topic: topicPublish 
        sensor: { 
            tipe: sensorType 
            index: sensorIndex 
            ip: ipSource 
            module: SensorModule 
        } 
        humidity: { 
            value: valueHum, 
            unit: unitHum 
        } 
        temperature: { 
            value: valueTemp, 
            unit: unitTemp 
        } 
    }
Fig. 4.  Sensor’s payload 
 
(1) ESP32 
 
(2) ESP8266 
 
(3) Raspberry PI 
Fig. 5. Sensor Nodes 
IV. EXPERIMENT AND DISCUSSION 
As discussed in previous research, the middleware was 
developed on a Raspberry Pi version 3. The version was 
particularly selected as it already has Wi-Fi and BLE 
transmission media, so the only additional modules i.e. GATT 
and EspruinoHub are needed. The experiment is conducted on 
campus network involving several sensor nodes and one 
middleware. The sensor nodes will send/publish messages 
from temperature sensors to middleware. The discussion will 
be divided into three parts: BLE performance, 6LoWPAN 
performance,  and Network  Interoperability Testing. 
A. BLE Performace 
As described in the previous section, in order for the 
middleware to be able to communicate with BLE devices, 
additional modules i.e. GATT and espruinihub are needed. 
The GATT being used is BlueZ GATT which can run on 
Raspberry Pi having Raspbian OS. 
As depicted in Figure 6, the sensor node having MAC 
Address 24:0A:C4:10:FC:8E will have its data transmitted 
over the BLE network to be captured by GATT middleware, 
then forwarded to the BLE gateway that will translate the BLE 
transmission into an MQTT transmission using IP Address 
10.34.8.5. Figure 7 is print out from the pm2 log that indicates 
published data from node sensor successfully added to Redis. 
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pi@TheMiddleware:~ $ sudo hcitool lescan 
LE Scan ... 
24:0A:C4:10:FC:8E ESP32 SimpleBLE 
Fig. 6. GATT Middleware has detected BLE sensor 
0|qoap    | 5/30/2018 2:42:52 PM MQTT - Client mqttjs_27f10f1a 
publish a message to /ble/advertise/24:0a:c4:10:fc:8e/office/room20 
 
0|qoap    | 5/30/2018 2:42:52 PM MQTT - Client mqttjs_27f10f1a 
publish a message to /ble/advertise/24:0a:c4:10:fc:8e/rssi 
Fig. 7. Data from BLE Sensor to Middleware 
Next, the distance change test is done to find out the 
performance of BLE. Delay in the delivery process is 
measured and used as the parameter in this test. 
 
Fig. 8. Influence distance to delay 
Figure 8 depicts the test results from the scenario of delay 
against the distance changes. The test results show that 
performance on sending data using BLE transmission still has 
a low delay, even though the distance between Middleware 
and NodeMCU is different. However, there is a very 
significant delay change when the distance between 
Middleware and NodeMCU reaches 5 meters, which is 1 
second long. The results of this test indicate that the distance 
parameter still affects the performance of BLE. 
B. 6LoWPAN Performance 
In this section, we will discuss transmission data from 
sensor nodes to IoT middleware using 6LoWPAN, involving 
MQTT and CoAP protocols. In this experiment, the first 
sensor node transmits data using CoAP while the second 
transmit using MQTT. In addition, tests were performed to 
determine the effect of transmission distance to the delays. 
The tests were conducted in a public area where some people 
occasionally passed by until the 6LoWPAN signal was 
disconnected. The packets were sent for 10 minutes, once 
every 10 seconds. 
 
0|qoap     | 2018-5-30 11:09:13 COAP - Incoming POST request from 
fe80::c030:955d:d2b7:aae5 for office/roomA16 
0|qoap     | 2018-5-30 11:09:23 COAP - Incoming POST request from 
fe80::c030:955d:d2b7:aae5 for office/roomA16 
 
Fig. 9. Middleware received data using CoAP 
 
Fig. 10.  The effect of distance towards delay in the delivery process using 
CoAP 
The test results showed that 6LoWPAN can reach a 
distance of 103m. There was an anomaly at a distance of 90m, 
though. It was due to slight obstruction by an object. 
6LoWPAN signals were found to be very weak against 
objects interference. 
In Figure 9, the first sensor node (IP address 
e80::c030:955d:d2b7:aae5) published data in topic 
office/room16 to the middleware using CoAP. 
0|qoap     | 2018-5-30 11:09:17 MQTT - Client 
fe80::c030:955d:d2b7:aae6 has connected 
 
0|qoap     | 2018-5-30 11:09:18 MQTT - Client 
fe80::c030:955d:d2b7:aae6 publish a message to office/roomA17 
Fig. 11. Middleware received data using MQTT 
Figure 11 shows middleware received data with topic 
“office/room17” from node sensor 2. 
 
Fig. 12. The effect of distance towards delay in the delivery process using 
MQTT 
In MQTT tests, QoS level 2 was used to focus on average 
delay, so it needed to take maximum travel time from the 
amount of data that should be obtained. At a distance of 60m, 
an anomaly result occurred. It was because the 6LoWPAN 
module was exposed to direct sunlight during the tests, which 
decreased 6LoWPAN's performance. 
C. Network Interooeprability Testing 
The network interoperability tests were done by 
simultaneously sending data from five sensor nodes to the 
middleware. Fig. 13 shows that the first node with client id 
mqttjs_805d5fda published data from sensor nodes using 
BLE. The second with client id fe80::c030:955d:d2b7:aae5 
published data using MQTT protocol on 6LoWPAN, while 
the third node with client id fe80::c030:955d:d2b7:aae6 
published data using CoAP on 6LoWPAN. The fourth node 
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with client id 192.168.42.14 published data using CoAP on 
Wi-Fi, while the last node with id client 8456747 published 
data using MQTT on Wi-Fi 
 
0|qoap     | 5/30/2018 3:20:39 PM MQTT - Client mqttjs_805d5fda publish a 
message to /ble/advertise/00.15.83:00:33:e5/office/room20 
0|qoap     | 5/30/2018 3:20:39 PM MQTT - Client mqttjs_805d5fda publish a 
message to /ble/advertise/00.15.83:00:33:e5/rssi 
0|qoap     | 5/30/2018 3:20:39 PM MQTT - Client mqttjs_805d5fda has closed 
connection 
 
 
0|qoap     | 5/30/2018 3:20:46 PM MQTT - Client fe80::c030:955d:d2b7:aae5 
has connected 
0|qoap     | 5/30/2018 3:20:50 PM MQTT - Client fe80::c030:955d:d2b7:aae5 
publish a message to office/roomA17 
0|qoap     | 5/30/2018 3:20:51 PM MQTT - Client fe80::c030:955d:d2b7:aae5 
has closed connection 
 
0|qoap     | 5/30/2018 3:20:53 PM COAP - Incoming POST request from 
fe80::c030:955d:d2b7:aae6 for office/roomA17  
0|qoap     | 5/30/2018 3:20:59 PM COAP - Incoming POST request from 
192.168.42.14 for office/roomA14  
 
0|qoap     | 5/30/2018 3:23:26 PM MQTT - Client 8456747 has connected 
0|qoap     | 5/30/2018 3:23:26 PM MQTT - Client 8456747 publish a message to 
office/roomA13 
0|qoap     | 5/30/2018 3:23:26 PM MQTT - Client 8456747 has closed 
connection 
Fig. 13. Print out pm2 logs 
The results of interoperability tests show that the 
middleware can simultaneously receive data from various 
sensor nodes using heterogeneous transmission media. 
V. CONCLUSSION 
By observing the experiments' results, it can be concluded 
that the middleware is able to answer the issue of network 
interoperability. It means that it is capable to answer overall 
challenges of interoperability. Some tests were also run to see 
its performance in messaging. On the parameter of 
transmission distance, usage of BLE gives a good result at 4 
meters with 1 second delay, while 6LoWPAN can reach 
distance of 103 meters with under 1 second delay. Compared 
to CoAP, MQTT provides better guarantee in the quality of 
delivery. This study still limits the communication protocol 
tests only on the effect of delay, whereas more parameters are 
notable for testing. In the next study, there will be a more 
complete comparison between CoAP and MQTT 
performance to know the quality of data delivery using 
6LoWPAN in depth. 
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Abstract–The three-dimensional approach in face identification 
technology had gained prominent significance as the state-of-
the-art breakthrough due to its ability to address the currently 
developing issues of identification technology (illumination, 
deformation and pose variance). Consequently, this trend is 
also followed by rapid development of the three-dimensional 
face identification architectures in which some of them, namely 
Microsoft Kinect and Intel RealSense, have become somewhat 
today’s standard because of its popularity. However, these 
architectures may not be the most accessible to all due to its 
limited customisation nature being a commercial product. This 
research aims to propose an architecture as an alternative to 
the pre-existing  ones which allows user to fully customise the 
RGB-D data by involving open source components, and serving 
as a less power demanding architecture. The architecture 
integrates Microsoft LifeCam and Structure Sensor as the 
input components and other open source libraries which are 
OpenCV and Point Cloud Library (PCL). The result shows 
that the proposed architecture can successfully perform the 
intended tasks such as extracting face RGB-D data and 
selecting out region of interest in the face area. 
Keywords–three-dimensional approach, face identification 
technology, RGB-D data, RGB-D architecture 
I. INTRODUCTION 
As three-dimensional face identification technology has 
been adapted into many applications, there is a high demand 
of a computationally economic and free-to-customise 
architecture. Although there are various pre-existing 
architectures in this particular field, fulfilling the 
aforementioned criteria is not the case for most of them. 
High computational cost, and limitation for the developer to 
access and to experiment with all of the available tools and 
functions within the architecture are the most common 
premises which could be seen in most of those architectures. 
Therefore, to allow more freedom and capability in the 
development of three-dimensional face identification 
system, an alternative architecture is needed. This 
architecture should meet the aforementioned criteria, which 
is to have a properly optimised performance, while at the 
same time to remain as customisable as possible to the 
developer. Therefore, by lowering the computational 
requirement it will allow more developers to take part in the 
three-dimensional face technology development. Thus, this 
paper attempted to provide this alternative by building one 
of its foundations, which is a data acquisition system. This 
data acquisition system will rely on open source resources, 
including the tools used and the other components utilised in 
the system.  
 
II. RELATED WORKS 
 At its early stage of development, the three-dimensional 
approach is quite common to be adapted as the standard for 
many face identification architectures. Zhang et al [1], for 
example, attempted to propose a better approach to identify 
facial expression and its variations based on two-dimensional 
face image. Dadet et al [2], on the other hand, attempted to 
promote a hypothetically more effective method in 
estimating facial landmarks which is also applied to two-
dimensional face identification system. However, as the 
requirements and the challenges in the society getting more 
complicated and demanding, the two-dimensional approach 
in face identification system have become irrelevant and 
obsolete. Ruiz and Illingworth [3] revealed that the facial 
expression change which occurs in face, is actually a 
challenge for face identification system since it will 
introduce deformation in the face and will make the system 
performance suffer. Zhu et al [4] pointed out that besides 
facial expression, the variety of head pose will also affect the 
overall face identification system performance because most 
identification systems use frontal face as the standard 
identification reference. Moskovich and Osadchy [5] in their 
research defined the variety of illumination as one of major 
issues in face identification. Therefore, due to its capability 
to address the mentioned issues, three-dimensional approach 
has gained its popularity and have been featured in many 
researches and regarded as a somewhat today’s standard for 
face identification technology, resulting many researches and 
papers revolved around three-dimensional approach as the 
topic of interest [6].  
  
 Three-dimensional approach in face identification system 
requires a proper architecture to obtain RGB-D data. RGB-D 
data is basically a recent development in three-dimensional  
Fig. 1. (a) Structure Sensor [13]; (b) Microsoft LifeCam [14] 
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approach which is a combination of colour information, 
commonly in RGB (Red, Green, Blue) format, and depth or 
three-dimensional information of the face (i.e. the XYZ 
coordinate of face points). The combination of these data 
will introduce more flexibility to the system, for example, 
less sensitive to the illumination variations since the depth 
data is unaffected by the illumination change. Some of the 
most commonly used architectures used in recent researches 
are Intel RealSense as shown in [7][8][9] and Microsoft 
Kinect as shown in [10][11][12]. These architectures, while 
being used often, may not be the most accessible 
architectures out there since it limits user to do complete 
customisation on its data and its functions due to its nature of 
being a commercial product. Also, these architectures 
demand a relatively high computational resource to run 
properly.  
 This research aims to propose a state-of-the-art 
architecture of obtaining RGB-D data of the face for three-
dimensional (3D) face identification system. The proposed 
architecture also aims to be customisable to the user by 
producing RGB-D data of the face which can be adapted for 
many purposes at will, while remaining to be accessible to all 
systems with a reasonable demand for computational 
resource. This architecture is built upon the principal of open 
source product by involving open source libraries and 
features so that user may fully optimise all of its functions. 
The proposed architecture will include RGB-D data 
acquisition custom hardware, data structure and also 
methods. It is expected to be an alternative to the pre-existing   
architectures and contribute to the development of three-
dimensional face identification technology. 
The architecture of the RGB-D face data acquisition 
overall system is constituted from three main components 
which are the input component, the processing component 
and the output component. Each component has a distinct 
role which indicated by its respective name. Figure 2 shows 
the architecture diagram and the relationship between 
elements. 
 
 
 
 
 
 
The input component involves the hardware used to acquire 
RGB-D data of the face, which are Microsoft LifeCam and 
Structure Sensor. The processing component involves the 
libraries and functions which are used to process the RGB-D 
data. The output component is the representation of RGB-D 
of face data which is the product of this architecture. 
III. HARDWARE ARCHITECTURE 
The input component used in this research is a custom 
built RGB-D data acquisition device which is a product of 
integration between Microsoft LifeCam and Structure 
Sensor.  Custom built means that such integration has never 
been attempted to do before. Both of these devices are 
selected due to their customisable nature which make its 
functions and features available for user to modify optimally 
[15]. Microsoft LifeCam is utilised to obtain the colour 
information from the face in RGB (Red, Green, Blue) 
format. On the other hand, Structure Sensor is used to obtain 
the three-dimensional or depth information of the captured 
face. In this system, both devices will be integrated and 
operated simultaneously so that the RGB and the depth data 
of the same scene could be obtained. It is important to make 
sure that system really does so, since a difference in the 
capture time between both devices will cause a mismatch in 
the RGB and Depth data integration process afterward, 
resulting in an invalid RGB-D data.  
 Consequently, since both devices have different 
perspective, it is also required to align the perspective of 
these devices so that they will be able to capture the exact 
same scene at the same time. In doing so, a customised 
acrylic body as shown in Figure 3 is designed to attach the 
two devices together and lock them in one position. This 
body is required to fixate the perspective position of both 
devices so that the following alignment process could be 
done easier. It can also be seen that Microsoft LifeCam is 
placed on the top-centre of the Structure Sensor intentionally 
because it is expected that the perspectives of both devices 
will be fixated on the centre of the body. The finalised 
hardware then attached onto a tripod for a stabilisation 
 
 
 
 
 
 
 
IV. CALIBRATION METHOD 
 Before any processing could be done, a calibration and 
transformation process must be carried out to the depth and 
RGB data. Due to the data similarity used in [16], a similar 
transformation process is also performed in this research.  
Although both input devices have been fixated by attaching 
them to an acrylic body as shown previously, still there is a 
slight difference of perspective between the two devices. 
Therefore, a further calibration toward the hardware must be 
carried out. The calibration in this research is exclusively 
defined as an attempt to make sure that the perspective of the 
two devices are perfectly aligned to each other. The 
difference of perspective merely occurs in the horizontal or 
x-axis of the captured RGB image from the Microsoft 
LifeCam. Therefore, utilising OpenCV library, the two-
dimensional translation operation is be conducted on the 
captured RGB image from the Microsoft LifeCam to comply 
with the captured depth data from the Structure Sensor.  
 An image is fundamentally a matrix with particular 
dimension. In this case, the RGB image obtained from 
Microsoft LifeCam is a two-dimensional image hence a two 
-dimensional matrix. Consequently, the translation operation 
is a common operation which done to a matrix and in this 
case such operation is employed to perform translation on the 
RGB image so that it can be aligned to that of the Structure 
Sensor. This operation can be described by the following 
equation: 
 
 
Fig. 2. Architecture diagram 
Fig. 3. Front and side view of finalised hardware 
(1) 
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Fig. 4. Side-by-side perspective comparison: (a) The perspective 
from Microsoft LifeCam after translation; (b) The perspective 
from Structure Sensor. 
 
 
 
 
 
 
 Where Mx is the result of translation which is a shifted 
RGB image, x1 & y1 are the horizontal dan vertical position 
of the initial image RGB respectively, and x2 & y2 are the 
destined horizontal and vertical position of the RGB image. 
In this case, the value of x2 and y2 may vary depending on 
the hardware architecture itself, which further means 
depends on how the input devices are configured and 
installed in the architecture. As for this, the degree of 
difference between the perspective of both devices will be 
different for each architecture. After the translation operation 
has been performed, the result of the translation must be 
examined thoroughly. A simple method is used to check the 
result of this translation operation. Identical grids are drawn 
to overlap the scenery obtained from both devices as a 
reference to identify whether or not the perspective between 
the devices differ to one another. Scenery which consists of 
many linear or rectangular objects (e.g. a box with sharp 
linear edges) should be chosen since it is easier to identify 
where the overlapping happens. If the grids on both 
perspectives overlap at the same particular part of the 
scenery, it means that the two perspectives have been 
successfully aligned to one another. Figure 4 shows the 
captured scenery from the Microsoft LifeCam and Structure 
Sensor after the translation operation which indicated that it 
has been successfully performed.   
 
 
 
 
 
 
 
 
 
V. RGB-D DATA STRUCTURE 
 After the perspective of the two devices has been aligned 
successfully, the hardware now is ready to be implemented 
in performing the RGB-D data acquisition. However, a 
proper data structure that can handle the RGB-D data must 
be established first. In the proposed architecture, the RGB-D 
data of the face is stored in the point cloud. Point cloud is a 
data structure which is quite popular among three-
dimensional technology researchers, due to its great 
functionality in terms of representing three-dimensional 
information of an object [17].   
 Point Cloud Library (PCL), a novel and powerful open 
source library to  establish point cloud data structure in 
computing, is utilised within this architecture. Essentially. 
the RGB-D data is obtained through integrating the colour 
information of the face, and the depth or three-dimensional 
information of the face. In this architecture, the colour 
information is represented by using RGB (Red, Green, Blue) 
format. On the other hand, the depth information is basically 
the three-dimensional coordinate information of all the points 
that represent facial surface.  Therefore, the integration of 
both data will result in a custom data type which is RGB-D 
data. The structure of such data could be visualised as shown 
in Figure 5. 
 
 
 
 
 
 
The RGB-D data type proposed in this architecture is 
basically a matrix containing RGB and depth data for each 
vertices (points). The depth data contains the pixel 
coordinate in X, Y Z (3D space). Whereas, the RGB data 
contains the Red, Green, and Blue colour information of 
each pixel from the image. This data type is to be 
implemented in point cloud. From a single face capture using 
the architecture’s hardware, thousands of points could be 
obtained at once. By employing this custom data type, the 
colour information (RGB) for every point could be acquired 
too.  
VI. EXPERIMENT RESULT 
The experiment in this paper is conducted to 
demonstrate how the proposed architecture works in reality 
and to see if it really fulfils the research expectation. The 
experiment covers the process of obtaining individual RGB 
and depth data with architecture hardware, until the 
integration process between both data resulting a proper face 
RGB-D data, which eventually will be the system output. 
A. Face RGB-D data acquisition 
 This experiment began with the first step in the system 
workflow, which the acquisition of RGB data from a 
calibrated Microsoft LifeCam and depth data from Structure 
Sensor. The purpose of this experiment is to make sure that 
the hardware in this architecture could function as intended 
by acquiring RGB data and depth data respectively.  
 These data will then be integrated into one custom data 
type, which is RGB-D data type. The approach of integrating 
depth data and RGB data is inspired by a similar experiment 
done in [18], where the difference is instead of using stereo 
camera, a single RGB camera is used. This experiment is 
done by situating a subject in the testing environment. This 
environment is an environment where its environment 
parameters (e.g. illumination) have been predetermined, or in 
the other word, with pre-set parameters. A scan of a subject 
is taken with the architecture hardware until a valid or proper 
data could be obtained. The definition of valid here means 
that on both RGB and depth data, there is no failure in 
acquisition or a missing part in scanning, which are obtained 
is aligned in perspective. The experiment which has been 
conducted shows the acquisition of RGB image and depth 
image could be done successfully as shown in Figure 6.  
 
 
 
 
 
 
 
 
Fig. 5. Structure of face RGB-D data in point cloud 
Fig. 6. Face data acquisition: (a) Face RGB data; (b) Face depth 
data. 
     (a)                                             (b) 
     (a)                                                    (b)   
(a)                                                 (b) 
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B. Integrating RGB and depth data. 
The next experiment is integrating the RGB data and 
depth data to create RGB-D data of face. The purpose of this 
experiment is to prove that the architecture can produce 
RGB-D data of face with only the presence of RGB data and 
the depth data. Using the calibration method which has been 
explained previously, the difference of perspectives in this 
architecture is calculated and translation operation is 
performed with the following equation: 
 
 It can be observed from the equation that, in this 
architecture, the RGB image needs to be translated 20 pixels 
to the right and 13 pixels upward. The result from this image 
is a shifted image as shown in Fig 7. 
 
 
 
 
 
 
 
 After the calibration has been conducted and a shifted 
RGB image has been acquired, this next phase in this 
architecture is joining this RGB data and the depth data from 
the Structure Sensor.  
 The integration process is done by merging the two data 
into a new data type which will be stored in the point cloud. 
Figure 8 shows the visualised RGB-D data which has been 
integrated successfully. It can be observed that the RGB-D 
data resembling the output from Structure Sensor, only this 
time there is a colour information for each point which is 
extracted from the RGB image. It is also possible to perform 
three-dimensional transformation to this data, as the example 
in this experiment, the data is rotated to resemble a side 
view. This result showed that the integration process between 
the RGB and the depth data using the custom hardware used 
in this architecture could be achieved and well implemented. 
 
 
 
 
 
 
 
 
 
C. Face detection and local area segmentation 
The last experiment in this research is to do a detection 
and segmentation operation which is applied toward the face 
RGB-D data which have been carried out previously so that 
the local face area from the face could be selected out and 
the rest of the data could be eliminated. The face detection 
and segmentation are performed by making use of the 
functions that comes within OpenCV and also Point Cloud 
library. The face detection method used in this system 
employs OpenCV HAAR Classifier library [19] whereas the 
segmentation process done in this experiment is facilitated 
through the Euclidean Cluster Extraction method which is 
come equipped with the Point Cloud Library [20]. The 
purpose of this experiment is to show that the face RGB-D 
data which is acquired through the proposed architecture is 
flexible. It means that this data is not only limited to certain 
procedure to be succeed, but it is possible to implemented in 
other various method as it is one of the purposes of this 
research. Figure 9 shows that the local area of face could be 
selected out from the rest of the RGB-D data which is 
unnecessary for the processing and may increase the burden 
of computation since it makes the most part of the RGB-D 
data. 
 
 
 
 
 
 
 
  
VII. PERFOMANCE EVALUATION 
After successfully conducted the experiments, the 
performance of the algorithms featured in the system must 
also be evaluated. Since it is important to see how each 
algorithm could handle a different kind of dataset, and 
whether it could still maintain its performance, thus, the 
performance evaluation is carried out to see the performance 
consistency of each algorithm despite variation within the 
dataset.  
The evaluation is done by employing specific variety of 
datasets from several subjects to be processed by the system 
as the input, and then evaluated. These subjects are 
consisted of male and female participants to introduce 
variation into the datasets. The list of subjects used in the 
evaluation could be seen in Table 1. 
TABLE. 1. LIST OF SUBJECTS FOR EVALUATION 
Data RGB Data Depth Data 
Localised Face 
(RGBD) 
A 
 
  
B 
   
Fig. 8. RGB-D integration: (a) Face RGB data; (b) Face RGB 
data (rotated) 
     (a)                                                 (b) 
Fig. 7. Translation operation: (a) Initial RGB image; (b) Shifted 
RGB image. 
Fig. 9. The localised face RGB-D data in multiple viewpoints 
(2) 
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Data RGB Data Depth Data 
Localised Face 
(RGBD) 
C 
   
D 
   
 
The RGB image and depth image of the subjects in 
neutral expressions are taken. The each of these data are 
consequently being processed through each algorithm until 
the localised face of each subject could be obtained.  Using 
the same system which is used to perform the previous 
experiment, now the processing time of each step is being 
measured. The system specification is shown in Table 2.  
TABLE. 2. SYSTEM SPECIFICATION FOR EVALUATION 
Hardware Specification 
Processor 
Intel Xeon® CPU E3-1225 V2 @  3.20GHz 
x 4 
RAM 6 GB 
VGA 
NVIDIA GF108GL (Quadro 600) x64 clock 
33Mhz 25.6 GB/s DDR3 
 
The system performance of each dataset as seen in 
Table 3 is varied depending on the dataset. However, it must 
be noted that the number of point cloud being processed are 
also quite different. Therefore, it is important to consider 
that the amount of point cloud processed will affect directly 
upon the length of the processing time.  
TABLE. 3. TIME ELAPSED FOR EACH ALGORITHM 
Data 
Capture 
RGBD 
RGBD 
Integration 
Face 
Segmentation 
Point Cloud 
A 25ms 1046ms 5395ms 14577pts 
B 27ms 997ms 6995ms 20320pts 
C 25ms 1013ms 5362ms 15283pts 
D 27ms 1044ms 7505ms 21348pts 
 
The result further revealed that the time to capture RGBD 
images is consistent with an average of 26ms processing 
time.  
 
VIII. CONCLUSION  
 In this paper, the RGB-D data acquisition of the face has 
been presented. This architecture has been proven to be 
functioning as intended, which is to acquire the RGB-D data 
from the face. The proposed architecture also exhibited a 
good integration between the Microsoft LifeCam and 
Structure Sensor as the custom hardware used to obtain the 
input. The integration of open source libraries which are 
OpenCV and Point Cloud Library also enable the 
architecture to be modified to meet various preferences since 
there is no limitation to its features and functions. More 
importantly, the proposed architecture has also proven that a 
proper RGB-D data type could be well established and 
eventually resulting a proper face RGB-D data.  
 According to the samples, the average time taken to 
capture to RGB-D data is 26ms, the average time to perform 
RGBD integration is 1045ms, the average time to perform 
face segmentation is 4815ms, and the average amount of 
point cloud obtained and processed in each data acquisition 
are 17817 points. It shows that the performance of each 
algorithm is still acceptable despite still needing 
improvement. One way to do this is by performing 
downsampling on the RGBD data to reduce the amount of 
point cloud which could enhance the process speed.  
 Due to its flexibility and uniqueness, the proposed 
architecture is expected to be present as an alternative to 
three-dimensional face identification technology as a stand- 
alone system, or as a module which could be integrated with 
other pre-existing 3D face identification architectures. 
  
IX. FUTURE WORKS 
 In the following research, we will build general face 
RGB-D database which will be used to perform various task, 
including a more advanced testing scenario and identification 
system, to be equipped within the proposed architecture. This 
database will include various face RGB-D data including 
face with expression variance, and pose variance and can be 
used for various kind of experiments. The overall 
performance of the system is also expected to be improved. 
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Abstract—The community's need for social media is 
increasing, since the media can be used to express their 
opinion, especially the Twitter. Sentiment analysis can be used 
to understand public opinion a topic where the accuracy can be 
measured and improved by several methods. In this paper, we 
introduce a hybrid method that combines: (a) basic features 
and feature expansion based on Term Frequency–Inverse 
Document Frequency (TF-IDF) and (b) basic features and 
feature expansion based on tweet-based features. We train 
three most common classifiers for this field, i.e., Support 
Vector Machine (SVM), Logistic Regression (Logit), and Naïve 
Bayes (NB). From those two feature expansions, we do notice a 
significant increase in feature expansion with tweet-based 
features rather than based on TF-IDF, where the highest 
accuracy of 98.81% is achieved in Logistic Regression 
Classifier. 
Keywords—sentiment analysis; feature expansion; twitter 
I. INTRODUCTION 
At the end of January 2018, We Are Social and 
Hootsuite, released data on the number of Internet users and 
social media in the world [10]. Based on that data, internet 
users in the world has reached 4 billion, previously, 3.8 
billion. Until the first quarter-2017, Twitter users worldwide 
reached 328 million, an increase of about 14% over the same 
period in the previous year. From the data released by 
Twitter Indonesia at the end of 2016, it was noted that 77 
percent of Twitter users in Indonesia are active users. In 
addition, Twitter users in Indonesia are also among the 
fussiest. This can be seen from the number of tweets 
generated throughout 2016 which reached 4.1 billion tweets. 
The number of Twitter users in Indonesia is a promising 
market, including in five major worlds [11]. It is not 
surprising that in various fields, e.g., in economics, producers 
are competing to manage this great potential for their 
products on the market. 
Sentiment analysis is part of opinion mining [1]. 
Sentiment analysis is the process of understanding, 
extracting and processing textual data automatically to get 
sentiment information contained in an opinion sentence. The 
magnitude of the influence and benefits of sentiment analysis 
led to research or application of sentiment analysis growing 
rapidly, even in America approximately 20-30 companies 
that focus on sentiment analysis services [1].  
Less applications and methods of sentiment analysis 
developed for twitter speak Indonesian. This sentiment 
analysis research was conducted to find out the sentiments of 
a tweet on Twitter by using the approach in machine learning 
that is Naïve Bayes (NB), Logistic Regression (Logit) and 
Support Vector Machine (SVM) devoted to Twitter in 
Indonesian language with various features. Variations that 
basic features used in this research are unigram, bigram, 
trigram, POS (Part-of-Speech) Tags, POS Bigram, POS 
Trigram, and Line Length. In this research, we introduce 
basic features with feature expansion by using TF-IDF and 
feature expansion by using tweet-based features. The aim of 
the paper is to find out the best sentiment analysis models 
that happened based on accuracy value. 
 The rest of the paper is organized as follows. Section II 
discusses issues related to sentiment analysis techniques. 
Section III describes system model of sentiment analysis on 
Twitter. Section IV provides the experimental and analysis, 
followed by the conclusion in section V.  
II. RELATED WORK 
The related research on sentiment analysis is abundant. 
M. S. Neethu and R. Rajasree [2] measured the accuracy of 
classification process using various classifiers such as Nave 
Bayes, Maximum Entropy, Support Vector Machine, and 
Ensemble classifiers. They obtained an accuracy of 90% 
whereas Naïve Bayes has 89.5%. The feature space used 
included feature expansion by using tweet-based features, 
i.e., hashtags and emoticons marks in conjunction with 
features like unigram. 
Celikyilmaz et al. [3] used Naïve Bayes, SMO, SVM and 
Random Forest to classify Twitter data, with F-scores that 
are relatively 10% better than a classification baseline that 
uses raw word n-gram features. The features considered by 
classifiers were pronunciations of words, polarity lexicon 
from tweets, and extract a set of features based on this 
lexicon.  
Barbosa et al. [4] proposed a 2-step sentiment analysis 
method for classifying tweets.  The first step, they classified 
tweets into subjective and objective and the second phase, 
the subjective tweets into positive or negative. They use 
SVM classifier. The feature space used included tweet-based 
features (retweets, hashtags, link, punctuation) and 
exclamation marks in conjunction with features like prior 
polarity of words and POS.   
Bahrainian and Dengel [5] used SVM, Maximum Entropy, 
and Naïve Bayes to examine the performance based on the 
unigram feature set and compare with a hybrid method that is 
a combination of the usage of sentiment lexicons with a
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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Fig. 1. Sentiment Analysis Model 
machine learning classifier for polarity detection of 
subjective texts in the consumer-products domain. The 
experimental    results indicate     that our    hybrid   method 
outperforms all other mentioned methods. 
In this paper, we introduce a different approach 
compared to previous research are scope twitter's account of 
the Indonesian-language, a hybrid method that is a 
combination between basic features with feature expansion 
based on TF-IDF and feature expansion based on tweet-
based features. We use several classification algorithms, such 
as Naïve Bayes (NB), SVM, and Logistic Regression 
(Logit). 
III. SENTIMENT ANALYSIS MODEL AND THE 
PROPOSEDTECHNIQUE 
Sentiment Model is shown in Fig. 1. Dataset is divided 
into two, i.e., training data and testing data. Each data is done 
pre-processing, feature extraction and feature expansion. 
Furthermore, the feature extraction or feature expansion 
results for the training data as input to the modeling process 
sentiment, the results of this modeling are used to predict the 
testing data. Last is expected to get Sentiment Class with 
excellent accuracy.  
A. Crawling Data 
Crawling data on twitter is a process to retrieve or 
download data from twitter server with the help of 
Application Programming Integration (API) twitter either in 
the form of user data or tweet data. The twitter data do be the 
reference data of this research. Twitter data is divided into 
two data, training data and testing data.  
B. Pre-Processing 
In the step, we use is pre-processing such as case folding, 
tokenization, stopwords removal, and stemming. We do pre-
processing twitter data automatically with the application 
that we developed in previous research [6].  
C. Feature Extraction 
Feature extraction is process of taking the feature of a 
tweet that can describe the characteristics of the tweet. In 
this phase, we use basic features such as unigram, bigram, 
trigram, POS (Part-of-Speech) Tags, POS Bigram, POS 
Trigram, and Line Length. 
D. Feature Expansion 
In this research, we use two feature expansions. Two 
feature expansions are expansion using TF-IDF and 
expansion with tweet based feature. Two feature expansions 
use to improve of accuracy from analysis sentiment. 
For TF-IDF as commonly used TF-IDF formula in [7]. 
The weight of word k in a tweet T is calculated as follows:   
௞ܹ௜ = ݐ ௞்݂ ∗ log ቀ்ܰ ݊௞ൗ ቁ																																				(1)  
Where ݐ ௞்݂	is the appearance frequency of word k in the 
tweet T, N is the number of all the collection of tweets that 
has been used and ݊௞ is s the number of tweets containing 
the word. 
For feature expansion by using TF-IDF, after we get a 
unique word that weights for each sentiment (negative, 
positive, and neutral), the features are as in the research that 
has been done in [8]. The representation of a 1_tfidf tweet 
vector of results can be illustrated as follows, suppose the 
feature vector encodes the appearance of word in the 
following order: “good” is 1-top feature in positive 
sentiment, “bad” is 1-top feature in negative sentiment, and 
“new” is 1-top feature in neutral sentiment, respectively. A 
tweet containing “He is a good man” will be represented as 
{1,0, 0}.  
For feature expansion with tweet-based features, we get 
25 features. These features are taken when crawling data and 
shown in Table I.  
E. Classification Algorithm 
In the research, we use three classifiers used to create 
classification model, i.e., Naïve Bayes (NB), Logistic 
Regression (Logit), and Support Vector Machine (SVM).  
Naïve Bayes (NB) is one of the classification methods 
based on Bayes theorem by using probability and statistical 
techniques. The Naïve Bayes algorithm predicts future 
opportunities based on prior experience with the main 
characteristic is a very strong assumption of independence 
from each condition [9]. 
Support Vector Machine (SVM) is a classification 
method that includes supervised learning that analyzes data 
and recognizes the data patterns. SVM classification is the 
process of finding the best hyperplane line that separates two 
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classes in the input space where the maximum distance or 
margin to the nearest pattern class points or support vector 
[9]. 
Logistic Regression (Logit) is a mathematical model that 
can be used to describe the relationship between variable X 
and the dependent variable (Y). In Logistic Regression 
variable x which is predicted is a function of the probability 
that an object will be in one category (Y) [9]. 
As shown in Fig. 1, the algorithms of classification are 
used to create sentiment model during training phase. The 
sentiment analysis model is then used to classify of new 
tweets, using the same algorithms as used to create the 
classification model. 
IV. EXPERIMENTS AND ANALYSIS 
There are 3 (three) objectives of experiment, that is, first 
to know comparison each labeling technique, second to 
know influence of feature expansion of TF-IDF and of tweet-
based features, and third to know influence of tweet-based 
features. The classification accuracy is defined as the 
percentage of correctly classified instances using 10-fold 
cross validation.  
TABLE I.  25  FEATURES OF TWEET-BASED 
No Feature Description 
1 #char The number of characters from a tweet 
2 #emot_happy The number of emoticons containing 
expressions of happy 
3 #emot_sad The number of emoticons containing 
expressions of sad 
4 #hashtag Number of hashtags from a tweet 
5 #mention Number of mentions from a tweet 
6 #url Number of urls from a tweet 
7 check_spam To find out whether in a tweet there are words 
that are included in the spam list. 
8 has_happy The presence of emoticons that contain 
expressions of happy 
9 has_sad The presence of emoticons that contain 
expressions of sad 
10 is_favorited Represented by a small star icon next to a 
Tweet, are most commonly used when users 
like a Tweet 
11 is_hashtag The presence of hashtag (#) in a tweet 
12 is_mention The presence of mention(@) in a tweet 
13 is_retweet The presence of retweet (RT) in a tweet 
14 is_url The presence of URL  in a tweet 
15 tot_negative The number of negative words from a tweet 
16 tot_positive The number of positive words from a tweet 
17 tot_sentiment The number of sentiment words from a tweet 
18 tot_word The number of words from a tweet 
19 lenght_tweet Character length or word length of a tweet 
20 ratioNegNumtweet The ratio of the number of negative sentiments 
to the number of words in a tweet 
21 ratioPosNumtweet The ratio of the number of positive sentiments 
to the number of words in a tweet 
22 ratio_char_tot_word The ratio of the number of character to the 
number of words in a tweet 
23 ratio_char_lenght_tw
eet 
The ratio of the number of positive sentiments 
to the length of words in a tweet 
24 retweet_counted The number of users who retweet a tweet 
25 source The device that used to share a tweet. Grouped 
into two, via smartphone or PC Client. 
A. Data Set and Labeling  
We use the same dataset used in [8], which contains 
19.401 tweets in Bahasa Indonesia. There are tree data 
labeling, such as 
• Manual labeling  
This labeling involves 20 students. Labeling results can 
be seen in Table II. 
TABLE II.  MANUAL LABELING DISTRIBUTION 
Label Sum Percentage 
Positive 8078 41.64% 
Negative 2611 13.46% 
Neutral 8712 44.90% 
Total 19401  
 
• Labeling by system 
In this labeling, we create a corpus that contains a list of 
words of sentiment, 354 words, then conducted a survey 
of each word to get negative, positive and neutral 
sentiment. This sentiment is obtained by searching for 
words that belong to negative, positive and neutral 
groups. Some sample data can be seen in Table III. 
Labeling results can be seen in Table IV. 
TABLE III.  EXAMPLE 10 SENTIMENT SURVEY 
No Word Positive (%) 
Negative 
(%) 
Neutral 
(%) Weight 
1 buruk 0 78.3 21.7 3 
2 jelek 0 78.3 21.7 3 
3 lama 4.3 30.4 65.3 0 
4 lamban 4.3 78.3 17.4 3 
5 lambat 13 52.2 34.8 1 
6 baik 82.6 0 17.4 4 
7 berani 82.6 0 17.4 4 
8 benar 82.6 0 17.4 4 
9 sudah 56.5 0 43.5 1 
10 Ayo 65.2 4.3 30.5 2 
TABLE IV.  LABELING BY SYSTEM DISTRIBUTION 
Label Sum Percentage 
Positive 9798 50.50% 
Negative 1645 8.48% 
Neutral 7958 41.02% 
Total 19401  
 
• Labeling by system plus emoticon 
After labeling by system, the next step we do with 
emoticons. There are two cases handled in this label, first, 
if the neutral system but positive emoticons then the 
result is positive, and secondly, if the neutral system but 
negative emoticons then the result is negative. Labeling 
results can be seen in Table V. 
TABLE V.  LABELING BY SYSTEM PLUS EMOTICON DISTRIBUTION 
Label Sum Percentage 
Positive 9797 50.50% 
Negative 1655 8.53% 
Neutral 7949 40.97% 
Total 19401  
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B. Comparison Labeling 
As shown in Table VI, labeling by system provides 
improved accuracy in all conditions. The highest accuracy 
was achieved at 83.94% on the basic features of 
Unigram+Bigram+Trigram+Post on logistic regression 
classifier. 
TABLE VI.  MANUAL VS SYSTEM LABELING (CORPUS SENTIMENT) 
Condition 
% 
NB Logit SVM 
Unigram 39100 features 
System 67.75 83.42 81.29 
Manual 56.68 58.23 56.12 
Bigram 37096 features 
System 67.33 82.71 80.98 
Manual 56.47 58.13 56.16 
Uni+Bi+Tri
gram+POS 
50779 
features 
System 69.01 83.94 82.05 
Manual 57.65 58.65 56.60 
All 52459 features 
System 68.77 83.68 82.05 
Manual 57.50 58.65 56.46 
Likewise labeling by system when compared with 
labeling by system with emoticons. The highest results are 
still achieved labeling by system. Except one cell of SVM 
classifier, here is increase accuracy that is equal to 0.14% 
The results can be seen in Table VII. 
TABLE VII.  LABELING BY SYSTEM VS BY SYSTEM WITH EMOTICON 
50779 features 
Uni+Bi+Trigram+POS (%) 
System System with emoticon 
NB 69.01 68.92 (-0.13) 
Logit 83.94 83.91 (-0.03) 
SVM 82.05 82.17 (+0.14) 
 
In this section, experiments are also performed for 
labeling by system with some basic features and their 
combinations, their performances shown in Table VIII. The 
basic features used include Unigram, Bigram, Trigram, POS 
Tags, and Line Length. The highest accuracy was seen in the 
combination of basic features consisting of Unigram, 
Bigram, Trigram and POS Tags, with accuracy of 69.01% 
for NB, 83.94% for Logit and 82.05 % for SVM. 
TABLE VIII.  LABELING BY SYSTEM WITH BASIC FEATURE 
Basic Feature #Features (%) NB Logit SVM 
Trigram 33544 66.85 82.28 80.13 
Bigram 37096 67.33 82.71 80.98 
Unigram 39100 67.75 83.42 81.29 
POS Tags (POS) 39448 67.60 83.23 81.21 
Unigram+Line Length 39101 67.66 83.40 81.28 
Bigram+POS 43741 68.07 83.49 81.66 
Unigram+POS 45745 68.39 83.69 81.68 
Uni+Bigram+POS+Line 
Length 50039 68.77 83.92 82.01 
Uni+Bi+Trigram+POS 50779 69.01 83.94 82.05 
Uni+Bi+Trigram+POS+
Line Length (All) 52459 68.77 83.68 82.05 
 
C. Labeling by System with Feature Expansion 
The baseline row describes the results without 
performing feature expansion that is accuracy labeling by 
system using basic features Unigram, Bigram, Trigram and 
POS Tags. In Table IX, we can see that the effect of feature 
expansion has significant effect on SVM classifier, the 
accuracy has increased. From two feature expansions, we do 
notice a significant increase in feature expansion with tweet-
based features, the highest accuracy of 98.81 % is achieved 
in logistic regression classifier. 
TABLE IX.  LABELING BY SYSTEM VS BY SYSTEM WITH FEATURE 
EXPANSION  
Condition (%) 
NB Logit SVM 
Baseline (B) 69.01 83.94 82.05 
B +1_tfidf 68.9 (-0.09) 83.9 (-0.06) 82.2(+0.14) 
B+5_tfidf 68.9 (-0.08) 83.9 (-0.06) 82.2(+0.16) 
B+10_tfidf 68.9 (-0.08) 83.9 (-0.06) 82.2(+0.19) 
B +20_tfidf 68.9 (-0.08) 83.9 (-0.04) 82.3 (+0.25) 
B +50_tfidf 70.5 (+2.09) 83.9 (-0.02) 82.1 (+0.04) 
B +100_tfidf 68.9 (-0.08) 83.9 (+0.02) 82.3 (+0.34) 
B+Tweet-based 82.4 (+19.5) 98.81 (+17.7) 92.1(+12.2) 
 
D. Influence of tweet-based features 
As shown in Table X, the features that positively affect 
the accuracy are baseline plus tot_sentiment, tot_positive, 
#emot_happy, #emot_sad, ratioNegNumtweet, and 
RatioPosNumtweet. While the negative effect is the feature 
baseline plus #hashtag, #url, tweet_length, retweet_counted 
and source. The other features (12 features) provide mixed 
results for three classifiers. 
TABLE X.  INFLUENCE OF TWEET–BASED FEATURES 
Condition % NB Logit SVM 
Baseline (B) 69.01 83.94 82.05 
B+all 82.4 (+19.5) 98.8 (+17.7) 92.1 (+12.2) 
B+#emot_happy 69.1 (+0.13) 84.9 (+1.19) 83.5 (+1.78) 
B+#emot_sad 69.0 (+0.00) 83.9 (+0.06) 82.0 (+0.03) 
B+#hashtag 68.9 (-0.03) 83.8 (-0.06) 81.9 (-0.14) 
B+#url 68.9 (-0.04) 83.9 (-0.02) 82.0 (-0.03) 
B+tot_negative 69.9 (+1.36) 85.9 (+2.41) 82.9 (+1.14) 
B+tot_positive 74.2 (+7.63) 93.0 (+10.8) 89.4 (+9.05) 
B+tot_sentiment 79.2 (+14.7) 98.7 (+17.7) 88.8 (+8.27) 
B+ length_tweet 68.8 (-0.22) 83.9 (-0.02) 82.0 (-0.03) 
B+ratioNegNumtweet 70.4 (+2.10) 84.5 (+0.76) 88.8 (+8.27) 
B+ratioPosNumtweet 76.5 (+10.9) 91.0 (+8.41) 85.6 (+4.32) 
B+retweet_counted 68.8 (-0.19) 82.0 (-2.31) 82.0 (-0.04) 
B+source 69.0 (-0.01) 83.9 (-0.05) 82.0 (-0.01) 
 
V. CONCLUSION 
We have introduced a hybrid method combining basic 
feature and feature expansion for improving the accuracy of 
sentiment analysis in Twitter. We have trained SVM, Logit, 
and NB to observe the accuracy of sentiment analysis using a 
series of computation. Expansion features can be used and is 
proven to increase the accuracy of sentiment analysis. From 
two feature expansions, we do notice a significant increase in 
feature expansion with tweet-based features, where the 
highest accuracy of 98.81% is achieved using logistic 
regression classifier. 
Among tweet-based features, we found that the features 
that affecting positively the accuracy are tot_sentiment, 
tot_positive, #emot_happy, #emot_sad, ratioNegNumtweet, 
and RatioPosNumtweet. While the negative effect is coming 
from the feature #hashtag, #url, length_tweet, 
retweet_counted and source. 
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Abstract— Information disclosure in the digital age has 
demanded the public to obtain information easily and 
meaningful. In this paper, we propose the development of web-
based campus virtual tour 360-degree information system 
application at the State University of Malang, Indonesia which 
aims to introduce the assets of the institution in an interesting 
view to public. This application receives a stitched or panoramic 
image generated through the ORB image stitching algorithm as 
an input and displays it in virtual tour manner. This paper 
realizes the image stitching algorithm to present the visualization 
of the 360-degree dynamic building and campus environment, so 
it looks real as if it were in the actual location. Virtual tour 
approach can produce a more immersive and attractive 
appearance than regular photos. 
Keywords—web, campus, virtual tour, ORB, image stitching 
I. INTRODUCTION 
Information disclosure in the digital age provides space for 
the public to obtain related information to the public institution 
services effectively and efficiently. This era demands every 
public institution to open access for any individual who needs 
specific public information. Information disclosure can reduce 
the possibility of asymmetries information that often causes 
markets to be inefficient [1]. Better disclosure and transparency 
is essential to help public’s encounter their minds on 
company’s activities [2]. To realize this policy, ICT solution 
becomes a strategic choice. In fact, ICT facilitate the process of 
collecting, storing, processing, and disseminating of 
information in a digital format. ICT tools and services play an 
essential role in improving the availability of market 
information to the public who need. 
Today almost all organization and institution utilize the 
Internet network to provide information to the public. Web 
application approach that runs on the Internet network is very 
appropriate used to introduce the assets of institutions and 
encourage public information disclosure. The web application 
approach considerably enhances corporations' ability to deliver 
their strategies and other relevant information directly to their 
primary stakeholders. [3]. The web application supports rich 
content, including multimedia contents such as text, audio, 
graphics, animation, and video. In fact, we can also include 
interactive content into web applications that make it more 
varied and exciting. Interactive is often used to describe the 
relationship of two things influencing each other [4]. Therefore, 
the presentation of public information should also be provide in 
an interesting, complete, and meaningful way. 
In fact, there are still many institutions that provide basic 
public information system, for example in the State University 
of Malang (UM), Indonesia. The development of a web-based 
campus virtual tour 360-degree information system application 
is considered very appropriate to support the provision of 
interesting public information. Campus visual navigation is one 
of an example of a virtual reality application in modern 
education. This application focus on the campus digitalization 
and virtualization for optimized management, support campus 
plan and help decision-making of school development [5]. The 
virtual tour is emerging approach as an effective tool for 
destination marketing. To provide information in the virtual 
tour manner, we can take advantage of established and reliable 
public service, such as Google Virtual Tour. But there are still 
deficiencies in the service, among which are unable to uncover 
specific locations, especially private or indoor places. 
Therefore, the development of virtual tour applications is still 
highly relevant to current needs. 
In this paper, we propose the development of web-based 
campus virtual tour 360-degree application. In this work, we 
utilize the ORB image stitching algorithm which is a 
combination of several algorithms in the field of computer 
vision.  The result of this application can present the 
visualization of pictures of buildings and campus environment 
which moves 360-degree dynamically, so it looks real as if it 
was in the real environment.  
II. RELATED WORKS 
A virtual tour is an interactive simulation of an existing 
location on the earth, usually composed of a sequence text, still 
images, and panoramas. The term “panorama” denotes an 
unbroken tour/view because a panorama usually a series of 
images captured by the photographer or the video footage [6]. 
These virtual tours have taken from a series of panoramic 
photograph known as a vantage point.  
Virtual tour basically is a virtual environment in computer 
which reconstructs a famous places virtually [7]. This method 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
85
provides a special sensation to users as if the users visit the area 
in foregone.  Virtual environments are being utilized in a wide 
range of academic and commercial applications. 
The study of virtual tour application has been done and 
intended for various purposes. Wu et al. [8] proposed a project 
plan of "Virtual tour at Tsinghua University". In their research, 
Wu is still limited to produce panoramic images and has not 
provided supporting features such as rotation and user control. 
Yang et al. [9] proposed a feasible model and development 
environment to provide an interactive virtual navigation 
application for creating and utilizing digital campus approach. 
However, when considering this scheme in real-time 
interactivity, especially involved the large-scale data, in-depth 
research is still necessary. Manghisi [10] proposed a gesture-
based interface solution to navigate a virtual tour application on 
display. This work is also comparing the implemented interface 
with a traditional mouse-controlled menu with the proposed 
gesture-based interface to gain the more user engagement.  
Referring to the related studies we have mentioned, we can 
highlight the differences works with our proposed research. To 
generate stitched images, we utilize a very good-performing 
ORB algorithm proposed by Wang [11]. The output from this 
stitch stage we process using HTML and jQuery library to 
produce a 360-degree panoramic virtual tour. So, here we take 
advantage of existing and proven performance algorithms and 
then integrate into a virtual tour campus application that aims 
to introduce the assets of institutions and encourage public 
information disclosure. 
III. METHODS 
A. System Design 
This paper describes the implementation of virtual tour 360 
applications by utilizing the ORB algorithm. Development of 
application focus on a web environment that runs on the 
Internet network. The web app approach is apt as it provides 
broad access from all corners of the globe and allows various 
devices to access it, including mobile devices. The architecture 
of the proposed application shown in Figure 1. 
 
Fig. 1. System architecture 
There are two main activities in the development of this 
system: image stitching, and panorama motion. 
1) Stitching 
Image stitching is an activity in image processing by 
combining a set of images into a larger panorama image 
with a wider field of view of the scene [12]. The goal of this 
process is to generate natural-looking mosaics free of 
artifacts that may occur due to some effects, such as relative 
camera motion, optical aberrations, and illumination 
changes. [13]. To generate stitched image we use ORB 
image stitching algorithm. 
2) Motion panorama 
After a series of stitched images generate an image 
panorama, the next step is to apply motion techniques to 
rotate the panoramic image display, so it looks immersive 
like the original. To implement this module we use the 
HTML script combined with the jQuery library. The 
working of this module is to rotate the image left or right to 
display the entire picture. This approach provides 
visualization as if the image is moving and the user is like 
being in its original location.  
B. ORB Image Stitching 
Image stitching is the basic construction process of a series 
of overlapping images into a single panoramic image with a 
high resolution. This activity is widely implemented in real-
time applications and is an interesting topic in the field of 
computer vision and computer graphics experts. How the 
image stitching works are started by matching points that have 
similarities in two or more images and then produce a 
composite image form. 
 Until now there are various techniques in the field of 
computer vision to realize image stitching, one of which is 
Oriented FAST and Rotated BRIEF (ORB) developed by 
Rublee [14]. ORB is principally a combination of the 
Accelerated Segment Test (FAST), Harris, and Binary Robust 
Independent Elementary Features (BRIEF) algorithms. The 
working flow of the ORB algorithm shown in Figure 2. 
Fig. 2. ORB image stitching stages 
 
Input images 
Find key points by FAST 
Select best points by Harris 
Extract binary descriptor by BRIEF 
Output images 
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The workings of the ORB algorithm start from the 
comparison and matching of two or more images. ORB builds 
on the well-known FAST key point detector to find the 
efficient corner key points. ORB utilize Harris corner filter to 
reject edges and provide a reasonable score. Finally, it uses a 
recent feature BRIEF descriptors to produce a smoothed image 
patch. This descriptor is used for image stitching, and shows 
good rotational and scale invariance [14]. 
IV. RESULT AND DISCUSSION 
A. Result 
As we mentioned, there are two main modules in this 
application:  stitching and motion panorama. The first stage is 
the image that will be generated in a stitched image. To ensure 
the implementation of the algorithm, taking the picture is done 
using pure cameras without special features, such as 
panoramic. Examples of the results of two images with 
overlapping shown in Figure 3. 
 
Fig. 3. Image sources taken by camera 
To get a stable shooting result, we use a tripod on the 
smartphone camera. This technique is essential for obtaining 
optimal stitching results or reducing unmatched points. 
Shooting done on bright lighting is also proven to produce 
excellent stitching. The image stitching results are shown in 
Figure 4. 
  
Fig. 4. Stitched image result 
On taking pictures of locations on campus, we use a 
smartphone camera. This stage is conducted during the day by 
targeting places that become the assets of the institution. 
Shooting on location involves about six camera angles to get 
enough overlap area. If the stitching result of the series of 
images still shows a mismatch, then the location is retaken. In 
the final step, as a usual panoramic shooting process, we need 
to cropping the images to get the symmetrical area. 
Stitching stage is the primary key to get an excellent 
panoramic image. The output of this stage will be processed by 
the panorama motion module to present the visualization of the 
virtual tour application. The implementation of web technology 
in this application provides easy and wide access advantages. 
The appearance of virtual tour web application in the State 
University of Malang shown in Figure 5. 
 
Fig. 5. Virtual tour panorama application 
Utilization of web-based information system applications 
can be a publication media as well as effective promotions that 
can be accessed widely whenever and wherever without 
depending on space and time. The main feature provide on this 
application is a 360 panoramic virtual tour with user control 
navigation. Through this control interface the user can navigate 
like start/pause, scroll, and zoom in/out. 
Once we succeed in developing the system, the next step is 
to ensure that the system is correct and properly constructed 
using a series of tests. Testing conducted using the black-box 
method and based on the scenario in each subsystem. There are 
two scenarios that we involve: normal and alternative 
scenarios. Alternative scenarios arise when there is branching, 
for example at the stitching stage, the result might be either 
successful and failure.  
There are two main modules that will be a focus on testing, 
including stitching and motion panorama. The test procedure is 
performed sequentially from the smallest unit until the finish. 
The complete testing result is shown in Table 1. 
TABLE I.  FUNCTIONALITY TEST 
Module 
Testing 
Scenario Methods Results 
Stitch 
Normal Black-box Accepted 
Alternative Black-box Accepted 
Motion Normal Black-box Accepted 
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Module 
Testing 
Scenario Methods Results 
panorama Alternative Black-box Accepted 
 
The black-box testing procedure is done by giving input to 
the system and observing its output. If the outcome has met, by 
the initial specifications, it can be stated that the product is 
working properly. Conversely, if the output does not meet, then 
be repaired and retested to fit. The overall results of the tests on 
the module, both normal and alternative scenarios, show that 
the product is working properly and no defects are found. 
B. Discussion 
Stitching images is an early stage in computer vision to 
produce panoramic images. Realization of image stitching is 
done by employ the ORB algorithm. The process of the ORB 
algorithm on the shots in bright places using a tripod looks very 
impressive, in which there is almost no mistake point between 
one image and the other. This process proves that the ORB 
algorithm has a good performance and can produce panoramic 
images. 
Implementation of virtual tour application in this research is 
represented by giving motion effect to a panoramic image. This 
step is realized through the HTML code combined with jQuery 
library and PHP programming language. This approach is also 
used to provide user control, making it easier to navigate the 
panorama. In order to provide complete information to the 
public, the panoramic view is also complemented by mapping 
access to locations. Utilization of web-based applications 
strongly supports the publication of information widely. 
The panoramic image approach is best used in campus 
virtual tour 360-degree applications aimed at introducing 
institutional assets and promoting public information 
disclosure. Compared to the use of static video, virtual tour 
panorama has several advantages, among which is lighter 
because in principle only in the form of images. The virtual 
tour also allows for better interaction supported navigation and 
user control, such as scroll, zoom in/out, and integration with 
other interactive menus. The results of the implementation 
show that the virtual tour approach can produce a more 
immersive and attractive appearance than regular photos, so it 
looks real as the original places. 
V. CONCLUSSION 
A web-based campus virtual tour 360-degree information 
system application is one of the appropriate strategies to 
support public information disclosure. The utilization of the 
ORB image stitching algorithm can produce a quality 
panoramic image with an excellent level of matching. 
Implementation of the motion feature makes the application 
more interesting as the real location. Finally, with the 
availability of varied information content, including text, 
images, and dynamic panorama provide a new experience for 
the public in obtaining the necessary information in a 
meaningful manner. 
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Abstract - In this digital era, digital content especially 
video, is increasing in number from time to time. Typically, a 
video service provider like Youtube will perform video 
analysis based on the video content such as colours, textures, 
shapes, and other features that exist in video content. The 
result of this analysis was used to understand user preference 
and to personalize video for each user. With technological 
developments, especially in Machine Learning and Computer 
Vision technology, video analysis can be based on other things 
beyond the video. In this context, it is the audience's 
impression. Thus, with the analysis of audience impressions 
in real-time, it is expected that the video can be analysed using 
the emotion parameters of the audience while the video is 
playing, and this can be done automatically and real-time. 
This system generates impression statistic for each video 
which concluded from every user who has watched the video 
and save those data in the database.  Method used to analyse 
the result is by recruiting respondent and give some 
questionnaires. Respondents were asked to watch some videos 
and were asked to compare the impression metric which 
created by the system with user’s real impression.  The result 
shos that the automatic video-metric creation from emotion 
detection has been able to measure user’s impression of the 
video with more than 80% accuracy stated by 75% of 20 
respondents of the survey.  
Keywords — Video Labelling, User-Video Metric Creations, 
Emotion Detection. 
 
I. INTRODUCTION 
Communications network infrastructure in Indonesia 
develops rapidly in recent years. Survey of the Indonesian 
Internet Network Provider (APJII) in 2016 revealed that 
132.7 million Indonesians are connected to the Internet [1]. 
This has led to an increase in the use of digital technology-
based facilities in the community, one of them is video 
streaming platform. This triggers streaming video service 
providers such as Youtube increasingly preferred by many 
people. 
Youtube-statistic reported that there are 300 hours of 
videos uploaded to Youtube (refers to Fig.1). The large 
number of videos on a streaming service such as Youtube 
will make the video on the service very hard to 
categorized. This will encourage providers to analyse the 
video content through the internal content of the video or 
video features. The features are colour, shape, texture, 
audio signal model, and others [2]. Then they used the 
result to determine a video category, get user preference in 
watching video, and create a personalization for each user.  
 
 
Fig. 1. Statistic of video uploaded to Youtube in every hour since January 
2008 to January 2014. 
Their algorithm in analysing video content through its 
feature was very powerful, with billion videos in numbers 
as data set, the categorization of the video performed very 
great in accuracy. So, Youtube can provide many videos 
with same category as video which played by user, and this 
system is a part of their recommendation system. But, 
there are some weaknesses, video which provided based 
on same feature of its video can’t provide variety videos 
for user, and in some cases, user be bored with the video 
provided by Youtube recommendation system. In fig. 2 
(a), a first case that music video played by user, and 
Youtube recommend another music video for user. In fig. 
2 (b), a second case, reality show video was played by user, 
and Youtube provide another reality show video. The 
weakness is, when user wants a video with different 
category or different content, user cannot find it at video 
list provided by Youtube and should use search function to 
get them.  
With development of massive artificial intelligence 
technology, video analysis can now be done through 
external factors that exist beyond its video, in this case is 
the impression of the video audience while watching the 
video. This system is designed to be able to auto-label for 
each video that is in accordance with the user's impression. 
Then, after the impression data of each video is obtained, 
then we will be able to find out whether the video makes 
the audience laugh, surprised, sad, fear, or even disgust. 
This will be automated by system and work in real-time. 
The goal of this research is to create an impression-based 
label for each video that exist and stored in a database. The 
result of an impression analysis can be used as a parameter 
and data set for a new recommender system in further 
research.  
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(a)                                                     (b) 
Fig. 2. (a) music video recommendation list, (b) reality show video 
recommendation list  
II. METHOD 
A. Emotion Detection using Affectiva 
Affectiva is one of the projects of the Massachusetts 
Institute of Technology (MIT) that focuses on machine 
learning and computer vision. Affectiva Emotion API can 
perform the scan of a person's facial expression in real-time 
[3]. In the process of detecting emotions through facial 
images, Affectiva has 4 stages: 1) Face and facial landmark 
detection, 2) face texture feature extraction, 3) facial action 
classification and 4) emotion expression modelling [4]. 
These four stages can be seen in the Fig.3. This system 
requires an image as an input which can be obtained from 
camera stream, video file, video frame stream, or even a 
picture. To obtain image using camera stream, Affectiva 
needs camera with minimum specification among them: 
1. RGB Camera 
2. Minimal Resolution at 320 x 240 
3. Minimum video capture speed at 10fps. 
This algorithm can run at the background and 
computational resources which is used to determine an 
emotion varied based on processing speed. Usually 
between 1 to 10 FPS (Frame per Second). 
As the algorithm shown in Fig.3, Affectiva is able to 
detect emotions well with accuracy score varied between 
0.72 up to 0.9 at ROC (Receiver Operating Characteristic) 
curve [3]. Here is an example of test data that has been done 
to get some facial action (Fig. 4). 
Facial action describes facial expression of human face. To 
understand the emotion, Affectiva needs to analyse some 
facial action that occurs then determine an emotion. 
Affectiva will generate score 0-100 in determining the 
emotional score of a person's facial expression. This score 
determined based on the EMFACS mapping algorithm 
developed by Friesen & Ekman. The following table I 
shows the mapping of facial expressions to emotional 
expressions. 
 
Fig. 3. Emotion detection system flow which developed by Affectiva [4] 
 
 
Fig. 4. The facial actions that can be detected. Each action is given a score 
from 0 to 100. [4] 
TABLE I. Expression Mapping to Emotion 
Emotion Increase Likelihood Decrease Likelihood 
Joy • Smile 
• Brow Raise 
• Brow Furrow 
Surprise 
• Inner Brow 
Raise 
• Brow Raise 
• Eye Widen 
• Jaw Drop 
• Brow Furrow 
Disgust 
• Nose Wrinkle 
• Upper Lip Raise 
• Lip Suck 
• Smile 
Fear 
• Inner Brow 
Raise 
• Brow Furrow 
• Eye Widen 
• Lip Stretch 
• Brow Raise 
• Lip Corner 
Depressor 
• Jaw Drop 
• Smile 
Sadness 
• Inner Brow 
Raise 
• Brow Furrow 
• Lip Corner 
Depressor 
• Brow Raise 
• Eye Widen 
• Lip Press 
• Mouth Open 
• Lip Suck 
• Smile 
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B. Combine Emotion Detector with Streamer 
The automatic video-metric creations system will be 
implemented on Android Apps. The apps will develop 
using Android Studio and Affectiva SDK for Android. 
Android is chosen because Android OS market share in 
sales to end users from 1st quarter 2009 to 1st quarter 2018 
achieved more than 85% in worldwide [5]. 
The flow system of this metric will be based on the 
flowchart in fig. 5 it can be seen that Youtube video will 
run simultaneously with emotion detection system. The 
metrics of the user-based impression video will be counted 
every second. So, the metric results will appear discrete 
with 1 second interval. Analytics from user-video metrics 
will be done to determine the impression conclusions on a 
video.  
 
Fig. 5. General system flow of automatic video-metric creations. 
Impression details will be stored in databases that have 
been designed for efficiency and analysed by the system to 
get an impression of the conclusion of the total impressions 
of existing video and stored as meta-data that will facilitate 
the system in accessing data efficiently and quickly [6]. The 
data to be formed is shown in fig. 5. 
 
TABLE II. Metric data shape shown in table 
Video-
Metric 
V1 V2 .... V(n-1) Vn 
User 1 X 1.1 X 1.2 X... X 1.(n-1) X 1.(n) 
User 2 X 2.1 X 2.2 X... X 2.(n-1) X 2.(n) 
..... X... X... X... X... X... 
User 
(n-1) 
X (n-1).1 X (n-1).2 X... X (n-1).(n-1) X (n-1).(n) 
User n X (n).1 X (n).2 X... X (n).(n-1) X (n).(n) 
 
Database structure shown in table II was only meta-data 
structure. The database design will use flat design structure 
using Firebase Firestore platform. Firebase Firestore was 
chosen because its speed and reliability. So, the table model 
design shown in table II will be converted to flat database 
design shown in Fig. 6. 
 
 
Fig. 6. Video-metric database structure shown in table 2 converted to flat 
design database which supported by Firebase Firestore. 
Flat data structures are chosen because non-SQL data 
structures have much faster speed compared to table-
shaped SQL in very large data conditions (more than 
10,000 data). With the above structure, the database will be 
scalable. So, this database will not be limited by how much 
the amount of video impression data will be stored later. 
The database structure for users is also designed scalable, 
fast and efficient. In this case, using the meta-data 
technique. Meta-data is used to perform indexing on video 
data. This is intended to avoid duplication of data so that 
the storage space used is also efficient. 
The value of X in table II is obtained by calculating the 
accumulation of emotion value which is done by algorithm 
in fig. 7. The X value is five-dimensional data which 
contain X[i=1] to X[i=5] where i is the five emotions category 
such as joy, surprised, disgust, fear, and sad.  
 
Fig. 7. User-video metric calculation and data storage algorithm  
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The algorithm in fig. 7. shows that the value to be stored in 
the metric table is the value of six emotions except the 
neutral emotion. Value calculations can be done as this 
equation. 
 
(1) 
The calculation of equation (1) will get the accumulative 
emotional value. Where n is the amount of emotional data 
(ideally equal to the video duration in seconds). Emotion 
Value [k] is the viewer's emotional value on the video on 
the duration of k. This accumulative value will be 
compared with the accumulated value of maximum 
emotions score. So, that it will form the value of emotion 
percentage to watch time in accordance with calculations 
of equation 2.  
 
 
(2) 
 
The calculation for the maximum emotional value is 
obtained from the accumulated calculation of the 
maximum emotional value during the duration of the video. 
This calculation is in accordance with the following 
equation 3. 
 
(3) 
Where n is the duration of the video, and t is the index of 
time of the video. So, max value [t] is the maximum value 
of the emotion to be detected on the duration of t. 
Maximum value on this system is 100. 
In an automated video-metric manufacturing system, 
the measured data must meet the requirements to be stored 
in the database. The requirements are metric data which 
must have user impression data minimum 70% of video 
duration. This is intended to maintain the level of 
measurement accuracy. To measure the accuracy level of 
this video metric, the system has been able to perform 
automatically that is by comparing the number of detected 
expressions with the total duration of the video according 
to equation 4 below. 
 
(4) 
According to equation 4, total count of emotion detected is 
compared to video duration to calculate Metric Accuracy. 
This is because system use 1 frame per second in 
processing rate. So, there will be one emotion value at 
every second. At 100% accuracy, the total count of emotion 
value will be the same with the video duration. 
III. RESULT AND ANALYSIS 
This test is intended to discover whether the system 
has been able to display a video gauge based on the 
audience's impression when viewing it. The test examined 
several videos with diverse users.  
A. Validation Method 
Validation method for the test result is done by 
comparing the emotion result calculated by system with the 
impression characteristic of the video which estimated 
manually by the authors. If the first step of the validation is 
valid, then the system can validate the video label by itself, 
if the video has been watched in 10 times by some users. 
The last validation step is by taking feedback from users 
using questionnaire. In the questionnaire, users will asked 
to compare the emotion metric statistic which has been 
created by system to their real emotion feeling while 
watching the video. 
B. Test I. 
Video Title: Djarum Video Ad – Want to be skinny 
Video Duration: 32 Seconds 
Video Category: Joy Video/Comedy 
Video Characteristics: This video is a comedy video ad 
such as a video ad of PT. Djarum in general, but the 
location of this cuteness is located at the end of the video. 
Audience Characteristics: 
- Age: 20 - 25 years 
- Sex: Male and Female 
- Mood: Unknown (Unknown) 
In this test, it be seen how the user's impression of this 
video. Video metrics are said to be true if the user's 
impression of a video has something in common with the 
video characteristics tested. 
From the result of this test, it shows that the total happy 
impression reached 37.43% which is dominated in the 23rd 
to 32nd position in this video. Joy impression at this result 
test also can be seen at 6th to 12nd position referred to fig. 
8. This is in accordance with the characteristics of the video 
being tested. Up to this point, based on table III, 
impression-based video measurement is considered 
correct. 
 
 
Fig. 8. Users impression detail result of video 1 by user 1 created by 
automatic video-metric system 
TABLE III. Video 1 Impressions Result by 10 Users 
No. 
Video 
ID 
User ID 
% Joy 
Value 
1 b8vhQ- 2zg0xsiPXqZaV8S6SBCboVPHDo23 11,12 
2 b8vhQ- ArL6uaqHvgc3XPlvPCiK40KOJv53 27,25 
3 b8vhQ- bNCD6YWBlkN6SN6xm4CRzKIOF6n1 8,27 
4 b8vhQ- djasMlryLZemk9SWo9KvGRkvJfg1 39,33 
5 b8vhQ- iEnojOVPPwY75GhC2xGhcrDGVgX2 4,27 
6 b8vhQ- jMF5BlXUUgS79q7byH2yS1Fnpg52 6,26 
7 b8vhQ- P33JdE8VVoejEvwWnS246l5Gf3H2 9,31 
8 b8vhQ- St8Xq66JjOWRRqSKVw0zqv6NkeC3 10,92 
9 b8vhQ- YDC5vvkOIsO6YWQEoBBsPYdf0vJ3 11,61 
10 b8vhQ- zLzIWuam2jWn2Kzz1ST1qzZU7qb2 72,47 
C. Test II. 
Video Title: Asian women eating frog 
Video Duration: 59 Seconds 
Video Category: Video Log – Disgusting for some people 
𝞢 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒 = ∑(𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒[𝑘])
𝑛
𝑘
 
𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑀𝑒𝑡𝑟𝑖𝑐 % = 
𝞢 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒
𝞢 𝑀𝑎𝑥 𝑃𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒
 * 100% 
𝞢 𝑀𝑎𝑥 𝑃𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒 = ∑(𝑀𝑎𝑥 𝑉𝑎𝑙𝑢𝑒[𝑡])
𝑛
𝑡
 
𝑀𝑒𝑡𝑟𝑖𝑐 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % = 
𝞢 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑
𝞢 𝑉𝑖𝑑𝑒𝑜 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛
 * 100% 
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Video Characteristics: This video is a video documentation 
of a female vlogger who is eating frogs. For most people, 
frogs are a disgusting animal to eat, so this video is suitable 
for use as a test for disgusting videos. 
From the results of tests conducted for disgusting 
videos involving 7 users in 10 times views, the results show 
that this video has an abhorrent label on average of 25% of 
the expression of disgust detected when users watch the 
video in accordance with the experimental results listed on 
the table IV. 
 
TABLE IV. Video 2 Impressions Result by 10 Users 
No. Video ID User ID 
 % 
Disgust 
Value 
1 iDoA9v kZBvxp7Vx1Q7aYdei3gbk1UePZg1 45,82 
2 iDoA9v dta7oYAJlaZST9CU9Cye0RSb8x13 13,59 
3 iDoA9v dW5ix8hGLYQcgBG2mye5WUP4QUi 19,34 
4 iDoA9v T2MoWeBgu0UMBxOHTiHeteIEDsu2 0,41 
5 iDoA9v dta7oYAJlaZST9CU9Cye0RSb8x13 41,81 
6 iDoA9v S0VjmLrdQgNWQNZ0VcXniee6eH92 14,99 
7 iDoA9v P33JdE8VVoejEvwWnS246l5Gf3H2 20,58 
8 iDoA9v 9sKjAHYnTjNA9AUHUDQzDaCJYb 18,16 
9 iDoA9v P33JdE8VVoejEvwWnS246l5Gf3H2 75,02 
10 iDoA9v P33JdE8VVoejEvwWnS246l5Gf3H2 0,47 
 
In one user's experiment, disgusted impression was 
detected at 74.14% with a disguised impression spread 
evenly at 0th to 50th seconds. This appears as shown in Fig. 
9. Based on the results of this test, the system has 
successfully detected a disgusted impression on the disgust 
category video. 
 
 
Fig. 9. Users impression detail result of video 2 by user 3 created by 
automatic video-metric system 
D. Test III. 
Video Title: Man Sleep on Rail when Train is Passing. 
Video Duration: 52 Seconds 
Video Category: Amateur/Surprising video at first watch. 
Video Characteristics: This video is an amateur video that 
is the documentation of a man who is doing a test of guts 
by sleeping in a railroad when the train is passing. The 
surprising thing about this video is that it does not seem at 
first that there will be a passing train, but suddenly a train 
passes by the 18th second and the man goes straight to sleep 
on the tracks as the train passes. 
From the results of the tests conducted for a surprising 
video involving 7 users in 10 views, the results show that 
this video has an astounding average label of 7% of the 
surprised expressions detected when the user watches the 
video in accordance with the experimental results listed on 
the table V. 
 
TABLE V. Video 3 Impressions Result by 10 Users 
No ID User ID 
% 
Surprised 
Value 
1 aZlA7 2gBcgXWHWgeLvSRs7HwPjIF5 14,83 
2 aZlA7 9sKjAHYnTjNA9AUHUDQzDa 4,04 
3 aZlA7 HnjBYINrKcPlWb9dsXba0BTSmQ 11,47 
4 aZlA7 P33JdE8VVoejEvwWnS246l5Gf3 2,33 
5 aZlA7 dW5ix8hGLYQcgBG2mye5WUP 4,17 
6 aZlA7 P33JdE8VVoejEvwWnS246l5Gf3 15,78 
7 aZlA7 dta7oYAJlaZST9CU9Cye0RSb8x 3,87 
8 aZlA7 P33JdE8VVoejEvwWnS246l5Gf3 2,05 
9 aZlA7 dta7oYAJlaZST9CU9Cye0RSb8x 7,09 
10 aZlA7 kZBvxp7Vx1Q7aYdei3gbk1UePZ 4,81 
 
In the experiment for user 1, the surprised impression 
can be seen at the 18th to the 23rd seconds (in figure 10), 
this is because at that moment, the video shows an incident 
of a man sleeping directly on the train track as the train 
passes. And this can make the audience surprised in seeing 
the action. The surprised expression was also seen in the 
44th minute to the end of the video, because at that moment 
the video showed that the man was not hurt even though he 
slept on the train track as the train passed. It can also make 
the audience surprised. For the results of experiments on 
one of the users, can be seen in the following Fig. 10. 
 
 
Fig. 10. Users impression detail result of video 3 by user 4 created by 
automatic video-metric system 
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E. Accuracy 
The last step of result validation is by getting feedback 
from users which have watched the videos using this 
application. By using questionnaire method, users are 
asked to compare the impression metric which have been 
created by system with their real feelings. In this research, 
feedbacks are collected from 20 respondents. 
 
Fig. 11. Survey result from users’ real feelings from 20 respondents 
Respondents are asked to choose scale 1 – 5 corresponding 
to measurement accuracy. The scale 1-5 shows 
measurement accuracy of 20%, 40%, 60%, 80%, and 100% 
respectively. The accuracy of automatic video-metric 
measurement system from the results of user’s feedback 
(refers to Fig.11) can be seen that 75% of respondents 
stated accuracy exceeds 80%, 20% of respondents said the 
accuracy is only about 60%, while one respondent stated 
accuracy of less than 20%. 
IV. CONCLUSION 
The automatic user-video metric creations system has 
been able to measure user impressions with an accuracy of 
more than 80%. This level of accuracy is expressed by 75% 
of the 20 respondents during the test. In addition, it is 
known that the ideal distance the system needs to detect the 
emotions of a user's facial expressions is 20-40 cm from the 
front of the user's face. 
From the results of user impression testing of video 
using a particular video on different users, the system 
produces different impressions result. As for things that 
affect the results of the measurement of the impression is 
the position of the smartphone to the user, the user's 
behaviour during watching the video, racial differences 
between the developer of emotion detection system with 
the respondents on the test, the difference of the category 
perception video tested, and the psychological condition of 
the respondent's influence during the test. In general, 
automated user-video metric creations systems have been 
able to work properly, with this result, this system can be 
used as prerequisite to create an impression-based model 
video recommender system in the future research. 
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Abstract— Persons with disabilities also have the right to 
communicate between each other, both with normal people and 
people with other disabilities. People with disabilities will be 
difficult to communicate with other people. They use ‘sign 
language’ to communicate. That’s why other normal people 
will be difficult to communicate with them. Because there are 
not many normal people that can understand the ‘sign 
language’. The system can help to communicate with 
disabilities people are needed. In this paper, we proposed sign 
language recognition for Sistem Isyarat Bahasa Indonesia 
(SIBI) using leap motion based on K-Nearest Neighbor. 
Technology of leap motion controller will generate the 
existence of coordinate points on each bone in hand. As an 
input, we used the value of distance between the coordinates of 
each bone distal to the position of the palm, which were 
measured using Euclidean Distance. This feature of distance 
will be used for training and testing data on K-Nearest 
Neighbor method. The experiment result shows that the best 
accuracy is 0,78 and error 0,22 with proposed parameter of K 
= 5. 
Keywords— dissability, communication, sign language 
recognition, leap motion controller, K-nearest neighbor  
I. INTRODUCTION  
People with special needs or disabilities are also part of 
society, where they have the same right to interact and 
socialize with the surrounding environment. Persons with 
disabilities, such as deaf and speech impaired sometimes 
looks like a normal person. However, problems arise when 
communication with others, the deaf cannot hear, whereas 
speech impaired cannot be answered conversation. 
Classically, this problem can be answered, in which the deaf 
using hearing aids. While the speech impaired using sign 
language, through hand gestures or body movements. While 
there are many different types of gestures, the most 
structured sets belong to the sign languages. In sign 
language, each gesture already has assigned meaning, and 
strong rules of context and grammar may be applied to make 
recognition tractable. 
However, the constraints, if normal people who talk 
understands sign language, certainly not all. Therefore, this 
issue would have to find an alternative solution, need a 
system that can overcome these problem. In previous 
research, the technology used is Kinect camera or webcam-
based image for sign language recognition. But has built 
research-based sign language recognition leap motion 
controller such as American Sign Language (ASL) [1], the 
introduction of sign language Arabic Sign Language (ArSL) 
[2], [3]. In this paper, we proposed an identification of hand 
gesture alphabet using leap motion controller (LMC). 
Hopefully the system is able to overcome the weakness of 
communication with deaf and speech impaired and easier for 
normal people to communicate with them. 
The study proposed a sign language recognition system 
using leap motion controller and K-Nearest Neighbor 
(KNN). By using the leap motion controller, every 
coordinate point bone in the hand will be detected, so that the 
coordinate points can be used as input feature. The use of 
distance feature between palm position with type distal 
measured by Euclidean distance. These features will be used 
for training and testing data for the k-nearest neighbor 
classification method. Training data used are 10 samples for 
each letter, the number of 26 letters of the alphabet, so that 
the total amount of training data 260 for one person. 
Section II of this paper describes the related works. 
Section III describes the proposed algorithm used for SIBI 
recognition. The experimental results and conclusions are 
given in sections IV and V respectively. 
II. RELATED WORKS 
A. Sign Language Alphabet 
Sign language alphabet or finger spelled alphabet is the 
process of spelling out words by using signs that correspond 
to the letters of the word. Sign language is a technique to 
interpret the writing alphabet of writing a signal in the form 
of motion of the fingers, hand shape, orientation and hand 
gestures. There is a sign language used by the deaf and 
speech impaired. There has been no successful international 
signaling alphabet is applied, because in each country have 
different sign language. Even in Indonesia, there are two 
types of alphabet sign language, namely: Bisindo (Bahasa 
Isyarat Indonesia) and SIBI (Sistem Isyarat Bahasa 
Indonesia) [3]. 
American Sign Language (ASL) is the dominant sign 
language used by deaf communities in the United States and 
most of Canada. Figure 1 is a American Sign Language 
Alphabet. 
B. Leap Motion Controller (LMC) 
Leap Motion Controller (LMC) is a new technology 
developed by the Leap Motion Company. This USB-based 
technology is a sensor capable of detecting the movement of 
the hands and fingers, as well as small objects like a pen. 
This tool is made to replace the mouse and keyboard to 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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control or play computer using motion [1]. Figure 2 shows 
the shape leap motion, Figure 3 is a part-section of the leap 
motion.  
The device is claimed to be even more precise 100x than 
Kinect, where accuracy in detecting each fingertip position is 
about 0.01 mm, with a frame rate of up to 200-300 fps. And 
be able to track all interactions finger of 10 users 
simultaneously [2]. LMC uses two high-precision infrared 
camera sensor and 3 LEDs to capture information in the 
hands of the active range. LMC create 3-dimensional space 
with the three axes, namely X, Y, and Z as shown in Figure 4 
that can extend the distance range from about 1 inch to 2 
meters.  
Hand gesture detection is the first step in the 
identification of gesture recognition as the value of the 
alphabet. This detection task is to extract lines hands formed 
a whole region of the captured image. LMC is able to 
capture the image of a hand that can automatically separates 
the background, then we can ignore the morphological 
operations and hand detection can be done easily. 
Color segmentation generates binary form. Using a 
binary image with a black area shows the region of the hand 
and the white area indicates the region of template. Here we 
consider the image of the hand will always be placed in the 
middle of a fixed-size frame, so that long-distance image 
capture of close hand will have no effect. Each image of the 
alphabet will be trained by 10 different hands image frame 
based on the long finger; the width of a finger; the position 
of the x, y, z axis; palms, and so on. 
 
 
 
 
 
 
 
 
 
 
Fig.1. American Sign Language Alphabet  
 
 
 
 
 
Fig. 2. Leap Motion Controller 
 
 
 
 
 
 
 
Fig. 3. Part-section of leap motion controller 
 
 
 
 
 
 
 
 
Fig. 4. 3-dimensional space of LMC 
 
C. K-Nearest Neighbor 
Methods K-Nearest Neighbor (K-NN) becoming one of 
the oldest and popular methods based NN. K values used in 
here stated number of nearest neighbors were involved in 
the determination of the class label prediction on the test 
data.  K nearest neighbors were voted then do voting class 
of the K nearest neighbors. Class with the highest number 
votes of neighbor given as class labels prediction results on 
the test data [4]. 
There are several key issues that affect the performance 
of KNN, including the vote of the value of K [5]. If K is too 
small, have consequences of bias prediction result which 
sensitive to the presence of noise. On the other hand, if K is 
too large then the selected nearest neighbor might be too 
much of another class that was not relevant because the 
distance is too far. To estimate the value of K at its best, can 
be done by using cross validation. It is important to affirm 
that k = 1 may perform other K values, in particular for 
small data sets, including typically when used for research 
or practice in the classroom. However, if given sufficient 
samples, then the larger value of K will be more resistant to 
noise.  
Another issue is the approach to combine classes. The 
simplest method is by majority vote as described above. 
However, it can be a problem if the nearest neighbor have 
varying distances, while neighbor closer more reliable 
shows the class label. More recent approach, which is 
usually much less sensitive to the choice of K, which is 
weighted by a nearest neighbor distance. Varying options 
that could be used e.g. weighting factor that is often taken 
from the inverse square of the distance, as in: 
 
Wi is weights for the data xi selected as nearest neighbors, 
whereas d(xi, z) is the distance (dissimilarity) between data 
xi of the test data z. 
Another important issue on KNN weightlessness is the 
value of K is used, whether even or odd. For K odd with an 
even number of classes will facilitate voting because it is 
guaranteed there will be no two classes received the same 
voting power. However, if even, there will be the possibility 
of two classes received the same voting power. For the case 
when there are two or more classes with the same voting 
and the majority then the class label can be taken between 
classes earlier. 
The algorithm to calculate the predicted outcome class 
voting or weighted class voting y' as in: 
 
 
 
 
(1) 
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III. RESEARCH METHOD 
In this study, there are several stages in the process of 
introduction sign language using leap motion controller. The 
stages are collect distal phalanges coordinate data of each 
finger and palm position, measure the distance between each 
distal phalanges on each finger with the palm position and 
classify testing data towards training data using K-nearest 
Neighbor method. The general description of the proposed 
research methods can be seen in Figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. SIBI recognition diagram 
 
A. Preprocessing 
Leap motion controller is used to capture hands to get the 
coordinate points on the hands. The coordinate points 
generated by a leap motion controller is palm position, the 
distal phalanges, intermediate phalanges, proximal 
phalanges, and metacarpals. In this study only used the 
coordinates of palm position and distal phalanges in each 
finger. The distance between the palm position and the distal 
phalanges measured by Euclidean distance, so that the 
distance is used as the input feature in this study. 
B. Distance 
To measure the distance d between the palm position and 
the distal phalanges used Euclidean distance, where 
measuring the distance from palm position with distal 
phalanges on every finger, namely the thumb, index finger, 
middle finger, ring finger and little finger. As for distance 
measurement using Euclidean distance can be seen in 
equation 3. 
 
C. Classification 
K-nearest neighbor is the method used to predict the class 
of testing data which input based on class of training data 
that were located closest to the class. Learning data projected 
onto many-dimensional space, where each dimension 
represents the features of the data. The space is divided into 
sections based on the learning data classification. A point in 
this space marked class c if class C is the most common 
classification k nearest neighbors on that point. Near or far 
neighbors are usually calculated based on Euclidean 
distance. 
In the learning phase, the algorithm is simply to store the 
vectors of features and classification of learning data. In the 
classification phase, the same features that are calculated to 
test data (which classification is not known). The distance of 
this new vector of all learning data vector is calculated, and 
taken the number of closest k. New classification point 
predicted included in the classification most of these points.  
The best value of K for this algorithm depends on the 
data; n general, a high k value will reduce the effect of noise 
on the classification, but makes the boundaries between each 
classification becomes more blurred. The great value of K 
can be selected with parameter optimization, for example by 
using cross-validation. 
K-NN algorithm accuracy is greatly influenced by the 
presence or absence of features that are not relevant, or if the 
weight of such features is not equivalent to its relevance to 
the classification. 
IV. EXPERIMENT AND RESULT 
This study focused on the introduction of 26 alphabet on 
Sistem Isyarat Bahasa Indonesia (SIBI). The data taken using 
leap motion controller. It is taken from the distal coordinate 
data on each finger and the data inputted is 15 frames hand 
training data for each letter of the alphabet so that a total of 
390 frames as training data. Then for testing the data needed 
one hand frame. For an introduction to the alphabet used 
KNN (k-nearest neighbor) method. The feature used in here 
is a distance feature. 
To measure the success of the proposed system is then 
measured by calculating the accuracy and error rate. For 
accuracy by calculating the correctly predicted total data to 
the total amount of data that is predictable. To calculate the 
accuracy of the results can be seen in equation 4. As for 
calculating the error rate (prediction error) is shown in 
equation 5. 
 
 
 
 
The Results of SIBI sign language recognition accuracy 
by using leap motion controller and K-NN performed on the 
26-letter alphabet. Testing is done in real-time towards 
training data. In this paper is determined 3 parameter value 
of K nearest neighbor namely 5, 10 and 15. The accuracy of 
the test results can be seen in Table 1, 2 and 3. 
The results of SIBI sign language recognition by using 
leap motion controller based on KNN method has a very 
high accuracy. Still in a few letters have low accuracy due to 
leap motion controller cannot detect the coordinates when 
the area coordinate point is protected or covered by the toe or 
the other, and when the letters that have similar data is very 
high, the system is difficult to distinguish. For several letters 
(2) 
Hand Capture 3D
Feature Extraction
Euclidean Distance
Palm – Distal
K-NN
Testing Trainning
Class Result
 
(3) 
(4) 
(5) 
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like the letter NR, C, F, L, O, P, W and Y have a very high 
accuracy, it is because all the coordinates of the finger not 
covered by sections other fingers, and also does not much 
similar with another letter. 
The test results indicate that the parameter value K = 5 
has the highest accuracy compared with the K = 10 and K = 
15. It shows that the parameter value K = 5 has the best 
average accuracy is 0,78 and error rate is 0,22. 
V. CONCLUSION  
The study proposed a sign language recognition system 
using leap motion controller based on K-Nearest Neighbor. 
This system allows normal people to understand sign 
language by hand of the deaf and speech impaired. LMC as 
the latest infrared sensor technology that can detect the 
coordinate points on the hands and can facilitate the 
developer in terms of hand recognition. The results of SIBI 
sign language recognition by using leap motion controller 
based on KNN method has a very high accuracy. In the 
future, this system is suitable to applied by people with 
disabilities, especially the deaf and speech impaired to 
communicate not only the alphabet, but has been able to 
detect word by word. 
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TABLE 1. Accuracy Result with K = 5 
 
Recognition 
Accuracy Error 
Recognition 
Accuracy Error 
(%) (%) (%) (%) 
NR 1,0 0 
   
A 0,6 G(0,2), O(0,2) N 0,4 S(0,2), T(0,4) 
B 0,8 W(0,2) O 1,0 0 
C 1,0 0 P 1,0 0 
D 0,8 X(0,2) Q 0,8 L(0,2) 
E 0,4 G(0,2), M(0,2), T(0,2) R 0,8 U(0,2) 
F 1,0 0 S 0,4 E(0,2), T(0,4) 
G 0,6 Q(0,4) T 0.4 A(0,2), N(0,2), S(0,2) 
H 0,4 K(0,2), R(0,4) U 0.4 H(0,2), K(0,2), R(0,2) 
I 0,8 Z(0,2) V 0,6 K(0,2), U(0,2) 
J 0,8 I(0,2) W 1,0 0 
K 0,6 W(0,4) X 0,6 D(0,2), Z(0,2) 
L 1,0 0 Y 1,0 0 
M 0,6 E(0,1), S(0,2) Z 0,8 D(0,2) 
      Average Accuracy 0.78 
      Average Error 0.22 
 
TABLE 2. Accuracy Result with K = 10 
      
Recognition 
Accuracy Error 
Recognition 
Accuracy Error 
(%) (%) (%) (%) 
NR 1,0 0 
   
A 0.6 G(0,2), O(0,2) N 0,5 A(0,1), S(0,2), T(0,2) 
B 0,5 NR(0,1), W(0,4) O 0,6 A(0,1), E(0,3) 
C 0,9 O(0,1) P 0,6 K(0,4) 
D 0,9 P(0,1) Q 0,6 G(0,2), L(0,2) 
E 0,6 M(0,2), T(0,2) R 0,4 H(0,3), K(0,1), U(0,2) 
F 1,0 0 S 0,4 A(0,3),E(0,1), N(0,1), T(0,1) 
G 0,6 L(0,1), Q(0,2), X(0,1) T 0,3 A(0,2), M(0,2), N(0,2), S(0,1) 
H 0,3 K(0,2), R(0,3), U(0,2) U 0,6 H(0,3), K(0,1) 
I 0,4 J(0,2), Y(0,4) V 0,7 K(0,2), U(0,1) 
J 0,5 I(0,4), Y(0,1) W 0,9 B(0,1) 
K 0,6 P(0,4) X 0,7 P(0,1), Z(0,2) 
L 0,6 Q(0,4) Y 1,0 0 
M 0,3 E(0,1), N(0,1), S(0,2), T(0,3) Z 0,8 D(0,2) 
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      Average Accuracy 0.63 
      Average Error 0.37 
TABLE 3 
Accuracy Result with K = 15 
      
Recognition 
Accuracy Error 
Recognition 
Accuracy Error 
(%) (%) (%) (%) 
NR 1,0 0 
   
A 0,6 E(0,07), G(0,07), M(0,07), N(0,2) N 0,27 A(0,07), E(0,2), M(0,13), S(0,2), T(0,13) 
B 1,0 0 O 0,47 C(0,13), E(0,2), G(0,07), N(0,13 
C 0,7 N(0.13) P 0,4 H(0,2), K(0,27), V(0,07), Z(0,07) 
D 0,73 P(0,07), X(0,2) Q 0,53 G(0,27), L(0,2) 
E 0,53 M(0,27), S(0,07), T(0,13) R 0,33 H(0.13), K(0,07), U(0,13), V(0,33) 
F 0,93 NR(0,07) S 0,4 A(0,2), E(0,07), M(0,07), O(0,07), T(0,2) 
G 0,73 L(0,07), Q(0,2) T 0,33 E(0,27), M(0,27), N(0,07), S(0,07) 
H 0,33 K(0,2), R(0,27), U(0,2) U 0,4 H(0,27), K(0,2), R(0,13) 
I 0,6 J(0,4) V 0,4 H(0,13), K(0,27), R(0,13), U(0,07) 
J 0,47 I(0,27), Y(0,27) W 0,67 NR(0,07), B(0,27) 
K 0,47 H(0,07), U(0,07), V(0,4) X 0,53 Z(0,33), D(0,07), P(0,07) 
L 0,67 Q(0,33) Y 0,93 J(0,07) 
M 0,4 E(0,27), N(0,07), S(0,13), T(0,13) Z 0,53 D(0,33), X(0,13) 
      Average Accuracy 0.59 
      Average Error 0.41 
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Abstract— Heart Disease are among the leading cause 
of death worldwide. The application of artificial neural 
network as decision support tool for heart disease 
detection. However, artificial neural network required 
multitude of parameter setting in order to find the 
optimum parameter setting that produce the best 
performance. This paper proposed the parameter tuning 
framework for artificial neural network. Statlog heart 
disease dataset and Cleveland heart disease dataset is 
used to evaluate the performance of the proposed 
framework. The results show that the proposed 
framework able to produce high classification accuracy 
where the overall classification accuracy for Cleveland 
dataset is 90.9% and 90% for Statlog dataset. 
Keywords—artificial neural network, heart disease 
classification, artificial neural network parameter tuning, 
statlog heart dataset, cleveland heart dataset. 
I.  INTRODUCTION 
Heart disease describes a range of conditions that affect 
your heart. Heart disease is under umbrella of cardiovascular 
disease in which are the leading cause of death worldwide 
where more people die from cardiovascular diseases 
compared to any other causes annually. Mortality for heart 
disease is projected to be increase to reach 23.3 million by the 
year of 2030 where heart disease will remain to be the leading 
cause of death for human. It became imperative to diagnose 
the presence of heart disease in the early stages in order to 
contain the disease from worsening. The early detection of 
heart disease can help the patient to adjust lifestyle and also 
help the medical professionals to prescribe appropriate 
medicine. However, the diagnosing patient with the presence 
of heart disease can be challenging where it depends on 
medical professional’s experience and intuition [12,13]. It is 
imperative for medical professionals to have a system that can 
help them predict and classify the patient who have high risk 
of getting heart disease. 
The implementation of machine learning algorithm can 
help medical professionals in diagnosing the presence of heart 
disease in the patient. Machine learning algorithm have 
become very popular for solving classification problems 
where it is capable of mapping the relationship between 
variables or attributes with minimal human effort 
 Artificial Neural Network (ANN) are among the most 
popular machine learning algorithm where it proves to be 
powerful tools for mapping nonlinear data and are known to 
be useful in solving nonlinear problems where the rules to 
solve the problem is difficult to obtain or unknown. However, 
Artificial Neural Network required a lot of parameter setting 
where parameter tuning often been done by trial and error. 
Feed forward back propagation neural network are the most 
commonly used type of artificial neural network and it 
requires the users to specify several parameters including the 
numbers of hidden layer, the numbers of hidden nodes, 
training algorithm and type of transfer function.  
 Presently, there are 13 types of training algorithm and 10 
types of transfer function. The numbers of possible 
combination parameters that can be used can range from 1300 
up until 130000 depending on the numbers of hidden layers 
specified by the users. The trial and error approach consuming 
enormous amount of time and does not guarantee the model 
to obtain the best possible classification accuracy. 
 This paper presents the parameter tuning framework for 
artificial neural network in order to find the optimal artificial 
neural network parameters for heart disease classification. 
Statlog heart disease dataset and Cleveland heart disease 
dataset obtain from UCI machine learning data repository are 
used to measure the performance of proposed parameter 
tuning framework. 
II. ARTIFICIAL NEURAL NETWORK MODEL
 A neural network consists of an interconnected group of 
artificial neurons, and it processes information using a 
connectionist approach to computation. ANN has been 
implemented in various fields. In healthcare, ANN is 
implemented for clinical diagnosis, drug development, image 
analysis and signal analysis [1]. ANN had proven to be useful 
for modeling complex relationships between inputs and 
outputs or to find patterns in data. Basically, feed forward 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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neural network consists three main layers which are input 
layer, hidden layer and output layer. Input and output are 
usually consisting 1 layer and hidden layer could consist 
minimum 1 layer. Figure 1 shows the examples of feed 
forward neural network architecture. The numbers of input 
nodes and output nodes depends on the collected data while 
the numbers of hidden nodes for ANN are based on trial and 
error.  
 
 
Figure 1 Basic Neural Network Architecture 
 
III. PARAMETER TUNING FRAMEWORK 
 Main parameters setting for Feed Forward 
Backpropagation consist of network structures (number of 
hidden layer and hidden nodes), training algorithm and types 
of transfer function. Additional parameter setting will be 
required depending on types of training algorithm used. Table 
1 show the list of main parameters setting for Feed Forward 
Backpropagation Neural Network. 
 The numbers of hidden layer usually depending on the 
user definition. However, most of the previous research only 
use 1 or 2 hidden layers which enough to obtain the optimum 
performance. The increase number of hidden layers will 
increase the run time taken for neural network classification. 
Low numbers of hidden nodes may result in decreases of 
neural network classification accuracy. However, the high 
numbers of hidden nodes may increase neural network 
accuracy but will increase neural network run time. Previous 
research has proposed the number of hidden nodes to be at 
certain numbers depending on the number of input nodes.  
The number of hidden nodes recommended by previous 
research is according to “n/2”,”1n”,”2n” and “2n+1” where n 
is the number of input nodes [33]. However, this guideline 
does not guarantee the optimum number of hidden nodes 
required by the neural network to achieve optimum 
classification accuracy. 
 The proposed parameter tuning framework consist of 
several phase. The first phase selects the training algorithm 
while the second phase select transfer function. The third 
phase will select the hidden nodes number and the last phase 
will simulate the neural network using the parameters obtain 
in phase 1,2 and 3. In the last phase, the neural network will 
be simulated numerous time in order to find the best weight 
and bias that produce the highest classification accuracy. 
Figure 2 shows the proposed artificial neural network 
parameter tuning framework. 
 
Table 1: Feed Forward Backpropagation Parameter Setting 
Hidden 
Layer 
Hidden 
Nodes 
Training Algorithm and Additional 
Parameters 
Transfer Function 
1-3 10-∞ a. BFGS quasi-Newton 
backpropagation 
b. Bayesian Regulation back 
propagation 
c. Conjugate gradient 
backpropagation with Powell-Beale 
restarts 
d. Fletcher-Reeves Conjugate 
Gradient 
e. Polak-Ribiére Conjugate Gradient 
f. Gradient descent back propagation 
• Learning Rate Parameter 
g. Gradient descent with adaptive 
learning rate back propagation 
h. Gradient descent with momentum 
• Learning Rate Parameter 
• Momentum Parameter 
i. Gradient descent with momentum 
and adaptive learning rate back 
propagation 
• Momentum Parameter 
j. Lavenberg - Marquadt 
k. One Step Secant 
l. Resilient Back propagation 
m. Resilient Back propagation 
a. Hard Limit 
b. Symmetrical 
Hard Limit 
c. Linear 
d. Saturating 
Linear 
e. Symmetric 
Saturating Linear 
f. Log-Sigmoid 
g. Hyperbolic 
Tangent Sigmoid 
h. Positive Linear 
i. Softmax 
j. Competitive 
 
 The first phase of the framework selects the suitable 
training algorithm for the each of the dataset. The most 
commonly used transfer function is used in the first phase. 
Table 2 shows the setup for first phase of proposed parameter 
tuning algorithm. In the first phase, all the training algorithm 
are simulated for five times of iteration to find the best 
performance from the different training algorithm. Each of 
the training algorithm will produce five different result for 
every iteration and the algorithm with the highest average 
overall accuracy will be chosen as a training algorithm. After 
the training algorithm is selected, phase 2 simulation is 
conducted. 
 For the phase 2, the transfer function combination has to 
be generated first. The transfer function combination is the 
possible combination of transfer function that can be use in 
hidden layer and output layer. This combination depending 
on the number of hidden layer and the number of transfer 
function that the users planned to use. This research uses 1 
hidden layer with 10 types of transfer function. Table 3 shows 
the examples of transfer function combination. The initial 
neural network parameter and simulation parameter is 
defined after the transfer function combination is generated. 
Table 4 shows the neural network initial parameters and table 
5 shows the simulation parameter. Neural network initial 
parameters specify the number of initial hidden nodes, 
training algorithm (selected from phase 1 of the framework), 
performance function and data partition setup. There 3 types 
of data used for simulation. Training dataset is used to train 
the network where the weight and bias is adjusted during 
training process. The validation dataset is used to validate the 
performance of the neural network. If the accuracy of 
validation dataset does not achieve the minimum accuracy 
desired by the user, the training process will be done again. 
The test dataset then will be used to evaluate the neural 
network model 
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Figure 2. Artificial Neural Network Parameter Tuning Framework 
  
 The simulation parameter will be set once the neural 
network parameter is defined. The simulation parameter 
includes initial optimum accuracy, accuracy decrement, 
hidden nodes increment, and iteration for phase 2,3 and 4. 
Initial optimum accuracy is the user’s desired validation 
dataset accuracy. Accuracy decrement is the decrement of 
optimum accuracy and iteration is the number of iterations 
per phase. Hidden nodes increment is the parameter used to 
increase the hidden nodes value and the maximum hidden 
nodes is the maximum value of increased hidden nodes. 
 In phase 2, every combination of transfer function is 
simulated based on the number of iterations specifies by the 
users. Any combination of transfer function that achieved the 
“optimum accuracy” will be stored in the array. Optimum 
accuracy however will be changed according to “accuracy 
decrement” if there are no combination of transfer function 
achieved optimum accuracy during the specified iteration. 
The new “optimum accuracy” is calculated using equation 
(1). 
ܱ݌ݐ݅݉ݑ݉	ܣܿܿݑݎܽܿݕ௜ 	
= ܱ݌ݐ݅݉ݑ݉	ܣܿܿݑݎܽܿݕ௜ିଵ
− ܽܿܿݑݎܽܿݕ	݀݁ܿݎ݁݉݁݊ݐ 
(1) 
 
 
 
 
Table 2: Initial Training Algorithm Parameter 
Hidden 
Layer 
Hidden 
Nodes 
Training Algorithm Transfer Function Iterati
on 1st Layer Output 
1 13 n. BFGS quasi-
Newton 
backpropagation 
o. Bayesian 
Regulation back 
propagation 
p. Conjugate 
gradient 
backpropagation 
with Powell-
Beale restarts 
q. Fletcher-Reeves 
Conjugate 
Gradient 
r. Polak-Ribiére 
Conjugate 
Gradient 
s. Gradient descent 
back propagation 
t. Gradient descent 
with adaptive 
learning rate 
back propagation 
u. Gradient descent 
with momentum 
v. Gradient descent 
with momentum 
and adaptive 
learning rate 
back propagation 
w. Lavenberg - 
Marquadt 
x. One Step Secant 
y. Resilient Back 
propagation 
z. Resilient Back 
propagation 
Log - 
Sigmoid 
Log - 
Sigmoid 
5 
    
 Where i is the current cycle of phase 2. The cycle will be 
repeated until the combination of transfer function that 
achieved “optimum accuracy” is found. After the phase 2 
completed, the simulation parameter will be reset to the initial 
value specify by the users. The phase 3 will be execute after 
the simulation parameter is reset and neural network 
parameter is updated. The updated neural network parameter 
consists of the combination of transfer function that achieved 
the optimum accuracy in phase 2 and the training algorithm 
obtained from phase 1. For the phase 3, the initial hidden 
nodes values are set according to the number of dataset input. 
If the optimum accuracy is not achieved during the specifies 
iteration, the number of hidden nodes will be updated using 
equation (2). 
 
ℎ݅݀݀݁݊	݊݋݀݁ݏ௝ 	= ℎ݅݀݀݁݊	݊݋݀݁ݏ௝ିଵ
+ ℎ݅݀݀݁݊	݊݋݀݁ݏ	݅݊ܿݎ݁݉݁݊ݐ 
(2) 
Table 3: Examples of transfer function combination 
1st Hidden Layer Transfer Function Output Layer Transfer Function 
Hard Limit Hard Limit 
Symmetrical Hard Limit Hard Limit 
Linear Hard Limit 
Saturating Linear Hard Limit 
Symmetric Saturating Linear Hard Limit 
Log-Sigmoid Hard Limit 
Hyperbolic Tangent Sigmoid Hard Limit 
Positive Linear Hard Limit 
Softmax Hard Limit 
Competitive Hard Limit 
Hard Limit Symmetrical Hard Limit 
Symmetrical Hard Limit Symmetrical Hard Limit 
. 
. 
. 
. 
. 
. 
Competitive Symmetrical Hard Limit 
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. 
. 
. 
. 
. 
. 
Hard Limit Competitive 
. 
. 
. 
. 
. 
. 
Softmax Competitive 
Competitive Competitive 
 
Table 4: Neural Network Initial Parameter 
Initial 
Hidden 
Layer 
Initial 
Hidden 
Nodes 
Training 
Algorithm 
Performance 
Function 
Data Setup 
1 13 Selected 
After Phase 
1 
Mean Squared 
Error 
1. Training Dataset 
2. Validation Dataset 
3. Test Dataset 
 
Table 5: Simulation Parameter 
Initial 
Optimum 
Accuracy 
Accuracy 
Decrement 
Hidden 
Nodes 
Incremen
t 
Maximum 
Hidden 
Nodes 
Iteration 
Phase 
2&3 
Iteration 
Phase 4 
90 5 10 100 50 1000 
 
 Where j is the current cycle of phase 3. However, the 
optimum accuracy is not achieved even though the number of 
hidden nodes has increased equal to the number of 
“maximum hidden nodes”, the optimum accuracy will be 
updated using equation (1) and the new cycle of phase 3 will 
be restarted until the optimum accuracy is achieved. Phase 4 
will be initiated once the optimum accuracy is achieved and 
the neural network parameters is updated with the optimum 
value of hidden nodes.  
 In phase 4, the neural network model using the 
parameters obtain in phase 1,2 and 3 will be simulated 
numerous times. Every iteration will be flagged with an 
“iteration identification” in order to find which iteration 
produce the best accuracy. Weight and bias for every iteration 
also is stored and flagged with “iteration identification”. 
After all iteration in phase 4 is completed, the algorithm will 
sort the results according to the validation dataset 
classification accuracy. The iteration identification will 
determine which iteration produce the highest accuracy of 
classification. The weight and bias of iteration with the 
highest classification will be extracted from the array. The 
neural network model with optimize parameters and the best 
weight and bias is simulated using test dataset for evaluation. 
The proposed framework uses two sets of heart disease 
data taken from UCI machine learning data repository. The 
Statlog dataset and Cleveland Heart dataset is used to 
evaluate the performance of proposed framework. The result 
of simulation then compared to the reported results published 
by the previous research. Dataset is partition into ratio of 80% 
for training, 10% for validation and 10% for testing.  
IV. RESULTS 
A. Parameter Tuning Result 
Table 6 shows the parameter obtain from the proposed 
framework while table 7 shows classification result of heart 
disease dataset. 
 
Table 6: Neural network parameter obtain by the proposed framework 
Dataset 
Training 
Algorithm Hidden Layer 
Hidden 
Nodes 
Transfer Function  
1st Hidden 
Layer 
Output 
Layer 
Cleveland 
Dataset 
Lavenberg 
- 
Marquadt 
1 33 Saturating 
Linear 
Linear 
Statlog 
Dataset 
Fletcher-
Reeves 
Conjugate 
Gradient 
1 23 Symmetrical Hard Limit 
Hyperbolic 
Tangent 
Sigmoid 
 
Table 7: Heart disease classification accuracy 
Dataset Training 
Dataset 
Validation 
Dataset 
Test Dataset Overall 
Accuracy 
Cleveland Dataset 91.1 80 100 90.9 
Statlog Dataset 90.7 81.5 92.6 90.0 
B. Comparison with Previous Research 
Table 8 and 9 shows the comparison of classification 
accuracy for Cleveland and Statlog dataset between 
previously proposed algorithm and the proposed framework. 
 
Table 8: Cleveland Dataset 
Algorithm Accuracy (%) 
Weighted Fuzzy [12] 57.85 
Attribute weighted artificial immune system [19] 82.59 
Artificial Immune System [19] 84.5 
Modified Artificial Immune System [20] 87.43 
IB1-4 [22] 50 
C5.0 Tree [21] 53.1 
J48 [21] 54.4 
DKP C [21] 57.6 
Random Forest [21] 58 
InductH [23] 58.5 
SVM C [21] 58.6 
RBF [22] 60 
FOIL [23] 64 
MLP [22] 65.6 
T2 [23] 68.1 
1R [23] 71.4 
IB1c [23] 74 
K* [23] 76.7 
Logistic regression [24] 77 
C4.5 [25] 81.11 
Naïve Bayes [25] 81.48 
BNND [25] 81.11 
BNNF [25] 80.96 
AIRS [23] 84.5 
AIRS [27] 84.5 
Fuzzy-AIRS-Knn based system [26] 87 
Artificial neural network (ANN) + Fuzzy neural network 
(FNN) [29] 
86.8 
Combining of linear kernel F-score feature selection and 
ANN [28] 
80.74 
Combining of RBF kernel F-score feature selection and LS-
SVM classifier [28] 
83.7 
SAS base-Neural networks ensemble [30] 89.01 
FDT [31] 77.55 
Structural least square twin support vector machine (S-
LSTSVM) [32] 
87.82 
Parameter Tuned ANN 90.9 
Table 9: Statlog Dataset 
Algorithm Accuracy (%) 
MARS-LR [14] 83.93 
Weighted Fuzzy [12] 62 
Fuzzy neurogenetic [15] 80 
ANN-FNN [16] 87 
CHAID [17] 76.6 
CRT [17] 76.6 
MLP [17] 83.3 
RBFN [17] 84.6 
ANFIS_LSLM [18] 76.7 
ANFIS_LSGD [18] 75.6 
IR [18] 71.4 
T2 [18] 68.1 
FOIL [18] 64 
RBF [18] 60 
InductH [18] 58.5 
Parameter Tuned ANN 90 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
103
V. DISCUSSION 
This paper proposed the artificial neural network 
parameter tuning for heart disease classification. The result 
shows that the proposed framework able to achieve high 
classification accuracy with the overall accuracy of 90.9% for 
Cleveland dataset and 90% of classification accuracy for 
Statlog dataset.  The proposed framework also outperforms 
previous proposed algorithm. The parameter obtain by the 
proposed framework is differ from each dataset. It shows that 
different dataset may have different set of optimal 
parameters. 
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Abstract— Forecasting is the process of making predictions of 
the future based on past and present data and most commonly by 
analysis of trends. In sales area, an accurate sales forecasting 
system will help the company to improve the customers’ 
satisfaction, reduce destruction of products, increase sales revenue 
and make production plan efficiently. Purnama Jati is a typical 
Jember souvenir place like “prol tape”, “pia tape”, “brownies 
tape” and so forth. Every day, sales on every outlet is uncertain so 
Purnama Jati repeatedly send to the outlets if the stock has run 
out. This research will focuse on “prol tape” cake, “pia tape” cake 
product as the research object. In this research we will use winter 
exponential smoothing as a forecasting method due to suitable 
character with the case.  
Keywords: forecasting, sales, purnama jati 
I.  INTRODUCTION 
Forecasting is the process of making predictions of the future 
based on past and present data and most commonly by analysis 
of trends[1]. A commonplace example might be estimation of 
some variable of interest at some specified future date. In sales 
area, an accurate sales forecasting system will help the company 
to improve the customers’ satisfaction, reduce destruction of 
products, increase sales revenue and make production plan 
efficiently[2].  
Purnama Jati is one of famous souvenir center in the city. 
Purnama Jati is a typical Jember souvenir place like “prol tape”, 
“pia tape”, “brownies tape” and so forth. Almost all Purnama 
Jati products are “tape” based. ”Tape” is a snack generated from 
the fermentation process of carbohydrate foods (cassava) as the 
substrate by yeast. Purnama Jati produces several products every 
day such as prol tape and pia tape because these two products 
are the best selling in the market. Then the products will 
distribute to all outlets. Every day, sales on every outlet is 
uncertain, so Purnama Jati repeatedly send to the outlets if the 
stock has run out. As a result, in a day Purnama Jati can perform 
several times production. Repeated production certainly waste 
time and money. This research will focus on “prol tape” cake, 
“pia tape” cake product as the research object. 
This research was conducted to produce the correct 
forecasting with case study at Purnama Jati souvenir center. In 
this case, we realize that there is a need of information. An 
information that figure the amount of “how much stock that they 
need?”. The stock is related with the question “how much the 
next product sold out?”. Based on this need, in this research we 
will do forecasting for the product sales.  
In this research we will use winter exponential smoothing as 
a forecasting method. We will try to forecast sales for the next 
day. By doing the forecasting, we will figure out how accurate 
are the method implementation to the Purnama Jati sales data 
pattern by calculating the percentage error. 
II. METHODS 
Sales data pattern on Purnama Jati are stationary (Fig.1), 
trend (Fig.2) and seasonal patterns (Fig.3). The stationary data 
is closely related to the statistical habits of data at a given time 
and this is often characterized by a constant probability 
distribution over time[3].  
Fig. 1. Stationary data pattern  
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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Stationary data moves on average data. Data may 
experience a gradual shift or a relatively higher or lower 
movement over a longer period of time. Data with these habits 
is called trend patterned data. Trend data is usually the result of 
long-term factors such as an increase or decrease in a particular 
character[4]. Seasonal data can be seen from the existence of 
repeating patterns in a row in a certain period[5]. Patterns 
formed by seasonal data can be a significant decrease and 
increase and fluctuate high. 
A. Winter Exponential Smoothing 
Winter Exponential Smoothing(WES) method is used for 
data patterns with movements that change following the season 
or trend[6]. This method is one of the popular methods used for 
seasonal patterned data. In addition to using the level / 
stationary factor and Winter method trends also use seasonal 
factors for each season[7]. Amrit Pal Singh, et al.[8] on their 
research comparing winter exponential smoothing with Moving 
Average, Single Exponential Smoothing, and Double 
Exponential Smoothing. The case studied is a shoe company 
where there is often a spike in demand or unpredictable 
demand. And the conclusion of this study after comparing the 4 
methods found that the Winter Exponential Smoothing method 
is suitable for data on case studies. In the method proposed by 
this winter, it is based on 3 (three) refinement parameters[6], i.e 
one for element, one for trend, and one for seasonal. 
ܣݐ = ஑ଢ଼୲ୗ୲ି୐ +(1− ߙ) (ܣݐ−1+ ܶݐ−1)  (1) 
ܶݐ = ߚ(ܣݐ− ܣݐ−1)+(1− ߚ)ܶݐ−1  (2) 
ܵݐ = ஓଢ଼୲୅୲  +(1−ߛ) ܵݐ−ܮ  (3) 
ܨݐ+݌=(ܣݐ+݌ܻݐ)ܵݐ−ܮ+݌  (4) 
At  = Smoothing Value 
α  = Smoothing Constant ( 0 < α < 1 ) 
Yt  = Actual value in t period 
β  = Smoothing constant for trend estimation ( 0 < β < 1 ) 
Tt  = Trend estimation 
γ  = Smoothing constant for seasonal ( 0<γ<1 ) 
St  = Seasonal estimates measured as indexes 
L  = Long season 
p  = Number of periods to forecast 
Ft+p = Forecasting results for p period 
B. Mean Absolute Percentage Error 
Mean Absolute Percentage Error (MAPE) is a calculation to 
measure the accuracy of the results of a forecasting method[9]. 
This method calculates the average absolute value of the 
percentage original data error with the data forecasting 
result(5)[10]. 
MAPE = ∑|ቀ
ಶ೟
ೊ೟ቁ∗ଵ଴଴
௡   (5) 
Et = Error Absolute Value 
Yt = Actual value  
n = Amount of data 
III.  RESULTS AND DISCUSSION 
MAPE value able to reflects accuracy level of a forecast. It 
is said to have very good accuracy if the MAPE value is less than 
or equal to 10%, has good accuracy if less than or equal to 20%, 
can be quite accurate if less than or equal to 30% and said less 
accurate if more than 30%[11].  
In this research the forecasting calculation based on last 7 
days data. WES method requires the parameter of number of 
seasons for each calculation, in this study the number of seasons 
used is 7 because the data provided is the daily data in one 
month. The calculation of forecasting using the WES Method 
required 3 constants i.e α, β, and γ. In the determination of the 
value of the constant must consider the constant value that has 
the smallest MAPE results.  
The constants α, β, and γ have the provision that 0 ≤ α 
≤ 1, 0 ≤ β ≤ 1, and 0 ≤ γ ≤ 1. And obtained the value of α, β
, and γ with the smallest MAPE value for 31 days for “Prol 
Tape Besar” product is α = 0.069, β = 0.78 dan γ = 0.01, for “Prol 
Tape Kecil” products are α = 0.23, β = 0.15 and γ = 0.01 and for 
“Pia Tape” is α = 0.03, β = 0.99 and γ = 0.01. According to sales 
forecasting MAPE from Table 1, 2 and 3 MAPE value is above 
20% and below 30%. 
TABLE 1. Sales Forecasting Results of "Prol Tape Besar" in October 2016 
Dates Yt (Actual) Ft APE 
1-Oct-16 227  
2-Oct-16 219  
3-Oct-16 156  
4-Oct-16 150  
5-Oct-16 135  
6-Oct-16 172  
7-Oct-16 249  
8-Oct-16 240 231 4 
9-Oct-16 243 229 6 
10-Oct-16 183 167 8 
11-Oct-16 138 167 21 
12-Oct-16 119 151 27 
13-Oct-16 152 191 26 
14-Oct-16 258 271 5 
Fig. 2. Trend data pattern 
Fig. 3. Seasonal data pattern 
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15-Oct-16 190 245 29 
16-Oct-16 302 228 24 
17-Oct-16 223 166 26 
18-Oct-16 132 165 25 
19-Oct-16 127 147 16 
20-Oct-16 173 186 7 
21-Oct-16 189 266 41 
22-Oct-16 0 232 100 
23-Oct-16 173 192 11 
24-Oct-16 153 123 20 
25-Oct-16 122 109 11 
26-Oct-16 77 89 16 
27-Oct-16 173 100 42 
28-Oct-16 144 140 3 
29-Oct-16 169 116 32 
30-Oct-16 92 109 18 
31-Oct-16 199 70 65 
  Mean 24 
 
TABLE 2. Sales Forecasting Results of "Prol Tape Kecil" in October 2016 
Dates Yt (Actual) Ft APE 
1-Oct-16 151  
2-Oct-16 166  
3-Oct-16 175  
4-Oct-16 119  
5-Oct-16 111  
6-Oct-16 120  
7-Oct-16 91  
8-Oct-16 151 140 8 
9-Oct-16 202 144 29 
10-Oct-16 119 156 31 
11-Oct-16 120 92 23 
12-Oct-16 99 85 14 
13-Oct-16 123 89 28 
14-Oct-16 158 69 56 
15-Oct-16 147 147 0 
16-Oct-16 187 160 14 
17-Oct-16 185 173 6 
18-Oct-16 118 120 1 
19-Oct-16 92 111 20 
20-Oct-16 89 114 28 
21-Oct-16 114 81 29 
22-Oct-16 0 145 100 
23-Oct-16 160 117 27 
24-Oct-16 98 128 30 
25-Oct-16 157 78 50 
26-Oct-16 73 88 21 
27-Oct-16 93 90 3 
28-Oct-16 105 68 35 
29-Oct-16 238 124 48 
30-Oct-16 95 172 81 
31-Oct-16 176 162 8 
  Mean 29
 
TABLE 3. Sales Forecasting Results of "Pia Tape" in October 2016 
Dates Yt (Actual) Ft APE 
1-Oct-16 69  
2-Oct-16 102  
3-Oct-16 79  
4-Oct-16 40  
5-Oct-16 55  
6-Oct-16 64  
7-Oct-16 74  
8-Oct-16 62 70 13 
9-Oct-16 88 104 18 
10-Oct-16 68 80 18 
11-Oct-16 50 40 19 
12-Oct-16 88 56 36 
13-Oct-16 96 68 29 
14-Oct-16 94 83 12 
15-Oct-16 63 80 27 
16-Oct-16 118 121 3 
17-Oct-16 72 96 34 
18-Oct-16 39 49 27 
19-Oct-16 54 69 27 
20-Oct-16 62 80 29 
21-Oct-16 73 91 25 
22-Oct-16 0 84 100 
23-Oct-16 83 116 40 
24-Oct-16 67 85 26 
25-Oct-16 65 40 38 
26-Oct-16 47 54 16 
27-Oct-16 58 60 3 
28-Oct-16 75 66 12 
29-Oct-16 57 58 1 
30-Oct-16 68 82 100 
31-Oct-16 92 59 36 
  Mean 29 
 
Based on the forecasting result of 3 products Purnama Jati 
(Prol Tape Besar, Prol Tape Kecil and Pia Tape) in October 
2016, the WES implementation is quite accurate. Can be seen in 
Tables 1, 2 and 3, MAPE values of three products, Prol Tape 
Besar: 24%, Prol Tape Kecil : 29%, and Pia Tape: 29%. 
However, there are some data whose error value is greater 
than 30% and the forecasting results for the data are said to be 
inaccurate. This happens because of a spike in data changes that 
are too high and do not match the pattern. Thus causing chaos 
on forecasting calculations. Data changes occur because of 
things that can not be determined. In this case, we analyse deeper 
on the field. To figure out what happened. And we found out that 
the possibility of data changes occurs due to holiday outlets or 
due to declining sales. 
IV. CONCLUSION 
It can be inferred that implementation of WES methods for 
this case (daily data) is quite accurate. It is indicated by the 
results of MAPE calculations on all product categories between 
20%-30%. This happens because there are some data whose 
error value is greater than 30% and the forecasting results for the 
data are said to be inaccurate. Another problem is the limitation 
from this research is data availability. Purnama Jati only 
provides data in one month. The data obtained in this study is 
too small. It is highly recommended to use more complete data. 
By using more complete data it is possible to produce more 
accurate forecasting results. 
However, the decision to use WES as forecasting method in 
this case is suitable with the case character (stationary, seasonal 
and trend data patterns). It is compared with Single Exponential 
Smoothing that just accommodate stationary data and Double 
Exponential Smoothing for stationary and trend data pattern. 
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Abstract— Information Systems is one of the existing study 
program at Telkom University that has produced many 
graduates since it was established in 2008. However, not all 
graduates produced successfully completed the study period 
during the four years of normal study. The percentage of 
graduates on time has some decline between the target and the 
achievement of the study program. From academic year 
2014/2015 to 2016/2017 decrease annually about 1% every 
year, which is it becomes problems for the credibility and 
existence of study program and also for academic planners 
who may have an impact on accreditation assessment process 
of the study program when it is audited. One of the efforts that 
can be done by the study program to increase the students on 
time graduation rate is by making decision support system 
dashboard that giving early warning to the lecturer or the head 
of the study program if there are students who are predicted 
not to graduate on time. By using the C4.5 algorithm to 
perform the data analysis by looking at the causes of student’s 
graduation time and pureshare methodology to perform 
dashboard development method. The result of this study is a 
prototype of decision support system dashboard, because there 
are lack of analysis in decision making and the dashboard only 
showing information and temporary prediction. The data 
model that used on this research is labeling data that has been 
processed using C4.5 algorithm and data that has been through 
data cleansing process using Pentaho Data Integration. This 
prototype is expected to be used as a reference base to support 
academic planners in order to make this application run with 
real time data. 
Keywords— early warning, dashboard, decision support 
system, student’s graduation target 
I. INTRODUCTION 
The graduation rate of students is very important for an 
university especially for the study program, because it will 
affect the credibility and existence of the study program. 
Information System is the one of study program at Telkom 
University that has 62% graduation rate on time. This 
certainly needs to be evaluated, as improvements in 
graduation rate on time are also assessed as improving the 
quality of the study program. But there are no valid data to 
determine the cause of the graduation rate is not timely, and 
there is no system that can present the graduation rate data 
and systems that help the head of study programs and 
lecturers to making a decision for students so they can 
graduate on time. The official website of Information 
System Telkom University [1] explained that graduation 
graph of Information Systems students from 2011 to 2015 
are increased as shown in Fig. 1. The x-axis is describe the 
students school year and the y-axis is describe the number of 
student who graduated on time. 
 
 
 
 
Fig 1 Graph Students Information System Graduation 
 
The graduation of student information system is 
determined by many factors, such as academic record 
information, attendance and achievement. But from the 
graph above, graduation data is calculated not only from 
graduates on time. The annual report of Information 
Systems Program shows that the on time graduates each 
year decreased by 1% from 2014/2015 until 2016/2017. The 
decrease is seen based on comparison of target and 
achievement of Information System program. But in 
2017/2018 there was an increase of 0.2% with a percentage 
of 62% in this year. There are several factors that can affect 
student’s graduation time. Based on previous academic 
records, the researchers conducted an analysis to determine 
factors that may affect students in achieving on time 
graduation and design a business intelligence dashboard that 
used by head of study program and lecture of Information 
System as an early warning system of student graduation 
target. In this study, the dashboard is developed by using 
pureshare dashboard development method.  
In order to identify the user requirement, define the key 
metric, and design the dashboard layout the researchers 
conducted an interview to the head of study program. The 
researcher using the previous research to collect data 
through academic data records of Information system 
student from 2009 to 2016. Based on the data of previous 
research, the criteria that affect student’s graduation on time 
are GPA score on 4th Semester, senior high school, the 
parent's job, the parent's income, selection path, number of 
credits and SAT points. SAT (student activities transcript) 
points are obtained from organizational activities that 
students take as a condition for graduation. But, GPA 
(Grade-Point Average) is the most influential criterion in 
student on time graduation.  
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II. THEORY AND RELATED WORK 
A. Business Intelligence (BI) 
     Business intelligence is a set of methodologies, 
processes, architectures, and technologies that convert raw 
data into meaningful and useful information used to foster 
strategic insight and strategic, tactical, and operational 
effective decision making [2]. The result is a wealth of 
information and leads to the development of new 
opportunities for the organization. If these opportunities are 
identified, and strategies implemented effectively, BI can 
give the organization a competitive advantage in the 
marketplace. 
There are five dimensions of data quality in BI. First 
completeness that ensures availability of all required 
information. Second, consistency that ensures uniformity of 
information in a table. Third, validity that ensures the 
correctness of information. Fourth, accuracy that ensures 
data can be trusted and in accordance with objects in the real 
world. And the last is integrity that ensures that data are 
inter-related so as to reduce data duplication rates. 
B. Decision Support System (DSS) 
Decision support system is a computer-based system that 
helps users in assessing and selecting activities. DSS 
provides data storage and retrieval but to improve traditional 
access and retrieval function, DSS provides support to 
create reasoning-based models[3]. Decision support systems 
can present graphical information and may include artificial 
intelligence [4]. The decision support system was first used 
as a Marketing Decision Support System (MDSS), which is 
as a collection of data, systems, tools and technologies 
coordinated with software and hardware whereby 
organizations collect and interpret information from 
businesses and the environment and transform it into the 
basis of marketing actions [5].  
According to [4] there are five models of decision 
support systems, that are communication model, data model, 
document model, knowledge model, and DSS driven model. 
The communication-based DSS model are targeted to 
internal teams including partners to produce a set of 
decisions to implement a strategy or solution. The most 
common technology used by this DSS model is web based 
or client server [4]. The data-based DSS model is 
emphasizes access and manipulation on the internal and 
external data in real time to fit the needs of the decision 
maker. This DSS model is used to run database queries or 
data warehouses to look for specific answers for specific 
purposes. Data-based DSS is usually created through the 
main frame system, client server link or via the web [4]. The 
document-based DSS model uses computer storage and 
processing technology to provide document retrieval and 
analysis. The used documents such as text documents, 
spreadsheets, and database records to generate decisions and 
manipulate information to improve strategy. The usual 
technology used to prepare such decision support systems is 
through web or client server systems [4]. The knowledge-
based DSS model can recommend actions to managers to 
provide management advice in order to choose a product or 
service. Typical technologies commonly used to set up such 
this model can be client server systems, web, or software 
running on stand-alone PCs [4]. The DSS-driven model are 
emphasizes access, optimization manipulation and 
simulation on the financial side. This model are complex 
systems that help to analyze decisions or choose between 
different options. The DSS-driven model generally does not 
require a large database, because it uses only limited data 
and parameters to assist decision makers in analyzing a 
situation [4]. 
     The model that used in this research is knowledge model 
because the aim of this research is to provide management 
advice in order to choose a decision. And the DSS 
knowledge-based also can recommend any actions to 
managers. 
 
C.   Dashboard 
The term of dashboard refers to the display of one-page 
information used to monitor what is going on in some 
aspects of the business. The dashboard shows key data that 
users must use efficiently to monitor what's happening in 
their area of responsibility. Generally, dashboards are used 
to monitor information on a daily basis, but some jobs 
require a dashboard to be monitored in real time as 
monitored activity is currently happening so delay in 
responding cannot be tolerated. The dashboard can be very 
useful because it has two capabilities, namely the visual 
power and the dashboard way to integrate everything the 
user should remember into one screen even though it is very 
complex [9]. There are several types of dashboard, namely:  
1. Strategic dashboards provide information about the 
system in general and identify potential benefits for the 
system. This dashboard does not provide detailed 
information about what to do to make decisions, but 
this dashboard helps users identify future benefits for 
further analysis.  
2. Analytical dashboards provide users with information 
about what might happen in the future using old data 
compared to various variables. Analytical dashboard 
gives more detail information than strategic dashboard 
and operational dashboard.  
3. Operational dashboard is used to monitor the current 
operational conditions. This kind of dashboard needs 
to be updated in a short time, even real time. 
 
There are several things to avoid in designing the 
dashboard such as too complicated information, too many 
warnings, indistinguishable warning, the visual that too big 
and bassist, inappropriate visual interpretation, 
incompatibility between information and visual 
representation, expression of indirect action, and the 
context are not enough. 
In addition, to design an effective dashboard required 
some principles and positive practices, including using 
something that can blink and sound to attract attention, 
encourage users to active for thinking about data, not just 
passive reactions to alarm, not over-automate the action to 
the point where people become uninvolved, provide simple 
and easy way to respond and an overview for the entire 
team, support projection for proactive responses, and match 
the mental model 
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D.   Pureshare 
Pureshare is one of the dashboard development 
methodologies developed by pureshare vendors. This 
method aims to facilitate projects related to the 
measurement and management of organizational 
performance [6]. In the pureshare development method, the 
steps taken are planning and design that understanding of 
user needs and identifying what features will be used on the 
dashboard. After the user need are identified, the next step is 
review the system and data to applying a bottom-up 
approach, such as identification of data sources, how to 
access data, and the size of a data. After the user needs and 
the data sources are identified, then the prototype design 
step is perform to apply a top-down and bottom-up approach 
together to provide an overview of the final look of the 
dashboard. After the prototype has a final look, the 
prototype are reviewed by potential users and perform 
development according to user needs on prototype 
refinement step. After the prototype is match with the user 
needs, the dashboard is implemented on the organization 
and socialize use through training in release step. The last 
step is continuous improvement to keep the quality of the 
dashboard, the dashboard must be developed in various 
areas of the organization repeatedly. 
 
E.    C4.5 Algorithm 
Algorithm C4.5 is one of the algorithm used to perform the 
process of data classification by using decision tree 
technique. Algorithm C4.5 is the development of ID3 
algorithm which is also an algorithm to build a decision tree. 
The C4.5 algorithm recursively visits each decision node, 
chooses optimal branching, until no more branches are 
possible [7]. 
The steps in building the decision tree using the C4.5 
algorithm are as follows [8]: 
1. Prepare training dataset. Training datasets are usually 
obtained from pre-existing data history and have been 
grouped into specific classes. 
2. Specifies the root attribute of the decision tree.  
3. Create a branch for each attribute. 
4. Divide the case in the branch. 
5. Repeat the process for each branch until all the cases 
on the branch have the same class.  
6. The decision tree partition process will stop when: 
a. All records in node N get the same class. 
b. No attributes or variables in the record are 
partitioned again. 
c. No record in the empty branch. 
 
F. Related Work 
Researchers used the C.4.5 algorithm to obtain criteria 
based on the case studies being conducted. Before the 
researchers used this method there is some evidence that has 
been done by other researchers.  
Based on the results of research that has been done by 
David Santiago Rivera & Graeme Shanks [9], in their 
journal entitled “A Dashboard to Support Management of 
Business Analytics Capabilities” shows that the successful 
business analysis capability management are supported by 
the dashboard prototype. The dashboard has a potential 
capability to significantly improve the decision support 
infrastructure within the organization.  
And the other result of research that conducted by 
Adolfo Crespo Marquez & Carol Blanchar [5], in their 
journal entitled "A Decision Support System (DSS) For 
Evaluating Operations Investments in High-Technology 
Business" shows that decision support systems using 
dynamic simulation system models greatly enhance the 
analysis of go-to-market strategies, as they can integrate 
customer knowledge with simulations to analyze tradeoffs 
of expenditure in service features, support, integration, 
channel incentives, pricing, and advertising. 
By the experiments that conducted by other researchers 
above, the dashboard decision support system is helpful to 
improve the organization values. So it can be applied to 
predicting the students graduation time at Information 
System study program. 
III. METHODOLOGY 
The methodology that used on this research is pureshare 
methodology that have four steps, there are plan and design, 
system and data review, prototype refinement and release. 
At the plan and design stage, the KPI (key performance 
indicators) of the organization are identified to be improved, 
then identify the type of dashboard along with its user group 
and identify the meta information from KPI that has been 
made. Meta-information here in the form of factors that 
affect student graduation time. Then at the review system 
and data stage, the data source to be used are identified, then 
performs analysis to the data that has been obtained, then 
data cleansing are performs that can produce the expected 
information. After the KPI are identified and the data are 
“clean”, the design of the dashboard prototype can be made 
at prototype refinement stage. Then the prototype will be 
reviewed periodically and there will be renewal dashboard 
until the dashboard prototype is approved by the user. Once 
the dashboard prototype is approved by the user, the 
dashboard will be implemented to the user at release stage 
as shown in Fig. 2. 
 
Fig. 2. Pureshare Methodology 
 
In this study, we used data records of students from 2009 
to 2012 which is not the data of students who are “drop-out” 
or “resign” that obtained from the SISFO of Telkom 
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University. The raw data will be divided into two parts as 
follows: 
1. Training set: data are used in the system training 
process and consists of input data pair and target data. 
From the total data obtained, 70% - 80% part will be 
used as training data. 
2. Testing set: data are used to test the ability of the 
system and also consists of input data pair and target 
data. Data testing used amounted to 20% -30% of the 
data obtained. 
 
The C4.5 algorithm is performed at “Identify the data 
sources” step on Fig. 2. The C4.5 algorithm train the set by 
calculating the gain ratio for all attributes that have been 
determined before, then select with the highest gain ratio to 
be the root node. And repeat the gain ratio calculation 
process and form a node that contains the attribute until all 
data has been included in the same class as shown in Fig 3. 
 
 
Fig. 3. Flowchart of C4.5. Algorithm 
IV. RESULT AND ANALYSIS 
A. Study Case Analysis 
In this case, the researcher uses academic record data 
(SISFO) Telkom University and questionnaires to expert 
judgment. Based on the academic record, the researcher 
divides into 7 criteria: GPA (Grade-Point Average) on 4th 
Semester, senior high school, the parent's job, the parent's 
income, selection path, number of credits and SAT (Student 
Activities Transcript) amount of points. Data processing is 
done based on academic record data from 2009 to 2012. 
There are 600 students who graduated on time. the 
percentage shown in the data of the annual report of 
Information Systems is 62%.  
 
B. Dashboard Design 
1. Prediction page 
The dashboard on Fig. 4 are consists of multiple bar 
chart that show the prediction of student’s graduation level 
and the target of on time student’s graduation. The yellow 
bar is describe the prediction of student’s graduation and the 
blue bar is describe the target of student’s graduation. The 
card view are used to inform the prediction of total student 
that may graduate on time, total student that may graduate 
not on time, total of the student that ever have a remedial on 
a subject, and the name of subject that most repeated. Beside 
the bar chart, there are the top 10 of subject that most 
repeated.  
 
 
Fig. 4. Prediction page 
 
When the prediction of students who graduated late 
card in the pressed, it will appear the name of student 
students who predicted to pass late with a grade 2 GPA of 
the student, as shown in Fig. 5. 
 
 
Fig. 5. Prediction of students who graduated late 
 
When the prediction of students who graduated on time card 
on tap, it will appear the name of student students are 
predicted to graduate on time along with a grade 2 GPA 
from the student, as in Fig. 6. 
 
Fig. 6. Prediction of students who graduated on time 
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When the user presses one of the student's graduation 
prediction graphs, the user will go to the student's 
graduation prediction page that is grouped by class 
according to the student school year, as shown in Fig. 7.  
 
Fig. 7. Prediction of student’s graduation that grouped by student school 
year 
 
When the user presses the predicted graph of a student's 
graduation of a class, the student's graph will appear late and 
timely according to the pressed class, as shown in Fig. 8. 
 
Fig. 8. Prediction of student’s graduation that grouped by class 
 
2. Student’s Performance Page 
This page provides information on the performance of 
classes each semester grouped by force. This page is only 
accessible by caps. This graph contains data in the form of 
average grade GPA each semester. This graph provides 
users with significant increase / decrease in student 
performance in the third semester. This page is expected to 
be a reference for head of study program in analyzing the 
cause of student performance drop in third semester as 
shown in Fig. 9. 
 
Fig. 9. Prediction of student’s graduation that grouped by class 
 
3.  Most Repeated Subject Page 
This page displays the 10 frequently repeated courses 
in each class. This page is only accessible by caps. To view 
details of each course, the user can press the desired course 
chart. With this page is expected to give head of study 
program action to the courses that are predicted to reduce 
the number of graduated on time students as shown in Fig. 
10. 
 
Fig. 10. Prediction of student’s graduation that grouped by class 
 
4. Testing 
The testing method that used for this research are 
unit testing and usability testing that perform by user 
using Likert scale for the measurement method. The 
unit testing is performed by programmer to find bugs of 
the application. And the usability testing is performed 
only by head of information system study program, 
because this application is only used by that user. The 
usability testing is divided into two categories they are 
user interface and functionality.  
The result of unit testing is there are no bugs found 
in unit testing. And the result of the usability testing can 
be seen in Fig. 10.  
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Fig. 10. Usability testing result 
 
Based on Fig. 10, user is satisfied with the user 
interface but less satisfied for the functionality to support 
the decision making. 
V. CONCLUSION 
Based on this research can be concluded this dashboard 
design is just a prototype, because there are lack of analysis 
in decision making and the dashboard only showing 
information and temporary prediction. The data model that 
used on this research is labeling data that has been processed 
using C4.5 algorithm and data that has been through data 
cleansing process using Pentaho Data Integration. 
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Abstract—Celebrity endorsement is a phenomenon in which 
companies advertises their products by using celebrity services, 
and celebrities take advantage of their popularity to promote a 
brand or product of the company through social media. In this 
study, KFC did a celebrity endorsement to make their menu 
more popular. KFC choose to work with Raditya Dika to 
promote their latest menu, KFC Salted Egg Chicken. This study 
will examine whether in such cases there is a change in public 
sentiment towards the product after the celebrity endorsement. 
It can be done using text mining and sentiment analysis. There 
are several algorithms that can be used to perform sentiment 
analysis, one of them is Support Vector Machine. Support 
Vector Machine (SVM) was chosen because this method is quite 
accurate in various studies. SVM also takes into account various 
features of the document, including features that often do not 
appear on the document, so it can reduce the loss of information 
from the data. The data used in this research are taken from 
YouTube and Twitter comment about KFC Salted Egg Chicken. 
Several step was done in this sentiment analysis research, that 
are preprocessing text, feature extraction, classification, and 
evaluation. The result model is tested and evaluated before and 
after endorsement by looking at the value of accuracy, precision, 
recall, and f1-measure. The test result of accuracy, precision, 
recall, and f-measure before endorsement were 67,83%, 69%, 
68%, and 66%. After the endorsement, the test results were 
74.06%, 74%, 74%, and 74% respectively. The results of this 
study indicate that SVM has an accurate measurement in 
sentiment analysis studies. Moreover, this study found that 
there was not significant change in public sentiment regarding 
the product before and after the celebrity endorsement. 
Keywords—sentiment analysis, celebrity endorsement, social 
media, text mining and support vector machine 
 
I. INTRODUCTION 
Celebrity endorsement is a phenomenon in which a 
company advertises its products by using celebrity services, 
where the celebrity exploits its popularity to promote a brand 
or product of the company. By celebrity endorsement, it is 
expected that new products can be accepted and responded 
positively by society. 
Kentucky Fried Chicken (KFC) is a famous fast food 
restaurant company in Indonesia. Fried chicken is the main 
menu of KFC. There are several variations of KFC food menu, 
one of the variations of the menu is KFC salted egg fried 
chicken, which is fried chicken with salted egg sauce. KFC 
salted egg chicken is one of the KFC products themed Taste 
of Asia. The taste of salted eggs was chosen because according 
to a survey conducted by KFC, the taste of salted egg is one 
of the five most popular flavors in Asia [1]. This menu was 
launched on February 1, 2018. Since this product was 
released, this product is reaping controversy on food lovers 
because of its unique taste. There are various responses to this 
product, some people like it, some people dislike it, and some 
people feel neutral about it. 
Two weeks after the new menu was launched, KFC 
endorsed Raditya Dika to promote the menu. Raditya Dika is 
one of the famous celebrities among young people. He is a 
writer and also a social media influencer. KFC and Raditya 
Dika held a contest to make video about review of the new 
menu. The winner that chosen by him would get a meal 
voucher at KFC for fifty thousand rupiahs and will also 
collaborate with Raditya Dika to create video content. This 
contest encourages people to buy and review the food. 
However, the effect of celebrity endorsement is unknown 
regarding  public opinion about KFC Salted Egg Chicken. The 
tendency of public sentiment can be known by sentiment 
analysis. Sentiment analysis is an approach to classify 
opinions digitally. Sentiment analysis, also known as opinion 
mining, is the field of research to analyze sentiments, 
evaluations, judgments, attitudes, and emotions on entities 
such as products, services, organizations, characters, topics, 
and attributes of the entity [2]. Sentiment analysis is often 
done by various companies to find out whether the product 
and brand companies have positive or negative responses in 
communities. Moreover, sentiment analysis can be used to get 
criticism and suggestions from the public on a product or 
brand. 
Public opinion about a product or brand can be taken from 
text on social media. Social media is an internet-based 
application built on the ideology and technology of Web 2.0, 
which allows users to create content and exchange the content 
with other users [3]. People use social media as a means to 
review and discuss various topics, including on food reviews. 
This research uses the YouTube and Twitter as a source of 
data to explore public opinion. YouTube is choosen as the 
source of opinion in this study because according to Statista’s 
research in the third quarter of 2017[4], YouTube is the most 
popular social media in Indonesia. YouTube was originally a 
platform for uploading videos, but now the platform has 
evolved into social media, as it supports users to interact and 
conduct social activities, such as commenting, rating, etc. The 
next data source is Twitter, the seventh most popular social 
media in Indonesia according to Statista in 2017. The number 
of Twitter users in Indonesia is quite big. Indonesia is a 
country with the most users of twitter in Asia Pacific. Every 
year, the number of Twitter users in Indonesia are always 
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increase. Twitter was choosen because of the popularity and 
growth of its users. 
After obtaining social media data sources, a text 
classification using machine learning is done. The algorithm 
used in this research is Support Vector Machine (SVM). SVM 
was choosen because it considered quite accurate in various 
studies. For example, on the comparison of the Deep 
Recurrent Neural Network algorithm with Support Vector 
Machine on sentiment analysis based on aspects of Arabic 
hotel reviews [5]. SVM was rated better than Deep Recurrent 
Neural Network. In addition, the SVM considers in various 
features of the document, including a few frequency 
accurance features. This ability can reduce the loss of 
information from the data. 
 
II. LITERATURE REVIEW 
A. Celebrity Endorsement 
Celebrity endorsement is one of the advertising strategies 
in which a company advertises its products by using celebrity 
services [6]. Celebrities use their popularity to promote the 
product to the wider community. Promotion is considered to 
help company to create a positive image or perception to their 
consumer towards a brand or product [6]. However, this 
method is considered very expensive. The effectiveness of 
celebrity endorsement in several studies has an impact on 
consumer perceptions of the product. A study of consumer 
behavior examines the effect of celebrity endorsement on 
consumer buying interest and consumer responses to a 
particular product advertised by television [7]. This study uses 
quantitative methods in which the researchers analyzed the 
results of questionnaires from 200 respondents from various 
students from various universities. The results of this study 
indicate that there is influence of celebrity endorsement to 
public buying interest. According to the results, celebrity 
endorsement is more attractive than conventional 
advertisement. Most consumers involved in the study said 
they would buy products promoted by celebrities. Some of the 
factors that make celebrity endorsement more appealing are 
the physical attraction of celebrities, credibility, and the 
alignment of celebrities with promoted products. These 
factors affect consumer perceptions of a product. 
 
B. Sentiment Analysis 
Sentiment analysis or also referred to opinion mining is a 
field of research to analyze opinions, sentiments, evaluations, 
judgments, attitudes, and emotions on entities such as 
products, services, organizations, figures, topics, and 
attributes of these entities [8]. 
In the study [9] performed sentiments of analysis on 
television shows via Twitter using Support Vector Machine 
and Genetic Algorithm as Feature Selection Method. The 
study calculated the rating of television shows using sentiment 
analysis. The dataset used is a tweet of 160, divided into 80 
positive tweets and 80 negative tweets. Five experiments were 
conducted with the ratio of training data and data testing as 
follows: 90:10, 80:20, 70:30, 60:40, and 50:50. The research 
process begins by taking a tweet, then do preprocessing. Then 
the vector term presence is performed. After that, the feature 
selection is done using genetic algorithm. After that, done 
classification with Support Vector Machine algorithm and 
television ratings calculation. Accuracy without feature 
selection in five experiments is about 90.5%. The accuracy 
with feature selection approximates accuracy without feature 
selection, with an error value of 0.62%, except in the first 
experiment. The first experiment with feature selection, with 
training data ratio 90:10, yielded 87.5% accuracy. The result 
of comparison of television ratings rating based on AGB 
Nielsen rating and by using sentiment analysis is not much 
different. Calculation with sentiment analysis has an average 
error value of 0.562 on AGB Nielsen rating. 
There are several approaches in classifying sentiment 
analysis. Broadly speaking, the approaches are [9]: 
• Machine learning approach 
Broadly speaking, the machine learning approach relies on 
machine learning algorithms to be able to perform 
sentiment analysis. This algorithm is used to classify texts 
that have linguistic features. Algorithms commonly used 
in this approach are Naive Bayes, Neural Network, 
Support Vector Machine, Decision Tree, and so forth. 
• Lexicon based approach. 
Broadly speaking, the lexicon based approach is done by 
counting the total weight of positive and negative words 
on a document or sentence to determine whether the 
document or sentence has positive or negative sentiments. 
C. Support Vector Machine 
Support Vector Machine is one of machine learning 
algorithm. The algorithm was discovered by Vapnik, et al, in 
about 1960s [10]. Currently support vector machine is often 
used and is one of the basic algorithms learned in learning 
machine learning process. 
The support vector machine algorithm is basically aimed 
at finding the best hyperplane to separate the two different 
classes [11]. Hyperplane maximizes the margin between the 
closest positive and negative class data from the hyperplane. 
The closest data of the hyperplane is called support vector 
[12]. The Support Vector Machine algorithm, in the context 
of natural language processing, will classify words, phrases, 
or sentences into categories based on the feature set [13][14]. 
The entered data will be mathematically transformed by using 
the kernel function, where this kernel function will create 
linear separation of data from various categories [13]. 
 
III. RESEARCH METHODOLOGY 
A. Conceptual Model 
In this research sentiment analysis is developed to examine 
the effect of celebrity endorsement on public sentiment by 
using SVM and had an evaluation phase by doing scenario 
testing. This research is based on the problem formulation of 
whether celebrity endorsement affects the public sentiment of 
the product, especially in the case of KFC salted egg fried 
chicken. The environment in this research consists of celebrity 
and social media technology. 
The basic knowledge used in this research are sentiment 
analysis and SVM algorithm. Text mining methodology is 
also implemented in this research (Fig 1). 
B. Methodology 
This research methodology is divided into three stages: 
problem and solution identification stage, sentiment analysis 
stage using SVM, result analysis and conclusion stage. 
• Problem identification stage. 
The problem identification and solution stage begun by 
doing problem identification, followed by a literature 
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study, case study, and algorithm selection. The next 
process is solution identification. The next process is the 
identification of research objectives, followed by the 
identification of research benefits. The last is problem 
scoping. 
 
 
Fig. 1 Conceptual Model 
 
• Sentiment analysis stage 
Sentiment analysis stage using the SVM algorithm, began 
with the data collection [14]. The data collected was 
obtained from Twitter and YouTube comments from 
several videos related to case study. After the data 
obtained, the preprocessing data, i.e. the process of 
cleaning the data before the text classification is 
performed. In this process there are four main activities 
performed: punctuation removal, stop words removal, 
tokenization, and stemming. Stop words removal is the 
process of removing the words that have no significant 
meaning [15]. Tokenizing is the process of breaking 
sentences into words. Stemming is the process of 
restoring word into its basic form. The next process is 
extract features from the data. In the feature extraction 
process, the frequency of word occurrence is calculated, 
and comments are converted to vector form. Then, the 
next process is the classification of sentiment using the 
SVM algorithm. In this process carried out two activities, 
namely training data and testing data. The next process is 
checking the accuracy of machine learning. Python 
programming language is used in this research. 
• Result analysis and conclusion stage 
The third and final stage of this research is the result 
analysis and conclusion stage. In this stage, evaluation 
and analysis of classification results are performed. Then 
conclusion and suggestion from this research is obtained. 
 
C. Dataset 
The dataset used in this study are YouTube user's 
comments and tweets from Twitter that related to the topic of 
discussion, which is about KFC salted egg chicken. The 
comments are taken using open source tools. Then the 
comments are put together in a file with csv format. Then the 
comments that have been collected are separated according to 
the date - before and after February 18, 2018. The parameters 
used in this study are comments only. Once the data extracted, 
we labeled the comments based on their sentiments. The data 
label consists of positive, negative, and neutral. 
 
IV. RESULT AND ANALYSIS 
The dataset contains comments before and after their 
celebrity endorsement was split into ratio of 75:25. Data is 
divided randomly. The amount of dataset of comments before 
celebrity endorsement is 458. Total amount of data training is 
343 and total amount of data testing is 115. The amount of 
data in the dataset of comments after the celebrity 
endorsement is 737. After divided, total amount of data 
training is 552 and the total amount of data testing is 185. The 
feature with the highest value in comment dataset before 
endorsement can be seen in the following figure 2. 
 
Fig. 2 Feature with Highest Value on Dataset Comments 
Before Endorsement 
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While the feature with the highest value in the comment 
dataset after the endorsement can be seen in Figure 3.  
 
Fig. 3 Feature with Highest Value in Comment Dataset 
After Endorsement 
 
Details of the amount of data testing based on 
manual data labeling are as follows (table 1): 
 
TABLE I Details of the amount of data testing 
Periode Positive Negative Neutral Sum
Before 
endorsement 
26 27 62 115
After 
endorsement 
43 73 69 185
 
 The number of comments and tweets analyzed using SVM 
in the period before celebrity endorsement was 115 with 
details of 14 positive comments, 19 negative comments, and 
82 neutral  comments. While the number of comments in the 
period after celebrity endorsement was 185, with details of 33 
positive comments, 78 negative comments, and 74 neutral 
comments (Fig 4).   
 
Fig. 4 Total amount of comments and tweets 
 
 Details of sentiment proportions before celebrity 
endorsement were 71% neutral, 17% negative, and 12% 
positive. The proportion of sentiments in the period before the 
celebrity endorsement is illustrated in figure 5. 
 
Fig. 5 Sentiment proportions before celebrity endorsement 
 
 While the details of sentiment proportions after celebrity 
endorsement were 40% neutral, 42% negative, and 18% 
positive. The proportion of sentiments in the period after the 
celebrity endorsement can be illustrated in figure 6.  
 
Fig. 6 Sentiment proportions after celebrity endorsement 
 
Based on the illustration, we can see that there was a 
sentiment shift between the two periods. Prediction results in 
the period before celebrity endorsement showed that the 
sentiments on KFC Salted Egg Chicken products were neutral. 
This prediction caused by not many people who tried the 
product in the period before the celebrity endorsement. Most 
commentators ask whether the product is tasty or not. In 
addition, there were neutral comments that said that the 
product is ordinary and had no strong feeling towards it. 
Prediction results in the period after celebrity endorsement 
as shown in Fig. 6 showed that most of the sentiments on KFC 
salted egg chicken products were negative. Most 
commentators say they dislike the product. In addition, there 
was a shift in the proportion of neutral sentiments, it can be 
assumed that already many people had tried the product. 
This result showed that the celebrity endorsement of KFC 
salted egg chicken product by Raditya Dika affected product 
sentiment. Based on predicted results from both periods, we 
can see that there is a tendency for greater negative sentiment 
toward the product than positive sentiment. This is more likely 
caused by the number of comments that dislike the product is 
more than the number of comments that likes the product. 
 Based on this research the accuracy of SVM algorithm in 
the dataset before celebrity endorsement is 67.83%. 
14
33
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Sentiment Before Celebrity Endorsement
Positive
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Evaluation of SVM algorithm in dataset of comments before 
celebrity endorsement is as follows. 
TABLE II Evaluation of SVM algorithm on dataset before 
celebrity endorsement 
Label Precision Recall F1-score
Positive 0.48 0.41 0.48
Negative 0.67 0.89 0.76
Neutral 0.86 0.46 0.60
Average 0.69 0.68 0.66
 
 The accuracy of SVM algorithm in dataset of comments 
after celebrity endorsement is 74,06%. Evaluation of SVM 
algorithm in comment dataset after celebrity endorsement is 
as follows. 
TABLE III Evaluation of SVM algorithm on dataset after 
celebrity endorsement 
Label Precision Recall F1-
score 
Positive 0.74 0.79 0.77
Negative 0.72 0.77 0.74
Neutral 0.79 0.60 0.68
Average 0.74 0.74 0.74
 
V. CONCLUSION 
In this study, the SVM method is used to generate a 
classifier to classify and predict user comments on a food 
product. The classification result of this user comment is then 
used to see how far the endorsement of an artist influences 
the sentiment of the product being promoted. Based on the 
results of testing of SVM the accuracy of the support vector 
machine classifier in performing sentiment analysis before 
the celebrity endorsement is 67.83% and after the celebrity 
endorsement is 74.06%. 
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Abstract—Collaborative learning is widely applied in 
education. One of the key aspects of collaborative learning is 
group formation. A challenge in group formation is to 
determine appropriate attributes and attribute types to gain 
good group results. This paper studies the use of an improved 
ant colony system (ACS), called Multi Objective Ant Colony 
System (MOACS), for group formation. Unlike ACS that 
transforms all attribute values into a single value, thus making 
any attributes are not optimally worth, MOACS tries to gain 
optimal values of all attributes simultaneously. MOACS is 
designed for various combinations of attributes and can be 
used for homogeneous, heterogeneous or mixed attributes. In 
this paper, sensing/intuitive learning styles (LSSI) and interests 
in subjects (I) are used in homogeneous group formation, while 
active/reflective learning style (LSAR) and previous knowledge 
(KL) are used for heterogeneous or mixed group formation. 
Experiments were conducted for measuring the average 
goodness of attributes (avgGA) and standard deviation of 
goodness of attributes (stdGA). The objectives of MOACS for 
homogeneous attributes were minimum avgGA and stdGA, 
while those for heterogeneous attributes were maximum 
avgGA and minimum stdGA. As a conclusion, MOACS was 
appropriate for group formation with homogeneous or mixed. 
Keywords— Collaborative learning, ACS, MOACS, group 
formation, homogenous group, heterogeneous group, mixed 
group 
I. INTRODUCTION 
The combination of learning method and social science 
has led to the development of collaborative learning in 
which students learn through group learning activities. The 
objective of group learning activities is that learners can 
individually gain knowledge by doing group work and 
interacting with peer learners. Tasks in group learning 
activities require learners to work together to solve 
problems, discover information, and complete projects [1]. 
Collaborative learning is a learning approach to improve 
social ability, practice skill, and experience, and enhance 
communication between [2][3][4]. In practicing 
collaborative learning in a class, teachers are required to 
perform a number of groups of learners.  
Group formation is a key factor for supporting the 
success of collaborative learning activity [4][5]. The main 
objective of group formation is to build fair and effective 
groups [6][7], which can be achieved by finding appropriate 
attributes and methods. Group formation is important to 
support fairness and effectiveness of collaborative learning 
[6 [5]. The fairness is related to students’ feeling of 
convenience and happiness when working in a group [6]. 
The effectiveness refers to the opportunities of students 
participating in learning activities and gaining benefits from 
the group work, such as communication skill ability, 
knowledge, etc. In group formation, several aspects such as 
psychology, sociology, philosophy and education must be 
considered. 
With the growth of information technology, 
collaborative learning is influenced by recent technologies 
of information; it is called computer-supported collaborative 
learning (CSCL). Group formation in CSCL is not a manual 
process anymore. The complexity of group formation has 
been increased because the group formation attributes and 
constraints are more and more varied. Group formation is an 
NP-Hard problem [8]. Previous research has studied various 
methods for group formation, such as rule/inference [9], 
Multi-agent [10] [11], Greedy algorithm [12], Genetic 
Algorithm [13], Hill Climbing [14], Fuzzy C-Means [15], 
Ant Colony Optimization [16] , and Semantic Web [8]. 
One of the challenges and issues in group formation 
system is how to combine learners’ attributes which are 
considered good for performing homogeneous or 
heterogeneous groups. In this study, we start our work by 
reviewing and analyzing critical design issues of group 
formation and organize them according to some 
classification schemes. So that, it can help teachers to 
develop group formation system based on their cases. The 
various criteria or attributes have been applied in group 
formation, such as knowledge or expertise in a specific 
domain [9][15], learning goal [10], learners’ performance in 
previous teamwork [10][16], personality traits [16], learning 
style [8][17][18], thinking style [13], Belbin role and 
minority [8], and preferred time slots and project [12]. 
This paper discusses our research on group formation. 
We applied the Multi Objective Ant Colony System 
(MOACS). This research accommodates different 
combinations of attributes for various objectives of grouping 
that lead to homogeneous, heterogeneous, or mixed groups. 
The remainder of this paper is organized as follows. Section 
2 discusses our study on previous research on group 
formation. Section 3 explains MOACS for group formation 
and Section 4 is about the experiments and results. Finally, 
Section 5 presents conclusions and the future work. 
II. GROUP FORMATION 
There are three types of groups: heterogeneous, 
homogeneous and mixed groups [19]. Homogeneous groups 
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have members with similar levels or homogeneous values of 
learners’ attributes. Homogeneous groups, however, offer 
more advantages than heterogeneous groups when applied 
to skill exercises and guided discovery learning activities. 
On the other hand, heterogeneous groups consist of 
members with different levels, values or types of grouping 
criteria or attributes. Heterogeneous groups are appropriate 
for in-class problem solving (create journals, project, 
analysis of some cases) and long-term problem solving 
projects.  
A former study has concluded chances to gain success, 
as it offers an opportunity for learners to be more innovative 
and creative [20]. Furthermore, some research has proved 
that heterogeneous groups support learners more to achieve 
learning goals than homogeneous groups [17][18][20]. The 
heterogeneity of the members means the groups have many 
resources. Every member gains rich and various points of 
view and opinions in groups rising from different 
personalities, experience, learning styles, etc. Combining 
both types has resulted in mixed groups, which are groups 
that consist of members with a combination of 
homogeneous and heterogeneous attributes. Homogeneous 
and heterogeneous attributes are not constraints to be strictly 
separated. Groups may have both heterogeneous and 
homogeneous attributes.  
Another important attribute that must be considered is 
group size. Group size becomes an important parameter as it 
influences communication and relationships between group 
members. There is a useful point about group size, that is 
the larger the group size, the more groups can provide 
resource contribution, knowledge sharing, diversified skills 
and opportunities to meet other individuals with related 
interests. On the other hand, when group size increases, new 
problems tend to appear, such as difficulties in group 
organizational management, social loafing, free riding, 
trouble with monitoring behaviour of members, production 
blocking, evaluation apprehension, reduction in group 
ability to coordinate and collaborate, and pressure on 
individuals to conform [21]. Previous studies have revealed 
that smaller groups have promoted individual participation, 
greater satisfaction, more time for discussion, and an 
enhanced perception that contributions of members are vital 
to the success of the process [21]. Group size should not be 
based on convenience or instructor preference, but rather the 
type of tasks and the number of members required in 
accomplishing the task [21]. Slavin [4] proposed that the 
size of group formation is four persons with mixed ability 
members, for example one has high achievement, two have 
average achievement, and the other has low achievement. 
Another research [13] formed groups with three members 
each. Furthermore, another study suggested an optimal size 
of a group based on learning objectives [22], including skill 
exercises (teams of two), guided discovery Learning (teams 
of three), in-class problem solving (teams of four), and long-
term problem solving project (teams of five). 
There are a number of grouping attributes that have been 
used in previous studies. Among such group attributes, 
learning styles, thinking styles, personality types, 
personality traits and team role are the most used attributes. 
1) Learning Style 
A previous study by Liu et al. [23] used active/reflective 
dimensions of the Felder and Silverman learning style 
model to form groups [24]. They applied similar learning 
styles for doing the first task and diverse learning style for 
doing the second task. The study showed that applying 
diverse learning styles mean learners have more meaningful 
interaction and fewer disagreements in the group 
collaboration work. Another study [17] used other 
dimensions of learning styles, active-reflective, and sensing-
intuitive. It affected the quality of learners’ group work. 
Diverse learning styles make learners become aware of their 
own strengths and weaknesses, as well as their team mates’ 
strengths and weaknesses. Knowing their team mates’ 
characteristics made learners honor differences among them, 
talents and competence [25]. 
2) Thinking Style 
Thinking style refers to a way for learners to find a 
solution to their problem. A previous study [13] found that 
there is a correlation between learners’ attitudes and 
cooperation with group outcomes. Grouping considering 
thinking styles resulted in better groups in that they show 
less variance in group performance than randomly assigned 
groups do. 
3) Personality Traits 
A previous study found that learners grouped based on 
the performance level and personality attributes (traits) 
performed better than randomly-assigned or self-selected 
groups [20]. 
4) Team Role 
Groups in some cases need to assign different roles to 
their member. It has been proved that the right role 
assignment resulted in good performance in a group [8]. 
III. OUR RESEARCH: GROUP FORMATION USING MOACS 
ALGORITHM  
The idea of using Ant Colony Optimization (ACO) for 
group formation system has been proposed by [16] and [20]. 
In previous study, ACO transform all attribute’s score 
become single score, thus making any attributes are not 
optimally worth. In this study, we apply MOACS that 
enables to group learners and combine homogeneous or 
heterogeneous attributes of learners. MOACS tries to gain 
optimal score of all attributes simultaneously. MOACS 
consists of five phases, including initialization, exploitation, 
and exploration, finding the best fitness score, and local / 
global updating rule. 
A. Group Attributes and Constraints 
Grouping attributes is one key aspect to form a group 
which are gathered from learners. Instructors or teachers 
must choose the group attributes before starting group 
formation. However, MOACS can use only attributes that 
have a score range between 0 and 1 and the attribute has 
qualitative evaluation by previous literature. Learners’ 
attributes used in group formation in this research consist of: 
1) Previous knowledge level 
Previous knowledge level is learners’ expertise relevant 
to course or materials. This attribute usually is obtained 
from the grade in prerequisite course or pre-test before 
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study. The different levels of knowledge between learners in 
one group can support interaction between learners with 
high knowledge and low knowledge [20].  
2) Experience 
Experience is related to learners’ experience about 
specific cases or projects that learners have to solve it. The 
similar level of experience in one group can give each 
learner an opportunity to grow [8]. When learners have an 
opportunity to grow, learners will do the best together to 
reach the project goal. 
3) Learning style  
Learning style has four dimensions: active/reflective, 
sensing/intuitive, global/sequential, and verbal/visual. Our 
study applies two attributes, which are active/reflective and 
sensing/intuitive. Placing different learners with active and 
reflective learning style can raise meaningful interaction 
among them [20]. In contrast, placing similar learners with 
either sensing or intuitive dimension in one group will 
benefit learners [15][24][25]. 
4) Interest in a subject [26][27] 
Every learner has interests in some subjects. The 
subjects can be hobbies, knowledge, music, movie, sport, or 
others. Different interests of learners can enrich group 
members’ knowledge and experience when sharing 
knowledge or story. Similar interests of learners can 
motivate the group to engage in a higher level of interaction, 
that learners with high interest can motivate other learners 
with low interests.  
5) Thinking style in functionality dimension 
Thinking style in functionality dimension consists of 
three attributes: legislative, executive, and judicial. Learners 
with similar thinking style in functionality dimension can 
collaborate that will improve learners’ attitudes, the 
collaborative work, and group outcomes [13]. 
The type and value range of each attribute are shown in 
Tabel 1. 
Table 1 Group Formation Attributes 
Attributes Type, Range Value Normalized Labels 
Prior knowledge 
level or score of 
previous course 
or task 
Heterogeneous, 
Between 0 and 100 
[0..1] 
High/ 
Moderate/ 
Low 
Learning style in 
Active/Reflectiv
e dimension 
Heterogeneous, 
Between  -11 and 11 
[0..1] 
Active/ 
Neutral/ 
Reflective 
Learning style in 
sensing/Intuitive 
dimension 
Homogeneous,  
Between  -11 and 11 
[0..1] 
Sensing/ 
Neutral/ 
Intuitive 
Thinking style in 
functionality 
dimension 
Homogeneous,  
Between 0 and 100 
[0..1] 
Legislative/ 
Executive/ 
Judical 
Learner’s 
interest in a 
subject 
Heterogeneous, 
Between 0 and 10 
[0..1] 
Interested/ 
Medium/ 
Uninterested  
 
B. Algorithm: Multi-Objectives Ant Colony System 
Figure 1 shows how group formation is done with 
MOACS. 
 
Figure 1 Group Formation using MOACS 
 
1) Initialization Phase 
In multi-objective ant colony system (MOACS) problem, 
every solution by ant is measured according to more than one 
objective function, each of which must be minimized or 
maximized [28][29]. In group formation problem using 
MOACS, the objective function is the objective of attribute 
that must be heterogeneous (maximized) or homogeneous 
(minimized). The group formation problem is modelled as a 
complete graph that represents the closeness among learners. 
The learner’s attributes for learner -th that have  attributes 
are modelled by . The closeness 
among learners is measured according to each learner’s 
attributes using Euclidean distance and represent by 
closeness matrices . Here is the 
formula for calculating distance between two learners for the 
r-th attribute. 
 
(1) 
The proposed MOACS uses an ant to simultaneously 
optimize all objectives: the homogeneous attribute is 
minimized and heterogeneous attribute is maximized, 
because all attributes and their objectives are all important. 
All objectives share the same pheromone trails. In every 
iteration, an ant k ( , Nants is the 
number of ant in a colony that construct one feasible group 
solution and after ants have solution, the best solution will be 
chosen. The key of MOACS for group formation is how to 
determine the state transition rule (exploration and 
exploitation), group quality function, and the best solution 
evaluation and global updating rule. 
2)  Exploration and Exploitation 
Every ant does exploration and exploitation to choose 
group member. An ant selects the first member of the group 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
124
using an exploration formula and the second member until 
the last member in a group using an exploitation formula. If 
the targeted number of members is four, the ant will do 
exploration to the first member and then do exploitation to 
member 2 until 4. After that, for the next group, firstly, the 
ant does exploration and it continues with exploitation until 
all learners have been visited. When ant in learner  and 
selects the next member (let say learner ), the ant will use 
the exploitation formula given by: 
 
(2) 
 that represent the weight of each attribute and 
the value depends on the number of attributes r;  represents 
the relative importance of each attribute with respect to the 
pheromone trail, given by .  is defined as learner  that 
has not been chosen by ant .   is the visibility for the 
objective or maximum distance between learner  and  in 
attribute -th. In general, it is formulated in. 
 
(3) 
Homogeneity or heterogeneity is the objective of each 
attribute. The exploration and exploitation in MOACS 
correlates to the number of attributes and each attribute’s 
objective.  
When an ant does exploration, it will select the learner  
randomly from  learners (  is learners who have not 
been chosen by ant ), according to the probability 
distribution given by the following calculation. 
 
(4) 
After an ant has explored and exploited learner’s graph 
and all groups have the same number of members, an ant 
then checks . If there are still learners in , it means that 
there are orphan learners or learners who have not assigned 
to groups. So that, an ant will ignore the rule that limits the 
number of members in each group and allocate the learners 
in  to appropriate groups. This allocation will happen until 
there is no member left in . The final activity in 
exploration and exploitation is local updating rule, which is 
updating of pheromone value in the route that has been 
explored and exploited by ant . 
 (5) 
Furthermore, the initial value of pheromones  is also 
calculated using the following formula. 
 
(6) 
Where n is the number of learners in a graph,  , 
which represents the average goodness of the r-th attribute in 
the initial solution , which is generated randomly. 
3) Solution Score 
The result of an ant tour is a sequence of groups and their 
members. The quality of every attribute in each group will be 
measured by calculating the goodness of attribute score [16]. 
The goodness of attributes of solution given by ant ( ) 
for attribute -th ( ) in group -th could be computed by 
calculating the average distance ( ) of members in group -
th for the r-th attribute. 
 
(7) 
Then, the goodness of attributes will calculate by: 
 
(8) 
Where   is the learner-score of the j-th learner in 
group i-th in solution  without learner that his score 
become  and . Variable const is a 
constant number that can be set to 1, 0.01, or other. For 
example, when const is 1, the minimum value of  is 0 
and the maximum value is 1, when const is 0.01, the 
minimum value of  is 0 and the maximum value is 
100. The  indicates that the r-th attribute is in good 
heterogeneity when the score closes to the maximum value 
or in good homogeneity when the score closes to the 
minimum value. Until this phase, every group has goodness 
of attributes as much as the number of attributes ( ). 
 
(9) 
After that, the grouping result by an ant is measured by 
calculating the average goodness of attributes from each 
group and this result is called Pareto set PK. 
 
(10) 
 represent the average goodness of attribute r-th in 
solution .  
4) The Best Solution Evaluation and Global Updating 
Rule 
In each iteration, the solution of each ant is recorded to a 
Pareto set PK and it is called local non-dominated set. 
Pareto-optimal set GP is called global non-dominated set, 
which is the best solution found by ants from the beginning 
of iteration. The solution in PK will be compared with the 
solution in Pareto-optimal set GP  in order to check the better 
solution. When the solution in PK is non-dominated by GP, 
it means that PK is a new Pareto-optimal set, the value of GP 
and  is updated by GK and . Therefore, for each 
solution in  found after one iteration by all ants in one 
colony, the pheromone information is globally updated 
according to the following formula. 
 
(11) 
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 represents the average goodness of attribute -th in 
solution . 
These four steps are done in each iteration (one colony of 
ant doing tour) until the end of iteration by all colonies or 
met the targeted condition. 
IV. EXPERIMENT AND RESULTS 
This section discusses the implementation of MOACS for 
group formation with homogeneous attributes, 
heterogeneous attributes, or mixed (homogeneous and 
heterogeneous) attributes. There are three scenarios which 
apply different types of attributes: homogeneous, 
heterogeneous, and mixed. Every scenario evaluates orphan 
learners, the average goodness of attributes (avgGA), and 
standard deviation (stdGA). MOACS aims to avoid orphan 
learners, which means that all learners can be grouped. The 
targeted condition for homogeneous attributes is minimum 
average goodness of attribute (avgGA) score, while for 
heterogeneous attributes the targeted condition is the 
maximum average goodness of attribute (avgGA) score. 
Standard deviation (stdGA) is used to show the distribution 
of goodness of attribute score in every group. The more 
minimum standard deviation, the better the groups resulted. 
The minimum standard deviation shows that the group result 
has a balancing goodness of attribute among groups. 
The testing scenario was divided into three scenarios 
according to the types of attributes in group. The three 
scenarios were group formation using homogeneous for all 
attributes, group formation using heterogeneous for all 
attributes, and group formation using homogeneous in some 
attributes and heterogeneous in some attributes. In every 
scenario, MOACS was compared with two methods, which 
were a random method and ant colony by using 
homogeneous, heterogeneous, and mixed attributes. 
A. Scenario 1 – Homogeneous Attributes  
The objective of the first experiment is to measure the 
performance of MOACS for homogeneous group formation. 
MOACS was applied for group formation in Computer 
Organization and Architecture course with 42 students. It 
used homogeneous attributes for all attributes. The tasks in 
Computer Organization and Architecture are multiple choice 
and essay questions that must be solved by learners 
individually and then they discuss each solution to find 
correct answers. The attributes used are learners’ interests (I) 
and learning styles in sensing/intuitive dimension (LSSI). 
The size of groups was seven as requested by the instructor. 
The result of grouping was shown in the following chart. 
The lowest score in Figure 2 shows a good homogeneous 
score related to the attributes. MOACS is able to minimize 
learning style in Sensing/Intuitive dimension (LSSI) 
attribute. The score variation among learners tends to give a 
minimum goodness of attribute for homogeneous attribute. 
On the other hand, for interest in a subject (I) attribute, 
MOACS result is between the random method and Ant 
Colony System (ACS). The score variation among learners 
tends to give a maximum score for homogeneous attributes. 
 
 
Figure 2 Average Goodness of Attribute Score in Scenario 1 
 
 
Figure 3 Standard Deviation of Goodness of Attribute in Scenario 1 
 
The lower standard deviation score in Figure 3 shows 
good group results. MOACS is able to minimize the 
distribution of goodness of attribute scores in group 
formation which is better than other methods. The results 
show the group results have balancing goodness of attributes 
among groups. The expected result of group formation using 
homogeneous attributes is minimum avgGA and stdGA. 
Based on the average goodness of attributes in Figure 2 and 
standard deviation in Figure 3, MOACS is able to be used for 
group formation using homogeneous attributes. 
B. Scenario 2 – Heterogeneous Attribute 
The objective of the second experiment is to measure the 
performance of MOACS for heterogeneous group formation. 
MOACS was applied in a Design and Analysis Algorithm 
class with 40 students for grouping learners using 
heterogeneous attributes. The group task is to create a 
scientific essay. The attributes used are previous knowledge 
level (KL) and learning styles in active/reflective dimension 
(LSAR). The size of group is two. The result of grouping is 
presented in the figure 4. 
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 Figure 4 Average Goodness of Attribute Score in Scenario 2 
 
The highest score for heterogeneous attribute in Figure 4 
is a good result. MOACS results in low score in knowledge 
level (KL) and Learning Style in Active/Reflective 
dimension (LSAR). The knowledge level score has range 
between 4, 3.5, 3, 2.5, 2 until 1 before normalized to 0-1. The 
score variation is low, thus making it difficult to gain a 
maximum goodness of attribute score. Furthermore, LSAR 
score has range between -11 to 11. Then it is normalized to 
0-1. The score variation in each learner tends to give a 
maximum goodness of attribute for heterogeneous attributes. 
 
Figure 5 Standard Deviation of Goodness of Attribute in Scenario 2 
 
The result in Figure 5 shows that MOACS is able to 
minimize the distribution of attribute in every group. 
MOACS is able to minimize the distribution of goodness of 
attributes scores in group formation. The result shows 
balanced goodness of attribute among groups. The expected 
result of group formation using heterogeneous attribute is the 
maximum avgGA and minimum stdGA. Based on the 
average goodness of attribute in Figure 4 and standard 
deviation in Figure 5, MOACS is not appropriate for group 
formation using heterogeneous attributes. 
C. Scenario 3 – Mixed Attribute 
The objective of the third experiment is to measure the 
performance of MOACS for mixed homogeneous and 
heterogeneous group formation. MOACS is used for group 
formation in a Software Analysis and Design (APPL) class 
with 38 students using heterogeneous and homogeneous 
attributes. The main task of the APPL class is document 
analysis and design. The attributes used are learning style in 
sensing/intuitive dimension (LSSI) set to homogeneous and 
learning style in active/reflective dimension (LSAR) and 
previous knowledge level (KL) set to heterogeneous. The 
size of the group was four. The result of grouping is shown 
in the following chart. 
 
Figure 6 Average Goodness of Attribute Score in Scenario 3 
 
Figure 6 shows that MOACS is able to maximize 
Learning Style in Active/Reflective dimension (LSAR) and 
minimize Learning Style in Sensing/Intuitive dimension 
(LSSI) attributes. The learning style in active/reflective 
dimension (LSAR) gives maximum avgGA, which means 
that it is good for heterogeneous attributes. On the other 
hand, learning style in sensing/intuitive dimension (LSSI) 
gives a minimum avgGA, which means that it is good for 
homogeneous attributes. The knowledge level score has 
range between 4, 3.5, 3, 2.5, 2 until 1 before it is normalized 
to 0-1. The score variation for each learner is low, thus 
making it difficult to gain  maximum goodness of attribute 
score. LSAR score has range between -11 to 11 before it is 
normalized to 0-1. The score variation for each learner tends 
to give a maximum goodness of attribute score for 
heterogeneous attribute. Similar to LSAR, LSSI score has 
range between -11 to 11, then it is normalized to 0-1. The 
score variation for each learner tends to give s minimum 
goodness of attribute score for homogeneous attributes. 
 
Figure 7 Standard Deviation of Goodness of Attribute in Scenario 3 
 
Figure 7 shows that MOACS is able to minimize the 
distribution of Knowledge Level (KL) and Learning Style in 
Sensing/Intuitive dimension (LSSI) in group results. The 
result indicates that MOACS is able to distribute members 
among groups with balanced knowledge level and learning 
style in sensing intuitive attribute scores. The expected 
results of group formation using mixed attributes are 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
127
maximum avgGA for heterogeneous attributes, minimum 
avgGA for homogeneous attributes, and minimum stdGA 
for all attributes. Based on the average goodness of 
attributes in Figure 6 and standard deviation in Figure 7, the 
MOACS is appropriate for group formation using mixed 
attributes. 
The experiment results show that MOACS gives 
minimum avgGA and stdGA in homogeneous group 
formation, which means that the group has member with 
similar degrees of attributes. The good result is shown in 
mixed group formation in two of three attributes related to 
avgGA. MOACS gives a maximum avgGA in learning style 
in active/reflective dimension for heterogeneous attribute and 
a minimum avgGA in learning style in sensing/intuitive 
dimension for homogeneous attribute. Furthermore, it gives a 
minimum stdGA in knowledge level and learning style in 
sensing/intuitive dimension. On the other hand, MOACS 
gives minimum avgGA and stdGA in heterogeneous group 
formation, which means MOACS is able to distribute 
members among groups with balanced attribute scores, but 
does not result in good goodness of attribute score for 
heterogeneous attributes. To conclude, MOACS is 
appropriate for group formation using mixed attributes. 
V. CONCLUSION 
We have implemented Multi Objective Ant Colony 
System (MOACS) for group formation. The group formation 
is dynamic which can be applied to various combinations of 
attributes. Attributes that can be used in group formation 
includes learning styles, thinking styles, interests, and 
learner’s knowledge. Considering collaborative learning 
requires homogeneous groups for some tasks or 
heterogeneous groups for other cases, we classify learners’ 
attributes into homogeneous or heterogeneous. We test 
MOACS for homogeneous, heterogeneous, and mixed group 
formation. The tests show that MOACS is appropriate for 
homogeneous or mixed group formation. 
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Abstract-An increase of the number of vehicles which is not 
followed by the number of roads can lead to the increase of 
congestion, especially in big cities. Regulation of law no 22 Year 
2009 explains that there are seven types of vehicles prioritized on 
the road. This research aims to build a Smart Traffic Light as a 
solution with the goal of making the prioritized vehicle journey 
smooth when crossing the road with Smart Traffic Light. The 
proposed system is "Smart Traffic Light on IoT and mBaaS 
(Mobile Backend As a Service) using High Priority Vehicles 
Method". The Smart Traffic Light has three important parts, 
including: (1) Smart Traffic Application; (2) Smart Traffic 
Controller; and (3) mBaaS. Prioritized vehicle drivers cross the 
road using the Smart Traffic Application when they are in an 
emergency situation. Smart Traffic Application and Smart 
Traffic Controller communicate using mBaaS. Smart Traffic 
Application has a vehicle track search facility as well as 
identification of traffic light location. A few meters before 
crossing, Smart Traffic Application will send the location to 
mBaaS and continue to be read by Smart Traffic Controller 
using internet. If it meets the criteria of High Priority Vehicle, 
then Traffic Light will be changed to green in the same path. 
The results show that when testing the data rate from Smart 
Traffic Application to Smart Traffic Controller, it takes no later 
than 8.15 seconds and 1.2 seconds (the fastest) with the average 
data transmission time of 3.39 seconds. Smart Traffic Light is 
able to identify the direction of the vehicle before passing 
through the Smart Traffic Application.  
Keywords—smart traffic light, IoT, mBaaS 
I. INTRODUCTION 
“Internet of Things (IoT) is a network of physical 
objects embedded in electronics, software, sensors and 
connectivity which enables it to achieve greater value and 
services by exchanging data with manufacturers, operators 
and / or other connected devices. Each unique thing is 
identified through an embedded computing system, but it is 
able to operate within the existing Internet infrastructure. So 
far, IoT is the most closely related to machine-to-machine 
(M2M) communications in manufacturing and electricity, 
petroleum, and gas. Products built with M2M 
communication capabilities are called smart or smart 
systems (e.g. smart label, smart meter, smart grid sensor). 
According to research results obtained from Juniper’s 
study, there is a growth of IoT devices three times greater 
from 2016 to 2021. According to the results of research 
from Juniper, it is estimated that the number of IoT 
equipment connected to the internet either device, sensor or 
actuator is approximately more than 46 billion within the 
next four years.  
Mobile Backend as a Services (mBaaS) is one of the 
categories of cloud computing services that are usually used 
by mobile application developers. MBaaS helps developers 
by connecting applications with backend cloud database as 
well as other features such as user management, push 
notification and Authentication integration. These services 
are provided through the support of Software Development 
Kits (SDK) and Application Programming Interface (API). 
The Cloud Computing platform, which supports all smart 
agents, empowers specialized resources [1]. Internet of 
Things connected with mBaaS is able to create smart 
systems that can be used with various purposes. Integrated 
IoT and Cloud computing applications enabling the creation 
of smart environments such as Smart Cities need to be able 
to (a) combine services offered by multiple stakeholders 
and (b) scale to support a large number of users in a reliable 
and decentralized manner [2]. 
 
 
Figure 1 An Ambulance Stucked In Traffic Jam 
According to Law No. 22 of 2009 on Road Traffic and 
Transportation Article 134 related to road users, those who 
have the primary right to take precedence are listed as 
follows: (1) fire-fighting vehicles carrying out duties (2) 
ambulances carrying sick people (3) vehicles to provide 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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assistance to Traffic Accidents (4) vehicles led by the State 
Institution of RI (5) vehicles of leaders and officials of 
foreign countries as well as international institutions who 
are guests of the state (5) a funeral parade/procession (7) 
convoys and / or vehicles for particular circumstances.  
A good driving behavior is shown when there is an 
ambulance, they should give a way to it. However, when at 
the intersection of roads that have traffic light facing long 
congestion even up to hundreds of meters, ambulance sirens 
are not heard up to the vehicle at the end of the traffic light. 
Then, the ambulance has to wait for its turn to cross the 
intersection as shown in Fig.1. 
I. RELATED WORK 
Another traffic light system is also proposed by [3] who 
proposes intelligent traffic signal control system by 
connecting RFID technology system, Microcontroller Unit, 
Cloud storage and Android App. In a study proposed by [3], 
when implemented in real terms RFID utilization, it would 
have difficulty when it is in a junction that had long 
congestion. RFID technology has difficulty in detecting 
vehicle distance. In different scenarios, if failing in 
detecting using RFID, android Application can be used. In 
the study [3], the number of points passed by the vehicle 
and how the alternative methods in the detection of lanes 
and the location of the crossing which is passed are not 
mentioned. 
Firebase usage as mobile Backend as a Service is the 
use of database in the form of Cloud. The utilization of 
firebase in the IoT field has been done by [4]. The study 
discussed the use of cloud databases and authentication 
used for home automation. Firebase has many features such 
as Analytical, Authentication, Cloud Messaging, Real-Time 
Database, Storage, REST, Hosting, Test Lab, Crash 
Reporting and Cloud Functions [4]–[6]. Utilization of 
Scientific Cloud (Infrastructure as a Service) in IoT [7] can 
bridge the communication between hadware that has limited 
ability in data access. Things in IoT can be either input 
sensor or output actuator [8], [9]. 
The research of Smart Traffic Light Solution for High 
Priority Vehicle has been done by [10]. This study is 
devoted to ambulance that will be given a priority when 
crossing the intersection. In the research that has been done 
using the parameters Amount of ambulance requesting, the 
ambulance emergency level, minimum distance and waiting 
time Smart Traffic Light Solution for High Priority Vehicle 
research have been conducted by [10].  
II. PROPOSED METHODOLOGY 
A. System Diagram  
 
Fig. 2 General System Diagram 
 
 
Fig. 3 System Diagram Detail 
Broadly speaking, Smart Traffic Light System based on 
IoT and mBaas using High Priority Vehicles method has 
five main parts as in Fig-2. (1) Smart Traffic Application (2) 
Smart Traffic Controller (3) mBaaS (4) High Priority 
Vehicles Method and (5) Traffic Light.  
B. Mobile Backend as a Service 
The Smart Traffic Light system uses the Backend as a 
Service (mBaaS) Firebase mobile service in the form of 
Realtime Database, Authentication, Android SDK and 
REST Suport services. The firebase usage allows the use of 
data stored in the cloud. Communications that occur 
between Smart Traffic Controller System and Cloud utilize 
API (Application Program Interface) [5]. Smart Traffic 
Application communicates with Firebase using Android 
SDK. 
C. Smart Traffic Application 
Smart Traffic Application is an Android-based 
Operating System application used by vehicle drivers. This 
application has authentication login facility to maintain 
system security as well as identification of the vehicle type. 
In addition to using the application authentication feature, 
smart traffic also has Cloud Database facility that allows 
storage of cloud-based data (Cloud Database). The use of 
GPS facility from smart phone is used to know the position 
of the vehicle in real time. To support the map and 
navigation path, Smart Traffic Application uses API 
services from Google Maps [11] that provide digital map 
data, navigation routing and traffic density. 
D. Smart Traffic Controller 
Smart Traffic Controller is a hardware device that plays 
as Things in the Internet of Things system [3], [4], [12]. 
Smart Traffic Controller uses nodeMCU main device with 
base ESP-8266. To support energy independence, this 
system uses a battery with a solar cell that is used to 
recharge the battery. Traffic Light on this system is APPIL 
traffic light system that has been installed as a traffic 
control tool. 
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Fig. 4. Smart Traffic Controller System 
Smart Traffic Controller Fig 3 is a hardware device used 
to control Traffic Light. This system consists of Controller 
Chip based on ESP8266 which has the function to read 
Realtime Database Firebase data using internet. The system 
is equipped with speakers used to play sound when there is 
a vehicle with a High Priority Vehicle crossing the traffic 
light. Voice mail files are stored in memory cards. The 
output is in the form of 12 output lines that functioned as 
input Traffic Light at the time of simulation.  
E. High Priority Vehicle 
Smart Traffic Light can be according to the rules of law 
requiring the system to apply High Priority Vehicles on 
App Engine. High Priority Vehicles are the implementation 
of regulation no 22 of 2009 which give priority of certain 
vehicles when passing on the road including at the 
intersection. The algorithm used to determine the most 
prioritized vehicles passes in the same location was the 
Analitycal Hyrarchy Process base. The determination of the 
value of High Priority Vahicles refers to the Journal written 
by [10] by introducing High Priority Vehicles (HPV) using 
4 parameters while in this study three pieces were used, 
namely: 
1. The type of vehicle is a sequence of priority passing 
vehicle users grouped in three types (Fire extinguisher, 
ambulance and vehicles with special interests) 
2. The minimum distance is the calculation between the 
vehicle and the traffic light 
3. Traffic Density Level 
III. IMPLEMENTATION OF WORKING 
A. Smart Traffic Application 
Smart Traffic Application is developed using android 
studio software and Java programming language. The Smart 
Traffic application has the following features: 
• Cloud Database (Firebase) 
• SignUp and Login 
• Location Determination by using GPS 
• Loading Referral Hospital List for Locations  
• Selecting a Destination Location using the map 
• Displaying the Route of vehicle travel 
• Displaying the level of Road density 
• Location determination of Smart Traffic Light 
System 
  
Fig. 5. Smart Traffic Application Authentication 
Smart Traffic Application has a service for user account 
registrar. It aims at facilitating the addition of application 
users. Smart Traffic Application users should always be 
connected to the internet because user location updates will 
always be sent to the Firebase. When the Smart Traffic 
application is first opened, the user is prompted to enter a 
login username and password. All Smart Traffic 
Application users can use the same application 
simultaneously on the same or different Smart Traffic Light 
location. 
Using the GP in the Smartphone Application will send 
the vehicle location update data to the Firebase using an 
internet connection such as a journal written by [8] that 
mentions that Science Cloud for IOT that we can use 
servers accommodating calculations on the Internet of 
Things system. Smart Traffic Application utilizes Google 
Map API V2 [11] to access digital maps, route searches, 
distance calculations, Smart Traffic System Location search 
and Traffic Level Traffic. This application is able to be used 
jointly by other users with unlimited amount. 
B. mBaaS 
Realtime Database Firebase Services are as Cloud data 
storage base for the communication bridging Smart Traffic 
Controller with Smart Traffic Application. Realtime 
databases on firebase have data structures in the JSON 
format (Java Script Object Notation) shown in bottom. The 
data which are saved include: user profile, traffic light 
location, Hospital location and Trip Log Request. Each 
location of traffic light that is added in the database is added 
with the detailed data about the traffic light. The stored data 
include name, location, coordinates, number of lights, 
detailed condition of each lamp direction, lamp flame 
condition, status request, emergency state, voice control and 
also activation threshold reference distance.  
C. Traffic Light on Route Vehicle 
Smart Traffic Light System has stored all coordinates of 
the traffic light location. The system will identify the path 
as well as the amount of traffic light that the vehicle will 
pass. The best route search takes the Google Maps V2 
digital map. Once the route is obtained, it will be followed 
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by searching the location of traffic light that has been 
inputted in the database.  
Smart Traffic Application continues to update user 
position and distance with the nearest traffic light. The 
calculation of the distance between two coordinates of 
longitude and latitude is calculated using the Harversine 
formula [13].  
 
d is the distance between two point with longitude and 
latitude  and r is the radius of earth 
 
 
Fig. 6 Smart Traffic Application Route 
 
Fig. 7 Smart Traffic Application Route 
High Priority Vehicles algorithm on this system is used 
to determine the path priority which will cross first. The 
distance between the vehicle and the nearest traffic light 
will be shown on the following icon of the nearest Traffic 
Light when the application is used in emergency conditions 
as shown in Fig-6. Several meters before the vehicle 
crossing, the green light signals will be generated on the 
same line with the vehicle in an emergency so that the path 
accumulation on the path no longer exists. 
D. Internet of Things 
The Internet of Things Principle on Smart Traffic 
Controllers uses NodeMCU (ESP8266-12E) devices. 
NodeMCU has the facility to communicate with other 
devices by using wireless 802.11 that is able to 
communicate utilize port 43 (https) so that it makes the 
communication with Cloud Server becomes more secure. 
NodeMCU when communicating with mBaaS uses 
Authentication Key. The Database in Real Time Database 
with JSON format is translated directly in NodeMCU 
before send signal control to the actual Traffic Light.  
E. Data Delivery Speed 
Smart Traffic Application and Smart Traffic Controller 
communicate using internet network. The level of signal 
stability and internet speed depends on location and internet 
service provider. Table-1 is the test results of speed data 
transmission from the application and is received by the  
hardware Smart Traffic Light. The test of data transmission 
is done 10 times. Testing is done by utilizing manual 
configuration form that has been integrated in the 
application Fig-8. The calculation of time from the change 
in application happens until the data are received by Smart 
Traffic Controller. Data were obtained for each direction for 
north light traffic data with an average of 3,702 seconds, for 
the average speed of the eastern acceptance of 2.968 
seconds, for the average speed of traffic data of the southern 
light is 1.857 and the last average speed of traffic reception 
Light west is 5.07 seconds. The fastest time of data 
transmission is 1.2 seconds and the longest time is 8.15 
seconds. The average data transmission speed is 3.39 
seconds. 
 
 
Fig. 8. The Data Delivery Speed Test 
Table 1 Speed of data transmission 
Test Data Data Delivery Time (s) North East South West 
Data 1 8.15 2.39 3.09 4.03 
Data 2 4.05 2.3 1.35 4.75 
Data 3 3.05 1.64 1.94 3.1 
Data 4 3.53 2.41 1.87 2.39 
Data 5 4.29 5.38 1.55 6 
Data 6 2.08 3.28 1.36 13 
Data 7 2.29 4.05 2.27 5 
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Data 8 3.26 2.35 1.2 3.27 
Data 9 2.62 2.92 2.09 6.16 
Data 10 3.70 2.96 1.85 3 
Average 3.702 2.968 1.857 5.07 
IV. CONCLUSION 
In this paper, a solution is proposed to reduce the travel 
time of the vehicle with special criteria (Fire Department, 
Ambulance, Special Vehicle) prioritized on the road. The 
travel time of the vehicle due to being trapped in long 
queues in traffic light can be reduced with Smart Traffic 
Light technology. Vehicle users can activate the Smart 
Traffic Application when in an emergency situation to get 
to a certain location e.g. ambulance that will take the patient 
to the hospital. Smart Traffic Application will find the 
fastest route and identify the Smart Traffic Light location to 
be traversed. Smart Traffic Light Application will send a 
location update to mBaaS which will be read by Smart 
Traffic Controller. Smart Traffic Controller will send 
commands to Traffic Light to provide green light signals 
before the vehicle passes on the same line. Smart Traffic 
Light can be used together for the same location or different 
location. 
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Abstract—This study aims to analyze the linkage of dropout 
rates with Gross Domestic Product (GDP). The data source of 
this research is the Central Bureau of Statistics (BPS), with 
data acquisition of GDP and dropout rate of elementary, 
junior and senior high school year 2008 until 2011. Data 
obtained through quantitative approach with secondary data 
source. The connectedness value between school dropout and 
GDP at primary level was 0.7294 in 2008, 0.7225 in the year of 
2009, 0.4393 in 2010 and 0.3878 in 2011. While the relationship 
between the number of dropouts and GDP of junior high 
school level is 0.6095 in 2008, 0.6238 in 2009, 0.3605 in 2010 
and 0.2467 in 2011. while the relationship between the drop out 
rate and GDP of the SMA level was 0.6061 in 2008, 0.5965 at in 
2009, 0.5321 in 2010 and 0.2606 in 2011. 
Keywords—dropout, PDB, Pearson correlation 
I. INTRODUCTION 
In the Indonesian dictionary, the meaning of 
education is the process of changing the attitude and 
behavior of a person or group of people in an effort to 
mature man through the efforts of teaching and training. It 
means that education aims to change a group or the whole to 
become more desirable. In the field of academic education 
will be related to certain sciences such as mathematics, 
language, social and others. 
Education becomes a unity with culture in one 
department. This indicates that education is a mirror of a 
culture that exists in a country [1]. With the education of a 
culture will be preserved and make a positive value of a 
country. As well as some of the existing culture in the State 
of Indonesia is back home every holiday. In addition, there 
is a regional culture that is preserved by each region through 
the world of education. 
Education is a pillar for a nation in action for the 
development of a nation [1]. In Indonesia, the education 
required for all citizens is 9 years of basic education. The 
same right to education means that there is no social, 
economic, and cultural background that differentiates in 
obtaining education for each student. 
Implementation of this 9-year compulsory education 
cannot run smoothly just like that, but there are some 
obstacles faced by the government. One of the problems that 
arise in the achievement of 9-year compulsory education is 
that students who drop out and who can not continue their 
education to a higher level. From 2008 to 2010 student 
dropout rates in Indonesia were relatively stable but in 2011 
there was a 56% decline from the previous year [2], this 
indicates a significant change in 2010. 
One of the factors causing dropouts is the economic 
factor that currently leads to global issues, namely poverty 
which is directly affected by income, family welfare level 
and amount of savings [3]. To overcome this global issue, 
the state has increased education funds up to 20 percent of 
the state budget. The proportion of government spending on 
the education sector, both on total development expenditure 
and Gross Domestic Product (GDP), indirectly indicates the 
government's reaction to the increasing demand for 
educational facilities and infrastructure. 
In the 1945 Constitution Article 31 states that every 
citizen is entitled to education, even every citizen is obliged 
to follow basic education and the government is responsible 
for financing it. This indirectly shows how far the 
government realizes the importance of education [4]. So it is 
important to know the extent of government support for 
education in the range of 2008 to 2011.  
The discovery of the correlation between two variables 
can be used to determine the relationship between them so 
that they can be used as a basis for making a causal diagram, 
in the case of telecommunications companies correlation 
analysis can be used as a basis for determining customer 
churn [6]. In the social case, correlation analysis can be used 
as a basis for determining the relationship between variables 
that affect public welfare [4]. It is expected that correlation 
analysis can find a connection between gross domestic 
product and the drop out rates of school students. 
II. RESEARCH METHOD 
A. Education 
Education is a conscious and well-planned effort to 
create an atmosphere of learning and learning process so 
that learners actively develop their potential to have spiritual 
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power, self-control, personality, intelligence, noble 
character, as well as the skills needed by them, society, 
nation, and state (UU no. 20 year 2003). 
Education is closely related to the quality of human 
resources (Human Resources) and the progress of the 
nation, now and in the future.  
In the field of education, Indonesia has achieved 
tremendous progress for the achievement of the MDG 
(Millennium Development Goals) in the field of universal 
basic education and gender equality. However, there are still 
around 2.3 million 7-15-year-olds who are not in school. 
West Java, Central Java, and East Java provinces, where 
some of Indonesia's population, there are 42 percent of 
school children. (UNICEF, Annual Report 2012). The 
government should follow up on the 9-year compulsory 
education program and ensure the calibration of 
opportunities for education for all school-age students in 
Indonesia. 
But not all students in Indonesia can feel the same 
opportunity because constrained unevenness of 9-year 
compulsory education program. As a result, many students 
are still forced to drop out of school. This fact is evident in 
the high number of poor people in Indonesia whose children 
drop out of school to no school at all because of lack of 
motivation and desire for school in the child so decided not 
to quit school. 
Many factors that cause drop out students, economic 
factors, location factors or distance of school and learning 
interest is lacking. One of the most dominant main factors is 
the economic factor. 
B. PDB 
According to the Central Bureau of Statistics, one of the 
important indicators to know the economic condition in a 
country within a certain period is the data of Gross 
Domestic Product (GDP), either on the basis of current 
prices or on the basis of constant prices. GDP is basically 
the amount of value added generated by all business units 
within a given country or is the sum of the value of final 
goods and services produced by all economic units. GDP at 
current prices illustrates the value added of goods and 
services calculated using the prevailing prices for each year, 
whereas GDP at constant prices represents the added value 
of the goods and services calculated using the prevailing 
price for a given year as a basis. GDP at current prices can 
be used to look at economic shifts and structures, while 
constant prices are used to determine economic growth year 
after year. 
The proportion of government spending on the education 
sector, both on total development expenditures and Gross 
Domestic Product (GDP), indirectly shows the government's 
reaction to the increasing demand for educational facilities 
and infrastructure. Indirectly it shows how far people realize 
the importance of education. 
C. Pearson Correlation 
Pearson Correlation method or also called Pearson 
Product Moment Correlation Method. The Pearson 
Correlation Method is a correlation used for continuous data 
and discrete data suitable for parametric statistics. When the 
data is large and has parameters such as the mean and 
standard deviation of the population. Pearson correlation 
calculates correlation using variations of data. The diversity 
of data can show the correlation. This correlation calculates 
the data as it is, does not rank the data used. When data are 
numerical data such as rupiah exchange rate, financial ratio 
data, economic growth rate, and other numerical data 
samples, the Pearson product moment correlation is suitable 
for use. The formula used to calculate the Simple Correlation 
Coefficient is as follows, 
      (1) 
Explanation (1) includes n which is the number of pairs 
of data X and Y, Σx shows the amount of variables X, Σy 
shows the amount of variables Y, Σx2 shows the squares of 
total number of variable X, Σy2 shows the squares of total 
number of Variable Y, Σxy shows the squares of total 
number of variable X and variable Y.   
III. RESULT AND DISCUSSION 
A. Data Collection 
To obtain data that is really accurate, relevant and valid 
then the authors collect data using secondary data analysis. 
Secondary data is indirect data. These data are Gross 
Domestic Product (GDP) between 2008 to 2011 and the 
School Dropout Rate between 2008 to 2011, sourced from 
the Central Bureau of Statistics. 
B. Data Processing 
From several data processing methods that exist and 
many references, chosen one method that eventually used in 
this research is Pearson Correlation Method or also called 
Pearson Product Moment Correlation Method. Pearson 
correlation method is the correlation used in parametric 
statistics, while for the data type is continuous data and 
discrete data. 
C. Education Data 
The Department of Education and Culture of the 
Republic of Indonesia is an institution under the president 
who deals with and conducts education in the Republic of 
Indonesia. In the education system in Indonesia is divided 
into two parts, the first is compulsory education starting 
from elementary school to high school, the second is higher 
education that is supervised and managed by the Ministry 
of Research and Technology. From the data obtained from 
the Central Bureau of Statistics (BPS) Indonesia, obtained 
data dropout numbers as shown in table 1, 
TABLE I.   NATIONAL DROP OUT RATE [1][2] 
Year Dropout Rates 
2008 437.608 
2009 445.075 
2010 439.033 
2011 248.988 
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In table 1 the data of drop out rates every year does not 
always indicate an increasing number, but there is a 
decrease especially in 2011. 
 
Figure 1. National Drop Out Rate [1][2] 
From figure 1, it can be seen that there is a decrease in 
dropout rates. many things can influence the decline, one of 
which is a government program to support education or 
other external causes. 
D. PDB Data 
One of methods for calculating national income is GDP. 
In the economic field, GDP represents the market value of 
all goods and services produced by a country in a given 
period. GDP value data obtained from the Central Bureau of 
Statistics then processed so as to generate data that will be 
used to calculate the relationship with the value of drop out 
of school (table 2). 
TABLE II.  PDB [2] 
Year PDB 
2008 510,2 
2009 539,6 
2010 755,0 
2011 893,0 
 
In table 2 the GDP value of each year is always 
increasing, in 2008 to 2009 the increase is not too high but 
then in the next year in the year 2010 to 2011 value of GDP 
has increased rapidly. 
 
Figure 2. GDP[2] 
from figure 2, there is an increase in Indonesia's GDP. In 
2009 to 2011 there was a significant increase compared to 
2008. Economic growth can be interpreted as a process of 
changing the economic conditions of a country on a 
sustainable basis to a better state during a certain period. 
Economic growth can also be interpreted as a process of 
increasing the production capacity of an economy which is 
realized in the form of an increase in national income. 
E. Examination 
Testing is done by calculating data from BPS. The test 
result data will be analyzed to get the conclusion of linkage 
analysis of dropout rate with GDP. 
TABLE III.  CORRELATION GDP AND NUMBER OF DROP OUT RATES  
 2008 2009 2010 2011 
Primary 
School 0,7294 0,7225 0,4393 0,3878 
Junior High 
School 0,6095 0,6238 0,3605 0,3467 
Senior Hight 
School 0,6061 0,5965 0,5321 0,2606 
 
Table 3 shows the results of the correlation divided into 3 
levels, namely Elementary School (SD), Junior High School 
(SMP) and Senior High School (SMA). The highest score 
was owned by elementary school in 2008, and the lowest 
value was owned by Senior High School in 2011 
 
Figure 3. Correlation GDP and Number of drop out rates 
 
IV. CONCLUSION 
From the results of calculations using the Pearson, 
Correlation method obtained positive results which means 
the relationship between two variables are directly 
proportional or if the variable A rises, then the variable B 
come up. In other words, if the drop out value will affect 
GDP or decrease GDP.  
The connectedness value between school dropout and 
GDP at primary level was 0.7294 in 2008, 0.7225 in the 
year of 2009, 0.4393 in 2010 and 0.3878 in 2011. While the 
relationship between the number of dropouts and GDP of 
junior high school level is 0.6095 in 2008, 0.6238 in 2009, 
0.3605 in 2010 and 0.2467 in 2011. while the relationship 
between the dropout rate and GDP of the SMA level was 
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0.6061 in 2008, 0.5965 at in 2009, 0.5321 in 2010 and 
0.2606 in 2011. 
The conclusion of the linkage analysis between the 
number of dropouts and GDP is that the large amount of 
government aid to education with increasing GDP can not 
necessarily reduce the number of dropout rates. But the trend 
of connectedness every year is getting weaker which 
indicates the beginning of the relationship between the 
increasing number of GDP with the number of dropouts in 
Indonesia. 
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Abstract—The low learning outcomes of students from year 
to year in the department of informatics in the course of data 
structure affect the learning outcomes. The purpose of this 
research is to know the difference between Student Learning 
Result between Using Mobile Media Learning application with 
Conventional Learning. Using a Quasi-Experimental Design. 
The sampling technique used is Cluster Purposive Sampling. 
Samples were divided into two groups: experimental groups 
taught using media mobile learning apps, and control groups 
taught using conventional learning. The test result data were 
tested using the Shapiro-Wilk test to know the data normality, 
F test for data homogeneity, and t-test to know the difference 
of learning result value with significant level (α = 0.05). Based 
on the data analysis result, a normality test result with the 
Shapiro-Wilk test obtained the value of both groups of samples 
is the normal distribution and the result of the F test is 
homogeneous. T-test result obtained by probability = 1.830 
with α = 0.05 so probability value <α = 0.05 which means H0 is 
rejected, hence there is the difference of result of student 
learning between using application of Mobile learning media 
with conventional learning. 
Keywords—mobile learning, data structure, student, learning 
outcomes, quasi-experimental. 
I. INTRODUCTION 
Activity learning environment that goes on is not always 
the same condition, there is flowing, some are not flowing, 
there are students who quickly understand what is delivered 
lecturer, and there are also students who find it difficult to 
understand what the lecturer presented. Students have high 
learning motivation and some are difficult to concentrate, 
and have no motivation, this is often found in the process of 
teaching and learning. 
The data structure is one of the courses that get more 
attention from the Computer Science Lecturer and students. 
because this course is a lot of students make a failure in 
learning [1-2]. Various approaches methods, strategies, 
pattern, and technologies have been used as a lecturer, but 
have not been able to be an appropriate solution to be 
generally applicable [1], [3]. 
According to [4] data structures is a substantially 
important foundation course in computer science for 
computer programming students on account of learning 
fundamentals of data structures and algorithmic approaches 
used in software design and development. Further, that 
explained data structures is also important for students to 
have the ability and vision to design and develop fast, active 
and stable software [4]. 
In the learning process is very necessary for a lecturer to 
overcome student learning difficulties. one of the approaches 
is to develop a mobile learning media. In our previous 
research, we have designed an instructional framework that 
focuses on the visualization of content media theory-practice 
of data structures course [1] and has measured the 
availability of network and service quality for the application 
of mobile learning tools of the data structure course. Then, 
the measurement results become the benchmark in the design 
and development of online learning software. Data usage, 
material content, access speed and streaming of learning 
content [5]. 
This paper will discuss the effect of mobile media app 
usage on student learning outcomes. "Is there any influence 
of the media on student learning outcomes in the course of 
data structures?", The expected contribution of this research 
is to become informed about the importance of mobile 
learning media as one of the methods approaches, become 
the solution of student's learning difficulties will stimulate 
students' learning spirit to learn become an easy and fun 
thing, as improving the teaching and learning process to 
achieve optimal learning outcomes. 
II. BACKGROUND AND RELATED WORK 
A. Network Availability in East Kalimantan 
In order to that the mobile learning process can run well 
online, the network availability at the location must be 
available because the successful implementation of the 
online learning system is largely determined by the 
availability of the network in the area where the application 
users live (student habitation). Related to this,  in previous 
studies the author has reviewed the server performance 
issues and availability of existing networks in the Borneo 
area, we have also analyzed and discussed them in previous 
research, among others; the paper [6], the study was 
conducted using a mobile device and implemented in seven 
districts and four points in every district in the city of 
Samarinda, East Borneo. Measurements using the standard 
quality of TIPHON with some parameters such as end-to-end 
delay, jitter, packet loss probability and throughput.  
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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Broadband quality of service experience measuring mobile 
networks from consumer perceived [7], this paper provides 
an overview of the quality of service experience from the 
viewpoint of the customer's perceived of mobile broadband 
services. Using a quantitative descriptive analysis of active 
testing a number of data packets were sent to the 
communication line to measure the six Quality of Service 
parameters using the LIRNEasia Benchmarking approach. 
User perceptions of mobile internet services performance in 
Borneo [8], the study tries to assess the Quality of Service 
(QoS) for mobile internet services in the ways assessment 
involves identifying user perception to assess consumer 
experience of the mobile internet services they were using. 
A survey led to the gathering of important information on 
QoS for mobile internet, which has been analyzed further. 
The information from the survey pertains to the awareness 
levels among consumers regarding their data plans, overall 
satisfaction, Indonesia Telecommunication Regulatory 
Authority (BRTI) and its regulations on QoS. 
The network performance measurement related to the 
content of the application has been discussed in the paper 
[9], the paper examines the availability of mobile networks 
and also develops mobile learning software. The app is then 
implemented directly in the mobile networks, performing 
measurement and performance testing on the parameter 
which is the quality of service metrics by internet service 
providers in locations of the research project. And the paper 
[10], discussion an availability of mobile networks and 
develops mobile learning software. 
B. Mobile Learning App for Data Structure Course 
Mobile Learning Applications that have been developed 
contain teaching materials in accordance with the syllabus of 
the Data Structure course, the material presented in the form 
of visual animation, along with code-script and theory on 
each content. The content of teaching materials refers to [1], 
shown in “Fig. 1.  
 
Fig. 1. Mind map diagram of contents media in data structure course app 
The user interface of the Mobile Learning App can be 
seen in "Fig. 2". 
 
 
Fig. 2. user interface of the Mobile Learning App. 
C. The Student Learning Outcomes 
Reference [11] has perform a survey of some of the 
literature in the area of learning outcomes shows a number 
definitions, i.e.: 
Learning outcomes are statements of what is expected 
that the student will be able to do as a result of a learning 
activity [12]. Learning outcomes are an explicit description 
of what a learner should know, understand and be able to do 
as a result of learning [13]. A learning outcome is a 
statement of what the learner is expected to know, 
understand and/or be able to do at the end of a period of 
learning [14]. 
The student learning outcomes on the object of research 
have decreased the value of learning, at the end of the lecture 
many students who have failed in the course learning 
process. a large number of students who fail to follow this 
course will affect the quality of learning.  
The low student learning outcomes in each year in the 
informatics department are presented in TABLE I. 
TABLE I.  THE STUDENT LEARNING OUTCOMES FOR 2 ACADEMIC YEARS 
Academic 
Year 
Grade 
Sum 
A B C D E 
2015/2016 11 32 87 79 18 227 
2016/2017 22 20 45 81 9 177 
a. Source: Academic Information System 
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III. METHODOLOGY 
A. Research Design 
The design of this research using Quasi-Experimental 
Design [15]. The research design begins by determining the 
population and selecting samples from the existing 
population with Cluster Purposive Sampling. In the design, 
there are two groups that are each chosen randomly. The 
same material used for both groups is about Searching and 
Sorting, but in the experimental class used mobile learning 
media app, while in the control class applied conventional 
learning model. 
TABLE II.  RESEARCH DESIGN WITH CONTROL GROUP DESIGN 
Group treat Post Test 
Experiment X1 Test 
Control X2 Test 
B. Population and Sampling Techniques 
The population in this study is all students who program 
the course Data Structure Academic Year 2017/2018. The 
population is Student Generation 2017, which consists of 4 
classes i.e. class A, B, C and D. Samples taken in this 
research consist of 2 classes that class A as control class and 
class B as experiment class. The sampling technique used is 
a quasi-experimental design. Samples taken in this research 
using Cluster Purposive Sampling method. 
C. Conceptual Definition 
• Learning using media, Learning uses this media 
where Lecturers use the media with the tool of 
Mobile Learning App to explain teaching materials. 
• Conventional Learning, Conventional Learning is a 
lesson that emphasizes the involvement of Students in 
Lecturer-centered activities. In conventional learning 
the teacher uses several methods, such as lecture 
method, practice method and assignment method. 
• Learning outcomes, are the abilities that are owned by 
the Students after receiving their learning experience. 
Learning outcomes were obtained from the Student's 
effort after following the learning process by using 
the learning result test on the subject of Searching and 
Sorting. 
D. The Operational Definition of a Aariable  
In order not to give rise to multiple interpretations and to 
avoid misinterpretation of the terms used in this study, the 
following operational definitions are given: 
• (X) The independent variable is a learning model 
using mobile learning media and Conventional 
Learning. 
• (Y) The dependent variable is the learning outcomes 
of the Students of the experimental class and control 
class groups in the Student. 
E. Data Collection Technique 
Methods of data collection conducted in this research are: 
• Documentation, the preliminary data on the 
academic ability of the Student is obtained from the 
data of daily test results from the lecturers before the 
treatment is done. Daily data on the material is the 
initial capability, and used for the formation of the 
group in the learning that will take place in the class. 
• The test, this data was taken after each group 
received treatment, using mobile learning media in 
the experimental class and conventional learning in 
the control class. The final test result data will be 
processed and analyzed and then concluded whether 
there are differences in learning outcomes between 
the two treated groups. 
Before the test is used as a research instrument, the test is 
first tested and then the item is analyzed. For the analysis of 
the degree of difficulty [16], [17], distinguishing, and 
reliability of multiple choice items [17]. 
F. Data Analysis Technique 
• Descriptive statistics, used to describe data that is 
calculate the average value and standard deviation of 
a data. The data analyzed were preliminary test score 
data given in the study population, then selected two 
classes whose mean value of the initial test had 
significant differences. 
• Inferential statistics, to perform hypothesis testing, 
first testing requirements analysis. before performing 
t test done first test of normality and homogeneity 
test two variance. 
• Normality test, used to determine whether the data to 
be analyzed is normally distributed or not 
abnormally distributed, using the normality test [18]. 
The technique of calculating the normality test of 
this data using SPSS program. 
• Homogeneity test, t test can be divided into two 
groups, t test with homogeneous variance and t test 
of heterogeneous variance. Homogeneous or 
heterogeneous variance is calculated using the F test 
[19]. 
Statistical Hypothesis in this study using SPSS computer 
program, then in draw the conclusion as follows: 
• If sig> α then Ho rejected, means there are 
differences in student learning outcomes using 
mobile learning media applications with 
Conventional Learning.  
• If sig ≤ α then Ho accepted, means there are no 
differences in student learning outcomes using 
mobile learning media applications with 
Conventional Learning. 
IV. RESULT AND ANALYSIS 
A. Initial Value Data 
Based on the results of the test obtained descriptive data 
shown in TABLE III and TABLE IV. TABLE III, it shows 
that the highest value of the control group is higher than the 
experiment group value, and the experiment group's lowest 
value is higher than the control group. 
• Hypothesis Testing, When the sample comes from 
population with homogeneous variance, then t test 
[20-25] is used. 
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TABLE III.  PRE-TEST SCORES 
Group 
Data Test Value 
Average  Standard Deviation 
Highest 
Value 
Lowest 
Value 
Experiment 53.77 9.62 75.00 34.00 
Control 52.27 9.20 76.00 33.00 
 
Based on the post-test results obtained descriptive 
statistics of experimental class and control group can be seen 
in Table IV. 
TABLE IV.  POST-TEST SCORES 
Group 
Data Test Value 
Average  Standard Deviation 
Highest 
Value 
Lowest 
Value 
Experiment 81.03 11.57 98.00 55.00 
Control 75.50 11.84 95.00 50.00 
 
TABLE IV, it shows that the highest value of the 
experiment is higher than the control group value, and the 
lowest control value is lower than the value of the 
experimental group. 
B. Inferential Analysis 
• Preliminary Test Data Value Analysis 
TABLE V.  TESTS OF NORMALITY 
Group Kolmogorov-Smirnov
a Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 
Experiment 
after treat 
.105 30 .200* .950 30 .171 
 Control 
after treat 
.155 30 .065 .939 30 .085 
*. This is a lower bound of the true significance. 
a. Lilliefors Significance Correction 
 
Test Data Normality in TABLE V, from the test results 
using SPSS 24 obtained value for the test results of the initial 
experimental group of 0.899 because the value of sig = 
0.899> 0.05 then Ho accepted. That is, the initial value data 
is normally distributed. While the results of the initial test of 
the control group obtained a significant value of 0.555 
because the value of sig = 0.555> 0.05 then Ho accepted. 
This means that the initial test data is also normally 
distributed. 
Data Homogeneity Test, homogeneous or heterogeneous 
two variance were calculated using the F test. 
Based on the results of manual calculations obtained: F count 
= 1.119, F0.05 = 1.85. Since F count <Fα then H0 is 
accepted i.e. the two samples of the population with 
homogeneous variance. 
The t test used is a free two-t test that aims to compare 
two mean values. Based on the results of manual 
calculations, to determine the differences in the use of 
conventional learning model and learning using the media of 
mobile learning app in the data structure course used two-
averaged test with the criteria of hypothesis given that H0 
accepted [20]. T table =±1.699, T count = 0.621.  
 -1.699 ≤ t count ≤ 1.699 
Because the value of T count is less than T table then H0 
is accepted, this means the average of group learning result 
using conventional learning model there is no difference with 
mean of learning result using media of mobile learning app. 
• Post Test Data Value Analysis 
Test Data Normality in TABLE V, from the test results 
using SPSS 24 obtained value for the test results of the initial 
experimental group of 0.171 because the value of sig = 
0.171> 0.05 then Ho accepted. That is, the initial value data 
is normally distributed. While the results of the initial test of 
the control group obtained a significant value of 0.085 
because the value of sig = 0.085> 0.05 then Ho accepted. 
This means that the initial test data is also normally 
distributed. 
Data Homogeneity Test, homogeneous or heterogeneous 
two variance were calculated using the F test. 
Based on the results of manual calculations obtained: F count 
= 0.955, F0.05 = 1.85. Since F count <Fα then H0 is 
accepted i.e. the two samples of the population with 
homogeneous variance. 
• T test to Determine the Difference between the 
Experiments group and the Control group 
Based on the results of manual calculations, to determine 
the differences in the use of mobile learning models and 
conventional learning on the material Searching and Sorting, 
used two average difference test obtained: 
T count = 1.830 
T table = 1.699 
Since the value of t count is more than T table then H0 is 
not accepted, this means the average of learning result by 
using mobile learning media is different with the average of 
learning result of conventional learning, or there is a real 
difference between mean of learning result by using mobile 
learning media with conventional learning. This difference 
shows that learning outcomes using mobile learning media 
are better than conventional learning outcomes, this is 
supported by the average learning outcomes of each group, 
for the experimental group and the control group. 
The low learning outcomes of students from year to year 
in the field of informatics at the university where the author 
teaches, various approaches and learning models have been 
applied, but changes in student learning outcomes are not 
significant, one of the factors caused by the difficulties of 
Student learning in the Data Structure Course. 
 
Fig. 3. Comparison of student learning outcomes for 3 academic years 
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Utilization Mobile-based learning technology to be one 
solution in helping teachers become teaching tools that can 
be packaged into a media of learning whenever and wherever 
students can use, it should be the teachers apply the mobile 
learning technology. 
Since this year (academic year 2017/2018), we have 
taken advantage of mobile learning media applications that 
we have developed. And media influence can significantly 
increase student learning outcomes, particularly in the Data 
Structure course. Improvements in student learning outcomes 
are presented in “Fig. 3”. 
V. DISCUSSION AND CONCLUSION 
This study discusses differences in learning outcomes in 
the data structure between students taught using mobile 
learning media and conventional learning on the subject 
matter of Searching and Sorting Academic Year 2017/2018. 
This study required 2 samples of the group, one group as 
the experimental class and one other class as the control 
group. In the Informatics department for the class of 2017 
consists of 4 classes. Because it takes only 2 classes, then 
from 4 classes taken 2 classes by looking at the difference in 
the average value of the exam to be made in the experimental 
class and control class. From the test results in the previous 
material, it was found that the results showed that the 
experimental group and the control group came from the 
same initial condition, after the normality test and 
homogeneity test showed that both samples were normal 
distribution and there was no difference of variance. Then in 
the experimental group conducted treatment with the given 
mobile learning media while the control class is given the 
conventional learning treatment. 
This study required 2 samples of the group, one group as 
the experimental class and one other class as the control 
group. In the Informatics department for the class of 2017 
consists of 4 classes. Because it takes only 2 classes, then 
from 4 classes taken 2 classes by looking at the difference in 
the average value of the exam to be made in the experimental 
class and control class. From the test results in the previous 
material, it was found that the results showed that the 
experimental group and the control group came from the 
same initial condition, after the normality test and 
homogeneity test showed that both samples were normal 
distribution and there was no difference of variance. Then in 
the experimental group conducted treatment with the given 
mobile learning media while the control class is given the 
conventional learning treatment. 
The learning process in the experimental group is given 
treatment with mobile learning media, where the students are 
required to take an active role in teaching and learning 
process. While the learning process in the control group with 
conventional learning, Lecturers explain about the material 
and Students listen to the explanation and asked if there is 
material that has not or less understood. 
After both classes have been treated in the teaching and 
learning process, both groups are given a test for the 
evaluation of learning outcomes or final tests in the material. 
The average final test result obtained for the experimental 
group was 81.03 and for the 75.50 control group. This means 
the average experiment group is higher than the control 
group average. It is also clarified by t-test results where t-
count value is 1.830 with t table 1699, because the value of t-
count 1.830> t-table 1.699, means H0 rejected and Hi 
accepted means there are differences in student learning 
outcomes between conventional learning by using mobile 
learning media. 
Based on the normality test and homogeneity test, it was 
found that the evaluation data of the results of the two 
groups, namely the experimental group and the control group 
are normally distributed and the variance of the two 
homogeneous groups. The results of the analysis show that 
for the experimental group obtained the probability value 
0.171 with a significant level of 0.05. This means the 
experimental group is normally distributed. For the control 
class obtained probability value of 0.085 with a significant 
level of 0.05. This means the control group is normally 
distributed. For homogeneity test, based on the calculation 
results obtained values F count = 0.955 and F table = 1.85 
with α = 0.05. Because F count <F table it can be concluded 
that both groups are homogeneous. 
This shows that in teaching and learning process, 
teachers who teach using instructional media more support in 
improving student learning outcomes, compared with 
teachers who use conventional learning model. Based on the 
results of the above discussion it can be concluded that there 
are differences in learning outcomes between students who 
were taught using mobile learning media with students 
taught with conventional learning. Where learning using 
media is better than conventional learning. 
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Abstract— Disability is a person's condition in the 
physical, intellectual, mental, and/or sensory limitations in the 
long term. This study is reserved for those who do not have the 
lower arm in order to operate the computer normally. This 
study uses orientation sensor on the smartphone as the main 
sensor to move the cursor and click. Delivery of data from 
smartphone to computer is using Bluetooth. This study will 
compare two gestures from a combination of orientation 
sensors on the upper arm: gesture 1 using pitch-yaw motion 
and gesture 2 using pitch-roll motion; to move the cursor on 
the monitor. Left-click and right-click using ANN is to detect 
upper arm jerk movements. Evaluation using ISO / TS 9241-
411 standard: ergonomics of human-system interaction; which 
includes performance evaluation and comfort of the gesture. 
Performance results of throughput, movement time, comfort 
and fatigue between gestures were not significantly different 
between those gestures. The result of the effort questionnaire is 
that gesture 1 has the highest effort on the shoulder and 
gesture 2 has the highest effort on the hand. 
Keywords— Android, ANN, Fitts’law, ISO/TS 9241-
411, Pointing device 
I. INTRODUCTION 
The Constitution of the Republic of Indonesia number 
8 in 2016 [1], describes the disabled as any persons who 
have limited physical, intellectual, mental, and/or sensory 
ability in interaction with the environment and may have 
difficulties to participate effectively. Persons with 
disabilities have difficulty in the technology processing 
such as computers. The mouse on the computer becomes 
one of the obstacles for disabled, especially for those 
without their forearms (elbows to fingers) to use the 
computer. Besides the mouse, there is also a cursor 
triggering tool, that is a remote application in the 
smartphone. This remote application also uses fingers to 
move the cursor and click. In this case, the disabled 
without forearms find problems to use. 
Human computer interaction (HCI) is the science in 
communication between humans and computers. By 
making use of HCI, an application for the disabled 
without forearms can be developed; meanwhile, the 
application of the study itself will use sensors available in 
a smartphone. 
Sensor orientation is used to replace the mouse 
function. This sensor is available on some smartphones. 
By using their upper arms to move the computer cursor, 
the disabled without the forearms can also use it.  
Based on the existing problems, there are several 
similar studies with different methods such as gyro-mouse 
[2]. It is a study of mouse replacements using the gyro 
sensors placed on the glasses and how to move it by 
moving the head. The mouse earphone [3] is a study of 
mouse alternatives using an accelerometer sensor placed 
on the earphone and how to move it with head movement. 
The other references in this study are eye-tracker [4], 
color pointer detection [5] and voice controller [6]. These 
studies are carried out by looking for the computer cursor 
triggering alternative without having to use a finger. 
In this study we propose a new method of Android-
based mouse alternative for disabled persons with no 
forearms for both hands. Moving the cursor needs the 
movement of the upper arm with two gestures. The first 
gesture uses a pitch-yaw and the second gesture uses pitch-
roll. Artificial neural networks (ANN) are used to detect 
click actions and classify cursor movements (gesture 1 and 
gesture 2). 
II. METHODS 
In general, the system diagram as in Fig. 1. The 
information flow is 1) orientation sensor is processed by 
using ANN; 2) ANN result includes left click, right click 
or cursor movement; and 3) send the command of ANN to 
PC. 
A. Orientation Sensor 
Orientation sensor [7] is a sensor used relatively to 
monitor the position and orientation of a smartphone to the 
earth's surface. The orientation sensor obtains its data by 
processing proximity sensor’s data from the accelerometer 
and geomagnetic field sensors. Using these two sensor 
sensors, the system provides data for the three orientation 
angles which are yaw (azimuth), pitch, and roll. Figure 2 
shows three orientation angles that work on a smartphone. 
Orientation 
Sensor
(Smartphone)
Artificial Neural 
Network 
Classification
Orientation  
Mapping
1
2
3
 
Fig. 1. System diagram 
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B. Upper Arm Movement 
The proposed upper-arm mouse uses a smartphone that 
is placed in the upper arm of a human. This experiment 
uses two gestures to compare its performance with the 
mouse. Gesture 1 uses a pitch-yaw angle sensor in which 
the pitch is for up-down movement and yaw is for left-
right movement. Gesture 2 uses a pitch-roll angle sensor 
in which the pitch is for up-down movement and roll is for 
left-right movement. The following are the explanations 
for every gesture examined.  
1) Gestur1  
Gesture 1 is mapped as described in Fig. 3. Fig. 3 tells ϴx 
+ to be the initial data to move the cursor on screen in the 
Y + axis and click method. The ϴz + axis becomes the 
initial data to move the cursor on screen in the X + axis. 
How to use gesture 1 is illustrated in Fig. 4. 
2) Gesture 2 
Gesture 2 is mapped as described in Fig. 5. Figure 5 tells 
ϴx + to be the initial data to move the cursor on screen in 
the Y + axis and click method. The ϴz + axis becomes the 
initial data to move the cursor on screen in the X + axis. 
How to use gesture 2 is illustrated in Fig. 6. 
 
C. Artificial neural network 
Artificial neural network (ANN) is a way to 
demonstrate how neural network in the human brain works 
in doing a task. Many application used the ANN as an 
example in measuring the step-length, as in [8]. Neurons 
are depicting of the human brain’s working system in 
organizing its constituent cells. The goal of organizing 
these cells is to recognize certain patterns with a very high 
network effectiveness. The levenberg-marquardt training 
algorithm is one of the famous due to the speed [9] 
Like humans, ANN also needs a learning to recognize 
patterns. The result of ANN training is the value used for 
the classification. ANN training requires an activation 
function to enable or disable neurons. The activation 
function used in this study is symmetric sigmoid. 
We use 200 data in terms of Pitch, which include 100 
upward jerks for left click and 100 downward jerks for 
right click. Figure 7 tells 1 data in terms of pitch has 100 
inputs. We use one hidden layer with 14 neurons. The 
output from ANN is 2 neurons with 01 for left click, 10 for 
right click, and others counted as cursor movements. 
 
 
 
 
Z 
(Azimuth)
X 
(Pitch)
Y (Roll)
  
Fig. 2. Orientation sensor angle on the smartphone 
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Fig. 5. The sensor-cursor mapping of gesture 2 
 
 
 
Fig. 6. Gesture 2 
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Fig. 3. The sensor-cursor mapping of gesture 1 
 
Fig. 4. Gesture 1 
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D. ISO 9241-411 
ISO 9241 is a standard from International 
Organization for Standardization (ISO) that works on 
ergonomic human-system interactions [10]. ISO is an 
international independent agency that sets standards in 
various fields such as technology, industry, health and 
others. ISO’s objective makes this standard to provide the 
quality, efficiency, and security of a product or service. 
ISO 9241-411 is an evaluation method for input 
devices. The evaluation method that is utilized used to 
evaluate the performance of the cursor movement use one 
directional tapping tests shown in Fig 8. This method uses 
a block-shaped target in which the color of the target click 
is red. This evaluation has four difficulty levels: 
1. Very easy: ID <= 3 (mode 1) 
2. Easy: 3 < ID <= 4  (mode 2) 
3. Medium: 4 < ID <= 6 (mode 3) 
4. Hard: ID > 6  (mode 4) 
Index of difficulty (ID) =  (1) 
where d is distance and w is width in pixels. 
The Effective Index of Difficulty (IDe) is a 
measurement in the bits of the user's precision 
achievement during the task. 
 
 
(2) 
Throughput (TP) is used to measure the average velocity 
of each target shift.  
 
 
(3) 
Movement time is used to measure the average time spent 
for each target move. Other studies using the other type of 
tapping test, i.e., multi direction tapping test according to 
its application and its evaluation of this test, as in 
[11],[12],[13], and [14]. However, we simplify this study 
using modified one-directional tapping test as suggested 
by ISO for horizontal and vertical movement as in Fig. 8. 
 
E. Experimental method 
Data collection was done at the university under the 
supervision of the researcher. Each subject is given an 
explanation or guidance regarding the process of data 
collection and how to operate of the application. Subjects 
are given the flexibility to determine the position of the 
test such as sitting, standing and the distance between the 
respondent and the computer as long as it is in Bluetooth 
range. 
The number of subjects in this experiment was seven 
people with an age range from fifteen to twenty-five. The 
average age of subjects is twenty-one years old with a 
standard deviation of 2.79. All subjects use the right hand 
in operation. 
The tools needed for this experiment are laptop and 
smartphone. The Netbeans application and Bluetooth 
driver is pre-installed in the laptop. Should the laptops do 
not have bluetooth hardware, the test can still use 
bluetooth dongle as the replacement. This study uses a 
screen with a resolution of 1366 x 768. Minimum 
requirement of smartphone used is to have Bluetooth and 
sensor: accelerometer, magnetometer, and orientation.  
Experimental data were obtained from tapping tests 
and questionnaires filled or tested by respondents. Trial 
data from tapping tests contains of coordinates (x, y), 
target width and length, distance between targets, errors 
(if clicks are not on target), time required for each click, 
and index of difficulty for each trial. The questionnaire 
consists of several types, i.e.: 1) independent forms, 
consisting of 7 questions on comfort and 5 questions on 
fatigue; 2) dependent forms, which are used to compare 
gesture 1 and gesture 2 in terms of comfort and fatigue; 3) 
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Fig. 8. One directional tapping test 
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Borg questionnaire rating of perceived exertion scale, 
used to determine the effort needed during the use of 
gestures. 
During the test, every subject uses the same rules for 
each tools, such as the mouse, gesture 1, and gesture 2. 
Subjects try the test program randomly for the mouse and 
both gestures; then, subjects do tapping tests for three 
blocks, with 4 modes on each block, from the easiest to 
the hardest. The subjects try each mode once. Table 1 
shows the detail data of experimental result that will be 
processed statistically.  
 
 
TABLE I. DETAILS OF EXPERIMENTAL RESULTS  
Block Mode Mouse Gesture 1 Gesture 2 
tm(s) TP(bit/s) tm(s) TP(bit/s) tm(s) TP(bit/s) 
1 1 0.94 2.24 13.03 0.15 9.69 0.21 
2 0.96 3.43 16.33 0.18 13.58 0.21 
3 1.06 3.96 20.21 0.18 21.79 0.17 
4 1.58 3.55 40.57 0.15 40.01 0.14 
2 1 0.82 2.53 10.39 0.21 8.36 0.22 
2 0.98 3.16 13.80 0.22 13.68 0.21 
3 0.95 4.32 16.21 0.24 15.90 0.25 
4 1.34 4.51 43.57 0.13 43.75 0.13 
3 1 0.85 2.39 6.75 0.31 6.57 0.33 
2 1.08 2.82 9.81 0.31 10.15 0.29 
3 1.02 4.09 17.27 0.24 18.34 0.21 
4 1.40 4.14 46.10 0.12 45.37 0.13 
Means   1.08 3.43 21.17 0.20 20.60 0.21 
III. EXPERIMENTAL RESULTS 
A. Quantitative Data 
The following are the steps in counting the 
quantitative data.  
1) Fitts'law Calculations 
The Fitts' law calculation begins once the data has 
been filtered in order for the data to be statistically 
analyzed. The classification of these calculations are type 
(mouse, gesture 1, gesture 2), block number, and mode to 
get data in every tool or gesture based on block and mode. 
We will then determine We and time of each mode, using 
the following equation: 
  (4) 
Sx is the standard deviation of the click coordinates with 
the midpoint of tapping. The next calculation step is to 
process We and time to get IDe and Throughput (TP). The 
results of IDe and TP calculations will be tested by using 
statistical calculations.  
2) Analysis 
After Fitts' law calculation is obtained, statistic test 
can be done to get the difference between the mouse and 
the two gestures. Quantitative data analysis will be 
divided into TP and movement time (tm).  
a) Throughput (TP) 
The statistical test for TP begins with a normality test 
using the Shapiro Wilk test. From the result of 
normalization of TP data it can be concluded that TP is 
normally distributed. This conclusion is obtained from the 
p value (mouse: p = 0.379, gesture 1: p = 0.318, gesture 2:  
p = 0.483). Since the data is normally distributed, the next 
test is a homogeneous test with Levene's test.  
Levene's test results were statistically significant (p < 
0.05); means the variant on the mouse and the two 
gestures are not the same. It can be assumed that the 
homogeneity of the variant is not fulfilled. Since the 
variants are not the same on the mouse and the two 
gestures, the next test is Welch ANOVA used to find out 
the average difference of TP value on the mouse and both 
gestures.  
The results of Welch ANOVA test is F(2, 19.593) = 
95.055, p < 0.05, which means there is a significant 
difference in the transfer speed of the devices. We use 
Games-Howell post-hoc to see the detail in the significant 
difference between mouse and the two gestures; this then 
determines that while there is significant difference of TP 
between mouse and the two gestures, the difference is not 
significant between the two gestures themselves.  
b) Movement Time 
The statistical test for movement time begins with the 
normality test with Shapiro Wilk test. From result of 
normality of movement time data can be concluded that 
movement time is not normally distributed. This 
conclusion is obtained from the probability value (mouse: 
p = 0.052, gesture 1: p = 0.009, gesture 2: p = 0.012).  
Results of Kruskal Wallis test obtained p value < 0.05 
which means there is significant differences between 
mouse and both gestures. Mann-Whitney U post-hoc test 
is used to see details of significant differences. 
• The movement time value of the mouse is faster 
than gesture 1 and gesture 2. 
• The movement time value of gesture 1 is not faster 
than gesture 2. 
Therefore, in terms of moving from one target to 
another, mouse has a faster movement time than the two 
gestures. Meanwhile, there is no difference in movement 
time between gesture 1 and gesture 2. Other than that, the 
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comparison of time needed between the two gestures to 
move from one target to another also do not differ. 
 
3) Error Rate Calculations 
During the tapping test, we received more than 50 
data, which was our target for every trial. This excess data 
is caused by the click’s mistargeting in the subject during 
the test. The following is a graphic of the error rate for 
every block. 
As seen on Fig. 9, block 3 has less error rate 
compared to the mouse or two gestures in block 1 and 
block 2. The data can also be processed statistically in 
order to prove the conclusion that there is a significant 
difference in every block. The result of Kruskal Wallis 
test shows p = 0.120 (p > 0.05), which means that 
statistically, there is no significant difference between the 
error rate of each block in the mouse and two gestures. 
 
We performed statistical tests on the data showed in 
Fig. 10 to see the effective modes for gesture 1 and 
gesture 2. Gesture 1 and gesture 2 were statistically tested 
using Mann-Whitney U test with mode 1 and mode 2 put 
in group 1 and mode 3 and mode 4 put in group 2. The 
result of statistical test of error rate in each mode says that 
there is significant difference in group 1 and group 2 (p < 
0.05). 
 
B. Qualitative Data 
The statistical data is obtained from the form filled by 
the subject after the test. There are seven questions of 
comfortability test and five questions of fatigue test 
questions. Data from each subject will be averaged to 
determine the level of comfortability and fatigue of the 
mouse and both gestures. 
TABLE II. COMFORTABILITY AND FATIGUE 
Assesment Mouse Gesture 1 Gesture 2 
Comfort 6.95 4.46 4.97 
Fatigue 6.61 5.89 5.87 
* Likert scale 7 point 
Table II shows the average rate that the mouse has the 
best levels of comfortability and fatigue. The statistic 
result of comfortability and fatigue states that there is a 
significant difference between mouse and the two gestures 
(p < 0.05), whereas it states no significant difference 
between gesture 1 and gesture 2 (p > 0.05). Therefore, we 
conclude that gesture 1 and gesture 2 are less comfortable, 
tiring their users much more easily. 
Assessment of effort uses Borg rating of perceived 
exertion scale in which the score 0 indicates the best value 
and the score 10 indicates the opposite. Mouse has the 
lowest level of effort for three categories (arm, shoulder, 
neck). For gesture 1, the highest level of effort lies on the 
shoulder with a score of 7.29, whereas for gesture 2, it lies 
on the arm with a score of 7.71. Therefore, we conclude 
that gesture 1 has more effort on the shoulder, and on the 
hand for gesture 2. 
IV. DISCUSSION 
Statistics shows that there is no difference in the 
transfer speed of information (TP) of gesture 1 and 
gesture 2, whereas there is a significant difference for 
transfer rate of information from the mouse to gesture 1 
and gesture 2. The same thing happens when we 
compared the movement time between the mouse, gesture 
1, and gesture 2. From this, we conclude that gesture 1 
and gesture 2 are not different in terms of TP and 
movement time statistically. We also categorize mode 1 
and 2 as group 1, and mode 3 and 4 as group 2 in terms of 
error rate. The result shows that gesture 1 and gesture 2 
are only applicable on mode 1 and mode 2, whereas mode 
3 and mode 4 cannot be used for gesture 1 and gesture 2. 
In total, the calculated performance of the mouse is 
much better than gesture 1 and gesture 2 in terms of TP 
and movement time. The click method which uses jerk 
movements become one of our obstacles as it requires 
more effort and that jerk movements, though little, can 
impact the cursor’s accuracy. 
To validate the experimental procedure and 
methodology, the result of performance assessment i.e., 
throughput, revealed that the mouse’s TP is 3.22 bps. This 
is in line with other studies by researchers which is 
the range of the mouse’s TP is 3.0-5.0 bps as reported in 
[15] and [16].  
Basically, the method in recognizing jerk movements 
worked well. From Fig. 9 and 10, we found that the error 
Fig. 9. Graph error rate on each block 
Fig. 10. The error rate graph in each mode 
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rate of gesture 1 and gesture 2 was two times higher than 
that of the mouse. Possibly, the characteristic of the 
smartphone’s orientation sensor affects the accuracy. 
We have 200 test data, where 70% is used for training, 
and 30% to test the score of the jerk movement detections 
whether they go smoothly. However, during the 
implementation, this jerking movement detection affects 
the cursor position; therefore, we need to reevaluate the 
click method so that it will not affect the cursor position.    
V. CONCLUSIONS 
Based on the result of the research and test, we 
conclude that. 
1. Average calculation of throughput and movement 
time for mouse is 3.22 bps and 1.14 s, 0.19 bps and 
22.18 s for gesture 1, and 0.19 bps and 22.66 s for 
gesture 2. We conclude that there is a significant 
difference between mouse and gesture 1 or gesture 
2, however, there is no significant difference for 
gesture 1 and gesture 2. 
2. As for the levels of comfortability and fatigue, 
mouse has the highest level of comfortability and 
the lowest level of fatigue. Gesture 1 comes on the 
second position, and gesture 2 on the last in terms 
of this. 
Mouse is the most effective tool in terms to effort. 
Gesture 1 comes on the second position, and gesture 2 
concluded as ineffective. 
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Abstract— Mining opinions from Indonesian comments 
from YouTube videos are required to extract interesting 
patterns and valuable information from consumer feedback. 
Opinions can consist of a combination of sentiments and topics 
from comments. The features considered in the mining of 
opinion become one of the important keys to getting a quality 
opinion. This paper proposes to utilize FVEC and TF-IDF 
features to represent the comments. In addition, two popular 
machine learning approaches in the field of opinion mining, i.e., 
SVM and CNN, are explored separately to extract opinions in 
Indonesian comments of YouTube videos. The experimental 
results show that the use of FVEC features on SVM and CNN 
achieves a very significant effect on the quality of opinions 
obtained, in term of accuracy. 
Keywords— Machine Learning, CNN, FVEC, Opinion 
Mining, SVM 
I. INTRODUCTION 
Extracting the sentiment from Indonesian YouTube 
comments is still a challenge. Slangs and various dialect is the 
main problem. Rinaldi and Musdholifah [1] initiated 
Indonesian YouTube opinion mining using self-labelled 
Indonesian comment. The experiment conducted in three type 
of label given: SENTIMENT, TYPE, and ALL. SENTIMENT 
label based on overall sentiment given regardless its toward 
video or product. TYPE label experiment observe the type of 
comment whether it given toward product or video. ALL label 
consist the combination of both SENTIMENT and TYPE. 
This research proves that the overall result of classification 
using STRUCT method approach is better. 
A term called sentiment analysis, or the mathematical 
taxonomy of statements' negative or positive connotations, 
gives companies potent ways to analyze cumulative language 
data across all sorts of communications. Opinion mining and 
sentiment analysis in the era of big data have been used in 
categorize the opinion into different sentiment and evaluating 
the mood of the public in general [2]. Various techniques have 
been developed over the years in different datasets and applied 
to various experimental settings and business cases. 
Machine learning framework is an integrated system of 
programs. These programs learn from existing data and 
capable of predicting new observations. Machine learning 
learns from data rather than explicitly programmed 
instructions. Machine learning itself divided into supervised 
learning which need to learn its predecessor data to make such 
classification and regression, and unsupervised learning 
which treat the data as a space to learn the inherent structure 
of the data without explicitly labelled. This study used 
machine learning based technique to extract customer’s 
opinion, train and classify on selected key words, named CNN 
and SVM. 
Convolutional Neural Network or known as CNN rise its 
popularity in image processing with proven capability in 
various image data like MNIST [4]. CNN uses 
“neighborhood” method to analyze a pixel value to its 
surrounding, then extract the important feature from 
convoluted image. Yoon [5] make a breakthrough by 
implementing CNN for sentence classification because he see 
the neighborhood method can be utilized to extract sentiment 
in the comments. This research proves that CNN can be used 
in sentence classification with decent performance. 
The decent performance and uniqueness of how CNN 
works bring the curiosity on combining CNN for sentence 
classification from Yoon [5] with FVEC additional feature 
from Rinaldi and Musdholifah [1]. Thus this research focused 
on combining CNN and FVEC then compares the 
performance with FVEC-SVM. 
II. RELATED WORKS 
Severyn [6] introduced FVEC and STRUCT feature in 
examine opinion mining in YouTube videos in English. The 
classification method used is SVM using the SHTK kernel 
function (Shallow Syntactic Tree Kernel). This study uses 
data from two domains, tablet domain and automobiles 
domain. The approach taken in classifying is divided into two, 
namely FVEC-SVM approach using the bag-of-words method 
and STRUCT-SVM approach using chunking method. Full 
task category reach 60,3% accuracy with STRUCT approach. 
Rinaldi and Musdholifah [1] undertake the research 
similar to Severyn [6] with the following differences: (1) The 
comments are in Indonesian, (2) Only use smartphone 
domain, (3) The kernel functions used include linear, 
polynomial degree 2, polynomial degree 3, and RBF, (4) In 
the FVEC approach, lexicon approach is excluded. In this 
research, the FVEC-SVM performed better than STRUCT-
SVM with 62.76% using linear kernel function in full task 
experiment. 
Yoon [5] made a breakthrough by implementing CNN for 
sentence classification. CNN was popular for image 
classification by analyzing value of a pixel and its 
neighborhood using sliding window. This method of finding 
correlation of a feature with its surrounding undertake the 
similar problem on sentence classification. Yoon’s work put 
text into word embedding, add padding so each sentence have 
a same length, and then send it to single-layer convolutional 
neural network. The performance was respectable compared 
to other famous text classification methods. Simple CNN with 
one layer of convolution performs remarkably well instead of 
tuning on hyper-parameters. 
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 Socher [7] proposed new model called the Recursive 
Neural Tensor Network (RNTN) Recursive Neural Tensor 
Networks is be able to take input phrases in any length. The 
phrase transformed into word vectors and parse tree, then by 
using tensor-based function for higher nodes vector 
computation. The RNTN accurately captures the sentiment 
and negation of the sentence. This research also includes two 
types of analyses: several large quantitative evaluations on the 
test set, and focuses on two linguistic phenomena that are 
important in sentiment. The top performance for all models 
was achieved between 25 and 35 words vector sizes 
dimensions with batch sizes between 20 and 30. 
Socher [8] invented method for paraphrase detection 
called Recursive Autoencoders (RAE). RAE works by 
unfolding objective and learn feature vectors for phrases in 
syntactic trees. These features were used to calculate the 
similarity of word and phrase-wise between two sentences. 
This research introduced a novel dynamic pooling layer which 
computes a fixed-sized representation from the variable-sized 
matrices as input to the classifier since the length of the 
sentences vary. This method outperforms other approaches on 
MSRP paraphrase corpus. The RAE captures syntactic and 
semantic information as shown qualitatively with nearest 
neighborhood embedding and quantitatively on a paraphrase 
detection task. This representation captures sufficient 
information to determine the relationship of paraphrase on the 
MSRP dataset with a high accuracy. 
Kalchbrenner [9] introduced Dynamic Convolutional 
Neural Network (DCNN). Dynamic k-Max was used for a 
global pooling operation over linear sequences. The network 
is capable to explicitly capturing short and long sentence 
relations. The network is easily applicable to any language 
since it does not rely on parse tree. This research conducted 
small-scale binary and multi-class sentiment prediction, six-
way question classification and Twitter sentiment prediction 
by distant supervision, total four experiments. The model 
achieves outstanding performance in the first three tasks and 
more than 25% error reduction in the last task due to the 
strongest baseline. 
Hermann dan Blunsom [10] experiment with learning of 
vector space representations of sentential semantics and the 
transparent interface between syntax and semantics provided 
by Combinatory Categorial Grammar (CCG) to introduce 
Combinatory Categorial Autoencoders. This research learns 
high dimensional embedding for sentences and evaluate them 
in a range of tasks, proving that the incorporation of syntax 
allows a concise model to learn representations that are both 
effective and general. This experiment explored a number of 
models, each of which conditions the compositional 
operations on different aspects of the CCG derivation. This 
experiment indicates a clear advantage for a deeper integration 
of syntax over models that only utilized the bracketing 
structure of the parse tree thought the most effective way for 
the compositional operators on the syntax remains unclear. 
Wang et al. [11] proposed semantic clustering and 
convolutional neural network to model short texts based on 
novel method. The model uses pre-trained word embedding to 
produce extra knowledge, and multi-scale Semantic Units 
(SUs). Three pre-trained word embedding for initializing the 
lookup based on Senna, GloVe, and Word2Vec. The 
experiments are conducted on two benchmarks: TREC which 
contains 5,452 training dataset whereas the test dataset 
consists of 500 questions, and Google Snippets which consists 
of 10,060 training snippets and 2,280 test snippets from 8 
categories. Three pre-trained words are conducted for each 
benchmark. This method achieves the highest result of 85.1% 
on Google snippets by Word2Vec and TREC achieve 97.2% 
when the GloVe word embedding is employed. 
III. METHODS 
This research compares the CNN performance in 
classifying YouTube comments towards SVM. In addition, 
FVEC features also added to test if it bring difference to 
learning model. The main experiment divided into two 
category: experiment using down-sampled data and 
experiment using whole data. 
A. Data 
The data used in this research was taken from [1]. This 
research organizing the data into two groups: whole data 
group and down-sampled data group. Whole data group uses 
all data and separated into train-test with 9:1 ratio, while 
down-sampled data group uses randomly selected comments 
from comments pool in order to get balanced data. This 
eliminate possibilities of bias model towards unbalanced data. 
The distribution of whole data group and down-sampled data 
group shown on Table 1 and Table 2. TRAIN data in each 
group k-folded and tested among TEST data to find the best 
accuracy can be reach for each groups. The down-sampled 
group TRAIN data folded into 5 while whole group data 
folded into 10. 
Table 1: Down-sampled data group distribution 
Label TRAIN TEST 
Product-Positive 500 400 
Product-Neutral 500 400 
Product-Negative 500 400 
Video-Positive 500 400 
Video-Neutral 35 5 
Video-Negative 500 400 
Uninformative 500 400 
Total 3035 2405 
 
Table 2: Whole data group distribution 
Label TRAIN TEST 
Product-Positive 519 64 
Product-Neutral 3863   397   
Product-Negative 826 89 
Video-Positive 850 98 
Video-Neutral 35   5 
Video-Negative 847    101    
Uninformative 5349   612 
Total 12289 1366 
 
Since the length of the sentences vary, all sentences in the 
training data then padded to meet the longest sentence which 
contain the most word. Each word include padding tranformed 
into word embedding, replaced each word with numbers and 
to condition become n-word length. 
For every comment processed, each k-word replaced with 
its representative in word embedding and padding is added to 
sentence to meet the n length. This transformation enable 
convolution layer to process the sentence. 
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B. FVEC-CNN 
CNN for sentence classification was introduced by Yoon 
[5] in various data. Each sentence tokenized then padding is 
added to make all sentence have a same length, make it n x k 
word representation. This form enable convolutional layer to 
process the sentences to learn corellation between sequential 
word 
The model architecture shown in Figure 1, let Xi ∈ Rk be 
the k-dimensional word vector corresponding to the i-th word 
in the sentence. A length of sentence of length n (padded if 
necessary) is represented as: 𝑥":$ 	= 	𝑥" 	⊕	𝑥( 	⊕ …⊕	𝑥$ (1) 
where ⊕ is the concatenation operator. In general, x+:+,- refer 
to the concatenation of words x+, x+,", . . . , x+,-. A convolution 
operation involves w	 ∈ 	R34 , which is applied to h words in 
order to produce a new feature. For example, a feature ci is 
generated from a window of words xi:i+h−1 by: 𝑐6 	= 	𝑓	(	𝑤	 · 	𝑥6:6	,;<" 	+ 	𝑏	) (2) 
here b ∈ R is a bias term and f is a non-linear function similar 
to the hyperbolic tangent. This filter is applied to each possible 
window of words in the sentence {x":3	, x(:3,"	, . . . , 	x	A<3,":A	} to produce a feature map with c	 ∈ 	RA<3," : 𝑐	 = 	 [	𝑐"	, 𝑐(	, . . . , 	𝑐$<;,"	] (3) 
Max-over time pooling operation applied over the feature 
map and take the maximum value	ĉ	 = 	𝑚𝑎𝑥{𝑐} as the feature 
corresponding to capture the most important feature for each 
feature map. 
 
Because FVEC has no correlation with the words 
sequences, additional FVEC feature added in the end of 
convolutional layer, beginning of fully connected layer. 
Figure 1 shows the architecture of Yoon’s CNN architecture 
modified by adding FVEC in the beginning of fully 
connected layer. 
 
 
 
For regularization, dropout employed on the penultimate 
layer with a constraint on l2-norms of the weight vectors. 
Dropout prevents co-adaptation of hidden units by randomly 
dropping of the hidden units during forward-backpropagation. 
For output unit y in forward propagation, dropout uses formula 
4 where ∘ is the multiplication operator of element-wise and r	 ∈ 	ℝL is a masking vector. Gradients are back-propagated 
only through the unmasked units.  𝑦	 = 	𝒘	 · 	 𝒛 ∘ 𝒓 + 𝑏, (4) 
 
C. FVEC-SVM 
Introduced by Severyn [6] and followed by Rinaldi and 
Musdholifah [1]. This method combines classic word 
weighting TF-IDF with additional feature cosine similarity 
between comments and the video title and counting the 
negation words in a comment. 
Cosine similarity used to detect if a comment contains 
same product as the title or not because sometimes user name 
a product on a comment but it does not relate to the title. If it 
does, then there are probability that the comment talk about 
the product. 
Negation used to inverse the polarity of the comments. If 
a positive comment contains one negation word, the polarity 
would be reversed to negative and vice versa. 
Lower-cased unigram and bigram used as feature selection 
to quantify each item present in a comment then classic TF-
IDF utilized to turn all features into vector space. 
Since the data classified into seven classes, one-versus-rest 
SVM was performed to find the decision boundary of every 
class. To find the decision boundary of a class, other class 
considered as one negative class. Classification is done as 
much as number of class or seven times. 
 
 
 
Figure 1: CNN architecture for sentence classification by Kim Yoon, modified by adding FVEC in fully connected layer 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
152
 IV. RESULTS 
The data made into two groups, whole data groups and  
down-sampled data groups. Each group separated into two 
part, training data and testing data. Training data then k-folded 
in order to get the highest training accuracy. For whole data 
groups, 10-fold cross validation performed in training data 
while 5-fold cross validation performed for down-sampled 
training data. 
A. Down-sampled Data Group 
Figure 2 shows the CNN accuracy for training and 
validation on each fold for down-sampled data. This shows 
that FVEC relatively helps model to reach higher accuracy, 
even it was not significant. For validation data, CNN and 
SVM creates different slope. This may indicate any over-
fitting in high training data accuracy. 
 
 
 
Figure 2: Result of Train, Validation, and Test of CNN 
performance on down-sampled data group 
 
Figure 3 shows SVM accuracy on down-sampled data on 
each fold. On training data, FVEC inconsistently helps model 
to learn. However, FVEC relatively helps increase accuracy 
on validation data as well as test data. The figure also showed 
the comparison of SVM with and without FVEC. Once again, 
FVEC has been proven to increase the accuracy. 
Finally, the performance comparison for FVEC-SVM and 
FVEC-CNN on down-sampled data group shown in Figure 4. 
FVEC-SVM outperformed FVEC-CNN with slight different 
around 0.01% difference. Therefore, FVEC-SVM still better 
than FVEC-CNN for sentence classification. 
 
 
 
Figure 3: Result of Train, Validation, and Test of SVM 
performance on down-sampled data group 
 
Figure 4: FVEC-SVM vs FVEC-CNN performance on 
down-sampled 
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 B. Whole Data Group 
Whole data group uses 9:1 ratio for training data and 
testing data on all data. The data selected randomly and 
proportionally. The training data then 10-folded in order to 
find the highest training accuracy. CNN and SVM both 
performed in this data group. 
 
 
 
Figure 5: Result of Train, Validation, and Test of CNN 
performance on whole data group using 10 Fold Cross-Val 
 
Figure 5 shows the result of training, validation, and 
testing data using CNN. In this case, FVEC has been proven 
to improve training data accuracy. The result on validation 
data accuracy seems fluctuate using FVEC, however it really 
help on predicting test data. 
 Performance of SVM on whole data group shown on 
figure 6. On training accuracy, the accuracy increased by 
utilized FVEC, this applies on validation data and training 
data as well. 
 
 
 
 
Figure 6: Result of Train, Validation, and Test SVM 
performance on whole data group using 10 Fold Cross-Val 
 
Lastly, the comparison performance of FVEC-SVM and 
FVEC-CNN on whole data group shown on figure 7. The 
result shown that FVEC-SVM accuracy is definitely higher 
than FVEC-CNN accuracy on every folds. 
 
Figure 7: FVEC-SVM vs FVEC-CNN performance on   
whole data group using 10 Fold Cross Validation 
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 V. CONCLUSION AND FUTURE WORKS 
The proposed FVEC-CNN runs well on both down-
sampled and whole data group with decent accuracy. 
However, FVEC-SVM has been proven to outperformed 
FVEC-CNN on both down-sampled and whole data group. By 
this means, CNN neighborhood method is not effective 
against the data compared to statistical based e.g. TF-IDF. In 
the future, research continues with method which robust to 
unstructured data e.g. LSTM, RNN, and Autoencoder. 
REFERENCES 
[1] E. Rinaldi, A. Musdholifah, “FVEC-SVM for opinion mining on 
Indonesian comments of youtube video” 2017 International 
Conference on Data and Software Engineering (IcoDSE), 1-2 Nov 
2017. 
[2] S. Shayaa et al., "Sentiment Analysis of Big Data: Methods, 
Applications, and Open Challenges," in IEEE Access, 2018. 
[3] L. Zhang, S. Wang, B. Liu., “Deep Learning for Sentiment Analysis : 
A Survey”. Computation and Language, Cornell University Library, 
2018. 
[4] X. Han., and Y. Li., “The Application of Convolution Neural Networks 
in Handwritten Numeral Recognition,” International Journal of 
Database Theory and Application, Vol.8, No.3 (2015), pp.367-376. 
[5] K. Yoon, “Convolutional Neural Networks for Sentence 
Classification” Computation and Language (cs.CL); Neural and 
Evolutionary Computing (cs.NE), 25 Aug 2014. 
[6] A. Severyn, A. Moschitti, O. Uryupina, K. Filippova, and B. Plank, 
“Opinion Mining on YouTube. In 52nd Annual Meeting of the 
Association for Computational Linguistics,” in Proceedings of the 
Conference ACL, vol. 1, pp. 1252-1261, 2014. 
[7] R. Socher, A. Perelygin, J. Wu, J. Chuang, C. Manning, A. Ng, C. Potts. 
2013. Recursive Deep Models for Semantic Compositionality Over a 
Sentiment Treebank. In Proceedings of EMNLP 2013. 
[8] R. Socher, J. Pennington, E. Huang, A. Ng, C. Manning. 2011. Semi-
Supervised Recursive Autoencoders for Predicting Sentiment 
Distributions. In Proceedings of EMNLP 2011. 
[9] N. Kalchbrenner, E. Grefenstette, P. Blunsom,. “A Convolutional 
Neural Network for Modelling Sentences,” In Proceedings of ACL 
2014. 
[10] K. Hermann, P. Blunsom. “The Role of Syntax in Vector Space Models 
of Compositional Semantics.” In Proceedings of ACL 2013. 
[11] P. Wang, J. Xu, B. Xu, C. Liu, H. Zhang, F. Wang, H. Hao. “Semantic 
Clustering and Convolutional Neural Network for Short Text 
Categorization”. Proceedings of the 53rd Annual Meeting of the 
Association for Computational Linguistics and the 7th International 
Joint Conference on Natural Language Processing (Short Papers), 
pages 352–357, Beijing, China, July 26-31, 2015. 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
155
Clustering human perception of environment impact 
using Rough Set Theory 
 
 
Ani Apriani  
dept. Geology Enginering 
Sekolah Tinggi Teknologi Nasional 
Yogyakarta, Indonesia 
aniapriani@sttnas.ac.id 
Sri Haryatmi 
dept. Mathematic 
Universitas Gajah Mada  
Yogyakarta, Indonesia 
s.kartiko@yahoo.com 
Iwan Tri Riyadi Yanto 
dept. Information System  
Ahmad Dahlan University  
Yogyakarrta, Indonesia, Country 
yanto.itr@is.uad.ac.id 
Danardono 
dept. Mathematic 
Universitas Gajah Mada  
Yogyakarta, Indonesia line 
danardono@ugm.ac.id 
Septiana Fathurrohmah 
dept. Urban and Regional Planning  
Sekolah Tinggi Teknologi Nasional   
Yogyakarta, Indonesia 
septiana.sttnas.ac.id 
Abstract— Yogyakarta, as the main destination for 
education, cultural exchange, and tourism in Indonesia 
has experienced a high demand on physical 
development. Despite its positive effect, the growth of 
physical development in Yogyakarta also brings several 
negative effects. This research aims to figure out the 
various effect of physical development in Yogyakarta 
based on the perception of the local residence. To 
achieve the objective, this research uses two methods 
based on rough set theory, that are Maximum 
dependency attribute (MDA) and fuzzy partition based 
on indiscernible relation (FKP). The results show that 
the water quality is the important attribute on physical 
and chemical aspects. Furthermore, on economic aspect, 
the highest attributes are immigration and employee 
absorption. 
Keywords—clustering, environment impact, Rough Set 
Theory 
I. INTRODUCTION 
Development aims to enhance the livelihood of the 
society by utilizing the available natural and environmental 
resources. However, the development itself may cause both 
positive and negative effects to the society. The magnitude of 
the development effect is influenced by the type of the policy 
to be implemented, characteristics of the natural 
environment, the availability of technology and financial 
resource, and the level of participation in the development 
process[1]–[5].  
Furthermore, the effect of the spatial aspect on the 
development could not be neglected. This aspect may 
determine the effect of the development. The effect of 
development in the urban area, sub-urban area, and rural-area 
may differ due to the distinct characteristics of the type of 
economic activity, the intensity of urban development, and 
the characteristic of the social and natural environment[6], 
[7].  
Yogyakarta, as the main destination for education, 
cultural exchange, and tourism in Indonesia has experienced 
a high demand on physical development. It has a potential 
market for the investment in the trading and hospitality 
sectors. The hospitality sector itself may contribute 24,88% 
in the Gross Domestic Product (GDP) of Yogyakarta. This 
indicate the positive impact of hospitality sector for the 
economic development in Yogyakarta.  
Despite its positive effect, the growth of hospitality 
sectors in Yogyakarta also brings several negative effects. 
The growth of hospitality industry in Yogyakarta has caused 
a high demand on hotel development.  The massive hotels 
development in Yogyakarta is said to cause several negative 
effects, for instance, the increase of traffic congestion, the 
increase of urban temperature, the decline of the groundwater 
reservoir, and the marginalization of the local architecture 
[8]. Therefore, this research aims to figure out the various 
effect of physical development in Yogyakarta based on the 
perception of the local residence.  Thus, a strategic program 
can be well planned during their period of studies in an 
institution[3], [9], [10]. An effective way to detect the most 
its impact is the use of data mining technique[11].  Data 
mining in general is the process of finding, analyzing a new 
information that may exist in data and summarizing the 
results as useful information. There are many outstanding 
studies on data mining in the areas of clustering, association 
rules, classification, conflict analysis, and etc [12]–[15]. The 
field of data mining that concerned with the applications. 
In order to achieve the research objective, two method 
based on rough set theory are used, that are Maximum 
dependency attribute (MDA) and fuzzy partition based on 
indiscernible relation (FKP).  The MDA method is used to 
ranking the dependency degrees of attribute and select the 
most important attribute or features[16].  Furthermore, the 
FKP as a clustering technique is used for grouping the data 
selected to the class having similar characteristic[17]. 
Selecting, identifying the most influential attribute and 
grouping the data could the police maker to design the proper 
intervention and take immediate action to improve the 
quality of social environment.  
 
II. METHOD 
A. Maximum Dependency Attribute 
Maximum dependency attribute (MDA) is proposed by 
herawan et al,  the technique for selecting attribute based on 
the rough set theory. It uses the dependency of attribute by 
select the highest dependency respect to all attribute.  There 
are three steps in MDA technique i.e : compute the 
equivalence classes of attribute, Determine the dependency 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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attribute, select the attribute based on the degree of 
dependency [18]–[20].  
Equivalence relation can induce a unique partition. The 
beginning point for formatting partitions is the 
indistinguishable relationship denoted . Let 
 is an information system. Two object  
and attribut is . 
The equivalence classes  is the partition of  by 
 and the  contains  is denoted Let 
,  is the lower 
approximation called positive region in rough set. Then, the 
degree dependency  on  where  is 
defined as 
 
 
B. Fuzzy partition based on indiscernible relation  
Fuzzy partition based on indiscernible relation has been 
proposed by yanto et all. The technique is a parametric 
approach using likelihood of multivariate distribution 
function based on indiscernible relation of rough set[21]. The 
objective function of the technique is maximize the function 
.  
 
by the constrains:  
 
 
By solving the nonlinear equation system of the first 
derivate of the Lagrange  , the solution of the problem are 
found, i.e : 
  for  
 
 
III. RESEARCH METHOD 
This research aims to grouping the city having similar 
impact of environment dataset. There are two phases of the 
process. Firstly, the selecting the most important of the 
attribute of the dataset by ranked the degree dependency 
based on the MDA technique. Size of the dataset are reduced 
by excluded attribute having the less degree of dependency. 
Then, the reduced size dataset is grouped using the clustering 
technique named Fuzzy partition based on indiscernible  
relation. This can help the police maker to design the proper 
intervention and take immediate action to improve the 
quality of social environment.  
The primer dataset was collected by survey involved the 
400 respondents consists of 224 females and 176 males. The 
respondents are fill the questioner regarding the perception 
of the environment impact in term of Physic and chemical 
aspects and Economic aspect. The reliability score of the 
data is 0.953 in Cronbach alpha test.  Table 1. Shows the 
description of the data set. 
TABLE I.  DATA DESCRIPTION 
Data set Attribute  Description 
Physic and 
chemical 
aspects 
water quantity,   
water quality,  
water 
absorption 
level,   
temperature,  
air pollution 
level, climate,  
noise level,   
land use,  
availability of 
public open 
space 
Number of attribute: 9 
Mean : 25 
SD : 2.95 
Economic 
aspect 
immigration,  
rate of 
employment, 
 economic 
structure 
development,  
revenue,  
expenditure,  
shift of 
occupation, 
 public health,  
increasing 
number of 
educational 
facility,  
increasing 
number of 
religious 
facility,  
increasing 
number of 
health care 
facility 
Number of attribute: 10 
Mean : 16 
SD : 2.67 
 
IV. RESULTS AND DISCUSSION 
A. Physic and chemical aspects 
Physic and chemical aspects consists nine attributes with 
mean = 25 and SD = 2.95. The Degree of dependency is 
shown in table 2. From Table 2, attribute L3, L4, L6, L7, L8 
and L9 are the less of dependency thus the attributes are 
excluded so that the L1, L2 and L5 are selected as an 
attributes to the next phases.  Moreover, the high dependency 
is L2 that is the water quality as an important attribute. 
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B. Economic aspect 
Economic aspect consists ten attributes with mean = 12 
and SD=1.59. The Degree of dependency id shown in table 
3. From Table 3, The highest attributes are E1 (immigration), 
the movement of the population from outside into the city of 
Yogyakarta and E2 (Employee absorption). Attribute E3, E7, 
E8 and E10 are the less of dependency thus the attributes are 
excluded so that the E1, E2, E4, E5 and E6 are selected as an 
attributes to the next phase. 
 
TABLE II.  DEGREE DEPENDENCY OF PHYSIC AND CHEMICAL ASPECTS 
 
 
 
TABLE III.  DEGREE DEPENDENCY OF ECONOMIC ASPECT 
 
 
C. Cluster Analysis 
The cluster result is analyzed using silhouette coefficient 
to determine the desirable number of cluster. In the 
clustering phase, the degree of fuzziness is selected as 
 with the variation number of clusters are 2 
until 14. The average of silhouette coefficients is 
summarized in table 4.  From table 4. Can be shown that the 
number of clusters can be determine between 10 -14 number 
of cluster with significantly value of silhouette coefficients 
rising 0.9.  
TABLE IV.  SILHOUETTE COEFFICIENTS IN VARIOUS NUMBER OF 
CLUSTERS 
Number of 
cluster 
Physic and 
chemical  
 
Economic 
aspects 
2 0.487 0.522 
3 0.551 0.614 
4 0.632 0.681 
5 0.691 0.778 
6 0.761 0.810 
7 0.830 0.857 
8 0.871 0.890 
9 0.902 0.909 
10 0.925 0.940 
11 0.937 0.956 
12 0.938 0.973 
13 0.954 0.982 
14 0.961 0.995 
 
V. CONCLUSION  
This paper studies the utilization of the techniques to 
cluster the environment impact dataset. The technique 
consists two phase i.e feature selection based on the 
maximum dependency attribute and then clustering using 
fuzzy partition based on indiscernible relation. Two aspect of 
environment impact dataset are used to be utilizing using the 
both techniques. the usefulness of the technique has been 
demonstrated as an experiment results. This paper can be 
used to make recommendation to improve the quality of 
social environment.  
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Abstract— E-Government is an application of 
government information system technology to support 
public service system and dissemination of information 
from government to society that used in every element of 
government. Batu City Health Office website 
(http://dinkes.batukota.go.id) is part of Batu City 
Government e-Government system that was built to 
support publication of government information to the 
public. According to observations, there was a decline in 
visitors from the number 150 visitors in October 2017 to 
50 visitors in November 2017. While in December 2017 
stable at the number 50 visitors. Based on the anomaly 
incident, the aim of this study is to evaluate an e-
government in Batu City Health Office by doing the 
assessment of website service quality from the user side. 
This evaluation uses e-Govqual and Heuristic Evaluation 
methods. Assessment of e-govqual attributes on 
performance values and interests in the IPA quadrant 
resulted in the conclusion that there are 24 attributes in 
A and C quadrants in the IPA quadrant that need to 
improve attribute quality. Suggestions based on 
quadrant A and C in the form of recommendation 
improvement in the form of recommendation mockup 
based on 10 principles of heuristic evaluation. This 
evaluation is carried out to determine the quality and 
usefulness of an e-Government in order to improve 
service to its citizens. 
 
Keywords—E-Government, E-Govqual, Heuristic evaluation, 
Importance-Performance Analysis (IPA) 
I. INTRODUCTION  
Electronic government or e-Government is an application of 
information technology in government systems supporting 
the public service system and dissemination of information 
from government to society that can be used on every 
element of government [1]. The Government of Indonesia's 
efforts in implementing e-Government in the system of 
government is made by the Presidential Instruction of the 
Republic of Indonesia Number 3 the Year 2003 on Policy 
and Strategy of e-Government Development which 
discusses four pillars of e-Government namely content, 
infrastructure, application, and human resources [ 2]. Based 
on these policies, many local governments began to build 
and develop a website-based public service. One of them is 
the government in Batu City.  
Batu City Health Office released website 
(http://dinkes.batukota.go.id) in mid-July 2017. This website 
is part of e-Government system of Batu City government. 
According to the Batu Municipal Health Office, the 
construction of a useful website supports the publication of 
important information from the central government to the 
local government, then forwarded to the community around 
the area. According to the results of the analysis of the 
website http://similarweb.com, the website of Dinkes Kota 
Batu (http://dinkes.batukota.go.id) has decreased from 150 
visitors in October 2017 to 50 visitors in November 2017. 
While in December 2017 the number is stable at the number 
50 visitors  
 After conducting interviews with Dinkes website 
manager staff, the decrease in the number of visitors 
occurred because the website information is not updated 
regularly and there is no big activity implemented by the 
Health Office in those months. So that people feel there is 
no information missed on the website of Batu City Health 
Office in the last 3 months in 2017. Referring to the regional 
regulation No. 4 of 2014, the government has an obligation 
to evaluate the entire system of public services that include 
preparation to implementation and community responses to 
the system. This activity became one of the efforts to 
improve the quality of service and information 
dissemination to the community. What is the level of public 
confidence in e-Government website about freedom from 
danger risk, doubts during online process, website 
reliability, quality of e-Government website information and 
other questions related to website services as a form of e-
Government website implementation of Batu City Health 
Office. It is necessary to evaluate the quality and usefulness 
of e-Government in fulfilling public service by evaluating 
the quality of e-Government service with the e-Govqual 
approach.  
E-Govqual is a method of measuring the quality of e-
Government services to the community. Thus, the user or 
society can judge the quality of service by drawing on the 
dimensions of E-Govqual. E-Govqual has 6 dimensions: 
Ease Of Use, Trust, Functionality Of The Interaction 
Environment, Reliability, Content, And Appearance Of 
Information, Citizen Support [3]. In addition, researchers 
also used IPA analysis methods to calculate the level of user 
satisfaction with the system.  
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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Importance-Performance Analysis (IPA) is a method of 
measuring the level of user satisfaction of goods, services, 
and services. IPA approach is based on interests or 
expectations (importance) and performance on products or 
services [3]. The results of E-Govqual method analysis will 
be divided into a Cartesian diagram with 4 quadrants ie 
quadrant A (concentrate here), quadrant B (keep up the good 
work), C quadrant (low priority), and D quadrant (possible 
overkill) and x-axis and y-axis. The x-axis of the diagram 
represents the level of performance and the y-axis represents 
the degree of importance [4].  
Based on these problems, it is necessary to evaluate e-
Government in Batu City Health Office by assessing the 
quality of website services from the user side. This 
evaluation uses e-Govqual and Heuristic Evaluation 
methods. 
II. RESEARCH METHODOLOGY 
A. Problem Identification 
Problems in e-Government Batu City Health Office 
do not yet know the quality of service assessments website 
Batu City Health by the community, so there is no website 
improvement in accordance with the interests of the people 
of Batu. Based on the problems and references obtained, 
then analyzed the evaluation of website services is needed. 
The method of analysis using e-Govqual and IPA method 
with the results of this study are able to identify the 
attributes of 6 E-Govqual dimensions that affect the 
performance of the Batu City Health Office website based 
on user needs and can categorize the interests and 
performance of the website using the IPA method. 
B. Study of Literature 
The literature study was conducted to study the 
related field relevance of this research. Researchers 
understand all matters relating to e-Government, e-Govqual, 
IPA method, and all documents related to Batu City Health 
Office website and other documents.  
C. Initial Data 
Stage of initial data collection through direct 
observation and interviews in the staff of program and 
report Batu City Health Office. This stage is done to 
determine the reason for the need for evaluation on the 
website of Batu City Health Office. The results of 
observations and interviews show a decrease in the number 
of visitors because the information on the website is not 
updated regularly and there is no big activity implemented 
by the Health Office in those months. There is a behavior 
that people have read the latest information on the website 
of Batu City Health Office in the last 3 months in 2017.  
D. Instrument Arrangement 
At this stage,  the researcher determines the research 
variables and develops the evaluation questionnaire. The 
determination of research variables is done as a reference 
for making a questionnaire. The research variable consists 
of two, namely the independent variable and the dependent 
variable. The independent variable is a variable that affects 
the bound variables while the dependent variable is the 
variable that becomes the result of the independent variable. 
The independent variables in this study are e-Govqual 
dimensions: Reliability, Trust, Citizen Support, 
Functionality of the interaction environment, Content and 
appearance of information, Ease of use. While the 
dependent variable is E-government Service Quality.  
Preparation of questionnaires based on the previous research 
questionnaire grid. The basis for making the questionnaire is 
the e-Govqual attribute consisting of 6 dimensions and 47 
attributes [5]. Later the questionnaire calculation was done 
using a Likert scale. The following are the e-Govqual 
dimensions used in this study.  
TABLE I.  E-GOVQUAL DIMENSION 
Ease Of Use Trust 
Website's structure Not sharing personal information with others 
Customized search 
functions Protecting anonymity 
Site-map Secure archiving of personal data 
Set up links with search 
engines Providing informed consent 
Easy to remember URL Use of personal data 
Personalization of 
information 
Non-repudiation by 
authenticating the parties 
involved  
Ability of customization A procedure of acquiring username and password  
The Functionality of the 
interaction 
environment  
Correct transaction 
The Existence of online 
help in forms  Encrypting messages 
Reuse of citizen 
information to facilitate 
future interaction 
Digital signatures 
Automatic calculation of 
forms Access control 
Adequate response format 
Reliability 
Ability to perform the promised 
service accurately 
In Time service delivery 
Accessibility of site 
Content and appearance 
of information Browser - system compatibility 
Data completeness Loading/transaction speed 
Data accuracy and 
conciseness 
Citizen Support 
User-friendly guidelines  
Data relevancy 
Help Pages 
Frequently Asked Questions 
Updated information Transaction tracking facility 
Linkage The existence of contact information 
Ease of 
understanding/interpretable 
data 
Problem-solving  
Colors Prompt reply to customer inquiries 
Graphics Knowledge of employees 
Animation Courtesy of employees 
Size of web pages The Ability of employees to convey trust and confidence 
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E. Feasibility Test of Questionnaire 
Testing performed includes testing the validity and 
reliability testing. Valid or not a questionnaire needs validity 
testing. While the reliability test conducted to measure 
(accuracy) questionnaire made. Reliable research 
questionnaires when statements used as a measurement tool 
can be trusted.  
F. Data Collection 
At the data collection stage, the researcher took the 
research sample. Characteristics of the samples used are all 
existing staff at Batu City Health Office. According to data 
until 2018, the number of staff in the health office amounted 
to 64 people. The entire staff has the same opportunity to be 
the respondent in this research. This is because the existing 
system of Batu City Health Office is familiar to staff and 
employees of Batu City Health Office so that the results of 
the data will be natural and not biased. 
G. Data Analysis and Recommendations  
Data collection was done by distributing a 
questionnaire directly (offline) to Batu City Health Office 
staff. The entire staff has the same opportunity to be the 
respondent in this research. Further processing of IPA data 
using SPSS application. After knowing the final result of the 
analysis it will be made document recommendation system 
based on ten principles of heuristic evaluation.  
H. Preparation Reports 
The last stage of making research reports along with 
suggestions and recommendations of researchers on the 
improvement of the Batu City Health Office website. 
Improved performance of website services is expected after 
the interests of users. 
III. RESULT AND DISCUSSION 
A. Validation Test 
The study used a significance value of 5% where r 
table value as a reference of 0.361. From the result of 
validity test with SPSS software get the result that is 
performance attribute A19 get result count equal to 0,351 
where result under r table specified. At attribute importance,  
A19 get result above r table value equal to 0,696. The result 
can be concluded that the A19 attribute is still needed by the 
user so that although the performance value of attribute A19 
is below r table value, the attribute is still valid because of 
the importance value above r table value. The conclusion 
that 47 attributes or statements, all attributes are valid. It is 
known from the calculation r calculate the value is greater 
than the value of r table. 
B. Reliability Test  
This test gets the value of Alpha for the interest of 
0.971 and the performance of 0.966. The indigo values are 
then compared with r table with n = 30 with 5% 
significance, r table value of 0.361. Then it can be 
concluded the value of alpha interest and performance is 
greater than the value of r table which means that all 
statements on the questionnaire have been reliable and 
reliable as a measuring tool of research. 
C. IPA Method 
In the calculation of Importance-Performance 
analysis, there are 3 stages, the three stages will be 
described as follows:  
1. The first stage in the IPA method is to determine the 
level of conformity between the level of importance and 
the level of performance quality attributes studied 
through the comparison of performance scores with 
interest scores. By using the formula 
                         (3) [6] 
By using the formula, it is found that the website 
suitability level is 92,94% which means that the website 
is in the category 'SESUAI'. According to Sukardi and 
Cholis (2006), the level of conformity that is in the range 
of values close to 100% means that the service or goods 
used have a good level of conformity  
2. The next stage is to calculate the average for each 
attribute perceived by the user to determine the value 
staged 3. The formula used is 
                                
(4) [6] 
 
At this stage the calculation of the average value of 
performance and importance in which the results are used 
to calculate the boundaries X (performance) and Y 
(interests) in the IPA quadrant. 
 
3. The third or last stage calculates the average of all 
attributes of importance (Y) and performance (X) which 
are the limits in a Cartesian diagram. This means that the 
results of the average interest and average performance 
are calculated based on the number of statement 
attributes in the questionnaire. The result data from this 
stage is obtained by the formula  
                            (5) 
[12] 
 
then the result of this staged calculation will be used on 
the calculation of IPA using SPSS.  At this stage, the 
average of total performance is 3.57 and the average 
interest is 3.84. These values will then be the boundaries 
of X and Y in the IPA quadrant where the limit 
determines which attributes need improvement. 
 
After completing the calculation of phase three, then the 
process will be taken on the SPSS application to find out 
how the distribution of e-Govqual attributes in the IPA 
quadrant.  
 
D. Calculation of IPA 
After the IPA quadrant calculation results are known 
then the next step is to use the data of stage 3 results from 
the IPA method on SPSS so that the quadrant results 
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obtained as shown below. In this picture, it looks at which 
attribute should get quality improvement.  
 
 
 
 
 
 
 
 
 
 
 
 
                 PICT 1. CALCULATION OF IPA 
1. Quadrant A (concentrate here)  
High-interest rate values and low-performance levels. 
This means that attention needs to be paid attention to the 
improvement and improvement of attributes that are 
considered less. Service in this quadrant is a top priority for 
quality improvement. From the research results found that 
there are five attributes that need to be a priority 
improvement that is the attribute at number 8 (not the 
private data part), 9 (protect anonymity), 10 (protection of 
personal data archives), 28 (completeness of data), 31 
(update information) , 39 (help pages) and 45 (employee 
knowledge). According to the user, both attributes are not 
meet the needs yet of users and performance provided 
services are still lacking.  
2. Quadrant B (keep up the good work) 
The high value of importance and high-performance 
level. It means having an opportunity to maintain attributes 
that have advantages. Service in this quadrant is considered 
important by the user so it must be maintained. In this 
quadrant, there are 18 attributes that can be maintained 
existence because the service performance is in accordance 
with the needs of users  
3. Quadrant C (low priority) 
The value of importance and level of performance is 
just as low. This means that in this quadrant shows some 
less important aspects of the effect for the user so that 
attribute performance in this quadrant is not maximal and 
tend to be low. To improve it needs to be improved on these 
attributes. There are 16 attributes that need improvement: 
number 2 (keyword conformity), 6 (personalization of 
information), 7 (customization ability), 12 (use of personal 
data), 13 (identity authentication), 14 (procedure of 
obtaining account), 15 (access control), 19 (online help), 20 
(use of previous information), 21 (automatic form filling), 
41 (transaction tracker), 16 (encryption) , 43 (problem 
solving ability), and 44 (the speed of replying to user 
questions). Attributes in this quadrant have a low priority 
because they are considered unimportant by users due to 
poor service quality. 
 
4. Quadrant D (possible overkill) 
The low value of importance and high-performance 
level. This means that all the attributes that exist in this 
quadrant is considered not too important by the user but has 
excess resources. So in this quadrant, the existing attributes 
can be ignored or deleted. In this study, there are 4 attributes 
that are in quadrant 4.  
IV. CONCLUSION 
The conclusions of this study are as follows: 
The level of service suitability of Batu City Health Office 
website is 92.94% which means that the website is in the 
'SESUAI' category, but the other consideration is the result 
of calculating the importance of the users and the value of 
website performance in the IPA quadrant. According to the 
results of IPA quadrant calculations, it still needs 
improvement for users in accessing the website services. The 
analysis results from the IPA awareness states that of the 47 
attributes, there are 24 attributes that need to be improved. 
With 3 attributes on ease of use dimensions, 10 attributes on 
trust dimension, 3 attributes on the functionality of the 
interaction environment dimension, 2 attributes on content 
and appearance of information dimensions, and 6 attributes 
on citizen support dimension.  This journal still has 
shortcomings, namely the need to create a prototype website 
design so that improvements can be made according to the 
needs of users that have been previously evaluated. 
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Abstract—Source code on web based applications can be 
altered easily. This occurred because the source code is not 
compiled into an executable file. Hence, it can be read and 
copied easily, or be changed without permission from the 
author. Obfuscation is a technique that commonly used to 
secure the source code in any websites based application. 
Obfuscation is a technique to randomize the source code that 
make the code harder to read but still runnable, but this make 
the running time increased and the application will run slower 
then it supposed to. This increased time caused by reverse 
obfuscation proses to bring back the source code into originally 
form before interpreted by web server. This studi intended to 
create an obfuscation technique that keeping the application 
run time performance as not obfuscated called Wanna Crypt. 
The methods to create this applications are (1) system design 
using UML, (2) implementation of the system, which is done by 
coding or writing scripts using PHP, HTML, JavaScript, CSS 
to build Wanna Crypt based website, (3) Blackbox and 
Whitebox testing to compare the execution time. From the 
tests, it can be concluded that web applications using Wanna 
Crypt provide a longer response time than web applications 
without using obfuscation. 
 
Keywords— php, source code, encryption, reverse engineer, 
obfuscation 
I. INTRODUCTION  
Open source technology used in any software 
development especially web based application can be build 
with a fairly low cost in its development. But keep in mind 
that any open source technology also opens up opportunities 
for vulnerabilities that can be misused by irresponsible 
parties due to the source code of software also included into 
the software deployment. Source code for web based 
software that is not compiled into executable files allows 
others to manipulate and even alter malicious code on the 
application to be built or developed. Aplication that are 
processed or executed without being transformed into 
executable files cause the source code easily known by 
people and modified or altered without permission[1] [2]. 
This may result that the software being vulnerable to 
manipulation, duplication, unauthorized permission, and 
even unknowingly altered code that can harm to the system 
when the application is in operation. To overcome the 
software security case, proposed an approach in the 
technique of obfuscation by distributing the ciphertext which 
is the result of the stages of randomization of data or strings 
in a particular form in accordance with the rules of php 
language code execution[3][4][5][6]. This research propose a 
solution through the development of a Wanna Crypt software 
using a text distribution approach to ciphertext generated 
through obfuscation process in accordance with the code 
execution code PHP so that the source code can still be 
processed by the web server. Also built a loader which is a 
new extension in the web server as a support for processing 
the source code that has been obfuscated using Wanna Crypt 
application. 
Krisma Pradana in [7] was designed an encoder and 
decoder application intended to obfuscation against a web 
based software. But the software is focused on pure source 
code that is purely incompatible with scripts other than the 
php programming language. This causes problems when the 
source code has been mixed with other tags such as HTML 
tags, JavaScript or CSS which are the builder code of a web 
based software. While, in [8], Oki Setiawan, who also in his 
research applied the rivest cipher cryptography algorithm to 
secure the source code of php programming language with 
obfuscation technique resulted in execution time of 199.86%. 
Those previous studies resulted in obfuscation technique 
that still incompatible to some elements in web based 
software, and much longer execution time compered to web 
without obfuscation technique. However, this study tries to 
solve the problem by designing system that provide 
obfuscation technique that more compatible with web based 
software tags and better execution time. 
Wanna Crypt is designed and built on web based 
technology. Wanna Crypt version 1.0.0 is built using 
Codeigniter's PHP framework which refers to object-oriented 
programming [9] based approach and Model-View-
Controller pattern design. Wanna Crypt is the result of Test 
Case Code Execution by observing the way of evaluation 
and execution of PHP code by web server. Wanna Crypt is 
also designed by building new extensions that will be 
integrated on the web server. Wanna Crypt designed with the 
hope of being accessible online on every mobile platform 
that will have low impact on execution time. 
II. DESIGN AND IMPLEMENTATION 
A. System Design 
The design of the system is done to identify the 
framework or blueprint that can be used as a reference in 
making the system. System design is done by using 
flowchart or flowchart approach to arrange system 
framework. The flow diagram used to build the Wanna Crypt 
application uses the Unified Modeling Language (UML) 
scheme to construct the system functionality blueprint 
scheme to be built. UML scheme used is (1) Use Case 
Diagram, (2) Activity Diagram, (3) Component Diagram, 
and (4) Sequence Diagram. 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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B. Implementation 
Implementation of the system is done by coding or 
writing scripts using PHP, HTML, JavaScript, CSS to build 
Wanna Crypt based website. Implementation is done by 
using Object Oriented Programming (OOP) coding technique 
using Codeigniter framework which refers to Model-View-
Controller (MVC) pattern design. 
In addition, to build the loader is done by coding using C 
programming language and Visual Studio applications to 
compile the process into a library of Dinamic Link Library 
(DLL). Implementation of the system is done by referring to 
the results of the previous system design. 
III. RESULT AND DISCUSSION 
Wanna Crypt application testing will be done by applying 
black box testing techniques and also white box. Black box 
testing technique is done to ensure that the functionality built 
in Wanna Crypt application has been running properly and 
correctly. Furthermore, the white box tested to test whether 
the ciphertext generated from the obfuscation process can be 
read or re-executed by the web server and have the most 
efficient code structure. Other things observed by looking at 
the comparison of execution time between the source code in 
plaintext and ciphertext to see the performance comparison 
between the obfuscated and non-obfuscated web 
applications. 
A. Obfuscation Steps 
This stage is a series of process of transformation and 
repackaging of ciphertext generated by Wanna Crypt in 
randomization of source code in accordance with php 
programming language structure. The scheme of the 
obfuscation process designed in the Wanna Crypt application 
can be seen in the schema below. 
 
Fig. 1 Schema of obfuscation proses in Wanna Crypt 
Application 
 Figure 1 illustrates the path of the obfuscation stage 
designed in the Wanna Crypt application. The process of 
obfuscation is done by (1) reading the source code file, (2) 
tagging the php tag, (3) obtaining the ascii value of each 
character, (4) initializing the state array with the value 0 to 
255, (5) scheduling, (6) running the pseudo random 
generation method, (7) doing exclusive or encryption (8) 
compiling the php code execution flow, (9) doing base64 
encoding, and (10) rewriting the php source code source into 
php extension file. 
B. Obfuscated Source Code Proses Steps 
This stage is a series of code execution process to source 
code result of obfuscation by Wanna Crypt application. 
Here is the scheme of the process execution code results 
obfuscation using Wanna Crypt application. Obfuscaition 
code processing schemes are described in the following 
scheme: 
 
 
Fig. 2 Schema of Obfuscated Source code execution  using 
Wanna Crypt Application 
Figure 2 describes the obfuscation source code execution 
method using Wanna Crypt with the following paths: (1) 
reading the source code of the obfuscation result, (2) 
decoding using base64, (3) obtaining the ascii value of each 
character, (4) initializing state array (5) executes the key 
scheduling method, (6) runs the pseudo random generation 
method, (7) executes the exclusive method or, (8) executes 
the cipher text source code. 
C. Rivest Chiper 4 Algoritm 
Keystream type algorithms that process plaintext changes 
into ciphertext bytes per byte with simpler and faster 
computations [10][11][12]. This algorithm can use a key 
length of 1 to 256 bytes which will be used to initialize the 
256 byte substitution key table. 
1) Encryption Method 
a) Array Initialization: At this stage provided 2 pieces 
of arrays, each of which is a security key and substitution 
box. This array substitution box is initialized initially with 
values from 0 to 255 while the security key array is 
populated with the decimal value of each character on the 
security key until it is fully loaded in the array. 
b) Key Scheduling Method: At this stage re-
initialization process is done on array substitution box or 
sbox with value along 1 to 256 bit which is repeatedly 
filling security key that is inputted or used. The results of 
this stage will be reused in the encryption key generation 
process. Calculation of key scheduling method can be seen 
in mathematical calculation below: 
i=0 dan j=0 
j=(j+sbox[i]+key[i])  % 256 
temp=sbox[i] 
sbox[i]=sbox[j] 
sbox[j]=temp    (1) 
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Equation 1 contains an explanation of the substitution 
process of the encryption key generation array that will be 
used for the transformation of each character in the php 
source code. 
c) Pseudo Random Generation Method: At this stage 
the encryption key is generated which will be processed 
using the exclusive method or with each character on the 
plaintext. The result of this step will be used as an exclusive 
or encryption key to any character contained in the plaintext 
or source code. Calculation of this method can be seen in the 
equation below: 
a=0,j=0,dan i=0 
a=(a+1)% 256 
j=(j+sbox[a])% 256 
temp=sbox[a] 
sbox[a]=sbox[j] 
sbox[j]=temp    (2) 
Equation 2 contains an explanation of the calculations 
performed in the modification process of the state of the 
security lock generation. The substitution process is 
performed to randomize the contents of the sandbox data 
which is then used to generate the encryption key. 
d) Exclusive Or Method: After the keystream 
generation of the specified security key is assigned, each 
character on the plaintext will be processed bytes per byte or 
character by character against each keystream that has been 
exclusively generated or so obtained by the ciphertext of 
each plaintext. Calculation of this method can be seen in the 
equation below: 
k=sbox[((sbox[a]+sbox[j]))% 256] 
cipher=plain[i]^ k    (3) 
Equation 3 contains an explanation of the computations 
performed in the exclusive or the method for the process of 
transforming the plaintext into ciphertext by using the xor 
logic to the bits of each character contained in the plaintext 
using the previously generated security key. 
 
2) Decrypt Method 
 The method of decrypting or returning ciphertext to 
plaintext in the rivest cipher 4 algorithm uses the same path 
as in the encryption process. The security key used in the 
decryption process also exactly matches the security key 
used in the encryption process.  
D. Web Application Test without Obfuscation 
TABLE I.  RESULT OF WEBSITE TEST PERFORMANCE 
WITHOUT OBFUSCATION   
Response Time without Obfuscation 
User Avg. Time Spent (Ms) Avg. Click Time(Ms) 
5 74.3 74.3 
10 53.2 53.2 
15 239.2 79.9 
20 208.5 104.3 
25 453.7 180.3 
40 857.5 214.4 
50 1340 268 
80 3179.1 397.4 
100 4811.8 481.1 
The data in Table I is the data obtained from the test 
results of the application without using obfuscation. Testing 
is done by varying the number of users to observe the 
performance of the application. 
E. Web Application Test with Obfuscation 
Below is the data obtained from the test results of the 
application without using obfuscation. Testing is done by 
varying the number of users to observe the performance of 
the application. Notice Table 2. 
TABLE II.  RESULT OF WEBSITE TEST PERFORMANCE WITH 
OBFUSCATION 
Response Time with Obfuscation 
User Avg. Time Spent (Ms) Avg. Click Time(Ms) 
5 65.9 65.9 
10 57.8 57.8 
15 305.9 101.8 
20 214.9 107.5 
25 925.3 231.3 
40 842.7 210.6 
50 1375.8 275.3 
80 3120.7 390.1 
100 4913.1 491.4 
 
F. Obfuscation Feature Testing 
In this phase, an obfuscation of a PHP source code is 
mixed with HTML tags in order to see the success of the 
code execution process. Source code that has been 
obfuscation using Wanna Crypt placed back into the we 
server and then observed whether the obfuscated source 
code successfully processed and executed by the web server 
as the original source code or cause the source code 
becomes unreadable by the web server. 
 
 
 
Fig. 3 The original software source code 
 
Figure 3 shows the original source code of a software to 
be randomized using Wanna Crypt. Obfuscation testing is 
done by using PHP source code mixed with html tags. 
Obfuscation process is done by utilizing obfuscation method 
that has been designed in loader which built before and 
integrated into web server. 
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Fig. 4 Result of execution of original source code 
Figure 4 contains the source code execution results on 
the web server. The original source code of a php-based 
language program that has been mixed with code or html 
tags is then randomized using obfuscation techniques then 
executed back into the web server. This test is performed to 
find out the results of obfuscation performed by Wanna 
Crypt successfully to be tested again on the web server that 
has been integrated with the loader. 
 
 
 
Fig. 5  Source code of obfuscation results using Wanna 
Crypt 
Figure 5 shows the result of the obfuscation process 
using Wanna Crypt that has performed randomization or 
obfuscation on the PHP source code. Furthermore the source 
code generated will be executed again on web server that 
has been integrated with the loader which is also built in this 
research. 
 
 
 
Fig. 6 The result of random source code execution 
Figure 6 shows the results of the execution of the randomly 
generated source code producing exactly the same output as 
the original non-scrambled source code. This indicates that 
Wanna Crypt can scramble the source code properly without 
damaging or changing the program flow compiled in the 
original software. 
Here is a comparison of the reliability of web application 
that use obfuscation against web application without using 
obfuscation. The observations in this test comparison are 
focused on the reliability of web applications that use 
obfuscation in response to user requests. Notice Table 3. 
 
TABLE III.  COMPARISON OF WEB APPLICATION WITH AND WITHOUT 
OBFUSCATION 
 
 
Fig. 7 Comparison Result of Web Application with and 
without Obfuscation 
This longer execution time because of the existence of the 
obfuscation mechanism first in the source code that has been 
scrambled before finally processed again by web server. 
IV. CONCLUSION 
 Based on the scenarios for testing in observing the 
performance of web applications using obfuscation and web 
applications without using obfuscation on Figure 7, it can be 
concluded that web applications using obfuscation provide 
longer response time than web applications without using 
obfuscation. This is due to the existence of deobfuscation 
mechanism first in the source code that has been scrambled 
before finally processed again by web server. 
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Abstract—Presently, electrical energy consumption continues 
to increase from year to year. Therefore, a short-term load 
forecasting is required that electricity providers can deliver 
continuous electrical energy to electricity consumers. By 
considering the estimation of the electrical load, the scheduling 
plan for operation and allocation of reserves can be managed well 
by the supply side. This study is focused on a forecasting of 
electrical loads using Artificial Neural Network (ANN) method 
considering a backpropagation algorithm model. The advantage 
of this method is to forecast the electrical load in accordance with 
patterns of past loads that have been taught. The data used for 
the learning is Actual Peak Load Period (APLP) data on the 150 
kV system during 2017. Results show that the best network 
architecture is structured for the APLP Day and Night. 
Moreover, the momentum setting and understanding rate are 
0.85 and 0.1 for the APLP Day. In contrast,  0.9 and 0.15 belong 
to the APLP Night. Based on the best network architecture, the 
APLP day testing process generates Mean Squared Error (MSE) 
around 0.04 and Mean Absolute Percentage Error (MAPE) 
around 4.66%, while the APLP Night generates MSE in 0.16 and 
MAPE in 16.83%. 
Keywords—Artificial Neural Network, Electricity Load, Load 
Forecasting. 
I.  INTRODUCTION 
Electrical energy usages continue to increase from year to 
year. Number of customers Indonesia State Electricity 
Company (ISEC) from 2011 to 2015 has increased more than 
33 percent. Based on the increasing number of customers, 
ISEC is required to meet all the demand for electrical energy 
continuously. Continuous distribution of electrical energy is 
the right of ISEC customers to be prioritized by ISEC as the 
main provider of electrical energy in Indonesia [1]–[6]. To be 
able to meet the needs of electrical energy continuously, it is a 
necessity to balance supply and demand sides. Thus, the 
power generated must always be equal to the power consumed 
by the electric power consumer [7]–[15]. Therefore, it is also 
necessary to estimate short-term electrical loads that can 
predict the need for the electrical usage. The short-term 
electrical load forecast (SELF) aims to predict electricity 
requirements in minutes, hours, days, and weekly hours [2], 
[8], [10], [16]–[18]. The SELF-brings out to forecast load 
requirements at a load center switchyard (LCS) and play an 
important role in the real-time control and security functions 
of the energy management. An accurate estimation of the 
electrical load can save operational costs and safe conditions, 
both can be done by the supply and demand side 
management[19]–[22]. The SELF can also be used as a 
reference to the ISEC's Operational Plan. 
In general, the load forecasting is categorized into causal 
models and time-dependent models. The causal model is based 
on the relationship between the variables involved, whereas the 
forecasted model of the forecasting time is based on historical 
data of variables predicted unaffected by other variables [23]–
[27]. Time series electrical load forecast can be applied 
because load characteristics have the same pattern trend in each 
period.  The time-based electrical load forecast can be applied 
using several methods. A complicated method does not 
guarantee a high degree of accuracy of forecasts. One method 
that can be applied to the SELF is the Artificial Neural 
Network (ANN) algorithm [16], [23], [25], [28], [29]. These 
works are concerned in the exploration of ANN 
backpropagation for defining an effective algorithm as a 
forecasting method. 
II. PROBLEM STATEMENT 
In general, electric consumers are divided into 6 sectors, 
namely household, industry, business, social, government 
office building, and street public lighting [2], [30]–[33]. Each 
consumer of electric energy has different load characteristics 
based on electric energy consumption patterns in each sector 
[34]. Determination of electrical load characteristics is very 
important for evaluation and planning which are needed in 
distribution substations [35]. In addition, the load studies are 
crucial in the planning future system development. The 
description of load characteristics is expressed using a load 
assessment factors (LAF). This LAF can illustrate load 
characteristics in terms of quantity and quality. The LAF is 
also useful for estimating future electrical loads [7], [36], [37].  
For the needs of daily electrical load estimation, the LAF 
covers the based demand, maximum demand, and peak load. 
Furthermore, many intelligent methods have been 
developed to find out the optimal solution for various technical 
problems [19], [20], [40]–[46]. One of them is the ANN 
considered the backpropagation. The architecture of the ANN 
consists of the input layer, hidden layer, and output layer, 
where each layer consists of one or more neurons [47]–[51]. 
The backpropagation method uses three steps to perform the 
training presented in feedforward of the training input pattern, 
backpropagation of connected error, and weight adjustment 
[28], [52]. In details, the ANN-Backpropagation architecture is 
shown in Figure 1. The training procedures of this algorithm 
are reported in many investigated fields [53]–[56]. 
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Fig. 1. ANN backpropagation architecture 
 
III. APPLIED PROCEDURES 
As many works, the algorithm is presented in many types 
of the structures for illustrating steps to get out the solution. 
This study is also given in a hierarchy to complete the works. 
This section is used to explain the whole steps of studies which 
are covered in quantitative processes of the secondary data 
analysis and all working sequences. Technically, required 
information is the historical data of daily electrical load on an 
effective day. The data used for the learning is actual peak load 
period (APLP) data on the 150 kV system of Buduran Area 
during 2017. Vulnerable time spent on the APLP Day and 
Night is also presented. The daily data load power information 
is obtained from the ISEC for the East Java Area Distribution. 
Moreover, the data of electrical load usage is covered for the 
historical data of the electrical load on the 150 kV of the LCS 
in Buduran, Sidoarjo District. In detail, Figure 2 presents 
hierarchies of the studies. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Block diagram of the whole study 
The formation of the best network architecture is 
structured using a quantitative model which is the most 
adaptable to every possibility. Moreover, the level of accuracy 
is tested on two types covered in Mean Squared Error (MSE) 
and Mean Absolute Percentage Error (MAPE). The MSE is 
used to test the error rate of a network architecture in the 
forecasting, whereas the MAPE is used to test the accuracy of 
the forecasting results. In this study, the ANN-
Backpropagation model is presented in Figure 3 and Figure 4. 
Figure 3 shows the procedure for the forecasting and Figure 4 
shows the ANN network architecture while Table I also shows 
the composition of this network architecture. In particular, 
Table II provides the parameter definitions and the MAPE is 
required as listed in Table III. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Load forecasting steps 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. ANN network architecture  
 
TABLE I.  ANN BACKPROPAGATION PARAMETERS 
Parameter Numer Description 
Input Layer 5 neuron Daily load 
Hidden Layer  HL 1-2 Testing data 
Output Layer 1 neuron Prediction 
Epoch 10.000 epoch Maximum setting  
Training function Traingdx Function 
Activation function Sigmoid Biner Function 
Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer 
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TABLE II.  INPUT AND TARGET ALGORITHM 
Map Data Masukan Target 
1. 
X1-X5 is a daily load on Monday for 5 
weeks, ranged in the 1stweek to the 
5thweek 
Load on Monday on 
the 6th week 
2 
X1-X5 is a daily load on Tuesday for 5 
weeks, ranged in the 1st week to the 5th 
week 
Load on Tuesday on 
the 6th week 
3 X1-X5 is a daily load on Monday for 5 weeks, ranged in week 6th to week 10th 
Load on Monday on 
the 11th week 
4 X1-X5 is a daily load on Friday for 5 weeks, ranged in week 16th to week 20th 
Load on Friday on the 
21st week 
 
TABLE III.  MAPE PERCENTAGES 
MAPE Prediction 
MAPE ≤ 10% High 
10 < MAPE ≤ 20 Good 
20 < MAPE ≤ 50 Reasonable 
> 50 Low 
 
Based on Table I, Table II, and Table III, the training 
results are obtained in the form of network weights that will be 
used in the testing phase. Training results are applied to the 
test data pattern while weights and biases can be used to show 
results for data outside of training input data.  
IV. RESULTS AND DISCUSSIONS 
Based on the preparation of input and target matrices as 
detailed in Table I, Table II, and Table III, the ANN is 
processed as the given hierarchies in Figure 2, Figure 3, and 
Figure 4. The architecture composition of the training and test 
results are performed in the APLP Day and Night. The 
momentum setting and rate of understanding are 0.85 and 0.1 
for the APLP Day, as well as 0.9 and 0.15 for the APLP Night. 
In details, the results are given in following tables and 
figures. Table 4 shows the results of the training on APLP Day, 
Table 5 shows the results of the training on APLP Night. 
Figure 4 shows a graph of error in training. 
 
TABLE IV.  TRAINING RESULT OF THE APLP DAY 
X1 X2 X3 X4 X5 T JST 
114.90 110.85 109.47 120.48 115.77 120.03 119.243 
120.76 120.59 106.59 119.37 119.17 137.07 136.342 
110.75 121.24 113.73 121.87 118.47 123.91 123.128 
118.82 112.69 114.87 116.32 122.39 119.58 118.816 
118.99 115.98 140.75 110.96 120.72 123.84 123.075 
120.03 128.24 121.07 120.93 119.93 118.37 118.214 
137.07 119.58 122.91 111.51 122.63 126.09 125.33 
123.91 122.04 128.86 124.43 136.17 122.49 121.694 
119.58 120.83 119.13 121.80 118.75 93.81 93.0896 
123.84 126.27 119.58 120.48 121.45 118.37 117.307 
118.37 127.69 120.62 119.23 108.32 115.70 114.994 
126.09 130.67 123.18 118.30 114.80 122.87 121.99 
122.49 130.80 122.91 124.74 115.77 119.30 118.489 
93.81 129.56 124.36 124.74 114.32 117.57 116.807 
118.37 125.82 122.56 121.35 119.62 118.33 117.127 
115.70 113.31 117.54 125.33 122.04 122.73 121.963 
122.87 121.76 120.03 121.07 123.29 125.82 125.071 
119.30 123.74 128.17 120.38 124.29 128.97 128.276 
117.57 123.74 121.00 118.65 122.80 124.33 123.598 
118.33 119.17 121.76 118.33 118.33 122.39 121.587 
TABLE V.  TRAINING RESULT OF THE APLP NIGHT 
X1 X2 X3 X4 X5 T JST 
148.71 136.49 135.48 121.66 142.27 135.48 135.241 
151.73 140.89 140.54 135.55 129.94 129.97 129.446 
150.48 140.30 141.06 144.21 144.73 88.13 88.078 
142.65 134.48 141.61 141.20 143.31 135.62 135.982 
145.35 144.00 136.73 138.77 143.31 138.25 138.022 
135.48 129.35 130.74 133.75 130.63 115.91 115.631 
129.97 138.91 141.96 124.92 146.15 147.33 146.945 
88.13 135.00 140.82 145.25 140.95 131.15 130.830 
135.62 134.96 148.02 145.98 139.29 139.74 139.768 
138.25 139.46 137.70 128.31 142.89 134.68 134.498 
115.91 138.25 134.86 147.85 139.08 145.80 145.648 
147.33 146.64 148.37 151.24 151.03 142.03 141.771 
131.15 144.14 148.99 152.11 151.97 146.77 146.254 
139.74 136.94 148.75 155.05 148.51 148.26 147.908 
134.68 130.94 140.23 163.40 147.50 149.61 149.244 
145.80 139.22 137.04 144.18 136.62 142.58 141.867 
142.03 111.47 145.53 131.43 142.06 144.70 144.341 
146.77 139.19 143.17 139.64 112.90 153.43 152.994 
148.26 137.84 145.28 138.91 145.91 149.30 148.084 
149.61 145.35 139.33 139.64 126.51 148.30 148.304 
 
 
Fig. 5. Training error comparison  
In particular, the testing process is conducted to see 
whether the training pattern can be applied to other patterns 
outside the training pattern. The best network architecture of 
the training process is given in Figure 5 for the error. This 
architecture can be adapted to test the other pattern as shown 
in Table VI for the APLP Day and Table VII for the APLP 
Night. Figure 6 shows the graph of the test results and Figure 
7 shows the error graph of the test results. 
 
TABLE VI.  MAPE CONDITION OF THE APLP DAY 
X1 X2 X3 X4 X5 T JTS Error 
133.33 120.86 134.48 131.25 147.16 143.73 151.395 5.34 
143.62 141.09 140.05 112.20 119.68 141.37 158.128 11.85 
137.91 135.86 134.75 140.92 148.85 148.58 147.554 0.69 
142.06 136.73 136.83 144.18 145.73 146.88 149.72 1.93 
142.62 131.71 136.38 136.76 147.16 146.29 146.212 0.05 
143.73 138.25 152.28 154.98 143.62 125.09 124.396 0.55 
141.37 149.27 151.66 150.13 116.05 147.19 123.993 15.76 
148.58 144.66 153.91 146.95 150.72 149.34 146.609 1.83 
146.88 151.94 122.73 142.82 141.34 144.97 142.887 1.44 
146.29 149.55 153.70 112.86 115.80 150.76 139.941 7.17 
JUMLAH 46.62 
MAPE 4.66% 
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TABLE VII.  MAPE CONDITION OF THE APLP NIGHT 
X1 X2 X3 X4 X5 T JST Error 
120.03 115.49 120.79 138.11 139.98 136.62 101.141 25.9715 
117.05 118.02 119.48 134.72 129.59 130.84 102.451 21.697 
120.34 119.41 122.32 137.28 139.29 125.85 99.7304 20.755 
116.15 117.02 122.18 139.29 131.81 127.65 104.28 18.3091 
121.76 115.74 118.61 135.65 130.53 129.18 103.92 19.5518 
136.62 128.14 120.93 119.93 118.37 124.95 117.534 5.93564 
130.84 128.45 111.51 122.63 126.09 129.04 112.236 13.0205 
125.85 126.06 124.43 136.17 122.49 127.41 95.0507 25.3975 
127.65 131.50 121.80 118.75 93.81 130.87 138.304 5.6774 
129.18 123.81 120.48 121.45 118.37 123.08 108.359 11.9602 
JUMLAH 168.27 
MAPE 16.82% 
 
 
Fig. 6. Testing load results  
 
Fig. 7. Error testing results  
Based on the results, the best network architecture has the 
MSE in 0.036084 and MAPE in 4.66% for APLP Day. In 
contrast, 0.15772 of the MSE and 16.83% of the MAPE 
belong in the APLP Night. In addition, the networks can adapt 
well and can produce fairly the accurate forecasting. These 
results are also shown that the APLP affordability forecasting 
has a high degree of accuracy, and for the APLP Night 
accuracy is good. The accuracy rate at the APLP Day is higher 
than the APLP Night. It can be understood that the 150 kV 
Buduran Switchyard is mostly for the industrial sector. The 
pattern of load characteristics in the industrial sector has a 
similar tendency of loading profiles, and the industrial sector 
is dominated by daytime activities, therefore, the load pattern 
used as input on ANN has the same pattern tendency, so the 
network is easier to learn patterns. Furthermore, the outcome 
of the forecasting has a high degree of accuracy. 
In contrast, the accuracy of the APLP Night results is 
lower than that of APLP Day, because the night load is 
dominated by the household sector. The pattern of load 
characteristics in the household sector has considerable 
fluctuations because of the consumption of electrical energy is 
influenced by behavioral patterns of society which are 
depended on external factors. The forecasting accuracy on the 
APLP Night can be improved by adding external factors as 
input variables, so the network can be better. 
V. CONCLUSION 
Based on the results of the studies, the estimation of the 
electric load for the APLP Day and Night in the 150 kV 
Buduran Switchyard can be done by using Artificial Neural 
Network method with backpropagation algorithm model. 
Based on the best network architecture of the forecasting for 
the APLP Day and Night, a momentum setting and an 
understanding rate of 0.85 and 0.1 are produced by the APLP 
Day, as well as 0.9 and 0.15 for the APLP Night. The APLP 
Day testing process generates MSE in 0.036084 and MAPE in 
4.66%, while for the APLP Night generates MSE in 0.15772 
and MAPE in 16.83%. The MSE results indicate that the 
forecasting on the APLP Day has a high degree of accuracy 
and the forecasting on the APLP Night has a good level of 
accuracy. The addition of variables with external factors may 
increase the accuracy of the forecasting, especially for areas 
dominated by the household sector. For the future works, 
additional factor improvements are recommended. 
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Abstract—Due to harmonics problems generated by converter 
devices. Currently, passive filter has been widely used in 
suppressing harmonics distortion. Passive filter which mostly used 
is double tuned filter. However, double tuned filter doesn't have a 
damping resistor which can prevent network elements from 
exposing to harsh condition such as when the system reactance and 
the filter impedance are conjugated, this condition can cause 
severe overvoltage harmonics on the filter and other power system 
components. There is a new configuration of double tuned filter 
that has damping resistor, called damped-type double tuned filter. 
Aiming at the question of parameter of damped-type double tuned 
filter, a new algorithm for designing the parameter of damped-
type double tuned filter is proposed based on the relationship 
between impedance of two single tuned filter and one double tuned 
filter, and also based on the resonance at tuned frequency one and 
tuned frequency two are close to zero. Simulation result from 
MATLAB shows that the impedance of damped-type double tuned 
filter designed with this algorithm is appropriate. In addition, the 
simulation result from PSIM shows that damped-type double 
tuned filter designed with this algorithm works well. 
Keywords—harmonics, damped-type double tuned filter, filter 
design 
I. INTRODUCTION 
Harmonics distortion is not a new phenomenon in electrical 
power system, it is caused by non-linier devices in the power 
system such as converter [1]. HVDC Converter stations usually 
require ac/dc filters, the main purpose of which is to mitigate 
current or voltage distortion in the connected networks [2]. In 
addition, the ac side filters significantly compensate the network 
demanded reactive power [2]. Passive filter has been widely 
used in filtering harmonics in power system because it has 
simple structure, low cost, and high reliability. Double tuned 
filter is one of passive filters which mostly used. The main 
advantages of using double tuned over two parallel single tuned 
filter are double tuned filter has large covering area with one 
structure, occupies less space and needs only one switchgear, 
also double tuned filter has a lower cost than the two parallel 
single tuned filter [3] [4] [5]. 
Due to phenomenon network resonance takes place when 
power system reactance and the filter impedance are conjugated, 
it can cause severe overvoltage harmonics on the filter and other 
power system components, so last research proposed damping 
resistor to the conventional double tuned filter in different 
configuration. Literature [6] has previously put forward an 
algorithm about parameters calculation of damped-type double 
tuned filter, but the operation process is complicated and the 
characteristic curve impedance-frequency is not clearly 
differentiate between two resonant frequencies as shown in 
Figure 1. 
 
Figure 1. Impedance Response Damped-Type Double Tuned Filter due to 
impedance for Literature [6] 
In order to calculate parameter of damped-type double tuned 
filter, a new algorithm for designing its parameter is proposed 
based on relationship impedance of two parallel single tuned 
filter and one double tuned filter, and also the resonance at the 
tuned frequency one and tuned frequency two are close to zero. 
II. THE PARAMETER CALCULATION OF DOUBLE TUNED FILTER 
There are so many configurations of damped-type double 
tuned filter as shown in Figure 2. 
 
Figure 2. Configurations of damped-type double tuned filter 
 The most widely-used configuration of damped-type double 
tuned filter is shown in Figure 2 (a). From that figure, the first 
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step is to express the relationship between two parallel single 
tuned filter as seen on Figure 3 and one conventional double 
tuned filter on Figure 4 into Equations. Then, place a damping 
resistor on the conventional double tuned filter as shown in 
Figure 5 and look for the parameter of resistor based on value of 
impedance at each resonance frequency is close to zero. 
 
Figure 3. Configurations of two single tuned filter 
Each single tuned filter has an impedance that can be 
expressed at Equation (1). 
 ܼ௦ ൌ 	݆߱ܮ െ ݆
1
߱ܥ (1) 
At tuned frequency, ܼ௦ will decrease to a minimum value. It 
can be assumed that ܼ௦ will reach value at 0, so Equation (1) can 
be changed into Equation (2). 
 ߱ܮ ൌ 1߱ܥ (2) 
From Equation (2) above, resonance frequency for single 
tuned filter can be represented at Equation (3). 
 ߱ ൌ 1√ܮܥ (3) 
For two parallel single tuned filter as shown in Figure 3 that 
has two resonance frequencies, the Equation can be developed 
from Equation (3) and then can be expressed at Equation (4). 
 ቂ߱௔߱௕ቃ ൌ ቈ
1 ඥܮ௔ܥ௔⁄
1 ඥܮ௕ܥ௕⁄
቉ (4) 
The impedance ܼ௔௕  of two parallel single tuned filters as 
shown in Figure 3 above can be represented at Equation (5). 
 
ܼ௔௕ ൌ ቆ൬݆߱ܮ௔ െ ݆
1
߱ܥ௔൰
ିଵ
൅ ൬݆߱ܮ௕ െ ݆
1
߱ܥ௕൰
ିଵ
ቇ
ିଵ
 
ൌ
൬1 െ ߱
ଶ
߱௔ଶ൰ ൬1 െ
߱ଶ
߱௕ଶ൰
݆߱ܥ௔ ൬1 െ ߱
ଶ
߱௕ଶ൰ ൅ ݆߱ܥ௕ ൬1 െ
߱ଶ
߱௔ଶ൰
 
 
 
 
 
 
(5) 
The conventional double tuned filter consists of two 
capacitors and two inductors, which is composed by series 
resonance circuit (L1, C1) and parallel resonance circuit (L2, C2). 
 
Figure 4. Configurations of conventional double tuned filter 
Calculation of series resonance frequency and parallel 
resonance frequency of conventional double tuned filter can be 
expressed at Equation (6). 
 ቂ߱௦߱௣ቃ ൌ ቈ
1 ඥܮଵܥଵ⁄
1 ඥܮଶܥଶ⁄
቉ (6) 
From Figure 4, the impedance ௙ܼ  of conventional double 
tuned filter can be represented at Equation 7. 
 
௙ܼ ൌ ݆߱ܮଵ ൅
1
݆߱ܥଵ ൅ ൬݆߱ܥଶ െ ݆
1
߱ܮଶ൰
ିଵ
 
ൌ
൬1 െ ߱
ଶ
߱௦ଶ൰ ൬1 െ
߱ଶ
߱௣ଶ൰ െ ߱
ଶܮଶܥଵ
݆߱ܥଵ ൬1 െ ߱
ଶ
߱௣ଶ൰
 
 
 
 
(7) 
Literature [7] has proposed a method for calculating the 
parameter of the conventional double tuned filter. The 
impedance between two single tuned filter at Equation (5) and 
the conventional double tuned filter at Equation (7) are 
equivalent. Analyzing the coefficient of ߱, the parameter of  ܥଵ 
can be calculated by using Equation (8). 
 ܥଵ ൌ ܥ௔ ൅ ܥ௕ (8) 
The parameter of  ܮଵcan be calculated by using Equation (9). 
 ܮଵ ൌ
1
ܥ௔߱௔ଶ ൅ ܥ௕߱௕ଶ (9) 
Then, the parameter of ܮଶ  can be calculated by using 
Equation (10). 
 ܮଶ ൌ
൬1 െ ߱௔
ଶ
߱௦ଶ൰ ൬1 െ
߱௔ଶ߱௣ଶ൰
ܥଵ߱௔ଶ  
(10) 
The parameter of ܥଶ can be found by using Equation (11). 
 ܥଶ ൌ
1
ܮଶ߱௣ଶ (11) 
where ߱௦ and ߱௣ can be calculated by using Equation (12) and 
Equation (13) respectively. 
 ߱௦ ൌ
1
ඥܮଵܥଵ
 (12) 
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 ߱௣ ൌ
߱௔߱௕
߱௦  (13) 
On the other hand, by analyzing the capacitance of two 
parallel single tuned filter and parallel resonance frequency of 
conventional double tuned filter, this paper proposes the 
calculation of the parameter of  ܮଵ by using Equation (14). 
 ܮଵ ൌ
1
ܥଵሺ߱௔ଶ ൅ ߱௕ଶሻ 2⁄  (14) 
where the parameter of ܥଵcan be calculated by using Equation 
(15). 
 ܥଵ ൌ
ܯܸܣܴ
ܸ݇ଶ߱  (15) 
which ߱  is the fundamental frequency. The two results from 
Equation (8) and Equation (15) are the same, also the two results 
of Equation (9) and (14) are the same. By using Equation (14) 
and (15) the calculation to get the parameter of ܥଵ  and ܮଵ  is 
simpler rather than calculating capacitance for each resonance 
frequency from two parallel single tuned filter firstly. 
III. THE PARAMETER CALCULATION OF DAMPED-TYPE DOUBLE 
TUNED FILTER 
In order to prevent network elements from exposing severe 
overvoltage, damping resistor is added to the conventional 
double tuned filter as shown in Figure 5.  
 
Figure 5. Configurations of conventional double tuned filter 
This paper developes impedance of damped-type double 
tuned filter based on Figure 5, the impedance can be represented 
at Equation (16). 
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(16) 
The analysis of impedance frequency characteristic curve 
from Equation (16) has been done using MATLAB and has been 
plotted as shown in Figure 6. 
 
Figure 6. Impedance-frequency Characteristic Curve of New Developing 
Impedance Damped-type Double Tuned Filter 
 From Figure 6 above, the characteristic curve between 
impedance and frequency is clearly different, compared with the 
impedance from literature [6] shown in Figure 1. Figure 6 shows 
clearly the resonance frequency at tuned frequency one (߱ଵ) and 
tuned frequency two (߱ଶ ) are close to zero because it is 
suppressed by filter, and the impedance at parallel resonance is 
too high. 
By using the value approach of the resonance frequency at 
tuned frequency one (߱ଵ ) and tuned frequency two (߱ଶ ) are 
close to zero, this paper proposed a new algorithm to find out the 
parameter of damping resistor (R) of the damped-type double 
tuned filter as shown in Figure 7. 
 
Figure 7. A new Algorithm to find out parameter of damping resistor (R) of 
damped-type double tuned filter 
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In conclusion, when the voltage in the network (kV) and 
demanded reactive power in the network (MVAR) are known, 
as well as, tuned frequency one ( ଵ݂), tuned frequency two ( ଶ݂), 
series resonance frequency (߱௦ሻ, parallel resonance frequency 
(߱௣ ) are determined, then the parameter of the damped-type 
double tuned filter (ܥଵ,	ܮଵ) and (ܥଶ, ܮଶ) can be calculated by 
using Equation (15, 14) and Equation (11,10) respectively. For 
the parameter of damping resistor (R), it can be calculated by 
using an algorithm shown in Figure 7. 
For quick calculation of the parameter of damping resistor 
(R), with the impedance of damped-type double tuned filter at 
Equation (16), an algorithm as shown in Figure 7 can be written 
in a language program using MATLAB below: 
for r=1:1000000 
    
Imp1=sqrt((((l2*l2*r/(c2*c2))/((l2*l2/(c2*c2))+(((2*pi*fre1*l
2*r)-(r/(2*pi*fre1*c2)))*((2*pi*fre1*l2*r)-(r/(2*pi*fre1*c2 
))))))*((l2*l2*r/(c2*c2))/((l2*l2/(c2*c2))+(((2*pi*fre1*l2*r)-
(r/(2*pi*fre1*c2)))*((2*pi*fre1*l2*r)-(r/(2*pi*fre1*c2))))))) 
+(((2*pi*fre1*l1)-(1/(2*pi*fre1*c1))-((((l2*r)/c2)*(2*pi*fre1 
*l2*r-(r/(2*pi*fre1*c2))))/((l2*l2/(c2*c2))+((2*pi*fre1*l2*r-
(r/(2*pi*fre1*c2)))*(2*pi*fre1*l2*r-(r/(2*pi*fre1*c2)))))))* 
((2*pi*fre1*l1)-(1/(2*pi*fre1*c1))-((((l2*r)/c2)*(2*pi*fre1* 
l2*r-(r/(2*pi*fre1*c2))))/((l2*l2/(c2*c2))+((2*pi*fre1*l2*r-
(r/(2*pi*fre1*c2)))*(2*pi*fre1*l2*r-(r/(2*pi*fre1*c2)))))))));     
    
Imp2=sqrt((((l2*l2*r/(c2*c2))/((l2*l2/(c2*c2))+(((2*pi*fre2*l
2*r)-(r/(2*pi*fre2*c2)))*((2*pi*fre2*l2*r)-(r/(2*pi*fre2*c2 
))))))*((l2*l2*r/(c2*c2))/((l2*l2/(c2*c2))+(((2*pi*fre2*l2*r)-
(r/(2*pi*fre2*c2)))*((2*pi*fre2*l2*r)-(r/(2*pi*fre2*c2))))))) 
+(((2*pi*fre2*l1)-(1/(2*pi*fre2*c1))-((((l2*r)/c2)*(2*pi*fre2 
*l2*r-(r/(2*pi*fre2*c2))))/((l2*l2/(c2*c2))+((2*pi*fre2*l2*r-
(r/(2*pi*fre2*c2)))*(2*pi*fre2*l2*r-(r/(2*pi*fre2*c2)))))))* 
((2*pi*fre2*l1)-(1/(2*pi*fre2*c1))-((((l2*r)/c2)*(2*pi*fre2* 
l2*r-(r/(2*pi*fre2*c2))))/((l2*l2/(c2*c2))+((2*pi*fre2*l2*r-
(r/(2*pi*fre2*c2)))*(2*pi*fre2*l2*r-(r/(2*pi*fre2*c2))))))))); 
 
    if (Imp1 <= 0.1 && Imp2 <= 0.1) 
        fprintf('The parameter of Damping Resistor (R) is %d \n', 
r); 
        break 
    end 
end 
IV. SIMULATION OF POWER SYSTEM WITH DAMPED-TYPE 
DOUBLE TUNED FILTER 
This paper uses software PSIM to simulate the damped-type 
double tuned filter designed with this new algorithm. PSIM is 
one of many software programs to simulate power electronics 
and power system. The configuration of power system consists 
of generator, transformer, conductor, six pulse converters, load 
and some measurement devices. Six pulse converters will raise 
the harmonic order following Equation (14). Figure 8 shows the 
power system which has installed damped-type double tuned 
filter. The parameter of the configuration in Figure 8 before 
filtering is shown in Table 1. 
݊	 ൌ ݇݌ േ 1																																							ሺ14ሻ 
 
Figure 8. Configuration of Power System 
TABLE I.  PARAMETER OF THE CONFIGURATION OF POWER SYSTEM 
Parameter Value 
U 110kV 
F 50Hz 
P 20.808.519,00Watt 
Pf Existing 0,9552 
Pf Target 0,9999 
 
Six pulse converter in this simulation raises the order 5th, 7 th, 
11st, 13rd, 17th, 19th, and so on. When the damped type filter is 
not installed in power system, the current that measured by 
amperemeter 1 at Phase 1 is shown in Figure 9. PSIM provides 
FFT function that enables engineer to convert time function into 
frequency function to analyze each component of harmonics. 
From Figure 10, it can be seen and measured the harmonic 
distortion for each component. Most harmonics distortions occur 
at 5th order and 7th order, which has value 25,1563A and 
10,7881A respectively. 
 
Figure 9. The Waveform Current Phase 1 before Filtering 
 
Figure 10. The Harmonic Distortion per Order at Phase 1 before Filtering 
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The required parameter of damped-type double tuned filter 
for the power system according to the new algorithm is proposed 
in this paper as shown in Table 2.   
TABLE II.  PARAMETER OF THE FILTER 
Parameter Value 
C1 1,4389uF 
L1 234,7199mH 
C2 13,6316uF 
L2 18,2028mH 
R 400.600ohm 
 
When the damped-type double tuned filter is installed in 
power system, the current waveform at Phase 1 is shown in 
Figure 11. Damped-type double tuned filter is designed suppress 
harmonic 5th order and 7th order. Then, in Figure 12 shows that 
the filter effectively works, harmonic 5th order and 7th order has 
been suppressed become 0,0036A and 0,0083A respectively. 
 
Figure 11. The Waveform Current Phase 1 after Filtering 
 
Figure 12. The Harmonic Distortion per Order at Phase 1 after Filtering 
In order to summarize the simulation, Figure 11 shows the 
current waveform after filtering, the form is close to sinusoidal 
compared with Figure 9 the current waveform before filtering. 
Then, Figure 12 shows that after damped-type double tuned filter 
designed with new algorithm proposed in this paper is installed 
in power system, at 5th order and 7th order harmonics content 
are close to zero compare with Figure 10 before filtering. 
However, after the filter is installed into power system, it is 
proven that a new algorithm works well and has a good filtering 
effect. 
V. CONCLUSION 
This paper explores the calculation of parameter of the 
damped-type double tuned filter based on the relationship 
impedance of two parallel single tuned filter and one double 
tuned filter, and also the resonance at the tuned frequency one 
and tuned frequency two are close to zero. The calculation is 
very simple and the algorithm for calculating the damping 
resistor can be figured out by making a language program on 
MATLAB. This paper suggests a new equation of impedance of 
the damped-type double tuned filter which can be used to give 
an input for literature [6]. The new impedance and new 
algorithm proposed in this paper have been proved by simulation 
using MATLAB and PSIM software and it works splendidly. 
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Abstract—Micro-hydro gets potential energy from water 
flow that has a certain height difference. Potential energy is 
strongly influenced by high water fall. Potential energy 
through pipes, incoming turbines converted into kinetic 
energy. The kinetic energy of the turbine coupled with the 
generator is converted into electrical energy. Some components 
used for micro-hydro power generation, among others; intake, 
settling basin, headrace, penstock, turbine, draft tube, 
generator, and control panel. Water flows through the pipe 
into the turbine house so it can rotate the turbine blades. 
Turbine rotation is used to rotate a generator at the micro 
hydro generator. The most common problem with micro-hydro 
generating systems is inconsistent generator rotation caused by 
changes in connected loads. Load changes can cause system 
frequency fluctuations and may cause damage to electrical 
equipment. Artificial Intelligence (AI) is used to obtain the 
right constants to obtain the best optimization. In this study 
compare the control method, namely; Proportional Integral 
Derivatives (PID), Capacitive Energy Storage (CES), and 
Superconducting Magnetic Energy Storage (SMES). This study 
also compared the method of artificial intelligence between 
Particle Swarm Optimization (PSO) method has been studied 
with the method of Firefly Algorithm (FA). Overall this study 
compares 11 methods, namely methods; uncontrolled, PID-
PSO method, PID-FA method, CES-PSO method, CES-FA 
method, SMES-PSO method, SMES-FA method, PID-CES-
PSO method, PID-CES-FA method, PID-SMES - PSO, and 
PID-SMES-FA method. The results of the simulation showed 
that from the 11 methods studied, it was found that the PID-
CES-FA method has the smallest undershot value, ie -7.774e-03 
pu, the smallest overshoot value, which is 4.482e-05 pu, and the 
fastest completion time is 7.11 s. These results indicate that the 
smallest frequency fluctuations are found in the PID-CES-FA 
controller. Thus it is stated that the PID-CES-FA method is the 
best method used in the previous method. This research will 
use other methods to get the best controller. 
Keywords—CES, Firefly Algorithm, micro-hydro, PID, 
SMES. 
I. INTRODUCTION 
In micro-hydro operation, stability issues are of major 
concern. In order for the frequency to be always stable, the 
rotational speed of the generator must be fixed. The 
rotational speed of the generator can be affected by the size 
or the amount of the load. The addition of a very large load 
will reduce the rotating density, otherwise a large load 
reduction will accelerate the generator spin. So that the 
frequency will increase and if passing the standard will 
harm the consumer electrical equipment. 
Therefore, to support this micro-hydro performance, 
setting or controlling the load frequency is required, to 
always be in the work area. Micro-hydro control is done 
automatically by governing the governor. Servo motor as 
governor set the opening height, so that the incoming water 
flow can be adjusted with the load. So the system can adjust 
the load power and can reduce the frequency change[1].  
Load Frequency Control (LFC) is designed using a 
controller; Proportional Integral Derivatives (PID), 
Capacitive Energy Storage (CES) [2], and Superconducting 
Magnetic Energy Storage (SMES)[3]. All three controllers 
are tuned using artificial intelligence, namely the method of 
Particle Swarm Optimization (PSO) and Firefly Algorithm 
(FA). Because, Artificial Intelligent (AI) is often used to 
develop various disciplines such as vehicle steering 
controllers [4][5], as micro-hydro control [6], and others. In 
this study used the method Firefly Algorithm (FA) [7]. The 
FA method is used as tuning PID, CES, and SMES 
controller. With this comparison obtained the best control 
method. The best results will be applied at micro-hydro 
plants in Jombang, East Java, Indonesia. This research 
involves scientists from various disciplines, namely; 
mechanical engineering, electrical engineering, and civil 
engineering. 
II. SYSTEM MODELING 
A. Micro-hydro Power Plant 
The micro-hydro power plant on harnessing potential 
energy from the height difference and the amount of water 
discharge. The ponsial energy from the water passes through 
the pipe and rotates the turbine shaft to generate mechanical 
energy. This mechanical energy drives the generator and 
generates electrical energy. Micro hydro power plants must 
have a water source that always flows throughout the year. 
The electric power generated by the power generator (Pth) 
depends on the value of the water discharge (Q) and the 
waterfall height (H). The equation can be formulated as 
follows:: 
3[ ] [ / ]. [ ]. [ / ]thP W Q m s H m k N kg=    (1) 
The efficiency (ηgen) of the turbine and generator is 
determined by each manufacturer with a power factor value 
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of 0.8 causing the actual electrical value to be lower than the 
generator power (Pth). 
3[ ] [ / ]. [ ]. [ / ]. .real turbin genP W Q m s H m k N kg η η=        (2) 
For pumps used as turbines, the efficiency values varied 
from 0.6 to 0.8, in this study used 0.8. For cross-flow 
turbines, values varying from 0.5 to 0.7, in this study are 
used 0.6. While the generator used in the micro-hydro 
power plant system here is using an induction generator, a 
servo motor operated as a governor, and some components 
are modeled on the simulation using the Matlab-Simulink 
program. The following figure shows the configuration of 
the designed micro-hydro power plant. 
 
Fig. 1.  Block diagram of Micro-hydro System[6] 
The signal change (Δω) will be forwarded to the 
servo motor block functioned as governor. The parameters 
required for signal strengthening are Ks and Ts. The output 
of the governor is passed to the limiter to limit the signal. 
Limiter is used to limit the highest and lowest saturation 
values in order not to exceed the specified value. The limiter 
output goes to the turbine block. The micro-hydro 
parameters used in this study can be shown in Table 1.. 
Table 1. Micro Hydro Parameter [6] 
Parameter Value Item 
Tb 1 Water turbine time response (s) 
Kg 1 Reinforcement of inductor generator regulator (s)  
Tg 13,333 Response time on generator induction (s) 
K1 5 Error Detection confirmation constant 
K2 8,52 Frequency of frequency deviation constant 
K3 0.004 Strengthening Error Detection 
T 0,02 Time response Error Detection 
Ts 0,1 The governor's time constant (s)  
Ks 2,5 Strengthening governor 
Sg 40 Micro-hydro power generator rating (kVA)  
pf 0,8 Power Factor 
Vg 400/231 Nominal voltage generator (V) 
ω 1500 Nominal rotational speed (rpm) 
fg 50 The nominal frequency of micro hydro (Hz) 
B. Capacitive Energy Storage (CES)[2] 
Capacitive Energy Storage (CES) is a device used to 
store and release large amounts of electrical power quickly. 
CES consists of Storage Capacitors (SC) and Power 
Conversion Systems (PCS). The energy stored by the CES 
on the capacitor in the form of an electric field, can be 
shown in Figure 2.  
 
Fig. 2. Capacitive Energy Storage 
Storage capacitors consist of discrete capacitors 
arranged in parallel. Storage capacitors are connected via a 
12-pulse Power Conversion System (PCS) to Mesh. The 
leakage and dielectric energy losses of the bank capacitor at 
CES are modeled by resistors R in parallel with the 
capacitor (C). PCS converts to DC and from DC to AC 
Inverter. Bypass Thyristor serves to provide the current path 
(Id) when the converter fails. The DC breaker diverts the 
current (Id) to the resistor point (Rd) if the converter fails. 
The bridge voltage (Ed) is shown in equations 3 and 4. 
 
Dddd RIEE 2cos2 0 −= α        (3) 
2 2 1/2
max min
0
[ ]
2
d d
d
E EE +=    (4) 
If the system is interrupted, the capacitor voltage 
becomes too low and the voltage will return to its normal 
value quickly. The energy will be absorbed by the capacitor 
and can cause the control to be disconnected. To solve this 
problem, the lower limit for the capacitor voltage, taken 
30% of the rating value (Ed0). The lower limit of voltage 
can be seen in equation 5. 
min 030d dE E=                   (5) 
The CES voltage will return to its initial value quickly. 
After the disturbance occurs, the CES unit must be ready to 
work for subsequent load changes. The voltage deviation of 
the capacitor is used as a feedback signal in the CES control 
loop. 
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Fig. 3.  CES Block diagram 
Here's the voltage deviation of the capacitor ΔEd, 
 
1
1d dE IsC R
  Δ = Δ + 
   (6) 
 
CES output power released to the system during load 
changes is as follows, 
0( ).CES d d dP E E IΔ = + Δ Δ    (7) 
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C.  Superconducting Magnetic Energy Storage (SMES)  
SMES stores energy in the magnetic field obtained from 
Direct Current (DC) into the cryogenic cooled 
superconducting coil. A SMES connected to a power 
system, consisting of a cryogenic cooling system, 
superconducting coil, and Power Conditioning System 
(PCS) with control and protection functions. PCS is 
commonly referred to as the power electronics center of the 
SMES coil. SMES schematic diagram can be seen in figure 
4. [3]. 
Controller
Coil Protection
Cryogenic
System
VCoil
ICoil
DewarPower Conversion System
CSI 
or
VSI + dc-dc chopper
Transformer Bypass
Switch Coil
AC
Line
 
Fig. 4. SMES schematic diagram. 
In principle, superconductors have near-zero losses at 
cold temperatures. The coolant used is Helium liquid which 
is able to cool to 4 K. PCS is used to transfer energy from 
the SMES coil to the system. A PCS uses a dc link capacitor 
to connect a voltage source from the SMES coil to the 
system. The working principle of SMES is divided into 
three, namely charging mode, standby mode and 
discharging mode. The SMES performance setting is 
performed by adjusting the duty cycle of the converter 
which in this case uses a Gate Turn Off (GTO) thyristor .  
 
Fig 5. Configure SMES 
To effectively control the power balance of the 
generator, SMES is placed on the bus terminal of the 
generator. From some SMES equations of reference, a block 
diagram of the SMES PID controller used is shown in 
Figure 6. 
w
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Fig 6.  Block diagram PID SMES  
In this study, PID-SMES is installed on micro-hydro 
power system. The PID-SMES installation is on the induced 
generator bus terminal when there is a burden of changing 
the load. The SMES parameters can be seen in Table 3. 
Table 3. SMES Parameters  
Parameters Tuning Value 
Ksmes 90 
Tdc 0.0176 
tw 7.6616 
Kp 8 
Ki 6.8462 
D. Firefly Algorithm (FA)[7] 
The method used to optimize the PID parameter is 
the Firefly Algorithm (FA) method. The algorithm was first 
discovered by Dr. Xin-She Yang at Cambridge University in 
2007. The algorithm diagram of the Firefly Algorithm (FA) 
method used in this research study can be seen in Figure 3. 
The objective function used to test the stability of the system 
is with Integral Time Absolute Error (ITAE)[8][7]. 
 
0
( )
t
ITAE t t dtω= Δ                                           (11)           
The PID parameters set by FA are Kd, Kp, Ki. The data of 
the standard FA parameters used are shown in Table 4:  
Table 4. FA Parameters 
Parameters Value 
Alpha 0.25 
Beta 0.2 
Gamma 1 
Dimensi 3 
Number of Fireflies 50 
Maximum iteration 50 
Kp 0 – 50  
Ki 0 – 10  
Kd 0 – 10 
E. Particle Swarm Optimization (PSO). 
his algorithm is inspired by the behavior of swarm in 
search of food. Particle Swarm Optimization (PSO) is 
defined as a swarm swarm that can define trajectories by 
their own best performance and groups. In this paper, swarm 
partition optimization solves the problem of performance 
optimization Load frequency control in reducing frequency 
fluctuations through the description of the algorithm to find 
the value of the constants PID, CES and SMES.[10][11].  
The data of PSO parameters can be seen in Table 5.  
TABLE 5. PSO PARAMETERS 
Parameters Value 
Number of Particles 30 
Maximum iteration 50 
Number of  Variables 3 
C2 (Social Constant) 2 
C1 (Cognitive Constant) 2 
W (Momentum Inertia) 0.9 
Kp 0 – 50  
Ki 0 – 10  
Kd 0 – 10 
III. PRESULT OF SIMULATION AND ANALYSIS 
The design of some micro-hydro controllers can be seen 
in figure 7. 
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Fig.7.  Micro-hydro controller design 
Micro-hydro controller constants can be seen in Table 
6, table 7, and Table 8; 
TABLE 6. OPTIMIZATION RESULTS WITH PID 
Parameter PSO FA 
Kp 16.790915 79.627021 
Ki 1.716562 7.161799 
Kd 0.091662 6.024251 
TABLE 7. PID OPTIMIZATION RESULTS WITH CES 
Parameter PSO FA 
Kces 69.4785 82.1232 
Tdc 0.01430 0.0643 
Kp 11.7909 49.6827 
Ki 1.7165 39.6212 
Kd 0.09166 6.1234 
TABLE 8. PID OPTIMIZATION RESULTS WITH SMES 
Parameter PSO FA 
Ksmes 81.302 90.634 
Tdc 0.02136 0.0176 
Twi 7.0321 7.6162 
Kp 7.0864 8.8642 
Ki 2.6744 6.8463 
Kd 0.0083 0.1932 
 
By using the FA method obtained tuning PID 
controller with a large constant parameter Kp = 79.627021, 
Ki = 7.161799, and Kd = 6.024251. With CES method, 
there are big constants Kces = 82.1232, Tdc = 0.0643, Kp = 
49.6827, Ki = 39.6212, and Kd = 6.1234. With the method 
of SMES obtained constant Ksmes = 90.634, Tdc = 0.0176, 
Twi = 7.6162, Kp = 8.8642, Ki = 6.8463, and Kd = 0.1932. 
Figure 8-13 shows the micro-hydro frequency response 
for each control design. 
 
Fig. 8.  Micro Hydro Frequency with PID 
 
Fig. 9. Micro Hydro Frequency with CES 
 
Fig. 10. Micro Hydro Frequency with SMES 
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 Fig. 11. Micro Hydro Frequency with PID-CES 
 
Fig. 12. Micro Hydro Frequency with PID-SMES 
 
Fig. 13. Plot All Graphic of Control Model 
The results of overshoot, undershoot and settling time 
can be seen in Table  9. 
 
 
 
TABLE  9. OVERSHOOT RESULT OF EACH MODEL 
Controller Overshoot (pu) 
Undershoot 
(pu) 
Settling 
time (s) 
Uncontrolled 0.0000 -4.661e-02 25.012 
PID-PSO 3.945e-04 -2.242e-02 35.653 
PID-FA 2.985e-03 -9.448e-03 15.653 
CES-PSO 3.582e-03 -1.191e-02 9.883 
CES-FA 4.111e-04 -9.375e-03 7.352 
SMES-PSO 7.154e-03 -1.701e-02 21.342 
SMES-FA 1.961e-03 -8.954e-03 19.763 
PID-CES-PSO 1.798e-04 -9.063e-03 7.748 
PID-CES-FA 4.482e-05 -7.774e-03 7.11 
PID-SMES-
PSO 7.000e-03 -1.011e-02 17.863 
PID-SMES-FA 1.931e-03 -8.531e-03 11.361 
 
From Figure 8-13 and Table 9 shows that the overshoot, 
undershot, and settling time of the method; uncontrolled 
(0.00, -4.661e-02, 25.012), PID-PSO method (3.945e-04, -
2.242e-02, 35.653), PID-FA method (2.985e-03, -9.448e-03, 
15.653), CES-PSO method (3.582e-03, -1.191e-02, 9.883), 
CES-FA method (4.111e-04, -9.375e-03, 7.352), SMES-
PSO method (7.154e-03, -1.701e-02, 21.342), SMES-FA 
method (1.961e-03, -8.954e-03, 19.763), PID-CES-PSO 
method (1.798e-04, -9.063e-03, 7.748), PID-CES-FA 
method (4.482e-05, -7.774e-03, 7.11), PID-SMES – PSO 
(7.000e-03, -1.011e-02, 17.863), and PID-SMES-FA 
method (1.931e-03, -8.531e-03, 11.361). The simulation 
results show that the PID-CES-FA method has the smallest 
undershot value, ie -7.774e-03 pu, the smallest overshoot, ie 
4.482e-05 pu, and the fastest settling time of 7.11 s. thus it 
is stated that the PID-CES-FA method is the best method 
used from the previous method.. 
IV. CONCLUSION 
By using Firefly Algorithm (FA) as the method of 
tuning the Capacitive Energy Storage (CES) controller, the 
result of tuning of CES parameter for Kces 88,8888, Tdc is 
0.0563, Kp is 63.6297 and Ki is 43.7886, and Kd is 9.6385. 
The simulation results show that the PID-CES-FA method 
has the smallest undershot value, ie -7.774e-03 pu, the 
smallest overshoot, ie 4.482e-05 pu, and the fastest settling 
time of 7.11 s. thus it is stated that the PID-CES-FA method 
is the best method used from the previous method. 
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Abstract—Development of Metaheuristic Algorithm in 
engineering problems grows really fast. This algorithm is 
commonly used in optimization problems. One of the 
metaheuristic algorithms is called Firefly Algorithm (FA). 
Firefly Algorithm is a nature-inspired algorithm that is 
derived from the characteristic of fireflies. Firefly 
Algorithm can be used to solve optimal power flow (OPF) 
problem in power system. To get the best performance, 
firefly algorithm can be combined with fuzzy logic. This 
research presents the application of hybrid fuzzy logic and 
firefly algorithm to solve optimal power flow.  The 
simulation is done using the MATLAB environment. The 
simulations show that by using the fuzzy-firefly algorithm, 
the power losses, as well as the total cost, can be reduced 
significantly. 
Keywords- Firefly algorithm, Fuzzy logic system, Optimal power 
flow. 
I.  INTRODUCTION 
Many power plants such as thermal and hydropower plant 
are located far away from the load center. Water as a turbine 
power plant is located either in foothills or mountains as well 
as in the lake. While petroleum, gas, and coal which is the 
source of the thermal power plant are generally placed near 
ports or other places due to the transportation cost [1]. 
Power plants that located far away from the load center 
require long transmission line to supply electrical energy to 
the load center. This long transmission line could cause a huge 
amount of power loss. This losses resulting in generating units 
generate power beyond the total load demand that should be 
borne to compensate for the power loss. The thermal plant is 
using unrenewable energy such as fuel as the source of energy. 
The trend in fuel prices on the market fluctuates and the trends 
continue to increase so that the fuel consumption needs to be 
minimized due to the high cost for generating electricity [1]. 
Since the electrical load is a function of generating costs, it 
is necessary to find solutions to optimally operate the 
generating units by reducing fuel costs to a minimum and 
maintaining continuity of service to consumers and still 
paying attention to the operational constraints. This method is 
commonly called the optimal power flow (OPF) [2]. 
The purpose of OPF is to achieve the load demand with a 
minimum cost production without neglecting physical and 
operational limits. OPF can be easily done by using 
conventional mathematical approach. The application of 
conventional mathematical approach such as Gaussian 
Message Passing Iterative detection for solving optimization 
problems is reported in [3, 4]. However, with the more 
fluctuation of load demand and the fuel prices, the 
conventional mathematical approach of OPF sometimes do not 
give optimal results. Hence solving OPF based metaheuristic 
algorithm approach can be proposed. 
The application of metaheuristic algorithm approach for 
solving a complex problem in power system application has 
developed significantly over the few decades. Application of 
differential evolution algorithm (DEA) for designing battery 
energy storage systems (BESS) and solving the modal 
interaction problems are reported in [5, 6]. The application of 
particle swarm optimization (PSO) for solving load frequency 
control and optimizing redox flow batteries (RFB) is 
investigated in [7, 8]. In [9] the application of craziness PSO 
for mitigating low-frequency oscillatory stability is 
investigated. Optimizing parameter of blade pitch angle wind 
turbine using hybrid differential evolution algorithm-particle 
swarm optimization is explained in [10]. Application of 
imperialist competitive algorithm for designing capacitive 
energy storage parameter as load frequency controller of micro 
hydro is described in [11].  
Designing RFB based on ant colony optimization (ACO) 
approach for solving small disturbance angle stability 
problems is described in [12]. Optimization of RFB and power 
system stabilizer (PSS) for small signal stability enhancement 
of power system using cuckoo search algorithm is presented in 
[13]. Designing a linear quadratic regulator for enhancing the 
frequency performance of the power system using artificial 
Immune System via clonal selection is investigated in [14]. 
Optimal coordination of superconducting magnetic energy 
storage (SMES) and PSS using firefly algorithm (FA) for 
dynamic stability enhancement on the power system is 
reported in [15]. Among a numerous number of metaheuristic 
algorithm, FA is becoming more popular due to simplicity and 
less computational burden. Furthermore, the alpha coefficient 
in FA is played important role in the firefly algorithm as 
reported in [16]. So by modified the alpha coefficient of FA, 
the optimal value can be achieved as the alpha coefficient can 
reduce the randomness of fireflies [17]. 
Hence this paper proposed the application of firefly 
algorithm for solving optimal power flow problems. To get the 
best performance, the fuzzy logic system is used as a hybrid 
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with the FA method. The rest of the paper is organized as 
follows: Section II provides a fundamental theory of optimal 
power flow, firefly algorithm, and fuzzy logic systems. 
Section III focused on designing hybrid fuzzy logic and firefly 
algorithm for solving optimal power flow. Result and 
discussion are presented in section IV. Finally, section V 
highlight the contribution, conclusions and future direction of 
this work. 
II. FUNDAMENTAL THEORY 
A. Optimal Power Flow 
The idea of optimal power flow was developed by 
Carpentier in 1962. OPF is used to determine the optimal set 
of variables that have various constraint boundaries. The 
development of OPF has been increasing significantly due to 
the development of advanced computing technology. The 
problem of highly complex power system optimization can be 
solved using OPF without needing any huge amount of time. 
Conventional OPF is one of the optimization problems in the 
power system to meet the required load demand at the 
minimum production cost. The cost of generating electricity 
has increased significantly, as a result of the increasing fuel 
prices. It is important to find ways to generate electrical 
energy at minimum cost in power system as well as achieving 
the physical and constrained provisions in operation. The 
mathematical representation of OPF to minimize the cost of 
generation can be described in (1) [2]. 
 
 ( ) ( )2min ( ) 2 1 01 1N NF x C P C P C P Ci Gi Gi Gii i= = + + = =  
 (1) 
In (1), F(x) is the total cost of generation, while C0, C1, C2 
are cost function coefficient. Furthermore, PGi, N are active 
power generation and the number of the generator. The 
concept of OPF has only one restriction that is, the total power 
generated is proportional to the load plus the loss of power. 
That restriction can be expressed in the mathematical equation 
in (2) [2]. 
 
 ( ) ( )L F P P P Pi iload lossesλ= + + −    (2) 
The equation that representing “generation equal to load 
plus power loss” is described in (3) with equality and 
inequality constraint described in (4) and (5) [2]. 
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In (4) and (5) 
Vi: Voltage magnitude bus i 
PGi: Active power bus i 
QGi: Reactive power bus i 
Gij, Bij: Transmission admittance m-n 
Θi: Voltage phase angle bus m  
Θj: Voltage phase angle bus n 
 
B. Firefly Algorithm 
FA is a metaheuristic algorithm inspired by the flashing 
behavior of fireflies. This algorithm was developed by Dr. 
Xin-She Yang at Cambridge University to solve optimization 
problems. FA has three important parts as described in the 
following rule [18-20]s: 
 All fireflies are unisex, so a firefly will be attracted to 
other fireflies regardless of their sex. 
 The attraction is proportional to the brightness of the 
fireflies. Fireflies with lower brightness levels will be 
attracted and move to fireflies with higher brightness. 
Brightness may decrease with increasing distance and 
the absorption of light due to air factor. If there are 
no fireflies with the most brightness light, the fireflies 
will move randomly. 
 The brightness or intensity of the firefly is 
determined by the value of the objective function of 
the given problem. 
There are two things that are related and very important in 
FA namely light intensity and attractiveness function. In this 
case, we assume that the attractiveness is influenced by the 
degree of light intensity. The degree of light intensity on a 
firefly x can be stated as (6). 
 ( ) ( )I x f x=   (6) 
In (6), I indicated the level of light intensity on x fireflies that 
is proportional to the solution of the objective function (f(x)). β 
is the attractiveness coefficient that has relative value due to 
the light intensity that must be seen and assessed by other 
fireflies. Hence, the result of the assessment will differ 
depending on the distance between the fireflies. In addition, 
the light intensity will decrease from the source due to the air 
factor (γ). Hence, the mathematical representation of the 
attractiveness function is presented in (7). 
 ( ) ( )0( ) *exp , 1mr r mβ β γ= − ≥   (7) 
The distance between fireflies i and j at the locations x, xi 
and xj can be determined when they are placed at the point 
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where fireflies are dispersed randomly in the Cartesian 
diagram as presented in (8). Where the different location of 
firefly i to firefly j is the distance between those two (rij). 
 ( ) ( )2 2ij i j i jr x x y y= − + −   (8) 
The movement of fireflies that move towards the best level 
of light intensity can be described as (9) [18-20]. 
 ( ) ( )20 1*exp * * 2i i ij j ix x r x x randβ γ α  = + − − + −    (9) 
In (9), x1 indicated the initial position of fireflies located at x, 
while alpha is a variable that has a range between 0 and 1. All 
the variables formed on (9) ensure the fast algorithm work 
toward the optimal solution [20] 
C. Fuzzy logic systems 
Fuzzy logic was introduced in 1965 by Lofti Zadeh. The 
fuzzy or gray concept (vague, unclear) is based on obscurity 
limits and provides a mechanism for representing linguistic 
constructions such as “many,” “low,” “medium,” “often,” 
“multiple”. The fuzzy set provides a meant to model the 
uncertainties associated with obscurity inaccuracy and lack of 
information about a problem or plant. Suppose the meaning of 
a “short” person. For X individual short people may have a 
heigh <4’25”, for Y individuals <3’90”. The term “short” 
informs the same meaning as the individuals of X and Y, but 
neither of the gives a distinctive definition [21]. 
Lofti Zadeh proposed the idea of a set of membership set 
to make the appropriate decisions when the uncertainty 
occurred. Like the word “short”, if we take “short” as high 
equal to or less than 4 feet, then 3’90” easily becomes a 
member of the “short” set and 4’25” does not belong to the 
“short” set. The membership value is “1” if a member of the 
set or “0” if it is not a member of the set. This can be 
mathematically described as given in (10) [21]. 
 
 ( ) {1;0;x AX xA x A∈= ∉   (10) 
In (6), Xa(x) is the member of element x in the set A, while 
A value itself is the whole set of universes. Membership 
expanded to have various “degrees of membership” at a real 
continuous interval [0.1]. Zadeh forms a fuzzy set like the set 
of the universe X that can accommodate the “degree of 
membership” [21]. 
  
III. DESIGN FUZZY-FA FOR SOLVING OPF 
A. Designing Fuzzy for FA 
Fuzzy interference is used to set the value of alpha. Alpha 
value has an important role on FA. Hence, in this research, the 
alpha value is designed as random value based on the Takagi-
Sugeno fuzzy formula. 
The membership function for fuzzy input is used 
trapezoidal type and has one input which is the minimum 
value of total fuel cost at each iteration. The linguistic value of 
the input variables consists of four fuzzy sets of VS (very 
small), S (small), M (medium), and L (large). While the value 
of crisp output consists of four linear equations. The 
coefficient values a1-a4 and J1-J6 are obtained by try and 
error. The value of a1, a2, a3 and a4 are 0.0010465, 
0.0021665, 0.003227 and 0.00427 [1]. Table 1 illustrates the 
membership function of this paper [1]. 
Table 1 The membership function of fuzzy interference. 
Linguistic Value Value Value Value 
Very 
small 
797 801.7 802.9 807.6 
Small 802.9 807.6 808.8 813.5 
Medium 808.8 813.5 814.7 819.4 
Large 814.7 819.4 820.6 825.3 
 
The rule base is used to control the fuzzy adaptation. In 
this paper the rule base of the fuzzy system can be described 
in below [1]:  
 
R1 : If min(J ) very small (VS) then u1 = a1 min (J ) 
R2 : If min(J ) small (S) then u2 = a2 min (J ) 
R3 : If min(J ) medium (M) then u3 = a3 min (J ) 
R4 : If min(J ) large (L) then u4 = a4 min (J ) 
Furthermore, since the input is just one of the input is 
directly stated as defuzzification [22]. In the process of 
defuzzification, the weighted average is used to find the output 
of fuzzy. 
B. Solving OPF using Fuzzy-FA 
Solving OPF using fuzzy-FA includes the following steps: 
1. The input parameter of FA, data bus, transmission 
line, Pmin and Pmax power output. 
2. Start firefly initialization. 
3. Firefly is inputted as the parameter of optimal power 
flow for finding the fitness function. 
4. Rank the firefly based on the fitness value and find 
the best fitness from the firefly. 
5. Update firefly movement using Eq. 9 by changing the 
constant alpha value with fuzzy systems 
6. Update the best fitness. 
7. Update the firefly value. 
8. Determine if the characterization is achieved. If not 
go back in step 3. 
9. Print the output (The total generating capacity and 
cost of the generation). 
IV. NUMERICAL RESULTS 
Two cases study is considered in this paper in an attempt to 
test the effectiveness of the fuzzy-FA for solving optimal 
power flow problems. Comparison between fuzzy-FA, 
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conventional FA and Lagrange is done to investigate the 
efficiency of the fuzzy-FA. All of the simulations are carried 
out using the MATLAB environment.   
A. Case study 1 
In the first case study, Java-Bali 500 kV is used as the test 
system. Fig. 1 depicts the one line diagram of Java-Bali 
system. This system consist of 25 buses with one slack bus, 
seven generator bus, and 17 bus loads. All of the data was 
taken from PT PLN (Persero) P3B Java, Bali on April 19, 
2011 at 18.30 [23]. Generating units connected to the system 
Java-Bali 500 kV have limits minimum and maximum power 
generation as follows [23]: 
      Suralaya  : 1.703 ≤   P1   ≤ 3.287     (MW)  
Muaratawar  : 1.191 ≤   P8    ≤ 2.115     (MW)  
Cirata  :   500 ≤   P10 ≤ 1.000      (MW) 
Saguling  :   350 ≤   P11 ≤    698      (MW) 
Tanjung Jati  :   840 ≤   P15   ≤ 1.321     (MW) 
Gresik :   238 ≤   P17 ≤ 1050      (MW) 
Paiton  : 1.664 ≤   P22 ≤ 3240     (MW) 
Grati  :   150 ≤   P23 ≤    827      (MW) 
With the cost function of each generating unit in this 
system are as follows [23]:  
Suralaya  = -6,99 P12  + 385454,41P1 + 51229002,4 
Muaratawar  =  137,924P82  -873046,208 P8 +5375795990 
Cirata        =  6000 P10  
Saguling           =  5502 P11 
Tanjung Jati        = 10.114P152  + 284810.35P15 +18527152.74 
Gresik       =  -6.3P172  +  1021624.6   P17  + 6477009 
Paiton        =  52.19P222  +  37370.67P22 + 8220765.38 
Grati        =-100.79P232 + 1726981.41P23+29938756.61 
 
Fig. 1 Java-Bali 500 kV systems. 
Table. 2 illustrates the comparison of generating capacity, 
power loss and cost of the system between a system with 
Lagrange method, conventional FA method and using the 
fuzzy-FA method. It is found that by using the Lagrange 
method, the total cost of the system is 756,570.63 USD and 
the power loss is 203.34 MW. By using the conventional FA 
method for solving OPF problems, the total cost can be 
reduced up to 126,905.87 USD and the power loss can be 
reduced up to 87.68 MW. Furthermore, the best performance 
is performed by combining fuzzy and FA. By using fuzzy-FA 
for solving OPF problems, the total cost becomes 629,664.76 
USD. 
 
Table 2. Optimal power flow result on Java-Bali interconnection. 
N
o Unit 
Lagrange Fuzzy-FA FA 
Power output 
(MW) 
Power output 
(MW) 
Power output 
(MW) 
1 Suralaya 2006.86 2006.86 2972.69 
2 Muaratawar 1673.00 1673.00 2115.00 
3 Cirata 1000.00 1000.00 1000.00 
4 Saguling 499.00 499.00 660.21 
5 Tanjung Jati  1291.00 1291.00 1151.55 
6 Gresik 900.00 900.00 238.00 
7 Paiton 3198.00 3198.00 2740.74 
8 Grati 548.00 548.00 150.00 
Total power 11115.85 11029.71 11028.18 
Power loss 
(MW) 203.34 117.19 115.66 
Total cost 
($/hours) 756,570.63 629,064.35 629,664.76 
   
 
B. Case study 2 
IEEE 30 bus is used as a test system in the second case 
study. Fig. 2 depicts the single line diagram of IEEE 30 bus 
systems. This system consists of 30 buses with one slack bus, 
5 generator bus, and 24 bus loads. All of the data was taken 
from reference [24]. The maximum and minimum limits of the  
power generation in IEEE 30 bus is described as follows [24]: 
      G1: 50 ≤   P1   ≤ 200     (MW)  
G2: 20 ≤   P2    ≤ 80     (MW)  
G3: 15 ≤   P5 ≤ 50      (MW) 
G4: 10 ≤   P8 ≤    35      (MW) 
G5:   10 ≤   P10   ≤ 30     (MW) 
G6: 12 ≤   P13  ≤  40      (MW) 
With the cost function of each generating unit in this 
system are as follows [23]:  
F1 (P1) = 0+ 2P1 + 0.0037P12  
F2 (P2) = 0+ 1.75P2 + 0.0175P12  
F5 (P5) = 0+ 1P5 + 0.0625P52  
F8 (P8) = 0+ 3.25P8 + 0.0083P82  
F10 (P10) = 0+ 3P10 + 0.025P102  
F13 (P13) = 0+ 3P13 + 0.025P132  
Table. 3 illustrates the comparison of generating capacity, 
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power loss and cost of the system between a system with 
Lagrange method, conventional FA method and using the 
fuzzy-FA method. It is found that by using the Lagrange 
method, the total cost of the system is 803.20 USD and the 
power loss is 9.59 MW. By using the conventional FA method 
for solving OPF problems, the total cost can be reduced up to 
24.89 USD and the power loss can be reduced up to 3.66 MW. 
Furthermore, the best performance is performed by combining 
fuzzy and FA. By using fuzzy-FA for solving OPF problems, 
the total cost becomes 771.70 USD. 
 
Fig. 2 IEEE 30 bus systems. 
 
Table 3. Optimal power flow result on IEEE 30 bus systems. 
No Unit 
Lagrange Fuzzy-FA FA 
Power output 
(MW) 
Power output 
(MW) 
Power output 
(MW) 
1 G1 193.73 186.28 187.21 
2 G2 48.10 47.21 47.40 
3 G3 19.47 19.19 19.31 
4 G4 11.06 10.43 11.15 
7 G5 10.00 10.01 10.00 
8 G6 12.00 12.00 12.00 
Total power 294.36 285.12 287.06 
Power loss 
(MW) 9.59 1.72 3.66 
Total cost 
($/hours) 803.20 771.70 778.31 
   
 
To test the efficiency of fuzzy-FA for solving optimal 
power flow, comparative study with another algorithm is 
essential. Fig. 3 illustrates the comparison of the total cost in 
IEEE 30 bus systems under different tuning, while Fig. 4 
shows the comparison of power loss of IEEE 30 bus systems 
under different tuning method. From Figs. 3 and 4, it is 
noticeable that the proposed method (fuzzy-FA) could provide 
minimum cost and power losses. 
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Fig. 3 Power loss comparison. 
 
 
Fig. 4 Total cost comparison. 
V. CONCLUSIONS 
This paper proposed a method for solving optimal power 
flow by combining fuzzy logic and firefly algorithm. From the 
investigated study case, it is found that by using the proposed 
method, the total cost of both the Java-Bali and IEEE 30 bus 
system can be reduced. Furthermore, by using the proposed 
method, the total power loss can also be reduced in both test 
systems. However, in the case study one, it is found that the 
loss of Java-Bali by using regular FA is better than using 
fuzzy-FA. Further research needs to be conducted by 
considering the ramp rate of the generator, for analyzing 
dynamic optimal power flow.  
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Abstract— Small signal stability represents the reliability of 
generator for transferring electrical energy to the 
consumers. The stress of the generator increases 
proportionally with the increasing number of load demand 
as well as the uncertainty characteristic of the load 
demand. This condition makes the small signal stability 
performance of power system become vulnerable. This 
problem can be handled using power system stabilizer 
(PSS) which is installed in the excitation system. However, 
PSS alone is not enough to deal with the uncertainty of 
load issue because PSS supplies only an additional signal 
without providing extra active power to the grid. Hence, 
utilizing capacitor energy storage (CES) may solve the 
load demand and uncertainty issues. This paper proposes a 
coordination between CES and PSS to mitigate oscillatory 
behavior of the power system. Moreover, bat algorithm is 
used as an optimization method for designing the 
coordinated controller between CES and PSS. In order to 
assess the proposed method, a multi-machine two-area 
power system is applied as the test system. Eigenvalue, 
damping ratio, and time domain simulations are performed 
to examine the significant results of the proposed method. 
From the simulation, it is found that the present proposal is 
able to mitigate the oscillatory behavior of the power 
system by increasing damping performance from 4.9% to 
59.9%. 
Keywords- BA, CES, damping ratio, eigenvalue, low-frequency 
oscillation, PSS, time domain simulation.   
I.  INTRODUCTION 
The demand for electrical energy is increasing significantly 
in the last few decades. Increasing demand for electrical 
energy has been the main issue for electrical company in order 
to provide secure, stable and reliable electricity for the 
consumers. The stability and the security of power system can 
deteriorate due to perturbation, such as increasing load 
demand, uncertainty characteristic of the demand and small 
changes of the systems parameter. One of the stability that can 
effected by those perturbations is small-disturbance angle 
stability. 
The ability of power system to maintain the 
synchronization after small perturbation is called small-
disturbance angle stability or low-frequency oscillation is the 
ability of a power system to maintain the synchronization after 
being exposed to a small perturbation [1, 2]. This instability 
characteristic is emerging due to the existence of sufficient 
damping from the system and can be divided into two 
categories. The first one is a local oscillation with the 
frequency ranging from 0.7 to 2 Hz. The other one is a global 
oscillation (inter-area oscillation) with the frequency ranging 
from 0.1 to 0.7 Hz [1-3]. If this stability is not well 
maintained, the magnitude of the oscillation may grow larger 
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and lead to unstable condition. There are several incident 
(fully and partial black out) happened due to low frequency 
oscillation problems as reported in [4]. The latest incident 
related to low frequency oscillation is happened in Continental 
Europe electricity on December 2016 [5]. Generally, this 
instability can be overcome by simply adding damper 
windings into the rotor of the synchronous generator but the 
performance can deteriorate over the time. Another way to 
handle this problem is by using power system stabilizer (PSS) 
as the additional controller [6]. However, PSS alone is out of 
date to overcome this problem as the load demand is increased 
over the years and the load demand is tend to have the 
uncertainty characteristic. Hence, energy storage devices can 
be considered to handle the increasing capacity of load 
demand as well as the uncertainty of it. 
Energy storage becomes reality in the practical power 
system. For example, redox flow batteries, battery energy 
storage, superconducting magnetic energy storage, and 
capacitor energy storage have been used to solve several 
problems in power system [7-13]. Among them, capacitor 
energy storage (CES) is becoming popular due to large 
capacity and fast response for storing and releasing energy 
from the grid. However, designing the controller of CES is 
huge efforts especially if CES is installed in a large power 
system. 
One way out of the above dilemma is by employing an 
optimization method based on the nature-inspired algorithm 
which has been utilized to solve complex engineering 
problems [14-22]. An algorithm such as particle swarm 
optimization, genetic algorithm, differential evolution 
algorithm, imperialist competitive algorithm, artificial immune 
system, firefly algorithm, cuckoo search algorithm and bat 
algorithm were demonstrated to perform well in solving 
optimization problems [14-22]. In particular bat algorithm 
(BA) has shown a good performance finding the optimum 
parameter for optimization problems [16].  
Hence, the main contribution of this paper is to propose a 
method for mitigating the low-frequency oscillation of a 
power system using a coordinated control between CES and 
PSS. Moreover, to obtain the optimum performance, the 
parameters of CES and PSS are optimized by BA. 
II. FUNDAMENTAL THEORY 
A. Synchronous generator, excotation, and governor model 
For low frequency oscillation study, capturing the dynamic 
characteristic of the synchronous generator is essential. As 
consequences, transforming the non-linear model of 
synchronous machine to linear model and all of the parameters 
in direct and quadrature (DQ) axis is required. Fig. 1 shows 
the DQ transformation of the synchronous generator. 
Furthermore, the mathematical representation of linear model 
synchronous generator can be described as (1). The detailed 
linear model of the synchronous generator can be found in 
[23]. 
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Fig. 1 DQ transformation of the synchronous generator. 
 
The purpose of excitation system is to set the output of the 
generator such as voltage, current, and power factor. These 
variables will be adjusted by changing the field in the 
generator [23, 24]. To handle a small perturbation such as load 
changing, the exciter increases the current injection magnitude 
so the terminal voltage will be increased. The purpose of this 
process is to handle to the slow response of the governor to 
adjust the power input to the generator when the disturbance 
occurs. In this study, the excitation system can be represented 
as time delay and gain controller as shown in Fig. 2 [23, 24]. 
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Fig. 2 Block diagram of fast exciter system. 
 
Governor is a controller that serves to set the value of 
mechanical torque into the input of the generator. For small 
signal stability study, the governor is represented as a constant 
gain and first order time delay as illustrated in Fig. 3 [23]. 
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Fig. 3 Block diagram of governor system. 
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B. Power system stabilizer 
In power system study, PSS is widely used to enhance the 
dynamic performance of power systems. PSS is applied as an 
excitation system controller to damp the oscillatory condition 
of the power system. To produce a damping component, PSS 
produces an electric torque component corresponding to the 
rotor speed deviation. It receives inputs in the form of a rotor 
speed deviation to generate an additional signal to the exciter, 
which affects the magnitude of the field voltage and the 
magnetic flux on rotor side. It shall be noted that magnetic 
flux is directly proportional to the electrical torque generated 
on the machine. The electric torque that counters the 
mechanical torque of the engine to reduce the oscillation of 
frequencies occurring on the machine. Fig. 4 depicts the PSS 
model used in this study [25].  
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Fig. 4 Block diagram of PSS. 
C. Dynamic model of CES 
A devices that can releasing as well as storing power in 
large quantities is CES. The device consist of storage 
capacitors and power electronics devices with the associated 
controller as well security function. The schematic diagram of 
CES is illustrated in Fig. 5 [26, 27]. 
 
 
Fig. 5 Schematic diagram of CES. 
Several capacitors connected in parallel and denoted by C 
capacitance is the representation of storage capacitor in CES. 
Moreover, resistance that denoted by R is also connected in 
parallel with the capacitor. 12 pulse back to back converters 
are used as an interface between the storage capacitor and grid. 
When the converters fails, the current Id use bypass thyristor 
as a path. Moreover, if the converters fails, the Id current will 
be diverted to the discharge point of RD by the DC-disconnect. 
The Ed voltage can then be described as (2) [26, 27]. 
 02 cos 2d d d DE E I Rα= −   (2) 
To vary the capacitor voltage Ed, changing of phase angle 
is required α. The changes in the direction of current during 
charge and discharge are overcome by arranging switches in 
reverse using GTO. To operate CES in charging mode, switch 
2 and 3 are off, while switch 1 and 4 are on. For discharging 
operating condition, the switches are operated in the other way 
around. Ed0 can be described in Eq. (3) [26, 27]. 
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It is worth mentioning that capacitor voltage shall not 
exceed the specified upper and lower limits. When the system 
is exposed by disturbance, if the capacitor voltage is too low 
and if another interference emerges before the voltage returns 
to its normal value, the energy will be rapidly drawn from the 
capacitor which can lead to a discontinuous condition. To 
solve this problem, the lower and upper limit for the voltage of 
the capacitor has to be set as presented in (4) and (5) [26, 27]. 
 min 030d dE E=   (4) 
 max 01.38d dE E=   (5) 
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Fig. 6 Block diagram of CES. 
After the voltage reaches the rating value, the voltage is 
maintained at this value with a continuous supply of PCS. 
Hence, it is sufficient to overcome the resistive drop. Since Ed0 
is very small, the firing angle of α is close to 900. The stored 
energy is released immediately via power electronics 
converters as an AC pulse when there is a sudden increase in 
load. After that to regulate the system in the new operating 
condition the governor and other control mechanisms start to 
work. By absorbing some of the excess energy in the system, 
CES can immediately be recharged to full value. After that, the 
steady state condition of the system can be achieved  [26, 27]. 
CES can be presented as a second-order differential equation 
as shown in Fig. 6 [26, 27]. The block diagram of Fig. 6 can 
be described as using (6)-(8) [26, 27]. 
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III. DESIGN CES AND PSS BASED ON BA 
Bat algorithm is a metaheuristic algorithm inspired by bats 
behavior. This algorithm was first established in 2010 by 
Yang [28]. Bats use a type of sonar called an echolocation to 
detect food, avoid obstacles and search for a nest in the dark. 
With the echolocation abilities, bats are able to fly in the night 
looking for food without crashing. From this characteristic, the 
bat algorithm can be developed with the following rules: 
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• Bats use echolocation to sensor distance and 
distinguish between food and obstacles even in the 
darkness. 
• Bats fly randomly to search for food at a speed vi and 
at position xi with a fixed fi frequency, wavelength 
variation λi and noise level (Ai). 
• It can be assumed the noise level varies from that the 
maximum (A0) to minimum constant (Amin). 
It is noted that di is the dimension to find the space or 
renewed space. The new solution and speed are indicated by 
xit and vit. The mathematical representation of bat velocity and 
position can be described in Eq. (9) [28, 29]. 
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where β is a random vector taken from a uniform distribution. 
Here x* is the optimal location of the whole bat solutions after 
comparing all the solutions among all bats on each iteration t. 
As the result of the multiplication between λi and fi the velocity 
of the bats increases. λi or fi , can be used to adjust the velocity 
change and enhance the other factors depending on the type of 
the problem that will be solved. In the implementation fmin=0 
and fmax=1 are applied depending on the requirement [28, 29]. 
Noise level (Ai) and the pulse emitted from each bat are 
always updated according to the iteration process. Noise in 
bats decreases when bats have found their prey, while pulse 
pants increase. The noise can be selected according to the 
exact value, for instance, A0=100 and Amin=1 can be used. To 
make it easier, A0=1 and Amin =0 are also employed. Assuming 
Amin =0 means that bats have just found their prey and 
temporarily stopped emitting sound. Hence the mathematical 
representation can be described in Eq. (10) [28, 29]. 
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where α and γ are a constant value. For every 0< α <1 and γ>0, 
the mathematical representation can be described in Eq. (11) 
[28, 29]. 
 00, , ~t ti i iA r r t→ → →   (11) 
In the simplest problem, α=γ and α=γ=0.9.  In this paper, 
BA is used to optimize the parameter of CES and PSS to 
mitigate the low-frequency oscillation on the power system. 
To find the optimal parameter of CES and PSS, 
comprehensive damping index is used as the objective 
function of the BA which can be calculated using (12) [30]. 
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IV. RESULTS AND DISCUSSIONS 
Investigation of the impact of CES and the proposed 
method in low frequency oscillation is reported in this paper. 
MATLAB/SIMULINK environment is used as the software 
tools to investigate the case study. The test system that use in 
this paper is well known two-area power plant. A modification 
has been made by adding 100 MW CES in generator 1. 
Furthermore, PSS is installed in generator 3. Fig. 5 shows the 
schematic diagram of the test system. For identifying the 
efficiency of optimal coordination of PSS and CES using BA 
in the system, analyzing the eigenvalue and damping 
performance of electromechanical (EM) mode are conducted.  
Finally, to verify the eigenvalue as well as the damping value 
results, comparison of linear time domain analysis is 
conducted. 
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Fig. 5 Test systems. 
A. Case study 1 
The comparison of EM mode under different cases is shown 
in Table 1. It is found that the eigenvalue of inter-area and 
local mode area-1 are moved towards left-half plane when 
CES is added in the generator bus 1. This movement is caused 
by decreasing of generator stress due to the additional active 
power from CES. It is also monitored that the location of CES 
has a significant influence in the system dynamic indicated by 
the movement of local mode area 2 that relatively remain in its 
position. Furthermore, the proposed method is shown the best 
eigenvalue performance compared to any other scenario 
indicated by the more negative eigenvalue. 
The damping performance of different scenario is illustrated 
in Table. 2. It is monitored that by installing PSS in generator-
3, the damping ratio of all EM mode are increased gradually. 
This occurs due to additional signal damping from the PSS to 
the system. The similar pattern is investigated when CES is 
installed in the generator-1 bus. The damping of local mode 
area-1 increases significantly from 4.8% to 36%. Furthermore, 
the damping of inter-area mode also enhances from 2.6% to 
7.7%. However, as mentioned before, that the location of CES 
has a significant impact to the system. Hence, the damping of 
local mode area-2 is remained in its position.  
The damping performances of all EM modes increase 
significantly after CES and PSS are installed in the system. 
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Moreover, the proposed method (coordination between CES 
and PSS using BA) shows the best performance compared to 
the other scenarios indicated by the high value of the damping 
performance. It is also found that the oscillation in local mode 
area-1 is completely wiped out indicated by the damping value 
that becomes 100%. This condition takes place due to an 
optimal coordination between CES and PSS based on BA that 
can supply large additional signal damping to the system. 
Table 1 The comparison of eigenvalue under different cases. 
Cases Local mode 1 
Local mode 
2 Inter-area 
Base case -0.324+6.77i -0.342+7.02i -0.071+2.61i
Considering 
PSS -0.324+6.76i -0.357+7.03i -0.071+2.61i 
Considering 
CES -2.67+6.78i -0.34+7.02i -0.21+2.67i 
Considering 
CES PSS -2.63+6.82i -2.23+9.80i -0.390+2.96i 
Proposed 
method -3.7263 -8.26+11i -0.42+3.41i 
Table 2 The comparison of EM mode damping under different cases. 
Cases Local mode 1 
Local mode 
2 Inter-area 
Base case 4.8 4.85 2.6
Considering 
PSS 4.8 4.88 2.59 
Considering 
CES 36.65 4.85 7.77 
Considering 
CES PSS 36 22.17 13.09 
Proposed 
method 100 59.97 12.25 
 
To verify the eigenvalue analysis, time domain analysis is 
carried out. To excite the dynamic response of the system, 
small perturbation is made in the system. Figs. 7 shows the 
time domain response of rotor speed for generator. Table 3 
illustrates the detailed overshoot and settling time comparison 
of different scenarios. A blue line represents the oscillatory 
condition of base case system (generic two-area power 
system) while green line is for the dynamic response of the 
rotor speed equipped with PSS. The yellow line represents the 
rotor speed dynamic performance due to small perturbation 
with CES, while the red line is for the oscillatory condition of 
the rotor speed with CES and PSS. Furthermore, a system with 
proposed method is presented with black lines. It is monitored 
that the best oscillatory condition compared to the others 
scenario is a system with the proposed method. This time 
domain simulation also verifies the eigenvalue analysis and 
damping value analysis by showing that the best performance 
compared to other scenarios is obtained when the proposed 
method is applied in the system.   
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Fig. 7 The time domain response of rotor speed G1. 
Table 3 Detailed time domain response of rotor speed G1. 
Cases Overshoot (pu) Settling time (s) 
Base case -0.003136 >30
With PSS -0.03134 >30
With CES -0.02283 16.03 
CES PSS -0.001981 11.74
Proposed method -0.001658 8.26
 
B. Case study 2 
In the second case study, comparison of damping 
performance of the proposed method with other algorithm. In 
this paper imperialist competitive algorithm (ICA) is used to 
tune the CES and PSS parameter. Fig 8 illustrates the damping 
comparison of EM mode between the proposed method and 
CES and PSS based on ICA. 
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Fig. 8 Damping comparison. 
It is noticeable that the proposed method (using BA) provide 
a better damping ratio compared to CES and PSS based on 
ICA indicated by higher percentage of the damping. 
V. CONCLUSIONS 
This paper investigates the significant impact of installing 
CES on the small signal stability performance of two-area 
power system. A method to mitigate the low-frequency 
oscillation by employing coordinated control between CES and 
PSS based on BA is proposed. From the simulation results, it is 
observed that the damping of the system increases when PSS is 
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utilized in the system. It is monitored that CES enhances the 
damping performance of the system by injecting additional 
active power to the grid and the location of CES plays an 
important role in the system dynamic. By adding PSS and CES 
to the system, the stability of the power system increases 
significantly indicated by increasing damping performance of 
EM mode. The damping performance of EM mode increases 
from 4.8% to 100 % for local mode area 1, 4.9% to 59.9 for 
local mode area 2, and 2.6% to 12.3% for inter-area. The 
reliability of the power system also augments indicated by the 
time domain results of generator 1 and 4. Furthermore, the 
proposed method is able to damp the low-frequency oscillation 
significantly. Further research needs to be conducted by 
considering high penetrations of renewable energy sources 
(RESs) such as large-scale wind power system or large-scale 
PV generation. Installing another PSS such as dual input PSS, 
and multi-band PSS may be considered to handle low-
frequency oscillation from different sources. Another 
optimization method such as whale algorithm, artificial 
immune system clonal selection and firefly algorithm can be 
used for designing a coordinated control between PSS and 
CES. 
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Abstract— This article will present an off-grid photovoltaic 
energy system based on a photovoltaic element (PV), or a 
group of PVs, integrated in a solar battery (SB), directly 
connected to an electrical battery (EB) having no DC-DC 
adapter (use of adapters is the most common solution existing 
now on in this domain). This SB must be properly adjusted to 
the EB, not only as voltage, but it must provide also the same 
amount of energy as the system when operating at its 
classically detected maximum power operating point. This 
proposed technical solution is more economically justified, 
compared to the classic one: SB+DC-DC+EB, due to the simple 
fact that the DC-DC converter is no longer required at all. A 
simple mathematical model for the current-voltage 
characteristics is also presented, followed by a comparison 
between the classic DC-DC converter-based solution and the 
newly proposed one, without DC-DC converter. 
Keywords— CAD Model Electric Battery, Maximum Power 
Point, Solar Battery 
I. INTRODUCTION 
Nowadays, all renewable energy sources have gathered 
more and more importance worldwide. The PV systems are 
representing a very important and dynamic category from the 
renewable electric energy generation point of view [1], [2], 
[3], despite their price and complexity, of course, mostly in 
countries having many sunny days. But PV systems must 
operate in many other environments, too. 
Within the literature, there are several approaches dealing 
with solar–electric energy conversions [3], [4], [5], [6]. All 
these approaches are sustained by the fact that the PV system 
intends to operate at maximum power operating points [7], 
[8]. A DC-DC converter is necessary to be installed between 
the solar battery (SB) and electric battery (EB), to achieve 
this goal. Thus, the system becomes expensive and, 
generally, not economically feasible.  
By varying the terminal SB equivalent load resistance, it 
is investigating the operation possibility in the maximum 
power operating point neighbourhood. However, not 
knowing this point an operation below the maximum power 
is achieved [9], [10].  
All the equivalent resistance load variation methods are 
implying high costs, complex electronic equipment meaning 
DC-DC converters [11]. Thus, in case of several applications 
these investments are totally unprofitable.  
The power provided by the Sun is continuously changing 
even during daytime, and the system SB+DC-DC+EB 
(shown in Fig. 1) has to be continuously controlled in such a 
manner that assures the maximum power operating point. 
Cheap and efficient equipment must be realized (as 
presented in the current paper) in order to reduce the PV 
systems' costs [2].  
Fig. 1. The complete SB+DC-DC+EB classic solution  
 By voltage-current characteristics mathematical 
modelling, SB+EB system operation efficiency estimation is 
proposed (achieved through computing the obtained energy). 
The maximum power operating point Pmax coordinates 
(UOPTIM, IOPTIM) are changing in time, depending on the 
environment conditions (solar radiation intensity). Thus, the 
module terminal equivalent load has to be correlated with the 
solar radiation intensity [11], [12]. 
Measuring the solar radiant power PS the fundamental 
quantities characterizing the SB operation in maximum 
power operating points are able to be determined: 
• optimal load resistance ROPTIM using SB mathematical 
model or using the simplified version by the ratio 
between the idle and short-circuit voltages (Fig. 2) 
[4]; 
• useful maximum available electric power POPTIM ; 
• IOPTIM current and UOPTIM voltage corresponding to the 
maximum power operating point. 
The determination of coordinates for the Maximum 
power operating point POPTIM (Fig. 2) is based on SB (or PV 
module) external characteristics U = f(I) that are changing 
based on atmospheric nebulosity. 
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These characteristics are valid for regular 44-48 V panels 
available on the market. 
This principle insures optimal operation of the PV system 
in all weather conditions. 
 
Fig. 2. External characteristics U = f(I) for a standard PV panel 
In the following part of our paper, the difference between 
the SB obtained energy directly generating on the EB and the 
available maximum one is computed. Thus, the SB external 
characteristics U(I) are mathematically modelled. 
II. MATHEMATICAL MODEL OF THE EXTERNAL PV 
PANNEL CHARACTERISTICS 
The proposed mathematical model for the external 
characteristics U = f(I) has the following form: 
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 (1) 
where: a, b, c, d and g – designing constants computed 
based on the experimental external characteristics [7]; PS – 
solar radiant power; I – generated current. The determination 
of the maximum power operating point coordinates is 
performed by cancelling the power P = U·I derivative: 
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and: 
 OPTIM OPTIM OPTIMP U I= ⋅  (3) 
The resulted family of voltage-current characteristics 
offers us the possibilities for continuous service of that panel 
for a certain voltage and for a certain current.  
Considering the T = 273 + 25 K absolute temperature, 
the SB external characteristics at 25 degrees Celsius are 
described by the following functions [4]: 
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where PS – is a certain radiant power (taken as a variable 
parameter, as presented in Fig. 3. 
It is normal that, as well as the solar radiant power is 
increasing, the converted power also increases, and, for a 
certain voltage, the panel can provide a higher current, due to 
a higher converted power (depending on the hour on the day 
and on meteorological and environmental conditions). 
 
Fig. 3. External characteristics having radiant power as parameter 
The main goal of this paper is to determine the maximum 
power point and to adjust directly the panel parameters, in 
order to function in these conditions. 
III. MAXIMUM POWER OPERATING POINTS FOR A CLASSIC 
SYSTEM WITH DC-DC CONVERTORS  
The use of a DC-DC converter is requested to operate 
within the maximum power operating points. It is situated 
between the SB and the EB. The maximum power operating 
point coordinates (UOPTIM , IOPTIM)  are determined cancelling 
the derivative [4]: 
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 (5) 
This classic structure is shown in Fig.4., which is 
identical with Fig.1., but with no measuring devices on 
service. 
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Fig. 4. The simple SB+DC-DC+EB classic solution. 
This is the worldwide most common solution for solar 
energy conversion, tracking, at each moment, the maximum 
power operating point.  
In equations (6) and (7) we will present the 
computational method for obtaining the optimal charging 
power. Battery supplying voltage could be easily modified. 
For a radiant power P1 = 900W , we will obtain: 
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It provides an optimal current I = 3.5533 A. 
From the next group equations, we will obtain: 
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In case of the maximum radiant power (for 1 h/day):  
For P1 = 900 W we will obtain: P = 114.52 W; 
We will consider each effective solar power hour having 
an average radiant power decreasing with 100 W, applied for 
ti = 1 hour (9 effective radiant hours). 
• for P2 = 800 W it yields: P = 101.8 W; 
• for P3 = 700 W it yields: P = 89.080 W; 
• for P4 = 600 W it yields: P = 76.354 W; 
• for P5 = 500 W it yields: P = 63.629 W; 
• for P6 = 400 W it yields: P = 50.902 W; 
• for P7 = 300 W it yields: P = 38.177 W; 
• for P8 = 200 W it yields: P = 25.452 W; 
• for P9 = 100 W it yields: P = 12.726 W. 
Daily total energy has the following value: 
 W = Ʃ (Pi ·ti) = 3.4587 MJ = 0.96 kWh (8) 
This is an estimation of the total energy provided by a 
single panel during an average sunny day with 9 effective 
radiant hours, when the DC-DC converter is tracking the 
maximum power point. 
IV. MAXIMUM POWER OPERATING POINTS FOR A SOLAR 
BATTERY GENERATING DIRECTLY OVER AN ELECTRIC 
BATTERY 
 
In some cases, the solar energy storage is performed 
directly within electric batteries (EB) (SB over EB, as 
presented in Fig. 5). 
 
Fig. 5. Solar Battery (SB) over Electric Battery (EB) 
For example, the EB voltage could be multiple of 
ordinary 12 V batteries: UAE = k·12 V. In this case the system 
operation is far from the maximum power operating points, 
as described in Fig. 6. 
The values for P1 (minimum radiant power) and P2 
(maximum radiant power) operating points are obtained at 
the intersection between the SB external characteristics U = 
f(I) with the ones of the EB voltage U = UEB + r·I , where r – 
EB circuit resistance, UEB – EB terminal voltage. 
 
Fig. 6. Operating points of the SB+EB system 
Electric battery idle voltage (UEB) determination is 
another important step when using this new system. 
The electric batteries' cells have the idle voltage around 2 
V. Voltage corresponding to the maximum power operating 
points for PS = 900 W is UOPTIM = 32.232 V. Thus, 32 / 2 = 
16 cells are selected for the EB. In case of UEB = 32 V and 
EB internal resistance r = 0.1 Ω, the same results are 
obtained as for the maximum power operating point. 
The equivalent electric schema is presented in Fig. 7. 
 
Fig. 7. Electric schema of the SB+EB system 
The values for P1 (minimum radiant power) and P2 
(maximum radiant power) operating points are obtained 
based on the SB external characteristics U(I), is the 
considered voltage response, U = UEB + r·I = 32 + 0.1·i, as 
presented below: 
• for P1 = 900 W it yields: P = 112.11 W; 
• for P2 = 800 W it yields: P = 101.8 W; 
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• for P1 = 700 W it yields: P = 89.079 W; 
• for P3 = 600 W it yields: P = 76.353 W; 
• for P4 = 500 W it yields: P = 63.628 W; 
• for P5 = 400 W it yields: P = 50.901 W; 
• for P6 = 300 W it yields: P = 38.175 W; 
• for P7 = 200 W it yields: P = 25.449 W. 
• for P8 = 100 W it yields: P = 12.724 W. 
Daily total energy has the following value: 
 W = Ʃ (Pi ·ti) = 3.4239 MJ = 0.95 kWh (9) 
 The energy difference between these cases is: 
 
6 63.4587 10 3.4239 10 34800W JΔ = ⋅ − ⋅ =
 (10) 
It represents around 1 %, thus a small difference, 
practically negligible for the common applications, 
especially if the DC-DC converter efficiency is considered, 
when introduced, it certainly could overpass the 1 % 
obtained here for the SB-EB only.   
V. CONCLUSIONS 
In this article, a solar battery generating energy over an 
electrical battery has been analysed in comparison with its 
operation at maximum power operating point.  
The system SB+EB is more economically than the 
SB+DC-DC+EB system due to its simplicity. We analysed 
the differences between the amount of energy stored within 
the EB, for the two cases (having or not a DC-DC 
convertor), for a standard daylight of 9 radiant hours.  
After all calculations, we notice that the difference 
between these amounts of energies is less than 1 %. It has 
been demonstrated that the DC-DC converter may be 
avoided. Thus, a cheaper conversion system has been 
obtained, operating at increased efficiency conditions. 
This study will continue by taking in consideration other 
radiant power values, different than the average one.  
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Abstract— Metal Oxide Varistors are a very common 
power electronic device, applied for efficient overvoltage 
protection at any voltage level. This piece of equipment has a 
high non-linear current response function of the applied 
voltage, and, it provides a relatively high heat absorption 
capacity in case of accidental overvoltage pulse (shock)s. The 
crossing response current is clearly activated by temperature 
of that device, and, by consequent, overheating could be 
disastrous. Actual researches must be carried out both for a 
new more performant material as well as for new technical 
solutions for the design of all equipment integrating them, by 
studying heat extraction and heat transfer inside a new 
complex varistor device. Our article proposes a totally new 
device, used basically for low voltage applications, having a 
supplementary metal mass added to the body of that varistor, 
shaped as small disk. It actions like a heat pump immediately 
after the voltage pulse (shock) and as additional radiators at 
the end of the heating process caused by a transitory 
overvoltage. A CAD solution combined with a finite element 
model, followed by some experimental results are also 
presented, for confirming the performance of that newly 
design. By placing additional metal alloy masses inside a new 
varistor structure it will have a higher heat pumping and 
dissipation capability, in order to reduce temperature stress 
and all aging effects. 
Keywords— CAD Model, Low Voltage Varistor, Increased 
Thermal Stability 
I. INTRODUCTION 
Nowadays, Metal Oxide Varistors are often used for 
overvoltage protection equipment on a large industrial scale. 
All low voltage sensitive electronic devices are totally 
exposed to a lot of overvoltage aggressions, caused mostly 
by lightning (as transitory overvoltage) or caused by internal 
power network faults (as permanent overvoltage) [1]. 
The Metal Oxide Varistors are made of a mixture of 
semiconductor ceramic materials, most of them oxides. The 
relation between their crossing current and their applied 
voltage is essentially non-linear and their response time is 
extremely short, faster than the dielectric breakdown caused 
by the residual lightning voltage stroke on the sensitive and 
protected equipment. They have also a relatively high level 
of energy absorption capacity, but, having a risk of 
overheating for long time, due to their current which is 
highly influenced by temperature. Controlling their 
temperature is crucial for maintaining them in long service. 
The current crossing throughout a varistor is highly 
depending on temperature, as for all semiconductor 
materials. In case of consecutives lightning strokes applied to 
the power grid, or in case of a longtime overvoltage, we 
noticed also an increased risk of overheating for the varistor 
itself [2].  
When temperature increases (also due to environmental 
causes), the current increases too, due to electrical resistance 
reduction. An avalanche reaction could possibly appear in 
this case, with fatal and expensive consequences both for the 
protection as well as for the protected fragile piece of 
electronic or electric equipment [3].  
Heat quantity produced inside the mass of that varistor is 
important in any case, and, by consequent, the design of an 
adequate technical solution, in order to control heat 
dissipation or evacuation, is mandatory for any varistors 
involved, at all voltage levels.  
There are many practical and simple technical solutions 
applied mostly to increase the energy absorption capability 
(capacity) in case of a temporary lightning pulse (shock) 
(radiators, coating, etc.), not all of them being so effective. 
Today there is no analytical model which could describe a 
complex overvoltage incident, both from the electrical as 
well as the thermal point of view. Only the experimental 
procedures are suitable for this task [4]. 
This article describes only models and measurements 
made in case of the permanent overvoltage service. This 
permanent (long term) overvoltage service is not completely 
described in today’s literature. In this situation, the varistor is 
exposed to a longtime accidentally occurring overvoltage, 
not so high, but enough destructive for the sensitive 
protected equipment. Heat (heat power, per time unit) 
produced inside the varistor (only by Joule effect) is 
provided by: 
 
Tk
Φ(U)q
dez
e
eTA(U)UIUP ⋅
⋅
−
⋅⋅⋅=⋅=
2
 (1) 
Heat (heat power, per time unit) evacuated by convection 
and radiation to the environment is provided by [6]: 
 
( )aldis θθSαP −⋅⋅=
 (2) 
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where:   
• I – crossing current; 
• U - applied voltage; 
• Sl –  complete external heat exchange surface; 
• Φ(U) – voltage height of semiconductor’s junction 
potential barrier; 
• Θ – varistor’s own temperature; 
• Θa – environmental temperature; 
• T – absolute temperature, on Kelvin scale; 
• k –  Boltzmann’s constant; 
• A(U )- a parametric function depending on voltage 
and electric field intensity; 
• qe – electric charge of an electrone; 
• α – the combined convective and radiative heat 
exchange coefficient; 
There is a typical intersection of these two graphs (Pdis 
and Pdez) given by (1) and (2), providing two equilibrium 
points. The situation in which these two graphs do not 
intersect each other at all is the situation of a permanent fatal 
overheating regime (when heat produced inside the varistor 
is too high to be evacuated in the environment) [5]. 
Thermal stability (and energy adsorption), for a specified 
varistor, was analyzed only by taking in consideration the 
temperature of that varistor as the main perturbation, as a 
direct consequence of the overvoltage exposure [6].  
II. ADDITIONAL METAL MASS PRINCIPLE 
As previously explained, the most important issue 
concerning heat absorption capacity is to maintain the 
varistor inside the so-called “thermal stability” envelope, by 
carefully limiting its service temperature [7].  
The high voltage exposure of a certain varistor also to a 
high energy pulse (shock) wave is caused by a short-time 
overvoltage, (process considered as adiabatic, due to its 
extremely short time). It means that the whole energy Q=W, 
produced by Joule effect remains stored inside its own mass, 
causing an important increase of its natural temperature Δθ1. 
It’s necessary that this temperature increase to not over-pass 
the temperature stability equilibrium limit, so all heat 
produced inside the varistor could be dissipated in the 
environment [8]. 
The equation of for the varistor temperature increase Δθ1 
due to the Q heat stored inside, is: 
 W = Q = mv · cv · Δθ1 (3) 
In practice, after a brief adiabatic process, the whole heat 
produced inside that varistor by Joule effect, Q, is stored and 
kept inside the varistor mass mv, having the cv specific mass 
heat. Heat quantity Q is given by the overvoltage specificity, 
so it could not be changed, and cv is a specific material 
parameter, which could be slightly increased for higher heat 
absorption, but with drastic consequences, mostly for the 
electrical properties of that material. It is considered as a 
specific constant for a certain varistor type/ material [9]. 
An efficient and original technical solution (patented in 
Romania, by the authors), which is strongly recommended 
for thermal stability control of a certain varistor, consists in 
attaching some additional masses (made of a conductor 
material, metal or metal alloy) on the varistor itself These 
additional metal based masses must have an excellent 
thermal and electrical contact with the varistor. The main 
principle of this idea is briefly synthesized in Fig. 1. 
 
Fig. 1. The additional metal mass principle 
The solution of this additional metal mass consists 
essentially in dividing the heat quantity produced by Joule 
effect inside the active part of the varistor, Q=W, in two 
different fractions. One of these fractions, called in this paper 
as Qv (Qv = mv · cv · Δθ2), remains stored inside the varistor, 
and the other fraction, called Qa (Qa = ma · ca · Δθ2) is 
naturally sent to and stored inside the additional mass which 
is well thermo-coupled with the varistor. Of course, ma is the 
additional metal mass and ca is its own specific mass heat. In 
this situation, the corresponding relation is: 
 W = Q = Qv+ Qa = (mv·cv + ma·ca)·Δθ2 (4) 
Equation (4) is valid and correct because: 
• The electrical resistance of that additional mass is 
nine times smaller than the smallest varistor 
resistance obtained for the best conduction mode, 
and, by consequent, the additional mass is a passive 
conductor, which is not modifying any electric 
property of the assembly. The heat produced by 
Joule effect inside this additional mass is totally 
negligible, and, by consequent, the varistor is 
considered the only heat source. 
• The thermal link between the varistor and the metal  
additional mass (in our tests is brass) is very well 
welded, so heat is changed very fast and uniform 
between those two structural different pieces. By 
consequent, both pieces involved will have the 
same temperature increment, Δθ2. 
• This thermal conduction process is considered as 
fully adiabatic, very rapid, and we can correctly 
apply the energy conservation principle [10]. 
• It is obvious that the newly obtain temperature 
increase Δθ2 is smaller then previous Δθ1, as given 
by (4). This simple additional mass is acting, in fact, 
like a quick and passive “heat pump”, extracting 
instantaneously a part of the excessive heat stored 
inside the varistor itself and, by this effect, 
decreasing its temperature and placing the whole 
assembly inside a possible thermal stability area. 
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It is mandatory also to explain that, because of the shape 
and geometry of these supplementary masses, the whole heat 
dissipation surface is increasing (not as much as in the case 
of large dedicated radiators). During the permanent service 
regime, these additional metal masses could be assimilated as 
radiators (which is not their main role), having a reduced 
contribution to the heat dissipation balance. By taking in 
consideration all these ideas, we can reduce, with a few 
degrees Celsius, the whole varistors’ temperature. But, 
having a relatively small additional heat dissipation surface, 
we cannot consider them as dedicated true radiators. 
III. COMPUTER BASED MODEL FOR THERMAL STABILITY 
ASSESSMENT 
The main advantages of placing additional metal masses 
welded on the varistors could be proved only by using some 
geometries and numerical models, easily combined and 
verified by a set of experimental results, in order to perform 
confirmation of the proposed modeling hypothesis. 
All CAD and numerical design procedures were 
performed at the POLITEHNICA University of Timisoara, 
Romania. The experimental part was performed at the 
LAPLACE Laboratory, from the PAUL SABATIER 
University in Toulouse, France. 
All design solutions, simulations and measurements 
described inside this paper were carried out by using a set of 
regular 30 mm diameter commercial disk varistors, taken 
from the market (VARSI V250K30). These devices have 
reduced 3 mm height and they are applied mainly for a 
standard 230 V RMS European low voltage (domestic or 
similar) power supply installations. The varistors involved 
are not fully covered in epoxy resin, having only the small 
lateral edge coated with insulator, for about 1 mm. Two Ag 
alloy based electrodes are deposed by a special solvent 
technique on both sides. This configuration, having a single 
varistor alone is called the “A” configuration, in our article. 
The additional metallic mass used was a small cylinder 
made of industrial brass, having a 20 mm diameter and a 
height of 5 mm. The newly proposed configuration, with a 
varistor and an additional mass on only one side, centered, is 
named, in our current article, the “B” configuration.  
Analysis based on finite elements software is, nowadays, 
a powerful tool used for modeling heat transfer, as well as 
electric or magnetic field problems. For a complete CAD 
modeling, we used the FLUX 2D software, which provided 
excellent results for pieces having cylindrical symmetry.  
The maximum numerically estimated temperature inside 
that model for configuration A (for 5300 points network) is: 
 θe = θa + τe  = 25 + 9.95 = 34.95 ˚C      (5) 
The maximum numerically estimated temperature inside 
that model, for configuration B (for 5300 points network) is: 
 θe = θa + τe  = 26 + 6.38 = 32.38 ˚C     (6) 
In Fig.2 and Fig.3 we will describe briefly the results of 
the finite elements approach, at 1 min (60 s) after the 
overvoltage pulse (shock), for each configuration considered 
below: 
 
Fig. 2. Temperature repartition for configuration A 
 
Fig. 3. Temperature repartition for configuration B 
The maximal temperature obtained for configuration A 
was 32.84 ˚C and the minimal one was 31.77 ˚C, with a step 
of 0,09 degrees Celsius for each colour, from yellow to 
magenta. The time variation graph of the temperature, for a 
certain random point, located on the top side, where H = 3 
mm and having a R = 12 mm radius from the axis, belonging 
to the configuration A, is shown in Fig.4. 
The maximal temperature obtained for configuration B, 
in the same conditions, was around 31.41 ˚C and the 
minimum was 30.62 ˚C, with a step of 0,07 degrees Celsius 
for each colour. The time variation of the temperature for 
that randomly specified point, located on the top side (H = 3 
mm) having a R = 12 mm radius, on the configuration B, is 
shown in Fig.5. 
 
Fig. 4. Time variation of  temperature for a point on configuration A 
 
Fig. 5. Time variation of  temperature for a point on configuration B 
These graphs are only software estimations for the 
temperature. They must be verified in practice. 
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IV. EXPERIMENTAL RESULTS 
Each considered configuration was submitted to an 
overvoltage test pulse (shock), by using a dedicated standard 
8/20 pulse (shock) generator, located at the LAPLACE 
Laboratory, in Toulouse France. The maximum real 
measured temperature θ for the same random point, 
numerically and theoretically considered before (3 mm, 12 
mm), belonging to the first configuration A was: 
 θ = 34,44 ˚C             (7) 
We notice that relation (5) offers a very good estimation 
compared to (7). The time evolution of the temperature, 
during the “after pulse” cooling process, for the same 
previous randomly chosen point, is shown in Fig.6. That 
considered point reference was also used for the other B 
configuration, too. The maximum physically measured 
temperature θ, on the same considered point position (3 mm, 
12 mm), located on configuration B was: 
 θ = 32,13 ˚C (8) 
The cooling process graphs are placed below: 
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Fig. 6. Cooling process time graph for a point located on configuration A 
Cooling process for point (3 mm ,12 m m) belonging 
to configuration B
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Fig. 7. Cooling process time graph for a point located on configuration B 
Equation (6) offers an excellent estimation when 
compared to (8). The time evolution of the temperature 
during the cooling process, considered for the same point of 
configuration B, is described in Fig.7.  
All overvoltage pulses applied here were standardized 
8/20 μs ones, provided by a current pulse generator. All 
measurements were carried out for at least 60 seconds after 
applying that current pulse. We observed a very good 
correspondence between the estimated numerical values and 
the measured results. These are commonly made 
measurements which are proving the correct hypothesis 
considered. 
V. CONCLUSIONS 
After all these studies and taking also in consideration all 
incidents in service history, we noticed that there is a major 
risk of overheating a MOV varistor, during both permanent 
or pulse (overvoltage shock) service regime, because the 
crossing resulted current throughout that varistor is activated 
by its temperature. 
The newly introduced thermal stability concept is an 
important issue for the quality assessment of a certain MOV 
varistor. By eliminating any potential overheating risk, the 
experiments performed in this paper, are safely placing the 
varistor inside the thermal stability envelope, in order to 
avoid its irreversible destruction and, also, to verify the 
efficiency of the newly proposed technical solution, with 
additional metal masses.  
 Potentially, there are plenty of technical solutions 
concerning the reduction of any overheating risk. From our 
point of view, the most efficient one involves improvements 
on the quality of the varistor material itself, which is a study 
dedicated for chemical or material specialists.  
The new and original solution proposed here by the 
authors, conceived only for existing materials and 
equipment, consists in an additional metal (brass) mass 
welded on the varistor surface, which acts like a real heating 
pump, extracting part of the heat from the electrical active 
area of the varistor and relocating this heat in corresponding 
fractions, between the two pieces of equipment (varistor and 
mass).  
This original solution detailed here is part of our 
Romanian Patent, RO 117052 B, practically proved to be 
efficient by reducing the varistor temperatures compared to 
the single varistor configuration. This technical solution 
offers us a high energy absorption capability, placing the 
active varistor inside the stability reserve area, for all normal 
overvoltage pulses (shocks). We observed a very good 
correspondence between the theoretical estimated models 
and the measured results. There is a slightly, almost two 
degrees Celsius difference between the numerical estimated 
temperature computed by using finite elements model and 
the real measurements, which is tolerable from the heating 
point of view (tens of degrees are critical in our case).    
This simple principle of additional masses could be 
successfully applied in industry in order to manufacture 
“high energy absorption capacity” low voltage varistors or 
even sensors, suitable mostly for low voltage power or 
telecommunications applications. We strongly recommend 
this new varistors for frequent lightning protection.  
The use of new and modern surge protection equipment 
is mandatory also in the field of any automation system or 
equipment, operating on large areas, especially in the Power 
and Energy domain. 
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Abstract—The frequency stability enhancement of a power 
system is proposed in this paper. To enhance the frequency 
stability, redox flow batteries (RFB) and the thyristor 
controlled phase shifter are used. Moreover, to get a better 
performance, the parameter of RFB and TCSC are 
optimized by the firefly algorithm (FA). Two area load 
frequency control plant is used as a test system. Time 
domain simulation is used to assess the performance of the 
proposed method (adding RFB and TCPS and optimized 
using FA). From the simulation results, it is found that by 
installing RFB and TCSC based on FA in the system, the 
frequency performance can be maintained above the nadir 
when perturbation emerges. 
Keywords-Firefly Algorithm (FA), Frequency stability, 
RFB, TCSC. 
I.  INTRODUCTION 
The increasing load demand has led to several problems in 
the power system sector. The problem can come from 
transmission until distribution sector. The problem in power 
system is mainly about the stability of the power system. The 
stability of the power system could also be disturbed by the 
increasing the capacity of the load. Power system stability 
itself divided into three categorized which is rotor angle 
stability, voltage stability, and frequency stability. Rotor angle 
stability is related to the ability of the power system to 
maintain stable condition after being subjected to a small 
perturbation. While voltage stability is the ability of the power 
system to maintain reactive power in the system. Furthermore, 
frequency stability related to the ability of the power system to 
maintain the balance between generating capacity and load 
capacity [1]. Hence, the frequency stability of the systems is 
influencing by the increasing load demand capacity. 
Maintaining the frequency performance of the system can 
be done by controlling the generating as well as load 
automatically. This method commonly called load frequency 
control (LFC) [2]. The procedure of LFC is putting a feedback 
signal of a frequency of the system and pass it through the 
governor controller. Generally, the governor controller is a 
simple integral control. However, only used the integral 
controller to maintain the frequency stability is out of date. 
Hence, additional devices such as flexible ac transmission 
systems (FACTS) devices can be considered to enhance the 
frequency performance of the system. 
There have been many types of FACTS devices that 
already implemented in the practical scenario as well as in the 
research paper [3-8]. Among them, TCPS is becoming more 
popular to enhance the frequency stability of the systems [6]. 
However, due to the increasing load demand as well as the 
uncertainty of the load, TCPS is not enough to maintain the 
frequency between the requirements. Hence, it is essential to 
utilize additional devices to handle the uncertainty of the load 
demand. 
Energy storage can be used as additional devices in the 
power system. These devices have been shown a better 
performance as an additional controller to provide as well as 
store energy when the load changing emerge. Energy storage 
has shown a promising result for solving stability issue of 
power system such as rotor angle, voltage as well as frequency 
stability [9-19]. In recent years, there is a new energy storage 
that has shown a better response for providing energy in fast 
response called redox flow batteries (RFB) [17, 20]. This 
energy storage utilizes the ability of sulfuric acid and 
vanadium ion for storing electrical energy in the large amount 
[17, 20]. The major problem here is how to design and 
optimize the parameter of TCPS and RFB. Designing TCPS 
and RFB parameters cover a complex mathematical 
calculation. Hence, artificial intelligence techniques can be 
used to simplify the problems. 
Artificial intelligence can be divided into three categorize, 
namely artificial neural network (ANN), fuzzy logic system, 
and metaheuristic algorithm. Metaheuristic algorithm has 
shown a better performance for solving optimization method. 
There is a lot of type of metaheuristic algorithm that has been 
used to solve optimization problems in the last few decades. 
The application of metaheuristic for solving optimization 
problems has been developed significantly over the past few 
decades as reported in [21-25]. The application of cuckoo 
search algorithm to tuning the parameter of SMES and CES is 
reported in [21]. In [22], the small disturbance angle stability 
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problems of power systems can be handled properly by 
utilizing cuckoo search algorithm. The application of particle 
swarm optimization and differential evolution algorithm for 
designing the blade pitch angle wind turbine is reported in 
[23]. The application of imperialist competitive algorithm for 
solving frequency stability problems in small-scale power 
systems is reported in [24]. Furthermore, the application of 
craziness particle swarm for designing dual input of power 
system stabilizer is reported in [25]. Among them, firefly 
algorithm is one of the newest metaheuristic algorithms that 
becoming favorable due to the fast computational and simple 
algorithm compared to the other algorithm [26]. Hence, the 
novelty of this paper is proposing a method to enhance the 
frequency stability of a power system using coordinated 
control between RFB and TCPS. To get better coordination, 
the parameter of RFB and TCPS are optimized by FA. 
II. FUNDAMENTAL THEORY 
A. Load Frequency Control 
In power system domain, the frequency is one of the 
essential parameters in addition to the voltage parameters. 
Controlling the frequency of the power system can guarantee 
the constant rotation of the synchronous machine. This 
constant rotation is important for obtaining desired system 
performance. In large-scale interconnection system, large and 
small power plants are connected to each other. All machine 
operate in synchronous condition so that the generators must 
operate at the same frequency [27]. 
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Fig. 1 Schematic diagram of LFC. 
The power supplied by each generator is different and 
always evolves according to the variation of load that emerges 
over the time. The ability of the generator to respond to the 
load fluctuation is very important. In an interconnected power 
system, generation in each area is controlled to maintain 
scheduled power changes, at which point the frequency 
becomes very important as a representation of the active 
power fluctuations of the system. Generation and frequency 
settings are known as load frequency control (LFC) [27, 28]. 
Frequency control generally has the goal of making the 
system frequency stable even with the various loads that 
emerge at any time. With steady state frequency regulation, 
the balance of the assembly system to the load is better. 
Furthermore, the power flow in the interconnected power 
generating unit remains at the level specified by each 
capability. Fig. 1 illustrates the frequency settings on the 
electric power system in the form of frequency control [27, 
28]. 
In a power system, controlling the frequency can be done 
by setting the active power on the machine. The provision of 
active power must be adjusted to the need for active load 
power. This adjustment is made by adjusting the coupling of 
the generator so there is no waste of power usage. Based on 
the Newton law, the relations between mechanical coupling 
with the rotation of the generator can be described using (1) 
[29]. 
 ( )G B
dT T H
dt
ω
− =   (1) 
In (1), TG and TB are the generators and load coupling, while 
H and ω are inertia and rotor speed of the generator. Hence, 
the frequency of the system can be presented as given in (2) 
[29]. 
 
2
f ω
π
=   (2) 
Hence, it can be stated that the frequency control can be 
done by arranging the fuel provision in the thermal power 
system. The frequency is decreased when the active power 
generated is not enough to supply the load demand. In 
contrast, the frequency is increased when there is surplus 
active power in the system. The deviation of frequency can be 
calculated using (3) [29]. 
0,  hence 0 ,  decreased
0,  hence 0 ,  increased 
G B
G B
dT T T frequency
dt
dT T T frequency
dt
ω
ω
− = Δ < <
− = Δ > >
 (3) 
B. Redox Flow Batteries 
RFB stores energy in the form of an electric field in the 
sulfuric acid with vanadium ions. The device comprises a 
voltage source converter (VSC), converter controller and 
sulfuric acid with vanadium ions as shown in Fig (2) [30-32]. 
The mathematical model of RFB that use in this paper is 
described in (4) [30-32]. 
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Fig. 2 Schematic diagram of RFB. 
C. Thyristor Controlled Phase Shifter 
Controlling the power flow between tie-line can be done 
by installing the TCPS in series with tie-line as depicted in 
Fig. 3. By controlling the power flow in the tie line, the 
frequency of the system can be also controlled. Furthermore, 
the mathematical representation of the power flow deviation in 
the tie line without TCPS can be described as given (5) [33]. 
tieXTCPS
  
Fig. 3 Schematic diagram of TCPS connected to tie line. 
 ( )12 1 22
o
o TP f f
s
πΔ = Δ − Δ   (5) 
In (5), To, P12o, f1, and f2 are the synchronous coefficient 
transmission line without TCPS, power flow deviation, 
frequency deviation in area 1 and area 2. The mathematical 
representation of power flow deviation with TCPC can be 
described using (6). 
 ( )1 2 1 2
12
sintie
V V
P
X
δ δ ϕ= − +   (6) 
In (6), Ptie is the power in tie line with TCPS in the 
transmission line, while φ is the variable of voltage angle that 
can be controlled by TCPS. Moreover, the mathematical 
representation of power flow in the tie line when small 
perturbation occurs can be described using (7). 
 ( )( )1 2 1 2 1 2
12
cos o o otie
V V
P
X
δ δ φ δ δ φΔ = − + Δ − Δ + Δ   (7) 
In (7) δ1o is the nominal condition of voltage angle before the 
disturbance, while Δδ1 is the voltage deviation when 
perturbation emerges. Moreover, the mathematical 
representation of synchronization coefficient between area can 
be presented as (8). Hence, Ptie can be calculated using (9) and 
(10). Furthermore, the Laplace representation of equation (10) 
can be presented as (11). 
 ( )1 212 1 2
12
cos o o o
V V
T
X
δ δ φ= − +   (8) 
 ( )12 12 1 2tieP T δ δ φΔ = Δ − Δ + Δ   (9) 
 ( )12 12 1 2 12tieP T Tδ δ φΔ = Δ − Δ + Δ   (10) 
 [ ]1212 1 2 122 ( ) ( ) ( )tie TP F s F s T ss
π φΔ = Δ − Δ + Δ   (11) 
From equation (11), the phase shifter (Δθ) angle can be 
used to control the tie-line power flow. It can be assumed that 
input of TCPS is an error(s), while the Kθ is TCPS gain 
controller. Furthermore, the phase shifter of TCPC can be 
calculated using (12). 
 1( ) ( )1 PS
K
s Error s
sT
φϕΔ = Δ
+
  (12) 
In (12), TPS and ΔError1(s) are the time constant of TCPS and 
the input signal from TCPS. Furthermore, by considering 
equation (11) and (12), the power flow in tie-line can be 
presented as given in (13) [33]. 
[ ]1212 1 2 12 12 ( ) ( ) ( )1tie PS
KT
P F s F s T Error s
s sT
φπΔ = Δ − Δ + Δ
+
(13) 
III. DESIGN RFB AND TCPS BASED ON FA 
Firefly algorithm (FA) is one of the algorithms in the field 
of metaheuristic approaches. In the heuristic approach, there is 
the term of swarm intelligence which is defined as a design 
algorithm or problem-solving tools inspired by the collective 
social behavior of insect colonies and animal colonies. Hence, 
FA can be categorized as swarm intelligence [34]. 
FA is a metaheuristic algorithm inspired by the flashing 
behavior of fireflies. This algorithm was developed by Dr. 
Xin-She Yang at Cambridge University to solve optimization 
problems. There are about two thousand species of fireflies 
and most of the fireflies produce a momentary and rhythmic 
blink of light, and for certain species, the blinking pattern is 
very unique. This light flicker is produced from the 
bioluminescence process. The actual function of this signal 
system is still being discussed. However, there are two basic 
functions of the blinking behavior of fireflies that are to attract 
the attention of their mates and to attract the attention of their 
prey [35]. 
The general formulation of this algorithm is presented 
together with mathematical modeling analysis to solve 
problems with the purpose of equivalence function. FA has 
three important parts as described in the following rules [36]: 
 The fireflies sex is ignored, so regardless of their sex, 
fireflies will be attracted to each other. 
 The attraction is proportional to the brightness of the 
fireflies. Fireflies with lower brightness levels will be 
attracted and move to fireflies with higher brightness. 
Brightness may decrease with increasing distance and 
the absorption of light due to air factor. If there are no 
fireflies with the most brightness light, the fireflies 
will move randomly. 
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 The objective function of the particular problems can 
be determined as the brightness or intensity of the 
firefly. 
There are two things that are related and very important in 
FA namely light intensity and attractiveness function. In this 
case, we assume that the attractiveness is influenced by the 
degree of light intensity. The degree of light intensity on a 
firefly x can be stated as (14). 
 ( ) ( )I x f x=   (14) 
In (14), I indicated the level of light intensity on x fireflies 
that is proportional to the solution of the objective function 
(f(x)). β is the attractiveness coefficient that has relative value 
due to the light intensity that must be seen and assessed by 
other fireflies. Hence, the result of the assessment will differ 
depending on the distance between the fireflies. In addition, 
the light intensity will decrease from the source due to the air 
factor (γ). Hence, the mathematical representation of the 
attractiveness function is presented in (15). 
 ( ) ( )0( ) *exp , 1mr r mβ β γ= − ≥   (15) 
The distance between fireflies i and j at the locations x, xi 
and xj can be determined when they are placed at the point 
where fireflies are dispersed randomly in the Cartesian 
diagram as presented in (16). Where the different location of 
firefly i to firefly j is the distance between those two (rij). 
 ( ) ( )2 2ij i j i jr x x y y= − + −   (16) 
The movement of fireflies that move towards the best level 
of light intensity can be described as (17) [34-36]. 
 ( ) ( )20 1*exp * * 2i i ij j ix x r x x randβ γ α  = + − − + −    (17) 
In (17), x1 indicated the initial position of fireflies located at x, 
while alpha is a variable that has a range between 0 and 1. All 
the variables formed on (17) ensure the fast algorithm work 
toward the optimal solution [36]. 
 In this paper, FA is used to optimize the parameter of RFB 
and TCPS to mitigate the low-frequency oscillation on the 
power system. To find the optimal parameter of RFB and 
TCPS, comprehensive damping index is used as the objective 
function of the FA which can be calculated using (18) [37]. 
 ( )
1
1
n
i
i
CDI ξ
=
= −   (18) 
IV. RESULTS AND DISCUSSIONS 
The case study is carried out using 
MATLAB/SIMULINK environment. Two areas load 
frequency control of the power system is considered in this 
paper as the test system. A modification has been made by 
adding RFB in area 1 and installing TCPS in the tie line 
between area 1 and area 2. Fig. 4 shows the schematic diagram 
of the test system. Observation of a linear time domain is 
conducted to analyze the frequency response of the system. 
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Fig. 4 Test systems. 
To analyze the performance, a perturbation is made in the 
system by giving step input of load change in area 1. Figs. 5 
and 6 show the frequency response in area 1 and area 2, while 
Fig. 7 illustrates the tie line power flow response. It is 
monitored that, when the load demand is decreased, the 
frequency response in area 1 and area 2 are started to 
accelerate. It is noticeable that, due to the accelerated 
frequency in area 1 and area 2, the tie line power flow is also 
increased.  
Tables 1 and 2 depict the detailed featured of overshoot 
and settling time of frequency response in area 1 and area 2. 
While Table 3 shows the detailed featured of overshoot and 
settling time of tie-line power flow. Moreover, the overshoot 
and settling time for frequency in area 1 and area 2, as well as 
tie-line power flow, is decreased when RFB and TCPS are 
installed in the system. This condition could happen because 
of RFB is operate in charging condition. Hence, the surplus of 
electrical energy from the system due to the decreasing of load 
demand can be stored by RFB (RFB works as additional load). 
Moreover, TCPS provide the accurate phase shifter to stabilize 
the tie line power flow. Furthermore, the best response is 
shown by the system with the proposed response (adding RFB 
and TCPS based on FA) indicated by small overshoot and 
fastest settling time. It should be noted that the base case in 
this study is two area power system with integral control as the 
governor controller. The base case data is based on the 
existing scenario in reference [27]. 
As reported in [29], the frequency of the system has to be 
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back in the initial condition not more than 10 minutes. As 
shown in Figs. 5-7, the frequency back to normal less than 25 
seconds. Hence the standard minimum of frequency settling 
time is achieved in all of the cases. Furthermore, 10 % of the 
load has to be shed if the deviation the frequency is more than 
± 0.8 Hz or pu. If the load shedding procedure emerges, it is 
not good for the reliability of systems.  It can be seen in Fig. 5 
and table 1, the overshoot frequency on the base case and 
systems with TCPS are more than 0.8 pu. It is also observed 
that a system with RFB, a system with RFB and TCPS and the 
proposed system can achieve the overshoot of the frequency. 
Furthermore, it is also noticeable that the proposed systems 
provide the best frequency response compared to the other 
cases in this study. It is also noticeable that the proposed 
system could only reduce the frequency overshoot. This is 
acceptable as the settling time of the system is already 
achieved the standard in the base case. 
 
Fig. 5 The frequency response in area 1. 
Table 1 Detailed features of Fig.5 
Cases Overshoot (pu) Settling time (s) 
Base case 0.8222 >25 
With TCPS 0.8199 >25 
With RFB         0.7691 >25 
RFB TCPS 0.7669 >25 
Proposed method 0.5731 >25 
 
 
Fig. 6 The frequency response in area 2. 
Table 2 Detailed features of Fig. 6. 
Cases Overshoot (pu) Settling time (s) 
Base case 0.1951 >25 
With TCPS 0.1949 >25 
With RFB 0.1841 >25 
RFB TCPS 0.1839 >25 
Proposed method 0.1568 >25 
 
Fig. 7 The tie line power flow response. 
Table 3 Detailed features of Fig. 7. 
Cases Overshoot (pu) Settling time (s) 
Base case 2.102 >25 
With TCPS 2.099 >25 
With RFB 1.989 >25 
RFB TCPS 1.985 >25 
Proposed method 1.657 >25 
V. CONCLUSIONS 
This paper proposed a method for enhancing the frequency 
stability of a power system by employing coordinated control 
between RFB and TCPS based on FA. From the simulation 
results, it is found that by installing RFB and TCPS as well as 
tune the parameter of the devices simultaneously, resulting in 
the enhancement of the power system frequency response. It is 
monitored that RFB enhances the frequency response of the 
system by releasing energy when the load demand is increased 
and storing the energy when the load demand is decreasing. 
The best performance is provided by the system with RFB and 
TCPS tuned with FA, indicated by the smallest overshoot. 
Considering renewable energy integration and analyses the 
impact of frequency stability of a power system can be used as 
the further research. 
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Abstract— This paper presented the economic feasibility 
analysis of grid-connected photovoltaic on the roof of building, 
to reduce peak electrical demand. The Engineering Faculty 
electrical system is used as case study of PV system economic 
feasibility. The economic calculation assumptions used are: 
electricity tariff IDR 1114.74 per kWh based on electricity 
tariff for medium voltage load, estimated annual module 
degradation 0.5% and the life expectancy of the solar panels 25 
years. The interest rate using of Bank Indonesia (BI) rate for 
2018 i.e. 4.25% and inflation rate 3% also considered. The 
initial investment required to build 117.5 kWp PV system is 
IDR 2,413 million. The operational and maintenance costs are 
estimated 1% of initial investment per year. The result of cash 
flow rate shows that a positive NPV is achievable and payback 
period less then solar panels life expectancy. The simple 
payback period is 11 years and discounted payback period 
calculated by consider multiple parameters to be 14 years. The 
result of economic analysis using current rate value indicate 
that the project is profitable. 
Keywords—grid connected PV system, economic feasibility, 
peak load reduction. 
I. INTRODUCTION  
The Indonesian government encourages the use of 
renewable energy as a source of energy in office buildings 
that almost entirely use electricity from National Electricity 
Company (PLN) grid so as to suppress the use of fuel oil and 
decrease carbon dioxide (CO2) emissions. Utilization of 
renewable energy suitable for offices is photovoltaic (PV) 
system installed on the roof of the building [1], because most 
office buildings use electricity during the day or working 
hours. The PV system is one of the environmentally friendly 
power generation technologies and can be a solution to the 
future electrical energy crisis making it the most widely 
developed and reliable alternative. In addition to being 
environmentally friendly, the construction of PV System at 
the load center can reduce network losses, land investment 
costs and dependence on fossil energy, thereby enhancing 
energy sustainability and independence [2]. 
Several studies of designing PV systems on the rooftop 
of buildings have been done [3-5]. The hybrid system supply 
design on an institutional building rooftop of Udayana 
University, Indonesia and Minia University, Egypt have been 
presented in [3] and [4]. Another research conducted to 
design PV system for public building i.e for Ibeno Health 
Centre [5]. The design result justified that PV system have a 
potential and feasible to build on the load area, however the 
weather condition and actual performance need to consider 
and improve.  
The previous research uses assumption data in the design 
process so that the treatment will likely differ when installed 
in certain areas. However, in this study, the grid system 
design is based on the PV system of the actual small-scale 
pilot project [6] to obtain important parameters in the design 
and subsequent economic analysis. The grid connected PV 
systems have been used in this study. The grid connected PV 
system have many technical advantages such as flexibility, 
simplicity to install in any area where the solar irradiation is 
available, as non-polluting, emitting no noise and requiring 
little maintenance. The Engineering Faculty of Andalas 
University electrical demand used as case study of PV 
system design for peak load reduction and common 
feasibility criteria used to examine the profitability of this PV 
system project. 
II. BUILDING PEAK LOAD REDUCTION 
Utilization of renewable energy suitable for offices is a 
solar power plant using photovoltaic solar modules installed 
on the roof of the building. Rooftop photovoltaic is a reliable 
solution for energy supply in office buildings because the 
majority of office buildings use electricity during the day or 
working hours because the cost of electricity procurement 
cheaper than diesel or fuel oil [7]. The integration of PV 
system close to load centers can reduce power losses and 
increase voltage profile [8]. In addition, maintenance and 
operation are also easy but significant impact to reduce 
pollution and greenhouse effect. 
Global warming is an environment problem caused by the 
effect of greenhouses that occur in the Earth's atmosphere. 
The Kyoto Protocol was formed that agreed to collectively 
reduce 5.2% of greenhouse gas emissions. One of the 
biggest contributors to greenhouse gas emissions is carbon 
dioxide gas.  Gas CO2 produced through the combustion of 
motorized vehicle fuel, industry, and the biggest is in the 
process of generating fossil fuel-powered electricity. 
Through this design study use solar energy as an alternative 
power plant to reduce the work of fossil fueled power plants 
so that can reduce CO2 gas emissions which is released into 
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the air. Potential reductions of CO2 emissions can be 
calculated using factors emissions of carbon dioxide power 
plant that is equal to 0.73 kg CO2/kWh. 
 
 
Fig. 1.  Grid connected PV system 
Grid connected PV as shown in Fig. 1 has been the most 
popular PV system choice in recent times, because it’s can 
reduce investment funds and battery dependence. Some of 
the advantages of grid connected PV is the investment and 
maintenance costs are greatly reduced due to unnecessary 
battery. When the power of the PV system is greater than the 
load, the excess power can be send and sold to the power 
grid. So the electricity bill can be reduced. More 
environmentally friendly because it reduces battery waste 
that requires special treatment and not produce CO2 
emissions. In addition to the above advantages, for the case 
in Indonesia, have supported by appropriate regulation. The 
scheme will be very helpful for the distribution of targeted 
electricity subsidies. 
A grid connected  PV system consists of the following 
components: solar panels, grid-tied inverter (GTI), solar 
cables and Mounting. GTI is a special type of inverter that 
converts direct current (DC) into alternating current (AC) 
and feeds into an existing electricity network and cannot be 
used in standalone applications where there is no electricity. 
Grid-tied PV systems are generally cheaper and simpler to 
install, as long as the grid is close to the load center. On 
sunny days, solar panels will usually generate more 
electricity than consume during the daylight hours. With net 
metering, the owners can tranfer this excess electricity onto 
the utility grid rather than store in a battery-bank storage 
system, which would involve a considerably larger initial 
investment. 
 
 
 
Fig. 2.   Electrical load of Engineering Faculty building 
 
The electrical load characteristics of an office building 
are generally shown in Fig 2. The use of electrical loads 
as illustrated in Fig 2 is as load characteristic of 
Engineering Faculty building, Andalas University. The 
design of grid connected photovoltaic on the roof of the 
Engineering Faculty building to reduce peak electrical 
demand have been presented in paper [9]. The result of 
design study using 470 units of solar module can be 
shaved maximum load of Engineering Faculty building as 
shown in Fig 3 with discontinuous line. The load 
consumed and PV system designed have been used in the 
study to achieve economic feasibility. 
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 Fig. 3.  PV installation reduce EF peak load 
III. ECONOMIC FEASIBILITY CRITERIA 
The economic analysis of the PV system for 
government buildings uses a business feasibility study 
calculation system to determine investment criteria. These 
criteria can be used to determine the profitability of a 
project. The most common criteria used to examine the 
profitability of a PV project are net present value (NPV), 
payback period and internal rate of return (IRR). Net 
present value (NPV) is applied in capital budgeting to 
analyze the profitability of an investment or project and 
this formula is sensitive to the reliability of future cash 
inflows that an investment or project will yield. NPV 
compares the value of money received today and the value 
of that same amount of money in the future by taking 
inflation and rate of return into account. NPV is based on 
discounted cash flow (DCF) techniques with three basic 
steps.  
The first step is to find the present value of each cash 
flow, including all inflows, outflows, and discounted at the 
project’s cost of capital. NPV is the ratio between the 
value of the market investment and the cost itself. The 
formula for determining NPV is as follows [10]: 
 
=
−
+
=
n
t
t
t Invest
k
CIF
NPV
0 )1(
  (1) 
Where: 
k  = Discount rate 
CIFt = Cash in flow for t period 
n  = last period of cash flow expected  
Invest = Initial investment 
The result can be evaluated that if the NPV value is 
negative, then the project is not recommended to be 
implemented, if the value is positive, then the project is 
feasible to implement. NPV value is zero means there is no 
difference if the project is still implemented or rejected. 
Payback period is a period of time required to recoup 
the fund expended in an PV investment or to reach the 
break-even point. The calculation of payback period is 
done to know the financial risk to the project be done. The 
smaller payback period will be better, with the risk factor 
for return on capital will be faster in a short time. In 
calculating the payback period is usually called the 
payback method by dividing the initial capital issued with 
income received by investors for a year. The use of 
payback period in calculating the effectiveness of 
investment still has limits. The payback period does not 
calculate the profit earned after the payback period and has 
limitations in comparing the two projects. 
The annual maintenance and operational costs for PV 
system, generally accounted for 1 - 2% of the total initial 
investment cost [11]. The large percentage of annual 
maintenance and operational expenses for the PV power 
plant covering costs for solar panel cleaning work, 
maintenance and inspection costs of equipment and 
installations will be set at 1% of the initial total investment 
because Indonesia only have two seasons i.e. the rainy 
season and the dry season so that the cost of cleaning and 
maintaining the solar panel is not as large as the country 
that have four seasons in one year. In addition, the 
determination of this percentage is also based on the level 
of wage labor in Indonesia which is cheaper than the wage 
rate of labor in other countries. 
IV. ECONOMIC FEASIBILITY OF PV SYSTEM FOR PEAK 
LOAD SHAVING  
The process of economic feasibility analysis is carried 
out to calculate the feasibility of developing the PV system 
by comparing the amount of investment cost to 
income/return (revenue) obtained during the review time 
(time horizon). In other words, this financial analysis is 
carried out by forming cash flow from the project plan 
from the perspective of investors. The time horizon is 
limited by the estimated of the PV system components 
lifespan. The review time chosen in this study is 25 years 
same as solar panel lifespan.  
TABLE 1. COST ESTIMATE OF PV SYSTEM INSTALLATION 
PV System Components Total price (IDR) 
PV module, 470@250Wp Poly           1,903,265,000 
Grid-Tied PV Inverter, 3P 195,000,000 
MCB, Cables, busbar and fuses 
(15 % of PV system cost) 
 314,739,750 
Total cost  2,413,004,750 
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The initial investment cost estimation used in this study 
is as shown in Table 1. The amount of electrical energy 
that can be generated by the 470 units of solar panels for a 
year is calculated based on actual small-scale PV data for 
various weather conditions with upscaling factor 94. The 
weather condition data for Padang city obtained from 
Meteorological, Climatological, and Geophysical Agency 
(BMKG) data is shown in Fig 4. Based on the BMKG data 
the average weather condition can be summarized in 
percentage/year as show in Table 2. By using this data, the 
potential of energy of PV system designed can be 
generated 428.16 kWh/day.  
 
Fig. 4.  West Sumatera weather condition 
TABLE 2. PV SYSTEM ENERGY GENERATION 
Weather  Data  Jan-August  Percentage 
Energy 
(kWh)/day 
Clear  36 days 15 % 94.60 
Cloudy 95 days 39 % 198.55 
Overcast 86 days 35 % 119.20 
Raining 26 days 11 % 15.82 
Total 243 days 100 % 428.16 
 
The electric tariff IDR 1114.74 per kWh based on 
electricity tariff for medium voltage load 20 kV by PLN 
2018 is used. The estimated annual module degradation 
0.5% and the life expectancy of the solar panels were 
assumed to be 25 years as determined by the most of solar 
companies [11]. The Bank Indonesia (BI) interest rate for 
2018 i.e. 4.25% and inflation rate 3% are used in economic 
calculation based on present value. The result of cash flow 
rate calculation is shown in Fig 5.  
 
 
Fig. 5.  Cash flow rate 
Net present value compares the value of an investment 
today to the future value of the money based on inflation 
and returns. NPV is a simple calculation of difference 
between the present value of cash inflows and outflows 
using equation (1) as below: 
NPV   =  3,757,591,476 -2,413,004,750 
  = 1,344,586,726 
 
 
Fig. 6.  Present value cumulative Net Cash flow (NCF) 
A positive value of NPV indicates a favorable 
investment. Then, the simple payback period can be 
calculated by dividing total PV system investment cost by 
yearly savings. The simple payback period for this PV 
system is 12 years. The discounted payback period can be 
determined from Fig 6 for DF 4.25% is equal to 14 years 
and 5 months. The simple method for calculating the cost 
of energy is the ratio of total investment plus the O&M 
cost over the total energy produced over project period. 
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The result for both simple and net present value method 
shown in Table 3.   
TABLE 3. ECONOMIC FEASIBILITY 
 Feasibility Criteria DF = 4.25% DF=7.25% 
Simple Payback period 11 years 11 years 
Payback period 14 18 
NPV 1,344,586,726 456,709,878 
 
By knowing the amount of energy that can be 
generated by PV system and the factor of carbon dioxide 
gas emission of 0.730 kg CO2/kWh [12], it can be known 
amount of emissions that can be reduced. The design 
results show that the potential of solar energy which can be 
generated by the PV system in one year amounted to 
156,280 kWh, so that can be obtained the potential of of 
CO2 emissions that can be reduced in one year is 118.08 
tons. 
V. CONCLUTION 
The economic feasibility study of grid connected 
photovoltaic on the roof of the building for electrical peak 
load shaving have been done. The potential of energy of 
PV system designed can be generated 428.16 kWh/day. 
The economic feasibility study have used actual data of PV 
system of 1.25 kWp with upscaling factor 94 times, and 
considering weather conditions from BMKG data per year. 
The result of economic analysis shows that NPV for 
Engineering Faculty is IDR 1,344,586,726, simple 
payback period is 11 years and discounted payback period 
is 14 years. The result of cash flow rate shows that a 
positive NPV achievable and payback period less then PV 
panels life time. The economic feasibility results indicates 
that the development of PV system in the Faculty of 
Engineering, Andalas University building is feasible. 
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Abstract— within remote area worldwide, solar panel is still 
considered as an alternative despite its low efficiency rate and 
complex system. Backup source and storage such as battery are 
substantially needed to keep Solar Panel working effectively. PI 
MPPT controller is equipped to remarkably improve the 
efficiency rate of the solar panel by maintaining it on its 
Maximum Power Point (MPP) reference. However, tackling the 
complexity of photovoltaic generator for remote area require 
another solution. This paper provide a simple yet applicable 
solution by presenting an algorithm to automatically control the 
photovoltaic generator system for remote area. The algorithm 
logic is determined by the key parameters from each system 
inside, which are solar panel, PI Boost Converter, Battery, and 
Load. The simulation proves that the algorithm is able to 
provide an appropriate result with all condition working 
properly. Thus, the algorithm is eligible to be applied and to be 
developed further. 
Keywords - Solar Panel; Switching Algorithm, MPPT; Boost 
converter; Power electronics; Simulations; 
I.  INTRODUCTION  
Electric energy demand worldwide is gradually increasing 
following the development of technology. These days, 
renewable energy such as solar panel has been developing and 
being used. Not only sun provides an infinite amount of 
energy [1], it is also clean and safe to use. Remote area is an 
area with less population and development, thus resulting in 
less human resources whereas electricity is a necessity for 
development [2]. Therefore, solar panel as power source has 
started to become first choice for developing remote area 
because of its flexibility and unlimited resource.   
Using solar panels as energy source is a complex system 
which require battery bank, switchboard, and controller to 
maximize its output [3]. Since the system is complex, the 
failure of solar panel pilot project sustainability is often 
occurred. Those problems are mainly caused by the inabilities 
to do maintenance and improvement when needed. When 
operating, problem may occur from its components, it may be 
an overcharge or short in battery bank, or the inabilities of the 
solar panels to generate sufficient amount of power, or maybe 
a malfunction within its transmission system [4]. If there are 
malfunctions as such, great cost and a number of technicians 
are needed just to repair, moreover to improve the work of 
solar panel. Since, researchers have been tackling problems 
one by one, for example MPPT for efficiency, BMS (Battery 
Management System) for safety, or Converter for adaptability, 
there are so little research focusing the complexity of the 
system. Therefore, an algorithm to make the whole system 
automatic is needed to secure and improve whole system.  
MPPT is an algorithm to maximize the output of a solar 
panel by giving reference and allowing it to operate on its 
maximum power point. To improve its results, PI controller is 
added for whole controller [5]. Battery bank as a supporting 
source as well as a storage is connected parallel to the Load. 
This modelled system is connected by three main switches, 
which are main switch to separate solar panel system from the 
rest, battery switch to separate battery bank from the rest, and 
load switch to separate the whole controlled system from the 
load. Those three switches are automatically controlled by 
logic algorithm derived by key parameters provided in this 
paper. Combining the MPPT, Battery, and Solar Panel system, 
a model of solar panel system complexity can be derived. The 
algorithm is applied and simulated into the model using 
MATLAB Simulink S-Function under random irradiance, 
temperature, and load. This Paper is mainly focused on the 
algorithm that is tested by using basic and existing methods 
by other references to prove the eligibility of the switching 
algorithm. 
 
Figure 1 Whole System Design 
II. STATE FLOW AND KEY PARAMETERS 
Algorithm is used to control the switching mechanism 
between three switches, main switch, battery switch, and load 
switch. The purpose of these three switches is to optimize and 
secure the system from malfunctioning or overworking. To 
allow the algorithm to correctly gauge the change needed, 
there are key parameters obtained from the system used, 
which are: 
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1. VBoost = Voltage measurement from boost  converter 
  as the Solar system Voltage output (Volt) 
2. VBatt = Voltage measurement from Battery as  
  the Battery System Output (Volt) 
3. SoC = Battery State of Charge derived from VBatt  
  using Coulomb Counting Method 
4. IPV = Current measurement from Solar Panel as  
  the solar panel input from  conversion between 
  irradiance to current (Ampere) 
5. Duty Cycle = Switching state to measure the working  
 percentage of the controller  
6. Emergency Switch = A manual switch to disable all the 
        switches. 
 
Resulting in a state flow such as: 
 
Figure 2 State Flow 
With 1st, 2nd, and 3rd binary digits represent the condition 
of the main switch, load switch, and battery switch 
corresponding to chronological order. 
The algorithm works in four main states interchanging one 
to another by logically comparing some key parameters to 
others. 
 
For battery switch (S3), the logic goes as: 
Battery is activated when: 
 VBoost > VBatt  & SoC < standard 
This condition stated that system is able to charge the 
battery and battery needs charging. 
 S1 = 0 
This condition stated that Solar panel system is 
unavailable so battery has to be used, even if the battery is 
already empty. 
 
Battery is deactivated when: 
 VBoost < VBatt  & SoC < 0.10 
This condition stated that system is not able to charge the 
battery when the battery is empty, system then decide to fully 
support only the Load. 
 
 SoC > 0.9 & IPV > Ithreshold  
This condition stated that Solar panel system is able to 
supply the load by itself while the battery is full and does not 
need charging  
 
 For Load switch (S2), the logic goes as: 
Load is activated when: 
 S2 = 0 
This condition stated that load is not connected previously, 
so system immediately reconnects it 
 
 For Main switch (S1), the logic goes as: 
Solar Panel system is activated when: 
 IPV > Ithreshold & (S2 or S3 = 1) 
This condition stated that system is able to become the 
main supply, whether to charge the battery or supply the Load 
 
Solar Panel system is deactivated when: 
 (S2 and S3 = 1) & IPV < Ithreshold 
This condition stated that solar panel system is not able to 
be a supply but the battery is already connected, even if the 
battery is empty. System then decide to let the battery support 
the Load. 
 Duty Cycle < 0.1  
This condition stated that the controller is underwork (not 
operated as boost) so the system let the battery takes charge of 
being a supply. 
 
If Emergency Switch is activated, the whole system is 
forcefully deactivated until it is reset by reconnecting the 
emergency switch. 
 
III. COMBINED SOLAR PANEL, PI MPPT, BOOST 
CONVERTER, AND BATTERY MODEL 
The Solar Panel with PI MPPT, Boost Converter, Battery, 
and Switch Control are represented and modelled into single 
electrical circuit diagram to simulate the system and test the 
algorithm 
A. Solar Panel System  
Solar panel is a device that absorbs sunlight as its source 
and converts it into electricity. Solar panel uses MPPT to 
maximize its power output by using voltage reference to keep 
it working in its maximum power point. The Solar Panel using 
PI MPPT and Boost Converter can be represented as single 
electrical circuit which is shown by fig 3 
 
Figure 3 Boost-PI MPPT- PV System Equivalent Circuit 
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𝐶1,2, 𝑎𝑛𝑑 𝑅𝐶1,2 are the capacitance and internal resistance of 
capacitors,  𝐿 𝑎𝑛𝑑 𝑅𝐿  are the inductance and internal 
resistance of the inductor, 𝐷1,2  are the diodes represent the 
working states of Boost Converter, and 𝑉𝑃𝑉 , 𝑎𝑛𝑑 𝐼𝑃𝑉  are solar 
panel output, voltage and current.  
 
As a current source, the current generated by solar panel is 
represented as: 
 
𝐼𝑝𝑣 = 𝑁𝑝𝐼𝑝ℎ − 𝑁𝑝𝐼𝑠 (exp(
𝑞(
𝑉𝑝𝑣
𝑁𝑆
+
𝑅𝑠 𝐼𝑝𝑣
𝑁𝑃
)
𝐴 𝐾 𝑇𝐶
) − 1) −
(
𝑁𝑃𝑉𝑝𝑣
𝑁𝑆
+𝑅𝑠 𝐼𝑝𝑣)
𝑅𝑠ℎ
    (1) 
IPH is determined by the environment condition such as 
irradiance and temperature while IS is the saturated current of 
the cell represented as (2) and (3) 
𝐼𝑝ℎ = (𝐼𝑠𝑐 +  𝛼(𝑇𝐶 − 𝑇𝑟𝑒𝑓))
𝜆
𝜆𝑟𝑒𝑓
  (2) 
𝐼𝑆 = 
𝐼𝑆𝐶
(exp(
𝑞 𝑉𝑂𝐶
𝐴 𝐾 𝑇𝐶
)−1)
(
𝑇𝐶
𝑇𝑟𝑒𝑓
)3 exp(
𝑞 𝐸𝐺 (
1
𝑇𝑟𝑒𝑓
−
1
𝑇𝑐
)
𝐾 𝐴
) (3) 
Since the boost IGBT is controlled by Duty Cycle, the 
voltage transformation increase proportional to the value of 
Duty Cycle. Summing the equation from ON state and OFF 
state of the IGBT, the system can be simplified as (4), thus 
resulting (5) 
𝑉𝑃𝑉𝐷𝑇
𝐿
 +  
(𝑉𝑃𝑉−𝑉𝐵𝑜𝑜𝑠𝑡)(1−𝐷)𝑇
𝐿
= 0  (4) 
𝑉𝐵𝑜𝑜𝑠𝑡 =
𝑉𝑃𝑉
1−𝐷
     (5) 
 
MPPT controller used in this system is an ICM 
(Incremental Conductance Method), a method that uses the 
shift in solar panel P-V curve to calculate error which then 
improved by PI (Proportional Integral) algorithm to reduce the 
settling time needed. Equation (6) shows the error calculation 
 
𝑑(𝑉.𝐼)
𝑑𝑉
= 
𝑉.𝑑𝐼+𝐼.  𝑑𝑉
𝑑𝑉
= 𝑒𝑟𝑟𝑜𝑟   (6) 
B. Battery System 
Battery is a device that can store electrical energy by 
storing electric charge in the form of chemical reaction. A 
battery can be modelled as a voltage source that gradually 
decreasing (discharge) or increasing (charging) with certain 
parameters. Figure 4 shows a battery system which is 
modelled as a Two Time Constant (TTC) Internal Resistance 
model, a simple representation of battery as a voltage source 
with internal resistance and dynamic state from two 
capacitors. The voltage value is a function of Battery State of 
Charge calculated with coulomb counting method. Equation 
(7), (8) and (9) show the calculation of IBATT, VSOC and 
dynamic state of the battery while (10) shows coulomb 
counting method to derive the momentary State of Charge 
(SoC). 
 
 
Figure 4 TTC Battery System Equivalent Circuit 
𝑉𝑇𝑇𝐶1,2 = −
𝑉𝑇𝑇𝐶1,2
𝑅𝑇𝑇𝐶1,2𝐶𝑇𝑇𝐶1,2
 +
𝐼𝑏𝑎𝑡𝑡
𝐶𝑇𝑇𝐶1,2
  (7) 
 
𝐼𝑏𝑎𝑡𝑡 =
𝑉𝑆𝑂𝐶−𝑉𝑇𝑇𝐶1−𝑉𝑇𝑇𝐶2
𝑅𝑂
   (8) 
𝑉𝑆𝑂𝐶 = 𝑁𝑠 ∗ (𝑉𝑂𝐶 + 𝑘𝑆𝑂𝐶 ln(𝑆𝑂𝐶) − 𝑘𝐿𝐶ln (𝐿𝐶)) (9) 
∆𝑆𝑂𝐶 = 𝑆𝑂𝐶(𝑡) − 𝑆𝑂𝐶(𝑡0) =
1
𝐶𝑟𝑎𝑡𝑒𝑑 
∫ 𝑖(𝜏)𝑑𝜏
𝑡
𝑡0
 (10) 
 
KSOC and KLC represent the relationship between State of 
Charge and Life Cycle to battery open circuit voltage. These 
constants are obtained from battery testing and may differ for 
each type of battery.  
C. Combined System 
Whole system of combined solar panel with PI MPPT – 
Boost Converter and battery bank is represented by circuit 
diagram shown by Figure 5 with two diodes D1 and D2 
(where D2 is a diodes contrary to the state of IGBT) and three 
switches. Thus, there will be 25 or 32 states represented shown 
by Table 1, although there are some states that will due to its 
possibility. The system works by giving calculation for 
momentary states happening that time and constantly 
changing. Active condition is shown as 1 while inactive is 
shown as 0.  
TABLE 1.   SWITCHING CONDITIONS 
State 
Diodes Switches 
D1 IGBT’ (D2) Main Load Battery 
0 0 0 0 0 0 
1 1 0 0 0 0 
2 0 1 0 0 0 
3 1 1 0 0 0 
4 0 0 1 0 0 
5 1 0 1 0 0 
6 0 1 1 0 0 
7 1 1 1 0 0 
8 0 0 0 1 0 
9 1 0 0 1 0 
10 0 1 0 1 0 
11 1 1 0 1 0 
12 0 0 1 1 0 
13 1 0 1 1 0 
14 0 1 1 1 0 
15 1 1 1 1 0 
16 0 0 0 0 1 
17 1 0 0 0 1 
18 0 1 0 0 1 
19 1 1 0 0 1 
20 0 0 1 0 1 
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21 1 0 1 0 1 
22 0 1 1 0 1 
23 1 1 1 0 1 
24 0 0 0 1 1 
25 1 0 0 1 1 
26 0 1 0 1 1 
27 1 1 0 1 1 
28 0 0 1 1 1 
29 1 0 1 1 1 
30 0 1 1 1 1 
31 1 1 1 1 1 
 
 
 
Figure 5 Full System Equivalent Circuit 
For state number 27, where D1 is 1 (PV is actively generating 
power), D2 is 1 (IGBT is open), main load and battery switch 
is 1 (connected) while main switch is not (state value 0), the 
system can be derived by analyzing the circuit and put into 
matrices as follows: 
 
State Matrix: 
[
 
 
 
 
 
 
 
𝑑𝑉𝐶1
𝑑𝑡
𝑑𝑉𝐶2
𝑑𝑡
𝑑𝐼𝐿
𝑑𝑡
𝑑𝑉𝑇𝑇𝐶1
𝑑𝑡
𝑑𝑉𝑇𝑇𝐶2
𝑑𝑡 ]
 
 
 
 
 
 
 
=  
[
 
 
 
 
 0 0 −
1
𝐶1
0 0
0 𝑎22 𝑎23 0 0
1
𝐿
𝑎32 𝑎33 0 0
0 0 0 𝑎44 𝑎45
0 0 0 𝑎54 𝑎55)]
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𝑉𝐶1
𝑉𝐶2
𝑖𝐿
𝑉𝑇𝑇𝐶1
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0
𝑅𝐶1
𝐿
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𝐼𝑃𝑉 +
[
 
 
 
 
 
0
0
0
1
𝐶𝑇𝑇𝐶1(𝑅𝑂+𝐿𝑜𝑎𝑑)
1
𝐶𝑇𝑇𝐶2(𝑅𝑂+𝐿𝑜𝑎𝑑)]
 
 
 
 
 
𝑉𝑆𝑂𝐶(11) 
 
Output Matrix: 
[
𝑉𝑃𝑉
𝑉𝐿𝑜𝑎𝑑
𝐼𝐵𝑎𝑡𝑡
] =  [
0 0 0 0 0
0 0 0 0 0
0 0 0 −
1
(𝑅𝑂+𝐿𝑜𝑎𝑑)
−
1
(𝑅𝑂+𝐿𝑜𝑎𝑑)
]
[
 
 
 
 
𝑉𝐶1
𝑉𝐶2
𝑖𝐿
𝑉𝑇𝑇𝐶1
𝑉𝑇𝑇𝐶2]
 
 
 
 
+
[
1
0
0
] 𝑉𝐷1 + [
𝑅𝐶1
0
0
] 𝐼𝑃𝑉+[
0
0
1
(𝑅𝑂+𝐿𝑜𝑎𝑑)
] 𝑉𝑆𝑂𝐶  (12) 
 
Where 
𝑎22 = 
−1
𝐶2(𝑅𝐶2+𝑅𝐿1)
    (13) 
𝑎23 = 
1
𝐶2
−
𝑅𝐶2
𝐶2(𝑅𝐶2+𝑅𝐿1)
   (14) 
𝑎32 = 
𝑅𝐶2
𝐿(𝑅𝐶2+𝑅𝐿1)
−
1
𝐿
    (15) 
𝑎33 = 
𝑅𝐶2
2
𝐿(𝑅𝐶2+𝑅𝐿1)
−
(𝑅𝐶1+𝑅𝐿+𝑅𝐶2)
𝐿
   (16) 
𝑎44 = −(
1
𝑅𝑇𝑇𝐶1𝐶𝑇𝑇𝐶1
+
1
𝐶𝑇𝑇𝐶1(𝑅𝑂+𝐿𝑜𝑎𝑑)
) (17) 
𝑎45= −
1
𝐶𝑇𝑇𝐶1(𝑅𝑂+𝐿𝑜𝑎𝑑)
    (18) 
𝑎54 = −
1
𝐶𝑇𝑇𝐶2(𝑅𝑂+𝐿𝑜𝑎𝑑)
   (19) 
𝑎55 = −(
1
𝑅𝑇𝑇𝐶2𝐶𝑇𝑇𝐶2
+
1
𝐶𝑇𝑇𝐶2(𝑅𝑂+𝐿𝑜𝑎𝑑)
) (20) 
 
IV. SIMULATION RESULTS 
The proposed algorithm in this paper is tested using a 
combined model of three systems working altogether, PI 
MPPT, Battery, and Boosted PV. These three systems is 
modeled as an electrical circuit equivalent to the complex 
combined system. The algorithm is simulated using 
MATLAB S-Function Block. The test is done within 2 
segments, which are the specific condition testing and random 
condition testing. For the 1st segment, system is tested by 
manually state the input of the switch according to the state 
flow from Figure 2. This test is run for showing the key results 
of each condition before combining. If the test is proven to be 
working optimally, then the 2nd test is conducted to see 
whether it is possible to combine all the condition and make 
them interchange if a certain condition occur. The 2nd segment 
is tested with random irradiance changing each second for 15s, 
random temperature changing every 2.5s and a load of 50Ω 
A. Condition Testing 
Figure 6, 7, and 8 shows the output of testing where the 
whole system works on each condition shown by state flow. 
The test is using varied irradiances of 1000W/m2 to represent 
the standard irradiance that change to 700W/m2 in the 2nd 
second and varied temperature of 298 kelvin that change to 
315 kelvin in the 3rd second.  
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 011 condition (PV with Load) 
 
(a) 
 
(b) 
Figure 6 Voltage (a) and Current (b) between PI-MPPT and Boost 
 110 condition (Battery with Load) 
 
(a) 
 
(b) 
Figure 7 Voltage (a) and Current (b) of Battery Output 
 
 
 
 
 
 
 
 111 condition (Full System Working) 
 
(a) 
 
(b) 
Figure 8 Current and SoC of the battery (a) and Load-PV-Battery current 
(b) from the system 
B. System Testing 
Figure 9 shows the testing output where the switching 
algorithm is applied to the system. The test used varied 
irradiances of [1000 400 1300 600 200 950 1200 1500 300 
800 150 2000 1700 550 650] W/m2 that changed each second 
and varied temperature of [298 320 250 280 400 270] kelvin 
that changed once every 2.5 second.  
 
(a) 
 
(b) 
Figure 9 Voltage (a) and Power (c) comparison between PV-Boost, Battery 
and Load and Switch 
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 Figure 10 Automatic Switching Algorithm Pattern  
Figure 10 shows that the system is working properly and 
performed good results by working optimally according to 
irradiance and temperature condition. The MPPT maximizes 
the output, the battery can either be a storage or a source, and 
therefore, switch is able to interchange between each 
condition whenever needed. However, model is generated 
with parameters from combined sources with little adjustment. 
V. CONCLUSION 
This paper proposed a switching algorithm to control a 
Photovoltaic Power Generation System automatically. System 
is modelled using MATLAB and being tested on random 
condition of irradiance and temperature. The simulation for 
either condition testing and system testing give good results 
where it is working properly as PV-MPPT-Boost, Battery 
source, or fully functional system. When the algorithm is 
applied to the system and simulation is run, algorithm is able 
to keep the system working properly and interchange the state 
whenever needed with an acceptable error. Therefore, with 
great result, it is eligible to say that the algorithm is working 
and applicable, although it needs further improvement. 
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GLOSSARY OF SYMBOLS 
VPV = Solar Panel Voltage (V) 
VBoost= Boosted Voltage (V) 
VOC = Open Circuit Voltage (V) 
RC1,2 = Capacitor Internal Resistance (Ω) 
D1,2 = Diode Voltage (V) 
RL = Inductor Internal Resistance (Ω) 
L = Inductor (H) 
C1,2 = Capacitor (F) 
IC1,2 = Capacitor Discharge/Charge Current (A) 
IPV = Solar Panel Current (A) 
IPH = Solar Panel Conversion Current (A) 
IS = Saturated Current (A) 
ISC = Short Circuit Current (A) 
Q = Electron Charge (Coulomb) 
Eg = Energy Gap (eV) 
A = Correction Factor 
λ = Irradiance captured (lambda) 
λRef = Sun Irradiance (lambda) 
K = Boltzmann Constant 
RS = Solar Panel Internal Resistance (Ω)  
RSH = Solar Panel Shunt Resistance (Ω) 
NP = Number of Cells Connected Parallel  
NS = Number of Cells Connected Series 
TC = Current Temperature (Kelvin) 
Tref = Environment Temperature (Kelvin) 
D = Dutycycle percentage (%) 
VTTC1,2 = Time Constraint Voltage (V) 
RTTC1,2 = Time Constraint Resistance(Ω) 
ITTC1,2 = Time Constraint Current (A) 
CTTC1,2 = Time Constraint Capacitance (C)  
IBATT = Battery Current (A)  
VBATT = Battery Voltage (V)  
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Abstract— Due to the change of energy source to renewable 
energy, the trend of wind turbine is increased in last 5 years. 
Small Wind Turbine that convert kinetic energy to electric 
energy needs a rectifier to convert AC to DC. Rectifier used in 
this paper is active rectifier. Because of its power 
characteristics, wind turbine needs maximum power point 
tracking (MPPT) to track its maximum power. This paper 
shows that by using active rectifier, the algorithm of tracking a 
maximum power able to be tracked by controlling its rotor 
angular speed. The simulation result proves that the speed 
control and MPPT algorithm, perturb and observe, is able to 
be implemented in various wind speed.   
Keywords- Wind turbine,  Active rectifier, Permanent Magnet 
Synshronous G, speed control, MPPT 
I.  INTRODUCTION  
The transition of energy source from fossil fuel to 
renewable energy is continuously executed by the decrease 
of fossil fuels. The most common renewable energy system 
is solar cell and wind turbine. Nowadays, wind turbine 
system is one of solution to produce renewable energy for 
both low power and high power. In last five years, the trend 
of the wind turbine system market has shown an agresive 
20% annual increase in worldwide and the industry predict 
approximately 750 MW of installed capacity in 2020 [1] .  
Essentially, wind turbine is a machine system for 
converting kinetic energy to electric energy. Wind turbine 
system consist of blade, rotor, generator and AC-DC 
converter. The type of wind turbine used is variable speed 
horizontal wind turbine. For generator, this paper uses 
permanent magnet synchronous generator (PMSG) because 
PMSG is becoming very common among small scale wind 
turbines as it provides good efficiency at low speed.  
AC-DC converter is needed to control the generator's 
output. The most common AC-DC converter is diode 
rectifier but it give the high harmonic. Thus, active rectifier 
is proposed because the rectifier is fully controlled by space 
pulse widht modulation (SPWM) thus the harmonic can be 
controlled. Active rectifier consist of 6 switch controlled by 
PWM. This SPWM is controlled by voltage oriented control, 
where the input for S   PWM is the reference voltage. The 
reference voltage is controlled by current control which the 
reference is the output of the speed control. Then, a 
maximum power point tracking (MPPT) algorithm allows 
the turbine to find and operate at its maximum power point 
by giving speed reference to speed control. The ilustration 
about this overal system is shown in Figure 1. This study will 
discuss the model and simulation of MPPT and speed 
controller on a small-scale wind turbine that has been tested 
through simulation on Simulink MATLAB software.  
II. WIND TURBINE, PMSG, ACTIVE RECTIVIER MODEL 
A.  Previous Work 
There was many methologies to control active rectifier, 
Voltage Oriented Control (VOC) and Direct Power Control 
(DPC). VOC guarantees high dynamic and static 
performance via an internal current control loop [2]. But the 
quality depends mainly on the current control strategy. 
However, the problem was founded when combined it to the 
MPPT. It’s hard to find the right maximum power by using 
VOC. This methology using speed as the control variable 
where the speed reference will update continously by the 
MPPT. 
B. Wind Turbine Model 
Turbine mechanical power generated by wind turbine 
expressed as [3] 
 𝑃 =
1
2
𝜌𝐶𝑝𝐴𝑉𝑤
3
 (1) 
 
Where ρ is air density(𝑘𝑔/𝑚3), A is rotor blade swept 
area (m2), 𝑉𝑤  represent wind velocity (m/s). Power 
coefficient, Cp, can be represented as [3]: 
 
 𝐶𝑝 = 𝐶1 (
𝐶2
𝜆𝑖
− 𝐶3𝛽 − 𝐶4) 𝑒5
−𝐶/𝜆𝑖 + 𝐶6𝜆  (2) 
 1
𝜆𝑖
=
1
𝜆 + 0.08𝛽 
−
0.035
𝛽3 + 1
 (3) 
 𝜆 = 𝜔𝑚 ∗
𝑅
𝑉𝑤
 (4) 
The value of C1 to C6 depend on the type of rotor. In this 
paper, the value of C1 to C6 determined as follow, 
C1 = 20; C2 = 140; C3 = 0.4; C4 = 28; C5 = 21; C6 = 0.068 
C. PMSG Model 
 
The PMSG and active rectifier are represented into single 
electrical circuit diagram as shown in Fig.  
Figure 1. Small Wind Turbine System 
Figure 2. PMSG and Active Rectifier Circuit diagram 
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Phase voltage of PMSG represented as: 
 
The electromagnetic force of each phase [4] can be 
obtained as follows: 
 𝑒𝑎 = 𝑝 Ψ𝑓 = −𝑁𝜔𝑟Ψ𝐹
′𝑠𝑖𝑛𝜃𝑒  
 
(5) 
 𝑒𝑏 = 𝑝 Ψ𝑓 = −𝑁𝜔𝑟Ψ𝑓
′𝑠𝑖𝑛(𝜃𝑒 −
2
3
π ) 
 
(6) 
 𝑒𝑐 = 𝑝 Ψ𝑓 = −𝑁𝜔𝑟Ψ𝑓
′𝑠𝑖𝑛(𝜃𝑒 +
2
3
π ) (7) 
 
Ψf is the flux linkage, and N is number of pole pairs of 
generator, θe .is  rotor angular angle 
 
 
𝑉𝑎 = 𝑒𝑎 − (𝑖𝑎 ∗ 𝑅𝑠) − (𝐿𝑠𝑑 ∗
𝑑𝑖𝑎
𝑑𝑡
) + (
1
2
∗ 𝑀 ∗
𝑑𝑖𝑏
𝑑𝑡
)
+ (
1
2
∗ 𝑀 ∗
𝑑𝑖𝑐
𝑑𝑡
) 
 
(8) 
𝑉𝑏 = 𝑒𝑏 − (𝑖𝑏 ∗ 𝑅𝑠) − (𝐿𝑠𝑑 ∗
𝑑𝑖𝑏
𝑑𝑡
) + (
1
2
∗ 𝑀 ∗
𝑑𝑖𝑎
𝑑𝑡
)
+ (
1
2
∗ 𝑀 ∗
𝑑𝑖𝑐
𝑑𝑡
) 
 
(9) 
𝑉𝑐 = 𝑒𝑐 − (𝑖𝑐 ∗ 𝑅𝑠) − (𝐿𝑠𝑑 ∗
𝑑𝑖𝑐
𝑑𝑡
) + (
1
2
∗ 𝑀 ∗
𝑑𝑖𝑏
𝑑𝑡
)
+ (
1
2
∗ 𝑀 ∗
𝑑𝑖𝑎
𝑑𝑡
) 
 
(10) 
Through Park transformation, generator voltage can be 
expressed in dq rotating reference frame [4] . 
[
𝑣𝑑𝑠
𝑣𝑞𝑠
] = [
𝑐𝑜𝑠𝜃𝑒 −𝑠𝑖𝑛𝜃𝑒
𝑠𝑖𝑛𝜃𝑒 𝑐𝑜𝑠𝜃𝑒
]√
2
3
[
 
 
 1 −
1
2
−
1
2
0
√3
2
−
√3
2 ]
 
 
 
[
𝑉𝑎
𝑉𝑏
𝑉𝑐
] (11) 
The current in dq reference frame represented as 
𝑑
𝑑𝑡
[
𝑖𝑠𝑑
𝑖𝑆𝑞
] = −
[
 
 
 
 
𝑅𝑠
𝐿𝑠𝑑
−
𝐿𝑠𝑑
𝐿𝑠𝑞
𝜔𝑒
𝐿𝑠𝑑
𝐿𝑠𝑞
𝜔𝑒
𝑅𝑠
𝐿𝑠𝑞 ]
 
 
 
 
[
𝑖𝑠𝑑
𝑖𝑠𝑞
] +
[
 
 
 
 
1
𝐿𝑠𝑑
0
0
1
𝐿𝑠𝑞]
 
 
 
 
[
𝑣𝑠𝑑
𝑣𝑠𝑞
]
(12) 
Therefore, the electromagnetic torque and machine 
equivalent mechanical torque can be expressed as 
 
 𝑇𝑒 = 𝑁{Ψf + (Lsd − Lsq)isd}isq  (13) 
 
𝑇𝑚 =
𝑃
𝜔𝑟
=
1
2
𝜌 𝜋𝑅2𝐶𝑝
𝑉𝑤
3
𝜔𝑟
 
 
(14) 
Hence the rotor speed can be calculated  
 
 𝑑𝜔𝑟
𝑑𝑡
=
𝑇𝑒 − 𝑇𝑚 − 𝐵𝜔𝑟  
𝑗𝑡 + 𝑗𝑝
 (15) 
D. Active Rectifier Condition 
Active rectifier is represented as 6 pulse rectifier with 6 
switching conditions. According to figure 1, the switching 
conditions are based on the respond of controller’s signal, ua, 
ub, and uc. As shown in figure 3, The controller’s response is 
compared to carrier signal(green line) in PWM. If the 
response is higher than the carrier, PWM’s value is 1, 
otherwise, if the response lower than the carrier signal, the 
PWM’s value is 0. The switch is on or off by the value of 
PWM. If the PWMA = 1 PWMB = 1 and PWMC = 0, means 
Sa = 1, Sb = 1, Sc = 0, Sa’ = 0, Sb’ = 0, Sc’ = 1. Then the circuit 
diagram for this condition is shown in figure 4(a).  
 
E.  Combine Circuit Model 
According to figure 2, the 6 condition in table 1 can be 
representated by using the circuit diagram that is showed in 
figure 4.  
From electric circuit analysis, conditions in figure 
4(a) and 4(b) represented into matrices as follows 
 
Condition 4(a): 
[
 
 
 
 
 
𝑑𝑖𝑎
𝑑𝑡
𝑑𝑖𝑏
𝑑𝑡
𝑑𝑖𝑐
𝑑𝑡
𝑑𝑣𝑑𝑐 
𝑑𝑡 ]
 
 
 
 
 
 = 
[
 
 
 
 
 
−𝑅𝑠
2∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−1
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−𝑅𝑠
2∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−1
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−𝑅𝑠
2∗𝐿𝑠
1
2∗𝐿𝑠
1
𝐶
1
𝐶
0
−1
𝐶∗ 𝑅𝑙𝑜𝑎𝑑]
 
 
 
 
 
 [
𝑖𝑎
𝑖𝑏
𝑖𝑐
𝑣𝑑𝑐
] + 
[
 
 
 
 
 
1
2∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
1
2∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
1
2∗𝐿𝑠
0 0 0 ]
 
 
 
 
 
 [
𝑒𝑎
𝑒𝑏
𝑒𝑐
] 
 
(16) 
Condition 4(b): 
[
 
 
 
 
 
𝑑𝑖𝑎
𝑑𝑡
𝑑𝑖𝑏
𝑑𝑡
𝑑𝑖𝑐
𝑑𝑡
𝑑𝑣𝑑𝑐 
𝑑𝑡 ]
 
 
 
 
 
 = 
[
 
 
 
 
 
−𝑅𝑠
2∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−1
2∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−𝑅𝑠
2∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
1
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
𝑅𝑠
4∗𝐿𝑠
−𝑅𝑠
2∗𝐿𝑠
1
4∗𝐿𝑠
1
𝐶
0 0
−1
𝐶∗ 𝑅𝑙𝑜𝑎𝑑]
 
 
 
 
 
 [
𝑖𝑎
𝑖𝑏
𝑖𝑐
𝑣𝑑𝑐
] 
+ 
[
 
 
 
 
 
1
2∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
1
2∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
−1
4∗𝐿𝑠
1
2∗𝐿𝑠
0 0 0 ]
 
 
 
 
 
 [
𝑒𝑎
𝑒𝑏
𝑒𝑐
] 
 
(17) 
Where, Rs is Stator resistance, Ls is stator inductance, Vdc  
is  DC link voltage, rload  is load resistance.   
 
  
 
Figure 3  Switching Condition for Active Rectifier 
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(a) 
 
(b) 
Figure 4. Electric Circuit Diagram (a) Sa = 1 Sb = 1 Sc = 0 (b) Sa = 1 Sb = 0 Sc = 0 
 
 
III. CONTROLLER STRATEGY 
As shown in figure 5, The controller is devided by 2 part: 
double close loop control consist of current control and 
speed control, and the last part is MPPT.  
 
A. Current Control 
For controlling the three-phase current, the 
transformation into id, iq is needed. The controller control id 
and iq than use PI control to regulate of each error. The 
reference of id is based on the output of speed control. Due 
to control the unit power factor, the reference of iq is set to 
0. 
 
After calculating the approtiate ud and uq, space vector 
PWM control method coud be directly used to calculate the 
control signal of switches in the main circuit [5]. The 
calculation is shown in equation (18) and (19).   
 
ud = ed + ωr*Ls*iq-Kp *(id
*-id) - ∫ Ki *(id*-id)dt (18) 
 
uq = eq - ωr*Ls*id-Kp *(iq
*-iq) - ∫ Ki ∗ (iq
*-iq)𝑑𝑡 (19) 
 
B. Speed Control 
The controller of the speed also use PI control. The input 
of the control is the error of speed reference from the output 
of MPPT and the actual rotor angular speed whereas the 
output is the reference for id. The calculation is shown in 
equation (20).   
 
Idref = Kp*(ωr*-ωr)+ ∫ Ki *(ωr*-ωr)𝑑𝑡 (20) 
 
C. MPPT 
 
To track the maximum power from the double close-loop 
controller, a Perturb and Observe (P&O) MPPT algorithm is 
used. MPPT also ensure the turbine to work at its maximum 
power. P&O algorithm work by changing the control 
parameter and observe the output change [6]. This algorithm 
have low complexity, high efficiency, and does not require 
sensors or system requirements. 
Figure 5. Controller block diagram 
Figure 6. MPPT flowchart 
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Electric power compared with previous power. If ΔP is 
positive and the speed change is positive, the reference speed 
will increase. The detail algorithm is shown in figure 6.  
IV. RESULT 
The proposed model in this paper simulated using 
Simulink MATLAB S-Function block. First, we need doing 
a test to track maximum power for various wind speed (Vw). 
The test is done by adding continously the ωrref as ωr can’t 
follow ωrref. The ilustration is shown in Figure 7.From this 
test, we know where the maximum power is, thus after the 
MPPT is implemented, we can conclude that the controller 
and MPPT is work in its maximum power. The test shows 
the maxium power of 6 m/s, 7 m/s, 8 m/s in Figure 8. The 
simulation shown the responses of system for various the 
wind speed are shown in Figure 9. .         
 
 
  
(b) 
(c) 
(d) 
(e) 
(f) 
  
(a) 
(b) 
(c) 
(a) 
 
 Figure 9. Wind turbine system with MPPT for various wind speed 
(a) wind speed (b) 𝜔𝑟 (c) idc (d) vdc (e)iabc (f) P 
Figure 7. wr for MPP testing in Vw = 6 m/s 
Figure 8. Turbine Power MPP testing (a)6 m/s, (b)7 m/s, 
(c)8 m/s. 
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According to figure 9, The model of active rectifier is 
successfully simulated. The rectifier has produced DC 
current and voltage. The rotor speed is also successfully 
controlled by looking at ωr following the reference that come 
from the MPPT. When Figure 9(e) is compare to figure 8, the 
Power’s values is equal to the maximum power from the 
testing simulation. Thus, MPPT algorithm could track its 
maximum power and perform the turbine rotor speed to work 
in its maximum power.  
V. CONCLUSION 
This paper proposed a model of active rectifier for small 
wind turbine which is controlled by speed control and MPPT. 
The model and controller successsfully simulated using 
Simulink MATLAB S-Function block. The simulation tested 
system by giving a various wind speed. The system 
performed great result either in speed control or in MPPT. 
The MPPT algorithm forces rotor angular speed to produce a 
maximum power and the simulation strongly show system 
work in its maximum. Furthermore, acording to simulation, 
the system is able to be implemented by further 
improvement.  
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 Abstract—This paper proposes an improved decoupling 
scheme of stator flux-oriented control for three-phase 
induction motor. The simulation software used in this paper 
is MATLAB Simulink®. The result of the simulation 
indicates that this stator flux-oriented control can control 
the speed of the rotor angle and stator magnetization 
current successfully. The angular velocity of 120 rad/s 
achieved by settling time 2 seconds in critically-damped 
response and steady-state error 0.083%. The controller can 
overcome the external disturbance in the form of load 
torque of 5 Nm which has been simulated in this paper. The 
proposed stator voltage decoupling scheme which is used in 
this simulation is correct and become one of success factor 
of this control method. 
Keywords-Induction Motor;SFOC; Decoupling Model; Stator 
Flux Model 
I. INTRODUCTION 
Induction motor is a type of AC motor that is often used by 
industrial field because it has good self-starting ability, simple 
structure, low cost of production and maintenance, and reliable 
[1]. One of the problem of induction motor is that it is difficult 
to control. Further developments of power electronics and 
microelectronics open the issue of research and development of 
induction motor vector control. Some vector controlling 
techniques that have been proposed before are divided into two, 
direct vector control and indirect vector control based on field 
orientation vector. Direct vector control obtains the field 
orientation vector by using the quantity of stator terminal. In the 
other hand, indirect vector control obtains the field orientation 
vector by using slip frequency of machine. 
Stator flux-oriented control of induction motor is a type of 
direct vector control because it uses the quantity of stator 
terminal. This method has several parts that can be developed, 
such as decoupling scheme and stator flux model.  
This paper describes the simulation of three phase squirrel 
cage induction motor speed control based on stator flux 
orientation by using the proposed decoupling stator voltage 
scheme. 
II. IM MODEL AND DRIVE OPERATING PRINCIPLE 
To simulate the three-phase squirrel cage induction motor 
control, the dynamic model of induction motor is needed. The 
fundamental behavior of squirrel cage induction motor is 
usually based on a set of dynamical equations that can be 
expressed in different reference frame. In this section, the 
induction machine model is defined by the stator currents and 
stator flux as state variables in the stationary α-β reference 
frame. The dynamic model that is used in this paper is same as 
in [4]. The following is the dynamic model of three phase 
squirrel cage induction motor: 
 
݀݅ఈ௦
݀ݐ = (ܴ௦ܮ௦݅ఈ௦ − ௣ܰ߱௥ܮ௠
ଶ݅ఉ௦ − ܴ௥ܮ௠݅ఈ௥
− ௣ܰ߱௥ܮ௥ܮ௠݅ఉ௥ − ܮ௥ݑఈ௦)ܭ 
(1) 
݀݅ఉ௦
݀ݐ = ( ௣ܰ߱௥ܮ௠
ଶ݅ఈ௦ − ܴ௦ܮ௥݅ఉ௦ − ௣ܰ߱௥ܮ௥ܮ௠݅ఈ௥
− ܴ௥ܮ௠݅ఉ௥ − ܮ௥ݑఉ௦)ܭ 
(2) 
݀݅ఈ௥
݀ݐ = −(ܴ௦ܮ௠݅ఈ௦ − ௣ܰ߱௥ܮ௦ܮ௠݅ఉ௦ − ܴ௥ܮ௦݅ఈ௥
− ௣ܰ߱௥ܮ௦ܮ௥݅ఉ௥ − ܮ௠ݑఈ௦)ܭ 
(3) 
݀݅ఉ௥
݀ݐ = −( ௣ܰ߱௥ܮ௦ܮ௠݅ఈ௦ − ܴ௦ܮ௠݅ఉ௦ − ௣ܰ߱௥ܮ௦ܮ௥݅ఈ௥
− ܴ௥ܮ௦݅ఉ௥ − ܮ௠ݑఉ௦)ܭ 
(4) 
ܭ = 1ܮ௠ଶ − ܮ௦ܮ௥
 
(5) 
 
Where: 
ݑఈ௦, ݑఉ௦ = Stator voltages α-β in stationary 
reference frame (Volt) 
݅ఈ௦, ݅ఉ௦ = Stator currents α-β in stationary 
reference frame (Volt) 
ܴ௦ = Stator resistance (Ohm) 
ܴ௥ = Rotor resistance (Ohm) 
ܮ௦ = Stator inductance (Henry) 
ܮ௥ = Rotor inductance (Henry) 
ܮ௠ = Mutual inductance (Henry) 
߱௥ = Rotor angle speed (rad/s) 
௣ܰ = Number of pole pair 
Figure 1 below shows the three-phase squirrel cage induction 
motor speed control based on stator field orientation block 
diagram with the proposed control algorithm. 
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Figure 1 The three phase squirrel cage induction motor speed control based on stator field orientation block diagram 
 
 
The algorithm inputs are reference rotor speed ߱௥∗and stator 
magnetizing current ݅௠௦∗. Main control loop consists of the 
speed IP regulator, the magnetizing current PI regulator, and the 
current controllers. The feedback signals of stator magnetizing 
current ଓ̂௠௦ and rotor speed ߱௥, needed for closed-loop control 
are provided by stator flux model and rotor speed sensor, 
respectively. The stator flux model utilizes the stator currents ܫ௦ 
and voltages ௦ܷ as the input variables. Decoupling scheme that 
is proposed in this paper is described later. 
III. IMPROVED DECOUPLING SCHEME AND STATOR FLUX 
MODEL 
A. Improved Decoupling Scheme 
Decoupling scheme is a very important part of stator field 
oriented control. By using an appropriate decoupling scheme, 
the torque component and flux component can be separated and 
controlled respectively. In modelling the decoupling equation 
of induction motor stator voltage, it can be started from the 
equation of rotor voltage as in the following equation (6) 
ݑത௥ట௦ = ܴ௥ଓ௥̅ట௦ ൅ ܮ௥
݀ଓ௥̅ట௦
݀ݐ ൅ ܮ௠
݀ଓ௦̅ట௦
݀ݐ ൅ ݆(߱௠௦
− ߱௥)(	ܮ௥ଓ௥̅ట௦ ൅ ܮ௠	ଓ௦̅ట௦) 
(6) 
In equation (6) there is still a rotor current component, where 
the component mus be eliminated by substituting equation (18) 
into equation (6), and by assuming the rotor coil of the squirrel 
cage type is a short circuit then ݑത௥ట௦ = 0, then a new rotor 
voltage equation is obtain as follows. 
0 = ܴ௥ ൤|ଓ௠̅௦| −
ܮ௦ଓ௦̅ట௦
ܮ௠ ൨ ൅ ܮ௥
݀|ଓ௠̅௦|
݀ݐ − ቆ
ܮᇱ௦ܮ௥
ܮ௠ ቇ
݀ଓ௦̅ట௦
݀ݐ
൅ ݆߱௦௟ ቈܮ௥|ଓ௠̅௦| − ቆ
ܮᇱ௦ܮ௥
ܮ௠ ቇ ଓ௦̅ట௦቉ 
(7) 
Then, it is necessary to separate the real and imaginary 
components from equation (7) to obtain the equation (8) and (9) 
as follows 
ܮ௠
ܮᇱ௦
݀|ଓ௠̅௦|
݀ݐ ൅
ܮ௠
ܮ௦ܶᇱ௥ |ଓ௠̅௦| =
݀݅௦௫
݀ݐ ൅
݅௦௫
ܶᇱ௥ − ߱௦௟݅௦௬ 
(8) 
  
߱௦௟ ቆ
ܮ௠|ଓ௠̅௦|
ܮᇱ௦ − ݅௦௫ቇ =
݀݅௦௬
݀ݐ ൅
݅௦௬
ܶᇱ௥ 
(9) 
To obtain the stator voltage equation in the x and y axes it is 
necessary to substitute equations (22) and (10) into equations 
(8) and (9) 
|݅௠௦| =
ܴ௦
߱௠௦ܮ௠ ൬
ݑ௦௬
ܴ௦ − ݅௦௬൰ 
(10) 
The three phase squirrel cage induction motor stator voltage 
equation in the x and y axesarepresented by the following 
equations (11) and (12) 
ݑ௦௫ = ܮ′௦
݀݅௦௫
݀ݐ ൅ ቆ
ܮ′௦
ܶ′௥ ൅ ܴ௦ቇ ݅௦௫ − ൬߱௦௟ −
ܴ௦
߱௠௦ܮ௦ܶᇱ௥൰ ܮ
ᇱ௦݅௦௬
− ܮ′௦߱௠௦ܮ௦ܶ′௥ ݑ௦௬ 
(11) 
  
ݑ௦௬ =
ܮ′௦߱௠௦
߱௦௟
݀݅௦௬
݀ݐ ൅ ቆܴ௦ ൅
ܮ′௦߱௠௦
߱௦௟ܶ′௥ ቇ ݅௦௬ ൅ ܮ′௦߱௠௦݅௦௫ 
(12) 
In equations (11) and (12), it can be seen that there is coupling 
between the x and y components that can cause nonlinearity. 
Therefore, we can obtain the stator voltage decoupling equation 
as in the following equations (13) and (14) 
ݑௗ௫ =
ܮ′௦
߱௠௦ܮ௦ܶ′௥ ݑ௦௬ ൅ ൬߱௦௟ −
ܴ௦
߱௠௦ܮ௦ܶᇱ௥൰ ܮ
ᇱ௦݅௦௬  
(13) 
  
ݑௗ௬ = −߱௠௦ܮ′௦݅௦௫ (14) 
The given stator voltage must satisfy the following equations 
(15) and (16) 
ݑ௫∗ = ݑ௦௫ ൅ ݑௗ௫  (15) 
  
ݑ௬∗ = ݑ௦௬ ൅ ݑௗ௬ (16) 
Figure 2 below is the decoupling scheme proposed in this paper. 
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Figure 2 The improved decoupling scheme of three phase squirrel cage 
induction motor stator voltage 
B. Stator Flux Model 
Stator flux model is one of the important parts of stator field 
oriented control of induction motor. By using the appropriate 
stator flux model, the calculation results of the parameters 
required in the control objective will be more accurate and 
precise. In an attempt to model the statof flux model of three-
phase squirrel cage induction motor, it can be started from the 
three phase squirrel cage induction motor stator voltage as in 
the following equation (17) 
ݑത௦ట௦ = ܴ௦ଓ௦̅ట௦ ൅ ܮ௦
݀ଓ௦̅ట௦
݀ݐ ൅ ܮ௠
݀ଓ௥̅ట௦
݀ݐ ൅ ݆߱௠௦ܮ௦ଓ௦̅ట௦
൅ ݆߱௠௦ܮ௠ଓ௥̅ట௦ 
(17) 
In equation (17), there is still a rotor current component. As it 
is known that in the three phase squirrel cage induction motor, 
rotor current component is very difficult to obtain. Therefore, 
the rotor current component of the equation (17) must be 
eliminated by substituting the rotor current equation shown in 
equation (18) 
ଓ௥̅ట௦ = |ଓ௠̅௦| −
ܮ௦ଓ௦̅ట௦
ܮ௠ 	 
(18) 
Substituting equation (18) into equation (17), equation (19) is 
obtained as the stator voltage equation of the three phase 
squirrel cage induction motor in which no rotor current 
component is present. 
ݑത௦ట௦ = ܴ௦ଓ௦̅ట௦ ൅ ܮ௠
݀|ଓ௠̅௦|
݀ݐ ൅ ݆߱௠௦ܮ௠|ଓ௠̅௦| 
(19) 
Then, simplify equation (19) to its real and imaginary 
component and make it in the x-y stator current equation as in 
the following (20) and (21) equations. 
݅௦௫ =
ݑ௦௫
ܴ௦ −
ܮ௠
ܴ௦
݀|ଓ௠̅௦|
݀ݐ  
(20) 
  
݅௦௬ =
ݑ௦௬
ܴ௦ − ߱௠௦ܮ௠
|ଓ௠̅௦|
ܴ௦  
(21) 
To obtain the equation of stator flux model, equation (20) and 
(21) must be processed to obtain the stator flux model as 
follows. 
݀|݅௠௦|
݀ݐ =
ݑ௦௫
ܮ௠ −
ܴ௦
ܮ௠ ݅௦௫ 
(22) 
  
߱௠௦ =
1
ܮ௠|݅௠௦| ൫ݑ௦௬ − ܴ௦݅௦௬൯ 
(23) 
  
߰௦ = ܮ௠݅௠௦ (24) 
  
ߠ௘ = න߱௠௦	݀ݐ (25) 
Equations (22) – (25) are the basic equations of stator flux 
model which are used to calculate the parameters of the three 
phase squirrel cage induction motor used for control. The 
representation of  the stator flux model in a block diagram can 
be made from equations (22) – (25). Figure 3 below shows a 
diagram of the stator flux model of three phase squirrel cage 
induction motor that is used in this research. 
 
Figure 3 Stator flux model of three pase squirrel cage induction motor 
IV. SIMULATION RESULT 
The proposed simulation of three phase squirrel cage 
induction motor in this paper is simulated by C-MEX S-
Function block diagram in MATLAB Simulink. The simulation 
was run for 10 seconds. Figure 4 below is the simulation block 
diagram in MATLAB Simulink. 
 
Figure 4 CMEX S-Function Simulation Diagram in MATLAB Simulink 
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 The test was done within two condition testing. For the first 
segment, system was tested by stating the load torque as 0 Nm, 
the stator magnetizing current as 1.45 A and the rotor speed as 
120 rad/s. This is shown as a no load testing. The second 
segment was tested by stating the load torque as 5 Nm after 5 
seconds of the simulation, the stator magnetizing current as 1.45 
A and the rotor speed as 120 rad/s. This is shown as load testing. 
The parameter and rating of a three-phase induction motor 
that is used in this simulation shown in the table below 
Table 1 Induction Motor Parameters and Ratings 
Vrated 220 V Rr 1.7979 Ω 
Irated 5.1 A Ls 0.4633 H 
Nrated 1433 rpm Lr 0.4633 H 
Rs 2.4057 Ω Lm 0.4531 H 
 
A. No Load Testing 
Figure 5, 6, 7, and 8 showed the rotor speed, stator 
magnetizing current, stator voltage of three phase induction 
motor during the no load testing. Based on figure 5, the 
response of the rotor speed is critically-damped by settling time 
of 2 seconds and the steady-state error is 0.083%. Figure 6 
showed the response of stator magnetizing current that is 
successfully controlled by the controller. The response is 
fluctuated in the range of 1.45 A. Figure 7 showed the response 
of stator voltage (control signal) during the no load test. The 
amplitudo of control signal is 130 Volt. Figure 8 showed the 
response of stator current during the no load testing. The 
amplitudo of stator current in steady-state condition is 2 A, still 
below the maximum current allowed. 
 
Figure 5Rotor speed response in no load testing 
 
Figure 6 Stator magnetizing current response in no load testing 
 
Figure 7 Stator voltage (control signal) response in no load testing 
 
Figure 8 Stator current response in no load testing 
B. Load Testing 
Figure 9, 10, 11, and 12 showed the rotor speed, stator 
magnetizing current, and stator voltage of three phase induction 
motor during load testing. Based on figure 9, the response of 
the rotor speed is critically-damped by settling time of 2 
seconds, and when the load torque was changed from 0 to 5 Nm 
after 5 seconds of simulation, the rotor speed decreased but the 
controller can handle the load torque and the rotor speed 
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increased back to 120 rad/s.Figure 10 showed that the response 
of stator magnetizing current in the load testing is same as in 
the no load testing. Figure 11 showed the response of control 
signal (stator voltage) during the load testing. The amplitudo of 
control signal increased from 130 Volt to 150 Volt after the load 
torque was applied to the system. Figure 12 showed the 
response of stator current during load testing. The amplitudo of 
stator current increased from 2 A to 4 A after the load torque 
was applied to the system. 
 
Figure 9 Rotor speed response in load testing 
 
Figure 10 Stator magnetizing current response in load testing 
 
Figure 11 Stator voltage (control signal) response in load testing 
 
Figure 12 Stator current response in load testing 
V. CONCLUSION 
The result of the simulation indicates that this stator flux 
oriented control with improved stator voltage decoupling 
scheme is capable to control both speed of the rotor angle and 
stator magnetization current successfully. The angle velocity of 
120 rad/s achieved by settling time 2 seconds in critically-
damped response and steady-state error 0.083%. The controller 
can overcome the external disturbance in the form of load 
torque of 5 Nm which has been simulated in this paper.The 
proposed stator voltage decoupling scheme which are used in 
this simulation is correct and also become one of success factor 
of this control method. 
ACKNOWLEDGMENT 
This research is funded by Universitas Indonesia research 
grant of the Publikasi Internasional Terindeks untuk Tugas 
Akhir Mahasiswa UI (PITTA) 2018 Nomor: 
2439/UN2.R3.1/HKP.05.00/2018 
REFERENCES 
 
[1] M. Baishan and J. Feng, "Study on Stator Flux Oriented 
Sensorless Induction Motor Control System," IEEE, pp. 
758-762, 2014.  
[2] S. Lee, G. Park and M. Jung, "Sensorless Stator Flux 
Oriented Control of Induction Motors using PLPF with 
Flux Error Compensator," IEEE, 2014.  
[3] V. Staudt and A. Steimel, "Stator-Flux-Oriented Control 
for Traction Drives," IEEE, pp. 779-786, 2015.  
[4] F. Yusivar dan S. Wakao, “Minimum Requirements of 
Motor Vector Control Modeling and Simulation Utilizing 
C MEX S-function in MATLAB/SIMULINK,” IEEE, 
2001.  
[5] J. Cherian and J. Mathew, "Parameter Independent 
Sensorless Vector Control of Induction Motor," IEEE, 
2012.  
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
235
Sensorless PMSM Control using Fifth Order EKF  
in Electric Vehicle Application 
Nanda Avianto Wicaksono  
Electrical Engineering, 
Universitas Indonesia 
Kampus UI Depok 16424, West Java, 
Indonesia 
nanda.avianto@esdm.go.id 
Bernadeta Wuri Harini 
Electrical Engineering, 
Universitas Indonesia 
Kampus UI Depok 16424, West Java, 
Indonesia 
wuribernard@usd.ac.id 
Feri Yusivar 
Electrical Engineering, 
Universitas Indonesia 
Kampus UI Depok 16424, West Java, 
Indonesia 
yusivar@yahoo.com 
 
Abstract—This paper is intended to design a controller and 
an observer of a sensorless PMSM (permanent magnet 
synchronous motor) in electric vehicle application. The 
controller uses the field orientation control (FOC) method and 
the observer type is the fifth order extended Kalman filter 
(EKF). The designed controller and observer are tested by 
varying the elevation angle of the route that is several times 
abruptly changed. The simulation result shows that the 
designed controller and observer can respond to the elevation 
angles given.  
Keywords—Sensorless PMSM, FOC, EKF, electric vehicle, 
elevation angle, torque load 
 
I. INTRODUCTION  
The development and utilization of electric vehicles are 
getting higher along with the increasing awareness of the  
environmental friendly energy. Consumer users need electric 
vehicles that can not only be used in the city, but can also be 
used in the rural and country side. In the rural and country 
side, one challenge encountered is the ascending route. The 
elevation angle in the rural and country side is higher than 
those in the city. The elevation angle in the rural and country 
side also changes abruptly. Therefore, it takes an electric 
vehicle that is able to respond to different types of elevation 
angles. 
The elevation angle of an ascending route affects the 
torque load that is handled by the motor. In combustion 
vehicle application, the relation between the elevation angle 
and the torque load was developed by Kamalakkannan [1]. 
This model can be used in developing the mechanical part of 
the electric vehicle model. 
The motor used is the sensorless PMSM that is equipped 
with neither the sensor of the rotational speed of the rotor nor 
the sensor of the rotor/electric angle position [2]. One of 
them is needed to run PMSM. To obtain the rotational speed 
of the rotor or the rotor angle position, an EKF observer is 
used in this design. 
The EKF was used in many applications that use 
sensorless PMSM. The EKF for sensorless PMSM was 
developed by Zheng et.al [3], Termizi et.al [4], and Walambe 
et.al [5]. They developed the fourth order EKF that is able to 
estimate stator currents in dq-axis, rotational speed of rotor, 
and electric angle position. The fourth order EKF did not 
estimate torque load. If the torque load changed abruptly, the 
fourth order EKF could not estimate the rotation speed of 
rotor and the electric angle position accurately, but it could if 
the torque load is relatively or slightly constant. Without 
rotation speed of rotor and electric angle position, field 
orientation control (FOC) algorithm could not control 
PMSM. The developed fourth order EKF was only tested by 
using one shot of torque load in short term of many seconds. 
It did not ensure the controller and the observer could work 
in long term continuously. 
In order to respond to the elevation angle of the route that 
changes abruptly, this paper will develop the fifth order EKF.  
The fifth order EKF is able to estimate stator currents in dq-
axis, rotation speed of rotor, electric angle position, and 
torque load.  
The controller and the fifth order EKF is also tested by 
varying the elevation angle of the route in long term of 
several hundred seconds. The elevation angle of the route 
given is several times changed abruptly. 
II. ELECTRIC VEHICLE MODEL 
The electric vehicle model consists of four parts, i.e. the 
mechanical part, the PMSM part, the controller part, and the 
fifth order EKF. The block diagram of the electric vehicle 
model is shown in Fig. 1. 
 
Fig. 1. The electric vehicle model block diagram 
A. Mechanical 
In an ascending route, there are four forces that work, i.e. 
inertia force, gradient force, rolling resistance force, and  
aerodynamic drag force (see Fig. 2)[1].  
The inertia force is a force that works when the vehicle 
accelerates or decelerates. The inertia force is expressed by  
௜݂ = ݉௩ܽ௩ = ݉௩ݎ௪ߙ௪ (1) 
where ௜݂  is the inertia force,	݉௩ is the mass of the vehicle, ܽ௩  is the vehicle acceleration/deceleration in translation 
movement, 	r୵  is the wheel radius, and ߙ௪ is the wheel 
acceleration/deceleration in rotational movement. 
The gradient force is a force that works while the vehicle 
is on an inclined plane. The gradient force is expressed by 
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௚݂ = ݉௩݃ sin ߜ (2) 
where ௚݂ is the gradient force, m୴ is the mass of the vehicle, 
	g  is the gravity acceleration, and ߜ  is the elevation angle of 
the inclined plane. 
 
Fig. 2. The electric vehicle on an inclined plane 
The rolling resistance force is a friction force between the 
wheels and the road. The rolling resistance force is expressed 
by 
௙݂ = ܿ௥݉௩݃ cos ߜ (3) 
where ௙݂  is the rolling resistance force, ܿ௥  is the friction 
coefficient between wheel and road, 	m୴ is the mass of the 
vehicle, 	g is the gravity acceleration, and δ is the elevation 
angle of the inclined plane. 
The aerodynamic drag force is a force that works when 
the vehicle is moving with respect to the surrounding air. The 
aerodynamic drag force is expressed by 
௔݂ = 0.5	ߩ௔ܿௗܣ௙ሺݒ௩ + ݒ௔ሻଶ (4) 
where ௔݂  is the aerodynamic drag force, ߩ௔  is the mass 
density of air, ܿௗ is the drag coefficient of air, ܣ௙ is the front 
area of the vehicle, ݒ௩ is the vehicle velocity, and ݒ௔ is the 
air velocity. 
By considering the four forces, the total torque load of 
the wheel is expressed by 
௪ܶ = ݎ௪൫ ௜݂ + ௚݂ + ௙݂ + ௔݂൯ (5) 
where ௪ܶ is the total torque load of the wheel and r୵ is the 
wheel radius. 
The wheel and the motor are connected by a gear. The 
gear is the mechanical part that is used to change the speed 
and the torque between the wheel and the motor. The relation 
speeds between the wheel and the motor is expressed by  
߱௪ =
߱௠
݊௚  (6) 
where ߱௪  is the rotational speed of the wheel, ߱௠  is the 
rotational speed of the motor, and n୥ is the gear ratio. 
The relation torques between the wheel and the motor is 
expressed by  
௪ܶ
ߟ݊௚ = ௠ܶ (7) 
where ௪ܶ is the torque of the wheel, ௠ܶ is the torque of the 
motor, ݊௚ is the gear ratio, and ߟ is the efficiency coefficient 
of gear. 
In rotational movement, the relation between rotational 
acceleration and torque is are expressed by 
ܬ௠
݀߱௠
݀ݐ = ௘ܶ − ܤ௠߱௠ − ௠ܶ଴ − ௠ܶ (8) 
where ܬ௠ is the moment inertia of the motor rotor, ߱௠ is the 
rotational speed of the motor, ܤ௠ is the friction of the motor, 
௠ܶ଴ is the initial torque of the motor, and ௠ܶ   is the total 
torque load of the motor. 
By substitution (1)-(7) to (8) obtains the relation between 
rotational speed and the torque load of the motor is expressed 
by 
ቆܬ௠ +
ݎ௪ଶ݉௩
ߟ݊௚ଶ ቇ
݀߱௠
݀ݐ
= ௘ܶ − ܤ௠߱௠ − ௠ܶ଴
− ݎ௪ߟ݊௚ ൫ ௚݂ + ௙݂ + ௔݂൯ 
(9) 
B. PMSM 
In this paper, the electrical model of PMSM is expressed 
by [2] 
݀݅ௗ
݀ݐ =
−ܴ௦݅ௗ
ܮௗ +
ܰ߱௠ܮ௤݅௤
ܮௗ +
ݒௗ
ܮௗ (10) ݀݅௤
݀ݐ =
−ܴ௦݅ௗ
ܮ௤ −
ܰ߱௠ܮௗ݅ௗ
ܮ௤ −
ܰ߱௠߰
ܮ௤ +
ݒ௤
ܮ௤  (11) 
௘ܶ = ܰ߰݅௤ + ܰܮௗ݅ௗ݅௤ − ܰܮ௤݅௤݅ௗ (12) 
݀ߠ
݀ݐ = ܰ߱௠ (13)
where ݅ௗ is the stator current in d-axis, ݅௤  is the stator current 
in q-axis, ݒௗ  is the stator voltage in d-axis, ݒ௤  is the stator 
voltage in q-axis, ௘ܶ is the electric torque that is generated by 
the PMSM, ߱௠ is the rotational speed of the motor, is the 
electric angle position, ܰ is number of pole pairs, ܴ௦ is the 
stator resistance, ܮௗ  is the inductance in d-axis, ܮ௤  is the 
inductance in q-axis, and ߰   is the magnetic flux of the 
PMSM. The PMSM block diagram is shown in Fig.3. 
Fig. 3. The PMSM block diagram  
C. Controller 
The controller part is composed of speed controller, 
linear current controllers, and nonlinear decoupling 
references calculation [3]. The controller block diagram is 
shown in Fig.4. 
 
Fig. 4. The controller block diagram 
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The speed controller uses PI controller. It is expressed by 
݅௤௥௘௙ = ܭ௣௪൫߱௠௥௘௙ − ߱௠௘௦௧൯
+ ܭ௜௪ න ൫߱௠௥௘௙ − ߱௠௘௦௧൯݀ݐ
௧
଴
 
(14) 
where i୯୰ୣ୤ is the reference value of the stator current in q-
axis,  	ω୫୰ୣ୤ is the reference value of the rotational speed of 
the motor, ߱௠௘௦௧  is the estimated value of the rotational 
speed of the motor. 
The controller sends the stator voltage references to 
PMSM. The stator voltage references contained the linear 
references and the nonlinear references. The linear references 
are adjusted by two PI controllers that are expressed by 
ݑௗ = ܭ௣௜ௗ൫݅ௗ௥௘௙ − ݅ௗ൯ + ܭ௜௜ௗ න ൫݅ௗ௥௘௙ − ݅ௗ൯݀ݐ
௧
଴
 (15) 
ݑ௤ = ܭ௣௜௤൫݅௤௥௘௙ − ݅௤൯ + ܭ௜௜௤ න ൫݅௤௥௘௙ − ݅௤൯݀ݐ
௧
଴
 (16) 
where uୢ is the linear stator voltage references in d-axis, and ݑ௤ is the linear stator voltage references in q-axis, ݅ௗ௥௘௙  is the 
reference value of the stator current in d-axis ݅௤௥௘௙ is the 
reference value of the stator current in q-axis, 	iୢ is the actual 
value of the stator current in d-axis, and  i୯ is the actual value 
of the stator current in q-axis. On the other hand, the 
nonlinear stator voltage references is to consider coupling 
mechanism in the PMSM.  
The total of the stator voltage references are adjusted by 
two low pass filters and decoupling equations that are 
expressed by 
݀݅ௗ௟
݀ݐ =
1
ௗܶ
൫݅ௗ௥௘௙ − ݅ௗ௟൯ (17) 
݀݅௤௟
݀ݐ =
1
ௗܶ
൫݅௤௥௘௙ − ݅௤௟൯ (18) 
ݒௗ = ݑௗ − ܰ߱௠௘௦௧ܮ௤݅௤௟ (19) 
ݒ௤ = ݑ௤ − ܰ߱௠௘௦௧ܮௗ݅ௗ௟ − ܰ߱௠௘௦௧߰ (20) 
where ݅ௗ௟  is the low pass filter output of the stator current in 
d-axis, ݅௤௟is the low pass filter output of the stator current in 
q-axis, ݒௗ  is the total of the stator voltage references in d-
axis, ݒ௤  is the total of the stator voltage references in q-axis, 
ݑௗ is the linear stator voltage references controller in d-axis,  ݑ௤ is the linear stator voltage references in q-axis, ߱௠௘௦௧  is 
the estimated value of the rotational speed of the motor, 	N  
is number of pole pairs, 	Lୢ is the inductance in d-axis, ܮ௤ is 
the inductance in q-axis, and ߰ is the magnetic flux of the 
PMSM. 
D. EKF 
 In this research, the fifth order EKF is designed to 
estimate the stator currents in dq-axis, the rotation speed of 
motor, the electric angle position, and the torque load. 
 x୩ = ሾiୢ i୯ ω୫ θ T୐ሿ୘ (21) 
In designing the fifth order EKF, the PMSM model that 
is used is expressed by 
݀݅ௗ
݀ݐ = −
ܴ௦݅ௗ
ܮௗ +
ܰ߱௠ܮ௤݅௤
ܮௗ +
ݒௗ
ܮௗ  (10) ݀݅௤
݀ݐ = −
ܴ௦݅௤
ܮ௤ −
ܰ߱௠ܮௗ݅ௗ
ܮ௤ −
ܰ߱௠߰
ܮ௤ +
ݒ௤
ܮ௤  (11) 
݀߱௠
݀ݐ =
ܰ߰݅௤
ܬ௠ +
ܰܮௗ݅ௗ݅௤
ܬ௠ −
ܰܮ௤݅௤݅ௗ
ܬ௠ −
௅ܶ
ܬ௠ (22) ݀ߠ
݀ݐ = ܰ߱௠ (13) 
There are five calculation steps in the algorithm EKF. 
The five calculation steps are [4,5] 
࢞௞௙ = ࢌሺ࢞௞ିଵ௘ ሻ (23) 
ࡼ௞௙ = ࡶ௙ሺ࢞௞ିଵ௘ ሻࡼ௞ିଵ ቀࡶ௙ሺ࢞௞ିଵ௘ ሻቁ
் + ࡽ௞ିଵ (24) 
ࡷ௞ = ࡼ௞௙ ቀࡶ௛൫࢞௞௙൯ቁ
் ൬ࡶ௛൫࢞௞௙൯ࡼ௞௙ ቀࡶ௛൫࢞௞௙൯ቁ
்
+ ࡾ௞൰
ିଵ
 
(25) 
࢞௞௘ = ࢞௞௙ + ࡷ௞ ቀࢠ௞ − ࢎ൫࢞௞௙൯ቁ (26) 
ࡼ௞ = ቀࡵ − ࡷ௞ࡶ௛൫࢞௞௙൯ቁࡼ௞௙  (27) 
III. IMPLEMENTATION AND TEST SCENARIOS 
The mathematic model of the electric vehicle is written 
in the C MEX and simulated by using Matlab/Simulink. The 
realization of the electric vehicle model is shown in Fig. 5. 
The parameters of PMSM and mechanical part are listed in 
Table I and II [6]. 
TABLE I.  PMSM PARAMETERS 
Parameters Quantities Unit 
N 4 pole pairs 
߰ 0.08975 V.s/rad 
ܮௗ  0.202 mH 
ܮ௤  0.29 mH 
ܴ௦ 8.669 mΩ 
ܬ௠ 0.01 kg.m2 
TABLE II.  MECHANICAL PARAMETERS 
Parameters Quantities Unit 
ܿ௥ 0.014 [-] 
݃ 9.81 m.s-2 
ߩ௔ 1.2041 kg.m-3 
ܿௗ  0.31 [-] 
ܣ௙  2.11 m2 
ݎ௪  0.2933 m 
ߟ 0.96 [-] 
݊௚ 12.5 [-] 
݉௩  900 kg 
ݒ௔  2 m.s-1 
The electric vehicle model is tested by two test scenarios. 
Each scenario of the system is done by varying the elevation 
angle of the route. The first test scenario represents the 
elevation angle up and down gradually and the second test 
scenario gives the abrupt changes of the elevation angle of 
the route. 
In the first scenario, the elevation angle given are 0 deg. 
between 0-50 sec., then 5 deg. between 50-80 sec. and 10 
deg. between 80-110 sec., then 15 deg. between 110-140 sec. 
and 20 deg. between 140-170 sec., then 25 deg. between 170-
200 sec. After that, the elevation angle given was 20 deg. 
between 200-230 sec., then 15 deg. between 230-260 sec. 
and 10 deg. between 260-290 sec., then 5 deg. between 290-
320 sec. and back to 0 deg. between 320-350 sec.(see Fig. 6).
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Fig. 5. The implementation of the electric vehicle in Simulink/Matlab  
 
In the second scenario, the elevation angle given are 0 
deg. between 0-50 sec., then 22 deg. between 50-80 sec. and 
back to 0 deg. between 80-110 sec., then 22 deg. between 
110-140 sec. and back to 0 deg. between 140-170 sec., then 
22 deg. between 170-200 sec, and back to 0 deg. between 
170-200 sec., then 22 deg. between 200-230 sec, and back to 
0 deg. between 230-250 sec. (see Fig. 7). 
In both scenarios, the rotational speed of the motor is 
kept constantly in 200 rad/s as shown in Fig. 8. 
 
Fig. 6. The elevation angle (δ) in (deg) in the first test scenario 
 
Fig. 7. The elevation angle (δ) in (deg) in the second test scenario  
 
Fig. 8. The speed motor reference 
IV. RESULT AND DISCUSS 
The simulation shows that the controller and the fifth 
order EKF are able to regulate the actual value and the 
estimated value of the rotational speed of the motor that are 
close to this reference value.  
The additional elevation angle results in the actual value 
and the estimated value of the rotational speed decrease in 
the beginning then follow this reference value. On the other 
hand, the decrease of the elevation angle results in the actual 
value and the estimated value of the rotational speed increase 
in the beginning then follow this reference value (see Fig. 9-
12).  
Fig. 9 and 10 show that the response of the controller and 
the fifth order EKF in the first test scenario. Fig. 11 and 12 
show that the response of the controller and the fifth order 
EKF in the second test scenario. These results show that the 
controller and the fifth order EKF can respond to the changes 
given. 
Fig. 10 and 12 show the magnitude changes of the 
elevation angle influences the over-shoot transient of the 
actual value and the estimated value of the rotational speed. 
The 10 deg. magnitude changes influences the over-shoot 
transient of 15 rad/s (see Fig. 10). The 22 deg. magnitude 
changes influences the over-shoot transient up to 33 rad/s 
(see Fig. 12).  
 
Fig. 9. The reference value (blue), the actual value (red), the estimated 
value (green) of the rotational speed of the motor in the first test scenario 
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Fig. 10. Zooming the reference value (blue), the actual value (red), the 
estimated value (green) of the rotational speed of the motor in the first test 
scenario  
 
Fig. 11. The reference value (blue), the actual value (red), the estimated 
value (green) of the rotational speed of the motor in the second test scenario 
 
Fig. 12.  Zooming the reference value (blue), the actual value (red), the 
estimated value (green) of the rotational speed of the motor in the second 
test scenario 
Fig. 13 shows the comparison of the actual value (green) 
and the estimated value (blue) of the electrical angle 
position in the first test scenario. This result shows the fifth 
order EKF designed is able to estimate the electric angle 
position that close to the actual value.  
 
Fig. 13. Comparison of the actual value (green) and the estimated value 
(blue) of the electrical angle position in the first test scenario 
 
Fig. 14 and 15 show the response of the motor current. 
The response of the motor current in q-axis follows the 
changes of the elevation angle. On the other hand, the 
response of the motor current in d-axis is influenced by 
nonlinear coupling in PMSM. These results also show the 
controller and the fifth order EKF can work in the changes 
given. 
Fig. 16 and 17 show the torque load in the mechanical 
part and the estimated value of the torque load in the fifth 
order EKF part. The torque load in the mechanical part is 
represented by green line, and the estimated value of the 
torque load in the fifth order EKF part is represented by blue 
line. Both of the torques are able to respond to the changes of 
the elevation angle that is given in both test scenarios 
 
Fig. 14. Motor currents in the first test scenario (id blue, iq green) 
 
Fig. 15. Motor currents in the second test scenario (id blue, iq green) 
 
Fig. 16. The estimated value of the torque load in the fifth order EKF part 
(blue) and the torque load of the mechanical part (green) in the first test 
scenario 
 
Fig. 17. The estimated value of the torque load in the fifth order EKF part 
(blue) and the torque load of the mechanical part (green) in the second test 
scenario 
The difference between the torque load in the mechanical 
part and the estimated value of the torque load in the EKF 
part  is cause by the differences in the definition. The torque 
load of the mechanical part is expressed by (29).  
ቆܬ௠ +
ݎ௪ଶ݉௩
ߟ݊௚ଶ ቇ
݀߱௠
݀ݐ
= ௘ܶ − ܤ௠߱௠ − ௠ܶ଴ − ௅ܶି௠௘௖௛
(28) 
௅ܶି௠௘௖௛ =
ݎ௪
ߟ݊௚ ൫ ௚݂ + ௙݂ + ௔݂൯ (29) 
The estimated value of the torque load in the fifth order EKF 
part is expressed by (31). The result shows the fifth order 
EKF designed for the PMSM can be used in the electric 
vehicle model, without changing the model structure of the 
observer. 
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ܬ௠
݀߱௠
݀ݐ = ௘ܶ − ௅ܶିா௄ி  (30) 
௅ܶିா௄ி = ܤ௠߱௠ + ௠ܶ଴ +
ݎ௪ଶ݉௩
ߟ݊௚ଶ
݀߱௠
݀ݐ
+ ݎ௪ߟ݊௚ ൫ ௚݂ + ௙݂ + ௔݂൯ 
(31) 
V. CONCLUSION 
The controller and the fifth order EKF designed are able 
to regulate the actual value and the estimated value of the 
rotational speed of the motor in accordance with the 
reference value. The fifth order EKF is able to estimate the 
stator currents in dq-axis, the rotation speed of rotor, the 
electric angle position, and the torque load accurately 
although the elevation angle of route was changed several 
times. The result shows the fifth order EKF designed for the 
PMSM can be used in the electric vehicle model, without 
changing the model structure of the observer. 
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APPENDIX 
࢞௞ = ሾ݅ௗ ݅௤ ߱௠ ߠ ௅ܶሿ் (A1) 
ଵ݂ = ݅ௗ −
ܴ௦݅ௗΔݐ
ܮௗ +
ܰ߱௠ܮ௤݅௤Δݐ
ܮௗ +
ݒௗΔݐ
ܮௗ  (A2) 
ଶ݂ = ݅௤ −
ܴ௦݅௤Δݐ
ܮ௤ −
ܰ߱௠ܮௗ݅ௗΔݐ
ܮ௤ −
ܰ߱௠߰Δݐ
ܮ௤
+ ݒ௤Δݐܮ௤  
(A3) 
ଷ݂ = ߱௠ +
ܰ߰݅௤Δݐ
ܬ௠ +
ܰܮௗ݅ௗ݅௤Δݐ
ܬ௠ −
ܰܮ௤݅௤݅ௗΔݐ
ܬ௠
− ௅ܶΔݐܬ௠  
(A4) 
ସ݂ = ߠ + ܰ߱௠Δݐ (A5) 
ହ݂ = ௅ܶ (A6) 
ࡶ௙ =
ۏ
ێێ
ێێ
ۍܬ௙ଵଵ ܬ௙ଵଶ ܬ௙ଵଷ ܬ௙ଵସ ܬ௙ଵହܬ௙ଶଵ ܬ௙ଶଶ ܬ௙ଶଷ ܬ௙ଶସ ܬ௙ଶହ
ܬ௙ଷଵ ܬ௙ଷଶ ܬ௙ଷଷ ܬ௙ଷସ ܬ௙ଷହ
ܬ௙ସଵ ܬ௙ସଶ ܬ௙ସଷ ܬ௙ସସ ܬ௙ସହ
ܬ௙ହଵ ܬ௙ହଶ ܬ௙ହଷ ܬ௙ହସ ܬ௙ହହے
ۑۑ
ۑۑ
ې
 (A7) 
ܬ௙ଵଵ = 1 −
ܴ௦Δݐ
ܮௗ  (A8) 
ܬ௙ଵଶ =
ܰ߱௠ܮ௤Δݐ
ܮௗ  (A9) 
ܬ௙ଵଷ =
ܰܮ௤݅௤Δݐ
ܮௗ  (A10) 
ܬ௙ଵସ = 0 (A11) 
ܬ௙ଵହ = 0 (A12) 
ܬ௙ଶଵ = −
ܰ߱௠ܮௗΔݐ
ܮ௤  (A13) 
ܬ௙ଶଶ = 1 −
ܴ௦Δݐ
ܮ௤  (A14) 
ܬ௙ଶଷ = −
ܰܮௗ݅ௗΔݐ
ܮ௤ −
ܰ߰Δݐ
ܮ௤  (A15) 
ܬ௙ଶସ = 0 (A16) 
ܬ௙ଶହ = 0 (A17) 
ܬ௙ଷଵ =
ܰܮௗ݅௤Δݐ
ܬ௠ −
ܰܮ௤݅௤Δݐ
ܬ௠  (A18) 
ܬ௙ଷଶ =
ܰ߰Δݐ
ܬ௠ +
ܰܮௗ݅ௗΔݐ
ܬ௠ −
ܰܮ௤݅ௗΔݐ
ܬ௠  (A19) 
ܬ௙ଷଷ = 1 (A20) 
ܬ௙ଷସ = 0 (A21) 
ܬ௙ଷହ = −
Δݐ
ܬ௠ (A22) 
ܬ௙ସଵ = 0 (A23) 
ܬ௙ସଶ = 0 (A24) 
ܬ௙ସଷ = ܰΔݐ (A25) 
ܬ௙ସସ = 1 (A26) 
ܬ௙ସହ = 0 (A27) 
ܬ௙ହଵ = 0 (A28) 
ܬ௙ହଶ = 0 (A29) 
ܬ௙ହଷ = 0 (A30) 
ܬ௙ହସ = 0 (A31) 
ܬ௙ହହ = 1 (A32) 
ࡶ௛ = ቂ1 0 0 0 00 1 0 0 0ቃ (A33) 
ࡽ =
ۏێ
ێێ
ۍ2 0 0 0 00 2 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2ے
ۑۑ
ۑ
ې
 (A34) 
ࡾ = ቂ2 00 2ቃ (A35) 
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Abstract - The instability of energy resources and 
corresponding cost of the system are the main two problems for 
designing the hybrid solar-wind power generation systems. The 
configuration of the system must have a high reliability on the 
power supply availability but with a minimum cost. The purpose 
of this paper is to find the most optimum or balanced 
configuration between technical reliability and total annual cost 
for the PV module number, the wind turbine number, and the 
battery number. The appropriate strategy of load management 
is needed by adjusting the potential energy resource to the load 
power demand. Loss of Power Supply Probability (LPSP) is a 
method to determine the ratio of power generation 
unavailability by the system configuration which used as 
technical analysis. Annualized Cost of System (ACS) is a method 
to determine the total annualized cost of the project lifetime 
which used as economic analysis. The result from the simulation 
showed that the Differential Evolution (DE) algorithm can be an 
alternative method to find the best configuration with a low 
number of LPSP and ACS. Since DE has a better efficacy and 
faster time to find global optimum than other algorithms.  
Keywords - LPSP, ACS, Differential Evolution. 
I. INTRODUCTION 
Nowadays, renewable energy is considered as an 
alternative energy to replace fossil fuel which starts to 
rareness. But, the main problem of renewable energy is the 
availability of the energy really depends on the weather 
condition that can intermittently change every time. 
A system uses only one type of energy resource disposed 
to has not maximum result to fulfill the load demand. It leads 
to over-sizing components (unnecessary components) and 
life-cycle cost [1-4]. Therefore, by combining two or more 
resource of renewable energy can complement the drawbacks 
in each individual energy source. 
Due to intermittent sunlight intensity and wind speed, the 
generated energy in each time has a big influence on the 
system reliability toward the power supply availability. 
Therefore, a proper power management strategy is needed to 
determine the size of the components. The reliability level of 
hybrid renewable energy system can be known with LPSP 
method. LPSP is a method to determine the ratio of power 
supply unavailability that is produced by system 
configuration. LPSP is used as a technical analysis. 
Besides a technical analysis, economic analysis is an 
aspect that is important as well as technical analysis. An 
economic analysis is used to understand how much cost the 
configuration system has. ACS becomes an economical 
analysis method in this paper. 
Finding the most optimum system configuration consider 
both a technical aspect and economical aspect, an 
optimization method or optimization algorithm is needed in 
search of the global optimum e.g. genetic algorithm (GA), 
particle swarm optimization (PSO) algorithm and differential 
evolution (DE) Algorithm [5-14].  
In [5-6] [8], which used genetic algorithms to size optimal 
PV/Wind/batteries hybrid systems by minimizing LPSP and 
the ACS. The studied showed genetic algorithms made 
possible to calculate the number of the components of the 
optimal configuration which ensure a cover of the load with 
an acceptance of an LPSP. However, to create the program of 
GA is not easy. PSO is easy to code but weak in search of 
global optimum [6-7]. Meanwhile, DE has a high efficacy 
and be able to find global optimum faster than other 
algorithms [7-14].  
Based on the background above, the propose this paper 
determine the best configuration system in hybrid renewable 
energy generation (PV-wind turbine) with optimal LPSP and 
ACS using DE algorithm. 
II. METHODOLOGY 
A. Hybrid Component Design 
Hybrid renewable energy system consists of PV panel, 
wind turbine, battery, inverter, battery charge controller and 
others. The schematic diagram of the system in this paper is 
shown in Fig. 1. 
 
Fig. 1. Schematic Diagram of Hybrid Renewable Energy System 
1) PV Array 
The power supplied by the panels can be calculated as a 
function of the solar radiation by using the following formula 
[4][7]: 
௣ܲ௩ = 	 ேܲି௣௩ × ݊݌ݒ ×	 ீீೝ೐೑ × ൣ1 + ܭ௧൫ ௖ܶ − ௥ܶ௘௙൯൧ (1) 
Where, PN-pv is rated power under reference condition, in this 
paper uses a 100 wp PV panel, npv is PV module number, G 
is solar irradiation (W/m2), Gref is solar irradiation under 
reference condition (1000 W/m2), Tref is cell temperature 
under reference condition (25 oC), Kt is the temperature 
coefficient of the maximum power (-3.7 x 10-3 (1/oC)). The 
cell temperature Tc can be calculated as the equation below. 
௖ܶ = ௔ܶ௠௕ + (0.0256 × ܩ) (2) 
where Tamb is ambient temperature. 
2) Wind Turbine 
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The energy that is caught by the blades can be calculated 
as the equation below [15]: 
ܲ	 = 	 ଵଶ	 . ߩ	. ܣ	. ݒଷ	. ܥ݌  (3) 
where ρ is air density (kg/m3), A is intercepting area of the 
rotor blades (m2), v is wind speed (m/s), dan Cp is power 
coefficient of a wind turbine. The theoretical maximum value 
of the power coefficient is 0,593, also known as Betz’s 
coefficient. But, in the reality, the value of power coefficient 
is between 0,35-0,45 [15]. 
Cut-in speed (ݒ஼) is the lowest wind speed (ݒோ) where the 
turbine starts to rotate and produces an energy. Cut-out speed 
is the highest wind speed. Rated output speed is wind speed 
between cut-in speed and cut-out speed where the power 
output reaches the maximum power and is called rated power 
output. The power output in terms of wind speed can be 
estimated using the equation below [15]: 
௪ܲ(ݒ) =
ە
ۖ
۔
ۖ
ۓ ௩
ೖି௩಴ೖ
௩ೃೖି௩಴ೖ . ோܲ																					ݒ஼ ≤ ݒ ≤ ݒோ
ோܲ																																					ݒோ ≤ ݒ ≤ ݒி
0																												ݒ ≤ ݒ௖	݀ܽ݊	ݒ ≥ ݒி
 (4) 
Where PR is rated power and k is Weibull shape factor. The 
total of  Pw will be multiplied by the number of the wind 
turbine (nwt).  
3) Battery 
Batteries have a big role in the off-grid hybrid renewable 
energy system and also have a big share of initial cost [15]. 
Batteries are used as backup storage when the produced 
energy is larger than the energy from the load demand.  
The storage capacity of the battery (CB (Ah)) can be 
calculated according to the following relation [7][16]: 
ܥ஻ = ாಽ×஺ವ௏ಳ×(஽ை஽)೘ೌೣ×ఎ೔೙ೡ×ఎಳ (5) 
where EL is daily load (Wh). The autonomous days (AD) is the 
number of days that the battery will be capable to supply the 
load if the renewable sources are bad [4][7]. VB is battery 
voltage (Volt), DODmax is the maximum depth of discharge, 
ηinv is inverter efficiency dan ηB is battery efficiency. 
4) Inverter 
The Inverter is one of the important components in the 
hybrid renewable energy system. An Inverter can convert DC 
current from PV and wind turbine to become AC current 
which is needed for the load demand.  
An inverter must be able to capable of handling the AC 
load when it reaches a maximum point. Thus, designing the 
capacity of the inverter can be assumed 20% higher than 
maximum AC load from the entire load demand [4]. 
5) Battery Charge Controller (BCC) 
Battery Charge Controller acts as the interface between 
batteries and individual generator and DC bus. BCC protects 
the batteries both from overcharging and deep discharging. 
BCC shall switch off the load when the batteries reach the 
certain state of discharge. BCC shall switch off the batteries 
from the DC bus when it is fully charged. 
Determining the capacity of BCC according to the battery 
voltage and the output power from the wind turbine and PV 
panel. The capacity of BCC is 20% larger than the output 
power from the wind turbine and PV panel. 
B. Meteorological Data 
The area which is chosen by this paper at the Third 
Campus of University of Muhammadiyah Malang (UMM) 
lies on the geographical coordinates of 7°55'14.8" S and 
112°35'55.4" E. The solar irradiation and wind speed data are 
gotten from NASA Surface Meteorology and Sun Energy,  
that is https://eosweb.larc.nasa.gov. The solar irradiation data 
is shown in fig.2 and the wind speed data is shown in fig. 2. 
 
Fig. 2. Solar Irradiation Data during One Year 
 
Fig. 3. Wind Speed Data during One Year 
The ambient temperature data in that area will be 
assumed. The highest temperature occurs in the middle of the 
day and the lowest temperature occurs in the middle of the 
night. ௔ܶ௠௕  will be assumed constantly during a year. The 
daily ௔ܶ௠௕  is shown in Fig. 4. 
 
Fig. 4. Daily Ambient Temperature 
C. Load Profile 
The number and capacity of batteries depending on the 
load profile. Moreover, the maximum load and the 
characteristic of consumers affect the reliability of the system 
such as the sizing of the components and the electricity price 
[7]. 
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The load profile which is used in this research is rural load 
characteristic. The average user of electricity is assumed 2 
kWh per day, which is sufficient for the basic load household. 
The number of houses is assumed to be 5. The load profile of 
the rural area in hourly is shown in Fig. 5. 
 
Fig. 5. Load Profile of Rural Area 
D. Power Management Strategy 
The Uncertainty of renewable energy source makes the 
power management strategy to become very complex, 
especially when the source of energy must match the time 
distributions of load demand. Because of limited renewable 
energy resource from generated power, the generator's 
capacity cannot directly increase to match the increasing 
demand. Therefore, having a power management strategy is 
very important in the hybrid renewable energy system. The 
following conditions will be considered to create power 
management strategy [4][7]: 
• Condition 1 
The excess of generated energy from a renewable 
source which has already fulfilled the load is used to 
charge the battery. 
• Condition 2 
The renewable source is not enough to provide energy 
for the load. The energy which is stored in the batteries 
is used to supply (discharging) the load. 
• Condition 3 
The renewable source fails to provide energy for the 
load and the stored energy from the battery is also 
depleted. In this condition occurs a blackout. 
The flowchart from several conditions is shown in Fig. 6. 
E. Optimization Criterion 
1) Power Reliability Analysis based on LPSP Concept 
LPSP is a probability of insufficient power supply when 
the hybrid generation system and the stored energy from 
batteries are unable to fulfill the load demand. If LPSP is 0 
means that the load will be fully satisfied. On the contrary, if 
LPSP is 1 means that the load will never be satisfied. The 
Objective function of LPSP time-0 to time-T can be described 
as the equation follow [5]: 
ܮܲܵܲ = ∑ ܲ݋ݓ݁ݎ	݂݈ܽ݅ݑݎ݁	ݐ݅݉݁௧்ୀ଴ ܶ  
= ෌ 	୘୧୫ୣ(௉ೌೡೌ೔೗ೌ್೗೐(௧)	ழ	௉೙೐೐೏೐೏(௧))	
೅
೟సబ
் 	  (6) 
where T is the total hour. Power failure time or blackout time 
is defined as the time when both the hybrid generation system 
and the energy from batteries are unable to fulfill the load 
demand. The power which is needed by the load can be 
described by the following equation: 
௡ܲ௘௘ௗ௘ௗ(ݐ) = ௉ಲ಴	೗೚ೌ೏(௧)ఎ೔೙ೡ೐ೝ೟೐ೝ   (7) 
and the power available from the hybrid system can be 
described by the following equation: 
௔ܲ௩௔௜௟௔௕௟௘(ݐ) = ௣ܲ௩(ݐ) + ௪ܲ௧(ݐ) + ܧ௕(ݐ) − ܧ௕௠௜௡   (8) 
where Ppv(t) is the power produced by PV panels time-t. 
Pwt(t) is the power produced by wind turbines time-t. Eb(t) is 
the stored energy from batteries time-t. Ebmin is the minimum 
energy stored in the batteries. 
 
2) Economic Analysis based on ACS Concept 
The economic analysis in this research uses the concept 
of (ACS). The annualized cost of the system consists of 
annualized capital cost (Cacap), annualized replacement cost 
(Carep) and annualized maintenance cost (Camain). Table 1, 
shows the data cost information and lifetime from the 
component used by the system. ACS can be described by the 
following equation [5]: 
ܣܥܵ = ܥ௔௖௔௣ + ܥ௔௥௘௣ + ܥ௔௠௔௜௡ (9) 
 
a) Annualized capital cost (Cacap) 
Cacap consists of the cost of each component and the 
installation cost. It is calculated using the equation:  
ܥ௔௖௔௣ = 	ܥ௖௔௣	. ܥܴܨ(݅, ௣ܻ௥௢௝)  (10) 
where Ccap is the initial capital cost for each component, US 
Dollar. Yproj is the lifetime of the component, year. CRF is the 
capital recovery factor. The Equation of CRF is calculated by: 
ܥܴܨ൫݅, ௣ܻ௥௢௝൯ = 	 ௜	.		(ଵା௜)
ೊ೛ೝ೚೎೓
(ଵା௜)ೊ೛ೝ೚೎೓	ି	ଵ  (11)  
where i  is the annual real interest rate. Can be described by 
the following expression below: 
 ݅ = ௜ᇲି௙ଵା௙   (12) 
where i’ is the nominal interest rate and f is the annual 
inflation rate. 
 
b) Annualized Replacement Cost 
Annualized replacement cost is the annualized value 
for all replacement cost of the hybrid system during the 
project lifetime. In this study, the battery is the only 
component which must be replaced periodically during the 
lifetime of the project. 
ܥ௔௥௘௣ = 	ܥ௥௘௣	. ܵܨܨ(݅, ௥ܻ௘௣) (13) 
where Crep is the replacement cost (battery), US Dollar. Yrep 
is the lifetime of the component, year. SFF is sinking fund 
factor. SFF can be described by the following equation: 
ܵܨܨ൫݅, ௥ܻ௘௣൯ = 	 ௜	(ଵା௜)ೊೝ೐೛	ି	ଵ (14) 
 
c) Maintenance Cost 
Maintenance cost of the hybrid system is gradually 
increased in every year because of inflation. Thus, the 
maintenance cost is given as the equation below: 
Camain(n)=Camain(1).(1+f)n (15) 
where Camain(n) is the maintenance cost for the year-n. 
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TABLE I.  THE SYSTEM COMPONENTS’ COST AND LIFETIME 
Component Initial Capital Cost 
Replacement 
Cost 
Maintenance 
Cost (1st year) 
Lifetime 
(Year) 
Interest 
Rate  i’ 
(%) 
Inflatio
n Rate f   
(%) 
PV Panel 1000 US$/kW - 10 US$/kW 20 
12 4 
Wind Turbine 1000 US$/kW - 30 US$/kW 20 
Battery 1500 US$/kAh 1500 US$/kAh 50 US$/kW 4 
Inverter 300 US$/kW - 10 US$/kW 20 
BCC 250 US$/kW - 7,5 US$/kW 20 
 
Fig. 6. Flowchart of Power Management Strategy
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Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
245
F. Multi-Objective Optimization 
Optimization of the hybrid renewable energy system is 
categorized as a multi-objective problem. Linear 
scalarization is one of the most popular approaches because 
of its simplicity. This method converts the multi-objective 
problem into a single objective problem. The fitness function 
can be calculated as [7]: 
݂݅ݐ݊݁ݏݏ = ݉݅݊ ൜∑ ݓ௜௞௜ୀଵ ௙೔(௫)௙೔ౣ ౗౮ൠ , ݓ௜ 	≥ 0		&	 ∑ ݓ௜ = 1
௞௜ୀଵ
 (16) 
where x  is the decision variable vector, wi is the weight of 
importance of each objective, k is the number of objectives, 
f  is the objective function and ௜݂୫ୟ୶ is the upper bound of i-
th objective function. 
In this studied, LPSP and ACS are equally important 
criterions to find the optimum system configuration. Thus, 
the weight (wi)  for both objectives is 0.5 [7]. 
 
G. Optimization using DE Algorithm 
DE algorithm was invented by Rainer Storn and Kenneth 
Price in 1995 [9][10]. This algorithm is categorized as an 
evolutionary algorithm [14]. Evolutionary algorithm mimics 
the evolution theory from Darwin where each of the 
individuals in the population evolves from one generation to 
the next generation. This mimic process is analogized by the 
process such as mutation, crossover, selection. 
 
 
Fig. 7. Block Diagram of DE Algorithm 
1) Initialization 
The first process in initialization is determining the lower 
bound UL and the upper bound UB in every parameter with 
initial vector D-dimensions. Next, generate the number 
randomly in every j from i vector in g-generation or iteration. 
The initialization process can be calculated as [13][18]. 
Xj,i,0 = randi,j [0,1].(UB j – UL j) + ULj (17) 
with i = {1,2,3,...,NP} and j = {1,2,3,...,D}. NP is the number 
of population. D is the number population in every 
pupulation. The vector’s result from initialization process 
above is called parent vector. 
 
2) Mutation 
Biologically, “mutation” means characteristic’s changed 
of a chromosome. In the context of evolutionary computing 
paradigm, mutation is also seen as a change of information 
with a random element. The parent vector will be combined 
with a mutant vector. A mutant vector Vi,g  is expressed by 
the following equation [9][13]. 
Vi,g	=	Xr1,g	+	F.(	Xr2,g	–	Xr3,g)	 (18) 
where i, r1, r2, r3 ϵ {1,2,3,...NP} are random indexes, 
integer, and different. F is a scale factor that impacts the 
difference vector (	Xr2,g	–	Xr3,g).	
	
	
	
	
3) Crossover 
The purpose of crossover or recombination is to increase 
the diversity of the population. Recombination creates a trial 
vector or offspring vector Ui,g. It is calculated as[17]: 
Ui,g	=	(	U1i,g,	U2i,g,	...,	Uni,g)	 (19) 
where: 
௜ܷ,௚ =
ۖە
۔
ۖۓ ௝ܸ,௜,௚							݂݅(ݎܽ݊ ௝݀(0,1) ≤ ܥܴ																		݋ݎ	݆ = 	 ݆௥௔௡ௗ
௝ܺ௜,௚																݋ݐℎ݁ݎݏ
																	݆ = 1,2, … , ݊
 (20) 
where randj (0,1) is the uniform random number with an 
interval of |0,1| and newly formed in every j. jrand is an integer 
random number starts from 1 to D and newly formed in every 
i. CR is a crossover rate. 
 
4) Selection 
Selection process chooses the best vector among a parent 
vector Xi,g and the offspring vector Ui,g according to their 
fitness value. For example, if we have a minimization 
problem the selected vector can be calculated as [9][17]: 
௜ܺ,௚ାଵ = ൜ ௜ܷ,௚
							݂݅	݂( ௜ܷ,௚) ≤ 	݂( ௜ܺ,௚)
	 ௜ܺ,௚																							݋ݐℎ݁ݎݏ  (21) 
A vector which has a smaller fitness value will survive and 
will become a new parent vector in the next generation Xi,g+1. 
 
DE algorithm is a simulation tool to help in search of the 
process from various configurations in the hybrid renewable 
energy system based on LPSP and ACS. DE algorithm will 
select a configuration which has a lowest-balanced number 
of LPSP and ACS.  However, there is some minor 
modification for determining the evaluation value that 
configurations. The value of LPSP is much smaller than 
ACS. This case makes LPSP has a small effect on the 
evaluation value. Thus, ACS will be modified into the cost 
of electricity (US$/kWh). The DE's parameters in this study 
are shown in Table 2 below. The flowchart of sizing 
optimization using DE algorithm is shown on Fig.8. 
TABLE II.  DE’S PARAMETERS 
Number of Populations NP 10
Dimentions D 3 
Mutation Scale F 0,7 
Crossover Rate CR 0,7 
Max. Iterations 50 
 
In this study, there are four different types of mutation’s 
strategy, those are [13-14]: 
• DE/rand/1    
V݅, = ܺݎ0, + ܨ (ܺݎ1, − ܺݎ2,) 
• DE/current-to-rest/1  
V݅, = ܺ݅, + (ܾܺ݁ݏݐ, − ܺ݅,) + ܨ݅ (ܺݎ1, − ܺݎ2,) 
• DE/best/1  
V݅, = ܾܺ݁ݏݐ, + ܨ (ܺݎ1, − ܺݎ2,) 
• DE/best/2 
V݅, = ܾܺ݁ݏݐ, + ܨ݅ (ܺݎ1, − ܺݎ2, + ܺݎ3, – ܺݎ4,) 
 
 
 
 
 
Mutation Crossover SelectionInitialization
Stop ? Best Solution
N Y
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Fig. 8. Flowchart of Sizing Optimization using DE Algorithm 
III. RESULT 
A. The Result of the Entire System 
There are two types of simulations do in this study. First, 
optimization based on one objective only (LPSP and ACS). 
Second, optimization using DE algorithm. The results are 
tabulated in Table 3 below: 
TABLE III.  THE RESULT OF ENTIRE SIMULATIONS 
 
Then, all of the configurations are reevaluated to 
understand how many hours of the blackout will probably 
occur and how much money is needed to build the 
configuration. On Table 3, configuration based on LPSP 
only is considered as Configuration I, configuration based on 
ACS only is considered as Configuration II and 
configuration from DE algorithm is considered as 
Configuration III.  
TABLE IV.  THE RESULT OF REEVALUATION 
Configuration Blackout Time (Hour/Year) 
Total Annualized 
Cost (US$) 
Configuration I 8 1,962.23 
Configuration II 4454 725.23 
Configuration III 269 1,240.41 
 
From the table above, Configuration I has the fewest 
blackout time during a year, but it needs a big amount of 
annualized cost to build the configuration. This 
configuration is ineffective from the perspective of the 
economy. Because there is a big possibility of unnecessary 
operational and lifecycle costs. Meanwhile, Configuration II 
has a smallest annualized cost. However, the blackout time 
is exceedingly big. This configuration is not good in term of 
power supply reliability. 
The final decision towards the configurations above, 
Combination III is the most balanced configuration in terms 
of power supply reliability as well as economic's perspective. 
By choosing the Configuration III, it only needs to increase 
71% of the annualized cost from Configuration II and the 
blackout time can be reduced up to 94%. Rather than 
increasing the annualized cost by 170% just to reduce the 
blackout time become 99% by choosing the Configuration I. 
 
B. Performance Test from The Algorithm's Result 
From Explanation above, the most optimum 
configuration is the Configuration III or the algorithm's 
outcome. This configuration has 22 PV panels, 2 wind 
turbines and 1 autonomous day. Fig. 9 shows a circle 
diagram of power contribution produced by each component. 
As can be seen, PV energy is the biggest power contributor 
for the hybrid system. It means that the solar energy has a big 
potential amount of energy in the area. Followed by the 
battery and the least is wind energy. Meanwhile, Fig. 10 
shows the contribution of each of the component's initial 
cost. 
 
 
Fig. 9. The Components’ Contribution Power 
      
 
Fig. 10. The Initial Cost Contribution 
TABLE V.  THE RESULT OF ENTIRE PERFORMANCE TEST OF SYSTEM 
CONFIGURATION 
 
58%19%
23%PV
Wind Turbine
Battery
33%
9%35%
10%
13% PV
Wind Turbine
Battery
Inverter
BCC
Configuration PV Panels 
Wind 
Turbine 
Autonomous 
Day 
Based on LPSP Only 28 7 2 
Based on ACS Only 4 10 0 
DE Algorithm 22 2 1 
PV Panel Inverter 
Numbers 22 Initial Cost 655  US$ 
Initial Cost 2,200  US$ Capacity 2.1818 kW 
Produced Energy 4045.597 kWh BCC 
Wind Turbine Initial Cost 830  US$ 
Numbers 2 Capacity 3.324 kW 
Initial Cost 600  US$ Annualized Cost 
Produced Energy 1295.153 kWh Initial  653.8  US$ 
Battery Replacement  334.4  US$ 
Capacity 1522,3 Ah Maintenance  252.2  US$ 
Initial Cost 2,283.5  US$ Blackout 
Time 269 Hours Used Energy 1581.064 kWh 
Start
Initialize the DE’s parameters
Generate the vector X with n-population
Calculate LPSP & ACS
Calculate Fitness Func.
Choose vector X with the smallest fitness. 
The best vector X will be choosen as parent 
vector or the best vector Xbest at that time
Criterion reached
Optimum configuration of 
PV panel, wind turbine & 
autonomous day
End
Evaluation
Selection
Crossover
Mutation
A
A
N
Y
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 C. Comparison 
In this study, the performance's result from the DE 
algorithm is compared with the PSO. The number of 
populations is ten and the number of iterations is 50 for both 
algorithms. The results are tabulated in Table 6 below. 
TABLE VI.  THE COMPARISON’S RESULT BETWEEN DE AND PSO  
Algorithm 
Best 
Configuration 
( npv  nwt  ad ) 
Evaluation 
Value 
Time 
(Second) 
DE 22    2    1 0.3707 25.52 
PSO 20    3    1 0.3744 25.70 
 
From the table above, DE finishes the simulation slightly 
faster than PSO with 0.18 second of difference. The DE's 
evaluation value is also smaller. 
Meanwhile, Fig. 11 and. Fig. 13 are shown the 
convergence graphic of DE and PSO, respectively. DE 
reaches the convergence point before 15th iterations, while 
PSO reaches more than 15th iteration. It can be concluded 
that DE has a better way to find the global optimum than PSO 
due to DE has a more efficient code. Thus, DE can become 
an alternative method to find the best configuration for a 
hybrid renewable energy system. 
 
Fig. 11. The DE Convergence Graphic 
 
Fig. 12. The PSO Convergence Graphic 
IV. CONCLUSION 
The result of this study shows that sizing optimization in 
a hybrid renewable energy system with only one aspect or 
one objective leads to unbalanced between power supply 
reliability and lifecycle cost. Therefore with the use of DE 
algorithm, the sizing optimization can reach a power supply 
reliability well with a minimum cost.  The performance of 
DE algorithm in sizing optimization is also better than other 
algorithms, especially PSO. DE can finish the simulation 
slightly faster and better in search of global optimum than 
PSO. Thus, DE can be an alternative method to find the best 
configuration for a hybrid renewable energy system. 
 
REFERENCES 
 
[1] Getachew Bekele, Getnet Tadesse. 2011. “Feasibility Study Of Small 
Hydro/PV/Wind Hybrid System For Off-Grid Rural Electrification In 
Ethiopia”, Elsevier Applied Energy 97 (2012) 5–15. 
[2] S. Wijewardana. 2014. “Research and Development in Hybrid 
Renewable Energy Systems”, International Journal of Emerging 
Technology and Advanced Engineering Volume 4, Issue 2, February 
2014. 
[3] O. Erdinc, M. Uzunoglu. 2011. “Optimum Design Of Hybrid 
Renewable Energy Systems: Overview Of Different Approaches”, 
Elsevier Renewable and Sustainable Energy Reviews 16 (2012) 1412– 
1425. 
[4] Abdel Kareem Daud, Mahmoud S, Ismail. 2012. “Design of Isolated 
hybrid Systems Minimizing Costs and Pollutant Emissions”, 
Renewable Energy 44 (2012) 215-224. 
[5] Hongxing Yang, Wei Zhou, Lin Lu, Zhaohong Fang. 2007. “Optimal 
Sizing Method For Stand-Alone Hybrid Solar–Wind System With 
LPSP Technology By Using Genetic Algorithm”, Elsevier Solar 
Energy 82 (2008) 354–367. 
[6] K. Chandrasekar, N. V. Ramana. 2011. “Performance comparison of 
DE, PSO, and GA approaches in Transmission Power Loss 
minimization using FACTS Devices”, International Journal of 
Computer Applications (0975 – 8887) Volume 33– No.5, November 
2011. 
[7] Hanieh Borhanazad, Saad Mekhilef, Velappa Gounder Ganapathy, 
Mostafa Modiri-Delshad, Ali Mirtaheri. 2014. "Optimization of the 
micro-grid system using MOPSO”, Elsevier Renewable Energy 71 
(2014) 295-306. 
[8] A. Kaabeche, M. Belhamel, and R. Ibtiouen. 2010. "Optimal Sizing 
Method For Stand-Alone Hybrid PV/Wind Power Generation 
System”, Revue des Energies Renouvelables SMEE’10 Bou Ismail 
Tipaza (2010) 205 – 213. 
[9] Rainer Storn, Kenneth Price. 1996. “Differential Evolution – A Simple 
and Efficient Heuristic for Global Optimization over Continuous 
Spaces”, Journal of Global Optimization 11: 341–359, 1997 
[10] Dervis Karaboga, Selcuk Okdem. 2004. “A Simple and Global 
Optimization Algorithm for Engineering Problems: Differential 
Evolution Algorithm”, Turk J Elec Engin, VOL.12, NO.1 2004 
[11] Chuan Lin, Anyong Qing, Quanyuan Feng. 2010. “A Comparative 
Study of Crossover in Differential Evolution”, J Heuristics DOI 
10.1007/s10732-010-9151-1. 
[12] Ali Musrrat, Patrick Siarry, Pant Millie. 2011. “An Efficient 
Differential Evolution Based Algorithm for Solving Multi-Objective 
Optimization Problems”, Elsevier European Journal of Operational 
Research 217 (2012) 404–416 . 
[13] Swagatam Das, Ponnuthurai Nagaratnam Suganthan. 2011. 
“Differential Evolution: A Survey of the State-of-the-Art", Ieee 
Transactions On Evolutionary Computation, Vol. 15, No. 1, February 
2011. 
[14] Mandar Pandurang Ganbavale, A. Vasan. 2013. “Differential 
Evolution using Matlab”, Birla Institute of Technology and Science, 
Pilani. Hyderabad Campus. 
[15] Binayak Bhandari, Shiva Raj Poudel, Kyung-Tae Lee,  Sung-Hoon 
Ahn. 2014. “Mathematical Modeling of Hybrid Renewable Energy 
System: A Review on Small Hydro-Solar-Wind Power Generation”, 
International Journal Of Precision Engineering And Manufacturing-
Green Technology Vol. 1, No. 2, Pp. 157-173. 
[16] A. Kaabeche, M. Belhamel, and R. Ibtiouen. 2010. "Optimal Sizing 
Method For Stand-Alone Hybrid PV/Wind Power Generation 
System”, Revue des Energies Renouvelables SMEE’10 Bou Ismail 
Tipaza (2010) 205 – 213. 
[17] Irmaduta Fahmiari, Budi Santosa. 2014. “ Aplikasi Algoritma 
Differential Evolution Untuk Permasalahan Kompleks Pemilihan 
Portfolio", Institut Teknologi Sepuluh Nopember Surabaya 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
248
Indoor Agriculture: Measurement of The Intensity 
of LED for Optimum Photosynthetic Recovery 
 
Benediktus Anindito 
Faculty of Computer Science 
Narotama University 
Surabaya, Indonesia 
benediktus.anindito@narotama.ac.id 
Moh Noor Al-Azam 
Faculty of Computer Science 
Narotama University 
Surabaya, Indonesia 
noor.azam@narotama.ac.id 
Adri Gabriel Sooai  
Faculty of Informatics Engineering 
Widya Mandira Catholic University 
Kupang, Indonesia 
adrigabriel@gmail.com 
Aris Winaya 
Faculty of Agriculture and Animal  
University Muhammadiyah of Malang 
Malang, Indonesia 
winaya@umm.ac.id 
Mochamad Mizanul Achlaq 
Faculty of Computer Science 
Narotama University 
Surabaya, Indonesia 
mochamad.mizanul@narotama.ac.id 
Maftuchah 
Faculty of Agriculture and Animal 
University Muhammadiyah of Malang 
Malang, Indonesia 
maftuchah_umm@yahoo.com
Abstract—Indoor agriculture has begun in urban areas. 
With the narrowness of land and the model of vertical house 
development, makes this method of indoor agriculture has 
become a trend in several big cities in the world. Meanwhile, the 
one that is always needed by every plant is photosynthesis, and 
every natural photosynthesis of plants continually requires 
abiotic components of visible light from sunlight. That's why the 
indoor agriculture requires a replacement source of the sun with 
artificial sunlight. We can make this artificial sunlight from 
several light sources, such as incandescent lamps, compact 
fluorescent lamps (CFL), or the latest with Light Emitting Diode 
(LED). In this paper, we measured the intensity of light 
generated from several LEDs with some radiation distance to 
obtain the optimal energy for plants photosynthesis. 
Keywords—component, formatting, style, styling, insert (key 
words) 
I. INTRODUCTION 
Because the more narrow and expensive in the urban land 
that can be used to create a house and its yards, it makes people 
prefer the concept of small home development or with the 
concept of vertical development. 
The development of housing with such a concept makes 
the availability of land for planting plants becomes difficult, 
and people can no longer plant the plants in their yard. 
Moreover, this makes the indoor farming has been a big 
concern in urban areas these days. 
The natural visible sunlight is one of the essential factors 
for plant growth. In locations where sunlight as a natural light 
source is not sufficient for optimum plant growth, a 
replacement light source may be used[1]. 
There are several ways to get traditional artificial light 
sources, such as the use of incandescent, halogen, fluorescent, 
mercury, High-Pressure Sodium (HPS) and Low-Pressure 
Sodium (LPS) lamps[2]. 
The use of these lamps can produce high light intensity but 
is very inefficient because it requires high electrical energy. 
Besides these types of lamps also produce high heat -so for 
indoor use, it will require adequate cooling. 
In general, the lighting in an urban home needs averages 
50% of the electricity consumption[3]. So when applied these 
traditional lamps -which require such tremendous power as a 
light source of the solar substitutes, it will increase the need 
for electrical energy very significant. 
Meanwhile, the need for light intensity for photosynthesis 
of each plant is many. Some require high intensity, and some 
are not. Therefore, the selection of lamp power used should 
also be considered so that this artificial light source has high 
electrical energy efficiency. 
II. LIGHT EMITTING DIODE 
Optoelectronic technology developed rapidly since the 
mid-1980s. One of these developments is that it has 
significantly improved the brightness and efficiency of LEDs. 
LEDs are one type of the semiconductor diode, which 
consists of the semiconductor chip with a p-n junction -that 
formed when p-type and n-type p-type semiconductors are 
referred to as p-n junction diodes. The p-n junction diodes are 
made of semiconductor materials such as silicon, germanium, 
and gallium arsenide (figure 1). 
With this p-n connection, the electric current will flow 
smoothly from the p-side (anode), to the n-side (cathode), and 
not in the backward direction. When electrified, the electrons 
and holes (the absence of the electron in a particular place in 
an atom) flow to the p-n junctions of the electrodes. Then, 
when the electron fills the hole, it falls to a lower energy level 
and releases energy in the form of photons[4]. 
The wavelength or color emitted by the photon on the LED 
has a relatively broad spectrum of possibilities. This 
wavelength depends on the bandgap energy on the substance 
that helps the p-n junctions. Some materials can radiate in 
near-infrared light, visible or almost ultraviolet light [4], [5]. 
At the beginning of the mid-1980s, GaAlAs (gallium 
aluminum arsenide) materials were developed to anticipate 
fast growth in LED use. The use of GaAlAs material provides 
better performance than previously available LEDs. The need 
for LEDs with lower voltages ultimately results in overall 
 
 
Fig. 1. Light Emitting Diode (LED) 
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power savings. LEDs with low power can finally be easily 
connected with Pulse Width Modulation (PWM) to be 
multiplexed making it suitable for use as outdoor advertising 
boards. 
During this 1980s development period, LEDs are also 
designed to be barcode scanners, data transmission at fiber 
optic systems, and medical devices. 
The modern improvements in crystal growth and optical 
design have enabled LEDs in the primary color spectrum -red, 
green, and blue. So by using the PWM on these three primary 
colors of LEDs as the base colors, other colors can be made 
more easily. Therefore currently, the use of LEDs as the basis 
for the visual display of electronic devices is widespread to 
use. Telecommunication products, automotive applications, 
traffic control devices, and colorful message boards, even 
LED TVs are also commercially available. 
Table 1 is a list of some common LED types and the 
resulting colors [3], [4]. 
Why are the use LEDs preferred? Comparing with the 
light range of 8,000 hours of fluorescent lamps, exceedingly a 
1,000 hours of incandescent light’s, LEDs have a very much 
longer life of 100,000 hours. In addition to its long life, LEDs 
have many advantages over conventional light sources. These 
advantages include small size, a specific wavelength, low 
thermal output, customizable intensity and light quality, and 
high photoelectric conversion efficiency. These advantages 
make LEDs perfect for supporting plant growth in controlled 
environments such as plant tissue culture spaces and growth 
spaces.[4] 
III. LED FOR ARTIFICIAL SUNLIGHT 
The question that often arises when discussing the ideas of 
LED as a substitute for sunlight for the plant photosynthesis 
is, can LEDs replace the sunlight? The sunlight is 
polychromatic while light from LED is monochromatic, so is 
it can do the substitution? 
A. The Sunlight and Plant photosynthesis 
Sunlight reaches the earth in a vast spectrum. Starting from 
below 200 nm to more than 2000 nm[6]. This spectrum or 
wavelength of the sunlight generally can be divided into three 
areas (figure 2): 
• Ultra Violet ray, which is an invisible light for human 
eyes, with wavelengths below 380 nm. This region of 
light spectrum consists of several types, namely: 
o Ultraviolet C, i.e., light with the wavelength 
of 200 nm to 280 nm. This light is harmful 
to plants because it has high toxicity. UVC 
from the sun usually never reach the surface 
of the earth because the ozone layer blocks 
it. 
o Ultraviolet B or light with the wavelength 
from 280 nm until 315 nm. Although this 
light is not harmful to plants, it can cause 
the color of the plants to fade. 
o The wavelength from 315 nm to 380 nm 
referred to as ultraviolet A (UVA), this light 
does not affect (both positive or negative) 
on plants. 
• The visible light, which is the light that can see by the 
human eyes. For plants photosynthesis, is divided into 
several areas and benefits: 
o The wavelength from 380 nm to 400 nm as 
ultraviolet A or the beginning of visible 
light. At this wavelength, the process of 
light absorption by plant pigments 
(chlorophyll and carotenoids) begins. 
o Visible light at the wavelength of 400 nm to 
520 nm containing purple, blue and green. 
At this spectrum peak absorption by 
chlorophyll occurs and this spectrum has a 
strong influence on vegetative and 
photosynthesis. 
o Visible light at the wavelength from 520 nm 
until 610 nm, that containing green, yellow, 
and orange light. At these wavelengths are 
less absorbed by plant pigments, the lesser 
effect on vegetative and photosynthesis. 
o The visible light at the wavelength of 610 
nm to 720 nm contains the red light. Plants 
again absorb the light at this wavelength 
and considerably affects vegetative growth, 
photosynthesis, flowering, and 
proliferation. 
• Infrared light, which is also a not visible light to the 
human eye with wavelengths higher than 720 nm. 
 
Fig. 2. Sunlight Spectrum[6] 
TABLE I.  COMMONS TYPE OF LED 
Wave 
Length 
Color Substrate 
730 nm Far-Red GaP 
700 nm Red GaP 
660 nm Red GaAs 
650 nm Red GaAs 
630 nm Orange-Red GaP 
610 nm Orange GaP 
590 nm Yellow GaP 
585 nm Yellow GaAs 
565 nm Green GaP 
450 nm Blue GaN/SiC 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
250
o At the wavelength of 720 nm to 1000 nm, 
known as far-red or infrared light, this light 
affects the germination and flowering of 
plants, although only a small amount of 
absorption occurs in this band. 
o Wavelengths above 1000 nm, all absorption 
at this spectrum will be converted into heat. 
So the plants do not use it. 
B. LEDs and photosynthesis of plants 
Plants always need light throughout their lives. Starting 
from the first time when it is yet a sprout, until becoming a 
flowering and producing as an adult plant. There are three 
light parameters required by all plants, namely quality, 
quantity and duration[1], [7]: 
• The quantity of light or intensity is the primary 
parameter that affects photosynthesis. Photochemical 
reactions within the plant cells require the energy of 
that light to convert CO2 to carbohydrates. So the 
intensity of the lights will determine the success of this 
reactions. 
• The quality of light or spectral distribution refers to the 
distribution of the light spectrum, i.e., which part of the 
emission is in the wavelength region of light. These 
wavelength regions are divided into blue, green, red 
regions and invisible wavelength regions. The quality 
of light also affects the shape of plants, development, 
and flowering (photomorphogenesis)[7]. 
• The duration of light or photoperiod is how long the 
plant accepts the light with a certain quantity and 
quality as above. This duration especially needed at the 
time of plants in the flowering phase, so the flowering 
time on plants can be controlled by arranging 
photoperiod [7]. 
Light sourced from the LEDs can meet the first parameter 
and the second parameter required by the plant as above. The 
intensity of light can be generated by using a substantial LEDs 
power to produce sufficient light intensity. Alternatively, it 
could also by using some LEDs light sources.  
Meanwhile, the photoperiod is very easy to set. Since the 
LEDs as a light source is dependent on the presence of electric 
current, so long as there is an electric current in the house, the 
photosynthesis of agriculture in this room can also be done. 
Which then becomes the question is, whether the LEDs 
can replace the quality of light such as sunlight? 
In some studies, it was found that in conducting 
photosynthesis, plant chlorophylls responded most strongly to 
red and blue regions. Although plants receive all the spectrum 
of sunlight, plants do not use the entire spectrum for 
photosynthesis. Photosynthesis absorbs only light with a 
wavelength of 400nm up to 700 nm -which is part of human-
visible light[1], [5],[7]. 
Chlorophylls (chlorophyll a and b) are the essential actors 
in photosynthesis (figure 3), although they are not the only 
chromophores. Plants also have other photosynthetic 
pigments, known as antenna pigments (such as carotenoid β-
carotene, zeaxanthin, lycopene, and lutein), which participate 
in the absorption of light and play an essential role in 
photosynthesis[8],[9],[10]. 
From figure 3 and Table II, can be seen that in the 
photosynthesis plants not all spectrum of light is needed, also 
not all the visible light spectrum is absorbed by chlorophyll 
and antenna, only a part is required. 
The chlorophyll A absorb more in purple, blue, and red. 
Meanwhile, the chlorophyll B absorb more in blue and red. 
Last, the antenna absorbs the purple, blue, and a little green. 
As we know above, that the photosynthesis process does 
not require a full-spectrum visible light, that is why the light 
from LED can be used as artificial sunlight for photosynthesis. 
Meanwhile, the LEDs can generate sufficient light at specific 
wavelengths, turn on and turn off very quickly, then the 
photosynthesis of plants linked with the solid state LED 
characteristics is an energy-saving way to indoor agriculture 
with the low power consumption. 
Other artificial light sources do not easily achieve this 
way. 
IV. MEASUREMENT OF LED LIGHT INTENSITY 
Our experiment on Automatic Plant Acclimatization 
Chamber (APAC) uses LEDs as the light source -for 
replacement of sunlight[11]. This experiment aims to create a 
smart Plant Growth Chamber, which can simulate a specific 
micro-climate in a specified location and period 
automatically. 
The use of LEDs in this experiment becomes mandatory 
because only LEDs can be used as artificial light sources with 
the ability to turn on and turn off quickly. Other light sources 
take time to reach the maximum of intensity that can be 
generated. 
 
Fig. 3. Spectral Absorption by Plants[6] 
TABLE II.  WAVE LENGTH OF LIGHT FOR PHOTOSYNTHESIS 
Wave Length 
(nm) Known As V/I 
Absorb 
by Plant 
200 280 Ultraviolet C I N 
280 315 Ultraviolet B I N 
315 380 Ultraviolet A I N 
380 400 Ultraviolet A V Y 
400 520 Purple, Blue, Green V Y 
520 610 Green, Yellow, Orange V 
Y 
(but lesser) 
610 720 Orange, Red V Y 
720 1000 Infrared I N 
(V)isible, (I)nvisible, (Y)es, (N)o  
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Besides, only LEDs that can reduce the intensity of light 
with a simple microcontroller. The intensity reduction in this 
experiment uses Pulse Width Modulation (PWM) and then 
reduce the LED duty cycle to decrease the intensity of the 
generated light and increase the duty cycle to raise it -up to 
100% duty cycle for maximum LED light intensity.[12] 
This APAC Experiment uses High Power LEDs (HP-
LED) with the following specifications: 
- light color  : 6000 - 6500 Kelvin 
- voltage  : 9.5 - 12 volts DC 
- input current  : 900 mA 
- light intensity : 800 - 1000 lumens 
- view angle  : 120 degrees 
HP-LED is one type of LED that has higher power and 
brightness compared to conventional LEDs that require little 
power and produce less brightness. The conventional LED has 
an input current 20 mA and principally LED with input current 
higher than 20 mA is called as HP-LED. Currently, HP-LED 
widely applied to the headlamp of the car, flashlight, lighting 
fixtures, and so forth.[13]  
HP-LED is an energy-efficient building block that 
produces ideal lumen output for the latest lighting 
applications. HP-LED offers the best possible solid-state light 
source[14].  
A. Experiment Setup 
 For this measurement of the intensity of HP-LED, we 
prepare a chamber of 2 meter by 2 meter as the place of the 
experiment. This chamber is designed not to reflect the inner-
sourced light, and also can not penetrate the light from outside 
sources. Therefore, the chamber gives the black color of the 
inner walls (figure 4) 
HP-LED will be placed right at the top center of the box 
as a light source. Some TSL2561 sensors packaged in an array 
of sensors, placed on board as a luminosity sensor. This boards 
can be raised or lowered as needed near or away from light 
sources. Before the actual measurement, the reading results of 
each TSL2561 sensor were recorded first as a comparison 
when reading TSL2561. 
B. LED Radiation Pattern 
 The specifications of the HP-LED makers that used in this 
experiment said that its view angle is 120 degrees. So, that 
when HP-LED is installed in height 1 meter from the sensor 
so that when described in triangle form will be like in figure 5 
The calculation of the width of light to be received from 
HP-LED can be calculated by the trigonometric formula: 
tangent (equation 1). tan	θ = 	 '(()*+,-./012-3,  (1) 
So if the HP-LED is at an altitude of 1 m (100 cm), then 
the spread of the light of the HP-LED has the radius of 173.20 
cm or a diameter of 336.40 cm. 
The measurement with the TSL2561 sensor produces an 
image of the radiation pattern as shown in Figure 6. 
C. LED Intensity 
The intensity of the light is measured by how many 
luminous fluxes are scattered in specific areas. The amount of 
light generated by the light source will illuminate the surface 
fainter if spread over a larger area, so the illumination is 
inversely proportional to the area where the luminous flux is 
maintained constant[15]. 
One lux equals one lumen in square meters or 1 lx = 1 
lm/m2. The flux of 1,000 lumens, if concentrated in an area of 
1-meter square, then it illuminates the area of the square meter 
with the illumination of 1,000 lux. However, the same 1,000 
lumens, if spread over 10 square meters, will produce only 100 
lux illuminations. 
Regarding calculating the extent of this HP-LED ray, since 
the rays creating a form of a circular area, the counting base 
used is the circle area (equation 2). 4 = 	5	. 78 (2) 
 
Fig. 4. Darkbox Design 
 
Fig. 5. 2D of Light Area 
 
Fig. 6. HP-LED Radiation 
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Since the radius of the light depends on the distance 
between the HP-LED and the floor, by decreasing equation 1, 
r can be obtained by equation 3. 7 = tan 98 	 . : (3) 
So the formula of this area of the HP-LED ray can be 
calculated directly with equation 4. 4 = 	5	. ;tan98 	. :<8 (4) 
Finally, the HP-LED Illuminance at a certain height can be 
calculated by equation 5. => = ?@A	.;BCDEF	.,<F (5) 
Where lm is the flux produced by HP-LED, θ is the angle 
of the HP-LED light beam and t is the HP-LED height from 
the base (in meter). 
Figure 7 shows the results of the measurement of light 
intensity compared with the calculation using the formula 
above. 
D. Tropical Illuminance vs LEDs 
In some research reports the average sunlight illumination 
that occurs around Indonesia can reach 60,000 lux[16], [17]. 
This magnitude can rise or fall depending on the weather and 
the position of the sun on the location where the measurement 
has been done. 
However, for the needs of plant photosynthesis, some 
studies note that it takes around 400 to 600 lux[18]. 
To be able to achieve the needs of photosynthesis, it is 
enough to need an LED with a power of 10 watts and placed 
at an altitude of 40 to 50 cm above the plant. However, this 
amount will -of course, increasing when the placement of 
LEDs is more than 50 cm, and plants that require lighting are 
in the area more than 2.35 square meters. 
This means, the need for electric power for photosynthesis 
needs of plants in the room can be regulated by increasing or 
decreasing the distance of the LED from the plant. This power 
requirement will also decrease if the transmitting angle of the 
LED beam can be reduced and directed to the required 
location. 
V. CONCLUSION AND FUTURE WORKS 
Plants do not require the entire spectrum of light obtained 
from sunlight. Plants require only light with a wavelength of 
400-700 nm, known as photosynthetically active radiation 
(PAR). While the LEDs can emit light with a specific 
wavelength -according to the base material that the 
manufacturer is making. Therefore, LED is the first artificial 
light source which can be controlled by an actual spectral 
composition for the plant. 
By using LEDs, the wavelength of light required by plants 
in it photoreceptors will always be met with the artificial light. 
Adjustment of the intensity and wavelength of light from these 
artificial sunlight sources will be able to optimize production 
as well as to influence the morphology and composition of the 
plants. 
The placement of LEDs positions for specific plants can 
also be easily arranged, tailored to the specific needs of the 
plant. Besides LEDs can also be easily integrated into a digital 
control system, facilitating complex lighting programs such as 
various spectral compositions during the photoperiod or by the 
plant development stage. 
This experiment needs to be strengthened by the 
measurement of the light intensity generated by the LED array 
(multiple LEDs) in some radiation area. The addition of LEDs 
at a certain distance, of course, does not increase the intensity 
of light in areas with linear quantities. 
For electric power savings, this study should also be 
followed by conducting another experiment to measure the 
impact of increasing the voltage and the need of electric 
current by the LED compared to the intensity of the light 
generated. Optimizing the use of electric power by LEDs can 
be achieved by providing a specific voltage for specific 
intensity needs as well. 
Also on the use of PWM to reduce the intensity of LED 
light. There are still unanswered questions as to whether 
reducing the duty cycle to reduce the intensity of this light 
further saves the power than reducing the voltage as the plan 
above. 
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Abstract — Z-Source Inverter (ZSI) is famous power converter 
who has capability to deal with voltage sags, improved power 
factor and wide voltage range of output. Quasi Z Source Inverter 
(QZSI) is the modern ZSI who has continuous current of input and 
can reduce stress of the passive component. This paper proposes 
simple boost QZSI circuit as Maximum Power Point Tracking 
(MPPT) using Grey Wolf Optimization (GWO) algorithm in 
photovoltaic system. Grey Wolf algorithm has been compared 
with the Perturb and Observed (P&O) technique for gaining the 
maximum power from the sun. Both techniques can get the 
optimum power of solar panel not only at constant sun light 
condition but also under varying irradiance levels. The value of 
average power obtained from GWO technique is greater than 
P&O. Although the value of solar radiation changes, the output 
voltage remains stable and both algorithms carry on obtaining 
optimal power of the sun. 
Keywords — GWO, MPPT, QZSI 
I.  INTRODUCTION 
One of the cleanest renewable energy sources and now being 
widely applied is solar panel technology [1]. This technology 
can be applied almost all over the world as long as there is 
sunlight. Photovoltaic (PV) technology is widely used by people 
all over the world in the last decade because of its simplicity as 
renewable energy. This is also to be the most popular topic 
research because of its unique characteristics. Using simple 
resistive loads, photovoltaic operates at different voltage levels 
depended on load values under constant sunlight and constant 
temperature conditions. There is only one point of voltage and 
current in operating area that produces the most optimal power 
and it is called the Maximum Power Point (MPP). So this 
technology generally requires a power conditioner that holds the 
voltage remain to the optimal point for the purpose of gaining 
the optimal power. The DC-AC converter or inverter is required 
as a power conditioner because the solar cells produce DC 
voltage while almost all existing loads require AC voltage.  
Electrical system using solar panel has a lot of configurations 
such as using battery or not, using MPPT or not, using DC or 
AC loads and so on. This paper just explain simple solar panel 
system without battery and using three phase AC load because 
almost electrical grid presently use alternating current system. 
Because using AC loads, Inverters or the DC-AC converter is 
used in this research. This paper explain QZSI for implementing 
MPPT and apply GWO as the recent intelligent algorithm to gain 
the optimum power of the sun. 
II. PHOTOVOLTAIC SYSTEM AND QUASI Z SOURCE INVERTER 
A. Varying Irradiance Levels and MPPT on PV System 
 The power of solar panels is depended on the sun irradiance 
levels [1]-[5]. Fig.1 shows that the higher the irradiance of 
sunlight, the greater the power will be gained. From the P-V 
graph of Fig. 1, there is one point represent the highest power of 
the sun. This MPP is obtained from one specific value of voltage 
and one specific value of current stated at I-V graph. The PV 
System generally used MPPT as power conditioner to force the 
operating value of current and voltage to the MPP. 
 
Fig. 1. I-V and P-V characteristic curves of solar panel at varying irradiance
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Fig. 2. Simple Boost QZSI circuit as MPPT of Photovoltaic Technology 
The results of research show that MPPT implementation is 
able to absorb sun energy by 99% [2]. The common MPPT 
technique and the simple one is Perturb and Observe (P&O) 
technique. It has high efficiency and does not require tunning 
parameters periodicly [3]. P&O is a very simple technique 
because it does not require knowledge of the curves of solar 
panel characteristics [4]. P&O can also be implemented at 
affordable price using arduino microcontrollers [5]. The simple 
explanation of the P&O technique is shown in Fig.3. The basic 
principle of this technique is measure the gradient m = ΔP⁄ΔV 
from the power and voltage characteristic curve. The gradient 
will be zero at MPP (ΔP⁄ΔV=0). Operating voltage value of 
P&O should be increased to get the maximum power when 
having positive gradient (ΔP⁄ΔV>0) and vice versa. 
 
Fig. 3. Basic principle of P&O technique 
Fig.4 shows the flow diagram of the P & O technique. 
Adjusting the operating voltage value on the converter is done 
by increasing or decreasing the duty cycle. The P & O process 
is very simple because it only requires voltage and current 
sensors so that the value of the power generated will also be 
known. Voltage and power are measured and compared to the 
results of previous measurements so that the gradient dP/dV of 
the curve is obtained. This gradient of the curve will generate a 
new duty cycle value and the process will be repeated. 
 
Fig. 4. Flow diagram of P&O technique 
B. Simple Boost Quasi Z Source Inverter 
QZSI is the development of ZSI topology which can reduce 
passive component stress and has continuous input current 
features [6]-[8]. This paper use the simple boost control to get 
the higher output voltage. QZSI is an inverter that has two 
operating conditions, shoot-through and non-shoot-through 
conditions [8]-[11]. In shoot-through state, condition of the 
diode is off (open circuit) while in non-shoot-through state, the 
diode is on (close circuit). QZSI has two important parameters: 
shoot-through duty cycle and modulation index and has 
relationships as in (1), (2) and (3) [9].  
 
ܸ݌݊
ܸܾ ൌ 	
ܯ
2  (1) 
 
ܸܾ
ܸܽ ൌ
1
1െ2ܦ  (2) 
 ܯ ൑ 1 െ ܦ (3) 
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The modulation index M is used to control output AC phase 
neutral voltage Vpn as in (1) and transfer function of Vb/Va in 
DC port is controlled by shoot-through duty cycle D as in (2). 
The relationship between parameters M and D for simple boost 
control is given by (3). Form (2), the value of 1-2D can not be 
empty so that the operating value D is from 0 to 0.5. Thus from 
(3), the value of M is limited only in the range 0.5 to 1. 
 
TABLE I.  COMPONENTS OF CIRCUIT 
Parameter Value 
C1, C2 1 mF 
L1, L2 1 mH 
Rload 25 Ω 
Cin 5uF 
 
The value of modulation index M generally has a constant 
value to maintain the constant output AC voltage. Because the 
sunlight is not constant in nature, this paper propose to change 
the value of M to get the better output voltage. This paper 
implements the P&O and Grey Wolf  methods to adjust the value 
of M. QZSI can also be used as MPPT on PV System to ensure 
maximal conversion efficiency [10][11]. The circuit used in this 
paper is shown in Fig.2 and all the component values are stated 
in the Table 1.   
 
(a) shoot-through state 
 
(b) not-shoot-through state  
Fig. 5. Operation conditions of the QZSI 
In shoot-through state shown in Fig 5a, diode is off and the 
output voltage Vb is zero (short circuit). In this condition, 
Vcarrier > Vp and Vcarrier > Vref (Va,Vb,Vc) shown in Fig.6 
so that the diode is reversed biased. The period in this state is 
defined as Tst and for non-shoot-through state defined as Tnst. 
Total period in one cycle is T = Tst+Tnst. Shoot-Through duty 
cycle D is defined as shoot-through periode devided by total 
periode (D=Tst/T).  
In non-shoot-through state shown in Fig 5b, the inverter is 
operated normally since the diode is on (forward biased). 
Considering the average voltage accross the inductor in one 
cycle of switching periode is zero, so the relationship of output 
voltage Vb to input voltage Va is obtained as (2). It can be 
noticed from (2) that the voltage boosting is obtained by using 
shoot-through state between upper and lower switches of an 
inverter leg. 
 
Fig. 6. Illustration of switching pattern of QZSI using Simple Boost Control 
 
III. MPPT DESIGN USING GREY WOLF TECHNIQUE 
The evolutionary methods as meta-heuristic algorithm are 
usually used to solve optimization problems. They continue to 
be developed in order to improve the performance of the 
previous techniques for example the Harvest Season Artificial 
Bee Colony (HSABC) algorithm proposed on 2013 which can 
be faster than Genetic Algorithms (GA) on the emission and 
economic dispatch problem [12]. P&O as the most simple 
MPPT technique is also developed for time to time to get the 
better results without the evolutionary method for the first 
generation [13] and the popular one is MPPT using the 
evolutionary technique in the recent studies [14]. 
Grey Wolf algorithm, optimizer published on 2014, has good 
competitive results compared to the other algorithms for solving 
29 benchmarked test functions [15]. It can also be used to solve 
the real problem such as in PV modeling because of the limited 
information from the manufacturer datasheet [16]. GWO can 
also be used as MPPT compared to Improved-PSO (IPSO) 
method in DC system [14]. This paper explain MPPT using 
GWO and QZSI for the AC loads. The GWO technique inspired 
by hunting mechanism of grey wolves and their leadership 
hierarchy in nature [14]-[16]. GWO algorithm has three main 
steps of hunting process: tracking, pursuing and attacking. On 
pursuing process, the encircle behavior can be modeled in (4) 
and (5). 
 ࡰ ൌ |࡯	. ࢄ࢖ሺݐሻ െ ࢄሺݐሻ| (4) 
 ࢄሺݐ ൅ 1ሻ ൌ ࢄ࢖ሺݐሻ െ ࡭	. ࡰ (5) 
where A, C and D represent GWO coefficient vectors as in 
[14], Xp is the position vector of the prey, X indicates the 
position vector of grey wolf. And t is the current iteration. The 
vectors A and C are calculated in (6) and (7). During iterations, 
the value of linearly decreases from 2 to 0 and the 
components r1, r2 are random vectors in [0, 1]. 
 ࡭ ൌ 2. ࢇ	. ݎଵ െ ࢇ (6) 
 ࡯ ൌ 2	. ݎଶ (7) 
The first step for implementing GWO for MPPT is defining 
the duty cycle d as a grey wolf and modify (5) to become (8). 
The value A and D is calculated by the previous equations. The 
optimal power can be obtained by iteration process of 
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calculating d. The fitness function of calculating power is 
defined by (9) and the number of iteration is represented by k 
and the current number of grey wolves is indicated by i. Flow 
diagram of Grey Wolf Technique and the iteration process are 
shown in Fig.7. 
 ݀݅݇൅1 ൌ ݀݅݇ െ ࡭	. ࡰ	 (8) 
 ܲሺ݀݅݇൅1ሻ ൐ ܲሺ݀݅݇ሻ (9) 
This paper use the P&O and GWO techniques as MPPT by 
controlling and iterating the modulation index M of the QZSI. 
The initial value of M in P&O is 0.75 because the operating 
value is limited from 0.5 to 1. GWO Technique use three grey 
wolves, and the initial value is 0.6, 0.75, and 0.9. P&O use the 
gradient concept and the GWO use (4)-(9) for each iteration to 
adjusting modulation index M until converge state. 
 
Fig. 7. Flow diagram of Grey Wolf  technique 
IV. SIMULATION RESULTS AND ANALYSIS 
The performances of both MPPT methods (P&O and GWO) 
are pointed in Standart Test Condition (STC) at the first analysis. 
And the final, both MPPT methods are also be compared under 
varying condition of sunligh levels. The iteration process of 
adjusting modulation index M of QZSI by P&O is stated by the 
red line in Fig.8. The initial value of M is 0.75 as stated before 
and the iteration process has brought it to the steady value of M 
at 0.6. GWO method, using three grey wolves in different initial 
values of M (0.6, 0.75 and 0.9), stated by the blue line shows the 
fast iteration process and converge and steady before 0.5 s.  
 
A. Output Power Performance under Constant Irradiance 
In STC (25oC and 1kW/m2), The PV model used in this 
paper has the 60 Watt peak for optimal power same as in [13]. 
The performance results of both MPPT are shown in Fig.9. 
P&O obtain 51,41 W (85.4%) and GWO has higher result at 
53.65 W (89.1%) of the optimal power 60,21 Watt. Much  
power gained has been lost when the process of iteration before 
the steady state. After converged, both techniques give the same 
power gained result up to 99% after 0.2 s. From average power 
obtained, it can be conclude that the GWO method has the 
higher efficiency than the P&O technique. 
 
Fig. 8. The index modulation performances of QZSI by P&O (red line) and 
GWO (blue line) under STC. 
 
Fig. 9. The performances of QZSI by P&O (red line) and GWO (blue line) 
under STC. 
 
B. Output Power Performance under Varying Irradiance 
Both methods P&O and GWO are tested under varying 
sunlight levels by the suddenly changing the irradiance upper 
and lower the STC. First, the initial of optimal power from the 
highest irradiance is setted in 65 Watt and 47 Watt for the 
lowest irradiance. The conditions is setted by changing the 
irradiance from the highest power to the lowest, going to the 
STC and finally from the lowest to the highest one.  
Fig.10 and Fig.11 explain the output voltage of three phase 
system performance using LC filter or only the capacitive filter.  
Using the balance three phase load 25 Ω, both MPPT methods 
generate the balance voltage output. Although the power and 
irradiance conditions are changed rapidly, voltage output 
performances from both MPPT methods are excellent because 
they still constant or remain stable. Fig.12 make the clear point 
that both MPPT methods can be used to obtained the optimal 
power. P&O obtain 54.31 W (97.61%) and GWO still has higher 
result at 54.34 W (97.66%) of the optimal power 55.64 Watt. 
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Fig. 10. Voltage performances of QZSI using LC filter 
 
 
Fig. 11. Voltage performances of QZSI using only capacitive filter 
 
Fig. 12. Output power performance of QZSI by P&O (red line) and GWO (blue 
line) under varying irradiance. 
V. CONCLUSION 
Both techniques P&O and GWO can be used as MPPT in 
QZSI implementation and have good performance for gaining 
the optimal power under constant and varying irradiance levels. 
GWO are faster to converge so that the performance of average 
power output value is also more higher than P&O. Under 
constant irradiance level, GWO have obtain 3.7 % more power 
than P&O. Under varrying irradiance level, GWO have obtain 
0.05 % more power than P&O. Although the value of solar 
radiation changes, the output voltage of QZSI remains stable and 
both algorithms carry on obtaining optimal power of the sun. 
ACKNOWLEDGMENT  
This paper is part of the research supported by Universitas 
Negeri Malang, Malang, Indonesia, for the PNBP Research 
Program issued on the letter number 21.2.6/UN32.14/LT/2018. 
The authors would also like to express the sincere gratitude to 
all contribution of the Electrical Engineering Department and 
the Electric Energy Conversion laboratory, Universitas Negeri 
Malang, Malang, Indonesia. 
REFERENCES 
[1] E. I. Batzelis, G. E. Kampitsis, S. A. Papathanassiou, and S. N. Manias, 
"Direct MPP calculation in terms of the single-diode pv model 
parameters," IEEE Transactions on Energy Conversion, vol. 30, no. 1, 
pp.226-236, August 2014. 
[2] V. C. Sontake, and V. R. Kalamkar, “Solar photovoltaic water pumping 
system-A comprehensive review”, Renewable and Sustainable Energy 
Reviews, 59, pp.1038-1067. January 2016. 
[3] E. Dallago, A. Liberale, D. Miotti and G. Venchi, "Direct MPPT 
algorithm for PV sources with only voltage measurements," IEEE 
Transactions on Power Electronics, vol. 30, no. 12, pp 6742-6750, 
December 2015. 
[4] M. A. Elgendy, B. Zahawi, and D. J. Atkinson,"Assessment of Perturb 
and Observe MPPT algorithm implementation techniquesfor PV pumping 
applications," IEEE Transactions on  Sustainable Energy, vol. 3, no. 1, pp 
21-33, January 2012. 
[5] M.K.D. Ulaganathan, C. Saravanan, and O. R. Chitranjan, "Cost-effective 
Perturb and Observe MPPT method using arduino microcontroller for a 
standalone photo voltaic system," International Journal of Engineering 
Trends and Technology (IJETT), vol. 8,no. 1,pp 24-28, February 2014. 
[6] J. Liu, J. Hu, and L. Xu, "Dynamic Modeling and Analysis of Z Source 
Converter—Derivation of AC Small Signal Model and Design-Oriented 
Analysis," IEEE Transactions on Power Electronics, vol. 22, no. 5, pp 
1786-1796, September 2007. 
[7] J. Anderson and F. Z. Peng, "Four quasi-Z-source inverters." In Power 
Electronics Specialists Conference, 2008. PESC 2008. IEEE, pp. 2743-
2749. IEEE, 2008. 
[8] J. Liu, S. Jiang, D. Cao, and F. Z. Peng, "A digital current control of quasi-
Z-source inverter with battery," IEEE Transactions on Industrial 
Informatics, vol. 9, no. 2, pp. 928-937, May 2013 
[9] D. Sun, B. Ge, D. Bi and F. Z. Peng, "Analysis and control of quasi-Z 
source inverter with battery for grid-connected PV system," International 
Journal of Electrical Power & Energy Systems, vol 46, pp. 234-240, 
March 2013.  
[10] J. Khajesalehi, M. Hamzeh, K. Sheshyekani and E. Afjei, "Modeling and 
control of quasi Z-source inverters for parallel operation of battery energy 
storage systems: Application to microgrids," Electric Power Systems 
Research, vol. 125, pp. 164-173, August 2015.  
[11] R.Sathishkumar, V.Malathi and E. Sakthivel, "Real Time Implementation 
of Quazi Z-Source Inverter Incorporated with Renewable Energy 
Source," Energy Procedia, vol. 117, pp. 927-934. Juny 2017 
[12] A. N. Afandi, I. Fadlika and A. Andoko, "Comparing Performances of 
Evolutionary Algorithms on the Emission Dispatch and Economic 
Dispatch Problem," TELKOMNIKA (Telecommunication Computing 
Electronics and Control), vol. 13, no. 4, pp. 1187-1193, December 2015. 
[13] Q. A. Sias and I. Robandi, "Recurrence Perturb and Observe algorithm 
for MPPT optimization under shaded condition," 2nd International 
Seminar on Intelligent Technology and Its Applications (ISITIA), pp. 
533-538, July 2016.  
[14] S. Mohanty, B. Subudhi and P.K. Ray, "A new MPPT design using grey 
wolf optimization technique for photovoltaic system under partial shading 
conditions," IEEE Transactions on Sustainable Energy, vol. 7, no. 1, pp. 
181-188, January 2016. 
[15] S. Mirjalili, S. M. Mirjalili and A. Lewis, "Grey wolf optimizer," 
Advances in engineering software, vol. 69, pp.. 46-61, March 2014.  
[16] Darmansyah and I. Robandi. "Photovoltaic parameter estimation using 
Grey Wolf Optimization," 3rd International Conference on Control, 
Automation and Robotics (ICCAR), pp. 593-597, April 2017. 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
259
Analysis of Waveform of Partial Discharge in Air 
Insulation Measured by RC Detector 
 
Michael Stevano Sinurat 
School of Electrical Engineering and Informatics 
Institut Teknologi Bandung  
Jl. Ganeca 10, Bandung, 40132, Indonesia   
michaelstevano90@gmail.com 
 
Umar Khayam 
School of Electrical Engineering and Informatics 
Institut Teknologi Bandung  
Jl. Ganesha 10, Bandung 40132, Indonesia 
umar@hv.ee.itb.ac.id
Abstract—This study discusses the measurement of Partial 
Discharge (PD) in air insulation. Partial Discharge Measurement 
is very important to know the condition of electrical equipment. 
The cause of partial discharge is not only old equipment, but also 
from set-up errors and insulation problems. In this research 
partial discharge measurement was performed by using electrical 
methods. Electrical method use RC Detector. The modeling of 
partial discharge was done by using needle-plane electrode 
distant 1 cm in air insulation. Partial discharge measurement 
parameters include the measurement of Background Noise 
(BGN), Partial Discharge Inception Voltage (PDIV) and PD 
Waveform. The Partial Discharge measurement result show that 
Vpp  of BGN ON is higher than Vpp of BGN OFF. The negative 
PDIV signal first appeared for the RC Detector at a voltage 3.55 
KV and Positive PDIV at 4.01 KV. Negative and positive PD 
waveform for RC Detector at 5 KV, 5.5 KV, 6 KV, 6.5 KV and 7 
KV respectively, it has been found that the fall time is greater 
than the rise time, and peak to peak voltage (Vpp) will be greater 
when the applied voltage is greater. 
Keywords — partial discharge, air insulation, rc detector. 
I. INTRODUCTION 
Partial Discharge (PD) can occur in solid insulating 
materials, liquid insulation materials and gas insulation 
materials. In general, Partial Discharge can be caused by the 
local electrical stress concentration in insulation. There are 3 
main things that can be the source of the occurrence of PD, the 
Internal PD (the presence of a cavity between dielectrics or 
within a particular dielectric), and Corona PD (occurs around 
the conductor) and Surface PD (occurs on the surface due to 
contamination) [1-2]. 
Diagnosis of electrical equipment is necessary to prevent 
breakdown or equipment damage which can cause a sudden 
power system disturbance. Partial Discharge Measurement is 
one of the methods of used to diagnose high voltage electrical 
equipments in order to assess the condition of electrical 
equipments. In general, the problem occurs in electrical 
equipment that has long been used. Damage to electrical 
equipment, 80% are caused by the insulation problem. The 
insulation problem can disturb the reliability of the equipment 
or the electrical system reliability itself. To prevent the power 
system disturbance, the power system monitoring is needed to 
maintain the quality of the electrical equipments insulation. 
This study aims at determining the characteristics of partial 
discharge measured using the RC Detector. Characteristics of 
Partial Discharge includes measurement of BGN, PDIV and 
PD waveform. Partial discharge measurements were 
performed by modeling the needle-plane electrode [3-5]. In 
this research will discuss about experiment setup and  PD 
measurement results by using RC Detector.  
II. PARTIAL DISCHARGE MEASUREMENT SYSTEM 
A. Measurements Object  
PD model used in this research is corona discharge. The 
partial discharge signal is generated by an artificial PD source 
using a needle-plane electrode 1 cm apart. The diameter of the 
needle used was 1 mm with 3 μm needle tip and needle angle 
300. The needle - plane electrode model is shown in Fig. 1. 
 
Fig 1.  Electrode needle-plane 
B. Partial Discharge Sensor 
In this study, partial discharge measurement was 
performed by using RC detector. The types of sensors used in 
the measurement of partial discharge are shown in the  Fig 2. 
 
Fig 2. RC Detector sensor 
C. Experimental setup 
The experimental setup is shown in Fig. 3. The high 
voltage test source comes from a 200V / 100 KV transformer 
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with a power capacity of 5 KVA. After that the transformer is 
connected to a 6.1 KΩ  resistor to limit the current flowing in 
the circuit. 
 
Fig 3. PD measurement setup 
D. Partial Discharge Measurements 
Partial discharge measurements were performed using RC 
Detector. The data of PD measurement were taken averagely 
40 times with 5 variations of voltage level that is 5 KV, 5.5 
KV, 6 KV, 6.5 and 7 KV. The Data obtained from each 
measurement was saved in csv format. This data were 
processed using Microsoft Office Excel software and plotted 
using OriginPro 2016 software [6-7]. The characteristics 
observed in this measurement are: 
• BGN OFF and BGN ON 
• PDIV (Partial Discharge inception voltage) Positive and 
Negative 
• Positive and Negative Partial Discharge waveform. 
III. MEASUREMENT RESULTS 
A. Backrgound Noise 
BGN measurements aims at determining the amount of 
noise that is present at the time of measurement in the 
laboratory. 
1) Background Noise OFF 
The main purpose of BGN OFF measurement is to 
determine the noise condition when the measurement circuit is 
still in Off mode. The BGN OFF condition of RC Detector is 
shown in Fig. 4. Vpp (mV) shows magnitude of background 
noise. 
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Fig 4. Background Nosie OFF of RC Detector  
The noise read by oscilloscope as shown in Fig 4. above 
comes from the environment around the experiment execution, 
in the form of electric engine sound or interference from 
electromagnetic waves of equipments in the laboratory. BGN 
OFF measurements are shown in Table 1. 
TABLE I.   V PEAK-PEAK BACKGROUND NOISE OFF OF RC 
DETECTOR  
Vpp Bgn Off 
Sensor Vpp (mV) Vmax (mV) Vmin (mV) 
RC Detector 11.32 6.68 -4.64 
On measurement of BGN OFF the magnitude of peak to  
peak voltage (Vpp) detected by RC Detector is 11.32 mV. 
2) Background Noise ON 
The Measurement of BGN ON aims at determining the 
noise condition when the voltage source is turned on but still 
in condition 0 KV. In this experiment, BGN ON was taken 
when the system condition was not really at 0 KV, but at 1.3 
KV. This happens because the voltage regulator used cannot 
be fixed at the position of 0 KV. BGN ON condition of RC 
Detector sensor is shown in Fig 5. 
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Fig 5. Background Nosie ON of RC Detector 
The measurements of BGN ON of RC Detector are shown 
in Table 2. 
TABLE 2. V PEAK-PEAK BACKGROUND NOISE ON OF RC 
DETECTOR 
Vpp BGN On 
Sensor Vpp (mV) Vmax (mV) Vmin (mV) 
RC Detector 11.36 6.72 -4.64 
 
On measurement of BGN ON the magnitude of peak to  
peak voltage (Vpp) detected by RC Detector is 11.36.  
From the measurement results obtained, Vpp  of BGN ON 
is higher than Vpp of BGN OFF. Background noise 
observation becomes a parameter in the observation of the 
wave that appears on the oscilloscope. The objective is to 
avoid the error of taking observation of partial discharge wave 
data. 
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B. Partial Discharge Inception Voltage (PDIV) 
PDIV is the voltage at which PD activity appears for the 
first time when the source voltage is increased gradually. In 
this study PDIV observed is negative PDIV and positive 
PDIV. In this experiment, PDIV was observed 40 times and 
then averaged.  
1) Negative  Partial Discharge Inception Voltage  
Negative PDIV is the first negative PD signal to appear. 
Fig 6. shows the negative PDIV waveform detected by the RC 
detector. 
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Fig 6. Negative PDIV Measured by RC Detector  
The negative PDIV signal first appeared for the RC Detector 
at a voltage 3.55 KV. Table 3. shows the  Vmin and Vpp 
PDIV signals for RC Detector. 
TABLE 3. VOLTAGE, V MIN AND VPP NEGATIVE PDIV  
On the measurement, the magnitude of negative PDIV 
Vpp for RC Detector is 22.28 mV. 
2) Positive Partial Discharge Inception Voltage  
Positive PDIV is the first positive PD signal to appear. 
Fig 7. shows the positive PDIV waveform detected by the RC 
Detector. 
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Fig 7. Positive PDIV measured by RC Detector        
The positive PDIV signal first appeared for the RC 
Detector at a voltage of 4.01 KV. Table 4. shows the  Vmin 
and Vpp PDIV signals for RC Detector. 
TABLE 4. VOLTAGE, V MAX AND VPP POSITIVE PDIV 
On the measurement, the magnitude of positive PDIV 
Vpp for RC Detector is 180.05 mV. The data show that the 
positive PDIV voltage is slightly higher than the negative 
PDIV which means that the negative PD will appear earlier 
than the positive PD. 
C. Partial Discharge Waveform 
There are two PD waveforms namely negative PD 
waveform which occurs in negative cycle and positive PD 
waveform which occurs in positive cycle. PD waveform 
measurement was taken 40 times. The waveforms needed 
include the waveforms of positive PD and negative PD for the 
RC Detector by 5 variations of voltage starting from 5 KV, 5.5 
KV, 6 KV, 6.5 KV and 7 KV.   
The PD waveform parameter is the time rise (tr), time fall 
(tf) and amplitude (Vpp). The rise time usually calculated 
from 10-90% Ampitude and time fall is calculated from 100-
10% Ampiltude. 
1) Negative PD Waveform measured by RC Detector 
Fig 8. shows the negative PD waveforms detected by 
using the RC Detector at 5 KV. 
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Fig 8. Negative Partial discharge  waveform  measured by RC Detector at 5 
KV 
Table 5. shows the rise time and standard deviation of the 
negative waveform  detected by using the RC Detector  at 5 
variations of voltage level. 
TABLE 5. The Rise Time of the Negative PD Waveform Measured by  RC 
Detector 
Rise Time Negative PD Waveform 
Voltage Rise Time (nS) Std 
RC 5 KV 77.39 10.78 
RC 5.5  KV 90.92 16.33 
RC 6  KVV 104.27 17.90 
RC 6.5  KV 106.89 16.33 
RC 7  KV 103.41 18.99 
Negative PDIV 
Sensor Voltage (KV) Vpp (mV) Vmax (mV) 
RC 3.55 22.28 - 16 
Positive PDIV 
Sensor Voltage (KV) Vpp (mV) Vmax (mV)
RC 4.01 180.05 156 
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Fig 9. shows the rise time graph of the negative PD 
waveforms detected by using the RC Detector at 5 variations 
of voltage level. 
 
Fig 9. Rise Time Negative PD Waveform 
Table 6. shows the fall time and standard deviation of the 
Negative waveform measured by RC Detector at 5 variations 
of voltage level. 
TABLE 6. The Fall Time of the Negative PD Waveform Measured by  RC 
Detector 
Fall Time Negative PD Waveform 
Voltage Fall Time (nS) Std 
RC 5 KV 706.38 23.02 
RC 5.5  KV 737.47 35.45 
RC 6  KV 717.56 35.37 
RC 6.5  KV 648.86 75.52 
RC 7  KV 622.73 87.43 
Fig 10. shows the fall time graph of the negative PD 
waveforms detected by using the RC Detector at 5 variations 
of voltage level. 
 
Fig 10. Fall Time Negative PD Waveform 
Table 7. shows the Vpp and standard deviation of the 
negative waveform  detected by using the RC Detector at 5 
variations of voltage level. 
 
TABLE 7. The Vpp of the Negative PD Waveform Measured by  RC Detector 
Vpp Negative PD Waveform 
Voltage Vpp (mV) Std 
RC 5 KV 27.05 1.03 
RC 5.5  KV 27.57 3.74 
RC 6  KV 29.89 1.27 
RC 6.5  KV 39.14 1.95 
RC 7  KV 40.82 1.82 
 
Fig 11. shows the Vpp graph of the negative PD 
waveforms detected by using the RC Detector at 5 variations 
of voltage level. 
 
Fig 11. Vpp Negative PD Waveform 
2) Positive PD Waveform measured by RC Detector 
Fig 12. shows the positive PD waveforms detected by 
using the RC Detector at 5 KV. 
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Fig 12. Positive Partial discharge  waveform  measured by RC Detector at 5 
KV  
Table 8. shows the rise time and standard deviation of the 
positive waveform  detected by using the  RC Detector at 5 
variations of voltage level. 
TABLE 8. The Rise Time of the Positive PD Waveform Measured by  RC 
Detector 
Rise Time Positive PD Waveform 
Voltage Rise Time (nS) Std 
RC 5 KV 133.12 7.45 
RC 5.5  KV 133.18 5.65 
RC 6  KV 130.97 5.91 
RC 6.5  KV 128.02 6.62 
RC 7  KV 131.96 4.77 
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Fig 13. shows the rise time graph of the positive PD 
waveforms detected by using the RC Detector at 5 variations 
of voltage level. 
 
Fig 13. Rise Time Positive PD Waveform 
Table 9. shows the fall time and standard deviation of the 
positive waveform measured by RC Detector at 5 variations of 
voltage level. 
TABLE 9. The Fall Time of the Positive PD Waveform Measured by  RC 
Detector 
Fall Time Positive PD Waveform 
Voltage Fall Time (nS) Std 
RC 5 KV 710.99 20.01 
RC 5.5  KV 713.67 20.58 
RC 6  KV 698.77 23.91 
RC 6.5  KV 696.95 20.12 
RC 7  KV 705.38 12.93 
Fig 14. shows the fall time graph of the Positive  PD 
waveforms detected by using the RC Detector at 5 variations 
of voltage level. 
 
Fig 14. Fall Time Positive PD Waveform 
Table 10. shows the Vpp and standard deviation of the 
Positive waveform  detected by using the RC Detector at 5 
variations of voltage level. 
TABLE 10. The Vpp of the Positive PD Waveform Measured by  RC 
Detector 
Vpp Positive PD Waveform 
Voltage Vpp  (mV) Std 
RC 5 KV 449.60 64.97 
RC 5.5  KV 476.60 89.63 
RC 6  KV 524.80 97.27 
RC 6.5  KV 647.40 48.04 
RC 7  KV 740.00 34.04 
 
Fig 15. shows the Vpp graph of the Positive PD waveforms 
detected by using the RC Detector at 5 variations of voltage 
level. 
 
Fig 15. Vpp Positive PD Waveform 
IV. ANALYSIS AND DISCUSSION 
A. Background Noise 
Based on the measurement results of BGN OFF ,it was 
found that the peak to peak voltage for RC Detector is  11.32 
mV. Based on the measurement results of BGN ON ,it was 
found that the peak to peak voltage for RC is 11.36 mV. From 
the measurement results obtained, Vpp  of BGN ON is higher 
than Vpp of BGN OFF because on the measurement of BGN 
ON there has been a flowing voltage of 1.2 KV, therefore it 
can be said that  the measurement of BGN is influenced by 
applied voltage flowing in the experimental circuit.  
B. PDIV (Partial Discharge Inception Voltage) 
From the measurement results, the negative PDIV appears 
at a voltage of 3.55 KV for RC Detector. The positive PDIV 
appears at a voltage of 4.01 KV for RC Detector. 
 These results indicate that positive PDIV is slightly 
higher than negative PDIV which means negative PD will 
appear earlier than positive PD. In the needle – plane 
electrode, a nonhomogeneous electric field occurs at the tip of 
the needle electrode. The increase in voltage on the needle 
electrode will raise the strength of the non-homogeneous 
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electric field around the tip of the needle. The increase of 
electric field strength will result in the increase of ionization 
energy of gas molecule (U) ,thereafter there will be the  
ionization of gas molecules locally around the tip of the 
needle. This ionization causes gas molecules to release 
electrons to produce positive ions and free electrons. These 
ionized free electrons move and have kinetic energy according 
to equation 1. 
                 (1) 
where e is the charge of electrons, V is the potential difference 
between the two electrodes, me is the mass of the electron, and 
ve is the velocity of the electron. The greater ionization energy 
causes more electrons to escape from their bonds. Free 
electrons produce ionization and pound free air molecules. If 
the free electron kinetic energy is higher than the ionization 
energy of the gas molecule, then the gas molecules will ionize 
into positive ions and produce new free electrons. This 
happens repeatedly which will cause the occurrence of many 
positive ions and further trigger the occurrence of avalanche 
electrons which will finally result in the occurrence of PD. 
In the negative cycle, the needle electrode is negative-
polarized, and according to Coulomb's law, the ionized 
electron will move away from the needle electrode and 
accelerate the appearance of larger avalanche electrons. The 
appearance of larger avalanche electrons in a shorter time 
causes PD to occur more easily in the negative cycle. This is 
what causes the negative PDIV value to be  lower than the 
PDIV positive value. 
C. Partial Discharge Waveform 
From the measurement results of negative and positive 
PD waveform for RC Detector at 5 KV, 5.5 KV, 6 KV, 6.5 
KV and 7 KV respectively, it has been found that the fall time 
is greater than the rise time. This is because the impulse shape 
of the PD is composed by two types of carriers, namely 
negative charge carriers (electrons) and positive charge 
carriers (ions). Thus, the electron mass is lighter resulting in 
greater electron mobility than the ion, the amount of current is 
higher due to the electrons but it exhausts soon and contributes 
to the rise time region to be smaller, whereas the ion-induced 
currents are smaller and flow in longer periods so that ion-
induced currents contribute to the region fall time to be bigger. 
From the measurement results, it has also been found that the 
peak to peak voltage (Vpp) will be greater when the applied 
voltage is greater. The measurement results indicate that the 
Partial discharge Vpp is influenced by the voltage applied to 
the measurement.  
V. CONCLUSION 
This study discusses the characteristics of partial 
discharges measured by using RC Detector in air insulation.  
The characteristics observed in this measurement are BGN 
OFF ,BGN ON, PDIV Positive, PDIV Negative, Positive 
Partial Discharge waveform and Negative Partial Discharge 
waveform. The results of this research is based on Background 
Noise measurement, it was found that peak to peak voltage for 
BGN ON is higher than the peak to peak voltage for BGN 
OFF, based on PDIV measurement, the positive PDIV voltage 
is slightly higher than the negative PDIV which means that the 
negative PD will appear earlier than the positive PD and based 
on PD Waveform measurement, it was found that the higher 
applied voltage the higher value of peak to peak voltage 
required for the partial discharge on each sensor. 
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Abstract- Partial discharge (PD) is a local electrification 
phenomenon that partially connects insulation between the 
conductors and occurs either on the surface of the 
conductor or inside the insulation (void). During the PD 
there are several phenomena that accompany the 
occurrence of PD, such as impulse currents, heat radiation, 
electromagnetic waves, mechanical waves and chemical 
processes. This phenomenon is detected and measured to 
know the existence of PD. One of the PD measurements is 
ultra high frequency (UHF) method, by measuring the 
waves generated by PD using antenna. One of antenna 
having good characteristics is UWB double layer printed 
antenna. In this paper the application of ultra-wideband 
double layer printed antenna for partial discharge 
detection is reported. The application of antenna on PD 
measurement, shows that the antenna is able to detect PD. 
The characteristics of PD: PDIV, PDEV, PD waveform are 
measured using this antenna. Ultra-wideband (UWB) 
double layer printed antenna is an antenna developed 
from a square microstrip antenna with symmetrical T-
shaped tethering. The proposed antenna is  implemented 
on Epoxy FR-4 substrate with permittivity of 4.3, thickness 
of 1.6mm, and 72.8mm x 60.0mm in size. The VNA testing 
of the antenna shows that the antenna bandwidth is from 
50MHz to 2.30GHz. The measured results of PD wave are 
PDIV, PD waveform and PDEV. 
Keywords-Partial discharge; UWB antenna; UHF. 
I.  INTRODUCTION  
Partial Discharge (PD) is a local electrification 
phenomenon that partially connects insulation between 
conductors and occurs both on the surface of the conductor and 
inside the conductor (void). This discharge may occur in a 
conductor (conductor) in a short time, either at close range or at 
a great distance. PD can occur in solid insulating materials, 
liquid insulation materials and gas insulation materials. In 
general, PD can be caused by the local electrical stress 
concentration in isolation. There are three main things that can 
be the source of the occurrence of PD, which is Internal PD 
(the presence of a cavity between dielectrics or within a 
particular dielectric), Corona PD (occurs around the conductor) 
and Surface PD (occurs on the surface due to contamination). 
During the occurrence of PD, there are several phenomena that 
accompany the occurrence of PD, such as impulse currents, hot 
light radiation, electromagnetic waves, mechanical waves, and 
chemical processes.  
This phenomenon is captured to know the existence of PD. 
The measurement and diagnosis of a non-electric PD is a 
measurement that does not measure electrical quantities. The 
concept of non-electric PD measurement is to use a number of 
sensor equipment and conversion devices from sensors into 
measurable quantities on measuring instruments such as 
spectrum analyzers, PD detecting, and oscilloscopes. PD 
causes electromagnetic waves in which this wave propagates 
from inside the source of the outgoing material PD. One 
method of PD measurement is the UHF method, the wave 
measurements induced by the partial discharge. 
This study is an antenna investigation from the beginning 
of the design to the application of the antenna on the partial 
discharge measurement. The design of the previously 
researched reference antennas was re-experimented with PD 
measurement applications. Antenna design for the purposes of 
partial discharge measurements is numerous, such as antenna 
loops, bowtie antenna. However, the performance of the 
antenna still has its weaknesses in terms of antenna working 
frequency. The working frequency of the antenna is a 
parameter that must be considered because the partial discharge 
has a frequency that must be adjusted by the antenna to be 
designed. The antenna to be designed should match the antenna 
characteristics for the partial discharge measurement 
application. UHF band electromagnetic (EM) wave (300 MHz 
– 3 GHz) is characteristic PD emission at gas insulation 
substation (GIS). So far various types of antennas and sensors 
have been developed to detect PD [1-5]. However, the sensors 
bandwidth characteristics are still cut into various frequency 
ranges. This is not same at a certain frequency range.The 
antenna working frequency is expected to have the same range 
as the partial discharge frequency range or even more widely. 
Benefits obtained are, the antenna is able to perform partial 
discharge measurement applications on all types of isolation 
with just one antenna.  
This research method uses a reference from the antenna 
form that has been studied with characteristics suitable for 
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partial discharge measurement applications. The antenna as a 
sensor acts to receive EM waves. A good sensor should operate 
at the frequency generated by the PD which located on UHF 
band (300 MHz – 3 GHz). In this study the one of the antenna 
is UWB double layer printed antenna. The antenna reference is 
simulated in antenna design and simulation (ADSS) to obtain 
parameter results such as return loss and VSWR. The ADSS 
results are compared with the previously researched reference 
results. From the obtained frequency results are appropriate, 
the next step of the antenna is fabricated and tested to obtain 
data from the form of measurement based on vector network 
analyzer (VNA). The results of the VNA test compared to the 
simulated antenna reference results, the VNA test results 
should not be too much different or maybe the result can be 
just the same. The next test is antenna testing for partial 
discharge measurement. The working frequency of antennas in 
the partial discharge range makes the antenna capable of 
measuring the partial discharge. 
II. DESIGN OF ANTENNA 
A. Reference Antennas 
The Antenna is one of the sensors used in PD measurement 
using UHF method. In this study the one of the antenna is 
UWB double layer printed antenna [6]. Figure 1 shows the 
antenna design, dimensions of the antenna, either on the patch, 
subtrate, or groundplane. UWB double layer printed antenna 
proposal is then implemented on epoxy FR-4 substrate with a 
permittivity of 4.3 with a thickness of 1.6mm, and of 72.8mm x 
60.0mm in size. 
 
Figure 1. Antenna design. 
 
The reference antenna shape has a wide band yield of 
50MHz-5GHz that is capable of being implemented to detect 
PD signals. The frequency of the PD signal is in the 300MHz-
3GHz range. This indicates that the antenna bandwidth is still 
suitable for PD measurements. Figure 2 shows the result of 
VSWR measurement of the antenna. 
 
Figure 2. VSWR of proposed reference antenna with optimum 
dimension. 
B. Simulation of Reference Antennas 
The design is simulated again in using ADSS. Software is 
used to test each form of the antenna so that working 
frequency range of the antenna obtained. This simulation 
shows the result of antenna parameter the return loss and 
VSWR show the working frequency range of an antenna. The 
result of return loss measurement and VSWR is based on 
simulation software.  
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Figure 3. The simulation result of antenna return loss. 
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Figure 4. The simulation result of antenna VSWR. 
Figure 3 and 4 show the simulation results using ADSS. 
The  working frequency range (VSWR <2 and return loss <-
10dB) of the antenna is 50MHz-2.30GHz. The frequency 
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results are already able to detect the PD signal since the PD 
signal frequency range still exists in the antenna's frequency 
range. The comparison of simulation results using ADSS 
differs from the antenna reference simulation result, the 
reference antenna is capable of working frequency 50MHz-
5GHz, while the antenna simulation using ADSS is only 
50MHz-2.30GHz. This is because of that there are several 
unknown dimensions in the reference. However, the result can 
still be in working frequency which is feasible to be used for 
partial discharge measurement. 
C. Fabrication of Reference Antennas 
Fabrication is process where the antennas that have been 
simulated on the software begin to be made the original form. 
Antenna material made from PCB makes antenna easy to 
fabricate. Other components also have a connector sma as a 
connector to an oscilloscope, and resistor 82 ohm as resistor 
loading on the antenna. The following is the shape of the 
result of the fabrication of antenna in figure 5. 
 
 
Figure 5. Front view of the antenna. 
III. TEST OF ANTENNA USING A VECTOR NETWORK 
ANALYZER (VNA) 
The antenna is tested using VNA. The test check the 
working frequency range of the fabricated antenna. It is then 
compared with the simulation result. simulation results of 
antenna working frequency of 50MHz-2.30GHz. The VNA 
result should be the same or close to the result of the antenna 
simulation in the software. Figure 6 shows a series of antenna 
testing using VNA. 
 
 
Figure 6. Antenna Testing circuit using VNA. 
VNA test results show return loss and VSWR approaching 
simulation results. Figure 7 and Figure 8 show the return loss 
and VSWR obtained from VNA testing. 
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Figure 7. The return loss of antenna using VNA. 
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Figure 8. VSWR of the antenna using VNA. 
The test results indicate the working frequency range of 
antenna that has been in fabrication reach 50MHZ-2.34GHz. 
This indicates that the results of the simulation using the 
software show results that are not much different from when 
the antenna has been fabricated and tested using VNA. 
IV. EXPERIMENTAL SETUP FOR PARTIAL DISCHARGE 
DETECTION 
The antennas designed in this experiment calculate the 
benefits of efficiency, and the effectiveness of partial 
discharge detection so that an antenna can only receive waves 
from the front only by making a copper-like cube that 
resembles a bird cage. In Figure 9 shows the partial discharge 
experiment, the electrodes of plates with 5mm acrylic 
insulation media are obtained at breaks of 9.12 volts in 
multimeters or 36.48 kV. PD experiments performed using 
voltages smaller than (80% x 36.48 kV), or about 29.18 kV 
and on a 7.30-volt multimeter, this is the maximum limit value 
for injection into the system. Figure 10 shows a series of PD 
tests using antenna. While in figure 11 shows the location of 
each component on the test in the laboratory. 
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Figure 9. The PD test circuit using antenna sensors 
The oscilloscope as a partial discharge wave measurement 
tool to see PD signal waves. In the oscilloscope, there are 
three channel probes used. Channel 1 (CH1) is used for the 
channel from the step-up transformer source. Channel 2 (CH2) 
is used for detecting impedance sensor measurement. Channel 
3 (CH3) is used for antenna sensor measurements. 
 
Figure 10. Source of PD 
 
Figure 11. PD testing in laboratory. 
V. MEASUREMENT RESULT AND DISCUSSION 
A. Background noise measurement results of PD 
(Background ON and Background OFF) 
Accurate experimental results are obtained primarily 
related to the partial discharge waveform, first observed in the 
background noise test circuit with the oscilloscope. The first 
measurement is the background noise in the position of the 
AC high-voltage source from the step-up transformer at the 
OFF position, the AC voltage source signal (red color graph), 
the signal captured by the antenna sensor (blue graph) and the 
signal captured by the RC detector colored blue) as follows in 
figure 12. 
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Figure 12. Background noise OFF. 
Figure 12 shows the background noise signal when the 
voltage regulator has not been turned on. This is necessary to 
know the amount of noise signal coming from the external 
system. Before the test voltage source turned on it was already 
seen there is noise that is read on the oscilloscope. The 
oscilloscope-readable noise is derived from the environment 
around the experimental execution, in the form of the electric 
engine sound or interference from electromagnetic waves of 
equipment in the laboratory. Further observed when the source 
voltage is switched on to the test circuit. 
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Figure 13. Background noise ON  
Figure 13 shows the signal data of the AC voltage source 
(blue graph), the signal captured by the antenna sensor (red 
graph), the background noise signal is known when the 
voltage regulator is turned on. This is necessary to know the 
amount of noise signal generated by the internal system. The 
background noise (BGN) measurement is performed before 
starting the experiment to distinguish between the noise signal 
and the partial discharge signal to be measured. Once the 
voltage source is turned on, there is little change in the more 
noise emerging. Observation background noise becomes a 
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parameter in the observation of the wave that appears in the 
next oscilloscope. The purpose to avoid taking data partial 
discharge wave that was only limited to noise. 
B. PDIV measurement results  
Observation of the partial discharge inception voltage 
(PDIV), the source voltage is increased gradually and 
observations are made on the channel oscilloscope 3. Figure 
14 shows the signal data of the AC voltage source (blue graph), 
the signal captured by the antenna sensor (red graph). When 
the voltage reaches 18 kV (readings of a 4.5 volt multimeter) 
appears a negative PDIV signal. This occurs because, at half 
the negative cycle, the partial discharge is generated by 
electrons derived from field emissions arising from the surface 
of the electrode. If further observation turns out this also 
happens in some other negative wave cycle. This signal 
exceeds the value of background noise on the negative cycle 
so it can be ascertained that this is a partial discharge wave 
signal. 
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Figure 14. PDIV waveform  
Figure 14 shows a negative PDIV signal. This PD signal is 
the first PD signal to appear on the negative side. The first 
partial discharge signal that emerges is a negative PD signal. If 
further observation turns out this also happens in some other 
negative wave cycle. This signal exceeds the value of 
background noise on the negative cycle so it can be 
ascertained that this is a partial discharge wave. 
C. PD Waveform Results ( Rise Time and Fall Time ) 
Figure 15 shows that the shape of the partial discharge 
signal and waveform appearing is not too disturbed by noise in 
the test circuit. In general, we can observe the basic form of 
partial discharge signal in the experiment. 
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Figure 15. PD waveform measured by antenna at 5.9 kV 
Partial discharge waveform can be split into the two-time 
rise and time fall. Generally, the rise time for partial discharge 
waves is from 10% to 90% of the peak. While the time fall 
ranging from 100% to 90%. In addition to being divided into 
time rise and time fall, the partial discharge waveform can also 
be divided into two currents due to the flow of electrons and 
currents due to ion movement. The electrons flow quickly and 
only in a short time. While the ion currents move slowly and 
in a relatively long time. This explains the shape of a partial 
discharge signal that has a sharp rise at the beginning and 
drops gently after it reaches its peak.  
 
D. Partial Discharge Extinction Voltage (PDEV) Results 
The voltage source during the occurrence of PD and the 
voltage source is lowered gradually, it will get the voltage 
value when the PD will disappear gradually in the positive PD 
and followed by the negative PD. However, in experiments 
with plate electrode to plate with acrylic, it cannot be 
distinguished PDEV negative and PDEV positive because it 
occurs at a narrow voltage or occurs at about the same time at 
the source voltage of 19.6 kV for PDEV antenna. Figure 16 
shows the PDEV results on the antenna. 
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Figure 16. PDEV waveform 
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VI. ANALYSIS AND DISCUSSION 
The ultra-wideband double layer printed antenna has been 
tested. Test antenna such as simulation on software ADSS, 
measurement with VNA and measurement partial discharge 
detection.  
The first, the antenna has been tested on software ADSS for 
get data of return loss and VSWR. The results of return loss 
and VSWR antenna have a good frequency for detecting 
partial discharge 50MHz-2.30MHz. this results indicated 
antenna can used measurement for partial discharge detection.  
The second, after simulation in ADSS, next step is 
fabrication of antenna and then testing antenna with VNA. 
The result VNA for antenna have range frequency in 50MHz-
2.34GHz. it mean, result of measurement in simulation and 
VNA not much different value.  
And the last experimental, the antenna used to measurement 
partial discharge. We know the antenna has frequency in 
50MHz-2.30GHz. Frequency of partial discharge detection is 
300MHz-3GHz. The PD detection range is in the antenna 
frequency range. Therefore the antenna can be used to detect 
partial discharge. The result of partial discharge, such as 
backgrond noise, PDIV, PDEV and PD waveform result is 
successful to detection with the antenna.  The background 
noise signal is known when the voltage regulator is turned on. 
This is necessary to know the amount of noise signal 
generated by the internal system. The background noise 
(BGN) measurement is performed before starting the 
experiment to distinguish between the noise signal and the 
partial discharge signal to be measured. Once the voltage 
source is turned on, there is little change in the more noise 
emerging. 
Observation of the partial discharge inception voltage 
(PDIV), When the voltage reaches 18 kV (readings of a 4.5 
volt multimeter) appears a negative PDIV signal. This occurs 
because, at half the negative cycle, the partial discharge is 
generated by electrons derived from field emissions arising 
from the surface of the electrode. If further observation turns 
out this also happens in some other negative wave cycle. This 
signal exceeds the value of background noise on the negative 
cycle so it can be ascertained that this is a partial discharge 
wave signal. 
Partial discharge waveform can be split into the two-time 
rise and time fall. Generally, the rise time for partial discharge 
waves is from 10% to 90% of the peak. While the time fall 
ranging from 100% to 90%. In addition to being divided into 
time rise and time fall, the partial discharge waveform can also 
be divided into two currents due to the flow of electrons and 
currents due to ion movement. The electrons flow quickly and 
only in a short time. While the ion currents move slowly and 
in a relatively long time. This explains the shape of a partial 
discharge signal that has a sharp rise at the beginning and 
drops gently after it reaches its peak. 
The voltage source during the occurrence of PD and the 
voltage source is lowered gradually, it will get the voltage 
value when the PD will disappear gradually in the positive PD 
and followed by the negative PD. However, in experiments 
with plate electrode to plate with acrylic, it cannot be 
distinguished PDEV negative and PDEV positive because it 
occurs at a narrow voltage or occurs at about the same time at 
the source voltage of 19.6 kV for PDEV antenna.  
From the measurement results partial discharge can be 
stated that the ultra-wideband double layer printed antenna can 
be included in the classification of one type of partial 
discharge detection. 
VII. CONCLUSION 
The results of several experimental tests that have been 
done, both on antenna design and antenna testing on the partial 
discharge measurements in the laboratory, have good results, 
both in terms of antenna parameters to partial discharge 
measurements. following the conclusions of the experiments 
that have been done: 
 
1. The antenna design made has different results on 
antenna parameters both return loss and VSWR, this 
is because there are several dimensions of the 
reference antenna unknown size 
2. Antenna designs are made capable of performing 
partial discharge measurements since the range of 
antenna receives is in the partial discharge frequency 
range. 
3. The ultra wide band double layer antenna can 
perform partial discharge detectin and measurements: 
PDIV, PD waveform and PDEV. 
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Abstract— In a distribution system, reliability index is 
significant to calculate system performance in continuosly 
distribute the electricity power to consuments. Fedeer 
analysed by researcher is the main electricity distributor in 
Tambak Aji industrial area, a developing industrial area. 
This research is needed to be conducted to ensure the 
frequent blackout is known and minimalized along with 
increasement of load number in the feeder. Using section 
technique method which divides feeder section based on 
sectionalizer number and detailed calculation in each load 
point, device failure rate, the length of conductor, and 
disturbance repairement duration. It was obtained Randu 
Garut 3 feeder reliability index of SAIFI of 1.759 faults/year, 
SAIDI of 4.547 hours/year as CAIDI of 2.585 hours/year. 
Keywords—CAIDI, reliability, SAIDI, SAIFI, Section 
Technique 
I. INTRODUCTION  
Electrical power system’s ability to provide sufficient 
supply with satisfying quality is main role of electrical 
producer [1]. As the demand of electrical power goes 
higher, the system is demanded to has reliability in 
electrical power providing and distribution. Disturbance or 
damage in system will widely affect reliability value and 
also make load released thus black out is happened. 
To determine reliability level of electrical power 
distribution, medium voltage network’s role is crucial.  The 
electric power distribution systems contributes about 80-
90% of the customer reliability problems in general [1-3]. 
There are some number of factors that may cause abnormal 
system conditions (or fault conditions) and result in 
customer interlude, for example contact of animals and 
trees with distribution equipment, lightning and wind 
storms as examples of bad weather, distribution equipments 
with aging condition and lack of maintenance and traffic 
accidents [4-7]. 
Electrical system disturbance that resulted in blackout 
gives losses in consument’s side. According to PT PLN 
(Persero) West Semarang region data, there is big growth of 
customer number from 2016 until February 2018 as many 
as 3645 customer or 3,7%. This is caused by increasement 
of people’s life rate and batch of developments in industrial 
sector by goverment, especially West Semarang 
Goverment. Thus, there is demand of electrical power 
system that is standard-fulfilled quality by electrical 
provider.  
This research is done in electrical power main feeder in 
industrial and office complex region with small number of 
customer and big number of devices. Beside that, load of 
Randu Garut 3 feeder will increase in the next few years 
caused by development of industrial sector in Tambak Aji 
region.. This industry will suffer considerable losses if 
black out occurs, in which the activities will be halt and the 
product will be damaged or defect. Types of customer are 
divided in to two: medium and low voltage customer. 
Furthermore, Randu Garut 3 feeder is frequently disrupted 
causing circuit breaker in substation works/trips, then 19 
blackouts occurr during 2017. 
Some studies proposed methods for evaluating the 
reliability of distribution system, for example [8] with 
quantitative method based on the reliability characteristics 
of basic system components. There were also a three-state 
Markov model composed post-fault switching actions [9],   
a Markov modelling approach by researcher [10]. 
Researcher [12] with restoration times models for 
distribution systems faults, meanwhile [11] with a Failure 
Modes and Effects Analysis (FMEA) technique, and [13] 
with models for equipment aging. To improve the accuracy 
of the reliability assessment, historical outage data were 
directly incorporated into some algorithms [14]. 
Nowadays, studies to assess reliability of power 
distribution system with distributed generation [20], [21]. 
Reference [15] proposed an assessment of reliability that 
take in to consideration the characteristics of energy 
released by renewable energy generation such as solar and 
wind generation. Reference [16] used clustering algorithm 
using clustering algorithm, output of the unconventional 
units were correlated with hourly load and designated into 
certain states. Reference [17] proposed a method to 
evaluate reliability of a distribution system with wind 
turbine generators using a simulation of time sequential A 
six state model of WTG  with joint effects of wind speed 
and forced outage is developed by authors. 
This research used section technique method in 
calculating load point reliability index and analyze 
reliability index of distribution system in Randu Garut 3 
feeder, PT PLN (Persero) west Semarang Region. This 
method is similar to FMEA method which counts reliability 
of a system based on effects of failure with the system and 
how it will affect the load point. This method is similar to 
FMEA method, system reliability determined by measuring 
and observing the impact of detoriation in system and load 
point. Identification of aftermath of an individual failure is 
conducted systematically by analysing the situation of 
occurred problem [18]. Section method divides calculation 
in every section thus analysis was done in detail, fast, 
simple and accurate. Beside that, obtained system reliabilty 
index will be compared with SPLN 68-2-1986 standard and 
2018 PT. PLN (Persero) West Semarang’s target. Used 
indexes were SAIFI (System Average Interruptions 
Frequency Index), SAIDI (System Average Interruption 
Duration Index) and CAIDI (Costumer Average 
Interruption Duration Index).  
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II. SECTION TECHNIQUE METHOD 
A. Section Technique 
Section Technique Method is a structured method to 
analyse and evaluate system that can be used to find 
reliability index of distribution system. In this method, 
system is divided in to several smaller parts or sections first, 
thus the probability of miscalculation will be minimized 
and time cost will be reduced [18].  
Reliability of a distribution system is based on how is 
the failure effect from an individual device will affect the 
system operation. This effect is identified systematically by 
analysing how is the consequences toward all of the 
customers in distribution network. Then each of the device 
failure will be analysed in one load point in the system thus 
the load point that is disturbed frequently will be found. 
Flowchart of section technique method is attached in Fig. 1. 
 
 
Fig. 1. Flowchart of Section Technique Method  
B. Reliability Index 
Reliability of consument service is able to be stated in 
several indexes, which the three most often used are  SAIFI, 
SAIDI and CAIDI. Below are needed data to find the three 
indexes, such as:  
1) Failure Rate 
Failure rate is average value from number of failures in 
a certain observed time (T), and is stated in failure rate in a 
year. In an observation, failure rate is stated as below:  
fλ=
T
  (1) 
a) Load point Failure Rate 
The sum of all equipment failure rates will affect the load 
point, is calculated by the equation: 
λLP i
i k
λ
=
=                         (2) 
b) Load point Disturbance Duration 
The sum of the repairing/switching duration with 
multiplying the rate of failure of all the equipment 
affecting the load point, calculated by the equation: 
ULP .i
i k
rjλ
=
=   (3) 
2) System Average Interruption Frequency Index 
SAIFI is defined as the average number of system failures 
that occur per customer served by the system per unit time 
(generally per year), calculated by the equation: 
 
.SAIFI NLP LP
N
λ
=   (4) 
3) System Average Interruption Duration Index 
SAIDI is the average value index of the duration of 
system disruption for each consumer for a year, calculated 
by the equation: 
 
.SAIDI= NLPULP
N

   (5) 
4) Customer Average Interruption Duration Index. 
CAIDI is an index value of the average duration of 
consumer disturbance each year, informing the average 
time to normalize the interruption of each customer within 
a year. Equation in calculating CAIDI: 
SAIDI
CAIDI=
SAIFI
  (6) 
III. TEST SYSTEMS 
The data needed in finding the reliability value of the 
distribution system include outage and repair duration. Both 
values are obtained with reference to SPLN No. 59 of 1985 
as in Table I and Table II. Whereas, the feeder shown in 
Fig. 2. is supplied from Randu Garut with an installed 
transformer of 60 MVA. The load served by these feeders 
are industrial, commercial and residential. There are 43 load 
points of 1 phase and 3 phase distribution transformer 
which are low voltage customer type with power below 197 
kVA and 25 circuit breaker. The total load of both low and 
medium voltage is 138 customers. This feeder is divided 
into 95 lines with a total length of 8.72 km. The data used 
in this study based on real data taken at PT. PLN (Persero) 
West Semarang. 
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TABLE I.   FAILURE INDEX AND REPAIR TIME OF MEDIUM 
VOLTAGE 
Overhead Medium Voltage 
Sustained failure rate (λ/km/yr) 0.2 
r (repair time) (hour) 3 
re (switching time) (hour) 0.25 
TABLE II.  DATA OF DEVICE OUTAGE, REPAIR AND SWITCHING  
Devices λ (unit/year) r (hr) rs (hr) 
Transformer 0.005 10 0.15 
Circuit Breaker 0.004 10 0.25 
Sectionalizer 0.003 10 0.15 
Recloser 0.005 10 0.25 
 
 
Fig. 2. Single line diagram of Randu Garut 3 
A. Area Limit with Sectionalizer 
The distribution network of Randu Garut 3 is divided 
based on the number of sectionalizers attached. The feeder 
has 3 sectionalizers in the form of 2 load break switches; 
mounted in normally close and 1 reclose. Thus, the feeder 
has 2 sections with a radial configuration as shown in Fig. 
3. and Fig. 4. 
 
 
Fig. 3. Section 1 Randu Garut 3 
 
 
Fig. 4. Section 2 Randu Garut 3 
IV. RESULTS AND DISCUSSION 
Reliability analysis was conducted based on data that 
has been obtained by using data length of lines and data of 
customer number per load point. The reliability of each 
section is described as follows: 
A. Section 1 
The effect of a device failure in the system can be seen 
in the list of failure modes Table III. 
TABLE III.  SECTION I FAILURE MODE LIST 
Disturbance 
Numbers 
  
Device 
  
Load Point affected by 
Repair  
Time 
Load Point 
affected by 
Switching  
Time 
1 ABSW CB 1-CB 25 + LP 1-LP 43  - 
2 Recloser CB 1-CB 25 + LP 1-LP 43  - 
3 CB 1 CB 1  - 
4 T1 LP 1  - 
5 L1 CB 1-CB 25 + LP 1-LP 43  - 
TABLE IV.  FAILURE DURATION AND RATE LOAD POINT SECTION I 
Load 
Point 
Failure Duration and Rate 
Load Point 
λ 
(fault/year) 
U 
(hours/year) 
CB 1 0.982 3.03 
~ 
CB 11 0.982 3.03 
CB 12 0.978 2.99 
~ 
CB 25 0.978 2.99 
LP 1 0.983 3.04 
~ 
LP 23 0.983 3.04 
LP 24 0.978 2.99 
~ 
LP 40 0.978 2.99 
LP 41 0.978 2.99 
LP 42 0.978 2.99 
LP 43 0.978 2.99 
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Table III. shows some samples because the number of 
equipment that had CB as many as 11, 23 transformers, and 
54 lines. Next, calculate the value of failure rate and the 
duration of failure of each load point. Failure rate and 
failure duration can be seen in Table IV. 
From Table IV. It was obtained λ for CB1 to CB12 of 
0.982 fault/year and λ for CB12-CB25 of 0.978, the 
meaning of CB here is that the load point failure rate is in 
medium voltage customers, whereas LP is low voltage 
customers and the difference in value of 0.005 was caused 
by section difference, because the calculation occurred in 
section 1 then the failure of load point in section 2 in the 
form of CB and LP was not counted. 
Taken one case on CB1, λ CB1 was obtained from the 
sum of equipment failure rate affecting CB1 and 
multiplication of failure rate with length of lines. From 
Table IV. also obtained the value of U for CB1 of 3.03 
faults/year. ULP1 is obtained from the sum of 
multiplication product λ of equipment with repair time or 
switching time in which the equipment is affecting CB1. 
Multiplication by repair time or switching time depends on 
the condition of the equipment, whether the equipment 
must be off or only experience switching time condition 
during interruption. This can be seen in Table V. 
In section 1, the conditions experienced by all existing 
equipment are only repair conditions and no equipment was 
subject to switching time conditions, due to the equipment 
and the substation were close in distance so that if an 
interruption happened, it cannot be backed up and the 
disturbance must be repaired first to the voltage from the 
new substation can be supplied again, so to find U in Table 
IV. condition used is repair time condition. By knowing 
index of reliability of load point can be obtained index of 
reliability section. 
Based on Table VI, it was obtained SAIFI and SAIDI in 
section I with value 0.9798043 fault/year for SAIFI and 
3.00804 hours/year for SAIDI. SAIFI for CB1 was obtained 
from multiplying the number of consumers on the load 
point by λ CB1 then dividing it by the total customer. 
TABLE V.  DISTURBANCE DURATION AND FAILURE RATE SECTION I 
Device λ SPLN 
Lenght  
of lines 
 λLP 
(fault/year) 
r 
SPLN 
ULP 
(hr/year) 
ABSW 0.003  - 0.003 10 0.03 
Recloser 0.005  - 0.005 10 0.05 
LP (T) 0.005  - 0.005 10 0.05 
L1 0.2 0.21 0.042 3 0.126 
~ 
          
L47 0.2 0.05 0.01 3 0.03 
L48 0.2 0.1 0.02 3 0.06 
L49 0.2 0.03 0.006 3 0.018 
L50 0.2 0.2 0.04 3 0.12 
L51 0.2 0.04 0.008 3 0.024 
L52 0.2 0.15 0.03 3 0.09 
L53 0.2 0.05 0.01 3 0.03 
L54 0.2 0.04 0.008 3 0.024 
 TOTAL λLP 0.983 TOTAL ULP 3.04 
TABLE VI.  SAIFI AND SAIDI PER LOAD POINT SECTION I 
Load 
Point 
Numbers 
of Cons.  
Numbers 
Of Cons. 
x λLP  
Numbers 
Of Cons. 
x ULP 
SAIFI SAIDI 
CB 1 1 0.982 3.03 0.007116 0.021957 
CB 2 1 0.982 3.03 0.007116 0.021957 
CB 3 1 0.982 3.03 0.007116 0.021957 
~   
  
CB 
25 1 0.978 2.99 0.007087 0.021667 
LP 1 1 0.983 3.04 0.007123 0.022029 
LP 2 3 2.949 9.12 0.02137 0.066087 
LP 3 1 0.983 3.04 0.007123 0.022029 
~   
  
LP 
36 5 4.89 14.95 0.035434 0.108333 
LP 
37 1 0.978 2.99 0.007086 0.021666 
LP 
38 15 14.67 44.85 0.106304 0.325000 
LP 
39 4 3.912 11.96 0.028347 0.086666 
LP 
40 1 0.978 2.99 0.007086 0.021666 
LP 
41 1 0.978 2.99 0.007086 0.021666 
LP 
42 10 9.78 29.9 0.070869 0.216666 
LP 
43 1 0.978 2.99 0.007087 0.021667 
Total 0.979804 3.00804 
 
B. Section 2 
The effect of system device failure in section 2 is shown 
in failure mode list in Table VII. 
TABLE VII.  FAILURE MODE LIST OF SECTION 2 
Disturbance 
Numbers  
  
Device  
  
LP affected by   
Repair  
Time 
LP affected by   
Switching  
Time 
1 Recloser CB 12-CB 25 + LP 24-LP43 
CB 1-CB 11 + 
LP 1-LP23 
2 CB 12 CB 12  - 
3 T24 LP 24  - 
4 L55 CB 12-CB 25 + LP 24-LP43 
CB 1-CB 11 + 
LP 1-LP23 
 
Table VII. are some of the only equipment samples that 
can be displayed because the tables are too long, in fact 
that there are 14 CB, 20 Transformers and 40 lines. Next, 
calculate the value of failure rate and the duration of 
failure of each load point. The value of failure rate and 
duration of failure can be viewed in Table VIII. 
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TABLE VIII.  LOAD POINT FAILURE DURATION AND RATE OF 
SECTION 2 
Load Point 
Load Point Failure Duration And Rate 
λ (fault/year) U (hours/year) 
CB 1 0.777 0.19425 
~   
CB 11 0.777 0.19425 
CB 12 0.781 2.392 
~   
CB 25 0.781 2.392 
LP 1 0.777 0.19425 
LP 22 0.777 0.19425 
~ 
LP 23 0.777 0.19425 
LP 24 0.782 2.402 
~ 
LP 43 0.782 2.402 
 
By knowing load point reliability index, section 2 reliability 
index can be obtained and is shown in Table IX. 
TABLE IX.  SAIFI AND SAIDI PER LOAD POINT IN SECTION 2 
Load 
Point 
Numbers 
of Cons. 
Numbers 
of Cons. 
x λLP  
Numbers 
of Cons.x 
ULP  
SAIFI SAIDI 
CB 1 1 0.777 0.19425 0.005630 0.001407 
CB 2 1 0.777 0.19425 0.005630 0.001407 
CB 3 1 0.777 0.19425 0.005630 0.001407 
~ 
          
   
CB 
25 1 0.781 2.392 0.00565 0.017333 
LP 1 1 0.777 0.19425 0.005630 0.001407 
LP 2 3 2.331 0.58275 0.016891 0.004222 
LP 3 1 0.777 0.19425 0.005630 0.001407 
~ 
          
   
LP 
43 1 0.782 2.402 0.005666 0.017405 
Total 0.78001 1.5398 
 
Based on Table IX, SAIFI and SAIDI in section 2  can 
be obtained with a value of 0.78001 fault/year for SAIFI 
and 1,5398 hours/year for SAIDI. After knowing the 
reliability index value of each section, value of index 
reliability of feeder network system can be obtained by 
summing index reliability of each section. The calculation 
can be seen in Table X. 
 
TABLE X.  INDEX OF TOTAL RELIABILITY 
Section  
Index of Total Reliability 
SAIFI  SAIDI  
I  0.979804 3.0080 
II  0.78001 1.5398 
Total 1.759814 4.5478 
 
The value of SAIFI and SAIDI was obtained by 
summing the magnitude of the reliability index of each 
section. For analyzed feeder, it was obtained SAIFI value 
of 1.759814 faults/year and SAIDI value of 4.5478 
hours/year. The value of CAIDI was obtained by dividing 
the SAIDI value by SAIFI, so the result of the calculation 
is shown in Table XI. 
TABLE XI.  CAIDI VALUE 
Section Index of Reliability (CAIDI) 
I  3.07004504 
II  2.01160328 
Total 2.58427267 
 
Furthermore, to determine whether the analyzed that is 
Randu Garut 3 included in the category of reliable feeder 
or not, the researcher did two comparison of reliability 
values that have been obtained with certain standard 
reliability values, among others: 
a) Standards established by PT. PLN (Persero) in 
accordance with SPLN No. 68-2 Year 1986 on "Level of 
Security Guarantee of Power System Part Two" which 
states that the radial configuration network system with 
PBO (Recloser). 
b)  Target of Rayon Semarang Barat 2018. 
 
 
Fig. 5. Comparison of Section Technique, SPLN and Target of Rayon 
Shown in Fig. 5. Comparison of section technique 
method with SPLN No. 68-2 in 1986 and 2018 Target of 
West Semarang Region, SAIFI and SAIDI reliability index 
obtained by section technique method was smaller, it means 
that the reliability value of Randu Garut was higher. While 
the value of CAIDI obtained was lower than SPLN No. 68-
2 in 1986 and higher than the 2018 target. 
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V. CONCLUSION 
Section technique method is used to analyze 
distribution system reliability in Randu Garut 3 feeder, 
total reliability values obtained were SAIFI INDEX of 
1.75981884 faults/year, SAIDI index of 4.57712319 
hours/year and CAIDI index 2.58427267 hours/fault. 
Obtained overall reliability index using   section technique 
method was better from PLN standard and target of West 
Semarang Region in 2018, except for CAIDI value which 
surpass target of West Semarang Region in 2018. Thus, 
section technique method is able to become solution in 
determining reliability index of particular distribution 
system. In addition, it can be concluded that the longer the 
lines of the distribution network and the more components 
of the equipment on the system, the greater the likelihood 
of failure occurring resulting in blackout at the load point 
which may decrease the reliability of the feeder. 
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Abstract—A power system optimization is one of the 
major problems in the operating performances of the 
existing system. This problem takes place on the various 
technical cases to get optimal conditions of the system. 
Moreover, many approaches have been implemented to 
carry out the solution under operational constraints. This 
paper presents Thunderstorm Algorithm (TA) and Artificial 
Salmon Tracking Algorithm (ASTA) for defining the optimal 
strategy of the power system optimization based on the unit 
commitment. Both algorithms are tested on the IEEE-62 bus 
system, whereas, results show that ASTA and TA can be 
combined together to solve the power system problem. These 
algorithms have been applied to predict the power 
consumption and it has good performances while searching 
for the optimal solution. These results also show that the 
economic dispatch problem is conducted to the power 
production while the algorithm is performed in good 
characteristics. 
Keywords—algorithm; dispatch; emission; optimization; 
power 
I. INTRODUCTION 
One of the optimization problems on the power system 
operation is a unit commitment (UC) which is consisted of 
the various generating unit combination. The UC is used 
to fulfill the energy customer service which is correlated 
with the total power demand. Technically, the power 
demand is one of the most considerations on the power 
production. This factor is associated with energy usages 
on the consumer site patterns related to the UC over the 
day, night, week, seasons and holidays. Deal with this 
condition, a demand forecasting strategy is a very 
important policy to meet the power production in the 
behavior of the energy players. In addition, the optimal 
power production is also urgent to cover all possible 
combination between existing power plants as a unit 
commitment. The UC is commonly approached using an 
economic dispatch (ED) problem [1]–[7] while the 
optimal allocation of power outputs belongs to the various 
generators available to serve the load [8]–[11] considering 
also an emission dispatch (EmD) problem for decreasing 
pollutants [6], [12]–[14].  
Presently, the ED and EmD are an important 
optimization problem in the power system operation 
which can be solved using various techniques. An 
intelligent computation (IC) is more popular than classical 
approaches to carrying out this problem [7], [9], [15]–
[20]. Since an early idea of the IC, many methods have 
been proposed based on own inspirations [13], [21] and 
many natural phenomena or biological processes have 
been also adopted as the inspiration [12], [21], [22]. 
Currently, many algorithms have also been proposed 
which are conducted to phenomena or entities in nature 
[22]–[26]. These versions have been advanced to increase 
computational performances through hierarchies and 
procedures for sequencing orders of the algorithm [8], 
[14], [27]. In line with previous efforts, this paper presents 
an emphasizing of thunderstorm mechanism and salmon 
tracking applied to the power system problem considered 
various operational limitations.   
II. ALGORITHMS OVERVIEW 
Many computational bits of intelligence are developed 
based on the natural phenomenon and behavior [21], [28]–
[31]. In these works, one other is adopted from 
thunderstorm mechanisms which are recognized by cloud 
shapes and a pre-signal. In nature, these mechanisms are 
mitigated from the charge ignition for the interaction 
between the negative charge [30], [32], [33]. In detail, the 
Thunderstorm Algorithm (TA) is depicted in Fig. 1 with 
transforming structures in computation processes are 
Cloud Phase: Streamer Phase; and Avalanche Phase [8], 
[11], [34]. This figure illustrated a striking propagation 
from the sky to earth as a charge moving direction.  
In particular, artificial salmon tracking algorithm 
(ASTA) is also presented in these studies which are 
designed as given Fig. 2. ASTA is adopted from behaviors 
of Salmon fish in nature while the salmon run is the 
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moving time migrated from the ocean, swim to the upper 
reaches of rivers where spawning on gravel beds [35]. 
Many works were explored and developed to understand 
the migration situation [28], [29], [31], [35]. In these 
works, ASTA is presented in computational parameters 
cover salmon number, surviving factor, mouth river, 
tracking round, migrating period. As given in Fig. 2, these 
parameters are covered for Exploring behaviors and 
Surviving behaviors. 
 
 
Fig. 1. Illustration of the striking propagation 
 
 
 
Fig. 2. Principles of the artificial salmon tracking algorithm 
 
III. METHOD AND APPROACH 
Many technical problems are approached using a 
model which is used to fit the data, simulation, and 
forecasting. A model can also be also used to plan the 
amount of evaluation required to meet desired levels in 
various fields [1]–[5]. In addition, the model is used to find 
the optimal allocation of the UC among the various 
generators available to serve the load [8]–[11], [34], [36]–
[38]. Recently, many strategies are developed to explore a 
UC considering the fuel cost, emission, transmission line 
losses, weighting factors, and others [5], [23]–[25]. In 
these works, the UC covers ED and EmD problems as 
discussed in [6], [12]–[14] and integrated to become an 
economic and emission dispatch (EED) problem under 
operational limitations [14], [25], [39]–[41]. Furthermore, 
many works have used the EED to describe some 
economical measurements on the desirable targets [4], 
[14], [38], [42], [43]. In these studies, the EED is 
formulated using mathematical statements for defining the 
objective function and technical constraints [6], [10], [26], 
[39] considering the IEEE-62 bus system as a sample 
model of the power system. This model consists of 62 
buses; 89 lines; and 32 load buses. This system is also 
supported by 19 generating units. In addition, this system 
is constrained by 10% of the loss limit; 0.5 of the 
weighting factor; and 0.85 kg/h of the emission standard; 
5% of voltage violations; 95% of the power transfer 
capability; and banded on upper and lower power limits. 
Moreover, TA and ASTA are designed based on its 
structures and procedures whereas both interactions are 
illustrated in Fig 3. TA is implemented on a standard 
model of the power system based on the sequencing orders 
as depicted in Fig. 1 while ASTA uses Fig. 2 for the 
processes. In these works, TA is compiled using the cloud 
phase; streamer phase; and avalanche phase in terms of 1 
of the avalanche; 25 of the cloud charge; 100 of the 
streaming flow; and 4 of the hazardous factor. On the other 
hand, ASTA is also compiled based pseudo-codes covered 
for the salmon number, surviving factor, mouth river, 
tracking round, migrating period. In details, ASTA is 
presented using 100 of the salmon number, 0.25 of a 
surviving factor, 100 of the mouth river, 100 of the 
tracking round, 1 of the Migrating period, and 50 of the 
population. Based on Fig. 3, the procedures are subjected 
to the 0bjective function, TA processes, Unit Commitment, 
ASTA processes, and the updating processes. 
 
 
Fig. 3. TA and ASTA interaction 
 
IV. RESULTS AND DISCUSSION 
In this section, the system is modeled using IEEE-62 
bus system with main parameters of generating units are 
listed in Table I. This table informs for the coefficients and 
power limits. Moreover, graphical performances of the 
computation are given in Fig. 4 and Fig. 5. From these 
figures, it is known that Fig. 4 illustrates a computational 
convergence speed which is searched in 17 iterations while 
these compiling processes need 82.1 s. Moreover, the 
optimal solution of the EED is 12,005.6 $/h after started at 
17,408.2 $/h at the first step. This characteristic also 
describes that the computation is performed in smooth and 
stable processes with the consuming time is given in Fig. 
5. In total, this simulation is completed in 533.3 s. In these 
works, the simulation is addressed to evaluate a computing 
ability while searching the optimal solution of the EED 
problem as the optimal power production based on the 
IEEE 62 bus system considering several requirements and 
constraints. By considering 2,221.2 MW of the power 
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load, the system has produced 2,387.9 MW from existed 
generating units. It means that this operation has 166.7 
MW of the total power loss or around 6.9%. 
 
TABLE I.  GENERATING UNIT COEFFICIENTS 
Gen 
Fuel Cost Emission Limit 
a 
($/MWh2) 
b 
($/MWh) c 
α 
(kg/MWh2) 
β 
(kg/MWh) γ 
Pmin 
(MW) 
Pmax 
(MW) 
G1 0.00700 6.80 95 0.0180 -1.8100 24.300 50 300 
G2 0.00550 4.00 30 0.0330 -2.5000 27.023 50 450 
G3 0.00550 4.00 45 0.0330 -2.5000 27.023 50 450 
G4 0.00250 0.85 10 0.0136 -1.3000 22.070 0 100 
G5 0.00600 4.60 20 0.0180 -1.8100 24.300 50 300 
G6 0.00550 4.00 90 0.0330 -2.5000 27.023 50 450 
G7 0.00650 4.70 42 0.0126 -1.3600 23.040 50 200 
G8 0.00750 5.00 46 0.0360 -3.0000 29.030 50 500 
G9 0.00850 6.00 55 0.0400 -3.2000 27.050 0 600 
G10 0.00200 0.50 58 0.0136 -1.3000 22.070 0 100 
G11 0.00450 1.60 65 0.0139 -1.2500 23.010 50 150 
G12 0.00250 0.85 78 0.0121 -1.2700 21.090 0 100 
G13 0.00500 1.80 75 0.0180 -1.8100 24.300 50 300 
G14 0.00450 1.60 85 0.0140 -1.2000 23.060 0 150 
G15 0.00650 4.70 80 0.0360 -3.0000 29.000 0 500 
G16 0.00450 1.40 90 0.0139 -1.2500 23.010 50 150 
G17 0.00250 0.85 10 0.0136 -1.3000 22.070 0 100 
G18 0.00450 1.60 25 0.0180 -1.8100 24.300 50 300 
G19 0.00800 5.50 90 0.0400 -3.000 27.010 100 600 
 
 
 
Fig. 4. Computational speed of the optimal solution 
 
 
Fig. 5. Computational time consumption 
 
 
Fig. 6. Individual generating unit commitment 
 
 
Fig. 7. Power production evaluation 
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Fig. 8. Emission effects of generating units 
 
TABLE II.  OPERATING COST OF GENERATING UNITS 
Gen Power (MW) 
Fuel cost 
($) 
Emission 
Compensation 
($) 
Operating 
Cost 
($) 
G1 117.2  988.1  0    988.1  
G2 97.5  472.3  10.6  482.9  
G3 110.6  554.9  45.2  600.1  
G4 93.4  111.2  0    111.2  
G5 115.6  631.8  0    631.8  
G6 167.5  914.3  293.8  1,208.1  
G7 102.6  592.6  0    592.6  
G8 115.0  720.2  46.8  767.0  
G9 122.6  918.3  98.8  1,017.1  
G10 75.3  107.0  0    107.0  
G11 150.0  406.3  15.6  421.8  
G12 98.7  186.2  0    186.2  
G13 175.0  543.1  82.5  625.7  
G14 142.5  404.4  11.4  415.8  
G15 133.2  821.2  116.1  937.3  
G16 137.9  368.6  0    368.6  
G17 93.2  110.9  0    110.9  
G18 144.8  351.1  12.4  363.5  
G19 195.3  1,469.3  600.6  2,069.9  
Total 2,387.9 10,671.8  1,333.8  12,005.6  
 
As the implication of this unit commitment, 
generating units also produce individually power 
outputs within various portions of the pollution as 
detailed in Fig. 6. In addition, the system operation is 
also required by many conditions and situations. By 
considering the operating in terms of maximum, 
minimum, and middle limits, the power production is 
evaluated as depicted in Fig. 7. This figure informs the 
condition of each generating unit on the base of the 
power capability to give a contribution to the UC. In 
particular, caused by over standard productions, the 
generating unit gives an environmental effect as 
illustrates in Fig. 8. These emissions should be filtered 
at generating units around 1,778.4 kg/h. In total, 
generating units release in 3,398.6 kg/MW of the 
emission even it is permitted only 1,029.7 kg/MW 
under an emission standard.  Economically, the system 
is optimized in 12,005.6 $/h for the operating cost 
covered the fuel procurement and the emission 
compensation. In particular, Table II presents the details 
of the operating fee. The fuel consumption needs 
10,671.8 $/h while 1,333.8 $/h is used for the pollutant 
compensation. This table also informs that generating 
units take place on different power capacities to cover 
the total load demand. Moreover, the system has 
released the pollutant in various results over under 
environmental standard. Several generating units are 
still operated with the lower pollution is associated with 
the emission compensation fee. 
V. CONCLUSION 
In general TA and ASTA cam be combined to solve 
the problem applied to an IEEE-62 bus system. These 
algorithms have used to search the optimal balance of 
cost and emission aspects. Results show that the problem 
is carried out in various power outputs, emission 
discharges, and optimized operating costs while the 
optimal point is obtained. Moreover, real applications 
are devoted.  
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Abstract— Nanocomposites have been actively studied in 
recent years as an insulating material due to their excellent in 
electrical, mechanical and thermal properties. Even though, the 
addition of nanoparticles into polymer matrices showed better 
performance in relation to partial discharge (PD) and AC 
breakdown strength tests. However, the introduction of 
nanoparticles could lead to the formation of agglomeration of 
the fillers which may nullify the true capabilities of the 
composites. Therefore, silane coupling agent was introduced for 
surface functionalization treatment of the nano filler but among 
the issues associated are toxicity and complexity. In the present 
study, atmospheric pressure plasma is proposed to enhance the 
surface functionalization of the nano filler. This proposed 
method was used to treat the nanosilica (SiO2) surfaces to 
enhance the interfacial interaction between the host (LDPE) and 
nano filler. SiO2 nano filler was added into the LDPE at weight 
percentages of 1, 3 and 5%. The phase-resolved PD behaviour 
and Weibull analysis of AC breakdown strength of untreated 
and plasma-treated LDPE nanocomposites were measured to 
evaluate the performance of the samples. As results, the plasma 
treated LDPE nanocomposites experience apparent increments 
of the PD resistance and AC breakdown strength as compared 
to the untreated nanocomposites. It is implied that the plasma 
treatment of nanosilica has contributed to the enhancement of 
the filler dispersion and eventually reducing the agglomeration.               
Keywords— Partial discharge, AC breakdown strength, 
atmospheric pressure plasma; nanosilica; Low Density 
Polyethylene. 
I. INTRODUCTION  
Nowadays, polymeric insulating material for example 
cross-linked polyethylene has attracted much attention due to 
superior performances especially in power cable application. 
However, it is eventually subjected to the degradation 
processes which one of the root causes is electrical discharge. 
These discharge phenomenon have been considered for an  
insulation diagnostics and assessment [1]. This drawback of 
the existing insulating material has opened to a new research 
area called nanodielectrics. Generally, the nanodielectrics is 
the combination of host polymer and nanofillers to improve 
several physical, chemical and electrical properties such as 
higher PD  resistance, higher breakdown strength, reduced 
space charge accumulation, low tangent delta and reduced 
permittivity [2]–[4]. Moreover, nanocomposites were 
controlled by the interfaces between the host polymer and the 
nanofiller. In addition, the interfaces determine to the surface 
compatibility between both polymer matrices and the nano 
fillers. Many methods have been introduced to improve the 
surface compatibility such as silane coupling agent. This 
method was identified to produce toxic and inappropriate for 
mass production [5].  
 There is an alternative method namely atmospheric 
pressure plasma treatment method to treat the surface of the 
nanoparticles. This treatment method was able to enhance the 
interfacial bonding between the nano fillers and polymer 
matrices [6][7]. In this study, plasma treatment was used to 
modify the surface of SiO2 nanoparticles and the modified 
nanosilica was augmented into the LDPE polymer to produce 
plasma treated nanocomposites. Thus, the produced 
nanocomposites sample were then tested in the laboratory to 
investigate their PD characteristics and AC breakdown 
strengths. In addition, the different weight percentages of the 
treated nanosilica augmented into the LDPE was studied in 
order to find the optimum formulation. It was believed that the 
limitation of the existing polymer can be solved using the 
plasma treated nanocomposites as the solution to enhance the 
PD resistant insulation for high voltage application. 
II. EXPERIMENTAL 
A. Materials 
Low density polyethylene (LDPE) was used as the host 
polymer in this study. LDPE was produced by Titan 
Chemical, Malaysia with a density of 0.922 g/cm3 and the 
melting index of 25 g/10min. Silicon dioxide (SiO2) was used 
as nanofiller was supplied by Sigma Aldrich with an average 
particle size of 12 nm. 
B. Plasma Treatment 
A plasma chamber was designed for surface treatment of 
nanoparticles having a dimension of 180 mm ×180 mm ×100 
mm using two circular plane stainless-steel electrodes with 
90 mm × 10 mm in diameter. This arrangement of plasma 
chamber was applied the dielectric barrier discharge (DBD) 
concept of electrodes configuration. Both the electrodes were 
covered by a quartz glass material with thickness of 1mm 
used as DBD to avoid from flashover. The glass material 
provided as DBD to maintain the plasma from the 
occurrences of micro discharge.  
A carrier gas moves between both electrodes and it was 
ionized to create plasma discharge. Fine wire mesh was 
inserted between high voltage and ground electrode in order 
to obtain a stable glow discharge. The gap spacing was kept 
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constant at 3 mm. Fig. 1 shows a schematic diagram of the 
setup for the plasma treatment chamber of the nanosilica 
nanoparticles Helium gas with a flow rate of 1 L/min used as 
the working gas for discharge was supplied by Airgas Sdn. 
Bhd. The applied voltage between 7 to 8.5 kVrms at a 
frequency 50 Hz was used as a power supply to the plasma 
chamber. The power consumption of plasma discharge was 
kept constant between 3 to 15 W. 
 
Fig. 1. Schematic diagram of a setup for plasma treatment  
            
The occurrences of filamentary discharge during plasma 
treatment have been concerned in order to get a homogenous 
plasma treatment of nanoparticles. To obtain a homogenous 
and uniform plasma, the nanoparticles were first treated by 
the atmospheric pressure plasma for 5 minutes and then the 
nanoparticles were stirred for 30 seconds. This treatment 
process was repeated 6 times to get the total treatment time 
of the nanoparticles was 30 minutes [6].  
C. Sample Preparation 
For the preparation of nanocomposites, the LDPE and 
SiO2 nanofiller was weighted using Radwag, ASX 220 
analytical balance to ensure that 1005 of LDPE and 1wt%, 
3wt% and 5wt% of the total weight of SiO2. Then, the 
compounding process of nanocomposites using the 
Brabender mixer. LDPE nanocomposites were prepared by 
melt mixing at 165 °C with a rotational speed of 35 rpm. The 
mixing time was taken for 2 minutes for each sample. Table 
I shows the sample code and composition of each sample. 
TABLE I.  CODE AND SAMPLE COMPOSITION OF EACH SAMPLE 
Sample code 
Composition 
LDPE (wt%) SiO2 (wt%) Time treatment (minutes) 
A0 100 0 0 
B1 100 1 0 
B3 100 3 0 
B5 100 5 0 
C1 100 1 30 
C3 100 3 30 
C5 100 5 30 
 
 
After that, LDPE nanocomposites sample had undergone 
compression process to get the thickness of 100 µm using the 
Carver hydraulic laboratory press at a temperature of 160 °C. 
Preheating process was done in this process for 3 minutes 
followed by 3 minutes of compression process using 2.5 ton 
pressure. Table I shows the sample code and composition of 
each sample. Preheating process was done in this process for 
3 minutes followed by 3 minutes of compression process 
using 2.5 ton pressure.  
 
D. AC Breakdown Measurements 
The experimental test of AC breakdown voltage were 
conducted The AC breakdown tests were conducted to 
observe the breakdown strength of the LDPE containing 1, 3 
and 5wt% of untreated and plasma treated SiO2 nanofiller. 
The AC breakdown test was based on the American Standard 
for Testing Materials (ASTM) D149. The measurements of 
AC breakdown voltage were performed by placing the 
nanocomposites sample between two 6.3 mm diameter steel 
ball bearing electrodes immersed in mineral oil in order to 
avoid from flashover. AC breakdown measurement having an 
AC voltage with a ramp rate voltage of 1 kV for every 20 
seconds was applied to the sample until the breakdown 
occurred. The totals of 15 breakdown test points were 
measured on each sample. Fig. 2 shows the experimental 
setup of AC breakdown tests.  
 
 
Fig. 2. Experimental setup of AC breakdown tests 
E. Partial Discharge Measurements 
 Fig. 3 depicts the experimental setup for partial discharge 
testing. CIGRE Method II test cell was used in this research 
work to generate PD characteristics in solid insulation. PD 
measurement has followed the IEC 60270: 2000 standard [8] 
including preparation of measurement tools as a standard of 
solid insulating material which stated that the AC voltage of 
50 Hz power supply needed to be injected in the solid 
insulation. The output high voltage transformer was connected 
to high voltage probe with a ratio of 1:1000 volts. An 
oscilloscope (Model Tektronix TDS 3034B) requires in this 
PD setup due to the LAN communication ports availability 
used to connect with LabVIEWTM program. A 1 nF coupling 
capacitor was used as a voltage divider to make sure the 
voltage does not rise on the impedance of PD signals. PD data 
were analyzed by using a PD program which developed based 
on the LABVIEWTM software. The voltage was applied up to 
4 kVrms for 1-hour ageing time of each sample.  
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 Fig.3. Experimental setup of partial discharge measurement 
studies 
III. RESULT AND DISCUSSION 
A. AC Breakdown Strength  
Fig. 4 represents the summary of AC breakdown strength 
for LDPE containing 1wt%, 3wt% and 5wt% of untreated and 
plasma treated nanosilica. With the addition amount of 
nanosilica concentration in LDPE, the AC breakdown 
strength values increased for both untreated and plasma 
treated samples compared to pure LDPE sample which were 
160.15 kV/mm, 159.78 kV/mm, and 170.71 kV/mm for B1, 
B3 and B5 samples respectively. For A0 sample, the AC 
breakdown strength was 155.47 kV/mm. However, AC 
breakdown strength for the B3 sample almost similar with the 
B1 sample; it may be caused by the agglomeration of 
nanofiller that exists in the polymer matrices after blending 
process. However, it can be clearly noticed that the AC 
breakdown strength of the plasma treated nanosilica was 
slightly higher compared to the untreated samples having 
results of 173.01 kV/mm, 174.70 kV/mm and 176.44 kV/mm 
for C1, C3 and C5 samples respectively. The highest value of 
AC breakdown strength was recorded for C5 sample 
compared to other samples.    
 
 
Fig. 4. Comparison of AC breakdown strength for untreated and plasma 
treated SiO2 nanofiller 
B. Phase-resolved Partial Discharge Patterns 
The phase-resolved partial discharge (PRPD) patterns of 
internal discharge using CIGRE Method II at 4 kVrms AC 
sinusoidal voltage are presented in Fig. 5. Each dot points 
represent the maximum PD magnitude of all the PD pulses 
that occur within the first and third quadrants of the voltage 
waveform. Fig. 5(a) shows the unsymmetrical PRPD pattern 
of the pure LDPE sample because the positive PD pulse count 
is higher than negative pulse count for A0 sample and it has 
the highest PD magnitude was recorded up to 1800 pC. This 
is due to the unbalanced electric field at the LDPE 
nanocomposites sample surface of the positive and negative 
cycles during PD measurements [9][10].  
 
 
         (a) 
 
 
   (b)        (c) 
 
 
   (d)        (e) 
 
 
    (f)        (g) 
Fig. 5. PD patterns for untreated and plasma treated SiO2 nanofiller of 
(a) A0 (b) B1 (c) C1 (d) B3 (e) C3 (f) B5 and (g) C5 samples under 4 
kVrms of applied voltage level for one hour ageing time. 
 
In general, the samples containing treated nanosilica show 
better PD resistance which resulting in lower PD magnitude 
compared to the A0 sample. For nanocomposites containing 
1 wt%, 3 wt% and 5 wt% of untreated SiO2 nanofiller into 
LDPE (C1, C3 and C5 samples), the PD magnitude values are 
600 pC, 750 pC and 800 pC. Despite this, the PD magnitude 
are lower than A0 sample. However, B5 sample depicts the 
higher PD magnitude among B1 and B3 samples; this is due 
to the higher filler concentration which contributes to the 
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space charge trapping [11] also the formation of 
agglomeration in LDPE nanocomposites sample. It can be 
seen in Fig. 5(c) and 5(g), the plasma treated nanosilica 
exhibited the lower PD magnitude rather than untreated 
nanosilica were 300 pC, 700 pC and 300 pC for C1, C3 and 
C5 samples; it may be caused by the enhanced the interfacial 
bonding between nanofiller and polymer matrices after 
plasma treatment of nanosilica. Nonetheless, for the C3 
sample the PD magnitude was larger than C1 and C5 sample. 
It may be associated with the poor dispersion of the nanosilica 
particles and incompatible interfaces between nanoparticles 
and polymer matrices which eventually led to the larger PD 
magnitude.       
C. Characterization of Nanoparticles 
The morphological analysis of Field Emission Scanning 
Emission Microscope (FESEM) was carried out to analyze 
the filler dispersion of SiO2 nanoparticles inside the host 
polymer and the results were depicts in Fig. 6. Observation 
shows that there are many severe agglomerations were found 
in the B5 nanocomposite sample compared to the C5 sample 
as marked as the red circles.  
Fig. 6(b) shows the sizes of agglomeration are relatively 
smaller than that in the nanocomposites with the untreated 
SiO2 nanoparticles in Fig. 6(a) which can be the reason for the 
improvement in AC breakdown strength and PD suppression. 
In general, the dispersion was improved when the nanofiller 
was treated with the atmospheric pressure plasma.          
 
 
(a) 
 
(b) 
 
Fig. 6. FESEM images of cross-section of (a) B5 and (b) C5 
nanocomposites samples 
IV. CONCLUSION 
The partial discharge and AC breakdown strength 
characteristics of LDPE nanocomposites with different filler 
loading have been experimentally investigated. Outcomes 
from this study; the partial discharge resistance and AC 
breakdown strength have been improved when SiO2 
nanoparticles were treated with the atmospheric pressure 
plasma. Higher the nanosilica concentration, higher the AC 
breakdown strength for both untreated and plasma treated 
nanocomposites. In addition, C5 sample has the highest AC 
breakdown strength among the samples. In addition, the 
PRPD pattern of C5 sample has been plotted and discussed. It 
showed that lower PD magnitude as compared with B5 
sample. The cross-sectional FESEM images clearly showed 
that the treated sample has better filler dispersion as compared 
to untreated sample. It is implied that the plasma treatment 
method is appropriate to be applied in producing 
nanocomposites as well as improving some of the electrical 
properties.       
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Abstract—The research was conducted for implementating 
of PSS (Power system stabilizer) which was designed based on 
the fuzzy logic controller (FLPSS).  This approach has a main 
purpose for stabilizing and improving the damping of 
synchronous machine. The speed and active power deviation 
were used as fuzzy controller’s inputs. The controller’s output 
was forwarded into AVR subsequently. In order to achieve 
optimal setting, the optimal criteria of the Integral of Time 
were multiplied by the Absolute Error (ITAE). The 
performance of the proposed PSS under small disturbances, 
system parameters and loading conditions was tested. The 
experiment’s results showed the usefulness of the specified 
method for damping out the system oscillations. 
Key words – Fuzzy Logic Controller, Particle Swarm 
Optimization, power system stabilizer, synchronous machine, 
optimal stability, 
I. INTRODUCTION 
Low frequency oscillation is a common problem in 
power system operations. PSS (power system stabilizer) is 
one alternative solution to this problem. PSS can provide 
additional control signals for the excitation system or speed 
control system of the power generation unit. It can also 
reduce oscillations and improve dynamic performance. PSS 
has been extensively studied and used in power systems for 
many years.  
Most PSS implementation comprehends the classical 
linear control paradigm. The PSS method is based on a 
linear model in a power system’s default configuration. This 
results in a fixed parameter of PSS. This is called 
conventional PSS (CPSS) and is prominently used in power 
systems to reduce small oscillations. [1-3]. 
In conventional fixed-parameter spectrum controllers, 
gain and other parameters may not correspond to the entire   
spectrum of operations. Along with the growth of 
technological innovation, it become feasible for developing 
and establishing improved controllers based on a variety of 
sophisticated modern techniques. Power system stabilizers 
based on fuzzy logic, adaptive controls and artificial neural 
networks are being developed. Each of these control 
techniques has unique features and strengths. Fuzzy logic-
based PSS (FLPSS) showed a significant possibility in term 
of increasing generator oscillation damping [6]. 
In this paper, fuzzy based PSS was implemented using 
the speed deviation and active power deviation as an inputs. 
 
II. POWER SYSTEM MODEL 
The proposed approach considered a single machine 
infinite bus (SMIB) system with synchronous generator 
provided with IEEE type-ST1 static excitation system. Fig. 1 
[2] illustrates the model of the power system in linear 
manner. The nominal operating conditions and system 
parameters are given. 
 
 
Fig. 1 A linear model of power system 
System Data: 
Generator: 
M = 2H=7; Xd =1, 81; Xq=1,76; 30,X 'd =  
Ladu=1,65; Laqu=1,60; LI=0,16 
Ra=0,03; Rfd=0,0006;Lfd=0,153 
Asat=0,031;Bsat=6,93ψTI=0,8 
Excitation System: 
KAVR=400; TA=0,05; TB=1,0; TC=8,0; TR=0,02 
PSS: 
TW =1,4 
Transmition Line: 
Xe=0,65;  Re=0,0 
Operation Condition: 
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P=0,9; Vt=1,0; EB=1,0; f =60 Hz 
 
III. FUZZY LOGIC BASED PSS 
PSS based on Fuzzy logic controller algorithm has been 
developed. The main objective of the proposed application 
was intended for stabilizing and improving the damping of 
the synchronous machine [4]. A speed Δω and active power 
deviation ΔPe are pointed as the controller input. The 
controller output is forwarded into the exciter module.  
As can be seen in Fig. 2, the fuzzy-logic based PSS uses 
two input parameters including Kω and Kp, whereas the 
output parameter, Ku. The input parameters selection process 
is generally subjective which demands the previous 
knowledge of fuzzy control variables (input and output 
signal).  
 
 
 
 
 
 
 
 
Fig. 2. Schematic diagram of the FLPSS 
 
Using the automatic rule generation and sampled data 
set generated by using the conventional power system 
stabilizer, a proper set of rules was obtained [4].  The rule 
used in all the following are shown in figure 3.  
   
 Active power 
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 NB NM NS Z PS PM PB 
NB NB NB NB NB NM NS Z 
NM NB NB NM NM NS Z PS 
NS NB NM NS NS Z PS PM 
Z NM NM NS Z PS PM PM 
PS NM NS Z PS PS PM PB 
PM NS Z PS PM PM PB PB 
PB Z PS PM PB PB PB PB 
Fig. 3. FLPSS rules 
IV. PARTICLE SWARM OPTIMIZATION 
In 1995, Kennedy and Eberhart became the pioneers for   
introducing the Particle swarm optimization (PSO) method 
[8]. Subsequently, the original Swarm algorithm was 
modified for improving the performance and adjusting to 
particular types of problems, the serial version has been 
implemented previously [9]-[11]. 
The following are the brief stages of optimization using 
the PSO algorithm [11]. Consider a swarm of p particles, 
with each particle position describing the possible solution 
points in the space of the design problem of D. The position 
xi  is updated upon each of particle based on the following 
notation: 
i
k
i
k
i
k vxx 11 ++ +=                              (1)           
with a pseudo-velocity ik 1+v can be calculated as follows: 
)x(prc)x(prcvv ik
g
k
i
k
i
k
i
kk
i
k −+−+=+ 22111 ω   (2) 
Here, subscript k denote a (unit) pseudo-time increment, 
i
kp denotes the best position of particle i at time k (the 
cognitive contribution to the pseudo-velocity vector ikv 1+ ), 
while gkp  symbolizes the best global position in the swarm 
at time k (social contribution). r1 and r2 denotes uniform 
random numbers between 0 and 1. The cognitive and social 
scaling parameters c1 and c2 are systematically selected such 
that c1 = c2 = 2 for allowing the product c1r1 or c2r2 to have a 
mean of 1.  
The particles overshoot the target half the time is the 
result of using these proposed values which maintains the 
separation within the group and if there is no overshoot 
occurred, it will allow for a greater area to be searched. 
Fourie and Groenwold generated a comprehensive 
modification in the original PSO algorithm which permits 
the transition for searching another result as optimization 
progresses. This operator decreases the maximum allowed 
velocity vmax. k and the particle inertia wk in a dynamic 
manner, as directed by the dynamic reduction parameters k, 
d, ω. For the sake of brevity, further details of this operator 
are neglected. 
The serial PSO algorithm was performed on a single 
CPU computer. The total number of particles in the swarm is 
symbolized by the variable of p. The significant fitness value 
from a particular particle at design co-ordinates ikp  is 
presented by ibestf  and the best fitness value in the overall 
swarm at co-ordinates gkp  by gbestf . At k = 0, the particle 
velocities iv0 . 
maksv0  has its initial value resided within the 
limits of maksvv 000 ≤≤  . The vector 
maksv0  is extracted 
from the fraction of the distance between the upper and 
lower bounds )x(x LB−= UB
maksv ζ0  with ζ = 0.5. The 
details of PSO algorithm is expounded as follows. 
1. Initialize 
(a) Set values constants kmaks, c1, c2, k, maksv0 , wk, d, 
and wd 
(b) Initialize the maximum dynamic velocity vmax , k 
and inertia wk 
(c) Set counters k = 0, t = 0, i = 1. Set random number 
seed 
(d) initialize randomly particle positions xi0 ∈ D in Rn 
for i = 1 ,..., p  
(e) initialize randomly particle velocities 
maksvv 000 ≤≤  for i = 1, . . . , p 
(f) Evaluate fitness values if0  using design space co-
ordinates xi0 for i = 1, . . . , p 
ΔuE 
ΔPe
Δω Kω 
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(g) Set iibest ff 0= , ii 0xp =  for i = 1, . . . , p 
(h) Set gbestf  to
i
bestf  and g0 to corresponding 
i
0x   
2. Optimize 
(a) Update the particle of velocity vector ik 1+v  using 
Equation (2) 
(b) Update the particle of position vector ik 1+x using 
Equation (1) 
(c) Update the maximum dynamic velocity makskv  and 
inertia wk 
(d) Evaluate the fitness value ikf  using design space 
co-ordinates ikx  
(e) if ibest
i
k ff ≤ , then 
i
k
i
best ff = , iki xp =  
(f) if gbest
i
k ff ≤  then 
i
k
g
best ff = , ikg xp =  
(g) if gbestf  best was improved in (e) then reset t = 0. 
Else increment t 
(h) if k > kmaks gp to 3 
(i) if t=d then multiply 1+kw  by (1-wd) and 
maks
kv 1+  by 
(1-vd) 
(j) If stopping condition is fulfilled, then moves to 3 
(k) Increment i, if i > p then increment k, and set i =  1 
(l) Go to 2(a)  
3. Report results 
4. Terminate 
 
Fig. 4. Serial PSO implementation11 
 
IV. SIMULATION RESULT 
In order to analyze the capability of the PSS method for 
improving the power system’s stability, under small 
perturbation and large perturbation, the dynamic 
performance of it was analyzed. The performance of the 
fuzzy logic-based PSS was thoroughly analyzed for 
comprehending its capacity with the CPSS method using 
optimized parameters generated from the phase of 
compensation technique. 
During the nominal operating condition, A small 
perturbation of step increase in mechanical torque was 
established. The dynamic responses of the proposed PSS 
were comparatively analyzed with the CPSS. The proposed 
PSS generated lower peak over-shoots and damped out low 
frequency oscillations vastly compared to the CPSS 
approach which depicted in Fig. 5 and 6. The proposed PSS 
has a better damped response in overall. 
FLPSS tuned PSO with the review of the optimal 
parameters: 
Kp = 1,4120     Kw = 0,9592     Ku = 7,5346 
show results very fast reduction as shown in the figure 
5. 
When compared between FLPSS and CPSS will have 
the ability to reduce low frequency oscillations more 
quickly. It as shown in Figure 6.  
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Fig. 5. Response to input torque ΔTm= 1 pu 
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Fig. 6. Response to input torque ΔTm= 1 pu ΔTm= 1 pu with Conventional 
PSS and FLPSS-PSO 
The simulation results have shown that the fuzzy logic 
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controller PSS tuned proposed PSO can be an alternative to 
dealing with electric power system oscillations. This is 
shown on the attenuation performed by the controller 
compared to a system without PSS and PSS with 
conventional tuned. Selection K and KP through PSO to 30 
operations at PSS Fuzzy controller based on input power and 
speed deviation will produce varying oscillation damping. 
VII. CONCLUSION 
The proposed design of optimal PSS controller based on 
fuzzy showed an effective results and optimal damping so 
that PSS could become be a stabilizer to handle damping 
oscillations in electrical power systems. PSS is using Fuzzy 
controller parameters Kp, Kω and Ku performed using PSO 
with the fitness function in the form of index performance. 
Indeed, through this election actually can produce oscillation 
damping speed deviation highly effective and optimal. The 
simulation results of the electric power system of single-rail 
engine has demonstrated the ability infinite optimal 
stabilizer for damping low frequency oscillations and 
become an alternative stabilizer. 
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Abstract – Most of the available generators in the market are a 
high speed induction generator which requires high rotational 
speed and electricity to generate a magnetic field. However, there 
are very few low-speed generators that exist in the market that 
available for small energy resources.   This paper aims to design 
and simulate a Coreless Permanent Magnet Axial Flux Generator 
(PMAFG) for low speed wind turbine. An axial flux generator was 
designed to have a low speed rotation using a permanent magnet 
of the type Neodymium Iron Boron (NdFeB). The model was 
examined with excel to data analyzed. Coreless PMAFG is a 
generator that is enabled to turn on energy at low speeds. The 
chosen model was Double Rotor – Single Stator (12 Slots 8 Poles) 
using Infolytica Magnet software.  Finite Element Method (FEM) 
was employed to analyze the phenomena of the magnetic flux. The 
test was simulated using static rotation method, which rotated 
every 3 degrees at 350 rpm with 100 turns and 10, 30, 50, 80 and 
100 Ohm of load variations. Compare to the calculation of the 
design, results of the simulation in terms of voltage, current, power 
and efficiency had been met with only very small errors. 
Keywords – low speed generator, double rotor – single stator, 
NdFeB magnet, finite element method, static rotation. 
I. INTRODUCTION 
Wind power plant is a renewable energy source that has 
not received enough attention from the government. This 
departs from the understanding of the people who think that 
Indonesia does not have an adequate wind speed. Indeed, in 
general the territory of Indonesia has a relatively small 
potential because it is located on the equator. Even so, in 
Indonesia there are still areas that have the potential to be 
built wind power plants, which is a nozzle effect area or 
narrowing between two islands or mountain slopes between 
which the mountains are close together, including Java, 
southern and northern Sulawesi, most of the NTT regions, 
some of the Maluku Islands and Papua with an average wind 
speed reaching 6 m/s [1].  
 
Wind power plants have construction that is quite unique 
and has its own aesthetics compared to other power plants, 
where the construction of wind turbines has four types of 
components is blades, generators, controllers and data 
loggers. In this study, focus on generator design and 
modeling. The most widely available electric generators on 
the market are high speed radial flux types, where this 
generator requires gear box transmission to get high speed 
and also needs the help of supplying the initial electrical 
energy or exicitation voltage to bring up the magnetic field. 
In addition, most or more than 90% of wind turbines in the 
world use slip-ring generators that have disadvantages, 
including: additional costs for slip rings and brush 
maintenance [2]. 
 
Research conducted by Margana for charging 12 volt 
accumulators, where the generator rotates at a speed of 375 
rpm produces a current of 0.11 ampere and a voltage of 11.45 
volt. Meanwhile, in the research of Arif Nurhadi, ST, 
regarding permanent magnet generators 3-phase axial flux 
that use Fe type permanent magnets rotating at speeds of 100 
to 700 rpm produced an AC voltage of 2.7 volts to 33.33 
volts. The faster of rotor rotates, the greater the voltage 
generated [3]. 
 
As an alternative solution for that problems, we chose 
a generator that was easy to make and could be applied at low 
speeds is the flux axial generator. This flux axial generator 
use a neodymium iron boron NdFeB type permanent magnet 
that a rotates at low speed. Flux axial generators are a type of 
synchronous generator other than the radial flux cylinder 
type. This generator has a compact construction, disk-shaped 
and large power density, making it possible to rotate 
constantly and be able to produce high enough output values 
at low speed. Based on the simulation of the permanent 
magnet generator axial flux 12S8P, the generator rotates at a 
speed of 350 rpm, produces a voltage of 12.8 volts and a 
current of 45 ampere after being given a load of 10-100 Ohm, 
by speeds every 3 degrees as far as 120 degrees rounds. 
 
The use of a permanent magnet on this flux axial 
generator, in order to produce a magnetic field in the air gap 
without requiring an excitation system for external power. In 
this type of generator the self reinforcement system is used, 
this generator rotates at a speed of 100-1000 rpm using 12 
pairs of coils and 16 pairs of magnets, called the 12S8P axial 
flux generator. Seeing from the construction that is simple 
and efficient in use, a permanent magnet generator is one 
alternative solution for the process of generating electricity 
[4].  
 
In the process of converting mechanical into electricity 
energy, a rotor is needed to drive the energy conversion 
process. In the rotor there is a magnet that has advantages in 
its use, that is there is no electrical energy absorbed by the 
magnetic field system so that there is no loss of electrical 
energy, which means it can increase the efficiency of the 
generator. In addition, it can produce a greater torque value 
than using electromagnets. Another advantage is that it has a 
greater magnetic flux density than using a non-permanent 
magnet, and further simplifies construction and maintenance. 
II. RESEARCH METHOD 
An analytical design method will be describe in this 
section. The permanent magnet type used in this project is 
Neodymium Iron Boron (NdFeB). The design aimed to 
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determine an initial rotor and stator, coil model and air gap 
model. In this study the generator designed based on Finite 
Element Method (FEM) with Infolytica MagNet software. 
First step to get rename and determine the material used in the 
generator is initialization and geometry design. It also provide 
thickness measurement in each part. By these thread, the 
model can be simulated as well, it covers an important 
generator components. They are consists of geometry design 
of stator, rotor, coil, magnet also the both of air gap in rotor 
and stator [5]. The initialized geometry design of coreless 
generator permanent magnet of axial flux can be see in figure 
1.  
 
Figure 1. Stator and Rotor Geometry Design GPMAF with 
MagNet Infolytica Software 
 
We have seen that a torque is generated when a current 
flows into the motor. In order to understand the relationship 
between the motor terminal voltage and the current and hereby 
how there rotational speed is determined, we have to know 
how electrical power is generated inside the motor, as well as 
fleming right-hand rule and the back-emf constant. 
 
Figure 2. Fleming Right-Hand Rule 
 
     As illustrated in figure 2 have the fundamental rules of 
coreless PMAFG a force works on the conductor, and moves 
it a speed ῳ to the left. The conductor is moved by the action 
of the magnetic field and the current. Since the conductor now 
passes trough the magnetic field a electromotive force E is 
generated in the conductor. The magnitude of the force is :  
 
          E = v B L         (1) 
 
     The directions is determined by fleming’s right-hand rule. 
Those are the directions in which the electrical power is 
generated opposite to the direction of the current, so as to 
oppose it’s flow [6]. 
      After to know of fundamental rules it, the coreles PMAFG 
have a main dimension of a double rotor-singlestator 12 Slots-
8 Poles can be deterimined using the following assumptions : 
 
a) Determined the assumptions of outer and inner 
diameter PMAFG. 
b) Number of slots-poles, voltage, frequency and speed 
generator. 
c) The generator load are known. 
d) The number of turns per phase per one stator is N1 
e) The phase stator current in one stator winding is 
show Ia. 
f) The back-EMF (Electromotive Forces) for per-phase 
and per-one stator windings is show Ef. 
 
      Rules of breakdown for step that above gived through to 
determined assumptions of outer and inner generator, where 
Dout is the outer diameter, Din is the inner diameter of the 
stator core and Kd = Din / Dout, if look for Kd is : 
  
 															Kd	 = ோ௜௡ோ௢௨௧ = 	
஽௜௡
஽௢௨௧		                  (2)            
       After to knowed of the diameter geometry coreless 
PMAFG, now to discover main important subject of it, which 
is the number of slots-poles, voltage, frequency and speed of 
generator, where are the number of poles is 2p = 16 pairs and 
asuming kd = Din / Dout = 1/√3, and the parameter Kd 
available for those previous explanation: 
 
         					݇ܦ = ଵଵ଺  x ቀ1 +
ଵ
√ଷቁ 	ቀ1 +
ଵ
√ଷቁ
ଶ	         (3) 
 
   The phase current of serries connected non-overlaping 
stator windings is: 
 
  ܫܽ = ୔୭୳୲୫ଵሺଶ୚ଵሻ	ఎ ୡ୭ୱథ                 (4) 
 
          In additions, the number of stator turns per phase and per 
slots stator are calculated on the basis of line current density 
with according to eqn below: 
 
																											ܰ1 = గ஽௢௨௧ሺଵା௄ௗሻ஺௠ସ௠ଵ√ଶூ௔               (5)                     
 
        Meanwhile, after found the variable related for below 
should determind value of back-EMF (Electromotive Force) 
to have generated other variable value. The EMF induced in 
the stator winding by the rotor excitation system, for 
according to eqns [7]: 
 
  Ef = √2	݊ݏ݌ܰ1݇ݓ1߶݂		=	గ	ସ	√2ns N1 Kw1    (6) 
B݉݃	ܦଶ݋ݑݐ (1 - ݇ଶ݀) 
 
 
 
1 
2 
3 
   (1) Neodymium Magnet (NdFeB) 
   (2) Stator (Epoxy Resin) 
   (3) Rotor-Core (Cold Roll Steel) 
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        While the finite element or mesh is set to 3 mm for the 
following parts, the are middle stator, double side rotor and 
magnet. Other than an initial mesh for double side rotor and 
stator air gap are set to 0.25 mm respectively. In this study, 
Coreless Generator Axial Flux has design with detail 
specification. Table 1 shows the design variable of it: 
 
Table 1. The Variable Designs of Coreless Generator  
 
Permanent Magnet Axial Flux 
Design Variable Initials Value 
Magnetic poles 16 Pairs 
Magnetic type Iron Boron NdFeB 
Diameter of generator 220 mm 
Copper wire diameter 0.8 mm 
Number of turns 100 turns 
Rotor materials CR10: Cold Roll 1010 steel 
Stator materials Epoxy resin 
Distance air gap rotor and 
stator 
0.25 mm 
Number of stator slotes 12 Slots 
Coil materials Copper: 5.77e7 Siemens 
 
III. RESULT AND ANALYSIS 
       Figure 3 showed the result of flux linkage GPMAF 12 
Slotes 8 Poles based on simulation respectively. Flux 
linkage is a flux that is connected or flowing from rotor to 
the stator or reverse it. Flux linkage value is to determine 
the voltage produce by the generator. While each coil 
voltage is the voltage generated by each coil, in other words 
it is the voltage of each phase [8]. 
 
 
Figure 3. Results Graph of Flux Linkage GPMAF 12   
Slotes   8 Poles in Infolytica MagNet Software 
 
  The picture below is figure 4 showed the result of 
voltage line to line relations based on simulation 
respectively. The voltage has appearces of effect rotations 
of the rotor to arounded stator. Voltage value is to determine 
of the flux linkage produce by the rotation rotor. While each 
coil voltage is the voltage generated by each coil, in other 
words it is the voltage of each phase. The graph it shows the 
result of voltage per 3 degrees and average voltage 
generator permanent magnet axial flux 12 slots 8 poles. 
 
Figure 4. Results Graph of Voltage Line to Line and 
Point of  Voltage-Average Coreless GMPAF 12 Slots 8 
Poles 
 
In the figure 5 showed that the output power generated 
come from the output voltage multiplied by the root of two 
then divided by the load. The loads assigned to this axial 
generator is diverse which is (10, 30, 50, 80 and 100 Ω). The 
power generated at each load, then average so that obtained 
concrete results on each loaded. It’s better understand the 
results of each output power, it is expressed as percent, where 
(10 Ω = 57 % ; 30 Ω = 19 % ; 50 Ω = 11 % ; 80 Ω = 7 % ; 
100 Ω = 6 %). From the results of those data seen, the smallest 
load value is 10 Ω to got the greatest power, while the largest 
load is 100 Ω got the least power. So it can be concluded that, 
the smallest load of the output power is generated by higher 
generator, and greatest load gived when the power output by 
generator is smaller. 
 
Figure 5. Graph of Output-Power Coreless GMPAF 12 Slots 
8 Poles 
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As for figure 6 below shows that the output current 
generated come from the output voltage divided by loads. The 
loads assigned to this axial generator is diverse which is (10, 
30, 50, 80 and 100 Ω). The current generated at each load then 
x average so that obtained concrete results on each loaded. 
It’s better understand the results of each current output, it is 
expressed as percent where (10 Ω = 57 % ; 30 Ω = 19 % ; 50 
Ω = 11 % ; 80 Ω = 7 % ; 100 Ω = 6 %). From the results of 
those data seen, the smallest current value is 10 Ω to got the 
greatest current, while the largest current is 100 Ω got the 
least current. So it can be concluded that the smallest current 
output is generated by higher of generator, and greatest 
current gived when the current output by generator is smaller. 
 
Figure 6. Results Graph of Current-Average with Loads  
(10, 30, 50, 80 and 100 Ω) 
 
The next picture there is an efficiency which is, the ability 
of generator to generates electricity, which is obtained from 
the output power divided by the input power generator. This 
is an axial generator has various efficiencies obtained in loads 
variations is (10, 30, 50, 80 and 100 Ω).  
Figure 7. Graph of Efficiencies with Loads Variation 
(10, 30, 50, 80 and 100 Ohm) 
IV. CONCLUSION 
 An analytical design and simulation is presented in 
this study. It has been provided a low speed electric coreless 
PMAFG that suitable for low speed wind turbine application. 
In term of accuracy of simulation and generator construction, 
the magnet type of Neodymium Iron Boron (NdFeB) and 
other variables are mentioned (generator diameter, number of 
turns, poles of magnet and etc) are considered.  
  
This study is a variation speed of generator for rotation per 
minutes (Rpm) and much turns of coil also be simulated. 
Advantages of the desain have been result much more better 
than previous research wich is, Margana for charging 12 volt 
accumulators, where the generator rotates at a speed of 375 
rpm produces a current of 0.11 ampere and a voltage of 11.45 
volt, whole this model of coreless PMAFG had been produces 
a voltage of 12.8 volts and a current of 45 ampere after being 
given a load of 10 - 100 Ohm.  These got generates result of 
voltage, current, power and efficiency. When voltage be 
appearenced got an affect of rotor rotation has toward 
induction for stator that have it. Furthermore, since power 
showed those have a loads generator and the last got a current 
those the division for both of it. Furthermore, the efficiency of 
coreless PMFAG could be appearanced from divided of power 
input and output generator. 
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Abstract— Renewable energy is unlimited sources of 
energy such as wind, solar, water, etc., which can be employed 
as unlimited resources of renewable power plants. However, 
the difficulty of being raised, due instability of the renewable 
energy resources (RER) that may increase their generation 
costs, etc. This study presents a design of power management 
of a hybrid system based on operational control system due to 
load demand. In this study, power management of hybrid 
system used 3 renewable energy power plants that are 
photovoltaic (PV), wind power (WP), and microhydro power 
plant (MHPP). While battery is employed as storage system. 
Main focus of the work is to determine the activation of each 
plant using Artificial Neural Network (ANN) method to fulfill 
the load demand. Matlab Simulink is employed to developed 
and simulate the ANN on the system. From results of the 
simulation can be concluded that ANN can reach target 
accuracy level in 80%. However, when interconnecting the 
entire plant, the ANN experienced a misreading due to the 
voltage drop in each generator that affected the ANN input.  
 
Keywords— energy management, hybrid system, artificial 
neural network, operational control system, load demand 
 
I. INTRODUCTION 
Renewable energy (RE) is unlimited sources of energy 
such as wind, solar, water, etc., which can be employed as 
unlimited resources of renewable power plants. This power 
plant has advantages such as low pollution, low operational 
costs and abundant resources, but also has disadvantages 
such as generous cost generation, difficult to generate due 
to the non-constant renewable energy resource (RER). 
Thanks to its superiority, research on the RE field is 
essential for future energy resources.  
Photovoltaic (PV) or solar power plants have 
advantages such as abundant solar energy resources and 
low maintenance costs, but have disadvantages such as the 
irradiation of the sun. Wind Power or wind power plants 
(WP) also have advantages such as wind resources are 
abundant and environmentally friendly. As with PV, WP 
also has a disadvantage due to wind resources that are not 
constant. To overcome the non-constant input, it can be 
used Micro Hydro Power Plant (MHPP) as auxiliary power 
plant with additional battery as storage. 
RER integration such as PV systems with diesel 
generators in hybrid power systems is widespread 
throughout the world thanks to its economic and technical 
aspects [1]. Lots of research on operational hybrid control 
system to optimize the power generated. Yusof and Ahmad 
use Fuzzy logic to optimize battery usage based on state of 
charge (SOC) in order to back up the system when there is 
a lack of energy in PV and WP [2]. Trifkovic examined 
power management using 5 core components (PV, wind 
turbine, electrolyze, water storage and fuel cell) using 
predictive control model [3]. While Dufo-Lopez et al. [4] 
was trying to minimize costs by adding batteries. Other 
study also discussed about hybrid method wind power and 
solar generations [5],[6], [7], [8]. Another study was about 
hybrid system for PV and diesel generation [9]. However, 
most of those researchers discussed about RERs with 
relatively constant sources. 
In order to overcome some problems that caused by 
various value of RER, artificial intelligence method can be 
employed in order to analyze and predict the RER changes. 
Thus, the output from the plant will be more efficient and 
can cover load demand. Therefore, the method of Artificial 
Neural Network (ANN) is needed because this method can 
analyze and predict the changes that occur in RER using 
thoughts that approximate human thinking. Thus, the 
operational problems of these plants can be overcome. 
Thus, the purpose of this study is to design a hybrid 
power management system for PV, WP, and MHPP based 
on operational control system to meet load demand using 
ANN. Hopefully, this system can streamline output from 
the hybrid power plant. 
 
II. METHOD 
The modeling system here aims to model each plant in 
order to operate in accordance with the intended objectives 
of the researcher. In general, diagram block of the whole 
system is expressed as in Fig. 1. 
 
Fig. 1. Blog Diagram of Hybrid system 
A. Converter Model 
In this study, there are two converters employed namely 
Boost Converter and Buck Converter as can be seen in Fig. 
1. The boost converter is formulated as follows: 
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௢ܸ௨௧ = 	 ௏೔೙		ଵି஽	     (1) 
ܮ݉݅݊ = 	 (ଵି஽)మ∗஽∗ோଶ∗௙     (2) 
ܥ݉݅݊ = 	 ஽∗௏௢௨௧௏௥∗ோ∗௙	     (3) 
While the buck converter using the following formula: 
ܦ = 	 ௏೚ೠ೟		௏೔೙	      (4) 
ܮ݉݅݊ = 	 (ଵି஽)మ∗ோଶ∗௙      (5) 
ܥ݉݅݊ = 	 (ଵି஽)∗௏௢௨௧଼∗௏௥∗௅∗௙మ	     (6) 
where: 
ܸ݋ݑݐ = Output voltage (V) 
ܸ݅݊ = Input voltage (V 
ܦ = Duty Cycle (%) 
ܮ݉݅݊ = Minimum Inductor Value (H) 
ܥ݉݅݊ = Minimal Capacitor Value (F) 
ܴ = Resistor Value (Ω) 
݂ = Switching frequency (Hz) 
ܸݎ = Voltage ripple (V) 
 
B. PV System Model 
The PV system model is provided by Matlab PV Array 
in Fig. 2 with the following specifications: 
 
Fig. 2: PV Array Parameters 
C. WP System Model 
The wind power system is described by the following 
formula: 
ܲ݉ = ܥ݌ ቀ	ଵଶ 	ρ	A	ܸଷ	ቁ    (7) 
ܶݎ = ஼௣(	
భ
మ	஡	୅	௏య	)
ఠೃ      (8) 
where:    
ܲ݉ = Turbin Power (Watt) 
ܥ݌ = Power Coefficient 
ρ = Air Density (kg / m) 
ܣ = Turbine sectional area (m2) 
ܸ = Wind Speed (m / s) 
ܶݎ = orque wind turbine (Nm) 
߱ோ = Wind turbine rotation speed (rad / s) 
 
D. MHPP System Model 
In MHPP modeling, the model is made simpler to 
reduce the complexity by using synchronous generator. 
Fig. 3 and Fig. 4 below are the MHPP system model and 
parameters in Matlab Simulink [10]. 
 
Fig. 3. MHPP Generator Modeling 
 
 
Fig. 4. Synchronous Generator Parameters 
E. ANN Design 
In order to design ANN, there are 2 things to be 
considered, those are the data training and the data test. The 
data training is used to determine the weight value required 
by ANN, while the data test is used to validate the ANN 
output with the desired target. The following steps are the 
process of designing the ANN in Matlab Simulink: 
1. Specify ANN input variable 
The ANN model consists of 8 types of inputs: Time, V 
PV, P PV, V Wind, P Wind, V PLTmH, P PLTmH, and 
Load. V PV is PV voltage, P PV is PV power, V Wind 
is WP voltage, P Wind is WP power, V PLTmH is 
MHPP voltage, P PLTmH is MHPP power, and Load is 
load power. In Fig. 5 below presents the ANN structure 
with 8 inputs, 5 nodes of single layer, and 6 outputs, in 
which each input serves to regulate the output of the 
generator. 
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Fig. 5. ANN structure 
 
2. Data Normalization 
After getting data from the desired variable, the next 
step is to normalize the data. Normalization of the data 
is done by using the formula: 
 
 X′ = ଴.଼∗	(௑ି௕)(௔ି௕) + 0.1    (9) 
 
where: X’: Normalized Result Data  
X : Original data / initial data 
A : Maximum value of original data 
B : Minimum value of original data 
 
3. ANN Training 
After normalizing the data, the next step is to train the 
ANN using the normalized results data. After training 
the ANN, the ANN modeling is obtained. 
 
4. After obtaining the ANN modeling from Matlab, the 
next step is to test and to compare the ANN output with 
the target during training. 
 
III. RESULTS AND DISCUSSION 
In order to simulate the design maximum power value 
of generators must be defined. TABLE 1 shows the 
maximum power value of each generator created. In the PV 
system, there are 40 panels worth 350W that are arranged 
in parallel and series (8x4). The WP has a maximum power 
of 25 KW at a wind speed of 12m/s. while the MHPP runs 
constantly to power 50KW. 
 
TABLE 1: Power Configuration 
Configuration Total  Power Note 
PV 13,2 KW in 1000w/m2 
Wind Power 25 KW in 12m/s 
Micro Hydro 50 KW Constant 
Battery 12 KW - 
  
 
TABLE II: Target Output of ANN 
No
. 
PV 
Ou
t 
PV 
Charg
e 
Win
d 
Out 
Wind 
Charg
e 
Micr
o Out 
Micro 
Charg
e 
1 1 0 0 0 0 1 
2 1 0 0 0 0 1 
3 0 0 0 0 1 0 
4 0 0 0 0 1 0 
5 0 0 0 0 1 0 
 
TABLE III: ANN output at test 
No
. 
PV 
Ou
t 
PV 
Charg
e 
Win
d 
Out 
Wind 
Charg
e 
Micr
o Out 
Micro 
Charg
e 
1 1 0 0 0 0 1 
2 1 0 0 0 0 1 
3 0 0 0 0 1 1 
4 0 0 0 0 1 0 
5 0 0 0 0 1 0 
 
 
Fig. 6 : Irradiance dan Temperature Input 
 
 
Fig. 7. Wind Speed Input 
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Fig. 8. Load Data 
 
From TABLE II and TABLE III, it can be concluded 
that ANN output has an accuracy of 80%. From 5 
experiments only 1 target that cannot be achieved, that is 
in data number 3. This can happen because when process 
of making ANN at Matlab, data number 3 very rare. When 
ANN looks for a weighted value, the weights match the 
data that often appears or can be called "Behavior Data". 
Thus, ANN can be inferred always looking for the 
weighted value of the dominant data. 
  
Fig. 6, Fig. 7, and Fig. 8 are the data used to test the 
management of the hhybrid system. As seen at 2nd to 5th 
hours, the irradiance value of PV continued to rise from 
600 W/m2 to 900 W/m2, while the wind input was small. 
In WP modeling, in order to produce maximum power 
required input of at least 10 m/s. In Fig. 8, the load value 
increased from 2nd to 5th hours. 
 
Fig. 9 is the output from Y1 to Y6, it is shown that at 
the 2nd to 4th hours, there were many changes in output. The 
output value at each Y1 to Y6 were 1 and 0. By comparing 
Fig.s 6, 7, 8 and 9, it can be concluded that at 2nd to 3rd, the 
PV produced enough power to supply the load, but at 3rd 
until 5th hours, the PV lacked of power despite its large 
irradiance value (900 W/m2). This is due to since the 3rd to 
5th hour, the load value also went up which causes the PV 
drop its voltage. 
 
Y1 is the output of ANN for PV Load, meaning that PV 
runs to supply the load. From Fig. 10 it can be seen that Y1 
often occurs switching at 2nd to 4th hours. This occurs 
because the PV output was maximal and attempts to supply 
the load, but the PV output had been affected by the load 
(voltage drop occurs). Hence, the switching on Y1 was not 
inevitable. Y2 is the output of ANN for the PV charge, 
which means that the PV runs to supply the battery. Y2 was 
always zero due to insufficient PV power for charging.   
 
Fig. 9. ANN output 
 
 
Fig. 10. Output Y1 ANN 
 
Fig. 11. Y2 ANN output 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
300
 
Fig. 12. Y5 ANN output 
 
 
Fig. 13. Y6 ANN output  
 
Y5 is the output of ANN for MHPP load, meaning that 
the MHPP was running to supply the load. From Fig. 12 it 
can be seen that at 2nd to 3rd hours, Y5 output was 0. This 
occurred because the PV Power output was good enough 
which derived the MHPP to be off. When the PV (Y1) was 
on, the MHPP should not be on. This is the same target as 
when ANN training. 
 
Y6 is the ANN output for MHPP charge as in Fig. 13, 
meaning that MHPP run to charge the battery. At 2nd to 4th 
hours, Y6 was charging. But there was a lot of switching 
due to the effect of the load installed and the maximum PV 
output. 
 
 
Fig. 14.  Power Output of PV  
 
 
Fig. 15. Voltage Output of PV  
 
Fig. 16. Power Output of MHPP 
 
Fig. 14 and Fig. 15 show that the PV has a voltage 
around 82V to 230V, but the PV power can be maximized 
at 2nd to 3rd hours. While at 3rd to 5th hours the PV power 
dropped. This corresponds to Fig. 6, the Ir value was rising 
from 760 W/m2 to 870 W/m2 from 2nd to 3rd which causes 
the PV power value increased. When the clocks 3, 4 and 5 
the values of Ir were raised from 870 W/m2, 861 W/m2, 
and 751 W/m2, respectively. But the load value (Fig.8) at 
3rd to 5th hours was also increased, causing the PV to not 
supply the load. This causes the PV output to drop. 
Fig. 16 shows instantaneous spiked during the 2nd, 3rd 
and 4th hours. This is due to the load changes. At the 2nd, 
3rd and 4th hours there were load release and load 
connection so that the time at which discharge and load 
connections occurred together which causes instantaneous 
power spike. In Fig. 17, the voltage values of the MHPP 
were further down due to the increasing value of the load 
(Fig. 8) at 2 to 5. In the WP as in Fig. 19, the output power 
and voltage were very small. This is because the wind 
velocity input that cannot meet the cut-in zone that causes 
the turbine does not rotate because the power of WP cannot 
exceed the load demand, then T3 and Y4 will always be 
zero as in Fig. 19 and Fig. 20. 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
301
 
 
Fig. 17. Voltage Output of MHPP 
 
 
Fig. 18. Power Output and Voltage of WP  
 
Fig. 19. Output of Y3 ANN 
 
 
 
Fig. 20. Output Y4 ANN 
 
IV. CONCLUSION 
Hybrid power management system has been 
successfully implemented on the 3 types of renewable 
energy sources, and the system was meet the load demand 
with accuracy in around 80%. Moreover the system can 
supply the load on demand, even though condition of the 
source were changing. However, ANN has an error when 
the generator is interconnected with the load. This was due 
to the drop of voltage causing the ANN to be misread. 
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Abstract — Partial discharge diagnosis in the insulator which is 
aplicated in some power aparatus has an important role in 
maintaining the reliability of high voltage equipment in a power 
system. Partial discharge diagnosis has three main steps, one of 
them is signal processing that can be done with enveloping 
especially for partial discharge signal obtained from 
measurement using UHF PD sensors like Loop Antenna and 
HFCT. There are several methods we can use to perform signal 
processing of PD signals. Enveloping method that used in this 
research is by using Hilbert transform method which applied to 
signal output from some Partial Discharge Sensors. After we do 
the envelop process to that signal we can easily determine the 
important quantities of the signal such as rise time, fall time, 
pulse width, and peak voltage. That quantities are very 
important for the next step of the Partial Discharge diagnostic 
signal Process. 
 
Keywords --- Partial discharge diagnosis, UHF PD sensors, signal 
processing, Hilbert Transform 
 
 
 
I. INTRODUCTION 
 
Base on IEC 60270, Partial Discharge is a local electrical 
annihilation in isolation that does not fully connect the two 
conductors, this can occur either near or between the 
conductor. Generally Partial discharge exist as a result of the 
local electrical stress concentration in isolation or on the 
surface of the insulation. the presence of partial discharges 
inside the insulator is one of the earliest indications indicating 
that the insulator begins to degrade or begin to deteriorate. If 
the presence of Partial discharge is not detected early, the 
insulator will suffer damage causing disruption of the system 
as a whole. Therefore partial discharge diagnosis become one 
of the best method to know the condition of insulator. 
 
 
Partial discharge diagnosis has three main steps that is PD 
detecting, Signal Processing, and judgement system. Partial 
discharge can be detected by various sensors, one of them is 
using UHF sensors like HFCT dan Loop Antenna. UHF PD 
detection has some advantages that is its high sensitivity,its 
avoidance from the low-frequency noise, and its wide and 
high enough frequency band ranging from 300 M to 3 GHz [1, 
2]. UHF detection was first successfully implemented for Gas 
Insulated Substations (GIS) [3] and is increasingly employed 
for power transformers because of its relative immunity to 
interference and ability to provide information on the defect 
location [4–6]. But detection using UHF PD detector have a 
result in a hard-to-observe waveform which make us difficult 
to determine the important magnitudes of a wave. therefore 
we need an advanced process which one of them is enveloping 
the signal. enveloping the PD signal has several methods. The 
method to be used in this research is Hilbert transformation 
method. 
 
 
II. HILBERT TRANSFORM 
 
Hilbert Transform  method is  a common and very efficient 
technique for enveloping signal.This method is done by  
shiftinga 90 degree phase and summing the phase shifted with 
original signals. The Hilbert transform is typically 
implemented as an FIR (Finite Impulse Response) filter so the 
original signal must be delayed to match the group delay of 
the Hilbert transform. This process can be followed by 
absolute and then peak hold functions, the latter is often 
implemented as a one pole IIR filter [7]. 
 
 
 
Figure 1. Idea of Hilbert Transform Method 
 
The following diagram gives an idea of how the envelope 
approximation process works by Hilbert Transform Method 
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Figure 2.Approximation process of Hilbert Transform Method [7] 
 
Hilbert Transform methods include making analytical signal 
from the input signal through a Hilbert transform. Analytical 
signal is a complex signal, where the real part is the original 
signal, and the imaginary part is the Hilbert transform of the 
original signal [8]. 
 
The algorithm of the envelop detector using this method is 
shown in Following Figure. 
 
 
 
 
Figure 3.Algorithm of Hilbert Transform Method [8] 
 
The following equation shows how the coefficients of the FIR 
filter implementation of the Hilbert transform are calculated. 
 
 
 
for n = ± 1, ± 2, ±   and h(0) = 0 for n = 0 
 
The one pole IIR filter is defined by the following equation : 
 
y(n) = x(n) + a * y(n-1), where 0 <a< 1.0 
 
Another option for detecting the envelope is to use the square 
root of the energies of the original and the Hilbert transformed 
signals, as follows : 
 
Envelope = sqrt(Hilbert^2 + signal^2) 
 
In general, this will give similar results to the absolute value 
technique but can be more run-time efficient. 
 
 
III. HILBERT TRANSFORM ENVELOPING 
IMPLEMENTATION 
 
Base on Algorithm in figure 3 we can make  hilbert transform 
script in Matlab.  
 
 
Figure 4.Script of Hilbert Transform Method in Matlab 
 
Input data that will be inserted into thishilbert transform 
method is a csv file obtained from the detection of PD signal 
by using some detector that has been integrated with the 
computer. Detector we will use include detecting impedance, 
HFCT, and loop antenna. Computers that are integrated into 
the detection circuit must have software that can take wave 
data for very small time units. Software used in this research 
is freewave software. 
 
 
3.1 Hilbert Transform Implementation for PD signal 
Detection Using Detecting Impedance  
 
Detecting impedance is one of the most efficient PD detector 
because detecting with this tool can make us get PD signal 
with relatively easy to be analyzed. The following figure show 
the PD signal output in oscilloscope that we get from 
detection use Detecting Impedance. 
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Figure 5.PD signal detection using Detecting Impedance (blue) compared 
with UHF PD signal (green)  
 
After Detecting Impedance detect the signal than we take that 
csv data signal which show the relation from time versus 
magnitude. Than that data will become the input for Hilbert 
transform script we make. The following figure show the 
result from enveloping that signal using Hilbert Transform. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.Hilbert Transform Enveloping result for PD signal detection using 
Detecting Impedane 
 
 
3.2 Hilbert Transform Implementation for PD signal 
Detection Using HFCT 
 
PD detection using HFCT will produce the signal which 
higher frequency than the signal we get from detecting 
Impedance. The Following figure show the PD signal result 
detection using HFCT. 
 
 
 
Figure 7.PD signal detection using HFCT (blue) 
 
 
Same as detection process using Detecting Impedance before, 
after PD signal successfully detected  byHFCTwe take data 
signal in the form of csv file for input to Hilbert Transform 
script. The following figure show the result from enveloping 
that signal using Hilbert Transform. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.Hilbert Transform Enveloping result for PD signal detection using 
HFCT 
 
 
3.3 Hilbert Transform Implementation for PD signal 
Detection Using Loop Antenna 
 
The third detector we use is loop Antenna. Same as PD 
detection using HFCT, Loop antena produce the signal which 
higher frequency than the PD signal from Detecting 
Impedance. The Following figure show the PD signal result 
detection using Loop Antena. 
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Figure 9.PD signal detection using Loop Antena (blue) 
 
As we see in that figure, loop antena produce PD signal with 
higher frequency. The following figure show the result from 
enveloping that signal with hilbert transform method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.Hilbert Transform Enveloping result for PD signal detection using 
Loop Antena 
 
 
IV. DISCUSSION 
 
Based on the PD detection we do, we find that some detector 
such as HFCT and loop antenna produces PD signal which is 
difficult to be analyzed. So enveloping that signal can make us 
easier to determine the important quantities especially rise 
time and fall time. The Following table show the summary of 
quantities that we get fromthe experiment before. 
 
 
 
 
 
Output PD Signal Original Hilbert Transform 
Rise Time 140 ns 300 ns 
Fall Time 100 ns 224 ns 
(a) 
 
Output PD Signal Original Hilbert Transform 
Rise Time 90 ns 40 ns 
Fall Time 260 ns 68 ns 
(b) 
 
Output PD Signal Original Hilbert Transform 
Rise Time 36 ns 124 ns 
Fall Time 60 ns 212 ns 
(c)  
 
Table 1. Enveloping result : (a) DI ; (b) HFCT; (c) Loop Antenna 
 
Base on that table, we know that Hilbert Transform Method 
give different and unstable result for each sensors. it can 
happen because enveloping PD signal using this method still 
has not only one extreme points for HFCT and Loop Antena 
so it is relatively more difficult to obtain rise time and fall 
time of the captured PD signal. This is due to the oscillation of 
the captured PD signal have not a relatively permanent value 
decreasing or permanently increasing, but rather random (up 
and down) so that the cusp of this signal is also random (up 
and down). For Detecting Impedance, due to oscillations 
below the zero point, through the Hilbert transform all these 
values will be lifted to positive values, and interpolated their 
peak points. That process caused the PD signal has a long 
pulse width with a relatively higher fall time value. 
 
 
 
V. CONCLUSSION 
 
The conclusion of this research are : 
 
1. UHF PD sensors give the result of PD signal which have 
difficult to be analyzed, so we must process the signal to 
get the important quantities. 
 
2. One of Signal Processing that we can do to process PD 
signal is enveloping using Hilbert Transform method. 
 
3. Enveloping using hilbert transform will produce the 
signal with higher value of rise time and fall time for PD 
signal detected by Detecting Impedance and Loop 
Antenna.  
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Abstract— Wind turbines have maximum mechanical 
power at certain wind speeds. Maximum power point tracking 
(MPPT) is an electronic system capable of extracting 
maximum wind turbine power. The purpose of this research is 
to improve wind power efficiency through MPPT wind power 
design with four switch buck-boost converter and Fuzzy 
control algorithm. Fuzzy control has two inputs are power 
changes and voltage changes and one output feeding to the 
pulse width modulation generator to control FSBB. Simulation 
results with Matlab simulink shows that wind power without 
MPPT produce 89% power efficiency, wind power MPPT with 
two switch buck-boost converter yield 90% power efficiency 
and emerging high ripple current. The last simulation of wind 
power MPPT with FSBB produces the highest efficiency of 
91% with low ripple current.  
Keywords—wind turbine, mppt, four switch buck-boost converter 
I. INTRODUCTION 
Wind power is one of the power plants that use 
renewable energy. Wind power produces no pollution and no 
emissions [1]. MPPT is a technology to increase wind power 
efficiency by determining maximum power point at certain 
wind speed. There are two main components of MPPT that is 
DC to DC converter and control algorithm. The DC to DC 
converter circuit is widely used for MPPT technology in 
wind power [2]. Two switch buck-boost converter is a 
cascaded converter of Buck-Boost Converter that serves to 
raise and lower the input voltage [3.4]. 
Four switch buck-boost (FSBB) converter is the 
development of two switch buck-boost (TSBB) converter, 
where the output voltage FSBB always positive [5,6]. The 
FSBB converter uses four MOSFETs as the electronic switch 
replaces the diode function in the two switch buck-boost 
converter circuit, so the FSBB converter circuit has higher 
power efficiency than the two buck-boost converter switches. 
This is because the cut off voltage in the MOSFET is smaller 
than the forward diode voltage [7]. 
There is a lot of study wind power MPPT using control 
algorithm like fuzzy, neural network etc [8-12]. The result of 
the research is to know the response of the system when it 
reaches the maximum power point. In this paper, wind power 
MPPT is developed using the TSBB converter and FSBB 
converter, while the control algorithm uses fuzzy logic. The 
current study aims to reduce power losses and improve the 
efficiency. 
  
II. RESEARCH METHOD 
The design of wind power MPPT based on fuzzy control 
using FSBB is illustrated in Figure 1. The design consists of 
permanent magnet synchronous generator (PMSG),the wind 
turbine, rectifier AC (alternating current) to DC (direct 
current), FSBB converter, the load resistor and fuzzy 
controllers. FSBB converter is modulated by PWM 
generator. 
 
 
 
 
 
 
 
 
 
 
Figure 1 Design of wind power MPPT 
A. Wind Turbine 
The characteristics of the wind turbine can be seen from 
the relationship between rotor speeds with turbine 
mechanical power. The mechanical power of the wind 
turbine for each wind speed has a maximum point at a given 
rotor speed, as illustrated in figure 2 
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Figure 2. The power characteristics of wind turbines 
Mechanical power in wind turbine Pm is a function of air 
density ρ, tip speed ratio (TSR) λ, the pitch angle β, radius 
propeller R, and wind speed v [13]. 
              (1) 
 
The relationship between the power coefficient, TSR, and 
pitch angle of the Cp wind turbine (λ, β) is written as [13]: 
                        (2) 
                       (3)   
The value of C1-C6 depends on the characteristics of the 
wind turbine. TSR is the ratio between rotor speed ωm and 
wind speed, written by the formula [8]: 
                    (4) 
      
B. Four Switch Buck-Boost Converter (FSBB) 
The buck-boost converter is one type of DC to DC 
Converter circuit that has an output voltage greater or less 
than the input voltage. The output voltage is of the opposite 
polarity the input. The two switch buck-boost converter 
(TSBB) is the development of buck-boost converter. The 
output voltage has the same polarity as the input voltage. 
TSBB uses diodes and transistors for switching as shown 
figure 3. 
Figure 3 Two Switch Buck-Boost Converter 
FSBB and TSBB have the same output voltage polarity 
as the input voltage. TSBB uses two diodes and two 
transistors, FSBB uses four transistors. The main advantage 
of an FSBB is that the voltage drop across the low-side 
transistor unipolar MOSFET can be lower than the voltage 
drop across the power diode of the TSBB. The FSBB has 
greater power efficiency than TSBB 
Figure 4. Four Switch Buck -Boost Converter 
The output voltage of FSBB is written as [5]: 
        (5)                  
Where D is the duty cycle value 
The output current of FSBB Converter is written as: 
     (6) 
The amount of peak to peak ripple current ∆I and voltage 
∆Vc is written as: 
      (7) 
                  (8)
   
Where f is the switching frequency. 
There are 3 modes of operation with 4 possible switches, as 
shown in table 1 
Table 1 Switching States of the FSBB 
Mode S1 S2 S1 S3 
Buck  1  0 
Boost 1  0  
Buck     
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Mode S1 S2 S1 S3 
Boost 
 
FSBB Converter uses Buck-Boost mode. The charging 
process occurs when the switches S1 and S4 become ON 
state, the S2 and S3 OFF are in OFF state. The current passes 
through the inductor and at the same time the capacitor 
voltage is directly connected to the load. FSBB operates in 
discharging process when switches S2 and S3 become ON 
state, the S1 and S4 are in OFF state. The voltage produced 
by the inductor is applied to the load and the capacitor. 
C. Fuzzy Logic Controller 
Fuzzy controller for Wind power MPPT shown in figure 5. 
 
Figure 5 Scheme of the Fuzzy Control 
Figure 6 illustrates the fuzzy set of the P(n)-P(n)-1 input 
which contains five triangular membership functions.   
 
 
 
 
 
 
 
Figure 6 Member function of  dP 
 
Figure 7 illustrates the fuzzy set of the V(n)-V(n)-1 input 
which contains five triangular membership functions 
 
 
 
 
 
 
 
 
Figure 7 Member function of  dV 
Figure 8 illustrates the fuzzy set of the duty cycle output 
which contains five triangular membership functions. 
 
 
 
Figure 8 Member function of  Duty Cycle 
Determination of the rule-base of IF-THEN in the controller 
contains all the information to control the parameters and is 
based on perturb and observe, as shown in Table 2. 
 
Table 2 Fuzzy Rules 
Fuzzy Rules P(n)-P(n)-1 
 
 
V(n)-V(n)-1 
 NB NS ZE PS PB 
NB NB NS ZE PS PB 
NS NS NS ZE PS PS 
ZE ZE ZE ZE ZE ZE 
PS PS PS ZE NS NS 
P 
B 
PS PS ZE NS NB 
 
III. RESULT AND DISCUSSION 
The design of wind power MPPT with four switch buck-
boost converter as shown in figure 1 is simulated using 
matlab.  Design parameter of wind power MPPT is shown in 
table 2. 
Table 2. Design parameter of wind power MPPT 
Variable Parameter 
Wind Turbine Pm = 200 W 
PMSG 200V 50Hz 220W 
FSBB L = 2 mH 
C = 10uF 
MOSFET Rdon=0.1 ohm 
F = 60 kHz 
Load R = 30 ohm 
 
The circuit simulation for wind power MPPT  is explained 
in more detail in figure 9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9 Schematic of wind power MPPT in Matlab 
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The first simulation is to test wind power without MPPT, 
wind turbine operated with speed 6 meter/second. Figure 10 
shows the result of the simulation. The load power is 177 
Watt. There is 27.5% power loss from a maximum power of 
200 Watt wind turbines.  
Figure 11 shows the simulation results of wind power MPPT 
with TSBB.  The load current is 177 Watt, there is 15% 
power lost from 200 Watt wind turbine mechanical power. 
The last simulation is to test the fuzzy MPP-based wind 
power using four buck-boost converter switches. 
Figure 12 shows the result of the simulation. The load power 
loss is 9% of the wind turbine's mechanical power of 
200Watt. 
 
 
Figure 10 The Simulation of wind power without MPPT 
 
Figure 11 The Simulation f wind power MPPT with TSBB 
 
Figure 12 The Simulation of wind power MPPT with FSBB 
IV. CONCLUSION 
The simulation of wind power MPPT with four switch 
The simulation results show that wind power MPPT using 
four switch buck-boost converter is better than wind power 
MPPT using two switch buck-boost converter. TSBB 
efficiency in wind power MPPT produces 85% and current 
ripple appears on the load, while the FSBB produces 91% 
efficiency with smaller current ripple at the switching 
frequency of 60kHz.  
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Abstract--In general, there are two main classifications in 
matrix converters. The most common known type is 
conventional matrix converter (CMC) or direct matrix 
converter (DMC). The other type is indirect matrix 
converter (IMC). A brief review for modulation 
strategies are provided in this work for modulation 
strategies in IMC. There are several popular modulation 
methods for IMC such as carrier-based modulation and 
space vector modulation (SVM). A sinusoidal current 
waveform is produced on the input and output sides to 
implement the modulation method. In the conclusion the 
modulation methods will compared based on 
performance, theoretical complexity, and some other 
parameters. 
 
Keywords---AC–AC conversion, carrier-based modulation, 
indirect matrix converter, pulse width modulation, space vector 
modulation. 
I. INTRODUCTION 
Matrix Converter (MCs) usually is made from an AC-
AC converter which includes the array bidirectional 
switches. This array is useful to connect main power supply 
to the load. At this connection circuit, there is no DC-link or 
energy storage elements[1]. The MCs have a great demand 
because of their superior function such as: (1) dc link 
capacitor is removed, (2) a sinusoidal waveform at both 
input and output terminal, (3) bidirectional power-flow 
capability, (4) power factor at input side is adjustable, (5) 
less weight and volume in design, and (6) long life usage 
[2], [3]. 
Basically, there is no limitation of frequency for MCs, 
however the output amplitude is limited to be smaller than 
input. Modulation technique can be using for solved this 
limitation problem[4]. There are two modulation strategies 
commonly used for MCs[5] namely: (1) method for carrier 
based modulation [6], and (2) space vector modulation 
(SVM) [2]. 
This paper briefly explains the most relevant strategies 
in modulation for IMC and provides the complexity and 
performance comparison of modulation strategies. 
II. IMC WORKING PRINCIPLE 
Common circuits of MCs are usually known in two 
types of topologies i.e. (1) the conventional matrix converter 
(CMC) and (2) the indirect matrix converter (IMC). The 
first IMC topology was proposed by Kolar et al [7], and then 
developed by another researcher in [8]–[12], the basic 
principle of IMC are constructed from bidirectional current 
source rectifier (CSR) and  voltage source inverter (VSI) 
without the use of any intermediate energy storage 
element[13][14], as shown in Fig. 1. Commutation in zero 
current for IMC applies together with the rectifier circuit 
and this circuit gives lower losses during switching and 
reliable topology.  
 
 
Fig. 1. Schematic diagram of IMC. 
The indirect modulation separates each control on input 
current and output voltage side. The separation or it is also 
known as a decoupled strategy is carried out by  decoupling 
transfer function T of MCs into first transfer function for 
rectifier  and the second transfer function for inverter [15]. 
 
Where:  
T = I * R       
 
 
(1) 
 
 
 
In equation (1), inverter switches S7-S12 and rectifier 
switches S1-S6. Result to the product and sum of the input 
phases. As the equivalent circuit is observed from phase A 
of inverter output, then two switches S7 and S8 of phase A at 
half bridge are connected directly to phase a, b and c at 
input  side through six switches on rectifiers[16]. 
III. GENERAL CLASSIFICATION OF MODULATION STRATEGIES 
FOR MCS  
Fig. 2 shows the classification of modulation methods 
developed for the IMC. Basically the most well known 
modulation on MCs is Pulse width modulation (PWM). 
PWM is classified into two type of modulation strategies, 
i.e. carrier-based  and space vector modulation (SVM) [5]. 
Carrier-based modulation method is the simplest approach, 
while the SVM method has an elegant and powerful solution 
for IMC. The modulation method for IMC was very 
interested to developed, several method was developed for 
IMC modulation method proposed in [6], [13], [17]–[21], 
[21]–[24] 
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Fig. 2. Summary of modulation strategies for IMC. 
IV. CARRIER-BASED MODULATION FOR IMC 
The first research about carrier-based modulation for 
MC was proposed by Yoon et al [6], by changing the carrier 
of slope and using voltage offset. By using this techniques, 
synthesize product of unity power factor in sinusoidal input 
currents and desired output voltages is implemented. A 
carrier based PWM for IMC was proposed by Wang [17], 
where the algorithm of the carrier-based modulation is 
enhanced in two techniques. The first technique makes a 
continuous modulation function for all throws based on the 
designed sinusoidal input current. The switching functions 
are intended to focus on the zero current commutation 
which has derived from the modulation functions. More 
details about this method can be found in [17] and [25]. 
Different research about carrier-based modulation also 
proposed in [8], [24]–[28]. 
V. SPACE VECTOR MODULATION FOR IMC 
SVM techniques for MCs are known in two different 
strategies. The first strategy is indirect space vector 
modulation taking the consideration of  a virtual dc link and 
the second is direct space vector modulation presenting  
direct conversion [29], [30]. The first research about indirect 
space vector modulation or it is also known as indirect SVM 
was proposed by Borojevic et al [18], where matrix 
converter was constructed to combination  circuit. This 
circuit, as it is shown in Fig. 3, synthesis CSI as current 
source inverter and VSI as voltage source inverter in the 
connection to a virtual dc link. Three phase inverter stage 
has six switches, S7-S8 for VSI and also other six switches, 
S1-S6 for rectifier circuit [15]. Other research about indirect 
SVM method are also proposed in [2], [13], [16], [18], [20], 
[31]–[34]. 
 
 
Fig. 3. The equivalent circuit for indirect modulation 
Space vector PWM implemented rectifier-inverter in 
the indirect modulation technique. Three half bridges is not 
obligatory to follow as an output in this topology, so that 
only eight switches are possible to apply in the 
combinations. In Fig. 4(a), this proposed combination can 
be alienated into six active nonzero output voltage vectors 
i.e. V1-V6 and two zero output voltage vectors V0.  
The proposed virtual rectifier avoid an open circuit by 
using nine switching combinations. In this combination, six 
active nonzero input current vectors from I1-I6 and three 
zero input current vectors I0 are implemented. The 
implementation scheme is shown in Fig. 4(a). Current I1 
(ab) gives indication that input phase a is bonded to the 
positive rail of the virtual DC-link VDC+ , then the input 
phase b is tied to the negative rail VDC−. The last 
connection scheme is shown in Fig. 4(b). 
 
 
Figure 4: (a) inverter voltage hexagon. (b) rectifier current 
hexagon. 
 
VI. COMPARISON OF THE MODULATION STRATEGIES 
The presentation of modulation strategy discussed in 
this paper will be compared by considering the following 
parameters, including: (1) Complexity appeared in theory, 
(2) current quality at load side, (3) dynamic behaviour and 
response, (4) resonance of input filter, and (5) performance 
of the system under unbalanced voltage condition at input 
side. 
A. Theoretical Complexity 
In terms of complexity, carrier-based modulation are 
considered as a simple technique to generate pulses for  gate 
drive in bidirectional power switches, although they are 
involve many equations[35]. While the SVM method has 
very complex to implement if we compare this with the 
carrier-based method or any other control method[5]. 
B. Quality of Load Current 
From several observation in[5], [6], [13], [16], [17], 
[19], [21], [23], [28], we found that the quality of load 
current of the carrier-based modulation method and SVM 
method for MCs is deliver the high quality current to the 
load. That means quality of load current is not a big problem 
in the context of MCs. 
C. Dynamics Behaviour and Response  
The dynamic behaviour and response are important 
result parameter for some modulation and control method. 
While the dynamic response of carrier-based modulation 
method and SVM method is pretty good. Therefore from 
several observation for dynamic response parameter, we 
found that the control method like a direct torque control 
(DTC) and predictive control method has a better result on 
dynamic response parameter[5],[36]. 
[6], [13], [17]–[21], [21]–[24] 
[2], [13], [16], [18], 
[20], [31]–[34]. [8], [24]–[28]. 
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D. Resonance of Input Filter 
The significant issue in MCs when it is implemented and 
operated is a resonance of the input filter. A very significant 
impact on the input filter performance is the characteristic of 
the modulation method[36]--[39], an important observation 
not previously concerned. As a result, the modulation 
method works with a fixed switching frequency, in this case 
SVM method, have made resonance decreased in the input 
filter. While a Carrier-based modulation method has the 
input current with strong resonances in the input filter. This 
behaviour can be significantly improved and it must be 
considered at input current side.  
E. Performance of the System Under Unbalanced Input 
Voltage Condition. 
One of the most significant issues in influencing the 
performance of MCs is the input voltage condition[40], 
because of direct power conversion which implies 
instantaneous power transfer. From several observation 
through reference[30], [40], [41], [42], we found that the 
SVM method  has a better solution for solving the 
unbalanced input voltage condition, while the carrier-based 
modulation has respectable result, although the carrier-based 
modulation does not need any extra algorithm as the 
unbalanced condition occurred in input voltage [42]. 
Based on observations from several references for these 
modulation methods, we can observe and analysis the 
comparison of the carrier-based modulation and space 
vector modulation for IMC. The comparison of these 
modulation methods has presented in Table I. 
 
TABLE I. Comparison of Modulation Strategies for IMC 
Parameter 
Modulation method for IMC 
Carrier-Based 
Modulation
Space Vector 
Modulation
Theoretical 
complexity very simple very complex 
Quality of 
load current good  very good 
Dynamic 
response  good good 
Resonance of 
input filter 
medium 
resonance very low resonance 
Performance 
under 
unbalanced 
input voltage 
condition 
respectable very good 
 
VII. CONCLUSION 
In recent years the development of MCs area is still 
interesting, especially in the scope of modulation method for 
IMC. There are two modulation strategies generally used for 
MCs namely: carrier-based modulation and space vector 
modulation. These methods have a different theoretical 
principles and also different complexity stages. 
With the results written in this paper, carrier-based 
modulation have advantages especially on the level of 
complexity, where this method has the lowest level of 
complexity when compared to other methods including the 
SVM method. While the SVM method has an elegant and 
powerful solution for IMC. For the future observation, the 
comparison and the assessment of the method may include 
more advanced technical aspect. 
ACKNOWLEDGEMENT 
This research was supported by Electrical Engineering 
Research Group of Ahmad Dahlan University. 
REFERENCES 
[1] E. Yamamoto et al., “Development of MCs and its applications in 
industry,” IEEE Ind. Electron. Mag., vol. 5, no. 1, pp. 4–12, 2011. 
[2] D. Casadei, G. Serra, A. Tani, and L. Zarri, “Matrix converter 
modulation strategies: a new general approach based on space vector 
representation of the switch state,” Ind. Electron. IEEE Trans., vol. 
49, no. 2, pp. 370–381, 2002. 
[3] J. W. Kolar, T. Friedli, J. Rodriguez, and P. W. Wheeler, “Review of 
three-phase PWM AC-AC converter topologies,” IEEE Transactions 
on Industrial Electronics, vol. 58, no. 11. pp. 4988–5006, 2011. 
[4] J. Lettl and D. Kuzmanovic, “Matrix Converter Induction Motor 
Drive Employing Direct Torque Control Method,” PIERS Online, 
vol. 6, no. 8, pp. 711–715, 2010. 
[5] J. Rodriguez, M. Rivera, J. W. Kolar, and P. W. Wheeler, “A review 
of control and modulation methods for matrix converters,” IEEE 
Trans. Ind. Electron., vol. 59, no. 1, pp. 58–70, 2012. 
[6] Y. D. Yoon and S. K. Sul, “Carrier-based modulation technique for 
matrix converter,” IEEE Trans. Power Electron., vol. 21, no. 6, pp. 
1691–1703, 2006. 
[7] J. W. Kolar, M. Baumann, F. Schafmeister, and H. Ertl, “Novel 
Three-Phase AC-DC-AC Sparse Matrix Converter Part I : Derivation 
, Basic Principle of Operation , Space Vector Modulation , 
Dimensioning,” Appl. Power Electron. Conf. Expo. 2002. APEC 
2002. Seventeenth Annu. IEEE, 2002. 
[8] K. Zhou and D. Wang, “Relationship between space-vector 
modulation and three-phase carrier-based PWM: A comprehensive 
analysis,” IEEE Trans. Ind. Electron., 2002. 
[9] J. Holtz and U. Boelkens, “Direct Frequency Converter with 
Sinusoidal Line Currents for Speed-Variable ac Motors,” IEEE 
Trans. Ind. Electron., 1989. 
[10] L. Wei and T. A. Lipo, “A novel matrix converter topology with 
simple commutation,” Conf. Rec. - IAS Annu. Meet. (IEEE Ind. Appl. 
Soc., 2001. 
[11] J. W. Kolar, F. Schafmeister, S. D. Round, and H. Ertl, “Novel three-
Phase AC-AC sparse matrix converters,” IEEE Trans. Power 
Electron., 2007. 
[12] C. Klumpner and F. Blaabjerg, “Modulation method for a multiple 
drive system based on a two-stage direct power conversion topology 
with reduced input current ripple,” IEEE Trans. Power Electron., 
2005. 
[13] P. C. Loh, F. Blaabjerg, F. Gao, A. Baby, and D. A. C. Tan, 
“Pulsewidth Modulation of Neutral-Point-Clamped Indirect Matrix 
Converter,” IEEE Trans. Ind. Appl., vol. 44, no. 6, pp. 1805–1814, 
2008. 
[14] Lixiang Wei, T. A. Lipo, and Ho Chan, “Matrix converter topologies 
with reduced number of switches,” in 2002 IEEE 33rd Annual IEEE 
Power Electronics Specialists Conference. Proceedings (Cat. 
No.02CH37289), 2002, vol. 1, no. 1, pp. 57–63. 
[15] Han Ju Cha, “Analysis and Design Of Matrix Converters for 
Adjustable Speed Drives and Distributed Power Sources,” Texas 
A&M Univ., no. August, 2004. 
[16] P. Chlebis, P. Simonik, and M. Kabasta, “The Comparison of Direct 
and Indirect Matrix Converters,” vol. 1, no. January 2010, pp. 310–
313, 2010. 
[17] B. Wang and G. Venkataramanan, “A carrier based PWM algorithm 
for indirect matrix converters,” in PESC Record - IEEE Annual 
Power Electronics Specialists Conference, 2006. 
[18] D. Borojević, “Space Vector Modulated Three-Phase to Three-Phase 
Matrix Converter with Input Power Factor Correction,” IEEE Trans. 
Ind. Appl., vol. 31, no. 6, pp. 1234–1246, 1995. 
[19] T. D. Nguyen and H.-H. Lee, “Modulation Strategies to Reduce 
Common-Mode Voltage for Indirect Matrix Converters,” IEEE 
Trans. Ind. Electron., vol. 59, no. 1, pp. 129–140, 2012. 
[20] X. Li, Y. Sun, J. Zhang, M. Su, and S. Huang, “Modulation Methods 
for Indirect Matrix Converter Extending the Input Reactive Power 
Range,” IEEE Trans. Power Electron., vol. 32, no. 6, pp. 4852–
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
314
4863, 2017. 
[21] M. Jussila and H. Tuusa, “Space-vector modulated indirect matrix 
converter under distorted supply voltage - Effect on load current,” 
PESC Rec. - IEEE Annu. Power Electron. Spec. Conf., vol. 2005, no. 
1, pp. 2396–2402, 2005. 
[22] T. Friedli, M. L. Heldwein, F. Giezendanner, and J. W. Kolar, “A 
high efficiency indirect matrix converter utilizing RB-IGBTs,” 
PESC Rec. - IEEE Annu. Power Electron. Spec. Conf., pp. 3–9, 
2006. 
[23] M. Jussila, M. Salo, and H. Tuusa, “Realization of a three-phase 
indirect matrix converter with an indirect vector modulation 
method,” IEEE 34th Annu. Conf. Power Electron. Spec. 2003. PESC 
’03., vol. 2, pp. 689–694. 
[24] P. Kiatsookkanatorn and S. Sangwongwanich, “A unified PWM 
method for matrix converters and its carrier-based realization using 
dipolar modulation technique,” IEEE Trans. Ind. Electron., 2012. 
[25] F. Gruson, P. Le Moigne, P. Delarue, A. Videt, X. Cimetieŕe, and M. 
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Abstract—Adjustable Speed Drive (ASD) fed Matrix 
Converter is an interesting topic and is widely discussed 
in several articles. ASD provides many advantages, 
especially in the industrial sector because it increases 
work efficiency so as to reduce production costs. The 
induction machines construction is sturdy and its 
relatively inexpensive maintenance makes it more 
desirable in industrial process applications. Whereas the 
Matrix Converter (MC) construction without dc-link 
capacitors makes it more compact compared to 
conventional converters. This article discussed the ASD 
control modulation technique by using MC on a three-
phase induction motor. 
 
Keywords---Adjustable Speed Drive (ASD), Matrix Converter 
(MC), Three-Phase Induction Machine, Space Vector 
Modulation 
I. INTRODUCTION 
Adjustable Speed Drive (ASD) on the induction 
machine is an interesting topic and is widely discussed in 
several articles. ASD is an electromagnetic system that is 
suitable to be implemented in industrial applications [1]. 
The application of ASD on an induction machine provides 
an increase in power consumption efficiency, so as to 
provide benefits, especially in the industrial sector and other 
sectors that use induction machines as a driving motor [2], 
[3]. ASD provides a continuous speed control circuit on an 
induction machine. This system optimizes industrial 
processes and reduces production costs and energy 
consumption costs. 
An induction machine is an interesting choice in the 
industrial field because it is easy to maintain and a simpler 
and more robust physical form [4]. Another advantage of the 
induction engine is the DC engine in terms of size, 
efficiency, cost, service life and maintenance [5]. Induction 
machines are generally more desirable in industrial 
applications than other types of machines. The induction 
machine has a constant input supply voltage and the 
frequency operates at a constant speed. Nearly 60% -65% of 
the electricity resources are consumed by electric motor 
drives. In conventional methods, induction motors are 
combined with other equipment which causes energy waste. 
Motor speed control by the converter saves energy up to 
20% [6]. Therefore a system that is capable of controlling 
machine speed is needed.  
Induction machine speed is controlled by changing the 
frequency and voltage values. The most promising 
possibility to change motor speed is to vary the frequency. 
The current is also controlled by voltage so it offers the 
possibility to control voltage and change the good frequency 
[7]. This is achieved by using conventional inverter and 
converters. The AC-DC-AC converter consists of a 
controlled or uncontrolled converter, inverter and a dc-link 
capacitor connected between the converter and the stage 
inverter. The input supply is connected to the converter 
while the load is connected to the inverter side [8]. 
However, the use of conventional inverters and converters 
as the induction engine speed controller has various 
problems, among them, are expensive main components and 
relatively large physical structures. In 1980, Alesina and 
Venturini introduced an AC-AC converter topology 
composed of nine bidirectional switches in the form of a 3*3 
matrix known as the Matrix Converter (MC), which is more 
efficient compared to conventional AC-DC-AC converters. 
Modeling results conducted by B. Geetha Lakshmi et al, 
ASD using MC operates well and reduces interharmonics 
when compared to conventional AC / DC / AC conversion 
methods. 
The simple MC design, not using large dc-link 
capacitors as energy storage and ease of control of power 
factor input makes it an advantage that is more concise and 
practical. Another advantage of MC is that it has a more 
dynamic performance compared to conventional AC-DC-
AC converters [9]. MC becomes an alternative to back-to-
back converters because it converts the AC voltage directly 
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into AC output voltage. The advantage of using MC 
between is not having a large dc-link capacitor, providing 
bi-directional power flow, input current and output in the 
form of sinusoidal waves, input power factor is controlled, 
high power density, four quadrant operations, regeneration 
capabilities, concise and simple design [10], [11]. The MC 
parts are shown in Figure 1. The first part is a three-phase 
AC power supply. The second part is the MC input filter 
which functions to filter the input current and produce the 
capacitive voltage source needed by the MC. The third part 
is the MC itself.  
 
Figure 1. General Matrix Converter 
Applications in the industry require AC-AC power 
conversion. AC-AC converters take power from one AC 
system and send to another AC system in the form of a wave 
or amplitude and frequency or phase difference. The AC-
AC converter is clarified into two categories: Direct 
converter and Indirect converter [12]. In general, MC 
topology is divided into two major parts, namely Direct 
Matrix Converter (DMC) and Indirect Matrix Converter 
(IMC). An ASD control with MC on three-phase induction 
machines uses several modulation strategies. This article 
discusses the strategy of space vector modulation (SVM) for 
the control of three-phase induction machines in DMC and 
IMC.  
II. SPACE VECTOR MODULATION ON DMC 
 
The DMC shown in Figure 2 does not require two AC-
DC and DC-AC conversion stages. This converter converts 
AC directly into AC and hence, it eliminates the 
unnecessary conversion processes [13]. DMC contains a 
bidirectional matrix switch that interconnects each phase of 
input with output. Three-phase induction motor connected to 
the DMC with nine bidirectional switches. The symbol of 
(i=a, b, c and j=A, B, C) represents the ideal 
bidirectional switch, where i is the output voltage index and 
j is the input voltage index. Then [ ] is used as a vector 
from the input voltage. 
=  
Then [ ] is used as a vector from the output voltage. 
=  
=[M][ ] 
 
Figure 2. DMC Topology 
When the input current is [ ] then the output current is 
= [ ] 
 represents the transposed of the matrix [M]. When 
commuting, bidirectional switches must meet the following 
conditions. 
 Each input phase voltage is not connected to the same 
output line to avoid short-circuit. 
 The output phase is not opened to prevent interference 
with inductive loads. 
By defining the transfer function every bidirectional switch 
is as 
=  
Where, i ϵ {a,b,c}, j ϵ {A,B,C} 
These two conditions are expressed by 
ϵ{A,B,C} 
Under these circumstances, 3*3 MC only allows 27 
switching of 512 combinations. Each T only switches one 
 (j = a, b, c) to ensure a closed loop load current. The 
switching frequency = /  must have a value twenty 
times higher than the maximum input  
(  )). 
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During the T period (sequential period) which is equal to 
1/ , the amount of conduction time used to synthesize the 
same output phase must be the same as . Now the time 
 is called modulation is defined  = 
. . 
According to [14], Direct Matrix Converter topology 
has the following features: 
• It has a sinusoidal input current and output voltage 
• It uses bidirectional switches that allow energy 
regeneration to the source. 
• It allows adjustment of the input power factor of the 
converter, power factor is easily achieved. 
• It is more compact on physical size and more cost-
effective because it does not use DC energy storage 
links. 
Research conducted by [15] controls SVM in DMC by 
applying the following formula: 
=   and  
The output voltage vector reference and the input current 
are represented in the following formula: 
 =   =  
=   =  
The specified switching condition produces 27 
configurations for the 3*3 structure on the MC. The 
reverence voltage vector  is obtained from two adjacent 
vector directions. This direction corresponds to the 
configuration pair ± 1, ± 2, ± 3, ± 7, ± 8, ± 9. Similarly the 
current reference vector  is obtained from two directions 
located on both sides of the vector and obtained with a 
configuration of ± 1, ± 4, ± 3, ± 6, ± 7, ± 9. The chosen 
configuration pair is that which appears from both lists, in 
this case, the configuration pair is ± 1, ± 3, ± 7, ± 9. 
Therefore the four configurations used depend on the  
sector where the desired output voltage and  
sector are the reference vectors of the input current . 
Stationary and voltage vector representations that are 
recorded  for voltage and  for current are shown in 
Figure 3. 
The duty cycle is calculated by the following formula: 
 is the angle between the desired output voltage vector 
and the line for the sector. 
 is the angle between the desired input current vector and 
the line for the vector. 
 is the input power factor. 
 
 
Figure 3. The direction of output voltage vector and output 
current vector 
 
The duration of the zero vector to complete the modulation 
period is given with the following formula: 
 
III. SPACE VECTOR MODULATION ON IMC 
The IMC shown in Figure 4 has a rectification process 
(AC-DC) and an inversion process (DC-AC). In other words 
the IMC performs a two-stage conversion. This converter 
has a rectifier and inverter but does not have the DC storage 
energy. IMC is classified based on topology and number of 
devices used. In general, IMC consists of a bidirectional 
current rectifier following a standard Voltage Source 
Inverter (VSI). IMC gets a lot of attention and there are 
some innovative topologies that reduce the number of 
switches, namely sparse, very sparse and ultra-sparse MC 
[16]. 
It is assumed that the three-phase input voltage is given in 
the following equation: 
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= cos cos (  
= cos  
 
Figure 4. IMC Topology 
= cos  
On the load side: 
= cos cos (  
=  
=  
The final formula shows the current in the load. Where 
 and  are the frequency of the input and output angles. 
Whereas   is the initial electric angle of the phase A 
output current. Then  and   are the peak amplitude of 
the input voltage and the output current. 
However, the IMC at low voltage transfer ratios still 
has several problems and methods need to be developed to 
improve the output waveform so as to optimize operating 
performance. The method to improve the output waveform 
is categorized into two, namely the control algorithm, which 
is used to compensate for various non-linear factors, and the 
modulation strategy. In commutation and semiconductor 
loading schemes, IMC has a more simple commutation 
because of its two-stage structure, but it sacrifices more 
electrical devices connected and produces higher 
semiconductor losses and lower efficiency compared to 
DMC. 
According to the research conducted by [17] applying 
SVM to IMC, the space vector diagram in SVM is shown in 
Figure 5, where six active vectors switching 
dividing the complex field into six 
sectors. The three desired output voltages or input current 
vectors are located in certain sectors and are synthesized by 
two adjacent active vectors and zero vectors. Then the duty 
cycle vector is calculated according to the volt-second 
balance or the balance of the capacitor charge. 
 
Assume the vector input voltage is denoted as 
 where  and  is the position of 
amplitude and angle .  The desired vector input  
lying in the sector I= as 
shown in Figure 5 (a), the cycle duty vector cycle used is 
 
 
  
 
Figure 5. Diagram of space vector on IMC, (a) rectifier 
stage, (b) stage inverter 
 
 
 
Where  is the position of the angle ,  shows the 
receiver modifier index, and 0 ≤ ≤ 1. 
 
As shown in Figure 5 (b), it is assumed that the desired 
output voltage vector is is also located in 
sector I= , duty cycle the one from the vector 
used is 
 
 
Where  is the angle position ,  s the inverter 
modulation index, and 0 ≤ ≤ 1. 
 
A combination of rectifier and inverter modulation process, 
the final duty cycle is written as 
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Where . o make it simpler,  is set to one and 
all modulation indices used to modulate the inverter are set 
to one in the following section. 
 
Then to get the desired output voltage and input current, it 
must be satisfactory 
 
 
 
Where q is the voltage transfer ratio, and   shows 
the maximum linear voltage transfer ratio;  is the input 
power factor angle, and . 
 
Usually, in the rectifier stage, only active vectors are active 
(eg  and ) are used to reduce turnover time. 
The dc-link voltage  only consists of two voltage line-
to-line input segments  and  . Therefore,  must 
be distributed to  and as follows 
 
 
 
where ,  are the duty cycles  and  after 
distribution, respectively; and , must meet the 
following limits. 
 
 
 
One of the most commonly used ways to distribute zero 
vectors is that   is divided into  and  in 
proportion as 
 
 
IV. COMPARISON BETWEEN DMC AND IMC FED 
THREE-PHASE INDUCTION MACHINE 
The main strategy of ASD driven by the MC is to 
maintain the current and engine flux at the desired value 
[18]. In the case of induction motor control, DMC and IMC 
have several differences in output voltage and power losses 
that affect the efficiency of the motor. DMC has better 
supply current and voltage transfer characteristics, smaller 
voltage losses, and losses. The sinusoidal output wave 
needed for the working conditions of the ASD system is 
better. DMC works effectively when given a large 
modulation index. But when working at low voltages, IMC 
has superior performance [19]–[21]. Comparison between 
DMC and IMC in three-phase induction machines is seen in 
Table 1. 
 
Table 1. Comparison between DMC and IMC  
ASD on Induction 
Machine 
DMC IMC 
Supply Current Quality HIGH LOW 
Voltage Loss LOW HIGH 
Power Loss LOW HIGH 
Low Voltage Performance LOW HIGH 
Large Modulating Index 
Performance 
HIGH LOW 
Sinusoidal Waveforms for 
working condition 
HIGH LOW 
 
V. CONCLUSION 
This article discusses the comparison between DMC and 
IMC by implementing an SVM strategy when performing 
ASD on an induction motor. From several articles found, 
ASD using DMC has advantages compared to IMC. 
Although DMC dominates the advantages of various 
characteristics, IMC shows superiority when working at low 
voltage. This shows that the DMC and IMC have their 
respective advantages in different conditions. Therefore, the 
application of ASD on an induction motor uses one of the 
two topologies that have been discussed according to their 
individual needs. 
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Abstract--This paper describes the Z-source matrix 
converter (ZS-MC) topology which specifically discusses 
topology and control on the ZS-MC. There are two topologies 
on the ZS-MC, namely Z-source direct-MC (ZS-DMC) and 
indirect-MC (ZS-IMC). The difference of each of these 
topologies is in the number of switching mosfets, where ZS-
DMC put on nine switches, while ZS-IMC eighteen switches. 
ZS-IMC topology overcomes the limitations of traditional MC 
voltage reinforcement and accommodates the operation of 
buck and boost converter by reducing the number of switches 
and providing high efficiency. 
 
Keywords--- Z-source matrix converter (ZS-MC), Z-Source 
direct matrix converter (ZS-DMC), Z-Source Indirect matrix 
converter (ZS-IMC), Topologies, Modulation, Control 
I. INTRODUCTION  
There are several converter techniques, namely ac-to ac 
converters which are often called cyclo-converter, dc-to-dc 
converter, dc-to ac inverter, and rectifier ac-to dc from some 
of these techniques, how it works with directional models. 
The classification of the model is a weakness that can only 
work in one direction, so there are still many stress losses 
[1]. Therefore the emergence of a matrix converter, matrix 
converter topology is promising for universal power 
conversion. The converter matrix offers several significant 
advantages, like a power factor that can be adjusted. ac-to ac 
matrix converter topology provides a transformation system 
for both amplitude and frequency simultaneously in multi-
phase voltages without the use of energy storage [2]. Matrix 
converter can produce sinusoidal signal input current and 
output frequency higher than input frequency [2][3]. There 
are two matrix converter topologies including direct matrix 
converter (DMC) and indirect matrix converter (IMC), 
DMC can convert voltage and current in one step by using a 
bidirectional switch that is controlled [4].  
As an alternative IMC has a two-stage power conversion 
with an input stage with six bidirectional switches. The 
constraints on this topology are voltage reinforcement. 
therefore z-source topology has high performance and can 
operate at various load susceptibility [5], by implementing 
the Z-source network to the conventional three-phase matrix 
converter utilizes the boost operation, so that the transfer 
ratio of voltage reached by combining the two topologies to 
design the Z-source matrix converter (ZS-MC).  
ZS-MC does not use a complicated turnover strategy 
because the Z-source matrix converter intentionally employs 
the short circuit that is avoided in the conventional matrix 
[6][7]. Z-source matrix converter is divided into two, 
namely Z-source indirect matrix converter (ZS-IMC) and Z-
source direct matrix converter (ZS-DMC). The operation of 
the ZS-MC is explained by two modes, such as shoot 
through zero states and non-shoot through the states.  In this 
paper discusses topology and control in ZS-MC. Section II 
discusses ZS-MC method, by applying Z-source to utilize 
the voltage ratio gain feature. Section III discusses ZS-IMC 
which explains the configuration, control, modulation, and 
the development of ZS-IMC which is quasi Z-source 
indirect matrix converter. For section IV discusses the ZS-
DMC which consists of configuration, control, and 
modulation. In section V it represents the two topologies, 
ZS-IMC topology overcomes the limitations of traditional 
MC voltage reinforcement and accommodates the operation 
of buck and boost converter by reducing the number of 
switches and providing high efficiency.  
II. Z-SOURCE MATRIX CONVERTER TOPOLOGIES 
ZS-MC is a new topology that implements the Z-source 
network (ZS-N), to overcome the limitations of the voltage 
transfer ratio that has been carried out on conventional 
matrix converters. The converter uses an exclusive 
impedance network on the main circuit of the converter to 
the main power source to create the operation of buck and 
boost [8]. Deploying the ZS-N to utilize the voltage ratio 
gain feature is intended to remove complicated switching 
strategies because ZS-MC deliberately uses the short circuit 
that is avoided in conventional matrix converters. Fig.1 is a 
scheme of ZS-MC. 
 
Fig. 1.  ZS-MC scheme 
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Fig. 2 shows the structure of the ZS-MC. There are two 
structure, namely ZS-IMC and ZS-DMC. The ZS-IMC has 
been possibly developed as Quasi ZS-IMC.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. ZS-MC classification 
III. Z-SOURCE INDIRECT MATRIX CONVERTER 
ZS-IMC has 18 bidirectional switches that convert 
voltage and current in one step as development for a choice 
to matrix converter. This configuration is made of two 
conventional converters combined together; this indirect 
converter circuit has two stages. The first stage is the 
rectifier and the second stage is the inverter. Two switching 
cells form rectifier for the proposed topology. 
A. Configuration of  ZS-IMC 
The topology of ZS-IMC is illustrated in Fig 3. The 
fundamental idea of the ZS-IMC is a separation in three 
stage for AC/AC conversion: In the Z-source, the rectifier 
stage is constructed from six switches, two directions are 
constructed with 18 switch directions [9][10], while the 
inverter level has six feedback. a two-port circuit consisting 
of a capacitor separator L4 and L5 and C4 and C5 
connected, form X is used to provide the source of the 
combined impedance of the router level to the inverter stage, 
section S1 is used bidirectional [11]. 
 
 
Fig. 3. Topology configuration of ZS-IMC [11]. 
B. Control of ZS-IMC 
The ZS-IMC consists of three parts: the source-side 
Matrix Converter, Z-source network, and matrix converter 
side-load [2], [12], [13].  The most important aspect of ZS-
MC is to execute the operation of buck and boost converter. 
The topology can increase and decrease the output voltage 
compared to the input voltage. Each ZS-IMC utilizes 18 ac 
switches, so in practical it will be difficult to direct 
implementation [14]. However, this gave us the finishing 
point for the proposed topology and assisted us to conclude 
several practical ZS-MCs. Fig. 4 shows an example of 
simplified ZS-MC, where the MC source-side in Fig. 3,  
substituted by three-phase AC switch symbolized as S0 
When S0 is stored, then the operation of simplified ZS-MC 
is the same as traditional VS-MC procedure [9], [15]. An 
active voltage and zero voltage to the shoot-through status 
load is produced and included in the PWM MC, and the S0 
is in off position during the shoot-through status. As the 
interval of the shoot-through become longer, then the output 
voltage becomes greater and increase. The proposed 
mechanism clearly reduces the number of switches, 
compared to the combination shown in Fig. 4. 
 
 
 
 
Fig. 4. ZS-IMC (a) Voltage-fed, (b) Current-fed [16]. 
C. Modulation Techniques on  ZS-IMC 
Modulation techniques used in ZS-IMC use carrier-
based pulse width modulation (PWM) compared to space 
vector modulation (SVM) techniques. Another technique 
proposed with space vector, in the switching period to 
minimize harmonic generation in the output waveform. 
therefore it takes overmodulation, the result of over 
modulation on the inevitable low-order harmonics produced 
in the output. Harmonic generation in the vector space d2-q2 
results in increased losses. minimize harmonic attention as 
the desired output is in the over modulation area [17]. 
The development of ZS-IMC that has been carried out 
by [18] is a Quasi-Z-source indirect matrix converter (QZS-
IMC). By utilizing the Z-source network to integrate filter 
functions so that they do not require an input filter. The 
QZS-IMC topology is shown in fig. 5. From this series it 
can be seen that there is a combination of one switch two 
inductors L1 and L2 and capacitors C1 and C2. It can 
overcome the voltage ratio, consisting of two stages of 
Z-Source Matrix Converter 
Z-Source Indirect 
Matrix Converter 
Z-Source direct 
Matrix Converter 
Quasi Z-Source 
Indirect Matrix 
Converter 
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correction and inversion stage. But the results are not easy 
for system integration and manufacturing processes. 
 
Fig. 5. Quasi Z-Source Indirect Matrix Converter 
IV. Z-SOURCE DIRECT MATRIX CONVERTER 
ZS-DMC has nine bidirectional switches that convert 
voltage and current in one step. The basic configuration of 
ZS-DMC [19][20]. It consists of ZS-N and three phase 
matrix converter connected between load and Z-source. The 
matrix converter has nine bidirectional switches and each 
bidirectional switch has two IGBT connected in anti-parallel 
[21]. The ZS-DMC is explained by two modes i.e. shoot 
through zero and non-shoot through state [8]. 
A. Configuration of  ZS-DMC 
The configuration of ZS-DMC shown in Fig. 6, has three 
main parts, namely, the AC input source, Z-source network, 
and load. A different level for step-up the voltage on the 
output side is executed by making a control mechanism the 
short circuit between the input phases. The ZS-N contains 
six capacitors, six inductors, and three bidirectional 
switches. All three switches must have the same status [22]. 
 
 
Fig. 6. Main circuit of  Z-source direct matrix converter [23] 
B. Control of ZS-DMC 
The utilize the boost feature, ZS-DMC mechanism is 
carried out in two different states i.e. a shoot-through zero 
state as in Fig. 7 and a non-shoot-through state as shown in 
Fig. 8 [24]. During the shoot through the state, switches S1, 
S2, and S3 are off, which is Sz=0 for boosting operation. 
During the non-shoot through state, switches S1, S2, and S3 
are on, which is Sz=1 for normal operation [25]. It is 
assumed that the inductors L1, L2, and L3 have the equal 
inductance value and capacitor C1, C2 and C3 are in 
identical capacitance. By this configuration, the 
symmetrical-N is created. 
 
 
Fig. 7. ZS-DMC in shoot through zero state 
Fig. 7 shows the configuration of the shoot-through state 
for the proposed topology at interval of T0 during a period 
of switching process [26].  The matrix converter by design 
is short-circuited and all switches S1, S2 and S3 are in off 
position. In Fig. 7, the reconfiguration of equivalent circuit 
deduces the voltage transfer ratio, by making assumption 
that there is a symmetrical three-phase system and 
expansion of input and output voltages. 
ZS-DMC is in the non-shoot-through state at T1 interval 
during a period of the switching process, T [27][28]. Fig. 7 
shows the configuration circuit for the non-shoot-through 
state.  
 
 
Fig. 8. ZS-DMC in non-shoot-through-state 
C. Modulation Techniques on ZS-DMC 
ZS-DMC uses the modulation space vector method. 
According to the principle, where each two-phase input does 
not get a short circuit and must make a closed loop 
formation. For six active vectors and three zero vectors,  
there are nine switches to use. Improved performance of ZS-
DMC using a different PWM modulation method. have the 
appropriate PWM schema that is capable of achieving the 
maximum susceptible output voltage. Minimize harmonics 
at the output and input currents, providing maximum 
efficiency [29]. ZS-DMC is the distribution of shoot through 
the traditional PWM modulation concept. In this section the 
carrier PWM and space vector based on pulse width 
modulation schema (SVPWM) [30]. By comparing the two 
modulations, the THD input current and THD voltage from 
the SVPWM scheme is 1.2% and 8% lower than PWM, so it 
shows that SVPWM is suitable for ZS-DMC. 
Both of the topologies, ZS-IMC and ZS-DMC in each 
configuration and control using SVPWM modulation are 
presented in Table I. 
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TABLE I. Comparison between ZS-IMC and ZS-DMC of 
topologies using SVPWM modulation 
Type Configuration Control 
ZS-DMC by two modes, 
Shoot through zero 
state and Non-shoot 
through state 
ZS-DMC has nine 
bidirectional switches that 
convert voltage and 
current in one step 
ZS-IMC two stage rectifier 
and inverter 
Each ZS-IMC requires an 
18 ac switch, which makes 
it difficult to use directly 
 
V. CONCLUSION  
This manuscript outlines a literature review on different 
Z-source matrix converter (ZS-MC) topologies, including Z-
source indirect matrix converter (ZS-IMC) and Z-source 
direct matrix converter (ZS-DMC). ZS-IMC topology 
overcomes the limitations of traditional MC voltage 
reinforcement and makes the operation of buck and boost by 
decreasing the number of switches to obtain high efficiency, 
reliability and low cost. ZS-IMC topology is very suitable 
for research and applied in industry.  
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Abstract—It might be well known that frequency multiplier 
can use diode for frequency multiplication. The infinite 
harmonic can be generated using diode with sinusoidal input 
signal. The output of the frequency multiplier can be seen as a 
modulated wave if it is not a good result. This paper propose 
the high frequency multiplier by cascading diode with high 
order bandpass amplifier multiple times. Novel high frequency 
BJT bandpass amplifier based on regulated cascode cascade 
with common gate amplifier is proposed with experimental 
results. 
Keywords—BJT Frequency Multiplier, BJT Bandpass 
amplifier, Diode Frequency Multiplier  
I. INTRODUCTION  
In microwave theory community, it is well known that 
frequency tripler can be designed for Tera-hertz heterodyne 
systems at 750 GHz since 1992 [1]. The design and 
evaluation of frequency doubler circuit which has an input 
frequency at 40 GHz and output frequency at 80 GHz is 
reported since 1999 [2]. Frequency doubler circuit which is 
not use diode frequency multiplier is published in [3] by 
using current –reuse circuit design techniques. The frequency 
doubler circuit which is fabricated in 0.13 micron SiGe 
BiCMOS process have been published since 2008 [4]. The 
first millimeter wave Schottky diode frequency doubler in 
0.13 micron CMOS technology is published since 2009 [5]. 
Schottky diode is broadly used in frequency multiplier for 
terahertz applications at 2.4 THz local oscillator. The theory 
based on drift diffusion equation is used in device simulator 
to plot sinusoidal signal graph at 1.2 THz [6]. Technology of 
low power terahertz sources is reviewed Chattopadhyay [7]. 
Because it is well known that the highest oscillation 
frequency of signal can be generated by the circuit called 
simple CMOS cross-coupled oscillator. The author can prove 
in [8] that simple CMOS cross-coupled oscillator with 0.5 
micron CMOS process can be designed to oscillate at 
frequency 2.5 MHz as a triangular wave. Why do we must 
multiply a signal with a circuit called a frequency doubler 
and a frequency tripler circuit even though we can use VCO 
as a frequency multiplication circuit? The answer is that 
inductor or capacitor could not be tuned without series 
MOSFET switch. The condition of oscillation of the whole 
oscillator circuit can be changed as a result of switch 
parasitic capacitances. Instead, this paper use only one diode 
cascade with bandpass amplifier to select only high harmonic 
frequency of output current which is generated from a diode 
exponential behavior as a function of voltage drop of anode 
and cathode terminal itself. But the problem is if you select 
harmonic frequency of the diode too high, the amplitude of 
the signal may be divide with too much number as a 
factorial. As a result, the output amplitude is too low for an 
oscilloscope to detect and display. Usually, it is in the order 
of millivolt. For example, the 10th harmonic frequency which 
can be written as  
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(1) 
II. DERIVATION OF TIME DOMAIN RESPONSE FROM  
THE PROPOSED CIRCUIT BLOCK DIAGRAM 
From semiconductor theory which was published since 
2010 [10]. The diode current can be written as an 
exponential equation as follow.  
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(2) 
It is defined in SPICE model of diode that SI  is reverse 
leakage current which is usually in the range 12 1510 10   
ampere. But this constant is not useful if diode is used as 
frequency multiplier because it is a multiplying factor which 
make the diode output current to have low amplitude. From 
datasheet which the author search from Google, it indicates 
that the leakage current can be maximized in diode datasheet 
as high as 100nA . The operating temperature is 27 Celcius or 
300K to computed thermal voltage of the diode and 
transistor. The bias of the anode terminal is a cosinusoidal 
signal and dc bias by resistive divider which should be 1.009 
volt for 11 GHz transition frequency so that collector current 
can be selected to be 8 mA so that base emitter voltage drop 
of BJT high frequency transistor is 0.813 V so that transistor 
can operate at maximum transition frequency according to 
Intersil datasheet. From collector current versus maximum 
forward current gain (hFE) graph, it indicates that at collector 
current equal with 8 mA hFE should be 80.  Thus, diode 
current can be designed to be 100 microampere which should 
be equal with base current. The diode voltage drop can be 
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compute to be 0.197 if reverse leakage current of microwave 
Schottky diode is 50nA.  
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(4) 
 Figure1 shows diode current with and without 
resistive bias with linear scale for y axis. Graph indicates that 
diode current is peaking at 68.83 microampere. Figure2 
shows diode current with and without resistive bias with 
logarithm scale for y axis. Graph in figure2 shows that the 
diode current look likes cosinusoidal signal if the y axis use 
logarithm scale.  
 
Fig.1 Diode current with and without resistive bias  
(linear scale for y axis) 
 
 
Fig.2 Diode current with and without resistive bias 
(logarithm scale for y axis) 
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Fig.3 Circuit Block Diagram of Frequency Multiplier 
 
Circuit block diagram of frequency multiplier which has 
high frequency diode and resistive divider dc bias cascading 
with block diagram of Nth order bandpass amplifier (BPFA) 
is shown in figure3. The circuit block diagram of frequency 
multiplier maybe impractical without good bandpass 
amplifier circuit. For this paper, simple common emitter with 
resonance circuit load is the first attempt to derive equation 
in frequency domain by multiplying transfer function of 
diode current with transimpedance amplifier to implement 
output voltage. Output voltage signal can be plotted by using 
partial fraction expansion of the frequency domain function 
and inverse’s Laplace transform of the partial fraction form.  
Thermal voltage can be determined by assume that 
operating room temperature is 27 degree Celcius so that 
thermal voltage can be computed as in equation (4) 
By using diode current equation and infinite series of 
Euler constant exponent with x, it can be written as follow 
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(6) 
The term such as a  cos t is an exponent with 
1,2,3,4,…n in infinite Euler’s series. But the equation can be 
expanded until the 10th harmonic due to the laborious of 
algebra of trigonometry.  
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Expansion terms by terms inside the bracket of equation 
(7) can be written as follow. 
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2,240,460,807 0.087890625cos 6 0.234375cos 4
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(8) 
Multiply all terms inside bracket with number and 
grouping cosinusoidal function which has the same angle so 
that the diode current equation can be written in a more 
compact form.  
 
   
   
   
     
21
1 38.9951cos 380.15445cos 2 380.15445
2470.6935cos 3 7412.0805cos
12,043.1175cos 4 48,172.47cos 2 36,129.3525
46,962.25726cos 5 234,811.2863cos 3 469,622.5726cos
152,608
1.1309 10Diode
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  
  
  
   
 
   
   
   
.1598cos 6 915,648.9591cos 4
2,289,122.398cos 2 1,526,081.598
422,026.5313cos 7 2,954,185.719cos 5
8,862,557.156cos 3 14,770,928.59cos
1,035,976.285cos 8 8,287,810.281cos 6
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 
 
   
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 


 
 
 
 
 
 
 
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(9) 
 The total terms of harmonic and dc term are 
enumerated to be 37 terms.  
 
 
21
1 380.15445 36,129.3525
1,526,081.598 36,259,169.98
796,413,802.5
38.9951 7,412.0805 469,622.5726
cos
14,770,928.59 408,468,655
380.15445 48,172.47 2,289,122.398
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(10) 
 The number inside brackets can be added after grouping 
harmonic frequency. This function should be time domain 
function. The second step is to transform it by Laplace’s 
transform before cascading with bandpass amplifier transfer 
function in frequency domain. The third step is determine the 
unknown of the partial fraction expansion if it is needed 
before simulation with MATLAB.  
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21
834,235,564.6
423,716,657.2 cos
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(11) 
 
   
       
       
       
       
13 13
12 13
13 14
13 14
14 15
9.43437 10 4.7918 10 cos
1.8002 10 cos 2 2.2349 10 cos 3
6.2769 10 cos 4 9.4766 10 cos 5
2.3223 10 cos 6 2.3320 10 cos 7
5.0658 10 cos 8 2.5381 10 cos 9
4.9486 1
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 
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 
 
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(12) 
 From Laplace’s table, Laplace’s transform of cosine 
function is not different from bandpass amplifier function 
when damping factor is equal to zero which is written as 
follow.  
   
 
22
cos 2 ( )
2
sB
f t B ft F s
s f


  

 
(13) 
Taking the Laplace’s transform term by term with a total of 
11 terms can be written as follow.  
 
 
 
 
 
 
 
 
 
 
 
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 
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22
12 13
2 22 2
13 14
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13
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9.43437 10
4.7918 10
2
1.8002 10 2.2349 10
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6.2769 10 9.4766 10
8 10
2.3223 10
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 
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(14) 
The simple bandpass amplifier can be seen in figure4. It was 
published since 1986. Its transfer function can be derived as 
follow. 
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   
 
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    
 
 
 
 
(15) 
All coefficients of denominator polynomial are defined as a 
function of small signal parasitic capacitances, resistances, as 
well as passive elements. If resistive dividers are equal, thus 
the base current of BJT transistor should be equal with diode 
current. Thus, the common emitter amplifier with resonance 
circuit load can act as transimpedance amplifier so that the 
input can be diode current signal instead of voltage signal. 
Based emitter of diode could not be derive with diode current 
signal because diode current could not flow into resistive 
divider bias circuit to transform current signal into voltage 
signal.  
inV
outV1D
1R
2R 3
R
4R
DDV
DDV
inV
outV
1D
1R
2R 3
R
4R
bbr
r
C
C
mg V
V
or
 a
 b
 
Fig.4 Circuit Block Diagram of Frequency Multiplier 
(a) with transistor level connection of transimpedance amplifier 
(b) small signal equivalent circuit of BJT transistor 
 
Diode current signal can be written as follow 
1 2
d
bb
V V
I
r

  
(16) 
Current which follows through base resistance should be 
equal with current flow through pi resistor add with pi 
capacitor add with myu capacitor. After collecting terms, 
node voltage V1 which is base terminal of BJT equivalent 
circuit can be written as follow 
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(17) 
 Performing KCL with another node which is other side of 
base resistor which is called V2 which can be written as 
follow. 
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(18) 
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(19) 
The coefficients which multiplied with numerator 
polynomial and denominator polynomial can be grouped as 
to reduce the size of the equation as follow. 
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(20) 
The transimpedance gain can be derived by substitute 
equation (18) and equation (19) into (16) which can be 
written as follow. 
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(21) 
 
 The transimpedance function of equation (21) can be 
simplified by grouping pole polynomial with variable f and 
grouping zero polynomial with variable d which can be 
written as follow. 
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(22) 
Output voltage of BJT amplifier with resonance circuit load 
can be can be written as a function of diode current by 
multiplying transfer function on the right hand side of 
equation (21) with diode current in equation (14) as follow. 
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(23) 
Multiplying terms by terms between brackets of equation 
(23) so that pole polynomial can be seen as eleven brackets 
as follow. For compactness in multiplication, let define 
variable name ten variables as follows. 
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(24) 
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(25) 
 The second step of partial fraction expansion is to 
determine zero polynomial by convolving each brackets of 
polynomial 143 times. The third step of partial fraction 
expansion is to group the coefficients which has the same 
polynomial order so that every addition of coefficients in 
front of each polynomial can be grouped for compactness. 
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18 7
14 12 10
7 13 13 7 14
a a a
a a a a a a a
a a a a a a a
a
a a a
s s s
s s s s s s
s
s s s s
s s s
    
        

        
 
    
    
 
        
      
          
 
  
   
   
   
 
       
     
14 12 10 8 68 6
19 20 21 2214 7 15 15 7 16
4 24 2
23 24 2516 7 17 17 7 15
18 7
a a a aa a a a
a a aa a a a
a
s s s s ss s
s ss s
        
       
 
 
 
       
   
          
 
  
 
(26.5) 
   
   
   
 
   
   
   
   
16 14 1214 12 10
8 19 19 8 2019 20
10 88 6
20 8 21 21 8 2221 22 2
8 6 44 2
22 8 23 23 8 2423 24
2
25 24 8 25 25 8
16
a a aa a
a a a aa a
a a a aa a
a a a a
s s ss s s
s ss s
s
s ss s
s
s
     
      

      
     
       
  
       
       
       
  
      
   
   
   
   
   
   
   
   
14 12 16 14 12
8 19 19 8 20 26 27
10 8 10 8
20 8 21 21 8 22 28 29
6 4 6 4
22 8 23 23 8 24 30 31
2 2
24 8 25 25 8 32 33
a a a a a
a a a a a a
a a a a a a
a a a a a
s s s s s
s s s s
s s s s
s s
      
       
       
      
        
   
        
   
        
   
       
(26.6) 
   
   
   
   
   
   
   
   
18 16 14
9 26 26 9 2716 14 12
26 27 12 10
27 9 28 28 9 2910 8
28 29 2 8 6
9 29 9 30 30 9 316 4
30 31 4 2
31 9 32 32 9 332
32 33
a a a
a a
a a a a
a a
a a a a
a a
a a a a
a a
s s s
s s s
s s
s s
s s s
s s
s s
s
    
 
     
 
      
 
     
 
   
  
    
  
         
  
    
    
   
   
   
   
 
   
   
33 9
18 16 14 18 16 14
9 26 26 9 27 34 35
12 10 12 10
27 9 28 28 9 29 36 37
8 6
29 9 30 30 9 31
4 2
31 9 32 32 9 33
33 9
a
a a a a a
a a a a a a
a a a a
a a a a
a
s s s s s s
s s s s
s s
s s
 
      
       
     
     
 
 
 
 
 
 
 
 
 
 
      
 
      
 
     
 
    
  
   
   
 
8 6
38 39
4 2
40 41
42
a a
a a
a
s s
s s
 
 

 
 
 
 
  
 
  
  
(26.7) 
   
   
   
   
 
 
 
   
   
20 18
10 3418 16 14
34 35 16
34 10 3512 10
36 37 14 12
35 10 36 36 10 378 6 2
38 39 10 10 8
37 10 38 38 10 394 2
40 41
39 10
42
a
a a
a a
a a
a a a a
a a
a a a a
a a
a
a
s s
s s s
s
s s
s s
s s s
s s
s s
 
 
  
 
     
  
     
 
 

 
  
   
  
    
       
    
  
   
   
   
   
   
   
   
6 4
40 40 10 41
2
41 10 42 42 10
20
18 16
10 34 34 10 35
14 12
35 10 36 36 10 37
10 8
37 10 38 38 10 39
6 4
39 10 40 40 10 41
41 10
a a a
a a a
a a a
a a a a
a a a a
a a a a
a
s s
s
s
s s
s s
s s
s s
   
    
    
     
     
     
  
 
 
 
 
 
 
 
  
 
    
   
   
   
   
    
   
   
   
   
   
20 18 16
43 44
14 12
45 46
10 8
47 48
6 4
49 50
2
51 522
42 42 10
a a
a a
a a
a a
a a
a a
s s s
s s
s s
s s
s
s
 
 
 
 
 
 
 
   
  
   
  
    
      
       
 
(26.8) 
   
   
   
   
   
 
   
   
   
   
   
22 21
2 1
20 19
43 2 43 1
18 17
44 2 44 1
20 18 16 16 15
43 44 45 2 45 1
14 12 14 13
45 46 46 2 46 1
10 8 2
47 48 2 1
6 4
49 50
2
51 52
a a
a a
a a a a
a a a a
a a
a a
a a
d s d s
d s d s
d s d s
s s s d s d s
s s d s d s
s s s d sd
s s
s
 
 
   
   
 
 
 
 
  
  
     
 
     
 
     
 
  
   
   
   
   
   
   
   
12 11
47 2 47 1
10 9
48 2 48 1
8 7
49 2 49 1
6 5
50 2 50 1
4 3
51 2 51 1
2
52 2 52 1
a a
a a
a a
a a
a a
a a
d s d s
d s d s
d s d s
d s d s
d s d s
d s d s
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
   
 
   
 
   
 
   
 
    
 
 
(26.9) 
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Second line in equation (25) can be multiply bracket by 
brackets. A total of 13 brackets can be enumerated for 
second line.  
   
         
4 2 2 2 2
2 1 2 3 4
2 2 2 2 2 2
5 6 7 8 9 10
4 4 3 4 4 3
2 1 1 2
3.5213 10
3.5213 10 3.5213 10 b b
s s d sd s s s s
s s s s s s
s d s d s s
  
     
 

 
                
                              
         
 
(27.1) 
   
   
   
6 5
1 24 3 2
1 2 2 4 3
1 2 2 2
b b
b b
b b
s s
s s s
s s
 
  
   
 
          
   
 
(27.2) 
   
   
   
 
 
   
   
 
 
   
 
8 7
1 2
6 5 6
1 2 1 3 1 22
34 3 5
1 2 2 2 2 3 2 2
4 3
1 2 3 2 2 3
8 7
1 2
6 8 7
1 3 1 2 1
5
2 3 2 2
4 3
1 2 3 2 2 3
b b
b b b b
b b b b
b b
b b
b b b
b b
b b
s s
s s s
s
s s s
s s
s s
s s s
s
s s
 
     

       
     
 
    
   
     
 
 
    
      
       
 
  
 
 
   
 
  
 
  
   
     
6
2 3
5 4 3
4 5 6
b b
b b b
s
s s s
 
  
 
 
    
 
(27.3) 
     
     
     
   
     
     
   
10 9 8
1 2 1 4 38 7 6
1 2 3 2 7 6
4 2 4 4 3 4 55 4 3
4 5 6 5 4 3
4 4 6 5 4 6 4
10 9 8
1 2 1 4 3
7 6
2 4 4 3 4 5
5
4 4
b b b b
b b b
b b b b
b b b
b b b b
b b b b
b b b b
b b
s s s
s s s
s s s
s s s
s s s
s s s
s s
s
    
  
      
  
      
    
     
  
   
    
          
      
     
  
   
      
     
     
   
10 9 8
1 2 7
7 6 5
8 9 10
4 3 4 3
6 5 4 6 4 11 12
b b b
b b b
b b b b
s s s
s s s
s s s s
  
  
     
    
   
      
   
         
(27.4) 
     
     
   
     
   
   
     
12 11 10
1 2 1 5 710 9 8
1 2 7 9 8
2 5 8 7 5 97 6 5 2
8 9 10 5 7 6
8 5 10 9 5 114 3
11 12 5 4 3
10 5 12 11 5 12 5
12
b b b b
b b b
b b b b
b b b
b b b b
b b
b b b b
b
s s s
s s s
s s
s s s s
s s
s s
s s s
s
    
  
     
   
     
 
      

   
    
      
         
      
     
    
     
   
   
     
     
     
     
 
11 10 12 11 10
1 2 1 5 7 1 2 13
9 8 9 8 7
2 5 8 7 5 9 14 15 16
7 6 6 5 4
8 5 10 9 5 11 17 18 19
5 4 3 3
10 5 12 11 5 12 5 20
b b b b b b
b b b b b b b
b b b b b b b
b b b b b
s s s s s
s s s s s
s s s s s
s s s s
      
        
        
       
       
   
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Abstract— One of the problems in the sugar industry is lack 
of low cost, simple and accurate measurement techniques for 
sugar recovery of sugarcane in the field or laboratory. This 
study investigated the potential using of bioelectrical properties 
as a non-destructive technique for this purpose. A parallel 
plate capacitor was developed to measure the bioelectric 
properties of sugarcane in a lateral and longitudinal position of 
the samples. Eighteen internode samples from 3 sugarcane 
varieties were measured within 0.1-10 kHz frequency range of 
LCR meter and then was analyzed sugar recovery in the 
laboratory. The result showed that in the lateral position are 
more capacitive and resistive than the longitudinal position. 
Artificial neural network (ANN) was developed for prediction 
of sugar recovery as a function of bioelectrical properties. The 
best ANN model produces a high accuracy in the lateral 
bioelectrical measurement position with a correlation 
coefficient (R) > 0.90 and mean square error (MSE) < 0.05. It 
showed that the ANN model based on bioelectrical properties 
had the potential to be developed as a simple technique to 
predict the sugar recovery of sugarcane.  
Keywords—ANN, Bioelectrical measurement, Sugar 
recovery, Sugarcane 
I. INTRODUCTION 
Sugarcane is an important raw material to produce 
several types of sweetener through a long process in the 
sugarcane industries. One of the limitations in the sugarcane 
industry is the lack of reliable and low cost technique to 
measure the sucrose content from standing sugarcane in the 
field or stalk sample in the laboratory. This technique would 
be a useful for the breeding program during sugarcane 
growth in field, evaluation of the input sugarcane for a fair 
payment to the farmers in the sugar factory and precision 
agriculture of sugarcane quality.  
In standard practice, the quality of sugarcane was 
determined using sugar recovery. In Indonesia, sugar 
recovery measured based on °Brix (soluble solids content of 
sugarcane is determined from the refraction index of the light 
passed through the stalk sample) and %Pol (the percent 
sucrose is determined from rotated polarized light when is 
passed along the sample) which are measured in laboratory 
through sugarcane juice samples. Therefore, the 
measurement of sugar recovery in the laboratory is take a 
long time and not applicable in field, because it need a 
preparation of sugarcane juice.  
Mat Nawi [1] reviewed the potential method for 
measuring sugarcane quality in the field such as 
refractometry, polarimetry, chromatography, biosensor, wet 
chemical, and spectroscopy. All the methods mentioned 
above other than spectroscopy was need sugarcane juice, and 
therefore are not appropriate for in field measurement. 
Spectroscopy method using NIR revealed the accurate 
prediction, however need a high skilled operators and may 
not be a proper technology.  
Bioelectrical properties of the agricultural products has 
been proven as a reliable, simple and non-destructive sensing 
technique [2, 3]. This method based on the electrical 
properties of the material and describes the electric field or 
material interaction [2, 4]. Naderi-Boldaji [5] revealed that 
the bioelectrical properties can be used as parameter for the 
non-destructive measurement of sugar concentration in 
sugarcane. They used dielectric power of sugarcane to 
predict sugar concentration by mean of multiple linear 
correlation. In addition, the bioelectrical properties are 
applied in prediction moisture content of sugarcane using a 
simple quadratic function [6].  
Initial research have been standardized the bioelectrical 
properties measurement at frequency below 1 kHz to 
measure sugar recovery of sugarcane [7]. However, there is 
not yet a robust model to predict sugar recovery of 
sugarcane. Therefore, to build a robust predictive model, 
artificial neural network (ANN) was used. ANN theory, 
generally accepted as a useful tool for the recognition of 
various patterns [8]. ANN modelling has been proven as 
reliable predictive formulation in a various studies such as 
predicting water content of Sunagoke moss [9], water status 
of plants [10] and sugar yields during hydrolysis of 
lignocelluloses biomass [11]. 
This research aimed to develop a low cost, reliable and 
non-destructive system for sugar recovery of sugarcane 
based on the bioelectrical properties measurement and also to 
develop predictive models of sugar recovery using 
bioelectrical properties. 
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II. MATERIALS AND METHODS 
A. Sample Preparation 
Sugarcane sample were taken from 3 commercial 
varieties of BL, PS 864, PS 862 at Indonesian Sugar 
Research Institute Pasuruan, East Java, Indonesia. These 
samples were selected according to their variety of sucrose 
content (low, mid and high) with early and late maturity to 
capture a wide range of variation. In addition, the samples 
were randomly taken from the different zone of the field with 
3 stems were taken from each variety without time delay and 
transferred to the laboratory for bioelectric properties and 
sugar recovery measurements. 
Sugar content usually decreases along the stem heigh [1], 
hence the stem samples were cut for three internodes 
(bottom, mid and top). On the other hand, there are early and 
late maturing sample. Therefore in total, 18 internode were 
measured from 3 varieties. For each internodes was re-cut 
into two paired-samples using a cutter, one was used for 
bioelectrical measurement and the other one for sugar 
recovery measurement in laboratory. 
B. Instrumentation Setup and Measurement Principle 
The bioelectrical properties were measured at 100 Hz, 
120 Hz, 1 kHz and 10 kHz using LCR Meter (BK Precision 
879b) connected with a pair of parallel plate. In this study, a 
parallel plate was constructed by printed circuit board with 
diameter of 3 cm and the gap between parallel plates was 
diameter of sample. A sample was placed between parallel 
plate in lateral position and maintained at 30°C during 
measurement using thermometric cooler (WAECO). The 
capacitor is formed by a combination of sample and air as the 
dielectric. The conductive plates selected from copper 
material due to its consistency which would not be easily 
ionized as a factor that will maintain the measurement using 
capacitive properties. The measurement of bioelectrical 
properties including inductance (L), resistance (R) and 
capacitance (C) was repeated six times for each frequency. 
Therefore, for each sample was obtained 24 dataset and in 
total there are 432 dataset. 
The primary point in measuring bioelectrical properties is 
the capacitance of the sample. The capacitance of the sample 
measure was described by Equation 1. 
C=εA/d 
Where C is capacitance (F), A is the area of plates (m2), d 
is the gap between parallel plates (m), and ε (F/m) is the 
complex relative permittivity of the substance between 
parallel plates. When a sample is placed between a pair of 
parallel plate, capacitance of probe will be changed. In 
addition thickness of sample will affect the bioelectrical 
properties. 
C. Laboratory Measurement of Sugar Recovery of the 
Sugarcane Samples 
The laboratory measurement for °Brix and %Pol 
measurement was conducted according to [5]. Each one of 
the pair internodes samples were milled and crushed by a 
small mill (A11 analytical basic mill, IKA®-Werke GmbH & 
Co. KG, Germany) and then squeezed and centrifuged for 
extraction of juice. For refractometer (°Brix) test, the juice 
sample was clarified through a Whatman filter paper. For 
polarimetry (%Pol) test, lead acetate was added to the juice 
sample with 0.02 g ml-1 concentration and the mixture was 
clarified by a filter paper. °Brix and optical rotation were 
analyzed by a digital refractometer (model HI 96801, Hanna 
instruments, USA) with a range of 0-85° and an accuracy of 
0.2 °Brix and a high speed polarimeter (model P8000, Kruss 
optronic Co., Germany) with a range of ±90° optical rotation, 
an accuracy of ±0.003° and a tube volume of 5 ml, 
respectively. %Pol was calculated from °Brix and the degree 
of optical rotation (OR). The sugar recovery (SR) of 
sugarcane was calculated using Equation 2. 
SR=0.78 (%pol-0.4(°brix-%pol)) 
D. Artificial Neural Networks Modelling 
ANN have been shown to be successful as predictive 
tools in a variety of ways such as predicting the level of 
some event outcome [12]. Comparative studies made by 
researchers suggest that ANN compare favorably with 
conventional statistical pattern recognition methods [8]. A 
three layers of ANN structure has been developed for 
predicting sugar recovery of sugarcane, namely input layer, 
hidden layer(s) and output layer. 
The number of neurons in the input layer was determined 
by the number of input features obtained from bioelectrical 
properties. Prior to develop ANN model, selecting feature 
that are suitable for an application is one of the most critical 
parts to improve the accuracy and speed of prediction 
system. There are three category of feature selection, namely 
filter methods, wrapper methods, and embed methods. In this 
study, the simplest filter methods namely linear regression 
was carried out to select the features that is suitable for sugar 
recovery prediction. The selected features was then applied 
to the input layer of ANN model, there are capacitance and 
resistance. Learning rate and momentum were chosen at 0.1 
and 0.9, respectively based on the results of preliminary runs. 
Five models of hidden nodes architecture were developed, 
i.e. 10, 20, 30 and 40 within one and two hidden layers. The 
output layer consisted of single neuron namely sugar 
recovery corresponding to the input features. The activation 
function namely logsig, tansig and purelin were used to 
optimize the prediction accuracy. Mean square error (MSE) 
and correlation coefficient (R) were used to determine 
training and testing performance of ANN models.  
III. RESULT AND DISCUSSION 
A. Characteristic Sugar Recovery of Sugarcane 
Laboratory result of sugar recovery measurement (Fig. 1) 
revealed that the lower internode has a higher sugar recovery 
than the upper one. This is due to the lower internode (older) 
contain more sugar than the younger one [13]. According to 
Indonesian Sugar Research Institute, PS 862 has a higher 
sugar content than the other varieties. 
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Fig. 1. Sugar recovery distribution in various internodes within three 
varieties. 
B. Bioelectrical Characteristic of Sugarcane 
Bioelectrical properties of sugarcane were measured 
within various frequency. Frequency changes in the 
dielectric material affect the molecular condition [3]. 
According to Faraday’s law, inductance defined as an 
electromotive force (EMF) generated to counter a given 
change in the negative electrode, hence in the Fig. 2A shown 
a decreased of EMF. 
High frequency caused a short time of polarization, hence 
the polarization does not occur completely without sufficient 
times [14]. Therefore, the increasing frequency will lead to 
the decrease in the total polarization. This is produce a low 
capacitive phenomena in the sample (Fig. 2B). On the other 
hand, the change of frequency also affect to the condition of 
ion the sample. Therefore, produced a rapid mobility of 
dipole due to electrode polarization within high free water 
state also produce a low resistance (Fig. 2C). The electrical 
circuit model of sugarcane was constructed in a resistor-
capacitor relation suitable with Zhang model. 
 
(A) 
 
(B) 
 
(C) 
Fig. 2. The bioelectrical properties of the samples: (A) inductance (B) 
capacitance and (C) resistance within frequency range of 0.1-10 kHz.. 
C. Artificial Neural Network Prediction Model 
The normalized dataset was used to determine an optimal 
proportion of data training and data validation. Data training 
of 66.67% was obtained the higher correlation coefficient 
(R). According to [15], the optimal training process can use 
different data groups by changing the percentage of data and 
evaluate with the highest regression. A sensitivity analysis 
performed to determine the best ANN model. In this stage, 
the sensitivity analysis was carried out using twenty 
combinations of node in the hidden layer. The sensitivity 
analysis of ANN was depicted in Table I. 
TABLE I.  ANN SENSITIVITY ANALYSIS 
Topology MSE Validation R Validation 
2-40-40-1 0.1476 0.7543 
2-30-40-1 0.04 0.9175 
2-20-40-1 0.2452 0.7136 
2-10-40-1 0.2117 0.6586 
2-40-1 0.1068 0.7372 
 
The best ANN model is 2-30-40-1 (2 input nodes, 30 
nodes in hidden layer 1, 40 nodes in hidden layer 2 and 1 
output node) (Fig. 3) with MSE and correlation coefficient 
(R) are 0.04 and 0.9175 respectively. According to [16], 
sometimes ANN with more hidden layer can generalize 
better than simple ANN with low hidden layers. Increase 
number of hidden layer can inhibit the rate of convergence. 
Following is the phase of convergence on the best topology 
with 5000 iterations. 
The best ANN model was yet convergence (Fig. 4). This 
showed the complexity of dataset, so the convergence was 
slow, even though the target has been achieved. One of the 
factors that affect the convergence is determination of 
momentum constant (µ) and learning rate. Learning rate is 
inversely proportional to the changes of weight and MSE, 
hence it is takes a longer time. Appropriate momentum 
constant can be used to offset the learning rate, and avoid a 
fluctuation of weight changes [8, 9]. The best combination of 
results obtained from the parameters of 0.1 learning rate and 
0.9 momentum constant (µ). The best ANN model can be 
applied to predict sugar recovery of sugarcane in an 
interactive application. 
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Fig. 3. Selected ANN model 
 
Fig. 4. Generated error in selected ANN model 
D. Comparison of Lateral and Longitudinal Bioelectric 
Measurement 
 
Fig. 5. Lateral position of the sample 
 
Fig. 6. Longitudinal position of the sample 
Initial research bioelectrical properties has been 
measured in the longitudinal position within the direction of 
fibre (Fig. 5). On the other hand, in this research, 
bioelectrical properties was measured in the lateral position 
(Fig. 6). Therefore, the resistance of will be slightly higher, 
caused by resistance of the fibre. According to [2], structure 
as well as the geometry of material as well as the placement 
of sample will affect the bioelectrical properties. 
TABLE II.  BIOELECTRICAL PROPERTIES OF SUGARCANE IN LATERAL 
POSITION 
Node Frequency (kHz) Capacitance (nF) Resistance (kΩ) 
Top 
0.1 0.0000002922 74079.30 
1 0.0000000099 50605.75 
10 0.0000000012 22731.08 
Middle 
0.1 0.0000004987 34528.48 
1 0.0000000342 27454.41 
10 0.0000000031 16174.33 
Bottom 
0.1 0.0000002750 44628.68 
1 0.0000000184 34899.83 
10 0.0000000021 20730.83 
TABLE III.  BIOELECTRICAL PROPERTIES OF SUGARCANE IN 
LONGITUDINAL POSITION 
Node Frequency (kHz) Capacitance (nF) Resistance (kΩ) 
Top 
0.1 0.000002367 3112.44 
1 0.000000220 1891.98 
10 0.000000043 1007.19 
Middle 
0.1 0.000001847 3827.80 
1 0.000000181 2360.46 
10 0.000000036 1250.52 
Bottom 
0.1 0.000001707 4449.65 
1 0.000000175 2779.80 
10 0.000000033 1415.23 
 
Table II shows the values of bioelectrical properties of 
lateral measurement tend to be larger than the longitudinal 
measurement (Table III). Longitudinal measurement result 
such as capacitance (C), there is the same higher at a 
frequency of 1 kHz, 10 kHz respectively and another 
frequency have capacitance gap between 1x10-9 to 1x10-6 nF. 
The resistance of lateral measurement is greater longitudinal 
ones by approx. 1 kΩ. Those results show some tissue layer 
on stem of sugarcane acts as a capacitor and resistor, so the 
electric current in the form of a wave has disruption in wax 
layer of the flow paths, as well as some membrane resistance 
at intracellular and extracellular of the stems [2, 17]. The cell 
wall of each layer in stem of sugarcane is very influential on 
the resistance at lateral position, because on each layer of 
sugarcane is perpendicular to direction of electric current, so 
it has high resistance. On the other hand, at longitudinal 
position sugarcane stems was placed in a parallel position to 
the electric current, hence there is a little resistance to the 
electric current flowing through the tissue. The results of 
measurements bioelectrical properties certainly affect the 
prediction of sugar recovery of sugarcane. Prediction sugar 
recovery of sugarcane using ANN in longitudinal model 
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produce the best topology at 3-30-40-1 MSE and R are 
0.0104 and 0.97733 respectively. On the other hand, the best 
results were obtained on the lateral measurement topology at 
2-30-40-1 with MSE and R were 0.04 and 0.9175 
respectively. Although in terms of topology ANN lateral 
measurement results are simpler with 2 inputs, but the 
complexity of the data inputs affect the results of prediction. 
IV. CONCLUSION 
Bioelectrical properties using a parallel plate capacitor 
were assessed for rapid and simple measurement of sugar 
recovery of sugarcane. Sugar recovery was affected the 
bioelectrical properties, hence the bioelectric model of 
sugarcane become a resistor-capacitor (R-C) series. There 
are two model of measurement procedure, which are lateral 
and longitudinal position of the samples. The first one shown 
that there is more capacitance and resistance produced by the 
samples than the last one, which affect the prediction model. 
ANN model was used to predict sugar recovery based on the 
bioelectrical properties of the samples. The best ANN 
structure is 2 input, 30 nodes in first hidden layer and 40 
nodes in second hidden layers, also 1 prediction network 
output (sugar recovery of sugarcane). The sugar recovery of 
sugarcane was strongly predicted by bioelectrical properties 
data (MSE of 0.04). Finally, ANN models based on the 
bioelectrical properties has been proposed to develop an 
accurate, simple and reliable technique for sugar recovery of 
sugarcane measurement. 
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Abstract— Micro Electro Mechanical System (MEMS) 
accelerometer is commonly used as acceleration-based 
vibration sensor. The MEMS accelerometer is small device, 
simple in the implementation design, and relatively 
inexpensive. But in some fields of application, due to low 
frequency operation and also small magnitude of the measured 
signal, for example in seismology, velocity-based vibration 
sensor is usually more desirable than acceleration-based 
sensor. In this research, a velocity-based vibration sensor has 
been developed using MEMS Accelerometer device e.g. 
MMA7361L. The acceleration-based vibration signal from the 
MMA7361L is converted into a velocity-based vibration signal 
by using an integrator circuit module. This module is 
assembled by using a band-pass filter and an integral-
amplifier. The laboratory test shows that the developed sensor 
system could detect both low and high-frequency vibration 
signals in velocity-based with good result. The sensor system 
has a frequency range of 0.02Hz to 148Hz. It is wider 
frequency than the geophone (seismic sensor), thus the velocity-
based MEMS sensor system has capability for geophone 
replacement. 
Keywords—MEMS accelerometer, velocity-based sensor, 
integrator 
I. INTRODUCTION 
A vibration sensor for detection seismic wave is called a 
seismic sensor. It is a main component in seismology, which 
normally used for monitoring seismic activities and seismic 
explorations [1]. The sensor able to transfer the ground 
motion into electrical signals [2]. A seismic sensor serves as 
velocity or acceleration of ground vibrations which is on the 
surface of the earth [3]. Several seismic sensors have been 
developed based sensing of an accelerometer, piezoelectric, 
electromagnetic, capacitance, and others [1]. 
Usually, the seismic sensors were often used for seismic 
exploration is geophone. It is one type of electromagnetic 
spring sensors, which the working principle of it is velocity-
based vibration. Geophone sensor has good linearity and has 
a relatively low ground noise. However, it has a problem that 
the limited linear frequency range above natural frequency, 
usually at 4-12Hz [4]. 
Recently, great interest of an alternative technology in 
seismic sensor is MEMS accelerometer device. It is a 
microchip shaped and acceleration-based sensing device [5]. 
MEMS accelerometer sensor has ability to detect vibrations-
acceleration in broad frequencies, e.g. at 0-800Hz [7]. Unlike 
geophone which is works above the resonance frequency of 
velocity, MEMS accelerometers work under the resonant 
frequency of acceleration. Because of MEMS accelerometer 
is acceleration-based sensor, it is suitable for strong motion 
vibration (seismic) sensor, e.g. for high magnitude and high 
frequency signals [9]. For weak and low-frequency signals, 
when ground motion occurs at almost the constant velocity 
the MEMS accelerometer sensor maybe no detects the 
signals. It is disadvantage of using MEMS accelerometer as 
acceleration-based sensor for seismic signals. Therefore, in 
this research we propose a simple method and circuit to 
convert acceleration-based sensor to velocity-based sensor of 
the MEMS accelerometer device. So that the weak and low 
frequency vibration seismic signal can be detected by using 
MEMS accelerometer based sensor. 
II. METHODS 
Fig. 1 shows the block diagram of the integrated sensor 
system developed in this research. In this research, used 
MEMS Accelerometer MMA7361L sensor in the form of IC 
chip. MMA7361L are analog sensors fabricated by Freescale 
Semiconductor. The MMA7361L sensor enables signal 
conditioning and g-select to select two sensitivities (1.5g and 
6g), with a maximum sensitivity of 800mV / g@1.5g. In 
addition, the MMA7361L sensor has three working 
components vertically and horizontally (x, y, and z) [10]. In 
this study only used the z component that moves vertically. 
The output then connected to the conditioning circuit. 
 
 
Fig. 1. Block diagram of velocity-based vibration sensor system 
Before developing the signal conditioning circuit of the 
MMA7361L sensor first the geophone sensor simulated to 
determine the frequency response into the reference (Fig. 2a). 
Based on Fig. 2a it appears that geophones work at high 
frequencies with a frequency range at 10Hz until 100Hz and 
it cannot respond to vibrations when below 10Hz. Geophone 
inability to respond to frequencies below 10 Hz because the 
signal recorded is passed on a high pass to reduce the noise 
around the sensor.  Moreover, it cannot be done bandwidth 
expansion to very low frequencies. Furthermore, Fig. 2a 
shows that if the low frequency recorded by geophone its 
amplitude will decrease [5]. It indicated the geophone 
deficiency which makes opportunity for MEMS 
Accelerometer sensor already has a wider frequency 
bandwidth. The MMA7361L frequency response in Fig. 2b 
range at 0.01Hz to 200Hz. These show that a flat response 
amplitude in acceleration. Furthermore, an integral process 
needed to convert the signal from acceleration into velocity. 
Then it will be amplified and filtering to obtain the desired 
frequency range. 
This research is funded by the Directorate of Research and Community 
Service, Ministry of Research, Technology, and Higher Education based on 
contract no: 054/SP2H/LT/DRPM/2018.                                                          
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(a) 
 
(b) 
Fig. 2. Frequency response of (a) Geophone and (b) MEMS accelerometer 
 
 
Fig. 3. The signal conditioning circuit for the vibration sensor 
Implementation of the block diagram of Fig 1 showed by 
a circuit in Fig. 3.  The circuit in Fig. 3 is composed of the 
Band Pass Filter (BPF) series which consist by Low Pass 
Filter (LPF) and High Pass Filter (HPF) circuits then it 
assembled by the integrator, amplifier, High Pass Filter, and 
buffer series. The LPF and HPF circuits which form the BPF 
series is designed based on Sallen-Key second order filter 
and using the LF444 IC. LF444 is a low power op-amp IC 
and has a bandwidth up to 1MHz, besides LF444 it is also 
built from 4 op-amps in one IC [11]. Each fc-LPF and fc-HPF 
values are determined by Equation (1) and (2). Both of these 
frequencies become more specific by setting the value of (R1, 
C1) and (R2, C2). 
 
1 11 1 1 1
1 1
22
c LPFf R CR R C C ππ
−
= =
  (1) 
 
2 22 2 2 2
1 1
22
c HPFf R CR R C C ππ
−
= =
  (2) 
Then BPF series connected to the integrator circuit. The 
function of integrator circuit is to change the acceleration 
signal into velocity signal. Basic the integrator circuit (Fig. 4) 
has assembled by placing the capacitor (C) in the feedback 
loop. If the circuit assumed as an ideal op-amp, then the 
Equation 3 is used [12]. 
 
in out
R c
V dV
C
R dt
I I
= −
=
  (3) 
Integral from 0 to t then Equation (3) become Equation (4) 
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
  (4) 
 
Fig. 4. Ideal integrator circuit 
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Frequency domain analysis obtained by expressing 
impedance feedback component in the complex plane, then 
the transfer function can thus be written as Equation 5. 
Equation 5 shows that different phase 90° between the input 
and output occurs at all frequencies. 
 
1
out c
in R
V Z jj C
V Z R RC
ω
ω
= − = =
  (5) 
For DC signals at ω = 0 and unlimited gain in the integrator 
circuit become equivalent like an open circuit.  The 
slackening of feedback from the capacitor made drift in 
output voltage due to the input DC voltage had offset. The 
problem can be solved by connecting a resistor Rf in parallel 
with the feedback capacitor (C) (Fig. 5) so obtained the 
equation (6) [13]. 
 sin( )inV A tω=   (6) 
 
Fig. 5. Integrator circuit 
 
 
Fig. 6. Response signal input (green line) and output (yellow line) of MEMS-integrator circuit. 
The simulation result using integrator circuit as shown in 
Fig. 6. An input signal has an acceleration (green line) then 
given integrator circuit so that the output signal becomes the 
velocity signal (yellow line). The circle sign in Fig. 6 shows 
the signal change from the acceleration into the velocity 
signal. The integrator circuit built on this research uses 
LF444 IC just like in previous LPF and HPF circuit. 
 
( ) ( ) −=== tAtAdtVV inout ωω cossin  (7) 
Then the velocity signal result from integrator circuit will be 
connected to the integrator amplifier circuit. The function of 
the integrator amplifier to amplify the output voltage of the 
integrator circuit. In this research, the Integrator amplifier 
circuit is built using LF444 IC. Determination of the gain is 
given by equation 8 and setting (R5, R6) value to obtain the 
more specific gain value. 
 
6
5
v
R
A
R
=   (8) 
Then, the amplifier output voltage connected to the HPF 
circuit for passing the high frequency and reduce the 
incoming mechanical noises. Last, there is a buffer circuit 
that used to keep the voltage always stable. The output of the 
signal conditioning circuit will be connecting to the S5000 
Pico-scope (4 channels) which an entire Pico-scope process 
controlled by its software already installed on the computer. 
III. RESULT AND DISCUSION 
Implementation of the sensor and signal conditioning 
circuit that has been developing printed on PCB (Fig. 7). The 
MMA7361L sensor attached to the cantilever beam that used 
for the sensor test tool. Based on Fig. 7a, there are three 
output channels (x, y, and z components) from the sensor but 
in this research only used one channel (z or vertical 
component). The z component has three pins that consisting 
of one pin for z output and two other pins as a power supply 
(ground and 5V). The output from the sensor connected to 
the signal conditioning module (Fig. 7b). The module 
consists of three circuits include the low-frequency velocity 
circuit, high-frequency velocity circuit, and acceleration 
signal conditioning circuit. Those three circuits are consist of 
BPF, integrator, integrator amplifier, HPF, and buffer. 
Except, for the acceleration signal conditioning circuit is not 
equipped by the integrator circuit because it’s just used as a 
comparison. 
 
 (a) (b) 
Fig. 7. Design result on PCB (a) MEMS accelerometer MMA7361L 
sensor and (b) integrated signal conditioning circuit 
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Fig. 8. Frequency responses from MEMS velocity low-frequency (green), high-frequency (red), and MEMS accelerometer (blue) 
 
Fig. 9. Signal responses from MEMS velocity low-frequency (green), high-frequency (red) and MEMS accelerometer (blue) 
Several simulations are performed to determine the 
performance of the sensor system has been built based on the 
circuit in Fig. 3. This performance determination is done by 
setting the values of R1 = 3.3kΩ; C1 = 330nF; R2 = 680kΩ 
and C2 = 10μF, the LPF cut-off frequency value is 146Hz and 
HPF cut-off is 0.02Hz. With these results, the sensor system 
has a frequency range from 0.02Hz to 146Hz. This frequency 
range has used for low-frequency velocity circuit in signal 
conditioning module. Meanwhile, for the high frequency 
velocity circuit used R1 = 3.3kΩ; C1 = 330nF; R2 = 680kΩ 
and C2 = 10μF and it has a frequency range from 0.2Hz to 
146Hz (Fig. 8). This range frequency usually designed for 
seismic sensors in general. Moreover, Fig. 9 shows the result 
of the simulation high and low-frequency output signals from 
signal conditioning velocity module then compared them 
with the high-frequency output from MEMS accelerometer 
circuit. While the signal voltage gain in this research refers to 
the equation 8 and setting the value of R5 = 10k and R6 = 
330kΩ thus gaining has obtained by 33 times (30dB). 
The velocity signal response test from the sensor system 
observed by attaching the MMA7361L sensor on the 
cantilever beam by moving the cantilever edge so that 
obtained high and low-frequency vibrations. Fig. 10a shows 
the high-frequency output signal from the high-frequency 
velocity circuit gets maximum amplitude when the sensor 
system given by a high-frequency vibration type. Similarly, 
output amplitude response of the low-frequency velocity 
circuit indicates the presence of low-frequency signal 
response with maximum amplitude at the peak signal. It 
happens when high-frequency vibration propagates always 
be followed by low-frequency vibration so that the sensor 
system successfully respond to the low-frequency vibration 
that oscillation with high-frequency. Meanwhile, for the 
signal response of high-frequency acceleration circuit has a 
fluctuated amplitude which reaches the maximum amplitude 
for a moment then gradually decreases. Then it is also done 
for low-frequency vibration in the signal response test. Fig. 
10b shows the output signal response of low-frequency 
velocity circuit. The output signal amplitude is equal to 
acceleration circuit response and still response to the high-
frequency vibrations oscillation with the low-frequency 
vibrations given during the test. 
The signal response test result of the velocity-based 
MEMS sensor system with various vibration frequencies 
show that the sensor system was able to respond well to all 
signal frequencies. Next, the sensor system has tested by 
comparing signal response with the geophone. Fig. 11a is the 
testing result for high-frequency vibration, seen at the high 
frequency both velocity-based MEMS sensor system and 
geophone having the same amplitude value. It shows that at a 
high-frequency the velocity-based MEMS sensor system can 
detect vibration well and its ability is proportional to the 
geophone. Meanwhile, for the result of a low-frequency 
vibration response has shown in Fig. 11b where at this 
frequency velocity-based MEMS sensor system has greater 
amplitude value than geophone. It is due to the geophone is 
unable to detect low frequencies below 10Hz whereas the 
velocity-based MEMS sensor system has detectability 
ranging from 0.02 Hz. 
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(a) 
 
(b) 
Fig. 10. Signal response of (a) high frequency and (b) low frequency vibrations from signal conditioning high-frequency velocity (red), low-frequency 
velocity (blue) and MEMS accelerometer (green) circuits. 
 
(a) 
 
(b) 
Fig. 11. Comparison (a) high-frequency and (b) low-frequency of velocity signal from velocity-based MEMS (red) and geophone (blue) sensor system.
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IV. CONCLUSION 
This research has successfully developed MEMS 
Accelerometer MMA7361L sensor as a velocity-based 
vibration sensor by designing a signal processing module 
capable of converting acceleration signal into velocity 
signals. The velocity signal output from the sensor system is 
more stable than geophone output. This based on the 
amplitude response test results for both sensors while given 
by the low and high-frequency vibration.  As geophones as 
this system have also been able to detect low-frequency 
signals that oscillate along with high-frequency vibration 
signals and vice versa.  Other capabilities of this system that 
has a frequency range from 0.02Hz to 146Hz. The frequency 
range of the velocity-based MEMS wider than the geophone 
that has a frequency range from 10Hz to 100Hz. According 
to these, the velocity-based MEMS system is better able to 
detect low-frequency vibration signals. The low-frequency 
vibration signals required for data in monitoring seismic 
activity.  Therefore, the velocity-based MEMS system is 
suitable as the seismometer especially velocity-based 
seismometer. 
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Abstract—The development of the shipping industry in 
Indonesia has continued to increase over the past 10 years due 
to the sabotage principle. This development can be seen from the 
increasing number of national vessels. The number of national 
vessels becomes wider from 6,041 units in 2005 to 24,046 units 
in 2016. The more number of vessels owned makes monitoring 
the operational performance of the vessel difficult because each 
ship has different travel routes. This research made tools that 
can monitor the performance of ships especially the use of MFO 
aboard the ship from a distance. The sensors used to measure 
the volume of MFO in the tank on board are HC-SR04 
ultrasonic sensors and potentiometer pendulum sensors. The 
data from the sensor was processed by Arduino Uno 
microcontroller. This study would compare the performance of 
ultrasonic sensors and potentiometer pendulum sensors 
mounted on MFO oil premises. The study was conducted by 
measuring the position of the ship horizontally, right and left 
tilted with a slope level of 30 degrees and 45 degrees. The result 
of this research is that the potentiometer pendulum sensor was 
better when MFO surface condition was flat with the average of 
error sensor 1.60%, while HC-SR04 ultrasonic sensor has an 
average of error for 2.87%. However, on the skewed surface 
conditions of MFO, the usage of HC - SR04 ultrasonic sensors 
was better with average of error for 3.21%, while the 
potentiometer pendulum sensor had an average of error for 
8.66%. 
Keywords—Arduino Uno Microcontroller, Ultrasonic Sensor, 
Potentiometer Pendulum Sensor 
I. INTRODUCTION 
The development of the shipping industry in Indonesia 
has continued to increase in the past 10 years. This 
development can be seen from the increasing number of 
national vessels. The number of national vessels increases 
from 6,041 units in 2005 to 24,046 units in 2016 [1]. The 
number of ships owned by ship owners in Indonesia is more 
and more after the existence of Law No. 17 of 2008 which is 
about the sabotage principle. Sabotage principle is a way of 
empowering national sea transport that provides a conducive 
climate in order to promote the transport industry in the 
waters, among others, in the field of taxation, and capital in 
the procurement of vessels and the existence of long-term 
contracts for transport in waters [2]. 
The more number of vessels owned makes its own 
problems for ship owners. One of the problems faced is the 
way to monitor the performance of the vessel because each 
ship has different travel routes. During this monitoring of the 
ship is done by analyzing data from records made by ABK. 
This method has a weakness of human error made (by ABK) 
in making report 
II. BACKGROUNDS 
Many data reported by ABK to the ship owner company. 
One of the data reported was the use of Marine Fuel Oil 
(MFO). MFO usage reports are important because they affect 
production cost calculations by management. In order to 
avoid reporting errors on the use of MFOs on board, this 
study made a tool that could monitor the use of MFOs aboard 
the ship from a far-distance. 
Research on making wireless ship balance monitoring 
system has been done by [3]. The sensor used to read the 
slope of the ship is the IMU sensor. The data from the IMU 
sensor is sent via Bluetooth to the android system. This 
system can be used with a maximum distance of 30 meters. 
Another study was to measure temperature and humidity in 
agriculture [4]. The module used to measure temperature and 
humidity is DHT11. Data from DHT11 is sent via Short 
Message Service (SMS) when there is data request via SMS. 
In addition, the built system can send SMS automatically to 
the farmer when the soil moisture is less and the system turns 
on the pump automatically to water the ground. 
Previous studies related to the monitoring of fuel 
consumption were volume monitoring and water clarity in Lab 
View based tanks with Ni Myrio controller [5]. Other studies 
monitored the volume of water in the tank using ultrasonic 
sensors and water clarity using turbidity sensors. Readout data 
from the sensor is sent to personal computer (PC) via wireless. 
The result of SRF 04 ultrasonic sensor reading in the form of 
volume displayed in PC as simulation of water level condition 
in tank. While the readout data from turbidity sensor is 
displayed on the PC in the form of nominal score of water 
clarity. 
III. SYSTEM MODEL 
This study calculated MFO consumption on board by 
measuring tank volume from MFO using HC - SR04 
ultrasonic sensor and potentiometer pendulum sensor. Data 
from HC - SR04 ultrasonic sensor and potentiometer 
pendulum sensor. Data from HC - SR04 ultrasonic sensors and 
potentiometer pendulum sensors were converted by 
microcontroller into the use of MFO. Data on the amount of 
use of MFOs remotely sent over the internet using ESP 8266 
so that the usage of MFO on board can be monitored from 
different computers where using the internet network. The 
architecture system built on this research can be seen in Fig. 
1. 
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Fig. 1. Architecture System 
IV. DESIGN MODEL 
The design used in this study can be seen in Figure 2. The 
working of the system is that HC - SR04 ultrasonic sensor and 
potentiometer pendulum sensor will read the height of MFO 
in the tank continuously. Data from HC - SR04 ultrasonic 
temperature sensors and potentiometer pendulum sensor are 
transformed firstly by Arduino Uno into digital through ADC. 
Data that has been digital are processed inside the Arduino 
Uno to be the MFO volume data present in the tank. The 
volume and time information data from the RTC is sent 
continuously to the remote user's computer via Wi-Fi Shield 
ESP 8266 and to the LCD via I2C. Then, LCD and the user's 
computer display the MFO volume data. 
Fig 2. Shows the diagram block, this study used hardware 
which has the following functions: 
1. Ultrasonic sensor is a measure of MFO surface distance 
with position of ultrasonic sensor being placed. 
2. The potentiometer pendulum sensor is a measure of MFO 
surface distance with the position of the potentiometer 
pendulum sensor being placed. 
3. RTC is a timing information system related to seconds, 
minutes, hours, days, months, and years when taking the 
data. 
4. The controller is the overall system control center. The 
controller processes the data from the potentiometer 
pendulum sensor and the ultrasonic sensor and the timer 
system from the RTC which is then sent to the LCD and 
the user's computer. 
5. Wi-Fi shield 8266 is as a medium of wireless 
communication between the microcontrollers to the 
internet. 
6. I2C (Inter-Integrated Circuit) is a serial communication 
media with a cable between microcontroller to LCD. 
7. The LCD is the display of MFO volume near the MFO 
tank. 
8. The user's computer is a remote view of MFO volume 
(from a distance). 
 
 
Fig. 2. Hardware Designing Block Diagram 
The controller used is Arduino Uno microcontroller 
module. Arduino Uno microcontroller is a module in which 
already consists of a minimum system of a microcontroller, 
ATMEGA 328 series of microcontroller, digital input and 
output pins, analog input pins, and utility pins. 
Microcontroller connections with other hardware can be seen 
in Table 1. The plan used is a miniature tank from the actual 
MFO tank, as shown in Figure 3. 
 
Fig. 3. MFO Miniature Tank 
V. RESULTS AND ANALYSIS 
The test was done by using two types of sensors to 
measure the volume, namely HC - SR04 ultrasonic sensor and 
potentiometer pendulum sensor. In addition to using 2 types 
of sensors, testing was also done with a flat, sloping, and wavy 
MFO surface as shown in Figure 4 
 
 
 
Fig. 4. MFO's Flat, Sloping and Wavy Surfaces 
Test results from this research can be seen in Table I and 
Table II. Based on test results data for HC-SR04 ultrasonic 
sensors, it is seen that if using HC-SR04 ultrasonic sensor 
either with flat position, 300 right tilted, 450 right tilted, 300 
left tilted, and 450 left tilted on MFO surfaces produced the 
same output, which was the fuller of MFO volume inside the 
MFO miniature tank then the better of the sensor readings. 
This is seen when the volume on the MFO miniature tank 
showed 13 liters, it was at average of error for 2.09%. 
Otherwise, the less volume of MFO made the bigger of the 
error reading. When the volume on the MFO miniature tank 
showed 9 liters, it was at average of error for 5.68%. The HC-
SR04 ultrasonic sensor would have an increasing error when 
the surface of the MFO was wavy that was 11.09% in 
average. 
Test results for potentiometer pendulum sensor with MFO 
flat surface position, 300 right tilted, 450 right tilted, 300 left 
tilted, and 450 left tilted had the same output with HC-SR04 
ultrasonic sensor which was the fuller of MFO tank filled then 
the lower error that happened. When the maximum volume 
tested in this study was 13 liters, the average of error occurred 
was 2.95%. Otherwise, when the less MFO tank filled made 
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the larger of the error that occurred which was 14.31% in 
average. 
TABLE I.  RESULT DATA OF ULTRASONIC SENSOR TESTING 
MFO 
Surface 
Prediction 
Glass 
(Liter) 
 HC – SR04 
Ultrasonic 
Sensor (Liter) 
Error (%) 
Flat 9 9,42 4,46 
10 10,32 3,10 
11 11,30 2,65 
12 12,27 2,20 
13 13,26 1,96 
300 Right 
Tilted 
9 9,50 5,26 
10 10,32 3,10 
11 11,28 2,48 
12 12,22 1,80 
13 13,2 1,52 
450 Right 
Tilted 
9 9,61 6,35 
10 10,33 3,19 
11 11,28 2,48 
12 12,32 2,60 
13 13,3 2,26 
300 Left 
Tilted   
9 9,47 4,96 
10 10,35 3,38 
11 11,32 2,83 
12 12,3 2,44 
13 13,25 1,89 
450 Left 
Tilted 
9 9,59 6,15 
10 10,31 3,01 
11 11,33 2,91 
12 12,37 2,99 
13 13,36 2,69 
Wave 9 10,52 14,45 
10 11,45 12,66 
11 12,21 9,91 
12 13,34 10,04 
13 14,19 8,39 
 
TABLE II.  RESULT DATA OF POTENTIOMETER PENDULUM SENSOR 
TESTING 
MFO Surface Predictio
n Glass 
(Liter) 
Potentiometer 
Pendulum 
Sensor (Liter) 
Error 
(%) 
Flat 9 9,10 1,10 
10 10,08 0,79 
11 11,15 1,35 
12 11,54 3,99 
13 13,10 0,76 
300 Right 
Tilted 
9 7,98 12,78 
10 9,02 10,86 
11 10,23 7,53 
12 11,22 6,95 
13 12,71 2,28 
450 Right 
Tilted 
9 7,65 17,65 
10 8,87 12,74 
11 10,01 9,89 
12 11,45 4,80 
13 12,6 3,17 
300 Left Tilted   9 8,1 11,11 
10 9,13 9,53 
11 10,37 6,08 
12 12,89 6,90 
13 12,65 2,77 
450 Left Tilted 9 7,78 15,68 
10 8,89 12,49 
11 10,11 8,80 
12 11,15 7,62 
13 12,55 3,59 
Wave 9 9,78 7,98 
10 10,95 8,68 
11 12,03 8,56 
12 13,11 8,47 
13 14,21 8,52 
 
In addition, in the usage of potentiometer pendulum sensor 
was occurred a bigger error when the MFO surface position 
was more skewed when the right side tilted to 450 then the 
average of error that occurred up to 9.64%. In the 300 tilted, 
the average of error was 7.68%. The comparison for the wave 
MFO surface showed that the potentiometer pendulum sensor 
was better with an average of error for 8.44%, while the HC-
SR04 ultrasonic sensor's average of error was 11.09%. 
The results of comparing HC-SR04 ultrasonic sensors 
with potentiometer pendulum sensor indicated that the 
potentiometer pendulum sensor was better when the MFO 
surface was flat with an average of error 1.60%, while the 
mean of error for the HC-SR04 ultrasonic sensor was 2,87%. 
But when in a sloping position, the usage of HC-SR04 
ultrasonic sensors was still better than the potentiometer 
pendulum sensor. The average of error from HC-SR04 
ultrasonic sensor when in a sloping position was 3.21%, mean 
error for potentiometer pendulum sensor with tilted MFO 
surface position was at 8.66%. 
The results of this study with the best results occurred 
when the potentiometer pendulum sensor was used to measure 
the volume of MFO in flat surface conditions with the error of 
0.76%. And the worst result occurred when the potentiometer 
pendulum sensor was used to measure the volume in 45% 
right tilted condition by 17.65%. 
VI. CONCLUSION 
Based on the results of the tests conducted, this 
study can take some conclusions: 
1. Prototype to monitor MFO volume on board by using HC-
SR04 ultrasonic sensor and potentiometer pendulum 
sensor. Test results show that both sensors can transmit 
data in the form of volume. 
2. The usage of the sensor that will be used depends on the 
location of the ship's operation. If the ship's operation 
location is not too wavy, it is better to use a potentiometer 
pendulum sensor than the HC-SR04 ultrasonic sensor 
because the error result is smaller. But if the ship's 
location is operating in big waves then it is better to use a 
potentiometer pendulum sensor because the HC-SR04 
ultrasonic sensor produces a big error when the MFO tank 
is tilted. 
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Abstract—An injection pump was a critical aspect in the 
used of Quartz Crystal Microbalance (QCM) biosensor or 
chemical sensor in liquid.  It is required that the pump should 
have variable speed and doesn’t introduce pressure noise to the 
QCM sensor. In this work, the pump was developed using a 
micro stepper motor with a microliter syringe. The mechanical 
transmission transforms the rotational displacement of the 
motor into a translational displacement of the syringe. The 
flow rate of the injection pump could affect the signal pattern 
indicated by a signal spike or instability of the sensor 
resonance frequency. The developed system successfully 
minimized the spike signal and improved the stability of the 
sensor resonance by the used of the microliter syringe pump 
with optimizing the reaction chamber of the QCM sensor. The 
flow rate of the pump can be controlled with a minimum speed 
of 0.7 L/second for water. At low flow rate, there was a 
negligible or none of the spike signal observed during the 
injection and ejection of the liquid. However, at a high flow 
rate, few signal spikes may be observed. 
Keywords—Microliter syringe pump, stepper motor, QCM, 
flow rate. 
I. INTRODUCTION  
As one of the ultra mass-sensitive sensor,  the Quartz 
Crystal Microbalance (QCM) sensor have been used in many 
applications such as for biosensors applications [1], [2]. The 
response of frequency change from the QCM sensor caused 
by a mass change on top of the sensor surface. The QCM as 
a biosensor works in a liquid environment [3]–[6]. In this 
experiment, one of the sensor surfaces is put in contact with 
buffer or sample solution. The buffer and sample solution 
covered the whole side of the sensor surface. On the other 
hand, the other side of the sensor surface is in contact with 
the air. 
For sensor preconditioning, immobilization or reaction, 
buffer or sample solution was injected into the sensor 
surface. There are two methods for injecting the buffer or 
sample solution of target molecules on top of the sensor. A 
flow injection method [7] or the liquid drop method [8]. 
Although these methods are suitable for injection the buffer 
or sample solution, both methods have significant 
shortcomings.  
The flow injection system required a complex handling 
system, and also a short pressure change at the sensor 
surface. The  injection method with a microliter syringe 
pump has been reported in previous work [9], the injection 
speed also affected the resonance frequency of the sensor. 
The small spike signal or noise was detected.  Optimizing the 
injection method is needed to minimize the existence of the 
spike and to simplify the handling system. On the other hand, 
the liquid drop method suffered from a compressional wave 
or disturbance to the sensor [10]. Usually, a significant 
change in the sensor resonance frequency was observed at 
the time of liquid drop. 
In the present study, we developed a controllable and low 
noise microliter syringe pump which can be used to fill the 
QCM sensor surface in the adjacent reaction cell. The pump 
was designed for injecting and ejecting the buffer or sample 
solution with a few disturbance on the frequency responses 
by minimizing the hydrostatic pressure changes. The 
microliter syringe pump system was developed and 
controlled by using a microcontroller. A simple user 
interface was designed to control the movement of the 
microliter syringe pump. The used of software to control the 
system minimized the complexity of the electronics circuit 
and also providing connectivity with the acquisition software 
for further development. In addition, the new design of cell 
reaction chamber is utilized to minimize the spike signal of 
the frequency response. The speed of a micro stepper motor, 
which meant the injection or ejection flow rate, was varied 
during the experiment to investigate the effect of flow rate. 
II. SYSTEM DESIGN AND METHOD 
A. Hardware and software design 
In this experiment, the system of microliter pump was 
developed using a microliter syringe. The syringe stroke was 
controlled using a 42BYGH-48 stepper motor linear actuator, 
with a mechanical transmission system. The motor speed and 
direction were controlled by using a PIC18F45K50 
microcontroller. The stepper motor driver DRV8255 was 
used to drive a motor stepper with PWM micro stepping. The 
communication between the computer software and the 
pump system was done using the USB interface. A USB 
CDC protocol was used for the communication between the 
microliter pump device and the computer.  
The command from the computer was sent to the 
microcontroller in the pump system using a defined data 
format and translated by the microcontroller to control the 
system. The integrated pump system consists of a 
mechanical part for microliter syringe pump, oscillator 
circuit subsystem which can be connected directly to the cell 
reaction with QCM Sensor inside of the chamber, directions 
control subsystem, frequency counter subsystem, and 
frequency capture program. The block diagram of a 
measurement system for QCM sensor including a microliter 
pump is illustrated in Fig.1. 
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 Fig. 1. Block diagram of the measurement system for the QCM sensor. 
A disposable syringe with a maximum volume of 100 L 
was used as a pump. The syringe has a stroke length of 85 
mm. The maximum stroke length of the microliter syringe 
pump system is 60 mm in parallel with a maximum volume 
of 75 L. The mechanical transmission transforms the 
rotational displacement of the motor into a translational 
displacement of the syringe. The maximum distance of the 
displacement transducer was set according to the syringe 
length. An emergency stop was placed to stop the 
displacement transducer movement to protect the syringe 
stroke movement. The design of the microliter pump with a 
micro-stepper motor and a syringe is presented in Fig. 2. 
 
Fig. 2. Design of microliter injection pump. 
 
The PIC 18F45K50 and other electronic part and the 
system power supply was packed and integrated into the 
mechanical translator unit. It is placed directly behind the 
motor stepper unit and spared the space in another end for 
the reaction cell installation.  
The reaction cell made from PMMA (Poly Methyl 
Methacrylate) and PLA (Poly Lactic Acid). The central part 
of this reaction cell is a reaction chamber on top of the sensor 
surface. The liquid inlet and outlet in the edge of the 
chamber were connected to the tilted injection channel. The 
position of the inlet and outlet channel was placed far from 
the center of the sensor disc. The reaction cell is depicted in 
Fig. 3.  
 
Fig. 3. Design of cell reaction in the experiment (front view). 
 
The sensor was mounted inside of the cell reaction. A 
silicon ring was used as a damper and spacer to minimize 
mechanical stress during installation in the cell reaction and 
sealed the liquid in the reaction chamber. 
A simple user interface was developed to control the 
syringe pump. The interface is depicted in Fig. 4. The 
software primarily comprised of directions and flow rate 
control. The user sets the flow rate of the pump by inputting 
the value of the desired liquid volume per minute in L. The 
minimum value of the volume to be injected 10 L, and the 
maximum volume is 75 L. 
The movement of the pump was started when the user 
presses the direction button (REVERSE button or 
FORWARD button). Rapid filling and disposal of the 
reaction chamber were facilitated by FILL UP SYRINGE 
and FULL DISPENSED buttons. 
 
 
Fig. 4. The user interface of the microliter syringe pump system. 
B. Microliter Pump Calibration 
The developed injection system using the syringe pump 
was calibrated using the volumetric method. Calibration was 
done using a digital balance with a resolution of 2 mg.  The 
volume was converted from the measured water mass based 
on the water density at room temperature.  
The calibration was done by varying the motor speed. 
The mass of the ejected water from the syringe pump was 
weighted using the balance. The amount of the water was 
determined by the motor speed and time. The ejected water 
was weighted using the balance and then converted as 
volume. The results of the volume calibration process are 
shown in Fig. 5, and Fig. 6.  
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 Fig. 5. Volume calibration for injection speed at a 6.3 L per second. 
 
 
Fig. 6. Volume calibration for injection speed at a 0.7 L per second. 
 
C. Experimental System Setup 
The complete setup of the system for the experiment was 
presented in Fig. 7. It consists of the designed injection 
pump, the reaction cell, and a frequency counter. The outlet 
of the syringe pump was connected to the reaction cell to the 
inlet port by using a silicone hose and a needle. 
 
Fig. 7. Photograph of the system 
 
Under the reaction cell, there was an oscillator which 
able to drive the sensor in contact with air as well as in 
contact with water. The oscillator was connected to the 
frequency counter.      
III. RESULT AND DISCUSSION 
The pump effect to the sensor was measured by varying 
the water flow rate injected and ejected into and from the 
reaction chamber. Initially, the reaction chamber was filled 
with water to bring the state of the sensor into a condition of 
one sensor surface in contact with water. After the new 
resonance frequency in contact with water was reached, the 
sequence of injection and or ejection was done. 
The resonance frequency of the sensor was recorded 
during the injection and ejection process. The frequency 
resolution of the frequency counter was 1 Hz. Therefore, any 
change of the resonance frequency of the sensor equal to or 
higher than 1 Hz can be measured. Frequency measurement 
was done every second. 
After a stable resonance frequency when the sensor in the 
reaction cell was observed, a 30 L water was injected into 
the reaction chamber to cover the sensor surface with water. 
The sensor surface gradually contacts with water in parallel 
with the injected water. The transition of the surface contact 
of the sensor from entirely in contact with air and totally in 
contact with water affect the sensor resonance frequency. 
The resonance frequency of the sensor was rapidly decreased 
as the resonance frequency of the sensor change according to 
the Kanazawa-Gordon equation [11]. After the sensor 
surface was fully covered with water, a new resonance 
frequency of the sensor was reached. The new resonance 
frequency was indicated by a constant value of the recorded 
frequency. Fig. 8 shows the frequency transition of the 
sensor in contact with air and in contact with water.  
 
Fig. 8. Sensor resonance frequency during the transition from contacting 
with air and water 
After the resonance frequency was steady, an amount of 
10 L water was injected into the reaction cell. This injection 
pushes the water to flow into the reaction chamber. The 
excess water went out onto the outlet. The change in the 
water flow caused a small pressure change on the sensor 
surface which affect the resonance frequency of the sensor. 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
351
Fig. 9. and Fig. 10. shows the response frequency of the 
sensor during the injection and ejection process. 
 
Fig. 9. Sensor resonance frequency caused by 10 L water injection and 
ejection at a speed of 6.3 L per second. 
 
At the event of water injection, the frequency counter 
recorded a change of the resonance frequency of the sensor.  
The frequency of the sensor was abruptly decreased, and 
followed by a gradual increase of the sensor resonance 
frequency back to the initial frequency. 
The similar response was observed during the reverse 
direction of water flow. When the water was ejected out, the 
resonance frequency of the sensor changed in a short time 
resulted in a small spike and then followed by a returning 
resonance frequency to the initial frequency. 
Fig. 9. shows the resonance frequency of the sensor 
during injection and ejection of 10 L water at a speed of 6.3 
L per second. During the injection and ejection process, 
there is no frequency spike, or noise detected. It means that 
the pressure change caused by injection and ejection speed of 
6.3 L per second does not affect to emersions of frequency 
spike or noise. However, we found a decreasing frequency 
during the injection and ejection process. A short frequency 
change was observed about 20-30 Hz during the first ejection 
sequence of 10 L water. After the ejection process was 
stopped, the resonance frequency reverts to the initial 
frequency with 2 Hz different. In the injection process, the 
short frequency change was observed around 10 Hz. After 
the injection was stopped, the resonance frequency was 
changed to the first initial frequency with the same value. 
The same response is also observed during the injection 
and ejection process of 10 L water at a speed of 0.7 L per 
second. During the injection and ejection process, the short 
frequency change was also observed. The resonance 
frequency decreases during its process. However, after the 
injection and ejection process, the resonance frequency 
reverts to the initial frequency with the same value, as shown 
in the Fig. 10. 
 
Fig. 10. Sensor resonance frequency caused by 10 L water injection and 
ejection at a speed of 0.7 L per second. 
The resonance frequency change of the sensor, during 
water ejection at the flow rate of 6.3 L per second was 
higher than the resonance frequency change caused by the 
injection of 0.7 L per second. At 6.3L per second, the 
frequency change caused by ejection was 30 Hz, on the other 
hand, the frequency change was 5 Hz at an ejection speed of 
0.7 L per second. Meanwhile, the resonance frequency 
change from the sensor during water injection was also 
slightly higher at speed 6.3 L per second, than the water 
injection speed of 0.7 L per second. The frequency change 
was only 4-5 Hz at an injection speed of 0.7 L per second. 
At the 6.3 L per second, the frequency change during water 
injection was 7 Hz. The higher flow rate theoretically 
resulted in a pressure change on the sensor surface. The 
change in pressure on the sensor surface nor other liquid 
property change during the water flow resulted in a 
frequency change of the sensor. This result was similar to the 
other works about resonance frequency effect of syringe 
pump [9], and a relationship between gas pressure and a 
frequency sensor [12].  The stability of the sensor resonance 
in contact with liquid is better compared to work done with a 
35MHz QCM sensor [13] and comparable with the work 
done using 9MHz QCM sensor [14]. 
The experiment shows that a higher flow rate resulted in 
a bigger frequency spike during injection and ejection. 
Therefore, it is necessary to control the flow rate to minimize 
the frequency spike. During the use of the sensor system for 
biomolecule reaction, it should be noticed that the frequency 
change in within 100 seconds after the injection and ejection 
should consider the effect of the liquid flow on the sensor 
surface. To minimize the effect one should consider using a 
slowest liquid flow rate. 
IV. CONCLUSION 
The microliter pump using a syringe injection was 
successfully developed and its flow rate effect to the QCM 
sensor was examined. The microliter pump system was able 
to inject or eject a liquid to the sensor system with a flow rate 
of 0.7 and 6.3 L per second. Both water injection and 
ejection slightly affected the resonance frequency of the 
sensor. Higher flow rate resulted in a higher frequency 
change caused by a short pressure change. The flow rate of 
less than 0.7 L per second affects to the resonance 
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frequency of the sensor by 5 Hz at a water ejection and 4-5 
Hz at water injection.  
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Abstract—Determining sets of criteria and alternatives 
becoming main priorities is essential to guarantee the success of 
innovation adoption of Information System (IS) security. The 
goal of this research was to select and determine important 
entities as representation of each criterion for managers in 
making decisions of innovation adoption of IS security. This 
research applied Technology-Organization-Environment (TOE) 
Framework, and Human-Organization-Technology-Fit (HOT-
Fit) Model to map relative importance variables of criteria and 
alternatives. AHP Approach was applied for computation 
simulation to determine priorities of criteria and alternatives. 
Results show that a principal criterion is manpower of 
organizations. The eigen factor score is 4.398. Moreover, 
alternatives covering complexity, financial resources, intensity of 
competition, and CIO innovativeness have these respective eigen 
factors scores: 4.326, 9.307, 4.376, and 4.545.         
Keywords—IS Security; Innovation Adoption; TOE 
Framework; HOT-Fit Model; AHP Approach 
I. INTRODUCTION  
IS (Information System) security becomes an old problem 
of any organizations. It is an inherent part of all organizational 
activities. Even small weaknesses of IS can bring failure of 
organizational operation [1]. Therefore, more organizations 
cooperate to get ISO certificate of IS security like ISO27001 
[2]. Securing IS is the challenge of each organization since 
data security as well as availability and integrity of 
information are immensely influenced by complexity of 
environmental changes, interrelationships, uncertainties, and 
dependencies on Information Technology (IT). Securing IS 
can be actualized through determination of policies, 
procedures, and mechanisms of information flows of 
organizational structures to prevent exploitation of 
vulnerability of threats and risks [3]. 
Moreover, applying IS security system is influenced by 
capabilities to adopt innovation of IS security for 
organizational needs. The reason is that each organization has 
dissimilar characteristics of work culture which is in line with 
certain needs of IS security [4]. Most organizations only rely 
on renewal of security and individual willingness to make new 
trials without analyzing the needs appropriately [5]. 
Innovation adoption of IS security is a complex process. 
Consequently, numerous organizations face difficulties of 
applying steps with policies, procedures, and mechanisms 
properly. Besides, steps of developing and implementing IS 
security adopted by individuals and organizations are still low 
[6]. Thus, it is of great importance to comprehend why users 
accept or reject organizational IS security [7]. 
There have been previous studies discussing innovation 
adoption of IS security. However, literature specifically 
exploring models of innovation adoption of IS security in 
certain organizational levels is rare to find. Previous studies 
mostly emphasize needs of building and maintaining 
competitive, operational strengths of IS security. Effectiveness 
of innovation adoption of IS security is prone to depend on 
humans, technology, and policies through TOE Framework 
[8]. Innovation adoption of IS security is strategic and brings 
significant effects on the success of implementing IS through 
relationships of humans, technology, organizations, and 
environment [9]. However, the lack of preparation of 
understanding adoption of IS security can become primary 
hindrance of achieving the success of securing the IS assets 
[10]. In addition, TOE Framework is frequently used and 
maximized in adopting innovation of IS security in 
organizations. IS security is also an internal need and involves 
external parties when representing the systematic innovation 
adoption of IS security [11]. 
Adoption innovation of IS security in organizations fails if 
there are mistakes of determining sets of criteria appropriately 
[12]. Applying this adoption requires careful considerations of 
selecting sets of criteria with critical, strategic roles based on 
specification of organizational needs [13]. It is noted that 
complexity of selecting and determining sets of criteria exists 
as organizations have different  management and behavior 
[13]. This statement is supported by previous studies affirming 
that most organizations only seek easiness by making 
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replication of existing models directly without strategic 
considerations of organizational contents [14, 15, 16, 17].  
Such the occurrence creates the failure since it is admitted 
that all criteria are the same and can contribute to conformity 
of innovation adoption of IS Security. Therefore, in order to 
make this process successful, strategic decision making is 
needed to determine proper and important sets of criteria and 
alternatives for organizations. Different organizations can 
have different strategic decisions. 
Needs of criteria in this research applied dimensions of 
TOE Framework [18, 19]. They were completed with HOT-Fit 
Model [20] consisting of technology, organizations, 
environment, and humans. Meanwhile, alternatives (relative 
advantage, compatibility, complexity, security concern, 
presence of champions, infrastructure, top management 
support, organizational size, financial resources, mimetic 
pressure, coercive pressure, intensity of competition, vendor 
support, perceived technical competence of IS staff, 
employees’ IS knowledge, clinical IT experts, and CIO 
innovativeness) used the variable of each dimension [21, 22]. 
The research aimed to select and determine sets of criteria 
which are the most appropriate with the most important 
alternatives as representation of categories of criteria based on 
TOE Framework and HOT-Fit Model. This was to ensure 
readiness of applying innovation adoption of IS security. In 
order to determine decisions on mainly prioritized factors, 
AHP Approach method was used.  
AHP Approach is also an alternative way to solve various 
kinds of problems of organizational needs. It can be used to 
represent decision makers’ views of individual institutions. 
AHP Approach focuses on changes due to different 
hierarchies created by different people. This method gives 3 
advantages such as implementation of empirical cases leading 
to intuitive solutions, complexly manipulated results, and 
relative importance of numerous criteria [23]. 
Computation through AHP Approach is hierarchical when 
representing functional types of interrelationships. Therefore, 
complicated cases with multi-criteria can be decomposed into 
detailed decision elements. Hierarchical models are linearly 
structured from common decision elements until the most 
concrete, controllable factors at each bottom level in the form 
of a decision alternative [24]. Benefits of AHP Approach are 
that: (a) hierarchical structures as consequences of selected 
criteria and subcriteria are deep; (b) validity can be computed 
with the limitation to inconsistent tolerance of selected criteria 
and alternatives; (c) output tenacity through analyses of 
sensitivity is measureable [25]. 
II. THEORETICAL BACKGROUND 
Information is a principal asset of organizations and 
requires protection. It is crucial for organizations to secure all 
IS assets due to possible malicious attacks and unauthorized 
use of access [26]. Protection of the whole IS assets is the 
form of anxiety because it brings significant impacts on 
sustainability of organizational activities, and develops and 
implements system [27]. Protective actions include the use of 
antivirus, firewall, filter, intrusion detection system, 
encryption, authorization mechanisms, authentication system, 
and proxy devices. Furthermore, providing the training and 
education on IS security system can help to eliminate IS 
threats [28].   
Possessing IS security is compulsion. Each organization 
must always secure information assets. IS security should have 
orientation on perspectives for users. It expedites transaction 
and exploration of decision making. The foci are security, 
availability, and integrity [29]. As the consequence, system 
vulnerability is enhanced [30]. Nonetheless, assuring the 
success of adoption and implementing IS security in 
organizations can be actualized through combination of 
complex practices of TOE Framework and HOT-Fit Model. In 
fact, full commitment of the whole staff and management 
levels of organization units is needed [31]. Previous scientific 
contributions sustainably indicate that the weakest tab of each 
plan or IS security procedure is the use of computers per se 
[32]. 
Implementation of each model of innovation adoption of 
IS security pertains to strategic decisions of mapping and 
determining essential sets of criteria based on characteristics 
and attitude of organizations [33]. Adoption of IS security is 
fundamental. It should be actualized in organizations. Based 
on perception of models of innovation adoption of IS security, 
organizational and individual levels should be analyzed [34]. 
III. RESEARCH METHOD 
The source of data was the survey through the use of 
questionnaires sent to all selected respondents by using online, 
electronic media. This research involved analysis units of 
organizations. The eighty-five respondents were managers or 
directors of IT department of palm oil plantation industries 
working in West Kalimantan Province. Purposive sampling 
technique was in use to collect data. The computation was 
through Likert Scales [35]. Data obtained from online 
questionnaires were completed with in-depth interviews [35]. 
In order to enhance validity and reliability of collected 
answers, these interviews were conducted with several 
selected respondents in groups. The communication was 
through the application of Whatsapp. 
Results of processed data were analyzed by using AHP 
Approach. This is to support steps of strategic decision 
making and appropriate sets of criteria of IS security adoption. 
This approach creates the form of simulation enabling the best 
choice of sets of criteria and alternatives. Such the model is in 
forms of hierarchical structures of criteria and alternatives, and 
is considered through inconsistent tolerance and analysis of 
sensitivity [36]. The first step is calculation covers definition 
of problems, goals, and final results. Other steps comprise 
decomposition of problems in forms of hierarchies and 
decision elements, paired comparison of decision elements in 
forms of matrices, estimation of relative weight of decision 
elements, and examination of hierarchical consistency [37]. 
The goals need to be divided into subgoals with specific 
measurement. The hierarchies include goals, criteria or 
objective levels, and alternatives. Every set of criteria can 
further be divided into more detailed levels. After all criteria 
are identified, scores are related to above levels. Relative 
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scores obtained for choices are measured based on hierarchical 
levels. Next, scores are synthesized through models. 
Composite scores of choices at levels and overall scores 
appear as a result of this process. The measurement is relative 
for each level and produces matrix scores. However, the 
results should be consistent. Thus, examination of 
inconsistency should be conducted to find out and identify 
possibilities of mistakes of data inputs. A matrix (i,j) is 
considered to be consistent if the whole elements follow 
transitivity. Guidelines showing whether Consistency Index 
(CI) have consistent matrices should exist (see Table I) [38]. 
TABLE I.  BASIC SCALES OF THE ORDER OF IMPORTANCE 
Order of 
Importance Definition 
1 As important as others 
3 Moderately important 
5 Strongly important 
7 Very strongly important 
9 Extremely important 
2,4,6,8 Scores between two adjacent computations 
Reciprocal If Element i has one of the scores above in 
comparison to Element j, Element j has a reverse 
score. 
 
A matrix created as a result of random comparison is 
absolutely inconsistent. The limit of stated inconsistency is 
measured through Consistency Ratio (CR). Comparison of CI 
and Random Index (RI) produces reference scores and 
determines consistency levels of matrices. CR is computed 
with this formula: CR = CI/RI (see Table II). Meanwhile, CI is 
obtained through this formula: CI = (λmax-n)/n-1. However, 
RI is the stated average of consistency becoming the standard 
of computation of CR. Next, CR of paired matrices is 
examined. If CR is greater than 0.1, paired comparison should 
be recalculated until CR is less than or equals to 0.1 [39, 40]. 
TABLE II.  AVERAGES OF CONSISTENCY (RI) 
N RI 
1 0.00 
2 0.00 
3 0.58 
4 0.90 
5 1.12 
6 1.24 
7 1.32 
8 1.41 
9 1.45 
10 1.49 
11 1.51 
12 1.48 
13 1.56 
14 1.57 
15 1.59 
IV. RESULTS AND DISCUSSION 
Determination of sets of criteria and alternatives started 
with formulation and determination of a number of criteria 
through previous results using TOE Framework and HOT-Fit 
Model. All criteria referred to research results [21, 22]. They 
were processed again to produce the order of importance. 
Main criteria were initially considered. 
The order of importance of criteria was related to palm oil 
plantation industries in West Kalimantan Province. The 
adoption success of IS security referred to combination of 
TOE Framework and HOT-Fit Model with dimensions of 
Technology (T), Organization (O), Environment (E), and 
Human (H). Meanwhile, the variables were (1) relative 
advantage, (2) compatibility, (3) complexity, (4) security 
concern, (5) presence of champions, (6) infrastructure, (7) top 
management support, (8) organizational size, (9) financial 
resources, (10) mimetic pressure, (11) coercive pressure, (12) 
intensity of competition, (13) vendor support, (14) perceived 
technical competence of IS staff, (15) employees’ IS 
knowledge, (16) clinical IT experts, and (17) CIO 
innovativeness. These seventeen instruments were alternatives 
of criterion (see Figure 1). 
 
Fig. 1. Hierarchy Model of Criteria and Alternatives 
The model of multicriteria combining TOE Framework 
and HOT-Fit Model began with paired comparison applied to 
determine weight of criteria and alternatives measured based 
on subjective preferences of decision making. Comparative 
Scales 1-9 were used. Next, examination of consistency of 
paired comparison matrices was conducted. If the ratio is 
greater than 0.1, paired comparison should be recalculated 
until it is less than or equals to 0.1 (consistent). Similar steps 
were applied to comparison matrices among alternatives. 
Following these, totals of multiplication results of weight of 
criteria and alternatives were sought. 
Outcomes of hierarchical criteria of (a) technology and 
organization, (b) technology and environment, (c) technology 
and human, (d) organization and environment, (e) organization 
and human, and (f) environment and human are consecutively 
0.053, 0.057, 0.136, 0.086, 0.182, and 0.136. After conducting 
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the calculation, eigen factors of technology (0.084), 
organization (0.175), environment (0.224), and human (0.517) 
appear. CR levels of all criteria were measured afterwards to 
indicate comparison of valid results and actual conditions. CR 
is comparison of CI and RI. CI is obtained through this 
formula: CI = (λmax-n)/n-1, whereas RI is the score 
determined with AHP Approach. 4x4 matrices used in this 
research should have scores which are less than 9%. RI used is 
0.90. 
Based on computation, it is found that CI equals to 0.071 
(7.08%) and CR equals to 0.079 (7.87%). Therefore, strategic 
decisions of IS security adoption should firstly emphasize 
human or manpower in comparison to other criteria. As it can 
be seen from Table III, obtained eigen factors of human 
criterion is 4.398. Referring to calculation results, the human 
criterion possesses the highest score. Thus, innovation 
adoption of IS security requires mapping of organizational 
staff’s abilities to be in line with factors of technology, 
organization, and environment. 
TABLE III.  MEASUREMENT OF CRITERION CONSISTENCY 
Criterion T O E H Total Summary 
T 0.084 0.058 0.075 0.129 0.346 4.111 
O 0.253 0.175 0.112 0.172 0.712 4.078 
E 0.253 0.349 0.224 0.129 0.955 4.263 
H 0.337 0.524 0.896 0.517 2.274 4.398 
Total 0.927 1.105 1.307 0.948 4.287 16.849 
L-Max      4.212 
 
Every criterion has a different probability level based on 
business patterns of societies. People’s readiness and 
willingness to accept changes of system and mechanisms of 
adoption of IS security are priorities. The willingness should 
be strengthened with strong motivation to accept and 
implement IS security for the success of organizations. Also, it 
is important for the staff to have technical skills of IT so that 
conformity of perception of business needs and IS security 
exists. The staff should further have mastery of knowledge on 
structures and mechanisms when securing IS assets. 
Moreover, there should be security experts improving staff’s 
knowledge. Hence, the staff can work with updated IT in clear 
organizational structures and controlled environment. Next, 
consistency of the whole alternatives referring to criteria was 
measured. 
Based on calculation of the eigen factor of technology 
criterion, obtained scores of these variables: Relative 
Advantage (R), Compatibility (C1), Complexity (C2), and 
Security Concern (SC) are respectively 0.070, 0.170, 0.288, 
and 0.472. Meanwhile, CI = 0.063 and CR = 0.070 (6.95%) 
result in acceptance. A strategic decision of technology 
criterion is on complexity with eigen factor = 4.326. Other 
strategic decisions of security concern, compatibility, and 
relative advantage can be seen from Table IV.   
 
 
TABLE IV.  COMPARISON OF ALTERNATIVES BASED ON  
TECHNOLOGY CRITERION 
Technology 
Alternatives R C1 C2 SC Total Summary 
R 0.070 0.043 0.096 0.079 0.287 4.100 
C1 0.280 0.170 0.096 0.157 0.704 4.132 
C2 0.210 0.511 0.288 0.236 1.245 4.326 
SC 0.420 0.511 0.575 0.472 1.979 4.192 
Total 0.981 1.235 1.055 0.944 4.214 16.751 
L-Max      4.188 
 
Next, in terms of organization criterion, eigen factors of 
Presence of Champions (PC) (0.395), Infrastructure (I) 
(0.239), Top Management Support (TMS) (0.163), 
Organizational Size (OS) (0.120), and Financial Resources 
(FR) (0.084) were found. Other outcomes show that CI = 
0.010 and CR = 0.009 (0.91%) resulting in acceptance. A 
strategic decision on organization criterion is on financial 
resources with eigen factor = 9.307. Other strategic decisions 
of presence of champions, infrastructure, organizational size, 
and top management support are indicated in Table V.   
TABLE V.  COMPARISON OF ALTERNATIVES BASED ON  
ORGANIZATION CRITERION 
Organization 
Criterion PC I TMS OS FR Total 
Summ
ary 
PC 0.395 0.717 0.978 0.040 0.042 2.171 5.502 
I 0.132 0.239 0.652 0.060 0.021 1.103 4.617 
TMS 0.066 0.060 0.163 0.024 0.042 0.354 2.175 
OS 0.132 0.119 0.033 0.120 0.028 0.431 3.604 
FR 0.197 0.060 0.081 0.359 0.084 0.781 9.307 
Total 0.921 1.195 1.906 0.602 0.217 4.841 25.204 
L-Max       5.041 
 
Following these, measurement of alternative consistency 
of environment criterion shows that eigen factors of Mimetic 
Pressure (MP), Coercive Pressure (CP), Intensity of 
Competition (IC), and Vendor Support (VS) are consecutively 
0.099, 0.171, 0.277, and 0.453. CI = 0.010 and CR = 0.009 
(0.91%) indicate acceptance. A strategic decision of 
environment criterion is on intensity of competition with eigen 
factor = 4.376. It is continued with vendor support, coercive 
pressure, and mimetic pressure (see Table VI).    
TABLE VI.  COMPARISON OF ALTERNATIVES BASED ON  
ENVIRONMENT CRITERION 
Environment 
Criterion MP CP IC VS Total Summary 
MP 0.099 0.057 0.139 0.113 0.408 4.121 
CP 0.297 0.171 0.092 0.151 0.711 4.163 
IC 0.198 0.512 0.277 0.226 1.214 4.376 
VS 0.396 0.512 0.555 0.453 1.916 4.232 
Total 0.990 1.253 1.064 0.943 4.249 16.892 
L-Max      4.223 
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Finally, measurement of alternative consistency of human 
criterion yields eigen factors of Perceived Technical 
Competence of IS Staff (PTCISS), Employees’ IS Knowledge 
(EISK), Clinical IT Experts (CITE), and CIO Innovativeness 
(CIOI) are 0.091, 0.153, 0.217, and 0.538 in order. 
Meanwhile, CI = 0.075 and CR = 0.083 (8.28%) were found 
and acceptance was confirmed. A strategic decision of human 
criterion is on CIO innovativeness with eigen factor = 4.545. 
Others are clinical IT experts, perceived technical competence 
of IS staff, and employees’ IS knowledge (see Table VII).   
TABLE VII.  COMPARISON OF ALTERNATIVES BASED ON HUMAN 
CRITERION 
Human 
Criterion PTCISS EISK CITE CIOI Total Summary 
PTCISS 0.091 0.077 0.072 0.135 0.375 4.100 
EISK 0.183 0.153 0.108 0.179 0.624 4.067 
CITE 0.274 0.307 0.217 0.108 0.906 4.182 
CIOI 0.366 0.460 1.083 0.538 2.448 4.545 
Total 0.915 0.998 1.480 0.960 4.352 16.894 
L-Max      4.224 
 
V. CONCLUSION AND FUTURE RESEARCH 
Research results were used to explore and determine sets 
of criteria and alternatives becoming priorities of innovation 
adoption of IS security. Through AHP Approach, the most 
crucial criteria are readiness and capabilities of the human to 
conduct such adoption and most crucial criteria with eigen 
factor 4.398 area readiness. However, the most essential 
alternatives are complexity, financial resources, intensity of 
competition, and CIO innovativeness with these respective 
eigen factors 4.326, 9.307, 4.376, and 4.545.  
All of these variables are principal criteria and, therefore, 
should be seriously concerned to adopt innovation of IS 
security especially for palm oil plantation industries in West 
Kalimantan Province. Orders of criteria and alternatives 
should be applied as they are name of  changes are allowed. 
Sets of criteria are inappropriate for other industries. This 
research can be enhanced through engagement of more 
specific respondents based on clusters of management levels 
in organizations. 
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Abstrac– This paper examines what influences 
Attitude towar usage (ATU) as the expectation of 
the application of Employee Information System 
(EIS) with high success rate, this research is 
observed through cognitive value using approach 
theory of information system success model DeLone 
and McLean Model (DMM) and affective value 
using the Human Resource quality theory (HRQ) 
and the Self-Efficacy (SE) model. The overall data 
was obtained by providing questionnaires to 
employees at the Higher Education and using 
WarpPLS and SEM as a method of analysis. This 
study found that, because the EIS was positioned as 
a compulsory system, our study showed that only 
Self-Efficacy would affect Attitudes toward the Use 
of EIS. The quality of human resources, as other 
Affective factors, has no effect on Attitudes towards 
usage of EIS. 
 
Keyword–Employee Information System, DeLone and 
McLean Model, Attitude toward Usage, Self-efficacy. 
 
 
I. INTRODUCTION 
News and information changing process from analog to 
digital format have been invading many Higher Education. 
Moreover, digitalization is a must, and it requires Higher 
Education to prepare the critical information system such as 
Communication and Information Service (CIS) which can 
simplify their employee's workload.  
 Employee Information Sistem (EIS) is a vital 
information system which built for reducing employee's 
workload to fix employee management issues.  In a short, 
Employee Information Sistem (EIS) can be used to raise 
employee's performance [1] [2] [3]. 
The previous scholar reported that many advantages 
could be obtained. However many studies show that some 
treatment should be performed. Therefore some research 
should be conducted before. Since applying EIS can be failed 
when it is utilized because there is retention from some 
employee who is doesn't able or doesn't want to re-learn 
something digitalized. Age and education background is an 
example of the understanding gap about EIS implementation 
at the Higher Education.  
This research is aimed to investigate the specific 
problems at implementing EIS. The structured point of view 
also is performed particularly about implementation EIS and 
the Higher Education, by using DeLone and McLean Model 
(DMM) theory [4] [5] which is modified by other researchers 
[1] [2] [3] [6] [7] [8] [9]. It is crucial and common to get an 
appraisal from an employee who is working with EIS at the 
Higher Education, so Attitude toward Ussage (ATU) has to 
be highlighted [10] [11] [12] [13] [14], especially for limited 
research in Higher Education. Shortly, is research is aiming 
for testing and analyzing empirical evidence about factors 
which influencing ATU to EIS. 
 
II. LITERATURE REVIEW 
At the beginning of the information success study, the 
system applied in the organization is commonly decided to 
succeed or fail to supply. In many research objects, there is a 
lot of evidence about successful information system applied 
research using ISS DeLone dan McLean model theory [4] 
[5]. ISS DMM is a model adoption framework to provide a 
definition of success in the application of IS that 
comprehensively covers many different perspectives to 
evaluate IS, then provides appropriate action 
recommendations [6] [7]. It is vital that Investation of 
Information Technology  (IT/IS) should be aligned to the 
operation in the organization. The owner expects that the 
goals of the implementation are achieved correctly. 
However, there are many problems IT/IS regarding 
investation of IT/IS in organizations, so the application of 
IT/IS fails. It is caused by retention of the user. The previous 
researchers show how important the examination of user's 
behavior. Furthermore, the user's behavior should be viewed 
as the usefulness and affective point of view. 
According to the problem of finding strong factors of 
IT/IS, many portions, particularly on the personal aspect, 
should be taken into consideration. This portion includes 
user's satisfaction about the system applied [15] [16], 
personal human resource qualities [17], the ability to believe 
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about their skill to finishing their works [18] [19] and their 
attitude about IT/IS applied. [10] [11] [12] [13] [14].  
According to the result of the previous researcher, this 
study is developed and performed. Furthermore, the some of 
them are used as a foundation of the model when the 
investigation is done. 
 
III. RESEARCH METHOD 
The variables compiled obtained from the results of the 
literature study are then built to become a hypothesis model 
seen in Figure 1, this process needs to describe variables and 
answer research questions, we use a quantitative data 
collection model. 
 
 
Pict 1. Research Model Hypothesis 
A. Survey Participant 
 Both primary and secondary data are used using Hair 
formula [20] and stratified random sampling method, we got 
100 respondents who are Higher Education employee. 
B. Measurement Scale 
Implemented success scale proposed by DeLone and 
McLean Model [4] [5] which in next situation is adapted by 
[1] [2] [6] [7]. At the measurement of ATU evolving 
research is done by [11] [10], so in the end, it has many 
variables which are concluded in this research using three 
reflective variables about ATU. 
C. Instrument 
As explained above, this research instrument is designed 
and built by modified DMM theory which makes 3 
supported variable of DMM which is information quality has 
five indicators; system quality has 5 indicators service 
quality has 5 indicators, and EUCS has 5 indicators. The 
modification used in this theory is by adding HR Variable 
which has 3 instruments and SE which has 5 instruments. 
The last one is ATU variable which used as an investigated 
variable in this research, it has 5 instruments. 
 
IV. RESULT AND DISCUSSION 
After the amount of the sample is determined, we spread 
the questionnaire, then the data collected is discussed and 
displayed in this part.  
A. Data Analysis 
In table 1 we display respondent's background summary 
that we collected from offline spreading by probability 
sampling technique and doing disproportionate stratified 
random sampling closure which producing 100 respondents. 
The amount of sample used here is the minimal sample 
amount which has counted before by Hair Closure [20]. 
Table 1. Respondent’s background 
Personal data % 
Age 
< 30 49 
31 until 40 20 
41 until 50 14 
> 50 17 
Gender 
Female 41 
male 59 
Education 
Doctorate 7 
Master 50 
Bachelor 39 
Senior high school 4 
Profession 
Campus officials 10 
Lecturer 48 
Staff 42 
Ability computer 
Distress 11 
Average 61 
Satisfying 28 
 
As we can see at table 1, the summary of respondent's 
background is mostly male by 59%, the average age of the 
respondents is 20-33 which is millennial age, where 
millennial generation in the digital era is a productive age 
for using and understanding Communication and 
Information technology well. The education background of 
our respondents get a perfect point by 50% respondents is 
post graduated, by average 48% respondents is lecturer who 
has a post-graduate degree and having the ability to using a 
computer for work as much as 61%. Self-efficacy or ability 
to feel able to complete the task of using a computer 
contributes fully in the process of collecting data obtained 
from interviews and questionnaires. So that we can conclude 
that the results of the respondents collected are suitable for 
research purposes. 
B. Measurement Model 
This research is using WarpPLS closure to doing 
evaluating and observing measuring instruments reliability 
and determining construct validation. Also determining 
significance level of a coefficient model to testing the 
hypothesis [21] [22] [23]. 
Tabel 2. Model Fit 
Figuring  Outcome  Perception  
Average path coefficient 0.296 Acceptance 
Average R-squared 0.357 Acceptance 
Average adjusted R-squared 0.345 Acceptance 
Sympson's paradox ratio (SPR) 1.000 Acceptance 
R-squared contribution ratio (RSCR) 0.987 Acceptance 
Statistical suppression ratio (SSR) 0.875 Acceptance 
Nonlinear bivariate causality direction ratio  0.938 Acceptance 
Average block VIF (AVIF) 1.948 Ideally 
Average full collinearity VIF (AFVIF) 2.730 Ideally 
Tenenhaus GoF (GoF) 0.485 Ideally 
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Tabel 3. Combined loadings 
InQ SyQ SeQ EUCS HR SE ATU 
InQ1 0.823 
InQ2 0.831 
InQ3 0.840 
InQ4 0.834 
SyQ1 0.739 
SyQ2 0.773 
SyQ3 0.807 
SyQ4 0.761 
SyQ5 0.776 
SeQ1 0.813 
SeQ2 0.806 
SeQ3 0.824 
SeQ4 0.791 
SeQ5 0.743 
EUCS1 0.792 
EUCS2 0.861 
EUCS3 0.765 
EUCS4 0.775 
EUCS5 0.755 
HRQ1 0.830 
HRQ2 0.834 
HRQ3 0.757 
SE1 0.759 
SE3 0.877 
SE3 0.801 
ATU1 0.876 
ATU2 0.861 
ATU3 0.893 
ATU4 0.793 
ATU5 0.904 
 
In table 2 and 3, to set multi-colinearity from the 
collected,  we do observation by using Average Full 
Variance co-linearity Inflation Factor (AFVIF) [24] [25]. By 
observing AFVIV, we get 2.98 points which means if 
AFVIF points are below 3.3. Accordingly, there is no multi-
collinearity in the hypothetical model. Moreover,  the used 
data have no bias. It is important to notice that in table 2, the 
score gained by APC, ARS, and AARS is accepted, and 
another important point is AFVIF and GoF is fulfilled by the 
model. In figure 3 combined loading is presented as a 
validation measurement with the terms> 0.70, from all 
available indicators that meet confirmatory research testing. 
Table 4 is the outer from Latent Variable Coefficients 
which giving the results about the critical point from R-
squared, Composite reliability, Cronbach's alpha, Average 
variances extracted, and Full collinearity VIFs. R-squared 
point gained is concluded as every endogen variables are 
accepted and also suitable for the rules agreed in the R-
squared coefficient point which has been customized is 
above 0.02 [26] [27]. 
Tabel 4. Latent Variable Coefficients 
  InQ SyQ SeQ EUCS HR SE ATU 
R-squared 
coefficients    0.756 0.210 0.425 0.038 
Adjusted 
R-squared 
coefficients    
0.749 0.194 0.419 0.018 
Composite 
reliability 
coefficients 
0.900 0.88 0.896 0.892 0.849 0.854 0.937 
Cronbach's 
alpha 
coefficients 
0.787 0.83 0.855 0.849 0.732 0.743 0.916 
 
In the CR and CA point we got the suitable point which 
is CR and CA point is as much as or above 0.6-0.7 [20] [28] 
[29]. Meanwhile, the other important point is AVE get a 
good point which makes it acceptable and the research can 
be continued as well. This means that in Table 4 it provides 
a numerical explanation that the reliability of the question is 
considered capable of representing the respondent's will and 
the variables used are considered appropriate to explain the 
model 
Table 5. Correlation Variable 
InQ SyQ SeQ EUCS HR SE ATU 
InQ             
SyQ             
SeQ             
EUCS 0.241 0.360 0.155      
HR    0.205   0.005  
SE    0.425    
ATU     0.003 0.035  
 
  Effect size [22] [23] is the part to explaining the impact 
caused by testing important parameter. Referring to effect 
size, Cohen categories (1988) stated that there are 4 effect 
size categories, i.e. weak d=0.00-0.10, medium d=010-0.25, 
strong d=0.25-0.40, and very strong d= >0.40.  Furthermore, 
we can see an effect sizes on Table 6, i.e., variable InQ →
EUCS, variable SyQ →EUCS, and effect size variable SeQ →
EUCS, by means the connection between SyQ and EUCS is 
make the strongest connection between three exogen 
variables. 
Table 6. Result Hypothesis 
H Correlation β P  Result  
H1 InQ → EUCS 0.316 <0.001 Support 
H2 SyQ → EUCS 0.441 <0.001 Support 
H3 SeQ → EUCS 0.202 0.025 Support 
H4 EUCS → HR 0.447 <0.001 Support 
H5 EUCS → SE 0.652 <0.001 Support 
H6 SE → HR 0.017 0.451 Not Support 
H7 HR → ATU -0.094 0.186 Not Support 
H8 SE → ATU 0.203 <0.001 Support 
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 In the other side, the role of EUCS variable to 
influencing variable HR and variable SE, variable EUCS has 
the more significant impact to variable SE with effect size 
score as much as 0.425 compared by its impact to HR which 
gaining effect sizes score as much as 0.205. By this, we need 
to pay more attention to the connection between EUCS and 
HR variable. 
 Table Result of Hypothesis Testing is explaining the 
connection between exogen variables, moderating variables, 
and endogen variables. To make it more comprehensive, we 
display it also in Results of Evaluating Model Hypothesis 
picture. It has been discussed before that H1 has a positive 
impact and also influencing, empirical evidence between InQ 
→EUCS shows that H1 point is (β =0.32, p<0.01) which 
means H1 is acceptable. 
 Further, H2 is positive and giving the impact also; 
empirical evidence shows that the connection between SyQ 
→EUCS showing the H2 point is as much as (β =0.44, 
p<0.01) which means H2 is acceptable. Further, H3 is 
positive and giving impacts, the empirical evidence between 
SeQ →EUCS shows the score of H3 is as much as (β =0.20, 
p<0.01) which means H3 is acceptable. 
Further, H4 is positive and giving impacts, the empirical 
evidence between EUCS→HR showing the result H4 point 
as much as (β  =0.45, p<0.01) which means H4 is 
acceptable. Further, H5 is positive and giving impacts, the 
empirical evidence between EUCS→ SE is showing the 
score H5 is as much as (β =0.65, p<0.01) which means H5 is 
acceptable.  
In H6, it’ s positive and giving impacts also, the 
empirical evidence is showing the connection between SE→
HR is showing H6 score as much as (β =0.02, p<0.45) 
which means H6 is not acceptable. Further, H7 is positive 
and giving impacts also, the empirical evidence between the 
connection of HR→ATU showing H7 score is as much as (
β =-0.09, p<0.19) which means H7 is not acceptable. H8 is 
positive. It implies that SE will influence ATU.  The 
connection of SE→ATU is reflected by H8. Since, the result 
H8 point is (β =0.20, p<0.01), it means that H8 is acceptable. 
From the explanation that has been done before, the 
following is a picture from the calculation of the model 
using the WarpPLS 5.0 tool. 
 
 
Pict 2. Results of Evaluating Model Hypotesis 
C. Findings and Discussion 
The critical result of this research is how DMM theoretic 
models [4] [5] can give the impacts to Attitude toward 
Usage (ATU).  This result is established by observing the 
affective point, i.e., Human Resource Quality (HRQ) [17] 
and Self-Efficacy (SE) [18]. Both of them is derived from 
Technology Acceptance Model Theoretical Model (TAM) 
[12] [13] [14].  
There is no previous research which is focused on 
developing countries such as Indonesia particularly on 
discussing the impact of the use of Employee Information 
System (EIS) DMM to HR, and  SE and finally at ATU. 
This research's result is in line with the previous result 
especially the scientific contribution concerning user 
satisfaction when they use Information System [1] [2] [3] 
[9]. This study shows that the perception of system quality, 
information quality, and service quality experienced are the 
important factors in the point of view the user. In the end, 
these factors can be used to encourage the employees to 
reach the satisfaction while using EIS as work tools. Another 
finding of this research, the connection between HR and SE 
is proven, and they have significant impacts. This research's 
result is in line with the previous result [1] [2] [17]. 
At the other observation from this research’s results, we 
find that the connection between SE is not determining of 
human resource quality is raising and also HR that proven 
that has not many impacts to ATU which means an 
employee doesn’t need higher educational level only to use 
mandatory EIS system. It is different than SE which have the 
specific contribution to ATU, SE is having significant 
impacts scoring and also tent to be useful to expand, which 
means a confident employee can finish their works is giving 
the contribution to successful implied EIS. 
 
V. MANAGERIAL IMPLICATIONS 
In general, the study found that computer user 
satisfaction and Self-Efficacy had a positive relationship 
with Attitudes to Use, but specifically Self-Efficacy was the 
most dominant effect on attitudes toward use. Therefore, the 
Higher Education that will implement our EIS is very 
supportive to be able to pay attention to the Employee's Self-
Efficiency, just as providing EIS pre-implementation and 
training implementation as a self-development program that 
is implemented periodically The self-development can be 
programed such as increased confidence, increased computer 
skills, and increased knowledge about IT / IS will greatly 
assist employees to improve Self-Efficacy and ultimately 
enhancing the Self-Efficacy capability in employees greatly 
fosters development Higher Education. 
 
VI. CONCLUTION 
Investigation of human factor in the evaluation using the 
DeLone and McLean model is still interesting. In our 
research, Affective factor is one of human variable, which is 
closed to DMM model. Furthermore we find that there are 
two affective factors in DMM i.e. self-Efficacy and Human 
resource quality. Since EIS is positioned as a mandatory 
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system, our study shows that only Self-Efficacy which will 
influence the Attitude toward Usage of EIS. Human resource 
quality, as the other Affective factor, has no influence to 
Attitude toward Usage of EIS. 
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Abstract— Today the use of Information Technology (IT) in 
business is a must since IT is useful to obtain competitive 
advantage. It can be achieved by alignment of IT and business, 
which is performed by developing a good IT infrastructure. 
Higher educational organization is one of business which 
requires competitive advantage to compete with their 
competitors. However, there are some problems encountered.  
These include the lack of a systemic approach to IT 
implementation, the lack of awareness to use IT, the lack of 
commitment and the leader's interest to implement IT, the 
weakness of technical support for IT implementation, poorly 
targeted staff development, lack of ownership and insufficient 
funds. Furthermore, an evaluation is need to determine the 
condition of IT infrastructure problems to deal with issues 
faced by a higher education organization. Balanced Scorecard 
is potential framework for analyzing IT infrastructure since it 
is one of the well-known performance measurements which 
embrace the important aspect in business. To do performance 
evaluation in the IT of higher education organization, Balance 
Scorecard perspective needs to be customized since IT division 
is more likely to serve internal rather than external parties 
commonly. The results of this study are expected to give an 
illustration of the state of IT infrastructure governance of 
higher education according to four perspectives in IT Balanced 
Scorecard. Based on this illustration, it can be identified 
critical recommendation to IT Infrastructure governance in 
higher education. 
Keywords— Improvement; IT Infrastructure; Governance;  
IT Balanced Scorecard; Higher Education 
I. INTRODUCTION  
Information Technology has been widely used by many 
parties such as organizations, institutions, companies, 
educational institutions, and so on to support its business 
processes. Information and business technologies are closely 
related, and an institution cannot be a competitive institution 
if Information Technology and business are not aligned [1]. 
The alignment between business and Information 
Technology has proven to have a positive relationship to the 
performance of an institution [2]. 
Information Technology occupies a vital position in the 
process of economic globalization and is a necessity in 
every developing country [3]. In Education, Information and 
communication technologies can facilitate education and 
teaching and learning processes [4]. In the implementation 
of teaching and learning process, administration, and all 
academic activities within the university, good IT 
infrastructure is required. The quality and quantity of 
infrastructure need to be considered for improvements in 
productivity and efficiency [5].  
In developing countries, generally, there are some 
problems related to the application of IT infrastructure in 
higher education. These include the lack of a systemic 
approach to IT implementation, lack of awareness to use IT, 
lack of commitment and the leader's interest to implement 
IT, lack of technical support for IT implementation, poorly 
targeted staff development, lack of ownership and 
insufficient funds [6]. An evaluation is needed to find out 
what specific issues faced by an educational institution in 
the governance of its IT infrastructure.  
There are various frameworks that many previous 
researchers have found to measure performance, but their 
effectiveness depends on how qualitative and quantitative 
perspectives are handled in the relevant context [7]. Kaplan 
and Norton introduced the Balanced Scorecard as a 
performance measurement. The purpose of the method is 
not only limited to make financial evaluation alone but also 
to measure an important aspect of the business, such as 
customer satisfaction, internal processes, and the ability to 
innovate [7]. Martinsons et al. in [8] suggested that the four 
Balanced Scorecard perspectives need to be modified to fit 
the IT performance. They argue that a company's IT 
division usually serves more internal rather than external 
parties and the project is intended for the benefit of both end 
users and organizations as a whole. 
Based on the above considerations, then selected IT 
Balanced Scorecard as a framework that used for analysis of 
IT infrastructure at Higher Education. This research used 
some Key Performance Indicator (KPI). KPI is the measures 
used to realize the goals that have been determined. KPIs 
typically include capability indicators, implementation, and 
IT resource capabilities [9]. This research resulted in 
exposure to the state of IT infrastructure in higher education 
according to the four IT Balanced Scorecard perspectives 
such as Corporate Contributions, User Orientation, 
Operational Excellence, and Future Orientation [10]. This 
was known by the points obtained for each KPI in each IT 
BSC perspective. By using these points, it could be broken 
down which KPI that earned good or bad points. These 
results would be justified by interviews with IT divisions so 
it could be sorted out several aspects from four IT BSC 
Perspectives that need to be improved. The main 
contribution of this research is constructing managerial 
implication for IT Infrastructure in private higher education 
based on justification result. Managerial implication 
contains some recommendations to IT Infrastructure 
governance for private higher education. 
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The paper proceeds as follows. In the following section, 
we first present the Balanced Scorecard application to 
various institutions such as profit and non-profit or 
educational institutions. Also Balanced Scorecard that 
applied to IT Problems called IT Balanced Scorecard. Then, 
the methodologies used in this research. Following that, 
result and discussions that consist of result of IT 
Infrastructure of private university assessment using IT 
Balanced Scorecard and Report and findings analysis. The 
next section is Managerial Implication containing 
recommendations for findings in IT Implementation in 
private university. The last section is the conclusion of this 
research. 
II. LITERATURE REVIEW 
Performance and management measurement is the heart 
of an organization that wants to be looked transparent, 
efficient, effective, and successful in its operations [11]. 
Performance measurement is developed as a means to 
monitor and maintain organizational controls to ensure that 
an organization can execute strategies that lead to the 
achievement of overall goals [12]. One of the tools for 
performance measurement that is widely used by researchers 
in the world is the Balanced Scorecard. The Balanced 
Scorecard developed by Kaplan and Norton allows managers 
to view business from four essential perspectives [13]. Such 
perspectives include customer perspective, internal 
perspective, innovation and learning perspectives, and 
financial perspective. Combining these four perspectives, the 
Balanced Scorecard helps managers understand relationships 
to go beyond traditional notions of functional boundaries and 
lead to better decision-making and problem solving [13]. 
Balanced Scorecard is widely applied in companies or 
institutions that are oriented to profit, but do not rule out 
applied to non-profit organizations or educational 
institutions. The University as an educational institution 
requires appropriate tools and models to ensure the bounded 
plans and processes and the effectiveness of graduates into 
the world of work to demonstrate university performance 
[14]. There are several studies in the implementation of 
Balanced Scorecard in education such as research conducted 
by [15] applying Balanced Scorecard for business school and 
resulted in finding that Balanced Scorecard approach is 
suitable for high education situation and allow alignment of 
various sizes with the mission and unique strategy. 
Hladchenko in [16] compares the application of the Balanced 
Scorecard to higher education institutions in Austria and 
Germany and concludes that the Balanced Scorecard 
provides a systemic view of strategy for institutions. BSC 
ensures a full complex framework for strategy 
implementation and control and sets the ground for further 
learning in institutional strategic management processes by 
the "plan-do-check-action" scheme. Philbin in [17] 
conducted a study to identify how university management 
can be improved by applying performance measurements 
with the Balanced Scorecard. The university feels the 
benefits of a scorecard report that provides specific 
information for institutional research development and 
teaching capabilities and this has an impact on improvements 
in the decision-making process. The Balanced Scorecard is 
also applied in schools in Iran and concluded that the 
application of BSC compared to other strategic planning 
models is more effective and efficient for solving the 
problems of educational organizations [18]. 
Balanced Scorecard is also applied to IT problems. The 
IT division within an organization typically provides services 
for the internal organization, and it makes IT Balanced 
Scorecard (IT BSC) slightly different from the usual 
Balanced Scorecard. Grembergen and Bruggen introduced 
the IT BSC consisting of four perspectives: User Orientation, 
Operational Excellence, Future Orientation, and Business 
Contributions. 
 
Fig. 1. Comparison of Balanced Scorecard with IT Balanced Scorecard 
(Grembergen and Bruggen, 1997) 
Each perspective in the IT BSC should be translated into 
metrics and measures that can assess the current situation. 
This assessment process should be periodically reproduced 
and coordinated with pre-set objectives. The important thing 
about IT BSC is that in IT BSC the cause and effect 
relationship is built and the connection between two types of 
measurement such as output measurement and performance 
drivers is clarified [7]. 
III. METHODOLOGY 
The institution to be analyzed was one of the private 
universities in Yogyakarta, Indonesia named Universitas 
Atma Jaya Yogyakarta (UAJY). UAJY was chosen because 
it was one of the popular private universities in Indonesia 
and the IT implementation represent the implementation of 
IT infrastructure governance in higher education. Research 
methodologies used in this research shown in Figure 2 and 
explained as follows: 
1) Organization/Institution Analysis  
This research began with the analysis of institutions to 
be studied. This analysis is started by determining the Key 
Performance Indicator (KPI) for each IT Balanced 
Scorecard Perspective. The analysis involved identifying the 
aspects to be measured in each balanced scorecard 
perspective. Each measured dimension would be used as a 
KPI.  
2) Literature Studies and Determining KPI 
To facilitate the determination of KPIs, besides studying 
the institutions to be analyzed, also by looking for similar 
research that had been done by previous researchers. KPIs 
used in this research was determined by comparing previous 
literature studies related to this study. The KPIs for each of 
the perspectives were adapted from [19]. 
3) Data Collection  
After determining KPI for each perspective, each KPI 
was converted in the form of questionnaire question which 
then distributed by convenience sampling method to 30 
respondents consisting of staffs and lectures from various 
faculties and units in UAJY. Not only with questionnaires, 
but data collection was also conducted by interviews with IT 
Head, deputy head of IT User Services Department, several 
staffs, and lecturers.  
4) IT Infrastructure Analysis using IT BSC 
The results of the questionnaire were used to build the IT 
BSC that would be analyzed and combined with the results 
of interviews to obtain the results of the analysis. IT BSC 
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was developed using Balanced Scorecard online tool. IT 
BSC analysis produced IT BSC Report. 
5) Report and Finding Analysis 
IT BSC Reports were then analyzed and matched the 
results with findings from the questionnaire results and 
interviews with IT Head, deputy head of IT User Services 
Department, several staffs, and lecturers. 
 
Fig. 2. Research Methodologies 
6) Managerial Implication 
Analysis of reports and findings is classified which were 
positive and negative. The positive things found should be 
kept, while the negative ones must be corrected. These two 
resulted in suggestions and recommendations for governance 
of IT infrastructure in the future. 
IV. RESULT AND DISCUSSION 
A. Results of Assessment with IT Balance Scorecard 
Table 1 shows IT Balanced Scorecard report that was 
generated from questionnaire result. We can see value from 
each perspective and KPIs. Perspective value ranged from 1-
100%, while KPIs from 1-5. The higher the value, the higher 
or better the value for the perspective or the related KPI. 
From the report in table 1, it can be seen that the perspective 
that obtains the best or most significant result is the corporate 
contribution and the smallest or the worst is the future 
orientation 
KPI with the most significant value is the Business Value 
of IT Unit, and the lowest is the skill of IT employees. This 
report will be adjusted to the existing findings and analyzed 
the cause with information from the interview. It is done to 
obtain suggestions for improvement and what needs to be 
maintained and improved for better performance in the 
future. 
TABLE I.  IT BALANCED SCORECARD REPORT 
Indicator Desc Value Target 
Perspective Corporate Contributions 70,00% 
IT Cost Control  KP-1 3,73 5 
IT and Business Goals KP-2 3,6 5 
Business Value of IT Function KP-3 4,17 5 
Effectiveness of IT Unit KP-4 3,7 5 
Total performance in group 70,00% 
Perspective  User Orientation 66,04% 
Product quality OP-1 3,67 5 
User Contribution OP-2 3,53 5 
User Satisfaction OP-3 3,5 5 
User Interaction with IT Unit OP-4 3,87 5 
Total performance in group 66,04% 
Perspective  Operational Improvement 67,29% 
Effectiveness of app development PO-1 3,47 5 
System Maintenance Intensity PO-2 3,7 5 
Effectiveness of Service Functions PO-3 3,87 5 
Repair Accuracy PO-4 3,73 5 
Total performance in group 67,29% 
Perspective Future Orientation 59,58% 
Training Budget for IT personnel OM-1 3,33 5 
IT Personnel Expertise OM-2 3,30 5 
The budget for IT R&D  OM-3 3,33 5 
IT Product Innovation OM-4 3,57 5 
Total performance in group 59,58% 
Total performance in IT Scorecard 66% 
B. Report and  Findings Analysis 
The results of IT BSC report were then justified by 
interviews with some related parties such as the head and 
deputy head of IT Division as well as some staff and 
lecturers in UAJY. 
1) Corporate Contribution  
For Corporate Contributions perspective, there are some 
KPIs such as IT Cost Control, IT and Business Goals, 
Business Value of IT Function and effectiveness in IT Unit. 
Corporate contributions are embodied in IT Division’s 
strategic plan. There are four focused Strategic Plan of IT 
Division, including: 
1. Improve supporting facilities of Technology-Based 
Learning Activities. The indicator has not established yet 
but what is done now is optimizing the use of Learning 
Management System (Moodle), then improving the WIFI 
coverage, so that the learning process more convenient. 
2.  Improve integrated university administration services. 
This action is done through the internal systems of UAJY 
such as SIKEU, SISPRAS, SPKP, and others. The indicator 
of success is that all built systems can be used maximally. 
3. Increase infrastructure such as internet reinforcement, 
building connections, and server capabilities. 
4. IT Human Resource Development which performed 
regularly by training and certification. 
IT cost control has been done through the UAJY 
Financial Information System called Sistem Informasi 
Keuangan (SIKEU). Based on [20], an effective Cost 
control system should comply with cost control framework 
that consists of three criteria:  
a. Systematic and detail Work Breakdown Structure 
(WBS) 
WBS used for cost control must follow a systematic 
structure. Activities should be partitioned into easy-to-
manage elements so that budgets and expenses can be 
easily controlled. Besides, WBS must also be broken 
down into various depth levels. The depth level can be 
made into three levels.  
b. Proper Cost Code 
The cost code used in a system must be flexible, 
following the WBS and accounting code. The cost 
structure code should have the ability to tackle the 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
367
things that increase in the future. Besides the cost code 
must also be adjusted with the WBS and accounting 
code.  
c. Employ Earned Value Concept 
Earned value is the performance measurement to report 
the status of a project regarding both cost and time on a 
given date. By employing the earned value concept, 
cost status at given progress can be identified. By 
identifying the cost status, management can obtain 
information about the total actual expenditure of each 
item under the predefined budget.  
Based on observations and interviews with SIKEU users, 
SIKEU has met the three criteria of cost control framework 
above. However, the users still complain caused by the bug 
of the system, such as: 
a. Error in system navigation links so the user should re-
login to continue their process,  
b. Bug regarding deleting data since when the user wants 
to delete one data all of the data are deleted 
c. the input process is difficult to be performed caused 
the data should be inputted one by one.  
For IT Investment, it has been in line with existing 
budget in SIKEU, but it has never been held a calculation 
about benefits and profits of IT implementation in UAJY. 
The obstacle of the investment is that the technology used 
by IT Division is still relatively new, so it feels quite 
expensive. Beside that, the budget for the technology is 
limited, and the investment process is long enough.  
2) User Orientation 
For User Orientation perspective there are some KPIs 
such as Product Quality, User Contribution, User 
Satisfaction, and User Interaction with IT Division.  
To gain user satisfaction, IT Division always strives to 
make quality products.  Products produced by IT Division 
are tailored to the needs of users. Applications that have 
been made include:   
a. for staff and lecturers: SIKEU (finance information 
systems (IS)), SIMKA (personnel IS), SPKP (employee 
performance appraisal IS) in which there is a presence 
system with a fingerprint, and ATMAREWARDS 
(rewards for the use of e-learning sites). 
b. for students: SIATMA (academic IS), SIKMA (student 
IS), and ATMAREWARDS 
c. for external and alumni: PMB Online (admission IS), and 
SIMPONI (alumni portal IS). 
From the user side, users feel helped by the SIKEU, 
fingerprint Presence Systems, and other applications created 
by IT Division. This condition is proven since there are only 
10% of respondents who feel that the application produced 
by IT Division has not suitable with their needs.  
 When the application is developed, users are involved to 
ensure the quality of the systems. The user involvement 
embraces to various management level, from staff up to 
managerial level. During the development process, users are 
always included in each stage of application development so 
that the quality of the application is maintained and the 
resulting application can be defined as user preferences. 
Before the application developed, interviews were done to 
the user about the expected specifications and functions of 
the system. After that, the application is developed until 
completed. Subsequently, it is tested to the user to get 
feedback. Improvements are always made based on user’s 
feedback until the user feels that the system is ready and fit 
by their wishes.  
Constraint related to the user is that some users are 
reluctant to switch to the new system because they are 
comfortable with the old system. The problem about new 
technology is although new technology mainly succeeded in 
delivering managers’ desired sense to the change process, 
generating engagement and spirit, it did so while provoking 
a sense of frustration and anxiety with the technology itself 
[21]. This condition happens at SIMKA. Users still feel 
comfortable to use old system although the old system used 
has not been integrated with other systems that exist in the 
university, and its functions are not complete compared to 
the system that has been developed by IT Division.  
In addition to system development, user interaction with 
IT Division occurs in handling customer complaints. 97% of 
respondents feel that users can quickly obtain answers from 
complaints or questions in the use of existing systems, 
through helpdesk (ksi.uajy.ac.id/helpdesk) with a response 
speed within 24 hours assisted by student staff team. 
3) Operational Improvement 
For Operational Improvement perspective, there are 
some KPIs such as Effectiveness of application 
development, Systems maintenance facility, Effectiveness 
of service function, and Repair Accuracy. Based on the 
questionnaires, only 10% of users were dissatisfied with the 
system developed by IT Division. This situation proves that 
system development has been effective, but still needs some 
evaluation about what makes users dissatisfied.  According 
to Helpdesk, 97% of users are satisfied with the complaint 
response or IT Helpdesk. To improve the quality of service 
to the user, IT Division uses helpdesk information system 
based on a ticket system. Any User Repair / Request Advice 
will be provided with a unique ticket number that can be 
used to monitor progress and follow-up provided online. IT 
Division delivers complete archives and history of all User 
Repair / Suggestions. Submitted forms on hours and days of 
work will be responded to promptly on the hours of the 
working day, while forms submitted outside of these hours 
will be handled at the earliest on the next business day. IT 
Helpdesk guarantees maximum problem resolution within 
48 hours or 2 days from the time of the complaint. Not only 
fast, but improvements made by the IT team are also 
accurate and effective according to the problems 
experienced by users.  For complaints that related to other 
units, IT Division will give it to another unit. Complaints 
are also documented in regular reports per month. 
Maintenance that has been done tends to improve if 
there is something problematic. Maintenance is done based 
on the unit request. Examples of maintenance were done 
when the server down, then identified the cause because it 
turns out quite a lot of users. The solution was to replace or 
add the server. If there was damage to the goods and must 
be replaced or add new, it was not the responsibility of IT 
Division, but the procurement part. 
4) Future Orientation 
For Future Orientation perspective, there are some KPIs 
such as Training Budget for IT Personnel, IT Personnel 
Perspective, Budget for Research and IT Development, and 
IT Product Innovation. IT Personnel Expertise is good 
because IT personnel followed rigorous selection before 
they accepted to work and they always get training 
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routinely. The conducted training for IT Personnel is done 
sufficiently as it is targeted and as it is required. Training 
budget is affordable by the provided budget at SIKEU. 
IT Division's staff are spread in every faculty and library 
to help and support IT in every unit in UAJY. What remains 
an obstacle is the lack of staff.  
Innovation and development are always pursued by IT 
Division, and its budget comes from the research budget of 
LPPM (Research unit in UAJY). The innovation of IT 
products still exists and begins with informal research using 
the latest technologies.  
From justification above, can be sorted out several 
aspects from four IT BSC Perspectives that need to be 
improved to form recommendation to management. Aspects 
that need to be improved such as calculation about benefits 
and profits of IT implementation, users’ complaints about 
system’s bugs., users that comfortable with old systems so 
that they do not want to use new systems, the use of new 
technology that considered expensive, and the lack of IT 
staff. Beside drawbacks above, there are some aspects that 
have done well such as good IT cost control, consistency  to 
use new technology, consistency to make sure product’s 
quality, and effective and fast user complaints handling. 
In the next section, managerial implication is constructed 
based on the above drawbacks and what have been done 
well in IT Implementation in UAJY. Managerial implication 
contributes recommendations to management for 
highlighted aspects explained before. 
V. MANAGERIAL IMPLICATION 
From the findings for each of the perspectives, then it is 
known things need to be improved and maintained in the 
implementation of UAJY's IT infrastructure governance. 
Things that need to be maintained include: 
1) IT Cost Control 
IT cost control has been done very well using SIKEU. 
All expenses for IT division and even all units in UAJY 
have been registered and used by the budget listed on 
SIKEU. Good cost control will make the effectiveness of 
budgetary usage thereby reducing the possibility of wasted 
costs that should be allocated to more productive things. 
Some recommendation for cost control system (SIKEU) are: 
a. Evaluate the use of SIKEU regularly either by 
spreading questionnaires or by interviewing some 
random users. 
b. Perform technical improvements by user's 
complaints  
c. The addition of automatic data input feature with 
import excel or csv file so that user can enter some 
data at once with the provided format. 
2) The use of new technology 
IT Division always tries to use new technology in every 
developed product. Recommendation for this usage are: 
a. Before using new technology, it must be ensured in 
advance that the technology can truly support and 
contribute more value on the built services, so the 
technology used can be beneficial and not just a waste 
of money. 
b. The use of new technology should be accompanied by 
regular training of staff related to the new technology 
to be used.  
3) Quality products 
IT Division always strive to create quality IT products 
and services. Recommendations of product quality include 
a. Retaining user involvement in every phase of 
information system development. User involvement is 
critical to maintaining the quality of a product 
especially when the product has been launched and 
used by users in general.  
b. Always make improvements according to user input. 
Feedback from users during product creation will 
minimize the possibility of complaints and changes as 
well as add functionality when the product is 
launched.  
4) Effective and fast user complaints handling 
Besides the good things that need to be maintained 
above, there are some things that should be taken into 
consideration, i.e.:  
1) The indicator has not established for strategic plan 
especially Improving supporting facilities of Technology-
Based Learning Activities. 
Some recommendations are: 
a. Should be created an indicator of success for the 
strategic plan of the improvement of technology-based 
learning support facilities to spur and become the 
motivation to achieve the target.   
b. Indicator created can be used to facilitate evaluation 
because the evaluation points have been identified. This 
indicator can make management know things that are 
lacking and need to be improved or upgraded from a 
strategic plan.  
2) Calculation of the benefits and profits of IT 
implementation in UAJY has never been done. 
Some recommendations are: 
a. Benefit and profit calculations should be created to 
measure the success of IT implementation. The results of 
the calculations can be used to determine the 
achievement in the short, medium, or long term. 
b. Calculation result could be used to determine the steps 
and strategies to be taken whether it is in line with the 
goals and vision and mission of IT Division. 
3) The technology used by IT Division is still relatively 
new, so it feels quite expensive. 
In the use of new technology, the most important thing is 
to ensure maximal perceived benefits. Some 
recommendations are: 
a. Before deciding the use expensive technology, 
consideration should be given to the advantages and 
disadvantages of using the technology. Should be 
considered if the price of the implementation of the 
technology is high but the benefits are good for 
institutional progress,   
b. Making price comparisons from some suppliers of the 
technology to be used. Choose a supplier or vendor 
that provides the best price and warranty. 
c. Should be given understanding to other parties 
authorized for monitoring/controlling the budget to 
understand that the implementation of the new 
technology will indeed contribute and bring positive 
impact to the institutional progress. 
4) Some users are reluctant to switch to the new system 
because they are comfortable with the old system. 
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The key to successful application utilization apart from 
product quality is also found in the successful socialization 
of its use. Recommendation to this aspect is: 
a. To convince and encourage every user such as staff, 
lecturers, and students is required exemplary and 
influence from the leader. Leaders must be able to give 
a strong influence so that all parties under it are also 
encouraged to use information systems developed by 
the IT division. 
5)  Lack of IT staff. 
Related to the lack of staff at IT Division, there are 
several recommendations: 
a. It is expected to ensure the number of staff by the 
needs of IT Division both with proper division of tasks 
so that there is no overlap, or with recruitment. 
b. For recruitment can be done by requesting the HR 
Division to be able to prioritize hiring for IT staff so 
that they can immediately obtain staff without reducing 
the process of recruitment itself.  
The above recommendations were made in accordance 
with what is need to be improved (drawbacks) and what is 
need to be maintained (good things) known from points 
obtained for each KPI in each IT BSC perspective justified 
with interview result. Recommendations were constructed in 
detail and adjusted with higlighted drawbacks and positive 
things found in IT BSC result. Recommendations would be 
managerial implication for IT Infrastructure governance in 
private higher education. 
It is required awareness from various parties to the 
implementation of IT in UAJY. Not only the IT division 
alone improves itself, but must also be accompanied from 
the awareness of other related units and which used systems 
from the IT division. 
VI. CONCLUSION 
The governance of IT infrastructure in UAJY has been 
analyzed using IT Balanced Scorecard. This research 
resulted in several points obtained for each KPI in each IT 
BSC perspective. From these points could be broken down 
which KPI is good and bad. Next process was justifying and 
analyzing each KPI result with interview with IT Division. 
From the results of the analysis found some things that need 
to be maintained and upgraded from IT Infrastructure 
governance in UAJY. The overall result of IT Balanced 
Scorecard for IT governance in UAJY is good with 66% 
value. Some things that need to be maintained and improved 
based on the result of Balanced Score Card analysis, such as 
IT Cost Control, The use of new technology, Quality 
products, User engagement in app development, and 
effective and fast user complaint handlings.  Other than that, 
things to note such as Indicator has not established for 
strategic plan especially Improving supporting facilities of 
Technology-Based Learning Activities; Calculation of the 
benefits and profits of IT implementation in UAJY has 
never been done; Technology used by IT Division is still 
relatively new, so it feels quite expensive; and some users 
are reluctant to switch to the new system because they are 
comfortable with the old system. 
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Abstract— Cloud-based m-retail application is commonly 
used by internet retailers and cyberpreneurs for conducting 
online business operations. The emergence of third-party e-
commerce platforms along with incentives from Malaysian 
government has easily enabled the utilization of mobile 
marketplace app among both Malaysian sellers and customers. 
As m-retail has just started to gain attention in Malaysia, more 
works must be done to overcome the academic research 
limitations in terms of technological and non-technological 
perspectives. Meanwhile, textile and apparel products are 
among the most popular to be sold via the internet in addition 
to the growing number of related businesses. The uses of latest 
technology such as cloud-based mobile-retail application may 
help business owners to sustain for business survival. In 
designing a mobile applications for specific users, a thorough 
investigation must be performed. A conceptual framework of 
the apps might be helpful in providing a general overview of 
required elements for developing a successful mobile-retail 
applications. Extensive literature reviews, qualitative analysis, 
interviews and questionnaires have been conducted in 
designing and validating the proposed framework. The 
analysis results shows mean values from the survey are > 3.5 
for the core element variables in this research. Thus, the 
statistical analysis validation results indicates the importance 
of the element as the fundamental component for the proposed 
framework. Therefore, this paper intends to propose a 
conceptual framework of cloud-based mobile-retail application 
specifically to be used by textile cyberpreneurs which might be 
helpful for related key players.  
Keywords— mobile retail; mobile application; cloud-based 
mobile application; textile cyberpreneurship; conceptual 
framework.  
I. INTRODUCTION 
Internet retailers are facing new challenges in conducting 
business nowadays. Apart from using common websites to 
sell their products, they are now given a few other choices of 
retail platforms to engage with potential customers. As 
mobile devices are greatly used nowadays for multiple 
purposes, the internet retailers must take advantages of this 
phenomenon to expand their business opportunities and 
engage in mobile retail (m-retail) activities. Textile and 
apparel products are among the most popular to be sold in 
Malaysia via the internet [1]. Some of the well-known textile 
brands have managed to create their own mobile applications 
for selling purpose while some others have utilized the 
existing mobile marketplace applications that are provided 
by third-party electronic commerce (e-commerce) merchants. 
The basic functionality of these applications or apps is to 
enable the sellers to promote and sell their products, while 
the customer may use them to search and buy the required 
items from the seller.   
In Malaysia, the e-commerce and mobile commerce (m-
commerce) technologies have always been encouraged to be 
scrutinized and utilized by Malaysian entrepreneurs. 
Malaysian government has offered various incentives that are 
related to empower the usage of latest information and 
communication technologies (ICT) among businesses which 
include e-commerce and digital entrepreneurship industries 
[2]. The microentrepreneurs and small and medium 
enterprises (SME) are also invited to embark into the state-
of-the-art technology utilization in targeting for business 
growth through several programmes such as eUsahawan [3], 
eRezeki [4] and SME Cloud Adoption [5]. Besides, the 
improvement of network infrastructure by 
telecommunication industries has enabled the internet 
retailing activities to flourish among Malaysians.  
As the number of mobile devices users is increasing in 
Malaysia [6], the possibility for the users to shop or sell by 
using mobile devices is somewhat high. Moreover, the 
existence of social media has indirectly promulgated the 
chances to conduct internet retailing among individuals and 
businesses. Social media is a powerful marketing tool [7] and 
very common to be used by Malaysian retailers for online 
business purpose [8]. Whilst social media too have launched 
their own mobile apps, the m-retail activities might also 
escalate among mobile device users, be it customers or 
sellers. Along with the emergence of mobile marketplace 
apps and easy payment gateways, m-retail is a promising 
sector with a lot of opportunities for businesses.  
Nonetheless, academic researches about m-retail or 
mobile shopping (m-shopping) are quite limited in Malaysia 
[9][10]. This may happen as a result from the e-commerce 
and m-commerce statuses which had only started to rise 
recently [11]. In order to accelerate the adoption of e-
commerce among businesses, Malaysian government had 
introduced National eCommerce Strategic Roadmap [11] that 
emphasized the importance of technology utilization for 
economic growth. Generally, for a technology to be utilized 
by business owners or personnel, their needs must be 
identified and aligned with the business tasks that will be 
performed via the technology. If the technology or 
application is usable and helpful in fulfilling their needs, the 
chance to use it is higher.  Hence, a thorough investigation 
must be conducted to understand the needs of business 
owners before developing a specific mobile app that can 
enable m-retail activities. For any information system (IS) or 
application to be practically implemented, a conceptual view 
or framework of the app shall be created as a reference to 
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smoothen the development process. Therefore, this paper 
intends to present a general conceptual framework of mobile 
retail application that employs cloud technology specifically 
for Malaysian textile e-commerce entrepreneurs or 
cyberpreneurs. 
II. CLOUD-BASED M-RETAIL APPLICATION 
A. Mobile Cloud Computing 
Mobile cloud computing is a paradigm that combines 
both traits of mobile computing and cloud computing into its 
operations [12]. Mobile computing emerges to support the 
existence of mobile devices that can be used for 
communication purposes and information retrievals 
nowadays. The functionality of mobile devices has expanded 
aligned with the requirements of users who are always on-
the-go and needs to be connected to the Internet. Several 
major changes have been done in mobile device designs to 
accommodate current user’s activities in terms of screen size, 
input mechanisms, quality of camera and other smartphone 
features. The device is becoming more sophisticated day by 
day to enhance the user’s experience while utilizing the 
technology. As mobile computing provides underlying 
technology for wireless data transmission by mobile device 
such as smartphones and tablets, the performance of mobile 
devices is still unquestionably deficient in terms of battery 
consumption, limited memory and storage capacity. If an 
application continuously runs on the mobile device, it is 
possible for the performance to drop significantly due to its 
limitations. Hence, to overcome this issue, cloud computing 
might be the proper solution in which the previous heavy 
loads that were encountered by mobile devices are now 
transferred to the cloud for processing. With this, the 
performance of mobile devices can be improved whilst the 
cloud takeovers the duties.  
Cloud services are commonly offered via software as a 
service (SaaS), platform as a service (PaaS) and 
infrastructure as a service (IaaS). The business owners will 
be attracted to use cloud due to several reasons. First, by 
using cloud, they do not have to worry about storing a 
physical server since the cloud is managed by service 
providers. Second, the fees of cloud are charged according to 
pay-per-use basis [13], thus reducing the operational cost. 
Next, the cloud is scalable and flexible to expansion or 
reduction wherein is convenient for business owners who are 
likely to expand their businesses and need a bigger cloud size 
in the future. In all, coupled with traits of mobile computing, 
the benefits of mobile cloud computing will be advantageous 
to business owners and mobile device users as shown in 
Table 1.  
B. Mobile-Retail Application 
 
A mobile application or a mobile app is usually installed 
on a mobile device to operate with specific functionalities. It 
is normally built and classified as either native app or hybrid 
app based on the choice of development team. 
For m-retail application, the basic role of the app is to 
enable mobile retail transactions to be performed by the user. 
The business owners may encounter several options to utilize 
m-retail app for their businesses. They may choose to 
develop their own m-retail app or simply use the existing 
mobile marketplace apps that are offered by third-party e-
commerce merchants such as Lazada, Zalora, Shopee, 
Carousell and eBay. Currently, these apps are normally 
operated by utilizing cloud-based services for better 
performance on service provider’s site. M-retail apps can be 
downloaded via Google PlayStore or Apple iOS for free and 
can also be used by both sellers and customers. Nevertheless 
the operational functionalities of apps for sellers are 
normally more complex than the apps for customers. This is 
because the sellers have to fulfill tasks such as managing 
customer orders, updating inventory and sometimes 
analyzing sales through the app. On the other hand, the 
customers may only place orders and view order status by 
using the app apart from updating user account information. 
TABLE I.  BENEFITS OF MOBILE CLOUD COMPUTING [14] 
Benefits of Mobile Computing Benefits of Cloud Computing 
Mobility  
The user can perform tasks 
anywhere via the use of mobile 
device and network connection 
Accessibility  
The data can be accessed by 
the user anytime and anywhere 
through network connection 
Time saving  
Tasks can be conducted whenever 
the user is connected via network 
Storage capacity  
The cloud can store huge data 
more than a personal computer 
Convenience  
The mobile device user can 
perform various online activities 
regardless of time and location 
Data protection  
The data is safely stored in 
cloud with disaster backup 
recovery services 
Scalability  
The cloud can be expanded 
according to the requirements 
of user 
Eco-friendly  
Only necessary resources are 
utilized for processing, thus 
saving the energy 
 
III. TEXTILE CYBERPRENEURSHIP 
In Malaysia, textile industry has been ranked as 10th 
major export contributors in 2015 [15], thus making it as one 
of the most profitable sectors for the country. Aligned with 
the growth of fashion or apparel sectors since Second 
Malaysia Plan (1971-1975), many entrepreneurs from small 
to big enterprises have taken opportunities in venturing into 
the industry whilst contributing for the country’s economy. 
Moreover, the advancements of technology nowadays have 
easily boosted the sales of apparels and garment products in 
Malaysia, especially via internet retailing. According to 
Euromonitor [16], the Malaysian clothing and footwear 
specialist retailers alone had gained RM 13,923 million of 
sales in 2012 with 20.69% contribution from overall non-
grocery retailers. These impressive numbers have indicated 
the strong outlook of textile and fashion industry in retail 
sector. Nonetheless, competitions between fashion brands are 
very tough in this dynamic industry. Some have been very 
successful while some have not, thus quitting from the 
businesses. For the remaining survivors, it is essential to 
strategize the long-term plan by taking homage of trading 
opportunities via various state-of-the-art technologies such as 
e-commerce, m-commerce and cloud-based services. 
Nowadays, textile internet entrepreneurs or cyberpreneurs 
are using multiple selling channels for their online 
businesses. This includes social media platforms, websites, 
e-commerce merchants’ channels and m-retail apps. 
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IV. METHODOLOGY 
In order to develop any IS or application, a proper plan 
with a thorough analysis must be conducted to ensure the 
usability and success of the application. The traits of every 
required element must be defined. For this study, the 
theoretical definition of IS is used as a major reference. One 
of the accepted definition of information system is “…a 
computer system that stores data and supplies information, 
usually within a business context. Information systems often 
rely on databases. A system of people, procedures, and 
equipment, for collecting, manipulating, retrieving, and 
reporting data”. [17]. A mobile app can be considered as an 
IS but is supported by different technologies and 
environment unlike web or desktop applications. Still, the 
major components to make an app are similar to other 
systems which are people, technology and procedures. Based 
on these elements, the basis of conceptual framework is 
developed and then elaborated based on several related 
theories, models or concepts. Figure 1 illustrates an overview 
research methodology for this study. 
 
 
Fig. 1. Conceptual Framework of Cloud-Based M-Retail Application for 
Textile Cyberpreneurs  
Extensive literature reviews were also performed to 
understand the background of study. By following methods 
suggested by Doherty and Ellis-Chadwick [18], a collection 
of related articles, documents from official websites of 
Malaysian government authorities and other reliable sources 
was collected and analyzed to suit with the study context. 
Previous works that are related to conceptual framework 
development for mobile application were also studied. 
Keywords like “mobile retail”, “mobile shopping”, “mobile 
application framework” and “textile industry” were used for 
searching purpose. Content analysis was then conducted by 
using coding method in which the selected documents were 
segregated based on code. The unrelated articles or 
documents were put aside from further analysis. 
In understanding the tasks that are normally performed 
by textile cyberpreneurs, interviews with three textile 
cyberpreneurs were conducted. Several questions that are 
related to activities of textile cyberpreneurs for managing 
their online businesses were asked. Their profiles and 
background were also inquired. The recorded data was then 
analyzed and six finalized characteristics of task have been 
identified as “ubiquitous sales order management, customer 
information management, product information management, 
payment information management, sales orders analysis and 
fashion trends forecasting” [19]. These activities are 
expected to be conducted by textile cyberpreneurs while 
using the m-retail application.  
For deeper knowledge on technology elements, 
interviews with three experts or practitioners on mobile 
cloud technology have been performed and discussed.  Based 
on the data analysis, it can be concluded that four major 
characteristics of cloud-based m-retail application are 
“ubiquitous services, reliable services, facilitating resources 
improvement and scalable services”. [19] 
The results from review of literatures, exploratory and 
qualitative data analyses were merged for the purpose of 
developing a conceptual framework. For validating the 
proposed framework, quantitative method is used by 
distributing questionnaires to textile cyberpreneurs. 
A unique data collection instrument were develop in 
order to validate the proposed framework. 600 set of 
questionnaires were distribute to various industries players, 
cyberpreneurs and online cyber communities to validate the 
component of the proposed framework. 
V. PROPOSED CONCEPTUAL FRAMEWORK 
The conceptual framework encompasses interrelated IS 
elements that could make a successful cloud-based mobile 
application, especially for textile cyberpreneurs in managing 
internet retail transactions. The retail management tasks 
which are going to be conducted by textile cyberpreneurs 
must be supported by several elements, particularly human 
elements, technology elements and application quality 
elements as illustrated in Fig. 2. 
 
Fig. 2. Conceptual Framework of Cloud-Based M-Retail Application for 
Textile Cyberpreneurs  
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The human elements are derived from Theory of Planned 
Behavior (TPB) [20] that emphasizes human behavior as 
predictors for technology adoption. Thus, perceived 
behavioral control, subjective norms and user's attitude shall 
be examined. TPB has been widely used in many researches 
on studying the relationships between human beliefs, 
intention and action in various purposes. For an app to be 
successfully utilized, the role of people is very important. 
Hence, human traits must be analyzed and understood. 
Meanwhile, the application quality elements are derived 
from Information System Success (ISS) model [21] that 
posits quality as essential to ensure technology utilization. 
DeLone and McLean [21] had suggested the quality 
dimensions to be investigated are system, information and 
service qualities. From the perspective of a system 
developer, quality shall be the upmost priority in delivering 
any system or application. By promoting quality traits and 
interesting up-to-date features like artifical intellegence (AI) 
mechanisms in an app, the user experience while using the 
app will be enhanced, thus gaining trusts from the user and 
potential users.  
As intermediary between human and application quality 
elements, technology elements that consist of software, 
platforms, storages and access methods must be enabled for 
smooth transactions. The technology must then be supported 
by cybersecurity elements [22] to warrant secure data 
transactions which is very crucial for internet retail. 
Confidentiality, integrity and availability are among the vital 
elements of security that must be implemented. Since mobile 
cloud technology is relatively new, several issues regarding 
security [23] have always been discussed and raised up in 
many academic researches. Besides, the limitations of 
mobile devices such as restricted screen size, battery 
performance, storage capacity and limited memory shall be 
also taken into consideration. 
In all, the conceptual framework is managed to illustrate a 
holistic view of important elements and required details for 
designing a cloud-based mobile application which is to be 
used by textile cyberpreneurs in managing their online 
business transactions. The framework may be used as a 
reference by major players of cloud-based m-retail 
application industry such as service providers, application 
developers and marketers for better comprehension of the 
app elements. 
VI. FRAMEWORK VALIDATION 
600 questionnaires were distributed via face-to-face and 
e-mail invitations to selected textile cyberpreneurs who have 
either participated at several online businesses festivals or 
have been listed in the directory of Perbadanan Usahawan 
Nasional Berhad (PUNB). 411 questionnaires were returned 
but only 348 were usable for data analysis after the process 
of removing outliers and missing data. Table II summarise 
the demographic descriptive analysis results for the 
validation of the framework through statistical empirical 
analysis. 
TABLE II.  DEMOGRAPHIC DESCRIPTIVE ANALYSIS RESULTS 
Characteristics Demographics Profiles Percentage 
Gender Male 15.5 % 
Female 84.5 % 
Ethnicity Malay 84.5 % 
Characteristics Demographics Profiles Percentage 
Chinese 6.9 % 
Indian 4.3 % 
Others 4.3% 
Age 20 or less 12.9 % 
21 – 25 33.9 % 
26 – 30 21.0 % 
31 – 35 15.5 % 
36 – 40 11.2 % 
41 and above 5.5 % 
Textile products Clothes 89.7 % 
Carpets 4.9 % 
Curtains 5.2 % 
Bedclothes 4.9 % 
Table spreads 4.3 % 
Others 7.2 % 
Mobile device type to conduct 
online business 
Smartphone 90.2 % 
Tablet Computer 38.8 % 
Others 2.9 % 
Website to conduct online 
business 
Yes 56.6 % 
No 43.4 % 
Social media channels to 
conduct online business 
Facebook 87.1 % 
Twitter 14.4 % 
Instagram 71.0 % 
WhatsApp 61.2 % 
WeChat 33.9 % 
Others 1.1 % 
Not using any 3.7 % 
Knowledge on cloud-based m-
retail application 
Heard about it 87.9 % 
Use it 47.1 % 
Possess own version of cloud-
based m-retail application 
Yes 16.1 % 
No 83.9 % 
 
The textile products that are mostly sold by respondents 
are clothes (89.7%), followed by other than listed textile 
products (7.2%), curtains (5.2%), bedclothes (4.9%), carpets 
(4.9%) and table spreads (4.3%). In terms of devices that are 
utilized for online retail, 314 respondents use smartphones 
(90.2%), 135 use tablet computers (38.8%) while the 
remaining 10 use other types of mobile device (2.9%). More 
than half (56.6%) of respondents posess their own websites 
for their business while the remaining (43.4%) do not. The 
finding also shows that social media has been used by 
respondents for their online retail where 87.1% use 
Facebook, 71% use Instagram, 61.2 % use WhatsApp, 33.9% 
use WeChat, 14.4% use Twitter and 1.1% use other 
platforms. Only 3.7% of respondents do not use any social 
media platforms for their businesses. The low adoption issue 
of cloud-based m-retail application among Malaysian textile 
cyberpreneurs has been acknowledged via the demographic 
data where only 47.1% has utilized the application and only 
16.1% have their own version of mobile app. 
From the developed framework, the tested variables were 
the elements of human, procedure and application quality 
that consist of user attitude, perceived behavioral control, 
subjective norm, task characteristics, technology 
characteristics, information quality, system quality and 
service quality. On the other hand, the elements of 
cybersecurity were not tested due to technical aspects of 
framework which are not suitable to be investigated from 
textile cyberpreneurs. It is assumed the security mechanisms 
are crucial to be implemented with no compromises. 
 In measuring the variables, five-point Likert scale was 
used where 1 = strongly disagree and 5 = strongly agree. 
Most of the questionnaire items were adapted from the 
previous relevant studies as shown in Table III. Only items 
for task characteristics and technology characteristics were 
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newly developed based on the earlier interview results with 
experts and real-life practitioners. 
The reliability of items for each construct was measured 
by determining the value of Cronbach’s Alpha. All variables 
have been found to exceed 0.85, which are good enough 
based on the recommendation by Nunnally and Bernstein 
[28]. The specific reliability result for each variable is shown 
in Table IV.  
 In order to examine the agreements of respondents, the 
mean value for each variable is determined. It has been found 
that the mean value for the variables were ranging from 3.58 
to 4.17 as presented in Table V. From the perspectives of 
textile cyberpreneurs, the user’s attitude and task 
characteristics are the most important elements from the 
framework. Both variables have shared the highest mean 
value of 4.17. Meanwhile, information quality has been 
ranked the lowest with mean value of 3.58. Nonetheless, all 
values have shown the inclination towards the agreement as 
they have approached the value of 4. In all, the elements 
from the proposed conceptual framework are proven to be 
essential from the perspective of textile cyberpreneurs. 
TABLE III.  QUESTIONNAIRE ITEMS AND CORRESPONDING 
REFERENCES 
Variable No. of items References 
Attitude 5 [24] [25] 
Subjective norm 5 [25] 
Perceived behavioral 
control 
4 [26] 
System quality 5 [27] 
Information quality 5 [27] 
Service quality 4 [27] 
Task characteristics 6 Newly developed 
Technology characteristics 4 Newly developed 
TABLE IV.  RELIABILITY TEST RESULT 
Variable No. of items Cronbach’s Alpha 
Attitude 5 0.950 
Subjective norm 5 0.946 
Perceived behavioral 
control 
4 0.902 
System quality 5 0.962 
Information quality 6 0.979 
Service quality 4 0.970 
Task characteristics 6 0.940 
Technology characteristics 4 0.862 
TABLE V.  MEAN VALUES AND RANK OF VARIABLE 
Variable No. of items Mean Rank 
Attitude 5 4.17 1 
Subjective norm 5 3.90 5 
Perceived behavioral 
control 
4 3.74 7 
System quality 5 4.08 3 
Information quality 5 3.58 8 
Service quality 4 3.82 6 
Task characteristics 6 4.17 2 
Technology 
characteristics 
4 3.97 4 
VII. CONCLUSION 
The proposed conceptual framework can be served as a 
guideline in understanding the requirements to develop a 
mobile cloud application specifically for textile 
cyberpreneurs. As retail transactions can be done via mobile 
devices nowadays, the essential elements that must be looked 
upon are included in the framework to illustrate a holistic 
viewpoint which is required by service providers and 
application developers. However, the framework is still in 
preliminary stage. Therefore, more works must be conducted 
to assess the framework’s feasibility in the future especially 
in assessing the technical aspects of the application. 
Furthermore, a mobile app prototype shall be developed 
based on the proposed framework to examine and validate its 
usability among the textile cyberpreneurs through case study. 
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Abstract— The rapid development of the internet 
influences information availability. It makes easier for 
someone to do the plagiarism of a work. The rise of 
information available online makes the habit of copy-paste 
without mentioning the reference to become easy so that 
scientific work unwittingly becomes the result of plagiarism 
from other scientific works. Plagiarism prevention efforts are 
envolving in various sector. Designing and developing plagiarism 
checker applications is the purpose of this paper. Specifically by 
knowing the percentage of similarity between the original 
document and the test document. This research using 
Winnowing algorithm because it can detect plagiarism in 
documents up to sub-section of the document. This research 
using three validates consisting of computational 
mathematicians, software engineering experts, and users to test 
the application feasibility. The experiment uses several scenarios 
and the result of effectiveness evaluation yields 82% sensitivity, 
100% specificity, and 91% accuracy. The implemented system 
works effectively so the system can be used to detect document 
plagiarism. 
Keywords—Plagiarism Detection, Research and 
Development, Winnowing Algorithm. 
I. INTRODUCTION 
The rapid development of information technology has an 
impact on the rapid dissemination of information. One 
example is the rapid development of the internet. This causes 
more and more information available and facilitates a person 
in making plagiarism [1][2][3]. The number of plagiarism 
cases by academics became a tragedy in Indonesia's 
education. The scientific work that made unconsciously 
becomes the result of plagiarism from other scientific works.  
There are several online plagiarism checkers that used to 
detect plagiarism but are less effective considering the 
limitations of pages offered, such as Viper. According to 
Sunu [4], Viper only able to detect a maximum of 8 pages 
with long checks up to 20 minutes with good computer 
specifications and super fast internet connection. There is 
also Turnitin with a payment every year which is not cheap 
for university campuses in developing countries like 
Indonesia [5][6][7]. 
Plagiarism detection is actually a part of pattern 
recognition[8][9]. In this paper, the plagiarism detection 
application is built using Winnowing algorithm which is one 
part of the pattern recognition as a search algorithm for the 
same document. The system accepts inputs in the form of a 
text document with a .pdf or .txt extension and afterwards 
search for resemblance to the document database. 
Documents with similarity levels exceeded the threshold will 
be displayed in the system. The input of the Winnowing 
algorithm is document string and output of the hash value 
used as the document fingerprint. According to 
Niwattanakul, et al [10]. Fingerprints of both documents are 
processed with Jaccard's coefficient similarity function to get 
a  percentage of document similarity. Data used in this study 
is the big data in university digital library in one of 
Indonesian University. 
Winnowing algorithm is used as an algorithm to 
calculate text similarity in a document because Winnowing 
algorithm can cut the processing time of large files by 
utilizing the rolling technique of the hashing process 
[3][11]. In addition, the value of Winnowing algorithm's 
similarity accuracy is not only influenced by the input value 
of k-gram, but it is also influenced by the input window 
value that serves to separate the hash results on each gram. 
This research aims to design and develop plagiarism 
detection application and to know the percentage of 
similarity between documents tested with Winnowing 
algorithm. In the end, plagiarism applications are expected 
to be used by many people. 
II. PRELIMINARIES 
A. Plagiarism  
Plagiarism is an act of misappropriation, theft/robbery, 
publication, statement or declaring a person's own thoughts, 
writings or creations that the other person has intentionally 
or unintentionally without the reference [12]. 
Classification based on the proportion or percentage of 
words, sentences, hijacked paragraphs [13] divided into: 
1. Minor plagiarism  : < 30% 
2. Medium plagiarism   : 30-70% 
3. Major plagiarism   : > 70% 
B. Winnowing Algorithm 
Winnowing Algorithm [11][14] is an algorithm used in 
plagiarism detection including similar small parts in many of 
documents. The input of this algorithm is a text document 
processed to produce an output of hash values collection 
called fingerprint. This fingerprint is used as the basis of 
comparison between text files that have been entered and 
used in plagiarism detection.  
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In general, the working principle of document resembling 
algorithm is described in Figure 1 : 
a. Remove whitespace insensitivity, such as spaces or 
punctuation. 
b. Forming a gram chain of size k. 
c. Calculating hash values of each gram. 
d. Divide into a particular window. 
e. Selecting some hash values into document fingerprinting. 
f. Determine the percentage of similarity between two 
documents with the Jaccard Coefficient equation 
 
 
Figure 1. The Steps of  Winnowing algorithm 
 
The detailed steps of applying Winnowing algorithm are 
as follows [11] : 
1. Preprocessing 
The preprocessing is done in two steps: first, 
eliminating irrelevant characters in text documents, 
such as punctuation marks, spaces and second, 
changing the capitalization. Example, a sentence is 
given:  
“Penelitian ini menggunakan algoritma 
Winnowing.”. 
After preprocessing, i.e. deleting spaces and 
punctuation marks, and converting all the letters into 
small and normal letters (not bold, not tilted and not 
underlined), resulting is in the following text: 
Penelitianinimenggunakanalgoritmawi
nnowing  
2. K-gram Method 
The K-gram method [15][16] is a method used in 
the process of tokenization or separation of text, by 
forming substring along the character k of a string. 
Example: Cut a string along k. The value of k is 7. 
From the above sentence example, the result obtained 
as Figure 2. 
penelit eneliti nelitia Elitian Litiani itianin tianini 
aninime ninimen inimeng nimengg imenggu menggun engguna 
Ggunaka gunakan unakana nakanal Akanalg kanalgo analgor 
Algorit lgoritm goritma oritmaw Ritmawi itmawin tmawinn 
Awinnow winnowi innowin nnowing    
Figure 2. The result k-gram  with k=7 
3. Rolling Hash 
The hash function [17] is a function that receives a 
string input of arbitrary length and converts it into a 
fixed length output string. The output of the hash 
function is called hash-value or message digest. Hash 
value size generally smaller than the original string 
size. 
The hash method equation is given by:  
 (1) 
where: 
c = value of ASCII characters (decimal) 
b = basis (prime) 
k = sum of character (character index) 
The advantage of rolling hashes is for the next hash 
value. To get the hash value of the k-grams method, the 
following hash rolling equation is used: 
      (2) 
Using Equation (2) can save computational time 
when calculating the hash value of a gram. The result of 
calculating the hash value in gram is shown in Figure 3. 
Each number indicates the hash value of a gram. 
119231 112854 117772 112856 117786 117272 122286 113275 
110291 118844 116065 118663 115536 117083 112963 118109 
113854 116411 124069 116436 108841 114495 109590 116736 
109754 117232 115597 121649 122295 117677   123506 
116937 112547 125607 116678 120502 
Figure 3. The result of hash calculation each gram 
4. Window Forming 
The window is a grouping of several hash values 
with the specified size. From the window that has been 
formed, the smallest hash value on each window is 
selected to be the fingerprint of each document. The 
number 112854 is the smallest hash value of the 
window [119231, 112854, 117772, 112856, 117786]. 
The distance of fingerprint arrangement will be 
measured using the Jaccard coefficient with other 
fingerprint documents tested at a similarity level. The 
smaller the distance, the greater the level of similarity of 
the document. 
5. Fingerprint Document  
The fingerprint is a technique that aims to prevent 
unauthorized copying of a digital content. Fingerprints 
are not easily detected because they are designed in 
ways that make digital content difficult to fabricate 
[18]. 
Document fingerprinting is a method that can be 
used to detect document resemblance. Winnowing 
algorithm uses a fingerprint as a keyword used as a 
reference to look for similarities with the document 
being tested. The hash value of the document is divided 
using window w before determining the fingerprint of 
both the original document and the test document.  
6. Jaccard Coefficient 
Jaccard Coefficient is an equation used to find the 
degree of similarity between two text documents on 
Winnowing algorithm. This step is done by calculating 
the hash value and selecting the smallest fingerprint of 
two text documents[11]. The equation of Jaccard 
coefficient is given by: 
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 where: 
  = smallest fingerprint text document 1 
  = smallest fingerprint text document 2 
III. RESEARCH METHOD 
A. Development Model 
This research is a type of Research and Development 
(R&D). The ways undertaken in this development study 
include several phases[19], i.e:  
1. Formulating potentials and problem. 
2. Collecting data from university digital library  
3. Product design 
4. Design validation  
5. Revised product design 
6. Usage trial of small group product  
7. Product revision 
8. Usage trial of large group product  
9. Product revision 
10. Mass production 
B. Trial and Evaluation Product 
The trial and evaluation product is intended to collect 
the data used as a basis for determining the effectiveness 
and attractiveness of the developed plagiarism detection 
application. Data obtained from trials are used to refine and 
enhance plagiarism detection applications. The trial will test 
the quality of the applications empirically. 
a. Trial and Evaluation Design 
The trial and evaluation design intended to get 
feedback directly from the user about the product 
quality being developed. Prior to testing, first create a 
design or draft application design that will be 
developed. First, the design of the application discussed 
in a Focus Group Discussion (FGD) with people who 
are considered experts and have competency in the field 
of computational mathematics and in the field of 
software engineering. After the application design as 
FGD results are completed, the next step is the 
implementation of the program which then through the 
process of consulting with computer programming 
experts. The results of consultation with computer 
programming experts is a product revision. The next 
phase is usage trials of a large group of university 
lecturer as a user application. Trials aim to improve the 
product so that when developed or used, the product 
has been completely valid and has a certain quality. 
b. Subject Test 
A subject test is a group of academic lecturers. 
The first phase is small group trials with two lecturers 
research subjects with areas of computational 
mathematics expertise and in the field of software 
engineering. The second phase is large group trials with 
19 lecturers. 
c. Type of Data 
The data collected in this study is:  
(1) Data on the process of developing plagiarism 
detection applications in accordance with 
predetermined development procedures, including 
data containing input from computational 
mathematicians and software engineering experts. 
(2) Application feasibility data based on the 
assessment results. The data includes: 
(a) Qualitative data: the value of each assessment 
criteria. 
(b) Quantitative data: assessment score. 
d. Data Collection Instruments 
(1) Assessment of Small Group Test  
In computational mathematics instruments, 
the components used are effectiveness, correctness, 
termination, efficiency, and complexity as shown 
in Table 1. In the instruments of software 
engineering experts, good application criteria can 
be reviewed from components of application 
compatibility, feature completeness, and 
application display as shown in Table 2. 
TABLE 1. GUIDANCE INSTRUMENT EXPERT OF COMPUTATION 
MATH 
No Aspect of 
Assessment 
Point of 
Instrument 
Number 
of Point 
1 Effectiveness  1, 2, 3 3 
2 Correctness 4 1 
3 Termination 5 1 
4 Efficiency 6 1 
5 Complexity 7, 8 2 
Data obtained from computational 
mathematicians and software engineers assessment in 
the form of numbers. The number converted into 
qualitative data based on the scoring of results. The 
media score was analyzed by searching for average 
ratings. The questionnaire instruments were arranged 
using a Likert scale with a rating scale of 1 to 5.  
TABLE 2. GUIDANCE INSTRUMENT SOFTWARE ENGINEERING 
EXPERT 
No Aspect of 
assessment  
Point of 
Instrument 
Number of 
Point 
1 Corresponding   1, 2, 3, 4, 5 5 
2 Feature 
Completeness 
6,7,8,9,10,11,12 7 
3 Display 13,14,15,16,17,
18,19,20,21 
9 
 
(2) Assessment of Large Group Test 
 Another name of the instrument for application 
feasibility is called usability evaluation. Usability 
evaluation aims to find out how well the application 
can be operated by the user. The first step in the 
evaluation of usability is to give tasks to the user while 
interacting with the system being tested. After all tasks 
have been completed by the user, the next step is to 
give a questionnaire containing questions that 
represent the five aspects of usability.  
Questionnaires containing questions that represent 
the five aspects of usability, namely ease of learning 
(learnability), memorability, efficiency, errors, and 
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satisfaction[20] as shown in Table 3. The learnability 
aspect is an aspect that measures the ease of the user 
performing simple tasks when first using the 
application. Memorability aspect is done to measure 
the speed of the user in remembering the design and 
function of the application. The aspect of efficiency is 
used to measure the speed of the user in the work of a 
task. Errors aspect is used to see the possibility of user 
error. Satisfaction is an aspect that measures the level 
of user satisfaction in using the application. 
TABLE 3. GUIDANCE INSTRUMENT OF ASSESSMENT FOR 
ASPECT USABILITY 
No Aspect of 
assessment 
 Point of 
Instrument 
Number of 
Point 
1 Learnability  1, 2, 3 3 
2 Efficiency  4, 5, 6, 7 4 
3 Memorability  8,9,10,11,12 5 
4 Errors  13, 14, 15, 16, 
17, 18, 19, 20 
8 
5 Satisfaction  21,22,23 3 
TABLE 4. GUIDELINES 
Qualitative Data Score 
SS (Strongly Agree) 5 
S (Agree) 4 
CS (Quite Agree) 3 
TS ( Not Agree) 2 
STS (Strongly Disagree) 1 
The questionnaire has 23 questions that have 
represented the five aspects of usability given to the 
respondents.  
e. Data Analysis Technique 
This research uses descriptive analysis according to 
the development procedure performed. The first phase of 
development is done by collecting the reference material 
plagiarism system. The next step is designing and 
manufacturing the application followed by small group 
test for input suggestion improvement for the application. 
The last phase is a user's feasibility rating. 
Analytical steps to determine the application 
feasibility is done as follows: 
1. Change the assessment in qualitative form to 
quantitative with the provisions in Table 4 
2. Calculating the score per item question using the 
formula:  
 (4) 
Where: 
nSS    = the number of respondents strongly agree 
nS      = the number of respondents answered agree 
nCS = the number of respondents answered quite agree 
nTS    = the number of respondents answered disagree 
nSTS = the number of respondents answered strongly 
disagree 
n   = the number of respondents.  
3. Calculate the average score using the average score 
formula = , where = the total score of all 
questions and N is the number of respondents 
4. Change the average score to a qualitative score with 
the assessment criteria in Table 5. 
 
 
TABLE 5. CLASSIFICATION OF WITNESSES CONCLUSIONS OF 
USABILITY EVALUATION RESULT 
Value Conclusion 
0% - 20% Strongly disagree that the application is very easy 
to understand and understand 
21% - 40% Do not agree that the application is very easy to 
understand and understand 
41% - 60% Simply agree that the application is very easy to 
understand and understand 
61% - 80% Agreed that the application is very easy to 
understand and understand 
81% - 100% Strongly agree that the application is very easy to 
understand and understand 
 
IV. RESULT OF DEVELOPMENT 
A. User Interface 
In the main application view, there are two main menus 
namely Data Input menu and Process menu. There are two 
options for input user document data. The first option copies 
the text from the input document. The next step, click the 
Plagiarism Detection button. When any document in the 
database document has similarity level above the threshold, 
i.e. 30%, the system will switch from the Input Data menu 
to the Process menu. However, if the similarity of the input 
document is below the threshold, a dialog message will 
appear stating that no database document is similar to the 
input document. 
On the Process menu page, list of the similar document 
will be shown. On this page, documents have been sorted in 
descending order based on similarity level. The smaller the 
value of the similarity level, the more different the two 
documents. The Process menu page is shown in Figure 4.  
 
 
Figure 4. Display of Process menu page 
 
B. Presentation of Product Test Result Data 
a) Validation of computational mathematics experts 
The instrument for validating algorithm 
consists of 8 questions. Comments and suggestions 
obtained from computational mathematicians 
validation serve as a basis for improving the 
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efficiency of the algorithm before the application is 
tested to the user. A scoring diagram per aspect by 
a computational mathematician is shown in Figure 
5. 
The maximum score of the overall ideal 
answer is 40, whereas the computational 
mathematician assigns 34. The results obtained 
from the computation mathematician's validation 
questionnaire are 85% with the description that the 
application’s algorithm eligible for use with slight 
revisions. Based on the eligibility criteria, 
Winnowing algorithm that applied to the 
plagiarism detection application is valid and 
feasible to use. However, there are several 
revisions needed to improve the efficiency of the 
algorithm. 
100% 80% 100% 60% 70%
0%
50%
100%
150%
 
Figure 5. Application appraisal diagram of a computational 
mathematician 
b) Validation of Software Engineering Expert 
Data validation test results of software engineering 
experts obtained from two experts in the field of software 
engineering. Comments and suggestions that obtained from 
software engineering experts will be the base to improve 
application performance before application are tested to 
users.  
The result of calculation for the whole item question 
is 86,67%. Based on the eligibility criteria, the application is 
reviewed from application compliance, feature 
completeness, and display. The result shows that application 
included invalid qualification and eligible to use. However,  
there are several revisions needed to improve application 
performance. 
c) User Validation 
User trials are conducted after obtaining valid results 
against trials that have been done by computational 
mathematicians and software engineering experts. Diagrams 
showing user ratings by aspect. From the assessment of 
large group trial data, it can be seen that the average aspect 
assessment is 92.27%. Based on the eligibility criteria, the 
plagiarism detection application included in the 
qualification is valid and feasible to use.  
C. Presentation of Data Testing 
The purpose of testing to ensure whether the application 
is built in accordance with the analysis and design done so 
that the desired goal is achieved. Based on the results of 
system testing, it can be deduced that functionally, the 
system can produce the expected output. To summarize the 
process, the input document involved is an abstract 
document. 
Table 6 describes the application successfully through 
the testing phase. Applications can detect the resemblance 
of test documents derived from database documents with 
full 100% resemblance scores. Applications can detect the 
resemblance of test documents whose contents come from 
some of the contents of the database document. The 
application can detect the resemblance of test documents 
whose contents come from database documents even though 
there are grammatical changes. Applications can accurately 
detect the resemblance of test documents that are composite 
content from two database documents. 
TABLE 6. SUMMARY OF OUTPUT TESTING DOCUMENTS 
No Type of Test Level of Change Result  
A System Test - 100%  
B. Result Test   
1 Full abstract  100%  100% 
2 Partially 
abstract 
40%  41% 
  60%  59% 
  80%  78% 
3 Abstract 
grammar 
changes 
40% modified grammar 
and 60% content 
61% 
  60% modified grammar 
and 40% content 
47% 
  80% modified grammar 
and 20% content  
36% 
4 Combined 
abstract 
60% abstract 1 
40% abstract 2 
49% 
abstract 1 
40% 
abstract 2 
  40% abstract 1 
60% abstract 2 
40% 
abstract 1 
48% 
abstract 2 
Detection of similarity testing by manipulating the 
document through several scenarios ranging from 100% to 
20% similarity level, generating a  similarity level of 
documents of 90.12%. The application can detect the 
resemblance of test documents whose contents come from 
the database document despite any grammatical changes. 
Applications can accurately detect the resemblance of test 
documents that are composite content from two database 
documents. 
D. Measuring Effectiveness 
Winnowing method was tested on 100 abstract 
documents. 50 of the 100 abstract documents are plagiarized 
in different ways such as simple copy paste, altering some 
terms with synonyms and altering sentence structure 
(paraphrase) from a repository document. To mention the 
plagiarized document, given a limit of 30%. Therefore, if 
the similarity level between the two documents is more than 
30%, then the system considers the input document as a 
plagiarized document. 
To evaluate the effectiveness of the implemented 
system, three common parameters were used for testing: 
sensitivity, specificity, and accuracy. 
Sensitivity =   
Specificity =  
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Accuracy =  
Where : 
True Positive (TP) : the documents which are copied and 
are recognized as copies 
False Positive (FP) : the documents which are not copied  
but are recognized as copies 
False Negative (FN) : the documents which are copied but 
are recognized as the originals 
True Negative (TN) : the documents which are not copied 
and are recognized as the originals 
TABLE 7. PERFORMANCE EVALUATION OF WINNOWING 
ALGORITHM 
 Sensitivity Specificity Accuracy 
Winnowing 
algorithm 
82% 100% 91% 
Results of performance evaluation of Winnowing 
algorithm shown in Table 7. Sensitivity score is 82%, which 
means the system ability to detect plagiarism to give a 
positive result for plagiarism document of 82%. The 
specificity score is 100%, which means the system ability to 
perform plagiarism detection to give negative results on the 
document is not plagiarism of 100%. The accuracy score is 
91%, which means the system's ability to correctly detect all 
documents tested by 91%. It means that the implemented 
system detects copy paste, synonym replacement and active 
to passive active conversion with good performance. 
V. CONCLUSION 
This application can be used and developed to detect 
document plagiarism, especially scientific papers. 
Application development conducted several tests, that is: (1) 
Tests conducted by computational mathematicians obtain a 
feasibility level of 85%. (2) Tests conducted by software 
engineering experts obtain a feasibility level of 86.67%. (3) 
Tests conducted by the user obtain a feasibility level of 
92.27%. (4) The test results are similarities with several 
engineering scenarios tested with Winnowing algorithm of 
90.12%. (5) The document plagiarism detection system 
using Winnowing algorithm yields 82% sensitivity, 100% 
specificity, and 91% accuracy. The system works 
effectively so it can be used to detect document plagiarism. 
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Abstract— Online transportation has become a basic 
requirement of the general public in support of all activities to go 
to work, school or vacation to the sights. Public transportation 
services compete to provide the best service so that consumers 
feel comfortable using the services offered, so that all activities 
are noticed, one of them is the search for the shortest route in 
picking the buyer or delivering to the destination. Node 
Combination method can minimize memory usage and this 
methode is more optimal when compared to A* and Ant Colony 
in the shortest route search like Dijkstra algorithm, but can’t 
store the history node that has been passed. Therefore, using 
node combination algorithm is very good in searching the 
shortest distance is not the shortest route. This paper is 
structured to modify the node combination algorithm to solve the 
problem of finding the shortest route at the dynamic location 
obtained from the transport fleet by displaying the nodes that 
have the shortest distance and will be implemented in the 
geographic information system in the form of map to facilitate 
the use of the system.  
Keywords— Shortest Path, Algorithm Dijkstra, Node 
Combination, Dynamic Location (key words) 
I. INTRODUCTION  
In the world of technology which is very rapid develop-
ment, a lot of information contains in an internet both spatial 
and textual information. The information can be combined 
into spatial queries or called Geographic In-formation 
Systems (GIS) [1]. Geographic Information Systems are 
widely used in information technology such as information 
on flood-prone areas, land match-ing to plants, tourism, 
searching for company location or searching for a person's 
location [2]. 
Geographic Information System is a very useful tool for 
spatial analysis that provides functionality for stor-ing, 
capturing, analyzing and displaying geographic information 
[3]. However, GIS can also manipulate and display all forms 
of geo-referenced information efficient-ly so that it can give 
a decision to the user [4]. One ex-ample is the information 
used by the user in showing the decision to guide the trip by 
showing which route or path to go through to reach the 
destination by display-ing information through the website or 
mobile device [5]. There are two points to be considered in 
the process of making decisions about the route of the road 
on GIS [6], namely: location type and the shortest route 
search. 
A static location is a location that has unchanging 
coordinates such as gas station locations, hotels, hospi-tals 
and companies. While the dynamic location is the location 
where the coordinates may change at any time such as the car 
or the location of someone who is al-ways on the move [7]. 
One company that needs this de-cision is a public transport 
company like a taxi, where the administrator can monitor the 
fleet and guide the route to the taxi customer. In addition, the 
shortest route search is now also very popularly used by 
companies to assist in the delivery of products to consumers 
[8], con-struction of apartments to regulate the exit points of 
de-velopment materials [9] as well as a private person who 
travels. 
With the increasing number of users search the shortest 
route then some researchers use algorithms to overcome the 
problem including algorithms A*, Dijkstra algorithm and 
Ant Colony algorithm. Based on existing shortest path search 
algorithms, the researchers com-pete each other in providing 
the shortest route to static locations, especially dynamic 
locations, where the algo-rithms are tested by detailing the 
shortest route infor-mation with the fastest time and accuracy 
in the search for the shortest route where the destination 
location moves constantly. 
The shortest route search by using Dijkstra algo-rithm is 
very popular than other algorithms where Dijkstra algorithm 
uses greedy principle, that is the steps chosen with minimum 
weights that will connect between the selected vertices with 
the other node [10] so that it can provide information the 
fastest and shortest route. The previous research concludes 
that Dijkstra's algorithm provides the shortest path 
information with faster search than the A* algorithm and the 
Ant Colony algorithm [11],[12],[13],[14]. 
Dijkstra's algorithm is very fast in searching the shortest 
route on the undigraph model (not directed) [15]. Dijkstra's 
algorithm, however, has algorithmic changes for some 
improvements in optimizing the search for the diagraph 
model, including: 1. increasing the effectiveness of the 
diagraph output to avoid infinite looping 2. the algorithm 
will notice adjacent nodes in the shortest path search, and 3. 
considering many vertices that can separate labels 
simultaneously [16]. However, this algorithm does not 
discuss the memory used in the shortest route search so that 
researchers have an alternative in an effective and efficient 
search by com-bining Dijkstra algorithm with Node 
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Combination algo-rithm, where Node Combination is an 
algorithm that has easy to understand steps and smaller 
memory us-age compared to Dijkstra's algorithm, and the 
Node Combination algorithm can be applied to Dijkstra's al-
gorithm [17]. 
Based on the background that has been described, the 
researcher will modify the node combination algo-rithm to 
solve the problem in the storage of the nodes passed in the 
search for the shortest route. 
A. Geolocation 
Geolocation is a technique of identifying geograph-ical 
location in the real world that comes from an inter-net-
connected object, such as a mobile phone, radar or 
computer. [18],[19]. In geolocation itself there is the 
simplest form, where geolocation involves a set of geo-
graphical coordinates that are closely related to the use of 
the system in positioning such as a street address at a 
location [20]. 
For geolocation or position, search engines often use 
radio frequency location (RF) methods, such as Time 
Difference Of Arrival (TDOA) for precision. TDOA sys-
tems often use mapping or other geographic infor-mation 
systems. If GPS signals are not available, geolo-cation apps 
may use information from cell towers to triangulate position 
estimates, methods that are not as accurate as GPS but have 
improved considerably in re-cent years. This is different 
from previous location radio technology, such as Direction 
Finding where the bear-ing line to the transmitter is reached 
as part of the pro-cess. The word geolocation also refers to 
the latitude and longitude coordinates of certain locations 
standard-ized by ISO / IEC 19762-5: 2008 [21]. 
B. Google Maps API 
 Google Map API (Application Programing Interface) is 
one of the advantages provided by google to access data 
from google map and google local search. Application 
Programing Interface is a documentation that consists of 
interface, function, class, structure and so on to build a 
software. With this API, it allows the programmer to develop 
a software to be integrated with other software. API can be 
said to link an application with other applications that allow 
programmers to use the system function. This process is 
managed through the operating system. The advantage of 
this is to allow an application with other applications to 
interact and interact. The programming language used by 
google map consisting of html, javascript, ajax, and xml, 
allows to display google maps on web pages. 
 By using the google map API, we can display the digital 
map on its own website page. In order for this API 
application to appear, it is necessary to have a key API that is 
a unique code that is generalized by google map to recognize 
a number of utilities for manipulating maps and adding 
content in maps through various services, allowing the 
creation of powerful map applications on web pages 
[22],[23]. 
C. Node Combination Algorithm 
Node combination has a search system by combining all 
nodes and still maintaining a labeling set such as Dijkstra's 
algorithm which will be depicted in “Fig. 1” [24],[17] 
Suppose all nodes are connected to a rope and will be pulled 
slowly, over time all nodes will converge into one where the 
string will see the shortest strap. 
Fig. 1. An example of a combination of nodes 
 
The shortest path search steps using a combination node 
can be explained by pseudocode to be described in Table 1 
TABLE I.  PSEUDOCODE ALGORITMA NODE COMBINATION 
Algoritma Node Combination (G,s) 
1   W[s,u] := 0, vu := vs, V := V – {s}   /* Initialization 
*/ 
2   while W[s,u] < ∞ and |V| > 0 
3   V := V – {u}                      /* Node Combination */ 
4   for each j in V 
5   W[s,j] := min {W[s,j], W[s,u] + W[u,j]} /* updating 
edge weights */ 
6  vu := the nearest neighbor of s in V /* finding the 
nearest neighbor */ 
/* at the end of the algorithm, the sth row in W contains 
the corresponding distances */ 
 
D. Node Combination-Dijkstra Algorithm 
Node Combination-Dijkstra algorithm is algorithm 
developed by writer in search of shortest route by adopting 
Node Combination search method that is combining one 
node with other node and modification in case of storage 
node which will be explained by pseudocode in Table 2. 
TABLE II.  PSEUDOCODE ALGORITMA NODE COMBINATION-DIJSKTRA 
Algoritma Node Combination-Dijkstra (G,s) 
1. W[s,u] := 0, vu := vs, P[u] := [s], V := V - {s}/* 
Initialization */ 
2. while W[s,u] <∞ and |V| > 0 
3. V := V - {u}  /* Node Combination */ 
4.  for each j in V 
5. If W[s,u] +W[u, j] < W[s, j] 
6. Then P[j] := P[u]  {j},   /* updating path */ 
7. W[s, j] := W[s,u] +W[u, j]  /* updating edge weights 
*/    
8. vu := the nearest neighbor of s in V  /* finding the 
nearest neighbor */ 
/* at the end of the algorithm, the sth row in W 
contains the corresponding distances */ 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
384
II. DATA 
The data used for this study is the location of places in 
the city surabaya which is interconnected between one point 
with another point with information weight / distance in 
meters, latitude longitude coordinates, and address which 
will be explained in Table 3. 
TABLE III.  CORDINAT POINTS 
No From To Coordinat Weight Addres
B 1692.91
D 954.0145
E 728.3023
G 2103.285
A 1692.91
C 826.8011
M 2451.245
J 1692.327
I 785.2675
J 483.4498
N 1374.426
M 1624.072
I
1759.133
B 2451.245
L 1624.072
K 1374.426
G 1388.481
O 727.7807
N 727.7807
P 1439.804
O 1439.804
Q 760.3496
P 760.3496
H 790.3205
B 826.8011
D 1670.288
C 1670.288
A 954.0145
A 728.3023
F 1539.035
E 1539.035
G 1090.059
A 2103.285
F 1090.059
N 1388.481
H 807.5721
Q 790.3205
G 807.5721
L 1759.133
J 698.3279
K 785.2675
B 1692.327
I 698.3279
K 483.4498
14
15
16
17
8
9
10
11
12
13
J
"-7.278750570426501, 
112.75603539367535"
Jl. Dharmawangsa No.97 Kertajaya, Gubeng, Kota Surabaya
1
2
3
4
5
6
7
H
"-7.299672841676093, 
112.73449189086773"
Jl. Joyoboyo Sawunggaling, Wonokromo, Kota Surabaya
I
"-7.2796019598365245, 
112.76230103393414"
Jl. Raya Menur Manyar Sabrangan, Mulyorejo, Kota Surabaya
F
"-7.292266031440466, 
112.72410637756207"
Jl. Mayjen Sungkono 75-143 Gn. Sari, Dukuh Pakis, Kota Surabaya
G
"-7.292436304316622, 
112.73397690673687"
Bubur Ayam Rasa Darmo, Wonokromo, Surabaya 
D
"-7.26697979135388, 
112.7235913934312"
Jl. Petemon No.5 Petemon, Kec. Sawahan, Kota Surabaya
E
"-7.278729130708208, 
112.72127396484234"
Jl. Putat Jaya 30 Putat Jaya, Kec. Sawahan, Kota Surabaya
Q
"-7.306617217538221, 
112.7359802911867"
Jl. Raya Malang - Surabaya Wonokromo, Kota Surabaya
C
"-7.266213519414126, 
112.73869759460308"
Jl. Tegalsari No.25 Tegalsari, Kota Surabaya
O
"-7.297337545443966, 
112.74739577275409"
Jl. Ngagel Rejo Kidul 54-38 Ngagelrejo, Wonokromo, Kota Surabaya
P
"-7.309256355149782, 
112.74233176213397"
Bendul Merisi Wonocolo, Kota Surabaya
M
"-7.262233296342604, 
112.76127106567242"
Jl. Kedung Tarukan No.86C Pacar Kembang, Tambaksar
N
"-7.290867201464144, 
112.74645163518085"
STIE YOUTH SURABAYA JL Bung Tomo, No. 08, Kavling 8 Surabaya
K
"-7.283092639519452, 
112.75612122436382"
Bank Antardaerah. PT - Pucang Anom Timur Jl. Pucang Anom Tim. No.19, 
Surabaya
L
"-7.269129757840544, 
112.77423149963238"
Jl. Raya Dharma Husada Indah Mulyorejo, Kota SBY, Jawa Timur 
A
"-7.274982997930746, 
112.72668129821636"
Jl. Pasar Kembang Kec. Sawahan, Kota SBY, Jawa Timur
B
"-7.272939639599, 
112.741873330076"
Jl. Basuki Rahmat Embong Kaliasin, Genteng, Kota Surabaya
 
 
III. RESULT AND DISCUSSION 
A. Dynamic Location Search 
Determination of coordinates on the built system uses a 
geolocation where the identification or estimation of the 
real-world geographical location of an object such as a 
mobile phone. Determination of coordinates on this system 
is the basic system built to sync the object coordinates with 
the coordinates that already exist in the system. 
Locations generated from geolocation are not all 
coordinates listed on the location data in this shortest route 
search information system so that the determination of 
coordinates generated from the geolocation with the 
coordinates present in the system will be calculated for the 
closest search of the coordinates to the coordinates present 
in system. 
The algorithm for calculating the coordinate distance of 
one with the other coordinates will be written in the Table 4 
about pseudocode distance calculation. 
 
TABLE IV.  PSEUDOCODE DISTANCE CALCULATION 
function jarak ($lat1, $lon1, $lat2, $lon2, $hasil)  
1 $kordinat= $lon1 - $lon2; 
2 $jarak = sin(deg2rad($lat1)) * 
sin(deg2rad($lat2)) +  cos(deg2rad($lat1)) * 
cos(deg2rad($lat2)) * cos(deg2rad($kodinat)); 
3 $ jarak = acos($jarak); 
4 $ jarak = rad2deg($jarak); 
5 $mili = $ jarak * 60 * 1.1515; 
6 $hasil = strtoupper($hasil); 
7  if ($hasil == "K") { 
8  return ($mili * 1.609344) 
9  } else if ($hasil == "N") { 
10  return ($mili * 0.8684); 
11 } else { 
12 return $mili; }  
13 end 
 
After the calculation of the algorithm it will get the 
distance between the coordinates of one with the coordinates 
in the system then, the location is given the coordinates that 
have the closest distance so that the location will be 
initialized as a starting point in the search for the shortest 
route. “Fig. 2” is an example of the position of the 
geolocation represented by the letter “P” with the graph 
contained in the system. 
 
 
Fig. 2. Position of geolocation with graph. 
 
From “Fig. 2” we can conclude that the position of the 
geolocation is initialized starting point is at point “A” 
because that point has the most shortest distance. 
 
B. Implementation of Node Combination-Dijsktra 
Algorithm 
The Node Combination-Dijkstra algorithm has a base 
that the initial node will find the closest vertices to the 
destination node, when it finds the nearest node, the node 
will be joined with the next node until the end result of this 
system will be a node that informs the shortest distance 
between the initial node with the destination node along 
with the points that have been passed. 
For the application of Node Combination-Dijkstra 
algorithm will be described in Table 5 where the authors 
will calculate into the assessment matrix starting from point 
I with the goal to point C. with this matrix the writer can 
show that the Node Combination-Dijkstra algorithm has the 
same calculation pattern with Node Combination but the 
algorithm can also save the history passed. 
 
Initials : W[s, u] := 0, vu := vs, P[u] := [s] := [1], V := V – {s}
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TABLE V.  THE ROUTE SEARCH MATRIX FROM POINT I TO POINT C 
Step Start 
From I to C 
A B C D E F G H I J K L M N O P Q 
1 I 
         
698 785 1759 
     
 
=698 
         
{I,J} {I,K} {I,L} 
     
2 J 
 
698+1692 
=2390         
698+483 
=1181 > 
785 
Then 
785 
1759 
     
 
=785 
 
{I,J,B} 
        
{I,K} 
      
3 K 
 
2390 
         
1759 
 
785+1374 
=2159    
 
=1759 
             
{I,K,N} 
   
4 L 
 
2390 
          
1759+1624 
=3383 
2159 
   
 
=2159 
            
{I,L,M} 
    
5 N 
 
2390 
          
3383 
 
2159+727 
=2886   
 
=2390 
 
{I,J,B} 
            
{I,K,N,O} 
  
6 B 
2390+1692 
=4083  
2390+826 
=3216          
3383 
 
2886 
  
 
=2886 {I,J,B,A} 
 
{I,J,B,C} 
              
7 O 4083 
 
3216 
         
3383 
 
4325 
2886+1439 
=4325  
 
=3216 
  
{I,J,B,C} 
            
{I,K,N,O,P} 
 
 
 
From Table 5 it can be concluded that the system of 
finding the shortest route from point I to point C can be 
reached through the point I-J-B-C with a distance of 3216 
meters. 
 
C.  System Analysis 
To prove that the system has chosen the shortest route, a 
few alternate paths from the starting point are located at 
point I with the end point at point C. Alternative routes that 
can be passed will be explained in Table 6. 
 
TABLE VI.  ROUTE SEARCH ALTERNATIVES 
Nomor 
Alternatif 
Start End Rute 
Jarak 
yang 
ditempuh 
Alt. 1 
I C 
I-J-B-C 3216 (m) 
Alt. 2 I-K-J-B-C 3786 (m) 
Alt. 3 I-L-M-B-C 6660 (m) 
Alt. 4 
I-L-M-B-A-D-
C 
10150 (m) 
Alt. 5 
I-K-N-O-P-Q-
H-G-A-D-C 
11409 (m) 
 
In Table 6 we can see that there are several alternatives 
in route determination and we can conclude that the shortest 
route search system using the Node Combination-Dijkstra 
Algorithm selects the first alternative with a distance of 
3216 meters which is the shortest distance among other 
alternatives, and also, the system can record the history of 
the nodes passed the  
CONCLUSION  
 This research has presented the shortest route search 
system by modifying the combination node algorithm to the 
dynamic location used in general such as mobile phone 
online transportation. From the test result of the system, the 
node combination-djikstra algorithm can give optimal result 
in the shortest route search on the dynamic location applied 
in surabaya city that shows the route search from point I to 
point C is 3216 meters for the distance with I-J-B-C route. 
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Abstract— The rapid development of mobile-based information 
technology, can change an existing business process. Such as 
loss of distributors in a single chain of business processes. 
Mobile Commerce industry is getting a good condition to grow. 
With the decrease in Mobile communication costs, more and 
more people are using mobile computing devices that can 
connect to the Internet. There are several M-Commerce 
applications in Indonesia, namely Lazada, Tokopedia, Buka 
Lapak, Shoppee and etc. The existence of these applications in 
Indonesia traders switches to online stores. This study takes three 
examples of M-Commerce applications in Indonesia with the top 
three criteria in terms of the best reviews and the highest number 
of reviews. The results of the sampling application are Lazada, 
Tokopedia and Buka Lapak. The process of collecting data taken 
will be analyzed to know about the level of consumer confidence 
in an M-Commerce application. This is evidenced by a collection 
of examples of online stores that exist in M-Commerce 
applications that inform ratings, discount information, and 
existing features. The results obtained from this research is, 
consumer confidence can be seen from the review feedback that 
exists in each - each M-Commerce. Many discounts and low 
prices have no effect on consumer buying interest in the online 
store. The researcher's suggestion is to reward the most traded 
buyers with points that can be redeemed for certain goods, 
discounted goods or subsidized postage. 
 
Keywords—Mobile Commerce; business process; online stores; 
Industrial Information System 
 
I. INTRODUCTION  
The rapid development of mobile-based information 
technology, can change an existing business process. Such as 
loss of distributors in a single chain of business processes. 
Sellers can directly communicate and handle to consumers. 
Sellers can also control stock and understand the trends that 
exist in society. The Mobile Commerce (M-Commerce) 
industry is getting good conditions for growth, and some new 
applications from Mobile Trade are emerging. With the 
decrease in Mobile communication costs, more and more 
people in many countries are moving using mobile 
computing devices that can connect to the Internet. These 
devices are widely applied to personal communication, 
website browsing, and scheduling, play a more important 
role in people's lives, and provide more commercial 
opportunities for Mobile Commerce development [1]. 
 In Indonesia, many M-Commerce applications are 
superior and often used by the public, such as Lazada, 
Tokopedia, Buka Lapak, Shopee and so forth. M-Commerce 
has a different way of marketing strategy. With available M-
Commerce applications in Indonesia, the sellers switch to 
online stores. In its application, the sellers can be found in 
some M-Commerce. In research Puspha P.V, examines the 
characteristics of buyers who make transactions with 
different mobile commerce. In his research, he observed a 
real pattern of traction in customers using mobile commerce 
[2]. A research conducted by A. Hussain, measured the 
perceived usefulness of mobile commerce application 
performance in the aspect of effectiveness, efficiency and 
satisfaction to improve the receipt of the application and user 
loyalty or seller [3]. 
II. LITERATURE REVIEW 
A. Mobile Commerce 
Mobile Commerce is the development of E-commerce 
that utilizes the smartphone as the medium with the principle 
of mobility. Mobile commerce as a further development on 
the mobility side of e-commerce. As a trusted transaction 
service through mobile devices to exchange services and 
services both between consumers, merchants, and financial 
institutions. During a transaction or cash flow carried out by 
a mobile device, it will be categorized as mobile commerce 
[4]. Mobile commerce can also be interpreted as a platform 
where users can buy products using mobile devices 
connected via wireless data connections [5]. The difference 
between mobile shopping and mobile shopping is in 
customer's mobile shopping using a mobile device (mobile) 
while they're shopping online they can use mobile devices 
and stay like pc [6]. And so in order to increase or influence 
a customer's trust, M-Commerce application must provide a 
quality system, information, and service to promote user's 
comfort in purchasing [7][8]. M-Commerce becomes a new 
innovation in trading and also part of electronic commerce 
[9].In the future, M-Commerce continues to grow in the 
market with the knowledge developed from longitudinal 
research on how people relate to M-Commerce from time to 
time can provide a significant advantage[10]. 
B. Customer Behavior 
In a study conducted by T.Lei, writing that personalized 
service can influence the habits of customers in shopping 
through M-Commerce, some of the components that affect 
the Social Environment, Content Services, Interface Design 
[11]. Customer behavior and Feedback can be obtained 
through data sources, including structural and unstructured 
data. It is important to optimize user engagement and user 
attitudes toward products and services [12]. Consumer habits 
need to be analyzed with the aim of predicting and 
promoting products intelligently and in accordance with the 
target [13]. 
C. The Development of M-Commerce in Indonesia 
There are four elements that influence the development 
of M-Commerce in Indonesia, namely Information 
Technology Infrastructure, M-Commerce Knowledge Level 
in Indonesia [14], Online Traction of Trustworthiness and 
Information Supply Limitation [15]. 
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D. Determinants of Purchase’s Continuance Intention 
According to S. W. Chou, satisfaction factors, beliefs, 
learning, habits, and quality of product information examined 
from cellular services have been studied based on factors 
such as playfulness, perceived ease of use (EOU), attitudes, 
and subjective norms [16]. A study shows that purchasing 
intentions have been determined by three factors such as 
trust, flow and perceived usefulness [17]. According to C. 
Chang online purchases are considered as loyalty influenced 
by direct satisfaction and perceived value based on the 
context of web and mobile use [18]. Purchasing intentions as 
electronic loyalty influenced by flow, perceived ease of use, 
and perceived usefulness have been reviewed based on 
determinants such as system quality, information quality, 
service quality, perceived usefulness, perceived ease of use, 
perceived risk, and satisfaction perceived [19]. 
 
III. RESEARCH METHOD 
Step in doing this research can be seen from figure 
1, that is a flow of research process. 
 
Fig. 1. Research Method 
Researchers collected M-Commerce applications, from 
ten apps are taken rating and total reviewers. The data is 
taken three M-Commerce again. The criteria are the rating 
and the most total reviews. Rating rules taken from 4 - 5 
scale, total reviews above 500,000 viewers [20]. Data was 
taken on March 12, 2018, with Play Store source. 
The expected results of the research conducted is from 
the data obtained, researchers know the characteristics of 
sellers and buyers in online stores. In addition, researchers 
also want to see how big the level of confidence of buyers in 
online stores. 
IV. DISCUSSION 
A. Data retrieval 
Table I shows those applications with high ratings are 
directly proportional to a large number of reviewers. 
 
 
TABLE I.  M-COMMERCE INDONESIA 
M-Commerce Reviews / Rating  (1-5) Total Reviewers 
Lazada 4.3  1,323,186 
Tokopedia 4.3 725,763 
Shopee 4.2 460,449 
Elevenia 4.1 96,166 
Blibli 4.1 136,000 
BukaLapak 4.4 539,072  
Matahari Mall 3.9 38,454 
Alfacart 3.8  9,110 
Blanja.com 3.7 8,048 
JD.Id 4.3 81,891 
Bhinneka 3.1 77 
 
B. Selecting a 3 M-Commerce as an Example 
Data were taken on Monday, March 12, 2018, is sourced 
from existing data in the Play Store. The three (3) M-
Commerce are selected to be studied they areLazada, 
Tokopedia, and BukaLapak. Here is an explanation of the 
results of the observations obtained. 
1) Lazada 
• There are 2 language features (Indonesian & 
English) 
• High rating 
• Many Discounts 
• Payment can be made periodically 
(installments). 
• The stock is not displayed, but the maximum 
purchase limit is 5 pcs for all items. 
• At the time of making the purchase will go 
through 3 processes namely the delivery 
process, payment process, and review process. 
• In the sending process to enter data correctly if 
the contents of the "*" of the data must be filled, 
if it is advanced to the payment process .. 
• On the payment process will make the selection 
of payment according to the options listed. 
• For payment, there is a choice of pay where the 
payment is made when the courier to send the 
goods to the destination and the goods have 
come to the consumer who made the purchase of 
goods. 
• The Review Process will display Details of the 
purchase and will proceed with order 
confirmation. 
2) Tokopedia 
• There are 2 language features (Indonesian & 
English) 
• Payment can be made periodically 
(installments). 
• The level of consumer confidence is higher, 
judging by the positive reviews. 
• Stock not shown 
• Product information shown is the number of 
sold, who saw the goods, insurance, dam Weight 
of goods. 
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• At a time of purchase will do login first. To do 
list login can enter through facebook, google, 
and Email. 
• Purchase data must be filled correctly and 
accordingly 
• Purchase data for address can directly connect to 
the maps application to get clarity of location for 
delivery of goods. 
3) BukaLapak 
• There is only one language. 
• Offer many discounts 
• Payment can be made periodically 
(installments). 
• The displayed stock is visible 
• Purchase Data (address and phone number) must 
be filled in correctly. Example: phone number 
must be filled Indonesian phone code. The 
address in the content must contain the word 
"Street, Jl." If it does not exist then the input in 
the user's content is considered invalid. 
C. Data Analysis 
Researchers took 30 online stores randomly on three (3) 
M-Commerce. Tabel II shows the strengths and weaknesses 
of each M-Commerce in Indonesia. 
TABLE II.  ONLINE SHOP LIST 
No Store Name Application Price Discount Rating 
Needs of Women (Cosmetics, Shoes, Clothes, Bag) 
1 
Pluvia Shoes 
(Flat Shoes 
Slip On 
Kanvas) 
Lazada 90000 55% 77% 
Tokopedia 100000 - 98.68% 
BukaLapak 100000 - 95% 
2 
Beauty 
Bonney(Natu
re Republic 
Aloe Vera 
Soothing Gel 
92% 300Ml) 
Lazada 100000 14% 97% 
Tokopedia 85800 - 100% 
BukaLapak 85800 - 95% 
3 
Velopestore(
Women’s 
Trousers) 
Lazada 82600 26% 70% 
Tokopedia 97200 - 99.19% 
BukaLapak 100000 - 98% 
4 
Batik Er 
25(Square 
Hijab) 
Lazada 90500 30% 0% 
Tokopedia 88300 0% 100% 
BukaLapak 100000 45% 100% 
5 
Tokohita(W
omen’s Kulot 
Pants) 
Lazada 100000 - 37% 
Tokopedia 90000 - 100% 
Buka Lapak 90000 - 99.90% 
6 Sweet Honey (Rattan Bags) 
Lazada 100000 - 0 
Tokopedia 100000 - 0 
Buka Lapak 90000 10% 100% 
Baby Needs 
7 
Indo 
Ultimate 
(Baby 
Carrier) 
Lazada 94490 42% 83% 
Tokopedia 100000 - 92.11% 
BukaLapak 97600 - 89% 
No Store Name Application Price Discount Rating 
8 
Faradisa 
Batik(Child 
Batik 
Clothes) 
Lazada 100000 - 100% 
Tokopedia 100000 - 92.98% 
BukaLapak 100000 - 97% 
9 
Kembarshop
(Baby Gift 
Wrap) 
Lazada 100000 54% 79% 
Tokopedia 84000 - 96.91% 
BukaLapak 84000 - 100% 
10 Lolibi (Baby Bottle) 
Lazada 100000 20% 95% 
Tokopedia 99300 - 100% 
Buka Lapak 99300 - 97% 
11 
Bloombing_
Deal(Glass 
Bottle) 
Lazada 100000 55% 89% 
Tokopedia 100000 - 100% 
Buka Lapak 100000 - 98% 
12 
BabyManiaS
hop(Apron 
Breastfeeding
) 
Lazada 100000 40% 90% 
Tokopedia 95500 - 99.46% 
Buka Lapak 95500 - 95% 
13 BabyKlik(Pijamas) 
Lazada 91300 19% 91% 
Tokopedia 100000 - 98.61% 
Buka Lapak 86780 5% 99% 
Needs of Men (Bag, Wristwatch, Clothes) 
14 
Raja 
OB(Sling 
Bag USB 
Port charger 
smart 
backpack 
B295) 
Lazada 96400 66% 79% 
Tokopedia 100000 - 97.82% 
BukaLapak 100000 - 95% 
15 
Resinda 
Fashion 
Store (Men’s 
Pants) 
Lazada 94100 50% 72% 
Tokopedia 100000 - 100% 
Buka Lapak 100000 - 90% 
16 
Rafflesia 
Outdoor 
(Purse and 
Bag) 
Lazada 100000 - 71% 
Tokopedia 97100 - 72.73% 
Buka lapak 100000 - 90% 
17 Keyshima (Batik Shirt) 
Lazada 100000 52% 53% 
Tokopedia 80900 - 100% 
Buka Lapak 90090 - 100% 
18 Saver Store (Wristwatch) 
Lazada 100000 20% 75% 
Tokopedia 66700 - 100% 
Buka Lapak 65000 - 96% 
19 Nee Cloth (Shirt) 
Lazada 100000 - 77% 
Tokopedia 100000 - 89,47% 
Buka Lapak 100000 - 0% 
20 
Sumber Tas 
Grosir 
(Backpack) 
Lazada 100000 46% 78% 
Tokopedia 100000 - 100% 
Buka Lapak 100000 - 100% 
21 
Redwingmit
ary 
(Backpack) 
Lazada 100000 - 73% 
Tokopedia 50000 - 100% 
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No Store Name Application Price Discount Rating 
Buka Lapak 48000 - 98% 
22 
Mutiara 
Alkes (Hot 
Water Bag) 
Lazada 100000 42% 90% 
Tokopedia 75000 - 93,10% 
Buka Lapak 75000 - 99% 
Other Equipment 
23 
TokoEELIC
(Table Lamp 
Learning 
Architects 
RJ800) 
Lazada 81700 58% 80% 
Tokopedia 95800 - 99,57% 
BukaLapak 100000 - 98% 
24 
Modemku 
Mega 
Sarana(Mini
ature 
Dewaruci 
Ship) 
Lazada 89500 76% 81% 
Tokopedia 100000 - 97.96% 
BukaLapak 100000 - 100% 
25 
Roemahsula
p(A 
Magician) 
Lazada 100000 - 75% 
Tokopedia 85700 - 92.98% 
BukaLapak 89300 - 97% 
26 
Galeri 
Medika 
(Electric 
Massage 
Device) 
Lazada 98700 - 92% 
Tokopedia 87100 - 95,40% 
Buka Lapak 100000 - 96% 
27 
GlobalNetLi
ve (Stick the 
Old Man) 
Lazada 100000 32% 91% 
Tokopedia 86700 - 91,30% 
Buka Lapak 82400 5% 100% 
28 Innofoto(Wall Clock) 
Lazada 95600 71% 83% 
Tokopedia 100000 - 95,79% 
Buka Lapak 75000 - 97% 
29 Alfaindo(Box Store) 
Lazada 100000 33% 89% 
Tokopedia 95000 - 98.14% 
Buka Lapak 95000 - 96% 
30 
OfficeExpres
s(Strappler 
Kangoro) 
Lazada 62500 - 82% 
Tokopedia 100000 - 97,22% 
Buka Lapak 99700 - 97% 
 
V. RESULT 
Researchers calculate the average price sold on each M-
Commerce. Figure 2 shows the price average diagram of the 
online shop. The diagram shows that the highest price is 
Lazada rather than Tokopedia and Buka Lapak. TABLE II 
shows Lazada offers the most discounts, but the price after 
the discount is not much like the normal price of tokopedia 
and Buka Lapak. 
 
 
Fig. 2. Average Price of  3 M-Commerce 
In addition, the average rating of each store on M-
Commerce is also calculated. Tokopedia's results are 
superior among the other two (2)M-Commerce. Figure 6 
shows that Tokopedia does not offer many discounts, but its 
rating is the highest.The strategies of the three existing M-
Commerce examples can be studied further. 
 
 
 
 
 
 
Fig. 3. Average Rating 3 M-Commerce Indonesia 
A. Characteristics of Buyers and Sellers in Indonesia 
On Research Prof. Shanti, says everyone's habits are 
different. In his research also mentioned the population of 
gender also affect the habit of shopping online[21]. In 
Indonesia, sellers easily offer their products on more than 
one M-Commerce app[22]. 
Table II shows that many sellers in Indonesia offer more 
products on more than one M-Commerce. At Lazada, many 
discounts are always there in every item sold, but it did not 
affect the rating obtained. Because of that, then buyers in 
Indonesia are also often moving around in buying a product 
in more than one M-Commerce. A trend in Indonesia many 
M-Commerce are competing to attract a lot of consumers, 
strategies that also do diverse. Trust one of the important 
strategies that need to be done. 
VI. CONTRIBUTION AND IMPLICATION 
Effective strategies can result in more customers, but 
greater costs. However, it can produce "goodwill" in the long 
run [23]. This research is seen if the marketing method by 
offering more discounts cannot attract more consumers. The 
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confidence of every store in M-Commerce is also one factor 
of the many interests of the buyers. Suggestions that can be 
given to researcher’s M-Commerce especially in Indonesia is 
to add or adopt from the current trend developing. Suppose, 
M-Commerce application that tracking the most number of 
transactions on the consumer then provide points that can be 
exchanged with certain goods, discounts, or subsidized 
shipping cost. In terms of the seller, also awarded for sellers 
who sell the most goods and have the highest rating by 
giving "Highlight" the name of the store and its products on 
the main page. Other studies, also reinforce that the 
packaging of the information presented is also very 
influential on consumer interest to visit existing M-
Commerce [24]. Consumer confidence can maintain long-
term trading competition. Each M-Commerce must also have 
controls on the comments section of every item and store 
listed in M-Commerce. The comment section is one part that 
is first read and reviewed by every consumer who will buy a 
product [22]. Other research also needs to study the 
inhibiting effects of an M-Commerce business process. The 
goal is to see how much customers trust, and how many 
products are purchased and the number of transactions made 
by consumers[25]. 
The novelty found in the paper written is that there has 
never been a study comparing consumer confidence from M-
Commerce in Indonesia. M-Commerce retrieval can be from 
the top three rating and viewers, namely Lazada, Tokopedia, 
and Buka Lapak with the acquisition of rating 4.3 with 
viewers 1,323,186 (Lazada), rating 4.3 with viewers 725,763 
(Tokopedia), rating 4,4 with viewers 539,072 (Buka Lapak). 
Data samples taken were sellers who sold the same product 
in the three M-Commerce. 
VII. CONCLUSION 
From the results and discussions obtained, there are 
several conclusions that can be taken. The trust of an online 
store is crucial in the marketing strategy of an online 
business. In the above data, a good belief can be seen from 
the feedback review every M-Commerce. Examples of 
existing M-Commerce also show that many discount offers 
have no effect on the number of sales and good reviews from 
consumers. When viewed from the price, indicating that 
consumers are not affected by the low prices and discounts 
offered. Reasonable price and brand from M-Commerce 
Application are also considered by consumers before 
purchasing goods. In addition to having the right strategy, it 
is also necessary to know the inhibiting factors in doing the 
strategy. It can also add new ideas in strategies to conduct 
business processes from M-Commerce. Looking at M-
Commerce in the future will continue to grow from time to 
time. 
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Abstract—The aimed of this study is to investigate the 
impact of social media utilization on student’s performances 
for knowledge sharing in teaching and learning progress. A 
research model using the Task-Technology Fit Theory as a 
basis and three hypotheses developed for this study. Model and 
hypotheses then tested and validated using data obtained from 
a survey of respondents. The survey was conducted for 
students at a university in Indonesia. About 103 questionnaires 
filled out by members of the university, 75 questionnaires 
declared valid and used for further analysis. Data were 
analyzed using Smart Partial Least Square (Smart PLS). This 
study reveals that student performance and Knowledge 
Sharing impact by technology characteristic and social media 
utilization  
Keywords— Knowledge Sharing, Social Media, User 
Performance, Task-Technology Fit Theory  
I. INTRODUCTION  
Today’s, social media has undergone tremendous 
development; more and more social media applications are 
created and developed. Some of the quite popular social 
media applications are Facebook, Twitter, and Instagram. In 
2014, the estimated the number of active users of social 
media applications in the world is about 1.9 billion people 
and was estimated in 2018 to be 2.67 billion people. In 
Indonesia, the number of active users in social media is 
estimated to be on the number 96.01 million people in the 
year 2016 (statisca.com, 2016). This amount is expected to 
increase in subsequent years. 
Social media is growing rapidly due to the features 
offered felt quite potentially provide benefits to users [1]. In 
addition, the application's ability to collect millions of people 
in one large virtual community makes this application a 
powerful weapon for those who have an interest in a great 
community. In its later development, social media has been 
utilized by the user in many aspects of human life.  Social 
media was used in commerce, social, political and education. 
In education, it is quite a lot of educational institutions 
whether formal or non-formal use social media application to 
support their academic activities [2]. 
One of the social media features that potential to be used 
in teaching and learning activities is a virtual community 
(virtual group) [2]. The virtual community enables the 
gathering of a group of people who has the same interest [3]. 
Where the member of the group is facilitated to be able to 
interact, collaborate and communicate through a variety of 
features provided by the social media application [4, 5]. In 
Educational context, the academic community is believed as 
one of the most important elements in helping student and 
lecturer to create intensive interaction. The intensive 
interaction among students and professors in the community 
allow them more intense on the process of transfer the 
formation and knowledge. The exchange of knowledge is 
one of the keys to creating new skills and competencies. 
Nonaka (expert in the field of Knowledge Management) 
state that the exchange of knowledge can only come through 
interaction and collaboration activities [6]. Through 
interaction and collaboration activities the exchange of 
knowledge between experts and talent would occur. Further, 
Nonaka argues that new knowledge is only created through 
interaction and collaboration [6].  
Many organizations in the world have proved that the 
transfer of knowledge is one of the most effective activities 
in creating new high skill [7]. We can see how organizations 
increasingly realize the importance of knowledge sharing 
interaction in an effort to bring a huge benefit to the 
improvement and creation of new knowledge [8, 9]. Thus we 
can conclude that the interaction and collaboration is key to 
the creation of powerful beings are competent [10].  In this 
study, we would like to investigate whether the use of social 
media for knowledge sharing activities can improve the 
performance of students and what factors impact the 
utilization of social media? 
II. RESEARCH METHOD 
A. Model and Hypotheses Development  
Social Media 
Kaplan and Heinlein define social media as a collection 
of internet-based applications that provides web 2.0 
interactive services among individuals and communities to 
interact, discuss, create and modify contains. Social media is 
now believed to be a tool that provides tremendous potential 
for the organization to improve the performance of the 
company [11]. To get the maximum benefit from the 
potential of the social media,  the companies develop 
strategies to use social media in their business activities. 
Hanna et al (2011) proposed a concept to develop a strategy 
for the utilization of social media within an organization that 
they are familiar with the term "social media ecosystem". In 
the concept in the organization need to understand that the 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
393978-1-5386-8402-3/18/$31.00 ©2018 IEEE
use of social media in supporting the activities organized 
needs to be aligned, by appropriately combining social media 
how traditional and virtually in achieving organizational 
goals. 
Razmerita et al., 2009, proposed several technologies in 
social media that can be used in optimizing knowledge 
sharing, namely: 
 A personal webpage is a tool that can improve the 
organization and presentation of information and share 
with the community.  
 Personalized search tools provide the facility to search 
for and share information. 
 A social bookmarking tool that makes it easy for 
community members to share bookmarks of interest 
among the members. 
 The personalized live discussion forum is a tool that can 
guide in analyzing, evaluating, displaying and sharing of 
information among member of communities. 
 the virtual world is a tool that encourages community 
members to share their knowledge. 
 Blogs and wikis is a supportive tool for editing, viewing, 
organizing information or knowledge by individuals or 
collaborate with others. 
The tools above are part of social media technologies and 
services that could be an option for us in optimizing 
individual knowledge sharing activities with community 
members. Unlike the traditional tools for knowledge sharing, 
social media-based technology services supporting the 
process of interaction, collaboration more interactive and 
intensive, thus enabling the sharing of knowledge that is 
richer in content and more intensive [5] 
      Research in the field of social media and knowledge 
management that has to produce some advantage knowledge 
this time includes conceptual models, case studies, empirical 
studies. One of the studies related to the social media and 
knowledge management conducted by Razmerita et al. 
(2009). In their study, they found that there is the same 
principle between social media and knowledge management 
in sharing the information. Social media has shown a 
positive role in knowledge management. In others research 
conducted in social media and knowledge management, 
some researchers have managed to identify the benefits 
obtained through the use of social media in knowledge 
management. However, although in principle social media 
are believed to synergize with knowledge management the 
researchers also found the constraints faced in the 
implementation of social media in knowledge management. 
Knowledge management in social media can be supported 
through a variety of tools that allow creating, code, organize, 
and share knowledge, but also to socialize and improve 
personal network and collaborate in order to organize and 
create new knowledge. 
Knowledge Sharing 
Knowledge sharing is a major activity in the knowledge 
management area. Knowledge sharing allows individuals in 
an organization to work together to exchange information, 
ideas, suggestions, ideas, and experiences that ultimately 
creating the formation of a new knowledge [1, 3-5]. 
Knowledge sharing is a mechanism of the spread of 
knowledge held by the organization to all members of an 
organization. One of the leading theories relating to 
knowledge creation comes from Nonaka (2008). Another 
expert in Knowledge Management Srivastava et al. (2006), 
defines knowledge sharing as sharing expertise, information, 
advice, and ideas among individual to another's individual 
within an organization [7]. In his theory, Nonaka argues that 
knowledge is created only from the interaction between 
people or between organizations. 
Task-Technology Fit Theory 
This study using the Theory of Task-Technology Fit 
(TTF) as a basic reference in resolving the issues raised. 
Task-Technology Fit (TTF) is one of the theories that was 
built to evaluate the positive impact of the utilization of 
computer technology which was first introduced by Goodhue 
and Thomson in 1995. The TTF provides a theoretical basis 
to determine whether a technology can provide a good 
impact on user performance through evaluation of 
conformity between task characteristic and the technology 
used to complete the task [12]. 
Task technology fit is a theory that was developed to 
evaluate the suitability of the duties of a person in an 
organization with the technology used in these duties. This 
theory was originally developed by Goodhue and Thomson 
in 1995. In TFF there are four main pieces of theoretical 
constructs proposed such as; Task characteristic, Technology 
characteristic, utilization and performance impact. Goodhue 
and Thomson in TFF theory suggested that the performance 
of someone will affect by the characteristic of technology 
and the utilization of technology for his work. 
 
 
      Fig. 1  Task-Technology Fit Theory (TTF)  
 
      Goodhue and Thomson in 1995 develop a concept for 
measuring the TTF by using eight factors: quality, 
locatability, authorization, compatibility, eases of 
use/training, production timeliness, reliability systems, and 
relationship with users. Base on the previous research that 
applies this theory, this theory has been proven able to 
explain and predict the impact of information technology on 
the performance of the user. In the beginning, this theory is 
used to evaluate the performance at the individual level but 
on the advanced development, this theory was also applied to 
evaluate the level group of the user which use of information 
technology. Since the beginning of development, this theory 
has been applied to various types of information technology, 
including electronic commerce systems. In the Previous 
study, researchers generally collaborate theory with other 
relevant theories or enrich the understanding of technology 
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utilization.  Some researchers explore the theory with new 
relevant factors to investigates the impact of factors with 
TTF to getting better understanding impact the use of 
information technology [13-16]. In developing research 
instruments researchers using Linkert scale. Where each 
factor was measured by using 2 to 10 pieces of the question, 
and with a response using 7 Linkert the scale of strongly 
agrees to strongly disagree.  
Model and Hypotheses Development 
The following figures (fig.2) shows the relationship 
between variables that developed for this study. In our 
research model, we would like to investigate the impact of 
task-technology fit and social media utilization in student 
performance for knowledge sharing. The research model 
contains one independent variable "perceived task-
technology fit" and has two dependent variables is the 
"Social Media Use", and "Student Performance Impact" 
 
 
                            Fig. 2 Research Model 
 
Hypotheses developed for this study are:  
H1:  Perceived task-technology fit positively influence 
student performance impact 
H2: Social media use influences positively impact student 
performance. 
H3: Perceived task-technology fit positively influences 
the use of social media 
Research method  
A. Participant 
Data collection was conducted by direct questionnaire 
distribution to the respondents. Data collection was using the 
instrument that contains 10 of the questions. Questionnaires 
were distributed to students in a university. A total of 75 
respondents from 103 respondents who answered the 
questionnaire. The respondents who participated in the 
survey consisted of 72% male and 28% female. 
B. Research Instrument 
The instrument applied in this study was developed base 
on the Task-Technology Fit Theory. Modifications to 
construct and indicators did to make sure the instrument in 
meeting the need within the research context. The propose of 
this study is to examine the relationship between the three 
constructs are "fit technology task", "social media 
utilization" and "student performance impact” in the sharing 
of knowledge.  The definition of constructs and their referral 
sources are described in Table 1. 
 
          TABLE I Variable in Research Model 
Variable name Definition Source 
Perceived Task-
Technology Fit 
User perception 
related to social 
media for 
knowledge sharing 
Larsen et al, 
2009; Goodhue 
and Thomson, 
1995 
Utilization The use of social 
media by student 
Larsen et al, 
2009; Goodhue 
and Thomson, 
1995 
Student 
Performance 
Impact 
Student 
Performance 
impact by using 
social media for 
knowledge sharing 
Larsen et al, 
2009; Goodhue 
and Thomson, 
1995 
 
Each construct is measured with indicators using a Likert 
scale. A scale developed in five levels of ratings, with the 
following explanation, starting from 1 = strongly disagree to 
5 = strongly agree on points. The indicators used in this 
study are described in the Appendix. 
C. Data Analysis  
Smart PLS used to evaluate the developed research 
model. Structural Equation Model (SEM) approach applies 
to validate the research model. SEM was used because of its 
ability to test a causal relationship between the constructs 
that contain a number of indicators [17]. There are two major 
steps undertaken in analyzed data, first conduct model of 
measurement assessment, the aims of this activity is to 
ensure that each construct and indicators on the research 
instrument have met the criteria [18]. The next activity has 
conducted an evaluation of structural models. In this stage, 
the hypothesis will be testing along with the model fit 
assessment. 
III. RESULT AND ANALYSIS  
Table 2 below illustrates the profile of the respondents 
who participated in this study. Respondents came from a 
college in Indonesia. Data collected by distributed the 
questionnaire to students. A total of 103 respondents 
participated in filling out the questionnaire and 75 
questionnaires declared valid can be used for further 
analysis. 
      TABLE II Demography Characteristic of Respondent 
Characteristics of 
demography 
Number of 
respondents 
Percentage
Gender  
Man 54 72%
Woman 21 28%
Age  
20 years and under 14 18%
20-25 years 50 67%
25 years and older 11 25%
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A. Evaluation of Measurement Model  
Each construct in the research instrument should be 
evaluated to check their validity and reliability. It is intended 
that all constructs that exist meet the standards that have 
been agreed so it proved valid and reliable. Reliability can be 
ensured by checking the value of Composite Reliability and 
Average Variance Extracts (AVE) of each construct. Table 5 
below shows that the value of CR and AVE for all constructs 
is above 0.8 and 0.6. It is indicated that all constructs are 
reliable. The next reliability test will be performed by 
internal reliability test of the constructs; this is conducted by 
evaluating the value of alpha Cronbach. The results of data 
analysis showed that the Cronbach alpha of each construct is 
above the  0.7, which indicates the level of reliability is good 
[19]. 
 
               TABLE III Model Fit Indicator 
 R-Square 
Cronbach'
s Alpha Commonality Redundancy 
SPI 0.446 0.8347 0.6666 0.2382
SMU 0.402 0.7635 0.6825 0275
TTF 0 0.7807 0687 0
 
The next process is to make sure that all constructs are 
valid. Two evaluations names convergent validity and 
discriminant validity will apply in this stage. The first step is 
to evaluate the value of the loading factor. Table 4 describes 
the resulting test that all the indicators have factor loading 
values above 0.6, this indicates that all the indicators met the 
standards. The indicators meet standard if the construct 
loading factor value of each indicator above 0.6 [19]. 
  TABLE IV Loading and Cross Loading Factor 
 
The final test in measurement model evaluation is 
checking the feasibility of the discriminant validity. The test 
can take place by checking the value of AVE each on each 
construct exist [20]. The AVE value of a construct must be 
greater than the AVE value of the existing construct variants. 
Table 6 shows that the AVE value of each construct has a 
higher than the value of the other existing constructs. It can 
be concluded that the AVE value of each construct has 
already met the criteria. 
TABLE V AVE and CR Value of Variables 
AVE CR PF SMU TFF 
PI 0.666 0887 0.816   
SMU 0.682 0.865 0.826 0.826  
TTF 0687 0.867 0.828 0.828 0.828 
 
B. Evaluation of Structural Model 
After conducting an evaluation of the measurement 
model, and get good results.  The next agenda is to test the 
hypotheses. Before hypotheses test is done, it is necessary to 
implement several steps to validate that research model. The 
first step is to measure the explainer power level of models 
by checking the value of the R2. The result of the test that 
describes in Figure 2 the R2 value of the model is 0.446. It 
can be concluded that The model has the ability to predict the 
performance of students in knowledge sharing using social 
media amounted to 44.6%. It is proved that the model is fit. 
 
           Fig. 3 Evaluation of Research Model 
 
     In conducting hypotheses testing, this study uses p-value 
as indicators. The result of testing is described in Table 6 
below.  P Value for each hypothesis is: H1 = 0.0001, H2= 
0.0001 H3 = 0.0001. The result shows all of the hypotheses 
are supported. 
 
           TABLE VI Hypotheses Result 
Hypothes
es 
Path 
Coefficient T-stat   P-Value Result 
H1 0279 9.800 0.0001 Significant
H2 0635 12.99 0.0001 Significant
H3 0455 5.895 0.0001 Significant
DF = 72    (DF=N-K) (75-3 = 72), N = number of 
samples K = number of variables (constructs) 
IV. DISCUSSION  
The purpose of this research is to have a better 
understanding on how task-technology fit elements and the 
utilization of technology (social media) have an impact on 
user performance (in this context student as user and 
knowledge sharing is the main activities of performance).  
 
Performance 
Impact 
Social Media 
Use 
Task-
Technology Fit 
PI1 0.9382 0.6326 0.4551
PI2 0.8715 0.5892 0.6946
PI3 0.6434 0.3012 0.2032
PI4 0.7828 0.4503 0.3496
SMU1 0.5368 0.7907 0.4646
SMU2 0.5216 0.9106 0.6013
SMU3 0.5107 0.7701 0.4997
TTF2 0:58 0.6167 0825
TTF3 0.2717 0.3715 0.7573
TTF4 0.4792 0.5298 0.8982
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In General, data analysis result shows that both of 
elements, task-technology fit element, as well as technology 
utilization element, impact the user performance.  This study 
found that the task elements of task-technology fit 
significantly affect the performance of students in sharing 
knowledge using social media. This means students believe 
social media provide features that can help them to share the 
knowledge. Students also believe that their knowledge 
sharing activities is better by using social media. Future more 
the students also believe that social media have met their 
needs in knowledge sharing in learning activities in their 
college. 
The study also reveals that students are assured to using a 
technology (in this case, social media). This is because they 
believe that social media has the features they need and these 
features are complete enough to achieve their goal. They feel 
social media is the right technology for their activity in 
knowledge sharing. Our study finding is consistent with 
previous studies that apply TFF  [13, 14].  Aljukhadar et al. 
and Larsen et al. stated that the people will use technology if 
the technology fulfillment the needs of the users to 
performing their task.   
Future more, our study indicated if the students also felt 
that using social media increased knowledge sharing 
performance. Students feel more productive and more 
effective due to the use of social media. Our findings are 
relevant to the study done by Larsen et al and Widagdo and 
Susanto. Where in the study they found that the use of the 
technology according to user needs will improve the 
performance of the work / meet the objectives of the 
work/activities [13, 14]. 
 Based on the results, this study concluded students have 
performance increase in their sharing of knowledge activities 
due to the use of social media in teaching and learning 
environment. The students felt that social media met their 
needs and have useful features.  The findings in this study 
reinforce the scientific basis that the performance of the 
individual as a result of the use of technology is significantly 
influenced by the characteristics of the technology used but it 
is also influenced by their desire to take advantage of these 
technologies. 
This study has limitations in term of on the number of 
respondents for the sample. Future studies may consider 
obtaining a more proportional number of respondents. There 
are also two important agenda that should be done in future 
studies, first investigate whether there are any other elements 
that independently/ dependently affect the performance of 
users when using technology in addition to the two elements 
that have been investigated above. Factors that could 
potentially include "perceive ease of use", this element 
relates to whether to utilize a technology users find it easy or 
not much effort is needed. Another agenda is to conduct 
research in different universities both in terms of culture or 
kind. Colleges are investigated currently in the Indonesian 
island of Sumatra that has a relatively distinct culture with 
universities on the island of Java. Colleges are investigated at 
the moment is private college course that different with 
public universities environment. These differences can affect 
the results of the study which has been carried out. 
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Appendix 
Variables and Indicators 
 
  
   
 
 
Variable  Indicator Source
Perceived 
Task-
Technology 
Fit 
Social Media application 
provides functions/features 
that help me to share 
information and 
knowledge with fellow 
students and professors 
Larsen et al, 2009;
Goodhue and 
Thomson, 1995 
 Sharing information and 
knowledge are better by 
using social media. 
Larsen et al, 2009;
Goodhue and 
Thomson, 1995 
 Features  of social media 
fit my needs for sharing 
information  
Larsen et al, 2009;
Goodhue and 
Thomson, 1995 
utilization I use social media to share 
information 
Larsen et al, 2009;
Goodhue and 
Thomson, 1995 
 I use social media to share 
knowledge 
Larsen et al, 
2009;Goodhue and 
Thomson, 1995 
 I use social media to 
discuss the information 
and knowledge with others 
students and professors 
Larsen et al, 2009;
Goodhue and 
Thomson, 1995 
Student 
Performance 
Impact 
Sharing of 
information/knowledge 
through social media 
makes my information 
sharing activities more 
productive 
Larsen et al, 
2009;Goodhue and 
Thomson, 1995 
 Sharing of 
information/knowledge 
through social media 
sharing makes me more 
effective 
Larsen et al, 
2009;Goodhue and 
Thomson, 1995 
 Social media with 
information and 
knowledge sharing 
services tool improving the 
quality of  my knowledge 
sharing  
Larsen et al, 2009;
Goodhue and 
Thomson, 1995 
 I can easily and effectively 
share information and 
knowledge through social 
media 
Larsen et al, 
2009;Goodhue and 
Thomson, 1995 
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Abstract— In this work, e-learning is used to increase 
learners ‘motivation and competence in addition to learning 
complementary environment. This work is based on of the 7-
years of hybrid e-learning classes on Operating System, 
Computer Network, Network Security, Network Management 
subjects at 3 Indonesian universities, namely, Surya University, 
STKIP Surya, and IBI Darmajaya. Most of STKIP Surya’s 
students are from Papua and need more attention and 
motivation than others. Relaxed assessment processes are 
performed on each module in addition to mid term and final 
exams. On average, there are 12-18 modules in each subject 
matter. To motivate the learners, they may perform as many 
exams as ones’ wish to attained the highest possible mark within 
the semester on all exams and quizzes. Relaxed assessment 
processes to attained maximum grades seems to increase the 
learners’ motivation as some learners’ retrying in exceeding 50 
times for the 100 questions final shown in the Level of 
Competency (LoC) measurement. In addition, to anticipate, any 
cheating, eliminate remedial and cost savings, all exams are 
done on moodle via web. Such method of a 
whole semester relaxed assessment equipped with about 2000-
6000 questions bank per subject and is for the first time 
performed in Indonesia. This study is also found an increase in 
the majority of learner’s understanding on the subject is very 
good without remedial. Thus, e-learning seems not only 
complement learning processes but also able to motivate and to 
improve the competence of learners as well creating healthy 
competitive environment among learners.   
Keywords—E-learning, Relaxed Assessment, motivation, 
Level of Competency  
I. INTRODUCTION  
Implementation e-learning in campuses seems to be 
steadily increased as more universities own and run e-learning 
websites. The current use of e-learning is normally as a 
complement to the learning process to deliver teaching 
materials [1]. Low motivation, urge to learn and boredom are 
observed in learners while accessing e-learning sites [2]. 
Previous researches have been done to improve the learners' 
motivation, such as using a learning style detection approach 
[3][4][5][6]. The results showed that the learners' motivation 
learning style was raised. 
 The learners' motivation is dynamic, various aspects, such 
as, the learning subject, pressure and urge to learn may 
contribute to it. Thus, competency achievement pace may be 
different for different topic and learner. Methods needs to be 
examined to maintain and to push the motivation, pressure as 
well as urge to learn. 
 This work is based on our experience in seven (7) years 
implementation of hybrid e-learning classes on Operating 
System, Computer Network, Network Security, Network 
Management subjects at 3 Indonesian universities, namely, 
Surya University, STKIP Surya, and IBI Darmajaya. A relax 
assessment processes are performed on each module of the 
subject in addition to mid term and final exams. On average, 
there are 12-18 modules in each subject matter. 
 
II. MATERIAL AND METHOD 
 
A. Development of E-Learning 
Development of e-learning has been increased and 
resulting several several studies. Several researches have been 
done to optimalized the e-learning processes. Some of the 
main obstacles in using e-learning, i.e., boredom, 
demotivation and eventually leads to drop out [7][8][9] needs 
to be overcome. 
One possible cause of boredom and lack of motivation and 
thus drop out is the lack of personalization given to learners 
[10][11]. Thus, ability to suite each learners' pace in learning 
would be substantial. 
 
B. Taking Research Data 
This work use e-learning website build on Moodle 
Learning Management System (LMS) 
at http://lms.onnocenter.or.id/moodle/ for computer network 
Surya University course and network management IBI 
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Darmajaya graduate course, 
and http://lms.stkipsurya.ac.id for computer network STKIP 
Surya course. In our sample classes, there are 17 students 
participate in computer network class in Surya University, 35 
students participate in computer network class in STKIP 
Surya, and 31 graduate students in network management class 
at IBI Darmajaya. 
The learners' profile of these three (3) universities is fairly 
different. The majority of STKIP Surya learners is from 
Papua, Eastern Indonesia islands, and some from Riau islands. 
The one from Papua and eastern Indonesia may need more 
attention as well as different approach to 
motivate and to increase urge to learn. While the majority of 
Surya University students are from Jakarta and java families. 
The IBI Darmajaya graduate students are a little bit older than 
the other two universities and mainly workers, teachers in 
South Sumatera and surrounding areas. 
 
 
C. Research Data Retrieval Process 
 
Research data is taken from the eighteen (18) quizzes, mid test 
and final exam in the course. A sample of one semester 
running course was taken in three (3) different universities. 
The learner may took the exam multiple times within the 
semester. Since ample questions available in the question 
bank, a relaxed assessment may be performed. In contrast to 
conventional assessment, in a relaxed assessment process, the 
learners may perform as many exams as ones’ wish to attained 
the highest possible mark within the semester on all exams and 
quizzes. To anticipate, any cheating and eliminate remedials, 
all exams are electronically performed on moodle via web. In 
addition, exam time is limited to one (1) hour for 100 
questions for mid and final exams. 
 
Since all processes including assessments are electronically 
performed on moodle. Thus, no paper based processes are 
involved. Learners may performed their assessment at 
anytime and anywhere including from their comfort home. It, 
in turn, significantly reduces campuses' operating costs. 
to increases competitiveness, intermediate attained mark is 
weekly published on the web available for all learners as well 
as public to see. It, in turn, significantly increase pressure 
among learners to perform much better in each quiz and exam. 
Since the exams may be electronically performed many 
times, the total processed marks reaches a large number of 
data. For example, one of the student Yomilera Yikwa from 
Papua took 49 times mid term exam and 121 times final exam. 
The Level of Competency (LoC) measurement will later 
clearly show that a more relaxed assessment enable learner's 
motivation and pressure to learn the subjects. 
 
 
D. Research Data Evaluation 
This paper, Computer Network course at STKIP Surya, 
Surya University and Network Management graduate course 
at IBI Darmajaya will be closely examined and compared. 
These three courses are fairly similar in content, number of 
quizzes with 2000 questions bank. We will be closely 
examined and compare the attempts and, thus, learner's 
motivation to reach highest mark. 
 
Conventional LoC measurement in normal assessment 
process may measure the level of learners' competency. In 
contrast, LoC measurement in a relaxed assessment processes 
may also evaluate learners' persistence and pressure to reach 
the highest mark which is not embedded in a more 
conventional learning method. The persistence measurement 
may be for the first time realized in formal Indonesian e-
learning environment. 
III. RESEARCH METHOD 
The Methodology Research conducted in this study can be 
seen in Figure 1. 
 
 
                   Figure  1 Research Method 
 
Figure 1 shows the used research method to do Student 
Assessment Evaluation (SAE) in three (3) campuses. 
In a relaxed assessment process, the students may perform as 
many exams as ones’ wish to attained the highest possible 
mark within the semester on all exams and quizzes. Such 
approach is used in the attempt to increase the learners' 
motivation as well as providing pressure and urge to learn to 
the learners. The Level of Competency (LoC) measurement 
will shows that such approach significantly improve 
competency attained and remove any remedials in the process. 
 
 
Figure 2 Average Attempts per Quiz of 3 Campuses 
 Figure 2 shows the average number of attempt performed 
per learner perquiz in 3 campuses for computer network 
course in STKIP Surya and Surya University and Network 
Management in IBI Darmajaya. The figure clearly show 
significantly more attempt performed by learners at STKIP 
Surya as compared to the other 2 campuses. Papuan and 
Eastern Indonesian learners must struggle to do more quizzes 
to achieve good grades. Quiz re-attempt process is very easy 
and no cost within the e-learning system. Quiz results can 
immediately be seen by the learner upon quiz submission. 
This directly motivates learners to achieve higher marks. 
Motivation may be internally driven from within learner-self 
and externally by seeing other learner's mark. 
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 The learners at IBI Darmajaya requires much lower 
number of attempts perquiz as compare to STKIP Surya at 
achieve highest marks. It doesn't mean the the learners at IBI 
Darmajaya is not motivated. It is to say, the learners at IBI 
Darmajaya require less number of attempt to reach high mark 
as compare to STKIP Surya. 
Unlike STKIP Surya and IBI Darmajaya, many learners at 
Surya University achieve good mark in their first attempt in 
each quiz. In other words, not many learners at Surya 
University re-attempt the quiz after their first attempt. In rare 
occasion, the learner at Surya University re-attempt their quiz 
up to five (5) times. Most Surya University student, reach high 
mark after their first attempt 
 
 
Figure 3 Average Mid Semester and Final Exam mark of 
the 3 campuses 
Figure 3 shows the average Mid Semester and Final Exam 
mark of the 3 campuses. The comparison shows learners at IBI 
darmajaya achieve an average better mid term mark and lower 
in final exam. In contrast to the other 2 campuses, average 
mark at Surya University shows a significant increase in final 
exam as compare to mid term exam. A somewhat increase of 
average final exam mark is also observed in STKIP Papua. 
 We may note that on-line exam schedule is fairly relaxed 
and not at all overlap with other exam schedule of other 
courses. Thus, during mid term on-line exams, students is 
fairly relax and no pressure from exams and assignments. 
However, at the end of semester, most students are normally 
working under pressure to complete the assignment and exams 
of other courses. 
 Figure 2 and 3 show clearly that the motivation and spirit 
to learn much increase as learner may see the result of their 
exam immediately after completing the exams. In contrast to 
conventional assessment proses, it requires longer time to 
obtain the results. Such long waiting time is one of 
discouraging aspect in the learning processes. 
 Immediate release of mark of all quiz, mid term, and final 
increase motivation and feedback to the learner to concentrate 
their learning effort. In this study, the number of attempts to 
do the exams is not limited within the semester. In addition, 
since only the highest mark is taken into account for the final 
mark of each quiz, it significantly boost the motivation of the 
learners to re-attempt the exam and to learn. 
 
 
  
 
Figure 4 Total Quiz enrolled in 1 semester by STKIP 
Surya Student 
 
Figure 5 Total Quiz enrolled in 1 semester by IBI Darmajaya 
Student 
 
Figure 6 Total Quiz enrolled in 1 semester by Surya 
University Student 
Figure 7,8 and 9 show a sample growth of mark in a single 
quiz with multiple attempts of one students of STKIP Surya 
(Figure 7), IBI Darmajaya (Figure 8), and Surya University 
(Figure 9) who do the exam multiple attempts. The Figures 
clearly shows an increase trend from its initial attempt to to 
final attempts and all consistent for all three (3) universities. 
Thus, it indicate the relaxed assessment process facilitate an 
increase in level of competency in its particular subject assess 
in the quiz. 
 
 
Figure 7 Relax Asessment Quiz 1 STKIP Papua Student 
 
Figure 8 Relax Asessment Quiz 1 IBI Darmajaya Student 
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Figure 9 Relax Asessment Quiz 1 Surya University Student 
 
 
IV. RESULT DISCUSSING 
 
This study found that: 
1. E-Learning may be used beyond complementing 
learning processes. 
2. A relaxed assessment method allowing learner to 
perform as many exams as ones’ wish to attained the 
highest possible mark. This, in turn, enables learner's 
motivation, persistence and create urge to learn the 
subjects. Such method is for the first time performed 
in Indonesian universities. 
3. Unlike conventional assessment method, whole 
semester relaxed assessment method allow us to 
measure learners' increase in motivation and 
persistence in LoC Measurement. 
4. The use of e-learning adding a significant amount of 
benefits including anytime and anywhere learning 
environment to the learners while not 
increasing, in fact, reducing, campuses' operating 
costs. 
5. Allowing students to perform unlimited attempts and 
taking into account only the highest mark of each quiz 
seems to be significantly boost the motivation to re-
attempt the exam and to learn, and, in turn, increase 
the average achievable mark without having remedial. 
6. Relaxed Assessment processes with unlimited 
attempts allowing those who are motivated and wants 
to struggle to be able to achieve good grades. It is rare 
in conventional learning environment. 
 
Further research related to learning agent to be explored to 
provide recommendation of teaching materials in accordance 
with the evaluation results. 
 The influence of teaching materials to improve the motivation 
of learning becomes one of next issue that needs to be 
investigated.  
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Abstract—The purpose of this research  is to develop 
mobile based education game which will be used as the 
learning media of basic programming for grade X VHS student 
as well as  to know the its eligibility level. The developed 
education game consists of four basic programming 
competencies. This learning media is developed using ADDIE 
model  with waterfall model for the  flow development. The 
validation process involved  2 material experts, 1 media expert, 
and two groups of eligibility testing. The type of data is 
qualitative and quantitative with the method of data collection 
is questionnaire. The  measurement uses  five scale of likert. 
This study concluded that the developed educational game are 
valid and eligible to be used as a basic programming  learning 
media.  
Keywords—Educational Game, Mobile, Basic Programming, 
VHS. 
I. INTRODUCTION 
Students of computer and information technology in 
vocational high school (VHS) are demanded to have the 
basic skill  in programming. In fact, some   schools depends 
on BSE (Buku Sarana Elektronik) which is unpracticable and 
not suitable with the 2013’s curriculum 2013 (revision 2017). 
Furthermore, the other obstacles are related to the limitation 
of material source. The limited material source  come  from 
their teacher without other learning media as the material 
source[1].  
The conventional learning process only focus on 
students’ cognitive aspects. The teacher uses a book as the 
main source of information. As a result, the student may feel 
bored to the subject[2]. It may directly affect the student’s 
learning outcomes. Based on observation, in 1st daily test (3rd 
and 4th competency) only 27% of 60 students passed those 
daily test and in 3rd daily test (6th competency) only 45,9% of 
students passed those daily test. It has been proven that the 
conventional learning process method still give a problem to 
student learning outcomes.   
One of ways to enhance the leaning outcome is the use of 
learning media. Learning media may enable student self 
motivation to study and understand the material [3]. The 
form of learning media can be picture, audio, video, 
animation, props, simulation tool, education game, and other 
media. 
Educational game is one form of learning media which 
combine education with entertainment. In an educational 
game consist of multimedia elements such as picture, audio, 
and animation. Learning process through educational game 
media can help student more interested to study and make 
student feel pleases without fell coercion to study. Playing 
games makes them more enthusiastic, relaxed, happy, and 
comfortable in following the lessons[4]. On the other side, 
the usage of smartphone increase time by time. Based on the 
quistionaire, 59 of 60 Vocational High School students 
already have a minimum Android Jelly Bean smartphone. 
Unfortunately, the increase of smartphone users is not 
maximally used in learning process by teacher. Therefore,  
mobile based learning media can be implemented as the 
potential sollution for improving the learning process. The 
development of this media using ADDIE model (Analysis, 
Design, Development, Implementation, and Evaluation).  
 
II. THEORETICAL BASIS 
A. Research and Development 
Research and development is a research method to 
produce a product and test the effectivity of this product[5]. 
Effectivity test  is needed through a research to test the 
product which is can make this product can be usefell in 
wide society. The research activity get information about 
user needs and data analysis, while the development activity 
produce learning tools referring to the previous stage. 
ADDIE stands for Analyze, Design, Develop, 
Implement, and Evaluate is a research and development 
model by Dick and Carey. The consept is being applied for 
constructing performance-based learning. ADDIE  serves as 
guiding framework for complex situations, appropriate for 
developing educational products, and other learning 
resources[6]. The whole procedure of ADDIE model can be 
seen at Figure 1. 
 
  
Fig. 1. ADDIE model 
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B. Basic Programming Subject 
Basic programming is one of compulsory competency for 
computer and information technology VHS-students. In the 
structure of curriculum 2013 (revised in 2017), basic 
programming subject classified in basic group of vocation 
program (C2), consist of basic, must  be passed by X grade 
before go deep into their competency skills.  
The basic competency of this subject are 1) Applying 
flow of computer program logic; 2) understanding software 
for programming language; 3) applying flow of 
programming with stucture of computer programming 
language; 4) applying the used of data type, variabel, 
constant, operator, and expression; 5) applying operation of 
arithmatic and logic; 6) applying the branching structure 
control in programming language; 7) applying looping 
structure control in programming language; 8) analyze the 
usage of array to save the data in memory; 9) applying the 
usage of function; 10) applying user interface in application; 
11) applying any kind of control structure in user interface 
application; 12) analyzing the construction of simple 
application with user interface based; 13) evaluating  
debugging in simple application; and 14) evaluating installer 
package in simple application. 
C. Educational Game 
Game is a system with artificial conflict where the 
player can interact with the system by using certain rules. 
Rules limit the player behavior and determine player. Game  
is used to play and use the certain technique and method 
which can give joyfull and inner satisfaction to its users[7].  
Game with educational content better known as 
educational game. Educational game boost students’ interest  
through the pleased material subject, to ease the students 
understanding. Educational game is a game for teaching the 
player [8]. Game with education genre intensively refers to 
the content and propose of the game[9]. 
 
III. RESEARCH METHOD 
In this paper, the model of research and development 
model which used are ADDIE model. This model is used due 
to its detail process as well as easiness for implementation. 
There are five steps in this method and will be explain in the 
following sub-sections. 
A. Analyze 
Analyze  is a step to analyze the needs and to adjust the 
real condition in field. In this step the activity consist of 
analyze the learning process, analyze the need, also analyze 
the competency and current curriculum. 
B. Design 
Design step have to give solution in the form of 
prototype or product depiction which will be developed. In 
this step the prototype be made related with formulation of 
learning goal, material lesson, form of exercise, also the 
content of game (storyboard, flowchart, game asset) which 
will be developed. In this step, the formulation of material 
lesson take 4 competency, there are 1) applying the use of 
data type, variable, constant, operator, and expression; 2) 
applying operation of arithmetic and logic; 3) applying the 
branching structure control in programming language; and 
4) applying looping structure control in programming 
language. Material referred to module, book, and internet 
source. The design of game flowchart is showed in Figure 2. 
Asset of game consist of character, background, item, sound 
effect, and etc. 
C. Development 
Development step is a step where the product of 
educational game will be developed based on the developed 
prototype. Here, the main procedure is that to produce the 
content also develop the proponent learning media. This 
model give depiction the flow of product development 
sequentially which is start from 1) analyze; 2) design; 3) 
coding; and 4) testing. 
In this step, alpha testing procedure is implemented to 
minimalize the failure in product and make sure game can 
be work suitable with gameplay and all of game asset can be 
work with well before tested to expertise / validator. 
 
 
Fig. 2. Flowchart 
D. Implementation 
In implementation step, product should  be validated by 
expertise / validator. Afterwards, product can be 
implemented and tested to students.  
In validation process involves two experts: media and 
material experts. The propose of validation process is giving 
response or suggestion related to the product which being 
developed. Material expertises will judge the content and 
context of material lesson in product. Media expertise will 
judge functionality of the product. 
Feasibility testing is executed  by the VHS students. 
Eligibility testing done in 2 groups: big  (30 students) and  
small groups (10-15 students) [5]. 
E. Evaluations 
In research and development ADDIE model, evaluations 
step is the final step in whole of procedure. Basically, 
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evalutions step is always repeated. If there is any kind of 
improvement or missmatch sollution in every step of 
development,  the data can be used as revision data through 
the development of the product. 
F. Research Data 
Based on preliminary observation data done to 60 
student as respondents and 4 schools, the result  are: 
• Students have obstacles related to their logic skill. 
• Students who passed basic programming subject 
only 25-40%. 
• Students claim content in their modul and BSE less 
interactive, ilustratif, and only make bored. 
• 59 of 60 student already have smartphone with 
minimal operating system are Android Jelly Bean. 
• The current curricullum is curriculum 2013 revision 
2017. 
G. Data Collection 
In this research, the used data are quantitative data and 
qualitative data. The method of data collection are 
questionnaire which is validate by advisors before given to 
expertise and respondent. The type of used questionaire is 
closed-questionaire and open-questionaire with measurement 
scale are likert scale consisting of five categories of choice 
[10]. Closed questionaire are the questionaire with the 
amount of item and alternative response already decided, so 
the respondent enough to choose under the real condition. 
Open questionaire used to give response from respondent 
such as review / suggestion / comment which can be respond 
freely.    
The data analysis uses the formula percentage, where the 
results of these calculations were used to see the validity and 
eligibility of this product. Equation 1 is used to determine the 
percentage of validaty and eligibility for this product in each 
question and Equation 2 is used to determine the percentage 
of validation and eligibility for this product in total [11]. 
Table I shows the classification of validity level criteria and 
Table II shows the classification of eligibility level criteria. 
TABLE I.  VALIDITY CRITERIA BASED ON PRECENTAGE 
Percentage (%) Validity Criteria 
85,01 – 100,00 Very Valid, or can be used without revision 
70,01 – 85,00   Valid Enough, or can be used but need little 
revision 
50,01 – 70,00 Less Valid, suggested not to used because need 
huge revision 
01,00 – 50,00 Not Valid, or forbidden to used 
TABLE II.  ELIGIBILTY CRITERIA OF LEARNING MEDIA 
Percentage (%) Validity Criteria 
82 – 100 Very Eligible 
63 - 81  Eligible 
44 - 62 Less Eligible 
25 - 43 Not Eligible 
 
 
 
 V=  TSe/TSh x 100% (1) 
Description: 
V = Validity based on percentage 
TSe = Total of empirik score  
TSh = Total of maximal score  
 V=(∑TSe)/(∑TSh) x 100% (2) 
Description: 
V = Validity based on percentage 
∑TSe = Amount of total empirik score  
∑TSh = Amount of total maximal score 
 
IV. RESULT AND DISCUSSION 
The game interface of the mobile based educational game 
of basic programming subject for X grade is presented in 
Figure 3. 
 
 
Fig. 3. Game Interface 
Mobile based education game of basic programming has 
been developed used game engine software (Construct 2), 
Adobe photoshop CS6 is used to  create game asset, Format 
Factory is used to change audio format, and Microsoft Office 
Visio 2007 as software used to make flowchart. This 
education game consist 4 competency with the final product 
is .apk extension and the minimum spesification product for 
the smartphone are: 
• 1 GB RAM. 
• Android Jelly Bean. 
• Smartphone screen resolution are 480 x 800 pixel. 
• 80 MB. of smartphone memory 
 Media expert validation data were obtained from 
questionaire given to the lecturer from Universitas Negeri 
Malang. The media validation process take 2 times in 
validation with the final results are shown in Table III. 
 According to table I on the validity criteria, the 
results obtained from the media expertise as a whole stated 
that the learning media used in the learning process are very 
good. In 1st validation, the average score obtained 84,5% 
with small revisions should be done The contain should be 
revised are (1) usability, (2) visual, and (3) layout and 
interface with the suggestions by the validator are (1) change 
game welcoming background, (2) give notification when the 
item are less, and (3) replace the controller. Based on those 
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result and suggesstion, we take revisions in our product and 
done the 2nd validation. In 2nd validation, the average score of 
the whole aspect of the assessment obtained 98,5%. Hence, it 
can be said that the media used in learning process are valid 
and don’t require any revision. 
TABLE III.  MEDIA EXPERT VALIDATION 
No Asessment Aspect ∑Tse  
∑Tsh V 
(%) 
Criteria 
1 Software Engineering 64 65 98,5 Very Valid 
2 Communication Visual 68 70 97,1 Very Valid 
3 Learning Design 20 20 100 Very Valid 
 Amount 152 155   
 Average   98,5 Very Valid 
 
Material expert 1 validation data were obtained from 
questionaire, given to the  lecturer from Universitas Negeri 
Malang. The final results of material validation 1 are shown 
in Table IV. 
TABLE IV.  MATERIAL EXPERT 1 VALDATION 
No Asessment Aspect ∑Tse  
∑Tsh V 
(%) 
Criteria 
1 Learning Design  103 105 98 Very Valid 
2 Communication Visual 19 20 95 Very Valid 
3 Software Engineering 10 10 100 Very Valid 
 Amount 132 135   
 Average   97,8 Very Valid 
 
 Material expert 2 validation data were obtained from 
questionaire given to a VHS teacher, It takes two time of 
validation process in material expertise 2. The final results of 
material validation 2 are shown in Table V. 
TABLE V.  MATERIAL EXPERT 2 VALDATION 
No Asessment Aspect ∑Tse  
∑Tsh V 
(%) 
Criteria 
1 Learning Design 99 105 94,3 Very Valid 
2 Communication Visual 19 20 95 Very Valid 
3 Software Engineering 9 10 90 Very Valid 
 Amount 127 135   
 Average   94,1 Very Valid 
 
According to table I on the validity criteria, the results 
obtained from the material expertise as a whole stated that 
the material in learning media used to the learning process is 
very good. The average score of the whole aspect of the 
assessment obtained 97,8% from material expertise 1 and 
94,1% from material expertise 2. Hence, it can be said that 
the material in media used for learning process are valid and 
don’t require any revision.   
 Small group testing assess 15 VHS students using 
questionnaire The final results of small group are shown in 
Table VI. 
 The obtained results shows that the educational game 
used to the learning process is very good and eligible. The 
average score of the whole aspects is 89,5%. Hence, it can be 
said that the product are eligible and  no revision needed. 
TABLE VI.  SMALL GROUP TESTING ASSESSMENT 
No Asessment Aspect ∑Tse  
∑Tsh V 
(%) 
Criteria 
1 Learning Design  882 975 90,5 Very Valid 
2 Communication Visual 918 1050 87 Very Valid 
3 Software Engineering 884 875 91 Very Valid 
 Amount 2684 3000   
 Average   89,5 Very Valid 
 
 Big group assessment were obtained from questionaire, is 
given to 30 VHS students. The final results of small group 
are shown in Table VII. 
TABLE VII.  BIG GROUP TESTING ASSESSMENT 
No Asessment Aspect ∑Tse  
∑Tsh V 
(%) 
Criteria 
1 Learning Design  1793 1950 92 Very Valid 
2 Communication Visual 1893 2100 90,1 Very Valid 
3 Software Engineering 1881 1950 92,9 Very Valid 
 Amount 5497 6000   
 Average   91,7 Very Valid 
 
 According to Table II , the results obtained from the big 
group assessment testing shows that product of educational 
game used to the learning process is very good and eligible. 
The average score of the whole obtained-assessment aspects 
is  91,7%. Hence, it can be said that the product  are eligible 
and don’t require any revision for learning process. 
V. CONCLUSION 
The developed mobile based educational game is a new 
innovation of learning media for VHS students. This media 
consist of 4 competency of basic programming subject. 
Based on experiments, it can be drawn that the developed 
educational game is eligible to use in learning process of 
basic programming.  
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Abstract— This paper explores application of Incident and 
Service Request Management for academic services. We are 
using Control Objectives for Information and Related 
Technologies (COBIT) framework as basis for determining the 
activities in Incident and Service Request Management. The 
COBIT itself is an IT governance framework included incident 
handling and service requests, also providing incident response 
and service request decisions. The software will be developed as a 
proof of concept that it brings benefits to academic service 
operations. For most academic services in university, 
encountered a problem such as incidents reports or a request for 
services are not immediately addressed, took a long time to 
respond, or even lost and left unreadable. It is a good idea to 
standardize incident management and plant it into academic 
information systems to enforce its application. In software 
development, we perform five development stages: requirement 
analysis, system design, stakeholder confirmation, system 
development, and system evaluation. In requirement analysis 
stages, we elicited features from activity describe in COBIT and 
customize it based on interviews and observation. We design  use 
case diagram, use case scenario and database design in system 
design stages. In stakeholder confirmation stages, a meeting with 
the stakeholders held and discuss whether the system complies 
with the requirements or not. system adaptations are made to 
answer stakeholders concern. System development is conducted 
based on confirmed system design. Stakeholder evaluated after 
they follow the case simulation session. Stakeholders provide an 
evaluation of the system according to their role, based on their 
experience when using the system in the simulation session. User 
experience (UX) aspects are also evaluated based on user's 
interaction with the system. User experience results obtained 
meet all aspects, including useful, usable, desirable, findable, 
accessible, credible, and valuable. The evaluation with 
stakeholder demonstrates the improvement of academic service 
quality and user satisfaction of the proposed Incident and Service 
Request Management system solution. 
Keywords— Academic Information System, COBIT, Incident 
management, Incident reporting system, Service request, Software 
development 
I. INTRODUCTION 
The handling of incidents that occur in organizations is 
usually carried out based on the experience of existing staff. 
Differences in staff experience, lack of proper management 
makes incident handling fail to achieve the expected quality of 
completion [1]. The issue of time in handling incidents and 
service requests is an important concern for organizational 
management [2] [3], it is expected that incident handling and 
service requests can be made as short as possible. 
These management issues of incident and service requests 
occur in many business domains, including Higher Education. 
The application of academic information system nowadays 
has become mandatory and inevitable for universities [4] [5] 
[6]. But most academic information systems are still focused 
on the main processes of universities. Incident and Service 
Request Management has not been a major concern of 
academic information systems. 
Incidents in academic information systems may be incidents 
related to IT systems (e.g. error when input value to academic 
information system) or within academic scope (e.g. collision 
lecture schedules, damaged classroom facilities). Service 
requests are limited to requests for services that are often 
handled by academics, such as classroom usage requests. 
This paper proposes to adopt best practice from incident 
management framework to academic information system. 
There are several frameworks that deal with incident 
management, such as COBIT (Control Objectives for 
Information and Related Technologies) [7] and ITIL 
(Information Technology Infrastructure Library) [8]. In this 
study, we will focus on using the COBIT framework as the 
basis for determining the activities that need to be done. The 
implementation of the framework has been proven to improve 
the maturity of organizational governance [7][8][9] [10]. 
 The purpose of this research is to establish incident 
management and service request mechanisms for academic 
services. The software development will be done as a proof of 
concept [11][12]. Requirement Elicitation, Software Design, 
Stakeholder validation, software development, and software 
testing will be done in this study to develop Incident and 
Service Request Management software. 
II. METHODS 
The focus of this research is to design the incident and 
service request management system for academic services 
based on the COBIT 5 framework. Case studies were 
conducted at the Faculty of Science and Technology 
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Airlangga University (FST UNAIR). 
A. Requirement Elicitation 
The system requirements are identified through interviews 
and observation. Interviews were conducted to identify the 
parties involved in the incident handling, service request, 
problems, and constraints. Observations are made to observe 
directly any incident handling and service requests activities, 
as well as the assignment of responsibilities. 
Process adjustments in academic services are designed 
considering COBIT. System requirements of the academic 
service information system were made based on the activities 
in Manage Service Requests and Incidents Audit/Assurance 
Program in COBIT framework [7]. Incidents management and 
service request process has several activities, namely: 
1) Define incident and service request classification 
schemes 
2) Record, classify and prioritize requests and incidents 
3) Verify, approve and fulfill service requests 
4) Investigate, diagnose and allocate incidents 
5) Resolve and recover from incident 
6) Close service requests and incidents 
 
B. System Design 
The system built on a web platform. In system design 
include use case diagram, use case scenario, and database 
design. 
1) Use Case Diagram: This diagram illustrates the 
system user actors involved in the incident management and 
service request process as a functional model of the system. 
2) Use Case Scenario: Use Case Scenario is based on 
steps in the incident management and service requests process 
in the Faculty of Science and Technology. This scenario 
contains the activities that are performed by each actor into the 
system. 
3) Database Design: The design of the database done by 
using two models: Conceptual Data Model (CDM) and 
Physical Data Model (PDM). 
C. Confirmation of System Design to Stakeholder  
At this stage a discussion with the head of academic 
administration at FST UNAIR conducted. System design and 
mockup presented to get feedback from stakeholder [14]. 
System is designed based on information obtained from 
interviews, observations, and best practices from COBIT. 
D. System Development 
A web-based system will be developed to implement the 
design. Implementation is made based on the system design. 
Functional testings are performed according to system design 
specifications. Some of the possible cases of incident and 
service requests are tested in the system. It is used to assess 
whether the system is acceptable to use. 
E. Evaluation 
Simulation session is put into practice to evaluate incident 
and service request management. In addition, evaluation is 
done to see the user experience aspects such as usable, useful, 
desirable, accessible, credible, findable, and valuable [15][16] 
[17]. 
III. RESULTS AND DISCUSSION 
A. Results of Requirement Identification 
Interviews were conducted with the head of academic 
administration in FST UNAIR to identify the parties involved 
in the flow of incident and service requests. 
Observations are made to observe directly every activity of 
incident handling and service request. Observations were 
made at the FST UNAIR. 
Students, lecturers, and employees can report incidents or 
requests a service. Such complaints may be non-normal events 
or also a request to a service. Academic officer will process 
the report. If the academic officer does not handle the case 
then the escalation is executed, structurally to the vice deans 
or functionally to the IT department.  
We mapped the roles directly related to the incident 
management and service request process on FST UNAIR 
using RACI (Responsible, Accountable, Consulted, and 
Informed) Chart/ A responsibility assignment matrix [7] [8]. 
These roles are needed to determine the responsibility for 
implementing incident management and service requests. 
TABLE I.  RACI CHART 
No Activity 
academic 
officer 
IT 
department 
Vice 
Dean 
1 
Prioritize incidents and 
Service Requests 
R I I 
2 
Handling requests and 
incidents 
R - C 
3 Identify incidents R I I 
4 Investigation and Diagnosis I C I 
5 
Resolve and recover from 
incident 
R I I 
6 
Close service requests and 
incidents 
R C I 
R = Responsible, A = Accountable,  C = Consulted, I = Informed:  
 
To aligning the current system with COBIT, COBIT key 
management practices are use as an ideal activity baseline. 
System functional requirements are translate from COBIT 5 
activities (Table II). 
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 TABLE II.  FUNCTIONAL REQUIREMENTS 
No Activity Feature 
1 
Record, classify and 
prioritize requests and 
incidents 
User may input service request and 
incident data 
2 Users can input data according to 
type and category 
3 Academic officers can give priority 
estimation to incidents and service 
requests 
4 
Verify, approve and fulfill 
service requests 
academic officers verify service 
requests 
5 Head of academic approves the 
service request 
6 academic officers fulfill service 
requests 
7 
Investigate, diagnose and 
allocate incidents 
academic officers identify the cause 
of the incident 
8 academic officers recording new 
incidents 
9 academic officer assign a person for 
incident handling 
10 
Resolve and recover from 
incident 
academic officer record incident 
solution 
11 academic officers record recovery 
actions 
12 academic officers record incident 
settlement 
13 
Close service requests and 
incidents 
academic officers provide notification 
of service request and incident 
settlement 
14 academic officers close service 
requests and incidents report 
B. System Design 
Use case diagrams were made based on identified 
functional requirements. Each feature in the use case describes 
its activity in more detail in the use case scenario. The system 
activity described in the use case scenario becomes the basis 
for the database design. 
C. Confirmation to Stakeholder  
Based on system design, we created mockup of desired 
system. So it can get comprehensive feedback from 
stakeholders. With the mockup, we discussed with 
stakeholders to make adjustments to the system design. 
The results of these confirmations include simplification of 
activities and roles according to scope. It is also to overcome 
problems of volatility or policy that change at any time. The 
system should be made simple, in order to easily adapt to 
regulatory changes. Yet, it must accord with the COBIT best 
practices. 
Use case diagram changes are made to facilitate the 
stakeholder request. the revised version of the use case 
diagram is depicted in figure 1. There are some features from 
the functional requirement that are merged or eliminated. for 
example, priority estimation is not done by academic officers, 
but done by the system according to incident or service 
request category. assign a person for incident handling feature 
is deleted. all the features of the Resolve and Recover from the 
Incident activity are combined into one feature to simplify the 
process. notification of service request and incident settlement 
are done by the system if already resolved by officers. service 
requests and incidents are automatic closes if resolved by 
officers. 
D. System Development 
System design that has been improved according to the 
results of confirmation with stakeholders then implemented 
into a web-based system. The feature implementations are 
shown in Fig. 2. Fig. 2(a) and 2(b) are displaying the User 
Interface of incident report feature and resolve/recover 
incident feature respectively. 
Functional testing on the system is done by giving a number 
of inputs on the system which is then processed in accordance 
with its functional requirements to see whether the system 
 
Fig. 1. Use Case Diagram 
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produces the desired output. We implemented black-box 
testing for functional testing on the system. Software 
developers perform functional testing based on use case 
scenario documents. 
E. Evaluation 
Stakeholder’s simulations session are used to evaluate the 
system. Stakeholders consisting of vice dean of academic (1 
person), head of academic administration (1 person), and users 
who have conducted incident / service request reporting (8 
person). Stakeholders are required to run the application in 
accordance with their respective roles with case studies of 
incident management and service requests. 
The results of stakeholder evaluations are as follows: vice 
dean of academic provides improvements to the terms that 
have not standardized according to the guidelines of the 
existing procedures at the university, so it needs to be 
followed up by discussing with the university quality 
assurance team. Head of academic administration says that 
this application helps because the results can be directly 
printed for use as a report, but it also allows further developed 
by other programmers because the source code is available. 
Other users suggest that this application can be developed for 
other university departement as well, and integrated with the 
campus information system services. 
 
Fig. 3. Evaluation result 
User experience aspect such as usable, useful, desirable, 
accessible, credible, findable, and valuable are also evaluated. 
Evaluation is done by stakeholders who are involved in the 
simulation session. Stakeholders fill out the questionnaire to 
determine the level of agreement on the user experience 
aspect. The questionnaire uses a Likert scale with 4 attributes: 
strongly agree to strongly disagree. Numbers are assigned to 
 
(a) 
 
(b) 
Fig. 2.  Screenshot of the systems. (a) UI for input of incident report. (b) UI for resolve and recover incident. 
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responses (0 to 3). Result of evaluation can be seen in fig. 3. 
All attribute providing good result; all respondent agrees that 
all aspects of users experience are in good form/design. 
IV. CONCLUSION 
Incident and service request management systems are built 
based on COBIT, where adapts to the needs and business 
processes of the existing system. The system is designed with 
consideration of the scope and needs of the organization. 
These include simplifying activities, as well as considering 
human resource needs. 
The system design is confirmed to stakeholders before it is 
created, so that the system that created really suits the needs of 
the user. System testing is done to ensure all functions run as 
expected. Based on test results, all functions run as expected 
and no bugs or errors are found. 
Simulation sessions are done by running some cases of 
incident reporting into the system. These simulations are done 
by stakeholders to evaluate the system. The stakeholder also 
valued user experience aspect of the system, such as: usable, 
useful, desirable, accessible, credible, findable, and valuable. 
The results of the evaluation confirm the contribution of 
this study, the application of incident and service requests 
management in the academic information system can improve 
the quality and user satisfaction. It also improves the incident 
management process within the organization integrated into 
the academic information system. 
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Abstract— Most outsource security companies have not 
implemented information technology optimally. A company must 
implement information technology that is oriented to customers 
and stakeholders to be competitive. Outsourcing security 
companies need to apply a systematic approach for managing 
customer-oriented services. In this study, we implemented 
business relationship management based on Information 
Technology Infrastructure Library (ITIL) framework to develop 
a service strategy, especially for an outsourced security company. 
There are 5 stages of activities carried out, namely identifying 
stakeholders, defining business outcomes, establishing strategic 
and funding requirements, defining business cases, and 
validating business activity patterns. Verification and revision of 
customer requirement analysis are performed to validate and 
evaluate the results. The result of implementing business 
relationship management is the recommendations of four IT 
services that suits the organization. The four IT service 
recommendations are websites, CRM services, monitoring 
services, and ordering services. Business case documents for each 
service have been created to identify business impacts and risks. 
Keywords— relationship management, service strategy, ITIL 
framework, customer requirements analysis, IT service strategy. 
I. INTRODUCTION  
Outsourcing is the process of hiring labors or services from 
a party outside a company to perform a specific task [1]. 
Companies tend to hire outsourced employees on the grounds 
of cost savings, focus on business strategy, gain professional 
labor, and use of the latest technology [2]. Outsourcing 
companies are required to always have a competitive 
advantage as more and more similar competitors company.  
Currently, many security outsourcing companies engaged 
in the provision of labor [4]. This competition makes the 
company must be competitive, for that customer requirement 
analysis becomes important [5]. Information Technology (IT) 
services adoption in organization is believed to provide a 
competitive advantage [3]. Unfortunately, IT adoption rate in 
these companies are very low. IT is mostly only used for 
administrative activities, not yet integrated with business 
processes [6]. It can lead to ineffective service quality and low 
competitiveness. 
When implementing IT services, organizations need to 
know their customers' requirements. IT services implemented 
should not only focus on the technology, must also pay 
attention to the quality of service and customers relation [7]. 
Customer requirement analysis is a systematic way of 
exploring customer requirements and expectations. 
Customer requirement analysis can be done using the 
Kano[5], data analysis[8] and quality function deployment[9]. 
However, these methods can only identify and prioritize 
customer needs, not focus on preparing strategies and 
recommendations for the implementation of IT services. 
Information Technology Infrastructure Library (ITIL) 
framework provides practical guidance on IT service 
governance[10]. ITIL has been commonly used in various 
industries because it is considered to reduce the failure of the 
implementation of IT services, improve service and customer 
satisfaction and save costs[11]. Business Requirement 
Management (BRM) in the ITIL framework discusses how to 
connect service providers and customers at a strategic and 
tactical level so that service providers can understand customer 
needs for IT services [12]. 
In this study we propose for applying IT Services Business 
Relationship Management for identifying Customer 
Requirement Analysis in security outsourcing company, so the 
company can plan IT requirement in integrating its business 
process. This study applies the method of Business 
Relationship Management in the Information Technology 
Infrastructure Library (ITIL) framework to perform customer 
requirement analysis. We  use  one  security  outsourcing  
company  as  a  case  study  of  IT services  business 
relationship management. because it only uses one company as 
the case study, the results of this study may not be generalized 
to all outsourced security companies. 
II. METHODS 
This research method has several procedures including 
identifying stakeholder, define the business outcome, specify 
strategic requirement and funding, define business case, 
validated business activity pattern, and verification and revise 
customer requirement analysis. The procedure is illustrated in 
Figure 1.  
A. Identify Stakeholder 
This stage aims to find out stakeholders who are involved 
and influential. The input of this stage is information about 
who are the parties or stakeholders involved in business 
activities. Information about the parties and stakeholders 
involved is obtained through interview. Stakeholder mapping 
analysis is conducted for stakeholder classification [13]. 
Stakeholders are classified into 3 groups: stakeholder salience, 
dependency level, and stakeholder power interest grid. After 
the grouping, the next step is to determine the most prioritized 
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stakeholders by selecting the stakeholders who belong to all the 
groups, called key stakeholder. 
B. Define Business Outcome 
The purposes of this stage is to determine what business 
outcome should be met by IT services. Key stakeholders are 
interviewed to get information on the business outcome should 
be implemented, the constraint to be faced, the desired 
requirements, and expectations of each key stakeholder on IT 
services. The value to be achieved by the IT services must be 
ensured during the interview. So the IT services can have value 
for each key stakeholder and reduce the constraints.  
C. Spesify Strategic Requirement and Funding 
This stage aims to identify strategic requirements and 
funding requirements. The input for this stage is a detailed list 
of the business outcome obtained in the previous stages. 
Discussions with key stakeholders are done to establish a long-
term strategic requirement. Appropriate IT service 
recommendations are made based on the results of discussions 
and best practice studies. Details of the funding and assets 
required for the implementation of IT services are estimated to 
get a complete picture. 
D. Define Business Case 
A business case is a decision support and planning tool to 
project the consequences of a business action taken [14]. 
Business cases are used as materials to support decision-
making and planning related to the application of IT service 
recommendations. business case documents created for 
prioritized IT services. The document contains business 
objectives, limitations, business impacts, risks of implementing 
each IT service, and recommendations to avoid risks. 
E. Validated business activity pattern 
This stage is done to know the pattern of business activity 
in order to estimate the workload of each IT service. The 
analysis is done by looking at business case documents to find 
out which business activities are related and knowing who the 
users are from each IT service. Interviews with users of IT 
services to gather information about the pattern of business 
activity. 
F. Verification and revise customer requirement analysis 
At this stage, the verification of the results of customer 
requirements analysis conducted. The verification process 
involves managing director and customer. Through interviews 
and form verification by stakeholder, about the appropriateness 
of the results, with the opinions and expectations of both 
parties. 
III. RESULTS 
A. Identify Stakeholder 
There are 14 stakeholders involved in the service or 
business activity. The party is president director, marketing 
 
Fig. 1. Step of Customer Requirement Analysis  
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department, legal department, human resources department, 
finance department, supervisor, security labors, customer, paid 
media, regulators, tax directorate, notary firm, competitor, and 
Indonesian Security Services Company Association.   
 From stakeholder mapping analysis using stakeholder 
salience, dependency, and stakeholder power interest grid [13], 
showed that there are 8 key stakeholders. Namely: president 
director, marketing department, legal department, human 
resource department, finance department, supervisor, security 
labor, and customer. 
TABLE 2 LIST OF THE BUSINESS OUTCOMES 
Name Business Outcomes 
President Director 1. IT Services that can help monitor Key Performance Indicator. 
Marketing 
Department 
1. IT Services to support marketing 
2. IT Services that allow to build trust and good relations with customers and prospective customers 
Finance 
Department 
1. IT services that can assist in managing payroll 
2. IT services that can be a reminder of customers to make payments 
3. IT Services that applied were able to notify automatically who are the customers who have made 
the payment and display some payment details  
HRD Department 
1. IT services that can help organize shifts for workers security 
2. IT services that can help facilitate the making of a report of security personnel work portion. 
3. IT services that can help the recruitment process 
4. IT Services to create alternative communication methods to expand access to field coordinator. 
The Field 
Coordinator 
1. IT Services that can help monitor the labor security 
2. IT services that can add access to communication with the customer for better and efficient 
monitoring  
Customer 
1. IT services that can simplify the process of absentee 
2. IT services that can be used to mereview the performance of the security 
3. IT Services that can facilitate in obtaining general information of outsouce company 
4. IT Service which can provide alternate communication with the marketing department 
5. IT services that are able to provide an alternative way to process bookings 
6. IT Services to provide information nical regarding payment 
 
TABLE 3 LIST OF IT SERVICES RECOMMENDATION AND STRATEGIC REQUIREMENT  THEY CAN ACHIEVE 
Strategic requirements that can be met Recommended IT services 
1. IT Services that can facilitate in obtaining general information of outsouce 
company 
2. IT services to support the existence of organisation to be more recognized  
Website 
1. IT Services which can help the process of recruitment guard Recruitment Service 
1. IT Services that can build trust and rapport with customers and prospective 
customers 
2. IT Services that can increase access to communications with customer in order to 
create a process monitoring better and more efficient 
Customer Relathionsip 
Management (CRM) service 
1. IT services that provide to review the performance of the security 
2. IT services can assist monitoring labor security Monitoring Service 
1. IT services can help arrange shifts for workers security 
2. IT services that can facilitate the attendance 
3. IT services memperm already preparing reports on the long or the work portion of 
the labor security, for the benefit of the payroll 
Labor Arrangements Service 
1. IT services that can provide information about the payment details 
2. IT Services that applied were able to notify automatically who are the customers 
who have made payments 
3. IT Services can be a reminder of the customer to make payments 
Payment Services 
1. IT services are able to provide an alternative way for the ordering process more 
efficient Ordering Service 
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B. Define Business Outcome 
Interviews were conducted with 8 key stakeholders. Table 
2 is a list of the IT services business results expressed by key 
stakeholders. 
C.  Specify Strategic Requirement and Funding 
After discussions with stakeholders (security outsource 
company and customer), the strategic requirement is 
determined in based on business outcomes. Once the list of 
strategic requirements has been obtained, the next to do is 
casting ideas of IT Services to be recommended. The list of IT 
services recommendations from the strategic requirement 
depicted in Table 3. Estimation of the assets and the funds 
required to implement the recommendations of the IT services 
are calculated. 
After a detailed estimation of IT services, assets and funds 
are completed, the next step is to conduct an interview with the 
finance department to determine the readiness of IT services 
related to their implementation. At present, the organization 
prioritizes four IT service recommendations: Websites, CRM 
services, monitoring services, and booking services. 
D. Define Business Case 
In this stage, the business case documents were created. 
The business case documents were prepared by defining 
business objective, the business case boundary, business 
impact, the risk and contingencies for each IT services. 
E. Validated business activity pattern 
The website Business activity was extracted from 
information regarding the distribution of labor services 
performed by prospective customers who ask about the 
distribution system of labor services offered. From interviews 
obtained information about the number of potential customers 
who inquire about the employment service delivery system 
(depicted in Figure 2). 
Business activities related to the implementation of CRM 
services were marketing, monitoring, and reservations. Number 
of product marketing activities, monitoring, and ordering is 
depicted in Figure 3. Based on the results of an analysis of 
factors that may affect changes in the pattern of business 
activity, it can be estimated that the workload of CRM services 
is mostly used at the beginning of the year, followed by end-of-
year usage. 
Number of monitoring activity is shown in Figure 4. Based 
on number of monitoring activity and the results of an analysis 
of factors that may affect changes in the pattern of business 
activity, it can be estimated that the workload of monitoring 
services will be widely used on Mondays, Thursdays, and 
Sundays. However, due to the possibility of unannounced 
monitoring that can be made at any time due to a customer 
complaint, the performance of the monitoring service should 
also remain good on other days. 
Booking service is used to simplify the ordering process of 
labor security guard. Number of ordering activity is depicted in 
Figure 5. The results of the analysis of factors that may affect 
 
Fig. 2. Pattern of Business Activity for Website 
 
Fig. 3. Pattern of Business Activity for CRM Service 
 
Fig. 4. Pattern of Business Activity for Monitoring Service 
 
 
Fig. 5. Pattern of Business Activity for Ordering Service 
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the pattern of business activity, it can be estimated that the 
workload of the booking service will be widely used in January 
and February, however, due to the possibility of many orders 
also in other months, of the booking services in other months 
should also remain good. 
F. Verification and revise customer requirement analysis 
The data from the customer requirements analysis results 
are shown to perform verification processes involving the 
company and its customers. The verification process performed 
on the organization involves the head of HRD. From the results 
of interviews and filling the verification form, obtained 
information that the results of customer requirement analysis 
that has been shown, in accordance with expectations. Head of 
HRD said that the results of a customer requirement analysis 
can be a consideration and a good source of information to 
make the implementation of IT services in the company. In 
addition, the recommended IT services also fit the 
requirements and conditions of the organization. 
The subsequent verification process is done to the 
customer. From the interview result, it is found that the result 
of customer requirement analysis has succeeded in defining 
and conveying requirement from customer side. The 
recommended IT service also can fulfill customer requirement. 
IV. DISCUSSION 
The stakeholder continuously involved through interviews, 
and discussions so we get feedback needed.  There are several 
obstacles in conducting this research, such as difficult access to 
interviews with customers, because of this limitation there was 
only one customer to be interviewed in this study. The 
interview was also conducted with one representative from 
each section or division at the organization. Other obstacles 
that arise are data and documents are clasified to parties outside 
the organization. We cannot analyze documents or data to 
ensure the course of business and financial conditions. 
This study is a continuation of the study [6] which aims to 
identify IT strategic requirement, especially for security 
outsource company. both studies apply the process from ITIL 
framework. Previous studies [6] focused on the strategy 
management for IT services process, while this study focused 
on the process of business relationship management. 
This study applied business relationship management as an 
IT service life cycle strategy. In contrast with the previous 
study [15] [16] that used the business relationship management 
concept in the organization that had implemented IT services. 
this study explores the application of business relationship 
management to organizations that have not implemented IT. 
the challenge is to provide understanding to stakeholders 
regarding the benefits and strengths of IT in providing 
competitive advantages within the organization. 
Furthermore, several matters related to information 
technology governance and information technology service 
management can be done in security outsource companies to 
strengthen competitive advantage. for example, designing 
enterprise architecture planning [17] [18], creating standard 
operating procedures for service implementation [17], applying 
checklists for crucial matters [18], or strengthening governance 
in the organization [19] [20]. 
V. CONCLUSION 
This study demonstrates that the process of service strategy 
for business relationship management that exist in the cycle 
service strategy on the ITIL framework, can be used as a basis 
in the manufacture of strategy and planning for the 
implementation of IT services, in accordance with the 
requirements of the company and its customers, which it has 
yet to implement a service IT. The results of this study may not 
be applied to all the outsourcing company. This is because of 
differences in business processes that are running and the 
problems faced by each company. Therefore, it needs 
adjustment to find out the outline of the requirements of the 
outsourcing company and its customers, in order to determine 
which strategy is general and flexible, so it can be applied to all 
outsourcing companies. 
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Abstract— In 2017, the minister of Indonesia tourism stated that everyone who travels spends his time for culinary about 30-40%. The 
key point in increasing the tourism income; especially from the culinary sector is about how to inform and promote the wealth of 
Indonesia culinary to all travellers. The information system of Bengkulu tourism has been developed in the previous study. However, 
that system has not been able to provide the best culinary recommendations to the travellers. This study focuses on designing and 
implementing the recommendation system of Bengkulu culinary by using sentiment analysis and simple adaptive weighting (SAW). 
The recommendation offered is based on the user review and criteria as well. The user review will be classified into positive, negative 
and neutral reviews by the sentiment analysis method. If the user needs culinary information based on criteria, the system will 
provide a recommendation and rank of culinary by using simple adaptive weighting. These criteria used are the average price, 
opening hours, facilities, distance from a central city, and transportation as well. Sentiment analysis method obtains the accuracy of 
recommendation classification at 79% while the recommendation rank obtained by the SAW method is 90.83%. These results show 
that the proposed method has a potential for assisting the travellers to gain the best culinary recommendation, especially in the 
Bengkulu area. 
 
Keywords— Culinary, Tourism, Recommendation System, Sentiment Analysis, Simple Adaptive Weighting 
 
I. INTRODUCTION 
Tourism is an activity directly involves and helps the 
community in managing some benefits especially in the local 
economy aspect for local communities and governments 
However, the Central bank of Indonesia (BI) stated that the 
economic growth of Bengkulu province is the lowest 
compared the other provinces in Sumatra Island. Whereas in 
the economy sector, Bengkulu has a great potential to be more 
developed. Until 2016, there was not seen yet the supporting 
from the tourism sector to the regional economy [1]. 
Bengkulu province has the lowest economic growth of 
tourism, whereas it has many tourist destinations with the 
stunning natural attractions that have great potential to 
develop and expose [2]. Moreover, the culinary has a strong 
magnet that can attract tourists for coming in Bengkulu, 
Indonesia. However, some of the culinary places haven't been 
well-known by Bengkulu people itself, even by the tourists 
who are coming to Bengkulu. Therefore, an information 
system is needed to provide the explanation and optional 
recommendation what the best culinary place which can be 
reached by tourists and Bengkulu people as well. 
Sentiment analysis (SA) known as opinion mining is a 
method for analysing public opinion, sentiments, evaluation, 
or emotion on an entity such as product, service, organisation, 
individual, issue, topic and others [3]. Having travelled, 
tourists oftentimes will share their experiences by uploading 
captured moments and information into many social media. 
Of course, this big data will be hard to understand by people 
looking for the best recommendation for tourism. These 
experiences can be analysed by using sentiment analysis for 
obtaining the summary information and a recommended 
destination [4]. Naïve Bayes is one of the sentiment analysis 
algorithms.  Naïve Bayes process involves items  describing 
that may be recommended; comparing items to the other 
(items or users); and automatically in response to feedback on 
the desirability of items that have been presented to the user 
[5].  
Convolution Neural Network (CNN) has been quite reliable 
proved and fast in classifying complex and detail objects to 
obtain the information about Indonesian food for tourists. By 
using CNN method, the classification process runs accurately. 
So that, the detailed information such as the forms, names and 
food ingredients are generated appropriately [6]. It is proved 
by the accuracy rate of 70% with 500-times iteration. 
In other studies, semantic analysis algorithm is used to 
measure the words in two texts. The rate of tourism 
destination is created by comparing the dataset of the travel 
blog to make the review quality is better [7].  The semantic 
algorithm is used as knowledge in Tourism Mobile 
Recommender System (RSs) for providing information about 
the tourism destination  [8]. The tourists can make travel 
planning based on some criteria such as distance and variety 
places [9].  
Recommendation system for choosing the hotels in 
Yogyakarta based on simple adaptive weighting achieved 
more objectively of weighting value than that of direct 
weighting [10]. An information sharing system such as social 
media, blogs and website can support the government to 
promote all about tourism destination, heritage and culinary as 
well. Photos and videos shared via Apps will be a trending 
topic [11]. 
In this study, Sentiment Analysis and Simple Adaptive 
Weighting algorithms are implemented to design the 
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recommendation system of Bengkulu culinary. Thus, the 
information is gained easily for assisting the tourists and 
Bengkulu people itself. The structure of this paper is 
organised as follows. Section II describes the experimental 
method followed by implementation and discussion in Section 
III. The last section presents the conclusion of this study.  
 
II. METHOD 
A. Sentiment Analysis 
Text pre-processing is the initial process to prepare the text 
to be ready data for further process. The text should be 
separated on several different levels. A document can be 
broken down into chapters, sub-chapters, paragraphs, 
sentences and ultimately into pieces of words/ tokens. 
Furthermore, the presence of digit numbers, capital letters, or 
other characters are removed and changed in this stage [12]. 
Sentiment analysis process including pre-processing, 
calculation of probability, classification, gain the alternative 
result and the data rank as a recommendation result as shown 
in Fig.1.   
 
Fig. 1.  The flowchart of sentiment analysis in culinary recommendation 
system 
The text pre-processing in sentiment analysis consists of 
three stages as following described.  
1) Case Folding and Tokenizing  
Case folding changes all the letters in the document into 
lowercase, only the letter 'a' up to the letter 'z' allowed. 
Characterisation letters are omitted and considered as a 
delimiter. The tokenizing is the stage to enter the string based 
on the compiled word [12]. 
2) Filtering  
Filtering is the stage of taking important words from 
tokenising stage results by using a stop-word algorithm 
(removing the less important words) [12]. Stop-words are 
non-descriptive words that can be removed in the bag-of-
words approach. 
3) Stemming 
Stemming is the stages of finding the basic word of each 
word results from the filtering process [12]. The process of 
stemming in Indonesian text is more complicated since there 
are variations of affixes that should be removed to get the root 
word of a word. This algorithm refers to the rules of KBBI 
(Indonesian language dictionary) which grouped allowed 
affixes or unauthorized affixes [13]. 
B. Naïve Bayes Algorithm 
Naïve Bayes is a machine learning method that uses 
probability calculations. The algorithm takes advantage of the 
probability and statistical methods proposed by British 
scientist Thomas Bayes, predicting future probabilities based 
on past experience. There are two stages in classifying the 
documents. The first stage is training documents that have 
known its category. While the second one is that of documents 
that unknown its category. 
C. Simple Adaptive Weighting (SAW) 
Simple Additive Weighting (SAW) is also known as terms 
weighted summation approach. The basic concept of SAW is 
to find the weighted sum of performance ratings on each 
alternative on all attributes. The SAW method requires the 
process of normalising the X results of the sciences that can 
be compared with all the alternate ratings available [14]. 
Simple adaptive weighting process is depicted in Fig. 2. 
 
 
Fig. 2 Flowchart of simple adaptive weighting 
The process of simple adaptive weighting is started by 
inserting criteria data which is subsequently undergo 
processed to determine the compatibility rating each 
alternative on each criterion for making the decision of 
normalisation matrix and then giving an alternative solution. 
III. IMPLEMENTATION AND DISCUSSION 
Bengkulu culinary recommendation system is implemented 
for desktop and mobile using internet browser. Sentiment 
Analysis and Simple Adaptive Weighting algorithm are 
embedded in the system as knowledge in providing the 
culinary recommendation. The user interface is coded in 
Bahasa, and there are two actors that can access this system 
namely end users (visitor) and administrator. 
A. System User Interface 
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The homepage shows the variety of culinary places in 
alphabetical order. There is also informing the most popular 
destination and culinary place most opened by visitors. 
Moreover, a search box is available used to search the 
culinary place by inputting the keywords. The homepage of 
end-user interface is presented in Fig. 3.  
Fig. 3 Home Page Interface of Bengkulu Culinary Recommendation System 
Search results are sorted from the highest rating obtained 
by measuring the ratio of positive reviews to the number of 
reviews on that culinary place. 
The searching using data filtered will show the culinary 
place based on the selected filters and sorted by SAW value as 
shown in Fig. 4. These filters including prices, open hour, 
distance from the central city, and transportation availability. 
On the administrator home page, there are several menus 
consists of users data menu, location data, password data, set 
criteria data, alternative table data, data, tokenising data, data 
filtering and stemmed data as displayed in Fig. 5.  
 
Fig. 4 The Search Filter of Culinary Recommendation System 
 
Fig. 5 Administrator interface 
B. Sentiment Analysis for Review Classification 
The dataset page displays the entire number of reviews, 
consisting of training data and test data. This page is used to 
determine whether training data as positive training data or 
negative ones. The frequency term page presents a dictionary 
of words derived from all reviews which training data that has 
been broken down into words per word. On this page each 
term (word) has a number of occurrences in each positive 
training or negative training. 
The sentiment classification page displays testing data that 
has been classified as positive or negative. Furthermore, on 
this page is also available the button to test sentiment against 
unclassified reviews as shown in Fig. 6.  
 
 
Fig. 6 Classification Page of Sentiment Analysis Process 
C. Simple Adaptive Weighting Process 
The SAW table page displays SAW tables consisting of 
alternate tables, yield matrices, normalisation matrices and 
culinary ranking tables which have been calculated by SAW 
method. Criterion is the basis assessment in determining the 
priorities order of culinary selection. There are two types of 
criteria in SAW method namely benefit and cost. A criterion 
is classified as a benefit since it provides benefits to decision 
makers, while criteria as a cost since criteria raise the cost for 
decision makers. The Table 1 shows the weighting of data 
criteria used such as price, open hour, facilities, distance from 
the central city, available transportation. 
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TABLE I  
THE WEIGHTING OF DATA CRITERIA 
No Code Criteria Attribute Weight (wj) 
1. C1 Open hour Benefit 0.2 
2. C2 Average prices Cost 0.4 
3. C3 Facilities Benefit 0.2 
4. C4 Distance from central city Cost 
0.1 
5. C5 Availability of transportation Benefit 
0.1 
Total 1 
 
The complete ranking result is shown in Fig. 7. The first 
culinary priority is occupied by Kedai Bandung with the 
preference value of 0.733. The second priority is KFC 
Bencoleen Mall with the preference value of 0.693 while the 
third priority is Waroenk R.A with the preference value of 
0.68.  
 
 
Fig. 7. Culinary recommendation system result ranking 
D. System Evaluation 
 In this study, a user-based evaluation is conducted in 
order to uncover usability problems. Then, users participate in 
a satisfaction questionnaire to observe user-based evaluation. 
The questionnaires are then distributed to the respondents. 
The technique of selecting respondents is done randomly so 
that 30 samples are obtained from the general public. Before 
performing the calculations by using Likert Scale, the interval 
should be looking for firstly. 
The rating category of the culinary recommendation 
system is valued in the range of 1-5. The highest value is 5 
while the lowest is 1 with the number of classes and students 
are 5. The interval value can be calculated using (1). The 
calculation obtains interval values of 0.8 so that it can be 
generated the rating category as shown in Table 2. Table 3 
presents the calculation results of questionnaire answer for 30 
samples. 
(1) 
TABLE II 
INTERVAL RANGE OF CATEGORIES 
Interval Category 
4.24 – 5.04 Excellent 
3.43 – 4.23 very good 
2.62 – 3.42 Good 
1.81 – 2.61 Fair 
1.00 – 1.80 Poor 
 
TABLE III 
THE RESULTS OF USER CONVENIENCE VARIABLES  
No Assessment 
Frequency of Answer 
M Excellent Very Good Good Fair Poor 
1 Ease of operating the system. 4.4 13 16 1 0 0 
2 
Ease of searching 
for a culinary 
place using 
search queries 
4.6 20 8 2 0 0 
3 
Ease of getting 
culinary 
recommendations 
based on rating 
reviews 
4.67 20 10 0 0 0 
4 
Ease in getting 
the desired 
culinary 
information 
4.5 15 15 0 0 0 
Number of answer frequencies 68 49 3 0 0 
Average percentage 56.67% 40.83% 2.5% 0% 0% 
Average category total 4.54 
Category Excellent 
 
From the number of answers, the score is calculated by 
multiplying each number of answers with each weight of the 
answer. 
Excellent 13 x 5 = 65 
Very Good 16 x 4 = 64 
Good 1 x 3 = 3 
Fair 0 x 2 = 0 
Poor 0 x 1 = 0 
Total       132 
The above calculation obtained the number of scores for 
component 2 is 138, for component 3 is 140, and component 4 
is 135. The total score is divided by the total number of 
answers. In this study, the number of respondents in the 
general public is 30, so the value of the score will be divided 
by 30. M value for each component variable is presented 
below. 
m1 =  = 4.4 m2 =  = 4.6 m3 =  = 4.67 
m4 =  = 4.5 maverage =  = 4.54 
Based on Table II, the value of 4.54 falls within the 
interval 4.24 - 5.04 categorised as "excellent". The percentage 
for approval level of displayed variable can be done by 
comparing the total score of each component with the 
expected maximum score (assuming the respondent chooses 
the answer of SB, so 5 x 30 = 150). 
 
Component 1 :  x 100 % = 88% 
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Component 2 :  x 100 % = 92% 
Component 3 :  x 100 % = 93.33% 
Component 4 :  x 100 % = 90% 
Average 90.83% 
 
From the above calculation, it can be concluded that the 
percentage of respondent’s approval to ease of operating the 
system is 88%. Ease of searching culinary place using search 
query obtains the percentage of 92%. Ease of getting culinary 
recommendations based on rating reviews obtains the 
percentage of 93.33%. The percentage of ease in getting the 
desired culinary information is 90%. The average percentage 
of this system is 90.83%. 
In this study, a total of 500 data which consists of 250 
positive and 250 negative data are used for classification 
training process based on Naïve Bayes classifier. Then, the 
classification testing process by involving 100 data is 
conducted and obtains the accuracy rate of 79%.  
IV. CONCLUSION 
Bengkulu culinary recommendation system has been 
developed to assist traveller/tourists and Bengkulu people 
itself in finding culinary information in easy and efficient 
based on user review and criteria. Sentiment analysis 
classifies the user review into positive, negative, and neutral 
classes which obtain the accuracy rate of 79%. While simple 
adaptive weighted provides the culinary recommendation 
based on some criteria and obtain the approval average 
percentage of 90.83% from 30 respondents. These results 
indicate that the developed system has a great potential to be 
implemented for reducing time in finding the culinary place, 
especially in Bengkulu area. Some observed issues during the 
testing process need to be addressed in future work. Moreover, 
this system will be designed in many languages to globalise 
the proposed application. 
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Abstract—This study aims to analyze factors influencing the 
successful implementation of Human Resources Information 
System (HRIS) at the Ministry of State-Owned Enterprises 
(MSOE). There are 22 factors influence the success of HRIS 
implementation that are categorized into 4 dimensions, namely 
human, organization, technology and environment based on 
DeLone & McLean information system success model, HOT 
(human-organization-technology) fit model and TOE 
(technology-organization-environment). This research use 
quantitative method approach and data collection is gathered 
using questionnaire. Method of data analysis using Entropy 
method to calculate the weight of success factors and 
dimensions, and rank factors and dimensions. There are 99 
respondents of the HRIS users provided data through the 
questionnaires distributed to them. This study shows that the 
dimensions influencing the success of HRIS implementation at 
the MSOE in priority order are technology, human, 
environment and organization. In addition, there are 5 factors 
selected with the highest weights namely information quality, 
service quality, top management support, system quality and 
social influence. 
 
Keywords—success factor, human resource information 
system, state-owned enterprise, Entropy 
  
I.  INTRODUCTION 
One initiative of e-government implementation at the 
Ministry of SOE (State-Owned Enterprises) is the use of 
Human Resource Information System (HRIS) or known as 
Human Resource Portal. The system was built in 2007 on a 
web-based basis with funds sourced from the State Budget. 
Unfortunately, in 2007 when the Human Resource Portal was 
built, the Ministry of SOE did not have information 
technology planning that can be used as a standard reference 
in the manufacture of information systems, therefore the 
development of Human Resources Portal only meets the needs 
at that time. Human Resource Portal is used as a tool for 
collecting data of the Board Directors/Candidates of Board of 
Directors, Board of Commissioners/Candidates of Board of 
Commissioners, and Supervisory Board/Candidate of 
Supervisory Board of SOEs electronically. Then, submission 
of electronic data from each SOEs to the MSOE has been 
strengthened by the Regulation of the Minister of SOE No. 
PER-18/MBU/10/2014 on the Delivery of Data, Reports and 
Documents of SOE Electronically. Under this regulation, 
SOEs are required to submit reports, data and documents to 
the Minister of SOE and/or echelon I and II officials of the 
MSOE electronically through the information system provided 
by the MSOE.   
Stakeholder Human Resource Portal, among others are 
internal parties (i.e MSOE) and external (i.e SOEs). Internal 
user come from the MSOE is Deputy Assistant of the 
Executive Resources Management of MSOE as the owner of 
basic tasks and functions within the MSOE as well as 
responsible for the policy of filling and managing and 
presenting the data. In addition, Deputy Assistant Data and IT 
with MSOE is responsible for developing and maintaining 
information systems and data security. External users are 
parties that come from SOEs called admin Human Resource 
(HR) SOE. Deputy Assistant of Executive Resources 
Management of MSOEs explains that the data of the Board of 
Directors and Board of Commissioners/Supervisory Board of 
SOEs in Human Resources Portal has not yet existed so that 
Human Resource Portal cannot be used by Deputy Assistant 
Executive Resources Management of MSOEs to monitor the 
term of the Board of Directors and Board of 
Commissioners/Supervisory Board of each SOE and stipulates 
the candidates for the Board of Directors and Board of 
Commissioners/Board of Supervision  of SOEs in a timely 
manner. Based on the identification of the above problems, 
compiled the formulation of the problem set forth in a research 
question. The research question is "What are the factors 
influencing the successful implementation of HR Information 
System at the MSOE?" This research on the MSOE is 
expected to provide reference to the high ranking official of 
the MSOE in determining the steps of applying HRIS at the 
MSOE in accordance with the results of this study.  
This paper covers 6 sections of literature study and 
research methodology that are discussed in Section 2 and 
Section 3. Results, discussion and research implications are 
discussed in Section 4, Section 5 and Section 6. The last 
section discusses on the conclusions from this research.   
 
II. LITERATURE STUDY 
According to [2], HRIS is defined as an integrated 
computer system designed to carry out many tasks related to 
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the flow of information within the organization as it relates to 
its human resources. HRIS could manage data with functions 
such as storage, analysis, manipulation, retrieval, 
dissemination, and control. HRIS is not limited to an 
integrated system and technology, but HRIS also includes 
employees, policies, working procedures and data required to 
manage HR related functions [3]. 
One of the HRISs included in Magic Quadrant Gartner is 
SAP (System Application and Product in Data Processing) HR 
(Human Resource). SAP is one of ERP (Enterprise Resource 
Planning) that offers a variety of information technology 
solutions to integrate business processes and support the 
company's operational activities. Using this SAP HR, a 
company can manage human resources more regularly and can 
be used for decision-making tools and performance 
measurement of human resources. This module provides 
access to all HR data and transactions in one location. So, it 
can be a tool for managing the roles and responsibilities of 
organizations that help in creating the corporate management 
structure and position within the organizational structure. 
 
 
III. METHODOLOGY 
This research is a quantitative research by using 
questionnaire to get data. The technology that becomes the 
object of research is HRIS at the MSOE or known as Human 
Resource Portal. The population of this study is all employees 
within the Unit of Deputy Assistant of Executive Resources 
Management of SOE and Admin HR SOEs. Before the 
questionnaires were distributed, the questionnaire readability 
test was performed by distributing draft questionnaires to 5 
respondents be tested for their readability. Respondents were 
asked to provide inputs and responses to the draft 
questionnaire. With the test of legibility, it can be known 
whether the draft questionnaire can be clearly understood by 
the respondent therefore it can be improved before 
disseminated to the respondent in line with the sample research 
for data collection. Data processing is performed by using 
Entropy. All the variables to determine the success factors used 
in this study are grouped according to the existing dimensions 
of the research [4] with the HOT Fit model and the TOE 
framework. Table 1 explains the list of success factors of 
HRIS. 
Table 1 List of Success Factors of HRIS 
N
o 
Dimens
ion 
Success 
Factor Definition 
1 Human System Use  Identify the extent to which 
the use of information 
systems can affect user 
needs 
  Perceived 
Eased of Use 
Ease of use of information 
systems for the purpose in 
accordance with the wishes 
of users 
  Perceived 
Usefulness 
Benefits of information 
systems for users associated 
with increased productivity 
N
o 
Dimens
ion 
Success 
Factor Definition 
(performance) and 
effectiveness 
  Innovativene
ss of Senior 
Executives 
Leadership of the 
organization plays an 
important role in the use of 
information systems 
  IT 
Capabilities 
of Staff 
The adoption of 
information systems is 
supported by the 
capabilities and 
competencies of staff in the 
IT department 
  Performance 
Expectancy 
Users believe that using an 
information system will 
help it to achieve a profit in 
its performance 
2 Organiz
ational 
Relative 
Advantage 
The use of information 
systems will improve the 
effectiveness and 
productivity of the 
organization 
  Top 
Management 
Support 
Leaders of the organization 
support the adoption of 
information systems by 
providing adequate 
facilities 
  Centralisatio
n 
Every decision is made by 
the leadership of the 
organization. Centralization 
of information systems 
related to decisions for 
initiation, adoption and 
application of innovation. 
  Formalisatio
n 
(Procedure/
Rules/ 
Government 
Regulation) 
Information systems are 
supported by regulated 
rules (formal procedure/ 
regulation/rules) of an 
organization for the smooth 
flow of work 
  Perceived 
Cost 
The adoption of 
information systems allows 
the cost of implementing 
information systems and 
lower innovations 
3 Technol
ogical 
Information 
Quality 
The level of output quality 
in the form of information 
generated by the 
information system 
  System 
Quality 
System quality measures 
typically focus on system 
performance characteristics 
  Service 
quality 
• Quality of service 
provided when users 
experience difficulties 
• Users feel that the 
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N
o 
Dimens
ion 
Success 
Factor Definition 
information system suits 
the needs of the users 
  IT 
Infrastructur
e  
• The organization has 
been supported by either 
local area network or 
internet network 
• The organization has 
supported adequate 
software and hardware 
for the adoption of 
information systems 
  Compatibilit
y 
Adoption of information 
systems in accordance with 
organizational goals, and 
support (compatible) with 
the existing process 
  Complexity The ability of complex 
information systems already 
includes many 
organizational processes 
4 Environ
mental 
Situational 
Normality 
Success in the use of 
information systems will be 
achieved when the existing 
environmental conditions 
support for the system 
  Competitive 
Pressure 
Conditions where the 
organization must adopt the 
information system due to 
competition with other 
organizations to improve 
the quality of the 
organization.  
  Technology 
Vendor 
support 
Adoption of information 
systems based on support 
services from selected 
technology vendors 
  Supporting 
Facilities 
and 
Infrastructur
e 
Users consider the facilities 
and infrastructure provided 
by the organization to 
support the use of 
information systems 
  Social 
Influence 
It is the degree to which 
users perceive that the 
importance of other 
people's existence in using 
the new information system 
will affect the user 
 
Questionnaires in this study are distributed in the form of 
links from google docs and hardcopy. The reason to use these 
links because respondents have different offices location and 
there is a time constraint to get answers from respondents 
quickly. The instrument used in the questionnaire is 
respondents’ profile and a list of success factor statement of 
HRIS. In the form of respondent data, the repondents are 
asked to fill in information on gender, education, respondent's 
position and respondent's division. In the next section, it 
contains success factor statements. Each success factor is 
represented by 4 questions, therefore there are a total of 34 
proposed statements being submitted. The respondents should 
provide his/her judgment on the statements on the most 
appropriate choice based on an ordinal scale. The ordinal scale 
in this questionnaire has 5 categories: 1 = very unimportant, 2 
= unimportant, 3 = neutral, 4 = important, and 5 = very 
important. 
 
IV. RESULTS 
4.1. Respondents Demographics 
This study obtained 118 questionnaires that have been 
filled either through hard copies, soft copies or online forms. 
Out of 118 questionnaires, there are 10 questionnaires whose 
respondents came from the same SOE and 9 questionnaires 
from SOEs that under process of restructuring or liquidation. 
Thus, there are 99 questionnaires that come from valid 
respondents in accordance with the method of purposive 
sampling. Out of the 99 respondents consisted of 9 
respondents from the MSOE and 90 respondents came from 
the Admin of HR SOEs. Table 2 described the demographics 
of respondents. 
Table 2 Respondent Demographics 
Demographic 
Numbe
r of 
Respon
dents 
Percenta
ge 
Gender 
Men 64 64.65% 
Women 35 35.35% 
Age 
<17 years 0 0.00% 
17-25 years 2 2.02% 
26-35 years 35 35.35% 
36-45 years  37 37.37% 
> 45 years 25 25.25% 
Education 
High School 0 0% 
Diploma 10 10.10% 
Bachelor 51 51.51% 
Master  38 38.39% 
Doctoral 0 0% 
Institution 
MSOE 9 9.10% 
SOEs 90 90.90% 
Position 
Staff 51 51.52% 
Head of sub-field or 
Assistant Manager or 
equivalent 13 13.13% 
Head or Manager or 
equivalent 34 34.34% 
Assistant department 
or General manager 1 1.01% 
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Demographic 
Numbe
r of 
Respon
dents 
Percenta
ge 
or equivalent 
Division/
Working 
Unit 
HR 95 95.96% 
Other divisions 4 4.04% 
Experience 
using 
HRIS 
1 year 2 2.02% 
2 years 7 7.07% 
3 years 22 22.22% 
> 3 years 68 68.69% 
The most 
frequently 
used 
feature in 
SISDM 
Personal data 23 23.23% 
Organization data 0 0.00% 
Recapitulation 0 0.00% 
Talent Pool 31 31.31% 
Data of Directors, 
Commissioners or 
Supervisory Board 
and Corporate 
Secretary 45 45.45% 
 
4.2. Criteria Measurement using Entropy 
This method is used for the weighting of existing dimensions 
and criteria. The steps taken to weight the entropy method are 
as follows [5]: 
a. Normalization of the matrix of the questionnaire results 
(initial data), i.e. subtract all criteria with the maximum 
value or the highest value. In this study normalization is 
done by making the matrix of results from the assessment 
of respondents. Each value on the matrix is then 
subtracted by the highest value used in this questionnaire. 
The reduction result is expressed by Xij. Normalization is 
done after obtaining the total sum of each subtraction 
value in the matrix. 
b. The value of step 1 divided by the total value of all 
criteria. Next divide each value of the Xij matrix by the 
total number of matrix values with the following formula: 
                            (1) 
With: m = number of respondents (99) 
           n = number of criterias (22) 
c. Determine the value of Entropy, dispersion and weight of 
each of the following criteria: 
• Calculate the Entropy value of each criterion with the 
following formula: 
                     (2) 
 = Entropy values based on normalized data per criterion. 
• Calculate the dispersion value of each criterion with 
the following formula: 
                       (3) 
• Calculates the weight of each criterion by the 
formula: 
                      (4) 
The result of weight calculation on 22 criterias in this research 
is shown by using 6 decimals for displaying data. Table 3 
describes the final weighting of each criterion. 
Table 3 Value of Criteria's Weight 
Rank Criteria Dimension Weight 
1 Information Quality 
Technology 0.046958 
2 Service quality Technology 0.046929 
3 Top Management Support Organization 0.046644 
4 System Quality Technology 0.046639 
5 Social Influence Environment 0.046639 
6 Compatibility Technology 0.046486 
7 IT Infrastructure  Technology 0.046385 
8 Situational Normality Environment 0.046368 
9 Complexity Technology 0.046360 
10 
Supporting 
Facilities and 
Infrastructure 
Environment 0.046357 
11 Competitive Pressure Environment 0.046285 
12 Perceived Cost Organization 0.046002 
13 Relative Advantage 
Organization 0.045603 
14 Perceived Ease of Use 
Human 0.044696 
15 Perceived Usefulness 
Human 0.044628 
16 System Use Human 0.044551 
17 Innovativeness of Senior Executives Human 0.043973 
18 IT Capabilities of Staff 
Human 0.043918 
19 Performance Expectancy 
Human 0.043918 
20 Technology Vendor support Environment 0.043700 
21 Formalisation Organization 0.043642 
22 Centralisation Organization 0.043321 
 
Table 3 shows that the highest weights are the Information 
Quality criteria with the weight of 0.046958. This indicates 
that the HRIS user of the MSOE assumes that the quality of 
information issued by HRIS is the most important factor in the 
implementation of HRIS. 
 
V. DISCUSSION  
Based on Table 3, the final weight of each dimension 
shows that the dimension that influences the success factors of 
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HRIS implementation of the MSOE is the technology 
dimension (weight 0.279757). The results of this study are in 
line with [4]. The difference between this study and the results 
of the study by [4] is the order of dimensions numbered 2, 3 
and 6, which in this study dimension sequences are 
technology, human, environment and organization. In previous 
research the dimension sequences were technology, 
organization, human and the last environment. However, the 
success of the HRIS technology dimension of the MSOE is 
highly dependent on the organization, especially the top 
management support factor.  
Technology is considered an important part that can give a 
big influence on the HRIS implementation. In addition, it is 
known that the technological dimension is considered by 
respondents to have a high level of importance realized from 
the average value of respondents to 6 criteria that are entirely 
above 4. In accordance with the results of the questionnaire 
about user expectations in the development of HRIS, 
information quality and service quality are the dominant 
factors in the technological dimension, followed by system 
quality, compatibility, IT Infrastructure and complexity. 
The second greatest weight after the technological 
dimension is the human dimension. In the human dimension, 
there are 6 factors where the average value of the scale in this 
dimension is 3.5. The order of weight criteria on the human 
dimension is perceived eased of use with weight 0.044696 
which illustrates that HRIS MSOE gives ease of use of 
information system for the purpose which according to user 
desire. The second sequence is the perceived usefulness 
criterion with a weight of 0.044628. This illustrates that HRIS 
MSOE has benefits for users in improving performance. The 
ranking of the three HRIS success factors in the human 
dimension is system use with weight 0.044551, this illustrates 
that HRIS MSOE can identify the extent to which the use of 
information systems can affect user needs. Innovativeness of 
senior executives (weight 0.043973) describes the leadership 
that plays an important role in the use of HRIS in the MSOE. 
The IT capabilities of staff criteria weighs 0.043918 where 
users feel that HRIS has adopted capabilities that support staff 
competencies. And the last is the criteria of performance 
expectancy (weight 0.043918) where users who believe in 
HRIS can help improve their work.  
Based on the weight of criteria or factors in the 
environmental dimension is social influence which describes 
the HRIS user assumes that HRIS MSOE has a complex 
function that can cover many organizational processes 
especially in facilitating data collection and search of SOEs 
talent for prospective Board of Directors or Board of 
Commissioners. The next factor is situational normality which 
illustrates that HRIS can support policies or regulations 
applied by the MSOE. 
 
VI. IMPLICATIONS 
This research could identify the success factor needed in 
implementing HRIS at the ministry level. The results of this 
study can be an evaluation and input for the MSOE that the 
success factors of the implementation of HRIS in accordance 
with the expectations and objectives of making HRIS MSOE, 
where the dimension of the most influential on the successful 
implementation of HRIS MSOE is a technology with the 
criteria of quality information. Thus, the MSOE can improve 
the quality of information from HRIS by updating the data 
periodically through the admin HR MSOE in accordance with 
existing legal umbrella.  
 
VII. CONCLUSION 
Based on the results of the analysis, the factors that 
influence the success of HRIS implementation of the MSOE 
are information quality, service quality, support of top 
management support, system quality and social influence. 
Future research is expected to use the recommendation of 
human resources experts to develop HRIS in the future so that 
the quality of HRIS could be more improved. Expectations for 
HRIS MSOE based on user feedback are data updates, feature 
development, setting of usage procedures, system 
improvements and ease of use. 
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Abstract— The growing number of mobile users encourages 
companies to take advantage of these opportunities to improve 
their marketing strategy. One of the marketing strategies that 
can be done through mobile devices is mobile advertising. 
However, the problem is that many users still consider mobile 
advertising as spam and many companies do not know how to 
start mobile advertising. While to start mobile advertising, 
must first understand the attitude of mobile users themselves. 
Therefore, this study aims to analyze the factors that can 
affecting Tokopedia application user’s attitude to mobile 
advertising seen from affective and cognitive side. Additionally, 
this study aims to analyze the impact of mobile advertising on 
purchase intention of users to purchase products or services 
offered through mobile advertising. This research uses 
quantitative approach which is done by collecting respond 
from 565 Tokopedia application user’s. The data is then 
analyzed using CB-SEM method using AMOS 21. Based on the 
results of analysis, the writers found that perceived ease of use, 
perceived usefulness, positive emotions, and negative emotions 
affect the user's attitude towards mobile advertising. Next, 
attitude also has an effect on user’s purchase intention on 
advertised products or services. 
Keywords— Attitude, cognitive, affective, mobile advertising, 
m-commerce, purchase intention 
I. INTRODUCTION  
The number of internet users in Indonesia on mobile 
devices continues to increase and is expected to reach more 
than 113 million users by 2022 [1]. The rapid growth of 
mobile users and the development of mobile technology, 
opening up new opportunities for advertising by using 
mobile devices. By 2018, mobile advertising is predicted to 
beat desktop advertising and give the largest contribution of 
50.2% to encourage the growth of internet advertising [2].  
According to Asia Pacific AppsFlyer Sales Director, Paul 
Michio McCarthy, there is fundamental challenge that 
advertisers often faced: how to provide relevant advertising 
to specific people that can improve the sales percentage [3]. 
Mobile advertising can certainly respond to these challenges 
because the characteristics of mobile devices are very 
important and individualized. Thus, it can help retailers, 
service providers, and manufacturers to provide more 
relevant offer [4].  
Mobile advertising, a subset of mobile marketing, is one 
form of advertising that use mobile devices [5]. Mobile 
advertising is among the popular way to introduce and sell 
products to public [6]. One of the challenges in using mobile 
advertising is the number of users who feel disturbed by the 
existence of mobile advertising such as SMS, email, and 
banners [7]. Additionally, many e-commerce companies do 
not know how to implement mobile advertising correctly [3]. 
Therefore, one of the early step that companies need to take 
is to analyse what factors can influence mobile phone users 
to accept mobile advertising positively. These factors may 
become one of the critical success factor that companies 
needed to develop their target sales [8]. 
There are several studies related to user behavior and 
mobile advertising acceptance. Most of the research explore 
users’ attitude towards mobile advertising by using 
Technology Acceptance Model (TAM). For example, 
research conducted by Mohd Syuhaidi Abu Bakar and 
Rosmiza Bidin (2014) used TAM theory to conduct research 
on mobile advertising in Malaysia [9]. They found that 
mobile advertising behaviour and acceptance factors can 
affect teenagers in Malaysia in using mobile advertising to 
purchase movies ticket offered in mobile advertising. In 
addition, Olarte et al. (2016) was extending the concept of 
TAM by combining perceived usefulness and perceived ease 
of use factors into cognitive factors and adding affective 
factors such as positive emotions and negative emotions [10]. 
These factors used to predict users’ behaviour towards 
mobile ads and their desire to receive mobile ads. 
Meanwhile, Liu et al. (2012) conducted a study related to the 
acceptance factors of advertising in general by employing 
infotainment factor, irritation and credibility factor [11]. 
Research conducted by Liu et al. (2012) and Olarte et al. 
(2016) limit their discussion in the factors that can affect 
users’ adoption in mobile advertising, while research from 
Kim, S., & Yoon, J. (2014) may provide further explanation 
regarding the relationship of behavioural factors and 
acceptance to the purchase user intention in making 
purchases using mobile advertising [11], [10], [12]. This 
research extends the concepts of several prior research on 
mobile advertising and m-commerce. Combining the 
cognitive and affective factors, this research tries to identify 
the determinant of users’ attitude towards mobile advertising 
and how users’ attitude may or may not influence their 
purchase intention. This paper proceeds as follow. In the next 
section, we introduce the concept of mobile advertising and 
provide an overview of its characteristics. We then describe 
the concept of cognitive, affective and conative in the 
context of mobile advertising. Then, we develop a 
conceptual framework that consist of 8 hypotheses 
explaining the interrelationships between proposed factors. 
Finally, the paper concludes with a discussion of findings 
and subsequent implications. 
II. LITERATURE REVIEW 
A. Mobile Advertising 
The marketing strategy through mobile phones is 
currently the most promising approach for the company as it 
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allows to reach the right audience with the right time and 
place [13]. The advent of mobile advertising allows 
advertisers to provide more personalized advertisement to 
users at the right time and place [13]. Additionally, mobile 
advertising allows users to compare product and price 
quickly before they decide to make a purchase [14]. By 
utilizing mobile advertising in communication strategies, 
retailers, service providers, and manufacturers to deliver 
more dynamic offers and campaigns [6]. One of the unique 
characteristics of mobile advertising is it has a high response 
rate, can be accessed anytime and anywhere, and has a low 
cost [15]. According to Salo and Tahtinen, there are three 
main characteristic of mobile advertising, namely personal, 
interactive, and context dependent [16]. 
B. Attitude and Purchase Intention 
In order to understand users’ attitude, Fishbein (1967) 
proposed to investigate the three components on attitude: 
cognitive, affective, and conative. The cognitive component 
represents our thoughts, beliefs, and ideas about something. 
Next, the affective component represents feelings or 
emotions that something evokes. Lastly, the conative 
component represents the tendency to act in certain ways 
toward something. In this study, cognitive component is 
represented by perceived usefulness dan perceived ease of 
use. Additionally, the affective component of attitude is 
represented by positive and negative emotions, while the 
purchase intention represents the conative component of 
attitude.  
According to Manochehri, user’s attitude towards mobile 
advertising can provide information for the company related 
to users’ interest towards their products and services[17]. 
Additionally, it can also provide the information of users’ 
estimated budget that will be allocated to purchase their 
product [17]. Moreover, prior research conducted by Fawzy 
found that there is correlation between attitude and user 
intentions [18]. In 1980, Ajzen and Fishbein also conducted 
research that suggested that one’s intention to buy or use a 
product is determined by their attitude towards it before 
buying or using the product. Thus, it can be concluded that 
attitude is an important factor that can affect one's intention 
to buy or use certain products or services. The analysis of 
users’ attitude is important but sometimes quite difficult to 
understand because of the increasingly complex technology 
and functionality of the mobile service [19]. Therefore, more 
researches are needed to comprehensively understand how 
users’ attitude are built. 
III. HYPOTHESES DEVELOPMENT 
This research tried to examine the cognitive, affective 
and conative phase on accepting mobile advertising in 
Tokopedia users. First, the cognitive aspect is represented by 
perceived ease of use and perceived usefulness constructs. 
Second, the affective aspect is measured by utilizing positive 
emotion, negative emotions, and attitude towards mobile 
advertising. Lastly, purchase intention is used to represent 
the conative aspect. Figure 1 illustrate the study’s research 
model that was developed based on previous research. Eight 
hypotheses are proposed and described in detail below. 
 
Fig. 1. Proposed Research Model 
A. Perceived ease of use of mobile advertising 
Davis defines perceived ease of use as an assessment of 
how much effort should be put to adopt new technologies 
[20]. Despite the high level of mobile penetration in 
developing countries, m-commerce applications are 
considered as relatively new technology and quite 
challenging to be operated, especially for inexperienced 
users [21]. Therefore, new technologies should be easy to 
learn and use by users. If a technology is easy to operate, 
then users will be able to more easily perceive the benefits 
provided by the technology. In the context of mobile 
advertising, mobile advertising technology that easier to 
operate will help user to reap the benefits of the 
advertisement. For example, users can experience the great 
benefits of mobile advertising that provide automatic 
discount coupon recommendations when compared to mobile 
advertising discounts through banners. Additionally, the ease 
of use of mobile advertising will also affect users’ attitude 
towards mobile advertising. Therefore, these hypotheses are 
proposed: 
H1: Perceived ease of use will positively influence users’ 
perceived usefulness toward mobile advertising 
H2: Perceived ease of use will positively influence users’ 
attitude toward mobile advertising 
B. Perceived usefulness of mobile advertising 
Perceived usefulness is one of the TAM (Technology 
Acceptance Model) variables that provide an important 
influence on the acceptance of a new technology (Davis, 
1989). In the context of m-commerce, perceived of 
usefulness can be defined as the extent to which consumers 
believe that by using m-commerce their performance can be 
improved [22]. Thus, it can also be concluded that in the 
context of mobile advertising, perceived usefulness can be 
defined as the extent to which consumers believe that by 
using mobile advertising, their performance can be 
improved. Thus, consumer can benefit from mobile 
advertising. 
Additionally, Grant and O'Donohoe found that adolescent 
consumers are very sensitive to the perceived usefulness of 
mobile advertising [23], [24]. Perceived usefulness is an 
important factor because according to Tripathi and Siddiqui 
(2008), consumers may feel disturbed if the offered mobile 
advertising is not useful or incompatible with the information 
they are looking for [24]. Based on this study, it can be said 
that perceived usefulness has influence on consumers' 
negative feelings towards mobile advertising. Brehm and 
Brehm (1981) describe the relationship between perceived 
usefulness with irritation (negative emotions) through 
reactance theory. In those theory, it is argued that irritation is 
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the tendency of users to reject ads given because they found 
that the ads are annoying. Parreño et al. proves that perceived 
usefulness can reduce the irritation of the user against mobile 
advertising [24]. Based on the review, the authors propose 
that perceived usefulness negatively affects consumer's 
irritation (negative emotions) on mobile advertising because 
the greater perceived usefulness then it will reduce the 
negative feelings of consumers to the ads provided. Those, 
these following hypotheses are developed: 
H3: Perceived usefulness will negatively affect users’ 
negative emotions toward mobile advertising 
H4: Perceived usefulness will positively affect users’ 
attitude toward mobile advertising 
C. Positive and negative emotions toward mobile 
advertising 
Kolsaker & Drakatos (2009) found that only users with 
strongly positive emotions over their devices can maximize 
the benefits of mobile advertising [25]. When users provided 
with more relevant and credible content, then the user will 
further benefit from the mobile ad. Moreover, positive 
emotions such as desire and affection can have a positive 
effect on mobile advertisers' attitude [10]. According to 
Moorman et al., positive emotion such as entertainment can 
have a positive effect on users’ attitudes toward mobile 
advertising. Meanwhile, Tsang et al. found that irritation as 
one of the negative emotions can negatively affects the 
attitude towards mobile advertising. Negative emotions can 
be assessed from the level of stress and frustration perceived 
by consumers related to a particular technology [26]. 
Therefore, the authors draw the hypothesis as follows: 
H5: Positive emotions will have positive effect on users’ 
perceived usefulness toward mobile advertising 
H6: Positive emotions will have positive effect on users’ 
attitude toward mobile advertising  
H7: Negative emotions will have negative effect on 
users’ attitude toward mobile advertising 
D. Purchase intention on mobile advertised product 
In the mobile advertising context, many studies argue 
that attitude is the determinant of users’ acceptance of mobile 
advertising [13]. Fishbein and Ajzen (1975) define attitude as 
the tendency of one who can direct them to respond to 
objects, ideas, or opinions. Prior research also found that 
attitude can influence the intention of teenagers in Malaysia 
to buy movie tickets [9]. Thus, this following hypothesis is 
proposed: 
H8: Attitude positively influence users’ intention to 
purchase products that have been offered in mobile 
advertising 
IV. METHODOLOGY 
A. Instrument Development 
Questionnaire is utilized to collect data by measuring six 
variables that examined in this research, namely, perceived 
usefulness, perceived ease of use, positive emotions, 
negative emotions, attitude, and purchase intention. The 
indicators of each variable are developed based on previous 
research and then translated to Bahasa Indonesia. Five-point 
Likert scales are employed to indicate the respondent’s levels 
of agreement or disagreement with each statement. Table I 
shows the example of indicators for negative emotions’ 
construct. To maintain the meaning of original instruments, 
readability test was conducted before starting the data 
collecting process.  
TABLE I.  INDICATORS FOR NEGATIVE EMOTIONS’ CONSTRUCT 
Code Indicators 
NEG 1 I think the mobile advertising at Tokopedia apps are misleading 
NEG 2 I think the mobile advertising at Tokopedia apps are irritating 
NEG 3 I think the mobile advertising at Tokopedia apps are confusing 
NEG 4 I think the mobile advertising at Tokopedia apps are distracting 
NEG 5 I think the mobile advertising at Tokopedia apps are disturbing 
 
B. Data Collection 
The sample of this study was Tokopedia users in 
Indonesia that bought product/services through mobile 
advertising. The data were collected via an official online 
survey questionnaire by using Survey UI domain 
(http://kuesioner.cs.ui.ac.id/KuesionerHalodoc/). Participants 
were recruited via popular social networking sites for 
Tokopedia users such as  Facebook, Line Square, Whatsapp, 
Twitter, Instagram, dan LinkedIn. Limited gifts were offered 
to encourage participation. After deleting duplicates and 
incomplete responses, 509 valid surveys remained. Table II 
summarizes the demographics of the respondents. 
 
TABLE II.  DEMOGRAPHY OF RESPONDENTS 
Demographic Category Frequency %
Gender Male 225 44% 
Female 283 56% 
Age <20 117 23% 
20-30 357 70% 
31-40 30 6% 
>40 4 1% 
Type of mobile 
advertising that 
often used  
Banner 
Tokopedia 
436 86% 
Push 
notification 
6 1% 
SMS 
advertising 
66 13% 
Last time 
shopping due to 
mobile advertising 
< 3 months 360 71% 
3-7 months 95 19 
8-12 months 26 5% 
> 12 months 27 5% 
Frequency of 
shopping through 
mobile ads 
0-5 times 405 80% 
6-10 times 55 11% 
> 10 times 48 9% 
V. RESEARCH RESULTS 
The study is conducted in quantitative approach to 
identify the relationships between variables introduced in 
prior section. AMOS 21.0 is employed to analyze the 
research model depicts at Figure 1.  
A. Measurement Model 
To evaluate the proposed model, we employ the two-
stage model-building process for applying SEM. First, the 
measurement model is measured by examining the reliability 
and validity of constructs. Table III show the results of 
reliability and validity testing by ensuring each construct has 
loading factors more than 0.70. Additionally, the Cronbach’s 
Alpha (CA) and Composite Reliability (CR) should be more 
than 0.70, while the Average Variance Extracted (AVE) can 
not be lower than 0.50 [27]. Next, the structural model is 
evaluated and described in the next section. 
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TABLE III.  THE RESULTS OF RELIABILITY AND CONVERGENT 
VALIDITY TESTING 
Variable Items Loading 
Factors 
AVE CR CA 
Perceived 
usefulness 
PU2 0.722 
0.977 0.853 0.994 
PU3 0.737 
PU4 0.793 
PU5 0.725 
PU6 0.816 
Purchase 
intention 
PI1 0.708 
0.980 0.826 0.993 
PI2 0.729 
PI3 0.712 
PI4 0.775 
PI5 0.735 
PI6 0.782 
Positive 
emotions 
PE5 0.768 
0.743 0.859 0.852 
PE6 0.705 
PE7 0.749 
PE8 0.756 
PE9 0.779 
Negative 
emotions 
NE2 0.727 
0.986 0.798 0.995 NE3 0.721 NE4 0.823 
NE5 0.727 
Attitude ATT10 0.711 
0.765 0.888 0.927 
ATT3 0.774 
ATT4 0.764 
ATT5 0.805 
ATT6 0.733 
ATT7 0.758 
ATT8 0.829 
ATT9 0.75 
Perceived 
ease of use 
PEOU3 0.718 
0.976 0.736 0.987 PEOU4 0.761 
PEOU5 0.794 
 
B. Structural Model Evaluation 
The evaluation of structural model consists of three 
distinct steps. First, we need to estimate the model’s overall 
goodness-of-fit. The values of all fit indices were better than 
the recommended values, which demonstrate a good fit 
between the model and data (see Table IV). Next, each R2 
value for endogen variable should be identified as can be 
seen in Table V. PU has R2 value of 0.463 that shows that 
PU variable can be explained by its exogenous factors up to 
46.3% and the rest of it explained by other factors outside 
model. Then, NEG variable has R2 value of 0.002 while ATT 
and PI have R2 value of 0.622 and 0.655 respectively. 
Therefore, one can conclude that PI and ATT variable have 
strong correlation with its exogenous variables. 
TABLE IV.  THE FIT INDICES FOR MEASUREMENT MODEL 
Fit index Chi 
Square 
RMSEA GFI CFI NFI 
Recommended value >0.05 < 0,07 >0.90 >0.90 >0.90 
Model value 0.065 0.023 0.973 0.996 0.98 
TABLE V.  R2 VALUE FOR ENDOGEN VARIABELS  
Endogen Variables R2 
Perceived Usefulness (PU) 0.463 
Negative Emotions (NEG) 0.002 
Attitude (ATT) 0.622 
Purchase Intention (PI) 0.655 
 
AMOS 21.0 is utilized to perform one-tailed hypothesis 
testing. The significant path coefficients (p ≤ 0.05) appear 
to support the proposed model. Table VI shows the result of 
hypothesis testing. From 8 initial hypotheses, 1 of them are 
rejected while the rest are accepted.  
TABLE VI.  HYPOTHESES TESTING 
Hypo-
theses 
Attributes Estimate p p/2 Results  
H1 PU <--- PEOU 0.298 0.002 0.001 Accepted 
H2 ATT <--- PEOU 0.322 0.003 0.0015 Accepted 
H3 NEG <--- PU -0.065 0.116   0.058 Rejected 
H4 ATT <--- PU 0.234 0.001 0.0005 Accepted 
H5 PU <--- PE 0.528 0.005 0.0025 Accepted 
H6 ATT <--- PE 0.28 0.006 0.003 Accepted 
H7 ATT <--- NEG -0.031 0.004   0.002 Accepted 
H8 PI <--- ATT 0.298 0.002 0.001 Accepted 
VI. DISCUSSION 
This study examines users’ attitude towards mobile 
advertising and how the attitude can affect users’ purchase 
intention towards the products or services offered through 
the mobile advertising. To analyze users’ attitude towards 
mobile advertising, the authors investigate the cognitive, 
affective, and conative aspects of mobile advertising. 
Cognitive aspects help author to understand users’ attitude 
by investigating perceived ease of use and perceived 
usefulness. Meanwhile, the affective aspects are investigated 
by using positive emotions and negative emotions towards 
mobile advertising. 
The first hypothesis draws a positive relationship 
between perceived ease of use on perceived of usefulness. 
This hypothesis is accepted and supported by research of 
Alicia et al which found that perceived ease of use has a 
great influence on the benefits or usefulness perceived by 
users [13],[28]. This will also be affecting users’ desire to 
adopt mobile services. 
As for the second hypothesis, the authors propose that 
perceived ease of use has positive effect on users’ attitude. 
This hypothesis is also accepted and supported by research 
Olarte et al. which suggests that the higher perceived ease of 
use will bring more positive user's attitude towards 
technology [10]. This is because internet and smartphone 
technology can help companies understand the character of 
every customer, from demography to the needs of the 
customer. The ads provided will be tailored to the 
characteristics of the customer and can improve the attitude 
of the customer against the advertisement [28]. 
As for the third hypothesis, the authors propose the 
hypothesis that perceived usefulness negatively affects 
negative emotions of users. However, the authors found 
different things after testing because this third hypothesis 
was rejected. Based on the research of Edward et al., it 
suggests that the negative feelings of a person can be 
affected by the laying and positioning of the ad. If an ad is 
positioned in the right place, then it will reduce the 
annoyance perceived by users [29]. So, it is possible that 
Tokopedia users do not feel disturbed by mobile advertising 
because of the right placement of its ads.  
In the fourth hypothesis, the authors propose a hypothesis 
that perceived usefulness can provide a positive influence on 
users’ attitude towards mobile advertising. After the test, this 
hypothesis is accepted and also supported by the research of 
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Parreño et al. which suggests that perceived usefulness can 
influence attitude because users can carry their mobile 
phones at all times thus giving users extra privileged to 
access the promotions offered as well can increase the 
chance to access useful information [24]. Nowadays, many 
advertisers in Indonesia are developing content marketing 
that is marketing step to give advertisement through which 
more interesting, useful and informative to attract more 
audience [28]. 
In the fifth hypothesis, the authors propose a hypothesis 
that positive emotions have a positive effect on perceived 
usefulness and this hypothesis is accepted. The results of this 
hypothetical test also supported by Kolsaker & Drakatos  
(2009) that found that only users who have strong emotions 
to their devices, who can feel the tremendous benefits of 
mobile advertising it receives [25]. This emotion is derived 
from the properties of an interactive mobile device that 
increases the commitment and desire of users to disseminate 
information related to products or services through their 
social media. This is in accordance with the behaviour of the 
Indonesian people towards advertising, most of the audience 
has a level of patience that is directly proportional to the 
quality of the ad content displayed. Highly-weighted and 
high-interest ads will make your audience more patient and 
get the most out of the ads [3]. 
In the sixth hypothesis, the authors propose a hypothesis 
that positive emotions have a positive effect on the user's 
attitude and this hypothesis is accepted. The results of this 
hypothesis test are also supported by Park & Salvendy's 
research which revealed that positive emotions are related to 
desire and affection that can positively influence the attitude 
of mobile advertising related users [10], [30]. In providing ad 
content it is necessary to analyse the emotions to be 
conveyed through the ad, the emotion can be fear, humour, 
fantasy and other feelings. It is used to support the user's 
attitude toward advertising, if the audience receives positive 
feelings from the advertisement then the probability of 
receiving advertising message will be greater to be accepted. 
In the seventh hypothesis, the authors propose that 
negative emotions can negatively affect the user's attitude 
and this hypothesis is accepted. The results of this hypothesis 
are also supported by Tsang et al. which revealed that 
negative emotions negatively affect attitude toward mobile 
advertising [26]. Similar to positive emotions, negative 
emotions also give big influence on attitude. Indonesians are 
very sensitive to the presence of an advertisement, especially 
the placement and positioning of ads in the applications. 
Advertisement that gives users negative feeling are mainly 
because of the inadequate position that make the audience 
not paying attention to the advertisement.  
In the eighth hypothesis the authors propose that attitude 
gives a positive influence on users’ purchasing intention 
towards products or services offered on mobile advertising, 
and this hypothesis is also accepted. The results of this 
hypothesis testing are also supported by Fishbein & Ajzen 
(1975, 1980) which reveal that attitude can affect purchase 
intention [9]. This happened due to Indonesian behaviour 
towards mobile advertising that are strongly influenced by 
the development of Internet technology and smartphones and 
also influenced by the content provided by ads.  
VII. THEORETICAL AND PRACTICAL IMPLICATION 
In terms of theoretical implication, this study 
complements previous research by providing attitude 
evaluation from two sides, namely cognitive and affective. 
The previous research often only focused on one aspect, so it 
cannot see users’ attitude comprehensively. In addition, this 
study also provides a further description of the conative 
aspects of users’ attitude by using users’ purchase intention 
factor. Meanwhile, from the practical side, this research 
provides benefits to mobile advertising providers, especially 
Tokopedia. These results can help Tokopedia in developing 
strategies for mobile advertising development by prioritizing 
factors that can improving users’ attitude. Additionally, this 
research can also benefit the advertising agencies and 
consultants because they can develop mobile advertising in 
accordance with the attitude of users so as to increase the 
purchase intention of users of the products or services 
offered through developed ads. In addition, mobile 
advertising providers can use cognitive factors such as 
perceived usefulness and perceived ease of use, and affective 
factors that are positive emotions and negative emotions to 
become the criteria in measuring the effectiveness of 
advertising channels, especially in mobile advertising. 
VIII. LIMITATION AND CONCLUSION 
Based on the research results,  we found that cognitive 
factors and affective factors influence users’ attitude towards 
mobile advertising. This study also found the relationship 
between positive emotions and perceived usefulness. 
Additionally, we also found that user attitude is one of the 
antecedent of users’ purchase intention to buy products 
advertised in mobile application. Lastly, this study found that 
perceived usefulness does not affect users’ negative emotions 
towards mobile advertising.  
 All the findings of this study may be explored and 
implemented by any companies that used mobile 
advertisement to attract customers. Still, this study has 
several limitations. First, we did not incorporate actual action 
of users. Second, the demography of respondents did not 
represents all users characteristics of Tokopedia. Thus, the 
results of this study may not have represented Tokopedia 
users’ attitude in general. Further data collection needs to be 
conducted in order to improve the results of this study. 
Moreover, future research must explore other factors that can 
affect users’ attitude towards mobile advertising such as 
subjective norms and users’ characteristic. One can utilize 
systematic search to find the right keywords to get additional 
factors that may influence users’ attitude towards mobile 
advertising. 
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Abstract— Information technology in the health sector has the 
potential to increase the quality of patient care by improving 
process efficiency, reducing errors and reducing costs. But this 
potential cannot be achieved if there is rejection from 
stakeholders. In this study, we examine the information 
technology acceptance model in the medical field. We use 
Moores’s model that was developed from Davis's Technology 
Acceptance Model by adding the variables that determine the 
success of information technology acceptance. The variables are 
divided into two categories: information quality consisting of 
accuracy, content, timeliness, and format. The Enabling factors 
consisting technical support and self-efficacy. The case study was 
conducted among medical personnel at a Hospital in East Java. 
The subject of research is the use of the electronic medical 
record. Data were obtained through a questionnaire. Then the 
data is processed with Partial Least Squares algorithm using PLS 
software. As a result of the sixteen hypotheses proposed there are 
fourteen hypotheses accepted and the overall model deemed 
appropriate.  
Keywords— Technology Acceptance Model, Health Service, 
Electronic Medical Record, IT adoption. 
I. INTRODUCTION 
Today, information technology (IT) has provided benefits 
in many areas, including health. Institutions of health care 
providers such as hospitals use IT in health to improve the 
quality of their services. IT in the health sector such as 
electronic medical records (RME) has the potential to improve 
the quality of patient care by improving process efficiency, 
reducing errors and reducing costs [1]. Despite the many 
advantages, its application still encounters many problems. In 
Indonesia only 48% (1257 of 2588) hospitals that have a 
hospital management information system. In addition, the use 
of IT in the health field of medical personnel often gets a 
rejection [2]. Many believe that IT will provide benefits if 
received and used properly by users [3][4]. Stakeholder 
readiness and managerial decisions will bring better 
organizational performance, especially in the case of IT 
adoption [5]. 
It is important to know the definition of user acceptance 
from IT and what variables affect it. The exact definition of IT 
user acceptance will be the benchmark that illustrates IT's 
success. Therefore, research on acceptance theory of IT users is 
needed. Theory of Reasoned Action (TRA) and Theory of 
Planned Behavior (TPB) are models in the field of social 
psychology that proved successful in explaining behavior. 
TRA explains that behavior is influenced by intentions that 
have multiple variables [6]. TPB has a behavior control 
variable that explains that the behaviors performed are also 
influenced by the existing situation [7]. In addition to TRA and 
TPB, the theory that explains user acceptance is the 
Technology Acceptance Model (TAM). In a study of 
comparisons of these three theories on the use of internet 
banking representing IT [8], it is evident that TAM is better at 
explaining the variance in overall model behavior and 
suitability. 
In TAM, user acceptance is defined by the attitude in using 
a technology which then affects intention of use. And the 
factors that influence attitudes in using a technology are 
perceived usefulness (PU) and perceived ease of use (PEOU). 
PU is defined as the level of trust in a technology that using 
such technology will improve performance at work. PEOU is 
defined as the level of confidence, how easy the technology to 
use [9]. TAM is widely used in areas such as economics, 
education, industry, and health. While research TAM on IT in 
the field of health has been done and provide good results in 
predicting and explaining the acceptance of medical personnel 
to the use of IT in the field of health. This was stated by [10] 
who conducted reviews on more than 20 studies related to the 
theory of user acceptance of IT in the medical field including 
TAM, TAM added another variable or commonly called an 
expanded TAM and TAM's predecessor theories are TRA and 
TPB. 
The expanded TAM in the field of health was developed in 
order to obtain a model suitable for the medical field. An 
example of research on TAM in the field of health that has 
been done is the research of [11] which adds variable quality 
information, service quality and system quality on the TAM 
model. Another extended TAM example is a study by [12] that 
add subjective variable norms, drawings, job relevance, output 
quality, demonstrable results, experience, and volunteerism. 
While in this study tested the expanded TAM model belonging 
to [13] because the model is systematic, intuitive and in 
accordance with case studies in this study that the use of IT is 
applied in compulsory rather than voluntary. 
In Moores’s models[13], TAM's expanded declared PU and 
PEOU a factor affecting user acceptance. PU and PEOU are 
also influenced by information quality and enabling factors. 
The quality of information is defined as the accuracy of 
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information and the absence of false information (accuracy), 
what kind of information is presented (content), information is 
presented in a format that is easy to read (format), and 
timeliness when the information is needed (timeliness). 
Enabling factors are defined to be the provision of assistance if 
there is difficulty in using technology (technical support), the 
ability of users in using the technology (self-efficacy). User 
acceptance is defined with attitudes in using technology and 
technological conformity by means of a user's preferred work 
(compatibility). 
This study was also conducted to confirm research on TAM 
models by Moores[13]. The TAM model illustrates the factors 
related to IT user acceptance in the health field and how it 
relates. This study examines the relationship between variables 
on the Moores TAM model. The case study used is the 
acceptance of RME technology by medical personnel at one of 
the Hospital in East Java Indonesia. 
This research uses a survey method with the questionnaire 
as a research instrument. The question on this research 
questionnaire is similar to that of Moores research but has been 
translated into Bahasa (Indonesia Language). The TAM model 
used is also the result of Moores research. Samples are medical 
personnel using RME at a Hospital. The number of samples 
was determined by using Slovin equation [14]. After the data 
obtained a multivariate analysis to test the model. Multivariate 
analysis technique used is Partial Least Squares (PLS) 
software. After the model is evaluated with PLS, model 
interpretation is done to find out the user acceptance picture on 
the research object. The goal of this study is to measure the 
suitability of Moores' expanded TAM model with the case 
study of RME acceptance by medical personnel at Indonesian 
Hospital. 
II. METHODS 
A. TAM Model 
Moores proposed a TAM model applied to health care. The 
advantage of the Moores model is to use only the important 
variables that allegedly affect user acceptance. The Moores 
model retains PU and PEOU as the variable that determines the 
acceptance of IT users. The size that is considered as a form of 
acceptance is the use of the system (use), attitude to the system 
(attitude) and compatibility. The variables that affect PU and 
PEOU are information quality and enabling factor. Factors of 
experience using the system are also included in the model to 
know its relation to change of belief and satisfaction over time. 
Each variable is explained by several indicators. Except for 
the variables of system usage, the indicators are a discourse 
that describes the feelings or circumstances felt by the users of 
the system. The indicators in this study are indicators used in 
Moores research and translated into Bahasa (Indonesian 
Language). 
The model made this model based on Moores research. In 
Moores research, there is Behavioral Intention to Use (USE) 
variable but since the use of RME in this study is required by 
the Hospital, this variable is not included in the model. Moores 
states that if the use of the system is not an independent 
variable or in this case, its use is required, this variable has no 
longer logical validity, so the relationship between this variable 
and other variables has no meaning. Moreover, in his 
hypothesis Moores gives an exception to the hypothesis 
regarding the use of the system, he states unless the system's 
use is required. 
 
Fig. 1. Model to be tested 
The hypotheses to be tested in this study include: 
H1a. Attitudes will be affected significantly and positively 
by perceived usefulness; 
H2b. Compatibility will be affected significantly and 
positively by perceived ease of use. 
H3a. The quality of information will be affected 
significantly and positively by accuracy; 
H3b. The quality of the information will be affected 
significantly and positively by the content 
H3c. The quality of the information will be affected 
significantly and positively by the format; 
H3d. The quality of the information will be affected 
significantly and positively by the timeliness 
H4a. Possible factors will be affected significantly and 
positively by the technical support; 
H4b. Possible factors will be significantly and positively 
influenced by self-efficacy; 
H5a. Perceived usefulness will be affected significantly 
and positively by (a) perceived ease of use; 
H5b. Perceived usefulness will be affected significantly 
and positively by the quality of information; 
H5c. Perceived usefulness will be affected significantly and 
positively by possible factors; 
H6a. Perceived ease of use will be significantly and 
positively influenced by the quality of information; 
H6b. Perceived ease of use will be significantly and 
positively influenced by possible factors; 
H7. Experience in using the system has a significant 
moderation effect on each IT acceptance component. 
B. Questionnaire 
In this study used a list of questionnaire statements on 
Moores research translated into Bahasa Indonesia. Respondents 
were asked to provide a score indicating the suitability of each 
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statement and what respondents felt using a Likert scale of 1 
(disagree) to 7 (strongly agree). This study uses an odd scale 
with a value that is in the middle means neutral that is scale 4. 
Using a neutral scale means the data obtained is close to the 
perceived truth of the respondent. The seven-figure scale is 
more than any other scale that is often done in various studies 
such as three, four or five. The use of a seven scale in addition 
to aiming to equal Moores's research is easier than that so that 
the data obtained represent more of the diversity present in the 
population or the actual state. 
TABLE I.  QUESTIONNAIRE BASED ON VARIABLES 
Variable Indicator of the variable in the form of a statement 
Accuracy 
RME is accurate. 
I am satisfied with RME accuracy. 
Overall, I believe the information provided by RME. 
Content 
RME provides the information I need. 
The information content suits my needs. 
RME provides reports that I will use. 
RME provides sufficient information. 
Overall, the information content suited my needs. 
Format 
The Layout format of the screen makes it easy for me to 
read the information displayed. 
The information displayed is clear. 
Overall, I think the output is displayed in a useful format. 
Timeliness 
I get the information I need on time. 
RME provides up-to-date information. 
Overall, the information I needed was always available 
when I needed it. 
Technical 
Support 
One particular person (or group) is available to help with 
hardware difficulties. 
One particular person (or group) is available to help with 
system difficulty. 
Special directive instructions related to RME are available 
to me. 
Overall, I've been given sufficient support in the use of 
RME. 
Self-
efficacy 
I feel comfortable using RME myself. 
I can easily operate my own RME. 
I can use RME, even when nobody shows how to use it. 
Overall, I am confident in my ability to use RME. 
PU 
Using RME on my work allows me to complete tasks 
faster. 
Using RME improves my work performance. 
Using RME allows me to increase productivity. 
Using RME improves the effectiveness of my work. 
Using RME makes my job easier. 
Overall, RME is useful for my work. 
PEOU 
Learn how to operate RME is easy for me. 
It's easy to make RME do something I want to do. 
My interaction with RME is clear and understandable. 
RME is flexible in interacting. 
It is easy for me to become an expert in using RME. 
Overall, RME is easy to use. 
Attitude 
In using RME I feel joy. 
In using RME I feel happy. 
In using RME it is frustrating. 
In using RME I feel satisfied. 
Compatibi
lity 
Using RME fits perfectly with the way I work. 
Using RME fits perfectly to my working style. 
Overall, using RME matches all aspects of my work  
 
Questionnaires were given to respondents who were 
medical personnel using RME at a Hospital. The questionnaire 
was given along with cover letters and filling instructions. 
After two weeks, the questionnaire will be reassembled. Then 
the results of the questionnaire data in the recapitulation in a 
spreadsheet program to further process with PLS program. 
The study took place from November 3, 2014, to 
November 16, 2014. With the help of the head of Poli 
Department, research instruments in the form of paper 
questionnaires were given to medical personnel using RME. 
The questionnaire is accompanied by an explanation of the 
research objectives and instructions for using the filling. 
Respondents were given two weeks to fill and collect back to 
head Poli Department. The questionnaire used amounted to 
sixty-six to forty-seven doctors and nineteen nurses in Poli. A 
comparison of the number of doctors and nurses who were 
respondents is presented in Figure 2. 
After two weeks after the questionnaire was distributed, 
the questionnaires were reassembled to obtain the necessary 
data for the study. Of the sixty-eight questionnaires distributed 
were obtained twenty-two reassembled questionnaires, 
fourteen questionnaires from doctors and eight questionnaires 
from nurses. Based on the percentage return of the 
questionnaire, more nurses returned the questionnaires than the 
doctors. Except for personal data, all the points in the 
questionnaire have been filled out. Because personal data is 
only filled with name data and do not fill data about the 
experience using the system. The H7 hypothesis that the 
influence of experiential variables on all variables on the model 
is not discussed in the study. 
 
Fig. 2. characteristics of respondents 
III. RESULTS AND DISCUSSION 
A. Evaluation of Measurement Models 
The model was tested by using two kinds of evaluation ie 
evaluation of measurement model and evaluation of the 
structural model. Both are done by first doing the calculation of 
PLS algorithm with the help of PLS program. Evaluation of the 
first measurement model is to evaluate the loading factor value. 
In the calculation result of PLS algorithm of load factor value 
from accuracy_3 indicator correlated with accuracy variable, 
k_akurasi_3 indicator correlated with the variable of 
information quality and indicator attitude_3 correlated with 
attitude variable less than 0,6 which is criterion from 
acceptable loading factor value. 
Since the loading factor value of the accuracy_3 indicator 
correlated with the accuracy variable is 0.4433 means that the 
information provided by RME is free from error is not an 
indicator of the accuracy variable. Since the loading factor 
value of the k_akurasi_3 indicator correlated with the variable 
of quality of information is 0.2958. it means that the 
information provided by RME is free from error is not an 
indicator of the variable quality of information. Since the 
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loading factor value of the attitude_3 indicator that correlates 
with the attitude variable is 0.2572 means that the statement 
that using RME is frustrating is not an indicator of the variable 
of information quality. 
The next step, the accuracy_3 indicator, k_akurasi_3 
indicator, and the attitude_3 indicator are removed from the 
model and then recalculated.  When compared, it will be seen 
that the loading factor value of each indicator after the re-
calculation becomes increased. 
TABLE II.  EVALUATIN RESULT OF COMPOSITE RELIABILITY AND AVE 
Variable  AVE Composite Reliability 
PEOU 0,7126 0,9367 
PU 0,7283 0,9412 
Accuracy 0,8509 0,9195 
Technical Support 0,7014 0,9033 
Enabling factor 0,6241 0,9292 
Self-efficacy 0,8017 0,9416 
Compatibility 0,9169 0,9707 
Timeliness 0,8062 0,9258 
Content 0,7152 0,9258 
Information quality 0,609 0,9526 
Attitude 0,8668 0,9513 
 
The evaluation of the next measurement model is the 
evaluation of composite reliability and AVE evaluation. The 
composite reliability value received is more than 0.7 and the 
AVE value received is above 0.5. The evaluation results of 
composite reliability and AVE are presented in Table 2. 
Based on table 2, no variables were found that did not meet 
the criteria. Each variable has a value of composite reliability 
above 0.7 which means any reliable variable. Each variable has 
an AVE value above 0.5 which means that every indicator 
variable and variable proves valid. 
B. Evaluation of Structural Model 
The structural model evaluation consists of two stages: 
evaluating the value of standardized path coefficients and 
evaluating the GoF value. The value of standardized path 
coefficients between variables is presented in Table 3. 
TABLE III.  PATH BETWEEN VARIABLE COEFFICIENT VALUE 
Variable 
Path Between 
Variable Coefficient 
Value 
PEOU -> PU 0,6785 
PEOU -> Compatibility 0,5023 
PEOU -> attitude 0,3308 
PU -> Compatibility 0,3366 
PU -> attitude 0,5039 
Accuracy -> Information quality 0,2022 
Technical Support-> Enabling factor 0,4786 
Enabling factor-> PEOU 0,8559 
Enabling factor-> PU -0,4221 
format -> Information quality 0,2614 
Self-efficacy -> Enabling factor 0,6165 
timeliness -> Information quality 0,2438 
Content -> Information quality 0,4204 
Information quality-> PEOU -0,0172 
Information quality-> PU 0,6308 
 
Based on table 3 there are two paths that have a 
standardized path does not meet the criteria. The value of 
standardized path results from the enabling factor to PU and 
information quality to PEOU is less than 2.0. The two paths 
that do not meet these criteria, it is mean that the two paths 
have weak interdependent relationships. To calculate the GoF 
value required communality and      generated by PLS 
program, the value is presented in Table 4. 
TABLE IV.  COMMUNALITY AND    
Variabel  Communality    
PEOU 0,7126 0,7114 
PU 0,7283 0,5607 
Accuracy 0,8509 0 
Technical Support 0,7014 0 
Enabling factor 0,6241 0,9997 
Format 0,811 0 
Self-efficacy 0,8017 0 
Compatibility 0,9169 0,6074 
Timeliness 0,8062 0 
Content 0,7152 0 
Information quality 0,609 0,9998 
Attitude 0,8668 0,5997 
Means 0,7620 0,3732 
 
 
By the formula (1) can be calculated the value of GoF 
namely: 
    = 	            	×	  	 
    = 	 0,762008333 × 	0,373225	 
    =	0,5332 
 
Because GoF values meet criteria (greater than 0.36), it 
means the model in this study can be called overall a good 
model. 
TABLE V.  SIGNIFICANCE OF HYPOTHESIS 
Hypothesis Path between variables t value Hypothesis test 
results 
H1(a) PU -> attitude 3,9636 accepted 
H1(b) PEOU -> attitude 2,2593 Accepted 
H2(a) PU -> Compatibility 4,6836 accepted 
H2(b) PEOU -> Compatibility 5,8789 accepted 
H3(a) Accuracy -> Information 
quality 
15,1705 accepted 
H3(b) Content -> Information 
quality 
26,6447 accepted 
H3(c) format -> Information quality 12,7567 accepted 
H3(d) timeliness -> Information 
quality 
24,0762 accepted 
H4(a) Technical Support-> Enabling 
factor 
24,1617 accepted 
H4(b) Self-efficacy -> Enabling 
factor 
19,5425 accepted 
H5(a) PEOU -> PU 4,3342 accepted 
H5(b) Information quality-> PU 5,3563 accepted 
H5(c) Enabling factor-> PU 1,9807 accepted 
H6(a) Information quality-> PEOU 0,1798 rejected 
H6(b) Enabling factor-> PEOU 13,0459 accepted 
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C. Hypothesis Testing 
A hypothesis test is done by comparing the value of t 
arithmetic to the value of t table. A hypothesis described in a 
path is considered significant if it has a value of t arithmetic 
greater than the value of t table. With a real level of 5% 
obtained t table value of 1.96. While the value of t arithmetic 
obtained from the calculation of bootstrapping with 500 
samples. The result of comparison of t value arithmetic with t 
table used as hypothesis significance test can be seen in table 
5. Based on the comparison between the value of t arithmetic 
with t table there are fourteen hypotheses accepted and one 
hypothesis rejected. Graphical representation can be seen in 
figure 3. 
D. Discussion and limitations 
What is worth noting is that this study only studies the 
phenomenon of electronic medical records by doctors and 
nurses in a single hospital. Some limitations that arise are the 
quality of medical record application and its application in 
hospitals is also a dominant factor affecting the results of this 
study. Besides that, we cannot measure the experience factor in 
the study because the respondents choose to empty experience 
field for some reason. 
 
Fig. 3. Result of PLS analysis. Note: Significant paths shown in bold. 
Of the sixteen hypotheses proposed there are fourteen 
accepted hypotheses, one untested hypothesis, and one rejected 
hypothesis. The untested hypothesis is that experience in using 
the system has a significant moderating effect on each 
component of information technology acceptance (H7). The 
rejected hypothesis is that perceived ease of use will be 
significantly and positively influenced by the quality of 
information (H6a). 
The results obtained have similarities with the results of the 
previous Moore studies [13], especially for the level of IT 
acceptance for healthcare with low experience. Information 
quality equally has no significant effect on Perceived Ease of 
Use. In Moore model, the user with high experience, 
Information quality has a significant influence on Perceived 
Ease of Use. 
IV. CONCLUSIONS  
We measure the level of IT adoption, especially medical 
records in a hospital using TAM model. The results obtained 
are the characteristics and factors of application of medical 
record according to TAM in revealed. The results of the study 
state that the factors that influence the acceptance of IT, 
especially the use of hospital medical records are Content, 
Timeliness, Technical Support, Self-efficacy, and Accuracy. 
The only unacceptable hypothesis is Information Quality to 
Perceived Ease of Use. However, information quality remains 
significant for Perceived Ease of Use. For further research can 
confirm the results by taking a larger sample size and covering 
hospitals that are throughout Indonesia so that the model tested 
can describe the conditions that occur in Indonesia. 
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Abstract— Just as companies in the oil and gas industry, 
Air Drilling Associates (ADA) also feel the urgency to utilize 
Knowledge Management to facilitate resilience in a dynamic 
and competitive business environment. By the end of 2016 
ADA introduces the ADA Knowledge Base, a Knowledge 
Management System, for employee to be utilized as a platform 
for sharing experiences and learning. However, up to one year 
since its introduction, the employee participation rate in ADA 
Knowledge Base is still low. A strategy is required for the 
implementation of a Knowledge Management System that is 
part of support for Knowledge Management. This study 
conducted by using Soft System Methodology approach and 
Knowledge Management theory. Respondents such as upper 
management, middle management and staff from the 
organization has been interviewed. The result defined three 
steps and sixteen activities for the company to implement the 
Knowledge Management System. 
Keywords—Knowledge Management, Knowledge 
Management System, Implementation Strategy, Soft System 
Methodology 
 
I. INTRODUCTION  
Several companies in the oil and gas industry have 
realized that knowledge management implementation is 
needed as a key strategy to address global competition and 
to improve competence in meeting business challenges [1]. 
The operational processes and equipment between each oil 
and gas companies is not too much different [1]. So, the 
competition in this industry precisely lies in the application 
of technology and the use of knowledge at the right time 
through the right people and the right place in the right way. 
Air Drilling Associates (ADA) as one of the companies 
engaged in the oil and gas industry, feel the same urgency. 
This company is one of the largest drilling service providers 
for the oil and gas energy industry. The limited number of 
similar service providers makes ADA quickly become the 
leader of the oil and gas industry in the countries where they 
operate including USA, Canada, Iceland, Indonesia, the 
Philippines, New Zealand and Papua New Guinea. 
Nevertheless, the company's management recognizes the 
importance of updating business strategies to survive and 
secure the market. 
With diverse educational backgrounds and work 
experience of the employees, the company considers it 
important to ensure that every operational employee has a 
uniform knowledge of their services. As stated in the 
organization document regarding quality guidance, the 
company should ensure that employees have the appropriate 
knowledge, skills, experience and behavior to meet business 
objectives and customer needs both in the short and long 
term. The employee turnover rate, especially the operational 
employees in charge of the project, which is quite high 
during the last three years also becomes the management 
consideration in deciding to develop a system to manage the 
experience and knowledge of the employees. It is also 
expected that the experience of each employee does not go 
with the employees when they no longer work for the 
organization. 
One of the efforts taken to achieve this is by developing 
Standard Operating Procedure (SOP) for each service. The 
organization also develops a web-based knowledge 
management system named ADA Knowledge Base. 
However, it is unfortunate that since its introduction, the 
employees’ participation rate on the Knowledge Base, 
especially in contributing and sharing experience is still low. 
This is measured by comparison between the number of 
articles published in the system with the number of projects 
in the organization. This comparison is measured and 
presented in one of the meetings, to record the End of Well 
Report (EoWR) which is the experience and learning of 
each well drilling operations into the ADA Knowledge 
Base.  
Then underlying formulation of question in this research 
which is how the implementation strategy of knowledge 
management system that can be applied in the environment 
of Air Drilling Associates. This paper has a systematic 
writing where sections 2 and 3 illustrate the literature study 
and methodology. The results of the analysis and discussion 
of the study are described in Sections 4. The implications of 
the study and conclusions are given in Sections 5 and 
Section 6. 
II. LITERATURE STUDY 
Knowledge management is a systems approach to 
identifying, validating, capturing and processing knowledge 
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and then organizing knowledge elements into knowledge 
assets for business function and decision-making operations 
[3]. Knowledge management handles some organizational 
issues such as diminishing employee experience, disruption 
in human resources balance due to mergers and acquisitions, 
and unplanned skill needs. Knowledge management is the 
activities of discovering, collecting, sharing and applying 
knowledge to enhance the impact of knowledge on 
achieving the goals of an organization [4]. Knowledge 
management also defines as a systematic and integral 
approach that makes it possible to identify, manage and 
share knowledge within an organization, and to connect 
people to create new sets of useful knowledge for 
organizational purposes [5]. From a business point of view, 
knowledge management of an organization is used to 
achieve business value and generate a competitive 
advantage. From the three descriptions can be concluded 
that knowledge management is the process of managing 
knowledge by capturing, collecting and sharing, used to 
achieve organizational goals. 
 
A. Knowledge Management Foundations 
The foundation of knowledge management is an 
organizational aspect that supports knowledge management 
practice in the short and long term. Hence, the successful 
implementation of knowledge management system is 
strongly influenced by the existence of knowledge 
management foundation in an organization. Table 1 shows 
the relationship of each aspect of the foundation with each 
associated attribute identified from the knowledge 
management foundation theory by Irma Becerra-Fernandez 
and Rajiv Sabherval [4].  
TABLE I.  KM FOUNDATIONS AND THE ATTRIBUTES 
Attributes 
Infrastructure 
Organization Culture 
[OC1] Encouragement for creation and sharing knowledge 
[OC2] Understanding the value of KM practice 
[OC3] Management support for KM at all levels 
[OC4] Reward system for KM practices  
Organization Structure 
[OS1] Organizational hierarchical structure 
[OS2] The organizational structure can facilitate 
knowledge management through the Community Practices 
[OS3] Specific structures and roles that support knowledge 
management 
IT Infrastructure 
[ITINF] The existence of IT infrastructure to support 
capabilities provided in four important aspects: reach, 
depth, wealth, and aggregation 
Common Knowledge 
[CK1] Common language and vocabulary 
[CK2] Recognition of individual knowledge domain 
[CK3] Knowledge mapping 
[CK4] Organization’s ability to recognize the value of new 
information from the external environment 
Physical Environment 
[PE1] Availability of physical facilities as knowledge-
sharing locations; meeting room, open workspace 
Mechanism 
[MEC1] Organizational or structural tools used to promote 
knowledge management 
[MEC2] Defining Standards and policies 
[MEC3] On-the-job training, face-to-face meeting, 
employee training, initiation process for new employees 
Technology 
[TECH] Development of information systems to facilitate 
knowledge exchange, and information repositories 
 
III. METHODOLOGY 
A. Soft System Methodology 
This research used qualitative research with soft system  
methodology approach. Soft system methodology consists 
of seven stages in a cycle [6] ; (1) Define the problem (2) 
Create the rich picture (3) Define the root definition of the 
relevant system. Root definitions should be formulated 
appropriately to understand the essence of the relevant 
system and adapt CATWOE (Customers, Actors, 
Transformation processes, World views, Owners, and 
Environmental constraints) factors (4) Construct the concept 
of root definitions into the conceptual model (5) Compare 
the model with the real world to explore the situation (6) 
Formulate changes from situations that are the issues being 
addressed (7) Implement the change process. 
B. Data Collecting 
The data was obtained by interview. Interviews were 
conducted with top management, mid management, and 
operation staffs. The top management interviews are 
directed to the President Director and the Air Drilling 
Associates Director. Interviews on mid management are 
conducted with employees at the Manager's level, regarding 
the understanding of the organization's mission and strategy 
vision and operational project coordination. Operational 
interviews are addressed to office staff and field operational 
staff as users. 
Based on previous literature study we constructed the 
indicators for KM Foundation attributes in Table 1. Then, 
analysis conducted by following seven steps of soft system 
methodology. An implementation strategy Knowledge 
Management System will be formulated from the results of 
the analysis. 
IV. ANALYSIS  AND RESULTS  
Development strategy of applying knowledge 
management system in Air Drilling Associates by using Soft 
System Methodology with the following stages: 
A. Define the problem  
1) First Analysis (Intervention) 
The first step in the introduction of problematic 
situations is defining three parties that play important role 
within the problem. The three parties are: 
• Client: employee of Water Drilling Associates. The 
Knowledge Base is a knowledge management system 
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used to support knowledge management activities in 
ADA with an aim to facilitate employees in finding 
solutions to problems in their daily task. 
• Practitioner: is a person or group of people who 
conduct the study with the Soft System 
Methodology. 
• Owner Issues: The party acting as the owner of the 
issue is a person or group of interested persons or 
affected by the situation or the impact of the result of 
an improvement effort on the problematic situation. 
2) Second Analysis (Social) 
The introduction of real-world situations, especially the 
social aspect is essential to understand the general social 
situation. There are three social elements of concern in this 
stage [13]: 
• Roles: As a company, Air Drilling Associates 
provides facilities for employees to carry out 
knowledge management practice as an effort to 
improve operational performance. 
• Norms: Norm is the expected behavior associated 
with the role. To implement knowledge management, 
the organization developed knowledge base system 
to facilitate its employees in finding solutions to 
problems in their daily task. 
• Values: Referring to the Quality Manual document, 
where the company must ensure that employees have 
the appropriate knowledge, skills, experience and 
behavior to meet business objectives and customer 
needs for both in the short and long term, the 
management that represented by a CEO, instructed 
the operational division to record End of Well Report 
(EoWR) of each well drilled into the Knowledge 
Base. The purpose is to help each EoWR in learning 
the drilling activities in other wells. 
3) Third Analysis (Politics) 
The third step in the defining the problem is by 
incorporating the political situation. This analysis focuses on 
the study of issues of power affecting the sustainability of 
the organization. These issues are divided into two 
categories: 
a) Disposition of power 
• The highest authority in the organization is hold by a 
Chairman 
• An organizational structure is designed to define the 
roles and responsibilities 
• A CEO has authority over all operational decisions in 
all operational areas worldwide through Operational 
Directors in each region 
• Operational areas are divided into three regions. Each 
region is managed by a Director of Operations 
• Operational Director oversees the varying number of 
Project Managers in each region, depending on the 
business units and services available in the relevant 
region 
b) Nature of power 
• The Project Manager has the authority to control the 
operational activities, to conform to the client's 
requests and as per the company's quality of service 
standards. 
• The Project Manager could encourage employees to 
follow instructions from the superior 
• The Director of Operations has the authority to 
monitor and assess the performance of operational 
activities through the Project Manager. 
B. Describe the problem in the form of rich picture 
Rich picture is a tool for expressing important 
relationships in a situation as well as to provide something 
that can be presented as a basis for discussion [13]. Figure 1 
illustrates the relationship and implementation issues of 
management information systems in Air Drilling Associates. 
 
 
Fig. 1. Rich Picture of the Problem  
C. Define Root Definition and CATWOE (Customers, 
Actors, Transformation processes, World views, Owners, 
and Environmental constraints) 
A root definition is a literal statement of a system 
relevant to the real-world situation in which the 
transformation process in an organization is reflected. 
Related to this transformation process, inside a root 
definition it must describe the what (P), how (Q) and why 
(R). The root definition formulation that includes the three 
factors is:  
"A system for improving the utilization of knowledge 
management systems (P) by implementing knowledge 
management system implementation strategies (Q) to 
achieve the utilization of knowledge management systems 
in accordance with management provisions in order to 
provide the best services to clients and achieve competitive 
advantage in the oil and gas industry (R)."  
To test the root definition of the PQR formulation, 
CATWOE analysis was performed. It is intended to review 
the root definition to be really describes a system of relevant 
activities. This analysis is shown in Table II. 
D. Developing a Conceptual Model 
The first step is to evaluate the current knowledge 
management practices in in organization. This information 
is collected from interviews and observation in the 
identification of things related to knowledge management. 
Table 3 shows the current knowledge management activities 
in ADA based on interviews and observations. Following 
the root definition that has been compiled in the previous 
section and current practices of knowledge management 
activities presented in Table 3, we compiled them into a 
conceptual model which is presented in Figure 2. There are 
twelve activities to be performed. 
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Once validated by the expert, this conceptual model will 
form the basis of the formulation of the application of the 
knowledge management system. In drafting a conceptual 
model, the authors follow the steps suggested by [13]. 
 
TABLE II.  CATWOE ANALYSIS 
Aspect CATWOE Analysis 
Customer All employees of Air Drilling Associates 
Actors All employees of Air Drilling Associates 
Transformation Knowledge management systems that have not been well implemented (I) -> Apply a knowledge management system implementation strategy (T) -> Recommended knowledge management system (O) 
Worldview Providing the best services to clients to achieve competitive advantage in the oil and gas industry through the utilization of knowledge management 
Owners All employees of Air Drilling Associates 
Environmental  
Constraints Employee contributions that do not match the expectations of the board of directors 
 
TABLE III.  TABLE 1 CURRENT KM PRACTICE 
Current Condition 
Infrastructure 
Organization Culture 
Employees have been accustomed to sharing knowledge 
and experience 
Employee has sought knowledge from external sources 
Not yet have procedures governing communication between 
departments/divisions 
There is no specific budget allocation for knowledge 
management activities 
Support from management to improve knowledge 
management activities is required the involvement of all 
parties, socialization and incentives 
There has been no assessment of employee participation on 
ADA Knowledge Base 
Organization Structure 
There is no special division that regulates and controls the 
activities of knowledge management and utilization of 
system 
Each division has a closed discussion group 
IT Infrastructure 
ADA adopts cloud computing. By subscribing to the Cloud 
computing service model, the Software as a Service (SaaS) 
and Platform as a Service (PaaS) company employs the 
resources provided by the service provider 
Common Knowledge 
Categories of expertise based on competence and division 
Mechanism 
Socialization related to the utilization of knowledge 
management system only at the beginning of 
implementation 
KMS is not integrated with other systems 
Lack of employee skills in putting ideas into writing 
Lack of employee confidence in sharing 
There has been no reciprocity for participating staffs 
Technology 
Discovery process in ADA Knowledge Base is still manual 
 
 
Fig. 2. Conceptual Model 
E. Compare the model with the real world to explore the 
situation  
The twelve activities in the conceptual model are used to 
discuss real-world problematic situations by comparing 
them conceptually with real-world problematic situations. 
Table 4 describes the comparison. 
F. Validate the implementation strategy 
Furthermore, the conceptual model that has been 
compiled is validated by the expert. The result of the 
validation process are as follows: 
• Before applying knowledge management system, it is 
necessary to identify the current knowledge 
management practices in the company. The first is not 
required because communication procedures should be 
included in standard operational procedures integrated 
between departments. 
• Formulating KPIs as a form of compensation of 
employee contributions to ADA Knowledge Base. 
• The seventh activity does not provide significant 
benefits because each company in the related 
community will not discuss the lessons learned or the 
knowledge and experience they have gained during 
carrying out a project within the community in 
question. This is because knowledge is considered a 
corporate asset that must be protected. 
• The fourth activity can be omitted, because it is part of 
the third activity 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
443
• Conducting training as part of socialization. 
• Adding an activity for preparing system requirements 
to support knowledge management activities. 
• Continuous improvement of knowledge management 
governance is required to improve knowledge 
management practices. 
Figure 3 shows the revised version of the conceptual model. 
 
G. Implement the change process. 
Adopting the Regulation of State Minister of 
Administrative Reform and Bureaucratic Reform Number 
14 of 2011 on Guidelines for Implementation of Knowledge 
Management Program, knowledge management system 
implementation strategy in Air Drilling Associates is 
divided into three phases, namely Planning, Implementation 
and Evaluation. This strategy can be seen in the Figure 3. 
The first stage is a planning that consists of three activities. 
Identification of knowledge management practices can use 
the results from Tables 3 and Table 4 and can also be re-
analyzed by the implementation team. The second stage is 
an implementation that contains activities carried out for the 
development of concepts, systems and integration with other 
existing systems. The last stage of evaluation is to ensure 
the quality standards of each activity as well as 
improvements that can enhance the quality. 
V. IMPLICATIONS 
The practical implications of this research can be used 
by ADA and organizations in the Oil and Gas industry. The 
results of the conceptual model identification state that the 
organization should develop procedures and rules related to 
knowledge management practices including reward 
mechanisms in the process of sharing knowledge. In 
addition, the establishment of a special division that 
regulates knowledge management practices is deemed to be 
necessary. One form of management commitment is the 
provision of budget in the implementation of knowledge 
management also needs to be considered. 
 
TABLE IV.  THE COMPARATION OF CONCEPTUAL MODEL AND CURRENT PRACTICES 
Activity Current Practice Actors Result 
1 Not yet have procedures governing 
communication between departments / 
divisions 
Management The existence of written documents in the form of 
procedures that regulate communication between 
departments / divisions 
2 There is no special division that regulates and 
controls the activities of knowledge 
management and utilization of knowledge 
management systems 
Management A special division to regulate and control knowledge 
management activities and utilization of knowledge 
management system (ADA Knowledge Base) 
3 Lack of employee skills in putting ideas into 
writing. Lack of employee confidence in 
sharing 
Formed 
Knowledge 
Management 
Division  
The existence of written documents in the form of 
procedures related to knowledge management activities 
and utilization of ADA Knowledge Base 
4 There has been no reciprocity for participating 
royals 
Formed KM 
Division 
The existence of written documents in the form of 
incentive mechanism to contribute employees to ADA 
Knowledge Base 
5 There is no specific budget allocation for 
knowledge management activities 
Formed KM 
Division 
There is a special allocated budget for promoting 
knowledge management systems 
6 Socialization related to the utilization of 
knowledge management system only at the 
beginning of implementation 
Formed KM 
Division 
Promotion and socialization program 
7 Seek knowledge from external sources Management Being part of the oil and gas industry community 
8 Categories based on competencies and 
divisions are formed among employees 
subjectively 
Management Categories of knowledge 
9 Each division has a closed discussion group Management Community of Practice 
10 Discovery process in ADA Knowledge Base is 
still manual 
Management Automated knowledge discovery process 
11 Knowledge management system is not 
integrated with other systems 
Management Easier access to knowledge management systems 
12   MP Division 
is formed 
Supervised knowledge management system 
implementation 
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Fig. 3. Revised Conceptual Model 
 
VI. CONCLUSION 
 
The purpose of this research is to formulate the 
implementation strategy of knowledge management system 
that can be applied in the environment of Air Drilling 
Associates. Based on analysis and result, the 
implementation strategy for the organization are categorized 
in three steps which are planning, implementation and 
evaluation.  
Planning steps conducted as the preparation of the 
implementation steps. In the implementation steps, the 
organization will be defined and developed the concept and 
build the knowledge management system. However, the 
practices of involving in other communities from other 
company seem to be difficult since every company 
perceived their knowledge as an important asset. The third 
step is evaluation that conducted to evaluate the 
implementation of ADA Knowledge Base and make 
continuous improvement to the governance of knowledge 
management practices 
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Abstract—Association rule is one of the data mining techniques
to  find  associative  combinations  of  items.  There  are  several
algorithms including Apriori, FP - Growth, and CT-Pro. One of the
advantages of the Apriori algorithm is that it produces many rules. To
improve its result, one of the methods is by using the semantic web
technology.  This  work  proposes  how  the  hierarchical  type  of
ontology  can  be  utilized  by  the  Apriori  algorithm to  improve  the
results.  The  Apriori  with  ontology  implements  the  Interestingness
Rule (IR) which is a parameter to determine the degree of association
between combinations of items in a dataset. The series of experiments
show that the proposed idea can improve the results compare to the
default Apriori algorithm.
Keywords—Association Rule, Apriori, Ontology, Interestingness
I. INTRODUCTION 
Data  mining  (DM)  is  the  process  of  finding  patterns  or
interesting  information  in  selected  data  using  a  particular
technique or method. The association analysis or association
rule mining is a data mining technique for finding associative
rules between a combination of items. Association rule analysis
is also known as one of the data mining techniques that became
the basis of one of the other data mining techniques [1]. Apriori
algorithm is an algorithm for finding frequent itemsets patterns
on association rules. The main steps in Apriori algorithm are:
first,  look  for  frequent  itemset  (set  of  items  that  meet  the
minimum  support)  of  the  transaction  database,  second
eliminate  the  itemset  with  low  frequency  based  on  the
predetermined  minimum level  of support.  Next,  building the
association  rule  of  the  itemset  that  meets  the  minimum
confidence value in the database [2].
The  main  problem of  applying  conventional  methods  of
association rule by using Apriori algorithm is  [3]: 1) Produce
many rules, so that the process of tracing information becomes
difficult within the scope of the rule that becomes widespread.
2) Produce many unattractive rules in high numbers resulting in
a  meaningless  rule.  3)  Long-running  time  process.  If  the
database is used in large numbers and varies, it will take a long
time to run the algorithm.
Semantic Web is an approach developed specifically on the
World Wide Web (WWW) technology that aims to enrich the
information provided so that it becomes better in defining it.
Semantic  Web  allows  a  web  to  become  more  intelligent
because it has a knowledge base (knowledge base) in it in the
form of ontology. In the semantic web technology, ontology
serves as the core (core technology) so that it can be called as
semantic web ontology [4]. Ontology is a set of hierarchically
structured terms to describe a domain that can be used as the
basic framework of a knowledge base [5].
The development of ontology aims to capture knowledge
into  a  format  that  can  be  used  in  the  system.  Next,  by
populating the knowledge base to get the instances to fill the
knowledge base. The benefit of ontology is to explain a domain
of knowledge; provide a hierarchical structure of concepts to
explain a domain and how they relate [3].
One of the technologies to improve the default Apriori is by
using semantic web technology which applied knowledge base
in the form of ontology. By using the domain ontology, it has a
positive impact to support the association rule, which can do
the pruning on the rule that  is  not  interesting  [6].  By using
ontology  can  improve  knowledge  discovery  process  in
association  rule  [7].  Ontology  is  used  to  support  data
integration  process  mining,  that  is  combining  knowledge
domain  into  data  mining  process  [8].  The  ontology  in  the
hierarchy  approach  can  simplify  all  data  components  to  a
certain  level  of  form  so  that  they  can  be  comprehensively
understood. Then the data is classified according to its category
to facilitate the searching of information in the dataset.
This  research  considers  the  lack  of  application  of
conventional association rule method using Apriori algorithm
and  excess  ontology.  Hence,  required  a  merger  between
association rule and ontology. The use of ontology is expected
to provide a solution to the problem of conventional association
rule methods, namely: the problem of producing multiple rules
and  producing  many  rules  that  are  not  interesting  in  high
numbers. The main novelty in this work is how to combine the
hierarchical ontology into the Apriori algorithm, and compose
the new IR formula as well.
II. RELATED WORK
A work that the using an ontology domain has a positive
impact  to  support  association  rule.  It  can  anticipate  the
existence of ambiguous data, reducing the results of the rule so
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that  more  accurate  [6].  The  other  study  found  a  diverse
collection of ontology entries on the KDD process. Tests were
conducted on two domains, namely medical and sociological
fields [7].
The research by Mahmoodi et al.  [3] provides information
on  the  use  of  association  rule  model  with  ontology  as  the
solution to solve the problem of tracing information on factors
that cause cancers. Test obtained results with clinical databases
show that the prediction model according to the desired goal is
to produce the best rules. The application of association rule
with ontology gives a good impact in the search results of the
rule becomes more accurate, unlike the results using only the
Apriori  algorithm.  The  test  results  obtained  show  that  the
prediction model according to the desired goal can produce the
best  rules.  Therefore,  the  method  of  combining  the  Apriori
algorithm and the concept of ontology gives a good impact in
the search results of the rule more accurate, in contrast to the
results using the Apriori algorithm alone. 
The other work suggested that the proposed method which
combined  the  using  ontology  is  more  efficient  than  other
association rule methods. The number of rules generated can be
reduced even in a large number of datasets [9].
A similar work which used the association rule mining with
ontology  (ARMO)  method gives  more  efficient  results  than
other association rule methods. The number of rules generated
can be reduced though on the number of large datasets.  The
results  of  this  study  suggest  that  the  proposed  method  can
reduce  the  rule  results  produced  from  the  association  rule
mining process on a large number of datasets [10].
In  the  other  previous  study  [8] that  using  the  ontology
domain has a positive impact to support association rule. It can
do the pruning on the rule that is not interesting. It also can
anticipate  the  existence  of  ambiguous  data,  and  reduce  the
results of the rule so that more accurate. The model seeks to
separate the independent sub-processes of the DM process and
combine the mining results. 
III. CONSIDERED PROBLEM AND THE APPROACH
The main proposed idea in this work is to implement the
modified interestingness rule (IR) formula. Here, it is assumed
that the ontology is consists of classes with no hierarchy among
them. Each of class is a single stand class. All individuals of
each class is a group hierarchy under the class. Therefore, the
graph of ontology is a simple one.
The Apriori algorithm will be implemented with ontology
and by considering the value of support and calculation of IR
value. This IR value is used to improve the results of the rule
search between items in the dataset. The formula calculates the
following IR values which modified and inspired from [9], that
the IR is customized for three itemsets A, B and C:
IR =
[ log (2 x Trans ( A ,B ) )+ log (1 x Trans (C ) ) ] x [Trans(A ,B ,C )Total trans ]
where  Trans (A,  B) is  the  number  of  stransactions  from
itemset A and B, Trans (C) is the number of transactions from
itemset C, and TotalTrans is the total number of transactions in
the database. 
IV. EXPERIMENT AND RESULT
A. Dataset
This  experiment  uses  two real  datasets:  1.   Student  data
(actual  data  from students  of  Universitas  Sebelas  Maret),  2.
Internet  movie  database  data  (IMDB).  The  student  data
provides information about the student's personal and academic
data. Examples of student data include student name, the tuition
class (UKT), scholarship id, study program, faculty, address,
place  of  birth  date  (TTL),  cumulative  grade  point  (GPA),
senior high school, study duration, entry point, parent income,
etc.
The  IMDB  dataset  provides  information  on  films  from
around  the  world,  including  those  involved  in  it  from
actors/actresses, directors and writers. In IMDB data there are
some  attributes  such  as  director  name,  genre,  movie  title,
country, number review, budget, etc. 
Data  with  some  attributes  will  be  elected  again  at  the
preprocessing  data  stage.  Preprocessing  data  is  done  by
selecting the attributes that will be used. At this stage, it is also
done refinement of data contents if the data is not complete.
Data that is empty or less completse will be selected so that not
included  in  the  data  processing.  Completed  data  will  be
adjusted. Therefore, a program can understand the data.
B. Ontology Development
At this stage will be designed ontology based on the used
dataset. The design of ontology is based on hierarchy ontology
approach. The ontology hierarchy approach aims to simplify all
data  components  to  form certain  levels  so  that  they  can  be
comprehensively  understood.  Then,  the  data  is  classified
according to the category. Examples of hierarchical forms of
student  data ontology can be seen in Figure 2 and Figure 3
below:
Fig. 1. Ontology of Student
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Fig. 2. Ontology of IMDB
C. Experimental setting
A  few  attributes  are  written  in  the  abbreviation  for  the
shake of name simplification. Such as, A means GPA 3.69 –
4.00, FEB means Faculty of Economics and Business, etc. The
scenario of the experimental is as below described in Table 1.
Each  experiment  performers  two  type  of  experiment:
Association Rule Apriori (ARA) and Association Rule Apriori
with Ontology (ARAO).
TABLE I. THE SCENARIO OF EXPERIMENTAL
Code Dataset Amount Support Confidence IR
1 Student 1000 0.2 0.5 0.1
2 Student 1000 0.2 0.3 0.05
3 IMDB 1000 0.2 0.5 0.1
4 IMDB 1000 0.2 0.3 0.05
5 Student 100 0.25 0.1 0.1
6 Student 100 0.2 0.1 0.1
7 Student 100 0.15 0.1 0.1
8 IMDB 2000 0.2 0.5 0.25
D. The results
TABLE II. THE RESULT OF EXPERIMENT 1
No ARAO No ARAO
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
(B+), III→ SNMPTN : 1*
V→ SWADANA : 1
(B), III→ SNMPTN : 0.99
(B+), SNMPTN→ III : 0.99
(B), SNMPTN→ III : 0.99
4 TH, SNMPTN→ III : 0.99
SNMPTN→ III : 0.99
III→ SNMPTN : 0.98
SWADANA→ V : 0.98
4 TH,III→ SNMPTN : 0.97
(B+),4 TH→ SNMPTN : 0.77
4 TH→ III : 0.75
(B+)→III,SNMPTN : 0.74
(B+)→SNMPTN : 0.74
(B+)→III : 0.74
4 TH→III,SNMPTN : 0.73
4 TH→SNMPTN : 0.73
1
2
3
4
5
(FKIP) , III→SNMPTN :0.76 *
5 TH , III→SNMPTN :0.59 
(B+) , SWADANA→V :0.58 
(B) , SWADANA→V :0.56 
(FISIP) , III→SNMPTN :0.54 
18
19
20
21
22
23
24
25
26
27
28
(B)→SNMPTN : 0.64
(B)→III : 0.64
(B)→III,SNMPTN : 0.63
III,SNMPTN→(B+) : 0.59
SNMPTN→(B+),III : 0.59
4 TH,SNMPTN→(B+) : 0.59
SNMPTN→(B+) : 0.59
III→(B+),SNMPTN : 0.58
III→(B+) : 0.58
4 TH→(B+) : 0.56
III→4 TH : 0.5
The highest score of information can be obtained from table
2 as follow: 
(i). ARAO produces fewer number of rules than ARA. The
rules that ARAO generates are 5 rules while ARA has 28 rules.
(ii) In ARA, a combination of item “V→ SWADANA” is
obvious information. Subjectively,  this rue is  not interesting.
Meanwhile,  in  ARAO,  one  item  appears  “(B  +)”  as  an
additional  item  from  the  combination  of  items  V  and
SWADANA so that it becomes more interesting.
TABLE III. THE RESULT OF EXPERIMENT 2
No ARA No ARAO
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
(B+),III→SNMPTN : 1*
V→SWADANA : 1
(B),III→SNMPTN : 0.99
(B+),SNMPTN→III : 0.99
(B),SNMPTN→III : 0.99
4 TH,SNMPTN→III : 0.99
SNMPTN→III : 0.99
III→SNMPTN : 0.98
SWADANA→V : 0.98
4 TH,III→SNMPTN : 0.97
(B+),4 TH→SNMPTN : 
0.77
4 TH→III : 0.75
(B+)→III,SNMPTN : 0.74
(B+)→SNMPTN : 0.74
(B+)→III : 0.74
4 TH→III,SNMPTN : 0.73
4 TH→SNMPTN : 0.73
(B)→SNMPTN : 0.64
(B)→III : 0.64
(B)→III,SNMPTN : 0.63
III,SNMPTN→(B+) : 0.59
SNMPTN→(B+),III : 0.59
4 TH,SNMPTN→(B+) : 
0.59
SNMPTN→(B+) : 0.59
III→(B+),SNMPTN : 0.58
III→(B+) : 0.58
4 TH→(B+) : 0.56
SNMPTN→4 TH : 0.5
III,SNMPTN→4 TH : 0.5
(B+),SNMPTN→4 TH : 0.5
III→4 TH : 0.5
SNMPTN→4 TH,III : 0.49
III→4 TH,SNMPTN : 0.49
(B+)→4 TH : 0.48
4 TH→(B+),SNMPTN : 
0.43
(B+)→4 TH,SNMPTN : 
0.37
III,SNMPTN→(B) : 0.32
SNMPTN→(B) : 0.32
SNMPTN→(B),III : 0.31
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
21
22
23
24
25
(FKIP), 
III→SNMPTN :0.76 *
5 TH , III→SNMPTN :0.59 
(B+) , SWADANA→V 
(0.58)
(B) , SWADANA→V :0.56 
(FISIP) , 
III→SNMPTN :0.54 
(FEB) , 3 
TH→SNMPTN :0.51 
(FSRD) , 
III→SNMPTN :0.47 
4 TH , 
SWADANA→V :0.45 
(FKIP) , 
SWADANA→V :0.45 
(FKIP) , 4 TH→III :0.41 
(FKIP) , 4 
TH→SNMPTN :0.41 
(FEB) , 
SWADANA→V :0.41 
(FEB) , 4 
TH→SNMPTN :0.38 
(FK) , III→SNMPTN :0.35 
(B) , 
(FKIP)→SWADANA :0.3 
(B+) , (FEB)→V :0.29 
(B) , (FKIP)→4 TH :0.29 
(FISIP) , 4 TH→III :0.29 
(B) , (FKIP)→V :0.29 
(FISIP) , 4 
TH→SNMPTN :0.29 
(B+) , 
(FEB)→SWADANA :0.29 
3 TH , 
SWADANA→V :0.28 
(FP) , III→SNMPTN :0.27 
5 TH , 
SWADANA→V :0.23 
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40
41
III→(B) : 0.31
III→(B),SNMPTN : 0.31
The highest score of information can be obtained from table
3 as follow:
(i).  ARAO  produces  fewer  rules  than  ARA.  The  rules
generated by ARAO are 25 rules while ARA has 41 rules.
(ii).  Similar  with  the  result  of  table  2.  In  ARA,  a
combination of item “V→ SWADANA” subjectively is not an
interesting rule.  In  ARAO, one  item appears  “(FEB)”  as  an
additional  item  from  the  combination  of  items  “V  and
“SWADANA”. Hence, it becomes more attractive.
TABLE IV. THE RESULT OF EXPERIMENT 3
No ARA No ARAO
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
LOW→S3 : 0.85*
S3→LOW : 0.82
(PG-13),S3→LOW : 0.79
(PG-13),LOW→S3 : 0.78
Action,LOW→S3 : 0.78
Action,S3→LOW : 0.73
(PG-13)→S3 : 0.71
(PG-13)→LOW : 0.71
Action→S3 : 0.71
Action→LOW : 0.67
Action→(PG-13) : 0.63
(PG-13)→LOW,S3 : 0.56
LOW→(PG-13) : 0.56
S3→(PG-13) : 0.53
Action→LOW,S3 : 0.52
LOW,S3→(PG-13) : 0.51
(PG-13)→Action : 0.5
1
2
3
Comedy , LOW→S3 :0.82 *
(R) , LOW→S3 :0.75 
(PG) , LOW→S3 :0.65 
The highest score of information can be obtained from table
4 as follow:
(i). ARAO produces fewer rules than ARA. The rules that
ARAO produces are 3 rules while ARA is 17 rules.
(ii).  In  ARA,  the  highest  score  combination  of  item  is
“LOW→S3”. Meanwhile, a more information with the addition
term Comedy is obtained from ARAO, “Comedy , LOW→S3”.
Hence, it is more interesting 
TABLE V. THE RESULT OF EXPERIMENT 4
No ARA No ARAO
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
LOW→S3 : 0.85*
S3→LOW : 0.82
(PG-13),S3→LOW : 0.79
(PG-13),LOW→S3 : 0.78
Action,LOW→S3 : 0.78
Action,S3→LOW : 0.73
(PG-13)→S3 : 0.71
(PG-13)→LOW : 0.71
Action→S3 : 0.71
Action→LOW : 0.67
Action→(PG-13) : 0.63
(PG-13)→LOW,S3 : 0.56
LOW→(PG-13) : 0.56
S3→(PG-13) : 0.53
Action→LOW,S3 : 0.52
LOW,S3→(PG-13) : 0.51
(PG-13)→Action : 0.5
LOW→(PG-13),S3 : 0.44
S3→Action : 0.43
1
2
3
4
5
6
7
8
9
Comedy , LOW→S3 :0.82 *
(R) , LOW→S3 :0.75 
(PG) , LOW→S3 :0.65 
(R) , Action→LOW :0.37 
(R) , Action→S3 :0.36 
Adventure , LOW→S3 :0.36 
(PG),Adventure→LOW :0.35
Drama , LOW→S3 :0.3 
(PG) , Adventure→S3 :0.28 
20
21
22
23
24
S3→(PG-13),LOW : 0.42
LOW→Action : 0.42
LOW,S3→Action : 0.39
LOW→Action,S3 : 0.33
S3→Action,LOW : 0.32
The highest score of information can be obtained from table
5 as follow:
(i). ARAO produces fewer rules than ARA. The rules that
ARAO produces are 9 rules while ARA has 24 rules.
(ii). Similar with the result of table 4. In ARA, the highest
score combination of item is “LOW→S3”. Meanwhile, ARAO
obtained “Comedy , LOW→S3”. Hence, it is more interesting 
TABLE VI. THE RESULT OF EXPERIMENT 5
No ARA No ARAO
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
(B+)→III : 0.79
(FISIP)→III : 0.68
4 TH→III : 0.64
5 TH→III : 0.63
(B)→III : 0.62
(FISIP)→(B) : 0.57
4 TH→(B) : 0.56
(B)→5 TH : 0.5
5 TH→(B) : 0.49
III→5 TH : 0.48
III→(B) : 0.47
(B)→(FISIP) : 0.42
(B)→4 TH : 0.4
III→(FISIP) : 0.38
III→4 TH : 0.35
III→(B+) : 0.33
1
2
3
4
5
6
7
(FSRD) , 5 TH→III :0.4 
(B) , (FISIP)→5 TH :0.37 
(B-) , (FSRD)→5 TH :0.34 
(FISIP) , 5 TH→III :0.34 
(B+) , 4 TH→III :0.33 
(FISIP) , 4 TH→III :0.32 
(B+) , (FISIP)→III :0.32 
The highest score of information can be obtained from table
6 as follow:
(i)  ARAO  produces  fewer  rules  than  ARA.  The  rules
generated by ARAO are 7 rules while ARA has 16 rules.
(ii). ARA obtained the rule “(B +) → III” which is also
found in the 7th place of ARAO. Meanwhile, ARAO obtained a
more interesting rule, “(FSRD) , 5 TH→III”, because the other
term “FSRD” which is absent in ARA, is obtained in ARAO.
TABLE VII. THE RESULT OF EXPERIMENT 6
No Apriori No ARAO
1
2
3
4
5
6
7
8
(FISIP)→III : 0.68
5 TH→III : 0.63
(B)→III : 0.62
(B)→5 TH : 0.5
5 TH→(B) : 0.49
III→5 TH : 0.48
III→(B) : 0.47
III→(FISIP) : 0.38
1
2
3
4
5
6
7
(FSRD) , 5 TH→III :0.4 
(B) , (FISIP)→5 TH :0.37 
(B-) , (FSRD)→5 TH :0.34 
(FISIP) , 5 TH→III :0.34 
(B+) , 4 TH→III :0.33 
(FISIP) , 4 TH→III :0.32 
(B+) , (FISIP)→III :0.32 
The highest score of information can be obtained from table
7 as follow:
(i).  ARAO  produces  fewer  rules  than  ARA.  The  rules
generated by ARAO are 7 rules while ARA has 8 rules.
(ii). Similar with the result of table 6. ARA obtained the
rule  “(FISIP)→III”  which  is  also  found  in  the  4th place  of
ARAO. Meanwhile,  ARAO obtained a more interesting rule,
“(FSRD)  ,  5  TH→III”,  because  the  other  term  “FSRD”  is
obtained in ARAO. 
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TABLE VIII. THE RESULT OF EXPERIMENT 7
No ARA No ARAO
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
(B-)→5 TH : 0.85
(B+)→III : 0.79
(FSRD)→III : 0.77
(FSRD)→5 TH : 0.77
(FISIP)→III : 0.68
4 TH→III : 0.64
(B),5 TH→III : 0.64
5 TH→III : 0.63
(B)→III : 0.62
(FISIP)→(B) : 0.57
V→(B) : 0.56
4 TH→(B) : 0.56
V→5 TH : 0.56
(B),III→5 TH : 0.52
5 TH,III→(B) : 0.5
(B)→5 TH : 0.5
5 TH→(B) : 0.49
(FISIP)→5 TH : 0.49
III→5 TH : 0.48
III→(B) : 0.47
(B)→(FISIP) : 0.42
(B)→4 TH : 0.4
(B)→V : 0.38
III→(FISIP) : 0.38
5 TH→V : 0.37
III→4 TH : 0.35
5 TH→(FISIP) : 0.35
III→(B+) : 0.33
5 TH→(FSRD) : 0.33
5 TH→(B-) : 0.33
(B)→5 TH,III : 0.32
5 TH→(B),III : 0.31
III→(FSRD) : 0.26
III→(B),5 TH : 0.24
1
2
3
4
5
6
7
(FSRD) , 5 TH→III :0.4 
(B) , (FISIP)→5 TH :0.37 
(B-) , (FSRD)→5 TH :0.34 
(FISIP) , 5 TH→III :0.34 
(B+) , 4 TH→III :0.33 
(FISIP) , 4 TH→III :0.32 
(B+) , (FISIP)→III :0.32 
The highest score of information can be obtained from table
8 as follow:
(i).  ARAO  produces  fewer  rules  than  ARA.  The  rules
generated by ARAO are 7 rules while ARA has 34 rules.
(ii). Similar with the result of table 7. ARA obtained the
rule “(B-) → 5 TH” which is also found in the 3rd place of
ARAO.  Meanwhile, ARAO obtained a more interesting rule,
“(FSRD)  ,  5  TH→III”,  because  the  other  term  “FSRD”  is
obtained in ARAO. 
TABLE IX. THE RESULT OF EXPERIMENT 8
No ARA No ARAO
1
2
3
4
5
6
7
(LOW)→S3 : 0.7
Action→S3 : 0.69
(PG-13)→S3 : 0.67
S3→(LOW) : 0.65
(R)→(LOW) : 0.64
(R)→S3 : 0.63
(PG-13)→(LOW) : 0.6
1
2
3
4
5
6
(VERY_LOW),
Comedy→S3 :0.3 
(PG-13),(VERY_LOW)→
Comedy:0.24 
(MEDIUM) ,  Action→S3 :0.23
(PG) , Adventure→S3 :0.22 
(MEDIUM),(PG-
13)→Action :0.21 
(MEDIUM), (PG-13)→S3 :0.21
The highest score of information can be obtained from table
9 as follow:
(i). ARAO produces fewer rules than ARA. The rules that
ARAO produces are 6 rules while ARA has 7 rules.
(ii).  ARA  obtained  “(LOW)  →  S3”.  Whereas,  ARAO
obtained “(VERY_LOW), Comedy→S3”
(iii). The combination of items produced by ARAO appears
several  items  that  are  not  in  ARA,  namely:  “MEDIUM”,
“VERY LOW”, “Adventure”, “Comedy”.
TABLE X. THE COMPARISON OF THE NUMBER OF THE OBTAINED
RULES 
Experiment Apriori Apriori with Ontology
1 28 5
2 41 24
3 17 3
4 24 9
5 8 7
6 16 7
7 34 7
8 7 6
From experimental results 1 to 8 can be concluded:
• ARAO generates fewer rules than ARA as explained
in Table 10. 
• The  use  of  minimum  support,  confidence,  and  IR
parameters and the amount of data used can affect the
number of generated rules.
• Rules  that  have  high  confidence  or  IR  value  will
always appear even if the minimum parameter value is
changed.
• The  results  of  experiments  1  and  2  return  pretty
similar ruless as well as experiments 3 and 4. For the
experimental  1  and  2,  the  most  top  rule  is  “III  →
SNMPTN”. For the experiment 3 and 4, the highest
rule  is  “LOW → S3” (rating  at  level  3).  Until  the
experiment  4  can  be  concluded  that  Apriori  with
ontology reduces trivial rules (have a meager score).
Therefore the number of obtained rules is diminished.
• The experimental  5,6 and 7 show that  the result  of
combining items using Apriori with ontology is more
consistent although the minimum support  values are
various: 0.25.0.20, and 0.15. Also, the testing of the
default  of  the  Apriori  algorithm  with  a  minimum
value of support of 0.25 and 0.20 there are items still
trimmed,  in  example  the  item  “FSRD”,  and  only
appear  when  the  minimum  condition  of  support  is
0.15.  Whereas  in  Apriori  with  an  ontology  for
“FSRD” item always seems at the minimum value of
support equal to 0.25 and 0.20.
• Rules  that  have  consequence  non-item  “III”  in
experimental 5,6 and 7 the result of the default Apriori
algorithm shows that the rules which have 2 until 16
rules. Whereas, in Apriori with ontology has 2 rules
with a combination of more complex items. It makes
easier in the process of tracking information.
• From experiment 8, it is also can see, in case that to
reduce  the  number  of  the  obtained  rule  only  by
increasing  the  minimum support  and  confidence  as
has  shown  in  the  default  Apriori  algorithm,  the
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
450
obtained rules are not interesting.  Comparing to the
obtained rules of Apriori with ontology.
V. CONCLUSION AND FUTURE WORK.
This research  has  proposed the utilization of ontology to
improve the result of association rule of Apriori algorithm. The
ontology is a simply hierarchical ontology. The IR is calculated
based on three itemsets. From the obtained results of this study,
the utilization of ontology in Apriori can facilitate the tracking
of  information  because  it  produces  fewer  amount  rules
compared to the default Apriori algorithm. The obtained rules
of  Apriori  with ontology are generally  also more interesting
compare to the result of the default Apriori algorithm. 
In the near future study is expected to use more complex
ontology which perhaps influences the formula of IR. The use
of more efficient IR formulas and measurements of the level of
interrelationship of  more item combinations,  is  also the task
which should be solved soon.
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Abstract— The aims of this research is to develop a system 
to determine an optimal router location in a computer 
network. The router location is optimal if the computer 
network need the minimal number of router without losing the 
network connectivity. The methods used in order to optimize 
the router location are dominating set and Greedy algorithm. 
The data is the router location of computer network in 
University of Jember. The result showed that the optimal 
router needed in the networks is 4. These routers were found 
by using the determination system that implement Greedy 
algorithm to find the minimum number of dominating set. 
Keywords— Router, Dominating Set, Greedy algorithm 
I. INTRODUCTION  
Implementation of lectures at University of Jember 
(UNEJ) performed with integrated information system call 
Sistem Informasi Terpadu (SISTER) UNEJ. SISTER UNEJ 
is an application that operate using the internet. SISTER 
UNEJ help lectures to record student and lecturer attendance, 
archiving subject matter, do the exam, quiz, or evaluation, 
even do online lectures. With SISTER UNEJ, lectures can be 
done anywhere at any time as long students and lecturer have 
access to the internet. To attend attendance, student must 
scan QR code with SISTER for Student application on their 
smart phone. The smart phone used must be connected to the 
internet through the access point of each room where lecture 
conducted. So that student attendance can be recorded in 
SISTER UNEJ, lecturers must attend attendance by login in 
to the subject of lecture conducted. And also lecturers must 
be login using the internet through the access point of each 
room where lecture conducted. 
In its implementation there are some limitations in 
SISTER UNEJ used. One of the limitations is the ability of 
access to the internet. Along with the increasing level of 
demand and the increasing number of network users who 
want a form of network that can provide maximum results 
both in terms of efficiency and improvement of network 
security itself. One of them is a hotspot that is much popular 
today. Because of its easy and inexpensive usage in the use 
of media or devices. Hotspot no longer requires too many 
cables to be able to share data. Because hotspots rely on 
wireless transmission media using signals. Hotspot itself 
requires hardware that can support data sharing without 
using a cable, hotspot router. A router is a device that sends 
data packets through a network or the Internet to its 
destination, through a process known as routing. Routers can 
be used to connect several small networks to larger networks, 
called Internetworks, or to divide large networks into several 
subnetworks to improve performance and also simplify 
management. 
Disruption in internet use that often occurs, among other 
because of the large number of users who access it at the 
same time. And router position is also sometimes a problem 
because it cannot access the internet properly. For example, 
the position of the router is outside the class which is blocked 
by a thick wall. Sometime here is another access point with 
another service set identifier (SSID) from another room 
detected in the room. Positioning and exact positioning 
access point are taken into account in order to keep the 
network maximizing its reach with good fixed network 
connectivity [1]. It takes the right strategy to determine the 
position and distance between routers in a area, in order to 
function every router is maximized. Some researches on 
router locations determination were done by several authors 
such as in [2] and [3]. 
In this study graph theory is used to describe and 
determine the location of the router hotspot so that the 
internet network can be used optimally. Placing a router in a 
strategic place is also expected to minimize the number of 
hotspot routers that are used so as to reduce the usual 
procurement of goods and the use of electricity. Optimal 
position of the router at the University of Jember are 
represented in graphical form with the route location as a 
point. The graph is then analyzed using Set Dominate to 
determine the location and number of routers to be installed. 
The router is described as a point and the distance between 
the routers as a line. 
Dominating Set is applied to the search point of router 
location University of Jember to find out which Router 
dominating other router. Search point dominates using the 
Greedy algorithm. The Greedy algorithm is one of the most 
commonly used algorithms in mathematics and computer 
science. Algorithm Greedy is a type of algorithm that uses a 
problem-solving approach by finding the maximum value 
while at each step. This maximum value is known as the 
local maximum. The Greedy algorithm usually provides a 
solution that approaches the optimum value in a reasonably 
fast time. 
This study aims to optimize the location of the Router at 
the University of Jember by using Dominating Set. The 
search algorithm used to solve the problem is the Greedy 
algorithm. 
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II. RESEARCH METHOD 
A. Design of System 
This study is done by implementing Greedy algorithms 
and one of topics in Graph theory, namely, Dominating Set 
to solve the problem. Its was conducted by creating an 
information system for determining the dominating set on the 
router graph at the University of Jember. This Information 
System was built to find out the domination nodes on the 
router graph as a representation of router location at the 
University of Jember. The node used is the location of the 
router and the line between the nodes of the router. 
The predominant set is a subset of ܸ′ from the set of 
points (ܩ) where the points that are not on ܸ′ are directly 
connected to a minimum of one point on ܸ′. The smallest 
size of the dominating set is called the domination number 
denoted by (ܩ) [4]. The upper limit of the domination 
number is the number of points on the graph [5]. If there is at 
least one point needed for domination in graph, then 1 ≤ γ(G) 
≤ n for every graph with a n order. To find out the 
optimization in determining the dominating set in any graph 
by followed Equation (1), where p is the number of points in 
any graph, Δ(G) is the greatest degree in any graph, and γ(G) 
is approximate number of Dominating Sets. 
[1/1+Δ(G)] ≤ γ(G) ≤ p - Δ(G)  (1) 
Greedy Algorithm is a type of algorithm that uses a 
problem solving approach by looking for a maximum 
temporary value at each step. This maximum value is known 
locally as local maximum. In most cases, Greedy algorithm 
will not produce the most optimal solution, so Greedy 
algorithm usually provides a solution that approaches the 
optimum value in a fairly fast time. Because of Greedy's 
nature, the Greedy algorithm is often regarded as an "short 
sight" and "non-recoverable" algorithm. Therefore, too, the 
Greedy algorithm is best used on problems that do not attach 
the optimum solution, and is suitable for simple problems 
[6]. 
The Greedy algorithm component consists of: (1) the 
set of candidate C which is the set that contains the solution-
forming elements; (2) a set of solutions containing the 
problem solving elements; (3) the selection function for 
selecting the most likely candidate from the candidate set to 
be incorporated into the solution set for the optimal solution 
to be formed (note that the candidate which is already 
selected in a step will not be considered in the next step); (4) 
a feasibility function is a function that checks whether a 
selected candidate will lead to a viable solution, that 
candidate together with the set of selected solutions will not 
violate the prevailing constraints on the problem; and (5) an 
objective function that maximizes or minimizes the value of 
the solution [7]. 
In addition to using the greedy algorithm and dominating 
sets, this system is made based on the web. system input in 
the form of router data, user data entered by the system 
admin, as well as other supplementary data. In addition to the 
main purpose of determining the location of the installation, 
this system router also backs up data every time there is a 
new router data. General description of the system is shown 
in Figure 1. 
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Input Input Input
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Fig. 1. System Overview 
B. Data Analisys 
The data used in this research is the location of routers to 
be installed at University of Jember and map of University of 
Jember region obtained from tracking process using Geo 
Tracker application. Tracking results are then processed 
using GPS Track Editor. The data then was calculated using 
Dominating Set and Greedy algorithm. The flow diagram of 
the routers location determinant information system can be 
seen in Figure 2. 
start
data_router
sort data_router(jmlhkriteria DESC, id_router)
find_vertex;
$list_result = available
$type = 
“dominator”
yes
Domination 
dominating set
no
Dominating 
set result
end
 
Fig. 2. System Flowchart 
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For a graph G with a vertex set V and an edge set E, a 
subset S of V is called a dominating set if every vertex x in V 
is either in S or adjacent to a vertex in S. The domination 
number, denoted by γ(G), is the minimum cardinality of the 
dominating set of G [4]. The upper bound of the dominating 
number is the number of nodes (order) in the graph [5]. if at 
least one node is need to dominate other nodes in graph, then 
1 ≤ γ(G) ≤ n for any graph of order n. To know whether the 
dominating set of any graph is optimal or not, we follow the 
Equation (2), where n is the order of the graph, Δ(G) is the 
maximum degree, and γ(G) is the dominating number. 
[n/(1+Δ(G))] ≤ γ(G) ≤ n – Δ(G)                      (2) 
 Greedy algorithm is applied to the system to determine 
the dominating number.  Greedy Algorithm  is an algorithm 
that uses a problem solving approach by searching temporary 
maximum value. This value is known as local maximum. In 
many cases, Greedy algorithm does not provide the most 
optimal solution. However, this algorithm usually provides 
solutions that close to the optimum value in a fairly fast time. 
Because of the Greedy nature, the Greedy algorithm is often 
regarded as a "short sight" and "non-recoverable" 
characteristic algorithm. Hence, the Greedy algorithm is best 
used on issues that are not concerned with the optimum 
solution, and are suitable for simple problems. 
Simple Greedy algorithm is used to find dominating 
number γ(G) as minimal as possible for graph G of order n 
and size (the number of edge) m. It can be shown that the 
upper bound is γ(G) ≤ n + 1 - √(2m+1). Let V = 
{1,2,3,…,n}, and S = ∅. Greedy algorithm adds an edge to S 
in every step until obtaining a minimal dominating set. A 
node j is covered if j ∈ S or any neighbour of j is in S. Any 
node which is not covered is called uncovered node [8].  
III. IMPLEMENTATION OF SYSTEM 
System developed refers to the waterfall model [9]. The 
development process is carried out gradually from the 
previous stage and runs sequentially. The first stage must be 
completed first, then proceed with the next stage. In general, 
the stages in the waterfall model are divided into 5 stages: 
needs analysis, system design, implementation, testing and 
maintenance included in the flow diagram Figure 3. This 
model was chosen because it is easier to manage and more 
detailed to build the system. 
Requiement
Design
Implementation
Verification
Maintenance
 
Fig. 3. Waterfall Model [9] 
 
The application of router location determination is a web 
based system which implements Dominating Set and Greedy 
algorithm to determine the location of the router. Data input 
is sourced from router data, user data, as well as neighboring 
router data. In addition to determining the exact location for 
the installation of the router, this system can also backup 
location data router, user data, and point neighbor data.  
Features provided in this system are login, router data 
management, neighbour node data management, displaying 
greedy algorithm and dominating set calculation results, user 
management, and displaying router data. This system can be 
accessed by three types of users, namely superadmin, admin 
router, and graph admin. The access rights to the features for 
these three users are as illustrated in Figure 4. 
 
Fig. 4. Usecase Diagram of System 
IV. RESULT AND DISCUSSIONS 
The implementation of dominating sets on the system 
determination of the router  location is related to the purpose 
of this research, that is, to provide a recommendation for the 
location of the router to be installed in the area of University 
of Jember. To achieve the purpose, this system has a main 
feature that is the determination of the router location. This 
feature applies the calculation of dominating set by searching 
dominating nodes using Greedy algorithm. The data used in 
this feature is the node data of router and neighbor node. The 
data of neighbour node is obtained from the node of router 
associated with other router. 
The process of determining the routine layout of the 
collection of dominance on the graph is to determine the 
graph representation of the University of Jember land. 
Representation of the graph at the University of Jember 
produces 26 points as in Figure 5. In addition to displaying in 
the form of images, each node also shows the latitude and 
longitude position of the node. 
 
Fig. 5. Map of The Router Location 
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The first stage is sorting vertex based on the number of 
the most neighboring points sorted from the largest to the 
smallest. The first stage of determining vertex can be seen in 
Table 1. Its indicates that the Router with id 14 and 18 which 
has the highest number of neighbors in all existing Vertices, 
has 6 neighbors, while the number of neighbors with the least 
number of IDs is Router 4, 5, 11, 16, 20, 22 with only 2 
neighbors. 
TABLE I.  VERTEX SEQUENCE 
Id_Router  Number of neighbors latitude longitude 
14 6 -8.16329911 113.716636 
18 6 -8.16209903 113.717698 
21 5 -8.1628743 113.719811 
23 5 -8.16415934 113.718406 
26 5 -8.16509391 113.71626 
1 4 -8.16661257 113.712999 
6 4 -8.16693118 113.716493 
7 4 -8.16651699 113.715348 
8 4 -8.16520011 113.714168 
12 4 -8.16406376 113.715048 
13 4 -8.16275748 113.715198 
19 4 -8.16098392 113.719211 
24 4 -8.16436112 113.717151 
25 4 -8.16548685 113.717172 
2 3 -8.16661257 113.712999 
3 3 -8.16840205 113.715988 
9 3 -8.16443015 113.713151 
10 3 -8.16357523 113.7139 
15 3 -8.16155741 113.71572 
17 3 -8.16038918 113.717537 
4 2 -8.16870472 113.716861 
5 2 -8.16728164 113.717398 
11 2 -8.16252384 113.714157 
16 2 -8.1599219 113.716421 
20 2 -8.16187601 113.721771 
22 2 -8.16463724 113.719586 
 
The next second step is to determine the dominator point 
based on the list of neighboring points, if the list of 
neighboring points has not been dominated by other points 
then that point becomes a dominator. The second stage of 
determining the dominator point can be seen in Table 2. The 
list that is marked by red is the neighbor list that has the 
dominator point as the Router id whose list of neighbors has 
been dominated by other points cannot be used as 
dominators, because it can be said dominator if the Router ID 
has a neighbor list that is not dominated by other points. The 
Dominator Router Id is marked with a blue color of 5, 
namely 14, 1, 4, 16, 20. 
TABLE II.  DOMINATOR POINTS 
Id_router 
Number 
of 
neighbors 
list declaration 
14 6 12,13,18,23,24,26 dominator 
18 6 14,15,17,19,21,23 not 
21 5 18,19,20,22,23 not 
23 5 14,18,21,22,24 not 
26 5 7,8,12,14,24,25 not 
1 4 2,7,8,9 dominator 
6 4 3,5,7,25 not 
7 4 2,6,8,26 not 
8 4 1,7,9,12 not 
12 4 8,10,13,26 not 
13 4 11,12,14,15 not 
19 4 17,18,20,21 not 
24 4 14,23,25,26 not 
25 4 6,23,24,26 not 
2 3 1,3,7 not 
3 3 2,4,6 not 
9 3 1,8,10 not 
10 3 9,11,12 not 
15 3 13,16,18 not 
17 3 16,18,19 not 
4 2 3,5 dominator 
5 2 4,6 not 
11 2 10,13 not 
16 2 15,17 dominator 
20 2 19,21 dominator 
22 2 21,23 not 
 
The third stage then searches for points that have not 
been dominated by dominator points. The point is marked 
with yellow which can be seen in Table 3. Its shows the 
router id that has not been dominated by the dominator point, 
marked in yellow. Router IDs 6, 25, 10, 11, 22 are router ids 
whose list is not dominated by the router id that is router id 
14, 1, 4, 16, 20. The purpose of finding this remaining point 
is to find the router id that has not been dominated by the 
dominator point where this remaining point can later be used 
as another dominator point. 
TABLE III.  RESIDUAL POINT 
id_router Number of neighbors list decleration 
14 6 12,13,18,23,24,26 dominator 
18 6 14,15,17,19,21,23 no 
21 5 18,19,20,22,23 no 
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23 5 14,18,21,22,24 no 
26 5 7,8,12,14,24,25 no 
1 4 2,7,8,9 dominator 
6 4 3,5,7,25 no, the rest 
7 4 2,6,8,26 no 
8 4 1,7,9,12 no 
12 4 8,10,13,26 no 
13 4 11,12,14,15 no 
19 4 17,18,20,21 no 
24 4 14,23,25,26 no 
25 4 6,23,24,26 no, the rest 
2 3 1,3,7 no 
3 3 2,4,6 no 
9 3 1,8,10 no 
10 3 9,11,12 no, the rest 
15 3 13,16,18 no 
17 3 16,18,19 no 
4 2 3,5 dominator 
5 2 4,6 no 
11 2 10,13 no, the rest 
16 2 15,17 dominator 
20 2 19,21 dominator 
22 2 21,23 no, the rest 
 
The fourth stage is to find the domination point from the 
point in the third stage of determining the remaining points 
that produce router id 6, 25, 10, 11, 22. The fourth stage to 
find the domination point can be seen in table 4. The 
dominator is router id point 6 and 10, while router id 22 
becomes the dominator itself because the router id of the 22 
list neighbor is not dominated by the remaining router id, id 
6, 25, 10, 11.  
TABLE IV.  RESIDUAL POINT OF THE DOMINATOR 
id_router 
Number 
of 
neighbors 
list keterangan 
6 1 3,5,7,25 residual dominator 
25 1 6,23,24,26 no 
10 1 9,11,12 residual dominator 
11 1 10,13 no 
22 0 21,23 stand along 
 
In the development of the router determination system, 
the comparison of manual and system calculations is the 
same. Here is a calculation of dominating sets to assess the 
optimization of the result of dominating node. The number of 
routers is 26, with the largest degree is 6, as well as the 
estimated number of dominating number is 8. By following 
Equation (2), we have: 
[26/(1+6)] ≤ 8 ≤ 26 – 6 = 4 ≤ 8 ≤ 20 
From the calculation, 4 ≤  8 ≤  20 where 4 is the 
minimum number of dominating number, 8 is the dominating 
number generated from Greedy algorithm calculation, and 20 
is the maximum number of dominating number. It can be 
concluded that the node obtained by using the Greedy 
algorithm has been optimal, since it is the minimum number. 
The location of the router which is represented by the 
dominating node can be seen in Table V and mapped as in 
Figure 6. 
Column Id_Router in Table 1 shows the location of 
router that dominate other nodes which is illustrated as a blue 
(larger) dot in Figure 4. While column List in Table 1 shows 
which routers are dominated by dominating router which are 
illustrated as green (smaller) dots in Figure 4. 
TABLE V.  ROUTER LOCATION OBTAINED BY DOMINATING SET 
Id_Router List Latitude Longitude 
1 2,7,8,9 -8.166612574832754 113.71299868449572 
4 3,5 -8.168704716603795 113.71686106547716 
10 9,11,12 -8.163575232750972 113.71389990672472 
14 12,13,18,23,24,26 -8.163299109598052 113.71663575991988 
16 15,17 -8.159921895592236 113.71642135083677 
20 19,21 -8.161876010321398 113.7217713519931 
22 21,23 -8.164637243098513 113.71958618983629 
25 6,23,24,26 -8.16548684934311 113.71717220172289 
 
 
 
Fig. 6. Router Mapping 
 
V. CONCLUTION 
The Greedy algorithm is implemented in the system to 
determine dominating set as a representation of router 
location of computer network in University of Jember. From 
the calculation, it is obvious that 4≤8 ≤ 20 where 4 is the 
minimum number of Dominating Set, 8 is the Dominating set 
generated from the Greedy algorithm calculation, and 20 is 
the maximum number of Dominating Set. It was concluded 
that the point finding result using the Greedy algorithm was 
optimal, since the number of Dominating Set found from the 
Greedy algorithm calculation approached the minimum 
number of Dominating Set. 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
456
REFERENCES 
[1] I. F. Akyildiz, X. Wang, and W. Wang. “Wireless Mesh Networks: a 
Survey”. Computer Networks 47(4) (2005) 445-487. 
[2] M. B. Hosseini, F. Dehghanian, M. Salari, “Selective capacitated 
location-routing problem with incentive-dependent returns in 
designing used products collection network”, European Journal of 
Operational Research, in press.  
[3] H. Guo, X. Wang, H. Cheng, M. Huang, “A location aided controlled 
spraying routing algorithm for Delay Tolerant Networks”, Ad Hoc 
Networks, Vol. 66, pp. 16-25, November 2017. 
[4] S. Alanko, S. Crevals, A. Issopoussu, P. Ostergard, and V. Petterson. 
“Computing The Dominating Number of Grid Graph”, The Electronic 
Journal of Combinatorics, 2011, vol. 18, issue 1, pp. 141-159. 
[5] T. W. Haynes, S. T.  Hedetniemi, and P. J. Slater, 1998, 
“Fundamentals of Domination in Graphs, Monographs and Textbooks 
in Pure and Applied Mathematics, Vol. 208, Marcel Dekker Inc., New 
York. 
[6] T. H. Cormen, C. E. Leisorson, R. L. Rivers, and C. Stein, 2009, 
Introduction to Algorithms, Massachusetts, MIT Press. 
[7] Ardiansyah, F. S. Efendi, Syaifullah, M. Pinto, Pujianto, H.S. 
Tampake, “Implementasi Algoritma Greedy untuk Melakukan Graph 
Coloring: Studi Kasus Peta Propinsi Jawa Timur”, Jurnal Informatika, 
Vol. 4, No. 2, pp. 440-448, Juli 2010.  
[8] W. Alfarisi, “Pencarian Jalur Terpendek Pengiriman Barang 
Menggunakan Algoritma A* (Studi Kasus Kantor Pos Besar 
Medan)”, JURIKOM, Vol. 3, No. 1, pp. 90-95, February 2016. 
[9] I. Sommerville, 2011, Sofware Engineering (Rekayasa Perangkat 
Lunak). Jakarta: Erlangga. 
 
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
457
Evaluating The Semantic Mapping 
Dewi Wardani 
Department of Informatics
Universitas Sebelas Maret
Surakarta, Indonesia
dww_ok@uns.ac.id
Abstract—The  increasing  of  the  importance  of  links  in  the
network of data influences the idea that links should be considered
more in the mapping  relational to graph model. Semantic abstraction
gaps often occur during the mapping process where the link in the
real world is mapped as a node in a graph model. This paper focused
on evaluating the result of mapping and converting without losing the
semantics.  We  propose  the  evaluation  of  our  approach  by  using
schema.org as the semantic standard. The experiments in three data
sets show that the semantic mapping approach is pretty effective. We
obtain quite good score matching without considering the gap index
(the  average  is  0.6922)  and  with  considering  the  gap  index  (the
average is 0.5264) and the average precision score, 0.7042, is pretty
good too.
Keywords—Semantic  Mapping,  relational  model,  graph model,
schema.org
I. INTRODUCTION 
The idea of the inventor of Semantic web is to create the
web of data  [1]. Sometimes, it is called the network of thing
[2]. The data will be equal to a thing than  a string or the other
data types.  The main idea  is  to  make data  more  connected,
meaningful and understandable on the machine side. For this
purpose, we need the conceptualization of thing like in the real
world. In both theory and practice, preparing data which meet
the need of semantic web is the bottom block in this technology
architecture.  As the connected data,  we don’t  see them as a
stand-alone data but as a subgraph. We can see that the data
model of the semantic web is a graph-based data model [3] [4].
Graph model itself has been proven useful to help solving some
tasks [5] [6]. In this model, we will have not only a network of
a  node  but  also  a  network  of  a  link.  Links  will  be  more
important  to  the  network  of  data,  and  link  mining  will  be
important in the near future [7]. 
Lots of data exist in many domains such as a structured and
an  unstructured  type,  yet  the  model  is  not  semantic  web
friendly. Especially, the structured data in the relational model,
it has huge and broad-area user and has been used successfully
for a long time [8]. It also has a high-quality information in the
sense that it has the main information in almost all applications.
This type of data cannot be ignored as a data source for the
semantic web. Concerning its importance, we need to map the
relational model to a graph model first, which semantic web
friendly and much expressive  to  represent  knowledge in the
real world [9]. Later on, it can be mapped to the other model or
language such as RDF or OWL. Direct  mapping to RDF or
OWL is out of the focus of this work.
The mapping relational to graph model usually is a naïve
converting process, which put all tuples in each relation as a
node and the foreign key as a link between two nodes, but not
few scientific papers are written for this approach. Almost all
ended  their  work  until  a  relational  model  is  converted  to  a
graph  model,  without  considering  the  semantics  of  the  real
world. Although a graph model basically has no schema, but
the mapping process should be started from the schema, and
the  rest  populated  data  will  be  following  the  schema.  In
summary, up to our knowledge, the semantic mapping which
has  been  proposed  [10] is  the  first  work  which  maps  with
considering the higher abstraction of the relational model and
has  shown  good  performances  comparing  the  naïve  model.
Showing good performances is not enough to acknowledge the
model keeps up the semantic of the real world. Measuring its
effectiveness in the sense not losing the semantics of model is
an important issue. On the other side, there is no work which
measures whether the result graph model keeps up the semantic
of the real world.
The main goal of this work is to evaluate the effectiveness
of the semantic mapping approach by comparing the result with
the vocabulary in the schema.org (http://schema.org), a general
ontology created by experts as the standard evaluation score.
The remaining sections are organized as follows: section two
explains  the  related  work.  Section  three  summarizes  the
mapping approach from the previous work  [10]. Section four
describes the evaluating method to examine whether the graph
keeps  up  the  semantic  of  the  real  world.  We  conduct  and
discuss the result  of experiments in section five. Finally, the
conclusion and discussion our the near future work in section
six.
II. RELATED WORK
In  a  previous  work  [11],  the  goal  of  the  authors  is  to
improve the performance  in  querying  the graph model  data.
The approach aggregates the populated data into one node as
far as it’s possible in all possibility search queries to reduce the
query traversal time. In our point of view, aggregating the data
into one node might cause the semantically lose, the node does
not have specific semantics. The node is only a bag for holding
data. The other work  [12], transforms the relational model to
graph model based on dependencies between each attribute of
the  relation.  It  is  similar  to  the  earlier  approach  which  the
semantics of relation will be lost, and there is a possibility of
graph data redundancy. In general, we think that the mapping
process should not only focus on consuming the data, but also
can support the mining of the link or other extended works that
possibly only can work better by using the graph model data.
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Some other  works,  convert  the  relational  model  to  RDF or
OWL  [13] [14] [15] [16] [17] [18],  but  almost all  focus on
direct converting without considering the higher abstraction of
a relational database. This is what we mean that the converting
process  has  a  potential  to  semantically  lose.  In  general,  the
earlier works focus on mapping the data, attributes and relation,
but  still  missed  in  considering  the  scheme  which  is  the
representation of semantic abstraction of the real world.
The network of data can have multiple types of links and
complex dependency structures. This fact is a motivation of our
work,  that  mapping  relational  to  graph  should  keep  up  the
possibility of the heterogeneous network. In the naïve mapping
process  to  graph  model,  usually  the  Foreign  Key (FK) is
mapped as a link, but this rule is not enough for keeping the
semantics of a heterogeneous network. In this work, we exploit
deeper the link structure to be used in our mapping approach
without semantically lose and keep up the graph model like in
the real world. 
III. LINK STRUCTURE IN RELATIONAL MODEL
We  proposed  the  semantic  mapping  which  to  our
knowledge is the first work mapping relational model to graph
model  which  consider  the  semantic  of  links.  Previous  work
ignored the semantic issue of the link that has more than two
nodes as the link as well. In graph point of view, it is normal
that a link connects to more than two nodes. In the real world is
also very common that a relationship relates to more than two
things.  In  this  part  we  summarize  some  definitions  of  our
previous work [10] as below:
DEFINITION 1 (The Relational Model). Let  S (R1, R2 …
Ri) be a relational model which consists of a set of Relations, i
is the degree of relation, a set of Primary Key PK (PK1, PK2 …
PKiPK), a set of foreign key FK (FK1, FK2 … FkiFK) and others
sets of integrity constrains (IC). Each Relation consists of a set
of attributes, R (A1, A2 … Aj), j is a degree of attributes. r is a
relation instance of  R, a set of tuples  r (r1, r2 … ri). Each  n-
tuple, t is an ordered list of r values, t=(t1, t2 … tn), each value
vn is a value of attribute Aj.
DEFINITION  2  (The  Link  Structure).  Let  FKi  ->  j be  a
foreign key which connects relation Ri  to relation Rj.  m is the
number of in-link and n is the number of out-link where m≥0,
n≥0. 
A number of in-links of Relation Ri  as mi and a number of
out-links of  Relation  Ri as  ni,  within assumption there is  no
cycle relationship.
mi=∑
fk j→i
n j  (i) ni=∑
fki→j
m j  (ii)
DEFINITION 3 (The Relation Type Set). Let L be a set of
link structure information of relation L=L1, L2 … Li, each Li is
a list of value Li=(mi, ni) where mi  is the number of in-link of
Ri,  ni  is the number of out-link of  Ri and let  RSink,  RSource
and RHub are a list of a relation Ri which satisfies L data. If in
the relation Ri  ,  ni=0 then Ri   is a  RSink. If in the relation Ri  ,
mi=0 then Ri is a RSource, otherwise the relation Ri is a RHub.
Each  relation  type  set  (RSink,  RSource,  RHub)  is  a  set  of
Relation Ri
DEFINITION  4  (The  graph  model).  Let  G  be  a  graph
model of a relational model S, is a set of node N and a set of
edge E, a directed property graph G(N,E) where  N is a set of
node N=(N1, N2 … Nl) and Nє(RHubRSink). Each Ni is a set of
attribute and its value Ni = (Ai, Vj). The edge is defined as (i)
( N⃗ k , N l)∈E if  there  is  a fk between  two  relations
R l−f⃗k−R k . The label of the edge is a combination of the
label  of  two  relations  R l Rk .  (ii)* N⃗ r∈E where
Rr−f⃗k−(R l ,R k) and Rr∈(RSource) hence  the  form  of
the subgraph is N l
A− N⃗ r−(Nk
H) . Each edge N r has a set
of  attribute and its  value  N r=(A j ,V j) .  The label  of the
edge is the combination of the name of the relation and the
name  of  hub  relation N rN k
H .(iii) (N r)∈HE where
HEisHyperEdge and  where Rr−f⃗k−(R1 ,R2...R i) and
Rr∈(RSource) hence  the  form  of  the  subgraph  is
N r−H⃗E−(N1 ,N2 ...N i) . N r has a set of attribute and its
value N r=(A j ,V j) . The label of the hyperedge is the name
of the relation N r .
*) N l
A is  the  node  as  an  Authority  and (N k
H) is  the
node  as  a  Hub.  The  weight  of  Authority A i means  how
famous  node N i is  referenced  by  the  other  nodes.  The
weight of Hub Hi means how often node N i refers to the
other nodes. Between two nodes N l and N k we calculate
which  node  has  the  greater  weight  of  authority
∇ A i=A i−H i . N l
A draws the direction of an edge. Here
are  the  formulas  to  find  the  type  of  node  whether  as  an
authority node or a hub node.
ARi=∑
j→i
outlinkRj  (iii) HRi=∑
i→ j
inlink Rj  (iv)
g is  a  graph  data, g=(n , e) which  following
G=(N , E) as a graph model.
ActorID ActorName ActorCountry
A001 Alex Germany
A002 Jung China
MovieID MovieTitle MovieRelease CompanyID
M01 Kungfu 1960 C002
M02 Love 1950 C001
ActorID(fk) MovieID(fk) Role
 A001  M001  Death soldier
 A002  M001  Death shaolin
A001 M002 Store owner
CompanyID CompanyName CompanyCountry
C001 Liberty Canada
C002 Lionsgate USA
ACTOR
CASTING
MOVIE
COMPANY
 (a)
ActorID:'A001'
ActorName:'Alex'
ActorCountry:'Germany'
ACTOR
MovieID:'M002'
MovieTitle:'Love'
MovieRelease:'1950'
MovieCompany:'C001'
MOVIE
CompanyID:'C001'
CompanyName:'Liberty'
CompanyCountry:'Canada'
COMPANY
CASTING
Role:'Horse Owner'
          COMPANY_MOVIE
MovieID:'M001'
MovieTitle:'Kungfu'
MovieRelease:'1960'
MovieCompany:'C002'
MOVIE
CASTING
Role:'Death Soldier'
ActorID:'A002'
ActorName:'Jung'
ActorCountry:'China'
ACTOR
CASTING
Role:'Death Monk'
CompanyID:'C002'
CompanyName:'Lionsgate'
CompanyCountry:'USA'
COMPANY
  COMPANY_MOVIE
 (b)
Fig 1. The example mapping and converting (a) relational model to (b). a 
property graph model based on the approach of the previous work [10]
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Figure  1  shows  that  the  approach  mapping  returns  a
relational  model  to  a  property  graph.  Figure  1  is  the  result
example of the Semantic Mapping. We can see that RSink is
relation  Actor  and  Company.  RHub  is  relation  Movie  and
RSource is relation Casting. Therefore, Casting becomes a link
and the others become nodes. Based on our above definitions,
the direction of all links are provided as well and is drawn in
Fig 1.b.
IV. EVALUATING THE SEMANTIC MAPPING
To measure the effectiveness the mapping approach which
is explained in section 3,  we will  compare  the result  of our
graph model with vocabulary and conceptualization of the real
world which is formed in the ontology. The measuring process
basically is a matching process between our graph model with a
graph  model  of  ontology.  We  use  schema.org,  a  famous
general  vocabulary  ontology.  We define  the  graph model  in
Ontology, in DEFINITION 5 (for the sake of easy reading, we
continue the definition and formula numbering from the section
3).
DEFINITION 5 (The graph of ontology). Let  O  be an
ontology  which  consists  a  set  of  classes C1 ,C2 ...Cn in
hierarchy format.  It  has an index of the cluster of class i
where i=0,1,... j . Each class Cn can have another set of
subclasses C1 ,C2 ...Cm in each index. Class (domain) CD
is  connected  to  another  class  (range) CR through  object
property OPa or data property DPb .  Hence,  a subgraph
of ontology is CD∘ P⃗x∘CR where Px∈( O⃗Pa, D⃗Pb) .
The special case in schema.org, it has class ACTION which
especially describes what entities do. In reality, the class is a
relationship therefore it should be as a property. The role class
domain and object property are reversed. Hence, the subgraph
under the class ACTION is Px ∘C⃗D ∘CR
N A N H
At j=' xx '
E⃗ :C  (a)
N A asCD N H asCR
O⃗P :C
'xx'
D⃗P : At j  (b)
N A 1 E⃗ :C
At j=' xx '
:HE
N An
At j=' yy '
:HE
 (c)
N A 1asCD CR
O⃗P :C
'xx'
D⃗P : At j
N AnasCD
O⃗P :C
'yy'
D⃗P : At j
 (d)
Fig 2. A subgraph type 1 and 2 (a) in our graph model (b) when it’s formed 
in a subgraph of ontology. A subgraph type 3 (c) in our graph model and (d) 
when it's formed in a subgraph of ontology n is a number of the authority 
node NA.
We will measure whether the links E⃗ which are obtained
by our approach match with the properties P⃗ in ontology. To
measure  it,  we  should  concern  also  the  nodes  which  are
connected  by  the  link.  The  link  can  be  varied  in  the
heterogeneous  network.  The  same  or  similar  link  does  not
always connect to the same nodes. Hence, we will match each
path  of  link N A∘ E⃗∘NH in  our  graph  model  with  path
subgraph  of  property  CD∘ P⃗x∘CR in  the  ontology.  In
conceptual  point  of  view,  actually DPb is  more  matched
with attribute At j in node N i , but in this work we follow
formalization of ontology that only matching process E⃗ to
P⃗ not  At j to  P⃗ .  The  best  score  of  similarity
matching  will  be  obtained  if  the  path  N A∘ E⃗ is  matched
with CD∘ P⃗ in the same index cluster of a class of ontology.
Therefore,  we  use d as  a  distance  factor  to  calculate  the
class  gap  between  the  matching  result  of S(N A ,CD) and
S( E⃗ , P⃗) .  Considering  that CR usually  cross  the
hierarchy of ontology then we avoid similarity S(N H ,C R)
and avoid the distance factor between E⃗ and NH .
V. EXPERIMENT AND RESULT
We  conducted  experiments  for  three  data  sets,  (1)  The
artificial movie database, (2) The example problem in [11], to
compare the difference result with our approach and (3) The
real data set of IMDB (http://www.imdb.com/). The measuring
process  focused  on  measuring  link  in  the  graph  result.  We
implemented  two  ways  experiment:  experiments  with  and
without considering the gapindex between the link and the
node within class and property network of ontology. We use
the famous matching score,  cosine similarity to calculate the
content similarity. The same syntax might have two different
meanings or different  syntax might have the same meaning,
therefore,  we  use  WordNet  (http://wordnet.princeton.edu/)
similarity too. We also calculate the precision score to measure
the relevance of the experimental result. In all experiments, we
differentiate  score  between  with  (with  d)   and  without
considering the distance measure  and 
A. The Artificial Movie Database
It  has  10  relations,  ACTOR,  AWARD_WINNER,
CASTING,  CATEGORY_WINNER,  COMPANY,
DIRECTOR, LOCATION, MOVIE, MOVIE_FESTIVAL and
PRODUCTION. 
By  using  our  approach  3  relations  (CASTING,
AWARD_WINNER, PRODUCTION) turn out as links and the
rest 7 relations turn out as nodes. CASTING_ACTOR is a link
type2. Whereas AWARD_WINNER and PRODUCTION are a
link type3. In the real world, it’s also correct that  CASTING,
AWARD_WINNER (win  specific  festival)  and
PRODUCTION (the  process  of  movie  making)  are
relationships  and  are  not  entities.  The  others,  MOVIE,
COMPANY, CATEGORY_WINNER, DIRECTOR, ACTOR,
and LOCATION are entities. A link COMPANY_MOVIE is a
link type1,  which  is  the only one  real  link within relational
model. 
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location
director
production movie
company
Movie_
festival
casting actor
Award_
winner
Category_
winner
 (a)
location
director movie company
Movie_
festival
production
actor
Category_
winner
award_winner
company_movie
casting
 (b)
Alaska
Angelina
McD King
Columbus
Production
Amber
company_movie
casting
Bombay
Scott
Ridley Love
Production
Erica
company_movie
casting
Shaker
casting
Jung
casting
Summer
company_movie
Kungfu
casting
casting
Alex
casting
Best
Actor
Sundace
Movie
Awardaward_winner
Lionsgate
company_movie
War
Leon
casting
company_movie
Best
Cinematography
Canadian
Movie
Awardaward_winner
(c)
Fig 3. (a) The graph model of naïve approach, (b) The graph model of our 
approach, (c) The mapping result of graph data
TABLE I. THE MATCHING SCORES OF THE ARTIFICIAL MOVIE DATABASE
Link WordNet Matching Score Cosine Matching Score
without d with d without d with d
COMPANY_
MOVIE
0.6861 0,3430 0.6034 0,3017
CASTING_A
CTOR
0.7380 0.7380 0.8535 0.8535
AWARD_WI
NNER
0.8150 0.8150 0.7831 0.7831
PRODUCTIO
N
0.8218 0.4109 0.7628 0.3814
On average gapindex is  1.  For an example in the link
E⃗  COMPANY_MOVIE, which the authority node N A
is COMPANY, the domain class CD COMPANY is located
upper 1 index hierarchy from the domain class of the relevant
property P⃗ , but in the same cluster.  We can describe this
situation is that the N A match with subclass-of C but the
link E⃗ is  connected  to  the  class C .  In  the  link
CASTING_ACTOR,  there  is  no gapindex ,  the  authority
node N A MOVIE is in the same class cluster. It means that
the  path N A∘ E⃗ match  with  path CD∘ P⃗ within  one
hierarchy class cluster.
We  also  calculate  the  precision  score,  we  obtained  on
average  is  0.6483 for  WordNet  similarity and on average  is
0.7739 for  cosine  similarity.  The  matching  score  will  be
decreased but the relevance of a link E⃗ in our graph model
with  a  property P⃗ of  ontology  is  maintained  stable.  This
situation often occurs, also in the other 2 data sets. Hence, the
precision score is still pretty good, even though the matching
score is decreased. It indicates that the link which is obtained
by the semantic mapping approach is valid enough. The result
from both WordNet similarity and cosine similarity are pretty
good and also good for the precision score. It indicates that the
approach is promising.
B. The Social Database
It has 5 relations,  USER, FOLLOWER, TAG, BLOG and
COMMENT. 
TABLE II. THE MATCHING SCORES GRAPH MODEL OF THE SOCIAL
DATABASE
Link WordNet Matching Score Cosine Matching Score
without d with d without d with d
TAG_COMM
ENT
0.7205 0.3602 0.7071 0,3535
FOLLOWER_
BLOG
0.8705 0.8705 0.6034 0.6034
The precision score on the average is 0.7916 for WordNet
similarity  and  on  average  is  0.5833 for  cosine  similarity.  2
relations (FOLLOWER, TAG) turn out as links and the rest 3
relations turn out as nodes. Both are  links type2. In the real
world, it’s also acceptable that, FOLLOWER (action to follow)
and  TAG (commenting  action)  are  a  relationship  between
entities and not the entity. The others, USER, COMMENT, and
BLOG are entities. The matching score and precision score are
all pretty good.
 (a)
blog user commentfollower_blog tag_comment
 (b)
Database Date
Exactly what
I was looking
for!
follower_tag tag_comment
Computer
Science
follower_tag
Information
System
follower_tag
Hunt
follower_tag
 (c)
Fig 4. (a) The graph model of [11] , (b) The graph model of our approach 
and (c) The mapping result of graph data
C. The IMDB Data Set
It  is  the  real  movie  data  set.  It  has  21  relations,
CHAR_NAME,  COMPANY-NAME,  COMPANY_TYPE,
COMPLETE_CAST_TYPE,  INFO_TYPE,  KEYWORD,
KIND_TYPE,  LINK_TYPE,  NAME,  ROLE_TYPE,
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AKA_NAME, TITLE, CAST_INFO, MOVIE_COMPANIES,
AKA_TITLE,  COMPLETE_CAST,  MOVIE_INFO,
MOVIE_INFO_IDX,  MOVIE_KEYWORD,  MOVIE_LINK
and PERSON_INFO. 
TABLE III. THE MATCHING SCORES GRAPH MODEL OF THE SOCIAL
DATABASE
Link WordNet Matching Score Cosine Matching Score
without d with d without d with d
NAME_AKA_N
AME
0.6333 0.3166 0.3535 0.1767
CAST_INFO 0.6461 0.6461 0.4259 0.4259
MOVIE_COMP
ANIES
0.5671 0.5671 0.6025 0.6025
COMPLETE_CA
ST_COMP_CAS
T_TYPE
0.3809 0.3809 0.7041 0.2347
MOVIE_INFO_I
NFO_TYPE
0.5512 0.5512 0.6666 0.3333
MOVIE_INFO_I
DX_INFO_TYPE
0.5512 0.5512 0.6666 0.3333
MOVIE_KEYW
ORD_KEYWOR
D
0.6666 0.6666 0.8535 0.8535
MOVIE_LINK_L
INK_TYPE
0.3430 0.1715 0.7041 0.3520
PERSON_INFO_
INFO_TYPE
0.8056 0.2685 0.2499 0.1249
AKA_TITLE_KI
ND_TYPE
0.6428 0.6428 0.8535 0.4267
aka_name
name
cast_info
person_
info char_
name
role_
typeinfo_
type
movie_
info_
idx
movie_
info
title link_
type
movie_
link
movie_
keyword
keyword
complete_
cast
comp_
cast_
type
aka_
title
kind_
type
movie_
companies
company_
type
company_
name  (a)
aka_name
name
name_aka_name
char_
name
cast_info
role_
typeinfo_
type
person_info
movie_info
movie_info_idx
title
link_
type
movie_link
keyword
movie_keyword
comp_
cast_
type
complete_cast
kind_
type
company_
type
company_
name
aka_title
movie_companies
 (b)
Fig 5. (a) The graph model of naïve approach, (b) The graph model of our 
approach
The precision score on the average is 0.6726 for WordNet
similarity  and  on  average  is  0.5700 for  cosine  similarity.  8
relations  (CAST_INFO,  MOVIE_COMPANIES,
COMPLETE_CAST,  MOVIE_INFO,  MOVIE_INFO_IDX,
MOVIE_KEYWORD, MOVIE_LINK, PERSON_INFO) turn
out as links and the rest  14 relations turn out as nodes.  The
matching score and precision score are all pretty good. A few
links have low scores. We notice that the low score is caused
by  a  gap  of  syntax  between  terms  in  graph  model  and  the
ontology. For an example, in the second experiment for The
Social data set, we have a candidate relation has a label TAG.
TAG has  information  user  and  their  comments.  The  same
description  is  defined  as  COMMENT or  REVIEW in  the
ontology. The same case in the third data set of The IMDB data
set,  the  candidate  relation  has  a  label
MOVIE_LINK_LINK_TYPE and it is a link in IMDB dataset.
The same description is defined as URL in the ontology. Those
terms refer to the same meaning but as we can see, those terms
have a syntax gap.
In the small data set, it might be easier to map manually,
but it could be hard and tiring for huge and complex relational
model.  Although  the  matching  score  on  the  average  is  not
really high but still pretty good, also the precision score is quite
high.  Therefore,  the  approach  is  effective  enough  to  map
relational model to graph model without semantically lose than
manual  semantic  mapping  especially  for  a  very  complex
relational  schema  which  probably  has  hundreds  of  relation.
From the real IMDB data set, we learn that in the complex and
huge  relational  schema  there  is  a  bigger  possibility  many
relations which should be mapped as a link, not as a node. Even
though the  data  set  of  the  experiment  are  the  result  of  this
approach [10], but basically all obtained graph models from the
other approaches can be evaluated as well.
VI. CONCLUSION AND FUTURE WORK.
We have proposed  the  measure  to  evaluate  the semantic
mapping, a new approach in mapping and converting relational
database  model  to  graph  model.  The  goal  of  the  semantic
mapping is to  avoid semantics  lose by considering semantic
abstraction of the real world. This approach exploits the link
structure  which   naturally  lies  in  a  relational  model  and
formulate in a few definitions. The experimental result of three
data sets included real data set from IMDB data show that this
approach is promising, although the matching scores are not
really  high.  Even though some scores  are  low,  but  they are
investigated  correctly  as  the  concept,  in  the  sense  links  are
mapped as properties in comparing ontology. The average of
matching  scores  is  similar  each  other.  The  average  of  the
matching  score  without  considering  the  gap  of  the  index  is
0.6922, and with considering the gap of the index is 0.5264. On
average, the precision score is 0.6796. The average of WordNet
similarity  is  0.6517,  a  slightly  higher  than  0.5674 as  the
average score of cosine similarity. We notice that a gap of the
syntax of terms in graph model and ontology causes the low
scores. 
In the near future, we are going to deploy the graph model
which is based on RDF. As both are graph it would be possible
to carry out this idea. The most interesting idea is that there is a
possibility  to  introduce  a  new  model  of  knowledge
representation  and  its  implementation.  The  result  of  our
mapping is a heterogeneous network which really closes with
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the  real  world.  We will  still  exploit  the  heterogeneous  link
structure of our mapping result in a few extended works such
as using it  to improve the inference process  and working in
retrieval based on link structure.
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Abstract—This study aims to identify the effect 
of social features and social users on 
recommendations acceptance on shopping 
activities in Instagram. This study uses 
quantitative approach to process 654 data 
collected using online questionnaire. The data 
were analyzed using CB-SEM method and AMOS 
21 tools. The results of this study showed that 
social features and social users give moderating 
effect on the relationship between social 
recommendation, cognitive appraisal and affective 
appraisal. Meanwhile, affective and cognitive 
appraisal was found to affect purchase intention. 
The finding shows that the user giving 
recommendation and the features used to make 
recommendation can influence the level of 
recommendation acceptance.  
Keywords—Social User, Social Feature, Social 
Recommendation, Purchase Intention, E-
commerce 
I. INTRODUCTION 
The increasing popularity of social interaction 
in social networking sites, such as Facebook, 
Twitter, and Instagram, drove a new form of e-
commerce called social commerce [1]. Social 
commerce allows customers to directly process 
and develop products in the e-marketplace via 
social media platforms and social networking 
sites [2]. Social commerce provides User-
Generated Content (UGC) features, such as 
comments, reviews, ratings, recommendations 
lists, tags, and user profiles, to allow customers 
to disseminate information during transactions 
[3]. 
One of the social commerce platform that is 
getting popular in Indonesia is Instagram. 
Instagram is a photo and video sharing app that 
lets users take photos, record videos, apply 
digital filters, and distribute them to various 
social networking services or within Instagram 
platform [4]. Since Instagram was launched in 
2010, Instagram users has been increasing, 
without exception in Indonesia. In 2017, 
Instagram officially announced that there are 
more than 45 million active users of Instagram in 
Indonesia which significantly increased from 22 
million active users in early 2016 [5]. From 45 
million users, 80% are users that use their 
account for business purpose [5].  
By the various features provided, users can 
share information related to products / services 
they have purchased and users who want to buy a 
product / service can request opinions from other 
users. However, not all information provided by 
other users regarding the product / service is 
credible and able to influence user to purchase 
the product / service. It shows that acceptance of 
recommendations is influenced by several 
factors. 
There are several previous studies related to 
social commerce and purchasing behavior. 
Research conducted by Chen et al. [17] combines 
three SCC categories, namely forums & 
communities, ratings & reviews, and social 
recommendation. Chen’s [17] study aims to 
investigate the differences between the three 
categories of SCC in influencing customer 
decision-making process for shopping. There is 
also research from Huang and Benyoucef [2] 
who aims to identify the user preferences of 
social features on social commerce sites. The 
study shows the importance of empirical 
investigation of users' perceptions of the social 
feature to improve acceptance of 
recommendations.  
From literature study, it was found that there 
have been few researches on the effect of social 
features and social users on the acceptance of 
recommendations by Instagram users. Therefore, 
this study aims to find out how the influence of 
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social features and social users on the 
recommendation acceptance. 
II. LITERATURE REVIEW 
A. Social Commerce Instagram 
Social commerce is about building 
relationships with customers and not just 
focusing on selling goods or services alone [7]. 
Today, what customers say is the key to online 
marketing activities [8]. Thus, business need to 
build their social commerce by creating an online 
shopping experience that involves more 
customers interaction, so that business can use 
online testimonials provided by their customers 
to drive more revenue [8].  
 Instagram is currently evolving into a social 
commerce platform where business activity is 
frequently carried out [7]. In Instagram social 
networking sites, there are many sellers who 
offer products in the form of goods or services. 
There are at least 25 million business accounts 
registered in Instagram [12]. Most sellers already 
have websites that are accessible to users from 
the seller's profile page. Using the website, the 
sellers can take advantage of the Shop Now 
feature that can be used by the buyer to directly 
open the seller's web page. Statistics show that 
75% of Instagram users use the feature after 
seeing an ad uploaded by a business account 
[12]. With a variety of features available to 
support the interaction between users, Instagram 
is becoming a powerfull social commerce 
platform. 
B. Social Recommendation 
Social recommendation is the use of social 
media and social networking sites to get and 
make recommendations about what to buy [25]. 
There are several trends in social 
recommendation. The first trend is peer 
recommendation. Peer recommendation is 
recommendation made by peer users. The second 
trend is influencer marketing. Advertising on 
social media and social networking sites through 
influencers is currently becoming a trend [9]. 
Influencers are people who have a lot of 
followers or audiences on social media or on 
social networking sites and they have a strong 
influence on their followers, such as artists, 
programmers, bloggers, youtubers, and so on [9]. 
The third trend is user-generated content (UGC). 
User-generated content is content that is created 
by internet user and published publicly in a 
system [10]. User-generated content has great 
marketing potential [10] and able to improve 
brand image with zero/minimal cost [11]. 
C. Social Feature and Social User 
Social feature is a feature found on social 
commerce sites that allow users to interact and 
share information with other users or create 
content [2]. Social features become a medium for 
users to share social information, including 
recommendations about a product. From the 
various features in Instagram, there are some 
features that are classified as social features, such 
as Instagram Stories, Instagram Photo / Video 
Post, Instagram Direct, and Instagram Comment. 
In the context of Instagram as a social commerce, 
these features allow users to observe the behavior 
of other users and also to get feedback from other 
users related to a product or a seller of the 
product [18].  
Social users are users who use social feature 
of social commerce sites to interact, share 
information, or create certain content. The term 
social user is adapted from the social identity 
term found in Tsai and Bagozzi research [26] 
which defined social identity as group member 
identification in the virtual community. In this 
study, social users are divided into four which are 
friends, family, acquintance, and celebrity. 
D. Social Learning Theory 
Social learning theory is a theory of learning 
and social behavior that explains how an 
individual learn new information and behavior by 
observing and imitating others [16]. There are 
two dimensions to this theory, namely the 
cognitive dimension that includes learning of 
knowledge or skills that builds an understanding 
and emotional dimension that includes mental, 
feeling, and motivation [17]. Furthermore, Chen 
et al. [17] described two dimensions on social 
learning theory through two variables, namely 
cognitive appraisal and affective appraisal. 
Cognitive appraisal refers to a person's 
evaluation based on utilitarian aspect, whereas 
affective appraisal is an evaluation based on the 
emotions, feelings, and reactions experienced by 
the individual in relation to the observed object 
[24]. 
In social commerce, some customers may 
want to gain more knowledge through existing 
features to aid their decision making [31]. Such 
experiences can make customers feel more 
satisfied, help meet their needs, and increase 
cognitive attachment [17]. In addition, customers 
can get social support through interaction with 
other customers [17]. Such experiences can 
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satisfy customers’s needs of social interactions 
and thus generate affective attachments. These 
experiences can trigger customer’s intention of 
buying in social commerce platform [17]. 
Therefore, this study uses cognitive and affective 
appraisal to describe the customer decision-
making process on social commerce sites. 
III. RESEARCH METHODOLOGY 
This research uses quantitative approach with 
survey method for data collection. The survey 
contains questions with a choice of answers using 
a Likert scale from 1 to 5 (strongly disagree, 
disagree, neutral, agree, strongly agree). Before 
the survey was distributed, the survey was 
validated by conducting readibility test with 9 
sample of respondents from various bacrground 
of disciplines. Survey then distributed online 
with target users of Instagram users in Indonesia 
who have made purchases in Instagram at least 
once. The data obtained is then processed using 
CB-SEM (Covariance Based Structural Equation 
Model).  
The research questionnaire is divided into two 
parts. The first part of the questionnaire contains 
questions and statements related to the 
demographics of respondents, such as gender, 
age, occupation, length of use of Instagram, and 
frequency of purchases of products / services in 
Instagram. Meanwhile, the second part of the 
questionnaire contains statements that represent 
the factors studied in this study. The statement 
was adapted from previous related studies. The 
second part used the Likert scale for the answer.  
IV. RESEARCH MODEL AND HYPOTHESES 
DEVELOPMENT 
The selection of factors and the design of the 
research model was adapted from the research 
model of Chen et al. [17]. This research uses one 
component of SCC, namely recommendations & 
referrals.  Recommendation & referrals is 
adapted as social recommendation in this study. 
This research also adds social feature factor from 
research conducted by Huang and Benyoucef [2] 
as well as social support factor from Yahia et al 
research [27] as moderating variables. In this 
study, the name of social support factor was 
modified as social users to adjust with this 
research context. Social users refer to Instagram 
users, such as friends, family, acquaintances, and 
celebrities. Fig. 1 shows the research model. 
 
Fig. 1. Research Model 
The model illustrates the recommendation 
acceptance proces in the frame of social learning 
theory. The formulation of hypotheses in this 
study will be explained as follows. 
A. Relationship between Social 
Recommendation and Cognitive Appraisal 
Lee et al. [24] represents cognitive appraisal 
as an individual's judgment to something, 
whether it is useful or not. In online shopping, 
customers have limited information from those 
provided by the seller. Social recommendation 
provides additional information for customers so 
that they can observe and interact further. Such 
observations or interactions enable customers to 
learn from other customers who have previously 
purchased and gained knowledge and 
information about the product or the respective 
seller [2]. With such learning, customers can also 
feel more satisfied because their needs for a 
knowledge or information can be met [13]. 
Therefore, a hypothesis that social 
recommendation positively affects the cognitive 
appraisal of Instagram users was proposed. 
H1: Social Recommendation positively 
affects the Cognitive Appraisal of Instagram 
users. 
B. Relationship between Social 
Recommendation and Affective Appraisal 
Affective appraisal is an evaluation performed 
by a person based on the person's emotions, 
feelings, and reactions to something [24]. In 
social commerce, affective appraisal is related to 
experiences felt by a person, such as feelings of 
pleasure, contentment, or relaxation [17]. Social 
recommendation provides an environment for 
users to interact with others and exchange 
emotions, thereby increasing the affective 
appraisal of discussed matters. Based on this 
argument, a hypothesis that social 
recommendation positively affects the affective 
appraisal of Instagram users was proposed. 
H2: Social Recommendation positively 
affects the Affective Appraisal of Instagram 
users. 
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C. Moderation Effects of Social Feature and 
Social User  
In Instagram, each social feature can provide 
different functions, information and 
entertainment to the user. Therefore, the use of 
social features can affect users in affective and 
cognitive manners. Based on the argument, social 
feature was predicted to give moderation effect 
on the relationship between social 
recommendation, affective appraisal, and 
cognitive appraisal of Instagram user was 
proposed. 
Meanwhile, online shopping experiences are 
also easily affected by personal stories of others, 
such as family members, friends, acquaintances, 
or celebrities [6]. Based on a survey conducted 
by Social Media Link in 2014 with 24,000 
respondents, 77% of respondents felt that family 
members and close friends in social media were 
the ones who were most influencing to their 
buying decisions in social commerce. It shows 
that who gives recommendation influences the 
acceptance of recommendation. To see how type 
of users affect the acceptance of 
recommendation, this study observed how the 
social user affect the relationship between social 
recommendation and affective and cognitive 
appraisal. With that argument, the following four 
hypotheses were proposed. 
H3: Social Feature gives moderation effect on 
the relationship between Social Recommendation 
and Affective Appraisal of Instagram Users. 
H4: Social Feature gives moderation effect on 
the relationship between Social Recommendation 
and Cognitive Appraisal of Instagram Users. 
H5: Social User gives moderation effect on 
the relationship between Social Recommendation 
and Affective Appraisal of Instagram Users. 
H6: Social User gives moderation effect on 
the relationship between Social Recommendation 
and Cognitive Appraisal of Instagram Users. 
D. Relationship between Cognitive and 
Affective Appraisal with Purchase Intention 
A person's assessment of a social commerce 
site and information provided [14] can affect the 
person's intentions to shop. If a social commerce 
site is perceived as beneficial to the user, then the 
user will think that the social commerce site can 
provide a value for the user [17] which may 
increase the user's likelihood to make a purchase 
on the social commerce site [29]. It shows the 
relation of cognitive appraisal with purchase 
intention. 
In addition to the usefulness aspect, if the use 
of social commerce sites can make user feel 
happy, relaxed, or satisfied, then user will think 
that social commerce sites can provide value to 
the users [17] which then can increase the 
likelihood of a purchase on the social commerce 
site [29]. Based on those arguments, hypothesis 
that cognitive and affective appraisal positively 
influence the purchase intention of Instagram 
users is proposed. 
H7: Cognitive Appraisal positively affects 
Purchase Intention of Instagram users. 
H8: Affective Appraisal positively affects 
Purchase Intention of Instagram users. 
V. RESULT AND DISCUSSION 
A. Demographic of Respondents 
The respondents of this study were Instagram 
users in Indonesia who have purchasing 
experience in Instagram at least once. 
Respondents' data were collected from March 7, 
2018 to May 14, 2018 and resulted in 684 data. 
After going through the validation process, there 
are 658 valid data that can be used. The 
demographics of this study are presented in the 
following table. 
TABLE I.  DEMOGRAPHIC 
Demographic 
Variable 
Percent
age (%) 
Demographic 
Variable 
Percent
age (%) 
Gender 
Male 27.36 Have been 
using 
Instagr
am for 
< 6 
months 
0.76 
Female 72.64 6 – 12 months 
3.04 
Age 
(years) 
<=20 17.93 1 – 2 years 
10.64 
21-30 80.70 3 – 4 years 
43.46 
31-40 1.22 5 – 7 years 
39.06 
>40 0.15 > 7 years 
3.04 
Occupa
tion 
Student 61.55 Num of 
purchas
e made 
through 
Instagr
am 
1 - 5 62.15 
Govern
ment 
Employ
ee 
2.89 
6 – 10 
21.73 
Private 
Sector 
Employ
ee 
26.30 
11 – 15 
6.23 
Entrepre
neur 
3.34 16 – 20  2.43 
Others 5.92 > 20 7.45 
The information presented in Table I shows 
that the majority of respondents who completed 
this research questionnaire is female (72.64%). 
These results support the results of research 
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conducted by BMI Research in 2015 which 
found that the majority of online shopping 
activities are dominated by women with a 
percentage of 53% [15]. In addition to gender, 
the majority of respondents are aged between 21-
30, students, and have been using Instagram for 
more than 3 years. All respondents have 
experience in making a purchase through 
Instagram. 
B. Measurement Model 
There are three tests conducted on the 
measurement model, which are convergence 
validity test, reliability test, and discriminant 
validity test. Convergent validity test was 
performed to measure the relationship between 
the indicator and its construct [32]. According to 
Hair et al. [22], to achieve convergent validity, 
the value of the average variance extracted 
(AVE) of a variable must be greater than 0.5. 
Each variable in this study has an AVE value in 
the range of 0.789-0.989. Apart from the value of 
AVE, convergent validity can also be achieved if 
the factor loading values of each indicator is 
greater than 0.7 [21]. If there is an indicator with 
a factor loading value <0.7, then the indicator can 
be erased or set an error variance with a value of 
0.01 [30]. Each indicator in this study has a value 
in the range of factor loading 0.733-0.994. Based 
on these two results, it can be said that each 
indicator can represent its latent variable and the 
model has fulfilled convergence validity test. 
The reliability test is performed by evaluating 
the value of composite reliability (CR) and 
cronbach's alpha (CA). According to Hair et al. 
[22], CR and CA values must be greater than 0.7. 
The calculation results show CR value in the 
range 0.924-0.996 and the value of CA in the 
range 0.742-0.880. Thus, it can be said that the 
construct has a high reliability and the model has 
met the reliability test.  
The discriminant validity test is performed by 
looking at the AVE root square value which 
should be greater than the correlation coefficient 
of each variable [20]. In addition, discriminant 
validity can also be met by looking at cross-
loading of each factor. According to Hair et al. 
[21], the factor loading of each indicator must be 
greater than the factor loading of each indicator 
of another variable. The result shows that each 
AVE square root value is greater than variable 
correlation coefficient and each factor loading of 
an indicator is greater than factor loading of other 
variable indicator; thus, the model has met 
discriminant validity test. 
After validity and reliability were met, a 
goodness of fit (GOF) test was required to see the 
fitness of the model with the existing data [23]. 
The criteria used are CMIN (P), RMSEA, GFI, 
AGFI, CFI, TLI, NFI, and CMIN / df [28]. In the 
first test, the resulting value does not meet the 
cut-off of each criterion. To make the model fit, 
the model needs to be changed by adding 
covariance between variables with other 
variables, error with other errors, or variables 
with errors until the model becomes fit based on 
the largest modification indices (MI) [22]. The 
results show that almost all criteria have good fit 
values, except CMIN (P). However, although the 
CMIN (P) criterion was not fit, the overall model 
was fit because the study with a sample size more 
than 250 and observed variables less or equal 
than 12 will not produce significant CMIN (P) 
values [22]. 
C. Structural Model 
Structural model testing is done to examine 
the hypothesis. The hypothesis submission is 
done by comparing the p value with the 5% 
significance level which can be seen from 
bootstrap confidence in AMOS 21. According to 
Efron and Tibshirani [19], the hypothesis is 
accepted if the significance level p <0.05. Among 
the four hypotheses without the proposed 
moderation effects (H1, H2, H7, H8), the results 
show that the p values obtained are in the range 
0.0003-0.0011, so it can be said that the four 
hypotheses were accepted. Figure x shows the 
final research model. 
D. Multi-Group Analysis 
Multi-group analysis was conducted to 
determine the moderation effects of social 
features and social users (H3, H4, H5, H6). To 
measure the effect of moderation, SEM was 
applied to each group by looking at the 
difference in Chi-square values and the path 
coefficient [28]. Table II shows the results of 
multi-group analysis. From the table, we get the 
result that all hypothesis for moderating effect 
(H3, H4, H5, H6) were accepted. For 
relationship between social recommendation and 
affective appraisal, Instagram Comment (0.83) 
and friend (0.65) have the highest path 
coefficient. For relationship between social 
recommendation and cognitive appraisal, 
Instagram Photo / Video Post (0.64), Instagram 
Comment (0.64) and also family (0.68) have the 
highest path coefficient. 
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TABLE II.  MULTI-GROUP RESULTS 
 Social Feature Social User 
Path SR-CA SR-AA SU-CA SU-AA 
Path 
coefficient 
- Instagram 
Stories 
(0.63) 
- Instagram 
Photo/Video 
Post (0.64) 
- Instagram 
Direct 
(0.58) 
- Instagram 
Comment 
(0.64) 
- Instagram 
Stories 
(0.64) 
- Instagram 
Photo/Video 
Post (0.67) 
- Instagram 
Direct 
(0.54) 
- Instagram 
Comment 
(0.83) 
- Teman 
(0.63) 
- 
Keluarga 
(0.68) 
- 
Kenalan 
(0.66) 
- Teman 
(0.65) 
- 
Keluarga 
(0.64) 
- 
Kenalan 
(0.58) 
Chi-
square 
difference 
448.363 429.049 440.774 414.300 
Cut-off  
15.36 
(3.84 x 4 difference) 
11.52 
(3.84 x 3 difference) 
Results Accepted Accepted Accepted Accepted 
 
 
Fig. 2. Final Research Model 
E. Discussion 
This study found that social recommendation 
affects positively Affective Appraisal of 
Instagram users. Comparing with the research 
conducted by Chen et al. [17], they found that 
social recommendation does not have a 
significant effect on one's cognitive and affective 
judgments if there are two other SCC 
components, forums & communities and ratings 
& reviews. According to Chen et al. [17], the 
other two components of SCC cause the social 
recommendation’s influence on cognitive 
appraisal and affective appraisal become weaker. 
Chen et al. [17] found that if both components 
are not evaluated then social recommendation 
will have a significant effect on cognitive 
appraisal and affective appraisal, as is done in 
this study. This finding aligns with Chen et al.’s 
study [17].  
This study also found that the features and 
types of users give moderating effects in the 
relationship between social recommendation and 
cognitive & affective appraisal. This means that 
the type of features used to provide 
recommendations and the type of users who 
provide recommendations affects the level of 
acceptance of recommendations. It is not 
surprising that different features generate 
different influence since each feature has its own 
characteristics and yields difference 
entertainment and usefulness level. For example, 
in Instagram Post, people can view video which 
is rich in information and more entertaining than 
text information. Meanwhile, in Instagram Direct 
Message, there is a limitation in conveying the 
information thus it has different perceived 
usefulness and enjoyment than Instagram Post. 
Those differences influence on how user perceive 
the recommendation delivered. 
As for type of user, it is also intuitive that 
different user has different effect. For example, it 
is easier to accept recommendation from 
someone we know (e.g. family, friends) or 
someone we respected (celebrity) rather than 
someone we don’t know. This discovery 
confirms the intuition we have on user’s buying 
behavior and contribute to the theory of user 
behavior on social commerce sites. 
VI. CONCLUSIONS 
This study was conducted with aims to 
determine the influence of social features and 
social users on the acceptance of 
recommendations on online-shopping activities 
in Instagram. From the analysis, it was found that 
social feature and social user can influence the 
acceptance of recommendation. In addition, 
cognitive and affective appraisal was found 
positively affecting the purchase intention of 
Instagram users, where the affective appraisal 
factor has a greater influence. These findings 
implied that aside from its function, it is also 
quite important for social commerce to develop 
platform that is fun to use to improve affective 
appraisal which will then influence purchase 
intention. It is crucial to create social commerce 
platform with useful and entertaining features 
which enable users to communicate easily with 
each other. 
VII. LIMITATION AND FUTURE STUDIES 
The scope of this study was to analyse 
whether types of social features and social users 
affect the level of acceptance of 
recommendations. Further research can add more 
features and type of users to observe in more 
detail the most effective feature and user in 
improving acceptance of recommendations. In 
addition, the majority of respondents from this 
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study were women, students, and aged between 
21-30 years. Further research can balance the 
demographics of respondents so that it can 
improve the generalization of the results.   
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User Experience Analysis of the Users 
Babacucu.Com
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abstract— The Internet has made sharing information easier. By 
extension, it has also made sharing things easier. The problem 
is gauging the user experience of free E-commerce websites 
such as Babacucu.com to see whether people are interested to 
visit it or not. One of the elements of user experience is 
usability, and it will be measured in this research. The methods 
used to measure the usability are questionnaires and usability 
testing with the users of Babacucu.com website as subjects. The 
results of this study are the level of usability of Babacucu.com 
and recommendations on how to improve the site’s usability. 
 
Keywords— Usability, Usability Testing, User Experience, 
Human-Computer Interaction, Usability Evaluation 
 
I.  INTRODUCTION  
In this day, the internet has allowed us to share information 
quickly and seamlessly. Emails, instant messaging, social media, 
blogs, all of them to share information with friends and the 
public. The internet has also revolutionized shopping, where we 
don’t even have to leave our houses to buy things. What the 
internet has also helped is the sharing of things. That is the base 
on which Babacucu.com is founded. Babacucu.com is a free e-
commerce website, where its users can share their used things 
that usually would otherwise end up as junk. This website aims 
to foster a mentality for people to reduce their waste and instead 
give away things that would otherwise be thrown away. To help 
push this mentality as well as get the word of the website out, it 
is important to have great user experience to keep the visitors 
happy and draw in more visitors. In website development, good 
user experience is essential. User experience is essential to 
influence a user’s perspective of a product [1], so a user-friendly 
and easy to use user experience design is important to give a 
good perception to website users. With those factors in mind, an 
analysis on the site of Babacucu.com, a free e-commerce 
website, is done to see whether the site has good user experience 
or not. This research will focus on one of the factors in user 
experience, which is usability. The first question that aims to be 
answered by this research is ‘How well is the usability in the 
Babacucu.com site?’ The usability of this website is of course 
very important in determining the user’s experience while using 
the website. The second question to ask in this research is ‘What 
recommendations can be given for the improvement   in 
babacucu.com based on the usability?’ .The data collected in the 
research will help find the website’s problems and see what it 
lacks, in order to find what we could do to rectify the issues and 
make the user experience better for site visitors. The aim of this 
research is to measure how well the usability level in the 
Babacucu.com site is, based on defined usability factors. This 
research is also meant to find what recommendations can be 
given to improve the usability of Babacucu.com. Future 
development of this website, as well as other similar websites, 
will hopefully be able to benefit from this research as well. 
 
Taruna Diyapradana  
Zenius Education 
 Gajah Unit ABC Building 5 B3 Floor 
Dr. Saharjo Raya  Street No. 111 
Jakarta, 12810  
Indonesia 
Taruna_diyapradana@zeniuseducation.com 
Ahmad Nurul Fajar 
Information Systems Management Department 
 BINUS Graduate Program-Master of Information Systems 
Management, 
Bina Nusantara University  
Jakarta, Indonesia 11480 
afajar@binus.edu 
Ditdit Nugeraha Utama 
Computer Science Department 
 BINUS Graduate Program-Master of Computer Science 
Bina Nusantara University  
Jakarta, Indonesia 11480 
ditdit.utama@binus.edu 
Gunawan Wang 
Information Systems Management Department 
 BINUS Graduate Program-Master of Information Systems 
Management, 
Bina Nusantara University  
Jakarta, Indonesia 11480 
gwang@binus.edu 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
471978-1-5386-8402-3/18/$31.00 ©2018 IEEE
II. RELATED WORK 
 
User experience is what users feel before, during, and after they 
operate a service or a system. This feeling includes emotions, 
trust, preferences, cognitive impressions, and various other 
factors [2]. User experience places heavy emphasis on its users’ 
emotions, contrasting with the belief of human-computer 
interaction that traditionally believes that users must set aside 
their emotions to work effectively and rationally using a 
computer [3]. Now, emotions in computer operations is 
understood as a critical factor in activities related to the 
computer, therefore it is important to know [4].The aim of 
having good user experience is to give users a clear flow of 
interaction that does not waste their time, with the end result of 
an intuitive, valuable, and enjoyable website visit so the users 
are more likely to come back to the site [5].One of the main 
factors of a website’s success is user satisfaction [6]. Therefore, 
it is essential for websites to accommodate user needs to 
convince them to keep using the site and enjoy the services 
provided. A good user interface results in three things for its 
users [7]. Good user experience usually results in good 
businesses. Businesses such as Amazon and Air B n B became 
giants in their field because of their large investments to provide 
the easiest to use services for their clients [8].These days, most 
frequent users of the internet are more attentive and tend to 
know which links are more potentially relevant to the task they 
aim to achieve [9]. That is why a website design that has 
complete information and content is essential. The four factors 
that play a part in user experience are branding, usability, 
functionality, and content [10]. Usability itself is a sub 
discipline of user experience design. Even though user 
experience and usability were interchangeable, usability is now 
an essential part of user experience, though it does not 
constitute all of user experience [7]. Usability has a narrower 
concept than user experience, focusing on the achievement of 
tasks when using the site, while user experience takes into 
account the whole experience of a site visit, usability being one 
of them [11].Though it has strong ties to each other, user 
experience and usability are ultimately two different things. 
Usability can be measured accurately using parameters, while 
user experience is subjective and varies depending on the user 
[12]. User experience does not only include how easy a system 
is used like usability that puts emphasis on task achievement in 
a context, but also how well a system or website can entertain 
and be enjoyable aside from the conventional measures of 
satisfaction like effectiveness  and efficiency [13]. Where 
usability answers the question of ‘Can users do the task they 
wish to do?’, user experience answers the question of ‘Will 
users have a good experience using the website or product?’ 
[14]. Usability is the capability of a software or site to provide 
a user-friendly interface. The usability of a site will have a 
direct influence to its visitor’s user experience, therefore, 
usability is an important factor in website design [15]. Usability 
also means that the people who use the site can quickly 
understand the interface given and able to finish their task 
properly [16]. In designing an interactive system, usability is 
one of the main focuses [17]. International standards define 
usability as how far a product or site can be used by the user to 
achieve their goals effectively, efficiently, and with satisfaction 
in a usage context [18]. To create a system or site with good 
usability, some things must be taken into consideration, namely 
[19]: In usability, the key is to design a site that’s user-centered. 
A site with good usability is a site with intuitive design and easy 
to understand, easy and fast task completion, easy to remember, 
and has low error rates [20]. One of the problems in usability is 
the disparity between the mental model of the site’s designer 
and the users. Things that the designer find easy might be 
difficult to users [21]. Here is where ease of use for the users to 
navigate the website become important. Good usability is 
proven to increase user satisfaction [22], while a site with bad 
usability will confuse users and have detrimental effects to the 
company [23]. With these considerations, good usability must 
be a priority to businesses with large online presence. In the 
QUEM (Quantitative Usability Evaluation Model), the factors 
of usability are understandability, learnability, and operability 
[24] that are defined as follows [25] such as Understandability 
and Learnability. The sub factors of the usability factors are 
explained in the table below [24]. Usability testing is a way to 
measure the usability of a website with tests done by users. 
Most usability tests involve scenarios in which a user is asked 
to perform tasks likely to be done by regular users in using the 
site [26]. Problems found in the usability testing must be 
prioritized, and one of the ways is to categorize them based on 
the four levels of severity: Unusable, severe, moderate, and 
irritant [27].One of the ways to measure usability is to use 
questionnaires. Two examples of these questionnaires are the 
System Usability Scale (SUS) and the Computer System 
Usability Questionnaire (CSUQ). The SUS, developed by John 
Brooke, consists of ten questions with five options for 
participants ranging from ‘strongly disagree’ to ‘strongly agree’ 
[28]. SUS has some advantages, such as the ease of answering 
thanks to its small number of questions, able to be applied to a 
small sample with reliable results, and is valid and able to differ 
between a usable and unusable system [20].The CSUQ, 
designed off of a journal article by James R. Lewis [29] consists 
0f 19 questions regarding the satisfaction of system users with 
seven options ranging from ‘strongly disagree’ to ‘strongly 
agree’. Participants are also asked to write down three most 
positive and three most negative aspects of the system being 
tested. Usability evaluation also refers to how satisfied a user is 
in the process of using a product. To gather this information, 
methods are used to gather feedback from users regarding a 
website, one of them is usability testing, where both 
quantitative and qualitative data can be gained [20]. 
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
472
III. RESEARCH METHOD 
This research consists of several steps. From the problem 
statement, data is needed to answer the questions. The data will 
be gained from questionnaires and usability tests to measure the 
usability level of the Babacucu.com website. The design of the 
questionnaire and usability tests, as well as the execution of 
both testing methods will be covered in this section. This 
research uses several variables that play a part in the search of 
information and conclusion drawing. The variables of this 
research are as follows: (a). Independent variable: The user 
experience of Babacucu.com users, and (b). Dependent 
variable: The usability of the Babacucu.com site. Data for this 
research will be gathered using questionnaires. The 
questionnaire will include questions regarding the sub factors 
of usability mentioned earlier, measured using the Likert scale. 
The questionnaire will include multiple choice questions and 
one open-ended question. The questions given in the 
questionnaire will measure the following elements of usability 
and its sub factors, based on the frameworks of the SUS 
(System Usability Scale) [28] and the CSUQ (Computer 
System Usability Questionnaire) [29] (1). Understandability, 
such as the website’s visual appeal, the effectiveness of text and 
information, Consistency of visuals and contents, and the 
considerations for users’ boundaries and disabilities, (2) 
Learnability, such as the effectiveness of tutorials and guides 
provided, and the satisfaction of facilities provided to new users 
to learn how to use the site, (3). Operability such as the 
satisfaction of site navigation, whether the site is enjoyable to 
use, the completeness of the site’s contents, and User support 
for interaction. The quantitative data gathered from the 
questionnaire will be used to determine problems in every 
usability factor. The scores for each sub factor will be averaged 
to gain a score for each element. The limit of acceptability for 
the elements are 3.5, where a lower score means there are parts 
of the site that are unsatisfactory  [30].The questionnaire will 
be distributed to registered Babacucu.com users in Google 
Forms, with links given to them in routine weekly emails as part 
of the Babacucu.com mailing list. In addition to the 
questionnaire, a usability test is also performed by testing site 
users to navigate and do tasks users are expected to do in the 
daily operations of the website. The usability testing is done 
with the hallway testing method, taking respondents from the 
members of Babacucu.com and performing the tests in the 
Babacucu.com office. For the respondents unable to come to 
the office, a remote usability testing is performed. The tasks 
evaluated in the usability testing is based on the pages available 
in Babacucu.com, which include: (a). Reactions of users when 
they open the Babacucu.com site, (b). Observing how the users 
navigate the site without a guide, (c).Searching items they want 
on the Babacucu.co, site, (d). Asking and receiving free 
products, (e). Measuring time taken for each task and noting 
difficulties test participants encounter. The usability testing 
execution is doing with the usability test of Babacucu.com will 
involve fifteen respondents. Fifteen were chosen to perform the 
test because with fifteen users, 90% of usability issues can be 
found [31]. Usability test participants are Babacucu.com users 
contacted by the researcher to perform the usability test. Tests 
are done face-to-face in the Babacucu.com office or remotely 
using video call applications for participants who cannot make 
it to the office. 
 
IV. RESULTS AND DISCUSSION 
The results consists of several results that will explained 
below: 
4.1 Questionnaire Result Analysis 
First, indicators of the website’s usability are analyzed. The aim 
of this is to give a description of how the questionnaire 
participants perceive the indicators given. A descriptive 
analysis is performed by calculating the averages of each 
indicators based on the usability sub factors. All the questions 
given in the questionnaire use a Likert scale ranging from 1 
(Strongly Disagree) to 5 (Strongly Agree). The limit of 
acceptable aspect is 3.5, and if an indicator’s average falls under 
that, it means the indicator is deemed unsatisfactory by 
respondents. The variables of usability tested in the 
questionnaire consists of three elements, which are 
understandability, learnability, and operability. Results of the 
questionnaire are as follows: 
 
 
Figure 1 : Questionnaire Results for Understandability 
 
The results of the questionnaire shows that from the four 
indicators in the understandability factor, a majority of 
participants answered ‘Agree’ or ‘Strongly Agree’. The average 
of all indicators are 4.23, more than the acceptable limit of 3.5. 
The largest average is on the ‘Effectiveness of text and 
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information’ indicator with 4.27, while the smallest is on ‘Site 
design is visually appealing’ with 4.1 
 
 
Figure 2: Questionnaire Results for Learnability 
 
In the learnability factor, a majority of participants also 
answered ‘Agree’ or ‘Strongly Agree’. The average of all 
indicators are 4.29, more than the acceptable limit of 3.5. The 
largest average is on the ‘The facilities provided to learn the 
website for new users is satisfactory’ indicator with 4.30, while 
the smallest is on ‘Tutorials and guidelines are effective and 
easily accessible’ with 4.28. 
 
 
Figure 3: Questionnaire Results for Operability 
 
In the operability factor, a majority of participants answered 
‘Agree’ or ‘Strongly Agree’. The average of all indicators are 
4.23, more than the acceptable limit of 3.5. The largest average 
is on the ‘Site content is complete’ with 4.30, while the smallest 
is on ‘User interaction support is satisfactory’ with 4.17. In the 
end of the questionnaire, respondents are asked to fill in an 
open-ended question regarding whether they’d like to come 
back to Babacucu.com and why, as well as their thoughts on the 
site.  
 
Table 1: Questionnaire Open-Ended Question Results 
Answer Responses Percentage 
Yes 192  90.1% 
No 3 1.4% 
Maybe 18 8.5% 
Total 213 100% 
The ones who said they are interested to return are drawn in by 
the frequency of product giveaways, while the ones who said 
maybe cite the accessibility of these giveaways that are usually 
limited to west java and Java. Those who showed no interest in 
coming back cited the website being unfriendly to users, lack of 
giveaway information, and unresponsive customer support as 
issues. 
 
4.2. Usability Testing Analysis 
The following table describes the results of the 
usability testing done, based on the completion success of the 
tasks and the time taken to complete the test. 
 
Table 2. Usability Testing Results 
Respondent Task Time 
1 2 3 4 5 6 7 
1         09:57 
2         13:27 
3         12:16 
4         13:53 
5         09:19 
6         16:16 
7         13:33 
8         10:19 
9         13:47 
10         09:17 
11         13:28 
12         16:20 
13         13:00 
14         15:37 
15         09:52 
 
Legend: 88 Success 
   88 Success, with difficulties 
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The 15 participants of the usability testing managed to complete 
all tasks given, though some experienced difficulties along the 
way. Two participants found difficulties in task one, ‘Register 
Account’, running into difficulties filling out birthdate and 
receiving the confirmation email. One participant had 
complaints in task two, ‘Login’ because of the forget password 
feature, that returned their current password instead of giving 
the option of making a new password or generating a random 
one, running the risk of security threats. Three participants 
found difficulties in task three, ‘Search and Sort’ because of 
trouble locating the search bar. Four participants were hindered 
in task four, ‘Request Product’, running into difficulties finding 
the ‘Request’ button and the page loading that took too long. 
One participant had trouble in task five, ‘Filling out request 
prerequisites’ because of loading issues. Seven participants 
found difficulties in task six, ‘Give Product’ because they had 
difficulties finding the ‘Give’ button, not clicking the 
confirmation button on the upload page, and difficulties with 
uploading photos. Two participants had difficulties in task 
seven, ‘Give Products’ because of issues in opening the request 
notifications and long response times.  
 
4.3. Problems and Comments from Participants 
From the dimension of understandability, most participants 
think that the design of the website is already informative and 
functional. While the design is consistent, some complain that 
the design is outdated, there are several items in the interface 
that aren’t used, and the overall design is relatively boring. 
From the dimension of learnability, participants think that the 
site is easy to learn as-is, though some features are deemed 
confusing and some shortcuts are unclear. The filters used to 
arrange the order of items are also hard to understand. From the 
dimension of operability, many participants had issues with the 
website’s responsiveness, especially to those who has 
registered to the site and gave away items, receiving 
notifications. This is an issue because the notifications cannot 
be deleted and must be read one by one, and having too many 
notifications will severely impede the site’s responsiveness. 
Another complaint was about the site’s forget password policy 
where users are given their current passwords instead of either 
given the option to create a new password or given a randomly 
generated password. 
 
 
4.4. Usability Issues Classification 
From the results gathered in the usability testing and 
questionnaire, the usability problems in the Babacucu.com 
website found by test participants can be classified in four 
levels in the Rubin and Chisnell classification, ranging from 
irritants to severe issues. The classification is as follows, based 
on the severity and its related dimension:  
 
 
 
Table 3. Usability Issue Classification 
Dimension Name Description 
Irritant Understandability Aesthetic issues in the website 
design 
Learnability The search bar that is not easy 
to find 
Operability Locations of buttons thought 
to be not intuitive 
 
Moderate Learnability Sorting functions that are hard 
to understand 
Operability Response time issues in the 
site 
 
Severe Learnability Insecure forget password 
procedure 
 
Operability Severe performance issues for 
accounts that has a large 
number of notifications 
 
 
 
4.6 Recommendations for Website Usability Improvement 
From the issues found by the usability test, the following 
recommendations can be given to improve the usability of the 
website. To solve the design issue, the Babacucu.com website 
should be redesigned so it would be more modern and more 
dynamic. The position of the search bar should also be adjusted 
and made bigger to make it more eye-catching, as well as 
rearranging the other buttons to stand out more. The sorting 
function should be done to make understanding it easier and 
simpler. Site optimizing should be done to reduce the long 
response times. The issues of the forget password procedure can 
be solved by giving users who ask for their password a 
randomly generated password or to make a new password. The 
issue of severe slowdowns when a user has too many 
notifications can be alleviated by implementing a feature to 
mass delete notifications.  
 
V. CONCLUSION 
 
The conclusions able to be drawn from the research performed 
are as follows: 
1. From the three usability dimensions measured in this 
research, understandability, learnability, and operability, 
it is found that user satisfaction based on the findings of 
this research is good, despite the problems found in the 
usability testing. 
2. The measurements of the three usability dimensions 
based on the questionnaire where understandability 
gained a score of 4.23, learnability gained a score of 
4.29, and operability with a score of 4.23 showed that the 
respondents graded the website above the acceptable 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
475
limit of 3.5, which means that the usability of the website 
is good. 
3. From the data gathered, the operability factor had the 
most issues and has several problems able to be 
categorized as severe, disrupting the site’s usability. 
4. Based on the evaluation from the scores of usability 
dimensions gathered, the recommendations that can be 
given for further development of the Babacucu.com 
website are as follows: (a). Consider redesigning the 
website to adjust to the complaints such as the confusing 
interface and ineffective filter options, especially to deal 
with the issue of requesting passwords and handling of 
large numbers of notifications, (b). Give better and more 
responsive user support to user complaints to keep users 
coming back. 
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Abstract — The information system is a set tools to present 
information that has been managed well in order to make it 
easy and useful for its users. One indicator of the successful 
implementation of information system is how the end-user 
satisfaction. User satisfaction can be measured using user 
satisfaction methods. This study aims to develop a 
measurement framework to measure the user satisfaction of IT 
services. The measurement framework will be developed using 
3 (three) basic theories such as Servqual by Parasuraman, 
Webqual by Barnes and Vidgen, and Information System 
Succes Model (ISSM) by DeLone and McLean. The model will 
be applied to a case study that an IT Service called Sistem 
Informasi Terintegrasi (SISTER) of the Jember University. 
This measurements using 100 respondents are students as 
SISTER’s users and will be tested using t testing and GAP 
analysis. Based on the measurement results, the variable 
service quality has no significant influence on user satisfaction, 
and another variable is website quality has a significant 
influence on user satisfaction. Based on GAP analysis, it’s 
found that the average gap value for service quality variable is 
-1.12, website quality is -1.00, and user satisfaction is -1.00. It 
means, the service quality that represents the tangible 
components, reliability, responsiveness, assurance, and 
emphaty of SISTER’s provider according the students 
perceptions are still not good. In the future, SISTER’s provider 
need to improve the quality of measurement items of indicators 
of reliability, responsiveness, assurance, and emphaty if they 
want to increase the user satisfaction of SISTER.  
 
Keywords— measurement framework; user satisfaction; 
service quality; website quality; servqual; webqual. 
I. INTRODUCTION 
 Nowadays, information technology (IT) experienced a 
very significant development. One of the advancements is 
the presence of the internet. Internet make the people easy to 
search, exchange, and share information through various 
online media and device. According to data from Internet 
World Stats in 2017 [1], Indonesia is the country with the 
third most internet users in Asia after China and India. 
Based on these reports, in the end of 2017 recorded the 
internet users in Indonesia reached 143.260.000, where the 
population of Indonesia’s people is 266.764.980. It means, 
among 53.7% people is active to using the internet daily [1]. 
 One of the utilization of IT in education is the existence 
of information system to support academic activities at 
universities or others educational institutions. The 
information system is a set tools to present information that 
has been managed well in order to make it easy and useful 
for its users [2]. According to Doll & Torkzadeh (1988) [3], 
one indicator of the successful implementation of 
information system is how the end-user satisfaction. User 
satisfaction can be measured using user satisfaction 
methods. There are many methods that can be used to 
measure user satisfaction of an IT service such as End-User 
Computing Satisfaction (EUCS), Information System 
Success Model (ISSM) by DeLone and McLean, Servqual, 
Webqual and others.  
 Generally, service quality involves a comparison of 
expectations with performance perceived of a service [4]. 
Service quality is a measure of how well the service level 
delivered matches customer expectations. Delivering quality 
service means conforming to customer expectations on a 
consistent basis [5]. Servqual is a model of service quality 
measurement by Parasuraman (1988) which consists of 5 
(five) dimensions including: tangibles, reliability, 
responsiveness, assurance, and emphaty [6]. Servqual is 
widely used by companies to measure the customer 
satisfaction of the quality of service.  
 Webqual is a method for measuring the website quality 
developed by Barnes and Vidgen in 2000 [7]. Webqual is a 
development product of Servqual that is widely used  for 
measuring the quality of service. While, Webqual is only 
can be applied for measure the quality of a website or 
information system or application. According to Barnes and 
Vidgen (2000) [7], webqual consists 3 (three) dimensions 
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including usability, information quality, and service 
interaction.  
 According to Parasuraman (1988) [6], the quality of a 
service can be defined as an overall assessment of the 
service and generally accepted as overall customer 
satisfaction. Based on these definitions, it can be conclude 
the quality of service is an assessment of the ability of 
service provider to meet the customer expectations. If the 
customer expectations is greater than the performance of a 
service provider, it will happen to customer dissatisfaction 
[8].   
 The quality of IT services depends on the value that IT 
service brings to the business of both the IT service provider 
and its customers, but most IT service providers still do not 
measure IT services quality in detail [9][10]. Many studies 
IT service quality measurement that focus is still partial for 
example, only focus on quality of service or its providers, 
and there is also focus on measureing the quality of website 
only.  
  Based on the above research background, this study 
aims to develop a measurement framework to measure the 
user satisfaction of IT services. The measurement 
framework will be developed using 3 (three) basic theories 
such as Servqual by Parasuraman [6][11], Webqual by 
Barnes and Vidgen [7][12], and Information System Succes 
Model (ISSM) by DeLone and McLean [14]. Furthermore, 
the model will be applied to a case study that an IT Service 
called Sistem Informasi Terintegrasi (SISTER) of the 
Jember University. This measurements using 100 
respondents are students as SISTER’s users and will be 
tested using t testing and GAP analysis. The t-test was 
conducted to determine the variable or dimension that 
significantly influence on user satisfaction, while tha GAP 
analysis is used to determine the level of gap between user 
expectations and the performance perceived of IT services.   
  
II. THEORITICAL BACKGROUND 
A. Servqual 
Servqual was first designed by Parasuraaman, Zeithaml, 
and Berry (1988) to measure the service quality at the 
expectation and perceived performance, with the level of 
service quality determined as the difference score between 
the expectation and performance perceived [6][11]. The 
Servqual method consists of 5 dimensions, including [6]: 
1. Tangibles 
Tangibles dimension represents physycal fascilities, 
adequate equipment and staff ability from service 
provider. 
2. Reliability 
Reliability dimension represents service provider’s 
capabilities to provide the promised services with 
immediately, accurate, and reliable.  
3. Responsiveness 
Responsiveness dimension represents the wish of 
the staff  to help customers, and provide solutions 
with responsiveness 
4. Assurance 
Assurance dimension represents the knowledge , 
capability, and trustworthiness by the staff, free of 
the dangers or risk.  
5. Emphaty 
Emphaty dimension represents awareness and good 
communication by the staff, personalized attention, 
and understanding what the customer needs.  
B. Webqual  
 Webqual is a development of the Servqual method. This 
method is used to measure the quality of website [7]. 
Webqual has undergone changes and developments from 
Webqual 1.0 and now is Webqual 4.0 [7]  
 Webqual 1.0 consists 4 dimensions: usefulness, easy of 
use, entertainment, and interaction. Webqual 2.0 expands 
the interaction aspects by adjusting the quality of the 
service, which is divided into three dimensions: quality of 
website, quality of information and quality of service 
interaction. Webqual 3.0 improves the existing deficiencies 
in Webqual 1.0, and Webqual 2.0 by setting 3 dimensions: 
usability, information quality and quality of service 
interaction. The latest verqion, Webqual 4.0 is based on 
three areas of research: quality of information (from 
website), interaction quality and usability (from human 
computer interaction). Barnes and Vidgen (2003) defines the 
dimensions of Webqual 4.0 as follows: 
a. Usability 
Usability represents user perception of the quality 
associated with website architecture such as 
interface, ease of use and navigation. 
b. Information Quality 
Information quality represents user perception of 
the quality of the content or website information 
such as the accuracy of the information, format, 
relevance, and worth it or not information is 
displayed. 
c. Service Interaction 
Service interaction represents the ability to provide 
a sense of security when transacting, having a good 
reputation, having confidence in providing personal 
information, providing data and information 
security confidence and good comunication 
between user and website administrator or 
helpdesk.  
 
III. METHOD 
A. Conceptual Framework  
As described above, this study aims to develop a 
measurement framework to measure the level of user 
satisfaction of IT service users based on service quality 
perceived and website quality perceived. The measurement 
framework will be developed using 3 (three) basic theories 
such as Servqual by Parasuraman [6][11], Webqual by 
Barnes and Vidgen [7][12], and Information System Succes 
Model (ISSM) by DeLone and McLean [14] which will be 
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combined into a measurement framework. Measurement 
framework is illustrated as shown in figure 1. There are 
three variables in the framework are: (1) Service Quality 
(X1) and (2) website Quality (X2) as independent variable, 
and (3) User Satisfaction (Y) as Dependent Variable.  
  
 
 
Fig 1. Measurement Framework 
 
Base on the measurement framework, we identified the 
several hypotheses will be tested on this research. That 
hypotheses are: 
H1. Service quality had significantly influence on user 
satisfaction 
H2. Website quality had significantly influence on user 
satisfaction. 
 
B. Variables and The Operational Definition of Research 
The operational definition is a definition that provide 
that provides an explanation of variables in a measurable 
form [13]. Based on figure 1, variables, indicators and 
definition and the reference will be explained in table 1.  
 
Table 1. Operational Definition of Research 
Variable Indicator Definition Source 
Service 
Quality 
Tangibles Tangibles represents 
physycal fascilities, 
adequate equipment 
and staff ability from 
service provider. 
 
[6][15] 
Reliability Reliability dimension 
represents service 
provider’s capabilities 
to provide the 
promised services with 
immediately, accurate, 
and reliable.  
 
[6][15] 
Responsiveness Responsiveness 
dimension represents 
the wish of the staff  to 
help customers, and 
provide solutions with 
responsiveness 
 
[6][15] 
Assurance represents the 
knowledge , capability, 
and trustworthiness by 
the staff, free of the 
dangers or risk.  
 
[6][15] 
Emphaty represents awareness [6][15] 
and good 
communication by the 
staff, personalized 
attention, and 
understanding what the 
customer needs 
Website 
Quality 
Usability User perception of the 
quality associated with 
website architecture 
such as interface, ease 
of use and navigation. 
[7][16] 
Information 
Quality 
User perception of the 
quality of the content 
or website information 
such as the accuracy of 
the information, 
format, relevance, and 
worth it or not 
information is 
displayed. 
 
[7][16] 
Service 
Interaction 
The ability to provide a 
sense of security when 
transacting, having a 
good reputation, 
having confidence in 
providing personal 
information, providing 
data and information 
security confidence 
and good comunication 
between user and 
website administrator 
or helpdesk.  
 
[7][16] 
User 
Satisfaction 
User 
Satisfaction 
User satisfaction when 
using information 
system 
[14] 
Net Benefit Benefits perceived by 
users during using 
information system 
 
[14] 
 
C. Data Collection 
We collect data using a closed questionnaire based on 
the operational definition table that has been created. We 
used Non Probability Sampling technique for choosing the 
sample. Non Probability Sampling does not provide the 
same opportunity for each element of population to be 
selected as a sample [17]. A total of 154 students from 
Jember University which consists 15 faculties became the 
sample. Sampling is very appropriate beside representing all 
faculties, the students are also as users of SISTER (Sistem 
Informasi Terintegrasi) IT service. We distributed the 
questionnaires by visiting all faculties to meet students. The 
questionnaire uses likert scale with scale ranges as in table 
2. 
 
Table 2. Likert scale of The Questionnaire 
Value Description 
1 Very Poor 
2 Poor 
3 Good 
4 Very Good 
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D. Data Analysis Method 
 After the questionnaire data collected, then the next step 
is to analyze the data. In this study, we used linear 
regression method and GAP analysis. Linear regression is 
used to determine the dimensions or variables of IT services 
that have significant influence on user satisfaction of IT 
services. While GAP analysis is to determine the level of 
gap between user expectation to IT service with actual 
perceived. The steps of linear regression are: 
 
1. Validity and Reliability Test 
Validity and reliability testing of the instruments 
needs to ensure that the instrument used is valid 
and reliable. Validity testing used comparison of 
pearson correlation value with r table value. While 
reliability testing using the cronbach’s alpha value 
> 0.6. 
2. T Test 
T test is used to partially test the relationship 
between each independent variables to the 
dependent variable. T test is often reffered  as a 
hypothezed test, because the results of t test are 
used to answer the hypothesis has been built. An 
independent variable had significant influence on 
dependent variable if the significant (Sig.) value < 
0.05.  
 
IV. RESULTS AND DISCUSSION 
A. Sample Data 
Based on the results of data collection, 154 respondents 
were obtained. 154 respondents consisting of all faculties in 
Jember University. Faculty of Computer Science and 
Faculty of Teacher Training and education become the two 
faculty with the most respondents which is 24 students or 
16% of total sample.  
B. Linear Regression Analysis 
1. Validity and Reliability Testing 
 Validity testing using pearson correlation coefficient, 
dimana comparing the value of pearson correlation with r 
table value obtained from r table. Number of samples (N) = 
154, then degree of freedom (df) = N-2 = 152. Based on r 
table, diketahui jika df = 152, and significance level (2-
tailed) 0.05, then r table value = 0.1330. If the item pearson 
correlation’s value is greater than 0.1330 then it is valid. 
Hasil lengkap uji validitas dapat dilihat pada tabel 3.  
 
Table 3. Validity Testing Results 
Dimension Item  / 
Indicator 
Pearson-
Correlation 
Value 
r Table 
Value 
Result 
rvice Quality 
(X1) 
 
Tangible 0.691 0.1330 VALID 
Reliability 0.839 0.1330 VALID 
Responsiveness 0.841 0.1330 VALID 
Assurance 0.722 0.1330 VALID 
Emphaty 0.799 0.1330 VALID 
bsite Quality Usability 0.752 0.1330 VALID 
(X2) 
 
Information 
Quality 
0.839 0.1330 VALID 
Service 
Interaction 
0.807 0.1330 VALID 
User Satisfaction 
(Y) 
User 
Satisfaction 
0.876 0.1330 VALID 
Net Benefits 0.845 0.1330 VALID 
 
Reliability testing aims to test whether the question items 
in instruments have been reliable and feasible to be a 
mesauring tool. A variable to be reliable if the cronbach’s 
alpha value > 0.6. Reliability test results for all three 
variables are described in table 4.  
 
Table 4. Reliability Testing Results 
Dimension Cronbach 
Alpha’s Value 
Result 
Service Quality (X1) 0.798 RELIABLE 
Website Quality (X2) 0.826 RELIABLE 
User Satisfaction (Y) 0.872 RELIABLE 
 
2. T Test  
 T test is used to measure the influence of independent 
variables partially to the dependent variable. According to 
Sugiyono (2015) [17], terms of an independent variable 
significantly affects to the dependent variable when: 
1. T value > t table value or significant value (Sig.) < 
0.05, then the variable had significant influence on 
the dependent variable. 
2. T value < t table value or significant value (Sig.) > 
0.05, then the variable had no significant influence 
on the dependent variable. 
 
Table 5. T Test Results  
Dimension t value t Table 
(df = N-3 
= 151) 
α = 0.05 
Sig. Result Hypothezed 
Result 
Service 
Quality (X1) 
0.615 1.655 .539 Significant Rejected 
Website 
Quality (X2) 
8.655 1.655 .000 Significant Accepted 
 
 Based on t test results on table 5, we know that from 2 
variables tested, only one variable is Website Quality (X2) 
had a significant influence on user satisfaction. It can be 
seen from t value of X2 > t table value, and Sig value of X2 
< 0.05. It means, based on students perceived as IT service 
user, they assume that the website quality factor is very 
influential on their satisfaction when using SISTER. When 
the Jember University as SISTER’s provider improve 
website quality of SISTER consisting usability, information 
quality, and service interaction it also increases user 
satisfaction. Otherwise, if the quality of SISTER’s website 
has decreased, the level of user satisfaction also decreased. 
Based on table 5, then from the two hypotheses tested only 
hypotheses 2 (H2) is accepted, and hypotheses 1 (H1) is 
rejected.  
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C. GAP Analysis   
GAP analysis to calculate the gap value between 
expectations and perceived about the overall quality of 
SISTER. Expectations value is obtained from the maximum 
value of the measurement instrument, where the maximum 
value is 4. Perceived value is obtained from the average 
value of respondents perceptions of each indicator. Gap 
calculations are performed on each variable. The results of 
GAP analysis can be seen in table 6.  
 
Table 6. GAP Analysis Results 
Dimension Indicator 
 
Value 
GAP 
Perceived Expectations 
Service 
Quality 
Tangible 3.03 4 -0.97 
Reliability 2.90 4 -1.10 
Responsiveness 2.79 4 -1.21 
Assurance 2.92 4 -1.08 
Emphaty 2.75 4 -1.25 
Service Quality 
(Mean) 
2.88 4 -1.12 
Website 
Quality 
Usability 3.04 4 -0.96 
Information 
Quality 
3.00 4 -1.00 
Service 
Interaction 
2.97 4 -1.03 
Website 
Quality (Mean) 
3.00 4 -1.00 
User 
Satisfaction 
User 
Satisfaction 
2.91 4 -1.09 
Net Benefits 3.08 4 -0.92 
User 
Satisfaction 
(Mean) 
3.00 4 -1.00 
 
 
Based on the results of GAP analysis above, the gap 
value of service quality dimension is -1.12. It means, the 
average student perception of SISTER service quality is 
about 2.88 of 4. A GAP analysis results are said to good if 
the gap value is not more than -1. Thus, based on this 
results, it can be concluded that the average students has a 
poor perception on the service quality of SISTER. From the 
5 (five) service quality indicators, onlye one indicator that 
good judgement is tangible where gap value is less than -1. 
In the future, SISTER’s provider need to improve the 
quality of measurement items of indicators of reliability, 
responsiveness, assurance, and emphaty if they want to 
increase the user satisfaction of SISTER.  
For the website quality dimension, the gap value is -1.00. 
It means, that the average students has perceptions of the 
website quality of SISTER around 3.00. Thus, we can 
concluded that the average students has a good perception 
about the website quality of SISTER. From the 3 (three) 
website quality indicators, all indicators have average GAP 
is -1.00. It means, currently the user perception on the 
website quality of SISTER is good enough. But, in the 
future needs to be improved to be able to reduce the gap 
value even to 0, where the expectations and perceptions of 
the quality of website is equal.  
For the user satisfaction dimension, the average gap 
value is -1.00. It means that the average students has 
perceptions of satisfaction of SISTER is around 3.00. Thus, 
based on GAP analysis, it can be concluded that the average 
students was satisfied overall against SISTER’s service.  
 
V. CONCLUSION 
 This study resulted in a measurement framework to 
measure the level of user satisfaction of an IT services by 
taking a case study is SISTER service of Jember University. 
The measurement framework developed consists of three 
dimensions: (1) Service Quality refers to the Servqual 
method, (2) Website Quality refers to the Webqual method, 
aand (3) User Satisfaction refers to the Information System 
Success Model (ISSM) by DeLone and McLean.  
That framework is implemented to measure the user 
satisfaction of SISTER’s users. Based on that framework, 
then proposed 2 hypotheses for this study. Hypotheses 1 is 
Service quality had significantly influence on user 
satisfaction, hypotheses 2 is Website quality had 
significantly influence on user satisfaction. Based on the 
measurement results, the variable service quality has no 
significant influence on user satisfaction, so hypotheses 1 
was rejected. Another variable is website quality has a 
significant influence on user satisfaction, so hypotheses 2 
was accepted. 
In addition, this study is also calculates gap to determine 
the quality of SISTER based on comparison of user’s 
perception and user’s expectations. Based on GAP analysis, 
it’s found that the average gap value for service quality 
variable is -1.12, website quality is -1.00, and user 
satisfaction is -1.00. It means, the service quality that 
represents the tangible components, reliability, 
responsiveness, assurance, and emphaty of SISTER’s 
provider according the students perceptions are still not 
good. In the future, SISTER’s provider need to improve the 
quality of measurement items of indicators of reliability, 
responsiveness, assurance, and emphaty if they want to 
increase the user satisfaction of SISTER.  
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Abstract— A massive technological development requires the 
company to make strategic changes to compete to survive. In order 
for companies to survive we need a competitive business advantage 
to increase Performance Excellence. Similarly, for the PT. Visi 
Media Asia with its business unit in the field of television, tvOne. In 
determining and implementing a strategy to compete need to do some 
analysis. The analytical tool that used in this thesis is IE matrix, 
SWOT, and QSPM analysis. The internal factor analysis produce the 
main strength of this company is the company products are loved by 
people with a score of 0,61. While the company has a major 
weakness, namely the distribution of technology products is left 
behind with a score of 0,63. The Merger of internal factors on the 
company generated an average score of 2,90. External factor analysis 
(EFAS) generate major opportunities that can be utilized by the 
company is the development of technology of rapid product 
distribution with a score of 0,72. While the company's main threat 
gained from research that people are beginning to switch to digital 
media than conventional television viewing with a score of 0,63. 
Merging these two external factors in PT. Visi Media Asia result the 
average score of 3,12. Based on the SWOT matrix, produced five 
strategies that can be done by PT. Visi Media Asia on the TV 
business, tvOne. QSPM processing results is produce the most 
interesting strategies to be used as a competitive strategy by 
companies that make technological breakthroughs that can bridging 
between digital and analog media with TAS value of 7,07. 
Keywords— Competitive Strategy, Marketing Strategy, IE 
Matrix, SWOT, QSPM, Second Screen.   
I.  INTRODUCTION 
Television is a medium of information and one way 
telecomunication since its commercialized in 1920s. 
Television broadcasting radio waves translated from 54-890 
MHz in the form of moving pictures and sound. In line with 
the times, beginning in the 1980s television can translate 
digital wave that a wave through the intermediary of 
electricity supplied by the device such as VCD, DVD, Blu-
Ray, etc. Starting in the 2000s a lot of television broadcasting 
using digital signals by subscribing to a particular provider. 
Since this era of digitalization in 2010, the television 
did not want to miss time, television manufacturers are 
competing to make smart tv which the audience can interact 
with the television (hardware) respectively. Application of the 
operating system on the television is a smart step manufacturer 
that television can interact with users, ranging from surfing the 
Internet, reading gesture user's body, to record the spectacle, 
take photos, play games, and integrated with other devices 
such as mobile phones, watches, computers, or smart 
television other. 
But unfortunately, smart television is still not smart 
enough because it still provides one-way communication, even 
when connected to the internet, it is because TV broadcasters 
do not support it. And because of the facilities to make two-
way communication is not enaugh. 
Some ways that have been implemented such as a 
quiz show that using a phone line to communicate with the 
audience, it is still considered insufficient because only a few 
viewers who can be contacted, then start in the 2000s, there 
was an audition of music where the jury is the audience itself 
by vote the contestants through SMS to the organizers. It is 
preferred by audience because it can distribute their 
aspirations to the organizer. Then developed further by 
making the official account on social media where the 
audience can communicate as if speaking to a broadcaster, in 
this way until the time of this thesis, it is very popular. 
The development of Internet increasingly attracts the 
attention of Indonesian people, especially teenagers, they are 
very close to the device / gadget. As online survey ever 
undertaken by the Culture Crowd DNA Experts in Indonesia 
in 2014. A survey of 11,000 students and adolescents aged 13-
24 years among the 13 markets find it surprising. In these 
findings, very significant Indonesian teenagers consume more 
digital media than other teens in the world. As a result, 69% 
said they would prefer to ignore the TV than their mobile 
phone, compared with the global average at 60%. In fact, 
when they're watching TV, 81% said they always or often 
using mobile devices when the television is on, compared with 
a global average of 79%. 
Furthermore, the Indonesian people in general spend 
181 minutes per day using mobile phones. It is longer than 
watching TV that only about 132 minutes. In addition, 53% of 
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respondents said they use their phones to pass the time during 
commercials are being aired on TV and 40% use mobile 
phones to stay connected on social media such as Facebook, 
Path, Twitter, etc. that are not related to what is on TV. 
With the second screen technology is expected to screen 
more interactive spectators to what is being watched and get 
more information on shows that they are watched, such as 
watching the previous episode, find out next episode trailers, 
get behind the scenes information, and so forth. Advertisers 
are also not hesitate to offer their products because it can 
target the product information right on target. 
II. LITERATURE REVIEW 
Competitive strategy is about being different. This is 
a deliberate choosing different positions and organize 
activities that allow you to give a unique value. According to 
F Rangkuti (2004, p.3), the strategy is a means to an end, 
while according to Hamel and Prahalad (1995, p.4). Stratgi is 
the action that is incremental (increasing) and continuous and 
is based on the standpoint of what is expected by the pelanggal 
future. According to Richard L Daft (2010, p.249) explicitly 
defines strategy is an action plan that explains about the 
allocation of resources as well as a variety of activities to deal 
with the environment, gain a competitive advantage and 
achieve corporate objectives. 
Competitive advantage is what distinguishes one 
company from another company and give hallmark for the 
company to meet the needs of the consumer market. 
Television is a broadcast catcher tool display, in the form of 
audio-visual and video broadcasting it in broadcasting. The 
term comes from the Greek tele (distant) and vision (see), so it 
literally means "look away", because the viewer is away from 
the TV studio. (Ilham Z 2010: 255). 
Meanwhile, according to Adi Badjuri (2010: 39) 
Television is a media viewing audience once media (audio-
visual), which is where people are not just looking at a picture 
televised, but at the same time hear and digest the narrative of 
the picture. Based on the description above, it can be 
concluded that television is one of the electronic mass media 
to broadcast its broadcast in the form of images or video as 
well as voice function is to provide information and 
entertainment to a broad audience. 
 
 
Fig 1. Second Screen App. when used in watching football 
broadcast 
 
In the second oxford dictionary screen is a device used while 
watching television, especially for accessing additional 
content. Second Screen is the second electronic device used by 
users to connect into the main screen. The second screen is 
often used is a smartphone or a tablet, where the special 
supplementary application allows users to berintreraksi the 
main screen. Second screen can also be called the Companion 
screen 
III. METHOD 
Research on Competitive Analysis Business Strategy 
at PT Visi Media Asia if the terms of his approach can be 
classified as qualitative research. Qualitative research is 
research that has been limited research goals, but with 
limitations were revealed as much data about the target of the 
study (Bungin, 2001: 29). According to their explanations 
level, this research categorized as a descriptive study. 
According to Marzuki (2001: 8) states that descriptive 
research is research done by describing the state of the object 
or problem and is not intended to take or draw conclusions 
that are generally applicable. There are six steps required to 
develop this matrix in QSPM Analysis, they are: 
 
Step 1: Registering a key factor of the strength or weakness of 
internal and external opportunities or threats in the left column 
of the matrix. Step 2: Give weight to any external and internal 
factors. Thickness same as those used in the matrix IFAS and 
EFAS. Step 3: Checking the second phase (mapping) and 
identify alternative strategies that can be considered the 
company to be implemented. Step 4: Setting a value that 
indicates the appeal of the relative attractiveness of each 
alternative strategy in a particular cell. Rated appeal are: 1 = 
not attractive, 2 = somewhat attractive, 3 = quite interesting, 4 
= very interesting. Step 5: Calculate the total value of the 
appeal by multiplying the weight to the value of the appeal. 
Step 6: Calculating the amount of the total value of the appeal, 
this amount reveals a strategy which is most interesting in any 
strategy. The higher the value, the more shows the strategy is 
attractive and vice versa. 
 
Second Screen Strategy: The strategy centers on the 
use of smartphones owned by television viewers to expand the 
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reach of the content of television services so that providers can 
interact in real time to the audience. Some application on some 
tv shows, such as: a.Sport Event, b.Drama, c. Game Show, d. 
Citizen Journalism and e. General Program. 
 
IV. RESULTS AND DISCUSSION 
Based on the results of questionnaires that have been 
filled by the VIVA can be seen that there are some internal 
factors are the weaknesses and strengths as well as external 
factors are the opportunities and threats in the VIVA group, 
especially on the business unit tvOne (Table 1). 
 
 
 
Table 1. Company’s SWOT Mapping 
Internal Factors External Factors 
STRENGTHS 
• It has a workforce with a 
good level of education 
• Having advanced 
technology 
• Products favored people 
• Experience in television 
media business is quite 
mature 
OPPORTUNITIES 
• Having lots of partner 
companies 
• The development of rapid 
content distribution 
technology 
• Public needs against news 
higher. 
WEAKNESSES 
• Too many employee 
• The geographical location 
of the manufacturer of less 
productive workers 
• Distribution technology 
left behind 
• Lack of exclusive product 
THREATS 
• Increased competition 
similar businesses. 
• Government regulations 
uncooperative. 
• People are starting to switch 
to digital media than 
watching television. 
 
IFAS (Internal Factors Analysis Summary) matrix, this 
matrix is based on the identification of the company's internal 
environmental conditions such as the strengths and 
weaknesses that are owned by Viva. 
EFAS (External Factors Analysis Summary) Matrix is 
used to determine how much influence from external factors 
facing the company. EFAS matrix is based on the 
identification of the external environment such as the 
opportunities and threats facing the company. 
SWOT matrix are concrete steps that should be 
performed by the company based on the development of IE 
matrix. Various alternative strategies can be formulated based 
on the model of SWOT matrix analysis. The main strategies 
that can be advised there are four kinds, namely: strategy SO, 
ST, WO and WT. This analysis uses data have been obtained 
from the matrix of IFAS and EFAS before. 
QSPM analysis is the stage of the analysis determining 
the most competitive strategies of alternatives to the current 
strategy (Table 2). To simplify the selection of respondents 
made the strategy of the 10 strategies that have defined the 
SWOT matrix will be narrowed down to five options 
strategies: 1.Empowers partner companies in order to increase 
the activity or can be absorb labor. 2.Improve and expand 
product distribution by leveraging existing technology and 
partner relations firm. 3.Creating a technological breakthrough 
that bridges between the digital and analog media. 4. 
Incollaboration with government agencies to produce 
exclusive content. 5.Empowers partner companies to help 
improve content distribution technology. 
 
 
 
 
 
Tabel 2. Strategy Ordered by QSPM Analysis 
Rank Strategy TAS 
1 
Creating a technological 
breakthrough that bridges 
between the digital and analog 
media. 
7.07 
2 
Improve and expand product 
distribution by leveraging 
existing technology and 
partner relations firm. 
7.03 
3 
Empowers partner companies 
to help improve content 
distribution technology. 
6.78 
4 
In collaboration with 
government agencies to 
produce exclusive content. 
4.59 
5 
Empowers partner companies 
in order to increase the activity 
or can be absorb labor. 
3.97 
 
Based on the results of discussions between the 
management of PT. Visi Media Asia in cooperation with the 
vendor PT. XYZ in realizing its strategy, then the application 
is built tvOne Connect. This application will be a second 
screen when the audience is or is not watching the tvOne 
program. 
Based on Table 2, the average yield was 0.541 
communalities. This value is further multiplied by R2 and 
rooted. Calculation shows that the value of 0,493 GoF more 
than 0.36 so that the GoF categorized as large, suggesting that 
the model is very good (has a high ability) in explaining the 
empirical data. 
 
The following are the features that are provided 
tvOne Connect: 
a.Quiz 
This feature allows the viewer tvOne to answer quiz 
on current events. Each time answering the quiz correctly, 
then the audience will get a reward in the form of points. 
Quizzes may include multiple choice questions, and stuffing. 
b.Poll 
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This feature allows tvOne to get the audience to give a voice 
to answer audience questions. Every spectator who answered 
or to vote will get a reward in the form of points. 
c.Survey 
This feature allows tvOne to provide the questions in 
accordance with the contents of ongoing events to get 
reciprocal (feedback) from the audience. This feature may be a 
reference to research firm to further improve its quality. Every 
spectator who answers the survey will receive rewards in the 
form of points. 
d.Live Streaming 
This feature allows the viewer to watch tvOne 
without using a television device, simply by using the app, 
viewers can enjoy live broadcasts tvOne. And backed by a live 
chat feature that allows spectators tvOne at the time that can 
communicate with each other. 
 
e.Video on demand 
This feature is a video storage of events tvOne who 
have been or who are not broadcast OnAir. tvOne connect 
users can utilize this feature to watch back an interesting event 
or when the user wants to find an event not to be missed on 
television. 
 
The performances of Second Screen App Prototypes 
are shown as Fig 2. Splash Screen, Fig 3. Main Screen, Fig 4. 
Video on demand list screen tvOne Connect, Fig 5. Video on 
Demand Screen tvOne Connect, Fig 6. Quiz Screen tvOne 
Connect, and Fig 7. Login and Register Screen tvOne 
Connect. 
 
     
Fig 2. Splash Screen Fig 3. Main Screen  
 
 
 
 
Fig 4. Video on demand list 
screen tvOne Connect 
Fig 5. Video on Demand 
Screen tvOne Connect 
 
  
Fig 6. Quiz Screen tvOne 
Connect 
Fig 7. Login and Register 
Screen tvOne Connect 
 
 
V. CONCLUSIONS 
1. The results of the analysis of internal and external 
matrix (matrix IE) showed that the position of tvOne business 
unit at PT.VISI Media Asia is in cell 2, namely Growth and 
Build strategy. This result is determined based on the average 
score of 2.90 on a matrix IFAS and EFAS of 3.12. 
2. QSPM analysis results showed that the most 
competitive strategies to do PT. Visi Media Asia is making a 
technological breakthrough that bridges between the digital 
and analog media with the total value amounting to 7.07 
Attractiveness Score. 
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3. Based on the strategy with the greatest TAS value, 
then the implementation of the second screen technology can 
be used as a bridge between the analog digital media. 
4. Implementation Of Second Screen Technology using 
Quantitative Strategic Planning Matrix Analysis can be 
utilised. 
 
 
 
REFERENCES 
 
[1] Awais, M., & Samin, T. (2012). Advanced SWOT Analysis of E-
Commerce. International Journal of Computer Science Issues, 569-574. 
Retrieved from http://ijcsi.org/papers/IJCSI-9-2-2-569-574.pdf  
[2] Budiman, T., Suroso, J.S. (2017) Optimizing IT Infrastructure by 
Virtualization Approach. IOP Conference Series: Materials Science and 
Engineering, Volume 190, Issue 1, 19 April 2017, Article number 
012012. ISSN: 17578981. DOI: 10.1088/1757-899X/190/1/012012.  
[3] Denzin, N.K., & Lincoln, Y.S.(2011). Introduction: Entering the field 
qualitative research. In Handbook of Qualitative Research (pp. 1-17)  
[4] Jung, S.C. (2014). The analysis of strategic management of samsung 
electronics company through the generic value chain model. 
International Journal of Software Engineering and Its Applications, 
8(12), 133–142. 
[5] Kothari, C., Kumar, R., & Uusitalo, O.(2014). Research Methodology. 
New Age International.  
[6] Oreski, D. (2012). Strategy development by using SWOT -AHP. TEM 
Journal, 1(4). 
[7] Porter, M. E. (1980). Competitive strategy: Techniques for analyzing 
industries and companies. New York. Porter, M. E. (1996). What is 
strategy? Harvard Business Review, 74(6), 61–78. 
https://doi.org/10.1098/rspb.2008.0355. 
[8] Suroso, J.S. (2016). Cyber Security for Website of Technology Policy 
Laboratory. Lecture Notes in Electrical Engineering, Volume 365, 2016, 
Pages 521-528. ISSN: 18761100. ISBN: 978-981287986-8. DOI: 
10.1007/978-981-287-988-2_58. 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
487
Investment Analysis of Smart Connected Motorbike 
in Machine to Machine Application in Indonesia 
 
Jarot S. Suroso 
Information Systems Management Department, BINUS 
Graduate Program-Master of Information Systems 
Management, Bina Nusantara University, Jakarta, Indonesia 
11480 
jsembodo@binus.edu 
Eva Nurul Jamilah  
Information Systems Management Department, BINUS 
Graduate Program-Master of Information Systems 
Management, Bina Nusantara University, Jakarta, Indonesia 
11480 
eva.jamiel@gmail.com
 
 
Abstract— At present the cellular operator is faced with difficult 
conditions, where the customer growth rate is at its peak. In terms of 
income, there was also a decline in growth because legacy services 
(voice & SMS) tended to decline due to threats from OTT. Therefore, 
a strategy is needed to survive this condition, one of which is to look 
at the digital market. The digital service business development 
strategy is carried out to be able to increase the company's revenue 
through the implementation of Machine to Machine (M2M) services 
given the promising potential and support of the digital ecosystem. 
But in reality, the implementation of digital services has not been 
able to have a significant impact on the company's revenue growth so 
that a new strategy is needed with a service innovation. This study 
aims to model M2M digital services into the Smart Connected 
Motorbike (SCM) service, as well as analyze the service delivery 
business model in the PT. XYZ so that it is expected to become a new 
source of income for cellular operators of PT. XYZ. Furthermore, 
this research will do investment analysis in machine to machine 
application. Moreover, this research also indicated that this 
implementation is also feasible to increase the company's earnings. 
Keywords— Smart Connected Motorbike, Machine To Machine 
Application, Investment Analysis, Revenue 
I.  INTRODUCTION 
The global telecommunications industry is currently faced 
with challenges where the penetration rate of the number of 
connections for fixed networks has decreased and even tends to 
be stagnant compared to the penetration rate of the number of 
connections from mobile networks, especially when 
comparisons between developed countries and developing 
countries are due for the construction of a fixed network 
requires considerable investment costs. This makes the 
development of mobile networks more of a better choice or 
alternative related to the required costs and faster time-to-
market as shown in Figure 1. In addition, up to June 2014 
almost 80% of the world's population has been able to access 
the 2G mobile network [1]. 
 
Fig. 1. Penetration of Fixed & Mobile Networks Against 
Population 
This situation also occurred in Indonesia where mobile 
network penetration grew from 18.76% in 2004 and increased 
by almost 63% in 2009 which then reached a penetration rate 
of 91.72% in 2010 or equal to the number of customers of 220 
million subscribers. However, even though the penetration of 
mobile networks can still grow, the most recent problem faced 
by almost all cellular operators is the fact that there is a 
decrease in the growth of the number of customers due to the 
cellular market that has entered the maturity stage or saturation 
according to the cycle shown in Figure 2. where Indonesia will 
reach 130% penetration in 2015 with a total of 330 million 
connections. 
 
Fig. 2. Mobile Network Penetration Trends reach the 
Saturation Stage 
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One of the services included in a digital solution 
developed by PT. XYZ which has the potential of a rapidly 
growing business is machine-to-machine (M2M) service 
technology or also called non-human services. M2M services 
are services that connect between one device and another 
device which is usually an application, to exchange 
information bidirectional and automatically or without human 
involvement (or with human involvement but very limited) 
through communication networks so that information from 
these devices can be utilized by users for the purposes of 
subsequent business processes, such as for performance and 
operational efficiency, obtaining equipment statistics, and so 
on. This research will do investment analysis in machine to 
machine application. Moreover, this research also indicated 
that this implementation is also feasible to increase the 
company's earnings 
II. LITERATURE REVIEW 
 
Figure 3 illustrates simply the wireless M2M service 
system that is formed by 3 main domains, namely the device 
(device) along with the sensor module and modem, network 
(network) that provides connectivity and transmits data, and 
applications (applications) that process and display data and 
information 
 
Fig. 3. M2M Service Configuration 
 
 Whereas according to the GSMA in explains that IoT 
is the coordination of several machines, devices or devices 
connected to the internet network through various network 
systems. These devices include items that are used daily such 
as smartphones, tablets and electronic equipment, as well as 
other machinery such as vehicles, monitors and sensors that 
are equipped with M2M communication to enable the 
equipment to send and receive data. In other words, M2M is 
an integral part of the IoT concept. 
From this explanation, the M2M cellular that uses a 
SIM card is one of the technologies that support the IoT 
concept as shown in Figure 4. below. 
 
Fig. 4. M2M Position in IoT Coverage 
 
III. METHOD 
At present the telecommunications industry is 
experiencing a period of stagnation, where the growth in the 
number of customers has decreased due to the cellular market 
that has entered the stage of maturity or saturation. Cellular 
operators globally experienced a downward trend in revenue 
from legacy businesses such as voice services and SMS (short 
messaging service), one of the biggest causes of this was the 
rapid development of OTT (over the top) messaging 
application services. 
As a result of the dynamic changes in the 
telecommunications business that presents new challenges, the 
operators of cellular operators are developing several 
strategies to obtain new sources of income, including the 
operators of PT. XYZ is by developing innovations in digital 
services by providing several Value Added Service (VAS) 
services that rely on existing data services and legacy services. 
Therefore PT. XYZ must make different service 
innovations, integrated by looking at the needs and the market 
conditions and the technology trends going forward. 
In this study, the authors propose a business model for 
digital services by utilizing M2M technology, namely the 
Smart Connected Motorbike (SCM) service. This research will 
use the scientific method approach (scientific method) with 
the conclusion taking process carried out by deductive method 
(deductive method) based on the results of the analysis of the 
business model and the economic feasibility analysis of SCM 
services. The pattern of research conducted is explanatory and 
predictive (Figure 5). 
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Fig. 5.Framework In The Research 
 
3.1. M2M Services System Configuration 
 
To access the features of M2M services for operational 
purposes, corporate customers and cellular operators can 
access the platform through desktop web applications (Fig. 6). 
 
 
 
Fig. 6. M2M Platform Configuration System 
 
 
3.2. Smart Connected Motorbike Service Concept 
 
 In accordance with the concept of a smart product, 
a product consists of mechanical and electrical parts, can be 
transformed into smart connected products (smart connected 
products) when combined with several other components such 
as sensors, microprocessors, data storage media , software 
applications and connectivity, so that it becomes a very 
complex system. Apart from that, the concept of smart 
connected products must have at least 4 (four) new functions 
or capabilities, namely monitoring, controlling, optimization 
and independence. 
 Wireless connection capabilities are be able to 
exchange information between the product and the 
environment or other systems. 
 
3.3. System Architecture of Smart Connected Motorbike 
Service 
 
This system architecture will enable SCM devices make 
communication with SCM server and vice versa. In the figure 
7 is the architecture model for this service: 
 
 
Fig. 7. M2M Service Network Architecture 
 
3.4. Business Services M2M 
 
 The concept of platform M2M Device Connectivity 
Platform (DCP) in general which is used to support M2M 
services is shown in Figure 8. With this platform, the service 
provider can provide additional services to customers M2M 
form of several features that may help management of M2M 
services in addition to providing connectivity services and 
SIM card. 
 
Fig. 8. Configuration Service M2M by M2M Platform DCP. 
 
IV. RESULTS AND DISCUSSION 
4.1   Digital Service 
There are four (4) digital services become a pillar and 
developed  today to boost the growth of digital ecosystems in 
Indonesia, namely: 
1. Digital Lifestyle, which offers several products 
concerning the personal segment such as the World 
Games (mobile game), Payment Gateway Games, Social 
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Media Package (social media), media portals, 
LangitMusik (digital music) and Moovigo (video service 
portal). 
2. Digital Payment & Banking, which offers mobile-based 
financial services such as mobile banking and mobile e-
money. 
3. Digital Advertising, which offers some services targeting 
corporate customers or SME (small medium enterprise) as 
LBA (Location Based Advertising), Bulk SMS, SMS 
Targeted, banners on internet content, Digital Signage and 
Vending Machine, which is a medium for promoting 
goods or services to prospective customers 
4. M2M Business, which offers connectivity services to 
corporate customers for system management Machine-to-
Machine (M2M) which runs in the customer's business. 
 
4.2  The concept of Smart Connected Services Motorbike 
(SCM) 
 
Figure 9. is a simple concept of SCM products use 
motorcycles that have been installed with the device SCM 
then connect to the GPS and cellular networks and processed 
by SCM server, so users can easily take advantage of this 
service. 
 
Fig. 9. The concept of Smart Connected Services Motorbike 
 
4.3   Data Estimated Investment Cost (CAPEX) 
Data estimated investment cost for the 
implementation of service delivery Smart Connected 
Motorbike (SCM) needs to know to determine the economic 
feasibility of the investment made. The investment costs 
incurred associated with the implementation of SCM services 
system is shown in Table 1 below. 
Table 1 –Estimation Data CAPEX Smart Connected 
Motorbike 
CAPEX (USD)  (Rupiah) 
Device Enabler     
           2G Device 20   
           3G Device 30   
           Gyroscope Sensor 5   
           Fuel Pump Connector 2   
Development Cost     
          Application Customization 
Android   
375,660,000 
          Application Customization 
iOS   561,000,000 
          Application Customization 
Web Server   619,240,000 
          Application Sofware 
License   104,100,000 
          Professional Services   340,000,000 
Hosting Data Center & Server     
Setup Virtual Machine (VM) 
Server 2,000,000 
 
4.4   Estimated Data Operating Cost (OPEX) 
 Estimates Data of operational costs (OPEX) on the 
implementation of SCM services issued regularly shown in 
Table 2 below. 
 
Table 2 – Data Estimated Operating Cost (OPEX)Smart 
Connected Motorbike 
OPEX  (Rupiah) 
Hosting Data Center & Server   
           Maintenance VM Server 48,000,000 
           VM Application Server 129,400,000 
           VM Data Center 185,320,000 
Marketing Fee   
          Above the line promotion 93,600,000 
          Below the line promotion 39,000,000 
 
Marketing costs are the costs that used to support 
pemasaranan of SCM services such as promotion Above The 
Line (ATL) and Below The Line (BTL). Promotion Above 
The Line (ATL) is the activity of marketing / promotion is 
usually done by a central management using top-line media in 
an attempt to form the desired brand image, for example: 
advertising on television with different versions. ATL nature 
of the media 'indirect' is about the audience, because it is 
limited to the reception audience. While the sale Below The 
Line (Media Line Down) is any marketing or promotional 
activities conducted at the level of retail / consumer with one 
of its objectives is to embrace the consumer to be interested in 
these products, for example: bonus program/gifts, events, 
coaching consumers and so on other. 
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4.5   Implementation Model 
M2M ecosystem services consist of various 
businesses, where every business person play at least one 
business role, could be more. In 2012 the ITU-T (International 
Telecommunication Union - Telecommunication) recommend 
the business model for the application of M2M / IOT (ITU-T, 
2012). Here's M2M business ecosystem recommended ITU-T 
as shown in Figure 10. 
 
Fig. 10. Bussiness Ecosystem M2M 
 
Here are five (5) business model recommendations issued by 
ITU-T, as seen in Figure 11. 
 
 
Fig. 11. Bussiness Ecosystem M2M. 
V. CONCLUSIONS 
Based on the analysis that has been done above, we make 
a conclusion as follow: 
1. This study has explained about Investment Analysis of 
Smart Connected Motorbike in Machine to Machine 
Application in Indonesia, which obtained data that the 
investment in smart connected motorbike application is 
very good to be done in Indonesia. this is because the 
growth of motorbikes is very rapid along with the growth 
of the existing population. 
2. Analysis of the business model of this service can also 
continue to be improved by providing services in the form 
of added value so as to facilitate motorcycle users in 
Indonesia to improve security aspects. 
3. The organizer can provide subsidies to the selling price of 
SCM devices so that it is expected for both individual and 
corporate users. 
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Abstract—The paper discusses the resource portal of the 
Borneo’s Biodiversity Information System (BBIS) from the 
point of view of the characteristics of efficiency and reliability 
performance. Data collection methods and tools use the 
observation approach that simulates 100 simultaneous users, 
logging every 10 seconds between random clicks on the URL 
site. Efficiency testing results based on 27 recommendations 
from Page-Speed instruments and 19 recommendation 
parameters from YS-low, obtained average scores on grade A. 
However, there were still 6 parameters related to system 
resource issues with score is grade F. Reliability test results 
referring to Jacob Nelson's equation approaches and Standard 
TELCORDIA reference. The result shows that the value of R = 
0.988967 or the percentage of the reliability value is 98.89% 
and r = 0.011 or the error rate is 1.1%. The user threshold test 
results are found when the number increases to 500 users. The 
success of efficiency testing parameters significantly affects the 
percentage of performance reliability. 
Keywords—biodiversity, performance, efficiency, reliability. 
I. INTRODUCTION 
Biological diversity (biodiversity) can be translated as all 
living things on earth, including all plant species, animals 
and microbes. The species within biodiversity relate to each 
other and need other to grow or bloom form a living system 
[1]. 
Indonesia as an archipelagic country has 13,466 islands, 
scattered along the tropical equatorial line [2]. One of the 
largest islands is Borneo known as Kalimantan for the 
Indonesian territory with high rainfall and humidity, 
geological events, and geography, Indonesia has many rare 
plants and species and endemic species that can live and 
maturate. 
The greatest challenge in biodiversity management is to 
maintain a balance between sustainability (ecological) and 
sustainable benefits (economic). This challenge is not easy to 
deal with. This is because most of the biodiversity is a cross-
border administrative resource and is managed by various 
parties/sectors. There is considerable pressure from 
utilization forest and forest products beyond their carrying 
capacity. Biodiversity is now diminishing on an alarming 
scale. Species by species disappear faster than the discovery 
of new species, and also the potential value of the creature 
for the future just disappears [3],[4], [5]. 
Regard this, it requires follow-up in the form of data 
handling and monitoring activities so that the sustainability 
of the biodiversity of the plant can be maintained for its 
sustainability, then developed a biodiversity information 
system of plants in the rain forest of Kalimantan-Borneo in 
an effort to integrate the data that has been collected from 
various sources. 
The Borneo Biodiversity Information System (BBIS) that 
has been built [5], [6], is an open source information system 
of Borneo island information management systems. The 
modules developed in BBIS have been able to accommodate 
all data management and information on biodiversity of 
plants in the rain forest of Kalimantan, from front desk 
process to back office (transaction & interaction enabler). 
According to Riaz Ahamed's research [7],” Software 
testing is a critical element of software quality assurance 
and represents the ultimate review of specification, design 
and coding.  Software testing is the process of testing the 
functionality and correctness of software by running it.  
Software testing is usually performed for one of two 
reasons:  defect detection, and reliability estimation” [7]. 
Further explains that, the problem of applying software 
testing to defect detection is that software can only suggest 
the presence of flaws, not their absence (unless the testing is 
exhaustive) [7]. The problem of applying software testing to 
reliability estimation is that the input distribution used for 
selecting test cases may be flawed. The key to software 
testing is trying to find the modes of failure - something that 
requires exhaustively testing the code on all possible inputs 
[7]. 
One of the software quality benchmarks is ISO 9126 [8], 
created by the International Organization for 
Standardization (ISO) [9] and International Electro-
technical Commission (IEC). ISO 9126 defines the quality 
of software products, models, quality characteristics, and 
related metrics used to evaluate and define the quality of a 
software product. The ISO 9126 standard has been 
developed in an attempt to identify key quality attributes for 
computer software. Quality factors according to ISO 9126 
include Six Quality Characteristics, the model itself is 
characteristics functionality, reliability, usability, efficiency, 
maintainability, and portability [10], [11], [12]. 
This paper will discuss the performance evaluation of a 
BBIS that focuses on the efficiency and reliability 
characteristics in software capabilities to maintain certain 
performance levels, when used under certain conditions, and 
the efficiency in software capabilities to deliver performance 
as appropriate and relative to the amount of resources used at 
the time conditions. 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
493978-1-5386-8402-3/18/$31.00 ©2018 IEEE
II. BACKGROUND AND RELATED WORK 
A. Borneo Biodiversity Information System 
The development of plant biodiversity information 
systems in the Borneo island rainforest has been discussed 
and developed by various approaches and methods, 
research that has been discussed about; development of 
plant database management system that discusses plant 
name taxonomy referring to International Code of Botanical 
Nomenclature (ICBN) [13], Ethnobotany database: 
Exploring diversity medicinal plants of Dayak tribe Borneo 
[14]. Biodiversity information system: Tropical rainforest 
Borneo and traditional knowledge ethnic of Dayak [15]. 
Borneo biodiversity in [5], the paper about is Exploring 
endemic tree species and wood characteristics. The author 
has also discussed in [6] about the implementation of the six 
concepts of association owned by Eloquent ORM (i.e. One 
to One, One to Many, Many to Many, Many Through Many, 
Polymorphic Relation, and Many to Many Polymorphic 
Relation) [6]. 
B. Network Performance Testing 
According to [16], performance tests are used to test 
each part of the webserver or the web application to 
discover how best to optimize them for increased web 
traffic, this is done by testing various implementations of 
single web pages to check what version of the code is the 
fastest. This type of test is run without requesting page 
images in order to concentrate the testing on the code-script 
and itself [16]. 
The server performance issues and availability of existing 
networks in the Borneo area, we have also analyzed and 
discussed them in previous research, among others; the paper 
[17], the study was conducted using a mobile device and 
implemented in seven districts and four points in every 
district in the city of SAMARINDA, East Borneo. 
Measurements using the standard quality of TIPHON with 
some parameters such as end-to-end delay, jitter, packet loss 
probability and throughput [17]. The paper [18] about the 
broadband quality of service experience measuring mobile 
networks from consumer perceived, this paper provides an 
overview of the quality of service experience from the 
viewpoint of the customer's perceived of mobile broadband 
services.  
The user perceptions of mobile internet services 
performance in Borneo on the [19], the study tries to assess 
the Quality of Service (QOS) for mobile internet services in 
the ways assessment involves identifying user perception to 
assess consumer experience of the mobile internet services. 
The information from the survey pertains to the awareness 
levels among consumers regarding their data plans overall 
satisfaction, Indonesia Telecommunication Regulatory 
Authority (BRTI) and its regulations on QOS [19]. The 
network performance measurement related to the content of 
the application has been discussed in the paper [20], this 
paper discussion of performance rate for implementation of 
mobile learning in network. And the paper [21] about Mobile 
learning: Visualizing contents media of data structures 
course in mobile networks [21]. 
III. METHODOLOGY 
A. Data Collection Methods and Tools  
The data collection method used is the observation 
technique, which performs the measurement and direct test 
of the field using a measuring instrument to test the 
performance capabilities of BBIS applications that have 
been developed. The performance characteristic and data 
collection tool used as follows: 
B. Testing for Characteristic Efficiency 
This test uses the GT-Metrix [22], measuring tool 
developed by GT.net, a Canadian company, which aims to 
help customer hosting to see website performance, is one 
tool to check website speed. This tool uses a combination of 
Google Page-Speed Insights and YS-low to generate value 
and recommendations. 
The basic parameter used is the document size, http 
request. So as to obtain a predetermined Grade from the 
measuring instrument. After getting score from test result 
then calculated percentage with formula of percentage and 
interpretation according to recommendation of Yahoo 
Developer Network [23] shown in TABLE I. 
TABLE I.  DATA ANALYSIS OF GRADE EFFICIENCY TESTING  [23] 
Score Grade 
A 90 <= S <= 100 
B 80 <= S < 90 
C 70 <= S < 80 
D 60 <= S < 70 
E 50 <= S < 60 
F 0 <= S < 50 
23source: http://yslow.org/ruleset-matrix/ 
C. Testing for Characteristic Reliability 
This test uses the Webserver Stress Tool developed by 
Paessler AG [24]. Webserver Stress Tool simulates the 
HTTP requests generated by hundreds or even thousands of 
simultaneous users, we can test web server performance 
under normal and excessive loads to ensure that critical 
information and services are available at speeds end-users 
expect [24], [25]. 
The parameters used are failed session, failed pages, and 
failed hits. The “equation (1)” for calculating the reliability 
values according to the Nelson [23] model is as follows: 
 
 
(1) 
 
Where:   R = Reliability 
 n = Number of workload units 
 f = Total number of failures 
 r  = The failure rate 
IV. TESTING AND ANALYSIS 
Borneo's Biodiversity Information System (BBIS) was 
developed using the PHP Framework LARAVEL, which 
has a Model View Controller design pattern, and Eloquent 
Object Relational Mapping that can store biodiversity data 
of plants with the application of six relationship concepts. 
Implementation of development result Borneo’s 
Biodiversity information system online can be accessed site 
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URL: http://borneodiversity.org/, the BBIS main menu view 
can be seen in “Fig. 1”. 
 
Fig. 1. Webpage of borneodiversity.org 
To date, BBIS has stored 233 records of Medicinal Plants, 
1482 records of Tree species, 86 records of Wood species 
and characteristics, 80 records of Bamboo species. 
A. Analysis of Efficiency Testing  
Based on the analysis and calculation of efficiency testing 
of website:borneodiversity.org using GT-Metrix tool, then 
the Grade and score as shown in TABLE II for 
recommendation of Page-Speed and TABLE III for 
recommendation of YS-low. 
TABLE II.  PERFORMANCE SCORE OF PAGESPEED PARAMETERS [22] 
Recommendation Grade/Score Type 
Serve scaled images F (0) images 
Optimize images F (0) images 
Leverage browser caching F (0) server 
Minify JavaScript E (52) JS 
Avoid bad requests A (92) content 
Defer parsing of JavaScript A (94) JS 
Minify CSS A (98) CSS 
Minify HTML A (98) content 
Specify a character set early A (99) content 
Specify image dimensions A (99) images 
Specify a Vary: Accept-Encoding header B (88) server 
Avoid landing page redirects A (100) server 
Enable GZIP compression A (100) server 
Enable Keep-Alive A (100) server 
Inline small CSS A (100) CSS 
Inline small JavaScript A (100) JS 
Minimize redirects A (100) content 
Minimize request size A (100) content 
Optimize the order of styles and scripts A (100) CSS/JS 
Put CSS in the document head A (100) CSS 
Serve resources from a consistent URL A (100) content 
Specify a cache validator A (100) server 
Combine images using CSS sprites A (100) images 
Avoid CSS @import A (100) CSS 
Prefer asynchronous resources A (100) JS 
Avoid a character set in the meta tag A (100) content 
Remove query strings from static resources A (100) content 
 
Based on the analysis and performance test results for 
Page-Speed presented in TABLE II, the average percentage 
range of 92-100% (grade A) is available, there are 3 
recommendation metrics that are still 0 with grade F (Serve 
scaled images, optimize images, and Leverage browser 
caching), and for Minify JavaScript metrics obtained 52% 
value (grade E). So it can be said that the software has a 
very high efficiency value, from the score obtained then the 
quality of the software developed from the side of the 
measurement Page-Speed efficiency mostly get "grade A" if 
adjusted to the rules recommended [23]. 
TABLE III.  PERFORMANCE SCORE OF YSLOW PARAMETERS [23] 
Recommendation Grade/Score Type 
Add Expires headers F (0) server 
Use a Content Delivery Network (CDN) F (0) server 
Make fewer HTTP requests D (60) content 
Use cookie-free domains F (0) cookie 
Minify JavaScript and CSS C (70) CSS/JS 
Avoid HTTP 404 (Not Found) error A (95) content 
Reduce DNS lookups A (95) content 
Compress components with GZIP A (100) server 
Avoid URL redirects A (100) content 
Make AJAX cacheable A (100) JS 
Remove duplicate JavaScript and CSS A (100) CSS/JS 
Avoid Alpha-Image-Loader filter A (100) CSS 
Reduce the number of DOM elements A (100) content 
Use GET for AJAX requests A (100) JS 
Avoid CSS expressions A (100) CSS 
Reduce cookie size A (100) cookie 
Make favicon small and cacheable A (100) images 
Configure entity tags (ETAGS) A (100) Server 
Make JavaScript and CSS external (n/a) CSS/JS 
 
Based on the analysis performance results for YSlow 
presented in TABLE III generally obtained average 
percentage range 95-100% (grade A). There are 3 
recommendations that are still worth 0 with grade F that is 
add expires headers, use a CDN and use cookie-free 
domains, and minify JAVASCRIPT and CSS are 70% 
(grade C) and Make fewer HTTP requests are 60% (grade 
D). So it can be said that the software has an average value 
for testing High category YSlow.  
From the score obtained, the software quality developed 
from the efficiency measurement side (Page-Speed and YS-
low) generally get "Grade A", it is stated that the 
performance analysis of Borneo Biodiversity information 
system inefficiency characteristics has passed the testing. 
 
Fig. 2. Response-time load webpage of borneodiversity.org 
The Response-time limits to keep the user's attention can 
wait for the load of the web page is 10s [26]. Whereas 
according to [27] the best load time a website page is less 
than 3 second, for an acceptable load time of less than 10s. 
The Graph of the response-time measurement shown in 
“Fig. 2”, obtained the average time load of about 4.04s (on-
load: 3.76s) with the number of requests of 55 and with the 
data of 8.6 MB. Based on the data, the time load can be 
stated to be "accepted" by referring to recommendations J 
Nielsen [26] for an acceptable time load of fewer than 10s. 
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B. Analysis of Reliability Testing  
Reliability testing is done using Webserver Stress Tool 
version 8.0.0.1010 Enterprise Edition (Freeware), with test 
scenario following [16], as: 
• Test Type: CLICKS (run test until 10 clicks per 
user), the test is finished when each user has initiated 
the given number of clicks. Clicks tests to test 
specific URL sequences, on this test URL: 
http://borneodiversity.org/ 
• User Simulation: 100 simultaneous users – 10s 
between clicks (Random) 
• Logging Period: Log every 10s 
• URL Sequencing: Users select URL for each click 
randomly 
• Browser Simulation: HTTP Request Timeout: 120s 
• System: Windows 8/2012 V6.2 (Build 9200), CPU 
Proc. Lev. 686 (Rev. 19971) at 2400 MHz, 
• Memory: 445 MB available RAM of 4182 MB total 
physical RAM, 2852 MB available Page-file. 
Based on testing the performance of the URL that has 
been done. The graphs of click time and errors per (URL) in 
“Fig. 3”, and click time, Hits/s, users / s (all URLs) are 
shown in “Fig. 4”. 
 
Fig. 3. Click time and errors per (URL) 
 
 
Fig. 4. Click time, hts/s, users/s (all URLs) 
Furthermore, the resulting measurement value as 
presented in TABLE IV. 
TABLE IV.  WEBPAGE PERFORMANCE RESULTS PER URL WITH 100 
SIMULTANEOUS USERS 
Page (URL) Clicks Errors Errors (%) 
Time 
Spent 
(ms) 
Avg. Click 
Time (ms) 
Homepage 196 1 0,51 1.067.967 5.477 
Medicinal 
Plant 
220 4 1,82 980.660 4.540 
Tree 200 4 2,00 923.998 4.714 
Wood 204 1 0,49 665.737 3.279 
Bamboo 177 1 0,56 689.501 3.918 
Sum  997 11 1,1 865.572 4.385 
 
TABLE IV presents the data of simulation result of web 
page performance with predefined user number, obtained by 
measurement value of 997 successful clicks with 11 errors, 
Avg. click times with value between 3.279ms – 5.477ms 
and Time spent with value between 665.737ms – 
1.067.967ms, mean value from Avg. click times is 4,385ms 
and the mean value of Time spent is 865,572ms. 
Calculation of reliability value can be obtained by 
“equation (1)”, as follows: 
 
 
 
The result shows that the value of R = 0.988967 or the 
percentage of reliability value is 98.89% and r = 0.011 or 
the error rate is 1.1%.  
According to TELCORDIA standard that has been 
discussed by A Asthana and Jack O [28], software reliability 
success is 95% or 0.95, so based on the benchmark, and 
from the value of R obtained then testing Reliability of 
Borneo's Biodiversity Information System can be stated 
"accepted" according to TELCORDIA standards. 
Additional testing is done to determine the level of ability 
and threshold of the user on the system, conducted 
simulation testing by raising the value on the number of 
users. and the threshold test results are found when the 
number of users is 500. The test results are presented in 
TABLE V. 
TABLE V.  WEBPAGE PERFORMANCE RESULTS PER URL WITH 500 
SIMULTANEOUS USERS 
Page (URL) Clicks Errors Errors (%) 
Time 
Spent (ms) 
Avg. Click 
Time (ms) 
Homepage 958 955 99,69 8.841 2.947 
Medicinal 968 965 99,69 9.724 3.241 
Tree 1.018 1.014 99,61 15.602 3.901 
Wood 1.026 1.020 99,42 18.589 3.098 
Bamboo 1.026 1.023 99,71 9.996 3.332 
Sum  4996 4977 99,624 12.550 3.303 
 
Reliability value calculation results for 500 users, in 
TABLE V, the percentage of error rate of 99.624%. Avg. 
click time of 3.303ms. 
C. Evaluation of Efficiency & Reliability Testing 
Borneo’s Biodiversity Information System performance 
analysis from testing of efficiency characteristics 
(recommendation of Page-Speed and YSlow) which relate to 
the ability of the software to provide appropriate 
performance to the number of resources used in certain 
circumstances still need to be repaired. Such as serve scaled 
and optimize images, make fewer HTTP requests and use 
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cookie-domain, minify JavaScript/CSS, use a content 
delivery network (CDN), and leverage browser caching. 
Aspects of reliability characteristics, software capability 
of the BBIS to maintain its performance when used under 
certain conditions, by simulating testing on the number of 
users and click on webpage - URLs randomly. Reliability 
analysis results show that the software capability of BBIS 
with 100 user simulation is the highest limit of system 
capability to the number of user resources, it is highly 
influenced by the aspect of efficiency characteristics with 
very low parameter scores, for example on Serve scaled 
images and optimize images that require high time on-load 
V. CONCLUSION 
Borneo’s Biodiversity information systems are one of the 
enterprise-scale systems that represent open-source plant-
based taxonomy data, developed by the research team in a 
follow-up effort to manage the digital inventory of 
biodiversity data contained in the Rainforest of Borneo 
Island in terms of its monitoring can be preserved 
sustainability. The system has a large data content, with 
diverse types and characteristics of plants, of course, will 
affect system performance functionality in terms of data 
accessibility, use of resources, level of efficiency and 
reliability issues. 
The amount of data capacity, writing long and repeatable 
script code, will have a direct impact on the request, Add 
Expires headers, and Use cookie-free domains will create 
long system load time and limited number of users in 
accessible data. The efficiency aspect must be properly 
addressed. Inefficient resource use can cause software 
performance to be sluggish. 
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Abstract—The papers discuss and evaluate the quality of 
student academic portal using ISO / IEC 9126 quality modeling 
approach. Quality factors are tested and analyzed are 
characteristics of Usability, Reliability, Efficiency, and 
Portability, this evaluation is very important, considering the 
number of users of the portal system so much and growing. 
One of the efforts to improve and optimize the performance of 
the academic Information System Management team. Evaluate 
the quality of the user perception approach 10 principles of 
usability heuristics and internal site performance testing or 
web server. The results of analysis and testing of 4 quality 
characteristics have issued several recommendations for 
improvement and optimization of the performance of student 
academic portals. 
Keywords—ISO/IEC 9126, performance, heuristics, website. 
I. INTRODUCTION 
Software quality can be assessed through certain 
measures and methods, as well as through software tests. The 
various definitions of software quality depend on which 
user's point of view defines and views according to their 
individual needs. According to Crosby [1] defines quality or 
quality as "conformance to requirements". As long as one 
can argue about the difference between needs, wants and 
desires, the definition of quality must take into account the 
perspective of the user.  
The key question for a quality definition is who the 
wearer is, what matters to them and how does his priority 
about what method is built, wrapped to support a product. To 
answer that question, we must recognize the hierarchy of 
software quality. First, a software product must provide the 
same function and type of time when the user needs it. 
Second, the product must be running. If the product has a 
defect then the product is, of course, no consistency of 
eligibility. The users will not use it by ignoring the attributes 
that accompany it. This does not mean that disability is 
always the main priority in rejecting a product but it will be 
very important in seeing whether or not it is appropriate. 
If the minimum defect rate has not been reached, then 
there is nothing to consider. Beyond the threshold of quality, 
however, something related to the consideration and 
assessment of the defects of a software product as well as its 
usefulness, suitability, ability, and others depends on the user 
looking at and evaluating it including its application and the 
accompanying software environment [2]. 
One of the software quality benchmarks is ISO 9126, 
created by the International Organization for Standardization 
(ISO) and the International Electro-technical Commission 
(IEC) [3], [4]. ISO 9126 defines the quality of software 
products, models, quality characteristics, and related metrics 
used to evaluate and determine the quality of a software 
product [3], [4]. The ISO 9126 standard has been developed 
in an effort to identify key attributes of quality for computer 
software. Quality factors according to ISO 9126 include six 
quality characteristics, i.e. Functionality, Reliability, 
Usability, Efficiency, Maintenance, and Portability. 
Comparison of the quality models of McCall, Boehm, 
Dromey, FURPS, BBN, Star, and ISO 9126 according to [5], 
the results show that the ISO / IEC 9126 quality model is 
stated to be more complete and useful. Two main reasons are 
found in the literature. First, Behkamal [5] states the ISO 
9126 model looks more complete than other models and free 
of other shortcomings. Secondly, Al-Qutaish [6] states that 
the ISO 9126 quality model is built on international 
approval. 
Website utilization as an online data and information 
management software has been generated different points of 
view from the user group (user). To optimize the quality of 
the website, it is necessary to evaluate the needs of software 
quality. Website quality evaluation is important to ascertain 
whether the website has met the needs, expectations and end-
user goals. 
This paper will discuss and evaluate the quality of one of 
the student academic portals using the ISO 9126 quality 
model approach, Quality factors according to ISO 9126 to be 
discussed and analyzed are quality characteristics, i.e. 
Usability, Reliability, Efficiency, and Portability, this 
evaluation is very important, considering the number of users 
of the system is so many and growing, one of the efforts to 
improve and optimize the performance of academic 
management. Evaluation of student academic portals will be 
analyzed with approaches from user perceptions and portal 
system applications. 
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II. RESEARCH METHODOLOGY 
A. Data Collection Methods 
Data collection methods in this paper using: 
• Questionnaires, provides a set of questions or written 
statement to the respondent to be answered. 
Respondents are students, as many as 120 students as 
samples will provide a scaled assessment of the 
student academic portal. The result of the 
questionnaire will be an assessment for evaluation. 
• Observation, conduct testing using a website or web 
server performance measurement tool to determine 
the behavior of student academic portals. The tool 
used is GT-Metrix to test the quality of efficiency and 
Web Server Stress tools to measure the quality of 
reliability. 
B. Variables 
The variables that will be used in this paper are 
independent variables. These variables are explained based 
on the characteristics of the ISO 9126 model with the 10 
Heuristic method approach, shown in TABLE I. Variables 
for testing portal applications using recommendation 
parameters from Google Page-Speed and YS-low Yahoo. 
TABLE I.  10 USABILITY HEURISTICS VARIABLE 
Usability 
Heuristics 
Variable 
Criteria Indicators Question Number 
Visibility of 
system status 
 
Consistency of view and content 1 
Information Clarity and Status 1 
Feedback System 2 
Match between 
the system and 
the real world 
User Habits Using the System 3 
Color Selection 3 
Use of Words and Languages 4 
User control and 
freedom 
Ease of Use 6 
Usage Controls 6 
Operation Cancellation 5 
Consistency and 
standards 
Standard Format Design 7 
Standard Formats of Numbers and 
Alphabets 7 
Color Usage Standards  7 
Consistency of Content and 
Navigation 9 
Navigation Format Standards 8 
Error prevention 
Avoiding Error Messages 13 
Use of Keys and Navigation 12 
System Response to Users 12 
Help users 
recognize, 
diagnose, and 
recover from 
errors 
Error Information  
Use of Instructions 11 
Recognition 
rather than recall 
Object Clarity and Layout 14 
Ease In Getting Directions 14 
Application of Color In System 14 
Flexibility and 
efficiency of use 
Error Message Display 10 
Freedom of Action User Against the 
System 15 
Availability of Functions 16 
Aesthetic and 
minimalist design 
Display Information is Simple and 
Easy to Understand 18 
Use of Objects and Icons 17 
Menu Order Specifications 18 
Help and 
documentation 
Use of instructions on the system 20 
System Navigation Support 19 
Ease of Getting Information 20 
C. Instrument Testing 
Testing instruments in the questionnaire uses validity and 
reliability tests. Testing the validity of data using Pearson 
product moment correlation coefficient [7], [8]. According to 
[9] a question is said to be valid and can measure the 
research variables in question if the validity coefficient is 
more than or equal to 0.3 to simplify the process of 
calculating the correlation coefficient, then, Reliability test, 
this research using Alpha reliability coefficient [10]. 
Internal reliability testing using to test the consistency of 
an answer. SPSS provides facility facilities to measure 
reliability with Cronbach's alpha test statistics. It’s suggested 
that reliability estimates in the range 0.7-.0.8 are good 
enough in basic research. After testing the validity and 
reliability, the t test item questionnaire will be examined, this 
test is done to see how big influence between each item refer 
to [11].  
D. Measurement Scale 
Assessment criteria for instruments use a Likert scale 
[10] giving 5 answer choices. Likert-rating criteria can be 
seen in Table II. 
TABLE II.  THE WEIGHT ANSWER QUESTIONNAIRE RESPONDENTS 
Answer Value 
Problems at all 0 
a little problem that doesn't need to be fixed 1 
Small problems whose improvements are low priority 2 
Problems that must be fixed and become a high priority 3 
Very Important To Fix 4 
 
E. Testing for Characteristic Efficiency 
This test uses the GT-Metrix [12], measuring tool 
developed by GT.net, this tool uses a combination of 
Google Page-Speed Insights and YS-low to generate value 
and recommendations. 
The basic parameter used is the document size, http 
request, so as to obtain a predetermined Grade from the 
measuring instrument. After getting score from test result 
then calculated percentage with formula of percentage and 
interpretation according to recommendation of Yahoo 
Developer Network [13] shown in TABLE III. 
TABLE III.  DATA ANALYSIS OF GRADE EFFICIENCY TESTING 
Score Grade 
A 90 <= S <= 100 
B 80 <= S < 90 
C 70 <= S < 80 
D 60 <= S < 70 
E 50 <= S < 60 
F 0 <= S < 50 
 
F. Testing for Characteristic Reliability 
This test uses the Webserver Stress Tool developed by 
PAESSLER AG [14]. The tool simulates the HTTP requests 
generated by hundreds or even thousands of simultaneous 
users, we can test web server performance under normal and 
excessive loads to ensure that critical information and 
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services are available at speeds end-users expect [14]. 
The parameters used are failed session, failed pages, and 
failed hits. The “equation (1)” for calculating the reliability 
values according to the Nelson model [15]. Reliability 
aspects are tested using the help of the Webserver Stress 
Tool. Based on the results of the test, you will get successful 
access data and failed access. The data is then converted 
into a percentage form. The percentage results are then 
compared to the TELCORDIA standard. According to 
TELCORDIA standards, 95% or more of the tests planned 
for the system must be successful [16]. 
III. TESTING AND ANALYSIS RESULTS 
A. Analysis of Usability Test 
Based on the validity and reliability test of the 
questionnaire that has been disseminated on 120 respondents, 
The results of the data show that from 20 questionnaire items 
have a validity coefficient greater than the critical r that is 
0.3, so it can be concluded that 20 other instrument items 
stated otherwise valid, which means the items used in the 
questionnaire to measure the indicator can represent the 
theory and able measure what should be measured, so that it 
can be included in the next analysis. 
The results of reliability test presented on TABLE IV, it 
is known that the variable usability heuristic approach, all 
items in the questionnaire indicator is reliable because the 
value of reliability coefficient greater than 0.70 that is 0.928 
which means usability variable heuristic or reliable approach. 
TABLE IV.  RELIABILITY STATISTICS 
Reliability Statistics 
Cronbach's 
Alpha 
Cronbach's Alpha Based 
on Standardized Items N of Items 
.893 .898 20 
 
According to [11], for hypothesis testing the average of 
one party either the right or left-handed test, if the value of σ 
2 is unknown then use the student t-test statistic, with the 
result for each item of each usability indicator.  
The result of calculation with alpha (α) = 0.05 and 
degrees of freedom (DB) n-1 = 120-1 = 119 obtained the 
table of 1.65776 with the acceptance test criteria H0 if t-
count ≤ -table (5%, 119), reject H0 in terms of other. If the 
value of t-count <-table (5%, 119) = -1.65776, then Ho is 
rejected means there is no problem on the Student Portal 
Student item, whereas if t-count> -t-Table (5%, 16) = 
1.65776, then Ho accepted which means there are problem 
on student academic portal item. After 20 items were tested 
using t-test, out of 20 items, there was no problem in student 
academic portal. 
Once known items that have problems then stage next is 
to determine the level problems. To determine level of the 
problem, carried out the assessment level of evaluation 
problem heuristics based on scores maximum of each answer 
weight. The division of the category level interval the 
problems are presented in TABLE V. 
 
TABLE V.  INTERVAL CATEGORY LEVEL HEURISTIC EVALUATION 
PROBLEMS 
Interval Category 
Level of Problems 
lower limit upper limit 
96 Problems at all 
97 192 a little problem that doesn't need to be fixed 
193 288 Small problems whose improvements are low priority 
289 384 Problems that must be fixed and become a high priority 
385 480 Very important to fix 
 
Based on TABLE V, it can provide an assessment of the 
category of heuristic evaluation problem level on the results 
of hypothesis research through one sample t-student test,  
obtained some items on each reusability that there are 
problems that need to follow-up improvements in the Student 
Academic Portal. Each item that problem is calculated the 
value of the score per item then score value compared to 
TABLE V, then obtained the assessment of heuristic 
problems based on the scores of each indicator. 
TABLE VI.  ASSESSMENT OF LEVELS OF HEURISTIC EVALUATION 
PROBLEMS 
Item Score Category 
20. There is a reminder aid for 
commands, through online 
references on student academic 
portals or others 
220 Small Problems that fixes are low priority 
 5. Users may cancel operations or 
processes that are running on the 
student academic portal 
205 Small Problems that fixes are low priority 
13. The student academic portal 
system prevents users from making 
mistakes and will remind them if 
they make a serious mistake 
200 Small Problems that fixes are low priority 
18. All the icons on the student 
academic portal are different 
conceptually and visually 
196 Small Problems that fixes are low priority 
 
Based on TABLE VI, the reusability of the student 
academic portal is actually not much of a problem that needs 
to be upgraded. However, there are 4 items that have minor 
problems that the improvement is a low priority so there is a 
need for improvement recommendations although having 
low priority. 
TABLE VII.  REKOMENDASI SISTEM 
Item Recommendation 
20. There is a reminder aid for 
commands, through online 
references on student academic 
portals or others 
There is a need for guidance on the 
use of student academic portal 
system to facilitate students in using 
portal both in terms of function and 
need of usage. 
 5. Users may cancel operations 
or processes that are running on 
the student academic portal 
Require optimization in the warning 
or option if the user wants to cancel 
the operation or running processes 
like back or Exit button. 
13. The student academic portal 
prevents users from making 
mistakes and will remind them 
if they make serious mistakes 
There is a need for a notice on the 
system, if students access the portal 
system, a warning when doing 
something on the system. 
18. All the icons on the student 
academic portal are different 
conceptually and visually 
The use of Icons in the academic 
portal becomes one of the 
recommendations for student 
academic portal can be more easily 
understood and also not too 
monotonous. 
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Based on the findings of the problems in TABLE VI, the 
recommendation of improvement of academic portal system 
of students on TABLE VII, presents recommendations that 
can be used as future reference for the category of problems 
that the improvement is low. 
B. Analysis of Reliability Test Results 
The result of reliability test using Webserver Stress Tool 
with simulation: 
Test Type: CLICKS (run test until 10 clicks per user), 
User Simulation: 500 simultaneous users - 10 seconds 
between clicks (Random). The Webpage measurement 
results (per URL) can be seen on TABLE VIII. 
TABLE VIII.  RESULTS PER URL 
Name 
URL Clicks Errors 
Errors 
[%] 
Time 
Spent 
[ms] 
Avg. 
Click 
Time 
[ms] 
Index 140 0 0 520.259 3.716 
KHS 155 0 0 547.101 3.530 
KRS 137 0 0 415.952 3.036 
Curriculum 179 0 0 461.560 2.579 
Lecturer 
Evaluation 136 0 0 363.822 2.675 
 Sum 747     461.739 3.107 
 
 
TABLE VIII presents the data of simulation result of web 
page performance with predefined user number, obtained by 
measurement value of 747 successful clicks with 0 errors, 
Avg. click times with value 3.107ms and Time spent with 
value 461.739ms. Calculation of reliability value according 
to equation [15]. The result shows that the value of R = 1 or 
the percentage of reliability value is 100% and r = 0.0 or the 
error rate is 0%.  
According to TELCORDIA standard that has been 
discussed by A Asthana and Jack O [16], software reliability 
success is 95% or 0.95, so based on the benchmark, and from 
the value of R obtained then testing Reliability of Student 
Academic Portal can be stated "accepted" according to 
TELCORDIA standards. 
Furthermore, the graph of open requests Transferred data 
and system memory, CPU load can be seen in "Fig. 1”. 
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Fig. 1. Requests, Transferred data and system memory, CPU load 
Additional testing is done to determine the level of ability 
and threshold of the user on the system, conducted 
simulation testing by raising the value on the number of 
users. and the threshold test results are found when the 
number of users is 1000. Reliability value calculation results 
for 1000 users, the percentage of error rate of 99.218%. 
Avg. click time of 3.624ms 
C. Analysis of Efficiency Test Results  
Based on the analysis and calculation of efficiency 
testing of portal:sia-dev.unmul.ac.id using GT-Metrix tool. 
The grade and score as shown in “Fig. 2” for the 
performance of Page-Speed score D (66%) and YS-slow 
score  D(67%). 
 
Fig. 2. Performance report of academic student portal 
In detail, the performance of the Page-Speed test results 
is presented in "Fig. 3", and for the details of the YS-low test 
results are presented in "Fig. 4". 
 
Fig. 3. Recommendation and grade of pagespeed results 
The performance of the Page-Speed test results on “Fig. 
3”, there are recommendations of Enable GZIP compression 
in grade F (0), Leverage browser caching grade D (63), 
Minify CSS grade D (66), and Optimize images with grade C 
(77). 
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 Fig. 4. Recommendation and grade of yslow results 
The performance of YS-low test results based on Figure 
4, is generally in grade A category, and there is 
recommendation of Add Expires headers that are still in F 
grade (0), Compress components with GZIP with grade F 
(12), Use a Content Delivery Network (CDN) F (10), and 
Use cookie-free domains grade E (55). 
From the score obtained, the software quality developed 
from the efficiency measurement side (Page-Speed and YS-
low) generally get "Grade A", it is stated that the 
performance analysis of Academic Student Portal in 
efficiency characteristics has passed the testing. 
The Response-time limits to keep the user's attention can 
wait for the load of the web page is 10s [15]. Whereas 
according to [17-23] the best load time a website page is less 
than 3s, for an acceptable load time of less than 10s. 
The graph of the response-time measurement shown in 
“Fig. 5”, obtained the average time load of about 5.29s (on-
load: 5.09s) with the number of requests of 155 and with the 
data of 1.4 MB. Based on the data, the time load can be said 
to be "accepted" by referring to recommendations J Nielsen 
[15] for an acceptable time load of fewer than 10s. 
 
Fig. 5. Response-time load requests webpage of academic student portal 
 
D. Portability Testing 
Portability test is done by running the application on the 
browser directly and using the browser tester online at 
www.browserstack.com. Testing is done on Google Chrome 
browser, Mozilla Firefox, Internet Explorer, Safari, Opera 
and on smartphone devices, tablets, and other mobile-based 
devices. Student portal test results can run without an error. 
So the quality of portability characteristics is good and 
fulfilling because the application can run on different 
browsers without encountered an error. 
IV. DISCUSSION AND CONCLUSION 
Quality factors according to ISO 9126 are discussed and 
analyzed are quality characteristics of Usability, Reliability, 
Efficiency, and Portability. Based on the results of analysis 
and testing that have been done, it can be concluded that: 
• Usability Characteristic, recommendations based on 
Heuristic 10 analysis in the Small Problems category 
that fixes are low priority. 
• Reliability Characteristic, the value of R 100% 
(accepted), with simulated 500 users. the user's 
capability and threshold level occurs when 
simulating 1000 users with a percentage error rate 
99.218%. 
• Efficiency Characteristic, performance of Page-
Speed recommendation score Grade D (66%), and 
recommendation YS-low score grade D (67%). The 
response-time obtained the average time load of 
about 5.29s (on-load: 5.09s) with the number of 
requests of 155 and with the data of 1.4 MB 
• Portability Characteristic, the academic student 
portal test results can access without an error, the 
application can run on different browsers without 
encountered an error. 
Knowing the quality of the software can help the 
Academic Information Systems Division (ICT Team) in 
assessing the system and improving, planning the 
determination of future application development cost 
budgets. 
Furthermore, solutions that can be done to optimize 
performance and improvements on efficiency characteristics 
that still grade score D, are: 
• Enable GZIP compression, Reduce the size of files 
sent from your server to increase the speed to which 
they are transferred to the browser, Increase page 
speed, Cost-benefit ratio: high, Access needed to the 
.HTACCESS files or server administration files. 
• Leverage browser caching, Page load times can be 
significantly improved by asking visitors to save and 
reuse the files included in portal.  
• Minify CSS, Compacting CSS code can save many 
bytes of data and speed up downloading, parsing, 
and execution time. 
• Optimize images, Reduce the load times of pages by 
loading appropriately sized images. Reduce file sizes 
based on where images will be displayed, resize 
image files themselves instead of via CSS, save files 
in appropriate format depending on usage. 
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• Add Expires headers, expires headers let the browser 
know whether to serve a cached version of the page, 
Reduce server load, and decrease page load time. 
• Use a Content Delivery Network (CDN), CDNs can 
give an equally fast web experience to users across 
the globe. 
• Use cookie-free domains, serve static content from a 
different domain to avoid unnecessary cookie traffic. 
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Information technology can not be denied in daily activities 
and is the source of life of some business processes that 
cause companies to compete in making IT investments. 
Noted that IT investment increased significantly. However, 
the data also indicated this investment is not always followed 
by the achievement of organizational performance. This is 
known as IT Productivity Paradox, where the benefits 
obtained do not match what is invested. This phenomenon 
has long been discussed to this day. IT Productivity Paradox 
has become an interesting topic in some circles because some 
findings find different results. Some research proves that 
investment in IT / IS has driven the performance of the 
company, while not at other companies. This study aims to 
determine the phenomenon of IT productivity. The object of 
research is an organization that has invested and developed 
ERP system for the last 2 years. The analysis using 
Information Economics method. The result of investment 
measurement from this research shows that the application of 
ERP using Economic Information method in the period of 
about 2 years shows total project score (64,6) with predicate 
of influential project. The total score of the project is derived 
from three aspects of benefits, namely the real aspect, the 
quasi-real aspect, and the intangible aspect. 
Keywords: Investment of IS / IT, IT Productivity Paradox, 
Information Economic 
I.  INTRODUCTION  
Information technology is undeniably a mandatory 
requirement that is applied in daily activities and is the life of 
some business processes in the company. Changes from the 
manually carried out process have now been computerized in 
such a way as to cause changes in business processes in each 
company. This kind of event resulted in companies 
competing to make IT purchases on a large scale. Recorded 
in 2015 IT spending in Indonesia was 199 trillion and 
increased by 8.3 percent increasing in 2016 to 214.4 trillion 
[1]. This kind of phenomenon is not only for large-scale 
companies but in the SMEs sector also experiences similar 
phenomena and Indonesia is listed as the country with the 
most investment. Information technology (IT) in a company 
is said to have a role of competitive advantage, but when 
companies invest more in the IT field in line with the income 
that has been obtained by the company. 
IT Productivity Paradox is a phenomenon where IT 
investment carried out by a company does not provide an 
increase in company productivity [2]. Productivity in a 
company is not just one of the company's goals but a chain of 
activities in an organization or commonly called a company's 
goal in the long run. Maximizing productivity can improve 
the company's standard of living [3]. The Paradox IT 
productivity phenomenon is a study that occurs in several 
companies that have implemented IT in running the 
company's business processes. Some research shows that 
from the past 20 years to the present phenomenon the 
paradox of IT Productivity remains something that is being 
studied. This study considers that investment in information 
technology does not have a significant impact in improving 
corporate finance [4]. 
Some empirical studies have had difficulty determining the 
relationship between IT investment and financial 
performance. The Empirical Study above is proven through 
some research evidence, this study compares successful users 
of implementing IT with users less successful in 
implementing IT. But it is more focused on the successful 
use of IT, especially to measure the phenomenon of the IT 
Productivity Paradox. As many as 71 companies examined 
their financial statements in the last 10 years, the results 
show that companies that successfully implement IT can be 
seen in the first 3-4 years, compared to companies that are 
not successful in implementing IT. The more important thing 
to note is how to manage IT assets for further investment [5]. 
Other research shows that there is no positive impact on IS / 
IT on company performance. This proves the paradox of IT 
productivity phenomenon in IT investment. 
Previous research said the development of research from the 
IT Productivity Paradox should describe a more detailed 
explanation of the causes of missmeasurement and 
mismanagement issues and independent testing of the causes 
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of the IT Productivity Paradox phenomenon [5]. Missing 
Measurement of Input and Output is an issue that still occurs 
to this day as a cause of Paradox's IT Productivity, 
measurement errors are mainly related to the difficulty of 
assessing the productivity of the service sector, and the 
inability of national statistics to take into account the IT 
contribution qualitatively [2]. In Sims' study [6] stated that 
there were no significant answers between measurements 
taken in answering the phenomenon of the Paradox IT 
Productivity to date. Inappropriate measurement methods 
will add to the issue of missmeasurement increasingly 
developing. For example, at present there are too many 
studies that only use financial methods as a measure, the 
absence of precision from the measurement method and 
includes the intangible side, does not include long-term 
investment and does not analyze the risks of a project [ 7]. 
Measuring implementation performance is still being carried 
out so far but not much is focused on financial and corporate 
strategy, measurements usually focus on the capability level 
of an organization [8]. According to the above phenomenon, 
IT investment requires development to make measurements 
and evaluate investments in various factors not only in terms 
of finance, but several related factors must also be involved, 
such as factors related to IT investment, tangible factors, 
intangible factors and the risk of IT implementation that has 
been invested [7]. And these measurements must have 
several criteria that are measured so that the results of the 
measurement are more valid and viewed from various 
aspects [9]. 
Information Economic is the development of Cost Benefit 
Analysis that uses multi-criteria aspects in evaluating 
information technology (IT) investments in terms of tangible 
and intangible benefits [10]. Information Economic can 
provide a measurement contribution to the management of 
the company in managing the investments that have been 
made and will be done [11]. Information Economic that 
measures tangible and intangible benefits related to IT 
investment [12]. Information Economic measures the impact 
of IT investment by referring to business performance, the 
advantages of this measurement can evaluate the next 
investment strategy [13]. 
Research The development of Enterprise Resource Planning 
software is growing rapidly in line with the development of 
the company which was recorded in 2013 with an investment 
value of Rp.969,12M ERP [14]. This incident describes 
many companies that implement it to improve their business 
processes. The development of ERP is still being carried out, 
but is the investment made in software development in line 
with the productivity gained by the company. Until now, the 
measurement of software implementation on each ERP has 
not been done much and measurements have been carried out 
to date, it is still only measuring Net Present Value on an 
information system [15]. 
Based on the measurement problems above, it was found that 
there were no measurement tools or frameworks that 
included measurement of SI / IT investment, until the ERP 
implementation was always increasing every year, it was 
necessary to measure ERP implementation. So this study 
discusses investment in ERP implementation. Investments 
are made to contribute more to the company's performance 
by proving one of the causes of the Paradox IT Productivity, 
namely output and input mismasurement using the 
Information Economic approach. Economic Information has 
the advantages of investing in all the factors that contribute 
from the tangible and intangible benefits. 
 
II. RESEARCH METHOD 
This research collects two types of data, namely financial and 
non-financial data. The financial data used in this research is 
financial report data from 2015-2017. Non-financial data is 
the result of the questionnaire. The financial report is the 
main data used to calculate whether the investment is done 
by the research object because it is used to measure the 
investment feasibility of ERP. This study takes the object of 
research company that has implemented ERP for 2 years in 
Indonesia using information economic. The data has been 
processed using the method of information economic. By 
using the method of information economic this research can 
find tangible benefits, intangible benefits and quasi-tangible 
benefits. 
Information Economic may provide a measurement 
contribution to the management of the company in managing 
the investments that have been made and will be made [10]. 
ISACA said, Information Economic that measures the 
tangible and intangible benefits associated with IT 
investment. Information Economic measures the impact of 
IT investments with reference to business performance, the 
advantages of these measurements can evaluate the next 
investment strategy [13]. 
 
Figure 2.1 Information Economic  
• Collect Data 
Data retrieval is done based on the purpose of the 
research object environment. Classification of data 
is taken to collect data related to the 
implementation of information technology 
conducted in accordance with the object of 
research. Data classification is divided into 2 types 
of data ie financial(tangible benefits and quasi 
tangible benefits) and non-financial data (intangible 
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benefits). The following is a classification of 
benefits : 
Tangible Benefits: Real benefit or directly affect 
the organization's profits. Analysis of the tangible 
benefits or quantitative using simple calculation 
method Return on Investment (ROI Simple) - 
Traditional Cost-Benefit Analysis (TCBA). 
Quasi Benefits: Benefits that directly affect profits 
but hard to count or otherwise, does not directly 
affect profits but can be calculated. For example, 
improving the process of planning, improvement of 
decision making, and so on. Benefit analysis of the 
quasi using the calculation of Value Acceleration 
(VA), Value Linking (VL), Value 
Restructuring(VR), and Innovation Value (IV): 
Tangible benefits and quasi tangible benefits using 
enhanced ROI financial approach, where the results 
of the assessment results in a monetary value 
measured by the following formula [9]: 
Enhanced ROI = Traditional ROI + VL + VA + 
VR + IV.    (1) 
Intangible Benefits: Benefits not real or that can 
be seen to have a positive impact for the 
organization but does not directly affect the profits. 
For example, enhance the corporate image, increase 
employee morale, and so on. Intangible values 
obtained from the questionnaire. Questionnaire 
using a table of Parker survey. Analysis of the 
intangible benefits of using two assessments are 
Bussiness Domain and Technology Domain. 
• Total Score Project 
The project value of IS / IT is measured by the 
following formula [9]:  
Score Project = Enhanced ROI + weight of 
Business Domain + weight Technology Domain.  
(2) 
III. RESULT AND DISCUSSION 
The analysis in this study begins by classifying the 
collected data. Then process with information economic 
method. Information Economic processing there are 3 stages 
of financial benefit processing (Tangible Benefit and Quasi 
Tangible Benefit), Intangible Benefit and Total Score 
Project. 
Table 3.1 Classification Benefit 
COST 
NO Information Classification 
Value Aspect 
1. Development Project 
Cost 
Financial Tangible 
2. On-Going Cost Financial Tangible 
 
BENEFIT 
1. Reduce the cost of 
shipping documents 
Financial Quasi-
tangible 
2. Project Cost Financial Quasi-
Efficiency up to 30% tangible 
3. reduce the cost of 
operational error 
Financial Quasi-
tangible 
4. Questionnaire 
(Business Domain 
and Technology 
Domain) 
Non-
Financial 
intangible 
A. Collected Data 
  The following is a classification of data using the methods 
of information Economic: 
• Tangible and Quasi Tangible Benefit 
  Tangible benefits or direct benefits directly affect the 
company's profits, these benefits are identified from the 
impact of the implementation of a technology. The 
tangible benefits of ERP implementation are evident in 
the reduction of shipping costs made by the 
organization.(see table 3.2). 
  Quasi Tangible benefit are a difficult profit to calculate 
but have an impact on the implementation of ERP. This 
section explains about category of benefits ERP 
implementation as Value Linking (VL), Value 
Acceleration (VA) and Innovation Valuation (IV). The 
benefits of value linking are illustrated in the table 
below (see table 3.2) 
Table 3.2 Benefit Tangible 
BENEFIT TOTAL COST 
TANGIBLE BENEFIT  Rp. 9.560.000 
QUASI TANGIBLE 
VALUE LINKING Rp. 22.710.870.000 
VALUE ACCELARATION Rp. 9.576.000.000 
 
The table above is a table that contains the benefits 
of implementing ERP. The benefits are classified 
into 2 parts tangible benefits derived from benefits 
directly after the implementation of ERP during 
2015-2017 with a total of Rp. 9,560,000 and the 
benefits of Quasi tangible for 2015-2017 years 
amounted to Rp. 32,286,870,000. 
 
• Intangible Benefits 
Intangible benefits can be obtained by filling in a 
questionnaire consisting of two domains: business 
domain and technology domain. 
B. Tangible Benefit and Quasi Tangible Benefit 
The processing of tangible and intangible benefits is part 
of the processing of information economic methods.  
This data processing uses Enhanched ROI as 
illustrated in the table 3.3. 
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Table 3.3 Score ROI 
The table above explains the ROI calculation process 
that has been 2 years after the implementation of 
ERP. ROI calculation is obtained through the 
company's cash flow for 2 years. Return on 
investment for 2 years is 4%. 
• Measurement Enhanced ROI 
        (3) 
 
=   2% 
 
Table 3.4 Predicate ROI 
SCORE 0 1 2 3 4 5 
SIMPLE 
ROI 
<0% 1%-
299% 
300%-
499% 
500%-
699% 
700%-
899% 
>900% 
 
The results of Enhanced ROI calculations are generated 
that in the last 2 years is worth 2%, if ROI is a whole is 
worth 4%. These calculations are the result of tangible 
and quasi tangible benefits in ERP implementation. 
Below is a score determination of ROI score. The value 
of ROI in the implementation of ERP 2% then the score 
on the implementation of value 1 with the quadrant of 
ROI value (1% - 299%). These results indicate that the 
value of Return on Investment is too small in the 
implementation of ERP conducted for 2 years. 
C. Intangible Benefit 
For data not directly related to finance, but related to 
the benefits obtained organization related ERP 
implementation. In this study, non financial data 
consists of two things namely questionnaire and 
determination of company domain weight. 
 
 
 
 
 
• Result of Questionnaire 
Table 3.5 Result of Questionnaire 
FACTOR SCORE 
BUSINESS DOMAIN 
STRATEGIC MATCH (SM) 3,3 
COMPETITIVE ADVANTAGE (CA) 4,3 
MANAGEMENT INFORMATION (MI) 4 
COMPETITIVE RESPONSE (CR) 3,7 
PROJECT/ORGANIZATIONAL RISK (OR) 2,3 
TECHNOLOGY DOMAIN 
STRATEGIC IS ARCHITECHTURE (SA) 4,3 
DEFINITIONAL UNCERTAINTY (DU) 0,3 
TECHNICAL UNCERTAINTY (TU) 2 
IS INFRASTRUCTURE RISK (IS) 1,7 
 
The table above shows the results of a questionnaire 
consisting of 2 business and technology domains that 
are disseminated, the questionnaire is filled in by at 
least 3 parties who have authority in ERP 
implementation 
 
• Company Domain Weight 
The weighting of the firm's factors is the determination 
of the organization's quadrant position. This 
determination is done by interviewing several related 
parties and determining the company's line culture. 
Results of interviews about the organization in 
quadrant 2 (strategy). The table below shows that the 
ERP assessment indicator has been adjusted to the 
conditions of the company. Here is an indicator of ERP 
valuation according to the value of each sub domain in 
table 3.6. 
Table 3.6 Quadrant Strategy 
 LIKELY 
VALUE 
SCORE 
BUSINESS DOMAIN   
A. ROI Medium 2 
B. STRATEGY MATCH High 4 
C. COMPETITIVE 
ADVANTAGES 
High 6 
D. MANAGEMENT 
INFORMATION 
Medium 2 
E. COMPETITIVE 
RESPONSE 
High 4 
F. PROJECT/ORGANIZ
ATIONAL RISK 
Low -1 
TECHNOLOGY 
DOMAIN 
  
A. DEFINITIONAL 
UNCERTAINTY 
Medium -2 
INVESTMENT 
COST 
 RP. 13.882.500.000 
COST 2015 2016 2017 
VALUE LINKING  2.034.000.000 7.272.000.000 13.404.870.000 
VALUE 
ACCELARATION  
1.560.000.000 2.400.000.000 5.616.000.000 
TANGIBLE 
BENEFIT 
3.700.000 4.960.000 2.480.000 
ON-GOING 
COST 
0 19.595.000.000 12.090.000.000 
CASH FLOW 3.597.700.000 -9.918.040.000 6.933.770.000 
TOTAL CASH 
FLOW 
   613.430.000 
ROI 1 YEAR   2% 
ROI     4% 
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B. TECHNICAL 
UNCERTAINTY 
Low -1 
C. STRATEGIC IS 
ARCHITECHTURE 
Low 1 
D. IS  
INFRASTRUCTURE 
RISK 
Low 1 
TOTAL SCORE  20 
TOTAL RISK  -4 
 
D. Total Score Project 
Table 3.7 Total Score Project 
Information Economic Scorecard 
Faktor  Bussiness Domain Technology 
Domain 
Tot
al 
Bobot 
Corpo
rate 
Value 
2 4 6 2 4 -1 1 -2 -1 1  
Score 
Factor 
1 3,3 4,3 4 3,7 2,3 4,3 0,3 2 1,7  
Total 
Score 
Project 
2 13,
2 
25,
8 
8 14,
8 
-
2,3 
4,3 -
0,9 
-2 -
1,7 
64,6 
Manfaat (+) 69,8 Risiko -5,2   
 
Based on the Total Score Project 3.7 table above, it is 
obtained the calculation value of Information 
Economic 64.6. Details of the value of each sub 
domain can be seen in the table, the value in the table 
shows the value of each sub domain from the 
benefits of implementing ERP. The benefits of 
implementing ERP valued at 69.8 and the risk of 
implementing ERP is worth -5.2, from the above 
value shows that the implementation of ERP can 
provide many benefits from the company. After 
getting the IE value above, it is ranked to show the 
feasibility of ERP implementation. 
Regarding strategic quadrant, predicate is determined 
based on likert scale as project predicate scale. Likert 
scale is used to measure attitudes, opinions, and 
perceptions of a person or group of people. With 
Likert scale then the variable to be measured is 
translated into indicator variable. 
• The highest value is achieved when all the 
variable values (20) reach the highest value (5) 
and the risk variable (-4) reaches the lowest value 
(0).  
(5x20) + (0x-4) = 100   (4) 
• The middle value is achieved when all the 
variable values (20) and the risk variable (-4) 
reach the lowest value (2.5). 
(2,5x20) + (2,5x-4) = 40   (5) 
• The lowest value is achieved when all variable 
value (20) reaches the lowest value (0) and the 
risk variable (-4) reaches the highest value (5). 
(0x20) + (5x-4) = -20    (6) 
Based on Likert scale with already know the highest 
value, the lowest value, and the middle value hence the 
table predicate score of the project. 
 
 
Table 3.8 Predicate Project Score 
PROJECT SCORE PREDICATE 
71-100 Very Influential 
41-70 Influential 
11-40 Quite Influential 
(-21) - 10 Less Influential 
(-50) – (-20) Very less Influential 
Based on the analysis of investment feasibility using 
Information Economic method within a period of 
approximately 2 years shows the total score of the ERP 
project (64.6). The total score of this project is derived from 
three aspects of benefits, namely tangible aspects, quasi-
tangible aspects, and intangible aspects. 
Tangible aspects and quasi-tangible aspects are aspects that 
are calculated by the amount of financial benefits that occur 
when the ERP implementation. Benefits such as project cost 
efficiency up to 30%, reduction of shipping costs, company 
operating cost savings resulting from mistakes in the 
preparation of financial statements. The calculation of those 
benefits is used to calculate the ROI value in the ERP 
implementation. The simple ROI of ERP implementation for 
two years is 4%, ROI per year reaches 2%. The value of ROI 
is converted into value according to ROI score table is worth. 
The intangible aspect is obtained from the perception aspect 
of employees who know ERP more and understand 
financially. Perception assessment is done by charging 
quivery consisting of business domain and technology 
domain. The value of the business domain 59.5 and the 
technology domain is 3.1, then the value of the intangible 
aspect is 62.6. The total project score in ERP investment is 
64,6 with project predicate which is influential in company 
operation and has big benefit. 
ERP implementation in a company is something that 
provides more benefits in the company's operations, so every 
company that has implemented ERP must measure the 
investment feasibility that has been given both before and 
after implementation. The measurement must use the right 
method to produce measurement results that have benefits 
and evaluation for the company. The above research shows 
that ERP implementation that has been done and measured 
using information economic methods is the right thing and 
can be measured by 2 types of data, financial and non-
financial. In addition to this method also measures in terms 
of tangible, quasi tangible and intangible and the measured 
domain is from the business domain and domain technology. 
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Therefore, this method can be suggested for measuring 
technology investments that have been implemented. 
IV. CONCLUSION 
This research is to make measurement of ERP investment 
that has been done in the span of 2 years. Measurement is 
using the method of economic information to determine 
the feasibility of investment. The results of this study 
based on the analysis of investment feasibility using 
Information Economic method within a period of 
approximately 2 years shows the total score of the project 
(64.6). The total score of this project is derived from three 
aspects of benefits, namely tangible aspects, quasi-
tangible aspects, and intangible aspects. These results 
illustrate that the implementation of ERP has a predicate 
project that INFLUENCES in the company's operations 
and has great benefits. Based on the results of 
measurements using the Information Economic method 
the company can evaluate the information system that has 
been applied using the method. The evaluation can be 
seen in terms of intangible benefits that measure several 
aspects ranging from strategy to the company's technology 
architecture. This shows that measurement using the 
Information Economic method is quite effective and 
efficient, because it provides a comprehensive evaluation 
in terms of tangible and intangible. Tangible and 
intangible aspects based on measurements have been 
made, for further research it is recommended to measure 
IS / IT investments in terms of variables that affect ERP 
implementation. 
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 
Abstract— Customer satisfaction becomes a key influencer 
for people’s habits or daily activities. One of the examples is in 
the decision-making process about whether they will use 
specific products or services. People often need other’s review 
or rating about what they are going to use or consume. In this 
research, by using customer’s online review that available from 
Airbnb website, we try to extract what are the most talked 
factors about peer-to-peer accommodation, and how customer 
sentiment about them. We use Latent Dirichlet Allocation 
(LDA) to extract that factors and conduct sentiment analysis 
by utilizing semantic analyzer from Google Cloud NLP. We 
analyze which factors that has more effect on customer 
satisfaction, not only in general but more specific based on 
customer gender and tourism destination object. The result 
shows that factors related to social benefit and service quality 
have impact on customer satisfaction, moreover different 
customer gender and different tourism object destination bring 
different sentiment among customer. We also find several 
factors that can be improved by the owner of the 
accommodation to improve customer satisfaction toward their 
services.    
 
Keywords—Customer Satisfaction, Sentiment Analysis, 
Peer-to-Peer Accommodation, Latent Dirichlet Allocation  
I. INTRODUCTION 
HARING economy is a peer-to-peer activity to get, to 
give, or to share things or services through online 
platform [1] [2]. Collaborative consumption which is based 
on the concept of sharing economy has brought the society 
into a new level of consumption pattern. One of the instance 
of this business model is peer-to-peer accommodation which 
known as the introduction of Airbnb in 2008 [3]. It is said 
that peer-to-peer accommodation offering another solution 
for travelers who want unique experience in choosing 
accommodation. Physically, Airbnb does not own any 
assets, which are the accommodations (room, house, hotel, 
etc.). Airbnb becomes an intermediary between the owners 
of the accommodations and the customers. The 
accommodations registered in Airbnb website are available 
for rent by customers and the process basically goes like the 
offline accommodation reservation.  
Customer or user satisfaction is defined as subjective 
evaluation from customer or user whether specific product 
or service have satisfied their expectation [4]. This 
evaluation is important for others who are willing to use 
 
This work was supported by Universitas Indonesia under PITTA Grant 
2018, with the contract number 1862/UN2.R3.1/HKP.05.00/2018 
specific services or products. For example, in the field of 
peer-to-peer accommodation, before deciding to stay in a 
specific place, people need to know how well the service 
quality of both the accommodation and the staff are. 
Therefore, good experience will bring positive word-of-
mouth that will take effect on the increase of company sales 
and profits [5]. Since customer satisfaction is beneficial for 
all stakeholders in this peer-to-peer accommodation case, it 
is important to identify in what factors customers satisfied 
with certain products or services.  
 Previous research found that service quality, staff 
hospitality, reputation of the accommodation, and security 
become the affecting factors for customer satisfaction, 
specifically related to peer-to-peer accommodation [4]. 
Additional factors such as enjoyment, social benefits, 
economic benefits, sustainability, amenities, and location 
benefits are also identified to be important [2] [3] [6] [7] [8]. 
Generally, these previous researches used quantitative, 
qualitative, or combination of using questionnaire and focus 
group to gather what are important factors behind customer 
satisfaction. In this method, to avoid useful information are 
not captured from the questionnaire, we need to involve 
expert in the construction of each question [9].  
In the era of social media, User Generated Content 
(UGC) as an expression of products or services are useful 
for companies to know customer’s acceptance of their 
products [10]. In the case of Airbnb platform, this 
information can be obtained from customer’s online review. 
Realize that trust factor also affecting customer’s decision, 
Airbnb managed to provide only useful reviews and ratings 
from previous customers through their policy, i.e. (1) 
deleting reviews that are not represent to customer’s 
personal experience, (2) reviews that are promised by 
specific reward, and (3) reviews that are driven by the threat 
of extortion [11]. Airbnb also describe their extortion policy 
to prevent the creation of any reviews that violates three 
points above. By utilizing this relevant review data, our 
main goal is to automate the process of identifying the 
affecting factors for customer satisfaction, specifically in the 
domain of peer-to-peer accommodation.  
As mentioned in previous research about customer review 
data [9], customers may not explicitly mention specific 
dimensions of customer satisfaction in their review. Instead, 
they indirectly describe other indicators or attribute 
represent those dimensions. By employed Latent Dirichlet 
Allocation (LDA) as topic modeling method, this research 
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was able to extract hidden dimension affecting visitor 
satisfaction towards online hotel reviews that were not 
found by using traditional method. We adopt this method to 
extract hidden topics from Airbnb’s customer review data as 
the affecting factors for customer satisfaction. Generally, 
our experiment tries to figure out the answer of these 
questions: 
 What are the factors or dimensions that affecting 
customer satisfaction in peer-to-peer accommodation? 
 How better are the extracted factors compared to 
previously identified (in previous research)? 
 What is the heterogeneity of perceptions for different 
groups of customers and different groups of tourism 
destination object? 
 What are the most affecting factors for customer 
satisfaction based on regression analysis? 
 What is the relationship between online rating provided 
by Airbnb with the customer satisfaction? 
We organize the rest of this paper as follows: Section II 
explains the literature review, continued by research method 
in Section III. Section IV describes the result and 
discussion, then the last section brings the conclusion. 
II. LITERATURE REVIEW 
A. Extract Hidden Topics through Latent Dirichlet 
Allocation 
In this research, we want to automatically extract that 
factors by utilizing Latent Dirichlet Allocation (LDA) as 
one of techniques for identifying hidden topics from 
unstructured data. This technique is an efficient 
unsupervised technique since it can handle not only large 
data but also periodically and sparse data [12]. By the 
assumption that each document is made up of topics with 
certain proportion, LDA tries to find the topics stored in a 
document. 
Here is the outline of topic modeling using LDA [9] [12]: 
1. A corpus is a collection of m documents represented in 
𝐶 = {𝐷1, 𝐷2, 𝐷3, . . 𝐷𝑚}. Each document Dd consist of n 
terms represented in 𝐷𝑑 = (𝑤1, 𝑤2, 𝑤3, . . 𝑤𝑛). There 
are p topics, represented in 𝑇 = {𝑇1, 𝑇2, 𝑇3, … 𝑇𝑝}. 
2. LDA step by step: 
a. A document-term matrix is decomposed into two 
matrices: M1 which is the document-topic matrix 
and M2 which is the topic-term matrix. 
b. Each term then is randomly assigned to a topic. 
The assignment will be updated based on the 
multiplication of P1 and P2 until it reaches certain 
convergence limits.  P1 and P2 respectively are: 
 P1 or P(topic T | document D) is the proportion 
of terms in a document assigned to a topic T. 
 P2 or P(word w | topic T) is the proportion of 
topic T to all documents D derived from term 
w. 
c. In LDA, parameter α represents the document-topic 
density while β parameter represents the topic-term 
density. The higher value of parameter α indicates 
that the higher number of topics are construct a 
document (and vice versa). The higher value of 
parameter β indicates that a topic is composed of 
more terms (and vice versa). 
3. Other important issue in LDA technique is to determine 
the number of topic to be extracted [13]. We use 
harmonic mean method to estimate marginal likelihood 
of each LDA model, as done by [14].  
B. Sentiment Analysis using Google NLP API 
Sentiment analysis or opinion mining is a process of 
analyzing opinion, sentiment, evaluation, reaction, and 
emotion towards specific person, organization, issue, or 
event [10]. As mentioned in [10], sentiment analysis can be 
differentiated in several levels, they are: 
1. Document level analysis. This level of analysis 
classifies documents into positive, negative, or neutral 
sentiment based on analysis of the whole content of 
document that talks about specific entity or product, not 
about comparison of entities or products. 
2. Sentence level analysis. In this level, we analyze 
whether a sentence belongs to positive, negative, 
neutral, or does not belongs to any sentiment. 
3. Aspect or entity level analysis (feature-based opinion 
mining [15]). The analysis is conducted towards a 
specific opinion which is consists of opinion target and 
sentiment of related opinion. Opinion target can be a 
specific entity and/or specific aspect being talked in that 
opinion. For example, the sentence “The iPhone’s call 
quality is good, but its battery life is short” has “call 
quality” and “battery life” as its opinion targets. And 
evaluation “good” and “short” for each mentioned 
target respectively.  
After obtaining the list of hidden topics using LDA from the 
review document collection as the opinion targets, we try to 
classify each topic into positive, negative, or neutral 
sentiment as the evaluation of the targets. We utilize Google 
Cloud NLP API1 to get the sentiment score. The API 
provides several methods for text analysis and annotation, 
one of them is Sentiment Analysis method. This method 
provides sentiment score of a passage that indicates the 
passage’s overall emotion. The sentiment score is ranged 
between -1.0 (negative sentiment) to 1.0 (positive 
sentiment). For example, a sentence “bathroom outside is 
incredible!” scored 0.6 and has positive sentiment by using 
this Google API’s method. 
III. RESEARCH METHOD 
A. Data Collection and Text Preprocessing 
We use Scrapy2 combined with Airbnb’s API to gather 
customer review data from Airbnb website. Since Airbnb 
does not provide gender information, we also use 
Genderize3 to identify gender of each customers. We need to 
 
1https://cloud.google.com/natural-
language/docs/basics#interpreting_sentiment_analysis_values 
2 Python based framework for extracting data from website 
(https://scrapy.org/) 
3 This tool determine gender based on the first name. 
(https://genderize.io/) 
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know whether a customer is male or female to analyze 
customer satisfaction based on gender. 
We filter the whole data in several steps as follows: 
1. Choose the review data which gender is identified. We 
obtain 32,072 reviews i.e. 45.73% reviews from male 
customer and 54.27% reviews from female customer. 
2. Choose review in English since about 88.22% reviews 
are written in English. We obtain 27,711 reviews. 
3. Choose review that associated with tourism object 
destination based on the accommodation distance from 
tourism object (no more than 30 km). Our final data is 
24,911 reviews. 
We then do several preprocessing steps to transform our 
textual data into numerical data by following these steps.  
1. Replace numerical text that refers to currency with 
‘price-indicator’ notation, for example Rp 8000, 150k, 
$50. 
2. Tokenization based on whitespace character to get list 
of single terms or tokens. 
3. Part-of-Speech Tagging to identify the class of each 
term, e.g. noun, verb, adjective, etc. 
4. Obtain base form of each term through lemmatization 
to reduce the number of unique terms obtained from the 
whole review data. 
5. Named Entity Recognition using NLTK4 for identifying 
the kind of entity owned by each term. There are nine 
provided entities, they are organization, person, 
location, date, time, money, percent, facility, gpe [16]. 
We add one more identifier to represent people’s name 
that refers to name of the accommodation’s host. The 
identifier is ‘pname-indicator’ 
6. Noun extraction by only selecting terms that belongs to 
noun class since they more representing a specific topic 
compared to those that belong to other classes. 
After these steps, we construct bag-of-words for each 
document, containing 14,263 terms/words. Each document 
is represented into a vector 𝐷[(𝐴1, 𝐵1), … (𝐴𝑚, 𝐵𝑚)] where 
m is the number of terms (14,263), 𝐴𝑖 is identity number of 
terms i, and 𝐵𝑖  is frequency of term i appears in document 
𝐷. 
B. Topic Extraction using LDA 
We use Gensim5 to build LDA model and get numbers of 
topics from Airbnb’s given customer review data. One of 
the parameters needed to build LDA model is the number of 
topic. We do experiment on 31 number of topics, started 
from 20 to 50 and choose the best option. For each number 
of topics, we build its LDA model and evaluate the 
harmonic mean value of its log likelihood. From this 
experiment, the highest value is -1,946,092, reached when 
we use 43 topics. 
From LDA model, each of 43 topics is represented by 
several most contributing words together with their 
proportion into related topic, not explicitly by the name of 
 
4 Natural Language Toolkit, a python-based platform for NLP task 
(https://www.nltk.org/) 
5 Python based library for topic modeling 
(https://radimrehurek.com/gensim/) 
topics. For example, Table I shows list of words 
representing certain topic with proportion of each word. By 
investigating the logical relationship of all contributing 
words, we try to find a specific topic name for each topic. 
We also recheck thoroughly into sample of documents to 
see the usability or context of the words in documents. For 
example, topic #18 is named as “friendly host”. There are 
eight topics that their name cannot be identified because the 
contributing words relatively not connected each other. We 
named these topics under the name Unidentified #1 to 
Unidentified #8. We also choose six words (as seeds) 
manually to represent each topic since there are several 
words that are not related into topic they represent. The bold 
and italic words in Table I shows the selected seeds for topic 
“friendly host”. 
Each document is associated to topics by considering the 
probability of each topic in each document trough the seeds. 
We choose some topics for each document which 
probability exceed a specific threshold to avoid not relevant 
assignment from a document into specific topics. The 
threshold value is calculated from the total probability value 
of each topic in specific document divided by the number of 
known topics associated with specific documents. From this 
process, the result shows that the topics which names cannot 
be identified are relatively have small distribution among 
the whole documents. This indicates that customers 
relatively talk less about these topics or dimensions. As the 
result, we ignore these eight dimensions so there are 35 
remaining topics to be analyzed.  
C. Analysis of Dimensions based on Statistical Analysis 
After obtaining 35 topics, we then evaluate how customer 
sentiment towards these topics. Generally, we differentiate 
our analysis on following aspects: 
1) Analysis of Sentiment for Each Dimensions 
We start our analysis on aspect level by using sentiment 
analyzer tools provided by Google Cloud NLP to identify 
the sentiment of each sentences. We choose sentences which 
contains at least one seed word and run the sentiment 
analyzer to get the sentiment of these sentences. Overall 
result using sentiment analyzer from Google Cloud NLP 
shows that from the collection of sentences containing 
seeds, 4% of them are identified as neutral sentiment, 6% as 
negative sentiment and 90% as positive sentiment. 
The next step is to determine the sentiment of each 
dimension through their seeds. We divide sentences based 
on their related dimension and reanalyze the sentiment score 
obtained in previous step using Google Cloud NLP API. 
TABLE I 
EXAMPLE OF TOPIC WITH LIST OF CONTRIBUTING WORDS  
(TOPIC #18 / FRIENDLY HOST) 
Contributing 
Word 
Proportion (%) 
Contributing 
Word 
Proportion (%) 
pname-indicator 19 person 2.3 
minute 8.8 holiday  2 
family 8.6 Place 1.8 
friend  5.3 year 1.7 
time 4.8 company 1.7 
people  3.9 contact 1.6 
thank 3.6 child 1.6 
kind 3.2 clean 1.4 
nature 3.1 message 1.3 
trip 3.1 lot 1.1 
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2) Analysis of Dimensions based on Specific Groups 
We analyze customer sentiment not only generally 
towards the whole dimensions but try to explore the 
heterogeneity of dimensions within the different groups of 
customers (e.g. female vs male) [9] and added more analysis 
for different groups of tourism object destination (e.g. sea, 
culture, and city). Through this step, combined with 
statistical test, we want to know how significance is the 
different of male and female customers sentiment towards 
each dimension. We have the similar objective with the 
analysis of groups of tourism destination objects, we want to 
measure how significance is the difference of customer 
sentiment of sea, culture, and city tourism object towards of 
the 35 dimensions. 
3) Analysis on Online Rating Dimensions 
Airbnb website provide two kinds of online rating, they 
are overall customer rating ranged from 1 to 100 and 
specific rating for six aspects (cleanliness, arrival, 
accuracy, location, value, and communication) ranged from 
1 to 10. We run stepwise regression analysis to identify the 
most significant dimensions affecting customer satisfaction.  
We normalize the overall customer rating into 0 to 10 and 
this value is chosen as the dependent variable, while the 
rating value for another six aspects as the independent 
variable. We run stepwise regression based on (1) and (2). 
 
𝑦𝑖 = ?̂? + 𝑒𝑖                    (1) 
?̂? = 𝑏1𝑥1𝑖 + 𝑏2𝑥2𝑖 + 𝑏3𝑥3𝑖 + 𝑏4𝑥4𝑖 + 𝑏5𝑥5𝑖 + 𝑏6𝑥6𝑖     (2)
                
The variable 𝑦𝑖  represents overall customer satisfaction, 
while 𝑥1𝑖  to 𝑥6𝑖 represents customer rating towards 
cleanliness, accuracy, value, communication, arrival, and 
location respectively, and 𝑒𝑖 represents normally distributed 
residual error value. The result of this analysis is useful to 
identify which dimensions provided by Airbnb website that 
have the most effect on the customer satisfaction.  
IV. RESULTS AND DISCUSSION 
A. The Extracted Dimensions and Their Comparison to 
Previous Research 
Based on the result of topic modeling using LDA, we 
obtained the total of 35 most discussed topics or dimension 
among customer review. Our result actually is also agreed 
upon previous research [6]  [7]  [8]  [9] [17]. This is shown 
by the result of the calculation of Jaccard Coefficient6 to get 
the proportion of overlapping topics obtained by LDA and 
topics obtained by previous research. The total score is 0.68, 
so there are more than 50% topics that are also identified as 
affecting factors in customer satisfaction. Table II shows the 
comparison of the topics obtained by using LDA with 
previous research ordered by the proportion or distribution 
of each dimension towards the whole review document. 
Furthermore, our experiment using LDA can identify more 
affecting factors for customer satisfaction compared to 
previous research result. 
Additional result based on Table II, we find that 
dimensions related to host or staff of the accommodation 
 
6 𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =
|𝑇𝑜𝑝𝑖𝑐𝑠 𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝐿𝐷𝐴 ∩ 𝑇𝑜𝑝𝑖𝑐𝑠 𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑟𝑒𝑠𝑒𝑎𝑐ℎ𝑒𝑟|
|𝑇𝑜𝑝𝑖𝑐𝑠 𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝐿𝐷𝐴 ∪ 𝑇𝑜𝑝𝑖𝑐𝑠 𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑟𝑒𝑠𝑒𝑎𝑐ℎ𝑒𝑟|
 
has relatively high proportion among the whole customer 
reviews. These dimensions include host service, welcoming 
host, staff service, and friendly host. Generally, they can be 
categorized as social benefits and service quality. Social 
benefits also bring significant effect on customer satisfaction 
since customers also enjoy their experience live with locals 
[8]. Moreover, most of the service quality focuses only on 
services provided by host instead of service quality of 
Airbnb platform.  Specifically, customer concern mostly 
about the accommodation itself, including the hospitality 
and service given by accommodation host or staff rather 
than about the Airbnb platform. Furthermore, we cannot 
find any topics related to Airbnb platform from the result of 
topic modeling using LDA. 
B. General Customer Sentiment and based on Specific 
Groups Towards Each Dimension  
1) Customer Sentiment Towards Each Dimension 
We have already got the result of sentiment analysis of all 
sentences containing the seeds. Based on the seeds, we 
classify the sentences based on their dimension to know the 
sentiment towards each dimension. All dimensions are 
identified to be indicator of positive word of mouth. There 
are four dimensions, such as hospitality, communication, 
cultural experience, and garden which reach the highest 
sentiment score, i.e. 0.7. These dimensions close to social 
benefits aspect, which is in line with the result described in 
previous subsection that customer’s social experience 
defines their satisfaction. 
TABLE II 
TOPICS OBTAINED BY USING LDA AND OBTAINED FROM PREVIOUS 
RESEARCH (ORDERED BY TOPIC’S PROPORTION TOWARDS DOCUMENTS) 
Topic/ Dimension’s Name Previous Research LDA 
Host Service  X V 
Welcoming Host V V 
House V V 
Staff Service X V 
Villa V V 
Experience V V 
Transportation Rental X V 
Friendly Host V V 
Apartment V V 
Driver V V 
Price Value V V 
Bathroom V V 
Arrival Experience X V 
Booking Experience X V 
Amenities V V 
Garden X V 
Beach Vibe X V 
Hospitality V V 
Closeness to Shops V V 
City View X V 
Easy to Find the Location V V 
Closeness to Restaurant V V 
Style and Decoration X V 
Room Maintenance V V 
Cultural Experience V V 
Hangout V V 
Activity V V 
Natural Beauty X V 
Community V V 
Insider Tip V V 
Communication V V 
Public Transportation X V 
Help Locals V V 
Bedroom V V 
Dining V V 
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2) Customer Sentiment based on Customer’s Gender 
We start with the identification of the proportion of each 
dimension toward customer’s gender before identifying the 
sentiment. Through t-test7, the result shows that there are 10 
topics that significantly different among male and female 
customers. They are cultural experience, experience, host 
service, price value, staff service, welcoming host, 
apartment, driver, friendly host, and transportation rental. 
Since mean value of topic distribution towards male 
customer is higher than female, it indicates that male 
customers pay more attention to these factors in determining 
their satisfaction towards the peer-to-peer accommodation. 
We divide the documents into those who authored by 
male customers and those by female customers then analyze 
the sentiment for each dimension independently based on 
customer’s gender. All topics get positive sentiment but 
there are some differences between male and female 
customer. By using t-test, the result shows that there are 9 
topics that are identified as significantly different between 
male and female customer. They are booking experience, 
host service, activity, amenities, bathroom, house, 
transportation rental, villa, welcoming host. The t-test result 
also shows the mean value of sentiment on each topic 
among female customers is higher than the mean value of 
sentiment on each topic from male customers. This result 
indicates that sentiments given by female customers are 
more positive compared to those from male customers. 
 
3) Customer Sentiment based on Tourism Destination 
Object 
In this part, we analyze how the distribution of each topic 
among sea, culture, and city tourism object. By using 
ANOVA test we obtain 21 topics that has significant 
difference between the three categories of the tourism object 
destination. These topics are amenities, apartment, 
experience, friendly host, hospitality, host service, house, 
price value, staff service, transportation rental, welcoming 
host, room maintenance, arrival experience, booking 
experience, bathroom, communication, community, cultural 
experience, driver, garden, style and decoration. This 
significant difference indicates that in different tourism 
destination object, customers talk about different things. 
We separate the documents into those who talks about 
sea, city, and culture tourism destination object then analyze 
the sentiment of each topic towards these categories 
independently. There are 11 topics that significantly 
different among those three categories. They are arrival 
experience, driver, host service, house, amenities, 
experience, transportation rental, booking experience, 
friendly host, beach vibe, staff service. All topics are 
identified as positive sentiment scored from 0.3 to 0.7. From 
this result we can conclude that in different tourism object, 
customer have different sentiment towards related 
dimensions. 
C. Analysis on the Relationship between Online Rating 
with The Sentiment of Extracted Dimension 
From the six aspects provided by Airbnb website as the 
dependent variables (cleanliness, arrival, accuracy, 
location, value, and communication), the result of regression 
 
7 We use p value 0.05 and confidence interval 95% for running t-test 
analysis shows that there is a strong relationship between 
these variables and the overall customer rating as dependent 
variable by using significance level 0.1%. Table III shows 
that the highest R2 value is obtained by the model which 
includes all of six dependent variables. This indicates that 
those six aspect or dimension from Airbnb website also 
affecting customer satisfaction.  
By using Durbin-Watson test (the value is 2.01 and 
p=0.824), it shows that residual error mentioned in Equation 
(1) is independent and does not have effect on customer 
satisfaction. Moreover, cleanliness is the most affecting 
dimension on customer satisfaction since it hast the highest 
beta coefficient as shown in Table IV. The most affecting 
aspect for customer satisfaction ordered by their beta 
coefficient are cleanliness, value, accuracy, communication, 
arrival, and location respectively, and the regression model 
for customer satisfaction (?̂?) is shown in (2). 
 
?̂? = 0.36 + 0.31 ∗ 𝑐𝑙𝑒𝑎𝑛𝑙𝑖𝑛𝑒𝑠𝑠 + 0.2 ∗ 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 0.24 ∗ 𝑣𝑎𝑙𝑢𝑒 
+0.1 ∗ 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 + 0.09 ∗ 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 + 0.08 ∗ 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛   (3) 
We also try to correlate the sentiment score we have 
obtained for each extracted dimension from LDA model 
with the overall customer rating from Airbnb website. We 
want to determine whether the customer’s sentiment 
described in review data is as good as Airbnb’s overall 
customer rating. We transform the sentiment result of each 
dimension into a rating value from 1 to 10 by using (4) [16]: 
𝑅𝑎𝑡𝑖𝑛𝑔 = (
𝑃
𝑃+𝑁
× 9) + 1        (4) 
Variable 𝑃 represents the number of positive sentiments, 
while negative sentiment is represented by 𝑁. The rating of 
overall topics reaches above 8 and more than 50% of the 
topics reach above 9. The average of this customer 
TABLE IV 
COEFFICIENT OF DEPENDENT VARIABLE FOR REGRESSION MODEL 
Variables 
Unstandardized 
Standardized 
Beta Coeff. 
t Sig. 
B 
Std. 
Error 
(Constant) 0.36 0.15  2.43 < 0.05 
Cleanliness 0.26 0.02 0.31 17.29 < 0.001 
Accuracy 0.18 0.02 0.20 10.38 < 0.001 
Value  0.22 0.02 0.24 12.15 < 0.001 
Communication 0.12 0.02 0.11 5.90 < 0.001 
Arrival 0.10 0.02 0.09 4.96 < 0.001 
Location 0.07 0.02 0.08 5.19 < 0.001 
 
TABLE III 
STEPWISE REGRESSION MODEL 
Model R2 Adjusted R2 F Sig. 
1a 0.5178 0.5175 2014 < 0.001 
2b 0.6279 0.6275 1582 < 0.001 
3c 0.6809 0.6804 1333 < 0.001 
4d 0.6981 0.6974 1083 < 0.001 
5e 0.702 0.7012 885 < 0.001 
6f 0.7062 0.7053 749.7 < 0.001 
Note: 
a Predictors: (Constant), cleanliness, accuracy 
b Predictors: (Constant), cleanliness, accuracy 
c Predictors: (Constant), cleanliness, accuracy, value 
d Predictors: (Constant), cleanliness, accuracy, value, communication 
e Predictors: (Constant), cleanliness, accuracy, value, 
communication, arrival 
f Predictors: (Constant), cleanliness, accuracy, value, communication, 
arrival, location 
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satisfaction rating is 93.55, and it almost the same compared 
to customer rating that available at Airbnb website, which is 
93.33. 
V. CONCLUSION 
Our study tries to automate the process of extracting 
dimensions of customer satisfaction in peer-to-peer 
accommodation domain, specifically based on Airbnb case. 
The result shows that we can automatically find the 
dimensions through topic modeling using LDA from the 
collection of customer review data. There are several 
undiscovered dimensions that affecting customer 
satisfaction from previous research that use survey at limited 
sample.  
 On the analysis of heterogeneity of perception on 
different groups of customers, especially based on gender, 
we find that male customers have more attention toward 
several factors, while female customers tend to give more 
positive review than male customer in other factors. In the 
groups of tourism destination objects, we notice that 
different tourism object, bring different concern among 
customers about what factors affecting their satisfaction.  
Based on the result of stepwise regression analysis, we 
know that the whole factors provided by Airbnb online 
rating significantly affecting customer satisfaction, 
especially cleanliness as the most affecting factor. The 
accommodation’s owner should consider this factor to 
improve their cleanliness of the accommodation, moreover 
related to house, villa, apartment, room maintenance, 
bedroom, and bathroom since based on the reviews, 
customers also talk about these factors. 
In general, by using User Generated Content data such as 
customer review, it is possible to extract the hidden 
dimension that affecting customer satisfaction. Through the 
utilization of NLP method such as topic modeling by using 
LDA, there will be no more limitation on the scale of the 
data since this method can handle large amount of data.  
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Abstract— The aim of this research was to discover the 
stances of individual elements as antecedents of mobile 
payment usage. Data was gathered by distributing a 
questionnaire, which in latter steps was analyzed 
quantitatively. This research collected 90 samples, of whom 
represented users of a mobile payment service in Indonesia. 
The collected dataset was statistically analyzed, by employing 
partial least square structural equational modelling (PLS-
SEM), aided with SmartPLS3.0. The results showed that two 
types of individual factors, namely individual difference and 
behavioral belief played significant roles in shaping users’ 
intention to use mobile payments. Individual differences, 
consisting of mobile payment knowledge and compatibility 
significantly influenced perceived ease of use. Behavioral belief, 
such as trust, was shown to significantly influenced perceived 
usefulness.  Finally, perceived ease of use and perceived 
usefulness concertedly affected mobile payment users’ 
intention to use. 
Keywords—PLS, SEM, Mobile Payment, Individual 
I. INTRODUCTION  
In recent years, more consumers have conducted 
purchase transactions over the Internet [1], and have led to an 
increase of customer demands toward a novel payment 
instrument that allows for mobility to increase convenience, 
more specifically in small transactions [2]. Since August 
2014, the Governor of Indonesia’s Central Bank declared the 
"Non-Cash National Movement” which aims to increase 
public awareness of non-cash instruments, thereby gradually 
moving towards a less-cash society.  
Despite the ample benefits of using mobile payment 
services, its adoption in Indonesia is still relatively low. 
MasterCard Mobile Payments Readiness Index (MMPRI) in 
2012 ranked Indonesia 33rd out of 34 countries in the mobile 
payment readiness survey, placing Indonesia’s consumers as 
‘below average’ in terms of familiarity, frequency and 
willingness to use mobile payment services [3]. This can also 
be seen in the lack of availability of payment method options 
using mobile payment or electronic money in Indonesia. 
Such predicament led the authors to raise the main question 
in this research, namely, what factors affect Indonesians in 
using mobile payment services? This research will look more 
specifically at individual factors and its roles in shaping 
consumers’ behaviors of mobile payment adoption?  
There are some previous works that have investigated 
behavioral aspects of mobile payments adoption. For 
example, the work of [1] investigated the antecedents of 
mobile payment and its intention to use in Vietnam, from the 
perspectives of mobility, convenience, and compatibility. 
Other researchers focused on comparing individualities and 
mobile payment system characteristics [4]. Other 
researchers, such as [5] focuses on examining the roles of 
attitude, subjective norm and perceived behavioral control in 
shaping interests of using mobile payment services. 
In this research, individual factor is first loosely 
understood as anything or circumstance that may influence 
an individual to do something. This research differs 
individual factors as individual difference and behavioral 
belief. Hence, the goal of this study is to elaborate the roles 
of individual precursors, namely individual difference and 
behavioral belief, towards consumers’ intention to use 
mobile payment.   
II. HYPOTHESES DEVELOPMENT 
Previous studies were analyzed to obtain a theoretical 
framework for this research. A visual representation of the 
underlying research model is portrayed in Figure 1. The 
hypothesis projected herein are elaborated below: 
 
 
Fig. 1. Underlying Research Model 
According to [6], mobile payment knowledge can be 
defined as knowledge or information concerning the way 
payment systems are utilized on mobile devices, connected 
to a mobile communications networks, to induct, approve 
and approve commercial transactions. Given the popularity 
of mobile devices, it is very important to understand if those 
who are users of mobile devices are likely to conduct 
transactions through mobile payment services. Other 
research previously conducted has shown the impacts of the 
level of knowledge concerning mobile payment on the ease 
of use of mobile payment services [1]. Individuals with 
higher levels of knowledge concerning mobile payment tend 
to find the mobile payment service easier to use than those 
with less knowledge [4]. Customers will find it easier to 
utilize mobile payment services given a superior degree of 
knowledge concerning the relevant mobile payment tools [1]. 
Thus, this research proposes the following hypothesis: 
This Research was funded by the 2018 PITTA Grant, Universitas 
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H1: Knowledge concerning mobile payment significantly 
affects perceived ease of use of mobile payment. 
Compatibility can be understood as the operational 
effectiveness of new services when compared to existing 
services [7]. Individuals’ variety of lifestyles will greatly 
influence their conclusion of embracing mobile payment 
services. Mobile payment is an augmentation of conventional 
Internet-based payments, hence, those who frequently use 
Internet-based payments tend to have less refusal to accept 
mobile payment. Such understanding allows for the 
assumption that perceived compatibility plays a very 
important role in shaping the intention to adopt a technology. 
For new services like mobile payment, an individual’s ability 
to assimilate them into their purchasing practices and 
everyday lifestyle is an eminent element, making it a key 
success factor of mobile payment services [8]. Therefore, 
this research proposes the following hypothesis: 
H2a: Compatibility significantly affects perceived ease of 
use of mobile payment. 
H2b: Compatibility significantly affects perceived 
usefulness of mobile payment. 
Trust is defined as an individual’s willingness to embrace 
risks with the hopes that their desires are fulfilled [4]. 
Customers’ trust can be identified as an influential factor 
leading to the triumph of mobile banking, where transactions 
are conducted on a more vulnerable and uncertain telephone 
network compared to traditional payment transactions [9]. 
Transactions made through mobile networks are at risk, with 
a higher level of uncertainty than any preceding 
arrangements, thus carrying more risk potentials. Customers 
who have high trust level on mobile payment services will 
realize service providers’ integrity and reliability; which will 
augment their intention to use the service [10]. Furthermore, 
upon conducting transactions, consumers expect personal 
information to be guaranteed  in terms of security, and not be 
shared with inappropriate parties [11]. Therefore, this study 
proposes that trusts affect perceived security and perceived 
usefulness. 
H3a: Trust significantly affects perceived usefulness of 
mobile payment. 
H3b: Trust significantly affects perceived security of 
mobile payment. 
Risk relates to the absence of security throughout the 
payment processes due to mistakes or fraudulent transactions 
between buyers and sellers [12]. Mobile payment is a form 
of online transaction that occurs between unknown parties, in 
which exists financial risks and ambiguity concerning a 
product’s quality. Thus, this research argue that risks affect 
mobile payment services perceived security.  
H4: Risk significantly affects perceived security of 
mobile payment. 
Perceived ease of use is expressed as the level of 
simplicity and ease to use a particular new system [13]. 
Hence, it is a vital precursor that affects mobile payment 
services’ intention to use [14]. Perceived ease of use denotes 
the clarity, understandability, comfortability of users’ 
interactions and experience with the new system [15]. Such 
understanding allows for the assumption that ease of use is 
essential precursor influencing new technology acceptance. 
Furthermore, perceived ease of use is a factor that shapes 
perceived usefulness [16].  
H5a: Perceived ease of use significantly affects mobile 
payment’s perceived usefulness. 
H5b: Perceived ease of use significantly affects mobile 
payment’s intention to use. 
Perceived usefulness can be explained as the customer's 
state of mind concerning the potential of new services in 
providing benefits and in increasing customers’ task 
performance [17]. According to [18], usefulness can also be 
understood as customers’ believe that adopting new 
technologies will aid the fulfillment of their expectations. 
Other research, such as [19] adds that perceived usefulness is 
a novel amenity that offers more benefits than existing 
services to those who intend to use it. Therefore, this study 
suggests that perceived usefulness influences the intention to 
use mobile payment. 
H6: Perceived usefulness significantly affects mobile 
payment’s intention to use. 
Perceived security is understood as the confidence that 
the system ensures confidential user information [20]. 
Customers will surely pay more attention to security issues in 
mobile payment services. This becomes an vital component 
for mobile payment services success [10]. Customers expect 
that their transaction be accomplished as expected, without 
data being shared with non-conforming parties [21]. Some 
even argue that customer security in e-commerce is an 
important factor because the digital realm carries a higher 
level of risks when compared to traditional environment [22].  
H7a: Perceived security significantly affects mobile 
payment perceived usefulness. 
H7b: Perceived security significantly affects mobile 
payment intention to use. 
III. RESEARCH METHODOLOGY 
 This research used a questionnaire-based quantitative 
approach in gathering data and in conducting hypothesis 
testing. First of, the variables in the theoretical framework 
were elaborated to unique question items. Before being 
disseminated, a readability test was conducted to ensure that 
all questions were correctly understood. This readability test 
involved seven individuals whom were active users of 
mobile payment services. After a thorough revision, the 
questionnaire was then distributed to the respondents. 
 The data collection process made use of questionnaires 
using a survey-form tool with a 6-point Likert scale, having 
scales that range from strongly disagree to strongly agree. 
The questionnaire was made using typeform application and 
then disseminated online through social media. The target of 
the respondents in this study are those individuals who have 
previously used mobile payment services. 
 The questionnaire consisted of 28 questions, representing 
indicators of eight different variables. The result of this stage 
is a questionnaire that has been filled by respondents and 
whose responses were considered as complete and 
consistent. 
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 Researchers then performed data processing and analysis 
to test the hypothesis, using Partial Least Square Structural 
Equational Modeling (PLS-SEM) statistical techniques aided 
with smartPLS software. Furthermore, data analysis was 
carried out to test the hypotheses formulated. Then through 
statistical calculations, the results are discussed by using 
existing theories as well as previous research results.  
IV. RESEARCH RESULTS 
A. Respondents Demography 
This research resulted in 90 respondents who filled out 
the questionnaire. However, only 89 was included to further 
analysis, because one sample was deemed as invalid due to 
incompleteness.   
The demography of the sample was quite diverse. A 
majority of them were male (56%) and the rest were female 
(44%). In terms of age, a large number of those who 
participated in this study were young adults between 25-35 
years old (49%). Most of the respondents held a day job 
(46%) and all of them (100%) use a smart phone on a daily 
basis.  Finally, a large proportion of them (73%) have 
previously conducted online transaction and online payment.  
B. Analysis of the Measurement Model 
In this phase, this research will ensure that the data meets 
all validity and reliability requirements. First, we conducted 
an examination of the convergence validity. All question 
items were tested to ensure their loading factor value that 
represented each indicator on the latent variable were greater 
than 0.5 [23], [24]. Moreover, the values of Average 
Variance Extracted (AVE) should surpass 0.5 [24]. 
 
This research stumbled upon two indicators that failed 
meet the Loading Factor threshold, namely H41 and H73. 
According to [24], indicators that have values of Loading 
Factor not more than 0.5 should be removed. Upon removal 
of the two indicators aforementioned, it can be seen that the 
remaining indicators have met required LF value of greater 
than 0.5, ensuring the research instrument’s convergent 
validity. All indicators’ Loading Factor values are presented 
in Table 1. 
Furthermore, this research also ensured reliability by 
testing the Cronbach’s Alpha (CA) and Composite 
Reliability (CR) for all indicators. According to [25], a 
variable is considered to have reliable indicators having CA 
value exceeding 0.6  and CR value exceeding 0.7. The 
results are summarized in Table II and presented that 
indicators reliability in this research have met the 
requirements. 
C. Analysis of the Structural Model 
In this step of analysis, this research will first test the 
Coefficient of Determination (R2) prior to testing the 
hypotheses. The R2 measures how much a dependent latent 
variable can be justified by its preceding independent latent 
variables [26]. The value of R2 is considered weak if it has a 
value of less than 0.19, considered medium if it has a value 
between 0.19 - 0.33, and is considered strong if it has a value 
between 0.33 - 0.67 [27]. The results in this research showed 
that three dependent latent variables had strong preceding 
relationships with its independent latent variables, namely, 
intention to use, perceived ease of use and perceived 
usefulness. Additionally, perceived security exhibited a 
medium strength relationship to its preceding independent 
latent variables. The results summarizing the coefficient of 
determination (R2) values are displayed in Table III.  
D. Hypothesis Testing 
An examination of t-statistics values as well as p-values 
were conducted to test the hypotheses. The hypotheses were 
tested with a predetermined alpha of 0.05, hence the required 
t-statistics value should be greater than 1.96. Out of the 
eleven hypotheses tested, this research resulted in seven 
hypotheses accepted whereas four hypotheses rejected. A 
review of the hypothesis’s examination product is provided 
in Table IV. The resulting research model is visually 
presented Figure 2. 
V. DISCUSSION 
This study found perceived ease of use to positively 
influenced perceived usefulness alongside intention to use. 
Mobile payment services are critically questioned by its 
TABLE 1.    ALL INDICATORS LOADING FACTOR VALUES 
Variable Indicator Loading Factor 
Mobile payment 
knowledge 
H11 0.765 
H12 0.796 
H13 0.676 
H14 0.790 
Compatibility H21 0.678 
H22 0.711 
H23 0.875 
Trust H31 0.820 
H32 0.838 
H33 0.804 
Risk H42 0.809 
H43 0.779 
H44 0.822 
Perceived ease of use H51 0.751 
H52 0.744 
H53 0.746 
H54 0.800 
Perceived usefulness H61 0.822 
H62 0.870 
H63 0.875 
Perceived security H71 0.874 
H72 0.823 
Intention to use mobile 
payment 
H81 0.822 
H82 0.795 
H83 0.852 
H84 0.615 
TABLE II.     ASSESSMENT OF CRONBACH'S ALPHA (CA) AND 
COMPOSITE RELIABILITY (CR)  
Variable CA CR 
Knowledge 0.753 0.843 
Compatibility 0.637 0.802 
Trust 0.758 0.861 
Risk 0.726 0.845 
Perceived ease of use 0.758 0.846 
Perceived usefulness 0.817 0.891 
Perceived security 0.613 0.837 
Intention to Use  0.776 0.857 
TABLE III.     R2  VALUES
Variabel R2 Category 
Perceived ease of use 0.501 Strong 
Perceived usefulness (PU) 0.601 Strong 
Perceived security  0.302 Medium 
Intention to use mobile payment 0.469 Strong 
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users in terms of how easy it is to employ.  The analysis also 
yielded that perceived usefulness prejudiced intention to use. 
The usefulness of services like to mobile payment should be 
well understood by customers, because it is a critical 
prerequisite towards adoption.  The results in this research 
also corroborates the arguments of [1] concerning the 
importance of ease of use in determining the adoption of 
mobile payment. 
 Two factors acted as motivators towards perceived ease 
of use, namely mobile payment knowledge and 
compatibility. It is safe to assume that mobile device users 
with higher levels of mobile payment knowledge tend to find 
the mobile payment service easier to use, when compared to 
those who lack such knowledge.  Mobile device users will 
experience an easier and more efficient mobile payments 
transactions, having equipped with a high level of knowledge 
about mobile payments. In addition, compatibility was also a 
determinant of ease of use.  
 Finally, the results showed trust as an antecedent of 
perceived usefulness.  It is known that trusts in payment 
systems in general, will lessen the necessity to comprehend, 
govern and supervise activity, enabling users to employ the 
services easily and efficiently deprived of considerable 
struggle in translating online services [1]. This research has 
shown that the same arguments is fitted for mobile payments 
systems, corroborating trust’s role in shaping perceived 
usefulness in mobile payments.  
VI. RESEARCH IMPLICATIONS  
 The results in this research provided empirical 
indications concerning the precursors of perceived ease of 
use in mobile payments, namely mobile payment knowledge 
and compatibility. This findings extend our understanding of 
such antecedent, previously argued by [1], [4]. Additionally, 
the role of trust in shaping mobile payment’s perceived 
usefulness was corroborated, strengthening the arguments set 
forth by previous research of similar topic [1].  
 Furthermore, the robustness of TAM was exemplified in 
mobile payments circumstances, by showing that perceived 
usefulness and perceived ease of use both concertedly 
affected intention to use mobile payments. Such finding 
validated previous works, such as [4]. 
 Several practical implications are also noteworthy to 
discuss. First, this research provides insights for 
organizations offering mobile payment services, more 
specifically in understanding the way individual factors 
affected user’s intention to use. Those organizations offering 
mobile payment services should provide ample knowledge 
for their potential users. The more knowledge an individual 
has concerning mobile payments leads to a higher perception 
of ease in using mobile payment services.  
 Additionally, mobile payment services being offered 
should ensure compatibility, for example in terms of 
transaction varieties (purchases, bill payments, etc.) that suit 
the needs of potential users. These two individual difference 
factors positively affect perceived ease of use. Furthermore, 
technological compatibility should also be kept in mind. For 
example, mobile payment should be offered in platforms 
compatible with the mobile devices already owned by 
potential customers.  
 On the other hand, perceived usefulness was predisposed 
by an individual’s behavioral belief of trust. Organizations 
offering mobile payment services should strive to continually 
ensure that their services are safe, reliable, and trustworthy to 
use, because it will increase users’ confidence in the service 
and their perception of usefulness.  
VII. CONCLUSIONS AND RECOMMENDATIONS 
 This research was designed to explore the roles of 
individual precursors of user’s intention to adopt mobile 
payments. The results provided empirical evidences that two 
types of individual factors, namely individual difference and 
behavioral belief play significant roles in shaping user’s 
intention to use mobile payments. 
 Individual differences such as having mobile payment 
knowledge and ensuring mobile payment compatibility 
significantly predisposed perceived ease of use. Moreover, 
behavioral belief, such as trust, was shown to significantly 
influenced perceived usefulness.  Finally, both perceived 
ease of use and perceived usefulness concertedly affected 
users’ intention to use mobile payment. 
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Abstract Mobile Application of NUSANTARA which called 
m-NUSANTARA is an KM tools that design for supporting the 
KM process in government human capital management. This 
research is continuation of previous research focusing on the 
development of a model of knowledge management system for 
civil servant from three ministries in Indonesia 
(KEMENPAN&RB, BKN, and LAN) which called Government 
Human Capital Knowledge Management of Republic of 
Indonesia (NUSANTARA). Implementation of this KM model is 
conducted with web system, further development of this system 
still provides constraints from several sides in providing more 
optimal service against users requirements as well as limited 
accessibility and responsiveness. This paper aims to explore the 
supporting features that will be used to integrate pre-existing 
systems that build mobile knowledge management applications.
Data were collected by interview from each expert in related 
institution. The CommonKADS method is chosen as a technique 
to explore the problems and knowledge of each organization.
While, SMAPA method is used to validate the result from the 
experts and end users. Results of this work are determine seven
recommended supporting features there are vision and mission 
view, activity notification, group discussion, search repository, 
upload document and document activities log. 
Keywords knowledge management; knowledge management 
system; NUSANTARA; SMAPA; CommonKADS;
I. INTRODUCTION
The management of government human capital (ASN) is 
essential for the realization of employees with integrity, 
professional, ethical profession, neutral, and free from 
political intervention. However the management still has not 
gained significant results, this is indicated by the ASN 
performance appraisal results that decline from 2014 
KEMENPAN&RB 86, LAN 70 and BKN 65.07 to 
KEMENPAN 71.12 LAN 70 and BKN 56.54 in 2015.
According to the previous study conducted by[1]said that this 
is due to several factors such as the loss of tacit knowledge, 
the development of inappropriate knowledge and the 
incomplete knowledge management process. According to[2], 
in order to obtain optimal performance then the element of 
human capital which is the main part in supporting the success 
of a human capital organization is required to be managed and 
employed efficiently. In [3], defines the conceptual model
which using ICT utilization by Knowledge Management 
Systems (KMS) known as Nusantara. The concept of 
Nusantara proposed as a design of knowledge management 
system in Indonesia. This method is able to produce the 
features which needed to support knowledge management 
process systems. However, utilization of Nusantara which 
used technology web still has constrains due to limitations of 
feature web base. Hence, the knowledge information cannot 
be obtained maximally. Analysis of mobile support is 
important because the need for knowledge is needed in time, 
place and every situation.
Nowadays, many web technology which developed to 
support mobile platform like HTML, HTML5, JavaScript, and 
CSS to develop mobile application that can run of different 
allow the access to advanced device functionality such as 
accelerometer, barcode, Bluetooth, Calendar, Camera, 
Compass, Connection, Contacts, File, GPS, Menu, and Near 
Field Communication (NFC)[4]. 
However, it also have limitation include; It does not 
provide the possibility to have native user interface[5], the 
performance of the final application is far from the native 
application[5].Hence, the feature for mobile Nusantara is 
considered with native platform to manage information more 
reliable. CommonKADS methodology is chosen due able to 
provide a suitable model of requirements for the knowledge-
based systems of various knowledge[6] and is also the most 
established methodology for developing knowledge-based 
systems[7].
This paper is organized as follows. Section 2 describes
supporting theories, section 3 present research methodology
and section 4 discusses and analyzes the results of feature  for 
mobile application of NUSANTARA. The last section 
explains conclusions and analyzes some future work.
II. LITERATURE REVIEW
A. Knowledge management (KM)
Knowledge management (KM) is group of activities to 
discover, capture, share and apply knowledge to gain 
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organizational objectives using their knowledge[8]. KM also 
determine as process for identifying, selecting, managing, 
transmitting, and disseminating information for problem 
solving, strategic planning and decision making[9]. KM 
practice can impact human resource manageme
create, store, distribute and interpret knowledge in every 
organizational process[10]. Knowledge management in 
organization are connected to tacit and explicit knowledge. It 
represents how they were create new knowledge by acquired, 
represented, exchanged, maintained, integrated process[11]. 
Based on some definition above it can be conclude that KM is 
an exploration process of generate, capture, transfer, 
disseminate and implement knowledge from organizational 
knowledge resource for problem solving and decision to 
achieve organizational objectives. Those processes are relies 
on the organization member. Knowledge management can be 
successful implemented with human participation process.
B. Knowledge Management Systems (KMS)
KMS intend to manage knowledge and user to use the 
knowledge to perform their organizational task[12]. While, 
according to [13],[8] KMS well known as an IT-based system 
that used to support, develop and enhance organizational KM 
process. The process can be applied in some various IT tools 
and technologies[13]. KMS accommodate some tools and 
technologies for manage the organizational knowledge asset 
and KM process which align with organizational business 
process. This technology is able to integrate knowledge 
information in KM process[14]. Hence, [8] assume that KMS 
is a solution to achieve organizational KM process and it 
integrates in KM mechanisms and technologies which 
consist four type as follow: 
a) Knowledge Discovery System: technologies which support 
activities of creating innovative tacit and explicit 
knowledge from data and information.
b) Knowledge Capture Systems: facilitate acquire knowledge 
both tacit and explicit around people and organizational 
entities. This system also can collect knowledge from 
inside and outside organization.
c) Knowledge Sharing Systems: promote communication 
activities of tacit and explicit knowledge with using 
exchange and socialization process.
d) Knowledge Application Systems: contribute the utilize 
process of individual knowledge into another individual 
without directly retrieve or learn the knowledge.
KMS can be represented in various kinds of ICT based on 
each government KM process which held to manage their 
organizational knowledge.
C. NUSANTARA
Government human capital knowledge management of 
Republic Indonesia (Nusantara) is a knowledge management 
system for managing the government human resource process. 
This application used to support the KM process using the 
information and communication technologies[3]. Result from 
Nusantara is interpreted with web technology, web based 
application of Nusantara which consist of some KMS features 
which have been verified and validates by the experts. 
Limitation of work Nusantara is related to the government 
human capital management which is specific to human 
resource process and bureaucracy culture in Indonesian 
government institutions.
D. CommonKADS
Common Knowledge Analysis and Design System, or 
CommonKADS in short, is a comprehensive methodology for 
the developing knowledge-based system [15]. CommonKADS 
describes the foundation, technique, modeling language and 
document structure for develop the knowledge based 
system[16]. This methodology has been widely used for 
develop many types of system, for example expert system and 
knowledge management system to solve problem in 
organizational environment [17]. It also often used for 
organizational knowledge management system 
development[18]. 
Some strength of the commonKADS methodology are 
flexible to use, represent knowledge (organizational, domain, 
task, inference), complete, powerful, accurate, comprehensive, 
represent the KM process and systematic[18] [29]. 
CommonKADS is consisted of three layers of model which 
have relationship among model. Three layers of model of 
CommonKADS are context layer, concept layer and artifact 
layer. The more detail of the layer of model respectively is 
presented in following explanation [30]:
Context layer. This layer of model is consisted of three 
models, i.e. organizational model, task model, and agent 
model. Organizational model is used to formulate 
framework of problems, business processes, stakeholders 
and potential solutions based real condition within 
organization environment. Task model is focused on the 
purpose of business process that related to the required 
resources, competence, achievement and so forth. Agent 
model represented assignment of a person, system 
information, knowledge and culture.
Concept layer. This layer contained two models, including 
knowledge model and communication model. Knowledge 
model presents type, rule and structure of knowledge. 
Communication model describes about the requirement of 
agents to accomplish their task and knowledge transfer 
between them.
Artifact layer. This layer is represented by design model 
which describes technical things of system or software, i.e. 
architecture, the used algorithm, data structures and 
hardware.
E. Previous Study
CommonKADS methodology has been used in several 
sector such as agriculture[27], [31], tourism [19], education 
[24], medical [20], [21], industry [18], [28], [25], [29],
software development [23], [26] and bioinformatics [22].
GeOasis is one of tourism knowledge based which 
developed using the CommonKADS methodology to define 
the ontology of knowledge. This knowledge based provides 
the tourism information [19]. While, CommonKADS also can 
be used for determine the requirement analysis [27], share and 
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transfer natural knowledge engineering in software 
development [24] and incremental validation process[26].
Other research used CommonKADS to determine the 
knowledge metamodel, integrates several knowledge, develop 
expert system, and systematic capture of knowledge 
expertise[20], [23], [24]. In agriculture sector the 
CommonKADS develop the design of irrigation system [27], 
[31]. Hence, this methodology also can define the strategic 
collaboration of construction virtual business[22]. Then, in 
medical sector CommonKADS contribute the general 
framework for the aforementioned problem [20], [21].
III. RESEARCH METHODS
Methodology of this research consists of five phases, in 
the first phase of the study literature to build a conceptual 
foundation of the research study, the next stage is to identify 
the issue raised in the form of weakness of conceptual design 
implementation of Nusantara with the web system that has 
been built. 
Next phase we do done the data collection using deep 
interview to the expert for discovering the requirement of 
mobile application features related to the expert experiences. 
The data collection consists of primary and secondary data, 
primary data in the form of draft results interview conducted 
against the three state institutions namely LAN, BKN and 
MENPAN&RB. 
The next stage is done by analysis with CommonKADS 
method to explore the knowledge assets and needs of the 
system to develop. The elaborations of five model 
development in CommonKADS are organizational, task, 
agent, knowledge, communication and design. 
Hence, the research result was validated using the 
SMAPA methods which validated by experts and end users. 
The validation process used the SMAPA questionnaire 
instrument. Then, final stage is the conclusion of the research 
result.
IV. RESULT AND DISCUSSION
Interview conducted to collect the expert data. While, the 
respondent distributions are expert from BKN 4 experts, LAN 
3 experts and MENPAN&RB 2 experts. The interview result 
is elaboration of the development of five models: 
organizational, task, agent, knowledge, communication and 
design. The Organizational Models (OM) are define problem, 
context and the solution based on the interview result. The 
organization model can be seen in Table 1.
Table 1 shows the problems, context organizational and 
solutions offered to the problem. After the next stage OM is 
defining the task model. A summary of the modeling agent 
and not the model elaborated is shown in Table 2. Table II 
determine each tasks that have been defined are assigned to 
actors who have received tasks in Table 1. The analysis of 
tasks and actors is also defined into use cases which can be 
seen is shown in Figure 1. Figure 1 describes the use case of 
mobile KMS Nusantara which have six actor and six use 
cases. 
The actors are admin, chief of knowledge article, co.admin,
validator, expert and visitor, while the use case consist of 
manage article, manage document, online discussion, find 
article and document, download document, view article, view
user log, manage member, view member list, send message, 
update expert profile, update validator, give article, document 
and document verification.
TABLE I. ORGANIZATIONAL MODEL PROBLEM IDENTIFICATION
Organization 
model
Problems : Worksheet OM-1
Problems Knowledge management problems
1. Lack of motivation to learn
2. The creation of KM processes and cultural 
sharing
3. The existing knowledge gap between ASN 
management staff
4. Not all leaders can be role model
5. Lack of employees who have IT knowledge
6. Lack of commitment both from the side of 
employees and leaders
7. Loss of expert knowledge
Technological problems
Lack of IT infrastructure support
Organizational 
context
External common factors
1. Government and legal regulations
2. Organizational culture factors
3. Uneven employee recruitment rate
Solution 1. Provide an offering of knowledge 
management tools that are used at any time 
and at an affordable cost
2. Conceptual costume needs for knowledge
management
TABLE II. SUMMARY OF TASK MODEL AND AGENT MODEL
No Task Agent Knowledge Asset
1
Manage validator 
members,
Manage experts, 
monitor user logs
Chief of 
Knowledge 
Officer
Knowledge of validator 
member data
2
Manage articles, 
manage documents, 
conduct discussions 
to users, search 
articles
Admin
Document of civil 
servant manpower 
management 
manuscript, document of 
research journals
3
View the user list and 
send messages to 
members
Co.
Admin
-
4
Updating profiles, 
viewing members 
list, sending 
messages between 
members
Expert
Document of civil 
servant manpower 
management 
manuscript, document of 
research journals
5
Verify documents, 
view members list, 
send messages 
between members
Validator
Information on 
document data 
authenticity
6
Download 
documents, view or 
read articles
Visitors -
After defining the task and agent model, the next step is to 
define the knowledge model. the knowledge model is used 
Conseptual Modeling Language (CML) as can be seen in Fig.
2.
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Fig. 1. Use case of mobile KMS Nusantara 
Figure 2 show the example of conceptual model which 
describes in CML 2 languages. Hence, the next phase is 
determining the communication model; example of 
communication model can be seen in Table 3.
Fig. 2. Example of conceptual model with CML2
Table III describes the example of communication model 
for each agent which determine in table II. The last stage of 
the CommonKADS model is a design model, at this stage is 
defined architecture, system support tools and features that can 
be used to develop mobile system KMS Nusantara. For 
interaction component systems can be seen in Fig. 3.
TABLE III. EXAMPLE OF COMMUNICATION MODEL  
Communication 
model
Transaction description worksheet CM-1
Transaction 
identifier/Name
Management documents 
Information object Information needed to execute system 
commands are: document id, title, tag, file 
name, date, contributor, status, year, type, 
knowledge, source, num download
Agent involved Admin, Validator, Expert
Communication plant Expert, admin, validator selects the document 
manage menu, the document is uploaded read 
or download
Fig. 3. Interaction among component system  mobile KMS Nusantara.
Figure 3 show the interaction among the component 
system of mobile KMS nusantara based on the database, web 
system, actors and the mobile application. Each of interaction 
between point will be describes as follow:
Interaction A is the communication between the database 
with the web system, the database using MySQL while the 
web system utilize PHP as the source code
Interaction B display data in the form of web makes it easy 
for content managers to manage information more 
effectively.
Interaction C in obtaining data from storage required 
"capture data" mechanism using JSON format.
Interaction D data that has been converted into JSON form 
is then captured by M-Nusantara mobile app, this 
mechanism occurs in exchange of data from mobile device 
to database.
TABLE IV. LIST FITUR MOBILE KMS NUSANTARA
No List Feature Information
1 View ASN vision 
mission 
This feature is submitted in the form of 
a menu that can show the vision of 
ASN mission
2 Activity notifications 
and updated 
information in ASN 
environment are news 
articles
This feature deals with providing up-to-
date information on ASN developments 
in the form of notifications on android 
devices that will be integrated into ASN 
website pages
3 Group Discussion, 
chat from chat 
members.
This feature provides services to users 
in sharing efforts regarding matters 
relating to the scope of ASN
4 Searching of data 
files (repository)
This feature is provided to help find the 
required archive data in pdf format 
which can be seen important point2 part 
of the archive
6 Upload Document Upload documents are used to store 
data owned by the practitioner 
document that will be saved can be a 
file.
7 Documentation of 
activities log
This menu aims to document the 
activities performed, data storage in the 
form of photos and information about 
the activities undertaken.
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
525
Interaction E ASN information services obtained by 
validators, experts and visitors. This service allows users to 
obtain additional information and features not provided on 
the WEB Nusantara service.
Besides it also defined supporting features that can support 
the mobile system on mobile devices KMS Nusantara as seen 
in table 4.
Table IV determines seven lists of features and brief 
information above that define based on the CommonKADS 
analysis. Finally, the last phase is developing the mobile 
application interface and programming codes. The result of 
system design can be seen on Fig. 4.
Fig. 4. Mobile aplication interface of  KMS Nusantara.
Figure 4 show the prototype of mobile application interface 
which is named M-NUSANTARA. In this stage, the prototype 
was evaluated to measure satisfaction level of user to the 
application that was developed using NUSANTARA and 
CommonKADS. SMAPA method was employed as a based to 
design of questioner with liker scale. The final result was 
obtanined using Aiken method (1).
(1)
(2)
V is value of content validity, where s is the value of r that 
was given by the expert, c is the highest value validity. Then, 
lo is the lowest value which given by the expert and n is the 
number of expertise. Coefficient of V is value from content 
validity which range from 0 to 1. According to six end users 
and expert samples obtained result can be seen in table 5
TABLE V. CONTENT VALIDITY WITH SMAPA
No Sub-characteristic SMAPA Content-Validity(V)
1 Transaction convenience 0.78125
2 Customizing service 0.84375
3 Differentiating function 0.8125
4 Consistency 0.75
5 Efficiency 0.78125
6 Reasonableness 0.75
7 Usability 0.8125
8 Creativity 0.78125
9
Customer Attraction
Evaluate
0.875
10 Customer Convenience 0.78125
Table 5 shows result of the SMAPA analysis. Based on the 
result analysis, customizing service indicator was the highest 
score (0.84375). It means that mobile NUSANTARA has 
capability to manage knowledge, otherwise reasonableness 
and consistency indicator got the minimum score (0.75) due to 
the incomplete application. The results showed that all of 
items were obtained were valid, based on Aiken criteria >0.75.
V. CONCLUSION
Research finding that seven features that recommended to 
be implemented in the mobile application of NUSANTARA 
which called m-NUSANTARA. Those features are ASN 
vision and mission view, activity notifications and updated 
information in ASN environment such as a news articles, 
group discussion, chat from chat members, searching of data 
files (repository), upload document and documentation of 
activities log.
The m-NUSANTARA expected to be used as a solution in 
the management of knowledge in the environment or scope 
civil state apparatus to manage the expert knowledge. The 
implementation of m-NUSANTARA in human capital 
managers (BKN, KEMENPAN&RB and LAN) can 
disseminate their organizational knowledge to develop the 
organizational competitive advantages related to the human 
capital management process. 
CommonKADS methodology is used for developing the 
mobile application features which can give the reliable result 
of recommended feature align with the expert validation that 
m-NUSANTARA have a capability to manage the expert 
knowledge well. 
Limitation of this study is specifically used for the human 
capital management experts which managed by three 
ministries. Future research can be developing other mobile 
features and using another approach with widely research area 
in public or private sector.
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Abstract—Since the early 1990s, companies in the 
oil & gas industry have realized that their business 
operations are knowledge-based, where company 
performance can be derived from faster identification, 
an assessment of an opportunity, and the speed of an 
exploitation. The oil & gas industry is one of the 
leading industries in the application and development 
of knowledge management; this is caused by changes 
in market and technology from 1990s to the beginning 
of the 21st century. Utilizing knowledge management is 
a must to be able to compete with other oil and gas 
industry companies. Currently, Air Drilling Associates 
(ADA) as one of the companies in oil & gas industry 
already has implemented knowledge management 
system, but its benefits are far from the expectation. In 
order to position their efforts and initialize knowledge 
management, companies need framework to use as a 
template. The objective of this paper is to measure the 
knowledge management maturity of Air Drilling 
Associates and other suggestion related to knowledge 
management for improvement. 
Keywords—knowledge management, knowledge 
management maturity model, oil and gas industry  
I. INTRODUCTION 
Over the last few years, Knowledge Management 
(KM) has become one of the success factors of an 
organization. The main goal of the KM initiative in 
every organization is to improve the performance of 
the people involved with the organization [1]. The 
industrial world is expected to support and use KM 
to facilitate their resilience in an increasingly 
dynamic and competitive business environment. 
Similarly, the oil and gas industry has long utilized 
KM. According to Robert M. Grant [2], since 1990, 
the company's interest in KM has been increasing. 
This is due to technological trends and which reveal 
many opportunities to exploit existing knowledge in 
the organization. 
Since the early 1990s, companies in the oil & gas 
industry have realized that their business operations 
are knowledge-based, where company performance 
can be derived from faster identification, an 
assessment of an opportunity, and the speed of an 
exploitation. In line with previous statements, Zaied, 
Hussein, and Hassan [3] reveal that the 21st century 
is an era of economic knowledge, where many 
organizations have a lot of knowledge that can be 
used to develop their performance. 
The oil & gas industry is one of the leading 
industries in the application and development of 
knowledge management; this is caused by changes in 
market and technology from 1990s to the beginning 
of the 21st century. This change encouraged industry 
to further discuss locations, provide space for 
environmental responsibility, and develop 
technology tools in the fields of seismology, drilling, 
and offshore exploration and production (E&P). The 
development of information and communication 
technology (ICT) also enables companies to collect 
and analyze a huge number of information which 
enable communication and collaboration among 
employees in all over the world. 
Around the year 2000 to 2010, the Society for 
Petroleum Engineers (SPE) estimates that there will 
be 231.000 years of cumulative experience and 
knowledge that will be lost over the next 10 years as 
many technical and petroleum engineers will retire 
[2]. From a different perspective, this urgency is 
supported by Muthuveloo, Shanmugam, and Teoh 
[4] who stated that customers will avoid to establish 
business relationships with company who has 
employee turnover problem, especially the one in 
key positions. This tendency is based on customer 
fears as to whether the organization still has the 
knowledge required for business continuity and 
performance, despite the decline of its employees. To 
address this, a knowledge management is required 
[5]. Knowledge itself can be a tool for supporting the 
company's adaptation and survival [6]. 
To position their efforts and initialize knowledge 
management, companies need some kind of 
framework to use as a template [5]. According to 
Zaied, Hussein, and Hassan [7], KM becomes very 
important as it can provide assistance to direct 
organizational and competitive performance. A 
maturity assessment model is required to measure 
KM performance. Assessment of KM maturity 
model will provide the level of maturity of a 
company so that we can determine the strategy 
needed to improve it [8]. 
Air Drilling Associates (ADA) as one of the 
companies in the oil & gas industry also suffer from 
the same issues as any other companies in the same 
industry. Currently ADA already have knowledge 
management system. The KMS named ADA 
Knowledge-based were developed to support KM 
practices in the ADA. Initially, ADA Knowledge 
Base were specifically expected to improve the 
operational efficiency of the drilling project at the 
site where the ADA is operating. Management 
expects the Project Supervisor of each project to 
record each End of Well Report into the ADA 
Knowledge Base as a lesson for the next project. 
However, the implementation is still considered not 
as expected. Knowledge transfer from employee-to-
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company and among employees does not occur 
regularly, so there are many insights and 
opportunities lost in the process. Other than that, 
ADA must maintain their business continuity process 
and stay competitive among their competitors who 
also practice knowledge management. The objective 
of this study is to measure the KM maturity in ADA 
and analyze improvement related to KM. 
II. CONCEPTUAL BACKGROUND 
A. Knowledge Management and Knowledge 
Management System 
KM may simply be defined as the management of 
the activities and the processes that enhance the 
utilization and the creation of knowledge within an 
organization, according to two strongly interlinked 
goals, and their underlying economic and strategic 
dimensions, organizational dimensions, socio-
cultural dimensions, and technological dimensions: 
(i) a patrimony goal, and (ii) a sustainable innovation 
goal [5]. Mazzoni, Capriotti, Ferrazza, and Giudicati 
[7] said that KM covers the whole cycle of 
knowledge, from knowledge generation, capture, 
mapping, storage, sharing and capture. The collection 
of experiences and procedures, their cataloging and 
conservation is particularly crucial together with the 
development of new ideas, in a virtuous cycle 
enabled to valorize and power both single people and 
the company. Knowledge needs to be managed as it 
can reside in several different location, including 
people, artifacts, and organizational entities [9]. 
As quoted by Ovbagbedia [15], Alavi and 
Leidner (2001) describe the Knowledge Management 
System (KMS) as an information technology-based 
system applied to the development, expansion and 
support of organizational processes to provide, store, 
retrieve, alter and use knowledge [9][10]. KMS 
provides strategic potential for the organization and 
acts as a decisive source. It is essential to assist the 
management of key resources and intellectual capital 
of the organization in creating a competitive 
advantage [16]. 
B. Maturity Model 
A development of entities can be simplified and 
described by using multiple levels of maturity. These 
levels are characterized based on certain 
requirements that an entity must achieve. The entity 
progresses from the bottom to the highest level 
without skipping a level [12]. In the context of KM, 
maturity is related to the organizational competency 
in managing knowledge as organizational intangible 
asset [11].  
C. Knowledge Management Maturity Model 
KM maturity model is the extent to which KM is 
explicitly defined, managed, controlled, and effected 
[12]. It describes the stages of growth of KM 
initiatives in an organization. KM assessment is 
needed to obtain a KM maturity model. It consists of 
comparing the tools regarding use cases, principles 
measured, outputs and contextual factors [13].  
Pee and Kankanhalli [12] categorized KM 
maturity model into two groups, depending on 
whether or not they are developed based on the 
Capability Maturity Model (CMM). On their paper, 
they identified and compared four KMMMs based on 
CMM, i.e. Siemen’s KMMM, Paulzen and Perc’s 
Knowledge Process Quality Model, Infosys’ 
KMMM, and Kulkarni and Freeze’s Knowledge 
Management Capability Assessment Model 
(KMCA). They also identified and compared six 
KMMMs that are not based on CMM, i.e. KPMG 
Consulting’s Knowledge Journey, TATA 
Consultancy Services’ 5iKM3, Klimko’s KMMM, 
WisdomSource’s K3M, Gottschalk and 
Khandelwal’s Stages of Growth for KM Technology, 
and VISION KMMM (V-KMMM). 
III. RESEARCH DESIGN 
To assess the overall level of Air Drilling 
Associates, we apply each of the General Knowledge 
Management Maturity Model elements to each 
division and unify the final result. 
A. Case Background 
Air Drilling Associates (ADA) was founded in 
2003 by Chaman Malhotra and Don Wells, the 
former owners of Air Drilling Services (ADS). It 
quickly became a leader in SE Asia, Middle East 
Asia-Pacific region, and in North and South 
America. The air compression packages provided by 
ADA operate as stand-alone, self-sustaining 
operations that are stocked with abundant spare parts 
and redundancy in mind. ADA probably has the 
youngest equipment fleet in the industry, with most 
equipment after 2002. ADA is a world leader in 
applying air-, mist-, foam-, aerated fluid and other 
underbalanced techniques for petroleum and 
geothermal drilling projects. 
ADA’s vision is “to be the preferred and leading 
provider of equipment and services for wellbore 
pressure management while drilling and for 
commissioning and testing of pipeline and process 
systems”.In order to achieve this, this company has 
mission of “dedicated to providing innovative 
drilling and production solutions to our customers in 
a safe and exceptional level of performance”. There 
are two main departments in ADA; Operational and 
Finance. Each department is headed by a C-Level 
leader, Chief Finance Officer and Chief Executive 
Officer. Headed by a Chairman and Vice Chairman, 
a CEO oversees three operational directors, each 
responsible for operational activities in 3 regions; 
Asia-Pacific, Russia and Europe, Middle East;  as 
well as a Sales Manager and Engineering Manager. 
A CFO heads a finance director who is responsible 
for the company's cash flow. 
B. Methodology 
General Knowledge Management Maturity 
Model (G-KMMM) proposed by Pee and 
Kankanhalli [12] is utilized to measure KM maturity 
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in ADA. This study performs modeling based on 
studies and comparations of pre-existing knowledge 
management maturity model (KMMM), either based 
on Capability Maturity Model (CMM, i.e. Siemens 
KMMM, KPQM, Infosys' KMMM, and KMCA) or 
not (i.e. Knowledge journey, 5iKM3, K3M, and 
Stages of Growth for KM Technology). This model 
was chosen because it covers aspects of people, 
process, and technology which are important aspects 
in knowledge management. The model can be seen 
in Table 1. In this model, the key proccess areas 
(KPA) people covers aspects related to 
organizational culture, strategy, and policy; KPA 
process includes aspects related to KM activities 
such as sharing, application, and knowledge 
creation; KPA technology covers aspects related to 
technology and KM infrastructure. 
 At the initial level, the organization only 
have low level of attention or not at all to manage 
knowledge formally because it is not considered 
important for the organization's success and goals. 
At the aware level, organizations have an awareness 
to manage knowledge formally because they already 
realize the importance of knowledge for the 
company, but it is possible that they don’t know how 
to implement it. At the defined level, organizations 
TABLE I.  G-KMMM MODEL [12] 
Maturity Level General Description Key Process Areas 
People Process Technology 
Initial Little or no intention to 
formally manage 
organizational 
knowledge 
Organization and its people 
are not aware of the need to 
formally manage its 
knowledge resources 
 
No formal processes to 
capture, share and reuse 
organizational knowledge 
No specific KM 
technology or 
infrastructure in 
place 
Aware Organization is aware 
of and has the intention 
to manage its 
organizational 
knowledge, but it 
might not know how to 
do so 
 
Management is aware of the 
need for formal KM 
Knowledge indispensable 
for performing routine task 
is documented 
Pilot KM projects are 
initiated (not necessarily by 
management) 
Defined Organization has put in 
place a basic 
infrastructure to 
support KM 
- Management is aware of 
its role in encouraging KM 
- Basic training on KM are 
provided (e.g., awareness 
courses) 
- Basic KM strategy is put in 
place 
- Individual KM roles are 
defined 
- Incentive systems are in 
place 
 
- Processes for content and 
information management 
is formalized 
- Metrics are used to 
measure the increase in 
productivity due to KM 
- Basic KM Infrastructure in 
place (e.g., single point of 
access) 
- Some enterprise level KM 
projects are put in place 
Managed KM initiatives are well 
established in the 
organization 
- Common strategy and 
standardized approaches 
towards KM 
- KM is incorporated into 
the overall organizational 
strategy 
- More advanced KM 
training 
- Organizational standards 
 
Quantitative measurement 
of KM processes (i.e., use 
of metrics) 
- Enterprise-wide KM 
systems are fully in place 
- Usage of KM system is at a 
reasonable level 
- Seamless integration of 
technology with content 
architecture 
Optimizing - KM is deeply 
integrated into the 
organization and is 
continually improved 
upon 
- It is an automatic 
component in any 
organizational 
processes 
Culture of sharing is 
institutionalized 
- KM processes are 
constantly reviewed and 
improved upon 
- Existing KM processes 
can be easily adapted to 
meet new business 
requirements 
- KM procedures are an 
integral part of the 
organization
Existing KM infrastructure is 
continually improved upon 
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already have a basic infrastructure that supports KM, 
and there is management support that states the KM 
strategy along with training and incentives. At the 
managed level, KM has become part of the 
company's strategy along with the model, standard, 
and KM effectiveness assessment in the company. 
At the optimizing level, KM strongly supports the 
key business activities of the company along with a 
voluntary knowledge-sharing culture undertaken by 
members of the organization. 
KM maturity assessment instruments developed 
by Pee and Kankanhalli [12] are shown in Table 2. 
These questions are divided for each KPA and the 
corresponding level. G-KMMM can provide a 
comprehensive and systematic assessment to be able 
to identify areas that need to be focused so that the 
company's performance can continue to increase 
continuously. Previous studies have also utilized this 
model to assess KM maturity on firm performance 
and knowledge creation process [11][14], and to see 
the effect of organizational culture on KMM [15]. 
As a comparison, we also assess two other oil & 
gas companies, namely Royal Dutch Shell and 
Schlumberger. We chose these two companies 
because they have succeeded in obtaining MAKE 
(Most Admired Knowledge Enterprise) awards, an 
award that seeks to recognize organizations which 
outperform their peers in creating shareholder's 
wealth by transforming tacit and explicit enterprise 
knowledge and intellectual capital into superior 
products/services/solutions. The data is collected 
from a review paper by Grant [2]. 
C. Data Collection 
Data collection is done by interviewing key 
person from three main divisions in ADA: Sales 
(SA), Finance (FIN) and Operational (OPS). Due to 
the peculiarities of the business process and different 
culture, the results of KM maturity assessment of 
each division can be different. The results contribute 
to the general KM maturity assessment on ADA. 
The G-KMMM assessment instrument is used as 
interview guidelines. 
IV. RESULT AND ANALYSIS 
KM maturity of each division is assessed by 
evaluating whether a particular practice is performed 
or not. For every practice that is done then the 
answer is 'Y', otherwise it will be 'N'. In order to 
qualify for the level of maturity within the KPA, a 
division must implement all key practices at that 
level. For example, the division that practices item 
PEO2a to PEO4a but not the item PEO4b can be 
said that it has reached the level 3 of maturity in the 
People's KPA, as it has not yet implemented all 
practices that characterize level 4. Table 3 
summarizes the maturity ratings of each division. 
TABLE II.  G-KMMM ASSESSMENT INSTRUMENT  [12] 
Level Question 
KPA: People 
2 PEO2a Is organizational knowledge recognized as 
essential for the long-term success of the 
organization? 
PEO2b Is KM recognized as a key organizational 
competence? 
PEO2c Employees are ready and willing to give 
advice or help on request from anyone else 
within the company 
3 PEO3a Is there any incentive system in place to 
encourage the knowledge sharing among 
employees? 
PEO3b Are the incentive systems attractive enough to 
promote the use of KM in the organization? 
PEO3c Are the KM projects coordinated by the 
management? 
PEO3d Are there individual KM roles that are defined 
and given appropriate degree of authority? 
PEO3e Is there a formal KM strategy in place? 
PEO3f Is there a clear vision for KM? 
PEO3g Are there any KM training programs or 
awareness campaigns? 
4 PEO4a Are there regular knowledge sharing sessions? 
PEO4b Is KM incorporated into the overall 
organizational strategy? 
PEO4c Is there a budget specially set aside for KM? 
PEO4d Is there any form of benchmarking, measure, 
or assessment of the state of KM in the 
organization? 
5 PEO5 Has the KM initiatives resulted in a knowledge 
sharing culture? 
KPA: Process 
2 PRO2 Is the knowledge that is indispensable for 
performing routine task documented? 
3 PRO3a Does the KMS improve the quality and 
efficiency of work? 
PRO3b Is the process for collecting and sharing 
information formalized? 
4 PRO4a Are the existing KM systems actively and 
effectively utilized? 
PRO4b Are the knowledge processes measured 
quantitatively? 
5 PRO5 Can the existing KM processes be easily 
adapted to meet new business requirements? 
KPA: Technology 
2 TEC2a Are there pilot projects that support KM? 
TEC2b Is there any technology and infrastructure in 
place that supports KM? 
3 TEC3 Does the system support the business unit? 
4 TEC4a Does the KMS support the entire 
organization? 
TEC4b Is the KMS tightly integrated with the business 
processes? 
5 TEC5 Are the existing systems continually improved 
upon (e.g. continual investments)? 
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Based on our assessment using GKMMM with 
the data from Grant’s paper [2], both Royal Dutch 
Shell and Schlumberger belongs to KM maturity 
level 5. It fulfils all level 5 assessment questions in 
all of the key process area, which is related to 
knowledge sharing culture, easy adoption of KM 
processes to meet new business requirements, and 
continuous improvement on existing systems. On 
the other hand, based on interviews, observations 
and document studies, KM maturity level of ADA is 
still at level 2. A clearly visible difference between 
KM practice in Royal-Dutch-Shell-and-
Schlumberger and ADA is that both Schlumberger 
and Shell formed a steering committee with 
knowledge champion, as well as assign a Chief 
Knowledge Officer. While in the ADA, the practice 
of Knowledge Management is still managed by the 
Operations division whose main focus is to provide 
the best drilling services, thus KM management is 
just a side responsibility for the division.  
A. People Area 
All factors why the level of maturity of the 
people area is still at level 2 are related to the 
commitment and management support in 
encouraging KM culture and application in the 
company's work environment. Starting from the 
absence of formal KM strategy, lack of clear vision 
on KM implementation, lack of training or program 
to increase awareness to KM, no special personnel 
appointed who has the authority to handle KM, to 
the fact that there is no incentive system for 
employees who implements knowledge sharing. 
Apart from the existence of the knowledge 
management system in the company, culture and 
management support becomes one of the main 
factors that can initiate and maintain the activities of 
sharing information between employees, whether 
one division or cross division.  
B. Process Area 
Assessment in the process area does not 
produce the same value for the three business units 
with sales and finance still at level 2, while 
operations are at level 3. This difference lies in the 
application of KMS that has improved the quality 
and efficiency of the work performed by the 
business unit of the operation, but the impact did not 
occur on sales and finance business unit. KM 
implementation becomes important for the 
operations unit because the team consists of many 
people and spread so that the KM will improve the 
work process of the team. This is not the problem in 
the sales and finance units as they have fewer 
number of personnel with placements located only 
in Indonesia, so KM implementation does not have a 
significant impact. In addition, the process of 
collecting and sharing information on sales and 
finance units is not formalized, only limited to non-
formal activities. Therefore, the sales and finance 
units still cannot be categorized to be in level 3 in 
the process area.  
C. Technology Area 
Although some divisions can only reach level 2 
in other areas, in the area of technology they all 
reach level 3. This is because the availability of 
tools that support the practice of KM, i.e. knowledge 
management system. This KMS is developed with 
management initiatives that recognize the 
importance of KM to facilitate corporate resilience 
in an increasingly dynamic and competitive business 
environment. The KMS developed is align with the 
company's commitment to ensure that employees 
have the right knowledge, skills, experience and 
behavior to meet business objectives and customer 
needs both in the short and long term.  
Unfortunately, KMS implementation is done 
without assessing the readiness of the organization 
in adopting KM. Thus, KM strategy cannot be 
defined for designing roadmap of KM 
implementation and planning of KM mechanism, 
including preparing individual to accept and 
participate in KM practice. 
TABLE III. ASSESSMENT RESULT 
Item SA FIN OPS Item SA FIN OPS
People 
Maturity 2 2 2 Process Maturity 2 2 3 
PEO2a Y Y Y PRO2 Y Y Y 
PEO2b Y Y Y PRO3a N N Y 
PEO2c Y Y Y PRO3b N N Y 
PEO3a N N N PRO4a N N N 
PEO3b N N N PRO4b N N N 
PEO3c Y Y Y PRO5 N N N 
PEO3d N N N 
Technology 
Maturity 3 3 3 
PEO3e N N N TEC2a Y Y Y 
PEO3f N N N TEC2b Y Y Y 
PEO3g N N N TEC3 Y Y Y 
PEO4a N N Y TEC4a Y Y Y 
PEO4b N N N TEC4b N N N 
PEO4c N N N TEC5 N N N 
PEO4d N N N Overall Maturity 2 2 2 
PEO5 Y Y Y Company Maturity 2 2 2 
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V. CONCLUSION 
Based on the results of the KMMM assessment, 
the Air Drilling Associates company is at the level 2 
of KM maturity.  This result is obtained from the 
assessment that has been done by considering 
aspects of people, process, and technology area. It 
implies that the company is at the aware level where 
they already realize the importance of knowledge for 
the company, but it is possible that they don’t know 
yet how to gain the maximum advantage of KM 
usage. 
Other oil and gas companies mentioned earlier 
has reach maturity level 5. Thus, to be able to 
compete among competitors, ADA must be able to 
increase the level of maturity KM to level 5.  
The following are suggestions of improvement to 
achieve knowledge management maturity level 5: 
1. Form a division to manage KM daily 
2. Appoint a Chief Knowledge Officer 
3. Mapping knowledge and establishing 
Community of Practice based on mapping results 
4. Organize regular knowledge sharing sessions; 
this could be in the form of morning meeting for 
office and workshop base employee or daily 
transfer between morning and night shift and 
vice versa for project base employee 
5. Incorporate KM into the overall organization 
strategy 
6. Allocate a special budget for KM 
7. Evaluate the KM practice periodically 
8. Encourage active KMS utilization; Every 
contribution to the KMS should be counted and 
included in the annual performance assessment 
as one of the performance indicators and 
awarded with incentives. 
9. Integrate KMS with business process; recording 
the End of Well Report (EoWR) into KMS can 
be one of the efforts. The company might be able 
to enforce this by not letting a supervisor to close 
a project before submitting the EoWR into ADA 
Knowledge Base. 
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Knowledge is one of the important assets for organization. 
Managing knowledge properly will enable the organization to 
achieve its objectives effectively and efficiently. Since risk of failed 
implementation of Knowledge Management (KM) might occur, 
organization needs to measure their KM Readiness beforehand to 
successfully implement KM. This study is intended to measure KM 
Readiness in government agency, namely Directorate of Bilateral 
Negotiations in Ministry of Trade. The research model for 
measuring KM readiness was developed based on previous relevant 
studies. KM enablers, individual acceptance, and KM SECI 
processes were used to develop the model and research instruments. 
KM Readiness in government agency was measured by 
accommodating factor analysis in research model. Data were 
collected from 53 employees as valid samples. The result shows that 
KM Readiness level of the Directorate of Bilateral Negotiations in 
Ministry of Trade is “ready but needs a few improvement”. 
Keywords: Knowledge Management, KM Readiness, KM 
Enablers, Individual Acceptance, KM SECI Processes, Government 
I.  INTRODUCTION  
Directorate of Bilateral Negotiation (DBN) is one instance 
of government agency in Ministry of Trade. Based on Ministry 
of Trade Regulation No.8 on 2016, this organization’s main 
task is conducting bilateral trade negotiation with other 
countries. The purpose of this organization is to achieve trade-
deal agreement toward other countries that benefit most for 
domestic interests. 
Negotiation is the key activity in this agency. While 
conducting negotiations, DBN-Ministry of Trade also 
coordinates with other government agencies that provide actual 
information of export-potential commodities along with related 
strategies. Hence, this organization not only negotiates with 
other country’s representative, but also collaborates with other 
domestic government agencies. 
There are 15 trade negotiations conducted on the last 6 
years. However, based on first quarter of 2018 report, there 
were only 6 (40%) completed trade negotiations, while the 
other 9 (60%) were still unfinished. This condition becomes 
one concern of the agency which is needed to be improved by 
accommodating knowledge management as the solution. 
It is unarguable that KM is fundamentally important for 
organization [1] [2]. Successful KM implementation enable the 
organization to achieve its objectives more effective and 
efficient. However, based on [3] and [4], project of KM has 
failure rate of 70% because many organizations only focused 
on theories without concerning the organization’s condition 
when implementing KM. Before implementing KM, assessing 
organization’s KM Readiness is necessary in order to minimize 
failure risks [1]. 
There are lot of previous studies about assessment of KM 
Readiness. The case studies involved private sector companies 
[2] [5] [6] [7] [8], education institutions such as universities [9] 
[10] [11] [12] [13], and government institutions [14] [7] [15] 
[3] [16]. However, among those studies, there is still no 
discussion about KM readiness’ framework to government 
agency related to negotiation and coordination activities that 
has been used empirically. 
This study is intended to measure KM Readiness in 
Directorate of Bilateral Negotiation. The research model is 
developed using Systematic Literature Review [17] [18] 
toward relevant previous studies. Objectives of this study are: 
the research model, KM Readiness level, and most determined 
factor of KM Readiness in this case study. 
II. LITERATURE REVIEW 
A. KM Process 
KM is a process that assists an organization to identify, 
organize, select, deploy and transfer relevant information and 
skills which are part of the organizational assets of memory, 
stored in an unstructured way [5]. Transforming the 
unstructured to become structured pattern enables the 
organization to: solve its problem, achieve its objectives 
effectively and efficiently, perform dynamic  learning, conduct 
strategic planning, and  make the best possible decision [5]. 
According to Beccera-Fernandez & Sabherwal, KM is defined 
as knowledge-related-activities, such as: capturing, 
discovering, sharing and applying knowledge in order to 
increase the impact of knowledge use to achieve organization’s 
objectives [5][19]. There are 4 processes in KM, divided by 
Nonaka-Takeuchi based on knowledge-type transferring, such 
as: Socialization, Externalization, Combination, and 
Internalization [5][19]. 
B. KM Enabler 
Achieving successful KM implementation in organization 
must consider several aspects. Previous studies suggest that 
these aspects are pre-conditions to implement KM process 
successfully. There are KM Infrastructure[11] [13] [20], KM 
Enablers [2][5][7][8][9][12][14][21], and KM Critical Success 
Factor (CSF) [3][15][16]. All these studies emphasize socio-
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technical perspective and they similarly emphasize factors such 
as: Organizational Culture, Organizational Structure, and 
Information Technology. Hence, these 3 factors are relevant to 
be considered to determine KM Readiness in an organization.  
C. KM Readiness 
KM Readiness is defined as a receptive attitude from 
organization to be involved in KM processes through available 
sources [8]. KM Readiness is considered as one of indicators 
and baseline-evaluation to move forward to implement KM, 
since by knowing KM Readiness, failure risks of KM 
Implementation are possible to be reduced to minimum [4].  
KM Readiness level in this study is determined by using 
Aydin and Tasci scale [12][23] based on data obtained from 
survey. Scale measurement can be seen in Figure 1. The scale 
is given from score 1 to score 5. Score 1 means that factors 
determine KM are not ready (need some work), while score 5 
means fully ready (go ahead). 
 
Figure 1 – Aydin & Tasci scale [23] 
 
D. Individual Acceptance 
When it comes to considering people as one of factors 
which determine implementation of KM, factor of Individual 
Acceptance comes to place. There are several theories which 
emphasize that any changes in an organization may be 
significantly affected by its individual acceptance [14], such as 
Theory of Reasoned Action (TRA) [24][25], Theory of 
Planned Behavior (TPB) [26], Technology Acceptance Model 
(TAM) [27], Unified Theory of Acceptance and Use of new 
Technology (UTAUT) [28]. This study adopted two factors 
from UTAUT: Effort Expectancy and Performance 
Expectancy. UTAUT itself is derived from TAM, TPB, and 
TRA, while these factors are already proven in previous studies 
[2] [5] [8] [12] [14] [20] to measure KM Readiness. 
III. METHODOLOGY 
A. Research Model 
Based on Systematic Literature Review (SLR) [17] in 17 
previous studies [2][3][5][6][7][8][9][10][11][12][13][14][15] 
[16][20][21][29], the proposed research model were developed 
to measure KM Readiness. The theoretical framework or the 
model is displayed in Figure 2. It contains of 3 aspects: KM 
Enablers, Individual Acceptance toward KM, and KM SECI 
Process. 
KM Enablers in this study’s research model contains of 8 
variables: Collaboration; Trust; Learning; Management 
Support; Reward; Decentralization; IT Support; and IT Use. 
Those 8 variables are categorized into 3 factors, such as: 
Organization Culture, Organization Structure, and Information 
Technology. The research model also adopted Individual 
Acceptance which contains of 2 variables, such as Performance 
Expectancy toward KM, and Effort Expectancy toward KM. 
As a dependent variable component, aspect of Intention to be 
Involved in KM SECI Process contains of 4 dependent 
variables, such as: Socialization, Externalization, Combination, 
and Internalization. Figure 2 visualize theoretical framework or 
research model of this study.  
 
 
Figure 2 – Research Model KM Readiness in DBN Ministry of Trade 
 
B. Research Instrument 
Research instrument contains of list of questionnaire’s 
questions. It used 5-likert-scale. There are 47 main questions, 
added with 4 demographic questions. The research instrument 
is derived from instrument variables. Those 47 questions 
represented 14 factors, divided into 4 dependent factors and 10 
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latent factors. The reference for each instrument variable is 
shown in Table 1. 
Table 1 Instrument Variables 
No. Variable References 
1 Collaboration [5],[7],[8],[12],[14] 
2 Trust [5],[7],[8],[12],[13],[14],[29]   
3 Learning [5],[7],[8],[14],[16],[29] 
4 Management Support [5],[8],[11],[12],[29] 
5 Decentralization [5],[8],[11],[12],[14] 
6 Reward [5],[7],[8],[12],[14],[29] 
7 IT Support [7],[8],[12],[14] 
8 IT Use [8],[9],[12],[14]  
9 Performance Expectancy [2],[5],[8],[9],[12],[14],[20]  
10 Effort Expectancy [2],[5] [8],[12],[14],[20] 
11 Socialization [2],[5],[6],[8],[9],[12],[14]  
12 Externalization [2],[5],[6],[8],[9],[12],[14]  
13 Combination [2],[5],[6],[8],[9],[12],[14]  
14 Internalization [2],[5],[6],[8],[9],[12],[14]  
C. Sample and Data Collection 
KM Readiness assessment was conducted in DBN Ministry 
of Trade by using survey with non-probability sampling, as 
what Creswell suggests [30]. The online questionnaire was 
distributed to 70 of total population, then there were only 53 
returned and answered. Respondents are categorized based on 
several demography criteria such as: educational background, 
working experience (in years), gender, and age.  
D. Validity and Reliability 
Before calculating the score of KM Readiness, based on 
statistic-quantitative methodology [30] and previous studies, 
both validity and reliability test need to be performed in order 
to make sure the model along with received data are valid and 
reliable. Validity test was carried out using convergent and 
discriminant validity [3][5][12], while reliability test was 
carried out using composite reliability [3][5][12].  
Convergent validity shows that all AVE value for each 
variable of the model is not less than 0.5 (see Table 2), which is 
the acceptable value [12]. While discriminant validity (see 
Table 3) shows that the model is valid based on the criteria of 
discriminant validity [5][12][30]. Regarding reliability aspect, 
composite reliability shows that the model is reliable since each 
CR value is more than  0.7 [3] (see Table 2). Hence the model 
is considered as valid and reliable.  
Table 2 Std Item Loading, AVE, and CR values 
Variable Indicator Std. Item Loading AVE CR 
Collaboration 
OCC2 0.649 0.563 0.836 
OCC3 0.831  
OCC4 0.696  
OCC5 0.810  
Variable Indicator Std. Item Loading AVE CR 
Trust 
OCT1 0.906 0.825 0.934 
OCT2 0.876 
OCT3 0.941 
Learning 
OCL1 0.895 0.798 0.922 
OCL2 0.906 
OCL3 0.879 
Management 
Support 
OCMS2 0.844 0.825 0.903 
OCMS3 0.968 
Decentralization 
OSD1 0.914 0.769 0.908 
OSD2 0.954 
OSD3 0.749 
eward 
OSR1 0.864 0.826 0.934 
OSR2 0.917 
OSR3 0.943 
IT Support 
ITS1 0.912 0.734 0.931 
ITS2 0.916 
ITS3 0.925 
ITS4 0.847 
ITS5 0.652 
IT Use 
ITU1 0.629 0.656 0.882 
ITU2 0.892 
ITU3 0.885 
ITU4 0.806 
Effort 
Expectancy 
IAE1 0.888 0.764 0.907 
IAE2 0.838 
IAE3 0.895 
Performance 
Expectancy 
IAP1 0.919 0.874 0.954 
IAP2 0.957 
IAP3 0.928 
Socialization 
IS1 0.825 0.596 0.946 
IS2 0.820 
IS3 0.782 
Externalization 
IE1 0.637 
IE2 0.662 
IE3 0.675 
Combination 
IC1 0.785 
IC2 0.817 
IC3 0.742 
Internalization 
II1 0.889 
II2 0.803 
II3 0.784 
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Table 3 Discriminant Validity  
OCC OCT OCL OCMS OSD OSR ITS ITU IAE IAP Int-SECI 
OCC 0.750 
OCT 0.658 0.908 
OCL 0.227 0.398 0.893 
OCMS 0.259 0.153 0.194 0.908 
OSD 0.177 0.101 0.455 0.625 0.877 
OSR 0.312 0.208 0.512 0.664 0.706 0.909 
ITS 0.285 0.307 0.633 0.455 0.511 0.504 0.857 
ITU 0.346 0.347 0.157 0.290 0.148 0.017 0.326 0.810 
IAE 0.438 0.436 0.217 0.391 0.296 0.176 0.304 0.463 0.874 
IAP 0.288 0.280 0.047 0.274 0.006 -0.047 0.075 0.623 0.708 0.935 
Int-SECI 0.272 0.354 0.277 0.226 0.253 0.076 0.298 0.539 0.781 0.619 0.772 
 
IV. RESULT AND ANALYSIS 
A. KM Readiness Level 
Measuring the KM Readiness Level was done by 
calculating total means of each variable. The total means then 
was mapped to Aydin & Tasci scale level [23]: ready go ahead; 
ready yet needs few improvements; not ready needs some 
work; and not ready needs a lot of work.  
Calculation of validated and reliable data in this study 
resulting in level 3.84 of KM Readiness in DBN Ministry of 
Trade. This level means “ready but needs a few 
improvements”. Table 4 shows the readiness level for each 
variable and total as well. 
B. Factors Analysis 
Factors analysis was conducted to get insight of the result. 
The analysis was done by using SmartPLS 3 as tool. This 
research model was built also by using SmartPLS 3. The model 
consists of 11 variables and 47 indicators. Those variables and 
indicators were tested in term of validity and reliability. Based 
on validity and reliability test result, out of 47 indicators only 2 
of them were eliminated, without eliminating any variable, 
which means all variables were still intact. 
Evaluation of this model was done to predict causality 
between independent variable and dependent variable. T-
Statistic [5] was used to test the hypothesis derived from 
research model. The hypothesis is accepted if it has a t-static 
value higher than 1.64 for one-way hypothesis (1-tail) and 1.96 
for the two-way hypothesis. alpha value is 5% which means 
confidence level at 95%. Since mostly of each factor is one-
way (1-tail), then the value of 1.64 is used as parameter value. 
As displayed in Table 5, this study has found that Effort 
Expectancy has value of T-Statistic 3.923 which is more than 
1.64. This means Effort Expectancy affects employee to be 
more involved in KM SECI Process. 
 
 
Table 4 Result of KM Readiness Level for Each Variable 
and Total 
KM Aspects Variable Total Mean Readiness 
Organizational 
Culture 
Collaboration 4.26 Ready, go ahead 
Trust 3.90 
Ready, but needs a 
few improvement Learning 3.45 
Management Support 3.65 
Organizational 
Structure 
Decentralization 3.29 
Not ready, needs 
some work Reward 2.81 
Information 
Technology 
IT Support 3.27 
IT Use 4.24 
Ready, go ahead 
  
Individual 
Acceptance 
Performance 
Expectancy 4.46 
Effort Expectancy 4.18 
Ready, but needs a 
few improvement Intention to be 
Involved in KM 
SECI Process 
Socialization 4.14 
Externalization 4.08 
Internalization  4.14 
Combination 4.23 Ready, go ahead 
TOTAL KM Readiness level 3.84 Ready, but needs a few improvement 
 
Table 5 Path Coefficient 
Path 
Correlation 
Original 
Sample (O) 
Standard 
Deviation 
(STDEV) 
T Statistics 
(|O/STDEV|) 
Collaboration  
Intention to be Involved 
in SECI (II-SECI) 
-0.136 0.132 1.024 
Trust  II-SECI 0.019 0.145 0.129 
Learning   II-SECI 0.104 0.148 0.704 
Management Support  
II-SECI 
-0.168 0.200 0.838 
Reward  II-SECI -0.033 0.182 0.182 
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Decentralization  II-
SECI 
0.107 0.186 0.574 
IT Support  II-SECI 0.007 0.165 0.043 
IT Use  II-SECI 0.241 0.151 1.593 
Performance Expectancy 
 II-SECI 
0.041 0.178 0.233 
Effort Expectancy  II-
SECI 
0.706 0.180 3.923 
 
V. DISCUSSIONS AND IMPLICATIONS 
This study has shown that level of KM Readiness in DBN 
Ministry of Trade is 3.84 which means “ready but needs few 
improvement”. This implies that the organization has good 
start to implement KM successfully. Yet several things need to 
be improved are: Organizational Culture, Organizational 
Structure, Information Technology, and Individual Acceptance.  
Organizational culture aspect in this study consists of 
Collaboration, Trust, Learning and Management Support. 
Among those 4 variables, regarding Table 4, only 
Collaboration obtained level 4.26 or “ready, go ahead”. Others 
were relatively same on level “ready but needs few 
improvement”. Regarding Learning and Management Support 
variables, which were at level 3.45 and 3.65, this organization 
needed to improve learning process by conducting more 
quality-relevant training. It also needed to increase support 
from management toward employee activity in KM SECI 
process.  
Organizational structure consists of Decentralization and 
Reward. Both variables were in the same level of “Not Ready, 
needs some work”. Decentralization was at 3.29 and Reward 
was at 2.81. Reward was the first lowest level among all 
variables, while Decentralization was the third lowest. 
Nevertheless, Reward variable needed the most improvement 
in this organization to encourage employees to involve better in 
KM SECI processes. Adding more incentives in KM activity 
might be one of many ways to improve KM. Decentralization 
also must be improved by delegating more adequate power 
regarding decision making in top-down approach. This way 
might exploit latent potential of each employee to perform 
better and share their knowledge in organization.  
There are 2 variables in Information Technology (IT) 
aspect: IT Support and IT Use. Apparently, IT-Use had 
readiness level of “ready, go ahead” at 4.24 (Table 4). On the 
contrary, IT-Support had readiness level of “not ready, needs 
some work” at 3.27. From these result, IT-Support needed to 
be improved. Organization needs to provide better support of 
IT to their employee to encourage them to involve better in 
KM SECI process. 
Individual Acceptance encapsulated 2 variables: Effort 
Expectancy and Performance Expectancy. Based on t-statistics 
value (Table 5), Effort Expectancy variable had strong 
influence for employee to be involved in KM SECI process, 
since it had the highest value at 3.923, which is greater than 
1.64 as parameter value. 
VI. CONCLUSIONS 
The purpose of this study is to assess KM Readiness level 
of DBN Ministry of Trade. The assessment was carried out by 
determining the appropriate framework model through 
literature review of previous relevant studies. The framework 
model then used to asses KM Readiness. The research model 
generates several relevant questions in questionnaire which 
were asked to DBN’s employee to obtain their perception.  
The result of this study is the KM Readiness level of DBN 
in Ministry of Trade which is “ready but needs a few 
improvement”. This study also developed suggestions to the 
organization to conduct few improvements to successfully 
implement KM in the future. 
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Abstract— Software development projects require 
experience and knowledge of the developer or clients related to 
the system which will be developed. Unclear clients’ needs 
potentially emerge many changes of needs during the process 
of development which can not be resolved by using 
conventional software development methodology. The 
implementation of the less significant requirements either from 
the clients or the other stakeholders causes the project 
development becomes longer. Therefore, a technique is needed 
to arrange the priority of software requirements. In this paper, 
we combine personal extreme programming (PXP) 
methodology with Moscow technique to overcome those 
problems. PXP is suitable to use in small to medium-sized 
projects if the clients do not know in detail about the needs in 
the development of applications, applications needed in 
relatively quick time, and the development phase is adjusted to 
use by a single programmer. Moscow technique was used for 
prioritizing requirements elicited in PXP methodology. 
Moscow is a method to determine priority needs based on cost, 
risk, and business value. This technique was applied during the 
planning phase of PXP to develop library application, thereby 
it reduced the time of project completion. The result was a 
library application suited the needs of clients to support 
business processes at Batu State Attorney's library. 
Keywords—personal extreme programming, Batu state 
attorney, library information system, moscow prioritization, test 
driven development. 
I. INTRODUCTION 
Agile Development is a collection of application 
development methodology which has an incremental and 
iterative concept [1], [2]. It focuses on processing 
application and communication with clients. Its goal is to 
make faster response change and will reduce the completion 
time of application development projects. The changes are 
in the form of cost, requirements, schedule, and team 
members [2]. Examples of methodologies in Agile 
Development are SCRUM and Extreme Programming (XP) 
[3], [4]. The comparison between them is that SCRUM 
focuses on project management and team member [3], while 
XP focuses on application programming, feedback, and 
communication with clients. XP is suitable to use in small to 
medium-sized projects if the clients do not know in detail 
about the needs in the development of application and 
application needed in relatively quick time. In the 
development, the phase in XP practice is adjusted to use by 
a single programmer called Personal Extreme Programming 
(PXP) [5], [6]. In PXP, the priority requirements need to be 
determined so that the application is completed on time as 
user’s request. The priority setting in PXP is based on 
technical risk, and business value [7]. 
State Attorney is one of the institutions that play an 
essential role in the control of the law and the welfare of the 
people, especially in the territory of its power in Indonesia 
[8]. Based on the preliminary survey, we have found a few 
weaknesses in the service process in Batu State Attorney. 
One of the weaknesses is found in library services. A 
member who is going to search for books should look into 
the catalog in the library. After getting the book code, the 
member can start searching for books from the shelves 
according to the code. This sort of searching process can 
take some time, especially if the book collection is 
overwhelming. This makes it difficult for members (as 
prosecutors) when they need a source of information in a 
short time to support their work. Another problem is the 
catalog which material made from paper and has a risk of 
being lost or damaged. When that happens, a librarian has to 
rewrite each transaction and collection list from scratch, so 
it takes a lot of energy and time. Besides, the library has no 
media to remind the members when the duration of the 
borrowing is up, so they often forget to return the book 
which potentially lost. The solution to overcome the 
problems mentioned above is to make an improvement of 
the library service. Therefore, we need to develop a web-
based system to help library management. 
The initial stage of creating an application is to clearly 
define all needs, controls, and functions [9], but it is known 
that the clients, as well as the users (librarian), do not have a 
detailed knowledge of the functional requirements for the 
library application to be developed. As a result, many 
changes and adjustments of requirements will potentially 
occur. Changes to needs that have lack significant 
functionality in the application will increase the project 
duration. The solution is involving the clients’ roles through 
intensive communication throughout the project. One of the 
clients’ roles is describing all the desirable needs and 
determining its priority based on the impact on the 
functionality of the application. Priority setting of 
requirements also has an impact on project completion time. 
In the PXP project, clients play an essential role to 
determine priority. Referring to the needs and clients’ 
requirements, it is necessary to select the appropriate 
priority method.  A quick and easy approach to help clients 
set priorities is MoSCoW. MoSCoW is a method for 
prioritizing requirements based on cost, risk, and business 
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value. These requirements will be grouped into four 
categories: Must have, Should have, Could have, and Will 
not have [10], [11]. Therefore, we created a web-based 
library system by involving the role of clients during the 
process of making the application. PXP and MoSCoW were 
used as the development methodology to support the roles 
of the clients. The result is a web-based library system of 
Batu State Attorney to assist the performance of library 
management and the staff and to overcome the problems 
mentioned before. 
II. RESEARCH METHOD 
This research used Personal Extreme Programming 
(PXP) as the development methodology combine with the 
MoSCoW as requirements prioritization technique (Figure 
1). Overall, we conduct requirements elicitation from clients 
to identify functional specification of the system then the 
iteration phase is started. This phase starts with design step 
and continue untill the final step, retrospective, which is the 
end of iteration stage.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 FIG I. STAGES OF PXP METHODOLOGY [6]. 
 
III. RESULT AND DISCUSSION  
A. Requirements  
This stage was done by collecting data at Batu State 
Attorney Office. We asked the developers and the clients to 
describe the needs based on the problems encountered. These 
needs will be converted into a functional specification in the 
application library. In the PXP methodology, needs refer to 
user stories written on cards which are called user story 
cards. The format of the writing is "As [role] I can [action] so 
[purpose]" [13]. User story criteria are negotiable, estimable, 
and testable. 
B. Planning 
Planning stage describes the procedure on the user story 
obtained from the requirements stage. We determined the 
estimated time of implement the user story, the priority 
needs using Moscow with technical risk criteria, and 
business value based on [14], [15], and to create a list of 
release planning. The results of prioritizing Moscow refer to 
[16] as follows: 
Must have criteria lists all of user story meets the 
criteria of business value and technical risk as follows: 
a. Registering members, this user story must be 
implemented in the system. It explains the business 
processes of borrowing books and to do that a user 
must be registered as a member. 
b. Signing up the book, the user story becomes a 
significant function because it helps the clients' need 
of storing and backing up book data, searching, and 
borrowing books. 
c. Borrowing the book, this user story is the main 
feature of the system for processing, storing, and 
backing up data, storing. This functional 
specification is required for due date notification. 
d. Automatic reminder messages, this user story also 
becomes the main feature to prevent members who 
are late returning the book. 
e. Book searching by title, this user story helps users 
finding the availability of books to be borrowed. 
f. Calculating automatic fines, this user story is 
essential to help admins calculate the cost of fines for 
late return of books. 
g. Notice of due date on the admin side, user story plays 
a role to help admins view the list of borrowed books 
that have been in due date which is difficult to do 
manually. 
h. New book notification, user story becomes a key 
feature to make users aware of the latest book list. 
i. User-specific access, user story restricts and 
differentiates user permissions. 
j. Restoring the book, user story must exist as a critical 
feature of the business process of borrowing books 
on library applications. 
k. Registering a new admin, user story stores admin 
data and permissions to log into the data library in 
library application. 
Should have category is a user story criteria that does 
not meet the technical risk criteria, but still has business 
value or can help the business process of library users. User 
story in the “should have” category is implemented within 
the specified time frame, but the project is not considered 
failed even if not implemented. User story included in this 
category are as follows: 
a. Changing the website information data, this user 
story provides library information of Batu State 
Attorney, such as logos, agency names, addresses, 
and contacts. 
b. Reminding due date, user story can help users to see 
the due date of the borrowing through the application 
so that they might not forget. 
c. Proposing a new book, user story helps members 
submit book suggestions through library application 
to complete library book collections. 
Developer 
Iteration 
Requirement 
Planning 
Iteration Initialization 
Design 
Implementation 
 
Unit Testing 
Code
Refactoring 
System Testing 
Retrospective 
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d. Uploading a book file, this user story is essential as it 
helps users save book files in softcopy form into the 
system. 
Could have category is a user story that is not included 
in the criteria of technical risk or business value, but can 
help to complete the application features. The user story that 
belongs to this category is viewing a list of new books. The 
last category is “would not have” criteria that not using user 
story.   
Referring to [17], the result of the release planning list 
used to develop the application of Batu State Attorney 
library is shown in table 1. 
TABLE I.  LIST OF RELEASE PLAN 
 Use Stories Priority Point 
Iteration 1 Registering the members Must have 1 
Registering the books Must have 1 
Inputting the book 
borrowed 
Must have 1 
Automated reminder 
messages 
Must have 1 
Velocity 4 
Iteration 2 Finding the books based 
on the title 
Must have 1 
Counting the fine 
automatically 
Must have 1 
Accepting the notification 
of the new books 
Must have 1 
Observing the due date of 
borrowing by admin 
Must have 1 
Velocity 4 
Iteration 3 Registering the new admin Must have 1 
Special access for a user  Must have 1 
Returning the books Must have 1 
Changing the website 
information data  
Should 
have 
1 
Velocity 4 
Iteration 4 Suggesting the new books  Should 
have 
1 
Uploading the book file Should 
have 
1 
Observing the new books Could have 1 
Observing the due date of 
borrowing 
Should 
have 
1 
Velocity 4 
 
Table 1 shows the results of the release plan list which 
is determined by the developer along with the clients. There 
are 4 iterations that must be done in developing the 
application of Batu State Attorney library. Table 1 shows 
the title of each user story, each of them has a story point 
used to describe the difficulty level of working, a user story 
by the number 1 is estimated to be done within 3 days. One 
time of iteration has a velocity value of 4, so to complete 16 
story points, it takes 4 times of iteration. There is reiteration 
on iteration development to work on 4 iterations in Table 1. 
One iteration development is provided for one time 
iteration. This paper explains the results of working on the 
first iteration. Based on the list of planning released in Table 
1, the user story done in the first iteration is to register the 
members, register the books, input the book loans, and 
automated reminder messages. 
C. Iteration Initialization 
Based on the list of planning released in Table 1, the 
user story done in the first iteration is to register the 
members, register the books, input the book loans, and 
automated reminder messages. 
D. Design 
Figure 2 shows a database design table for user stories 
that consist of a member entity for registering the members, 
a book entity for registering the books, a loan entity for 
inputting the loan books, and an automated reminder 
message using an email attribute in a member entity. In the 
next phase, the developers begin to write the process of 
program code according to the design that has been made. 
 
FIG II. DATABASE DESIGN IN THE FIRST ITERATION 
E. Implementation 
The implementation of the program using Test Driven 
Development (TDD) consists of 3 stages: unit testing, code 
generation, and refactoring. The unit testing results of each 
user story are shown in Figure 3. Member Controller 
(Controllermember.php) is used for the user story of 
member registration, Book Controller (Controllerbook.php) 
for book registration, Loan Controller (Controllerloan.php) 
for loaning the book, and Email (Email.php) for 
automatically sends reminding messages. All codes have 
passed unit testing shown by value of 100%. The process of 
completing the program code or code generation is done 
after the program code of each user story passes the unit 
testing. Besides, it is also created user views from each user 
story. The user view in one of the users story is shown in 
Figure 4. 
 
FIG III. TESTING RESULT IN FIRST ITERATION 
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FIG IV.USER VIEW OF REGISTER MEMBER REQUIREMENT 
F. System Test 
This stage tests the results of the implementation of 
features that have been obtained. The test applies the user 
acceptance test criteria. It is based on the user story. The test 
is done by the client. The test results are shown in Table 2 
TABLE II.  USER ACCEPTANCE TEST 
Iteration 1    Results 
User Stories Acceptance test criteria Priority Yes No 
Registering 
the members 
Notification of 
member’s data is 
accepted 
Must 
have 
√  
 
The account can only 
be registered by 
admin 
Loaning the 
books 
Notification of data is 
successfully saved 
Must 
have 
√  
 
Loan data can be 
deleted 
 
The loan number by 
member is only 
allowed for one time 
Registering 
the books 
Data of the books can 
be deleted  
Must 
have 
√  
 
There is an image for 
the book cover 
Reminder 
message of 
the due date 
of loan 
The message is sent 
by email 
Must 
have 
√  
 
The message is sent 
constantly until the 
book returned  
 
G. Restrospective 
Based on the results of the first iteration implementation, 
verification is done at this stage to ascertain whether the 
realization time is equal to the initial estimation time. The 
verification results are shown in table 3. 
TABLE III.  TIME VERIFICATION RESULT ON THE FIRST ITERATION 
Iteration 1 
User Stories Priority Story Point 
Estimation 
Time 
Realization 
Time 
Registering 
the members 
Must 
have 
1 3 3 
Registering 
the books 
Must 
have 
1 3 3 
The book 
loans 
Must 
have 
1 3 3 
Automated Must 1 3 6 
reminder 
messages 
have 
Velocity 4 12 15 
 
IV. CONCLUSION 
Personal extreme programming (PXP) could be used to 
develop an application fast because it could overcome 
changing requirements flexibly. MoSCoW method was 
useful in planning and processing which focused on the main 
needs. The methodology used in this study was personal 
extreme programming in developing application of Batu 
State Attorney library which clients were still unfamiliar 
with software technology. Based on the research that has 
been discussed, PXP is able to meet the needs of clients with 
the construction of Batu State Attorney library applications 
to overcome the problems encountered. Batu State Attorney 
library application which has been built using PXP is only 
based on the client's needs without adding another feature 
that might be needed in the future. The Moscow approach is 
able to assist the developers and the clients in determining 
the priority needs, but it cannot prevent the potential delay 
time that occurs during the development of Batu State 
Attorney library applications. It is found that most of the 
needs have priority “must have” when the determining of 
Moscow priority is done. However, this makes the 
processing time longer. 
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Abstract— Dynamic Radio Resource Management (RRM) is 
a major building block of Wireless LAN Controllers (WLC) 
function in WLAN networks. In a dense and frequently 
changing WLANs, it maximizes Wireless Devices (WD) 
opportunity to transmit and guarantees conformance to the 
design Service Level Agreement (SLA). To achieve this 
performance, a WLC processes and applies a network-wide 
optimized radio plan based on data from access points (AP) and 
upper-layer application services. This coverage processing 
requires a "realistic" modelization approach of the radio 
environment and a quick adaptation to frequent changes. In this 
paper, we build on our Beam-based approach to radio coverage 
modelization. We propose a new Machine Learning Regression 
(MLR)-based optimization and compare it to our NURBS-based 
solution performance, as an alternative. We show that both 
solutions have very comparable processing times. Nevertheless, 
our MLR-based solution represents a more significant 
prediction accuracy enhancement than its alternative. 
Keywords—Radio Resource Management, Beamforming, Co-
channel interference, Machine Learning, NURBS surface, 
WLAN. 
I. INTRODUCTION 
Co-channel interference is one major issue that dense 
indoor WLAN networks face. To reduce its impact many 
strategies are adopted: centralized or distributed intelligence 
processing and decision making, dynamic RRM (dRRM) 
among others. 
The centralized or distributed intelligence processing and 
decision making ensures that a reliable intelligence is 
gathered, from APs and new generation WDs, for decision 
making and that this decision is coherent network wide. 
Dynamic RRM is a set of features and techniques that 
enable the central or distributed WLC optimize the radio 
resource plan, adapt quickly to radio environment changes, 
and trigger necessary healing actions to mitigate network 
issues. Additionally, dynamic RRM optimizes the network 
capacity by processing effectively new transmission 
opportunities. It accepts inputs from radio interface (RSSI, 
SNR, EIRP, noise, etc.), upper application service layers 
(MAC layer, TCP/IP, etc.), on-field site surveys: passive or 
active, and design recommendations: standard or per-vendor 
specifications. 
The implementation of dynamic RRM requires deep and 
feasible approaches to represent and model the network radio 
coverage. In work [1] and its extension [2], we discuss 
different coverage representations and evaluate the 
corresponding solution models’ performance. 
The processing of the huge amount of raw data that is input 
to dRRM requires important network and system resources: 
sufficient bandwidth, control traffic prioritization in the 
network, sufficient CPU and RAM to handle intensive 
computing, and sufficient disk space to store the data and 
results. In work [3], we present a processing optimized 
solution of dRRM and discuss its advantages over the 
previous ones. 
Motivated by the advances in machine learning and wide 
use of its concepts [4], [5], [6] and [7], we investigate in this 
work how could regression models enhance further our dRRM 
solution. 
In section II, we discuss our Beam-based radio coverage 
representation of a Wi-Fi Unified Architecture (WUA) which 
is WLC-based and some important machine learning concepts 
that are the foundation of this work study. In section III, we 
compare two Beam-based solution models and show how they 
could be enhanced thanks to a NURBS-based optimization 
[3]. In section IV, we discuss an MLR-based alternative to our 
NURBS-based optimization. In the end, we conclude and 
further our work. 
II. THEORETICAL BACKGROUND AND RELATED WORK 
In this section we recall some important concepts about 
WUA, discuss our Beam-based radio coverage representation, 
dRRM solution models, and scope important machine 
learning concepts that are the foundation of this optimization 
work. 
A. Wifi Unified Architecture 
In standalone AP deployments, dense indoor network 
capacity does not scale with frequent radio environment 
changes, number, mobility requirement, and application need 
of clients. A WLC is required to centralize AP intelligence and 
build a unified real-time vision of the entire coverage transmit 
opportunity. This opportunity processing builds on design 
recommendations, data from the radio interface and upper-
layer application services. Some examples of these controllers 
are: Cisco 8540 Wireless Controller [8] and Aruba 7280 
Mobility Controller. 
Cisco WUA defines two protocols for the radio raw data 
exchange between the APs and WLC, on the wired interface, 
and between the APs themselves, over the air: 
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- CAPWAP: stands for Control and Provisioning of 
Wireless Access Points and is used by APs to build a 
protocol association to a WLC. 
- NDP: is the Neighbor Discovery Protocol, it enables 
the APs to send Over-The-Air (OTA) messages and 
exchange standard and proprietary control and 
management information. 
In addition to the basic RRM functionality that is 
described in [9], Cisco APs embark an on-chip RRM 
advanced feature: CLEANAIR. CLEANAIR, such a Wi-Fi 
engineer, monitors and measures environment real-time radio 
characteristics: SNR, interference, noise, etc. and reported 
them back to the WLC via the already established CAPWAP 
tunnels. Cisco appliances such as: Cisco Prime Infrastructure 
(CPI) or Mobility Services Engine (MSE), may extend this 
feature capability to analytics on Wi-Fi clients’ presence, 
interferers management and heatmaps generation. 
Cisco RRM implementation is well discussed in [10]. The 
idea is to trigger a new RRM Transmit Power Control (TPC) 
processing when the third neighbor RSSI is stronger than -
70dBm and that the current transmit hysteresis is greater than 
the configured threshold which is by default equal to 6dB. 
This processing allows an AP to tune its transmit power level 
to reduce the co-channel interference that the neighboring APs 
may cause and consequently, eventually, maximize the 
transmit opportunity toward and from a WD. 
But taken alone, it is hard to see how such implementation 
could hint on the opportunity to transmit at any given coverage 
point except from the APs? In the next sub-section, we 
motivate the need for a coverage representation approach and 
solution model to process this opportunity at every coverage 
area point. 
B. Beam-based modelization approach of radio coverage 
In a WLC-based WLAN network it is not possible to 
monitor every coverage area point and report the 
corresponding measures. Only a set of WDs have this ability: 
APs and certain Wi-Fi clients with extended capabilities such 
as Cisco Connected Mobile Experiences (CMX). 
It is necessary then, to model the radio coverage and 
predict the corresponding measures based only on the enabled 
WDs. In [1] and [2] works, we discuss two major modelization 
approaches families that may be referred to as “simplistic”, 
Range-based, and “idealistic”, Voronoi-based. 
The first approach supposes that an AP’s coverage 
corresponds to one of these three ranges: a transmission, 
interference or no-talk range; that the pattern is 
omnidirectional in the form of a circle or a disk. In this 
scheme, the interference at any given point is approximated 
by the weighted intersection of all the interferers’ patterns at 
this point. 
In the second approach, the coverage area is segmented 
into non-uniform zones in the form of polygons. Each zone 
corresponds to an AP and its borderlines are proportional to 
the neighboring APs’ transmit power levels. In this scheme, 
the co-channel interference condition is totally cancelled. 
The implementation of the “simplistic” approach is 
feasible and straightforward, but it has many limitations that 
burden its performance: non-support of per direction transmit 
power adjustment, more prone to coverage holes, non-support 
of obstacle detection, non-support of client localization, and 
non-support of hidden transmit opportunity detection. 
The “idealistic” approach is the most performant, but it is 
not feasible: how could we achieve any polygon propagation 
pattern? It may be technologically possible but not 
economically! 
In [1] and [2] works, a “realistic”, Beam-based approach 
is presented that is a generalization of the previous two 
approaches. In this scheme, the AP coverage is the region 
covered by the beams in the AP’s supported transmit 
directions. The transmit direction and the corresponding 
power level are tunable which offer two additional degrees of 
freedom to mitigate a co-channel interference condition 
especially in comparison with the “simplistic” approach.  
In “Fig. 1”, we show a compared performance of the three 
models: Voronoi-based, Range-based and Beam-based, in 
processing the coverage of a random set of 30 APs and 100 
STAs (mobile Stations). 
In this simulation, each AP supports 8 transmit directions, 
“R” is the corresponding transmit power level, “r” represents 
the sensitivity of an STA at reception, “lambda” reflects the 
attenuation of a signal from the source to the receiver and 
“width” is the aperture that characterizes the beam in each 
direction. 
We check that the Voronoi-based model performs better 
than both Range and Beam-based models. With a “width” 
value equal to 5, the Beam-based model performs better than 
the Range-based model. 
We show in “Fig. 2”, that by tuning, decreasing, beam 
aperture (“width” value is equal to 0.1) we could achieve an 
“idealistic”-like performance. In this simulation, the 
performance of the Beam-based model is better than both the 
Voronoi and Range-based models. 
In “Fig. 3”, we show that by increasing the beam “width” 
significantly (to a value equal to 10 as an example) we 
approximate our model performance to a “simplistic”-like 
model performance. In this simulation, the performance of 
both Beam and Range-based are very comparable. 
In “Fig. 1”, “Fig. 2” and “Fig. 3”, we show that the Beam-
based representation model of the coverage generalizes both 
the Range and Voronoi-based models by tuning the aperture. 
For the rest of this work, we set the “width” value to 2 that 
represents a “realistic” Beam-based representation model of 
the coverage. 
 
Fig.  1. Voronoi, Range and Beam-based model compared performance 
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Further, we’ve implemented a per-AP-power-level-
adjustment “supervised” variant of our solution, “WLC2”, and 
proved that it is comparable to a “Cisco”-like implementation 
that is discussed in detail in [10]. Both “WLC2” and “Cisco” 
implementation solutions build on the “realistic” Beam-based 
representation model. 
In “Fig. 4”, we show an example of a test distribution of a 
random set of WDs: 30 APs and 100 STAs. At the 
initialization, the number of the supported AP transmit 
directions is equal to 8 and each AP power level is set to 30. 
In “Fig. 5” and “Fig. 6”, We show the transmit opportunity 
processing results of “WLC2” and “Cisco” solutions 
respectively. In this simulation, we optimize the number of the 
APs supported directions and power levels. All the APs have 
the same optimized number of the supported directions which 
is equal to 16. Each AP power level may be different from an 
AP to another. “R” is valued at 99 to denote that this variable 
is AP and model “WLC2” or “Cisco” dependent. The same 
power level is applied to all the supported transmit directions 
of a given AP. We check that both “WLC2” and “Cisco” are 
of equivalent performance with regards to the transmit 
opportunity processing results. 
To enhance the readability of our results, we shortened the 
simulation variables names in Table [I]. 
In Table [II], [III], [IV] and [V], we record the test results 
for five iterations of the same previous simulation by 
choosing, at each iteration, a random set of WDs: 30 APs and 
100 STAs and measuring “simplistic”, “WLC2”, “Cisco” and 
“idealistic” model performance. The “width” is equal to 0.1 
and 10 for “idealistic”, which is tagged as “Dir1”, and 
“simplistic”, tagged as “Dir3”, models respectively. 
We observe that the processing times are equivalent for 
both “WLC2” and “Cisco”. Even if “Cisco” is more 
performant, it is more prone to cause coverage holes. “WLC2” 
measured interference is less than “Cisco” in average. 
TABLE I.  VARIABLES SHORTENED NAMES 
Variable old name Variable new name 
Mean Opportunity (in units) M.O 
Mean Interference (in units) M.I 
Dir. Optimal number Dir.O 
Detected Hole number H. 
Time (seconds) T. 
Relative Processing Time in % RPT 
Performance Score Perf. 
Mean diff to WLC2 M.Diff 
Median to WLC2 Med. 
Standard deviation To WLC2 Std. 
 
 
 
 
Fig.  2. Near "Idealistic" Beam-based model performance when “width” 
value is equal to 0.1 unit. 
 
Fig.  3. Near "Simplistic" Beam-based model performance when 
“width” value is equal to 10 units. 
 
Fig.  4. A distribution example of a random set of WDs: 30 APs and 
100 STAs 
 
Fig.  5. "WLC2" Beam-based model RRM solution transmit 
opportunity processing example 
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 TABLE II.  BEAM-BASED MODEL PERFORMANCE RESULTS OF “DIR3” 
Results:  
Dir3  
  
Simulation iteration number 
Settings: AP=30, STA=100, Width=2, R=30, r=3, 
lambda=1 
1 2 3 4 5 
M.O 0.5 0.3 0.3 0.35 0.3 
M.I 150 155 151 149 160 
Dir.O 8 16 16 16 8 
H. 0 0 0 0 1 
T. 25.3856 25.1481 25.0731 25.0016 27.0775 
 
TABLE III.  BEAM-BASED MODEL PERFORMANCE RESULTS OF “DIR1” 
Results:  
Dir1  
Simulation iteration number 
Settings: AP=30, STA=100, Width=2, R=30, r=3, 
lambda=1 
1 2 3 4 5 
M.O 2 1.4 1.5 1.4 1.35 
M.I 1.5 1.6 1.5 1.4 1.75 
Dir.O 8 16 16 16 8 
H. 2 5 2 2 3 
T. 26.5227 25.2914 25.0289 24.9015 26.1321 
 
TABLE IV.  BEAM-BASED MODEL PERFORMANCE RESULTS OF “WLC2” 
Results:  
WLC2 
  
Simulation iteration number 
Settings: AP=30, STA=100, Width=2, R=30, r=3, 
lambda=1 
1 2 3 4 5 
M.O 0.5 0.8 0.4 1 0.5 
M.I 40 52 64 60 45 
Dir.O 8 16 16 16 8 
H. 0 0 0 0 1 
T. 82.566 169.5631 209.6245 217.2543 78.6225 
 
TABLE V.  BEAM-BASED MODEL PERFORMANCE RESULTS OF “CISCO” 
Results: 
Cisco 
Simulation iteration number 
Settings: AP=30, STA=100, Width=2, R=30, r=3, 
lambda=1 
1 2 3 4 5 
M.O 5 1 2.5 4 5 
M.I 20 75 58 42 15 
Dir.O 8 16 16 16 8 
H. 5 0 0 3 8 
T. 113.1636 179.8094 242.0869 216.0174 73.0206 
 
For the rest of this work, we consider that “WLC2” model 
is a “realistic” model representation of a coverage area and 
could constitute a baseline for further optimizations. In one 
hand, it was proven that Range-based and Voronoi-based 
models could be generalized to Beam-based equivalents: 
“Dir3” and “Dir1”. In the other hand, working with “width” 
value of 2, optimizing the power levels and the number of 
supported transmit directions as per our solution described in 
[1], we observe a comparable performance between the 
“WLC2” variant and the Cisco-like implementation of RRM, 
“Cisco”. 
In the next sub-section, we introduce a Machine Learning 
Regression approach that is aimed at optimizing the 
processing time of our “WLC2” solution. It may eventually, 
represent an alternative to our NURBS-based optimization 
that is detailed in [3]. 
C. Machine Learning Regression Models 
In his book [11], Tom Mitchell describes machine learning 
in that a computer program, a machine, is said to learn from 
an experience E with respect to some task T and some 
performance measure P, if its performance on T, as measured 
by P, improves with experience E. 
A simple form of this learning, focus of this work, is 
described as “supervised” learning. In this learning, the right 
answers to some input or training data, are provided in 
advance. Based on this training data, the inputs and 
corresponding outputs or “truth”, the learning algorithm 
model parameters are tuned such as to minimize the error 
between the predicted outputs and the observed “truth”.  
This “trained” learning, also called hypothesis, is a 
function, with the previously optimized model parameters, 
that maps the input variables or features to a predicted 
outcome. 
Supervised learning algorithms could be further classified 
by the nature of the outcome they work on. If the outcome is 
continuous then “regression” models are more suitable. For 
categorical or discrete valued outcomes, “classification” 
algorithms are more likely. 
In our study we work on continuous valued outcomes, then 
we focus solely on regression models. Many types of 
regression models exist including: linear regression models 
(LM), regression trees (Tree), Gaussien process regression 
models (GPR), support vector machines (SVM), and 
ensembles of regression trees (Bagged). 
To choose between models, we compare their Root Mean 
Square Error (RMSE) validation score. For all the simulations 
Fig.  6. "Cisco" Beam-based model RRM solution transmit opportunity 
processing example 
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of our work, we observe that Coarse Gaussian SVM and 
Bagged Trees come out with the best RMSE scores. For the 
rest of our study, we focus solely on these two models. 
III. PROBLEM DESCRIPTION 
Simulation results of both RRM implementations: 
“WLC2” and “Cisco”, were presented in Table [IV] and [V]. 
For the evaluation of these model performance, we measure 
the required relative processing time, “RPT”, and the 
performance score, “Perf.”, given by this formula: 
ܲ݁ݎ݂. = ܭଵ ∗
∑ ܫ݊ݐ݁ݎ݂݁ݎ݁݊ܿ݁
ܫ݊ݐ݁ݎ݂݁ݎ݁݊ܿ݁ሺ݉݋݈݀݁ሻ + 1 + 
ܭଶ ∗
∑ܪ݋݈݁
ܪ݋݈݁ሺ݉݋݈݀݁ሻ + 1 + ܭଷ ∗
ܱ݌݌݋ݎݐݑ݊݅ݐݕሺ݉݋݈݀݁ሻ
∑ܱ݌݌݋ݎݐݑ݊݅ݐݕ ሺ1ሻ 
 
In Table [VI] and [VII], we summarize these results. 
TABLE VI.  “WLC2” AND “CISCO” RRM PERFORMANCE AND 
PROCESSING TIME RESULTS 
Results:  
WLC2 
Cisco 
Simulation iteration number 
Settings: AP=30, WD=100, Width=2, R=30, r=3, 
lambda=1 
1 2 3 4 5 
Perf. 12.22 11.86 
10.58 
9.02 
6.31 
7.18 
9.29 
7.71 
11.39 
16 
RPT 33.34 45.69 
42.41 
44.97 
41.77 
48.24 
44.96 
44.70 
38.38 
35.64 
 
TABLE VII.  “DIR3” AND “DIR1” RRM PERFORMANCE RESULTS 
Results:  
Dir3 
Dir1 
Simulation iteration number 
Settings: AP=30, STA=100, Width=2, R=30, r=3, 
lambda=1 
1 2 3 4 5 
Perf. 8.46 87.18 
6.9 
110.31 
3.87 
110.79 
6.73 
107.04 
7.92 
84.08 
 
Results’ precision, that measures the gap between the 
model predicted coverage and the truth, as it might be 
measured by a specialized equipment such as: Ekahau or 
AirMagnet, was not considered deeply in this preliminary 
work. Instead, we consider that the real measure or truth is in 
between the “simplistic” and “idealistic” measures plots. 
Further work may consider processing the raw radio data 
that is gathered in a laboratory test condition. But as we’ve 
shown before, tuning parameters of our Beam-based coverage 
representation may approximate them accurately. Also, we 
consider that simulating different implementation solutions 
based on the same modelization foundation would lead to 
comparable results in a real implementation of the same 
models. 
The measured performance of both solutions “WLC2” and 
“Cisco” is equivalent and is almost at 10.156 point in average. 
We check that this performance is better than the “simplistic” 
case which is at 6.776 point and that the “idealistic” model 
performance is outstanding at almost 99.88 point. 
The measured processing times of both models “WLC2” 
and “Cisco” are comparable but represent almost 84% of the 
total required processing time of all the models. This result 
indicates that both implementations are not scalable regarding 
the necessary processing time in comparison with the 
“idealistic” and “simplistic” models. 
Because both solutions “WLC2” and “Cisco” are of 
equivalent performance, for the rest of this work, we focus 
only on the “WLC2” implementation. 
In [3] we propose a NURBS surface-based optimization of 
the “WLC2” solution processing time. The idea is to process 
the “WLC2” coverage at only the “control” or “definition” 
points, and then, the corresponding NURBS surface to find 
out an estimation of the coverage at the remaining area points. 
By reducing the number of points “WLC2” processes, we 
reduce the initial required processing time. 
For test purposes, we’ve implemented three variants of 
this solution: “NURBS1”, “NURBS2”, and “NURBS3”. The 
difference is in how “definition” points (CP) are chosen. In the 
first variant, CPs correspond to any random number of the 
coverage points, STA_NURBS, weighted by their respective 
“WLC2” coverage measure. In the second variant, the 
definition points are the APs. In the third variant, the definition 
points are the APs but weighted to their optimized transmit 
power levels. In “WLC2”, transmit power levels are optimized 
per AP: each AP may have a different transmit power level. 
For the same random set of 30 APs, we vary the number 
of CPs and observe the “NURBS” variants processing time 
and results precision. In this scheme, the results precision 
corresponds to the deviation from “WLC2” measurement that 
is our truth. 
In Table [VIII], [IX], and [X], we summarize the results of 
varying STA_NURBS number in this range: 100, 500, 1500, 
2500 and 10000. 
TABLE VIII.  “NURBS1” OPTIMIZATION TO WLC2 MODEL 
PERFORMANCE RESULTS 
Results:  
NURBS1 
Simulation STA_NURBS number 
Settings: AP=30, Width=2, R=30, r=3, lambda=1 
100 500 1500 2500 10000 
M.Diff 41.0604 11.4398 23.5133 0.7598 0.75881 
Med. 40.0395 7.5946 19.7305 0.51118 0.43403 
Std. 22.8496 19.5894 20.6407 8.4735 3.5212 
T. 30.168 136.5365 448.6352 694.6876 1508.60 
 
TABLE IX.  “NURBS2” OPTIMIZATION TO WLC2 MODEL 
PERFORMANCE RESULTS 
Results:  
NURBS2 
Simulation STA_NURBS number 
Settings: AP=30, Width=2, R=30, r=3, lambda=1 
100 500 1500 2500 10000 
M.Diff 48.7473 45.592 57.2992 61.6536 52.5964 
Med. 45.9399 42.3936 55.231 60.613 50.065 
Std. 23.5647 29.0324 22.7873 24.9228 22.7223 
T. 9.3569 9.6129 11.0613 9.1328 5.8624 
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In Table [VIII], the results show that in general, 
“NURBS1” processing time and accuracy are increasing with 
the number of STA_NURBS. In Table [IX] and [X], the 
“NURBS2” and “NURBS3” results are not changing 
considerably because the number of APs is constant. Please 
note that a high accuracy corresponds to a low mean and a low 
standard deviation from this mean. 
TABLE X.  “NURBS3” OPTIMIZATION TO WLC2 MODEL 
PERFORMANCE RESULTS 
Results:  
NURBS3  
Simulation STA_NURBS number 
Settings: AP=30, Width=2, R=30, r=3, lambda=1 
100 500 1500 2500 10000 
M.Diff 53.9482 49.231 58.0436 62.5081 52.7283 
Med. 50.253 46.8791 55.7009 61.2722 50.1472 
Std. 23.7241 30.228 23.2916 25.5144 22.8494 
T. 1.5346 0.70329 0.93668 0.89961 1.2902 
 
When STA_NURBS number is at the lowest value, the 
required processing time represents almost 4.3% of the 
“WLC2” time, which is an important optimization. But the 
“M.Diff” representing the mean gap between the “NURBS1” 
measurement and the truth, is very high at almost 41.06 unit. 
The standard deviation from this mean is almost 22.84 unit 
and it is very high. At the highest STA_NURBS value, the 
accuracy is very good: the mean is almost equal to 0.75 unit 
and deviation is only 3.52 unit. But the required processing 
time is 390% of the “WLC2” time. When STA_NURBS 
number is 2500, “NURBS1” performance, time and accuracy, 
is very close to “WLC2”. 
There’s a tradeoff between decreasing the required 
processing time and increasing the accuracy. For applications 
that have less constraints on the accuracy, STA_NURBS 
number of 500 is an accurate tradeoff. It would require only 
19.51% of the “WLC2” initial required processing time. For 
applications that require a higher accuracy, “NURBS1” is a 
feasible alternative to “WLC2” in a network with rare radio 
environment changes. 
In dense frequently changing networks, the “WLC2” 
processing time is not scalable with the number of changes. In 
these networks “NURBS1”, “NURBS2” and “NURBS3” are 
powerful and allows fast adaptation to radio environment 
changes. Upcoming work may spot in detail this “NURBSx” 
strength that was introduced in [3]. 
In the upcoming section, we explore an out-of-box MLR-
based approach as an alternative to “NURBSx” in improving 
the coverage prediction accuracy. 
IV. MLR-BASED OPTIMIZATION SOLUTION 
In the previous section, NURBS surfaces helped optimize 
“WLC2” performance. But this optimization came with a 
tradeoff between the required processing time and 
measurement’s accuracy.  In this section we propose an 
alternative out-of-box machine learning approach to improve 
“NURBS1” accuracy. 
Using machine learning algorithms, we predict “WLC2” 
coverage measurement at a given coverage area point (STA). 
This value is continuous because it is the resultant sum of 
continuous, linear, function values. Each of these function 
values, corresponds to the effect of a single AP on this 
coverage area point. 
Then, we use supervised regression models to predict 
interference measurement, the output, at points that are not 
pertaining to the training set. Our training set represents a 10% 
random sample record of all the available coverage points. We 
build our hypothesis on these features: STA index, STA 
localization coordinates X and Y, first AP of association, 
corresponding direction, corresponding power level, 
corresponding load, corresponding reported neighboring APs’ 
interference, second AP of association, and corresponding 
direction. 
What regression algorithm should we use? For this 
preliminary work, we’ve chosen to work only with a Coarse 
Gaussian SVM and Bagged Tree algorithms. These two 
algorithms have showed the best RMSE validation results for 
several simulation iterations of the models. “SVM” model has 
scored an average RMSE of 14.75 point, whereas “Bagged”, 
16.03 point. 
We train our models using only the training set. Using the 
trained models “SVM” and “Bagged”, we predict the 
remaining points that are 90% of the total record set. We use 
the same training set corresponding “STA index” feature, to 
predict “NURBS1” values. At the end, we measure the 
accuracy and time as in the previous section. 
In this simulation, the number of the control points or 
training set samples varies from 40 to 2250 sample. In each 
iteration, a new set of 10 random APs distribution is 
processed. 
“Fig. 8” shows the per-model required processing time for 
each test. “WLC2” does not show in this figure because it 
ranges from 77.6062 to 8496.5513 seconds. The best 
processing times are recorded for “NURBS” and “Bagged” 
  
 
Fig.  8. Plot of models: “SVM”, “Bagged” and “NURBS” required 
processing time
 
Fig.  9. Plot of models: “SVM”, “Bagged” and “NURBS” accuracy 
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models and seem to be independent from the number of 
control points. “SVM” time is increasing with the number of 
control points, but it does not exceed a 1.51 second in time, 
which is still an important enhancement of “WLC2” solution. 
“Fig. 9” shows the accuracy measurement for each test. 
The “SVM” optimization represents the best accuracy 
measurement at around 13.77 unit in standard deviation 
against 18.44 unit in “Bagged” or 21.43 unit in “NURBS”. 
To confirm our findings tendency, we redo the previous 
simulation with a large training set of 30% of the total data set. 
“Fig. 10” and “Fig. 11” show the corresponding required 
processing time and accuracy respectively. 
By increasing the training set to 30% of data set, the 
“SVM” accuracy that was 76.63% in comparison to its direct 
challenger “Bagged”, is now only 59.52%. Increasing the 
number of control points seems to have no effect on “Bagged” 
and “NURBS” as they show a steady pace of both accuracy 
and time. Instead, “SVM” accuracy has increased remarkably 
without exceeding the limit of 10 seconds of the required 
processing time which is acceptable. 
V. CONCLUSION  
In this work we’ve proposed an MLR-based out-of-box 
alternative optimization approach to Beam-based, 
representation of radio coverage in IEEE WLAN networks, 
NURBS-based optimized implementation variant of  
“WLC2”. This has solved an important part of “WLC2” 
solution scalability issue and opened the possibility to 
implement new solution variants in further work. 
The obtained results have proved that “SVM” solution 
offers the best tradeoff between the prediction accuracy and 
required processing time in comparison with its challengers 
“Bagged” and “NURBS”. 
Further work may extend this discussion to model the 
adaptability to the frequently changing radio environments. In 
such case, we’ll explore in detail advanced concepts behind 
NURBS surface, ML or deep ML, to implement an efficient 
incremental processing of the coverage. 
In upcoming work, we’ll discuss new Beam-based 
implementation variants: “WLC3” and “WLC4”. In “WLC3”, 
we’ll try to optimize the transmit power level per AP and per 
direction. In “WLC4”, will process different optimized 
supported number of directions per AP. 
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Abstract— Human respiration activities can be identified 
from the chest wall movement. In developing a non-contacting 
sensor for human respiration, the chest wall movement can be 
detected as a Doppler shift. Therefore, the Doppler radar is 
potential to be implemented for the non-contacting sensor 
previously mention. In this paper, the Single-Tone Doppler 
radar which operates at 10 GHz has been studied and proposed 
for detecting human respiration. The simulation experimental is 
performed for investigating the capability of the proposed 
method in detecting the human respiration parameter such as 
respiration rate and respiration amplitude. The results show 
that the proposed method is capable to extract the human 
respiration parameter.  
Keywords—Doppler radar, continuous wave, small 
displacement, respiration 
I. INTRODUCTION 
Respiration is one of a sign for monitoring human 
activities. In the medical field, rate and pattern monitoring of 
human respiration can be used to help in diagnosing 
pulmonary illness. In the hospital, respiration is mostly 
detected by a medical device equipment. For example, a silica-
nanoparticle thin film is used for developing a sensor chip for 
respiration. Electrical sensors are widely used also [1]. 
The pulmonary volumes and capacities of human 
respiration vary which depends on the size of the lungs, the 
power of breathing, and the way of breathing. The longer 
activities, the higher breathing frequency are caused by the 
strong body movements which are using a lot of oxygen in the 
muscles which energize the activity [2]. The human 
respiration model has been studied related to the factors 
above. Therefore, rate and pattern of human respiration can be 
used to observe the condition of human health.  
There are several concerns in choosing medical 
measurement devices. In addition to the accuracy of the 
measurement result, patient comfort in the use of such device, 
minimal distress, and hygienic measurement are also several 
matters of the concern, especially for long-term monitoring 
[3], [4]. Respiratory monitoring can be categorized as a 
contact or non-contact method. A non-contact method is 
potentially satisfied all the mention concerns above. This 
paper analyses the development of a non-contact method for 
human respiratory monitoring which is based on the radar 
system. 
Radio and detection ranging (Radar) with the high 
resolution is needed for detecting human respiration. Inspired 
by an Ultra-Wide Band (UWB) system which can to obtains 
the high-resolution measurement, several types of research of 
a UWB radar for detecting human vital signs have been 
conducted [5], [6]. The experiment results in [5] show that the 
detection of heart-beat has a very suitable with an 
Electrocardiograph (ECG) measurement. Meanwhile, the 
large bandwidth is used, it gives several disadvantages, such 
as the complexity of its hardware and the problems of its 
interference. Frequency Modulation Continuous Wave 
(FMCW) radar system has been investigated for detecting 
human respiration also [7].  
A radar consists of the transmitter and receiver parts. The 
transmitter output is a radio-frequency wave with a certain 
frequency which propagates to the target. The receiver is 
designed to detects the Doppler shift in echoes reflected from 
moving targets. For example, speedometers, Air Traffic 
Control (ATC), and detecting small displacement [8]. The 
Doppler radar is potential to be implemented by using a 
single-frequency signal which has an advantage for a low 
bandwidth usage and simple circuit. This paper is focused on 
the development of a Single-Tone Doppler radar system for 
human respiratory monitoring. A Single-Tone means that the 
radar transmits the single-frequency signal by extracting 
Doppler feature from the target only. 
Human respiration activities can be identified by the chest 
wall movement which is related to the inhale and exhale 
activities. In the radar system point of view, human chest wall 
movement which is caused by respiration activities is such a 
small displacement movement which generates a Doppler 
shift in a reflected wave. Therefore, a Doppler radar is a great 
approach for detecting a human respiration monitoring [9], 
[10].  
The radar system which has the capability for measuring a 
small displacement or vibration of a chest wall movement 
which relates to the human respiration needs to be studied and 
developed. An HB100 is a Doppler radar module which 
operates at a X-Band and developed by AgileSenseTM. This 
radar has the frequency of 10 GHz with the wavelength of 33 
mm. It consists of a dielectric resonator oscillator, mixer, and 
a patch antenna. Considering the wavelength of HB100, the 
phase shift which is caused by the chest wall movement is 
potential to be detected by using its radar system. However, 
the capability of Single-Tone Doppler radar at 10 GHz for 
detecting human respiration needs to be studied first. 
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Furthermore, the objective of this paper is to study the 
capability of Single-Tone Doppler radar at 10 GHz for 
detecting human respiration parameters such as its amplitude 
and rate.  
This paper is organized as follows; Section I describes the 
background and problem which addressed in this paper, 
Section II discusses the proposed method in detecting human 
respiration rate caused by the chest wall movement, Section 
III discusses the computer simulation using Octave in 
investigating the proposed method and its results and the last, 
is Section IV, is for the conclusion. 
 
II. PROPOSED METHOD 
A. Chest Wall Movement in Human Respiration 
The relationship between the human respiration and the 
chest wall movement can be illustrated in Fig.1. Generally, 
respiration has a periodic pattern which is related to the inhale 
and exhale activities and it can be identified by the chest wall 
movement. T(t) is an incident of the wave from a signal 
source, R(t) is the reflected waves, and do + x(t) is the distance 
between human and signal source. If the chest wall movement 
is modeled as a time-varying function of x(t), then the 
propagation distance of the wave as a time-varying also. The 
movement which is caused by a small displacement of the 
chest wall movement can be analysed as a certain phase shift 
on the reflected wave R(t).  
The magnitude of the phase change which is caused by the 
small displacement of contraction in respiration is adequately 
large for measuring chest wall movement in Fig. 1. Let us 
apply a Doppler radar as the signal source. A Doppler radar 
transmits a continuous-wave signal, which is reflected by a 
target and then received and demodulated by a receiver. The 
position-varying information is demodulated proportionally in 
the reflected signal when the net velocity is zero. Therefore, 
the chest wall movement which is caused by the volume 
change during respiration can be detected by using the 
Doppler radar motion-sensing system [11]. 
B. CW Radar System for Detecting Chest Wall Movement 
A block diagram of a CW radar system for detecting a 
chest wall movement is shown in Fig. 2. The transmitted 
signal is generated by the oscillator with a certain frequency. 
Its signal is used for detecting the chest wall movement which 
is caused by the respiration activities. The transmit signals can 
be expressed in (1). 
்ܵ = ܣ் cos(2ߨ݂ݐ), (1) 
 
Fig. 1. A periodic chest wall movement which is caused by phase shift. 
 
 
Fig. 2. A block diagram of CW radar system for detecting a chest wall 
movement. 
 
where f and AT are as a frequency of the transmitted signal 
and the amplitude of the transmitted signal respectively. The 
received signal is a reference as a human respiration which is 
modelled as a sinusoidal pattern. It can be expressed in (2). 
ܵோ = ܣோ cos ቀ2ߨ݂ݐ + ସగఒ ݀ቁ , (2) 
where d and λ are the distances between the target and the 
radar and wavelength of the transmitted signal respectively. 
If the respiration is modeled as a time-varying function 
which is caused by the chest wall movement and it has a 
periodic pattern as shown in Fig. 1, then the received signal 
is modified which is expressed in (3). In the (3), d and fi 
refer to the amplitude and the frequency movement due to 
the respiration activity respectively. After it is amplified by 
the Low Noise Amplifier (LNA), then the received signal 
is mixed by the oscillator output. The output of the mixer 
is shown in (4). 
ܵோ = ܣோ cos ቀ2ߨ݂ݐ + ସగఒ ݀cos( 2ߨ ௜݂ݐ)ቁ .     (3) 
ܵெ = ்ܵ		∙	ܵோ = 	
ܣெ cos(4ߨ݂ݐ + ସగఒ ݀ cos 2ߨ ௜݂ݐ) +	
ܣெ cos(ସగఒ ݀ cos 2ߨ ௜݂ݐ) .
 (4) 
The mixer output SM is similar to the narrow-band 
frequency modulation signal [12]. Therefore, the spectrum 
of SM is influenced by the amplitude of the respiration 
pattern. 
ܵ௅௉ி = 	∑ ܣ௡ cos(2ߨ݊ ௜݂ݐ)ஶ௡	ୀ଴                 (5) 
The Low Pass Filter (LPF) output of Doppler radar which 
is shown in (5) represents as a respiration which is detected by 
the radar system. 
The index n represents the frequency of each component 
at the LPF output. The index An represents the amplitude of 
each component. The harmonic component which is shown in 
(5) will rise if the amplitude of the respiration pattern d is 
increased. From the LPF output, it can be identified that the 
respiration pattern is associated by the respiration rate with the 
fundamental frequency of the LPF output and the amplitude 
of the respiration by the number of the harmonic frequency 
comes out significantly. The representation of the LPF output 
is more convenient if it is in the frequency-domain. Therefore, 
the Fourier Transform is needed for processing the LPF output 
data. After it is converted into the digital signal, then it needs 
the Fast Fourier Transform (FFT) computation for obtaining 
the representation of frequency-domain. 
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TABLE I.  THE NUMBER OF RESPIRATORY FREQUENCY BY 
AGES. 
Groups Ages Frequency rate 
(times/ minute)
Newborn Under 1 year old 44 
Infants Under 2 years old 50 
Toddlers Under 6 years old 25 
Children Under 15 years old 20 
Adults Above 15 years old 16 
 
III. RESULT AND DISCUSSION 
A computer simulation which is using Octave is 
performed for investigating the proposed Doppler radar in 
detecting human respiration. The simulation is performed for 
the following purpose: observing the performance of the 
proposed radar in detecting different respiration rate, 
observing the performance of the proposed radar in detecting 
different respiration amplitude, and observing the 
performance of the proposed radar in detecting several real 
cases of human respiration rate. The simulation refers to the 
specification of the HB100 module. A Single-Tone Doppler 
radar system generates and transmits a single-frequency 
electromagnetic wave with the frequency of 10 GHz. 
In this paper, several respiration patterns with the different 
rate and amplitude are simulated and analysed both in time 
and frequency domain. In this experiment, the target object is 
located around 3 m from the CW radar system. Related to the 
equation of (2), the frequency of transmit signal f is set to 10 
GHz. AR and fi are a varied rate which will be simulated. The 
information of the target positions data is required for 
detecting the small displacement on the target. Refers to the 
Table I, the normal respiration rate which is caused by the age, 
from an adult to an infant, it has ranged from 16 to 50 times 
per minutes. The simulation selects three-different respiration 
rates: 16, 20, and 30 times per minute. It represents the normal 
respiration rate of adult, child, and baby.  
The LPF output in time-domain for the three-different 
respiration rate is shown in Fig. 3. On this figure, the 
simulation is performed by taking the example of the 
respiration rate fi of 0.26 Hz, 0.33 Hz, and 0.5 Hz. This 
example is equaled to the 16, 20, and 30 times per minute of 
the normal respiration rate. The result in Fig. 3 indicates the 
LPF output for the three-different respiration rates. The 
rhythmic of the human respiration for the three-different 
respiration rates produce an LPF output with the different 
pattern. Furthermore, it can be analysed that the respiration 
condition is from the pattern of an LPF output. However, the 
frequency-domain representation of an LPF output is more 
suitable to obtains more accurate information about the rate. 
As shown in Fig. 2, the Fast Fourier Transform (FFT) 
computation is used to achieve the frequency domain 
representation of an LPF output. 
 The LPF output in frequency-domain for the three-
different respiration rate which has the same case as a 
simulation in Fig. 3, is shown in Fig. 4. The spectrum of LPF 
output has been represented in normalized value. 
Normalization is done by dividing the spectrum of an LPF 
output with the maximum of its absolute value. The proposed 
of radar system can to detect the three-different pattern rates. 
A 0.26 Hz, 0.33 Hz, and 0.5 Hz of respiration rates which have 
been simulated, it has a different pattern in the frequency 
domain. The respiration rate can be determined from the 
frequency which is associated with the peak spectrum of the 
fundamental frequency component. 
 
 
Fig. 3. An LPF output in the time-domain which represents a three-
different of respiration rate. 
 
 
Fig. 4. An LPF output in the frequency-domain which represents a 
three-different of respiration rate. 
 
 
Fig. 5. An LPF output in time-domain for two-different respiration 
amplitude. 
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Fig. 6. An LPF output in frequency-domain for two-different 
respiration amplitude with the respiration rate of 0.33 Hz. 
 
 
Fig. 7. The normalized spectrum of LPF output for several human 
respiration cases. 
 
The LPF output for two-different amplitude respiration 
rate in time-domain is shown in Fig 5. The amplitude of 0.1 λ 
and 0.3 λ are simulated at the same respiration rate of 0.33 Hz. 
The result shows that the respiration amplitude has influenced 
the peak-to-peak value of the LPF output. The high amplitude 
will cause the high peak-to-peak value and vice versa. 
The LPF output for two-different amplitude respiration in 
frequency-domain is shown in Fig. 6. The result is taking from 
the same simulation case within Fig. 5. In the spectrum of 0.3 
λ, the first harmonic component (0.66 Hz) appears either the 
fundamental component (0.33 Hz) also. However, the 
harmonic components are not for the low amplitude (0.1 λ) 
significantly. By increasing the respiration amplitude, it has 
been affected by increasing the appearance of the harmonic 
component. The appearance of the frequency harmonic in 
high respiration amplitude causes the increase of the 
bandwidth of the power spectrum. By increasing the 
respiration amplitude, it may be caused by the high activity or 
illness. Therefore, the appearance of the harmonic component 
can be used to identify it. 
The speed of human respiratory rate is caused by the 
several factors; age, gender, and activities [2]. The simulation 
has been performed for detecting the respiration pattern for 
several different ages group. As shown in Fig. 7, the 
simulation takes a sample by a baby, child, and adult rate 
respiration. By the normalized spectrum of an LPF output, the 
frequency of the baby case is around 0.72 Hz, while for the 
child is around 0.32 Hz, and for the adult is around 0.26 Hz. 
By the time age is changing, the rate of respiration is changing 
[13]. For the grouping of human rate respiration rate by ages 
at times per minute is shown in Table I [2]. 
The effect of the respiration amplitude to the LPF output 
has been analysed from the power spectrum’s perspective. 
The effect of the respiration amplitude to the power spectrum 
of the LPF output is shown in Fig. 8. The higher respiration 
amplitude which is caused by the LPF output has the  higher 
power spectrum level than the lower amplitude. In the 
previous result, it has been discussed that the higher 
respiration amplitude increases the harmonic component 
existence at the spectrum of the LPF output. Furthermore, it 
affects the increase of the bandwidth and power spectrum of 
the LPF also.  
IV.  CONCLUSION 
The first stage on developing proposed Single-Tone 
Doppler Radar for the human respiration monitoring has been 
conducted by the performing Octave simulation which is used 
for investigating the capability of the proposed Single-Tone 
Doppler Radar in detecting rate and magnitude of human 
respiration. The time-domain and the frequency-domain 
analysis have been conducted in this study. The simulation is 
performed by taking several cases with the different 
respiration parameters. The simulation results on Single-Tone 
Doppler Radar at 10 GHz show that the proposed radar system 
has the capability to detect the human respiration parameter, 
such as respiration rate and the amplitude of the chest wall 
movement. Due to its function to detect the respiration rate 
and amplitude, the frequency-domain observation is more 
suitable than time-domain. The respiration rate can be 
determined from the fundamental frequency component of the 
LPF output. The respiration amplitude can be determined 
from the total power spectrum of the normalized output of the 
LPF. 
 
Fig. 8. A power spectrum of normalized LPF output. 
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Abstract— In several field such as structure health 
monitoring, landslide monitoring and medical measurement, 
small displacement is used as the indicator of any problem that 
may rise in such fields. High resolution radar system is required 
for small displacement detection in millimeter of centimeter 
scale. Continuous wave (CW) radar with its narrow bandwidth 
feature, has a simpler system comparing with other radar 
system. However, the modification is needed to present the 
ability of CW radar in detecting small displacement. In this 
paper, dual frequency CW radar was investigated and proposed 
for small displacement detection. Computer simulation has been 
conducted to study the capability of the proposed radar system. 
The result shows that the dual frequency CW radar at 10.525 
GHz is capable to detect a small displacement in millimeter 
scale. The frequency difference of the radar signal needs to be 
adjusted to avoid the ambiguity in the detection result. 
Keywords— continuous wave (CW) radar, small displacement, 
dual frequency. 
I. INTRODUCTION 
Small displacement is used to identify any problem that 
may rise in several field such as landslide monitoring, 
structural health monitoring and medical measurement. 
Radar system was studied to be implemented in detecting 
small displacement. Some studies have been developing the 
Synthetic Aperture Radar (SAR) system that applied to detect 
a landslide [1-3]. SAR technology uses pulse waveform that 
having ultra-wideband (UWB) characteristic [4]. UWB 
characteristic provides a fine resolution and an accurate 
sensing. However, a wideband radar signal usage, gives some 
consequences, such as increasing the realization complexity 
and giving interference in mitigations problems. 
A feasible way to distinguish between received and 
transmitted radar signal is by recognizing the change of echo 
signal frequency in receiver. It is known as doppler effect [5]. 
The change of this sinusoidal echo signal gives impact to its 
phase. From the phase data, the displacement is potential to 
be estimated. Phase component processing have been studied 
for high accuracy detection in radar system. Phase repetition 
for large target distance, become limitation that need to be 
considered. Doppler radar can be realized using Continuous 
Wave (CW) radar system, Frequency Modulation Continuous 
Wave (FMCW) radar system and Impulse radar system. CW 
radar system has a narrower bandwidth and simpler among 
other radar system that previously mentions. 
CW radar can only detect a dynamic target such as 
vibration. A vibration may be viewed as time varying small 
displacement event that occurred on an object. According to 
this fact, on CW radar advantages feature such as narrow 
bandwidth and simple structure, CW radar system is potential 
to be developed as the radar system for small displacement 
detection. However, a modification of CW radar system is 
required to develop its capability in detecting small 
displacement. HB100 is a CW radar module that operates at 
10.525 GHz [6]. Due to the transmitted frequency, the 
transmitted signal that has a wavelength of 28.5 mm. The 
objective of this research is to investigate the potential of 
HB100 to be used in developing CW radar system for small 
displacement. The theoretical and simulation investigation is 
then discussed in this paper as the preliminary step in 
developing prototype of the proposed radar system that based 
on HB100. 
This paper proposed a modification scheme for CW radar 
which deals with small displacement detection. The dual 
frequency CW radar system was investigated and proposed 
for small displacement detection. The theoretical and 
computer simulation have been performed to study its ability 
in detecting a small displacement. 
This paper is organized into four sections. Introduction 
section discusses about the background and problems that 
addressed in this research. Section II explains the proposed 
method and the theoretical overview. The simulation and its 
result are discussed in section III and the last is conclusion. 
II. PROPOSED METHOD 
The proposed modification takes place on transmitter and 
receiver part. In transmitter part, we used two sinusoidal 
signal generators with different frequency, respectively as f1 
and f2. The modification in receiver is mainly done on the 
postprocessing of Low Pass Filter (LPF) output. The block 
diagram of the proposed dual frequency CW radar is depicted 
by Fig.1. Summation of sinusoidal signals from generator is 
then transmitted to the target and amplified by the power 
amplifier (PA). The transmitted signal of the proposed radar 
can be written as (1). 
 STX=	A0 cosሺ2πf1t)+	A0 cosሺ2πf2t),	 (1) 
A0 is the amplitude of the transmitted signal and t is the 
time of since the signal is transmitted until received. The 
square block in Fig.1 illustrates the target where small 
displacement is occurred. The transmitted signal that arrived 
at the target is reflected to the radar and received at receiver 
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side. The received echo signal is amplified by the low noise 
amplifier (LNA), and can be expressed as (2). 
 SRx=A1 cos ቀ2π2dλ1 +2πf1tቁ +A2 cos ቀ
2π2d
λ2 +2πf2tቁ ,  (2) 
ܣଵ  and ܣଶ  are the amplitude of the echo signal with the 
frequency of ଵ݂ and ଶ݂, respectively. 
The echo signal is mixed with the signal from oscillator 1 
(f1). Then, the LPF output contains sinusoidal echo signal and 
direct current (DC) component, it can be written as (3). 
 SM0ሺt)=ܣଵᇱ cos ቂ2πሺf2 − f1)t+ 2π2dλ1 ቃ+ܣଶ
ᇱ cos ቀ2π2dλ2 ቁ, (3) 
The displacement data can be obtained from the phase 
shift data ቀଶగଶௗఒభ	 ቁof the sinusoidal echo signal, with d is the 
displacement range that occurred, and ߣଵ is the wavelength 
of the signal. The sinusoidal echo signal is shown in (4). 
 SLPFሺt)=AL cos ቂ2πሺf2 − f1)t+ 2π2dλ1 ቃ. (4) 
ܣ௅  is the amplitude of sinusoidal component of echo 
signal. The frequency estimator detects the frequency value 
ሺf2 − f1)t)	or can be written as df, of sinusoidal component. 
Then, the reference signal synthesizer generates sin and cos 
signal with the value of frequency that has been obtained in 
the frequency estimator. The frequency estimation can be 
performed by applying the Fast Fourier Computation of the 
LPF output. The frequency estimation must be done before 
the proposed radar is operated to detect the small 
displacement. The reference signal is a sinusoidal signal of 
LPF output when the transmitter is directly connected to 
receiver, this connection named as a loopback connection. 
The reference signal is decomposed in two orthogonal 
signals, with the amplitude of Ar, then are written as (5) and 
(6). 
 Sref_Iሺt)=Ar cosሾ2πሺf2 − f1)tሿ. (5) 
 Sref_Qሺt)=Ar sinሾ2πሺf2 − f1)tሿ. (6) 
Those sinusoidal signals, sin and cos, are then used in I/Q 
demodulation process. I/Q stands for in-phase and 
quadrature, which means there are two sinusoidal signals 
with 90 °  phase difference [7]. The block diagram of I/Q 
demodulator can be shown in Fig.2. The Sref_Iሺt) is reference 
signal for in-phase (I) and Sref_Qሺt)  is reference signal for 
quadrature (Q).  
Those two reference signals are then mixed with LPF 
output in (4) and the results are expressed as (7) and (8), with 
the value of amplitude are ܣூ  and ܣொ  for in-phase and 
quadrature signal, respectively. The LPF at in-phase and 
quadrature section is used to eliminate the higher frequency 
component, then the LPF output at both section is written as 
(9) and (10). These LPF outputs are contain the data of the 
displacement (d). 
SIሺt)=Aூ  cosሾ4πሺf2 − f1)tሿ + Aூ  cos ቂ2π2dλ1 ቃ. (7) 
SQሺt)=Aொ  sinሾ4πሺf2 − f1)tሿ + Aொ  sin ቂ2π2dλ1 ቃ. (8) 
SLPF_Iሺt)= A௢cos ቂ2π2dλ1 ቃ.  (9) 
SLPF_Qሺt)= A௢sin ቂ2π2dλ1 ቃ.  (10) 
The phase shift degree can be determined by performing 
arcus tangent calculation of LPF output of in phase and 
quadrature sections. Finally, the phase detector output 
computation is done referring to (11). 
SPDሺt)= ݐܽ݊ିଵ ൤SLPF_Iሺt)SLPF_Qሺt)൨.  (11) 
III. RESULT AND DISCUSSION 
This system is simulated by MATLAB software. Refers to 
HB100 module [6], the transmitted frequency (f1 ) of this 
system is 10.525 GHz. By shifting the second frequency (f2), 
the bandwidth of the system is obtained with the value of df. 
The initial distance between target and radar is assumed to be 
known. In this simulation the initial distance is set to be 2.85 
m, as the experiment of the radar are going to be done in a 
room. 
If the system only use a single transmitted frequency (f1), 
f2 is equal to zero, then the LPF output in Fig.1 is in a form of 
direct current (DC) signal. The DC signal of LPF output is 
 
Fig. 1. Block diagram of Dual Frequency Continuous Wave Radar. 
 
Fig. 2. Block diagram of I/Q demodulator. 
 
Fig. 3. Single frequency LPF output. 
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shown in Fig. 3. The phase data is implicitly contained in its 
DC signal, then the phase data is difficult to be extracted from 
there. For phase component detection, the sinusoidal output is 
needed to be generated. By modifying the transmitter with 
dual frequency, the LPF output on Fig.1 is then in a sinusoidal 
form. Afterward, the phase data can be determined using I/Q 
demodulator.  
Fig.4 shows the LPF output of Dual Frequency CW radar 
that proposed. In this result the value of df is  set to 0.3 MHz 
and the simulation is performed for three different small 
displacement values (dt). These three LPF output in Fig.4, are 
having the same frequency with different phase with each 
other. This phase shift contains the displacement data of the 
target. But, the displacement data cannot be directly obtained 
from this LPF output, because the LPF output is still in time 
domain. In order to make the result clearer and simpler, the 
normalization of LPF output is done. Normalization is a wave 
function scaling, so that all the probabilities are add to 1. 
The normalized LPF output with different value of df is 
shown in Fig.5. The frequency of LPF output is proportional 
to df. A large df , causes a high frequency on LPF output and 
vice versa. The value of df give consequences to the overall 
bandwidth of the proposed radar system, therefore the value 
of df is expected to be small as possible. 
Fig.6 shows the phase detector output for several different 
value of displacement (dt) with the value of df is 0.3 MHz. As 
expecting a small value of df, this value is chosen due to the 
narrowest bandwidth obtained  from the simulation result in 
MATLAB.  There are four value of displacements, 0.5 mm, -
0.5 mm, 1 mm, and -1 mm. The magnitude of the phase 
detector output should be the same if the magnitude of dt is 
also the same. For a sample, in Fig.6, the phase detector output 
of 0.5 mm displacement is around -35°. But, on -0.5 mm 
displacement, the phase detector output is not 35°, it is around 
-5 ° . This kind of thing is happened because of the 
normalization process that affect the phase detector output. 
The frequency difference adjustment is done by shifting 
the f2. Fig.7 and Fig.8, show the phase value in 0.3 MHz and 
1.2 MHz bandwidth, respectively. The ambiguity of the phase 
degree is shown by the arrow in both figures, where one value 
of phase detector degree has more than one value of 
displacement (dt). Linearity relation between phase detector 
output and displacement (dt), determine the range of 
displacement detection which can be supported by the 
proposed radar. The relationship between phase detector 
output and displacement (dt) in Fig.8, is more linear than in 
Fig.7. It is mean that the bandwidth (df) affects to the range of 
displacement detection. For a certain purpose of displacement 
detection, the difference between dual sinusoidal signal in 
transmitter should be selected properly to increase the 
linearity of phase detector output and minimizing the 
ambiguity in detection result. 
IV. CONCLUSION 
In this paper, the dual frequency CW radar was proposed. 
The proposed radar is developed by conducting system 
Fig. 4. Dual frequency LPF output. 
Fig. 5. Normalized dual frequency LPF output. 
 
Fig. 7. Phase detector output of dual frequency CW radar with 0.3 MHz 
bandwidth. 
 
Fig. 6. Phase detector output of dual frequency CW radar. 
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modification of CW radar in transmitter and receiver part. In 
transmitter part, we used two sinusoidal signal generators 
with different frequency to obtain the sinusoidal output in 
conventional CW radar. In receiver part, the modification is 
done in postprocessing of the LPF output by adding the phase 
detection computation. Theoretical and simulation were 
conducted to study the capability the proposed radar system.  
The result shows that the proposed modification is capable to 
detect a small displacement in millimeter scale. The result 
shows that any value of displacement can be detected. In 
avoiding the ambiguity of phase detector output and 
arranging the range of small displacement detection, the 
bandwidth (df) needs to be adjusted. The smaller the 
bandwidth, the higher the ambiguity probability. 
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Abstract— The application of Wireless Local Area Network 
(WLAN) is limited to indoor or pedestrian walking speed 
environment because the small WLAN coverage will lead to the 
growth of unnecessary handover rate in high-speed scenario. 
The previously proposed traveling distance prediction based 
handover methods assumed mobile terminal (MT) travels at a 
constant speed is impractical as most of the MTs may not be 
traveling at constant speed in real environment. These methods 
have poor performance in case of acceleration because MT will 
leave the network earlier than the estimated time. In this 
paper, a new traveling distance prediction based handover 
scheme that is aware of MT’s speed changes is proposed to 
overcome the limitation of the existing methods. The proposed 
scheme is adapted to the MT velocity and acceleration or 
deceleration rate. The numerical result shows that the 
performance of the proposed scheme is better than the existing 
handover methods in high-speed scenario. It keeps the 
probability of unnecessary handover within the user acceptable 
level in high-speed scenario. 
Keywords—WLAN; high-speed scenario; velocity; 
unnecessary handover; vertical handover. 
I. INTRODUCTION  
The next generation wireless technology will be focused 
on ubiquitous access over heterogeneous wireless 
technologies [1]. The network service is no longer restricted 
by particular wireless technology. To achieve this, an 
efficient seamless handover mechanism to switch the mobile 
terminal (MT) amongst the different wireless technologies is 
needed to ensure that the MT is continuously connected to 
the most appropriate network at anywhere.  
 
The existing wireless technologies can be divided into 
two groups; Third Generation Partnership Project (3GPP) 
and non-3GPP. Interoperation between 3GPP (2G, 3G and 
4G cellular network) and non-3GPP (WLAN, WiMAX, etc.) 
network candidates is called vertical handover. It can be 
achieved by using the Media Independent Handover (MIH) 
[2]. MIH provides information services to discover the 
neighboring network information, even service to report the 
link quality and command service to control and manage the 
network selection [2].  
 
Horizontal handover process is much straightforward 
contrasted with vertical handover process since it just 
includes a solitary system. MT can choose the best Base 
Station (BS) by comparing the measured Received Signal 
Strength (RSS) of different BSs. The horizontal handover is 
necessary if the RSS of existing connected BS drops below 
the predefined RSS threshold and the targeted BS RSS value 
is greater than predefined RSS threshold and RSS of the 
existing connected BS. 
    WLAN is the most preferable amongst the heterogeneous 
wireless networks because of its high bandwidth capacity 
and low access cost. However, the WLAN application is 
always restricted to the indoor or low speed environment. 
This is because the small WLAN coverage leads to high 
number of unnecessary handovers, especially in high-speed 
scenario. Unnecessary handover occurs when traveling time 
within WLAN coverage (t) is less than the total handover 
latency enter (Ti) to and leave (To) from WLAN cell (t < 
(Ti+To)) where MT does not get any benefit from WLAN 
cell. High number of unnecessary handovers will interrupt 
the connection and also induce call drop. 
In this paper, a new traveling time prediction based 
handover method is proposed for minimizing the number of 
unnecessary handovers to WLAN in high-speed scenario. 
 
II. RELATED WORKS 
 
Authors in [3] proposed a RSS threshold based handover 
plan to permit MTs access to WLAN and 3G arrange in 
consistent way. This scheme made two RSS thresholds. The 
first threshold is 3G→WLAN threshold and the second one 
is WLAN→3G threshold. MT initiates handover from 3G 
network to WLAN if measured WLAN RSS value is greater 
than 3G→WLAN threshold. When currently attached AP’s 
RSS signal drops below the WLAN→3G threshold, MT 
performs handover to 3G network. The weaknesses of this 
scheme are high handover rate and ping-pong impact 
because of the fluctuation of RSS value caused by channel 
fading, MT portability, and shadowing [4]. 
 
Authors in [5] proposed a dynamic RSS threshold in 
view of the MT's speed and handover latency to limit the 
likelihood of handover disappointment from WLAN to 3G 
systems. In this scheme, MT handovers to WLAN whenever 
the WLAN is available because it assumed handover failure 
probability from 3G to WLAN is zero as WLAN cell is 
covered by 3G cellular network. The primary drawback of 
this scheme is execution corrupts when the MT's traveling 
time inside the WLAN coverage is not as much as the 
handover latency. 
 
The speed based vertical handover algorithm [6-8] 
defined a speed threshold for WLAN. The MT performs 
handover to WLAN if and only if the traveling speed is 
lower than the predefined threshold. The authors in [6-8] 
defined WLAN speed threshold at 5 m/s and below. In [9, 
10], authors presented a Fuzzy based handover algorithm 
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with the If-Else rule, “If MT speed is low then WLAN-
reject is low; otherwise WLAN-reject is high”. The 
application of WLAN is restricted to low traveling speed or 
indoor environment such as shopping complex, hospital, 
airport and home. In fact, the coverage radius of WLAN is 
more than 50 meters at outdoor environment. For example, 
IEEE 802.11n coverage radius is up to 100 meters.  
Authors in [11] presented a dwell timer based scheme for 
vertical handover between WLAN and cellular networks to 
reduce the number of unnecessary handovers. MT will 
initiate dwell timer after MT first detects the measured RSS 
value is less than the predefined RSS threshold. MT 
compares the measured WLAN RSS value with the 
predefined RSS threshold consecutively until predefined 
dwell time period expired.  If measured RSS is always less 
than the predefined RSS threshold during the dwell time 
period, MN initiates the handover to cellular network. 
Otherwise, it will persist with WLAN. The fixed dwell timer 
proposed in [11] had successfully reduced the number of 
unnecessary handovers. However, in high-speed scenario, 
time taken by MT to cross the WLAN coverage might less 
than the predefined dwell timer. Therefore, there will be 
high number of handover failures and unnecessary 
handovers in high-speed scenario.  
For reducing the number of unnecessary handovers, 
authors in [12] and [13] presented the handover necessity 
estimation methods. Figure 1 shows the scenario of 
traveling distance prediction in WLAN. These methods 
trigger handover to WLAN if and only if the estimated 
traveling distance (l) is greater than the distance threshold 
(L). The traveling distance (l) from PIn to POut is given as 
                                      (1) 
where r is the radius of WLAN coverage, s is the distance 
between Ps and AP, and d is distance between PIn and Ps. 
The value of d can be determined by 
 
       (2) 
 
where vPIn represents MT’s velocity at point PIn,  is time 
at point Ps,  is time MT pass through PIn. The distance 
threshold with acceptable probability of unnecessary 
handover (L) presented by [12, 13] is expressed in Equation 
(3). 
 
                (3) 
where Pu is the predefined tolerable or acceptable 
probability of unnecessary handover and lth is distance 
threshold. The lth can be calculated by multiplying MT 
speed with total handover time,  L is equal to 
lth if Pu = 0. The probability of unnecessary handover of [12, 
13] is as expressed in Equation (4). 
 
        (4) 
 This method maintains the probability of unnecessary 
handovers within the predefined tolerance. However, this 
method assumes that MT travels at a constant speed. This 
assumption is impractical as the speed of MT may not be 
constant in the real environment. This method will have 
poor performance if MT accelerates, because MT will leave 
the WLAN coverage earlier than the estimated time. 
Therefore, a new prediction method which is aware of MT 
speed changes is proposed in this work to overcome the 
limitation of existing methods.  
 
 
 
 
Fig. 1. Traveling distance prediction in WLAN coverage [12]. 
 
I. PROPOSED METHOD 
 
The proposed method is the extension of Yan et al. [12] 
and Hussain et al. [13] methods. In dynamic speed, the 
distance d can be determined by using the kinematic 
equation [14] where the distance is equal to average speed 
multiply with time interval. It is given as 
            (5) 
where  and  denotes measured MT velocities at Ps 
and PIn, respectively. The MT velocity can be measured by 
using the velocity estimation technique that is presented in 
[15]. By substituting (5) into (1), the distance l can be 
estimated by using Equation (6). 
               (6) 
The r and s values can be determined by using log-
distance path loss model [16]. The distance r is calculated 
by using Equation (7). 
 
 
              (7) 
s 
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where d0 is the reference distance, PTX represents AP 
transmit power, PLo is the power loss at Po,  denotes 
measured received signal strength (RSS) at point PIn, n is 
the path loss exponent (usually 2 to 4 depending on 
transmission environment), and ε is a zero-mean Gaussian 
random variable caused by shadow fading. Doppler shift 
effect in high speed environment can be mitigated by using 
the Doppler frequency offset estimation and compensation 
algorithm [17, 18]. The s value can be calculated by 
replacing   in (7) with the measured RSS at point Ps.  
To alleviate the shadowing effect, MT takes numerous 
RSS samples and the arithmetic mean is evaluated. RSSth is 
given by Equation (8).   
                           (8) 
The sample size, z is adjusted based on the MT’s 
velocity. It is expressed as 
                           (9)      
where Ts is RSS sampling time and γ is total sampling 
period given by Expression (10). 
  ,                        (10) 
In the proposed method, MT updates the RSS 
measurement periodically at time interval of Tm which is 
given by   second, where D is a fixed distance of 1 m. The 
higher the velocity is, the smaller the Tm period and sample 
size. The maximum value of z is limited to 20 samples to 
avoid excessive sampling while MT travels at low speed. 
 Referring to the kinematic equation [14], the 
relationship between distance, speed, acceleration and time 
is given as  
                (11) 
where l’ is traveling distance, vi is initial speed, τ is traveling 
time and denotes acceleration or deceleration rate. The  
value can be determined by using Equation (12). 
                      (12) 
If , it mean that MT is traveling at a constant 
speed. MT is accelerating if  >  and decelerating if 
 < .  
Referring to Equation (11), assuming l’ = l, vi = , τ 
=  and  is given by Equation (12), the lth of the 
proposed method (lth_p) can be determined by using 
Equation (13). 
       (13) 
Then substituting (13) into (3), the L of the proposed 
method (Lp) is given by Equation (14). 
         
    (14) 
Lp is adjusted dynamically to the MT’s velocity and 
acceleration or deceleration rate. MT triggers handover to 
WLAN if and only if the estimated traveling distance l is 
greater than the distance threshold Lp.  
Figure 2 shows the correlation between acceleration, 
velocity and distance threshold Lp with setting of WLAN 
coverage radius, r = 100 m, total handover time, Ti + To = 2 
seconds, and acceptable probability of unnecessary 
handover, Pu = 0. The higher the MT acceleration rate or 
velocity is, the greater the distance threshold Lp. However, 
the distance threshold introduced by [12] and [13] methods 
is fixed where L is equal to Lp (a=0) all the time even 
though the MT accelerates, because these methods do not 
account for the changes of velocity and MT is assumed 
travel at the constant velocity. 
The probability of unnecessary handover of the proposed 
method (Pr_p) can be calculated by replacing lth and L in 
Equation (4) with lth_p and Lp, respectively, yields; 
         (15) 
 
Fig. 2. The correlation between the acceleration rate, velocity and distance 
threshold Lp (r = 100m, Ti + To = 2 sec, Pu = 0). 
 
 
II. PERFORMANCE ANALYSIS AND DISCUSSION 
 
The performance of the proposed method is compared 
against the approaches in [12] and [13]. In this experiment, 
the deceleration scenario is omitted because it provides MTs 
longer traveling time within WLAN coverage and has no 
impact on unnecessary handover. The simulation parameters 
are listed in Table 1. 
Table 1 Simulation parameters used in the experiment. 
Parameter Value  
0, 1, 3, 5 m/s² 
vPIn 10 to 100 km/h 
r  100 m  [12, 13] 
Pu 0.02 or 2%  [12, 13] 
Ti + To 2 s [12, 13] 
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Figure 3 shows the probability of unnecessary handover 
of Yan et al. [12], Hussain et al. [13] and the proposed 
methods. As shown in Figure 3, Yan et al. [12] and Hussain 
et al. [13] methods keep the probability of unnecessary 
handover within the predefined tolerable value (Pu) at 
constant speed (α = 0). However, the unnecessary handover 
probability is up to 35%, 100%, and 165% higher than Pu at 
the acceleration rate of 1m/s², 3m/s², and 5m/s², 
respectively. The higher the MT acceleration rate is, the 
higher the unnecessary handover probability for Yan et al. 
[12] and Hussain et al. [13] methods because MT takes 
shorter time to cross the WLAN coverage. 
In Figure 3, it can be seen that at the acceleration 
rate  of 1m/s², 3m/s², and 5m/s², the proposed method 
retains the probability of unnecessary handover within the 
predefined tolerable value (Pu), which is 0.02. The 
numerical result shows that the proposed method 
outperforms R. Hussain et al. [13] and Y. Xiaohuan et al. 
[12] methods. 
 
 
Fig. 3. Probability of unnecessary handover of Yan [12], Hussain [13] and 
proposed methods (Pu = 0.02). 
 
III. CONCLUSION 
 
This paper presented a traveling distance prediction 
method to keep the probability of unnecessary handover 
within the predefined tolerable value (Pu) while optimizing 
the connection time to WLAN in high-speed scenario. The 
proposed method overcomes the limitation of previous 
methods which assume the MT traveling in a fixed velocity. 
The performance of the proposed method is better than the 
previous methods.  
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Abstract— In modern era, data has become precious and 
important, data leak can lead to high damage to business, 
impact on losing profit. To avoiding those problems, 
organization need equip with updated security tools to 
protecting data and network. As computer network growing 
rapidly, currently security become important to prevent 
from attack, both from outside and inside the network. In 
line with that, new vulnerability grown on everyday basis 
and resulting increment number of intrusion and attack. 
Unfortunately, each intrusion and attack have a different 
pattern and unique behavior, continuous development and 
research on intrusion detection is mandatory. By statistic, in 
2017 attack associated with XSS attack is grew 39% 
compared with 2015 
Keywords: Network attack, IDS, XSS 
I. INTRODUCTION 
Number of device connected and tethered to computer 
network growing every day. With technology explosion, 
almost every person has a PC, laptop or smartphone that 
starve to connect with internet. This led with increment 
number of attack on computer network. estimated reaching 
580 million number of occurrence. [1] Cyber-attack can 
spread fast on computer network, on 2004 some researcher 
found swarm of botnet with estimated roughly up to 
25.000 bots with capability transmit junk data around 5 
Gbps, sufficient to make computer network on several 
company become offline. [2] 
Intrusion Detection System (IDS) and Intrusion 
Prevention System (IPS) have been used thoroughly on 
industrial network. Intrusion Detection is processing to 
monitor and observe on computer network for unrecognize 
threat, illegal activities. IDS also can inspect network 
traffic, to preventing system being target from attacker, 
such as DDOS attack.[3] IDS/IPS used to identify 
malicious activity and abnormal activity in network 
system. With effective IDS, should be have knowledge to 
detect several type of attack, its variant, several possible 
technique to evasion attack. [4]  
With current IDS/IPS, system just can handle passive 
intrusion, but with adding honeypot, system can act as an 
active defender, or act as a decoy, so when there is 
intrusion, intruder is attack on honeypot as decoy, not real 
server or real network.[5] 
XSS or Cross Site Scripting in one of most common 
technique used to hack with exploiting application layer. In 
2017, attack to web is associate with XSS is grew 39% 
compared with 2015[6]. XSS also origin of many other 
attack, such as information disclosure, credential stolen, 
and content spoofing. XSS attack is simple but yet 
effective, just by insert malicious script exploit on URL 
parameter, cookies, database query [7]  
II. BACKGROUNDS 
This section expounds the details of the relevant 
information relating to the paper's topic. 
A. Concept of Intrusion Detection System (IDS)  
IDS or Intrusion Detection System is specific device or 
software with capability to monitor and observe network 
activity inbound and outbound through system, and 
recognize compromising pattern that may indicate system 
is under attack by someone, or someone attempt to 
compromise network. [8] 
Snort is a popular open source IDS/IPS which can 
utilize for protecting system from attacker. Developed by 
Martin Roesch in 1998 with C language. Snort can run on 
almost every computer architecture and OS (Operating 
System). Snort IDS is real time-based alerting, it monitors 
and observe anomalies in traffic packet comparing it with 
rules. Rules in Snort IDS is user friendly and easy to 
modify. With basic component such as : Packet Decoder, 
Preprocessor, Detection Engine, Logging and alerting 
system, and output module. [9] 
Snort utilizing rules and compare it with data packet 
from traffic onto network. Figure 1 is shown basic rule 
Snort IDS, which divided into two logical part: rule header, 
and rule option. Figure 2 is shown each field from rule 
header part, that contain criteria definition. Criteria 
definition use for comparing data between rule and data 
packet from network. Rule option following rule header 
and they are within pair of parentheses. Or in simple word, 
each option of rule contains 2 parts: keyword and 
argument. Keyword option extract from arguments with 
emblem colon. And argument is option inside the emblem 
double quote, each rule separated with semicolon 
 
Fig. 1. Snort IDS rule structure 
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 Fig. 2. Snort IDS rules header structure 
 
Fig. 3. Example snort IDS 
Example of snort IDS rule shown on Figure 3, this rule 
will triggered general alert with condition: if there is tcp 
protocol request from source IP address: 172.16.115.50 
with any port sent to any IP address with destination port is 
53. If this rule triggered will show message: “DNS request 
attempt”, this rule will have saved as sid:1000010 
Advantage using IDS can summarize as [10] 
1. IDS can detect attack and variant security breech 
flawlessly 
2. Identify harm and affected system. 
3. IDS do not suffer with harmful security. 
4. Act as quality control for security model and 
implementation 
5. On each suspected attack, IDS will save pattern 
and behavior for future prevention system. 
6. IDS can observe and analyze activity on computer 
or network. 
7. IDS could check system configuration even 
through vulnerabilities for integrity system. 
8. Estimate and analysis abnormal or irregular 
service. 
B. Honeypot  
Honeypot develop by Lance Spitzner, founded in 1999 
as honeynet project in nonprofit research. Honeynet design 
to attract intruder, act as a trap for unauthorized 
communication on network. Honeypot also can used to 
learn intruder behavior and intrusion pattern.[11]. Besides 
that, honeypot can dig various tools used by hacker, even 
can examine social network of intruder. 
Main feature of honeypot is on accuracy from data 
collection. Unlike most IDS system, honeypot examine 
only on known attack. Honeypot cannot directly protect on 
system, unlike IDS that can by pass interception techniques 
to monitor entire network[5] 
 
Fig. 4. Honeypot system structure 
In Figure 4 shown honeypot system structure, honeypot 
not really protect network, this system act as a decoy. So, 
hacker is attack honeypot, not the real system. 
Unfortunately, honeypot can’t be running standalone on 
system, honepot need defense with firewall also IDS. 
Honeypot server act as security policy core, access control, 
provide security protection through security check, such as 
traffic analysis, hole detection, pattern matching. 
Meanwhile IDS support on rapid transform from static to 
dynamic protection. 
Advantages of honeypot 
1. Data collection: normally honeypot collect most 
data, this system provides a lot of useful 
information. With these data we can know hacker 
profile, pattern, how they interact with system. 
2. Resource: with honeypot sysadmin can studying 
on hacker without exposing real system, and 
minimalizing compromised system 
3. Honeypot provide prevention compromised 
system. 
 
Disadvantages: 
1. Honeypot is worthless if there is no attack on 
system 
2. While there is no activity, honeypot essentially 
have no use. 
3. Honeypot can have misused to attack another 
machine on another network 
4. While honeypot can act as decoy, but there is 
varying level of risk compromised on security 
 
To overcome those issue, author suggested develop 
honeypot to dynamic and hybrid model.[12] 
C. Cross Site Scripting (XSS)  
According to Web Hacking Incident Database, most 
popular attack is SQL Injection, XSS (Cross Site Scripting) 
and DoS (Denial of Service) [7].  XSS attack first 
discussed in Computer Emergency Respond Team (CERT) 
back on 2002. [13] 
Cross Site Scripting (XSS) is application level code 
injection type security vulnerability. It may occur while 
server program uses unrestricted input through HTTP 
request, or database without any validation. With these 
vulnerability, hacker can get sensitive data, such as 
cookies, session log. On figure 5, illustrated sequence XSS 
attack to some server program. Example on untrusted blog, 
some user wants to check latest command, legitimate user 
sent HTTP request for view latest command. Site will 
respond those request, but due database server already 
infected with XSS, sensitive information leak to attacker 
web server. 
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 Fig. 5. Sequence diagram to represent XSS attack scenario 
III. RELATED WORKS 
Previously, there were several researchers that focused 
on snort IDS to detect network probe attack, with snort 
IDS can detect 100% network probe attack based on MIT-
DARPA 1999. [9] Khamphakdee et all suggest improving 
snort IDS with other attack, such as: DOS, U2R, R2L, 
XSS.  
Garg et all research IDS detect attack using signature 
from malicious and harmful attack. Signature base IDS 
used to detect known attack, and unknown attack detect 
with Anomaly based IDS. Garg emphasize due IDS need 
update frequently due system need to familiar with new 
attack and threat. [10] Alam et all investigate possibility 
splitting traffic between snort sensor using policy based 
splitting mechanism. System will adapt  adjusting with 
incoming traffic dynamically, with this policy will shift 
traffic load from one sensor to another sensor for 
improving system performance. [14] Zhai et all, 
successfully implement IPS based on snort on windows 
platform. Snort successfully implement by utilize between 
snort and IPSec [15] 
Chawda et all introduce novel dynamic and hybrid 
model for analyze pattern, characteristic, and track internet 
thread, such as worm. Data collected from passive 
fingerprint tools (POf) and active probing such as Nmap 
[12]. From survey conducted by Cambell et all shown 
since 2006 honeypot research begin in line with increment 
number of PC or laptop connected with network, but since 
2013 there is another device begin to hook up with 
internet, smartphone begin to replace PC or laptop. [1] 
Comparing with other defense strategy and mechanism, 
honeypot is superior due simple, more flexible during 
configuration, and consume less resource.[5] 
IV. SIMULATION SCENARIO 
On our research, we use several PC with different OS 
on each PC as figure 6. Attacker PC user OS Back Box. 
Second PC act as honeypot server, this PC also can listen 
to network. Third PC as IDS server to filter all packet on 
network between all PC.  
 
 
Fig. 6. Honeypot and IDS server topology 
In these research IDS server will tell another server if 
there is breach on server. Rule will continuously update 
while there is attack on server while current attack is not 
on list of rules. Assume attacker already succeeded brake 
into server, all activities record on honeypot log. Malicious 
script that run on honeypot will become reference for 
making new IDS rule. Several data also gathered as part 
new rule, such as: IP address, port number, port protocol 
service requested, url request from attacker. To manage all 
of those data we develop program, with those programs 
will make IDS rule automatically 
Step per step algorithm we use to make auto generate 
IDS rules 
1. When honeypot receive HTTP request, honeypot 
server will listen to specific service and port. To 
help detect illegal script we filter URL request 
packet converted to hex. Example, 
“<script></script>” will be converted to 
”%3Cscript%3E %3C%2Fscript%3E”. 
2. Program will check whether those request packet 
contain illegal activities or not. It there is no illegal 
suspect than packet will redirect to normal web 
page. But if there is detected anomalies, honeypot 
will record log and URL request. 
3. URL and tag from XSS will separate and save on 
another log file 
4. Those log file will compare with snort rule, if there 
are new illegal activities, system will add new rule 
automatically. IDS server will update that 
information gradually. 
V. SIMULATION RESULTS 
In this research we simulate with 200 XSS attack 
samples, each attack will record on honeypot. XSS attack 
list method collected from xxsed.com, owasp.org 
andcyclist github sample. From each attack we check 
whether those logs can use to generate rule for XSS attack. 
But due special character limitation, and there is too many 
variate XSS attack not all attack succeed generate 
automatic rule. Below several rule that succeed make by 
system. 
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TABLE I.  SNORT RULE 
No Rules Snort 
1 
Alert tcp $EXTERNAL_NET any -> $HOME_NET any (msg:"XSS 
attempt: script injection detected "; flow:to_server,established; 
content:"Alert(%22XSS_BY_C37HUN%22)"; classtype:attempted-
admin; sid:1000001;) 
2 
Alert tcp $EXTERNAL_NET any -> $HOME_NET any (msg:"XSS 
attempt: script injection detected "; flow:to_server,established; 
content:"Alert%281%29"; classtype:attempted-admin; 
sid:1000002;) 
3 
Alert tcp $EXTERNAL_NET any -> $HOME_NET any (msg:"XSS 
attempt: script injection detected "; flow:to_server,established; 
content:"Alert(document.cookie)"; classtype:attempted-admin; 
sid:1000003;) 
 
Data on table 1 is example of rule that succeed generate by 
system. But not all rules can succeed generate 
automatically. This suspect due rules on snort server is 
case sensitive.  
 
Fig. 7. Snort report on first attack 
 
Fig. 8. Snort report on second attack 
We conduct 2 phase XSS attack, first attack is occurred 
when snort data is blank, meanwhile on second attack snort 
data already updated with data form first attack. From 
figure 7, when IDS not have information about XSS attack, 
IDS not alerting if there is XSS attack. But this anomaly 
detected from honeypot log. From this data IDS data 
updated for XSS attack. After updated with data from first 
attack, on figure 8 as second attack, snort already know 
there is an attack. Snort alerting IDS if there is occur XSS 
attack, and IDS filtering packet from those attack. From 
200 XSS attack, 174 attempts is blocked by IDS, but there 
is 26 attack miss but from snort stat cannot detect it. 
Suspect this occur due another variant of XSS attack or 
due case sensitive on snort rule
VI. CONCLUSIONS 
According to the experiment result, automatic rule for 
XSS attack is succeed. From 2 phase XSS attack, snort rule 
succeeds generated base on first phase XSS attack. 
Comparing between 2 phase, on first phase there is no XSS 
attack succeed blocked, from 200 XSS attack attempt, not 
single attack is succeeding to block. On second phase IDS 
succeed blocked 174 XSS attack from 200 XSS attack, its 
mean 87% attack succeed blocked by IDS. Automatic rule 
is succeeding generated base on honeypot log data based 
on first attack 
Although automatic rule is succeeding to generate, 
there is 13% attack is slip from IDS, suspect this caused by 
case sensitive snort rule. We propose for attack testing do 
numerous time, also need to develop rule for another 
attack, such as DOS, U2R, R2L 
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Abstract— Interferences between two applications should 
be avoided by using a filter. At present, the miniaturized filter 
is one of the requirement besides good quality and low 
insertion loss. The sixteenth-mode substrate integrated 
waveguide (SMSIW) is proposed by using a complementary 
split-ring resonator (CSRR) to fulfill miniaturized of filter. The 
filter design used two of sixteenth-mode SIW (SMSIW) that 
reduced 15/16 of the circular regular SIW. The frequency 
center filter design is at 2.5 GHz. The simulation result shows 
insertion loss value at 0.2 dB and return loss value at 29 dB, 
while for the measurement result gives insertion loss value at 
0.7 dB and return loss value at more than 15 dB. It shows the 
measurement results give good value with the simulation 
results. 
Keywords— bandpass filter, complementary split ring 
resonator, microstrip filter, sixteenth-mode SIW 
I. INTRODUCTION 
The modern wireless communication not only requires 
high performance filters and low-cost fabrication but also 
needs the compact dimensions of filter. Therefore, many 
researches were developed using methods to get the compact 
dimensions, one of which is split ring resonators (SRRs) 
besides using high permittivity [1] or coupled resonator [2]. 
SRRs was introduced by Pendry et al [3] in 1999 and it has 
interested greatly among researchers in electromagnetics 
communities. The SRR could be applied as the synthesis of 
metamaterials with negative effective permeability and left-
handedness (LH). In 2004, Falcone et al introduced a duality 
argument, a complementary split-ring resonators (CSRRs) as 
new metamaterial resonators. CSRRs structure have been 
proven effectively to evince negative permitivity. The signal 
propagation is blocked around their resonance frequency [4]. 
The integration of CSRR and SIW structure can improve the 
performance of filter [5, 6] besides using defected ground 
structure (DGS) [7].  For the first time, SIW was introduced 
by Deslandes el al in 2001 [8, 9]. SIW could be implemented 
for microwave components. 
SIW has gained interest because of its several pre-
eminence such as high-quality factor, low-loss, compact, 
simple integration with other planar circuits such as antenna, 
amplifier, mixer and so on in one substrate. SIW can be 
implemented to antennas, filters, couplers, transition, mixers, 
amplifier and so on. The performance such as dimensions 
and bandwidth are also important when we design SIW 
structure. The improvement of the compact SIW structure 
with various waveguide topologies has recently been 
performed using the substrate-integrated folded waveguide 
(SIFW) for realization bandpass filter as presented in [10]. A 
metal septum between dual layer substrate permit folding of 
the waveguide width that minimizes the dimension by a 
factor of more than two at the expense of slightly larger 
losses. Besides SIFW, the half-mode SIW (HMSIW) also 
can minimize dimensions of nearly 50% as a common SIW 
[11]. 
The implementation CSRR to the SIW filters structure 
gives the improvement of filter such as the insertion loss and 
return loss value either can minimize SIW filter as presented 
in [12]. By utilizing CSSR array loaded at HMSIW structure, 
a miniaturized bandpass filter is achieved [13]. While in [14, 
15], a quarter-mode SIW (QMSIW) and an eighth-mode 
SIW (EMSIW) is used by combining low temperature con-
fired ceramic (LTCC) to minimize of wideband bandpass 
filter. The EMSIW also can be used to reduce the dimensions 
of filter by a factor 7/8 as shown in [16]. 
This paper presents sixteenth-mode SIW (SMSIW) 
loaded with CSRR such as shown in [17] for designing 
bandpass filter for short range device (SRD) application. The 
SRD frequency application is 2.4 – 2.483 GHz. Usually at 
the lower frequency need a wide bandpass filter dimension 
rather than at the higher frequency but by using SMSIW and 
CSSR method the dimension more 15/16 compact than 
common SIW filter. 
II. CIRCULAR WAVEGUIDE AND SIXTEENTH MODE 
SUBTRATE INTEGRATED WAVEGUIDE  
A. Circular Waveguide 
Firstly, we observe a circular waveguide with an inner 
radius a, as shown in Figure 1. This metal pipe supports 
transversal electric (TE) and transversal magnetic (TM) 
waveguide modes. The cylindrical coordinates are 
appropriate with the cylindrical geometry itself. 
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 Fig. 1. Geometry of circular waveguide. [18]  
The cutoff frequency for TM mode is 
 
μεπμεπ a
pkf nmccnm 22
==  (1) 
where the several values of pnm are shown in Table 1. 
TABLE I.  VALUE OF PNM FOR TM MODES OF A CIRCULAR 
WAVEGUIDE [18]. 
n pn1 pn2 pn3 
0 2.405 5.520 8.654 
1 3.832 7.016 10.174 
2 5.135 8.417 11.620 
 
For the TM modes of the circular waveguide, the lowest cut-
off frequency for TM01 mode, with p01 = 2.405. 
B. Sixteen Substrate Integrated Waveguide (SMSIW) 
 
Fig. 2. Simulated electric field distribution with perfect magnetic walls of 
(a) Common Circular SIW, (b) HMSIW, (c) QMSIW, (d) EMSIW, (e) 
SMSIW. [17]  
 
The magnitude of electric field distribution of the TM010 
mode in a common SIW circular cavity, HMSIW, EMSIW, 
and SMSIW is shown in Figure 2. By bisecting the common 
SIW circular cavity in Figure 2(a) with another fictional 
magnetic wall, from A to A’, the HMSIW is generated as 
referred to Figure 2(b). It means the dimensions of the 
HMSIW is a half of the common SIW circular cavity. As 
well as the QMSIW is realized by cutting the dimensions 
HMSIW along fictional magnetic wall from O to B, as 
shown in Figure 2(c). If the dimensions of QMSIW cuts with 
another fictional magnetic wall from O to D, the EMSIW 
will be achieved, as referred to Figure 2(d).  The SMSIW is 
obtained by half-reduction of EMSIW along fictional 
magnetic wall from O to F, as referred to Figure 2(e). Hence, 
the SMSIW can be reduced 93.75% compared with common 
SIW cavity, without changes its resonant frequency. Hence 
the SMSIW can be applied design for compact microwave 
component such as a filter. 
III. DESIGN OF BANDPASS FILTER 
A. Sixteenth Mode Substrate Integrated Wavaguide 
Circular Cavity 
The bandpass filter is designed by using Rogers 
RT/Duroid 5880 substrate. It has a dielectric constant (εr) of 
2.2, thickness 1.575 mm and loss tangent (tan δ) 0.0004. In 
order to make the SMSIW circular cavity, it can be 
equivalent to common metallic cavity the condition of D/dp 
≥ 0.5 and D/λ0 ≤ 0.1. It is to ensure minimum leakage of 
energy, where D is the diameter of metallic holes, dp is the 
distance between two adjacent metallic holes and λ0 is the 
free space wavelength. 
Figure 3(a) shown the structure for SMSIW circular 
cavity with an angel α = 22.5° and radius a = 27.4 mm. 
Frequency cut-off can be achieved by equation (1).While 
Figure 3(b) shows the simulation result of frequency cut-off 
SMSIW circular cavity. Actually the insertion loss, S21 and 
the return loss, S11 have good value but the frequency 
requirement is not suitable with SRD application, and the 
spurious response occurs at the transmission parameter. 
 
(a) 
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(b) 
Fig. 3. (a) Proposed design structure of SMSIW, (b) Simulation result of 
SMSIW circular cavity.  
B. Complementary Split Ring Resonator 
Figure 4(a) shows the design of the SMSIW with CSRR. 
Bandpass filter uses three coupled CSRR that is etching at 
the top layer. While the detail of parameter CSRR is shown 
in Figure 4(b). 
 
(a) 
 
(b) 
Fig. 4. (a) Design of proposed CSRR-loaded SMSIW (b) Dimension 
parameter of CSRR.  
The parameter values of design are given in Table 2, to 
fulfil the specification of the bandpass filter for SRD 
application, which works at 2.4 – 2.483 GHz. The 
specification was achieved by optimization performed the 
full-wave electromagnetic simulator-Ansys HFSS v15. 
 
 
TABLE II.  DIMENSION OF BANDPASS FILTER WITH SMSIW CSSR 
(ALL PARAMETER IN MM) 
 Size  Size  Size 
d1 18.4 d8 5 W4 3.78 
d2 0.5 d9 1 g 0.8 
d3 1.5 d10 15.6 g2 0.7 
d4 4.6 D 0.6 Y1 0.3 
d5 1.9 W1 2.58 Y2 0.4 
d6 1 W2 1.28 Y3 0.35 
d7 2.75 W3 5.28   
 
IV. RESULT AND DISCUSSION 
The prototype of bandpass filter is shown in Figure 5. 
The slot of CSRR are etched at copper layer at the top layer 
while the bottom layer is a ground layer. The bandpass filter 
has the symmetrical configuration with two port. The 
impedance of each port is 50 Ω. 
 
Fig. 5. Prototype of the SMSIW with CSRR.  
The fabricated SMSIW bandpass filter with CSRR is 
measured by using Vector Network Analyzer, Anritsu MS 
2026A. Figure 6 shows the comparison of the simulation and 
measurement results. The dash lines are the simulation 
results while the solid lines are the measurement. The 
insertion loss value for the simulation is 0.2 dB and it occur 
the degradation to 0.5 dB when fabricated. The return loss 
value is 29 dB for the simulation results and decrease to 17 
dB when fabricated. The simulation and the measurement 
results quite precise as shown by achieving idle values for 
frequency center and the range of bandpass. Table 3 shows 
the resume of simulation and fabrication bandpass filter with 
SMSIW circular cavity. 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
572
 Fig. 6. Simulation and measurement results of SMSIW circular cavity.  
TABLE III.  COMPARISON BETWEEN SIMULATION AND MEASUREMENT 
RESULTS OF SMSIW CIRCULAR CAVITY 
Parameter Simulation Measurement 
Pass Band 2.4 – 2.6 GHz 2.4 – 2.6 GHz 
Frequency center 2.5 GHz 2.5 GHz 
Bandwidth 200 MHz 200 MHz 
Insertion loss 0.2 dB 0.7 dB 
Return loss 29 dB 17 dB 
 
The overall dimensions of fabricated of SMSIW circular 
cavity with CSRR has dimension 33.4 mm × 21.85 mm × 
1.575 mm include two port for microstrip feed lines. While 
for excluding the two port, it has dimension 28.6 mm × 13.86 
mm × 1.575 mm which is equivalent to 0.2383λ0 × 0.1155λ0 
× 0.0131λ0. 
V. CONCLUSION 
The reduction dimensions of bandpass filter by using 
SMSIW with CSRR is achieved 93.75%. The simulation and 
measurement results gives the insertion loss values below 1 
dB and the return loss values more than 15 dB. The little bit 
of discrepancy between simulation and measurement is 
mostly due to changes of parameter design when the layout 
design is converted to fabricate, but the overall results give 
recommendation for microwave applications. 
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Abstract—Smartphone users are increasingly diverse in 
using their phones. Some tasks that monitored through the 
bulletin boards or computer screens, lately it can be done 
anywhere with a mobile phone while on the move. Similarly, the 
features in smartphones are increasingly following the 
development of communication technology. One of them is 
Bluetooth version 4, which currently can always be available on 
all types of smartphones. Even for entry-level phones that 
commonly used by students, nowadays are equipped with the 
new version of Bluetooth. In this paper discussed the application 
of BLE or Bluetooth Low Energy, which is part of Bluetooth 
version 4, to provide the information about availability, lecture 
schedule, and lecture room at the University Narotama. By 
using this BLE communication technology all smartphones 
equipped with BLE, enabling the NARO-MOBILE application 
and residing in the campus environment, will receive all the 
latest information provided by SIMNARO - Narotama 
University Management Information System, in a real-time. 
Keywords—Internet of Things, IoT, Internet, Bluetooth, 
Bluetooth Low Energy (BLE) 
I. INTRODUCTION 
Narotama University is one of the private universities in 
Indonesia located in Surabaya City. Pawiyatan Gita Patria 
Foundation in 1981 developed this university for the first time, 
by beginning the establishment of law faculty in cooperation 
with lecturers from the Airlangga University. 
As one of the 3,276 private universities in Indonesia [1], 
Narotama has relatively rapid development. Since the late the 
1990s, Narotama has launched information technology-based 
services for all its stakeholders. SIMNARO (Sistem Informasi 
Manajemen Narotama or Narotama Management Information 
System) is the name of the developed system which currently 
has some essential services. 
The SIMNARO essential services as follows: 
• Academic information system, which is the primary 
foundation of services to the students. In this system, 
the students can plan their lectures, choose their classes 
and get much information about the course that 
followed. 
• ELINA or E-Learning Narotama is an application that 
uses the Content Management System (CMS) Moodle 
to use as a basis for online learning over the Internet 
[2]. 
• Sistem Informasi Sumberdaya Terintregasi (SISTER 
or Integrated Resource Information System), which is 
a system from the Ministry of Research Technology 
and Higher Education (Kementerian Riset Teknologi 
dan Pendidikan Tinggi - Ristekdikti) that is unity in 
SIMNARO services. 
• Quality Assurance Information System, also as one of 
the primary system because Narotama University has 
complied with ISO 9001: 2008 
As the development of SIMNARO services, this paper has 
piloted a way to broadcast information to all SIMNARO users 
in a campus environment via Bluetooth Low Energy (BLE) 
directly to their smartphone. This method is thought to be 
quite effective rather than placing information on a bulletin 
board or asking students to access a server to get the 
information they need all the time. 
II. BLUETOOTH LOW ENERGY 
Bluetooth Special Interest Group (SIG) has defined BLE 
as part of Bluetooth version 4 which has lower power 
requirements than previous classical versions of Bluetooth. 
BLE uses a frequency that is also used by Bluetooth classic, 
which is 2.4 GHz. Nevertheless, BLE is not compatible with 
standard Bluetooth in its communications [3]. 
BLE is primarily designed to transfer data with a small size 
of data and sparse sending, usually is a simple data, so that the 
power required is minimal. This design is of course very 
different from the traditional Bluetooth design, which 
commonly used earlier. To accommodate the connection 
between the old model and the new one, Bluetooth SIG then 
introduces two kinds of trademarks. The first is Bluetooth 
Smart (BS) for devices that only support BLE, and the second 
is Bluetooth Smart Ready  (BSR) for tools that can work either 
in Bluetooth classic mode or Bluetooth Low Energy mode. 
Currently, a lot of different types of accessories that 
collaborate with mobile devices such as smartphones, tablets, 
and notebooks have long used BLE in their standards. 
Personal devices like smartwatches or others wearable devices 
are also equipped with Bluetooth 4.0 or later also it has BLE 
functionality. 
Currently, a lot of different types of accessories that 
collaborate with mobile devices such as smartphones, tablets, 
and notebooks have used BLE in their standards.  Personal 
devices like smartwatches, smart shoes or others wearable 
devices are also equipped with Bluetooth 4.0, or later to make 
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it has BLE functionality. Even on medical devices, BLE also 
used to help people to live more comfortable and healthy. 
The iBeacon is the famous technological name that uses 
BLE. It introduced by Apple Inc. in middle of 2013. BLE on 
this device is used to broadcast unique information to the 
nearest mobile device that has also been equipped with BLE 
[4]. Equalized to the classical Bluetooth, the iBeacon signal 
using BLE is expected to have the same coverage area but with 
lower power consumption. 
The application of Indoor LBS or Location Based Services 
is one of the examples of comprehensive implementation of 
BLE in iBeacon. The applications inside the BLE observer 
device (usually smartphone devices) will calculate the 
strength of RSSI (Received Signal Strength Indication) the 
BLE signal it receives and then compared to the signal 
strength during the transmission performed by BLE 
Broadcaster[3]. The relative distance between the BLE 
observer and the BLE broadcaster could calculate by using the 
RSSI or Isotropic loss of free-space radiation calculation 
(equation 1)[3]. 
     RSSI (dBm) = -10n log10 (d) + A   (1) 
The BLE observer receives all signals transmitted by all 
nearby BLE broadcasters. Therefore, it is necessary to identify 
a specific signal received from the BLE broadcaster. Thus, 
each BLE broadcaster continually sends data in its particular 
Universal Unique Identifier (UUID) form. 
In addition to sending the data in the form of UUID as 
above, BLE broadcaster also transmits its signal strength. Of 
all these identifications, the application on the BLE observer 
can calculate the relative distance of all BLE broadcasters 
around it. 
Currently, most smartphones, with the latest iPhone, 
Windows Mobile, Blackberry and Android operating systems, 
are equipped with Bluetooth version 4 compatible with BLE 
technology. Therefore, all smartphones can perform 
collaborative operations with iBeacon [3] [5]. 
A. The BLE Stack 
BLE has two complementary layers to accommodate the 
highest performance (Figure 1) and is attributed to the lower 
layer and the upper layer. These two layers are separated by 
an adjustable control function from the higher layer to do 
something on the lower layer. 
Physical is the most bottom layer, contains an analog 
communication circuit, and capable of doing the modulating 
and demodulating analog to digital and vice versa. The radio 
frequency used is the ISM (Industrial, Scientific, and Medical) 
band of 2.4 GHz, and partitioned into 40 channels, ranging 
from 2.4000 GHz to 2,4835 GHz. 
Link Layer is the part that interacts directly with the 
physical layer. This layer is the only real-time hard drive 
constrained layer of the entire protocol stack since this layer 
must be responsible for meeting all the time requirements 
defined by the Bluetooth 4.0 Core specification. Therefore, 
this layer is usually isolated from the higher layer of the 
protocol stack by providing an interface that hides the 
complexity and real-time requirements of the layers above it. 
The Link Layer is the element that interacts instantly with 
it is below layer, that is the physical layer. This layer is the 
only real-time hard drive layer of the entire protocol stack 
because this layer must be responsible for meeting all the time 
requirements specified by the Bluetooth 4.0 core 
specification. Consequently, this layer usually is isolated from 
the higher layers of the protocol stack by providing an 
interface that hides the complexity and real-time requirements 
of the layers beyond it. 
The Logical Link Control and Adoption Protocol have two 
primary functions, namely multiplexer protocol that gets data 
from layers above it and then packs it in standard BLE format 
and vice versa. This layer also performs the fragmentation -if 
the packet obtained from the above it is more than 27 bytes 
and then forwarded to the layer below it, and conducts 
recombination -if it is received from the layer below it some 
packets and then made a whole package for the layer above it 
[6-9]. 
The Attributes Protocol is a manageable stateless 
client/server protocol used by a BLE device. In the BLE, each 
device is a client, server, or also perhaps a combination of 
both, no matter whether it is a master or a slave. A client is a 
machine that requests data from the server, and a server is a 
device that gives the data to the client. Each server contains 
data organized in the form of properties, each of which is 
assigned a 16-bit attribute, a UUID or Universally Unique 
Identifier, a pair of permissions information, and multiple of 
values [9]. 
The Security Manager Protocol is a combination of a 
protocol and a series of security algorithms that will conduct 
the protocol stack capabilities to deliver and exchange security 
keys. This protocol would enable the device to transfer data 
securely through an encrypted communication, to ascertain 
the trust of the identity of the remote device, as well as to mask 
the Bluetooth Address if it needed. 
Generic Attribute Profile is above of ATT. The job is 
adding hierarchy and data abstraction model above ATT. 
From the one side, this protocol can be avowed the backbone 
of BLE data transfer because it describes how the data is 
prepared and transferred within the applications. GATT 
represents a general data object that can frequently be used by 
multiple applications profiles that are known as GATT-based 
profiles. GATT keeps the same client/server architecture on 
the ATT layer, but the data is packaged in services, consisting 
of one or more characteristics. Each characteristic can be 
recognized as the integration of a piece of user data along with 
metadata, which includes the description information such as 
properties, usernames, sections, et cetera. [6-9] 
 
Fig. 1. Bluetooht Low Energy Stack[3-5] 
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The Generic Access Profile determines how the devices 
interact with each other at a lower level, beyond the actual 
protocol stack. GAP can be considered to define the top BLE 
control layer, given that it determines how the device carry out 
the control methods such as the discovery of the equipment, 
connection, the establishment of security, and more, to ensure 
interoperability and to enable data communication to take 
place between devices from various vendors. GAP assign 
different device rules and concepts for organizing and 
standardizing low-level operation of devices, such as roles and 
interactions, operational and transition modes, operational 
procedures for achieving consistent communication, and 
security aspects, including security modes and processes, also 
the additional data formats for data non-protocol. 
B. Universal Unique Identifier (UUID) 
iBeacon is the first BLE Beacon technology released by 
Apple. Therefore most beacons take inspiration from the 
iBeacon data format. In general, the beacon will broadcast 
four data similar to figure 2. [8][9] 
 
• UUID: 16 bytes of unique data that identifies which 
beacon that transmit. 
• Major: 2 bytes decimal number that could be used to 
determining the subset number of a large group of 
beacons within an area. 
• Minor: 2 bytes decimal number that could be used to 
identifying a specific beacon. 
• PWR: 1 byte TX power level, indicating the signal 
strength of the BLE device when transmitted. 
The UUID, Major, and Minor data can be used as the 
location information where is the BLE broadcaster located. 
Meanwhile, using the PWR information, the application can 
be calculated relative distance between BLE broadcaster and 
BLE observer with the calculation of RSSI in equation 1. 
By using the calculation of triangulation, the data from 
several BLE broadcasters that received by the BLE observer 
can be a clue the current location of the BLE observer 
somewhere in the room. 
III. UUID ENCODE DESIGN 
This research modifies UUID, Major, and Minor contents 
to broadcast much variety of information through the BLE, 
especially the information about the status of the courses 
required by lecturers and students within the Narotama 
campus. 
Meanwhile, the width of the UUID is only 16 bytes in 
single broadcasting. That is why the data must be encoding 
first before it broadcasted. The apps that exist within the 
smartphone as a BLE observer then must first translate the 
UUID data before it is displayed on the screen. 
From some studies, the distance of the BLE signal is 
limited to only about 20 meters from the broadcaster[3] and 
will be shorter if there are obstacles around the location. 
Therefore, broadcasting information with BLE requires 
multiple BLE broadcasters in one area. This situation occurs 
in the possibility of overlapping information received by BLE 
observer from more than one BLE broadcaster. Therefore, the 
UUID design should be able to anticipate this possibility, so 
the app does not need to store and display previously received 
information, which can make the CPU and memory 
smartphone exhausted. 
Figure 3 shows the block diagram of the UUID format 
used. 
 
• DEPT, a 1 byte, is a code of the Department 
corresponding to the UUID. This information will use 
by apps to determine whether the UUID data 
transmission needs to be saved and displayed or forget. 
This data must be compared to the lecturer or student 
identification number based on the settings that made 
by the user. 
• CIDN, 3 bytes, is representing the Course Code 
Identification Number just like the course code in 
SIMNARO. The name of the course will be stored in 
SQLite at mobile devices and must be updated by the 
application if needed. 
• LID, 4 bytes, is the Lecturer ID. The LID is 
representing the staff number ID of Narotama 
University that all Narotama lecturer also has it. Just 
like the CIDN, the full name of lecturer will be stored 
at SQLite and updated by the application if required. 
• ROOM, 2 bytes or 4 digit hexadecimal, representing 
the classroom number. The standard of Narotama in 
room number is one digit alphabet (A to Z) as the 
building code and followed by floor and room number. 
As an example, there is a room on building A at 7th 
floor and room number 3, so it has called A-701. 
Therefore the UUID is encoded in 2 forms, the first 
hexadecimal is the ASCII code for the building 
alphabet ("A" or 0x41 to "Z" or 0x5A) and then 
followed by the next three hexadecimal as the 
numerical (0 through 4095) that representing floor and 
room number. 
• CODE, 1 byte, is representing the Status Code of the 
class. The code are "0x10" for the class is available, 
"0x11" class is pending, "0x12" the class is moved, and 
"0x1F" the class already begins. 
• The rest of 5 bytes UUID not used. 
Meanwhile, the Major and Minor data fields, which 
previously used to identify of the grouping of the beacons 
within a broad group, in this model of information it will use 
as the data ID of the broadcasted information. This data ID is 
 
Fig. 2. BLE UUID Format[3-5] 
 
Fig. 3. Modified UUID 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
576
required to anticipate the possibility if the data is received 
more than once by the BLE observer at the smartphone. When 
it happens, the apps do not necessarily process it as the new 
information. 
In the making of the data ID, it uses two digits of the year 
followed by two digits of the month and then followed by two 
digits of the date, and at the end, there will be a sequences 
number from 0 to 999. This data format is in the decimal form, 
of course, it has to convert in hexadecimal before its use as the 
data major and minor. For example, the 157th data that 
submitted on June 1, 2018, will have the data ID 180601157 
or 0xAC3C145 in hexadecimal. So it will be written 0x0AC3 
as major and 0xC145 as a minor. 
IV. THE BROADCASTER 
This research used some prototype computer Raspberry Pi 
3 which already equipped with Bluetooth version 4 for the 
broadcasters (figure 4). 
 
A. The Hardware and Network 
Raspberry Pi is a single-board prototype computer that 
low-cost, and high-performance that developed by the UK-
based Raspberry Pi Foundation. This foundation concentrates 
on placing digital power in the hands of people around the 
world so that the entire world community can understand and 
shape the ever-growing digital world, can solve their 
problems, and can use the digital power for their future work. 
One that the foundation does is to promote the teaching of 
basic computer science in schools, especially in developing 
countries, using this low-cost computer. 
The newest version is the Raspberry Pi series 3 model B+, 
which equipped with: 
• A 64-bit quad-core ARM Cortex-A53 CPU with speed 
at 1.4GHz; 
• 802.11ac WiFi LAN; 
• Bluetooth 4.2; 
• Gigabit Ethernet; 
• Power-over-Ethernet support; 
• Improved PXE network and USB mass-storage 
booting; and 
• Advanced thermal management 
This new Raspberry Pi still carry out 1 GBytes of Random 
Access Memory (RAM) and also still has four USB slots, 
HDMI output, and 3.5 mm jack for audio. Besides, for digital 
communication, this board is provided with 40 pins General-
Purpose Input/Output (GPIO) that supports standard 
communication protocols such as  Inter-Integrated Circuit 
(I2C) and Serial Peripheral Interface (SPI).[10] [11]. 
The network topology that established in this research 
using the scheme like figure 5. All BLE broadcasters 
(Raspberry Pi) not connected as one network of the server 
farm. It protected from another network to direct access. The 
access to the BLE broadcaster will be allowed only from the 
broadcast management server. 
The UUID and data ID are constructed on the broadcast 
management server. It calculates based on the information 
give by SIMNARO server, the time of the server, and the 
sequence number of the constructed data broadcast. 
The constructed UUID and data ID then will be kept by 
the broadcast management server to broadcast several times 
and to several BLE broadcasters as long as the data has 
permission to transmit. One of the parameters is when the 
constructed data do not exceed the schedule of the lecture. 
B. The Logical 
In this study, each Raspberry Pi -that acting as a BLE 
broadcaster, are installed the Application Programming 
Interface (API) that uses the Python programming language, 
as the standard programming language for Raspberry Pi [12], 
and comes with the Django framework for APIs could be 
accessed by methods communication Hypertext Transfer 
Protocol (HTTP) [13]. For security reasons, this API is created 
only accessible by the IP address of the broadcast management 
server via the Transport Control Protocol (TCP) connection 
using port 8080. 
As described above, the broadcast management server 
responsible for creating the UUID and the data ID before it 
sent to Raspberry Pi and then broadcast via BLE. Therefore, 
the API on Raspberry Pi will only get only three parameters, 
which are the UUID, the data ID, and the MD-5 hash of all 
parameters as the security and error protection. The data ID 
that received by API then will be translated into Major and 
Minor fields in the data beacons. Meanwhile for the 
 
Fig. 4. Raspberry Pi 3 model B 
 
Fig. 5. Experiment Network Topology 
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transmitting signal data field will be filled with the value of 
0x00. 
When all data ready, these data beacons are broadcasted 
by Raspberry Pi via the Blue-Z library -the Linux kernel 
standard library for Bluetooth communication. 
The flowchart application for API inside the Raspberry Pi 
is in figure 6. 
 
The API will start working when receiving access requests 
from the broadcast management server. The first API will 
define a static SALT variable that contains a case-sensitive 
token. This token must be the same as that in the broadcast 
management server. Next, the API will perform data retrieval 
via HTTP with the POST method. API does not access with 
other methods. 
Then the data that has been taken by the API then checked 
on the variables named UUID, dataID, and CheckSum. All of 
these variables must be filled with value and should not be 
empty or contain spaces. 
The next step is to calculate the MD-5 hash from the 
combined the value of UUID, dataID, and the SALT, which is 
then compared to the contents of the CheckSum variable. If 
the value is the same, then the process can proceed, but if not 
then an error message is sent to the sender server, and then the 
program stops. 
If the process passes on, then the dataID separated into 2 
bytes data Major and 2 bytes data Minor. As mentioned 
earlier, Major and Minor data will be as the primary key 
whether the BLE observer has received the same information 
or not. 
The process then will be ended by broadcasting all the 
information above and the API back standby receiving 
requests from the broadcast management server. 
V. THE OBSERVER 
In this experiment, we do testing a BLE observer using 
Xiaomi Redmi 5A smartphone that already equipped with 
Bluetooth 4.1, using the Android 7.1.2 (Nougat) operating 
system[14]. These experiments include receiving BLE data 
signals that are UUID, Major, Minor, and TX strength, as well 
as translation of UUID into the information displayed on the 
screen 
On the application development side of this research using 
hybrid programming with Cordova framework[15] and 
assisted with some plugins that have been available in the 
market. The main reason for the use of hybrid programming 
in this experiment is the speed of application development, 
and the testing does not require advanced 
programming[16],[17]. 
A. The Logical 
Figure 7 shows the application logic flowchart on the 
smartphones. 
This application starts by checking on the Bluetooth 
device. If the device is not active, then the application will 
show the permission request to the user to activate it, and if 
the user then allows it then the next step is to turn the 
Bluetooth device on and then back to the first step, but if the 
user does not allow it, then the application will stop. 
 
Fig. 6. The Flowchart of BLE Broadcaster 
 
Fig. 7. The Flowchart of BLE Observer 
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Once the Bluetooth is detected, the next is application 
execute the method of BLE data read. If this method fails to 
get the data, it is mean there is no BLE signal captured. Then 
the application will repeat to the first step. If the method 
succeeds, then the return value of this method would contain 
BLE data. The application will get a set of information related 
to UUID, Major, Minor, and RSSI. 
Next, the Major and Minor fields will be translated into the 
dataID. The results of this translation then use to query in 
SQLite. If the query found the same of the dataID, it is mean 
the data is already in the SQLite so then the application will 
return to the beginning at the origin of the application. If the 
dataID is not found, then the application will continue in the 
next step. 
When the dataID is not found in SQLite, it means that 
UUID is not received by BLE observer yet. Therefore UUID 
needs to decoded to get the required information and store it 
in the SQLite. 
The final step in this application is to show everything that 
is in SQLite to the screen display. Moreover, the last, 
application will return to the first step. 
B. The Test Result 
In this experiment, the testing of the system is performed 
by broadcasting several times of data when the smartphone at 
some locations that covered by the BLE signal. Then observed 
the BLE signal receiving by the device both when the 
smartphone is in still position or a move. 
The Testing proves that the BLE broadcaster can send the 
information well, both when smartphones are in a state of 
immobile, or when the smartphone is in a state of reasonable 
moves. In all condition, the smartphone can receive the 
information that broadcasted by Raspberry Pi, decode the 
UUID to the information, and then display it on the screen. 
Figure 8 is the screenshot of smartphones acceptance of 
the information. 
Besides testing the concept of broadcasting data via BLE, 
in this testing also recorded the average RSSI of BLE signal 
received by the smartphone as the BLE observer and the 
estimated distance between the smartphone to the Raspberry 
Pi as a BLE broadcaster without considering the obstacles that 
exist between them (table 1).  
As can be seen in Table 1, the signal strength will decrease 
if the smartphone away from the Raspberry Pi location. 
However, in some locations, the declining of the signal can 
also be caused by an obstacle between the smartphone and 
Raspberry Pi. 
VI. CONCLUSION AND FUTURE WORKS 
In this experiment, we have created the mechanism of 
broadcasting the status and schedule of lectures by using BLE 
media at Narotama University. This method is sufficient for 
lecturers and students to know their course schedule without 
having to move from their positions. With the regular basis 
broadcasting, no information not received by the students or 
lecturers as long as they stay within the campus - at an 
affordable location with BLE broadcaster signals. 
Also, because of there is no human involvement required 
concerning sending or receiving information in this system, 
the possibility of information being undelivered for the 
reasons of forgetfulness -as the human nature, can be avoided. 
Broadcasting systems that use BLE can load with various 
data for various purposes, but because of UUID's limited 
capacity, it is necessary to design the UUID as encoded 
information as flexible as possible, for all information 
broadcasting purposes. 
The future work of this research is to change the UUID 
design so that it can be more flexible for the whole purpose of 
broadcasting information inside the Narotama campus. 
Because the information required is not just about the schedule 
and status of the course, but also for other information that 
supports university roadmaps to become leaders as 
 
Fig. 8. The Screenshot of Smartphone 
TABLE I.  RSSI AND APPROXIMATE DISTANCE 
Location BLE #1 BLE #2 BLE #3 BLE #4 BLE #5 
#1 10 m -66dBm 
15 m 
-85dBm 
20 m 
-90dBm 
> 30 m 
N/A 
> 30 m 
N/A 
#2 5 m -57dBm 
10 m 
-80dBm 
20 m 
-87dBm 
> 30 m 
N/A 
> 30 m 
N/A 
#3 10 m -70dBm 
10 m 
-88dBm 
10 m 
-84dBm 
> 30 m 
N/A 
> 30 m 
N/A 
#4 10 m -79dBm 
5 m 
-56dBm 
10 m 
-89dBm 
> 30 m 
N/A 
> 30 m 
N/A 
#5 15 m -87dBm 
10 m 
-83dBm 
5 m 
-73dBm 
> 30 m 
N/A 
> 30 m 
N/A 
#6 15 m -81dBm 
10m 
-85dBm 
15 m 
-90dBm 
20 m 
-89dBm 
20 m 
N/A 
#7 20 m -80dBm 
15 m 
-87dBm 
20 m 
-95dBm 
20 m 
-87dBm 
20 m 
N/A 
#8 >30 m N/A 
20 m 
N/A 
20 m 
N/A 
15 m 
-78dBm 
15 m 
-70dBm 
#9 >30 m N/A 
> 30 m 
N/A 
>30 m 
N/A 
15 m 
-80dBm 
15 m 
-78dBm 
#10 >30 m N/A 
> 30 m 
N/A 
>30 m 
N/A 
10m 
-78dBm 
15 m 
-74dBm 
#11 >30 m N/A 
> 30 m 
N/A 
>30 m 
N/A 
5 m 
-55dBm 
20 m 
-85dBm 
#12 >30 m N/A 
> 30 m 
N/A 
>30 m 
N/A 
10 m 
-63dBm 
5 m 
-58dBm 
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universities using information and communication 
technology. 
It even better if we could utilize this system for indoor LBS 
system too. It because naturally, BLE can use to show the 
location of a device relative to something around it. So we can 
have two systems on the same devices. 
Other future works that can be developed from this paper 
are using this encoded UUID concept to broadcast all types of 
information in a limited location. For example, this encoded 
UUID concept can be used for communication between 
sensors and array actuators in a large data center. 
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Abstract—This paper investigates the comparative 
performance of linear precoding schemes. The linear precoding 
schemes are including block diagonalization (BD), zero forcing 
(ZF), and maximum ratio transmission (MRT) in downlink 
multi-user MIMO. This work delivers the performance of linear 
precoding in term of achievable sum rate and bit error rate 
(BER) with a variation of the signal to noise ratio (SNR) and the 
number of transmitter-receiver antennas. We suppose that the 
transmitters have a complete channel state information. The 
results show that the MRT precoding yields better bit error rate 
than both the BD and ZF precoding schemes. However, the ZF 
precoding generates better achievable sum rate than the MRT 
precoding. In the other side, the MRT precoding also 
outperforms when the number of active users is bigger than Kcross 
while the number of active users is less than Kcross the ZF 
precoding is still dominant.  
Keywords—precoding, maximum ratio transmission, zero 
forcing, block diagonalization, BER, sum rate 
I.  INTRODUCTION  
Recently, the number of users on mobile communication 
system is exponentially increasing. Users need a higher data 
rate (gigabit per second), low latency and full mobility 
communication services. Mobile communication technology 
has to transform their infrastructure to accommodate the 
demands. Mobile communication system is now moving into 
5th generation. The 5th generation is operating on the millimeter 
wave spectrum to reach a wider bandwidth but there are some 
wave propagation challenges. In addition, the 5th generation 
also deploys the newest subsystems on its infrastructure, one of 
them is an antenna subsystem. The newest mobile 
communication technology is implementing a multiple-input 
multiple-output (MIMO) antenna subsystem.  The MIMO 
antenna is transformed into a massive MIMO antenna when a 
large number of the antenna in one transmitter. The massive 
MIMO have some advantages in term of channel capacity, 
spectral efficiency, interference minimization and link 
reliability [1]. The massive MIMO has been a hot issue of 
research due to its capability to increase capacity, spectral, 
reliability and minimize the interference. The transmitter is 
equipped with large number antennas (massive MIMO) serves 
a several single or multiple receiver antennas users, it is called 
a multi-user MIMO. Several users are served simultaneously, 
there is multipath between transmitter and receiver. 
Interference could potentially appear under these conditions. 
The advancement of massive MIMO could be realized by 
adding a precoding/beamforming subsystem. The precoding 
plays a key role in multi-user MIMO signal processing. The 
precoding consists of two types which are non-linear and 
linear. Many previous studies have reported the performance of 
both non-linear and linear precoding in multi-user MIMO. The 
authors in [2] delivered the performance of zero forcing 
precoding. In [3], the authors analyzed the comparison between 
vector normalization and matrix normalization for maximum 
ratio transmission precoding. Meanwhile, the author in [4] 
investigated the performance of minimum mean-square error 
(MMSE) detector and zero forcing in term of spectral 
efficiency in downlink massive MIMO.  In [5], the authors 
discussed the performance of statistical and imperfect channel 
state information (CSI) combination for non-linear precoding 
in downlink massive MIMO. In [6], the authors optimized the 
average minimum mean square error (AMMSE) detector with 
imperfect CSI in multi-user MISO (multiple-input single-
output). 
 This paper investigates the linear precoding with complete 
channel state information-transmitter (CSIT) in downlink 
multi-user MIMO. Linear precoding is including block 
diagonalization (BD), maximum ratio transmission (MRT) and 
zero-forcing (ZF). 
This paper is organized as follows. The introduction, 
previous works, and background of this research are delivered 
in section I. The multi-user MIMO system model of this work 
is detailed in section II. The results and discussion of linear 
precoding performance will be presented in Section III. Section 
IV will conclude this work. 
 
II. SYSTEM MODEL 
This work uses a single cell model. Fig 1 depicts the single 
cell model. The transmitter is equipped with multiple antennas. 
The transmitter has perfect CSI for all users. The channel of 
multi-user MIMO uses Rayleigh channel model. The channel 
that coupling the transmitter and the users is depicted in Fig. 2. 
In addition, the precoding position is also shown in Fig. 2. The 
system model of this work in detail is described in Fig. 3.  
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Fig. 1. Multi-user MIMO transceiver (single cell) 
 
Fig. 2.  Precoding subsystem 
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Fig. 3. Multi-user MIMO  system model 
Consider the downlink multi-user MIMO channels with K-
single antennas users are served by a transmitter that equipped 
with M antennas. The transmitter simultaneously serves K  
number of Jk antennas users. The channel matrix between the 
kth user to the transmitter is modeled as follows [3][7]: 
ܪ௞ = 	 ൦
݄ଵଵ ݄ଵଶ
݄ଶଵ ݄ଶଶ
⋯ ݄ଵெ
⋯ ݄ଶெ
⋮ ⋮
݄௃ೖଵ ݄௃ೖଶ
⋱ ⋮
⋯ ݄௃ೖெ
൪ (1) 
ܪ = 	 ሾܪଵ் 	ܪଶ் 	ܪଷ் 	⋯	ܪ௞ିଵ் 	ܪ௞் ሿ் (2) 
where, ܪ௞ ∈ ܥ௃ೖ	௫	ெ is multi-user MIMO channel matrix 
response  between the transmitter and  kth user. H is the multi-
user MIMO system channel matrix. Yk is the received signal of 
kth user which is formulated by [7]: 
௞ܻ = 	ܪ௞ ௞ܲܵ௞ +	ܪ௞ 	 ෍ ௔ܲܵ௔ 	+ 	݊௞
௄
௔ୀଵ,௔ஷ௞
 (3) 
Sk is the kth user transmission symbol vector with a set 
ൣܵ௞ଵ	ܵ௞ଶ	ܵ௞ଷ 	⋯	ܵ௞௥ೖ൧. nk is the kth user additive white Gaussian 
noise (AWGN) with ߪଶ variance and zero-mean. Pk is the 
precoding matrix for kth user. ܲ = 	 ሾ ଵܲ	 ଶܲ	 ଷܲ 	⋯	 ௞ܲିଶ ௞ܲିଵ	 ௞ܲሿ 
is a set of precoding multi-user MIMO system. ܵ =
	ሾ ଵ்ܵ 	ܵଶ் 	ܵଷ் 	⋯	ܵ௞ିଵ் 	ܵ௞் ሿ் is a set of transmission symbol of 
system.  
 Block diagonalization consists of two single value 
decomposition (SVD) operations. The first SVD operation will 
eliminate the multi-user interference (MUI) from the other 
users. The second SVD operation is applied in parallel user’s 
data stream to maximize the precoding gain. 
ܪ෩௞ = ሾܪଵ் ⋯ ܪ௞ିଵ் 	ܪ௞ାଵ் 	⋯ܪ௄்ሿ் (4) 
ܪ௜ ௞ܲ = 0, ݅ ് ݇ (5)
SVD decomposition of  ܪ෩௞ is described as follows: 
ܪ෩௞ = ෩ܷ௞Σ෨௞ൣ ෨ܸ௞ሺଵሻ	 ෨ܸ௞ሺ଴ሻ൧
ு
 (6) 
Where ෨ܸ௞ሺ଴ሻ is a singular matrix with zero singular value and ෨ܸ௞ሺଵሻis a singular matrix with non-zero singular value. 
ܲ = ൣ ෨ܸଵሺ଴ሻ ෨ܸଵሺଵሻ ෨ܸଶሺ଴ሻ ෨ܸଶሺଵሻ ⋯ ෨ܸ௄ିଵሺ଴ሻ 	 ෨ܸ௄ିଵሺଵሻ 	 ෨ܸ௄ሺ଴ሻ ෨ܸ௄ሺଵሻ൧ (7) 
ݕ = ܪܲܵ + ݊ = ൮
ܪଵ ଵܲ ܪଵ ଶܲ
ܪଶ ଵܲ ܪଶ ଶܲ
⋯ ܪଵ ௄ܲ
⋯ ܪଶ ௄ܲ
⋮ ⋮
ܪ௄ ଵܲ ܪ௄ ଶܲ
⋮ ⋮
⋯ ܪ௄ ௄ܲ
൲ ܵ + ݊ 
= ൮
ܪଵ ଵܲ 0
0 ܪଶ ଶܲ
⋯ 0
⋯ 0
⋮ ⋮
0 0
⋮ ⋮
⋯ ܪ௄ ௄ܲ
൲ ܵ + ݊  
(8) 
Maximum ratio transmission (MRT) and zero forcing (ZF) 
precoding have been often implemented for multi-user MIMO 
signal processing because of a good performance and 
implementation simplicity. The precoding weight of ZF and 
MRT can be formulated by as follows, respectively [7][8]. 
௓ܹி = ܪு ሺܪܪுሻିଵ = fଵ	fଶ	fଷ ⋯	f୏ (9) 
ெܹோ் = ܪு = 	 fଵ	fଶ	fଷ ⋯	f୏ (10)
with K (the number of active users) and a large number of  N 
(the number of antennas at the transmitter), the signal to 
interference plus noise ratio of kth user, ZF and MRT 
precoding, is formulated  as follows, respectively[7]: 
ܵܫܴܰ௓ி, ௞೟೓ ௨௦௘௥ = 	 ௗܲ
ሺܰ െ ܭሻ
ܭ  (11) 
ܵܫܴܰெோ், ௞೟೓ ௨௦௘௥ = 	 ௗܲ
	ܰ
ܭሺ ௗܲ + 1ሻ (12) 
Every active user in downlink multi-user MIMO has an 
achievable sum rate that is described as follows: 
ܴ௞ = ܮ݋݃ଶሺ1 + ܵܫܴܰ௞ሻ (13)
The achievable sum rate of K users is formulated  as : 
ܴ௦௨௠,௄ ௨௦௘௥௦ = ܭ ∗ ܮ݋݃ଶሺ1 + ܵܫܴܰ௞ሻ (14) 
Formula (14) was applied in zero forcing, maximum ratio 
transmission, and block diagonalization precoding, there were 
described as follows, respectively[7][8]:  
ܴ௓ி = ܭ ∗ ܮ݋݃ଶሺ1 + ܵܰܫܴ௞௓ிሻ (15) 
ܴ௓ி = ܭ ∗ ܮ݋݃ଶ ቆ1 + ௗܲ
ሺܰ െ ܭሻ
ܭ ቇ (16) 
ܴெோ் = ܭ ∗ ܮ݋݃ଶሺ1 + ܵܰܫܴ௞ெோ்ሻ (17) 
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ܴெோ் = 	ܭ ∗ ܮ݋݃ଶ ൬1 + ௗܲ
	ܰ
ܭሺ ௗܲ + 1ሻ൰ (18) 
ܴ஻஽ = 	 ݈݋݃ଶ ฬܫ +
1
ߪ௡ଶ ܪ௦ ௦ܲ ௦ܹ
∗ ௦ܲ∗ฬௐೞ,ுೕ௉ೕసబ,೔ಯೕ௠௔௫  (19) 
  
III. RESULTS AND DISCUSSION 
In section III, this work delivers the performance of linear 
precoding in term of bit error rate (BER) and sum rate with a 
variation of SNR, a number of transmitter antennas, and a 
number of users. 
 
Fig. 4. BER performance with (2,2) x 4 antenna configuration 
 
Fig. 5. BER performance with (3,3) x 6 antenna configuration 
The results in Fig.4 and Fig.5 depict the comparison of BER 
performance of BD, ZF, and MRT precoding. The BER 
performance with variation of a transmit signal to noise ratio 
(SNR) is plotted. In Fig.4, we use the antenna configuration 
(2,2) x 4, while Fig.5 uses a (3,3) x 6 antenna configuration, 
respectively. We can see from Fig.4 and Fig.5, a bigger number 
of transceiver antennas produce better BER, at specific SNR 12 
dB the (2,2) x 4 antenna configuration generates BER 1.34 10-4 
(MRT)  and the (3,3) x 6 antenna configuration yields BER 
1.87 10-6 (MRT), respectively. There is about 10-2 of  BER 
refinement. The MRT precoding also needs lower SNR than 
the ZF and BD precoding. For specific BER 10-4 at the (3,3) x 
6 antenna configuration, MRT precoding needs about 10.3 dB 
of SNR while ZF and BD need about 13.5 dB and 11.6 dB. 
There are 3.2 dB and 1.3 dB of precoding gain. Furthermore, 
the MRT also has a lower computational complexity. 
 
Fig. 6.  Performance of achievable sum rate versus the number of transmitter 
antennas 
Based on Fig.6, the results depict the performance of the 
achievable sum rate for both ZF and MRT precoding. 
Increasing the number of transmitter antennas lead the 
achievable sum rate will increase. In addition, a comparison of 
two precoding schemes indicates that ZF precoding yields 
higher sum rate than maximum ratio transmission precoding in 
multi-user MIMO system with equal power per user on 
downlink transmission.  
In Fig 7, we illustrate the achievable sum rate as a function 
of the transmit SNR for both ZF and MRT precoding in 
downlink multi-user MIMO. We use the number active user 
(K) = 4 and the number of transmitter antennas (M) = 6. The 
MRT precoding outperforms at the low SNR, particularly 0 to 
9.2 dB. The SNR 9.2 dB to be a turning point, ZF precoding 
gives better performance than MRT precoding at SNR 9.2 to 
15 dB.  
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Fig. 7. Performance of achievable sum rate with a variation of SNR 
Fig. 8 shows the comparison of the achievable sum rate as 
a function of a number of active users for both MRT and ZF 
precoding schemes with – 6 dB of power transmit SNR in 
downlink multi-user MIMO. As mentioned previously, in low 
SNR categories, the MRT precoding generates a better result 
with the number active users are larger than Kcross point, Kcross 
point was the number of active users that caused the curve of 
MRT and ZF were crossed. The MRT precoding performs 
increasingly as K increases. Whereas, the ZF precoding 
performance decreases as K increases.  
 
Fig. 8. Performance of achievable sum rate versus the number of active users 
 
IV. CONCLUSIONS 
This paper provides the comparison and analysis of linear 
precoding in single cell downlink multi-user MIMO. The 
investigated parameters are the bit error rate and the achievable 
sum rate with a variation in the number of active users and 
signal to noise ratio. Simulation results show that the MRT 
precoding scheme creates a better bit error rate. Meanwhile, 
The ZF precoding scheme gives better achievable sum rate. In 
addition, when a large number of active users is achieved ( 
active users > Kcross ) that the MRT precoding yields better 
achievable sum rate than the ZF precoding. 
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Abstract — Land and forest fires especially in Riau Province, 
Indonesia, have affected the length and breadth of Indonesia. 
The fires are normally hampered by seasonal dry conditions 
such as El Nino effect. In addition, the haze has affected the 
neighboring countries such as Malaysia, Singapore and south of 
Thailand. The effects of haze on human health as reported in 
that particular year were about 20 million people have suffered 
from respiratory problems and serious deterioration in overall 
health. There were other effects on environment, economy, flora 
and fauna in Southeast Asia region due to this disaster. This 
research proposes to develop a smart monitoring system using 
Long Range Wide Area Network (LoRa WAN) with low power 
wireless data communication and Internet of Things (IoT) 
technology. With LoRa technology, data can be transmitted up 
to 30 miles which is worthwhile to cover some of Riau Province 
that have been badly impacted by this disaster. In this article 
propose to develop sensors system that capable of detecting land 
and forest fire. The sensors will be located at several locations 
that has badly impacted previously. LoRa IoT Technology will 
be deployed to provide a platform for connecting the sensors. An 
early indication of land or forest fires is vital for quick 
prevention before they become uncontrollable and 
overwhelming. The design and development of LoRa sensors 
give high feasibility to overcome current issues in Riau Province 
because of land and forest fire. 
 
Index Terms — LoRa WAN, IoT, Sensors, Monitoring 
I. INTRODUCTION 
Indonesian suffer from badly haze due to land and forest 
fires that happen almost every year. The location of Indonesia 
at equatorial causes this country to have longer dry season 
spans from April to October. Riau province is one of the state 
that has high threat to land and forest fire due to peatland, 
particularly in industrial forest areas. Most of the fires 
occurring in peat forests are serious due to the characteristics 
of peat which is easily flamed due to continuous dry season. 
It has been reported that the total economic loss for Riau 
province in year 2015 due to this disaster was about USD1.65 
billion. More worst when it has huge impact on local 
environment, flora, fauna and human health. Elderly people 
and children are severely affected due to haze. Furthermore, 
the impact of this land forest fire is not only in Indonesia or 
Riau Province but also has caused deterioration in air quality 
and human health problem in others countries like Malaysia 
and Singapore. Current detection method is using satellite to  
detect any hotspot of land and forest fires. Such data however 
may not sufficient as the satellite cannot provide fine hotspots 
detection at other potential areas. The local authorities are 
normally depending on the satellite imagery to make a  
 
decision or report from local community and company that 
operation exploiting the lands [1, 2].  
 
Rapid development and evolution in wireless network 
technology has dramatically changed and improved the 
natural environmental monitoring system from satellite to 
ground level detection methods such as Wireless Sensor 
Network (WSN) [3, 4]. New data for environmental 
applications and vital hazard warning such as land and forest 
detection and flood detection can be provided by such 
systems. The advantages of ground level detection can be 
categories in three aspects [5-7]: Sensor Nodes; low-cost, low 
power, robust, low pollution and environmental disturbance; 
Communication; low data rate, long range and error detection 
and correction; Computing; small OS for nodes, 
microcontrollers and low power system. With the emergence 
of IoT and Long Range (LoRa) Technology [8-10], the 
wireless sensor network and connectivity become more 
reliable, robust and quicker. With these technologies, a smart 
monitoring system for land and forest fire detection can be 
developed [11-13]. 
 
Therefore, in this research focus on developing ground 
level smart monitoring system to detect and monitor the 
environmental behavior in term of temperature, humidity and 
gasses. Proposing a new technology for monitoring system 
using low power wireless data communication with LoRa-
IoT technology. The integration of sensors with LoRa 
technology would have an effect to local community where 
people could access the information through developed real-
time database in anytime. This ground level detection method 
will be deployed in other areas, regions and states in 
Indonesia. It is anticipated to be quicker and cheaper solution 
than to satellite data acquisition and this would definitely be 
beneficial to social welfare and economy development. In 
addition, the development of real-time database would also 
require some support from them as a policy maker to 
understand how the system works and also understand the 
pattern of the results so that an appropriate action can be 
taken. 
II. LORA WAN MONITORING SYSTEM DEVELOPMENT 
Monitoring system is widely use in detection of object or 
parameters that require continuous in time. Nowadays, many 
kind of monitoring system based on aim and objective as well 
as parameters to be monitor. Environmental monitoring for 
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fire detection is implemented in some of institution or agency 
to monitor latest status of environmental. Current technology 
using is mostly from satellite data to detect hotspot of fire, this 
technology has some weakness and limitation such as only 
detect when fire already happen and in some case for example 
in bad weather or cloudy then satellite unable to penetration 
of cloud and image will not update. New method proposes in 
this system is use LoRa wireless sensor and IoT. LoRa sensor 
deploy in the area with high risk of fire to collect data such 
smoke detection, temperature, particle changing, etc. All the 
information collected by sensors send to sensor base station 
as gateway to transfer data collected from monitoring system 
(data center) because the distance between sensor base station 
to monitoring system very far away up to 200 km in some area 
to monitor. To achieve accurate data large number of LoRa 
sensors will deploy around the area because long range sensor 
be able to transmit data up to 15 km, mean a base station 
covering 15 km radius. LoRa sensor based on IoT technology 
that recently many industries introduced because of advantage 
long range and low power. Beside LoRa sensor, in every base 
station attached with high definition camera to analyze sky 
(environmental) image before and after fire then training data 
to analyze any changing of environmental image.  
 
 
 
Fig. 1. Riau map and number of hotspots based on satellite image [4].  
 
The selected sites which is high potential for forest fire 
decided as shows in Fig. 1, where the systems will be installed 
were chosen by previously obtained the approval of the local 
authorities such as Riau Local Council and the Ministry of 
Environment and Forestry Indonesia. Again, the established 
links between Islamic University of Riau with local 
authorities is necessary for integrating them into decision 
making process, facilitating the access for installation, 
monitoring, data analysis and reporting. Developing ground 
level smart monitoring land and forest fires using LoRa-IoT 
technology, an early indication can be obtained which 
improve the decision making in preventing the disaster. This 
design acquires new design and development with latest 
wireless LoRa-IoT technology and signal propagation study.      
 
The setup of sensor base stations at difference area to 
collect information from LoRA sensor and IoT network 
deploy surrounding. Fig. 2 shows a proposed LoRa WAN 
sensor deploy and data network diagram for environmental 
monitoring. Information collected by sensor base station will 
keep in internal database then send to monitoring system 
(data center), because of sensor base station locate in rural 
area that far away up to 200 km then solar panel system will 
use as power supply for system. Latest technology of 
communication system also proposes such as 4G technology 
or even 5G technology for future in order to achieve real-time 
data to display to monitoring system. 
 
 
 
Fig. 2. Proposed LoRa WAN sensor for environmental monitoring. 
 
The sensors be able to detect and gives early warning before 
fire is happen to authority for prevention action. Next step 
more sensors and sensor base station setup to cover entire of 
Riau Province and this project as prototype system to setup in 
others province in Indonesia. The proposed scenarios of LoRa 
sensors also opens to analyze behavior and changing of 
environmental before and after fire by image processing, 
analyze particle detection, sensor data’s and new method of 
data communication system. 
 
III. LORA WAN SOLUTION FOR MONITORING SYSTEM 
Proposed solution for LoRa WAN networks employ the 
robust LoRa modulation by Semtech technology in order to 
get long range operation. There is standardize by the LoRa 
alliance, which has defined frame formats, provisioning, 
medium access, management messages and security 
mechanisms, device management. Fig. 3. shows illustrates 
that LoRa WAN networks form a star topologies around 
gateways, which act as packet forwarders between end 
devices and a central network server (NS). The NS is 
responsible for handling MAC layer processing and acts as a 
portal between applications running on end devices and 
application servers (APs). The LoRa WAN standard defines 
three classes for end devices of networking topology in order 
to cater to a number of different scenarios which are A, B, 
and C [14].
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Fig. 3. Overview of the LoRa WAN hierarchical architecture based on Semtech proposal 
 
 
The A class of end devices have their own transceivers in 
deep sleep for the majority of the time and wake up 
infrequently to transmit data toward the NS. The wireless 
medium access in LoRa WAN network follows an ALOHA 
scheme, which does not employ listen before talk, and is 
therefore subject to restrictions in most areas in the world 
while use it. For example, in Europe, the 868-MHz band 
consists of a number of sub-bands where Radio Duty Cycle 
(RDC) restrictions range from 0.1% to 10% with 1% being 
most common [15]. 
 
A. LoRa WAN Sensor Node 
Solution for the LoRa node as point to collect data of 
environmental from the sensors installed and the protocol 
stack of the backbone network to transfer data from the node 
is shows in Fig. 4. Currently, most of commercially LoRA 
node (sensor) that available solutions follow by many of 
system is based on Semtech application notes, whose 
architecture and block diagram of the system as graphically 
depicted in Fig. 4. In this case the network backbone use is 
the internet or at least an intranet network. In this proposed 
environmental system proposed network is by radio 
communication which 4G or 5G technology.   
 
 
 
Fig. 4. Overview of the LoRa WAN hierarchical architecture based on 
Semtech proposal 
 
 
The network gateway forward from LoRa WAN message 
based on data collected from LoRa node toward network 
servers can be one or more. The network server authenticates 
the received message and further forward the user payload to 
a single or several application servers to make sure all the data 
collected from the sensors node is stored in database. The 
application server used is for in charge of admitting nodes to 
the network and takes care of encrypting or decrypting user 
data sent and received to or from the end device. In the end, 
the application server forward node data from the sensors to 
a user server that actually implements the final user 
application. Additional to this scenario of proposed network 
is a network controller, whose aim is collecting reports 
related to the network status and be able to modify the LoRa 
WAN network accordingly for example changing the data 
rate supported by end devices and implementing an Adaptive 
Data Rate (ADR) scheme as well as can complement the 
network servers [16]. 
 
B. LoRa WAN Networking Architecture 
Proposed scenarios of networking architecture in this 
LoRa WAN as stated in previous section is a network level 
architecture compatible with regular internet standards for 
example Internet Protocol version 6 (IPv6), would be highly 
desirable for a quick integration of the whole LoRa WAN 
system and its single end nodes within the fast and 
heterogeneous IoT ecosystem. However, LoRa WAN 
technologies are highly constrained regarding their 
transmission capabilities as limited bitrate and reduced packet 
size. Hence, the straight integration of IPv6 datagrams into 
LoRa WAN packets is not trivial and compression 
mechanisms are necessary. Based on this proposed solution 
is providing IPv6 connectivity to LoRa node by using an 
LoRa WAN link, but using a Multi-Access Edge Computing 
(MEC) based architecture to allow this integration by using 
LoRa technology as accessing network as shows in Fig. 5. 
The MEC node performs the packet translation tasks for the 
compression or decompression in order to interconnect the 
LoRa and IPv6 network segments the bidirectional flows can 
be established between LoRa WAN and IPv6 nodes [17].
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Fig. 5. Architecture of the IPv6 over LoRa WAN networking solution 
 
 
The proposed solution can contribute of this LoRa WAN 
network such as: 
 A real implementation of IPv6 over LoRa is developed 
and tested. 
 A LoRa node test bench is deployed for providing 
environmental datas with IPv6 connectivity through LoRa 
WAN links. 
 A base IoT environment for smart environmental data 
services are setup, which is ready for user to use it. 
 
The other proposed solution for a LoRa WAN network 
is based on a star-of-stars topology composed of three basic 
elements in end of devices, a gateways and central network 
server as shows in Fig. 6 is end-devices, which may 
correspond to any input such as LoRa node sensors or 
actuators, communicate with the network server through one 
or more gateways, while the network server sends LoRa data 
to end-devices through a specific gateway. End-devices use 
the LoRa physical layer to exchange data with the gateway, 
while the gateway and the network server communicate over 
an IP-based protocol stack [18]. 
 
 
 
Fig. 6. LoRaWAN (a) system and (b) protocol architecture 
 
C. LoRa Physical error model 
After LoRa Physical (PHY) error model the interleave, the 
output data are whitened in order to boost the entropy of the 
information source. Note that in the Bit Error Rate (BER) in 
simulations the information bits are drawn from a uniform 
distribution, therefore the entropy of the information source 
is already at its maximum. Before passing the whitened bit 
stream to the modulator, it is reverse gray mapped first. This 
produces a sequence of integers, which are fed to the LoRa 
WAN sensor node. At the LoRa sensor node, a sequence of N 
time-shifted complex baseband up-chirp samples is generated 
via a phase accumulator as given by (1), where N, the number 
of samples data per baseband symbol, is equal to 2SF(fs/BW). 
The input integer determines the time-shift of the up-chirp 
[14]. 
     (1) 
 
where the instantaneous frequency f (i) is given by 
     (2) 
Next, the samples of the LoRa WAN symbol are sent over 
the Additive White Gaussian Noise (AWGN) channel for a 
given signal to noise ratio (SNR) as per 
 
    (3) 
 
where N (0; 1) is the standard normal distribution and SNR 
= 10SNRdB/10. Note that the energy per symbol is equal to 
one for the LoRa WAN sensor node.  
 
In the end at the receiver, the LoRa demodulator employs 
correlation based on demodulation where the received 
symbol is correlated to all known LoRa symbols. The 
decision on which symbol was sent, is made by selecting the 
LoRa symbol with the maximum correlation value. After 
demodulation, the receiver chain is the reverse of the sender 
chain. The error rate is measured in the information bits, after 
error correction of the data demodulation. 
IV. CONCLUSION 
LoRa WAN system is developed for the environmental 
monitoring system because applicable for long range sensing 
up to several miles. Proposed solution for development of the 
LoRa WAN application in environmental monitoring system 
as discussed, LoRa node and point to collect data from the 
sensors installed sent the data to the application server 
through the IPv6 networking with physical layer used 4G or 
5G technology.   With the proposed system environmental 
data can be sent to the application server in minimum time to 
achieve real time monitoring system. 
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Abstract —Most of installation on wireless LAN on the 
building is not considering location and geographic space are 
which probable co-channel interference among near-far wi-fi 
stations. The use of the same channel which causes of receiver 
stations experiences of error transmission and delay among data 
transmission. To analyze this drawbacks, cognitive radio (CR) is 
adopted which able to monitoring co-channel interference on wi-
fi stations. Node MCU Arduino is used to proposed cognitive 
radio terminal which able to analyzed and monitoring co-
channel interference among wi-fi stations known as co-channel 
monitoring cognitive radio (CCMCR). One of the CR task is 
ability to sensing the whole spectrum channel that operated in 
certainty frequency. Node MCU is sensed the energy power of 
the wi-fi stations and converted by analog-to-digital converter 
which detected power level of the received signal strength 
indicator (RSSI). The proposed model is examined by indoor 
experiments which obtained 63.8% co-channel average and 
adjacent-channel is 36.1%. Thus the proposed CCMCR node 
station is able to monitor co-channel interference and adjacent-
channel as well. Therefore, the results could be used as the basic 
analysis for the development and installation of wi-fi stations in 
the building. 
 
Keywords: cognitive radio, spectrum sensing, software defined 
radio, co-channel interference 
I. INTRODUCTIONS 
Increasingly widespread use of wi-fi users that utilize 
the 2.4 GHz frequency, such as in offices, computer labs, and 
high rise buildings, resulting in negative impacts due to un-
licensed band frequency of 2.4 GHz, resulting in co-channel 
interference between users [1]. Co-channel is a fellow radio 
wave signal operating on the same channel frequency, 
consequently the client device will encounter an error when 
translating the same information code [2]. 
Co-channel occurs when using a channel that does not 
have enough distance between channels. Co-channel can 
decrease access point performance in transmitting and 
receiving signals, access point will lose power and can lose 
database, consequently error on bits of information being 
sent, so that the recipient client finds error, or delay in 
sending data[3]. When the co-channel happens it will 
decrease the quality of service on the wireless LAN. Steps 
prevent co-channel on wireless LAN, using technological 
breakthroughs such as Cognitive Radio (CR) to improve the 
quality of service. 
In  [4] cognitive Radio is an intelligent wireless 
communication system capable of being aware of the 
conditions of the surrounding environment and using the 
"understanding-by-building" methodology to learn from the 
environment and adapting its internal status to statistical 
variations in the coming radio frequency (RF) stimulant by 
making changes to certain operating parameters such as 
transmission power, carrier frequency, or modulation 
strategy.  While in [5] wireless network and wireless network 
optimization by minimizing roaming is analyzed. 
Examination is done by measuring bandwidth, measuring the 
speed and stability of data transfer during roaming. 
Moreover, speed and stability of transfer with wireless 
network system are measures. However, performance testing 
of each access point which is determined the quality of 
overall signal and co-channel is not considered. While in [6] 
has introduced access point interference among wi-fi 
networks. Interference measurement has proposed by 
experiencing on topology networks which setup onto 
bandwidth, signal and noise measurements. Unfortunately, 
individual measurements that officially done are not consider 
link budget analysis, co-channel interference, RSSI and 
energy signal measurements. 
Research conducted by [7] explains the Bluetooth 
technique operates in the 2.4 GHz frequency band which is 
the same as IEEE 802.11b or Wi-Fi. During Wi-Fi and 
Bluetooth technologies are used simultaneously at the same 
time, the chances of interference are enormous because they 
operate in the same frequency band of 2.4 GHz. The method 
used is the measurement to determine the effect of Bluetooth 
interference on IEEE 802.11b WLAN performance system 
(Wi-Fi). The parameters used are transmission time and 
throughput. Based on these parameters, it is found that 
interference effect can affect the feasibility of a Wi-Fi 
network service. However, monitoring and co-channel 
interference are not involving in this experiments. In order to 
investigate the performance of the hotspot, [8] has investigate 
adjacent  signal interference (Co-Channel Interference) which 
degrade the received signal quality. Interference 
measurement has been done through six experiments through 
an implementation on an infrastructure topology, interference 
measurements can be seen from Quality of service with three 
parameters such as bandwidth measurement, signal 
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measurement, and noise measurement. Moreover, in [7] has 
investigate measurement analysis inside the building has 
done which determined the effect Bluetooth interference with 
some of the IEEE 802.11b Wi-Fi parameters that expressed 
by throughput based on data rate changes. Based on the 
throughput, the value of delay and jitter are obtained. The 
results show that the presence of Bluetooth is very influential 
on Wi-fi which expressed by throughput. Whereas, the effect 
of throughput is the value of throughput decreases as the 
increase in distance among the transmitter and receiver. The 
constraints faced by internet service provider (ISP) in 
Yogyakarta was interference has been reported by [9]. Most 
of ISP uses uncertified wireless devices therefore, the 
equipment is not fully utilized on 2.4 GHz frequency. They 
proposed transmit power supervision which lead to 
monitoring the used of frequency 2.4 GHz that to operate the 
wireless internet network. However, depth interview methods 
have been used and measurements are not considering in this 
investigate. Moreover, [10] has proposed bandwidth analysis 
which perform wi-fi signal quality. The good performance 
has shown by bandwidth levels is not significantly differ 
from that leased. However, only bandwidth that measured in 
this work. Cognitive radio (CR) for dedicated spectrum has 
been investigated by [11] which discuss about how the ability 
of spectrum sensing using matched filter method on cognitive 
radio to detect the presence of user primary on FM Radio 
channel using three Power Spectral Density (PSD) i.e. PSD 
Periodogram, Welch and Thomson Multi-taper with 
MATLAB. However, simulation methods are used which 
perform spectrum sensing detection on FM radio channels. 
 
II. CO-CHANNEL DETECTION AND SOFTWARE RADIO 
MODEL FOR SPECTRUM SENSING MECHANISM 
 
One of the cognitive radio components are sensing capability 
to the surrounding environment. For the cognitive radio 
primary transmission, two capabilities of sensing and 
transmit are needed, therefore NodeMCU ESP8266 which 
acts itself as a sensor node which can be used as access point 
(AP) or as a station (STA) which is configured as CR primary 
transmission known as co-channel monitoring cognitive radio 
(CCMCR). One NodeMCU ESP8266 is used as a AP and a 
STA for this CCMCR model. As shown in Figure 1, 
NodeMCU ESP8266 is connected to the PC as CR station 
(CCMCR). It is observed and monitoring by sending primary 
transmission of power and receiving any information of the 
power levels (RSSI level) from the surrounding environment. 
In the surrounding of CCMCR node, some wi-fi stations 
installed which continuously transmit their power levels to 
the surrounding nodes. The CCMCR node will received 
channel information based on the received power level from 
the surrounding wi-fi stations.  
 
 Fig.  1  Co-Channel Detection Model using CCMCR 
 Assumed that CCMCR is a single user primary 
wireless networks which observable co-channel activities on 
wi-fi stations. The power level of the wi-fi stations 
transmission is denoted by  [12]  
 (1) 
Pi  signal is the maximum allowable signal power of wi-fi 
in decibel (dB) for this frequency spectrum as primary user 
power level [13]. It is involving measurements at various 
distances indicates that pathloss values are random and 
distributed log-normal. In a single CCMCR path of the Tx - 
Rx, the received Pi suffered from the noise and path loss[14].  
For the link budget measurement, the distance of wi-fi 
stations to the CCMCR station is considering path loss factor 
which can be obtained by [15]  
 
(2) 
The received signal strength indicator (RSSI) received 
from wi-fi stations based on free-space path loss. The distance 
by Friis transmission equation for free space propagation can 
be found as [16] 
 
(3) 
 Based on [17] and [12] the detection power received at 
CCMCR is 
 
    
 
 
(4) 
 
Where  is the received power;  is the 
wavelength of CCMCR node;  (i) is the wi-fi wavelength, 
 is the power transmit of the CCMCR as the 
primary transmission;    is the radius distance 
between wi-fi stations and CCMCR node;  is 
the power transmit of wi-fi stations;   is the additive 
white noise with noise and variance. Therefore, the detection 
co-channel interference among wi-fi stations at the CCMCR 
node given as [4] 
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(5) 
 
In the next stage, NodeMCU digitized the received power 
level based on the magnitude square (FFT) and the software 
passed received signal strength as digitation format, as shown 
in Figure 2. A piece of packets or stream data is translated 
from the received signal levels using ADC block module. 
ADC then sampled and quantized the magnitude square 
signal and pass it into baseband processing which are written 
using C#. For further processing, magnitude square signal 
then digitized into FFT bins. As shown in Figure 2 which 
describes the software component architecture of the Node 
MCU- ESP8266. The Board Manager and the Arduino IDE 
are used to compile an Arduino C/C++ source file down to 
the target MCU's machine language as down-conversion 
processing such as modulation, signal processing and 
digitizing of the packets. 
 
Fig.  2. Proposed of software defined radio co-channel detection monitoring 
cognitive radio (CCMCR) for Cognitive Radio Component 
Furthermore, in Figure 3 shown that received signal level that 
creates an energy change is received through radio software. 
The received data adjusts the software that passes the square 
of the magnitude of the signal strength received from the wi-
fi antenna and translates into the current data packet as 
digitized. 
 
Fig.  3. Software Radio (SR) model for CCMCR node 
 
Figure 3 describes front end software radio architecture and 
develop using C# (dot Net frameworks) which consist of 
signal processing blocks library and communicator library in 
Arduino NodeMCU esp8266. Moreover, the CCMCR node 
consist of two main boards, the first ESP8266 and Arduino 
board which the specification as follows: The maximum 
sampling rate of NodeMCU is 2,5 kHz; Voltage: 3.3V; Wi-Fi 
Direct (P2P), soft-AP; Current consumption: 10uA~170mA; 
the clock speed: 80~160MHz; +19.5dBm output power in 
802.11b mode; 802.11 support: b/g/n;  
 
III. POWER MEASUREMENT MODEL ON COGNITIVE 
RADIO STATION 
Figure 4 shows that measurement of power level at CR 
node station. Radiated power of the electromagnetic spectrum 
has been detected by antenna. Moreover, the radiated power 
passes through ADC for sampling level of the signals which 
perform magnitude square of the signals. The magnitude 
square form of fast fourier transform (FFT) is conversion 
onto information as follows: SSID, RSSI value (dB) and 
channel number. 
 
Fig.  4. Blok Diagram Power Received Measurements 
The magnitude square form of fast fourier transform 
(FFT) is conversion onto information as follows: service set 
identifier (SSID), Received signal strength indicator (RSSI) 
value (dB) and channel number. The display is presented as 
numerical, potential co-channel interference and chart of the 
signals information.  
IV. SOFTWARE DEFINED RADIO FOR CCMCR SYSTEM 
MODEL 
The proposed model is developed based on the C# 
software which working through back-office systems. It 
proceeds the computation process such as modulation, 
demodulation, signal processing, analog to digital conversion, 
digital to analog conversion, etc. Its combined with Arduino 
IDE C/C++ which located on front-office which represented 
the algorithm of the proposed model. 
 
Figure 5 describe the proposed design of the software 
radio for CCMCR monitoring node station. 
 
Fig.  5. Proposed GUI of software radio design for CCMCR node station. 
 
The GUI interface consists of three groups of boxes, such 
as group box connection, group box export, and group box of 
visual.  
 
V. EXPERIMENTAL SETUP 
Indoor testing is configured by considering attenuation of 
the materials and shadowing effects of the signals. Indoor 
testing is done with the aim of obtaining more complex signal 
characteristics and to know the effect of unauthorized 
placement of wi-fi by the administrator. Therefore, the 
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characteristic study of received signal power level can be 
analyzed more deeply. Testing in the building will also be 
known type of wi-fi and channel is the most widely used. for 
further research, if the wi-fi node whose channel is accessed 
by many users is known by CR node, dynamic spectrum 
access can be applied in the future wi-fi system. 
 
The cause of signal attenuation or pathloss is the amount 
of power lost in a certain distance is an important component 
in obtaining information about the power level received by 
the CCMCR station. Furthermore, the presence of shadowing 
is characterized by the average variation of pathloss between 
the transmitter and the receiver at a location which remains 
well known to the monitoring station. 
 
The large number of frequencies that will lead to co-
channel is an important ingredient that the monitoring system 
should be aware of. This test will prove how the co-channel 
occurs and find a solution to the bad power levels received 
due to co-channel, here are the outlined of floor plans and 
indoor test locations is shown in Figure 6. 
 
Fig.  6. 1st Floor Indoor Testing Planning 
 
The test was conducted in the 1st floor FTI building 
which has an area of 4000m2. The large number of indoor 
access points triggers the use of frequencies on the wireless 
that allow co-channel to occur. To know the performance 
quality of wireless LAN service based on the bad power level 
due to the influence of co-channel. The received signal 
strength score indicator (RSSI) received from the transmitter 
emitted by wi-fi stations, so that there are some detected wi-fi 
based on the distance.  
 
VI. RESULTS AND ANALYSIS 
The following figures shows the results indoor testing of 
CCMCR monitoring. 
 
Fig.  7. GUI Monitor Indoor Testing  
Figure 7 is the result detection at FTI 1st floor building 
indicating the existence of co-channel in wireless LAN 
network, because there is no distance of channel frequency 
usage, as described in following table: 
 
 
 
TABEL 1 CO-CHANNEL OBSERVATION RESULTS BETWEEN THE ACCESS POINT 
IN THE BUILDING 
 
No 
SSID Channel 
RSSI 
(dBm) 
1. Flashzone-seamless 1 -85 
2. seamless@wifi.id 1 -85 
3. @wifi.id 1 -85 
4. flashzone-seamless 1 -52 
5. seamless@wifi.id 1 -53 
6. 
HP-Print-30-LaserJet 
Pro MFP 
6 -91 
7. @wifi.id 6 -93 
Another detection that CCMCR stations can utilize in the 
use of wireless LAN frequencies in addition to co-channel is 
the adjacent channel, which encounters signal coverage 
between the access points where the power from the nearest 
transmitter interferes with the work of the receiver when it 
receives the signal from the remote transmitter as a result 
reduce the quality of performance on the access point, the 
following in Table 2: 
TABEL 2 ADJACENT-CHANNEL OBSERVATION RESULTS BETWEEN ACCESS 
POINTS IN THE BUILDING 
No SSID Ch 
RSSI 
(dBm) 
1. 
HP-Print-30-
LaserJet Pro MFP 
6 -91 
2. @wifi.id 6 -93 
3. TP-LINK_942C 8 -75 
4. FTI-PERPUS 9 -76 
5. Wifi_BAP 11 -89 
In Figure 7, it is detected that channel 1 has shown the 
overlap of signal coverage because there is no spacing in the 
channel usage. The use of a channel combined with an RSSI 
value indicates that the higher the histogram indicates the 
received power level the better and vice versa, are outlined in 
table 3 below: 
TABEL 3 STATUS INDICATOR OF OVERLAPPING CHANNELS 
No Channel 
Status RSSI 
(dBm) 3 signals indicates overlapped 
1. 1 
Flashzone-seamless -85 
seamless@wifi.id -85 
@wifi.id -85 
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In Figure 8 is the result of detection of channel 
frequencies used by some access points. The color indication 
of detected SSID indicates the use of channel on access point 
detected by CCMCR station and frequency value indicator, 
which is described in the following table: 
 
 
 
TABLE 4. FREQUENCY AND CHANNEL OBSERVATION RESULTS ON INDOOR 
TESTING 
 
 
Fig.  8. Frequency and channel observation results on Indoor Testing 
To avoid the occurrence of co-channel then the use of 
frequencies on the access point is a good on channels number 
of 1, 6, and 11. 
 
Fig.  9. Recording and storage results on Indoor Testing 
In Figure 9 there is a collection of interrelated organized 
letters and numbers that can be stored, manipulated and 
selected based on the same channel and RSSI values, it is 
intended to know the co-channel information process that 
occurs in wi-fi stations, the following is described in table 5: 
 
 
 
 
 
TABLE 5. RECORDING AND STORAGE RESULTS ON INDOOR TESTING 
No SSID Channels 
Frequency 
(GHz) 
1. flashzone-seamless 1 2.412 
2. seamless@wifi.id 1 2.412 
3. seamless@wifi.id 1 2.412 
4. flashzone-seamless 1 2.412 
5. HP-Print-30-
LaserJet Pro MFP 
6 2.437 
6. @wifi.id 6 2.437 
7. @wifi.id 1 2.412 
8. TP-LINK_942C 8 2.447 
9. FTI-PERPUS 9 2.452 
10. Wifi_BAP 11 2.462 
 
 
  
 
VII. CONCLUSION  
1. Prototype for co-channel monitoring has been 
successfully developed using NodeMCU ESP8266 
and C# software. 
2. This prototype is able to fulfill one of the functions of 
cognitive radio that is detecting the power level 
around it 
3. Prototype development and software radio support 
could well detected co-channel and adjacent channel 
on intended wi-fi stations 
4. Developed software radio can also monitor the 
magnitude of power levels, frequencies, interferer 
channels and overlap channels in monitoring area. 
5. Dynamic spectrum access is recommended to 
optimize the performance of the access point so that 
the co-channel and adjacent channel do not interfere 
with the performance of the access point. Further 
research could be conducted in order to optimizing the 
access point performance during heavy burden traffic 
and occurring heavy co-channel interferer using 
cognitive radio systems.  
6. It's good before placing the access point, power level 
measurement and determination of the distance is 
determined first, so the performance of access point 
can be optimal. These tools and software can be used 
to determine optimal access point installation. 
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Abstract— LoRa is a viable connectivity technology for 
smart electricity meter. In addition to measuring electricity 
usage, a smart electricity meter enables many features for smart 
grid, safety, etc. LoRa is advertised to be capable in very long 
range transmission and low power consumption. However, 
LoRa uses sub 1 GHz unlicensed spectrum. In the era of 
connected smart things, this spectrum is very crowded and will 
be even more crowded. In this paper we propose the use of 
mobile LoRa gateway for smart electricity meter. With mobile 
LoRa gateway, the transmission range can be decreased. Thus, 
LoRa end devices can save more power and nearby systems can 
reuse the same band with less interference. We study the 
performance via simulation using modified LoRaSim. The 
result shows that the performance of LoRa mobile gateway can 
be achieved. 
Keywords—LoRa, LoRaSim, Smart Meter 
I. INTRODUCTION 
Electricity is a very important source of energy in people's 
lives, whether in the household sector, lighting, 
communications, industry, and so on. In Indonesia, 43.7 
percent of electricity consumers are the household sector. The 
National Power Utility Company (PLN) is the state-owned 
enterprise in the electricity sector in Indonesia. Currently 
PLN has 2 electricity bill payment systems, namely prepaid 
and postpaid. The number of postpaid users is more than 
prepaid users. The comparison between postpaid users and 
prepaid users is 75.7 percent to 24.3 percent [1]. 
For postpaid customers, PLN needs to conduct periodic 
checks to verify the accuracy of their electricity meters. This 
is to ensure that the data counted by the electricity meter is in 
accordance with the amount of electricity used by the 
customers. This process is done manually by PLN officer 
who read directly on the meter located in each house. This 
reading meter process is less accurate, takes time and costed 
[2]. In addition, the customer cannot monitor process of 
recording the electric usage. 
The prepaid system was introduced within the last decade 
to gradually replace the postpaid system. The prepaid system 
requires newer metering devices which uses GSM/GPRS 
connectivity to the charging server in PLN’s office. It does 
not need manual work by the officer on-site. To support the 
upcoming smart grid era [2, 3], where customer can also sell 
the electricity that they generate (e.g. by solar panel or 
generator), and to incorporate additional features such as 
emergency alarm and smart pricing, smarter electricity meter 
is required. These features can only be achieved when the 
metering device is more connected. Initially, the idea of 
power-line communication was studied [4]. However, it faces 
many implementation hurdles. One of feasible connectivity 
technology for this case is LoRa [5, 6]. Based on Indonesia 
regulation, PLN does not need to get license from regulator 
to use LoRa technology [2]. 
 Long Range (LoRa) [1] is a spread spectrum modulation 
technique derived from Chirp Spread Spectrum (CSS) with 
an integrated Forward Error Correction (FEC). Some features 
of LoRa are low power, robust long-range coverage, low cost, 
and geolocation. Several interesting studies have been 
conducted about LoRa. Wibisono and Permata [2] proposed 
an advanced metering infrastructure based on LoRa WAN, 
the result is LoRa WAN can be operated in electricity smart 
meter. Raju et al [7] provides an overview of the LoRa used 
in collecting data from various air pollution sensors to be 
analyzed with pollution monitoring systems. Wei Ma and 
Liang Chen [8] proposed LoRa use to support intelligent 
agricultural data collection and equipment control. Nugraha 
et al [9] did the experimental trial using LoRa for monitoring 
and tracking patients with mental disorder. Bor et al [10] built 
LoRaSim as the environment to simulate LoRa to find LoRa 
is Low-Power Wide-Area Network (LPWAN) scale, and the 
result show that LoRa Network can scale when they use 
multiple gateways and/or use the parameter selection of 
dynamic transmission.  
LoRa is advertised to be capable in very long range 
transmission and low power consumption. However, LoRa 
uses sub 1 GHz unlicensed spectrum. In the era of connected 
smart things, this spectrum is very crowded and will be even 
more crowded [11]. The number IoT units installed in 2020 
is more than 20 millions [12] and according to a study by Wi-
Fi Alliance [13, 14], additional spectrum between 500 MHz 
and 1 GHz in various regions are needed to support the 
expected growth by 2020. 
Indeed, to anticipate the high demand of IoT connectivity, 
many IoT networks needs optimization to be able to 
effectively use their resource [15]. In this paper we propose 
the use of mobile LoRa gateway for smart electricity meter. 
With mobile LoRa gateway, the transmission range can be 
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decreased by decreasing its power. The requirement for 
electricity data meter is not real time, so the data transmitted 
time from LoRa end devices can be set. Thus, LoRa end 
devices can save more power and nearby systems can reuse 
the same band with less interference. Hence, it can use the 
limited unlicensed spectrum and coexist with other users 
better. 
The performance of mobile LoRa gateway is evaluated via 
simulation. We perform the simulation using LoRaSim [10] 
which we modified for several scenarios with mobile gateway. 
In the next section we introduce about LoRa, LoRaWAN, 
LoRaSim, and electricity smart meter simulation. Section 3 
describes scenario of LoRaSim simulator considered in our 
simulation. Section 4 presents the results and discussion of our 
simulation. Section 5 presents the conclusion of this paper. 
II. LITERATURE REVIEW 
A. LoRa 
Long Range (LoRa) is patented spread-spectrum radio 
modulation developed by Cycleo (Grenoble, France) and 
acquired by Semtech in 2012 [16]. LoRa is not suited for 
video streaming, it is well fit to serve the Internet of Things 
(IoT) and Machine to Machine (M2M) applications. Packet 
size of IoT/M2M generally < 100 kbps and implemented for 
sensors, or meters, while video streaming > 1 Mbps. The 
range of frequencies of LoRa that can be used is between 137 
MHz to 1020 MHz. A LoRa receiver can decode transmission 
of 19.5 dB below the noise floor.  
Some features of LoRa are low power, robust long-range 
coverage, low cost, and has geolocation. LoRa uses an 
asynchronous communication method, the nodes power will 
on when they send data to the gateway and will return to the 
power saving mode when no data is sent. LoRa coverage up 
to 30 miles in rural areas and over 2 miles in densely 
populated urban areas. LoRa operates in unlicensed spectrum 
and the LoRa protocol is a free royalty which means LoRa is 
cost less. LoRa geolocation uses Differential Time of Arrival 
and other hybrid techniques to determine location. The 
location of node is estimated by the time packet arrival 
algorithms from the sensor node to multiple gateways. 
LoRa has five configuration parameters that have an 
influence on energy consumption, transmission duration, 
resilience to noise, robustness and range [10, 17].  
• Transmission Power (TP). TP on LoRa can be set 
between -4 dBm and 20 dBm in 1 dB steps. A bigger 
TP increases the energy consumption, the 
transmission duration (more faster), resilience, 
robustness and the range (more wider).  
• Carrier Frequency (CF). CF can be programmed 
between 137 MHz to 1020 MHz in steps of 61 Hz. A 
higher CF increases the energy consumption, the 
transmission duration (more faster), resilience, 
robustness and the range (more wider). 
• Spreading Factor (SF). SF is the ratio between the 
symbol rate and chip rate. In each symbol, SF 
determines how many bits are encoded. SF can be set 
between 6 and 12. A higher SF increases the energy 
consumption, resilience, robustness and the range 
(more wider), while the transmission duration more 
slower. 
• Bandwidth (BW). BW is the width of frequencies in 
the transmission band. BW can be selected from 7.8 
kHz to 500 kHz. A higher BW increases the energy 
consumption, the transmission duration (more faster), 
resilience, robustness and the range (more wider). 
• Coding Rate (CR). CR is the FEC rate used by the 
LoRa modem that offers protection against burst 
interference. CR can be set to either 4/5, 4/6, 4/7 or 
4/8.  A higher CR increases the energy consumption, 
resilience, robustness and the range (more wider), 
while the transmission duration more slower. 
B. LoRaWAN 
LoRaWAN is a communication protocol and system 
architecture for LoRa network [5, 18]. LoRa nodes are not 
associated with a specific gateway, but data transmitted from 
a LoRa node received by multiple gateways. The gateways 
support bidirectional communication and can process packets 
sent from LoRa nodes. Fig 1. Shows that each gateway 
forward the packet to the network server, and the network 
server forward it to the application server which handles the 
customer application and presents relevant data. LoRaWAN 
gateways designed for outdoor or indoor use, and enable for 
public and private network deployments.  
 
Fig. 1. LoRaWAN Network 
C. LORASIM 
LoRaSim is a discrete-event simulator based on SimPy 
built by Bor, Roedig, Voight and Alonso [10, 19]. LoRaSim 
is built to simulate the collision of LoRa networks and to 
analyse the scalability. There are four Python scripts in 
LoRaSim: loraDir.py to simulate a single gateway, 
loraDirMulBS.py to simulate 2 to 24 gateways, 
directionalLoraIntf to simulate nodes with directional 
antennae and multiple networks, and 
oneDirectionalLoarIntf.py to simulate gateways with 
directional antennae and multiple networks.  
D. Electricity Smart Meter Simulation 
An electricity smart meter simulation that we perform 
using LoRaSim [10] that we had modified. We modified the 
placement of nodes and gateway. Nodes in LoRaSim [10] is 
placed randomly, then gateway is in fixed location. In 
LoRaSim that we modified, the nodes are in fixed location, 
and gateway is move from one point to another point. This 
means that the gateway is mobile. 
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In this simulation, it is assumed that a residential area 
consists of 20 houses in each row, if there are 100 houses it 
will consist of 5 rows of housing and so on as shown in Fig. 
2. Each LoRa node will be installed on the electricity meter 
device in every house. The gateway will be brought by PLN 
officer using a motorcycle through residential area. Each 
node will send a packet of electrical data usage (in KWH) to 
mobile gateway. 
 
Fig. 2. Residential Area of Simulation 
III. SIMULATION SCENARIO 
We modified the LoRaSim simulator as follow: first we 
define the start position of gateway, then we set the 
movement of mobile gateway. Second we define the start 
position of first node and create as many nodes that we want 
for simulation. The nodes is in fix place position forming like 
Fig. 2 consists of 20 nodes in each row. Mobile gateway will 
move from the first row until the last row. To run simulation, 
we use the expression below: 
./loraDir.py <Nodes> <AvgSend> <Experiment> 
<SimTime> [Collision] 
 Nodes parameter is the number of nodes in one 
simulation. AvgSend parameter is average of sending interval 
in milliseconds. Experiment parameter is type of radio setting 
that used for simulation. The value of experiment setting is 0-
5 which every value has embedded parameter setting in 
LoRaSim. Experiment 0 (Exp 0) use the setting with the 
slowest data rate. Experiment 1 (Exp 1) is similar to Exp 0, 
but use a random transmit frequencies. Experiment 2 (Exp 2) 
use the setting with the fastest data rate. Experiment 3 (Exp 
3) use optimize setting per node based on the distance to the 
gateway. Experiment 4 (Exp 4) use the setting as defined in 
LoRaWan. And Experiment 5 (Exp 5) is similar to Exp 3, but 
also optimizes the transmit power. SimTime parameter is the 
total of running time simulation in milliseconds. Collision 
parameter is the collision check of simulation. To enable full 
collision check, set 1, and to enable simplified collision 
check, set 0. 
We choose an electricity meter case study in Indonesia 
with the assumptions outlined in section 2.4. We run the 
simulation with modified LoRaSim to evaluate scalability 
and performance of LoRa deployments. Gateway moves right 
in the middle of residential area. The simulation example can 
be seen in Fig. 4. Gateway start position in 2(1), 2(2) gateway 
is right in the middle of trip, and 2(3) gateway at finish 
position. 
 
Fig. 3. Simulation Examples of Gateway and Nodes Position in LoRaSim 
We run simulation to find Data Extraction Rate (DER) 
and Network Energy Consumption (NEC). In [10] DER is the 
ratio of received messages to sent messages over a certain 
period of time. DER value is between 0 to 1. LoRa 
deployment is effective when DER value is near to 1. NEC is 
the energy consumed by the network so the messages can be 
successfully extracted. The lower NEC value, the more 
efficient of LoRa deployment. 
ܦܧܴ ൌ 	packet	sent െ 		collision	packet	sent  
-packet sent: packet sent of each node 
-collision: collision occur during sending packets 
 
ܰܧܥ ൌ 	∑ ሺ
௡௜ୀ଴ ݐ	݌ܽܿ݇݁ݐ௜ ∗ 	ܶݔܲ݋ݓ݁ݎ௜ ∗ ܸ ∗	݌ܽܿ݇݁ݐ	ݏ݁݊ݐ௜
1000000  
-i: index for node 
-n: number of nodes 
-t packet: time for packet sent per node 
-Tx Power: transmission power 
-V: node power 
-packet sent: packet sent of each node 
 
The number of nodes in simulation that we use are 100, 
120, 140, 160, 180 and 200. We use experiment (Exp) 
parameter value 3 and 5 which has defined in LoRaSim. As 
previously explained, in Exp 3 each node has optimized 
setting based on the distance to the gateway, while in Exp 5 
has similar setting to Exp 3 but the transmit power is also 
optimized. Packet transmission rate (λ) defined as 1 x 10-6 
ms, and packet payload (B) defined as 20 byte. Parameter 
setting in Exp 3 and Exp 5 shown in Table 1. For average 
sending packet by LoRa node is 30 s (30000 ms). Our 
assumption in this IoT era, there are many interferences 
which can lead collisions. Therefore in our simulations we set 
1 to collision parameter. Then we simulate in several 
scenario. Gateway movement speed based on SimTime 
parameter value. In any number of nodes (100, 120, 140, 160, 
180, 200), the number of rows of nodes (housing) will also 
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increase, so we add the SimTime in any number of rows that 
increase. 
TABLE I.  DEFINED PARAMETER SETTING IN LORASIM 
Parameter Exp 3 Exp 5 
TP (dBm) 14 Min (TP) 
CF (MHz) 860 860 
SF Best (SF) Best (SF) 
BW (kHz) Best (BW) Best (BW) 
CR 4/5 4/5 
λ (ms) 1 x 10-6 1 x 10-6 
B (byte) 20 20 
 
 We use 3 scenarios to run simulation. In Scenario Number 
1 (SN 1) shown in Table 2, we use 100-200 nodes, the 
average sending interval is set to 30000ms, the Exp is set to 
3, and the collision is set to 1. The SimTime for 100 nodes is 
6 minutes (360000 ms), SimTime for 120 nodes is 7.2 
minutes (432000 ms), SimTime for 140 nodes is 8.4 minutes 
(504000 ms), SimTime for 160 nodes is 9.6 minutes (576000 
ms), SimTime for 180 minutes is 10.8 minutes (648000 ms), 
and SimTime for 200 nodes is 12 minutes (720000 ms). In 
Scenario Number 2 (SN 2), we change the speed of mobile 
gateway by changing the SimTime. SimTime 1 similar to 
SimTIme SN 1, SimTime 2 we increase twice from SimTime 
1, and SimTime 3 we decrese twice from SimTime 1. 
Parameter setting for SN 2 shown in Table 3. In Scenario 
Number 3 (SN 3), similar to SN 2 but we change the 
experiment with Exp 5 which has optimized transmit power 
as shown in Table 4. 
TABLE II.  PARAMETER SETTING FOR SN 1 
Parameter Scenario Number 1 (SN 1) 
Number 
of Nodes 
100 120 140 160 180 200 
AvgSend 
(ms) 
30000 
SimTime 
(ms) 
360000 432000 504000 576000 648000 720000
Exp 3 
Collision 1 
TABLE III.  PARAMETER SETTING FOR SN 2 
Parameter Scenario Number 2 (SN 2) 
Number 
of 
Nodes 
100 120 140 160 180 200 
AvgSend 
(ms) 
30000 
SimTime  
1 (ms) 
360000 432000 504000 576000 648000 720000 
SimTime  
2 (ms) 
180000 216000 252000 288000 324000 360000 
SimTime  
3 (ms) 
720000 864000 1008000 1152000 1296000 1440000
Exp 3 
Collision 1 
 
 
 
TABLE IV.  PARAMETER SETTING FOR SN 3 
Parameter Scenario Number 3 (SN 3) 
Number 
of 
Nodes 
100 120 140 160 180 200 
AvgSend 
(ms) 
30000 
SimTime 
1 (ms) 
360000 432000 504000 576000 648000 720000 
SimTime 
2 (ms) 
180000 216000 252000 288000 324000 360000 
SimTime 
3 (ms) 
720000 864000 1008000 1152000 1296000 1440000
Exp 5 
Collision 1 
 
IV. SIMULATION RESULTS AND EVALUATION 
A. Scenario Number 1 (SN 1) 
We run simulation in several times. The result show DER 
value is decreasing in some number of nodes (DER Min). It 
caused by to many collision that occurs during sending packet 
from LoRa nodes to mobile gateway at a time. As an example 
in 140 nodes, there is a time that reach 6012 collisions, while 
the average of the best performance (DER) is around 1000 
collisions. When the number collisions are normal, DER value 
is about 0.9 (DER Max). Overall, the average of DER value 
(DER Average) from SN 1 results are still above 0.9, except 
at 200 nodes. With increasing the number of nodes, the energy 
used also increases. The results of SN 1 are shown in Fig. 4 
and Fig. 5. 
 
Fig. 4. DER value of SN 1 
 
 
Fig. 5. NEC value of SN 1 
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B. Scenario Number 2 (SN 2) 
We compare SimTime 1 (V1), SimTime 2 (V2) and 
SimTime 3 (V3). When the SimTime is increase or decrease 
twice, the performance does not change too much. The result 
is still influenced by collisions that occur at a time. But for 
NEC value, when the SimTime is increase, the energy used 
is lower than before. And when the SimTime is decrease, the 
energy used is higher. The results for SN 2 are shown in Fig. 
6 and 7. 
 
Fig. 6. DER value of SN 2 
 
 
Fig. 7. NEC value of SN 2 
C. Scenario Number 3 (SN 3) 
Same results for SN 3 which DER value is influenced by 
collisions that occur. Different results are on the energy used, 
using Exp 5 can saves 70-80 percent than using Exp 3. The 
results of SN 3 are shown in Fig. 8 and 9. 
 
Fig. 8. DER value of SN 3 
 
Fig. 9. NEC value of SN 3 
V. CONCLUSION 
Based on our work in electricity smart meter simulation 
with LoRaSim, overall the performance of mobile gateway 
with LoRa can be achieved, even at a time there is a 
performance could not be achieved when occur to many 
collisions. The challenge is to choose a time when the number 
of collisions that occur is not too much. 
When the number of nodes is increase, the energy 
consumption is also increase. When increasing  the 
simulation time speed, the energy consumption is getting 
smaller. Optimizing the transmitter power can saves the 
energy consumptions too. 
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Abstract—Millimetre wave band is a solid contender to be 
utilized for the future 5G wireless systems deployment. Rain-
induced attenuation is a major disadvantage at these frequencies. 
This paper presents statistics of rain-induced attenuation and 
rainfall data for two years of horizontally polarized links 
propagating at 38 GHz and 26 GHz over a terrestrial path link of 
301 meters. From the analysed datasets, a rain rate around 116 
mm/h exceeded at 0.01% of the time of an average year, while the 
links recorded 16 and 9.5 dB at the same percentage of time for 38 
and 26 GHz respectively. The study aims to identify the prediction 
model that deliver most reasonable predictions for 5G links 
operating in Malaysian tropical climate. ITU-R P.530-17, Mello’s, 
and Ghiani’s models were all examined. Using ITU-R model, 
relative error margins of around 3.8%, 30% and 49.7% alongside 
22.3, 9.5, 33% were obtained in 0.1%, 0.01% and 0.001% of the 
time for 26 and 38 GHz respectively.  Curiously, ITU-R model 
demonstrates better predictions to measured rain attenuation with 
lower error probability. This study highlights the need for new 
prediction models for short path-length 5G links and helps to 
improve the design of terrestrial links operating at millimetre wave 
frequencies in tropical regions. 
Keywords—fifth generation (5G), millimetre wave 
communication, rain attenuation, prediction models. 
I. INTRODUCTION 
For the currently deployed 4th generation of wireless 
communications, excess attenuation due to rain can be 
neglected. However, the demand for greater bandwidth by 
telecommunication providers requires the move to higher 
frequency bands in the implementation of the next 5th 
generation (5G) wireless communication [1]. In tropical 
regions, the occurrence of rain is more frequent, and the effect 
on radio links becomes dramatically high for frequencies 
above 7 GHz, due to higher rain intensities [2], [3]. Therefore, 
it is fundamental to precisely predict rain-induced attenuation 
for the planning and design of higher capacity point-to-point 
5G radio communication system [4]. The 1-minute rain rate 
statistics and the rain rate exceeded at a certain percentage of 
the average year are the most broadly utilized parameters to 
determine the rain-induced attenuation [5], [6]. Numerous 
models have been created utilizing these parameters to predict 
the rain-induced attenuation. However, the majority of these 
models are conducted and focused on the temperate regions 
[7]. This could create an issue when applied to the tropical 
countries due to higher rain rates in tropical regions in 
comparison to temperate regions. To that end, A campaign to 
measure the rain attenuation statistics was carried in Universiti 
Teknologi Malaysia (UTM) [8]. Some of the most widely used 
prediction models are empirically based, which uses historical 
databases for given geographical regions [9], while others are 
physically based, designed to recover the physical attenuation 
process, which in turns requires more parameters and longer 
time to process [10]. Many studies have analysed rain 
attenuation extensively and various models to overcome the 
issue have been developed [9]–[12] that primarily enhance the 
ITU-R P. 530-17 [13] for specific scenarios. 
This study investigate three established rain attenuation 
models, selected to address different types and assumptions 
used while designing the models, namely, ITU-R P. 530-17 
[13] which is the most widely used, Mello model [9] which is 
usually used in tropical regions, Ghiani’s model [14] which is 
a new physical based model. 
The following sections are organized as follow: In section 
II, prediction models used for the estimation of rain 
attenuation are briefly discussed. Followed by the system 
setup, and data collection procedure is discussed. Result and 
discussion section summarize the accuracy of prediction 
models. Finally, a conclusion is given in section V, and the 
possible future research based on the findings is presented. 
II. RAIN ATTENUATION PREDICTION MODELS 
Rain-induced attenuation  usually presented as the product 
of rain specific attenuation ߛோ  (dB/km) and the effective 
propagation path-length ݀௘௙௙ (km) [15]. The rain-induced 
attenuation, ܣ (dB), above ݌ percent of time is then defined 
as: 
ܣ = ߛோ	݀௘௙௙ = 	 ߛோ	݀ ∗ ݎ																									(1) 
where, ݀  is the actual path-length in km, and ݎ  is path 
reduction factor at ݌ percentage of time.  
In the ITU-R recommendation P.838–3 [15], the technique 
to calculate the specific rain attenuation from the rain rate was 
described. The specific rain attenuation, ߛோ  (dB/km) is 
computed from the rain rate ܴ (mm/ h) exceeded at ݌ percent 
of the time by applying the power-law relationship as,  
ߛோ = ܴ݇ఈ																																											(2) 
where, ݇ and ߙ are frequency dependent coefficients. These 
constants can be found in the recommendation tables. Due to 
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the rainfall non-uniformity along the propagation path, a 
reduction factor of the actual link path-length is presented to 
reduce the effective path length [10]. However, for shorter 
links the reduction factor takes values larger than unity, to 
overcome the model’s initial design assumptions. Each model 
addresses this problem in different way. In this paper three 
different models included, those of the ITU-R Model [13], 
Mello’s model [9], Ghiani’s model [14], these models are 
briefly explained in the following subsections. 
A. ITU-R P.530.17 model 
The ITU-R recommendation [13] presents the rain 
attenuation, as described earlier in equation 2, depending on 
the path reduction factor, which considers the time-space 
variability of rain intensity along path. The following 
reduction factor is presented 
ݎ				 = (0.477݀଴.଺ଷଷ	ܴ଴.଴ଵ଴.଴଻ଷ∝݂଴.ଵଶଷ− 10.579(1 − exp(−0.024݀)))ିଵ							(3) 
where, ݎ is the distance factor, ݂, is the frequency in GHz, ݀, 
is the distance. The maximum value of ݎ is capped at 2.5. 
The resulted rainfall attenuation value exceeded at 0.01% 
of the time in an average year, is scaled by an empirical 
formula to other percentages of time between 1% and 0.001% 
by using the following equation: 
ܣ௣
ܣ଴.଴ଵ = ܥଵ݌
(ܥଶ + ܥଷ log 10݌)																		(4) 
where, 
ቐ
ܥଵ = (0.07௖బ)൫0.12(ଵି௖బ)൯
ܥଶ = 0.855ܥ଴ + 0.546(1 − ܥ଴)
	ܥଷ = 0.139	ܥ଴ + 0.043(1 − ܥ଴)
														(5) 
and 
ܥ଴ = ቐ		0.12 + 0.4(logଵ଴ ൬
݂
10൰
଴.଼
		݂ ≥ 10ܩܪݖ
0.12																																										݂ < 10ܩܪݖ
ቑ			(6) 
This model is recommended to be used worldwide, by 
providing locally measured rain rates, or by using ITU-R 
maps, it can help in the prediction for any frequency between 
1 and 100 GHz with path-lengths up to 60 km. 
B. Mello’s model 
This model uses multiple non-linear regressions to obtain 
the required numerical coefficients from rain rate and rain cell 
diameter. And was initially designed using the databanks 
provided the ITU-R.  Mello [9] have used similar procedure 
as done in [13] which is used by the presented ITU-R model, 
and overcome the limitation of the ITU-R model by using the 
complete rainfall distribution as the models input, and keep 
using the  reduction factor parameters from the ITU-R model. 
In order to correct these limitations, a new effective rainfall 
rate coefficient (ܴ௘௙௙) was developed., which helps to predict 
the rain-induced attenuation complementary cumulative 
distribution function (CCDF) instead of a single percentage of 
time, and can be computed as: 
ܣ௣ = ߛோ. ݀௘௙௙ = ݇(ܴ௘௙௙(ܴ, ݀))ఈ
1
1 + ݀݀଴(ܴ)
							(7) 
where, 
݀௘௙௙ =
1
1 + ݀݀଴
	݀ = ݎ݀																											(8) 
here ݀ is the link path-length, ݎ as presented earlier, the 
path reduction factor. The definition for ܴ௘௙௙ and equivalent 
rain cell diameter ݀଴ is then given by: 
ܴ௘௙௙ = 1.763ܴ଴.଻ହଷା
଴.ଵଽ଻
ௗ 																												(9) 
 
݀଴ = 119ܴି଴.ଶସସ																													(10) 
 
Multiple nonlinear regressions are used to obtain the 
numerical coefficients in Equations (9) and (10), using the 
databanks provided the ITU-R. 
C. Ghiani model 
Ghiani [14] has developed novel physically based 
approach to model the rain attenuation affecting terrestrial 
links. This model is devised by simulating the interaction 
between terrestrial links and synthetic rain maps, which are 
specifically exploited to investigate the path reduction factor, 
considering the spatial inhomogeneity of rainfall along the 
link. The accuracy of the proposed model was tested against 
the MultiEXCELL-derived rain attenuation statistics and 
against the independent set of experimental data integrated in 
the DBSG3 databank available through ITU-R. The exceeded 
rain attenuation with ݌ percentage in an average year can be 
calculated as 
ܣ(݌, ݀) = ܭܴ(݌)∝݀ൣܽ(݀)݁ି௕(ௗ)ோ(௣) + ܿ(݀)൧					(11) 
where ܴ(݌) , extracted from the local input rainfall 
CCDFs, is the rain rate exceeded with ݌  percentage of an 
average year, coefficients ܽ, ܾ, and ܿ are defined as: 
൝
	a = 	−0.8743݁ି଴.ଵଵଵଵௗ + 0.9061
	b = 	−0.0931݁ି଴.଴ଵ଼ଷௗ + 0.1002
	c = 	−0.6613݁ି଴.ଵ଻଼ௗ + 0.3965		
											(12) 
III. SYSTEM SETUP AND DATA COLLECTION 
Two experimental millimetre wave links operates at 26 and 38 
GHz were mounted at UTM Johor campus [5]. The links were 
set between the roof of microwave lab and the second 
transceiver was installed on a telecom tower with a path-
length between the two antennas of 301 meters. Both antennas 
are covered by radomes to prevent wetting antenna conditions. 
The Automatic gain control output level of the antenna unit is 
then connected to a PC using a data acquisition system and the 
sampling interval was set to 1-second. The logged data then 
stored into databank using C language written. The data was 
collected over duration of 24 months and a satisfactory data 
availability of 99.95% was achieved.  
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Fig. 1. Distribution of rain attenuation versus rain rate. 
A tipping-bucket rain gauge with tip size of 0.2 mm was 
set up on the same roof. The rain gauge added a time stamp 
for each tip with 0.1 second resolution. Similar method to 
calculate 1-minute rain rate used in [16] is used for to present 
the data in 1-minute integration time. For 0.01% of the time 
the 1-minute rain rate was found to be around 116 mm/h at the 
measurement site. Fig. 1 show the rain-induced attenuation 
versus rain rate for both investigated links of 38 and 26 GHz. 
The attenuation reaches up to 25 dB on the 38 GHz link, and 
16 on the 26 GHz link. This highlight that even with short link 
distance, that will be used for 5G applications, the rain 
attenuation should not be underestimated. 
IV. RESULTS AND DISCUSSIONS 
Fig. 2 presents the prediction error plots of ITU-R Model 
versus rainfall rates for 38 and 26 GHz under horizontal 
polarization respectively.  
Fig. 2. ITU-R P.530-17 prediction error with rain rate. 
Fig. 3. CCDF of measured rain attenuation versus predicted attenuation at 
various time percentages for 38 and 26 GHz. 
 It was found that the error in prediction is higher for 38 
GHz link as compared to 26 GHz. The prediction error 
increases with higher rain rate, due to the initial design of the 
model based on the data bank from temperate regions, where 
the rain rates will not reach these high values. 
Fig. 3 present comparison between the measured values 
for 38 and 26 GHz links, and the selected attenuation models.  
The ITU-R prediction slightly overestimated the rain 
attenuation and the highest disparity was 8 dB at 38 GHz link. 
The disparity might be due to the fact that the initial design 
factors investigated to predict the rain attenuation in the model 
have not considered the propagation tropical rain. 
Additionally, ITU-R P. 530-17 is designed for link with path-
length longer than 1 km. ITU-R P.530-17, and Ghiani’s 
models give closer estimates to the measured CCDFs of rain 
attenuation. Large overestimate is shown by Mello’s model. 
The ITU-R model prediction was the most suitable and 
generated fewer disparities between measured rain attenuation 
values and the predictions in comparison to other models. 
The Mello model shows excessive overestimation. As an 
example, Mello predicts 25.4, 72.2, 116 dB at 0.1%, 0.01%, 
0.001% of the time for 38 GHz link, this might be due to the 
design of the model based on long-path links.  
The relative error figure (ߝ(݌)), is presented to measure 
the appropriateness for each of the model. And further 
comparisons are done through the calculation of Standard 
Deviation (STD) and Root Mean Square (RMS), to examine 
the performance of the ITU-R, Mello’s, and Ghiani’s models. 
The error figure used to examine the accuracy of the 
prediction models is given by: 
ߝ(݌) = 	ܣ௣,			௣௥௘ௗ௘௖௧௘ௗ	 − ܣ௣,			௠௘௔௦௨௥௘ௗ	ܣ௣,			௠௘௔௦௨௥௘ௗ	 	× 	100					(13) 
The calculated ߝ(݌), Standard Deviation (STD) and Root 
Mean Square (RMS) means for each model are listed in Table 
I for 26 and 38 GHz respectively. 
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TABLE I.  PERCENTAGE ERROR OBTAINED OVER THE INTERVAL 
0.001–1% FOR 26, 38 GHZ. 
26 GHz 
 ITU-R % Ghiani % Mello % 
ࢿ(࢖)࢓ࢋࢇ࢔ 29.3 32.2 406.43 
RMS 32.8 33.9 479.26 
STD 16.4 11.4 174.5 
38 GHz 
 ITU-R % Ghiani % Mello % 
ࢿ(࢖)࢓ࢋࢇ࢔ 1.8 46.4 218.8 
RMS 21.8 47.3 273.1 
STD 23.8 10.1 116.9 
 As can be noted from the table, Mello’s model shows 
higher relative error compared to ITU-R model and Ghiani’s 
models, which is apparent with the increased STD and RMS 
values. For that, ITU-R, Ghaini’s models give better 
prediction alongside the measured rain attenuation.  
V. CONCLUSION 
Based on the presented results for the described 
experiment on 26 and 38 GHz links, the rain rate and the 
induced attenuation are presented for 5G short path-length 
links. Three well established rain attenuation models were 
used to compare the predicted results with the measured data. 
The presented comparison shows that ITU-R P.530-17 model 
was the most appropriate to be used under the link 
specification and tropical climate, by giving closer predictions 
to the measured rain induced attenuation. However, for the 
lower frequency 26 GHz, the prediction error was slightly 
lower in comparison with 38 GHz, this might be due to the 
differences in rain drop size distribution effects on higher 
frequencies. Additionally, fewer error at low exceedance of 
time for all the models, and the error increase with time 
percentages, indicate the differences between the measured 
and predicted values as the models were initially designed for 
temperate regions. Ghiani’s model followed the ITU-R with 
close estimate to the measured rain attenuation. In addition, 
the performed error analyses showed similar judgment. 
Mello’s model fails to adapt to the shorter link path, as it was 
empirically designed. The study highlights the need for a 
model that cover shorter path-length 5G links and designed 
especially for tropical regions. The results presented here 
could help in the design of a better rain attenuation prediction 
models for terrestrial links operating at higher frequencies in 
the tropics. 
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Abstract—Mobile robots are applied everywhere in the
human’s life, starting from industries to domestics. This
phenomenon makes it one of the most studied subjects in
electronics engineering. Navigation is always an issue for this kind
of robot, to ensure it can finish its task safely. Giving it a ”brain”
is one of the ways to create an autonomous navigating robot. The
Fuzzy logic controller is a good choice for the ”brain” since it does
not need accurate mathematical modeling of the system. Only by
utilizing the inputs from sensors are enough to design an effective
controller. This paper presents an FLC design for leader-follower
robot. This FLC design is the improvement of FLC application
in a single two differential-driven mobile robot. The relation
between leader and follower robot is modeled linearly as a
spring-damper system. Simulation proves the feasibility of the
proposed method in several environment setting, and this paper
also shows that the method can be easily extended to one leader
and more than one follower’s formation. The research in this
paper has introduced in the classroom as the teaching-learning
media to improve students’ involvement and interest in robotics
and robotics related class. This paper is also part of our campaign
and encouragement for teachers and students to use low-cost and
open source software since not all the universities in developing
country can afford the expensive high-end software.
Index Terms—Fuzzy logic controller, Mobile Robot,
Leader-follower formation, Navigation.
I. INTRODUCTION
Mobile robots are applied everywhere, in industries and
domestics, ranging from being a transport robot, a vacuum
cleaner, or merely for entertainment purpose, such as a
dog robot. A navigation strategy needs to be well designed
to ensure the robot functions well. Navigation strategy for
the autonomous mobile robot is including target reaching,
obstacle avoidance, and wall following. A mobile robot is
often applied in an ever-changing dynamic environment that
creates complexity for the robot. Motion planning becomes a
crucial part of the navigation system to ensure the robot can
reach a target or final point, the targets to be intercepted by
the robot can be static and dynamic (a moving target) [1].
This motion planning can be generated in real-time (online)
or pre-mapped (offline). Real-time motion planning requires
a specific intelligence installed on the robot. A planted AI
(artificial intelligence) can create a smart robot that works
better than the ones without AI.
One of the most applied types of AI is fuzzy logic and has
been a well-discussed topic in robotics since introduced by
Zadeh in 1965 [2]. Fuzzy logic enables a linguistic approach
to process the uncertain data using designed rules. This method
is best for complex systems that are not easy to be modeled
with exact mathematics. Rather than going through exact
value, the fuzzy logic linguistic set works using IF-THEN
rules fed up to an interference engine. The rules are used
to encode the behavior of robot motion against the target
(static[3] and dynamic target[4]), obstacles and walls found. In
this method, even not so effective rules are sufficient enough.
A mobile robot is a complex non-linear system and suffers the
non-holonomic constraints; therefore a technique like fuzzy
logic is very suitable for navigation planning strategy[5]-[11].
The application of a group of simple mobile robots
(swarm robot) is better than deploying one sophisticated robot
[12]-[17]. The more robots to control the more complex and
uncertain the system is, therefore the application of a fuzzy
logic controller (FLC) is appropriate in this situation. The
controller for one robot can be extended to a group of robots in
a leader-follower formation. The controller for leader-follower
formation in some cases can be simplified in static controller
design [16][17].
This paper proposes a method for motion planning of robots
in leader-follower formation by improving/extending the FLC
for a single robot. The navigation system is developed by
combining several conditions that might be encountered by
the robot, such as target reaching, obstacle avoidance, and
wall following. The obstacle avoidances are provided by the
proximity sensors attached to the robots. The right sensors for
both leader and follower are also utilized for wall follower to
keep the robot following the walls in a certain distance. The
leader is set to reach a static target, while the follower is set
to follow the leader by considering the leader as a moving
target to pursue. The proximity sensor attached to the front of
the follower robot is assigned to keep a safe distance from the
leader. The output of the robots is the velocity of the left and
right wheels. The system is updated online until reaching the
target.
The novelty of this study is the improvement of FLC
design for a single robot following a moving target into
FLC for a leader-follower formation robot. The feasibility
of the proposed method is presented in the simulation
with several environment setting using MobotSim [20]. The
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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relationship between input and output of the system is shown
by SCILAB[19]. This research is also to teach the students
in robotics class how to design robots controller and to
encourage them to be pro-active in learning and designing
robots[21][22][23].
II. MOBILE ROBOTS MODELING
A. Kinematics Modeling of a Single Robot
Mobile robot considered in this paper is a two wheels
differential driven mobile robot, presented in fig. 1. The
position and orientation of the robot is q =

x y f
T , the
translational and rotational velocities are q˙ =

x˙ y˙ f˙
T ,
where x and y are robot’s position, x˙ and y˙ are translational
velocities in x and y-axis, f is the orientation of the robot,
and w = f˙ is the rotational velocity.
Robot inverse kinematics is given as
q˙R
q˙L

= f
 
x˙; y˙; f˙

; (1)
where q˙R = 12pr  vR and q˙L = 12pr  vL. vR and vL are wheel’s
translational velocities.
Therefore, from eq. 1, robot’s velocity is
v= r
q˙R  q˙L
2
; (2)
and
w =
r
2L
 
q˙R  q˙L

: (3)
where L is the half width of the robot, r is the wheels’ radius,
and q˙R and q˙L are right and left wheel’s velocities.
Robot presented in fig. 1 suffers the non-holonomic
constraint
v= x˙cosq + y˙sinq : (4)
It means robot only moves in curvature and not in lateral
sideward motion, therefore 0= x˙cosq   y˙sinq .
Fig. 1: Single robot in its coordinate frames
Fig. 2: Leader follower robot spring-damper system modeling
Control input v and w are defined as24 x˙y˙
f˙
35=
24cosq 0sinq 0
0 1
35 v
w

(5)
where in this study v and w is defined as the control inputs.
B. Leader-Follower Formation Modeling
The dynamics modeling of leader and follower robot
relations is considered as a spring-damper system, as shown in
fig. 2. This modeling is a representation of proximity sensors
attached to the follower [16]. The spring-damper system is
also used to model the relation between proximity sensors
attached to the leader and the obstacles and walls found.
The virtual spring-damper model can be used to describe the
flocking robots’ behavior where the spring defines the force
of attraction to the leader and the damper defines the repelling
force.
The dynamics of leader follower robot given in fig. 2 are
1) Leader dynamics
F =MLx¨L+BLx˙L+B(x˙L  x˙F )+K (xL  xF) ; (6)
2) Follower dynamics
B(x˙L  x˙F )+K (xL  xF) =MF x¨F +BF x˙F ; (7)
where F is the force applied to robot leader, the force
considered here, is the virtual attraction force produced by
the target. B is the damping constant, K is the spring constant,
BL and BF are the Coulomb frictions of leader’s and follower’s
wheels. ML and MF are the mass of leader and follower
robot. xL and xF are the representation of leader and follower
displacement along y-axis.
The distance of leader and follower robot is given by
D=
q
(xL  xF)2  (yL  yF)2 (8)
The target is considered to have a virtual force that attracts
the leader robot, and the generated leader’s trajectory is
considered as the virtual reference trajectory for the follower.
The error of trajectory tracking between the leader and
follower robot can be written as follow.
edist =
24e1e2
e3
35=
24 cosf sinf 0 sinf cosf 0
0 0 1
3524xL  xFyL  yF
fL fF
35 (9)
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TABLE I: Rules based for FLC design
No Input Output
S1 S2 S3 S8 Camera LeftTire
Right
Tire
1 N N N N Detect Stop Stop
2 N N N M Detect Stop Slow
3 N N M F Detect Slow Med
4 N N M N Detect Slow Stop
5 N M F M Detect Slow Med
6 N M F F Detect Fast Med
7 N M N N Detect Slow Slow
8 N M N M Detect Stop Slow
9 M F M F Detect Fast Fast
10 M F M N Detect Slow Med
11 M F F M Detect Med Fast
12 M F F F Detect Med Fast
13 M N N N Detect Med Slow
14 M N N M Detect Med Slow
15 M N M F Detect Med Slow
16 M N M N Detect Med Med
17 F M F M Detect Med Med
18 F M F F Detect Fast Med
19 F M N N Detect Fast Med
20 F M N M Detect Med Slow
21 F F M F Detect Fast Med
22 F F M N Detect Slow Fast
23 F F F M Detect Med Fast
24 F F F F Detect Fast Fast
Note: N is near, M is Medium, F is Far,
and Med is medium velocity.
III. FUZZY LOGIC CONTROLLER DESIGN
FLC designed in this paper is based on the FLC design
for a single robot, and the rules-based are kept simple.
The spring-damper system is adopted between the leader
and follower. The virtual trajectory for the leader is set by
an attractive force emitted by the target, and this leader
trajectory becomes the reference trajectory for the follower
robot. Tracking can be defined as an act of approaching an
moving object by matching its location and velocity; therefore
follower should match its position and velocity to the leader.
Fig. 3 shows the FLC design proposed in this study where
the inputs are from proximity sensors and camera. In this
current study, the attached camera is considered to be in two
states only, detects or no detection. The camera application
for the leader is to recognize the target of the leader robot,
and for the follower robot to identify the leader. The camera
in this paper has no significant role; however, the inclusion
of a camera is to prepare the rules for the real system which
is an ongoing project at the moment. Eight proximity sensors
Fig. 3: Diagram block for FLC controller design
are installed on the robot; however, only four are utilized for
distance recognition in obstacle avoidance and maintaining the
safe distance to leader robot.
FLC is designed by creating a database to define the
linguistic variables and fuzzy rules based. Table I shows the
rules-based considered in this paper. The linguistic in table I is
translated into membership functions of inputs from sensors,
given in fig. 4. The fuzzification shown in fig. 3 maps the crisp
numbers into a fuzzy set that used to activate the associated
fuzzy set. The inference engine handles the way how to
combine the rules and represents the knowledge base of the
system. The defuzzification converts each of conclusion from
inference engines into a single crisp non-fuzzified, and FLC
output will be the input to the robots.
Inputs conditions for proximity sensors (S1;S2;S3, and
S8) in table I are N for near, M for medium, and F for
Far. Near, medium and far show the distance between the
robot to obstacles or the follower robot to leader robot. The
output results are the wheels’ velocity, which is divided into
four conditions, stop, slow, medium, and fast. In this paper,
camera condition is only limited to 2 states, detection, and no
detection, since robot moves if the camera detects the object
(leader or target), then the rules simplified only for camera
detection.
IV. RESULTS AND DISCUSSION
The feasibility of the proposed FLC designed is tested in
MobotSim software by designing leader-follower robots in
several environments. The FLC is designed using MobotSim’s
built-in BASIC editor. Robots are deployed in an environment
including several obstacles which considered as walls, and the
target is deemed to have an attractive virtual force. Robots
move from start to end points by utilizing distance sensors to
keep the safe distance to the obstacles and leader robots.
Robots positioned in the starting points are shown in fig. 6a,
7a, 8a, 9a, and 10a, and robots reaching the target shown in
fig. 6b, 7b, 8b, 9b, and 10b. Fig. 6 to 10 show that the leader
robots avoid obstacles and keep the distance to the wall in the
desired distance, and the follower robots keep the safe distance
to the leader while avoiding the obstacles and following the
wall at the same time. The robot implemented in this paper
is based on the real system, therefore the range of distances
considered in this research presented in fig. 4 is also based on
the real robot. The robots trajectories show that the follower
robot follows the leader from start to end point. The simulation
of one leader and one follower can easily extend to more that
one followers, as shown in fig. 11.
The material presented in this paper was a part of
simulations introduced to students at bachelor level in our
Polytechnic. The teaching-learning process is enhanced by
involving students’ active participation. The enhancement
was conducted by introducing several simulation software
and encouraging the students to design their robots and
environments. The software introduced are low-cost software
like this MobotSim and open-source software, since not all
the polytechnics in developing country can afford the costly
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Fig. 4: Membership function of sensors input
Fig. 5: Output system
high-end software. This paper also parts of our campaign and
encouragement to teachers and students working with robotics
to use low cost and open source software [23].
(a) Robots in start position
(b) Robots in final position
Fig. 6: Environment 1
(a) Robots in start position
(b) Robots in final position
Fig. 7: Environment 2
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V. CONCLUSIONS
FLC is a good approach to design navigation system for
a mobile robot since this type of controller does not require
exact mathematical modeling of the system. The mathematical
modeling of a two differential-driven mobile robot suffers
the non-holonomics constraint and the sensors attached to
cannot be solved by simple mathematical integration. By using
FLC, one can take data from sensors as the inputs for the
(a) Robots in start position
(b) Robots in final position
Fig. 8: Environment 3
(a) Robots in start position
(b) Robots in final position
Fig. 9: Environment 4
controller. This paper presents an improvement/extension from
FLC design for one robot to leader-follower formation robots.
The relation between leader and follower is modeled as a
virtual spring-damper system as presented in our previous
work [16]. The feasibility of the proposed method is proven
by simulations of leader and follower robot in simulation
using SCILAB for input-output representation, and MobotSim
for showing the implementation to mobile robots. Simulation
results show the effectiveness of the proposed method by
(a) Robots in start position
(b) Robots in final position
Fig. 10: Environment 5
(a) 3 Robots in start position
(b) 3 Robots in final position
Fig. 11: 1 leader and 2 followers robot
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showing that the follower robot follows the leader in all
the environment setting. The proposed method can be easily
developed for more than one follower as shown in fig. 11.
The method and software used are also introduced in
the author’s classroom, as a mean to increase students’
involvement in teaching-teaching learning process. By
improving the student’s involvement, it is also hoped to
enhance the creativity and understanding of the students about
robotics-related subjects in Politeknik Negeri Sriwijaya. This
paper is also part of our encouragement and campaign to
encourage teachers and students to use the low-cost, and open
source software for teaching-learning process [23], since not
all the university and polytechnic in developing countries can
afford the costly high-end software.
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Abstract—Arm robot manipulator heavily applied in industries
ranging from welding, pick-and-place, assembly, packaging,
labeling, etc. Trajectory planning and tracking is the fundamental
design of an arm robot manipulator. The trajectory is set and
determined to satisfy a certain criterion effectively and optimally.
Optimization of robot trajectory is necessary to ensure the good
quality product and to save energy, and this optimization can be
provided by the right modeling and design. This paper presents
a review study of arm-robot manipulator design and control
for trajectory tracking by investigating the modeling of an arm
robot manipulator starting from kinematics, dynamics and the
application of the more advanced methods. The idea of this paper
comes from the popularity of inverse kinematics among students.
Index Terms—Arm robot manipulator; industrial robot;
trajectory generation; trajectory tracking.
I. INTRODUCTION
Robotics and other autonomous systems have been taking an
important role in industries and domestic. Robots are machines
that have the ability to sense and carry on the assigned
test without fatigue. A robot can be fully autonomous and
semi-autonomous. Most applied robots are fully autonomous
and suffer some issues regarding its properties. Therefore,
researchers keep on finding the most efficient and effective
way of perfecting autonomous robots applied in industries
and finding the most efficient methods for those robots.
Arm robot manipulators are designed to replace humans in
typical industrial environments that involves dull, dirty, and
dangerous environment. Although it is still arguable whether
arm robot manipulators are ready to substitute humans, the
new revolution of industry, industry 4.0, is already here to
prove that a factory needs minimum numbers of human where
most of the industrial task are automatically conducted by
robots [1] [2].
Arm robot manipulator application in industries ranging
from welding, pick-and-place, assembly, packaging, labeling,
etc. The commonly applied configurations are SCARA,
articulated, cartesian and delta robot. Robot arm manipulator
consists of links and joints, and design of links and joints
has important roles in controlling robot’s trajectory. At the
last joint of the robot, an end-effector is attached, and the
position of end-effector is an important factor for producing
good quality products in industries. The term manipulation
refers to operations conducted by the robot including picking
and placing an object, grasping, releasing, interaction with the
applied environment and transporting objects within it working
space.
Trajectory planning and tracking are one of the fundamental
issues in the design of a robot manipulator. The trajectory is
set and determined to satisfy a certain criterion effectively
and optimally. There are two approaches for arm robot
manipulator trajectory tracking [3], by using forward and/or
inverse kinematics [4]- [14] in calculating desired joint space,
and considering robot dynamics in workspace [14]- [18].
Optimization of robot trajectory is necessary not only to
ensure a good quality product but also to save energy used
by reducing actuator force, and motion time. Energy saving is
important since this type of robot is continuously therefore
even a small percentage is matter. The application of PID
controller is not enough for optimizing robot trajectories, a
further method has to be conducted by applying artificial
intelligence such as Fuzzy Logic Controller (FLC) [21]- [23],
Neural Networks (NN) [24]- [26], the combination of FLC and
NN [27] [28] [29], and Genetic Algorithm (GA) [30] [31].
This paper presents a review study of arm-robot manipulator
design and control for trajectory tracking. it investigates
the modeling of arm-robot starting from kinematics and
dynamics, and the possibility of applying artificial intelligence
in creating more effective and efficient system. The idea comes
from the famous application of inverse kinematics among
students, therefore this paper would like to compare and show
method with more advanced method than inverse kinematics
in designing and controlling an arm robot manipulator since
kinematics ignores the existence of dynamics in joints such as
vibration, friction etc.
II. KINEMATICS OF ARM ROBOT MANIPULATOR
Kinematics is the science that considers the motion of an
object (robot) without cares for the cause of that motion.
Kinematics studies the position, velocity, acceleration, and
other higher derivatives of position with respect to time.
Therefore, the study of kinematics refers to all geometrical
and time-based properties of motion [33].
An arm robot manipulator is a set of links connected
by joints, the lowest part is called the based, and the end
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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Fig. 1: 2 DOFs revolute arm robot manipulator links
part is called end-effector. The number of joints and how it
moves define the degree of freedom (DOF). The joints are
characterized as revolute or prismatic joints. Fig. 1 shows 2
DOF robot consists of all revolute joints. A typical applied in
industries robot has 5 or 6 joints. In this paper, the kinematics
and dynamics are derived from 2 DOF (fig. 1) for the sake of
simplicity.
The notations given in fig.1 are
 Xi 1;Xi;Xi+1, Yi 1;Yi;Yi+1, Zi 1;Zi;Zi+1 are manipulator
coordinate frames.
 ai 1;ai;ai+1, are the link length, ai 1;ai;ai+1, are the
link twist, di is the link offset, and qi and qi+1 are the
joint angles.
 J is robot’s Jacobian matrix; Ji is link’s Jacobian matrix.
 vi is link’s translational velocity and wi is link’s rotational
velocity.
 mi is link’s mass.
 I˜i is link’s inertia
 aci is the length from link’s center of gravity to link’s
end.
 g is gravitational force.
A. Forward Kinematics
There are 2 approaches in calculating the position and
orientation of the end-effector, with geometrical approach
and algebraic approach. The most applied method, algebraic
approach, is by using Denavit-Hartenberg (DH) convention
that uses four basic parameters [32]. The distance from Zi 1
to Zi measured along Xi 1 is ai 1, the angle between Zi 1
and Zi measured along Xi is ai 1, the distance from Xi 1 to
Xi measured along Zi is di and the angle between Xi 1 to Xi
measured about Zi is qi [33]. DH representation of fig. 1 is
given in table I.
The transformation matrices from base to end-effector is
given by
TABLE I: DH-representation
i ai 1 ai 1 di qi
1 0 a0 0 q1
2 0 a1 0 q2
i+1
i T=
2664
cqi  sqicai sqisai aicqi
sqi cqicai  cqisai aisqi
0 sai cai di
0 0 0 1
3775 : (1)
Therefore, the forward kinematics of n-DOF with n-joints
is calculated from the base (0) of the robot to the end-effector
(n) and given by the matrix
0
nT=
0
1 T
1
2T:::
n 1
n T (2)
Based eq. 2, the transformation matrix of 2 DOFs
manipulator shown in fig. 1 can be written as
0
1T=
2664
c1  s1 0 a0c1
s1 c1 0 a0s1
0 0 1 0
0 0 0 1
3775 ; 12T=
2664
c2  s2 0 a1c2
s2 c2 0 a1s2
0 0 1 0
0 0 0 1
3775 ;
(3)
0
2T=
2664
c12  s12 0 a0c1+a1c12
s12 c12 0 a0s1+a1s12
0 0 1 0
0 0 0 1
3775=
2664
r11 r12 r13 px
r21 r22 r23 py
r31 r23 r33 pz
0 0 0 1
3775 :
(4)
where rk; j is the rotational elements and k and j = 1;2;3.
rk; j is calculated using inverse kinematics. The maximum
considered DOF is 6DOF, otherwise, it is a redundant robot
which kinematics will be different.
From eq. 4, robot’s position is
px = a0c1+a1c12;
py = a0s1+a1s12:
pz = 0
(5)
If all of the coordinate frames in fig. 1 are removed and
only the base is consider, robot zero position is px = a0+a1.
B. Inverse Kinematics
There are 2 methods to transform a manipulator in Cartesian
space into Joints space where the actuators work, namely,
geometric and algebraic. For manipulator given in fig. 1,
the geometric solution is the easiest way to find inverse
kinematics. In this approach, the manipulator is considered
in 2D, therefore the considered positions are only px and py,
therefore from eq. 4, robot’s position is
px = a1c1+a2c12;
py = a1s1+a2s12;
(6)
By summing the square of px and py, q2 is obtained as
follow
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p2x+ p
2
y = a
2
0
 
c21+ s
2
1

+a21
 
c212+ s
2
12

+2a0a1 (c1c12+ s1s12) ;
(7)
where based on trigonometric law, c12 = c1c2   s1s2, s12 =
s1c2+ c1s2, and c21+ s
2
1 = 1. Hence, eq. 7 can be written as
p2x+ p
2
y = a
2
0+a
2
1+2a0a1c2; (8)
and from eq. 8
c2 =
p2x+ p
2
y a20 a21
2a0a1
: (9)
Since c21+ s
2
1 = 1, then
s2 =
vuut1  p2x+ p2y a20 a21
2a0a1
!2
: (10)
From eq. 9 and 10, there are 2 possible solutions for q2,
that are
q2 = A tan2
0B@
vuut1  p2x + p2y  a20 a21
2a0a1
!2
;
p2x + p
2
y  a20 a21
2a0a1
1CA :
(11)
By revisiting and multiplying eq. 7 with c1 and s1
c1px+ s1py = a0
 
c21+ s
2
1

+a1c2
 
c21+ s
2
1

;
  s1px+ c1py = a1s2
 
c21+ s
2
1

;
(12)
c1px+ s1py = a0+a1c2;
  s1px+ c1py = a1s2:
(13)
By combining eq. 13,
c1
 
p2x+ p
2
y

= px (a0+a1c2)+ pya1s2: (14)
Therefore,
c1 =
px (a0+a1c2)+ pya1s2
p2x+ p2y
;
s1 =
vuut1  px (a0+a1c2)+ pya1s2
p2x+ p2y
!2
:
(15)
Finally, the two possible solutions for q1 are given by
q1 = A tan2
0@s1  px (a0+a1c2)+ pya1s2
p2x + p2y
2
;
px (a0+a1c2)+ pya1s2
p2x + p2y
1A : (16)
Calculating inverse kinematics with the geometric method
is very cumbersome, and more DOFs will result in a more
cumbersome calculation. Another method is algebraic, by
expanding the DH convention, however, for 2DOFs, it is easier
with the geometric method.
The position of end-effector shown in fig. 1 is given by eq.
5 and the relationship between joints and end-effector is given
by 
v
w

= q˙: (17)
v and w are the translational and rotational velocity of the
end-effector, q is robot positions.
The objectives of Jacobian implementation is to define
joint and workspace velocities, the applied forces and torques,
and manipulability properties, and understand the singular
configurations.
The first step is to define the orientation of rigid body which
consists of the Euler angles (f ;q ;y) associated with z0;y1 and
z2. If z axis is at the base frame considered parallel with the
end-effector, and the end-effector position is given in eq. 5.
The Euler rotation is 24fq
y
35=
24q1+q20
0
35 (18)
The Jacobian of a 2DOFs manipulator shown in fig. 1 is
J =

z0 (p2  p0) z1 (p2  p1)
z0 z1

; (19)
where the frame origins are
p0 =
2400
0
35 ; p1 =
24a0c1a0s1
0
35 ; p2 =
24a0c1+a1c12a0s1+a1s12
0
35 ; (20)
and the rotational axes given by
z0 = z1 =
2400
1
35 : (21)
Therefore, the components of eq. 19 are
z0 (p2  p0) = 

0 0 a0s1+a1s12
0 0  a0c1 a1c12
 a0s1 a1s12 a0c1+a1c12 0

0
0
1

;
z0 (p2  p0) =
24 a0s1 a1s12a0c1+a1c12
0
35 ; (22)
z1 (p2  p1) = 
24 0 0 a1s120 0  a1c12
a1s12 a1c12 0
352400
1
35 ;
z1 (p2  p1) =
24 a1s12a1c12
0
35 : (23)
Hence, the Jacobian matrix is
J (q) q˙=
26666664
 a0s1 a1s12  a1s12
a0c1+a1c12 a1c12
0 1
1 0
0 0
0 0
37777775 (24)
The translational and rotational velocities of end-effector in
fig. 1 are
v= Jv1q˙1+ Jv2q˙2;
w = Jw1q˙1+ Jw2q˙2:
(25)
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where Jv1 =  a0s1  a1s12, Jv2 =  a1s12,Jw1 = a0c1+ a1c12,
and Jw2 = a1c12. The column in Jacobian matrix defines the
effect of i-th joint on the end-effector velocities.
III. DYNAMICS OF ARM ROBOT MANIPULATOR
Dynamic considers the mathematical equations representing
the motion of an arm robot manipulator, which are the
motion resulted from the torques applied by the actuators or
other external forces applied to the manipulator. The analysis
of dynamic starts from a trajectory point or position and
calculates the required vector of joint torques. The dynamic
analysis also presents the energy needed to move the system.
The generic dynamics of a robot is given by
M(q) q¨+C(q; q˙) q˙+Dq˙+g(q) = t; (26)
Iq¨ +dq˙ +mgLsinq = t: (27)
where M(q) is a nn, symmetric and positive definite mass
matrix of arm robot manipulator, C(q; q˙) is a n1 vector v,
a quadratic functions of the joint velocities, Dq˙ is the friction,
g(q) is the gravity term, I is the inertia matrix, and q is robot
position.
The derivation of the dynamic is coming from kinematic,
and from Jacobian in eq. 24, the Jacobian of each robot’s link
in fig. 1 are
J1v =
24 a1s12 0a1c12 0
0 0
35 ; J2v =
24 a0s1 a1s12  a1s12a0c1+a1c12 a1c12
0 0
35 ; (28)
J1w =
240 00 0
1 0
35 ; J2w =
240 00 0
1 1
35 ; (29)
since the z-axes in the frame of link i and link i+1 are parallel
to the same axis of F0, therefore w is considered the same with
wz.
Kinetic energy K of the robot in fig. 1 is
K=
1
2
q˙T
h
m1J1v
T
J1v +m2J
2
v
T
J2v + J
1
w
T
I˜1J1w + J
2
w
T
I˜2J2w
i
: (30)
where
J1w
T
I˜1J1w + J
2
w
T
I˜2J2w =

I˜1+ I˜2 I˜2
I˜2 I˜2

: (31)
By neglecting friction, the mass matrix M(q) from eq. 26
is
M(q) =

M11 M21
M12 M22

; (32)
where
M11 = m1a2c1+m2
 
a20+a
2
c2+2a0ac2c2

+ I˜1+ I˜2;
M12 = m2
 
a2c2+a0ac2c2

+ I˜2;
M21 = m2
 
a2c2+a0ac2c2

+ I˜2;
M22 = m2ac2c2+ I˜2:
(33)
The quadratic functions of the joint velocities C(q; q˙) from
eq. 26 is
C(q; q˙) =

hq˙1 h
 
q˙1+ q˙2

 hq˙1 0

(34)
where h is calculated from the Christoffel symbols ci jk =
1
2
h
¶Mk j
¶qi
+ ¶Mki¶q j  
¶Mi j
¶qk
i
as follow
c111 =
1
2
¶M11
¶q1
= 0;
c121 = c211 =
1
2
¶M11
¶q2
= m2a0ac2s2 = h;
c221 =
¶M12
¶q2
  1
2
¶M22
¶q1
= h;
c112 =
¶M21
¶q1
  1
2
¶M11
¶q2
= h;
c122 = c212 =
¶M22
¶q1
= 0;
c222 =
¶M22
¶q2
= 0:
(35)
The gravitational forces working on the robot in fig. 1 is
given by
N(q) = M˙(q) 2N(q; q˙)
=

2hq˙1 hq˙2
 q˙2 0

 2

hq˙1 h
 
q˙1+ q˙2

 hq˙1 0

=

0  2hq˙1+hq˙2
2hq˙1+hq˙2 0

;
(36)
which is a skew-symmetric.
Therefore, robot dynamic in eq. 26 can be written as
M11q¨1+M12q¨2+ c121q˙1q˙2+ c211q˙2q˙1+ c221q˙ 22 +g1 = t1;
M21q¨1+M22q¨2+ c111q˙ 21 +g2 = t2:
(37)
The potential energy of each links in fig. 1, Pi, are
P1 = m1gac1s1;
and
P2 = m2g(a0s1+ac2s12) : (38)
Therefore, the potential energy P of the arm manipulator is
P= P1+P2 = (m1ac1+m2a0)gs1+m2gac2c12; (39)
where
g1 =
¶P
¶q1
= (m1ac1+m2a0)gc1+m2gac2s12;
g2 =
¶P
¶q2
= m2gac2s12:
(40)
Energy kinetic for each links, Ki are given by
K1 =
1
2
m1a2c1q˙1
2
+
1
2
I˜1q˙1
2
K2 =
1
2
m2p˙Tc2p˙c2+
1
2
 
I˜1+ I˜2
2 (41)
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Fig. 2: 4 DOF arm robot simulation in SCILAB
where
p˙Tc2p˙c2 = a
2
0q˙1
2
+a2c1
 
q˙1+ q˙2

+2a0ac2c2

q˙1
2
+ q˙1q˙2

(42)
IV. SIMULATION AN ARM-ROBOT MANIPULATOR
The arm robot design can be tested in simulation software
to ensure the robot follows the reference trajectory. One of
open source simulation is SCILAB which is enough to observe
robot motion. Fig. 2 shows a 4 DOF arm robot simulated in
SCILAB [34].
V. DISCUSSION
In designing arm-robot manipulator, there are 2 steps
of modeling, the kinematics and dynamics modeling. This
section discusses the application of kinematics, and dynamics
modeling and the addition of artificial intelligence to create a
more effective system.
A. Kinematics Modeling
Kinematics modeling is required for designing the motion
and trajectory of the robot without considering the dynamics
aspect such as force and friction. Kinematics modeling can
be tested using simulation to avoid the complexity of the
real system in testing the effectiveness of the proposed
method. Simulation was conducted by Ceccarelli et al. 2008
utilizing the kinematic design for a manipulator by creating
an algorithm for evaluating manipulator workspace [4], Lin
et al. 2014 proposed an intuitive kinematic control of a robot
via interface with human motion to control a robot directly
teleoperated in avoiding obstacle and finishing its task [5],
Reihara 2011 analyzed and solved the kinematics problem
for an AdeptThree robot arm with the application of DH
convention simulated in LabView [6], and Zodey et al. 2014
analyze the kinematics of a robotics gripper by simulating the
capability of hand modeling, grasp definition, grasp modeling,
grasp analysis and graphic to support the presentation [10].
Donelan 2011 investigated the kinematics singularities of
a robot manipulator using Kinematics mapping [7]. Song et
al. 2011 presented the cyclic coordinate descent (CCD) for
computing inverse kinematics in a multi-joint chain robot
[8]. Balkan et al. 2006 classified industrial robots based on
the kinematic and inverse kinematics structure in order to
obtain the simplified forward kinematics equations that will
lead to simpler inverse kinematics equation [9]. Kucuk et al.
2006 presented kinematics analysis of a Stanford manipulator
[11]. Sultan 2006 also presented the analysis of an arm robot
manipulator to design an efficient joint trajectory [12]. A
complete analysis and design of an arm robot manipulator
mounted on a mobile platform is presented by Clothier et
al. 2010 by presenting a geometric method in solving the
unknown joint angles to control the autonomous positioning of
an arm robot, and the type of end-effector used was a gripper
[13].
B. Dynamics Modeling
Dynamics modeling is necessary to create more effective
and efficient arm-robot. Muhammed et al. 2014 proposed a
method to minimize energy consumption for an arm robot
manipulator by solving robot’s inverse dynamic to analyze the
forces and torques of each joint and link [14]. Dehghani et al.
2014 proposed a dynamic modeling of a continuum robotic
arm that has high adaptation and compatibility with the shape
of an object to grasp objects [15].
Cen et al. 2017 discussed the effect of dynamics on forces
and torques of an arm robot applied in milling industry by
designing a force model. The experimental results showed
that the proposed method reduced 50% to 70% error for
key characteristic of the robot milling’s forces [16]. Bruno
et al. 2017 proposed the dynamic model identification of an
industrial robot that is linear with respect to the parameters
[17]. Paik et al. 2012 designed a humanoid robot by taking the
model of a 7DOF arm robot and an 8DOF hand. The proposed
model was compatible with the narrating model humanoid, and
at the same time powerful and functional to execute various
task [18].
C. Advance Control
To improve the effectiveness and increase the efficiency,
arm robot manipulator trajectory tracking design and control
requires more than kinematic and dynamic. The application
of advanced control theorem and artificial intelligence are
necessary such as adaptive control [19] [20]. Artificial
controlled applied in trajectory tracking of an arm robot
manipulators are Fuzzy logic controller (FLC) [21] [22] [23],
Neural Network (NN) [24] [25] [26], combination of FLC
and NN [27] [28] [29] and Genetic Algorithm (GA) [30]
[31]. The cumbersome and complication of kinematics and
dynamics modeling can be avoided by applying rules-based,
and/or learning-based of artificial intelligence.
VI. CONCLUSION
Modeling arm robot manipulator is a complicated work,
starting from how it moves in kinematics, and how much
energy needed in dynamics. This complicated and exhausting
work can be avoided by applying artificial intelligence (AI),
namely FLC, NN, and GA. By applying AI, the researcher
only needs to considered to map the input-output of the
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system. However, most of the time, this is not enough, the
combination of two types of AI gives a better performance
such as ANFIS, and combined the model with forward
and inverse kinematics. Arm robot manipulator control and
solution is complicated, however, its application is crucial in
industries, not to mention, the automatic industry, industry 4.0
is here to create more efficient manufacturing product.
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Abstract—A Magnetorheological Elastomer (MRE) is a 
smart material and that could change their properties by 
exposure to stimuli such as electric and magnetic fields, stress 
moisture and temperature. The objective of this research is to 
develop an MRE as a vibration isolator of a beam sandwich 
under different currents to get different stiffness of the MRE. 
An MRE was fabricated by mixing silicon rubber, silicon oil 
and carbonyl iron particles together and then cured for 24 
hours in a circular mold. The experimental result shows that 
there were decreases in amplitude of the vibration in time and 
frequency domains when the current applied to the coil is 
increased. 
 
Keywords—Magneto-rheological Elastomer, stiffness control, 
sandwich beam, vibration isolators. 
I. INTRODUCTION 
Sandwich structures are fundamentally utilized in weight 
sensitive industries such as a car, airplane and marine 
applications. A sandwich pillar comprises of two lean, 
hardened and solid confront sheets that are adhesively 
fortified on the sides of thick, light, powerless center. 
Confront sheets are utilized to reinforce the sandwich pillar. 
The center gives bolster for the confront sheets anticipating 
shear disappointment. The materials of the confront sheets 
can be metallic and non-metallic. Steel and aluminum are 
cases of metallic confront sheets whereas fiber strengthened 
composites are cases of non-metallic confront sheets. Normal 
center materials incorporate froths, folded sheets, 
honeycomb sheets and balsa wood [1-2].  
Typically, in engineering there was a lot of heavy 
machinery or structure that vibrates whether on a small or 
big scale. Vibrations were harmful especially to structures 
because it can cause structures to fail under very high 
vibration. Various methods and materials have been 
proposed to reduce vibration. The methods are broadly 
classified as a passive, semi-active, or active system [1-5]. 
These methods use different materials to achieve vibration 
reduction.  
The passive methods use the rubber as the material of 
choice. However, passive systems are only effective over a 
very narrow frequency range. As the excitation frequency 
changes, the vibration reduction effect decreases or even 
collapses because of mistuning. The semi-active method 
combines the use of sensors and actuators to vary the 
properties of an isolator system. On the other hand, the active 
methods combine the use of sensors, actuators, additional 
electronics and fluids with controllable properties in solving 
these problems [6]. In active vibration system, the 
disadvantages are high consumption of energy and 
requirement of large activation force. The semi-active 
method is preferable due to its stability and reliability for 
both low and high-frequency vibrations. 
The high frequency requires low stiffness and low 
damping vibration isolator while the low-frequency vibration 
requires high stiffness and high damping vibration isolator 
[1-7]. Magnetorheological Elastomers (MREs) are a class of 
smart materials whose stiffness and damping properties can 
be adaptively tuned to attenuate both low and high-frequency 
vibration [2-3,6,8-9]. The objective of this research is to 
develop an MRE as a tunable vibration isolator when 
different currents are applied to get different stiffness of the 
MRE. 
II. MAGNETO-RHEOLOGICAL ELASTOMER 
Magnetorheological fluids (MRFs) state of matter can be 
change with the use of different level of magnetic field. The 
fluids are composed of magnetic particles suspended in 
viscous fluid. It will have low viscosity with the absence of a 
magnetic field as the particle is not arranged. To enhance 
their magnetic susceptibility and reducing their tendency to 
form an aggregation, the magnetic particle of an MRFs are 
additionally covered with the special layer. Other substance 
such as anti-corrosion and anti-sedimentation substance, is 
added in a small amount. The influence of magnetic field 
causes changes in the physical properties of MRFs. The 
liquid returns to its baseline after absent of external magnetic 
field. One of the disadvantages of the MRFs is the 
sedimentation [1]. 
MREs, also known as a magneto-sensitive elastomer, are 
a class of smart materials whose stiffness and damping 
properties can be adaptively tuned to attenuate (reduce 
force/amplitude/effect) both low and high-frequency 
vibration. It is usually achieved by varying the magnetic flux 
input and in full active mode using sensors and actuators or 
semi-active mode [5,10-11]. Also, MREs have an improve 
properties in new structural materials.  They are an 
intelligent composite material whose physical properties that 
are sensitive to the effect of the magnetic field. These 
changes are non-linear, which is completely reversible and 
occur within several milliseconds. Furthermore, MREs are a 
solid phase counterpart of MRFs. The liquid carrier is 
replaced by a solid material elastomer or rubber in the case 
under analysis. The polymeric matrix that is built inside the 
material were embedded with good magnetic properties 
material such as carbonyl-iron [8,12]. 
There are many benefits to using MRE. They consist of 
natural or synthetic rubber matrix interspersed with micron-
sized (3 to 5 microns) ferromagnetic particles. An elastomer 
such as rubber is used, on the point that they are generally 
soft and deformable at room temperature with having the 
ability to reversibly extend from 5-700% depending on the 
specific material. In conjunction with the particle structure, 
the magnetic particle cannot move freely within the matrix 
due to the elastomer. Thus, no sedimentation presents. On 
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top of it, with the limitation particles movement result in a 
quicker response to a magnetic field than in MRFs [13]. 
MRFs durability is limited due to densification of liquid after 
many operating cycles. Agglomeration and sedimentation of 
magnetic particles is no longer a problem in case of MREs. 
Thermal stability is better where MREs and MRFs have a 
different operating range which is the essential difference 
between them [9,11,14]. 
The fabricated MRE samples are composed of carbonyl 
iron powder of an approximate diameter of 10 µm dispersed 
within the room-temperature vulcanizing (RTV) rubber 
matrix and silicon oil. They are fabricated based on the 
expertise acquired in the studies as shown in Figure 1.  
 
 
Fig. 1. Fabrication of MRE 
III. VIBRATION ISOLATOR 
A. Simulation 
Finite Element Method Magnetics (FEMM) was an open 
source finite element analysis software package for solving 
electromagnetic problems. The program addresses 2D planar 
and 3D axisymmetric linear and nonlinear harmonic low 
frequency magnetic and magneto-static problems and linear 
electrostatic problems. This software was used to help in to 
design the magnetics circuit in the multi-sandwich vibration 
isolator by simulating the magnetic field in different types of 
conditions and parameters.  
A setup design is constructed by two materials, where the 
304 Stainless steel will be substituted by Aluminum 1100. 
For aluminum simulation material in FEMM software is 
shown in Figure 2.  
 
Fig. 2. Model in FEMM using Aluminium material.  
 
 Through values of flux density (B) against the field 
strength (H) a set of curves can produce known as 
Magnetization Curves, Magnetic Hysteresis Curves or more 
generally B-H Curves for each sort of core material used as 
shown in Figures 3a-3c, where FEMM simulation results 
without MRE, simulation results using stainless steel and 
using aluminium materials, respectively.  
a)  
b)  
c)
Fig. 3. Magnetics density contour plot  
 
From the figure above, both of the simulations have 
produced a closed-loop magnetic field strength. The 
aluminum produces higher magnetic flux than the stainless 
steel, such that for this research decided to choose aluminum 
material as the main sandwich plated to be fabricated. 
B. Fabrication 
The beam sandwich is made of two aluminum plates with 
a pair of aluminum rods which the properties is shown in 
Figure 4. There were two main materials for the fabrication 
of the multi-sandwich vibration isolator which were plain 
carbon steel and aluminum. Plain carbon steel and aluminum 
were chosen based on its ferromagnetic properties and 
availability in the market. After each part of the vibration 
isolator has gone through in processes, the parts are 
assembled through methods of fitting using bolts and screw. 
A cross-sectional drawing shown in Figure 4. 
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C. Test Setup 
Figure 5 shows the experimental setup of the vibration 
testing on MRE vibration isolator. The DAQ was connected 
to the laptop and the piezoelectric accelerometer to send the 
vibration signal to the laptop for processing. The DC power 
supply supplies current to the DC motor and the 
electromagnetic coil located inside the vibration isolator. The 
DC motor is used as disturbances was supplied with a 
constant voltage at 12V throughout the whole experiment 
and mounted on top of the vibration isolator. Each time the 
experiment was conducted, the electromagnetic coil was 
supplied with 0, 1.0, 1.5 and 2.0 amperes while the DC 
motor was kept constant DC voltage at 12V. The values and 
data are recorded inside the laptop using the DasyLab 
module. The data were analyzed and plotted into graphs for 
ease of analysis and observing the changes in data. The data 
were split into the time domain and frequency domain for 
each current applied for better analysis. 
 
 
Fig. 4. Cross-sectional Diagram of Vibration Isolator 
 
 
Fig. 5. The experimental setup 
IV. RESULTS AND DISCUSSION 
Figure 6 shows the time response of the accelerometer on 
the vibration isolator when the current applied was 1 ampere. 
The vibration data are shown to be very useful in analyzing 
the vibration of the MRE vibration isolator. It can be seen 
that averagely the peak for the time domain are in the range 
of 0.04m to 0.06m. This data might not be representing the 
whole data because it has been scaled down to plot a clear 
graph. Figure 7 shows the frequency response of the 
accelerometer on the vibration isolator when the current 
applied was 1 ampere. From the figure, it can be seen that the 
highest peak obtained from the vibration isolator was 0.043m 
at 420 Hz.  
When the current applied to the electromagnetic coils 
increases, this also increases the magnetic flux density in the 
effective area of the vibration isolator. This reacts with the 
carbonyl iron particles in the MRE and increases the stiffness 
of the MRE which in turn decreases the vibration on the 
MRE vibration isolator that was made by the 12V DC motor. 
Figures 8-9 were the result of gathering data from all the 
time response graphs and frequency graphs and combining 
them into two graphs for time and frequency respectively to 
observe and analyze the difference in amplitude of vibration 
when the 12V DC motor is providing vibration towards the 
MRE vibration isolator. From the graph, it was observed that 
there were slight differences in the amplitude of vibration 
with each increment of current applied. At some point it was 
hard to see just by observing the graph as it was not very 
clear for the time domain, so RMS value was calculated for 
the entire data for each current applied as shown in Table 1.  
 
Fig. 6. Time response of vibration isolator at current 1 Amp. 
 
Fig. 7. The frequency response of vibration isolator at current 1 Amp. 
 
TABLE I.  RMS VALUE BASED ON EXPERIMENTAL RESULTS 
Current (Amp) 
RMS Value 
Time response Frequency response 
0.0 0.0114 0.0102 
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Current (Amp) 
RMS Value 
Time response Frequency response 
1.0 0.0094 0.0099 
1.5 0.0024 0.0082 
2.0 0.0014 0.0072 
 
 
Fig. 8. Time response of vibration isolator at current 0-2 Amp. 
 
Fig. 9. Time response of vibration isolator at current 0-2 Amp. 
V. CONCLUSION 
To conclude from the simulation results obtained, it can 
be seen that the vibration produced by the DC motor towards 
the MRE vibration isolator for the sandwich beam is 
decreasing with each increment in current supplied to the 
electromagnetic coil. From the experimental results obtained, 
it can be seen that the peak value for the time and frequency 
response graphs were decreasing in value as the current 
applied increased. This was further proven by the RMS value 
calculated for the time and frequency domains where the 
value also decreases with each increment of current applied. 
This proves that MRE does have the ability to be 
manipulated by an external magnetic field regarding 
changing the stiffness and isolating vibration.  
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Abstract—Most of the vibration isolator has fixed stiffness 
such as a passive vehicle mounting system. Objective of this 
research is to develop a Magneto-rheological Elastomer (MRE) 
as a vibration isolator; stiffness of vibration absorber can be 
controlled by an applied magnetic field. An MRE was 
fabricated by mixing silicon rubber, silicon oil and carbonyl 
iron particles together and then cured for 24 hours in a 
circular mold. The experimental result shows the absorption 
capacity of the developed MRE is better than the traditional 
MRE in time and frequency domains.  
 
Keywords—Magneto-rheological Elastomer, stiffness control, 
vibration isolators. 
I. INTRODUCTION 
Typically, in engineering there was a lot of heavy 
machinery or structure that vibrates whether on a small or 
big scale. Vibrations were harmful especially to structures 
because it can cause structures to fail under very high 
vibration. Various methods and materials have been 
proposed to reduce vibration. The methods are broadly 
classified as a passive, semi-active, or active system [1-5].  
The passive methods use the rubber as the material of 
choice. However, passive systems are only effective over a 
very narrow frequency range. As the excitation frequency 
changes, the vibration reduction effect decreases or even 
collapses because of mistuning. The semi-active method 
combines the use of sensors and actuators to vary the 
properties of an isolator system. On the other hand, the active 
methods combine the use of sensors, actuators, additional 
electronics and fluids with controllable properties in solving 
these problems [6]. Disadvantages of the active vibration 
system are high consumption of energy and requirement of 
large activation force. The semi-active method is preferable 
due to its stability and reliability for both low and high-
frequency vibrations. The high frequency requires low 
stiffness and low damping vibration isolator while the low-
frequency vibration requires high stiffness and high damping 
vibration isolator [1,2,7–11].  
The Magnetorheological Elastomers (MREs) are a class 
of smart materials whose stiffness and damping properties 
can be adaptively tuned to attenuate both low and high-
frequency vibration [1–3,10,12]. The objective of this 
research is to develop a MRE as a tunable vibration isolator 
when different currents are applied to get different stiffness 
of the MRE. 
II. MAGNETO-RHEOLOGICAL ELASTOMER 
Magnetorheological fluids (MRF) state of matter can be 
changed with the use of different level of magnetic field. The 
fluids are composed of magnetic particles suspended in 
viscous fluid. It will have low viscosity with the absence of a 
magnetic field as the particle is not arranged. To enhance 
their magnetic susceptibility and reducing their tendency to 
form an aggregation, the magnetic particle of an MRFs are 
additionally covered with the special layer. Other substance 
such as anti-corrosion and anti-sedimentation substance, is 
added in a small amount. The influence of magnetic field 
causes changes in the physical properties of MRFs. The 
liquid returns to its baseline after absent of external magnetic 
field. One of the disadvantages of the MRFs is the 
sedimentation [1]. 
MREs, also known as a magneto-sensitive elastomer, are 
a class of smart materials whose stiffness and damping 
properties can be adaptively tuned to attenuate (reduce 
force/amplitude/effect) both low and high-frequency 
vibration. It is usually achieved by varying the magnetic flux 
input and in full active mode using sensors and actuators or 
semi-active mode [6,9,13]. Also, MREs have an improve 
properties in new structural materials.  They are an 
intelligent composite material whose physical properties that 
are sensitive to the effect of the magnetic field. These 
changes are non-linear, which is completely reversible and 
occur within several milliseconds. Furthermore, MREs are a 
solid phase counterpart of MRFs. The liquid carrier is 
replaced by a solid material elastomer or rubber in the case 
under analysis. The polymeric matrix that is built inside the 
material were embedded with good magnetic properties 
material such as carbonyl-iron [3,14]. 
There are many benefits to using MRE. They consist of 
natural or synthetic rubber matrix interspersed with micron-
sized (3 to 5 microns) ferromagnetic particles. An elastomer 
such as rubber is used, they are generally soft and 
deformable at room temperature. In conjunction with the 
particle structure, the magnetic particle cannot move freely 
within the matrix due to the elastomer. Thus, no 
sedimentation presents. On top of it, with the limitation 
particles movement result in a quicker response to a 
magnetic field than in MRFs [4]. MRFs durability is limited 
due to densification of liquid after many operating cycles. 
Agglomeration and sedimentation of magnetic particles is no 
longer a problem in case of MREs. Thermal stability is better 
where MREs and MRFs have a different operating range 
which is the essential difference between them [12,13,15]. 
The fabricated MRE samples are composed of carbonyl 
iron powder of an approximate diameter of 10 µm dispersed 
within the room-temperature vulcanizing (RTV) rubber 
matrix and silicon oil. They are fabricated based on the 
expertise acquired in the studies as shown in Figure 1. 
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III. VIBRATION ISOLATOR 
A. Simulation 
Finite Element Method Magnetics (FEMM) was an open 
source finite element analysis software package for solving 
electromagnetic problems. The program addresses 2D planar 
and 3D axisymmetric linear and nonlinear harmonic low 
frequency magnetic and magneto-static problems and linear 
electrostatic problems. This software was used to help in to 
design the magnetic circuit in the multi-sandwich vibration 
isolator by simulating the magnetic field in different types of 
conditions and parameters.  
 
 
Fig. 1. Fabrication of MRE 
 
 
 
 
Fig. 2. Magnetics flux density contour plot  
 
After defining the block properties and materials, the 
software can begin meshing the nodes to start simulating the 
magnetics circuit in the design that has been plotted and 
defined earlier. After defining the block properties and 
materials such as 1020 Steel, Aluminum 6061, copper coils 
and the air gaps, the FEMM simulation will look like as 
shown in Figure 2. The contour plot of magnetic flux density 
can be shown in the results of the FEMM as shown in the 
figure. The highest concentration of magnetic flux density 
was at the area where the MRE was located which was 
exactly the aim of this design was. This was also achieved by 
putting steel plates in between the MRE to make a kind of 
sandwich plate system to drag the magnetic field into the 
effective area highlighted in the figure. This result will be 
used to determine the design of the multi-sandwich vibration 
isolator regarding materials, dimensions of work-piece, and 
coil properties.  
B. Fabrication 
There were two main materials for the fabrication of the 
multi-sandwich vibration isolator which were plain carbon 
steel and aluminum. Plain carbon steel and aluminum were 
chosen based on its ferromagnetic properties and availability 
in the market. After each part of the vibration isolator has 
gone through in processes, the parts are assembled through 
methods of fitting using bolts and screw. A cross-sectional 
drawing shown in Figure 3. 
 
 
 
 
 
Fig. 3. Cross-sectional Diagram of Vibration Isolator 
C. Test setup 
Figure 4 shows the experimental setup of the vibration 
testing on MRE vibration isolator. The data acquisition 
system  (DAQ) was connected to the laptop and the 
piezoelectric accelerometer to send the vibration signal to the 
laptop for processing. The DC power supply supplies current 
to the DC motor and the electromagnetic coil located inside 
the vibration isolator. The DC motor is used as disturbances 
was supplied with a constant voltage at 12 V throughout the 
whole experiment and mounted on top of the vibration 
isolator. Each time the experiment was conducted, the 
electromagnetic coil was supplied with 0, 1.0, 1.5 and 2.0 
amperes while the DC motor was kept constant DC voltage 
at 12 V. The values and data are recorded inside the laptop 
using the DasyLab module. The data were analysed and 
plotted into graphs for ease of analysis and observing the 
changes in data. The data were split into the time domain and 
frequency domain for each current applied for better 
analysis. 
IV. RESULTS AND DISCUSSION 
Figure 5 shows the time response of the accelerometer on 
the vibration isolator when the current applied was 0 ampere. 
The vibration data are shown to be very useful in analyzing 
the vibration of the MRE vibration isolator. It can be seen 
that averagely the peak for the time domain are in the range 
of 0.05 m to 0.01 m. This data might not be representing the 
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whole data because it has been scaled down to plot a clear 
graph. Figure 6 shows the frequency response of the 
accelerometer on the vibration isolator when the current 
applied was 0 ampere. From the figure, it can be seen that the 
highest peak obtained from the vibration isolator was 0.028 
m at 1500 Hz.  
 
 
Fig. 4. The experimental setup 
 
 
Fig. 5. Time response of vibration isolator at current 0 Amp. 
 
 
Fig. 6. Frequency response of vibration isolator at current 0 Amp. 
 
When the current applied to the electromagnetic coils 
increases, this also increases the magnetic flux density in the 
effective area of the vibration isolator. This reacts with the 
carbonyl iron particles in the MRE and increases the stiffness 
of the MRE which in turn decreases the vibration on the 
MRE vibration isolator that was made by the 12V DC motor. 
Figures 7-8 were the result of gathering data from all the 
time response graphs and frequency graphs and combining 
them into two graphs for time and frequency respectively to 
observe and analyze the difference in amplitude of vibration 
when the 12 V DC motor is providing vibration towards the 
MRE vibration isolator. From the graph, it was observed that 
there were slight differences in the amplitude of vibration 
with each increment of current applied. At some point it was 
hard to see just by observing the graph as it was not very 
clear for the time domain, so RMS value was calculated for 
the entire data for each current applied as shown in Table 1.  
TABLE I.  RMS VALUE BASED ON EXPERIMENTAL RESULTS 
Current (Amp) 
RMS Value 
Time response Frequency response 
0.0 0.0398 0.0502 
1.0 0.0397 0.0499 
1.5 0.0391 0.0490 
2.0 0.0390 0.0485 
 
 
Fig. 7. Time response of vibration isolator at current 0-2 Amp. 
 
 
Fig. 8. Time response of vibration isolator at current 0-2 Amp. 
V. CONCLUSION 
To conclude from the results obtained, it can be seen that 
the vibration produced by the DC motor towards the MRE 
vibration isolator is decreasing with each increment in 
current supplied to the electromagnetic coil inside the 
vibration isolator. The vibration isolator that was fabricated 
was able to focus the magnetic flux density in the effective 
area of MRE. From the experimental results obtained, it can 
be seen that the peak value for the graphs was decreasing in 
value as the current applied increased. This was further 
proven by the RMS value calculated for the time and 
frequency domains where the value also decreases with each 
increment of current applied. This proves that MRE does 
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have the ability to be manipulated by an external magnetic 
field regarding changing the stiffness and isolating vibration.  
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Abstract—A wall-following robot needs a robust controller 
that navigate robot based on the specified distance from the wall. 
The usage of PID controller has been successfully minimizing 
the dynamic error of wall-following robot. However, a manual 
setting of three unknown parameters of PID-controller often 
precisely increase instability. Hence, recently there are many 
approaches to solve this issue. This paper presents an approach 
to obtaining those PID parameters automatically by utilizing the 
role of Genetic Algorithm. The proposed method was simulated 
using MATLAB and tested in a real robot. Based on several 
experiments results it has been showing the effectiveness of 
reducing the dynamic error of the wall-following robot.  
Keywords—Wall-Following Robot, PID Controller, Genetic 
Algorithm, PID-GA Controller  
I. INTRODUCTION 
A wall-following robot is a robot that has the primary 
task to follow the wall by maintaining its movement. The 
robot will move closer to the wall, move forward and move 
further from the wall when its position is far from the wall, 
on the predetermined path and close to the wall, 
respectively. Thus, apparently, by utilizing the mounted 
distance sensors, the robot has to sense the distance between 
the wall and itself along the operation. Besides, these 
distances are processed to generate the proper movement 
with the involvement of a specific controller. The success of 
this robot lies in its capability to follow the predetermined 
path by concerning quickness and accuracy, that apply in 
automatically wheelchair, electronic goods transportation, 
and automated guided vehicle (AVG) [1]-[4].  
However, the accuracy of all sensors is affected by 
limited precision. Evenly the best sensors still have a degree 
imprecision. Consequently, the role of the controller in 
maintaining the movement has been becoming the core of 
the problem to be accomplished. There are many control 
methods have been attempted to address the common issue 
of the wall-following robot [5], such as Fuzzy Logic [6][7], 
Genetic Algorithm, Neural Network or hybrid of them [8]. 
But, most of these approaches have to utilize the orientation 
sensor featured in the robot (compass, GPS, etc.) [9]. 
The well-known controller proposed method to 
address these problems is a PID Controller that generating 
the proper velocity for each wheel referring to the rule of 
pulse width modulation (PWM) [10][11]. As known, 
generally, the performance of PID-controller lies on a 
determination of its three necessary parameters. Each 
parameter of the PID controller has a particular influence on 
the process. Consequently, their precision should be 
concerned carefully. 
There have been many methods proposed in 
producing these parameters automatically. The previous PID 
tuning is using Ziegler-Nichols Algorithm [12]. But the 
tuning method is needed difficult robot modeling for 
satisfaction one. In another case, the necessary parameters 
were obtained automatically involving an algorithm that can 
derive the original data to be proper optimum parameter 
respect to the movement. Fuzzy-PID is one of the tuning 
methods of PID using Fuzzy Logic [13][2].  Tang et al. [14] 
and Takahashi [15] also proposed a method to tune PID 
automatically using Neural Network. Unfortunately, these 
the process is too many computations works that make a 
control process operated in hard.  
This paper proposed a method to improve the 
performance of a wall-following robot with PID Controller 
which the parameters tuned automatically by Genetic 
Algorithm (GA). GA is a metaheuristic inspired by the 
process of natural selection used to optimize and search for 
some variables [16] [17].  
The robot considered here is a self-designed robot which 
is completed by some distance sensors. The robot will 
maneuver use a differential-wheel system of the mobile 
robot [18]-[20]. These sensors were installed and placed on 
the precise direction which aims to be ably sensing the left-
side, right-side and front-side wall accurately.   
This paper is organized as follows. The related basic-
knowledge is presented in Section 2. Section 2 also 
describes the design flow of the proposed method. Section 3 
gives the experimental result and discussion. Finally, the 
experiment will be concluded in Section 4. 
II. METHOD 
A designed robot that completed by three distance 
sensors is used to implement the proposed method. This 
robot was intended to be able working automatically 
utilizing the capability microcontroller, Arduino, which 
calculates the distance and control two DC motors 
connected to an odometer.  
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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 A. Robot Kinematic Model 
Fig. 1 shows the steering system of the nonholonomic 
wheeled mobile robot. The turning ability is dominantly due 
to two powered wheels referring to the rule of the 
differential drive system [17]. The robot has a dimension 
such as L=10 cm R=3.5 cm  
 
Fig. 1. Robot Pose in a Globa Coordinate System  
By considering that the robot is operated in a planar 
environment, the robot's pose p comprises two-dimensional 
planar coordinates , and an orientation . Thus, the prior 
robot’s pose can be described by the following vector, 
 (1) 
Since the linear velocity  and angular velocity  are 
considered as the control reference, we have the dynamic,   
 
(2) 
where  is the transition of the robot. Then the posterior 
robot’s pose becomes   
 (3) 
Additionally, involving the term angular velocities for 
each powered wheels, the control reference can be equated 
as follows: 
 
(4) 
 
(5) 
 (6) 
 (7) 
where  and  are the angular velocity of the right and left 
the wheel, respectively.   
B. PID-GA Controller Design 
PID-controller is a well-known controller widely used to 
solve a nonlinear problem of the specific system. It adjusts 
three necessary parameters as condition change 
dynamically. These non-zero parameters are commonly 
termed as proportional gain Kp, integral gain Ki, and 
derivative gain Kd and due to their influence to the output 
controller, obtaining their accurate values have been 
regarded as the crucial task of the usage PID controller. 
These specific values can be obtained by performing 
particular high-level tuning.   
Generally, the optimum setting of these parameters 
involves the role of accumulated error, e(t), which is 
calculated from actual process value pv and predetermined 
value termed as set point, sp(t). Considering u(t) as the 
control variable, then the analogy of the PID controller will 
be depicted as Fig. 2. It can be modeled mathematically as 
follows [9] [10],    
 
(8) 
where t indicates that the controller is operated in a time 
domain. 
  
Fig. 2. The PID Controller Diagram  
Obtaining the non-zero value of the proper amount of three-
term controller Kp, Ki and Kd have been challenging many 
researchers. Ineffectively it has been accomplished by 
manual tuning. 
Genetic Algorithm (GA) is an optimization method 
based on the natural selection process. It modifies the initial 
population of individual solution till obtained the proper 
optimum solution to the target system. A term named as 
fitness function represents the quality of target optimized 
system. The optimal solution offered by GA can be 
perceived by adjusting the generated random or known as 
initial population value with natural process termed as 
crossover and mutation. To produce the best solution, the 
process iteration can be predetermined as many as possible 
[15] [16]. 
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 The mobile robot has a task to follow the desired path by 
maintaining the rotational velocity of each wheel as shown 
in Fig. 3. These velocities are generated from the linear 
velocity produced by the PID controller.  
 
Fig. 3. Wall-Following Process 
In order to utilize the general equation of PID, initially 
the error was designed as follows: 
  (9) 
Then, considering that the angular velocity  has no 
much effect to the robot’s dynamic error, the angular 
velocity v is regarded to be equal as the half of prior 
orientation. Hence, the PID controller only produces the 
linear velocity of the robot  that will be used to obtain each 
angular velocity of the wheel by applying (6)-(7).   
 
Fig. 4. The PID-GA Controller Diagram 
Furthermore, the GA was used to generate three basic 
parameters of PID (i.e. Kp, Ki, and Kd). To know the 
quality of the gained solution, the fitness function is 
constructed as follows: 
 
 (10) 
where it represents all error along the movement. Each 
iteration stores an optimum solution of a generation and the 
next generation will store the new solution if it is better than 
the previous solution otherwise the process in the current 
generation will be restarted. The last representation shows 
us the best solution of three basic parameters of PID 
controller produced by GA. 
Finally, the output of the PID controller u(t) can be used 
to recalculate the linear velocity of the stable pose e(t) = 0 
denoted by vst. Then, the final linear velocity v(t) is derived 
as follows:  
  (11) 
III. RESULTS AND DISCUSSION 
The real wall-following robot has been designed and 
shown in Fig. 5. The proposed method of PID-GA controller 
was tested by simulating the robot kinematic model using 
MATLAB. 
 
Fig. 5. The Real Wall-Following Robot 
Automatically, a GA has been approached to generating 
the parameters of the PID controller. The effectiveness 
includes the quick process and the guaranteed precision. To 
determine the satisfied parameters, which are non-negative 
constants, it is required to involve the optimization method. 
Two different experiments of the wall-following robot 
performance have been performed either normal with 
constant linear velocity or controlled by PID-GA Controller.  
The mobile robot with different those two type of the 
controller was positioned at the same coordinate position 
(8.4,1,π/4). Then, both were operated at the same time span 
of 100 seconds. The robot should follow the wall in a 
distance of 6 cm from the wall. By applying 60 iterations or 
approximately its operation within a minute, the robot 
performance with the constant linear velocity of 0.15 cm/s is 
seen in Fig. 6(a). By applying same starting point, the 
performance of wall-following robot controlled by the GA-
PID Controller as seen in Fig. 6(b). The comparison of two 
different performances can be presented by its generated 
error on a scale of dm and the last coordinate as shown in 
Table 1.   
Furthermore, the end position that reached by the robot 
and the total number of errors expressed by (4) have been 
observed. The position achievement of the robot with PID-
GA controller farther from the starting position. It indicates 
that the robot with PID-GA controller has a better working 
speed compared to the others. While the value of the total 
error with PID-GA controller lest than other. It also 
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 indicates that PID-GA controller has a better level of 
following the desired path.   
 
 
(a) 
 
(b) 
Fig. 6. The Result of the Performance of Wall-Following Robot: (a). PID 
Controller without GA. (b) GA-PID Controller  
TABLE I.  TABLE TYPE STYLES PERFORMANCE OF WALL-
FOLLOWING ROBOT 
Characteristic Generated Error Final Position 
Normal Movement 0.83625 9.1986 
Based on PID-GA 0.78543 9.2867 
 
IV. CONCLUSION 
The PID-GA Controller has implemented to control the 
wheeled-mobile robot to follow the desired path along the 
wall. The role of PID-GA Controller is to produce the 
proper linear velocity of the wall-following robot. The 
reduce of the error number shows the effectiveness of the 
proposed method. It can be seen from the experimental 
result that shows the robot has faster speed and smoother 
movement than the before. The proposed controller able to 
improve the performance of wall following robot better. The 
GA able to optimize the PID parameters simpler and with 
optimization time faster than optimize manually. 
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Abstract—This paper presents the use of sunlight trackers 
to increase the efficiency of solar panels. The sunlight tracking 
is done by passive and active tracking method with one or two 
axis. The active trackers use an electrical motor as a driver and 
can be controlled by a microcontroller or a programable logic 
controller (PLC) according to the direction of sunlight. The use 
of this controller in sunlight tracking system performed in real 
time or periodically. The position of the sun as a controller 
input can be obtained based on azimuth angle and solar 
elevation angle or by direct measurement using sensors. From 
the discussion is obtained an increase of efficiency of 29.37% in 
avarage using the active tracker. 
Keywords— solar cell, tracker, microcontroller, programable 
logic controller 
I. INTRODUCTION  
The depletion of fossil energy sources and the ever-
increasing demand for energy have prompted intensive 
research for the development of renewable energy source 
that is more efficient and green energy sources. Some 
renewable energy sources such as wind, micro-hydro, 
geothermal, biomass, biogas and diesel fuel are used as 
stand-alone electrical energy sources or interconnected 
through electricity networks. Solar energy, i.e the sunlight 
and heat energy has been exploited by humans for a long 
time by using various technologies ranging from simple to 
sophisticated. This is due to the fact that the sun as a source 
of energy can generate more amount of the power until 
27.000 times bigger compare to the other sources[1]. The 
current technology enables to convert the solar radiation into 
electrical energy known as photovoltaic systems. This 
conversion system is expected to make a significant 
contribution which sholved some of the energy problems 
facing the world today. 
The energy conversion efficiency especially in 
photovoltaic systems is an interesting issue, since the system 
has a low overall efficiency of less than 20% [2]. The 
overall increased efficiency of solar panels can be done by 
maximizing power output, increasing cell efficiency, and 
implementing a tracking system [3]. The efficiency is also 
affected by weather conditions, irradiation and temperature 
levels. For example, clouds that pass through some solar 
cells or sub-modules will reduce the total output power of 
the PV arrangement [4]. 
The use of large-scale PV systems depends on the cost 
and efficiency of energy conversion. Based on the latest 
technological developments, the utilization of PV tracking 
system is an optimal choice to improve system efficiency 
and to reduce costs. 
II. SUN TRACKING METHODES  
The amount of energy absorbed by the solar panel can be 
increased through the implementation of a solar tracking 
system. The sunlight tracking system can be installed by 
using one or two axis. Actually, the two-axis trackers are 
most efficient to use but it can increase more complexity. It 
can be the best choice for locations where the position of the 
sun continues to change throughout the year in different 
seasons. While, one axis tracker can be a good solution for 
places located around the equator that have no significant 
changes in the sun’s position throughout the year [5]. The 
use of a tracking system will allow PV cells to lead to the sun 
accurately, which is able to compensate for changes in the 
height of the sun (throughout the day), to latitude of the sun 
(during seasonal changes) and to change in azimuth angle. 
The sun tracking systems using either two axes or one axis 
can be categorized into two classifications, i.e. passive 
(mechanical)and active (electrical) tracking methods [6]. 
A. Passive (Mechanical) Tracking 
The passive trackers work on the principle of thermal 
expansion. The utilization of solar heat will cause an 
imbalance in the tracker, so that the movement of the tracer 
will arise. The level of complexity of passive trackers is 
lower when compared to the active trackers, but fails to 
provide high efficiency at low temperatures. In the tropical 
region with plenty of sunlight available throughout the year 
and small variations in azimuth angle, it is possible to 
develop Passive (mechanical) Tracking [7]. In addition, the 
use of passive tracking fits perfectly with the slow sun 
movement so as to avoid oscillatory motion [6]. In terms of 
performance shows that passive trackers can improve PV 
efficiency and are cheaper in terms of cost, but not widely 
used by consumers. 
Poulek, designed a low-cost passive tracker with one 
axis using SMA (Shape Memory Alloy). The materials used 
in the test are NiTi, CuZnAl and CuAlNi, carried out at a 
short time following the movement of the sun starting at an 
angle of 600. The results of the study obtained that this 
tracker works very well in short testing periods and there is 
an increase in efficiency of about 2% [8]. However, this 
tracker design obey to the effect of gear transmission (the 
self-locking transmission) and cannot be used at an angle 
position of less than 600. 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
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Mwithiga et al., has designed and tested a dryer with 
limited sunlight tracking capability that is manually 
operated. The drying unit is installed, so that it can face 
east-west. A disc is used as a position tilt angle regulator 
with a minimum multiplication of 150. This position would 
let the collecting plate to be adjusted appropritately to trace 
the sun during the day. The sun tracking is made with four 
settings, Dryer is set at 450 to horizontal angle facing east at 
8:00 AM. The data was collected by empty drying and 
coffee dryers. The results showed that the proccess to dry 
the coffee beans took 2 until 3 days compared to the drying 
process without using a tracking system, which took 5 until 
7 days. Moreover, the temperature in the room could 
increased up to the maximum value which is 70.40C [9]. 
Noel Leon et al, conducted a research on Semi-Passive 
Solar Tracking Concentrator (SPSTC) which aggregated the 
sunlight with minimum mechanical effort and slight 
movement. This system consists of Micro-heliostat, Fresnel 
lens and receiver which is a mirror arrangement positioned 
above the Fresnel lens. The Micro-heliostat serves to reflect 
sunlight toward the lens by tracing the path of the sun based 
on the angle of altitude and azimuth. The test is done by 
determining the three values of the slope angle with the aim 
of getting the value of effectiveness on the Fresnel lens and 
can reduce the influence of blocking and shading on the 
receiver, so that the amount of solar energy received can be 
maximized. In this study the effectiveness of Fresnel lenses 
can still be improved by taking into account the factor of the 
distance between Micro-heliostat, the number of Micro-
heliostat and the slope of the array [10]. 
Clifford et al., designed a new passive solar tracker 
modeled by using the computer.  This model combines two 
bimetal strips made from aluminum and steel which is 
located on a wooden frame, symmetrically on both sides of 
the horizontal axis. While, the open biometallic strip gets 
hotter, aluminum is more bending than steel because its 
thermal expansion coefficient is higher. This bending will 
cause maximum deflection at the midpoint of the strip, the 
unbalanced moment and the resulting movement. Then they 
compared the results obtained from computer models and 
experiment from bimetal strip deflection due to the effects of 
thermal radiation. They also observed the required time for 
solar trackers to accomplish reorientation of the east-west. 
Both results are similar to each other. The designed solar 
trackers have potential to increase the efficiency of solar 
panels until 23%. They also recommend multiple axis system 
mechanisms for future development [11]. 
B. Active (electrical) Tracking 
The Active Solar Trackers use motors and gear mechanisms 
as electric actuators to move PV positions. These motors are 
usually given input by the control signal in the form of the 
magnitude and direction of tracking to be carried out. The 
controlling of motor drive can be done by using 
microcontroller and Programable logic controller (PLC) 
based on sensor or data which is already available. 
Active trackers are claimed to be more accurate and more 
frequently used and higher efficiency improvements 
compared to passive trackers [12]. Yet, this tracker requires 
power and energy consumption. 
1) One-Axis System with Microcontroler 
 
The one-axis system in active tracker has a one-degree 
freedom movement on the axis rotation, this  will make the 
energy consumption lower than the multi-axis system. 
Huang et al., created a three-axis position for tracking 
system (1S-3P) on the roof of the building. The tracking of 
sunlight in 1S-3P operation is designed only for three 
different angles. This tracker, consisting of a simple 
structure design and a Photovoltage (PV) dc rotator motor. 
The use of this tracker can increase the generated power by 
23.6% compared to conventional tracking systems. The 
measurement of tracker movement, PV generated power and 
control algorithm is done by using PICI8F452 
microcontroller [13]. 
J. Beltrán A et al., designed a one-axis sunlight tracking 
system using two PV modules mounted on a symmetrical 
structure with a central axis by using a microcontroller as an 
embedded control system. This sensorless type of tracker 
operates as an open loop electronic control system. The 
Tracker control system is oriented to the position of the sun 
based on the angle of elevation or the sun's inclination to the 
plane and the angle of the daily movement of the sun or 
azimuth angle. This tracking system can increase 26% 
power gain for 8 working hours. This tracker is said to have 
advantages over closed-loop sensor types, which are not 
limited by geographic location tracking, this is because the 
system has been designed and programmed by providing 
azimuth angle during the day to obtain maximum solar 
radiation [14]. 
Tracker with one axis has also been done Priyanjan et al. 
Trackers designed using a microcontroller as a system 
control center, from the tests performed, obtained the 
average value of power generated 13% larger than the fixed 
position [15]. 
Abadi. I et al.. created and implemented a single axis 
solar tracking system oriented to the intensity of solar 
radiation and ambient temperature. The whole system is 
controlled by a microcontroller as a main control unit and it 
worked based on the Fuzzy Logic Controller (FLC). The 
experimental mechanism is based on a DC motor controlled 
intelligently by a fuzzy logic controller that drives the 
prototype according to the input received from the LDR 
sensor. The tracking system performance was carried out 
experimentally by comparing the output of energy resulted 
from two different systems (tracking vs. fixed PV panels), 
the location of data collection is established in Surabaya - 
Indonesia. The results showed that the output of energy was 
increased up to 47 % compared to the fixed system [16]. 
Adel Abdulrahman et al, designed a single axis sunlight 
by developing an electromechanical system. The main 
purpose of this design is to model and create an automatic 
solar tracking system using an Arduino microcontroller, four 
LDRs to find the light intensity and two PMDC motors for 
horizontal and vertical movements. The mechanical 
component design is focused on static analysis of all parts of 
the system, such as forces that affect the balance of the 
tracking system and the calculation of the torque needed to 
lift the solar panels in the horizontal and vertical axes. In 
addition, static analysis also considers the wind effect on 
solar panels. The efficiency of this design is better than 
fixed PV cells, based on the results of the tests that have 
been done there is an increase of about 31%. Yet, this can 
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still be improved by paying more attention to the accuracy 
of the sensor position [17]. 
Md. Tanvir Arafat Khan, designed and built a prototype 
microcontroller based on an automatic tracking system with 
a control mechanism based on weather conditions and the 
direction of the sun. The main components used in the 
prototype are Photo resistors, Microcontrollers and Stepper 
motors. The solar tracker works with three operating times, 
i.e. during normal daytime weather, when the sky is cloudy 
and the two-way rotation i.e. east-west and west-east. This 
prototype is said to have a simple mechanism for controlling 
systems at relatively low cost through software-based 
solutions [18]. 
Tiberiu Tudorache et al, designed a single-axis solar 
tracking system using the backs of tilted PV panels and an 
electric motor as a panel drive on the expected trajectory 
relative to the Sun's position. The model of tracking system 
is operated by using a DC motor by an intelligent drive unit 
according to the received signal obtained from the two 
simple and efficient light sensors. The minimum energy 
consumption in received since the electricity supply is only 
given in the period of movement of PV panels. Instead, the 
optimum position of the intensity for the signal of light is 
achieved by maximizing the energy output generated by the 
PV panel. [19]. 
Chin CS et al., made a design, model, and test a stand-
alone single axis solar tracking. The solar radiation is 
detected by two light sensors (LDR) placed on the surface of 
the photovoltaic panel (PV). The intelligent tracking system 
is operated in different modes to provide the flexibility in 
the different weather conditions. The PV panel rotates 
automatically based on the daylight of the sun. This solar 
tracker system is modeled first using MATLAB ™ / 
Simulink ™. The tracker is designed as a single axis tracker 
having an East-West rotation. The intensity of sunlight is 
detected using an LDR sensor, which then sends a signal to 
the microcontroller to rotate the panel using a servo motor. 
Based on the test results obtained there are irregularities in 
experimental results with simulation, this can occur due to 
mechanical friction in the tracking motion [20]. 
 
2) One-Axis System with Programable Logic Controller 
Al-Mohamad, designed a single axis solar tracking 
system using a programable logic-controller (PLC) unit 
which control the movement of PV modules to follow the 
direction of solar radiation. The performance of the system 
has been tested and it can be said that the system worked 
properly. The movement of the PV module runs smoothly 
without a lag to the presence of detected radiation. The 
acquired daily PV power output is increased by more than 
20% compared to fixed modules. The PV tracking system 
can be operated as a stand-alone device and it also can be 
connected to a personal computer to monitor the entire 
process and performances via the RS232 serial port. [21] 
 
3)  Two-Axis System with Microcontroler 
Roth et al., Designed and tested a closed-loop automatic 
two-axis tracker. The amount of sunlight radiation is 
measured by using a pyrheliometer and two small dc motors 
is installed there as an instrument to keep the sunlight falling 
in the middle position of the beam detector. This system get 
the stability of solar radiation above 140 w/m2 [22]. 
Jeng-Nan Juang et al., designed a dual-axis tracking 
system with real-time semi-portable criteria, increased 
efficiency by at least 15% and could charge a battery less 
than eight hours. The motor controller used is The Pololu 
Dual VNH5019 Motor Shield which allows for controlling 
two DC motors with Arduino usage. The method used in 
tracking sunlight is a real-time system, despite the fact that 
the sun's azimuth does not change significantly in one 
minute. The sun tracking is carried out in a 12 hour period 
where the system will check every minute for voltage 
differences between LDR [23]. 
SC Ribeiro built innovative solar trackers based on 
azimuth motion and elevation movements, which main 
specifications are low cost, small power consumption and 
flexibility. This platform has two freedom axes with two 
direct current motors operating in the vertical and horizontal 
axes controlled by the microcontroller. There are two pairs 
of LDR for each axis that is vertical and horizontal. The 
output of the LDR pair is the variable used by the 
microcontroller to control movement around the vertical 
axis (azimuth) and horizontal (elevation). This system has 
been field tested for five days in cloudy winter (end of July 
and early August 2012), the result is quite good with the 
total tracker consumption with both motors operating at 67.8 
mA. Thus, in such weather conditions there is a relative 
surplus of 38.98% [24]. 
Oner et al, designed a solar tracking system which is 
capable to move on both axes by using a spherical motor 
controlled by a microcontroller. The spherical motors have 
the ability to move across both horizontal and vertical axis, 
compared to using two stepper motors for each axis. The 
purpose to build this control system is to direct the PV 
system in such a way that able to face the sun at 90°. The 
results showed the improvement of the system performance 
when the tracking systems were used mainly after mid-day 
during the day compared to fixed-tilt PV panels [25]. 
Arlikar et al., designed and implemented a three-
dimensional two-axis solar tracking system consisting of 
two stepper motors, two sensors and solar panels. Two 
stepper motors are Vertical and Horizontal stepper motors 
are used for 3D movement of solar panels, while each 
sensor consists of 2 Light Dependent Resistors (LDR). The 
change of LDR value according to the intensity of the light 
falling on it which will cause voltage variations. This 
information will be used by the microcontroller to rotate the 
stepper motor, so the Panel will always face the sun. It was 
concluded that 3D solar panels produce more energy than 
traditional stationary solar panels [26]. 
 
4)  Two-Axis System with Programable Logic Controller 
Abdallah et al., designed and built a two-axis 
electromechanical solar tracking system, an open-loop 
control system using a PLC to control the motion of the 
solar tracker. The PLC programming is based on solar angle 
analysis and motor speed calculation. This solar tracker 
works based on the surface position which is defined by the 
slope of the surface and the azimuth angle of the sun. Two 
tracking motors are used, one for joint rotation of the north-
south horizontal axis and the other for the joint rotation of 
the vertical axis. Tracking mode is carried out in stages to 
simplify system work without losing a lot of power and it is 
very effiecient since the amount of power consumed by the 
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electric motor and the control system will not be more than 
3% from the total power obatined by the tracking system. 
They concluded that the tracking system by using two-axis 
could increase the daily power up to 41.34% compared to 
fixed surfaces. [27] 
Rosell et al., designed and built systems based on 
Fresnel concentrators and PV/T collectors using water as a 
working fluid. The two-axis solar tracking system uses two 
DC linear actuators to move the concentrator and reed 
sensor. This system has the characteristics of a fairly simple 
electromechanical arrangement. The mirror reflects light 
into focus bands and solar cells. To obtain greater accuracy 
and to calculate the position of the sun, the PLC system is 
designed and constructed. Two sensors are positoned to 
determine the temperature rising in the collector and 
measure the temperature of the water in and out. Another 
sensor is used to measure air temperature. The average daily 
results are measured under different conditions, PV/T 
system efficiency is affected by flow rates and concentration 
ratios. The increase of 50% in energy compared to an 
optimally tilted static surface [28]. 
Sungur, designed and implemented two-axis solar 
trackers using electromechanical systems controlled through 
programmable logic control (PLC). This study is based on 
the azimuth angle of the sun and the angle of the sun's 
height is calculated in every hour for each day during the 
year. The performance measurement of solar panels is 
carried out in two solar panel conditions, firstly the solar 
panel is placed in a fixed position and then then it is 
controlled when it was tracking the sun at azimuth angle and 
the height of the sun. Based on the data resulted from the 
measurements, it was shown that a two-axis solar tracking 
can produce 42.6% more energy compared to a fixed 
system. [29] 
Abu-Khadera et al., Designed a multi-axis solar tracking 
system that is PLC controlled. They claimed that this system 
used a simple electromechanical settings, low cost, easy 
installation and maintenance. The piranometer as a device to 
measure the availability of solar radiation is installed on a 
platform on the tracking surface. This study proves that the 
control programming method works efficiently in all weather 
conditions regardless of the presence of clouds. The values 
calculated from the surface position as a function of time are 
trasfered to the PLC program to control the solar position 
tracking actuator. The motor is used as a solar multi-axis 
tracking drive, one for rotation with the north-south 
horizontal axis (N-S) or the east-west axis (E-W, and the 
other motor for rotating along with the vertical axis. The use 
of MAST results in an increase in total power output of 
around 30-45% compared to 320 fixed slope PV cells [30]. 
III. DISCUSSION 
Taking into account all reviewed articles, a 
microcontroller or programable logic controller as a control 
instrument is an option that can be used for active tracking 
systems, either single or double axis. The use of both 
passive and active tracers can increase the efficiency of 
solar panels, with a greater increase in active trackers with 
an average of 29.37%. The tracking is done in different 
places with varying weather conditions, the position of the 
sun can be determined using data obtained by azimuth angle 
and elevation or through direct detection using sensors. 
The use of active trackers has been claimed to be a better 
tracker in terms of efficiency improvement, but not many 
discuss that electric motors as active tracking drivers require 
electrical power. In fact, that the motor power is supplied by 
the panel itself, this can certainly reduce the power produced 
by PV. Other problems, the mechanical influence on the 
device, for example friction, tracking force and oscillation 
that might arise due to the movement of the tracker which is 
relatively faster than the relative slow position of the sun. 
This is an interesting study, how the design of a solar 
tracking system can produce high efficiency with very low 
energy consumption, meaning that mechanical losses can be 
minimized. This problem can be overcome by the 
development of a tracking mechanism system that integrates 
electronic control systems in mechanical models, namely 
aspects of mechanical, kinematic and dynamic structures. 
IV. CONCLUSION 
From the reviewed articles, it can be concluded that 
active trackers are more commonly used than passive 
trackers. The active trackers can increase efficiency by an 
average of 29.37%, this tracker consists of one axis and two 
axis active trackers, generally using a microcontroller or 
PLC as a controller. The use of this controller allows 
automatic tracking in real time or periodic. 
 
RECOMMENDATION 
After reviewing various mechanisms for tracking sunlight, 
the following recommendations should be suggested in the 
future research: 
• There should be another review which includes 
more papers on the sun tracking system. 
• It is necessary to design and construct trackers that 
integrate electronic control systems in mechanical 
models i.e. mechanic, kinematic, and dynamic 
structural aspects to improve efficiency. 
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Abstract—This study contains the robust and accurate 
positioning control design for solar panel system consisting of 
elevation and azimuth axis tracker. The ultimate objective of 
the study is to ensure the solar panel move accurately to follow 
its tracking reference against mechanical load and other 
disturbances. The tracking reference was the images of actual 
sun position. Image processing result as the initial reference 
and high precision encoder as the controller feedback path 
were intended to obtain the accurate position of hardware 
response. Sliding Mode Controller (SMC) with Proportional 
Integral Derivative (PID) Sliding Surface was employed as 
control technique that guarantee the solar panel system robust 
against disturbances or load variation. The proposed method 
was evaluated through software simulation and hardware 
validation. The software for the simulation and validation was 
LabVIEW. While the software for image processing was Vision 
Assistant. From hardware validation, accuracy of the solar 
panel system to track the sun position image for elevation and 
azimuth were 2.622% (0.03007˚) and 0.244% (0.00893˚), 
respectively. These results indicate that the solar panel system 
was available to move accurately to track the sun position both 
in azimuth and elevation axis. 
Keywords— Solar tracker, position tracking, image 
processing, Sliding Mode Controller, PID sliding surface 
I. INTRODUCTION 
The most popular research topic on renewable energy is 
about solar energy that is focused on designing systems to 
optimize the efficiency of solar energy absorption. One 
interesting topic is a real time solar tracking system by facing 
the sun. Solar tracker can increase the output power up to 20-
25% for single axis and 30-45% for dual axis. Azimuth & 
elevation solar tracking allows solar panel to be moved left 
to right direction by rotating the azimuth plane as well as 
upwards or downwards in the elevation plane [1, 2]. In this 
case the control systems is being very important to get the 
consistency of the system rotation. The precission solar 
tracking system will give higher efficiency, so the variational 
method has been applied to get more accurate tracking 
position. Such as uses the astronomical calculation, GPS, 
light sensors, until camera with image processing. 
The image processing produces higher accuracy on the 
sun position detection, as known the error values result from 
the previous simulation study was 0.3688˚ (azimuth) and 
0.3874˚ (elevation) [3]. In [4], the accuracy of tracking 
system without being affected by the weather can reach 0.1˚. 
While in the other study [5] by designing system that was 
capable to detect sun position in cloudy weather can reach 
0.040. These advantages have been compared with the other 
research method, such as using astronomical calculations the 
error was 1.0997˚ (azimuth) and 1.2877˚ (elevation), LDR 
which can increase the error in precentages up to 18.13%, 
while using the photodiodes can reach until 5˚ error value [3, 
6, 7]. These previous results shows that the image processing 
is capable to result very accurate object identification, 
because it can provide the sun centroid coordinate pixels 
precisely in real time. Greater resolution of the camera will 
provide better performance of solar tracking process [8]. The 
pixel position of the sun centroid is represented by x and y 
value which is represent the error value from the midpoint of 
camera frame. These values are used as the initial reference 
for azimuth and elevation axis to rotate. 
The accuracy of the system won’t be reached without the 
precission angle of servo motor rotation although the initial 
setpoint has very precission value. The servo motor in this 
system is an actuator that rotates to remove the sun position 
error. Servo motor is formed from DC motor which is 
controlled in closed loop system to rotate as much as the 
reference angle [9]. There are several servo controllers i.e. 
PID, Fuzzy Logic Controller, Neural Networks, and Line 
Quadratic-optimal Controller. But these controllers have less 
resistant to the external disturbance [10]. Moreover the DC 
motors have the nonlinearity, so the robust controller is 
needed. Sliding Mode Control (SMC) is one of the popular 
control strategies and powerfull control technology to deal 
with the nonlinearity. SMC has two main part, they are the 
sliding function and the sliding surface. Precise dynamic 
model are not required and the control algorithms can be 
easily implemented. However the parameters design of 
sliding function will affect the robustness of SMC [11]. 
In this study, Sliding Mode Controller with PID sliding 
function (SMC-PID) was applied to control the angular 
rotation of the DC motor. The SMC’s sliding surface 
function parameters was design to optimized the control 
robustness. The initial reference is according to the image 
processing result, while the feedback signal is based on the 
encoder value. SMC is used to achieve the robustness to the 
system parameters variation and external disturbances. The 
main term is to get the most accurate and high precission 
panel position in order to track the sun position on azimuth 
and elevation angle. 
II. SYSTEM MODELING 
A. Sun Position Detection 
Sun position detection consist of three steps, i.e. vision 
acquisition (capture the sun image with the camera from 
MyRIO), vision assistant (image processing), and the 
determination of the sun pixel position. Camera is used to 
take the sun picture that will be input for the image 
processing. The purpose of image processing is to determine 
the sun centroid location that will be represented in the 
cartesian coordinate of camera frame by the value of x and y.  
The vision assistant program as the image processing 
which shown in Fig. 1, consist of 6 steps, ie. thresholding, 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
636
binary inversion, removing small objects, low pass filter, 
circle detection, and coordinate system determining. 
 
There are several image in Fig. 2 which shows the results 
of each image process sequence. Image (a) shows the 
original image of sun without cloud around it which will be 
processed by the vision assistant. Image (b) shows the 
threshold result which is consist of black and red color. 
Image (c) shows the binary inversion result which is the 
brighest area is the sun position area. 
Fig. 2 (d) shows the advanced morphology result to 
remove small objects around the main circle. Image (e) 
shows the low pass filter result where the less obvious 
objects will be erased from the image. Then, the image (f) 
shows the circle detection result, in which we can see the 
position of the sun circle. The image is processed by 
coordinate system to obtain the coordinate point of the 
detected circle from the center frame. 
 
B. State Space Modeling 
The DC motor modeling is a process to obtain 
mathematical model of the actuator. System identification 
procedures are performed with LabVIEW’s existing features, 
Identification System in the Control and Simulation Toolkit 
[12]. 
 
By using validation process in Fig. 3, which was 
generated by parameter estimation, the elevation model can 
approach the real hardware with the percentage of best-fit up 
to 86.4%. The state equations of the elevation model as result 
in equations (1) and (2). 
ࢊ࢞
ࢊ࢚ = ቂ
−0,618492 −0,133284
0,125 0 ቃ ࢞(࢚) + ቂ
8
0ቃ ࢛(࢚) (1) 
࢟(࢚) = ሾ0 0,014768ሿ ࢞(࢚) +  ሾ0ሿ ࢛(࢚) (2) 
While the azimuth model results a better best-fit up to 
97.2%, which indicates that the azimuth model has the 
higher fitness. Because there is no varied mechanical load 
which affects the system. The horizontal rotational has a 
stable load in almost all positions. The state equations of the 
azimuth model are expressed in equations (3) and (4) below. 
ࢊ࢞
ࢊ࢚ = ൤
−0,098421 −0,051034
0,0625 0 ൨ ࢞(࢚) + ቂ
16
0 ቃ ࢛(࢚) (3) 
࢟(࢚) = ሾ0 0,00313952ሿ ࢞(࢚) +  ሾ0ሿ ࢛(࢚) (4) 
C. PID Controller 
PID controller has many advantages to system respons 
such as rise time, overshoot, and steady state. The 
formulation of PID controller is expressed in equation (5). 
ݑ(ݐ) = ܭ݌݁(ݐ) + ܭ݅ න ݁(߬)݀߬ + ܭ݀
݀݁(ݐ)
݀ݐ
ݐ
0
 (5) 
D. Sliding Mode Controller 
The implementation of SMC based PID sliding surface 
will be modeled as following block diagram in Fig. 4. 
 
The design is expected to reduce the effects of unwanted 
disturbances such as load and friction effects. After 
performing DC motor modeling, the PID will be added to 
minimize the rotational error between the motor output and 
reference value. The PID parameter tuning is done by 
manual tuning in the LabVIEW Control & Simulation 
toolkit. Then SMC will be applied to the system where the 
PID will be integrated as the sliding surface optimization of 
SMC controller intended for the chattering reduction. Basic 
principle of SMC with PID sliding surface can be seen in 
Fig. 5.  
The kp, ki, and kd values are the PID parameters as the 
determinant of the SMC sliding surface value. The 
mathematical equation is as follows. 
ݏ(ݐ) = ݇݌e(t) + ݇݅ න ݁(߬) ݀߬
ݐ
0
+ ݇݀ ሶ݁(ݐ) (6) 
 
Fig. 4. Block Diagram of SMC-PID 
Fig. 3. LabVIEW Validation Program 
 
Fig. 2. Sun Detection Process of Vision Assistant 
 
Fig. 1. Vision Assistant Block Program for Sun Detector 
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The first derivative of the sliding surface equation above 
is expressed in equation (7). 
ݏሶ(ݐ) = ݇݌ ሶ݁(t) + ݇݅݁(ݐ) + ݇݀ ሷ݁(ݐ) 
 
(7) 
The difference between the desired value with the 
actuator’s actual position is formulated as the error value. 
The equation is expressed by equation (8). 
݁(ݐ) = ݔݎ (ݐ) − ݔ݌(ݐ) 
 
(8) 
The second derivative of the error equation above is 
expressed in the equation (9). This is coming from the 
second-order model obtained through from the DC motor 
identification. 
ሷ݁(ݐ) = ݔݎሷ (ݐ) − ݔ݌ሷ (ݐ) 
 
(9) 
The present value can be specified using the state space 
model parameters which is used. The second order of x_p is 
presented in equation (10). 
ݔሷ݌ = −(ܣݔሶ + ܤݔ − ܥݑ) 
 
(10) 
The SMC control (u_SMC)  consists of switching control 
(u_sw) and equivalent control (u_eq). The switching control 
is according to the reaching phase when s(t)≠0 while the 
equivalent control based on the sliding phase when s(t)=0. 
The general equation of SMC is denoted by equation (11). 
ݑܵܯܥ (ݐ) = ݑݏݓ (ݐ) + ݑ݁ݍ (ݐ) 
 
(11) 
The general switching control formula based on 
Lyapunov theorem [13] is shown in equation (12). This 
theorem has been used to reduce the chattering effect which 
belongs to the usual usw formulas. 
ݑݏݓ (ݐ) = ݐܽ݊ℎ ൬
ݏ
߮൰ ݇ݏ  
 
(12) 
The complete usw formula is expressed in equation (13) 
by substituting equation (6) to equation (12) above. 
ݑݏݓ = ݐܽ݊ℎ ൭
݇݌e(t) + ݇݅ ׬ ݁(߬) ݀߬ݐ0 + ݇݀ ሶ݁(ݐ)
߮ ൱ ݇ݏ (13) 
Then the equivalent control can be obtained from the 
derivative of the sliding surface equation. This is obtained by 
substituting equation (9) and (10) to equation (7). The result 
is denoted in equation (14). 
ݏሶ(ݐ) = ݇݌ ሶ݁(t) + ݇݅݁(ݐ) + ݇݀ ሼݔݎሷ + ܣݔሶ + ܤݔ − ܥݑሽ (14) 
When s=s(t)=0, the sliding control will be executed 
because the sliding value has been reached. The equivalent 
control of SMC can be formed from equation (14) by assume 
the s(t)=0 that is represented in equation (15). 
ݑ݁ݍ =
൫݇݌ ሶ݁(t) + ݇݅݁(ݐ) + ݇݀ሼݔݎሷ + ܣݔሶ + ܤݔሽ൯
݇݀ܥݑ  
(15) 
Those formulas were applied to the LabVIEW which is 
shown in Fig. 6 below. 
 
E. Simulation and Hardware Verification 
General block diagram of the solar tracking system and 
the proposed control scheme can be seen in Fig. 7. below. It 
shows how the overall system works from input (image) to 
output (elevation and azimuth position). 
 
The hardware validation process is performed to ensure 
the simulated SMC-PID design can be applied actually. 
However, simulation also need to be done before the 
hardware validation to ensure the proposed algorithms are 
properly constructed and determine the controller parameters 
which is implemeted to the hardware. The elevation and 
azimuth position experimental validations are performed 
separately, using the PID and SMC-PID controllers. Due to 
the simulation results several parameters value with the best 
response are obtained and prepared for the hardware 
validation. Table I and Table II represent the control 
parameters of PID and SMC controllers, respectively. 
TABLE I.  PARAMETERS VALUE OF PID GAIN 
Parameter Elevation Azimuth 
Kp 750 1000 
Ki 0 0 
Kd 350 3700 
 
Fig. 7. Block Diagram of The Overall System 
Fig. 6. LabVIEW Program of SMC-PID Controller 
 
Fig. 5. The Response Illustration of SMC-PID 
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TABLE II.  PARAMETERS VALUE OF SMC-PID GAIN 
Parameter Elevation Azimuth 
Kp 4000 40000 
Ki 0 0 
Kd 1000 20000 
Boundary 15 15 
Divider 5 1 
Switching gain 10000 500 
The hardware used due for the experimental validation is 
shown in Fig. 8. The main components of the hardware 
consists of camera, servo motors, encoders, power supply, 
and electrical module. 
 
III. RESULTS AND DISCUSSION 
A. Encoder Evaluation 
From the test, the elevation angle 180˚ and the azimuth 
angle 360˚ of the prototype were obtained as depicted in Fig. 
9 and Fig. 10 below. 
 
 
From these results we can obtain the actuator ratio. The 
elevation actuator rotated 180˚ when the incremental of 
faulhaber encoder reached 1272. While the azimuth actuator 
rotated 360˚ when the incremental of autonics encoder 
reached 10840. From those experiments, the encoder and 
angle  ratio of the elevation and azimuth can be formulated 
with the equation (16) and equation (17), respectively. 
݈݁݁ݒܽݐ݅݋݊ ݈ܽ݊݃݁
݈݁݁ݒܽݐ݅݋݊ ݁݊ܿ݋݀݁ݎ =
1800
1272 =
10
7,067 =
0,14150
1  (16) 
ܽݖ݅݉ݑݐℎ ݈ܽ݊݃݁
ܽݖ݅݉ݑݐℎ ݁݊ܿ݋݀݁ݎ =
3600
10840 =
10
30,111 =
0,03320
1 (17) 
B. Sun Position Conversion 
Object tracking process was done to obtain the 
comparison between the pixel values camera to encoder. The 
object being tracked was the LED (Light Emitting Diode) 
instead of the actual sun for laboratory scale testing. From 
the experiment, the error pixel for the initial LED position 
was 238 (for x value) and 315 (for y value), the hardware 
should be rotated until the LED reaches the midpoint of the 
camera frame. To reaches the (0,0) pixel position coordinates 
the azimuth encoder changed as much as 121 points, while 
the elevation 54 points. So the pixel to encoder ratio of both 
axes can be calculated as the equations (18) and (19). 
ݕ ݒ݈ܽݑ݁
݈݁݁ݒܽݐ݅݋݊ ݁݊ܿ݋݀݁ݎ =
315
54 =
1
0,1714 =
5,8333
1  (18) 
ݔ ݒ݈ܽݑ݁
ܽݖ݅݉ݑݐℎ ݁݊ܿ݋݀݁ݎ =
238
121 =
1
0,5084 =
1,9669
1 (19) 
C. Hardware Validation 
Validation of the proposed PID and SMC-PID controllers 
were confirmed through experiments on the hardware. The 
experiments were performed for the elevation and azimuth 
axis separately. 
The SMC-PID and PID implementation was done 
directly to the  hardware. The random setpoint signal value 
was given to analyze the system response in the CW or CCW 
direction.  
 
Fig. 11. Elevation Hardware Response with PID Controller 
 
Fig. 10. Azimuth Angle 360˚ 
 
Fig. 9. Elevation Angle 180˚ 
 
Fig. 8. Prototype of The Elevation and Azimuth Tracker 
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As can be seen in Fig. 11, in the 4th second the encoder 
(position) response with PID cannot reach the setpoint 
(reference). But, it still can reach the setpoint at the rest of 
the time with spike in several moments. This deficiency 
occurs due to PID’s inability to withstand the mechanical 
load beyond the limits. 
 
However, as shown in Fig. 12, the output position of the 
hardware available to reach the reference in the whole of 
time without any spikes. The response also maintain in stable 
in the reference. However, due to drawback of SMC, 
chattering was exist in certain parts of output response. A 
higher chattering indicates that the SMC receive a high 
disturbance. The highest overshoot was at the 4th second, but 
it wasn’t as high as PID’s overshoot with the error 5 encoder 
values. 
The azimuth axis response with PID and SMC-PID 
controllers, respectively are shown in Fig. 13 and Fig. 14 
below. 
 
The output response of the system with PID controller as 
depicted in Fig. 13, it can be seen that response was capable 
to reach the reference, but with several oscillations exist in 
the change of reference. The oscillation was caused by the 
readability of azimuth sensor was very high. Such that, the 
small motor rotation which crosses the setpoint (overshoot) 
reversed the error and caused the oscillation. 
While Fig. 14 shows that the output response of the 
azimuth system with SMC-PID controller can reach the 
reference faster than the PID controller. It was due to a high 
switching gain of the SMC that was capable to increase the 
system’s power to move the hardware faster. However, the 
SMC switching gain effect occurred continously, even 
though it did not out of the reference value. Meanwhile if the 
switching gain was minimized, it reduced the oscillation, but 
with a longer rise time. Therefore a manual setting on the 
switching gain becomes an important point to do. 
 
D. Validation Accuracy 
This test was performed to obtain the error value of 
azimuth and elevation tracking system designed. The 
position error of the sun image is described in pixels. Then 
from the pixel error the position error can be calculated using 
equations (18) to (19) to find out how much the error angle 
and encoder value that must be driven by the actuator to 
eliminate all the errors. 
 
Fig. 15 shows some photos of various sun positions to be 
tested. Every image has error in elevation and azimuth axis. 
Each of them has the angle and encoder errors conversion 
from the detected pixel values.  The calculation of encoders 
(calc.) must be close to the integer values (act.), because the 
sensor output wass read as an integer. The hardware 
validation process was done by giving the encoder setpoints 
to the both axis separately. 
ܣ݈݊݃݁ ܧݎݎ݋ݎ = | ܣܿݐ. ܣ݈݊݃݁ − ܥ݈ܽܿ. ܣ݈݊݃݁ | (20) 
The Angle Error calculation above is needed to get the 
error values between the Calculation and Actual Angle. This 
error was inflicted by the rounding of encoder calculation 
Fig. 14. Azimuth Hardware Response with SMC-PID Controller 
 
Fig. 13. Azimuth Hardware Response with PID Controller 
Fig. 15. Varied Sun Position Image 
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Fig. 12. Elevation Hardware Response with SMC-PID Controller 
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(the original conversion results from the pixel error) results 
to get the actual encoder as the integer values. Then the 
following graphs show the results of the hardware response 
with the converted amplitude in angle units. 
While in order to calculate the accuracy of position 
control results that are implemented to the hardware. The 
average of each error values on both axis (elevation & 
azimuth) can be calculated by equation below. 
ܣݒ݁ݎܽ݃݁ ܧݎݎ݋ݎ = ൭෍ ܣ݈݊݃݁ ܧݎݎ݋ݎ (݊)
݊
݅=1
൱ /݊ (21) 
The hardware validation results summary can be seen in 
Table III and Table IV below which shows the elevation and 
azimuth results, respectively. 
TABLE III.  VALIDATION RESULT OF ELEVATION (Y) 
Image Pixel Calc. Angle 
Act. 
Angle 
Error 
(degree) 
Error 
(%) 
(a) 211 5,22524˚ 5,23585˚ 0,01061˚ 0,203 
(b) -32 -0,79245˚ -0,84906˚ 0,05660˚ 7,142 
(c) -18 -0,44575˚ -0,42453˚ 0,02123˚ 4,763 
(d) -117 -2,89741˚ -2,83019˚ 0,06722˚ 2,320 
(e) 34 0,84198˚ 0,84906˚ 0,00708˚ 0,841 
(f) 155 3,83844˚ 3,82075˚ 0,01769˚ 0,461 
Average Error 0,03007˚ 2,622 
TABLE IV.  VALIDATION RESULT OF AZIMUTH (X) 
Image Pixel Calc. Angle 
Act. 
Angle 
Error 
(degree) 
Error 
(%) 
(a) -337 -5,68999˚ -5,67897˚ 0,01102˚ 0,194 
(b) -317 -5,35231˚ -5,34686˚ 0,00544˚ 0,102 
(c) -127 -2,14430˚ -2,15867˚ 0,01437˚ 0,670 
(d) 126 2,12741˚ 2,12546˚ 0,00195˚ 0,092 
(e) 315 5,31854˚ 5,31365˚ 0,00488˚ 0,092 
(f) 300 5,06527˚ 5,08118˚ 0,01591˚ 0,314 
Average Error 0,00893˚ 0,244 
Analysis of the system accuracy from the data specified 
in the above table has been done successfully. It can be seen 
at a glance that most of the azimuth Angle Error are less than 
the elevation. It can be confirmed by the Average Error rows 
that shows the azimuth error value is 0,244% with the angle 
accuracy 0,00893˚ while the elevation is 2,622% with the 
angle accuracy 0,03007˚. So we can conclude the angle 
tracking ability of azimuth axis is more accurate than 
elevation. 
IV. CONCLUSION 
The method applied by using SMC-PID controller can 
provide the ability of the system to track the sun position 
image accurately. A more accurate sensor on the azimuth 
axis causes the angular tracking accuracy is higher. While 
the mechanical load on the elevation axis can be covered by 
the controller. This final project results can prove that with 
the SMC-PID controller, the elevation system can withstand 
the mechanical load variations in the elevation angle. While 
for the addition of position sensor (encoder) with high 
accuracy, the azimuth system can obtain the most high 
tracking accuracy. The accuracy of solar tracking system is 
expected to optimize the performance of solar panels without 
being affected by the mechanical load on the actual system. 
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Abstract— This study aims to design a control scheme that is 
capable to improve performance and efficiency of brushless DC 
motor (BLDC) in operating condition. The control scheme is 
composed of sliding mode controller (SMC) with proportional-
integral-derivative (PID) sliding surface. The PID sliding 
surface is used to improve the system transient response. Then, 
the SMC-PID is optimized by genetic algorithm optimization 
for further improvement on the stability and robustness against 
nonlinearities and disturbances. Chattering problem that 
appear in the SMC is minimized by employing an adaptive 
switching gain for the SMC that is integrated with Luenberger 
Observer. Lyapunov function candidate is applied to guarantee 
the stability of the system. Simulation on the proposed work is 
done in Matlab Simulink. Results of the simulation works 
indicate that the proposed control scheme can improve the 
transient response, the stability and robustness of the BLDC 
motor compared to the conventional SMC in the existence of 
nonlinearities and disturbances. 
 
Keywords— BLDC motor, sliding mode control, PID sliding 
surface, genetic algorithm, adaptive switching gain 
I. INTRODUCTION 
 Brushless direct current motor (BLDCM) is one of 
synchronous permanent magnet DC motors. BLDCM is very 
different from conventional DC motor, since the BLDCM is 
designed without brush. Without commutation component 
the motor produces several advantages, such as high 
efficiency, reducing vulnerability in mechanical components, 
large torque, longer lifetime, and low noise [1]. Due to their 
significant role in industrial applications, improvements on 
the speed control are much needed. Hence, most of 
researches that discuss the BLDCM speed control are focus 
on linear and nonlinear modeling and testing with varying 
loads [2]. 
Some of the studies that have been done were speed 
control with fuzzy logic [3], fuzzy PID [4], and Fuzzy 
Genetics Algorithm [5], where the controller were tested on 
BLDC linear motor models. The linear model is a model that 
is only capable presenting the motor when in its maximum 
performance. But, sometimes with continuous usage it faces 
some problems, such as friction and the change of 
parameters that cause the motor no longer linear. These 
problems were driving several researchers to develop a 
speed control method based on nonlinear models such as 
sliding mode control (SMC) [6]. 
 
 
 
 
SMC is a control system that has the ability to maintain a 
system stability in various models with various interference 
and system parameters. So it is often used in nonlinear 
models. SMC has a working area on the steady state phase, 
so that when disturbance occurs and also parameter changes, 
SMC is able to keep the system performance stable. 
Recently SMC-PID has been developed, where the SMC 
sliding surface can be arranged with proportional, integral 
and derivative parameters. This is done so that the transient 
response of the system is better than the previous SMC. 
SMC-PID has proven its performance on conventional DC 
motors by relying solely on determining PID parameters by 
trial and error. Unlike conventional DC motors that tend to 
be easy in parameter determination, BLDCM has a more 
complicated structure and high nonlinearity level that 
requires the optimization of parameters for SMC-PID to 
achieve its best performance [7]. 
The process of optimizing the PID parameters is done to 
find the most suitable value to be applied to the system. The 
genetic algorithm (GA) is used as the optimization method 
in BLDCM in this research. GA was chosen because it is a 
modern optimization method that has a high searching 
capacity, and a heuristic character [8]. With the advantages 
of the GA method, the determination of the SMC-PID 
parameter value on the nonlinear BLDCM can be resolved. 
However, there is still a problem that arises between the 
advantages of SMC-PID that is the high rate of the 
chattering when a various disturbance with high magnitude 
hit the system [9]. 
The high chattering on the control system is due to the 
high switching gain of the SMC-PID that should be adjusted 
against the high magnitude of the disturbance present in the 
system. Therefore it is necessary to have a Luenberger 
Observer as a tool to estimate the disturbance in the 
BLDCM. The estimated value of the disturbance observer is 
then converted as a determinant of the switching gain of the 
SMC-PID. Thus, the value of the switching gain that 
estimates the magnitude of the chattering will adapt in 
accordance with the value of the disturbance changes 
received by the system. It’s an adaptive robust control 
scheme that relates to the magnitude of the existed 
disturbance in the system. 
II. MODELING SYSTEM 
A. State Space Modeling  
Modeling is done by state space method where this 
method is used as a modern method. State space method is 
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also much done because it is easy in the application of 
systems that have input and output more than one and easier 
in terms of computing. 
Suppose that the three-phase BLDC motor is controlled 
by the full bridge driving in the two phase conduction mode 
[11] as explained below.  
݅஺ +	 ݅஻ + ݅஼ = 0 (1) 
ݑ஺஻ = ݎ௔(݅஺ − ݅஻) + ܮ௔
݀
݀ݐ (݅஺ −	 ݅஻) + ஺݁஻ (2) 
ݑ஻஼ = ݎ௔(݅஺ + 2݅஻) + ܮ௔
݀
݀ݐ (݅஺ + 2݅஻) + ݁஻஼  (3) 
 
Then, subtract equation (2) from equation (3) 
ݑ஺஻ − ݑ஻஼ = −3ݎ௔ − 3ܮ௔
݀
݀ݐ ݅஻ + ஺݁஻ − ݁஻஼  (4) 
ଓ஻ሶ = −
ݎ௔
ܮ௔ ݅஻ −
1
3ܮ௔ (ݑ஺஻ − ஺݁஻) +
1
3ܮ௔ (ݑ஻஼ − ݁஻஼) (5) 
 
The calculations for the second phase are performed by 
the same method as in equations (2) and (3). 
ݑ஺஻ = ݎ௔(2݅஺ + ݅஻) + ܮ௔
݀
݀ݐ (2݅஺ +	 ݅஻) + ஺݁஻ (6) 
ݑ஼஺ = ݎ௔(݅஼ − ݅஺) + ܮ௔
݀
݀ݐ (݅஼ − 	݅஺) + ݁஼஺ (7) 
 
Subtract equation (6) from equation (7) 
(ݑ஺஻ − ஺݁஻) − (ݑ஼஺ − ݁஼஺) = 3ݎ௔ + 3ܮ௔
݀
݀ݐ ݅஺ (8) 
ଓ஺ሶ = −
ݎ௔
ܮ௔ ݅஺ +
1
3ܮ௔ (ݑ஺஻ − ஺݁஻) −
1
3ܮ௔ (ݑ஼஺ − ݁஼஺) (9) 
ݑ஺஻ = ݑ஻஼ (10) 
஺݁஻ = ݁஻஼  (11) 
ݑ஼஺ = −(ݑ஺஻ + ݑ஻஼) = −2ݑ஺஻ (12) 
݁஼஺ = −( ஺݁஻ + ݁஻஼) = −2 ஺݁஻ (13) 
 
The calculation proceeds by substituting equations 
(10), (11), (12) and (13) in equation (9). 
 
ଓ஺ሶ = −
ݎ௔
ܮ௔ ݅஺ +
1
3ܮ௔ (ݑ஻஼ − ݁஻஼) +
2
3ܮ௔ (ݑ஺஻ − ஺݁஻) (14) 
Other characteristic equation that had by BLDCM is the 
relation of torque and speed. 
 
ܭ்݅ − ௅ܶ = ܬ
݀߱
݀ݐ + ܤ௩߱ (15) 
 
Or it could be written in another form  
 
ሶ߱ = −ܤ௩ܬ ߱ +
1
ܬ ( ௘ܶ − ௅ܶ) (16) 
 
where, 
௘ܶ = ܭ்݅ (17) 
 
ܷௗ  : DC bus voltage. 
஺݁   : Phase back EMF. ݎ௔  : Line resistance of winding, ra = 2R. ܮ௔ : Equivalent line inductance of winding, La=2(L-M). ܬ  : Rotor moment inertia. 
௅ܶ  : Load torque ߱ : Rotor speed. 
ܤ௩ : Viscous friction coefficient. ܭ௘ : Coefficient of line back EMF ܭ் : Coefficient of line torque constant ܯ : Mutual Linkage, assume M=0. 
 From the equations that has been elaborated above, the 
dynamic equations of the BLDC motor is represented in the 
following state space form. 
൦
ଓ ሶܽ
ଓ ሶܾ
ሶ߱
ߠሶ
൪ =
ۏ
ێێ
ێێ
ۍ
ି௥௔
௅௔ 0 0 0
0 ି௥௔௅௔ 0 0
0 0 ି஻௩௃ 0
0 0 1 0ے
ۑۑ
ۑۑ
ې
቎
݅ܽ
ܾ݅߱
ߠ
቏ +
ۏ
ێێ
ێێ
ۍ
ଶ
ଷ௅௔
ଶ
ଷ௅௔ 0
ିଵ
ଷ௅௔
ଵ
ଷ௅௔ 0
0 0 ଵ௃
0 0 0ے
ۑۑ
ۑۑ
ې
቎
u஺஻ − e஺஻
u஻஼	–	e஻஼
Te	– Tl
቏  
(18) 
 
where θ is the rotor position. 
 From the BLDC equation will be added friction column 
such as non-linear factor where the factor is a friction that 
can inhibit the performance of the motor that causes the 
motor no longer work as a linear system. If column friction 
is added to equation (18), then the equation becomes as 
follows. The friction is represented as nonlinearity that exist 
in the system. 
 
൦
ଓ ሶܽ
ଓ ሶܾ
ሶ߱
	ߠሶ
൪ =
ۏ
ێێ
ێێ
ۍ
ି௥௔
௅௔ 0 0 0
0 ି௥௔௅௔ 0 0
0 0 ି஻௩௃ 0
0 0 1 0ے
ۑۑ
ۑۑ
ې
቎
݅ܽ
ܾ݅߱
	ߠ
቏ +
ۏ
ێێ
ێێ
ۍ
ଶ
ଷ௅௔
ଶ
ଷ௅௔ 0
ିଵ
ଷ௅௔
ଵ
ଷ௅௔ 0
0 0 ଵ௃
0 0 0ے
ۑۑ
ۑۑ
ې
቎
u஺஻ −	e஺஻
u஻஼	–	e஻஼
Te	– 	Tl
቏ +
ۏ
ێ
ێ
ێ
ۍ 00
0
− ி௖௃
0 ے
ۑ
ۑ
ۑ
ې
	sgn(߱)                  (19) 
 Following the complete state equations in (19) for the 
BLDC motor, the parameters of the motor are given as 
appeared in Table 1. The parameters are taken from the 
BLDC motor parameters that was analyzed in the previous 
research [5]. 
TABLE I . UNITS FOR BLDC PARAMETERS 
Symbol Parameter Unit Value 
ݎܽ Resistance 0.25 Ohm 
ܮܽ Inductance 0.32 mH 
ܬ Rotor Inertia 0.00042 Kg-m2 
ܯ Mutual Linkage 0 mH 
ܲ Pole 8 poles 
ܤ௩ Friction coefficient 0.0096 Nm/(rad/sec) 
ܭ௘ Back EMF constant 0.65 V/rad/sec 
ܭ் Torque constant 0.0994 Nm/A 
ܨ஼ Friction column 0.02 
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B. Sliding Mode Controller  
This study focus on how to design the SMC control 
system for the BLDC motor that can be shown in the block 
diagram in Fig. 1. SMC will be the main control system that 
keeps motor performance from nonlinearity and disturbance. 
Then the PID sliding surface used which has the advantage 
of controlling the transient response of the system. 
 
Fig. 1 Blok Diagram System 
After performing SMC design with PID sliding surface 
on BLDC, Optimization will be added to the system to 
minimize the error of rotation speed between motor output 
and reference value, the parameter values Ki, Kp, and Kd 
will be determined by genetic algorithm. Then the SMC will 
be applied to the system where the PID will be integrated as 
the sliding surface of the SMC controller and the system 
performance monitoring will be performed. 
SMC with PID sliding surface will be applied to BLDC 
2nd order system, thus yielding the following equation [10]. 
ݏ(ݐ) 	= 	ܭ݌	݁(ݐ) 	+ 	ܭ݅ න ݁ (ݐ) 	+ 	ܭ݀	 ݀݁݀ݐ (20) 
 The error occurring due to the difference between the 
actual value and the desired trajectory is illustrated by (21). 
݁(ݐ) 	= 	ݎ(ݐ)	– 	ݕ(ݐ) (21) 
Where e(t) is an error obtained from the difference of 
reference value r(t) and the system output value y(t). If the 
equation uses 2nd order on the model then it can be written 
on the equation (22). 
ë(t) = ݎሷ(t) − ÿ (t) (22) 
ÿ (t) =	 ሷ߱  (23) 
From equation (2), (16) and (17), ሷ߱  can be described as 
follows: 
ሷ߱ = 	−ܣ ሶ߱ − ܤ߱ + ܥݑ(ݐ) – F(t) (24) 
ݑ(ݐ) = ݒ(ݐ) (25) 
ܣ =	−ܤ௩ܬ  (26) 
ܤ = 	−ܭݐ
ଶ
ܬܮܽ  (27) 
ܥ = 	− ܭݐܬܮܽ (28) 
ܨ(ݐ) = ܶ݁ − ݈ܶ (29) 
 In general, SMC is described as equation that sums 
between switching control and equivalent control. Switching 
control is an adjustment equation when the value of s(t) ≠ 0 
denoted by symbol Usw and equivalent control is the 
adjustment equation when s(t) = 0. 
ௌܷெ஼ = ܷ ݁ݍ	 + 	ܷݏݓ (30) 
Because of the s(t) value is equal with 0 it can be 
assumed that s(t) = ̇s(t) = 0 so the derivative of the s(t) can 
be written as follows : 
ݏሶ(t) = Kp ė(t) + Ki e(t) + Kd ë(t) (31) 
Then it is assumed that the value of the load is 0, and 
equation (24) is input to change the value of ë(t) it can be 
written as follows: 
ݏሶ (t)  = ܭ݌ ė(ݐ) + ܭ݅ ݁(ݐ) + ܭ݀ (	ݎሷ(t) +ܣ ሶ߱ + ܤ߱ −
ܥݑ(ݐ)) (32) 
When ݏሶ(t) = 0, the equivalent control of SMC can be 
described as 
ܷ݁ݍ = (ܭ݀ܥ)ିଵ(ܭ݌ ė(ݐ) + ܭ݅	݁(ݐ) +
ܭ݀( ݎሷ(t)+ܣ ሶ߱ + ܤ߱)) (33) 
From analysis of Lyapunov stability theory that has been 
verified, this controller will follow Lyapunov function in 
equation (34). 
ܸ = 12 ݏ
ଶ (34) 
Where V(t) > 0 and V(0) = 0 for s(t) ≠ 0. The 
achievement condition will be illustrated in the equation 
(35). 
ሶܸ (t)  = s(t) ݏሶ(t) < 0   ; s(t) ≠ 0  (35) 
This equation has purpose to ensure the value moving 
from reaching condition to the sliding phase under stable 
condition.	 ሶܸ (t) must be negative to guarantee the control 
stability. 
0 > ݏ(ܭ݌ ė(ݐ) + ܭ݅ ݁(ݐ) + ܭ݀ (	ݎሷ(t) +ܣ ሶ߱ + ܤ߱ −
ܥݑ(ݐ))) 
0 > ݏ(ܭ݌	ė(ݐ)	+ ܭ݅	݁(ݐ) + ܭ݀ (	ݎሷ(t) +ܣ ሶ߱ + ܤ߱) −
ܭ݀	ܥݑ(ݐ)) 
0 > ݏ(ܭ݌	ė(ݐ)	+ ܭ݅	݁(ݐ) + ܭ݀ (	ݎሷ(t) +ܣ ሶ߱ + ܤ߱) −
ܭ݀	ܥ(ݑ݁ݍ + ݑݏݓ)) 
0 > ݏ(ܭ݌	ė(ݐ)	+ ܭ݅	݁(ݐ) + ܭ݀ (	ݎሷ(t) +ܣ ሶ߱ + ܤ߱) −
ܭ݀	ܥ(ܭ݀ܥ)ିଵ൫ܭ݌	ė(ݐ) + ܭ݅	݁(ݐ) + ܭ݀(	ݎሷ(t) +
ܣ ሶ߱ + ܤ߱)൯ + ܭ݀	ܥ	ݑ௦௪)) 
0 > ݏ(ܭ݌	ė(ݐ)	+ ܭ݅	݁(ݐ) + ܭ݀ (	ݎሷ(t)+ܣ ሶ߱ + ܤ߱)) −
ݏܭ݀ ܥ(ܭ݀ܥ)ିଵ൫ܭ݌ ė(ݐ) + ܭ݅	݁(ݐ) + ܭ݀(	ݎሷ(t) +
ܣ ሶ߱ + ܤ߱)൯ + ݏܭ݀	ܥ	ݑ௦௪))  
(36) 
To make sure equation (36) is negative, then the 
specified of usw is 
Usw = sign(s)(ܭ݌ ė(ݐ)	+ ܭ݅	݁(ݐ) + ܭ݀ 
( ݎሷ(t)+ܣ ሶ߱ + ܤ߱) − ܭ݀ ܥ(ܭ݀ܥ)ିଵ൫ܭ݌	ė(ݐ) +
ܭ݅ ݁(ݐ) + ܭ݀( ݎሷ(ݐ) + ܣ ሶ߱ + ܤ߱)൯ (37) 
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By applying the sign function on the sliding surface so 
that the equation will be obtained for its switching control: 
ܷݏݓ	 = 		ܭݏ	ݏܽݐ ൬ܵ߮൰ (38) 
ݏܽݐ ቀௌఝቁ = 	 ቀ
ௌ
ఝቁ  ; if  |
௦
ఝ | ≤ 1 (39) 
ݏܽݐ ቀௌఝቁ = 	ݏ݅݃݊ ቀ
ௌ
ఝቁ	  ; if ቚ	
௦
ఝ	ቚ > 1 (40) 
The equation (38), (39), and (40) in practice has a work 
like prediction control ideal relay. So in this case the sign 
function can be replaced with the hyperbolic tangent 
function to improve the performance of hitting control. 
Where the value of Ks is the gain of the switching control 
and φ is the thickness of the boundary layer. So the 
switching equation can be written:  
ܷ	ௌௐ = 		ܭݏ	ݐܽ݊ℎ ൬
ܵ
߮൰ (41) 
 To ensure the stability of the proposed control, the 
Lyapunov fuction candidate is applied. Various effects of 
discontinuous function have been reduced by substituting the 
hyperbolic tangent function with the boundary layer of φ. 
Results of Usmc in equations (33) and (41) are substituted 
into equation (30), and (30) is rewritten as follows. 
௦ܷ௠௖ 	= 		 (ܭ݀ܥ)ିଵ(ܭ݌	ė(ݐ) 	+ ܭ݅	݁(ݐ) 	+
	ܭ݀	(	ݎሷ(ݐ) 	+ ܣ ሶ߱ + ܤ߱)) + 	ܭݏ ݐܽ݊ℎ ቀௌ∅ቁ  (42) 
C. Genetic Algorithm 
Genetic algorithm (GA) is an optimization algorithm that 
utilizes genetic and natural selection mechanisms. GA 
operates with a set of candidate solutions or chromosomes 
known as the population. Each chromosome consists of a 
number of numbers that present the solution and can be a 
binary number.  
Population initialization is done to generate the initial 
solution of a genetic algorithm problem. This initialization is 
done randomly as much as the desired number of 
chromosomes / population. Next is calculated the value of 
fitness and so on is done by using Roulette wheel method, 
tournament or ranking. . Values that have a high fitness will 
survive in the next generation as Parent. To produce a new 
generation performed several operations such as selection, 
crossover and mutation. The procedure will be repeated until 
found the most optimal solution or after the desired number 
of generations has been met. 
 The value of PID which is the coefficient of Kp, Ki and 
Kd will be optimized by GA method to ensure maximum 
control. For GA initialization, we have to define some initial 
values. Because the performance of a good system control 
design will depend on how well we determine the initial 
parameters. The initial parameters of GA are listed in Table 
II. 
 The fitness calculations of each chromosome as the 
selection of objective functions are very important thing. In 
this study we use SSTE to calculate performance index on 
controller with equation as follows: 
ܵܵܶܧ = ෍(݁
ே
௧ୀ଴
)ଶ/ܰ 
(43) 
TABLE II. INITIAL PARAMETER OF GA 
Parameter Value 
Generation 50 
Population Size 50 
Crossover Method Crossover Scattered 
Maximum Number of Generation 0.8 
Selection Method Tournament 
Crossover Probability 0.8 
Mutation Type Uniform Mutation 
Mutation Probability 0.1 
 
D. Luenberger Observer 
 A linear system that uses a control system must have 
feedback for comparison with the reference value that will 
be determine the input for the control system. Feedback from 
the system can be set according to what reference wanted to 
be given. But to ensure that the feedback output corresponds 
to the state of the system, it needs a disturbance observer like 
Luenberger Observer [7].  
The problem that arises in SMC control is the existence 
of a chattering where the value must be adjusted to the 
biggest disturbance to be received by the motor. This causes 
the system to perform a large catering even in the minor 
disturbances. Therefore used Observer that serves to detect 
disturbance on the motor and then converted to the value of 
switching gain (Ks) on SMC so that the value of chattering 
will adapt in accordance with the value of disturbance that is 
received by the plant. Luenberger Observer basic equation is 
described as follow [12]: 
ݔොሶ = ܣݔො + ܤݑ + ܮ[ݕ − ܥݔො] (44) 
with estimation error observer is defined as: 
݁̂ = ݔො − ݔ (45) 
݁̂ሶ = (ܣ − ܮܥ)݁ − ܧ݀ (46) 
ܣ − ܮܥ =
ۏ
ێ
ێ
ێ
ێ
ۍ−ݎܽܮܽ 0 0
0 −ݎܽܮܽ 0
0 0 −ܤݒܬ ے
ۑ
ۑ
ۑ
ۑ
ې
− ൥
ܮ1
ܮ2
ܮ3
൩ . [0 0 1] 
(47) 
ߣܫ − (ܣ − ܮܥ) = ߣ ൥
1 0 0
0 1 0
0 0 1
൩ −
ۏ
ێ
ێ
ێ
ێ
ۍ−ݎܽܮܽ 0 −ܮ1
0 −ݎܽܮܽ −ܮ2
0 0 −ܤݒܬ − ܮ3ے
ۑ
ۑ
ۑ
ۑ
ې
 
(48) 
 
 The polynomial characteristic equation of the Luenberger 
Observer is the determinant of the matrix in (48). 
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݀݁ݐ൫ߣܫ − (ܣ − ܮܥ)൯
= 	 ߣଷ +	ߣଶ(−2ߩ	– 	ߪ	 + ܮ3)
+ ߣ(2ߩߪ	 + ߩଶ	– 	2ܮ3ߩ) 	
+ 	(−ߩଶߪ + ߩଶܮ3) (49) 
where, 
ߩ	 = 	−ݎܽ/ܮܽ (50) 
ߪ	 = 	−ܤݒ/ܬ (51) 
 
 According to the Vieta equation law, the value of the root 
of the cubic 3 equation is defined as: 
 
−(ߣଵ	ߣଶ	ߣଷ	) = 	−ߩଶߪ +	ߩଶܮ3 (52) 
ܮ3 = −(ߣଵ	ߣଶ	ߣଷ	) + −ߩ
ଶߪ
ߩଶ 		 (53) 
 
Hence, we get the value of L in state Observer 
ܮ = ൦
0
0
−ߣଵߣଶߣଷ + ρଶσ
ρଶ
൪ 
(54) 
where the eigen value of (A-LC) is 
݁݅݃(ܣ − ܮܥ) 	= 	 [ߣଵ ߣଶ		ߣଷ] (55) 
 
 The difference between the Observer's output value and 
the actual speed of the motor was used to determine the 
value of the switching gain in the SMC as shown in the 
equation (56). 
ܷ	ௌௐ = 		 (ܭ௢௕௦௘௥௩௘௥ + ܭݏ)ݐܽ݊ℎ ൬
ܵ
߮൰ (56) 
III. RESULTS AND DISCUSSION 
A. SMC-PID-GA in BLDC Motor 
Evaluation on the nonlinear BLDC motor was done by 
equipped with 0.5 N load at t = 2 sec and noise at t = 3. The 
noise and the load values influenced the motor 
characteristics and it was not more than 40% of the input 
reference. 
 
Fig. 2 Comparison of the speed controller on nonlinear BLDC motor with 
disturbance 
 
Fig. 3 Control signal of the controller  
TABLE III. SYSTEM CHARACTERISTICS  
Characteristic PID SMC-PID SMC-PID-GA 
Rise Time (sec) 0.04 0.02 0.019 
Overshoot (%) 2.9 2.9 1.1 
Peak Time (sec) 0.164 0.029 0.03 
Settling Time (sec) 0.392 0.132 0.13 
SSTE 2.8098 1.269 1.2548 
 
 Fig. 2 shows that the performance of the SMC-PID was 
significantly leading than the PID in both transient and 
steady state area. It was proven when disturbance occurred at 
t = 2 second, the SMC-PID keep the system to remain at its 
reference input and avoid from load perturbation. Similarly, 
when noise occurs, SMC-PID is able to overcome the 
interference, such that the system remains in stable 
condition. Differ from the PID controller that has a big 
change when the system get the load and noise occurs to the 
system. This is happened because there was interference on 
the system. The SMC-PID chattered when the system 
trajectory was forced to remain on the sliding surface. The 
SMC-PID control signal as shown in Fig. 3 will remain in 
chattering condition during the interference, when the 
interference value is more than the value of switching gain. 
 Optimizing the value of PID parameters using GA is 
highly visible from Fig. 2, where the transient response of 
the system works more optimally although its action control 
just has a little bit different from the SMC-PID without 
optimization. In Table III, it is found that the overshoot and 
error values of the system that generate by GA optimization 
are smaller than other methods. Compared with previous 
studies using only conventional SMC on BLDC motors [6], 
SMC-PID-GA performance is much better especially on the 
transient response area. Conventional SMC only considers 
the steady state area aspect, while SMC-PID-GA is 
developed in addition to steady state performance, the 
transient response is also noticed, so that all the things that 
describe the performance of the system on various 
conditions can be resolved. 
B. Adaptive SMC-PID-GA 
  Tests on adaptive SMC will be aimed at the changing of 
chattering value that will occur in SMC. Luenberger 
observer will set the value of SMC switching gain so that the 
NoiseLoad
Response System with Various Controller
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system will perform the chattering according to the number 
of disturbance that received.  
 
Fig. 4 Response signal of SMC-PID-GA with and without observer 
 
 
 
Fig. 5 Control signal with and without observer  
 
 
Fig. 6 Disturbance value that estimated by Luenberger Observer 
 With the observer on the system, it appears that the 
response of the system as shown in Fig. 4 is not very 
influential but the disturbance that will be accepted by the 
system can be detected well by the observer as shown in Fig. 
6. The disturbances that have been estimated by Luenberger 
observer will change the value of SMC switching gain so 
that seen in Fig. 5 the SMC-PID-GA chattering value varies 
according to the value of the disturbance that received. This 
is very important because the higher chattering will result in 
changes of motor input and there will be vibration in the 
system. The accuracy of Luenberger observer in estimating 
the disturbance is very high, as evidenced by the error 
between disturbance and observer in SSTE reach 0.0322. 
IV. CONCLUSION 
 A robust and adaptive control scheme has been designed 
and simulated successfully for BLDC motor system. The 
SMC with PID sliding surface be able to maintain the 
stability of the system according with the reference point 
against the disturbance and noise interference. With the 
addition of genetic algorithm also capable to optimize the 
SMC-PID performance in area of transient response. 
Moreover, the inclusion of the Luenberger disturbance 
observer in the control scheme offer a solution on the 
problem how to minimize chattering effect on the system, 
when the disturbance and noise interference changing with 
uncertain magnitude. 
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Abstract— In this paper, we start to investigate the sensor fault 
problem in a Wind Turbine model with Fault Tolerant Control 
(FTC). FTC is used to allow the parameters of the controller to be 
reconfigured in accordance error information obtained online from 
sensors to improve the stability and overall performance of the 
system when an error occurs. The design is divided into two parts. 
The first part is designed Sliding Mode Observer (SMO) based 
Fault Detection Filter (FDF) to generate a residual signal to 
estimate fault. FDF is designed to maximize sensitivity fault. The 
second is a design output feedback control and Fault Compensation 
to guarantee the stability and performance system from disturbance 
by ignoring faults. 
Moreover, the function of fault compensation is to minimize 
effect fault of the system. The main contribution of this research is 
FTC proved to solve the sensor fault problem in a Wind Turbine 
model. The simulation showed the effectiveness of this method to 
estimate the fault and stabilized the system faster to a steady 
condition.  
Keywords— Fault Tolerant; Sliding Mode Observer; Linear 
Matrix Inequality; Wind Turbine  
I.  INTRODUCTION 
Utilization of renewable energy sources is also a suitable 
solution as a replacement for conventional energy sources that 
are depleting the number of reserves. Wind energy is one 
example of an energy source that has shown an increase in the 
contribution to electricity demand, using renewable energy 
sources, the use of wind energy, causing decreasing in use of 
carbon energy [1]. 
In long-term operation, wind turbine disturbances are 
considered for various sensors and actuators. To resolve the 
system errors, a method to compensate for the errors in the 
system so that the system can have good performance is 
required. This method is called Fault Tolerant Control (FTC). 
There are two types of methods in the FTC, namely Passive 
Fault Tolerant Control Schemes (PFTCs) and Active Fault 
Tolerant Control Schemes (AFTCS). In PFTCs, the controller 
parameters are fixed and designed using robust controls to 
ensure the control system remains capable of resolving errors 
from system components. In the PFTCs method, no online 
error information is required for the controller but has an error 
limit to overcome. While the AFTCS method, the parameters 
of the controller are reconfigured according to the error 
information obtained online to improve the stability and 
overall performance of the system when an error occurs on the 
component [2].  
The sensor fault case can be classified under sensor 
saturation, lost sensitivity, and missing measurement. The 
AFTC scheme for of the actuator or sensor measurement 
results is based on the error compensation reconstructed with 
the injection signal. For the sensor fault case such as sensor 
saturation and lost sensitivity, the AFTC using robust  
method has been developed in [3]. In fault estimation result 
from that research, the fault cannot accurately estimate using 
Luenberger observer with LMI approach. According [4], 
comparing with another scheme, the sliding mode observer 
base estimation of fault can make the error estimation can 
convergence to zero even though the signal fault is time-
variant.  
In this paper, we design the active fault tolerant control 
with the sliding mode observer to estimate the fault in the 
sensor of the wind turbine. Then, output feedback controller 
based on model reference is designed to control the power of 
the generator although the wind speed is changing. The fault 
reconstruction is designed with the LMI approach to reject the 
fault after its estimated.  
II. THE MATHEMATICAL MODEL OF WIND TURBINE  
A. Wind Model 
The main driving force for the wind turbine is a Wind with 
depends on multiple parameters. Generally, wind model 
described into two-part, The mean wind model and the 
stochastic model [5]. 
In [6], there is three variable that influences the stochastic 
model of wind. Wind shear which is the effect of wind energy 
lost at the surface of the earth, tower shadow is the 
phenomenon when a blade located in front of the tower, the lift 
on that blade decreases because the tower reduces the effective 
wind speed. This tower shadow implies that force acting on 
each blade decreases every time a blade is in front of the tower. 
An equation describing the wind component is described 
bellow  
 (1) 
978-1-5386-8402-3/18/$31.00 ©2018 IEEE
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
648
In Eq. (1)  is the mean wind speed that is occurring in 
certain intervals;  and  is the wind shear and tower shade 
that effect in the wind force in the blade; and . is the 
stochastic effect in the wind which completely described in [6]. 
B. Aerodynamic Model 
The aerodynamics model of the wind turbine model is 
modeled as torque acting in a blade which described below [5] 
 
(2) 
Where  air density,  is the swept rotor area,  is the wind 
speed passing through the rotor, and  is a mapping 
of the torque coefficients. The  coefficient modeled as the 
lookup table depending on the tip speed ratio and the pitch 
angle. 
C. Drive Train  
The purpose of the drive train is to transfer torque from 
the rotor to the generator. It includes a gearbox that increases 
the rotational speed from the low-speed rotor side to the high-
speed generator side. In this paper, the drive train is modeled 
by a two-mass model. 
 
(3) 
 
(4) 
 
(5) 
Where  is the moment of inertia of the low-speed shaft?  
is the torsion stiffness of the drive train,  is the torsion 
damping coefficient of the drive train,  is the viscous friction 
of the high-speed shaft,  is the gear ratio,  is the moment of 
inertia of the high-speed shaft,  is the efficiency of the drive 
train, and  is the torsion angle of the drive train. 
D.  Generator Model 
The electrical system in the wind turbine and the 
electrical 
System controllers are much faster than the frequency range 
used in the wind model. On a system level of the wind turbine, 
the generator and converter dynamics can be modeled by a 
first-order transfer function 
 (6) 
where  is the torque in generator and  torque 
reference in generator and  is the time constant parameter on 
the generator. 
The power supplied by generator described as below 
 (7) 
Where  is the efficiency of the generator. 
E. Pitch Actuator 
Pitch actuator system is the hydraulic system that 
controls the pitch angle in the blade of the wind turbine. The 
controller is not available. In principle, it is a piston servo 
system that can be modeled well by a second-order transfer 
function between the measured angle  and pitch reference  
[1]  
 (8) 
where  is the damping ratio, and  is the natural frequency 
of the pitch actuator.  
F. Linearization 
The system has two inputs, the generator torque 
reference and the pitch angle reference, which are delayed as 
prior explained. Furthermore, the speed of the wind acts as a 
disturbance and is an uncontrolled input. The aerodynamic 
model is a ected by the e ective wind speed, ﬀ ﬀ  a ecting ﬀ
the real wind speed, . If the chosen state variable is 
 the state space model of the wind 
turbine is described as following equation 
 (9) 
Where 
 
 
And the parameter is described bellow 
 
 
 
 
 
 
 
 
 
 
 
 
 
In eq (9) there is the nonlinearly term in aerodynamic 
model of wind turbine. In linearization of wind model, the 
nonlinearly term of   directly approximately using 
parameter identification [5].  
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III. FAULT DETECTION WITH SMO 
Consider the linear system with the sensor fault is 
described in the following equation   
 
 
(10) 
where  is the output of system and  is the fault that 
occurs in the sensor of the output state.  
In this section, SMO is designed to estimate the faulty in 
the system. Since (A, C) is detectable, given SMO the 
following in equation  
 
 
(11) 
Where  and  represent state and output 
estimation vector. is switching term of SMO signal. 
Observer gain  and  should be guaranteed the stability of 
the observer. If Filtering error estimation is given in equation 
(12) and the derivation in (13) 
 (12) 
  (13) 
substitute (10) and (11) into (13) so we have the error 
dynamics of the observer in equation   
 (14) 
If given the Lyapunov function in equation  
 (15) 
 Substitute (14) into (15) we obtain LMI in equation  
 
(16) 
Where  and  is the 
solution of , then the error estimation is asymptotically 
stable. When the error estimation is convergence to zero the 
fault estimation given in equation   
 (17) 
IV. OUTPUT FEEDBACK CONTROL AND FAULT 
RECONSTRUCTION 
In this section, the output feedback control will be design 
with the model following form. The second order model 
following form is described in the following equation  
 
 
(18) 
where  and are the poles which must be chosen to desire 
characteristic of the closed-loop system.  
If the error system was chosen is between output model 
reference and output state   
 (19) 
also, the control signal is below   
 (20) 
So, we have the system dynamic become 
 (21) 
also, the observer  
 
 
(22) 
If we join the eq.(18),(21) and eq.(22) so we have the 
augmented dynamic system in equation  
 (23) 
Where ,  and  
 
 
Consider the Lyapunov function described in the equation 
below  
 (24) 
So, we have the LMI in the following equation  
 
(25) 
where  
 
 and is the solution of error system 
convergence to zero. 
V. SIMULATION RESULT  
A. Without Faulty Case 
The first step we tested the output feedback controller. In 
this simulation, the desired power of the generator is 
 with eq.(7) we calculate  and  to the 
model following reference. 
 
Fig. 1 Generator output power without a faulty case with 
output feedback controller.  
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Fig. 2 wind speed 
From the simulation, we get that the output feedback 
control can follow the model reference in 10 seconds with the 
root mean square error of around 0.132.  
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Fig. 3 The angle of pitch signal  
FFig. 2 and Fig. 3, its show that the output feedback 
control with the LMI approach can stabilize the power 
generator although the wind speed is changing. The robustness 
from the formulation in LMI shows that the wind speed 
becomes disturbance successfully handled.  
B. Faulty Case in One Sensor 
In a faulty sensor case, the fault is injected in the second 
output of the system, i.e., . From the simulation, it can be 
shown that the SMO can accurately estimate the fault, its 
shown from Fig. 4.  
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Fig. 4 Comparison of fault and fault estimation using SMO  
Fig. 5 shows that the controller responds by comparing 
when using fault tolerant control and without using fault 
tolerant control when an error occurs. From the response 
obtained at that time without fault tolerant control, the output 
state of the plant had increased and not on the set point due to 
the giving of the error and just returned to the set points when 
no error occurred. Meanwhile, when using fault tolerant 
control when given interference, the response will return to the 
set points faster 3 seconds when compared with no 
interference, the response is faster because of the 
reconfiguration of the control of the addition of set point when 
the occurrence of errors.  
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Fig. 5 Comparison with and without FTC  
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Fig. 6 Angle of pitch signal 
VI. CONCLUSION 
After doing the system modeling then do the testing and 
analysis, it can be taken some conclusions as follows; Design 
of sliding observer mode used can estimate the fault case at 
the plant that happened faultily.   
Active fault tolerance method is used to overcome the 
interference and maintain the stability of the system running 
under the desired output when the interference can be re-stable 
as when there is no error. Active fault tolerance works 
successfully in the first second during the interruption.  
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Abstract— Electric cable is a medium to conduct electrical 
energy. Expansion and contraction caused by thermal changes 
may result in an aging effect on the cable. This paper presents 
the way to observe the expansion in electrical cable due to 
thermal changes using the x-ray microradiography. The 
observed electric cables were NYA, NYAF, and NYM, each 
with cross-sectional areas of 1.5 mm2 and 2.5 mm2. The 
temperature was monitored using a DS18B20 sensor compiled 
into a microcontroller. In order to process and analyze the 
cables images, an ImageJ software was used. The image 
differences were compared based on the value of the digital 
image correlation. The physical analysis was carried out based 
on Adrian’s FWHM and calculated using the regression 
method. The accurate structural dimension measurement using 
x-ray digital microradiography is about 50 μm/pixel. The 
average relative error measured was less than 3%. 
Keywords— cable, thermal expansion, image correlation, 
digital microradiograph, x-ray 
I. INTRODUCTION 
Electric cable is a medium to conduct electrical energy. 
Basically, it consists of insulative and conductive parts. The 
electric cable is characterized by its current conducting 
capacity (ampacity). The ampacity is affected by the 
environmental factors such as temperature. The temperature 
of cable might be changed because of both the response of its 
resistivity to current changes and the changes in ambient 
temperature. Expansion caused by thermal changes may 
result in an aging effect on the cable. Furthermore, it may 
cause damage  [1]. 
 Cable quality is also influenced by its 
thermodynamics characteristic such as thermal expansion 
coefficient. The majority of instruments which had been 
developed to measure this characteristic are dilatometers, 
comparators, capacitance method, optical interferometry, and 
thermomechanical analysis but weaknesses are still found 
[2]. However, these conventional methods cannot detect the 
expansion of cable installed inside a building, as if it was 
installed inside the wall or between the ceiling and the roof 
without destroying the building itself. Thus, we’re trying to 
find a method to detect the change of dimension occurred on 
the cable using a non-destructive method. 
An x-ray micro-digital radiography system has been 
developed at the Department of Physics, Gadjah Mada 
University. It is a non-destructive testing method. It 
comprises a laboratory x-ray generator and an x-ray 
fluoroscopy image converter. The x-ray generator has a 
Molybdenum anode target. The x-ray fluoroscopy image 
converter as image detector comprises a fluorescence screen 
in dark cavity which is coupled with a CMOS digital camera 
to produce digital radiographs [3]. Based on the previous 
study, the accurate structural dimension measurement using 
this instrument is about 50 μm/pixel [4]. 
II. RESEARCH METHOD 
The data was collected in Department of Physics, Gadjah 
Mada University Yogyakarta including metal cutting, metal 
drilling, metal welding, data acquisition, and data analysis. 
The research method followed the flowchart shown in Figure 
1. Metal cutting, metal drilling, and metal welding for the 
heating set were done by following the design shown in 
Figure 2. 
A customized x-ray digital micro-radiography system has 
been used for data acquisition as shown in Figure 3.  The x-
ray tube voltage and filament current were set at 40 keV and 
30 mA consecutively. The transmitted x-ray from x-ray tube 
will be partially absorbed by the cable. The passed intensity 
will form analog radiography image in the fluorescence 
screens. The image was then captured and converted to be a 
digital image by CMOS camera. The images were saved in a 
hard disk of a computer. The images might be displayed and 
processed for further analysis. 
The type of the electric cables for this study was NYA, 
NYAF, and NYM, which each has two cross-sectional area 
of 1.5 mm2 and 2.5 mm2. All cables were cut into 120 mm 
length. The conductor metal of these cables is known to be 
copper so the range of thermal expansion coefficient should 
be in the range of 16×10-6/oC to 18×10-6/oC [5]. Every cable 
was heated from 30oC to 100oC and then their images were 
collected for each 10oC increment. The temperature changes 
were monitored by using DS18B20 waterproof temperature 
sensor compiled into the microcontroller.  The measurement 
results were then displayed on the PC monitor by using the 
HyperTerminal software [6]. 
 
Fig. 1. Flowchart design. 
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Fig. 2. Heater set design. 
 
 
Fig. 3. The x-ray digital micro-radiography system. 
 
In order to process and analyze the radiography images 
of the cables, an ImageJ software was used to analyze the 
acquired images [7]. Prior, the images were corrected to 
enhance the visibility and image sharpness. 
This software was used for image processing and data 
analysis. In image processing stage, the images were 
corrected to remove background values and then added to 
itself to increase the sharpness [8]. Then, the images were 
cropped to show the edges only and the process of finding 
the edge was conducted [9]. 
 Data analysis was conducted in two aspects including 
visual analysis and physical analysis. Visual analysis was 
conducted based on image elongation following temperature 
increment. The image differences were compared based on 
the value of the digital image correlation (DIC) which has 
been plugged into the ImageJ software [10]. The DIC value 
measurement follows Eq. 1 which is Pearson’s Correlation 
Coefficient where fi  and gi are the intensity of the ith pixel in 
the 1st image and 2nd image respectively, fmean and gmean are 
the mean intensity of the 1st image and 2nd image 
consecutively  [11]. 
 
 
 
 
 
 
 
 
 
 
 
 The physical analysis was carried out based on Adrian’s 
FWHM [12] to determine the initial and final pixel position 
of the edges due to temperature changes after the heating 
process. Position changes were analyzed based on the x-
center value of Adrian’s FWHM. Metals expansion 
coefficient was determined using least square fit method 
(regression method). The equation of thermal expansion is 
shown in Eq. 2 where L is the final length, L0 is initial 
length, α is the coefficient of thermal expansion, and ΔT is 
temperature change [13]. 
 
( )( )
( ) ( ) 

= =
=
−−
−−
=
n
i
n
i
ii
n
i
ii
ggff
ggff
C
1 1
22
1
 (1) 
 L = L0 + αΔΤ (2) 
  
III. RESULTS AND ANALYSIS 
In this study, scanning was done on each object and 5 
images were obtained for each 10oC increment. Every 
obtained image is representing the changes of position due to 
the changes of temperature. Figure 4a and 4b show the 
comparison of images before and after subtraction process. 
Image subtraction was done by subtracting the obtained 
image with a background image. Plot profiles which are 
shown in Figure 4c and 4d describe that the background 
value has been corrected proven by the curve at position 
range from 0 to 200 coincides with the x-axes in Figure 4d. 
Figure 5 shows images and plot profile both before and 
after addition. The purpose of image addition in this study 
was to increase the contrast so the edges seemed clearer. 
Figure 5a and 5b show that there is brightness difference 
between both images and makes the edges seem clearer. 
Figure 5c and 5d are the plot profile for the images in Figure 
5a and 5b that show no changes in object geometry just the 
change in gray value. Based on the corrected and normalized 
radiography images, the image has good contrast so that the 
edges can be shown clearly.  
Table 1 shows image correlation coefficients of images in 
several temperatures relative to one another for NYA 1,5 
object. The DIC value differences signify the geometrical 
changes occurred, and it is significant at 10oC temperature 
change from 30oC to 100oC. Other image correlation 
coefficients for NYA 2.5, NYAF 1.5, NYAF 2.5, NYM 1.5, 
and NYM 2.5 are not shown because it show the similar 
trend to Table 1. 
 
 
 
 
 
 
Type Temperature (oC) 
30 40 50 60 70 80 90 100 
NYA 1.5 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 
NYA 2.5 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.999 
NYAF 1.5 1.000 1.000 0.996 0.995 0.983 0.982 0.977 0.966 
NYAF 2.5 1.000 0.999 0.990 0.977 0.975 0.975 0.974 0.973 
NYM 1.5 1.000 0.997 0.996 0.994 0.985 0.983 0.960 0.947 
NYM 2.5 1.000 1.000 0.999 0.998 0.998 0.998 0.998 0.982 
TABLE I. IMAGE CORRELATION COEFFICIENTS FOR HEATED NYA, NYAF, AND NYM 
CABLE 
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              (a)    (b) 
 
(c) 
 
(d) 
Fig. 4. Example of (a) Image before subtraction, (b) Image after 
subtraction, (c) Plot profile before subtraction having background gray 
value of 0, (d) Plot profile after subtraction having background gray value 
of 1. 
 
 
              (a)    (b) 
 
(c) 
 
(d) 
Fig. 5. Example of (a) Image before addition, (b) Image after addition, (c) 
Plot profile before addition, (d) Plot profile after addition. 
Based on Table 1, the image of metal dilation was 
obtained for each object to show the changes in object 
geometry caused by its temperature change. Figure 6 shows 
metal dilation of NYA 1.5, NYA 2.5, NYAF 1.5, NYAF 2.5, 
NYM 1.5, and NYM 2.5.   
The initial position of cable was measured at 30oC 
temperature using Adrian’s FWHM analysis gives the pixel 
position of the edge and its uncertainty in which it is related 
to the temperature change. The change of metal length can be 
observed based on the dilation of peak value on graph 
obtained for each temperature that’s shown in Table 2 and 
Figure 7. Calibration procedure yielded on conversion from 
pixel to c.g.s. unit that is 220 + 5 pixel equals to 1.5 cm. 
    Based on the obtained data listed in Table 2, the 
coefficient of thermal expansion was calculated by using 
least square fit method or regression method. This method 
was used because of its capability to determine the 
uncertainty for minimum length expansion. The linearity for 
data is shown in Figure 8. Based on the Pearson’s r obtained 
from the graph, the data were confirmed to be linear so it 
could be analyzed using the least square method. 
The calculated coefficients were then compared with a 
copper coefficient of thermal expansion range based on [5] 
that is 16×10-6/oC to 18×10-6/oC since the conductor are all 
made of copper and shown in Table 3. 
Based on the results shown in Table 3, variances still 
exist in the experiment values but still in the range of the 
reference value. These might be caused by unknown prior 
treatment history of the cables in the factory before, whether 
it was wrought or cast. Furthermore, authors can’t control 
how these cables were treated in the market, how it was 
rolled, to what degree had it being bent before. These 
unknown prior histories of specimen might influence the 
structures of copper. The differences might also be caused by 
specimen size, heating rate, or thermocouple position. 
Based on the research process and the ability of the 
system to capture metal length changes, authors may state 
that X-Ray Digital Microradiography built in the department 
of physics at Gadjah Mada University in Yogyakarta-
Indonesia is capable of observing thermal expansion 
phenomena. 
 
Fig. 6. Conductor dilation from 30oC to 100oC of (a) NYA 1.5, (b) NYA 2.5, 
(c) NYAF 1.5, (d) NYAF 2.5, (e) NYM 1.5 Blue, (f) NYM 1.5 Black, (g) 
NYM 2.5 Blue, (h) NYM 2.5 Black. 
 
Fig. 7. The image analyzing process on NYA 1.5 at 30oC temperature using 
Adrian’s FWHM plugins. 
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TABLE II.  METALS EDGE’S DILATION. (A) NYA 1.5, (B) NYA 2.5, (C) NYAF 1.5, (D) NYAF 2.5, (E) NYM 1.5 BLUE, (F) NYM 1.5 BLACK, (G) NYM 2.5 
BLUE, (H) NYM 2.5 BLACK  
T(oC) L0 (cm) dL (cm)  T(oC) L0 (cm) dL (cm)  T(oC) L0 (cm) dL (cm) 
30 12.00+0.04 0  30 12.00 + 0.02 0  30 12.00 + 0.05 0 
40 12.00+0.04 1.32×10-3  40 12.00 + 0.02 1.67×10-3  40 12.00 + 0.06 1.87×10-3
50 12.00+0.04 3.71×10-3  50 12.00 + 0.02 3.94×10-3  50 12.00 + 0.04 4.13×10-3 
60 12.01+0.04 5.73×10-3  60 12.01 + 0.02 5.52×10-3  60 12.01 + 0.04 5.84×10-3 
70 12.01+0.04 8.03×10-3  70 12.01 + 0.02 7.04×10-3  70 12.01 + 0.05 7.61×10-3 
80 12.01+0.04 10.41×10-3  80 12.01 + 0.02 8.68×10-3  80 12.01 + 0.04 9.99×10-3 
90 12.01+0.05 11.80×10-3  90 12.01 + 0.02 11.85×10-3  90 12.01 + 0.04 11.97×10-3 
100 12.01+0.05 13.17×10-3  100 12.02 + 0.02 15.14×10-3  100 12.01 + 0.04 13.88×10-3 
                                            (a)                                                  (b)                                                                            (c) 
 
T(oC) L0 (cm) dL (cm)  T(oC) L0 (cm) dL (cm)  T(oC) L0 (cm) dL (cm) 
30 12.00+0.03 0  30 12.00+0.05 0  30 12.00+0.04 0 
40 12.00+0.03 2.43×10-3  40 12.00+0.06 1.68×10-3  40 12.00+0.05 1.60×10-3
50 12.00+0.03 4.16×10-3  50 12.00+0.08 3.78×10-3  50 12.00+0.05 3.27×10-3 
60 12.01+0.03 6.31×10-3  60 12.01+0.07 5.91×10-3  60 12.01+0.05 5.37×10-3 
70 12.01+0.03 8.55×10-3  70 12.01+0.08 7.64×10-3  70 12.01+0.05 7.51×10-3 
80 12.01+0.03 10.64×10-3  80 12.01+0.06 9.57×10-3  80 12.01+0.06 9.59×10-3 
90 12.01+0.03 12.25×10-3  90 12.01+0.07 12.06×10-3  90 12.01+0.06 11.28×10-3 
100 12.01+0.03 13.80×10-3  100 12.01+0.06 13.86×10-3  100 12.01+0.07 13.36×10-3 
                                          (d)                                                                 (e)                                                                           (f) 
 
T(oC) L0 (cm) dL (cm)  T(oC) L0 (cm) dL (cm) 
30 12.00+0.05 0  30 12.00+0.07 0 
40 12.00+0.05 2.47×10-3  40 12.00+0.08 2.50×10-3 
50 12.00+0.05 4.67×10-3  50 12.00+0.06 4.39×10-3 
60 12.01+0.05 6.07×10-3  60 12.01+0.06 5.90×10-3 
70 12.01+0.05 8.08×10-3  70 12.01+0.07 7.45×10-3 
80 12.01+0.04 10.17×10-3  80 12.01+0.07 10.19×10-3 
90 12.01+0.05 12.38×10-3  90 12.01+0.07 12.87×10-3 
100 12.01+0.05 14.84×10-3  100 12.01+0.08 14.26×10-3 
                                                                (g)                                                                           (h) 
 
 
 
(a) 
 
(b) 
 
 
(c) 
 
(d) 
 
Fig. 8. Linearity graph of conductor dilation. (a) NYA, (b) NYAF, (c) NYM Blue, (d) NYM Black. 
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TABLE III.  LINEARITY GRAPH OF CONDUCTOR DILATION. (A) NYA, 
(B) NYAF,  (C) NYM 1.5 BLUE, (F) NYM 1.5 BLACK, (G) NYM 2.5 BLUE, 
(H) NYM 2.5 BLACK  
 
IV. CONCLUSION 
The developed x-ray microradiography system has been 
attempted to use for observing metal expansion due to the 
heating process. From the experiment, the metal expansion 
can be examined based on the radiographs. Through careful 
measurement and analysis, it is possible to measure the 
coefficient of linear thermal expansion with an average 
relative error of less than 3%. Meanwhile, the measured 
linear thermal expansion varies in the range of reference 
values. Improvement may be achieved by better 
pretreatment, instrument improvements, and proper 
calibration. 
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Objects 
 
                  Sizes 
Linear Thermal Coefficient 
1.5 mm2 
(×10-6/oC) 
2.5 mm2 
(×10-6/oC) 
NYA 16.6 + 0.5   17 + 1 
NYAF 16.6 + 0.2 16.6 + 0.4 
NYM Blue 16.7 + 0.2 17.1 + 0.4 Black 16.2 + 0.3 16.9 + 0.6 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
657
A Relative Rotation between Two Overlapping 
UAV’s Images 
 
Martinus Edwin Tjahjadi 
Department of Geomatics 
National Institute of Technology 
(ITN) Malang 
Malang, Indonesia 
edwin@lecturer.itn.ac.id 
 
 
 
 
 
Fransisca Dwi Agustina 
Department of Geomatics 
National Institute of Technology 
(ITN) Malang 
Malang, Indonesia 
siscaagustina02@gmail.com 
Abstract— In this paper, we study the influence of varying 
baseline components on the accuracy of a relative rotation 
between two overlapping aerial images taken form unmanned 
aerial vehicle (UAV) flight. The case is relevant when 
mosaicking UAV’s aerial images by registering each individual 
image. Geotagged images facilitated by a navigational grade 
GPS receiver on board inform the camera position when 
taking pictures. However, these low accuracies of geographical 
coordinates encoded in an EXIF format are unreliable to 
depict baseline vector components between subsequent 
overlapping images. This research investigates these influences 
on the stability of rotation elements when the vector 
components are entered into a standard coplanarity condition 
equation to determine the relative rotation of the stereo 
images. Assuming a nadir looking camera on board while the 
UAV platform is flying at a constant height, the resulted vector 
directions are utilized to constraint the coplanarity equation. A 
detailed analysis of each variation is given. Our experiments 
based on real datasets confirm that the relative rotation 
between two successive overlapping images is practically 
unaffected by the accuracy of positioning method. 
Furthermore, the coplanarity constraint is invariant with 
respect to a translation along the baseline of the aerial stereo 
images. 
Keywords— UAV, Relative, Pose, Orientation, Stereoscopic 
Processing 
I. INTRODUCTION 
In supporting a large scale urban city mapping [1] from 
UAV’s images, mosaicking and compositing aerial images 
[2], as well as stereo matching [3], it is necessary to 
determine a three-dimensional motion of a rigid object (i.e. a 
flying UAV platform) from perspective images. A relative 
orientation process recreates relative translation and angular 
relationships between two successive overlapping images 
that existed at the time of photography. A relative orientation 
consisting of translation and rotation in the stereo images is a 
prerequisite to retrieve 3D structures from images. The most 
fundamental problem in geometric computer vision and 
photogrammetry is a determination of the relative orientation 
or relative pose from point correspondences between two 
images. 
Numerous works for recovering the position and 
orientation of stereo images have been shown. Early attempts 
to reconstruct a scene from the position and rotation from 
image correspondences utilize projective theory on a 
coplanarity constraint [4-7]. A solid theoretical foundation 
about projective significance of the relative orientation 
matrix was recognized, which is known as the 
Fundamental/Essential matrix for describing the geometry of 
an image pair. Algebraic projective geometry is used to 
generate polynomial system iteratively to yield an optimal 
and exact Essential matrix. This method uses 8 point 
correspondences to the approximate values, then enters into 
the least squares adjustment with linearized version of the 
system. One major drawback is the low stability of the 
system and its use of Gauss-Newton elimination being 
susceptible to all types of perturbations [8]. 
Seminal achievements of the scene reconstruction based 
on this matrix are due to Longuet-Higgins [9] together with 
Tsai and Huang [10]. They pioneer a further work on the 
relative orientation improvements. Different strategies and 
different numbers of minimal correspondences are used to 
solve the intractable problem using this simplest matrix. For 
examples, the use of orthogonalization algorithm [11], 
eigenvectors and eigenvalues [12], singular value 
decomposition (SVD) [10], quaternions [13], and normalized 
image coordinates [14] increases the stability and reliability 
of the resulting matrix. Although an existence of the 
Essential matrix can be determined with a minimum number 
of four or fewer point correspondences [15], the most stable 
and linearly unique solution is given by [14] which use eight 
point correspondences or more. Other methods using five to 
seven point correspondences are outlined in [16-18]. 
Other methods of determining the relative orientation are 
by exploiting coplanarity condition of the two adjacent 
images as shown in Fig.1. The geometry of the point 
correspondence reveals the geometric relations between the 
scene point and the image points. Assuming the scene point 
P is static and two images are taken from two different places 
with a calibrated camera, the relative orientation is described 
by the two independent sets of exterior orientation 
parameters (e.g. 6 parameters of each image and thus 12 
parameters altogether). Since the scene point object will be 
reconstructed up to a spatial similarity transformation, which 
is comprised of seven parameters (i.e. three translations, 
three rotations, and one arbitrary scale), it means that only 5 
parameters out of the 12 total exterior orientation parameters 
are determinable. This situation is realized by fixing one 
image (i.e. left image) such that the pose of these images is 
relatively oriented with respect to each other. Hence, the 
object points can be reconstructed at an arbitrary scale only 
up to spatial similarity transformation, or so called a 
photogrammetric model. Thus, the rotation matrix R2 of the 
right image and the direction of the baseline b connecting 
two projection center O1 and O2 are chosen as the parameters 
of the relative orientation. 
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Fig. 1. Relative orientation with a fixed left image 
A direct method to determine these parameters based on 
the coplanarity constraint is reported in [19-24]. It is derived 
by direct linear transformation (i.e. DLT) from coplanarity 
condition equation and this method is linear with respect to 
the 8 unknown parameters [21, 22]. A direct solution for 
these parameters can be achieved without knowing any 
approximate values. However, a duality problem of a 
solution is still exhibited [22]. Attempts to improve the 
solution are also reported. An alternative approach by 
imposing four non-linear constraints by deriving inherent 
orthogonal properties of rotation matrix [20] improves the 
solution. Another attempt is by adding seven constraints to 
control and adjust the solution parameters [19]. Six 
constraints are deduced from the orthogonality of the rotation 
matrix, and the last one arises from the decomposition of 
baseline. Furthermore, an attempt to incorporate a RANSAC 
algorithm in the method to filter out gross errors in the 
relative orientation solution is also reported by [24]. 
Instead of decomposing the essential matrix into the 
rotation and translation parameters of the pose in the direct 
method, the rotational and translation elements are directly 
computed into the coplanarity condition. If the epipolar plane 
defined by the vector of b, P1 and P2, which also contain the 
image point p1 and p2, the computational solution of relative 
orientation utilizes the condition that an object point P and 
the two perspective centers of O1 and O2 must lie in a plane 
(coplanarity constraint). The coplanarity equation is a scalar 
triple product of a volume of a parallelepiped of these three 
vectors. If the base of the parallelepiped defined by the any 
first two out of three vectors and its height by the remaining 
one, the volume of parallelepiped will be zero if the third 
vector lies in the plane of the base, making it coplanar with 
the first two vectors. Direct linear solution of this method 
uses an extensive algebraic manipulation [21, 22], however a 
duality of the solution arise due to perturbations in image 
point coordinates. To remedy the result, further constraints 
are applied to eliminate the influence of over 
parameterization of the direct relative orientation model [19, 
20, 24]. These improved methods are claimed to be more 
suitable for UAV flying at low altitudes. 
Recent advances in a UAV’s low cost direct geo-
referencing utilizing a navigational grade of a GPS/GNSS 
board mounted on the aerial platform [25] provides 
additional 3D information about geographical coordinates 
encoded in an EXIF format [26] on each captured images. 
This low level accuracy of coordinates in geotagged images 
gives a baseline vector b between two successive 
overlapping images. Since the 3D coordinates of each image 
are known, therefore the 3D baseline vector between each 
projection center of each image can be determined. Hence a 
further constraint on the coplanarity condition can be 
imposed by these baseline vectors. This paper, therefore, 
investigates a feasibility of utilizing this vector to determine 
the relative rotation between two overlapping images. 
Algebraic manipulations will be elaborated to justify the 
method in the following sections. 
II. RESEARCH METODOLOGY 
The coplanarity condition in Fig. 1 implies a situation in 
which the object point P and its corresponding image point 
p1 and p2 on two overlapping images are located on the same 
plane with the baseline vector b. When this condition is 
achieved, the vector P1 will have an intersection with the 
vector P2, and these vectors together with the baseline vector 
b will be coplanar and the scalar triple product of them is 
zero. The mathematical model in a determinant form of one 
pair of corresponding point is given by: 
 ࡲ = ࢈. ሺࡼଵ × ࡼ૛ሻ = ቮ
ܾ௫ ܾ௬ ܾ௭
ଵܷ ଵܸ ଵܹ
ଶܷ ଶܸ ଶܹ
ቮ = 0 (1) 
 ࢈ = ቎
ܾ௫
ܾ௬
ܾ௭
቏ = ሾܺ௅ଶ − ܺ௅ଵ ௅ܻଶ − ௅ܻଵ ܼ௅ଶ − ܼ௅ଵሿ்  (2) 
 ࡼଵ = ሾ ଵܷ ଵܸ ଵܹሿ் = ࡾଵ் 	ሾݔଵ ݕଵ −ܿሿ் (3) 
 ࡼଶ = ሾ ଶܷ ଶܸ ଶܹሿ் = ࡾଶ்	ሾݔଶ ݕଶ −ܿሿ் (4) 
Equation (1) is the coplanarity condition in the form of a 
scalar triple product of the volume of a parallelepiped. Its 
determinant form consists of three vector components of b, 
P1 and P2. A determinable baseline vector of b (2) is 
obtained by extracting geographical coordinates of the two 
perspective centers of O1 and O2 of the left image and the 
right image respectively. A subtraction of Cartesian 
coordinates of its geographical ones is sufficient to define the 
baseline components of the two perspective centers. The 
Cartesian coordinates are expressed as the XL1, YL1 and ZL1 of 
the perspective center of the left image as well as the XL2, YL2 
and ZL2 of the perspective center of the right image. The 
vector P1 in (3) and P2 in (4) represent the object space 
vector from the image point p1 and p2 on the left and the right 
image respectively. A rotation matrix R rotates object space 
vectors into vectors in the image or model coordinates 
system. It is a 3 by 3 matrix whose elements constitute the 
exterior orientation parameters with rotation angles of 
߱,߶, ߢ [27]: 
 ࡾ = 	 ൥
ܿ	c ܿ	ݏ + ݏ	ݏ	ܿ ݏ	ݏ − ܿ	ݏ	ܿ
−ܿ	ݏ ܿ	ܿ − ݏ	ݏ	ݏ ݏ	ܿ + ܿ	ݏ	ݏ
ݏ −ݏ	ܿ ܿ	ܿ
൩ (5) 
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where the cosine and sine of trigonometric functions are 
abbreviated to ‘c’ and ‘s’ respectively. 
Here it is assumed that two images have an equal focal 
length c and principal point offsets. Also image coordinate 
on each image have been corrected for the principal point 
offset. If the left image is fixed and the origin of the local 3D 
model is located in the projection center of the left image and 
oriented parallel to its image coordinate system, the exterior 
orientation parameters can be chosen as ܺ௅ଵ = ௅ܻଵ = ܼ௅ଵ =
0	, also ଵ = ଵ = ଵ = 0. Therefore the vector ࡼ1  can be 
reduced to: 
 ࡼଵ = ሾ ଵܷ ଵܸ ଵܹሿ் = ሾࡵሿ		ሾݔଵ ݕଵ −ܿሿ் (6) 
Now the right image is oriented in the model coordinate 
system by 3 translations and 3 rotations: ܺܮ2 = ܾݔ, ܻܮ2 =
ܾݕ, ܼܮ2 = ܾݖ, and ଶ, ଶ, ଶ . The vector of ࡼ2  in (4) can 
be expanded into: 
ࡼଶ = ቎
ܿ	ଶcଶ −ܿ	ଶݏଶ ݏଶ
ܿଶݏଶ + ݏଶݏ	ଶܿଶ ܿଶܿଶ − ݏଶݏ߶ଶݏଶ −ݏଶܿଶ
ݏଶݏଶ − ܿଶݏଶܿଶ ݏଶܿଶ + ܿଶݏଶݏଶ ܿଶܿଶ
቏	ቈ
ݔଶ
ݕଶ
−ܿ
቉ (7) 
From (7) it is clear that the elements of ሾ ଶܷ ଶܸ ଶܹሿ் are a 
multiplication of a transposed rotation matrix and a vector of 
the image coordinates in the right image. 
The known baseline vector b is defined by the base 
components of bx, by and bz connecting the two perspective 
center O1 and O2. Suppose the perspective center O2 is 
displaced along the baseline toward O1, it is clear from the 
Fig.1 that the vector P2 will still be coplanar with the 
baseline b and that the vector will intersect in a point lying 
on the line between O1 and p1. From a relation of similar 
triangles, the scale of the model will be directly proportional 
to the length of the baseline. Therefore, the model coordinate 
system can be scaled by an arbitrary factor depending of the 
choice of the baseline length. For simplicity, the longest 
component of the baseline vector is set to a constant value of 
ܾ௫ᇱ  (i.e. ܾ௫ᇱ = ܾ௫ ܾ௫⁄ = 1). As a consequence of these facts, 
the other two baseline components are adjusted accordingly 
into ܾ௬ᇱ = ܾ௬ ܾ௫⁄  and ܾ௭ᇱ = ܾ௭ ܾ௫⁄ . These divisions mean that 
a direction of the unit vector of the baseline components 
remains constant irrespective of the baseline length chosen. 
Now, three rotation elements only out of five elements of the 
relative orientation remained. The computational solution of 
(1) can be simplified into: 
 ࡲ = ࢈. ሺࡼଵ × ࡼ૛ሻ = อ
1 ܾ௬ᇱ ܾ௭ᇱ
ݔଵ ݕଵ −ܿ
ଶܷ ଶܸ ଶܹ
อ = 0 (8) 
The coplanarity condition of (8) is only fulfilled if vector 
P1 and P2 intersect in object point P if the position of image 
point p1 and p2, as well as the orientation parameter of the 
right image are assumed to be an error free. For each pair of 
correspondent points one coplanarity equation can be 
derived. The calculation of the three rotational elements of 
the relative orientation follows the principle least squares 
adjustment. The observed quantities are the image 
coordinates refined for the any systematic error. A general 
form here, 
 ࡲଵ଴௥ + ࡭௡௥ 	 ࢜ଵ௡ + ࡮௨௥ 	 ∆ଵ௨ = ࡻଵ௥  (9) 
while F is evaluated at the approximate value of (8), A is a 
row matrix which consists of the partial derivatives of F with 
respect to each of the observed quantities, v is composed of 
the residuals to the observation, B is a row matrix composed 
of the partial derivatives of F with respect to the rotational 
elements of parameters, ∆ is column vector composed of the 
alteration to the approximate values of the parameters. The 
subscript n shows the number of observed values of 
observable quantities, the subscript u shows the number of 
unknown quantities (i.e. 3 rotational parameters), and the 
subscript r indicates the number of condition equations 
where both observed and unknown quantities are present or 
it equals to the number of correspondences. Since there are 
four image coordinate measurements for each corresponding 
point, here n = 4r. The matrices of each point of observation 
will be as follows, 
 ࡭௜ = ሾ߲ܨ௜ ߲ݔଵ௜⁄ ߲ܨ௜ ߲ݕଵ௜⁄ ߲ܨ௜ ߲ݔଶ௜⁄ ߲ܨ௜ ߲ݕଶ௜⁄ ሿ (10) 
 ࡮௜ = ሾ߲ܨ௜ ߲߱ଶ⁄ ߲ܨ௜ ߲ଶ⁄ ߲ܨ௜ ߲ଶ⁄ ሿ (11) 
 ࢜௜ = ሾݒ௫భ೔ ݒ௬భ೔ ݒ௫మ೔ ݒ௬మ೔ሿ் (12) 
 ∆= ሾߜଶ ߜଶ ߜଶሿ் (13) 
where the subscript of i shows the index of the ith 
correspondence point. Therefore for the number of r 
correspondence points, the full matrices would be as follows 
 ࡭௡ =
ۏ
ێ
ێ
ێ
ۍ࡭ଵ 0 0 ⋯ 00 ࡭ଶ 0 ⋯ 0
0
⋮
0
0
⋮
0
࡭ଷ
⋮
0
⋯
⋱
⋯
0
⋮
࡭௥ے
ۑ
ۑ
ۑ
ې
௥ ; ࡮௨ =
ۏ
ێ
ێ
ێ
ۍ࡮ଵ࡮ଶ
࡮ଷ
⋮
࡮௥ے
ۑ
ۑ
ۑ
ې
௥  (14) 
 ࡲଵ଴௥ =
ۏ
ێ
ێ
ۍࡲଵ
଴
ࡲଶ଴
⋮
ࡲ௥଴ے
ۑ
ۑ
ې
; ∆ଵ௨ = ൥
ߜ
ߜ
ߜ
൩; ࢜ଵ =ସ௥ ൦
࢜ଵ
࢜ଶ
⋮
࢜௥
൪ (15) 
In the case of approximately parallel nadir viewing 
directions, the initial values for linearization of the rotation 
parameters can be set to zero. The F0 is the volume of 
parallelepiped calculated from the initial values. The 
approximate values are iteratively improved by the adjusted 
correction until there is no significant change. The difference 
coefficient as well as their partial derivatives can be 
computed using determinants as follows, 
 ߲ܨ ߲ݔଵ⁄ = ൫ܾ௭ᇱ 	 ଶܸ − ܾ௬ᇱ 	 ଶܹ൯ (16) 
 ߲ܨ ߲ݕଵ⁄ = ሺ ଶܹ − ܾ௭ᇱ 	 ଶܷሻ (17) 
 
డி
డ௫మ = อ
1 ܾ௬ᇱ ܾ௭ᇱ
ݔଵ ݕଵ −ܿ
ݎଵଵ ݎଵଶ ݎଵଷ
อ; డிడ௬మ = อ
1 ܾ௬ᇱ ܾ௭ᇱ
ݔଵ ݕଵ −ܿ
ݎଶଵ ݎଶଶ ݎଶଷ
อ (18) 
 
డி
డఠమ = อ
1 ܾ௬ᇱ ܾ௭ᇱ
ݔଵ ݕଵ −ܿ
0 − ଶܹ ଶܸ
อ (19) 
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 డி
డమ
= อ
1 ܾ௬ᇱ ܾ௭ᇱ
ݔଵ ݕଵ −ܿ
− ଶܸ	ݏ߱ + ଶܹ	ܿ߱ ଶܷ	ݏ߱ − ଶܷ	ܿ߱
อ (20) 
 
డி
డమ = อ
1 ܾ௬ᇱ ܾ௭ᇱ
ݔଵ ݕଵ −ܿ
ݔଶݎଶଵ − ݕଶݎଵଵ ݔଶݎଶଶ − ݕଶݎଵଶ ݔଶݎଶଷ − ݕଶݎଵଷ
อ (21) 
Equations (16) to (21) are partial derivatives with respect 
to the measurable quantities and unknown parameters.  
Partial derivatives with respect to the observation of 
coordinates of the left image are (16) and (17), and of the 
right image is (18) respectively. Also, partial derivatives of 
the unknown rotational parameters are expressed in (19) to 
(21). 
III. RESULTS AND ANALYSIS 
Field observations were carried out in Malang city. An 
array of 30 ground control points (GCPs) is established from 
a white concentric ring surrounded with dark background for 
point correspondences (Fig.2). To avoid false matches and to 
facilitate a possible highest accuracy of image coordinate 
measurements of GCPs on stereo images, least squares 
image matching are performed [3] to seek the best matches 
on stereo images as illustrated in Fig. 3. Furthermore, the 
matched points of the stereo images are represented in Table 
1. The images are calibrated with a fixed focal length of 
35mm and the image coordinates are corrected for the 
principal point offset. Table 1 shows image coordinates of 
the left and right image in a metric unit instead of pixels. 
 
Fig. 2. GCPs on the Field 
 
Fig. 3. Some of the correspondence points from cropped stereo images 
TABLE I.  CORRESPONDENCE POINTS COORDINATES 
Point 
Left Image Right Image 
x (mm) y (mm) x (mm) y (mm) 
C1 14.0175 6.5637 7.2925 7.9013 
C2 9.9706 5.9494 3.1806 7.1694 
C3 12.1038 3.5562 5.3250 4.7850 
C4 9.7106 0.9813 2.9463 2.1119 
C5 9.2606 -1.8444 2.4706 -0.7519 
C6 10.8625 -3.4025 4.1013 -2.3125 
C19 3.0850 -0.2513 -3.7700 0.7838 
C20 4.7381 0.4644 -2.1375 1.5269 
C21 0.2063 3.9688 -6.6509 4.9800 
C22 -1.5253 5.4694 -8.3613 6.4506 
 
From the geotagged left image and right image (Fig.3), 
geographical coordinates are readily available in an EXIF 
format on each image and they are used to determine 
projective center coordinates. The result of the projective 
coordinates of each image is shown in Table 2. It shows a 
converted Cartesian coordinates from the geographical 
coordinates. The conversion is performed using widely 
available open source software. 
TABLE II.  CARTESIAN COORDINATES IN WGS-84 
  
Projective Center of Geotagged 
Images 
Left Image Right Image 
XL (m) 674879.6511 674873.7796 
YL (m) 9121309.6780 9121357.8162 
ZL (m) 809.1911 807.6767 
 
The projective center coordinates of each image in the 
Cartesian coordinate system are then utilized to calculate the 
baseline vector components between two images as in (2). If 
the GCPs are surveyed using geodetic type of GPS, the 
obtained geographical coordinates can be verified using 
space resection methods [27-29]. The resection method 
needs at least three GCPs appeared on both images. The 
baseline vector is shown in the second column of Table 3. 
The third column is occupied by the Unit Vector. The unit 
vector of the baseline is calculated by dividing each 
component by the length of the baseline b. Also, the 
normalized unit vector in the last column is obtained by 
dividing each unit vector component by the largest element, 
in this case is bx. A result of these calculations is presented in 
Table 3. 
TABLE III.  BASELINE VECTOR, UNIT VECTOR, AND NORMALIZED 
UNIT VECTOR 
  
Baseline Components 
Vector (m) Unit Vector Normalized Unit Vector 
ܾ௫ 48.1382 0.992159777 1 
ܾ௬ -5.8715 -0.12101545 -0.12197174 
ܾ௭  -1.5144 -0.03121277 -0.031459423 
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 A reason to categorize the components into three types 
shown in Table 3 is to ascertain the influence of the baseline 
length to the accuracy and stability of rotational parameters 
of the relative orientation. Due to inaccuracies of the 
geographical coordinates from the GPS that might influence 
the resulted rotational parameters, it is a logical decision to 
decouple its vector components into its unit vectors for 
maintaining common directions of the baseline vector. To 
compute the parameters, the vector and the unit vector 
components in the Table 3 are enter into (1), meanwhile the 
normalized unit vector components are entered into (8). 
Iterative least squares adjustments of (9) are used to obtain a 
solution of (13). Results of the rotational parameters in terms 
of Euler angles parameterizations are presented in Table 4. 
TABLE IV.  ROTATION PARAMETERS 
  
Rotation Elements (degrees) 
Vector Unit Vector Normalized Unit Vector 
ଶ -0.71645164 -0.71645164 -0.71645164 
ଶ 2.75634010 2.75634010 2.75634010 
ଶ -0.65907221 -0.65907221 -0.65907221 
 
Table 4 shows the rotation parameters are remain stable 
irrespective of the baseline types chosen. It reveals that the 
rotation parameters are invariant under a change of baseline 
length as long as its direction of the unit vector remains 
constant. In other words, imprecisions of the geotagged 
coordinates in determining the baseline vectors between two 
images have little or no influence on the numerical stability 
of the rotation parameters. Evidence shows that all root mean 
square errors of the projection error on the left image and on 
the right image for all types are relatively stable of around 
0.00171 mm and 0.00168 mm respectively. For example, the 
projection errors of the type of “unit vector” baseline on both 
images are illustrated on Table 5. 
TABLE V.  TYPICAL PROJECTION ERRORS ON TYPE OF “UNIT 
VECTOR” ON STEREO IMAGES 
Point 
Projection Error 
Left Image  
(x10-3mm) 
Right Image  
(x10-3mm) 
x  y x y 
C1 0.1719 1.9986 -0.1233 -1.9490 
C2 -0.2971 -3.5082 0.2179 3.4425 
C3 0.1526 1.8684 -0.1159 -1.8311 
C4 -0.1979 -2.5404 0.1584 2.5028 
C5 -0.0026 -0.0351 0.0022 0.0347 
C6 0.0823 1.1424 -0.0714 -1.1272 
C19 -0.0177 -0.2348 0.0148 0.2337 
C20 -0.0243 -0.3163 0.0199 0.3140 
C21 0.0762 0.9412 -0.0594 -0.9378 
C22 0.0546 0.6594 -0.0416 -0.6579 
 
Based on the small number of projection error presented 
in the Table 5, it indicates that inaccuracies of the GPS 
coordinates from the navigational solutions have little or no 
influence on the rotation parameter results. No matter what 
the base line is expressed as a vector, unit vector, or a 
normalized unit vector, the rotational element results remain 
stable. For comparison purpose, a classical photogrammetric 
relative orientation is computed using the same image 
coordinates as shown in the Table 1. As a rule of thumb, the 
bx component is usually set to 1, and the result of five other 
parameters is presented in the Table 6. 
TABLE VI.  PHOTOGRAMMETRIC RELATIVE 
ORIENTATIONPARAMETERS 
Parameter Relative Orientation Value 
by -0.075552 
bz -0.047 
ଶ(degree) -0.7164264 
ଶ(degree) 2.7563281 
ଶ(degree) -0.6590734 
 
Table 6 shows the result of all parameters of 
photogrammetric relative orientation. As expected, the base 
line components of by and bz are different from that of the 
baseline components presented in Table 3, since both are free 
or unconstraint parameters in a classical relative orientation. 
On the other hand, all the rotational parameters have very 
slight differences from that of presented in the Table 4.  
These very tiny deviations are reasonable since a slight 
change of the baseline components can change the baseline’s 
direction, and as a result it can also change rotational 
parameters. Overall, by comparing Table 4 and Table 6, the 
rotational parameters of the relative orientation are 
unaffected by a changing of baseline vector components as 
long as its vector direction is unchanged. 
IV. CONCLUSION 
The most important achievement of this paper is to 
demonstrate that the rotation parameters of the relative 
orientation are invariant with respect to the translation along 
the image projection centers. The relative rotation between 
two successive overlapping images is practically unaffected 
by the accuracy of positioning method. Whilst geotagged 
images are readily available, their coordinates can be utilized 
to constraint the classical relative orientation computational 
procedures, hence fewer point correspondences are needed to 
compute the relative orientation parameters. Constraining 
baseline parameters of the relative orientation by the 
navigational grades of GPS coordinates can speed up the 
computational process and this procedure can readily be 
integrated into a RANSAC algorithm to produce a faster and 
more stable direct close form solution of relative orientation. 
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Abstract— Some features commonly used to conduct image 
retrieval are color, texture and edge. Multi Texton Co-
Occurrence Descriptor (MTCD) is a method which uses all 
three features to perform image retrieval. This method has a 
high precision when doing retrieval on a patterned image such 
as Batik images. However, for images focusing on object 
detection like corel images, its precision decreases. This study 
proposes the use of KNN method to improve the precision of 
MTCD method by re-ranking the retrieval results from 
MTCD. The results show that the method is able to increase 
the precision by 0.8% for Batik images and 9% for corel 
images. 
Keywords—MTCD, KNN, Image Retrieval 
I. INTRODUCTION 
Image retrieval is one of the research topics in the 
identification of computer pattern and vision. There are 
numerous previous researches have been conducted on 
image retrieval system. However, it is still unresolved 
research topic so far. The retrieval of content-based imagery 
began in the 1970s when text-based image search was no 
longer effective [1].  
In general, the image retrieval system is built using 
color, texture, and shape features either separately or in 
combination have proposed by Minarno [2], [3]. Indexing 
on CBIR for fast retrieved also have proposed by Munarko 
[4]. Color features are the most dominant image feature and 
the easiest to distinguish. J. Huang has proposed image 
indexing employing a three-dimensional table based on 
color and distance between pixels. The table describes the 
spatial relationships in image color alterations. The purpose 
of color indexing is that the system can distinguish an image 
with an image stored in the database [5]. Research on 
texture has also been proposed, both in the field of 
recognition of clustering patterns, classification and object 
detection. Julesz conducted, in his research, an analysis of 
texton interaction to texture discrimination. Moreover, a 
texton can consist of several pixels. The results of his 
research revealed that texton only using simple statistical 
methods was able to provide significant visual perception to 
distinguish texture [6]. Research on texture has also been 
conducted by Haralick using the Gray Co-Occurrence 
Matrix (GLCM). GLCM uses statistical methods of order 
one and two to produce 14 features, such as mean, variance, 
correlation, energy, homogeneity and so forth [7]. 
Jain et al. proposed image retrieval using feature shapes 
combined with color features to retrieve logo image. Jain's 
experiments used 400 logo images as data to test the 
performance of the proposed method. The image retrieval 
results on two most similar data obtained 99% accuracy [8]. 
Pradnyana also proposed classification of Endek (balinese 
fabric) Image using K-Nearest Neighbor obtained accuracy 
91% with k value 3,4,7,8 [9]. Edge detection method one of 
powerful and simple technique to extract image. Syahrian et 
al proposed the method to detection cracks using Canny. 
The results show that the best value for smoothing is 10 and 
5 for thresholding in getting not too blurred or to sharp 
result [10]. 
 Guang Hai Liu developed a research on image retrieval 
using texton proposed by Julesz. The proposed method is 
known as Texton Co-Occurrence Matrix (TCM). TCM uses 
5 types of texton as kernels to perform feature extraction 
which generates microstructure maps. There were 2,000 
images used as data generated from Corel Dataset and 
Vistex MIT. The results obtained by TCM in image retrieval 
ranged from 41% to 43% [11]. 
Multi Texton Histogram (MTH) has been proposed by 
Liu to improve TCM performance. The difference between 
TCM and MTH lies in the type of texton used and the texton 
shift. MTH uses 4 different types of texton from TCM and 
switches per two pixels. Meanwhile, TCM shifts its texton 
per pixel. The MTH test uses Corel 5000 dataset and 10,000 
images. MTH testing using Corel 5000 MTH was able to 
achieve 49.98% precision and 6% recall compared to TCM 
precision and recall achieved 27.36% and 3.28% 
respectively. Furthermore, the testing employing Corel 
10000 MTH reaches precision of 40.87% and recall of 
4.91%, and TCM reaches 20.42% precision and recall of 
2.45% [12]. 
Guang Hai Liu et al. once again proposed an improved 
image retrieval system using a different approach than 
MTH. The proposed method is called Micro Structure 
Descriptor (MSD). MSD uses a 3x3 kernel variation to 
perform feature extraction. MSD compares the middle value 
of the kernel with its eight neighbors. Only the neighbor 
value is equal to the accumulated middle kernel value into a 
histogram. The MSD test uses Corel 5000 dataset and 
10,000 images. At the time of using Corel 5000, MSD was 
able to produce 55.92% precision and 6.71% recall while 
testing using Corel-10.000, MSD reaches precision of 
45.62% and recall of 5.48% [13]. 
Human visuals can basically easily distinguish the image 
edge orientation and color difference in the image. This is 
behind Guang hai Liu proposed Color difference histogram 
(CDH) to develop image retrieval system using psychology 
theory based on human visual perception. CDH is an 
improvement of MTH and uses the same data as MTH for 
testing. The results obtained by CDH were better at 
delivering retrieval results. The precision difference from 
MTH was 7.39%, and the recall was 0.89% [14]. 
MSD improvement has been proposed by Minarno et al. 
in his research using Enhanced Micro Structure Descriptor 
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(EMSD). EMSD adds an edge orientation feature to the 
MSD histogram. The performance retrieval test used 300 
Batik images as its data, Corel 5000 and Corel 10000. The 
results obtained by EMSD provided better performance than 
MSD with 5% precision difference and 1% recall when 
using Corel 5000. While on the test using Corel 10000, it 
was found 3% precision difference and 1% recall [15]. 
MTH repair proposed again by Minarno by adding Gray 
Level Co-Occurrence Descriptor feature called MTCD. 
Minarno employed as many as 16 features using Entropy, 
Energy, Contrast and Corelation using 4 angles of 0, 45, 90 
and 135 degree. The study was able to increase the precision 
by 2.8% for the Batik dataset and 3.4% for the Corel dataset. 
This study was proposed to improve MTCD to improve 
precision by re-ranking index resulted from image retrieval  
using the KNN algorithm. The results from MTCD testing 
with KNN increased precision up to 9% for Corel dataset 
and 0.8% for Batik dataset. 
 
II. RESEARCH METHOD 
Multi Texton Co-Occurrence Descriptor with KNN 
 
Figure 1. Flowchart of MTCD method 
 
a. Extraction of Color Feature 
According to Figure 1, it can be seen that an image 
will go through 3 extraction stages to acquire its 
features. The first stage is the color feature extraction. 
To do so, the first image will be broken down into 3 
color channels, namely R (red), G (green) and B (blue). 
Afterwards, each channel will be quantized and then 
reunited. Following these processes, the texton detection 
process is completed by using 6 different texton types. A 
color histogram will then be arranged based on the 
matrix result of the texton detection process. 
b. Extraction of Edge Feature 
The second stage is edge extraction. The steps are 
almost identical as color extraction. The image will be 
split into 3 color channels. Consecutively, by using the 
sobel, each channel will be converted into grayscale 
image which will then be quantized and conducted 
texton detection as in the previous stage. This section 
will also be optimized in this research. Finally, a border 
histogram will be constructed. 
c. Extraction of GLCM Feature 
The third stage detects texture using GLCM method. 
The values which will be extracted through GLCM are 
energy, contrast, correlation and entropy. Finally, these 
three features will be incorporated into a 2-dimensional 
matrix. This matrix will be used for the preparation of 
table indexing in image retrieval. 
 
d. Re-Ranking KNN  
In this study, the proximity between images is 
calculated using the same method as MTCD, that is 
modified canberra [16]. The main difference between 
this study and MTCD is that once the retrieval results are 
obtained, the KNN method will be applied to re-ranking 
so that it increases the precision value. Taking the first 
image of the retrieval result and rearranging the image 
based on the number of occurrences of most of the 
images having the same class is the first procedure. 
Afterwards, the precision value will be calculated by 
looking at r-value of the first image, r ≤ K. The proposed 
redesign model is presented in Figure 2 (a). The first 2nd 
rank utilizes a B-categorized image. 
 If an A-class image is used as a query, so the 
precision value of the retrieval result is 0.67. With KNN, 
where, the image, with the most emerging class i.e. A 
image appearing 4 times, will be grouped into one, and 
placed in the top ranking. Therefore, this process will 
automatically shift the position of B image to the 5th 
position (Figure 2 (b)). In this way, the precision value 
will increase to 1. 
 
 
Figure 2. Re-ranking method on the retrieval results using 
KNN 
III. RESEARCH RESULT AND DISCUSSION 
A. Dataset 
In this study, the dataset used consist of 2 types. The 
first dataset is 300 Batik images divided into 50 categories 
(each category has 6 pieces of image). This dataset is chosen 
because the image of Batik has a fairly complex and 
repeatable detail so that it is suitable for the application of 
the proposed method. The second dataset used in this study 
is Corel dataset. This dataset contains 10,000 images 
divided into 100 categories (each category contains 100 
images). Unlike the first dataset which prioritizes the 
repetition of motifs, the categorization of corel images is 
based on the appearance of the same objects in an image. 
The example of categorization in corel dataset is categories 
of elephant, lion, church, fruit, vegetable, and so forth. It is a 
challenge to see how well the proposed method identifies 
the similarity of the objects which appear on two different 
images. Figures 1 and 2 show an example of the dataset 
image employed in this study. 
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Figure 1. Examples of Batik image dataset 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Examples of corel image dataset 
 
In addition to the previously presented discrepancies, the 
other discrepancies between the two datasets are their 
dimensions. Batik datasets have the same dimension for all 
of its image, which is 128 x 128 pixels. As for corel dataset, 
there are image dimension of 126 x 187 (portrait) and also 
image dimension of 187 x 126 (landscape). The portrait or 
landscape image form actually does not affect texton search 
process, but because there is one dimension of odd value 
(187), so it needs to have special mechanism before texton 
search is implemented. This is because texton search is 
conducted by shifting in every 2 pixels, so if there is one 
dimension having odd value, there will be 1 row or 1 
column that cannot be detected. Figure 3 (a) presents its 
example result, an image with dimension of 5 x 4. The 5th 
row cannot be detected by the system because the 6th row 
does not exist. Therefore, in this study, for any image whose 
number of rows /columns is odd, 1 additional row/column 
will be added with 0 for each element as presented in Figure 
3 (b). 
 
Figure 3. (a) Image having odd dimension; and  
(b) Additional row for image dimension completion 
B. Testing Results 
The proposed method is built using the python 
programming language. Python is chosen because of the 
availability of the library to perform image retrieval. In this 
research, opencv library is used to perform image 
processing. As for calculating GLCM value, the skimage 
library is used. 
This research uses MTCD method for feature extraction 
process of an image. This method will extract 3 main 
features, namely color, edge and texture. To extract color 
and edge features, Multi Texton Detection (MTD) method is 
employed. Meanwhile, to extract texture features, it uses 
GLCM method with specified parameters, energy, contrast, 
correlation and entropy. 
Before applying color and edge extraction, an image will 
be quantized first. The quantization process is grouping the 
color ranges in an image into the n section (bit). In this 
study, the number of bits used for the color feature is 4 bits 
for each color channel. As for the edge feature, the number 
of bits used for is 18. The number of texton used is 6 pieces 
texton. This is in accordance with the previous research 
conducted by Minarno [16]. 
The contribution in this research is the application of 
KNN algorithm to increase precision value from MTCD 
method. The classification accuracy of the KNN method 
depends heavily on the value of K; therefore, this study 
utilizes different K values for each test scenario. This study 
uses only precision value because in image retrieval, recall 
value can not be used as a reference to assess quality of a 
method. We can just get a high recall value by taking all the 
image in the database. Another reason is that the image 
retrieved is small (when compared to the total image 
overall), the recall value must be very low, so this value is 
not significant enough to be calculated. 
 
Table 1. Results of precision testing on Batik images 
r K Precision MTCD MTCD + KNN 
3 
5 0.990 0.997 
7 0.990 0.983 
10 0.990 0.977 
12 0.990 0.989 
15 0.990 0.989 
4 
5 0.980 0.986 
7 0.980 0.983 
10 0.980 0.972 
12 0.980 0.982 
15 0.980 0.980 
5 
5 0.964 0.964  
7 0.964 0.972 
10 0.964 0.964 
12 0.964 0.970 
15 0.964 0.969 
 
In the first test, Batik image dataset is used as a test 
object. From each category in the dataset, one image is 
taken for data testing, and the rest is used as training data. 
Hence, it produces 50 images for data testing, and 250 
images of training data. Each test image is used as a query 
and calculated precisely from the r image successfully 
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retrieved. The mean value of the precision value for each 
subsequent query will be obtained. This step is repeated as 
much as six times, so that each image which exist in a 
category has once become data testing. The precision value 
of the six tests will then be re-averaged. Table 1 shows that 
KNN method can increase the precision value of the MTCD 
method with the proper K value (this study uses 5 different 
K values). Although the increase recorded in the image of 
Batik is not very significant, the precision value of MTCD 
method itself is quite high. 
From the test results, when r = 3, the proposed method 
can outperform MTCD method for one K-value (i.e. when K 
= 5). Meanwhile, the other four K-values are lower than 
MTCD method. When the r-value is increased to 4, then 
there are three K-values which get a higher precision values 
(i.e. when K = 5, K = 7 and K = 12). As for K = 10, the 
value is lower. Moreover, when K = 15, the value is the 
same as MTCD method. When the r-value is increased again 
to 5, the KNN can increase the MTCD precision value when 
K = 7, K = 12 and K = 15. As for K = 5 and K = 7, the 
precision value is identical to those of MTCD, and none of 
the K-value results in lower precision values than those of 
the MTCD method. From this test, it can be concluded that 
the KNN algorithm can effectively increase the precision 
value if the value of r is higher. Unfortunately, for the 
dataset of Batik image, each category has only six pieces of 
image, if one image is functioned as query, then the 
remaining images in the database are only 5 images. 
Therefore, the maximum r-value can be tested only to r = 5. 
Furthermore, in the second test, the image of the corel 
dataset is employed. In this test, 2 different scenarios are 
performed. The first scenario, from each category, one 
random image will be used as data testing, and the rest will 
be used as data training. Thus, there are 100 data testing and 
9,900 training data are obtained. This step will be repeated 
as much as ten times, then the average precision value of 
each step will be calculated. Table 2 presents the test results 
obtained. 
 
Table 2. Results of precision testing for corel dataset (100 
data test) 
r K 
Precision 
Increment (%) MTCD MTCD + KNN 
5 
20 0.465 0.572 10 
50 0.465 0.623 15 
100 0.465 0.554 9 
12 
20 0.359 0.467 11 
50 0.359 0.524 16 
100 0.359 0.488 13 
 
In this test, the r-value used is only two, i.e. 5 and 12. 
While the K-value used are three, namely 20, 50 and 100. 
Different r-values are intended to see the consistency of 
conclusions obtained in the previous test. The greater the 
r-value, the greater the increment of the precision. From this 
test, it is found that for r = 5, there is a precision increase of 
15%. As for r = 12, there is a 16% increase in the precision. 
It proves that the conclusions obtained in the previous test 
also apply to this test. This test also obtains the result that 
KNN method can increase the precision value of MTCD 
method for all K-values tested. 
The next test scenario still uses the corel dataset. To 
make it different, there are 50 images taken from each 
category. Thus, it will get 5,000 data train and 5,000 test 
data. Moreover, the r-value used is 12. The testing scenario 
like this is also used by the previous research [16]. Table 3 
presents the results of the precision testing obtained. 
According to this test, the proposed method again 
outperformed MTCD method with varying increments, 
ranging from 5% to 9%. It depends on the K-value used. 
However, of all K-values tested, the proposed method is 
always superior. 
 
Table 3. Results of the precision testing of corel dataset 
(5,000 data test, r = 12) 
K Precision Increment (%) MTCD MTCD + KNN 
20 0.288 0.348 6 
30 0.288 0.369 8 
50 0.288 0.373 9 
100 0.288 0.344 5 
 
IV. CONCLUSION 
From the results of the tests performed, it can be seen that 
the re-ranking method by using KNN can improve the 
precision of the MTCD method. Moreover, in testing the 
parameter of r-value, the results show greater values leading 
to decreases in the precision value from the retrieval results. 
On the other hand, the increment of r-value will reinforce the 
KNN's influence in increasing the precision value of the 
retrieval results. It happens because the greater the r-value, 
the more likely the irrelevant image in the retrieval result 
will be higher. This is where the role of the KNN method is 
more noticeable because it will decrease the possibility by 
conducting re-ranking model. Meanwhile, the optimal K-
value will be difficult to determine because it depends on the 
r-value used. 
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Abstract— In this paper, Kalman Filter is used to further 
increase the detection speed of aggregate channel features for 
human detection image processing.  An increase of 83.07% in 
detection time was observed during the tests. The combined 
algorithm is then programmed in the Raspberry Pi 
Microcontroller and camera for the switching on and off 
operations of electrical appliances. The automation of 
switching on and off operations of electrical appliances, 
specifically aircon and lights lead to 18.60% savings in energy. 
Accuracy tests also show that the combined algorithm has high 
level of accuracy for human detections. 
Keywords— Aggregate Channel Features, Kalman Filtering, 
Algorithm, Raspberry Pi 
I. INTRODUCTION 
 
nergy is the ability to do work which is a basic necessity 
for people. Energy, these days are limited due to the 
overwhelming consumption which lead to conserving it. In 
the late 2012, the European Union started to prepare for a 
potential energy crisis due to their gas supplies that 
diminished by 30%. Energy conservation is a process of 
reducing energy consumption by lessening energy service. 
One type of energy is electricity. Electricity supplies 
devices, appliances and technologies with an energy for 
people to work. Many people tend to forget to turn off their 
appliances due to work and other stuff. Which leads to a 
large amounts of electricity consumption which cause a 
waste of electricity and danger due to the appliances 
overheating. In April 2015, the Bureau of Fire Protection in 
Davao City reported a fire incident wherein 42 houses and 
business establishments were razed due to an unattended 
electric fan that overheated and electrical shorted the circuit. 
To ease the danger of overheating appliances, the 
automation of appliances may be applied which can avoid 
casualties. 
Human detection has been an essential improvement on 
technology that can be implemented for video surveillance. 
One of the researchers like Rodrigo F.S.C Oliveira et al 
(2016) conducted a research on human detection on digital 
videos using motion feature extractors wherein they reduced 
the false positive detection rate of the algorithm Aggregated 
Channel Features (ACF). Using motion feature extractors 
like Motion Boundary Histogram (MBH), Internal Motion 
Histogram Central Difference (IMHcd) and Weak Stabilized 
Temporal Difference (WSTD) will improve the detection 
accuracy and mitigate false alarm emissions which are 
critical to human detector employment in most of the real-
world application. Later on, there were some researchers 
who developed algorithm on motion detection to determine 
if there were activities happening. Dr.Virendra Shete et al 
(2016) proposed a research about a monitoring system that 
detects motion of any moving object especially humans, and 
then the CCTV will only start recording video once there is 
the presence of movement. The algorithm used in their 
research is the background subtraction that calculates the 
differences consecutive image. The purpose of their research 
is to prevent wastage of memory to help the CCTV to record 
only the area with activities. The research also includes IOT 
based image processing that allows data to be transferred to 
any remote server. Cyrel O. Manlises et al introduced a Real-
time Integrated CCTV using Face and Pedestrian Detection 
Image Processing Algorithm for Automatic Traffic Light 
Transition that uses the viola-jones algorithm which is 
commonly used for face and pedestrian detection with an 
accuracy of 90%. The study helps the researchers by 
introducing image processing for automation of devices such 
as traffic lights. This study also introduced Python, a 
powerful programming application that is used for image 
processing which will be used by the researchers for the 
programming of their system.  
In the past studies, Kalman Filtering and ACF are used as 
an algorithm separately. In this study, a Raspberry Pi is used 
for the human detection done by using image processing 
which uses both Kalman filtering for motion detection and 
E 
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ACF for human detection as an algorithm; it will also 
integrate a control system for the automation of appliances, 
specifically the lights and air-condition units. The proposed 
system is allocated to be implemented in an office type of 
environment with space of around 13 square meters in area 
which at present still implements the manual system. The 
proposed system will determine the difference in energy 
consumption between a room installed with the system and a 
room without the system installed. Furthermore, it 
incorporates an alarm system that triggers if the system 
detects an intrusion at a certain range of time, specifically 
non-office hours thus, enhancing the security level of the 
room. 
The general objective of the study is to implement 
Human Detection using Aggregate Channel Features (ACF) 
with Kalman Filtering Image Processing with control system 
that triggers when a human is detected, and specifically aims 
for an office or classroom type environment. Specifically, it 
aims (1) to incorporate human detection algorithm using 
Aggregate Channel Features for human body recognition and 
Kalman Filtering Image Processing for human motion 
detection on a Raspberry Pi Camera module; (2) to 
implement control measures that will execute appropriate 
switching actions for lighting and air-conditioning units; and 
(3) to determine the energy consumption of the system with 
and without the automation of appliances. 
The significance of the study is to further improve the 
detection time of ACF in human and motion detection image 
processing by integrating Kalman Filter in the algorithm. 
The combined algorithm will be then used for the automation 
of electrical appliances, such as lights and air-condition units 
thus, eliminating the need of a personnel to manually turn on 
and off the appliances used which leads to energy savings 
and effort in the part of personnel. Moreover, the system will 
also increase the security in the room by integrating an alarm 
system wherein the alarm will produce a sound when the 
presence of a human is detected during non-office hours. 
The study aims at improving the detection time of ACF 
in human and motion detection image processing by 
integrating Kalman Filter in the algorithm. The system 
focuses on monitoring human presence for switching on and 
off operations of electrical appliances. Raspberry Pi camera, 
and micro-controller are employed for the switching on and 
off operations.   Furthermore, energy consumption of the 
system is also an objective of this study which prompted the 
researchers to test the system in an office type of 
environment. Two tests were conducted, one with the system 
running and another without the system running. To further 
validate the results, each test was run for a period of 5 days 
each to simulate the regular working days. The study is 
limited in an office room setup of 13 square meters with the 
basic office objects inside. A controlled time table for the 
movement of persons inside was also followed for the energy 
consumption test. The study is also limited to some basic 
electrical appliances found in the office, specifically a 10-
watt LED bulb and a ¾ Hp aircon were used.  
.  
 
II. METHODOLOGY 
A. Conceptual Framework 
 
 
Figure 2.1: Conceptual Framework 
 
The process of the detection of human presence and 
movement is shown in Figure3.1. Here, the researchers will 
design a system utilizing a NOIR R Pi camera module. A 
Raspberry Pi is employed to the system for the conversion 
of light into binary numbers. This binary numbers will then 
be used by the ACF and Kalman filtering image processing 
for detection of presence and movement of human system. 
The system will also integrate a relay system for the 
switching on and off the light and air-condition. A buzzer is 
also used for additional security that will trigger only if the 
system detects a presence of human at a certain range of 
time. 
B. System Flowchart 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Input
• Capture Image and Video Recording
Process
• R pi microcontroller(analog to digital)
• Aggregate Channel Features for Human Detection and Kalman 
Filtering for Motion Detection 
• Relay Systems
Output
• On and off controller system for lighting and air-conditioning
• Human detection sound alert system 
Figure 2.2: System flowchart when lighting and air-
conditioning is turned off. (left) and system flowchart when 
lighting and air-conditioning is turned on. (right) 
t = 0.271 s t = 0.271 s 
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First, the image and video recording input will be 
processed in the Aggregate Channel Feature. The ACF 
commonly involved a Normalized Gradient Magnitude, 
which is used to extract information from images, the 
Histogram of Oriented Gradients, which used width and 
height or image shape for extracting information and last the 
LUV color channels, which is used to extract a grey image 
from the captured image. These three processes of image 
gradient will be used to create the feature vector which is 
used for human detection. Then the feature vector will be 
processed in the Kalman filter. The Kalman Filter is a set of 
mathematical equations that provides an efficient 
computational (recursive) solution of the least-squares 
method. The researchers used Kalman Filter for motion 
detection of humans. The Kalman filter process involves the 
measurement and time process. The measurement process 
will be used for computing the actual motion happening 
while the time update is used to predict the next state of the 
human moving. If the system has not detected a human, the 
system will loop back at the capturing process when it has 
detected a human, the system will move in determining the 
time of detection. When the time detected is within the 
office hours, the relay will be activated opening the lights 
and air conditioning unit while if the time is not within the 
office hours then the control system for security alarm is 
turned on. 
C. Block Diagram 
 
 
Figure 2.3: Block Diagram of Prototype 
 
This shows the block diagram for the Human Processing 
using Aggregate Channel Features using Kalman Filtering 
Image Processing. The system uses a raspberry noir camera, 
a camera using infrared light for night vision. The input is 
captured by the noir camera, and which is the captured image 
and video recordings. Then the data will be processed by 
using Aggregate channel features and Kalman filtering. Then 
the system will be divided to two functions, specifically the 
on and off controller system and the human detection 
security alert system. The on and off controller system will 
only be activated in the assigned time serving as an office 
hour and the air conditioner and light will be relayed while 
the sound alert system will be activated in the assigned time 
serving as a non-office hour. 
D. Calibrations 
The system will be tested in four ways for calibration. 
The test will involve camera position, the height of the 
subject person, position of the subject person, and 
calibration based on office objects. The position of the 
camera will be tested using five chosen position within the 
proposed room set-up which will ensure the most efficient 
position for the camera.  
 
 
 
Figure 2.4: Proposed Camera Positions 
 
The camera will be positioned inside the proposed room 
as shown in figure 2.4. There are five trials in the test. The 
test will start by guiding three people in the proposed room 
set-up with the camera in the first position and observing the 
number of person detected by the system. Then the modal 
value and the difference are computed. To find the best 
camera position, the least difference computed will be the 
best position.  
 
Calibration Based on Camera Position Differe
nce Positio
n 
No. 
Of 
Pers
on 
Control System Status 
(Number of Trials) 
Modal 
Value 
1 2 3 4 5 
1 3 3 3 3 3 3 3 0 
2 3 2 2 2 2 2 2 1 
3 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 
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Table 2.1: Calibration Based on Camera Position 
Figure 2.5: Camera View in chosen positions 
 
As shown in Figure 2.5, position 1 is better than 
position 2 since in position 1, the camera has detected 
exactly the number of person inside the proposed room 
which is shown by the green boxes in the feedback video. 
Moreover, there is an obstruction on the point-of-view of 
position 3. Therefore, it was automatically neglected. 
Positions 4 and 5 were also not chosen since the camera 
does not have a good view of the office. 
 
The distance of the subject from the camera will be 
tested to ensure that the distance between the subject and the 
position of the camera will not affect the detection of the 
system. First, the subject will be position 1 meter away from 
the camera. Then each position will be tested in five trials if 
the system detects the subject by observing the on-off 
controller in the system. After the trials, the modal value of 
the system is observed. The process will be repeated in the 
last two positions, 2 meters and 3 meters away from the 
camera. The parameter calibrated will be the HOG features 
of the ACF algorithm which focuses on dimensions and 
shape of the subject. 
 
Calibration Based on Subject Distance Syste
m 
Contr
ol 
Off 
Test 
Subje
ct 
Dis
tan
ce 
(m) 
Control System Status 
(Number of Trials) 
Mo
dal 
Val
ue 
1 2 3 4 5 
Huma
ns 
1 On On On On On On Yes 
2 On On On On On On Yes 
3 On On On On On On Yes 
Table 2.2: Calibration Based on Subject Distance 
 
The height of the subject is tested to ensure that the 
height of the subject will not obstruct the detection 
capabilities of the system. The detection capabilities of the 
system will be tested by observing the on-off controller of 
the system. There will be 5 trials in the test. After the trials, 
the modal value of the results will be observed. The 
parameters that will be calibrated will be the HOG features 
of the ACF algorithm which focuses on the dimension and 
shape of the subject. 
 
 
 
Calibration Based on Height System 
Control 
Off Test 
Subject Hei
ght 
(ft) 
Control System Status 
(Number of Trials) 
Moda
l 
Valu
e 
1 2 3 4 5 
1 2’5 On On On On On On Yes 
2 5’ On On On On On On Yes 
3 5’1 On On On On On On Yes 
4 5’5’ On On On On On On Yes 
5 5’6 On On On On On On Yes 
Table 2.3: Calibration Based on Subject Height 
 
The office objects will be tested to ensure that the 
system will not distinguish the subject as a human being. 
Some objects that can be seen inside the office will be used 
to determine if the system will detect it as a human being or 
not. 
 
Calibration Based on Office Objects  
Subject Control System Status 
 (Number of Trials) 
Modal 
Value 
System 
Control 
Off 
Test 
1 2 3 4 5 
Electric 
Fan 
Off Off Off Off Off Off Yes 
Lamp 
Shade 
Off Off Off Off Off Off Yes 
Computer 
Chair 
Off Off Off Off Off Off Yes 
Table Off Off Off Off Off Off Yes 
Small 
Cabinet 
Off Off Off Off Off Off Yes 
Table 2.4: Calibration Based on Office Objects 
E. Accuracy test 
The accuracy test is for the human detection and motion 
detection capabilities of the system.  This will ensure that 
the density of the subject will be detected accurately even if 
the subject is moving or in rest. 
 
Accuracy Percent 
Difference Actual 
Number 
Of 
Person 
1 2 3 4 5 Modal 
Value 
1 1 1 1 1 1 1 0 
2 2 2 2 2 2 2 0 
3 3 3 3 3 3 3 0 
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Table 2.5: Accuracy Test 
F.  Detection time test 
The detection time test is used to verify if the detection 
time of the system increased by combining the two 
algorithms: ACF and Kalman filtering. First, a person will 
be guided in front of the raspberry pi noir camera then the 
program will send a measured time for human detection. 
There will be fifty trials in this test. After the trials, the 
average detection time will be computed and compared to 
the reference HOG + Kalman filter algorithm detection 
time. 
 
Detection Time Test for ACF with Kalman Filtering 
 
Trial Time of Detection (s) 
1 0.240717 
2 0.246077 
3 0.353187 
4 0.282697 
5 0.24069 
6 0.275196 
7 0.285123 
8 0.24169 
9 0.280983 
10 0.285557 
11 0.241787 
12 0.281934 
13 0.24084 
14 0.249491 
15 0.242662 
16 0.242636 
17 0.251199 
18 0.263446 
19 0.242759 
20 0.242328 
21 0.289313 
22 0.342737 
23 0.250601 
24 0.342023 
25 0.343713 
26 0.245951 
27 0.340895 
28 0.240533 
29 0.242359 
30 0.24292 
31 0.242718 
32 0.263533 
33 0.256484 
34 0.240169 
35 0.241004 
36 0.359399 
37 0.282693 
38 0.241469 
39 0.279022 
40 0.285767 
41 0.242145 
42 0.283253 
43 0.287366 
44 0.25339 
45 0.253873 
46 0.255474 
47 0.359583 
48 0.255306 
49 0.254331 
50 0.295456 
Time of 
 Detection Average 
(s) 0.27088958 
Time of Detection 
from 
 HOG + Kalman of 
Chang Li [5] 1.6 seconds 
Percent Difference 83.07 
  
 
Table 2.6: Accuracy Test 
G. Energy Consumption Testing 
 
The energy consumption test is to know if the 
automation of the lights and aircon will lead to the less 
consumption of electricity. The test will involve a measure 
of the power consumption of the proposed room with and 
without the system. The energy consumption will be 
measured using the electricity meter in the building of the 
proposed room. 
 
Day Measured 
Energy 
Consumption 
(KWh) 
Without the 
system 
Measured Energy 
Consumption 
(KWh) 
With the system 
1 9KWh 7KWh 
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2 9KWh 8KWh 
3 8KWh 6KWh 
4 8KWh 7KWh 
5 9KWh 7KWh 
Total 43KWh 35KWh 
Difference 8KWh 
Percent 
Difference 
18.6047 % 
 
Table 2.7: Energy Consumption Test 
III. CONCLUSION 
In this study, the researchers were able to design and 
develop a device that can detect a human being and can send 
a signal to the relay to turn-on the lights and air-conditioner 
and to sound an alarm through a buzzer. The system is 
calibrated to fully utilize the system detection capabilities. 
The simulated office has an area of 13 square meters. Based 
on the calibrations, position 1 is the best which can 
accommodate and cover the room. The Aggregate Channel 
Features with Kalman filtering is integrated on the system 
for human and motion detection. The combined algorithm 
enhanced the speed of detection by 83.07% which was 
equivalent to 1.33 second faster. The control measures to 
execute appropriate switching action is incorporated by using 
materials that has a current rating above 7A to support the air 
conditioner. The energy consumption of the system is 
determined to be energy efficient which is proven by using 
manual computations. The system consumption is about 
0.0576 KWh. By using a controlled environment for five 
days, the energy conserved by using the system is about 
18.6047% which translates to 8 KWh saved in five days. 
IV. RECOMMENDATION 
To further the study on the system; future researchers 
may overclock the Raspberry Pi which will improve the 
microcontroller’s computation capability. Overclocking it 
may also improve its response time. A solid-state relay is 
also recommended to eliminate the delay of the 
electromechanically relay. The algorithm also may be 
combined with other algorithm and may be used with other 
industrial and automation control for further study. 
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Abstract—Estimating weight based on 2D image is 
advantageous especially for contactless and rapid measurement. 
Several researches used additional thermal camera or Kinect 
camera, required subjects to do front and side pose and 
manually extract body measures. This research propose an 
algorithm to estimate body weight automatically using 2D visual 
image where subject only do front pose. This research studied 4 
features of body measures which are: (F1) height, and width of 
(F2) shoulder, (F3) abdomen/waist plus arm, (F4) feet. Each 
feature was simply subtracted based on body proportion where 
normal body has 8 equal segments. Shoulder is in 2nd segment, 
abdomen/waist is in 4th segment and feet is in the last segment. 
Multiple Linear Regression is used to determine weight 
estimation formula of all combination of 4 features, 15 in total. 
The highest significance R2 (0.80) and RMSE 2.68 Kg is given 
when using all 4 features in the estimation formula. 
Keywords— Body weight, Silhouette, Image processing, 
Multiple Linear Regression 
I. INTRODUCTION 
Image have been used to estimate variables such length, 
height, distance and area. The estimation required the 
algorithm to set a pixel-to-cm ratio beforehand. Camera has 
promoted a non-contact estimation that is essential in non-
destructive measurement. It also enable a remote estimation 
or analysis. 
Moreover, researcher has extended the measurement into 
indirect variables such volume and weight. The estimation 
basically utilize length or area which then calculate those 
indirect variables using regression, formulae or an artificial 
intelligence algorithm.   
Research by [1] has uniquely measure volume of a food 
bowl using cutleries as reference. A pair of chopstick where 
each was placed on top of the container and on table is 
proposed to measure its height. Diameter of the container was 
estimated based on comparison to the actual length of 
chopstick that was placed on top. Once its diameter and 
height is estimated, volume of container was calculated using 
volume of spherical cap formulae. 
 A volume estimation using image also has been 
proposed by [2] to measure volume and mass of citrus fruits. 
The volume is measured in assumption that the fruit was 
constituted from several elliptical frustums. Each frustums’s 
volume is calculated based on two diameters that was 
pictured by two cameras in perpendicular arrangement. The 
mass was measured using correlation formulas between 
volume to its actual mass and showed high correlation. 
 The correlation formulas between body traits and 
body weight has also been proposed by  [3]. The research 
used lateral body surface (BSS) of rabbits to estimate Live 
Weight (LW) and Carcass Weight (CW) through regression 
method. Research by  [4] investigated 23 indexes from 
various body surface measure (weight, height, area, 
difference) of cattle’s thorax, abdomen, chest, dorsal and 
body. A linear regression was also used to find formulas 
between body weight and the indexes. The research found 6 
formulas that has high correlation.  
 Another recent study that use a regression to 
estimate weight using anthropometry measurement was 
suggested by [5]. It used various of regression which were 
Linear regression, Support Vector Regression, Gaussian 
Process Regression and Neural Network Regression. The 
highest accuracy was given by circumference of waist, 
buttock, thigh and arm, height, gender and ethnicity with 
confidence interval of 98% with limits of 1.80 Kg and 2.25 
Kg when using Gaussian process Regression. The study was 
used the National Health and Nutrition Examination Survey 
(NHANES) and US. Army Anthropometry Survey. 
The object’s weight estimation through image analysis is 
a helpful method for example when the object are hard to be 
moved. In emergency room, moving patients to normal scale 
for weight measurement are mostly harmful to their 
condition.  Whilst weight measurement is essential for 
calculating dosage of drugs given [6]. Thus research by [7] 
proposed a bedside weight estimation from abdominal and 
thigh circumference. The formula for Actual Body Weight 
(ABW) of male and female are determined by multiple linear 
regression that was evaluated by correlation for the best 
formula. 
In weight estimation of human body,  [8] also 
investigated 127 combinations (27-1) from 7 body measures 
which were height, upper-leg length, calf circumference, 
upper-arm length, upper-arm circumference, waist 
circumference, upper leg circumference. The combinations 
result formulas that was determined using least square 
method. This study also proposed to use 2D image of human 
front and side portrait. Since 2D image could not measure 
circumference, the study propose to measure the width as an 
equal to diameter of a cylindrical approximation. The study 
also suggested to take out measurement of calf as this part 
was poorly affected by loose clothing which hid the actual 
body measures. List of body surface measures that have been 
proposed by several researches are shown in Table 1. Those 
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measures gives insight to what have worked out to estimate 
human body weight. 
All above methods to estimate weight of human body 
was performed manually in 2D images. Operators still have 
to count pixels for height, length or circumference manually 
using visual. In this research, an automatic weight estimation 
was developed. The developed method would be beneficial 
for non-contact and computerized measurement of body-
weight. The implementation is numerous. It can be applied in 
health service, public place, surveillance, intruder detection 
or even for casual implementation in mobile application. 
 
TABLE I 
LIST OF BODY SURFACE MEASURE FOR WEIGHT ESTIMATION 
 
Reference Body Surface Measure 
Giles N Cattermole, 
et. al., 2016  [9] 
Middle-Arm Circumference 
(MAC) 
Robert G. Buckley, et. 
al., 2011  [7] 
‒ Abdominal Circumference (AC) 
‒ Thigh Circumference (TC) 
Carmelo Velardo, et. 
al., 2010  [6] 
‒ Height 
‒ upper-leg length 
‒ calf circumference 
‒ upper-arm length 
‒ upper-arm circumference 
‒ waist circumference 
‒ upper leg circumference 
Ana Paula Ferreira 
melo, et. al., 2014  
[10] 
Man: 
‒ arm circumference 
‒ abdominal circumference 
‒ calf circumference  
Women: 
knee height 
 
The research used only measure of body part that was not 
affected by loose clothing as suggested by [9]. The actual 
body weight was measured by normal scale. Each variables 
were extracted automatically using image processing 
algorithm. This research utilizes visible light camera, rather 
than Kinect or thermal camera as in [10] and [11]. The visible 
light camera is cheaper and simpler to operate. 
II. METHOD 
Since the estimation algorithm uses 2D RGB image 
where people using their regular clothing, body measure 
chosen should mind this condition. Loose clothing could give 
additional width to horizontal measures. Hence people were 
asked to pose straightly towards camera, lay their both hand 
closely to their body, and stick their leg and feet closely 
during data acquisition.  
Top outfits such shirt or blouse does not add additional 
width when the arm are placed tightly to the body. Hence 
horizontal measure in the upper body part such waist or 
abdominal plus the attached arm in Table 1 were used as 
features. Arm by itself were not used as features since it is 
tedious to be segmented as it stick to body. Shoulder 
horizontal measures also added to feature list as its width is 
rarely affected by clothing. Nevertheless, a very loose or 
puffy clothing should be avoided during data acquisition 
since it would show longer width of shoulder and waist/ 
abdomen even though the arm was placed tightly to the body. 
Bottom outfits such trouser and skirt sometimes appears 
to be loose even when leg were stick closely. Hence 
horizontal measures in the lower part of body such thigh, 
upper-leg, calf as in Table 1 were taken out from feature list. 
Nevertheless, ankle most of the time shows original width 
even when the person were wearing foot covers. Height as in 
Table 1 is used as feature since vertical measure is not 
affected by clothing. Features for weight estimation using 2D 
images that was proposed in this study is listed in Table 2. 
 
TABLE II 
LIST OF BODY SURFACE MEASURE FOR WEIGHT ESTIMATION  
IN THIS RESEARCH 
 
F1  Height 
    F2  Shoulder width 
F3  Abdomen/waist plus attached arm width 
F4  Feet Width 
 
A. Features Extraction Using Body Proportion 
Distance between person and camera were fixed to 2 
meters to ensure standardized pixel size. This research simply 
used human body silhouette as input. Height is distance 
between the highest and lowest vertical coordinates of human 
body silhouette. 
To locate shoulder, abdomen/waist plus arm and feet, a 
human body proportion were used. In normal human, the 
body is divided into 8 equally vertical segments where 
shoulder is located in second one-eight segment, 
abdomen/waist plus attached arm is located in fourth one-
eight segment, and feet is in lowest one-eight segment  [12]. 
First and second body feature were assumed to be the largest 
width in each segment, whilst the third body feature was 
assumed to be the narrowest in the segment. Figure 1 show 
the eight segments drawn over an example of human body 
and its respective features. The border of each segment is 
shown as line, body features are shown in bolder white line. 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Eight segments of body part and location of features 
  
 The suggested method is simple to implement and 
require minimum computation. Width of each vertical 
coordinates were calculated as distance between minimum 
and maximum horizontal coordinates of the body’s edge. The 
widest width was calculated as maximum of distances in its 
segment, whilst the narrowest width was calculated as 
minimum of distance in its segment. The pseudocode for 
feature extraction is shown in Figure 2. 
Shoulder 
Abdomen/
waist plus 
arm 
Feet 
Height 
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Fig.2 Pseudocode for feature extraction 
 
B. Weight Estimation using Multiple Linear 
Regression 
A Multiple Linear Regression predicts future outcome by 
determining the trend of existing data that has multiple inputs. 
It assumes that the data has linier trend between inputs and 
output. The equation for multiple regression is in Equation 1, 
where i is number of data, 0b is regression intercept, jb is 
j -th predictor’s regression slope, ijx is j -th predictor for 
the i -th observation. 

=
+=
n
j
ijji xbbY
1
0 .                           (1) 
The predictor’s regression intercept and slope b  is 
calculated using matrix of predictors ݔ and actual outputs ݕ 
using Equation 2. 
 
ܾ = ሺݔ்ݔሻିଵݔ்ݕ                                  (2) 
 
Multiple linear regression from all combination of 4 
measures to body weight were investigated. The total 
combination is 15 as a power-set of 4 minus the null set (24-
1 = 15). A coefficient of determination, R2 was used to 
measure how well the regression to fit the data. It is a measure 
of sum-squared of residual (error of estimation) compare to 
proportional variance of predictors. The value range from 0-
1 where the best fit of regression has value of one and the 
worst is zero. It is calculated using Equation 3. 
 
ܴଶ = 1 − ∑ ሺ௒೔ି௬೔ሻ
మ೙ೕసభ
∑ ሺ௬೔ି௬തሻమ೙ೕసభ
                           (3) 
III. RESULT AND ANALYSIS 
The algorithm was tested in 10 adults male. Some images 
of human body silhouettes are shown in Figure 3. The 
silhouettes were made by performing segmentation on human 
body from its background.  
   
Fig. 3 Some images of human body silhouette  
 
 Body features from each silhouette was then extracted 
using the developed method where the result is shown in 
Table 3. Each is in standardized pixel unit.  
 
TABLE III 
BODY FEATURE FROM DATA 
 
No F1 F2 F3 F4 
Actual
Weight 
(Kg) 
1 176 52 53 15 70 
2 192 48 57 26 71 
3 192 51 59 20 76 
4 197 52 48 19 81 
5 198 54 54 17 67 
6 209 54 55 16 58 
7 194 52 54 22 78 
8 185 48 58 21 60 
9 200 51 52 15 65 
10 197 53 57 25 85 
 
Each feature’s correlation coefficient towards actual 
weight, r, was calculated. The correlations were tested to 
check which feature has more similar trend towards actual 
weight. The rule of thumb in correlation is that r > 0.5 means 
the correlation is strong. A strong correlation means a change 
in a feature would result a correct prediction in the actual 
weight. Although correlation cannot be interpreted as 
causation, the test can be used to test whether both variables 
fluctuate together. The result in Table 4 shows that only F4 
has strong correlation with the actual weight.  
 
TABLE IV 
CORRELATION BETWEEN FEATURE AND ACTUAL WEIGHT 
 
No Feature r 
1 F1 -0.07 
2 F2 0.27 
3 F3 -0.06 
4 F4 0.54 
 
A linear regression between feature F4 and actual weight 
are then calculated. It result a weight estimation formula of 
ܹ݁݅݃ℎݐ = 47.45 + 1.2	ܨ1. This formula was tested in all 10 
silhouette and gave RMSE between actual and predicted 
weight of 6.18 Kg. Although the correlation is low, a weight 
estimation formula on feature F2 was also calculated. It result 
a formula of ܹ݁݅݃ℎݐ = 11.97 + 1.15ܨ3  and gave RMSE 
between actual and predicted weight of 7.15 Kg. 
Since RMSE of using one feature is still high, a Multiple 
Linear Regression using all 15 combination of 4 features is 
performed. The result of each formula along with R2 (98% 
confidence interval) and its Root Mean Squared Error 
(RMSE) between actual and predicted weight is shown in 
Table 5. 
As listed in Table 5, the highest R2 belongs to formula 
number 15 where all features were used in the regression. 
Formula (15), is then selected as the formula for estimating 
weight as it gives higher correlation. It uses feature of height, 
and width of shoulder, waist and feet. The RMSE is 2.68 Kg 
and the percentage error is 3.8% than the actual weight. The 
RMSE is similar to study in [5] which in the limit of 1.80 Kg 
and 2.25 Kg in CI 98%. Although the performance is slightly 
hinger, this study proposed an automatic and contactless 
Input human body silhouette 
Divide silhouette into 8 equal horizontal segments 
 For each segment 
  Count white pixel’s width in every rows 
 End 
Determine shoulder’s width as the widest white pixel in 2nd segment 
Determine abdomen/waist plus arm’s width as the widest white pixel in 
4th segment 
Determine leg’s width as the narrowest white pixel in 8th segment 
Output width of shoulder, abdomen/waist, leg 
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measurement compare to previous study that require a contact 
measurement that require longer time to collect all features. 
The percentage error is also similar to estimation result 
conducted by [6] which was ±5%. Although the performance 
is similar, but the proposed method in this study excel it since 
it only use features from frontal pose of the body compare to 
study in  [6] which use features from side and frontal pose. 
The plot of estimated weight and actual weight using Formula 
(15), Weight = -23.62 - 0.37 F1 + 3.34 F2 – 0.93 F3 + 2.33 
F4, is shown in Figure 4. 
 
TABLE V 
WEIGHT ESTIMATION FORMULA, ITS R2 AND RMSE 
 
No. Feature Used Formula R2 RMSE (Kg) 
1     F1 Weight = 72.47 – 0.1 F1 0.00 7.13 
2 F2 Weight = 11.97 + 1.15 F2 0.07 7.44 
3 F3 Weight = 80.61 - 0.17 F3 0.00 7.15 
4 F4 Weight = 47.45 + 1.21 F4 0.29 6.18 
5 F1, F2 Weight = 28.30 - 0.18 F1 + 1.51 F2 0.10 7.62 
6     F1, F3 Weight = 84.35 - 0.02 F1 - 0.18 F3 0.00 7.16 
7 F1, F4 Weight = 41.77 + 0.03 F1 + 1.21 F4 0.29 6.25 
8 F2, F3 Weight = 2.87 + 1.21 F2 + 0.11 F3 0.08 7.43 
9 F2, F4 Weight = -105.12 + 2.71 F2 + 1.86 F4 0.62 4.47 
10 F3, F4 Weight = 101.97 – 1.17 F3 + 1.68 F4 0.43 13.46 
11 F1, F2, F3 Weight = 18.40 - 0.18 F1 + 1.57 F2 - 0.12 F3 0.10 7.61 
12 F1, F2, F4 Weight = -82.34 - 0.35 F1 + 3.54 F2 + 2.01 F4 0.71 3.19 
13 F1, F3, F4 Weight = 107.11 - 0.02 F1 – 1.18 F3 + 1.68 F4 0.43 5.37 
14 F2, F3, F4 Weight = -51.20 + 2.48 F2 – 0.87 F3 + 2.16 F4 0.69 3.96 
15 F1, F2, F3, F4 Weight = -23.62 - 0.37 F1 + 3.34 F2 – 0.93 F3 + 2.33 F4 0.80 2.68 
 
 
 
Fig. 4 Result of predicted and actual weight 
IV.  CONCLUSION 
 An automatic weight estimation using only frontal 
silhouette of human body has been proposed in this 
research. The features extracted was chosen where usually 
it is not be affected by daily clothing that could give 
additional width. The best estimation formula utilizes 
feature of height, width of shoulder, abdomen/waist plus 
arm and feet with high significance R2. The developed 
algorithm enable estimation of human body weight using 
image that is non-contact and simple. Further investigation 
to estimate weight in various condition among ages, gender 
and ethnic should be carried out to test the algorithm in 
various body silhouette.  
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Abstract—The concept of building 3D models, known as 3D 
reconstruction, already exists since the last few decades. 
However, by manually aligning the objects during acquisition 
phase does not guarantee that the output, the 3D models, will be 
perfectly aligned with the computer's world coordinate system. 
It mainly happens because in real world it is quite challenging to 
get perfect measurements, especially for the irregular objects. In 
this paper we address this problem by proposing a method to be 
used on the post processing phase of the 3D reconstruction 
process. The method is based on the variance and symmetricity 
of the object's point cloud which is acquired during acquisition. 
For the evaluation, we applied and evaluated the proposed 
method to both synthetic and reconstructed 3D models. The 
results are significant and show that the method capable of 
aligning the models to a fine resolution of 1' (one minute) angle. 
Keywords—3D models, Alignment, Variance, Symmetry, 
Reconstruction 
I. INTRODUCTION  
Alignment of a 3D model in 3D reconstruction is an important 
task and usually done during acquisition or registration phase 
and later on, for the better output, another alignment procedure 
could also be done as part of the post processing task 
[1][2][3][4]. There may be several requirements or problems 
which arises to the need of aligning a 3D model. One such 
requirement is optimal dimension measurement from a 3D 
reconstructed model. In reality, it is almost impossible to align 
a 3D model to perfection during its acquisition in hardware-
wise and some mathematical approaches are definitely 
required to align it to perfection. Our task is to align the 3D 
model, software-wise, after acquisition. The method in [5] 
describes dealing with Continuous Principal Component 
Analysis (CPCA) for models having two orthogonal symmetry 
planes passing through an axis and another tool called Local 
Translational Invariance Cost (LTIC) used when there exists 
only one or no plane of symmetry. However, our work uses 
another approach which is quite different from the one 
proposed in that paper.  The unique feature which makes the 
approach proposed here special is that, there is no featured data 
such as normal, surface, faces or edges are required to execute 
the algorithm, which was necessary for the approach listed 
above. Moreover, unlike some other methods, such as Iterative 
Closest Point (ICP) [6], which require a reference to align a 
misaligned model, it is as well not the case in our work. 
In the later sections, the working all the four methods in the  
entire  process  namely,  translation,  alignment  by  variance,  
alignment  by  symmetry  and  classification  are  described.  
Testing and evaluation are done in section 4 and in section 5 all 
the works are then summarized. 
II. CONDITIONS AND ASSUMPTIONS 
Apart from the input datasets, there are a few important 
conditions, criteria and assumptions in the beginning which are 
important to know before starting the process. 
 
2.1. Object Lies on a Plane 
The assumption made here initially is that the object lies on a 
rotating table.  It means that there can be only 3 degrees of 
freedom possible theoretically for the misalignment cases, 
which are translation in ܺ-axis and Y-axis and rotation in XY 
plane. In practice, it is possible that the table is not aligned 
with respect to ground or camera axis and small alignment 
along other 3 degrees of freedom are also possible. This 
means that the algorithm can align a model in 2 dimensions 
in a single implementation. If the object is not lying on a 
plane, the same algorithm could align it in 3 dimensions on 
being executed twice, i.e. first aligning along XY plane and 
then along ܼܺ or YZ plane. 
 
2.2. Model is Free from Outliers and Concentrated Noise 
Since no information is available about the features of a 
reconstructed model, it is very important that all outliers and 
concentrated noise points are removed. If they exist, then it 
might affect the final alignment in respect to all 3 degrees of 
freedom. 
2.3. Criteria and Assumption for Better Human Perception 
The algorithms proposed here take care of all ambiguities 
during alignment, and hence it is necessary to state, how is the 
model defined for human perception [5]. The human 
perception model is defined such as: for a specified 
misalignment range, which is 45° in default case, the model 
will be aligned to its nearest alignment axis found. This 
assumption is made considering the fact that humans normally 
set the object close to its alignment axis even though it is not 
Figure 1.          
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possible to align perfectly. As a result, if more than one 
solutions for alignment have been detected, the algorithm 
aligns it to the one nearest to the misaligned axis. This solves 
the problem of ambiguity in alignment. 
III. IMPLEMENTED ALGORITHMS 
Following sections show the working of each of the methods 
pointed in the flow.  
3.1. Translation to World Origin 
It is possible that the 3D reconstructed point cloud model is 
lying somewhere in the world frame but not at world origin. 
The first step is to move the model at world zero such that the 
center of mass of the object is at world zero. The Z coordinate 
of all the data points is to be ignored as the object is lying on a 
plane.  
 
The center of mass of object is modeled as the arithmetic 
means values of X and Y coordinates of all points in the point 
cloud. As a result, 2 out of 3 degrees of freedom have been 
found. The next step is to execute translation of point cloud in 
X and Y coordinate equal to the negative of the mean values of 
point cloud already found. 
3.2. Alignment by Method of Variance  
Variance, denoted as sଶ, is a measure of the spread of data 
from its mean value, which can be defined as follows [7]: 
 
                             ݏଶ = ଵ௡ିଵ∑ ( ௜ܺ − തܺ)ଶ௡௜ୀଵ     (1) 
where in equation 1, n is the total number of data points, X୧ is 
the i୲୦  data point whereas Xഥ is the mean of all data points. 
Note that if the entire dataset of points is transformed to origin 
from its mean value, then തܺ = 0 and the variance in equation1 
1 changes to equation 2. 
                                      ݏଶ = ଵ௡ିଵ∑ ௜ܺଶ௡௜ୀଵ  (2)  
 Equation 2 gives variance along both coordinate axes. If 
variance is calculated only along the x -axis, then only x 
component of the dataset X is considered and the equation 2 
changes to equation 3. 
                                      ݏଶ = ଵ௡ିଵ∑ ݔ௜ଶ௡௜ୀଵ    (3) 
Equation 3 is simple, the sum of squares of x components of 
all the data points divided by (݊ − 1) number of data. This 
equation is the basis in the approach to align a 3D model by 
the method of variance. The idea is to rotate the translated 
model over its entire misaligned range and calculate variance 
for all the points along X direction from YZ plane. A graph of 
variance versus angle is formed. The global minima and 
global maxima values of variance will satisfy the solution for 
alignment problem. The next step is to resolve ambiguities. 
 
Figure 2 shows an example on resolving ambiguities. In 
the first case (left), point cloud is more misaligned along X 
direction where as in second case (right), it is more aligned 
along Y direction. In the first case (left), alignment will lead 
to align itself such that variance in X direction is maximum at 
that angle. However, in second case (right), the variance along 
Xwill be minimum. This is also represented in the graph below 
for understanding. To resolve these ambiguities, both cases 
have to be dealt with. One of the successful ways to do that is 
to find whether it has global minima or maxima nearby. Now 
using this approach, we have resolved the ambiguity and the 
model is aligned to suit human perception. 
Algorithm 1 shows the flow and approach of this method. 
The first step is to translate the model to world origin as 
explained in previous section. Next, the translated model is 
rotated over its entire misaligned range and variance is 
calculated for all the points along X direction from YZ plane. 
A graph of variance versus angle is formed. If it has a value 
of variance as global maxima, the angle at which global 
Figure 2. Comparison of two aligned model (resolving ambiguities). 
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maxima is formed is found out and if it has a global minimum, 
the angle at which global minima is formed is found out. The 
reason to do so will be explained in the next section.  
For a misaligned range over ݉° along both sides, 
clockwise and counter clockwise, the total number of values 
of variance obtained are equal to ଶ୫୰ +1 where r  is the 
resolution in degrees. Therefore, the first iteration with 
45°and ݎ = 5° give 19 values of variance. Next, the process 
is iterated again in steps of r = 1°  from a range equal to 
angular step size of the iteration before, which is m = 5° and 
11 values of variance with a resolution of 1° are calculated. 
Once again, a check is made to find out at which angle is 
global maxima or minima is found. Finally, last iteration is 
made and end up with a resolution of 1'. The last iteration 
process will result in 121 values of variance, with m = 1° and 
r = 1'. Now, the value of the global maxima or minima can 
be found out, and the value of angle at the given value of 
variance is the misaligned angularity. The point cloud is then 
transformed with the help of Euclidean Transformation to 
align itself and form the best possible solution. 
The method of variance basically is similar to Principal 
Component Analysis [8]. It is in our case, however, preferred 
over PCA because it is easier to resolve ambiguities with 
variance method. It is to be noted that neither variance nor 
PCA will work for 3D objects having more than 2 symmetry 
planes since the variance for such 3D objects will not change 
on being misaligned. Also, the error points in the point cloud 
away from the centroid will contribute to erroneous alignment 
by variance method. For avoiding such failure, a more reliable 
method of symmetry is used.  
 
3. 3. Alignment by method of Symmetry 
This approach is totally different from the previous approach 
of variance. Here, all the points on one side of XY plane are 
mirrored onto other side and correspondence is established 
between the mirrored points and points lying in the same side. 
For each point, a nearest neighbor is found in the mirrored 
point set. If the object has at least one symmetry plane, the 
mirrored half will fall exactly on the points lying on other side 
and distance between nearest neighbor will be ideally zero. 
The sum of the square of the distances from their respective 
nearest neighbor gives the squared error. The 3D object is 
rotated and this procedure is checked, so as the symmetry is 
found, the 3D object can be transformed to the orientation 
leading to alignment. The mirroring is explained below with 
equations in set notations where,݌௜(ݔ௜, ݕ௜, ݖ௜) ∈ ܲ, and ܲ  is 
n×3 data matrix. 
ሼP୶ା|p୧(x୧, y୧, z୧) ∈ P, i = 1,… , n;	x୧ > 0ሽ, 
                  P' = P୶ା ൥
-1 0 0
0 1 0
0 0 1
൩                                    (4) 
ሼP୶-|p୧(x୧, y୧, z୧) ∈ P, i = 1,… , n;	x୧ ≤ 0ሽ and by assigning 
                            ܲ" = ௫ܲି,      (5) 
For each point in P", search for a nearest neighbor in P'. 
The squared error (eଶ) obtained from the algorithm can be 
formulated in equation as follows: 
                          eଶ = ∑ (p୧-p'୧)ଶ୬ଵ          (6) 
In equation Error! Reference source not found., p' is the 
nearest neighbor of p. A summation  
of such error along all query points give us squared error (eଶ). 
 
The algorithm 2 shows the implementation of this approach. 
The overall procedure is almost same as the one in method of 
variance. First, we translate the model to world origin. Next, 
we iterate the method by rotating the model in smaller steps 
like 5°, 1° and 1'. Now, after rotating the translated model in 
definite steps, all the points in the right-hand side of YZ plane 
i.e. each point ௜ܲ(ݔ, ݕ, ݖ)  with x> 0 is mirrored such that 
P୧(x', y', z')  is x' = -x, y' = y  and z' = z . In the form of 
equation, it can be written as: ሼ∀P୧(x, y, z) ∈ P, i ∈
1,2, … , n|x > 0ሽ, 
                             ܲᇱ = ܲ ൥
−1 0 0
0 1 0
0 0 1
൩ (7) 
Here P and P' are ݊ × 3 matrices with each row containing 
3D points. Take a note that the equation 4 is nothing but 
simple mirroring of all points about YZ  plane. After 
mirroring, all the points in right side of YZ plane are mapped 
onto left side. For every point in P', a nearest neighbor in left 
side of YZ plane is searched for P. This is carried out by the 
nearest neighbor search (NNS) approach [9]. Upon finding 
the nearest neighbor, error in symmetry is measured, which is 
nothing but Euclidean distance between those two points. On 
completion of the process for all the points, square of the error 
is summed up for all the points, which we term as squared 
error. The squared error so calculated is zero for an ideally 
symmetrical model. Next, ambiguity is resolved for nearest 
alignment axis which explained in detail in the next section 
3.4. In the end, point cloud is transformed with the help of 
Figure 3. Mirroring, matching and resolving ambiguities. 
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Euclidean transformation to align itself and form the best 
possible solution within a fine resolution of 1'. 
 
3.4. Symmetry Detection and Resolving Ambiguities 
Figure 3 shows the flow of the algorithm visually. At first, a 
misaligned input model is given, which is compared with its 
mirror along YZ plane or Y axis in 2D case. The squared error 
is minimum when model is symmetric about YZ plane and 
maximum when it cannot match its mirror model. At the end, 
nearest angle where the squared error is minimum is found 
out and the point cloud model is transformed to that angle of 
rotation. Local minima is considered in this case to resolve 
ambiguity unlike global minima in the former approach. A 
suitable explanation to that is because of multiple possibility 
of existing symmetry planes. The algorithm should be able to 
align it to any one of them which is found to be nearest. For 
reconstructed point cloud models, it is very much possible 
that the squared error at one symmetry plane is much lesser 
than that to others due to noise and erroneous points, but in 
order to make the model less dependent on noise, nearest 
value of local minima is selected even though it is not a global 
minima. Hence, the alignment axis will change with respect 
to the orientation of input model which is required to 
encompass human perception factors. This special feature of 
this method makes it unique from previous method. 
 
3.5. Classification of Reconstructed Models 
The value of squared error (eଶ), even after aligning, in the 
method of symmetry indicates the error which could be 
composed of two parts: 
i. Model is symmetric and the squared error (eଶ) is 
due to noisy points. 
ii. Model is asymmetric and the squared error (eଶ) 
is due to asymmetrical points and noisy points 
together. 
Even though the value is influenced by noisy points, it can be 
still used to measure symmetricity of a reconstructed point 
cloud model. However, it has to be slightly modified in order 
to compare the values between different 3D objects. 
                                   S = ୔ഥ౮
ୣమ×୬
భ
భబ
                                   (8) 
Equation Error! Reference source not found. has been 
derived based on various observations about relative size of 
the 3D objects as well as number of points in the point cloud. 
It is now independent of different models and unique in itself. 
Basically, the solution to the equation yield a number (for 
example: symmetrical factor). The symmetrical factor (S) 
values observed from 1 to 10 for reconstructed models and 
even more for synthetic models. The values 2 and 5 below are 
calibrated from the testing models. However, they are purely 
perception based and such parameters can be tuned fine in 
order to achieve correct classification. For this model, 
following are the values proposed for classifying 
reconstructed point cloud model into three different 
categories: 
1) ܵ ≥ 5: Reconstructed model is symmetric in one or 
more number of symmetry planes and alignment is 
excellent and uses symmetry approach to align. 
2) 2 < ܵ < 5: Reconstructed model is not symmetric 
but regular and alignment is very good and uses 
variance approach to align. 
3) ܵ ≤ 2 : Reconstructed model is irregular and 
alignment is good and uses again variance approach. 
In a way, symmetricity factor was a byproduct of method of 
symmetry alignment. As a result, the same equation can be 
used to compute symmetricity of different models and serve 
itself as a tool to automatically decide on which method to use 
for better alignment. 
IV. TESTING AND EVALUATION 
The entire evaluation is split into two parts namely, testing 
and performance. Testing is an important part of evaluation 
initially and provides a green signal to implement it on real 
specimens. On successful testing, performance is measured 
on actual datasets. 
 
4.1. Testing 
The 3D models from the synthetic testers as shown in figure 
4, include a teapot with one plane of symmetry, a perfect cube 
with four planes of symmetry and a couch again with one 
plane of symmetry. All the models have different sizes. All 
these models are aligned by default. The idea is to misalign 
them with a known angle and apply the algorithms mentioned 
here to realign them again. In the following table 1, recorded 
results for 5 different testers by both methods of alignment are 
shown along with their symmetric values. The term Size in the 
table shows the dimension in centimeter of minimum 
bounding box in XY plane, n is the total number of points in 
the model, Misalign is known misalignment applied on test 
model in degrees, Align is result from respective methods, t is 
time taken by algorithm is seconds, S is symmetricity factor 
and Acc is accuracy defined as ቀ1 − ெ௜௦௔௟௜௚௡ା஺௟௜௚௡ெ௜௦௔௟௜௚௡ ቁ × 100%. 
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It is to be noted that the model ‘perfect cube’ fails the 
alignment algorithm based on variance as expected. Cube has 
4 symmetry planes and therefore the variance of all the points 
along one direction will be constant. This problem is solved 
when aligned using symmetry approach. 
 
4.2. Performance 
The evaluation of six different types of 3D reconstructed 
models of six real objects, as depicted in figure 1, is done here. 
Table 1 and 2 show the performance of our algorithm on the 
reconstructed models. It can be noted again that the method 
of variance fails to align ‘cube’. But then alignment by 
symmetry aligned it correctly. In other models, the results 
from both the methods are comparable but the ones by 
symmetry are found to be better: especially in cases where 
symmetricity factor is more, such as cube, triangle, cylinder 
and owl. 
As per classification of models on the basis of symmetricity 
factor (S) mentioned in Section 3.5, the six reconstructed 
models are classified as shown in table 3. 
 
Table 3. Classificatiob of reconstructed models. 
Symmetric Regular Irregular 
ܵ ≥ 5 2 < ܵ < 5 1 < ܵ < 2
Cylinder 
Owl 
Triangle 
Cube 
Frog Two Owls 
V. CONCLUSION 
The entire algorithm of alignment of a 3D reconstructed 
model is implemented in Matlab R2015b and is successfully 
tested for misalignments within 90° in XY plane. The results 
of the reconstructed model are also very satisfying, aligning 
models to a fine resolution of 1' as shown in Table 1 for the 
second case, the teapot model, when it is aligned by using the 
Symmetry method. Also at the end, classification of 
reconstructed models also value adding. However, it is also 
observed that the calculation time got increased slowly for 
models with more than 200,000 points. Important features, 
limitations and future works are explained in sections below. 
 
5.1. Important Features and Key Points 
On a concluding note, the noteworthy features and 
keypoints of the work are highlighted here: 
a) Features: (1) robust performance on different 
misalignment incorporated by human perception 
factors, (2) does not require featuring information in a 
model about faces, edges, or their normal, (3) does not 
require a reference aligned model for aligning 
procedures, (4) fields good results even with noisy data 
points. 
b) Key points: (1) able to align the model by two different 
possible approaches, symmetry and variance, (2) 
calculates value of symmetricity factor to give a good 
comparison between different models, (3) classifies 
the model, which gives information about how good is 
alignment axis defined in that case. 
c) Limitations: (1) involves lot of calculations due to 
handling of a large number of data points, since down-
sampling the point cloud is not a good choice in this 
case, (2) takes fair amount of time in performing 
alignment by method of symmetry, (3) uses trial and 
error approach. It runs a loop and calculates the 
parameters rather than solving them directly. 
 
5.2. Future Works 
The method proposed here to align model in 3 degrees of 
freedom can also be used to align in 6 degrees of freedom in 
same steps and the time taken to align in 6 degrees of freedom 
as a result will be only 2 times to that in 3 degrees of freedom: 
a) Translate model to world origin in X , Y  and Z 
coordinates (which was only X and Y previously). 
b) Align model in XY plane. 
c) Align model in XZ or YZ plane. 
One of the limitation is more computation time required, that 
needs to be considered if the algorithm would be used in real 
time. 
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Table 1. Evaluation results of Testers 
No. Misaligned Model By Variance By Symmetry S 
1 Model  
Size (cm) 
Points (n) 
Misalign (°) 
: teapot 
: 6.5 × 4 
: 41,472 
: 30 
t (sec) 
Align  
Acc (%) 
: 0.59 
: -29°55' 
: 99.72 
t (sec) 
Align  
Acc (%) 
: 14 
: -30° 
: 100 4.8319 
2 Model  
Size (cm) 
Points (n) 
Misalign (°) 
: teapot 
: 6.5 × 4 
: 41,472 
: 15 
t (sec) 
Align 
Acc (%) 
: 0.59 
: -15° 
: 100 
t (sec) 
Align  
Acc (%) 
: 12 
: -15°1' 
: 99.89 21.6290 
3 Model  
Size (cm) 
Points (n) 
Misalign (°) 
: car 
: 90 × 37 
: 9,218 
: -20 
t (sec) 
Align 
Acc (%) 
: 0.51 
: 19°53' 
: 99.42 
t (sec) 
Align  
Acc (%) 
: 3 
: 19°47' 
: 98.92 10.1858 
4 Model  
Size (cm) 
Points (n) 
Misalign (°) 
: couch 
: 90 × 87 
: 146,794 
: -30 
t (sec) 
Align 
Acc (%) 
: 1.15 
: 29°41' 
: 98.94 
t (sec) 
Align  
Acc (%) 
: 65 
: 29°58' 
: 99.89 35.4026 
5 Model  
Size (cm) 
Points (n) 
Misalign (°) 
: perfect cube 
: 2 × 2 
: 726 
: 15 
t (sec) 
Align 
Acc (%) 
 
: 0.45 
: -12°21' 
: 82.33 
failed 
t (sec) 
Align  
Acc (%) 
: 1 
: -15°13' 
: 98.56 7.2817 
 
 
 
Table 2. Evaluation results of reconstructed models. 
No. Input Model By Variance By Symmetry S 
1 Model 
Size (cm) 
Points (n) 
: cube 
: 10.75 × 10.75 
: 130,765 
t (sec) 
Align 
 
: 1.03 
: 34° 
failed 
t (sec) 
Align 
 
: 67 
: -0°28' 5.0545 
2 Model 
Size (cm) 
Points (n) 
: triangle 
: 9.5 × 4.5 
: 93,490 
t (sec) 
Align 
 
: 0.84 
: -0°9' 
t (sec) 
Align 
 
: 50 
: 2°5' 5.1537 
3 Model 
Size (cm) 
Points (n) 
: cylinder 
: 7 × 7 
: 138,792 
t (sec) 
Align 
 
: 1.05 
: -2°50' 
 
t (sec) 
Align 
 
: 60 
: -6°58' 8.8050 
4 Model 
Size (cm) 
Points (n) 
: owl 
: 16 × 11.5 
: 111,061 
t (sec) 
Align 
 
: 0.92 
: -1°41' 
t (sec) 
Align 
 
: 52 
: -0°12' 6.7110 
5 Model 
Size (cm) 
Points (n) 
: frog 
: 14 × 11 
: 102,148 
t (sec) 
Align 
 
: 0.90 
: 9°25' 
t (sec) 
Align 
 
: 49 
: 11°31' 4.8235 
6 Model 
Size (cm) 
Points (n) 
: two owls 
: 9 × 8 
: 12,728 
t (sec) 
Align 
 
: 0.44 
: -24°18' 
t (sec) 
Align 
 
: 6 
: -21°40' 1.8896 
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Abstract— Semaphore are one way of communicating over long 
distances using the semaphore flags. In Indonesia semaphore is 
used in scout activities as a method to send information in the 
form of a sentence containing the message. Sending the 
semaphore letter code tends to be difficult. Based on the need to 
semaphore learning, this research proposes an algorithm with 
image processing as a way to correct the movement of the 
semaphore letter code based on the image obtained by using the 
webcam. Digital image processing, Wavelet feature extraction, 
and Euclidean distance function are applied in this study to 
determine the best recognition rate of variation decimation and 
distance variation to sending semaphore letter code using the 
webcam. This study resulted in the best recognition rate of 95.4% 
in the 1st decimation, recognition rate reached 94.6% in 
decimation 2, and recognition rate reached 94.2% in decimation 
3. The result of the introduction of the semaphore letter code is 
on the introduction of movement as far as 3 to 5 meters. 
Keywords— Semaphore Flag, Image Processing, Haar Wavelet, 
Euclidean Function, and Decimation. 
I. INTRODUCTION 
Semaphore is one of many ways to communicate 
over long distances using semaphore flags measuring 45 cm 
x 45 cm tied to a 60 cm stick [1]. In Indonesia has been 
applied as one of the skills that every individual must have 
in scout activities. To communicate with the semaphore, the 
flag is held in each hand then adjusted in a certain position 
as in Figure 1, to represent the letter that will be transmitted 
as a sentence of information. The semaphore flags used in 
Indonesia are generally red and yellow [2]. Sending 
information by using semaphore flags is commonly used in 
the maritime world as the delivery of information between 
ships, and also used in the scout world as sending the 
semaphore letter code [1] [3]. 
In practice to learn the semaphore movement a 
semaphore sender requires someone who can see whether 
the position of the sender is proper or not in delivering 
semaphore codes. This is very necessary because in each 
semaphore code delivery has a different position for each 
letter. Thus, this makes less effective learning of semaphore 
code if done by a single self. 
Semaphore movement has been developed in the form 
of computer programs to be able to support learning the 
semaphore letter code in the scout world [5].  
 
 
Fig 1. Movement of Semaphore Letter Code [4]. 
In a previous research [1], the introduction of letters 
using the Kinect tool with a maximum distance of 2.5 
meters and yields a reading rate of 88% and has a weakness 
that is the length of time used to complete the introduction 
of letters. Research conducted by [6], semaphore readings 
obtained a recognition rate of 90% and had constrains in 
terms of angular readings due to different physical shapes of 
the sender. Research [5] has succeeded in making computer 
applications that can help the introduction of the semaphore 
letters, a weakness in this system is the absence of an 
instructor role to guide users on using semaphores. 
The application of elements of practical and appropriate 
technology is needed as a supporter as well as an effective 
solution in solving the problems above, and one of them is 
by using image processing. Image processing is a generic 
term for various techniques whose existence is to 
manipulate and modify images in different ways [7]. The 
processing of two-dimensional images via a digital 
computer [8]. Image processing, among others, plays a role 
in separating the object from the background [9]. The 
system which will be created can mimic the ability of the 
human eye to recognize objects in the form of a movement 
of code delivery that will help humans in learning the 
delivery as well as receive the semaphore letter code. It can 
help the user know whether the movement is done right or 
less precise. 
Tests in this study will use variations of distance: 3 
meters, 3.5 meters, 4 meters, 4.5 meters and 5 meters and 
variations of decimation: (1) 32 x 32, (2) 16 x 16, and (3) 8 
x 8. This research requires some supporting tools such as 
webcam [10] [11] which serves to capture motion picture of 
semaphore letter code, a laptop is then needed to serve as a 
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place to process images to be recognizable so that the 
information can be delivered to users and software Matlab 
as a semaphore letter programming code [12] [13]. 
II. RESEARCH METHODS 
This study uses variation of distance and decimation to 
know the effect on the introduction of semaphore letter 
code. The stages of the introduction phase of the semaphore 
letter code can be seen in Figure 2. The first process is 
semaphore letter code capturing using a laptop as a digital 
data processor machine. The captured image will then enter 
the preprocessing process and the output of this process will 
enter the self-extraction process using the Haar Wavelet. 
The result of the feature extraction will be compared with 
the data on the database by using the Euclidean. The output 
of the distance function will display the semaphore letter 
code on the monitor screen. 
 
Fig 2. The Flow Diagram of The Semaphore Letter Recognition Process. 
A. Data Collecting 
The total of used images for semaphore letters codes is 
650 images. The images is obtained from 5 visuals, each of 
which displays the semaphore letter code from A to Z with 
variations of distance 3 meters, 3.5 meters, 4 meters, 4.5 
meters and 5 meters. Each casted distance produces 26 
images, so the images obtained from 1 view is 130 images.  
As many as 390 image data is used as a database and as 
many as 260 image data as test data. 
B. Preprocessing  
Preprocessing an image is a process aimed to obtain 
objects contained within the image or to divide the image 
into several regions of each objects or region (that has) 
similarities [9]. The preprocessing step is started by 
converting the RGB image into a HSV image, continued by 
a process of colour segmentation on the image. The colour 
segmentation is done to achieve the yellow part of the image 
as it is on the semaphore flag. The next step is to “crop” and 
“resize” the image according to the image’s size. The image 
processing step can be seen on Figure 3. 
 
 
Fig 3. Flow Chart of Image Preprocessing. 
Figure 4, shows the RGB image that has been obtained 
from the webcam will be converted to HSV image, then the 
image will be preprocessed to obtain the yellow color 
contained in the semaphore flag. To get the yellow color 
corresponding to the color on the semaphore flag, researchers 
used the color range of the Hue scale of 35-50 on the color 
scale shown in Figure 5. 
 
(a) 
 
(b) 
 
   
(c) 
Fig 4. Image Segmentation Process to Yellow Color an Semaphore; (a) 
RGB Imagery; (b) Results of RGB to HSV Image Conversion; (c) The 
Image is a Yellow part of The Semaphore Flag. 
 
 
Fig 5. Hue Scale [14]. 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
686
C. Haar Wavelet 
Wavelet is defined as a small wave or short wave. The 
Wavelet’s transformation will convert a signal into a 
Wavelet sequence. The shortwave is a basic function that 
lies at different times [15], seen in Figure 6. Haar Wavelet is 
the simplest wavelet, introduced by Alfred Haar in 1909. 
The coefficient of transformation low pass filter (Eq. 1) and 
high pass filter (Eq. 2) are the base functions of Haar 
Wavelet. In the image, high pass filters and low pass filters 
can be represented as 2D matrices. The decomposition of 
flattening and substraction that has been done before is 
actually the same as doing the decomposition (transform) 
image with Haar Wavelet. Both filters are orthogonal but 
not orthonormal. The orthogonal and orthonormal tapis Haar 
are [16]: 
0
1 1,
2 2
h  =                                 (1) 
 
     1
1 1,
2 2
h  = −                             (2) 
 
 
Fig  6. Haar Wavelet [17]. 
D. Euclidean Distance 
Euclidean distance is the most commonly used metric 
to calculate the similarity of 2 vectors. The smaller the value 
of Euclidean distance to an object, the higher the level of 
similarity. The Euclidean distance calculates the roots of 
squares of differences of 2 vectors [9]. The formula of the 
Euclidean distance. 
( ) ( ) ( )( )21 2 1 2
1
,
N
k
j v v v k v k
=
= −                   (3) 
Where v1 and v2 are the two vectors whose distance 
will be calculated and N denotes the length of the vector. 
Distance function will find the difference of the minimum 
value between data from the self-extraction’s output with 
the data on the database as an output from the recognition of 
the semaphore letter code. 
III. RESULT AND DISCUSSION 
A. Testing Using Haar Wavelet 
Tests are conducted to determine the effect of distance 
variation and variation of the decimation on the success rate 
of introducing the semaphore letter code and to know the 
distance and the value of the decimation that has the optimal 
success rate. The A letter image on semaphore letter code 
with many variations of the distances and decimations can 
be seen on Table I.   
TABLE I.        THE IMAGE OF THE VARIATION OF DISTANCE TO THE 
VARIATION OF THE DECIMATION. 
Distance 
(m) 
Decimation 
32 X 32 16 X 16 8 X 8 
 
 
 
3 
 
 
 
 
 
 
 
 
3.5 
 
 
 
 
 
 
 
 
4 
 
 
 
 
 
 
 
 
4.5 
 
 
 
 
 
5 
 
 
 
  
It is seen that the greater the value of the decimation 
variation, the smaller the pixel level in the image, causing 
the image to break so that the recognition rate will be lower. 
The farther the distance is used, the lower the recognition 
rate. This is because the greater the value of the decimation 
variation, the decimation experiences repeated convolution 
and downsampling process as many as the users want, this 
process resulted in the inserted image to become more blur 
so that the level of recognition will be lower. 
B. Level of Recognition  
At the level of recognition, as many as 260 test data that 
have been in the process when testing the data will be 
compared with the data stored in the database. Each value 
from the Euclidian function on different decimations and 
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letters with the distance of 3.5 meters can be seen on Table 
II. 
TABLE II.        THE DISTANCE VALUE OF EACH LETTER IN THE             
VARIATION OF THE DECIMATION 
Alphabet Alphabet Image 
Decimation 
32 X 32 16 X 16 8 X 8 
A 
   
5.8813 3.1922 1.7176 
B 
   
13.0396 7.1204 4.01 
C 
  
14.0755 7.6714 4.3012 
D 
  
14.2471 7.6805 4.3417 
E 
  
14.308 7.9618 4.3566 
F 
    
14.5674 7.9912 4.4034 
G 
    
14.6888 8.0629 4.4553 
H 
    
14.8482 8.0889 4.4855 
I 
   
15.412 8.4178 4.7476 
J 
   
15.4522 8.5358 4.8693 
K 
  
15.5155 8.6081 4.8785 
L 
  
15.6003 8.6833 4.899 
M 
  
15.6407 8.7063 4.983 
N 
  
15.6761 8.7247 5.0259 
O 
  
15.7143 8.8532 5.0784 
P 
  
15.7575 8.9208 5.3852 
Q 
  
16.5466 9.5362 5.7367 
R 
  
16.9414 9.7883 5.7376 
S 
  
16.9906 9.7974 5.8421 
T 
  
17.057 9.8194 5.8652 
U 
  
17.0936 9.9489 5.9615 
V 
  
17.5923 9.979 5.9867 
W 
  
17.6227 10.007 6.0893 
X 
  
18.1135 10.2937 6.1237 
Y 
   
19.0481 10.458 6.1709 
Z 
  
20.05 11.0977 6.3561 
 
From the tests that have been done, the value of 
variations of the decimation and distance variations that 
have the best recognition rate can be obtained. The result of 
the average variation of the decimation and the distance 
variation which has the best recognition rate can be shown 
in Figure 7, there are 3 different colors, the blue color 
represents the result of the influence of the 1st decimation to 
the distance variation. The red color represents the result of 
the effect of decimation 2 on the variation of distance and 
the green color representing the result of the effect of the 
decimation 3's to the distance variation. The process on the 
decimation shows that, on decimation 1, image will be 
processed once on the self-extraction Haar Wavelet process 
to an image with the size of 32 x 32. On decimation process 
2, image will be feature extracted twice so that the image’s 
size will changed into 16 x 16. On decimation process 3, 
datas will be self-extracted and processed three times and 
the process will be repeated three times so that the image’s 
size will be 8 x 8. 
 
         Fig 7. Graph Level Recognition of Semaphore Letter Code. 
For example, the effect of decimation variation on the 
distance can be known in the 1st decimation to get the 
recognition rate of 96%, for the 2nd decimation gained 95% 
recognition rate and the 3rd decimation gained a recognition 
rate of 94%. The greater the value of decimation variation, 
the pattern recognition rate will be lower, because the 
greater the chosen decimation value will make the process 
of repetition of convolution and downsampling more and 
more in accordance with the variation of the decimation 
chosen by the user. This will cause the image to be blur and 
affect the lower recognition rate. 
In this study, the percentage of semaphore letters 
recognition rates on the decimation variation of the overall 
distance is shown in Table III. 
TABLE III.        PERCENTAGE OF RECOGNITION RATE 
Decimation Percentage of recognition rate 
1 95.4% 
2 94.6% 
3 94.2% 
It is known that at the 1st decimation has the best 
recognition rate with the percentage of recognition rate of 
95.4%.  
IV. CONCLUSION 
In this study, the percentage of the recognition rate of the 
semaphore letter code in the 1st decimation is 95.4%, the 
decimation 2 is 94.6%, and the decimation 3 is 94.2%. So the 
best recognition rate is in the 1st decimation with the 
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recognition rate at 3 meters distance of 96%, the distance of 
3.5 meters by 96%, the distance of 4 meters by 96%, the 
distance of 4.5 meters by 95%, and the distance of 5 meters 
by 94 %. The results obtained show that the introduction of 
the semaphore letter code by using color recognition on the 
semaphore flag and using Wavelet feature extraction, can 
result in better recognition rates with longer distances.  
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Abstract—Currently the popularity of the television 
programs is on the rise. Entertainment programs attract 
viewers' attention because they are dominated by games and 
usually involve physical activities of the game show contestants. 
The shooting location varied, including adventure tourism 
destinations comprising natural scenery. This study uses an 
experimental method to measure the behavior intentions of 
game show viewers toward adventure tourism screened in the 
program. This study proves that the relationship of audience 
involvement and behavioral intentions to travel to tourist 
destinations is mediated by cognitive and affective images. In 
particular, cognitive image can significantly correlate 
toaffective image, and both affect behavioral intentions. The 
medium of television deals with psychological process, so it is 
found that audience involvement determines audience behavior 
intentions. Meanwhile, the image of a tourist destination 
mediates this relationship, giving the perception of cognitive 
and affective images, hence these two variables are found to be 
important mediators. Therefore, the management of television 
programs as a medium of communication need to focus on 
creating more positive pictures of adventure tourism 
destinations, which will also lead to the formation of positive 
affective image. The more beautiful the image of the tourist 
destination is, the higher travel intentions will be in the future. 
This study affirms there is a connection between the 
psychological or emotional dimensions (affective) with 
intention for visiting tourists. 
Keywords—Game show, audience involvement, destination 
image, travel intention, adventure tourism 
I. INTRODUCTION 
Television is a medium that acts as a window through 
which the viewers see the world. Through this medium, the 
vast world can be brought into everyday life [1]. Television 
shows screening series of trips to tourism destinations 
invitesviewers to see world's diverse cultures, landscapes and 
places. These impressions involve audiovisual 
communication in sophisticated aesthetic and emotional 
ways [2]. Television broadcasts travel-related programs that 
comprisespecific perspectives on the world and create certain 
constructs ofa particular culture. Call it, a series of travel 
shows containing pictures and how to get to a particular 
destination, getting to knowtheculture and meeting 
foreigners. These impressions are built in dramaturgic, 
visual, and auditory ways. 
Television shows have been widely recognized for being 
able to create representations of places around the world [3]. 
Most of the shows are not intentionally produced to attract 
viewers to visit a particular destination. It turns out, 
however,a place illustrated in a movie can be perceivedas a 
product placement that leads to consumers’ willingness to  
 
 
 
 
 
 
 
 
 
invest certain amount of money to see and experience such 
place at first hand. This is the reason of the promotion of 
tourism through television shows. 
Tourism is a topic of interesting research, in line with its 
major contribution in recent decades as one of the fastest 
growing economic sectors in the world [4]. Promotion of 
tourist destinations through television shows is considered 
wide-reaching compared to traditional travel ads and 
promotions [5]. As a matter of fact, wider audience is not the 
objectiveof the marketing campaign. However, the 
placement of tourist destinations in television showshas the 
potential to increase curiosity about these tourist destinations 
among people who are not necessarily the target of 
traditional advertising [6]. In addition to its excellence 
compared to traditional advertising, the entertainment 
television program that features real condition are also more 
effective in promoting tourism products and destinations 
rather than movies and soap operas. First, such program costs 
cheaper than the movie asit does not require an actor or 
writer, has fewer crews, and its visual editing is relatively 
uncomplicated. Therefore, tourism induced by the look of 
reality can be of great help to economically disadvantaged 
destinations in effective advertising campaigns. The problem 
of underdeveloped regions being unable to make some 
investment may be resolved [7]. 
Another advantage refers to the potential of 
entertainment television programs to meet the constant quest 
of authenticity in the postmodern world [8]. Real events can 
display an authentic "product" image (such as anadventure 
tourism destination) to the audience. Although viewers 
generally know that the settings and situations in the 
entertainment television programs are mostly contrived, the 
actors and locations are meticulously chosen to show 
something as if it is natural [9]. 
 
II. LITERATURE REVIEW 
A number of studies that have been done previously 
show a causal relationship betweenviews on reality shows 
and travel intentions [6] as well audience involvement, 
cognitive image and affective image [10]. Television-
induced travel is indeed a concept that has been explored in 
the tourism industry [11]. However, research to prove the 
causal linkage between adventure game shows and the 
behavioral intentions toward tourist destinations has never 
been done, especially in Indonesia.  
The Indonesian government continues to look for 
strategies to increase adventure tourism activities in 
Indonesia as its contribution is significant to state revenues. 
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Destination Image and Audience Behavior 
1Dwininta Widyastuti 
Faculty of Political and Social Sciences 
University of Indonesia 
Depok, Indonesia 
dwininta.widyastuti@yahoo.com 
 
2Irwansyah 
Faculty of Political and Social Sciences 
University of Indonesia 
Depok, Indonesia 
dr.irwansyah.ma@gmail.com   
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
690978-1-5386-8402-3/18/$31.00 ©2018 IEEE
XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 
 
Currently, adventure tourism is one of the tourism products 
developed by the Republic of Indonesia's tourism ministry in 
the 2016-2019 Priority Tourism Destination Development 
program and involves the superiority of natural resource 
tourism attractions owned by Indonesia [12]. In particular, 
the shows of the game show entertainment genre became one 
of the shows favored by the Indonesian people. The game 
show program maintains its position as a program that is in 
demand by the Indonesian people because the number of 
viewers is above the average viewer of other television 
programs in the last three years [13]. 
Television is known to contribute tothe formation of the 
characteristics of the audience. Television shows resulted in 
audience involvement in the actors or character’s narrative 
displayed withinthe program [10]. Audience involvement 
encourages viewers to perceive the messages conveyed by 
actors or characters on television shows as genuine 
information and to use them to broaden audience knowledge, 
including the knowledge on the tourist destinations featured 
within. One of the television programs show casing a journey 
in every show is an adventure game show, featuring various 
tourist destinations. 
Television shows are considered asa symbolic stimulus, 
which can increase audience knowledge including tourism 
destinations in an area [6]. Later, this knowledge 
significantly shapes the cognitive and affective imagesin 
audience’s mind, giving rise to the audience's intentional 
behavior to visit the destinations describedin the television 
programs [10]. The larger the image of a tourist destination 
the viewer has, the greater the audience's desire to visit the 
location featured in the show [6], [11]. As its consequent 
goal, the viewers want to share similar activities in the tourist 
destinations in which the television program took place [14].  
The causal relationships of audience involvement and the 
image of the setting of the adventure television program are 
presented in the research journals. India, a country with 
abundantadventure tourism destinations, became the filming 
location of an adventure gameshow titled "The Amazing 
Race" [6]. Tourists who watched the show tended to think of 
India as a travel destination filled with adventurous 
challenges. Other findings related to television program and 
audience involvement, tourist destination imagery and travel 
intentions are presented in a number of studies. The Chinese 
television program "Where Are We Going, Dad?" caused 
future behavioral intentions to come to the set [10]. 
Cognitive image and affective image are known to mediate 
the relationship between audience involvement and intense 
behavior for travel to destinations contained in the episodes 
of this program. A number of destinations being the filming 
locations of the show were not well-known tourist 
destinations, but later they turned to attract the attention of 
viewers who watched the show. 
Other research from revealed that the television program 
"India Celebrity Express" improves and even changes the 
viewers’ knowledge onthe state of India, in which the show 
was set [6]. For example, the show changed 
viewers’perception of India, such as the poverty rate and the 
comfort of staying there. This may be due to the fact that the 
program does not highlight the bad aspects of poverty and 
comfort in India. This growing knowledge forms the 
cognitive and affective images of India, which positively 
increase the desire of the viewers to travel to this country. 
Therefore, this research is conducted to fill the gap 
among the researches related to the causal relationship 
between adventure game show, the audiences involvement, 
the image of adventure tourism destination, and the tourists’ 
desire to visit the location. This will explain the management 
of media in the context of game show television program 
featuring adventure tourism destination and how it is 
connected to the audience’s travel intention. 
Television showfeaturing reality are judged to have the 
potential to communicate a more authentic image of a 
location where the program is set. It is assumed that a show 
that presentsthe reality of the contestants’ actions in it can 
change the viewers' perception of the destination which the 
program shoots. Therefore, the viewers’ perception toward 
the tourist destination may change according to its depiction 
in the game show. In line with this description, the following 
arethe theoretical hypotheses proposed: 
H1:  Adventure game TV program causes a differencein the 
cognitive image, after viewers watched the adventure 
game show episode. 
H2:  Adventure game TV program causes the difference in 
the affective image, after viewers watched the 
adventure game show episode. 
 
III. METHOD 
This study uses experimental studies to investigate 
changes in perception or perception, because this method is 
able to detect causal relationships between variables involved 
in research [15], [16]. Data collection in this experimental 
study was conducted during January to March 2018 at IA 
STH 6th floor, University of Indonesia (UI) Salemba, 
Central Jakarta. Participants involved did not get a true 
explanation regarding the fact that the research was 
conducted for the purposes of writing an academic thesis; 
otherwise it was manipulated as an evaluation activity of an 
adventure television program that has completed its first 
sequel. Participants were informed that the purpose of this 
study was to determine the feasibility of the adventure 
television program in consideration of its second sequel. 
Manipulation was done so that prospective participants do 
not have suspicions that they were being involved in a thesis 
research so as to influence the answers given [6]. 
This study uses experimental related attributes such as 
manipulation material in the form of two episodes of "Pro-
Warriors" television program, each with a duration of about 
25 minutes, questionnaire, participant attendance list, and 
standard operating procedures. "Pro-Warriors" is the only 
game show that has a whole episode involving physical 
activities typical of adventure activities. The shooting 
location of this television program took the location of tourist 
destinations in eastern Indonesia which had not been visited 
by the wider community. 
This experimental study uses a random assignment, 
which is a lottery mechanism that places 67 participants into 
each group with random methods and accidentally placing 
participants. The room used as the experimental research 
location consists of two classes. This research room has been 
prepared with the same conditions. At the time of the 
experimental treatment, it was found that there were six 
participants who had watched the previous "Pro-Warriors" 
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game show. These participants were eliminated from 
participation as research participants. 
 
 
 
 
 
 
In total, 77 
participants are 
registered 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IV. FINDINGS AND RESULT 
Preceding the analysis,it is compulsory to test the 
validity and reliability of research instruments. Based on the 
data, all experimental research variables are valid and 
reliable. The KMO & Bartlett's value analysis showed that 
the audience involvement (0.711) and the cognitive image 
(0.656) variables were noted to have either high or good 
validity.  
Meanwhile, the validity of affective image variables (0.800) 
and behavioral intention variables (0.803) were recorded to 
have very high or very good validity. Furthermore, all 
variables arevery reliable because they have Cronbach's 
Alpha values above 0.800. The KMO & Bartlett's value of 
each indicator is valid or above 0.5. The Cronbach's Alpha 
value of all research indicators is also consistently very 
reliableor above 0.8. 
TABLE I.  OUTPUT R SQUARE (COEFFICIENT OF DETERMINATION) 
  R Square 
Cognitive image 0.229 
Affective image 0.361 
Behavioral intention 0.621 
Source: SmartPLS processed data 
 
The R square value is able to explain the predictive 
value of the contribution of the independent variable to the 
dependent variable. Based on the output of R Square in 
Table 4.32, the contribution of audience involvement to 
cognitive image is moderate (22.9%); the contribution of 
viewer involvement to affective image is high (36.1%); and 
the contribution of viewer involvement to behavioral 
intention is high (62.1%). 
Based on the f square analysis, there are inter-variable 
relationships that have a weak correlation of latent variables 
of predictors (exogenous latent variables) at the structural 
level. That is the relationship of audience involvement and 
affective image, and the relationship of audience 
involvement and behavioral intention (f square<0.02). 
Meanwhile, the relationship between cognitive imagery and 
behavioral intentions was noted to have considerable 
influence (0.185) for latent variables of predictors 
(exogenous latent variables) at the structural level. The 
relationship of cognitive image and affective image (0.431), 
and the relationship of cognitive image and behavioral 
intention (0.414) have strong influence of latent variable of 
predictor (exogenous latent variable) at the structural level. 
TABLE II.  OUTPUT F SQUARE 
  Affective Image 
CognitiveImag
e 
Audience 
Involvemen
t 
Behaviora
l Intention 
Affective 
image       0.414 
Cognitive 
image 0.431     0.185 
Audience 
involvemen
t 
0.000 0.297   0.004 
Behavioral 
intention         
Source: SmartPLS processed data 
 
Furthermore, model evaluation is done to find out the 
result of structural model of this research through 
bootstrapping with the number of samples assumed as 500. 
Then an analysis of the path coefficient output data, which 
aims to re-amplify the analysis of the previous f-square data. 
The analysis of the path coefficient output datais 
summarized in the table below: 
67 participants attended 
the data recording process. 
Participant recruitment through flyers 
distributed via information boards and 
WhatsApp.
Data 
processing 
The data were collected only from participants 
who came during experimental research. 
Participants who were absent due to illness or 
constrained weather were eliminated. 
Random assignment 
Control group 
Fill in the pre-test 
questionnaire 
Treatment group 
Fill in the post-
test questionnaire 
Control group 
Fill in the post-test 
questionnaire 
Watching drama (as 
an alternative 
treatment [16])
Watching an 
adventure game 
show 
Treatment group 
Fill in the pre-test 
questionnaire 
Description: This study eliminates 6 participants because 
they have already watched the show of "Pro-Warriors". 
Therefore, this study processed and analyzed data from 61 
participants (71.9% of the total participants who signed up) 
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TABLE III.  OUTPUT ẞ SQUARE AND P-VALUE 
  ẞ t-Statistics 
Value of α 
(Significance) 
5% 
Audience 
involvementCognitive 
image 
0.478 2.742 Supported 
Audience involvement  
Affective image 0.007 0.031 Not Supported 
Audience 
involvementBehavioral 
intention 
0.046 0.405 Not Supported 
Cognitive image  
Affective image 0.598 3.427 Supported 
Cognitive image 
Behavioral intention 0.360 2.234 Supported 
Affective image 
Behavioral intention 0.495 4.103 Supported 
Source: SmartPLS processed data 
 
From the calculation of path coefficients with 
SmartPLS 3.2.7, it was revealed that the coefficient of the 
audience involvement path to the affective image resulted in 
a t-statistic value of 0.031 and the engagement relationship 
of viewers on behavioral intentions of 0.405 (below 1.96) 
indicating these two inter-variable relations were not 
significant at 5% significance value. This indicates that their 
relationship is not proven. 
Meanwhile, testing of other cross-variable path 
coefficients showed a significant relationship because it has 
a t-statistic value higher than 1.96 at a significance of 5%. 
The inter-variable relationships that have been shown to be 
significant are audience involvement on cognitive image (t-
statistic = 2.742), cognitive image to affective image (t-
statistic = 3.427), cognitive image toward behavior intention 
(t-statistic = 2.234), and affective image against behavioral 
intentions (t-statistics = 4.103). 
Furthermore, this evaluation is done through Goodness 
of Fit analysis (GoF) which shows that the structural model 
analyzed is not fit because it is not in accordance with 
SRMR criteria <0.08 and NFI> 0.90. There is also an 
RMS_theta value higher than 0.12 indicating a lack of 
conformity. The overall analysis of the Goodness of Fit 
(GoF) of the model becomes the starting point of the model 
assessment. If the model does not match the data, then it can 
be interpreted that the data contains more information than 
the one presented on the model. 
 
TABLE IV.  OUTPUT MODEL FIT 
   Estimation Model 
SRMR 0.124 
NFI 0.488 
    
rms Theta 0.259 
Source: SmartPLS processed data 
 
The indirect effect on the causal relationship of audience 
involvement on behavioral intentions is greater than the 
value of direct effects. This suggests that the causal 
relationship between audience involvement and behavioral 
intentions is mediated by other variables of cognitive image 
and affective image. 
TABLE V.  DIRECT AND INDIRECT EFFECTS BETWEEN VARIABLES 
Causal Relationship Standardized Direct Effect 
Standardized 
Indirect Effect 
Audience 
involvementCognitive image 0.478 N.A. 
Audience involvement 
Affective image  0.007 0.286 
Audience 
involvementBehavioral 
intention 
0.046 0.317 
Source: SmartPLS processed data 
 
Therefore, this study yields a model that has been 
modified to explain the relationship between the variables of 
audience involvement, cognitive image, affective image, 
and behavioral intentions. This model summarizes the 
results of the SEM model test analysis, i.e. the relationship 
of audience involvement and behavioral intentions mediated 
by cognitive image and affective image, as follows: 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.Models that have been modified 
(Source: has been reprocessed) 
 
This study proves the effect of adventure game television 
program on viewers' travel intentions, which are explained 
by the variables of audience involvement, cognitive image, 
affective image, and behavioral intentions. The results of the 
research analysis suggestthat the adventure game show can 
increasethe value of audience involvement. The action of a 
character or an actor in a game show is judged to be a 
nonsensical "genuine" scene. Physical action performance 
of adventure game show characters who compete in the 
outdoors to get the top prize in strict span of time and rules, 
encourage participants to feel involved or become part of 
the storyline. These results are consistent with previous 
research against reality show viewers [6], [10]. It shares 
similar points because both game show and reality show 
present the reality of the program participants to the 
television screen. 
Audience involvement encourages viewers to trust the 
information conveyed in this game show, such as physical 
and affective conditions (cognitive image and affective 
image) of the locationsin which the program takes place. 
This is indicated by changes in perceptual values (cognitive 
image and affective image) of tourist destinations that grows 
higher after viewers watched the adventure game show. 
Specifically, the evaluation of cognitive image and affective 
image shown by viewers after watching a game show 
matches the conditions displayed in the entertainment 
program. 
0.495 
0.360 
0.478
Audience 
involvement 
Cognitive 
image 
Affective 
image 
Behavioral 
intention 0.598 
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These results support previous [6], [10] that the show 
casing of reality is able to change the viewer's perception of 
the tourist destinations according to what appears on the 
screen. On the other hand, the sensation (felt by tourists) 
during television viewing is multidimensional which 
involves symbolic, subjective and emotional values—such 
as the values described in the cognitive and affective 
images. This causes suchtelevision programs to introduce 
things such as national culture to the economic perspective 
of the destinations featured within. 
This study did not find whether audience involvement 
did not cause behavioral intentions. This is considered to 
occur because the audience require a stage to interpret the 
image and then personalize the meaning for themto finally 
decide whether or not they will take thejourney. As a result, 
it takes time for television viewers to decide to actually 
travel to the tourist destination they have been presented 
with. 
This experimental study also did not find whether 
audience involvement did not cause affective image. 
Affective evaluation that refers to the consumer's emotions 
toward the goal image is not determined by audience 
involvement. Viewers consider more information about the 
physical condition of adventure tourism destinations before 
visiting the site, such as good weather, adequate 
accommodation, up to the equivalent value of money to get 
to the tourist destination. 
This study also proves the involvement of viewers 
causing cognitive image of tourist destinations. The 
relationship is positive and significant, which means that the 
higher the audience's involvement in the game show 
television program, the higher the cognitive image of the 
viewer to the tourist destinations shown. 
Furthermore, this study proves that the cognitive image 
causes the affective image positively and significantly [13]. 
Therefore, the management of television programs as a 
medium of communication needs to focus on creating more 
positive picture of events, which will also lead to the 
formation of positive affective image ofthe tourist 
destinations. The actual or cognitive characteristics of 
tourist destinations are important because these assessments 
impact the feelings of television viewers on those 
destinations. 
Cognitive image causing behavioral intentions has 
been demonstrated in this study. The physical activity 
shown in the adventure game show does not dampen the 
viewers' desire to visit the adventure tourism destination,in 
which the television program is set. Unlike other 
consumption situations where higher risks prevent 
consumers from repurchasing a product's service, in 
adventure travel, higher tourism risks can be attributed to 
more positive behavioral intentions. Adventure activities are 
regarded as activities related to identity search. 
This study also shows thatviewerswho like adventure 
journey want a trip associated with nature. The natural 
environment is the main motivating factor for reviewing 
tourist destinations and spreading. 
This reinforces the results of the importance of the 
affective component on the intention to travel tourists to 
tourist destinations because this component has a strong 
relationship to travel intentions [17]. Affective image is 
determined by motivation someone against a place. This 
affective image refers to feelings raised by a place because 
someone wants to feel the benefits of that location [18]. 
Meanwhile, consumer evaluative responses or those defined 
as affective imagery depend on their knowledge of objects 
or cognitive evaluation. 
Before making a decision to travel, individuals have 
considerations to have a location with a more favorable 
affective picture [19]. For example, by estimating the 
emotions of him against these tourist destinations. Tourists 
imagine that these tourist destinations are considered 
comfortable or attractive. Viewers can take turns visit tourist 
destinations after watching a video showing the characters 
in it feel satisfaction being in a tourist destination. Another 
factor is that video shows display positive interactions 
between characters and there are significant moments of 
reflection by viewers. This shows that there is a connection 
between the psychological or emotional dimensions 
(affective) with the desire or intention for visiting tourists. 
Therefore, the experience that will be enjoyed is taken 
into account by viewers on an adventure tour. The 
relationship of audience involvement and behavioral 
intention to travel to tourist destinations is mediated by 
cognitive images and affective image [6], [10], [20]. In 
particular, cognitive images can be significantly correlated 
with affective images, and both cause behavioral intentions. 
Television media is related to the journey of psychological 
processes, so it is found that audience involvement causes 
the intention of viewer behavior. Meanwhile, tourist 
destination images mediate this relationship, namely images 
that provide perception of cognitive images and affective 
images, so that these two variables are found to be important 
mediators. 
 
CONCLUSION 
The model test carried out in this study shows that the 
structural model analyzed is not suitable because it is not in 
accordance with the criteria so it shows the lack of 
conformity. The model is not in accordance with the data, 
then it can be interpreted that the data contain more 
information than what is presented in the model. Therefore 
this research proposes the preparation of model-based partial 
relationships between variables that have been analyzed 
before. This modified model explains if the relationship of 
audience involvement and behavioral intentions is mediated 
by the variables of cognitive image and affective image. The 
model also confirms that the relationship between audience-
variable engagement is only significant to the cognitive 
image. While the relationship of audience involvement and 
affective image is weak and insignificant. 
Thus, this study reveals that the reality of the competition 
raised in adventure game show promotes the formation of 
audience involvement which then correlates with the 
behavioral intentions, mediated by the cognitive image and 
affective image. This earlier study revealed that the medium 
of television concerned with psychological process, so it is 
found that audience involvement caused audience behavior 
intentions. Meanwhile, the image of a tourist destination 
mediates this relationship, giving the perception of the 
cognitive and affective images, so that these two variables 
are found to be important mediators. In particular, cognitive 
image can be significantly correlated with affective image, 
and both cause behavioral intentions. 
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Abstract— Given an image, humans have emotional 
reactions to it such as happy, fear, disgust, etc. The purpose of 
this research is to classify images based on human’s reaction to 
them using ResNet deep architecture. The problem is that 
emotional reaction from humans are subjective, therefore a 
confidently labelled dataset is difficult to obtain. This research 
tries to overcome this problem by implementing and analyzing 
transfer learning from a big dataset such as ImageNet to 
relatively small visual emotion dataset. Other than that, because 
emotion is determined by low-level and high-level features, we 
will make a modification to a pretrained residual network to 
better utilize low-level and high-level feature to be used in visual 
emotion recognition. Results show that general (low-level) 
features and specific (high-level) features obtained from 
ImageNet object recognition can be well utilized for visual 
emotion recognition. 
Keywords— visual emotion, transfer learning, convolutional 
neural network 
I. INTRODUCTION 
Visual emotion recognition aims to associate images with 
appropriate emotions [7]. Humans have an emotional reaction 
towards images they observed. Every human being have a 
different emotional reactions to an image. This reaction is very 
subjective, so it is difficult to collect or label images that 
correctly represent the emotions of an image. Because of this 
subjective nature, it is difficult for computers to recognize the 
emotion of an image. 
Along with the development of technology, computing 
power and data sources are more and more accessible. This 
development encourages research related to image processing 
to use deep learning. Deep architecture like deep 
convolutional neural network needs a big dataset for it to 
works well [20]. However, this method is difficult to use in 
visual emotional recognition, since large and confidently 
labelled data are difficult to obtain. Although You et al., have 
built a Large-Scale Emotion Dataset [1] consisting of 23,000 
images to encourage research related to visual emotion 
recognition, it is not as large as ImageNet dataset which 
contain 14 million images [1], [21]. 
 Bigger dataset allows deep neural network to generalize 
the model to a new data better [19]. Deep convolutional neural 
network has a very deep number of layers and is able to solve 
complex problems like ImageNet Object Recognition [2], 
[19]. Deep architectures such as ResNet can give a good 
performance for a big dataset like ImageNet, but for a small 
dataset this model vulnerable to overfitting [4], [19]. To solve 
the overfitting problem, usually regularization method like 
dropout, weight decay, and data augmentation is used to 
reduce generalization error [19]. Another solution to improve 
performance on a small dataset is to use transfer learning [5], 
[6]. Transfer learning enable knowledge learned from a task 
to be used in another task. This knowledge is represented as a 
network model (pretrained) which was trained on very large 
dataset. This pretrained network can be used as a feature 
extractor or as new network parameter initializer that needs to 
be fine-tuned later [18]. This method has shown good result 
[5], and this approach began to be widely used for training 
relatively small datasets such as the Large-Scale Emotion 
Dataset [1], [7], [16].  
The state-of-the-art method in visual emotion recognition 
fuses features from the previous layers of CNN to utilize the 
low-level and high-level feature extracted from the network, 
but this method needs to train the network from scratch. 
Training model from scratch especially on a deep CNN takes 
a long time, compared to using pretrained network. By using 
pretrained network we can get the generic CNN features that 
is ready to be used or trained (fine-tuned) in much less time 
for other task such as visual emotion recognition. Other than 
that, utilizing pretrained network also showed significant 
improvement in classification accuracy for small dataset like 
the emotion dataset [1], [16]. Therefore, to make use of these 
advantages we will explore on how to utilize low-level and 
high-level feature obtained from a pretrained deep neural 
network such as ResNet for our problem. 
In this paper, we will report the experimental result of 
applying transfer learning from ImageNet dataset to Large-
Scale Emotion Dataset. We also modify the ResNet 
architecture in order to better utilized the extracted features 
from the pretrained network to be used in visual emotion 
recognition. Important issues addressed is the imbalance class 
of the dataset, fine-tuning, dropout and model ensembling.  
The rest of the paper is organized as follows. We present 
related works in Section 2. Section 3 describes the proposed 
method, and Section 4 presents the results of our 
experiments. Finally, section 5 concludes the works 
described in this paper. 
 
II. RELATED WORKS 
 Visual emotion recognition has been researched 
extensively [1], [8], [7], [9], [16]. Generally, there has been 
two approaches on visual emotion recognition, which is using 
handcrafted features or Convolutional Neural Network (CNN) 
based features [7]. Both approaches are trying to recognize 
emotion based on various kinds of low-level and high level 
features as shown in Figure 1. By low-level features, we mean 
the saturation, brightness, texture, or dominant colours in the 
image. Example of high-level feature is the semantics of 
objects detected in the image (tiger swimming, human 
swimming, etc).  
      Rao et al , introduced Multi-Level Deep Representation 
Network (MldrNet) which uses CNN to obtain low-level 
feature such as texture and aesthetics using T-CNN and A-
CNN [9]. The use of CNN to obtain low level feature is also 
used by Zhu et al, the difference is that the features are 
obtained from every convolution layer. The reason is that 
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every layer in CNN extracts different feature. First few layers 
of CNN extracts low level feature such as colour and shape, 
while later layers extracts higher level feature such as 
semantics of the picture [7]. These feature extracted from each 
layer are inserted into a Recurrent Neural Network to exploit 
the dependency from those features.  
 
 
 
Fig. 1: The same emotion can be evoked from different emotion 
stimuli. The images in first row are from “ Contentment”, and 
the images in second row are from ”Fear”. We can see image 
emotion is related to many factors, such as low-level features like 
color (a), middle-level features like texture (b), and high-level 
features like semantic content (c). [7]. 
 
 
The state of the art method on visual emotion recognition 
proposed by Zhu et al., incorporate low-level and high- level 
features obtained from a Convolutional Neural Network 
(CNN) to perform visual emotion recognition [7].  Features 
extracted from every layer of the network will then be used 
to make a prediction, so the network will have predictions 
based on each feature extracted from every layers of the 
network. Then these predictions will be combined to make 
the final prediction of a given image. This model gives the 
best result compared to other method despite only using 
shallow network (5 convolutional layer) and trained with 
random parameter initialization (without using pretrained 
network) however Yang et al., shows that Transfer Learning 
using a very deep convolutional neural network significantly 
improve accuracy in performing visual emotion recognition 
[7], [16]. Experiment conducted by Yang et al., compare the 
accuracy between training ResNet from scratch and using 
pretrained network. The experiment shows that training 
ResNet with a pretrained network gives 64.67% accuracy 
while training ResNet from scratch only gives 49.76% 
accuracy [16]. 
Training a model using Transfer Learning is easier/faster 
because we can use “off-the-shelf” CNN features to perform 
visual emotion recognition, moreover Yang et al., also shows 
that using a pretrained network can improve the performance 
of visual emotion recognition [16]. Visual emotion 
recognition as Zhu et al., described is determined by low-
level and high-level features [7], so to recognize emotion of 
a given image, we will make a modification of a pretrained 
network to better utilize low-level and high-level features 
from a network.  
III. PROPOSED METHOD 
       We proposed to incorporate low-level and high-level 
features obtained from a pretrained deep CNN. The 
architecture that we chose as the pretrained model is ResNet-
101 [2] trained on ImageNet dataset. The model is evaluated 
using Hold-Out Validation [4]. Hold-Out Validation divides 
the dataset into three parts: training set, validation set, and 
test set. The ratio that we used is 80:5:15 respectively [1]. 
As mentioned briefly, we will explore four issues related 
to transfer learning. The first is the imbalance class of the 
dataset. We solve this issue using weighted sampling 
technique as described in part A. The second issue is about 
evaluating how far should we fine-tuned the pretrained model 
as described in part B, this result will tell us how important 
extracted feature on some part of the network for recognizing 
emotion. The third is to address the overfitting issue on a very 
deep neural network such as ResNet, to overcome this we will 
evaluate whether dropout will improve the recognition 
performance, as described in part C. The last issue is about 
ensembling the ResNet architecture, in this section we will 
introduce our method on how to incorporate low-level and 
high-level feature extracted from the pretrained network, this 
part will be described in section D.  
A. Sampling 
Imbalance class on the dataset causes classes with a small 
number of data to be recognized not as well as classes with 
bigger number of data. This experiment attempted to use 
weighted random sampling technique to load data into a mini-
batch to solve the imbalance class problem. The difference 
between weighted random sampling and simply doing 
shuffling (random sampling) is, with shuffling the probability 
of sampling each image is the same regardless of the 
emotional class, while the weighted random sampling wants 
to match the ratio of each emotional class to the minibatch. 
This is done by making the sampling weight inversely 
proportional to the number of images in a class. We also 
employ data augmentation to the image so in one iteration the 
exact same images in class with a small number of data does 
not appear repeatedly [19], [11].  
 
B. Fine-tuning ResNet 
ResNet configuration is divided into 4 section of layers, 
namely L1, L2, L3, and L4. The goal of this experiments is 
to find out how useful extracted features on some parts of the 
layer are. We run three experiment on fine-tuning. In the first 
experiment, only the fully connected (FC) layer is fine-tuned, 
while the other layers are freezed with the pretrained model. 
In this model (ResNet-fc), the pretrained model is used as a 
full feature extractor.  In the second experiment, FC and L4 
are fine-tuned (ResNet-L4). In the last experiment all layers 
are finetuned (ResNet). These models are illustrated in Figure 
2 below. 
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
697
 
(a) ResNet 
 
(b) ResNet-L4 
 
(c) ResNet-FC 
 
          Fig. 2: Three models of  fine-tuned experiments 
 
C. Dropout 
ResNet-101 is a ”very deep neural netwok” [2]. This deep 
architecture has many parameters so it will prone to 
overfitting and in the last experiments we will see the 
developed model is suffered from overfitting. Ebrahimi et al., 
make a modification to the original residual block by adding 
a dropout layer to prevent this [4], [12], [13]. The dropout 
layer added in residual block is placed between 3x3 
convolution with 1x1 convolution layer as illustrated in 
Figure 3. In this experiment we compare ResNet-L4 with and 
without dropout layer. Dropout layer will randomly set entire 
feature map or channel to be 0 with a probability of 0.5. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: Dropout experiment 
 
D. Ensemble Method 
Transfer learning is proved to be effective because the 
extracted feature on pretrained network is transferable for 
different tasks [5], [6]. Features are transferable because 
CNN not only extracts specific features (high-level features) 
for a task but also extract more general features (low-level 
features) [5], [6]. Visual emotion recognition is also 
influenced by low-level and high-level feature as illustrated 
in Fig 1. 
 
This experiment wants to utilize the extracted features in 
some parts of ResNet to perform visual emotion recognition. 
The idea is for the model to have different perspective from 
low-level and high-level feature on recognizing emotion from 
an image. To do this, branches from some parts of the 
network are created to extract different kind of features. 
Then, prediction from every branch is combined (stacked) by 
calculating the weighted average from all the predictions. 
This model is inspired by Zhu et al., the difference is that 
branches are created from every output of ResNet layers 
section (section L0, L1, L2, L3, L4) rather than from every 
convolution layer, because ResNet-101 has too many 
convolution layer [7]. We will call this model as ResNet-
ensemble and is illustrated in Figure 4 below. 
 
 
 ܲሺݖ ൌ ܿ|ܸሻ ൌ 	 exp	ሺ ௖ܹ	ܸሻ∑ exp	ሺ ௞ܹ	ܸሻ௞  
(1) 
   
 ܮሺܸሻ ൌ െ logሺܲሺݖ ൌ ܿ|ܸሻሻ (2) 
 
 
Training ResNet-ensemble is done in two steps. The first 
step is to train every branch to predict emotion based on a 
given features. Output of every branch is formed into one 
dimensional vector V , then to make a prediction, softmax 
function is used, Equation 1 [3], [7]. Training is done by 
minimizing cross-entropy loss in Equation 2 [3], [7]. In this 
step the trained parameters are the ResNet parameter and the 
fully connected layers of every branch. In the second step the 
trained parameters are the the last fully connected layers and 
also the fully connected layers of every branch. 
 
 
 
 
Fig. 4: ResNet-ensemble 
 
For both steps optimization using Stochastic Gradient 
Descent (SGD) with mini-batch’s size 32. The learning rate 
(a) Originial residual 
block 
(b) Residual block 
with dropout 
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of ResNet parameters are 1e-4, and it is smaller than other 
parameter’s learning rate which is 1e-3, that is because we 
dont want to change the pretrained network parameters too 
much.  
 
The other ensemble model we developed is done by 
combining feature extracted from layers section L0, L1, L2, 
and L3 (ResNet-skip). These features is combined by 
calculating the weighted average of the activation value on 
feature map [14, 20]. To calculate this we use ResNet’s 
identity shortcut connection (skipping connection). This 
network structure can be seen in Figure 5. In order for the 
feature can be combined, dimension and number of channels 
(C×H×W) of a feature map must be the same. To do this we 
use 1×1 convolution to down-sample the feature as ResNet 
does on the first input of layers section.  
The difference between this model and ResNet-ensemble 
model is that this model is trained in only one step, and also 
the parameters are trained only on the subsequent layers after 
combining feature map in the previous layer which is 
parameter in section L4 and in the fully connected layer (FC) 
section. 
 
 
Fig. 5: ResNet-skip 
 
IV. RESULTS AND DISCUSSION 
In this section, we will present the results of our 
experiments.  
A. Experiment Detail 
In the process of training, we use the same 
hyperparameter as the original ResNet parameter with a little 
adjustment on the hyperparameter value.  The model is 
trained using SGD optimization with momentum = 0.9 
(nesterov), weigh decay = 1e-4, learning rate = 1e-4, and 
mini-batch size of 32 for 50 epoch. Our model is 
implemented using deep learning framework PyTorch on one 
Nvidia GTX 1070. Performance metric used in this 
experiment is accuracy, but because there is an imbalance 
class problem on Large Scale Emotion Dataset [1], we also 
use macro average true positive rate to see how well the 
model can learn to recognize all eight emotion class including 
the emotion class with a small amount of sample. 
 
B. Sampling 
This sampling experiment was performed on ResNet by 
simply training the parameter on the replaced classifier. The 
result is shown in Table I, which tells that the model with 
weighted sampling gives almost the same accuracy as 
shuffling, but the macro average true positive rate (avg-recall) 
is significantly higher.  
Two class that is greatly affected was Fear and Anger. In 
the dataset of 8 emotion classes, only 4.4% of the images are 
in Fear class, and only 5.4% is Anger. When we used mere 
shuffling, the number of images trained for this two classes 
are small, so their accuracy are only 5% and 10%. By using 
weighted sampling, the number of images for those two 
classes are added to match up the number of images in other 
classes. This method increased the accuracy of the two 
classes to 27% and 30%.  
TABLE I.  SAMPLING EXPERIMENT 
accuracy  (%) avg-recall (%)
Shuffling 62.04 51.04
Weighted 62.73 56.44
 
C. Fine-tuning ResNet 
The result of fine-tuning is shown in Table II. The 
ResNet-fc model, only change the classifier of ResNet. 
ResNet-fc only make use of high-level feature which is 
extracted for ImageNet object recognition to do visual 
emotion recognition. That means the accuracy of 62.73 % is 
obtained using high-level feature for determining semantic 
content of the image. It shows that semantic content of an 
image has a big impact in recognizing emotion of an image. 
The ResNet-L4 and ResNet model give better evaluation 
result because these model have access to lower-level feature 
extracted from the earlier layer. So these model can utilize 
low-level feature like color, brightness, contrast, texture, etc 
for visual emotion recognition [4], [7], [10]. 
TABLE II.  FINE-TUNING EXPERIMENT 
accuracy  (%) avg-recall (%)
ResNet-fc 62.73 56.44
ResNet-L4 64.95 60.30
ResNet 66.27 62.42
 
D. Dropout 
The results of this experiment presented in Table III is 
contrary to Ebrahimi et al., results. Based on this result we  
see that dropout does not provide any significant 
improvement. This is because batch normalization has 
regularization capability and Ioffe et al., state that in batch 
normalized network, dropout can be either removed or 
reduced in strength [17]. 
TABLE III.  DROPOUT EXPERIMENT 
accuracy  (%) avg-recall 
(%)ResNet-L4 64.95 60.2
ResNet-L4-dropout 65.04 60.29
44
 
E. Ensemble Method 
The ResNet-ensemble model has more parameters to 
trained compared to ResNet-skip, so the training time of 
ResNet-ensemble also takes longer than ResNet-skip. Based 
on our experiment ResNet-ensemble gives a better result than 
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ResNet-skip as shown in Table IV Confusion matrix of 
ResNet-ensemble model can be seen in Figure 6.. 
TABLE IV.  ENSEMBLE EXPERIMENT 
 accuracy  (%) avg-recall 
(%)ResNet-ensemble 67.74 62.4
ResNet-skip  66.99 62.60 
 
 
Based on all experiment, the best accuracy (67.74%) is 
achieved by ResNet-ensemble method using weighted 
sampling, but as shown in Table IV the avg-recall of ResNet-
skip is slightly better than the ResNet-ensemble model. This 
means that ResNet-skip performs better on small sample 
emotion such as anger and fear. Confusion matrix for both 
model can be seen in Figure 6 and 7 below. 
 
 
 
 
Fig. 6: Confusion matrix of ResNet-ensemble 
 
 
 
 
Fig. 7: Confusion matrix of ResNet-skip 
All model developed in this experiments has different 
architecture and parameters to be fine-tuned. Because of this, 
these model will also have different training time compared 
to another. Table V present all models performance and their 
training time per epoch.  As presented in Table V, we can see 
that ResNet-skip performs as good as ResNet-ensemble while 
spending much less time to trained. ResNet-skip was faster to 
train because the model only learn parameter on the new 
skipping connection and the parameter in section L4 of 
ResNet, while ResNet-ensemble fine-tuned all ResNet 
parameter in both  training step. 
TABLE V.  COMPARED METHOD 
accuracy (%) avg-recall  
(%)
minute/epoch
ResNet-fc 62.73 56.4 4.86
ResNet-L4 64.95 60.3
0
4.74
ResNet 66.27 62.4
2
7.98
ResNet-skip 66.99 62.6
0
4.74
ResNet-ensemble 67.74 62.42 8.60
 
 
V. CONCLUSION 
We present a modification of ResNet architecture 
(ResNet-ensemble and ResNet-skip) to use features from a 
pretrained network for visual emotion recognition. This 
modification allows low-level feature and high-level feature 
extracted from a pretrained network to be utilized better for 
visual emotion recognition. In our experiment we also show 
that weighted random sampling can help to improve 
performance on emotion dataset [1] which has an imbalance 
class problem. From the fine-tuning experiment we also find 
that semantic content of an image has a big influence on 
determining emotion of a given image. 
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Abstract— this research developed a method using 
fragile watermarking technique for color images to achieve 
secure e-government tamper detection with recovery 
capability. Before performing the watermark insertion 
process, the RGB image is converted first into YCbCr image. 
The watermark component is selected from the image 
feature that approximates the original image, in which the 
chrominance value features as a watermark component. For 
a better detection process, 3-tuple watermark, check bits, 
parity bits, and recovery bits are selected. The average block 
in each 2 x 2 pixels is selected as 8 restoration bits of each 
component, the embedding process work on the pixels by 
modifying the pixels value of three  Least Significant Bit 
(LSB) . The secret key for secure tamper detection and 
recovery, transmitted along with the watermarked image, 
and the algorithm mixture is used to extract information at 
the receiving end. The results show remarkably effective to 
restore tampered image. 
Keywords— fragile watermarking, tamper detection, 
tamper recovery 
 
I. INTRODUCTION  
In recent years the implementation of Electronic 
Government (e-government) has been widely used, but the 
implementation of e-government is still not considered a 
very important security factor to maintain the integrity, 
confidentiality, and availability of such digital documents 
[1]. The integrity aspect relates to the integrity of the data. 
This aspect ensures that data cannot be altered (tampered, 
altered, modified) without the permission of the entitled. 
Some threats to aspects of integrity can be done through 
access breakthroughs, spoofing, viruses that alter or erase 
data, and man in the middle attack is attack by inserting 
themselves in the middle of data transmission [2]. 
Protection against the attack can be done either by 
using watermarking technique [1-3], which aims to insert a 
digital sign (referred to as a watermark) into the origin 
medium (called host). Watermark is a data string that can 
be seen (perceptible) or invisible (imperceptible). The 
invisible watermark can be another image, part of the 
original image, as well as the original image itself in 
different sizes [1, 4]. Then the recipient side of the image 
can be extracted for authenticity of ownership and content 
integrity. 
Current developments, watermarking techniques are 
also proposed for recovery of tampered digital documents 
[5-7; 10-12]. In this method not only able to detect the 
tampered image, but also can localize the areas and recover 
it. This method uses the image feature information itself as 
a watermark. The original image is modified by a 
particular method, mostly reduced to the corresponding 
size while still considering the adequacy of information 
that can represent the original image [5], then inserted to 
obtain the watermarked image. When there is irresponsible 
tamper or modification, the watermark can be extracted to 
restore it. 
In addition, several studies have used watermarking 
techniques for the security of e-government documents. 
Zhang [6] using encryption and descriptions schemes for 
the security of e-government documents. However, this 
scheme is vulnerable to use in distributed networks. 
Therefore, it is proposed a combination with watermarking 
technique as an additional layer for document security 
protection. In Al-Haj et al. method [8] used transform 
domain as a process for e-government protection.  This 
technique used transform domain, their drawback is on 
their low capacity. Their weaknesses can be overcome by 
increasing the storage capacity space by inserting more 
than one watermark while keeping the image quality of the 
watermark. 
Talking about adding insertion capacity, the use of 
digital watermarking applications as part of the detection 
of damage and recovery of digital documents can refer to 
other pre-existing methods, so that it can be applied to the 
case of e-government documents. Lin et al. [2] proposes 
that each block can be validated by using additional 
authentication data that has been inserted into each block 
itself, while data recovery is embedded in different blocks. 
The quality of the recovery image depends on the 
tampered image, if the damage is reduced, so the quality of 
the recovery results decreases. Lin et al [10] proposed a 
hieratical method by storing watermark in two different 
region. While He et al. [4] presents a fragile watermarking 
scheme for self-recovery using neighbouring block 
methods to recover it.  
A representative watermarking technique for tamper 
detection with restoration capability is Lin’s scheme [11], 
where the insertion process uses a simple technique, LSB 
(Least Significant Bit). In this method, detection of block 
damage is done in 3 levels of hierarchy. If not detected at 
level 1, it will be detected at the next level with probability 
close to 1. The advantage of this method is effective in 
terms of memory because it only needs storage for secret 
keys and simple algorithms to restore the error. In addition 
to these advantages, there is a weakness in Lin's algorithm, 
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which is too sensitive to pixel damage. For example, even 
if only one pixel in a 4x4 pixel block is damaged, the entire 
block will be detected as a tampered block, so recovery 
will be made to all pixels in the block, thus adding 
degradation to the image recovery end result.   
The method proposed by He [4], selects important 
information from an image by performing an average value 
of 3 x 3 neighbouring blocks, and uses 2 LSB for its 
insertion process, and works on blocks of smaller size, 2 x 
2 pixels, so it can make image resolution better after image 
recovery.  This method works well for collage attacks 
because it uses the 3x3 neighbourhood as part of the 
authentication bit. Another method Hassan [13] proposed 
colour fragile watermarking for image authentication. This 
method used average intensity in each 2x2 non-
overlapping blocks as a watermark for tamper detection 
and recovery.  Using a particular image object as an 
important part of the authentication process, this method is 
not quite successful if the modified not certain part, but can 
damage all parts of the image.  
This research takes the idea of the last two methods, [4] 
and [13], which proposes the development of watermark 
component selection, the watermark insertion process, so it 
can be applied to improve the integrity and ability of 
restoration of damaged colour digital documents. The 
proposed fragile watermarking technique is discussed in 
Section II. Section III presents the experimental results and 
comparative analysis. The conclusion is summarized in 
Section IV. 
 
II. PROPOSED SELF-EMBEDDING FRAGILE WATERMARKING 
SCHEME 
In this section, the proposed self-embedding fragile 
watermarking scheme is described and the block diagram 
of the system shown in Fig.1. This scheme with 
watermarking techniques adopted, some important feature 
information is extracted from the original image as a 
watermark and reinvested into the image itself into a 
watermarked image. The watermark image is encoded and 
transmitted over a communication channel. At the 
receiving end, modified data is reconstructed using a 
watermark along with other post-reconstruction methods 
if the resulting results have not shown good quality. 
In general, as shown in Fig. 1, there are four main 
processes:  pre-process the original image, watermark 
generation and embedding process, tamper detection, and 
tamper recovery. The detail of proposed technique is 
described in detail as follows. 
 
A. Pre-process the original image 
RGB color space is not recommended when dealing 
with computer-based analyzers, RGB is best suited for 
image display. This is due to the high correlation between 
components R, G, and B. Numerically the cross-correlation 
value between component R and G is 0.98, G and B 
components of 0.94, whereas between B and R has a value 
of 0, 78, so it is not appropriate when used for signal 
processing especially the use of watermarking techniques. 
Under the scheme [14], the use of color space that has lace 
correlation can use the YCbCr channel.  
 
 
Fig. 1. Block diagram  a feature-based fragile watermarking scheme of 
the proposed method. (a)encoder side; (b) decoder side. 
Thus, the proper selection of channels for watermark 
insertion is required to reduce the degradation of the 
watermarked imagery. The first thing to do is transform the 
channel from RGB to YCbCr using equation (1). After that 
the best channel selection for the insertion process is done. 
In this research used Cr channel as the place of insertion. 
Then, by utilizing the block-based watermark method, the 
channel is divided into 2x2 pixels non-overlapped blocks, 
which can form a series .   is the total 
number of blocks in the image. 
 
 
 
                   (1)  
Initial process before watermark insertion is done by 
using 1-D linear transformation [2]  as seen in equation (2). 
This transformation resulted in one-to-one mapping, where 
the watermark for the tamper recovery process will be 
inserted.   
                  
(2)  
Where   is the block number in 
each 2x2 pixel,  is a secret key which must be a prime 
number.   
B. Watermark Generation and Embedding Process 
In the proposed scheme, the selected YCbCr channel of 
the original image  is partitioned into non-overlapping N 
block   of size 2x2 pixels. Each block 
of  is contained four pixels, each pixel is converted to 
binary bit, 8 bits.  
We adopted He’s method [4] and Hassan’s method 
[13] for watermark generation by utilizing the original 
image features, which was used in Rakhmawati [11] for 
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gray images. As seen in Fig. 3, we generate two 
watermarks in each 2x2 blocks.  Four detection bits  
and an eight-bit recovery 
( , , , , . The four detection bits replace 
the 2x2 block in LSB 3, and the recovery bits replace the 
corresponding block in LSB 2 and LSB 1 by the 1-D 
transformation. The following algorithm describes 
watermark generation and embedding. 
First, to insert the watermark component, we must 
create the intensity value of three LSBs in each 8-bits pixel 
in the 2x2 block to zero, then calculate the average 
intensity of the five MSBs remaining in each pixel ( ) as 
illustrated in Fig. 2. Then through the equation (3), 
generate the value of ,  of each 2x2 block. 
                           (3) 
Where Ki  is key generated randomly of size 20 x 2, it is 
from 5 MSB which have four pixels and need two check 
bit, thus the size is 20x2.   
 
Second, to get the value of parity bits can be seen 
through equation (4) and (5), where (  
is the binary form of the average intensity  and also as 
a recovery bits. 
 
  (4) 
 (5) 
After four detection bits and an eight-bit recovery with 
totally 12-bit watermark are obtained, replace the LSB 1, 
LSB 2, and LSB 3 of each 2x2 block respectively as 
shown in Fig. 3. 
 
 
 
 
 
 
 
 
Fig. 2. Illustration watermark generation procedure for 2x2 blocks of 
4x4 pixels. 
 
Fig. 3. 12-bit watermark (c, p, r) embedded in pixels 1,2,3,4 of each 
2x2 blocks non-overlapping 
 
C. Tamper Detection 
The detection process is done on the receiver side, 
which basically has a process flow approximately the 
same as the embedding process on the sender side. The 
detection process bilaman damage can be explained as 
follows. 1) the received image is first transform to YCbCr, 
then the same selected channel that is used in encoder is 
divided into 2x2 non-overlapping blocks; 2) extract  , 
, ,  in LSB 3 from each block; 3) compare ,  , 
,  with , , ,  from original image block. If the 
four detection bits in each block are not the same, then 
mark the block as a modified block; otherwise, this block 
is marked as authentic. 
D. Tamper Recovery 
After detection process, the authentic and tampered 
block can be indicated. In this proposed method only 
restore the damaged blocks and keep the original block 
unchanged. For destructed blocks, use the appropriate 
blocks of one-to-one mapping results as described earlier 
to obtain the recovery information bit. The next step covers 
the damaged part by extracting information from the 
coresponding block, which can be obtained in the last 2 
bits in every block.  
 
III. RESULT AND ANALYSIS  
In this section some experiments was conducted to test 
the extent of success of the proposed method. It was 
evaluated using the Ministry of Research Technology and 
Higher Education of the Republic of Indonesia logo as a 
representative of e-government host image, which has 200 
x 200 pixels size. The scheme is evaluated based on the 
watermark embedding and recovery process. 
A. Watermark Embedding 
As mentioned earlier, the selection of watermark 
components is important to maintain the quality of the 
watermarked imagery. To evaluate the imperceptibility of 
the watermarked image can be done by calculating the 
value of Peak Signal to Noise Ratio (PSNR) which can be 
seen in equation (6).   
 
                (6) 
 
Where I is original image,  is the watermarked image 
 is the maximum possible pixel value of the 
original image  and Mean Square Error (MSE) refer to 
equation (7) . In which M and N shows the image 
dimensions. 
 
         (7)  
 
 
 
 
1 2 5 6 
3 4 7 
8 
9 10 13 14 
11 12 15 16 
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                             (a)                                                    (b) 
Fig. 4. Test Image (a) original image; (b)watermarked image 
In paper [15], it is mentioned that if the larger PSNR 
values show similarity between the original image and the 
watermarked image, which has a minimum value of 30 dB 
as a generally accepted perceptual value. 
The PSNR value of the watermarked image will 
decrease when there is an increase in the number of 
watermark components. This can be demonstrated from 
the acquisition of PSNR in the proposed scheme was 
36.91 dB for the watermark payload 3 bit per pixel. When 
compared with the method [4] which was used 2 bit per 
pixel, the PSNR value larger, that was 42.32 dB. The 
visual effect of adding the watermark component is shown 
in Fig. 4. 
 
B. Tamper Detection and Recovery 
At this stage, the calculation of the performance of the 
detection process is done by adding degradation as a form 
of tampered image. In this simulation, we used two type of 
attacks: the cropped image which are included in the 
general tamper types [4] and the collage attack. Fig. 5(a) 
illustrates an example of modification of the watermarked 
image by removing some of the name information on the 
logo, tamper detection results in Fig. 5(b), while Fig. 5(c) 
shows the recovery image. To know objectively, we use 
the PSNR calculation between the recovery image and the 
watermark image. The proposed method shows better 
results, i.e. 37.62 dB, while method [4] produces a PSNR 
value of 32.40 dB. It shows clearly that in our scheme the 
tampers can be detected and localized more accurate.  
For collage attacks can be done by replacing certain 
part of the watermarked image with another image, in our 
experiment we used Chrome’s logo of the same size as 
shown in Fig. 6(a), an example to illustrate the form of 
collage modification shown in Fig. 6(b), tampered detected 
area shown in Fig. 5(c), and the recovered image with 
PSNR 38.87 dB in Fig. 6(d). The results obtained can be 
seen in Fig. 7, where the PSNR value for cropped 
modification has a higher PSNR value than the collage 
modification. In addition, there are differences in graphs 
that tend to fluctuate for the type of collage attack 
compared with the type of cropped image. This is due to 
the high colour degradation difference between the 
Chrome’s logo and the Dikti’s logo, so the colour image 
recognition is more varied. 
Furthermore, we compared the proposed scheme with 
the He’s scheme [4] which had modified to RGB image for 
both types of degradation to show the performance. Fig. 8 
and Fig.9 shows the results of cropping and collage attacks 
with a tamper region ranging from 5% to 60%. The results 
show that the proposed scheme gives better results in 
recovered image quality which experienced an average 
increase sharply. In addition, from the PSNR of the 
recovered image have a greater visual quality, with under 
10% cropped attacks have more than  35 dB. 
 
(a)        (b)        (c)  
Fig. 5. Test cropped image of proposed method (a) tampered image; 
(b) tamper detection; (c) recovered image 
 
 
 (a)                   (b) 
   
                     (c)                        (d) 
Fig. 6. Test collage attackof proposed method (a) chrome’logo ; 
(b)tampered image  (c) tamper detection; (d) recovered image 
 
 
Fig. 7. PSNR of recovered image performance comparison under the 
collage attack and cropped attack of proposed method 
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 Fig. 8. PSNR of recovered image performance comparison under the 
cropped attack   
 
Fig. 9. PSNR of recovered image performance comparison under the 
collage attacks 
 
IV. CONCLUSION 
In this paper, we proposed fragile watermarking of 
color image for secure E-Government restoration in the 
spatial domain using LSB technique. We generate two 
watermarks that serve to detect and restore the tampered 
image. The detection bit is inserted in the 2x2 pixel in 
current image blocks, while the recovery bit is inserted in 
the corresponding block as a result of block mapping used 
1-D transformation. In addition, the proposed scheme 
recover deliberate error created to remove image 
information by extracting the inserted watermark before 
the image sent.. When compared with the methods 
proposed previously, using 3 bit per pixel, the PSNR of 
watermarked image normally have around 37 dB. The 
results show the average value of PSNR increased 
significantly for both attacks: cropped and collage attacks. 
In addition, the results indicate that less than 10% of the 
tampered blocks have been recovered well.  
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Abstract—Lots of research has been done on the domain of 
Sentiment Analysis, for example, research that conducted by 
Bing Liu's (2012) [1]. Other research conducted in a SemEval 
competition, the domain of sentiment analysis research has been 
developed further up to the aspect or commonly called Aspect 
Based Sentiment Analysis (ABSA) [2]. The domain problem of 
Aspect Based Sentiment Analysis (ABSA) from SemEval is quite 
diverse, all of those problems arise mostly from the real data 
provided. Some existing problems include Implicit, Multi-label, 
Out Of Vocabulary (OOV), Expression extraction, and the 
detection of aspects and polarities. This research only focuses on 
classification aspect and classification of sentiment. This study 
uses an existing method of Convolution Neural Network (CNN) 
method, which was introduced again by Alex K. The study by 
Alex K reduces the error rate by 15%, compared in the previous 
year the decrease was only 5%. This research would like to 
propose CNN methods that have been optimized, and use 
Threshold (CNN-T) to select the best data in training data. This 
method can produce more than one aspect using one data test. 
The average result of this experiment using CNN-T got better F-
Measure compared to CNN and 3 classic Machine Learning 
method, i.e. SVM, Naive Bayes, and KNN. The overall F1 score of 
CNN-T is 0.71, which is greater than the other comparable 
methods. 
Keywords—Aspect Classification; Sentiment Classification; 
Deep Learning; Multi-label; Multi-Class; Convolutional Neural 
Network 
I.  INTRODUCTION 
The development of Machine Learning technology is 
growing rapidly. This development still promises better results, 
for example Deep Learning. Deep Learning is a concept that 
relies on features taken from the data. In 2012, Alex K 
managed to prove that Deep Learning can produce stunning 
results [3]. Deep Learning in his research uses Convolutional 
Neural Network (CNN). With those stunning results, many 
researchers (Google, Stanford, et al) who want to experiment 
further.  
From the SemEval research team in 2014 only two research 
teams used the Deep Learning method, and the results of the 
two teams were not good enough [4]. In 2012, Deep Learning 
represented by ConvNet in 2012 produced a better model but 
with a different problem domain. The results of ConvNet [3] 
give the reduction of error results quite drastically. This result 
compared to previous years, the difference reach 15%. The 
developments in 2012 and 2014 should be better, but this is not 
as expected. Other studies say that this is a matter of improper 
feature selection that has decreased performance from the 
previous year [4].  
The problem of Aspect Based Sentiment Analysis (ABSA) 
from SemEval is quite diverse, all of those problems arise 
mostly from the real data provided. Some existing problems 
include Implicit, Multi-label, Out Of Vocabulary (OOV), 
Expression extraction, and the detection of aspects and 
polarities. The dataset provided is quite implicit because data is 
taken from real world data with a professional annotator. 
Multi-labels also become a problem because the dataset in 1 
sentence has several different classifications [12]. These 
different classification problems require separate handling to be 
solved. The next problem is OOV, this problem is about how 
the given model can handle the test data which is not in the 
data during training. In the ABSA competition issue, one of the 
tasks assigned is Expression extraction. But extraction problem 
is not explained in this study because the dataset is quite 
implicit. Aspect and Polarity classification is a major problem 
in this ABSA competition, this problem is how to conduct 
training model to classify aspects and polarities.  
The classification commonly used for aspects and 
sentiments is each test data only produces one aspect or 
sentiment of output. Even though the fact that the sentence can 
contain several aspects or sentiments. This is the problem that 
we want to solve with the proposed method. This study also 
aims to produce a better F-Measure than existing methods, 
namely CNN and classic Machine Learning. 
II. RELATED WORKS 
A lot of research on sentiment analysis has been done, as in 
Bing Liu's research (2012) [1]. Research outside of SemEval 
competition to solve the ABSA problem also performed, for 
example by Taylor (2013) and Susanti Gojali(2016).  
Research conducted by Taylor's based on the research by 
Liu which both use the extraction rule method [14]. The data 
obtained comes from the scrapping result from TripAdvisor, 
which contains the dataset Restaurant and Hotel. The results of 
this study indicate that product reviews contained on the 
website can be extracted using the Aspect-Based Opinion 
Mining method. But in the explicit aspect extraction process, it 
only results in 35% aspect extraction of the whole.  
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Another study conducted by Susanti said that the sentiment 
of analysis carried out on documents and sentences did not 
represent the wishes of the reviewers [15]. Processing at the 
document level and sentence has not conveyed the polarity of 
the aspects to be conveyed. This research comes from the 
construction of extraction rules from grammar, or usually 
called rule-based. If the dataset has bigger size will be more 
difficult to extract the aspect, because not all syntax for aspect 
and sentiment model could be extracted. For example, if there 
is a word “no” in front, opinion in behind the word, and the 
length of the sentence is 10, then this method can’t catch this 
negative value. To improve the results, the deeper rule-making 
can improve the extraction. But it takes a manual process to 
capture the aspects that exist in grammar. This manual process 
requires the of understanding one by one every sentence and lot 
harder. Their research based on rule-based for extraction, that 
needs to do a fairly complex manual process which also 
conducted by other researchers [13], [14], [15], [18], and [19]. 
Their research also raised ABSA issues, such as Aspect 
Extraction, Subjectivity Classification and Sentiment.  
Recent studies have begun to implement CNN methods into 
Sentiment Analysis [10], [11]. Research from Kim who 
conducted several experiments, states that CNN can produce 
better results than other methods [10]. One of the advantages 
discussed in his research is that the vector words that have been 
trained can improve the quality of the model results. Their 
process also carried out experiments in domain sentiment 
analysis and question classification.  
The most recent result of a successful Sentiment Analysis 
research is the Recursive Neural Tensor Network (RNTN), 
which focusing to overcome the problem of negative polarity 
sentences [9].The accuracy of predicting fine-grained 
sentiment labels for all phrases reaches 80.7%, an improvement 
of 9.7% over the bag of features baselines. This process 
produce good results, it also because supported by a training 
model of a Sentiment Treebank. This Sentiment Treebank has a 
label for each parse tree, which is used for in-depth analysis of 
the composition effects in sentences. But this study does not 
use RNTN because of the unstructured dataset.  
The results of the CNN-T model are also compared to the 
classic Machine Learning method, to find out whether the 
results of this model are better than the existing methods. The 
methods to be used in classic machine learning are SVM, 
KNN, and Naive Bayes. SVM uses hyperplane to split between 
dimensions to select the appropriate class. KNN uses proximity 
to points to decide class selection. And Naive Bayes uses the 
co-occurrence and probability functions to find out the 
appropriate classes. 
III. ARCHITECTURE MODEL 
The architecture used has two main processes, namely 
Modeling and Prediction. Modelling is the architecture that 
constructs model Aspect and model Sentiment. Different 
prediction processes were performed on the aspect model and 
sentiment model. Prediction on aspects is how the aspect model 
classifies each aspect of the sentence, while the prediction in 
the sentiment model aims to classify sentence polarity. Fig. 1 
illustrates more clearly about the architecture used, from the 
input data test and training process, up to the prediction. Area 
A, is a data training process, Area B is a Prediction process. In 
this illustration also illustrated that in the middle of the process, 
there is a process for feature extraction with dashed lines. 
The proposed model uses basis of the developed CNN 
method. This CNN-T model (the proposed model) is a model 
that collects the output of the CNN training process by taking 
trade-offs from the correct data and incorrect data. Output the 
training data is collected according to the label, then selects the 
best trade-off threshold that separates the correct data and 
incorrect data. In this way, it could generate more than one 
class output for one input. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. The Architecture used for handling ABSA problem. 
A. Modelling 
The main problem with ABSA is to classify aspect and 
sentiment, so that trained model has two models to tackle this 
problem, namely aspect model and sentiment model. Both 
models are trained with the same data but each uses a different 
algorithm. The modeling process consists of two processes, 
namely Feature Extraction and Convolutional Neural Network 
(CNN). Feature Extraction is processing to get a feature that 
exists in the sentences. And CNN reprocesses these 
representations, to get richer features to fit with labels. The 
main function in modelling process is to get the optimal 
representation from sentences in each attribute.  
This modeling process includes separating sentences with 
labels in their respective attributes. Attributes for each dataset 
is differ depending on the respective domain. If dataset training 
and dataset test have the different aspect, then this process 
cannot produce a correct result. The class attribute cannot 
produce the correct results because there is a possibility that 
class attributes are not represented during training.  
This modelling process consists of two main processes, 
namely Feature Extraction and Training data with CNN. 
Feature Extraction is a process to extract training data into the 
process of construction data in the form of word vector. The 
Feature 
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word vector representation for Word Embedding is not 
constructed from training data. Construction Embedding words 
require a larger collection of data so that the representation 
process with existing training data is not enough [4], [6]. The 
next process is CNN Training which performs reprocessing of 
representation to take the feature from more varied features. 
1) Feature Extraction. 
Feature Extraction is a process of converting sentences into 
vectors that represent them. This extraction feature uses Word 
Embedding as a library which helps representation of 
sentences. Word Embedding used is Glove from data train on 
Wikipedia and Twitter domains. The Glove is a library to 
represent every word with a collection of vectors. Each word in 
the architecture produces a representation value of 100 vectors, 
and for each sentence, it will be assumed consist of 100 words 
for each sentence. If there is a word that is less than 100, it will 
be padding filled with zero. So every representation of each 
sentence, yields for outputs that have dimensions of 100 * 100.  
2) CNN Training. 
The next process is CNN Training, namely Processing Text 
Representation with the CNN method. As explained earlier, 
Input data representation of sentences is received by CNN in 
the form of vector representation. The initial process for 
training data is split vector representation of each vector with 
their respective labels. CNN training also needs to be 
optimized with hyperparameters that must be trained several 
times to produce optimal parameters.  
 The Architecture used in this research based on the CNN 
algorithm as shown in Fig. 2 [10]. This architecture uses 100 * 
100 vector representations as inputs, and the output is (1) 
generates multi-class outputs for aspect modeling or (2) 
generates binary classes for sentiment modeling. In this 
illustration, convolution uses two layers for filters and each 
layer has 3 regions and 2 filters, while in the real architecture 
uses the optimal values for each model (aspect / sentiment). 
 
Fig. 2. CNN for the classification of sentences. 
Each convolution has its own activation, but all layers in 
convolution process use the same activation. The activation 
used in the layers is ReLU which produces the same value as 
the input, except if the input value is less than 0 then the output 
is 0. Then the next process is max-pooling which produces a 
smaller vector. After the process, all the results are combined 
and represented in the 1 vector. Next process is final activation 
to generate a representation of each class attribute. The 
activation used are between softmax or sigmoid, depending on 
the model that wants to construct. This illustration uses 9 
aspect attributes, thus the results output consists of 9 values. 
Another option can generate one value which is the largest 
value of all 9 attributes. 
The initial process performed for each dataset is almost 
identical, that process isinitializing the attributes for each 
dataset. Then the next process is the extraction of attributes 
from the label that has been initialized. Next process enters the 
training data CNN and performs several times the experiment 
to produce the optimal hyperparameter [10]. Hyperparameter in 
question are Filter, Filter Size, Max Pool Size, Drop Out, 
Epoch, and other parameters. The final activation used is (1) 
softmax for multi-label classification or (2) Sigmoid for binary 
classification. Activation produces values in their respective 
attributes or classified in a class. If generating one value, the 
closest from its class (binary) of the attributes of will be 
selected.  
The output of this architecture is (1) class name / attribute 
name or (2) collection of values for a number of attributes. For 
model CNN-T the output used is the multi-class value. A 
number of output attributes represent attributes in data training, 
and class names / attribute names are classification outputs that 
are automatically selected by the system. All output data from a 
“set of values for a number of attributes” if combined can 
visualize the exact results according to the label or not, and 
choose a better threshold to classify the class (Fig. 4).  
The basic process of training this architecture is the 
Convolution. Equation 1 can simplify the concept of 
convolution. Convolution is a mathematical process of two 
functions, which produces a new function that modifies one of 
these functions. Implementation of Convolution as dull matrix 
multiplication algorithm asin the equation 1. 
   
The symbol (f) and symbol (g) of the formula are functions, 
functions (g) which are the inputs and function (f) as filters. 
With symbol (t) that explains how many times the process is 
done. Symbol (∞), is an input symbol that can be started from 
any value that has a positive value up to negative. The last 
result is the multiplication of function (f) and function (g).  
Softmax is an activation that is suitable for the aspect 
model, which has multi-label attributes. This aspect model can 
generate an output value of a number of attributes, or class 
name / attribute name from the largest attribute value.  
The results sentiment model has two attributes, positive and 
negative attributes. These two attributes are very different from 
(1) 
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the aspect model. For the aspect model, it has a multi-class 
attribute. The output of the sentiment model yields only one 
value, a value ranging from 0 and a maximum value of 1. 
Sigmoid activation that produces two maximum values, a value 
of 0 and a value of 1 are two distinct classes. If the value is 
close to 0, it can be said that the value goes to class 0 and vice 
versa for class 1. The Threshold from default system for 
selecting a class is 0.5. If using CNN-T, the threshold value 
used depends on the exact data in the original training model 
and the label results. 
B. Prediction  
The last process is prediction and get the distribution results 
for each aspect then this process uses the threshold to classify. 
This threshold process is different in the sentiment model and 
aspect model. 
Aspect Classification Model takes the biggest attribute 
value (CNN model). As for the sentiment model to choose the 
closeness between classes 0 and 1, the threshold used is 0.5. If 
it is closer to the number 0 then the selected class is class 0, 
and vice versa for class 1 (CNN Model). 
The proposed models is the CNN-T model, which provides 
a threshold for classify the output. The threshold used is the 
intersection of each aspect, between the data being correctly 
fetched and the data being fetched but incorrect. As well as the 
sentiment model, takes the threshold value that intercepts 
between data retrieved correct and incorrect. An example is 
shown in fig. 4 and a detailed explanation is in the subsection. 
 
 
 
 
 
 
Fig. 3. Illustration of different methods from CNN and CNN-T. 
Illustration in Fig 3 part 1 is CNN-T model and second 
illustration (part 2) is CNN model. CNN training output (CNN-
T method) looks for thresholds derived from trade off all data 
training to classify classes. If it is larger than the threshold then 
classified to it class. The CNN model classifies data into a class 
attribute by comparing the value of the attribute generated. 
Shown in Fig. 3, the illustration1could produce 2 outputs or 
more, i.e. A and B. If Fig. 3 part 2 Output C has a value lower 
than the threshold, then this sentence is not classified into that 
class (class C). The CNN model automatically classifies class 
attributes with the largest attribute values, so this model cannot 
classify more than one class. 
Because input the for training data is a sentence, then the 
process for prediction is also used a sentence. This study does 
not focus on the sentiment of defined aspects. This research 
focuses on making an optimal model, then compared with other 
comparison models. In short, models that are generated from 
aspect and sentiments can stand on their own, regardless of 
each other's models. 
IV. EXPERIMENT 
This experiment shows only the optimal solutions training 
data. The purpose of this study is not only to produce a good 
classification, but also to produce a better F1 score than the 
comparable method. Classic Machine Learning is optimized 
according to each parameter. The library used is Scikit-learn 
[16], [17] which also determine optimal parameter value. The 
next sub-section will explain how the scenario is run and the 
result of classification report from the experiment. 
A. Scenario Experiment 
There are three methods of Machine Learning that used in 
comparison, there are Support Vector Machine (SVM), Naive 
Bayes (NB), and K-Nearest Neighbors (KNN). The final result 
of this study is the comparison of each method using F-
Measure as the balance value between Precision and Recall. 
Dataset Test retrieved for domains ABSA from SemEval 2015 
which only used English-language datasets. This research used 
2 datasets that different each other. First, the dataset that has 
the dataset training and test. Second, the dataset that only has 
the test dataset with a distinct domain. The reason for using the 
SemEval dataset 2015 because of the annotation process is 
quite difficult. In the annexation dataset SemEval requires 3 
annotators. The first annotator is BRAT (Stenetorp et al., 
2012), while the second annotator is tasked with validating the 
results. When the second Annotator disagrees or unsure of the 
first Annotator, then there will be decision making by a joint 
discussion with a third annotator. 
This study also tried to conduct experiments to optimization 
by providing a threshold on the value of model aspects and 
sentiments. Each Threshold is derived from the exchange of 
classified data retrieved by the system that correct and 
incorrect. The value taken is the value that optimizes both data, 
so that correct data is more retrieved by minimizing the wrong 
data that retrieved. 
B. Test Results 
Fig. 4 is an example of data visualization that consists of 
the entire data, true data, and false data to retrieve the best 
value. The x-axis is the value made by the system, while the y-
axis is the number of occurrences of data. The value generated 
by this system is taken from the training  process which gives 
 
Fig. 4. The Threshold of the restaurant features. 
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output values between 0 and 1. The green line is the correct 
data distribution while orange line is the wrong data 
distribution. Blue line is the overall data, where the data in the 
visualization has been interpolated by the visualization 
application. So the data distribution has a value below 0 and a 
value above 1 that is impossible on the data. 
From Visualization (Fig. 4) explain how this data 
distributed, whether this distribution produces better results or 
not. Fig. 4 is a visualization representation of how the 
distribution of data represents for each process. In Figure 4, the 
data is distributed between classes 0 and 1 in a balanced 
manner and the intersection of the lines in the middle with 
small numbers, then this model must provide a better F1 value. 
Balanced distribution produces better F1 value, because the 
trade-offs taken will be smaller between the correct data and 
the wrong data. Fig. 4 is the best balanced visualization, while 
the remaining visualization is pretty much out of balance. 
Test results consist of two main models: Aspect Model and 
Sentiment Model. The assessment data used for theoptimal 
model is the training data itself. Although the results of training 
data are good, the results of the data testing can be different. 
Table I in the aspect column, the results from CNN and 
SVM are almost equally good. CNN is a little better than SVM 
on this restaurant dataset. While the result of laptop dataset, 
SVM slightly better 0.03 from CNN-T. Abbreviation 
description for F1 is for F-Measure. 
TABLE I.  F1 ASPECT AND SENTIMENT 
F1 
Restaurant Laptop 
Aspect Sentiment Aspect Sentiment 
SVM 0.64 0.72 0.54 0.77 
NB 0.58 0.69 0.49 0.78 
KNN 0.56 0.69 0.45 0.75 
CNN 0.66 0.72 0.52 0.80 
CNN-Ta 0.66 0.77 0.53 0.80 
a. CNN-T. (CNN using threshold  for each attribute) 
Bold score is the highest score 
 
Table 1 in the aspect column for restaurant datasets and 
laptop datasets has a small F1 value, between 0.4 and 0.6. This 
small F1 value is caused by the learning model with (1) limited 
data and (2) implicit data. 
Threshold results for Aspect Model with Restaurant dataset 
with Ambience, Drinks, Food, Location, Restaurant, and 
Service order are as follows: 0.1546, 0.066, 0.342, 0.037, 
0.164, and 0.1736 respectively. From the set Threshold, the 
data distribution is not centralized (correct data and incorrect 
data). The optimal trade-off from threshold is not guaranteed to 
get a better result of the test data. As seen from table I the 
results of CNN-T are still better than CNN. 
Threshold results of the CNN-T method for Aspect Model 
on Laptop dataset are better than CNN model. Thresholds of 
sequential aspects from Connectivity, Design_Features, 
General, Miscellaneous, Operation_Performance, Portability, 
Price, Quality, and Usability are as follows 0.0429, 0.13, 0.42, 
0.0766, 0.15575, 0.029, 0.0753, 0.13075, and 0.138 
respectively. Almost the same as the Threshold Dataset 
Restaurant, the distribution of the existing data is not 
completely separate close to the values 0 and 1 but is spread 
over the side to one side. 
Table I in the sentiment column, shows the results from the 
sentiment model of the CNN model better than other models. 
The CNN-T model produces a better F1 than the overall model 
for Restaurant dataset and has a big difference with other 
models. 
The results from CNN-T for Restaurant sentiment are better 
than the CNN results because of the trade-off distribution that 
managed to take a more appropriate Threshold. The Threshold 
Sentiment Restaurant chosen for CNN-T is 0.73, this shows 
that the sentiment distribution of class 0 exists between 0.5-0.7. 
The results of restaurant and laptop sentiments are almost 
similar although the restaurant sentiment dataset has 
considerable difference Threshold values between CNN and 
CNN-T. The Threshold used by CNN-T is 0.713, and the 
Threshold of CNN is 0.5. The threshold for the laptop dataset 
from cnn shows that class 0 is wider (class 0 from 0 to 0.713), 
and class 1 is in the position of 0.713-1. 
The results of those models are more focused on the one 
domain, then SemEval competition raises the other problem 
that is Out of domains. The competition for this out of domain 
is provided data test without training data, then the goal is to 
test this domain with a pre-built model. But Out of domain 
cannot be implemented into aspect models, only for sentiment 
models. Because of the different aspects, the aspect model 
can’t be utilized to test the aspect model performance. So the 
test dataset can only test for the sentiment model. The test 
dataset for Out Of Domain issues comes from the Hotel test 
dataset. Training dataset for Out Of Domains comes from 
restaurant datasets and laptop datasets. 
TABLE II.  OUT OF DOMAIN RESULT 
F1 
Hotel 
Sentiment 
SVM 0.78 
NB 0.79 
KNN 0.77 
CNN 0.82 
CNN-Ta 0.80 
a.CNN-T. (CNN using threshold  for each attribute) 
Bold score is the highest score 
The results in table II (Out of Domain Result) are not 
different from the results from the table I, where the CNN and 
CNN-T models still provide better results. The sentiment 
results in table 1 overall are better than the aspect models. 
Implicit data sets make it harder to do a good classification. 
But, for sentiment with features that only consist of two parts, 
it could give better rate results. 
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EVALUATION AND DISCUSSION 
The CNN-T model can extract more than 1 aspect from 1 
sentence, the example will be discussed in this section. One 
example of the sentence is like in sentence 1. 
Gorgeous place ideal for a romantic dinner  
Sentence 1 should have the label “Ambience” and 
“Restaurant”. The comparison model that will be discussed 
here is the CNN model, because this model has similarities 
with the CNN-T model. The CNN model managed to extract 
only the “Restaurant” aspect, so that for each sentence only one 
aspect was obtained. While the CNN-T model succeeded in 
extracting the correct aspects of “Ambience” and “Restaurant”. 
The CNN-T process is successful because the sentence 
produces values that in both aspects exceed the threshold 
(explained in section III, predictions). 
 The CNN-T model has the same basis as CNN, so the lack 
of data and sentences that have implicit properties can reduce 
the possibility of producing correct aspect predictions. 
Excellent food, although the interior could use 
some help. 
The label that should be in sentence 2 are “Ambience” and 
“Food”. The CNN model produces only one aspect extraction, 
namely “Food”, but the CNN-T model produces two models 
namely “Food” and “Service”. The CNN model is less precise 
because it only produces one extraction, the CNN-T model is 
also wrong because it produces correct and incorrect aspects 
of the two extraction results. 
CONCLUSION 
The average result of CNN-T from 5 experiments got the 
best F1 which is 0.71, compared to the other methods, namely 
CNN (0.7), SVM (0.69), NB (0.67) and KNN (0.64). These 
results prove the difference between CNN-T is not much 
different than other compared method. But the CNN-T model 
has the advantage of being able to extract 1 sentence that has 
several aspects. 
Deep Learning which is represented by CNN and CNN-T 
gets better results, because the process of capturing the features 
obtained can take better representation than the classical 
machine learning method. Deep Learning is very useful for 
large and complex datasets, with methods that perform 
calculations in each subsequent layer. 
The approach used in Deep Learning provides better results 
compared to the Classic Machine Learning model. From the 
entire table I, the CNN-T approach provides fairly good results 
in general. For a more in-depth assessment of CNN and CNN-
T comparisons, the dataset requires greater validation or dataset 
variation. Although the model of Deep Learning(CNN and 
CNN-T) is on average only about 0.5 for aspects and 0.8 for 
sentiment, this result is quite satisfactory with fairly implicit 
data and little training data. 
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Abstract- Adaptive Network Based Fuzzy Inference System 
(ANFIS) with time series analysis is one of the intelligent 
systems that can be used to predict with good accuracy in all 
fields like in meteorology’s field. However, some researches on 
prediction or forecasting do not emphasize the structure of the 
ANFIS fuzzy inference system. Thus, in this research, the 
optimization of the ANFIS model for forecasting maritime 
weather was carried out by analyzing the exact initialization 
determination in the three ANFIS fuzzy inference structures, 
they are grid partition, subtractive clustering, and fuzzy c-
means clustering. The input variable used in this research is 
each variable for the previous two hours, one hour, and at a 
time and the output of this system is the prediction of one hour, 
six hours, twelve hours and one day ahead of the ocean current 
speed (cm/s) and wave height (m) using all three FIS ANFIS 
approaches. Based on the results, the smallest goal error 
(RMSE and MSE) of the three FIS ANFIS approaches used for 
predicting the current speed and wave height, the best model is 
produced by Subtractive Clustering. It can be seen that 
Subtractive Clustering produces the smallest RMSE and MSE 
error values. 
Keywords— ANFIS, Grid Partition, Subtractive Clustering, 
Fuzzy C-Means Clustering, Forecasting 
I. INTRODUCTION 
Some problems with forecasting require an intelligent 
system that combines science, techniques, and methods 
from various sources [1]. The ANFIS with time series 
analysis is one of the intelligent systems that can be used to 
predict with good accuracy in all fields [2] [3] [4]. As in the 
field of meteorology, ANFIS is quite good in forecasting 
maritime weather system [5]. 
ANFIS is a method that can handle complex and 
nonlinear systems through learning algorithms and 
numerical data (time series) [5], ANFIS can also adapt to 
atmospheric variables through the neuron system of 
Artificial Neural Networks (ANN) in ANFIS [5]. This can 
be seen from researches about predictions using the ANFIS 
Time Series model. Some of them are research conducted 
by Agrawal et al on Indian weather forecasting using 
ANFIS and ARIMA based Interval Type-2 Fuzzy Logic 
Model [6]. And then, Babu, et al who comparison of ANFIS 
and ARIMA model for weather Forecasting [7], then 
research by Adyanti et al who implements the time series - 
ANFIS in predicting maritime weather in the Java Sea [5]. 
Based on the researches that have been developed, 
maritime weather predictions made only using the model 
ANFIS design grid partition (genfis1) [5]. Whereas in 
designing ANFIS models, there are three fuzzy inference 
system structures namely grid partition (genfis1 function), 
subtractive clustering (genfis2 function) and fuzzy c-means 
(FCM or genfis3 function) [3] [8] [9] [10]. The three FIS 
structures are quite significant to determine the accuracy of 
ANFIS models [3] because the FIS structure is used to train 
and test data on ANFIS. 
During the training phase, the membership function 
parameters are iterated until convergence is obtained [11]. 
This convergence is obtained when the results of the 
membership function are unchanged and focus on one 
optimal membership function point. This can be obtained by 
minimizing the average squared error between output and 
input. Furthermore, the relationship between input and 
output from ANFIS is constructed through the FIS structure. 
FIS structure is obtained by combining the back propagation 
algorithm and the least squares method [11] [12] [13]. Then 
the performance of the three models is compared with two 
statistical criteria, namely RMSE and MSE. 
In this research, optimization of the FIS ANFIS model 
for maritime weather prediction is done by comparing the 
three FIS ANFIS structures. The purpose of this research 
was to obtain the best model Ts-ANFIS to predict maritime 
weather patterns (current speed and wave height) from the 
comparison of the FIS ANFIS structure. The point taking in 
this case research was emphasized in one of the coordinates 
of Gresik waters. The expectations of the researchers from 
the results of this research are to obtain an effective and 
efficient forecasting system and be able to assist the 
shipping of the Gresik coastal community from the results 
of the ANFIS model which is seen from the point of view of 
the different FIS ANFIS. 
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II. THEORETICAL FRAMEWORK 
A. Artificial Neural Networks and Adaptive Neural 
Networks  
Artificial neural networks (ANN) are one of the artificial 
representations of human brain neurons [14]. One type of 
ANN is backpropagation. Then, adaptive neural networks 
are networks that consist of directional links [13]. 
B. ANFIS 
ANFIS is a hybrid method of artificial neural networks 
as an implementation of a fuzzy inference system [15] [16] 
[17]. The ANFIS method has an architecture that 
functionally resembles the Sugeno model fuzzy rule base 
architecture [18] [19]. The ANFIS parameter is divided into 
two, namely the premise parameter and the consequences 
that can be adapted to a hybrid algorithm [17]. 
The ANFIS structure is shown in Figure 1 below: 
 
Fig. 1 ANFIS Method Structure 
The steps of each layer ANFIS has been described in the 
theoretical framework of Adyanti et al. [5] [17]. 
C. ANFIS Fuzzy Inference System Structure  
In ANFIS there are three structures of FIS, they are 
genfis1 (Grid Partition), genfis2 (subtractive clustering), and 
genfis3 (FCM clustering) [3] [7], with an explanation of the 
three structures of the FIS: 
a. Genfis1 (Grid Partition) applies a grid partition from 
the input space to produce the initial stage of a FIS. 
This genfis1 is optimized from various combinations 
of input variables, a number of data and types of 
membership functions [8] [9]. 
b. Genfis2 (subtractive clustering) is applied to generate 
models from data using clustering. The genfis2 
clustering algorithm uses a one-pass algorithm to 
estimate the number of clusters and cluster centers in a 
set of data but does not perform optimization 
repeatedly [9] [10] [11] [12]. This function is built 
based on the subtractive clustering function with the 
one-pass method and training of input-output data and 
produces a Sugeno type fuzzy inference system [10]. 
c. Genfis3 (FCM clustering) implements fuzzy c-means 
as a mechanism for clustering input data and output 
from this genfis3 is Mamdani or Sugeno [3] [10] [11] 
[12]. Genfis3 is built based on FIS that uses the FCM 
function by extracting a set of rules that model data 
behavior. 
D. Statistical Analysis 
In this research two statistical criteria were used for 
measuring predict performance. They are the root mean 
square error (RMSE) and mean square error (MSE). These 
statistical criteria are used to indicate the accuracy of marine 
weather prediction [3]. The formula of RMSE and MSE are 
as follow: 
 
 
Where n is the number of data, X and Y are the predicted 
and actual values. 
III. RESEARCH METHODS 
A. Types of Research  
This research is a quantitative descriptive study whose 
function aspect is applied research. In this study, a 
comparison of the FIS ANFIS model for maritime weather 
forecasting systems (current speed and wave height) was 
compared. 
B. Data Collection and Analysis  
Data obtained from BMKG Perak II Surabaya through 
Automatic Weather System (AWS) record data of 17,520 
data from 1 January 2016 to 31 December 2017. Data are 
time series of current speed and wave height. The data is 
used as input in the ANFIS process. Time series analysis of 
current speed and wave height data is converted into three 
forms, that is, previous two hours, one hour, and at a time. 
Three forms are used as input in predicting the current speed 
and wave height. Furthermore, this system output is the 
prediction of one hour, six hours, twelve hours and the days 
ahead. 
C. Testing System and Evaluation  
The first test is a time series analysis of weather 
parameters. The time series data from these parameters are 
divided into two data sections with a ratio of 75: 25 from 
17,520. Figure 2 is a flow diagram ts-ANFIS. 
 
Fig. 2 ANFIS Flow Chart 
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Following are the steps from the flowchart: 
a. Maritime weather data in the form of wave height 
data and current speed data for the past two years. 
b. The data that has been obtained is then analyzed by 
the time series by observing input variables and 
output variables. Then the data is divided into two 
parts, 75% is used as training data and around 25% is 
used for data testing. 
c. All data that has been analyzed is time series 
processed using ANFIS method using MATLAB. 
d. In the initial process, training data is managed using 
ANFIS with initialization of the FIS ANFIS 
structure, namely genfis1 (grid partition), genfis2 
(subtractive clustering) and genfis3 (Fuzzy C-Means 
clustering). 
e. Conduct ANFIS training from the three ANFIS fuzzy 
Inference structures by entering existing training 
data, then the ANFIS testing phase is by entering 
testing data. 
f. Prediction results and statistical criteria are obtained. 
IV. RESULT AND DISCUSSION 
The maritime weather data used is current speed data 
and wave height data per hour. The data is presented in 
Table 1. 
TABLE I.  DATA SAMPLES OF CURRENT SPEED AND WAVE HEIGHT 
Date Time(UTC) CuSpd (cm/s) H 1/100 (m) 
1/1/2017 0 21.88 0.57 
1/1/2017 1 21.36 0.55 
1/1/2017 2 20.84 0.54 
1/1/2017 3 20.33 0.52 
 
Time series analysis data is used as input variables (t – 2, 
t - 1 and t) and output variables (t +1, t + 6, t + 12 and t + 
24). In predicting, three FIS ANFIS structure approaches are 
used namely genfis1, genfis2, and genfis3. Following are 
the results of the prediction of current speed and wave 
height using all three FIS approaches. 
A. Genfis1 (Grid Partition) 
In conducting the training process in ANFIS, three FISs 
have the same role of training and testing data to get 
convergent membership functions. However, the results are 
adjusted according to orders from ANFIS. The grid partition 
(genfis1) produces an input variable partition where each 
rule has a zero coefficient on its output. This genfis1 
produces a Sugeno type FIS that models data behavior. To 
predict the current speed and wave height, several 
parameters are needed to train and test the ANFIS model.  
This parameter is in the form of a membership function 
of 2 with the "Gaussmf" membership function type and the 
"Linear" membership function output. 
The ANFIS training process is determined by parameters 
that include iteration, target error, level of decline and 
increase. The maximum iteration is 100, the target error is 
0.00001, the initial step size is 0.01, the step size decrease 
rate is 0.9 and the step size increase is 1.1. 
From the parameters that have been determined to 
predict next hour through the genfis1 training process, it 
will stop when the specified goal error value has been 
reached. For this approach, evaluation of statistical criteria 
uses RMSE and MSE for prediction of current speed and 
wave height as in Figures 3 and 4. 
 
Fig. 3 Prediction of Current Speed an Hour Later 
 
Fig. 4 Prediction of Height Wave an Hour Later 
Based on the test results in Figures 3 and 4, it can be 
seen that the prediction chart from the actual test data (blue 
line) with the Ts-ANFIS result test data (green line) has the 
same tendency and the prediction of ts-ANFIS with genfis1 
approach shows the results on the variable current speed and 
wave height are quite good. It is seen from the results of 
forecasting that is not so far from the actual data. Then, the 
biggest error chart of the two variables is located in the 
range [-7: 7]. The largest range is in the current speed 
variable. The RMSE and MSE values as represented in 
tables 2 and 3. 
TABLE II.  OCEAN CURRENT SPEED PREDICTION WITH FIS GENFIS1 
No Prediction Time 
Number 
of 
Validation 
Data 
Predicted 
Results 
RMSE 
value 
MSE 
Value 
1 1 Hour 4380 16.268 0.43127 0.186 
2 6 Hours 4380 11.531 3.1344 9.8247 
3 12 Hours 4380 5.572 5.8223 33.8995 
4 24 Hours 4380 9.698 7.7315 59.7767 
TABLE III.  WAVE HIGHT PREDICTION WITH FIS GENFIS1 
No Prediction 
Time 
Number of 
Validation 
Data 
Predicted 
Results 
RMSE 
value 
MSE Value 
1 1 Hour  4380 0.39 0.012127 0.00014706 
2 6 Hours 4380 0.367 0.081407 0.0066271 
3 12 Hours 4380 0.403 0.13814 0.019084 
4 24 Hours 4380 0.555 0.21427 0.04591 
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In table 2 and table 3, the prediction results, the RMSE 
and MSE values of current speed and wave height are 
stated. In the tables, it can be seen that genfis1 is quite good 
at predicting because the results of RMSE and MSE values 
are good values. Especially the RMSE and MSE value from 
the wave height, the value is less than 0.05. 
B. Genfis2 (Subtractive Clustering) 
In the ANFIS model, the subtractive clustering algorithm 
is used to design a rule base. Before designing the basic 
rules of the initial maritime weather variable data (current 
speed and wave height) are clustered based on the 
subtractive clustering algorithm. The method of grouping 
data is based on the degree of membership which includes 
the fuzzy set as the basis for weighting in clusters by 
determining the data that has a high potential for the 
surrounding data [20] [21]. This genfis2 has a pretty good 
estimate when the input-output is in the form of a time-scale 
data collection and can estimate the number of clusters and 
cluster centers in a data set. 
Similar to genfis1 (Grid Partition), this genfis2 produces 
a Sugeno type FIS to model data behavior. The parameters 
selected for this approach are the number of membership 
functions in number 2 with the type of membership function 
"Gaussmf", the output of the membership function "Linear" 
and the Radius of the influence of 0.55. 
The difference in the parameters of genfis2 with genfis1 
is the radius of influence, in this research the radius of 
influence determined is 0.55 with the aim to determine the 
high potential of a data. The ANFIS training process is 
determined by the same parameters as genfis1.  
In the genfis2 training process, iterations will stop when 
the specified goal error value has been reached. For this 
approach, the evaluation of statistical criteria uses RMSE 
and MSE for the prediction of current speed and wave 
height as in Figures 5 and 6. 
 
Fig. 5 Prediction of Current Speed an Hour Later 
Based on the test results in Figures 5 and 6, as in the 
previous genfis1, the prediction chart from the actual test 
data (blue line) with the Ts-ANFIS result test data (green 
line) has the same tendency. The results of good predictions 
are also seen in the Ts-ANFIS forecasting with a genfis2 
approach. Ts-ANFIS forecasting with the genfis2 approach 
shows charts of the same pattern between prediction results 
and actual data. In this genfis2 approach, the biggest error 
chart is the current speed prediction with the range [-10; 3]. 
 
Fig. 6 Prediction of Height Wave an Hour Later 
This significant error reduction occurs in a current speed 
data because the data with the previous data has a far range. 
Then, in tables 4 and 5 shows the results of the RMSE and 
MSE values on the prediction of current speed and wave 
height from the genfis2 approach. When viewed from the 
genfis1 table, genfis2 is better in forecasting one hour and 
24 hours ahead at current speed variables. In wave height 
forecasting, genfis2 is better than genfis1. So, genfis2 result 
is relatively smaller than genfis1. 
TABLE IV.  OCEAN CURRENT SPEED PREDICTION WITH FIS GENFIS2 
No Prediction 
Time 
Number of 
Validation 
Data 
Predicted 
Results 
RMSE 
value 
MSE 
Value 
1 1 Hour  4380 16.234 0.42611 0.18157 
2 6 Hours 4380 11.752 3.2997 10.888 
3 12 Hours 4380 5.676 5.9421 35.3083 
4 24 Hours 4380 9.932 7.5599 57.1528 
TABLE V.  WAVE HEIGHT PREDICTION WITH FIS GENFIS2 
No Prediction 
Time 
Number of 
Validation 
Data 
Predicted 
Results 
RMSE 
value 
MSE Value 
1 1 Hour  4380 0.39 0.012153 0.00014769 
2 6 Hours 4380 0.37 0.080863 0.0065388 
3 12 Hours 4380 0.41 0.13727 0.018843 
4 24 Hours 4380 0.57 0.2111 0.044562 
C. Genfis3 (Fuzzy C-Means Clustering) 
This genfis3 uses FIS type Fuzzy C-Means Clustering by 
extracting a set of rules to model data behavior. Input and 
output variables in this genfis3 are separate from the first 
rule using FCM as a determinant of the number of rules and 
functions of membership for antecedents and their 
consequences. This genfis3 produces a Sugeno or Mamdani 
type fuzzy inference system to model data behavior. The 
parameters in genfis3 are the number of membership 
functions 2 with the type of membership function 
"Gaussmf", the membership function output is "Linear", the 
number of clusters is 10, the exponential partition matrix is 
2, the maximum number of iterations is 100 iterations and 
the maximum improvement is 0.00001. The ANFIS training 
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process is determined by the same parameters as genfis1 and 
genfis2 parameters. 
Like the previous genfis1 and genfis2, the process of 
training 3 will stop when the specified goal error value has 
been reached. For this approach, evaluation of statistical 
criteria uses RMSE and MSE for prediction of current speed 
and wave height as shown in Figures 7 and 8. 
 
Fig. 7 Prediction of Current Speed an Hour Later 
 
Fig. 8 Prediction of Height Wave an Hour Later 
Based on the test results in Figures 7 and 8, the results of 
the genfis3 approach produce a prediction chart of the actual 
test data (blue line) with the Ts-ANFIS test results (green 
line) having a fairly good tendency. Genfis3 also produces 
good predictions, like genfis1 and genfis2. Genfis3 chart 
results have the same pattern between prediction results and 
actual data. However, the chart of errors in genfis3 is a chart 
that produces the farthest range, is [-9; 5]. A range error 
occurs in a current speed variable data. 
In tables 6 and 7 show the results of the prediction, the 
RMSE, the MSE value of the prediction of current speed 
and wave height. Based on the results of the RMSE and 
MSE statistical criteria on weather forecasting using 
genfis3, the largest RMSE and MSE results were obtained. 
So, based on the range in the error chart, the RMSE and 
MSE value of genfis3 are not good for forecasting current 
speed and wave height. 
TABLE VI.  OCEAN CURRENT SPEED PREDICTION  WITH FIS GENFIS3 
No Prediction 
Time 
Number of 
Validation 
Data 
Predicted 
Results 
RMSE 
value 
MSE 
value 
1 1 Hour  4380 16.23 0.43625 0.19031 
2 6 Hours 4380 12.354 3.3237 11.047 
3 12 Hours 4380 4.731 5.9516 35.421 
4 24 Hours 4380 7.81 7.6473 58.4817 
TABLE VII.  WAVE HIGHT PREDICTION WITH FIS GENFIS3 
No Prediction 
Time 
Number of 
Validation 
Data 
Predicted 
Results 
RMSE 
value 
The value 
of MSE 
1 1 Hour  4380 0.39 0.012101 0.00014644 
2 6 Hours 4380 0.366 0.080958 0.0065543 
3 12 Hours 4380 0.419 0.13741 0.018881 
4 24 Hours 4380 0.549 0.21613 0.046712 
 
Of the three FIS approaches used, the membership 
function which aims to map the value of the membership of 
a data using the same type of "gaussmf" curve. Because the 
Gaussian curve is quite a good curve for continuous data. In 
this research uses marine weather data, it is continuous. 
Then, the number of membership functions is only two 
because it does not affect the results of the fuzzification 
[10]. The fuzzification remains smooth even though the 
Gaussian set range is wider. Based on the results of the FIS 
ANFIS approach, the three FIS ANFIS model approaches 
can be used to predict the current speed and wave height 
quite good. Meanwhile, to see the model of the FIS ANFIS 
approach that is best in predicting the current speed and 
wave height is to look at the results of the error chart of the 
three FIS approaches shown in Figures 9 and 10. 
 
Fig. 9 Chart of Error from Three Generates of FIS to Predict Ocean Current 
Speed (Red = Genfis1, Blue = Genfis2, Green = Genfis3) 
The ts-Anfis model of the three FIS ANFIS is a quite 
good predictor. Seen in the chart in Figure 3 to Figure 8 the 
prediction model can follow the pattern every hour of the 
variable current speed and wave height. On the chart of the 
three error ANFIS prediction in Figures 9 and 10, it can be 
seen that the error change pattern does not have a significant 
difference from the three FIS ANFIS. However, the error 
value of the current speed is greater than the wave height. 
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The range of errors seen on the Y-axis of the largest current 
speed is the range [-10: 3] from genfis3. 
 
Fig. 10 Chart of Error from Three Generates of FIS to Wave Height 
Prediction (Red = Genfis1, Blue = Genfis2, Green = Genfis3) 
The error value of current speed is large because of the 
range between the data so far. So, the most optimal FIS 
ANFIS approach for prediction of current and wave height, 
it can be seen from the smallest RMSE, MSE values and 
seen from the range of error testing. From RMSE, MSE, and 
range of error, the best result for forecasting marine weather 
is genfis2 or Subtractive Clustering. 
I. CONCLUSION 
The results of research on the optimization of the ANFIS 
model in predicting maritime weather patterns (current 
speed and wave height) using the FIS ANFIS structure 
comparison can be concluded as follows: 
a. The data training process using Ts-ANFIS with 
three FIS-ANFIS approaches produces the smallest 
goal error value (RMSE and MSE) of 0.186, 
respectively; 9.8247; 33.8995; and 59.7767 for 
current speed and 0.00014706; 0.0066271; 
0.019084; and 0.04591 for wave heights using the 
genfis1. And for genfis2 the results of the smallest 
goal error (RMSE and MSE) are 0.18157, 10.888, 
35.3083 and 57.1528 for current velocities and are 
0.00014769, 0.0065388, 0.018843, and 0.044562 
for wave height. Whereas for genfis3 the results of 
the smallest goal error values (RMSE and MSE) 
are 0.19031, 11.047, 35.421 and 58.4817, 
respectively for current speed and 0.00014644, 
0.0065543, 0.018881, and 0.046712 for wave 
heights. 
b. Based on the results of the smallest goal error 
(RMSE and MSE) and from range error of the 
three FIS ANFIS approaches used for prediction of 
current speed and wave height, the best model is 
produced by genfis2 (Subtractive Clustering). 
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Abstract— Diabetic Retinopathy (DR) is the cause of 
blindness. Early identification needed for prevent the DR. 
However, High hospital cost for eye examination makes many 
patients allow the DR to spread and lead to blindness. This study 
identifies DR patients by using color fundus image with SVM 
classification method. The purpose of this study is to minimize 
the funds spent or can also be a breakthrough for people with DR 
who lack the funds for diagnosis in the hospital. Pre-processing 
process have a several steps such as green channel extraction, 
histogram equalization, filtering, optic disk removal with 
structuring elements on morphological operation, and contrast 
enhancement. Feature extraction of preprocessing result using 
GLCM and the data taken consists of contrast, correlation, 
energy, and homogeneity. The detected components in this study 
are blood vessels, microaneurysms, and hemorrhages. This study 
results what the accuracy of classification using SVM and feature 
from GLCM method is 82.35% for normal eye and DR, 100% for 
NPDR and PDR. So, this program can be used for diagnosing DR 
accurately. 
Keywords—Diabetic Retinopathy, SVM Classifier 
I.  INTRODUCTION  
Diabetes mellitus is a chronic metabolic disorder that 
occurs because the pancreatic system in the body cannot 
produce enough insulin effectively so that blood sugar levels 
are not balanced. As a result, there will be an increase in the 
concentration of glucose in the blood (hyperglycemia). The 
prevalence rate of this disease is quite high every year. In 
2014, the World Health Organization (WHO) noted that the 
incidence of diabetes mellitus in 18-year-olds was 8.5% of all 
diabetics worldwide. In 2015 the death rate from diabetes was 
1.6 million. However, the highest mortality rate occurred in 
2012 which was 2.2 million people from the number of deaths 
that occur each year [1]. 
Diabetes mellitus is known as a silent killer because 
it is often not recognized by patients and can only be known 
when complications have occurred. One complication due to 
diabetes mellitus is Diabetic Retinopathy (DR). This disease 
spreads to the eye as it makes the sufferer experience visual 
impairments even to experience blindness. The DR usually 
attacks diabetics around 10 to 15 years after contracting 
diabetes [2]. In this case, high glucose levels will normally 
attack the eye's nerves and cause leakage and swelling of the 
eye's nerves which will form several components namely 
microaneurysms, hemorrhages, hard exudates, cotton wool 
spots, or venous loops [3]. This component becomes the 
benchmark for the severity of DR. 
The identification process has a morphological 
operation process. Morphological operation is a process to 
eliminate images that are not needed then information that will 
be taken more clearly and can be continued in the next process 
[4]. In this study, a morphological operation used structuring 
element (SE) which aims to eliminate noise in the background. 
Wong li yun has succeeded to classifying DR with this 
morphological operation and backpropagation as a 
classification method [5]. In this study, the same 
morphological operation will be used and using SVM 
classifier because this method faster than backpropagation. 
M. Ponni Bala et al explained in his paper that people 
have abnormalities DR usually characterized by the growth of 
ocular nerves on the surface of the retina of the eye so that the 
condition of DR disease is very severe and needs special 
treatment [6]. WHO stated that in 2002 5% of the world's 
blindness was caused by DR. It is about 5 million people got 
blindness [1]. Therefore, to prevent an increase in blindness 
due to DR, it is necessary to identify early DR diseases based 
on their severity to reduce worldwide blindness incident. 
In this case, the DR has some severity. The severity 
can be classified into normal, mild, moderate, severe, and 
proliferative [3]. The easiest way to detect DR disease is to 
use an image color fundus that can be obtained at hospital. 
This is possible to obtain the results of microaneurysm (MA) 
and blood vessel hemorrhages (BV) which is useful to 
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determine the severity of the infected DR and to find out the 
initial impact as a sign of DR that attacks the eye. Therefore, it 
is necessary to detect MA and hemorrhages in the eye so that 
it can be known the severity of DR. This DR classification is 
using feature extraction result which is obtained from blood 
containing features (MA, vessels, and hemorrhages) as a 
benchmark to determine the severity of DR. The feature that 
will be detected is BV because it already has MA and 
hemorrhages and can ease to retrieve data [5]. 
Before classifying BV, it is necessary to analyze the 
visual texture of the image obtained using the process 
available on a computer aided diagnosis system (CAD) in 
order to determine the severity of the DR through the image 
color fundus. Some of the steps which are undertaken for the 
detection and classification of BV using CAD include pre-
processing, segmentation, feature extraction, and 
classification. These steps  are done by using several methods 
to be able to process the color fundus image such are 
histogram equalization, median filter, binary, morphological 
operation, GLCM, SVM, ANN, and others. 
Several studies have been conducted to detect and 
classify its features by using the CAD process. A research 
which was conducted by V. A. Aswale in 2017 on the 
detection of DR using SVM Classifier and PNN Classifier 
resulted the 93.33% SVM and 89.60% PNN accuracy. So, it 
can be concluded that classification with SVM is better than 
using PNN [7]. Furthermore, the second study regarding SVM 
was carried out by Md. Hafizur Rahman. It was related to 
automatic face detection and automatic gender classification 
using SVM Classifier and Neural Network. The results of the 
comparison between the two methods resulted in an accuracy 
of 65% using the Neural Network and 85.5% using SVM [8]. 
Pooja M. had successfully identified DR using GLCM and the 
area as feature extraction and SVM as classification. In this 
paper only classified DR into two classes, that is normal and 
DR. So, in this study will classify normal and DR then its data 
will be classified again into NPDR and PDR [9].     
Based on previous studies, the CAD process which 
was used in this research is pre-processing using histogram 
equalization, and feature extraction using GLCM. In this 
study, the researcher takes GLCM as a method because it is a 
feature extraction technique with a second-order statistical 
feature that performs a probability calculation of an adjacency 
relationship between two pixels with the distance and a 
particular angular orientation of the current image [10]. After 
the statistical feature is obtained through feature extraction 
using GLCM, its result is used to classify DR based on 
features of MA, vessel, hemorrhages with the SVM method.  
SVM is a pattern recognition method that aims to find 
the best hyper plane that divides between classes The SVM 
method is strongly recommended in the classification of 
images that focus on the brightness level. Therefore, this 
method is suitable for determining MA [7]. After the MA was 
classified using the SVM method, the result focused on the 
classification of normal, abnormal eyes, non-proliferative 
diabetes retinopathy (NPDR) and proliferative diabetes 
retinopathy (PDR). The researcher expects that this study can 
contribute to help the medical side detect early MA to find out 
the level of DR severity.  
II. LITERATURE REVIEW 
A. Diabetes Mellitus 
Diabetes Mellitus is a chronic metabolic disorder that 
occurs because the body’s pancreas system cannot produce 
enough insulin effectively and cause unbalanced blood sugar 
levels (increased glucose concentration in the 
blood/hyperglycemia) [11]. 
B. Diabetic Retinopathy (DR) 
Diabetes Mellitus is a disease of a silent killer. This 
disease is not recognized by the patient and can be known 
when complications occurred. One of the complications of 
diabetes mellitus is Diabetic Retinopathy (DR) [2]. This 
disease spreads to the eyes and causes the sufferer to 
experience vision problems even to blindness.  High glucose 
levels will normally attack the eye nerve, causing leakage and 
swelling of the eye nerve which will form several components 
such as microaneurysms, hemorrhages, hard exudates, cotton 
wool spots, or venous loops [5]. 
C. Color Fundus Image 
Eyes are a human vision organ which is located in a 
protected cavity like an eyelid [3]. The signs of DR cannot be 
seen directly but it can be seen through an image called color 
fundus image. Color fundus image can shown in figure 1. 
 
Fig. 1. Color Fundus Image. 
D. Green Channel Extraction 
RGB image consists of three channels: red channel, blue 
channel and green channel. The red channel contains images 
with high saturation level. The blue channel does not load 
much information because there is a lot of noise which will 
have difficulties in finding the desired information, while on 
the green channel, the contrast level better than others. In this 
case, it used green channel. This will result clearly visible eye 
nerve and has more  high brightness level than in the red 
channel and blue channel [7]. 
E. Histogram Equalization 
The histogram image provides the  information related to 
the pixel intensity deployment in the image. Images that are 
too light or too dark will have a narrow histogram. Therefore, 
it is necessary to change the spread of image intensity values 
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by using the improvement of an image. There are several 
functions in MATLAB which can be used for image contrast 
improvement such as imadjust, histeq, and adapthisteq. The 
contrast improvement has histogram equalization [12]. The 
purpose of image contrast improvement is to obtain an even 
histogram distribution. So, each gray level will have the same 
number of pixels. 
F. Morphological Operation 
Morphological operation is a method used to improve 
image and can make information clearly visible by removing 
noise in the image [4]. Structuring element (SE) is one method 
in morphological operations. SE is a method of image 
improvement by probe the input shapes in the image matrix 
which will later be processed to erosion or dilation. SE is often 
used to remove optical disks (OD) or eliminate noise at the 
layer and the information obtained more accurate [7].  
G. Filtering 
The median filter method is a filter that serves to smooth 
and reduce noise or disturbance in the image. This filter is 
very effective to remove the salt and paper type noise and also 
to maintain the image detail because it does not depend on the 
difference of its neighboring values [13].  
H. Contrast Enhancement 
In the process of image repair, there is a function to 
improve gray scale and true-color images. In this study, the 
contrast improvement which is used is "imadjust" which aims 
to map the intensity values in the gray scale to obtain better 
intensity [13].  
I. Gray Level Co-occurrence Matrix (GLCM) 
The technique which is used to derive two-order statistics 
is to calculate the probability of an adjacency relationship that 
occurs between two pixels at a certain distance and angular 
orientation. This method is known as the Gray Level Co-
occurrence Matrix (GLCM) [10]. In addition, GLCM can be 
said to be a second-order statistical feature extraction method 
which uses a co-occurrence matrix which is an intermediate 
matrix that represents the neighbor relationship between pixels 
in images in various orientation directions and spatial 
distances [14]. To get GLCM feature, there are several ways 
that can be searched such as energy, contrast, Homogeneity, 
entropy, and correlation. 
Energy denotes the size of the concentration of the pair 
with a certain gray intensity on the co-occurrence matrix and 
defined in equation1. 
ܧ݊݁ݎ݃ݕ = 	෍෍݌(݅, ݆)ଶ
௅
௝ୀଵ
௅
௜ୀଵ
 (1) 
 
The contrast shows the size of the spread of moments of 
inertia or variation in the image matrix [15] [16]. If the 
distance is far from the main diagonal of the image matrix, the 
contrast value of the image is large. Contrast is defined in 
equation 2. 
ܥ݋݊ݐݎܽݏݐ = ෍෍|݅ − ݆|ଶ݌(݅, ݆)
௅
௝
௅
௜
 (2) 
 
Homogeneity shows the degree of homogeneity of an 
image on a gray scale level. The homogeneous image will 
have a large homogeneity value [15]. Homogeneity is defined 
in equation 3. 
ܪ݋݉݋݃݁݊݁݅ݐݕ = ෍෍ ݌(݅, ݆)
ଶ
1 + (݅ − ݆)ଶ
௅
௝ୀଵ
௅
௜ୀଵ
	 (3) 
 
Entropy shows the irregularity of the shape size. Entropy 
measures information or messages that lost from a transition 
signal and also calculates image information which is defined 
in equation 4. 
ܧ݊ݐݎ݋݌ݕ = ෍෍݌(݅, ݆)(− ln ݌(݅, ݆))
௅
௝ୀଵ
௅
௜ୀଵ
 (4) 
 
Correlation represents the linear dependence measure of 
the gray currency matrix of the image [15]. It can be defined 
in equation 5. 
ܥ݋ݎݎ݈݁ܽݐ݅݋݊ =෍෍(݅ − ߤ௜)(݆ − ߤ௜)݌(݅, ݆)ߪ௜ߪ௝
௅
௝ୀଵ
௅
௜ୀଵ
 (5) 
 
J. SVM Classifier 
SVM is a pattern recognition method that aims to find the 
best hyper plane that separates the class. Basically, the initial 
idea of SVM is to maximize hyper plane boundaries because a 
maximum hyper plane will give a better generalization on the 
classification method. The hyper plane will be a separator of 
two classes of data input space is +1 and -1 [17]. Hyper plane 
will be maximal if the distance between hyper plane and data 
support vector of each class is optimal. The SVM method is 
strongly recommended in classifying images that races at the 
brightness level. Figure 2 shows an SVM illustration with an 
optimal hyperplane. 
 
Fig. 2. SVM with the Best Hyperplane that Separates Two Classes 
K. Confusion Matrix 
The confusion matrix is a method which is used to measure 
the accuracy of a classifier. This method can find out the 
accuracy, specificity, and sensitivity [18]. To obtain accuracy, 
specificity, and sensitivity scores, it is necessary to find the 
True Negative (TN), False Positive (FP), False Negative (FN), 
True Positive (TP) values on confusion matrix. Confusion 
matrix table can be shown on table 1. 
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TABLE I.  CONFUSION MATRIX 
Actual 
Classification 
+ - 
+ True Positive (TP) False Negatives (FN) 
_ False Positive (FP) True Negatives (TN) 
 
After obtained the value of TP, TN, FP, FN, it can be 
searched for accuracy, sensitivity, and specificity. That 
equation defined in equation 6, 7, and 8. 
 
ܣܿܿݑݎܽܿݕ = ܶܲ + ܶܰܶܲ + ܶܰ + ܨܲ + ܨܰ (6) 
  
ܵ݁݊ݏ݅ݐ݅ݒ݅ݐݕ = ܶܲܶܲ + ܨܰ	 (7) 
  
ܵ݌݁ݏ݂݅݅ܿ݅ݐݕ = ܶܰܶܰ + ܨܲ	 (8) 
 
Accuracy is a success rate in the performed classification. 
Sensitivity is tinged where people diagnosed the disease is 
indeed a person who exposed disease. The specificity will be 
better if normal data is identified normally. 
 
III. RESEARCH METHODS 
A. Types of Research 
Research on detection of MA, vessels, hemorrhages for the 
diagnosis of DR severity by using the SVM method is a 
quantitative descriptive study. It categorized from the aspect 
of function in this research, It’s applied research which aims to 
assist medical side as alternative detection MA, vessels, 
hemorrhages to know the severity of DR.  
B. Data Collection and Analysis 
Data color fundus image is obtained from diaretdb with the 
amount of data as many as 44 data. Data color fundus image 
will be divided into training and test data. The training data in 
this study is 6 normal data and 21 DR data. The test data 
consists in 4 normal data and 13 data DR. The DR data will be 
subdivided into training data which consists of 18 NPDR data 
and 2 PDR data, while the test data consists of 12 NPDR data 
and 2 PDR data. The weakness of data from diaretdb is the 
absence of labeling for classification. Therefore, labeling in 
this classification is validated by a doctor from the Dr. 
Soetomo Surabaya hospital. 
Furthermore, the analysis of color fundus image data such 
as preprocessing process, feature extraction by using GLCM 
and classification by using SVM. The first step is to improve 
the image fundus image or color fundus image. Because the 
color fundus image basically cannot be used as the initial 
parameter to identify the DR directly. Furthermore, the 
preprocessing process required stages of improvement 
including green channel extraction, equalization histogram, 
optical disk elimination, filtering with a median filter, contrast 
enhancement, and morphological operation. After the color 
fundus image has improved, the next step is to conduct feature 
extraction by using GLCM. Statistical features that are 
focused on feature extraction include energy, correlation, 
contrast, homogeneity, and entropy. This statistical feature is 
used as input for SVM to classify MA, vessels, and 
hemorrhages as determinants of the DR severity. 
C. Testing Data Evaluation 
The first test is done by image preprocessing process from 
color fundus image to get MA feature, vessels, and 
hemorrhages. Then, the feature is analyzed with texture by 
using GLCM. Statistical features obtained through feature 
extraction of GLCM are used as inputs for SVM for MA 
classification, vessels, and hemorrhages as determinants of DR 
severity. To achieve the objectives of this research, steps are 
needed to be sequential and systematic. Figure 3 shows the 
flowchart of data processing until the classification as a 
determinant of the severity of DR. 
 
Fig. 3. Flowchart Automatic Detection DR 
The steps of automatic detection of DR using SVM as 
follows:  
a. Pre-processing 
The color fundus image which is obtained from the 
hospital cannot be used directly as a parameter to identify 
the DR. Therefore, it is necessary to clarify the 
components of the DR cause in the eye. So, it can easily be 
known whether the eye retina has been infected with DR. 
This image processing stage will be the key to detect DR 
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in the retina. There are many ways that can be used in this 
pre-processing stage, such as changing the image to the 
gray level, contrast settings, and also noise removal. 
 
1) Green Channel Extraction 
RGB image have three channels such as red 
channel, blue channel and green channel. The red 
channel contains images with high saturation level, the 
blue channel does not load much information because 
have a lot of noise that will hard to finding the desired 
information, while on the green channel the contrast 
level better than others then in this case used green 
channel. The result is the eye nerve will be clearly visible 
and has a high brightness level than in the red channel 
and blue channel. 
 
2) Histogram Equalization 
Histogram equalization is a technique to adjust the 
intensity value of the image to be processed in order to 
get maximum results. In this stage, a contrast-limited 
adaptive histogram equalization (CLAHE) is used. By 
using CLAHE, the image will be adjusted to the best 
contrast level that the result will suitable for processing. 
But before the CLAHE process is done, first we need 
complement the image to make the image more clearly 
when enhanced this contrast. 
 
3) Optic Disk Elimination 
To eliminate optical disk (OD), then morphology is 
required to remove the OD on the layer. At this stage 
structuring element (SE) is required with the default ball-
shaped type radius 8. Once the morphology results 
obtained, the previous image is subtracted with 
morphological results to produce an image without OD. 
 
4) Filtering 
The next stage is the filter to remove the 
background contained in the picture. This stage applies a 
3x3 median filter to remove pixels that have low light 
intensity. The filter result in the morphological stage is to 
remove noise in the background. In the morphology, the 
SE used is disk-shaped with a radius 15. Disk-shaped is 
used because it is more optimal to remove noise than 
other shaped. After the background has been cleared, the 
next process is a reduction between the results filtering 
with morphological results to the remaining components 
that are useful as a benchmark DR. 
 
5) Contrast Enhancement 
Furthermore, the next step is to conduct an increase 
in the brightness of the image so that the components are 
clearly visible and can be processed to get the 
classification feature.  
 
b. Feature Extraction 
After the color fundus image has improved, the next 
step is feature extraction process by using GLCM. 
Statistical features that focused on feature extraction are 
include energy, correlation, contrast, homogeneity, and 
entropy. 
 
c. SVM classifier 
The vector feature matrix of energy, correlation, 
contrast, homogeneity, and entropy GLCM is used as training 
and testing on SVM classifier. The selection of kernel and 
SVM parameters are needed because the data in this study is 
in the form of nonlinear data. After obtaining the optimal 
SVM model through the training process, testing phase is 
conducted. After the testing phase, the optimum model is 
detected by DR. Then results of classification are divided into 
four classifications namely, normal eye, abnormal eye, NPDR, 
and PDR. 
IV. RESULT AND DISCUSSION 
Some process for detecting the severity of DR is required. 
The process includes pre-processing, feature extraction, and 
classification. Pre-processing used to improve image quality 
until the features are clearly visible. Feature extraction used to 
obtain statistical data from microaneurysms features and 
hemorrhages features. Classification used to divide into 2 
classes, that is Normal-Abnormal (DR) and NPDR-PDR. The 
DR sample data can be shown on figure 4. 
 
Fig. 4. Sample data of color fundus image  
A. Pre-processing 
Pre processing is the first process to obtain the data. 
Preprocessing data adapted to the available sequence data 
obtained and good for processing to the next stage. In the 
preprocessing process starts from the color fundus image, 
green channel extraction, histogram equalization, optical disk 
remove, filtering, and contrast enhancement. The results of 
preprocessing can be shown on figure 5. In Figure 5.a is the 
color fundus image and the green channel extraction results in 
figure 5.b. Image quality improvement using histogram 
equalization on Figure 5.c and then optical disk is eliminated 
using structuring element in Figure 5.d and followed by 
median filter to eliminate noise in Figure 5.e looks clearer than 
previous image and the last step is to increase the contrast of 
image on Figure 5.f. 
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       (a)    (b) 
 
(c)    (d) 
       
(e)    (f) 
Fig. 5. (a) color fundus image (b) green channel extraction (c) Histogram 
equalization (d) optic disk elimination (e) filtering (f) contrast 
enhancement  
 
B. Feature Extraction 
At this stage, the image can be taken by the final of gray 
scale image, because the GLCM method can only retrieve data 
from gray scale images. Then the data will be classified using 
the SVM Classifier. Sample data of this feature extraction can 
be shown on table 2 and table 3. That statistical data obtained 
will be processed on the SVM classifier to obtain 
classification results. 
TABLE II.  DATA SAMPLE FOR NORMAL AND DR 
No. 
Feature extraction 
Class Contrast Correlation energy 
Homoge
neity 
1 0.263659 0.909002 0.581941 0.937558 
Normal 
2 0.237590 0.923486 0.546646 0.936890 
3 0.261579 0.917437 0.536592 0.934314 
4 0.238781 0.913206 0.535697 0.931708 
5 0.284234 0.924740 0.522379 0.927582 
DR 
6 0.268286 0.916974 0.533217 0.930133 
7 0.361264 0.907719 0.288979 0.879047 
8 0.260572 0.922748 0.548006 0.933424 
9 0.205339 0.933712 0.563308 0.939471 
10 0.275688 0.912088 0.520706 0.926873 
 
 
TABLE III.  DATA SAMPLE FOR PDR AND NPDR 
No. 
Feature extraction 
Class Contrast Correlation Energy 
Homoge
neity 
1 0.439666 0.859883 0.500604 0.906281 
NPDR 
2 0.387012 0.864807 0.437227 0.899016 
3 0.413319 0.852143 0.444838 0.896829 
4 0.385913 0.875002 0.539765 0.915449 
5 0.434523 0.863416 0.453694 0.899908 
6 0.428175 0.856331 0.537404 0.914659 
7 0.402631 0.865386 0.509469 0.910613 
8 0.35231 0.862393 0.581968 0.923809 
9 0.46964 0.866296 0.501231 0.909246 
PDR 
10 0.573235 0.851027 0.208358 0.82974 
C. SVM Classifier 
The input data for the SVM Classifier process is a feature 
that has been extracted in the GLCM method, which includes 
contrast, correlation, energy, and homogeneity. Then the 
results of the classification will be validated using confusion 
matrix and obtained percentage of accuracy (Ac), sensitivity 
(Sn), and specificity (Sp). This classification experiment was 
carried out using various degrees in GLCM. The results of the 
experiment can be shown on table 4. 
TABLE IV.  CLASSIFICATION RESULT  
Model Degree Sp Sn Ac 
Normal and DR 
00 100% 76.92% 82.35% 
450 100% 61.53% 72.58% 
900 100% 53.85% 64.71% 
1350 50% 46.15% 47.06% 
NPDR and PDR 
00 91.67% 100% 92.86% 
450 91.67% 50% 85.71% 
900 91.67% 50% 85.71% 
1350 100% 100% 100% 
 
From the experimental results in table 4, it can be seen that 
best results are obtained at 0o GLCM in the Normal-DR class 
and 135o GLCM in the NPDR-PDR. The best SVM results is 
True Negative (TN), False Positive (FP), False Negative (FN), 
True Positive (TP) that can be shown on table 5. 
TABLE V.  BEST RESULT OF SVM CLASSIFIER  
Model TN TP FP FN 
Normal and DR 4 10 0 3 
NPDR and PDR 12 2 0 0 
 
Based on the results of the classification in table 4, value 
of accuracy, sensitivity, and specificity calculated as success 
standard of the classification experiments presented in table 5. 
On table 5, there are 3 of the 13 normal data identified as DR. 
So, total of the data identified as DR is 7 data, which it should 
be only 4 DR data. it caused sensitivity percentage value of  
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normal and DR classification is 76.92%. Meanwhile, 
specificity percentage value of normal and DR classification is 
100% because all testing data identified into normal class. So, 
the accuracy percentage value of normal and DR classification 
is 82.35%. 
On table 2, normal and DR class data are almost same, so 
DR data has similar characteristics data of normal class which 
it caused feature extraction data can't divide data into two 
classes and classifications of normal and DR models get poor 
sensitivity percentage value. 
On table 3, NPDR and PDR data has specificity, 
sensitivity, and accuracy percentage value is 100%. It caused 
by the contrast data between NPDR and PDR which can 
divide data into two classes. In NPDR data contrast is below 
0.45, meanwhile in PDR data contrast is above 0.45. So all the 
data of NPDR and PDR Classification identified equal as 
initial data. 
V. CONCLUSION 
From the results of research on automatic detection of 
color fundus image with GLCM method as statistical data and 
SVM classifier, it can be concluded that from the beginning of 
pre-processing process, feature extraction, SVM classifier to 
classify between normal people and DR sufferer has an 
accuracy of 82.35%, and on the classification of patients with 
NPDR and PDR has an accuracy of 100%. So the SVM 
classifier method with the data obtained using GLCM can be 
considered successful for the application of color fundus 
image as a classification between normal people and people 
with DR. 
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Abstract— One of the recently proposed algorithms in the 
field of bio-inspired algorithm is the Hungry Roach Infestation 
Optimization (HRIO) algorithm. Haven has developed 
optimization algorithms HRIO that is inspired by recent 
discoveries in the social behavior of cockroaches. Result 
showed that HRIO was effective at finding the global optima of 
a suite of test functions. However, there is no researcher who 
has observed HRIO for solving discrete feature selection 
problems. Therefore, we try to develop a discrete-cockroach 
algorithm (DCA) as the modification of HRIO for optimizing 
discrete feature selection problem. We test the algorithm to 
solve feature selection problem in machine vision for 
predicting water stress in plant using single and multi-
objectives optimization. Two objective functions are 
minimizing prediction error and minimizing the number of 
feature-subset. The results showed DCA has better 
performance compared to the existed bio-inspired optimization 
algorithms such as genetic algorithms (GA) and discrete-
particle swarm optimization (discrete-PSO). The performance 
showed significant difference between DCA and other 
methods. 
Keywords— discrete cockroach algorithm, feature selection, 
multi objective optimization 
I. INTRODUCTION 
The natural systems have been one of the rich sources of 
inspiration for developing new intelligent systems [1; 2]. One 
of the intelligent system's role is to solve the feature selection 
problem. In machine learning, discretization and feature 
selection are important techniques for preprocessing data to 
improve the performance of an algorithm on high-
dimensional data [3]. In this study, a novel artificial 
intelligence approaches using nature-inspired algorithm for 
feature selection optimization is proposed. Haven et al [4] 
have developed optimization algorithms hungry roach 
infestation optimization (HRIO) that is inspired by recent 
discoveries in the social behavior of cockroaches. HRIO that 
has been developed is still used to solve optimization 
problems in general cases, but there has never been a study 
that tested the performance of HRIO to solve feature 
selection issues.  
HRIO principle is similar to particle swarm optimization 
(PSO). There are three factors used by PSO and HRIO, 
namely inertia, personal influence, and social influence. The 
difference lies in social influence, where PSO uses global 
best position while HRIO uses local best position. Obagbuwa 
et al [5] have developed a dynamic step size adaptation roach 
infestation optimization (DSARIO) to improve the HRIO 
swarm stability and enhance local and global search 
performance. To know the effectiveness of a new 
optimization algorithm hence required comparative 
optimization method that has been widely used in research 
such as genetic algorithm (GA) and PSO. GA is search 
algorithms based on the mechanics of natural selection and 
natural genetics [6]. PSO is an evolutionary computation 
technique inspired in the behavior of bird flocks which was 
first introduced by Kennedy and Eberhart [7]. There have 
been many studies using PSO to solve discrete problems 
called discrete-PSO [8; 9].  
However, there is still no research that tests HRIO 
performance to solve discrete feature selection problems with 
single objective optimization [10] and multi-objective 
optimization [11]. Obagbuwa and Adewumi [12] made 
modification of social cockroach behaviors, called modified 
roach infestation optimization (MRIO). The equations in 
HRIO can be modified to solve the discrete feature selection 
problem by substituting the algorithm for personal influence 
and social influence factors with the crossover and mutation 
methods used in GA. The result shows that MRIO can find 
global optima of multi-dimensional functions. The objective 
of this study is developing discrete cockroach algorithm 
(DCA) as bio-inspired algorithm for solving feature selection 
problem using single and multi-objective optimization. The 
DCA is compared with the forefront bio-inspired 
optimization algorithms i.e. GA and discrete-PSO. 
II. RESEARCH METHODS 
 
Based on the research conducted by Jeanson [13] about 
characteristics and behavior of cockroaches, there are three 
simple behaviors of cockroach agents which can be defined 
as: 
1. Find_Darkness: cockroaches search for the darkest 
location in the search space as shown in Fig. 1. The 
level of darkness at a location is directly proportional to 
the value of the fitness function at that location F(x). 
Perfectly dark condition means that cockroach agent 
has reached its maximum condition. While perfectly 
light condition means that cockroach agent has reached 
a minimum point. 
2. Find_Friends: cockroaches enjoy the company of 
friends and socialize with nearby cockroaches with the 
probability per unit time (1/τstop,N) of stopping when 
encountering N friends: 0.49/s for N = 1, 0.63/s for N = 
2 and 0.65/s for N = 3 [13] as shown in Fig. 2. If a 
cockroach agent comes within a detection radius of 
another cockroach agent, then there is a probability of 
1/τstop,N that these cockroaches will socialize (or group). 
This socializing is emulated in the algorithm by a 
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sharing of information, where this information is the 
darkest known location of each individual cockroach 
agent which can be defined as personal best solution (p). 
In essence, when two cockroach agents meet, there is a 
chance that they will communicate their knowledge of 
the search space to each other. They share their 
knowledge with their neighbors (N) and set the darkest 
local location of the group which can be defined as 
local best solution (l).  
3. Find_Food: when a cockroach agent becomes hungry 
(hungeri) it searches for food as shown in Fig. 3. The 
food locations are initialized randomly in the search 
space. The Find_Food behavior periodically perturbs 
the population, ideally minimizing the chance of 
converging to local optima.  
 
 
Fig. 1. Find darkness behaviour. 
 
 
Fig. 2. Find friends behavior. 
 
 
 
Fig. 3. Find food behavior. 
 
The algorithm of proposed DCA as shown in Fig. 4 are 
as follows: 
1. Initialization of DCA parameters. The maximum 
iteration (tmax) is set by the user. In this case we set the 
global iteration (tmax = 500). The number of cockroach 
population (Na) is = 70. For neighbors updating, the 
parameters are A1 = 0.49, A2 = 0.63 and A3 = 0.65. For 
hunger updating, thunger = 100. The probability of 
mutation is set (w = 0.5). The probability of crossover 
(Co) is set in various values.  
2. Generate cockroach location (xi) randomly and hungeri 
= rand{0, thunger-1}. Each cockroach consist of discrete 
solution (e.g. xi: 0,1,1,0,0,0,0,1,0,0,1,0,…..m), where m 
is the number of problem space. Each xi in the 
population represents a candidate solution to the 
discrete problem.  
3. Evaluate each cockroach agent (xi) using fitness 
function.  
4. Update the individual solution F(xi). Individual solution 
F(xi) is calculated according to the fitness value (xi).  
5. Calculate neighbors’ threshold value (dg): 
 
2
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jk
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6. Repeat steps 6.1 to 6.4 for those xi with partial solutions. 
Steps 6.1 to 6.8 are as follows: 
6.1 Updating personal best solution (pi) for the 
individual cockroach agent. For minimizing 
objective function: 

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6.2 Compute the neighbors (Ni) of cockroach i. 
For k = 1 to Na 
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6.3 Update the darkest local location or group best 
solution (li) according to: 
For r = 1 to Ni 
     
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where {i, j} are the indices of the two socializing 
cockroaches and pk is the darkest known location 
for the individual cockroach agent personal best.   
6.4 Update roach location (xi): 





otherwiserandomx
thungerif)),l),pMT(xCR(wCR(CCx
x
i
hungeriiiiooi
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The update xi consists of three components: The 
first component is )( ii xMTwa  , which 
represents the velocity of the cockroach. MT 
represents the mutation operator with the 
mutation probability of w. In other words, a 
uniform random number rnd[0, 1] is generated. 
If rnd[0, 1] is less than w then single insert move 
mutation operator is applied. The second 
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component is ),( iioi paCRCb  , which is the 
cognition part of the cockroach agent 
representing the private thinking of the 
cockroach agent itself. CR represents the 
crossover operator between ai and pi with the 
probability of Co. Two points crossover (point1 
and point2) are selected randomly, where 
point1<point2, point1>1 and point2<m. The third 
component is )l,b(CRCx iioi  , which is the 
social part of the cockroach agent representing 
the collaboration among the group. CR 
represents the crossover operator between bi and 
li with the probability of Co. 
6.5 Evaluate each feature-subset (xi) using fitness 
function. 
6.6 Update the individual solution F(xi) based on 
fitness value. 
6.7 Update hungeri: 
hungerii trandhungerhunger  ]1,0[       (8) 
6.8 Update iteration-best solution TIB.  
For minimizing objective function:    
TIB = arg min q(F(xi))                   (9) 
For maximizing objective function:  
TIB = arg max q(F(xi))                 (10)  
where function q(.) gives the quality of the 
solution. 
7. Update the total best solution TTB by the current 
iteration-best solution TIB.  
For maximizing objective function: 


 
otherwiseT
)q(T)q(TifT
T
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IBTBTB
TB                 (11) 
For minimizing objective function: 
 

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otherwiseT
)q(T)q(TifT
T
IB
IBTBTB
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8. Update best feature-subset. 
9. Stopping criterion: the algorithm stops with the total-
best solution TTB and best feature-subset. The search 
will terminate if the global iteration has been reached. 
 
Testing is done for optimizing feature selection in 
machine vision for predicting water stress in plant using 
artificial neural network modeling. Sunagoke Moss is used 
as the experimental plant to study water stress changes in 
plant. Bhurga et al [14] have tested the use of leaf color for 
drought stress analysis in rice. The research demonstrates 
the capability of machine vision for stress level prediction. 
Testing procedures includes: first process is image 
acquisition in a dark chamber as shown in Fig. 5, in which 
the plant images were captured using digital camera (Nikon 
Coolpix SQ, Japan) placed at 330 mm perpendicular to the 
sample surface. The image size was 1024 x 768 pixels. 
Imaging was done under controlled and well distributed 
light conditions. Light was provided by two 22W lamps 
(EFD25N/22, National Corporation, Japan). Light intensity 
over the moss surface was uniform at 100 μmol m-2 s-1 PPF 
(Photometer, Li6400, USA) during image acquisition. For 
single objective and multi-objective optimization, total of 
212 features are used, consist of color features and textural 
features from various kind of color spaces e.g. RGB, Lab, 
Luv, HIS, HSL, etc. Indriani et al [15] have successfully 
tested the use of colors and textural features in pattern 
recognition for biological objects. For modeling the 
relationship between image features and water stress in 
plant, artificial neural network (ANN) is used with back-
propagation neural network (BPNN) as the learning method. 
Quiros et al [16] has proven the effectiveness of ANN for 
pattern recognition using machine vision. The performance 
of prediction accuracy is measured with root mean square 
error (RMSE). The number of data used in this study was 
500 image data consisting of various water stress condition. 
Selection process for selecting relevant image features is 
done using three nature-inspired approaches i.e. DCA, GA, 
and discrete-PSO. Multi objective optimization concerns 
optimization problems with multiple objectives. Barocio et 
al [17] and Qingqi et al [18] have proven the superiority of 
bio-inspired algorithms in solving multi-objective 
optimization. The fitness of multi objective optimization is 
calculated as follows: 
)(11 xRMSEweightfunction     (13) 
t
x
f
IF
weightfunction
)(
22 
      (14)   
21)( functionfunctionxfitness    (15)   
 
where RMSE(x) is the Root Mean Square Error of validation-
set data of BPNN using only the expression values of the 
selected image features in a subset x, where IF(x) is the 
number of selected image features in x. ft is the total number 
of image features, weight1 and weight2 are two priority 
weights corresponding to the importance of the accuracy 
and the number of selected image features, respectively, 
where weight1 ∈ [0.1, 0.9] and weight2 = 1- weight1. In this 
study, the accuracy is more important than the number of 
selected image features in a feature-subset. Problems solved 
for single and multi objectives optimization in this study use 
the same training data. In single objective optimization, the 
objective function is determined by minimizing prediction 
error. Whereas in multi objective optimization two objective 
functions are determined by minimizing prediction errors 
and minimizing the number of feature-subset. 
 
III. RESULTS AND DISCUSSION 
 
Figure 6 shows the performance of three bio-
inspired optimizations to optimize the feature selection 
problems in machine vision for single objective 
optimization. Experimental results show competitive 
performance among all feature selection optimization 
techniques. It shows the superiority of DCA, since it 
achieved better optimization performance as the objective of 
this research i.e. prediction accuracy of water stress in plant. 
Based on the observation using some various values of 
crossover rate ranged from 0.1 to 0.9, GA reached the 
lowest (optimum) fitness value at crossover rate of 0.5. 
Discrete-PSO reached the lowest (optimum) fitness value at 
crossover rate of 0.8. The best fitness plots of the iteration 
of each optimization method are displayed in Fig. 7 to 
highlight the search process in each optimization technique. 
From Fig. 6, the best optimization performance based on 
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fitness value is achieved with DCA followed by GA, and 
discrete-PSO.  
 
  
 
Fig. 4. DCA for discrete-optimization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Procedure of image  acquisition and image features extraction 
 
 
 
 
 
 
 
Fig. 6. Performance of single objective discrete-optimization using DCA, 
GA, and discrete-PSO. 
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Based on partial analysis using analysis of t-test it was 
shown that there is a significant statistical difference 
between DCA and other optimization methods at α = 0.05 
significant level. Analysis of t-test between DCA and GA 
showed a value of 0.0197, while the t-test value between 
DCA and discrete-PSO showed a value of 0.0143. DCA also 
showed the least absolute deviation, followed by discrete-
PSO, and GA in that order. This implies that DCA showed 
the highest reliability in optimization process. The results 
presented in Fig. 6 and 7 clearly show that the DCA have a 
positive effect on its ability to find global optima for single 
objective feature selection optimization. 
DCA has also been tested using multi-objectives 
optimization problem [9]. The plots of best fitness values of 
multi-objectives optimization using all optimization 
methods are displayed in Fig. 8 to highlight the search 
process in each optimization method. At the beginning of 
the iteration, all optimization methods (DCA, GA, and 
discrete-PSO) were given the same optimization problem 
which is defined as the initial condition. The fitness value 
obtained from the initial condition and then normalized by 
the value of 1.00. During the multi-objectives optimization 
process the fitness value continues to decrease, searching for 
the most minimum fitness value. Using the same weight 
parameter (weight1 = 0.9 and weight2 = 0.1), it shows that 
DCA has the best performance to minimize the fitness value 
(normalized fitness value = 0.66), followed by GA 
(normalized fitness value = 0.67), and discrete-PSO 
(normalized fitness value = 0.84) in that order, respectively. 
Figure 9 shows the performance of the discrete optimization 
method with the first objective function which is to 
minimize the prediction error (RMSE) of water stress in 
plant.  
For the first objective i.e. minimizing prediction error, 
based on partial analysis using analysis of t-test it was 
shown that there is a significant statistical difference 
between DCA and GA method at α = 0.05 significant level, 
but there is no significant difference between DCA and 
discrete-PSO. Analysis of t-test between DCA and GA 
showed a value of 0.0382, while the t-test value between 
DCA and discrete-PSO showed a value of 0.2567. Figure 10 
shows the performance of the discrete optimization method 
with the second objective function which is to minimize the 
number of feature-subset. For the second objective i.e. 
minimizing number of feature-subset, based on partial 
analysis using analysis of t-test it was shown that there is a 
significant statistical difference between DCA and other 
optimization methods at α = 0.01 significant level. Analysis 
of t-test between DCA and GA showed a value of 0.000017, 
while the t-test value between DCA and discrete-PSO 
showed a value of 0.000162. 
Most of all optimization methods can quickly minimize 
the fitness value at the beginning of 50 iterations, but based 
on the comparison analysis on the performance of all 
optimization methods, it shows the superiority of DCA to 
minimize the fitness value in early iterations, followed by 
GA and discrete-PSO, respectively. From the results, we can 
see that, DCA is quicker in locating the optimal solution. 
DCA has the ability to converge quickly. It has strong 
search capability in the problem space and can efficiently 
find optimum solution for multi-objectives optimization. 
From the results obtained, we can see the advantages of 
DCA in solving single objective optimization problems and 
multi-objective optimization compared to the other two 
methods, namely GA and discrete-PSO. This is because 
DCA has the characteristics to move randomly during the 
find food behavior process so it does not get stuck on local 
optima. This random find food behavior is not owned by GA 
or discrete-PSO. In addition, DCA has a find friends 
behavior process that is neither owned by GA nor discrete-
PSO. In this process global optima will be achieved by 
relying on best solution from its nearest neighbor and not 
from the best solution of the swarm population as done by 
discrete-PSO. This can prevent optimization on local 
optima. 
 
 
 
Fig. 7. Comparison of the performance of bio-inspired algorithms for single 
objective discrete optimization. 
 
 
 
 
Fig. 8. Performance of multi objectives discrete-optimization (a) DCA; (b) 
GA; (c) discrete-PSO. 
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Fig. 9. Performance of multi objectives discrete-optimization for 
minimizing prediction Root Mean Square Error (RMSE). 
 
Fig. 10. Performance of multi objectives discrete-optimization for 
minimizing number of feature-subset. 
IV. CONCLUSIONS 
 
Discrete cockroach algorithm (DCA) was developed to 
search optimum solution with the single objective function 
and multi-objectives feature selection optimization. To test 
the performance of DCA as optimization method we 
compare it with two forefront bio-inspired optimization 
methods i.e. genetic algorithm (GA), discrete particle swarm 
optimization (discrete-PSO). The achieved optimization 
results are promising. DCA has the best performance for 
solving feature selection optimization problems in machine 
vision for predicting water stress in plant using single 
objective optimization and also multi-objectives optimization. 
There is averagely significant difference of feature selection 
performance between DCA and other optimization methods. 
DCA has powerful exploration ability to find global optima. 
Several characteristics make DCA a unique approach: (1) 
Find_Food behavior that discourages the swarm from 
converging to local optima; (2) Find_Friends behavior to 
find global best solution which is determined by a group best 
solution from the neighborhood of the agents to avoid 
converging on a sub-optimal solution. 
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Abstract—Achieving consistent accuracy still big challenge 
in EEG based Motor Imagery classification since the nature of 
EEG signal is non-stationary, intra-subject and inter-subject 
dependent. To address this problems, we propose the feature 
extraction scheme employing statistical measurements in 
narrow window with channel instantiation approach. In this 
study, k-Nearest Neighbor is used and a voting scheme as final 
decision where the most detection in certain class will be a 
winner. In this channel instantiation scheme, where EEG 
channel become instance or record, seventeen EEG channels 
with motor related activity is used to reduce from 118 
channels. We investigate five narrow windows combination in 
the proposed methods, i.e.: one, two, three, four and five 
windows. BCI competition III Dataset IVa is used to evaluate 
our proposed methods. Experimental results show that one 
window with all channel and a combination of five windows 
with reduced channel outperform all prior research with 
highest accuracy and lowest standard deviation. This results 
indicate that our proposed methods achieve consistent 
accuracy and promising for reliable BCI systems. 
Keywords—EEG, motor imagery, narrow window, channel 
instantiation, voting scheme 
I. INTRODUCTION 
The term Brain-Computer Interface (BCI) is a system 
which translate the human brain signals and a 
communication technique to control a device [1]–[3]. 
Because of its great potential in areas such as rehabilitation 
and entertainment, BCI has been studied and developed 
actively by researchers [4] over the past two decades [5] that 
is usually recorded using electroencephalogram (EEG) [6]. 
Motor Imagery (MI) task is one of the most studied types of 
EEG signals in BCI systems [7]. MI is a mental activity 
about special motor movement without actual execution [8] 
or motor output [9]. Many studies have proved that MI plays 
a crucial role in motor skill learning, prosthesis control and 
rehabilitation of motor abilities [10]. 
In BCI, EEG signal is one of the most popular 
techniques due to low cost and non-invasive nature of EEG 
[3].  However, the nature of EEG signal  has too much noise, 
[11] non-stationary [12], [13] and subject-dependent [12], 
[14], [15] that affect the classification results [11]. Therefore, 
processing of EEG signals, which directly affects the 
classification accuracy, still represents an important and 
challenging issue [6]. EEG signal recognition is the key 
technology of MI-BCI that includes feature extraction and 
classification [16], [17]. 
Many studies have been conducted to address those such 
problems using various signal processing technique such as: 
time domain, frequency domain, time-frequency domain and 
spatial domain. Among these approach, time-frequency and 
spatial domain are commonly used by many studies. These 
signal processing technique are used as feature extraction 
and combined with classifier both single classifier or 
ensemble technique. Several researches also used feature 
selection since EEG signal recorded with multi-channel. 
In spatial domain, Common Spatial Pattern (CSP) is one 
of most popular technique in EEG based MI classification. 
Therefore, many studies have been used and improve CSP 
such as:  CSP with sparse time-frequency segment common 
spatial pattern [18], CSP combined with Differential 
Evolution as feature selection [19], CSP combined with 
symmetrical feature [20] and Filter Bank Regularized 
Common Spatial Pattern [21]. Another approach based on 
time-frequency signal processing technique by employing 
three popular wavelet technique has been conducted by [6].  
Based on prior research results, CSP still need 
improvement since CSP very sensitive to noise in nature and 
often over-fit with small training sets [22]. Existing studies 
that employed CSP yield excellent accuracy; however,  the 
result still not consistent where some subsets gained low 
accuracy. Therefore, how to improve the detection 
performance of EEG based MI is still a challenging issue for 
the development of BCI systems [22]. 
In this study, we propose narrow window feature 
extraction with seven statistical features to tackle non-
stationary nature of EEG signal and employing instance-
based learning with k-Nearest Neighbor (k-NN) as 
classifier. K-NN proven as promising classifier in EEG 
based MI classification [6].  Since instance-based learning 
need more data, we employ data transformation approach 
called channel instantiation where EEG multi-channel data 
transformed into instance which introduced by [22].  
The motivation of this work was to analyse the 
effectiveness of the narrow window feature extraction in 
channel instantiation approach using k-NN and voting 
scheme for making accurate and consistent detection of 
EEG based MI. Another motivation was to analyse a feature 
reduction with minimum channel by select only motor 
related activity channels that reduced computation time 
meanwhile maintain excellent and consistent accuracy. Thus, 
the proposed method expectedly suitable for reliable BCI 
systems for further implementation. 
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II. RELATED WORKS 
EEG based MI classification require two main tasks i.e. 
feature extraction and classification. In feature extraction, 
many approaches have been used combined with statistical 
feature. Since in EEG signal recorded in multi-channel, 
channel selection also considered by many researchers to 
reduce computation time yet maintain high accuracy. In this 
study, the most relevant prior researches are selected as 
related works based on dataset used (BCI competition III 
dataset IVa) and method validation with 10-fold cross 
validation.  
In [19], they utilized a differential evolution (DE) based 
technique to select most relevant features in EEG based MI 
and CSP as feature extractor (CSP+DE-FS). They achieved 
excellent accuracy and small standard deviation with 
96.02% and 3.77% respectively. However, CSP+DE-FS 
method is slow compared to the typical feature selection 
algorithms and the even more slower because of employing 
DE as a wrapper technique.  
Another CSP based feature extraction is used by [21] 
with improved CSP so called Filter Bank Regularized CSP 
(FBRCSP). FBRCSP use eighteen selected channel based 
on the Homunculus Theory and achieve 86.23% and 9.55% 
for accuracy and standard deviation respectively. FBRCSP 
not only feature extractor but also classifier based on 
distance measurement by calculate the distance between 
each feature vector and each class mean vector. However, 
FBRCSP need suitable selected parameter set that caused its 
varying performance. 
Another promising study introduced by [18]. They 
improve CSP with sparse time-frequency segment common 
spatial pattern (STFSCSP)  combined with Discernibility of 
Feature Sets (DFS) criteria that dedicated for spatial filter 
optimization and Weighted Naïve Bayesian Classifier 
(WNBC). They gained excellent result with accuracy about 
92.66% and standard deviation about 7.78%. However, the 
cost of more computation at classification task both in 
training and testing stages. 
A novel feature extraction so called symmetrical feature 
that built upon CSP (CSP+SF) was introduced by [20]. They 
achieve 82.06% and 13.4% for accuracy and standard 
deviation. Although CSP+SF has a robust characteristic of 
invariant EEG data compared with the previous CSP power 
band; however, the average results showed that the new 
feature type has lower performance in terms of power than 
the original CSP. 
Besides CSP, another approach based on signal 
processing technique by employing three popular technique, 
i.e.: Empirical Mode Decomposition, Discrete Wavelet 
Transform, and Wavelet Packet Decomposition has been 
conducted by [6]. They utilized higher order statistic (HOS) 
as main feature extractor, k-Nearest Neighbour (k-NN) as 
classifier and choose only three channels (C3, Cz, C4). 
Their method achieved excellent result with 92.8% and 
2.93% for accuracy and standard deviation respectively. 
However, their proposed method does not offer the best 
classification accuracy for all subjects with subject “av” 
gained lowest accuracy that below 90%. 
III. MATERIAL AND METHODS 
A. Dataset 
Dataset IVa from BCI competition III [23] is used in this 
study. This data set was recorded from five healthy subjects 
(“aa”, “al”,  “av”, “aw”, “ay”). EEG signal recorded for 
each subject with comfortable chair with their arms resting 
on the armrests. In this task, all subjects performed three 
types of motor imageries i.e.: right foot, left hand and right 
hand. However, for the competition, only right hand and 
right foot were provided. The recording signals were 
measured based on extended international 10/20-system 
with 118 EEG channels. Although signals digitized at 1000 
Hz with 16 bit, the data down-sampled at 100 Hz (by 
picking each 10th sample) also available for analysis. In this 
study, this 100 Hz down-sampled data is used for EEG 
based MI classification task. Each subject performed 280 
trials in total with the composition for training and testing 
sets. In this study, although every subject has separate 
training and testing sets, they were combined into one 
dataset due to the low number of trials and imbalance 
between training and testing sets. 
B. Narrow Window Feature Extraction 
In this study, narrow window feature extraction 
approach is used as shown in Fig. 1. This strategy is selected 
due to tackling the non-stationary nature of EEG signal, 
where smaller or narrower windows, will exhibit signal 
stationary [24]. As initial step, original dataset which 
contains EEG signal is filtered using 4th order Butterworth 
band-pass filter as commonly used in EEG signal processing 
[14], [25], [26]. EEG signal were filtered in frequency range 
8-30 Hz as same range with [19], [27]–[30]. After filtered, a 
time slot or window between 0.5 – 2 seconds is chosen for 
further process.  This time slot is narrower window than 
some prior researches, such as: 0.5 – 3.5 seconds [14], 0 – 
3.5 seconds [6], [19] and 0.5 – 2.5 seconds [21]. The 
selected time slot, which is range about 1.5 seconds, consists 
of 150 data points because 100 Hz down-sampled data is 
used in this study. These 150 data points then divided into 5 
windows for further feature extraction process. So each 
windows consist 30 data points, which much enough as 
sample size for statistical calculation. 
The next step is conduct feature extraction by using 
seven statistical features for each window. The following 
seven statistical features are chosen for EEG based MI 
classification: 
• Mean Absolute Value (mav): 
 
 mav = ଵ୬∑ |x୬|୒୧ୀଵ  (1) 
• Root Means Square (rms): 
 rms = ටଵ୬∑ x୬ଶ୒ଵ  (2) 
• Standard Deviation (σ): 
  = ටଵ୬∑ (x୬ − )ଶ୒ଵ  (3) 
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• Skewness: 
skewness = ටଵ୬∑
(୶౤ି)య
య
୒ଵ  (4) 
 
• Kurtosis: 
 kurtosis = ටଵ୬∑
(୶౤ି)ర
ర
୒ଵ  (5) 
• Variance to Means Ratio (vmr): 
 vmr = σ2/μ (6) 
• Coefficient of Variation (cv): 
 cv = σ/μ (7). 
After feature extraction calculated, the next step is 
channel instantiation step. Channel instantiation means a 
transformation from column into row, from feature into 
instance or record. In original dataset, EEG signal were 
recorded in multi-channel, so the recorded data actually 
belongs to channel. In this study, each channel has 35 
features, comes from 7 statistical features multiple with 5 
windows, for each trial. The channel then transformed into 
row or record and 35 statistical features become column or 
feature. Since each subject in BCI competition III Dataset 
IVa has 280 trials, so each subject has 280 x 118 records. In 
this study, we also use a 17-selected channels (FC3, FC1, 
FCz, FC2, FC4, C5, C3, C1, Cz, C2, C4, C6, CP3, CP1, CPz, 
CP2, CP4) since we were only concerned with motor related 
activity as used by [31] and according to the homunculus 
theory that represents motor activity area [32].  
This dataset transformation based on channel 
instantiation that proposed by [22]. However, their proposed 
method only transform in class level not trial level and then 
perform classification. In our proposed method, we perform 
classification in trial level not class level which is a 
mandatory task that should be performed in BCI 
competition. This feature extraction and channel 
instantiation will produce a processed data that will be used 
further for the classification task. 
C. k-NN and Voting Scheme 
Processed data from feature selection stage than feed to 
10-fold cross validation (CV) scheme as shown in Fig.2. In 
10-fold CV, data will split into 10 subsets mutually exclusive 
with equal size where nine subsets are used for training and 
one subset is used for testing and this process repeats 10 
times where the testing data is different for each process. As 
shown in Fig. 2, channel selection is conducted on processed 
data with 17 channels that related to motor activity.  
In 10-fold CV, k-NN is used as classifier since k-NN 
support incremental learning, able to model complex 
decision spaces having hyper-polygonal shapes that may not 
be as easily describable by other learning algorithms such as 
decision trees and widely used in the area of pattern 
recognition [33, p. 423]. k-NN searches the pattern space for 
the k training instance that are closest to the testing instance. 
These k training instance are the k “nearest neighbors” of the 
testing instance. Closeness is defined in terms of a distance 
metric, such as Euclidean distance, Canberra distance, 
Manhattan distance, etc. In this study, Canberra distance is 
used as numerical measurement in k-NN parameter. After 
10-fold CV conducted, the detected data then saved to 
MySQL database and then we calculate the accuracy based 
on voting scheme. 
In this voting scheme, the most certain class (class 1 or 
class 2) detected as a final decision for each trial. Since in 
this study, one single trial has 118 detected records for all 
channel scheme and 17 detected records for selected channel 
scheme. The decision whether class 1 or class 2 based on 
which channel is most detected to certain class. Since there 
are 118 channels, we create simple majority voting 
threshold where detection more than half of 118 for all 
channel scheme and 17 for selected channel scheme belongs 
to certain class, so the decision is belongs to its class. 
 
 
 
 
 
 
 
 
 
 
D. Evaluation 
In this study, overall accuracy is used as main evaluation 
since many prior research used accuracy as main evaluation. 
This simply calculate based on number of true detection 
divided to total number of trial. In BCI competition III 
 
Fig. 1. Narrow window feature extraction and channel instantiation 
blog diagram 
 
 
Fig. 2. k-NN detection and voting scheme block diagram
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dataset IV-a, all subjects (sub-dataset) has 280 trials. 
Although every subject consisted different train and test sets, 
they were combined into one dataset due to the low number 
of trials as used by some prior research [6], [18], [19]. This 
evaluation calculated after voting scheme is conducted. 
IV. RESULTS AND DISCUSSION 
The experiments are conducted using a computing 
platform based on Intel i7 CPU and 8 GB RAM with 
Microsoft Windows 8.1 64-bit operating system. In 
development tools, Rapidminer 8.1 Educational License and 
MySQL are used. Matlab R2014b is employed as signal 
filtering tool and HeidiSQL version 9.4 as MySQL editor for 
calculating accuracy based on stored data from Rapidminer 
process with comply to voting scheme.  
In this study, we propose two groups based on number of 
channel used, i.e.: all channels and selected channel. In all 
channel, only single window of feature extraction is used. 
Meanwhile in selected channel, a combination of windows 
are used. Table I and II show the performance results of our 
proposed methods. 
A. All Channel Classification Results 
In Table I, all single window gain excellent accuracy 
with 5-th window (w5) gain the best accuracy and lowest 
standard deviation with 99.71% and 0.16% respectively. All 
single window gain perfect accuracy for subject “ay”. The 
w5 gain most consistent result compared to other single 
window. This window then used in combination windows 
scheme which utilize selected channel only. 
TABLE I.  SINGLE WINDOW WITH ALL CHANNEL 
w 
Accuracy (%) 
Average 
aa al av aw ay 
w1 97.86 100 99.64 100 100 99.5 ± 0.9 
w2 98.21 98.93 100 100 100 99.43 ± 0.82 
w3 98.21 99.64 100 100 100 99.57 ± 0.78 
w4 98.21 99.64 98.93 100 100 99.36 ± 0.78 
w5 99.64 99.64 99.64 99.64 100 99.71 ± 0.16 
 
As shown in Table I, all single window empirically gain 
excellent and consistent performance with low standard 
deviation (all below 1%). This findings prove that the 
narrow window is effective in tackling EEG signal non-
stationary [24]. However, this scheme utilize all channels 
(118 channels). In online BCI system, the using of many 
channels is not preferable since it will need more resource in 
EEG signal recording, time and computation [19], etc. Thus, 
reducing channel is one of solution to tackle those such 
issues. 
B. Selected Channel Classification results 
Table II presents five our other proposed methods and its 
results.  As shown in Table II, single windows comes from 
the best windows, w5 and the rest comes from combination 
of two until five windows. In these proposed methods, only 
seventeen channels included in computation. Single window 
(w5) gain lowest performance both in accuracy and standard 
deviation. Meanwhile, the performance increase with the 
number of windows increase. A five windows combination, 
consists of 1-st, 2-nd, 3-rd, 4-th and 5-th windows (w12345), 
gain the best performance in matter of highest accuracy and 
lowest standard deviation with 99.41% and 0.46% 
respectively. The w12345 with selected channel 
classification performance almost similar with the best single 
window (w5) with all channels (99.21% ± 0.45% vs. 99.71% 
± 0.16%). These findings prove that combination of several 
narrow window even with minimum channel still gain 
excellent performance in matter of excellent accuracy and 
consistent performance in matter of low in standard 
deviation. 
TABLE II.  COMIBINED WINDOWS WITH SELECTED CHANNEL 
w 
Accuracy (%) Average 
(%) aa al av aw ay 
wa 86.79 80.00 91.79 87.14 92.50 87.64 ± 5 
wb 93.21 95.00 95.71 96.79 97.14 95.57 ± 1.57 
wc 96.79 97.50 96.79 99.29 98.93 97.86 ± 1.18 
wd 98.57 99.29 98.57 98.93 99.64 99 ± 0.47 
we 98.57 99.29 99.64 98.93 99.64 99.21 ± 0.46 
a.  w5, b. w12, c. w123, d. w1234, e. w12345 
In this study, one trial of EEG based MI task has 17 
instances to be detected whether class 1 (right hand) or class 
2 (right foot). Since one trial has 17 detection results, at 
least 9 true detections as true detection for corresponding 
trial. In other word, false detection assigned to 
corresponding trial when number of misdetection higher or 
equal to 9. Table III presents averaged number of 
misdetection distribution among 280 trials for all subjects. 
TABLE III.  MISDETECTION DISTRIBUTION OF AVERAGED RESULTS 
FROM ALL SUBJECTS FOR COMBINED WINDOWS WITH SELECTED CHANNEL 
range 
#misdetection distribution 
w5 w12 w123 w1234 w12345 
0 – 2 41 76.2 105.4 129 150.8 
3 – 5  107.2 125 123.8 115.4 102.2 
6 – 8  97.2 66.4 44.8 32.8 24.8 
>=9 34.6 12.4 6 2.8 2.2 
Total 280 280 280 280 280 
#True Det. 245.4 267.6 274 277.2 277.8 
Accuracy (%) 87.64 95.57 97.86 99 99.21 
 
As shown in Table III, w5 has highest number of 
misdetection that caused false detection and decrease its 
accuracy (range >=9); meanwhile w12345 has lowest 
number of misdetection. More windows combination 
increase number of misdetection in lower range (0 – 2 until 6 
– 8) that cause increase true detection and finally increase its 
accuracy (#True Det. divided by Total). In this study, it 
needs at least 2 narrow windows in order to achieve excellent 
accuracy (more than 90%). This findings proof that narrow 
window is still effective although with channel reduction. 
In order to analyze the effectiveness of the proposed 
methods, we compare our proposed methods to the most 
relevant prior research. Five prior researches, as describe in 
Section 2, are selected as benchmark and comparison. Table 
IV presents its comparison. 
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As shown in Table IV, all prior researches yielded low 
accuracy for subject “av” (below 90%) and three of them 
gained wide standard deviation (more than 5%). The best 
performance form the prior research is hold by Baig et al. 
[19] with 96.02% and 3.77% for accuracy and standard 
deviation respectively. Compared to our proposed method, 
especially the proposed methods with selected channel, 4 of 
5 our proposed methods outperform all averaged results of 
the prior researches both in accuracy and standard deviation. 
Among these results, 2 of 5 our proposed methods 
outperform not only in averaged result but also outperform in 
every subjects. 
The effectiveness of the proposed methods is a 
combination strategy from feature extraction scheme until 
classification scheme. First, the narrow window and its 
combination in tackling non-stationary EEG signal [24]. 
Second, the using of higher order statistic (skewness and 
kurtosis) as statistical feature extraction method [6], mean 
average value and root mean square [22], [34]. Finally, the 
using of channel instantiation approach [22] that create more 
instance that effective for k-NN as instance-based classifier 
in EEG based MI classification [6].  
V. CONCLUSION 
In this study, a combination of narrow window feature 
selection and seventeen motor related activity EEG channels 
were used for classification task of MI based EEG signal. A 
multi-channel with 2-class dataset taken from BCI 
competition III Dataset IVa is used for this purpose. We 
conducted and evaluated the proposed methods by using 
promising approach so called channel instantiation as data 
transformation, k-NN algorithm and voting scheme for final 
decision. From the experimental results, all proposed 
methods with all channel yield excellent accuracy and 
consistent for all subjects. The proposed methods with 
selected seventeen channels also effective and gain 
consistent excellent accuracy with at least three narrow 
windows combination. These results show that the proposed 
method has the potential to obtain a reliable EEG based MI 
classification and can be used practically in online BCI 
systems such as: controlling a wheelchair, rehabilitation 
therapies for the stroke rehabilitation or improve motor 
rehabilitation outcomes. However, several issue still open 
for future works such as: a need for automatic feature 
selection to reduce the computational time and apply model 
in multi-class EEG based MI classification to test the 
robustness of the proposed method. 
REFERENCES 
 
[1] D. H. Krishna, I. A. Pasha, and T. S. Savithri, “Classification of EEG 
Motor Imagery Multi Class Signals Based on Cross Correlation,” 
Procedia Comput. Sci., vol. 85, pp. 490–495, 2016. 
[2] J. Minguillon, M. A. Lopez-Gordo, and F. Pelayo, “Trends in EEG-
BCI for daily-life: Requirements for artifact removal,” Biomed. 
Signal Process. Control, vol. 31, pp. 407–418, 2017. 
[3] H. Mirvaziri and Z. S. Mobarakeh, “Improvement of EEG-based 
motor imagery classification using ring topology-based particle 
swarm optimization,” Biomed. Signal Process. Control, vol. 32, pp. 
69–75, 2017. 
[4] S. Liang, K.-S. Choi, J. Qin, W.-M. Pang, Q. Wang, and P.-A. Heng, 
“Improving the discrimination of hand motor imagery via virtual 
reality based visual guidance,” Comput. Methods Programs Biomed., 
vol. 132, pp. 63–74, 2016. 
[5] Y. Yu et al., “Toward brain-actuated car applications: Self-paced 
control with a motor imagery-based brain-computer interface,” 
Comput. Biol. Med., 2016. 
[6] J. Kevric and A. Subasi, “Comparison of signal decomposition 
methods in classification of EEG signals for motor-imagery BCI 
system,” Biomed. Signal Process. Control, vol. 31, pp. 398–406, 
2017. 
[7] P. J. García-Laencina, G. Rodríguez-Bermudez, and J. Roca-Dorda, 
“Exploring dimensionality reduction of EEG features in motor 
imagery task classification,” Expert Syst. Appl., vol. 41, no. 11, pp. 
5285–5295, 2014. 
[8] K. McInnes, C. Friesen, and S. Boe, “Specific brain lesions impair 
explicit motor imagery ability: A systematic review of the evidence,” 
Arch. Phys. Med. Rehabil., vol. 97, no. 3, pp. 478–489, 2016. 
[9] T. Zhang et al., “Structural and functional correlates of motor 
TABLE IV.  PERFORMANCE COMPARISON TO PRIOR RESEARCH 
 
Authors Method 
Accuracy (%)* 
aa al av aw ay average 
Baig et al. [19] CSP+DE-FS  95.8 98.8 89.8 99.2 96.5 96.02 ± 3.77 
Kevric and Subasi [6] MSPCA+WPD+HOS 96 92.3 88.9 95.4 91.4 92.8 ± 2.93 
Park S. H. et al. [21] FBRCSP 91.07 94.64 75 76.78 93.65 86.23 ± 9.55 
Miao et al. [18] STFSCSP 95.2 98.58 79.41 97.78 95.02 92.66 ± 7.78 
Park S. M. et al. [20] CSP+SF 72.62 95.92 63.54 89.85 88.38 82.06 ± 13.4 
Proposed Method #1 w5+all-ch+k-NN+VS 99.64 99.64 99.64 99.64 100 99.71 ± 0.16 
Proposed Method #2 w5+17-ch+k-NN+VS 86.79 80.00 91.79 87.14 92.50 87.64 ± 5 
Proposed Method #3 w12+17-ch+k-NN+VS 93.21 95.00 95.71 96.79 97.14 95.57 ± 1.57 
Proposed Method #4 w123+17-ch+k-NN+VS 96.79 97.50 96.79 99.29 98.93 97.86 ± 1.18 
Proposed Method #5 w1234+17-ch+k-NN+VS 98.57 99.29 98.57 98.93 99.64 99 ± 0.47 
Proposed Method #6 w12345+17-ch+k-NN+VS 98.57 99.29 99.64 98.93 99.64 99.21 ± 0.46 
                                                           *bold number means the best results compared to prior researches, underlined number means the best results among prior researches 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
736
imagery BCI performance: Insights from the patterns of Fronto-
Parietal Attention Network,” Neuroimage, 2016. 
[10] H. Burianová et al., “Multimodal functional imaging of motor 
imagery using a novel paradigm,” Neuroimage, vol. 71, pp. 50–58, 
2013. 
[11] L. He, B. Liu, D. Hu, Y. Wen, M. Wan, and J. Long, “Motor 
imagery EEG signals analysis based on Bayesian network with 
Gaussian distribution,” Neurocomputing, vol. 188, pp. 217–224, 
2016. 
[12] T. Kayikcioglu and O. Aydemir, “A polynomial fitting and k-NN 
based approach for improving classification of motor imagery BCI 
data,” Pattern Recognit. Lett., vol. 31, no. 11, pp. 1207–1215, Aug. 
2010. 
[13] S. Chatterjee, N. Ray Choudhury, and R. Bose, “Detection of 
epileptic seizure and seizure-free EEG signals employing generalised 
S -transform,” IET Sci. Meas. Technol., vol. 11, no. 7, pp. 847–855, 
2017. 
[14] J. Meng, L. Yao, X. Sheng, D. Zhang, and X. Zhu, “Simultaneously 
Optimizing Spatial Spectral Features Based on Mutual Information 
for EEG Classification,” IEEE Trans. Biomed. Eng., vol. 62, no. 1, 
pp. 227–240, 2015. 
[15] D. Li, H. Zhang, M. S. Khan, and F. Mi, “A self-adaptive frequency 
selection common spatial pattern and least squares twin support 
vector machine for motor imagery electroencephalography 
recognition,” Biomed. Signal Process. Control, vol. 41, pp. 222–232, 
2018. 
[16] L. Duan, M. Bao, J. Miao, Y. Xu, and J. Chen, “Classification Based 
on Multilayer Extreme Learning Machine for Motor Imagery Task 
from EEG Signals,” Procedia Comput. Sci., vol. 88, pp. 176–184, 
2016. 
[17] J. S. Suri, A. Kumar, G. K. Singh, and M. K. Ahirwal, “Sub-band 
classification of decomposed single event-related potential co-
variants for multi-class brain–computer interface: a qualitative and 
quantitative approach,” IET Sci. Meas. Technol., vol. 10, no. 4, pp. 
355–363, 2016. 
[18] M. Miao, H. Zeng, A. Wang, C. Zhao, and F. Liu, “Discriminative 
spatial-frequency-temporal feature extraction and classification of 
motor imagery EEG: An sparse regression and Weighted Naïve 
Bayesian Classifier-based approach,” J. Neurosci. Methods, vol. 278, 
pp. 13–24, 2017. 
[19] M. Z. Baig, N. Aslam, H. P. H. Shum, and L. Zhang, “Differential 
Evolution Algorithm as a Tool for Optimal Feature Subset Selection 
in Motor Imagery EEG,” Expert Syst. Appl., vol. 90, pp. 184–195, 
2017. 
[20] S. M. Park, X. Yu, P. Chum, W. Y. Lee, and K. B. Sim, 
“Symmetrical feature for interpreting motor imagery EEG signals in 
the brain???computer interface,” Optik (Stuttg)., vol. 129, pp. 163–
171, 2017. 
[21] S.-H. Park, D. Lee, and S.-G. Lee, “Filter Bank Regularized 
Common Spatial Pattern Ensemble for Small Sample Motor Imagery 
Classification,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 4320, 
no. c, pp. 1–1, 2017. 
[22] Siuly, H. Wang, and Y. Zhang, “Detection of motor imagery EEG 
signals employing Naïve Bayes based learning process,” Meas. J. 
Int. Meas. Confed., vol. 86, pp. 148–158, 2016. 
[23] B. Blankertz et al., “The BCI competition III: Validating alternative 
approaches to actual BCI problems,” IEEE Trans. Neural Syst. 
Rehabil. Eng., vol. 14, no. 2, pp. 153–159, 2006. 
[24] Siuly and Y. Li, “A novel statistical algorithm for multiclass EEG 
signal classification,” Eng. Appl. Artif. Intell., vol. 34, pp. 154–167, 
2014. 
[25] L. Sun, Z. Feng, B. Chen, and N. Lu, “A contralateral channel 
guided model for EEG based motor imagery classification,” Biomed. 
Signal Process. Control, vol. 41, pp. 1–9, 2018. 
[26] T. Uehara, M. Sartori, T. Tanaka, and S. Fiori, “Robust Averaging of 
Covariances for EEG Recordings Classification in Motor Imagery 
Brain-Computer Interfaces,” Neural Comput., 2017. 
[27] L. Duan, Z. Hongxin, M. S. Khan, and M. Fang, “Recognition of 
motor imagery tasks for BCI using CSP and chaotic PSO twin 
SVM,” J. China Univ. Posts Telecommun., vol. 24, no. 3, pp. 83–90, 
2017. 
[28] C. Park, C. C. Took, and D. P. Mandic, “Augmented Complex 
Common Spatial Patterns for Classification of Noncircular EEG 
From Motor Imagery Tasks,” IEEE Trans. Neural Syst. Rehabil. 
Eng., vol. 22, no. 1, pp. 1–10, Jan. 2014. 
[29] W. Y. Hsu, “EEG-based motor imagery classification using neuro-
fuzzy prediction and wavelet fractal features,” J. Neurosci. Methods, 
vol. 189, no. 2, pp. 295–302, 2010. 
[30] X. Tang, N. Zhang, J. Zhou, and Q. Liu, “Hidden-layer visible deep 
stacking network optimized by PSO for motor imagery EEG 
recognition,” Neurocomputing, vol. 234, no. December 2016, pp. 1–
10, 2017. 
[31] B. J. Edelman, B. Baxter, and B. He, “EEG Source Imaging 
Enhances the Decoding of Complex Right-Hand Motor Imagery 
Tasks,” IEEE Trans. Biomed. Eng., vol. 63, no. 1, pp. 4–14, 2016. 
[32] C. C. J. M. De Klerk, M. H. Johnson, and V. Southgate, “An EEG 
study on the somatotopic organisation of sensorimotor cortex 
activation during action execution and observation in infancy,” Dev. 
Cogn. Neurosci., vol. 15, pp. 1–10, 2015. 
[33] J. Han, M. Kamber, and J. Pei, Data Mining, 11th ed. Morgan 
Kaufman, 2011. 
[34] P. K. Pattnaik and J. Sarraf, “Brain Computer Interface issues on 
hand movement,” J. King Saud Univ. - Comput. Inf. Sci., 2016. 
 
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
737
Emotion Recognition using Fisher Face-based Viola-
Jones Algorithm 
 
Kartika Candra Kirana 1, Slamet Wibawanto 2, Heru Wahyu Herwanto 3 
Department of Electrical Engineering  
State University of Malang  
Jl. Semarang No 5, Malang, Indonesia 
kartika.candra.ft@um.ac.id 1, slamet.wibawanto.ft@um.ac.id 2, heru_wh@um.ac.id 3 
 
 
Abstract—In the form of the image integral, this primitive 
feature accelerates the performance of the Viola-Jones algorithm. 
However, the robust feature is necessary to optimize the results 
of emotion recognition. Previous research [11] has shown that 
fisher face optimized projection matrix in the low dimensional 
features. This feature reduction approach is expected to balance 
time-consuming and accuracy. Thus we proposed emotion 
recognition using fisher face-based Viola-Jones Algorithm. In this 
study, PCA and LDA are extracted to get the fisher face value. 
Then fisher face is filtered using Cascading AdaBoost algorithm 
to obtain face area. In the facial area, the Cascading AdaBoost 
algorithm re-employed to recognize emotions. We compared the 
performance of the original viola jones and fisher face-based 
viola jones using 50 images on the State University of Malang 
dataset by measuring the accuracy and time-consuming in the 
fps. The accuracy and time-consuming of the Viola-Jones 
algorithm reach 0.78 and 15 fps, whereas our proposed methods 
reach 0.82 and 1 fps. It can conclude that the fisher face-based 
viola-jones algorithm recognizes facial emotion as more accurate 
than the viola-jones algorithm. 
Keywords—facial, emotion recognition, fisher face, FLDA, 
Viola-Jones algorithm. 
I.  INTRODUCTION 
The Viola-Jones algorithm is often thought of as a rapid 
processing for face detection. In this algorithms, AdaBoost 
algorithms classify the rectangular features in "cascade" stages. 
The rectangle feature is computed rapidly using an integral 
theorem every shifting of sub-window. In the form of the 
image integral, this primitive feature accelerates the 
performance of the Viola-Jones algorithm. [1] The rate of face 
detection proceeded in 15 frames per second (fps), thus it 
supports real-time processing.  
Despite image integral can be calculated quickly, the 
representation of integral is less responsive to changes in face 
angle[2] [3] [4]. These problems decrease the accuracy. In 
addition, image integral requires a very large derivative feature 
to find face boundaries, even for thumbnails [5]. In other 
research contexts, image integrals cannot identify a problem 
optimally. For example, [6] explains that river image 
characteristics are almost identical to other images, such as the 
ocean. Therefore  [6] identifies the river using the modified 
image integrals based on hydromorphology features. This 
research segment river from trees, roads, roofs, shore and the 
sky using hydromorphology feature until 70%. However, this 
system distinguishes between sea and river in an accuracy of 
68%. 
In emotion recognition research, image integrals cannot 
identify a problem optimally. [7] proposes the Viola-Jones 
algorithm to detect human emotion in video sequences. Their 
results show that proposes the Viola-Jones algorithm only 
reaches the accuracy in 70%. However, their proposed methods 
can be computed rapidly. [8] also mentioned that the feature 
integral result does not work well on emotional recognition, 
thus they combines the Viola-Jones and Edge-Histogram of 
Oriented Gradient as feature descriptor identify the emotions of 
the patients. However, Edge-Histogram of Oriented Gradient 
cannot describe the frequency distribution with the open class. 
Image integrals cannot identify the facial emotion optimally 
because the differences of human expression in showing 
emotion. For example, uninterested emotions can be marked by 
yawning (eyes still open). Some others can be marked by 
falling asleep (eyes closed). Both of these examples have 
different image integral values, so we need another robust 
feature in recognizing emotions.  
[9] compared textured features in the emotion recognition 
using Support Vector Machine (SVM). They show that fisher 
face presents the emotion more represent than gradient and 
wavelet. However, SVM computes the multi-class 
classification slowly. [10] proposed the 2D fisher face which is 
hoped to find the best projection direction matrix. The result 
shows that 2D fisher face more accurate than Principal 
Component Analysis (PCA) and 2D-PCA. However, 2D fisher 
face computes slower than PCA. [11] implements artificial 
neural networks and fisher face features to recognize emotions 
in the learning context. They reach an accuracy of 81%. 
However, they confirmed that the applying of a complex neural 
network architecture produce an accurate system that computes 
slowly. Although fisher face optimized projection matrix in the 
low dimensional features. This feature needs a longer time than 
the integral features.  
The above research [9][10][11] have been shown that the 
fisher face feature is a robust feature in the facial emotion 
recognition. However, they consume a longer time than the 
primitive features. On the other sides, the Cascaded Adaboost 
algorithm in Viola-Jones algorithms handles the computing 
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time with reject unnecessary area quickly using hard limit 
[2][3]. The combination of fisher face and the Cascaded 
Adaboost algorithm is expected to balance time-consuming and 
accuracy in facial emotion recognition, thus we propose 
emotion recognition using fisher face-based viola-jones 
algorithm. In this study, our contribution is modifying the 
features of fisher face as a substitute for feature rectangle to 
detect faces and emotions simultaneously. 
II. FACIAL EMOTION 
The emotion can be performed using, gestures, speech, 
control, and facial expression. However, the most of popular 
approach in emotion recognition is the acquisition of facial-
based features [12]. The emotion is divided into the positive 
emotion and the negative emotion. The emotion is also divided 
into neutral, happiness, sadness, anger, fear, surprise and 
disgust [12]. In this research, we applied our proposed method 
in the learning environment, thus the basic emotion cannot 
present the learning specifically. There are two popular 
learning emotion approaches consisting of Russell’s 
Circumplex approach and the affective and constructive 
learning-based approach. Russell’s Circumplex Approach 
classify emotion into interest, engagement, confusion, 
frustration, satisfaction, hopefulness, boredom, and 
disappointment [13]. In addition, the affective and constructive 
learning-based approach determine emotions more simply. It 
separated the emotion into four types. First, the student feels 
interested in a matter of learning. Second, the student began to 
have confusion and difficulties. Thirst, student emotions start 
negative when feeling there is a frustration in learning. Fourth, 
shows students gain new insights as the basis for the search for 
new ideas. [13] [14] [15]. 
III. FISHER FACE 
Fisher faces or named as fisher linear discriminant is the 
combination of Principle Component Analysis (PCA) and 
Linear Discriminant Analysis (LDA). PCA is an unsupervised 
algorithm, whereas LDA is an unsupervised algorithm. PCA 
keeps the distribution information but cannot project the 
optimal matrix. LDA project the optimal matrix under Fisher 
criterion, but the dimension of the input space is greater than 
the number of training images, thus it cannot be applied 
directly. [9] [10] [11]  
Projection PCA of the matrix is computed by Equation 1 
and projection LDA of the matrix is computed by Equation 2.  
      
 (1) 
  (2) 
where T is the transpose of the matrix . Total scatter matrix 
ST is the summation of the Sb between-class scatter matrix and 
Sw within-class scatter matrix.  
Sb between-class scatter matrix is shown as follows: 
,    (3) 
and Sw within-class scatter matrix is shown as follows: 
 (4) 
where if N present the total of data and C present the total of 
class, then NC present the total of data in class C. Meanwhile,  
x is the vector and μ is the mean of the vector.  
 
IV. VIOLA-JONES ALGORITHM 
In Viola-Jones algorithm, In this algorithms, AdaBoost 
algorithms classify the rectangular features in "cascade" 
stages.  The rectangular features are calculated using an 
integral representation which is calculated using Equation 5.  
 
,   (5) 
where We is the integral of sub window’s and wi is integral 
to pixel-i. A number of M filters are looped at each cascaded 
stage. The weak classifier (km) is selected from the pool of the 
classifier. The weight of the classifier wt is updated on each 
iteration. 
V. METHODOLOGY 
A. Dataset 
We captured ten UM’s student (six men and four woman 
with age 18-24 years) in the class using CANON EOS 700D. 
The camera is placed facing the student at the top of the 
presentation screen, while the camera and the student sitting 
position have the different angle of inclination. Video 
resolution is set 720X1280 pixels in 25 frames per seconds 
(fps). These videos are converted into the image in 25 frames 
per minutes, thus there is 100 image of student facial 
expression. 50 images are set as training data and 50 is set as 
testing data. In this research, we only capture the two emotion 
consist of interest and bored in the real class. These both 
emotions are most commonly found in real class. ‘Interest’ 
represents the positive emotion which is described as a state of 
willingness to process and understand information. 
Nevertheless, ‘bored’ represent negative emotion which is 
described as a state of unwillingness to process and understand 
information. 
 
B. Facial Emotion Recognition using Fisher Face-based 
Viola-Jones Algorithm 
 
The pseudocode Fisher face-based Viola-Jones algorithm 
is shown in Figure 1. Our contribution is modifying the 
features of fisher face as a substitute for feature rectangle to 
detect faces and emotions simultaneously.  
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Input: Face image 
Output: Emotion{Interest,Bored} 
for i  1 to num of sub window’s shift do 
 for j  1 to num of cascaded stages do 
for k  to num of filter do 
 Calculate We fisher face Using Equation (6) 
 update wface using Equation(8) 
 update wemotion = Equation (8) 
 if we < wface then  
  break for k loop 
    elseif we < wemotion then  
  output = bored 
    else 
     output = interest 
 end_if 
end_for 
  end_for 
 end_for 
Fig. 1. Pseudocode of Fisher Face-based Viola-Jones Algorithms for Facial 
Emotion Recognition 
 
Like the original Jones-Viola algorithm, the features on 
each shifted window are calculated. In this study, we do not 
present rectangular features, but we modified the Viola-Jones 
algorithm using the fisher-face feature. Fisher face is a 
composite of PCA and LDA calculated using Equations 1 and 
2 that can be simplified into Equation 6. 
 
            (6) 
 
At Equation 6, the feature of sub window’s we are 
projected by the matrix φ of fisher’s face J. It calculated using 
a diagonal eigenvalue matrix ᴧ that equal to Equation 1 and 
φFisher. φFisher eliminates zero eigens and sort in descending 
order.  
A number of M filters are looped at each cascaded stage. 
The weak classifier (km) is selected and the weight of classifier 
αm is calculated by: 
.  (7) 
where  is the weight-normalized and it is set as follows : 
 
.   (8) 
where  is a maximum weight. The updated threshold wt is 
updated on each iteration m+1 by: 
 
,       (9) 
 
In this study, there is two threshold wt consist of wface and 
wemotion. wface is the threshold of the face. wface is compared 
with the weight of the sub window's we. If we are less than 
wface, the sub-windows is rejected as the face. Whereas if we 
are more than wface, the sub window is processed in emotion 
recognition. The procedure of emotion recognition is similar 
to face detection, However, we are compared with wemotion. 
wemotion is the threshold of emotion. If we are less than wemotion, 
the sub-windows is set as bored. Whereas if we are more than 
wemotion, the sub window is set as interest. 
C. Evaluation 
Series of experiments are conducted to compare the 
performance of Fisher Face-based Viola-Jones Algorithm and 
original Viola-Jones Algorithm for the facial emotion 
recognition. We used original Viola-Jones Algorithm version 
[7] as a comparison. The emotions ground truth is analyzed 
manually by an expert.  The estimated results are compared 
with ground truth to obtain the accuracy, precision, and recall 
which are calculated as follows: 
        (10) 
           (11) 
        (12) 
 
where TP is the number of the interest emotion that classified 
correctly, TN is the number of the bored emotion that classified 
correctly, FN is the number of interest emotion that classified 
as bored emotion, and FP is the number of bored emotion that 
classified as interest emotion. 
VI. RESULT AND DISCUSSION 
In this study,we compare the performance of Fisher Face-
based Viola-Jones Algorithm and original Viola-Jones 
Algorithm for the facial emotion recognition. In this study, we 
initialize the variables based on [1] and [7] research shown in 
Table I. We use a base resulution of 24x24 pixels that this 
bounding box was enlarged up to 50%. We also set 38 layer 
cascade of classifiers without comparing the best layer values. 
In addition we implemented 3 stages which are more one stage 
than [1]. Stage I is used to reject unface area. Stage II is used to 
update the weight of facial emotion, whereas stage III is used 
to estimate the emotion using the updated weight.  
We evaluated the accuracy, precision, recall, and time-
consuming of the system using 50 data of the University of 
Malang's learning dataset. There are 25 images of students with 
'interest' emotions and 25 others have 'bored' emotions in 
testing data. Moreover, we initialize the 'interest' emotions as a 
positive class and 'bored' emotions as a negative class.  The 
comparison of evaluation is shown in Table II. 
In Table II, we compare our proposed algorithm and the 
original Viola-Jones algorithms [1][7]. The results show that 
original Viola-Jones algorithm achieves accuracy, precision, 
recall, and time up to 0.78, 0.77, 0.80 and 15 fps respectively, 
whereas our proposed method achieves 0.82, 0.78, 0.84, and 1 
fps. These results show that the fisher face-based Viola-Jones 
algorithm recognizes facial emotion more accurate and 
precision than the Viola-Jones algorithm. However, our 
algorithm is 15x slower than the original Viola-Jones. At the 
same time, the original Viola-Jones algorithm is able to execute 
15 frames per second, our algorithm is only able to extract 1 
frame every second. The original Viola-Jones system works 
faster because it uses simple summation based features, while 
the features we use work twice in PCA and LDA calculations. 
however, our system is more accurate because the fisher face is 
able to produce the best vector dimension to represent the face 
and emotions as described by [9] [10] and [11]. 
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 TABLE I.  THE INITIALIZATION 
Variables Value 
Base resolution 
Layer cascade of classifiers 
Stages 
24x24 pixelsa 
38a 
3 
a. The value set is the same as [1]  
 
The example of comparison results in our tests is shown in 
Figure 2. Figure 2 (a) and Figure 2 (b) show the results of the 
original Viola-Jones algorithm, while Figure 2 (c) and Figure 2 
(d) show the results of the fisher face-based Viola-Jones 
algorithm In Figure 2 (a) and 2 (c), both methods can not detect 
faces that are not facing the camera. However, if the angle of 
the face is not extreme, both methods can detect the face.  
In Figures 2 (b) and 2 (d), both methods can detect two 
faces that are not facing the camera because the face angle is 
not extreme. In Figure 2 (b), the viola jones algorithm detects 
one interested student and one student bored, while in Figure 2 
(d), our algorithm detects both students bored. Based on the 
ground truth by the experts, the two students have an indication 
of boredom in learning. This is shown by the eyes that did not 
focus on presentation slides and talk with other students. There 
is a possibility that the original jones viola detect the emotion 
of the 2nd student emotion as the interest because there is a lot 
of data of interest trainer which is marked with a smile. 
Especially for emotional recognition, we find the dominance of 
the integral area. The analogy of integral dominance is shown 
in Figure 3.  
In the original Viola-Jones algorithm, lip expression is 
more dominant than the eye expression because the lip changes 
increase the integral value greater than the eye. This is shown 
from the comparison between Figure 2 (a) to Figure 2 (b) as 
changes in eye expression and Figure 2 (a) to Figure 2 (c) as 
changes in lip expression. While in fisherface, we take the 
statistical feature on the pixels set as the face, so there is no 
dominance of certain areas on the face. 
 
(a)     (b) 
 
(c)     (d) 
Fig. 2. The Example of Result Comparison (a),(b) Result of [7] Algorithm  
(c),(d) Result of Our Proposed Method 
 
TABLE II.  THE COMPARISON OF EVALUATION  
The 
Algorithm 
Results 
TP TN FP FN Accuracy precision Recall Timec 
Original VJb 
 
Fisher face-
based VJb 
20 
 
21 
19 
 
20 
6 
 
6 
5 
 
4 
0.78 
 
0.82 
0.77 
 
0.78 
0.80 
 
0.84 
15 fps 
 
1 fps 
b. VJ = Viola-Jones algorithm 
c. time in frame per second (fps) 
 
   
(a)   (b)  (c) 
Fig. 3. The analogy of integral dominance 
 
VII. CONCLUSION 
Series of experiments are conducted to evaluate the 
performance of Fisher Face-based Viola-Jones algorithms. The 
results show that original viola-jones algorithm achieves 
accuracy, precision, recall, and time up to 0.78, 0.77, 0.80 and 
15 fps respectively, whereas our proposed method achieves 
0.82, 0.78, 0.84, and 1 fps. These results shows that the fisher 
face-based viola-jones algorithm recognizes facial emotion 
more accurate and precision than the viola-jones algorithm. 
However, our algorithm is 15x slower than the original viola 
jones.   
In further research, speed improvements are needed. This 
can be achieved by combining the integral and fisher face 
concepts which the integrals can be calculated quickly and the 
fisher face detects facial emotion accurately. In addition, the 
process of shifting windows is still conventional which is start 
from left to right. The process of finding the shortest path to the 
face area can be optimized by a heuristic algorithm. 
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Abstract— In crowd counting task, our goals are to estimate 
density map and count of people from the given crowd image. 
From our analysis, there are two major problems that need to 
be solved in the crowd counting task, which are scale invariant 
problem and inhomogeneous density problem. Many methods 
have been developed to tackle these problems by designing a 
dense aware model, scale adaptive model, etc. Our approach is 
derived from scale invariant problem and inhomogeneous 
density problem and we propose a dense aware inception based 
neural network in order to tackle both problems. We introduce 
our novel inception based crowd counting model called 
Inception Dense Estimator network (IDEnet). Our IDEnet is 
divided into 2 modules, which are Inception Dense Block (IDB) 
and Dense Evaluator Unit (DEU). Some variations of IDEnet are 
evaluated and analysed in order to find out the best model. We 
evaluate our best model on UCF50 and ShanghaiTech dataset. 
Our IDEnet outperforms the current state-of-the-art method in 
ShanghaiTech part B dataset. We conclude our work with 6 key 
conclusions based on our experiments and error analysis. 
Keywords—crowd counting, inception network, convolutional 
neural network, deep learning, dense aware, scale adaptive 
I. INTRODUCTION 
Crowd counting is a task to perform counting on a large 
number of specified objects from the given image. In small 
number object counting, a detection based approach is likely 
to be used, such method works well in most low-density 
(sparse) image, but usually failed on a high-density (crowd) 
image[9][11][14]. In crowd counting task, model is developed to 
fit the dense map of the image and output the total predicted 
count from the given image. From our analysis, there are two 
major problems which need to be tackled in order to get better 
counting estimation. The first problem is scale invariant 
problem which is caused by variety scale of an object from the 
given image. The second problem is inhomogeneous density 
problem which is caused by the difference density level of 
each crowd image. Both problems lead to the difficulty in 
choosing the right filter size for each image region. 
To handle those problems we bring the idea from inception 
netwok. Inception network is divided into several repeatable 
kind of inception modules. Each inception module lets the 
network learns the best filter to be used by providing multiple 
paths of computational graph. Inception netwok first 
introduced in 2014 by Szegedy, C. et al.[1] and there have been 
some countinuous improvement versions of it, starting from 
Inception-v1[1]; BN Inception[2]; Inception-v2 and Inception-
v3[3]; Inception-v4, Inception Resnet-v1, and Inception 
Resnet-v2[4]. Inception network have been evaluated against 
ILSVRC dataset and resulting in a really high accuracy. 
In this paper, we introduce a novel approach based on 
Inception Network v1 called Inception Dense Estimator 
Network (IDEnet). There are 4 main contributions of this 
works. First, in section III, we show a novel methodology to 
apply Inception Network idea in counting task, especially the 
modification to handle crowd counting task. Second, in 
subsection IV.B, we report our alternative results that we get 
when implementing some alternatives of IDEnet architecture. 
Third, in subsection IV.C, we evaluate our final proposed 
model with two publicly available crowd counting datasets 
(UCF50 and ShanghaiTech), and bencmark our evaluation 
result with other methods. Fourth, in subsection IV.D, we 
conduct manual error analysis to get more understanding 
about the counting estimation error. 
II. RELATED WORKS 
Works in the crowd counting task can be divided into 2 
methods, detection-based and regression-based. We focus our 
study on regression-based methods because detection-based 
methods tend to severely suffer in crowd with high occlusion 
level[9][11][14]. Some regression analysis approaches have been 
conducted for crowd counting tasks. A texture analysis with 
edge and foreground detection has been conducted[5] in 2005. 
A bayesian poisson regression technique[6] has been evaluated 
on a sparse crowd image in 2009. A multiple texture analysis 
approach[7] has been performed by combining several texture 
analysis techniques, which are head detection, fourier, wavelet 
transform, interest point analysis, and GLCM. 
Several regression-based methods are designed to be scale 
adaptive. In order to be scale adaptive, most works implement 
a multi column network[8][9][10]. In multi column network, 
input image is splited into several different subnetworks, 
where each subnetwork has different architecture and 
hyperparameters.  The output from subnetworks are then 
merged to estimate the count. In another work, named 
Switching CNN[11], the network divided into a switch module 
and 3 different counting modules. The switch will choose 
which regressor should be used for the given input image.  
Some other regression-based methods utilise 
spatiotemporal features by using sequence of images to 
improve the counting quality. Xiong, F. et al.[12] utilise 
convolution LSTM layer in order to process sequence of 
images into the estimated dense map. Liu, W et al.[13] process 
sequence of images with a siamese network approach where 
each subnetwork will extract spatial feature from image at 
time T and then combined with some temporal constraints. 
Another approach called scale-adaptive CNN[14], develops 
a scale adaptive single-column network by utilising pooling, 
residual, and deconvolution layer. Another work, called 
Pyramidal CNN[15], is estimating global and local context to 
achieve better estimation. In Liu et al.[16], dense rank is 
generated from image and both count and rank are estimated 
to improve the quality of the model. Another work called 
DecideNet[17], use an approach similar to a multi column, but 
some columns interact with another column by sending their 
output as one of the another column’s input. 
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Fig. 1. IDB-v1a module as described in section III.A 
III. PROPOSED METHOD 
Our proposed method, Inception Dense Estimator 
Network (IDEnet), consists of 2 basic building blocks, which 
are Inception Dense (IDB) and Dense Evaluator Unit (DEU). 
Combination of several IDBs with an additional pooling layer 
in the end is called Inception Dense Group (IDG). An IDG is 
the features extractor module which features will be evaluated 
into a dense map by a DEU module. Several combinations 
between each module have been evaluated, each combination 
and the detail of the complete network architecture are 
explained below: 
A. Inception Dense Block (IDB)  
IDB is the basic building block of IDEnet. IDB is 
equivalent to inception module in Szegedy, C. et al.[1].  In 
order to decide the architecture of IDB, analysis through the 
UCF50 and Shanghai Tech dataset are conducted. From the 
analysis, we conclude that with image resolution of 
1024x1024, the minimum size of recognizeable person's head 
in a photo is aroound 3 to 5 pixels, while the maximum size of 
a person's head is between 150 to 200 pixels.  
From the above conclusion, we design the minimum size 
for the convolution filter on IDB to be 3 by 3 and 5 by 5 
pixels. To reach filter size of 150 to 200 pixels, we use a 2 by 
2 pooling at the end of each IDG and stack up several IDGs 
so that the network satisfies the equation (1). 𝑦 = arg	max)(+) 𝑓 𝛼 ∗ 	2(123) , 𝑦 ∈ [𝑆89:, 𝑆8;<]       (1) 
Where 𝛼 is an IDB filter, 𝑓 𝛼  is the size of an IDB filter, 𝛽 
is the number of IDGs within the designed IDEnet, Smin is the 
lower bound of the maximum head size, which is 150 pixels, 
and Smax is the upper bound of the maximum head size, which 
is 200 pixels. 
In this paper, we conduct experimentation with two 
alternatives of IDB unit. The first alternative consists of 6 
different computation units, which is defined as follow: 1x1 
convolution, 3x3 convolution, 5x5 convolution, 3x3 
convolution with dilation of 2, 5x5 convolution with dilation 
of 1, and max pooling. The second alternative is the same as 
inception block on Inception V1[1]. The second alternative 
consists of 4 different computational units, which is defined 
as follow: 1x1 convolution, 3x3 convolution, 5x5 
convolution, and max pooling. We name the first alternative 
of IDB unit as IDB-v1a and the second alternative as IDB-
v1b. The illustration of our IDB-v1a and IDB-v1b are shown 
in Fig.1 and Fig. 2 respectively. 
  
Fig. 2. IDB-v1b module as described in section III.A 
B. Inception Dense Group (IDG) 
An IDG is a sequentially connected IDB units with an 
additional pooling layer placed after the last IDB. As in the 
previous analysis in subsection III.A, we design our IDG to 
satisfy the equation (1). We design slightly different versions 
of IDG for each version of IDB. We call this IDG as IDG-v1a 
and IDG-v1b. The illustration of our IDG-v1a and IDG-v1b 
are shown in Fig. 3. 
  
Fig. 3. IDG-v1a (left) and IDG-v1b (right) module 
 We also design another version of IDG which we called 
IDG-v1c. When designing IDG-v1c, we start with hypothesis 
that in order to be scale adaptive, each IDG have to extract 
feature and perform a counting for the current filter size 
simultaneously and carry the extracted features and count to 
the next IDG. In order to carry the extracted features forward, 
max pooling is widely known to work really well. Although 
max pooling works really well for forwarding feature to the 
next layer, in order to carry the count forward to the next layer 
we should perform a summation pooling instead of max 
pooling. 
  By carrying the count forward, the next IDG and DEU 
module will be able to combine  the previous IDG module 
count with the extracted count from the current IDG module. 
There is no summation pooling layer in the framework we use 
when we do our experimentation, we instead use average 
pooling layer as a replacement, as average operation is 
basically a summation divided by a constant number. So, from 
there, we use both average pooling and max pooling at the end 
of each IDG for carrying the extracted counting and extracted 
feature from previous IDG layer. The illustation of IDG-v1c 
is shown in Fig. 4. 
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Fig. 4. IDG-v1c: IDG module with average and max pooling 
C. Dense Evaluator Unit (DEU) 
DEU is simple regressor module to flatten the multi 
channel image  output  from IDG into a single channel image, 
which represent the dense map result. We flatten  the multi 
channel image into a single channel image by using a 1x1 
convolution filter. We also apply a drop out regularization on 
DEU module to prevent the model from overfitting. The 
illustration of DEU module is shown in Fig 5. 
  
Fig. 5. DEU module to regularize the model and flatten output image into a 
1D channel dense map image 
D. Inception Dense Estimator (IDEnet) 
IDEnet consists of several IDGs and DEUs. In this work, 
we conduct 3 experiments on our IDEnet model based on 3 
considerations. Each experiment will compare 2 IDEnet 
model and from the result of each experiment, the best 
IDEnet design will be iterated for the next experimentation. 
 The first consideration is single regression loss versus 
multiple regression loss approach. In Inception-v1[1], 
auxiliary classifiers were added into the model to improve the 
convergence of very deep neural network, prevent gradient 
vanishing problem, and regularize the model, while in 
Inception-v3[3] the auxiliary classifiers were removed 
because the auxiliary classifiers didn’t give any beneficial 
impact to the model. We conduct similar experiment with the 
same idea as in the Inception-v3[3]. Our first model will have 
a multiple DEUs, which named IDEnet-v1a, and our second 
model will have single DEU, which named IDEnet-v1b. Both 
of IDEnet-v1a and IDEnet-v1b use 4 layers of IDG-v1a as the 
main computational module and 4 DEUs which each DEU is 
connected to each IDG-v1a. The illustration for both IDEnet-
v1a and IDEnet-v1b are shown in Fig. 6. 
   
Fig. 6. IDEnet-v1a (left) and IDEnet-v1b (right) 
 The second consideration is larger filter size with less 
pooling layers versus smaller filter size with more pooling 
layers. We use IDEnet-v1b for the larger filter size model, as 
it turns out giving better result than IDEnet-v1a. For the 
smaller filter size model, we use 5 layers of IDG-v1b as the 
main computational module with single DEU. We named this 
model as IDEnet-v1c.  
 The third consideration is related to our own hypothesis 
as explained in subsection III.B. We compare between 
IDEnet-v1c and another IDEnet design which name IDEnet-
v1d. In this model, we use IDG-v1c which incorporate 
average pooling and max pooling at the end of the IDG 
module. The illustration of IDEnet-v1c and IDEnet-v1d are 
shown in Fig. 7. 
   
Fig. 7. IDEnet-v1c (left) and IDEnet-v1d (right) 
IV. EXPERIMENTS 
We conduct several experiments to evaluate our IDEnet. 
Each experiment will compare two IDEnet models, and from 
the result of each experiment, the best IDEnet design will be 
iterated for the next experimentation. The best IDEnet model 
from the experiment will then be evaluated on UCF50, 
ShanghaiTech part A, and ShanghaiTech part B dataset. The 
detail and result of the experiment are described below: 
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A. Experimental Protocol 
We conduct 3 types of experiment for deciding the best 
model of our IDEnet. Each experiment corresponds to each 
consideration which as described in subsection III.D. The first 
experiment compares network with single regression loss 
model and network with multiple regression loss model. The 
second experiment compares network with larger filter size 
and less pooling layers and network  with smaller filter size 
and more pooling layers. The third experiment compares 
network with max pooling layers and network with average 
pooling and max pooling layers. 
In the first experiment  we compare IDEnet-v1a with 
IDEnet-v1b. In the second experiment we compare IDEnet-
v1b with IDEnet-v1c. In the third experiment we compare 
IDEnet-v1c with IDEnet-v1d. We quatitatively compare the 
model performance by calculating the mean absolute error 
(MAE) of each model with UCF50 dataset. We split the 
UCF50 into 90% training set, 5% dev data, and 5% test set. 
Each image is sliced into a patch of size 224x224. We perform 
the evaluation to each patch image instead of a single full 
image. We train each model with 10 epoch training with 
decayed learning rate start from 0.01 with 0.5 decay rate per 
epoch. The loss function for single regression loss network 
and multiple regression losses are defined in equation (2) and 
equation (3) respectively. 𝑙𝑜𝑠𝑠 = 3B |𝑦:9D − 𝑦′:9D|GDHIJ9HIB:HI 	 (2)  𝑙𝑜𝑠𝑠8KLM9 = 𝑊9 ∗ 𝑙𝑜𝑠𝑠9O9HI    (3)  
where N is the batch size, W and H are width and height of 
output dense map, Wi is the loss weight for regression on step 
i, lossi  is the single loss for step I, 𝑦:9D is the value of pixel 
(i, j) of the nth ground truth dense map, and 𝑦′:9D is the value 
of pixel (i, j) of the nth predicted dense map. 
B. Experiments Result and Analysis 
TABLE I.  EXPERIMENT RESULT 
Model Name 
MAE Dataset 
Training Dev Test 
IDEnet-v1a 90.82 232.41 202.28 
IDEnet-v1b 73.53 194.06 202.05 
IDEnet-v1c 50.00  45.64 53.98 
IDEnet-v1d 48.61 43.50 51.25 
 
From the experiment result on Table. I, we could derive 
the following conclusions: 
1. Multiple regression loss on counting task doesn’t 
improve the convergence of the network nor regularize 
the network. This result gives consistent conclusion 
with the removal of auxiliary classifiers as explained 
on Inception-v3[3]. 
2. Smaller filter size with more pooling layers works 
better than bigger filter size with less pooling layers. 
This probably happens bacause of the redundant 
counting performed on same object within the 
different filter in the same IDG unit. Further analysis 
is needed to explain this phenomenon. 
3. For counting task, combination of average pooling and 
max pooling perform slightly better than using only 
max pooling. This answer our hipothesis that have 
been described in subsection III.B. 
From the experiment results and conclusions, we decided 
to use IDEnet-v1d as our IDEnet-v1, to be evaluated and 
benchmarked on UCF50 dataset, ShanghaiTech part A, and 
ShanghaiTech part B dataset. The illustration of IDEnet-v1 is 
shown in Fig. 8. 
 
  
Fig. 8. IDEnet-v1: with DEU and 6 layers of IDG-v1c 
We conduct two different preprocessing approaches 
generating the density map. In the first approach we use the 
density map directly from the ground truth image. In the 
second approach, we modify the density map by performing 
gaussian kernel normalization (GKN) to the ground truth 
image. By performing GKN, the total sum of the dense image 
stays the same and this method makes the network learns the 
dense map better[8]. 
We evaluate the performance of our IDEnet-v1 by 
calculatinng mean absolute error (MAE) and mean square 
error (MSE). The calculation of MAE and MSE are defined 
in equation (4) and equation(5) respectively. 𝑀𝐴𝐸 = 3B |𝑦9 − 𝑦′9|B9HI 		   (4) 𝑀𝑆𝐸 = 3B |𝑦9 − 𝑦′9|B9HI 		   (5) 
where N is the number of samples in the dataset, 𝑦9  is the 
ground truth count of the ith image, and 𝑦′9 is the predicted 
count of the ith image. 
C. Evaluation Comparison 
We benchmark the performance of our work with the 
other works by implementing the standard evaluation 
protocol on each dataset and use the same formula to 
calculate the MAE and MSE evaluation metric. 
We evaluate our IDEnet-v1 with two different crowd 
counting datasets. The first dataset is UCF50 from University 
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of Central Florida and the second dataset is ShanghaiTech 
dataset from ShanghaiTech University. ShanghaiTech 
dataset is divided into two different parts, which are called  
ShanghaiTech part A and ShanghaiTech part B. The statistics 
of our datasets are shown in Table II. 
TABLE II.  DATASET STATISTICS UCF50 AND SHANGHAITECH 
Dataset 
Measure 
Min Max Average Total 
UCF50 96 4633 1279.50 63,974 
ShanghaiTech part A 33 3139 501.40 241,677 
ShanghaiTech part B 9 578 123.60 88,488 
UCF50 dataset contains 50 grayscale crowd images. 
UCF50 dataset have various density level of the crowd image 
the image size is not standardized. The statistics of UCF50 
dataset is shown in Table II. Evaluation on UCF50 dataset is 
conducted by performing a 5-folds cross validation on the 
dataset. We compare our IDEnet-v1 with eight existing 
methods [8][9][10][11][12][14][15][16]. The UCF50 dataset evaluation 
result is shown in Table III.  
TABLE III.  EVALUATION METRIC OF THE UCF50 DATASET 
Method 
Evaluation Metric 
MAE MSE 
CrowdNet[8] 645.00 - 
MCNN[9] 377.60 509.10 
Hydra CNN[10] 333.73 425.26 
SaCNN[14] 314.90 424.80 
Switch-CNN[11] 318.10 439.20 
Pyramidal CNN[15] 295.80 320.90 
ConvLSTM-nt[12] 284.50 297.10 
Liu, X et al.[16] 279.60 388.90 
Ours: IDEnet-v1 357.79 513.29 
Ours: IDEnet-v1 + GKN 368.18 519.12 
ShanghaiTech part A and ShanghaiTech part B have 
several differences[2].  ShanghaiTech part A  consists of 300 
training data of crowd images and 182 test data of crowd 
images, while ShanghaiTech part B consist of 400 training 
data of crowd images and 316 test data of crowd images. 
Another difference is ShanghaiTech part A has 
unstandardized image size and is retrieved from the internet, 
while ShanghaiTech part B has a standardized image of 
1024x768 and is taken from metropolitan areas in Shanghai. 
For ShanghaiTech part A, we compare our IDEnet-v1 
with five existing methods [9][11][14][15][16]. The ShanghaiTech 
part A evaluation result is shown in Table IV. For 
ShanghaiTech part B, we compare our IDEnet-v1with seven 
existing methods [9][11][13][14][15][16][17]. The ShanghaiTech part 
B evaluation result is shown in Table V. Our IDEnet-v1 
unable to achieve the best result in UCF50 dataset and 
ShanghaiTech part A dataset, but our IDEnet-v1 with GKN 
is able to outperform the state of the art method in 
ShanghaiTech part B dataset. 
TABLE IV.  EVALUATION METRIC OF SHANGHAITECH PART A 
Method 
Evaluation Metric 
MAE MSE 
MCNN[9] 110.20 173.20 
Switch-CNN[11] 90.40 135.00 
SaCNN[14] 86.80 139.20 
Pyramidal CNN[15] 73.60 106.40 
Liu, X et al.[16] 72.00 106.60 
Ours: IDEnet-v1 102.95 158.24 
Ours: IDEnet-v1 + GKN 95.81 153.08 
TABLE V.  EVALUATION METRIC OF SHANGHAITECH PART B 
Method 
Evaluation Metric 
MAE MSE 
MCNN[9] 59.10 81.70 
Liu, W et al.[13] 25.10 45.80 
Switch-CNN[11] 21.60 33.40 
DecideNet[17] 20.75 29.42 
Pyramidal CNN[15] 20.10 30.10 
SaCNN[14] 16.20 25.80 
Liu, X et al.[16] 13.70 21.40 
Ours: IDEnet-v1 15.91 22.85 
Ours: IDEnet-v1 + GKN 11.32 18.45 
D. Analysis 
We conduct manual error analysis for UCF50 dataset and 
ShanghaiTech part A dataset. From the manual error analysis, 
we figure out that our IDEnet incorrectly estimates count 
from the given crowd image because of the following 
reasons: 
1. A very small and occluded human figure 
2. A crowd image which are totally different with any 
other crowd image in the dataset 
 The first reason is the problem with small pattern size. 
Small pattern size usually gives a lot of false signal because 
the same exact pattern is likely to appear in many different 
places with contrasting signals. One potential solution for this 
problem is to use a switching mechanism to choose different 
regression unit for different type of region [11]. Another 
possible solution is to use multiple regression unit and an 
attention mechanism to pick the correct regression unit. Some 
examples of the small pattern problem are shown in Fig. 9. 
 The second problem is a data distribution problem. This 
problem occurs when the image distribution of the test set is 
different from the training set, probably because some images 
are totally different with most of other images. We could 
solve this problem by adding more similar data into the 
dataset and balance the distribution of the training set, 
validation set, and the test set. Further study for systematic 
dataset assessment is needed to get deeper insight regarding 
to the data distribution problem. Some example images with 
distribution problem are shown in Fig. 10. 
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Fig. 9. Small pattern size estimation error. The left image is the input, the 
center is the ground truth, the right is the prediction. The number below the 
image represents the ground truth and prediction count respectively. 
 
Fig. 10. Data distribution error. The first row shows images that are totally 
different from most images on the UCF50 dataset. The other rows show 
some image groups with similar representation from the UCF50 dataset 
CONCLUSIONS 
In this paper we propose an inception based deep learning 
approach to estimate the crowd density from a crowd image, 
named Inception Dense Estimator Network (IDEnet). 
Inception based network is very modular so that the network 
is easily adapted and modified to other image processing task. 
We evaluated IDEnet in UCF50 and ShanghaiTech dataset 
and our IDEnet successfully outperformed the current state-
of-the-art method in ShanghaiTech part B dataset. 
From our experiments and manual error analysis we 
found 6 key conclusions, which could be used as a 
consideration for further research. The 6 key conclusions are 
as follow:  
1. Multiple regression loss on inception based network 
doesn’t give any beneficial impact to the network 
learning process. 
2. Smaller filter size with deeper network works better 
than bigger filter size with shallower network for 
crowd counting task. 
3. Pooling layer with a combination of average pooling 
and max pooling works better than pooling layer with 
only max pooling in crowd counting task. 
4. Gaussian Kernel Normalization enables the network 
to fit the dense map better. 
5. Small pattern size and data distribution problems 
need to be handled in order to achieve a better result. 
6. Our IDEnet outperforms the state-of-the-art-method 
in ShanghaiTech dataset part B. 
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Abstract—The evaluation of photosynthetic pigments 
composition is an essential task in agricultural studies. This is 
due to the fact that pigments composition could well represent 
the plant characteristics such as age and varieties. It could also 
describe the plant conditions, for example, nutrient deficiency, 
senescence, and responses under stress. Pigment role as light 
absorber makes it visually colorful. This colorful appearance 
provides benefits to the researcher on conducting a non-
destructive analysis through a plant color digital image. In this 
research, a multispectral digital image was used to analyze three 
main photosynthetic pigments, i.e., chlorophyll, carotenoid, and 
anthocyanin in a plant leaf. Moreover, Convolutional Neural 
Network (CNN) model was developed to deliver a real-time 
analysis system. Input of the system is a plant leaf multispectral 
digital image, and the output is a content prediction of the 
pigments. It is proven that the CNN model could well recognize 
the relationship pattern between leaf digital image and pigments 
content. The best CNN architecture was found on ShallowNet 
model using Adaptive Moment Estimation (Adam) optimizer, 
batch size 30 and trained with 15 epoch. It performs satisfying 
prediction with MSE 0.0037 for in sample and 0.0060 for out 
sample prediction (actual data range -0.1 up to 2.2). 
Keywords—convolutional neural network, multispectral 
digital image, non-destructive evaluation, photosynthetic pigments 
I. INTRODUCTION  
Knowledge about photosynthetic pigments composition 
in a plant is essential due to its vital role in plant development 
stages. The pigments composition alteration is also known 
strongly represent the plant responses to internal factors and 
environmental changes [1]. Therefore, studies to develop an 
efficient method to describe pigment composition within the 
plant is one among the important topics in agriculture.  
As digital technology is proliferating, a nowadays 
efficient way in plant evaluation is commonly related to the 
concept of real time and non-destructive measurement [2]. 
Digital imaging together with artificial intelligence now 
become a popular methods to conduct a real-time and non-
destructive evaluation [3]. It is now possible to determine and 
quantify pigments within the plant through its digital image. 
Moreover, much valuable information could be provided 
automatically by implementing artificial intelligence method 
on those quantifications. Such approaches are proven 
significantly more efficient in cost and time.  
Artificial neural network (ANN) is widely used by the 
agricultural researchers to conduct classification and 
prediction on a plant. Some tasks are known to use ANN as 
the primary data analysis method, e.g, leaf area estimation 
[4], yield prediction [5], fruit weight prediction [6], leaf 
chlorophyll prediction [7], and leaf classification [8]. Plant 
digital image was used as raw data on most of those tasks. 
Prior to the learning process, the feature extraction step of the 
digital image must be done. For example: (1) Reference [7] 
created 19 features from red, green, blue components of RGB 
color space and hue, saturation, intensity components of HSI 
color space; (2) Reference [8] used 13 morphological features 
such as number of boundary pixel, geometric center, number 
of pixels of the object, etc. Indeed, the accuracy of the ANN 
model highly depends on the ability of the researcher to 
determine or create the best features. Therefore, study about 
feature extraction is one of the critical tasks in developing an 
ANN model with a digital image as the raw data. Regarding 
this difficulties, deep learning was created to automate the 
feature extraction process. It reduces the system dependency 
on the prior human knowledge and minimizes the human 
effort to design the feature [9].  
Convolutional Neural Network (CNN) is one of the most 
popular architectures of deep learning. The convolutional term 
is taken from the morphological image processing technique. 
Convolutional matrix is applied on an image for edge 
detection, blurring, sharpening, embossing, and more. In CNN 
algorithm, convolution is the primary process for each layer. 
Many CNN projects were aimed to classify digital image 
based on the object shape. However, some researcher proved 
that CNN is also superior to classify digital image based on 
the object color [10,11]. Some CCN projects on plant image 
are species classification [12,13], phenotyping [14] and 
disease detection [15]. In this research, CNN was used as the 
main tools to determine and quantify the pigments contained 
in the plant to create a novel non-destructive photosynthetic 
pigments prediction system. The system’s input is a 
multispectral digital image of a plant leaf, and the output is the 
prediction of three main photosynthetic pigments content. 
Those pigments are chlorophyll, carotenoid, and anthocyanin. 
Data of the actual pigment content were provided by 
conducting spectrophotometry on the plant leaf which the 
picture was taken by digital camera. Those data were used to 
train the CNN architecture. Three CNN models with different 
level of complexity were evaluated to determine the most 
suitable architecture for pigments content prediction. 
Moreover, two different optimizers were also compared to 
acquire the best result.    
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II. MATERIALS AND METHODS 
A. Sample Preparation 
Syzygium oleana and Piper betle L leaves were used in the 
experiment. Variation of carotenoid content was provided by 
the yellowish Piper betle L leaves, and variation of 
anthocyanin content was provided by the reddish Syzygium 
oleana leaves. There were as much as 444 leaves prepared for 
the data collection. Each leaf was chosen with the 
consideration of data variation fulfillment. Color variation, 
age, and position from the terminal bud were among the 
contemplations. This is vital concerning that the CNN 
learning process will rely upon it. Samples were divided into 
two sets, a training set, and a test set. The training set was used 
by the CNN architecture to learn the data and create the 
relationship model whereas the test set was used to evaluate 
the prediction performance of the model. Each sample will go 
through two data acquisition process. The first is multispectral 
digital image acquisition using a digital camera. The other 
data acquisition was laboratory analysis to identify and 
measure the pigments contained in each leaf using 
Spectrophotometry method. 
B. Multispectral Image Acquisition 
Photosynthetic pigments only absorb light at a specific 
wavelength and reflecting others [16], e.g., chlorophyll 
strongly absorbs the light at 650-700 nm and 400-500 nm 
wavelength and reflects the light at 560 nm wavelength. This 
characteristic is utilized in this research to quantify the 
pigments amount. Therefore, the leaf digital image was taken 
individually using Pcopixelfly 14 bit CCD camera with 
Thorlabs visible bandpass filter (Fig. 1). Ten bandpass filters 
were used in the experiment i.e. 350, 400, 450, 500, 550, 600, 
650, 700, 750 and 800 nm. Each filter will pass the light only 
in a single wavelength which reflected by the sample leaf 
being analyzed. Tungsten halogen was used as the light 
source. It provide a wide range of electromagnetic wavelength 
from 360-2400 nm.  
     
 
 
Fig. 1. Data acquisition scheme 
 
 
 
 
 
 
 
 
 
Fig. 2. Example of the leaf multispectral image  
The results are 10 images (multispectral image) as seen in 
Fig. 2. An image with bright appearance indicates that the leaf 
strongly reflects the light and vice versa. As an example, the 
image labeled 750 nm shown the brightest color, that is mean 
the sample leaf strongly reflects the light with a 750 nm 
wavelength. Image preprocessing was conducted to simplify 
the input such that CNN algorithm could run faster. Two 
preprocessing procedures were applied to each digital image, 
i.e., segmentation and resizing. Segmentation was aimed to 
extract only the leaf area because the ultimate goal of the 
experiment is to recognize the color variation. Unlike other 
common CNN implementation which is focused on the shape 
recognition, in this research shape was not important 
otherwise color structure was the most valuable feature.  
Resizing was aimed to reduce the total amount of the pixel that 
will proceed in the CNN and to equate the overall size of the 
input image at once. These images were then used as the input 
of the CNN. 
C. Pigment Content Measurement 
Chlorophyll, carotenoid, and anthocyanin content were 
measured using non-destructive spectrometer (Ocean Optic 
USB-4000). The measurement process was done 
simultaneously with the digital image acquisition (Fig. 1). A 
leaf sample is exposed to light from the light generator 
(tungsten halogen) via a probe. In the same time, the probe 
captured the reflected light and sending it to the spectrometer. 
The spectrometer then measures the intensity and send it to the 
computer for the quantification and visualization. Pigments 
content was then calculated using (1) and (2) for chlorophyll, 
(3) and (4) for carotenoid and (5) for anthocyanin [17].   
 
ሺܥ݄݈)ܴܫ௚௥௘௘௡ = ൤
ோళఱబషఴబబିோరయబషరళబ
ோఱమబషఱఴబିோరరబషరఴబ)
൨ − 1              (1) 
 
ሺܥ݄݈)ܴܫ௥௘ௗ	௘ௗ௚௘ = ൤
ோళఱబషఴబబିோరయబషరళబ
ோలఱవషళరబିோరరబషరఴబ)
൨ − 1              (2) 
ܥܴܫ௚௥௘௘௡ = ሾ	ሺܴହଵ଴)ିଵ − ሺܴହହ଴ିହ଻଴)ିଵሿ ∗ ܴ଻ହ଴ି଼଴଴              (3) 
ܥܴܫ௥௘ௗ	௘ௗ௚௘ = ሾሺܴହଵ଴)ିଵ − ሺܴ଻଴଴ି଻ଵ଴)ିଵሿ ∗ ܴ଻ହ଴ି଼଴଴              (4) 
ܣܴܫ = ሾሺܴହ଴଴ିହ଻଴)ିଵ − ሺܴ଻଴଴ି଻ଵ଴)ିଵሿ ∗ ܴ଻ହ଴ି଼଴଴              (5) 
 
(Chl)RI stands for chlorophyll reflectance index, CRI is 
carotenoid reflectance index, and ARI is anthocyanin 
reflectance index. These indices was then used as the output 
of the CNN representing the pigments content. 
350 nm 400 nm 450 nm 500 nm
550 nm 600 nm 650 nm 700 nm
750 nm 800 nm 
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Fig. 4.   AlexNet architecture
Fig. 3.   ShallowNet architecture 
Fig. 5.   VGGNet architecture
D. Dataset Preparation 
Table 1 describes the dataset structure. Each leaf digital 
image will be paired with the 5 pigment indices. From those 
pairs, 80% will be randomly selected as the training set, and 
the remaining will be the test set.   
TABLE I.  STRUCTURE OF THE DATASET 
Digital Image  leaf1.jpg … leaf391.jpg 
(Chl)RIgreen 0.45 … 0.89 
(Chl)RIrededge 1.24 … 1.45 
CRIgreen -0.11 … 0.04 
CRIrededge 0.84 … 0.03 
ARI 0.72 … 0.01 
 
E. Design of the CNN Architecture 
Three CNN models was implemented and evaluated in the 
experiment, i.e., ShallowNet, AlexNet and VGGNet. OpenCV 
library was used to preprocess the multispectral images. For 
the ShallowNet and AlexNet architectures, multispectral 
images were resized to 32x32 pixel, and for the AlexNet 
architecture, the images were resized to 120x120 pixel. 
Among those three CNN model, ShallowNet is the simplest 
model and AlexNet is the most complex model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1)  ShallowNet: Fig. 3 depicts the architecture of 
ShallowNet. There was 1 convolution layer with 32 filters in 
size 3x3 and 1 output layer with 5 nodes. Each node in the 
output utilizes LeakyRelu activation function and represents 
the pigment indices.   
2)  AlexNet: Fig. 4 depicts the architecture of AlexNet. 
There were 5 convolution layers and 3 fully connected layers. 
Design of each layer can be seen in Table II. 
TABLE II.  DETAIL OF THE ALEXNET ARCHITECTURE  
Hidden Layer Design 
C
on
vo
lu
tio
n 
1 96  filters in size 11x11 with max pooling in size 3x3 
2 256  filters in size 5x5 with max pooling in size 3x3 
3 384  filters in size 3x3 without pooling  
4 384  filters in size 3x3 without pooling 
5 256  filters in size 3x3 with max pooling in size 3x3 
Fu
lly
 
C
on
ne
ct
ed
 1 
4096 nodes with LeakyRelu activation 
function 
2 4096 nodes with LeakyRelu activation function 
3 1000 nodes with LeakyRelu activation function 
 
3)  VGGNet: Fig. 5 depicts the architecture of VGGNet. 
There were 10 convolution layers and 3 fully connected 
layers. Design of each layer can be seen in Table III.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
751
F. Implementation 
Python 3 with Tensorflow library and Keras API was used 
to develop CNN architecture. The experiment was run on the 
personal computer with 2.3 GHz Intel Core i5, RAM 8 GB 
DDR3L, and Windows 10 operating system. 
 
TABLE III.  DETAIL OF THE VGGNET ARCHITECTURE 
 
Hidden Layer Design 
C
on
vo
lu
tio
n 
1 8 filters in size 2x2 without pooling 
2 8 filters in size 2x2 with max pooling in size 2x2 
3 16 filters in size 2x2 without pooling 
4 16 filters in size 2x2 with max pooling in size 2x2 
5 32 filters in size 2x2 without pooling 
6 32 filters in size 2x2 without pooling 
7 32 filters in size 2x2 with max pooling in size 2x2 
8 64 filters in size 2x2 without pooling 
9 64 filters in size 2x2 without pooling 
10 64 filters in size 2x2 with max pooling in size 2x2 
Fu
lly
 
C
on
ne
ct
ed
 1 4096 nodes with Relu activation function 
2 4096 nodes with Relu activation function 
3 1000 nodes with Relu activation function 
4 5 nodes with LeakyRelu activation function 
 
G. Optimization Method 
The optimization algorithm was used to minimize the 
error function. This function is dependent on the internal 
parameters (weights dan bias) such that while minimizing the 
error, the internal parameters are updated as well. Gradient 
descent is a fundamental technique used to optimize the error 
function. However, because of its weaknesses, many 
researchers have developed variants of this technique. Two 
of the most recent development of gradient descent variants 
are Root Mean Square Propagation (RMSProp) [18] and 
Adaptive Moment Estimation (Adam) [19] which were used 
in this research. The RMSProp optimizer reduces the error 
function fluctuation caused by stochastic gradient descent 
technique. It also determines a learning rate value for each 
parameter automatically. Each internal parameters (߱)	are 
updated using (6), (7), and (8). Whereas ߟ is initial learning 
rate, ݒ௧  is exponential average of squares of gradients and 
݃௧	is gradient of time t along ߱௝. 
 
ݒ௧ = ߩݒ௧ିଵ + ሺ1 − ߩ). ݃௧ଶ                            (6) 
△ ߱௧ = −
ఎ
ඥ௩೟ାఌ
	 . ݃௧                                (7) 
߱௧ାଵ = ߱௧ +	△ ߱௧                                 (8) 
 
Adam optimizer improves the RMSProp technique. 
Rather than adjusting the learning rate by the average of the 
first moment (the mean), Adam makes utilization of the 
average of the second moments of the gradients (the 
variance). This approach makes Adam able to achieve good 
results faster. The internal parameters (߱)	are updated using 
(9), (10), and (11). Whereas ݉௧	is the mean and ݒ௧  is the 
variance of the gradient. 
 
݉௧ =
௠೟
ଵିఉభ೟
                                        (9) 
ݒ௧ =
௩೟
ଵିఉమ೟
                                     (10) 
߱௧ିଵ = ߱௧ −
ఎ
ඥ௩೟ାఌ
	 . ݉௧                                   (11) 
 
H. Performance Indicator 
Unlike other common CNN model which is intended to 
conduct a classification task, the CNN model in this research 
was aimed to run a prediction task. Therefore, the 
classification performance indicator such as accuracy, 
specificity, and sensitivity was not used to evaluate the 
model. Otherwise, Mean Square Error (MSE) was applied for 
the evaluation. The MSE calculation is based on (12), yi is the 
actual pigment content (represent by reflectance index), ݕො௜ is 
the prediction of the actual pigment content and n is the total 
amount of data.    
 
MSE = ଵ௡෌ ሺݕ௜ − ݕො௜)
ଶ௡
௜ୀଵ                     (12) 
 
III. RESULT AND DISCUSSION 
A. Data Collection 
Table IV describes the color distribution of the leaf 
samples. Yellow and yellowish green is the most challenging 
sample to collect. In the most plants, those colors will appear 
in the aging stage. Unfortunately, in the aging stage the 
structure of the leaf has started to damage as well. Therefore, 
such leaves will cause improper color variation to describe the 
pigment content. In this research the yellow and yellowish 
green samples were obtained from the fresh Piper betle L 
leaves, this kind of plant will produce yellow leaves in the 
normal stage not only in the aging stage. All samples were 
come from a several healthy plants.       
TABLE IV.  SAMPLE DISTRIBUTION 
Group of Visual Color Data Amount 
Green 97  
Red 90  
Yellow 50  
Reddish Green 147  
Yellowish Green 60  
 
Fig. 6 depicts the pigments content distribution of 
Syzygium oleana. It can be seen that the pigments content of 
each color category (green, reddish green, and red)  confirms 
the theory that the visual color of leaves could well represent 
its pigment content. The red leaves seem to have more 
anthocyanin and less chlorophyll. Otherwise, the green and 
reddish green leaves seem to have more chlorophyll and less 
anthocyanin. This data also justify that Syzygium oleana is 
suitable to provide the variation on anthocyanin content data. 
Table V describes the minimum and maximum value of the 
pigments content in Syzygium oleana.   
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Fig.6.   Pigment content distribution of Syzygium oleana 
 
TABLE V.  THE RANGE OF SYZYGIUM OLEANA PIGMENTS CONTENT 
Pigment Content 
Metric Minimum Maximum 
(Chl)RIgreen 0.407663 1.857813 
(Chl)RIred -0.107580 0.323876 
CRIgreen 0.157148 0.981661 
CRIred 0.814667 2.226155 
ARI 0.283901 1.967888 
 
Fig. 7 depicts the pigments content distribution of Piper 
betle L. As well as on Syzygium oleana, the pigments content 
of each color category (yellowish green and yellow) also 
confirms the color-pigment content relationship theory. The 
yellow leaves seem to have more carotenoid and less 
chlorophyll. All of the leaves seem to have a little amount of 
anthocyanin. This fact also justifies that Piper betle L is 
suitable to provide the variation on carotenoid content data. 
Table VI describes the minimum and maximum value of the 
pigments content in Piper betle L.   
 
 
 
 
 
 
 
 
 
Fig.7.   Pigment content distribution of Piper betle L 
 
TABLE VI.  THE RANGE OF PIPER BETLE L PIGMENTS CONTENT  
Pigment 
Content Metric Minimum Maximum 
(Chl)RIgreen -0.116920 0.793131 
(Chl)RIred -0.161180 0.161759 
CRIgreen 0.442079 1.137226 
CRIred 0.511603 1.398290 
ARI 0.065826 0.302499 
 
B. Selection of The Best CNN Architecture 
Experiments to determine the best CNN architecture were 
done by making some changes to the CNN parameters, i.e., 
optimizer type, number of batch size, and number of the 
epoch. Adaptive Moment Estimation (Adam) and Root Mean 
Square Propagation (RMSProp) were selected as variations of 
the optimizer. Batch size was tried with the size of 30, 60, and 
120 while the epoch was tested in the number of 15, 30, and 
45. 
1)  ShallowNet: Table VII and VIII summarize the 
performance of the ShallowNet architecture using MSE as the 
performance indicator. The lowest MSE (both during training 
and testing) is obtained while using the Adam optimizer with 
batch size 30 (see the grayed-out cells). The ideal number of 
the epoch is 15.  
TABLE VII.  IN SAMPLE MSE OF  SHALLOWNET ARCHITECTURE 
Epoch 
Batch Size 
30 60 120 
Adam RMSprop Adam RMSprop Ada m RMSprop 
15 0.0037 0.0433 0.0373 0.0544 0.0936 0.2938 
30 0.0094 0.0086 0.5621 0.0191 0.6551 0.0315 
45 0.0047 0.0417 0.4363 0.0164 0.5771 0.0313 
 
TABLE VIII.  OUT SAMPLE MSE OF  SHALLOWNET ARCHITECTURE 
Epoch 
Batch Size 
30 60 120 
Adam RMSprop Adam RMSprop Adam RMSprop 
15 0.0060 0.0486 0.0355 0.0661 0.1012 0.2800 
30 0.0096 0.0126 0.5380 0.0205 0.6310 0.0330 
45 0.0064 0.0417 0.4118 0.0212 0.5531 0.0355 
 
2)  AlexNet: Table IX and X summarize the performance 
of the AlexNet architecture. The same as before, it is using 
MSE as the performance indicator. The lowest MSE (both 
during training and testing) is obtained while using the Adam 
optimizer with batch size 30. The ideal number of the epoch 
is 45 (see the grayed-out cells). Compared to the ShallowNet 
architecture, the lowest MSE of AlexNet architectures is still 
greater than the ShallowNet lowest MSE.     
TABLE IX.  IN SAMPLE MSE OF  ALEXNET ARCHITECTURE 
Epoch 
Batch Size 
30 60 120 
Adam RMSprop Adam RMSprop Adam RMSprop 
15 0.1753 0.3549 0.0658 0.0795 0.1708 0.3494 
30 0.1804 0.0244 0.1699 0.3277 0.1694 0.3162 
45 0.0061 0.0178 0.0079 0.0545 0.1695 0.0712 
 
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
753
TABLE X.  OUT SAMPLE MSE OF  ALEXNET ARCHITECTURE 
Epoch 
Batch Size 
30 60 120 
Adam RMSprop Adam RMSprop Adam RMSprop 
15 0.1512 0.3316 0.0677 0.0743 0.1463 0.3362 
30 0.1563 0.0219 0.1457 0.3000 0.1456 0.2918 
45 0.0074 0.0177 0.0087 0.0512 0.1455 0.0674 
 
3)  VGGNet: Tables XI and XII summarize the 
performance of the VGGNet architecture and still using MSE 
as the performance indicator. The lowest MSE (both during 
training and testing) is obtained while using the Adam 
optimizer with batch size 30 (see the grayed-out cells). The 
ideal number of the epoch is 30. Compared to the ShallowNet 
and AlexNet architecture, the lowest MSE of VGGNet 
architectures is still greater than the lowest MSE of the other 
two CNN models.   
TABLE XI.  IN SAMPLE MSE OF VGGNET ARCHITECTURE 
Epoch 
Batch Size 
30 60 120 
Adam RMSprop Adam RMSprop Adam RMSprop 
15 0.0127 0.0318 0.1269 0.1860 0.1712 0.1404 
30 0.0086 0.0174 0.0075 0.1107 0.1692 0.1767 
45 0.1696 0.0218 0.1692 0.0281 0.1692 0.1924 
TABLE XII.  OUT SAMPLE MSE OF VGGNET ARCHITECTURE 
Epoch 
Batch Size 
30 60 120 
Adam RMSprop Adam RMSprop Adam RMSprop 
15 0.0145 0.0306 0.1104 0.1761 0.1472 0.1268 
30 0.0099 0.0174 0.0085 0.1066 0.1452 0.1582 
45 0.1459 0.0227 0.1451 0.0245 0.1452 0.1680 
 
IV. CONCLUSION 
The CNN model is proven to be able to find the best color 
features of leaf multispectral digital images and successfully 
used it to predict the photosynthetic pigment content. From all 
experiments with 3 different types of CNN model 
(ShallowNet, AlexNet, and VGGNet), it was determined that 
ShallowNet-based architecture be the best architecture for 
photosynthetic pigment prediction. The architecture reaches 
lowest MSE while using Adam optimizer and trained with 
batch size 30 and number of epoch 15 (i.e., 0.0037 for in 
sample and 0.0060 for out sample). In this case, as the 
complexity of the CNN architecture is increasing the 
prediction performance is decreasing. The most 
straightforward CNN architecture, i.e., ShallowNet was able 
to model the relationship between visual colors recorded on 
multispectral digital image and pigments content better than 
AlexNet and VGGNet. 
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Abstract—There have been several studies discussing the 
diagnosis of pneumonia based on symptoms experienced by 
patients, some using artificial intelligence methods such as 
monotonous and non-monotonous methods with mixed results. 
According to the results of previous studies, there have been no 
results that can be directly implemented by experts, especially 
lung specialists in Indonesia. The cause is according to the 
Indonesian pulmonary doctor, the reference used to diagnose 
pneumonia patients is to use the Pneumonia Severity Index 
(PSI) which is it can classify pneumonia levels and determine 
therapeutic solutions appropriate to the level of pneumonia of 
patients. Level results according to PSI will be qualitative and 
unambiguous values so that the Sugeno fuzzy logic method is 
very suitable to overcome these problems. Application results 
using Sugeno Fuzzy Logic have been successfully applied to 
diagnose the level of pneumonia and are matched with PSI 
Score with a value of 75%, based on four clinical data that 
have tested at Balikpapan Hospital. 
Keywords— Pneumonia, Fuzzy Logic, Sugeno, Pneumonia 
Severity Index (PSI). 
I. INTRODUCTION 
Pneumonia is a disease that attacks lung tissue with a 
cough and hard to breathe symptoms [1]. Based on the 
Guidelines for Diagnosis and Management of Community 
Pneumonia Indonesia, pneumonia is defined as an acute 
inflammation of lungs parenchyma caused by a 
microorganism (bacteria, virus, fungi, parasite) [2]. 
Even based on the results of Riskesdas 2007, pneumonia 
ranked second in the proportion of the cause of death the 
children aged 1-4 years. It is therefore seen that pneumonia is 
a major health problem in Indonesia [3]. 
Other research ever conducted by [4] on URI (Upper 
Respiratory Tract Infection) diagnosis expert system for 
under five years old, here it is said that children especially 
the age of toddler is very susceptible to URI disease 
including Pneumonia and if the delayed subscription risk that 
will happen very danger. In addition, it is also explained that 
the application succeeded to be one way to diagnose 7 URI 
disease including Pneumonia with Certainty Factor method. 
It's just that this research is not specifically diagnosed with 
Pneumonia disease. 
Subsequent studies were also for the diagnosis of 6 URI 
of colds, sinusitis, pharyngitis, laryngitis, bronchitis, and 
pneumonia. As for the data included symptoms are body 
temperature, the number of a cough in one minute, pain in 
the head, pain during swallowing, thick and smelly 
secretions, stiffness, sneezing, throat feels sputum, nausea, 
nasal congestion, shortness of breath, and pain on the chest. 
Then after the input is accepted it will be processed by Fuzzy 
Mamdani, this research focuses only on the diagnosis of 
various URI but not specific to Pneumonia [5]. 
Subsequent research in press [6] focusing on the 
diagnosis of pneumonia disease level using the Fuzzy 
Tsukamoto method here focuses on cases of pneumonia that 
experts say can be classified as "mild” and "severe" which 
also adjusts cases that often occur. The results of the study 
using the user accepted test to the expert states that 95% of 
the results have been accepted by experts so that it can be 
used as a recommendation for the diagnosis of patients.  
From this research try to be developed again for the result 
obtained really in accordance with the requirement of expert 
especially Indonesian Lung Specialist. The reference used by 
Indonesian pulmonary specialist is the value of Pneumonia 
Severity Index (PSI) which is used to classify Pneumonia 
level, so to develop previous research this application 
requires a method that can overcome the qualitative output 
that is using Fuzzy Sugeno. Fuzzy Sugeno is a method that 
has tolerance on the data and is very flexible. The advantages 
of the Sugeno method are intuitive and can provide feedback 
based on information that is qualitative, inaccurate, and 
ambiguous. [7]. 
Expected by developing previous research this 
application can be useful by lung doctors in diagnosing 
pneumonia disease accurately and in accordance with the 
value of Pneumonia Severity Index (PSI). 
II. THEORETICAL FRAMEWORK  
A. Fuzzy Logic 
Fuzzy logic was introduced for the first time by Lothfi A. 
Zadeh, a professor from the University of California. Fuzzy 
logic has a degree of membership in a range 0 to 1, which is 
different from digital logic or discrete that only has 2 value, 
0 and 1. Fuzzy logic is used to translate a unit which is 
expressed using linguistic language. For the example, we can 
express a scale of the speed with slow, rather a quick, fast, 
and very fast [8]. 
B. Membership Function 
The fuzzy membership function is a curve that shows the 
mapping of data input to the degree of membership which 
has the value between 0 to 1. Some of them are mentioned 
under the following lists [9]: 
1. Linear Representation 
Linear representation is described as a linear line. There 
are 2 only ways of possibility: 
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• The ascension of the set starts from 0 degrees of 
membership and then move to the right, which is the 
direction that has a higher domain value. 
 
Fig. 1. Representation of uphill curve fuzzy 
Membership: 
µ [ x,a,b] =      (1) 
• Descension starts from the higher domain, and then 
move right to the lower domain value. 
 
Fig. 2. Representation of downhill curve fuzzy 
Membership: 
µ [ x,a,b] =   (2) 
 
2. Representation of Triangle Curve 
Basically, this curve is a merge of two linear curves. 
 
Fig. 3. Representation of Triangle Curve 
Membership: 
µ [ x,a,b] =    (3) 
3. Shoulder Curve 
The area that is made at the center of the variable that is 
represented as a triangle curve will increase and decrease at 
the left and right side of it. But sometimes one of the sides of 
it doesn’t change at all. 
.  
Fig. 4. Shoulder Curve Representation 
Membership: 
µ [ x,a,b] =     (4) 
 
C. Fuzzy Inference System Sugeno Method 
The Sugeno method was introduced by Takagi-Sugeno 
Kang in 1985 [10]. this method is similar to the Mamdani 
method in many respects. The first two parts of the fuzzy 
inference process, Fuzzyfication the inputs and applying the 
fuzzy operator, are the same. The main difference between 
Mamdani and Sugeno is that the Sugeno output membership 
functions are either linear or constant. 
A typical rule in a Sugeno fuzzy model has the form: 
IF Input 1 is X AND Input 2 is Y, THEN output is Z = 
ax+b+c.      (5) 
For a zero-order Sugeno model, the output level z is a 
constant (a = b = c = 0).  
Each rule weights its output level, Zi by the firing 
strength of the rule, Wi. For example, for an AND rule with 
Input 1 = x and Input 2 = y, the firing strength is: 
   (6) 
 where F1,2(.) is the membership functions for Inputs 1 
and 2. The final output of the system is the weighted average 
of all rule outputs, computed as: 
    (7) 
where N is the number of rules. 
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D. Pneumonia Severity Index (PSI) 
The pneumonia severity index (PSI) or PORT Score is a 
clinical prediction rule that medical practitioners can use to 
calculate the probability of morbidity and mortality among 
patients with community-acquired pneumonia [11]. 
The PSI score is used to classify the Pneumonia level as 
well as the appropriate type of treatment for the patient [12]. 
Following table 1, The degree of PSI risk score based on the 
Indonesian Lung Doctor Association: 
TABLE I.  PSI RISK SCORE DEGREE 
Total 
Value 
Level 
of risk 
Class 
of 
risk 
Death 
rate 
Type of 
Treatment 
Not 
Predictable 
Low I 0.1% Outpatient
<70 Low II 0.6% Outpatient
70-90 Low III 2.8% Inpatient/
Outpatient 
91-130 Modera
tely 
IV 8.2% Inpatient
>130 High V 29.2% Inpatient
a. Data were taken from Indonesian Lung Doctor Association guide 
 
 
III. SYSTEM ANALYSIS  
It is known that there are 4 steps to determine the disease 
that is suffered by the patients. They are anamnesis, physical 
check-up, laboratory check-up, and another step to know the 
history of the patient’s diseases. Anamnesis is a step used by 
the doctor by asking the patient in order to get to know the 
symptoms that are happened to the patient. Next is the 
physical check. Pulse rate, blood pressure, temperature, 
respiration, and age. Next is laboratory check-up. This is 
done so that the doctor knows the value of the Blood Urea 
Nitrogen, Glucose rate, Ph, PaO2, Hematocrit, and Sodium. 
And for the last, to identification the other disease that has 
been experienced by the patient, we can combine the result 
of all the steps, or based on the patient’s documents. 
After all examination results obtained, then the next step 
all the data entered into the system to be calculated by a 
Sugeno method, then the system will provide output in the 
form of diagnosis of URI level and the URI value suffered 
by the patient. So the doctor can make the output system as 
an alternative solution to diagnose Pneumonia disease with 
the value of the PSI Abbreviations and Acronyms. Business 
process flow can be seen in Figure 5: 
 
 
Fig. 5. Business Process Fuzzy Inference System
Based on Figure 5 on the flow of the business process 
system to diagnose the level of Pneumonia, it can be seen 
that the system has a very important role to assist experts in 
providing output in the form of pneumonia levels and their 
respective therapies. while the benefits that can be obtained 
by patients are information on the level of pneumonia and 
the type of therapy can be obtained quickly and accurately. 
A. Sistem Testing 
There are 11 Fuzzy variables and 7 crisp variables that 
are classified based on the observation and discussion with 
the lung doctor at Kanudjoso Djatiwibowo Hospital 
Balikpapan. Each Fuzzy variable has 3 fuzzy sets except 
Pao2 and Blood Urea Nitrogen (BUN), from some variables 
and fuzzy set it can be compiled some Fuzzy rules referenced 
from lung doctor at RSKD Balikpapan according to 
Pneumonia Severity Index (PSI) 
The following are examples of cases using 21 Fuzzy 
rules: medical examination results obtained, Name: Patient X 
Age: 23 year, Temperature: 36 degrees Celsius, pulse 110 x / 
min, respiration 25 x / min, systolic 90 mmHg, and after that 
also obtained laboratory results: PaO2 70 mmHg, Ph 7.4, 
BUN 20 mmol / L, 135 mEq / L sodium, glucose 200 mmol / 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
757
L, 40% hematocrit, no pleural effusion, and patient history of 
disease have impaired consciousness.  
The first step calculated by the Sugeno method is 
Fuzzyfication process that is the calculation contained in the 
fuzzy set of each variable. The Fuzzification Process of each 
variable is as follows: 
TABLE II.  FUZZY MEMBERSHIP VALUE FOR EACH VARIABLE 
Variable Name Low Moderately High
Temperature 
(36) 
0.33 0.67 0
Pulse rate (110) 0 0.6 0.4
Respiratory 
(25) 
0 0.5 0.5
Systolic (90) 1 0 0
Age (23) 1 0 0
Blood Urea 
Nitrogen (20) 
0.23 0 
Glucose rate 
(200) 
0 0.38 0.62
PaO2 (70) 0.5 0.5 
Ph (7.4) 0 1 0
Hematocrit (40) 0 1 0
Sodium (135) 0 1 0
 
The above Fuzzy membership values are obtained from 
equations of formula 1 through 4, according to the fuzzy set 
classification each divided into 3, namely: low, moderate and 
high, except BUN and PaO2 which are only divided into low 
and high.  
The next step is to calculate the Crisp value obtained 
from the observation of other disease symptoms that may be 
suffered by the patient, it will be worth 1 if the patient has 
the symptoms (including the members) and if not then it will 
be worth 0 (not members), according to the previous patient 
case example only experience Disturbance of Consciousness 
so that membership 1 and the other is 0.  
 
 
 
 
 
 
TABLE III.  CRISP MEMBERSHIP VALUE OF EACH VARIABLE 
Variable Name No Yes 
Pleural Effusion 1 0 
Malignancy 
comorbid  
1 0 
Liver disease 1 0 
Congestive heart 1 0 
Cerebrovascular 1 0 
Kidney 1 0 
Disturbance of 
Consciousness 
0 1 
 
After the Fuzzyfication process of each Fuzzy set gets its 
own membership value, the next step is to do the 
composition rule process, that is calculated fire strength (α) 
because the operator used for the rule is "AND" then look for 
the minimum value of each rule used. Then after the value of 
α is obtained, the next step is to find the z value of each rule. 
There are 21 composition rules, which are adopted from 
expert knowledge. From the results of the composition of the 
rules, it is obtained the results of calculating the α value, z 
value and the value of defuzzification. 
The final stage in the Sugeno method is Defuzzyfication 
referring to the formula 7. This process aims to find the 
weighted average value of the 21 rules by dividing the total 
value of z from each rule by the total alpha value of predicate 
(α) of each rule. Then get the value as follows:  
∑z = 14.95 
∑α = 0.23 
 Defuzzification  =  = 65; 
 
The conclusion of the defuzzification result is the final 
score of 65 which results are matched with Table 1 of the 
PSI Risk Score Degree, then the patient X belongs to the 
level I category with low pneumonia level and is 
recommended for outpatient treatment. 
B. Implementation of system testing  
Testing the system is the final stage after getting the 
calculation of fuzzy Sugeno. This step is performed to test 
the level of validity and calculation results generated system 
as well as to test the conformity of results with expert 
knowledge that refers to the PSI.  
The test results of the system by using input data in 
accordance with the same case example can be seen in 
figure 6:  
 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
758
Fig. 6. Sistem Test Result with case Example
The result of the system test in Figure 6 can be 
concluded that with the input according to the case 
example get the same output with the manual calculation 
and the result is also according to the reference value of 
PSI value used by Indonesian Lung Doctor Association, it 
can be concluded that the test result of the system is valid.  
IV. EXPERIMENTAL RESULT 
A. Testing Effectiveness 
This test is done to know the amount of system 
accurate by comparing the result of the pneumonia 
severity index and the system’s output. Cases were 
obtained from some patients who experienced Pneumonia 
in RSKD Balikpapan. The following table is a result of 
the test. 
TABLE IV.  EFFECTIVENESS TEST RESULTS 
No Name PSI System  Evaluation 
1 Patient 
1 
100 
(Moderately) 
100 
(Moderately) 
Appropriate 
2 Patient 
2 
65 (Low) 65 (Low)  Appropriate 
3 Patient 
3 
195 (High) 195 (High) Appropriate 
4 Patient 
4 
80 (Low) 85 (Low) Not 
Appropriate 
 
After comparing the result, the next step is to do the 
average calculation: 
Average =  = 75 % 
 By all of the data that has been tested above, it is 
concluded that the accuracy of the system is amount to 
75%. 
V. CONCLUSIONS 
The conclusions obtained from some test results that 
are tailored to the expert knowledge of pulmonary 
specialist are: 
1) The system has been successfully applied to help 
the expert to diagnose the pneumonia  
2) Sugeno fuzzy logic has been successfully applied in 
the decision-making process of pneumonia and is matched 
with a Severity Pneumonia Index Score of 75% based on 
test clinical data of patients with pneumonia in Balikpapan 
Hospital. 
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Abstract—Recommendation system is developed to match 
consumers with product to meet their variety of special needs 
and tastes in order to enhance user satisfaction and loyalty. The 
popularity of personalized recommendation system has been 
increased in recent years and applied in several areas include 
movies, songs, books, news, friend recommendations on social 
media, travel products, and other products in general. 
Collaborative Filtering methods are widely used in 
recommendation systems. The collaborative filtering method is 
divided into neighborhood-based and model-based. In this 
study, we are implementing matrix factorization which is part 
of model-based that learns latent factor for each user and item 
and uses them to make rating predictions. The method will be 
trained using stochastic gradient descent and optimization of 
regularization hyperparameter. In the end, neighborhood-
based collaborative filtering and matrix factorization with 
different values of regularization hyperparameter will be 
compared. Our result shows that matrix factorization method is 
better than item-based collaborative filtering method and even 
better with tuning the regularization hyperparameter by 
achieving lowest RMSE score. In this study, the used functions 
are available from Graphlab and using Movielens 100k data set 
for building the recommendation systems.  
Keywords— Recommendation Systems, Collaborative 
Filtering, Matrix Factorization, Regularization.  
I. INTRODUCTION  
The numbers of data that are available in the internet are 
huge. Recommender Systems help to deal with this issue by 
giving item recommendations based on the user’s preferences. 
There are many applications of recommendation systems in e-
commerce products which consist of music, movies, travel 
and books. 
Collaborative filtering methods are widely used in 
recommendation systems and is divided into neighborhood-
based and model-based. Neighborhood-based collaborative 
filtering is also called memory-based algorithm. This 
algorithm works by discovering similarity patterns from users 
and items’ past behavior towards the rating. The 
neighborhood-based collaborative filtering is divided into 
user-based collaborative filtering and item-based 
collaborative filtering. In this paper, the used method is item-
based collaborative filtering method because it provides a 
better accuracy predictions rather than the user-based 
collaborative filtering [5]. 
In model-based approach, the models are built with 
supervised or unsupervised machine learning methods to 
predict the users’ rating that is not rated yet based on the past 
rating. There are many methods in this approach including 
decision tree, naïve bayes, and latent factor models. The latent 
factor model is called by many researchers as the state-of-the 
art recommender system [8-10]. The latent factor method find 
the latent preferences of users and latent attributes of items 
from the ratings. Matrix factorization is the mathematical tool 
that can draw the latent features. Overfitting is one of the 
problems in recommendation systems. One way to fix this 
issue is by incorporating the regularization as a parameter in 
the Matrix factorization model [2]. 
In this research, GraphLab is used as a tool and Movielens 
100k as the dataset. The dataset include the list of movies, 
users, and ratings given by users. From the dataset, the models 
will be trained using item-based collaborative filtering and 
matrix factorization with different values of regularization 
hyperparameter from GraphLab and compares the results in 
term of RMSE. 
II. NEIGHBORHOOD-BASED COLLABORATIVE FILTERING 
Neighborhood-based collaborative filtering method works 
by discovering similarity patterns from users and items’ past 
behavior towards the rating and is divided into user-based and 
item-based collaborative filtering¬. Item-based collaborative 
filtering provides a better accuracy predictions rather than the 
user-based collaborative filtering, therefore item-based 
collaborative filtering is used [5]. The item-based 
collaborative filtering is shown in Fig. 1. 
In Fig. 1, item 1 is chosen by three users on the left. To 
find which user this item should be recommend, the system 
finds similar items which are also chosen by those users, and 
then determines which other users that also choose those 
items. In this case, all three items are chosen by user 6. 
Therefore, item 1 is the best recommendation for user 6. The 
second best recommendation is to recommend item 1 to user 
5, and so on. 
 
Fig. 1. Item-Based Collaborative Filtering 
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The models can learn user’s behavior from implicit and 
explicit data. The examples of explicit data are rating of an 
item given by a user, searching of an item by a user, user 
preference towards two given items, and list of items that a 
user likes. While, examples of implicit data are what items a 
user views, how many times a user looks at an item, items that 
a user purchased, items that a user has watched or listened to, 
and items that a user likes or dislikes. 
The collaborative filtering methods are suffering from 
some issues including cold start, scalability, and sparsity. 
• Cold start: it requires a huge existing data to gives 
accurate recommendations. 
• Scalability: in a big data era, a big computation 
power is often needed. 
• Sparsity: most active users only rated a small 
amount of items. 
III. MODEL-BASED COLLABORATIVE FILTERING 
 The main idea of model-based collaborative filtering 
approach is to predict the users’ rating that is not rated yet 
based on the past rating. One of the main method in this 
approach is latent factor model. This method finds the latent 
preferences of users and latent attributes of items from the 
ratings [2].  
Matrix factorization is the mathematical tool that can draw 
the latent features. Matrix factorization can help to overcomes 
the issues of neighborhood-based collaborative filtering with 
combination of good scalability and predictive accuracy. The 
recommendation items are given if there is high 
correspondence between item and user’s factors. The 
illustration of matrix factorization is shown in Fig. 2. Fig. 2 
characterizes user factors with male and female, and 
characterizes item features with serious and escapist. In matrix 
factorization model, the predicted rating is given by the dot 
product of the movie’s and user’s locations on the graph. For 
example, user 6 is expected to love movie 8 and to hate movie 
1. 
The basic matrix factorization method suffers from the 
data sparsity or missing values in user-item rating. Some 
works proposed to overcome this issue by minimizing the 
objective function or loss function and incorporate 
regularization to avoid overfitting. There are two approaches 
to minimize the objective function, stochastic gradient descent 
(SGD) and alternating least square (ALS). 
According to [12], SGD works through iterative process 
of rating predictions and calculate the prediction error from 
each iterations. While, ALS minimizing the objective function 
in one time by fixing one of the parameter then compute the 
other parameter and vice versa. ALS is better than SGD for 
model that use implicit data and for parallezation process. 
However, SGD is generally easier and faster [11].  
In the optimized matrix factorization method, 
regularization addresses the overfit problem. The main idea of 
regularization is by adding biases to control the magnitude of 
features to stay low. In this paper, stochastic gradient descent 
[5] is used to train the model. The optimization is done in 
parallel over multiple threads. The optimized objective 
function is shown in equation 1 
 
Fig. 2. Matrix Factorization approach 
݉݅݊ܟ,܉,܊,܄,܃
1
|ࣞ| ෍ ℒ(௜,௝,௥೔ೕ)∈ࣞ
(score	(݅, ݆), ݎ௜௝) + ߣଵ(‖ܟ‖ଶଶ
+ ||܉||ଶଶ 
(1) 
                    +||܊||ଶଶ) + ߣଶ(‖܃‖ଶଶ + ‖܄‖ଶଶ)  
 
where ࣞ  is the observation dataset, ݎ௜௝  is the rating of 
item  ݆  given by user ݅, 	܃ = (ܝଵ, ܝଶ, ܝଷ, . . . ) shows the latent 
factors of user, and ܄ = (ܞଵ, ܞଶ, ܞଷ, . . . )  shows the latent 
factors of item. ℒ(ݕ^, ݕ)	 by default is the loss function of (ݕ^ −
ݕ)ଶ. There are two regularizations in this equation. The first 
one is ߣଵ shows the linear regularization parameter, and the 
second one is ߣଶ the regularization parameter. 
IV. RELATED WORK 
Sarwar et. al. [11] from University Minnesota compared 
the effectiveness of recommender systems with collaborative 
filtering and singular value decomposition (SVD). The study 
showed that SVD is worse than the traditional collaborative 
filtering in e-commerce dataset due to the very sparse data. 
However, SVD works better in MovieLens dataset.  
To overcome the sparsity problem, many methods have 
been applied. A method proposed by Ranjbar et. al. [15] try to 
overcomes this problem through imputation of values to the 
unknown rating in a matrix factorization-based method. The 
datasets that were used are MovieLens, Jester, and 
EachMovie. The proposed method outperformed another 
methods such as ALS, SGD, RSGD, SVD++ and MULT.  
Another way to improve the model performance is to 
incorporates regularization to make the model less likely to 
overfit [12,14].  
A study about comparison of ALS and SGD was done by 
[13]. The study showed that SGD is faster, easy to implement, 
and less likely to overfit. However, ALS works better for a 
large datasets. A study by [9] compares the result between 
matrix factorization that incorporating regularization without 
tuning, biases, implicit feedback and temporal dynamic. The 
temporal dynamic achieved the lowest RMSE (0.8563).  
Comparison between GraphLab library and MapReduce 
library showed that Graphlab works better in terms of 
accuracy and speed. However, MapReduce worked better for 
the model with parallelization process like ALS [16]. 
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V. METHODOLOGY 
This section will explains the dataset, tool, and 
implementations. Each steps are described below. 
A. Dataset Description 
In this study, Movie Lens – 100k is used as the dataset and 
it was published by Groupleans research group. The data can 
be retrieved from 
http://grouplens.org/datasets/movielens/100k/s. This dataset 
contains 90570 number of observation with 943 users and 
1682 movies. Every user has rated minimally 20 movies. This 
dataset contains detail of users, ratings, and movies. The 
recommendation systems that are going to build consist of 
four systems, i.e. item-based collaborative filtering, matrix 
factorization with regularization hyperparameter = 1e-8, 
matrix factorization with regularization hyperparameter = 1e-
6, and matrix factorization with regularization hyperparameter 
= 1e-5. We only use User_id, Movie_Id,  and Rating from the 
dataset. 
B. Tool 
The tool that is going to be used is Graphlab. GraphLab is 
an open source project with Apache license and was started 
from Carnegie Mellon University by Prof. Carlos Guestrin in 
2009. GraphLab is used for data mining and machine learning 
tasks. The main benefit of GraphLab is on dealing with big 
data. Graphlab also offers many methods on recommendation 
systems such as item-based collaborative filtering, matrix 
factorization, popularity-based recommender, etc. GraphLab 
is basically a paid package for python but free for educational 
purpose for 1 year. The dataset from MovieLens is loaded to 
GraphLab to build and evaluate the models. 
C. Implementation 
The implementation starts from dividing the data into 
training and testing data using the following codes: 
 
The next step is to train our item-similarity collaborative 
filtering and matrix factorization models with different 
regularization (tuning) hyperparameters using the following 
codes: 
 
The trained models is then used to make predictions of top 
5 movies for first 5 users using the following codes: 
 
The recommendation items are shown in Table I, Table II, 
Table III, and Table IV and consecutively show the item-
similarity collaborative filtering model, matrix factorization 
with default regularization = 1e-8, matrix factorization with 
regularization = 1e-6, and matrix factorization with 
regularization = 1e-5. The top 5 items are recommended for 5 
users and will be based on the top prediction score of movie_id 
to the user_id. 
The last step in implementations is evaluation. The 
evaluation method is using RMSE. RMSE evaluates how far 
the predicted rating is to the real rating in the test set. 
TABLE I.  RECOMMENDATION ITEMS FROM ITEM-SIMILARITY MODEL 
 
 
TABLE II.  RECOMMENDATION ITEMS FROM MF MODEL 1 
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TABLE III.  RECOMMENDATION ITEMS FROM MF MODEL 2 
 
TABLE IV.  RECOMMENDATION ITEMS FROM MF MODEL 3 
 
 
VI. RESULT AND DISCUSSION 
The RMSE evaluation is shown in Table V : 
TABLE V.  RECOMMENDATION ITEMS FROM MF MODEL 1 
 Item-
similarity 
model 
MF model1 MF model2 MF model3 
RMSE 3.43530307 1.06577743 1.05890407 0.997194837 
 
 The MF model1 is a matrix factorization method with 
regularization hyperparameter = 1e-8. In model2 and model3, 
the regularizations are 1e-6 and 1e-5. In table 5, MF model3 
outperforms the other methods with the lowest RMSE score 
or highest accuracy. This explains that matrix factorization 
model with regularization (tuning) hyperparameter will result 
in better accuracy than that of the item-similarity collaborative 
filtering model. 
VII. CONCLUSIONS 
In this study, item-similarity collaborative filtering 
method and matrix factorization method with different values 
of regularization hyperparameters are used. The best 
recommender model is the one with the lowest RMSE score. 
The result in Table V shows that matrix factorization with 
regularization hyperparameter = 1e-5 outperforms the other 
methods in term of RMSE. Therefore, the matrix factorization 
with the smallest regularization hyperparameter results in 
better recommendations. For future work, we can incorporate 
the matrix factorization with more features such as user’s 
gender, user’s age and movie genre. The model can also be 
improved through preprocessing such as using imputation and 
removing extreme values.  
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Abstract—The vision system in soccer robot is needed to 
recognize the object around the robot environment. 
Omnidirectional vision system has been widely developed to find 
the object such as a ball, goalpost, and the white line in a field and 
recognized the distance and an angle between the object and robot. 
The most challenging in develop Omni-vision system is image 
distortion resulting from spherical mirror or lenses. This paper 
presents an efficient Omni-vision system using spherical lenses for 
real-time object detection. Aiming to overcome the image 
distortion and computation complexity, the distance calculation 
between object and robot from the spherical image is modeled 
using the neural network with optimized by particle swarm 
optimization. The experimental result shows the effectiveness of 
our development in the term of accuracy and processing time.  
Keywords—Mobile Robot, Omni-Vision, Particle Swarm 
Optimization; Neural Network; 
I.  INTRODUCTION  
In the robotics field, various researchers have been 
developed to improve the robot ability. Soccer robot 
competition is a real-world test for the control system, path 
planning, navigation sensor, and vision system research subject. 
In past decade, omnidirectional vision or Omni-vision system 
has become one most important thing in soccer robot system. 
Omni-vision provides 360 degrees view of the robot's 
surrounding environment in a single image that can be used to 
object detection [1], tracking [2], and localization [3]. 
Generally, Omni-vision system can be established in a 
various way, such as mechanical servo camera, the spherical 
lens (fisheye panorama), and hyperbolic mirror. The spherical 
lens is one of the more accessible and useful ways to provide 
the Omni-vision, because of the structure have a stable and rigid 
than using reflection mirror which consists two parts and is 
fragile [4].  
Despite the advantages of full view from the spherical 
image, a barrel distortion makes object detection or tracking 
more complicated. The various method has been developed to 
rectify and restore using some image processing techniques [3], 
which make computation more complex. Besides that, some 
calibration technique has been proposed to estimate the correct 
spherical image model [2]. 
One artificial modeling technique to calibrate the spherical 
image is using Neural Network [5]. Since the heuristic method 
has been widely used to solve many problems [6]. In this paper, 
we combined PSO to optimize the neural network model to 
calibrate and modeling the distance between the object and the 
robot from the spherical image with some experimental data 
learning in developing an efficient Omni-vision to recognize 
and tracking the object.  
II. VISION ARCHITECTURE AND OBJECT DETECTION 
A. Spherical Lens Omnivision 
Camera with 
spherical lens
Object 
 
Fig. 1 Omni-vision architecture using aspherical lens  
The use Omni-vision in soccer robot, allows the robot to 
acquire 360 degrees view around its central rotation axis. To 
provide effective and efficient Omni-vision system, we put the 
camera with spherical lens in the top of robots. This Omni-
vision system allows obtaining the object in the field around the 
robot without moving itself or its camera.  
An Omni-vision system assures an integrated perception of 
all main target objects in the surrounding area of the robot, 
allowing more maneuverability. However, it is setup implies 
higher degradation in resolution when the object is growing 
away from the robot.  
B. HSV Color Space 
In this study, the image captured from the camera with the 
spherical lens is in the RGB color space. The color components 
from the image are correlated with the sum of light that 
reflected by the object. Image segmentation of those color 
components will be more difficult in this situation [7].  
Converting image color space from RGB to HSV color 
space is chosen because HSV color space describes color more 
naturally and similarly. According [8], all colored object in the 
soccer field have far enough distance in HSV color space. 
C. Gaussian Blur  
Gaussian blur is an image blurring process using the 
Gaussian function. This method is widely used to reduce noise 
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and obscure details on images. Gaussian blur is commonly used 
in the early stages of digital image processing to improve the 
structure of the image on an absolute scale. 
D. Thresholding 
Thresholding process usually used in image color 
segmentation. By using the thresholding process, the desired 
color interest will be separated by other colors. Pixels with a 
value between the minimum and maximum threshold values of 
the object interest will be labeled and colored with the specified 
value. 
ܦݏݐ(ݔ, ݕ) = ൝
ܾ݈݈ܽ
݈݅݊݁
݂݈݅݁݀
ܾ݈݈ܽ௠௜௡ < ܪܸܵ < ܾ݈݈ܽ௠௔௫
݈݅݊݁௠௜௡ < ܪܸܵ < ݈݅݊݁௠௔௫
݂݈݅݁݀௠௜௡ < ܪܸܵ < ݂݈݅݁݀௠௔௫
 (1) 
In the soccer field, three main objects have a different color, 
such as the ball, field, and line. Those objects have far enough 
distance in HSV color space. Thus, the thresholding process in 
HSV color space can be applied for object detection in soccer 
field which described in (1). 
E. Morphological 
Morphological is an image enhancement process consisting 
of a process called opening and closing. The opening operation 
aims to smooth the contour of the object and eliminate all the 
pixels that are smaller than the elemental structure of the matrix 
element. The closing operation aims to smooth the contours of 
the object and fill the small holes with the elements of the 
matrix structure. [9] 
Image of threshold result of HSV will be done opening and 
closing process. The opening is a process of erosion and then 
dilation, and closing is a process of dilation then erosion. 
Erosion aims to eliminate noise images. Dilation aims to 
combine the disconnected images due to the elimination of the 
color limit. 
III. DISTANCE ESTIMATION USING PSO-NN 
A. Model of Spherical Lens 
In previous steps, the distance and angle between the object 
and the center of the screen have been obtained. However, the 
distance unit still in the pixel. Therefore, real distance from the 
spherical image can be estimated using a neural network model. 
The NN model consists of one input layer, one hidden layer, 
and one output layer. The mathematical model from the input 
layer to the hidden layer described in eq: 
ߙ௝ =෍ܹܫ௜,௝ ௜ܺ
ே
௜ୀଵ
+ ܹܫ௝௕ܾ݅ܽݏ௝ (2) 
ݕℎ௝ = tanh	(ߙ௝) (3) 
Then, the correlation between the hidden layer to the output 
layer described in eq: 
ߚ௞ =෍ܹ ௜ܱ,௝
ே
௜ୀଵ
ݕℎ௝ +ܹܱ௞௕ܾ݅ܽݏ௞ (4) 
ݕ݋௞ = tanh	(ߚ௞) (5) 
The NN model weight ܹܫ௜,௝;ܹܫ௝௕;ܹ ௜ܱ,௝; 	ܽ݊݀	ܹܱ௞௕ learned 
by using data pair between input data such as distance in pixel 
and the output data such as the real distance. 
B. Adaptive Particle Swarm Optimization 
PSO is a population-based optimization search algorithm 
that inspired by birds flocking behavior. The birds are assumed 
to be the particle in the PSO algorithm, each particle 
represented as a solution, the quality of solution determined by 
the corresponding fitness value. The particle has the best fitness 
value is a leader of the group. 
The algorithm of PSO begins with generating randomize 
particles and then each particle “fly” in the search space to 
search some feasible solution. In every generation, the velocity  
௜ܸௗ(ݐ) and position ௜ܺௗ(ݐ) updating mechanism each particle is 
described in  
௜ܸௗ(ݐ + 1) = ߱. ௜ܸௗ(ݐ) + ܿଵ. ݎଵ൫ ௜ܲௗ(ݐ) − ௜ܺௗ(ݐ)൯
+ ܿଵ. ݎଵ൫ܩௗ(ݐ) − ௜ܺௗ(ݐ)൯ (6) 
௜ܺௗ(ݐ + 1) = ௜ܺௗ(ݐ) + ௜ܸௗ(ݐ + 1) (7) 
Where ௜ܲௗ(ݐ) called personal best position, represent the best 
fitness value found by particle ݅ at iteration ݐ and ܩௗ(ݐ) called 
global best, represent global fitness value found by the swarm 
of the particle. The constants number ܿଵ	and ܿଶ called 
acceleration parameter, ݎଵand ݎଶ are independent random 
number distributed in range ሾ0,1ሿ, and ߱ is a constant number 
called inertia parameter.  
The main function of the inertia parameter in PSO is to 
maintain the proportion of exploration and exploitation in every 
iteration process. An adaptive inertia parameter approach in 
[11] is adopted in this paper. Inertia parameter updated based 
on the Percentage of Successful (ܲܵ) in every iteration. A high 
value of  ܲ ܵ indicates the particle is moving toward an optimum 
solution, in contrast, the smaller value indicates that particle is 
moving around the optimum value without much improvement. 
The value of ܲܵ	can calculate as follows 
ܲܵ = ∑ ܵܥ௜
௡௜ୀ଴
݊  (8) 
where ݊ is the number of particles and ܵܥ is success count of 
particle that defined as follow 
ܵܥ = ቊ1 ܬ൫ ௜ܺௗ(ݐ)൯ < ܬ൫ ௜ܲௗ(ݐ − 1)൯0 ܬ൫ ௜ܺௗ(ݐ)൯ ≥ ܬ൫ ௜ܲௗ(ݐ − 1)൯
 
(9) 
Using ܲܵ, the following update rule of inertia parameter is 
߱ = (߱௠௔௫ − ߱௠௜௡)ܲܵ + ߱௠௜௡ (10) 
C. Encoding The Particle 
In the previous section, the NN model of the spherical lens 
has described, a correct model of the spherical lens can be 
obtained by learned the NN weight ܹܫ௜,௝;ܹܫ௝௕;ܹ ௜ܱ,௝; 	ܽ݊݀	ܹܱ௞௕. 
Therefore, in order to obtain the optimum model, the NN weight  
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
766
൫ܹܫଵ,ଵ …ܹܫ௜,௝ ,ܹܫଵ௕ …ܹܫ௝௕,ܹ ଵܱ,ଵ …ܹ ௜ܱ,௝,ܹ ଵܱ௕ …ܹܱ௞௕൯ becomes 
particle Ԧܺ = ൫ܹܫଵ,ଵ …ܹܫ௜,௝ ,ܹܫଵ௕ …ܹܫ௝௕,ܹ ଵܱ,ଵ …ܹ ௜ܱ,௝ ,ܹ ଵܱ௕ …ܹܱ௞௕൯ =
(ݔଵ, ݔଶ,… , ݔௗ). 
D. Objective Function 
The objective function is representing the error between the 
output of the NN model and desired data training. Using the 
percentage mean square error (PMSE), the best individual 
particle is the one which results in the minimum PMSE which 
described in the following equation: 
ܬ = ܲܯܵܧ = 1ܯ.ܭ෍෍൫ݕݐ௡,௞ − ݕ݋௡,௞൯
ଶ
௄
௞ୀଵ
ெ
௡ୀଵ
 (11) 
E. Update of the personal best and global best position 
Personal best position ൫ ௜ܲௗ(ݐ)൯ is the best position archived 
by particle so far and global best position ൫ܩ௜ௗ(ݐ)൯ is the best 
position archived by the swarm of the particle so far at 
generation. In this paper, the standard method is used to update 
൫ ௜ܲௗ(ݐ)൯ and ൫ܩ௜ௗ(ݐ)൯ . Since the NN model problem 
transformed into minimization of the objective function in (11), 
the following update mechanism of ൫ ௜ܲௗ(ݐ)൯  is 
௜ܲௗ(ݐ) = ቊ ௜ܺௗ
(ݐ) ܬ൫ ௜ܺௗ(ݐ)൯ < ܬ൫ ௜ܲௗ(ݐ − 1)൯
௜ܲௗ(ݐ − 1) ܬ൫ ௜ܺௗ(ݐ)൯ ≥ ܬ൫ ௜ܲௗ(ݐ − 1)൯
 (12) 
also, the ൫ܩ௜ௗ(ݐ)൯ can be obtained as follows  
ܩௗ(ݐ) = min ቀܬ൫ ଵܲ(ݐ)൯, ܬ൫ ଶܲ(ݐ)൯, … , ܬ൫ ௗܲ(ݐ)൯ቁ	 (13) 
Completely path planning algorithm using adaptive Gaussian 
parameter is described in   
Start 
Initialize particle as ܹܫ௜,௝;ܹܫ௝௕;ܹܱ௜,௝; ܽ݊݀	ܹܱ௞௕ ; 
௜ܲ = ݔ௜ ; 
End 
While (termination condition is false) 
  SC=0; 
   For i=1 to number of particle 
     For d=1 to n 
      Update velocity of particle using Eq. (6) 
      Update position of particle using Eq. (7) 
      Evaluate particle with objective function using Eq. (11); 
      End  
   End  
 Update ௜ܲௗ  and ܩௗusing Eq. (12) and Eq. (13); 
 Update Acceleration parameter using Eq.; 
 Update Inertia parameter using Eq. (10); 
 Check re-initialization of particle described in Eq.  
End  
൫ݕᇱଵ, ݕᇱଶ, … , ݕᇱ௡൯ = ܩௗ ; 
End  
 
Fig. 2 Pseudocode of proposed algorithm  
IV. EXPERIMENTAL RESULT  
System tested in a computer with Intel Core i5 3.2 GHz 
processor and 4 GB of RAM. First, we experimented with 
object detection such as detecting and tracking a ball and tested 
how far that ball can be detected. Then after that, training data 
taking from the real distance between the center of the robot 
which correlated with the center of the image and the ball. 
In object detection, calculation process takes about 50 
milliseconds to ball detected. With 23 cm steps, we 
experimented the camera detection range that can be detected 
the ball among 23 cm to 483 cm. Fig. 3 shows the experimental 
process which ball can be detected at least about 22 cm. This 
experiment is also obtained the correlation data between real 
distance and in a pixel. In Fig. 5 shows that the correlation is 
exponentially increased. From that figure, we conclude that the 
object distance can be accurately measured between 23 cm to 
400 cm. 
 
Fig. 3 Ball detection in 22 cm from the center of robot  
 
Fig. 4 Ball detection in 128 cm from the center of robot  
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Fig. 5 Object Distance Correlation in cm and pixel  
 
Fig. 6 Distance Comparison between experimental data and 
PSO-NN model  
 
Fig. 7 objective function value in every iteration 
The seconds, experimental object distance data trained by 
PSO to get the NN forward model. In this experiment, PSO 
using 30 numbers of the particle, and the acceleration 
parameters are ܿଵ = ܿଶ = 2. PSO can find the global optimum 
with 0.11 % of PMSE. Fig. 6 shows that the data resulting from 
PSO-NN accurately close to experimental data. Under the 
14000 iteration PSO can find the global optimum. Fig. 7 shows 
the convergence speed in 2 × 10ସ iteration.  
V. CONCLUSION 
From the experimental data, the object in the soccer field 
can be detected and tracked. The real distance in cm of the 
object can be accurately modeled. With our proposed method 
the object detection and distance computation with 
omnidirectional vision are effective and efficient in accuracy 
and processing time. 
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Abstract— Cocoa is a crop plantation originating from the 
tropical forests of Central America and northern part of South 
America. In general, cocoa grouped into three types namely 
Forastero, Criollo, and Trinitario which is the result of a cross 
between Forastero with Criollo. Cocoa (Theobroma cacao L.) 
is one of the comodity that has an important role in the 
Indonesian economy. The Indonesian’s processing directorate, 
and the programs related to the 2015–2019 development are 
the Increased Production and Productivity of Sustainable 
Plantation Crops. This program is conducted to increase the 
production, productivity of cocoa and other plantation crops. 
One of the focus activities is Inventory of postharvest data of 
plantation. In the selection of cocoa beans based on the best 
quality, Indonesian Coffee and Cocoa Research Center is often 
missed so that there are some cocoa beans that should not pass 
the quality but still processed into processed products. In that 
case we proposed a new scheme for Decision Support System 
by using Forward Chaining method and Simple Multi 
Attribute Rating Technique (SMART). The combination of 
these two methods proved to be able to do a very good selection 
of cocoa beans. Where the selection is done with two stages 
proven can really filter the cocoa beans are good for health. 
Keywords—Cocoa Bean, DSS, Forward Chaining, SMART 
I. INTRODUCTION 
Indonesia is one of the world's top cocoa producers after 
Ivory Coast and Ghana, with 13% of world cocoa 
production. The production of Ivory Coast and Ghana are 
39% and 19% respectively [1]. Therefore, Indonesia's cocoa 
production is highly calculated in the world cocoa market. 
Jember Regency is one of the big cocoa bean producing 
cities in East Java Province. Almost all areas in Jember 
Regency are plantation area, especially cocoa bean 
plantation. Plantation in Jember Regency is not a plantation 
owned by an individual (farmer) but rather a smallholder 
plantation, which is a collection of small gardens owned by 
several farmers. The farmers each have a plantation area of 
approximately 1 - 2 hectares. In quantity, cocoa products in 
Indonesia at this time the results are quite encouraging, but 
the quality is not satisfactory. So in the world market is still 
difficult to compete with products from other countries that 
have good quality standards. Jember regency, known as a 
cocoa producer, should be able to improve the quality of 
cocoa beans into a product in order to compete with other 
cocoa producing countries. One of the products produced 
from the processing of cocoa beans is chocolate. Chocolate 
with the content of cocoa (cocoa beans) more than 70% also 
has health benefits, because chocolate is rich in antioxidant 
content of fenoldan flavonoids that can boost the immune 
system is very large. With the presence of antioxidants will 
be able to capture free radicals in the body. Given the various 
benefits of the importance of the content contained in cocoa 
beans and derivatives products for the health of the human 
body, the thing that must be maintained is the selection of 
cocoa beans with the best quality. Determining cocoa beans 
with the best quality according to Indonesian’s standard must 
be appropriate with predefined standards and criteria. In the 
selection of cocoa beans based on the best quality, 
Indonesian Coffee and Cocoa Research Center is often 
missed so that there are some cocoa beans that should not 
pass the quality but still processed into processed products. 
In addition, the inventory process for managing reports on 
cocoa beans still uses manual systems that can lead to errors 
and lack of time efficiency. This manual process is 
considered inefficient, requiring the system to support the 
process of selecting the best cocoa beans based on quality. 
The existence of this system is expected to support the 
process becomes more optimal and efficient. 
Inventory management affects all functions of the cocoa 
operating system. As a managerial process, an inventory is 
necessary in a series of planning processes to the elimination 
of an inventory. However, the reality that occurs in the field 
of most agencies less attention to the importance of 
inventory. Based on the explanation of the above problems, a 
system is needed to assist the selection process of the best 
cocoa bean selection as well as to manage the digital data 
inventory for an information presented in graph form 
showing good quality cocoa quality for health produced from 
year to year as center evaluation material research coffee and 
cocoa Indonesia. Utilization of technology that can be used 
for this problem is to create a system that will be able to 
combine tools (tools) information systems and models to 
evaluate the various options. This system is known as 
Decision Support System (DSS)[2] . In that case we 
proposed a new scheme for Decision Support System by 
using Forward Chaining method and Simple Multi Attribute 
Rating Technique (SMART). Forward Chaining method is 
run by gathering the facts to draw conclusions. Forward 
Chaining method is used for the process of determining the 
quality requirements of cocoa beans based on the beans. 
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While the Simple Multi Attribute Rating Technique 
(SMART) method is looking for the weighted summaries 
and rankings determined through each alternative on all 
predefined criteria and subcriteria. The Simple Multi 
Attribute Rating Technique (SMART) method in this 
research is used for the process of determining specific 
quality requirements. The combination of Forward Chaining 
method and Simple Multi Attribute Rating Technique 
(SMART) is expected to facilitate decision making in 
making the best decision to determine the best cocoa beans 
selection based on quality. 
II. METHOD 
A. Decision Support System 
Decision Support System (DSS) according to [3], can be 
described as a system capable of supporting ad hoc data 
analysis, and decision modeling, decision-oriented, future 
planning orientation, and use at unusual moments. DSS are 
tools that an organization uses to support and enhance 
decision-making activities [4]. Early use of decision support 
analysis was marketing. DSS was defined by Power [5] as a 
coordinated collection of data, system, tools and technology, 
with supporting software and hardware by which an 
organization gathers and interprets information from 
business and environment and turns it into a basis for 
marketing action. Little [6] defined the DSS as a "model-
based set of procedures for processing data and judgments to 
assist a manager in his decision-making."  
B. Forward Chaining 
The solution to some problems naturally starts with the 
collection of information. Reasoning is applied to this 
information to obtain logical conclusions. For example, a 
doctor usually begins to diagnose a patient by asking him 
about the symptoms he or she suffers from, such as high 
blood pressure, temperature, headache, sore throat, coughing 
…etc. Then the doctor uses this information to draw a 
reasonable conclusion or to establish a hypothesis to explore 
further. This way of reasoning is called in an expert data 
driven system, forward-chaining [7]. 
Forward chaining can also be called advanced trace or 
search driven data (driven search). So the search starts from 
the premises or information input (if) first then to the 
conclusion or derived information (then). Forward Chaining 
means using the set of conditions-action conditions. In this 
method, data is used to determine which rule to run or by 
adding data to working memory to be processed to find a 
result. 
The process of search by forward chaining method 
departs from left to right, ie from the premise to the final 
conclusion, this method is often called datadriven that search 
is controlled by the data provided. Forward chaining is also 
called advanced reasoning that rules are tested one by one in 
a certain order. The infrared machine will try facts or 
statements inside knowledge base in a situation expressed in 
the IF section rule [8]. If the facts in the knowledge base are 
in accordance with IF rules, then the rule is stimulated and 
the next rule is tested. The process of testing the rules one by 
one continues until one complete round through the entire 
rule device. 
C. Simple Multi Attribute Rating Technique (SMART) 
The Simple Multi Attribute Rating Technique 
(SMART) is a multi criteria decision making method 
developed in 1997 by Edward [9][10]. The SMART method 
is based on the theory that each alternative consists of a 
number of criteria that have value and each criteria has a 
weight that describes how important the value of the weight 
is compared to other criteria. SMART Method is more 
useful because of its simplicity in responding to the needs of 
decision makers and how it responds. The analysis involved 
is transparent so that this approach provides a great 
understanding of the problem and is acceptable to the 
decision maker [9][11]. SMART method is used more often 
because of its simplicity in responding to the needs of 
decision makers and analyzing responses. SMART uses a 
linear additive model to forecast the value of each 
alternative and its decision-making methods are flexible. 
The steps to solve the SMART method in general are as 
follows:  
1. Determine the problem 
2. Determine the criteria to be used 
3. Determine alternative to be used 
4. Determine the value of scale 0-100 based on priority to 
assess the weight 
5. Give weight to each criteria on each alternative then in 
normalization. Normalization of weights can be seen in 
equation 1. 
 
    (1) 
  
annotation: 
nwj = normalization i criteria 
wj = weighting criteria 
∑wj = sum of all the criteria 
 
6. Calculate the value of utiliy by using equation 2. 
 
  (2) 
 
annotation: 
ui   = utility or sub criteria value of criteria i 
ai   = alternatives i 
Cmax = maximum value of sub criteria 
Cmin  = manimum value of sub criteria 
ui(ai)  = value from alternative i 
 
7. Calculate the final value of each criteria and subcriteria 
using equation 3. 
 
        (3) 
    
annotation: 
ai  = alternatives i 
wj  = weighting criteria j 
ui  = utility or sub criteria value of criteria i  
ui(ai)  = value of criteria i 
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D. Proposed Scheme 
The data analysis phase begins by examining the overall 
data that has been obtained from the data collection stage. 
The data is used to select the cocoa beans, the data used are 
the data of general quality criteria and specific quality 
criteria. General quality criteria data consist of insects life, 
moisture content, smelled of smoke, foreign object, and 
levels of broken beans. Specific quality data consists of the 
content of moldy bean, slaty bean, the content of insect-
damage bean, waste bean, and germinated bean. To obtain 
the best cocoa beans that meet all the criteria mentioned 
above, we propose a new Decision Support System Scheme 
using a combination of Forward Chaining and SMART 
methods. The initial step is to make selection of cocoa beans 
by using a general quality test by Forward Chaining method. 
Cocoa beans that passed the general quality test are then 
selected again by using specific tests with SMART method 
with strict feasibility test to produce the best cocoa beans. 
The proposed Decision Support System Scheme can be seen 
in Figure 1. 
 
Figure.1 Proposed Scheme 
 
III. RESULT AND DISCUSSION 
 
System design will be done after the analysis is done. 
The design is done to provide a general description of the 
system to be built. This software development adopts the 
development pattern of waterfall method. Waterfall method 
is a systematic and sequential method that starts at the level 
and progress of the system until the analysis, design, code, 
test and maintenance. This chapter describes the results of 
research that has been done and discussion of decision 
support system that has been made. The discussion was 
conducted to explain and explain how this study answers the 
problem formulation as well as the purpose and benefits of 
this research as what has been determined at the beginning of 
the study. 
A. Data Sampling 
The sampling data were taken from the Indonesian cocoa 
research center with the amount of 13 and each cocoa beans 
were coded. General test criteria data used in making 
decision support system of quality selection of cocoa beans 
for health can be seen in Table 1 and the sampling data can 
be seen in Table 2. 
Table 1 General Quality Test Criteria 
Tabel 2 Sample Data of Cocoa Beans 
Cacao 
Code  
Insect 
Life 
Moisture 
Content 
Smelled 
of 
Smoke 
Foreign 
Object 
Broken 
Beans 
KA_001 No 3,5 No No 1 
KA_002 No 7,6 No No 1 
KA_003 No 4 No No 3 
KA_004 No 4 No No 2 
KA_005 No 7 No No 4 
KA_006 No 4 No No 1 
KA_007 No 4 No No 1 
KA_008 No 5 No No 2 
KA_009 No 3 Yes No 1 
KA_010 No 3 No No 1 
KA_011 Yes 2 No Yes 2 
KA_012 Yes 2 No Yes 4 
KA_013 Yes 3 No No 3 
 
B. General Quality Testing 
 At the cocoa beans selection stage based on the quality of 
commonly used Forward Chaining method. Implementation 
of Forward Chaining Method on Decision Support System 
for Good Quality Selection of Cocoa Beans is obtained from 
establishing a complete and good base of rules and 
knowledge base so that the general quality test process of 
cocoa bean gets good accuracy. The test mechanism in this 
decision support system is to do forward reasoning using 
rules based on a particular order and pattern.  
No. Type of Test 
1 Insects Life 
2 Moisture Content 
3 Smelled of Smoke 
4 Foreign Object 
5 Level of Broken Beans 
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 The first step is to determine the criteria that will be 
tested at the quality selection stage of cocoa beans general 
test. The data on the general quality test criteria of cocoa 
beans is shown in Table 3. The second step is to determine 
the rules to represent knowledge using the production rule 
method which is usually written in the if-then form. Table 3 
describes the quality of cocoa beans based on general quality 
requirements. The terms in the table are then represented in 
the facts or Forward Chaining rules that can be seen in 
Figure 2. 
Table 3 General Requirements Good Cocoa Beans 
No. Type of Test Units Requirement 
1 Insect Life Beans No 
2 Moisture Content %  Max 7,5 
3 Smelled of Smoke Beans No 
4 Foreign Object Beans No 
5 Broken Beans Beans Max 2 
Figure 2 Forward Chaining rule 
Annotation: 
X1 = Cocoa Beans 1 
X2 = Cocoa Beans 2 
A1 = No Insect 
A2 = Moisture Content ≤ 7.5 
A3 = No smell of smoke 
A4 = No foreign object 
A5 = Broken beans ≤ 2 
B1 = Insect 
B2 = Moisture Content ≥7.5 
B3 = Smell of smoke 
B4 = Foreign object 
B5 = Broken beans ≥ 2  
The requirements for passing the general test shall meet 
the five prescribed conditions: no live insects, moisture 
content ≤ 7.5, no smoke-free beans, no foreign object, and 
broken beans content ≤ 2. If there is one condition that is 
not fulfilled, then the cocoa beans otherwise not passed the 
general test. Table 2 is a sample of cocoa beans data. From 
the predetermined criteria and rules it can be collected that 
the cocoa beans that passed the general quality test selection 
can be seen in Table 4. 
 
Table 1 Cocoa Beans Pass the General Quality Selection 
Cocoa Code  Selection 
KA_001 Pass 
KA_002 No 
KA_003 No 
KA_004 Pass 
KA_005 No 
KA_006 Pass 
KA_007 Pass 
KA_008 Pass 
KA_009 No 
KA_010 Pass 
KA_011 No 
KA_012 No 
KA_013 No 
  
 
C. Specific Quality Testing 
 After the general test the next step is a specific quality 
test. This specific quality test is aimed to get the best quality 
cocoa beans. At the stage of selection of cocoa beans based 
on specific quality used Simple Multi Attribute Rating 
Technique (SMART) method. The data criteria used in 
making decision support system of good quality cocoa beans 
selection for health at specific selection stage can be seen in 
Table 5. 
 
Table 5 Criteria, Value and Weight  
No. Criteria Requirements Value Weight 
1 Mouldy 
Cocoa Bean 
(bean) 
0 – 2  0  
30 3 – 4  20 
> 4 100 
2 Slaty Cocoa 
Bean (bean) 
0 – 3  0  
 
20 
4 – 8  20 
9 – 20  50 
> 20 100 
3 Insect-
Damaged 
Cocoa Bean 
(bean) 
0 – 1  0  
30 = 2 20 
> 2 100 
4 Waste 
Content 
(bean) 
0 – 1,5  0  
 
10 
1,6 – 2  20 
= 3 50 
> 3 100 
5 Germinated 
Cocoa Bean 
(bean) 
0 – 2  0  
10 = 3 20 
> 3 100 
 
The first step in the implementation of the SMART 
method of cocoa quality selection is to assess each cocoa 
beans based on predetermined criteria. The rating scale is 1-
100 for each criteria. From the assessment conducted by the 
researchers obtained results as shown in Table 6. 
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Table 6 Value of each Cocoa Beans 
 Criteria 
Cocoa 
Code 
Mouldy 
bean 
Slaty 
bean 
Insect-
damaged 
bean 
Waste 
bean 
Germinated 
bean 
KA_001 0 50 20 20 100 
KA_004 0 50 100 50 100 
KA_006 0 20 0 100 20 
KA_007 0 20 0 50 100 
KA_008 0 50 100 50 20 
KA_010 100 0 0 50 0 
 
 
The second step is to determine the weight and 
calculate the value of the weight improvement of each 
criteria. The weight of each criteria can be seen in Table 5. 
To calculate the value of weighted improvement is using 
equation 1, so that we get the weight improvement as in 
Table 7. 
Table 7 New Weight 
Criteria Weight 
Mouldy bean(K1) 0,3 
Slaty bean (K2) 0,2 
Insect-damaged bean (K3) 0,3 
Waste bean (K4) 0,1 
Germinated bean (K5) 0,1 
 
 
The third step is to determine the utility value for each 
sub criteria using the formula as in equation 2 or directly 
assign a utility value based on the priority. The result of the 
preference value is entered in the utility value calculation 
table. The utility calculation table is shown in Table 8. 
Table 8 Utility Calculation 
 Criteria 
Cocoa 
Code 
Mouldy 
bean 
Slaty 
bean 
Insect-
damage 
bean 
Waste 
bean 
Germinated 
bean 
KA_001 0 50 20 20 100 
KA_004 0 50 100 50 100 
KA_006 0 20 0 100 20 
KA_007 0 20 0 50 100 
KA_008 0 50 100 50 20 
KA_010 100 0 0 50 0 
 
The fourth step is to calculate the preference value of 
each cocoa beans by using the utility value that has been 
obtained previously. To calculate the SMART result is use 
equation 3. The result of the preference value is entered into 
Table 9. 
Tabel 9 SMART Result 
Cocoa Code value 
KA_001 72 
KA_004 45 
KA_006 84 
KA_007 81 
KA_008 53 
KA_010 65 
 
 
Table 9 shows the total final value of SMART result 
calculation. The SMART preference value is the reference 
used for ranking derived from the total utility value 
multiplied by the weight of the criteria. SMART 
calculations that have been obtained then sorted from the 
largest to the smallest. If the smart results obtained more or 
equal to 80 then the cocoa beans are considered worthy of 
specific tests as well as considered as cocoa beans are good 
for health. But if the smart results obtained less than 80 then 
the cocoa beans are considered unfit for health. Selection 
ranking results can be viewed in Table 10. 
Tabel 10 Sorting Results 
Cocoa Code SMART 
result 
Rank Feasibility 
KA_006 84 1 Yes 
KA_007 81 2 Yes 
KA_001 72 3 No 
KA_010 65 4 No 
KA_008 53 5 No 
KA_004 45 6 No 
 
 
From the calculations that have been done with 
Forward Chaining and SMART method, the best cocoa 
beans that passed the general test and specific test are cocoa 
beans with code KA_006 and KA_007 with the final value 
of 84 and 81. 
 
D. System Implementation 
The designed Decision Support System is implemented 
in web form making it easier to access. System is designed 
using php (laravel framework) and mysql programming 
language. 
 
 
IV. CONCLUSION 
Implementation of Forward Chaining Method in the 
general test is to check the criteria referring to the Indonesian 
National Standard on the quality of cocoa beans so that from 
the facts that have been previously known can produce a new 
conclusion. Implementation of Simple Multi Attribute Rating 
Technique (SMART) method in specific test starts from 
cocoa bean data collection that has passed general test to be 
processed in specific test phase. After the cocoa beans that 
have passed the general test have been collected it will be 
added weight and value for each criteria. Where the 
assessment criteria refers to the Indonesian National 
Standard on the quality of cocoa beans. The calculation using 
the Simple Multi Attribute Rating Technique (SMART) 
method refers to the utility value of each subcriteria. The 
combination of these two methods proved to be able to do a 
very good selection of cocoa beans. Where the selection is 
done with 2 stages proven can really filter the quality cocoa 
bean from the not quality one.  
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Abstract—We approach crowd counting problem as a 
complex end to end deep learning process that needs both a 
correct recognition and counting. This paper redefines the 
crowd counting process to be a counting process, rather than 
just a recognition process as previously defined. Xception 
Network is used in the CountNet and layered again with fully 
connected layers. The Xception Network pre-trained 
parameter is used as transfer learning to be trained again with 
the fully connected layers. CountNet then achieved a better 
crowd counting performance by training it with augmented 
dataset that robust to scale and slice variations. 
Keywords—transfer learning, crowd counting, deep learning 
I. INTRODUCTION 
Crowd counting task in deep learning community is 
aiming to count every head of a human being present in a 
crowd shown in a photograph. The crowd in the photo is 
usually present in a different density, hence the name of the 
crowd counting, in a dense and sparse crowd. The crowd 
counting problem is actually a counting problem, done by 
estimating the number of people in the crowd, in regards to 
the distribution of the crowd density at one gathering area. 
One of the uniqueness in this deep learning task is that 
not only the whole photograph can be a training data, but 
also slices of the photograph can represent a whole 
photograph as a no crowd slices, sparse crowd slices, dense 
crowd slices, and the mixture of them all. This brings 
advantage to data collection process. Whilst in another deep 
learning task, researcher needs to acquire hundred thousands 
of data, 50 high resolution photograph can already make the 
same abundances. From this abundances, we can get millions 
of training data, just by using some augmenting processes. 
Besides that, crowd counting is a vast perspective 
problem. Some of the perspective in the earlier work is the 
detection [12, 13, 20, 21, 22, 24] and regression [2, 3, 4, 5, 8, 
23] network. Detection approach crowd counting is 
successful for scenes with low crowd density, but the 
performance on a very dense crowd is still problematic. This 
happened because on these dense crowd environment, 
usually only partial of the whole humans are visible, only 
head to shoulder for horizontally taken photos, and only the 
top of the head, for a orthogonally taken photos. For this 
method, parts to be detected by the method is too small, and 
the counting method will not detect any object that is not a 
crowd. This is why this method tends to underestimate the 
counting in a dense crowd settings, and that is still a 
challenge for the detection method. 
While counting by detection needs big part of a human 
body being located, crowd counting by regression simply 
estimates crowd counts without knowing the location of each 
person. Density estimation is sometimes used as an 
intermediate result, and then using a linear operation, e.g. 
sum, a crowd counting method get the overall crowd count 
results [2, 3]. The regression part, in [5] for example, is using 
fully CNN model for counting in highly congested scenes. 
Different with detection based crowd counting, regression 
based counting tends to overestimate sparse crowd settings 
counting prediction. This is happening because regression 
method is trying to find an n-dimensional polynomial 
function of linear and non-linear relationship between pixels 
and counting from each of the pixel. The performance of this 
method relies on the statistical stability of the pixels data. 
Thus, regression method needs is to explore intrinsic 
statistical principle of the whole data. 
Density estimation method itself is good for regression 
crowd counting if the intermediate output is handled again by 
a human processor or processed in an optimized hand 
engineered feature mapping. As described before, one of 
feature mapping used is a linear operation, which is to sum 
each pixels to get the crowd count. This approach should be 
working smoothly if the density making process could be 
inversed without a loss, or had an inverse for each pixels 
translation into the density, or if the blur filtered area’s total 
pixels value can be retained after the filtering process, so that 
the density making process do not change the ground truth 
crowd count. Crowd counting is a task with a rich variety of 
low and high level features and not only has many non-
linearity in its inputs, but also has many non-linearity in its 
outputs. This actually is not a simple counting task, it is 
actually a task to generalize massive non-linearity provided 
by differences of the crowd density. 
This research approaches crowd counting task as an end 
to end deep learning process. This process is partly different 
with some previous implementation of crowd counter. Some 
implementation only apply deep learning algorithm until it 
produces the output of predicted density map, thus the title, 
density estimation, and then sum the predicted density map 
to get the predicted crowd count. By that term, the algorithm 
performance is limited by the chosen counting method, and 
the end to end deep learning process is opening that limit so 
that the machine can also learn better counting method as 
well. The limitation is illustrated in Fig. 1, and the end-to-
end solution is illustrated in Fig. 2. 
 
 
Fig. 1. Previous implementations, introducing errors as e1, e2, and e3 
 
 
Fig. 2. End to end deep learning implementations. 
As we can see on Fig. 1., the previous’ implementations 
introduces three kinds of errors, e1, e2, and e3, from the 
In Density Prediction 
e1 
Density Out 
e2 e3 
In End to end deep learning method Out 
e1, e2, e3 
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density making process, slicing process, prediction process 
and the output counting process respectively. While the 
prediction error (e2) is purely handled by the iterative 
training from the network, other errors such as density 
making error, slicing error and output counting error is not 
seen and calculated by the iterative training. That’s why the 
network will have errors at least from the sum of e1, e2 and 
e3. Different approach in Fig. 2. let the iterative training 
process see and calculate the counting errors and takes it as 
loss in a learning process. This way, we let the end-to-end 
deep learning process also learn from the counting errors by 
not limiting the potential performances of the counting 
system. This specific advantage makes the end-to-end 
approach a more favorable approach for crowd counting. 
Although the process tends not to limit the potential 
performances of the counting system, it needs a network that 
can generalize well to every linearity and nonlinearity 
available in the dataset and also a general training data. If the 
learning algorithm is a large-enough neural network and if it 
is trained with enough training data, it has the potential to do 
very well, and perhaps even approach the optimal error rate 
[15]. This end to end deep learning method can be 
confidently applied also because the result is not a decision, 
nor that the prediction error could turn into a fatal error. 
Covered in this paper is a crowd counting in a spatial 
term, not in a temporal term. This paper also redefines 
regression and detection method as a crowd counting with 
recognition-priority method, as the result is expected to 
reflect the ground truth density as close as possible and try to 
count the crowd with the density prediction being summed. 
CountNet is a counting-priority method and in it, the 
counting step will be learned by the algorithm itself, not by a 
hardwired sum method. This is handled by using extra fully 
connected layers. Extensive data augmentation used is by 
sampling patches from the multi-scale image representation 
to make the counting system robust to the scale variation. 
Our approach is trained and evaluated on the challenging 
UCF_CC_50 extremely dense crowds dataset and has 
achieved better result. 
In summary, we make the below contributions: 
 We find that crowd counting task is a problem of 
finding a generalization of many non-linearly 
distributed crowd density that can’t be counted or 
categorized easily. 
 Based on that understanding, we create an end to end 
deep learning method, CountNet, and tune every 
hyper parameters of it so that the algorithm can be 
trained with a good amount of a general kind data, do 
the model fitting properly, and expect many linearity 
and non-linearity to be captured by the algorithm. 
 Experimental results reveal that our method can 
achieve a better result on a challenging crowd 
counting dataset 
II. RELATED WORKS 
A. Crowd Counting by Detection 
Earlier works approach crowd counting by detecting the 
counted crowd. Some of the approaches are using region 
proposal generators, low-level features [21, 22], binary 
classifiers like Naive Bayes classifier [24], and Random 
Forest [20]. There are also CNN based object detectors [12, 
13] used to approach this crowd counting task. Detection 
based approach is successful for predicting scenes with low 
crowd density. On the occasions with high crowd density 
like in our chosen dataset, these approach performances are 
still not that good. The detection based crowd counting tends 
to underestimate the crowd counting predictions on the high 
crowd density, because only part of the whole objects are 
visible for localization be done by object detectors, or 
because the object in those highly congested areas are simply 
too small to be detected. 
B. Crowd Counting by Regression 
Counting by regression is not requiring the exact local 
position of each person in the crowd. In fact, some of the 
preliminary work use edge and detection features to learn 
mapping from image patterns to crowd counts.  A deep 
convolutional neural network (CNN) is also used in a 
switchable training scheme for crowd counting task in [2]. 
The early approach of crowd counting is using a 
concatenated deep VGG network and parallel shallow 
network [3], which at the time, performed the state-of-the-art 
result. Despite its error to the large crowd dataset, the result 
is actually precise at some images in the dataset. Some others 
used a fully convolutional network architecture [5] with a 
number of max pooling layer and a 2D integrator which is an 
element-wise sum, to deliver the crowd count, or with a 
cascaded multi-task learning settings for density estimation 
[23], or with a combination with Gating CNN [8], which is 
proven to be specialized in a specific appearance and has the 
robustness to large appearance changes. Others implemented 
a multi-scale convolutional neural network to extract scale-
relevant features from crowd images using a single column 
network based on the multi-scale blob [4]. Counting by 
regression is quite reliable in crowded settings and tends to 
overestimate predictions in a low crowd settings. This 
overestimations and errors in the regression based approach 
mainly come from the statistical stability of the data and the 
neediness of more instances to help explore intrinsic of that 
statistical stability principles. 
C. Crowd Counting by Other Methods 
Combining the best from both sides, there is an approach 
that combines results from the regression network and the 
detection network [11]. This superposition combination 
method is unique as it trains another network called ‘Quality-
Net block’ to captures the different importance weight of two 
density maps by dynamically assessing the qualities of the 
regression prediction and detection prediction for each pixel. 
This approach also covers the non-linearity introduced by 
different crowd density that some tried to grasp using a 
multi-task learning method. Other novel crowd counting 
approach leverages abundantly available unlabeled crowd 
imagery in a learning-to-rank framework [19]. This approach 
learn from unlabeled datasets by incorporating learning-to-
rank in a multi-task network which simultaneously ranks 
images and estimates crowd density maps.  
III. CROWD COUNTING BY COUNTNET 
Our solution formulates the crowd counting task as a 
counting problem, with an understanding of linearity and 
non-linearity of the training set and test set. From our 
experiments, we understand that other than the non-linearity 
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of the features explored by previous’ researches, there are 
also non-linearity introduced by each of different crowd 
density. To handle the size variations on the dataset, we slice 
the dataset to a respective size so that all training set and test 
set are images of typical size. Facilitating those reasons, we 
need to employ some of preprocessing methods, selecting the 
best pre-trained model that can generally captures linearity 
and non-linearity, and also set our learning parameters to 
maximize our convergence time and result. Those 
employment are described below. 
A. Preprocessing 
Enhancing features captured by the algorithm, we 
augment the data with several augmenting technique used 
before in [3] and some addition of hand-engineered sampling 
technique designed by ourselves. Features enhancement used 
here is mainly to handle scale and direction variation and to 
address dense crowd region. 
First we do a multiscale pyramidal scaling from 0.5 to 1.3 
with 0.1 steps incremented times the original full scale image 
resolution. The scaling will make the algorithm more robust 
to scale variation so that the algorithm can be trained to 
recognize people in more scale variation. Then the scaled 
image is sliced in patches of same size, so that the input to 
the network is in controlled size. After that, the slices then 
flipped in the left/right direction to further augment the 
dataset. This data augmentation has obtained us around 2 
million slices to train. Before we sample this 2 million, we 
shuffle all this total sample randomly. By this augmentation, 
the algorithm trained is more robust to scale and direction 
variation and then can generalize well to most of the crowd 
we have in our data. 
Second, we sample high relative crowd count patches 
more often and include also the other levels of relative crowd 
count patches. In our reported result, we use a maximum of 
200,000 slices of training set, consisted of a maximum of 
10,000 slices from the lowest relative crowd count patches, 
10,000 slices again from the low relative crowd count 
patches, another 10,000 slices from the medium relative 
crowd count patches, then 60,000 slices from high relative 
crowd count patches, and lastly a maximum of 110,000 
slices from the highest relative crowd count patches available 
in our 2 million of total slices. This lowest to highest relative 
crowd count level is calculated from the maximum and 
minimum crowd count range divided by five to indicate five 
categories, lowest, low, medium, high, highest. The highest 
category’s upper bound is a half times the maximum crowd 
count from all slices. This is done to make space for more 
data variations from the same crowd count group. From our 
training results, the sampling method ended up not using 
200,000 slices as training sample. This happened because 
there’s not enough slices available from the relative crowd 
count group. For example, one group only have a 79,776 
slices from a maximum of 110,000 slices. We tend to not 
augment our training set more than what’s already done 
because our infrastructure usage is already approaching its 
limit from that total training set sampled. 
B. Xception: Depthwise Separable Convolutions [6] 
We have tried several networks to be the main predictor 
of our end to end deep learning system, and we choose 
Xception: Depthwise Separable Convolutions [6] network, 
developed by Keras’ own author, François Chollet. Xception 
is a convolutional neural network architecture based entirely 
on depthwise separable convolution layers that map the 
cross-channels correlations and spatial correlations in the 
feature maps of convolutional neural networks, entirely 
decoupled.  
The Xception architecture has 36 convolutional layers 
forming the feature extraction base of the network. The 36 
convolutional layers are structured into 14 modules, all of 
which have linear residual connections around them, except 
for the first and last modules. In short, the Xception 
architecture is a linear stack of depthwise separable 
convolution layers with residual connections. [6] 
We also choose this architecture because Xception have 
one the best top-1 accuracy and top-5 accuracy on the 
ImageNet validation dataset while also have the lowest 
parameters count, size, and depth, compared to the recent 
InceptionV3 and InceptionResNetV2 [7]. By the 
performance on the ImageNet validation dataset, the network 
proven to have a good proportion of linear and nonlinear 
generalization in such a compact parameters count, size and 
depth. 
Our proposed end to end deep learning network will 
output a predicted count for the input slice. To achieve this, 
we omit the top layer of the Xception network (by setting the 
include_top = False), and add fully connected network sized 
1024 with relu activation to introduce non-linearity aspect to 
the network’s final counting, and then add fully connected 
network sized 256 also with relu activation, fully connected 
network sized 16, and lastly, a fully connected network sized 
1 to output a final predicted count. This final predicted count 
will be the prediction of the input slice crowd count. The 
illustration of our proposed end to end deep learning network 
is shown in Fig 3. 
 
 
 
 
 
 
 
Fig. 3. Our approach of End to End Deep Learning Network 
C. Learning Parameters 
We use cyclical learning rates as described in [10], so 
that by creating new learning rate policies, our training could 
converge faster than other linearly and even exponentially 
decreasing learning rate policies. For the learning rate 
policies, we choose base learning rate at 1e-6, max learning 
rate at 1e-2, and gamma of 0.99994 in “exp range” mode. 
We set step size equal to 2 − 10 times the number of 
Output Predictions 
Fully Connected Layers 
(with ‘relu’ activations) 
Xception Network 
(pre-trained using ImageNet weights, without the top) 
Input 
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iterations in an epoch. Number of iterations will be derived 
from number of total training set data in each epoch divided 
by batch size. This step size is a representation of half a cycle 
from a full cycle of a cyclical learning rates. The learning 
tends to converge at around 3 to 4 epochs, so we train our 
network for 5 epochs at each of our training, to make sure the 
convergence happens before the training finished. 
D. Training Settings 
For training purposes, this transfer learning method using 
pre-trained weights from Xception network to be trained 
again with the fully connected layers with glorot uniform 
initializer as the default initializer from Keras. We train our 
model using maximum of 200,000 samples from lower half 
of the crowd distribution (to make space for more data 
variation) and validate our model for each epoch, using 
around 1,000 samples. The maximum of 200,000 samples 
then will be trained as 64 mini-batches, and shuffled at each 
epoch. This training is done for 5 epochs for each fold of the 
5 folds cross validation method. 
We only train the model until the validation loss 
converges, as it marks the beginning of overfitting error or 
variance error. If the validation loss goes lower than the 
previous validation loss convergence point, we also take that 
weights as the best weights of the training session. We don’t 
take weights that has bigger validation loss than the 
convergence points. This way, our model is preserved from 
the overfitting training result. 
IV. EXPERIMENTAL RESULTS 
 This end to end deep learning approach is evaluated for 
crowd counting on the challenging UCF_CC_50 [1] dataset, 
contains 50 grayscale crowd images with various sizes and 
with number of crowd count per image varies between 96 
and 4631 people averaging at 1280 individuals per image. 
 Similar to recent works, to ensure generalization and 
exclude overfitting problem from testing trained dataset, our 
approach is evaluated using 5-folds cross validation method. 
The whole 50 images from UCF_CC_50 dataset is being 
divided randomly into 5 splits with each splits then 
containing 10 images. In each of the 5 folds, we consider 4 
splits (40 images) for training the end to end deep learning 
network and 1 remaining split (10 images) to test the 
network. The maximum of 200,000 slices will be obtained 
from each of these 40 training images in regards to 
previously described data sampling and augmentation 
method. On UCF dataset, this procedures yield around 
170,000 slices of training patches per fold. We train our 
CountNet: end to end deep learning network using Keras 
[15] and Tensorflow [14] deep learning framework on Tesla 
V-100 GPU and 64 GB of RAM. Our network was trained 
using Adam Stochastic Optimizer [17, 18] with learning rate 
policies later overruled by cyclical learning rates policies, 
and calculate loss as mean absolute error. The average 
training time per fold is around 5500 seconds. 
A. Results 
Measuring performance of our approach, we use Mean 
Absolute Error (MAE) to quantify the error of every 
predictions made by our approach. MAE computes the mean 
of absolute difference between the ground truth counts and 
the predicted counts for all images in this UCF dataset. The 
result illustrates that compared to the others implementation 
that creates a new network, this simple transfer learning 
method with a network that already has the accuracy proven 
for ImageNet can achieve a better accuracy than the others. 
Our approach contains a random sampling and random 
initialization, in which making the network prone to 
robustness error. To completely show the result of our 
trainings, we use average to describe our MAE. So each 
trainings has its own MAE, but because we trained it 4 times, 
we calculate each of our trainings MAE as average MAE 
from 4 trainings, thus we call it average of 4 MAEs. The 
average of 4 MAEs is 335.3, with the details of the 4 MAEs 
in each folds written in Table 1. 
TABLE I.  4 TIMES 5 FOLDS TRAINING IN DETAIL 
 
Although our proposed method has an average MAE on 
335.5, roughly seeing, the MAE is ranging from 300 to 370 
and the method have a lowest prediction MAE on 297.5. 
This shows that our method have certain robustness problem 
in it. This problem should be addressed in future research so 
that the estimated predictions have a reliable results. 
Below also shown in Fig. 4, is the detailed predicted 
count for each images in the UCF dataset, compared with its 
actual count taken from Training 1. Vertical axes is for 
amount of crowd count in each images. Horizontal axes is 
for image number in UCF_CC_50 dataset. Red lines and dots 
for prediction counts, blue lines and dots indicates ground 
truth counts.  
 
 
Fig. 4. Training 1 Result: Comparing Prediction and Ground Truths. 
  Most of the prediction is close to the ground truth 
counts, but we still see some of the predictions missed the 
ground truth counts disorderly. This prediction error present 
mainly because of a lack of training data. We have tried to 
train the proposed method with our 2 million training data, 
but we can’t go on because of the bottleneck in our 
infrastructure settings. 
4 Times 5 Folds Training 
5 Folds 
Training Training 1 Training 2 Training 3 Training 4 
Fold 1 261.8 388.1 445.3 491.8 
Fold 2 269.9 287.1 323.9 279.9 
Fold 3 239.2 302.3 284.2 215.8 
Fold 4 554.2 444.3 494.1 458.7 
Fold 5 162.5 321.2 310.4 171.8 
5 Folds MAE 297.5 348.6 371.6 323.6 
Average MAE 335.3 
Image number of UCF_CC_50 dataset 
Crowd 
count 
x
y 
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B. Comparison with Some Early Contributions 
We compare our proposed method to some of the related 
work and existing method referenced in this paper. The 
comparison is shown in Table II. 
TABLE II.  RESULTS COMPARISON 
Methods MAE 
Idrees et al. [1] 419.5 
Zhang et al. [2] 467.0 
CrowdNet [3] 452.5 
MsCNN [4] 363.7 
MCNN [25] 377.6 
Walach et al. [26] 364.4 
Marsden et al. [5] 338.6 
Proposed method 335.3 
 
 The comparison above shows that the proposed method 
has already achieved better results when compared to several 
earlier approach. The proposed method, by the MAE, proved 
that it is better than: global consistency constraint counts on 
the head detections from texture elements [1], counting by 
convolutional neural network (CNN) trained alternatively 
with crowd density and count [2], counting by using density 
estimation from concatenated deep and shallow network [3], 
using multiscale CNN [4], multi-column CNN [25], CNN 
with layered boosting and selective sampling [26], and Fully 
CNN architecture [5]. Should the robustness problem be 
handled in the future, this proposed method could achieve 
state-of-the-art performance on the crowd counting task. 
V. CONCLUSION 
In this paper, we proposed an end-to-end deep learning 
approach to deal with the crowd counting task. We showed 
that by using pre-trained network, the Xception network, and 
adding fully connected network at the top of the pre-trained 
network, we can achieve a better crowd counting 
performance by training it with augmented dataset that 
robust to scale and slice variations. The proposed method has 
achieved a better result from earlier methods that also tested 
on the challenging highly dense crowd dataset, the 
UCF_CC_50. Experimental result shows that the proposed 
method can achieve even better result by addressing the 
robustness problem on the estimated predictions. 
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Abstract — Sentiment analysis is a useful study for 
determining opinions by classifying text. The 
document used in the research comes from Twitter 
about public opinion about community satisfaction 
related to performance of incumbent. The method 
used is Appraisal Theory. The data used are 1587 for 
Jokowi related data, 1774 for Ministry related data, 
and 1337 government related data. The result of data 
analysis from this research is that people have 
positive sentiments for incumbent. Innovation is a 
term that has the highest positive sentiment, whereas 
imaging is the term that has the lowest negative 
sentiment. 
 
Keywords — sentiment analysis; appraisal theory; 
twitter 
I. INTRODUCTION 
Upcoming general election in 2019 is expected to 
be the concern of the whole community. No 
exception for the incumbent who has the 
opportunity holding the wheels of government for 
two periods. Incumbent’s performance is now a 
benchmark of electability level to advance in 
elections in 2019. The level of electability can be 
reflected from public opinion related to the level of 
satisfaction with the current government 
performance [1]. 
 
The rapid development of the internet ranges from 
news media to social media. The most popular 
social media among mobile internet users in 
Indonesia includes Facebook, Instagram, Twitter, 
Google+, Path, Snapchat, Tumblr, and so on [2]. 
Social media today is not limited to use as a 
medium of friendship but can also function like 
other marketing media, advertising, to the delivery 
of opinions and aspirations [3]. 
 
Public opinion related to current government can 
be seen through social media [4]. One such social 
media is Twitter. Twitter has the fifth largest 
number of users in the world, and there are tweets 
totaling 4.1 billion tweets in 2016 alone [5]. This 
rapid development made Twitter one of the most 
fertile places for people to share their opinions on 
government performance. The opinions of public 
within Twitter are opportunity for the incumbent to 
see community satisfaction. 
Sentiment analysis is done to view opinions or 
opinions about a problem. One theory used to 
derive sentiment analysis is the theory of judgment. 
Assessment theory is a theory that explains the 
language used in communicating consisting of 
feelings and opinions [6]. In this research, 
sentimental analysis is done to see the opinion of 
society which is addressed to the incumbent based 
on Twitter data 2017. The result of opinion 
measurement can be used as parameter of society 
satisfaction to incumbent’s performance. With the 
aim that sentiment analysis can be used to measure 
incumbent electability in Election 2019. 
II. LITERATURE STUDY 
A. Sentiment Analysis  
The sentiment analysis, also known as opinion 
mining, is a study to determine public opinion 
about services, products, films, and so on. The need 
for sentiment analysis has become very important 
[7]. When people will make decisions, they will 
refer to the opinions of others. Almost all 
companies conduct market surveys and research to 
capture public opinion about their products, as well 
as in government, to see how government 
performance can be done by studying public 
opinion [7]. The need for sentiment analysis is 
growing substantially, especially with the 
development of social media as a place for society 
to express its opinions. Sentiment analysis has been 
widely used to examine social media content. [8] 
developed a system that can analyze and provide 
sentiment predictions through social media content 
in real time using AsterixDB. In addition, [9] 
proposes one semantic approach to determining 
user attitudes and business insights based on the 
results of analytical sentiments from social media 
in Arabic. Sentiment analysis was also used by [10] 
which introduced SmartSA, a lexicon-based 
sentiment classification system for social media 
genres. [10] hybridizing the general purpose of the 
lexicon and proven to improve the sentiment of 
results. 
 
B. Appraisal Theory  
Appraisal theory describes how to use language to 
communicate with others [11]. Appraisal Theory is 
a system of interpersonal meaning. Appraisal is 
used to negotiate social relations between people, 
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by telling what is felt about things and people to the 
reader. There are three aspects that were explored 
in the discussion of the appraisal system, namely 
attitudes, how the attitude was expressed, and the 
source of the engagement [12]. As explained 
below: 
1. Attitudes, related to evaluation of objects, 
character, and feelings. Attitudes are divided 
into three types of evaluations of attitudes, 
namely affect (feelings of people), judgment 
(character of people), and appreciation (value of 
an item). 
2. Appreciation, talking about the opinion of a 
person both inside and outside a person such as 
shy, ugly, beautiful and one's behavior in a 
social context such as heroic, weak. 
3. Engagement related to the source of attitude is 
divided into two types, namely (1) heterogloss 
(relating to the source of attitudes that come 
from other than the author) and (2) monogloss 
(relating to the source of attitudes derived only 
from the author). Heterogloss is an attitude that 
is derived not only from the author. 
 
C. Data Mining  
Data mining is the process of finding patterns new, 
has a meaning, descriptive model, easy to 
understand and predictive of large-scale data [13]. 
Data mining can also be interpreted as disciplinary 
fields from various fields such as statistics, 
machine learning, information retrieval, pattern 
recognition and bioinformatics. Data mining is 
widely used in many domains such as retail, 
telecommunications finance, social and more [14]. 
Data mining is part of a process called [13]. 
Generally, the processes in KDD are: 
1. Data Cleansing (to eliminate inconsistent 
data); 
2. Data Integration (merging from various 
sources); 
3. Data Selection (relevant data is taken from the 
database for analysis); 
4. Data Transformation (data is transformed and 
consolidated into an appropriate form for 
aggregation); 
5. Data Mining (an important process where 
intelligent methods are applied to extract data 
patterns); 
6. Pattern Evaluation (identifying interesting 
patterns that represent knowledge based on 
certain measurements); 
7. Knowledge Presentation (visualization 
techniques and representations of knowledge 
used to present that knowledge to users). 
 
D. Text Mining  
Text mining is part of data mining activities that 
focus on textual data. The process of text mining 
itself is done in phase to get a word from text data 
that has potential as an attractive variable [15]. 
Here is a process done in research to get a set of 
words that have potential as an attractive variable: 
 
1. Cleansing. Cleansing is a process of cleaning 
up unnecessary words to reduce noise. The 
omitted words are URL, hashtag (#), 
username (@username), and email. 
Additionally, punctuation marks such as dots 
(.), Commas (,), and other punctuation will be 
omitted. 
2. Case Folding. Case folding is the stage of 
changing the form of words into the same 
shape, whether it be all the lower case or the 
upper case. 
3. Stopword Removal. Filtering plays a role to 
remove the commonly emerging and common 
words, showing less of relevance to the text. 
The words to be discarded are defined in the 
stopword list. 
4. Stemming. Stemming is the stage to create a 
word that affixed back to its original form. 
example of the word omitted will be "lost". 
5. Tokenizing. Tokenizing works to identify 
words in the text into several sequences that 
are cut off by spaces or special characters. 
 
E. Citizen Satisfaction  
Satisfaction reflects people's judgment of a product 
to what extent product performance meets customer 
expectations [16]. If performance is less than 
expectations, customers are disappointed. If 
appropriate, customers are satisfied. If it exceeds 
then the customer is very happy. 
 
Public satisfaction is the result of opinion and 
public assessment of the performance of services 
provided to the apparatus of public service 
providers. The element of service is a factor or 
aspect contained in the provision of services to the 
community as a variable preparation of community 
satisfaction survey to determine the performance of 
service units [17]. 
 
III. RESEARCH METHOD 
A.  Data Collection  
Data collection is done by utilizing data from social 
media Twitter. With the Twitter API available, the 
public can tweet crawling based on the required 
query. In this study, the query used for the data 
collection phase is the word "jokowi" OR 
"ministry" OR "government". The three words are 
considered to have a connection with the object of 
research and are also a word that is pretty much 
tweeted by the public in expressing their opinions 
on Twitter social media. In addition, the tweet used 
in this study is an Indonesian-language tweet. Table 
1 is a detailed amount of data collection based on 
successful tweets in crawling. 
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TABLE 1 Number of tweets based on query 
Query Total Tweet 
jokowi 1587 
ministry 1774 
government 1337 
 
 
B. Data Preprocessing  
Preprocessing data is intended to perform cleansing 
and transformation of data that has been collected 
in the previous stage. In this stage, there are several 
steps taken to obtain the final data used when 
conducting word weighting and sentiment analysis 
to assess community satisfaction with the President 
of the Republic of Indonesia. Figure 1 below 
explains how the preprocessing data stages are 
performed. 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 1 Data Preprocessing Stages 
 
The data obtained will be processed firstly in the 
preprocessing data phase to facilitate the scoring 
stage based on Appraisal theory. Table 2 is an 
example of preprocessing data stages. 
 
TABLE 2 Sample Data Preprocessing Stage 
Initial Condition 
President @jokowi appears from the car sunroof, Nabire 
Papua residents welcome him him up to Nabire Regency, 
fantastic 
Cleansing Results 
The president appears from the car sunroof, Nabire Papua 
residents welcome him up to Nabire Regency, fantastic 
Case Folding Results 
The president appears from the car sunroof, nabire papua 
residents welcome him up to nabire district, fantastic 
Tokenizing Results 
president 
appear 
from 
sunroof 
car 
residents  
nabire 
 
papua 
welcome 
him 
up 
to 
regency 
nabire 
fantastic 
 
TABLE 2 Sample Data Preprocessing Stage (continue) 
 
Stemming Results 
president 
appear 
from 
sunroof 
car 
residents  
nabire 
 
papua 
welcome 
him 
up 
to 
regency 
nabire 
fantastic 
 
The output of preprocessing data is a collection of 
words used by researchers to search for terms as an 
analysis material in scoring season. Table 3 is a 
term performed after a rational and emotional 
evaluation. 
 
TABLE 3 Sentiment Terms 
 
No. Term Proposed Sentiment
   
1 Innovation positive 
   
2 Open positive 
   
3 Advance positive 
   
4 Prosperous positive 
   
5 Phase positive 
 
6 Appreciation positive 
   
7 Success positive 
   
8 Image negative 
   
9 Deteriorate negative 
   
10 Abandoned negative 
 
11 Hate negative 
 
12 Corruption negative 
   
13 Lie negative 
 
C. Scoring  
Based on previous research [6], Figure 2 is a 
proposed model for the scoring library range that 
will be used in the study. Based on the range 
scoring library, then will be calculated every 
positive or negative terms based on data that has 
been done preprocessing until the case of case 
folding. 
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Attitude Graduation Engagement 
A1 
Value = +2 
A1 
Value = -2 
B1 = A1 + 
Words 
Value = +3 
C1 = Words + 
A1 
Value = +1 
D1 = A1 + 
Emote 
Value = +3 
D4 = A2 + 
Emote 
Value = -3 
E 
D2 = B1 + 
Emote 
Value = +4 
D5 = B2 + 
Emote 
Value = -4 
B2 = A2 + 
Words 
Value = -3 
C2 = Words + 
A1 
Value = -1 
D3 = 
Emote 
Value = +1 
D6 = Emote 
Value = -1 
Senang/Happy Kecewa/Dissapoint Sangat/Very Lumayan/ Pretty air :) -__- Sebelumnya/Before 
Suka/Like Nyesel/Regret Terlalu/Too Agak/Rather :D :( Sesudahnya/After 
Bagus/Good Jelek/Bad Benar-benar/Really 
Rada/Rather 
(Informal form) ^___^ ! Mungkin/Maybe 
 
FIGURE 2 Proposed Model for Range Scoring Library 
 
Here is an example of using scoring library range: 
 
Jokowi has a remarkable innovation for Indonesia. 
T1  A 
 
Abandoned development becomes a government problem 
A         T2 
 
Ministry of Finance has not improved the problem of corruption  
T3     A 
 
Description:  
• A: Appraisal  
• T1: Target 1 (Jokowi) 
• T2: Target 2 (Government)  
• T3: Target 3 (Ministry) 
 
Calculation:  
• Targetscore T1 = 3  
• Targetscore T2 = 2  
• Targetscore T3 = 2  
• Total Targetscore = 8 (Positive) D. Term Weighting 
 
Based on the predetermined terms, the study will weight 
each term based on Term Frequency. It is done to calculate 
the appearance or frequency of a term. Term Frequency is 
done to see the weight of a term against positive or negative 
sentiments. 
 
 
 
 
IV. RESULTS AND DISCUSSION 
Sentiment analysis based on the Appraisal theory that has 
been done has several results and conclusions. The first 
result is the overall total sentiment. Figure 3 is a graph of 
the overall total sentiment. Based on the figure, it can be 
seen the term innovation is the highest term value for 
positive sentiment, while the value of the imaging term is 
the lowest value for negative sentiment.  The second result 
is the total sentiment based on the predetermined term and 
the existing target score. These results are used to see how a 
sentiment is toward jokowi, government, and ministries. 
Figure 4 is a graph of total sentiment based on the T1 
targetscore. Based on the figure, it can be seen the term 
innovation is the highest term value for positive sentiment, 
while the value of the imaging term is the lowest value for 
negative sentiment. Figure 5 is a total sentiment graph based 
on T2 target score. Based on the figure, it can be seen the 
term of appreciation is the highest term value for positive 
sentiment, while the value of hate and lie term is the lowest 
value of the term for negative sentiment. Figure 6 is a graph 
of total sentiment based on the T3 targetscore. Based on the 
figure, it can be seen the term of openness is the highest 
term value for positive sentiment, while the term abandoned 
value is the lowest value for negative sentiment. 
The third result is the term frequency based on the specified 
term. This result shows the term that often arises based on 
public opinion emotionally to the incumbent. The term 
frequency can be the basis for the incumbent to make 
decisions or steps to be taken to improve electability in 
elections 2019. Table 4 is the value of Term Frequency 
based on predetermined terms. 
 
 
FIGURE 3 Total Overall Sentiment 
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 FIGURE 4 Total Sentiment Based on Target Score T1 
 
 
FIGURE 5 Total Sentiment Based on Target Score T2 
 
 
 
FIGURE 6 Total Sentiment Based on Target Score T3 
 
 
 
 
 
 
 
 
 
 
 
 
 
TABLE 4 The Result of Term Frequency 
 
Term  Term Frequency 
Appreciation 10 0.08547 
Hate 3 0.025641 
Success 10 0.08547 
Innovation 27 0.230769 
Corruption 2 0.017094 
Advance 10 0.08547 
Abandoned 6 0.051282 
Phase 9 0.076923 
Deteriorate 4 0.034188 
Image 15 0.128205 
Prosperous 10 0.08547 
Open 9 0.076923 
  
V. CONCLUSION 
Based on the research that has been done, it can be drawn 
conclusions as follows. First, public sentiment towards the 
incumbent has a positive value, with innovation as a term 
that has the highest positive sentiment value, while imaging 
is a term that has the lowest negative sentiment value. On 
the other side, public sentiment towards the President of the 
Republic of Indonesia, Joko Widodo, also has positive 
values, with innovation as a term that has the highest 
positive sentiment value, while imaging is a term that has 
the lowest negative sentiment value. Another finding of this 
study shows that public sentiment towards the government 
also has a positive value, with appreciation as a term that 
has the highest positive sentiment value, while hate and 
lying are terms that have the lowest negative sentiment. 
Finally, this study concludes that public sentiment towards 
the ministry also has a positive value, with openness as a 
term that has the highest positive sentiment value, while 
stalling is a term that has the lowest negative sentiment 
value.  
However, this study considers several limitations, they are 
(1) the research method used has not been able to capture 
the slang-word language. Therefore, further research is 
needed in natural language processing; and (2) this research 
does not estimate hoax detection on every tweet used as test 
data. 
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Abstract— Fire detection system with deep learning-based 
computer vision (DLCV) algorithm is considered in this 
paper. It uses a Charge Coupled Device (CCD) visible light 
sensor which can be found in closed circuit television camera 
(CCTV). The performance of the system depends on the 
number of trained fire image datasets that might lead to the 
curse of dimensionality. In this paper, we propose a robust 
Principal Component Analysis (PCA) to tackle the problem 
by significantly reducing the dimension of such datasets in 
feature extraction. It is shown that the proposed algorithm 
increases interpretability while minimizes information loss. 
Keywords—principal component analysis, the curse of 
dimensionality, feature extraction, fire detection system, deep 
learning. 
I. INTRODUCTION 
Oil and gas industry demand high safety standard 
especially to prevent fire disaster which can naturally or 
technically happen and unavoidably hurt the industry in 
both human and environmental safety as well as company 
profit [1]. Therefore, it needs a robust and accurate fire 
detection system. Fire detection is commonly performed 
visually by using ultraviolet (UV) camera [2], infrared (IR) 
camera [3], or visible light camera (VLC) [4]. UV-based 
and IR-based fire detections have high sensitivity and fast 
response, yet prone to disturbance from other UV and IR 
lights [5] [6]. Hence, this paper focuses on the fire detection 
system based on the VLC which uses a Charge Coupled 
Device (CCD) sensor. 
CCD sensor records a glimpse of fire in the form of 
video or static images as the data. Computer vision 
techniques then pre-process the data prior to data training. 
The data training exploits Deep Learning algorithm to detect 
whether or not the flame exists in the captured video or 
images. The algorithm has been implemented to solve many 
complex problems [7] [8]. It can increase the accuracy of 
detection from any kind of fire and smoke in the captured 
video or images [9]. However, it needs a huge number of 
datasets in order to obtain high accuracy detection and hence 
costs computationally expensive. Therefore, it is desirable 
to extract only the important features of the captured videos 
or images, such that the dimension of the datasets can be 
reduced while the most of the information in the data is still 
preserved. 
Many techniques have been developed for feature 
extraction, such as auto-encoder [10], Isomap [11], 
nonlinear dimensionality reduction (NLDR) [12], 
multifactor dimensionality reduction (MDR) [13], and 
Principal Component Analysis (PCA) [14]. PCA is widely 
used in feature extraction because it is simpler compared to 
other techniques. The idea of PCA is to reduce the 
dimensionality of a dataset, while preserving as much 
‘variability’, i.e. statistical information as possible [14]. In 
this paper, the implementation of a robust Principal 
Component Analysis (PCA) is proposed to reduce the 
dimensionality of the fire videos or images. 
The organization of this paper is as follows. The 
fundamental concept of PCA is introduced in Section II. 
Section III presents the proposed PCA, which is Robust 
Principal Component Analysis (RPCA). The 
implementation results of the proposed PCA for fire feature 
extraction is shown in Section IV. Finally, the conclusion 
is given in Section V. 
II. PRINCIPAL COMPONENT ANALYSIS 
A. The Basic Mathematical Concept of Principal 
Component Analysis 
Consider a dataset consists of numerical observation 
data on ݌ variables, for each of ݊  individual observation. 
These data can be defined as ݌ × ݊ −dimentional vectors 
ݔଵ, ݔଶ,⋯ , ݔ௣, or, equivalently, a matrix as follows: 
 ࢄ ∈ ℝ௡×௣.  (1) 
PCA seeks a linear combination of the column of matrix 
ܺ  in equation (1) with maximum variance. Such linear 
combinations are given by 
 ࢄ෩ = ∑ ௝ܽݔ௝௣௝ୀଵ = ࢄ࡭, (2) 
where ࡭ refers to a constant vector consisting ܽଵ, ܽଶ,⋯ , ܽ௣, 
and ݆ refers to the index of the variables. 
The variance of the linear combination mentioned in 
equation (2) is given by 
 var(ࢄ࡭) = ࡭′ࡿ࡭, (3) This research is funded by PT. Pertamina (Persero) via UniversitasPertamina selective research grant (UPSKILLING) 2018 with grant
number 002/UP-WR3.1.1/SK/III/2018 date March 20, 2018. 
All source code and images of this research is available on 
https://github.com/herminarto/DLCV 
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where ࡿ defines sample covariance matrix associated with 
the dataset, and ࡭′ is the transpose of ࡭. The covariance 
matrix ࡿ ∈  ℝ௣×௣ is a real symmetric matrix which has 
exactly ݌  real eigenvalues, and their corresponding 
eigenvectors can be defined to form an orthogonal set of 
vectors. 
From equation (3), the linear combination of matrix ࢄ 
can be found by obtaining a ݌ −  dimensional vector ࡭ 
which maximize the quadratic form ࡭′ࡿ࡭. Note that, for the 
sake of the existence of the solution, an additional restriction 
is introduced, which is requiring ࡭ᇱ࡭ = 1. Therefore, the 
optimization problem can be formulated as 
 max࡭ ൫࡭
ᇱࡿ࡭ − ߣ(࡭ᇱ࡭ − 1)൯, (4) 
where ߣ specifies a Lagrange multiplier. 
The derivative of the cost function in equation (4) with 
respect to constant vector ࡭ is given by 
 ௗௗ࡭ ൫࡭ᇱࡿ࡭ − ߣ(࡭ᇱ࡭ − 1)൯ = ࡿ࡭ − ߣ࡭. (5) 
Then, the optimization problem in equation (4) can be 
solved by setting equation (5) to a null vector, which 
produces the equation as follow: 
 ࡿ࡭ − ߣ࡭ = ૙	 ⟺ ࡿ࡭ = ߣ࡭. (6) 
Hence, it can be found that the constant vector ࡭ is a unit-
norm eigenvector and ߣ is the corresponding eigenvalue of 
the covariance matrix ࡿ. 
Given equation (6), the variance of the linear 
combination in equation (3) can also be defined as 
 var(ࢄ࡭) = ࡭ᇱࡿ࡭ = ߣ࡭′࡭. (7) 
Equation (7) implies that finding the largest eigenvalue ߣ௞ 
and its corresponding eigenvector ࡭௞ are of interest if we 
seek the maximum variance of the linear combination. 
The full set of the corresponding eigenvector ࡭௞ is the 
solution to the problem of obtaining new linear 
combinations up to	݌, as 
 ࢄ෩ = ࢄ࡭௞ = ∑ ௝ܽ௞ݔ௝௣௝ୀଵ .  (8) 
It maximizes variance, subject to uncorrelatedness with 
previous linear combinations [14]. The linear combination 
ࢄ෩ = ࢄ࡭௞  refers to the principal components (PCs) of the 
dataset ࢄ in this paper. 
B. Principal Component Analysis with Standardized 
Matrix Datasets  
The previous subsection presents a mathematical 
background to implement PCA to find the linear 
combination of the original variables in dataset ࢄ. However, 
PCA does not work effectively if the variables have 
different measurement units between them. This due to the 
fact that the properties of PCA have some undesired features 
when being implemented on a dataset with different 
measurement units [14]. 
To overcome this undesirable feature, the standardized 
version of dataset matrix is used when implementing PCA. 
Each data element inside dataset ࢄ, which is ݔ௜௝  will be both 
centered and divided by the standard deviation ݏ௝ of variable 
݆ . The mathematical expression of this standardization 
process is presented as follow: 
 ݖ௜௝ = ௫೔ೕ	ି	௫̅ೕ௦ೕ , (9) 
where ݖ௜௝  is the element of the standardized version of the 
initial dataset matrix ࢄ , which is denoted by ࢆ . 
Standardization is useful because most changes of scale are 
linear transformations of the data, which share the same set 
of standardized data values [14]. 
We know that the covariance matrix of a standardized 
dataset is actually the correlation matrix of the initial 
dataset, denoted by ࡾ. Thus, while the original PCA uses 
covariance matrix ࡿ,  the standardized version PCA uses 
correlation matrix ࡾ.  
The principal components (PCs) of the standardized 
matrix ࢆ is defined as 
  ࢄ෩ = ࢆ࡭௞ = ∑ ௝ܽ௞ݖ௝௣௝ୀଵ .  (10) 
It is important to note that the PCs of the standardized 
dataset are not directly related to the PCs of the original 
dataset in equation (8).  
In a correlation matrix PCA, the coefficient of 
correlation between the ݆-th variable and the ݇ -th PC is 
given by  
  ݎ୴ୟ୰ౠ.୔େౡ = ඥߣ௞ ௝ܽ௞,  (11) 
(see [15] for more detailed derivation) which is requiring 
the normalization ࡭෩௞ᇱ ࡭෩௞ = ߣ௞  instead of ࡭ᇱ࡭ = 1 , where 
coefficients of the new loading vectors ࡭෩௞  specifies the 
correlations between each original variable and the ݇-th PC. 
III. ROBUST PRINCIPAL COMPONENT ANALYSIS 
PCA is very sensitive to outliers in datasets. The 
existence of many outliers in the dataset can hurt the 
performance of the PCA. Some research activities have 
been conducted to develop a robust principal component 
analysis (RPCA). Since the early work by Huber [16] [17], 
the development of RPCA have been improving really well. 
With the increasing need to work in the fast-growing 
areas of machine learning and image processing, which deal 
with huge datasets, generates some new development of the 
method for a robust principal component analysis. Wright 
[18] defined RPCA as a decomposition of a matrix ࢄ ∈
ℝ௡×௣ into a sum of two matrix components: ࡸ ∈ ℝ௡×௣ and 
ࡿ ∈ ℝ௡×௣ , where ࡸ and ࡿ specify a low-rank component 
and a sparse component matrix respectively [14]. 
The idea of decomposing dataset matrix ࢄ into a low-
rank component matrix ࡸ and a sparse component matrix ࡿ 
is to differentiate a general pattern from a disturbance from 
the whole dataset. The low-rank matrices are associated 
with a general pattern of the datasets, e.g. a face in facial 
recognition, or a background image in video CCTV. The 
sparse matrices are associated with disturbances of the 
datasets, e.g. shading or expression in facial recognition and 
a moving object or person inside a video CCTV. 
We seek to find the matrix ࡸ and ࡿ which minimize a 
linear combination of two different norms of the low-rank 
and sparse components, that is: 
Proc. EECSI 2018, Malang, Indonesia, 16-18 October 2018
788
 minࡸ,ࡿ (‖ࡸ‖∗ + ߣ‖ࡿ‖ଵ), (12) 
where ‖ࡸ‖∗ indicates the nuclear form of ࡸ, where ‖ࡸ‖∗ =∑ ߪ௥(ࡸ)௥  specifies the sum of the singular values of ࡸ , 
ߣ‖ࡿ‖ଵ = ∑ ∑ หݏ௜௝ห௝௜  denotes the ݈ଵ − norm of the sparse 
matrix ࡿ. 
Choosing 
 ߣ = ଵඥ୫ୟ୶(௡,௠), (13) 
for solving the optimization problem in equation (12) 
effectively works in a general setting while capable to 
recover the low-rank and sparse components with high 
probability [19]. Another variation of RPCA using the more 
complex structure of noise can be found in [20]. A 
comparative study of PCA and RPCA for video surveillance 
datasets can also be found in [21]. 
IV. FEATURE EXTRACTION: RESULTS AND ANALYSIS 
Unlike face or any landscape background, the nature of 
fire makes it is hard to extract the feature of fire from an 
image or video. Fire has many distinctive forms and colors. 
Sometimes, the fire is covered by smoke which makes it 
more difficult to extract its features. In this section, we 
present the result of the feature extraction of a dataset 
containing 10793 RGB images that mostly contain fire, but 
has 10% outlier images, i.e. images which do not contain 
fire. The image resolution is 480 × 480 pixels. Thus, these 
raw images have initially 3 × 230400	feature points each. 
It is a relatively large feature dimension compared to a small 
resolution image. This fact shows the importance of feature 
reduction to save computation power. 
A. Feature Extraction from the Fire Images Dataset 
Let the dataset containing all 10793 RGB images be a 
matrix ࢄ. It means that ࢄ has 10793 individual image data, 
in which each image can be defined as a matrix ௡ܻ ∈ℝଷ×ସ଼଴×ସ଼଴ . Each image matrix is then reshaped into a 
matrix ௡ܻ ∈ ℝଵ×଺ଽଵଶ଴଴. Thus, the original dataset is defined 
by matrix ܺ ∈ ℝଵ଴଻ଽଷ×଺ଽଵଶ଴଴. 
Fig. 1 shows the feature extracted using PCA for 
different size of components. The bigger the component size 
is the more feature points extracted. If the number of 
components is very small, the feature extracted will lose too 
many information, as shown in Fig. 1 (a). it can be observed 
that we cannot distinguish the images which consist of fire 
or not. 
Even though Fig. 1 (b) can extract more feature points 
than (a), it is still difficult to identify fire from the images. 
This means that 64 extracted feature points extracted are not 
enough. The different result can be observed if we extract 
using 128 components. Thus, it becomes clear to identify 
fire in the images, as we can see in Fig. 1 (c). The more 
feature points extracted, the clearer the images become, and 
hence making it easier to spot the fire.  
B. Reconstruction Process from the Extracted Features 
In order to be able to reconstruct the original images 
from certain principal components (extracted features), we 
can simply map it back to the original dimension with the 
transpose of the constant vector, i.e. vector ࡭௞′. 
 
 
Consider the case of PCA with the standardized dataset, 
in which the extracted feature is given in equation (10), the 
reconstruction process is then given by 
 ࢄ෡ = ࢄ෩࡭௞ᇱ = (ࢆ࡭௞)࡭௞ᇱ + ߤ (14) 
where ߤ  is the mean vector required to obtain the final 
reconstruction of the initial raw datasets. 
Note that the term  ࡭௞࡭௞ᇱ  in equation (14) is the so-called 
projection matrix of a dataset ࢄ. This means one can project 
the features extracted using this projection matrix to 
reconstruct the initial dataset. The perfect reconstruction is 
obtained when the projection matrix is an identity matrix, 
i.e. no dimensionality reduction is performed. 
Fig. 2 shows the reconstruction result from the features 
extracted using PCA for two different component size. Both 
128 components and 512 components can reasonably be 
reconstructed. Our goal is to determine the smallest feature 
points possible without losing too many information from 
the dataset. By doing so, we can significantly reduce the 
dimension of the images, yet still get an information-rich 
dataset. This is very essential in training deep learning. 
V. CONCLUSION 
PCA is suitable to extract features from a given fire 
images dataset. Even though the nature of fire makes hard 
to extract the feature of fire from an image, PCA can 
actually extract enough important features. The resulting 
extracted features then can be reconstructed and still can be 
distinguished between images which contain fire or not. 
From this reconstruction images, we can determine the 
suitable component size of the PCA which results in the 
smallest feature points without losing too much important 
information. This suitable component size of the PCA then 
           
            (a)                       (b) 
 
   
            (c)                       (d) 
 
Fig. 1: The resulting feature extracted using Principal Component Analysis 
with different size of components: (a) 32 components, (b) 64 components, (c) 
128 components, and (d) 256 components. The bigger the component size is 
the more feature points extracted. 
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can be used to reduce the dataset dimension. For future 
work, it is interesting to compare PCA to another feature 
extraction method such as auto-encoder, Isomap, nonlinear 
dimensionality reduction (NLDR), or multifactor 
dimensionality reduction (MDR). 
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Fig. 2: Reconstruction result from the extracted features using 
Principal Component Analysis with different size of components: (a) 
128 components, and (b) 512 components. 
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Abstract— Indonesian ID Card can be used to recognize 
citizen of Indonesia identity in several requirements like for 
sales and purchasing recording, admission and other 
transaction processing systems (TPS). Current TPS system used 
citizen ID Card by entering the data manually that means time 
consuming, prone to error and not efficient. In this research, we 
propose a model of citizen id card detection using state-of-the-
art Deep Learning models: Convolutional Neural Networks 
(CNN). The result, we can obtain possitive accuracy citizen id 
card recognition using deep learning. We also compare the 
result of CNN with traditional computer vision techniques. 
Keywords— Indonesia Citizen Id Card, Deep learning, 
Convolutional Neural Networks 
I. INTRODUCTION 
Indonesian id card is used by various companies with 
several purposes like for sales and purchasing recording, 
campus admission system, online booking and other 
purposes. Almost current input process of id card was done 
by using manually input from clerk or admin. The lack of this 
system is not efficient, time consuming and prone to error. 
There are several techniques involving automatically process 
of citizen id card recognition like Optical Character 
Recognition (OCR) [1] to recognize fields value in citizen id 
card image. Currently the growth of deep learning has 
become state-of-the-art of various fields like text processing 
[2], music classification [3] until image recognition [4]. The 
last aforemention is used not only to classify or recognize 
given image but also used to recognize character in image. 
One of deep learning model that can be used as text 
recognition in image is Convolutional Neural Networks 
(CNN) [5]. The performance of CNN to classify or recognize 
text in image has been proved in various experiments like 
from Lai [2],  The process of recognition character in image 
starting from extracting text features in images using two 
layers: Convolutional layers and Sub sampling layer, then it 
will be forwarded into classification layer: softmax to 
determine the final class or text in image. 
Based on above explanation, this study aim is to create 
system or model in order to recognize Indonesian citizen id 
card using one of deep learning technique: Convolutional 
Neural Networks (CNN). The contributions of this research 
are: (1) the propose experiments to recognize citizen id card 
fields like number, name and address using CNN, (2) 
preprocessing techniques of recognition process, (3) dataset 
contains alphanumeric character from thousand Indonesian 
citizen id card. this research is expected can be used by 
industry to input the fields in Indonesian id card by using 
automatically input process. 
II. RELATED WORK 
TABLE I.  RELATED WORK 
Ref 
Related Work 
Model Tasks 
[6] Bileving, RLSA Indonesian Id Card Detection 
[7] Template Matching Indonesian Id Card Detection 
[5] Convolutional Neural Networks Image Recognition 
[8] Histogram document segmentation using histogram analysis 
[9] Morphological Transformation 
Morphological Transformation 
in Image Prcoessing 
 
There are several empirical researches related to image 
recognition. Most of them used image processing and optical 
character recognition (OCR) models. Less id card data is 
required by using OCR and image processing techniques, 
reversely when using machine learning or deep learning, 
much data is required in order to be recognized.  
III. METHOD 
 
Fig. 1. Workflow of Research 
The workflow of method in this research can be seen in 
figure 1. The process starting from data collection. We 
collected citizen id card, then thousand citizen id cards are 
preprocessed using various image processing techniques. 
After having appropriate pre-processed image, text area in 
citizen id card is extracted and separate per characters. The 
next step classification model using Convolutional Neural 
Networks (CNN) is perfromed to recognize each character in 
citizen id card. The last step, all of recognized character will 
be merged to produce complete recognized fields in citizen id 
card. 
For data collection, we collected almost a thousand citizen 
id card data from various companies. The dataset then pre-
processed by using Grayscale techniques to convert RGB 
layer into grayscale, then thresholding (Eq. 1) is perfromed to 
convert grayscale image ܩሺݔ, ݕሻ into binary by selecting 
appropriate threshold.  
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ܫሺݔ, ݕሻ ൜1, ݂݅	ܩሺݔ, ݕሻ ൐ ܶ0, ݋ݐ݄݁ݎݓ݅ݏ݁							  (1) 
After having binary image representation of id card, 
morphological transformation is performed by using dilation, 
erotion, opening and closing to produce image without noise. 
The result of pre-processing then forwarded into text area 
extraction and separation. We used automatically text area 
separation by forming kernel (the area or box contain 
character). The kernel is fixed sized move from left to right 
(Figure 2). We determine the coordinate of fields: id card 
number, id card name and id card address as follow: 
 
 
 
Fig. 2. Citizen Id Card Text Area Extraction and Separation. Box inside 
name in id card is kernel that move from left to right 
When the kernel find character inside of identity card, then 
it will be crop and save into new file. Let say the name 
“OCTAV” will be saved into 5 different file JPEG type in the 
same folder. On the other side, when having name “WIRA” it 
will be saved into 4 different file JPEG in the same folder but 
different with the first one. All of the file is scaling into the 
same size 32 x 32 pixels size. The file is then given a label by 
annotators in order to be recognized by CNN in the next step. 
The class label contains 26 label (A – Z) and 10 label ( 0 – 9) 
and 1 label whitespace. Total 10.000 character and 10.000 
labels ሼ	ݔ௜, ݕ௜	ሽ is obtained from this process. 
             
Fig. 3. Image File Containing Number and Character. Left image is 
annotated with 3, center image is annotated with 2, and the last image is 
annotated with 7 
After obtaining character for each identity card, the data is 
separated into training data and validation data with weight of 
separation 70% for training data and remaining fro testing 
data. Training data then forwarded into Convolutional Neural 
Networks (CNN) architecture (figure. 4) to produce model. 
The training process using CNN starting from each digits or 
alphanumeric characters put in input layer, then Convolutional 
process with 5 x 5 kernels scan through image overlapping 
from left to right. The result of this process ܵሺݔ,ܹሻ then put 
into sub sampling layer which scan by kernels 2 x 2 non-
overlapping through image. The result of sub sampling or max 
pooling ܼሺݔ,ܹሻ	then put into fully connected layer which 
contains Softmax layer the classified into class label 
prediction.  
ܵሺݔ,ܹሻ ൌ 	∑ ∑ ݔ௜௝ ሺܹ௜ି௠,௝ି௡ሻ௠௝ୀଵ௡௜ୀଵ   (2) 
ܼሺܵ, ܷሻ ൌ 	∑ ∑ ௜ܵ௝ ሺܷ௜ି௠,௝ି௡ሻ௠௝ୀଵ௡௜ୀଵ   (3) 
ܵ݋݂ݐ݉ܽݔሺݖ௜ሻ ൌ 	 ୣ୶୮	ሺ௓೔ሻ∑ ୣ୶୮	ሺ௓ೕሻ೙೔సభ   (4) 
 
 
 
Fig. 4. Convolutional Neural Networks (CNN) architecture which consists 
of 2 convolutional layers, 2 sub sampling layers and fully connected layer.  
The process of training is repetitive until convergence or 
none of the weight or kernel change. After having appropriate 
model, measurement evaluation then performed using 
Precision (Eq. 5), Recall (Eq. 6), and F-Score (Eq.7). Precision 
score indicated that item retrieved relevant to query, 
meanwhile Recall score indicated that item relevant retrieved 
and F-score is the average of Precision and Recall. After 
measuring a model, the model can be used to predict unknown 
or existing id card. The prediction result then combining each 
other to form the final field recognition of Indonesian citizen 
id card.  
ܲݎ݁ܿ݅ݏ݅݋݊ ൌ 	 |ୖୣ୪ୣ୴ୟ୬୲	.ୖୣ୲୰୧ୣ୴ୣୢ|ோ௘௟௘௩௔௡௧   (5) 
ܴ݈݈݁ܿܽ ൌ 	 |ୖୣ୪ୣ୴ୟ୬୲	.ୖୣ୲୰୧ୣ୴ୣୢ|ோ௘௧௥௜௘௩௘ௗ   (6) 
ܨ െ ܵܿ݋ݎ݁ ൌ 	2	 ௉௥௘௖௜௦௜௢௡.ோ௘௖௔௟௟௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟  (7) 
 
TABLE II.  DESIGN EXPERIMENTS 
Model Feature Pre-Processing 
Convolutional Neural 
Networks 
10.000 Alpha-
numeric image Yes 
Convolutional Neural 
Networks 
10.000 Alpha-
numeric image No 
Support Vector Machine Sobel, Gabor Filter 
Yes 
Support Vector Machine Sobel, Gabor Filter 
No 
 
We used 10.000 alphanumeric character extracted from 
Indonesian citizen id card with 37 labels (A – Z, 0 – 9, and 
whitespace). The experiment environment is Python with 
various libraries like Numpy, Tensorflow, and others. The 
experiment is tried in GPU computer with CUDA support. 
Research experiment of this research can be seen in table 2. 
There are four experiments which involving CNN and SVM 
models as benchmarking.  For CNN model, we used 10.000 
alpha numeric image and pre-processing techniques. For 
benchmarking SVM model, we used 10.000 image extracted 
using Sobel and Gabor filter features. 
1 2 3 4  
O C T A V 
Input Layer   Convolution    Pooling    Convolution   FullyConnected 
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IV. RESULT AND DISCUSSION 
We created 10.000 alphanumeric character dataset derived 
from Indonesian citizen id card. The dataset is encoded in 
HDF5 file. The dataset was preprocessed and ready to be used 
in machine learning or deep learning model.  After performing 
100 epoch training, we obtained 91% and 90% for training 
accuracy and validation accuracy using CNN with pre-
processing (Figure 5). On the other side we also obtain 64% 
and 62% for training accuracy and validation accuracy using 
SVM with pre-processing. Without pre-processing the result 
of evaluation is below than with pre-processing. The 
beneficial of Pre-processing to citizen id card image is can 
remove noise, filter merely appropriate dataset and other. 
 
Fig. 5. Training and Validation Accuracy 
For measurmenet evaluation using Precsion, Recall and F-
score, the complete result can be seen in table 3. CNN result 
is better than SVM because it consists automatically feature 
extraction from pre-processed images, reversely in SVM we 
used manually feature extraction Gabor Feature and Sobel.  
TABLE III.  MEASUREMENT EVALUATION 
Model Precision Recall F-Score Support 
Convolutional Neural 
Networks  0.84 0.85 0.84 1000 
Convolutional Neural 
Networks (Pre-
Processing) 
0.89 0.88 0.88 1000 
Support Vector Machine 0.62 0.64 0.63 1000 
Support Vector Machine 
(Pre-Processing) 0.71 0.74 0.73 1000 
 
 
Fig. 6. Recognition result. The field in id card number is recognize one by 
one using CNN. After obtaining character prediction, then the result is 
combined to form field result. 
We tried to predict complete citizen id card number (16 
digits) using CNN. After trying several sampling of 
Indonesian citizen id card, from a hundred complete id card, 
the number of fully correct prediction is 76 meanwhile 24 id 
card incorrect predicted. The factors affects to incorrectly 
prediction are: (1) citizen id card is not readable (noise, 
vanish, or scratch), and (2) citizen id card image is cut off. 
TABLE IV.  PREDICTION FOR EACH ID CARD 
Ground Truth Prediction Success  
3204090311910003 3204090311910003 Yes 
3204092505600001 3204092505600001 Yes 
3204091812630002 3204091812630002 Yes 
3216037009810006 3216037009810006 Yes 
 
V. CONCLUSION 
We created dataset of alphanumeric character derived 
from Indonesian citizen id card which consists of 10.000 
images. The dataset was pre-processed using several image 
processing techniques: Grayscale, binary, morphological 
transform. the dataset then separated into training, validation 
and testing which training used for forming a model, 
validation to validate each epoch training and testing data is 
used for measurement evaluation. Each result of classification 
then combining form id card field like name, number or 
address. After peforming 100 epoch training, we obtained 
91% testing accuracy. For measurement evaluation, we 
obtained 0.89, 0.88, and 0.88 using precision, recall and F-
score. As benchmarking, we used other model: Support vector 
machine (SVM). The performance of CNN is better than 
SVM. 
For the future experiments, we plan to use other deep 
learning model like Recurrent Neural Networks (RNN), 
Residual Neural Networks (ResNet) [4] or other models. We 
also to plan augment more and more dataset in order to 
improve the performance. 
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Abstract. In social media, some people use positive words to 
express negative opinion on a topic which is known as sarcasm. 
The existence of sarcasm becomes special because it is hard to 
be detected using simple sentiment analysis technique. Research 
on sarcasm detection in Indonesia is still very limited. Therefore, 
this research proposes a technique in detecting sarcasm in 
Indonesian Twitter feeds particularly on several critical issues 
such as politics, public figure and tourism. Our proposed 
technique uses two feature extraction methods namely 
interjection and punctuation. These methods are later used in 
two different weighting and classification algorithms. The 
empirical results demonstrate that combination of feature 
extraction methods, tf-idf, k-Nearest Neighbor yields the best 
performance in detecting sarcasm.  
Keywords—social media, negative opinion, sentiment 
analysis, sarcasm detection, feature extraction 
I. INTRODUCTION  
In this modern day, online data grows significantly every 
minute. Twitter is one of social media which produces 
millions of data every day. Indonesia ranked as 5th biggest 
country of Twitter users[1]. Thus, Indonesian tweets data is 
abundant and worth to be analyzed. Twitter limits a message 
to have a maximum of 280 characters which leads users either 
be concise or be creative in writing their messages. Most of 
Indonesian Twitter’s users are active and expressive, they can 
creatively express their tweet on trending topics in that limited 
number of characters[1]. As part of their creativity, some of 
them often use sarcasm, i.e. positive words to express negative 
opinion, in their Twitter message.  
Sarcasm or irony has been extensively explored in 
linguistic and psychology field. Nevertheless, in natural 
language processing field, detecting sarcasm within a sentence 
or message is still considered as a big challenge because the 
lexical features extracted from the sentence do not give 
enough information to detect sarcasm[2]. The existence of 
sarcasm can also drop the performance of sentiment analysis 
techniques[2]. While sarcasm detection is an emerging 
research field in English natural language processing. There 
are only very limited researches which focus on sarcasm 
detection in Indonesian. To the best of our knowledge, there 
is only one research on Indonesian sarcasm detection using 
full machine learning algorthm[2]. Therefore, this research 
aims to fill this gap by proposing a technique in Indonesian 
sarcasm detection.  
This research investigates and detects sarcasm used in 
Indonesian Twitter feeds on several trending topics in 2018 
such as politics, public figure and tourism. Our sarcasm 
detection technique uses combination of feature extraction 
method, weighting method and classification algoritm. The 
writers first use the combination interjection and punctuation, 
Bag of Words and Naïve Bayes to detect sarcasm. The 
combination of interjection and punctuation, tf-idf and k-
Nearest Neighbor are employed.  We compare these two 
combinations to get the best technique in detecting sarcasm. 
We discuss current techniques used in sarcasm detection 
in section two, followed by details of our techniques in section 
three. We then present our experiment data, settings and 
results in section four, followed by conclusion and future work 
in section five. 
II. RELATED WORK 
Sentiment analysis is a technique to identify people’s 
opinion, emotion towards any situation and attitude. 
Sentiment analysis is used to determine whether people’s 
opinion or emotion is positive, neutral or negative based on 
words used in their sentences. Researchers use machine 
learning to further investigate sarcasm on text data collected 
from various sources[3][4][5][6]. 
Some of feature extraction methods used in sarcasm 
detection on English sentences are punctuation and 
interjection. Early work on sarcasm detection on Twitter data 
using punctuation and interjection successfully gained a f-
measure score of 0.813[3]. In another work which detects 
sarcasm in Facebook comment posts, combination of 
interjection and punctuation with syntactic feature increased 
the f-measure score into 0.852[4]. 
Despite many researches have been conducted to detect 
sarcasm in English, there is only one of a kind on Indonesian. 
The only machine learning based sarcasm detection on 
Indonesian social media messages is proposed by Edwin 
Lunando and Ayu Purwarianti[2]. They used unigram, the 
number of interjection words, negativity and question word as 
feature extraction method, then use these features in classifiers 
such as Naïve bayes, Maximum Enthropy and Support Vector 
to detect sarcasm. The accuracy of their proposed technique 
was still very low. This low accuracy was caused by many 
sarcasm texts in their dataset have no global topic. They also 
recognized terms using translated SentiWordnet. They 
translated English SentiWordNet terms into Indonesian using 
Google Translate which may lead to undetected terms as 
Indonesian words used in social media are very rich[2].  
In this research, we investigate sarcasm detection 
technique on Indonesian sentences by combining punctuation 
and interjection feature extraction methods with two different 
weighting methods and two classification algorithms. Our 
technique does not involve any translation process to avoid 
similar problems faced by previous researchers happened[2].  
Instead, we use pre-processing and stemming algorithm which 
are designed for Indonesian. Details of our technique will be 
further discussed in next section. 
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 III. PROPOSED TECHNIQUE 
Opinions posted in social media can be categorized as 
positive, negative, and neutral. A positive sentiment can be 
further classified as actual positive or sarcasm as shown in Fig. 
1[2]. Therefore, positive tweets have to be extracted from 
crawled tweets prior to sarcasm detection process. 
 
 
 
 
 
 
 
 
Fig. 1. Levelled method in sentiment analysis [2] 
As displayed in Fig. 2, our technique includes two phases. 
The first phase of our technique preprocesses the tweets and 
categorizes the sentiment of tweets. This preprocessing 
technique is very important to extract meaningful words from 
sentences and discard common words and symbols[7]. In 
preprocessing, we firstly use a case folding method to make 
all sentences have a uniform case. We then use a filtering 
method to remove URLs, mentions, and hashtags within the 
tweets. We also leverage stemming algorithm on Indonesian, 
Sastrawi Stemmer, which can be accessed on github[8]. We 
use this stemmer to remove suffices and prefixes from words 
within tweets. 
 
Fig. 2. Sarcasm detection phases 
Once all tweets are preprocessed, we use Bag of Words to 
count the frequency of words and run Naïve Bayes classifier 
to categories the tweets as positive, negative and neutral 
tweets. The positive tweets are then further investigated in the 
second phase of our technique which detects the sarcasm. 
The second phase of our technique combines two feature 
extraction methods, a word weighting method and a 
classification algorithm to extract sarcasm tweets from 
positive tweets. The feature extraction methods extract any 
words which indicated sarcasm and any sign that showed 
emotional suppression. The word weighting method rank 
preprocessed words based on its importance/frequency within 
the documents. The classification algorithm categories tweets 
based on similarity between testing data and training data 
which contained feature that have implemented.  
In this second phase, we use two combinations. These two 
combinations are summarized in Table I.  
TABLE I.  SARCASM DETECTION TECHNIQUE COMBINATION 
Combination 1 Interjection + Punctuation + Bag of Words  + 
Naïve Bayes classifier 
Combination 2 Interjection + Punctuation + tf-idf + Cosine 
similarity + k-Nearest neighbor   
 
For the first combination, we combine interjection and 
punctuation in feature extraction process, Bag of Words in 
word ranking process, and Naïve Bayes in classification 
process. Interjection extracts any words which indicated to be 
sarcasm such as “wow”, “anjir”, “anjay”, “njir”. Punctuation 
extracts any sign indicated emotional suppression such as “!!”, 
“?!”, “??”. Bag of words weighting method ranks extracted 
words(features) based on its frequency within the sentence. 
Naïve Bayes classifies the tweets by calculating the 
probability of each tweet as sarcasm tweets based on extracted 
ranked words (features). 
We then utilize a different combination in comparison 
with the first one. This combination also uses interjection and 
punctuation for feature extraction process.  However, instead 
of using Bag of Words and Naïve Bayes, tf-idf and k-Nearest 
Neighbor are used instead for word weighting and 
classification process. Note that tf-idf ranks the words based 
on its appearance in total documents, whereas k-Nearest 
Neighbor classifies the tweets by calculating cosine similarity 
of tweets’ features towards positive and sarcasm tweets in 
training data set. 
IV. EXPERIMENT 
A. Dataset and Software 
In our experiment we use Indonesian tweets crawled from 
Twitter. We crawled 2315 tweets on various topics such as 
public figure, politics, places, and tourism. We crawled tweets 
which contains trending topics such as “apbd”, “apbn”, 
“#thepowerofsetnov”, “Jogja Baik Saja”, “Bu Dendy” and 
“lgbt”. These words are selected based on Indonesian Twitter 
feed trending topics in 2018. 
We divide this data into 1389 training data and 926 testing 
data. The training data consist of 538 positive tweets, 213 
negative tweets, 638 neutral tweets. The positive tweets 
include 217 sarcasm tweets. In order to develop the ground 
truth, each tweet is manually labeled as positive, sarcasm, 
neutral and negative by two linguistic teachers.  
These tweets are then preproccessed using case folding, 
filtering and stemming as discussed in previous section. 
Table II shows an example of sarcastic tweet and its 
preprocessed result. The underlined words show the 
transformation from unprocessed into proceesed tweets. 
Sentiment 
Analysis Positive 
Negative 
Neutral 
Positive 
Sarcasm 
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We mainly use Phyton to conduct our study. The first 
phase of our technique uses Bag of Words method and Naïve 
Bayes classifier provided in free TextBlob Python library [9] 
The second phase of our technique is also implemented in 
Python. We developed our own code to implement the 
weighting methods and classifier algorithms. 
TABLE II.  TWEET PREPROCESSING 
Preprocessing 
Step 
Tweet 
Initial  "@denradityaa: Gue kalo jadi anak bu dendy pas 
dimarahin dikasih tiket umroh sampe kiamat kali 
ya?" 
Case folding "@denradityaa: gue kalo jadi anak bu dendy pas 
dimarahin dikasih tiket umroh sampe kiamat kali 
ya?" 
Filtering gue kalo jadi anak bu dendy pas dimarahin dikasih 
tiket umroh sampe kiamat kali ya 
Stemming gue kalo jadi anak bu dendy pas marah kasih tiket 
umroh sampe kiamat kali ya 
 
To measure the performance of our technique we use three 
parameters which are commonly used in information retrieval 
namely precision, recall and f-measures. Precision shows the 
fraction of correctly classified tweets out of all retrieved 
tweets with the reference of ground truth. Recall shows the 
fraction of correctly classified tweets out of all relevant tweets. 
f-measure shows harmonic means of precision and recall. 
These three parameters give better insight of learning 
performance on internet based phrases than simple accuracy 
since, commonly, there is a big data imbalance within crawled 
documents[10]. 
B. Experiment Result 
The technique performances are measured in three 
different states. The first measurement is to analyze the 
performance of first phase of our technique. 
TABLE III.  SENTIMENT ANALYSIS RESULT 
No Parameter Score 
1 Recall Positive 0.81 
2 Recall Negative 0.92 
3 Recall Neutral 0.73 
4 Precision Positive 0.60 
5 Precision Negative 0.87 
6 Precision Neutral 0.90 
7 f-measure Positive 0.69 
8 f-measure Negative 0.89 
9 f-measure Neutral 0.81 
 
Table III shows the result of phase 1 of our technique 
which categorizes crawled tweets into positive, negative, and 
neutral tweets. Despite high precision of negative and neutral 
class which is 0.87 and 0.90 respectively, the precision of 
positive class in this first phase is only 0.60 due to significant 
number of positive tweets categorized as neutral. The positive 
recall, negative recall, and neutral recall are 0.81, 0.92, and 
0.73, respectively. Those precision and recall scores produces 
f-measure of positive, negative and neutral class as 0.69, 0.89 
and 0.81 respectively. 
 These measurement parameter scores show that the 
combination of Bag of Words and Naïve Bayes is capable to 
classify each tweet class from the actual tweet class. However, 
the classification accuracy might be improved further if other 
word ranking methods is implemented. 
 We run an experiment on phase 2 of our technique on 
positive tweets resulted from previous phase. In phase 2, we 
use two different algorithm combinations as highlighted in 
Table I to identify tweets which contain sarcasm. Table III 
shows the combination 1 measurement parameter scores. 
TABLE IV.  SARCASM DETECTION RESULT – COMBINATION 1 
No Testing Score 
1 Recall Sarcasm 0.92 
2 Recall Positive 0.65 
3 Precision Sarcasm 0.34 
4 Precision Positive 0.97 
5 f-measure Sarcasm 0.50 
6 f-measure Positive 0.78 
 
As displayed in Table IV, precision of positive class is 
very high, 0.97. However, the precision of sarcasm class is 
very low, 0.34. The recall value of positive class and sarcasm 
class are 0.92 and 0.65 respectively. 
These scores show that combination 1 is able to separate 
sarcasm class from actual sarcastic tweets, however 
combination 1 is only able to separate very few sarcastic 
tweets out of all positive tweets. On the other words, there are 
still many sarcastic tweets which are categorized as positive 
tweets. 
The imbalance of precision and recall of both sarcasm and 
positive class leads to low f-measure scores. The f-measure 
score of sarcasm class is 0.50 and the f-measure of positive 
class is 0.78. These low f-measure scores imply that 
combination 1 is not able to accurately extract sarcastic 
tweets. Based on our analysis, Bag of Words might not be a 
good weighting method for sarcasm detection as it 
significantly affects the classification result. 
The subsequent experiment of phase 2 uses combination 2 
to detect sarcastic tweets out of positive tweets. The results of 
this experiment are shown in Table V. As shown in Table V, 
precision of positive class is 0.95. It is slightly lower than 
precision of positive class using combination 1. However, the 
recall of positive class is 0.82, which is significantly higher 
than combination 1. The precision and recall of sarcasm class 
are also better for combination 2. The precision and recall of 
sarcasm class are 0.74 and 0.92 respectively. These precision 
and recall scores leads to high f-measure scores. The f-
measure score of positive class is 0.88 and the f-measure score 
of sarcasm class is 0.88. These higher f-measure scores 
suggest that combination 2 detects sarcastic tweets better than 
combination 1.  
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TABLE V.  SARCASM DETECTION RESULT – COMBINATION 2 
No Testing Score 
1 Recall Sarcasm 0.92 
2 Recall Positive 0.82 
3 Precision Sarcasm 0.74 
4 Precision Positive 0.95 
5 f-measure Sarcasm 0.82 
6 f-measure Positive 0.88 
 
 The comparison of combination 1 and combination 2 f-
measure scores is re-highlighted in Fig 3 to give a better 
picture of each combination’s performance. This comparison 
shows that the combination tf-idf and k-Nearest Neighbor 
gives significantly better prediction of sarcastic tweets than 
the combination of Bag of Words and Naïve Bayes. 
Combination 2 is 32% more accurate than combination 1 in 
detecting sarcasm within tweets. The tf-idf methods give 
smoother rank of words which leads to better features to be 
selected and used in classification. k-Nearest Neighbor which 
distinguishes sarcastic tweets based on similar tweets with 
smallest distance can accurately differentiate sarcastic tweets 
from positive tweets. 
 
Fig. 3. f-measure of combination 1 and combination 2 
Fig. 3 also shows that combination 2 has better f-measure 
score in detecting positive class than combination 1 even 
though the difference is not significant. These f-measure 
scores indicate that combination 2 performs better in both 
sarcasm and positive tweets detection.  
The empirical results shown in this section concludes that 
the combination of interjection and punctuation, tf-idf and k-
Nearest Neighbor is our recommended technique in sarcasm 
detection on Indonesian Twitter feeds. 
V. CONCLUSION 
Sarcasm is very special as it includes words which mean 
the opposite of what people really want to say. Sarcasm is 
widely used to mock someone or to be funny. Sarcasm 
existence within sentiment analysis field becomes important 
because its appearance influences sentiment analysis 
accuracy. Sarcasm detection on English messages has been 
widely researched, however there is very limited research on 
sarcasm detection in Indonesian. This research proposes a 
technique which extract positive tweets and further detects 
sarcastic tweets in Indonesian Twitter feeds. 
The first phase of our technique uses Bag of Words and 
Naïve Bayes to separate positive tweets from crawled tweets 
of 2018 trending topics. The second phase of our technique 
analyses two combinations of feature extraction method, word 
weighting method and classification algorithms performance 
in detecting sarcastic tweets from previously classified 
positive tweets. 
 Empirical results show that combination of Bag of Words 
and Naïve Bayes that is used in first phase is able to extract 
positive tweets with f-measure score 0.69. Experiment results 
on second phase shows that combination of interjection, 
punctuation, tf-idf and k-Nearest Neighbor can accurately 
detect sarcastic tweets with f-measure score 0.82. The 
experiment results also show that this combination outweighs 
the combination of interjection, punctuation, Bag of Words 
and Naïve Bayes performance in detecting sarcasm. Thus, our 
technique is a promising technique to detect sarcasm in 
Indonesian sentences.  
Since sarcasm detection research in Indonesia is currently 
very limited, there are many open research opportunities in 
this field. This work in proper can be extended further by 
combining different word weighting methods and classifiers, 
as well add more sophisticated feature extraction technique 
such that more sarcasm is detected. 
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