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Abstract— The application of artificial neural network to load 
forecasting can overcome the problem of dynamic load change, 
and its ability to adapt to nonlinear relationships makes the 
prediction result satisfactory. This paper firstly reviews and 
introduces the concepts and basic principles of load prediction, 
discusses various methods for load forecasting, and then selects 
artificial neural network to establish a predictive model. In this 
paper, the European electric load is predicted with a BP neural 
network. From the prediction results, it is feasible to use BP neural 
network for load forecasting, and its accuracy can meet the needs 
of real-life engineering work. However, BP neural networks have 
the problem of slow convergence and easily falling into local 
minimum points. Therefore, this paper also uses three other 
neural networks for load forecasting, which are Radial Basis 
Network (RBF), Elman Network, and Long-Short Term Memory 
Network (LSTM). In the experiment, the four neural networks 
achieved expected prediction results, and the LSTM network had 
the best prediction effect. Scientific discussions are offered.  
Keywords—load forecasting, neural networks, back 
propagation, Elman Network, radial basis function, long-short 
term memory 
I. INTRODUCTION
 With the rapid development of the world economy, users' 
electricity consumption has been increasing. Therefore, research 
work on power load forecasting began in the 1950s and 1960s. 
Power load forecasting techniques are segmented into 
computational intelligence methods and traditional methods. 
Traditional forecasting methods, which have large 
computational complexity, complex computational processes 
and the unsatisfied accuracy of predictions, is difficult to meet 
the needs of evolving modern power companies [1]. With the 
growth of Internet technology and artificial intelligence 
technology, power load forecasting has gradually entered a new 
era of intelligence. Artificial intelligence technology shows 
great advantages in load forecasting [2]. In 1991, Park D.C et al. 
firstly applied artificial neural networks to power load 
forecasting and achieved satisfactory prediction results [3]. At 
the end of the twentieth century, Bell Labs scientist Vapnikt 
proposed the Support Vector Machine (SVM), which 
demonstrates its unique advantages in solving nonlinearity and 
local minimum problems, as well as minimizing the empirical 
risk and confidence interval for load forecasting [4]. Y. Chen et 
al. presented a similar day-based wavelet neural network method 
to predict the day-ahead load. The model uses wavelet 
decomposition and individual neural networks to determine the 
features of high-frequency and low-frequency loads [5]. 
Applying deep neural networks as deep learning to short-term 
load forecast is a relatively new topic because of their excellent 
scheduling capabilities. Two common deep neural network 
models, known as the convolutional neural network (CNN) and 
recurrent neural network (RNN), were presented and 
constructed in both direct multi-step and recursive manners [6]. 
H. Shi, M. Xu and R. Li proposed a new deep recursive neural
network based on dataset, which distributes the load data of a
group of customers into an input set. Compared with the latest
technology in home load forecasting, the RMSE of this method
is 19.5% smaller than ARIMA, 13.1% smaller than SVR, and
6.5% smaller than RNN [7]. E. Ceperic, V. Ceperic and A. Baric
made two important improvements to the support vector
regression (SVR) prediction method. One is the feature selection
algorithm using automatic model input while the other is the
technology based on particle swarm global optimization, which
reduces operator interaction [8]. A. Khosravi and S. Nahavandi
et al. presented the Interval Type-2 fuzzy logic system (IT2 FLS)
for short-term load forecasting. The model is accurate and
superior compared to the traditional type 1 Takagi-Sugeno-Kang
(TSK) fuzzy logic system and feedforward neural network [9].
Throughout the research on load forecasting, the research
direction mainly has the following three aspects, namely, factors
affecting load, prediction algorithm and prediction modeling.
Researchers have conducted most of the research on predictive
algorithms, and various algorithms have emerged. The accuracy,
complexity and flexibility of different algorithms are quite
different. In order to compare the predictive accuracy from
different algorithms, we proposed a systematic approach to
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choose BP neural networking method, Radial Basis Network 
(RBF), Elman Network, and Long-Short Term Memory 
Network (LSTM) to make the comparison, which use European 
load as data samples to predict the load of one day. 
The rest of the paper is organized as follows. Section II 
describes the formulation of BP neural network method, and the 
details of another three neural network methods, which are RBF, 
Elman Network, and LSTM. Simulation results and discussions 
are given in Section III. Section IV concludes the paper. 
II. NEURAL NETWORK BASED FORECASTING 
METHODS 
The power load is often nonlinear, and it is also affected by 
random factors such as weather and emergencies. Artificial 
neural networks (ANN) can deal with nonlinear problems very 
well. Therefore, as an initial review, four methods of BP, RBF, 
Elman and LSTM networks are selected for load forecasting, 
and the prediction accuracies of the four methods are compared. 
A. BP Network Modeling
Assume that the dimension of the input space of the model
is I, the dimension of the output space is P, the number of hidden 
layers is J, and the number of training samples is H.  
The learning of the BP algorithm [10] involves two key 
steps. The first step is forward transfer [11]. The input 
information goes through the output layer from the hidden layer 
processing. The formulations for the hidden and output layers 
are given in the following Equations (1) and (2) respectively: 
(1) 
    (2) 
Where xi is the input characteristics of the network. hj, yp 
represent the output of the hidden and output layer, respectively; 
wij and bj are the weight and threshold from the input layer to the 
hidden layer, respectively; wjp and cp are the weight and 
threshold from the hidden layer to the output layer, respectively. 
The second step is to compare the predicted value with the 
expected value. If the predicted value does not meet the 
requirements, it will enter the back-propagation process to adjust 
the weight and threshold of the network. The objective function 
is: 
 (3) 
Where tph, yph represent the actual and predicted load of the 
pth hour on day h, respectively; r is the number of iterations of 
BP network. 
The gradient descent method [12] is applied to the training 
of BP networks. In each iteration, the weight and offset are 
optimized according to the objective function (3), thereby 
improving the accuracy of the load prediction. 
    (4) 
  (5) 
  (6) 
 (7) 
Where ε is the learning rate, and its value ranges from (0, 1). 
B. RBF Network Modeling
The RBF (Radial Basis Function) neural network [13] is a
multilayer forward network consisting of three layers. Its 
structure is shown in Fig. 1 below: 
Fig. 1. Structure of RBF neural network 
The transformation from the input layer to the hidden layer 
has a non-linear nature, mapping the input vector 
 directly into the hidden space without the 
weighted connection. The excitation function Rj(x) of the hidden 
layer is a Gaussian function, which can be expressed by 
calculating the weight of the input from the center point of the 
function. 
  (8) 
 Where cj is the center vector of the jth hidden layer node; σj 
is the jth diffusion constant of the radial basis function, 
determining the base width around the center point;  is 
Euclidean norm; 
 The transformation from the hidden layer to the output layer 













































































































, p=(1, 2, ..., P)        (9) 
Where wjp is the weight from the hidden layer to the output 
layer; yp is the output of the kth neuron; P is the number of 
neurons in the output layer. 
C. Elman Network Modeling
Elman neural network was proposed by Elman in 1990 [14]
which is a feedback network. Elman neural network is a 
common dynamic neural network and derives from the basic 
structure of an artificial neural network. It stores the internal 
state and has the function of mapping dynamic features so that 
the system can adapt to time-varying characteristics. Compared 
with the BP network, there is a receiving layer in addition to the 
input layer, the middle layer (hidden layer), and the output layer 
[15]. In the network, the output of the hidden layer can be fed 
back to itself through the receiving layer. Therefore, the 
receiving layer can be seen as a storage unit of the hidden layer, 
and the output of the previous instance is saved so that the 
network has the function of dynamic memory. The number of 
neurons in the receiving layer is the same as the number of 
neurons in the hidden layer. Its network topology is shown in 
Fig. 2 below: 
. 
Fig. 2. Structure of Elman neural network 
The nonlinear state-space expression [16] of the Elman 
neural network is shown below: 
 (10) 
  (11) 
 (12) 
Where t represents time, and y, h, x, hc represent the one 
dimension output node vector, the m-dimensional hidden layer 
node unit vector, the n-dimensional input vector, and the m-
dimensional feedback state vector, respectively. w3, w2, w1 are 
the connection weight matrix of the hidden layer to the output 
layer, the input layer to the hidden layer, and the bearer layer to 
the hidden layer, respectively. f(.) is the transfer function of the 
hidden layer neurons and adopts is a tansig function. g(.) is the 
output layer transfer function and uses a purelin function. The b1 
and b2 are the thresholds of the input layer and the hidden layer, 
respectively. 
D. LSTM network models
Recurrent neural network (RNN) is a neural network which
is good at processing nonlinear sequence data. The network 
consists of an input layer, a hidden layer, and an output layer. 
The activation function controls the output and the weights 
connect the layers. This allows the RNN to reflect relevant 
information in the sequence and make the model memory 
capable. However, RNN is prone to fall into the gradient 
problem and the explosion gradient problem when dealing with 
long-term dependency problems [17]. S. Hochreiter et al. 
proposed a new architecture for RNN to address the 
shortcomings of the basic RNN network and named it “LSTM” 
[18].  
The LSTM storage unit consists of an input gate, an output 
gate, and a forgotten gate [19] that selectively reads, writes, and 
remembers events that occurred during the previous period. The 
structure is shown in Fig. 3 below: 
Fig. 3. Cell structure of the hidden layer 
The output of the forgetting gate is expressed as Equation 
(13) below.
    (13) 
Where ft represents the probability of forgetting the state of 
the hidden layer cells at the last moment; wf, uf, and bf represent 
the coefficients and biases of the linear relationship; σ denotes 
the sigmoid activation function [20, 21]; ht-1 denotes the output 
of the hidden layer at time t-1; xt represent the input at time t. 
The input gate consists of the following two parts: 
 (14) 
    (15) 
Where wi, ui, bi, wa, ua, ba are the coefficients and biases of 
the linear relationship. 
The result of the forgetting gate and the input gate will act on 
the cell state ct: 
        (16) 
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Where wo, uo, bo represent the coefficients and biases of the 
linear relationship. 
The final output is expressed as follows: 
                           (19)
Where v and c are the weight and threshold from the hidden 
layer to the output layer, respectively. 
III. LOAD FORECASTING RESULTS
Our data set consists of the European Intelligent Technology 
Network (EUNITE) competitive load from Thursday, 1 January 
1997 to Friday, 31 December 1998. We obtained half-hourly 
load data, average daily temperature data, weekday and holiday 
data. This work studies the forecasting performance for different 
methods with mean absolute percentage error (MAPE) [22]. 
We performed two simulation experiments with two 
different data sets. First, the load and temperature data from 
weekdays from 14 November 1998 to 28 November 1998 were 
used as a training set; the load and temperature data from 28 
November 1998 to 29 November 1998 were used as a test set. 
In this case, the MAPE of different ANNs is shown in Table I 
below: 
TABLE I. MAPE  OF THE FIRST SET OF SIMULATIONS 





The load prediction results of the four neural networks are 
shown in Fig. 4. 
Fig. 4. Load forecasting results of four ANNs for the first simulation 
experiment 
Second, the load data, temperature data and the weekday and 
holiday data from 1 January 1997 to 30 November 1998 were 
used as a training set; the load data, temperature data and the 
weekday and holiday data from 30 November 1998 to 31 
December 1998 were used as a test set. In this case, the MAPE 
of different ANNs is shown in Table II. 
TABLE II. MAPE OF SECOND SET OF SIMULATIONS 





The load prediction results of the four neural networks are 
shown in Fig. 5. 
Fig. 5. Load forecasting results of four ANNs for the second simulation 
experiment 
It can be seen from forecasting results that the average 
relative error of the BP network is the largest, and the prediction 
result of the LSTM network is the most accurate one. Because 
the activation function in the RBF neural network is a Gaussian 
function that makes the network have the best approximation 
property, so the prediction accuracy is higher than that of the BP 
network model. Although Elman Network is one of the earliest 
forms of RNN, having the capability to process sequence of 
inputs with internal state (memory), this study shows that RBF 
performs better than Elman Network. The reason is due to 
Elman Networks constitute drawbacks from BP ANN. 
RBF networks have a simple design, strong tolerance to input 
noise, and good generalization. LSTM can control the memory 
and forgetting the previous and current information. It has a 
long-term memory function, so it has a better capability in 
dealing with time-series data.  
Since the first set of simulations only uses the data of the 
weekdays for load forecasting, and the second set of simulations 
uses all the data of the EUNITE competitive load, the prediction 
error of the second set of load prediction is generally higher. 
However, future work is needed to study if such networks could 
produce a general or specified result.  
This paper predicts the load of one day and one month. 
Although the prediction result can meet the requirements, and if 
more accurate prediction results are needed, the prediction work 
can be refined in future work. For example, by dividing the 
working day and the rest day separately, it is also possible to 
predict hour by hour, that is, a neural network only predicts the 
load at one time point, and predicting the load of one day 
requires 24 neural networks, in the hope to improve the 
prediction accuracy greatly. The more accurate load-interval 
( )cvhy tt +=s
forecasting always means a significant improvement in smart 
grid operation and control. We aim to further explore the load 
prediction intervals, the load pricing prediction, and long-term 
forecasting approach based on neural networks. Moreover, a 
reliable short-term load forecasting poses the challenges to the 
full utilization of renewable energies in the increasingly 
complex power market pricing strategies. 
IV. CONCLUSION 
In this paper, we compare four neural networks methods on 
load forecasting using European Intelligent Technology 
Network competitive load as data samples. Comparing the errors 
of the prediction results of each neural network, we can find that 
the average relative error of the LSTM neural network is the 
smallest, and the prediction result is the most accurate. In terms 
of training convergence speed, the training speed of the RBF 
network is the fastest, and the convergence speed of the BP 
network and the Elman network is almost is same, as they have 
very similar training function. The LSTM neural network 
converges faster than the BP network, and better the RBF 
network. The RBF network has the fastest training speed, which 
has no local minimum problem, and the prediction result is more 
accurate. After analysis, it can be seen that the time of neural 
network training is mainly related to the setting of the maximum 
training algebra and target error. Simulations show that it is 
possible to use the four discussed neural networks for load 
forecasting, and the prediction results depend on the application. 
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