Tests on multiple correlation coefficient and multiple partial correlation coefficient  by Gupta, Somesh Das
JOL~RN.41, OF MULTIVARIATE ANALYSIS 7, 82-88 (1977) 
Tests on Multiple Correlation Coefficient and 
Multiple Partial Correlation Coefficient 
SOMESH DAS GUPTA* 
Department of Theoretical Statistics, University of Minnesota, 
Minneapolis, Minnesota 55455 
Communicated by the Editors 
Let Xi (1 x l), Xe (1 x pa), and X, (1 x pa) be three sets of random variables 
distributed jointly as a normal distribution. Let ai.*a and pi,2 be the multiple 
correlation coefficients between Xi and (X, , X,) and between X, and X, , 
respectively. Invariant tests for the following four testing problems are con- 
sidered: p1.23 = 0 vs P1.m = Pl.? > 0, PLZS = 0 w Pl.2 = 0, P1.m 3 0, P1.es -= 
PI.2 b-s P1.23 > PI.2 > Pl.2 = 0 vs PI.2 > 0. The joint distribution of the sample 
multiple correlation coefficients RI.,, and R,., is derived. 
1. INTRODUCTION 
Consider a random vector X: 1 i< p, partitioned as X = (XI , X,(1 x ps), 
X,(1 x ps)), following the p-variate normal distribution with the mean vector 
F and the positive definite covariance matrix Z partitioned as 
(511 42 G3 1 
2 = 221 z22 223 P2 9 i 1 41 =32 233 P3 
1 P2 P3 
(l-1) 
Let p1,23 and pr.2 be the multiple correlation coefficients between XI and (X, , Xs), 
and between XI and X2 , respectively; here subscripts 1, 2, and 3 refer to X, , 
X 23 and X, , respectively. We consider the following testing problems when p 
and 2 are unknown: 
(i) HI: p1.23 = 0 vs K,: ~1.23 = ~1.2 > 0, 
(ii) Hz: pl.as = 0 vs Ks: ~1.2 = 0, ~1.23 > 0, 
(iii> H3: P1.23 = Pl.2 vs K3: P1.23 > P1.2 9 
(iv) H4: pl.z = 0 vs K4: pl,2 > 0. 
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Tests for the above problems will be considered based on N independent 
observations on X. Let X and S/N be the maximum likelihood estimates of lo, 
and x:, respectively (N > p). 
The above problems are invariant under the group 99 of transformations g, 
given by 
‘!h 0 0 
gx = [Xl + al, X2 + a2, X3 + 4 [ 1 0 G2 % , (1.2) 0 0 ‘5s 
where g,, # 0, G,,: pa x pa and Gsa: pa x p, are nonsingular matrices, Gas 
is p, x pa , and a,: 1 x 1, a,: 1 x pa , aa: 1 x p, are real vectors. 
It will be shown in Section 2 that a set of maximal invariants in the space 
of (X, S) is given by 
z2 = x2 9 Cl.31 
2, = (R,".,, - Rf.M - R;.,), (1.41 
where RI.,, and Ii,., are the sample multiple correlation coefficients between X, 
and (X, , X,), and between X, and X, , respectively. A set of maximal invariants 
(by the induced group of transformations) on the parameter space is given by 
Y2 = Pf.2 3 Y3 = (d.23 - Pf.2Ml - P",.2>. (1.5) 
In terms of y2 and ya the above testing problems can be written as follows: 
(i) H,: y2 = ys = 0 vs K,: y2 > 0, ya = 0 
(ii) H,: y2 = y3 = 0 vs K,: y2 = 0, ya > 0 
(iii) Hs: ya = 0 vs K 3:Y3 > 0 
(iv) H4:y2 = 0 vs K4: y2 > 0. 
In Section 2, Z, is interpreted as the partial multiple correlation coefficient. 
In Section 3 the distribution of 2, and Z, is derived. Invariant tests for the 
problems (i j-(iv) are considered in Section 4. 
2. MAXIMAL INVARIANTS AND LIKELIHOOD-RATIO TESTS 
The transformation induced by g on the space of sufficient statistics (X, S) 
is given by 
where 
@, S) - <(it + a)G G’SG), 
a = (al , a2 , a3), 
x11 0 0 
G = 0 G,, [ 1 GB . 0 0 G, 
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It is clear that any invariant function depends on x and S only through S. Let us 
partition S as follows: 
Sll 42 s‘l3 1 
s = s,, s,, s,, p, . 
/ I S 31 AT32 s33 P3 
1 P2 P3 
(2.1) 
Define gll = S$‘2, G33 = T2,L2,, G,, = T33L33, G33 = TBLB, where 
T22: ~2 X P2 , T2s: ~2 X P3 , T3s: p3 x ps , L22:p2 x p2 , and L,,:p, x p, are 
defined as follows. 
s '23 T’ Sri s33 T =I,,+,, 9 I 1 T T23 T = 0”” 33 ; [ 1 
L,, is an orthogonal matrix with its first column proportional to T22SzIS;~/2 
L,, is an orthogonal matrix with its first column proportional to 
(Ti,S,, + Tj,S,,) S;iti2. Then 
where 6 = (6,6,), 6, = (R 1.2 ) 0 ,...) O):pz x 1, 8, = ((R;.23 - R,2.,)1’2, 0 ,...) 0): 
p, x 1. It now follows that 2, and 2, , defined in (1.3) and (1.4), form a set of 
maximal invariants. 
The following lemma is useful in interpreting 2, and y3. Its standard proof 
is omitted. 
LEMMA 2.1. Let p13.2 be the (population) multiple partial correlation coe&Gnt 
between X, and X3 , eliminating the effect of linear regression on X, . Let RI,., be 
the corresponding sample multiple partial correlation coeficient. Then 
y3 = P$-p":." =i;3*2, 
4.2 
z, = Rf.23 - Ri.2 1 _ 1112.~ = Ri3.2 . (2.3) 
It may easily be seen that the critical regions of the likelihood-ratio tests for 
problems (i) and (iv) are of the form Z, > k, and the critical regions of the 
likelihood-ratio tests for problems (ii) and (iii) are of the form Z:, > k. 
TESTS ON MULTIPLE CORRELATION 85 
3. DISTRIBUTION OF 2, AND 2, 
Without loss of generality, assume 
(3.1) 
Then 
1 - 623 = (1 - Y2N - Y3) = 1 - &2Z21 - ~lJ21 > (3.2) 
1 - pt.2 = 1 - ya = 1 - &&, . (3.3) 
Let g(*; m) be the p.d.f. of the chi-square distribution with m degrees of 
freedom. Define 
fdy; s, 4 = (1 - V%O; m)Pl(@; 42; yWh (3.4) 
for y > 0, where 6 > 0, and 1FI is the confluent hypergeometric function. 
The following lemma is perhaps well known and its (easy) proof is omitted. 
LEMMA 3.1. Let A: p x p be a random matrix distributed according 
nonsingular Wishart distribution WJm, I’), and let A and r be partitioned as 
to the 
A = ;II 4, ?‘I [ 1 21 -422 ~2 ’ 
Pl P2 Pl Pz 
where P = pl + p2 (m 3 p). Then Al,., = All - 4&iA21 ad (A12A;l, A,,) 
are independently distributed; moreover, A,,., N WD,(m -p, , T11.2), where 
r 11.2 = r11 - G,G-,lr21 * I f  p1 = 1, then A,,A;~A2JI’,,., has the p.d.f. 
fp,(.; m, r2), where r2 = ~,,I’;-,lr,,/I’,, . 
Consider S, as in (3.1), and define 
u 
1 
= Sl2Gi%l _ Rf2S11 
‘z 11.2 
-m-- 
where 211.2 = Zll - .Z12Z;~Z21. Define 
(3.5) 
and define Z1131.2 accordingly. It now follows from Lemma 3.1 that (i) U, and 
S~ia~.~ are independently distributed, (ii) S[ia~.~ N W,+,s(n - p2 , Z~131.2) with 
n = N - I, and (iii) the p.d.f. of U, isf,,(.; n, pi.,). 
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Define 
u, sz %.2Si22S31.2 = S&L - R:.,) zI 
’ 
(3.6) 
11.2 - 43 2%112‘%l.2 . . 1 - 4.23 
2.2 
- 
u, z %.2&~2&1.2 Sll(1 x23> 
- 
_ - * (3.7) 
- - 11.2 213 . 2‘%241 . . 2 1 8.23 
Applying Lemma 3.1 to Si131.2 we get the following. (iv) LJ, and U, are 
independently distributed; (v) U, - x&,--p8 ; (vi) the p.d.f. of U, is fD,(*; 
* - p2 , pL2). Define 
wz = (1 - y,,;z + U,) = 
X2 
1 - Rl”.2 ’ 
u2 
w3 = U, + U, = 
Rt.2, - Rf.2 
1 - R;.2 * 





bk = r (Jy- + k) y3k(1 -#2/r (qj. 
Hence the density of 2, = W,/(l + W,) and 2, = W, is 
(1 - y”)j 22’2++1(1 - x2)(+-p2)‘2+k-1 ) 
B( j%/2 + 1, (n - p,)/2 + K)( 1 - ,+jzz,)n’2+i+k j 
’ I 
qd2+x-l( 1 _ Z3)b92-P)a)/z-1 
B(P,/~ + k (n - ~2 - P,W ’ 
(3.12) 
0 < z2 < 1, 0 < x, < 1. 
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4. TESTS FOR PROBLEMS (+0-(v) 
Problem (i). Note that 
m WP +A ~2 
c 
WP2 9 ldn - P2N z.zz Qn) j! B($.p2 + j, +(n -p2)) z23' (4.1) j=O 
It follows from the Neyman-Pearson lemma that the UMP G-invariant size OL 
test has the critical region 
22 > +; P, 3 n - p,), (4.2) 
where h(ol; a, b) is the upper 100~ % point of the beta distribution /I&z, &b). 
Problem (ii). Note that 
+2 , x3 ; 0, y,)lW, ,23 ; 0, 0) 
(4.3) 
where ck is a numerical positive constant depending on k and n, p, , p, . The 
ratio (4.3) is an increasing function of z3 for fixed y3 and z2 . 
Consider now the class of all conditional tests given by 
Q,(S) = (9) E Q(9): EHZ[&?a , 2,) 1 2, = za] < OL for almost all ~a>. (4.4) 
It follows from the Neyman-Pearson lemma that the conditional (given 2,) power 
of the test with the critical region 
~3>~(~;P39n-Pp,-P3) (4.5) 
is maximum, uniformly in K, , among all tests in Qc(S). Since the distribution 
of 2, is free from y3 , the above test is UMP in QG(S). 
Problem (iii). When y3 = 0, 2, is sufficient and boundedly complete. Let 
h*(z3; z2, yZ , y3) be the conditional p.d.f. of 2, , given 2, = a2 , at z3. Note 
that 2, and 2, are independently distributed when y3 = 0. Let h, be the p.d.f. 
of 2, when y3 = 0. Then 
h*(z3 ; ~2 2 72 9 ~3M3@3) = 5 Ask, (4.6) 
k=O 
where d, > 0 involves a2 , yZ , and y3 . It follows now that the test with the 
critical region (4.5) is UMP similar of size (Y in Q(B). When p, = 1, the above 
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test is UMP unbiased of size 01 (see [3] for the derivation of UMP unbiased test 
for exponential family). 
To show that 2, is boundedly complete (in fact, complete), note that the 
density of 2, can be written as 
E 
[ 
zp2h+l(l _ Zz)(1/2h-P")-1 
WP, + J, Q(n - ~2)) I ’ (4.7) 
where the expectation is over J which is distributed as 
Pr( J = j) = T(;n + j) yj(l - Q’2/~(&z), (4.8) 
j = 0, 1, 2, . . . . The bounded completeness of 2, follows from the following 
facts. (i) The negative binomial distribution of J is complete. (ii) The moment 
sequence of a distribution with bounded support uniquely determines the 
distribution. The completeness of 2, also follows from the completeness of the 
Wishart distribution. 
Problem (iv). No optimum test in @i(9) can be found for this problem. It 
may be of interest to state that the test with the critical region (4.2) is UMP in 
@p(g) among all tests whose power functions do not depend on ya . 
Remark. The above results can easily be used to get an optimum step-down 
rule in the g-invariant class for the 3-decision problem given below. 
H,:y3 >O, H,:y, =O, Yz > 0, H3: y3 = yz = 0. 
See [2]. 
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