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Ah&act-In the paper the relationship between two formulations of the Signorini’s Problem is investigated. 
The first one is based on the minimum-potential energy theorem, and is expressed interms of displacements. In 
the second one, the so called “reciprocal formulation”, the unknown function appears to be a contact pressure. 
Based on Ekeiand-Temam’s re ults concerning the duality theory the equivalance of both formulations is 
shown. 
, 
For the sake of some numerical experience the simple xample of a beam supported on elastic supports i
considered. Numerical results fully confirm the theoretical investigations. 
1. INTRODUCTION 
The variational inequalities connected with Signorini’s problem have appeared as a natural 
generalization of the minimum-potential energy theorem for bodies with unilateral constraints. 
This formulation supplies us with the possibility of calculations of the displacements, but the 
contact pressure cannot be evaluated irectly and requires additional calculations. This was 
perhaps one of the reasons to introduce the so called “reciprocal formulation” (see, [41) of 
Signorini’s problem where the unknown function is expressed in the term of contact pressure. 
However, in [4] the authors formulate the reciprocal formulation as another generalization of
classical Signorini’s problem, not investigating the relation of such a formulation to the previous 
generalization based on the minimum potential energy theorem. 
In the present paper we make use of Ekeland-Temam’s result concerning the duality 
problems to show the equivalence between both formulations-primal and reciprocal ones. For 
the purpose of some numerical experience we consider the simple example of a beam supported 
on elastic supports. For the approximation we use the /3-spline-Galerkin method. The for- 
mulation and approximation of the beam’s problem is very simple; however, it should be 
emphasized that the kind of numerical problems which occur for more complicated systems 
(two or three-dimensional elasticity, plates) will be the same. 
2. EKELAND-TEMAM’S DUALITY THEOREM AND RECIPROCAL FORMULATION 
The following theorem due to Ekeland, Temam (see [2]) will be the base of our con- 
sideration: 
Given: 
V, Y topological, ocally convex vector spaces, 
V*, Y* theirs dual spaces, 
(V, V*), (Y, Y*) duality pairing on V x V* and Y x Y*, respectively, 
A: V+ Y continuous, linear operator of V into Y with its transpose A*: Y* + Vd, and 
F, G: V+( - =J; + 031 convex, lower semicontinuous. 
We formulate: 
The primal problem (P) 
inf [F(u) + G(Au)] 
VEV 
(2.1) 
*Present address: 31-901 Krakow-N. Huta, OS. Willowe 14/6, Poland. 
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The dual problem (P*) 
sup [ - F*(A*y*) - G*( - y*)] 
y’E Y* 
(2.2) 
where the F* and G* designate the polar functions to F and G, respectively. 
THEOREM 1. (Ekeland, Temam[2], p. 60). 
If: 
(1) V is a reflexive Banach space, 
(2) 3 o. E V such that F( vo) < + m, G(Au,) < + ~0, G being continuous at no0 
(3) limF(u)+G(Au)=+mif u E V, llu11+m 
then, 
(1) Both problems (P) and (P*) have (at least) one solution fi and jr*, respectively, 
(2) inf P = sup P* 
(3) The following extremality relations are satisfied: 
F(u) + F*(A*jr*, 5) = 0 (2.3) 
G(AC) + G*( - y*) + (jr*, AC) = 0. (2.4) 
Moreover, if (2.3) and (2.4) hold for certain u, y*, then u, y* must be solutions of problems (P) 
and (P*), respectively. 
We will apply this theorem to obtain the so called reciprocal formulation of the Signorini’s 
problem in its form based on the minimum potential energy theorem. 
Given: 
V Hilbert space with its duals V* and duality pairing (n, +) 
I partial ordering on V which is consistent with the topological vector structure of V, i.e. 
the cone of all non-negative elements 
K+={u E V, urO] 
is a pointed, closed and convex cone. 
a(u, u) bilinear, coercive, continuous form on V, i.e. 
3c,,c,>o 
cl . ((~(1~5 a(u,u) Vu E V 
cf, a) linear continuous form on V 
4 E V a given element of space V (an obstacle function). 
We introduce the closed, convex set: 
K={u E V,u5l)} 
(2.5) 
(2.6) 
(2.7) 
Next we take Y = V and as A: V+ Y the identity operator. 
. ’ 
. 
We define: 
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G(u) = 1/2a(o, u) 
F(u) = - < f, 2, > + X,(u), 
(2.8) 
(2.9) 
where X, is the indicator function of the set K, i.e. 
X,(u) = 
+@J U@iK 
0 L’EK 
It is easy to check that all assumptions of the Theorem 1 are satisfied. To formulate the dual 
problem it remains only to calculate the polar functions F* and G*. 
We have: 
G*(u*) = ,sspv {(u, u’) - 1/2a(u, u)} 
= + i;fv.{l/2a(u, u) - (u, u*)}. 
It is well known that for each u* E V* there exists a unique element S(u) which realizes such a 
minimum. Moreover, operator S: V*+ V is linear and continuous. 
Thus, we obtain: 
G*(u*) = -{1/2a(S(u*), S(u*))-(S(u*), u*)) 
= 1/2(S(u”), u”) (2.10) 
a(S(u*), u) = (0, u”) vu E v# 
Now, let us calculate the polar function of F 
F*(u*) = ,szpv NV, u*) •t b, f) - X(u)) 
= sup (0, u* t f) 
“EK 
But, Vu E K, u II,&~ w 50, u = w t I). So we can change the sup over all u E K into the sup 
over all w 5 0. 
where by K- we note the cone of all non-positive lements in V. 
It is easy to check (see, e.g. [2], p. 65) that if K- is a pointed, closed, convex cone then 
X$-(w*) = x,$(w*) 
where the KT designates the cone of all non-negative elements in V*, i.e. the polar cone to the 
Kc. 
W* E KTe(W, W*)ro VW E K + 
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(2.11) 
Finally, we can formulate 
The primal problem (P) 
inf {1/2a(o, 0) -(a, f)}. 
VEK 
The dual problem (P*) 
(2.12) 
y { - x,:(0* +f1+ l/w(u*), u*> + ($, u* + f)) 
or in equivalent form: 
-inf {1/2(S(u*),u*)+(~, u*+f) (2.13) 
v*+fso 
The primal problem is the minimum potential energy formulation of Signorini’s problem with 
the obstacle 4. We call the dual problem the reciprocal formulation of Signorini’s problem (see, 
[4]). The problem (2.13) can be transformed into the form 
,.in,f {1/2(s(w*), w*) - M.f) - II: w*n - ~/2hw), f). (2.14) 
We will call (2.14) the reciprocal formulation 1, and (2:13) the reciprocal formulation II. 
It is an obvious fact that both problems (2.12) and (2.14) (or 2.13) possess the unique 
solutions fi and 0” (or c*) respectively. Let us examine now the extremality relations (2.3) and 
(2.4). The first one takes the form 
-(17,f)+XK(~)+XKf(~*)+(~,~*)-(z7,~*-f)=0 (2.15) 
for the problems (2.12) and (2.14), or 
-(~,f)tXK(~)tXK~(~*tf)t(~,,*+f)-(iT,,*)=O (2.16) 
for the problems (2.12) and (2.13). 
From (2.19, it follows that: 
and from (2.16) 
(2.17) 
(2.18) 
. ’ 
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a(fi,,)+(S(KJ’*-jf),ti*-f)+(wJ*-f)=O 
for (2.12) and (2.14), or 
for (2.12) and (2.13). 
These statements are equivalent to the equations: 
I? = S(f- o*) (2.19) 
or 
6 = s(l?*) 
respectively. 
Finally, we can formulate 
THEOREM 2 
If 5 is the solution of minimization problem 
inf {1/2a(v, 0) - (u, f)I 
UEK 
w is the solution of problem 
inf {1/2(S(w*), w*) - (Scf) - 4, w”)} 
Iv*>0 
6 is the solution of problem 
inf {1/2(S(v*), u*) + (4, v”)} 
u*+fao 
then (2.17)3, (2.1& (2.19) and (2.20) hold. 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
Conversely, if 6 E K, W* 2 0, 5* 2 -f satisfy these conditions, then ii, w* and 6* are the 
solutions of problems (2.21)-(2.23) respectively. 
We interpret all these conditions on a simple example of an elastic beam in the next chapter. 
3. AN EXAMPLE-THE SIGNORINI’S PROBLEM FOR THE ELASTIC BEAM 
Let us consider the elastic beam supported on two elastic supports (see Fig. 1) above the 
obstacle 4. 
Given: 
b 
t 
E 
4w 
f(x) 
i 
width of the beam 
thickness of the beam 
Young’s modulus 
an obstacle function 
load distribution 
coefficient of elastic supports 
length of the beam. 
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Fig. 1. The Signorini problem for the elastic beam. 
Assuming the dimensional-less variables in the form: 
‘X 
x =- 
L 
'W 
w =- 
L 
* ‘t 
’ 12e 
e=B- 
we can write the potential energy in the form: 
We introduce 
V = H2(0, 1) the space of all kinematically admissible displacements 
a(u, u) = 
I 
o’ d’u” dx + e[u(O)u(O) + u(l)v(l)] 
(u, f) = I,’ fu dx 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
and we assume that the obstacle function rj E H’(O, 1). 
We define the partial ordering in V in the usual way: 
w 5 0 in VZ w(x) 5 u(x) V X E (0,l). (3.5) 
Now, based on the minimum potential energy theorem 
problem for the beam: 
inf {1/2a(u, u) - (u,f)}. 
wr* 
we can formulate the Signorini’s 
(3.6) 
It is easy to check that all assumptions from the previous paragraph are satisfied. Thus, we 
obtain the reciprocal formulation I in the form (2.22) and reciprocal formulation II in the form 
(2.23). The conditions (2.17), and (2.1& can be interpreted as the generalization of the classical 
Signorini’s condition of consistency, and in a view of (2.19) and (2.20) 9* can be interpreted as 
a contact pressure and the 6* as total load applied to the beam. 
_ . 
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4. SOME NUMERICAL RESULTS. NUMERICAL ASPECTS OF DUALITY 
For the sake of brevity, all through this chapter we will use Einstein’s ummary convention. 
For the approximation we use the Galerkin method with the /3-spline functions of order 2 
(see Fig. 2). Thus, we replace the deflection w E H*(O, 1) by the linear combination of the basic 
functions ei. 
W(X)= W'ei(X) i= 1,. . . ,N. (4.1) 
Similarly we approximate the obstacle function 
l+!J(X) = $‘f?i(X). (4.2) 
Finally, we identify the dual space V* with V itself, and the duality pairing (a, .) with the inner 
product in V. Thus, we obtain 
U*(X) = U*‘ei(X) 
(U, V*)=(U, V*)=gijU’tr*j 
where 
’ gij = (ei, ej) = I eiej + e{ej + e’ie’j dx 0 
is the Gram matrix. 
We note 
Uij = U(f?i, ej) 
(4.3) 
(4.4) 
bj = (f, ej>. 
The forms of the primal and reciprocal formulations depend on the type of approximation of
the cone of all non-negative functions in V. We examine two kinds of such approximation. 
h 1 L 1 L L L L L 
‘1 1 1 ‘1 1 1 1 1 + 
h=& 
Fig. 2. Graph of base functions and scheme of approximation f the beam problem. 
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(1) The first of them makes use of the fact that all the basic functions are non-negative. 
Thus, the cone K+ can be approximated by these linear combinations with non-negative 
coefficients: 
K+ = {V’eiJV’ >0). (4.5) 
Thus the polar cone KT takes the form: 
KT={V*‘ejlV’*gijrO j=l,...,N}. (4.6) 
This leads to the following minimization problems: 
The primal formulation 
min 1/2UiiU’V’ - biv’. 
I+$; (4.7) 
The reciprocal formulation I 
inf 1/2gklakig+v*’ i - 11 gij(Wr’- ~)W*j (4.8) 
.@$A,0 
i=‘l.....N 
where a ki = (a-‘)kj, wi is the solution of boundary value problem: 
UijW~=bj j=l,...,N. (4.9) 
The reciprocal formulation II 
inf l/2gk,akig’~w*iw*1 + ” 
Jf g,J$v *! 
gij”*kbi 
(4.10) 
It is important o emphasize the fact that such dual problems (4.8) and (4.9) which have been 
obtained in the way of direct approximation of (2.22) and (2.23) are dual to (4.7) in the sense of 
finite-dimensional case, i.e. the same proof as in Section 2 can be performed in this finite 
dimensional case. 
Conditions of consistency (2.17) and (2.18) take the form: 
gij(# - Qc*j = 0 
or 
gij( 4’ - ,i)(,*j + gjkbk) = 0 (4.12) 
(4.11) 
where gik note the elements of the invert matrix to gip 
The extremality relations are as follows: 
UijC’ = bi-gik~*k i = 1,. . . , N (4.13) 
or 
a;j6’=gikfi*k i=l,...,N. (4.14) 
It is easy to see that approximation (4.5) makes use of sufficient condition of non-negativeness 
only. It is easy to find the non-negative function w = w’ei, where the certain Wj is less than zero. 
-1 ’ . 
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It is possible to also use necessary condition of non-negativeness which leads us to the 
following approximation. 
(2) K+ = {U'eilCijUj 2 0) (4.15) 
where the CiiUj designate the values of function a’ei in the.certain, fixed points. In our case there 
is 
I ~,ifj=i:lorj=i+l 
cij = 3 . . 
/ 
j,lfJ = i 
I 0 otherwise for 2 5 j 5 N - 1 (4.16) 
and cl, = cl2 = cN_,,,, = cN.N = l/2, otherwise. It is easy to check that such a matrix is positive 
definite and has an inverse ck’. 
The polar cone is approximated now in the form: 
K$ = {V*ieilg$‘kU*i 5 0). (4.17) 
It leads us to the following minimization problems: 
The primal formulation 
min 1/2aiju’u’- biu’. 
Cii(vi-gj)50 
The reciprocal formulation I 
inf 1/2&a kjg”w*i w*’ - z gij( W;’ - 4’) W*j 
The reciprocal formulation II 
(4.18) 
(4.19) 
inf 1/2&jU’gjiW*iW*f + gij~U*! (4.20) 
gi,<%*i+b,&O 
It can be also verified in this case that problems (4.19), (4.20) are equivalent o (4.18) in the 
sense of finite-dimensional case. The relations (2.17H2.20) do not depend on the approximation 
of cone and thus have the same form as previously. 
Numerical results. From the numerical point of view the difficulties arise in the solution of 
problems (4.8), (4.10), (4.19) and (4.20). The quotient of maximal eigenvalue to the minimal one 
of the matrix aij depends on the coefficient e (see 3.3), and it is of an order 10e. The same 
quotient for the matrix gii is of an order N4, where N is a number of base functions. As N 
increases with the comparatively large value of e the square matrix in (4.8), (4.10), (4.19) and 
(4.20) becomes ill-conditioned and standard minimization procedures fail. To eliminate this 
difficulty we replace the scalar product in H*(O, 1) by the weighted scalar product in the form: 
With such an inner product Gram matrix is always well-conditioned. 
To check the theory some numerical solutions of problems (4.7 j(4.9) and (4.18)-(4.20) have 
been established. In all cases the equivalent methods give exactly the same solution. It should 
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be noted that the solution obtained in the second approximation of the cone of non-negative 
functions agrees more closely with the exact solution (see Example 1). 
Example 1. The uniform loaded beam with the constant obstacle. 
Case l-7 base functions. Numerical data and the scheme of approximation are given in Fig. 
3. Figures 4(a)-(c) show the results of both approximative methods with respect to several 
values of load. It is easy to see that the results obtained by the first method physically are 
meaningless. The beam has not come into contact with the obstacle, although the unconstrained 
boundary value problem gives us the solution with the maximal deflection greater than obstacle. 
The same phenomena can be observed in Example 2 (see Fig. 8). 
Case 2-12 base functions. The scheme of approximation isgiven in Fig. 5 and the results in 
Fig. 6(a). Both methods give the similar results. Because of the big value of coefficient on 
elastic supports, (IO8 N/m), the results can be compared to the exact solution for the Signorini’s 
problem of free supported beam (see Fig. 6b). The second method of approximation gives us a 
solution closer to the exact one; however, it should be explained that in this case the deflection 
of the middle of the beam exceeds the obstacle function slightly. 
Example 2-rigid body punch problem. Assuming $(x) < 0 in certain point x we obtain the 
rigid body punch problem as a particular case of the Signorini’s problem. Figure 7 shows the 
numerical data and the scheme of approximation, in Fig. 8, the results are plotted. 
All the minimization problems were solved with the routine VE42A from the Harvell 
Library (see [3]). 
5. CONCLUSIONS 
In the paper, the proof of the equivalence of the reciprocal formulation for Signorini’s 
problem to the primal (minimum potential energy) formulation has been established. Some 
numerical results on the example of the elastic beam have carried out, too. However, it should 
be emphasized that the proof of equivalence, both for infinite and finite-dimensional cases, is 
general and remains true for any case of Signorini’s problem. The numerical results show that 
the reciprocal formulation may bring some additional difficulties connected with ill-conditioning 
of Gram matrix. For the case when Green’s function is calculated numerically (as in presented 
examples), it seems to be easier to use the primal formulation, and then calculate contact 
pressure from the extremality relations if it is required. However, in the case when the Green’s 
function is known “u priori”, then it may occur that the reciprocal formulation gives the better 
DATA: b = 0.02m Width of the beam 
t = O.OlmThickness of the beam 
E = 2.1011 N/m2 Young's modulus 
J, = 0.03 m 
e = lo5 N/m 
f = 103, 1.5 403, 2 -lo3 N/m 
L=lrn 
Fig. 3. Beam above constant obstacle. Numerical data and scheme of approximation. 
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wfml 1 - Obstacle Function 
2 - Deflection of Beam Without 
Obstacle 
3 - Deflection of Beam for the 
Signorini Problem - First 
Kind of Approximation of 
Cone of Non-negative Functions 
4 - Deflection of Beam for the 
Signorini Problem - Second 
Kind of Approximation of Cone 
of Non-negative Functions 
Fig. 4(a). Deflection of constrained and unconstrained beam. Uniform load f = IV N/m. 
. . 
--__ ,--2 \ --__ 3 _--- / -_-_ __--- 
1 . I' 
. . .' 
--- /--2 
t 
0.08 
wlml l- 
2- 
3 - 
Obstacle Function 
Deflection of Beam Without 
Obstacle 
Deflection of Beam for the 
Signorini Problem - First 
and Second Kind of Approxi- 
mation Almost Coincide 
Fig. 4(b). Deflection of constrained and unconstrained beam. Uniform load f = 1.5 x lo’ N/m. 
--__ 
1. ---_ 3 --- 
---2 -- xfml 
--_ _--- 
\ 0 
\ . 
. . 2 
---____-- 
A-’ 
__ 0.10 
I 
wfml 1 - Obstacle Function 
2 - Deflection of Beam Without 
Obstacle 
3 - Deflection of Beam for the 
Signorini Problem - First and 
Second Kind of Approximation 
Coincide 
Fig. d(c). Deflection of constrained and unconstrained beam. Uniform load f = 2.0 x l@ N/m. 
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L 
1 
DATA : b = 0.02 m 
t = 0.01 m 
E = 2 * lOI1 N/m2 
I) = 0.03 m 
e = lo8 Nlm 
f = lo3 N/m 
L=lm 
Fig. 5. The scheme and numerical data for the beam with twelve freedom degrees. 
1 - Obstacle Function 
2 - Deflection of Unconstrained 
Beam 
3 - Deflection of Constrained 
Beam - First and Second Kind 
of Approximation 
Fig. 6(a). Solution of the Signorini problem for the beam-twelve freedom degrees. Both methods of 
approximation give almost he same results. 
1 f 
Contact Area 
2a 
Numerical data given in Figure 5. 
We have for the first kind of approximation: 
a = 0.0 m 
for t&second kind of approximation: 
a = 0.1 m 
for the exact solution: 
a = 112 - 4JZGm = 0.3 m 
Fig. 6(b). Comparison of numerical results with the exact solution of the Signorini problem for the beam. 
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Beam After Deflection 
__-- _- 
---y-y---_ 
/ *. 
e .' \ \. 
Rigid Punch (obstacle) 
Y 
Fig. 7. The numerical data and scheme of approximation for the rigid body punch problem. 
/ . 
/ \ \ \ 
__--me- A/’ ‘. 1 ------_ 
0.04 
1 - Obstacle Function 
2 - First Approximation 
3 - Second Approximation 
Fig. 8. Rigid body punch problem for a beam. 
possibility to calculate contact pressure directly, particularly in the case when the area of 
possible contact is small and does not need many “numerical degrees of freedom”. Of course, 
in such a case the new partial ordering in the space of all kinematically admissible displace- 
ments should be introduced. 
In numerical realization, we have identified the dual space {H*(O, l)}* with H*(O, 1) itself. Of 
course, another epresentation of the dual space can be used, e.g. {L*(O, l)}‘. In such a case, the 
Gram matrix is well-conditioned, but the number of unknown variables increases three times, 
and the square function in the reciprocal formulation becomes only non-negative defined. It 
implies that the convex programming methods cannot be applied for a minimization problem. 
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APPENDIX 
Our main purpose was to prove the equivalence of reciprocal and primal formulations, but according to the numerical 
investigations, some remarks concerning the convergence should be set. For this purpose we apply almost directly the 
results of Stampachia and Kinderlehrer[5] and those of Beatson[l]. Only slight generalizations will be made. We will 
concern only the first kind of approximation f the cone of non-negative functions. 
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(1) Regularity of solutions of primal and reciprocal fonuulations 
THEOREM 3 (Ref. [S]) 
If 
(I E H’(0, l), $“(O) = V(l) = 0 
f E IP(O, 1) 
then the solution of primal problem (3.6), w E H3(0, 1). 
Proof. Let us consider the perturbed equation 
u,-E(U:-v)=u, c>o 
with the boundary conditions 
u,(O) = u(0); u,(l) = u(1) 
where u is the solution of (3.6). 
We have u - l v E H*(O, 1) which implies that 
u. E H’(0, 1) j u, = C-‘(O, 1). 
Moreover, from (1.1) and (1.2) follows that 
u:(o) = )“(O) = 0 
UXl) = $“(l) = 0. 
LEMMA I
u.(x) I g(x) vx E [O, 11. 
Proof. Let x0 be the point that 
and let 
&(X0) - #(x0) =, $X,, (u,(t) - WN 
Due to (1.2) it must be that x0 E (0,l). Thus, 
&(X0) - $(x0) ’ 0. 
UXxtJ - fl(XO) 5 0. 
We have 
&(X0) - $(x0) = u(x0) - $(x0) f +:(x0) - cv’(x0)) 
5 u(xa) - $(x0) 5 0 
which is in the contradiction with (1.5). 
LEMMA 2 
]]u&.r,ts, ii is bounded independently of e. 
Proof. It is a well-known fact that (3.6) is equivalent to the variational inequality: 
a(u,v-u)z(ti-u,f) VuS$. 
Assuming that f = fo-(d/dt)f,, where f,, fi E L*(O, I) and setting u = IA, in (1.6) we obtain: 
I&:- u”) dx t eu.(O)(u,(O) - u(O)) + eu.(l)(u.(l) - u(l)) 
2 fo(u, - u) t f,(u, - u)’ dx. 
Making use of (1.1) and (1.2) we have 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
(W 
Q.E.D. 
(1.6) 
1 
I@:’ - #‘)dx? 1,1 Ifo(u:- #‘r(l)+ f,(u;- Q)}dx. 
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Integrating by parts and applying (1.4) we have 
(1.7) 
where C,, C2 > 0 depend on rG; fa, jr only. 
It is a well known fact that there exists such a constant Cs > 0 that 
IIU$.&. 1) 5 c, . (d(O) + &U + 430) + IlJcIIz~~o, Id. 
Making use of (1.2) (1.4) and (1.7) we obtain 
Ildf~co. I) 5 c4. II~.ll”fc4 I)+ c5 
where C,, C5 > 0 independent of E. This implies that ((u,Jb,~(a, ,r is bounded. 
Proof of Theorem 3. u, is bounded in H’(O, 1) implies that there exists subsequence u, E H'(0, 1) such that 
Q.E.D. 
u, + I(,, in weak topology in H'(0, 1). (1.8) 
But, (1.8) implies that 
u. + u0 in H*(O, 1) 
and consequently 
u.(x) --) u&x) vx. 
But, 
lb. - 4IL~(O. I) = E IId- VllL4r2,~ c . czo. 
Thus 
u.(x)+ u(x) vx. 
And it must be us = u. 
COROLLARY 1 
From the proof of Theorem 3, it also follows that u”(O) = u”(l) = 0. 
Q.E.D. 
COROLLARY 2 
Let the assumptions from Theorem 3hold. Then the solutions of both reciprocal formulations belong to {H’(O, l)}*. 
Proof. Granted, (2.20) and Corrolary 1, we have: 
(4, r?*) = - 
I 
r g'"d' t efi(O)fj(O) t ee(l)d(l) 
0 
Vd E e”([O, 11) 
t7* E {H’(O, I)}* 
since J* = f- r?*, ti* also belongs to [H’(O, l)]*. Q.E.D. 
(2) Oncsided approximation interpolation results 
Assuming the same assumptions a in the Section 1, we consider the variational inequality 
a(u,u-u)a(u-u,f) VvCcG: (2.1) 
Let also be given -the approximating subspace V, C V-the approximation $hof the obstacle +, such that tjk E V,,, 
#h 5 I) -the approximation f the partial ordering in V,+, 5, we assume that Vub, tra E V, 
We consider the approximated inequality in the form 
a(uh, 0, -uh)~(vh -4.f) b$*h. (2.3) 
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Let u, IA,, be the solutions of (2.1) and (2.3) respectively. Let 
U:=cG_-uao Uh:=~~-Uh~o. 
We have the following 
LEMMA 3 (Ref. [6]) 
There exists such a constant C > 0 that for each IV, such that 
the following estimate holds 
Proof. It is easy to check that 
0, v- W,)=(U- Wh,f) 
o(uh, C,, - wh)p(Ch - wh,f) 
o(u, u - I,,,) 5 (C - I&f). 
Making use of (2.6)-(2.8), we prove that 
a(u - uh, C - Ch) s a(u - ehY C - wh). 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
Now we have 
The result follows easily from the properties of the form a. Q.E.D. 
Now let SN(O, 1) denote the space of all splines of order 3 on the interval (0,l) with knots {i/N}ga. Let us denote 
h = l/N. The following theorem is due to Beatson[l]. 
THEOREM 4 
These exists such a constant C that for arbitrary w E H’(0, l), w PO, there exists such a wh E SN(O, l), OS wh G w 
that 
tIw - Whb~O. I) ~C*+4H+o.I). (2.9) 
Let us denote space generated by /3-spline base functions by pN(O, 1). It is easy to prove that SN(O, 1) = BN(O, 1). 
However, to justify the first kind of approximation of the cone of all nonnegative functions on (0, I), we need the 
interpolation property for the functions w H >~~$0. Intuitively, it is an obvious fact that for sufficiently small h, the 
interpolation from the previous theorem fulfills the condition wx ; 0 almost everywhere ina certain sense. The following 
theorem is the exact formulation of this fact. 
THEOREM 5 
Let w E H’(0, l), w PO. 
Let wh denote the best approximation f w such that 0 2 wh S w (i.e. llwh - wIIHqe, 1)= inf {ah/O 2 ah C W}). 
We have: 
/lwh - wII?fZ@.l) +O while h+O. 
Proof. 
Denote 
M = XEut,l Iw’(x)l. 
Choose P>O. 
Denote A6 = (x E [0, l]lw(x) 3 S}, 8 s (2 
‘A”, = {x E A&(x, ([O, II\&)) 2 2h1. 
For sufficiently small 6 and h we have: 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
Now for sufficiently small h we have: 
s 
hsm 
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where &, denotes the approximation from the previous theorem. We will show that tibi 0 on &. 
Now (2.16) implies that Vx E As: 
W(X)+ lqx)r w(x)-;. 
Let us suppose that for certain i such that middle of support of function ei belongs to & we have: 
w’<O 
from the non-negativeness of I?~ we have: 
Wi-1, Wi+l >O 
and, moreover, from (2.17) it follows that: 
I 
- wr-, t 5 wi,, 5 w(x) -; 
8 
where x denotes the point corresponding to the middle of support ei. Supposing Wi+r 5 IV_, we have: 
wi,, 3 4(w(x) -5). 
But from non-negativeness of ri& in points x - h and x t h/2 we have also: 
Finally, we obtain: 
I 
WiS -- IV. 1 and wi+2--)-wi+l. 
3 ‘+ 
(2.17) 
(2.17) 
(2.18) 
(2.19) 
I 3 1 W(Xth)z-w.t-wi+,t-w. I 
8’4 8 I+2 >-jjWi+l 4 
t3 Wi+l-i Wi+l 
3$Wi+,Z;(W(X)-~)=W(X)t~W(X)-_%& 
But (4/3)w(x) - (7/6)S 3 (S/6) is in contradiction to(2.15), thus it must be ti,, - ‘0 on A:. To end the proof, it is sufficient to 
notice that for 
d/ 
r%(x) = 
I 
4(x) on A: 
0 otherwise 
we have ((w - w,,(lH2~a, ,) G c. Q.E.D. 
(3) Convergence of approximation solutions to the exact ones 
Applying Theorem 5and Lemma 3 to the primal formulation (3.6), we obtain immediately: 
THEOREM 6 
There exists such a constant C independent of h that for the first approximation f positive cone we have: 
(3.1) 
for sufficiently small h. 
Now, let us identify 
identified with the inner 
the space V with its dual, and V, with its dual V$, too. Consequently, duality pairings will be 
products in V, V,,. 
Let us introduce the operators: 
A: V+ V such that 
a(u, u) = (Au, v) Vu E V 
and 
A,,: V, -, V,, such that 
e(k,r 01,) = (&h, oh) Vsr, E vi,. 
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If we denote by ih the embedding V, 4 V, and by i$ its transpose V4 V,,, we have: 
Ah = il. A. ih. 
As a result of well-known properties of i,+ and its transpose ii. extremality relations (2.19) and (2.20). continuity of A and 
Theorem 6, we obtain: 
THEOREM 7 
Let I?* and v‘* be solutions of problems (2.21) and (2.23) for the beam, and G$ and tiX their approximate solutions. 
There exists such a constant C that 
Here T denotes the Riesz isometry 
(3.2) 
Remark. Such a result exists if in the reciprocal formulations, the exact Gram matrix is used. If we used the weight 
scalar product (which depends on h!), we should recalculate he appropriate r presentations of the pressures in the way: 
giiJ$ = &Gf i = I,. . , N. (3.3) 
Here gij denotes the weighted scalar product, and O* the respective solution of the reciprocal formulation using such a 
weighted product. 
