We developed generalized functional linear models (GFLMs) to perform meta-analysis of multiple case-control studies to evaluate the relationship of genetic data to dichotomous traits adjusting for covariates. Unlike the previously developed MetaSKAT which are based on mixed effect models to make the contributions of major gene locus to be random, GFLMs are fixed models, i.e., genetic effects of mul- MetaSKAT detected none. In addition, the traditional additive model detect association at gene HHEX.
Introduction
For association studies of many complex traits, multiple studies may have been conducted that have collected the same phenotypic traits. For example, a large number of studies of type 2 diabetes (T2D) have been conducted to evaluate the relationship between single nucleotide polymorphisms (SNPs) with T2D (Li et al. 2014; Morris et al. 2012; Scott et al. 2012) . The sample size of an individual study can be small or moderate and may not always lead to a significant association signal at a genomewide requirement. It is desirable to combine multiple studies for a unified meta-analysis in order to reach rigorous significant threshold levels (Evangelou and Ioannidis 2013; Liu et al. 2014; Zeggini and Ioannidis 2009) . By combining multiple studies together, one can get a sample with a large sample size and it is more likely to get significant results. However, different studies may contain different genetic data or covariates, which makes the analysis of the combined data difficult. It is important to develop statistical methods that may analyze the combined data of multiple studies.
To perform an association meta-analysis for complex traits, one may take two strategies: (1) single genetic variant based approaches, (2) gene-based variant analysis approaches. The single genetic variant approaches only use one genetic variant a time and are useful to analyze common variants (Hindorff et al. 2009; Stahl et al. 2010; Zeggini et al. 2008) . The gene-based association analysis uses multiple genetic variants to detect an association. In recent years, there have been a great deal of interests in developing statistical methods and tests for gene-based association analysis of complex traits (Hu et al. 2013; Liu et al. 2014) . Gene-based analysis can lead to higher power and improve multiple comparison problems compared to single marker analysis because fewer tests are required. More importantly, genebased analysis can be the only way to analyze rare variants which have minor allele frequencies (MAFs) of less than 0.01-0.05, since it could be powerless to use a single rare variant in an analysis.
Burden tests and kernel-based test methods are popular approaches to perform rare variant genebased association analyses. Burden tests collapse rare variants into a single variable to test for an association with a complex trait and to reduce high dimensionality of genetic data (Han and Pan 2010; Li and Leal 2008; Madsen and Browning 2009; Morris and Zeggini 2010; Neale et al. 2011; Price et al. 2010 ). The kernel-based test methods are based on mixed effect models in which the regression coefficients of multiple genetic variants are random with means of zero and constant variance. The association is tested by testing a null hypothesis of zero variance by sequence kernel association test (SKAT). The SKAT and its optimal unified test (SKAT-O) were found to have higher power than the burden tests (Lee et al. 2012; Wu et al. 2011) . By extending SKAT and SKAT-O to perform meta-analysis, Lee et al. (2013) developed MetaSKAT and MetaSKAT-O to carry out a meta-analysis.
The regression coefficients of genetic terms in the models of SKAT and MetaSKAT were assumed to be random since the number of genetic variants is usually large for the modern genetic data. In population genetics, however, the genetic effects of major gene locus are usually assumed to be fixed, while the contributions of polygenic loci are modeled as a random term (Fisher 1918) . The high dimensionality of modern genetic data does not necessarily imply the traditional population genetics theory is not correct, since the number of causal variants may not be large. Fixed model should be fine to analyze the major gene locus data in most cases if the dimension of genetic data can be properly reduced.
By viewing genetic variant data as realizations of an underlying stochastic process, functional regression models were proposed to reduce the dimensionality and to perform a gene-based association analysis of quantitative, qualitative, and survival traits (Fan et al. 2013 (Fan et al. , 2014 (Fan et al. , 2015 (Fan et al. , 2016 Luo et al. 2011 Luo et al. , 2012 Luo et al. , 2013 Vsevolozhskaya et al. 2014; Wang et al. 2015; Zhang et al. 2014) . For quantitative traits, functional linear models lead to both F -distributed and χ 2 -distributed test statistics which are almost always more powerful than SKAT and SKAT-O (Fan et al. 2013; Luo et al. 2012; Wang et al. 2015) . For dichotomous and survival traits, functional regression models lead to test statistics which are more powerful than SKAT and SKAT-O except some cases when the causal variants are all rare (Fan et al. 2014 (Fan et al. , 2016 Luo et al. 2011 Luo et al. , 2013 Vsevolozhskaya et al. 2014) . Therefore, functional regression models are found to outperform other methods and potentially to be useful in gene-based association analysis of complex traits.
In our functional regression models, the genetic effects are treated as a function of the physical position and the genetic variant data are viewed as stochastic functions of the physical position and so any orders of linkage disequilibrium (LD) are taken care in the models (Ross 1996) . The regression coefficients of genetic terms in the models of SKAT and MetaSKAT do no depend on the physical position, while our genetic effect function depends on the physical position and is actually a function of physical position. Hence, the functional regression models can fully utilize LD and physical position information.
The functional regression models are a natural extension of the traditional population genetics since we model the genetic effects of major gene locus as fixed functions.
In this article, generalized functional linear models (GFLMs) are developed for a meta-analysis of multiple studies. GFLMs can analyze rare variants or common variants or a combination of the two.
Both χ 2 -distributed Rao's efficient score test and likelihood ratio test (LRT) statistics are introduced to test for an association between disease traits and multiple genetic variants. Extensive simulations are performed to evaluate the type I error rates and power performance of the GFLMs and tests. The
proposed methods were applied to analyze T2D data from a meta-analysis of eight European studies.
Materials and Methods
Consider a meta-analysis with L case-control studies in a genomic region. For the ℓ-th study, we assume that there are n ℓ individuals who are sequenced in the genomic region at m ℓ variants. We assume that the m ℓ variants are located with ordered physical positions 0 ≤ t ℓ1 < · · · < t ℓm ℓ . To make the notation simpler, we normalized the region [t ℓ1 , t ℓm ℓ ] to be [0, 1] . For the i-th individual in the ℓ-th study, let y ℓi denote her/his dichotomous trait (here y ℓi = 1 indicates that the individual is an affected case of the disease of interest, y ℓi = 0 indicates that the individual is a normal control),
′ denote his/her genotypes of the m ℓ variants, and
his/her c ℓ covariates. Hereafter in this article, ′ denotes the transpose of a vector or matrix. For the genotypes, we assume that X ℓi (t ℓj ) (= 0, 1, 2) is the number of minor alleles of the individual at the j-th variant located at the position t ℓj .
Traditional Additive Effect Models
By utilizing logistic regression, an additive effect model (AEM) can be used to analyze the relation between the disease trait y ℓi and the m ℓ variants in the ℓ-study as (Cordell and Clayton 2002) logit
where π ℓi = P (y ℓi = 1) is the disease probability, α ℓ0 is the regression intercept,
c ℓ ×1 column vector of regression coefficients of covariates, and β ℓj is the additive genetic effect of variant j for the ℓ-th study. The number of the parameters of the model (1) can be large, and so it may not be powerful. In spite of the potential drawbacks, the model (1) can be easily implemented by standard statistical software such as R. If the number of genetic variants is large, one may decompose the genotype matrix into the product of an orthogonal matrix Q and a triangular matrix R via Gram-Schmidt process to remove the redundancy to facilitate the computation in applications, i.e., the QR decomposition.
β-smooth Only Generalized Functional Linear Models
To model the relation between the disease trait y ℓi and the m ℓ variants, we propose the following functional logistic regression model
where β ℓ (t ℓj ) is the genetic effect of the variant at the position t ℓj , and the other terms are similar to those in the AEM (1). Note that we have L studies, and so the effect of a common covariate can be either the same or different across the studies: (1) heterogeneous: we treat α ℓ as different for different studies, 
We consider two types of basis functions:
(1) the B-spline basis:
and (2) the Fourier basis: ψ 1 (t) = 1, ψ 2r+1 (t) = sin(2πrt), and ψ 2r (t) = cos(2πrt), r = 1, · · · , (K β − 1)/2. Here for Fourier basis, K β is taken as a positive odd integer (de Boor 2001; Ferraty and Romain 2010; Horváth and Kokoszka 2012; Ramsay et al. 2009; Ramsay and Silverman 1996) . Replacing β ℓ (t ℓj ) by the expansion, the model (2) can be revised as
where
) . In the model (2) and its revised version (3), we use the raw genotype data
′ directly in the analysis.
General Generalized Functional Linear Model
In this subsection, we view the i-th individual's genotype data as a genetic variant function (GVF)
X ℓi (t), t ∈ [0, 1], in addition to treat the genetic effects as functions β ℓ (t). To relate the GVF to the phenotypic traits adjusting for covariates, we consider the following functional logistic regression model
where β ℓ (t) is the genetic effect of GVF X ℓi (t) at the position t, and the other terms are similar to those in the β-smooth only model (2). In the above model, the integration term
replace the summation term 
Using the discrete realizations
′ , we may estimate the GVF X ℓi (t) using an ordinary linear square smoother as follows (Ramsay and Silverman 2005 Chapter 4)
Revised Generalized Functional Linear Model. As in β-smooth only case, the genetic effect β ℓ (t) is expanded by a series of basis functions β ℓ (t) = ψ(t) ′ β ℓ . Replacing X ℓi (t) in (4) byX ℓi (t) in (5) and β ℓ (t) by the expansion, we have a revised logistic regression model
where (Ramsay et al. 2009 ).
Test Statistics of Association
We consider the revised regression models (3) and (6) as usual logistic regressions which model the genetic effect of genetic variant functions adjusted for covariates. First, assume that the genetic effects among the L studies are heterogeneous. To test for an association between the genetic variants and the disease trait, the null hypothesis is H 0 : 
we may test for association by testing a simplified null For the AEM (1), the null hypothesis is H 0 : 
The null hypothesis of no association between the genetic variants and the disease trait is 
Parameters of Functional Data Analysis
In the data analysis and simulations, we used functional data analysis procedure in the statistical package R. We use two functions in library fda of R package as follows to create basis: basis = create.bspline.basis(norder = order, nbasis = bbasis) basis = create.fourier.basis(c(0,1), nbasis = fbasis)
The three parameters were taken as order = 4, bbasis = 10, fbasis = 11 for heterogeneous genetic effect model and order = 4, bbasis = 12, fbasis = 13 for homogeneous genetic effect model in all data analysis and simulations. To make sure that the results are valid and stable, we tried a wide range of parameters:
(1) 8 ≤ K = K β ≤ 13 for heterogeneous genetic effect model and (2) 10 ≤ K = K β ≤ 21 for homogeneous genetic effect model. The results are similar to each other (data not shown).
Results

Meta-analysis of T2D in Eight European Cohorts
The proposed methods were applied to analyze a set of studies investigating T2D, which include eight Table S .2.
Association analysis between T2D status and each of the 22 genes was performed by the proposed methods and MetaSKAT. Except for METSIM, age and sex were used as covariates. For METSIM, age was used as a covariate since no female was included in the study. A significance threshold of p-value < 3.1 × 10 −6 was taken from Liu et al. (2014) . If a p-value is around 10 −5 but larger than 3.1 × 10 −6 , we call it a tentative significant association signal. Table 1 reports results of association analysis of the eight European cohorts by heterogeneous Rao's efficient score test (Het-Rao), Het-Meta-SKAT-O, and Het-Meta-SKAT; and Table 2 Hence, the LRT statistics can be slightly more powerful than the Rao's efficient score test statistics. It is noteworthy that most association signals are detected by Het-LRT and Het-Rao, but Hom-LRT and Hom-Rao only detect an association signal for three genes, TCF7L2, MTNR1B and FTO, reflecting the presence of heterogeneity of the genetic effects.
In addition to the results of GFLMs (3) and (6), MetaSKAT, and MetaSKAT-O, the Tables 1, 2, S.3, and S.4 report the results of the traditional additive effect models (1) and (7). The additive effect models
(1) and (7) detect most association signals of the GFLMs (3) and (6) in Tables 1 and 2 . In particular, the Het-Rao and Het-LRT of AEM (1) When we analyze the datasets separately for each study by the method proposed in Fan et al. (2014) , significant association is only detected at TCF7L2 in the study of Norway by Rao's efficient score test and LRT (data not shown). Thus, it is advantageous to perform meta-analysis of multiple studies.
A Simulation Study
Simulations were performed to evaluate the performance of the proposed methods for two cases: (1) all causal variants are rare; (2) some causal variants are rare and some are common. Three scenarios listed in Table 3 were considered for the simulations. The scenarios 1 and 2 used the European-like (EUR) sequence data which are the same as those in Lee et al. (2012) . Scenario 3 used both the EUR and African-American-like (AA) sequence data. The EUR sequence data were generated using COSI's calibrated best-fit models, and the generated European haplotypes mimick CEPH Utah individuals with ancestry from northern and western Europe in terms of site frequency spectrum and LD pattern ( Type I Error Simulations. To evaluate the type I error rates of the proposed models and tests, we generated phenotype data sets by using the model
for scenario 1 in Table 3 and
for scenarios 2 and 3 in Table 3 , where z ℓi1 is a dichotomous covariate taking values 0 and 1 with a probability of 0.5, z ℓi2 and z ℓi3 are continuous covariates from standard normal distributions N (0, 1), and α 0 = −4.60 = log[0.01/(1 − 0.01)] was chosen to provide a disease prevalence of 0.01 under a null hypothesis z ℓij = 0. To obtain genotype data, 3kb subregions were randomly selected in the 1 Mb region of EUR-like data and the 0.1 Mb region of AA-like data. The ordered genotypes were these variants in the 3kb subregions. Note that the trait values are not related to the genotypes, and so the null hypothesis holds. We calculated empirical type I error rates for both Rao's efficient score test and LRT statistics.
The sample sizes of the datasets were taken as 1,600 (study 1), 2,200 (study 2), and 3,200 (study 3), respectively. For each study, half of the sample are cases and the remaining half are controls.
The simulation settings are summarized in Table 3 . For each sample size combination, 10 6 phenotypegenotype datasets were generated to fit the proposed models and to calculate the test statistics and related p-values. Then, an empirical type I error rate was calculated as the proportion of 10 6 p-values which were smaller than a given α level (i.e., 0.05, 0.01, and 0.001, 0.0001, respectively).
Empirical Power Simulations.
To evaluate the power performance of the proposed models and tests, we simulated data sets under the alternative hypothesis by randomly selecting 3kb subregions to obtain causal variants for the disease traits as follows. Once a 3kb subregion was selected, a subset of p causal variants located in the 3kb subregion was then randomly selected to obtain ordered genotypes
). Then, we generated the disease traits by
for scenario 1 in Table 3 and for scenarios 2 and 3,
where α 0 and z ℓij are the same as in models (8) and (9), and the βs are as follows. We used |β ℓij | = c ℓ | log 10 (M AF j )|/2, where M AF j was the MAF of the j-th variant. Three different settings were considered: 5%, 10%, and 20% of variants in the 3 kb subregion are chosen as causal variants. When 5%, 10%, and 20% of the variants were causal, two parameter settings of genetic effects were considered for c ℓ : (1) homogeneous and (2) heterogeneous (Table 4 ). In the homogeneous case, the genetic effects are the same for the 3 studies, i.e., c 1 = c 2 = c 3 . In the heterogeneous case, the genetic effects are different for the 3 studies, i.e., c 2 = c 1 + 0.15, c 3 = c 1 − 0.15. For each setting, 1,000 datasets were simulated to calculate the empirical power as the proportion of p-values which are smaller than an α = 0.0001 level.
Type I Error Simulation Results. The empirical type I error rates are reported in Tables 5 and 6 .
In Table 5 , only rare variants were used to generate genotype data but none of them relates to the trait.
In Table 6 , all variants were used to generate genotype data. For the GFLM Hom-Rao and GFLM HetRao, all empirical type I error rates are below the nominal α levels for both B-spline basis and Fourier basis functions (columns 4 -7 of Tables 5 and 6 ). Therefore, the χ 2 -distributed Rao's efficient score statistics are very conservative and can be useful in the whole genome and exome association studies.
For the GFLM Hom-LRT, all empirical type I error rates are around the nominal α levels for both B-spline basis and Fourier basis functions when all variants were used to generate genotype data (bottom part of columns 8 -11 of Table 6 ). For the GFLM Het-LRT, the empirical type I error rates are slightly higher than the nominal α levels when all variants were used to generate genotype data (top part of columns 8 -11 of Table 6 ) and the GFLM Het-LRT statistics can inflate type I error rates.
When only rare variants were used to generate genotype data, the empirical type I error rates are much higher than the nominal α levels for both B-spline basis and Fourier basis functions for the GFLM Het-LRT statistics (top part of columns 8 -11 of Table 5 ). Relatively, the empirical type I error rates of the GFLM Hom-LRT statistics are only slightly higher than the nominal α levels for both B-spline basis and Fourier basis functions (bottom part of columns 8 -11 of Table 5 ).
In Fan et al. (2014) , it was found that the Rao's efficient score test statistics are very conservative when the sample are small or moderate from a single study (i.e., the sample ranges from 200 to 2,000).
Hence, the results of the current paper are consistent with those of Fan et al. (2014) for the Rao's efficient score test statistics. When the sample sizes are smaller than or equal to 2,000, Fan et al. (2014) found that the LRT statistics inflate the type I error rates. In this paper, we have a very big sample size of 7,000 by combining three studies for a unified analysis, and the GFLM Hom-LRT controls the type I error rates correctly, but the GFLM Het-LRT may still inflate the type I error rates.
In short, the χ 2 -distributed Rao's efficient score test statistics of GFLM Hom-Rao and GFLM HetRao are very conservative. If the sample size is large, GFLM Hom-LRT statistics control the type I error rates well when all variants were used to generate genotype data, and can slightly inflate the type I error rates when only rare variants were used to generate genotype data. The GFLM Het-LRT statistics may inflate the type I error rates, which may be due to the large degrees of freedom.
Statistical Power Results.
We compared the power performance of the proposed tests with
MetaSKAT based on the simulated COSI sequence data. The empirical power levels at α = 0.0001 level were plotted in Figures 1, 2, 3 Rao's efficient score test statistics do not strongly depend on which basis functions are used. We also calculated the empirical power levels of the LRT statistics, which provide very similar empirical power levels as the Rao's efficient score test statistics (data not shown).
Discussion
In this paper, GFLMs are developed to perform a meta-analysis of multiple case-control studies to connect genetic data to dichotomous traits adjusting for covariates. Based on the GFLMs, χ 2 -distributed Rao's efficient score test and LRT statistics are introduced to test for an association between a complex trait and multiple genetic variants. Extensive simulations are performed to evaluate empirical type I error rates and power performance of the proposed GFLMs and tests. We show that the proposed Rao's efficient score test statistics are very conservative. The Rao's efficient score test statistics have higher power than MetaSKAT when some causal variants are rare and some are common. When the causal variants are all rare (i.e., minor allele frequencies less than 0.03), the Rao's efficient score test statistics have similar or slightly lower power than MetaSKAT. For homogeneous genetic effect models, the GFLM Hom-LRT generates accurate type I error rates. For heterogeneous genetic models, the GFLM Het-LRT may inflate type I error rates due to large degrees of freedom. The GFLMs and related test statistics can be useful in the whole genome and whole exome association studies.
The GFLMs and AEM were applied to analyze genetic data of 22 gene regions of type 2 diabetes data from a meta-analysis of eight European studies, and detected significant association for 19 genes (P < 3.10 × 10 −6 ) and tentative association for 1 gene (p-values around 10 −5 ) and no association for 2 genes, while MetaSKAT detected none. Since the 22 genes are from literature of T2D that each of them contains SNPs which are associated with T2D, the association is confirmed by our fixed models and related tests for the 19 genes although MetaSKAT failed to confirm any of the association. One may note that the European cohorts were analyzed by MetaSKAT in Lee et al. (2013) , but no results were reported for the dichotomous traits of T2D.
Unlike other methods such as SKAT or MetaSKAT which are based on mixed effect models, GFLMs are fixed effect models and genetic effects of multiple genetic variants are assumed to be fixed. The formulation of the β-smooth only model (2) is similar to that of SKAT and MetaSKAT. However, the assumptions are totally different. Specifically, the regression coefficients β ℓ of genetic variant terms in the models of SKAT and MetaSKAT are random, while the genetic effects β ℓ (t ℓj ) in the model (2) are fixed unknown functions. Our GFLMs are a natural extension of the traditional population genetics without a polygenic term since we consider the population data. By using the functional data analysis techniques, we develop procedures to estimate the genetic effect functions β ℓ (t) and introduce test statistics to test for an association.
If the causal genetic variants are all rare and the number of causal rare variants is large and each contributes a small amount to the trait, it would be reasonable to assume the genetic contribution of major gene locus to be random and then the mixed models of SKAT and MetaSKAT can be valid. In our power comparison, we found that the proposed Rao's efficient score test statistics have similar or slightly lower power than MetaSKAT, when the causal variants are all rare. However, the proposed Rao's efficient score test statistics have higher power than that of MetaSKAT, when some causal variants are rare and some are common (in this case, it is likely that the effects of a few genetic variants of the major gene locus are large and so fixed effect models perform well). It is noteworthy that the current paper deal with dichotomous traits. For quantitative traits, it was found that functional linear models lead to both F -distributed and χ 2 -distributed score test statistics which are more powerful than SKAT and
MetaSKAT (Fan et al. 2013 , Luo et al. 2012 ).
In the proposed models and tests, we do not make any assumptions whether the genetic variants are rare variants or common variants or a combination of the two. The proposed models are very flexible and can analyze rare variants or common variants or the combinations of the two. We do assume that the number of genetic variants in a genetic region is large which is true for the modern genetic data.
When a large number of genetic variants are available in a genetic region, the estimation of the GVF is accurate which makes our GFLMs very reliable. In our simulation and data analysis, the models (2) and (4) perform very close to each other.
In Fan et al. (2013 Fan et al. ( , 2014 , we investigated the performance of the mixed models by making the regression coefficients β of genetic effect function to be random in our frameworks of functional regression models. It was found that the mixed models perform well only when the causal genetic variants are all rare and the traits are dichotomous (for rare variants, we used an artificial cutoff of 0.03). For most diseases, the causal variants can be both rare and common. Since the proposed models are very flexible in analyzing rare or common variants, we focus on fixed effect models in this paper. In our simulations, we treat the regression effect of covariates as heterogeneous. We also investigate the performance of the proposed models by treating regression effect of covariates as homogeneous, and we find that the results are similar in terms of empirical power performance and type I error rates.
For small and moderate sample size single study when the sample sizes are smaller than or equal to 2,000, LRT statistics of GFLMs were found to inflate the type I error rates while χ 2 -distributed Rao's efficient score test statistics control type I error rates correctly (Fan et al. 2014) . Hence, Rao's efficient score test statistics were recommended for small and moderate sample size single studies. In this paper, we show that Rao's efficient score test statistics control the type I error rates correctly when the sample sizes of combined multiple studies are large. For homogeneous genetic effect models, the LRT statistics were found to have correct type I error rates; for heterogeneous genetic effect models, the LRT statistics inflate the type I error rates. Therefore, one needs to be cautious to use LRT statistics for dichotomous traits. For quantitative traits, both the LRT and F -distributed statistics have correct type I error rates and good power performance for a sample with a sample size larger or equal to 1,500 (Fan et al. 2013 ).
The proposed method requires individual genotype data and is more powerful than MetaSKAT and Computer Program. The methods proposed in this paper are implemented by using procedure of functional data analysis (fda) in the statistical package R. The R codes for data analysis and simulations are available from web http://www.nichd.nih.gov/about/org/diphr/bbb/software/fan/Pages/default.aspx Table 1 
