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Abstract
Based on the Galerkin approximation and the Morse inequality, an existence theorem of periodic solu-
tions of the Hamiltonian system
Jz′ = H ′(t, z)
is given, where H ′(t, z) is asymptotically linear and resonant at infinity. Existence of periodic solutions of
the resonant asymmetric p-Laplacian equation is also discussed.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let H : R × R2m → R be 2π -periodic in t , continuously differentiable in z. We consider the
existence of 2π -periodic solutions of Hamiltonian system
Jz′ = H ′(t, z), (1.1)
where z = (x, y) ∈ Rm × Rm, Jz′ = (y′,−x′), H ′(t, z) is the gradient of H w.r.t. z and H
satisfies
∣∣H ′(t, z)− kz∣∣= o(|z|), |z| → +∞, (1.2)
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extensively studied in the last three decades. In particular, the following theorem was proved
in [13].
Theorem 1. Let k be an integer and H1(t, z) = H(t, z)− k2 |z|2 be continuous differentiable and
2π -periodic in t . If there are constants 0 α < 1 and C > 0 such that
∣∣H ′1(t, z)∣∣ C(1 + |z|α), lim|z|→+∞ H1(t, z)|z|2α = +∞ or −∞, (1.3)
then Eq. (1.1) has a 2π -periodic solution.
The condition (1.3) is the well-known Landesman–Lazer condition if α = 0 and it implies that
the function H1 does not change sign as |z| → +∞.
In this paper we study the case that the function H1 has the following asymptotic property:
∃ a constant 0 α < 1 and a C1 function φ : R × S2m−1 → R, 2π -periodic in t such that
∣∣∣∣H ′1(t, z)−
(
φ
(
t,
z
|z|
)
|z|α+1
)′∣∣∣∣= o(|z|α), |z| → +∞. (1.4)
Thus H1 changes sign as |z| → +∞ if the function φ does. With this condition, it will be seen
later that the sign and zeros of the function Φ :S2m−1 → R given by
Φ(θ) = −
2π∫
0
φ(t, a coskt − b sin kt, a sinkt + b coskt) dt, (1.5)
where S2m−1 = {θ = (a, b) ∈ R2m | |a|2 + |b|2 = 1}, play an important role in the existence of
2π -periodic solutions of (1.1).
Let Σ± = {θ ∈ S2m−1 | ±Φ(θ) 0}. We denote H #∗ (Σ±) the reduced homology of Σ±, that
is,
H #∗ (Σ±) = H∗(Σ±) for ∗ > 1, H #∗ (Σ±) = (l − 1)G for ∗ = 0,
where G is the coefficient group of the homology and l is the number of connected components
of Σ±.
The main result of this paper now can be stated as follows.
Theorem 2. Let k be an integer and H1(t, z) = H(t, z) − k2 |z|2 be continuously differentiable,
2π -periodic in t , satisfy the condition (1.4) and let Φ be given by (1.5) and satisfy
Φ ′(θ) = 0 whenever Φ(θ) = 0. (1.6)
If there exists an integer k0  0 such that
H #k0(Σ−)⊕H #k0(Σ+) = {0},
then Eq. (1.1) has a 2π -periodic solution.
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have been used in [7–12] for the periodic solutions of the 1-dimensional resonant asymmetric
oscillator
−x′′ = λx+ +μx− + f (t, x), x ∈ R, (1.7)
with (λ,μ) being in the Fucik spectrum and f being a sublinear term, and the planar Hamiltonian
system
Jz′ = H ′(z)+ f (t, z), z ∈ R2, (1.8)
with H being positive and homogeneous in z of degree 2, resonant at infinity, and f being
a sublinear term. The following corollary and some related results were proved by the degree
argument.
Corollary 3. Let m = 1, k be an integer and H1(t, z) = H(t, z)− k2 |z|2 be continuously differen-
tiable, 2π -periodic in t , satisfy the condition (1.4) and let Φ be given by (1.5) and satisfy (1.6).
Then Eq. (1.1) has a 2π -periodic solution if either Φ is of definite sign or
#
{
θ ∈ S1 ∣∣Φ(θ) = 0}= 2z 4.
Since m = 1 and all zeros of Φ are simple, the number of zeros of Φ is an even integer 2z, the
set Σ− consists of z disjoint closed intervals, hence H #i (Σ−) = {0} if i  1, H #0 (Σ−) = (z−1)G.
Thus Corollary 3 follows from Theorem 2 directly. We note in Theorem 2 it is assumed that the
corresponding homogeneous equation is linear. This is not the case for Eqs. (1.7) and (1.8), it is
only 1-homogeneous in x and z, respectively. However as pointed out in [14], if m = 1, then the
autonomous Hamiltonian system
Jz′ = H ′(z), z ∈ R2,
with H satisfying
H ′(cz) = cH ′(z), H(z) > 0, z = 0,
is equivalent to a linear Hamiltonian system by a nonlinear symplectic transformation. Conse-
quently, Theorem 2 is applicable to Eqs. (1.7) and (1.8), and it can be considered as a higher
dimensional generalization of results in [6–12]. One should note that some results in [6–12] hold
for more general equations that the function f may depend on x′ in (1.7) and the function f may
not be a gradient in (1.8).
The following result is another consequence of Theorem 2, which follows from the Poincaré–
Hopf theorem.
Theorem 4. Let k be an integer and H1(t, z) = H(t, z) − k2 |z|2 be continuously differentiable,
2π -periodic in t , satisfy (1.4) and let Φ be given by (1.5) and satisfy (1.6). If Φ is even, then
Eq. (1.1) has a 2π -periodic solution.
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cisely, it follows from the Morse inequality. It is well known that 2π -periodic solutions of (1.1)
are the critical points of the functional
I (z) = 1
2
2π∫
0
(J z′, z) dt −
2π∫
0
H(t, z) dt, (1.9)
which is defined on the Sobolev space X = H 12 (S1,R2m). However, in order to apply the Morse
theory to the resonant Hamiltonian systems, there are several difficulties. The first one is that the
functional I is strongly indefinite, that is, the Morse index of any critical point of I is infinite.
The usual Morse inequality cannot be applied for this functional. This can be overcome by the
Galerkin approximation. The second one is the Palais–Smale condition. We will show this is true
if all solutions of Φ(θ) = 0 are simple. Finally, we have to determine the critical groups of I
at infinity. Using a homotopy invariance theorem of the critical groups at infinity in [4], it will
be shown that at least one critical group of I at infinity is nontrivial with the assumptions of
Theorem 2. Thus the existence of a critical point of I and a 2π -periodic solution of Eq. (1.1)
follows from the Morse inequality immediately.
2. The Palais–Smale condition
This section is concerned with the Palais–Smale (PS in short later) condition for the functional
I and some of its consequences. For the simplicity of notations we assume k = 1 from now on.
Since the functional is strongly indefinite, we use the following approximation. For z :S1 → R2m,
let
z =
∞∑
i=−∞
(
ai(cos it, sin it)+ bi(− sin it, cos it)
)
, ai, bi ∈ Rm,
be the Fourier expansion, the Sobolev space X = H 12 (S1,R2m) can be defined as
X =
{
z :S1 → R2m
∣∣∣ ‖z‖2 = ∞∑
i=−∞
(
1 + |i|)(|ai |2 + |bi |2)< ∞
}
.
Set
Xn =
{
z ∈ X
∣∣∣ z = ∞∑
i=−n
(
ai(cos it, sin it)+ bi(− sin it, cos it)
)}
and In = I |Xn , then Xn ⊂ X and
⋃
n Xn = X.
Definition 5. We call the functional I satisfies the (PS)∗ condition if any sequence {zn} ⊂ X
satisfying
zn ∈ Xn,
∣∣I (zn)∣∣C and ∥∥I ′n(zn)∥∥→ 0 for n → ∞,
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In satisfies the PS condition on Xn if any sequence satisfying
zj ∈ Xn,
∣∣In(zj )∣∣ C and ∥∥I ′n(zj )∥∥→ 0 for j → ∞,
contains a convergent subsequence.
Proposition 6. Let H1(t, z) = H(t, z) − 12 |z|2 be continuously differentiable in z, 2π -periodic
in t , satisfy (1.4) and let Φ be given by (1.5) and satisfy (1.6). Then
(1) the functional I satisfies the (PS)∗ condition on X,
(2) the functional In satisfies the PS condition on Xn, n  1.
Proof. We only prove the first part. The proof of the second part is the same. We will show that
any sequence {zn} satisfying ‖I ′n(zn)‖ = o(‖zn‖α) contains a convergent subsequence. It suffices
to show that {zn} is bounded. We denote a constant independent of n by C. From (1.4) we get
‖zn‖ C
(
1 + ‖zn‖2
)
, (2.1)
where ‖z‖2 is defined by ‖z‖22 = 12π
∫ 2π
0 |z(t)|2 dt . Thus we only need to prove that ‖zn‖2 is
bounded. Suppose ‖zn‖2 → +∞ as n → ∞. Let
X− =
{
z ∈ X, z =
0∑
i=−∞
(
ai(cos it, sin it)+ bi(− sin it, cos it)
)
, ai, bi ∈ Rm
}
,
X+ =
{
z ∈ X, z =
∞∑
i=2
(
ai(cos it, sin it)+ bi(− sin it, cos it)
)
, ai, bi ∈ Rm
}
,
X0 =
{
(a cos t − b sin t, a sin t + b cos t) ∣∣ a, b ∈ Rm},
then we have the orthogonal decomposition X = X− ⊕ X0 ⊕ X+. Set 	n = I ′n(zn), and zn =
z−n + z0n + z+n with z−n ∈ X−, z0n ∈ X0, z+n ∈ X+.
Claim. z
±
n‖zn‖2 → 0 as n → ∞.
Indeed, we have
∣∣∣∣∣
2π∫
0
[(
Jz′n, z−n
)− (zn, z−n )]dt
∣∣∣∣∣=
∣∣∣∣∣(	n, z−n )+
2π∫
0
H ′1(t, zn)z−n dt
∣∣∣∣∣
 C
(
1 + ‖zn‖α2
)∥∥z−n ∥∥.
This implies ∥∥z−n ∥∥ C(1 + ‖zn‖α2 ) (2.2)
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∥∥z−n ∥∥2  12π
∣∣∣∣∣
2π∫
0
[(
Jz−n
′
, z−n
)− (z−n , z−n )]dt
∣∣∣∣∣= 12π
∣∣∣∣∣
2π∫
0
[(
Jz′n, z−n
)− (zn, z−n )]dt
∣∣∣∣∣.
Similarly there holds ∥∥z+n ∥∥ C(1 + ‖zn‖α2 ). (2.3)
Hence z
±
n‖zn‖2 → 0 as n → ∞ by α < 1.
With aid of the claim we may assume zn‖zn‖2 → θ ∈ X0 with ‖θ‖2 = 1 and zn‖zn‖2 → θ a.e.
t ∈ [0,2π]. Let θ(t) = (a cos t − b sin t, a sin t + b cos t), then |θ(t)|2 = |a|2 + |b|2 = ‖θ‖22 = 1
and |zn(t)| = ‖zn‖2 |zn(t)|‖zn‖2 → +∞ a.e. t ∈ [0,2π] as n → ∞. We identify θ ∈ X0 with θ =
(a, b) ∈ S2m−1 ⊂ R2m. The following lemma finishes the proof. 
Lemma 7. Φ(θ) = 0 and Φ ′(θ) = 0.
Proof. (1) Φ(θ) = 0. A simple computation shows
(
	n, z
0
n
)= −
2π∫
0
H ′1(t, zn) · z0n dt
= −
2π∫
0
(
φ
(
t,
z
|z|
)
|z|α+1
)′∣∣∣∣
zn
· (zn − z−n − z+n )dt + o(‖zn‖α2 )∥∥z0n∥∥2
= −(α + 1)
2π∫
0
φ
(
t,
zn(t)
|zn(t)|
)∣∣zn(t)∣∣α+1 dt
+O(‖zn‖α2 )(∥∥z−n ∥∥2 + ∥∥z+n ∥∥2)+ o(‖zn‖α2 )∥∥z0n∥∥2.
It follows from ‖zn‖2 → +∞, the inequalities (2.2) and (2.3) that
lim
n→∞
− ∫ 2π0 φ(t, zn(t)|zn(t)| )|zn(t)|α+1 dt
‖zn‖α+12
= 0. (2.4)
Now we prove that the left-hand side of (2.4) is Φ(θ). First by Hölder inequality, for n → ∞ we
have
2π∫
0
∣∣∣∣φ
(
t,
zn(t)
|zn(t)|
)
− φ(t, θ(t))∣∣∣∣ |zn(t)|α+1‖zn‖α+12 dt

( 2π∫ ∣∣∣∣φ
(
t,
zn(t)
|zn(t)|
)
− φ(t, θ(t))∣∣∣∣
2
1−α
dt
) 1−α
2
→ 0 (2.5)
0
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2π∫
0
∣∣φ(t, θ(t))∣∣∣∣∣∣ |zn(t)|α+1‖zn‖α+12 − 1
∣∣∣∣dt  C
2π∫
0
∣∣∣∣ |zn(t)|α+1‖zn‖α+12 − 1
∣∣∣∣dt → 0. (2.6)
If this is true, then combining (2.5) and (2.6), for n → +∞ we get
∣∣∣∣−
∫ 2π
0 φ(t,
zn(t)|zn(t)| )|zn(t)|α+1 dt
‖zn‖α+12
−Φ(θ)
∣∣∣∣
2π∫
0
∣∣∣∣−φ
(
t,
zn(t)
|zn(t)|
)
+ φ(t, θ(t))∣∣∣∣ |zn(t)|α+1‖zn‖α+12 dt
+
2π∫
0
∣∣φ(t, θ(t))∣∣∣∣∣∣−|zn(t)|α+1‖zn‖α+12 + 1
∣∣∣∣dt → 0.
Hence Φ(θ) = 0 by (2.4).
The inequality (2.6) can be proved as follows. Since |zn(t)|‖zn‖2 → |θ(t)| = 1 a.e. t ∈ [0,2π],
∀δ > 0, ∃T ⊂ [0,2π] such that meas([0,2π] \ T )  δ and |zn(t)|‖zn‖2 → 1 uniformly for t ∈ T .
Hence there exists an integer N such that
∫
T
∣∣∣∣ |zn(t)|α+1‖zn‖α+12 − 1
∣∣∣∣dt  δ, nN. (2.7)
In view of ‖z±n ‖2 = o(‖zn‖2), α < 1 and Hölder inequality, for n  1 we have
∫
[0,2π]\T
∣∣∣∣ |zn(t)|α+1‖zn‖α+12 − 1
∣∣∣∣dt 
∫
[0,2π]\T
(∣∣∣∣ |zn(t)|α+1‖zn‖α+12
∣∣∣∣+ 1
)
dt
 C
∫
[0,2π]\T
( |z0n(t)|α+1 + |z−n (t)|α+1 + |z+n (t)|α+1
‖zn‖α+12
+ 1
)
dt
 C
(‖z−n ‖α+12 + ‖z+n ‖α+12
‖zn‖α+12
+
∫
[0,2π]\T
(
(|an|2 + |bn|2) α+12
‖zn‖α+12
+ 1
)
dt
 C
(‖z−n ‖α+12 + ‖z+n ‖α+12
‖zn‖α+12
+ 2 meas([0,2π] \ T )) 3Cδ. (2.8)
From the inequalities (2.7) and (2.8) we conclude (2.6) since δ is arbitrary.
(2) Φ ′(θ) = 0. This is equivalent to
(
Φ ′(θ), ξ
)= 0 for ξ = (ξ1, ξ2) ∈ R2m with ξ · θ = ξ1 · a + ξ2 · b = 0. (2.9)
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derivative w.r.t. θ , then (θ, ξ)X = 0 and
(
Φ ′(θ), ξ
)= −
2π∫
0
φ′
(
t, θ(t)
) · ξ(t) dt. (2.10)
By a similar computation we have
(	n, ξ) = −
2π∫
0
H ′1(t, zn) · ξ dt
= −
2π∫
0
(
φ
(
t,
z
|z|
)
|z|α+1
)′∣∣∣∣
zn
· ξ dt + o(‖zn‖α2 )‖ξ‖2
= −(α + 1)
2π∫
0
φ
(
t,
zn(t)
|zn(t)|
)∣∣zn(t)∣∣α−1zn(t) · ξ(t) dt
−
2π∫
0
∣∣zn(t)∣∣αφ′
(
t,
zn(t)
|zn(t)|
)
· ξn(t) dt + o
(‖zn‖α2 )‖ξ‖2,
where ξn(t) = ξ(t)− zn(t)·ξ(t)|zn(t)| zn(t)|zn(t)| . It follows that
lim
n→∞
[
(α + 1)
2π∫
0
φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
· ξ(t) dt
+
2π∫
0
|zn(t)|α
‖zn‖α2
φ′
(
t,
zn(t)
|zn(t)|
)
· ξn(t) dt
]
= 0 (2.11)
due to ‖zn‖α = O(‖zn‖α2 ) and ‖	n‖ = o(‖zn‖α). We claim
lim
n→∞
2π∫
0
φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
· ξ(t) dt
=
2π∫
0
φ
(
t, θ(t)
)
θ(t) · ξ(t) dt
=
2π∫
φ
(
t, θ(t)
)
(a · ξ1 + b · ξ2) dt = 0 (2.12)0
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n→∞
2π∫
0
|zn(t)|α
‖zn‖α2
φ′
(
t,
zn(t)
|zn(t)|
)
· ξn(t) dt =
2π∫
0
φ′
(
t, θ(t)
) · ξ(t) dt. (2.13)
Then from the equalities (2.10)–(2.13) it is easy to see that Φ ′(θ) = 0.
It remains to prove (2.12) and (2.13). We consider the case 0 < α < 1 only. The case α = 0 is
simpler and follows from the Dominance Convergent Theorem directly. From Hölder inequality
and |θ(t)| = 1 we see that
∥∥∥∥φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
− φ(t, θ(t))θ(t)∥∥∥∥
1

∥∥∥∥φ
(
t,
zn(t)
|zn(t)|
)[ |zn(t)|α−1zn(t)
‖zn‖α2
− θ(t)
]∥∥∥∥
1
+
∥∥∥∥φ
(
t,
zn(t)
|zn(t)|
)
− φ(t, θ(t))∥∥∥∥
1
 C
∥∥∥∥ |zn(t)|α−1zn(t)‖zn‖α2 − θ(t)
∥∥∥∥ 1
α
+
∥∥∥∥φ
(
t,
zn(t)
|zn(t)|
)
− φ(t, θ(t))∥∥∥∥
1
. (2.14)
For n → ∞, ‖φ(t, zn(t)|zn(t)| )− φ(t, θ(t))‖1 → 0 holds since zn(t)|zn(t)| → θ(t) a.e. t ∈ [0,2π] and φ is
bounded. The fact that zn‖zn‖2 → θ weakly in X implies zn‖zn‖2 → θ in Lq for q  1. The Nemytski
operator z → |z|α−1z is continuous from L1 to L 1α , hence limn→∞ ‖|zn(t)|α−1zn(t)‖zn‖α2 − θ(t)‖ 1α = 0
and
lim
n→∞
∥∥∥∥φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
− φ(t, θ(t))θ(t)∥∥∥∥
1
= 0 (2.15)
by (2.14). Therefore for n → +∞ we have
∣∣∣∣∣
2π∫
0
φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
· ξ(t) dt
∣∣∣∣∣
=
∣∣∣∣∣
2π∫
0
φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
· ξ(t) dt −
2π∫
0
φ
(
t, θ(t)
)
θ(t) · ξ(t) dt
∣∣∣∣∣

∥∥∥∥φ
(
t,
zn(t)
|zn(t)|
) |zn(t)|α−1zn(t)
‖zn‖α2
− φ(t, θ(t))θ(t)∥∥∥∥
1
‖ξ‖∞ → 0. (2.16)
This proves (2.12).
In order to prove (2.13) we need
∣∣∣∣∣
2π∫ |zn(t)|α
‖zn‖α2
φ′
(
t,
zn(t)
|zn(t)|
)
· ξn(t) dt −
2π∫
φ′
(
t,
z0(t)
|z0(t)|
)
· ξ(t) dt
∣∣∣∣∣0 0
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∣∣∣∣∣
2π∫
0
|zn(t)|α
‖zn‖α2
[
φ′
(
t,
zn(t)
|zn(t)|
)
· ξn(t)− φ′
(
t,
z0(t)
|z0(t)|
)
· ξ(t)
]
dt
∣∣∣∣∣
+
2π∫
0
∣∣∣∣ |zn(t)|α‖zn‖α2 − 1
∣∣∣∣
∣∣∣∣φ′
(
t,
z0(t)
|z0(t)|
)
· ξ(t)
∣∣∣∣dt → 0, n → ∞. (2.17)
The proof of (2.17) is the same as that of (2.4) and (2.5), hence it is omitted. 
3. Proof of Theorem 2
In this section we present a proof of Theorem 2. In view of Proposition 6, we need to show
that for n  1, the functional In = I |Xn possesses a critical point xn ∈ Xn. We first fix n and
denote In = I and Xn = X for the simplicity of notations. Morse inequality is used to prove the
existence of a critical point of I . The computation of critical groups at infinity plays an important
role in this approach. The computation will be accomplished by the homotopy invariance of the
critical groups. To this end we introduce a family of functionals Is defined by
Is(z) = 12
2π∫
0
(
(J z′, z)− |z|2)dt −
2π∫
0
(
(1 − s)H1(t, z)+ sH1
(
t, z0
))
dt, z ∈ Xn, s ∈ [0,1].
Let
Ks =
{
z ∈ X ∣∣ I ′s(z) = 0}, K = ⋃
s∈[0,1]
Ks.
We are going to prove that K0 is not empty, which is equivalent to that the functional In possesses
a critical point in Xn.
In this section we always assume that the function H1(t, z) = H(t, z)− 12 |z|2 is continuously
differentiable in z, 2π -periodic in t , satisfies (1.4) and the function Φ given by (1.5) satisfies
(1.6).
We note that the arguments in Proposition 6 actually prove the following result, since all
inequalities are uniformly in s ∈ [0,1].
Proposition 8. Let H1(t, z) = H(t, z) − 12 |z|2 be continuously differentiable in z, 2π -periodic
in t , satisfy (1.4) and let Φ be given by (1.5) and satisfy (1.6). If {sj } ⊂ [0,1] and {zj } ⊂ X
satisfy ‖I ′sj (zj )‖ = o(‖zj‖α), then {zj } is bounded and contains a convergent subsequence. In
particular, the set K is compact.
Now we recall some notions from [4]. For each s ∈ [0,1], let Vs be a C1 pseudo-gradient
of Is :
∥∥I ′s(z)∥∥2  (I ′s(z),Vs(z)) 2∥∥I ′s(z)∥∥2.
Consider the following flow on X:
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dt
ηs(t, z) = −V1,s
(
η(t, z)
)
,
ηs(0, z) = z, (3.1)
where
V1,s(z) = min
{
dist(z,Ks),1
} Vs(z)
‖Vs(z)‖
and
V1,s (z) = Vs(z)‖Vs(z)‖ if Ks is empty.
The vector field V1,s(z) is locally Lipschitz in z and bounded, hence the flow ηs is well defined
on X × R. Set
[Ks] =
{
z ∈ X ∣∣ lim
t→−∞ηs(t, z), limt→+∞ηs(t, z) ∈ Ks
}
.
Lemma 9. There exist constants a1, b1 and a closed bounded set O such that
O ⊂ {z ∈ X ∣∣ a1  Is(z) b1 ∀s ∈ [0,1]}, (3.2)
[Ks] ⊂ O , a1 and b1 are regular values of Is for s ∈ [0,1].
Proof. Let
a = inf
s∈[0,1], z∈K Is(z)− 1, b = sups∈[0,1], z∈K Is(z)+ 1,
then for s ∈ [0,1] and z ∈ [Ks] there holds
a + 1 lim
t→+∞ Is
(
ηs(t, z)
)
 Is(z) lim
t→−∞ Is
(
ηs(t, z)
)
 b − 1. (3.3)
The set K is compact, so we can choose a positive δ  1 satisfying
Kδ = {z ∈ X ∣∣ dist(z,K) δ}
⊂
{
z ∈ X
∣∣∣ a + 12  Is(z) b − 12 ∀s ∈ [0,1]
}
. (3.4)
By Proposition 8, there is an 	0 > 0 such that ‖I ′s(z)‖  	0 if z /∈ Kδ and Is(z) ∈ [a, b]. For
z ∈ [Ks] \Kδ , set Tz = inf{t  0 | ηs(t, z) ∈ Kδ}, then
ηs(t, z) /∈ Kδ, Is(t, z) ∈ [a, b], t ∈ [0, Tz).
Hence
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Tz∫
0
d
dt
Is
(
ηs(t, z)
)
dt =
Tz∫
0
(
I ′s
(
ηs(t, z)
)
,V1,s
(
ηs(t, z)
))
dt
 δ
∥∥I ′s(ηs(t, z))∥∥Tz  δ	0Tz,
and there is a constant C independent of s and z such that
dist
(
z, ηs(Tz, z)
)

Tz∫
0
∥∥∥∥ ddt ηs(t, z)
∥∥∥∥dt  Tz  C.
In view of ηs(Tz, z) ∈ Kδ we have
dist(z,K) dist
(
z, ηs(Tz, z)
)+ dist(ηs(Tz, z),K)
C + δ  C + 1 if z ∈ [Ks] \Kδ.
Clearly there holds
dist(z,K) δ  1 if z ∈ [Ks] ∩Kδ.
Therefore we obtain
dist(z,K) C + 1 if z ∈ [Ks]. (3.5)
The compactness of K then implies
Kˆ =
⋃
s∈[0,1]
[Ks] is bounded. (3.6)
Let
a1 = inf
s∈[0,1], z∈Kˆ
Is(z)− 1, b1 = sup
s∈[0,1], z∈Kˆ
Is(z)+ 1, (3.7)
then both a1 and b1 are regular values of Is , ∀s ∈ [0,1], and we can take a closed neighborhood
O of Kˆ satisfying
O ⊂ {z ∈ X ∣∣ a1  Is(z) b1}, ∀s ∈ [0,1].
The proof is completed. 
Let a1 and b1 be given by (3.7) and
C∗(I,∞) := H∗
(
X,Ia1
)∼= H∗(I b1 , I a1), ∗ = 0,1,2, . . . ,
where I a1 = {z ∈ X | I (z)  a1}. The group C∗(I,∞) is called the ∗th critical group of I at
infinity. Similarly, for s ∈ [0,1], we have C∗(Is,∞).
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C∗(Is,∞) = C∗(I1,∞), ∗ = 0,1, . . . . (3.8)
Proof. Let O be given by Lemma 9 and Os =⋃t∈R, u∈O ηs(t, u), then
Os ∩Ks ∩ I−1s [a1, b1] = Ks, ∀s ∈ [0,1], (3.9)
and each Ks is a dynamically isolated critical set of Is w.r.t. ηs in the sense of [4] by Lemma 9,
and (O,a1, b1) is an isolating triplet for Ks . Moreover, [Ks] is an isolated invariant set w.r.t. ηs
and O is an isolating neighborhood of [Ks], so we have a Conley index pair (or Gromoll–Meyer
pair) (Ws,Ws,−) such that Ws ⊂ O . The map s → Is is C1(O) and Is is uniformly bounded in O .
Hence by the homotopy invariance of the critical groups (Theorem IV.4 in [4]), we conclude that
H∗(Ws,Ws,−) is independent of s ∈ [0,1]. On the other hand we know that (I b1s , I a1s ) is also an
index pair for [Ks], so there hold
H∗
(
I b1s , I
a1
s
)= H∗(Ws,Ws,−), ∗ = 0,1, . . . .
This shows that for all ∗, the group H∗(I b1s , I a1s ) is also independent of s. The proof is fin-
ished. 
Proposition 10 can also be proved without Lemma 9 by a deformation argument in [5] if H1
is C2 in z and satisfies: ∃ constants C and p < +∞ such that
∣∣H ′′(t, z)∣∣ C(1 + |z|p). (3.10)
With this condition, the functional I is C2 and σ → ∂Is(z)
∂s
|z=σ I
′
s (σ )
‖I ′s (σ )‖2 is locally Lipschitz and
the local existence of the following equation
dσ(s, z)
ds
= −∂Is(z)
∂s
∣∣∣∣
z=σ(s,z)
I ′s(σ )
‖I ′s(σ )‖2
, σ (0, z) = z (3.11)
on X holds. It is easy to see that σ satisfies
d
ds
Is
(
σ(s, z)
)= 0. (3.12)
By the definition of Is we have ∣∣∣∣∂Is(z)∂s
∣∣∣∣ C(1 + ‖z‖α+1).
Hence
∥∥∥∥−∂Is(z)∂s
∣∣∣∣ I ′s(σ )‖I ′(σ )‖2
∥∥∥∥ C 1 + ‖σ‖α+1δ‖σ‖α  C
(
1 + ‖σ‖)z=σ(s,z) s
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wall inequality. Now we define a map
I
a1
0 → I a11 , z → σ(1, z),
which is a homeomorphism from I a10 to I
a1
1 by the identity (3.12). Then the homotopy invariance
of homology groups concludes Proposition 10.
Having Proposition 10, now we can prove the following theorem.
Theorem 11. Let i0 = dim(X− ∩Xn), then
C∗(I1,∞) = δ∗,i0G, ∗ = 0,1, . . . , if Σ− = ∅,
and if Σ− = ∅,
C∗(I1,∞) =
{
H #∗−i0−1(Σ−), ∗ > 0,
0, ∗ = 0.
The proof of the theorem follows from the next two propositions. We will assume H #k0(Σ−) =
{0}. The case that H #k0(Σ+) = {0} can be obtained by considering the functional −I . Let
F0(z0) = −
∫ 2π
0 H1(t, z
0) dt and
J1
(
z1
)= 1
2
2π∫
0
((
Jz′1, z1
)− ∣∣z1∣∣2)dt, z1 ∈ (X− ∩Xn)⊕X+,
then I1(z) = J1(z1) + F(z0), where z = z1 + z0 with z1 ∈ (X− ∩ Xn) ⊕ X+ and z0 ∈ X0. From
Proposition 8 we know that, considering J1 and F0 as functionals defined on (X− ∩ Xn) ⊕ X+
and X0, respectively, the critical sets of J1 and F0 are compact, hence the critical groups of F0
and J1 at infinity are well defined.
Proposition 12. Let the assumptions of Theorem 2 be satisfied. Then the following equalities
hold:
Cp(I1,∞) =
⊕
i,j0, i+j=p
Ci(J1,∞)⊗Cj (F0,∞), p = 0,1,2, . . . .
We refer to [5] for a proof, where a similar result was proved. The functional J1 is a nonde-
generate quadratic form, so there holds
C∗(J1,∞) = δ∗,i0G, ∗ = 0,1, . . . , with i0 = dim(X− ∩Xn). (3.13)
For the critical groups C∗(F0,∞), ∗ = 0,1, . . . , we have
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C∗(F0,∞) = δ∗,0G if Σ− = ∅,
C∗(F0,∞) = H #∗−1(Σ−) if ∗ > 0 and C0(F0,∞) = 0 if Σ− = ∅.
Combining Proposition 12, the equality (3.13) and Proposition 13 we get Theorem 11.
The proof of Proposition 13 is based on
Lemma 14. Let w = (a cos t − b sin t, a sin t + b cos t) ∈ X0 and ξ = (a, b) ∈ R2m, then there is
a function F˜0 on X0 such that
F˜0(w) = F0(w), ‖w‖R,
F˜0(w) = Φ
(
ξ
|ξ |
)
‖w‖α+1, ‖w‖ 2R,
for some R > 1. Moreover, the functionals F˜0 and F0 have the same critical points.
Proof. Let θ = ξ|ξ | ∈ S2m−1. First we show that there are positive 	0 > 0 and R0 > 1 such that∥∥(Φ(θ)‖w‖α+1)′∥∥ 	0‖w‖α, ‖w‖R0.
Suppose there is a sequence {wn} ⊂ X0 such that ‖wn‖ → +∞ and∥∥(Φ(θ)‖w‖α+1)′∣∣
wn
∥∥= o(‖wn‖α).
As in the proof of Proposition 6, after a subsequence, we get wn‖wn‖ → θ = (a cos t −
b sin t, a sin t + b cos t) and Φ(θ) = 0, Φ ′(θ) = 0. This contradicts to the assumption.
Now we take a cut-off function ρ satisfying
ρ(s) = 1, s  1, ρ(s) = 0, s  2, 0 ρ′  3.
Set
F˜0(w) = F0(w)+
(
1 − ρ
(‖w‖
R
))(
Φ(θ)‖w‖α+1 − F0(w)
)
,
then F˜0(w) = F0(w) if ‖w‖R, F˜0 and F0 have no critical point in the set {w ∈ X0 | ‖w‖R}
if R  1. Consequently, F0 and F˜0 have the same critical points. 
Proof of Proposition 13. We fix R in Lemma 14. It is easy to see that the critical groups of F0
and F˜0 at infinity are the same. We take a function g such that
g′(s) > 0 for s > 0, g(s) = sα+1 for R + 1,
and g′(0) = g(0) = 0, then the functional
F1(w) = Φ(θ)g
(‖w‖), w ∈ X0,
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same as the critical groups of F1 at w = 0,
C∗(F1,∞) = H∗
(W−,W− \ {0}), ∗ = 0,1,2, . . . ,
where
W− =
{
w ∈ X0
∣∣ ‖w‖ 1 and Φ(θ)g(‖w‖) 0}.
In view of g(s) > 0 for s > 0 we have
W− =
{
w ∈ X0
∣∣ ‖w‖ 1 and Φ(θ) 0}.
It follows thatW− is contractible and Σ− is a deformation retracted ofW− \ {0}. Consequently
C∗(F1,∞) = H∗
(W−,W− \ {0})
= H #∗−1
(W− \ {0})= H #∗−1(Σ−), ∗ = 1,2, . . . , (3.14)
by the exact sequence of homology. In case of Σ− = ∅, 0 is not a local minimum of F1 and
C0(F1,0) = 0. As in Proposition 10 we know
C∗(F1,∞) = C∗(F˜0,∞) = C∗(F0,∞). (3.15)
Combining (3.14) and (3.15) we get Proposition 13. 
Proof of Theorem 2. Without loss of generality, we assume that all critical points of In are
isolated, hence the number is finite. For a critical point z of In, let C∗(In, z), ∗ = 0,1,2, . . . , be
the critical groups of z, and m∗(z) = rankC∗(In, z). By the Morse inequality for In, there is a
polynomial Q(t) with nonnegative integer as its coefficients such that
∑
z,I ′n(z)=0
P(t, z) =
∑
βit
i + (1 + t)Q(t), (3.16)
where
P(t, z) =
∑
i
mi(z)t
i , βi = rankC∗(In,∞).
For the details of critical groups and Morse inequality, we refer to [3]. By Proposition 10 and
Theorem 11, the right-hand side of (3.16) is not zero, there must be a critical point zn of In. In
view of Proposition 6 there exists a convergent subsequence of {zn}, its limit is a critical point of
I on X and a 2π -periodic solution of Eq. (1.1). 
Proof of Theorem 4. Let β∗(Σ−) = rankH #∗ (Σ−), then∑
(−1)iβi(Σ−) is odd (3.17)
i
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remains to prove (3.17). By the assumption, 0 is a regular value of Φ and the gradient vector field
Φ ′ is transversal to ∂Σ−. Let {θi} be the solutions of Φ ′(θ) = 0 on Σ−. Since Φ is even in θ ,
the solutions of Φ ′(θ) = 0 appear in pair (θi,−θi) on Σ−. It follows from the Poincaré–Hopf
theorem that
∑
i
(−1)iβi(Σ−)+ 1 = χ(Σ−) =
∑(
χ(θi)+ χ(−θi)
)
, (3.18)
where χ(Σ−) is the Euler number of Σ− and χ(θi) is the index of Φ ′1(θ) at θi . In view of
χ(θi) = χ(−θi), the right-hand side of (3.18) is even, and ∑i (−1)iβi(Σ−) is odd. This finishes
the proof of (3.17). 
4. Periodic solutions of planar Hamiltonian systems
In this section, we apply Theorem 2 to the existence of periodic solutions of some planar
Hamiltonian systems. Theorems 16, 17 in this section unify and generalize various existence
results of periodic solutions of the asymmetric oscillators, p-Laplacian equations and isochro-
nous Hamiltonian systems in [6–12,14]. The basic idea is the same as that in [14]. We use an
elementary nonlinear symplectic transformation to change these equations.
Let z = (x, y) ∈ R2, H0 ∈ C1(R2)∩C2(R2 \ {0}) be a function satisfying
H0(0) = 0, H0(z) > 0, H ′0(z) = 0, |z| = 0, (4.1)
and
H0(z) → +∞, |z| → +∞, (4.2)
then for all h > 0, Γ (h) = {(x, y) | H0(x, y) = h} is the periodic orbit of a family of periodic
solutions of
−x′ = H0,y(x, y), y′ = H0,x(x, y). (4.3)
The period is given by T (h) = A′(h), where A(h) is the area of the domain D(h) =
{(x, y) ∈ R2, H0(x, y)  h}. We denote the solution of Eq. (4.3) with the initial value
(x(0), y(0)) = (1,0) by z0(t) = (x0(t), y0(t)).
Proposition 15. Let the function H0 be given above. If T (h) = T0 for all h > 0, then there is
a C1 diffeomorphism of R2 \ {0} : (X,Y ) → (x(X,Y ), y(X,Y )) satisfying dx ∧ dy = dX ∧ dY
and
K(X,Y ) = H0
(
x(X,Y ), y(X,Y )
)= π
T0
(
X2 + Y 2). (4.4)
Moreover, there is a constant C > 0 such that x0(t) = x(c cos 2πT0 t, c sin 2πT0 t), y0(t) =
y(c cos 2π t, c sin 2π t).T0 T0
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action-angle coordinate. We recall it briefly from [14]. For h > 0 we pick up (a(h), b(h)) such
that H0(a(h), b(h)) = h, (a(h), b(h)) is continuously differentiable in h and (a(h1), b(h1)) =
(1,0), where h1 = H0(1,0). Given (x, y), set h = H0(x, y), consider the solution
(x(h, t), y(h, t)) of Eq. (4.3) with (x(h,0), y(h,0)) = (a(h), b(h)), there is a unique t (x, y) such
that (x(h, t), y(h, t)) = (x, y). The function t (x, y) is continuously differentiable if (x, y) = 0.
Let
Θ(x,y) = t (x, y)
T0
2π, A(x, y) = A(H0(x, y))
and
X(x,y) =
√
A(x,y)
π
cosΘ(x,y), Y (x, y) =
√
A(x,y)
π
sinΘ(x,y),
then the transformation (x, y) → (X,Y ) is symplectic, i.e., dx ∧ dy = dX ∧ dY and satisfies
H0
(
x(X,Y ), y(X,Y )
)= h = h(π(X2 + Y 2)),
where h(A) is the inverse of A(h). Hence if T (h) = T0, then A(h) = T0h, h(A) = AT0 and
H0(x(X,Y ), y(X,Y )) = π(X2+Y 2)T0 . 
The transformation (X,Y ) → (x, y) may not be differentiable at (0,0). We can modify the
function H0 such that H0(x, y) = 12 (x2 + y2) in a neighborhood of (0,0). Then the symplectic
transformation obtained by the new function H0 is C1 and (4.4) holds outside of a neighborhood
of (0,0). From now on we assume that the transformation (X,Y ) → (x, y) is C1 and (4.4) holds
in |X|2 + |Y |2  	0.
Now we provide some examples of H0 satisfying T (h) = T0 for all h > 0. Let H0 ∈ C1(R2)∩
C2(R2 \ {0}) be a function satisfying (4.1) and
H0(λx,λy) = λ2H0(x, y), λ > 0. (4.5)
It is readily to verify that (4.2) holds and T (h) = T0.
Theorem 16. Let H = H0 + H1. Suppose that H0 ∈ C1(R2) ∩ C2(R2 \ {0}) and satisfies (4.1),
(4.5) and T (h) = 2π
k
, H1 is a C1 function, 2π -periodic in t , and there is a C1 function φ1 : R ×
S1 → R, 2π -periodic in t such that∣∣∣∣H ′1(t, z)−
(
φ1
(
t,
z
|z|
)
|z|α+1
)′∣∣∣∣= o(|z|α), |z| → +∞, (4.6)
for some constant 0 α < 1. Let
Φ1(τ ) = −
2π∫
0
φ1
(
t,
z0(t + τ)
|z0(t + τ)|
)∣∣z0(t + τ)∣∣α+1 dt.
If one of the following conditions is satisfied:
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(2) all solutions of Φ1(τ ) = 0 are simple and #{τ ∈ [0, 2πk ) | Φ1(τ ) = 0} 4,
(3) all solutions of Φ1(τ ) = 0 are simple and Φ1(t + πk ) = Φ1(t) for t ∈ [0, 2πk ),
then the equation
−x′ = Hy(t, x, y), y′ = Hx(t, x, y) (4.7)
has a 2π -periodic solution.
Proof. It is easy to see that Φ1 is 2πk -periodic. In view of Proposition 15, the transformation
(X,Y ) → (x, y) is symplectic, hence Eq. (4.7) is equivalent to
−X′ = kY +K1,Y (t,X,Y ), Y ′ = kX +K1,X(t,X,Y ), (4.8)
where K1(t,X,Y ) = H1(t, x(X,Y ), y(X,Y )). Let Z = (X,Y ). It follows from (4.5) that the
symplectic transformation in Proposition 15 satisfies
x(cZ) = cx(Z), y(cZ) = cy(Z), c 1, |Z|2 = |X|2 + |Y |2  	0.
Hence | ∂z
∂Z
(Z)| = O(1) and
∣∣∣∣K ′1(t,Z)−
(
φ1
(
t,
z(Z)
|z(Z)|
)∣∣z(Z)∣∣α+1)′∣∣∣∣
=
∣∣∣∣H ′1(t, z)−
(
φ1
(
t,
z
|z|
)
|z|α+1
)′∣∣∣∣
∣∣∣∣ ∂z∂Z (Z)
∣∣∣∣= o(|Z|α+1), |Z| → +∞,
by (4.6) and Theorem 2 can be applied with φ(t, Z|Z| ) = φ1(t, z(Z)|z(Z)| ) |z(Z)|
α+1
|Z|α+1 . For θ = (a, b) ∈ S1,
setting θ = (coskτ, sinkτ) with τ ∈ [0, 2π
k
), then there is a constant c > 0 such that z0(t) =
cz(cos kt, sin kt) and
z0(t + τ) = cz(a coskt − b sinkt, a sin kt + b coskt).
Thus the function Φ in Theorem 2 is given by
Φ(θ) = −
2π∫
0
φ(t, a coskt − b sin kt, a sin kt + b coskt) dt
= −cα+1
2π∫
0
φ1
(
t,
z0(t + τ)
|z0(t + τ)|
)∣∣z0(t + τ)∣∣α+1 dt = cα+1Φ1(τ ).
Applying Theorems 2 and 4 to Eq. (4.8) we get Theorem 16. 
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metric p-Laplacian equation
−(|x′|p−2x′)′ = λ|x|p−2x+ +μ|x|p−2x− + f (t, x), (4.9)
which has been studied by some authors (see [6–12,14–17]), where x− = min{0, x} and x+ =
max{0, x}. We assume that f is of lower order comparing with |x|p−2x. The resonance of (4.9)
means that the equation
−(|x′|p−2x′)′ = λ|x|p−2x+ +μ|x|p−2x− (4.10)
has a nonzero 2π -periodic solution, which is equivalent to
T (λ,μ) = πp
(
1
λ
1
p
+ 1
μ
1
p
)
= 2π
k
for some positive integer k or (λ,μ) = (0,0), where
πp = 2(p − 1)
1
p
1∫
0
(
1 − tp)− 1p dt = 2(p − 1) 1p (π/p)
sin(π/p)
.
Let x0(t) be the solution of (4.10) with the initial value x0(0) = (pλ )
1
p and x′0(0) = 0, then x0 is
2π
k
-periodic in t and all solutions of (4.10) are given by cx0(t + θ), where c 0 and θ ∈ [0,2π ].
Let F(t, x) = ∫ x0 f (t, s) ds.
Theorem 17. Let T (λ,μ) = 2π
k
for some integer k > 0 and let f be a continuous function,
2π -periodic in t . Suppose there are continuous, 2π -periodic functions f± such that∣∣f (t, x)− f±(t)|x|β−1x±∣∣= o(|x|β), x → ±∞, (f±)
uniformly in t for some constant β with max{p2 − 1,0} β < p − 1. If either
Φ2(τ ) = −
2π∫
0
f−(t)
∣∣x0,−(t + τ)∣∣β+1 dt −
2π∫
0
f+(t)
∣∣x0,+(t + τ)∣∣β+1 dt
is of definite sign or #{τ ∈ [0, 2π
k
) | Φ2(τ ) = 0}  4 and all solutions of Φ2(τ ) = 0 are simple,
then Eq. (4.9) has a 2π -periodic solution.
Proof. The proof is similar to that of Theorem 16, it depends on a nonlinear symplectic trans-
formation. For the simplicity we assume k = 1.
Let q = p
p−1 and
H(t, x, y) = 1 |y|q + 1 (λ|x+|p +μ|x−|p)+ F(t, x),
q p
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−x′ = Hy(t, x, y), y′ = Hx(t, x, y). (4.11)
Let H0(x, y) = 1q |y|q + 1p (λ|x+|p + μ|x−|p). The condition T (λ,μ) = 2π implies T (h) = 2π
for all h. According to Proposition 15, there is a C1 symplectic transformation (X,Y ) → (x, y)
of (R2 \ {0}, dx ∧ dy) such that
H0
(
x(X,Y ), y(X,Y )
)= 1
2
(
X2 + Y 2) (4.12)
and ( 12 )
1
p x0(t) = x(cos t, sin t). We note that the function H0 is only C1 and is not C2. But
Proposition 15 can be applied, since we can take (a(h), b(h)) = ((ph
λ
)
1
p ,0) and prove directly
that the function t (x, y) is continuously differentiable in (x, y) and the map (x, y) → (X,Y ) is
differentiable and symplectic if (x, y) = (0,0). Its inverse (X,Y ) → (x, y) satisfies
x(cX, cY ) = c 2p x(X,Y ), y(cX, cY ) = c 2q y(X,Y ), c > 0, (4.13)
but may not be differentiable at (0,0). As before we may assume that (4.12) and (4.13) hold for
|X|2 + |Y |2  	0 and c 1. In the coordinates (X,Y ), Eq. (4.11) becomes
−X′ = Y +H1,Y (t,X,Y )+GY (X,Y ),
Y ′ = X +H1,X(t,X,Y )+GX(X,Y ), (4.14)
where H1(t,X,Y ) = F(t, x(X,Y )), and the additional term G in (4.14) comes from the modifi-
cation of transformation (X,Y ) → (x, y) near (0,0), which is zero if |X|2 + |Y |2  1. This term
does not play any role if we apply Theorem 2 to (4.14).
Let Z = (X,Y ) and α = (β + 1) 2
p
− 1, then 0 α < 1 and
K(t,Z) = 1
β + 1
(
f−(t)
∣∣x−(Z)∣∣β+1 + f+(t)∣∣x+(Z)∣∣β+1)
is homogeneous in the region |Z| 1 of degree α + 1.
Claim. If β > 0 and K(t,Z) = φ2(t, Z|Z| )|Z|(α+1), |Z| 1, then
∣∣∣∣H ′1(t,Z)−
(
φ2
(
t,
Z
|Z|
)
|Z|(α+1)
)′∣∣∣∣= o(|Z|α), |Z| → +∞. (4.15)
Indeed, from the conditions (f±), for 	 > 0, there is a constant C	 such that∣∣f (t, x)− f−(t)|x|β−1x− − f+(t)|x|β−1x+∣∣ C	 + 	|x|β .
Hence
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(
φ2
(
t,
Z
|Z|
)
|Z|(α+1)
)′∣∣∣∣
= ∣∣f (t, x)− f−(t)|x|β−1x− − f+(t)|x|β−1x+∣∣
∣∣∣∣ ∂x∂Z
∣∣∣∣

(
C	 + 	|x|β
)∣∣∣∣ ∂x∂Z
∣∣∣∣.
This yields
lim|Z|→∞
|H ′1(t,Z)− (φ2(t, Z|Z| )|Z|(α+1))′|
|Z|α  	
for all 	 > 0 by the homogeneous condition (4.13) and proves the claim.
Having the claim, if β > 0, Theorem 2 can be applied to Eq. (4.14) with
Φ(θ) = −
2π∫
0
φ2(t, a cos t − b sin t, a sin t + b cos t) dt
= − 1
β + 1
[ 2π∫
0
f−(t)
∣∣x0,−(t + τ)∣∣β+1 dt +
2π∫
0
f+(t)
∣∣x0,+(t + τ)∣∣β+1 dt
]
= 1
β + 1Φ2(τ ),
where (a, b) = (cos τ, sin τ) and Theorem 17 follows. The proof is finished if β > 0. 
In case of β = 0, i.e., α = 2
p
− 1, (4.15) does not hold, and some additional arguments are
needed. We find in the proof of Theorem 2 that the asymptotic condition (4.15) is only used in
the proof of Proposition 6, which follows from Lemma 7. Now we prove it directly.
Let
I (Z) = 1
2
2π∫
0
(JZ′,Z)dt −
2π∫
0
(
H1(t,Z)+G(Z)
)
dt
and In = I |Xn . Let Zn ∈ Xn be a sequence such that ‖I ′n(Zn)‖ = o(‖Zn‖α), we need to prove
that {Zn} contains a convergent subsequence. It is easy to see that
‖Zn‖C
(
1 + ‖Zn‖2
)
,
and as before it suffices to prove that {Zn} is bounded, which is equivalent to that ‖Zn‖2 is
bounded. Suppose ‖Zn‖2 → +∞ as n → ∞, then as in the proof of Proposition 6, we may
assume Zn‖Zn‖2 → θ0 ∈ X0, where θ0(t) = (a0 cos t − b0 sin t, a0 sin t + b0 cos t) and a20 + b20 = 1.
We also denote θ0 = (a0, b0) ∈ S1 ⊂ R2.
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Φ(θ) = −
2π∫
0
φ2(t, a cos t − b sin t, a sin t + b cos t) dt,
θ = (a, b) ∈ S1. If the conditions (f±) hold with β = 0, then Φ(θ0) = 0 and Φ ′(θ0) = 0.
Proof. We prove that the following equalities hold:
lim
n→∞
1
‖Zn‖
2
p
2
2π∫
0
K(t,Zn)dt = lim
n→∞
1
‖Zn‖
2
p
2
2π∫
0
H ′1(t,Zn)Z0n dt = 0, (4.16)
Φ(θ0) = − lim
n→∞
1
‖Zn‖
2
p
2
2π∫
0
K(t,Zn)dt (4.17)
and
lim
n→∞
1
‖Zn‖
2
p
−1
2
2π∫
0
K ′(t,Zn) · ξ dt = lim
n→∞
1
‖Zn‖
2
p
−1
2
2π∫
0
H ′1(t,Zn) · ξ dt = 0, (4.18)
(
Φ ′(θ0), ξ
)= − lim
n→∞
1
‖Zn‖
2
p
−1
2
2π∫
0
K ′(t,Zn) · ξ dt = 0 (4.19)
for ξ ∈ X0 satisfying (θ0, ξ) = 0. From (4.16)–(4.19) we get the lemma. In what follows we
prove (4.18) and (4.19) only as (4.16) and (4.17) are simpler.
Let 	n = I ′n(Zn), then
(	n, ξ) = −
2π∫
0
H ′1(t,Zn) · ξ dt,
dividing by ‖Zn‖
2
p
−1
2 , the second equality in (4.18) follows.
Let
f∞(t, x) =
{
f+(t), x > 0,
−f−(t), x < 0.
If 2 = 1, then α = 0, | ∂x | C and
p ∂X
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2π∫
0
(
H ′1(t,Zn)−K ′(t,Zn)
) · ξ dt
∣∣∣∣∣

2π∫
0
∣∣f (t, x(Zn))− f∞(t, x(Zn))∣∣
∣∣∣∣ ∂x∂X (Zn)
∣∣∣∣|ξ |dt
 C
∥∥f (t, x(Zn))− f∞(t, x(Zn))∥∥2‖ξ‖2. (4.20)
For n → ∞, using Zn‖Zn‖2 → θ0 and |θ0(t)| = 1 for t ∈ [0,2π], we get
x
(
Zn(t)
‖Zn‖2
)
→ x0(t + τ0),
∣∣x(Zn(t))∣∣→ +∞, a.e. t ∈ [0,2π],
(cos τ0, sin τ0) = (a0, , b0). It follows from (f±) that f is bounded and∣∣f (t, x(Zn))− f∞(t, x(Zn))∣∣→ 0 a.e. t ∈ [0,2π].
The Dominance Convergent Theorem shows that, for n → ∞,
∥∥f (t, x(Zn))− f∞(t, x(Zn))∥∥q → 0, q  1. (4.21)
Combining (4.20) and (4.21) we get the first equality in (4.18).
If 2
p
> 1, then α = 2
p
− 1,
∣∣∣∣ ∂x∂Z (Z)
∣∣∣∣ C(1 + |Z| 2p −1)
by (4.13) and ∥∥∥∥ ∂x∂Z (Zn)
∥∥∥∥ 2p
2−p
 C
(
1 + ‖Zn‖
p
2 −1
2
)
.
It follows from Hölder inequality and (4.17) that
∣∣∣∣∣
2π∫
0
(
H ′1(t,Zn)−K ′(t,Zn)
) · ξ dt
∣∣∣∣∣ ∥∥H ′1(t,Zn)−K ′(t,Zn))∥∥1‖ξ‖

∥∥f (t, x(Zn))− f∞(t, x(Zn))∥∥ 3p−22p2p
3p−2
∥∥∥∥ ∂x∂Z (Zn)
∥∥∥∥
2−p
2p
2p
2−p
‖ξ‖
 o(1)C
(
1 + ‖Zn‖
p
2 −1
2
)
, n → ∞. (4.22)
This implies the first equality in (4.18).
The proof of (4.19) is the same as that of (2.12) and (2.13). 
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β > 0. We can apply Theorem 2 to Eq. (4.14) to get the conclusion.
As an application of Theorem 17, let us consider the case f (t, x) = f (x)+ e(t) with continu-
ous f , continuous and 2π -periodic e. We do not assume that f is locally Lipschitz. Suppose the
limits f (±∞) = limx→±∞ f (x) exist.
Corollary 19. Let 1 < p  2, f (±∞) exist, T (λ,μ) = 2π
k
and the function Φ2 :S1 → R be
given by
Φ2(τ ) = 2kπp
[
f (+∞)
λ
2
p
− f (−∞)
μ
2
p
]
+
2π∫
0
e(t)x0(t + τ) dt. (4.23)
If either Φ2 is of definite sign or all solutions of Φ2(τ ) = 0 are simple and #{τ ∈ [0, 2πk ) |
Φ2(τ ) = 0} 4, then the equation
−(|x′|p−2x′)′ = λ|x|p−2x+ +μ|x|p−2x− + f (x)+ e(t) (4.24)
has a 2π -periodic solution.
Proof. Applying Theorem 17 to (4.24), using β = 0, it is easy to verify that the function Φ2 is
given by (4.23). 
5. Concluding remarks
Consider the following second order Hamiltonian system
−x′′ = k2x + F ′(t, x), (5.1)
where k is an integer and F : R × Rm → R is C1 and 2π -periodic in t . We have the following
theorem on the periodic solutions for Eq. (5.1). The proof is the same as that of Theorem 2.
Indeed, it is simpler and the finite dimensional approximation is not needed.
Theorem 20. Suppose there is a C1 function φ : R × Sm−1 → R, 2π -periodic in t such that
∣∣∣∣F ′(t, x)−
(
φ
(
t,
x
|x|
)
|x|α+1
)′∣∣∣∣= o(|x|α), |x| → +∞, (5.2)
for some constant 0 α < 1. Let θ = (a, b) ∈ S2m−1 = {(a, b) ∈ R2m | |a|2 + |b|2 = 1},
Φ(θ) = −
2π∫
0
φ
(
t,
a sin kt + b coskt
|a sin kt + b coskt |
)
|a sin kt + b coskt |α+1 dt,
and let
Σ± =
{
θ ∈ S2m−1 ∣∣±Φ(θ) 0}.
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H #k0(Σ−)⊕H #k0(Σ+) = {0},
then Eq. (5.1) has a 2π -periodic solution.
Proof. Consider the critical points of the functional
I (x) = 1
2
2π∫
0
(|x′|2 − k2|x|2)dt −
2π∫
0
F(t, x) dt
on the space X = H 1(S1,Rm), they are the same as the 2π -periodic solutions of (5.1). Let
X− =
{
x ∈ X
∣∣∣ x = k−1∑
i=0
(ai cos it + bi sin it), ai, bi ∈ Rm
}
,
X+ =
{
x ∈ X
∣∣∣ x = ∞∑
i=k+1
(ai cos it + bi sin it), ai, bi ∈ Rm
}
,
X0 =
{
x ∈ X ∣∣ x = a coskt + b coskt, a, b ∈ Rm},
then we have the orthogonal decomposition X = X− ⊕X0 ⊕X+. For x ∈ X, set x = x− + x0 +
x+ with x− ∈ X−, x0 ∈ X0, x+ ∈ X+ and
Is(x) = 12
2π∫
0
(|x′|2 − k|x|2)dt −
2π∫
0
(
(1 − s)F (t, x)+ sF (t, x0))dt,
s ∈ [0,1]. The same arguments as in Section 3 lead to the following conclusions:
(1) the functionals Is satisfy PS condition on X, all critical points of Is are located in a bounded
subset of X, s ∈ [0,1], and the critical groups of Is at infinity C∗(Is,∞) are well defined;
(2) C∗(Is,∞) are independent of s ∈ [0,1] and
C∗(I1,∞) = δ∗,(k−1)mG, ∗ = 0,1, . . . , if Σ− = ∅,
and if Σ− = ∅,
C∗(I1,∞) =
{
H #∗−(k−1)m−1(Σ−), ∗ > 0,
0, ∗ = 0.
Now it follows from the Morse inequality that the functional I has a critical point x ∈ X, which
is a 2π -periodic solution of (5.1). 
In Theorem 2 we assume that the nonlinear term H ′1(t, z) is sublinear. Using the same method,
we can deal with the case that H ′(t, z) is asymptotically homogeneous of degree 1 at infinity.1
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in t such that ∣∣∣∣H ′1(t, z)−
(
φ
(
t,
z
|z|
)
|z|2
)′∣∣∣∣= o(|z|), |z| → +∞. (5.3)
Let X and Xn be the same as in Section 2, S be the unit sphere in X, θ = z‖z‖ ∈ S , Φ :S→ R be
given by
Φ(θ) =
2π∫
0
(
(J θ ′, θ)− k|θ |2 − 2φ
(
t,
θ
|θ |
)
|θ |2
)
dt. (5.4)
Theorem 21. Let H1 : R × R2m → R be C1 and 2π -periodic in t satisfying the condition (5.3)
and Φ be given by (5.4). Set Sn = S ∩Xn and
Σn,− =
{
θ ∈ Sn
∣∣Φ(θ) 0}.
If all solutions of Φ(θ) = 0 are simple and for n  1 there exists an integer l such that
H #l (Σn,−) = {0}, (5.5)
then the equation
Jz′ = kz +H ′1(t, z) (5.6)
has a 2π -periodic solution.
Proof. As in Theorem 2, we only need to prove that, for n  1, the functional
In(z) = 12
2π∫
0
(
(J z′, z)− k|z|2)dt −
2π∫
0
H1(t, z) dt, z ∈ Xn,
has a critical point zn. It follows from all solutions of Φ(θ) = 0 are simple that, for n  1,
all solutions of Φ|Sn(θ) = 0 are also simple. This implies that In satisfies PS condition on Xn,
the critical set of In is bounded and the critical groups of In at infinity are well defined. As in
Theorem 11 we have
C∗(In,∞) = H #∗−1(Σn,−), ∗ = 0,1, . . . .
The Morse inequality concludes the existence of a critical point zn of In. 
We have shown in Section 3 that if Φ is even, then (5.5) holds for all n. If φ is independent
of t , then the function Φ is S1 invariant w.r.t. the action θ(s)(t) = θ(s + t) for s ∈ S1. Taking
this symmetry into account, we can prove that (5.5) holds as well.
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nonresonant at infinity, i.e., the equation
Jz′ = kz +
(
φ
(
t,
z
|z|
)
|z|2
)′
(5.7)
has no nonzero 2π -periodic solution. The asymptotically linear condition: ∃ a continuous and
periodic 2m× 2m symmetric matrix a such that∣∣H ′1(t, z)− a(t)z∣∣= o(|z|), |z| → +∞, (5.8)
is a special case of (5.3). In this case we have
Φ(θ) =
2π∫
0
(
(J θ ′, θ)− k|θ |2 − (a(t)θ, θ))dt.
Clearly, Φ is even in θ . The condition that all zeros of Φ(θ) are simple becomes that the following
linear equation
Jz′ = kz + a(t)z (5.9)
has no nonzero 2π -periodic solution. Thus the above theorem recovers the well-known exis-
tence theorem of solutions of the asymptotically linear equation in [1,2]. The resonant case of
Eq. (5.6) with H1 satisfying the condition (5.3) will be considered elsewhere. A result similar
to Theorem 2 holds. Such a result can be used to deal with periodic solutions of the following
higher dimensional p-Laplacian equation
−(|x′|p−2x′)′ = λ|x|p−2x + f (t, x), x ∈ Rm. (5.10)
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