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a b s t r a c t
LetV be a finite set andC a collection of subsets ofV . The ordered pair (V ,C) is an alignment
ifC is closed under taking intersections and contains both ∅ and V . If (V ,C) is an alignment,
then C is a convexity for V , and the elements of C are referred to as the convex sets of the
convexity C. A convex set A is a half-space if V − A is convex. The following separation
properties have been defined for a given convexity C of V .
(S1) For every x ∈ V , the set {x} is convex.
(S2) For every pair a, b ∈ V , there exist complementary half-spaces A, B such that a ∈ A
and b ∈ B.
(S3) For every convex set A and b ∈ V − A, there exist complementary half-spaces A′, B′ in
C such that A ⊆ A′ and b ∈ B′.
(S4) For every pair A, B ∈ C of disjoint convex sets, there exist complementary half-spaces
A′, B′ in C such that A ⊆ A′ and B ⊆ B′.
All well-known graph convexities satisfy property S1. Properties of graphs satisfying sepa-
ration properties S2, S3, and S4 with respect to the twomostwell-known graph convexities,
namely, the geodesic and monophonic convexities, have been studied. In this paper we es-
tablish properties of graphs satisfying separation properties S2, S3, and S4 relative to the
3-Steiner convexity and the 3-monophonic convexity of a graph.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In the Euclidean plane (i) every set consisting of a single point is a convex set; (ii) every two distinct points belong to
complementary convex sets; (iii) every convex set and a point not in the set belong to complementary convex sets and
(iv) every two disjoint convex sets belong to complementary convex sets.
Let V be a finite set and C a collection of subsets of V . The ordered pair (V ,C) is an alignment if C is closed under taking
intersections and contains both ∅ and V . If (V ,C) is an alignment, then C is a convexity for V . The elements of C are referred
to as the convex sets of this convexity. Suppose that an alignment (V ,C) is given. A convex set A is called a half-space if V −A
is also convex; in this case, A and V −A are complementary half-spaceswith respect toC. The following separation properties
have been defined for a given alignment (V ,C).
(S1) For every x ∈ V , the set {x} is convex.
(S2) For every pair a, b ∈ V , there exist complementary half-spaces A, B in C such that a ∈ A and b ∈ B.
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Fig. 1. The family F of forbidden graphs for S4 .
(S3) For every convex set A ⊂ V and b ∈ V − A, there exist complementary half-spaces A′, B′ in C such that A ⊆ A′ and
b ∈ B′.
(S4) For every pair A, B ⊆ V of disjoint convex sets, there exist complementary convex sets A′, B′ in G such that A ⊆ A′ and
B ⊆ B′.
A more extensive introduction to abstract convexity is given in [9]. For the remainder of the paper we restrict ourselves to
graph convexities. These are usually defined in terms of some interval notion. The two most well-known graph convexities
are the geodesic and themonophonic convexities, studied by Farber and Jamison [5] and others. A set S of vertices in a graphG
is g-convex (m-convex) if it contains the geodesic (monophonic) interval between every pair of vertices in S; here the geodesic
(monophonic) interval between a pair u, v of vertices of G is the set of all vertices that belong to some shortest (respectively,
induced) u, v-path in G.
In [2], a graph convexity formulated in terms of Steiner trees is introduced. Let G be a connected graph, and let S be a set
of at least two vertices in G. The Steiner distance d(S) of S is defined as the minimum size among all connected subgraphs of
G containing S (see [4]). If H is a connected subgraph of G such that S ⊆ V (H) and |E(H)| = d(S), then H is a tree, called a
Steiner tree for S. The Steiner interval I(S) of S is the set of all vertices that belong to some Steiner tree for S. Steiner intervals
have been studied in [6–8] and elsewhere. A set S of vertices in a graph G is said to be k-Steiner convex (or gk-convex) if the
Steiner interval of every set of k vertices of S is contained in S, i.e., if I(R) ⊆ S for every k-subset R of S (see [2]). Thus S is
g2-convex if and only if it is g-convex.
A graph convexity that extends the concept of an induced path to three or more vertices was introduced in [3]: Let G
be a connected graph, and let U be a set of vertices in G. A minimal U-tree is a subtree T of G that contains U and has the
property that every vertex of V (T )− U is a cut-vertex of G[V (T )]. In particular, every Steiner tree for U is a minimal U-tree.
Themonophonic interval Im(U) of U is the collection of all vertices of G that lie on someminimal U-tree. A set S of vertices of
G is k-monophonically convex (ormk-convex) if it contains the monophonic interval of every k-subset U of vertices in S, i.e., if
Im(U) ⊆ S for every k-subset U of S.
In this paperwe focus on separation properties for graph convexities that are extensions of the geodesic andmonophonic
convexities. All well-known graph convexities satisfy S1. Graphs satisfying the separation properties Si for i = 2, 3, 4 for
the g- and m-convexities were studied in [1]. We characterize the graphs whose g3- or m3-convexity satisfies S3 or S4 and
determine properties of graphs for which the g3- (respectively,m3-) convexity satisfies property S2.
In the sequel we assume that all graphs are finite and simple, and we use the following notation and definitions: For a
graph Gwith vertex set V (G) and edge set E(G), the order of G is |V (G)| and the size of G is |E(G)|. For any subset A of V (G),
we denote by G[A] the subgraph of G induced by A. A subgraph H of G is an induced subgraph (in G) if H = G[V (H)]. If G does
not contain a graph F as an induced subgraph, then G is F-free. Further, if F is a family of graphs, then G is F -free, if G is
F-free for each graph F ∈ F . A set U = {u, v, w} ⊆ V is called a disconnected 3-set (in G) if G[U] is a disconnected graph.
The complement of G, denoted by Gc , is the graph with vertex set V and edge set {xy : x, y ∈ V (G), x ≠ y, xy ∉ E(G)}. For a
set X of vertices of G, we let X c = V − X .
Let v be a vertex in a graph G, and let S be either a subgraph of G or a subset of V (G). The (open) S-neighbourhood of v
in G,NS(v), is the set of vertices u in S for which uv ∈ E(G). (Usually, when S = G or S = V (G), we drop the subscript and
denote this set by N(v).) The closed S-neighbourhood of v in G is NS[v] = {v} ∪ NS(v). The set of non-neighbours of v in S is
denoted by NS(v).
For a set U ⊆ V (G), the (open) neighbourhood of U in G is the set NG(U) = ∪v∈U NG(v) and the closed neighbourhood of U
in G is the set NG[U] = U ∪ NG(U). For a subgraph or vertex-subset S of G, the S-degree of a vertex v is degS(v) = |NS(v)|.
A graph obtained from a complete graph by removing the edges of a (possibly empty) matching is called a near-clique.
2. Property S4 for g3- andm3-convexity
In this sectionwe characterize those graphs for which the g3- andm3-convexities satisfy S4. Wewill show that the graphs
of Fig. 1 are precisely the forbidden subgraphs of those graphs for which the g3- andm3-convexities satisfy the property S4.
Each graph of Fig. 1 is exactly as shown, except for the rigid 3-clacker andD graphs, which are to be interpreted as follows:
In the rigid 3-clacker, the dashed edge 34 is optional; in D, any edge not shown may be present, as long as the sets {2, 3, 4}
and {4, 5, 6} are disconnected 3-sets and at least one of the edges 21, 23, 24 and at least one of 64, 65, 67 are present.
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We begin with a lemma that will be used both in this section and the next.
Lemma 2.1. If G is a connected graph that is (P5, Y , P, bull)-free (see Fig. 1), then every minimal U-tree for a disconnected 3-set
has size 3.
Proof. Let U = {x, y, z} be any disconnected 3-set of vertices of G and let T be a minimal U-tree. Suppose first that T is
a path, say an x, z-path. If T is an induced path, then, since G is P5-free, it follows that T has order at most 4. Since U is a
disconnected 3-set, T has order exactly 4. Thus T has size 3. If T is not induced, then the neighbours of y are adjacent in G.
If T has size at least 4, then G contains either a bull or P as induced subgraph, which are forbidden. The lemma thus follows
when T is a path.
If T is not a path, then x, y, and z are the leaves of T . Let w be the vertex of degree 3 in T . If T has size at least 4, then
at least one of the u, w-paths (where u ∈ U) has length at least 2. If T is an induced subgraph of G, then G contains a Y as
an induced subgraph, which is forbidden. If T is not induced, then the neighbours ofw in T induce a subgraph with exactly
one edge. In this case G contains either a bull or a P as an induced subgraph, which is forbidden. Thus every vertex of U is
adjacent withw and T has size 3. 
Thus if G is a connected (P5, Y , P , bull)-free graph, then for every 3-set U of vertices a minimal U-tree is in fact a Steiner
tree for U .
Theorem 2.2. The m3-convexity of a connected graph G is S4 if and only if G is F -free where F is the family of graphs shown
in Fig. 1.
Proof. If G is a graph that contains any of the induced subgraphs of Fig. 1, then the m3-convexity of G is not S4: to see this,
observe that for the C5, house, P , kite, bull, P5, Y , and P , the sets A = {2, 4} and B = {3, 5} are disjoint m3-convex sets
that are not contained in complementary half-spaces; for the mitt, let A = {1, 4} and B = {2}, for the rigid 3-clackers, let
A = {1, 6} and B = {2}, and for the D-graphs, let A = {1, 5, 6} and B = {2, 3, 7}; then again A and B are disjointm3-convex
sets that are not contained in complementary half-spaces.
For the converse, suppose that G is a connected F -free graph and suppose that them3-convexity of G is not S4. Since the
m3-convexity of G is not S4, there exist disjoint non-empty convex sets A and B that are not contained in complementary
half-spaces. Let A′ and B′ be convex sets with A ⊆ A′, B ⊆ B′, A′∩B′ = ∅ that maximize |A′∪B′|. Wemay assume |A′| ≤ |B′|.
Through a number of lemmas we shall obtain a contradiction.
Lemma 2.3. G contains no induced P4.
Proof. Suppose that G contains an induced P4,H = x1x2x3x4. Since G is connected and does not contain a C5, house, P , kite,
bull, P5, Y , P , or mitt, every vertex not in H is adjacent with every vertex in H . Note that {x1, x3, x4} is contained in neither A′
nor B′, since the onlym3-convex set containing {x1, x3, x4} is V (G). Also, it follows from the choice of A, B, A′, B′ that V (H) is
contained in neither (A′)c nor (B′)c ; otherwise, there is a vertex v ∈ V (H)∩ (A′ ∪ B′)c and thus every vertex of A′ is adjacent
to v. However, A′∪{v} is thenm3-convex and disjoint from B′, contradicting the choice of A′, B′. ThusH intersects both A′ and
B′. If s ∈ (A′∪B′)c , then there exist vertices a, b ∈ A′ and u, v ∈ B′ such that Im({a, b, s}) ⊈ A′∪{s} and Im({u, v, s}) ⊈ B′∪{s}.
Thus {a, b, s} and {u, v, s} are disconnected 3-sets. Therefore, if s ∈ V (H), then so are a and b as well as u and v, which is not
possible. So {a, b, u, v, s} ∩ V (H) = ∅. If x ∈ A′ ∩ V (H) and y ∈ B′ ∩ V (H), then G[{a, b, s, v, u, x, y}] induces a forbidden
graph, namely a D of Fig. 1, again a contradiction. 
From Lemma 2.1 it follows that if U is any 3-set of vertices, then either U induces a connected graph or every minimal
U-tree has exactly four vertices, where, by Lemma 2.3 and the proof of Lemma 2.1, the vertex of V (T )− U is adjacent with
every vertex of U . Hence every minimal U-tree is a Steiner tree for U . Moreover, if U is a disconnected 3-set and c is the
vertex in a Steiner tree for U such that c ∉ U , then c is adjacent with every vertex of U .
Lemma 2.4. If A′ is as described above, then |A′| ≥ 3.
Proof. Since every 2-set ism3-convex, we may assume |A′| ≥ 2. Suppose that A′ = {u, w} has size 2. Let v ∈ (A′ ∪ B′)c . By
the choice of A′ and B′, the set {u, v, w} is disconnected. By the above observation, there is a Steiner tree for {u, v, w} of size
3 that contains vertex b adjacent with u, v, andw. Hence b ∈ B′; otherwise, we could enlarge A′ by adding b to it.
Since (A′)c is not m3-convex, there is a disconnected 3-set U = {x, y, z} in (A′)c such that either u or w, say u, lies on a
minimal U-tree. Thus u is adjacent with every vertex of U . At least one of x, y, and z does not belong to B′, say x. We may
also assume xy ∉ E(G). By the maximality of |A′ ∪ B′|, wu, wx ∉ E(G). Now wy ∉ E(G), otherwise, wyux is an induced
P4, contrary to Lemma 2.3. If wz ∈ E(G), then wzuy is an induced P4, unless yz ∈ E(G), and wzux is an induced P4, unless
xz ∈ E(G). However, then U induces a connected 3-set, contrary to assumption. Hence w is not adjacent with any vertex
in U . Since wbux, wbuy, and wbuz do not induced P4s, the vertex b is adjacent to each vertex of U . Now G[U ∪ {u, w, b}] is
isomorphic to the forbidden graph S of Fig. 1. 
We may thus assume that A′ and B′ both contain at least three vertices. So A′ and B′ induce connected subgraphs. Let
C = V (G)− (A′ ∪ B′).
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Fig. 2. A subgraph of H .
Lemma 2.5. NC (A′) ∩ NC (B′) ≠ ∅.
Proof. Suppose, to the contrary, that NC (A′) ∩ NC (B′) = ∅. We show first that NC (A′) and NC (B′) are both non-empty. If
NC (A′) = ∅, then NC (B′) = C . Since B′ ∪ C is notm3-convex, there is a disconnected 3-set U in B′ ∪ C , and vertex a ∈ A′ such
that a is adjacent to every vertex ofU . Since B′ ism3-convex, at least one vertex ofU belongs to C , contrary to our assumption
that NC (A′) = ∅.
For each z ∈ NC (A′) there is a vertex of A′ non-adjacent to z; otherwise, A′ ∪ {z} is m3-convex. Similarly, each vertex of
NC (B′) is non-adjacent to some vertex of B′. Let a ∈ NC (A′) and b ∈ NC (B′). Then there is an a′ ∈ A′ non-adjacent to a and a
b′ ∈ B′ non-adjacent to b. Since NC (A′) ∩ NC (B′) = ∅, {a, a′, b} and {b, b′, a} are disconnected 3-sets. So there is a vertex r
adjacent to a, a′, and b. So r ∉ A′∪B′∪NC (B′). Hence r ∈ NC (A′). Also, there is a vertex s that is adjacent to b, b′, and a. As for
r , it follows that s ∈ NC (B′). If rs ∉ E(G), then a′rbs is an induced P4. If rs ∈ E(G), a′rsb′ is an induced P4, unless a′b′ ∈ E(G).
Thus {a, a′, r, b, b′} induces a connected subgraph and hence must contain a minimal {b, b′, a}-tree. Hence, by Lemma 2.1,
either a′ or r is adjacent to each of a, b and b′. Since aa′ ∉ E(G), r is adjacent to b′, a contradiction to our assumption. 
By Lemma 2.5, there is a v ∈ NC (A′)∩NC (B′). Thus both of the graphsHA = G[A′∪{v}] andHB = G[B′∪{v}] are connected
subgraphs of G. Since A′ ∪ {v} and B′ ∪ {v} are both not m3-convex, there exist vertices u, w ∈ A′ and x, y ∈ B′ such that
{v, u, w} and {v, x, y} are disconnected 3-sets. Since HA and HB are connected subgraphs, there is a vertex a′ ∈ A′ and a
vertex b′ ∈ B′ such that a′ is adjacent to v, u, w and b′ is adjacent to v, x, y. Since {v, u, w} and {v, x, y} are disconnected
3-sets, we may assume vu, vx ∉ E(G). Since G[{a′, u, v, x, b′}] is a connected subgraph and {u, x, v} is a disconnected 3-set
either a′x or b′u is an edge, say the former. Let H = G[{a′, b′, v, u, w, x, y}]. From the above, H contains the subgraph shown
in Fig. 2.
Lemma 2.6. F = G[{v, u, w, x, y}] is disconnected.
Proof. If F is connected, it contains a Steiner tree for {v, u, w} and for {v, x, y}. Thusw is adjacent to v, x, y and y is adjacent
to v, u, w. Hence uw, xy ∉ E(G). Thus either uywx or uxwv is an induced P4 depending on whether ux ∉ E(G) or ux ∈ E(G),
respectively; a contradiction. Hence F is disconnected. 
Lemma 2.7. The subgraphs H − a′ and H − b′ are both connected.
Proof. Suppose that H − a′ is disconnected. Without loss of generality, we may assume ub′, ux, uy ∉ E(G). Now ua′xb′ is an
induced P4 unless a′b′ ∈ E(G). However, then yb′a′u is an induced P4 unless a′y ∈ E(G). Thus G[{u, a′, v, x, y, b′}] is a rigid
3-clacker graph, a contradiction.
If H − b′ is disconnected, then yx, yv, ya′, yu, yw ∉ E(G). Using the fact that G is P4-free, it follows that a′b′ ∈ E(G) and
thus b′u, b′w ∈ E(G). Hence G[{y, b′, v, u, w, a′}] is a rigid 3-clacker graph, again a contradiction. 
Since H − a′ is connected, it contains a vertex adjacent to v, u, and w. The only possible candidates are y and b′. If y is
adjacent to v, u, and w, then it follows from Lemma 2.6 that x is non-adjacent to y, u, and w. Thus G[{a′, v, u, w, x, y}] is
either a rigid 3-clacker, if a′y ∈ E(G), or ywa′x is an induced P4, if a′y ∉ E(G). So b′ must be adjacent to v, u, andw.
Similarly, since H − b′ is connected, eitherw or a′ is adjacent to v, x, and y. Suppose that a′ is not—i.e., a′y ∉ E(G). From
the previous paragraph we know that ub′, b′w ∈ E(G). So G[{u, b′, v, x, y, w}] is a rigid 3-clacker; which is not possible.
Thus a′ is adjacent to v, x, and y.
Hence H is a forbidden graph D of Fig. 1. This completes the proof of Theorem 2.2. 
It turns out that the graphs whose g3-convexity is S4 are exactly the same as those whosem3-convexity is S4.
Theorem 2.8. The g3-convexity of a connected graph G is S4 if and only if the m3-convexity of G is S4.
Proof. Suppose that the g3-convexity of a graph G is S4. If G contains one of the graphs in F − {P5} shown in Fig. 1, then
the sets A and B, described in the first paragraph of the proof of Theorem 2.2, are g3-convex sets that cannot be separated
by complementary g3-convex sets in G; if G contains an induced P5 whose vertices are labelled as in Fig. 1, then the sets
A = {1, 4} and B = {2, 5} satisfy the same conclusion. It follows that G must be F -free. Hence, by Theorem 2.2, the
m3-convexity of G is S4.
For the converse, suppose that the m3-convexity of G is S4. By Theorem 2.2, G is F -free. If the g3-convexity is not S4,
then one can argue as in Lemma 2.3 that G is P4-free. As explained after the proof of Lemma 2.3, it follows that, for any
3-set U ⊆ V (G), T is a minimal U-tree if and only if T is a Steiner tree for U . Therefore, a set is g3-convex if and only if it is
m3-convex. Thus the g3-convexity is S4, contrary to our assumption. 
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Fig. 3. The family T = {C5, Bull, P5, Y , P,Mitt, 3-clacker,D′,Q1,Q2,Q3,Q4,Q5} of forbidden graphs for S3 .
We note that the graphs characterized above are perfect. Indeed, it follows from Theorem 2.2 that if them3-convexity of
G is S4, then G has no induced odd hole. In particular, if G has an induced odd antihole C c2k+1, then k ≥ 3 and thus G contains
the complement of P5, which is the house and thus a forbidden subgraph.
3. Property S3 for g3- andm3-convexity
In this section we characterize those graphs whose g3-convex sets and those whosem3-convex sets have the separation
property S3. These characterizations are in terms of forbidden subgraphs. Recall that a convexity on the vertex set of a graph
satisfies separation property S3 if for every convex set A ⊂ V (G) and for every b ∈ V (G) − A there exist complementary
half-spaces A′, B′ in G such that A ⊆ A′ and b ∈ B′.
As a matter of convenience, Q ci rather than Qi is shown in Fig. 3 for (1 ≤ i ≤ 5). Each graph of Fig. 3 is exactly as shown,
except for the 3-clacker, D′, and the Q ci graphs, each of which represents a family of obstructions, that are to be interpreted
as follows: In the 3-clacker and Q c4 , each of the dashed edges is optional; in D
′, any edge not shown may be present, as long
as the sets {2, 3, 4}, {4, 5, 6}, {2, 3, 5}, and {2, 3, 6} are disconnected 3-sets; Q c1 and Q c2 contain at least one of the optional
dashed edges; Q c3 (respectively, Q
c
5 ) contains at least one of the optional dashed edges 68, 78 (respectively, 57, 67) and the
dashed edges 12, 23, 13 are optional.
We shall nowestablish three propositionswhich together amount to a characterization of those graphswhosem3-convex
sets have the S3 property.
Proposition 3.1. If G is a graph whose m3-convexity has the S3 property, then G is T -free, where T is the family of graphs shown
in Fig. 3.
Proof. Suppose that G contains an induced subgraph H isomorphic to one of the graphs in Fig. 3. For each case we exhibit a
convex setA and a vertex b ∈ V (H)−A such thatA and b are not contained in complementary half-spaces:C5 (A = {2, 5}, b =
1), bull (A = {3, 5}, b = 2), P5 (A = {1, 3}, b = 2), Y (A = {2, 4}, b = 3), P (A = {2, 4}, b = 3),Mitt (A = {1, 4}, b = 2),
3-clacker (A = {1, 6}, b = 2),D′ (A = {2, 3, 7}, b = 1),Q1 (A = {1, 2, 5, 6}, b = 7),Q2 (A = {1, 2, 6, 7}, b = 4),Q3 (A =
{2, 3, 6, 7}, b = 1),Q4 (A = {1, 2, 6, 7}, b = 4),Q5 (A = {2, 3, 6, 7}, b = 1). So them3-convexity of G is not S3. 
We advise the reader that, in order to follow the argument in the next proof, it is often helpful to think of the complement
graph Gc and the corresponding obstructions in Gc , rather than G and T themselves.
Proposition 3.2. Suppose that there exists a connected T -free graph (see Fig. 3) whose m3-convexity is not S3. Then there exists
a connected (T ∪ {P4})-free graph whose m3-convexity is not S3.
Proof. Among all connected T -free graphs whose m3-convexity is not S3, let G have minimum possible order. We shall
show, via a number of lemmas, that G is P4-free.
Suppose, to the contrary, that G contains an induced P4. Since the P4 has the property S3 and G does not, G has order at
least 5.
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Fig. 4. The possible types for the graph Lc , where G = L ∨ R is the join of two graphs L and R.
Lemma 3.3. If K is an induced P4 in G and v ∈ (V (K))c , then the graph G[V (K) ∪ {v}] is either a house, P, kite, or 3-fan.
Proof. Since G is {C5, bull, P5, Y , P}-free, it follows immediately that if v is adjacent to a vertex in K , then G[V (K) ∪ {v}] is
either a house, P , kite, or 3-fan.
If v is not adjacent to any vertex in K , then, since G is connected, there exist vertices v1, v2 ∈ (V (K))c such that
v1v2 ∈ E(G), v1 is not adjacent to any vertex in K , but v2 is. Thus G[V (K) ∪ {v1, v2}] contains either an induced mitt, Y ,
or bull. This proves Lemma 3.3. 
It follows from the above that G contains an induced house, P , kite, or 3-fan. To complete the proof of Proposition 3.2 we
will prove a series of lemmas each of which will refer to Fig. 4.
For types (I)–(VII), the graph is exactly as shown; for types (VIII)–(X), the parameters r and t and the vertex sets Y and Z
may vary as indicated.
Lemma 3.4. If H is an induced house in G, then G is the join of two graphs L and R, where Lc is a graph of one of the
types (I)–(X) shown in Fig. 4.
Proof. Let H be labelled as in the house of Fig. 1. Since G[{1, 2, 3, 4}] and G[{1, 3, 4, 5}] are P4s, it follows from Lemma 3.3
that every vertex v ∈ (V (H))c has degH(v) ≥ 3.We first show that G has at most one vertex v ∈ (V (H))c with degH(v) = 3.
Note that, from Lemma 3.3, any vertex v ∈ (V (H))c with degH(v) = 3 has NH(v) = {1, 3, 4},NH(v) = {1, 3, 5}, or
NH(v) = {1, 2, 4}.
If v1, v2 ∈ (V (H))c are two vertices with NH(vi) = {1, 3, 4} (i = 1, 2), then G[{2, 4, 5, v1, v2}] is a Y or P .
If v1, v2 ∈ (V (H))c are two vertices with NH(vi) = {1, 3, 5} (i = 1, 2) (respectively, NH(vi) = {1, 2, 4} (i = 1, 2)), then
G[{1, 2, 3, 4, v1, v2}] (respectively, G[{1, 3, 4, 5, v1, v2}]) is a 3-clacker.
Thus, if v1, v2 ∈ (V (H))c are two vertices with degH(v) = 3, then, without loss of generality, NH(v1) = {1, 3, 4} and
NH(v2) = {1, 3, 5}; but then G[{1, 2, 4, v1, v2}] is a Y or a bull. Hence at most one vertex from (V (H))c has exactly three
neighbours in H .
Case 1. Some vertex w ∈ (V (H))c has NH(w) = {2, 3, 4, 5}. Thus no vertex v has NH(v) = {1, 3, 5},NH(v) = {1, 2, 4},
NH(v) = {1, 2, 3, 5}, or NH(v) = {1, 2, 4, 5}; otherwise, Gc[{1, 2, 3, 4, 5, w, v}] contains a Q c1 or a P (i.e., G contains a Q1 or
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a P). Also, no vertex v has NH(v) = {1, 2, 3, 4} or NH(v) = {1, 3, 4, 5}; otherwise, Gc[{1, 2, 3, 4, 5, w, v}] contains a Q c1 or
a C5 (i.e., G contains a Q1 or a C5).
Subcase 1.1. G has a vertex u with NH(u) = {1, 3, 4}. Now uv ∈ E(G) for every v with NH(v) = {2, 3, 4, 5}; otherwise, G
contains an induced C5. Thusw is the only vertex with NH(w) = {2, 3, 4, 5}; otherwise Gc contains a Q c2 . Thus every vertex
not in V (H) ∪ {u, w} is adjacent to all vertices of H .
Moreover, if v is a vertex with NH(v) = {1, 2, 3, 4, 5}, then uv ∈ E(G) if and only if wv ∈ E(G) (otherwise Gc contains
a Q c2 ); and, if uv,wv ∉ E(G), then every other vertex v′ with NH(v′) = {1, 2, 3, 4, 5} has uv′, wv′ ∈ E(G) (otherwise, Gc
contains a P or a kite) and vv′ ∈ E(G) (otherwise, Gc contains a Q c2 ). It follows that G is the join of two graphs L and R, where
Lc is of type (II) or (III) in Fig. 4.
Subcase 1.2.G has no vertex uwithNH(u) = {1, 3, 4}. LetM (respectively,N) be the set of vertices vwithNH(v) = {2, 3, 4, 5}
(respectively, NH(v) = {1, 2, 3, 4, 5}). Thus every v ∈ M has at most one non-neighbour inM ∪N and every v ∈ N has non-
neighbours in at most one of M and N and has at most one non-neighbour in M; otherwise G contains a bull, Y , 3-clacker,
or a Q1. Let N ′ be the set of vertices in N that have a non-neighbour in M . Now it follows that G is the join of two graphs L
and R, where L = G[V (H) ∪M ∪ N ′]; thus Lc is of type (VIII) in Fig. 4 (note that, since 24135 is an induced P5 in Lc, r ≥ 2 in
(VIII)).
Case 2. No vertexw ∈ (V (H))c has NH(w) = {2, 3, 4, 5}.
Subcase 2.1. G has a vertex u with NH(u) = {1, 3, 4, 5}. Then u is the only vertex with H-neighbourhood {1, 3, 4, 5};
otherwise, G contains a Q2. Also, G has no vertex with H-neighbourhood {1, 3, 5} or {1, 2, 4} (otherwise, G contains a bull,
Y , or Q2) and none with H-neighbourhood {1, 2, 3, 5} (otherwise, G contains a P or Q1), and has at most one vertex with
H-neighbourhood {1, 2, 4, 5} (otherwise, G contains a P, Y , or Q2).
Suppose that G has a vertex v with NH(v) = {1, 2, 3, 4}. Then uv ∉ E(G) (otherwise, G contains a Q2). So v is
the only vertex with NH(v) = {1, 2, 3, 4} (otherwise, G contains a P or Y ) and G has no vertex with H-neighbourhood
{1, 3, 4} (otherwise, G contains a bull or C5) or {1, 2, 4, 5} (otherwise, G contains a Q2, P , or C5). Now every vertex w with
NH(w) = {1, 2, 3, 4, 5} is also adjacent to u and v; otherwise, G contains a Q2. Thus, G is the join of graphs L and R, where Lc
is the 7-cycle.
Suppose that G has no vertex with H-neighbourhood {1, 2, 3, 4}. If G has vertices v and w with NH(v) = {1, 3, 4} and
NH(w) = {1, 2, 4, 5}, then vu, vw ∈ E(G) (otherwise, G contains a bull or a P) and uw ∉ E(G) (otherwise, G contains a Q2).
Now every vertex with H-neighbourhood {1, 2, 3, 4, 5} is also adjacent to u, v, and w; otherwise, G contains a Q2 or a C5.
Thus, G is the join of graphs L and R, where Lc is of type (III) in Fig. 4.
If G has a vertex v with NH(v) = {1, 3, 4}, but no vertex with H-neighbour-hood {1, 2, 4, 5}, then uv ∈ E(G) (otherwise,
G contains a bull) and every vertex with H-neighbourhood {1, 2, 3, 4, 5} is also adjacent to u and v; otherwise, G contains a
Q1 or Q2. So G is the join of graphs L and R, where Lc is of type (II) in Fig. 4.
If G has a vertex w with NH(w) = {1, 2, 4, 5}, but does not have one with H-neighbourhood {1, 3, 4}, then uw ∉ E(G)
(otherwise, G contains a Q2) and every vertex with H-neighbourhood {1, 2, 3, 4, 5} is also adjacent to u and w; otherwise,
G contains a Q1 or Q2. So again G is the join of graphs L and R, where Lc is of type (II).
Finally, if G has no vertices with H-neighbourhood {1, 3, 4} or {1, 2, 4, 5}, then every vertex with H-neighbourhood
{1, 2, 3, 4, 5} is also adjacent to u (otherwise, G contains a Q2) and so G is the join of graphs L and R, where Lc is of type (VII).
Subcase 2.2. G has no vertex with H-neighbourhood {1, 3, 4, 5}. By symmetry, we may assume that G has no vertex
with H-neighbourhood {1, 2, 3, 4} either. Using the fact that G contains no bull, Q1, P, C5, S, or Q2, it is straightforward
to verify that if a vertex v ∈ (V (H))c with degH(v) ≤ 4 has a non-neighbour w ∈ (V (H))c , then either we have
NH(v) = {1, 3, 4}, degH(w) = 5, and G has no vertex with H-neighbourhood {1, 2, 3, 5} or {1, 2, 4, 5}, or we have
NH(v) = NH(w) = {1, 2, 3, 5} or NH(v) = NH(w) = {1, 2, 4, 5}. Note also that any three vertices, each with
H-neighbourhood {1, 2, 3, 5} (respectively, {1, 2, 4, 5}), form a connected 3-set in G; otherwise G contains an S. Now it
is not difficult to check that G is the join of graphs L and R, where Lc is either P5, C6, or is of type (II) or (X) (since 24135 is an
induced path in Lc , we note that r, t ≥ 1 in (X)). This proves Lemma 3.4. 
Suppose that H is a P or kite as labelled in Fig. 1. Since G[{1, 2, 3, 4}] and G[{1, 2, 4, 5}] are induced P4s and as G is
3-clacker-free, degH(v) ≥ 3 for every v ∈ (V (H))c .
Lemma 3.5. If H is an induced P in G and if G contains no induced house, then G is the join of two graphs L and R, where Lc is a
graph of one of the types shown in Fig. 4.
Proof. Since G has no induced house, Gc has no induced P5. No vertex in G has any of the following H-neighbourhoods,
because that would imply that G contains the forbidden subgraph indicated in parentheses: {1, 2, 3, 4}, {1, 2, 4, 5}
(bull), {1, 3, 4, 5}, {1, 2, 3}, {1, 2, 5}, {1, 4, 5}, {1, 3, 4} (house), {2, 3, 5} (bull), {1, 2, 4} (Y ), {2, 4, 5}, {2, 3, 4} (3-clacker),
{3, 4, 5} (P). Consequently, the vertices v ∈ (V (H))c with degH(v) ≤ 4 can be partitioned into three sets: the set M1 of
vertices v with NH(v) = {1, 2, 3, 5}, the set M2 of vertices v with NH(v) = {2, 3, 4, 5}, and the set M3 of vertices v with
NH(v) = {1, 3, 5}. Since G contains no 3-clacker, we see that |M3| ≤ 1, every vertex in M1 is adjacent to the vertex in M3
(if it exists), and every 3-set in Mi is a connected 3-set in G (i = 1, 2). Also, since G contains no P , every vertex in M2 is
adjacent to every vertex in M1 ∪ M3. Finally, since Gc contains no induced P5, every vertex with H-neighbourhood V (H) is
also adjacent to every vertex inM1 ∪M2 ∪M3. It follows that G is the join of two graphs L and R, where Lc is a graph of type
(IX) (note that, since Lc[{1, 2, 3, 4, 5}] is a P , without loss of generality, r ≥ 2 and t ≥ 1 in (IX)). This proves Lemma 3.5. 
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Lemma 3.6. If H is an induced kite in G and if G contains no induced house or P, then G is the join of two graphs L and R, where
Lc is a graph of one of the types shown in Fig. 4.
Proof. Since G contains neither an induced house nor a P , the graph Gc has no induced P5 or P . No vertex in G has any
of the following H-neighbourhoods, otherwise G contains the forbidden subgraph indicated in parentheses: {1, 2, 3, 4},
{1, 2, 4, 5}, {1, 3, 4, 5} (house), {1, 2, 3}, {1, 2, 5}, {1, 2, 4}, {3, 4, 5} (P), {1, 3, 5}, {2, 4, 5}, {2, 3, 4} (P), {1, 4, 5}, {1, 3, 4}
(C5), {2, 3, 5} (bull). By defining the sets M1 and M2 as in the proof of Lemma 3.5, we see that Mi (i = 1, 2) is a clique in G
(otherwise, Gc contains a P). Now it is easy to check that G is the join of two graphs L and R, where Lc is a graph of type (IX)
(where Lc contains no triangles and, since Lc[{1, 2, 3, 4, 5}] is a Y , r ≥ 2 and t ≥ 1). This proves Lemma 3.6. 
Lemma 3.7. If G contains no induced house, P, or kite, then G is the join of two graphs L and R, where Lc is a graph of one of the
types shown in Fig. 4.
Proof. This follows immediately from Lemma 3.3 (in fact, L ∼= Lc = P4). 
It follows from the above lemmas that G is the join of two graphs L and R, where Lc is a graph of one of the types shown
in Fig. 4.
Lemma 3.8. Let L be a graph such that Lc is of one of the types shown in Fig. 4 and let A be an m3-convex set in L.
(1) For every b ∈ V (L) − A there exists a partition (A′, B′) of V (L) such that A ⊆ A′, b ∈ B′, A′ is an m3-convex set in L, and B′
contains no disconnected 3-set.
(2) If A contains no disconnected 3-set, then there exists a partition (A′, B′) of V (L) such that A ⊆ A′ and neither A′ nor B′
contains a disconnected 3-set.
Proof. Let L and A be as stated.
Case 1. L[A] contains a disconnected 3-set. Suppose that {x, y, z} is a disconnected 3-set in A, say xy, yz ∈ E(Lc). Since Lc
contains no 4-cycle (cf. Fig. 4), no vertex u ≠ x, y, z is adjacent in Lc with both x and z. But, since A is convex in L, every
u ∈ V (L)− A is adjacent in Lc with at least one of x, y, z (in case xz ∉ E(Lc), uy ∈ E(Lc)). Let A′ = A and B′ = V (L)− A. Now,
since Lc contains no 4-cycle, it is easy to see that L[B′] contains no disconnected 3-set. Thus the lemma follows in this case.
Case 2. L[A] contains no disconnected 3-set. Note that A is a proper subset of V (L). Let b ∈ V (L)− A be arbitrary. Among all
subsets ofV (L) that contain A, let A2 (respectively, A1) be amaximumcardinality set such that L[A2] contains no disconnected
3-set (respectively, L[A1] contains no disconnected 3-set and does not contain b). Then let B2 (respectively, B1) be amaximum
cardinality subset of V (L)− A2 (respectively, V (L)− A1) such that L[B2] contains no disconnected 3-set (respectively, L[B1]
contains no disconnected 3-set and b ∈ B1).
Note that if Aj ∪ Bj = V (L), then item (j) has been proved. So suppose (for i = 1 or i = 2) that there is a vertex
w ∈ V (L)− (Ai ∪ Bi). By choice of Ai and Bi, L[Bi ∪ {w}] contains a disconnected 3-set {w, g1, g2} and L[Ai ∪ {w}] contains a
disconnected 3-set {w, r1, r2}. Also, for any vertex u ∈ B2 (respectively, u ∈ B1 − {b}), L[A2 ∪ {u}] (respectively, L[A1 ∪ {u}])
contains a disconnected 3-set. Thus, for at least one j ∈ {1, 2} (namely, whenever gj ≠ b), L[Ai∪{gj}] contains a disconnected
3-set.
We shall, without further mention, repeatedly use the assumption that L[Ai] contains no disconnected 3-set—i.e., Lc[Ai]
has no path or cycle on three vertices. Note also, from Fig. 4, that Lc has no 4- or 5-cycle. Let xy, yz be edges in Lc[{w, g1, g2}];
recall that at least two of the graphs L[Ai ∪ {x}], L[Ai ∪ {y}], and L[Ai ∪ {z}] contain a disconnected 3-set. We first prove the
following:
Claim: Lc is of type (IX) or (X) andw is one of the vertices labelled 1, 2, 3 in those graphs (see Fig. 4).
To prove this claim, first suppose that, in Lc , at least two of the vertices x, y, z have at least two neighbours in Ai. Then Lc
has two vertices of degree at least 3 and at distance at most 2; thus Lc is of type (IX) or (X) and we see thatw is one of these
two vertices.
Suppose next that, in Lc , exactly one vertex v ∈ {x, y, z} has at least two neighbours in Ai. If v = y, then without loss of
generality, Lc[Ai ∪ {z}] contains an induced path zz ′z ′′; considering the (induced) path yzz ′z ′′ and the fact that degLc (y) ≥ 4,
it is easy to see that Lc is of type (X) and thatw is one of the vertices labelled 1, 2, 3 in Fig. 4.
Suppose that v = x and let xx′, xx′′ ∈ E(Lc[Ai ∪ {x}]). If degLc (y) ≥ 3, then Lc is of type (IX) and w is one of the vertices
labelled 1, 2. If degLc (y) = 2, then Lc[Ai∪{z}] contains an induced path zz ′z ′′. Now x′xyzz ′z ′′ and x′′xyzz ′z ′′ are induced paths
in Lc , which is not possible.
Finally, suppose that, in Lc , every vertex in {x, y, z} has at most one neighbour in Ai. Then, without loss of generality,
Lc[Ai ∪ {x}] contains an induced path xx′x′′. Also, either Lc[Ai ∪ {y}] contains an induced path yy′y′′ or Lc[Ai ∪ {z}]
contains an induced path zz ′z ′′. In the former case, we find that x′′x′xy, y′′y′y, and zy are all induced paths in Lc and
Lc[{x, x′, x′′, y, y′, y′′, z}] contains no other edges; however, this is not possible. In the latter case, x′′x′xyzz ′z ′′ is an induced
P7 in Lc , which is impossible as well. This proves the claim.
Subcase 2.1. Lc is of type (X) and i = 1. Consider the path 123 in Lc (cf. labelling of vertices in Fig. 4, type (X)). If b = 2, let
A′ = V (L) − {2} and B′ = {2}; if b = 1 and 3 ∉ A1, let A′ = V (L) − {1, 3} and B′ = {1, 3}; if b = 1 and 3 ∈ A1, then
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w = 2 and now (since L[B1 ∪ {w}] has a disconnected 3-set) bmust have a neighbour u ≠ w in Lc such that L[A1 ∪ {u}] has
a disconnected 3-set; but this is not possible.
We may thus assume b ∉ {1, 2, 3} and, without loss of generality, that 1b ∈ E(Lc). If {1, 3} ∩ A1 = ∅, let A′ =
V (L) − {b, 1, 3} and B′ = {b, 1, 3}. If 1 ∈ A1 and w = 2, then {3, v} ⊆ B1 for exactly one edge 3v ∈ E(Lc) and {1, u} ⊆ A1
for exactly one edge 1u ∈ E(Lc); we may then let A′ = A1 ∪ (NLc (3) − {2}) and B′ = V (L) − A′. If 1 ∈ A1 and w = 3, then
there is at most one vertex v ∈ A1 such that 1v ∈ E(Lc) and we may again let A′ = A1 ∪ (NLc (3)− {2}) and B′ = V (L)− A′.
Suppose that 3 ∈ A1 and w = 1. If (NLc (3) − {2}) ∩ A1 = ∅, let A′ = A1 ∪ (NLc (1) − {b}) and B′ = V (L) − A′. If
(NLc (3) − {2}) ∩ A1 ≠ ∅, then 2 ∉ A1; if degLc (3) = 2, let A′ = A1 ∪ (NLc [1] − {b, 2}) and B′ = V (L) − A′; if degLc (3) ≥ 3,
then (since Lc contains no Q c3 ), degLc (1) ≤ 3 and we may let A′ = A1 ∪ {1} and B′ = V (L)− A′.
Suppose that 3 ∈ A1 and w = 2. If degLc (1) ≥ 4, then (since Lc contains no Q c3 ), degLc (3) = 2 and we may let
A′ = V (L)− {b, 2} and B′ = {b, 2}; if degLc (1) ≤ 3, let A′ = A1 ∪ {1} and B′ = V (L)− A′.
Subcase 2.2. Lc is of type (J) and i = 2. If {1, 3} ∩ A2 = ∅, let A′ = V (L)− {1, 3} and B′ = {1, 3}. So we may assume 1 ∈ A2.
Ifw = 2, then 3 ∈ B2 and we may let A′ = A2 ∪ (NLc (3)− {2}) and B′ = V (L)− A′; the same partition works ifw = 3.
Subcase 2.3. Lc is of type (IX) and i = 1. If 2 ∈ A1, let A′ = A1 ∪ (NLc (1) − {b}) and B′ = V (L) − A′. Suppose that 2 ∉ A1. If
b ∈ NLc (1) − {2}, let A′ = V (L) − {b, 2} and B′ = {b, 2}; if b ∈ NLc (2), let A′ = V (L) − {b, 1} and B′ = {b, 1}; if b = 2, let
A′ = V (L)− {w, b} and B′ = {w, b}.
Subcase 2.4. Lc is of type (IX) and i = 2. Without loss of generality, w = 1. If 2 ∉ A2, let A′ = V (L)− {1, 2} and B′ = {1, 2};
if 2 ∈ A2, let A′ = A2 ∪ NLc (1) and B′ = V (L)− A′. This completes the proof of Lemma 3.8. 
Lemma 3.9. Let L and R be graphs such that G = L∨R and Lc is of one of the types shown in Fig. 4. Then, for every vertex labelled
v in L (see Fig. 4), each of L− v and R contains a disconnected 3-set of G.
Proof. For each of the graphs L for which Lc is shown in Fig. 4, every vertex labelled v is the end vertex of an induced P4 in
Lc . Note that for the graph (VIII) this follows even in the case where t = 0, since r ≥ 2. Hence in all cases, Lc − v contains a
P3. So L− v contains a disconnected 3-set.
Suppose that R contains no disconnected 3-set. Let A be a convex set in G and b ∈ V (G) − A. If b ∈ V (L), then, by
Lemma 3.8(1), there exists a partition (A′L, B
′
L) of V (L) such that A∩V (L) ⊆ A′L, b ∈ B′L, A′L is a convex set in L, and B′L contains
no disconnected 3-set. Thus A′L ∪ V (R) and B′L are complementary half-spaces separating A and b.
Suppose that b ∈ V (R). Since b ∉ A and A is convex in G, A ∩ V (L) has no disconnected 3-set. So, by Lemma 3.8(2),
there exists a partition (A′L, B
′
L) of V (L) such that A ∩ V (L) ⊆ A′L and neither A′L nor B′L contains a disconnected 3-set. Thus
A′L ∪ (V (R)− {b}) and B′L ∪ {b} are complementary half-spaces separating A and b.
So, if R has no disconnected 3-set, then the m3-convexity of G is S3, contrary to assumption. This completes the proof of
Lemma 3.9. 
It follows from Lemma 3.9 that no proper convex subset of V (G) contains a disconnected 3-set—i.e., a set M ⊂ V (G) is
convex in G if and only if G[M] contains no disconnected 3-set.
Now let A be a convex set in G and let b ∈ V (G) − A; we shall show that A and b can be separated by complementary
half-spaces—thus proving that them3-convexity of G is S3, contrary to assumption.
Recall that G = L ∨ R, where L and R are as described in Lemma 3.9. Suppose that v is one of the vertices so labelled in
L (see Fig. 4). Note that if A − {v} = ∅, then there exists a vertex v′ ∈ V (L) − {v, b} and so A∗ = A ∪ {v′} is a convex set
containing A but not b and it suffices to show that A∗ and b can be separated by complementary half-spaces. We shall thus
assume that A− {v} ≠ ∅.
Case 1. For some vertex labelled v in L (see Fig. 4), v ∉ A∪{b}. By theminimality of G, A and b can be separated by half-spaces
in G−v. Let (A′, B′) be a partition of V (G)−{v} into half-spaces such that A ⊆ A′ and b ∈ B′. If either G[A′∪{v}] or G[B′∪{v}]
has no disconnected 3-set, then either (A′ ∪ {v}, B′) or (A′, B′ ∪ {v}) is a partition of G into half-spaces that separate A and b.
In all cases but (I), (III), and (IV) (see Fig. 4) it is easy to see that this is indeed the case, because no two distinct disconnected
3-sets D1,D2 in L have D1 ∩ D2 = {v}.
Assume Lc is of type (I), (III), or (IV) and that both of G[A′ ∪ {v}] and G[B′ ∪ {v}] have disconnected 3-sets.
Suppose that v has degree 2 in Lc . Then v is not on a 6-cycle vv2v3 . . . v6v in Lc , because thatwould imply that {v2, v3} ⊆ A′
and {v5, v6} ⊆ B′ inwhich case eitherG[A′]has a disconnected 3-set {v2, v3, v4} orG[B′]has a disconnected 3-set {v4, v5, v6},
contrary to assumption. So Lc is of type (IV)—i.e., Lc = C7 = vv2v3 . . . v7v. Thus {v2, v3} ⊆ A′ and {v6, v7} ⊆ B′ and so v4 ∈ B′
and v5 ∈ A′. Now at least one of v6 and v7 (call it u) is not the vertex b and therefore (A′ ∪ {u}, (B′−{u})∪ {v}) is a partition
of G into half-spaces that separate A and b.
Suppose that v has degree 3 in Lc—i.e., Lc is of type (III). Now Lc has a 6-cycle C = vv2v3 . . . v6v such that {v2, v3} ⊆ A′ or
{v2, v3} ⊆ B′, say the latter. Let v4w5w6v denote the v4, v-path in Lc that is not contained in C . Now v4 ∈ A′ and it follows
that {v6, w6} ⊆ A′ and {v5, w5} ⊆ B′. Since at least one of v2 and v3 (call it u) is not the vertex b, (A′ ∪ {u}, (B′ − {u})∪ {v})
is a partition of G into half-spaces that separate A and b.
Case 2. Every vertex labelled v in L (see Fig. 4) belongs to A ∪ {b}. Consider a labelled vertex v; we make the following two
observations:
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(1) If v ∈ A, then, by minimality of G,G− v has a partition (A′, B′) into non-empty half-spaces that separate A− {v} and b
and, by Lemma 3.9, neither A′ nor B′ contains a disconnected 3-set. Moreover, we may assume that G[A′ ∪ {v}] contains
a disconnected 3-set; otherwise, (A′ ∪ {v}, B′) is a partition of G into half-spaces separating A and b.
(2) If v = b, then, since A has no disconnected 3-set and L − v does, A ∩ V (L) ( V (L) − {v}; thus there exists
b′ ∈ V (L) − (A ∪ {v}). By minimality of G,G − v has a partition (A′, B′) into non-empty half-spaces that separate A
and b′ and, by Lemma 3.9, neither A′ nor B′ contains a disconnected 3-set. However, we may assume that G[B′ ∪ {v}]
contains a disconnected 3-set; otherwise, (A′, B′ ∪ {v}) is a partition of G into half-spaces separating A and b.
Subcase 2.1. Lc is of type (I), (III), or (IV). This is not possible, because in either case V (L) ⊆ A ∪ {b} would imply that G[A]
contains a disconnected 3-set, contrary to assumption.
Subcase 2.2. Lc is of type (II) and v ∈ A. Let C = 1234561 denote the 6-cycle in Lc , where v1 ∈ E(Lc), and let (A′, B′) be as in
observation (1). Without loss of generality, suppose that {1, 2} ⊆ A′. Since neither G[A] nor G[A′] has a disconnected 3-set,
at least one of vertices 1 and 2 (call it u) is not in A and {3, 6} ⊆ B′. Since G[B′] has no disconnected 3-set, at least one of 4
and 5 is in A′. If {4, 5} ⊆ A′, then ((A′ ∪ {v}) − {u}, B′ ∪ {u}) is a partition of G into half-spaces that separate A and b. The
same partition works if either u = 1 and 5 ∈ A′ or u = 2 and 4 ∈ A′. If u = 1 and 4 ∈ A′, then at least one of 5 and 6 (call it
w) is not b, and now ((A′ ∪ {v,w})− {u}, (B′ ∪ {u})− {w}) is a partition of G into half-spaces that separate A and b. If u = 2
and 5 ∈ A′, then at least one of 3 and 4 (call itw) is not b, and again ((A′ ∪ {v,w})− {u}, (B′ ∪ {u})− {w}) is a partition of
G into half-spaces that separate A and b.
Subcase 2.3. Lc is of type (II) and v = b. Let C = 1234561 denote the 6-cycle in Lc , where v1 ∈ E(Lc), and let (A′, B′) be as
in observation (2). Without loss of generality, suppose that {1, 2} ⊆ B′. Since G[B′] has no disconnected 3-set, {3, 6} ⊆ A′,
and, since G[A′] has no disconnected 3-set, at least one of 4 and 5 (call it u) is in B′. If u = 4, then (A′ ∪ {2}, B′ ∪ {v}) is a
partition of G into half-spaces that separate A and b; otherwise, u = 5 and the partition (A′∪{1}, B′∪{v}) satisfies the same
conclusion.
Subcase 2.4. Lc is of type (V ). Let Lc = P4 = 1234; without loss of generality, v = 1 ∈ A. Let (A′, B′) be as in observation
(1); now {2, 3} ⊆ A′ and 4 ∈ B′ (i.e., 4 = b). At least one of vertices 2 and 3 (call it u) is not in A and therefore
((A′ ∪ {v})− {u}, B′ ∪ {u}) is a partition of G into half-spaces separating A and b.
Subcase 2.5. Lc is of type (VI). Let Lc = P5 = 12345 and note that, without loss of generality, v = 1 ∈ A. Let (A′, B′) be as in
observation (1); now {2, 3} ⊆ A′ and 4 ∈ B′. At least one of vertices 2 and 3 (call it u) is not in A. If ((A′ ∪{v})−{u}, B′ ∪{u})
is not a partition of G into half-spaces separating A and b, then u = 3 and b = 5; however, in that case the partition
((A′ ∪ {v, 4})− {u}, (B′ ∪ {u})− {4})works.
Subcase 2.6. Lc is of type (VII). Let Lc = P6 = 123456 and note that, without loss of generality, v = 1 ∈ A. Let (A′, B′) be as in
observation (1); now {2, 3} ⊆ A′ and 4 ∈ B′. Since neither G[A] nor G[B′] has a disconnected 3-set, at least one of vertices 2
and 3 (call it u) is not in A and at least one of 5 and 6 is not in B′. If u = 2, then ((A′ ∪ {v})− {u}, B′ ∪ {u}) is a partition of G
into half-spaces that separate A and b; if u = 3 and 5 ≠ b, then ((A′ ∪ {v, 5})− {u}, (B′ ∪ {u})− {5}) is a partition of G into
half-spaces separating A and b; finally, if u = 3 and 5 = b, then 4 ≠ b and the partition ((A′ ∪{v, 4})−{u}, (B′ ∪{u})−{4})
works.
Subcase 2.7. Lc is of type (VIII). Recall that Lc contains an induced P5, say 12345. Since both ends of this P5 are labelled vertices,
at least one of them, say vertex v = 1, belongs toA. Let (A′, B′) be as in observation (1). Then {2, 3} ⊆ A′ andNLc (3)−{2} ⊆ B′.
If 2 ∉ A, then ((A′ ∪ {v})−{2}, B′ ∪ {2}) separates A and b by half-spaces in G. Suppose that 2 ∈ A. Then 3 ∉ A. If b ∈ NLc (3),
then the partition ((A′ ∪{v}∪NLc (3))−{3, b}, (B′ ∪{3})− (NLc (3)−{b})) separates A and b by half-spaces in G. Otherwise,
the partition ((A′ ∪ {v} ∪ NLc (3))− {3}, (B′ ∪ {3})− NLc (3))works.
Subcase 2.8. Lc is of type (IX). Let N1 = NLc (1) − {2} and N2 = NLc (2) − {1} and recall that none of these sets is empty.
Without loss of generality, we may assume that some vertex v ∈ N1 belongs to A. Now let (A′, B′) be as in observation (1).
Then {1, w} ⊆ A′ for somew ∈ NLc (1).
Suppose thatw = 2. Since G[A′] has no disconnected 3-set, it follows that N2 = {b} and N1 = {v}, which contradicts the
fact that Lc has order at least 5.
Thusw ∈ N1. Hencew ∈ A and 1 ∉ A. Since R has a disconnected 3-set and Gc does not contain an induced Q c5 , |N2| ≤ 2.
Now, if ((A′ ∪ {v}) − {1}, B′ ∪ {1}) is not a partition of G into half-spaces that separate A and b, then b ∈ N2 and so
((A′ ∪ {v, 2})− {1}, (B′ ∪ {1})− {2}) separates A and b by half-spaces in G.
Subcase 2.9. Lc is of type (X). Since R has a disconnected 3-set and Gc does not contain an induced Q c4 or Q
c
5 , L
c has order 5 or
6. Let Lc be labelled as in Fig. 4 and let N1 = NLc (1)−{2} and N3 = NLc (3)−{2}. Without loss of generality, we may assume
that some vertex v ∈ N1 belongs to A. Now let (A′, B′) be as in observation (1). Then {1, w} ⊆ A′ for somew ∈ NLc (1).
Suppose thatw = 2. Then N1 ∩ A′ = ∅, at least one of 1 and 2 (call it u) is not in A, and 3 ∈ B′. If b ∈ N1, then N3 ⊂ A and
now ((A′ ∪ {v})− {u}, B′ ∪ {u}) is a partition of G into half-spaces that separate A and b. If b ∉ N1, then |N1| = 1 and either
((A′ ∪ {v})− {u}, B′ ∪ {u}) is a partition of G into half-spaces that separate A and b, or u = 2 and b ∈ N3; in the latter case,
the partition ((A′ ∪ {v, 3})− {u}, (B′ ∪ {u})− {3}) separates A and b in G.
Suppose that w ∈ N1. Then 2 ∈ B′ and if ((A′ ∪ {v}) − {1}, B′ ∪ {1}) is not a partition of G into half-spaces that
separate A and b, then 3 ∈ B′ and the unique vertex of N3 belongs to A; now at least one of 2 and 3 (say, u) is not b and
so ((A′ ∪ {v, u})− {1}, (B′ ∪ {1})− {u}) separates A and b by half-spaces in G.
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Fig. 5. The subgraph H , where G[{u, w, x, y}] is a near-clique and the edge a′b′ is optional.
In summary, we have shown that if G contains an induced P4, then the m3-convexity of G is S3, contrary to assumption.
We conclude, therefore, that G is P4-free. This completes the proof of Proposition 3.2. 
Proposition 3.10. If G is a connected (T ∪ {P4})-free graph (see Fig. 3), then the m3-convexity of G is S3.
Proof. Suppose that the m3-convexity of G is not S3. Then there is an m3-convex set A and a vertex b ∈ V (G) − A that are
not contained in complementary half-spaces. Among all pairs of disjoint m3-convex sets containing A and b, respectively,
let A′, B′ be a pair for which |A′ ∪ B′| is as large as possible. By assumption, V (G)− (A′ ∪ B′) ≠ ∅. To complete the proof we
establish a series of lemmas.
Since every 2-set of vertices ism3-convex, we may assume that |A′|, |B′| ≥ 2. Let C = V (G)− (A′ ∪ B′). Since G is P4-free,
it follows that if U is a disconnected 3-set of vertices, then every minimal U-tree T contains exactly four vertices and the
vertex of T not in U is adjacent to each vertex of U .
The proofs of the following two lemmas are identical to those of Lemmas 2.4 and 2.5, respectively.
Lemma 3.11. |A′|, |B′| ≥ 3.
Lemma 3.12. NC (A′) ∩ NC (B′) ≠ ∅.
Using the argument following the proof of Lemma 2.5, one can show that G contains the subgraph depicted in Fig. 2. In
the following we let H = G[{a′, b′, v, u, w, x, y}].
The next two lemmas are proved exactly as Lemmas 2.6 and 2.7:
Lemma 3.13. F = G[{v, u, w, x, y}] is disconnected.
Lemma 3.14. The subgraphs H − a′ and H − b′ are both connected.
Lemma 3.15. The subgraph H is isomorphic to the graph of Fig. 5, where (i) G[{u, w, x, y}] is a near-clique, (ii) a′ and b′ are
adjacent to every vertex in G[{u, w, x, y}], and (iii) v is non-adjacent to every vertex in G[{u, w, x, y}].
Proof. By Lemma 3.14, H − a′ is connected and hence contains a minimal {v, u, w}-tree. Thus either y or b′ is adjacent to
each of the three vertices v, u, andw. If y is adjacent to v, u, andw, then, by Lemma 3.13, x is not adjacent to any of v, u, y,
andw. So G[{a′, v, u, w, y, x}] is isomorphic to a forbidden 3-clacker shown in Fig. 3. So b′ must be adjacent to each of v, u,
andw. Similarly, a′ is adjacent to each of v, x, and y. This proves (ii).
We show next that wv, yv ∉ E(G). Suppose that wv ∈ E(G). Then, by the above, w is not adjacent to both x and y and
uw ∉ E(G). If x is adjacent to u and w, then vwxu is an induced P4, which is forbidden. So x is adjacent to at most one of u
andw. If y is adjacent to u andw, then by the above yv ∉ E(G). However, then uywv is an induced P4, which is forbidden. So
each of x and y is adjacent to at most one of u and w. Hence {u, w, x} and {u, w, y} are both disconnected 3-sets. However,
then H is isomorphic to one of the forbidden graphs D′ of Fig. 3. So v is non-adjacent to both w and y (in addition to u and
x). This proves (iii).
It remains to show that G[{u, w, x, y}] is a near-clique. If this is not the case, three of these four vertices induce a
disconnected graph, say u, w, and x. Consider the 3-sets {v, y, x}, {x, u, w}, {v, y, u}, and {v, y, w}. Since they all induce
disconnected subgraphs, H is isomorphic to one of the forbidden graphs D′ of Fig. 3. The lemma now follows. 
Lemma 3.16. NA′(v),NB′(v),NA′(v), and NB′(v) all induce near-cliques. Moreover, every vertex in NA′(v) (respectively, NB′(v))
is adjacent to a vertex in NA′(v) (respectively, NB′(v)).
Proof. SinceG contains no induced P4 and since A′ and B′ both induce connected graphs, every vertex inNA′(v) (respectively,
NB′(v)) is adjacent to a vertex in NA′(v) (respectively, NB′(v)).
Note that NA′(v) and NB′(v) are near-cliques, since A′ and B′ arem3-convex.
We show next that NA′(v) is a near-clique. Suppose that NA′(v) contains a disconnected 3-set U = {r, s, t}. Then any two
vertices of NA′(v) together with v also induce a disconnected graph. Since A′ ism3-convex and G is P4-free, there is a vertex
z ∈ A′ which is adjacent to every vertex of U .
We may assume that z ∈ NA′(v). If this is not the case, then z ∈ NA′(v) and so z has a neighbour z ′ in NA′(v). So
F = G[{v, r, s, t, z, z ′}] induces a connected subgraph. Thus F contains a minimalW -tree (which, by Lemma 2.1 is a Steiner
3304 M.H. Nielsen, O.R. Oellermann / Discrete Mathematics 312 (2012) 3293–3305
tree) for every 3-setW containing v and any two vertices of U . Necessarily, z ′ belongs to each of these Steiner trees and is
thus adjacent to every vertex of U .
Using Lemma 3.15, we see that b′ is adjacent to every vertex of U , which is not possible, since A′ ism3-convex. So NA′(v)
induces a near-clique. Similarly, NB′(v) induces a near-clique. 
Lemma 3.17. The vertex a′ is adjacent to every vertex of NB′(v) and b′ is adjacent to every vertex of NA′(v).
Proof. Since A′ ∪ {v} induces a connected graph, it contains a minimal U-tree for each of its disconnected 3-sets U . By
Lemma 2.1 such aminimal U-tree is a Steiner tree for U that contains a vertex adjacent to every vertex of U . In particular for
every 3-set U , consisting of v and any two vertices of NA′(v), there is a vertex z ∈ NA′(v) adjacent to every vertex of U . Using
Lemma 3.15, we see that b′ is adjacent to every pair of vertices in NB′(v) and hence with every vertex of NA′(v). Similarly, a′
is adjacent to every vertex of NB′(v). 
Lemma 3.18. A′ and B′ induce near-cliques.
Proof. It suffices to show that neither A′ nor B′ contains a disconnected 3-set. We prove this for A′. The argument for B′ is
identical. Suppose that U = {r, s, t} is a disconnected 3-set in A′. By Lemma 3.16, U contains at least one vertex from NA′(v)
and at least one from NA′(v). Suppose first that r, s ∈ NA′(v) and t ∈ NA′(v). Then, by Lemma 3.17, b′ is adjacent to r and s.
So G[{v, r, s, t, b′}] is a connected induced subgraph and hence, by Lemma 2.1, contains a Steiner tree for U . Since v is not
adjacent to r and s, b′ must be adjacent with r, s, and t . But then A′ is not m3-convex. Similarly, if two vertices of U are in
NA′(v) and the third is in NA′(v), then G[{v, r, s, t, b′}] is a connected induced subgraph and hence b′ must be adjacent to all
three vertices of U , which is not possible, since A′ ism3-convex. 
Lemma 3.19. Every vertex of NA′(v) is adjacent to every vertex of NA′(v) and every vertex of NB′(v) is adjacent to every vertex
of NB′(v).
Proof. Suppose that some vertex r ∈ NA′(v) is non-adjacent to a vertex s in NA′(v). Since u, w ∈ NA′(v), there is a vertex
t ≠ s in NA′(v). Since {v, s, t} is a disconnected 3-set and since A′ ∪ {v} induces a connected graph, there is some vertex
z ∈ NA′(v) adjacent to each of v, s, and t . By Lemma 3.18, rt, st ∈ E(G). So strv is an induced P4, which is not possible. So
every vertex of NA′(v) is adjacent to every vertex of NA′(v). Similarly, every vertex of NB′(v) is adjacent to every vertex of
NB′(v). 
Lemma 3.20. Every vertex of NB′(v) is adjacent to every vertex of NA′(v) and every vertex of NA′(v) is adjacent to every vertex
of NB′(v).
Proof. By Lemma 3.19, every vertex ofNA′(v) is on a Steiner tree for v and any two vertices ofNA′(v). Similarly, every vertex
of NB′(v) is on a Steiner tree for v and any two vertices of NB′(v). The result now follows from Lemma 3.15. 
Lemma 3.21. G[NA′(v) ∪ NB′(v)] is a near-clique.
Proof. This follows from Lemmas 3.15 and 3.18. 
Lemma 3.22. A′ ∪ NB′(v) and B′ ∪ NA′(v) both induce near-cliques.
Proof. This follows from Lemmas 3.18–3.21. 
Lemma 3.23. The vertices of A′ ∪ B′ ∪ {v} can be partitioned into two sets X and Y , each inducing a near-clique and satisfying
A ⊆ X and b ∈ Y .
Proof. If b ∈ NB′(v), let Y = {v, b}∪NB′(v) andX = A′∪(NB′(v)−{b}); if b ∈ NB′(v), let Y = {v}∪NB′(v) andX = A′∪NB′(v).
It follows from Lemmas 3.16, 3.19 and 3.22 that X and Y induce near-cliques. 
Since any near-clique is anm3-convex set in G, the sets X, Y of Lemma 3.23 produce a contradiction to our choice of the
pair A′, B′. This completes the proof of Proposition 3.10. 
As an immediate consequence of Propositions 3.1, 3.2 and 3.10, we have the following characterization of the S3
separation property:
Theorem 3.24. The m3-convexity of a connected graph G is S3 if and only if G is T -free (see Fig. 3).
We now turn to the S3 property for the g3-convex sets.
Theorem 3.25. The g3-convexity of a connected graph G is S3 if and only if G is T -free (see Fig. 3).
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Proof. Suppose that the g3-convex sets of a connected graph G have the property S3. For each graph F ∈ T -{P5}, the
g3-convex set A and the vertex b described in the first paragraph of the proof of Proposition 3.1 show that F is not an induced
subgraph of G. We show next that G contains no P5 as an induced subgraph. Suppose that G contains a P5 whose vertices
are labelled as in Fig. 3. If G contains no other vertices, then A = {1, 3} and b = 2 show that the g3-convex sets do not have
separation property S3. Suppose now that G has at least six vertices. Consider the g3-convex set A = {1, 3} and let b = 2.
Since the g3-convex sets have the separation property S3, there exist complementary half-spaces A′, B′ such that A ⊆ A′ and
b ∈ B′. Since 2 ∉ A′, it follows that 4 ∉ A′. Thus 2, 4 ∈ B′ and 3 ∉ B′. Hence 5 ∉ B′. So {1, 3, 5} ⊆ A′. Consequently, a Steiner
tree for {1, 3, 5}must contain four vertices. So there exists a vertex w adjacent to 1, 3, and 5. Consider next the g3-convex
set A = {1, 4} and the vertex b = w. There exist complementary half-spaces A′ and B′ such that A ⊆ A′ and w ∈ B′. Since
w is on a Steiner tree for {1, 4, 5}, we have 5 ∈ B′. Since 2 is on a Steiner tree for {1, 3, 4} and 3 is on a Steiner tree for
{1, 2, 4}, it is not possible that one of 2 and 3 belongs to A′ and the other to B′. If {2, 3} ⊆ A′, then w lies on a Steiner tree
for {1, 2, 4}—i.e., b ∈ A′, a contradiction. So {2, 3} ⊆ B′. However, this is again impossible, since in that case 4 ∈ B′. Hence G
contains no induced P5 and is therefore T -free.
For the converse, suppose that G is T -free. In particular, G is (P5, Y , P , bull)-free. So it follows, from Lemma 2.1, that every
minimal U-tree for a 3-set U of vertices is a Steiner tree for U . Of course, every Steiner tree for U is a minimal U-tree. Hence
them3-convex sets are precisely the same as the g3-convex sets. Since them3-convex sets have the separation property S3,
so do the g3-convex sets. 
4. Property S2 for g3- andm3-convexity
Questions: Is it true that the g3-convex sets of a graph G have the separation property S2 if and only if the g3-convex sets of
every block have this property? The same question can be asked about them3-convex sets.
It is not difficult to see that if the g3-convex sets of a graph G have the separation property S2, then so do the g3-convex
sets of each block. Similarly if the m3-convex sets of a graph G have the separation property S2, then so do the m3-convex
sets of each block.
If we can answer these questions in the affirmative, then it suffices to characterize the 2-connected graphs with this
property since K2s possess this property.
Observation: Here are some structures that would have to be avoided by the 2-connected blocks if the graph has separation
property S2 with respect to them3-convexity.
(i) Take a complete bipartite graph K3,5 with partite sets X and Y and add at most two independent edges to the partite set
Y of cardinality 5 and at most one edge to the partite set X of cardinality 3. Now subdivide each edge of this graph any
number of times. Pick two vertices from the partite set Y . If they are separated by complementary half spaces A and B,
then either A or B, say A, contains at least three vertices of Y . This means that all vertices in X must also be in A. Thus all
the vertices in Y must also be in Awhich is not possible.
(ii) Also for them3-convexity cycles of length at least 7 need to be avoided.
For graphs having the separation property S2 with respect to the g3-convexity cycles of length at least 7 are not
obstructions. However, the graph described in the above observation, for which edges are not subdivided, has this property.
This obstruction also shows that not all perfect graphs have the separation property S2 with respect to either them3- or
g3-convexity.
5. Concluding remarks
Finally, we observe that – contrary to the situation in Theorem 2.2 – the graphs characterized in Theorem 3.24 are not
perfect. For example, it is not difficult to see that them3-convexity of the odd antihole C c7 is T -free, yet C
c
7 is not perfect.
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