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Abstract
Seven different architectures are presented to fuse IRST and radar data to track the target in
3D Cartesian coordinates, with the measurements available in polar coordinates.  Perform-
ance of these architectures is checked with simulated data. Detailed mathematical expressions
are provided which could be useful for algorithm implementation. From this study, it is
concluded that CM (Common Measurements) architecture gives state estimates with relatively
less uncertainty followed by SVF (State Vector Fusion). IRST gives target states with relatively
high uncertainty followed by radar. This shows the necessity of the fusion in tracking system.
In all, CM architecture is very simple, easy to implement and can be used in real time.
Introduction
Modern military aircraft are equipped with diverse
sensors in order to aid the pilot. If these sensors are perfect
then the target tracking could be achieved with simple
geometry. In general, sensors are not perfect and their
measurements are corrupted with noise. Moreover, single
sensor may not provide all the information about the
target. Hence, filters and multiple sensors are used to
enhance the target tracking capabilities. Radar can meas-
ure azimuth, elevation and range of a target. It can measure
range with good resolution, but the angular measurements
are not so accurate. Despite this, radar provides sufficient
information to track the target. The uncertainty associated
with radar might be represented as a volume whose dimen-
sions are relatively large perpendicular to the measured
line of sight and small along the line of sight. An infrared
search and track sensor (IRST) can measure azimuth and
elevation of a target with good resolution. It can provide
the direction of a target but not its location because it does
not measure the range. The uncertainty associated with
IRST might be represented as a square whose dimensions
are comparatively small perpendicular to the measured
line of sight. By fusing the measurements from radar and
IRST, the resultant uncertainty of the estimated position
of the target would be smaller than the uncertainty of either
of the measurements alone. An improved estimate of
target location and reduced positional uncertainty would
result from the fusion of information obtained from multi
sources [1-3].
 This  paper deals with tracking of target in 3D
Cartesian coordinates by fusing measurements from IRST
and radar in polar coordinates. Extended Kalman filter is
used to estimate the state of a target using target motion
and measurement models. In this paper, seven different
fusion architectures are evaluated for the above purpose.
The performance of these algorithms is presented in terms
of percentage of fit error (PFE), root mean square error in
position (RMSPE), root sum square error in position
(RSSPE) and mean absolute state error (MAE).
Extended Kalman Filter 
A general motion model used in discrete extended
Kalman filter for target tracking is [1, 3, 4] :
X (k)  =  FX (k − 1)  +  Gw (k − 1) (1)
z (k)  =  h (X (k))  +  v (k) (2)
where X (k) is the state vector, F is the state transition
matrix and G is the process noise gain matrix. The process
noise w (k) and the measurement noise v (k) are zero-
mean, mutually indepencent, white, Gaussian with covari-
ance Q and R respectively. z (k) is the measurement vector
at time k and h (X (k)) is a nonlinear function of the states
computed at time k.
Linear Kalman filter could be used for target tracking
if the states and the measurements are in Cartesian coor-
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dinate system. Radar and IRST provide the measurements
in a spherical/polar coordinate system. In most cases the
state vector is to be estimated in Cartesian coordinate
system. Eq. (2) is nonlinear and it needs to be linearised
to fit into the Kalman filter framework entailing the use of
extended Kalman filter (EKF).
State Prediction
The state and state covariance matrix at time k-1 are
predicted to time k as follows :
X~ (k | k − 1)  =  F X^ (k − 1 | k − 1)
P~ (k | k − 1)  =  F P^ (k − 1 | k − 1) F T + G Q G T (3)
where X^ is the estimated state vector, P^ is the estimated
state covariance matrix, X~ is the predicted state and P~ is
the predicted state covariance matrix.
Measurement Update
Innovation : 
e (k)  =  z (k)  −  z~ (k | k − 1) (4)
Innovation covariance :
S  =  H (k) P~ (k | k − 1) H (k)T  +  R (5)
where z~ (k | k − 1) is the predicted measurement and
H (k) is the linearised measurement matrix. The measure-
ment update part consists of the following equations.
Filter gain :
K (k) P~ (k | k − 1) H (k)T S −1 (6)
Updated state :
X^ (k | k)  =  X~ (k | k − 1) + K (k) e (k) (7)
Updated state covariance :
P^ (k | k)  =  [I − K (k) H (k)] P~ (k ⁄ k − 1) (8)
Predicted Measurement and Linearized Measure-
ment Matrix
Finite difference method is used to compute the linear-
ized measurement matrix. Consider the state vector con-
sisting of position, velocity and acceleration components
in x-, y- and z-direction as
[x    x.     x..    y   y.     y..    z    z.    z..] (9)
The predicted state is in the form :
[x~    x~.    x~..    y~    y~.    y~..    z~    z~.    z~.. ] = X~ (k | k − 1) (10)
The predicted measurement when the measurement
vector consists of only azimuth and elevation is : 
z~ (k | k − 1) = h [X~ (k | k − 1)] = [θ~   ϕ~ ]T (11)
The predicted measurement when the measurement
vector consists of azimuth, elecation and range is :
z~ (k | k − 1) = h [X~ (k | k − 1)] = [θ~   ϕ~   r~ ]T (12)
Components in the predicted measurement are com-
puted from the predicted state vector given in Eq. (10).
θ~ = tan −1  ⎛⎜⎝
y~
x~ 
⎞⎟⎠
 , (13)
ϕ~ = tan −1  ⎛⎜⎝
z~
√⎯⎯⎯⎯ x~    2  + y~    2
       ⎞⎟⎠
 , (14)
r~   =   √⎯⎯⎯⎯⎯⎯⎯⎯⎯ x~  2 + y~  2 + z~  2 (15)
Finite Difference Method [3, 4]
Calculation of linearized measurement matrix can be
accomplished by the finite difference method. This
method is generalised and flexible.
H (k)  =  Hij  =  
∂ hi
∂ xj
 |x = X~ (k | k − 1)  =  
hi (xj + Δ xj) − hi (xj)
Δ  xj
(16)
where
i = 1, 2, ..., length of the measurement vector
j = 1, 2, ..., length of the state vector
Δxj = perturbation step size
For small perturbation Δx in each of the unknown
variables, the perturbed value hi (xj + Δ xj) is computed.
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The corresponding elements of Hij are given by the finite
difference in the function h (Eq. 2) to changes in that state.
In general a perturbation step size of 10-7 is considered to
be adequate.
Fusion of IRST and Radar Data
In this section six different architectures are presented
to fuse IRST and radar data to track the target in 3D
Cartesian coordinates, where the measurements from ra-
dar and IRST are in polar coordinates. zi (k)  =  ⎡⎣θi  ϕi⎤⎦
 T
and zr (k)  =  ⎡⎣θr  ϕr  rr⎤⎦
 T
 denote the measurements from
IRST and radar respectively.
Noise covariance matrix of IRST is :
Ri  =  
⎡
⎢
⎣
⎢
⎢
iσθ
 2      0
0      iσϕ
 2
⎤
⎥
⎦
⎥
⎥
Noise covariance matrix of radar is :
Rr  =  
⎡
⎢
⎣
⎢⎢⎢
⎢⎢⎢
rσθ
 2      0        0
0      rσϕ
 2        0
0      0         rσ
r
 2
⎤
⎥
⎦
⎥⎥⎥
⎥⎥⎥
Selective Measurements (SM)
In this architecture (Fig.1), the measurement vector
consists of selective measurements from radar and IRST.
The measurement vector consists of azimuth and elevation
measurements taken from IRST and range measurement
taken from radar. Similarly, the measurement covariance
matrix is formed. It is simple EKF filter and the equations
required to implement the tracking algorithm are as fol-
lows :
State Prediction :
X~ (k | k − 1)  =  F X^ (k − 1 | k − 1)
P~ (k | k − 1)  =  F P^ (k − 1 | k − 1) F T + G Q G T (17)
Fusion :
z (k)  =  ⎡⎣θi  ϕi  rr⎤⎦
 T
R  =  
⎡
⎢
⎣
⎢⎢⎢
⎢⎢⎢
iσθ
 2      0        0
0      iσϕ
 2        0
0      0         rσ
r
 2
⎤
⎥
⎦
⎥⎥⎥
⎥⎥⎥
(18)
Measurement updation :
H  =  h ( X~ (k | k − 1)
z~  (k | k − 1)  =  H X~ (k | k − 1)
e  =  z (k)  −  z~ (k | k − 1)
S  =  H P~ (k | k − 1) H T + R
K  =  P~ (k | k − 1) H T + S −1
X^ (k | k)  =  X~ (k | k − 1) + ke
P^ (k | k)  =  [I − KH]  P~ (k | k − 1) (19)
Measurement Fusion (MF) [6, 7]
In this architecture (Fig.2), the measurement vector
consists of fused azimuth, fused elevation and range taken
from radar. Similarly, the measurement covariances for
azimuth and elevation from IRST and radar are fused and
measurement noise covariance for range is taken from
radar. The fused azimuth is obtained by fusing the azi-
muths coming from IRST and radar. Similarly, the fused
elevation is obtained by fusing the elevations coming from
IRST and radar. Instead of fusing the measurement in the
use of EKF, the measurements from IRST and radar are
merged into an augmented measurement vector and meas-
urement noise variances from both sensors also concate-
nated to produce the same results [6].
State Prediction : (Eq. 17)
Fusion :
zd (k)  =  ⎡⎣θr  ϕr⎤⎦
 T
Rd  =  
⎡
⎢
⎣
⎢
⎢
rσθ
 2      0
0      rσϕ
 2
⎤
⎥
⎦
⎥
⎥
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zf  =  zi (k)  +  zi (k)  ⎡⎣Ri + Rd⎤⎦
 −1
 (zd (k) − zi (k) )
Rf  =  Ri − Ri ⎡⎣Ri + Rd⎤⎦
 −1
 Ri
z (k)  =  ⎡⎣zf (1)   zf (2)   rr⎤⎦
 T
R  =  
⎡
⎢
⎣
⎢⎢
⎢⎢
Rf (1 , 1)      0              0
    0            Rf (2 , 2)        0
   0                  0          rσ
r
 2
⎤
⎥
⎦
⎥⎥
⎥⎥
(20)
Measurement updation : (Eq. 19)
State Vector Fusion (SVF) [3, 6-10)
In this architecture (Fig.3), tracks are found with IRST
and radar measurements separately and the resultant state
vectors (tracks) are fused to get final target state estima-
tions. Similarly, the state error covariances of the individ-
ual tracks are fused to get the final state error covariance
matrix.
State Prediction :
X
~
   i
 (k | k − 1)  =  F X^
   i
 (k − 1 | k − 1)
P
~
 i
 (k | k − 1)  =  F P^
 i
 (k − 1 | k − 1) F T + G Q G T (21a)
X
~
   r
 (k | k − 1)  =  F X^
   r
 (k − 1 | k − 1)
P
~
 r
 (k | k − 1)  =  F P^
 r
 (k − 1 | k − 1) F T + G Q G T (21b)
Measurement updation :
H i  =  h ( X
~
   i
 (k | k − 1) )
z~i  (k | k − 1)  =  H i X
~
   i
 (k | k − 1)
ei  =  zi  −  z~i (k | k − 1)
Si  =  Hi P
~
 i  (k | k − 1) Hi
 T + Ri
Ki  =  P
~
 i
 (k | k − 1) H i T + Si −1
X^  i  (k | k)  =  X~  i  (k | k − 1) + ki ei
P^ i  (k | k)  =  ⎡⎣I − Ki Hi⎤⎦  P
~
 i  (k | k − 1) (22a)
Hr  =  h ( X
~
   r
 (k | k − 1) )
z~r  (k | k − 1)  =  Hr X
~
   i
 (k | k − 1)
er  =  zr  −  z~r (k | k − 1)
Sr  =  Hr P
~
 r  (k | k − 1) Hr
 T + Rr
Kr  =  P~ r  (k | k − 1) Hr T + Sr −1
X^  r  (k | k)  =  X~  r  (k | k − 1) + kr er
P^ r  (k | k)  =  ⎡⎣I − Kr Hr⎤⎦  P
~
 r  (k | k − 1) (22b)
Fusion :
X^
   f
 (k | k) = X^
   i
 (k | k) + P^
   i
 (k | k)  ⎡⎢⎣
P^
   i
 (k | k) + P^
   r
 (k | k)    ⎤⎥⎦
 −1
⎛⎜⎝
X^
   r
 (k | k)  −  X^
    i
 (k | k)    ⎞⎟⎠
P^
   f
 (k | k) = P^
   i
 (k | k) + P^
   i
 (k | k)
⎛⎜⎝
P^
   i
 (k | k) + P^
   r
 (k | k)    ⎞⎟⎠
 −1
 P
^
 i
   T
 (k | k) (23)
Feedback SVF (FSVF) [6, 11]
In this architecture (Fig.4), the fused state vector and
state error covariance matrix are fedback to a single state
predictor and the out put of this is fed to two measurement
updation. IRST measurements are used at one of the
measurement updation to estimate the target states and
radar measurements are used at the other measurement
updation to estimate the target states. Finally the estimates
are fused and then fedback to the prediction.
State Prediction :
X~ (k | k − 1)  =  F X^
  f
 (k − 1 | k − 1)
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P~ (k | k − 1)  =  F P^
 f
 (k − 1 | k − 1) F T + G Q G T (24)
Measurement Updation : (Eq. 22)
Fusion :
Pir (k | k)  =  Pri
 T (k | k)  =  ⎡⎣I − Ki (k) Hi (k)⎤⎦
P
~
 (k | k − 1) ⎡⎣I − Kr (k) Hr (k)⎤⎦
 T
(25)
X^
   f
 (k)  =  X^
    i
 (k | k)  +  ⎡⎢⎣
P^
   i
 (k | k) − P^
   ir
 (k | k)    ⎤⎥⎦
⎡⎣P^ i (k | k) + P^ r (k | k)      − P^ ir (k | k) − P^ ri (k | k)⎤⎦
 −1
⎛⎝X^  r  (k | k)  −  X^ i  (k | k)      ⎞⎠ (26)
P^ f  (k | k)  =  P^ i  (k | k)  −  ⎡⎣P i (k | k) − P^ ir (k | k)      ⎤⎦
⎡⎣P^ i (k | k) + P^ r (k | k)      − P^ ir (k | k) − P^ ri (k | k)⎤⎦
 −1
⎡⎣P^ i (k | k)  −  P^ ir (k | k)    ⎤⎦ (27)
Predicted SVF (PSVF) [6]
In this architecture (Fig.5), the predicted state vectors
from IRST and radar are fused. Similarly, the predicted
state error covarainces are also fused. The fused estimates
are feed to two measurement updation. IRST measure-
ments are used in one of the measurement updation to
estimate the target states and radar measurements are used
in the other measurement updation to estimate the target
states. These estimates are fedback to the respective pre-
diction stage and also fused to get the final target estimates.
State Prediction : (Eq. 21)
P
~
ir  (k | k − 1) = P
~
ri
   T (k | k − 1) = F P^ir  (K − 1 | k − 1) F T + G Q G T
(28)
Fusion : (at predicted stage)
X
~
 (k | k − 1) = X~   i  (k | k − 1) + ⎡⎣P
~
i  (k | k − 1) = P~ ir (k | k − 1)  ⎤⎦
⎡⎣P
~
 i (k | k − 1) + P~ r (k | k − 1)    − P~ ir (k | k − 1) − P~ ri (k | k − 1)⎤⎦
 −1
⎛⎝X
~
  r  (k | k − 1)  −  X~  i  (k | k − 1)    ⎞⎠ (29)
P
~
 (k | k − 1) = P~   i  (k | k − 1) − ⎡⎣P
~
 i  (k | k − 1) = P~  ir (k | k − 1)   ⎤⎦
⎡⎣P
~
 ir (k | k) + P~ r (k | k − 1)    − P~ ir (k | k − 1) − P~ ri (k | k − 1)⎤⎦
 −1
⎡⎣P
~
 r  (k | k − 1)  −  P~ ir  (k | k − 1)     ⎤⎦ (30)
Measurement updation : (Eq. 22)
P^ ir  (k | k)  =  P
^
 ri
   T
 (k | k)  =  ⎡⎣I − Ki (k) Hi (k)⎤⎦
P
~
 (k | k − 1) ⎡⎣I − Kr (k) Hr (k)⎤⎦
 T
(31)
Fusion : (at estimated stage)
X (k)  =  X^  i  (k | k)  +  ⎡⎣P^ i  (k | k) − P^ ir  (k | k)      ⎤⎦
⎡⎣P^ i (k | k) + P^ r (k | k)      − P^ ir (k | k) − P^ ri (k | k)⎤⎦
 −1
⎛⎝X^  r  (k | k)  −  X^  i  (k | k)     ⎞⎠ (32)
P (k | k)  =  P^ i  (k | k)  −  ⎡⎣P^ i (k | k) − P^ ir (k | k)    ⎤⎦
⎡⎣P^ i (k | k) + P^ r (k | k)      − P^ ir (k | k) − P^ ri (k | k)⎤⎦
 −1
⎡⎣P^ i (k | k)  −  P^ ir (k | k)    ⎤⎦ (33)
Decentralized Kalman Filter (DKF) [12-14]
In this algorithm, the states obtained from local Kal-
man filters (LKF) are fed to the global Kalman filter
(GKF) for final target estimates as shown in Fig.6. One of
the local KF utilizes IRST measurements and another local
KF utilizes radar measurements. The LKFs transmit only
the state error information ( X^   i  (k) and X^   r  (k)) and covari-
ance error information ( P^ i  (k) and P^ r  (k))  to the GKF.
The GKF have state prediction and estimate correction
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instead of measurement updation. At each local EKF the
following quantities has to be computed and then passed
to the global EKF. The state and covariance error informa-
tion are utilized at estimate correction stage to obtain final
target estimates.
At LKF : (Using IRST Measurements)
State Prediction : (Eq. 19a)
Measurement Updation : (Eq. 22a)
X^   i  (k)  =  P
^
 i
   −1 (k | k) X^   i (k | k) − P
~
 i
   −1 (k | k − 1) X~   i
    −1 (k | k − 1)
P^  i  (k)  =  P
^
i
 −1 (k | k)  −  P~i
 −1 (k | k − 1) (34)
At LKF : (Using Radar Measurements)
State Prediction : (Eq. 19b)
Measurement Updation : (Eq. 22a)
X^   r  (k)  =  P
^
 r
   −1 (k | k) X^   r (k | k) − P
~
 r
   −1 (k | k − 1) X~   r (k | k − 1)
P^  r  (k)  =  P
^
r
 −1 (k | k)  −  P~r
 −1 (k | k − 1) (35)
Fusion  : (at GKF
State Prediction :
X~ (k | k − 1)  =  F X^ (k − 1 | k − 1)
P~ (k | k − 1)  =  F P^ (k − 1 | k − 1) F T + G Q G T (36)
Estimate Correction :
P
^ −1 (k | k)  =  P~ −1(k | k − 1) + P^ i (k)  +  P^ r (k)
X^ (k | k) = P^ (k | k)  ⎡⎢⎣P
~ −1(k | k −1) X~ (k | k −1) + X^   i (k) + X^   r  (k)     ⎤⎥⎦ (37)
Common Measurements (CM)
In this algorithm, the range obtained from the radar is
considered as an additional measurement in IRST tracker
and the rest of the procedure is very similar to SVF.
State Prediction : (Eq. 21)
Measurement Updation : (Eq. 22)
where
zi (k)  =  ⎡⎣θi  ϕi  rr⎤⎦
 T
Ri  =  
⎡
⎢
⎣
⎢⎢⎢
⎢⎢⎢
iσθ
 2      0        0
0      iσϕ
 2        0
0      0         rσ
r
 2
⎤
⎥
⎦
⎥⎥⎥
⎥⎥⎥
(38)
Fusion : (Eq. 23)
Radar
In this algorithm, the radar measurements are as it is
taken in tracker algorithm.
State Prediction : (Eq. 21b)
Measurement Updation : (Eq. 22b)
Fusion : Nil
IRST
In this algorithm, the IRST measurements are as it is
taken in tracker algorithm.
State Prediction : (Eq. 21a)
Measurement Updation : (Eq. 22a)
Fusion : Nil
Numerical Simulation and Discussion
The 3DOF kinematic model, with position, velocity
and acceleration components in each of the three Cartesian
coordinates x, y and z has the following transition and
process noise gain matrices.
F = diag [ Φ   Φ   Φ ]       G = diag [ ζ   ζ   ζ ] (39)
where
Φ  =  
⎡
⎢
⎣
⎢
⎢
1      T        T 2 ⁄ 2
0      1        T
0      0         1
⎤
⎥
⎦
⎥
⎥
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ζ  =  
⎡
⎢
⎣
⎢⎢
⎢⎢
T 3 ⁄ 6
T 2 ⁄ 2
T
⎤
⎥
⎦
⎥⎥
⎥⎥
where T is the sampling interval, F is the state transition
matrix and G is the process noise gain matrix.
Simulation utilizes the following parameters :
Sampling interval : 0.1 sec.
Process noise variance : 12
Measurement noise variance :
Duration of Simulation : 50 sec
Initial state vector is :
[x    x.     x..    y   y.     y..    z    z.    z..]
= [10000   -200   0.5   -1000   -100   -0.3   1000  1   0.01]
The simulated noisy measurements in polar coordi-
nates are shown in Fig.7.
The initial state vector is chosen as :
X^  0   =  0.9 Xt (40)
X^  0 : initial estimated state vector at scan number one
Xt : true state vector at scan number one
The expression for the initial state error covariance matrix
is given by :
P^  0   =  diag  ⎡⎢⎣(Xt − X
^
0
 2)⎤⎥⎦ (41)
The filter performance is checked by computing [3, 8] :
• The percentage fit error (PFE) in x, y and z  positions :
PFE x  =  100 ∗ norm  (x − x^ )
norm (x)  , (42)
similarly for y and z positions
• Root mean square error in position :
RMSPE = √⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯  1N ∑ 
i = 1
N
 
(xi − x^i)
2
 + (yi − y^i)
2
 + (yi − y^i)
2
3 (43)
• Root sum square error in position :
RSSPE = √⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯(x − x^ ) 2 + (y − y^ ) 2 + (z − z^ ) 2 (44)
• Absolute error in (AE) x, y and z positions :
A Ex (i)  =  | x (i) − x^ (i) |   i = 1 , 2 , … , N , (45)
similarly for y and z positions
• Mean absolute error in x, y and z positions :
MAEx  =  
1
N  ∑ 
i = 1
N
 | x (i) − x^ (i) | , (46)
similarly for y and z positions
Performance of six fusion architectures is evaluated
using fifty Monte Carlo simulations. The percentage fit
error (PFE) in x-, y- and z-positions and root mean square
errors in position, velocity and acceleration are shown in
Table-1. Mean absolute error in x-, y- and z-position and
their derivatives are shown in Table-2. The values shown
in bold indicate the best results. The root sum errors in
position, in velocity and in acceleration are shown in
Fig.8a to 8e. Absolute error in x-, y- and z-positions,
velocities and accelerations are shown in Fig.9a to 9e.
From tables and Figs.8 to 9, it is observed that target
tracking with either radar or IRST alone shows degraded
performance than the fusion of radar and IRST. Among
the fusion architectures, DKF performance is poor and
SVF performance is better in velocity and acceleration
estimates. Overall, SM performance is very good. Root
sum variance and mean root sum variance related position,
velocity & acceleration are shown in Fig.10a to 10e and
Table-3. It is observed that, CM shows the lowest uncer-
tainty followed by SVF and other architectures show high
uncertainty in the state estimation. Uncertainty in state
estimation is high in case of IRST followed by radar. This
shows the necessity of fusion. The execution time for each
algorithm is shown in Table-3. As expected, tracking with
IRST alone take less time with degraded performance.
Sensor Azimuth 
(rad)
Elevation
(rad)
Range
(meters)
ISRT i σθ 2 = 105 i σϕ 2 = 105 ------
Radar r σθ 2 = 102 i σϕ 2 = 102 r σr 2 = 100
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Table-1 : Percentage Fit Errors in x-, y- and z-Position
Architecture PFEx PFEy PFEz RMSPE RMSVE RMSAE
SM 0.7849 0.1645 0.7064 26.8011 4.2201 1.6642
MF 0.7848 0.1646 0.7069 26.8016 4.2212 1.6643
SVF 0.7853 0.1690 0.7039 26.8344 4.1568 1.5962
FSVF 0.7849 0.1645 0.7064 26.8010 4.2200 1.6642
PSVF 0.7849 0.1650 0.7064 26.8047 4.2210 1.6568
DKF 0.7858 0.1694 0.7102 26.8504 4.2891 1.6786
CM 0.7851 0.1658 0.7023 26.8089 4.1606 1.6259
Radar 1.5201 1.8006 8.8883 94.1222 15.7084 2.1539
IRST 8.5955 10.4367 8.7399 412.8613 27.8235 2.0938
Table-2 : Mean Absolute Errors in x-, y- and z-Position and their Derivatives
Architec-
ture
MAEx MAEy MAEz MAEx. MAEy. MAEz. MAEx.. MAEy.. MAEz..
SM 6.2516 4.8971 5.7275 3.3248 3.1440 3.1480 1.4134 1.2003 1.2890
MF 6.2477 4.8967 5.7331 3.3231 3.1456 3.1497 1.4131 1.2006 1.2893
SVF 6.4446 5.1984 5.6979 3.3089 3.1188 3.0113 1.3668 1.1387 1.2300
FSVF 6.2517 4.8967 5.7272 3.3248 3.1438 3.1479 1.4134 1.2003 1.2890
PSVF 6.2617 4.9204 5.7282 3.3531 3.1350 3.1470 1.4133 1.1797 1.2895
DKF 6.5143 5,2024 5.7673 3.3814 3.2423 3.1558 1.4195 1.2266 1.2905
CM 6.3464 4.9710 5.6865 3.3391 3.0919 3.0266 1.4328 1.1339 1.2280
Radar 59.4840 64.3281 88.0363 12.4612 9.8000 13.5268 1.9578 1.3344 1.7755
IRST 374.567 333.547 88.6799 21.4919 27.7802 5.4429 1.5139 1.9959 1.3313
Table-3 : Mean Root Sum Variance in Position, Velocity and Acceleration and Execution Time
Architecture MRSvarP MRSvarV MRSvarA Execution Time (sec)
SM 13.0025 7.4623 3.1682 0.235
MF 12.9984 7.4609 3.1680 0.140
SVF 12.3922 6.5255 2.4869 0.266
FSVF 13.0025 7.4623 3.1682 0.437
PSVF 12.9530 7.3111 3.1666 0.609
DKF 12.7589 7.3729 3.1574 0.453
CM 12.3031 6.2961 2.3782 0.282
Radar 153.1945 29.1265 4.6902 0.125
IRST 709.1513 50.7274 4.9823 0.110
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Conclusion
Seven different architectures are presented to fuse
IRST and radar data to track the target in 3D Cartesian
coordinates, where the measurements are in polar coordi-
nates. Their performance is evaluated with numerical
simulation. Detailed mathematical expressions are given
which could be useful for implementation. From the re-
sults it is concluded that CM architecture give state esti-
mates with relatively less uncertainty followed by SVF
architecture. Uncertainties in state estimates are more in
case of IRST and followed by radar. This shows the
necessity of the fusion.
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Fig.1 Information Flow Diagram of SM Algorithm Fig.2 Information Flow Diagram of MF Algorithm
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Fig.3 Information Flow Diagram of SVF Algorithm
Fig.4 Information Flow Diagram of FSVF Algorithm
Fig.5 Information Flow Diagram of PSVF Algorithm
Fig.6 Information Flow Diagram of DKF Algorithm
Fig.7 Noisy Measurements in Polar Coordinates
Fig.8a Root Sum Square Error in Position
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Fig.8b Zoomed View (y-axis) of Fig.8a
Fig.8c Root Sum Square Error in Velocity
Fig.8d Zoomed View (y-axis) of Fig.8c
Fig.8e Root Sum Square Error in Acceleration
Fig.9a Absolute Error in Positions
Fig.9b Zoomed View (y-axis) of Fig.9a
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Fig.9c Absolute Error in Velocities
Fig.9d Zoomed View (y-axis) of Fig.9c
Fig.9e Absolute Error in Accelerations
Fig.10a Root Sum Variance in Position
Fig.10b Zoomed View (y-axis) of Fig.10a
Fig.10c Root Sum Variance in Velocity
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Fig.10d Zoomed View (y-axis) of Fig.10c Fig.10e Root Sum Variance in Acceleration
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