This article concerns the problem of formulating assumptions in scenario analysis for investments which consist of the renting out of an apartment. The article attempts to indicate the foundations for the formulation of assumptions on the basis of observed retrospective regularities. It includes theoretical considerations regarding scenario design, as well as the results of studies on the formulation, in the past, of quantities which determined or were likely to bring closer estimate the value of the individual explanatory variables for a chosen measure of investment profitability (MIRR FCFE ). The dynamics of and correlation between the variables were studied. The research was based on quarterly data from local residential real estate markets in Poland (in the six largest cities) in the years 2006 -2014, as well as on data from the financial market.
Introduction
One of the forms of investing on the real estate market is purchasing an apartment to rent out. The low interest rates on loans in Poland in the years 2004 -2007 , along with the prevailing belief in the continuous upward trend in housing prices, sparked great interest in such a form of investment. Profitability and risk analyses of various forms of real estate investments were conducted in scientific literature (inter alia, WOLSKI, ZAŁĘCZNA 2007, pp. 105-118; CRONE, VOITH 1999, pp. 63-78) . On the other hand, it can be assumed that only a portion of the investors independently performed a full (i.e. including risk measurement) ex ante calculation of the efficiency of such an investment, and only a few -did so using the scenario analysis method (see KUCHARSKA-STASIAK 2006, p. 118) . Failure to carry out investment risk assessment by the investor can, it seems, result from the lack of appropriate knowledge and skills necessary to perform it, or from unrealistic optimism and overconfidence.
This article attempts to indicate the foundations of the formulation of assumptions for scenario analysis on the basis of observed retrospective regularities.
Scenario analysis
Investment decisions are made based on efficiency calculations carried out ex ante, within which the expected return on an investment, as well as risk, are studied. One of the analyses performed when calculating an investment's efficiency is scenario analysis. It belongs to a group of deterministic simulation methods, that is those consisting of repeating the procedure of calculating the value of the accepted measure of investment efficiency (e.g. NPV, IRR, MIRR) for the different values of variables www.degruyter.com/view/j/remav vol. 23, no. 3, 2015 that affect the measure of investment profitability. The possibility of simultaneously studying the impact of numerous variables on an investment's profitability is considered an advantage of scenario analysis. As a result, a possible range of variation in investment efficiency (calculated according to the criterion used), depending on the changes in the input parameters, is obtained. Importantly, this analysis can and should take into account the relationships which occur between the independent explanatory variables (ROGOWSKI 2013) .
Faults pointed out in scenario analysis include the fragmentary nature of risk assessment as well as problems in the formulation of scenarios (ROGOWSKI 2013; MINASOWICZ 2009 ). This fragmentation is due to the fact that only a limited number of scenarios are considered. The fundamental problem in scenario construction is the difficulty in the formulation of assumptions regarding the evolution of variables impacting investment efficiency for each individual scenario. It is assumed that the values adopted by the independent explanatory variables present in the algorithm of the accepted efficiencymeasuring criterion (e.g. NPV, IRR, MIRR) can, within a specified range and with varying probability, differ from the values of those variables adopted in the baseline scenario. According to literature on the subject-matter, scenario analysis should take into account a range of the most likely values of explanatory variables (BRIGHAM, GAPENSKI 2000) , or the full range of possibilities (DAMODARAN 2009) .
It is worth noting that the construction of scenarios can be based on forecasts for individual variables influencing the profitability of the investment. In scenario creation, point forecasts and, in particular, interval forecasts (e.g. constructed taking into account possible forecast error) are useful. Point forecasts can be useful in constructing the most likely scenario. The lower and upper limits of interval forecasts can form the basis of the construction of extreme scenarios (optimistic and pessimistic). Alternative forecasts, constructed under different assumptions concerning, e.g. the financial structure of the investment (LTV level), can also be a useful tool for creating scenarios. (DITTMANN 2011, p. 85) .
When constructing scenarios (and determining their number) it seems that it is worth taking into account that:
1) In the case of some variables, a small percentage change in their value can have a significant impact on the profitability of the investment. These variables can be identified for a given criterion of profitability (e.g., NPV, IRR, MIRR) through a sensitivity analysis (see, inter alia, Bełej, Cellmer 2006) . It is worth constructing individual scenarios for the different potential values. However, in the case of variables with a low impact on the profitability of the project, the number of scenarios can be limited to one. 2) Point forecasts of some variables are burdened with larger errors than point forecasts of other variables. This can result from, e.g., a lack of historical data, the high volatility in the value assumed by the variable in the past, the high sensitivity of the variable to macroeconomic factors, political factors, etc. For such variables, it is worth constructing interval and alternative forecasts, and, subsequently, individual scenarios on their basis. In the case of variables whose point forecasts are not encumbered with significant error (e.g., due to low volatility), one (baseline) scenario should be sufficient. 3) Some variables may be characterized by interdependence. Literature indicates three methods of constructing holistic (combined) scenarios, as being composed of the scenarios of individual explanatory variables (DITTMANN 2011, pp. 87-89) . The first method is based on joining the scenarios of explanatory variables according to a "round robin" principle. The disadvantage of this solution is its disregard for the relationships between the explanatory variables, resulting in substantively flawed combined scenarios. The second method assumes a combination of the scenarios of explanatory variables, taking into account previously identified relationships (regularities) between the explanatory variables. In constructing combined scenarios, knowledge of economics, market-specific economics (e.g. of the real estate market), valuation (e.g., of real estate) and appropriate statistical analysis (regarding variable correlation) is useful. The third method consists of building individual scenarios on the basis of uncontrolled, controlled, and dependent variables. Uncontrolled variables are defined as variables which the decision maker has no influence over; their value is independent of any decisions made by him (e.g WIBOR, interest rates). Controlled variables are variables whose value is determined by the decision maker's decisions (e.g. the amount of a loan taken out). Dependent variables are those variables whose values depend on the decisions made by the decision maker (e.g., the surface area rented www.degruyter.com/view/j/remav vol. 23, no. 3, 2015 depends on the amount of rent demanded) (SZPULAK 2010, pp. 219-220; SZPULAK 2003, p. 204) . A disadvantage is the difficulty of classifying some variables, e.g. rent paid by the tenant ultimately depends on the owner, but is also largely dependent on market conditions.
In the case of the construction of three basic scenarios (optimistic, baseline and pessimistic), the investor obtains three different possible rates of return. If the rate of return calculated in the pessimistic scenario is higher than the rate of return required by the investor, then the obvious decision to make is the decision to invest. If in the baseline scenario (i.e. the most likely to occur) the expected rate of return is lower than the rate required by the investor, then he should reject that investment. It is often the case that the rate of return calculated for the baseline scenario is higher than the required rate, but the rate calculated for the pessimistic scenario is lower than the required rate. In this case it is worth proposing: 1) the formulation of several intermediate scenarios (i.e. worse than the baseline but better than the originally assumed pessimistic scenario) and an assessment of the rate of return obtained in the case of their realization; 2) the calculation of the safety margins and profitability thresholds with regard to individual variables, in order to assess the investment risks; 3) an estimation of the probability of the realization of the original pessimistic scenario.
MIRR FCFE as a measure of the profitability of investing in an apartment for rent
Different measures may be used to evaluate the profitability of investments. Literature indicates a breakdown of profitability measures: 1) static or dynamic; 2) based on an accounting approach or in terms of cash; 3) in FCFF or FCFE formulas (inter alia, ROGOWSKI 2013). Static measures are constructed on the basis of the size of the given (single) investment year, or on the average from several years, and do not take into account the variability of the values in individual years, or the change in the value of money over time. The static measure is a simple rate of return which can be calculated, e.g. as: the average annual net profit on investment expenditure; the average annual cash flow on investment expenditure, or the average annual cash flow on investment expenditure increased by the capital gains obtained on the investment expenditure at the end of the investment. Dynamic measures take into account the variability of the values in individual years as well as the change in the value of money over time. These include, for example: internal rate of return (IRR), modified internal rate of return and net present value (NPV).
Measures representing an accounting approach are based on data coming from the profit and loss account. They include, for example: annual net profit to assets, annual net profit increased by capital gains at the end of investment to equity. Measures based on the cash approach are based on cash flows. These include, for example: annual cash flow to investment expenditure, internal rate of return based on cash flows (IRR), modified internal rate of return based on cash flows (MIRR), net present value. Because cash flows have a higher significance for the investor than does profit (HENCLEWSKA 2004) , the cash-based approaches to measures are recommended.
Measures of profitability can be calculated through the use of different net cash flow calculation formulas. The most commonly used formulas are the classic formula -FCFF (free cash flow to firm) and the ownership formula (free cash flow to equity). In the FCFF formula, investment and operational flows are taken into account, however financial flows are not considered (e.g. loan servicing costs). Income tax is calculated based on the operating profit (thus the tax shield related to loan servicing costs is not taken into account). The discount rate reflects the rate of return required by all suppliers of capital and is counted as the weighted average of capital cost (WACC). In the FCFE formula investment flows, operational flows and financial flows alike are taken into account. The income tax is estimated on the basis of actual taxable income. The discount rate is based on the rate of return required by the owner (at the cost of personal equity) (ROGOWSKI 2013) .
From the many available measures of the profitability of investments, modified internal rate of return -MIRR FCFE (formula 1) -was chosen for further considerations. This is a dynamic measure, based on cash flow in the FCFE formula. It is thus the appropriate measure, from a financial point of view, for investments which last over a year, with multiple flows, including investments consisting of the renting out of an apartment. It should be noted, however, that in the case of the unmodified measure, that is IRR FCFE , the assumption concerning the reinvestment of positive flows at the IRR is not met. MIRR FCFE resolves this problem. MIRR is easy to apply; its formula is accessible in Excel. In MIRR FCFE it can be assumed that the positive net cash flow generated by the investment is reinvested at an interest rate resulting from current market opportunities (this is the concept of external rate of return). In the article, it was assumed that this can be equal to the annual interest rates on bank deposits. The discount rate can be determined based on the cost of personal equity, and this may be due to, inter alia, the rate of return on alternative investments -therefore it may be different for different investors.
Retrospective analysis of the shaping of selected variables
For the purposes of efficiency calculations conducted for the investment in an apartment for rent, the investor should respond in particular to the following questions: what price will he sell the property for? What rental rate will he obtain in the individual years of the investment? How high will the mortgage installments he will pay be? What will the rate of return on reinvestment of the positive net cash flow be (using MIRR FCFE )? In the case of scenario analysis, the answers can be captured either as a range or as alternatives.
This article examines the formulation, in the past, of quantities determining or able to bring closer the values of individual explanatory variables. It was accepted that on the basis of the data obtained, e.g. dynamics, an attempt could be made to construct optimistic and pessimistic scenarios. WIBOR 3M was accepted as the variable which was responsible for the shaping of the value of mortgage loan installments. The average annual interest rate on bank deposits in Poland was accepted as the variable determining the formation of the rate of reinvestment. The average transactional rental rate for 1m 2 of space in specific Polish cities was accepted as the variable which allowed for the calculation of the rental income. The average transactional price for 1m 2 of space, corrected for the hedonic index on the secondary market in specific cities, was accepted as the variable allowing for an estimation of the selling price. The second portion of the analysis concerned the correlations between the explanatory variables -an important issue when combining the scenarios for various individual explanatory variables.
The analyses were conducted on quarterly data for the time period from 3Q of 2006 until 3Q of 2014 (for the rental rates -a time period from 3Q 2006 until 1Q 2014). The data from local markets encompassed 6 cities: Gdańsk, Cracow, Łódź, Warsaw and Wrocław. The source of the data was a report and the database of the Polish National Bank (AUGUSTYNIAK et al. 2013, www. nbp.pl/home.aspx?f=/statystyka/ pieniezna _i_bankowa /oprocentowanie_n.html) as well as a financial service (stooq.pl).
In order to answer the question: what selling price (at the end of the investment) can be assumed in individual scenarios? the price dynamics of 1m 2 of apartment space on local secondary markets in the past were examined. The relative increases of the average transaction price for 1m 2 of space were calculated, adjusted for the hedonic index of the secondary market for various investment periods (minimum 1 quarter, maximum 32 quarters), assuming various moments of the start of the investment. On this basis, for each of the cities examined, 32 box plots representing the distribution of changes in transaction price on the secondary market for investments from 1 quarter to 32 quarters in length were constructed (Fig. 1) . The plot for the investment lasting one quarter arose on the basis of 32 observations, the plot for the half year investment -on the basis of 31 observations, etc. The plots for the longest investment periods arose on the basis of limited data, e.g. the "plot" for 8 years consists of one observation. It should be acknowledged that these plots cannot form a foundation for scenario construction. On the basis of the plots relating to Gdańsk, in the case of the 6-year investment, a 16% fall in the price could be noted in the baseline scenario (as compared to the current price); in the case of the optimistic scenario, a 2% price increase was identified, and for the pessimistic scenario, a 30% price decrease was noted. It is worth taking into account the variable distribution for time periods encompassing a different number of quarters (especially those slightly shorter and slightly longer than the expected period of investment). Doubts concerning the concept of using the presented results in scenario construction should, however, be noted. Firstly, it must be emphasized that the prices assumed for the analyses are average prices on a given local market, adjusted for the hedonic index. However, in the case of a specific apartment, the volatility of its price on the secondary market may be wholly different. Secondly, the prices did not take into account the increasing degree of wear of the apartments, which should be considered in the form of an appropriate price adjustment. Thirdly, price increases demonstrate price dynamics on the secondary market; therefore, if the apartment were to be purchased on the primary market, an additional price adjustment should be performed. Lastly, the time period assumed for the studies (3Q 2006 to 3Q 2014) is too short -it does not encompass the full economic cycle, thus distorting the results, especially since investments in apartments for rent often last longer than 8 years.
It is also worth noting that the longer the investment time period, the lower the impact of the expected real estate selling price on the MIRR FCFE value (cf. ŻELAZOWSKI 2014, p. 48).
In order to answer the question of how to differentiate different scenarios based on the rental rate as well as its dynamics throughout the investment period, average rental rates of 1m 2 of residential space in specific cities were examined, and appropriate plots were constructed (Fig. 2) . Based on the obtained results, it can be concluded that the time period under investigation was characterized by a visibly high volatility in rents. For example, in Warsaw, the rental rate in 1Q 2009 was higher than the rental rate in 3Q 2006 by 33%, and subsequently fell. In 1Q 2014 it was lower than in 1Q 2009 by 12,5%. An even greater volatility characterized the rates in the remaining cities. In Cracow, an increase in rental rates of 50% (as compared to 3Q 2006 majority of the examined period. Gdańsk, however, was characterized by a downward trend. A constant decrease in rental rates can be observed in the last 15 quarters, amounting to around 22% when compared with 3Q 2006. When constructing scenarios for this variable, the data presented should be referred to.
Three problems, however, should be noted. Firstly, the analyses are based on average rental rates, calculated for the given local market on a quarterly basis. In the case of renting an apartment, however, the agreed upon rent is usually constant for an annual period, and sometimes for even longer. Secondly, the rental rate and its dynamics in the case of a specific apartment can differ from the average, thus in the case of each city, a more precise analysis is indicated (taking into account the rental rates in the given location and for the given apartment standard). Thirdly, the rates used in the analysis are not adjusted for the hedonic index, thus their differentiation in time can also be due to differences in quality between the proposed premises.
In order to answer the question of what mortgage payment installments to assume in individual scenarios and what dynamics for them, relative increases (individual and chain) of WIBOR 3M were calculated in the time period from 3Q 2006 to 3Q 2014 (Fig. 3) . It can be argued that the individual quarters were characterized by significant differences in WIBOR 3M rates. For this reason, constructing the pessimistic scenario for this variable should assume its marked increase (40%-60%) compared to the current rate. In the optimistic scenario, decreases of even 50% should be considered. In the short term, both dynamic changes from quarter to quarter as well as periods of relative stability (e.g. 3Q 2009-1Q 2011) were observed. It is worth emphasizing that in order to assess the likelihood of individual scenarios, the current level of WIBOR 3M should be taken into account (e.g. a low WIBOR 3M rate allows for the assumption of a greater likelihood of increase or stabilization rather than decrease). To answer the question: what interest rates on bank deposits should be adopted for individual scenarios and what dynamics for them?, the dynamics of interest rates on bank deposits were examined for the time period from 3Q 2006 until 3Q 2014 (Fig. 4) . It can be noticed that the changes in the interest rates on bank deposits in the studied time period were higher than in the case of the changes in WIBOR 3M . The average interest rate on deposits in 3Q 2006 amounted to 3.1%, then it rose up to 6.4% in 4Q 2008 (Fig. 5) -the change exceeded 100%. The decrease in 3Q 2014 as compared to 4Q 2008, however, amounted to over 50%. Thus, in constructing scenarios for longer time periods for this variable, it is also worth taking into account the wide range of variation. For shorter time frames, as in the case of the WIBOR 3M rates, both dynamic changes and periods of stabilization could be observed.
When combining the scenarios for particular explanatory variables into a holistic scenario, the interdependence of the explanatory variables is an important issue. In order to examine it, the correlation coefficients for the adopted variables were calculated and graphs were constructed (Figs. 5, www.degruyter.com/view/j/remav vol. 23, no. 3, 2015 6 1 ). It was determined, first of all, that, in line with expectations, there was a high correlation between the WIBOR 3M rate and the interest rate on bank deposits (the correlation coefficient amounted to 0.83). This means that neither scenarios in which both an increase in the WIBOR 3M and a decrease in interest rates on bank deposits, nor scenarios which assume a simultaneous decline in WIBOR 3M rates and increase in interest rates on bank deposits, should be constructed. Since in the MIRR model the WIBOR 3M is a deterrent, and the reinvestment rate -a stimulant, it can be concluded that thanks to the high correlation of these variables, the combined scenarios will be less extreme. In the case of the remaining variables, a lack of a clear interdependence was observed. Both quarters which were characterized by an increase in all variables and a decrease in all variables, as well as quarters showing increases in some variables and decreases in others can be indicated (Fig. 6) . Goodchild, analyzing the cyclical nature of the real estate market in Great Britain in the years 1968-2013 also pointed out the occurrence of time periods of: 1.) increases in rent and simultaneous increases in the value of real estate; 2.) decreases of rent and simultaneous decreases in the value of real estate; 3.) increases in rent and concurrent decreases in the value of real estate; 4.) decreases in rent and concurrent increases in the value of real estate (GOODCHILD 2014) . This means that in the construction of combined scenarios, both extreme scenarios (e.g. pessimistic, with a simultaneous decrease in the selling price, decrease in rent and decrease in interest rates on deposits) as well as intermediate scenarios (e.g. an increase in selling price, decrease in rent and increase in the interest rate on deposits) should be taken into account. (AUGUSTYNIAK et al. 2013, www.nbp.pl/home.aspx?f=/statystyka/pieniezna_i_bankowa/oprocentowanie_n.html).
Conclusion -summary of the results
Statistical methods are often used in the study of the real estate market (see, inter alia, FORYŚ, GDAKOWICZ 2004, pp. 41-49; FORYŚ, GDAKOWICZ 2006, pp. 335-342; ZHOU, HAURIN 2010, pp. 377-395; GU 2002, pp. 213-233) . The retrospective regularities discovered can serve to predict the evolution of events in the future. It should be noted, that the suggestion of using historical data in scenario analysis which is presented in this article is not the only possible concept. In scenario construction, it is worth using different modeling and forecasting methods widely described in literature. The possibility of modeling and forecasting the price of real estate or rental rates of residential dwellings was studied by, inter alia: BARAŃSKA 2004 pp. 5-16; BARAŃSKA 2008, pp. 33-45; BERACHA, WINTOKI 2013, pp. 283-312; MUCZYŃSKI et al. 2007, pp. 177-185; LI, ROSENBLATT 1997, pp. 81-104; WIŚNIEWSKI 2007 . It is worth adding that in the case of the analysis of the risk involved in investing in residential real estate, demographic indicators and the growing saturation of the market for rental housing should, in particular, be taken into account. In the article, the possibility of taking into account retrospective regularities when constructing scenarios was demonstrated. However, as was emphasized in the article, the assumed research period was quite short. This resulted from the availability of data concerning local real estate markets. The applicability of the results obtained based on a time series which does not encompass the full economic cycle can raise doubts. More useful would be an analysis conducted on the basis of a longer www.degruyter.com/view/j/remav vol. 23, no. 3, 2015 time period, e.g. 16 years, due to the long term nature of investments on the real estate market. It seems that it can be accepted, however, that the time period is sufficient for pessimistic and baseline scenario construction, as the predominant portion of the studied time period was characterized by economic downturn and stabilization on the real estate market. And for an investor, scenarios which take into account risk in terms of the negative aspect (pessimistic) are more important than those considering the positive aspect (optimistic).
It is worth noting that in the case of investments financed by a mortgage in a foreign currency (e.g. CHF, EUR) an important variable influencing the profitability of the investment is the exchange rate. It can be subject to strong fluctuations, and at a high LTV ratio, dramatically change the profitability of the investment. Thus, the investor financing the real estate through a loan in a foreign currency should also examine the variability in LIBOR and the CHF exchange rate, or the EURIBOR and EUR exchange rate. In this article, such an analysis was not undertaken, as the S Recommendation from June 2013, changing the conditions for the granting of foreign currency loans starting in July 2014, made it virtually impossible for Polish investors to incur mortgages in foreign currencies.
