Steenrod Operators, the Coulomb Branch and the Frobenius Twist, I by Lonergan, Gus
ar
X
iv
:1
71
2.
03
71
1v
2 
 [m
ath
.R
T]
  1
3 J
an
 20
18
STEENROD OPERATORS, THE COULOMB BRANCH AND THE
FROBENIUS TWIST, I
GUS LONERGAN
Abstract. In Part I, we use Steenrod’s construction to prove that the quan-
tum Coulomb branch is a Frobenius-constant quantization. We will also
demonstrate the corresponding result for the K-theoretic version of the quan-
tum Coulomb branch. In Part II, we use the same method to construct a
functor of categorical p-center between the derived Satake categories with and
without loop-rotation, which extends the Frobenius twist functor for represen-
tations of the dual group.
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1. Introduction
1.1. This paper is about power operations.
Homological algebra
Steenrod’s construction
Power operations Coulomb branch
Frobenius-constant quantizations
A power operation is an enhanced version of a pth-power map. One of the most
famous examples is Steenrod’s operations [15], a cornerstone of algebraic topology.
In Section 2, we will give an account of Steenrod’s construction in the language of
derived categories. In these terms, the construction itself is very simple, and it yields
not only Steenrod’s cohomology operations but also operations in Borel-Moore ho-
mology, which are presumably related to the Kudo-Araki-Dyer-Lashof operations
[11],[9]. A reader who knows about equivariant constructible derived categories on
complex algebraic varieties will be able to understand these constructions even if
they do not know any homotopy theory. Perhaps this is an advantage.
1.2. In Section 3, we will introduce a different type of power operation, due to
Bezrukavnikov-Kaledin [6], which is an important tool in non-commutative alge-
braic geometry. Such a power operation is known as a Frobenius-constant quanti-
zation. Essentially, a Frobenius-constant quantization of a commutative algebra A
over Fp is a 1-parameter flat deformation A~ of A in associative algebras which has a
large center; see Subsection 3.1 for a precise definition which also justifies regarding
such a thing as a power operation. The main example is the Weyl algebra
Fpr~sxx, By{prB, xs “ ~q
which contains xp, Bp in its center.
1.3. We will then illustrate a general method to apply Steenrod’s construction
to produce Frobenius constant quantizations. It is not completely clear just how
general this method may be, but heuristically it ought to work whenever the multi-
plication in A~ is somehow related to, if not directly inherited from, the homotopy-
commutative multiplication of a based loop group. The example which we use to
illustrate the method is the quantum Coulomb branch of Braverman-Finkelberg-
Nakajima [4] - or rather, its natural characteristic p version. That is, we prove:
Theorem 1.1. For any complex reductive algebraic group G, and finite-dimensional
representation N of G, and any odd prime p, the quantum Coulomb branch is a
Frobenius-constant quantization.
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The Coulomb branch is the G-equivariant Borel-Moore homology of a certain
algebraic space R; the quantum Coulomb branch is obtained by switching on loop-
rotation equivariance. The key geometric insight behind the Theorem is that,
following ideas of Beilinson-Drinfeld [1], one may deform the space R with its µp-
action by loop rotation, toRp with its µp-action by permuting the factors cyclically.
1.4. This is already quite a broad class of examples. For instance, it includes
partially spherical rational Cherednik algebras, see [2], [17]. It is expected that
the same underlying geometry will lead to the discovery of large centers of related
algebras. In fact, in Section we indicate how the same underlying geometry shows
that the K-theoretic version of integral quantum Coulomb branch, which is it-
self a q-deformation of the K-theoretic version of the Coulomb branch, admits a
large center when q is evaluated at any complex root of unity (not necessarily of
prime order). Essentially the only difference with the homological case is to replace
Steenrod’s construction with a so-called ‘Adams construction’ which is to Adams
operations as Steenrod’s construction is to Steenrod’s operations.
Question 1.2. Are there such things as equivariant elliptic Borel-Moore homology
and equivariant elliptic K-homology? Can we similarly deduce the analogous ‘large
center’ statements for these in the loop group situation?
1.5. In part II of this work, we apply the same method in the case N “ 0 but to
the entire Satake category. We thus obtain a triangulated monoidal central functor
F~ : D
b
GpOqpGrG,Fpq Ñ D
b
GpOq¸C˚pGrG,Fpqr~
´1s
where ~ is the first Chern class of B C˚. The approach is entirely analogous to
Gaitsgory’s ‘central sheaves’ [10]. There is a ‘perverse Tate cohomology’ functor
pH0Tate : D
b
GpOq¸C˚
pGrG,Fpqr~
´1s Ñ PervsphpGr,Fpq, and we show:
Theorem 1.3. Let G_ denote the Langlands dual group to G over Fp. Let S :
ReppG_q
„
ÝÑ PervsphpGr,Fpq be the geometric Satake equivalence [13]. Then the
functor
S´1 ˝ pH0
Tate
˝ F~ ˝ S : ReppG
_q Ñ ReppG_q
is isomorphic to the Frobenius twist functor.
The operation of perverse Tate cohomology is strictly necessary in general. How-
ever, if a representation of G_ has a Zp-free lift, then we can cook up its Frobenius
twist ‘on the nose’ using the same geometry. We will formulate this precisely,
and propose some links to derived geometric Satake and the Finkelberg-Mirkovic
conjecture, in the next installment.
Warning 1.4. The proof of Theorem 1.1 relies quite heavily on the theory of
placid ind-schemes, dimension theories etc., see [14]. The first half of Section 3
simultaneously reviews this theory and introduces the examples which are relevant
for us. As such it is written to be reasonably convincing, with the key facts explained
in full detail, but with some details missing. All of the details are available in [14],
which the reader is strongly recommended to read.
Acknowledgements. I wish to thank many people for their interest, help and en-
couragement, even if they are not aware of it, including D. Ben-Zvi, A. Braverman,
P. Etingof, V. Ginzburg, I. Loseu, D. Vogan. Special thanks go to D. Nadler and
V. Drinfeld for inviting me to speak about this project at their seminars, causing a
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dramatic improvement in my productivity levels; to G. Williamson, for raising the
question1: ‘What is the representation-theoretic meaning of the Steenrod algebra
action on mod-p cohomology?’, which this project is an attempt to answer; to my
adviser R. Bezrukavnikov, for eternal patience and support; and to J. Louveau,
whom this is for.
2. Steenrod’s construction
2.1. Overview. Let p be an odd prime number, and let µp be the group of complex
pth roots of unity. Let R be a commutative ring. Let k be a field of characteristic
p, and let F : k Ñ k be the Frobenius map. Let X be a topological space and let
DbpX,Rq denote the bounded derived category of sheaves of k-modules on X . We
write Xµp for Mappµp, Xq. Following Steenrod [15], we construct a functor
St : DbpX,Rq Ñ DbµppX
µp , Rq
whereDbµppX
µp , Rq denotes the bounded µp-equivariant derived category of sheaves
of R-modules on Xµp . This functor is not linear or triangulated, but nonetheless if
we take R “ k, compose with restriction to the diagonal and apply to morphisms
between shifted constant sheaves we obtain linear maps
F˚HnpX, kq Ñ Hpnµp pX, kq –
à
i`j“pn
HipX, kq bHjpBµp, kq(2.1)
for each n ě 0. Recall that H˚pBµp, kq “ kra, ~s is the super-polynomial algebra in
one variable a of degree 1 and one variable ~ of degree 2. Here ~ is the first Chern
class of the tautological complex line bundle on Bµp arising from the embedding
µp Ă C
˚.
The direct sum of the maps of equation 2.1 is not in the most naive sense an
algebra homomorphism. This fact led Steenrod to introduce certain correction
factors which make it so; his famous cohomology operations are then defined to be
the coefficients of the resulting algebra homomorphism in the monomial basis of
kra, ~s. However, the sum of maps of equation 2.1 does give a homomorphism of
super-graded algebras
H˚pX, kqp1q Ñ H˚µppX, kq – H
˚pX, kqra, ~s(2.2)
where H˚pX, kqp1q denotes the Frobenius twist of H˚pX, kq. Naively one might
think that this is just the p-dilation of F˚H˚pX, kq. This is wrong: rather, the nat-
ural and correct definition of the Frobenius twist of an algebra A in any symmetric
monoidal category over k is as the Tate cohomology:
Ap1q :“ Hˆ0µppA
bµpq
where the symmetric monoidal structure endows Abµp with the structure of µp-
equivariant algebra. In the case of the super-graded k-algebra H˚pX, kq, the un-
derlying super-graded k-module of this construction is the same as the p-dilation
of F˚H˚pX, kq, but the multiplication differs by a sign2, removal of which is part
of the purpose of Steenrod’s correction factors.
1At the AIM Workshop: Sheaves and modular representations of reductive groups, March 28
to April 1, 2016.
2When p ” 3 mod 4.
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We prefer therefore to use Steenrod’s operations in their raw form - that is,
without the correction factors and packaged as in equation 2.2. This has the ad-
vantage of revealing the fundamental connected between Steenrod’s operations and
the Artin-Schreier map, which is obscured by the correction factors:
Fact 2.1. Let X “ BT for some complex torus T . Then the Picard group of X
is canonically isomorphic to the character lattice X‚pT q of T , and the cohomology
ring is the polynomial algebra
H˚pX,Zq “ SymZX
‚pT q
with X‚pT q in degree 2. This is equal to the ring OptZq of polynomial functions on
the canonical Z-form of the scheme t “ LiepT q. Likewise we have
H˚pX, kq “ Optkq
where tk denotes the canonical k-form of t. Under this identification, the map of
equation 2.2 factors as
Optkq
p1q AS~ÝÝÝÑ Optkqr~s Ă Optkqra, ~s
where AS~ corresponds, on the level of k¯-points, to the k¯
ˆ-equivariant family, pa-
rameterized by ~ P k¯, of additive maps of free k¯-modules
k¯ b tk Ñ k¯
p1q b tkř
i xi b vi ÞÑ
ř
ipx
p
i ´ ~
p´1xiq b vi
for a basis tviu of tFp . This family interpolates between the usual Artin-Schreier
map for ~ “ 1 and the Frobenius map for ~ “ 0.
Remark 2.2. The appearance of AS~ in the topological setting was the first indi-
cation that Steenrod’s construction might be related to the theory of Frobenius-
constant quantizations, where AS~ plays a central role, see Fact 3.2.
2.2. Steenrod’s construction. Recall that p is an odd prime, µp is the group of
complex pth roots of unity, R is a commutative ring, k is a field of characteristic
p and X is a topological space. We denote by CbpX,Rq, DbpX,Rq the (bounded)
cochain, derived categories of sheaves of R-modules on X . If Y is a topological
space with an action of µp, we denote by C
b
µp
pY,Rq, DbµppY,Rq the corresponding
µp-equivariant categories. Since µp is a finite group, these are the same as the
(bounded) cochain, derived categories of µp-equivariant sheaves of R-modules on
Y .
Consider the functor of pth external tensor power
CbpX,Rq
bp
ÝÝÑ CbpXµp , Rq.
It sends quasi-isomorphisms to quasi-isomorphisms, and so descends to a (non-
triangulated) functor
DbpX,Rq
bp
ÝÝÑ DbpXµp , Rq
by the universal property of derived categories. Notice that the cochain-level functor
factors as
bp : CbpX,Rq
StCÝÝÑ CbµppX
µp , Rq ÝÑ CbpXµp , Rq.
To make this explicit, we first choose an isomorphism
µp – Z {p – t1, . . . , pu “: rps;
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the result will be independent of this choice. Write σ for the generator of µp
corresponding to 1 under the isomorphism. Then, for a complex A‚, we give the
complex
pA‚qbp “
˜ à
i1`...`ip“‚
Ai1 b . . . b Aip
¸‚
the µp-equivariant structure by letting the generator σ act by the direct sum of the
canonical isomorphisms of sheaves
Ai1 b . . . b Aip – σ˚pAi2 b . . . b Aip b Ai1 q
each twisted by the sign p´1qi1pn´i1q. The sign twist is the natural (Koszul) choice
which makes the action of µp commute with the differential. Moreover, given a
chain map f : A‚ Ñ B‚, fbp is automatically a µp-equivariant chain map. Since
the functor CbµppX
µp , Rq Ñ CbpXµp , Rq reflects quasi-isomorphisms, it follows im-
mediately that StC descends to a functor StD as below:
bp : DbpX,Rq
StDÝÝÑ DbµppX
µp , Rq ÝÑ DbpXµp , Rq.
Writing Σ for the suspension functor, we have StDΣ – Σ
pStD. Also, StD is not
triangulated, nor additive or even linear. The following two propositions control
the failure of linearity.
Proposition 2.3. Suppose given two parallel morphisms f, g : A‚ Ñ B‚ in DbpX,Rq.
Then the morphism
StDpf ` gq ´ StDpfq ´ StDpgq : StDpA
‚q Ñ StDpB
‚q
is an induced map. That is, there exists some non-equivariant map
h : pA‚qbµp Ñ pB‚qbµp
such that the equivariant map
Avphq “
ÿ
xPµp
xhx´1 : StDpA
‚q Ñ StDpB
‚q
is equal to StDpf ` gq ´ StDpfq ´ StDpgq.
Proof. Let us right away replace A‚, B‚ by isomorphic objects so that f, g become
genuine maps of complexes. Let f, g denote the constant functions µp Ñ tf, gu
with respective values f, g. Then µp acts freely on tf, gu
µp ´ tf, gu; choose a set
th1, . . . , hnu of orbit representatives (n “ p2
p ´ 2q{p). Then each hi determines a
non-equivariant map pA‚qbµp Ñ pB‚qbµp , hence so does their sum h. Then, we
have
pf ` gqbµp ´ fbµp ´ gbµp “
ÿ
xPµp
xhx´1
where, by definition xhx´1 is the composition:
xhx´1 : pA‚qbµp – x˚pA‚qbµp
x˚phq
ÝÝÝÝÑ x˚pB‚qbµp – pB‚qbµp
where the two isomorphisms are given by the equivariant structures. 
Proposition 2.4. StD is Frobenius-multiplicative with respect to the action of the
multiplicative monoid R on hom-sets. That is, StD determines a functor
StD : Ind
R
RD
bpX,Rq Ñ DbµppX
µp , Rq
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which respects multiplication by R. Here the category on the left is obtained from
DbpX,Rq by regarding each hom-set as a set with an action of the multiplicative
monoid R and inducing along the pth-power map of monoids RÑ R.
Note that IndRRD
bpX,Rq is not an additive category in general. However, sup-
pose that R “ k and k is perfect. In that case, the Frobenius map of monoids is
actually a map of rings F , and is moreover bijective. Write M : k -mod Ñ k -set
for the forgetful functor, where k -set denotes the category3 of sets with action of
the multiplicative monoid k. We have the following:
Lemma 2.5. Suppose that k is a perfect field of characteristic p. Then we have
M ˝ F˚ – Indkk ˝M.
Proof. Indeed, in that case both F˚ and Indkk are equivalent to functors which
do not change the underlying abelian group/set, and only change the way that k
acts. 
It follows that if k is a perfect field of characteristic p, we have produced a
k-multiplicative functor
StD : F
˚DbpX, kq Ñ DbµppX
µp , kq.
Since F˚DbpX, kq is triangulated, we find this statement somewhat nicer that the
version for general R.
2.3. Localization. The category DbµppX
µp , Rq is enriched, in a triangulated sense,
over H˚µppX
µp , Rq. That is, the monoidal structure of DbµppX
µp , Rq gives maps of
R-modules
HnµppX
µp , Rq – HomDbµp pX
µp ,RqpR,Σ
nRq Ñ HomDbµp pX
µp ,RqpId,Σ
nq
for each n ě 0, whose sum is a map of algebras. In particular, DbµppX
µp , Rq is
enriched in the same sense over
H˚µpp˚, Rq – H
˚pBµp, Rq – Rb
L
Z pZr~s{p~q.
Here ~ is the first Chern class of the tautological line bundle on Bµp corresponding
to the embedding µp Ñ C
˚. In particular this super-commutative ring receives
a map from R bL
Z
Zr~s “ Rr~s so that DbµppX
µp , Rq is enriched over Rr~s. Thus
we may consider the 2-periodic R-linear triangulated category DbµppX
µp , Rqr~´1s,
which is enriched over
RbLZ pZr~s{p~qr~
´1s – RbLZ Fpr~
˘1s.
The degree 0 component of this ring is R{p, and the natural map from R to here
is the modular reduction map. In particular, there is a Frobenius map of rings
F : RÑ RbLZ Fpr~
˘1s
In this way, it makes sense to ask whether a functor from a triangulated category
enriched over R to one enriched over RbL
Z
Fpr~
˘1s is Frobenius-linear.
3The reader may prefer to replace this by its full subcategory of all kˆ-sets with a unique
stable point.
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Proposition 2.6. The composition
St1D : D
bpX,Rq
StDÝÝÑ DbµppX
µp , Rq Ñ DbµppX
µp , Rqr~´1s
is exact, Frobenius-linear and preserves direct sums.
Proof. First we prove that St1D preserves direct sums. Let A
‚, B‚ be complexes in
DbpX,Rq. We argue as in the proof of Proposition 2.3 that we have
StDpA
‚ ‘B‚q – StDpA
‚q ‘ StDpB
‚q ‘ Ind
µp
1 C
‚
for some complex C‚ in DbpXµp , Rq. Here Ind
µp
1 is the averaging functor
Ind
µp
1 : D
bpXµp , Rq Ñ DbµppX
µp , Rq
bi-adjoint to the restriction functor Res
µp
1 . Therefore, it suffices to prove that the
composition
DbpXµp , Rq
Ind
µp
1ÝÝÝÝÑ DbµppX
µp , Rq Ñ DbµppX
µp , Rqr~´1s
is isomorphic to 0. This follows by adjunction from the fact that Res
µp
1 p~q “ 0.
Next we prove Frobenius-linearity. By Proposition 2.4, it suffices to prove that
St1D respects addition of parallel morphisms. By Proposition 2.3, it is enough to see
that the image of an induced morphism in DbµppX
µp , Rq in the localized category
DbµppX
µp , Rqr~´1s is 0. This we have shown in the previous paragraph.
Finally, we prove exactness. First we must specify an exact structure, i.e. an
isomorphism e : ΣSt1D – St
1
DΣ, which makes the image under St
1
D of any triangle a
triangle. Note that since p is odd, there is a morphism in DbµppX
µp , Rq of functors
~pp´1q{2 : Σ ÝÑ Σp which becomes an isomorphism when ~ is inverted. Already on
the level of complexes we have a canonical isomorphism ΣpStC – StCΣ. The exact
structure is taken to be the composition
e : ΣSt1D
ppp´1q{2q!~pp´1q{2
ÝÝÝÝÝÝÝÝÝÝÝÑ ΣpSt1D – St
1
DΣ.
This is indeed an isomorphism since the localized category is enriched over Fp. The
reason for the factor ppp´ 1q{2q! will be explained shortly. Thus, given a triangle4
B‚
g
ÝÑ C‚
h
ÝÑ ΣA‚
´Σf
ÝÝÝÑ ΣB‚
in DbpX,Rq, we have a triangle
St1DpB
‚q
St1DpgqÝÝÝÝÑ St1DpC
‚q
St1DphqÝÝÝÝÑ St1DpΣA
‚q
St1Dp´Σfq“´St
1
DpΣfqÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ St1DpΣB
‚q§§đ– e´1
ΣSt1DpB
‚q
in DbµppX
µp , Rqr~´1s. We must show that this is exact whenever the original trian-
gle is. Since any exact triangle in a derived category is isomorphic to a semi-split
one, we may assume that f is a chain map and C‚ is the usual mapping cone
satisfying
Cn “ An`1 ‘Bn
4We have immediately rotated the arbitrary exact triangle A‚
f
ÝÑ B‚
g
ÝÑ C‚
h
ÝÑ A‚ for
convenience later.
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with differential ˆ
´d 0
f d
˙
.
So we have
StCpC
‚q “
˜ à
i1`...`ip“‚
pAi1`1 ‘Bi1q b . . . b pAip`1 ‘Bipq
¸‚
with some differential5. This complex has a pp ` 1q-step equivariant increasing
filtration
StCpB
‚q “ F0StCpC
‚q Ă . . . Ă FpStCpC
‚q “ StCpC
‚q
where FiStCpC
‚q consists of the subcomplex of StCpC
‚q in which at most i sum-
mands A? are taken in the expansion of the external tensor product. The inclusion
of the zeroth piece of this filtration is equal to StCpgq, while the quotient map
StCpC
‚q։ StCpC
‚q{Fp´1StCpC
‚q – StCpΣA
‚q
is equal to StCphq. Furthermore, arguing as in Proposition 2.3, we see that FiStCpC
‚q{Fi´1StCpC
‚q
is an induced complex for each 1 ď i ď p´ 1. Therefore, the map
StCpC
‚q{StCpB
‚q։ StCpΣA
‚q
becomes an isomorphism in DbµppX
µp , Rqr~´1s. Consider now the commutative
diagram:
StCpB
‚q
StCpgq
ÝÝÝÝÑ StCpC
‚q
α
ÝÝÑ StCpC
‚q{StCpB
‚q
β
ÝÝÑ ΣStCpB
‚q§§đ“ §§đ“ §§đγ
StCpB
‚q
StCpgq
ÝÝÝÝÑ StCpC
‚q
StCphq
ÝÝÝÝÑ ΣpStCpA
‚q
´ΣpStCpfq
ÝÝÝÝÝÝÝÝÑ ΣpStCpB
‚q
of equivariant chain complexes. Here α, β are the usual chain maps which make
the image of the top row in DbµppX,Rq an exact triangle, γ is the quotient map,
whose image in DbµppX,Rqr~
´1s is an isomorphism, and StCΣ has been identified
with ΣpStC . Comparing with the definition of the triangle obtained by applying
St1D to B
‚ gÝÑ C‚
h
ÝÑ ΣA‚
´Σf
ÝÝÝÑ ΣB‚, we see that it is enough to prove that the
diagram
StDpC
‚q{StDpB
‚q
β
ÝÝÑ ΣStDpB
‚q§§đγ §§đppp´ 1q{2q!~pp´1q{2
ΣpStDpA
‚q
´ΣpStDpfq
ÝÝÝÝÝÝÝÝÝÑ ΣpStDpB
‚q
commutes in DbµppX,Rqr~
´1s. Here we have written β, γ for their own images in
DbµppX,Rq. Let D
‚ be the cocone of A‚
id
ÝÑ A‚, so that f induces a map D‚ Ñ C‚.
We have a commutative diagram
StCpD
‚q{StCpA
‚q
ǫ
ÝÑ ΣStCpA
‚q§§đδ §§đΣStCpfq
StCpC
‚q{StCpB
‚q
β
ÝÑ ΣStCpB
‚q
where ǫ is the standard boundary map, and the vertical arrows are induced6 by
f . Now γδ becomes an isomorphism in DbµppX
µp , Rq for the same reason that γ
5Which the reader may write down if desired. Its exact form is not important.
6Without additional signs - the sign changes in the horizontal rows are complementary.
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does; therefore so does δ. So it is enough to show that the composition of these two
diagrams is commutative. By functoriality of ~, the resulting composition equals
StDpD
‚q{StDpA
‚q
ǫ
ÝÑ ΣStDpA
‚q§§đγδ §§đΣpStDpfq ˝ ppp´ 1q{2q!~pp´1q{2
ΣpStDpA
‚q
´ΣpStDpfq
ÝÝÝÝÝÝÝÝÝÑ ΣpStDpB
‚q
Let
p “ pRÑ Rrµps
σ´1
ÝÝÝÑ Rrµps
N
ÝÑ . . .
σ´1
ÝÝÝÑ Rrµpsq
be the equivariant resolution of the trivial Rrµps-module supported in degrees p1´
pq, . . . , 0. We have the standard chain maps pÑ R, which is an isomorphism in the
equivariant derived category, and p Ñ Σp´1R, which equals ~pp´1q{2 by definition.
Now ǫ is a chain map, which is an isomorphism in the equivariant derived category
but not in the equivariant complex category. However, there is a chain map
pbΣStCpA
‚q
ζ
ÝÑ StCpD
‚q{StCpA
‚q
such that ǫζ is induced by the standard chain map p Ñ R (i.e. counit in degree
0). To see this, it is enough to do the case A‚ “ R and then tensor on the right
with StCpA
‚q. In that case, we are looking for an equivariant chain map from the
complex
RÑ Rrµps
σ´1
ÝÝÝÑ Rrµps
N
ÝÑ . . .
σ´1
ÝÝÝÑ Rrµps
supported in degrees ´p, . . . ,´1 to the complex E‚ satisfying
Ei “
à
SĂrps
|S|“´i
RS
where RS is a copy of R, and with differential sending RS to
À
sPS RS´tsu by
p1,´1, 1, . . .q. Let us write 1S for the canonical generator of RS . One example of
such a map is the map which sends the element 1 in the degree ´p2i ` 1q copy of
Rrµps to the term:
´i!
ÿ
TĂt2,...,pu
|T |“2i
even block lengths
1t1uYT
and sends the element 1 in the degree ´p2i` 2q copy of Rrµps to the term:
´i!
ÿ
TĂt3,...,pu
|T |“2i
even block lengths
1t1uYt2uYT .
The sign is chosen so that ǫζ is induced by the standard chain map p Ñ R. We
compute:
γδζ “ ´ppp´ 1q{2q!~pp´1q{2.
Therefore, the two paths StDpD
‚q{StDpA
‚q Ñ ΣpStDpB
‚q in this composed di-
agram are equalized by ζ. Since ζ is an isomorphism in DbµppX
µp , Rqr~´1s, they
coincide in the localized category as required. 
Corollary 2.7. Suppose R “ k is a field of characteristic p. Then we have a
triangulated k-linear functor
St1D : F
˚DbpX, kq Ñ DbµppX
µp , Rqr~´1s.
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2.4. Six functors. We are mainly concerned with the case where X is the (Borel)
quotient EGˆ
G
Y of a complex algebraic variety Y by the action of some affine
algebraic group G, and R is a Noetherian ring of finite homological dimension.
In this case we will replace the category Db with its constructible analogue Dbc.
That is, any G-equivariant constructible sheaf on Y descends to a sheaf on X , and
DbcpX,Rq is the thick subcategory of D
bpX,Rq generated by all such sheaves. We
will usually write Dbc,GpY,Rq instead of D
b
cpX,Rq.
The constructions of the previous section preserve constructibility, so we have a
Steenrod construction
StD : D
b
c,GpY,Rq Ñ D
b
c,Gµp¸µppY
µp , Rq.
Recall that we have the six functor formalism for constructible derived categories.
We assume that the reader is familiar with this material, but remind him/her of
the standard notation: for a G-equivariant algebraic map f : Y Ñ Y 1, we have the
adjoint pairs of exact functors
f˚ : Dbc,GpY
1, Rq Õ Dbc,GpY,Rq :f˚
f! : D
b
c,GpY,Rq Õ D
b
c,GpY
1, Rq :f !
and also a pair of bi-exact bifunctors
p´q b p´q : Dbc,GpY,Rq ˆD
b
c,GpY,Rq Ñ D
b
c,GpY,Rq
Homp´,´q : Dbc,GpY,Rq
op ˆDbc,GpY,Rq Ñ D
b
c,GpY,Rq
related by a tensor-hom adjunction. There is also a Verdier duality functor D,
and an exceptional tensor product b!, which can be written in terms of the other
functors, as can the external tensor product b. We call the collection of all of
these functors the six plus functors. Notice that Gµp ¸µp is also an affine algebraic
group, so the six functor formalism exists for the target category of StD. Also if
f : Y Ñ Y 1 is G-equivariant then fµp : Y µp Ñ pY 1qµp is Gµp ¸µp-equivariant. The
following fact is essentially a consequence of the same fact for bp:
Proposition 2.8. Steenrod’s construction is compatible with the six functor for-
malism. That is, we have canonical isomorphisms
pfµpq˚StD – StDf
˚
pfµpq˚StD – StDf˚
pfµpq!StD – StDf!
pfµpq!StD – StDf
!
StDp´q b StDp´q – StDp´ b ´q
HompStDp´q, StDp´qq – StDHomp´,´q
commuting with any and all adjunction morphisms of the six functor formalism.
We have the same compatibilities with functors St1D.
Remark 2.9. Many of the six plus functors are defined in much more general con-
texts than the constructible derived category. For instance f˚, f˚ are defined in
complete generality, and their compatibilities with Steenrod’s construction hold in
that generality. One expects that, in some sense, any time any of these functors is
defined it is compatible with Steenrod’s construction. But we wish to avoid making
any precise statement along these lines.
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2.5. Tate’s construction. Note that the object StDpΣ
nRq is canonically isomor-
phic to ΣpnR with its trivial µp-equivariant structure. Here R is the constant sheaf.
Since a degree n cohomology class is just a morphism R Ñ ΣnR in DbpX,Rq, we
thus obtain a Frobenius-multiplicative map of multiplicative R-sets:
StH : HnpX,Rq Ñ Hpnµp pX
µp , Rq.
This map is not Frobenius-linear, but as in Proposition 2.3, its deviation from
additivity is by a class induced from HpnpXµp , Rq. To see how these maps interact
with multiplication, we make the following definition.
Definition 2.10. Let pC, ˚,1, e, a, sq be a symmetric monoidal abelian category
enriched over some commutative ring R, i.e. C is an abelian category, ˚ is a bi-
exact R-linear functor Cˆ C Ñ C, 1 is an object of C, e is a pair of equivalences
1 ˚Id – Id – Id ˚ 1, a is an associativity constraint for ˚ and s is a commutativity
constraint for ˚, satisfying natural compatibilities. Let A be an object of C. Then
s determines an action of µp on A
˚µp , and we define
Ap1q :“ Hˆ0µppA
µpq :“ kerA˚µp p1´ σq{ imA˚µp pNq.
This is the so-called Tate construction. For a morphism f : AÑ B the morphism
f˚µp : A˚µp Ñ B˚µp is µp-equivariant and so induces a morphism A
p1q Ñ Bp1q, so
that p´qp1q becomes a functor.
Lemma 2.11. p´qp1q is additive over Z.
Proof. We essentially rehash the proof of Propositions 2.3, 2.6. First we show that
p´qp1q is linear over Z. Suppose f, g : AÑ B are two parallel morphisms in C. Let
f, g denote the constant functions µp Ñ tf, gu with respective values f, g. Then
µp acts freely on tf, gu
µp ´tf, gu; choose a set th1, . . . , hnu of orbit representatives
(n “ p2p ´ 2q{p). Then each hi determines a non-equivariant map A
˚µp Ñ B˚µp ,
and we have
pf ` gq˚µp ´ f˚µp ´ g˚µp “
ÿ
xPµp
nÿ
i“1
xhix
´1.
Restricting to kerA˚ µp p1´ σq, this becomes
ppf ` gq˚µp ´ f˚µp ´ g˚µpqker
A
˚µp p1´σq
“
ÿ
xPµp
nÿ
i“1
xhi “ N
nÿ
i“1
hi
which factors through imB˚µp pNq as required.
Next we show that p´qp1q preserves direct sums. Let A,B denote the con-
stant functions µp Ñ tA,Bu with respective values A,B. Then µp acts freely
on tA,Buµp ´ tA,Bu; choose a set tC1, . . . , Cnu of orbit representatives. Then
each Ci determines an object of C, and as a µp-module in C we have
pA‘Bq˚µp – A˚µp ‘B˚µp ‘
nà
i“1
Cirµps.
The result then follows from the fact that Hˆ0µppkrµpsq “ 0 in R -mod. 
Let SVectk denote the symmetric monoidal category of Z {2-super graded k-
vector spaces.
STEENROD OPERATORS, THE COULOMB BRANCH AND THE FROBENIUS TWIST, I 13
Lemma 2.12. Suppose that R “ k is a field of characteristic p and that C admits
a super-fiber functor C Ñ SVectk. Then p´q
p1q is exact, monoidal and Frobenius-
linear over k. In the case C “ SVectk, p´q
p1q is equivalent to the functor kbF (-)
which tensors the k-linear structure along the Frobenius map F : k Ñ k.
Proof. Since Tate’s construction commutes with the fiber functor, it is enough to
take C “ SVectk, where it is a simple calculation using bases. 
Now suppose that A,B are objects of C. We have a µp-equivariant isomorphism
pA ˚Bq˚µp – pA˚µp ˚B˚µpq. We have also the natural inclusions
kerA˚ µp p1 ´ σq ˚ kerB˚µp p1´ σq Ñ kerA˚µp˚B˚ µp p1´ σq
imA˚µp pNq ˚ kerB˚µp p1´ σq Ñ imA˚ µp˚B˚µp pNq
kerA˚µp p1´ σq ˚ imA˚µp pNq Ñ imA˚µp˚B˚ µp pNq
which induce a map Ap1q ˚Bp1q Ñ pA ˚Bqp1q. Suppose that pA,1A,mAq is a unital
ring in C. Then Ap1q still has a multiplication
mAp1q : A
p1q ˚Ap1q Ñ pA ˚Aqp1q
m
p1q
AÝÝÝÑ Ap1q.
Also, there is a canonical isomorphism ker
1
˚ µp p1 ´ σq – 1, hence a canonical
surjection 1Ñ 1p1q which determines a map
1Ap1q : 1Ñ 1
p1q 1
p1q
AÝÝÑ Ap1q.
One may check that this makes Ap1q into a ring, and moreover that Ap1q is associa-
tive or commutative if A is. The following lemma explains how this looks in the
main example.
Lemma 2.13. Suppose A “
À
iPZ {2 Ai is a unital ring in C “ SVectk. Then the
ring structure on Ap1q corresponds under the identification Ap1q “ k bF A to the
ring structure with unit 1bF 1A and multiplication
mAp1qpr b a, r
1 b a1q “ p´1qijp
p
2qrr1 bmApa, a
1q
for a P Ai, a
1 P Aj and r, r
1 P k.
Proof. The isomorphism of k bF Ai with pA
p1qqi sends the element r b a to the
class of r. ab . . .b alooooomooooon
p times
. The natural map
pAp1qqi b pA
p1qqj – Hˆ
0
µp
ppAiq
˚µpq b Hˆ0µpppAjq
˚µpq Ñ Hˆ0µpppAi bAjq
˚µpq
sends the class of ab . . .b alooooomooooon
p times
b a1 b . . .b a1loooooomoooooon
p times
to the class of p´1qijp
p
2q pab a1q b . . .b pab a1qloooooooooooooomoooooooooooooon
p times
,
since it entails permuting the xth copy of Ai with the y
th copy of Aj for every
p ě x ą y ě 1. 
Arguing the same way, we have the following:
Proposition 2.14. Let A be a Hopf algebra in SVectk. Then A
p1q is naturally a
Hopf algebra in SVectk. It has multiplication and unit given as in 2.13, comultipli-
cation given by
∆Ap1qpr b aq “ r b p´1q
pp2qdegb deg∆Apaq,
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counit given by ǫAp1qpr b aq “ rpǫApaqq
p and antipode given by SAp1qpr b aq “
r b SApaq. Moreover the functor p´q
p1q on SVectk upgrades to functor
p´qp1q : A -comodÑ Ap1q -comod .
For an A-comodule M , the Ap1q-comodule structure on M p1q is given by
∆Mp1qpr bmq “ r b p´1q
pp2qdegb deg∆M pmq.
Example 2.15. Suppose O is a commutative Hopf algebra in SVectk. Then the
monoidal category C of O-comodules is symmetric. Taking pth powers gives a
(Frobenius) map of Hopf algebras FO : O
p1q Ñ O. Then, Tate’s construction on C
factors as
O -comod
p´qp1q
ÝÝÝÝÑ Op1q -comod
F˚
OÝÝÑ O -comod .
For instance, we could take O to be the ring of functions OpGmq on the multi-
plicative group Gm over k, concentrated in degree 0 P Z {2. Then OpGmq -comod
contains as a full subcategory over SVectk the category of Z-super graded vector
spaces, and Tate’s construction there is isomorphic to the functor which applies
k bF p´q and multiplies degrees by p.
Recall we have the Frobenius-multiplicative maps of multiplicative k-sets
StH : HnpX, kq Ñ Hpnµp pX
µp , kq.
We view cohomology rings as commutative ring objects of Z-super graded vector
spaces; in particular we can apply functor p´qp1q to them. By Lemma 2.5, if k is
perfect then it gives a map of Z-super graded k-sets
Stex : H
˚pX, kqp1q Ñ H˚µppX
µp , kq.
The following fact is immediate from the constructions.
Proposition 2.16. Stex respects the multiplicative k-monoidal structures.
Remark 2.17. If k is not perfect, then the map H˚pX, kq Ñ H˚µppX
µp , kq of Z {2-
super graded sets respects the multiplicative monoidal structures up to the sign
change of Lemma 2.13. There is presumably an appropriate non-linear version of
Tate’s construction which would allow us to say that we really have a certain Z-super
graded k-monoid H˚pX, kq
p1q
nl and a map of monoids H
˚pX, kq
p1q
nl Ñ H
˚
µp
pXµp , kq,
but we prefer for simplicity not to do it.
2.6. Borel-Moore homology. We return to the setting of Subsection 2.4. Let ω
denote the G-equivariant dualizing complex on Y with coefficients in R. We have a
canonical isomorphism7 StDpωq – ω. By definition, the G-equivariant Borel-Moore
homology of Y is
HBM,Gn pY,Rq :“ HomDbGpY,RqpR,Σ
nωq.
See Subsection 3.9 for more about this. Altogether HBM,Gn pY,Rq form a Z-super
gradedH˚GpY,Rq-module; in particular it is a module forH
˚
Gp˚, Rq. By functoriality
we have the non-linear maps
StBM : HBM,Gn pY,Rq Ñ H
BM,Gµp¸µp
pn pY
µp , Rq.
7here of course the second ω denotes the Gµp ¸µp-equivariant dualizing complex on Y µp with
coefficients in R
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This is a map of StH -monoids. Its discrepancy from additivity it averaged from
HBM,G
µp
pn pY
µp , Rq. If R is a perfect field k of characteristic p, we can say that we
have a non-linear graded map of Stex-monoids:
StBMex : H
BM,G
˚ pY, kq
p1q Ñ H
BM,Gµp¸µp
˚ pY
µp , kq.
2.7. Steenrod operations. For simplicity let’s assume k to be perfect from now
on. Let us compose Stex with the restriction map to the diagonal:
Stin : H
˚pX, kqp1q
StexÝÝÝÑ H˚µppX
µp , kq
∆˚
ÝÝÑ H˚µppX, kq – H
˚pX, kqra, ~s.
This is again a map of multiplicative k-monoids. Tautologically we have Stinpxq “
xp mod pa, ~q. Also Stin is compatible with pull-back maps in cohomology in the
natural way. Since induction commutes with restriction, the difference between
Stinpx`yq and Stinpxq`Stinpyq is induced from a cohomology class z P H
‚pX ; kq.
Since µp acts trivially on X , that means that it is equal to pz “ 0, so Stin is linear.
That is, we have a map of super-commutative k-algebras
Stin : H
˚pX, kqp1q Ñ H˚pX, kqra, ~s.
Remark 2.18. The coefficients of ~m, a~m in Stin are not the Steenrod operations.
More precisely, they are the Steenrod operations only up to some non-zero scalars.
Even more precisely, let x P HnpX, kq and let p “ 2q ` 1. Consider
p´1qqnpn´1q{2pq!q´nStinpxq.
where x is viewed as a degree pn element of H˚pX, kqp1q. The coefficient of ~m
in this expression vanishes unless m “ 12 pp ´ 1qpn ´ 2sq for some s such that
2s ď n, in which case that coefficient is equal to p´1qsP spxq where P s is the sth
Steenrod operation. Similarly, the coefficient of a~m in that expression vanishes
unless m “ 12 pp ´ 1qpn ´ 2sq ´ 1 for some s such that 2s ď n, in which case that
coefficient is equal to p´1qs`1βP spxq where β is the Bockstein operation.
2.8. Artin-Schreier. We indicate how the Artin-Schreier map comes naturally
out of the above considerations. First note that if n is even then the number
p´1qqnpn´1q{2pq!q´n
boils down to p´1qn{2. It is a standard fact that on a degree 2 class x we have
P 0pxq “ x, P 1pxq “ xp, and higher powers vanish. Therefore
Stinpxq “ x
p ´ ~p´1x` ~p´2βpxq.
Let X “ BT for some compact torus T . Since its cohomology is supported in even
degrees, the Bockstein operator acts as zero and Stin, on the level of k-cohomology,
is exactly the ~-Artin-Schreier map
Optkq
p1q AS~ÝÝÝÑ Optkqr~s Ă Optkqra, ~s
as defined in Fact 2.1.
Recall that if G is a compact Lie group with maximal torus T , and p is large
enough with respect to the Weyl group of G, then the projection BT Ñ BG induces
an inclusion
H˚pBG, kq Ñ H˚pBT, kq
which is identified with
Optk {{W q Ñ Optkq.
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The ~-Artin-Schreier map induces a map on subspaces
Optk {{W q
p1q AS~ÝÝÝÑ Optk {{W qr~s
which is also important in the theory of Frobenius-constant quantization. The point
is that this map is also induced by Stin, since it is compatible with pullbacks.
It is entertaining to show more directly how AS~ arises, without relying on
any outside facts about Steenrod operations. We can reduce to the rank one case
T “ S1. Let b denote the degree 2 generator (first Chern class of tautological line
bundle) of BS1; we need to show that Stinpbq “ b
p ´ ~p´1b. Let Cp Ă S
1 denote
the cyclic group of order p, considered as distinct from µp. Consider the projection
BCp Ñ BS
1.
It induces an injective map
krbs Ñ krs, bs
in cohomology, where s is a degree 1 generator. By functoriality it is enough to
prove the equality when b is regarded as a cohomology class of BCp. Note that
amongst degree 2p elements of krb, ~s, the desired element bp´ ~p´1b is the unique
one which gives 0 when we set b to any multiple in Fp of ~, and gives b
p when we
set ~ “ 0. The latter statement is automatic, so we have to check the former. So
fix some t P Fp. Having chosen an isomorphism µp – Cp, t determines a group
homomorphism µp Ñ Cp.
The constant sheaf Σnk of BCp is contained in the full subcategory
DbpkrCps -modq “ DCpp˚q Ă DpBCpq.
Our coefficients are k, which we drop from the notation. It is easier for our purpose
to work in DbpkrCps -modq. Compatible with the functor StD out of DpBCpq we
have the functor
StD : D
bpkrCps -modq Ñ D
bpkrµp˙pCpq
ˆps -modq
This is then composed with the diagonal restriction
Dbpkrµp˙pCpq
ˆps -modq
∆˚
ÝÝÑ Dbpkrµp ˆ C
ps -modq.
By definition Stinpbq is given by applying that composition to the morphism k
b
ÝÑ
kr2s, where k is the trivial Cp-module. We want further to set b “ t~; this corre-
sponds to restricting along the map
µp
idˆt
ÝÝÝÑ µpˆCp.
Write
pidˆ tq˚ : DbpkrµpˆCps -modq Ñ D
bpkrµps -modq
for the corresponding restriction map. We need to show that pidˆtq˚ ˝∆˚˝Stpbq “
0. But actually there is an isomorphism of functors
pidˆ tq˚ ˝∆˚ ˝ StD – StD ˝ i
˚
where i˚ is the forgetful functor DbpkrCps -modq “ DCpp˚q Ñ Dp˚q. Indeed for an
object A‚ of DbpkrCps -modq, the underlying complex of both functors is pA
‚qbµp ,
and the automorphism which sends each summand
Ai1 b . . .bAip
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to itself by 1b σt b σ2t b . . .b σpp´1qt intertwines the two actions of µp. Here σ is
some generator of µp. But the functor St ˝ i
˚ kills b, since i˚ does.
3. Coulomb branch
3.1. Prelude: Frobenius-constant quantizations. Let k be a field of charac-
teristic p and let C be a symmetric monoidal category over k. The reader may
assume that C is the category of comodules of some commutative Hopf algebra in
SVectk. Let A be a commutative (and associative) algebra in C. Let
F : Ap1q Ñ A
be the Frobenius map. Let Q be an augmented commutative algebra in C with
augmentation ǫ : QÑ k. Following [6] we make the following definition:
Definition 3.1. (1) A Q-quantization of A is a flat associative Q-algebra AQ
in C such that AQ bQ k “ A.
(2) A Frobenius-constant Q-quantization of A is a Q-quantization AQ of A
together with a map
FQ : A
p1q Ñ ZpAQq
of algebras which lifts the Frobenius map, i.e. such that ǫ ˝ FQ ” F . Here
ZpAQq denotes the center of AQ.
The main example for us is the following. We take K to be some Gm-equivariant
algebraic group in Vectk, and view O :“ OpK ¸ Gmq as a Hopf algebra in SVectk
concentrated in degree 0. We take C “ O -comod. Let ~ be a basis vector of the
1-dimensional representation of K ¸ Gm in which K acts trivially and Gm acts
with weight 2. Let Q “ kr~s. In this case, we will call a Q-quantization simply an
~-quantization, or just a quantization if the meaning is clear.
Fact 3.2. (1) Let X be a smooth affine algebraic variety over k. Then the
ring of asymptotic crystalline differential operators, D~pXq, is a canonical
~-quantization of OpT ˚Xq. Here Gm acts trivially on OpXq and on vector
field with weight 2. Let B be a vector field on X. Then Bp acts as a deriva-
tion on OpXq, so that Bp ´ Brps annihilates OpXq for a unique vector field
Brps. Then D~pXq has a canonical Frobenius-constant structure determined
by
F~ : x ÞÑ x
p x P OpXq
B ÞÑ Bp ´ ~p´1Brps B P V ectpXq.
(2) Let J be a smooth algebraic group over k. Then F~ as above is K “ J ˆ J-
equivariant (induced by left and right regular actions). In particular if we
take invariants for the left factor, we obtain a Frobenius-constant structure
for the quantization U~pJq of OpLiepJq
˚q.
(3) Let T be a complex torus and let T_ be the Langlands dual split torus over
k, that is:
T_ “ SpecpkrX‚pT qsq
where X‚pT q is the cocharacter lattice of T and krX‚pT qs is its group algebra.
We have canonical identifications
Oppt_q˚q “ Optkq
U~pt
_q “ Optk ˆGaq.
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If we take Spec of the Frobenius-constant structure we recover the ~-Artin-
Schreier map
F~ “ AS~ : tk ˆGa Ñ t
p1q
k
of Fact 2.1.
Remark 3.3. If a commutative algebra and its quantization contain in a natural way
H˚Gp˚, kq for some complex reductive group G with maximal torus T , then when
searching for a Frobenius-constant structure it is natural to look for one which is
compatible with the ~-Artin-Schreier map.
3.2. Formal neighborhoods. Let X be a smooth complex curve and let S be a
finite set. Given a commutative ring R and an R-point x of XS, we denote the
coordinates of x by xs (s P S), write Γpxsq for the graph of xs in XR and write
Ipxsq for its ideal. We write ∆Spxq for the formal neighborhood of the union of the
graphs of xs (s P S). That is, ∆Spxq is the direct limit in affine schemes over X :
∆Spxq “ colimÝÝÝÑ
i
∆S,ipxq
where
∆S,ipxq “ Spec
˜
OXR
Oź
sPS
Ipxsq
i
¸
.
Given a subset S1 Ă S and an R-point x of XS we will write
∆S
1
S pxq
for the S1-punctured formal neighborhood, i.e. the complement of the union of the
graphs of xs (s P S
1) in ∆Spxq. As a sheaf of algebras on ∆Spxq, Op∆
S1
S pxqq has an
exhaustive increasing filtration:
F j Op∆S
1
S pxqq “ Op∆Spxqq.
ź
sPS1
Ipxsq
´j .
Suppose we have S2 Ă S1 Ă S and x P XSpRq. The inclusion S1 Ă S defines a
projection f : XS Ñ XS
1
, and we will occasionally write
∆S
2
S1 pxq
for ∆S
2
S1 pfpxqq. We have a closed embedding ∆
S2
S1 pxq Ñ ∆
S2
S pxq. Note however that
this is in a sense non-uniform in x: for instance if for every s P S there exists an
s1 P S1 such that xs “ xs1 , then the embedding is an isomorphism; and conversely.
This is essentially the fact underlying Beilinson-Drinfeld’s ‘fusion’ Grassmannian
[1]. We will make more of this when we discuss co-placid morphisms, see Example
3.14.
For notational simplicity, we frequently remove commas and braces from S, S1,
and also drop the part pxq, when it is clear which point we refer to. So for example
the expression:
∆
t1u
t1,2upxq
becomes:
∆112.
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3.3. Global groups; pro-smoothness. Now fix an affine algebraic group G over
C. Consider the following functor from commutative rings to groups over XS :
GSpRq :“ tpx, fq|x P X
SpRq, f : ∆Spxq Ñ Gu.
Then GS is represented by the limit of an inverse system of smooth affine group
schemes over XS :
GS “ limÐÝ
i
GS,i
such that each transition morphism is a smooth homomorphism. Here GS,i may be
taken to represent the functor
GS,ipRq “ tpx, fq|x P X
SpRq, f : ∆S,ipxq Ñ Gu.
Later, the notation GS,i may represent a piece of some other cofiltered system pre-
senting GS ; we will refer to the specific group above by Mapp∆S,i, Gq. The fact
that each transition morphism is smooth is directly verified using the valuative cri-
terion. Indeed let Specp rRq be a square-zero thickening of SpecpRq. A commutative
diagram
SpecpRq Ñ GS,i`1
Ó Ó
Specp rRq Ñ GS,i
is the same thing as a point rx P XSp rRq, with residue x P XSpRq, and a commutative
diagram
∆S,ipxq Ñ ∆S,i`1pxq
Ó Ó
∆S,iprxq Ñ G.
This determines a morphism P Ñ G where P is the appropriate pushout in affine
schemes. Since ∆S,ipxq is equal to the intersection of ∆S,i`1pxq with ∆S,iprxq inside
∆S,i`1prxq, and ∆S,i`1prxq is a square-zero thickening of ∆S,i`1pxq, it follows that
∆S,i`1prxq is a square-zero thickening of P . Therefore since G is smooth we can
extend P Ñ G to ∆S,i`1prxq Ñ G, as required. Note thatGS,0 “ XS so in particular
each GS,i is smooth over X
S.
Now fix x P XSpCq. It partitions S into subsets S1, . . . , Sn according to coin-
cidence amongst the coordinates. Write ym for the coordinate xs for any s P Sm,
and zm for the C-point of X
Sm with coordinates ym. We have
∆S,ipxq “ Spec
`
OX
Lśn
m“1 Ipymq
i|Sm|
˘
“
šn
m“1 Spec
`
OX
L
Ipymq
i|Sm|
˘
.
Therefore we have
GS,i ˆXS txu “
nź
m“1
GSm,i ˆXSm tzmu “
nź
m“1
Gtmu,i|Sm| ˆXtmu tymu.
The smooth transition map Gtmu,pi`1q|Sm| ˆXtmu tymu Ñ Gtmu,i|Sm| ˆXtmu tymu
is surjective for all i ě 0 and has a unipotent kernel for all i ě 1. It follows that
GS,i`1 Ñ GS,i has the same property. Thus GS is a prosaic affine group scheme
over XS in the following sense:
Definition 3.4. (1) A scheme T over B is said to be pro-smooth over B if it
can be written as the limit of a inverse system of schemes Ti smooth over
B and with smooth transition morphisms. If T is pro-smooth then it is
formally smooth (in particular flat) over T .
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(2) An affine groupoid scheme G over B is pro-smooth over B if it can be
written as the limit of an inverse system of affine groupoid schemes Gi over
B whose structure maps to B are both smooth, and which has smooth
transition homomorphisms8.
(3) In (2) and (3) we can upgrade to the property of being a pro-smooth cover
by demanding that each transition map and structure map is a smooth
cover.
(4) Let the affine groupoid scheme G “ limiPZopě0 Gi over B be a pro-smooth
cover. Then each Gi is the fpqc quotient over B of G by some pro-smooth
affine subgroup Ki. We say that G is prosaic if the Ki can be chosen to be
also pro-unipotent.
(5) Let G be an affine group scheme over the same base B. Then G is said to
be pro-smooth, a pro-smooth cover, prosaic over B if it is so when regarded
as a groupoid.
From now on, ‘groupoid’ will mean ‘affine pro-smooth covering groupoid’, unless
it is clear from the context that this is not the case. All examples of groupoids will
actually be prosaic.
Remark 3.5. Recall the construction of GS . If the affine algebraic group G is
replaced by an arbitrary smooth affine variety T over C, we get a pro-smooth affine
variety TS over X
S in exactly the same way.
3.4. Beilinson-Drinfeld Grassmannians; reasonableness. We also consider
the functor
GS
1
S pRq :“ tpx, fq|x P X
SpRq, f : ∆S
1
S Ñ Gu.
Then GS
1
S is represented by an ind-affine ind-scheme, formally smooth over X
S. It
is a group in ind-schemes over XS, but not an inductive limit of group schemes. It
is a reasonable ind-scheme in the following sense (taken from [8]):
Definition 3.6. (1) An ind-scheme T is reasonable if it admits a reasonable
presentation, that is an expression
T “ colimÝÝÝÑ
jPJ
T j
where J is some (countable) filtered indexing category, and the transi-
tion morphisms in the filtered system of schemes pT jqjPJ are all finitely
presented (f.p.) closed embeddings9. Note that any two reasonable pre-
sentations admit a common refinement, so that the category of reasonable
presentations of T is filtered.
(2) A closed subscheme of a reasonable ind-scheme T is reasonable if it is a
term in some reasonable presentation of T .
(3) A morphism U Ñ T of reasonable ind-schemes is co-reasonable if for some,
equivalently any, reasonable presentation T “ colim
ÝÝÝÑjPJ
T j of T , the presen-
tation U “ colimÝÝÝÑjPJ UˆT T
j of U as an ind-scheme is reasonable. Warning:
this is not a relative version of reasonableness for ind-schemes.
8Is this the same thing as an affine groupoid scheme G over B such that both structure mor-
phisms G Ñ B are pro-smooth in the sense of (2)?
9That is, they have finitely generated ideal sheaves.
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Example 3.7. (1) Let T be a reasonable ind-scheme and let U Ñ T be either
ind-f.p. or an ind-flat cover. Then U Ñ T is co-reasonable.
(2) In the case of GS
1
S , one reasonable presentation is given as follows. Fix a
finite set ta1, . . . , anu of generators of OpGq. Then set J “ Zě0 and set
G
S1,j
S to be the closed subscheme of G
S1
S which on the level of R-points is
given by
G
S1,j
S pRq “ tpx, fq|x P X
SpRq, f : ∆S
1
S Ñ G, ak ˝ f P H
0F j Op∆S
1
S qu.
Here we have taken GS
1,0
S “ GS . The left- and right-regular actions of the
subgroup GS preserve the inductive structure, meaning that each G
S1,j
S has
a free action on both sides by GS over X
S, even though it is not itself a
group. Moreover the fpqc quotient GS
1,j
S {GS is of finite-type over X
S , and
flat, although generally quite singular. The result is that the fpqc quotient
GS
1
S {GS
has the structure of ind-finite-type ind-flat ind-scheme over XS. In par-
ticular, it is reasonable, and GS
1
S Ñ GS is an ind-flat cover and thus co-
reasonable.
On R-points, we may identify
GS
1
S {GSpRq “
$&%px, E , fq
ˇˇˇˇ
ˇˇ x P X
SpRq
E a principal G-bundle over ∆Spxq
f a trivialization of E over ∆S
1
S pxq
,.- { „ .
Here the symbol ‘{ „’ means ‘taken up to isomorphism’, i.e. we identify two R-
points px, E , fq, px1, E 1, f 1q if x “ x1 and there exists an isomorphism of E with E 1
which intertwines f, f 1. Such an isomorphism is unique if it exists. The following
fact is due to [1]:
Lemma 3.8. (1) GS
1
S {GS is ind-projective over X
S if and only if G is reduc-
tive.
(2) GS
1
S {GS is ind-reduced if and only if G has no non-trivial characters.
Remark 3.9. Ultimately we are concerned only with the analytifications of these
ind-schemes, so point (2) appears merely for interest’s sake. But point (1) is crucial
for the definition of convolution in Borel-Moore homology.
We may re-identify the R-points of GS
1
S in a way more compatible with the above
identification of GS
1
S {GSpRq:
GS
1
S pRq “
$’&’’%px, E , f, gq
ˇˇˇˇ
ˇˇˇˇ x P X
SpRq
E a principal G-bundle over ∆Spxq
f a trivialization of E over ∆S
1
S pxq
g a trivialization of E over ∆Spxq
,/.//- { „ .
Notice that the inclusion S1 Ă S induces a closed embedding ∆S
2
S1 Ñ ∆
S2
S for
any S2 Ă S1. This in turn induces restriction homomorphisms
GS
2
S Ñ G
S2
S1 .
These maps are co-reasonable. One readily checks by looking at points that the
induced maps
GS
2
S {GS Ñ X
S ˆS1 G
S2
S1 {GS1
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are isomorphisms. In particular we have GS
2
S {GS
„
ÝÑ XS ˆS2 G
S2
S2{GS2 .
Remark 3.10. GSS{GS is known as the Beilinson-Drinfeld grassmannian GrS (on
|S| points). In particular the fibers of GS
1
S {GS over X
S are products of copies of
the ordinary affine Grassmannian GrG of G.
3.5. Jet bundles; placidity. We will use the following notion, due to Raskin [14]:
Definition 3.11. (1) A scheme T is called placid if it admits a placid presen-
tation, that is, an expression
T “ limÐÝ
iPIop
pTiq
for some filtered (countable) indexing category I, such that each Ti is of
finite type over C and each transition morphism Ti Ñ Ti1 is a smooth affine
covering. We will denote this placid presentation by TI .
(2) An ind-scheme T is called placid if it admits a placid presentation, that is,
an expression
T “ colimÝÝÝÑ
jPJ
limÐÝ
iPpIjqop
pT ji q.
Here J , Ij are filtered (countable) indexing categories, T j
Ij
is a placid pre-
sentation of its limit scheme T j :“ limÐÝiPpIjqoppT
j
i q, and the transition mor-
phisms T j Ñ T j
1
are ind-f.p. closed embeddings.
Remark 3.12. (1) If the placid ind-scheme T maps to some base B of finite
type over C, then the placid presentation may be taken over B.
(2) Let T be a placid ind-scheme and let T “ colimÝÝÝÑjPJ pTjq be a reasonable
presentation of T . Then each Tj is a placid scheme, so that this reasonable
presentation can be extended to a placid presentation.
(3) Any two placid presentations of the placid ind-scheme T admit a common
refinement (which is again a placid presentation). Thus the collection of
placid presentations of T forms a filtered category PpT q.
(4) Suppose that T is a placid ind-scheme and U is an ind-scheme with an
ind-f.p. map f : U Ñ T . Then U is automatically placid. The short
explanation is ‘by Noetherian approximation’. We spell it out: given any
reasonable presentation
T “ colimÝÝÝÑ
jPJ
pT jq
of T , we set Uj :“ U ˆT Tj and obtain the reasonable presentation
U “ colimÝÝÝÑ
jPJ
pU jq
of U . Then, given any placid presentation
T j “ limÐÝ
iPpIjqop
T
j
i
of T j, there exists some index a of Ij such that there is a T ja -scheme U
j
a
fitting into a Cartesian diagram
U j Ñ T j
Ó Ó
U ja Ñ T
j
a .
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Moreover since T j Ñ T ja is a covering, the choice of T
j
a -scheme U
j
a is unique.
Thus if we replace Ij by its final subcategory based at a, we can present
U j Ñ T j as the limit of a cofiltered system of f.p. morphisms
pU ji Ñ T
j
i qiPpIjqop
such that for each iÑ i1 in I, the square
U
j
i1 Ñ T
j
i1
Ó Ó
U
j
i Ñ T
j
i
is Cartesian. Placid presentations of this form will be called Cartesian.
(5) The product (over B) of placid ind-schemes is placid.
(6) Consider placid presentations
T “ colimÝÝÝÑ
jPZě0
limÐÝ
iPpZějqop
pT ji q
of T with the property that T ji is formed out of T
j1
i as in point (4) of this
Remark whenever i ě j1 ě j. We call such placid presentations neat. This is
possibly a technically useless notion. But every placid presentation admits
a refinement which is neat up to replacing the indexing categories J , Ij by
final subcategories. Thus many constructions on placid ind-schemes can be
phrased in terms of neat presentations.
Note that for any morphism f : U Ñ T of placid schemes and any placid
presentations U “ limÐÝi IopU
Ui, T “ limÐÝi IopT
Ti, then for any i P IT there exists
i1 P IU and a unique map Ui1 Ñ Ti making the square
U Ñ T
Ó Ó
Ui1 Ñ Ti
commutative. Thus, by changing the indexing sets appropriately we can choose
placid presentations of U , T with a common indexing set I and write f “ limÐÝiPIpUi Ñ
Tiq. Such a presentation will be called compatible. This notion extends immediately
to morphisms of placid ind-schemes. A Cartesian presentation is a compatible pre-
sentation in which all appropriate squares are Cartesian. If G is an affine groupoid
scheme over some base B of finite type over C and f is G-equivariant (over B), then
we can find a G-equivariant compatible presentation. If in addition f is f.p. so that
it admits a Cartesian presentation, then this can also be chosen to be G-equivariant.
The following definition is due to [14]10.
Definition 3.13. (1) A morphism f : U Ñ T between placid schemes is called
co-placid if for some, equivalently every, pair of placid presentations UIU ,
TIT of U , T and for every index i P IT , then for some, equivalently every,
10In loc. cit. a co-placid map of placid ind-schemes is called simply ‘placid’. As noted in loc.
cit., it is not a relative version of placidity for ind-schemes. This is the reason for the present
renaming.
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index i1 P IU such that we have a commutative square:
U
f
ÝÑ T
Ó Ó
Ui1
f 1
ÝÑ Ti
,
the morphism f 1 is a smooth covering.
(2) A morphism f : U Ñ T between placid ind-schemes is called placid if it
is co-reasonable and for some, equivalently every, reasonable presentation
T “ colimÝÝÝÑjPJ T
j of T , the map of placid schemes UˆT T
j Ñ T j is co-placid.
Example 3.14. (1) Let T be a placid ind-scheme. Let U Ñ T be either ind-
smooth or an ind-pro-smooth cover. Then it is co-placid.
(2) GS
1
S is a placid ind-scheme, and the fpqc quotient map
GS
1
S Ñ G
S1
S {GS
is an ind-pro-smooth ind-affine affine cover of a placid (indeed, ind-finite
type) ind-scheme, so is co-placid.
(3) Given S2 Ă S1 Ă S, the morphism
f : GS
2
S Ñ X
S ˆXS1 G
S2
S1
is co-placid. Indeed, consider GS,i :“ Mapp∆S,i, Gq. We have GS “
limÐÝiPZě0
GS,i and X
SˆXS1 GS1 “ limÐÝiPZě0
XSˆXS1 GS,i and the morphism
GS,i Ñ X
S ˆXS1 GS1,i
induced by the closed embeddings ∆S1,ipxq Ă ∆S,ipxq for any x P X
SpRq.
This is a smooth covering, by the same argument of Subsection 3.3 for the
prosaicness of GS . This shows that
g : GS Ñ X
S ˆXS1 GS1
is co-placid. To conclude, note that the morphism f is an ind-locally trivial
g-bundle over the ind-finite type ind-scheme GS
2
S {GS “ X
SˆXS1 G
S2
S1 {GS1 .
Warning 3.15. Morphism g is not a pro-smooth cover11. It is tempting
to imagine that it is the quotient map by some group scheme kerpGS Ñ
XS ˆXS1 GS1q, but there is no such group scheme. To see this, fix some
section S Ñ S1 and consider the corresponding ‘multi-diagonal’ embed-
ding XS
1
Ñ XS. Then g is an isomorphism over XS
1
. However, over a
generic point of XS , g is a non-trivial projection from GpOqS Ñ GpOqS
1
,
see Subsection 3.8 for the notation.
(4) Fix a representation N of G of dimension d. Let N :“ SpecpSympN˚qq be
the corresponding G-module, i.e. vector space in the category of schemes
over C with G-action. Then NS is a GS-module
12. We have the placid
ind-scheme rT S1S :“ GS1S ˆXS NS .
11Correspondingly, f is not an ind-pro-smooth cover.
12Indeed, each Mapp∆S,i,Nq is a Mapp∆S,i, Gq-module and the transition maps are GS -
equivariant.
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This is an ind-pro-smooth covering of its fpqc quotient (relative to XS)
ind-scheme
T
S1
S :“ G
S1
S
ˆXS
GS
NS .
This is an infinite-dimensional vector bundle over GS
1
S {GS . On the level of
R-points we identify
T
S1
S pRq “
$’’&’’%px, E , f, rvq
ˇˇˇˇ
ˇˇˇˇ x P X
SpRq
E a principal G-bundle over ∆Spxq
f a trivialization of E over ∆S
1
S pxqrv an N -section of E
,//.//- { „ .
Here by ‘an N-section of E ’ we mean a section of the associated N-bundle.
Of course T S
1
S is the inverse limit of vector bundles over G
S1
S {GS:
T
S1
S “ limÐÝ
i
T
S1
S,i
where T S
1
S,i is the associated bundle of NS,i, a vector bundle of rank di|S|.
In particular, T S
1
S is a placid ind-scheme with T
S1,j
S being the infinite-
dimensional vector bundle T S
1
S |GS1,j
S
{GS
over GS
1,j
S {GS . We identify the
R-points of rT S1S compatibly as follows:
rT S1S pRq “
$’’’&’’’%px, E , f, g, rvq
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
x P XSpRq
E a principal G-bundle over ∆Spxq
f a trivialization of E over ∆S
1
S pxq
g a trivialization of E over ∆Spxqrv an N -section of E
,///.///- { „ .
(5) NS
1
S is a G
S1
S -module (in ind-schemes). Therefore multiplication gives a
map between the placid ind-schemes
T
S1
S Ñ N
S1
S .
We define RS
1
S to be the fiber product:
R
S1
S :“ T
S1
S ˆNS1
S
NS .
This is an ind-scheme overGS
1
S {GS , withR
S1,j
S :“ T
S1,j
S ˆNS1
S
NS “ R
S1
S |GS1,j
S
{GS
.
Moreover RS
1
S is a vector space over G
S1
S {GS , but unlike T
S1
S it is not
a vector bundle because the fibers jump. Furthermore, RS
1,j
S contains
kerpT S
1,j
S Ñ T
S1,j
S,i q for i large enough (depending on j), that is we have
a diagram
kerpT S
1,j
S Ñ T
S1,j
S,i q Ă R
S1,j
S Ă T
S1,j
S
of vector spaces over GS
1,j
S {GS . Therefore R
S1
S is placid: we may take R
S1,j
S,i
to be the image in T S
1,j
S,i of R
S1,j
S , for i large enough. Also, R
S1
S is of ind-
finite codimension in T S
1
S , i.e. it is an ind-f.p. closed sub-ind-scheme. On
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the level of R-points, we have
R
S1
S pRq “
$’’&’’%px, E , f, vq
ˇˇˇˇ
ˇˇˇˇ x P X
SpRq
E a principal G-bundle over ∆Spxq
f a trivialization of E over ∆S
1
S pxq
v an N -section of E such that fpvq extends to ∆Spxq
,//.//- { „ .
Here fpvq is a section of the trivial N-bundle on ∆S
1
S pxq, and we require
that it extends to a section of the trivial N-bundle over ∆Spxq. Such an
extension is unique if it exists. We denote the preimage of RS
1
S in
rT S1S asrRS1S . It is an ind-f.p. closed sub-ind-scheme of rT S1S , an ind-pro-smooth
cover of RS
1
S , its fpqc quotient (locally on X
S) by GS , and on R-points we
identify:
rRS1S pRq “
$’’’’’’&’’’’’’%
px, E , f, g, vq
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
x P XSpRq
E a principal G-bundle over ∆Spxq
f a trivialization of E over ∆S
1
S pxq
g a trivialization of E over ∆Spxq
v a section of the trivial N -bundle on ∆Spxq
such that fg´1pvq extends to ∆Spxq
,//////.//////-
{ „ .
(6) The product (over B) of co-placid maps is co-placid.
Remark 3.16. (1) Suppose X “ Ga with parameter t. Then Ipxsq is trivialized
by t´ txs . There is an isomorphism from T
S1
S to the kernel of the covering
T
S1
S Ñ T
S1
S,i, given on R-points by
px, f, E , rvq ÞÑ px, f, E ,ź
sPS
pt´ txsqrvq.
We call this isomorphism the fiberwise shift map of T .
(2) The placid ind-scheme T “ GS
1
S {GS , T
S1
S ,R
S1
S is special in that one may
take the smooth affine covering maps T ji Ñ T
j
i1 to be vector bundles. But
placidity seems to be the more flexible definition: for instance I do not
know if point (3) of Remark 3.12 holds if we replace ‘placid’ by ‘special’.
3.6. Equivariance.
(1) Note that GS
1
S {GS , T
S1
S ,R
S1
S are all acted on by GS , and the various maps
between them are GS-equivariant. In fact, each ‘approximation’ G
S1,j
S {GS ,
T
j
i , R
j
i is acted on by some quotient GS,i1 of GS , and the transition mor-
phisms are all GS-equivariant.
(2) Suppose that X “ Ga. Then we have the action of Gm on X by multiplica-
tion. It also acts diagonally onXS. Therefore we may considerC˚ˆXS as a
smooth groupoid over XS. The group GS
1
S over X
S is C˚ˆXS-equivariant,
so we may form the semidirect product
GS
1
S ¸ C
˚,
a placid affine groupoid ind-scheme over XS . The special case, GS ¸ C
˚,
is a prosaic affine groupoid scheme over XS. Then, the GS-equivariant
structures of GS
1
S {GS , T
S1
S ,R
S1
S and their above approximations upgrade to
GS¸C
˚-equivariant structures (over XS). Again all morphisms, transition
or otherwise, of the previous Subsection are GS ¸ C
˚-equivariant.
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Remark 3.17. (1) Let T be a placid ind-scheme over some base B and G be a
groupoid scheme over B which acts on T . Then we can always choose a G-
equivariant placid presentation of T , simply by ‘smoothing out’ any placid
presentation by the action of G. The category PGpT q of G-equivariant placid
presentations of T is filtered.
(2) Now suppose that T is special. I do not know whether we can choose the
special presentation of T to be G-equivariant. However, if T is special by
virtue of being a placid vector space over some intermediate G-equivariant
ind-scheme U of ind-finite type, T Ñ U Ñ B, and G acts linearly, then we
can do it. This is what happens for GS
1
S , T
S1
S ,R
S1
S . In the latter two cases,
we can take U “ GS
1
S {GS . In the former case, we can take U to be the
quotient of GS
1
S by the kernel of the surjection GS Ñ Mapp∆S,1, Gq.
3.7. Dimension theories. The following definitions can be found in [14], and
essentially in the earlier work [8], and probably in many other texts.
Definition 3.18. (1) Let T be a placid scheme, with a placid presentation
T “ lim
ÐÝiPpIqop
pTiq. A dimension theory on TI is a function d : I Ñ Z,
whose value on i P I will be written dpTiq, satisfying the condition
dpTi1q ´ dpTiq “ dimpTi1q ´ dimpTiq
whenever iÑ i1 in I.
(2) Take a placid presentation T “ limÐÝiPpIqoppTiq of the scheme T and a finer
placid presentation T “ lim
ÐÝi1PpI1qop
pTi1q, I Ă I1. We may extend a di-
mension theory d on TI to a unique dimension theory, denoted d, on TI1
by setting
dpTi1q :“ dpTi1q ´ dimpTi1q ` dimpTiq
for any i1 P I such that i1 Ñ i
1 in I1. We have thus constructed a filtered
system
ptdimension theories on TIuqTIPP
indexed by the filtered category P of placid presentations of T .
(3) A dimension theory on T is an element of the colimit of the above filtered
system.
Now let f : U Ñ T be an f.p. map of placid schemes and choose Cartesian placid
presentations indexed by I as in Remark 3.12. In this presentation, a dimension
theory d on TI defines one on UI , denoted
13 f˚d and given by the formula
f˚dpUiq :“ dpTiq.
That is, we have a map tdimension theories on TIu Ñ tdimension theories on UIu.
The composition of this with the map tdimension theories on UIu Ñ tdimension theories on Uu
factors through the map tdimension theories on TIu Ñ tdimension theories on T u,
yielding a map
f˚ : tdimension theories on T u Ñ tdimension theories on Uu
independent of any choices of presentation.
13And often abusively denoted d.
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Similarly, suppose f : U Ñ T is a co-placid map of placid schemes and fix a
compatible presentation f “ limÐÝiPIoppUi Ñ Tiq. The dimension theory d on TI
defines one on UI , denoted
14 f !d and given by the formula
f !pdqpUiq :“ dpTiq ` dimpUiq ´ dimpTiq.
This procedure again determines a map
f ! : tdimension theories on T u Ñ tdimension theories on Uu
independent of any choices of presentation.
Definition 3.19. (1) Let T be a placid ind-scheme. Fix a reasonable presen-
tation T “ colimÝÝÝÑjPJ T
j. We write this as TJ . A dimension theory on T is
an element of the limit of the cofiltered system
ptdimension theories on T juqjPJ op
with transition morphisms given by the ˚-pullback. For different reasonable
presentations these limits are canonically isomorphic.
(2) Given an ind-f.p. map f : U Ñ T of placid ind-schemes, we get a map
f˚ : tdimension theories on T u Ñ tdimension theories on Uu
determined by the condition that the square
tdimension theories on T u
f˚
ÝÝÑ tdimension theories on Uu
Ó Ó
tdimension theories on Tju
pfjq˚
ÝÝÝÑ tdimension theories on U ˆT Tju
commutes for every reasonable closed subscheme Tj of T .
(3) Given a co-placid map f : U Ñ T of placid ind-schemes, we get a map
f ! : tdimension theories on T u Ñ tdimension theories on Uu.
determined by the condition that the square
tdimension theories on T u
f !
ÝÑ tdimension theories on Uu
Ó Ó
tdimension theories on Tju
pfjq!
ÝÝÝÑ tdimension theories on U ˆT Tju
commutes for every reasonable closed subscheme Tj of T .
(4) Given placid ind-schemes U , T over B we get a map
p´q`Bp´q : tdimension theories on Uuˆtdimension theories on T u Ñ tdimension theories on UˆBT u.
Indeed if U “ colimÝÝÝÑjPJU
limÐÝiPpIjU qop
U
j
i , T “ colimÝÝÝÑjPJ T
limÐÝiPpIjT qop
T
j
i are
placid presentations over B and dU , dT are dimension theories on U , T
then U ˆB T “ colimÝÝÝÑpjU ,jT qPJU ˆJ T
lim
ÐÝpiU ,iT qPpI
jU
U q
opˆpI
jT
T q
op
U
jU
iU
ˆB T
jT
iT
is a placid presentation and we define
pdU ` dT qpU
jU
iU
ˆB T
jT
iT
q :“ dU pU
jU
iU
q ` dT pT
jT
iT
q.
If f : U ˆB T Ñ U ˆ B is the ind-f.p. closed embedding, then we have
p´q`B p´q “ f
˚pp´q`SpecC p´qq. We will usually write p´q`B p´q simply
as p´q ` p´q.
14And certainly not denoted as d!
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Remark 3.20. (1) The set of dimension theories on a connected placid ind-
scheme T is a Z-torsor. Thus the set of dimension theories on a general
placid ind-scheme T is a Zπ0pT q-torsor. For an ind-f.p., (resp. co-placid)
map f : U Ñ T of placid ind-schemes, f˚ (resp. f !) is a map of Zπ0pT q-sets.
(2) In fact, there is a sheaf (in an appropriate sense) of Z-torsors on any placid
ind-scheme T whose set of global sections equals the set of dimension the-
ories on T . We do not need to consider it since in every example of this
paper, this sheaf is trivial.
Example 3.21. (1) Recall that T S
1
S is an infinite-dimensional vector bundle
over GS
1
S {GS , with ‘approximations’ T
S1,j
S,i for j P Zě0 and i P Zě? for some
positive integer ? depending on j (see Example 3.14). The approximation
T
S1,j
S,i is a vector bundle over G
S1,j
S {GS of rank di|S|. Thus f : T
S1
S Ñ
GS
1
S {GS is co-placid, and since G
S1
S {GS is ind-finite type it has a dimension
theory d0 with constant value 0. We will denote the dimension theory f
!d0
on T S
1
S by rankpT
S1
S q. We have
rankpT S
1
S qpT
S1,j
S,i q :“ di|S|.
It would perhaps be safer to call this rank
GS
1
S
{GS
pT S
1
S q, but the notation
becomes too unwieldy. The reader should bear this in mind.
(2) Let f : RS
1
S Ñ T
S1
S be the defining ind-f.p. closed embedding. Then we
have the dimension theory f˚ rankpT S
1
S q on R
S1
S . We will call this simply
rankpT S
1
S q.
(3) We also have the dimension theory on rT S1S obtained as the !-pullback of
rankpT S
1
S q (or of d0 directly). Its ˚-pullback to rRS1S coincides with the
!-pullback of the dimension theory rankpT S
1
S q on R
S1
S . These dimension
theories on rT S1S , rRS1S will both be denoted rankprT S1S q.
(4) We will denote the !-pullback to GS
1
S of the constantly 0 dimension theory
on GS
1
S {GS by rankpG
S1
S q. It satisfies
rankpGS
1
S qpG
S1,j
S,i q :“ dimXS pGS,iq “ dimpGS,iq ´ |S|.
3.8. Notational remark. We will use the same notational simplification for GS
1
S ,
T
S1
S , R
S1
S , rT S1S , rRS1S as for formal neighborhoods: for instance
R
t1u
t1,2u
may be written as
R
1
12 .
Fix a C-point x P X and a local parameter t at x. This determines isomorphisms
∆1pxq “ SpecpOq, ∆
1
1pxq “ SpecpKq where O “ Crrtss, K “ Cpptqq. The groups
of C-points of pG1qx, pG
1
1qx are put in isomorphism with GpOq, GpKq. Note that
since G1 is pro-smooth over X , we have
pG11{G1qx “ pG
1
1qx{pG1qx.
We will write informally
pG1qx “ GpOq,
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pG11qx “ GpKq,
pG11{G1qx “ GrG.
We will write pT 11qx, pR
1
1qx as T ,R. Since these are ind-f.p. sub-ind-schemes of T
1
1,
they have dimension theories given by pulling back rankpT 11q. We will write the
resulting dimension theories both as rankpT q. These dimension theories correspond
to the dimNpOq of [4] (although dimension theories are not explicitly used in loc.
cit.).
3.9. Borel-Moore homology. Rather than recall the general formalism of equi-
variant constructible derived categories on placid ind-schemes (see [14]), we content
ourselves with the following definition.
Definition 3.22. (1) Let R be a commutative ring15. Let T be a scheme of
finite type over the base B of finite type over C with an action of the affine
algebraic groupoid G over B. Then T an has a Gan-equivariant constant
sheaf R and dualizing complex ω with coefficients in R, and we will write
HnG pT,Rq :“ H
n
GanpT
an, Rq “ HomDb
Gan
pTanqpR,Σ
nRq.
HBM,Gn pT,Rq :“ H
n
GanpT
an, ωq “ HomDb
Gan
pTanqpR,Σ
nωq.
(2) Now suppose that G is an affine groupoid scheme over B. We may write
G as the limit of its fpqc quotient affine algebraic groupoids pGiqiPIop . We
may assume that action of G on T factors through each Gi. We set
H˚G pT,Rq :“ colimÝÝÝÑ
iPI
H˚GipT,Rq
and
H
BM,G
˚ pT,Rq :“ colimÝÝÝÑ
iPI
H
BM,Gi
˚ pT,Rq.
Here we have used the fact that for any i Ñ i1 in I, the Gi1 -equivariant
complexes obtained from the Gi-equivariant constant sheaf, respectively
dualizing complex, are canonically isomorphic to their Gi1 -equivariant coun-
terparts. Thus these restriction functors determine the maps of equivariant
cohomology, respectively Borel-Moore homology, which we take colimits
over.
(3) Let T be a placid scheme over some base B of finite type over C and let
G be an affine algebraic groupoid over B which acts on T . Let d be a
dimension theory on T . Then the 2d-shifted G-equivariant Borel-Moore
homology of T , HBM,G˚´2d pT,Rq is defined as follows. Let T “ limÐÝiPpIqoppTiq
be a G-equivariant placid presentation of T . Observe that pullback defines
a graded map of R-modules:
H
BM,G
˚´2dpTiq
pTi, Rq Ñ H
BM,G
˚´2dpTi1 q
pTi1 , Rq
whenever iÑ i1 in I, since Ti1 Ñ Ti is a dpTi1q ´ dpTiq-dimensional smooth
covering. We then set
H
BM,G
˚´2d pT,Rq :“ colimÝÝÝÑ
iPI
H
BM,G
˚´2dpTiq
pTi, Rq.
15There is a clash of notation: here R denotes a ring of homological coefficients (not necessarily
over C), rather than a geometric test ring over C. I sincerely hope this is not a source of confusion.
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For different choices of placid presentation, we get canonically isomorphic
answers, which justifies the definition.
(4) Let f : T 0 Ñ T 1 be a G-equivariant ind-f.p. embedding of placid ind-
schemes over B. Let d be a dimension theory on T 1. Then there is a
pushforward map:
f˚ : H
BM,G
˚´2f˚dpT
0, Rq Ñ HBM,G˚´2d pT
1, Rq
defined by choosing Cartesian placid presentations of T 0, T 1 indexed by I
and observing that for each i P I the diagram
H
BM,G
˚´2dpT 0
i1
q
pT 0i1 , Rq
f˚
ÝÝÑ HBM,G
˚´2dpT 1
i1
q
pT 1i1 , Rq
Ò Ò
H
BM,G
˚´2dpT 0i q
pT 0i , Rq
f˚
ÝÝÑ HBM,G
˚´2dpT 0i q
pT 1i , Rq
commutes. Here the horizontal maps are pushforwards maps along the
closed embeddings T 0i Ñ T
1
i , while the vertical maps are the pullback
maps of point (1). The resulting map is independent of any choices we
have made.
(5) Now let T be a placid ind-scheme over some base B of finite type over C
and let G be an affine algebraic groupoid over B which acts on T . Let d be
a dimension theory on T . Then we set
H
BM,G
˚´2d pT,Rq :“ colimÝÝÝÑ
jPJ
H
BM,G
˚´2f˚dpT
j, Rq
using the pushforward maps of point (2) of this definition, for any choice
T “ colimÝÝÝÑjPJ pT
jq of G-equivariant reasonable presentation of T . For dif-
ferent presentations we get canonically isomorphic colimits. Here we have
written d for the unique dimension theory on T j compatible with the di-
mension d on T .
Remark 3.23. (1) Since G is a pro-smooth covering groupoid, its action on any
finite type approximation T ji to the placid ind-scheme factors through the
quotient H by some (pro-smooth covering) subgroup. We then have
H
BM,G
˚´2dpT ji q
pT ji , Rq “ H
˚
G pB,Rq bH˚
H
pB,Rq H
BM,H
˚´2dpT ji q
pT ji , Rq.
(2) If moreover G is prosaic, then we can choose the sub-group in question to be
also pro-unipotent, in which case we have H˚G pB,Rq – H
˚
HpB,Rq so that
H
BM,G
˚´2dpT ji q
pT ji , Rq “ H
BM,H
˚´2dpT ji q
pT ji , Rq.
(3) It may even happen that we can choose a section H Ñ G. Take for example
X “ Ga, G “ G1 ¸ C
˚, H “ G ˆ C˚ˆX where G embeds in G1 as the
subgroup of constant functions. In this case, H acts on all of T , and we
have
H
BM,G
˚´2d pT,Rq “ H
BM,H
˚´2d pT,Rq.
Though it may give a psychological advantage since H is an actual smooth
algebraic groupoid, this reduction is usually technically unhelpful.
The following procedures in ordinary equivariant Borel-Moore homology are also
defined in the world of placid ind-schemes. Fix a G-equivariant placid ind-scheme
T over B (of finite type over C) and a dimension theory d on T .
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(1) Change of groupoid base. Suppose that we have some finite type G-
space A over B. Then there exists a semi-direct groupoid scheme G˙BA,
affine pro-smooth over A. Suppose that T Ñ B factors through A. Then T
is also G˙BA-equivariant (over A) and we have a canonical isomorphism
H
BM,G
˚´2d pT,Rq
„
ÝÑ HBM,G˙BA˚´2d pT,Rq.
(2) Open restriction. Let A Ă B be a G-equivariant open subscheme and let
j : T |A Ñ T be the G-equivariant ind-f.p. ind-open embedding
16 of placid
ind-schemes over A. The restriction to A of a G-equivariant placid presen-
tation of T is a G |A-equivariant placid presentation of T |A, and applying
the ordinary open restriction in Borel-Moore homology one obtains a map
j! : HBM,G˚´2d pT,Rq Ñ H
BM,G
˚´2j˚dpT |A, Rq
One usually goes on to compose this map with the isomorphismHBM,G˚´2j˚dpT |A, Rq –
H
BM,G˙BA
˚´2j˚d pT |A, Rq.
(3) Proper pushforward. Let f : U Ñ T be a G-equivariant ind-proper (in
particular ind-f.p.) map of placid ind-schemes over B. By choosing a G-
equivariant Cartesian placid presentation and applying the ordinary proper
pushforward in Borel-Moore homology, one obtains a map
f˚ : H
BM,G
˚´2f˚dpU,Rq Ñ H
BM,G
˚´2d pT,Rq.
(4) Restriction of equivariance. Let H Ñ G be a morphism of groupoid
schemes over B. Then we have ‘restriction of equivariance’ maps
H
BM,G
˚´2d pT,Rq Ñ H
BM,H
˚´2d pT,Rq.
(5) Co-placid restriction. Let f : U Ñ T be a G-equivariant co-placid
map of placid ind-schemes over B. By choosing a G-equivariant compatible
presentation of f and applying the ordinary smooth pullback in Borel-
Moore homology, one obtains a map
f ! : HBM,G˚´2d pT,Rq Ñ H
BM,G
˚´2f !d
pU,Rq.
(6) Restriction with supports. Let p : T 1 Ñ U 1 be a G-equivariant co-placid
map of placid ind-schemes over B, and let f 1 : U 1 Ñ T 1 be a G-equivariant
section of p. Let g : T Ñ T 1 be ind-f.p. and let U “ T ˆT 1 U
1, so that we
have a Cartesian square:
U
f
ÝÑ T
Ó g1 Ó g
U 1
f 1
ÝÑ T 1.
Suppose we have a dimension theory d1 on U 1 such that g˚p!d1 “ d, and
set dg :“ pg1q˚d1. We can choose a G-equivariant compatible presentation
of this Cartesian square, i.e. write it as
colim
ÝÝÝÑ
jPJ
lim
ÐÝ
iPIj
¨˚
˚˝ U ji f
j
iÝÑ T ji
Ó Ó
pU 1qji
pf 1qjiÝÝÝÑ pT 1qji .
‹˛‹‚
16We can do something along these lines for more general ind-smooth maps.
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such that the induced presentations of the vertical morphisms U Ñ U 1, T Ñ
T 1 are Cartesian, and such that there exists a G-equivariant presentation
colim
ÝÝÝÑjPJ
lim
ÐÝiPIj
ppT 1qji
p
j
iÝÑ pU 1qji q of p. Then p
j
i is a smooth covering and
pf 1qji is its section, and we have a ‘restriction with supports’ morphism
pf ji q
! : HBM,G˚ pT
j
i , Rq Ñ H
BM,G
˚´2 dimppji q
pU ji , Rq, which assemble to give a
morphism
f ! : HBM,G˚´2d pT,Rq Ñ H
BM,G
˚´2dg pU,Rq.
(7) Averaging. Suppose that H Ă G is a normal subgroup over B of finite
index. Then we have the averaging maps
H
BM,H
˚´2d pT,Rq Ñ H
BM,G
˚´2d pT,Rq.
(8) Specialization. Suppose now that B “ Ga and G is a group scheme
over B “ Ga. We have the closed subscheme i : t0u Ñ Ga, and the
complementary open subscheme j : Gm Ñ Ga. Let us write T
˚,G˚ for
the restrictions to Gm and T |0,G |0 for the restrictions to t0u. Choose a
G-equivariant placid presentation
T “ colim
ÝÝÝÑ
jPJ
lim
ÐÝ
iPpIjqop
T
j
i
of T over Ga. Then by restriction we obtain a G
˚-equivariant placid pre-
sentation
T ˚ “ colimÝÝÝÑ
jPJ
limÐÝ
iPpIjqop
pT ji q
˚
of T ˚ over Ga and a G |0-equivariant placid presentation
T |0 “ colimÝÝÝÑ
jPJ
lim
ÐÝ
iPpIjqop
pT ji q|0
of T |0 over t0u, both of which are Cartesian with the original placid pre-
sentation. Since G is pro-smooth covering, we have specialization maps
s
j
i : H
BM,G˚
˚ ppT
j
i q
˚, Rq Ñ H
BM,G |0
˚`2 ppT
j
i q|0, Rq
which are compatible, so yield
s : HBM,G
˚
˚´2j˚dpT
˚, Rq Ñ H
BM,G |0
˚`2´2i˚dpT |0, Rq.
We will write d˚ :“ j˚d, d|0 :“ i
˚d.
(9) Steenrod’s construction. Let G be an affine algebraic group andB “ ˚17.
Write pd for the dimension theory d` . . .` dlooooomooooon
p times
on the Gµp ¸µp-equivariant
placid ind-scheme T µp . We have non-linear maps
StBM : HBM,Gn´2d pT,Rq Ñ H
BM,Gµp ¸µp
pn´2pd pT
µp , Rq
which are monoidal with respect to the map StH : HnG p˚, Rq Ñ H
pn
Gµp ¸µp
p˚, Rq
and whose discrepancy from additivity is averaged from HBM,G
µp
pn´2pd pT
µp , Rq.
If R is a perfect field k of characteristic p, we have the non-linear graded
Stex-monoidal maps
StBMex : H
BM,G
˚ pT, kq
p1q Ñ H
BM,Gµp ¸µp
˚ pT
µp , kq.
17We will not need the relative situation.
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The following facts carry over from the ordinary case.
(1) Descent.
(a) Suppose that H is a normal (pro-smooth covering) subgroup of G over
B, and that the fpqc quotient group G {H exists as a pro-smooth
covering group over B. The main example here is G “ HˆB L for
pro-smooth covering groups H, L over B. Suppose that H acts freely
on T , so that in particular the fpqc quotient (relative to B) T {H exists
as a G {H-equivariant placid ind-scheme over B. So the quotient map
f : T Ñ T {H is G-equivariant and co-placid. Suppose that there
exists a dimension theory d1 on T {H satisfying f !d1 “ d. Then the
composition
H
BM,G {H
˚´2d1 pT {H, Rq ÝÑ H
BM,G
˚´2d1 pT {H, Rq
f !
ÝÑ HBM,G˚´2d pT,Rq
is an isomorphism.
(b) Suppose that G “ L¸Q where Q is an algebraic group acting regu-
larly18 on B, and L is a Q-equivariant pro-smooth covering group over
B. Thus the maximal subgroup H “ L¸BQB is a pro-smooth cover-
ing group over B, and the quotient groupoid P :“ G {H “ pQ˙Bq{QB
is smooth over B. Let A “ B{P , π : B Ñ A. Suppose that we are
given a slice i : A Ă B. Consider the placid GˆBπ
˚pH |Aq-equivariant
ind-scheme
G |A ˆA T |A.
On the one hand, the normal subgroup π˚pH |Aq acts freely and the
quotient is T , giving
H
BM,G
˚´2d pT,Rq
„
ÝÑ H
BM,GˆA H |A
˚´2d1 pG |A ˆA T |A, Rq
where d1 is the !-pullback of d. On the other hand, the normal subgroup
L acts freely, and the quotient is Q ˆ T |A with its residual action of
pQ˙Bq ˆB π
˚pH |Aq “ pQˆH |Aq ˙A B, where H |A acts trivially on
B over A. Thus we have the isomorphisms
H
BM,H |A
˚´2d2 pT |A, Rq
„
ÝÑ H
QˆH |A
˚´2d2´2 dimQpQˆ T |A, Rq
Ó
„
H
BM,GˆAH |A
˚´2d1 pG |A ˆA T |A, Rq
„
ÐÝ H
pQˆH |Aq˙AB
˚´2d2´2 dimQpQˆ T |A, Rq
if d2 is a dimension theory whose !-pullback along G |A ˆA T |A Ñ
Qˆ T |A Ñ T |A equals d
1. Thus we obtain an isomorphism
H
BM,H |A
˚´2d2 pT |A, Rq
„
ÝÑ HBM,G˚´2d pT,Rq.
(2) Compatibilities. These various maps between Borel-Moore homology
groups all commute with each other, whenever this makes sense. For in-
stance, we have:
(a) If f : U Ñ T , resp. p : V Ñ T , are ind-proper, resp. co-placid,
G-equivariant maps, so that we have a G-equivariant Cartesian square
W
f 1
ÝÑ V
Ó p1 Ó p
U
f
ÝÑ T
18i.e. the stabilizer groupoid QB :“ B ˆB pQ ˙Bq is smooth over B.
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then we have p!f˚ “ f
1
˚pp
1q!.
(b) Specialization commutes with proper pushforward, restriction of equiv-
ariance, co-placid restriction and averaging. To spell this out in the
most complicated case: take a ‘restriction with supports framework’ as
in (6) above with B “ Ga and G a group. We may restrict all the data
over t0u or over Ga´t0u, and obtain again ‘restriction with supports
frameworks’. We therefore obtain a square
H
BM,G˚
˚´2d˚ pT
˚, Rq
sTÝÝÑ H
BM,G |0
˚´2d|0
pT |0, Rq
Ó pf |Ga ´t0uq
!
Ó pf |t0uq
!
H
BM,G˚
˚´2pdgq˚pU
˚, Rq
sUÝÝÑ H
BM,G |0
˚´2pdgq|0
pU |0, Rq
which is commutative.
(c) Averaging commutes with change of groupoid base, open restriction,
proper pushforward, restriction of equivariance19, co-placid restriction.
3.10. The branch. We assume from now on that X “ Ga with global parameter
t. Thus the 0-fibers GpOq of G1, R of R
1
1, etc., have actions of C
˚. We assume
also that G is reductive, so that GS
1
S {GS is ind-projective over X
S . We recall the
definitions of [4] with respect to our notations.
Definition 3.24. (1) The Coulomb branch (overR) is the gradedH˚
GpOqp˚, Rq-
module
A˚ :“ H
BM,GpOq
˚´2 rankpT qpR, Rq.
(2) The quantum Coulomb branch (over R) is the graded H˚
GpOq¸C˚
p˚, Rq “
H˚
GpOqp˚, Rqr~s-module
A˚~ :“ H
BM,GpOq¸C˚
˚´2 rankpT q pR, Rq.
Here ~ has degree 2.
(3) We will often write A˚, A˚
~
as simply A,A~.
Lemma 3.25. A˚, A˚
~
are evenly graded and free over H˚
GpOqp˚, Rq, H
˚
GpOqp˚, Rqr~s.
We have a canonical isomorphism A˚
~
{~ – A~.
Proof. The proof in [4] in the case R “ C works for any R. The essential point
is that the equivariant parameters are in even degrees, and an equivariant placid
presentation may be chosen such that each ‘approximation’ has a complex cell
decomposition. 
We will also consider A˚ :“ H
BM,GpOq¸µp
˚´2 rankpT q pR, Rq. The same proof shows that
the natural map
H˚µpp˚, Rq bRr~s A
˚
~ Ñ A
˚
is an isomorphism. In particular in the case R “ Fp we have A
˚ “ A˚
~
ras. We
have an averaging map A˚ Ñ A˚, which after identifying A˚ “ RbRr~s A
˚
~
, A˚ “
H˚µpp˚, RqbRr~sA
˚
~
is induced by the averaging map of Rr~s-modulesRÑ H˚µ p˚, Rq.
19That is, if H Ă G is of finite index over B and G1 Ñ G is a map, the fiber product HˆG G
1
is of finite index in G1, and the two possible maps from the H-equivariant BM homology to the
G1-equivariant homology coincide. For some reason, we have steadfastly avoided using quotient
stacks. If we had used them, this would be an example of proper base change.
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This is the map which multiplies by p in degree 0. Therefore in the case R “ Fp,
the averaging map equals 0.
Remark 3.26. (1) In [4] A˚, A˚
~
are given ring structures20 by a form of con-
volution in Borel-Moore homology. They show21 that A˚ is commutative
and A˚
~
is an ~-quantization of A˚. We will recall the construction in the
course of the proof of our main theorem. The idea (due originally to Beilin-
son and Drinfeld [1]) is to express the multiplication in A˚ by a manifestly
commutative specialization map.
(2) Recall that T is the fpqc quotient GpKq ˆGpOq NpOq of the placid ind-schemerT :“ GpKq ˆNpOq. Both are ind-pro-smooth covers22 of GrG, and have
respective dimension theories rankpT q, rankprT q given by their ranks over
GrG. Let us denote by rR the corresponding GpOq-bundle over R; it has
a compatible dimension theory rankprT q. By descent, we have the isomor-
phism
A˚~ “ H
BM,GpOq¸C˚
˚´2 rankpT q pR, Rq
„
ÝÑ H
BM,pGpOqˆGpOqq¸C˚
˚´2 rankp rT q prR, Rq,
and similarly for A˚. This shows that A˚, A˚
~
have two module structures
over H˚
GpOqp˚, Rq. In fact, these module structures coincide with the left-
and right- multiplication by a subalgebra H˚
GpOqp˚, Rq Ă A
˚, A˚
~
. Since A˚
is commutative, these two module structures coincide everywhere. However
H˚
GpOqp˚, Rq is not in the center of A
˚
~
, so these two module structures are
different there.
3.11. The map F~. We will set R “ Fp from now on. The rest of this section is
devoted to the proof (and explanation) of the following theorem:
Theorem 3.27. A~ is a Frobenius-constant quantization of A.
We will construct the requisite map F~ using Steenrod’s construction and a
specialization map. First we introduce some new notation. We will fix X “ Ga,
with parameter t. We will use another base curve Y “ Ga with parameter t
p. We
have Y “ X{{µp, where µp Ă C
˚ acts on X through the character χ given by
restricting the weight one action of C˚. Let π : X Ñ Y be the quotient map; under
the identifications X “ Ga “ Y , π is the p
th-power map, and is C˚-equivariant
when C˚ acts on Y with weight p. For y P Y SpRq, we will use tp to identify the
coordinates ys with elements of R. Then for y P Y
SpRq, we have the affine scheme
π˚∆S
1
S pyq “ SpecpRrtsrr
ź
sPS
ptp ´ ysqssr
ź
sPS1
ptp ´ ys1q
´1sq.
Now χ determines a ‘twisted-diagonal’ embedding X Ă Xµp as the χ-eigenline for
the cyclic action of µp. Let α be one of the symbols G, N, T , R, rT , rR. Then we
will set
αppq :“ αµp{{χ µp
α
ppq
ppq :“ α
µp
µp
{{χ µp .
20A˚ is also a ring in the same way.
21For R “ C, but it is true for any R.
22In fact, ind-pro-smooth ind-fiber bundles.
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Here the symbol ‘{{χ µp’ means ‘restrict along the twisted-diagonal then take cate-
gorical quotient by µp’. The action of µp in question is the one that does not involve
loop-rotation, i.e. that which scales x P XpRq but does not change any of the data
E , f, v etc. These are all placid ind-schemes over Y , and behave in essentially the
same way as their earlier counterparts: Gppq is an affine pro-smooth covering group
scheme over Y , Grppq :“ G
ppq
ppq{Gppq is an ind-projective ind-scheme over Y , T
ppq
ppq
is an infinite-dimensional vector bundle over Grppq, R
ppq
ppq is its sub-vector space of
ind-finite codimension over Grppq. They are all Gppq ¸ C
˚-equivariant. They also
have chosen dimension theories, denoted rankpG
ppq
ppqq, rankpT
ppq
ppqq, rankp
Ą
T
ppq
ppqq etc.,
which are compatible with each other in the same way as for the αS
1
S , and compat-
ible with the dimension theories on α
µp
µp in the natural way
23. Unlike αS
1
S which is
globally trivial over the coincidence-free open subset of XS , these spaces αppq, α
ppq
ppq
are only locally trivial away from t0u. On the level of R-points, they admit similar
interpretations to αS
1
S , only involving π
˚∆1pyq, π
˚∆11pyq. For example, we have:
R
ppq
ppqpRq :“
$’’&’’%py, E , f, vq
ˇˇˇˇ
ˇˇˇˇ y P Y pRqE a principal G-bundle over π˚∆1pyq
f a trivialization of E over π˚∆11pyq
v an N -section of E such that fpvq extends to π˚∆1pyq
,//.//- { „ .
The fiber of this space over t0u is a copy of R, while the fibers over Y ´ t0u :“ Y ˚
are copies of Rp. Another example is
GppqpRq :“
"
py, gq
ˇˇˇˇ
y P Y pRq
g : π˚∆1pyq Ñ G
*
.
The action of Gppq ¸ C
˚ on R
ppq
ppq is given as:
py, gq.py, E , f, vq “ py, E , g ˝ f, vq
z.py, E , f, vq “ pzpy, z˚ E , z˚f, z˚vq
where for z P Rˆ, z˚ denotes the pushforward along the multiplication-by-z endo-
morphism of XR, t ÞÑ zt, which transforms π
˚∆1pyq into π
˚∆1pz
pyq. The key new
feature is that Gppq ¸ µp is a subgroup
24 of Gppq ¸ C
˚.
Note that the 0-fiber of Gppq ¸ C
˚
ýR
ppq
ppq is identified with GpOq ¸ C
˚
ýR
(C˚ acting in the usual way, i.e. with weight 1 on t P O). Meanwhile, the 1-fiber of
Gppq ¸ µp ýR
ppq
ppq is identified with GpOq
µp ¸ µp ýR
µp , where now µp acts in the
usual cyclic way of Section 2 (without any loop-rotation). This latter identification
comes from the defining identification of π˚t1u with µp.
Warning 3.28. NotationRµp means Mappµp,Rq. This µp-superscript is not to be
confused with the µp-superscript in R
µp
µp
, where it indicates a set of allowed poles
as in RS
1
S .
23That is, the ˚- (or !-)pullback along the µp-fppf quotient map of the chosen dimension theory
on α
ppq
ppq
coincides with the ˚-pullback along the ind-f.p. closed embedding X ˆXµp α
µp
µp Ñ α
µp
µp
of the chosen dimension theory on α
µp
µp .
24In fact, Gppq ¸ µp is one component of the maximal subgroup of Gppq ¸C
˚, the other being
t0u ˆ C˚. Contrast with GS ¸ C
˚, whose maximal subgroup is GS Y pt0u ˆ C
˚q.
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Consider the following composition F 1
~
: An Ñ Apn.
(3.1)
An “ H
BM,GpOq
n´2 rankpT qpR,Fpq H
BM,GpOqµp¸µp
pn´2p rankpT q pR
µp ,Fpq
H
BM,G˚
ppq
¸µp
pn´2´2p rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq H
BM,G˚
ppq
¸C˚
pn´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq
H
BM,GpOq¸µp
pn´2 rankpT q pR,Fpq “ A
pn .
Steenrod
Descent isomorphism (b)
Specialize
Restrict
For degree reasons it factors through the inclusion A˚
~
Ă A˚
~
ras “ A˚. We may
form the graded H˚
GpOqp˚,Fpq
p1q-module pA˚qp1q, and we have a map of Z-graded
multiplicative Fp-sets
F~ : pA
˚qp1q Ñ A˚~ .
3.12. Linearity. We have the following:
Proposition 3.29. F~ is Stin-linear. That is, it is linear and transports mul-
tiplication by r P Hm
GpOqp˚,Fpq to multiplication by Stinprq P H
pm
GpOq¸C˚
p˚,Fpq Ă
H
pm
GpOq¸C˚
p˚,Fpq.
Proof. First we show that F~ is Stin-multiplicative. Recall that restriction of equiv-
ariance commutes with specialization. We have a closed embedding from the Y -
version of Gt1u to Gppq determined by the formula
py, g : ∆t1upyq Ñ Gq ÞÑ py, g ˝ π : π
˚∆t1upyq Ñ Gq.
Over 0, this is identified with the embedding GpOq Ñ GpOq, t ÞÑ t. Over 1 this is
identified with the diagonal embedding GpOq Ñ GpOqµp . Since the restriction of
equivariance along the former embedding,
H
BM,GpOq¸µp
˚´2 rankpT q pR,Fpq Ñ H
BM,GpOq¸µp
˚´2 rankpT q pR,Fpq,
is an isomorphism, it follows that the map H
BM,G˚
ppq
¸µp
˚´2´2p rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq Ñ A
˚
factors as
H
BM,G˚
ppq
¸µp
˚´2´2p rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq
Restrict
ÝÝÝÝÝÑ H
BM,G˚
t1u
¸µp
˚´2´2p rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq
Specialize
ÝÝÝÝÝÝÑ A˚ .
Since Gt1u ¸ µp is a constant group over Y with fibers GpOq ¸ µp, this latter
specialization map is H˚
GpOq¸µp
p˚,Fpq-linear. Certainly the descent isomorphism
(b) and the restriction of equivariance from C˚ to µp in the diagram defining F
1
~
commute with restriction of equivariance from Gppq to Gt1u. It follows that F~ is
Stin-multiplicative, by definition of Stin.
Now we show linearity. Averaging (over µp) commutes with the descent isomor-
phism (b) and restriction of equivariance in that we have a commutative diagram:
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H
BM,GpOqµp
pn´2p rankpT qpR
µp ,Fpq H
BM,GpOqµp¸µp
pn´2p rankpT q pR
µp ,Fpq
H
BM,π˚G˚
ppq
¸C˚
pn´2´2π˚ rankpT
ppq
ppq
q˚
pπ˚pR
ppq
ppqq
˚,Fpq H
BM,G˚
ppq
¸C˚
pn´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq
H
BM,π˚G˚
ppq
¸µp
pn´2´2π˚ rankpT
ppq
ppq
q˚
pπ˚pR
ppq
ppqq
˚,Fpq H
BM,G˚
ppq
¸µp
pn´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq.
Averaging
Descent isom. Descent isom.
Averaging
Restriction Restriction
Averaging
Here for the second two averaging maps we have identifiedH
BM,G˚
ppq
¸?
pn´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚,Fpq
with H
BM,pπ˚G˚
ppq
q¸p?ˆµpq
pn´2´2π˚ rankpT
ppq
ppq
q˚
pπ˚pR
ppq
ppqq
˚,Fpq for ? “ C
˚,µp.
Since averaging commutes also with specialization, it follows that the discrepancy
from additivity lies in the image of the averaging map A˚ Ñ A˚. But this map is
equal to 0. 
3.13. Centrality. We have the following:
Proposition 3.30. F~ maps into the center of A
˚
~
.
Proof. The idea is to adapt the proof25 of commutativity of A˚ given in the Ap-
pendix to [5] to the present setup. Consider the diagram:
R
ppq
ppqˆR
R
ppq
ppq0ˆY R
0
ppq0
rRppqppq0 ˆNppq0 R0ppq0 rR0ppq0 ˆNppq0 Rppqppq0
rRppqppq0ˆNppq0Gppq0 R0ppq0 rR0ppq0ˆNppq0Gppq0 Rppqppq0
R
ppq0
ppq0 .
β
γl
δl
twist˝γr
δr
ǫl
ǫr
Notation: let α be as before26. We set
α
ppq0
ppq0 :“
´
X ˆpXµp Yt0uq α
µp Yt0u
µp Yt0u
¯
{{µp .
25Which is itself an adaptation of the construction, using Beilinson-Drinfeld grassmannians,
of the commutativity constraint on the Satake category, see [13].
26i.e. any of the symbols G, N, T , R, rT , rR.
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Here the map X Ñ XµpYt0u is the product of the ‘twisted-diagonal’ embedding
X Ñ Xµp determined χ and the inclusion of t0u in Ga under the identification
XµpYt0u “ Xµp ˆ Xt0u “ Xµp ˆ Ga. The action of µp is again the one which
does not involve any loop-rotation. Removing the superscript ppq (resp. 0, resp.
ppq0) from α
ppq0
ppq0 corresponds to removing the superscript µpY (resp. Yt0u, resp.
µpYt0u) from α
µp Yt0u
µp Yt0u
in its defining equation. We may write the spaces of the
‘left path’ as follows:
R
ppq
ppqˆRpRq “
$’’’’’’’’’’’&’’’’’’’’’’’%
py, E , f, v, E0, f0, v0q
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
y P Y pRq
E a principal G-bundle over π˚∆1pyq
f a trivialization of E over π˚∆11pyq
v an N -section of E such that fpvq extends
to π˚∆1pyq
E0 a principal G-bundle over ∆1pt0uq
f0 a trivialization of E0 over ∆
1
1pt0uq
v0 an N -section of E0 such that f0pv0q extends
to ∆1pt0uq
,///////////.///////////-
{ „
R
ppq
ppq0ˆYR
0
ppq0pRq “
$’’’’’’’’’’’&’’’’’’’’’’’%
py, E , f, v, E0, f0, v0q
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
y P Y pRq
E a principal G-bundle over π˚∆1pyq Y∆1pt0uq
f a trivialization of E over π˚∆11pyq Y∆1pt0uq
v an N -section of E such that fpvq extends
to π˚∆1pyq Y∆1pt0uq
E0 a principal G-bundle over π
˚∆1pyq Y∆1pt0uq
f0 a trivialization of E0 over π
˚∆1pyq Y∆
1
1pt0uq
v0 an N -section of E0 such that f0pv0q extends
to π˚∆1pyq Y∆1pt0uq
,///////////.///////////-
{ „
rRppqppq0ˆNppq0R0ppq0pRq “
$’’’’’’’’’’’&’’’’’’’’’’’%
py, E , f, g, v, E0, f0, v0q
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
y P Y pRq
E a principal G-bundle over π˚∆1pyq Y∆1pt0uq
f a trivialization of E over π˚∆11pyq Y∆1pt0uq
g a trivialization of E over π˚∆1pyq Y∆1pt0uq
v an N -section of E such that fpvq extends
to π˚∆1pyq Y∆1pt0uq
E0 a principal G-bundle over π
˚∆1pyq Y∆1pt0uq
f0 a trivialization of E0 over π
˚∆1pyq Y∆
1
1pt0uq
v0 an N -section of E0 such that f0pv0q “ gpvq
,///////////.///////////-
{ „
rRppqppq0ˆNppq0Gppq0 R0ppq0pRq “
$’’’’’’’’’’’&’’’’’’’’’’’%
py, E , f, v, E0, h0, v0q
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
y P Y pRq
E a principal G-bundle over π˚∆1pyq Y∆1pt0uq
f a trivialization of E over π˚∆11pyq Y∆1pt0uq
v an N -section of E such that fpvq extends
to π˚∆1pyq Y∆1pt0uq
E0 a principal G-bundle over π
˚∆1pyq Y∆1pt0uq
h0 an isomorphism of E0 with E
over π˚∆1pyq Y∆
1
1pt0uq
v0 an N -section of E0 such that h0pv0q “ v
,///////////.///////////-
{ „
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and
R
ppq0
ppq0pRq “
$’’&’’%py,F , e, wq
ˇˇˇˇ
ˇˇˇˇ y P Y pRqF a principal G-bundle over π˚∆1pyq Y∆1pt0uq
e a trivialization of F over π˚∆11pyq Y∆
1
1pt0uq
w an N -section of F such that epwq extends to π˚∆1pyq Y∆1pt0uq
,//.//- { „ .
Here the t0u of ∆?1pt0uq denotes the fixed R-point t0u of X . By definition,
β is the product of the co-placid map R
ppq
ppq0 Ñ R
ppq
ppq induced by the embedding
π˚∆11pyq Ñ π
˚∆11pyq Y∆1pt0uq, and the co-placid map R
0
ppq0 Ñ Y ˆR induced by
the embedding ∆11pt0uq Ñ π
˚∆1pyq Y∆
1
1pt0uq. The map γl factors as
rRppqppq0 ˆNppq0 R0ppq0 ulÝÑ rRppqppq0 ˆY R0ppq0 vlÝÑ Rppqppq0ˆY R0ppq0
where vl is a Gppq0-torsor and ul fits into a ‘restriction with supports framework’:
a Cartesian diagram
rRppqppq0 ˆNppq0 R0ppq0 ulÝÑ rRppqppq0 ˆY R0ppq0
Ó ÓrT ppqppq0 ˆNppq0 R0ppq0 u1lÝÑ rT ppqppq0 ˆY R0ppq0
such that u1l is a section of a vector bundle map
rT ppqppq0 ˆY R0ppq0 “ Gppqppq0{Gppq0 ˆY Nppq0ˆY R0ppq0 Ñ Gppqppq0{Gppq0 ˆY R0ppq0
and whose vertical arrows are ind-f.p closed embeddings. The map δl is a Gppq0-
torsor, defined by
py, E , f, g, v, E0, f0, v0q ÞÑ py, E , f, v, E0, h0 “ g
´1f0, v0q.
The map ǫl is ind-proper, defined by
py, E , f, v, E0, h0, v0q ÞÑ py,F “ E0, e “ hf0, w “ v0q.
This describes the ‘left path’. The ‘right path’ exactly mirrors it27 and has all the
same properties. If we restrict our diagram to Y ˚, then the subscripts ppq, 0 ‘split
apart’, and the result is rather degenerate. That is, it coincides with the restriction
to Y ˚ of:
27Just exchange superscripts µp, 0, and on the level of points exchange E with E0, f with f0,
v with v0, g with g0, h with h0 etc. We have labelled our data F , e, w in R
ppq0
ppq0
is because in
the ‘left path’ we have pF , e, wq “ pE0, fg´1f0, v0q while in the ‘right path’ we have pF , e, wq “
pE, f0g
´1
0 f, vq.
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R
ppq
ppqˆR
pR
ppq
ppqˆNq ˆY pNppqˆRq
prRppqppq ˆGpOq ˆNq ˆpNppq ˆNq pNppqˆRq pNppqˆYGppq ˆ rRq ˆpNppq ˆNq pRppqppqˆNq
rRppqppq ˆGpOq ˆR Gppq ˆ rRˆRppqppq
R
ppq
ppqˆR RˆR
ppq
ppq
R
ppq
ppqˆR .
β1
γ1l
γ1r
δ1l
“
δ1r
“
ǫ1l
ǫ1r
Here the maps from the fourth row to the top are the obvious projection maps,
while the maps from the fourth row to the bottom are the obvious action maps.
If instead we restrict our diagram to t0u Ă Y , the subscripts ppq, 0 ‘fuse’ and the
result is again degenerate: we get
RˆR
RˆR
rRˆNpOq R rRˆNpOq R
rRˆNpOq
GpOq R
rRˆNpOq
GpOq R
R .
“
twist
We leave it to the reader to write out the appropriate equivariant structures
implicit in the following chain of maps, and to check that the quoted dimension
theories are appropriately compatible:
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H
BM,Gppq¸µp
˚´2 rankpT
ppq
ppq
q
pR
ppq
ppqq bFpra,~s A
˚
~
ras H
BM,Gppq¸µp
˚´2 rankpT
ppq
ppq
q
pR
ppq
ppqq bFpra,~s H
BM,GpOq¸µp
˚´2 rankT pRq
H
BM,pGppq0ˆY Gppq0q¸µp
˚´2 rankpT
ppq
ppq
q´2 rankpT q
pR
ppq
ppqˆRq H
BM,pGppqˆGpOqq¸µp
˚´2 rankpT
ppq
ppq
q´2 rankpT q
pR
ppq
ppqˆRq
H
BM,pGppq0ˆY Gppq0q¸µp
˚´2 rankpT
ppq
ppq0
q´2 rankpT 0
ppq0
q
pR
ppq
ppq0ˆY R
0
ppq0q H
BM,pGppq0ˆY Gppq0ˆY Gppq0q¸µp
˚´2 rankp rT ppqppq0q´2 rankpT 0ppq0q prRppqppq0 ˆY R0ppq0q
H
BM,pGppq0ˆY Gppq0q¸µp
˚´2δ!
l
ǫ˚
l
rankp rT ppq0ppq0q prRppqppq0 ˆNppq0 R0ppq0q HBM,pGppq0ˆY Gppq0q¸µp˚´2 rankp rT ppqppq0q´2 rankpT 0ppq0qprRppqppq0 ˆY R0ppq0q
H
BM,pGppq0q¸µp
˚´2ǫ˚
l
rankp rT ppq0ppq0qprRppqppq0ˆNppq0Gppq0 R0ppq0q HBM,pGppq0q¸µp˚´2 rankp rT ppq0ppq0qpRppq0ppq0q.
“
“
β!
restrict
descent
restrict on idˆY diag
descent
u!l
pǫlq˚
Here we have dropped the homological coefficients ‘Fp’ for brevity. This is called
the ‘homological left path over Y ’. Similarly there is a ‘homological right path over
Y ’. Moreover, we have versions of both ‘homological paths’ for the restrictions of
our original diagram to Y ˚, t0u, and specialization map of paths
‘homological left path over Y ˚’Ñ ‘homological left path over t0u’
‘homological right path over Y ˚’Ñ ‘homological right path over t0u’
since every step of both paths is compatible with specialization. One the one hand,
both ‘homological paths over Y ˚’ give as their composition the identity map
H
BM,Gppq¸µp
˚´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚qbFpra,~sA
˚
~ras Ñ H
BM,Gppq¸µp
˚´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚qbFpra,~sA
˚
~ras.
On the other hand, the ‘left homological path over t0u’ gives as its composition the
multiplication map28
A˚~ras bFpra,~s A
˚
~ras
‘convolution’
ÝÝÝÝÝÝÝÝÑ A˚~ras
while the ‘right homological path over t0u’ gives as its composition the twisted
multiplication map
A˚~ras bFpra,~s A
˚
~ras
‘convolution’˝twist
ÝÝÝÝÝÝÝÝÝÝÝÝÑ A˚~ras.
It follows that in fact the image of the specialization map
H
BM,Gppq¸µp
˚´2´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚q bFpra,~s A
˚
~ras Ñ A
˚
~ras
is in the center of A˚
~
ras. By its very definition, F~ factors through this map. 
28Indeed, this is the definition of convolution from [4].
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3.14. Completion of proof.
(1) F~ is multiplicative. The proof is essentially the same as the proof of cen-
trality, but instead of keeping one copy of R fixed and allowing the other
to deform to Rµp with its cyclic µp-action, we allow both copies of R to
deform in that way. In fact it is easier because we only need one ‘path’. We
will content ourselves with drawing the defining diagram; the conscientious
reader can plug in the method of specialization.
R
ppq
ppqˆR
ppq
ppq ÐÝ
rRppqppq ˆNppq Rppqppq Ñ rRppqppqˆNppqGppq Rppqppq Ñ Rppqppq .
(2) F~ sends 1 to 1. Note that 1 P A
˚ is the fundamental class of the fiberNpOq
of R over the base point of Gr. Certainly Steenrod’s construction sends
this to the fundamental class of the fiber NpOqµp ofRµp over the base point
of Grµp , and this is sent by the ‘descent isomorphism (b)’ construction to
the fundamental class of the fiber N˚ppq of pR
ppq
ppqq
˚ over the base section of
Gr˚ppq. But this section extends to a base section of Grppq - namely, the
trivial G-bundle with the trivial trivialization. The fiber of R
ppq
ppq over this
section is Nppq. Since this is a vector bundle over Y , specialization sends
its fundamental class to the fundamental class of its zero fiber NpOq, as
required.
(3) F~ mod ~ is the Frobenius map. This is essentially clear from the con-
struction. It amounts to showing that the specialization (over Y ) of the
class b in
H
BM,Gppq
˚´2 rankpT
ppq
ppq
q˚
ppR
ppq
ppqq
˚q
obtained by applying Steenrod’s construction to a P pA˚qp1q, then ap-
plying descent isomorphism (b) and then restricting all the way to Gppq-
equivariance29, equals xp (recall Diagram 3.1). But by a general property
of specialization, it is equal to the specialization over X of the class π˚pbq
in
H
BM,π˚G˚
ppq
˚´2π˚ rankpT
ppq
ppq
q˚
pπ˚pR
ppq
ppqq
˚q.
Under the identifications π˚pR
ppq
ppqq
˚ “ Rµp ˆY ˚, π˚G˚ppq “ GpOq
µp ˆ Y ˚,
π˚pbq is just the pull-back of abp along the projection away from Y ˚. Thus
it is enough to prove the more general statement that for a1, . . . , ap P A
˚,
the convolution product a1 . . . ap is equal to the specialization in π
˚R
ppq
ppq of
a1 b . . .b ap. That is achieved by choosing an enumeration µp “ t1, . . . , pu
and considering the restriction along the ‘twisted-diagonal’ embeddingX Ñ
Xµp of the global convolution diagram (see Appendix to [5]):
29Rather than Gppq ¸ µp-equivariance. This is the same as killing ~, since the restriction from
Gppq¸µp-equivariance to Gppq-equivariance commutes with specialization, and over the 0 fiber is
exactly the map A˚
~
ras Ñ A˚ which kills ~ and a.
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R
t1u
t1uˆ . . .ˆR
tpu
tpu
rRt1uµp ˆNµp . . .ˆNµp rRtp´1uµp ˆNµp Rtpuµp
rRt1uµp ˆNµpGµp . . . ˆNµpGµp rRtp´1uµp ˆNµpGµp Rtpuµp
R
pµpq
pµpq
.
3.15. Closing remarks.
(1) There is a closed embedding
R
1
1 Ñ R
ppq
ppq
py, E , f, vq ÞÑ py, π˚ E , π˚f, π˚vq
and similarly compatible closed embeddings α11 Ñ α
ppq
ppq for any symbol α
(see Subsection 3.11). We also have the compatible closed embeddings of
groups G1 Ñ Gppq, N1 Ñ Nppq. In fact we have already used one of these
to prove linearity of F~ in Subsection 3.12.
(2) For large p, the N “ 0-version of A~ has a name: it is
30 the quantum Toda
lattice, denoted Toda~ and given as the two-sided quantum Hamiltonian
reduction N_ψ zzD~pG
_q{{ψ of the Rees algebra of crystalline differential
operators, D~pG
_q, of the Langlands dual group G_ over Fp, with respect
to a regular character ψ of a maximal unipotent N_ Ă G_. As a quantum
Hamiltonian reduction of a ring of differential operators, it has a canonical
Frobenius-constant structure. It follows from a torus localization argument
that this Frobenius-constant structure coincides with the one we have pro-
duced in this paper. The ind-f.p. closed embedding R Ñ T induces a
pushforward map of H˚
GˆC˚
p˚,Fpq-algebras
A˚~ Ñ H
BM,GˆC˚
˚´2 rankT pT ,Fpq – H
BM,GˆC˚
˚ pGr,Fpq.
For all p, this map is compatible with the Frobenius-constant structure.
For large p this map is an embedding. So for large p, Theorem 3.27 can
be understood as saying that the subalgebra A˚
~
of the quantum Toda
lattice contains the image of A˚ Ă Toda :“ Toda~{~ under the canonical
Frobenius-constancy map Todap1q Ñ Toda~.
(3) An example. Let G “ C˚, N “ C´r, r ě 0. Then on C-points we identify:
(a) Gr “ Z
(b) T “ ZˆC´rrrtss
(c) R “ Zď0ˆC´rrrtss Y t1u ˆ t
r C´rrrtss Y t2u ˆ t
2r C´rrrtss Y . . ..
For N “ 0, A~ is the Weyl algebra Fpr~sxx
˘, By{prB, xs “ ~q. The
equivariant BM homology of a point n P Z is identified with Fpr~, xBs.x
n.
30In characteristic 0 this is due to [3]. In characteristic p it requires some proof - a note will
shortly be available.
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It is a direct calculation that F~ is the map
xp1q ÞÑ xp
yp1q ÞÑ Bp
pxyqp1q ÞÑ xpBp “
śp´1
i“0 pxB ´ i~q “ pxBq
p ´ ~p´1xB “ AS~pxBq.
Here y “ B mod ~. For N “ C´r with r ě 0, A~ is the reduction modulo
p of the subalgebra of the integral Weyl algebra Zr~sxx˘, By{prB, xs “ ~q
with Fpr~, xBs-basis
. . . x´2, x´1, 1,
˜
rź
i“1
prxB ´ i~q
¸
x,
˜
2rź
i“1
prxB ´ i~q
¸
x2, . . . .
It satisfies p
śnr
i“1prxB´i~qx
nqp
śmr
i“1prxB´i~qx
mq “
śpm`nqr
i“1 prxB´i~qx
m`n.
Note that this is a subalgebra of the mod p Weyl algebra if and only if p
does not divide r. It is again a direct computation that F~ is the map
px´1qp1q ÞÑ x´p
pprxyqrxqp1q ÞÑ
śpr
i“1prxB ´ i~qx
p
pxyqp1q ÞÑ
śp´1
i“0 pxB ´ i~q.
It is an interesting exercise to check that these are really central (of course
their images in the mod p Weyl algebra are).
(4) For large p one can prove the centrality and multiplicativity of the map F~,
constructed in Subsection 3.11, via torus localization in conjunction with
the above example. But Theorem 3.27 is true for all odd primes p. In fact,
the same construction works for p “ 2 but one has to be a little careful to
account for the fact that a2 “ ~ in that case.
(5) Suppose that the action of G on N extends to an action of a normalizing
supergroup rG of G. Then the same proof shows that the corresponding
flavor deformation is also a Frobenius-constant quantization.
(6) In [5], an algebra ind-object Ω~ of the Satake category D
b
GpOq¸C˚pGr,Cq is
constructed; its cohomology algebra is the quantum Coulomb branch. The
commutativity of the Coulomb branch corresponds to commutativity of the
image algebra Ω of Ω~ in D
b
GpOqpGr,Cq. It is also possible, by essentially
the same method given in the Appendix to loc. cit., to tell the same story
with Fp coefficients. In Part II, we will use the functor F~ of Theorem 1.3
to upgrade the Frobenius-constant structure in the same way.
4. K-theoretic version
4.1. K-theory and K-homology. Let X be a scheme over some base B over C
and let G be a (affine, pro-smooth) groupoid scheme over B acting on X . We have
the G-equivariant K-homology of X :
KGpXq :“ K0pD
b
G CohpXqq
which is by definition the Grothendieck group of DbG CohpXq, the G-equivariant
derived category of complexes of sheaves on X with bounded, coherent cohomology
sheaves. We have also the G-equivariant K-theory of X :
KGpXq :“ K0pPerfGpXqq
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which is by definition the Grothendieck group of the full subcategory PerfGpXq of
DbG CohpXq consisting of perfect complexes. We recall some basic facts (see [7]):
(1) KGpXq forms a ring, since PerfGpXq is monoidal. The unit element is given
by the class of the structure sheaf.
(2) KGpXq is a module over KGpXq, since D
b
G CohpXq is a module category
over PerfGpXq. Under suitable conditions
31, every equivariant coherent
sheaf has a bounded equivariant resolution by vector bundles, so that the
defining functor PerfGpXq Ñ D
b
GpXq is an equivalence, and in particular
the map from KGpXq to K
GpXq is an isomorphism. But this will certainly
not be the case in most of our examples.
(3) Let f : X Ñ Y be a G-equivariant map of schemes over B. We have a
monoidal pullback map
f˚ : PerfGpY q Ñ PerfGpXq
hence the ring map f˚ : KGpY q Ñ KGpXq. If the derived functor f
˚ :
DbG QCohpY q Ñ D
b
G QCohpXq sends
32 DbG CohpY q to D
b
G CohpXq, then we
also get a map
f˚ : KGpY q Ñ KGpXq
of KGpY q-modules.
(4) If instead the derived functor f˚ : D
`
G
ShpXq Ñ D`
G
ShpY q sends33DbG CohpXq
to DbG CohpY q, then we have a map
f˚ : K
GpXq Ñ KGpY q
of KGpY q-modules.
(5) There is also a version of specialization in equivariant K-homology, due to
[16]. Let f : X Ñ B ˆ Ga be G-equivariant map, where the factor Ga is
a ‘multiplicity space’ ignored by the action of G. Let i : X0 Ñ X denote
the inclusion of the fiber of B ˆ t0u, and j : Xo Ñ X denote the inclusion
of the complement. Assume that i is a regular embedding. Then the map
i˚i˚ on K-homology vanishes, and so we get a map
KGpXq{i˚K
GpX0q Ñ K
GpX0q.
Note that the restriction map j˚ : KGpXq Ñ KGpXoq has kernel i˚K
GpX0q,
so we get an injection KGpXq{i˚K
GpX0q Ñ K
GpXoq. Assume that this
injection is also a surjection34. Then we have obtained a map
s : KGpXoq Ñ KGpX0q
which is the promised specialization map.
(6) There is also a version of restriction with supports. Suppose f : X Ñ Y is
a G-equivariant regular closed embedding, and g : Z Ñ Y is an arbitrary
G-equivariant map. Then f˚OX is isomorphic to an object of PerfGpY q,
so that g˚f˚OX is isomorphic
35 to an object of PerfGpZq. Moreover, this
perfect complex is set-theoretically supported on W :“ X ˆY Z, i.e. its
31For instance, if X is smooth and G is a connected linear algebraic group.
32For instance, f may be flat, or a regular closed embedding.
33For instance, if f is proper and Y is finite type.
34For instance, if X is quasi-projective.
35Without regularity assumption, it is just some bounded above equivariant coherent complex.
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restriction to the complement ofW in Z is isomorphic to 0. Thus tensoring
with g˚f˚OX gives an exact functor:
p´q bLOZ g
˚f˚OX : D
b
G CohpZq Ñ D
b
G CohpZqW .
The RHS is the full subcategory of DbG CohpZq consisting of complexes
set-theoretically supported on W ; the pushforward functor DbG CohpW q Ñ
DbG CohpZq factors through this category. The resulting functorD
b
G CohpW q Ñ
DbG CohpZqW induces
36 an isomorphism in K-homology:
KGpW q
„
ÝÑ K0pD
b
G CohpZqW q.
Thus, we have produced a map
KGpZq Ñ KGpW q
which is the promised restriction with supports.
(7) Change of groupoid base, restriction of equivariance, averaging work exactly
as for equivariant Borel-Moore homology, see subsection 3.9.
The same compatibilities which were used in the previous section to extend
the analogous procedures in equivariant Borel-Moore homology to the case of ind-
schemes hold just as well for equivariantK-homology. Thus we are able to define the
K-theoretic versions of the Coulomb branch and the quantum Coulomb branch by
using precisely the same underlying geometry: we have rings (under convolution):
KA :“ KGpOqpRq
and
KAq :“ K
GpOq¸C˚pRq
which receive ring maps from, respectively
KGpOqp˚q “ KGp˚q “ RpGq
and
KGpOq¸C˚p˚q “ KGˆC˚p˚q “ RpGqrq, q
´1s.
Here RpGq is the (integral) representation ring of G. For a maximal torus T of G,
we have RpGq “ ZrX‚pT qsW where W is the Weyl group. Moreover, the various
compatibilities between specialization and the other procedures hold here as in the
case of Borel-Moore homology (see subsection 3.9), so that the ring structure on
KA may also be defined using specialization on the appropriate Beilinson-Drinfeld
Grassmannian, and is commutative. Also, KA is free over RpGq, KAq is free over
RpGqrq, q´1s with respect to both left and right multiplication, q is in the center
ZpKAqq of KAq, and KA “ KA1 :“ KAq|q“1. We will show:
Theorem 4.1. Fix a positive integer n and a primitive nth root of unity ζ. Then
there is an injective map of algebras
KAÑ ZpKAζq.
Here KAζ :“ KAq{Φnpqq where Φn is the n
th cyclotomic polynomial. Equivalently,
since KAq is free over Zrq, q
´1s, this is the same as the subalgebra 1 b KAq of
Cζ bZrq,q´1sKAq, where Cζ is the Zrq, q
´1s-algebra whose underlying ring is C and
in which q acts as ζ.
36Since the embedding W Ñ Z is f.p., being the base change of the f.p. embedding X Ñ Y .
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The proof is essentially the same as for the quantum Coulomb branch, except
that:
Remark 4.2. We must generalize from Rµp , R
ppq
ppq etc. to R
µn , R
pnq
pnq, which are
defined exactly as before by replacing any instance of p with n. Indeed we never
used that p was prime in any of our previous constructions, nor in any of our proofs
except for questions of linearity. So for instance it is true that we have maps from
the mod n rings:
F~;n : A
˚ Ñ ZpA˚~q
which lift the nth power map A˚ Ñ A˚; to linearize these maps, we have to kill all
non-unit factors of n. If n is not a prime power, this means we have to kill every-
thing, so we do not obtain an interesting linear map. If n “ pd is a prime power,
this amounts to killing p, and the resulting map F~;pd mod p is the composition of
F~;p with the pd´1q
th power of the Frobenius endomorphism of A mod p, so gives
nothing new. However, the map of Theorem 4.1 is a linear map between algebras
free over Z, and is something genuinely different for all q.
4.2. Adams operations. Let X , B, G be as in the previous subsection, and n be
a positive integer. We have a monoidal (nonlinear) functor
St : DbGCohpXq Ñ D
b
Gµn ¸µnCohpX
µnq
whose composition with the functor DbGµn ¸µnCohpX
µnq Ñ DbGµnCohpX
µnq which
forgets the µn-equivariant structure coincides with the n
th external tensor power
functor. The construction is exactly the same as Steenrod’s construction of subsec-
tion 2.2, except we work with coherent complexes rather than constructible ones
(and with n rather than p). Proposition 2.3 also holds in this situation with the
sole caveat that by ‘is an induced map’ we mean ‘is a sum of maps induced from
various proper subgroups of µn’ (rather than only from the trivial subgroup). The
analogous fact holds also for objects, so we get linear maps
Adn : KGpXq Ñ KG
µn ¸µnpXµnq{I
where I is the subgroup of KG
µn ¸µnpXµnq spanned by all classes of Gµn ¸µn-
equivariant complexes induced from Gµn ¸Γ-equivariant complexes, for some proper
subgroup Γ of µn. Furthermore, the functor St preserves perfectness: we have
St : PerfGpXq Ñ PerfGµn ¸µnpX
µnq
and thus linear maps
Adn : KGpXq Ñ KGµn ¸µnpX
µnq{J
where J is the subgroup of KGµn ¸µnpX
µnq spanned by all classes of Gµn ¸µn-
equivariant complexes induced from Gµn ¸Γ-equivariant perfect complexes, for some
proper subgroup Γ of µn. In fact, J is an ideal (by the projection formula), I is a
J-stable submodule for the same reason, Adn is a map of rings, and Ad
n is a map
of Adn-modules.
Remark 4.3 (True Adams operations). Induction commutes with restriction, so we
have a ring map
KGpXq
AdnÝÝÝÑ KGµn ¸µnpX
µnq{J
∆˚
ÝÝÑ KGˆµnpXq{J
1 “ KGpXqrq, q
´1s{Φnpqq.
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Here J 1 is the subgroup ofKGˆµnpXq “ KGpXqrq, q
´1s{pqn´1q spanned by induced
classes. This equals the ideal generated by the elements
řd
j“1 q
nj{d for all d ą 1
dividing n; and the lcf of these is Φnpqq. By the splitting principle, the image of
this map is contained in
KGpXq Ă KGpXqrq, q
´1s{Φnpqq.
The resulting ring endomorphism of KGpXq is the n
th Adams operation. The
relevant example for us is with G “ GpOq, X “ ˚. Fix a maximal torus T of G;
then the nth Adams operation is identified with the ring map
ZrX‚pT qsW Ñ ZrX‚pT qsW
which sends a W -invariant sum
ř
i χi of characters χi to the W -invariant sumř
i χ
n
i .
4.3. Proof of Theorem 4.1. The map in question is constructed as in equation
3.1: as the composition
(4.1)
KA “ KGpOqpRq KGpOq
µn¸µnpRµnq{I
K
G˚
pnq
¸µnppR
pnq
pnqq
˚q{I2 K
G˚
pnq
¸C˚
ppR
pnq
pnqq
˚q{I 1
KGpOq¸µnpRq{I3.
Adn
Descent isomorphism (b)
Specialize
Restrict
Here:
(1) I is the ideal of KGpOq
µn¸µnpRµnq spanned by all classes induced from
KGpOq
µn¸µn{dpRµnq, for some d ą 1 dividing n;
(2) I 1 is the ideal of KG
˚
pnq
¸C˚ppR
pnq
pnqq
˚q corresponding to I under the descent
isomorphism; it is equal to the ideal spanned by all classes pushed forward
fromK
CˆCG
˚
pnq
¸C˚
ppCˆCR
pnq
pnqq
˚q, for some non-trivial C˚-equivariant cover37
CÑ C;
(3) I2 is the image of I 1 under restriction; it is the ideal of K
G˚
pnq
¸µnppR
pnq
pnqq
˚q
spanned by all classes pushed forward from KCˆCG
˚
pnq
¸µnppCˆCR
pnq
pnqq
˚q,
for some non-trivial C˚-equivariant cover CÑ C. Note that for the degree d
equivariant cover we haveKCˆCG
˚
pnq
¸µnppCˆCR
pnq
pnqq
˚q “ KG
˚
pnq
¸µn{dppR
pnq
pnqq
˚q,
and pushing forward along C Ñ C corresponds to inducing from µn{d-
equivariance to µn-equivariance;
(4) I3 is the image of I2 under specialization; using the second description38
of I2 given above, we see that this is the ideal of KGpOq¸µnpRq spanned by
all classes induced from KGpOq¸µn{dpRq for some d ą 1 dividing n.
37Recall that in this situation, the base copy of C has the action of C˚ of weight n, so a
C
˚-equivariant non-trivial cover CÑ C is the dth-power map for some d ą 1 dividing n.
38The first is inapplicable, since there is no specialization for K
G˚
pnq
¸µnppR
pnq
pnq
q˚q over the
non-trivial cover C, since µn acts non-trivially on the base.
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Now on the one hand, by the projection formula we see that the composition
KGpOq¸µnpRq
restriction
ÝÝÝÝÝÝÑ KGpOq¸µn{dpRq
induction
ÝÝÝÝÝÝÑ KGpOq¸µnpRq
coincides with multiplication by the class
řd
j“1 q
nj{d. On the other hand, it is a con-
sequence of the ‘cellularity’ ofR that the restriction of equivarianceKGpOq¸µnpRq Ñ
KGpOq¸µn{dpRq is surjective; so the ideal I3 coincides with the ideal generated by
the sums
řd
j“1 q
nj{d, whose lowest common factor is Φnpqq. For the same reason,
the restriction
KGpOq¸C
˚
pRq Ñ KGpOq¸µnpRq
is also surjective, and realizes KGpOq¸µnpRq – KGpOq¸C
˚
pRq{pqn ´ 1q. Therefore
we have produced the map
KAÑ KAq{Φnpqq “ KAζ.
This map is linear by construction. The proof that it is a map of Adn-algebras,
and lands in the center, is just as for the Borel-Moore homology.
Example 4.4. We return to the situation of subsection 3.15, Example 3. We have
RpGq “ Zry, y´1s and, for N “ 0, KAq is the Zry, y
´1, q, q´1s-algebra
OpT__q#q OpT
_q :“ Zry, y´1, q, q´1sxx, x´1y{pyx “ qxyq.
For N “ C´r, r ě 0, KAq is given instead by the subalgebra with basis
. . . , x´2, x´1, 1,
˜
r´1ź
i“0
p1´ yr{qiq
¸
x,
˜
2r´1ź
i“0
p1 ´ yr{qiq
¸
x2, . . .
as a left (or right) Zry, y´1, q, q´1s-module. The map of Theorem 4.1 sends
x ÞÑ xn
y ÞÑ yn
which are central39 when qn “ 1, in particular when q “ ζ is a primitive nth root
of unity. It sends p1´ yrqrx to
p1 ´ ynrqrxn “
˜
n´1ź
i“0
p1´ yr{ζiqr
¸
xn “
˜
nr´1ź
i“0
p1´ yr{ζiq
¸
xn,
which is indeed an element of the appropriate subalgebra.
Remark 4.5 (F1?). If we set n “ p
d, and consider the rings KA, KAq{Φnpqq mod-
ulo p, then we have Φpdp1q “ p “ 0 so that KAq{Φpdpqq becomes a Fprqs{Φpdpqq-
quantization of KA, and the map of Theorem 4.1 is its Frobenius-constant struc-
ture. However, for other values of n there is no obvious analogue of this fact; and
already for n a prime power we had to lose some information (by killing p) in or-
der to say that our central map lifts some operation of commutative algebra. We
speculate that, on the contrary, our map is a lift of some operation of commutative
F1-algebra.
39Thus for N “ 0 it suffices to set qn “ 1 to obtain such a map. Why?
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