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ORBITS AND INVARIANTS OF SUPER WEYL
GROUPOID
A.N. SERGEEV AND A.P. VESELOV
Abstract. We study the orbits and polynomial invariants of certain
affine action of the super Weyl groupoid of Lie superalgebra gl(n,m),
depending on a parameter. We show that for generic values of the pa-
rameter all the orbits are finite and separated by certain explicitly given
invariants. We also describe explicitly the special set of parameters, for
which the algebra of invariants is not finitely generated and does not
separate the orbits, some of which are infinite.
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1. Introduction
Let G be a finite group acting linearly on a finite dimensional vector
space V over field of characteristic zero and P [V ]G be the algebra of the
polynomial invariants. It is well-known that this algebra is finitely generated
and separates the orbits, so that for any two orbits there exists an invariant
f ∈ P [V ]G, which takes different values on these orbits, see e.g. [19], Thm.
11.105. Classical example is a finite Coxeter group generated by reflections in
a real Euclidean space V , in which by Chevalley theorem the corresponding
algebra of invariants is freely generated [9].
Let us consider now a finite groupoid G acting on an affine space V by
partially defined affine maps (see the precise definitions in the next section).
One can ask the same questions:
Q1. Is the algebra of invariants P [V ]G finitely generated?
Q2. Does this algebra separate the orbits of G?
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These questions seem to be closely related to the following question, which
is trivial in the group case:
Q3. Are all the orbits finite?
As we will see, in general the answers to all these questions are negative.
We will demonstrate this in the case of the so called super Weyl groupoid
Wn,m, introduced in [16] in relation with the Grothendieck ring of the Lie
superalgebra gl(n,m). We will consider a special affine action Φκ of this
groupoid depending on a non-zero parameter κ, which arosecannot from the
theory of the deformed quantum Calogero-Moser systems [14].
The algebra of invariants P [V ]Φκ for non-rational κ is known to be finitely
generated and is isomorphic to the algebra of the corresponding quantum
Calogero-Moser integrals [14]. A special case κ = −1 corresponds to the
Lie superalgebra gl(n,m), when the corresponding invariants are known as
supersymmetric polynomials and generated by the characters of the poly-
nomial representations [13]. The corresponding algebra is known to be not
finitely generated and does not separate the orbits, some of which turned
out to be infinite.
In this paper we study the situation for general κ in more detail, in
particular, for rational κ.
Let Φκ be the action of the super Weyl groupoid Wn,m described in the
next section. We say that the parameter κ is special if 1
κ = ±p
q
for some 1 ≤ p ≤ m, 1 ≤ q ≤ n. (1)
Our main results can be summarised as follows.
Theorem 1.1. All the orbits of Wn,m are finite if and only if κ is not a
negative special. In that case the algebra of polynomial invariants P [V ]Φκ is
finitely generated. If additionally κ is not a positive special, then this algebra
separates the orbits.
For a special, explicitly described subalgebra Λn,m,κ ⊆ P [V ]Φκ , which
coincides with P [V ]Φκ for κ not positive rational, we can be a bit more
specific.
Theorem 1.2. The algebra Λn,m,κ separates the orbits of Φκ if and only if
κ is not special.
We conjecture that the full algebra of invariants P [V ]Φκ separates the
orbits for positive special κ as well. More generally, we conjecture that
for any affine action of a finite groupoid with finite orbits, the invariants
separate the orbits. We finish by considering some particular cases in more
detail.
1It is interesting that the same set of parameters appeared in a recent paper [3] in
connection with Cohen-Macaulay property, see more in the Concluding remarks.
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2. Super Weyl groupoid and its actions
A groupoid G is a (small) category with all morphisms being invertible
(see [4, 20] for the details). The set of objects is denoted as B and called
the base, the set of morphisms is usually denoted G as groupoid itself.
If the baseB consists of one element then G has a natural group structure.
More generally, for any x ∈ B one can associate an isotropy group Gx
consisting of all morphisms g ∈ G from x into itself. For any groupoid we
have a natural equivalence relation on the baseB, when x ∼ y if there exists
a morphism g ∈ G from x to y.
For any set X one can define the following groupoid S(X), whose base
consists of all possible subsets Y ⊂ X and the morphisms are all possible
bijections between them. By the action of a groupoid G on a set X we
will mean the homomorphism of G into S(X) (which is a functor between
the corresponding categories). If X is affine space, Y ⊂ X are the affine
subspaces and morphisms are affine bijections, then we will call it affine
action.
The orbit Ox of a G-action on X consists of all points y ∈ X, for which
there exist elements g1, . . . , gk ∈ G such that y = gk(gk−1(. . . (g1(x)) . . . )).
In contrast to the group case, the product gkgk−1 . . . g1 in general may not
exist.
In this paper we will consider (a particular case) of the super Weyl
groupoid [16] related to any basic classical Lie superalgebra g. The roots
of g form a generalised root system R ⊂ V in Serganova’s sense [12], which
is a certain generalisation of the root system in the presence of the isotropic
roots. For isotropic roots one cannot define the reflections, which leads to a
well-known problem with defining Weyl group in this case. The reflections
with respect to the non-isotropic roots generate the small Weyl group W0,
which describes a partial symmetry of the system.
Consider the following groupoid Tiso with the base Riso, which is the set
of all the isotropic roots in R. The set of morphisms from α → β is non-
empty if and only if β = ±α in which case it consists of just one element.
We will denote the corresponding morphism α → −α as τα, α ∈ Riso. The
group W0 is acting on Tiso in a natural way: α→ w(α), τα → τw(α).
The super Weyl groupoid
W(R) =W0
∐
W0 ⋉ Tiso (2)
is defined [16] as the disjoint union of the groupW0 considered as a groupoid
with a single point base [W0] and the semi-direct product groupoidW0⋉Tiso
with the base Riso. The disjoint union is a well defined operation on the
groupoids [4].
In [14] we defined the admissible deformations of generalised root systems.
The roots remain the same, but the bilinear form B on V is deformed and
depends for the classical series on one parameter κ, which is assumed to
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be non-zero. The case κ = −1 corresponds to the original generalised root
system.
Let X = V with the deformed bilinear form ( , ) and define the following
affine action Φκ of the Weyl groupoid W(R) on it. The base point [W0]
maps to the whole space V . Let α ∈ Riso then τα maps the hyperplane Πα
defined by the equation (α, z) = −12(α,α) into the hyperplane Π−α defined
by the equation (α, z) = 12 (α,α). The elements of the group W0 are acting
in a natural way and the element τα acts as the shift
τα(z) = z + α ∈ Π−α, z ∈ Πα (3)
restricted to the hyperplane Πα.
As it was shown in [14] the algebra of invariants of this action P [V ]Φκ
is closely related to the algebra of quantum integrals of the corresponding
deformed Calogero-Moser systems. In fact, the notion of the super Weyl
groupoid [16] was motivated by this relation and representation theory of
classical Lie superalgebras: the Grothendieck ringK(g) of finite dimensional
representations of a basic classical Lie superalgebra g is isomorphic to the
ring of trigonometric invariants Z[P0]
Φκ , where κ = −1 and P0 is the weight
lattice of the even part of g (see the details in [16]).
In the case of Lie superalgebra gl(n,m) the root system in the basis
εi, 1 ≤ i ≤ n, δp = εp+n, 1 ≤ p ≤ m is
R0 = {εi − εj , δp − δq, 1 ≤ i 6= j ≤ n, 1 ≤ p 6= q ≤ m},
R1 = {±(εi − δp), 1 ≤ i ≤ n, 1 ≤ p ≤ m} = Riso.
The small Weyl group W0 = Sn × Sm acts by separately permuting εi, i =
1, . . . , n and δp, p = 1, . . . ,m. The corresponding super Weyl groupoid we
denote as Wn,m.
The deformed bilinear form is determined by
(εi, εi) = 1, (εi, εj) = 0, i 6= j, (δp, δq) = κ, (δp, δq) = 0, p 6= q, (εi, δp) = 0.
For α = εi − δp ∈ Riso the corresponding hyperplanes Π±α have the
equations
ui − κvp = ±1
2
(1 + κ). (4)
The corresponding element τα ∈ Wn,m acts on the hyperplane Π−α by the
formula
τα(z) = (u1, . . . , ui + 1, . . . , un, v1, . . . , vp − 1, . . . , vm) (5)
where z = (u1, . . . , un, v1, . . . , vm).
In the simplest example n = m = 1 we have two lines L± on the plane
defined by
u− κv = ±1
2
(1 + κ)
and the shifts: (u, v) → (u + 1, v − 1) mapping the line L− to L+ and its
inverse (u, v)→ (u−1, v+1). In this case we have a very simple groupoid T2
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with the base consisting of two points connected by two morphisms, which
are inverse to each other.
For κ 6= −1 the orbits are single points outside of these lines and the pairs
of points (u, v), (u + 1, v − 1) on these lines. The case κ = −1 is special: in
this case two lines are the same line L given by u+ v = 0 and preserved by
the shifts. The orbits are still single points outside L, but on the line they
are infinite and consist of the points (u+ l,−u− l), l ∈ Z.
For general m and n the situation is more complicated, but as we will
show now is still similar.
3. Orbits and invariants
By definition the algebra of invariants P [V ]Φκ ⊂ C[u1, . . . , un, v1, . . . , vm]
of the groupoid action consists of the polynomials f , which are symmet-
ric in u1, . . . , un and v1, . . . , vm separately and satisfy the quasi-invariance
conditions (in terminology of [14])
f(u+
1
2
εi, v − 1
2
δp) = f(u− 1
2
εi, v +
1
2
δp) (6)
on each hyperplane ui − κvp = 0 for i = 1, . . . , n and p = 1, . . . ,m.
This algebra first appeared in [14] as the algebra of quantum integrals
of the deformed Calogero-Moser system. For generic κ (which is always
assumed to be non-zero) this algebra can be described as follows.
Theorem 3.1. If κ is not positive rational, then the algebra of invariants
P [V ]Φκ coincides with the algebra Λn,m,κ generated by the polynomials
ql(x, y, κ) =
n∑
i=1
[xl+1i − (xi − κ)l+1] +
m∑
p=1
[(yp + 1)
l+1 − yl+1p ], l ∈ N, (7)
where
xi = ui +
1
2
+ κ, yp = κvp +
κ
2
. (8)
Proof. Let us show first that ql are invariant under the groupoid action (5).
This action in coordinates (x, y) has a form
(x1, . . . , xn, y1, . . . , ym)→ (x1, . . . , xi+1, . . . , xn, y1, . . . , yp−κ, . . . , ym) (9)
on the hyperplane xi − yp = 0 for i = 1, . . . , n and p = 1, . . . ,m with the
usual action of Sn × Sm by permutations. The invariance of ql follows now
from the obvious identity
xl+1i − (xi − κ)l+1 + (yp + 1)l+1 − yl+1p
= (xi + 1)
l+1 − (xi + 1− κ)l+1 + (yp + 1− κ)l+1 − (yp − κ)l+1
when xi = yp.
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From the results of [14], Section 4 it follows that for κ /∈ Q>0 the algebra
P [V ]Φκ is generated by the deformed Bernoulli sums
bl(u, v, κ) =
n∑
i=1
Bl(ui +
1
2
) + κl−1
m∑
p=1
Bl(vp +
1
2
), l ∈ N, (10)
where Bl(x) are classical Bernoulli polynomials. Now the claim follows from
the fact that the highest order terms of polynomials bl and ql in coordinates
(x, y) are κ−1pl and (l + 1)pl respectively, where pl are the deformed power
sums
pl(x, y, κ) = κ(x
l
1 + · · ·+ xln) + yl1 + · · · + ylm, l ∈ N.

Recall that κ is negative special if κ = −pq for some 1 ≤ p ≤ m, 1 ≤ q ≤ n.
Theorem 3.2. All the orbits are finite if and only if κ is not negative special.
Proof. Note first that the polynomials ql(x, y, κ) are invariant for all values
of parameter κ. Since ql(x, y, κ) are constants on the orbits, it is enough to
prove that the system
ql(x, y, κ) = cl, l = 1, . . . , n+m (11)
for non-special κ has only finite number of solutions for all c1, . . . , cn+m.
To prove this we use the following result.
Theorem 3.3. (Affine Be`zout’s Theorem.) Let
Pi(z) = 0, i = 1, . . . , N (12)
be a polynomial system in CN , where Pi(z) is a polynomial in z ∈ CN with
the highest homogeneous component P¯i(z) of degree mi. If the system
P¯i(z) = 0, i = 1, . . . , N (13)
has only zero solution in CN , then the system (12) has only finitely many
solutions in CN with the sum of the multiplicities equal to m1 . . . mN .
Proof. 2 Assume that the system (12) has infinitely many solutions, then
the corresponding algebraic solution set must contain an algebraic curve.
The closure of the curve in the projective space CPN must intersect the
infinite hyperplane. But the intersection is described the system (13), which
has no solution. Contradiction means that the system (12) has only finitely
many solutions, whose number is given by the classical projective Be`zout’s
theorem (see e.g. [18]). 
Lemma 3.4. [14] If κ is not negative special, then the system

κ(x1 + · · ·+ xn) + y1 + · · ·+ ym = 0
κ(x21 + · · ·+ x2n) + y21 + · · ·+ y2m = 0
· · ·
κ(xn+m1 + · · · + xn+mn ) + yn+m1 + · · ·+ yn+mm = 0
2We are very grateful to Askold Khovanskii for this proof and helpful comments.
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has only zero solution in Cn+m. The converse is also true.
Proof. To prove this suppose that the system has non-zero solution. We
can assume that all xi, yj are non-zero. Let us identify equal xi and yj
as {z1, . . . , zr}, r ≤ n + m, where all zj are different. Multiplicity of zj
is a pair (pj, qj), where pj shows how many times zj enters the sequence
{x1, x2, . . . , xn} and qj is the same for the sequence {y1, . . . , ym}. Consider
the first r of these equations
r∑
j=1
ajz
i
j = 0, i = 1, . . . r,
where aj = κpj + qj as a linear system on aj. Its determinant is of Vander-
monde type and is not zero since all zj are different and non-zero. Hence all
aj must be zero, which may happen only if κ is negative special.
Conversely, if κ = −pq for some 1 ≤ p ≤ m, 1 ≤ q ≤ n then there is a non-
zero solution of (11) with x1 = x2 = · · · = xq = y1 = y2 = · · · = yp = a 6= 0
and the rest of x’s and y’s to be zero. 
Combining this Lemma with the affine Be`zout’s theorem we conclude that
if κ is not negative special then the system (11) has only finite number of
solutions for all ck, and thus all the orbits are finite.
To prove the converse statement one should produce an infinite orbit for
every special κ = −p/q. Without loss of generality we can assume that p =
m, q = n. One can easily check that the set {z = (x1, . . . , xn, y1 . . . , ym)},
xi = a+ml + (1− i)κ, yj = a+ml + j − 1, (14)
with l ∈ Z, a ∈ C, belong to the same infinite orbit, which we denote O(a).
Let us show this explicitly in the case m = 2, n = 3, κ = −2/3. We have
the following equivalences due to (9)
z(a) := (a, a− κ, a− 2κ; a, a + 1) ∼ (a+ 1, a− κ, a− 2κ; a− κ, a+ 1)
∼ (a+1, a+1−κ, a−2κ; a−2κ, a+1) ∼ (a+1, a+1−κ, a+1−2κ; a−3κ, a+1)
∼ (a+2, a+1−κ, a+1−2κ; a−3κ, a+1−κ) ∼ (a+2, a+2−κ, a+1−2κ; a−3κ, a+1−2κ)
∼ (a+2, a+2−κ, a+2−2κ; a−3κ, a+1−3κ) = (a+2, a+2−κ, a+2−2κ; a+2, a+3)
since κ = −2/3. Thus z(a) ∼ z(a + 2) and we have an infinite equivalence
set
{(a+ 2l, a+ 2l − κ, a+ 2l − 2κ; a + 2l, a+ 2l + 1), l ∈ Z} ⊂ O(a).
The orbit O(a) in general is larger than the set (14) (see the full orbit (22)
in n = 2,m = 1 case), but it is always invariant under the shift by m:
O(a+m) = O(a). 
Corollary 3.5. If κ is not negative special then any orbit consists of not
more than (m+ n)! elements.
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This upper bound is optimal: for κ = 1 we have the orbits consisting of
(m+ n)! points (which are special orbits of the group Sm+n).
As another corollary of the proof we have the following result.
Theorem 3.6. If κ is not negative special, then the algebras P [V ]Φκ and
Λn,m,κ are finitely generated.
Proof. We use the following well-known result from commutative algebra
sometimes called Artin-Tate theorem (see Proposition 7.8 from Atiyah and
Macdonald [1]):
Let A ⊂ B ⊂ C be rings, such that A is Noetherian, C is finitely generated
as A-algebra and as a B-module. Then B is a finitely generated A-algebra.
Let now A be the polynomial algebra generated by the first n+m invari-
ants q1, . . . , qn+m, B = P [V ]
Φκ is the full algebra of invariants and C = P [V ]
is the algebra of all polynomials on V. Then from Lemma 3.4 it follows that C
is finitely generated module over A, and hence over B. This implies also that
C is a finitely generated A-algebra. By Artin-Tate theorem B = P [V ]Φκ is
finitely generated over A, and hence over field. The same arguments work
for B = Λn,m,κ. 
Remark 3.7. The results of [14, 3] imply that as the generators of the
corresponding algebra P [V ]Φκ for generic κ one can choose ql(x, y, κ) given
by (7) with l = 1, . . . , 2mn +min(m,n).
4. Separation of the orbits
Now we would like to understand whether the algebra of polynomial in-
variants P [V ]Φκ separates the orbits. We will answer this question for its
subalgebra Λn,m,κ ⊆ P [V ]Φκ generated by the invariants (7). Recall that for
κ not positive rational these two algebras coincide.
Let us define the following equivalence relation E: we say that (x, y) ∼
(x˜, y˜) if and only if
ql(x, y, κ) = ql(x˜, y˜, κ) (15)
for all l ∈ N. We can rewrite this equivalence more conveniently as follows.
Consider the function
ϕ(t, x, y) =
f(t, x)
f(t+ κ, x)
g(t− 1, y)
g(t, y)
(16)
where
f(t, x) =
n∏
i=1
(t− xi), g(t, y) =
m∏
j=1
(t− yj).
It is easy to see that its logarithmic derivative
F (t, x, y) :=
d
dt
logϕ(t, x, y) =
∞∑
l=1
ql(x, y, κ)t
−l−1.
is the generating function of ql(x, y, κ).
As a result we have
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Lemma 4.1. A pair (x, y) is equivalent to (x˜, y˜) if and only if
ϕ(t, x, y) = ϕ(t, x˜, y˜). (17)
Consider now the quotient Xn,m = V/Sn × Sm of the space
V = {(x, y) : x ∈ Cn, y ∈ Cm}
by the small Weyl group Sn × Sm, acting by permutations of x’s and y’s
separately. We can identify this space with the space of pairs of monic
polynomials
Xn,m = {(f(t), g(t)) : f, g ∈ C[t], deg p = n, deg q = m}
by the formulae
f(t) =
n∏
i=1
(t− xi), g(t) =
m∏
j=1
(t− yj).
The equivalence relation E induces the equivalence relation (f, g) ∼ (f˜ , g˜)
on Xn,m defined by
f(t)
f(t+ κ)
g(t− 1)
g(t)
=
f˜(t)
f˜(t+ κ)
g˜(t− 1)
g˜(t)
. (18)
The action of the groupoid Φκ can be reduced to the following multi-
valued action of the groupoid T2 with two objects and the morphisms τ
±1
connecting them. The element τ acts on a pair of polynomials (f, g) ∈ Xn,m
with a common root xi = yp by
τ : xi → xi + 1, yp → yp − κ, (19)
leaving other roots the same (see (9)). Since the polynomials may have
several pairs of common roots this action is in general multivalued. Respec-
tively, the element τ−1 acts on a pair of polynomials (f, g) such that f(t)
and g(t− κ− 1) have common root xi = yp by the formula
τ−1 : xi → xi − 1, yp → yp + κ (20)
(and identically on the other roots). A non-symmetry between the actions
of τ and τ−1 is due to the choice of the coordinates (x, y).
Let us call a pair of monic polynomials (f(t), g(t)) minimal if the poly-
nomials f(t) and g(t − κ − 1) have no common roots. This means that we
cannot apply to such a pair the action of the ”lowering” element τ−1.
Recall that κ is special if κ = ±pq for some 1 ≤ p ≤ m, 1 ≤ q ≤ n.
Theorem 4.2. The algebra Λn,m,κ separates the orbits of Φκ if and only if
κ is not special.
Proof. In [14] it was proved that for negative special κ = −pq the algebra
Λn,m,κ = P [V ]
Φκ is not finitely generated (see Th. 5 in [14]).
Let us show that the orbits are not separated in this case. Again it is
enough to consider the case κ = −mn .
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Consider the infinite orbits O(a) from the proof of Theorem 3.2, contain-
ing the set (14). Since O(a + m) = O(a) is invariant under the shift by
m, it is clear that any polynomial invariant has the value on O(a), which
is independent on a. On the other hand, it is also obvious that O(0) and,
say, O(
√
2) are different orbits, so the orbits are indeed not separated in this
case.
Let us assume now that κ is not negative special, so all orbits are finite.
Lemma 4.3. If κ is not negative special then any groupoid orbit O contains
a minimal pair (f(t), g(t)).
Proof. Consider the orbit O of the pair (f, g). Assume that the pair is not
minimal, and let x be a root of f(t) such that g(x− κ− 1) = 0. Consider
f1(t) =
t− (x− 1)
t− x f(t), g1(t) =
t− (x− 1)
t− (x− κ− 1)g(t).
It is easy to see that (f, g) ∼ (f1, g1) and moreover (f1, g1) ∈ τ−1(f, g). If
(f1, g1) is not minimal we can apply this procedure again etc. Since κ is not
negative special, according to Theorem 3.2 the orbit O contains only finite
number of elements, which means that this procedure must stop. The last
pair of the sequence is minimal. 
Lemma 4.4. If κ is not special then any E-equivalence class E contains a
unique minimal pair (f(t), g(t)).
Proof. We use the induction in mn. It is convenient to allow the cases m = 0
and n = 0 as well. In these cases the claim is obviously true since any
equivalence class consists of only one element. Indeed, if for example n = 0
then g ≡ 1 and from (18) we have
f˜(t+ κ)
f(t+ κ)
=
f˜(t)
f(t)
,
which, since κ 6= 0, implies that f˜(t)f(t) ≡ 1, so that f˜ = f.
Consider now two minimal pairs (f, g) and (f˜ , g˜) satisfying the relation
(18). Then, using induction assumption, we can assume that f(t) and f˜(t),
as well as g(t) and g˜(t), have no common roots.
By minimality assumption we have also that f(t + κ) and g(t − 1) have
no common roots. This implies that the relation (18) is equivalent to two
relations
f(t)
f(t+ κ)
=
g˜(t− 1)
g˜(t)
,
g(t− 1)
g(t)
=
f˜(t)
f˜(t+ κ)
. (21)
In particular, we have
f(t)g˜(t) = f(t+ κ)g˜(t− 1).
Equating the sums of the roots of both sides we have
x1 + · · ·+ xn + y˜1 + · · ·+ y˜m = x1 + · · ·+ xn + y˜1 + · · · + y˜m − nκ+m,
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which implies that κ = mn is special, which is a contradiction. 
Consider now a groupoid orbit O and the corresponding E-equivalence
class E containing O. In general, E may consist of several orbits. However,
as we have seen, for non-special κ every such orbit must contain a minimal
pair, and such a pair is unique in E . This implies that O = E , so the algebra
Λn,m,κ is indeed separating the orbits.
To complete the proof of the theorem we need to show that for special κ
this is not the case. It is enough to consider the case κ = mn .
Let
f(t) =
n∏
i=1
(t− x− (i− 1)κ), g(t) =
m∏
j=1
(t− y − (i− 1)),
f˜(t) =
n∏
i=1
(t− y −m+ (i− 1)κ), g˜(t) =
m∏
j=1
(t− x+ j).
Then it is easy to see that
f(t)
f(t+ κ)
g(t− 1)
g(t)
=
t− x
t− x+ nκ
t− y −m
t− y
f˜(t)
f˜(t+ κ)
g˜(t− 1)
g˜(t)
=
t− y −m
t− y −m+ nκ
t− x
t− x+m.
But for κ = mn we have nκ = m, so (f, g) ∼ (f˜ , g˜). Since for generic x and
y both these pairs are minimal, this implies that the equivalence class of
these two (equivalent) pairs contains at least two different orbits, and thus
the algebra Λn,m,κ is not separating. 
As an example, let us consider in more detail the simplest case n = m = 1.
Assume first that κ 6= ±1 is non-special. In that case the groupoid orbits
are either single point orbits, or 2-point orbits in x, y coordinates having the
form
(x, x) ∼ (x+ 1, x− κ).
One can show that the algebra of invariants P [V ]Φκ coincides in this case
with Λ1,1,κ and is generated by
I1 = κx+ y, I2 = (x− y)(x− y − κ− 1), I3 = x(x− y)(x− y − κ− 1).
In particular, both algebras separate the orbits in this case.
When κ = −1 then the groupoid orbits are either single point orbits, or
the infinite sets of the form
O = {(x+ l, x+ l), l ∈ Z}.
In this case the algebra of invariants
P [V ]Φκ = {f ∈ C[x, y] : f(x, y) = c+(x−y)g(x, y), c ∈ C, g(x, y) ∈ C[x, y]}
coincides with Λ1,1,−1, which is not finitely generated and clearly does not
separate the infinite orbits.
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Finally, when κ = 1 then the action identifies (x, x) ∼ (x+ 1, x − 1), or,
in the coordinates
u = x− 1/2, v = y + 1/2
the points (u, u + 1) ∼ (u + 1, u). The algebra Λ1,1,κ coincides in this case
with the algebra of the symmetric polynomials:
Λ1,1,1 = C[u, v]
S2
and does not distinguish single-point orbits (u, v) and (v, u). The full algebra
of invariants P [V ]Φ1 is larger in this case: it is generated by
I1 = u+ v, I2 = u
2 + v2, I3 = u((u− v)2 − 1)
and separates all orbits.
5. Special values of parameter
We consider three special values κ = ±1 and κ = −1/2.
Case 1: κ = 1.
This case is special for all n and m. One can easily see that in the original
coordinates (u, v) the algebra Λn,m,1 coincides with the algebra of symmetric
polynomials C[u, v]Sn+m and thus does not distinguish the orbits outside the
hyperplanes ui − vj = ±1. The full invariant algebra P [V ]Φ1 contains also
the whole ideal I∆ generated by
∆ =
n∏
i=1
m∏
j=1
((ui − vj)2 − 1),
which is enough to separate all the orbits.
This algebra is a subalgebra of a larger algebra of quasi-invariants Qn+m
studied in [5, 6] in relation with the algebra of quantum integrals of Calogero-
Moser system for special value of the parameter.
Case 2: κ = −1. In this case the relation (18)
f(t)
f(t− 1)
g(t− 1)
g(t)
=
f˜(t)
f˜(t− 1)
g˜(t− 1)
g˜(t)
can be rewritten as
f(t)
f˜(t)
g˜(t)
g(t)
=
f(t− 1)
f˜(t− 1)
g˜(t− 1)
g(t− 1) .
This implies that in that case (f(t), g(t)) ∼ (f˜(t), g˜(t)) iff
f(t)
g(t)
=
f˜(t)
g˜(t)
.
The corresponding algebra of invariants P [V ]Φ1 is known as the algebra of
supersymmetric polynomials. It plays an important role in geometry [8] and
in the representation theory of Lie superalgebra gl(n,m), see [13, 16]. It
coincides with Λn,m,−1 and is generated by the (super) power sums
pl(x) = x
l
1 + · · ·+ xln − xln+1 − · · · − xln+m, l ∈ N.
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It is not finitely generated, and, as we have seen already in the case n =
m = 1, does not separate the infinite orbits.
Case 3: κ = −1/2. Let us introduce in this case
φ(t) =
f(t)
f˜(t)
g˜(t)
g(t)
g˜(t− 1/2)
g(t− 1/2) .
One can check that the equivalence relation (18) means that φ(t) = φ(t−1),
which implies that φ(t) ≡ 1. Thus in this case (f(t), g(t)) ∼ (f˜(t), g˜(t)) iff
f(t)
g(t)g(t − 1/2) =
f˜(t)
g˜(t)g˜(t− 1/2) .
The corresponding algebra of invariants and the orbits have been studied in
[17] in relation with the symmetric superspaceX = GL(n, 2m)/OSP (n, 2m).
For n > 1 the algebra of invariants Λn,m,−1/2 is not finitely generated and
does not separate the orbits. In particular, in the case n = 2,m = 1 we have
the union of four lines given by
u1 − u2 = 2u1 + v1 = ±1
2
, u2 − u1 = 2u2 + v1 = ±1
2
,
consisting of infinite orbits
O(a) = {(l − 1
2
+ a, l + a,−2l + 1
2
− 2a), (l + 1
2
+ a, l + a,−2l − 1
2
− 2a),
(l + a, l − 1
2
+ a,−2l + 1
2
− 2a), (l + a, l + 1
2
+ a,−2l − 1
2
− 2a)}, (22)
where l ∈ Z and a is a parameter. It is clear that all the polynomial
invariants must be constant on these lines, and thus cannot distinguish the
orbits with different values of a.
The case n = 1 is special. For example, for n = 1,m = 1 we have the
one-element orbits (u = u1, v = v1) with u +
1
2v 6= ±14 and two-element
orbits
(a,−1
2
− 2a) ∼ (a+ 1,−3
2
− 2a)
with arbitrary parameter a. In that case the algebra of invariants is finitely
generated by
f1 = u+ v, f2 = (2u+ v)
2, f3 = u[(2u+ v)
2 − 1/4].
It contains an ideal generated by h = (2u + v)2 − 1/4, which together with
f1 separates all the orbits.
6. Concluding remarks
Although the results of the classical invariant theory for finite groups
in general cannot be extended to finite groupoids, we have shown that in
our particular case for non-special κ the situation is similar: the algebra of
invariants is finitely generated and separates the orbits. Moreover, we have
shown that already the subalgebra Λn,m,κ separates the orbits (separating
subalgebra in the terminology of invariant theory, see e.g. [10]).
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In the case of special positive κ we still do not know if the full algebra
of invariants P [V ]Φκ separates the orbits. We conjecture that this is true.
This should follow from the following more general result.
Conjecture. Suppose that all the orbits of an affine action Φ of a finite
groupoid G are finite. Then the algebra of polynomial invariants P [V ]Φ is
finitely generated and separates the orbits.
This agrees with Kollar’s results [11] (see, in particular, Proposition 25),
where more general quotients by finite equivalence relations are studied. 3
The algebras of invariants of finite groups are known to have Cohen-
Macaulay property [2]. We conjectured in [14] that this holds also for the
associated graded algebra gr(P [V ]Φκ) = gr(Λn,m,κ) for generic κ, which was
recently proved in [3]. It is interesting that that the conjectured set B˜(n,m)
of exceptional values of κ from [3] coincides with our set of special values,
for which the algebra Λn,m,κ separates the orbits. To see if there is a deep
reason for that is an interesting question.
In particular, we can ask the following question (see the discussion of the
finite group case in [10]). Suppose that all the orbits of an affine action Φ
of a finite groupoid G are finite.
Question. Is it true that the algebra of invariants P [V ]Φ is Cohen-
Macaulay? If not, does it have a separating subalgebra, which is Cohen-
Macaulay?
Following [16] one can consider also the action of the super Weyl groupoid
on complex torus V/Zn+m and ask the same questions for the correspond-
ing algebra of (exponential) invariants. In particular, one can consider the
following algebra Λn,m,q,t ⊂ C[z1, . . . , zn, w1, . . . , wm] from [15], consisting
of polynomials f(z1, . . . , zn, w1, . . . , wm), which are symmetric in z1, . . . , zn
and w1, . . . , wm separately and satisfy the conditions
f(z1, . . . , qzj , . . . , zn, w1, . . . , wm) = f(z1, . . . , zn, w1, . . . , twp, . . . , wm)
whenever zj = wp for some j = 1, . . . , n, p = 1, . . . ,m. The parameters q, t
are related by t = qκ. As it was shown in [15] (see Theorem 5.1), the algebra
Λn,m,q,t is finitely generated if and only if
tiqj 6= 1 (23)
for all 1 ≤ i ≤ n, 1 ≤ j ≤ m, in agreement with (1). For generic q, t it is
generated by the deformed power sums
pr(z, w, q, t) =
n∑
i=1
zri +
1− qr
1− tr
m∑
j=1
wrj , r ∈ N. (24)
Cohen-Macaulay property of the algebras generated by the generalised power
sums was studied recently by Etingof and Rains [7].
Finally, we have discussed here only the case of super Weyl groupoid
Wn,m corresponding to the Lie superalgebra gl(n,m), but similar results
3We are very grateful to Richard Thomas for pointing this out to us.
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hold for the orthosymplectic Lie superalgebra osp(n, 2m) as well (cf. [14]).
The situation with the exceptional basic classical Lie superalgebras could
bring some new interesting phenomena.
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