This paper aims to address the problem of hate on the Internet. It is opened with a definition of hate speech. Then it discusses hate speech prior to the Internet, during the Internet's early days and at present time. The paper explains some of the ways that hate groups utilise the Internet and their purposes in doing so, examining the content and the functions of hate sites as well as the agenda of hate mongers. Under examination are the issues of propaganda, targeting children and youth, incitement and blood libels. The article is based in the main on a close study of dozens of hate websites.
Introduction 1
The aim of this article is to urge all concerned stakeholders to take hate seriously. Its novelty lies in the hard evidence and findings collated here. First, it reports on the results of a long-standing study of dozens of fascist and racist websites, documenting what radical members of the White movement are saying but letting readers judge the severity of the statements. In this respect, the article aims to evoke awareness regarding the mind-set, concerns and language of the people who hate. While not all forms of hate speech lead to hate crimes, still there is sufficient evidence to suggest that speech can and does inspire crime. It is argued that the Internet attracts those who are prone to adopt hateful messages, and that it prompts people into action. It is by no means the only way to spread ideas and to push people to action, but one should not disregard or dismiss the Internet's significance and importance.
I have been studying hate on the Internet for a number of years. This article is the last of a series of articles published since 2009. First came "Holocaust denial is a form of hate speech" (Cohen-Almagor, 2009) , and "Countering hate on the Internet -A rejoinder" (Cohen-Almagor, 2010). They were followed by "Fighting hate and bigotry on the Internet" (Cohen-Almagor, 2011) , which led to an article in the field of business ethics: "Freedom of expression, Internet responsibility and business ethics: The Yahoo! saga and its aftermath" (Cohen-Almagor, 2012) . I then published "Countering hate on the Internet" (Cohen-Almagor, 2014) which supplemented the 2011 article. These two articles summarise what I wish to say about how we should counter hate on the Internet (see also Tworek, 2017). Therefore, the present article does not address this important question. In light of Facebook's growing importance, in 2016 I published "Facebook and Holocaust denial" (Cohen-Almagor, 2016) , and most recently I wrote "Taking North American white There is sufficient evidence to suggest that hate speech can and does inspire crime supremacist groups seriously: The scope and the challenge of hate speech on the Internet" (Cohen-Almagor, 2018) (see also Foxman, 2014). It is advisable to read the present article alongside the others, especially with the 2018 article as this article supplements it. The article shows that Net hate is a stern phenomenon that deserves serious attention, aiming to minimize its violent impact.
The research for this article began some five years ago. Many of the websites I studied are no longer available. This field of studies is problematic as many hate sites are volatile; they close, move around, change names and locations. Quite a few websites used for the writing of this article became defunct by the time I submitted the article for publication.
Hate speech
Hate speech is a significant problem worldwide, especially on the Internet. Net hate is found on thousands of websites, file archives, chat rooms, newsgroups and mailing lists. Hate speech is defined as a bias-motivated, hostile, malicious speech aimed at a person or a group of people because of some of their actual or perceived innate characteristics. It expresses discriminatory, intimidating, disapproving, antagonistic and/or prejudicial attitudes toward those characteristics which include sex, race, religion, ethnicity, colour, national origin, disability, or sexual orientation (Cohen-Almagor, 2011). Hate speech is intended to injure, dehumanize, harass, debase, degrade, and/or victimise the targeted groups, and to foment insensitivity and brutality towards them. A hate site is defined as a site that carries any form of hateful textual, visual, or audio-based rhetoric.
Before the Internet
Prior to the Internet, it was relatively difficult for hate mongers to seek people nation-wide who might be attracted to their ideas. Racist, xenophobic, homophobic and sexist material was distributed by mail, magazines, newspapers, and through telephone answering machines. To spread their beliefs, hate groups also printed leaflets and then handed them out on the streets. Sometimes they encountered hostility of people who did not appreciate their messages. Sometimes the police were called. Hate organizations held rallies in order to promote public and media attention. At times, those rallies ended in court proceedings.
2 It was relatively difficult, prior to the Internet, for hatemongers to seek out people who are prone to hate. These tend to be the marginal and the alienated, people who by their very nature are disconnected socially and politically. As the human rights activist David Matas eloquently writes, there are no organizations for the marginal, clubs for the alienated, connections amongst the disconnected. With the Internet, hate mongers are less isolated (Matas, 1997 ) (see also Gerstenfeld, Grant, and Chiang, 2003). The Internet provides them with a convenient infrastructure that did not exist before. It brings people together, facilitates informaThis field of studies is problematic as many hate sites are volatile; they close, move around, change names and locations tion, confirmation and reassurance, allowing hate mongers to reach into the privacy and isolation of people's homes, to find the vulnerable, those prone to the message of hate speech, wherever they happen to be, to interact with them and to lure them into ideologies of hatred. The Internet is facilitating easy accessibility to hate speech.
In the 1970s, the telephone was used to disseminate hatred. For example, the Western Guard Party in Canada had a telephone answering machine which was used for propagating innocuous statements denigrating the Jews. In 1979, complaints about these messages were lodged with the Canadian Human Rights Commission. The Commission established a tribunal which concluded that the messages constituted a discriminatory practice under s. 13(1) of the Canadian Human Rights Act and ordered the appellants to cease the practice. After a long legal struggle that culminated in the Supreme Court, it was argued that hate propaganda "produces effects that are deleterious to the objective of equality of opportunity. Thus, there is clearly a rational connection between the restriction on communicating hate messages and the objective of promoting equality for racial and religious minorities" (Berlet, 2000) . In 1985, long before most people knew something about the evolving technology, the leader of White Aryan Resistance Tom Metzger created a computer bulletin board (Hamm, 1993; Kaplan, 1995) . https: //www.resist.com/index.html In those years, private bulletin boards began springing up and were quickly employed by a growing number of racist groups. A few hundred such systems titled Patriot Net, Liberty Net and the like were serving the far, racist right in the early 1990s (Stern, 2001 (Stern, -2002 . By 1996, a few skinheads sites were already online, including Skin Net, Skinheads USA, and the site for Resistance Records (Kessler, 1999): http://www.spirit-of-metal.com/label-label-resistance_ records-l-en.html The Internet has rapidly become the medium of choice for hatemongers because of its wide access at low cost. Norman Olson, commander of the Michigan Militia Corps, one Jewish slave laborers in the Buchenwald concentration camp near Jena, Germany, on April 16, 1945 April 16, https://www.jta.org/2011 of the many extreme right wing groups using the Internet, has said "Thank God for high tech" (Sandberg, 1994).
Nethate: The Internet in the hands of hate mongers
Indeed, the difference in sheer numbers is most significant. Before the Internet, hate speech was accessible to thousands, those on the mailing lists, those who called in to telephone hate lines, those who could be pamphleteered on the street or in parking lots. Now, through the Internet, hate speech is accessible to millions.
Hate groups make the most of the Internet and the communication options that are now open to them: websites, blogs, email, chats, discussion forums, Web-based bulletin boards, clubs and groups on social networks and instant messaging (IM). With the help of the Internet, hate groups are able to reach places that were closed for them before, such as schools. Social networking sites are particularly well suited for connecting social outcasts, angry and isolated individuals on the fringe of society who find solace and comfort in cyberspace. Facebook, Twitter and YouTube are used to disseminate hate and to target teens, children and women both for becoming supporters of hate or hate victims (Fuchs, 2014 The National Socialist Movement Women's Division believes that through "education, unity, and love, the White Race will flourish above all others, and cover the Earth once again with beauty". It was explained that "We do not feel the need to separate ourselves from the Movement based on our Femininity. We are strong, and true, and steadfast, and we fight at any cost for the truth. NSM Women walk proudly alongside our men as equals in spirit, and are revered by many" with a clear sense of purpose: "Aryan survival". "Education and procreation with the intent to further develop our race into strong, effective members of society. Aid and encouragement to our men, to strengthen and uplift them... To have our voices be heard above the masses that they may know the Aryan Soul will never die. Protection of the Aryan Child, without whom we all are doomed, to ensure a better and brighter future for all". NSM Womens (sic.) Division.
Through the Internet, hate speech is accessible to millions
The dichotomy between "us" and "them" is necessary as it fulfils both functions of creating a sense of belonging and marking the bounds of unity 
Propaganda
In hate propaganda, the "other" is represented as a social polluter. The "other" is metaphorically associated with disease and cast as viral presence whose very existence on (often American) soil is sufficient to undermine its social stability and those values which have made it the place where a strong and powerful nation has been built. The foreigner is the enemy (Roversi, 2008) . Interestingly, there are quite a few websites related to the Columbine massacre that link the killers to Judaism in sinister ways. The Jews are ruthless killers who inflict destruction and mayhem on gentiles (for instance, Man, 2009).
The opening page of http://kkkk.net has a mission statement that readers are free to read while listening to the sound of marching drums in which the KKK delineates between "us" and "them", maps the objectives and the enemies. It speaks of love of "our own race, culture and future no matter what the devil and his world says about us".
The enemy includes "Hollywood drama" controlled by the Jews as well as "Foreign Israeli registered" and "Criminal ADL". They are aligned with the JDL (Jewish Defence League) that "bombed more places in the United States than any other known group".
The KKK is forced to fight against great power indeed, including the media, controlled by Jews, the Senate and the House influenced by Jews. This is a difficult task as they all spread lies produced by "Alien Jew owners from the international jewish banking cartel who run satan's world and system". http://kkkk.net (no longer available)
The Internet allows the ignorant and the prejudiced to send anonymous messages to those whom they despise, such as officers of black student organizations or Jewish or Arab-American students at major universities (Delgado; 
Targeting children and youth
Much effort is invested in appealing to young people. The Klan provides youth news: "News to keep the world's white minority youth informed and hopeful!": Other popular titles include "Nazi wolf 3D", "Zog's nightmare", "KZ manager millennium" in which the player assumes the role of a death camp manager who needs to run it efficiently, "Border patrol" in which you get points for shooting down immigrants trying to cross the border, and "Shoot the Blacks", described as "Blast away the darkies as they appear. To propagate their ideology better, and to make sure that children will not get "wrong" ideas, some websites encourage parents to take their children out of schools and educate them at home, where they could have direct control on the educational material their children learn. 
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com/threads/why-i-left-whitenationalism-by-derek-black-stormfront-owners-son.3644489
The Aryan Nations Youth Corps (Anyac) site aims to "get the message of Yahweh God to all the White, Aryan Youths of America".
It explains that "Aryan Nations seeks to regenerate all Aryan Youths to their God ordained mission, the education and survival of Our Glorious Aryan Race. For in the Youth lies the next generation of leaders that will bring us closer to the Ultimate Victory Day!".
The site calls upon "all male Aryan Youths" to form their own branch of Anyac in their state and town, declaring that "The time to make a stand is long overdue. We must educate ourselves and those around us to the truths contained in The Holy Bible, and to expose the Jews for who they are (the literal Children of Satan)" http://aryan-nation.org
On the site you find its Code of Honour, the Aryan Nations symbol and credo, what they are up against (unhealthy minds, drugs, race mixing, abortion, pollution, immigration, multiculturalism, and affirmative action), and a photo of Adolf Hitler.
Young people may be susceptible to online racist propaganda because they do not have the experience or facts at hand to refute the lies and myths being fed to them. Lonely, marginalized youth, seeking a sense of identity and belonging, are both the most attractive targets for racists and their most useful tools, once recruited. Lee and Leets found that storytelling-style, implicit messages often used by hate groups on the Internet were more persuasive to adolescents, who have become the target of new member recruitment of many hate organizations (Lee; Leets, 2002).
Incitement and blood libels
Jewish ritual murder argues that the two principal feastdays associated with Jewish ritual murder have been Purim and Passover: "When a ritual murder occurred at Purim, it was usually that of an adult Christian who was murdered for his blood; it is said that the blood was dried and the powder mixed into triangular cakes for eating; it is possible that the dried blood of a Purim murder might sometimes be used for the following Passover. When a ritual murder was done at Passover, it was usually that of a child under seven years old, as perfect a specimen as possible, who was not only bled white, but crucified, sometimes circumcised and crowned with thorns, tortured, beaten, stabbed, and sometimes finished off by wounding in the side in imitation of the murder of Christ. The blood taken from the child was mixed either in the powdered state or otherwise into the Passover bread." Jewish ritual murder: http://www.churchoftrueisrael.com/streicher/jrm/ chapter04.html (no longer available)
The old-time favourite, The Protocols of the Elders of Zion, is frequently mentioned as a wakening call for "wise" Christians who understand the challenge they are facing and realize that it is time to act "Now!" against the Jewish conspir- Hate sites post reprints of white supremacist articles and essays, such as The Talmud: Judaism's holiest book documented and exposed. Meant to inflame Christians and Muslim by characterizing the Talmud as primarily anti-non-Jewish and filled with "malice", "hate-mongering" and "barbarities", this particularly scurrilous tract wilfully distorts and misrepresents an important religious document while demonstrating a complete lack of understanding of its history, complexity, and role in Jewish religious practice (Kessler, 1999, pp. 4-5 It is the most influential tract among right-wing militia circles. Timothy McVeigh, the Oklahoma City bomber, actively promoted the book before the April 1995 bombing that resulted in the death of 168 people ("The Oklahoma City bombing". Indystar.com, August 9 th , 2004).
McVeigh read carefully Turner's instructions: "The plan, roughly, is this: Unit 8 will secure a large quantity of explosives-between five and ten tons. Our unit will hijack a truck making a legitimate delivery to the FBI headquarters, rendezvous at a location where Unit 8 will be waiting with the explosives, and switch loads. We will then drive into the FBI building's freight-receiving area, set the fuse, and leave the truck" (Andrew Macdonald, The Turner Diaries, Chapter IV). 
Conclusion
Hate is a powerful emotion. In 2015, the French government announced a plan to hold web companies accountable for any extremist messages they may host. President Francois Hollande said: "We must act at the European and international level to define a legal framework so that internet platforms which manage social media be considered responsible, and that sanctions can be taken." (Plaugic, 2015 One year after its adoption, the Code of Conduct on countering illegal hate speech online has delivered some important progress, while some challenges remain:
-On average, in 59% of the cases, the IT companies responded to notifications concerning illegal hate speech by removing the problematic content. -The amount of notifications reviewed within 24 hours improved from 40% to 51%. Facebook is reviewing the majority of notifications within the day. -The IT companies improved their ability to treat notifications coming from citizens in the same way as those coming from organisations. -While Facebook sends systematic feedback to users on how their notifications have been assessed, practices differed considerably among the IT companies (European Commission, 2017).
Hate speech on social media has been a major concern of Jewish organisations, chief among them the Anti-Defamation League (Foxman; Wolf, 2013). In his 2018 congressional testimony, Facebook founder Mark Zuckerberg admitted that clearly "we didn't do enough to prevent these tools from being used for harm."
He estimated that in ten years time, Facebook will have artificial intelligence tools that can get into some of the linguistic nuances of different types of content to be more accurate, to be flagging things to the systems, and stop hate speech before it is distributed. Zuckerberg said that today "we are just not there on that". It is reassuring to know that this issue is now of priority for Facebook. 8 For too many long years, this was not the case. 
Notes
