The topic of this paper is the interaction of aspectual verb coding, information content and lengths of verbs, as generally stated in Shannon's source coding theorem on the interaction between the coding and length of a message. We hypothesize that, based on this interaction, lengths of aspectual verb forms can be predicted from both their aspectual coding and their information. The point of departure is the assumption that each verb has a default aspectual value and that this value can be estimated based on frequencywhich has, according to Zipf's law, a negative correlation with length. Employing a linear mixed-effects model fitted with a random effect for LEMMA, effects of the predictors' DEFAULTi.e. the default aspect value of verbs, the Zipfian predictor FREQUENCY and the entropy-based predictor AVERAGE INFORMATION CONTENTare compared with average aspectual verb form lengths. Data resources are 18 UD treebanks. Significantly differing impacts of the predictors on verb lengths across our test set of languages have come to light and, in addition, the hypothesis of coding asymmetry does not turn out to be true for all languages in focus.
Introduction
The present study presents the results of research investigating changes in the lengths of word forms in 18 UD treebanks (Nivre et al., 2017) , the research question being whether there is an interaction between aspectual coding of verbs, their information and their lengths.
The aim of the study and choice of the two information features are informed by Shannon's source coding theorem (Shannon and Weaver, 1948 ) on the interaction of information, coding and length of signs within binary alphabets. We formulate the following research questions: (i) is Shannon's theorem valid for n-ary alphabets and thus for natural languages; and (ii) does the length of aspect-marked verbs interact with their information content and coding?
A previous pilot study on Russian (Celano et al., 2018) revealed that the information of aspectual coded verbs, and also their coding, are strong predictors of verb lengths. The research question in general Croft, 1990; Bybee et al., 1994; Haspelmath, 1998 ) that the frequency of use of the forms mentioned above should be universally skewed. Haspelmath and Karjus (2016) provide evidence for frequency differences with number marking asymmetries in five languages. However, verbal aspect has rarely been a topic of research on coding asymmetries and involves research on the interaction between coding, information and length.
The overall picture is somewhat unclear: Bybee (1985) found no strong evidence that the perfective or imperfective aspects are overtly coded. Russian is a different case: Fenk-Oczlon (1990) found that some verb types tend to be basic imperfectives, namely verb types that use the imperfective, and others tend to be basic perfectivesthose verb types that use the perfective aspect more frequently. Bickerton (1981) observed a systemic distribution of overt-and zero-coded forms in many creole languages with actional and aspect classes: when telic dynamic verbs are not overtly marked, they have perfective (and generally past-tense) meaning. Stative verbs have imperfective (and generally present-tense) meaning when they are used without an overt marker. As a default, telic verbs tend to occur in the perfective aspect, and atelic verbs tend to occur in the imperfective aspect. It is thus a cross-linguistic phenomenon that canonical (i.e. more frequent) combinations tend to be overtly zero-coded. In contrast, combinations that occur more rarely, namely non-canonical combinations, tend to be overtly coded by special imperfective or perfective markers, respectively, which are limited in application, as illustrated for Mandarin Chinese in Table 1 : The telic verb guà 'hang' occurs unmarked with the perfective aspect, which is to say, in a default form. However, with the imperfective aspect, the telic is marked by means of the particle zhe which follows it. The opposite situation arises with the atelic verb chī-fàn 'eat': with the imperfective aspect, this verb is not marked and thus has a default form. But with the unexpected perfect aspect, this verb is marked by the particle 'le' which follows it and has a non-default-form. If a default form is encountered, this is the expected, unsurprising case. The non-default form, on the other hand, represents the unexpected, surprising case. In terms of information theory, coding economy embodies the fact that expectable forms have a shorter length than unexpectable ones. Although FFC describes this tendency, it does not consider the complex interaction of coding/character length, frequency and entropy, but only the relationship between form and frequency. The complex relationship between length, frequency and entropy which we hypothesize to hold in natural languages leads to the research question: are FREQUENCY and the entropy measure AVERAGE INFORMATION CONTENT predictors of length of aspect-marked verbs and how high is their respective influence? Following Piantadosi, Tily and Gibson (2011), we interpret FREQUENCY as the classical Shannon Information Content (see Section 3), and, in addition, use the entropy measure AVERAGE INFORMATION CONTENT (henceforth IC) as a predictor. IC can intuitively be interpreted as the average amount of information that a word conveys in all its contexts in a large corpus. In addition, we investigate the influence of the DEFAULT effect on length. In Table 1 , an example of default-and non-default coding has been given: the DEFAULT feature (Celano et al., 2018) refers to markedness of words. Expected forms tend to be shorter and can be classified as default; unexpected forms tend to be longer and marked, and are non-default. Expectability results from frequencies and thus probabilities: the probability of the occurrence of default forms is higher than that of non-default forms. Markedness had been described as "coding asymmetries" (see Table 1 ). Consider an additional example from Inuktitut (Bohnemeyer and Swift, 2004) , given in Table 2 . The telic verb ani 'go out' is default-coded when it occurs in the expected perfective aspect. But when this verb occurs with imperfective aspect, it is non-default coded. Note that the default form is shorter than the nondefault form. Non-default-coding causes, in the framework of information and surprisal theory, a surprisal-effect. Hale (2001) in surprisal theory and Levy (2008) define surprisal as the negative logarithm of the (conditional) probability of a word in a context, but context can be determined in various ways, and even be extrasentential. The research question is in particular based on the findings of Piantadosi et al. (2011; see Section 2) and Levshina (2017;  see Section 2), who both claim that IC is the strongest predictor of word length in general, employing unstructured co-occurrences of verbs (Piantadosi et al., 2011) and verb dependents (Levshina 2017) . Following Celano et al. (2018) , we estimate IC from verb dependents, but unlike Piantadosi (2011), we use IC to predict lengths of aspectual verb forms. This is motivated by a previous study on Russian (Celano et al., 2018) . In that study, IC was estimated from syntactic dependency labels and significant impact of IC on verb length was observed. The present study aims to test whether IC from syntactic dependency-label contexts has an impact in a greater number of languages. Just as Piantadosi et al. (2011) do, we use the number of characters the words have as values for the dependent variable, i.e. their orthographic length, since this information is available in the corpora. This aligns with Piantadosi et al. (2011) in viewing orthographic length as highly correlated with phonetic length.
The FFC principle (Haspelmath et al., 2014, see above) suggests that if there is a statistically significant frequency difference between imperfective and perfective word forms for a given lemma, the verb forms associated with the most frequent aspect category, i.e. those showing default aspect, should (on average) be shorter than those having non-default aspect. 'Imperfective' and 'perfective' are sub-concepts of aspect. Aspect defines the (temporal) perspective taken on an event (see 2012) and a distinction is commonly made between lexical and grammatical aspect (Sasse, 2006; Velupillai, 2012) , even if their semantics is different (Johanson, 2000) . An interaction between both aspect types is the correlation between telicity and perfectivity. Telicity describes whether or not a verb/predicate has an inherent goal or endpoint. Telic verbs/predicates have an inherent goal or endpoint, whereas atelic verbs/predicates do not. Regarding (im)perfectivity, the perspective of the perfective aspect is on the whole event, while that of the imperfective aspect lies within the event (Velupillai, 2012 ).
Related work
Predictability, prominently of phonetic duration, has been approached utilizing short-distance measures of probability and entropy, for instance by determining mutual information, joint probability, conditional probability (Bybee and Scheibman, 1999; Gregory et al., 1999; Aylett and Turk, 2004; Pluymaekers et al., 2005) and long-distance measures (Gahl and Garnsey, 2004) . The latter demonstrated that a bias towards a particular syntactic subcategorization affects pronunciation length. Studies by Fowler and Housum (1987) , Fowler (1988) , Hawkins and Warren (1994) and Bard et al. (2000) revealed that occurrence of words in a previous context affects the accentuation of those words. A study by Bell, Brenier, Gregory, Girand and Jurafsky. (2009) provides evidence that in conversational English, conditional probability and word frequency are the strongest predictive factors for the duration of content words.
The entropy measure IC used in my model is estimated from conditional probabilities (the estimate is given in Section 3 below) and is a variant of conditional entropy. Conditional probabilities as input of classifiers for dependency parsing tasks were used by Sagae and Tsujii (2007) (probabilistic Left-Right-Algorithm parser) and by Li, Cheng, Liu and Keller (2018) (Transition-based parser). Demberg et al. (2013) argue that models based on conditional probabilities, for instance in the framework of surprisal theory (see above, Hale, 2001) , have cognitive plausibility since humans tend to make predictions from contexts when they parse natural language (cf. Altmann and Kamide, 1999) . Hale (2001) , Levy and Jaeger (2007) , Levy (2008) and Jaeger (2010) use the concept of surprisal to describe the effect of conditional probabilities of words on (human) sentence processors. Surprisal is a concept from information theory and, as pointed out above, corresponds to IC. Piantadosi et al. (2011) investigate the correlation between IC and word length: it emerges for 10 Indo-European languages that IC, calculated on the basis of syntactic context (bigrams, trigrams, and four-grams), is a better predictor of word length than frequency. According to them, the effect of frequency is largely due to its correlation with information content. They ascribe the established correlation of word length and information content to the principle of uniform information density, which briefly stated holds that the information rate of communication over time is kept as constant as possible (Piantadosi et al., 2011) .
More recently, Levshina (2017) has investigated whether the length of words can be predicted better if the IC score is calculated based on syntactic dependents rather than on co-occurrence frequencies (ngrams), as in Piantadosi et al. (2011) . Her study confirms the hypothesis that words with higher IC tend to be longer in most languages.
Data and method
The data resource is UD treebanks (v. 2.1), which currently represent the largest annotated and typologically diverse corpus, comprising 102 treebanks and 60 languages. We employed a mixedeffects model (Bates et al., 2015) and the underlying assumption was that, if one could identify a default aspect for each verb lemma, i.e. the aspect a verb is primarily associated with on the basis of its lexical value, then one could try to test whether average word lengths of imperfective and perfective word forms can be predicted by the fixed effects DEFAULT, FREQUENCY and IC respectively, while controlling for lemma as a random effect. 3 A successful application of that model to all the UD treebanks where aspect is encoded as a verb morphological feature would provide evidence for the existence of an aspect-related coding asymmetry.
In the UD corpus, only 45 treebanks contain annotation for the morphological feature aspect. We excluded 12 of these treebanks: all Czech treebanks, UD_Gothic, UD_Sanskrit, UD_Hungarian and UD_North_Sami have different lemmas for imperfective and perfective verb forms and it is therefore impossible to compare their word-length differences while keeping the lemma as a constant; on the other hand, UD_Arabic-NYUAD does not contain word forms for copyright reasons, while the UD_Chinese treebanks (UD_Chinese and UD_Chinese-PUD) have aspect encoded but not on verbs. Ramm et al. (2017) present a tool for automatic annotation of, among other things, aspectual information for English, French and German. These languages, however, are not in the focus of the present study since overt aspect coding in them is sparse.
In order to render the data cross-linguistically uniform, aspect oppositions within each treebank are reduced to the binary imperfective-perfective distinction, which can be found in all languages displaying morphological aspect. We subsumed the habitual and progressive aspects under the imperfective aspect, and the resultative aspect under the perfective aspect. Verb forms in the prospective aspect have been ignored, since its value is not clear with respect to the imperfective and perfective opposition. 4 This aspect reduction concerns the following treebanks (see Table 3 ): 3 A reviewer suggested that length of the lemma should not be treated as a random effect. Instead, the predicted variable should be the length of the verb form relative to the lemma length. In our understanding of linear mixed models, this is precisely what the linear model in this study does: it predicts the length of a verb form relative to the length of the respective. The effect 'lemma' is a covariate and a characteristic feature of mixed models is that they can control covariates. By adding covariates, it is possible to improve significantly the accuracy of the model and this has a significant impact on the final results of the analysis. Embedding a covariate in the model can reduce the error in the model and increase the selectivity of factor testing. 4 It can also be argued that the prospective as defined in UD (http://universaldependencies.org /u/feat/Aspect.html) is not really a type of aspect, in that its definition centres around relative time in reference to another action. We counted all the imperfective and perfective word forms of each lemma and used Pearson's χ 2 tests to determine whether differences between the two aspect categories of a lemma are statistically significant (p<.05): if so, we take the most frequent aspect category as the default for a given lemma and calculate the (character) word length of the imperfective and perfective aspects as the average of the lengths of all the word forms within each aspect category. The languages with significant differences between perfective and imperfective word forms are listed in Table 4 . 5 Table 4 . UD treebanks with the number of lemmas for which the frequency difference between perfective and imperfective word forms is statistically significant (p<0.05).
UD Treebanks Lemma UD_Ancient_Greek
UD_Ancient_Greek are not a good criterion for identifying the default aspect. In Slavic languages, for instance, a single verb usually would have a single aspect, e.g. a perfective verb is always perfective, be this its default aspect or not. In Universal Dependency Treebanks, that is the data resources in this study, the aspect of each verb form is specified. For example, the Russian lemma уметь 'able to be' occurs in total with 124 word forms in the corpus 'ru_syntagrusud-train.conllu', 58 times it occurs with imperfect aspect and 66 times with perfective aspect in this corpus. Only lemmas were used for the study in which the difference between the perfective and imperfective occurrences is statistically significant. The more frequent aspect forms were taken as default. Thus, verbs that occur exclusively in one aspect form were not included in the study. In follow-up studies, we are currently experimenting with other methods of distinguishing between default and non-default forms, for example by normalized thresholds between perfective and imperfective occurrences of verbs.
The average word-form lengths for each lemma are used because a direct comparison of lengths of verb word forms agreeing in any morphological feature other than aspect is not always possible, since it is not always the case that all imperfective word forms in a treebank are also confirmed as perfective (and vice versa). Since word length can to a great extent be affected by non-aspect-related morphemes (such as 'person' or 'number', which can change in verb conjugation), average length allows us to maximize the number of verb lemmas available for comparison.
In the mixed-effect model, we took FREQUENCY as Shannon Information Content (Shannon and Weaver, 1948) , which is to say, the negative logarithm of the probability of a verb form v.
(1)
We controlled for LEMMA by defining it as a random effect in the model since the absolute difference between lengths depends on the specific lemma. The predictors were negatively tested for collinearity. This indicates that DEFAULT is not a masked FREQUENCY predictor. The estimation of IC is given in (2) (Cohen Priva, 2008; Piantadosi et al., 2011) :
IC is the negative log conditional probability of a verb form (marked as imperfective or perfective aspect) given the context , which is defined syntactically as the set of the syntactic labels of the direct dependents of : 'advmod', 'advcl', 'obl', 'nsubj', 'nsub:pass', and 'csubj:pass'. nsubj. Examples of the labels are given in Table 5 : that is very delicious they played when the moon was shining run with pleasure they laughed the gold was found it cannot be predicted when it will happen
We restrict IC to only the preceding labels because, on a theoretical basis, we expect them to be the most representative ones for each (conjuncts and dependents broadly definable as function words were excluded, as they are notoriously not verb-specific). As UD syntactic annotation is not meant to (exactly) capture verb argument structure (e.g. oblique dependents can correspond to either adjuncts or arguments), we include the labels 'advmod', 'advcl', and 'obl' in my IC definition: in the pilot study on UD_Russian-SynTagRus (Celano et al., 2018) , this selection provided the best results with the mixed-effects model, and we therefore stick to it. The summation is calculated on the basis of the occurrences of , and the result divided by N, i.e. the total frequency of contexts occurs in. Once default aspects and their frequency and IC have been calculated for the lemmas in each treebank (both frequency and IC being calculated as negative logarithms), we fit a mixed-effects model in (3) with a random effect for lemma for each treebank:
(3) = 0 + 1 + 2 + 3 + 4 ( : ) + + 
In (3), -values are the average word-form lengths of verb lemmas. Predictors are DEFAULT, FREQUENCY (see formula 1), IC (see formula 2), and the interaction between FREQUENCY and IC. The model also contains a by-lemma adjustment to the intercept ( ), which represents the random effect and an error term . As the length of a verb word form is significantly affected by its base form/root, which in turn affects lemma length, adding a random effect for lemma is expected to be a rational improvement of the model.
Results
A significant relationship between aspect word length and DEFAULT came to light in only 6 of the 18 treebanks (see Table 6 ): Four treebanks turn out to have a significant relationship only between aspect word length and FREQUENCY (or the interaction between FREQUENCY and IC) (see Table 7 ): Two treebanks have a significant relationship between not only aspect word length and FREQUENCY but also aspect word length and IC, as Table 8 shows: Only in UD_Basque, UD_Hindi, UD_Marathi and UD_Russian-SynTagRus does a positive impact of the predictor DEFAULT emergethat is to say, default code verbs are longer than non-default-coded verbs (see Figures 2, 3, 4, 6) . For UD_Ancient_Greek-PROIEL and UD Polish, we observed a significant but negative correlation between aspect word length and DEFAULT: this means that in these languages, non-default values are associated with, on average, shorter word lengths (see Figures 1 and  3) . A significant relationship between FREQUENCY and aspect word length is confirmed in 11 languages. UD Marathi, however, provides counter evidence (see Figure 4 ).
An interaction between IC and FREQUENCY comes to light in two languages in particular, UD_Ancient_Greek-PROIEL and UD_Russian_SynTagRus (Figure 1 and Figure 6 ), confirming the results of a previous study (Celano et al., 2018) which focused on the Russian language: the effect of FREQUENCY weakens as IC increases. With uninformative verb forms, the impact of FREQUENCY is high, and vice versa when IC is at its maximum, with the effect of FREQUENCY almost annihilated.
The results indicate that IC and FREQUENCY do not have a simultaneous positive impact on the length of verb forms: FREQUENCY reveals its effect when verb forms tend to be less informative, but when they are informative, the relevance of FREQUENCY decreases. This tendency could be expressed in logical terms by saying that either IC has an impact on average lengths or FREQUENCY has a massive impact, but not both at the same time. In the remaining languages the interaction between IC and FREQUENCY is weak or even non-existent, as Figures 2, 3 and 5 exemplify. 
Conclusion
The results from the mixed-effects model are rather poor, as far as language universals are concerned. Six of the 18 treebanks (UD Latin, UD Bulgarian, UD Slovenian, UD Arabic, UD Arabic-PUD and UD Latvian) do not show any significant relationship between aspect word length and any predictor. We hypothesized that DEFAULT is a predictor of word length, but only 4 treebanks provide evidence for such a relationship and in just 11 out of 18 treebanks is a positive correlation between FREQUENCY and verb length apparent. IC interacting with FREQUENCY reveals its effect on the lengths of verbs in only 2 treebanks. Based on evidence from more than 900 languages (Bentz and Ferreri Cancho, 2016) , the validity of Zipf's law was the point of departure of this study, but the fact that it does not apply in the present study to a couple of languages could be taken as an indication of an overall lack of relationship between average aspect word length and default value. Indeed, coding asymmetries can be interpreted as specifications of Zipf's law, in that a (shorter) default value in a binary linguistic opposition should be expected to occur more frequently than the (longer) non-default one. It should therefore not be surprising that if Zipf's law does not apply overall in the present study, the related coding asymmetry does not either. These preliminary results will be challenged in follow-up studies.
The study brought to light an interaction between FREQUENCY and IC in particular in Ancient Greek and Russian. This could be an indication of linguistic economy: FREQUENCY is just as large as it needs to be in order to predict verb lengths. With highly informative verbs forms, it does not matter whether they are frequent or not, since the effect of the predictor IC suffices and vice versa.
In natural languages, a great variety of principles cooperate and compete to determine language form, and it is reasonable to expect none of them to be valid in all languages. In language universals, research principles are sought which are expected to hold for a large sample of languages rather than for all languages. Similarly, in coding asymmetry research, a hypothesis about a specific coding asymmetry can prove false in a couple of languages without the general hypothesis about coding asymmetries being proved so. More corpus-based research on different coding asymmetries is needed before a stance can be taken; and in addition, as said above, modifications to the present study are needed too, addressing the following questions: (1) Will exploiting larger corpora lead to better results? (2) How can default aspect value for lemmas can alternatively be identified? (3) Will other contexts for the estimation of information content yield better results? and (4) Should average verbs lengths be replaced by the individual lengths of verb forms?
