ABSTRACT Sparse hyperspectral unmixing aims at finding the sparse fractional abundance vector of a spectral signature present in a mixed pixel. However, there are several types of noise present in the hyperspectral images. These are called mixed noise including stripes, impulse noise and Gaussian noise which deteriorate the performance of sparse unmixing algorithms. In this study, we simultaneously unmix and denoise the hyperspectral image in a unified framework in the presence of mixed noise. In the denoising step, we utilize a low-rank and sparse decomposition based on a nonconvex approach to approximate the rank of hyperspectral data and eliminate the sparse noise terms. In the unmixing part, we employ a semi-supervised sparse unmixing algorithm which uses a nonconvex heuristic similar to denoising step to promote the sparsity of the abundance matrix. We conduct several experiments on synthetic and real hyperspectral data sets to validate the effectiveness of the proposed method in denoising and unmixing processes.
I. INTRODUCTION
Hyperspectral imaging is used in various fields of science such as remote sensing, astronomy, mineralogy and fluorescence microscopy. In these fields, a great deal of applications such as classification [1] , noise removal [2] , target detection [3] and super-resolution [4] , [5] are studied extensively in the remote sensing community.
Spectral unmixing [6] is the process of finding the pure spectral signatures (endmembers) of a mixed pixel with corresponding fractions (abundances). Linear spectral unmixing methods are used frequently in the literature, as they are simple and provide analytically tractable solutions. These methods are mainly based on the endmember extraction step in the scene followed by the abundance estimation at each pixel. For endmember extraction, many algorithms are developed in the literature. These algorithms are categorized as geometrical, statistical and sparse regression based approaches. Some of the geometrical based approaches are N-FINDR [7] , pixel purity index (PPI) [8] and vertex component analysis (VCA) [9] . These methods require one pure pixel per endmember assumption which is not usually guaranteed. Minimum volume based algorithms are proposed
The associate editor coordinating the review of this article and approving it for publication was Bora Onat. such as minimum volume simplex analysis (MVSA) [10] and simplex identification via variable splitting and augmented Lagrangian (SISAL) [11] without enforcing the pure pixel assumption. In addition, nonnegative matrix factorization (NMF) based methods [12] , [13] are also proposed to identify the endmembers in the absence of pure pixels. The statistical approaches include the independent component analysis (ICA) with application to hyperspectral data [14] and Bayesian approach [15] . In the abundance estimation step, the fractional abundances of extracted endmembers are calculated [16] .
Sparse unmixing approach assumes that a mixed pixel is a linear combination of spectral signatures from a priori available spectral library. The number of endmembers are small compared to size of the spectral library, therefore only small number of spectral signatures contributes to mixed pixel which means that the fractional abundance vector is expected to be sparse. Then, sparse unmixing approach aims at finding the sparse abundance vector corresponding to the spectral signatures in the library [17] - [19] . There are many studies in the literature for sparse unmixing [20] - [25] . The SUn-SAL (sparse unmixing by variable splitting and augmented Lagrangian) [20] solves an unconstrained optimization problem to obtain the abundance vector for each pixel. Collaborative SUnSAL (CLSUnSAL) is introduced in [24] which uses the idea that neighboring pixels in a hyperspectral scene have the same set of endmembers. Therefore, the abundance matrix has a joint-sparse structure [26] . Furthermore, using the property of the piecewise smoothness of the abundance map, a total-variation (TV) [27] based unmixing method is proposed in [28] which is called SUnSAL-TV. There are also a few recent studies for hyperspectral unmixing in the framework of sparse unmixing approach in the literature [29] - [31] .
In order to deal with outliers in the unmixing process, robust unmixing algorithms are proposed in the literature [11] , [32] - [36] . SISAL [11] solves a nonconvex optimization problem by solving a sequence of subproblems and a soft penalty is imposed for outliers that is outside of the simplex. The volume minimization (VolMin) [32] algorithm uses an outlier-robust loss function onto the data fitting point and a modified log-determinant loss function is used as volume regularizer. The robust affine set fitting (RASF) [33] finds a robust affine set and at the same time it detects and removes the outliers. Besides, NMF based approaches are studied for hyperspectral unmixing in the presence of mixed noise [34] - [36] . A sparsity regularized robust NMF (RNMF) appears in [34] that performs hyperspectral unmixing in the presence of mixed noise. Recently, a TV regularized reweighted sparse NMF (TV-RSNMF) is proposed for hyperspectral unmixing that is also robust to noise [36] . Robust collaborative NMF (R-CoNMF) [35] estimates the number of endmembers, spectral signatures of endmembers and fractional abundances of each endmember simultaneously to avoid errors in each step of the unmixing process.
Besides this, low-rank representation (LRR) [37] , [38] is used for hyperspectral unmixing [39] , [40] . A semisupervised LRR method for bilinear mixture model is proposed in [39] to exploit the spatial correlation among the neighboring pixels. Giampouras et. al propose an alternating direction sparse and low-rank unmixing algorithm (ADSpLRU) [40] to minimize the rank and sparsity simultaneously.
Since HSI contains noise in different forms, several LRR based approaches are adapted HSI denoising [41] - [48] . Low-rank matrix recovery (LRMR) [41] denoises HSI using the Go Decomposition (GoDec) algorithm [49] . Zhu et. al propose a low-rank spectral nonlocal approach method to restore the HSI [42] . The low-rank property is utilized to obtain the precleaned patches and then they are clustered using spectral nonlocal method. Global and local redundancy and correlation (RAC) in spatial/spectral dimensions are investigated in [43] to denoise HSI. Furthermore, since the noise level of the different bands of the HSI are different, He et. al propose the noise-adjusted iterative low-rank matrix approximation (NAILRMA) for Gaussian noise and noise-adjusted iterative low-rank matrix recovery (NAILRMR) for mixed noise [44] . The spatial smoothness and low-rank property of HSI are studied in [45] , which is termed as TV regularized low-rank matrix factorization (LRTV), to restore the HSI. Moreover, several works propose nonconvex low-rank approximation methods to approximate the rank of HSI better. Reference [46] proposes the weighted Schatten p-norm low-rank matrix approximation (WSN-LRMA) to approximate the rank of HSI. It approximates the rank of HSI in an iterative manner. Recently, nonconvex low-rank matrix approximation (NonLRMA) [47] is proposed for HSI denoising which approximates the rank of HSI iteratively.
Moreover, there exists algorithms that performs unmixing and denoising operations simultaneously [50] , [51] . A joint sparsity and total variation-based unmixing method (JSTV) approach appears in [50] which removes mixed noise and unmix HSI simultaneously. The coupled HSI denoising and unmixing method (CHyDU) is studied in [51] that uses spectral information as feedback to denoising scheme that improves the denoising and unmixing results.
In this work, we simultaneously denoise and unmix the hyperspectral data in the presence of mixed noise to enhance the denoising and unmixing capability of the algorithm. In contrast to denoise followed by an unmix framework, we simultaneously denoise and unmix the hyperspectral data in the proposed scheme. The spectral distortion, which is a common problem in the denoising, deteriorates the performance of the unmixing algorithms. Therefore, spectral distortion should be eliminated in the process of denoising. So, in the denoising process, spectrally corrected data can be used after the unmixing process. In this manner, denoising and unmixing capability of individual algorithms are increased when they are solved simultaneously. In the denoising part, we propose a nonconvex low-rank and sparse decomposition approach to remove the sparse noise and Gaussian noise. In the unmixing part, we employ a semi-supervised sparse unmixing method which uses a known spectral library. In the sparse unmixing method, we utilize the same nonconvex approach similar to denoising part to better promote the sparsity of the abundance matrix.
The rest of the paper is organized as follows. Section II gives necessary background and formulates the proposed approach. Section III introduces the proposed method. The simulated and real data experiments are given in Section IV. Finally, Section V concludes the paper and some suggestions and future works are given in this section.
II. PROBLEM FORMULATION
Suppose that a HSI obeys the noise degradation model as
where the matrices f, u, n and e having dimension of m × n × L represent the noisy HSI, clean HSI, Gaussian noise and sparse noise, respectively. Using the patch-based denoising framework, we first extract a subcube of size d × d × L centered at pixel (i, j). For this subcube, we can write the noise model as
(1) VOLUME 7, 2019 FIGURE 1. Low-rank matrix from subcube extracted from HSI.
Then, we write the matrix form of the observation model (1) by converting the subcube to a matrix which is illustrated in Fig. 1
Here Y , X , N and E having size of L × d 2 correspond to f (i,j) , u (i,j) , n (i,j) and e (i,j) , respectively. Since hyperspectral data has a low-rank structure, robust principal component analysis (RPCA) [52] , [53] is utilized to restore the HSI. RPCA is formulated as
where τ is the regularization parameter and E 0 denotes the l 0 norm of E where it represents the number of nonzero terms in E. However, (3) is difficult to solve due to the nonconvex nature of rank function and l 0 norm. Therefore, the problem is relaxed to a convex formulation by replacing the rank function with nuclear norm denoted as · * and l 0 norm with l 1 norm. Then, convex formulation of (3) is written as
where l 1 norm of E and nuclear norm of X are defined as E 1 = i,j |E ij | and X * = i σ i (X ), respectively. σ i (X ) denotes the ith singular value of X . However, this formulation of RPCA does not consider the Gaussian noise. Therefore, an additional constraint is added to remove the Gaussian noise in [54] min
This formulation of RPCA and its variants are applied in several HSI restoration approaches [44] , [45] . By definition, nuclear norm is defined as the sum of singular values, therefore, the rank of the matrix may not be represented efficiently. For this reason, nonconvex rank approximation methods [46] , [47] are proposed to estimate the rank of HSI and restore the HSI, which has satisfactory denoising performances. Generally, nonconvex rank approximation approaches use iterative approaches to approximate the rank function in (3) which causes longer computation times compared to nuclear norm minimization.
Furthermore, based on linear mixture model (LMM), clean hyperspectral data is composed of linear combination of endmembers such that
where M L×q is the mixing matrix containing q endmembers and S q×mn is the abundance matrix which satisfy the abundance non-negativity constraint (ANC): S ≥ 0 and abundance sum-to-one constraint (ASC): 1 T S = 1 due to the physical considerations.
A. SIMULTANEOUS NONCONVEX DENOISING AND UNMIXING
In this section, we formulate Simultaneous Nonconvex Denoising and Unmixing (SNDeUn) method. The proposed framework is illustrated in Fig. 2 . We first extract a patch of fixed size from HSI and solve the simultaneous denoising and unmixing algorithm for each extracted patch until convergence and collect the denoised patch and abundance matrix of the patch. We perform the same operation for all patches in the HSI. After all patches are done, we average the results to obtain the clean HSI and abundance maps for all endmembers. In the denoising part, we propose a denoising method based on low-rank and sparse decomposition to remove the mixed noise in the data. In the unmixing part, we employ a sparse unmixing approach. In both denoising and unmixing parts, we solve a nonconvex heuristic in the form of method of multipliers which approximates the rank of hyperspectral data and improves the sparsity of the abundance matrix. SNDeUn is a unified optimization problem which is formulated as
Here, G λ,p and G γ ,p are nonconvex functions that approximate the rank of X and sparsity of S, respectively. I R + is an indicator function meaning that the abundance matrix has nonnegative values. λ, γ , τ and β are the regularization parameters for each regularizer. In this vein, denoising and unmixing supports each other to obtain a better denoised image and abundance map. It can be deduced that if unmixing part is excluded from SNDeUn, optimization problem becomes
We call (6) as nonconvex low-rank denoising (NonLrDe).
We give the detailed analysis of SNDeUn here only. NonLrDe can be analyzed accordingly. We resort the method of multipliers to solve the optimization problem. By introducing auxiliary variables, (5) can be written as
T. Ince, T. Dundar: Simultaneous Nonconvex Denoising and Unmixing for Hyperspectral Imaging we can arrange (7) in a closed form such that
where
ADMM algorithm for the optimization problem (8) is given in Algorithm 1 where the augmented Lagrangian formulation is given as
Algorithm 1 Pseudocode of the Algorithm
(k+1)
until some stopping criteria is satisfied µ is a positive constant called as augmented Lagrangian penalty parameter and /µ is the Lagrange multipliers associated to the constraint F 1 X + F 2 S + ZP = 0. ADMM minimizes L sequentially with respect to X , S, E and P at each iteration and then Lagrange multipliers are updated. ADMM algorithm for Algorithm 1 stops either maximum iteration number is reached or
. is the relative error tolerance which depends on the spectral library size and image dimensions. The detailed analysis of Algorithm 1 is similar to works in [20] , [24] , [55] and it is given in Appendix.
B. CONNECTION TO EXISTING WORK
In literature, HSI denoising methods based on nonconvex low-rank approximation use iterative approaches to approximate the rank of HSI [46] , [47] . The WSN-LRMA [46] minimizes the weighted Schatten p-norm to estimate the rank of hyperspectral data iteratively, which uses the ideas of robust VOLUME 7, 2019 principal component analysis (RPCA) [52] , [53] to denoise hyperspectral data. NonLRMA [47] uses a nonconvex regularizer in the solution which has been solved iteratively and proved to have a fast convergence rate. Besides this, CHyDU [51] solves a coupled denoising and unmixing problem which uses a dictionary based sparse representation [56] and nuclear norm approximation to denoise HSI and does not consider the mixed noise in the HSI. Furthermore, sparsity of the abundance matrix is elevated by l 1 norm regularizer. In our study, we utilize a patch based approach and a nonconvex heuristic in the solutions of both denoising and unmixing parts which accounts for mixed noise. The rank of HSI and the sparsity of abundance maps are provided by a simple nonconvex shrinkage operations without using an iterative approach.
III. EXPERIMENTAL RESULTS
In this section, we present the results of proposed algorithms for both denoising and unmixing. We split the experimental results into three parts. In the first part of the experiments, we give denoising results of NonLrDe and compare it to the recently proposed low-rank based schemes. In the second part of the experiments, results of SNDeUn are given. The denoising and unmixing results of SNDeUn are denoted by SNDeUn-De and SNDeUn-Un, respectively. In the third part, real data experiments are given. The performance of the algorithms are measured based on the following metrics. The peak signal-to-noise ratio (PSNR) index and the structural similarity (SSIM) index [57] are used to compare the denoising results of the algorithms.
PSNR and SSIM for each band of HSI is defined as
Moreover, mean PSNR (MPSNR) and mean SSIM (MSSIM) indices are defined as
Here, X l andX l denotes the original and restored hyperspectral images in lth band. µ X l and µX Here, S is the ground truth abundance map andŜ denotes the estimated abundance map and RMSE is described as
where S i andŜ i are the actual and estimated abundance vectors, respectively. SAM is the angle in degree between the estimated and actual spectra and it is defined as
whereû i and u i are the estimated and actual spectrum of the individual pixels, respectively.
A. SIMULATED DATA EXPERIMENTS FOR MIXED NOISE REMOVAL
In this section, we perform several experiments for HSI denoising under different noise level and scenarios. We compare NonLrDe method with state-of-the-art low-rank based denoising methods proposed recently in the literature. These are LRMR [41] , [50] , NAILRMR [44] , NonLRMA [47] and WSN-LRMA [46] . The codes of these algorithms are provided by the authors. We use Indian Pines [58] synthetic data set as simulated data 1 (SD1), which is created similarly as in [45] . The dimensions of SD1 is 145×145×224. The noisy HSI is generated by adding Gaussian noise with standard deviation σ and impulse noise of percentage levels P. In the experiments, we add constant level of Gaussian and impulse noise to all bands of the synthetic data set. In order to simulate mixed noise scenario, we add stripes to selected bands of the HSI and constant level of Gaussian and impulse noise to all bands of HSI. Stripes were simulated on 30% of the bands which were selected randomly. The number of stripes of each selected band ranges from 3 to 10 lines.
The compared algorithms are solved using the optimal parameter set for each solver. MPSNR and MSSIM results of the algorithms are reported in Table 1 . The values with the highest MPSNR and MSSIM are given in bold and the values with the second highest MPSNR and MSSIM are underlined. We can observe that at higher noise levels, NonLrDe achieves better MPSNR and MSSIM values compared to other methods, which means it has a robust denoising performance under moderate noise levels. Fig. 3 shows the denoising results of the different algorithms visually. LRMR and NAILRMR have similar results visually. WSN-LRMA, NonLRMA and NonLrDe have also similar visual qualities as Table 1 indicates. We also show the PSNR and SSIM values of each band in Fig. 4 . We can observe that NonLrDe has slightly higher PSNR and SSIM values for each band. Furthermore, we evaluate the spectral signatures before and after denoising. The reflectance values for the pixel (100,100) are shown in Fig. 5 for all algorithms. WSN-LRMA, NonLRMA and NonLrDe have almost same spectrums which are able to remove the ripples in the spectrums. Furthermore, we investigate the nonconvexity parameter p and convergence of NonLrDe. Fig. 6(a) shows the MPSNR values of NonLrDe with respect to nonconvexity parameter p. It can be observed that when p increases towards to 1, PSNR value of NonLrDe decreases. Fig. 6(b) shows the PSNR values versus iteration number. PSNR value remains constant after 50 iterations. Therefore, it is enough for NonLrDe to convergence after 50 iterations.
B. SIMULTANEOUS DENOISING AND UNMIXING RESULTS
In this section, we test denoising and unmixing performance of SNDeUn. We compare the SNDeUn with the state-ofthe-art sparse unmixing methods proposed in the literature. These methods are CLSUnSAL [24] , ADSpLRU [40] , JSTV [50] and SUnSAL-TV [28] . CLSUnSAL, ADSpLRU and SUnSAL-TV do not consider mixed noise in their formulations, therefore we consider only Gaussian noise in the measurements to compare these algorithms. JSTV [50] is designed to handle mixed noise in the measurements, also SUnSAL-TV has ability to remove the mixed noise at low noise levels. Therefore, in the mixed noise scenario, we compare SNDeUn with JSTV and SUnSAL-TV.
In the simulations, digital spectral library (splib06) [59] obtained from the U.S. Geological Survey (USGS) is used. It includes the spectra of 498 materials measured in 224 spectral bands distributed uniformly in the interval 0.4 of the data is adjusted to 4 by selecting the endmembers from M . It is created by following the same procedure given in [28] . The HSI and the four abundance maps are shown in Fig. 7 .
We compare SNDeUn-Un on simulated data by adding constant level of Gaussian noise with standard deviation σ to each band of the HSI. We adjusted the parameters of SNDeUn-Un and all compared algorithms to their best performances in terms of the RMSE. Table 2 reports the SRE and RMSE values of SNDeUn-Un. It can be observed clearly that SNDeUn-Un has best performances at all noise levels.
In order to measure the unmixing performance of SNDeUn-Un under mixed noise scenarios, we created the noisy data by adding constant levels of Gaussian noise with standard deviation σ and impulse noise of constant percentage P to all bands of simulated data. For mixed noise scenario, stripes are added to selected bands of the HSI and constant level of Gaussian noise and impulse noise are added to all bands of HSI. Stripes were simulated on 10% of the bands which were selected randomly. The number of stripes of each selected band ranges from 3 to 5 lines.
We compare SNDeUn-Un with SUnSAL-TV and JSTV. Table 3 reports the unmixing results under mixed noise. It can be observed that, the performance of SNDeUn-Un has the best performance at all noise levels. From the results we can conclude that, SNDeUn is a robust method to unmix hyperspectral data in the presence of mixed noise.
In Table 4 , we report the results of the denoising performance of the SNDeUn-De in the presence of mixed noise. We compare the denoising results of SNDeUn-De by NonLrDe together with LRMR [41] , [50] , NAILRMR [44] , NonLRMA [47] and WSN-LRMA [46] . It can be observed that SNDeUn-De has best PSNR and SSIM values at all noise levels due to the simultaneous solution of unmixing and denoising steps in SNDeUn. Moreover, NonLrDe has the second highest PSNR and SSIM values at higher noise levels.
C. REAL DATA EXPERIMENTS
In real data experiment, we use Hyperspectral Digital Imagery Collection Experiment (HYDICE) urban area data set and related spectral library [60] which can be downloaded at http://www.tec.army.mil/hypercube. The size of the data set is 307 × 307 × 210 and spectral library contains 49 signatures distributed in the interval 0.35 and 2.5 µm. Due to the atmospheric effects and water absorbtion bands, some bands of the urban data set have strong noise such as stripes and impulse noise as well as other types of noise. In [41] , [46] , noise effected bands and water absorbtion bands are removed in the simulations, whereas we use all of the bands of the urban data set in the simulations to show the robustness of the proposed algorithms. We present the denoising and unmixing results of both NonLrDe and SNDeUn-De, respectively. We compare NonLrDe and SNDeUn with LRMR [41] , NonLRMA [47] and WSN-LRMA [46] . The patch size, step size, rank and sparsity parameter of LRMR is set to 20, 4, 4 and 7000, respectively. For WSN-LRMA, regularization parameter for low rank and sparse components are set to 0.01 and 1.2, patch size, step size and nonconvexity parameter are set to 20, 7, 0.7, respectively. For NonLRMA, we use the parameters given in [47] . The real data experiment parameters for NonLRDe and SNDeUn are given in Table 5 . We compare different bands of the Urban data set that have different noise structure in the individual bands. Fig. 8 shows the denoising results of the bands 87, 207 and 108 of urban data. Band 87 has slight noise whereas band 207 and 108 have strong noise. Band 87 has little noise therefore all of the algorithms have nearly same results visually. For band 108, it can be observed that SNDeUn-De has best performance visually compared to other algorithms. Band 207 is polluted by stripes and impulse noise. NonLrDe and NonLRMA has similar results visually and stripes are removed in the denoised images. However, WSN-LRMA and LRMR leave stripes in their denoised images. SNDeUn-De has the best results visually in removing the stripes and impulse noise as well as better image quality visually.
In the unmixing experiment, we give the results of Urban for two cases. In the first case, water absorbtion bands of the Urban data are removed. We use 189 bands of Urban data. These bands are 1-104, 110-138 and 152-207. We call the resultant image as high-SNR image. High-SNR image also contain stripes and impulse noise. In the second case, we include atmospheric bands and do not remove any band of the Urban data in the experiments which we call it as low-SNR image. Since, there is no ground truth abundance maps for Urban data, we use abundance maps obtained by [13] , [61] as benchmark abundance maps. Fig. 9 shows the abundance maps for ''Asphalt'', ''Grass'', ''Roof'' and ''Tree'' obtained by SUnSAL-TV, JSTV and SNDeUn as well as benchmark abundance maps for each spectral signature. It can be observed that abundance maps obtained by SNDeUn and JSTV are visually similar to benchmark abundance maps. Fig. 10 shows the abundance maps obtained by SUnSAL-TV, JSTV and SNDeUn for low-SNR image. For this image, abundance map obtained by SNDeUn is much similar to benchmark abundance maps. which is also visually similar to Fig. 9 . We can conclude that SNDeUn is a robust unmixing method even if the data is highly polluted by atmospheric effects and other kinds of noise sources.
D. SELECTION OF PARAMETERS AND COMPUTATION TIME
The optimal parameters of NoNLrDe and SNDeUn are adjusted by varying the parameters and recording the best parameter set that gives the minimum RMSE value. The parameters used in the experiments are given in Table 5 . Although NonLrDe and SNDeUn have many parameters including regularization parameters, patch size, step size and noncovnexity parameter, we only change the value of λ in the experiments based on the noise level change in the simulated data. The other parameters are fixed as Table 5 reports.
Computation times of the algorithms for real data experiments are given in Table 6 . Clearly, NonLRMA is the fastest of the algorithms under comparison. In real data experiments, block size and step size of NonLRMA is adjust to 50 and 16 as it is suggested in the paper [47] . Block size and step size of NonLrDe and SNDeUn are fixed to 20 and 8, respectively. Therefore, they have longer computation times. However, NonLrDe is the second fastest algorithm under comparison. Also, SNDeUn has a higher computation time compared to NonLrDe due to the sparse unmixing step in the solution.
IV. CONCLUSION
In this paper, we have proposed a simultaneous denoising and sparse unmixing method for HSI in the presence of mixed noise. In the proposed method, Gaussian and sparse noise components are removed based on a nonconvex low-rank and VOLUME 7, 2019 FIGURE 9. Abundance maps obtained by SUnSAL-TV, JSTV and SNDeUn for high-SNR image. From left column to right column, abundance maps corresponding to Asphalt, Grass, Roof and Tree, respectively. sparse decomposition scheme which do not use an iterative approach to approximate the rank of the data. Nonconvex low-rank approximation uses a simple shrinkage operation that approximates the rank of the data. In the sparse unmixing part, we use a nonconvex regularizer to enhance the sparsity of the abundance matrix. Denoising and unmixing parts are solved simultaneously to increase performance and robustness of the individual denoising and unmixing methods. Experiments on simulated and real data sets show that the proposed method is effective in HSI unmixing and denoising and outperforms the other algorithms proposed in the literature.
APPENDIX
The detailed algorithm of SnDeUn is presented in Algorithm 2.
We first expand the augmented Lagrangian formulation in (9) as 
then the optimization problem is carried out over the variable X by ignoring the terms that do not contain the variable X in (10) which leads to the following optimization problem
The iterative closed form solution of (11) is
4 )] Similarly, the reduced optimization problem for S is
Algorithm 2 Algorithm for SNDeUn 
8:
6 , 10:
11: Update Lagrange multipliers:
18: 
The solution to (13) is
+ µ(X 
In order to obtain the solution of (14), we use the method proposed in [62] . Suppose we have an optimization problem of the form
The proximal function of G δ,p (W ) = i,j g δ,p (w ij ) is p-shrinkage operation [62] for each entry of G δ,p (W ) defined as Finally to compute P 6 , we solve the following optimization problem P (k+1) 6 ← arg min 
