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résumé et mots clés
L'utilisation de la fusion de Dempster-Shafer en segmentation d'images multisenseur s'avère pertinente dans de nombreuses
situations . L'intérêt des modélisations par champs de Markov cachés en segmentation statistique a par ailleurs été mis en
évidence par les auteurs depuis une vingtaine d'années . Nous proposons dans cet article diverses démarches permettant
l'utilisation de la fusion évidentielle dans le contexte des modèles markoviens cachés. l'intérêt des méthodes proposées ainsi
que les différences de leur comportement sont étudiés à partir des simulations effectuées sur des images de synthèses .
Théorie de l'évidence, champs de Markov cachés, fusion de Dempster-Shafer, segmentation d'images .
abstract and key words
The Dempster-Shafer combination rule turns out to be quite efficient in the segmentation of multisensor images in numerous
situations . On the other hand, in a Bayesian framework the Hidden Markov Random Fields have been of interest for some twenty
years. The aim of our work is to propose some methods capable of merging both evidential and Markovian field advantages . The
interest of the methods proposed and the differences in their behaviour are studied through simulations on synthetic images .
Theory of evidence, Hidden Markov fields, Dempster-Shafer combination rule, Image segmentation .
introduction
La diversité croissante des techniques d'acquisition d'images a
motivé ces dernières années de nombreuses recherches visant
l'élaboration des modèles de plus en plus efficaces de fusion de
données. En effet, aussi bien en imagerie médicale, aérienne, ou
satellitaire, il peut arriver qu'aucune des images disponibles ne
contienne, seule, une information suffisante . La théorie la plus
utilisée dans la littérature pour modéliser l'information extraite
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des images est sans conteste la théorie des probabilités, associée
à la théorie bayésienne de la décision [12] . Cependant, si les pro-
babilités représentent bien l'incertain qui entache cette informa-
tion, elles ne permettent pas aisément de représenter son impréci-
sion [5], [27] . Il est par exemple, parfois difficile de distinguer
sur une image médicale la surface du cerveau de l'enveloppe
crânienne [4] ou de repérer une route sur une image satellite [8] .
De nombreuses méthodes visant à pallier cette lacune ont alors
été proposées . La théorie des ensembles flous de Zadeh [28] of-
fre un cadre déterministe riche pour représenter l'imprécision,
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et la théorie des possibilités [11] permet de représenter à la
fois l'imprécision et l'incertitude . La théorie des croyances de
Dempster-Shafer permet également de représenter ces deux na-
tures de l'information à l'aide de fonctions de masse induisant
des fonctions de plausibilité et des fonctions de crédibilité [15],
[20] . Nous retenons cette dernière pour deux raisons essentielles .
D'une part, cette théorie permet d'effectuer la fusion des informa-
tions issues de différents senseurs « indépendants » simplement,
par la règle de Dempster-Shafer . Parmi les nombreuses définitions
de l'indépendance proposées [21], [22], [27], [30], nous retenons
celle utilisant la notion de « sources distinctes » [1], [l1], [24],
[25] . D'autre part, cette théorie nous semble la plus adaptée au
problème considéré dans le sens où elle est un prolongement du
modèle bayésien. Les probabilités apparaissent en effet comme un
cas particulier des fonctions de croyances lorsqu'il n'y a pas d' am-
biguïté et que seul l'incertain est pris en compte . Par ailleurs, en
segmentation d'images les méthodes statistiques de classification
utilisant les modélisations par champs de Markov cachés donnent
des résultats satisfaisants dans de nombreuses situations [3], [13],
[17], [19] . Dans le contexte mutisenseur et évidentiel, nous mon-
trons qu'il est possible d'utiliser, dans un certain nombre de situ-
ations, la puissance de ces modélisations au niveau de la prise de
décision. En effet, en supposant l'une au moins, parmi les masses
à fusionner, probabiliste, dans certains cas on peut obtenir, après
fusion, un champ de Markov classique .
Nous proposons dans cet article six algorithmes de segmentation
qui nous permettront d'étudier l'apport de la markovianité, d'une
part, et de la fusion de Dempster-Shafer, d'autre part . Ces diffé-
rents apports sont étudiés par le biais des simulations dans le cadre
du modèle classique d'affaiblissement, et dans celui d'un modèle
plus général,
L'organisation de l'article est la suivante . Dans la section 2 nous
présentons une description rapide des principes des différentes
segmentations statistiques et des outils de la théorie de l'évidence.
Dans la section 3 nous décrivons le modèle markovien affaibli,
définissons les algorithmes, et présentons les résultats des simu-
lations . Le même plan est repris dans la section 4 dans le cadre
d'un modèle plus général . La section 5 contient les conclusions .
2, segmentations
statistiques et théorie
de l'évidence
Cette section est consacrée à un bref rappel des principes des
différentes segmentations statistiques et des notions de base de
la théorie de l'évidence . Nous précisons également dans quel
sense les modèles « évidentiels » sont une généralisation des
modèles « probabilistes » et illustrons l'intérêt de leur utilisation
en télédétection par un exemple .
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2.1 . segmentation statistique
Parmi les nombreux algorithmes de segmentation d'images, la
famille des méthodes statistiques s'avère, dans certains cas, d'une
remarquable efficacité . Les segmentations statistiques s'appuient
sur la modélisation par champs aléatoires . S étant l'ensemble
de pixels on considère deux collections de variables aléatoires
X = (XS ),>E s, Y = (Y,) scs
dites « champs aléatoires » . Chaque
XS prend ses valeurs dans un ensemble fini Q de classes et, dans
le cas de m senseurs, YS prend ses valeurs dans hm . Dans ce
cadre le problème de la segmentation est celui de l'estimation de
la réalisation invisible X = x à partir de la réalisation observée
Y = y. La procédure d'estimation la plus simple consiste en
estimation de la réalisation de chaque XS à partir du seul YS ,
Une telle procédure sera dite « aveugle », ce qui signifie que la
méthode est aveugle du contexte spatial du pixel s considéré . Nous
utiliserons dans cet article la stratégie bayésienne correspondante
à la fonction de perte 0-1 : l'estimation de la réalisation de XS
est alors donnée par la classe dont la probabilité conditionnelle
à Y9 = ys est la plus grande. Une démarche du type « globale »
consiste en estimation de la réalisation de chaque XS à partir de
l'ensemble des données Y = y . En gardant la même fonction
de perte on arrive à la méthode dite du « maximum du mode
a posteriori » (MPM) : l'estimation de la réalisation de Xs est
alors donnée par la classe dont la probabilité conditionnelle à
Y =
y
est maximale . Contrairement aux méthodes locales, le
calcul analytique de la solution du MPM n'est pas possible,
cependant, moyennant une modélisation par champs de Markov
cachés, cette solution peut être approchée par l'algorithme itératif
de Marroquin et al, [17] .
2.2. théorie de l'évidence
Considérons l'ensemble de classes Q = {w1, . . . , wk} et Q* =
{52 1 , . . . , Q2k } l'ensemble de sous-ensembles de Q . Une fonction
de masse élémentaire M est une probabilité sur S2* vérifiant
M({ç}) = 0. Notons que M, en tant que probabilité, est
une application de (S2*)*, l'ensemble d'ensembles de W, dans
[0,1] . Nous sommes cependant dans le cas discret et M est
entièrement déterminée par ces valeurs sur les éléments de Q* _
{521, . . . , Q 2 k } . On dira donc, par abus de language, queM est une
« probabilité sur Q* ». De même, en considérant une probabilité
classique, on dit que c'est une « probabilité sur Q », alors que c'est
une application de S2* dans [0,1] . Finalement, une « probabilité
sur 52 » est une application de Q* dans [0, 11, et une « probabilité
sur Q* » est une application de (Q*)* dans [0,1] . Une probabilité
classique p est déterminée par pi = p(wi), , . . , pk = p(wk)
et une fonction de masse élémentaire M est déterminée par
M1 = MA), . . . , M2 k = M(522k) . Notons que lorsqu'une
masse élémentaire M ne charge que des éléments de la forme
52 i = {wi}, elle est assimilable à une probabilité classique .
Dans ce cas nous l'appellerons « probabiliste » ou « bayésienne » .
et une fonction de plausibilité, notée Pl, par
VB c 12, Pl(B) = E M(A)
	
(2.2.2)
AnB :~
En désignant A° le complémentaire de A on peut alors montrer
que Cr(A') +Pl (A) = 1. Par ailleurs, lorsqu'une masse élémen-
taire M ne charge que des éléments de la forme 11, = {wi}, Cr et
Pl sont confondues et désignent la probabilité classique définie
parM . Notons que la crédibilité et la plausibilité sont, comme une
probabilité classique, des fonctions de 12* dans [0,1] . Cependant,
contrairement à la probabilité classique, ces fonctions ne sont pas,
sauf dans le cas particulier où ce sont des probabilités, définies par
leurs valeurs sur les singletons . Les fonctions Cr et Pl peuvent
également être définies de façon axiomatique et la masse élémen-
taire associée est alors donnée par des opérations « inverses » à
(2.2 .1) ou (2.2 .2) . Finalement, chacune des fonctions Cr, Pl,
ou masse élémentaire définit les deux autres . Considérons m + 1
masses élémentaires Mo, Ml , . . . . M,,, définies sur S2* . Chacune
de ces masses modélise une information et, selon la règle de fu-
sion de Dempster-Shafer, l'information résultante est donnée par
la masse élémentaire M définie par
m(A) = 11H [fi Mj (Aj )] (2 .2 .3)
A,,n . . .nAm=A
~4
ç j=0
M
avec H = [Il Mj (Aj)] constante normalisatrice .
Aon . . .nA-=ç j=O
Notons la propriété suivante, importante pour la suite : si l'une au
moins des masses élémentaires est probabiliste, alors le résultat
de la fusion est probabiliste .
2.3. théorie de l'évidence
et classification bayésienne
Cette sous-section est consacrée à la description, illustrée par un
exemple, des possibilités d'utilisation de la théorie de l'évidence
en classification bayésienne .
Considérons 12 = {a, b} et Ir a , 7rb une probabilité sur 12 . Dans
le cadre classique de la classification bayésienne, on observe des
versions « bruitées » des éléments de 12, ce qui est modélisé par
deux densités de probabilité
fa , fb . Si on considère la fonction
de perte 0-1, on attribue a l'observation y c R l'élément de 12
qui maximise Irafa (y), 7rb fb(y) . Plaçons nous maintenant dans
le cadre de la théorie de l'évidence et modélisons l'informa-
tion contenue dans l'observation y E I' par la masse élémen-
({a})
fa(Y)
taire «probabiliste» Ml
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fa(y) + fb(y)
, Ml ({b}) _
M({b}) =	
7rbfb(2Y)
ce qui est exactement la proba-
7
afa(y) +
7
rbfb(y)
bilité a posteriori . La démarche évidentielle apparaît ainsi comme
une généralisation de la démarche bayésienne . Afin de mettre en
évidence l'existence des situations où le modèle bayésien est in-
suffisant, considérons le problème de télédétection suivant . Nous
sommes intéressés par une règle permettant de décider, à par-
tir des mesures dans deux senseurs (un « optique » et un autre
« radar »), à quelle classe, parmi les classes « maisons » et « objet
métallique », le pixel appartient . Notons a, b les deux classes . Sup-
posons que les deux senseurs différencient, au bruit près, les deux
classes lorsque le temps est ensoleillé et, lorsqu'il y a des nuages,
seul le senseur « radar » est capable de les différencier . Ainsi,
physiquement, il n'y a que deux classes mais, pour le senseur
optique, tout se passe comme s'il y en avait trois. Une modélisa-
tion probabiliste classique d'une telle situation n'est pas aisée . Par
contre, cette situation se modélise immédiatement en considérant
que la présence d'un nuage induit une incertitude absolue pour le
senseur optique, ce qui se traduit par une masse sur {a, b} . L'in-
formation fournie par le senseur optique est ainsi modélisée par
le jeu de masses M2 = (M2 ({al), M2({b}), M2 (ta, b})), avec
M2({a}) = aga(y 2), M2({b}) = agb(y 2 ),
et M2
(fa, b}) =
ng ab(y 2 ) . Les fonctions
ga, 9b, gab
sont les densités des bruits
des classes « maisons », « objet métallique », « nuages », et a la
constante normalisatrice : a = [g a (y 2 ) + gb(y2 ) + gab(y2 )] -l .
L'information du senseur « radar » étant modélisée par Ml, on
obtient l'information fournie par les deux senseurs, qui est une
probabilité, en effectuant la fusion des deux masses Ml et M2
Msen = (Msen({a
}),
Msen,({b
}))
a
(fa(y 1)ga(y 2 ) + fa(y l )gab (y2),fb(yl)gb(y 2 )
+fb (yl )gab (y 2 ) )
Nous nous retrouvons ainsi dans la situation précédente d'un
senseur : l'information modélisée par MSen pourra éventuelle-
ment être fusionnée avec une probabilité a priori .
3. modèle
d'affaiblissement
Considérons un système formé de deux senseurs (radar, caméra
IR par exemple) fournissant chacun l'image d'une même scène .
Chaque image est censée représenter trois régions distinctes, par
exemple un terrain constitué d'eau, de forêt, et des habitations .
Le premier senseur différencie relativement bien les trois régions
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Chaque fonction de masse élémentaire M définit une fonction
crédibilité, notée Cr, par
de
fb(g) De l'informationmême, modélisons a priori en
fa (y) + fb (y)
VB c 12, Cr(B) = M(A) (2 .2 .1)
posant Mo({a}) _ Ira et 111x ({b}) = 7rb . Le résultat M de la
7afa(y)
AcB
fusion (2.2 .3) donné M({a})est par = et
rafa(y) +7bfb(y)
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symbolisées par les classes {a}, {b} et {c} . Par contre, le second,
peu fiable, rencontre des difficultés sur un certain nombre de pix-
els. Sur certaines régions, il distingue {a}, {b}, {c} et sur d'autres,
lorsqu'aucune différentiation n'est possible, on supposera que la
mesure qu'il observe désigne {a,b,c}, l'ensemble Sl représentant
toute son ignorance. On adopte ainsi le modèle d'affaiblissement
le plus couramment rencontré dans la littérature . La première im-
age de classes est modélisée par un champ markovien XB (B pour
« Bayésien ») . La seconde, notée XE (E pour « Evidentiel »), en
sera déduite de façon à garder une certaine compatibilité spa-
tiale . Les images X B , XE sont ensuite bruitées classiquement
et on obtient les images numériques YB et
yE
réellement ob-
servées . Nous proposons dans ce paragraphe une étude compara-
tive, fondée sur les simulations, de l'efficacité de six algorithmes
de segmentation. D'une part, nous étudions l'apport du modèle
markovien et, d'autre part, nous cherchons à mettre en lumière la
meilleure manière de tenir compte du senseur évidentiel .
3 .1 . création des images
Les réalisations de
XB,
qui sont des images à trois classes {a}, {b}
et {c}, sont simulées classiquement à l'aide de l'échantillonneur
de Gibbs [3], [13], en utilisant les probabilités conditionnelles
exp(
- E >(x', xB))
	 tEV	
P[XB = x8/XV = xV ] _
~_- exp(
- E 0(W, xB))
WEO
	
tEV
(3.1.1)
où V, est le voisinage formé des quatres plus proches voisins de
s, s exclu, et l'énergie définie par la fonction potentiel
-1 si xs = xt , t c VS
~(x s , xt)
1 sinon .
(3 .1 .2)
Afin d'avoir une « vérité terrain évidentielle » compatible, nous
proposons de simuler la réalisation de XE de la manière suivante .
Soient p E]0,1[, A = {a}, B = {b}, C = {c}, D = {a, b, c} .
P(XE = A/XB = a)
=
P(X E = B/X B = b) = P(XE = CIX B = c) = p
P(XE = D/XB = a)
P(XE = D/XB = b) = P(XE = D/XB = c) =1- p
(3.1 .3)
Les lois marginales a priori sur chaque image sont estimées
en comptant le nombre de pixels de classes {a}, {b}, {c} sur
X
B = xB , ce qui donne Ira , 7rb, 7rß , et on procède de manière
analogue pour XE = xE , ce qui donne nrA,
7rB, 7rc, nrD
.
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3.2. bruitage des images
On bruite classiquement les réalisations des champs XB et XE
en posant :
(3 .2 .1)
Le problème de la segmentation est alors celui de l'estimation
de la réalisation invisible de X
B
= xB à partir des réalisations
observées YB = yB et
YE = yE
3.3. segmentation aveugle
La segmentation, la plus simple parmi les méthodes bayésiennes,
consiste à classer chaque pixel à partir des observations faites
uniquement sur ce pixel . Ces méthodes sont ainsi « aveugles » du
contexte spatial.
3.3 . 1 . segmentation aveugle sans fusion
La stratégie bayésienne de classification correspondante dite
« aveugle » est obtenue par la maximisation des probabilités
marginales a posteriori
PyB
(a) = na X p(YB = yBIXB = a)/
[ E
ir
X p(YB = yB/XB =
X8
)]
xB=a,b,c
PyB (b) =
nb X p(YB = yBIXB = b)l
[
n 3 X
p(YB = Y, /XB = xg)]
xB-a,b,c
PyB
(c) =
n~
X p(YB = YB IXB = c)/
B B B B
[
1rx
B
X
p(Y = ~ s
IX8
=
xs
)]
xB=a,b,c
(3 .3 .1)
L' algorithme utilisant cette règle de décision sera noté AV 1. Ainsi
AV1 n'utilise pas l'information évidentielle .
3.3.2 . segmentation aveugle après fusion
Conformément au paragraphe 2 .3, nous proposons de tenir
compte de l'information évidentielle en considérant le jeu de
masses défini sur E = {A, B, C, D} par
PyE (A)
PyE(B)
PV.-
(C)
PyE (D)
p(YE
=
pE/XE
= A)IK,
p(yE
= YE I X E = B)/K
p(YE _
11E/XE
= C)IK,
p(YE
_
yE
IXE =
D)/K
(3.3 .2)
p(YB = YBIXB = xB)
= .V(m xa, 1) xB = a, b, c
=
p(YE = YEIXE = x~)
.N(mxE,1) xE = A, B, C, D
K =
	
P(YE =yE IXE = xE) .
xEEE
La fusion est alors obtenue en effectuant la somme orthogonale
de Dempster-Shafer entre la probabilité définie par (3 .3 .1) et le
jeu de masses défini par (3 .3 .2)
P({u}/yB, yE) = (PyB + PyE ), ({u})
u = a, b, e .
Après fusion on maximise donc
1-k
P({a}/yB, yE) =
1
1
k
PyB
(a) [PyE (C) + PyE (D)]
ou
=
PyB
(a) [PyE (A) + PyE (D)]
+PyB (b) [PyE (B) + PyE (D)]
+PyB (c) [PyE (C) + PyE (D)]
L'algorithme utilisant cette règle de décision sera noté AV2 . Ainsi
AV2 utilise l'information évidentielle de manière aveugle .
3.4. segmentation globale
Nous présentons dans ce paragraphe trois algorithmes de segmen-
tation globale obtenus par différentes fusions de Dempster-Shafer.
Les résultats seront comparés à ceux obtenus par la segmentation
bayésienne classique MPM utilisant la seule information du canal
bayésien .
3.4.1 . segmentation globale sans fusion
Nous appliquons l'algorithme de Marroquin et al . [17], qui
approxime la solution de la méthode bayésienne dite « maximum
des marginales a posteriori » (MPM), au couple (XB , YB) . La
décision est prise sur chaque pixels en maximisant la loi marginale
a posteriori estimée
PyE
(xB) = p(XB = xBIYB = yB )
L'algorithme utilisant cette règle de décision sera noté Al .
3.4.2. segmentation globale après fusion
Le champ YB nous fournit en chaque pixel s, un premier jeu de
masses qui est la loi marginale a posteriori (3.4 .1), estimée par
l'échantillonneur de Gibbs . Le deuxième jeu évidentiel (3 .3 .2) est
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(3 .4 .1)
donné par l'image Y E toujours de façon « aveugle » . On considère
alors la probabilité a posteriori P(./yB, yE) obtenue par fusion :
P({a}/yB , yE) =
1
1
PyB
(a) [PyE (A) +
PyE
(D)]
P({b}/yB , yE) = 1
1
k
PyE (b) [P,E (B)
+PyE
(D)] (3
.4 .2)
P({c}/yB , vs) = 1 1
k
PyB
(c)
[PyE
(C) +PyE (D)]
où 1 - k est le coefficient de normalisation .
La segmentation se fait alors en maximisant cette loi pour chaque
pixel. L'algorithme utilisant cette règle de décision sera noté A2 .
Ainsi A2 utilise l'information bayésienne de manière globale et
l'information évidentielle de manière aveugle .
3.4.3 . champ XE markovien
Nous supposons dans ce paragraphe que XE est markovien avec
les mêmes paramètres que le champ X B . Il est alors possible de
considérer les lois marginales aposteriori (3 .4 .3) estimées comme
précédemment en utilisant l'échantillonneur de Gibbs :
PyE
(xE) = p(XE = xE/yE) (3
.4 .3)
La probabilité a posteriori P(./yB , yE) du système s'obtient
alors par fusion donnée par les formules (3 .4 .2) avec Py E (
E)
à
la place de PyE (xE) .
La décision est prise sur chaque pixel en choisissant la classe qui
maximise la loi ainsi fusionnée . L'algorithme utilisant cette règle
de décision sera noté A3 .
3.4.4 . champ évidentiel de markov caché
Nous proposons dans ce paragraphe d'effectuer la fusion au niveau
des densités de probabilité p(YB = yEIXE = xB) p(YE =
yEIXE = xE) de manière à ce qu'elle soit compatible avec
la modélisation comportant deux canaux bayésiens . Si le canal
évidentiel considéré était bayésien, on serait amené à considérer
le produit de ces deux densités . Nous proposons d'effectuer la
fusion en posant
II(yB, yE/{a})
1
1- k
p(YB = yB /XB = a) [PyE (A) + PyE (D)],
l1(yB, yE/{b})
1
1- k
p(YB = yEIXE = b) [PyE (B) + PyE (D)],
ll(yB,yE/{c})
1
1 - k
p(YB = yEIXE = c) [PyE (C) + PyE (D)] .
(3 .4 .4)
La fusion, effectuée de façon indépendante sur chaque pixel,
est ainsi la fusion classique de Dempster-Shafer d'un jeu de
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P({a}/yB,yE) = 1
PyB
(a) [PyE (A) +
PyE
(D)]
1
k
P({b}/yB, yE) _
1 PyE (b) [P
yE
(B) +
PyE
(D)]
(3 .3 .3)
1-k
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masses p(YE = pE/XE = xE) avec une probabilité p(YB =
yB/XB = xB) en considérant ces quantités aux constantes
normalisatrices près. Notons que si l'on considère la fonction
ainsi obtenue comme le bruitage conditionnel à XS = x,, tout
se passe comme si l'on était dans le cas d'un champ de Markov
caché classique . La distribution a posteriori du champ d'étiquette
X recherché est alors une distribution de Gibbs avec l'énergie
définie par
donc
Il(x, y
B
'yE) = Y-' [
SES tEv
Il est alors possible d'appliquer classiquement l'algorithme MPM ;
la méthode de segmentation ainsi obtenue sera notée A4 . Comme
l'algorithme précédent, l'algorithme A4 tient ainsi compte de l'in-
formation évidentielle globalement : la fusion est cependant ef-
fectuée au niveau des densités du bruit, de façon indépendante sur
chaque pixel, au lieu d'être effectuée au niveau des lois marginales
a posteriori. Notons que l'algorithme A4 utilise uniquement la
structure du champ XB et la structure de X -' n'intervient pas .
Ce fait pourrait être un avantage non négligeable car l'hypothèse,
selon laquelle les deux champs ont la même structure markovi-
enne, faite précédemment pourrait apparaître comme forte : elle
n'est en effet étayée ni par la manière de simuler la vérité terrain
évidentielle, ni par son aspect visuel .
3.5. simulations
ç(xs, xt)
- log(fl(yB, yE/xs))],
(3 .4 .5)
(3 .4 .6)
pyB 'yE (x) =
Sc-7
7(X,YB 'yE )
xB
Nous proposons dans ce paragraphe les résultats des diverses
simulations . La vérité terrain bayésienne (Im1) est représentée
par une réalisation du champ de Markov à trois classes, dont
l'énergie est donnée par (3.1 .2) du paragraphe 3 .1, simulée
classiquement par l'échantillonneur de Gibbs . Nous considérons
alors deux vérités terrain évidentielles, correspondant à deux
degrés d'affaiblissement, simulées en utilisant les formules (3 .1 .3)
du paragraphe 3.1 . L'image Im2 représente celle dont le degrés
d'affaiblissement est le plus important . L'estimation des lois
marginales dans les images Iml et 1m2 donne
7a
7VA
=0 .30,7
b
=0.27,7r, =0 .43,
= 0. 18, 7rB = 0. 16, 7 C = 0 . 26, lrD = 0.40 .
(3 .5 .1)
Six cas de bruitages différents et les résultats des segmentations
par les six algorithmes considérés sont présentés dans le tableau 1 .
Les aspects visuels des images bruitées et des segmentations par
les méthodes globales correspondant au cas 1 .4 du tableau 1 sont
par ailleurs donnés par les images Im3 à Im8 .
Nous pouvons faire les remarques suivantes
1 . La segmentation bayésienne globale sans fusion est dans tous
les cas plus efficace que la segmentation aveugle sans fusion
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lorsqu'on tient compte des intéractions spatiales dans l'image
XB , la segmentation s'améliore nettement . Quand le senseur
bayésien est de bonne qualité on passe de 19 .92 % d'erreurs dans
la classification à 2.02 % et pour un canal très bruité on passe de
55.84 % à 46 .07 % .
2. Dans tous les cas, aussi bien dans le contexte aveugle que
le contexte global, la fusion améliore les résultats . Ainsi l'al-
gorithme AV2 est toujours plus efficace que l'algorithme AV1
et l'algorithme Al est toujours le moins performant des quatres
méthodes globales considérées . L'importance de l'amélioration
des performances des divers algorithmes globaux est cependant
fonction de l'importance relative des bruitages bayésien et évi-
dentiel. Conformément à l'intuition, cette amélioration est surtout
intéressante lorsque le bruitage du canal bayésien est important
par rapport au bruitage du canal évidentiel (cas 1 .3-1 .6, où la
différence des taux obtenus avec Al et A4 est spectaculaire) .
En conclusion, dans le cas du modèle d'affaiblissement l'algo-
rithme A4, utilisant les informations bayésiennes et évidentielles
de façon globale grâce à la modélisation markovienne, s'avère
le plus efficace des six algorithmes testés . Il est particulièrement
intéressant lorsque le canal bayésien est fortement bruité et le
canal évidentiel bruité moyennement . En effet, le fort bruitage du
canal bayésien rend inopérante, malgré l'adéquation de la vérité
terrain au modèle markovien, la segmentation globale faite à par-
tir de ce seul canal. L'utilisation de manière globale du canal
évidentiel seul pourrait être envisagée : une telle démarche pose
cependant un problème au niveau de la modélisation (le champ
évidentiel n'est pas nécessairement markovien) et au niveau de
la prise de décision [1] . La construction de l'algorithme A4 pro-
posée permet d'éviter ces deux écueils : la fusion au niveau des
senseurs fait apparaître un champ de Markov caché classique, ce
qui rend possible la segmentation par MPM sans aucune modéli-
sation supplémentaire du champ évidentiel .
Une deuxième séries de résultats, exposés dans le tableau 2,
correspond à un affaiblissement moins important, avec la masse
évidentielle sur chaque pixel définie par (3.5 .2) .
7tA
=
0
.21, 7rB = 0.19, lrc = 0.30, lrD = 0.30 . (3 .5 .2)
Conformément à l'intuition, plus l'image XE est précise, c'est-à-
dire plus la masse de la classe D est faible, plus l'apport de ce canal
est important. C'est l'algorithme A3 qui bénéficie le plus de cette
augmentation de précision. Par contre A4 procure sensiblement
le même taux d'erreurs dans les deux cas .
Enfin, une troisième série de résultats, exposés dans le tableau 3,
correspond au cas où la classe D = {a, b, c} est « bien
disciminée », à savoir MD est loin des autres moyennes
.
Nous constatons que dans ce cas, l'algorithme A4 voit son effi-
cacité redoublée par rapport aux résultats du tableau 1 . Cependant,
lorsque le canal bayésien est très bruité, l'algorithme A3 fournit
des résultats plus mauvais, que si la classe D était moins bien
discriminée .
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Tableau 1. - Résultats des segmentations, en % de pixels mal classés, de divers bruitages des images ImI, Im2 .
Tableau 2 . - Résultats des segmentations, en
%
de pixels mal classés,
des divers bruitages de l'image ImI et d'une image évidentielle moins imprécise que Im2 .
Tableau 3. - Résultats des segmentations, en % de pixels mal classés, des bruitages
des images utilisées dans le tableau 2 avec la classe D mieux localisée
.
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Cas Moyennes Cl .1 C1 .2 C1 .3 C1 .4 segmentation aveugle segmentation globale
AV1 AV2 A1 A2 A3 A4
3 .1 mXB
mxE
0.0 2.0 4.0
0.0 2.0 4.0 9.0 19.92 13.06 2.02 1.15 1 .37 0.97
3 .2 mxB
mxE
0.0 1 .0 2.0
0.0 2.0 4.0 9.0 37 .70 23.04 7 .11 4.75 3.84 2.04
3.3 mxB
mxE
0.0 0.5 1 .0
0.0 2 .0 4.0 9.0 48.91 28.08 20.97 14.57 8.39 2.78
3.4 mxB
mxE
0.0 0.2 0.4
0.0 2.0 4.0 9.0 55.84 30.48 46.07 27 .58 16.31 3.13
3 .5 mxB
mxE
0.0 0.1 0.2
0.0 2.0 4.0 9.0 57.26 30.78 54.09 31 .26 18.77 3.30
3.6 mxB
mxE
0.0 0.1 0.2
0.0 3 .0 6.0 9.0 57 .26 22.66 54 09 22.14 18.84 2.72
Cas Moyennes Cl.l C1.2 C1.3 C1.4 segmentation aveugle segmentation globale
AV1 AV2 A1 A2 A3 A4
2 1 mxB
mxE
0.0 2.0 4.0
0.0 2.0 4.0 1 .0 19.92 15 .60 2.02 1 .69 1 .70 1.37
2.2 mxB
mxE
0.0 1 .0 2.0
0.0 2 .0 4.0 1 .0 37.70 27 .79 711 5.41 4.44 3.58
2.3 mxB
mxE
0.0 0.5 1 .0
0.0 2 .0 4.0 1 .0 48.91 34.19 20.97 16.97 9 60 6 86
2.4 mxB
mxE
0.0 0.2 0.4
0.0 2 .0 4.0 1 .0 55.84 35 .71 46.07 31.03 11 .89 8.56
2.5 mxB
mxE
0.0 0 .1 0 .2
0.0 2 .0 4.0 1 .0 57.26 35.26 54.09 34.51 12.59 8 86
2.6 mxB
mxE
0.0 0.1 0.2
0.0 3 .0 6.0 1 .0 57.26 27 .33 54.09 27.23 12.31 3 .66
Cas Moyennes Cl .l C1 .2 Cl_3 C1.4 segmentation aveugle segmentation globale
AV1 AV2 A1 A2 A3 A4
1 .1
mxB
mxE
0.0 2.0 4.0
0.0 2.0 4.0 1 .0 19.92 16.49 2.02 1 .74 1 .83 1 .54
1 2 mxB
mxE,
0.0 1 .0 2.0
0.0 2.0 4.0 1 .0 37.70 29.73 7 .11 6.09 5.04 3 .99
1 .3 mxB
mxE
0.0 0.5 1.0
0.0 2.0 4.0 1 .0 48.91 37 .09 2097 18.93 13.58 6.75
1 .4 mxB
mxE
0.0 0.2 0.4
0.0 2 .0 4.0 1 .0 55.84 40.14 46.07 34 78 1951 8.58
1 .5 mxB
mxE
0.0 0.1 0.2
0.0 2 .0 4.0 1 .0 57.26 40.36 54.09 38.88 21 .09 8 .87
1 .6 mxB
mxE
0.0 0 .1 0 .2
0.0 3 .0 6.0 1 .0 57.26 33.14 5409 33.00 18.11 4.24
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1m1
Image bayésienne X" _
du tableau 1
1H13
Image bruitée Y
a
- y
tableau 1, cas 1.4
1m5
Image Im3 segmentée par
l'algorithme Al
Im7
Image (1m3, Im4) segmentée
par l'algorithme A3
lm2
Image évidentielle X l'
du tableau 1
1m4
Image bruitée
Ye = yF
tableau 1, cas 1.4
Im6
Image (Im3, Im4) segmentée
par l'algorithme A2
Im8
Image (Im3, Im4) segmentée
par l'algorithme A4
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modèle général
Considérons un modèle plus général en posant A = {a}, B =
{b}, C = {c}, D = {a, b} et E _ {a, b, c} . L'image évidentielle,
qui sera notée XR , proviendrait alors d'un capteur incertain qui
pour certaines régions ne sachant pas distinguer entre les deux
classes {a} et {b} déciderait la classe {a, b} et pour d'autres
régions, quand son ignorance est totale, déciderait {a, b, c} .
4.1 . création de xß
A partir de l'image XB , on crée l'image XR à valeurs dans
{A, B, C, D, E} en tirant avec les probabilités
P(X.R = A/XB = a) = P(XR = B/XB = b)
= P(X,R = C/X
B
= c) = p
P(XR = DIX' = a) = P(X£; = E/XB = a)
_ (1 - p)/2 (4.1 .1)
P(XR = D/XB = b) = P(XR = E/XB = b)
(1-p)/2
P(XR = E/XB = c) = 1 - p
où p CIO, 1[ .
4.2. bruitage des images
On bruite chaque région avec le bruit gaussien correspondant .
Pour chaque image, on a
YB
9,R
Xß=x
)p( S ~8 / S
=N(rxß, 1), xB = a, b, c
(4.2 .1)
YR
7R
XR =xR
p( 5 =~.5/ .5 s)
1), xR = A, B, C, D, E
Les algorithmes de segmentation sans fusion utilisant l'image
yB
seule restent inchangés et les algorithmes de segmentation après
fusion sont légèrement modifiés .
4.3. segmentation aveugle
4.3 . 1 . segmentation aveugle après fusion
Les résultats de l'algorithme AV2 sont cette fois obtenus en
maximisant les trois probabilités suivantes
P({a}l
Y
.B, YR) = 1 1 k PyB (a) [PyR (A) + PyR (D) +
PyR
(E)]
P({b}l y.B' yR) = 1 1 k Py$ (b) [PyR (B) +P
y R (D) + PyR
(E)]
P({C}lYB~yR) = 1 1 PyB (c)[PyR(C)+PyR(E)]
(4.3 .1)
ou
1 - k = PyB (a) [PyR (A) + PyR(D) + Py
R (E)]
+PyB (b) [PyR (B) + PyR (D) + PPR(E)]
+PyB (c) [PyR (C) + PyR (E)] .
4 .3.2 . segmentation globale après fusion
Les résultats de l'algorithme A2 sont obtenus en maximisant les
trois probabilités suivantes
P({a}/yß,yR)
1
1
PyB (a) [Py R (A) + PyR (D) + PyR (E)]
P({b}/yB, yR)
11
k
Py B (b) [PyR (B) + PyR (D) + PyR (E)]
	
(4
.3.2)
P({e}/yB,yR)
1 1 k
PyB
(C) [PyR (C) + PyR (E)]
ou
1- k = PyB (a) [PyR (A) + PyR (D) + PyR (E)]
+PyB (b)
[PyJ (B) +
Pu
R
(D) + P,
+PyB (c) [PyR (C) + PyR (E) 1 .
ou
4.3.3 . champ XR markovien
Les résultats de l'algorithme A3 sont obtenus en maximisant les
trois probabilités suivantes :
P({a}/yB,yR) =
P({b}/yB,yR) =
P({c}/yB,y,) =
P
1
1 k
yB
(a) [PyR (A) +
PyR
(D) +
PyR
(E)]
1
B
(b) [PyR
(B) + PyR (D) + PyRPy (E)]
1-k
1 1
k
PyB (c) [Py R (C) +PyR (E)]
1- k = PyB (a) [PyB (A) + PyR (D) +,ÛyR (E)]
+PYB
(b)
[PyR (B) + ÛyR (D) + PyR
(E)]
+PYB
(c) [PyR (C) +
PYR(E)].
4.3.4. champ évidentiel de markov caché
(4 .3 .3)
Enfin, de manière analogue à la démarche décrite dans le para-
graphe 3 .4 .4, les résultats de l'algorithme A4 sont obtenus en max-
imisant la loi marginale a posteriori Py B, yR (xB), xB =a, b, c,
estimée par l'échantillonneur de Gibbs appliqué aux densités des
bruits fusionnées de façon indépendante.
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Considérons les probabilités données par (4 .3 .4) .
7,, = 0.30,'7b = 0 .27,7r, = 0 .43
7rA - 0.21, 7tB -
0.19, 7rC - 0.30,
7tn
- 0.10, 7tE - 0.20 .
(4 .3 .4)
L'examen des résultats, présentés dans le tableau 4, montre que
l'ajout de la classe D peut améliorer la qualité des segmentations
de façon sensible (voir tableau 2). L'apport du canal évidentiel
est d'autant meilleur que celui-ci est de bonne qualité . On peut
également remarquer que lorsque le canal bayésien est très bruité,
l'algorithme AV2 donne des résultats comparables à ceux de A2
ce qui permet l'économie de la modélisation markovienne du
champ XB . Les aspects visuels des images traitées
au cas 4.4 de
ce tableau sont donnés par les images Im9 à I08.
Enfin, une dernière série de résultats est présentée dans le
tableau 5 .
Nous constatons que les résultats les algorithmes A3 et A4, plus
performants que les autres, sont souvent comparables . En fonction
du bruitage et du niveau d'ignorance du canal évidentiel, ils
donnent l'un ou l'autre la meilleure classification .
Im9
Image bayésienne XB = xB
du tableau 4
.
Imll
Image bruitée
yB
= yB
tableau 4, cas 4 .4 .
Im10
Image évidentielle
XE = xE
du tableau 4 .
1m12
Image bruitée YE
= yE
tableau 4, cas 4.4.
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Im13
Image Imll restaurée par
l'algorithme AV1 .
Im15
Image Imll restaurée par
l'algorithme Al .
Tableau 4 . -Résultats des segmentations, en
% de pixels mal classés, de divers bruitages des images X B,
X
R
.
Tableau 5. - Résultats des segmentations, en % de pixels mal classés, où seul le bruitage de la classe E varie
.
Im14
Image (Imll,Im12) restaurée
par l'algorithme AV2.
1m16
Image (Imll,lm12) restaurée
par l'algorithme A2 .
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Im18
Image (Imll,Im12) restaurée
Image (Imll,Im12) restaurée
par
l'algorithme A3. par l'algorithme A4 .
4.4. estimation des paramètres
L' application des diverses méthodes proposées dans des situa-
tions réelles nécessiterait la solution, dans une phase préalable,
du problème de l'identification du modèle. Dans le cas classique
le problème de l'identification du modèle est celui de l'estima-
tion des paramètres d'un champ de Markov caché . Lorsque la
Cas Moyennes C1.1 C1.2 C1.3 C1 .4 C1.5 segmentation aveugle segmentation globale
AV1 AV2 Al A2 A3 A4
5 .1 mxB
mxR
0.0 0.2 0.4
0.0 2.0 4.0 1 .0 7.0 55.84 26.77 46 07 25 .08 8.93 4.65
5 .2 mxB
mxR
0.0 0.2 0.4
0.0 2.0 4.0 1.0 6.0 55.84 26.61 46.07 24.93 7.81 5 .85
5 .3 mxB
mxR
0.0 0.2 0.4
0.0 2.0 4.0 1 .0 5 .0 55.84 26.42 46 07 24.68 6.93 8 .90
5 .4 mxB
mxR
0.0 0.2 0.4
0.0 2.0 4.0 1.0 4.0 55 .84 26.87 46.07 25.34 6.76 9.35
5 .5 mxB
mxR
0.0 0.2 0.4
0.0 2 .0 4.0 1 .0 3 .0 55 .84 29.65 46.07 28.12 5.91 8 .65
Cas Moyennes Cl.1 C1.2 C1 .3 Cl.4 C1 .5 segmentation aveugle segmentation globale
AV1 AV2 Al A2 A3 A4
4.1 mxB
mxR
0.0 2.0 4.0
0.0 2.0 4.0 1 .0 6.0 19 .92 13 .49 2.02 1 .34 1 .48 1.09
4.2 mxB
mxR
0.0 1 .0 2.0
0.0 2.0 4.0 1 .0 6.0 37.70 22.68 7.11 4.91 3 .91 3.13
4 .3 mxB
mxR
0.0 0.5 1 .0
0.0 2.0 4.0 1 .0 6.0 48 .91 26.13 20.97 14.69 5.83 4.85
4.4 mxB
mxR
0.0 0.2 0.4
0.0 2.0 4.0 1 .0 6.0 55.84 26.61 46.07 24.93 7.81 5.85
4 .5 M x ,
mxR
0.0 0 .1 0.2
0.0 2.0 4.0 1 .0 6.0 57.26 26.28 54 09 28 46 8.35 6.02
4.6 mxB
mxR
0.0 0.1 0.2
0.0 3.0 6.0 1 .0 6.0 57.26 18.14 54.09 18 .85 7.16 4.76
forme du bruit est connue, diverses méthodes, dont le comporte-
ment est généralement satisfaisant, ont été proposées par les au-
teurs [19] . Mentionnons également quelques méthodes récentes
permettant, en plus, d'identifier les formes des bruits correspon-
dant aux classes [9], [14] . Dans le cas étudié dans le présent
article une difficulté supplémentaire apparaît : comment déter-
miner la correspondance entre les étiquettes dans les différents
senseurs? Plus précisément, supposons que nous savons être en
présence de trois classes, Il = {a, b, c}, et nous savons que l'un
des senseurs, noté XB, est bayésien. Par contre, nous ignorons la
nature d'un deuxième senseur noté X R . En supposant la struc-
ture du champ de Markov connu (aux paramètres près) et les
bruits gaussiens, le problème de l'identification est le suivant
(i) déterminer les étiquettes dans le senseur X R, (ii) déterminer
la correspondance entre les étiquettes du senseur X R et celles
du senseur XB (qui correspondent aux classes), (iii) estimer
les paramètres des gaussiennes, (iv) estimer les paramètres du
champ markovien des classes . Le point (i) pourrait être abordé
de la façon suivante : étant donné que le nombre de classes est
trois, le nombre maximal des étiquettes dans le senseur XR est
huit. En choisissant un échantillon des pixels dans l'image on
peut alors appliquer un algorithme d'estimation de mélange, de
type ICE [19] ou SEM [6] . On commence avec huit classes et on
évalue, après un certain nombre d'itérations, la loi a priori. Si la
probabilité d'une classe est inférieure à un seuil, on la supprime
et on recommence avec sept classes . On continue jusqu'à ce que
toutes les probabilités soient toujours supérieures au seuil, d'une
part, et que la suite aléatoire des paramètres se stabilise, d'autre
part . On obtient alors le nombre d'étiquettes, leurs probabilités
a priori, et les paramètres des gaussiennes correspondantes . Une
piste possible pour résoudre le point (ii) pourrait être la suiv-
ante : supposons, afin d'illustrer la démarche, que la procédure
décrite ci-dessus ait abouti à cinq étiquettes . Le problème est de
savoir quels sont les cinq sous-ensembles (parmi les huit sous-
ensembles de Sl = {a, b, c}) qui correspondent aux cinq éti-
quettes el, . . . , e5 estimées. Considérons une segmentation aveu-
gle, notée Sa , Sb, Se , obtenue à partir du senseur bayésien et une
autre, notée Sl, S2, S3, S4, S5, obtenue à partir du senseur éviden-
tiel . La correspondance entre les étiquettes et les sous-ensembles
de Sl = {a, b, c} pourrait alors être évaluée en considérant les
compatibilités entre les ensembles Sa , Sb, Se et les ensembles
Si, S2, S3, S4, S5 . Par exemple, si Si C Sa alors l'étiquette e t
est nécessairement {a} . Si S2 contient des éléments de Sb et de
Se et, dans le même temps son intersection avec Sa est vide,
l'étiquette e 2 est {b, c}, et ainsi de suite . . . Bien entendu, l'-
efficacité d'une telle démarche serait fonction de la qualité des
segmentations aveugles Sa , Sb, Se et Sl, S2 , S3 i S4, S5 . Dans le
cas simple de deux classes « maisons » (classe a) et « objet »
métallique" (classe b) décrit dans la sous-section 2 .3 le problème
serait d'établir la correspondance entre el, e2, e3 et {a}, {b} et
{a, b} . La démarche décrite ci-dessus nous amènerait alors à faire
correspondre à {a, b} l'étiquette e i telle que l'ensemble Si serait
« le plus à cheval » sur les ensembles Sa et Sb, ce qui peut se for-
maliser de diverses manières . Par exemple, on pourrait prendre
Segmentation d'images multisenseur par fusion évidentielle
l'étiquette ei telle que in f (Card[S i n Sa ], Card[Si n Sb]) est le
plus grand .
S0 conclusion
Nous avons présenté dans cet article une étude des simula-
tions mettant en lumière les diverses possibilités de la fusion de
Dempster-Shafer dans le contexte des champs de Markov cachés,
avec pour objectif final la segmentation des images multisenseur .
Le modèle retenu est celui d'un champ de classes markovien clas-
sique et de deux senseurs, dont un bayésien et un évidentiel .
L'apport de la markovianité ainsi que l'apport de l'information
évidentielle ont été étudiés à partir du comportement de six algo-
rithmes de segmentation de conceptions différentes . L'apport de
la markovianité, bien connu dans le cadre classique, ou « bayés-
ien », est préservé . Lorsque le canal bayésien est très bruité et
le canal évidentiel bruité raisonnablement, l'exploitation de l'in-
formation évidentielle peut s'avérer tout à fait pertinente . Nous
avons présenté deux algorithmes originaux permettant l'exploita-
tion de cette information dans le cadre markovien . Le premier
consiste en l'introduction d'un champ de Markov évidentiel, ce
qui permet de considérer les deux champs cachés (bayésien et
évidentiel) séparément. Les lois marginales a posteriori de cha-
cun d'entre eux, qui peuvent être estimées, sont alors fusionnées .
La fusion donne une loi de probabilité sur l'ensemble des classes
que l'on utilise classiquement pour obtenir la décision par max-
imum de vraisemblance . Le deuxième utilise la fusion, de façon
indépendante sur chaque pixel, au niveau des densités du bruit .
Cette démarche, qui permet d'éviter l'introduction d'un champ
évidentiel, aboutit à un champ de Markov caché classique ; la seg-
mentation est alors effectuée par la méthode MPM . Le deuxième
algorithme, plus facile à mettre en oeuvre, s'avère également plus
efficace . Etant par ailleurs plus performant que les quatre autres
algorithmes considérés, il pourra être retenu dans des situations
proches du cadre de la modélisation considérée . Notons que sa
généralisation à un nombre quelconque de senseurs, à condition
que l'un au moins soit bayésien, ne pose pas de problème ma-
jeur : en fusionnant les senseurs évidentiels et les senseurs bayés-
iens on se ramène au cas étudié . Le problème de l'estimation
des paramètres, dont la solution permettrait l'application automa-
tique de l'algorithme proposé en situations réelles, constitue une
perspective naturelle pour la continuation de l'étude . Un certain
nombre de méthodes d'estimation des paramètres dans les champs
de Markov cachés bayésiens, dont l'efficacité est généralement
suffisante dans le cadre de la segmentation non supervisée, a été
proposé par les auteurs ces dernières années ; on trouvera dans [ 19]
des éléments de la bibliographie correspondante . Dans le cadre
de l'étude du présent article, il existe cependant une difficulté
supplémentaire, qui est celle de la reconnaissance des éléments
focaux des masses associées à chacun des senseurs évidentiels .
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