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ABSTRACT
Traditional video quality assessment (VQA) methods evalu-
ate localized picture quality and video score is predicted by
temporally aggregating frame scores. However, video quality
exhibits different characteristics from static image quality due
to the existence of temporal masking effects. In this paper,
we present a novel architecture, namely C3DVQA, that uses
Convolutional Neural Network with 3D kernels (C3D) for
full-reference VQA task. C3DVQA combines feature learn-
ing and score pooling into one spatiotemporal feature learn-
ing process. We use 2D convolutional layers to extract spatial
features and 3D convolutional layers to learn spatiotemporal
features. We empirically found that 3D convolutional layers
are capable to capture temporal masking effects of videos.
We evaluated the proposed method on the LIVE and CSIQ
datasets. The experimental results demonstrate that the pro-
posed method achieves the state-of-the-art performance.
Index Terms— Video Quality Assessment (VQA), 3D
Convolutional Neural Network (C3D), Masking Effects, Fea-
ture Learning
1. INTRODUCTION
Real-time video streaming services consume a large amount
of Internet traffic. It is desired to reduce bandwidth require-
ment without degrading viewing experience. Thus, video
quality assessment (VQA) technology has attracted a lot of
attention. There have been several image quality assessment
(IQA) metrics with Convolutional Neural Network (CNN)
proposed in the literature [1, 2, 3]. The predicted quality
score correlates well with the subjective score of static im-
ages. However, it is still a challenging task to develop quality
metrics that can accurately measure the perceived quality of
video content.
An important characteristic to consider the video quality
is the temporal masking effect. The masking effect refers to
the reduced capability of the human visual system (HVS) to
detect a stimulus with a spatially or temporally complex back-
ground. It is generally accepted that image quality is primar-
ily determined by distortions masked by the spatial masking
effect [4]. However, video quality is further influenced by the
temporal masking effect. The distortion threshold is jointly
adjusted by the spatial and temporal masking effect. Besides,
motion-related distortions also have an impact on the per-
ceived quality. Thus, it is essential to simultaneously exploit
spatial and temporal characteristics to develop a VQA metric.
In order to incorporate motion information in VQA met-
rics, an intuitive strategy is to apply IQA metrics on spa-
tiotemporal slices of videos. The score of the entire video is
obtained by pooling individual slice scores. The slices could
be along the spatial axes or the spatiotemporal axes [5, 6]. It
was reported [6] that slices along the time axis could charac-
terize changes of motion over time. Recently, several stud-
ies conducted analysis on 3D spatiotemporal segments in the
transformed domain. Li et.al.in [7] adopted 3D discrete co-
sine transform (3D-DCT) and the approach in [8] employed
3D shearlet transform. Spatiotemporal coefficients or statis-
tics were used to evaluate video integrity.
Inspired by the breakthrough of deep learning approaches
in image tasks, 2D CNN methods were extended to CNN
with 3D convolutional kernels [9] for video-related tasks. A
spatiotemporal feature learning approach was proposed [10]
and it was shown that the learned features with a simple lin-
ear classifier could yield good performance on various video
tasks. 3D convolutional layers were used in [11] to develop a
multi-task blind video quality assessment (BVQA) metric.
In this paper, we propose a spatiotemporal feature learn-
ing framework using 3D CNN for the full-reference video
quality assessment(FR-VQA) task. We apply 2D convolu-
tional layers on the distorted and residual frames to learn spa-
tial features. The learned features are concatenated together
to represent the spatiotemporal context of videos. The con-
catenation is followed by 3D convolutional layers to learn the
spatiotemporal distortion threshold. Noticeable artifacts are
obtained by masking residual frames with the corresponding
distortion threshold. Finally, we use fully connected layers
to learn the nonlinear relationship between masked artifacts
and the subjective score. Experimental results are given to
demonstrate the performance of the proposed architecture.
The rest of the paper is organized as follows. The pro-
posed C3DVQA architecture is detailed in Section 2. Experi-
mental results are presented in Section 3. Conclusion remarks
are given in Section 4.
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Fig. 1: Architecture of the proposed C3DVQA network. It consists of 2D convolutional layers to learn spatial features, 3D
convolutional layers to learn spatiotemporal features and regression layers. Elements in the tuple of convolutional layers indicate
the number of channels, kernel size, stride and padding, respectively.
2. C3D NETWORK TO LEARN DISTORTION
VISIBILITY THRESHOLD
In this section, we present the proposed architecture to learn
the distortion visibility threshold of videos using CNN with
2D and 3D convolutional kernels. We also introduced the
nonlinear regression between masked distortions and subjec-
tive quality of videos.
The proposed C3DVQA architecture is given in Fig. 1.
The inputs are the Y channel of the distorted frames and resid-
ual frames. The residual frames are the differences between
reference and distorted frames. We use two 2D convolutional
layers and four 3D convolutional layers in the network, fol-
lowed by one global average pooling layer and two fully con-
nected layers.
2.1. Convolutional Layers
It is common to treat a video as static images and apply pre-
trained 2D CNN model on images for video-related tasks.
However, this strategy does not perform well for motion sen-
sitive tasks because the motion information is simply ignored
[10]. Since video quality is highly correlated with the degree
of motion between consecutive frames, we apply 3D CNN to
jointly learn spatiotemporal features.
Let x denote the input spatiotemporal segment of size
C×D×H×W , where C is the number of channels,D is the
number of frames, H and W are the patch height and width,
respectively. 2D CNN layers apply 3-dimensional filters on
localized patches. Each layer has size Ni × d × d, where Ni
and d denote the number and the spatial extension of filters,
respectively. 3D CNN layers preserve temporal information
by applying 4-dimensional tensors on localized spatiotempo-
ral segments. Each layer has size Ni × t × d × d, where t
denotes temporal extension of filters.
In the proposed architecture, the size of 2D convolutional
layers is 16 × 3 × 3. We use spatial padding 1 and stride
2 to spatially downsample the input with each convolutional
layer. After two 2D convolutional layers, the dimension of
the output is 16×D ×H/4×W/4. The outputs of residual
and distorted features are concatenated together to represent
spatiotemporal context that are essential to the video quality.
The 3D convolutional layers have the kernel size of 3× 3× 3
and the number of channels are 64, 64, 32 and 1, respectively.
We do not downsample spatially or temporally by applying
spatiotemporal padding 1 and stride 1 in 3D convolutional
layers. The output of 3D convolutional layers has a size of 1×
D×H/4×W/4 and represents the spatiotemporal distortion
visibility threshold.
It should be noted that the convolutional layers are de-
signed to keep the temporal dimension unchanged, i.e. d =
D. The purpose is to apply a frame by frame threshold mask-
ing on residual frames. In this way, the network is able to
capture localized artifacts on random frames.
2.2. Masking and Regression
Video quality is primarily decided by quality degradation due
to compression artifacts and spatiotemporal masking effects.
Psychological study indicates that the HVS cannot perceive
small pixel variation in complex backgrounds until the dif-
ference reaches a certain level. This is the so-called just-
noticeable-difference (JND) threshold. In recent work, the
video distortion threshold was learned with hand-crafted fea-
tures in [12] and 2D CNN in [2]. Inspired by the study in hu-
man vision [4], the HVS pays more attention to regions with
more noticeable distortions. Thus, we mask residual frames
with the learned distortion threshold. Accordingly, noticeable
distortions would be pronounced only when the masking ef-
fect of the background is weak.
The global average pooling layer is used after the distor-
tion threshold masking to represent the degree of perceived
distortions. Two fully connected layers are used to learn the
(a) (b) (c) (d) (e) (f) (g)
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Fig. 2: Visualization of inputs and convolutional layers responses. (a, h) and (b, i) are reference patches and distorted patches,
respectively. (c, j) are corresponding residual patches. (d, k) and (e, l) are responses of the last 2D convolutional layer corre-
spond to distorted patches and residual patches, respectively. (f, m) are responses of the last 3D convolutional layer. (g, n) are
masked residual using learned distortion visibility threshold.
nonlinear relationship between perceived distortions and sub-
jective quality. Then, the objective function of the proposed
architecture is defined as
L(xn, yn; θ) = λ1 ||fθ(xn)− yn| |22 + λ2L2 (1)
where λ1 and λ2 are hyper-parameters, xn represents the dis-
torted video, yn is the subjective quality score, fθ(·) indicates
the prediction system with parameters θ and L2 indicates reg-
ularization term, respectively.
2.3. Implementation Details
We use Pytorch to implement the proposed C3DVQA net-
work and train the network from scratch. Training segments
are randomly cropped from videos for data augmentation. We
select a random temporal position and sample a clip with 60
frames. We apply non-overlapping sliding window to spa-
tially sample each segment. The window size is 112x112
pixels and all sampled segments have the same subjective
score with the distorted video. The RGB video is converted
to YCbCr and only the Y channel is used for training and val-
idation. Thus, the dimension of a segment is 1 channel × 60
frames × 112 pixels × 112 pixels. We keep the original pic-
ture unscaled and avoid applying any other data augmentation
techniques that may introduce extra distortions. For testing,
the same sampling procedure is applied and the system pre-
dicts the quality score for each segment. Then the scores are
averaged to get the score of the entire video.
3. EXPERIMENTAL RESULTS
We evaluate the proposed method on the commonly used
VQA datasets: the LIVE [13] video dataset and the CSIQ
[6] video dataset. The Spearman Rank Order Correlation
Coefficient (SROCC) and Pearson Linear Correlation Coef-
ficient (PLCC) are used as evaluation criteria. We compare
C3DVQA with several state-of-the-art methods and discuss
the effectiveness of 3D convolutional layers by replacing
C3D with 2D convolutional layers. We also study the effect
of the number of sampled frames per segment.
3.1. Datasets and Training Details
The LIVE [13] dataset consists of 10 reference videos and
150 distorted videos with four types of distortions: wireless
distortions, IP distortions, MJPEG-2 compression and H.264
compression. The CSIQ [6] dataset contains 12 reference
videos and 216 distorted videos generated from 6 distortion
types: H.264/AVC compression, H.264 video with packet
loss rate, MJPEG compression, Wavelet compression, White
noise and HEVC compression.
The Adam optimizer [14] is used to back-propagate gra-
dients. The initial learning rate is 1e-4 for the LIVE datasets
and 3e-4 for the CSIQ datasets, respectively. The learning rate
is multiplied by 0.9 if the loss saturates for 5 epochs. Training
is done for 250 epochs and the model with the smallest loss is
used for validation.
We follow a similar procedure as [15] to randomly select
80% of the reference videos for training and the remaining
20% is used for validation. Once a reference video is split
into the training or testing set, all distorted videos generated
from it would be put into the same set. We conduct experi-
ments in a non-distortion-specific manner. The system does
not know the distortion types of training videos. We repeat the
experiments for 10 times and use the median values of PLCC
and SROCC for performance comparison. As recommended
in [16], a non-linear logistic regression function is applied on
the predicted score.
We visualize layer responses of the system in Fig. 2,
Fig. 3: SROCC curves when C3DVQA is trained with the
following number of frames: 15, 30, 60, 120.
where (f, m) and (g, n) are learned spatiotemporal threshold
and the masked residual patches, respectively. Brighter pix-
els indicate distortions that are more noticeable to the HVS.
We can observe that the hair area of the girl is almost black
in Fig. 2 (g) and distortions are hardly visible. The artifacts
in the central area of the brick are noticeable and the bright
regions in Fig. 2 (n) overlaps with those areas.
3.2. Comparison with the State-of-the-Art
We compare the performance of C3DVQA against a num-
ber of FR-VQA models: PSNR, MOVIE [17], ST-MAD [5],
VMAF [18], and DeepVQA [15]. The results are given in Ta-
ble 2. The model trained with the C3D achieves the better or
comparable results on both datasets. DeepVQA is a FR-VQA
metric using CNN and the attention mechanism. It is clear
that CNN based methods outperform feature-engineering-
based methods by a large margin. PSNR is a signal-integrity-
based method and ignores the motion information of videos.
MOVIE and ST-MAD explicitly exploit motion information
and outperform IQA based methods. VMAF is built on top
of several IQA metrics and aggregates frame scores to get the
score of the whole video. It adopts a frame difference be-
tween adjacent frames to account for the motion information.
There is no surprise that it performs better than IQA metrics.
3.3. Ablation Study
We validate the effectiveness of 3D convolutional layers. We
replace 3D convolutional layers with 2D convolutional layers
and average frame scores to get the video score. Evaluation
results are indicated by C3DVQA (2D) in Table 2. With-
out exploiting motion information between adjacent frames,
Table 1: Effects of segment length for videos in the CSIQ
dataset. The last row indicates the training time (seconds) for
1 epoch.
15 30 60 120
PLCC 0.7220 0.8279 0.9043 0.9230
SROCC 0.7423 0.8360 0.9152 0.9331
Time (sec) 199 202 350 412
Table 2: Performance comparison (median) on the LIVE and
CSIQ video datasets. The top performing algorithm are high-
lighted in bold font.
LIVE CSIQ
Methods PLCC SROCC PLCC SROCC
PSNR 0.7271 0.7398 0.5988 0.6106
MOVIE [13] 0.8609 0.8481 0.6295 0.6247
ST-MAD 0.8570 0.8386 0.7674 0.7766
VMAF [18] 0.8115 0.8163 0.6570 0.6377
DeepVQA [15] 0.8952 0.9152 0.9135 0.9123
C3DVQA (2D) 0.8674 0.8885 0.8554 0.8879
C3DVQA (3D) 0.9122 0.9261 0.9043 0.9152
C3DVQA (2D) is effectively an IQA metric that learns to pre-
dict frame quality scores. As expected, the performance drops
slightly. We also find the same phenomenon while reproduc-
ing results of the DeepVQA method. The temporal module
boots the performance by 2% in terms of PLCC and SROCC.
We empirically find that the number of sampled frames
has a great impact on the performance and computational
costs. We repeated the experiments with the following num-
ber of frames: 15, 30, 60 and 120 and Fig. 3 depicts SROCC
of each setting over 250 epochs. The best performance is
obtained when the segment length is 60 or higher. However,
As shown in Table 1, the training time apparently increases
when the segment has more frames.
4. CONCLUSION
We propose an end-to-end spatiotemporal feature learning
framework using 3D CNN for the full-reference VQA task.
We use 2D convolutional layers to learn spatial features and
3D convolutional layers to learn the spatiotemporal distortion
threshold. Residual frames are masked with the distortion
threshold to mimic the quality evaluation process of the HVS.
Finally, we use nonlinear regression to map the predicted
score to the subjective score. Experimental results are given
to demonstrate the performance of the proposed architec-
ture. We also show the effectiveness of 3D convolutional
layers and study the performance of C3DVQA with different
segment length in ablation study.
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