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Abstract—Selecting appropriate inputs for systems described
by complex networks is an important but difficult problem
that largely remains open in the field of control of networks.
Recent work has proposed two methods for energy efficient input
selection; a gradient based heuristic and a greedy approximation
algorithm. We propose here an alternative method for input
selection based on the analytic solution of the controllability
Gramian of simple graphs that appear as subgraphs in complex
networks and facility location problems. The method presented
is especially applicable for large networks where one is interested
in controlling only a small number of outputs, or target nodes,
for which current methods may not be practical. Our approach
appears to be competitive to existing algorithms, while presenting
computational advantages.
Index Terms—Enter key words or phrases in alphabetical
order, separated by commas. For a list of suggested key-
words, send a blank e-mail to keywords@ieee.org or visit
http://www.ieee.org/organizations/pubs/ani_prod/keywrd98.txt
I. INTRODUCTION
Many of the systems we interact with every day are
described by complex networks such as social media [1],
the power grid [2], [3], the world wide web [4], and our
own biology [5]. As our ability to describe these complex
networked systems improves, attention has increasingly turned
to our ability to influence, or control, these systems with
external signals. For example, targeted media campaigns (both
beneficial and malicious) on social media platforms have
proven to be incredibly effective [6], or as our knowledge of
human pharmacology grows, multi-drug multi-target therapies
become viable for drug developers [7]. While the dynamics
of each of these systems are quite different, the first step
toward influencing any of them requires a choice of where
one should apply the external signal. This choice is integral
to the effectiveness of the proposed intervention.
Here, we focus on linear systems as, at least over short time
scales, continuous nonlinear systems can be approximated as
linear [8], [9]. The problem of selecting the fewest number of
control signals to ensure a complex network is controllable
has been addressed in many different frameworks such as
structural controllability [10], exact controllability [11], and
output controllability [12]–[14]. While the minimum number
of inputs is sufficient to ensure controllability, applying this
minimum control may lead to extremely ill-conditioned sys-
tems of equations [15]–[18]. Instead, more recently, efficient
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control problems have garnered interest which look to mini-
mize a control energy metric while constraining the number
of control inputs [19]. The selection of the number of control
inputs and their distribution throughout the complex network
are vitally important to the feasibility and the efficiency of a
control action.
Efficient controllability problems, unlike minimum control-
lability problems, minimize a metric on the control energy
while constraining the number of control inputs [19]. Efficient
control problems have previously been shown to be NP hard
[20], [21] by mapping it to the Hitting Set problem following
[22]. This result removes the possibility of any polynomial
time algorithm to find the optimal solution. Instead, we must
turn to heuristic methods and approximation algorithms.
One heuristic, called the projected gradient method, has
been proposed in a series of papers [23]–[25] which differen-
tiates the controllability Gramian with respect to the control
input matrix assuming each input can be attached to every node
in the network. The result is then rounded by replacing the
columns of the found dense solution with versors where each
versor is chosen to have its single nonzero component to be
the entry of largest magnitude (which the authors call the key
component analysis). In this paper, we compare our algorithm
to a version of the above idea which uses a probabilistic
projection [26] to avoid the rounding step required.
A number of control energy metrics were shown to be
submodular set functions on the power set of the nodes [19],
[27]. Greedy algorithms have a long known approximation
guarantee when minimizing submodular set functions [28].
We compare our method to a greedy algorithm to minimize
one of the control metrics shown to be submodular. More
sophisticated extensions [20], [21] that expand on the greedy
algorithm to handle some numerical difficulties have been
developed but were not explicitly stated to be effective for
the target control problem. The two main drawbacks of greedy
algorithms to minimize control energy metrics are that (i) they
require computing and storing many controllability Gramians
which are expensive to compute [29], [30] and (ii) they may
require finding properties such as the Gramian’s determinant
which is difficult when these are ill-conditioned matrices [17].
Following recent work on deriving analytic expressions for
the control energy for lattice networks [31]–[34] we present
here a new heuristic method that performs well for the target
control problem. Our novel approach is broken into two parts.
In the first half of the paper we derive the control energy
of a model graph that represents two important quantities;
graph distance and graph redundancy. The second half of the
paper maps the input selection problem to the facility location
problem, a well known integer linear programming problem
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2from the operations research literature. The cost matrix used
in our method is created using the pair-wise surrogate cost
developed in the first half.
In the next section, we present preliminaries about graphs,
the controllability Gramian, and the facility location problem.
We first obtain an analytic expression for the control energy
of a particular model network, which we then exploit to derive
a new heuristic method to solve the driver node selection
problem in arbitrary networks. In the third section, we present
results comparing our method to two published methods; (i)
a greedy algorithm [19] and (ii) the L0-norm constraint based
projected gradient method (LPGM), that attempt to solve the
input allocation problem.
II. PRELIMINARIES
Graphs are denoted G = (V ,E ) which consist of |V | = n
nodes and edges (v j,vk)∈ E which may be read as ‘from node
v j to node vk.’ Unless otherwise stated, all graphs considered
here are assumed to be directed. The set of neighbors of
a node v j, denoted N j, is defined as the set of nodes vk
such that (vk,v j) ∈ E . We do not include any loops, that is
an edge (v j,v j), in the set of edges, as loops are treated
separately. A graph may be represented as an adjacency
matrix, A ∈ Rn×n, which has elements A j,k > 0 if (vk,v j) ∈ E
and A j,k = 0 otherwise. The diagonal of the matrix A, A j, j < 0,
j = 1, . . . ,n, represent the loops present at each node. In this
paper, we assume uniform edge weights and uniform loop
weights, that is, edge weights are equal, A j,k = A j′,k′ for all
(v j,vk),(v j′ ,vk′) ∈ E and (v j′ ,vk′) ∈ E and all loop weights
are equal, A j, j = Ak,k, for all j,k = 1, . . . ,n. The edge weight
is denoted γ > 0 and the loop weight is denoted −ν < 0.
A. Graph Symmetries
A permutation of the graph nodes is a bijection pi : V 7→ V
that can be thought of as ‘shuffling’ the nodes. After applying
a permutation, the set resulting set of edges, E pi , consists
of edges (pi(v j),pi(vk)) ∈ E pi if and only if (v j,vk) ∈ E . A
permutation is a symmetry if E pi = E , that is, the permutation
does not alter the set of edges.
A permutation pi can also be expressed as a matrix, P ∈
{0,1}n×n, with elements Pj,k = 1 if pi(v j) = vk and Pj,k = 0
otherwise. Applying the permutation to the adjacency matrix
yields the permuted adjacency matrix Api = PAPT . If pi is a
symmetry then Api = A (assuming uniform edge weights and
loop weights as specified above).
The set of all symmetries along with function composition
form the automorphism group of a graph, denoted Aut(G ).
The automorphism group induces a partition of the nodes,
defined as the orbits of the graph, O = {O1, . . . ,Oq}, where
two nodes v j,vk ∈O` if and only if there exists a symmetry pi
that maps pi(v j) = vk. With the automorphism group, a graph
can be compressed to its quotient graph, Q = (O,F ), where
each orbit is a node in the quotient graph, and the edges
(O j,Ok) ∈F represent those pairs of orbits for which there
exists edges passing from the nodes in O j to the nodes in Ok.
The orbit indicator matrix, E ∈ {0,1}n×q, has elements
E j,k = 1 if node v j ∈Ok and E j,k = 0 otherwise. The adjacency
matrix of the quotient graph, AQ ∈ Rq×q, can be found by
applying the orbit indicator matrix,
AQ = E†AE (1)
where the superscript † denotes the Moore-Penrose pseu-
doinverse, defined as E† = (ET E)−1ET . The elements of the
quotient graph adjacency matrix, AQj,k, are equal to the number
of neighbors of a node v` ∈ O j that are in Ok (multiplied by
the uniform edge weight γ).
A useful concept used at the end of this section is the
reduced automorphism group that arises when some nodes are
not permitted to be permuted by any symmetry. Denote this
forbidden subset D ⊆ V . The reduced automorphim group,
AutD (G ), consists of those symmetries pi such that pi(v j) = v j
for all v j ∈D .
B. Minimum Control Energy
This paper is mainly concerned with dynamical processes
defined on graphs. We are able to influence the dynamics
through a subset of the nodes, D ⊆ V , defined as the |D |=m
driver nodes. The driver node set can be represented as a
matrix, B ∈ {0,1}n×m, where each column of B has a single
nonzero element corresponding to a driver node. An indepen-
dent, external, control input, denoted u`(t), ` = 1, . . . ,m, is
assigned to each driver node v` ∈ D . A time-varying state is
assigned to each node, x j(t), j = 1, . . . ,n, that is governed by
the linear differential equation,
x˙ j(t) = A j, jx j(t)+ ∑
vk∈N j
A j,kxk(t)+
m
∑`
=1
B j,`u`(t) (2)
An initial condition is assigned to each node at time t = 0,
x j(0) = x j,0. The set of p target nodes, denoted T ⊆ V , are
those whose states we would like to drive to a particular value
at some final time t = t f . The set of target nodes can also be
represented as a matrix, C ∈ {0,1}p×n, where each row has
a single nonzero element corresponding to a target node. We
would like to determine the control inputs that drive the target
nodes from their initial conditions to the desired final states
that is minimum in their L2 norm.
min J =
1
2
∫ t f
0
||u(t)||22dt
s.t. x˙(t) = Ax(t)+Bu(t)
x(0) = x0, Cx(t f ) = y f
(3)
This optimal control problem has a unique solution if and only
if the triplet (A,B,C) is output controllable. The solution of
this optimal control problem can be expressed as a quadratic
form.
J∗ =
1
2
(
y f −CeAt fx0
)T (
CW (t f )CT
)−1 (
y f −CeAt fx0
)
=
1
2
βTW¯−1(t f )β
(4)
The symmetric positive semi-definite matrix W (t f ) ∈ Rn×n is
the solution of the differential Lyapunov equation,
W˙ (t) = AW (t)+W (t)AT +BBT , W (0) = On (5)
3If the triplet (A,B,C) is output controllable, then the matrix
CW (t f )CT is positive definite.
Definition 1 (Output Controllability). The triplet (A,B,C) is
output controllable if for every vector x0 ∈Rn, vector y f ∈Rp
and positive real name t f > 0, there exists a control input
u : R+ 7→ Rm such that the solution of the system in Eq. (2)
satisfies y f =Cx(t f ) at time t = t f .
Theorem 1 (Output Controllability Gramian [35]). If a triplet
(A,B,C) is output controllable then the output controllability
Gramian, CW (t f )CT , is positive definite.
If the matrix A is Hurwitz, that is, all of its eigenvalues lie
on the left hand side of the complex plane, then there exists
a unique stable fixed point of Eq. (5) which can be found by
solving the algebraic Lyapunov equation.
On = AW (∞)+W (∞)AT +BBT (6)
If the final t f is large enough, then the algebraic Lyapunov
equation may be a suitable substitute for the time-varying
controllability Gramian found by integrating Eq. (5) forward
in time. One is also able to use the solution of Eq. (6) to find
the finite-time Gramian that evolves according to Eq. (5) using
its formal solution.
W (t) =
∫ t
0
eAτBBT eA
T τdτ
=
∫ ∞
0
eAτBBT eA
T τdτ−
∫ ∞
t
eAτBBT eA
T τdτ
=W (∞)− eAt
∫ ∞
t
eA(τ−t)BBT eA
T (τ−t)dτeA
T t
=W (∞)− eAtW (∞)eAT t
(7)
Theorem 2 (Symmetries in the Gramian [32]). Symmetries in
the graph from which the adjacency matrix A was constructed
can be witnessed in the values of the controllability Gramian.
If two nodes v j,v j′ ∈ O` and another two nodes vk,vk′ ∈ O`′ ,
then the elements of the Gramian Wj,k(t) =Wj′,k′(t).
In the following, define the driver node reduced automor-
phism group, AutD (G ) so no driver node may be permuted
by any symmetry. All mentions of orbit indicator matrix or
quotient graph refer to those matrices and graphs induced by
the driver node reduced automorphism group.
Rather than solving for the controllability Gramian, it may
be more useful to compute the controllability Gramian for the
quotient graph,
W˙ Q(t) = AQW Q(t)+W Q(t)AQ
T
+BQBQ
T
(8)
where if v j ∈ O j′ and vk ∈ Ok′ then Wj,k(t) =W Qj′,k′(t). Thus,
if W Q(t) is known, we can ‘expand’ the result to determine
W (t).
C. Directed Balloon Graph
It has previously been shown [32], [34] that the optimal
cost for the single driver node and single target node problem
(m = 1 and p = 1) is intimately related to the structure of
a graph. Two properties were shown to be important, the
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Fig. 1. A diagram of the directed balloon graph. There is a single driver
node, labeled v0, then b parallel, disjoint paths of length d to the terminal
node, labeled vd . All edges have uniform weight γ and loop weight −ν . A
directed balloon graph can be completely defined by the two integers, d and
b.
u 0 d
γ γ γ bγ
Distance d
Fig. 2. A diagram of the quotient graph of the balloon graph. This graph is a
directed path graph of uniform edge weight γ and uniform loop weight −ν ,
except for the right-most edge which has weight bγ .
distance between the driver node and target node, d j,k, and
the number of nodes that lie along the shortest paths.
Definition 2 (Distance). A path of length d is a sequence of
d edges, (v`,0,v`1),(v`1 ,v`2), . . . ,(v`d−1 ,v`d ). The distance from
node v j to node vk is the length of the shortest path such j= `1
and k = `d .
Definition 3 (Redundancy). Let V j,k be the number of nodes
that lie along a shortest path from node v j to node vk.
V j,k =
{
v` ∈ V |d j,`+d`,k = d j,k
}
(9)
The redundancy between a pair of nodes, v j,vk ∈ V , whose
distance apart is d j,k ≥ 2, is,
r j,k =
|V j,k|−2
d j,k−1 (10)
A model that captures these two properties is the directed
balloon graph that consists of two end nodes, labeled v0 and
vd , and b disjoint directed paths from node v1 to node vd [32],
[33]. A single control input is attached to node v0 while vd is
the single target node. Each edge is assumed to have uniform
weight γ > 0 and each loop has uniform weight −ν < 0. The
driver node v0 and target node vd are separated by distance
d0,d = d and, from the definition of redundancy in Eq. (10),
r0,d = b. The quotient graph is a directed path graph with
4W0,0(t) W1,0(t)
W0,1(t) W1,1(t)
· · ·
· · ·
· · ·
· · ·
. .
....
...
...
...
W0,d−1(t) W1,d−1(t)
W0,d(t) W1,d(t)
Wd−1,0(t) Wd,0(t)
Wd,0(t) Wd,1(t)
Wd−1,d(t)
Wd,d−1(t)Wd−1,d−1(t)
Wd,d(t)
Fig. 3. Layout of the controllability Gramian of the quotient graph of the
balloon graph in Fig. 2. The important entries are the origin, W0,0(t), the
boundaries Wj,0(t) and W0,k(t), 1≤ j,k< d, and the interior elements Wj,k(t)
, 1≤ j,k < d. Finally, in the gray shaded region, are the elements for which
the final edge weight of bγ appears.
uniform edge weights γ and loop weights −ν except for the
last edge, (vd−1,vd), which has edge weight bγ .
D. Gramian of the Balloon Graph
The controllability Gramian of the graph in Fig. 2 is deter-
mined to better understand the role of distance and redundancy
in control energy.
Theorem 3 (Controllability Gramian of the Directed Path
Graph). The controllability Gramian of the graph in Fig. 2
can be found by specializing Eq. (8). The entry we are most
interested in is the diagonal element Wd,d(t f ) as the optimal
cost is equal to,
J∗ =
β 2
2
1
Wd,d(t f )
=
β 2
2
2ν
b2
(
2ν
γ
)2d (d!)2
(2d)!
[
1− e2νt f
2d
∑
k=0
(2νt f )k
k!
]−1 (11)
Proof. As the Gramian is computed for the quotient graph
shown in Fig. 2 whose indices start at 0, the same is done
in the controllability Gramian. Specifically, the entries of the
Gramian start at W0,0(t) and grow outwards to Wd,d(t), d > 0.
The layout of the Gramian entries is shown in Fig. 3. The
proof is broken into two parts; first the elements Wj,k(t) for
0 ≤ j,k < d are found, and second the boundary elements,
Wd,k(t) and Wj,d(t), are found.
For the elements Wj,k(t), 0 ≤ j,k < d, the differential
Lyapunov equation can be written as the following system
of equations where all initial conditions are zero.
W˙0,0(t) =−2νW0,0(t)+1
W˙j,0(t) =−2νWj,0(t)+ γWj−1,0(t), 1≤ j < d
W˙0,k(t) =−2νW0,k(t)+ γW0,k−1(t), 1≤ k < d
W˙j,k(t) =−2νWj,k(t)+ γWj−1,k(t)+ γWj,k−1(t), 1≤ j,k < d
(12)
From symmetry, Wj,0(t) = W0, j(t), so only one set of the
boundary elements in Eq. (12) must be determined. As every
equation in Eq. (12) is linear, the Laplace transform is taken
of the system where V (s) =L {W (t)}.
sV0,0(s) =−2νV0,0(s)+ 1s
sVj,0(s) =−2νVj,0(s)+ γVj−1,0(s)
sV0,k(s) =−2νV0,k(s)+ γV0,k−1(s)
sVj,k(s) =−2νVj,k(s)+ γVj−1,k(s)+ γVj,k−1(s)
(13)
The origin element is immediately determined to be,
V0,0(s) =
1
s(s+2ν)
. (14)
The remaining elements are found using a generating function,
denoted,
Vˆ (x,y;s) = ∑
j,k=0,1,...
Vj,k(s)x jyk. (15)
Along the k= 0 boundary, the elements can be found by setting
y = 0 so that,
Vˆ (x,0;s) = ∑
j=0,1,...
Vj,0(s)x j (16)
Multiplying the second line of Eq. (13) by x j and summing
over all non-negative j yields,
(s+2ν) ∑
j=0,1,...
Vj+1,0(s)x j = γ ∑
j=0,1,...
Vj,0(s)x j
s+2ν
x
(
Vˆ (x,0;s)−V0,0(s)
)
= γVˆ (x,0;s)
Vˆ (x,0;s) =
s+2ν
s+2ν− γxV0,0(s)
(17)
Define ρ(s) = γs+2ν so that the boundary elements can more
succinctly be written as,
Vˆ (x,0;s) =
1
1−ρ(s)xV0,0(s)
=V0,0(s)∑
j≥0
ρ j(s)x j,
(18)
which implies the boundary elements are,
Vj,0(s) =
1
s(s+2ν)
(
γ
s+2ν
) j
. (19)
In turn, from symmetry, the other boundary must have el-
ements V0,k(s) = 1s(s+2ν)
( γ
s+2ν
)k. The interior elements are
5found using the two variable generating function.
Vˆ (x,y;s) =
1
1−ρ(s)(x+ y)V0,0(s)
=V0,0(s) ∑`
≥0
(
γ
s+2ν
)`
(x+ y)`
=V0,0(s) ∑`
≥0
(
γ
s+2ν
)` `
∑
a=0
(
`
a
)
x`−aya
=V0,0(s) ∑
j,k≥0
(
j+ k
k
)(
γ
s+2ν
) j+k
x jyk
(20)
The interior elements of the controllability Gramian can be
read off as the j,k’th coefficient, 0≤ j,k < d,
Vj,k(s) =
1
s(s+2ν)
(
γ
s+2ν
) j+k( j+ k
k
)
(21)
With all elements now determined for j,k< d we move to the
final layer. First, the element Vd,0(s) is determined, then the
elements Vd, j(s) for 1≤ j < d, and then finally Vd,d(s).
Vd,0(s) =
bγ
s+2ν
Vd−1,0(s)
=
b
s(s+2ν)
(
γ
s+2ν
)d (22)
Furthermore, it is straightforward to show that
Vd, j(s) =
b
s(s+2ν)
(
γ
s+2ν
)d+ j(d+ j
d
)
(23)
Finally, the element of interest in the Laplace domain can be
computed,
Vd,d(s) =
bγ
s+2ν
(
Vd−1,d(s)+Vd,d−1(s)
)
=
2bγ
s+2ν
(
b
s(s+2ν)
)(
γ
s+2ν
)2d−1(2d−1
d
)
=
b2
s(s+2ν)
(
γ
s+2ν
)2d(2d
d
)
(24)
The inverse Laplace transform of Vd,d(s) is found by using
identity 5.2.18 in [36] which states,
L −1
{
1
s(s+a)n
}
=
1
an
[
1− e−at
n−1
∑
k=0
(at)k
k!
]
(25)
Applying Eq. (25) to Eq. (24) yields the controllability
Gramian element,
Wd,d(t) =
b2
2ν
( γ
2ν
)2d(2d
d
)[
1− e−2νt
2d
∑
k=0
(2νt)k
k!
]
=
b2
2ν
( γ
2ν
)2d (2d)!
(d!)2
[1− r(t)]
(26)
As there is a single target node, the minimum control energy
in Eq. (4) can be written,
J∗ =
β 2
2
1
Wd,d(t)
(27)
Plugging Eq. (26) into Eq. (27) completes the proof.
Corollary 1. In the t → ∞ limit, the controllability Gramian
element Wd,d(t) approaches,
J∗ =
β 2
2
lim
t→∞
1
Wd,d(t)
=
β 2
2
2ν
b2
(
2ν
γ
)2d (d!)2
(2d)!
(28)
Proof. Apply the final value theorem to Eq. (24) to show that,
Wd,d = lim
s→0
s
[
b2
s(s+2ν)
(
γ
s+2ν
)2d(2d
d
)]
=
b2
2ν
( γ
2ν
)2d((2d)!
(d!)2
) (29)
From Eq. (27), the result is immediate.
III. RESULTS
To apply the results discussed above to the optimal input
selection problem, we return to the original optimal control
problem in Eq. (3). The optimal input, u∗(t), is used to rewrite
the same cost function using the solution in Eq. (4) but instead
the set of driver nodes is taken to be the unknowns.
min
D⊂V
J = βT (CW (t f )CT )−1β
s.t. |D |= m
W˙ (t) = AW (t)+W (t)AT +BBT , W (0) = On
(30)
The B matrix in Eq. (30) is constructed from the set D as
described above. The opimization problem in Eq. (30) has
been shown to be NP-hard [21], [22], along with a number
of closely related problems, removing the possibility of a
polynomial time algorithm.
Instead of minimizing the cost function in Eq. (30) directly,
which depends on the particular control maneuver β, often a
general purpose set of driver nodes is searched for instead
which is found by introducing a surrogate cost function. In the
remainder of this section, three surrogate cost functions are
used; (i) a volume based metric [19], − logdet(W¯ (∞)), (ii) an
expectation based quantity [26], Tr
(
CTW¯−1(t f )CeAt f eA
T t f
)
,
and (iii) a pair-wise distance and redundancy based value
using the results derived in the previous section. Methods
developed to optimize the first two surrogate cost functions
are summarized here, followed by the facility location
problem (FLP) which we use to minimize the third surrogate
cost function.
A. Greedy Algorithm [19]
The set of all control maneuvers capable of being performed
with E units of energy forms a p-dimensional ellipsoid.
S =
{
β ∈ Rp|βTW¯−1(t f )β = E
}
(31)
The volume of this ellipsoid is known to be related to the
determinant of the matrix W¯ (t f ).
logV (S ) = log
(
pi p/2
Γ(p/2+1)
)
+
1
p
logdet
(
W¯ (t f )
)
(32)
6The logarithm is taken of the volume as the determinant of
the controllability Gramian can fall below the floating point
accuracy of double precision [17]. In [19], the cost function in
Eq. (30) was replaced with the negative of Eq. (32) and it was
shown to be a submodular set function. This cost is denoted,
Vol(D) =− logdetW¯D . (33)
A greedy algorithm that at each iteration adds the single node
to the driver node set that improves the cost function the most
has an approximation guarantee of 63% when the cost function
is submodular [28].
By the definition of the matrix B we impose, the matrix
product can be decomposed into the individual contributions of
each driver node BBT =∑vk∈D eke
T
k where ek is the unit vector
with the single non-zero element corresponding to each driver
node. This decomposition can be used to split the differential
Lyapunov equation in Eq. (5) into the contribution of each
driver node as well.
W˙k(t) = AWk(t)+WkAT +ekeTk , Wk(0) = On
W (t) = ∑
vk∈D
Wk(t) (34)
A greedy algorithm to minimize Vol(D) over the powerset
of the nodes could be applied directly assuming perfect
arithmetic.
The difficulty of applying the greedy algorithm directly
arises in two ways. The first difficulty is that storing all
potential contributions of each driver node requires np2 double
precision variables which, if p is large, could be prohibitive.
The second difficulty is computing Vol(D) for the first few
driver node sets as the Gramian is known to have extremely
small (below double precision accuracy) eigenvalues when
the number of target nodes is large relative to the number
of driver nodes [18]. A proposed method [19] to handle
the first few driver nodes replaces the evaluation of Vol(D)
with −ranknum(D) where the function ranknum(·) computes
the numerical rank of the output Gramian W¯D (t f ) [17]. This
substitute is used until enough driver nodes have been added
by the greedy algorithm to ensure the output controllability
Gramian is of full numerical rank. Algorithm 2 in Appendix
I shows this modified version where a flag is used to perform
the switch from computing the rank to the determinant.
B. Projected Gradient Method [26]
Rather than choosing a particular control maneuver, let us
assume that y f = 0p and x0 is an independent random variable
with mean zero and variance one so that E[x0xT0 ] = In. The
expectation of the control maneuver can then be written [23],
X f = E[eAt fx0xT0 eA
T t f ] = eAt f eA
T t f (35)
The expectation of the control energy over the control maneu-
vers is then optimized where E :Rn×m 7→R makes explicit the
dependence of the energy on the input matrix B.
min E(B) = Tr
(
CTW¯−1B (t f )CX f
)
s.t. W¯B(t f ) =C
[∫ t f
0
eAtBBT eA
T tdt
]
CT
||B||0 = m, rank(B) = m
(36)
The norm ||B||0 counts the number of nonzero elements and
the constraint rank(B) =m ensures each nonzero in B appears
in a unique row and column. The main result that allows a
gradient descent method to be used is the following derivative.
∂E(B)
B
=−2
∫ t f
0
eA
T tCTW¯−1B (t f )CX f
×CTW¯−1B (t f )CeAtdtB
(37)
Details of the algorithm are discussed in Appendix II. The
gradient direction found in Eq. (37) will be dense, that is,
most elements will be non-zero. The new matrix B, found by
moving in the direction determined in Eq. (37), will then also
be dense even if the original B is sparse. To compensate for
this, a probabilistic projection is used, P : Rn×m 7→ 2V , that
finds a set of nodes of cardinality m from a dense matrix.
Details of the projection can be found in Algorithm 3 in
Appendix II.
To make the cost in Eq. (36) comparable to the other methods
described in this paper, define the expected control energy for
a set of nodes to be,
E¯(D) = Tr
(
CTW¯−1D (t f )CX f
)
(38)
where W¯D (t f ) =C
[
∑vk∈DWk(t f )
]
CT and Wk(t f ) is defined in
Eq. (34).
C. Facility Location Problems
The two methods presented above are important contribu-
tions to the input selection problem but they are both reliant
on properties of the controllability Gramian rather than the
structure of the system explicitly. The main result of this
paper is a third approach to the input selection problem which
exploits structural properties between each node and the set
of target nodes in order to choose an energy efficient set of
driver nodes.
Facility location problems (FLP) originally arose to address
the problem of choosing distribution centers to accomodate
demands while minimizing transportation costs [37]. Let there
be p locations that must be supplied from m distribution
centers selected from n ≥ m possible choices. The cost of
supplying the j’th location from the k’th distribution center
is denoted c j,k. Each location is assumed to be supplied from
a single distribution center. Let the binary variables Yj ∈{0,1},
j = 1, . . . ,n, be the possible distribution centers where Yj = 1
if it is chosen to be a distribution center and Yj = 0 otherwise.
Let the binary variables Z j,k ∈ {0,1}, j = 1, . . . ,n, k= 1, . . . , p,
denote assignments so that if distribution center j supplies
location k then Z j,k = 1 and Z j,k = 0 otherwise.
The FLP can be posed as an integer linear programming
7(ILP) with binary variables.
min
n
∑
j=1
p
∑
k=1
YjZ j,kc j,k
s.t.
n
∑
j=1
Yj = m
n
∑
j=1
Z j,k = 1, k = 1, . . . , p
Z j,k ≤ Yj, j = 1, . . . ,n, k = 1, . . . , p
(39)
The first constraint ensures that precisely m locations are
chosen to be distribution centers. The second constraint en-
sures that each location to be supplied is assigned to a single
distribution center. The third constraint ensures locations to
be supplied are only assigned to distribution centers that are
opened.
Even large instances (n≈ 1000) of the FLP stated as an ILP
in Eq. (39) can be solved efficiently with ILP solvers such
as the GNU Linear Programming Kit [38]. Moreover, recent
efforts have developed specialized algorithms to approximately
solve the FLP with an approximation guarantee [39]. Alterna-
tives to the ILP should be used for very large problems. In the
following section, the facility location problem is mapped to
the input selection problem for a dynamical system described
by a graph.
D. Pair-wise Cost
To apply the FLP formulation discussed in the previous
section, let the locations to be supplied be the target nodes,
T , and the possible distribution centers be all of the nodes V ,
from which the m driver nodes are selected. Without loss of
generality, we assume that the T = {v j| j = 1, . . . , p}, that is,
the first p nodes are selected to be the target nodes. For a pair
of nodes, v j and vk, define d j,k to be the distance from node
v j to node vk (see Def. 2) and define r j,k to be the redundancy
from node v j to node vk (see Def. 3). The pair-wise cost is
generated using the Gramian of the balloon graph in Eq. (11)
and Stirling’s approximation.
W ballk,k =
r2j,k
2ν
( γ
2ν
)2d j,k (2d j,k)!
(d j,k!)2
≈ r
2
j,k
2ν
( γ
2ν
)2d j,k 2√pid j,k(2d j,k/e)2d j,k(√
2pid j,k(d j,k/e)dj,k
)2
=
[
2ν
r2j,k
(
ν
γ
)2d j,k√
pid j,k
]−1
(40)
Stirling’s approximation for the factorial [40], n! ≈√
2pin(n/e)n, is used to reduce the approximation to the form
in Eq. (40). The pair-wise cost that appears in Eq. (39) can
then be written as,
c j,k = log
(
2ν
r2j,k
(
ν
γ
)2d j,k√
pid j,k
)
(41)
The main advantage of Eq. (41) over the other choices of
cost in Eqs. (33) and (38) is that it only requires computing
the distances and redundancies between pairs of nodes instead
of computing and then solving systems of equations with the
controllability Gramian. The FLP cost associated with a set
of driver nodes, D , is determined by searching for the lowest
cost assignment for each target node,
FLP(D) =
p
∑
k=1
min
v j∈D
c j,k (42)
For the pair-wise cost in Eq. (41) to perform well when
compared to the two alternatives, there should be a monotonic
relation between it and the other costs in Eq. (32) and Eq.
(36). If this is true, then finding a set D with a small FLP(D)
value should also have a small Vol(D) and E¯(B) values as
well.
To demonstrate this relationship, sets of nodes which satisfy
f − ε ≤ FLP(D) ≤ f + ε for some small ε and desired cost
f are determined using a hill climbing procedure shown in
Algorithm 1. With the found set of nodes, the two other costs
Algorithm 1 Hill Climbing Procedure
Require: N a maximum number of allowed iterations, G =
(V ,E ) a directed graph, T ⊆ V a set of target nodes, Cˆ a
desired cost, ε an acceptable threshold.
D (0) is initialized with m randomly selected nodes.
C(0)← FLP(D (0))
k← 1
while k < N do
Choose va ∈D (k−1) and vb /∈D (k−1) randomly.
Create D¯ (k) by swapping va and vb.
C(k)← FLP(D¯ (k))
if Cˆ− ε ≤C(k) ≤ Cˆ+ ε then
D ← D¯ (k)
break
else if |Cˆ−C(k)|< |Cˆ−C(k−1)| then
D (k)← D¯ (k)
else
D (k)←D (k−1)
end if
end while
if k = N then
No set of nodes was found that satisfyies the cost Cˆ.
An error flag should be returned.
end if
are also computed and we see a positive correlation. The
relationship between the ellipsoid volume cost in Eq. (33) and
the FLP cost in Eq. (42) and the expectation energy expression
in Eq. (38) and the FLP cost is shown for four example graphs
in Figs. 4 and 6, respectively. Each graph has n = 300 nodes,
p = 100 target nodes selected randomly, and a driver node
set of m = 33 nodes is determined. The four graphs’ method
of construction is described in the captions of Figs. 4 and 6.
The log volume cost in Eq. (32) cost to minimize appears on
the vertical axis of each plot while the FLP cost to minimize
appears on the horizontal axis. From the trends in Fig. 4, it is
clear that if we were to find the optimal set of driver nodes
using the FLP formulation, that set of driver nodes would also
be a competitive solution in the original optimization problem.
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Fig. 4. Comparison of the volume based cost, − logdet(W¯ TD ), and the pair-
wise cost function FLP(D). The graphs used for the analysis are (A) a k-
regular graph with k = 10, (B) an Erdo˝s-Rényi graph with κav = 10, (C)
a Watts-Strogatz graph with average degree kav = 8 and (D) a graph with a
power law degree distribution with exponent γ = 3 and average degree kav = 10
created using the configuration model. All graphs are directed with n = 300
nodes. The set of p = 100 targets are chosen randomly. The set of m = 33
driver nodes are determined using the hill climbing process described in the
text and Algorithm 1 to achieve a desired value of FLP(D). The four plots
shown here are typical of all graphs examined, directed and undirected.
In the next section, the result found with the FLP method
is compared to the greedy algorithm and the probabilistic
gradient descent method mentioned previously.
E. Comparison to the Greedy Algorithm
To compare the FLP formulation described above and the
greedy algorithm, we create 1000 graphs and compute the set
of driver nodes returned by the greedy algorithm in Algorithm
2 and by solving the FLP in Eq. (39). In Fig. 5, 1000 graphs of
the following types are used to make the comparison; 5(A) a
k-regular graph with k = 10, 5(B) an Erdo˝s-Rényi graph with
κav = 10, 5(C) a Watts-Strogatz graph with average degree
kav = 8 and 5(D) a graph with a power law degree distribution
with exponent γ = 3 and average degree kav = 10 created
using the configuration model. Each graph is undirected and
is constructed with n= 50 nodes and p= 20 nodes are chosen
randomly to be in the target node set T . We look for a set
of m = 10 driver nodes, D , such that the cost function in Eq.
(32) is minimized. The set of driver nodes returned using the
FLP formulation, denoted DFLP, and the set of driver nodes
returned by the modified greedy algorithm, denoted Dgreedy,
are found for each graph and their costs are computed. The
difference of their costs,
Dgreedy = logdet(W¯−1FLP)− logdet(W¯−1greedy) (43)
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Fig. 5. Comparison of the performance of the FLP formulation with the
greedy algorithm. Each panel computes the difference between Vol(DFLP) and
Vol(Dgreedy) defined in Eq. (33). The four types of graphs used are (A) Erdo˝s-
Rényi graphs with kav = 6, (B) k-regular graphs with k= 5, (C) Watts-Strogatz
graphs [41] with p = 5%, and (D) graphs with a power-law distribution with
exponent γ = 3 and kav = 6. Each graph has n = 50 nodes, p = 20 targets
and m = 10 driver nodes are selected. All graphs are undirected. Each panel
finds the set of driver nodes returned by the FLP formulation and the greedy
algorithm and compares the returned cost. The grey background represents
cases when the FLP formulation performs better and the white background
represents cases when the greedy algorithm performs better.
is taken so that if Dgredy < 0, DFLP is more efficient while if
D> 0, Dgreedy is more efficient. In Fig. 5, the cases when DFLP
is more energy efficient are shown with a gray background
while the cases when Dgreedy is more energy efficient are
shown with a white background. We see that for some graph
types (panels 5(A) and 5(D)), the FLP method performs better
than the greedy algorithm more often, while for other graph
types, the greedy algorithm performs better more often. Also,
especially for the graphs with a power-law degree distribution
in Fig. 5(D), the FLP method may perform very badly as seen
by the second peak in the section of the plot with a white
background. We hypothesize that this may be because the FLP
cost treats each driver node target node pair independently
and does not account for the fact one driver node may be
assigned to many target nodes. Including this multiple target
node assignment cost is the subject of future work.
F. Comparison to LPGM
The pair-wise cost in Eq. (42) is also correlated with the
expectation cost used by LPGM in Eq. (36). A demonstration
of this relation is shown in Fig. 6 for four types of graphs
described in the caption. The two costs, E¯(D) and FLP(D)
are positively correlated as shown by the linear fitted line in
red. A comparison of the performance of the FLP method and
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Fig. 6. Comparison of the expectation energy cost in Eq. (38) and the pair-
wise cost in Eq. (42). The graphs used for the analysis are (A) a k-regular
graph with k = 10, (B) an Erdo˝s-Rényi graph with κav = 10, (C) a Watts-
Strogatz graph with average degree kav = 8 and (D) a graph with a power law
degree distribution with exponent γ = 3 and average degree kav = 10 created
using the configuration model. Each graph has n= 300 nodes, p= 100 targets
chosen randomly, and m = 33 driver nodes which are to be chosen using the
hill climbing procedure described in Alg. 1.
the LPGM heuristic for sets of four types of graphs is shown
in Fig. 7. As in Fig. 5, bars in front of the gray background
represent cases where the FLP algorithm returns more energy
efficient driver node sets than the LPGM algorithm and vice
versa for the bars with a white background. For the four types
of graphs examined, we see that the FLP method and the
LPGM heuristic either algorithm may perform better than the
other, with some slight bias towards one or the other depending
on the method. For other types of graphs, number of nodes,
number of targets and number of drivers, one algorithm or the
other may work better. The benefit of the FLP method is that it
scales to larger problems better than the LPGM heuristic and
it does not suffer from the same overflow/underflow issues as
discussed in Appendix C.
IV. CONCLUSION
A novel method for the energy efficient selection of control
inputs is presented based on graph structure. This is done in
two steps; (i) the analytic calculation of the exact solution of
the output controllability Gramian for a special model graph
that captures the role of redundant paths and distance between
a driver node and a target node and (ii) the application of the
pair-wise cost computed in the facility location problem to
choose driver nodes in a general graph. This approach is in
contrast to the current available methods which rely on solving
the Lyapunov equation many times, as well as computing
properties of the output controllability Gramian which may
be ill-conditioned. We see that finding efficient sets of control
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Fig. 7. A comparison of the performance between LPGM and FLP method for
the expectation energy cost in Eq. (36) for 1000 realizations of the following
four types of graphs. The four types of graphs used are (A) Erdo˝s-Rényi
graphs with kav = 6, (B) k-regular graphs with k = 5, (C) Watts-Strogatz
graphs [41] with p = 5%, and (D) graphs with a power-law distribution with
exponent γ = 3 and kav = 6. All graphs have n = 50 nodes, p = 20 target
nodes selected randomly, and m = 10 driver nodes are selected.
inputs using our structure based method is a competitive
approach to the Gramian-based methods previously published,
while our approach is computationally more efficient.
APPENDIX A
GREEDY ALGORITHM
A greedy algorithm to find a set of nodes to assign to the
driver node set to maximize the surrogate cost function in Eq.
(32) is shown in Algorithm 2. In Algorithm 2, we include
a flag so that the first iterations use the rank of the output
controllability Gramian until at some iteration, the set of driver
nodes selected so far ensure the output controllability Gramian
has full numerical rank.
APPENDIX B
L0-CONSTRAINT PROJECTED GRADIENT METHOD
A published algorithm proposed to solve the input selection
problem to which we compare the FLP method is the L0-
constrained projected gradient method (LPGM) [26]. The
method combines the projected gradient method (PGM) [23],
[42] which assumes all values in the B matrix with a prob-
abilistic projection. The probabilistic projection in Algorithm
3 appears as a step, denote BL0 ←P(B) in the following
gradient descent algorithm in Algorithm 4.
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Algorithm 2 Greedy Minimization of a Set Function
Require: A desired set cardinality m, a state matrix A, a set
of target nodes T , a final time t f (possibly ∞).
for k = 1, . . . ,n do
Compute and store CWk(t f )CT
end for
Initialize D ← /0, W¯ ← Op, k← 0.
flag ← 1
while k < m do
fbest ← ∞, abest ←−1
for j ∈ V \D do
if flag then
f ←−rank(W¯ +CWj(t f )CT )
else
f ←− logdet(W¯ +CWj(t f )CT )
end if
if f < fbest then
f ← fbest , abest ← j
end if
end for
D ←D ∪{abest}
W¯ ← W¯ +CWabest (t f )CT
if flag && −Cbest == p then
flag ← 0
end if
k← k+1
end while
return D
Algorithm 3 Probabilistic Projection [26]
Require: B ∈ Rn×m
Require: m0 > 0
r j← ∑mk=1 |B j,k|, j = 1, . . . ,n
Icandidate←
{
j|r j is one of the m+m0 largest values
}
Iselected ← /0
while |Iselected |< m do
p j←
{
r j, j ∈Icandidate
0, j /∈Icandidate , j = 1, . . . ,n
Choose j according to the probabilities in p.
Iselected ←Iselected ∪{ j}
Icandidate←Icandidate\{ j}
end while
BL0← On×m
for j ∈Iselected (k = 1, . . . ,m) do
BL0j,k← mr j
end for
BL0← BL0/∑ j∈Iselected r j
return BL0
Algorithm 4 Projected Gradient Descent [26]
Require: Graph G (V ,E ) with adj. matrix A ∈ Rn×n
Require: B0 ∈ Rn×m
Require: T ⊆ V (and corresponding C ∈ {0,1}p×n)
Require: η > 0, t f > 0, K > 1
Ebest ← ∞
X f ← eAt f eAT t f
for k = 0, . . . ,K do
BL0k ←P(Bk)
W ← Lyap(A,BL0k BL0
T
k , t f )
W¯ ←CWCT
Ek← Tr(CTW¯−1CX f )
R←CTW¯−1CX fCTW¯−1C
W ← Lyap(AT ,R, t f )
∇E(BL0k )←−2WBL0k
if E < Ebest then
Ebest ← E
BL0best ← BL0k
Bk+1← BL0k −η∇E(BL0k )
else
Bk+1← Bk−η∇E(BL0k )
end if
end for
return D ←Ibest
APPENDIX C
COMPUTATIONAL COST COMPARISON
In the paper, namely Figs. 5 and 7, we show that the FLP
cost in Eq. (42) used in the ILP formulation in Eq. (39) can
find competitive solutions to both the greedy algorithm with
the volumetric cost in Eq. (33) and the LPGM heuristic with
the expected energy cost in Eq. (38). While the FLP formula-
tion does not clearly out-perform either of the other methods
in all cases, it does avoid a numerical difficulty faced by both
the greedy algorithm and the LPGM heuristic. In the greedy
algorithm, we must first compute the output controllability
Gramian for each potential driver nodes’ contribution, which
if every node is a viable candidate, using the Bartels-Stewart
algorithm [43], requires O(n4) work. At each step, k, for
k= 1,2, . . . ,m, we must compute either the determinant (using
a Cholesky decomposition) or the rank (using a rank revealing
QR decomposition) for (n−k+1) p× p output controllability
Gramians which both require O(p3) work as we perform the
comparison between each potential node to add to the set of
driver nodes. Thus, the computational complexity of the whole
greedy algorithm is O(nmp3+n4).
The computational complexity of the LPGM heuristic, on
its face, is less than the greedy algorithm, but the use of
finite precision instead is the main barrier to applicability. To
compute the descent direction, we must solve the following
Lyapunov equation,
O = ATY +YA+R (44)
for the square matrix Y where,
R =CTW¯−1B CX fC
TW¯−1B C (45)
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can have extremely large values due to the inverse of the output
controllability Gramian appearing twice. As Eq. (44) is a linear
equation, it can also be written as A¯ ·vec(Y ) =−vec(R) where
vec(·) stacks the columns of a matrix into a vector and A¯ =
AT ⊗ In+ In⊗A. Let || · || be a vector norm, then we know that,
||A¯ ·vec(Y )||= ||vec(R)|| ≤ ||A¯|| · ||vec(Y )|| (46)
where ||A¯|| is on the order of the maximum degree in the
graph so that the norm of Y will be on the order of the norm
of R, potentially very large and outside the ability of the finite
precision used. Handling overflow issues requires care and
accuracy is lost. The number of times this must be repeated
is difficult to predict as the decay of Ebest that appears in
Algorithm 4 may plateau for many iterations before decreasing
[26].
The FLP formulation as an ILP does not lend itself to
an evaluation of the computational complexity directly as it
depends strongly on the particular underlying algorithm and
its implementation. An alternative metric that often correlates
with the computational complexity of solving an ILP is the
number of nonzeros that appear in the constraint matrix. The
constraint matrix that appears in our ILP contains (n+ 3np)
nonzeros, which grows at worst quadratically in n if the
number of targets p grows linearly with n, thus it grows more
slowly than the greedy algorithm. Our implementation which
uses the GNU Linear Programming Kit [38] to solve the ILP
returns a set of driver nodes faster than the greedy algorithm
every time it was compared. As for the LPGM, the FLP
formulation does not suffer from overflow or underflow issues
during the solution of the Lyapunov equation that appears in
Alg. 4 to which the LPGM heuristic is prone. The FLP method
also performed considerably faster than the LPGM heuristic
for all comparisons made.
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