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Modern applications of machine learning typically require the tuning of a multitude
of hyper-parameters. With this motivation in mind, we consider the problem of opti-
misation given a set of noisy function evaluations. We focus on robust optimisation in
which the goal is to find a point in the input space such that the function remains high
when perturbed by an adversary within a given radius. Here we identify the minimax
optimal rate for this problem, which turns out to be of order O(n−λ/(2λ+1)), where
n is the sample size and λ quantifies the smoothness of the function for a broad class
of problems, including situations where the metric space is unbounded. The optimal
rate is achieved (up to logarithmic factors) by a conceptually simple algorithm based on
k-nearest neighbour regression.
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1. Introduction
Machine learning algorithms typically require the user to tune a multiplicity of
hyper-parameters. For example, an SVM with Gaussian kernel requires the user to
select a regularisation penalty and a Gaussian bandwidth. This problem has been
exacerbated by the current trend towards complex deep neural networks which
possess a diverse assortment of different hyper-parameters which characterise the
architecture (number of layers, nodes per layer, kernel size etc.), the regularisation
settings (dropout, weight decay, data augmentation etc.) and the training proce-
dure (weight initialisation, learning rate, annealing schedule etc.) [13,22,28,31]. A
configuration of hyper-parameters may be viewed as point in a metric space, with
its performance estimated by evaluating the corresponding trained model on a val-
idation set [4,5,13]. However, the performance of a configuration on a particular
randomly selected validation set is only a proxy for the true value of interest - per-
formance on unseen data from the underlying distribution. Hence, hyper-parameter
tuning based on validation performance may be viewed as an optimisation problem
with noisy function evaluations [5,9,24,25].
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The problem of hyper-parameter tuning is complicated by the potential for
mismatch between the validation data we have access to and the underlying dis-
tribution that the trained model will ultimately be used upon [29]. This motivated
Bogunovic et al [9] to model hyper-parameter tuning as a problem of robust optimi-
sation, in which the goal is to find a point in the input space such that the function
remains high when perturbed by an adversary within a given radius. Further mo-
tivation for robust optimisation comes from the observation that broad flat optima
typically generalise better than sharp narrow optima in the context of overparam-
eterised models [1,16]. The problem of robust optimisation is also natural in other
situations where there is a mismatch between the noisy function evaluations we
have access to and the true function. For example, in robotics, functions are often
optimised using simulation data rather than measurements of the physical robot.
Robust optimisation is also applicable to situations where we seek to find a region
of good points in the input space, rather than a single point.
We shall consider the setting of randomised optimisation whereby a large num-
ber of input points are selected at random and noisy function evaluations for those
input points are computed in parallel [5]. The major advantage of this approach
is the reduction in running time achieved by performing function evaluations in
parallel. This advantage is of paramount importance for applications to training
complex models on large data sets. In contrast a sequential optimisation procedure
would require a far greater run time, without utilising a distributed architecture.
A secondary benefit of the randomised approach is that the procedure does not to
be re-run when the performance metric is modified.
In this setting we shall consider a conceptually simple k-nearest neighbour based
method for both optimisation and robust optimisation.
Contributions: We make the following contributions:
• We consider a simple method for randomised function optimisation based
on k-nearest neighbours and prove a high probability bound on the simple
regret (Theorem 4.1). The high-probability bound depends purely upon
smoothness properties of the function and does not depend upon the am-
bient dimension of the space or the VC dimension of the set of balls.
• We introduce an approach for performing adverserially robust optimisation
based upon k-nearest neighbours. The method is conceptually simple and
straightforward to implement. Our main result (Theorem 5.1) gives a high
probability upper bound on the performance of this method. A key fea-
ture of the bound in Theorem 5.1 is that it is independent of the ambient
dimension of the feature space.
• We provide a complementary lower bound (Theorem 6.1) which demon-
strates that the upper bounds given by Theorems 4.1 and 5.1 are optimal
up to logarithmic factors.
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Related work: The problem of robust optimisation has received substantial atten-
tion in the literature (see [3,2,7,6,8] and references within). The primary difference
between the present paper and these works is that we do not assume that the func-
tion to be optimised is known by the learner; our only access to the underlying
function is via noisy function evaluations. The most similar work to ours is the
recent work of Bogunovic et al [9], where optimisation is performed based on noisy
function evaluations with a Gaussian process based approach. In our work we con-
sider the randomised parallel setting, whereas [9] considers the sequential setting.
Moreover, Bogunovic et al assume that the underlying function to be optimised is
itself a member of the reproducing kernel Hilbert space for some known kernel. On
the other hand, the classes considered in this paper are specified purely in terms of
the level of smoothness of the underlying function.
Jiang [17] recently gave related bounds on the k-nearest neighbour method
for function maximisation. However, [17] focuses on the distance in input space,
whereas we focus on the deviation in function value (more natural in the optimisa-
tion setting). Note that studying the distance in input space requires strong second
order assumptions not required in our setting. Note also that the constant terms in
the bounds of [17] depend upon the ambient dimension of the space. This is a con-
sequence of the fact that the analysis hinges upon a supremum norm bound, which
we avoid in our approach. In a related work by the present authors [27] a bound
has been established for determining the maximum value of a function. In this work
we address the related question of determining an input point which attains near
maximal value, before going on to consider the question of robust optimisation.
Our work draws upon the rich literature on k-nearest neighbour regression.
In particular, we employ smoothness concepts from Chaudhuri and Dasgupta [10]
and Kpotufe [20]. A related line of work in the literature are the Bayes consistent
1-nearest neighbour methods [14,15,18,19]. These works are focused upon classifi-
cation, rather than optimisation, and as such do not make the smoothness assump-
tions required by [10] and the present work. However, some form of smoothness is
vital for regret bounds in optimisation to preclude situations where the function to
be opmised is jumps up on a set of zero measure. The analysis in the present paper
leverages ideas from [20,10,21]. However, new ideas are required to deal with the
challenge of robust optimisation in the non-parametric setting.
Outline: In Section 2 we precisly specify our problem setting. In Section 3 we
introduce the k-nearest method. In Section 4 we consider the standard optimisation
problem and give a simple k-nearest neighbour method with a high probabilty
bound. In Section 5 we turn to the problem of robust optimisation and present
our main result. In Section 6 we present our lower bound which demonstrates the
optimality of the methods presented in Sections 4 and 5.
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2. A statistical model for robust randomised optimisation
Suppose we have a metric space (X , ρ) along with an unknown function f : X →
[0, 1]. The goal of the learning agent is to select a point within the metric space
which maximises f . We assume that the learning agent has access to a data set D =
{(Xi, Yi)}i∈[n] with (Xi, Yi) sampled i.i.d. from a distribution P on X ×R satisfying
f(x) = EP [Y |X = x]. Throughout we let [n] = {1, · · · , n} and define the open and
closed balls Br(x) = {z ∈ X : ρ(z, x) < r} and Br(x) = {z ∈ X : ρ(z, x) ≤ r}. We
also let µ denote the marginal distribution of P over X so µ(A) = P[X ∈ A] for
A ⊂ X .
We shall begin by considering the problem of locating points x(n) with function
values close to the global maximum. To quantify our performance with respect to
this problem we define the regret for x ∈ X by
Rf (x) := sup
z∈X
{f(z)} − f(x).
In addition we consider the problem of robust-optimisation. Take  > 0 and define
for each x ∈ X the adverserially peturbed minimum f (x) = infz∈B(x){f(z)} and
define the adverserially robust regret by
Rf (x) := sup
z∈X
{
f (z)
}− f (x).
We shall make the following assumptions.
Assumption 2.1 (Noise assumption). For all x ∈ X , the deviation Y − f(X)
is a conditionally sub-Gaussian random variable with variance parameter σ2 given
X = x i.e. ∀t ∈ R, E[exp(t · (Y − f(X)))|X = x] ≤ exp(σ2 · t2/2).
Assumption 2.1 includes various natural examples including bounded and Gaus-
sian noise.
Assumption 2.2 (Measure smoothness assumption). Suppose that there are
constants λ, ω > 0 and  > 0 such that for all x0, x1 ∈ X ,
|f(x0)− f(x1)| ≤ ω · inf
z∈B(x0)
{
µ
(
Bρ(x0,x1)(z)
)λ}
.
Assumption 2.2 is a mild strengthening of the measure-theoretic smoothness
condition of Chaudhuri and Dasgupta [10]. With  = 0 Assumption 2.2 corresponds
to the measure-theoretic smoothness condition introduced in [10], which in turn
generalises the modified Lipschitz condition of Do¨ring et al [11]. In Proposition 2.1
we will give some readily checkable geometric properties which imply Assumption
2.2. However, we emphasise that the major advantage of Assumption 2.2 is that it
does not require µ to be compactly supported and holds whenever f is sufficiently
smooth in low-density regions of the space [10,11].
Proposition 2.1. Suppose that f is α-Ho¨lder continuous with constant Cα > 0 for
some α ∈ (0, 1] i.e. for all x0, x1 ∈ X , |f(x0) − f(x1)| ≤ Cα · ρ(x0, x1)α. Suppose
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further that µ is d-dimensional with constants cd > 0, d > 0 i.e. for all z ∈ X and
r ∈ (0, 1) we have µ(Br(z)) ≥ cd · rd. Then ∀ > 0, Assumption 2.2 holds with
λ = α/d and ω = max{Cα, 1} · c−λd .
The proof of Proposition 2.1 follows from the definitions and is given in Ap-
pendix Appendix C. When dealing with the robust optimisation problem we shall
also require the following additional geometric property. In essence the property
requires that between any two points we can draw a distance minimising curve.
Assumption 2.3 (Geodesic assumption). Given any x0, x1 ∈ X there exists a
ρ(x0, x1)-Lipschitz continuous map γ : [0, 1]→ X with γ(0) = x0 and γ(1) = x1.
The following proposition gives two general settings in which Assumption 2.3
holds.
Proposition 2.2. Suppose that (X , ρ) is either (a) a convex subset of a normed
vector space or (b) a complete Riemannian manifold. Then Assumption 2.3 holds.
Proof. In case (a) we can construct γ : [0, 1] → X with the desired properties
by taking γ(θ) = x0 + θ · (x1 − x0). It follows from convexity that γ(θ) ∈ X for
all θ ∈ [0, 1]. Moreover, it follows from the scalar property of the norm that γ is
ρ(x0, x1)-Lipschitz. In case (b) we can take γ to be a minimising geodesic between
x0 and x1.
3. The k nearest neighbour method
Given k ∈ [n] we define the k-nearest neighbour regression estimate fˆn,k for the
function f as follows. For each x ∈ X we let {τq(x)}q∈[n] be a permutation of the
indices [n] so that for q ∈ [n − 1], ρ(x,Xτq(x)) ≤ ρ(x,Xτq+1(x)). We then define
fˆn,k : X → R by
fˆn,k(x) :=
1
k
∑
q∈[k]
Yτq(x).
Theorem 3.1. Suppose that Assumptions 2.1 and 2.2 hold. Given n ∈ N, δ ∈
(0, 1), k ∈ {d4 log(2n/δ)e + 1, · · · , bn/2c} the following holds with probability at
least 1− δ, for all i ∈ [n],
∣∣∣fˆn,k(Xi)− f(Xi)∣∣∣ ≤ σ√2 log(4n/δ)
k
+ ω ·
(
2k
n
)λ
.
Note that Theorem 3.1 only becomes interesting when n is sufficiently large
that {d4 log(2n/δ)e+1, · · · , bn/2c} 6= ∅ (otherwise the result holds vacuously). The
proof of Theorem 3.1 is standard and given in Appendix A for completeness.
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4. Optimisation with k-NN
In this section we turn to the problem of maximising the function f given a data
sample D = {(Xi, Yi)}i∈[n]. Equivilantly, our goal is to choose a point x ∈ X which
minimises the simple regret Rf (x). We propose the following simple estimator:
xk(n) = argmax
Xi : i∈[n]
{
fˆn,k(Xi)
}
.
We simply perform k-nearest neighbour regression before computing the empiri-
cal maximum. The algorithm satisfies the following high probability bound on its
performance.
Theorem 4.1. Suppose that Assumptions 2.1 and 2.2 hold with  = 0. Given any
n ∈ N, δ ∈ (0, 1) and k ∈ {d4 log(4n/δ)e + 1, · · · , bn/2c} with probability at least
1− δ,
Rf (xk(n)) ≤ 2σ
√
2 log(8n/δ)
k
+ 3ω ·
(
2k
n
)λ
.
In particular, with k = Θ
(
(log(n/δ))
1/(2λ+1) · n2λ/(2λ+1)
)
then with probability at
least 1− δ we have
Rf (xk(n)) ≤ O
((
log(n/δ)
n
)λ/(2λ+1))
.
In Section 6 we will see that this is the best possible rate, up to logarithmic and
constant factors. In this special case, optimality also follows from observations in
the proof of [21, Theorem 1]. The proof of Theorem 4.1 is relatively straightforward
but will provide a useful stepping stone towards the proof of Theorem 5.1.
Lemma 4.1. Given any n ∈ N, δ ∈ (0, 1) and x ∈ X with probability at least 1−δ,
µ(Bρ(x,Xτ1(x))(x)) ≤ log(1/δ)/n.
Proof. Choose p = log(1/δ)/n and r(p) = inf{r > 0 : µ(Br(x)) ≥ p}, so
µ(Br(p)(x)) ≤ p and µ(Br(p)(x)) ≥ p. It follows that {Xi}i∈[n] ∩ Br(p)(x) = ∅
occurs with probability at most (1 − p)n ≤ e−pn = δ. Thus, with probability at
least 1 − δ we have {Xi}i∈[n] ∩ Br(p)(x) 6= ∅ which implies ρ(x,Xτ1(x)) ≤ r(p), so
µ(Bρ(x,Xτ1(x))(x)) ≤ µ(Br(p)(x)) ≤ p = log(1/δ)/n.
Proof. [Proof of Theorem 4.1] Take ζ > 0 and choose x ∈ X so that f(x) >
supz∈X {f(z)} − ζ. By Lemma 4.1 we have µ(Bρ(x,Xτ1(x))(x)) ≤ log(2/δ)/n with
probability at least 1− δ/2. By Assumption 2.2 this implies
f(Xτ1(x)) ≥ sup
z∈X
{f(z)} − ω ·
(
log(2/δ)
n
)λ
− ζ. (4.1)
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By Theorem 3.1 the following holds simultaneously for all i ∈ [n] with proba-
bility at least 1− δ/2,
∣∣∣fˆn,k(Xi)− f(Xi)∣∣∣ ≤ ξ(n, k, δ) := σ√2 log(4n/δ)
k
+ ω ·
(
2k
n
)λ
. (4.2)
By the union bound we deduce that both (4.1) and (4.2) hold simultaneously with
probability at least 1− δ. Thus, we have
f(xk(n)) ≥ fˆn,k(xk(n))− ξ(n, k, δ)
≥ fˆn,k(Xτ1(x))− ξ(n, k, δ)
≥ f(Xτ1(x))− 2ξ(n, k, δ)
≥ sup
z∈X
{f(z)} − 2ξ(n, k, δ)− ω ·
(
log(2/δ)
n
)λ
− ζ.
Letting ζ → 0 and applying continuity of measure we deduce
Rf (xk(n)) ≤ 2ξ(n, k, δ) + ω ·
(
log(2/δ)
n
)λ
,
with probability at least 1− δ. This completes the proof of the theorem.
Theorem 4.1 is related to [27, Theorem 4.2] which gives a bound for an estimator
of determining the maximum value of a function, rather than a regret bound for
locating a point of near maximal value. In a recent work [26, Theorem 3] the present
authors present a bound for determining the maximum value of a function in a
flexible non-compact setting where Assumption 2.2 does not hold. We emphasise
that the techniques in this paper do not extend to that setting, and obtaining a
method for locating a point in the input space with near maximal value (rather than
simply estimating the maximal value of the function) in the non-compact setting
of [12,26] remains an important open question.
We now turn to the more challenging problem of robust optimisation.
5. Robust optimisation with k-NN
In this section we turn to the problem of robust optisation of the function f given
a data sample D = {(Xi, Yi)}i∈[n], where we seek to maximise f (x), the infimum
of the function value on a closed ball around x. Equivalently, our goal is to choose
a point x ∈ X which minimises the adverserially robust regret Rf (x). We propose
the following estimator:
xk(n) := argmax
Xi : i∈[n]
{
min
j∈[n]
{
fˆn,k(Xj) : Xj ∈ B(Xi)
}}
.
July 31, 2020
8 Henry WJ Reeve and Ata Kaba´n
We emphasise that this method is straightforward to implement given standard
methods for computing k-nearest neighbours. Our method for selecting xk(n) sat-
isfies the following high probability bound.
Theorem 5.1. Suppose that Assumptions 2.1, 2.2 and 2.3 hold. Given any n ∈ N,
δ ∈ (0, 1) and k ∈ {d4 log(6n/δ)e+ 1, · · · , bn/2c} with probability at least 1− δ we
have
Rf (xk(n)) ≤ 2σ
√
2 log(12n/δ)
k
+ 7ω ·
(
2k
n
)λ
.
In particular, with k = Θ
(
(log(n/δ))
1/(2λ+1) · n2λ/(2λ+1)
)
then with probability at
least 1− δ we have
Rf (xk(n)) ≤ O
((
log(n/δ)
n
)λ/(2λ+1))
.
In Section 6 we will see that this is the best possible rate, up to logarithmic
and constant factors. The proof of Theorem 5.1 is more intricate than that of 4.1.
The main difficulty lies in showing that when points Xi have a low value f
(Xi)
then there must be data points Xj in the ball Xj ∈ B(Xi) such that f(Xj) is low.
This requires a geometric analysis based upon Assumption 2.3, starting with the
following lemma.
Lemma 5.1. Suppose Assumption 2.3 holds. Given p ∈ (0, 1) and x0, x1 ∈ X
with µ(Bρ(x0,x1)(x0)) > p, there exists a point x∗ ∈ X such that Bρ(x∗,x1)(x∗) ⊂
Bρ(x0,x1)(x0), µ(Bρ(x∗,x1)(x∗)) ≤ p and µ(Bρ(x∗,x1)(x∗)) ≥ p.
Proof. By Assumption 2.3 we obtain a ρ(x0, x1)-Lipschitz continuous path γ :
[0, 1] → X with γ(0) = x0 and γ(x1) = x1. We define a pair of functions M ,
M : [0, 1]→ [0, µ(Bρ(x∗,x1)(x∗))] by
M(t) := µ(Bρ(γ(t),x1)(γ(t))), M(t) := µ(Bρ(γ(t),x1)(γ(t))).
It may be shown that M is non-increasing, with M(t) ≤ M(t) for all t ∈ [0, 1], M
is right-continuous and M is left-continuous (see Lemma Appendix B.1). Now take
t∗ := sup {t ∈ [0, 1] : M(t) > p}. Note that M(0) > p by construction, so t∗ ∈ (0, 1]
is well-defined. Moreover, M(1) = 0, so for t ∈ (t∗, 1], M(t) ≤ p and so by the
right-continuity of M we have M(t∗) ≤ p. On the other hand, for t ∈ [0, t∗) we have
M(t) ≥M(t) > p and so by the left-continuity of M , M(t∗) ≥ p. Thus, the lemma
holds with x∗ = γ(t∗).
Lemma 5.2. Suppose Assumptions 2.2 and 2.3 hold and take n ∈ N, δ ∈ (0, 1)
and x0 ∈ X with f(x0) > f (x0) + ω · (log(1/δ)/n)λ. Then with probability at least
1− δ,
min
i∈[n]
{
f(Xi) : Xi ∈ B(x0)
} ≤ f (x0) + 2ω · ( log(1/δ)
n
)λ
.
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Proof. Let p = log(1/δ)/n. Take ζ ∈ (0, f(x0) − f (x0) − ω · pλ) and choose
x1 ∈ B(x0) with f(x1) < f (x0) + ζ < f(x0) − ω · pλ. By Assumption 2.2
this implies that µ(Bρ(x0,x1)(x0)) > p. Hence, by Lemma 5.1 there exists a
point x∗ ∈ X such that Bρ(x∗,x1)(x∗) ⊂ Bρ(x0,x1)(x0), µ(Bρ(x∗,x1)(x∗)) ≤ p
and µ(Bρ(x∗,x1)(x∗)) ≥ p. By Lemma 4.1, with probability at least 1 − δ we
have µ(Bρ(x∗,Xτ1(x∗))(x∗)) ≤ p. This implies that ρ(x∗, Xτ1(x∗)) ≤ ρ(x∗, x1), so
Xτ1(x∗) ∈ Bρ(x∗,x1)(x∗) ⊂ Bρ(x0,x1)(x0) ⊂ B(x0). Moreover, by Assumption 2.2 we
have
f(Xτ1(x∗)) ≤ f(x∗) + ω · µ(Bρ(x∗,Xτ1(x∗))(x∗))
λ
≤ f(x1) + ω · µ(Bρ(x∗,x1)(x∗))λ + ω · pλ
≤ f (x0) + 2ω · pλ + ζ,
with probability at least 1 − δ. By taking ζ → 0, this completes the proof of the
lemma.
Lemma 5.3. Suppose Assumptions 2.2 and 2.3 hold and take n ∈ N\{1}, δ ∈
(0, 1). With probability at least 1− δ the following holds for all i ∈ [n],
min
j∈[n]
{
f(Xj) : Xj ∈ B(Xi)
} ≤ f(Xi) + 2ω · (2 log(n/δ)
n
)λ
Proof. Take ζ = 2ω · (2 log(n/δ)/n)λ. For q ∈ {n − 1, n} we let X [q] = {Xi}i∈[q].
We begin by fixing Xn and considering the conditional distribution over the i.i.d.
sampleX [n−1]. By applying Lemma 5.2 with Xn in place of x0 andX [n−1] in place
of X [n−1] we obtain
PX[n−1]|Xn
[
min
j∈[n]
{
f(Xj) : Xj ∈ B(Xn)
}
> f(Xn) + ζ
]
≤ δ
n
.
By the law of total expectation we obtain
PX[n]
[
min
j∈[n]
{
f(Xj) : Xj ∈ B(Xn)
}
> f(Xn) + ζ
]
≤ δ
n
. (5.1)
By symmetry the same is true with Xi in place of Xn for any i ∈ [n]. The conclusion
of the lemma follows with a union bound.
Lemma 5.4. Suppose that Assumptions 2.2 and 2.3 hold. Given any x0, x1 ∈ X
we have
f (x0)− f (x1) ≤ ω · µ
(
Bρ(x0,x1)(x0)
)λ
.
Proof. Take ζ > 0 and choose x2 ∈ B(x1) so that f(x2) < f (x1) + ζ. If x2 ∈
B(x0) then we have f
(x0)− f (x1) ≤ ζ. If x2 /∈ B(x0) we apply Assumption 2.3
to obtain a ρ(x0, x2)-Lipschitz continuous map γ : [0, 1] → X with γ(0) = x0 and
July 31, 2020
10 Henry WJ Reeve and Ata Kaba´n
γ(1) = x2. Take x3 = γ (/ρ(x0, x2)), so ρ(x0, x3) =  and ρ(x3, x2) = ρ(x0, x2)− .
Hence, x3 ∈ B(x0) and so
f (x0) ≤ f(x3)
≤ f(x2) + ω · inf
z∈B(x3)
{
µ
(
Bρ(x2,x3)(z)
)λ}
≤ f(x2) + ω · µ
(
Bρ(x0,x1)(x0)
)λ
≤ f (x1) + ω · µ
(
Bρ(x0,x1)(x0)
)λ
+ ζ,
where the penultimate inequality follows from the fact that x0 ∈ B(x3) and
ρ(x2, x3) = ρ(x0, x2) −  ≤ ρ(x0, x1) + ρ(x1, x2) −  ≤ ρ(x0, x1) as ρ(x1, x2) ≤ .
Letting ζ → 0 completes the proof of the lemma.
Proof. [Proof of Theorem 5.1] By Theorem 3.1 combined with Lemma 5.2 via a
union bound we see that with probability at least 1 − 2δ/3 the following holds
simultaneously for all i ∈ [n],∣∣∣∣min
j∈[n]
{
fˆn,k(Xj) : Xj ∈ B(Xi)
}
− f(Xi)
∣∣∣∣ ≤ ξ(n, k, δ), (5.2)
where
ξ(n, k, δ) := σ
√
2 log(12n/δ)
k
+ 3ω ·
(
2k
n
)λ
.
Now take ζ > 0 and choose x0 ∈ X with f(x0) > supz∈X {f(z)}− ζ. By Lemma 4.1 we
have µ(Bρ(x0,Xτ1(x0))
(x0)) ≤ log(3/δ)/n with probability at least 1− δ/3. By Lemma 5.4
this implies that
f(Xτ1(x0)) ≥ f(x0)− ω ·
(
log(3/δ)
n
)λ
≥ sup
z∈X
{f(z)} − ω ·
(
log(3/δ)
n
)λ
− ζ.
By the union bound we can assume that (5.2) also holds, with total probability at least
1− δ. Hence, with probability at least 1− δ we have
f(xk(n)) ≥ min
j∈[n]
{
fˆn,k(Xj) : Xj ∈ B(xk(n))
}
− ξ(n, k, δ)
≥ min
j∈[n]
{
fˆn,k(Xj) : Xj ∈ B(Xτ1(x0))
}
− ξ(n, k, δ)
≥ f(Xτ1(x0))− 2ξ(n, k, δ)
≥ sup
z∈X
{f(z)} − 2ξ(n, k, δ)− ω ·
(
log(3/δ)
n
)λ
− ζ.
Letting ζ → 0 and applying continuity of measure completes the proof of the theorem.
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6. A minimax lower bound
In this section we present a lower bound which demonstrates the optimality of the
upper bounds in Theorems 4.1 and 5.1.
Theorem 6.1. Let X = [0, 1] with ρ the Euclidean metric,  ∈ [0, 1/5], and ω, λ >
0. Given any method xˆ(n) for locating the adverserially perturbed minimum, based
upon a sample D, there exists a distribution P on X × R with f(x) = E[Y |X = x]
and satisfying Assumptions 2.1, 2.2, 2.3 and for n ∈ N,
ED
[Rf (xˆ(n))] ≥ Cω,λ · n− λ2λ+1 ,
where the expectation is taken over samples D = {(Xi, Yi)}i∈[n] with (Xi, Yi) ∼ P
i.i.d. and Cω,λ is a constant determined by ω and λ.
The proof of the theorem is based on methods from non-parametric statistics
[30] in which we introduce a pair of probability measures which are difficult to
differentiate based on the sample, but are such that no selected point can perform
well on both.
Given q ∈ N with q ≥ 5 we shall construct a pair of probability measures Pq0
and Pq1 on X × R as follows. Let ∆q := ω · (1/q)λ and define a pair of functions
gqs : [0, 1]→ [0,∞) for s ∈ {0, 1} by
gq0(x) =

∆q · q · x for x ∈
[
0, 1q
]
∆q for x ∈
[
1
q ,
1
q + 2
]
∆q · q ·
((
2
q + 2
)
− x
)
for x ∈
[
1
q + 2,
2
q + 2
]
0 for x ∈
[
2
q + 2, 1
]
.
gq1(x) =

0 for x ∈
[
0, 1q
]
∆q · q ·
(
x− 1q
)
for x ∈
[
1
q ,
2
q
]
∆q for x ∈
[
2
q ,
2
q + 2
]
∆q · q ·
((
3
q + 2
)
− x
)
for x ∈
[
2
q + 2,
3
q + 2
]
0 for x ∈
[
3
q + 2, 1
]
.
Let µ denote the Lebesgue measure restricted to X = [0, 1]. For s ∈ {0, 1} we
let µ be the marginal distribution of Pqs over X and for each x ∈ X we define the
conditional distribution of Y given X = x by Pqs[Y |X = x] = N (gqs(x), 1) i.e. a
unit variance normal distribution with mean gqs(x).
Lemma 6.1. For both s ∈ {0, 1} the distribution Pqs with f = gqs satisfies Assump-
tions 2.1, 2.2 and 2.3.
Proof. Assumption 2.1 follows from the fact that Pqs[Y |X = x] = N (gqs(x), 1)
is Gaussian. Assumption 2.2 follows from Proposition 2.1. Assumption 2.3 follows
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immediately from Proposition 2.2 (a) since X = [0, 1] with the Euclidean metric is
a convex subset of a normed vector space.
We utlised the following standard lemma.
Lemma 6.2 (Tsybakov [30]). Suppose that there are probability distributions
P˜0, P˜1 on a measurable space Z, with P˜1 absolutely continuous with respect to P˜0.
Then for any measureable function τ : Z → {0, 1} we have
P˜0[τ(Z) = 1] + P˜1[τ(Z) = 0] ≥ 1
2
· exp
(
−KL
(
P˜0, P˜1
))
.
We shall apply Lemma 6.2 with respect to the product measures (Pqs)
⊗n
for
s ∈ {0, 1} on Z = (X × R)n.
Lemma 6.3. KL
(
(Pq0)
⊗n
, (Pq1)
⊗n) ≤ 2nq · (∆q)2.
Proof. Note that gq0 and g
q
1 only differ for x ∈ [0, 2/q] and x ∈ [1/q + 2, 3/q + 2]
and ‖gq0 − gq1‖∞ = ∆q. Hence, we have
KL (Pq0,P
q
1) =
∫
KL (N (gq0(x), 1) ,N (gq1(x), 1)) dµ(x)
=
1
2
∫
(gq0(x)− gq1(x))2 dµ(x)
≤ 1
2
· 4
q
· (∆q)2.
The lemma follows since KL
(
(Pq0)
⊗n
, (Pq1)
⊗n)
= n ·KL (Pq0,Pq1).
Proof. [Proof of Theorem 6.1] To complete the proof we take q = d(2n) 12λ+1 e so
by Lemma 6.3 we have KL
(
(Pq0)
⊗n
, (Pq1)
⊗n) ≤ ω2. Suppose we have an estimator
xˆ(n) which is measurable with respect to the sample D. We consider the hypothesis
test τ : (X×R)n → {0, 1} by τ(D) = 0 if xˆ(n) ≤ 3/(2q)+ and τ(D) = 1 otherwise.
By Lemma 6.2 we have
(
Pq0
)⊗n [
xˆ(n) >
3
2q
+ 
]
+
(
Pq1
)⊗n [
xˆ(n) ≤ 3
2q
+ 
]
≥ 1
2eω
2 . (6.1)
Now it follows from the construction of gq0 that if xˆ(n) > 3/(2q) +  then
R
gq0
(xˆ(n)) ≥ ∆q/2. On the other hand, if xˆ(n) ≤ 3/(2q) +  then Rgq1 (xˆ(n)) ≥
∆q/2. Hence, by (6.1) we have
min
s∈{0,1}
{
(Pqs)
⊗n
[
Rgqs (xˆ(n))
]}
≥ ∆q
8eω2
≥ ω
23+2λeω2
· n− λ2λ+1 .
By Lemma 6.1 this completes the proof of the theorem.
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7. Discussion
We have considered the problem of robust randomised black box optimisation of a
function on an arbitrary metric space, given a data set of noisy function evaluations.
We have presented a conceptually simple method based on k-nearest neighbour
regression for finding the adverserially robust optimum, with a high probability
performance upper bound (Theorem 5.1). Moreover, we have shown that the per-
formance of our method is optimal up to logarithmic and constant factors (Theorem
6.1). Whilst the present work is theoretical in nature, our conceptually simple and
minimax optimal method displays potential for applications in hyper-parameter
tuning for complex models on large data sets.
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Appendix A. Proof of Theorem 3.1
We begin by proving several supporting lemmas. Throughout the proof we let X [n]
denote {Xi}i∈[n] and let rn,k(x) denote the distance to the k-th nearest neighbour
i.e. rn,k(x) := ρ(x,Xτk(x)). The following lemma is a consequence of the multiplica-
tive Chernoff bound [23, Theorem 4.5]. See [27, Lemma 3.2] for a proof.
Lemma Appendix A.1. Given x ∈ X , δ ∈ (0, 1) and k ∈
{d4 log(1/δ)e, · · · , bn/2c}. Then with probability at least 1 − δ we have
µ
(
Brn,k(x)(x)
) ≤ (2k)/n.
We now deduce Corollary Appendix A.1.
Corollary Appendix A.1. Given δ ∈ (0, 1) and k ∈ {d4 log(n/δ)e +
1, · · · , bn/2c}. Then with probability at least 1 − δ, we have µ (Brn,k(Xi)(Xi)) ≤
(2k)/n simultaneously for all i ∈ [n].
Proof. We begin by considering the conditional distribution over X [n−1] =
{Xi}i∈[n−1] given Xn. We apply Lemma Appendix A.1 with Xn fixed, consider-
ing {Xi}i∈[n−1] in place of {Xi}i∈[n] as follows,
PX[n−1]|Xn
[
µ
(
Brn,k(Xn)(Xn)
)
>
2k
n
]
≤ PX[n−1]|Xn
[
µ
(
Brn−1,k−1(Xn)(Xn)
)
>
2k
n
]
≤ PX[n−1]|Xn
[
µ
(
Brn−1,k−1(Xn)(Xn)
)
>
2(k − 1)
n− 1
]
≤ δ
n
.
By the law of total expectation we have
PX[n]
[
µ
(
Brn,k(Xn)(Xn)
)
>
2k
n
]
≤ δ
n
.
By symmetry the same is true with any Xi in place of Xn. Combining the above
with the union bound completes the proof of the lemma.
We also require the following consequence of Hoeffing’s inequality.
Lemma Appendix A.2. Given δ ∈ (0, 1) and k ∈ [n], the following holds simul-
taneously for all i ∈ [n], with probability at least 1− δ,∣∣∣∣∣∣fˆn,k (Xi)− 1k
∑
q∈[k]
f
(
Xτq(Xi)
)∣∣∣∣∣∣ ≤ σ
√
2 log(2n/δ)
k
.
Proof. Take t = σ
√
2 log(2n/δ)/k. For each i ∈ [n] the following holds by the
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Hoeffding bound,
PY |X[n]
∣∣∣∣∣∣fˆn,k (Xi)− 1k
∑
q∈[k]
f
(
Xτq(Xi)
)∣∣∣∣∣∣ > t

≤ PY |X[n]
∣∣∣∣∣∣ 1k
∑
q∈[k]
(Yτq(Xi) − f
(
Xτq(Xi)
)
)
∣∣∣∣∣∣ > t

≤ 2 exp
(
−k · t
2
2σ2
)
≤ δ
n
.
By the union bound over i ∈ [n], the lemma follows.
Proof. [Proof of Theorem 3.1] By Lemmas Appendix A.1, Appendix A.2 combined
with the union bound, we have both∣∣∣∣∣∣fˆn,k (Xi)− 1k
∑
q∈[k]
f
(
Xτq(Xi)
)∣∣∣∣∣∣ ≤ σ
√
2 log(4n/δ)
k
, (A.1)
and µ
(
Brn,k(Xi)(Xi)
)
≤ (2k)/n simultaneously for all i ∈ [n], with probability
at least 1 − δ. To complete the proof it suffices to observe that by Assumption 2.2,
µ
(
Brn,k(Xi)(Xi)
)
≤ (2k)/n implies that for each q ∈ [k],
∣∣∣f (Xτq(Xi))− f(Xi)∣∣∣ ≤ ω · µ(Bρ(Xi,Xτq(Xi))(Xi))λ
≤ ω · µ
(
Bρ(Xi,Xτk(Xi))
(Xi)
)λ
= ω · µ
(
Brn,k(Xi)(Xi)
)λ
≤ ω ·
(
2k
n
)λ
.
In conjunction with (A.1) this completes the proof of Theorem 3.1.
Appendix B. Technical lemma for the proof of Theorem 5.1
The following technical lemma underpins the proof of Lemma 5.1 which is required
for the proof of Theorem 5.1.
Lemma Appendix B.1. Suppose that Assumption 2.3 holds and take x0, x1 ∈ X .
Let γ : [0, 1] → X be a ρ(x0, x1)-Lipschitz continuous path and define a pair of
functions M , M : [0, 1] → [0, µ(Bρ(x∗,x1)(x∗))] by M(t) := µ(Bρ(γ(t),x1)(γ(t))) and
M(t) := µ(Bρ(γ(t),x1)(γ(t))). Then the following holds.
(1) M , M are non-increasing on [0, 1];
(2) M(t) ≤M(t) for all t ∈ [0, 1];
(3) M is right-continuous on [0, 1];
(4) M is left-continuous on [0, 1].
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Proof. We begin with two observations. Firstly, (I) Given ta, tb ∈ (0, 1) we have
ρ(γ(ta), γ(tb)) = |ta − tb| · ρ(x0, x1). Indeed, by the ρ(x0, x1)-Lipschitz property we
have ρ(γ(ta), γ(tb)) ≤ |ta − tb| · ρ(x0, x1). Now without loss of generality we may
assume ta ≤ tb and by the triangle inequality
ρ(x0, x1) ≤ ρ(x0, γ(ta)) + ρ(γ(ta), γ(tb)) + ρ(γ(tb), x1)
≤ ta · ρ(x0, x1) + ρ(γ(ta), γ(tb)) + (1− tb) · ρ(x0, x1).
Rearranging yields (I). Our second observation is that (II) {Bρ(γ(t),x1)(γ(t))}t∈[0,1]
forms a decreasing nested family i.e. given ta < tb we have Bρ(γ(tb),x1)(γ(tb)) ⊂
Bρ(γ(ta),x1)(γ(ta)). Indeed, if ρ(z, γ(tb)) < ρ(γ(tb), x1) then by observation (I) we
have
ρ(z, γ(ta)) ≤ ρ(z, γ(tb)) + ρ(γ(tb), γ(ta))
< ρ(γ(tb), x1) + ρ(γ(tb), γ(ta))
= (1− tb)ρ(x0, x1) + (tb − ta)ρ(x0, x1)
= ρ(γ(ta), x1).
Lemma Appendix B.1 (1) now follows immediately from Observation (II). Lemma
Appendix B.1 (2) is immediate from the definitions of M and M .
To prove that M is right-continuous we take t∞ ∈ [0, 1) and take a de-
creasing sequence (tq)q∈N ⊂ (t∞, 1) with limq→∞ tq = t∞. By Lemma Appendix
B.1 (1) we have M(t∞) ≥ lim supq→∞ {M(tq)}. To prove Lemma Appendix B.1
(3) we must show that M(t∞) ≤ lim infq→∞ {M(tq)}. We shall first prove the
claim that Bρ(γ(t∞),x1)(γ(t∞)) ⊆
⋃
q∈NBρ(γ(tq),x1)(γ(tq)). To prove the claim take
z ∈ Bρ(γ(t∞),x1)(γ(t∞)), so ρ(z, γ(t∞)) < ρ(γ(t∞), x1) = (1 − t∞) · ρ(x0, x1),
by observation (I). Hence, we may choose q sufficiently large that ρ(z, γ(t∞)) <
(1− 2tq + t∞) · ρ(x0, x1), so we have
ρ(z, γ(tq)) ≤ ρ(z, γ(t∞)) + ρ(γ(tq), γ(t∞))
< (1− 2tq + t∞) · ρ(x0, x1) + (tq − t∞) · ρ(x0, x1)
= (1− tq) · ρ(x0, x1) = ρ(γ(tq), x1),
and so z ∈ Bρ(γ(tq),x1)(γ(tq)). This proves the claim that Bρ(γ(t∞),x1)(γ(t∞)) ⊆⋃
q∈NBρ(γ(tq),x1)(γ(tq)). Moreover, by observation (II),
{
Bρ(γ(tq),x1)(γ(tq))
}
q∈N is
an increasing sequence of nested sets so by continuity of measure from below we
have
M(t∞) = µ
(
Bρ(γ(t∞),x1)(γ(t∞))
)
≤ µ
⋃
q∈N
Bρ(γ(tq),x1)(γ(tq))

= lim
q→∞µ
(
Bρ(γ(tq),x1)(γ(tq))
)
= lim
q→∞ {M(tq)} .
This completes the proof of Lemma Appendix B.1 (3).
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The proof of Lemma Appendix B.1 (4) is similar. Take t∞ ∈ (0, 1] and take
an increasing sequence (tq)q∈N ⊂ (0, t∞) with limq→∞ tq = t∞. By Lemma Ap-
pendix B.1 (1) we have M(t∞) ≤ lim infq→∞ {M(tq)}. To prove Lemma Ap-
pendix B.1 (4) we must show that M(t∞) ≥ lim supq→∞ {M(tq)}. We first
prove the claim that
⋂
q∈NBρ(γ(tq),x1)(γ(tq)) ⊂ Bρ(γ(t∞),x1)(γ(t∞)). Indeed, given
z ∈ ⋂q∈NBρ(γ(tq),x1)(γ(tq)) for each q ∈ N we have
ρ(z, γ(t∞)) ≤ ρ(z, γ(tq)) + ρ(γ(tq), γ(t∞))
< ρ(γ(tq), x1) + ρ(γ(tq), γ(t∞))
= ((1− tq) + (t∞ − tq)) ρ(x0, x1)
= ρ(γ(t∞), x1) + 2(t∞ − tq) · ρ(x0, x1).
Letting q →∞ we deduce that z ∈ Bρ(γ(t∞),x1)(γ(t∞)). This completes the proof of
the claim. Hence, by continuity of measure from above combined with observation
(1) we have
M(t∞) = µ
(
Bρ(γ(t∞),x1)(γ(t∞))
)
≥ µ
⋂
q∈N
Bρ(γ(tq),x1)(γ(tq))

= lim
q→∞µ
(
Bρ(γ(tq),x1)(γ(tq))
)
= lim
q→∞
{
M(tq)
}
.
This completes the proof of Lemma Appendix B.1 (4).
Appendix C. Proof of Proposition 2.1
Proof. [Proof of Proposition 2.1] Take any  > 0 and choose x0, x1 ∈ X . First
suppose ρ(x0, x1) < 1. Then for any z ∈ X we have µ
(
Bρ(x0,x1)(z)
) ≥ cd ·ρ(x0, x1)d
and so
|f(x0)− f(x1)| ≤ Cα · ρ(x0, x1)α ≤ Cα · c−α/dd · µ
(
Bρ(x0,x1)(z)
)α/d
.
On the other hand, if ρ(x0, x1) ≥ 1 then we have µ
(
Bρ(x0,x1)(z)
) ≥ µ (B1(z)) ≥ cd
and f(x0), f(x1) ∈ [0, 1] so
|f(x0)− f(x1)| ≤ 1 ≤ c−α/dd · µ
(
Bρ(x0,x1)(z)
)α/d
.
By considering these two cases, this completes the proof of the proposition.
