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a b s t r a c t
In this work, we apply the mixed-bond spin-1/2 Ising model to study the magnetic properties of Fe–Mn
alloys in the α phase by employing the effective ﬁeld theory (EFT). Here, we suggest a new approach to
the ferromagnetic coupling between nearest neighbours Fe–Fe that depends on the ratio between the
Mn–Mn coupling and the Fe–Mn coupling and of second power of the Mn concentration q in contrast to
linear dependence considered in the other articles. Also, we propose a new probability distribution for
binary alloys with mixed-bonds based on the distribution for ternary alloys and we obtain a very good
agreement for all considered values of q in T–q plane, in particular for q40:11.
& 2014 Elsevier B.V. All rights reserved.
1. Introduction
The effect of diluting a magnetic system by replacing some of
the magnetic atoms with nonmagnetic atoms has attracted the
attention of many researchers and over recent years the theore-
tical and experimental studies of randomly diluted magnetic
systems have contributed to a signiﬁcant and expressive group
of works (see Refs. [1–7] and references therein for more details).
In particular, these studies are motivated by a series of theoretical
problems associated with disordered magnetic systems. In this
context, several analytical and computational approaches have
been developed in order to treat such systems [8–10] and various
approximations within the real-space renormalization group
method have been developed to study the critical behaviour of
pure and random diluted spin systems [11–15]. Mean-ﬁeld renor-
malization group (MFRG) method [12] is the simplest scheme for
constructing a regular renormalization group mapping by using
closed-form classical equations for the order parameter of the
system. However, MFRG has been applied to a variety of systems
with discrete and continuous degrees of freedom for the study of
cooperative phenomena and phase transitions [11,16].
In this work, we consider the Effective-Field Theory (EFT)
developed by Honmura and Kaneyoshi [17], which has been
applied to a great variety of disordered magnetic systems [18].
Based on the identities of Callen and Suzuki [19,20] the EFT
technique has been applied to the study of critical phenomena in
classical and quantum spin models which display ﬁrst and second-
order phase transitions as well tricritical points in the phase
diagram and has provided useful qualitative and quantitative
insights into the critical behaviour of these systems with relative
success [15,18,21–23]. These results have been obtained by treat-
ing the effects of the surrounding spins of each cluster through a
convenient differential operator expansion technique introduced
in the literature by Honmura and Kaneyoshi [17,24] taking all
relevant self-spin correlations into account and including the
contribution of the set of spins. EFT provides a hierarchy of
approximations to obtain thermodynamic properties of magnetic
models. One can continue these series of approximations and
consider larger and larger clusters and as a consequence better
results are obtained. The exact solution would be obtained by
considering an inﬁnite cluster. However, by using relatively small
clusters that contain the topology of the lattice, one can obtain a
reasonable description of thermodynamic properties [15,22].
The Fe–Mn alloys in the α phase (α-Fe–Mn) have a bcc lattice
structure [7,25–28] which is observed up to about 20 at% Mn.
When the Mn concentration q increases, the magnetization
linearly decreases up to qo0:11. The average hyperﬁne ﬁeld
decreases linearly with Mn concentration q up to 20 at% Mn
[25,26]. The magnetic properties of the Fe–Mn alloys have been
studied extensively by means of Mössbauer effect, nuclear mag-
netic resonance, magnetization and other experimental techni-
ques [25,26,29]. Interesting properties of this alloys emerge from
other structural phases such as γ-Fe–Mn (fcc structure) and, in this
phase, the Fe–Mn alloys presents antiferromagnetic and glassy
behaviour [28,29]. Theoretic and experimental studies shows that
the magnetic ground state strongly depends on the lattice
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parameter and this is a function of the Mn concentration (See ref.
[28, and references therein]).
In Peña Lara et al. [30] the probability distribution for exchange
interaction Jij depends on the bonds J1 ferromagnetic Fe–Fe atoms,
γ J1 and λ J1 bonds antiferromagnetic for Mn–Mn and Fe–Mn,
respectively. On the other hand, γ ¼ jJMnMnj=jJFeFej and λ¼ jJFeMnj=
jJFeFej have been used in the literature by Paduani et al. [25]
with γ¼0.05 and λ¼0.03 [3,30]. More recently, different prob-
ability distributions for Fe–Mn–Al and Fe–Ni–Mn alloys have been
considered [3,30–32] due to the asymmetric nature of these alloys.
Since the probability distribution for the exchange interactions in
the Fe–Mn is asymmetric we assume that the distribution is
analogous to the ternary alloys with some subtle differences (for
example, the 2pq term for binary alloys where p and q are both the
Fe and Mn concentration, respectively. See Ref. [3,30] for more
details) and we use it for the present work. Here, we consider the
technique generally used to describe disordered magnetic materi-
als, namely, the diluting picture, and we studied the phase
diagram in the T–q plane for Fe–Mn alloys. On the other hand,
we also propose a new probability distribution for binary alloys
based on the distribution for ternary alloys.
The outline of the remainder of this paper is as follows: the
model and formalism are described brieﬂy in Section 2, the results
and discussion are presented in Section 3 and conclusions are
presented in Section 4.
2. Model and formalism
We consider a mixed-bond spin-1/2 Ising model on a bcc
lattice. The Hamiltonian of the system is given by
H¼ ∑
〈i;j〉
JijS
z
i S
z
j ; ð1Þ
where the summation is performed over all pairs of the nearest-
neighbors sites 〈i; j〉 and the quantities Siz are isotropically inter-
acting classical spins localized on the sites i ðSzi ¼ 71Þ.
By employing the EFT with differential operator technique on a
cluster comprising just a single selected spin labelled S1z and the
neighboring spins with which it directly interacts. The average
magnetization per spin is given by
〈Sz1〉¼ ∏
j
eK1jS
z
j Dx
* +
f ðxÞjx ¼ 0;
where Dx  ∂=∂x, K1j  β J1j, β 1=kBT and f ðxÞ ¼ tanhðxÞ.
By employing the van der Waerden identity for spin S ¼ 1/2
[33], one gets
〈Sz1〉¼ ∏
Z
j
½coshðK1jDxÞþSzj sinhðK1jDxÞ
* +
f ðxÞ

x ¼ 0
; ð2Þ
where Z is the coordination number (Z¼8 for bcc lattice). In the
vicinity of the second-order phase transition, mzC0. Then per-
forming the conﬁgurational average at the Eq. (2) (here, denoted
by mz ¼ 〈〈Sz1〉〉c) and by expanding up to ﬁrst order in this
parameter, we obtain
mz ¼ A1ðq;K1ÞmzþOðm3z Þ;
with K1  βJ1. A1ðq; K1Þ can be calculated by applying the relation
[34]
2 sinhða DxÞf ðxÞ ¼ f ðxþaÞ f ðxaÞ;
where A1 is a very long function of q and K after performing
conﬁguration averaging and we do not believe it to be necessary to
put here.
In this work, we are interested in the phase boundary of the
model under consideration. Then we focus our attention in the
second-order transition line, where only the Ising case is studied
[24,34]. Since the magnetization mz goes to zero continuously,
a second-order transition line is given by the following equation:
A1ðq;K1Þ ¼ 1: ð3Þ
In next section, we present some important results and
remarks for the present work.
3. Remarks and discussion
In order to study the T–q phase diagram of disordered Fe–Mn
alloys on a bcc lattice, we follow the same procedure of the Ref.
[35]. Whereas the introduction of Mn atoms on alloy produces a
variation in the exchange interaction, then we suggest ferromag-
netic J1 that obeys the following probability distribution:
PðJ1Þ ¼ ð1qÞδðJ1 Jþ Þþq δðJ1 J Þ; ð4Þ
with
J7 ðqÞ ¼ J0  17
γ
λ
ðqþq2Þ
 
; ð5Þ
where J0 ¼ 12:8 meV is the ferromagnetic coupling for pure iron
(see [25,36]) and γ=λ¼ jJMnMnj=jJFeMnj  1:67. This result indicates
that the Mn–Mn antiferromagnetic coupling is greater than the
Fe–Mn coupling and has a signiﬁcant inﬂuence with the experi-
mental results according to the spin-1/2 Ising model. Therefore,
we suggest that the functional dependence of the coupling J7 on
Mn concentration q has the same behavior of exchange interaction
as in iron–nickel alloys [37–39]. On the other hand, the lattice
parameter, rðqÞ, for the Fe–Mn alloys remains approximately
constant for qr0:11 and increases linearly up to q ¼ 0.2. This
change of rðqÞ implies a variation in the exchange interaction J1
suggesting a reduction as function of q as the atom concentration
of Mn increases above q¼0.11. In other words, J7 grows to low
values of q concentrations of Mn atoms and decreases for
0:11oqo0:2.
At this point, we consider a numerical treatment which can be
done without great effort to obtain the phase diagram by using Eq.
(3), J1 deﬁned by Eq. (5) and the experimental data [25,26,29,40].
Fig. 1 shows the phase diagram T–q for 0rqr0:2 obtained by the
recurrence relationship (3). We observe that there is excellent
agreement between the experimental data and our theoretical ﬁt
for the range considered. Such result shows that our assumptions
are consistent. Parameters γ and λ are important in the present
Fig. 1. Phase diagram in the T–q plane. a) is a ﬁt as described in the present work.
d) represents the Eq. (3) with γ¼λ and c) line γ{λ (γ/λ¼0.01) for spin-1/2 Ising
model, respectively. b) solid circles are the experimental data, Refs. [25,26,29,40].
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work and are highlighted in Fig. 1 at the same time as we realize
that when γ{λ and γ¼λ the critical temperature decreases
linearly and quasi-linearly, respectively. On the other hand, for
spin-1/2 Ising model there is a smooth decrease dTc=dq when
γ=λ 1:67. This result is in agreement with the phenomenological
predictions cited in Refs. [6,36,41], in particular for qo0:2 indicat-
ing that strong ferromagnetic coupling J1 inﬂuences the sponta-
neous magnetization of the Fe–Mn alloys.
4. Conclusions
The purpose of this study was to investigate the phase diagram
in the T–q plane of the diluted spin-1/2 Ising model on a bcc lattice
within the framework of the EFT based on a probability distribu-
tion technique that accounts for the self-spin correlations.
We observe that our results are qualitatively and quantitatively
consistent with the experimental data for all considered concen-
tration range of Mn atoms even when employing the simplest
version on a cluster comprising just a single selected spin, in
contrast to other approaches contained in the literature carried out
using only the linear dependence of the exchange constant as a
function of Mn atoms [25,26,29]. Therefore, the applicability of the
one-spin cluster EFT scheme for mixed-bond spin-1/2 Ising model
adequately describes the behaviour of the phase diagram in the
T–q plane for Fe–Mn in the α phase with simple approach and
good agreement between theory and experimental data.
In synthesis, our result leads to a more transparent physical
picture of the problem as compared with others presented in the
literature based on the mean ﬁeld theory.
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