We suggest a possible approach to proving the Mézard-Parisi formula for the free energy in the diluted spin glass models, such as diluted K-spin or random K-sat model at any positive temperature. In the main contribution of the paper, we show that a certain small modification of the Hamiltonian in any of these models forces all finite-RSB asymptotic Gibbs measures in the sense of the overlaps to satisfy the Mézard-Parisi ansatz for the distribution of spins. Unfortunately, what is still missing is a description of the general full-RSB asymptotic Gibbs measures. If one could show that the general case can be approximated by finite-RSB case in the right sense then one could a posteriori remove the small modification of the Hamiltonian to recover the Mézard-Parisi formula for the original model.
Introduction
This paper continues to develop the line of ideas in [18, 19, 6, 20] , which are all motivated by the Mézard-Parisi formula for the free energy in the diluted spin glass models originating in [13] . This formula is closely related to the original Parisi formula [21, 22] for the free energy in the Sherrington-Kirkpatrick model [24] , but at the same time it is more complicated, because it involves a more complicated functional order parameter that encodes some very special structure of the distribution of all spins (or all multi-overlaps) rather than the distribution of the overlaps.
An important progress was made by Franz and Leone in [8] , who showed that the Mézard-Parisi formula gives an upper bound on the free energy (see also [14] ). The technical details of their work are very different but, clearly, inspired by the analogous earlier result of Guerra [10] for the Sherrington-Kirkpatrick model, which lead the to the first proof of the Parisi formula by Talagrand in [25] . Another proof of the Parisi formula was given later in [16] , based on the ultrametricity property for the overlaps proved in [15] using the Ghirlanda-Guerra identities [9] (the general idea that stability properties, such as the Aizenman-Contucci stochastic stability [1] or the GhirlandaGuerra identities, could imply ultrametricity is due to Arguin and Aizenman, [4] ). The proof there combined the cavity method in the form of the Aizenman-Sims-Starr representation [2] with the description of the asymptotic structure of the overlap distribution that follows from ultrametricity and the Ghirlanda-Guerra identities [9] .
The Mézard-Parisi ansatz in the diluted models builds upon the ultrametric Parisi ansatz in the SK model, so it is very convenient that ultrametricity for the overlaps can be obtained just as easily in the diluted models as in the SK model, simply because the Ghirlanda-Guerra identities can be proved in these models in exactly the same way, by using a small perturbation of the Hamiltonian of the mixed p-spin type. However, as we mention above, the Mézard-Parisi ansatz describes the structure of the Gibbs measure in these models in much more detail, as we shall see below.
Some progress toward explaining the features of this ansatz beyond ultrametricity was made in [19, 6] , where the so-called hierarchical exchangeability of the pure states and the corresponding Aldous-Hoover representation were proved. This representation looks very similar to what one expects in the Mézard-Parisi ansatz, but lacks some additional symmetry. One example where this additional symmetry can be proved rigorously was given in [20] for the 1-RSB asymptotic Gibbs measures in the diluted K-spin model, where it was obtained as a consequence of the cavity equations for spin distributions developed rigorously in [18] . The main contribution of this paper is to show how this result can be extended to all finite-RSB asymptotic Gibbs measures for all diluted models. Namely, we will show that one can slightly modify the Hamiltonian in such a way that all finite-RSB asymptotic Gibbs measures satisfy the Mézard-Parisi ansatz as a consequence of the Ghirlanda-Guerra identities and the cavity equations.
Main results
Before we can state our main results, we will need to introduce necessary notations and definitions, as well as review a number of previous results.
Let K ≥ 1 be an integer fixed throughout the paper. A random clause with K variables will be a random function θ (σ 1 , . . . , σ K ) on {−1, +1} K symmetric in its coordinates. The main examples we have in mind are the following.
Example 1.
(K-spin model) Given an inverse temperature parameter β > 0, the random function θ is given by θ (σ 1 , . . . , σ K ) = β gσ 1 
where g is a random variable, typically, standard Gaussian or Rademacher. ⊓ ⊔ Example 2. (K-sat model) Given an inverse temperature parameter β > 0, the random function θ is given by
where (J j ) j≥1 are i.i.d. Bernoulli random variables with P(J j = ±1) = 1/2. ⊓ ⊔
We will denote by θ I independent copies of the function θ for various multi-indices I. Given a parameter λ > 0, called connectivity parameter, the Hamiltonian of a diluted model is defined by
where π(λ N) is a Poisson random variable with the mean λ N, and the coordinate indices i j,k are independent for different pairs ( j, k) and are chosen uniformly from {1, . . . , N}. The main goal for us would be to compute the limit of the free energy
as N goes to infinity. The formula for this limit originates in the work of Mézard and Parisi in [13] . To state how the formula looks like, we need to recall several definitions that will be used throughout the paper.
Ruelle probability cascades (RPC, [23]).
Given r ≥ 1, consider an infinitary rooted tree of depth r with the vertex set
where N 0 = { * }, * is the root of the tree and each vertex α = (n 1 , . . . , n p ) ∈ N p for p ≤ r − 1 has children αn := (n 1 , . . . , n p , n) ∈ N p+1 for all n ∈ N. Each vertex α is connected to the root * by the path * → n 1 → (n 1 , n 2 ) → · · · → (n 1 , . . . , n p ) = α.
We will denote the set of vertices in this path by p(α) = * , n 1 , (n 1 , n 2 ), . . . , (n 1 , . . . , n p ) .
We will denote by |α| the distance of α from the root, i.e. p when α = (n 1 , . . . , n p ). We will write α β if β ∈ p(α) and α ≻ β if, in addition, α = β , in which case we will say that α is a descendant of β , and β is an ancestor of α. Notice that β ∈ p(α) if and only if * β α. The set of leaves N r of A will sometimes be denoted by L (A ). For any α, β ∈ A , let α ∧ β := |p(α) ∩ p(β )| − 1 (5) be the number of common vertices (not counting the root * ) in the paths from the root to the vertices α and β . In other words, α ∧ β is the distance of the lowest common ancestor of α and β from the root.
Let us consider parameters 0 = ζ −1 < ζ 0 < . . . < ζ r−1 < ζ r = 1 (6) that will appear later in the c.d.f. of the overlap in the case when it takes finitely many values (see (55) below), which is the usual functional order parameter in the Parisi ansatz. For each α ∈ A \ N r , let Π α be a Poisson process on (0, ∞) with the mean measure
with p = |α|, and we assume that these processes are independent for all α. Let us arrange all the points in Π α in the decreasing order,
and enumerate them using the children (αn) n≥1 of the vertex α. Given a vertex α ∈ A \ { * } and the path p(α) in (4), we define
and for the leaf vertices α ∈ L (A ) = N r we define
These are the weights of the Ruelle probability cascades. For other vertices α ∈ A \ L (A ) we define
This definition obviously implies that v α = ∑ n≥1 v αn when |α| < r. Let us now rearrange the vertex labels so that the weights indexed by children will be decreasing. For each α ∈ A \ N r , let π α : N → N be a bijection such that the sequence (v απ α (n) ) n≥1 is decreasing. Using these local rearrangements we define a global bijection π : A → A in a natural way, as follows. We let π( * ) = * and then define π(αn) = π(α)π π(α) (n) (11) recursively from the root to the leaves of the tree. Finally, we define
The weights (9) of the RPC will be accompanied by random fields indexed by N r and generated along the tree A as follows. h α = h (ω β ) β ∈p(α)\{ * } = h ω n 1 , ω n 1 n 2 , . . ., ω n 1 ...n r .
Hierarchical random fields. Let (ω α
Note that, especially, in subscripts or superscripts we will write n 1 . . . n r instead of (n 1 , . . ., n r ). We will also denote by (ω I α ) α∈A and 
copies of the above arrays that will be independent for all different multi-indices I. The function h above is the second, and more complex, functional order parameter that encodes the distribution of spins inside the pure states in the Mézard-Parisi ansatz, as we shall see below. This way of generating the array (h α ) using a function h :
is very redundant in a sense that there are many choices of the function h that will produce the same array in distribution. However, if one prefers, there is a non-redundant (unique) way to encode an array of this type by a recursive tower of distributions on the set of distributions that is more common in physics literature.
Extension of the definition of clause. Let us extend the definition of function θ on {−1, +1} K to [−1, +1] K as follows. Often we will need to average exp θ (σ 1 , . . . , σ K ) over σ j ∈ {−1, +1} (or some subset of them) independently of each other, with some weights. If we know that the average of σ j is equal to x j ∈ [−1, +1] then the corresponding measure is given by
We would like to denote the average of exp θ again by exp θ , which results in the definition
Here is how this general definition would look like in the above two examples. In the first example of the K-spin model, using that σ 1 · · · σ K ∈ {−1, +1}, we can write
and, clearly, after averaging,
In the second example of the K-sat model, using that ∏ j≤K (1 + J j σ j )/2 ∈ {0, 1}, we can write
and after averaging, exp θ (x 1 , . . .,
The Mézard-Parisi formula. Let π(λ K) and π(λ (K − 1)) be Poisson random variables with the means λ K and λ (K − 1) correspondingly and consider
for ε ∈ {−1, +1} and
Let Av denote the average over ε = ±1 and consider the following functional
that depends on r, the parameters (6) and the choice of the functions h in (13) . Then the Mézard-Parisi ansatz predicts that
at least in the above two examples of the K-spin and K-sat models. We will see below that all the parameters have a natural interpretation in terms of the structure of the Gibbs measure.
Franz-Leone upper bound. As we mentioned in the introduction, it was proved in [8] that
for all N, in the K-spin and K-sat models for even K. Their proof was rewritten in a slightly different language in [14] to make it technically simpler, and it was observed by Talagrand in [26] that the proof actually works for all K ≥ 1 in the K-sat model.
As a natural starting point for proving matching lower bound, a strengthened analogue of the Aizenman-Sims-Starr representation [2] for diluted models was obtained in [18] in the language of the so called asymptotic Gibbs measures. We will state this representation in Theorem 1 below for a slightly modified Hamiltonian, while also ensuring that the asymptotic Gibbs measures satisfy the Ghirlanda-Guerra identities. To state this theorem, we need to recall a few more definitions.
Asymptotic Gibbs measures.
The Gibbs (probability) measure corresponding to a Hamiltonian H N (σ ) on {−1, +1} N is defined by
where the normalizing factor Z N = ∑ σ exp H N (σ ) is called the partition function. To define the notion of the asymptotic Gibbs measure, we will assume that the distribution of the process (H N (σ )) σ ∈{−1,+1} N is invariant under the permutations of the coordinates of σ -this property is called symmetry between sites, and it clearly holds in all the models we consider.
Let (σ ℓ ) ℓ≥1 be an i.i.d. sequence of replicas from the Gibbs measure G N and let µ N be the joint distribution of the array (σ ℓ i ) 1≤i≤N,ℓ≥1 of all spins for all replicas under the average product Gibbs measure EG
for any n ≥ 1 and any a ℓ i ∈ {−1, +1}. We extend µ N to a distribution on {−1, +1} N×N simply by setting σ ℓ i = 1 for i ≥ N + 1. Let M denote the set of all possible limits of (µ N ) over subsequences with respect to the weak convergence of measures on the compact product space {−1, +1} N×N .
Because of the symmetry between sites, all measures in M inherit from µ N the invariance under the permutation of both spin and replica indices i and ℓ. By the Aldous-Hoover representation [3] , [11] for such distributions, for any µ ∈ M , there exists a measurable function s : [0, 1] 4 → {−1, +1} such that µ is the distribution of the array
where the random variables w,
The function s is defined uniquely for a given µ ∈ M up to measure-preserving transformations (Theorem 2.1 in [12] ), so we can identify the distribution µ of array (s ℓ i ) with s. Since s takes values in {−1, +1}, the distribution µ can be encoded by the function
where E x is the expectation in x only. The last coordinate x i,ℓ in (23) is independent for all pairs (i, ℓ), so it plays the role of 'flipping a coin' with the expected value s(w, u ℓ , v i ). Therefore, given the function (24), we can redefine s by
without affecting the distribution of the array (s ℓ i ). We can also view the function s in (24) in a more geometric way as a random measure on the space of functions, as follows. Let du and dv denote the Lebesgue measure on [0, 1] and let us define a (random) probability measure
on the space of functions of v ∈ [0, 1], (i) generate the Gibbs measure G = G w using the uniform random variable w;
(ii) consider i.i.d. sequence s ℓ = s(w, u ℓ , ·) of replicas from G, which are functions in H;
(iv) finally, use this array to generate spins as in (25) .
For a different approach to this definition via exchangeable random measures see also [5] . From now on, we will keep the dependence of the random measure G on w implicit, denote i.i.d. replicas from G by (s ℓ ) ℓ≥1 , which are now functions on [0, 1], and denote the sequence of spins (25) corresponding to the replica s ℓ by
Because of the geometric nature of the asymptotic Gibbs measures G as measures on the subset of L 2 ([0, 1], dv), the distance and scalar product between replicas play a crucial role in the description of the structure of G. We will denote the scalar product between replicas s ℓ and s ℓ ′ by R ℓ,ℓ ′ = s ℓ · s ℓ ′ , which is more commonly called the overlap of s ℓ and s ℓ ′ . Let us notice that the overlap R ℓ,ℓ ′ is a function of spin sequence (28) generated by s ℓ and s ℓ ′ since, by the strong law of large numbers,
almost surely.
The Ghirlanda-Guerra identities. Given n ≥ 1 and replicas s 1 , . . ., s n , we will denote the array of spins (28) corresponding to these replicas by
We will denote by · the average over replicas s ℓ with respect to G ⊗∞ . In the interpretation of the step (ii) above, this is the same as averaging over (u ℓ ) ℓ≥1 in the sequence (s(w, u ℓ , ·)) ℓ≥1 . Let us denote by E the expectation with respect to random variables w, (v i ) and x i,ℓ .
We will say that the measure G on H satisfies the Ghirlanda-Guerra identities if for any n ≥ 2, any bounded measurable function f of the spins S n in (30) and any bounded measurable function ψ of one overlap,
Another way to express the Ghirlanda-Guerra identities is to say that, conditionally on S n , the law of R 1,n+1 is given by the mixture
where ζ denotes the distribution of R 1,2 under the measure EG ⊗2 ,
The identities (31) are usually proved for the function f of the overlaps (R ℓ,ℓ ′ ) ℓ,ℓ ′ ≤n instead of S n , but exactly the same proof yields (31) as well (see e.g. Section 3.2 in [17] ). It is well known that these identities arise from the Gaussian integration by parts of a certain Gaussian perturbation Hamiltonian against the test function f , and one is free to choose this function to depend on all spins and not only overlaps.
Modification of the model Hamiltonian. Next, we will describe a crucial new ingredient that will help us classify all finite-RSB asymptotic Gibbs measures. Let us consider a sequence (g d ) d≥1 of independent Gaussian random variables satisfying
where ε pert is a fixed small parameter, and consider the following random clauses of d variables,
We will denote by g d I and θ d I independent copies over different multi-indices I. We will define a perturbation Hamiltonian by
where π d (N) are Poisson random variables with the mean N independent over d ≥ 2 and i I are chosen uniformly from {1, . . ., N} independently for different indices I. Notice that, because of (34), this Hamiltonian is well defined. We will now work with the new Hamiltonian given by
Notice that the second term H pert N is of the same order as the model Hamiltonian, but its size is controlled by the parameter ε pert . For example, if we consider the free energy
corresponding to this modified Hamiltonian, letting ε pert go to zero will give the free energy of the original model.
Finally, as in (15), let us extend the definition of θ d by
The cavity equations for the modified Hamiltonian. Let us now recall the cavity equations for the distribution of spins proved in [18] . These equations will be slightly modified here to take into account that the perturbation Hamiltonian H pert N (σ ) will now also contribute to the cavity fields. We will need to pick various sets of different spin coordinates in the array (s ℓ i ) in (23) , and it is inconvenient to enumerate them using one index i ≥ 1. Instead, we will use multi-indices I = (i 1 , . . ., i n ) for n ≥ 1 and i 1 , . . . , i n ≥ 1 and consider
where all the coordinates are uniform on [0, 1] and independent over different sets of indices. Similarly, we will denote s
For convenience, below we will separate averaging over different replicas ℓ, so when we average over one replica we will drop the superscript ℓ and simply write
Now, take arbitrary integers n, m, q ≥ 1 such that n ≤ m. The index q will represent the number of replicas selected, m will be the total number of spin coordinates and n will be the number of cavity coordinates. For each replica index ℓ ≤ q we consider an arbitrary subset of coordinates C ℓ ⊆ {1, . . ., m} and split them into cavity and non-cavity coordinates,
The following quantities represent the ith coordinate cavity field of the modified Hamiltonian (36) in the thermodynamic limit,
where π i (d) and π i (λ K) are Poisson random variables with the mean d and λ K, independent of each other and independent over d ≥ 2 and i ≥ 1. Compared to [18] , now we have additional terms in the second line in (43) coming from the perturbation Hamiltonian (35). Next, let us denote
where Av denotes the uniform average over ε = ±1. Recall that · denotes the average with respect to the asymptotic Gibbs measure G. Define
Then we will say that an asymptotic Gibbs measure G satisfies the cavity equations if
for all choice of n, m, q and sets
The Aizenman-Sims-Starr type lower bound. Consider a random measure G on H in (27) and let s I be generated by a replica s from this measure as in (41). From now on we will denote by π(c) a Poisson random variable with the mean c and we will assume that different appearances of these in the same equation are independent of each other and all other random variables. This means that if we write π(a) and π(b), we assume them to be independent even if a happens to be equal to b. Consider
Again, compared to [18] , we have additional terms in the second line in (47) and (48) coming from the perturbation Hamiltonian (35). Consider the following functional
The following is a slight modification of the (lower bound part of the) main result in [18] in the setting of the diluted models.
Theorem 1 The lower limit of the free energy in (37) satisfies
where the infimum is taken over random measures G on H that satisfy the and the cavity equations (46).
We will call the measures G that appear in this theorem asymptotic Gibbs measures, because that is exactly how they arise in [18] . The main difference from [18] is that we also include the requirement that the measures G satisfy the Ghirlanda-Guerra identities in addition to the cavity equations. This can be ensured in exactly the same way as in the Sherrington-Kirkpatrick model by way of another small perturbation of the Hamiltonian (see e.g. [19] , where this was explained for the K-sat model). We are not going to prove Theorem 1 in this paper, because it does not require any new ideas which are not already explained in [18, 19, 20] , and the main reason we stated it here is to provide the motivation for our main result below. Of course, the proof involves some technical modifications to take into account the presence of the new perturbation term (35), but these are not difficult.
Instead, we will focus on the main new idea and the main new contribution of the paper, which is describing the structure of measures G that satisfy the Ghirlanda-Guerra identities and the cavity equations in the case when the overlap R 1,2 = s · s ′ of any two points s and s ′ in the support of G takes finitely many, say, r + 1 values,
for any r ≥ 1 -the so called r-step replica symmetry breaking (or r-RSB) case. To state the main result, let us first recall several known consequences of the Ghirlanda-Guerra identities.
Consequences of the Ghirlanda-Guerra identities. By Talagrand's positivity principle (see [26, 17] ), if the Ghirlanda-Guerra identities hold then the overlap can take only non-negative values, so the fact that the values in (51) are between 0 and 1 is not a constraint. Another consequence of the Ghirlanda-Guerra identities (Theorem 2.15 in [17] ) is that with probability one the random measure G is concentrated on the sphere on radius √ q r , i.e. G( s 2 = q r ) = 1. Since we assume that the overlap takes finitely many values, G is also purely atomic. Finally (see [15] or Theorem 2.14 in [17] ), with probability one the support of G is ultrametric,
By ultrametricity, for any q p , the relation defined by
is an equivalence relation on the support of G. We will call these ∼ q equivalence clusters simply q-clusters. Let us now enumerate all the q p -clusters defined by (52) according to Gibbs' weights as follows. Let H * be the entire support of G so that V * = G(H * ) = 1. Next, the support is split into q 1 -clusters (H n ) n≥1 , which are then enumerated in the decreasing order of their weights V n = G(H n ),
We then continue recursively over p ≤ r − 1 and enumerate the q p+1 -subclusters (H αn ) n≥1 of a cluster H α for α ∈ N p in the non-increasing order of their weights
Thus, all these clusters were enumerated (V α ) α∈A by the vertices of the tree A in (3). It is not a coincidence that we used the same notation as in (12) . It is another well-known consequence of the Ghirlanda-Guerra identities that the distribution of these weights coincides with the reordering of the weights of the Ruelle probability cascades as in (12) with the parameters (6) given by
for p = 0, . . . , r. The q r -clusters are the points of the support of G -these are called pure states.
They were enumerated by α ∈ N r and, if we denote them by s α ,
Recall that we generate the array s ℓ i (or s ℓ I for general index I) by first sampling replicas s ℓ from the measure G (which are functions on [0, 1]) and then plugging in i.i.d. uniform random variables v i , i.e. s ℓ i = s ℓ (v i ). In the discrete setting (56), this is equivalent to sampling α according to the weights V α and then plugging in v i into s α , i.e. s α (v i ). Therefore, in order to describe the distribution of the array (s ℓ (v i )) i,ℓ≥1 it is sufficient to describe the joint distribution of the arrays
In addition to the fact that (V α ) corresponds to some reordering of weights of the Ruelle probability cascades, it was proved in [6, 19] that if the measure G satisfies the Ghirlanda-Guerra identities then (see Theorem 1 and equation (36) and (37) in [19] ):
(ii) there exists a function h :
where, as above, ω α and
The Mézard-Parisi ansatz predicts that in the equation (57) one can replace the function h by a function that does not depend on the coordinates (ω β ) β ∈p(α) , which would produce exactly the same fields as in (14) . We will show that this essentially holds for finite-RSB asymptotic Gibbs measures.
Consequence of the cavity equations.
The main result of the paper is the following.
Theorem 2 If a random measures G on H in (27) satisfies the Ghirlanda-Guerra identities (31) and the cavity equations (46) and the overlap takes r + 1 values in (51) then there exists a function
where ω * and
In other words, the cavity equations (46) allow us to simplify (57) and to get rid of the dependence on the coordinates ω β for β ∈ A \ { * }. Notice that, compared to the Mézard-Parisi ansatz, we still have the dependence on ω * in (58). However, from the point of view of computing the free energy this is not an issue at all, because the average in ω * is on the outside of the logarithm in (49) and when we minimize over G in (50), we can replace the average over ω * by the infimum. Of course, the infimum over G in (50) could involve measures that are not of finite-RSB type, and this is the main obstacle to finish the proof of the Mézard-Parisi formula, if this approach can be made to work.
If one could replace the infimum in (50) over measures G that satisfy the finite-RSB condition in (51) (in addition to the cavity equations and the Ghirlanda-Guerra identities) then, using Theorem 2 and replacing the average over ω * by the infimum, we get the lower bound that essentially matches the Franz-Leone upper bound, except that now we have additional terms in the second line in (47) and (48) compared to (16) and (17) coming from the perturbation Hamiltonian (35). However, these terms are controlled by ε pert in (34) and, letting it go to zero, one could remove the dependence of the lower bound on these terms and match the Franz-Leone upper bound.
General idea of the proof
The main goal of this paper is to show that the function h that generates the array s α i in (57),
can be replaced by a function that does not depend on the coordinates ω β for * ≺ β α. We will show this by induction, removing one coordinate at a time from the leaf α up to the root * . Our induction assumption will be the following: for p ∈ {0, . . ., r − 1}, suppose that, instead of (57), the array s α i for i ≥ 1, α ∈ N r , is generated by
for some function h that does not depend on the coordinates ω β for |β | ≥ p + 2. Notice that this holds for p = r − 1, and we would like to show that one can replace h by h ′ that also does not depend on ω β for |β | = p + 1, without affecting the distribution of the array s α i . Often, we will work with a subtree of A that 'grows out' of a vertex at the distance p or p + 1 from the root, which means that all paths from the root to the vertices in that subtree pass through this vertex. In that case, for certainty, we will fix the vertex to be 
Theorem 3 Under the assumption (59), for any k ≥ 1 and any
Here i ≥ 1 is arbitrary but fixed and α 1 , . . ., α k need not be different, so the quantities
represent all possible joint moments with respect to (ω i β ) [p+1] β of the random variables s α i for [p + 1] α ∈ N r . It will take us the rest of the paper to prove this result, and right now we will only explain why it completes the induction step.
The reason is identical to the situation of an exchangeable sequence X n = h(ω, ω n ) (say, bounded in absolute value by one) such that all moments E ω 1 X k 1 for k ≥ 1 with respect to ω 1 do not depend on ω. In this case if we choose any function h ′ (ω 1 ) with this common set of moments then the sequences (h ′ (ω n )) and (X n ) have the same distribution, which can be seen by comparing their joint moments. For example, we can choose h ′ ( · ) = h(ω * , · ) for any ω * from the set of measure one on which all moments E ω 1 X k 1 coincide with their average values EX k 1 . We can do the same in the setting of Theorem 3, which can be rephrased as follows: for almost 
then by comparing the joint moments one can see that
which completes the induction step.
The proof of Theorem 3 will proceed by a certain induction on the shape of the configuration α 1 , . . . , α k , where by the shape of the configuration we essentially mean the matrix (α ℓ ∧ α ℓ ′ ) ℓ,ℓ ′ ≤k (or its representation by a tree that consists of all paths p(α ℓ )). It is clear that the quantity
. ., α k ∈ N r only through the shape. The induction will be somewhat involved and we will explain exactly how it will work toward the end of the paper, once we have all the tools ready. However, we need to mention now that the induction will have an important monotonicity property: whenever we have proved the statement of Theorem 3 for some α 1 , . . . , α k , we have also proved it for any subset of these vertices. At this moment, we will suppose that [p + 1] α 1 , . . . , α k ∈ N r are such that the following holds:
Then over the next sections we will obtain some implications of this assumption using the cavity equations. Finally, in the last section we will show how to use these implications inductively to prove Theorem 3 for any choice of α 1 , . . . , α k . Of course, the starting point of the induction will be the case of k = 1 that we will obtain first. In fact, in this case the statement will be even stronger and will not assume that (59) holds (i.e. we only assume (57)).
Lemma 1 For any p
, it is clear that the overlap of two pure states satisfies
where E i denotes the expectation in random variables ω i η that depend on the spin index i. By construction, we enumerated the pure states s α in (56) so that
and, since α ∧ β = p, we get that, almost surely,
for some function ϕ, the random variables v, v 1 , v 2 , u are independent, and the above equation can be written as
for almost all v, v 1 , v 2 . This means that for almost all v, the above equality holds for almost all v 1 , v 2 . Let us fix any such v and let µ v be the image of the Lebesgue measure on
Then the above equation means that, if we sample independently two points from µ v , with probability one their scalar product in L 2 will be equal to q p . This can happen only if the measure µ v is concentrated on one point in L 2 , which means that the function ϕ does not depend on v 1 . ⊓ ⊔ Before we start using the cavity equations, we will explain a property of the Ruelle probability cascades that will play the role of the main technical tool throughout the paper.
Key properties of the Ruelle probability cascades
The property described in this section will be used in two ways -directly, in order to obtain some consequences of the cavity equations, and indirectly, as a representation tool to make certain computations possible. This property is proved in Theorem 4.4 in [17] in a more general form, but here we will need only a special case as follows.
Let us consider a random variable z taking values in some measurable space (X , B) (in our case, this will always be some nice space, such as [0, 1] n with the Borel σ -algebra) and let z α be its independent copies indexed by the vertices of the tree α ∈ A \ { * } excluding the root. Recall the parameters (ζ p ) 0≤p≤r−1 in (6). Let us consider a measurable bounded function
and, recursively over 0
where the expected value E z is with respect to z. In particular, X 0 is a constant. Let us define
for x ∈ X p and y ∈ X . Let us point out that, by the definition (64), E z W p (x, z) = 1 and, therefore, for each x ∈ X p , we can think of W p (x, · ) as a change of density that yields the following conditional distribution on X given x ∈ X p ,
For p = 0, ν 0 is just a probability distribution on (X , B). Let us now generate the arrayz α for α ∈ A \ { * } iteratively from the root to the leaves as follows. Letz n for n ∈ N be i.i.d. random variables with the distribution ν 0 . If we already constructedz α for |α| ≤ p then, given any α ∈ N p , we generatez αn independently for n ≥ 1 from the conditional distribution ν p ((z β ) * ≺β α , · ), and these are generated independently over different such α. Notice that the distribution of the array (z α ) α∈A \{ * } depends on the distribution of z, function X r and parameters (ζ p ) 0≤p≤r−1 .
With this definition, the expectation E f ((z α ) α∈F ) for a finite subset F ⊂ A \{ * } can be written as follow. For α ∈ A \ { * }, let
Slightly abusing notation, we could also write this simply as
Then, the above definition of the array (z α ) means that
Simply, to average over (z α ) α∈C we need to use changes of density over all vertices in the paths from the root leading to the vertices α ∈ C.
The meaning of the above construction will be explained by the following result. Recall the Ruelle probability (v α ) α∈N r cascades in (9) and define new random weights on N r ,
by the change of density proportional to X r ((z β ) * ≺β α ). We will say that a bijection π : A → A of the vertices of the tree A preserves the parent-child relationship if children αn of α are mapped into children of π(α), π(αn) = (π(α), k) for some k ∈ N. Another way to write this is to say that π(α) ∧ π(β ) = α ∧ β for all α, β ∈ A . For example, the bijection π defined in (11), (12), is of this type. Theorem 4.4 in [17] gives the following generalization of the Bolthausen-Sznitman invariance property for the Poisson-Dirichlet point process (Proposition A.2 in [7] ).
Theorem 4
There exists a random bijection ρ : A → A of the vertices of the tree A , which preserves the parent-child relationship, such that
and these two arrays are independent of each other.
This result will be more useful to us in a slightly different formulation in terms of the sequence (V α ) α∈N r in (12) . Namely, if we denote bỹ
then the following holds.
Theorem 5
Proof. We have to apply twice the following simple observation. Suppose that we have a random array (v ′ α ) α∈N r of positive weights that add up to one and array (z ′ α ) α∈A \{ * } generated along the tree similarly to (z α ) above -namely, z ′ n for n ∈ N are i.i.d. random variables with some distribution ν 0 and, if we already constructed z ′ α for |α| ≤ p then, given any α ∈ N p , we generate z ′ αn independently for n ≥ 1 from some conditional distribution ν p ((z β ) * ≺β α , · ), and these are generated independently over different such α. 
This is obvious because, conditionally on ρ, the array z ′ ρ(α) is generated exactly like z ′ α along the tree, so its conditional distribution does not depend on ρ. One example of such permutation ρ is the permutation defined in (10), (11), (12) , that sorts the cluster weights indexed by α ∈ A \ N r defined by v
Namely, for each α ∈ A \ N r , we let π α : N → N be a bijection such that the sequence v ′ απ α (n) is decreasing for n ≥ 1 (we assume that all these cluster weights are different as is the case for the Ruelle probability cascades), let π( * ) = * and define
recursively from the root to the leaves of the tree. Let us denote
Notice that this sorting operation depends only on (v ′ α ) α∈N r , so it does not affect the distribution of (z ′ α ) α∈A \{ * } . Now, let us show how (70) implies (72). First of all, the permutation ρ in the equation (72) is just the sorting operation described above,
Let π be the permutation in (11), (12) and, trivially,
since the sorting operation does not depend on how we index the array. On the other hand, by the definition (71) and the fact that
.
Also, since the permutation π depends only on (v α ), by the above observation, the arrays (v α ) α∈N r and (z π −1 (α) ) α∈A \{ * } are independent and
Comparing with the definition (69), this gives that
and all together we showed that
Since we already use the notation ρ, let us denote the permutation ρ in (70) by ρ ′ . Then (70) implies
Finally, since the sorting permutation π depends only on the array (v α ), by the above observation, the array (z π(α) ) is independent of (V α ) and has the same distribution as (z α ). This finishes the proof. ⊓ ⊔
Cavity equations for the pure states
In this section, we will obtain some general consequences of the cavity equations (46) that do not depend on any inductive assumptions. In the next section, we will push this further under the assumption (M) made in Section 3. First of all, let us rewrite the cavity equations (46) taking into account the consequences of the Ghirlanda-Guerra identities in (56) and (57). Let us define
and let A α = ∑ i≤n A α i . We will keep the dependence of A α on n implicit for simplicity of notation. Then (45) can be redefined by (using equality in distribution (57))
Moreover, if we denoteṼ
then the cavity equations (46) take form
We can also write this as
We will now use this form of the cavity equations to obtain a different form directly for the pure states that does not involve averaging over the pure states.
Let us formulate the main result of this section. Let F be the σ -algebra generated by the random variables that are not indexed by α ∈ A \ { * }, namely,
for various indices, excluding the random variables ω α and ω I α that are indexed by α ∈ A \ { * }. Let I i be the set of indices I that appear in various s α I in (77), i.e. I of the type
Notice that with this notation, conditionally on F , the random variables A α i and ξ α i in (78), (79) for α ∈ N r can be written as
for some function ξ i and χ i (that implicitly depend on the random variables in (84)) and
In the setting of the previous section, let X r = X in (63) and let (z α ) α∈A \{ * } be the array generated along the tree using the conditional probabilities (66). Recall that this means the following. The definition in (64) can be written as
where E z α is the expectation in z α , and the definition in (65) can be written as
Then the array (z α ) α∈A \{ * } is generated along the tree from the root to the leaves according to the conditional probabilities in (66), namely, given (z β ) * ≺β ≺α we generatedz α by the change of density W |α|−1 (z β ) * ≺β ≺α , · . Let us emphasize one more time that this entire construction is done conditionally on F . Also, notice that the coordinates ω I α in (85) were independent for different I, but the corresponding coordinatesω I α ofz α = ω α , (ω I α ) I∈I are no longer independent, because X r and the changes of density W p depend on all of them. As in (85) and (86), let us denotẽ
We will prove the following.
Theorem 6
The equality in distribution holds (not conditionally on F ),
Proof. As in (61) and (62), we can write
where E i denotes the expectation in random variables ω i β in (76) that depend on the spin index i, and R α,β = q α∧β .
In the cavity equations (83), let us now make a special choice of the sets C 2 ℓ . For each pair (ℓ, ℓ ′ ) of replica indices such that 1 ≤ ℓ < ℓ ′ ≤ q, take any integer n ℓ,ℓ ′ ≥ 0 and consider a set C ℓ,ℓ ′ ⊆ {n + 1, . . ., m} of cardinality |C ℓ,ℓ ′ | = n ℓ,ℓ ′ . Let all these sets be disjoint, which can be achieved by taking m = n + ∑ 1≤ℓ<ℓ ′ ≤q n ℓ,ℓ ′ . For each ℓ ≤ q, let
Then a given spin index i ∈ {n + 1, . . . , m} appears in exactly two sets, say, C 2 ℓ and C 2 ℓ ′ , and the expectation of (83) in (ω i β ) will produce a factor E i s
For each pair (ℓ, ℓ ′ ), there will be exactly n ℓ,ℓ ′ such factors, so averaging in (83) in the random variables (ω i β ) for all i ∈ {n + 1, . . ., m} will result in
Approximating by polynomials, we can replace ∏ ℓ<ℓ ′ R n ℓ,ℓ ′ α ℓ ,α ℓ ′ by the indicator of the set
for any choice of constraints q ℓ,ℓ ′ taking values in {q 0 , . . . , q r }. Therefore, (91) implies
Using the property (i) above the equation (57), which as we mentioned is the consequence of the Ghirlanda-Guerra identities, we can rewrite the left hand side as
Moreover, it is obvious from the definition of the array s α i in (76) that the second expectation depends on (α 1 , . . . , α q ) ∈ C only through the overlap constraints (q ℓ,ℓ ′ ), or (α ℓ ∧ α ℓ ′ ).
On the other hand, on the right hand side of (93) bothṼ α and ξ α i depend on the same random variables through the function A α i (ε). If we compare (71) and (81) and apply Theorem 5 conditionally on F , we see that that there exists a random bijection ρ : A → A of the vertices of the tree A which preserves the parent-child relationship and such that
and these two arrays are independent of each other (all these statement are conditionally on F ). If we denote by E ′ the conditional expectation given F then this implies that
Since the distribution of (V α ) α∈N r does not depend on the condition and E ′ V α 1 · · ·V α q = EV α 1 · · ·V α q , taking the expectation gives
This proves that
Again, the second expectation in the sum on the right depends on (α 1 , . . ., α q ) ∈ C only through the overlap constraints (q ℓ,ℓ ′ ) and, since the choice of the constraints was arbitrary, we get
for any α 1 , . . . , α q ∈ N r . Clearly, one can express any joint moment of the elements in these two arrays by choosing q ≥ 1 large enough and choosing α 1 , . . ., α q and the sets C 1 ℓ properly, so the proof is complete.
⊓ ⊔
A consequence of the cavity equations for the pure states
We will continue using the notation of the previous section, only in this section we will take n = 2 in Theorem 6. Let us recall the assumption (M) made at the end of Section 3: we consider some [p + 1] α 1 , . . . , α k ∈ N r such that the following holds:
In this section, we will obtain a further consequence of the cavity equations using that
does not depend on ω [p+1] , but a similar consequence will hold for any subset of these vertices. 
Let us denote by E

Then the following holds for
Proof. First of all,
. Similarly,
almost surely and, therefore,
Let us now rewrite each of these terms using replicas. Let C 1 = C and for j = 2, 3, 4 let C j = {α
In other words, C j are copies of C that consists of the descendants of different children of [p] . Therefore, we can write
almost surely for any j, j ′ ≤ 4 and
2 .
By Theorem 6, this and (97) imply that
Repeating the above computation backwards forξ instead of s gives 
As in Lemma 2, let C = {α 1 , . . . , α k } for some
With this notation, we can rewrite (96) as
almost surely. Notice that in (96) almost surely meant for almost all random variables in (84) that generate the σ -algebra F and for almost allz α for α [p] that are generated conditionally on F according to the changes of density in (88). However, even though in (100) we simply expressed the expectation with respect toz α for [p] ≺ α using the changes of density explicitly, after this averaging both sides depend on z α for α [p] , so almost surely now means for almost all random variables in (84) that generate the σ -algebra F and for almost all z α for α [p] . The reason we can do this is very simple. Notice that A α i (ε) in (77) can be bounded by
which, by the assumption (34), is almost surely finite (notice also that c i are F -measurable). By induction in (87), all |X |α| | ≤ c = c 1 + c 2 almost surely and, therefore, all changes of density in (88) satisfy e −2c ≤ W |α| ≤ e 2c almost surely. Therefore, conditionally on F , the distribution of all z α andz α are absolutely continuous with respect to each other and, therefore, we can write almost surely equality in (100) in terms of the random variables z α for α [p] .
Next, we will reformulate (100) using the assumption (59). To simplify the notation, let us denote for any α ∈ A \ { * },
and define ω ≺α , z i ≺α and z ≺α similarly. Then, we can rewrite (86) for
Since in the previous section we set n = 2, we have
Because of the absence of the random variables ω α for [p + 1] ≺ α, the integration in z α in the recursive definition (87) will decouple when [p + 1] ≺ α into integration over z 1 α and z 2 α . Namely, let χ i,r = χ i and, for [p + 1] α, let us define by decreasing induction on |α|,
First of all, for [p + 1] ≺ α, by decreasing induction on |α|,
When we do the same computation for
, so we end up with
For [p + 1] α, let us define for i = 1, 2,
Comparing this with the definition (65) and using (104) we get that for [p + 1] ≺ α,
For α = [p + 1] this is no longer true, but if we denote
then we can write
If, similarly to (98) and (99) 
then (100) can be rewritten as
almost surely, because after averaging 
where, by the assumption (34), we have E(g d k,i ) 2 ≤ 2 −d ε pert , which implies that this sum goes to zero almost surely as D ′ goes to infinity. It follows immediately from this that we can set all but finite number of π i (d) in (113) to zero. Moreover, we will set π 1 (λ K) = π 2 (λ K) = 0, since the terms coming from the model Hamiltonian will play no role in the proof -all the information we need is encoded into the perturbation Hamiltonian. From now on we will assume that in (113), for a given D ≥ 2,
In addition, let us notice that both sides of (113) 
The following is the main result of this section.
Theorem 7 The random variables η
Here and below, when we say that a function (or random variable) does not depend on a certain coordinate, this means that the function is equal to the average over that coordinate almost surely. In this case, we want to show that η
almost surely. (114), (115) 
Proof of Theorem 7. Besides the Poisson and Gaussian random variables in
for some functions ϕ and ψ. These functions depend implicitly on all the random variables we fixed, and the function ϕ is the same for both η C 1 and η C 2 because we fixed all Poisson and Gaussian random variables in (114), (115) to be the same for i = 1, 2. The equation (113) can be written as (in the rest of this proof, let us for simplicity of notation write ω instead of ω [p+1] )
for almost all u 1 , u 2 . We want to show that ϕ(u, ω) does not depend on ω. If we denote c =: 
Of course, |ϕ| ≤ 1. Suppose that for some ε > 0, there exists a set U of positive measure such that the variance
For some ℓ, the measure of U ∩U ℓ will be positive, so for some u 1 , u 2 ∈ U ,
The equations (117) and (118) imply that
and, similarly,
Since |ϕ| ≤ 1 and E ω ψ = 1, the first inequality implies that
which, together with the second inequality and (116), implies
The left hand side is a variance with the density ψ and can be written using replicas as
By (117) and the fact that u 1 ∈ U , we can bound this from below by
ε.
Comparing lower and upper bounds, e −8c ε ≤ e 4c δ , we arrive at contradiction, since δ > 0 was arbitrary. Therefore, Var ω (ϕ(u, ω)) = 0 for almost all u and this finishes the proof. ⊓ ⊔ . Then, as a consequence of this and the cavity equations, we showed that (114), (115). By the assumption (M), the same statement holds in we replace C by any subset C ′ ⊆ C.
A representation formula via properties of the RPC
In this section, we will represent the expectation E 
Notice a subtle point here: the random variables s Similarly to (77) -(79), let us define for γ ∈ N r−p ,
The reason why (122) looks different from (77) We will keep the dependence on the random variables
implicit and, similarly to (102), we will write for γ ∈ N r−p ,
Let χ i,r = χ i and define for γ ∈ Γ \ { * } by decreasing induction on |γ|,
For [1] γ these are exactly the same definitions as in (103) and (106), but here we extend these definition to all γ ∈ Γ \ { * }.
for β ∈ Γ \ { * } be the array generated according to these changes of density along the tree Γ as in Section 3. Since [p] acts as a root, we do not generate anyω I β for |β | ≤ p. Similarly to (89), we can write for γ ∈ N r−p ,
where we continue to keep the dependence on
, as well as Poisson and Gaussian random variables we fixed above, implicit. Given the vertices
where E * ,i denotes the expectation inz i [p]β for β ∈ Γ \ { * }. Below we will represent this quantity using the analogue of Theorem 5. Let (v γ ) γ∈N r−p be the weights of the Ruelle probability cascades corresponding to the parameters
let (V γ ) γ∈N r−p be their rearrangement as in (12) and, similarly to (71), definẽ
Theorem 5 can be formulated in this case as follows.
Theorem 8
There exists a random bijection ρ : Γ → Γ of the vertices of the tree Γ, which preserves the parent-child relationship, such that
The expectation E * ,i in (127) depends on γ 1 , . . ., γ k only through their overlaps (γ ℓ ∧ γ ℓ ′ ) ℓ,ℓ ′ ≤k . Above, we made the specific choice α ℓ = [p]γ ℓ , which implies
Now, consider the set of arbitrary configurations with these overlaps,
Let us denote by E * the expectation in (V γ ) γ∈N r−p in addition toz i [p]β for β ∈ Γ\{ * } in the definition of E * ,i . We will also denote by E * the expectation in (V γ ) γ∈N r−p and z i
[p]β for β ∈ Γ \ { * }. Using Theorem 8 and arguing as in the proof of Theorem 6,
Let us rewrite this equation using a more convenient notation. Let σ 1 , . . . , σ k be i.i.d. replicas drawn from N r−p according to the weights (V γ ) γ∈N r−p and let · denote the average with respect to these weights. If we denote Q k = (σ ℓ ∧ σ ℓ ′ ) ℓ,ℓ ′ ≤k and Q = (q ℓ,ℓ ′ ) ℓ,ℓ ′ ≤k then we can write
and
and we can rewrite (131) above as
Notice that this computation also works if we replace each factor ξ γ ℓ i in (131) by any power (ξ
and, in particular, by setting n ℓ = 0 or 1 we get the following. For a subset S ⊆ {1, . . ., k}, let us denote
Furthermore, it will be convenient to rewrite the left hand side using (123) and (124) as
We showed as a consequence of the assumption (M) that all η
C(S) i
do not depend on ω [p+1] and, therefore, we proved the following.
Theorem 9
Under the assumption (M), for any subset S ⊆ {1, . . . , k},
does not depend on ω [p+1] almost surely.
Generating Gaussian random fields
We begin by simplifying (122) further, by taking n 2 = 1 and setting all other n d = 0 for d ≥ 3 except for one, n d = n,
One can easily see that the definition of θ d in (38) satisfies for ε ∈ {−1, +1},
and, therefore, we can rewrite
At this moment, for simplicity of notation, we will drop some unnecessary indices. We will write s 
Then, we can write
By Theorem 9, under the assumption (M), the quantities in (132) do not depend on ω [p+1] almost surely. In particular, as we discussed above, this almost sure statement can be assumed to hold for all y, x j ∈ (−1, ∞) by continuity. We will now take
for x ∈ (−1, 1) and independent Rademacher random variables η j and show that, by letting n → ∞, we can replace the last sum in (133) by some Gaussian field in the statement of Theorem 9. Let us denote S
Then with the choice of x j = xη j / √ n we can use Taylor's expansion to write
The last term O(n −1/2 ) is uniform in all parameters, so it will disappear in (132) when we let n go to infinity. For the first term, we will use the classical CLT to replace it by Gaussian and for the second term we will use the SLLN, which will produce a term that will cancel out in the numerator and denominator in (132). However, before we do that, we will need to change the definition of the expectation E * slightly. Recall that, by (121),
In (132) we already average in the random variables ω
for * ≺ β γ but, clearly, the statement of Theorem 9 holds if E * also includes the average in (ω ℓ, j,i β ) β [p] and the Rademacher random variables η j in (134). From now on we assume that this. Note that E * still does not include the average with respect to the random variables
Of course, one can not apply the CLT and SLLN in (132) directly, because there are infinitely many terms indexed by γ ∈ N r−p . However, this is not a serious problem because most of the weight of the Ruelle probability cascades (V γ ) is concentrated on finitely many indices γ and it is not difficult to show that (132) is well approximated by the analogous quantity where the series over γ are truncated at finitely many terms. Moreover, this approximation is uniform over n in (135). This is why the representation of η
C(S) i
in the previous section using the Ruelle probability cascades plays such a crucial role. We will postpone the details until later in this section and first explain what happens in (135) for finitely many γ. 
Lemma 1 in Section 3 (for p = 0 there) yields that E i s
and, since E i (s γ i ) 2 clearly does not depend on γ, we can take [1] γ, in which case
This means that for any γ ∈ N r−p ,
almost surely. So, in the limit, these terms will cancel out in (132) -at least when we truncate the summation over γ to finitely many γ, as we shall do below.
Next, let us look at the first sum in (135) for γ ∈ F for a finite set F ⊂ N r−p . By the classical multivariate CLT (applied for a fixed
where (g γ ) γ∈F is a centered Gaussian random vector with the covariance
First of all, as above E i s 
In the second case, γ ∧ γ ′ = 0, when computing E i s 
almost surely. If we introduce the notation
then we proved that the covariance is given by
Let us show right away that
In particular, this means that the covariance in (140) is increasing with γ ∧ γ ′ and the Gaussian field (g γ ) γ∈N r−p is the familiar field that accompanies the Ruelle probability cascades in the pure d-spin non-diluted models. Of course, the only statement that requires a proof is the following.
Lemma 3
The inequality c 0 (ω * ) ≥ 0 holds almost surely.
Proof. First of all, let us notice that, by Lemma 1, we can also write the definition of q 0 (ω * ) in (137) as q 0 (ω * ) = E i s α i for any vertex α ∈ N r , where E i denotes the expectation in the random variables ω i β for β ∈ A . Let E ′ i denote the expectation with respect to ω i β for β ∈ A \ { * }, excluding the average in ω i * . Again, by Lemma 1, we can write
This finishes the proof.
⊓ ⊔
From now on let E * also include the expectation in the Gaussian field (g γ ) γ∈N r−p (conditionally on ω * ) with the covariance (140). Let us denote by
the quantity that will replace A γ i (ε) in (133) in the limit n → ∞. We are ready to prove the following.
Theorem 10
Under the assumption (M), for any subset S ⊆ {1, . . ., k},
Proof.
We only need to show that the quantity in (132) with A γ i (ε) as in (133) with the choice of x j as in (134) converges to (143), where E * was redefined above (136) to include the average over
and Rademacher random variables η j in (134) 
Note that |a| ≤ c, |b| ≤ d and
This means that the difference between (132) and
can be bounded by 2E * d/(c + d). By (135), the SLLN in (138) and CLT in (139), with probability one, (144) converges to
as n → ∞. Next, we show that E * d/(c+d) is small for large M, uniformly over n.
, it is enough to show that d is small and c is not too small with high probability. To show that d is small, we will use Chebyshev's inequality and show that E * d is small. By Jensen's inequality,
If we denote δ M = E ∑ m>M V ′ m then, since the weights (V γ ) and the random variables in A
Using that log(1 + t) ≤ t, we can bound A γ i (ε) with the choice (134) by
Using that, for a Rademacher random variable η, we have Ee ηt = ch(t) ≤ e t 2 /2 we get that
and, therefore,
We showed that E * d ≤ c k δ M , and this bound does not depend on n. Since δ M is small for M large, d is small with high probability uniformly over n. On the other hand, to show that c is not too small, we simply bound it from below by
for γ corresponding to the largest weight, V ′ 1 = V γ . The weight V ′ 1 is strictly positive and its distribution does not depend on n. Also, using (135), we can bound A γ i (ε) from below by
for some absolute constant L. Even though the index γ here is random, because it corresponds to the largest weight V ′ 1 , we can control this quantity using Hoeffding's inequality for Rademacher random variables conditionally on other random variables to get
Therefore, for any δ > 0 there exists ∆ > 0 (that depends on |g 1 |, |y|, k and the distribution of V ′ 1 ) such that P(c ≥ ∆) ≥ 1 − δ . All together, we showed that E * d/(c + d) is small for large M, uniformly over n.
To finish the proof, we need to show that (145) approximates (143) for large M. Clearly, this can be done by the same argument (only easier) that we used above to show that (144) approximates (132).
Final consequences of the cavity equations
Theorem 10 implies that, under the assumption (M),
does not depend on ω [p+1] almost surely. This follows from (143) by multiplying out ∏ ℓ≤k (1 +ε ℓ ).
Using that for ε ∈ {−1, +1},
one can see from (142) that 2Av exp a
If for simplicity the notation we denote z := e g 1 ∈ (0, ∞) and
then (146) can be written, up to a factor 2 k z k , as
As before, the statement that this quantity does not depend on ω [p+1] almost surely holds for all x ∈ (−1, 1), y > −1 and z > 0, by continuity. Therefore, if we take the derivative with respect to z and then let z ↓ 0 then the quantity we get (up to a factor −k),
does not depend on ω [p+1] almost surely. This is a polynomial in y of order k + 1 and if we take the derivative ∂ k+1 /∂ y k+1 we get that
does not depend on ω [p+1] almost surely. Let us now take the expectation E g with respect to the Gaussian field (g γ ). By (140),
and, therefore, the quantity
does not depend on ω [p+1] almost surely. Notice that because of the indicator I(Q k = Q), all the overlaps σ ℓ ∧ σ ℓ ′ are fixed for ℓ, ℓ ′ ≤ k, so the factor
can be taken outside of E * · and cancelled out, yielding that
does not depend on ω [p+1] almost surely. Taking the derivative with respect to x 2 /2 at zero gives that
does not depend on ω [p+1] almost surely. We proved this statement for a fixed but arbitrary d ≥ 3, but it also holds for d = 1 by setting x = 0 in the previous equation. Let us take arbitrary f j for j = 0, . . ., r − p and consider a continuous functions
Approximating this function by polynomials, (148) implies that
does not depend on ω [p+1] for all ( f j ) almost surely. Taking the derivative in f j shows that
does not depend on ω [p+1] almost surely and, therefore,
does not depend on ω [p+1] almost surely for all j = 0, . . ., r − p. Let us now express this quantity as a linear combination over all possible overlap configurations that the new replica σ k+1 can form with the old replicas σ 1 , . . . , σ k .
and denote Q k+1 = (σ ℓ ∧ σ ℓ ′ ) ℓ,ℓ ′ ≤k+1 then we showed that
does not depend on ω [p+1] almost surely for all j = 0, . . ., r − p. Since the RPC weights (V γ ) are independent of (s γ i ), we can rewrite this as
does not depend on ω [p+1] almost surely for all j = 0, . . . , r − p, where
for any γ 1 , . . ., γ k+1 ∈ N r−p such that γ ℓ ∧ γ ℓ ′ = q ′ ℓ,ℓ ′ for ℓ, ℓ ′ ≤ k + 1. Recall that this statement was proved under the induction assumption (M) in Section 3, so let us express (150) in the notation of Section 3 and connect everything back to the assumption (M), which we repeat one more time. Given [p + 1] α 1 , . . . , α k ∈ N r , we assumed that:
If similarly to (147) we denote, for α ∈ N r ,
then the assumption (M) is, obviously, equivalent to
γ ℓ , and let Q be the overlap matrix
The assumption (M) depends on α 1 , . . ., α k only through this matrix Q, so one should really view it as a statement about such Q. Fix 1 ≤ j ≤ r − p and consider any
Recall that, whenever α = [p]γ for [1] γ ∈ N r−p , the definitions (121) and (59) imply that s α i = s γ i . Therefore, in this case, we can rewrite the definition of M(Q ′ ) below (150) as
Let us summarize what we proved.
Theorem 11 If the matrix Q defined in (153) satisfies the assumption (M) then
does not depend on ω [p+1] almost surely for all j = 1, . . . , r − p.
Main induction argument
Finally, we will now use Theorem 11 to prove our main goal, Theorem 3 in Section 3. To emphasize that our inductive proof will have a monotonicity property (M), we can rephrase Theorem 3 as follows. It is much easier to describe the proof if we represent a configuration [p + 1] α 1 , . . . , α k ∈ N r not by a matrix Q = (γ ℓ ∧ γ ℓ ′ ) with α ℓ = [p]γ ℓ but by a subtree of A growing out of the vertex [p + 1] with branches leading to the leaves α 1 , . . . , α k , and with an additional layer encoding their multiplicities (see Fig. 1 ). If we think of [p + 1] as a root of this subtree being at depth zero, then the leaves are at depth r − p − 1. However, the multiplicity of any particular vertex α in the set {α 1 , . . . , α k } can be greater than one, so we will attach that number of children to each vertex α to represent multiplicities, so the depth of the tree will be r − p. Whenever we say that we remove a leaf α from the tree, we mean that we remove one multiplicity of α. Notice that removing a leaf from the tree also removes the path to that leaf, of course, keeping the shared paths leading to other leaves that are still there.
We will say that this tree is good if
First we are going to prove the following property, illustrated in Fig. 2 , that we will call property N j for j = 0, . . ., r − p − 1. Let us consider an arbitrary configuration of paths leading from the root [p + 1] to some set of vertices at depth j. Let us call this part of the tree T j , which is now fixed. We pick one designated vertex at depth j (right-most vertex at depth j in Fig. 2 ). To all other vertices at depth j we attach arbitrary trees T leading to some arbitrary finite sets of leaves in N r and their multiplicities. We will use the same generic notation T to represent an arbitrary tree, even though they can all be different. The designated vertex has some fixed number of children, say n j , and to each of these children we also attach an arbitrary tree T . Property N j will be the following statement. (N j ) Fix any T j and the number of children n j of a designated vertex. Suppose that all trees that we just described are good (this means for all choices of trees T , possibly empty). Then any tree obtained by adding a single new path leading from a designated vertex at depth j to some new vertex α ∈ N r with multiplicity one (as in Fig. 2 ) is also good.
Lemma 4
For any j = 0, . . . , r − p − 1, any T j and n j , the property N j holds.
Proof. Let us fix any particular choice of trees T attached to non-designated vertices at depth j and n j children of the designated vertex. By the assumption in property N j , this tree, as well as any tree obtained by removing a finite number of leaves, is good. This precisely means that the assumption (M) holds for this tree, or for the sets of leaves with their multiplicities encoded by this tree. Let Q be the matrix described above Theorem 11 corresponding to this set of leaves. Then, Theorem 11 implies that
does not depend on ω [p+1] . Obviously, each Q ′ ∈ E (Q) corresponds to a new tree constructed by adding one more new vertex α to our tree or increasing the multiplicity of some old vertex by one. Moreover, if n j (Q ′ ) = 0 then the overlap α ∧ α ℓ with one of the old vertices α ℓ should be greater or equal than j. This means that this new vertex will be attached to the tree somewhere at depth j or below. One of the possibilities is described in Fig. 2 , when α is attached by a new path to the designated vertex at depth j. All other possibilities -attaching α below one of the non-designated vertices at depth j or below one of the n j children of the designated vertex -would simply modify one of the trees T in Fig. 2 . But such a modification results in a good tree, by the assumption in property N j . Since the sum in (156) is a linear combination of all these possibilities, the term corresponding to adding a new path as in Fig. 2 Figure 3 : Illustrating property P j . Solid lines represent the subtree T j and one path from a designated vertex at depth j to a leaf α ∈ N r with multiplicity one. Property P j allows to replace this single path by an arbitrary tree T .
Next we will prove another property that we will denote P j for j = 0, . . . , r − p − 1, described in Fig. 3 . As in Fig. 2 , we consider an arbitrary configuration T j of paths leading from the root [p + 1] to some set of vertices at depth j and we pick one designated vertex among them. To all other vertices at depth j we attach arbitrary trees T , while to the designated vertex we attach a single path leading to some vertex α ∈ N r with multiplicity one. Property P j will be the following statement.
(P j ) Suppose that the following holds for any fixed tree T j up to depth j. Suppose that any tree as in Fig. 3 is good, as well as any tree obtained by removing any finite number of leaves from this tree. Then any tree obtained by replacing a single path below the designated vertex at depth j by an arbitrary tree T is also good.
We will now prove the following.
Lemma 5 Property P j holds for any j = 0, . . ., r − p − 1.
Proof. First of all, notice that property P r−p−1 follows immediately from property N r−p−1 . In property N r−p−1 , arbitrary trees T below non-designated vertices at depth r − p−1 represent their arbitrary multiplicities, the trees T below the children of the designated vertex are empty, and the multiplicity of the designated vertex is n j . Property N r−p−1 then implies that we can increase this multiplicity by one to n j + 1. Starting from multiplicity one and using this repeatedly, we can make this multiplicity arbitrary. This is exactly the property P r−p−1 .
Next, we are going to show that property P j+1 implies property P j . The proof of this is illustrated in Fig. 4 . Given any tree as in Fig. 3 Figure 4 : Illustrating proof of property P j . First we replace single path in Fig. 3 by arbitrary tree below the child of the designated vertex using P j+1 . Then we iteratively add a new path using property N j and then replace this path below depth j + 1 be arbitrary tree using P j+1 .
playing a role of the designated vertex at depth j + 1. Therefore, by property P j+1 we can replace the single path below this vertex by an arbitrary tree T . By property N j , if we attach another path to δ j , the resulting new tree is good. Then we can again treat the child of δ j along this new path as a designated vertex at depth j + 1, apply property P j+1 and replace the path below this vertex by an arbitrary tree. If we continue to repeatedly use property N j to attach another path to δ j and then use property P j+1 to replace the part of this path below depth j + 1 by an arbitrary tree, we can create an arbitrary tree below δ j , and this tree is good by construction. This is precisely property P j , so the proof is completed by decreasing induction on j.
⊓ ⊔ Finally, this implies Theorem 12 (and Theorem 3). As we explained in Section 3, by induction on p this implies Theorem 2 .
Proof of Theorem 12. By Lemma 1, the tree consisting of one path from [p + 1] (at depth zero) to some vertex α ∈ N r (at depth r − p − 1) with multiplicity one is good. Using property P 0 implies that arbitrary finite tree is good, which finishes the proof. ⊓ ⊔
