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§1 Preliminaries
The notion of Lie bialgebras was introduced in 1983 by Drinfeld during the process of in-
vestigating quantum groups. Then there appeared several papers on Lie bialgebras and Lie
superbialgebras (e.g., [15, 16, 17, 20, 21, 24, 25]). In [15, 16, 17], the Lie bialgebra structures
on Witt and Virasoro algebras were investigated, which are shown to be triangular cobound-
ary and the Lie bialgebra structures on the one-sided Witt algebra were completely classified.
In [24, 25], the Lie superbialgebra structures on the generalized super-Virasoro algebra and
Ramond N = 2 superconformal algebra were investigated. In this paper, we shall study
the Lie superbialgebra structures on the twisted N=1 Schro¨dinger-Neveu-Schwarz algebra,
which is proved to be coboundary triangular. Both symmetries and super-symmetries act
important roles in mathematics and physics. It is known that the Schro¨dinger algebra was
realized from the set of dynamic symmetries of the corresponding scalar free Schro¨dinger
equation. An N=2 super-symmetric extension of the scalar free Schro¨dinger equation leads
to a super-Schro¨dinger model. The Schro¨dinger-Neveu-Schwarz algebras were constructed
in Poisson algebra settings in [8], which can be regarded as super-symmetric extensions of
the Schro¨dinger algebra.
Firstly, we recall some related definitions. Let L = L0¯ ⊕ L1¯ be a vector space over the
complex number field C. If x ∈ L[x], then we say that x is homogeneous of degree [x] and
we write degx = [x]. Denote by τ the super-twist map of L⊗L: τ(x⊗ y) = (−1)[x][y]y ⊗ x,
∀ x, y ∈ L. For any n ∈ N, denote by L⊗n the tensor product of n copies of L (L⊗2 shall
be simplified as L⊗ for convenience) and ξ the super-cyclic map cyclically permuting the
coordinates of L⊗3: ξ = (1 ⊗ τ) · (τ ⊗ 1 ) : x1 ⊗ x2 ⊗ x3 7→ (−1)
[x1]([x2]+[x3])x2 ⊗ x3 ⊗ x1,
∀ xi ∈ L, i = 1, 2, 3, where 1 is the identity map of L. Then a Lie superalgebra is a pair
(L, ϕ) consisting of a vector space L = L0¯⊕L1¯ and a bilinear map ϕ : L⊗L → L satisfying:
ϕ(Li¯,Lj¯) ⊂ Li¯+j¯, Ker(1 ⊗ 1 − τ) ⊂ Kerϕ, ϕ · (1 ⊗ ϕ) · (1 ⊗ 1 ⊗ 1 + ξ + ξ
2) = 0.
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A Lie supercoalgebra is a pair (L,∆) consisting of a vector space L = L0¯ ⊕ L1¯ and a linear
map ∆ : L → L⊗ L satisfying:
∆(Li¯) ⊂
∑
j¯∈Z2
Lj¯ ⊗ Li¯−j¯, Im∆ ⊂ Im(1 ⊗ 1 − τ), (1 ⊗ 1 ⊗ 1 + ξ + ξ
2) · (1 ⊗∆) ·∆ = 0.
A Lie superbialgebra is a triple (L, ϕ,∆) satisfying ∆ϕ(x⊗ y) = x ∗∆y − (−1)[x][y]y ∗∆x,
∀ x, y ∈ L, where (L, ϕ) is a Lie superalgebra and (L,∆) is a Lie super-coalgebra. The
symbol “∗” means the adjoint diagonal action:
x ∗ (
∑
i
ai ⊗ bi) =
∑
i
([x, ai]⊗ bi + (−1)
[x][ai]ai ⊗ [x, bi]), ∀ x, ai, bi ∈ L.
Denote by U(L) the universal enveloping algebra of L, 1 the identity element of U(L)
and A\B = {x | x ∈ A, x /∈ B} for any two sets A and B. If r =
∑
i
ai ⊗ bi ∈ L ⊗ L, then
the following elements are in U(L)⊗ U(L)⊗ U(L)
r12 =
∑
i
ai ⊗ bi ⊗ 1 = r ⊗ 1, r
23 =
∑
i
1⊗ ai ⊗ bi = 1⊗ r,
r13 =
∑
i
ai ⊗ 1⊗ bi = (1 ⊗ τ)(r ⊗ 1) = (τ ⊗ 1 )(1⊗ r),
while the following elements are in L ⊗ L ⊗ L
[r12, r23] =
∑
i,j
ai ⊗ [bi, aj]⊗ bj ,
[r12, r13] =
∑
i,j
(−1)[aj ][bi][ai, aj]⊗ bi ⊗ bj ,
[r13, r23] =
∑
i,j
(−1)[aj ][bi]ai ⊗ aj ⊗ [bi, bj].
Definition 1.1 (i) A coboundary superbialgebra is a quadruple (L, ϕ,∆, r), where (L, ϕ,∆)
is a Lie superbialgebra and r ∈ Im(1 ⊗ 1 − τ) ⊂ L ⊗ L such that ∆ = ∆r is a coboundary
of r, i.e.,
∆r(x) = (−1)
[r][x]x ∗ r, ∀ x ∈ L.
(ii) A coboundary Lie superbialgebra (L, ϕ,∆, r) is called triangular if it satisfies the fol-
lowing classical Yang-Baxter Equation
c(r) := [r12, r13] + [r12, r23] + [r13, r23] = 0. (1.1)
Let V = V0¯ ⊕ V1¯ be an L-module where L = L0¯ ⊕ L1¯. A Z2-homogenous linear map
d : L → V is called a homogenous derivation of degree [d] ∈ Z2, if d(Li) ⊂ Vi+[d] (∀ i ∈ Z2),
d([x, y]) = (−1)[d][x]x ∗ d(y)− (−1)[y]([d]+[x])y ∗ d(x), ∀ x, y ∈ L.
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Denote by Der¯i(L, V ) ( i = 0, 1) the set of all homogenous derivations of degree i¯. Then
the set of all derivations from L to V Der(L, V ) = Der0¯(L, V ) ⊕ Der1¯(L, V ). Denote by
Inni¯(L, V ) ( i = 0, 1) the set of homogenous inner derivations of degree i¯, consisting of ainn,
a ∈ Vi¯, defined by
ainn : x 7→ (−1)
[a][x]x ∗ a, ∀ x ∈ L.
Then the set of inner derivations Inn(L, V ) = Inn0¯(L, V )⊕ Inn1¯(L, V ).
Denote by H1(L, V ) the first cohomology group of L with coefficients in V . Then
H1(L, V ) ∼= Der(L, V )/Inn(L, V ).
An element r in a superalgebra L is said to satisfy the modified Yang-Baxter equation if
x ∗ c(r) = 0, ∀ x ∈ L. (1.2)
The twisted N=1 Schro¨dinger-Neveu-Schwarz algebra tsns is an infinite-dimensional Lie
superalgebra over the complex field C with the basis {Ln, Gr, Yp,Mp |n ∈ Z, r ∈
1
2
+Z, p ∈
1
2
Z} and the following non-vanishing super brackets:
[Ln, Lm] = (m− n)Lm+n, [Ln, Gr ] = (r −
n
2
)Gr+n, [Gr, Gs] = 2Lr+s,
[Ln, Yp] =
{
(p− n
2
)Yp+n if p ∈ Z,
pYp+n if p ∈
1
2
+ Z,
[Ln,Mp] =
{
pMp+n if p ∈ Z,
(p+ n
2
)Mp+n if p ∈
1
2
+ Z,
[Gr, Yp] =
{
1
2
(p− r)Yp+r if p ∈ Z,
2Yp+r if p ∈
1
2
+ Z,
[Gr,Mp] =
{
p
2
Mp+r if p ∈ Z,
2Mp+r if p ∈
1
2
+ Z,
[Yp, Yq] =


1
2
(q − p)Mq+p if p, q ∈ Z,
q
2
Mq+p if p ∈ Z, q ∈
1
2
+ Z,
2Mq+p if p, q ∈
1
2
+ Z.
It is easy to see that tsns is Z2-graded with tsns = tsns0¯ ⊕ tsns1¯, where
tsns0¯ = spanC{Ln, Yn,Mn |n ∈ Z},
tsns1¯ = spanC{Gr, Yr,Mr | r ∈
1
2
+ Z}.
The Cartan subalgebra (exactly the maximal toral subalgebra) of tsns is h = CL0⊕C, where
C = CM0 is the center of tsns. For convenience, we denote by C
⊗ = CM0 ⊗M0. It should
be noted that tsns0¯ is precisely the well-known twisted Schro¨dinger-Virasoro Lie algebra tsv
and the subalgebra ns spanned by {Ln, Gr |n ∈ Z, r ∈
1
2
+ Z} is the N =1 Neveu-Schwarz
algebra. For convenience, we denote ns = spanC{Ln, Gr |n ∈ Z, r ∈
1
2
+ Z}. It is easy to
see that I = spanC{Yp,Mp | p ∈
1
2
Z} is an ideal of tsns and tsns = ns⋉ I.
The following lemma has been obtained in [1, Theorem 4.2.1]:
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Lemma 1.2 H1(tsns, tsns) = D, where the elements of D are of the following forms:
d(Ln) = αnMn, d(Gs) = sαMs, d(Yp) = βYp, d(Mp) = 2βMp,
for any α, β ∈ C, n ∈ Z, s ∈ 1
2
+ Z and p ∈ 1
2
Z.
It is easy to see that tsns and tsns⊗ are both 1
2
Z-graded. Denote Der(tsns, tsns⊗)
(
resp.
Inn(tsns, tsns⊗)
)
the space of derivations (resp. inner derivations) from tsns to tsns⊗, and
H1(tsns, tsns⊗) the first cohomology group of tsns with coefficients in tsns⊗.
The following lemma follows immediately from Lemma 1.2.
Lemma 1.3 One can find some d♮ ∈ Der(tsns, tsns⊗), defined by the following relations:
d♮(Ln) = αnM0 ⊗Mn + α
†nMn ⊗M0, d
♮(Gs) = αsM0 ⊗Ms + α
†sMs ⊗M0,
d♮(Yp) = βM0 ⊗ Yp + β
†Yp ⊗M0, d
♮(Mp) = 2(βM0 ⊗Mp + β
†Mp ⊗M0),
(1.3)
for any α, α†, β, β† ∈ C, n ∈ Z, s ∈ 1
2
+ Z and p ∈ 1
2
Z.
Denote the vector space spanned by d♮ as D♮. Let D♮0 be the subspace of D
♮ consisting of
elements d♮ such that d♮(tsns) ⊆ Im(1 ⊗ 1 − τ). Namely, D♮0 is the 2-dimensional subspace
of D♮ consisting of elements d♮ with α = −α†, β = −β†.
The main results of this paper can be formulated as the following theorem.
Theorem 1.4 (i) Der(tsns, tsns⊗) = Inn(tsns, tsns⊗)⊕D♮, i.e., H1(tsns, tsns⊗) ∼= D♮.
(ii) Let (tsns, [·, ·],∆) be a Lie superbialgebra with ∆ = ∆r + d
♮, r ∈ tsns⊗ (mod C⊗) and
d♮ ∈ D♮. Then r ∈ Im(1 ⊗ 1 − τ) and d♮ ∈ D♮0. In particular, (tsns, [·, ·], d
♮) is a Lie
superbialgebra provided d♮ ∈ D♮0.
(iii) Let (tsns, [·, ·],∆) be a Lie superbialgebra with ∆ = ∆r + d
♮, r ∈ tsns⊗ (mod C⊗) and
d♮ ∈ D♮0. Then it is triangular coboundary if and only if α = β = 0 referred in (1.3).
In other words, (tsns, [·, ·],∆r + d
♮) stands no possibility to be triangular coboundary
for any nontrivial d♮ ∈ D♮0.
§2 Proof of Theorem 1.4
The following result for the non-super case can be found in [17], while its super case can
be found in [25].
Lemma 2.1 Let L be a Lie superalgebra, r ∈ Im(1 ⊗ 1 − τ) ⊂ L⊗ L with [r] = 0¯. Then
(1 ⊗ 1 ⊗ 1 + ξ + ξ2) · (1 ⊗∆r) ·∆r(x) = x ∗ c(r), ∀ x ∈ L. (2.1)
Thus (L, [·, ·],∆r) is a Lie superbialgebra if and only if r satisfies (1.2).
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The following lemma can be found in [11, Lemma 2.2].
Lemma 2.2 Suppose that g = ⊕n∈Zgn is a Z-graded Lie algebra with a finite-dimensional
center Cg, and g0 is generated by {gn, n 6= 0}. Then
H1(g,Cg ⊗ g+ g⊗ Cg)0 = Cg ⊗H
1(g, g)0 +H
1(g, g)0 ⊗ Cg.
It is not difficult for us to obtain the corresponding result on tsns.
Lemma 2.3 H1(tsns, C ⊗ tsns + tsns⊗ C)0 = C ⊗H
1(tsns, tsns)0 +H
1(tsns, tsns)0 ⊗ C.
The following lemma has been proved by [23].
Lemma 2.4 Every Lie superbialgebra structure on the N =1 Neveu-Schwarz algebra ns is
triangular coboundary and H1(ns, ns⊗) = Der(ns, ns⊗)/Inn(ns, ns⊗) = 0.
It is known that tsns⊗n can be regarded as a tsns-module under the adjoint diagonal
action of tsns:
x ∗ (v1 ⊗ v2 ⊗ · · · ⊗ vn) = [x, v1]⊗ v2 ⊗ · · · ⊗ vn + (−1)
[x][v1]v1 ⊗ [x, v2]⊗ · · · ⊗ vn
+ · · ·+ (−1)[x]([v1]+···+[vn−1])v1 ⊗ v2 ⊗ · · · ⊗ [x, vn]
for all x, vi ∈ tsns with i = 1, 2, · · · , n. The following lemma can be obtained by employing
the similar techniques of [20, Proposition 3.5] and [18, Lemma 2.2].
Lemma 2.5 If x ∗ r = 0 for any x ∈ tsns and some r ∈ tsns⊗n, then r ∈ C⊗n.
As a conclusion of Lemma 2.5, one immediately obtains the following corollary.
Corollary 2.6 An element r ∈ Im(1 ⊗ 1 − τ) ⊂ tsns⊗ tsns satisfies (1.1) if and only if it
satisfies (1.2).
In order to prove Theorem 1.4 (i), we need to make more preparations.
Note that tsns⊗ = ⊕i∈ 1
2
Z
tsns⊗i is also
1
2
Z-graded with tsns⊗i =
∑
j+k=i tsnsj ⊗ tsnsk,
where i, j, k ∈ 1
2
Z. We say a derivation d ∈ Der(tsns, tsns⊗) is homogeneous of degree i ∈ 1
2
Z
if d(tsns⊗j ) ⊂ tsns
⊗
i+j for all j ∈
1
2
Z. Set Der(tsns, tsns⊗)i = {d ∈ Der(tsns, tsns
⊗) | deg d =
i} for i ∈ 1
2
Z.
For any d ∈ Der(tsns, tsns⊗), i ∈ 1
2
Z, u ∈ tsnsj with j ∈
1
2
Z, we can write d(u) =∑
k∈ 1
2
Z
vk ∈ tsns
⊗ with vk ∈ tsns
⊗
k , then we set di(u) = vi+j. Then di ∈ Der(tsns, tsns
⊗)i
and
d =
∑
i∈ 1
2
Z
di where di ∈ Der(tsns, tsns
⊗)i, (2.2)
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which holds in the sense that for every u ∈ tsns only finitely many di(u) 6= 0, and d(u) =∑
i∈ 1
2
Z
di(u) (we call such a sum in (2.2) summable).
Denote H = tsns ⊗ I + I ⊗ tsns. Then H is a tsns-submodule of tsns⊗, since I is an
ideal of tsns and denote the quotient tsns-module tsns⊗/H as Q, on which I acts trivially
and QI = Q. The exact sequence 0 → H → tsns⊗ → tsns⊗/H → 0 induces the following
long exact sequence
−→ H0(tsns,Q) −→ H1(tsns,H) −→ H1(tsns, tsns⊗) −→ H1(tsns,Q) −→
of 1
2
Z-graded vector spaces, where all coefficients of the tensor products are in C. It is easy
to see that H0(tsns,Q) = Qtsns = {x ∈ Q |tsns ∗ x = 0 } = 0. Then
H1(tsns,H) ∼= H1(tsns, tsns⊗) if we can prove H1(tsns,Q) = 0. (2.3)
Denote tsnsC = tsns ⊗ C + C ⊗ tsns. Then tsnsC is an tsns-submodule of H. The exact
sequence 0→ tsnsC →H → H/tsnsC → 0 induces the following long exact sequence
−→ H0(tsns,H/tsnsC) −→ H
1(tsns, tsnsC) −→ H
1(tsns,H) −→ H1(tsns,H/tsnsC) −→ .
It is easy to see that H0(tsns,H/tsnsC) = (H/tsnsC)
tsns = {x ∈ H/tsnsC |tsns · x = 0 } = 0.
Then
H1(tsns, tsnsC) ∼= H
1(tsns,H) if we can prove H1(tsns,H/tsnsC) = 0. (2.4)
In the following, the notation “≡ · · ·” always means “= · · ·
(
modulo (C⊗)
)
”.
We shall initiate the proof of Theorem 1.4 from the first assertion.
Proof of Theorem 1.4 (i) It shall follows from a series of claims.
Claim 1 If p ∈ 1
2
Z∗, then dp ∈ Inn(tsns, tsns
⊗).
Denote u = 1
p
dp(L0) ∈ Vp where p ∈
1
2
Z∗. For any xq ∈ tsnsq with q ∈
1
2
Z, applying dp to
[L0, xq] = qxq, using dp(xq) ∈ Vp+q and the action of L0 on Vp+q is the scalar p+ q, one has
(p+ q)dp(xq)− (−1)
[dp][xq]xq ∗ dp(L0) = qdp(xq), (2.5)
i.e., dp(xq) = uinn(xq), which implies dp is inner. Then this claim follows.
Claim 2 d0(L0) ≡ d0(M0) ≡ 0.
For any x ∈ tsns, taking p = 0 in (2.5), we obtain x ∗ d0(L0) = 0, which together with
Lemma 2.5 gives d0(L0) ≡ 0. For any x ∈ tsns, one has d0([M0, x]) = 0, which forces
x ∗ d0(M0) = 0. Then d0(M0) ≡ 0 follows from Lemma 2.5.
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Claim 3 H1(tsns,Q) = 0 and H1(tsns,H) ∼= H1(tsns, tsns⊗).
The exact sequence 0 → I → tsns → tsns/I → 0 induces an exact sequence of low
degree in the Hochschild-Serre spectral sequence
0 −→ H1(tsns/I,QI) −→ H1(tsns,Q) −→ H1(I,Q)
tsns/I
.
According to tsns/I ∼= ns, QI = Q and Q ∼= ns⊗, Lemma 2.5 forces H1(tsns/I,QI) = 0.
H1(I,Q)
tsns/I
can be embedded into HomU(ns)(I, ns
⊗), which can be easily proved to be
zero. Then this claim follows from (2.3).
Claim 4 H1(tsns,H/tsnsC) = 0.
For any d0 ∈ Der(tsns,H/tsnsC), we can write d0(L1) as follows:
d0(L1) =
∑
i∈Z
(aLY1,iLi+1 ⊗ Y−i + a
YL
1,i Yi+1 ⊗ L−i + a
LM
1,i Li+1 ⊗M−i + a
ML
1,i Mi+1 ⊗ L−i)
+
∑
r∈ 1
2
+Z
(aGY1,rGr+1 ⊗ Y−r + a
YG
1,rYr+1 ⊗G−r + a
GM
1,rGr+1 ⊗M−r + a
MG
1,rMr+1 ⊗G−r)
+
∑
p∈ 1
2
Z
(aYY1,pYp+1 ⊗ Y−p + a
YM
1,p Yp+1 ⊗M−p + a
MY
1,p Mp+1 ⊗ Y−p + a
MM
1,p Mp+1 ⊗M−p),
where the coefficients are all in C and the sums are all finite.
Convention 1 The coefficients of x ⊗ M0 and M0 ⊗ x for all x ∈ tsns should be zero,
although we permit them to appear sometimes purely for convenience.
For any p ∈ 1
2
Z with xp, y−p ∈ tsns, the following identity holds:
L1 ∗ (xp ⊗ y−p) = [L1, xp]⊗ y−p + (−1)
[xp]xp ⊗ [L1, y−p].
Replacing d0 by d0 − uinn, where u is a combination of some Li ⊗ Y−i, Yi ⊗ L−i, Li ⊗M−i,
Mi⊗L−i, Yi⊗Y−i, Yi⊗M−i, Mi⊗Y−i, Mi⊗M−i, Gr⊗Y−r, Yr⊗G−r, Gr⊗M−r, Mr⊗G−r,
Yr ⊗ Y−r, Yr ⊗M−r, Mr ⊗ Y−r and Mr ⊗M−r, one can suppose
aLY1,i2 = a
YL
1,i3
= aLM1,i4 = a
ML
1,i5
= aGY1,r2 =a
YG
1,r3
= aGM1,r4 = a
MG
1,r5
= aYY1,p1 = a
YM
1,p2
= aMY1,p3 = a
MM
1,p4
= 0,
for any i2 ∈ Z\{1}, i3 ∈ Z\{−2}, i4 ∈ Z\{±1}, i5 ∈ Z\{−2, 0}, r2 ∈
1
2
+ Z\{1
2
}, r3 ∈
1
2
+ Z\{−3
2
}, r4 ∈
1
2
+ Z\{±1
2
}, r5 ∈
1
2
+ Z\{−3
2
, −1
2
}, p1 ∈
1
2
Z, p2 ∈
1
2
Z\{−1, −1
2
},
p3 ∈
1
2
Z\{0, −1
2
}, p4 ∈
1
2
Z\{−1, 0, −1
2
}. Then we can rewrite d0(L1) as follows (just for
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convenience, we still use the original notations although they have changed):
d0(L1) = a
LY
1,1L2 ⊗ Y−1 + a
YL
1,−2Y−1 ⊗ L2 + a
LM
1,−1L0 ⊗M1 + a
LM
1,1 L2 ⊗M−1 + a
ML
1,−2M−1 ⊗ L2
+aML1,0 M1 ⊗ L0 + a
GY
1, 1
2
G 3
2
⊗ Y− 1
2
+ aYG
1,− 3
2
Y− 1
2
⊗G 3
2
+ aGM
1,− 1
2
G 1
2
⊗M 1
2
+ aGM
1, 1
2
G 3
2
⊗M− 1
2
+aMG
1,− 3
2
M− 1
2
⊗G 3
2
+ aMG
1,− 1
2
M 1
2
⊗G 1
2
+ aYM1,−1Y0 ⊗M1 + a
YM
1,− 1
2
Y 1
2
⊗M 1
2
+ aMY1,0 M1 ⊗ Y0
+aMY
1,− 1
2
M 1
2
⊗ Y 1
2
+ aMM
1,− 1
2
M 1
2
⊗M 1
2
.
It should be remarked that although some inner derivations of L1 and L±2 have been sub-
tracted during the proof of Lemma 2.4, we continue to subtract the above inner derivations
of L1 do not impact the proof of Lemma 2.4 essentially.
For the given d0 ∈ Der(tsns,H/tsnsC), we can write d0(M± 1
2
) as follows:
d0(M± 1
2
) =
∑
i∈Z
(γLY
± 1
2
,i
Li ⊗ Y± 1
2
−i + γ
YL
± 1
2
,i
Yi± 1
2
⊗ L−i + γ
LM
± 1
2
,i
Li ⊗M± 1
2
−i + γ
ML
± 1
2
,i
Mi± 1
2
⊗ L−i)
+
∑
s∈ 1
2
+Z
(γGY
± 1
2
,s
Gs ⊗ Y± 1
2
−s + γ
YG
± 1
2
,s
Ys± 1
2
⊗G−s + γ
GM
± 1
2
,s
Gs ⊗M± 1
2
−s + γ
MG
± 1
2
,s
Ms± 1
2
⊗G−s)
+
∑
p∈ 1
2
Z
(γYY
± 1
2
,p
Yp± 1
2
⊗ Y−p + γ
YM
± 1
2
,p
Yp± 1
2
⊗M−p + γ
MY
± 1
2
,p
Mp± 1
2
⊗ Y−p + γ
MM
± 1
2
,p
Mp± 1
2
⊗M−p),
where the coefficients are all in C and the sums are all finite. The identity d0([M− 1
2
,M− 1
2
]) =
0 gives M− 1
2
∗ d0(M− 1
2
) = 0, which further yields the following identities:
(1− i)γLY
− 1
2
,i
= (1 + i)γYL
− 1
2
,i
= γGY
− 1
2
,s
= γYG
− 1
2
,s
= 0,
(i− 1)γLM
− 1
2
,i
+ (i+ 1)γML
− 1
2
,i
= γGM
− 1
2
,s
+ γMG
− 1
2
,s
= 0,
(2.6)
for all i ∈ Z, s ∈ 1
2
+ Z. The identities d0([G 1
2
,M− 1
2
]) = 2d0(M0) and [L1,M− 1
2
] = 0 yield
G 1
2
∗ d0(M− 1
2
) ≡ −M− 1
2
∗ d0(G 1
2
), (2.7)
L1 ∗ d0(M− 1
2
) = M− 1
2
∗ d0(L1). (2.8)
According to the identities given in (2.8) and finiteness of the relative sums, we can deduce
the following results:
γLM
− 1
2
,i1
= γML
− 1
2
,i2
= γGM
− 1
2
,s1
= γMG
− 1
2
,s1
= γYY
− 1
2
,p
= γYM
− 1
2
,p
= γMY
− 1
2
,p
= γMM
− 1
2
,p1
= 0, (2.9)
for all i1 ∈ Z\{0, 1}, i2 ∈ Z\{0, −1}, s1 ∈
1
2
+ Z\{±1
2
}, p ∈ 1
2
Z and p1 ∈
1
2
Z\{±1
2
, 0, 1}.
Combining (2.6), (2.7) and (2.8), we also obtain the following identities:
γLM
− 1
2
,0
= −γLM
− 1
2
,1
= γML
− 1
2
,0
= −γML
− 1
2
,−1
= −γGM
− 1
2
,− 1
2
= γGM
− 1
2
, 1
2
= γMG
− 1
2
,− 1
2
= −γMG
− 1
2
, 1
2
. (2.10)
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Using the identities related to the coefficients of d0(M− 1
2
) given in (2.6), (2.7), (2.9) and
(2.10), we can simplify d0(M− 1
2
) as follows:
d0(M− 1
2
) = γGM
− 1
2
,− 1
2
(G− 1
2
⊗M0 −M0 ⊗G− 1
2
− L0 ⊗M− 1
2
−M− 1
2
⊗ L0 + L1 ⊗M− 3
2
+M− 3
2
⊗ L1 −G 1
2
⊗M−1 +M−1 ⊗G 1
2
) + γMM
− 1
2
,0
M− 1
2
⊗M0 + γ
MM
− 1
2
, 1
2
M0 ⊗M− 1
2
+γMM
− 1
2
,1
M 1
2
⊗M−1 + γ
MM
− 1
2
,− 1
2
M−1 ⊗M 1
2
.
According to Convention 1, the following identities hold: γGM
− 1
2
,− 1
2
= γMM
− 1
2
,0
= γMM
− 1
2
, 1
2
= 0.
Then d0(M− 1
2
) can be further simplified as follows:
d0(M− 1
2
) = γMM
− 1
2
,1
M 1
2
⊗M−1 + γ
MM
− 1
2
,− 1
2
M−1 ⊗M 1
2
. (2.11)
Furthermore, we can deduce the following identities:
2γMM
− 1
2
,− 1
2
= −aML1,−2 = −4a
GM
1,− 1
2
, 2γMM
− 1
2
,1
= −aLM1,1 = 4a
MG
1,− 1
2
,
aYL1,−2 = a
GY
1, 1
2
= aYG
1,− 3
2
= aLY1,1 = a
ML
1,0 + 4a
GM
1, 1
2
= aLM1,−1 − 4a
MG
1,− 3
2
= 0.
(2.12)
Using (2.11) and (2.7), we can obtain the following identities:
αYG1
2
,s
= (i+ 1)αYL1
2
,i
= αGY1
2
,s
= (i− 1)αLY1
2
,i
= αLM1
2
,0
− γMM
− 1
2
,− 1
2
= γMM
− 1
2
,1
− αML1
2
,0
= 0
γMM
− 1
2
,s− 1
2
+ γMM
− 1
2
,s
+ αGM1
2
,s
+ αMG1
2
,s−1
= i(γMM
− 1
2
,i
− αML1
2
,i−1
) + (i− 1)(γMM
− 1
2
,i− 1
2
− αLM1
2
,i
) = 0,
(2.13)
for all i ∈ Z and s ∈ 1
2
+ Z.
For the given d0 ∈ Der(tsns,H/tsnsC), we can write d0(G± 1
2
) as follows:
d0(G± 1
2
) =
∑
i∈Z
(αLY
± 1
2
,i
Li ⊗ Y± 1
2
−i + α
YL
± 1
2
,i
Yi± 1
2
⊗ L−i + α
LM
± 1
2
,i
Li ⊗M± 1
2
−i + α
ML
± 1
2
,i
Mi± 1
2
⊗ L−i)
+
∑
s∈ 1
2
+Z
(αGY
± 1
2
,s
Gs ⊗ Y± 1
2
−s + α
YG
± 1
2
,s
Ys± 1
2
⊗G−s + α
GM
± 1
2
,s
Gs ⊗M± 1
2
−s + α
MG
± 1
2
,s
Ms± 1
2
⊗G−s)
+
∑
p∈ 1
2
Z
(αYY
± 1
2
,p
Yp± 1
2
⊗ Y−p + α
YM
± 1
2
,p
Yp± 1
2
⊗M−p + α
MY
± 1
2
,p
Mp± 1
2
⊗ Y−p + α
MM
± 1
2
,p
Mp± 1
2
⊗M−p),
where the coefficients are all in C and the sums are all finite. The identity [G 1
2
, G 1
2
] = 2L1
gives. Using (2.13) and comparing the relative coefficients, we can obtain the following
identities:
G 1
2
∗ d0(G 1
2
) = d0(L1). (2.14)
Recalling (2.7) and (2.11), we know that αGM1
2
, 1
2
= −αMG1
2
,− 1
2
. Furthermore, according to Con-
vention 1, we also know that
αGM1
2
, 1
2
= αMG1
2
,− 1
2
= 0. (2.15)
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Using (2.13), (2.14) and (2.15), we can rewrite d0(G 1
2
) as follows:
d0(G 1
2
) = αLM1
2
,0
L0 ⊗M 1
2
+ αML1
2
,0
M 1
2
⊗ L0 + α
GM
1
2
, 3
2
G 3
2
⊗M−1
+αMG1
2
,− 3
2
M−1 ⊗G 3
2
+ αMY1
2
,0
M 1
2
⊗ Y0 + α
YM
1
2
,− 1
2
Y0 ⊗M 1
2
. (2.16)
Combining (2.13), (2.14) and (2.15), we can also deduce the following identities:
2αLM1
2
,0
= −4aGM
1,− 1
2
= aLM1,−1, 2α
GM
1
2
, 3
2
= 4aGM
1, 1
2
= aLM1,1 ,
2αYM1
2
,− 1
2
= aYM1,−1 = −8a
YM
1,− 1
2
, 2αMY1
2
,0
= aMY1,0 = 8a
MY
1,− 1
2
,
2αMG1
2
,− 3
2
= aML1,−2 = −4a
MG
1,− 3
2
, 2αML1
2
,0
= aML1,0 = 4a
MG
1,− 1
2
.
(2.17)
The identity [G 1
2
, G− 1
2
] = 2L0, together with Claim 2, gives G 1
2
∗ d0(G− 1
2
) ≡ −G− 1
2
∗
d0(G 1
2
). Using (2.16), and comparing the relative coefficients, we can deduce the following
identities:
αGY
− 1
2
,s
= αLY
− 1
2
,i
= αYL
− 1
2
,i
= αYG
− 1
2
,s
= αYY
− 1
2
,p
= 0,
αYM
− 1
2
,p1
= αMY
− 1
2
,p2
= αMM
− 1
2
,p3
= αLM
− 1
2
,i1
= αGM
− 1
2
,s1
= αML
− 1
2
,i2
= αMG
− 1
2
,s1
= 0,
(2.18)
for all i ∈ Z, i1 ∈ Z\{0, 1}, i2 ∈ Z\{0, −1}, s ∈
1
2
+ Z, s1 ∈
1
2
+ Z\{±1
2
}, p ∈ 1
2
Z,
p1 ∈
1
2
Z\{0}, p2 ∈
1
2
Z\{1
2
} and p3 ∈
1
2
Z\{0, 1
2
}.
According to Convention 1, the following identities hold:
αMM
− 1
2
,0
= αMM
− 1
2
, 1
2
= αYM
− 1
2
,0
= αMY
− 1
2
, 1
2
= αGM
− 1
2
,− 1
2
= αMG
− 1
2
, 1
2
= 0. (2.19)
During the process of comparing the relative coefficients of G 1
2
∗d0(G− 1
2
) ≡ −G− 1
2
∗d0(G 1
2
),
we also can obtain the following identities (together with (2.18) and (2.21)):
αMG1
2
,− 3
2
= αYM1
2
,− 1
2
= αML1
2
,0
= αLM1
2
,1
= αMY1
2
,0
= αGM1
2
, 3
2
= αLM1
2
,0
= αYM
− 1
2
,0
= αML
− 1
2
,0
= αML
− 1
2
,1
= αMG
− 1
2
,− 3
2
= αMY
− 1
2
, 1
2
= αLM
− 1
2
,0
= αLM
− 1
2
,1
+ αGM
− 1
2
, 1
2
= 0.
(2.20)
Then using (2.17) and (2.20), one has the following identities:
aMM
1,− 1
2
= aGM
1,− 1
2
= aLM1,−1 = a
GM
1, 1
2
= aLM1,1 = a
YM
1,−1 = a
YM
1,− 1
2
= aMY1,0 = a
MY
1,− 1
2
= aML1,−2 = a
MG
1,− 3
2
= aML1,0 = a
MG
1,− 1
2
= 0. (2.21)
Then the following result follows from (2.12) and (2.21):
d0(L1) = 0. (2.22)
Combining (2.7), (2.8) and (2.22), we can deduce
γMM
− 1
2
,1
= 2aMG
1,− 1
2
= 0 = −2aGM
1,− 1
2
= γMM
− 1
2
,− 1
2
,
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according to which, we can simplified d0(M− 1
2
) referred in (2.11) as follows:
d0(M− 1
2
) = 0. (2.23)
According to (2.20), d0(G 1
2
) referred in (2.16) can be simplified as follows:
d0(G 1
2
) = 0. (2.24)
The identity [L1, G− 1
2
] = −G 1
2
, together with (2.22) and (2.24), gives L1 ∗ d0(G− 1
2
) = 0.
Comparing the relative coefficients, we can obtain the following identities:
αLM
− 1
2
,0
+ αLM
− 1
2
,1
= αML
− 1
2
,−1
+ αML
− 1
2
,0
= αGM
− 1
2
,− 1
2
+ αGM
− 1
2
, 1
2
= αMG
− 1
2
,− 1
2
+ αMG
− 1
2
, 1
2
= 0,
which together with (2.21) and (2.20), force
αLM
− 1
2
,1
= αML
− 1
2
,−1
= αGM
− 1
2
, 1
2
= αMG
− 1
2
,− 1
2
= 0. (2.25)
Then the following result follows from (2.18), (2.21), (2.20) and (2.25):
d0(G− 1
2
) = 0. (2.26)
The identity [G− 1
2
,M 1
2
] = 2M0, together with Claim 2 and (2.26), gives G− 1
2
∗d0(M 1
2
) ≡
0. Comparing the relative coefficients, we can deduce the following identities:
γYY1
2
,p
= γYM1
2
,p
= γMY1
2
,p
= γMM1
2
,p
= 0, ∀ p ∈
1
2
Z.
The identity [M 1
2
,M 1
2
] = 0 gives M 1
2
∗ d0(M 1
2
) = 0. Comparing the relative coefficients,
we can obtain the following identities:
γGY1
2
,s
= γYG1
2
,s
= (i+ 1)γLY1
2
,i
= (i− 1)γYL1
2
,i
= (i+ 1)γLM1
2
,i
+ (i− 1)γML1
2
,i
= γGM1
2
,s
+ γMG1
2
,s
= 0, ∀ i ∈ Z, s ∈
1
2
+ Z. (2.27)
The identity [M 1
2
,M− 1
2
] = 0, together with Claim 2 and (2.23), gives M− 1
2
∗d0(M 1
2
) ≡ 0.
Comparing the relative coefficients, we can obtain the following identities:
(i− 1)γLY1
2
,i
= iγYL1
2
,i−1
= (i− 1)γLM1
2
,i
+ iγML1
2
,i−1
= γGY1
2
,s
= γYG1
2
,s−1
= γGM1
2
,s
+ γMG1
2
,s−1
= 0, ∀ i ∈ Z, s ∈
1
2
+ Z. (2.28)
Combining (2.27) and (2.28), we can deduce the following identities:
γGM1
2
,s
= γMG1
2
,s
= γLY1
2
,i
= γYL1
2
,i
= γLM1
2
,i
= γML1
2
,i
= γGY1
2
,s
= γYG1
2
,s
= 0, (2.29)
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for all i ∈ Z, s ∈ 1
2
+ Z. Then the following result follows from (2.27) and (2.29):
d0(M 1
2
) = 0. (2.30)
For the given d0 ∈ Der(tsns,H/tsnsC), we can write d0(G± 3
2
) as follows:
d0(G± 3
2
) =
∑
i∈Z
(αLY
± 3
2
,i
Li ⊗ Y± 3
2
−i + α
YL
± 3
2
,i
Yi± 3
2
⊗ L−i + α
LM
± 3
2
,i
Li ⊗M± 3
2
−i + α
ML
± 3
2
,i
Mi± 3
2
⊗ L−i)
+
∑
s∈ 1
2
+Z
(αGY
± 3
2
,s
Gs ⊗ Y± 3
2
−s + α
YG
± 3
2
,s
Ys± 3
2
⊗G−s + α
GM
± 3
2
,s
Gs ⊗M± 3
2
−s + α
MG
± 3
2
,s
Ms± 3
2
⊗G−s)
+
∑
p∈ 1
2
Z
(αYY
± 3
2
,p
Yp± 3
2
⊗ Y−p + α
YM
± 3
2
,p
Yp± 3
2
⊗M−p + α
MY
± 3
2
,p
Mp± 3
2
⊗ Y−p + α
MM
± 3
2
,p
Mp± 3
2
⊗M−p),
where the coefficients are all in C and the sums are all finite. The identity [L1, G− 3
2
] =
−2G− 1
2
, together with (2.22) and (2.26), gives L1 ∗ d0(G− 3
2
) = 0. Comparing the relative
coefficients, we can deduce the following identities:
αLY
− 3
2
,i
= αLM
− 3
2
,i1
= αYL
− 3
2
,i
= αML
− 3
2
,i1
= αGY
− 3
2
,s
= αGM
− 3
2
,s1
= αYG
− 3
2
,s
= αMG
− 3
2
,s2
= αYY
− 3
2
,p
= αYM
− 3
2
,p
= αMY
− 3
2
,p
= αMM
− 3
2
,p1
= 0, (2.31)
for all i ∈ Z, i1 ∈ Z\{−1, 0, 1}, s ∈
1
2
+Z, s1 ∈
1
2
+Z\{−3
2
, −1
2
, 1
2
}, s2 ∈
1
2
+Z\{−1
2
, 1
2
, 3
2
},
p ∈ 1
2
Z, p1 ∈
1
2
Z\{0, 1, 1
2
, 3
2
}. During the process of comparing the relative coefficients of
L1 ∗ d0(G− 3
2
) = 0, we also can obtain the following identities:
αMM
− 3
2
, 1
2
+ αMM
− 3
2
, 3
2
= αMM
− 3
2
,0
+ αMM
− 3
2
,1
= 0,
αLM
− 3
2
,0
= −2αLM
− 3
2
,1
= −2αLM
− 3
2
,−1
, αML
− 3
2
,0
= −2αML
− 3
2
,1
= −2αML
− 3
2
,−1
,
αGM
− 3
2
,− 1
2
= −2αGM
− 3
2
,− 3
2
= −2αGM
− 3
2
, 1
2
, αMG
− 3
2
, 1
2
= −2αMG
− 3
2
,− 1
2
= −2αMG
− 3
2
, 3
2
.
(2.32)
According to Convention 1, the following identities hold: αGM
− 3
2
,− 3
2
= αMG
− 3
2
, 3
2
= αMM
− 3
2
,0
=
αMM
− 3
2
, 3
2
= 0. Combining (2.31) and (2.32), we can rewrite d0(G 3
2
) as follows:
d0(G− 3
2
) = αLM
− 3
2
,−1
(L−1 ⊗M− 1
2
− 2L0 ⊗M− 3
2
+ L1 ⊗M− 5
2
)
+αML
− 3
2
,−1
(M− 5
2
⊗ L1 − 2M− 3
2
⊗ L0 +M− 1
2
⊗ L−1). (2.33)
The identity [G 3
2
, G− 1
2
] = 2L1, together with (2.22) and (2.26), gives G− 1
2
∗ d0(G 3
2
) = 0.
Comparing the relative coefficients, we can deduce the following identities:
αLY3
2
,i
= αGY3
2
,s
= αYL3
2
,i
= αYG3
2
,s
= αYY3
2
,p
= αYM3
2
,p
= αMY3
2
,p
= αLM3
2
,i1
= αGM3
2
,s1
= αML3
2
,i1
= αMG3
2
,s2
= αMM3
2
,p1
= 0, (2.34)
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for all i ∈ Z, i1 ∈ Z\{±1, 0}, s ∈
1
2
+Z, s1 ∈
1
2
+Z\{±1
2
, 3
2
}, s2 ∈
1
2
+Z\{−3
2
, ±1
2
}, p ∈ 1
2
Z,
p1 ∈
1
2
Z\{−1, 0, −3
2
, −1
2
}. During the process of comparing the relative coefficients of
G− 1
2
∗ d0(G 3
2
) = 0, we also can obtain the following identities:
αMM3
2
,− 3
2
= −αMM3
2
,−1
= −αMM3
2
,− 1
2
= αMM3
2
,0
,
2αLM3
2
,−1
= −αLM3
2
,0
= 2αLM3
2
,1
, 2αGM3
2
,− 1
2
= −αGM3
2
, 1
2
= 2αGM3
2
, 3
2
,
2αML3
2
,−1
= −αML3
2
,0
= 2αML3
2
,1
, 2αMG3
2
,− 3
2
= −αMG3
2
,− 1
2
= 2αMG3
2
, 1
2
.
(2.35)
Combining (2.31), (2.32) and Convention 1, we can rewrite d0(G 3
2
) as follows:
d0(G 3
2
) = αLM3
2
,−1
(L−1 ⊗M 5
2
− 2L0 ⊗M 3
2
+ L1 ⊗M 1
2
)
+αML3
2
,−1
(M 1
2
⊗ L1 − 2M 3
2
⊗ L0 +M 5
2
⊗ L−1). (2.36)
The identity [G 3
2
, G− 3
2
] = 2L0, together with Claim 2, gives G 3
2
∗ d0(G− 3
2
) ≡ −G− 3
2
∗
d0(G 3
2
). Using (2.33) and (2.36) and comparing the relative coefficients, we can obtain the
following identities:
(i+ 6)αML
− 3
2
,i+3
+ (i− 3)αML3
2
,i
= (i− 3)αLM
− 3
2
,i
+ (i+ 6)αLM3
2
,i+3
= αLM
− 3
2
,i
+ αLM3
2
,i
= αML
− 3
2
,i
+ αML3
2
,i
= 0, ∀ i ∈ Z,
which together with (2.33) and (2.36), force
αLM
− 3
2
,i
= αLM3
2
,i
= αML
− 3
2
,i
= αML3
2
,i
= 0, ∀ i ∈ Z.
Then d0(−G 3
2
) and d0(G 3
2
) referred in (2.33) and (2.36) can be simplified as follows:
d0(−G 3
2
) = d0(G 3
2
) = 0. (2.37)
For the given d0 ∈ Der(tsns,H/tsnsC), we can write d0(Y± 1
2
) as follows:
d0(Y± 1
2
) =
∑
i∈Z
(βLY
± 1
2
,i
Li ⊗ Y± 1
2
−i + β
YL
± 1
2
,i
Yi± 1
2
⊗ L−i + β
LM
± 1
2
,i
Li ⊗M± 1
2
−i + β
ML
± 1
2
,i
Mi± 1
2
⊗ L−i)
+
∑
s∈ 1
2
+Z
(βGY
± 1
2
,s
Gs ⊗ Y± 1
2
−s + β
YG
± 1
2
,s
Ys± 1
2
⊗G−s + β
GM
± 1
2
,s
Gs ⊗M± 1
2
−s + β
MG
± 1
2
,s
Ms± 1
2
⊗G−s)
+
∑
p∈ 1
2
Z
(βYY
± 1
2
,p
Yp± 1
2
⊗ Y−p + β
YM
± 1
2
,p
Yp± 1
2
⊗M−p + β
MY
± 1
2
,p
Mp± 1
2
⊗ Y−p + β
MM
± 1
2
,p
Mp± 1
2
⊗M−p),
where the coefficients are all in C and the sums are all finite. The identities [Y 1
2
,M− 1
2
] = 0
and [Y− 1
2
,M 1
2
] = 0, together with Claim 2, (2.23) and (2.30), gives M− 1
2
∗ d0(Y 1
2
) ≡ M 1
2
∗
13
d0(Y− 1
2
) ≡ 0. Comparing the relative coefficients, we can obtain the following identities:
βGY1
2
,s
= βYG1
2
,s
= (1− i)βLY1
2
,i
= (i+ 1)βYL1
2
,i
= βGM1
2
,s+1
+ βMG1
2
,s
= iβLM1
2
,i+1
+ (i+ 1)βML1
2
,i
= 0, (2.38)
βGY
− 1
2
,s
= βYG
− 1
2
,s
= (i+ 1)βLY
− 1
2
,i
= (1− i)βYL
− 1
2
,i
= βGM
− 1
2
,s
+ βMG
− 1
2
,s+1
= iβML
− 1
2
,i+1
+ (i+ 1)βLM
− 1
2
,i
= 0, (2.39)
for all i ∈ Z, s ∈ 1
2
+ Z.
The identities [G 3
2
,M− 1
2
] = 2M1 = [Y 1
2
, Y 1
2
] and [G− 3
2
,M 1
2
] = 2M−1 = [Y− 1
2
, Y− 1
2
], to-
gether with the obtained results d0(G± 3
2
) = d0(M± 1
2
) = 0, give Y 1
2
∗d0(Y 1
2
) = Y− 1
2
∗d0(Y− 1
2
) =
0. Comparing the relative coefficients, we can obtain the following identities:
βLY1
2
,i
= βYL1
2
,i
= 2βLM1
2
,i
− βYY1
2
,i
= 2βML1
2
,i
− βYY1
2
,i− 1
2
= βGM1
2
,s
+ βYY1
2
,s
= βMG1
2
,s
+ βYY1
2
,s− 1
2
= βYM1
2
,i
+ βMY1
2
,i+ 1
2
= βYM1
2
,i− 1
2
− βMY1
2
,i
= 0, (2.40)
βLY
− 1
2
,i
= βYL
− 1
2
,i
= 2βLM
− 1
2
,i
− βYY
− 1
2
,i
= 2βML
− 1
2
,i
− βYY
− 1
2
,i+ 1
2
= βGM
− 1
2
,s
+ βYY
− 1
2
,s
= βMG
− 1
2
,s
+ βYY
− 1
2
,s+ 1
2
= βYM
− 1
2
,i
+ βMY
− 1
2
,i− 1
2
= βMY
− 1
2
,i
− βYM
− 1
2
,i+ 1
2
= 0, (2.41)
for all i ∈ Z, s ∈ 1
2
+Z. Combining the identities gotten in (2.38), (2.39), (2.40) and (2.41),
we can deduce the following identities:
βLY1
2
,i
= βYL1
2
,i
= βLM1
2
,i
= βML1
2
,i
= βGY1
2
,s
= βYG1
2
,s
= βGM1
2
,s
= βMG1
2
,s
= βYY1
2
,p
= 0, (2.42)
βLY
− 1
2
,i
= βYL
− 1
2
,i
= βLM
− 1
2
,i
= βML
− 1
2
,i
= βGY
− 1
2
,s
= βYG
− 1
2
,s
= βGM
− 1
2
,s
= βMG
− 1
2
,s
= βYY
− 1
2
,p
= 0, (2.43)
for all i ∈ Z, s ∈ 1
2
+ Z and p ∈ 1
2
Z. Then d0(Y± 1
2
) can be rewritten as follows:
d0(Y± 1
2
) =
∑
p∈ 1
2
Z
(βYY
± 1
2
,p
Yp± 1
2
⊗ Y−p + β
YM
± 1
2
,p
Yp± 1
2
⊗M−p
+βMY
± 1
2
,p
Mp± 1
2
⊗ Y−p + β
MM
± 1
2
,p
Mp± 1
2
⊗M−p). (2.44)
Up to now, we have obtained the following results:
d0(L1) = d0(G± 1
2
) = d0(G± 3
2
) = d0(M± 1
2
) = 0. (2.45)
The following identities have been obtained in (2.40) and (2.41):
βYM1
2
,i
+ βMY1
2
,i+ 1
2
= βYM1
2
,i− 1
2
− βMY1
2
,i
= βYM
− 1
2
,i
+ βMY
− 1
2
,i− 1
2
= βMY
− 1
2
,i
− βYM
− 1
2
,i+ 1
2
= 0, (2.46)
for all i ∈ Z, s ∈ 1
2
+ Z.
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The identities [L1, Y− 1
2
] = −1
2
Y 1
2
, together with (2.45), gives
2L1 ∗ d0(Y− 1
2
) + d0(Y 1
2
) = 0. (2.47)
Comparing the relative coefficients, we can obtain the following identities:
2iβMY
− 1
2
,i+ 1
2
− (2i+ 3)βMY
− 1
2
,i+ 3
2
+ βMY1
2
,i+ 1
2
= 0,
(2i− 1)βYM
− 1
2
,i
− 2(i+ 1)βYM
− 1
2
,i+1
+ βYM1
2
,i
= 0,
(2.48)
for all i ∈ Z, from which we can deduce
2(2i+ 1)βYM
− 1
2
,i+1
= (2i+ 3)βYM
− 1
2
,i+2
+ (2i− 1)βYM
− 1
2
,i
, ∀ i ∈ Z. (2.49)
According to Convention 1, we know that βYM
− 1
2
,0
= 0. Then βYM
− 1
2
,i
can be linearly expressed
by βYM
− 1
2
,1
for any i > 1 while βYM
− 1
2
,j
can be linearly expressed by βYM
− 1
2
,−1
for any j 6 −1. Then
the following identity follows from the finiteness of the relative sum referred in (2.44):
βYM
− 1
2
,i
= 0, ∀ i ∈ Z, (2.50)
And the following identities follows from (2.46), (2.48) and (2.50):
βMY
− 1
2
,s
= βYM1
2
,i
= βMY1
2
,s
= 0 (2.51)
Comparing the relative coefficients of 2L1 ∗ d0(Y− 1
2
) + d0(Y 1
2
) = 0 referred in (2.47), we
can obtain the following identities:
2(s− 1)βYM
− 1
2
,s
− (2s+ 1)βYM
− 1
2
,s+1
+ βYM1
2
,s
= 0, ∀ s ∈
1
2
+ Z. (2.52)
The identities [G 1
2
, Y 1
2
] = 2Y1 = [G 3
2
, Y− 1
2
], together with (2.45), gives G 1
2
∗ d0(Y 1
2
) = G 3
2
∗
d0(Y− 1
2
). Comparing the coefficients of Yi+1 ⊗M−i, we can obtain the following identities:
βYM1
2
,i
+ βYM1
2
,i+ 1
2
= βYM
− 1
2
,i
+ βYM
− 1
2
,i+ 3
2
,
for all i ∈ Z, which together with (2.50) and (2.51), forces
βYM1
2
,s
= βYM
− 1
2
,s+1
, ∀ s ∈
1
2
+ Z. (2.53)
Then combining (2.52) and (2.53), we can obtain
(s− 1)βYM
− 1
2
,s
= sβYM
− 1
2
,s+1
, ∀ s ∈
1
2
+ Z,
which forces
βYM
− 1
2
,s
= 0, ∀ s ∈
1
2
+ Z. (2.54)
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According to (2.46), (2.52) and (2.54), we can deduce the following identities:
βYM
− 1
2
,s
= βYM1
2
,s
= βMY1
2
,i
= βMY
− 1
2
,i
= 0, ∀ i ∈ Z, s ∈
1
2
+ Z. (2.55)
According to (2.50), (2.51), (2.54), (2.55), we can rewrite (2.44) as follows:
d0(Y± 1
2
) =
∑
p∈ 1
2
Z
βMM
± 1
2
,p
Mp± 1
2
⊗M−p. (2.56)
The identities [G− 1
2
, [G 1
2
, Y 1
2
]] = 2[G− 1
2
, Y1] =
3
2
Y 1
2
, together with (2.45), gives G− 1
2
∗G 1
2
∗
d0(Y 1
2
) = 3
2
d0(Y 1
2
). Comparing the relative coefficients, we can obtain the following:
(i+ 1)βMM1
2
,i+1
− iβMM1
2
,i
=
1
2
βMM1
2
,i+ 1
2
, (2.57)
(i+ 1)βMM1
2
,i+ 1
2
− iβMM1
2
,i− 1
2
=
1
2
βMM1
2
,i
, (2.58)
for all i ∈ Z. Then we can deduce
2(i+ 1)
(
(i+ 1)βMM1
2
,i+1
− iβMM1
2
,i
)
− 2i
(
iβMM1
2
,i
− (i− 1)βMM1
2
,i−1
)
=
1
2
βMM1
2
,i
,
for all i ∈ Z, which forces (noticing βMM1
2
,0
= 0 according to Convention 1)
βMM1
2
,i
= 0, ∀ i ∈ Z. (2.59)
Recalling (2.57), we can deduce
βMM1
2
,s
= 0, ∀ s ∈
1
2
+ Z. (2.60)
Comparing the relative coefficients of 2L1 ∗ d0(Y− 1
2
) + d0(Y 1
2
) = 0 referred in (2.47), we
can obtain the following identities:
2iβMM
− 1
2
,i
− 2(i+ 1)βMM
− 1
2
,i+1
+ βMM1
2
,i
= 0,
(2s− 1)βMM
− 1
2
,s
− (2s+ 1)βMM
− 1
2
,s+1
+ βMM1
2
,s
= 0,
(2.61)
for all i ∈ Z, s ∈ 1
2
+ Z. Combining (2.62), (2.60), (2.61) and recalling βMM
− 1
2
,0
= βMM
− 1
2
, 1
2
= 0
according to Convention 1, we can deduce
βMM
− 1
2
,p
= 0, ∀ p ∈
1
2
Z. (2.62)
Hence (2.56) can be simplified as follows:
d0(Y± 1
2
) = 0. (2.63)
Then Claim 4 finally follows from (2.45) and (2.63).
Thus H1(tsns, tsnsC) ∼= H
1(tsns,H) according to Claim 4 and (2.4).
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Claim 5 H1(tsns, tsnsC) ∼= D
♮.
This claim follows from Lemmas 1.2 and 2.3.
Claim 6 For any d ∈ Der(tsns, tsns⊗), (2.2) is a finite sum.
For any p ∈ 1
2
Z, one can suppose dp = (vp)inn + δp,0d
♮ for some vp ∈ tsns
⊗
p and d
♮ ∈
D♮. If ∆ = {p ∈ 1
2
Z | vp 6= 0} is an infinite set, then d(L0) = d
♮(L0) +
∑
p∈∆ L0 ∗ vp =
d♮(L0)−
∑
p∈∆ p vp is an infinite sum, which is not in tsns
⊗, contradicting the fact that d is
a derivation from tsns to tsns⊗. Then Claim 6 follows.
By now we have completed the proof of Theorem 1.4 (i). 
The following lemma is still true for tsns by employing the technique of [24, Lemma 3.5]
or [2, Lemma 2.5].
Lemma 2.7 Suppose v ∈ tsns⊗
(
modulo (C⊗)
)
such that x · v ∈ Im(1 ⊗ 1 − τ) for all
x ∈ tsns. Then there exists some u ∈ Im(1 ⊗ 1 − τ) such that v − u ∈ C⊗.
Proof of Theorem 1.4 (ii), (iii) They follow from Lemmas 1.3, 2.7 and Theorem 1.4 (i). 
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