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ABSTRACT
In this thesis, a framework for cavity and waveguide quantum electrodynamic
(CQED, and WQED, respectively) problems is presented. The essence of this
framework is to use the dyadic Green’s function (DGF) to obtain the local
density of states (LDOS) and radiative shift of a two-level system (TLS)
embedded in an arbitrary electromagnetic continuum. The dressed states
of the system are also found using a method of direct diagonalization of
operators. The physics and essential features of the dressed states are related
to the DGF. The dynamics of the system are solved in connection with the
resolvent formalism of quantum scattering theory.
The work presented here represent the first attempts in this important
topic of study. This thesis accomplishes the full solution of the problem of
a two-level atom coupled to arbitrary lossless electromagnetic environments.
The cases of transmission line, hollow rectangular waveguide and free space
are considered. At the same time, an attempt to gather much of the required
background for this highly interdisciplinary topic is made, in particular, the
quantization of an arbitrary lossless waveguide is presented in detail, which to
the best of our knowledge, has not appeared in the literature. More detailed
investigations will follow in a Ph.D. dissertation.
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CHAPTER 1
GREEN’S FUNCTION
1.1 Inhomogeneous transmission line:
Classical
Consider an inhomogeneous transmission line at x ∈ [0, L] whose per unit
length capacitance and inductance are functions of space, c(x) and l(x), re-
spectively. The equations of motion governing the voltage, V (x) and current,
I(x), on this transmission line are the telegraphers’ equations :
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂xV = − l(x)∂t I
∂x I = − c(x)∂tV (1.1)
It is convenient to normalize the problem using the average values of l(x)
and c(x). ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
l0 = 1
L ∫ L0 dx l(x) ; and lr(x) = l(x)l0
c0 = 1
L ∫ L0 dx c(x) ; and cr(x) = c(x)c0
The second-order equations are in the form of wave equations.
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂x l−1r ∂xV − l0c0 cr ∂2t V = 0
∂x c−1r ∂x I − l0c0 lr ∂2t I = 0 (1.2)
For time harmonic solutions the dispersion relation is ω2 = v2k2, where v =(l0c0)−1/2 is the phase velocity of the transmission line. Plugging in this
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relation and transforming to the frequency domain turns Equation (1.2) into:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂x l−1r ∂xV + cr k2 V = 0
∂x c−1r ∂x I + lr k2 I = 0 (1.3)
These are the source free equations governing the eigenfunctions of the trans-
mission line. Obtaining these eigenfunctions will allow us to quantize the
problem in terms of modes along the lines of canonical quantization. We
make several observations on the properties of these equations and their so-
lutions before proceding to the quantization of this transmission line.
1.1.1 Continuity of materials and fields
From Equation (1.3) it is apparent that V (x) and I(x) are everywhere contin-
uous. To obtain the continuity condition on their first order derivatives, con-
sider the equation for voltage in Equation (1.3) and assume a delta-function
source is exciting the transmission line. Then,
∂x l
−1
r ∂xV + cr k2 V = a δ(x − x′)
Integrating the above equation over a vanishing segment x ∈ [x′−, x′+] around
x′ gives:
l−1r ∂xV ∣x=x′+ − l−1r ∂xV ∣x=x′− = a
Hence, in regions free of delta-function sources, we must have the following
continuity conditions on the first-order derivatives:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
l−1r ∂xV is continuous; KCL
c−1r ∂x I is continuous; KVL
These conditions reflect the local Kirchoff equations where the transmission
line material changes. Sudden jumps are allowed in lr(x) and cr(x) in our
discussions.
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1.1.2 Operators and boundary conditions
We abstract Equation (1.2) into a set of operator equations by defining:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
LV = −∂x l−1r ∂xLI = −∂x c−1r ∂x (1.4)
To facilitate the study of scattering problems in later chapters, we would
prefer to work with traveling waves in the x direction. These waves have a
definite wave number but are complex. Hence, it is convenient to consider
energy inner products1 of the form [1]:
⟨V ∗1 , LV V2⟩ = ∫ L
0
dxV ∗1 (−∂x 1lr ∂x)V2 (1.5)
The Hermitian adjoint of the operator LV is written as LV and defined
through the inner product:
⟨V ∗1 , LV V2⟩ = ⟨{LV V1}∗ , V2⟩ (1.6)
Starting from the definition in Equation (1.5) and doing integration by parts
twice, we obtain a Lagrange identity [2]:
⟨V ∗1 , LV V2⟩ = ∫ L
0
dxV ∗1 (−∂x 1lr ∂x)V2
= −V ∗1 1lr ∂xV2∣
L
0
+ V2 1
lr
∂xV
∗
1 ∣L
0
+ ∫ L
0
dx{(−∂x 1
l∗r ∂x)V1}
∗
V2
⟨V ∗1 , LV V2⟩ = ⟨{L∗V V1}∗ , V2⟩ + [V2 1lr ∂xV ∗1 − V ∗1 1lr ∂xV2]L0 (1.7)
If we restrict ourselves to a everywhere lossless transmission line that is pe-
riodic at the end points, x = 0 and x = L. Then, lr(0) = lr(L) and l(x) ∈ R,
so LV = L∗V . According to Equation (1.7) the operator LV is Hermitian with
1The complex conjugation on one of the functions is reminiscent of complex power in
the frequency domain, hence the name energy inner product.
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the boundary condition:2
Im {V ∗2 ∂xV1∣x=L − V ∗2 ∂xV1∣x=0} = 0. (1.8)
A number of boundary conditions can make the operator LV Hermitian.
The Dirichlet and Neumann boundary conditions are often used for closed
problems where the transmission line is terminated by open or short circuits
at the end points. These boundary conditions give real eigenfunctions. To
allow traveling waves the suitable boundary condition that satisfy Equation
(1.8) is the periodic boundary condition3 on V (x) and ∂xV (x) = V ′(x).
Now we summarize our consideration of the continuity and boundary
conditions of the V (x) and I(x) fields.
Hermitian and symmetry properties
The operators in Equation (1.4) are associated with a lossless inho-
mogeneous transmission line that is periodic at x = 0 and x = L. The
operator LV is Hermitian on the domain:a
D(LV ) = {V,LV V ∈ L2[0, L] ∶ V (L) = V (0), V ′(L) = V ′(0)} (1.9)
Note also that LV is symmetric on the domain defined by Equation
(1.9), which is to say:
⟨V2, LV V1⟩ = ⟨V1, LV V2⟩ (1.10)
Similar results hold for LI.
aHere V ′ denotes the first-order x derivative.
The Hermitian property is very important for both the classical and quan-
2This is the analogy of self adjoint boundary conditions for linear operators on the
space of real functions of a single variable x [2].
3Equation (1.8) can also be satisfied by the so-called twisted boundary condition.
V (L) = eiφV (0)
Here, the same condition should also be applied to the first derivative of the function.
This is a generalized periodic boundary condition. The phase φ may be induced by a
magnetic field through the Ahoronov Bohm effect for charged particles [3], or effectively
for microwave photons [4]. Hence, it is now possible to implement such a phase into a
transmission line. This phase factor can be used to tune the dispersion relation.
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tum mechanical problem. It ensures that LV and LI have real eigenvalues.
Their eigenfunctions form complete orthonormal sets that span a Hilbert
space. Notably, they are capable of expanding functions that are outside of
the domain defined in Equation (1.9).
1.1.3 Eigenvalues and eigenfunctions
Equation (1.3) can be rewritten as two generalized eigenvalue problems for
the LV and LI operators, respectively:⎧⎪⎪⎪⎨⎪⎪⎪⎩
LV V = cr k2 VLII = lr k2 I (1.11)
These two operators share the same eigenvalue and there eigenfunctions are
related4 by Equation (1.1):
I(x, k2) = 1
Z0
∂xV (x, k2)
i∣k∣lr ; Z0 =
√
l0
c0
(1.12)
Here Z0 is the average characteristic impedance of the transmission line. It
suffices to consider LV .
Since LV is Hermitian, we know it possesses only real eigenvalues. Using
this fact, consider:
⟨V ∗1 , LV V2⟩ − ⟨V ∗2 , LV V1⟩∗ = (k22 − k21) ⟨V ∗1 , crV2⟩ = 0
The choices are degeneracy of eigenvalues or orthogonality of eigenfunctions.
It is convenient to normalize the eigenfunctions with a weight of cr(x).
4This can be easily shown, given that V (x, k2) satisfy the generalized eigenvalue equa-
tion LV V (x, k2) = cr k2 V (x, k2), we plug in the corresponding I(x, k2), computed from
Equation (1.12), into LII(x, k2). This gives:
1
iZ0∣k∣LI 1lr ∂xV (x, k2) = 1iZ0∣k∣∂x 1crLV V (x, k2) = 1iZ0∣k∣k2∂xV (x, k2)
LII(x, k2) = lr k2 I(x, k2)
Hence, I(x, k2) is an eigenfunction of LI with the same eigenvalue k2.
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Orthonormality relation: Energy inner product
From the Hermitian property of LV , its eigenfunctions are orthonormal
in the sense:
⟨V ∗i , crVj⟩ = ∫ L
0
dxV ∗i (x) cr(x)Vj(x) = δij (1.13)
Similarly, those for the LI are orthonormal in the sense:
⟨I∗i , lrIj⟩ = ∫ L
0
dx I∗i (x) lr(x) Ij(x) = δij (1.14)
Reaction inner product
From the symmetry property of LV and LI we can proceed to prove in
the following that:
⟨Vm, crVn⟩ = ⟨Im, lr In⟩ = δm,n (1.15)
The relationship between the normalized eigenfunctions of the LV and LI
operators can be obtained by assuming an extra normalization constant Nj
in Equation (1.12) such that:
⟨I∗j , lrIj⟩ = N2Z20 ∫ L0 dx 1k2j lr [∂xVj(x)][∂xV ∗j (x)] = 1
A simple calculation gives that Nj = Z0. Hence:
Ij(x) = 1
i∣kj ∣lr ∂xVj(x) (1.16)
For orthonormality with respect to the reaction inner product, consider:
⟨Im, lrIn⟩ = ∫ L
0
dx
−1∣km∣∣kn∣lr [∂xVm(x)] [∂xVn(x)]= 1∣km∣∣kn∣ ⟨Vm, LV Vn⟩ = 1∣km∣∣kn∣ ⟨Vn, LV Vm⟩= ∣kn∣∣km∣ ⟨Vm, crVn⟩ = ∣km∣∣kn∣ ⟨Vn, crVm⟩
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In analogy to the energy inner product case, we find:
⟨Vm, crVn⟩ ( ∣kn∣∣km∣ − ∣km∣∣kn∣ ) = 0
Either the inner product is zero, or when the quantity in the brackets is zero,
the distinctness of eigenvalues for the LV operator dictates that:
Vm(x) = Vn(x), or Vm(x) = V ∗n (x)
both implying m = n. Hence, we arrive at Equation (1.15).
Another important relation is the expansion of the delta-function. As-
sume that:
δ(x − x′) =∑
i
Vi(x)ai(x′)
Testing this equation with V ∗j (x)cr(x) and utilizing Equation (1.13):
∫ L
0
dxV ∗j (x)cr(x) δ(x − x′) =∑
i
ai(x′)∫ L
0
dxVi(x)cr(x)V ∗j (x)
V ∗j (x′)cr(x′) =∑
i
ai(x′) δij = aj(x′)
Completeness relation
The normalized eigenfunctions of LV can expand the delta-function as:
δ(x − x′) =∑
i
V ∗i (x) cr(x′)Vi(x′) (1.17)
Similarly, the normalized eigenfunctions of LI also give:
δ(x − x′) =∑
j
I∗j (x) lr(x′) Ij(x′) (1.18)
In fact, we can also write this expansion in a more symmetric way:
δ(x − x′) =∑
i
cr(x)1/2 V ∗i (x) cr(x′)1/2 Vi(x′) (1.19)
δ(x − x′) =∑
j
lr(x)1/2 I∗j (x) lr(x′)1/2 Ij(x′) (1.20)
Although the delta-function is not in L2[0, L], we can expand it using the
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eigenfunctions of the Hermitian operator LV . We say that δ(x − x′) is on
the boundary of L2[0, L]. The space of functions L2[0, L], together with
its boundary, forms a Hilbert space. This is the Hilbert space that we will
be doing quantum mechanics on in Chapter 2. The sets of eigenfunctions{Vi(x)} and {Ij(x)} constitute two complete basis of this Hilbert space [2].
The orthonormality relation in Equation (1.13) and completeness rela-
tions in Equation (1.17) and Equation (1.19) will be extremely useful in
later sections. Note that any V (x, t) field on the transmission line can be
expanded using the eigenfunctions of LV with time dependent expansion co-
efficients as:
V (x, t) =∑
i
[ai e−iωit Vi(x) + a∗i eiωit V ∗i (x)] (1.21)
We can get the I field by evaluating Equation (1.12), or using the corre-
sponding eigenfunctions of the LI operator and scaling by a factor of Z−10 .
Hence:
I(x, t) = i
Z0
∑
j
[a∗j eiωjt I∗j (x) − aj e−iωjt Ij(x)] (1.22)
It is easy to check that Equations (1.21) and (1.22) satisfy Equation (1.2).
Note that in these equations the temporal frequency ωj is a positive quantity,
defined as ωj = v∣kj ∣.
1.1.4 Green’s function
Consider the excitation problem with a delta-function source of unit strength,
or an impulse.5 The solution GV (x,x′;k2) is the impulse response, in general
called the Green’s function.
−∂x 1
lr
∂xGV (x,x′;k2) − cr k2GV (x,x′;k2) = δ(x − x′)(LV − cr(x)k2)GV (x,x′;k2) = δ(x − x′) (1.23)
Notice that the Green’s function as defined in Equation (1.23) is interpreted
as a function of x that depends on the parameters x′ and k2. It is not within
the domain defined in Equation (1.9). It is also on the boundary of L2[0, L].
However, the completeness of the eigenfunctions guarantees that we can still
5The sign convention chosen here seems unnatural in view of Equation (1.3), however,
we adopt them to make connections with the electromagnetic case treated in later sections.
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write an expansion:
GV (x,x′;k2) =∑
i
Vi(x)gi(x′)
Plugging this into Equation (1.23) and using the completeness relation (1.17)
on the right-hand side, we have:
∑
i
gi(x′) (LV − cr(x)k2)Vi(x) = δ(x − x′)
∑
i
gi(x′) (k2i − k2) cr(x)Vi(x) =∑
j
V ∗j (x′) cr(x)Vj(x)
∑
i
gi(x′) (k2i − k2) ⟨V ∗p , cr Vi⟩ =∑
j
V ∗j (x′) ⟨V ∗p , cr Vj⟩
The voltage type Green’s function is expanded as:
GV (x,x′;k2) =∑
i
Vi(x)V ∗i (x′)
k2i − k2 (1.24)
Equation (1.24) is problematic for purely real k2. If k2 coincides with one
of the k2i , the Green’s function is not well defined. This is expected, since the
problem has internal resonance, rendering the solution of excitation problems
non-unique [1]. This non-uniqueness is connected to causality. Presently, by
considering partial fractions, the poles of the Green’s function are on the
real k axis, hence causality is not directly manifest. To this end, we must
introduce an infinitesimal loss k → k ± iη so as to distinguish the direction of
time, or the causal and anti-causal Green’s functions [1].
Modal expansion Green’s functions
The choice of +iη gives the causal retarded Green’s function, while the−iη choice give the anti-causal advanced Green’s functiona.
GrV (x,x′;k2) = lim
η→0+∑i Vi(x)V ∗i (x′)k2i − (k + iη)2 (1.25)
GaV (x,x′;k2) = lim
η→0+∑i Vi(x)V ∗i (x′)k2i − (k − iη)2 (1.26)
aIn what follows we will take GV to mean the retarded Green’s function.
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Consider an inner product of the form:
⟨f∗2 , ∫ L
0
dx′GV (x,x′;k2) f1(x′)⟩ (1.27)
We may interpret it as the energy radiated by a source distribution f1(x) and
absorbed into a field distribution f2(x). It is also computable through the
Hermitian adjoint of the Green’s function GV (x,x′;k2) defined by an inner
product of the form in Equation (1.6):
⟨f∗2 , ∫ L
0
dx′GV (x,x′;k2) f1(x′)⟩ = ⟨{∫ L
0
dx′GV (x,x′;k2) f2(x′)}∗ , f1⟩
Evoking the definition of the inner product in Equation (1.5) it is easy to
compute that:6
GV (x,x′;k2) = G∗V (x′, x;k2) (1.28)
Now using the definitions in Equation (1.25) for the retarded and advanced
Green’s functions, we have:
G∗V (x′, x;k2) = lim
η→0+∑i { Vi(x′)V ∗i (x)k2i − (k + iη)2}
∗ = lim
η→0+∑i Vi(x)V ∗i (x′)k2i − (k − iη)2 (1.29)
Hence we arrive at:
GV (x,x′;k2) = GaV (x,x′;k2) (1.30)
Now let J1(x), V1(x) and J2(x), V2(x) be two sets of source and field for
6The LHS gives:
∫ L
0
dxf∗2 (x)∫ L
0
dx′GV (x,x′;k2) f1(x′) = ∫ L
0
dx∫ L
0
dx′f∗2 (x′)GV (x′, x;k2) f1(x)
LHS = ∫ L
0
dx∫ L
0
dx′{G∗V (x′, x;k2) f2(x′)}∗f1(x)
While the RHS gives:
RHS = ∫ L
0
dx∫ L
0
dx′{GV (x,x′;k2) f2(x′)}∗f1(x)
The result of Equation (1.28) follows upon comparison. Notice that this is analogous to
the Hermitian adjoint of a finite dimensional matrix, which is the same as its transpose
conjugate.
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the excitation problem.
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(LV − cr k2 )V1(x) = J1(x)(LV − cr k2 )V2(x) = J2(x)
Using the symmetry property of the LV operator in Equation (1.10) we im-
mediately arrive at a reciprocity relation:
⟨J1, V2⟩ = ⟨J2, V1⟩ (1.31)
Now using the retarded voltage Green’s function, we have:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∫ L0 dx′GV (x,x′;k2)J1(x′) = V1(x)
∫ L0 dx′GV (x,x′;k2)J2(x′) = V2(x)
Plugging into (1.31) we have:
⟨J1, V2⟩ = ∫ L
0
dxJ1(x)∫ L
0
dx′GV (x,x′;k2)J2(x′)
= ∫ L
0
dx∫ L
0
dx′J2(x)GV (x′, x;k2)J1(x′)
⟨J2, V1⟩ = ∫ L
0
dx∫ L
0
dx′J2(x)GV (x,x′;k2)J1(x′)
Hence we prove that the retarded Green’s function is self-transpose (or sym-
metric).
GV (x,x′;k2) = GV (x′, x;k2) (1.32)
Finally, combining Equations (1.28), (1.30) and (1.32) we see that the ad-
vanced Green’s function is the complex conjugate of the retarded Green’s
function.
GaV (x,x′;k2) = G∗V (x,x′;k2) (1.33)
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Properties of LVand Green’s functions
The properties of the Green’s function in this section is intimately
connected with the properties of LV in Section (1.1.2).
Since the operator LV is Hermitian, the Green’s function GV (x,x′;k2),
which is related to (LV − cr k2)−1 is self-adjoint or Hermitian for purely
real k2. The introduction of small loss distinguishes the retarded and
advanced Green’s functions, which are the Hermitian adjoint of each
other.
Due to the symmetry property of LV , the Green’s functions are self-
transpose, or symmetric.
Finally, the combination of the above properties relates the retarded
and advanced Green’s functions through conjugation, or time reversal.
All analogous results can be similarly written down for the current Green’s
function.
1.1.5 Spectral function and LDOS
The spectral function is defined to be the difference between the retarded
and advanced Green’s function.
AV (x,x′;k2) = i [GV (x,x′;k2) −GaV (x,x′;k2)] (1.34)
Using Equation (1.33) we have:
AV (x,x′;k2) = −2I{GV (x,x′;k2)} (1.35)
Using Equations (1.25) and (1.30) in (1.34), we have:
AV (x,x′;k2) = i [GV (x,x′;k2) −G∗V (x′, x;k2)]
AV (x,x′;k2) = i∑
i
[Vi(x)V ∗i (x′)
k2i − k2 − {Vi(x′)V ∗i (x)k2i − k2 }
∗]
AV (x,x′;k2) = −2∑
i
Vi(x)V ∗i (x′)I{ 1k2i − k2}
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Considering the infinitesimal loss7 gives:
lim
η→0+ I{ 1k2i − (k + iη)2} = 12ki limη→0+ { η(ki − k)2 + η2 − η(ki + k)2 + η2}= pi
2ki
[δ(ki − k) − δ(ki + k)]
= pi
2k
[δ(ki − k) + δ(ki + k)]
Hence the modal expansion of the spectral function in the lossless limit is8
AV (x,x′;k2) = −2∑
i
Vi(x)V ∗i (x′) pi2k [δ(ki − k) + δ(ki + k)]= −∑
i
Vi(x)V ∗i (x′)vpik δ(ωi − ω)
Modal expansion of spectral functions
The voltage spectral function has modal expansion:
AV (x,x′;ω) = −ωpi
k2
∑
i
Vi(x)V ∗i (x′)δ(ωi − ω) (1.38)
Similarly, the current spectral function is:
AI(x,x′;ω) = −ωpi
k2
∑
j
Ij(x) I∗j (x′)δ(ωj − ω) (1.39)
The main purpose of introducing the spectral functions is to connect with
the LDOS. For an inhomogeneous transmission line we define the voltage and
current LDOS to be:
DV (x,ω) =∑
i
∣Vi(x)∣2 cr(x) δ(ωi − ω) (1.40)
7Going from the second to third line we made use of the well-known limit [5]:
lim
η→0+ ηx2 + η2 = piδ(x) (1.36)
8We need to invoke the property of the delta-function that:
δ(f(x)) =∑
i
1∣f ′(xi)∣δ(x − xi) (1.37)
where xi are the roots of f(x) = 0.
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DI(x,ω) =∑
j
∣Ij(x)∣2 lr(x) δ(ωj − ω) (1.41)
The spatial integral of the LDOS gives the globe density of states (per pe-
riod of the transmission line), D(ω) = ∫ L0 dxD(x,ω). If we scale the voltage
spectral function with the relative capacitance per unit length, and the cur-
rent spectral function, relative inductance, then the diagonal (local) elements
of the spectral functions is related to the LDOS through:
cr(x) 12 AV (x,x;ω) cr(x) 12 = −ωpi
k2
DV (x,ω) (1.42)
lr(x) 12 AI(x,x;ω) lr(x) 12 = −ωpi
k2
DI(x,ω) (1.43)
Finally, combining Equations (1.35) and (1.42) we get the relationship
between the LDOS and the imaginary part of the retarded Green’s function.
LDOS and Green’s function
DV (x,ω) = 2k2
ωpi
cr(x) 12 I{GV (x,x;k2)} cr(x) 12 (1.44)
DI(x,ω) = 2k2
ωpi
lr(x) 12 I{GI(x,x;k2)} lr(x) 12 (1.45)
1.2 Inhomogeneous transmission line:
Quantization
The total energy, or the Hamiltonian, of one period of the inhomogeneous
transmission line discussed in Section 1.1 is given by:
H = ∫ L
0
dx(1
2
c(x)V (x, t)2 + 1
2
l(x) I(x, t)2) (1.46)
It can be easily seen that H is independent of time, to this end, consider
the total time derivative of H:
d
dt
H = ∫ L
0
dx [V (x, t) c(x)∂t V (x, t) + I(x, t) l(x)∂t I(x, t)]
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Plugging Equation (1.1) into the above:
d
dt
H = ∫ L
0
dx [−V (x, t)∂x I(x, t) − I(x, t)∂x V (x, t)]
= −∫ L
0
dx∂x [V (x, t) I(x, t)] = V (x, t) I(x, t)∣0
L
(1.47)
Due to the periodic boundary condition applied on the fields V (x, t) and
I(x, t), we see that H is a constant. The total energy on one periodic of the
transmission line is a conserved quantity.
1.2.1 Eigenfunction expansion
Using Equations (1.21) and (1.22) we can expand the physical fields V (x, t)
and I(x, t) on the transmission line.
V (x, t) =∑
n
Vn [a∗n eiωntV ∗n (x) + an e−iωntVn(x)] (1.48)
I(x, t) = i
Z0
∑
n
Vn [a∗n eiωntI∗n(x) − an e−iωntIn(x)] (1.49)
Here we have allowed for real normalization factor Vj in the expansion. These
will allow us to transition between normalized quantities in the classical and
quantum mechanical cases, the latter necessarily having dependence on h̵.
The Hamiltonian can be rewritten using Vj(x), Ij(x), aj(t) and a∗j (t),
where we group the harmonic time dependence together with the complex
expansion coefficients, as:
H = c0
2
∑
m,n
VmVn [am(t)an(t) ⟨Vm, crVn⟩ + am(t)a∗n(t) ⟨Vm, crV ∗n ⟩ + c.c.]
+ l0
2Z20
∑
m,n
VmVn [am(t)a∗n(t) ⟨Im, lrI∗n⟩ − am(t)an(t) ⟨Im, lrIn⟩ + c.c.]
Using the orthonormality relation in Equations (1.13) and (1.14) as well as
Equation (1.12) for the definition of Z0, we simplify:
H =∑
n
c0 V2n [an a∗n + a∗n an]
+ ∑
m,n
c0 VmVn
2
[am an (⟨Vm, crVn⟩ − ⟨Im, lrIn⟩) e−i(ωm+ωn)t + c.c.]
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Now employing the orthonormality relation for the reaction inner product in
Equation (1.15) the terms in the second line vanishes, leaving us:
H =∑
n
c0V2n [an a∗n + a∗n an] (1.50)
In classical terms, this is just expressing the Hamiltonian using a generalized
Parseval’s theorem for the eigenfunctions of LV and LI operators.
1.2.2 Quantization
Quantization is done by taking the expansion of Equation (1.50) and turning
the expansion coefficients an and a∗n into annihilation and creation operators
in the Schro¨dinger picture:
an → aˆn ; and a∗n → aˆn (1.51)
which obey the commutation relations:
[aˆn, aˆm] = 0 ; [aˆn, aˆm] = δnm (1.52)
We fix the normalization factors Vn by equating:
Hˆ =∑
n
c0 V2n [aˆnaˆn + aˆnaˆn] =∑
n
h̵ ωn [aˆnaˆn + 12]
Hence, the suitable normalization factors are:
2c0 V2n = h̵ ωn → Vn = √ h̵ ωn2c0 (1.53)
The Heisenberg equations for the operators aˆn(t) and aˆn(t) in the Heisen-
berg picture are:
∂t aˆn = 1
ih̵
[aˆn, Hˆ] = −i ωn aˆn (1.54)
∂t aˆ

n = i ωn aˆn (1.55)
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Hence, their relation to the Schro¨dinger picture operators is simply:
aˆn(t) = aˆn e−iωnt ; and aˆn(t) = aˆn eiωnt (1.56)
Quantized field operators
The quantized field operators Vˆ (x, t) and Iˆ(x, t) are:
Vˆ (x, t) =∑
n
√
h̵ ωn
2 c0
[aˆn(t)V ∗n (x) + aˆn(t)Vn(x)] (1.57)
Iˆ(x, t) =∑
n
i
√
h̵ ωn
2 l0
[aˆn(t) I∗n(x) − aˆn(t) In(x)] (1.58)
Notice that both operators are Hermitian, making them correspond
with physical observables.
Another important physical observable is the magnetic flux Φ(x, t) be-
tween the transmission line, given classically by:
∂t Φ(x, t) = V (x, t)
The quantized flux operator ˆΦ(x, t) is:
Φˆ(x, t) =∑
n
i
√
h̵
2 c0 ωn
[aˆn(t)Vn(x) − aˆn(t)V ∗n (x)] (1.59)
1.2.3 Field commutators
The Fourier transforms of the quantized field operators are important in
connection with the Green’s function. To this end, we define:
Vˆ (x,ω) = ∞∫−∞ dt eiωt Vˆ (x, t)
=∑
n
√
h̵ωn
2c0
∞∫−∞ dt eiωt [aˆn eiωnt V ∗n (x) + aˆn e−iωnt Vn(x)]
Vˆ (x,ω) = √ h̵ω
2c0
∑
n
δ(ω − ωn) aˆn Vn(x) (1.60)
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We see that Equation (1.60) is related to the annihilation operators and the
frequency (energy) density of states. The Hermitian adjoint of this operator
is:
Vˆ (x,ω) = √ h̵ω
2c0
∑
n
δ(ω − ωn) aˆn V ∗n (x) (1.61)
In this light, the time domain field operator Vˆ (x, t) composes of an annihi-
lation and a creation component:
Vˆ (x, t) = ∞∫
0
dω e−iωt Vˆ (x,ω) + ∞∫
0
dω eiωt Vˆ (x,ω) (1.62)
To connect with the Green’s function, we evaluate the commutator:
[Vˆ (x,ω), Vˆ (x′, ω′)] = h̵√ωω′
2c0
∑
m,n
δ(ω − ωn)δ(ω′ − ωm) [aˆm, aˆn] Vm(x)V ∗n (x′)
= h̵√ωω′
2c0
∑
n
δ(ω − ωn)δ(ω′ − ωn)Vn(x)V ∗n (x′)
= h̵ω
2c0
δ(ω − ω′)∑
n
δ(ω − ωn)Vn(x)V ∗n (x′) (1.63)
Now, relating this with Equation (1.38), we have:
[Vˆ (x,ω), Vˆ (x′, ω′)] = − l0h̵ω2
2pi
δ(ω − ω′)AV (x,x′, ω) (1.64)
Field commutator and Green’s function
Employing the definition of the spectral function from the retarded
Green’s function in Equation (1.64):
[Vˆ (x,ω), Vˆ (x′, ω′)] = l0h̵ω2
pi
δ(ω − ω′)I{GV (x,x′, ω)} (1.65)
In addition, it is easily seen thata
[Vˆ (x,ω), Vˆ (x′, ω′)] = − [Vˆ (x,ω), Vˆ (x′, ω′)] (1.66)[Vˆ (x,ω), Vˆ (x′, ω′)] = [Vˆ (x,ω), Vˆ (x′, ω′)] = 0 (1.67)
aWe have used the symmetry property of GV in Equation (1.32) to write down
Equation (1.66).
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In particular, the local vacuum fluctuation of the voltage field can be
related to the voltage LDOS using Equations (1.64) and (1.42):
c(x)⟨0∣Vˆ (x,ω)Vˆ (x,ω′)∣0⟩ = h̵ω
2
δ(ω − ω′)DV (x,x,ω) (1.68)
The interpretation of Equation (1.68) is clearly that of the local vacuum
fluctuation of the charging energy. It is amazing that classical quantities
such as the retarded Green’s function enter the quantum description [6].
The above commutators are written in the frequency domain, we can use
Equation (1.62) to turn them into the time domain. Consider:
[Vˆ (x, t), Vˆ (x′, t′)] = ⎡⎢⎢⎢⎢⎣
∞∫
0
dω e−iωt Vˆ (x,ω) +H.c., ∞∫
0
dω′ e−iω′t′ Vˆ (x′, ω′) +H.c.⎤⎥⎥⎥⎥⎦
= ∞∫
o
∞∫
o
dω dω′ e−i(ωt+ω′t′) [Vˆ (x,ω), Vˆ (x′, ω′)] +H.c.
+ ∞∫
o
∞∫
o
dω dω′ e−i(ωt−ω′t′) [Vˆ (x,ω), Vˆ (x′, ω′)]
+ ∞∫
o
∞∫
o
dω dω′ e−i(ω′t′−ωt) [Vˆ (x,ω), Vˆ (x′, ω′)] (1.69)
Using the field commutators given above:
[Vˆ (x, t), Vˆ (x′, t′)] = l0h̵
2pii
∞∫
o
dω ω2I{GV (x,x′;ω)} sinω(t′ − t); (1.70)
1.3 General waveguide structure: Classical
In this section we repeat the classical modal analysis of Section 1.1 for an
electromagnetic system general enough to describe any lossless reciprocal
waveguides bounded by PEC or PMC walls. The wave equation including a
source current is given by [1]:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∇× µ¯−1r ⋅ ∇ ×E − k2 ¯r ⋅E = iωµ0J∇× ¯−1r ⋅ ∇ ×H − k2 µ¯r ⋅H = ∇× ¯−1r ⋅ J (1.71)
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As shown in Section (1.1) the solution of the problem depends on the eigen-
functions of the L¯E and L¯H operators, defined as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
L¯E = ∇× µ¯−1r ⋅ ∇×L¯H = ∇× ¯−1r ⋅ ∇× (1.72)
1.3.1 Continuity of material and fields
We can read off the continuity condition for the E and H fields from Equa-
tion (1.71). These will simply be the continuity of transverse E and H over
the boundary surface between region 1 and region 2. With the possibility of
a surface current J s existing on the boundary, we have:⎧⎪⎪⎪⎨⎪⎪⎪⎩
nˆ ×H1 − nˆ ×H2 = J s
nˆ ×E1 − nˆ ×E2 = 0 (1.73)
Once again sudden jumps in the waveguide material are allowed in our dis-
cussion. This will facilitate future discussions of joining different waveguides
junctions together.
1.3.2 Operators and boundary conditions
Consider the operator L¯E, we write down its Hermitian adjoint through the
inner product: ⟨E∗1, L¯E ⋅E2⟩ = ⟨{L¯E ⋅E1}∗ , E2⟩ (1.74)
Here the energy inner product for vector fields is a simple extension of Equa-
tion (1.5) for scalar fields. The vector nature actually requires us to take
the conjugate transpose, denoted by “”, of the first argument in the pair,
but for simplicity we write it as the simple complex conjugation, with the
understanding that the first argument of the pair is a row vector. Computing
the LHS of Equation (1.74) directly we have:
⟨E∗1, L¯E ⋅E2⟩ = ∫
V
drE∗1 ⋅ (∇× 1µ¯r ⋅ ∇×)E2= ∫
V
dr (∇×E∗1) ⋅ 1µ¯r ⋅ ∇ ×E2 − ∫V dr∇ ⋅ (E∗1 × 1µ¯r ⋅ ∇ ×E2)
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With the assumption of symmetric material, we have:
⟨E∗1, L¯E ⋅E2⟩ = ∫
V
dr (∇×E2) ⋅ 1
µ¯r
⋅ ∇ ×E∗1 − ∫
σ
dA nˆ ⋅ (E∗1 × 1µ¯r ⋅ ∇ ×E2)= ∫
V
dr (∇× 1
µ¯r
⋅ ∇ ×E∗1) ⋅E2
−∫
σ
dA nˆ ⋅ (E∗1 × 1µ¯r ⋅ ∇ ×E2) − ∫σ dA nˆ ⋅ (E2 × 1µ¯r ⋅ ∇ ×E∗1)⟨E∗1, L¯E ⋅E2⟩ = ⟨{L¯∗E ⋅E1}∗ , E2⟩ −EBT
The above is a Lagrange’s identity for the L¯E operator. Due to the lossless
assumption, L¯∗E = L¯E and the operator L¯E is formally self-adjoint (L¯E = L¯E)
if the E-field satisfy boundary conditions on the surface bounding the volume
V that makes the EBT (E-field boundary terms) vanish.9
Lagrange’s identity for L¯E
The L¯E operator has Lagrange’s identity:
⟨E∗1, L¯E ⋅E2⟩ = ⟨{L¯E ⋅E1}∗ , E2⟩ −EBT (1.75)
Here, EBT stands for Electric field Boundary Terms, given by:
EBT = ∫
σz
dA zˆ ⋅ [E∗1 × 1µ¯r ⋅ ∇ ×E2 +E2 × 1µ¯r ⋅ ∇ ×E∗1]
z=L
z=0+∫
σt
dA [(nˆt ×E∗1) ⋅ 1µ¯r ⋅ ∇ ×E2 + (nˆt ×E2) ⋅ 1µ¯r ⋅ ∇ ×E∗1]σt
(1.76)
9Since our structure is a waveguide, we should separate the discussion of the boundary
conditions in the longitudinal and transverse directions. Suppose the waveguide is oriented
along the z-direction, then the boundary terms separates into a σz and a σt part.
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Lagrange’s identity for L¯H
Similarly, we can write the Lagrange’s identity for the L¯H operator:
⟨H∗1, L¯H ⋅H2⟩ = ⟨{L¯H ⋅H1}∗ ,H2⟩ −HBT (1.77)
Here it will be convenient to write the HBT (H-field boundary terms)
in slightly different form:
HBT = ∫
σz
dA zˆ ⋅ [H∗1 × 1¯r ⋅ ∇ ×H2 +H2 × 1¯r ⋅ ∇ ×H∗1]z=Lz=0−∫
σt
dA [H∗1 ⋅ (nˆt × 1¯r ⋅ ∇ ×H2) +H2 ⋅ (nˆt × 1¯r ⋅ ∇ ×H∗1)]σt(1.78)
Now we assume the waveguide is bounded by a PEC wall in the transverse
direction (σt), and furthermore that it is periodic in the z-direction with
period L. Then the vanishing of transverse E-field nˆt ×E on the PEC wall
together with periodic boundary condition at z = 0 and z = L will guarantee
both EBT and HBT vanish. Switching the forms of Equations (1.76) and
(1.78) we see that periodic boundary condition in z-direction together with
a PMC wall also allow EBT and HBT to vanish. In addition, these two sets
of boundary conditions are symmetric for the domains of L¯E and L¯E, hence
they make the operator L¯E truly self-adjoint, or Hermitian.
Restrictions on waveguide material
In order for the operators L¯E and L¯H defined in Equation (1.72) to be
Hermitian, we require that the waveguide be bounded by PEC or PMC
walls. The material filling the waveguide should be periodic in the z-
direction with period L. The ¯r and µ¯r tensors can be inhomogeneous
and anisotropic, but should be lossless and reciprocal.
Under these conditions, the L¯E and L¯H operators are Hermitian and
symmetric.
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1.3.3 Eigenvalues and eigenfunctions
The source free Equation (1.71) poses two generalized eigenvalue problems:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
L¯E ⋅E = k2 ¯r ⋅EL¯H ⋅H = k2µ¯r ⋅H (1.79)
Orthonormality relation
From the Hermitian property of L¯E and L¯H we have:
⟨E∗i , ¯r ⋅Ej⟩ = δij (1.80)⟨H∗i , µ¯r ⋅Hj⟩ = δij (1.81)
Here the index i and j are shorthand for a set of indexes necessary
to distinguish the eigenfunctions of L¯E and L¯H, they should include
a polarization index, a longitudinal wave number and two transverse
wave numbers in general.
The relationship between the normalized eigenfunctions of L¯E operator,
Ei and that of the L¯H operator, H i is analogous to Equation (1.16):
H i(r) = 1
i∣ki∣µ¯−1r (r) ⋅ ∇ ×Ei(r) (1.82)
The conversion factor between the normalized H-field and the physical H-field
is again Z0 = √µ0/0.
Along the same line of reasoning as in Equations (1.17) to (1.20), we can
use these eigenfunctions to expand the vector version of the delta function.
Completeness relation
The symmetric expansion of the identity matrix I¯δ(r − r′) in terms of
the normalized eigenfunctions of the L¯E and L¯H operators are:
I¯δ(r − r′) =∑
i
¯
1
2
r (r) ⋅Ei(r)⊗ [¯ 12r (r′) ⋅Ei(r′)] (1.83)
I¯δ(r − r′) =∑
i
µ¯
1
2
r (r) ⋅H i(r)⊗ [µ¯ 12r (r′) ⋅H i(r′)] (1.84)
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The completeness of these eigenfunctions allow us to expand any physical
field in the waveguide using the normalized eigenfunctions:
E(r, t) = i∑
i
[aie−iωitEi(r) − a∗i eiωitE∗i (r)] (1.85)
H(r, t) = Z−10 ∑
i
[aie−iωitH i(r) + a∗i eiωitH∗i (r)] (1.86)
1.3.4 Green’s function
Equation (1.71) with a delta-function source located at r = r′ defines the
electric and magnetic Green’s functions, respectively.
(L¯E − k2¯r) ⋅ G¯E(r,r′;k2) = I¯δ(r − r′)(L¯H − k2µ¯r) ⋅ G¯H(r,r′;k2) = I¯δ(r − r′) (1.87)
Using the orthogonality and completeness relations we can once again write
down the expansion of the retarded Green’s functions.
G¯E(r,r′;k2) = lim
η→0+∑i Ei(r)⊗E

i(r′)
k2i − (k + iη)2 (1.88)
G¯H(r,r′;k2) = lim
η→0+∑i H i(r)⊗H

i(r′)
k2i − (k + iη)2 (1.89)
Properties of the dyadic Green’s function
Due to the symmetry property of the L¯E and L¯H operators, we have
that, analogous to Equation (1.32):
G¯E(r,r′;k2) = G¯E(r′,r;k2) (1.90)
Constructing the Hermitian adjoin of G¯E which is the advanced
Green’s function and employing the above relation, we find a relation
similar to Equation (1.33)
G¯
a
E(r,r′;k2) = G¯∗E(r,r′;k2) (1.91)
Similar properties exist for the G¯H functions.
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1.3.5 Spectral function and LDOS
Repeating the definition for the spectral function:
A¯E(r,r′;k2) = i [G¯E(r,r′;k2) − G¯aE(r,r′;k2)] = −2I{G¯E(r,r′;k2)}
Proceeding as we did in Section 1.1, there is very little change in the algebra
leading up to Equation (1.38). We have for this electromagnetic case:
A¯E(r,r′;k2) = −ωpi
k2
∑
n
En(r)⊗En(r′)δ(ωn − ω) (1.92)
The electric local density of states is given by:
DE(r, ω) =∑
i
E∗i (r) ⋅ ¯r(r) ⋅Ei(r) δ(ω − ωi) (1.93)
Similar to the one-dimensional case, we can relate the LDOS to the spectral
function. To this end, consider the symmetric scaling of A¯E by ¯r, since this
would produce a matrix, we take its trace in order to relate it to a scalar
function.
Tr{¯ 12r (r) ⋅ A¯E(r,r;ω) ⋅ ¯ 12r (r)} = −ωpi
k2
∑
n
Tr{¯ 12r ⋅En ⊗En ⋅ ¯ 12r } δ(ω − ωn)
= −ωpi
k2
∑
n
Tr{¯ 12r ⋅En ⊗ [¯ 12r ⋅En]} δ(ω − ωn)
= −ωpi
k2
∑
n
[¯ 12r ⋅En] ⋅ ¯ 12r ⋅En δ(ω − ωn)
= −ωpi
k2
∑
n
E∗n(r) ⋅ ¯r(r) ⋅En(r)δ(ω − ωn)
Hence we arrive at the electromagnetic analogy of Equation (1.42):
−piω
k2
DE(r, ω) = Tr{¯ 12r (r) ⋅ A¯E(r,r;ω) ⋅ ¯ 12r (r)} (1.94)
Using the definition of the spectral function from the retarded dyadic
Green’s function, and writing down the magnetic counterpart of the above
relations provides the connection between the LDOS and dyadic Green’s
function [5, 7].
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LDOS and dyadic Green’s function
DE(r, ω) = 2k2
piω
I{Tr [¯ 12r (r) ⋅ G¯E(r,r;k2) ⋅ ¯ 12r (r)]} (1.95)
DH(r, ω) = 2k2
piω
I{Tr [µ¯ 12r (r) ⋅ G¯H(r,r;k2) ⋅ µ¯ 12r (r)]} (1.96)
1.4 General waveguide structure:
Quantization
The total energy in one period of the waveguide structure is given by:
H = ∫
V
dr (0
2
E(r, t) ⋅ ¯r(r) ⋅E(r, t) + µ0
2
H(r, t) ⋅ µ¯r(r) ⋅H(r, t)) (1.97)
Again due to the periodic and lossless condition we specified in Section 1.3 the
total energy is a conserved quantity if E and H satisfy Maxwell’s equations.
1.4.1 Eigenfunction expansion
Using the completeness relation of Equations (1.83) and (1.84), we can ex-
pand any physical fields as in Equations (1.85) and (1.86):
E(r, t) = i∑
n
Vn [ane−iωntEn(r) − a∗neiωntE∗n(r)]
H(r, t) = Z−10 ∑
n
Vn [ane−iωntHn(r) + a∗neiωntH∗n(r)]
Employing these expansions in Equation (1.97) and invoking the generalized
Parseval’s theorem gives us:
H =∑
n
0V2n
2
[an a∗n + a∗n an] (1.98)
1.4.2 Quantization
Quantization proceeds the same way as in Section 1.2, we simply replace c0
with 0 in the definition of Vn.
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Quantized field operators
The quantized field operators Eˆ(r, t) and Hˆ(r, t) are:
Eˆ(r, t) =∑
n
i
√
h̵ωn
20
[aˆn(t)En(r) − aˆn(t)E∗n(r)] (1.99)
Hˆ(r, t) =∑
n
√
h̵ωn
2µ0
[aˆn(t)Hn(r) + aˆn(t)H∗n(r)] (1.100)
1.4.3 Field commutators
Again we write down the Fourier transforms of the fields [8]:
Eˆ(r, ω) = i√ h̵ω
20
∑
n
δ(ω − ωn) aˆnEn(r) (1.101)
Eˆ
(r, ω) = −i√ h̵ω
20
∑
n
δ(ω − ωn) aˆnE∗n(r) (1.102)
Now that these field operators are vector operators, we can construct two
types of commutators from their inner or outer products. However, as the
inner product can be computed through the trace, we consider first the com-
mutator of the outer product, Eˆ(r, ω)⊗ Eˆ(r′, ω′) − Eˆ(r′, ω′)⊗ Eˆ(r, ω).
[Eˆ(r, ω), Eˆ(r′, ω′)] = h̵√ωω′
20
∑
m,n
δ(ω − ωm)δ(ω′ − ωn)A¯E(r,r′, ωm)δm,n
= h̵ω
2o
A¯E(r,r′, ω)δ(ω − ω′) (1.103)
Similar relations can be derived for other quantized fields [5, 6]. We see
that, as in the 1-D case of an inhomogeneous transmission line, the field
commutators are related to the spectral function, and therefore the dyadic
Green’s function and local density of states.
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CHAPTER 2
FANO DIAGONALIZATION
In this chapter, we take the quantized electromagnetic environment of Chap-
ter 1 and add in two- or three-level atoms. The quantum dynamics of the
whole system of atom plus EM continuum is analyzed using a direct diago-
nalization technique that is akin to diagonalizing finite dimensional matrices.
This technique was first developed by Fano in application to atomic physics
[9]. In the seminal paper, the interaction between a number of discrete
states and continua is studied by finding the eigenstates of the entire system
analytically. Many of the results presented there are applicable to our calcu-
lations directly. The difference lies in our special consideration of structured
continua having general density of states structures. This will allow us to
incorporate all the transmission line and waveguide structures discussed in
Chapter 1.
We begin in Section 2.1, with a detailed statement of the problem, that
of time evolution, to be solved. Then, cases of this problem are solved in
increasing complexity. The two-level atom coupled to a single continuum is
treated first in some detail in Section 2.2. This case is applicable to a single
artificial atom in a transmission line and very special cases where the atom
is only coupled, due to symmetry, to one transverse mode of a waveguide.
Multiple continua are considered next in Section 2.3 using the example of two
continua with different energy range and density of states structure. This
case is applicable to an atom placed in any waveguide structure and coupled
to multiple transverse modes. Conventionally there should be three types of
three-level atoms depending on the selection rule for dipole transitions, the
V -type, Λ-type and Σ-type. All three types allows for two atomic transitions.
Recent advances in artificial atom design has created another interesting
type, the ∆-type atom, where transitions between all three atomic levels are
allowed [10]. Due to time constraints, we will only consider the Σ type atom,
often called the cascade atom. The analysis of the other three can be carried
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out in a similar fashion.
The technique presented here was also developed by Anderson in appli-
cation to condensed matter physics [11]. Anderson’s formulation has the
advantage of using fully field theoretic language.
2.1 Statement of the problem
First we set up the problem by writing down the Hamiltonian of the system
and specifying the Hilbert space in which the states of interest live. We
will set h̵ = 1 through out the chapter unless some numerical estimates in
SI units are needed. For the discrete spectrum case, the Hamiltonian of the
aforementioned system is [12]:
Hˆ =∑
e
ωe ∣e⟩⟨e∣ +∑
i
ωi ∣ω, i⟩⟨ω, i∣ +∑
i,e
(gi,e ∣e⟩⟨ω, i∣ + g∗i,e ∣ω, i⟩⟨e∣) (2.1)
Here ωe is the energy of the atomic excited states ∣e⟩. The Hamiltonian is
written in general for several atomic states, but we will restrict to the single
excited state case (two-level atom) for clarity in the following discussion. We
reserve the subscript e for the single excited state throughout the discus-
sion. The index i is in general a set of indexes capable of addressing each
discrete mode of the EM field, whose energies are ωi, respectively. In Equa-
tion (2.1) we have adopted the following shorthand notation, which requires
explanation:
∣e⟩⊗ ∣0⟩→ ∣e⟩∣ω, i⟩⊗ ∣g⟩→ ∣ω, i⟩
The state ∣0⟩ is the EM vacuum, hence in Equation (2.1) the atomic excited
state is implicitly tied together with the EM vacuum. The state ∣g⟩ is the
atomic ground state, used to set the zero of energy and therefore does not
appear in Equation (2.1). A single photon state ∣ω, i⟩ = aˆi ∣0⟩ is understood to
be tied with the atomic ground state in Equation (2.1). These states define
the Hilbert space H1 we are working on.
The states ∣e⟩ and all of the ∣ω, i⟩’s are eigenstates of the free Hamiltonian,
Hˆ0, composed of the first two terms in Equation (2.1). Together they form
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a complete basis of H1 and give a resolution of the identity operator on H1.
Iˆ = ∣e⟩⟨e∣ +∑
i
∣ω, i⟩⟨ω, i∣ (2.2)
The last term in Equation (2.1) represents a dipole-like interaction, which
allows the exchange of a single energy quanta between the atom and fields.
Here we have performed the rotating wave approximation (RWA) [13, 14].
The term with coefficient gi represents absorption, while that with g∗i , emis-
sion.
In field theoretic language, denoting with bˆe and bˆ

e the annihilation and
creation operators for ∣e⟩, respectively, we may also write Equation (2.1) in
the form.
Hˆ = ωe bˆe bˆe +∑
i
ωi aˆ

i aˆi +∑
i
(gi aˆi bˆe + g∗i aˆi bˆe) (2.3)
There had been many theoretical studies of the above model in the liter-
ature, especially in connection to the problem of WQED [15, 16, 17].
It is easy to show that the excitation number operator :1
Nˆ = bˆe bˆe +∑
i
aˆi aˆi (2.4)
commutes with the Hamiltonian Hˆ in both Equations (2.1) and (2.3). Hence
the excitation number is a conserved quantity in both cases. Taking any
normalized linear combination of the single excitation eigenstates of Hˆ0:
∣Φ⟩ = ce ∣e⟩ +∑
i
ci ∣ω, i⟩ (2.5)
we may compute that: ⟨Φ∣Nˆ ∣Φ⟩ = 1 (2.6)
As envisaged in the beginning, all the actions of Hˆ in Equation (2.1) are
restricted to the single excitation subspace,2 which also explains our choice
of subscript for H1. In light of this Equation (2.3) is also a generalization of
Equation (2.1) onto other constant excitation subspaces, Hn. Here we only
work with H1, leaving other excitation numbers and the relaxation of RWA
1Observe that the representation of Nˆ on H1 is just the identity operator. Hence, the
conservation of excitation number is equivalent to the proper normalization of the states.
2This is an artifact of RWA, without which the interaction includes terms that takes
states out of H1.
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for future work.
The whole problem may also be set up in a similar fashion for a continuous
spectrum. In place of Equations (2.1) and (2.3) we have obtain the system
Hamiltonian [9, 11].
System Hamiltonian
In the explicit single excitation subspace:
Hˆ = ωo∣e⟩⟨e∣+ Kh∫
Kl
dk ρ(k)ωk ∣k⟩⟨k∣+ Kh∫
Kl
dk ρ(k) [gk∣e⟩⟨k∣ + g∗k ∣k⟩⟨e∣] (2.7)
In the general field theoretic language:
Hˆ = ωobˆe bˆe + Kh∫
Kl
dk ρ(k)ωk bˆk bˆk + Kh∫
Kl
dk ρ(k) [gkaˆkbˆe + g∗k aˆkbˆe] (2.8)
We assume the continuum is addressable by a single wave number k. This
restricts the problem to a single continuum. Complications arising from
multiple continua will be delayed to later sections. However, the system
Hamiltonian can be easily written down by adding an extra index to the
field parts (this typically corresponds to different transverse modes).
The wavenumber is assumed to have a range k ∈ [Kl,Kh], where both
end points can go to infinity, with a wavenumber density of states3 ρ(k).
There is a corresponding single excitation subspace H1 whose identity
operator is:
Iˆ = ∣e⟩⟨e∣ + Kh∫
Kl
dk ρ(k)∣k⟩⟨k∣ (2.9)
So far we have written down the general form of the system Hamiltonian.
Next we give a statement of the problem to be solved.
The essential problem is that of time evolution, for which we desire a time
evolution operator Uˆ(t, t′), that satisfies the Schro¨dinger equation:
(i d
dt
− Hˆ) Uˆ(t, t′) = 0 (2.10)
3Since these quantized fields comes from an EM problem, this is the eigenvalue density
of states for the wave equation of the EM environment. For homogeneously filled wave-
guides, this is typically just some powers of 2pi times the inverse quantization volume, with
no dependence on k.
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Physically, Uˆ(t, t′) evolves an initial state ∣i⟩ at time t′ to a final state ∣f⟩
at time t, both states being elements ofH1, with an amplitude of ⟨f ∣Uˆ(t, t′)∣i⟩.
If the initial and final states are both ∣e⟩ we can use the amplitude to study the
spontaneous emission of the artificial atom. If the initial and final states are
single photon states we are then dealing with a resonant scattering problem.
The formal solution to this amplitude is given by:
⟨f ∣Uˆ(t, t′)∣i⟩ = ⟨f ∣e−iHˆ(t−t′)∣i⟩ (2.11)
To compute Equation (2.11) two approaches can be taken. The first
method is to attempt a direct diagonalization of the Hamiltonian Hˆ in H1.
This amounts to finding the eigenstates of Hˆ, which is very simple in the
discrete spectrum case with the aid of a computer and can be done in the
continuum case through the technique of Fano diagonalization [9]. We pursue
this end in the present chapter.
The second method is to seek a “Green’s function” of Equation (2.10).
This will lead to the resolvent formalism [13]. This discussion will be delayed
to Chapter 3.4
2.2 Two-level atom single continuum
In the following we simplify the Hamiltonian in Equation (2.7) by assuming
a simple wavenumber density of states profile, i.e. ρ(k) = 1. This leaves out
some factors of 2pi which can be recovered when we introduce the energy
(frequency) density of states ρ(ω).
Hˆ = ωe ∣e⟩⟨e∣ + ∞∫
0
dk ωk∣k⟩⟨k∣ + ∞∫
0
dk ( gk∣e⟩⟨k∣ + g∗k ∣k⟩⟨e∣ ) (2.12)
Since the excitation number is conserved by this Hamiltonian, its eigen-
state must also be an eigenstate of the excitation number operator. We can
therefore write down a general eigenstate of Equation (2.12), labeled by its
4In view of the eigenfunction expansion of the Green’s function it should not be sur-
prising that the two approaches are related.
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eigenvalue (energy) E as:
∣E⟩ = a(E)∣e⟩ + ∞∫
0
dk bk(E)∣k⟩ (2.13)
In what follows we neglect to write the E dependence of a and bk for conve-
nience. A set of coupled equations is obtained from the eigenvalue equation
Hˆ ∣E⟩ = E∣E⟩.
aωe + ∞∫
0
dk bkgk = E a (2.14)
ag∗k + bkωk = E bk (2.15)
The following procedure of solving these equations is presented in Fano’s
seminal paper [9], we reproduce his calculations here with a structured con-
tinuum. In combining the two equations to eliminate bk care is needed. Since
the eigen-energy of the whole system of atom plus EM continuum may over-
lap with the original continuum, E−ωk may be zero. In this case, singularity
extraction is needed.
bk =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ag∗k
E − ωk E < 0;
P ag∗k
E − ωk + ag∗kZ(E)δ(E − ωk) E ∈ [0,∞);
(2.16)
It will be convenient to define the radiative shift integral.
Radiative shift integral
F (E) = ∞∫
0
dkP ∣gk∣2
E − ωk =
∞∫
0
dω ρ(ω)P ∣g2ω∣
E − ω (2.17)
Equation (2.14) serves as the eigenvalue equation. In the case where the
eigenvalue is below the continuum, it is an integral equation that determines
the value of E. If, however, the eigenvalue is within the continuum, it finds
a consistent Z(E). This means that after the diagonalization, every point
in the continuum is still an eigenvalue. There may or may not be a discrete
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state below the continuum, whose eigenvalue we denote by E−.
E− = ωe + F (E−) (2.18)
Z(E) = [E − ωe − F (E)] 1
ρ(E)∣gE ∣2 (2.19)
We see that the existence of discrete states depends on whether Equation
(2.18) has a solution. It will be seen in Section 2.4 that existence of solution
depends on the behavior of the energy density of states ρ(ω) of the continuum
as we approach the cutoff (start of the continuum). Note also that within
the continuum, if the condition in Equation (2.18) is satisfied, singularity
extraction returns Z(E) = 0. The corresponding eigenstate does not have
a singular contribution from any of the original continuum states. It must
come dominantly from the original discrete state. It is in fact the radiatively
shifted atomic state. The amount of radiative shift is determined by F (E),
hence the name, radiative shift integral.
We impose the orthogonality condition for the new eigenstates:
⟨E′∣E⟩ = δ(E −E′) (2.20)
it solves5 for ∣a(E)∣2, which is near Lorentzian but adapted to the density of
states structure of the continuum [9].
Expansion of the discrete atomic state
With the diagonalization procedure, the original discrete atomic state
can be expanded using the new eigenstates of the whole Hamiltonian
as: ∣a(E)∣2 = ρ(E)∣gE ∣2
pi2 ρ2(E)∣gE ∣4 + [E − ωe − F (E)]2 (2.21)
If a discrete state exists below the continuum, the identity operator, re-
solved unto the eigenstates of the whole Hamiltonian, is:
Iˆ = ∣E−⟩⟨E−∣ + ∞∫
0
dE ∣E⟩⟨E∣ (2.22)
Time evolution of the atomic state is solved.
5The underlying mathematics is very interesting and requires the Poincare’s theorem.
It also illustrates how this diagonalization procedure is related to the resolvent formalism.
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Time evolution of atomic state
The amplitude that an initial excited atom remains excited after a time
t is: ⟨e∣e−iHˆt∣e⟩ = ζ(E−) e−iE−t + ∞∫
0
dE e−iEt∣a(E)∣2 (2.23)
where the factor ζ(E) is the wavefunction renormalization factor, given
bya:
ζ(E) = d
dE
[E − ωe − F (E)] (2.24)
aThis factor was not considered in Fano’s paper [9]. It is a simple addition
introduced by the presence of a discrete state below the continuum.
If the decay behavior of the atom is desired, ∣a(E)∣2 integral poses a
numerical challenge. Contour deformation techniques can be applied:
∣a(E)∣2 = 1
2pi i
{ 1
E − ωe − F (E) − ipiρ(E)∣gE ∣2 − 1E − ωe − F (E) + ipiρ(E)∣gE ∣2}
The two partial fractions are the limits of the atomic resolvent Ge(z) above
and below the real axis. We introduce this in Chapter 3. However, the
connection between the resolvent formulation and Fano-diagonalization is
apparent when one considers the actual evaluation of Equation (2.23). A
branch cut exists on the real axis extending over the continuum.
lim
η→0+Ge(E ± iη) = 1E − ωe − F (E) ± ipiρ(E)∣gE ∣2 (2.25)
The resolvent can be analytically continued onto the complex z plane. A
complex pole exists on the second Riemann sheet. The time evolution integral
can be evaluated by:
⟨e∣e−iHˆt∣e⟩ = Ue(t) = 1
2pii ∫C dz e−iztGe(z) (2.26)
Evaluation of this contour integral is discussed in Chapter 3.
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2.3 Two-level atom multiple continua
In a general waveguide structure, the artificial atom will be coupled to many
transverse modes of the EM environment. Hence, the simple diagonalization
in Section 2.2 would not suffice to describe energy degeneracies coming from
multiple transverse modes. Also, it will be shown that the density of states
behavior close to the edge of each continuum will alter the diagonalization
process below said continuum. This is analogous to the possible existence of
a discrete state below the continuum in Section 2.2.
Another simple consideration illustrates the difference when multiple con-
tinua are considered. At each energy value, while the free system in the pre-
vious section had only one eigen-energy (the energy of the atom degenerate
with a field mode not withstanding), now the free system starts with multiple
states at each energy, after the diagonalization, the number of states should
be conserved. Hence if we start with multiple continua, we must end up
with multiple continua after diagonalization. There must be more solutions
to Equation (2.14). This is indeed what we will find in what follows.
Although in Fano’s seminal paper the case of multiple continua was
treated, we believe that the treatment given here has more generality and
originality. We did not find this problem treated explicitly in the literature.
However, this could either reflect our lack of grasp of the literature, or the
simplicity of this problem.
We use the two continua case to illustrate the procedure. Handling more
continua is a simple matter of repeating the steps here. Consider the system
Hamiltonian describing an atom coupled to two continua, labeled 1 and 2,
the cutoff or starting points of the two continua6 are, respectively, K1 and
K2. We take K1 =K2 = 0, however, as this is the typical case in waveguides:
Hˆ = ωe∣e⟩⟨e∣ + ∫ ∞
0
dk (ω1(k)∣k,1⟩⟨k,1∣ + g1(k)∣k,1⟩⟨e∣ + g∗1(k)∣e⟩⟨k,1∣)
+ ∫ ω
0
dk (ω2(k)∣k,2⟩⟨k,2∣ + g2(k)∣k,2⟩⟨e∣ + g∗2(k)∣e⟩⟨k,1∣) (2.27)
6The cutoffs here are in the wavenumber, typically in a waveguide all these cutoffs in
the wavenumber, kz for instance, go to zero. However, the cutoff in the energy translates
to different values.
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Assume an eigenstate of the form:
∣E⟩ = a(E)∣e⟩ + ∫ ∞
0
dkb1(E,k)∣k,1⟩ + ∫ ∞
0
dkb2(E,k)∣k,2⟩ (2.28)
The set of equations we get from projecting the eigenvalue equation: Hˆ ∣E⟩ =
E∣E⟩ is:
ωea(E) + ∞∫
0
dk g∗1(k) b1(k,E) + ∞∫
0
dk g∗2(k) b2(k,E) = Ea(E) (2.29)
ag1(k) + b1(k,E)ω1(k) = E b1(k,E) (2.30)
ag2(k) + b2(k,E)ω2(k) = E b2(k,E) (2.31)
Next we need to distinguish between three cases, corresponding to three
regions on the real axis where the eigenvalue E may exist:
Case I: E < ω1(K1 = 0) = Ω1 (2.32)
Case II: E ∈ [Ω1,Ω2] (2.33)
Case III: E > ω2(K2 = 0) = Ω2 (2.34)
Here the Ωi = ωi(Ki = 0) are the cutoff frequencies, or energies of the contin-
uum i. This may very well be non-zero in waveguides. We make the further
assumption that above Ω2, the two continua overlap. So each frequency
value has two distinct states. The non-overlapping continua is simply a spe-
cial case of the single continuum and can be treated using the technique in
the previous section with appropriate ρ(ω).
Case I:
The energy eigenvalue lies below both continua, no singularity extraction
is needed:
bi(k,E) = gi(k)
E − ωi(k) a(E) (2.35)
The eigenvalue equation becomes:
ωe +∑
i
Fi(E) = E (2.36)
where Fi was defined in Equation (2.17). The solution of this equation, if it
exists, will determine the discrete state below the continuum. Assuming that
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such a state exists and denote it by E<, we find the expansion coefficient, or
the spectral weight of the atomic state.
Spectral weight of discrete state below continuum
If the eigen-energy of the diagonalized system is below both continua,
E < Ω1, a discrete state might exist. The spectral weight of this state
is given by:
a(E<) = ζ−1(E<), where ζ2(E<) = ∂E [E −∑
i
Fi(E)] ∣
E=E< (2.37)
Here, ζ(E) is again the wave function renormalization term introduced
in Section 2.2.
This discrete is the only possible state satisfying Case I.
Case II:
When the eigenvalue is within the lower continuum, singularity extraction
is needed there.
b1(k,E) = g1(k), a(E){P 1
E − ω1(k) +Z1(E)δ(E − ω1(k))} (2.38)
b2(k,E) = g2(k)a(E)
E − ω2(k) (2.39)
The consistent Z1(E) is given by:
Z1(E) = 1
ρ1(E)∣g1(E)∣2 {E − ωe −∑i Fi(E)} (2.40)
We can acquire an understanding of the problem by considering when the
Z1(E) term go to zero, or equivalently, which energy state does the atomic
state map to. Obviously this is the condition that E − ωe − ∑iFi(E) = 0
have a solution in E ∈ [Ω1,Ω2]. Although free atomic transition energy
is cutoff in the higher continuum, we see that, provided the gi(E) is non-
zero, the presence of the higher continuum effects the radiative shift of the
atom. We will see in Chapter 3 that this radiative shift is coming from the
interaction between an atom and a photon it emits and reabsorbs. This
photon is necessarily in its near field and whether it is propagating or not is
irrelevant.
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Continuing with the program of diagonalization, we then find that the
spectral weight of the atomic state.
Spectral weight for atom between continua
If the eigen-energy is between the cutoffs of the two continua, a con-
tinuum of states exists. The atomic spectral weight over this range is
given by:
∣a(E)∣2 = 1(Z21(E) + pi2)ρ1(E)∣g1(E)∣2 − ∂EF2(E) (2.41)
Here, the singularity extraction returns:
Z1(E) = 1
ρ1(E)∣g1(E)∣2 {E − ωe −∑i Fi(E)} (2.42)
where i is taken over both continua.
Note again that although the atomic energy is cutoff in the higher con-
tinuum, the spectral weight of the atom is nevertheless influenced by it. It
will be shown in Section 2.4 that the function ∂EF2(E) is divergent as one
approach the edge of the continuum for waveguides. This suppresses the spec-
tral weight of the atom near all cutoff frequencies of the waveguide. This is
an interesting point, and its physical meaning will be discussed further with
the help of the resolvent formalism in Chapter 3.
Case III:
The previous two cases were not very different from the single continuum
problem. The differences will become pronounced here. Obviously, with
E > Ω2, two singularity extractions is needed in Equation (2.29), reproduced
below:
ωea(E) + ∞∫
0
dk g∗1(k) b1(k,E) + ∞∫
0
dk g∗2(k) b2(k,E) = Ea(E)
ag1(k) + b1(k,E)ω1(k) = E b1(k,E)
ag2(k) + b2(k,E)ω2(k) = E b2(k,E)
Consider the possibility that a(E) = 0 throughout this range. We could
show this possibility must exist mathematically, however, it is easier to argue
that there could be some combination of the transverse modes from the two
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continua that is not coupled to the atom. This condition necessarily requires
that:
E = ω1 = ω2 (2.43)
we must have:
b1(k,E) = β1(k,E)δ(E − ω1) (2.44)
b2(k,E) = β2(k,E)δ(E − ω2) (2.45)
Due to the delta function, the βi are not separate functions of k and E, but
depends only on the eigen-energy. The corresponding wavenumber is fixed
by the ω − k relation for that continuum. Consistency of the three equations
require that:
β1(E) g∗1(E)ρ1(E) + β2(E) g∗2(E)ρ2(E) = 0 (2.46)
The normalization of the new eigenstate further requires:
∣β1(E)∣2 ρ22(E) + ∣β2(E)∣2 ρ22(E) = 1 (2.47)
The solutions are:
β1(E) = ρ2 g∗2√∣g2∣2 + ∣g1∣2ρ21 ρ22 (2.48)
β2(E) = −ρ1 g∗1√∣g2∣2 + ∣g1∣2ρ21 ρ22 (2.49)
The new eigenstate is:
∣E⟩ = 1√∣g1∣2 + ∣g2∣2 [g∗2 ∣k1,1⟩ − g∗1 ∣k2,2⟩] (2.50)
The ki is the wavenumber corresponding to each frequency (energy) value in
the i − th continuum.
Recall that we started on this route by assuming these states to be de-
coupled from the atom. Let us consider if this is true. To this end, notice
that the atomic state is not in the above expansion. If we then project this
new eigenstate in the coordinate basis, we can interpret that as describing
the electric and magnetic fields of this new eigenstate. Discarding the nor-
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malization factor, we have:
⟨r∣E⟩∝ g∗2(k1) ⟨r∣k,1⟩ − g∗1(k2)⟨r∣k,2⟩ (2.51)
Since the gi(ki)’s are the couping coefficients calculated from the dipole mo-
ment of the atom, they are proportional to the field strength at the position
of the atom, where the above combination becomes zero. This result is quite
intuitive.
A comment is in order here. Given that the atom is treated as a point
source, two transverse modes belonging to different continua will have a
combination to “avoid” the atom. In general, if the atom is coupled to N
continua, there will be N − 1 linearly independent combinations of the N
transverse modes that “avoids” the atom. Only one combination interacts
with the atom. This is a simple explanation of the scattering free chan-
nel reported in [12], where the same result is obtained using the Lippmann
Schwinger equation.
Now we proceed with the scattering channel. Two singularity extractions
are needed. The combined state, after the singularity extraction, has the
form:
1
a(E) ∣E⟩ = ∣e⟩ +
∞∫
0
dkP g1(k)
E − ω1(k) ∣k,1⟩ +
∞∫
0
dkP g2(k)
E − ω2(k) ∣k,2⟩+∑
i
ρi(E) gi(E)Zi(E)∣ki, i⟩ (2.52)
From here, we do the usual algebra to determine Zi and a(E) using the
eigenvalue equation and normalization condition, respectively. However, now
we have two Zi(E) to determine and an extra equation is needed. We could
look for the extra equation, or employ a physical argument.
Note that in Equation (2.52), other than the two singular contributions,
the expansion coefficients onto all other states of definite frequency (energy)
in the two continua is proportional ρi(E) gi(E). This combination of the den-
sity of states and coupling coefficient is quite intuitive. We may reasonably
assume that it holds for the singular contributions as well.7 This suggests:
Z1(E) = Z2(E) (2.53)
7This argument sounds physically sensible. But it needs to be justified mathematically.
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Under these considerations, we can perform the singularity extraction as:
Z(E) = 1∑i ρi(E)∣gi(E)∣2 [E − ωe −∑i Fi(E)] (2.54)
The original atomic discrete state is once again mapped to its radiatively
shifted counterpart in the new continuum, where E − ωe − ∑iFi(E) = 0 is
satisfied. Finally, we find the spectral weight of the atomic state to be:
∣a(E)∣2 = 1∑iZ2(E)ρi(E)∣gi(E)∣2 + pi2∑i ρi(E)∣gi(E)∣2 (2.55)
By defining the quantity:
∑
i
ρi(E)∣gi(E)∣2 = Γ(E) (2.56)
∑
i
Fi(E) = ∆(E) (2.57)
which are known respectively as the decay rate and radiative shift [13], we
can rewrite the spectral weight as:
∣a(E)∣2 = Γ(E)[E − ωe −∆(E)]2 + pi2Γ2(E) (2.58)
42
Two new continua
The eigenstates with eigen-energies E > Ω2 are all doubly degener-
ate, together, they form two new continua extending from Ω2. One
continuum contains linear combinations of degenerate states from the
original continua that is not coupled to the atom. Eigenstates in this
new continuum have the form:
∣E⟩ = 1√∣g1∣2 + ∣g2∣2 [g∗2 ∣k1,1⟩ − g∗1 ∣k2,2⟩] (2.59)
The other continuum is mixed with the atomic state. The spectral
weight is given by:
∣a(E)∣2 = Γ(E)[E − ωe −∆(E)]2 + pi2Γ2(E) (2.60)
Here Γ(E) and ∆(E) are the generalization of ρ(E)∣g(E)∣2 and F (E)
for the single continuum case.
Generalization to N continua is straightforward given the procedure here.
Before we move on to the next task, we relate the quantities Γ(E) and ∆(E)
with the dyadic Green’s function of the EM environment. This connects the
results of this chapter to Chapter 1 [5, 18].
Decay rate and dyadic Green’s function
In general the dyadic Green’s function can be related to the decay rate:
Γ(ω) = 4ω
ch̵
d ⋅ Im{G¯(ro, ro)} ⋅ d (2.61)
where the d is the atomic dipole moment between the two atomic
states.
Once the decay rate is obtained, the radiative shift can be calculated via
Hilbert transform. These relations, and the interpretation of Γ(E) as the
decay rate, are discussed in Chapter 3.
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2.4 New state below the continuum
In Section 2.2 we mentioned the possibility of the existence of a discrete state
below the continuum after diagonalization. Recall that this depends on the
existence of a solution for [19, 20]:
E − ωe = ∞∫
0
dk
∣g(k)∣2
E − ω(k) (2.62)
in the region where E < Ω = ω(k = 0). Turning the integral into an integral
over the energy, we have:
E − ωe = ∞∫
Ω
dω ρ(ω) ∣g(ω)∣2
E − ω (2.63)
The condition for a discrete state below the continuum to exist is:
ρ(ω)∣gω∣2 > 0, for ω → 0+
ρ(ω)∣gω∣2 → 0, for ω →∞
For a simple transmission line with no density of states structure, the first
condition is not satisfied. More structured continua need to be considered.
A simple case that is analytically solvable is the rectangular waveguide. Two
types of radiative shift integrals are present in coupling to the E-field.
Transverse to z field (TE):
Ft(E) = P ∞∫
Ω1
dω
ω2
E − ω 1√ω2 −Ω21
Longitudinal to z field (TM):
Fl(E) = P ∞∫
Ω1
dω
1
E − ω 1√ω2 −Ω21
For both cases, the coupling is non-vanishing at the cutoff. A bound
state will appear as F (0) diverges. The TM case is easier to consider and
we evaluate this integral numerically by introducing a high-frequency cutoff.
After the evaluation, we can find its intercept with the line defined by E−ωe.
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This is shown in Figure 2.1.
The black curves are the line E−ωe for different ωe, or free atomic energy.
The different black curves are the radiative shift integrals at different coupling
strength. The intercepts between the blue and black curves are the discrete
state energies. Toward the high coupling and low free atomic energy side, the
spectral weight of the atom in the bound state below the continuum becomes
appreciable. In this region, the effect of the bound state may even become
observable experimentally as a non-vanishing probability in the survival of
the excited atom (the chance that the atom has not spontaneously emitted
its energy is not zero at long times.).
In Figure 2.2 we look at the “spatial” distribution of the field part of this
bound state by using the expression of the Fano-diagonalized bound state.
It is shown that the field is localized around the position of the atom. This
makes sense as at the frequency of the bound state, all transverse modes
are cut off. The field part should represent the near field of the atom. In
connection to our discussion in Section 2.2, this bound state represents an
atom plus its near field. The configuration of atom-field is in such a ways
as to save energy. The physical meaning of this state should be considered
further, in connection with the quantum limit of the near field of a classical
dipole.
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Figure 2.1: Determination of the energy of the bound state below the continuum
for an atom coupled to the first TM mode of a hollow waveguide. Both the
radiative shift integral and the wave function renomalization factor are plotted.
The bound state occurs at the intercept between the black line and the blue
radiative shift curve. The green curve shows the inverse spectral weight at these
intersects.
Figure 2.2: Visualization of the field part of the bound state using simple
Fourier analysis arguments. Top, linear scale. Bottom, log scale. The “field”
appears bound to the atom. However, one needs to sum up the actual transverse
modes as well to really visualize this.
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CHAPTER 3
RESOLVENT
3.1 Introducing the resolvent
In quantum mechanics the time evolution operator Uˆ(t, t′), which evolves the
state from time t′ to time t, satisfies the Schro¨dinger equation:
(ih̵ d
dt
− Hˆ) Uˆ(t, t′) = 0 (3.1)
The total Hamiltonian of WQED systems will typically take the form of
Hˆ = Hˆ0 + Vˆ , where Hˆ0 is the free Hamiltonian consisting of the EM field
eigenstates in the waveguide plus the free atomic states. We assume these to
be known and hence we can write the free time evolution operator as:
Uˆ0(t, t′) = exp(−iHˆ0
h̵
(t − t′)) (3.2)
With the help of Uˆ0(t, t′) the solution to Equation (3.1) can be written as an
integral equation.1
Uˆ(t, t′) = Uˆ0(t, t′) + 1
ih̵
t∫
t′
dt1 Uˆ0(t, t1) Vˆ Uˆ(t1, t′) (3.3)
To exploit the advantage of the integral equation form in the Fourier
domain, we need to change Equation (3.3) into a proper convolution. For
1As in treating ordinary differential equations, one need only use Uˆ0(t′, t) as an inte-
gration factor to obtain this solution.
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this purpose, we introduce Kˆ±(t, t′) defined as:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Kˆ+(t, t′) = Uˆ(t, t′)Θ(t − t′)
Kˆ−(t, t′) = −Uˆ(t, t′)Θ(t′ − t)
These are the retarded and advanced Green’s functions as they satisfy the
equation:2 (ih̵ d
dt
− Hˆ) Kˆ±(t, t′) = ih̵δ(t − t′) (3.4)
whose formal solutions are:
Kˆ±(τ) = ±e−i Hˆτh̵ Θ(±τ) (3.5)
By manipulating the integration limits in the presence of the Θ functions, we
can turn Equation (3.3) into proper convolutions for the Green’s functions.
Uˆ(t, t′)Θ(t − t′) = Uˆ0(t, t′)Θ(t − t′) + 1
ih̵
+∞∫−∞ dt1Uˆ0(t, t1)Θ(t − t1) Vˆ Uˆ(t1, t′)Θ(t1 − t′)
Kˆ+(t, t′) = Kˆ0+(t, t′) + 1
ih̵
+∞∫−∞ dt1Kˆ0+(t, t1) Vˆ Kˆ+(t1, t′) (3.6)
Kˆ−(t, t′) = Kˆ0−(t, t′) + 1
ih̵
+∞∫−∞ dt1Kˆ0−(t, t1) Vˆ Kˆ−(t1, t′) (3.7)
Taking the Fourier transforms of the Green’s functions and plugging in the
formal solutions given in Equation (3.5) we obtain
Gˆ±(E) = 1
ih̵
+∞∫−∞ dτ Kˆ±(τ) eiEτh̵
Gˆ±(E) = lim
η→0+ 1E − Hˆ ± iη (3.8)
2Strictly speaking, the name of Green’s operator is more suitable. However, we adopt
the convention in the literature here with the understanding that these functions are
operator valued [21].
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The inverse transform relations:
Kˆ±(τ) = − 1
2pii
+∞∫−∞ dE Gˆ±(E) e−iEτh̵ (3.9)
reveals the physical meaning of Gˆ± as the quantities that scale the free evo-
lution of an eigenstate with energy E going forward or backward in time.
Hence the appellation retarded and advanced propagators are given to Gˆ+
and Gˆ−, respectively.
Turning convolutions into products by going to the Fourier domain, we
can rewrite the integral Equation (3.3) for the propagators as:
Gˆ±(E) = Gˆ0±(E) + Gˆ0± Vˆ Gˆ±(E) (3.10)
The reduction to an algebraic equation justifies our enterprise. From the
definition of the Green’s functions we can express the time evolution operator
as Uˆ(τ) = Kˆ+(τ)−Kˆ−(τ). Now, utilizing the inverse transform relations (3.9)
we have:
Uˆ(τ) = 1
2pii
∞∫−∞ dE [Gˆ−(E) − Gˆ+(E)] e−iEτh̵ (3.11)
The vanishing imaginary parts ±η make Equation (3.11) equivalent to
a counterclockwise contour integral hugging the real axis, provided that the
integrand is changed to the analytical continuation of Gˆ±(E) into the complex
plane. Recall that i ± η were necessitated to guarantee the convergence of
(3.8). Since the operator Hˆ is always Hermitian, its eigenvalues are always
real. Hence the analytic continuation of the propagators into the complex
plane is naturally:
Gˆ(z) = 1
z − Hˆ ; z ∈ C (3.12)
This operator valued function of a complex variable, adequately termed the
resolvent, is the cre`me de la cre`me of our tools in quantum scattering theory.
Due to the Hermitian property of Hˆ and assuming a discrete spectrum3
for Hˆ, all the poles of Gˆ(z) are located on the real axis. A contour integral
as sketched in Figure 3.1 over the resolvent will thus give the time evolution
3The problem of continuous spectrum will be delayed to Section 3.5.
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Figure 3.1: The integration path in Equation (3.13). Red: the path C+. Blue:
the path C−. Green: discrete poles of the resolvent.
operator Uˆ(τ) by picking up all the pole contributions.
Uˆ(τ) = 1
2pii ∫
C++C−
dz Gˆ(z) e−i zτh̵ (3.13)
Any matrix element of the time evolution operator, ⟨f ∣Uˆ(τ)∣i⟩, which may
be of interest to us can now be evaluated in two steps. First compute the
corresponding matrix element of the resolvent, ⟨f ∣Gˆ(z)∣i⟩ and then perform
a contour integral of the type in Equation (3.13).
3.2 Representations of the resolvent
Matrix elements of the resolvent operator introduced in Equation (3.12) are
central to quantum scattering calculations in WQED problems. Therefore we
devote a section here to explicitly derive their expressions in a form general
enough to cover the range of applications in the rest of the report.
As is characteristic of WQED problems, we again assume a Hamiltonian,
Hˆ, to consist of a free part, Hˆ0, and an interaction part Vˆ . The eigenstates
of Hˆ0 are known and can in general be written as the set {∣Ei⟩}. We shall
refer to these as the original states. Here the set {i} is a discrete index as the
spectrum of Hˆ0 is still assumed discrete.4 Although the interaction mixes
the states ∣Ei⟩ into a new set of eigenstates of Hˆ, the description of physical
processes, such as absorption, emission and scattering, are more convenient
in the basis of original states. Therefore, the matrix elements of the resolvent
4The electromagnetic field modes in WQED problems can rarely be distinguished by a
single quantum number. The symbol Ei here represents a general way of addressing each
mode and is not limited to energy eigenstates.
50
between {∣Ei⟩} are of the most practical interest to us.
To make sense of any complicated WQED setup, we must select a few of
the original states whose time evolution, or mutual transitions, captures the
essential physical processes. We assemble from these few states, which form
a subset N ⊂ {∣Ei⟩}, a projection operator:
Pˆ = ∑
n∈N ∣En⟩⟨En∣ (3.14)
Notice that, if we are considering a multi-level atom coupled to a wave-
guide, the atomic dynamics can naturally be described in terms of transitions
among the original eigenstates of the artificial atom. In that case, the natural
selection for N is the free atomic states. The resolvent we developed is
capable of handling any number of atomic states. If the atom is only two or
three leveled, however, the approach becomes much simpler.
We will economically denote by Pˆ the subspace that the operator Pˆ
projects onto. All the other members of {∣Ei⟩} make up the complemen-
tary subspace Qˆ whose projection operator is Qˆ = Iˆ − Pˆ. Throughout the
rest of the thesis we will mainly be concerned with matrix elements of the
resolvent within the subspace Pˆ and occasionally between the subspaces Pˆ
and Qˆ.
In anticipation of future usage we distinguish all projection operators
by using the upright Roman font. Following are some important properties
shared by projection operators. Liberal use of these properties will be made
whenever an upright operator is encountered.
Pˆ = Pˆ Pˆn = Pˆ [Pˆ, Hˆ0] = 0 PˆHˆ0Qˆ = QˆHˆ0Pˆ = 0
Qˆ = Qˆ Qˆn = Qˆ [Qˆ, Hˆ0] = 0 PˆQˆ = 0 Pˆn + Qˆm = Iˆ
From the definition of the resolvent in Equation (3.12) we have:
(z − Hˆ) Gˆ(z) = Iˆ
Pˆ (z − Hˆ) IˆGˆ(z)Pˆ = PˆPˆ = Pˆ
Pˆ (z − Hˆ) Qˆ2Gˆ(z)Pˆ + Pˆ (z − Hˆ) Pˆ2Gˆ(z)Pˆ = Pˆ
Pˆ (z − Hˆ) Qˆ [QˆGˆ(z)Pˆ] + Pˆ (z − Hˆ) Pˆ [PˆGˆ(z)Pˆ] = Pˆ−PˆVˆ Qˆ [QˆGˆ(z)Pˆ] + Pˆ (z − Hˆ) Pˆ [PˆGˆ(z)Pˆ] = Pˆ (3.15)
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Similarly computing Qˆ (z − Hˆ) IˆGˆ(z)Pˆ = QˆPˆ = 0 we have:
Qˆ (z − Hˆ) [QˆGˆ(z)Pˆ] − Qˆ (z − Hˆ) Pˆ [PˆGˆ(z)Pˆ] = 0[QˆGˆ(z)Pˆ] = Iˆ
Qˆ(z−Hˆ)QˆQˆVˆ Pˆ [PˆGˆ(z)Pˆ] (3.16)
Combining these to eliminate the term QˆGˆ(z)Pˆ we have:
⎧⎪⎪⎨⎪⎪⎩Pˆ (z − Hˆ) Pˆ − PˆVˆ Qˆ IˆQˆ (z − Hˆ) QˆQˆVˆ Pˆ
⎫⎪⎪⎬⎪⎪⎭ PˆGˆ(z)Pˆ = Pˆ
Finally, after rearranging:
PˆGˆ(z)Pˆ = Pˆ
z − PˆHˆ0Pˆ − Pˆ(Vˆ + Vˆ QˆQˆ(z−Hˆ)Qˆ Vˆ ) Pˆ (3.17)
Notice that Equation (3.17) is also in the form of a resolvent. The Hamil-
tonian operator that appears in the denominator is replaced by the term:
PˆHˆ0Pˆ + Pˆ(Vˆ + Vˆ QˆQˆ(z−Hˆ)Qˆ) Vˆ Pˆ. If we define the level shift operator Rˆ(z) to
be:
Rˆ(z) = Vˆ + Vˆ Qˆ
Qˆ (z − Hˆ) Qˆ Vˆ (3.18)
then the projection of the resolvent onto the subspace of Pˆ is given by:
PˆGˆ(z)Pˆ = Pˆ
z − Pˆ (Hˆ0 + Rˆ(z)) Pˆ (3.19)
The physical meaning behind the equivalent Hamiltonian Hˆ0 + Rˆ(z) will be
given in Section 3.3, which will also justify the appellation of level shift
operator to Rˆ(z).
In some applications where the matrix elements between the complemen-
tary subspaces are needed, it is easy to derive that:
QˆGˆ(z)Pˆ = Qˆ
z − QˆHˆQˆ Vˆ Pˆz − Pˆ (Hˆ0 + Rˆ(z)) Pˆ (3.20)
Taking the adjoint of Equation (3.20) will give us PˆGˆ(z)Qˆ due to the Her-
mitian properties of all the operators involved. To get QˆGˆ(z)Qˆ, which
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can typically be avoided by choosing a different set of projection opera-
tors, it is enough to subtract the three combinations we have derived from
IˆGˆ(z)ˆI = (Pˆ + Qˆ) Gˆ(z) (Pˆ + Qˆ).
3.3 Interpretations of the resolvent
In this section we give an interpretation of the resolvent based on a pertur-
bative expansion. It will be seen that the resolvent formalism is inherently
non-linear. We write a perturbative expansion in orders of the interaction,
and then perform a summation to all orders. Hence, the non-linearity ap-
pears to be hidden after the calculation. It is interesting to note that, as will
be shown in what follows, a many body system is always non-linear. In this
case, we will see that the atom interacts with its self fields. However, one can
also say that all non-linearity just reflects hidden degrees of freedom. If all
degrees of freedom are explicitly written, like we attempt to do for the simple
atom plus field configuration here, then all interactions become linear.
The essential point is that, for the whole system, all interactions are
linear. However, when we trace through part of the system to describe the
dynamics of a subset with a more tractable formalism, non-linearities appear.
What we are to develop in this section is essentially an operator description
of this statement.
Recall Equation (3.10) for the retarded and advanced propagators, it can
be written for the resolvent also as:
Gˆ(z) = Gˆ0(z) + Gˆ0(z)Vˆ Gˆ(z) (3.21)
By iteratively plugging this equation into itself, we arrive at an expression:
Gˆ(z) = Gˆ0(z) + Gˆ0(z)Vˆ Gˆ0(z) + Gˆ0(z)Vˆ Gˆ0(z)Vˆ Gˆ0(z) + ...
Gˆ(z) = Gˆ0(z) +∞∑
n=0 (Vˆ Gˆ0(z))n (3.22)
Equation (3.22) shows that the resolvent is the sum of an infinite power series
of the interaction and free resolvent. For what follows we consider a case
specific to CQED/WQED setups and illustrate this summation graphically.
Consider the simplest case in which the original states of the free Hamil-
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tonian (atom plus field without interaction) consist of a single excited atomic
state ∣e⟩ coupled to a finite discrete spectrum of single photon states, ∣λ,k⟩,
distinguishable by polarization λ and wavevector k. For simplicity we label
the original states formally with the index i. The matrix elements of Vˆ is
only non-zero between the excited state and a single photon state.
Vij = δe,i + δe,j − 2δe,i δe,j (3.23)
Now we will write down ⟨e∣Gˆ(z)∣e⟩. By inserting the identity Iˆ = ∑i ∣i⟩⟨i∣
between each operator in the infinite power series of Equation (3.22), we
have:
Ge(z) = 1
z −Ee + 1z −EeVee 1z −Ee + 1z −Ee∑i Vei 1z −EiVie 1z −Ee+ 1
z −Ee∑i Vei 1z −Ei∑j Vij 1z −Ej Vje 1z −Ee + ... (3.24)
Due to the condition in Equation (3.23) many terms in Equation (3.24) van-
ishes. Notice that only even powers of Vˆ have a contribution5 as the number
of dummy indexes is forced to match the number of e in the subscript of V .
Recall the connection between matrix elements of the resolvent and the time
evolution operator, in this case, ⟨e∣Uˆ(τ)∣e⟩ is the amplitude that an initially
excited atom remains excited. In physical terms, only the same number of
emission, absorption events can return the atom to the excited state. Hence,
5We can picture this as substituting e’s into a string of dummy indexes terminated
on both ends by e. Each e must be separated by a single dummy index and this is only
possible if the string is odd in length. Since the elements of the string are subscripts of
V , an odd length string corresponds to a even power of V . The example with the sixth
power of V is illustrated below.
VeiVijVjkVklVlmVme
e, i, j, k, l,m, e; j = l = e
VeiVieVekVkeVemVme; i, k,m ≠ e (3.25)
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Equation (3.24) simplifies to:
Gee(z) = 1
z −Ee + 1z −Ee∑i≠e Vei 1z −EiVie 1z −Ee+ 1
z −Ee∑i≠e Vei 1z −EiVie 1z −Ee∑j≠eVej 1z −Ej Vje 1z −Ee + ...
Gee(z) = 1
z −Ee +∞∑n=0(∑i≠e Vei 1z −EiVie 1z −Ee)
n
(3.26)
The resolvent for the excited state is different from its free resolventG0,ee(z) =(z −Ee)−1 by a multiplicative correction. We will graphically illustrate this
in Figure 3.2.
Next we write down the matrix element ofGi(z) for i ≠ e, i.e. the resolvent
for a single photon state. Only even powers of Vˆ contribute due to the same
physical reason, the matrix element is easily computed as:
Gi(z) = 1
z −Ei + 1z −EiVie ( 1z −Ee)Vei 1z −Ei+ 1
z −EiVie ( 1z −Ee∑j≠eVej 1z −EeVje 1z −Ee)Vei 1z −Ei + ...
= 1
z −Ei + 1z −EiVie { 1z −Ee +∞∑n=0(∑i≠e Vei 1z −EiVie 1z −Ee)
n}Vei 1
z −Ee
Gi(z) = 1
z −Ei + 1z −EiVieGe(z)Vei 1z −Ei (3.27)
The resolvent for a single photon state is the superposition of its free resol-
vent and a second-order term which arises from the scattering through the
corrected excited state. It is easy to generalize this result to the resolvent
between two single photon states ⟨i∣Gˆ(z)∣j⟩. This is of course related to the
scattering matrix element.
Gij(z) = δij 1
z −Ei + 1z −EiVieGe(z)Vej 1z −Ej (3.28)
The only types of matrix element left in this simple setup are those rep-
resenting emission and absorption events, which are complex conjugates of
each other. For emission into the i-th single photon state, the resolvent
Gie = ⟨i∣Gˆ(z)∣e⟩ is:
Gie(z) = 1
z −EiVieGe(z) (3.29)
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Notice that this matrix element comes from a summation over all odd powers
of Vˆ as the last event must be fixed to the emission into the single photon
state. The form of Equation (3.29) suggests that it is the corrected excited
state that radiates a single photon.
It is seen from Equations (3.24 - 3.29) that the correction of the free
resolventG0e(z) intoGe(z) is essential to all physical processes. We construct
a graphical illustration of this correction and use it to explain all the other
processes. Recall from Section 3.1 that starting from the time evolution
operator we successively introduced the Green’s functions, propagators and
the resolvent. Starting from Equation (3.24) we can trace our steps backward.
Consider the m-th order term:
1
z −Ee (∑i≠e Vei 1z −EiVie 1z −Ee)
m
(3.30)
For the resolvent as well as the propagators this is a product. For the Green’s
functions this is a series of proper convolutions and finally for the time evo-
lution operators this is a time ordered nested integral.6 Therefore, having
preserved the order of multiplication in Equation (3.24), we can assign to
each term in the product one of the time ordered integrals with the direction
of time going from the rightmost term to the leftmost term.
The free resolvent (z −Ee)−1 corresponds in the time domain to the free
evolution of the excited state, e−iEeτ/h̵. For ease of representation we use a
solid line to denote this, as in Figure 3.2 (a).
Each factor of ∑
i≠e Vei
1
z −EiVie 1z −Ee (3.31)
corresponds to the an excited atom emitting a photon into the i-th single
photon state and later reabsorbing it, as sketched in Figure 3.2 (b). In
this graph we use a semicircular line to denote the path of a emitted and
reabsorbed photon. Since this photon is not detected in the end, it is virtual
and hence we make its path dotted. The total correction to the excited
state, sketched in Figure 3.2 (c), is just the summation of this emission and
reabsorption event to all orders. The rest of Figure 3.2 sketches the emission
and scattering from the corrected excited state. This correction is quantum
6In the literature this nested integral is often defined through the action of the time
ordering operator.
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Figure 3.2: (a) the free evolution is denoted by a solid line; (b) the emission and
reabsorption of a virtual photon; (c) the correction of the excited state as the
interference of all possible emission reabsorption events, as described by
Equation (3.26); (d) the emission of a single photon by the corrected excited
state, as described by Equation (3.29); (e) scattering of two single photon states
from the corrected excited state, as described by Equation (3.28).
mechanical, as it arises from the summation over all possible alternatives
linking an initial and a final state.
Hence we see that when interactions between the free atom and field is
considered, the atom looses its identity and is tied together with a virtual
photon cloud that it constantly emits and reabsorbs. We will see in Sec-
tions 3.4 and 3.5 the effect of this virtual photon cloud and investigate what
properties of the atom is corrected by it. This will also serve to explain the
appellation of the level shift operator introduced in Equation (3.18).
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3.4 Applications of the resolvent
In this section we apply the machinery of the resolvent to compute the time
evolution of a few simple systems in CQED/WQED. The original states
consist of the atomic excited state plus (in the sense of direct product) the
field vacuum state ∣e,0⟩ having energy h̵ωe and a discrete and finite set of
single photon states plus the atomic ground state ∣g,ωk⟩, each having energy
h̵ωk. Together these states resolve the identity:
Iˆ = ∣e,0⟩⟨e,0∣ + N∑
k=1 ∣g,ωk⟩⟨g,ωk∣ (3.32)
Here, N is the total number of free single photon states. For convenience
we will not label the field vacuum and atomic ground states explicitly in
what follows and omit the summation limits on k unless they are required
by clarity. Also, natural units7 is adopted in which h̵ = c = 1.
The total Hamiltonian Hˆ is composed of the free Hamiltonian Hˆ0 and an
interaction term between the atomic excited state and single photon states Vˆ
that obeys the condition in Equation (3.23) with non-zero matrix elements:
⟨ωk∣Vˆ ∣e⟩ = Vke = gk (3.33)
In our convention, the rightmost subscript denotes the initial state in a phys-
ical process. Hence, gk is the coupling coefficient for emission into the k-th
single photon state. The reverse process of absorption will in general have a
coefficient that is the complex conjugate.
We first write down the resolvent for the atomic excited state, Ge(z) =⟨e∣Gˆ(z)∣e⟩, so as to investigate its time evolution. Using the result of Section
3.2, Equations (3.18) and (3.19) and choosing for the projection operator
7In this unit system we have E = ω = k for the energy, angular frequency and wavenum-
ber, respectively, of a photon in vacuum. This avoids writing repetitive and cumbersome
factors of h̵ and c in our calculations. Whenever a result is needed in SI units, one can
follow the standard conversion scheme as given in the literature.
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Pˆ = ∣e⟩⟨e∣ we have:
Ge(z) = 1
z − ωe − ⟨e∣Rˆ(z)∣e⟩= 1
z − ωe −∑
k
∣gk ∣2
z−ωk
(3.34)
The time evolution of the excited state is computed using Equation (3.13),
which we reproduce here in natural units.
Ue(τ) = 1
2pii ∫
C+
dzGe(z) e−izτ (3.35)
This integral can be evaluated by finding all the poles of Ge(z). From Equa-
tion (3.34):
Ge(z) =
N∏
k=1(z − ωk)(z − ωe) N∏
k=1(z − ωk) − N∑k=1 ∣gk∣2 ∏i≠k(z − ωi)
(3.36)
The poles of Ge(z) are located at the zeros of the polynomial in the denom-
inator, which is easily recognizable as the characteristic polynomial of the
matrix representation of Hˆ on the original states.
(z − ωe) N∏
k=1(z − ωk) − N∑k=1 ∣gk∣2∏i≠k(z − ωi) = 0 = det(zI¯ − H¯) (3.37)
where:
H¯ = IˆHˆ Iˆ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ωe g1 g2 . . . gk . . .
g∗1 ω1 0 . . . 0 . . .
g∗2 0 ω2 ⋱⋮ ⋮ ⋱ ⋱
g∗k 0 ωk⋮ ⋮ ⋱
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(3.38)
The matrix Equation (3.38) can be diagonalized numerically to give eigen-
values {Ωn, n ∈ [1,N + 1]}. Using these eigenvalues the characteristic poly-
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nomial factorizes, and reveals the poles of Ge(z).
Ge(z) =
N∏
k=1(z − ωk)
N+1∏
n=1(z −Ωn)
(3.39)
Since the matrix H¯ is Hermitian, Ωn ∈ R, all the poles of Ge(z) lies
on the real axis. Furthermore, the limits in Equation (3.39) show that the
denominator of Ge(z) is a higher order polynomial than is the numerator.
Jordan’s lemma is satisfied and we can close the contour C+ with an infinite
semicircular path in the lower half plane in Equation (3.35). The residue
theorem then gives:
Ue(τ) = 12pii  dz N∏k=1(z−ωk)N+1∏
n=1(z−Ωn)
e−izτ
= N+1∑
n=1
N∏
k=1(Ωn−ωk)∏
m≠n(Ωn−Ωm)e−iΩnτ
Ue(τ) = N+1∑
n=1 Cn e−iΩnτ (3.40)
The form of Equation (3.40) reveals that:
Cn =
N∏
k=1(Ωn − ωk)∏
m≠n(Ωn −Ωm) = ∣⟨e∣∣Ωn⟩∣2 (3.41)
or that Cn is the magnitude squared of the expansion coefficient8 of the
original excited state onto the new eigenstates of Hˆ.
For a reasonable small N , Cn and therefore Ue(τ) can be computed nu-
merically. The following results are generated using a simple MatLab im-
plementation of the above setup. We use various well known cases of Rabi
8A curious fact is derived from the normalization of these expansion coefficients or from
considering the initial condition, Ue(0) ≡ 1. Therefore, for any Hermitian matrix of the
form H¯ we always have:
N+1∑
n=1
N∏
k=1(Ωn − ωk)∏
m≠n(Ωn −Ωm) ≡ 1 (3.42)
This fact should be provable from linear algebra but is not at once apparent.
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Figure 3.3: (a) and (c) numerical output (blue) and analytical result (red) for
resonant Rabi oscillations of different frequency; (b) and (d) absolute error of the
numerical output over a long period of time.
oscillation to verify the correctness of our implementation.
Resonant and non-resonant Rabi oscillations
The simplest case of Rabi oscillation is observed between two coupled
states of the same energy. In this case the matrix H¯ is given by:
H¯ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ωe g
g∗ ωe
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (3.43)
The new eigenvalues are Ω± = ωe ± ∣g∣. Plugging these into equation (3.41)
we have that C+ = C− = 0.5. From the summation of Equation (3.40):
Ue(τ) = cos ∣g∣τ e−iωeτ (3.44)
This is in agreement with the well known vacuum Rabi oscillation, except
that our result is written in the Schro¨dinger picture instead of the more pop-
ular interaction picture. Taking the magnitude squared of Equation (3.44)
produces the observable occupation probability which is the same in all pic-
tures. To verify our implementation we instead choose to plot the square of
the real part of Equation (3.44). The analytical result should be the envelop
of the numerical output. Excellent agreement is shown in the comparison in
Figure 3.3.
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Figure 3.4: top: numerical output (blue) and analytical result (red) for
non-resonant Rabi oscillation; bottom: absolute error of the numerical output
over a long period of time.
In the non-resonant case the Hamiltonian is:
H¯ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ωe g
g∗ ωe +∆ω
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (3.45)
with eigenvalues Ω± = ωe + ∆ω2 ± √∆ω2 + 4∣g∣2. Using equation (3.40) the
expression for the observable occupational probability is:
∣Ue(τ)∣2 = 1 − 2∣g∣2
∆ω2 + 4∣g∣2 (1 − cos(√∆ω2 + 4∣g∣2τ)) (3.46)
This is in agreement with calculations performed using the equivalent ap-
proach of dressed atom. In Figure 3.4 we check our numerical output against
this analytical expression. Excellent agreement is obtained. It is easy to
show that this approach produces the right result for Rabi oscillations in the
presence of multiple photons, provided that the rotating wave approximation
is used.
Rabi oscillations in the presence of disturbances
Perfect Rabi oscillation is difficult to realize in actual CQED experiments.
Coupling to other modes of the cavity will always be present and act as
disturbances. We will illustrate the effects of these disturbances. Consider
a set of 10 free field states equally spaced in energy. The excited state is
resonant with one of these free field states and we assume that by design
it is coupled strongly to this state, with a coefficient of g0. All coupling
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Figure 3.5: top: numerical output (blue) and ideal profile (red) for Rabi
oscillation in the presence of disturbances from coupling to other staes. The
couling coefficient g to other states is 1/50th of the strength of g0, the coupling
coefficient to the resonant state; bottom: the difference cos2(g0τ) − ∣Ue(τ)∣2
plotted over a long time. The widening profile illustrates that the actual time
evolution gradually shifts out of phase with the ideal Rabi oscillation profile.
coefficients to other states are assumed to be g. In Figure 3.5 to Figure 3.7
we illustrate what happens as g is increased.
From the short time behavior we see that the presence of other states
causes the actual time evolution to lag behind the ideal Rabi oscillation
profile. From the dressed states picture, ideal Rabi oscillation comes from
the interference between the two new eigenstates of the coupled atom plus
field system. Here, since the excited state is coupled to all 10 field states,
we are seeing the interference of all 11 eigenstates of the coupled atom plus
field system. Interestingly we observe in the long time behavior a recovery
of the ideal Rabi oscillation profile. This phenomenon is analogous to the
beating of several modes and is characteristic of discrete system. We identify
that as g is increased, the beating becomes more frequent. This means that
the actual time evolution shifts out and back in phase with the ideal Rabi
oscillation profile faster.
If we substitute the purely contrived spectrum and coupling coefficients
with realistic parameters from experiments, this simple model can be used
to predict the time evolution of CQED systems. However, any actual ex-
perimental system contains loss. One particular type of loss comes from the
finite Q-factor of the cavities. In practice a continuum of free field states is
always involved and therefore we must extend this formulation. We do this
in the next section by treating the continuum as a limit of the discrete case.
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Figure 3.6: top: numerical output (blue) and ideal profile (red) for Rabi
oscillation in the presence of disturbances from coupling to other staes. The
couling coefficient g to other states is 1/50th of the strength of g0, the coupling
coefficient to the resonant state; bottom: the difference cos2(g0τ) − ∣Ue(τ)∣2
plotted over a long time. The profile illustrates that the actual time evolution
shifts out of phase with the ideal Rabi oscillation profile at τ ≈ 750 and then
moves back in phase at τ ≈ 1500.
Figure 3.7: top: numerical output (blue) and ideal profile (red) for Rabi
oscillation in the presence of disturbances from coupling to other staes. The
couling coefficient g to other states is 1/50th of the strength of g0, the coupling
coefficient to the resonant state; bottom: the difference cos2(g0τ) − ∣Ue(τ)∣2
plotted over a long time. The undulating profile illustrates that the actual time
evolution rapidly shifts in and out of phase with the ideal Rabi oscillation profile.
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3.5 The resolvent in the continuum limit
A discrete state coupled to a broad continuum
We use a set of 100 discrete states ∣ωk⟩ equally spaced in energy by δω
from ωk ∈ [0,10]. We assume the atomic excited state ∣e⟩ to have an energy
of ωe = 5. The excited state is coupled to all 100 discrete states with the
same coupling coefficient g. Using Equation (3.34) we have:
Ge(z) = 1
z − ωe − g2 100∑
k=1 1z−ωk
(3.47)
The matrix to be diagonalized is in the form of Equation (3.38). The
diagonalization procedure provides both the eigenvalues and eigenvectors of
H¯. The eigenvector conveniently capture how the original states ∣e⟩&∣ωk⟩
mixes into the new eigenstates ∣Ωn⟩. Plotting the magnitude squared of the
components of each eigenvector will give a simple visual illustration of this.
For this purpose we rearrange the matrix H¯ as given in Equation (3.38) into:
H¯ = IˆHˆ Iˆ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ω1 0 . . . g1 0 . . . 0 . . .
0 ω2 . . . g2 0 . . . 0 . . .⋮ ⋮ ⋱ ⋮ ⋮ . . . 0 . . .
g∗1 g∗2 . . . ωe gm gm+1 . . .
0 0 . . . g∗m ωm 0 0 . . .⋮ ⋮ ⋮ g∗m+1 0 ωm+1 0 . . .⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(3.48)
Here we assume that the m-th free field state is resonant with the excited
state, i.e. ωe = ωm. This arrangement of the matrix H¯ in no way changes the
discussion in Section 3.4, however, we are able to more clearly see the excited
state dissolve into its adjacent free field states in the plot of the eigenvectors.
In particular, a plot of the coefficients Cn will show the expansion coefficients
(magnitude squared) of the excited states onto the new eigenstates. In Figure
3.8 to Figure 3.12 we demonstrate the characters of this coupled system as
the coupling strength g is increased.
In the first case g = 0.02 shown in Figure 3.8 we can deduce by the sharp
65
Figure 3.8: The case of g = 0.02. (a) magnitude squared of components of the
new eigenvectors showing the mixing of states close to resonance; (b) the
coefficients Cn showing how the original state dissolves into the new eigenstates;
(c) time evolution of the occupational probability of the excited state showing an
initial exponential decay and later revivals; (d) exponential fit of the initial decay
showing the decay rate of the excited state.
Cn profile that the original excited state ∣e⟩ only mixes with the few free field
states immediately adjacent to it. This is also depicted by the light blue dot
in Figure 3.8 (a). The time evolution of ∣Ue(τ)∣2 exhibit a slow exponential
decay at the beginning, with a decay rate of Γ = 0.03. At τ ≈ 150 we see
a revival of ∣Ue(τ)∣2 > 0.8. This is because the two exponentials with the
largest expansion coefficients oscillates back in phase at this time. In Figure
3.9 we demonstrate this point. In a sense, due to the very weak coupling
the dynamics is dominated by the resonant state. The long time behavior is
therefore still a kind of corrupted Rabi oscillation.
As the coupling strength is increased we see from the plot of eigenvectors
that the excited state ∣e⟩ dissolve more into the new eigenstates ∣Ωn⟩. This is
also signaled by a Cn profile that becomes wider and flatter. Correspondingly,
the initial exponential decay becomes more and more rapid. To explain the
revival of ∣Ue(τ)∣2 we need to consider the beating of more eigenstates. In
Figure 3.13 we compare the numerical output for the case of g = 0.1 with the
beating of 10 eigenstates around ωe = 5. The number of 10 is used since the
width9 of the Cn profile in Figure 3.12 is 10.
9We roughly read this width from the plot of Cn in Figure 3.12 as the width at half
maximum.
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Figure 3.9: For the case of g = 0.02 the revival of ∣Ue(τ)∣ is governed by the
beating of the two eigenstates closest to the excited state.
Figure 3.10: The case of g = 0.04. (a) magnitude squared of components of the
new eigenvectors showing the mixing of states close to resonance; (b) the
coefficients Cn showing how the original state dissolves into the new eigenstates;
(c) time evolution of the occupational probability of the excited state showing an
initial exponential decay and later revivals; (d) exponential fit of the initial decay
showing the decay rate of the excited state.
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Figure 3.11: The case of g = 0.08. (a) magnitude squared of components of the
new eigenvectors showing the mixing of states close to resonance; (b) the
coefficients Cn showing how the original state dissolves into the new eigenstates;
(c) time evolution of the occupational probability of the excited state showing an
initial exponential decay and later revivals; (d) exponential fit of the initial decay
showing the decay rate of the excited state.
Figure 3.12: The case of g = 0.1. (a) magnitude squared of components of the
new eigenvectors showing the mixing of states close to resonance; (b) the
coefficients Cn showing how the original state dissolves into the new eigenstates;
(c) time evolution of the occupational probability of the excited state showing an
initial exponential decay and later revivals; (d) exponential fit of the initial decay
showing the decay rate of the excited state.
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Figure 3.13: For the case of g = 0.1 the beating of 10 new eigenstates is sufficient
to explain the revival of ∣Ue(τ)∣.
Interestingly, in all three cases of g = 0.04,0.08 and 0.1 we see the first
revival take place at τ ≈ 60. With the increased coupling strength the revival
becomes more abrupt but is not delayed or advanced. This revival time is
in fact related to the number of discrete states. This is illustrated in Figure
3.14 where we increased the number of states N in the range ωk ∈ [0,10] from
10 to 200. It is seen that the first revival time is delayed as N is increased.
This demonstrates that if the original free states ∣ωk⟩ were really to become
a continuum, there will be no revival of ∣Ue(τ)∣ in any finite time.
Taking the continuum limit
Going back to Equation (3.47) we evaluate the summation in the de-
nominator in the continuum limit. In general, suppose that the spectrum
ωk ∈ [0,10] is discretized by N equally spaced states, then the conversion
from summation to integral should be:
N∑
k=1 = N∑k=1 ∆k∆k → 1∆k
10∫
0
dk = 10
N
10∫
0
dk (3.49)
In our setup N = 100, therefore, the continuum limit of Equation (3.47)
is:10
Ge(z) = 1
z − ωe − 10g2 ∫ 100 dkz−k (3.50)
The relevant values of Ge(z) are close to the real axis, where the integra-
10We have made use of natural units to convert ωk = k.
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Figure 3.14: By increasing the number of states in the [0,10] range the revival
time is delayed. In the first case of 10 states the time evolution is that of a
corrupted Rabi oscillation. In the last case a strong exponential decay can be
identified. Notice that the first revival time is not a linear function of the number
of states N .
tion path C+ discussed in Section 3.1 runs. Therefore we need to perform
the integral:
lim
η→0+
10∫
0
dk
ω − k ± iη = ∓ipi +P.V.
10∫
0
dk
ω − k (3.51)
In the above we have assumed that ω ∈ [0,10] in order to have the ipi
term. Equation (3.51) shows that Ge(z) is double valued close to the real
axis. Denoting the principle value integral by the short hand P.V(ω), we
have:
lim
η→0+Ge(ω ± iη) = 1ω ± i10pig2 − ωe −P.V.(ω) (3.52)
The imaginary term i10pig2 in the denominator removes the pole from
the real axis and seems to eliminate the pole all together from Ge(z) since
close to the real axis:
Ge(z) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
ω+i10pig2−ωr−P.V.(ω) Im{z} > 0
1
ω−i10pig2−ωr−P.V.(ω) Im{z} < 0
However, due to the double valued nature of Ge(z), the section ω ∈ [0,10]
of the real line is a branch cut for Ge(z). Across this branch cut exist two
Riemann sheets and in the above we have only considered the first Riemann
70
Figure 3.15: Contour integral across the branch cut of Ge(z). Red: integration
path on the first Riemann sheet. Dotted Red: integration path on the second
Riemann sheet. Blue: branch points at z = 0 and z = 10. Green: complex pole on
second Riemann sheet at z = −i10pig2. Grey: second Riemann sheet over which
the integration path moves. Numbers (1) through (4): branch point
contributions to the contour integral.
sheet. On the second Riemann sheet:
Ge(z)II =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
ω−i10pig2−ωr−P.V.(ω) Im{z} > 0
1
ω+i10pig2−ωr−P.V.(ω) Im{z} < 0
Complex poles may exists on the second Riemann sheet. Since at ω = ωe,
we must have P.V.(ωe) = 0 due to the oddness of the integrand, the poles of
Ge(z)II are at z = ωe ± i10pig2 on the second Riemann sheet. In order to pick
up these poles the integration contour, which starts along C+ on the first
Riemann sheet, must go across the branch cut and back at the two branch
points z = 0 and z = 10. This contour is sketched in Figure 3.15.
The sections marked by the numbers (1) through (4) are branch point
contributions. Along paths (1) and (2) we have z = iζ. Along paths (3)
and (4) we have z = 10 + iζ, with ζ < 0 in both cases. The integrals in the
denominators of Equation (3.50) along the path (1) is:
− 10∫
0
dk
iζ − k = −12
10∫
0
dk2
k2 + ζ2 − iζ
10∫
0
dk
k2 + ζ2
= −1
2
ln ∣1 + 100
ζ2
∣ − iarctan(10
ζ
) (3.53)
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Along the path (4), we can use a change of variable K = 10 − k to write:
− 10∫
0
dk
10 − k + iζ =
10∫
0
dK
iζ +K
= −1
2
ln ∣1 + 100
ζ2
∣ + iarctan(10
ζ
) (3.54)
By taking the complex conjugates of these expressions we get their coun-
terparts on the second Riemann sheet for paths (2) and (4), respectively.
Combining the paths (1) and (2) and including the exponential factor we
have: ∫(1)+(2) dz Ge(z) e−izτ = ∫
0
−∞ dζ [GIe(iζ) −GIIe (iζ)] eζτ (3.55)
Apparently, except for really short times,11 only the ζ → 0− values con-
tribute in the integral. Hence we can make some approximations12 in Equa-
tion (3.53).
−1
2
ln ∣1 + 100
ζ2
∣ ∓ iarctan(10
ζ
) ≈ − ln ∣10
ζ
∣ ± ipi
2
(3.56)
The plus and minus values are for the (2) and (1) branches, respectively.
The difference of these two is twice the imaginary part:
lim
ζ→0− i piln ∣10ζ ∣ + pi24 = 0 (3.57)
Hence the branch point contribution along the path (1) + (2) is zero except
for short times. The same can be argued for the branch point contribution
along the path (3) + (4).
Finally, the only contribution to the integral comes from the pole located
on the second Riemann sheet at zII− = −i10pig2. The time evolution of the
excited state is thus a pure exponential decay given by:
∣Ue(τ)∣2 = e−Γ(N,g)τ = e−20pig2τ (3.58)
11Over these time ranges it is probably better to use a perturbation series solution to
the problem.
12The approximations employed are that arctan ( 10
ζ
) ≈ −pi
2
and it dominates the imagi-
nary part while the logarithmic term dominates the real part.
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Figure 3.16: The decay rate Γ extracted from the numerical model of Section
3.4 using exponential fit. Left: the linear dependence on N . Right: the quadratic
dependence on g.
For the general case of N states, the decay rate Γ should be linear in N
and quadratic in g. Both of these dependences are compared in Figure 3.16.
A more realistic continuum
The simple continuum considered in the previous section is non-realistic.
In this section, we apply the calculation to the case of an excited atom
coupled to the 3-D electromagnetic vacuum. The decay rate is well known
in this case to be [22]:
Γ = d2
3pi0h̵
ω30
c3
(3.59)
where d is the dipole moment of the atom, ωe its frequency and 0 the per-
mittivity of free space. We will use the resolvent formulation to reproduce
this result. For ease of comparison we return all quantities to SI units.
In a cube of length L under periodic boundary condition the quantized
E-field takes the form:
Eˆt = i∑
n
√
h̵ckn
20L3
εn [aˆn eikn⋅r − aˆn e−ikn⋅r] (3.60)
where kn is the wavenumber kn = ∣kn∣ and εn is the polarization vector of
the n-th mode. The subscript t on the E-field operator signifies that we are
only quantizing the transverse field. Assuming that the atom is located at
the origin, then the coupling coefficient to the n-th mode is given by:
d ⋅ εn√ h̵ckn
20L3
= g(kn) (3.61)
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Using the level shift operator with the complimentary projection operator
assembled from all single photon states in the box Qˆ = ∑
n
∣kn⟩⟨kn∣ we can
write:
Re(z) =∑
n
∣g(kn)∣2
z − h̵ω(kn) (3.62)
as the level shift of the excited state. For each of the kn mode the atom is
coupled to both polarizations. Therefore, for the same value of kn we have a
sum over polarizations of:
∑
λ=1,2 d ⋅ ελn
√
h̵ckn
20L3
(3.63)
Since the two polarizations and the unit vector along kn for a set of
orthonormal basis in k-space, we have:
∑
λ=1,2 d ⋅ ελn = d(1 − cos θn) (3.64)
The angle θn is the angle between the dipole moment of the atom d and the
kn wave vector. This angle is to be summed over.
As the length of L is increased, the single photon states gradually become
a continuum filling a sphere in k-space. The summation over all the modes
becomes, in the continuum limit:
∑
n
→ ∫ d3kL32pi 3 (3.65)
Therefore, the level shift of the excited state is, in the continuum limit:
Re(z) = ∫ d3kL32pi 3(1 − cos θ)2 h̵ck20L3 d2z − h̵ck
= 2pid2
16pi30
pi∫
0
dθ sin θ(1 − cos θ)2 ∞∫
0
dk k2
h̵ck
z − h̵ck
= h̵cd2
3pi20
∞∫
0
dk
k3
z − h̵ck (3.66)
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Close to the real axis, we use the well known limit of 1/x again to write:
∞∫
0
dk
k3
h̵ω0 − iη − h̵ck = P.V.
∞∫
0
dk
k3
h̵ω0 − h̵ck + ipiω30c3 (3.67)
Hence, the level shift of the excited state is:
Re(ω−0 ) = d2c3pi20 P.V.
∞∫
0
dk
k3
ω0 − ck + i d23pi0 ω30c3 (3.68)
The principle value integral is divergent at high frequencies, however, any
realistic atom-field interaction will have a high frequency cutoff ωhf . Provided
that this is introduced, the principle value part will become finite. We denote
this value by P.V.(ω0). Plugging the level shift Re(z) into the resolvent we
have:
Ge(ω−0 ) = 1
h̵ω0 −Ee −P.V.(ω0) − i d2ω303pi0c3 (3.69)
Here the superscript in ω−0 denotes approaching the real value ω0 from below
the real axis. The sign of the imaginary part guarantees that there is no pole
on the lower half plane. However, on the second Riemann sheet, a complex
pole exist at:
zII− = Ee − ih̵Γ +P.V.(ω0) (3.70)
Here the factor Γ is short hand for the fraction:
Γ = d2
3pi0h̵
ω30
c3
(3.71)
After the contour integration,13 we find for the time evolution of the excited
state: ∣Ue(τ)∣2 = e−2Γτ (3.72)
This is an exponential decay with the decay rate of Γ which completely agrees
with the well-known result. Hence, the resolvent formulation can be used to
reproduce the spontaneous emission rate in vacuum.
13The problem of branch point contributions can be addressed in a similar manner as
in the simple case of uniform continuum. Essentially, at large times, the branch point
integral picks up only a vanishing imaginary part. The real part of the integrand, being
the same across the branch cut, cancels exactly as we go around the branch point.
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