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Abstract
Recently, a reformulation of the SU(N) Yang-Mills theory inspired by the Cho-Faddeev-
Niemi decomposition has been developed in order to understand quark confinement from
the viewpoint of the dual superconductivity. The concept of infrared Abelian dominance
plays an important role in the realization of this idea and through numerical simulations
on the lattice, evidence was found for example in the form of the dynamical mass genera-
tion for specific gluon degrees of freedom. A promising analytical attempt to explain the
generation of such masses is through certain condensates of mass dimension two. In this
thesis, we want to focus on the reformulated SU(N) Yang-Mills theory in the previously
overlooked minimal option with the non-Abelian U(N −1) stability group, in contrast to
the conventional maximal Abelian gauge (MAG), where the decomposition corresponds
to the Abelian U(1)N−1 stability group. Consequently, if the construction works in a sim-
ilar way as in the MAG, the new option may allow us to establish a non-Abelian extension
of the conventional infrared Abelian dominance and therefore represents progress towards
a non-Abelian superconductivity picture for confinement. In fact, this new hypothesis is
already supported by lattice simulations. We begin our investigations with a thorough
one-loop analysis of the novel decomposition. We calculate all renormalization factors in
light of the renormalizability of the theory and subsequently define an appropriate mixed
gluon-ghost composite operator of mass dimension two as the candidate for the conden-
sate. We then prove its (on-shell) invariance under Becchi-Rouet-Stora-Tyutin (BRST)
symmetry transformations and the multiplicative renormalizability. Armed with these
results, we argue the existence of the mixed gluon-ghost condensate by means of the
so-called local composite operator formalism. In the last part of this work, we attempt to
extend the perturbative results through a functional renormalization group (FRG) anal-
ysis. In a short digression related to the the derivation of lower Higgs mass bounds in
Higgs-Yukawa toy models, we demonstrate how the FRG can improve perturbative calcu-
lations and acquire the necessary tools to finally discuss the existence of the gluon-ghost
condensate in this framework. We find that the mechanism of condensate generation is
present in our model, however, only under certain conditions.
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Chapter 1
Introduction
As of now, quarks are considered to be the fundamental building blocks in particle physics.
They are “glued” together by the strong force, whose carriers are called gluons. Theo-
retically, the interplay between quarks and gluons is described within quantum chro-
modynamics (QCD). However, interestingly, the quarks and gluons cannot be directly
observed, but only color-neutral objects built from these fundamental pieces. The phe-
nomenon that color-charged quarks and gluons are only existing in such bound states is
called color confinement and still lacks a theoretical explanation.
Yet, Nambu, ’t Hooft and Mandelstam proposed a promising mechanism that may
explain at least quark confinement, the dual superconductivity picture [1–4]. In order for
this mechanism to work, two problems need to be solved. First, the ordinary superconduc-
tor corresponds to an Abelian theory, whereas the underlying gauge symmetry of QCD is
non-Abelian. Second, the mechanism requires the existence of magnetic monopoles, which
are not included as fundamental degrees of freedom in QCD. This raises the question of
how to extract them from the underlying theory. It was ’t Hooft himself who suggested
an interesting approach to the first problem, the “Abelian projection” [4]. The Abelian
projection corresponds to a partial gauge fixing, with magnetic monopoles appearing at
those points in spacetime where the gauge fixing fails to work due to degeneracies of
the gauge fixing condition. In particular, the special case of the maximal Abelian gauge
(MAG) [5, 6] turned out to be useful. The related gauge fixing condition loosely speaking
minimizes the off-diagonal components of the gluons and hence yields in some sense the
desired effective Abelian theory. Within this setting, a series of striking results related to
the infrared Abelian dominance [7] was obtained through numerical simulations on the
lattice for SU(2), for example the exponential fall-off of the propagator corresponding
to the off-diagonal gluon degrees of freedom, suggesting the dynamical generation of an
off-diagonal gluon mass [8].
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However, despite the success of this prescription, the fact that the identification of the
monopoles is connected to adopting some kind of gauge fixing lead to the criticism that
monopoles may be no physical objects but simply gauge artefacts. Moreover, the MAG
explicitly breaks the color symmetry. The situation was recently improved by a refor-
mulation of the Yang-Mills theory based on the Cho-Duan-Ge-Faddeev-Niemi-Shabanov
decomposition of the gauge field with respect to the stability group H [9–22]. The refor-
mulation was first obtained in the SU(2) case [23, 24] and relies on the introduction of
the so-called color field h(x), which is used to define the decomposition. However, when
extended to the general G = SU(N) case [25], it turned out that the decomposition
is not uniquely determined for N > 2, but enjoys several options. One of the options,
the maximal option, is related to the MAG, which can be recovered in a certain limit.
A new and interesting case is the minimal option, where the gauge field is decomposed
with respect to the non-Abelian U(N − 1) stability group. Unlike in the maximal op-
tion, where the stability group is the Abelian U(1)N−1 stability group, this allows for
extracting non-Abelian monopoles. Within lattice simulations, the reformulation of the
Yang-Mills theory also was able to reproduce key aspects of the equivalent to the infrared
Abelian dominance, e.g. [26–28], just like in the case of the MAG, but it should again
be stressed that no explicit color symmetry breaking as in the conventional approach is
necessary to reveal these properties. This is a big advantage of the new prescription.
Now, certainly the numerical evidence for the “new type” of infrared Abelian domi-
nance, where actually the dominant degrees of freedom corresponding to H = U(N − 1)
are no longer Abelian for N > 2, is reassuring if one aims to explain confinement through
the dual superconductivity picture. However, so far there is no analytical proof for it.
The goal of this thesis is to complement the lattice simulations by an analytical study of
the dynamical mass generation for the non-monopole degrees of freedom related to the
coset G/H. In fact, the reformulation of the Yang-Mills theory allows the introduction
of a gauge invariant mass term for exactly these degrees of freedom (irrespective of the
particular choice of H) [23],
M2 TrG/H (AµA
µ) , (1.1)
where M is the bare mass and Aµ the gauge field. As explained, the trace is taken only
over the coset part G/H. Clearly, we then would no longer discuss the original (pure)
Yang-Mills theory and therefore, we must think of ways to generate such a mass term
dynamically. This leads to the idea of a non-vanishing mass dimension-two coset gluon
condensate. If existent, a mass term could result from the quartic self-interaction term
of the Yang-Mills action. This idea is not new and has a long history. The conden-
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sate 〈TrGAµAµ〉 was already shown to exist in the Landau gauge [29, 30]. Even ghost
condensates were considered in the MAG [31, 32], although they were found to actually
generate tachyonic gluon masses [33, 34]. In what follows, a combination of gluons and
ghosts turns out to be very useful [35, 36],
O = TrG/H
(
AµA
µ − 2iξCC¯) , (1.2)
where we denoted the ghost and anti-ghost by C and C¯, respectively. Furthermore, ξ is
a certain “gauge fixing paramter”, as will be explained later. The condensation of this
operator (or its equivalent in other gauges) was already studied in the so-called Curci-
Ferrari gauge [37, 38], as well as in the MAG, giving positive answer to the existence of
the condensate, see [39, 40] and [41], respectively.
The condensate does not only play a key role in understanding the infrared Abelian
dominance (or its equivalent in the minimal option), as shown in preceding works. For
example, recall Savvidy’s prediction that the SU(2) vacuum with a non-zero homogeneous
magnetic field strength is energetically favored [42], which has been immediately critisized
by Nielsen and Olesen [43], as they showed that the effective potential in terms of the
magnetic condensate actually develops an instability through a non-vanishing imaginary
part. However, assumming the existence of the condensate as in Eq. (1.2), the potential
can actually be stabilized [44, 45]. Furthermore, if the condensate exists, the Faddeev-
Niemi model [46, 47] describing glueballs as knot-solitons can be derived as a low-energy
effective theory of the reformulated Yang-Mills theory [48–50]. Even quark confinement
at low temperatures can be a direct implication of the condensate [51].
In this thesis, we wish to clarify whether or not the described mechanism for generating
the (coset) gluon mass can also work for the new option where the stability group is
chosen to be H = U(N − 1). In the case of N > 2, the stability group is non-Abelian
and therefore defines a novel scheme for the dual superconductivity picture, where the
infrared dominant gluon degrees of freedom, and in particular the related monopoles,
are of the non-Abelian type. The analysis will be first carried out within perturbation
theory. Later, we will attempt to improve these results within the framework of the
functional renormalization group, firstly for the SU(2) case where minimal and maximal
option of the reformulation coincide. In the end, this is extended to the general SU(N)
case. In more detail, this thesis is organized as follows. In chapter 2, we give a very
brief introduction to Yang-Mills theory and shed a few more light onto the previously
mentioned concepts and mechanisms. Chapter 3 is dedicated to the reformulated Yang-
Mills theory in the minimal option. Within a certain approximation, we discuss the
splitting of the Lagrangian with respect to the stability group H = U(N−1) and perform
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the one-loop renormalization, obtaining all renormalization group (RG) functions to this
level which serve as the starting point for all further investigations. In this chapter, we also
show the (on-shell) BRST invariance of the composite operator (1.2) and explicitly prove
its one-loop multiplicative renormalizability in order to render this operator physically
meaningful. In chapter 4, we introduce the so-called local composite operator (LCO)
formalism [52, 53], which is also based on perturbation theory and explains how to deal
with composite operators and the difficulties arising upon their introduction to a field
theory. This formalism is then applied to our particular operator and the existence of
the condensate is discussed. Chapter 5 corresponds to the attempt of improving these
perturbative results by means of a non-perturbative tool called functional renormalization
group (FRG). After explaining the key concept in the first part of this chapter, we apply
the FRG to a slightly different problem related to the Higgs condensate in the standard
model. It will illustrate how the FRG can improve perturbative calculations and will
familiarize us with a certain recipe we subsequently apply to the composite operator in
the third and last part of chapter 5. Finally, in chapter 6, we end with a summary and
give an outlook towards possible future research.
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Chapter 2
Theoretical foundations
In this chapter, we introduce a few theoretical basics, setting the stage for the actual
goal of this thesis, the discussion of the existence of certain condensates in quantum field
theory. The first section is devoted to a brief introduction to quantum field theory, in
particular to non-Abelian Yang-Mills theory. The presented material can be found in
about every quantum field theory textbook such as [54–56]. The second section deals
with one of the key phenomena of Yang-Mills theory, confinement, which remains to be
theoretically understood. A promising attempt at explaining confinement is the dual
superconductivity picture, whose key aspects will also be discussed in the second section.
Finally, the third section deals with a certain reformulation of Yang-Mills theory, which
represents a remarkable progress towards the establishment of the dual superconductivity
picture.
The content of this chapter is only presented in a reporting fashion and skips many
technical details. For deeper discussions of the various topics we refer to the references
cited in the related sections. In this chapter and throughout this thesis, we employ
natural units ~ = c = kB = 1 and adopt the Einstein summation convention, if not
stated otherwise. We will sometimes reintroduce ~ in order to clarify orders in loop
expansions.
2.1 Elements of Yang-Mills theory
The field content of pure Yang-Mills theory is given by the so-called gauge field
Aµ = A
A
µT
A ∈ g , which takes value in the Lie algebra g of the gauge group G. In
this thesis, we focus on G = SU(N). The matrices TA denote the generators of g and
we normalize them according to TrG[TATB] = 12δ
AB. The classical Lagrangian of the
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Yang-Mills theory in Minkowski space1 is given by
LYM = −1
2
TrG (FµνF
µν) , (2.1)
where we defined the field strength tensor
Fµν =
i
g
[Dµ,Dν ], (2.2)
and Dµ is the covariant derivative given by
Dµ = ∂µ − igAµ. (2.3)
The field strength tensor is then alternatively rewritten as
Fµν = ∂µAν − ∂νAµ − ig[Aµ,Aν ]. (2.4)
Usually, we work in the adjoint representation, such that FAµν = ∂µAAν−∂νAAµ+gfABCABµACν
and DABµ = δAB∂µ− gfABCACµ with fABC being the structure constants of g. The theory
is invariant under the following gauge transformations,
Aµ → AUµ = UAµU † −
i
g
(∂µU)U
† ∀U ∈ G, (2.5)
where we will parametrize the group elements according to
U(x) = eigT
AϑA(x). (2.6)
In the infinitesimal case, the gauge transformation of the gauge field takes the form
δAAµ =
(
AUµ
)A − AAµ = DABµ ϑB(x) +O(ϑ2). (2.7)
Note that in particular, the existence of a gluon mass term 1
2
M2AAµA
µ
A in the bare action
is forbidden according to gauge invariance.
As common for all quantum field theories, all physical information is stored in the
correlators or n-point functions of the theory. Using one of the most popular ways of
formulating field theories, the path integral formulation, one can obtain these correlators
from the so-called generating functional Z[J ] through derivatives with respect to the
1We use for the metric gµν = (1,−1,−1,−1).
8
Chapter 2. Theoretical foundations
external source J ,
Z[J ] =
∫
DA eiSYM [A]+iJ ·A, (2.8)
with J · A ≡ ∫
x
JAµ A
µ
A. In the case of gauge theories, however, one encounters an
immediate problem. Due to the fact that all gauge fields on the same gauge orbit
Orb(A) = {AUµ : U ∈ G} yield equivalent physics, the naive path integral measure
“overcounts” the contributions. To circumvent this problem, one tries to choose a rep-
resentative of each gauge orbit by imposing a constraint called “gauge fixing condition”,
f¯ [A] = f [A] − z(x) = 0. More precisely, the functional f [A] encodes the gauge fixing
condition, while z(x) is just an arbitrary auxiliary function to be eliminated later. This
constraint is incorporated into the path integral via the Faddeev-Popov procedure [57].
First, we use the functional representation of the Delta function,
1 =
∫
Df¯ δ(f¯) =
∫
DU δ (f¯ [AU ]) det(δf¯ [AU ]
δU
)
=
∫
DU δ (f¯ [AU ]) det(δf [AU ]
δU
)
, (2.9)
where DU is the Haar measure. The determinant is then promoted to the action in the
path integral by writing it as a functional integral over anticommuting fields C and C¯,
the Fadeev-Popov ghosts and anti-ghosts. The determinant is conveniently parametrized
by the representation of the gauge group element as in Eq. (2.6),
det
(
δf¯ [AU ]
δU
)
= det
(
δf¯A[AU ]
δϑB
)
= det
(
δfA[AU ]
δϑB
)
= detMAB. (2.10)
Moreover, it can be shown that M is actually independent of the representative, such
that in the end we can replace AUµ → Aµ. In a last step, the Delta function is eliminated
by integrating over
∫ Dz e−i ∫x[1/2ξ z2], where ξ is the so-called gauge fixing parameter.
After this procedure, the generating functional reads
Z[K] =
∫
DΦ eiSYM+iSGF+FP+iK·Φ, (2.11)
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with DΦ = DA DC DC¯ and
K · Φ =
∫
x
(
JAµ A
µ
A + η¯
ACA + C¯AηA
)
,
SGF+FP =
∫
x
(
−(f
A)2
2ξ
+ C¯AMABCB
)
.
(2.12)
Still, there remains an unsolved problem. Generally speaking, there is no guarantee that
the gauge fixing condition picks a unique representative from each gauge orbit. This
problem is known as the Gribov ambiguity [58, 59], but throughout this thesis, we do
not further deal with this subtlety.
A consequence of the Faddeev-Popov procedure is the explicit breaking of the local
gauge symmetry. Fortunately, as discovered by Becchi, Rouet, Stora, and Tyutin (BRST),
the action still enjoys a residual global symmetry, the BRST symmetry [60, 61]. It is
best revealed upon introducing the Nakanishi-Lautrup field N = NATA and rewriting
the gauge fixing part,
−(f
A)2
2ξ
→ ξ
2
NANA +NAfA[A]. (2.13)
The original version of the Lagrangian is then simply recovered by completing the square
on the right hand side and integrating out the Nakanishi-Lautrup field. The BRST
symmetry transformation acts onto the fields in the following way,
δBA
A
µ = D
AB
µ C
B,
δBC
A =
ig
2
[C,C]A,
δBC¯
A = iNA,
δBN
A = 0,
(2.14)
and maps bosons to fermions and vice versa. This transformation is nilpotent, δ2B = 0
and, as already mentioned, leaves the action invariant. The BRST symmetry can be used
to define the physical Hilbert space. This is based on the observation that the Fadeev-
Popov part of the action is BRST exact, i.e., it can be written as SGF+FP = δBΨ, where
Ψ is some functional of the fields. On the other hand, the Yang-Mills part of the action
is also BRST invariant, but cannot be written in that way. The physical content of a
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theory is thus defined by the cohomology
Kernel δB
/
Image δB. (2.15)
It should be remarked that there exists another transformation with similar proper-
ties, the anti-BRST transformation δ¯B [62–65]. The anti-BRST transformation is also
nilpotent and anticommutes with the standard BRST transformation. It is essentially
obtained by interchanging the ghosts and anti-ghosts in the definition of the standard
BRST transformation.
Having defined the path-integral properly, let us get back to the question of how to
obtain the correlation functions of a theory. We already mentioned the generating func-
tional Z[K], but there are actually “more efficient” ways to store the physical information.
In fact, all physics actually is contained in the “one-particle-irreducible” correlation func-
tions. They are generated by an object called quantum effective action Γ[φ], which is
defined as the Legendre transformation of the Schwinger functionalW [K] = −i logZ[K],
which itself is the generating functional of the connected correlation functions,
Γ[φ] = sup
K
[W [K]−K · φ] . (2.16)
The conjugated variables φ and K are related according to
φ ≡ 〈Φ〉K = δW [K]
δK
. (2.17)
In other words, the field φ denotes the expectation value of the classical fields in the
presence of the source K. From the definition of the effective action, we immediately
obtain the quantum equations of motion,
δΓ[φ]
δφ
= −K, (2.18)
as well as an integro-differential equation for the effective action,
eiΓ[φ] =
∫
DΦ Exp
[
iS[Φ + φ]− iδΓ[φ]
δφ
· Φ
]
. (2.19)
If Γ could be obtained analytically, the theory is considered to be solved, as all physical
quantities can be directly computed from Γ. Obviously, however, this is a hopeless
task regarding the complexity of Eq. (2.19). There exist several approaches in trying
to obtain approximative solutions. The most straightforward is of course perturbation
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theory, where the integrand is expanded in powers of ~, which leads to the following
one-loop expression,
Γ[φ] = S[φ]− i~
2
STrS(2) +O(~2), (2.20)
Here, S(2) is the Hessian of the action and the supertrace operator STr corresponds to
taking the trace over all internal indices, such as spacetime indices, color indices, spinor
indices, and in particular also takes spin statistics into account, i.e., fermionic fields give
rise to an additional minus sign. On the other hand, we have non-perturbative approaches
such as the functional renormalization group which we will discuss in chapter 5.
The previously introduced BRST symmetry also implies an important identity satis-
fied by the effective action. Let us introduce another set of BRST invariant sources Ω
related to the BRST transformations of the fields, i.e.,
eiW [K,Ω] =
∫
DΦ eiS[Φ]+iK·Φ+iΩ·δBΦ, (2.21)
where Φ shall also contain the Nakanishi-Lautrup field and correspondingly the related
source also appears in K and Ω. However, note that ΩN = 0 and ΩC¯ = iN because
δBN = 0 and δBC¯ = iN, respectively. From the BRST invariance of the action and the
path integral measure [66] it then follows,
0 = 〈δBS〉 =⇒ K · 〈δBΦ〉 = 0. (2.22)
Next, we use a slightly modified definition of the effective action given by
Γ[φ,Ω] = sup
K
[W [K,Ω]−K · φ] (2.23)
to infer
δΓ
δφ
= −K; δΓ
δΩ
=
δW
δΩ
. (2.24)
Combining this with the relation
〈δBΦ〉 = δW [K,Ω]
iδΩ
(2.25)
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we can rewrite Eq. (2.22) according to
δΓ
δφ
· δΓ
δK
= 0. (2.26)
This equation is often referred to as the master equation. It allows to derive further iden-
tities for the correlation functions, the so-called generalized Ward-Takahashi or Slavnov-
Taylor identities, by applying functional derivatives with respect to the fields to the mas-
ter equation. These identities play an important role in the process of renormalization,
especially since they have to hold at all orders in perturbation theory.
The derivation of the master equation has been presented here in a rather sketchy
way. For a more serious treatment and further details, see, for example [67, 68].
2.2 Dual superconductivity picture and confinement
One of the most peculiar phenomena within the theory of strong interactions is the
fact that color charged objects, i.e., gluons and quarks, can only be obersevd in color-
neutral states. This effect is known as confinement and still lacks a profound analytical
explanation. Among a variety of approaches such as the Kugo-Ojima scenario [69, 70] or
the Gribov-Zwanziger scenario [58, 71], the toplogical approaches and in particular the so-
called dual superconductivity picture first proposed by Nambu, ’t Hooft, and Mandelstam
[1–4] are considered as promising candidates for explaining confinement. In this section,
we want to give a short introduction to the latter one.
Just like in the ordinary superconductivity, where electrically charged electrons con-
dense in bound states known as Cooper pairs, the dual superconductivity picture advo-
cates the idea of a superconducting Yang-Mills vacuum consisting of a color magnetic
monopole condensate. If we put any color-electrically charged objects into such a vac-
uum, for example a static quark-antiquark pair, the equivalent of the dual Meissner effect
would confine the color electric field into nearly one-dimensional objects, the flux tubes,
leading to a linearly rising potential between the quarks. For a review on this field, see,
for example, [72].
Obviously, the magnetic monopoles play a central role in this picture, even though
there is no experimental evidence for magnetic monopoles so far. On the other hand,
there exist several examples for them at the theoretical level. For instance, provided the
gauge field is singular, the so-called Dirac magnetic monopole appears in the Abelian
Maxwell theory [73]. In non-Abelian gauge theories, on the other hand, the so-called
’t Hooft-Polyakov magnetic monopole is shown to exist in the presence of an adjoint
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Higgs scalar field through the occurrence of dynamical symmetry breaking of a gauge
group G down to some subgroup H.
Moreover, it has been shown in all cases where confinement could be proven analyt-
ically, the confinement is a consequence of monopole condensates. The theories where
analytical proofs exist include 4d compact U(1) electrodynamics [74], the 3d Georgi-
Glashow model [75], and N = 2 super Yang-Mills theory [76, 77].
Yet, these methods heavily rely on some kind of scalar field. In QCD or pure Yang-
Mills theory, however, we do not have any scalar fields at hand. One therefore has to
consider another way of extracting the monopole degrees of freedom. A first method has
been developed by ’t Hooft and is known as “Abelian projection” [4]. The idea behind
the Abelian projection is to in some sense embed the Dirac monopole of the Abelian U(1)
Maxwell theory into the non-Abelian gauge theory. The way to achieve this is to partially
gauge fix the “non-Abelian parts” of the theory in the following way. First, we choose
some arbitrary operator χ(x) = χA(x)TA in the adjoint representation. The Abelian
gauge is then defined as the gauge where this operator is diagonal. For simplicity, let us
restrict ourselves to the SU(2) case. In the Abelian gauge the operator thus becomes
proportional to the last Cartan generator, which is diagonal,
χ(x)→ χ′(x) = U¯χ(x)U¯ † = 1
2
(
χ′3(x) 0
0 −χ′3(x)
)
. (2.27)
Here, we denoted the gauge transformation that diagonalized χ by U¯ and the eigenvalues
χ′3 in the SU(2) case are explicitly obtained as χ′3(x) = 1
2
√
χA(x)χA(x). They are gauge
invariant but depend on the choice of χ. Let us now assume that there exist points x0 in
spacetime, where this diagonalized matrix is degenerated. In the current simple case of
SU(2) this implies
χ′3(x0) = −χ′3(x0)⇐⇒ χA(x0) = 0. (2.28)
It is this point in spacetime, namely at which the Abelian gauge cannot be uniquely
defined due to the degeneracy, where the monopole emerges. Let us therefore consider χ
in the vicinity of x0,
χ(x) = 0 + TA∂µχ
A(x0)(x− x0)µ +O(x2). (2.29)
Assuming that the gradient exists and considering the static case only, we can identify
the three remaining spacetime dimensions with the three color indices A = 1, 2, 3 and
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may write χ as
χ(x) = xATA = r sin θ cosφ T1 + r sin θ sinφ T2 + r cos θ T3, (2.30)
where in the last step we introduced spherical coordinates. In this specific case, the
diagonalizing gauge transformation matrix is explicitly given in terms of the Euler angles,
U¯ =
(
eiφ cos θ
2
sin θ
2
− sin θ
2
e−iφ cos θ
2
)
. (2.31)
If we now consider how the gauge field transforms under this gauge transformation, one
finds that the diagonal component of the inhomogeneous part ∼ TrT 3U¯∇U¯ † develops a
singularity of the Dirac type,
A3φ
sing ∼ 1
g
1 + cos θ
r sin θ
, (2.32)
leading to a quantized magnetic charge q ∼ 4pi
g
. This sketches how monopoles can be
obtained in pure Yang-Mills theory without introducing additional matter fields.
So far, we have left the choice of χ open. There are in principle infinitely many choices,
some of them more clever than others. A very successful special case is the maximal
Abelian gauge (MAG) [4–6]. It is related to a partial gauge fixing G = SU(N) → H =
U(1)N−1, corresponding to a minimization of the functional∫
x
TrG/H AµA
µ. (2.33)
The residual gauge group H = U(1)N−1 is the Cartan subgoup of SU(N) and loosely
speaking contains all diagonal generators of G = SU(N). Hence, the minimizing con-
dition can be understood as minimizing the off-diagonal components of the gauge field.
In terms of the operator χ, this gauge is obtained from the choice χ ∼ [Dµ, [Dµ, T 3]] for
the SU(2) case. The MAG has been studied extensively and produced some important
results with respect to the establishment of the dual superconductivity picture.
The first is related to a gauge invariant criterion for quark confinement, the area law,
according to which confinement occurs if an object called Wilson loop [78]
WC =
〈
Tr
[
Peig
∮
C dx
µAµ
]/
Tr1
〉
=: 〈WC [A]〉, (2.34)
falls off exponentially with the area |S| enclosed by the curve C, WC ∼ e−σ|S|. P denotes
the path ordering operator and the parameter σ is called string tension. Now, if the Yang-
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Mills theory actually becomes effectively Abelian in the infrared, the Abelian projected
degrees of freedom must be responsible for the confinement [7]. This phenomenon is
known as infrared Abelian dominance. Evidence for this conjecture was given through
lattice simulations for SU(2) within the MAG [79] by showing that the string tension
obtained by replacing the gauge field in Eq. (2.34) by its diagonal (Abelian) components
almost completely recovers the string tension obtained with all components of the gauge
field. Moreover, if the Abelian part of the gauge field is decomposed even further into a
part identified with the monopoles and a photon part, the Abelian string tension is again
almost fully reproduced if only the monopole part is taken into account [80].
Finally, in [8] the two-point functions of the diagonal and off-diagonal gluon propa-
gator have been examined, with the result that off-diagonal components exhibit a rapid
exponential fall-off. This indicates that the off-diagonal gluon becomes massive and de-
couples in the infrared, supporting the picture of an Abelian infrared effective theory.
Despite these promising results, the Abelian projection has some unpleasant features.
First of all, it relies on some kind of gauge fixing, which may lead to the impression that
the identified monopoles are actually mere gauge artefacts. Also, these gauges break
the color symmetry explicitly, which is puzzling if one wants to understand the quark
confinement as a special case of color confinement. Fortunately, based on a reformulation
of Yang-Mills theory some progress has been made to overcome these flaws.
2.3 Reformulated Yang-Mills theory
The reformulation of the Yang-Mills theory is based on the Cho-Duan-Ge-Faddeev-Niemi-
Shabanov decomposition [9–20] for the SU(2) case, which was later extended to the
SU(N) case by Cho [12, 13, 21, 22] and Faddeev-Niemi [16–18]. This decomposition
represents a gauge-covariant decomposition of the gauge field with respect to the stability
subgroup H of G = SU(N) in order to extract monopoles without introducing any
singularities in the gauge field and without breaking the color symmetry explicitly. We
write
Aµ = Xµ + Vµ, (2.35)
where Xµ ∈ Lie G/H is called the remaining or coset field and the second part Vµ
is called the restricted or residual field. The coset field Xµ is supposed to transform
homogeneously under gauge transformations, whereas the residual field Vµ carries the
inhomogeneous part of the gauge transformations. The decomposition is defined upon
the introduction of the so-called color field h(x) together with a set of defining equations,
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which we will state later.
From a novel viewpoint, however, this decomposition has been regarded as a non-
linear change of variables rather than a mere decomposition. The Yang-Mills theory in
the new variables has first been established in the SU(2) case [23, 24] and later extended
to the general SU(N) case [25]. In particular, a new feature was discovered: In fact, the
choice for the stability group H is unique only in the SU(2) case, namely H = U(1). But
already in the SU(3) case, for example, there are two options for the stability group,
Hmax = U(1)× U(1) or Hmin = U(2). (2.36)
The first case is referred to as maximal option and involves the definition of two color
fields. In the second case, the minimal option, we only need one color field to define the
decomposition. The maximal option is closely related to the MAG, as will be explained
later. The minimal option, corresponding to the choice H = U(N − 1) for general N ,
is of special interest because unlike the maximal option, the stability group is here non-
Abelian. We will deal with this option in particular in the third and fourth chapter and
will therefore sketch some technical details of the decomposition in this option, following
mainly the review article [81]. First, as mentioned earlier, we need only a single color
field to define the decomposition in the minimal case. It is taken as a center element
of the stability group, h ∈ Center (H). The defining equations that determine the
decomposition uniquely read
XHµ = 0; Dµ[V]h = 0. (2.37)
Here, we defined the covariant derivative with respect to the residual field alone, Dµ[V] =
∂µ − igVµ, as well as the so-called H-commutative part of a Lie algebra-valued field,
AHµ := Aµ − 2(N−1)N [h, [h,Aµ]]. In this set-up, the decomposition reads
Xµ = − i
g
2(N − 1)
N
[h,Dµ[A]h],
Vµ =
(
Aµ − 2(N − 1)
N
[h, [h,Aµ]]
)
+
i
g
2(N − 1)
N
[h, ∂µh]
= cµ + Bµ,
(2.38)
where cµ ∈ Lie H is the H-commutative part of the (full) gauge field Aµ and Bµ =
Vµ − cµ ∈ Lie G/H is the remaining (magnetic) part of the residual gauge field Vµ.
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Next, the coordinate transformation
{Aµ} → {Xµ, cµ, h} (2.39)
should be performed. However, two problems arise. First, if one naively counts the
degrees of freedom, the free parameters of the new variables exceed those of the original
Yang-Mills theory. Second, the introduction of the color field enlarges the original gauge
symmetry by rotations along the axis in color space defined by the color field, SU(N)→
[SU(N)]A× [SU(N)/H]h. Both is taken care of by imposing a constraint called reduction
condition,
Dµ[V]X
µ = 0⇐⇒ [h,Dµ[A]Dµ[A]h] = 0, (2.40)
which corresponds to minimizing the functional∫
x
TrG/H (XµX
µ) . (2.41)
The reduction condition can be incorporated into the path integral following the Faddeev-
Popov trick. However, it should be emphasized that this procedure is qualitatively dif-
ferent from the usual gauge fixing procedure. Even though the reduction condition is
imposed, the theory is still invariant under local SU(N) gauge transformations, i.e., the
actual gauge fixing still has to be performed.
Now, the strong advantage of this construction is the following. Upon rewriting the
contour integral in the Wilson loop operator into a surface integral via a non-Abelian
Stokes theorem [82–85] it is shown that the Wilson loop operator in terms of the full
gauge field is rewritten as
WC [A] =WC [V] =WΣ[FV ], (2.42)
where Σ is the surface bounded by C and FV = 2 Tr (h Fµν [V]). The point is that the
quantity FV is gauge invariant, because h as well as Fµν [V] transform homogeneously.
This is the advantage over the usual Abelian projection, which is recovered by choosing
a constant, i.e. spacetime-independent, color field.
The relation (2.42) does not immediately imply the equivalent to the Abelian domi-
nance2, which reads 〈WC [A]〉 = 〈WC [V]〉. However, within this reformulation not only
the “Abelian dominance” has been explicitly confirmed in numerical simulations for the
2It is only an equivalent, because in the minimal option the stability group H = U(N − 1) is Abelian
only in the case of N = 2.
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SU(2) and SU(3) case, but also the exponential fall-off of the two-point function related
to the coset degrees of freedom has been obtained [26–28].
In the upcoming chapters of this thesis, we try to establish analytical arguments
for the decoupling of the coset degrees of freedom in the infrared, mainly arguing for a
dynamical generation of a mass dimension-two condensate 〈TrG/H(XµXµ− 2iξCC¯)〉. Due
to the fact that the coset field transforms homogeneously, such a condensate would not be
ruled out by gauge invariance [23]. If it exists, it could induce an effective mass term for
the coset field through the quartic interaction term coming from the Yang-Mills action.
A first step to approach the question as to whether the condensate really exists or not,
are perturbative calculations. However, in practice, an analytical treatment of the color
field would be rather difficult due to its non-trivial relation to the gauge field through
the reduction condition. For simplicity, we will therefore consider the decomposition for
a fixed color field. The consequences of this approximation will be discussed in the next
chapter.
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Chapter 3
Renormalization of SU(N) Yang-Mills
theory with U(N − 1) stability group
With the goal of establishing the mass dimension-two condensate within the reformu-
lated Yang-Mills theory in the minimal option in mind, we first perform a perturbative
analysis of this theory at one-loop level. Even though formally, a perturbative analysis
is only valid for small couplings, it can give insight at least into the principle behavior
of the theory. Moreover, any non-perturbative study must correctly reproduce the small
coupling regime, and thus the results obtained in this chapter provide a consistency check
for upcoming non-perturbative investigations.
In this chapter and throughout this thesis, we only consider the approximation of a
fixed color field. While the fixed choice explicitly breaks color symmetry just like in the
MAG case, this simplification is reasonable for discussing the existence of the condensate.
At this stage, we do not focus on the gauge invariant extraction of the monopoles, which
clearly would not be possible in this scenario. The breaking of the color symmetry
manifests itself in the fact that the reduction condition no longer preserves the local
SU(N) gauge invariance, but breaks the gauge symmetry down to the stability group,
SU(N) → H = U(N − 1). However, despite the broken gauge invariance we are still
able to define an (on-shell) BRST invariant dimension-two composite operator, which
will serve as the candidate for the desired condensate. In this chapter, we explain in
detail the decomposition of the Lagrangian in the minimal option for the fixed color
field. Then, a one-loop analysis of the obtained theory is performed. Knowledge of the
standard renormalization group (RG) functions is required to discuss the multiplicative
renormalizability of the composite operator, which in turn is a necessary condition for
the existence of the condensate. The results obtained in this chapter are partly published
in [86, 87].
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3.1 Decomposition of the Lagrangian
3.1.1 Algebra splitting and gauge fixing
In this subsection, we discuss the particular shape of the Lagrangian in the minimal option
of the reformulated Yang-Mills theory for the fixed choice of the color field. According to
the explanations in the previous chapter, in the minimal option, we take the color field
in the center of the stability group H = U(N − 1). Therefore,
h ≡ TN2−1, (3.1)
where TA is the Ath standard generator of the Lie algebra g of G = SU(N) and thus
TN
2−1 is the last Cartan generator. Considering Eq. (2.38), the fixed choice for the color
field (∂µh = 0) implies that
Vµ =
(
Aµ − 2(N − 1)
N
[h, [h,Aµ]]
)
= cµ, (3.2)
i.e., Bµ = 0. Therefore, our new field variables are the coset field Xµ and the residual
field Vµ. Next, we choose a convenient basis of the color algebra. Suitable for the
decomposition is the following,
ea(x) = eAa (x)TA ∈ Lie G/H, a, b, c, d, e = 1, ..., dimLie G/H,
uJ(x) = uAJ (x)TA ∈ Lie H, J,K, L,M,N = 1, ..., dimLie H,
(3.3)
with the normalization
Tr[ea, eb] =
1
2
δab, Tr[uJ ,uK ] =
1
2
δJK , Tr[ea,uJ ] = 0. (3.4)
In the specific case of G = SU(N) and H = U(N − 1) we furthermore have
[ea, eb] = ifabJuJ , [uJ , ea] = ifabJeb, [uJ ,uK ] = ifJKLuL, (3.5)
and in particular fabc = faJK = 0. Moreover, we will see later that from the viewpoint of
renormalization, we have to further decompose H = U(N−1) = SU(N−1)×U(1), where
the Abelian U(1) sector denotes the center of U(N − 1). The corresponding generator is
TN
2−1. We manifest this splitting by introducing another index γ ≡ N2−1 and denoting
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the remaining generators within the subgroup H by i, j, k, l, ..., such that we find
f jkl 6= 0; fγJK = 0. (3.6)
In the case of the fixed color field, the basis further simplifies and allows us to expand
the coset field Xµ and the residual field Vµ according to
Xµ = X
a
µT
a ∈ su(N)− u(N − 1),
Vµ = V
J
µ T
J = V jµT
j + V γµ T
γ ∈ su(N − 1) + u(1).
(3.7)
In other words, the basis becomes spacetime independent.1 Having established this basis,
the next step is to write down the Lagrangian in this decomposition. The Yang-Mills
sector decomposes as
LYM = −1
4
F aµνF
µνa − 1
4
F jµνF
µνj − 1
4
F γµνF
µνγ, (3.8)
where the field strength tensors of the various sectors are given by
F aµν = D
ab
µ X
b
ν −Dabν Xbµ,
F jµν = ∂µV
j
ν − ∂νV jµ + gf jabXaµXbν + gf jklV kµ V lν ,
F γµν = ∂µV
γ
ν − ∂νV γµ + gfγabXaµXbν .
(3.9)
The covariant derivative is understood to contain only the residual field,
Dabµ [V ] ≡ δab∂µ + gfaJbV Jµ . (3.10)
Next, we turn to the gauge fixing of this theory. We introduce ghosts C, anti-ghosts
C¯, and the Nakanishi-Lautrup field N, which are decomposed according to the different
1As a particular example, in the SU(2) case we have a ∈ {1, 2} and γ = 3, while the SU(N − 1)
sector is absent. For SU(3) we have a ∈ {4, 5, 6, 7}, j ∈ {1, 2, 3}, and γ = 8.
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sectors of the Lie algebra,
C = ωaT a + CjT j + CγT γ,
C¯ = ω¯aT a + C¯jT j + C¯γT γ,
N = BaT a +N jT j +NγT γ.
(3.11)
The BRST and anti-BRST transformations are then expressed as follows,
δBX
a
µ = D
ab
µ [V ]ω
b + gfabJXbµC
J ,
δBV
J
µ = ∂µC
J + gfJKLV Kµ C
L + gfJabXaµω
b,
δBω
a = −gfabJωbCJ ,
δBC
J = −g
2
fJKLCKCL − g
2
fJabωaωb,
δBω¯
a = iBa, δBC¯
J = iNJ ,
δBB
a = δBN
J = 0,
(3.12)
and
δ¯BX
a
µ = D
ab
µ [V ]ω¯
b + gfabJXbµC¯
J ,
δ¯BV
J
µ = ∂µC¯
J + gfJKLV Kµ C¯
L + gfJabXaµω¯
b,
δ¯Bω¯
a = −gfabJ ω¯bC¯J ,
δ¯BC¯
J = −g
2
fJKLC¯KC¯L − g
2
fJabω¯aω¯b,
δ¯Bω
a = iB¯a, δ¯BC
J = iN¯J ,
δ¯BB¯
a = δ¯BN¯
J = 0.
(3.13)
In the case of the anti-BRST transformations (3.13) we introduced the modified Nakanishi-
Lautrup field N¯
N¯ = −N + g[C, C¯] (3.14)
in order to write the anti-BRST transformations in a more symmetric fashion to the
standard BRST transformations. Both transformations are found to be nilpotent, δ2B =
δ¯2B = 0, and anticommuting, {δB, δ¯B} = 0. The gauge fixing terms can now be introduced
as (anti-)BRST exact terms.
Starting with the fixing of the coset degrees of freedom corresponding to the reduction
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condition we firstly calculate
LREDGF+FP = iδB δ¯B TrG/H
(
XµX
µ − iξCC¯)
=
ξ
2
BaBa + iω¯aDµab[V ]Dbcµ [V ]ω
c +BaDabµ [V ]X
µb + igfabJ ω¯a(Dµbc[V ]Xcµ)C
J
− iξgfaJbCJ ω¯bBa + ξg
2
4
fabJf cdJ ω¯aω¯bωcωd + ig2fabJf cdJXµaXcµω¯
bωd
− ξg
2
4
f jklfajbω¯aω¯bCkC l, (3.15)
with ξ being the related “gauge fixing” parameter. Completing the square for the Nakanishi-
Lautrup field Ba and integrating it out we obtain the equation of motion
Ba = −1
ξ
Dabµ X
µb + igfabJ ω¯bCJ , (3.16)
and arrive at the coset gauge fixing Lagrangian corresponding to the reduction condition,
LREDGF+FP = −
1
2ξ
(Dabµ X
µ
b )
2 + iω¯aDµabD
bc
µ ω
c
+
ξg2
4
f cdJfJabω¯aω¯bωcωd − ig2faJbfJcdω¯bXµaXcµωd
− ξ
2
g2facKfabJ ω¯bω¯cCJCK − ξg
2
4
fJKLfaJbω¯aCKCLω¯b. (3.17)
Upon careful usage of the Jacobi identity, it is shown that the last two terms cancel,
yielding the final result
LREDGF+FP = −
1
2ξ
(Dabµ [V ]X
µb)2 + iω¯aDµab[V ]Dbcµ [V ]ω
c
+
ξg2
4
fabJf cdJ ω¯aω¯bωcωd + ig2fabJf cdJXµaXcµω¯
bωd. (3.18)
Let us make a short comment on the unusual four-ghost interaction term appearing in Eq.
(3.18). Since the reduction condition is a non-linear constraint, the standard introduction
of the corresponding “gauge fixing” term according to
L
′ RED
GF+FP = −iδB
(
ω¯a
[
Dabµ X
µb +
ξ
2
Ba
])
(3.19)
will always generate two-gluon-two-ghost interactions, which in turn generate four-ghost
interactions at higher loop order. It is therefore necessary to include such interactions at
the tree level [88], which explains the choice for our coset gauge fixing construction.
Concerning the gauge fixing of the residual gauge group H = U(N −1), we adopt the
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standard Lorenz gauge, respecting the decomposition U(N − 1) = SU(N − 1)×U(1) by
introducing different gauge fixing parameters λ and α, respectively. Thus, we write
LRESGF+FP = −iδB
(
C¯j
[
∂µV
µj +
λ
2
N j
])
− iδB
(
C¯γ
[
∂µV
µγ +
α
2
Nγ
])
, (3.20)
which after integrating out the Nakanishi-Lautrup field becomes
LRESGF+FP = −
1
2λ
(
∂µV
µj
)2 − 1
2α
(∂µV
µγ)2 + iC¯J∂2CJ
+ igf jklC¯j∂µ(V
µkC l) + igfJabC¯J∂µ(X
µaωb). (3.21)
The corresponding equations of motion for the Nakanishi-Lautrup field read
N j = −1
λ
∂µV
µj, Nγ = − 1
α
∂µV
µγ. (3.22)
This completes the construction of the gauge-fixed Lagrangian of SU(N) Yang-Mills
theory with U(N − 1) stability group,
L = LYM + L
RED
GF+FP + L
RES
GF+FP . (3.23)
In the next subsection we want to derive some important color algebra relations which
are necessary for the (one-)loop calculations, before we close the section with stating the
Feynman rules related to the previously defined Lagrangian.
3.1.2 Color algebra relations
Let us denote the full range of color indices by capital letters, i.e., A,B,C,D, ... =
1, 2, ..., dim g. Furthermore, we will frequently use that dim Lie G/H = 2(N−1) ≡ dG/H .
Then, starting from the well-known relation for SU(N) structure constants
fACDfBCD = NδAB, (3.24)
we can derive
fγabfγab = N,
fγabf jab = 0,
2facjf bcj + 2facγf bcγ = Nδab,
f iabf jab + f inmf jnm = Nδij.
(3.25)
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Similarly, in the SU(N − 1) sector of the residual group H = U(N − 1) we must have
(N − 1)δij = f imnf jmn. (3.26)
As a last step, we need a relation for facγf bcγ. This can be obtained by considering the
general expression for the residual field, cf. Eq. (2.38):
Vµ = Aµ − 2(N − 1)
N
[h, [h,Aµ]] +
i
g
2(N − 1)
N
[h, ∂µh]. (3.27)
Using the fact that h ≡ T γ (∂µh = 0) and that by construction Vµ ∈ u(N − 1), i.e.,
V aµ ≡ 0, we find,
0 = V aµ = X
c
µδ
ac +
2(N − 1)
N
faγbf bγcXcµ, (3.28)
and therefore fabγf cbγ = N
2(N−1)δ
ac. This yields the following base set of color relations,
fγabfγab = N,
f imnf jmn = (N − 1)δij,
f iabf jab = δij,
fγabf jab = 0,
fabγf cbγ =
N
2(N − 1)δ
ac,
fabjf cbj =
N(N − 2)
2(N − 1) δ
ac.
(3.29)
To complete the one-loop calculations, however, we will need identities containing three
structure constants. They can be obtained by contracting the base relations above with
another structure constant and then using the Jacobi identity. In this way, the following
relations can be obtained, which turned out to be sufficient for the upcoming calculations,
f jmnf bmcfanc = −N − 1
2
f jab,
f jmnfnkifmli = −N − 1
2
f jkl,
f jcef eaMf cbM = −1
2
f jab,
f jecf cmbf enb = −1
2
f jmn,
fabγf jbcf eγc = − N
2(N − 1)f
aej,
fabjf jecf bkc =
1
2(N − 1)f
aek,
fabjf jecf bγc = −N(N − 2)
2(N − 1) f
aeγ,
fγabf bcMfaeM = −N
2
f ceγ,
f jabf bcMfaeM = −1
2
f cej,
fabγfγbcf eγc = − N
2(N − 1)f
aeγ.
(3.30)
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3.1.3 Feynman rules
As a last step in preparation for the one-loop calculations, we state the Feynman rules
derived from the Lagrangian. It is most convenient to express them in momentum space,
where we adopt the following convention for the Fourier transformation,
Aµ(x) =
∫
p
Aµ(p)e
ipx,
C(x) =
∫
p
C(p)eipx,
C¯(x) =
∫
p
C¯(p)e−ipx,
Aµ(p) =
∫
x
Aµ(x)e
−ipx,
C(p) =
∫
x
C(x)e−ipx,
C¯(p) =
∫
x
C¯(x)eipx,
(3.31)
with
∫
p
≡ 1
(2pi)d
∫
ddp. In other words, the momentum of the anti-ghost will be counted
as outgoing. Finally, whenever a vertex involves ghosts, they are derived by first varying
with respect to the anti-ghost and then with respect to the ghost, ~δ
δC
~δ
δC¯
L. The induced
propagators are then shown in Fig. 3.1,
Xaµ Xbν V
J
µ V
K
ν ω
a ω¯b
CJ C¯K
Figure 3.1: Propagators
and imply the Feynman rules
〈XaµXbν〉 = −δab
i
p2
(
gµν − (1− ξ)pµpν
p2
)
,
〈V jµV kν 〉 = −δjk
i
p2
(
gµν − (1− λ)pµpν
p2
)
,
〈V γµ V γν 〉 = −
i
p2
(
gµν − (1− α)pµpν
p2
)
,
〈ωaω¯b〉 = −δab 1
p2
,
〈CjC¯k〉 = −δjk 1
p2
,
〈CγC¯γ〉 = − 1
p2
.
(3.32)
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Furthermore, there exist five three-field vertices, see Fig. 3.2,
V jµ
V kν
V lρ(a)
V Jλ
Xaµ
Xbν(b)
V Jµ
ω¯a
ωb(c)
V jµ
C¯l
Ck(d)
Xaµ
C¯J
ωb(e)
Figure 3.2: Three-field vertices.
with the Feynman rules
(a) i〈V jµ (p)V kν (q)V lρ (r)〉 = δp+q+rgf jkl {gµν(p− q)ρ + gµρ(r − p)ν + gνρ(q − r)µ} ,
(b) i〈Xaµ(p)Xbν(q)V Jλ (r)〉 =
δp+q+rgf
abJ
{
gµν(q − p)λ + gλν
(
r − q − ξ−1p)
µ
− gλµ
(
r − p− ξ−1q)
ν
}
,
(c) i〈V Jµ (r)ωb(q)ω¯a(p)〉 = −δq+r−pigfaJb(q + p)µ,
(d) i〈V jµ (r)Ck(q)C¯ l(p)〉 = −δq+r−pigf jklpµ,
(e) i〈Xaµ(r)ωb(q)C¯J(p) = −δr+q−pigfabJpµ.
(3.33)
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V jρ
V mµ
V kσ
V nν
(f)
V Jρ
V Kσ
Xaµ
Xbν
(g)
V Kσ
V Jρ
ω¯a
ωb
(h)
Xbν
Xaµ
Xdσ
Xcρ
(i)
Xbν
Xaµ
ω¯c
ωd
(j)
ω¯b
ωa
ω¯d
ωc
(k)
Figure 3.3: Four-field vertices.
Moreover, we find six four-field vertices, see Fig. 3.3, and upon defining Iµν,ρσ =
gµρgνσ − gµσgνρ we obtain the Feynman rules
(f) i〈V mµ (p)V nν (q)V jρ (r)V kσ (s)〉 =
− ig2δp+q+r+s{fmnlf jklIµν,ρσ + fmjlfnklIµρ,νσ + fmklfnjlIµσ,νρ},
(g) i〈Xaµ(p)Xbν(q)V Jρ (r)V Kσ (s)〉 = −ig2δp+q+r+s
{
2fabMfJKMIµν,ρσ
+ f cKaf bJc
((
1− ξ−1) gµσgρν − gµνgρσ) +f cJaf bKc ((1− ξ−1) gµρgνσ − gµνgρσ)} ,
(h) i〈V Jρ (r)V Kσ (s)ωb(q)ω¯a(p)〉 = −g2δq−p+r+sgρσ(faJcf cKb + faKcf cJb),
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(i) i〈Xaµ(p)Xbν(q)Xcρ(r)Xdσ(s)〉 =
− ig2δp+q+r+s{facJf bdJIµρ,νσ + fadJf bcJIµσ,νρ + fabJf cdJIµν,ρσ},
(j) i〈Xaµ(r)Xbν(s)ωd(q)ω¯c(p)〉 = δr+s+q−pg2gµν
{
faJcf bdJ + f bJcfadJ
}
,
(k) i〈ωa(q)ω¯b(p)ωc(r)ω¯d(s)〉 = −iξg2δq+r−p−sfacJfJbd.
(3.34)
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3.2 One-loop renormalization
Having defined the various kinds of gluon and ghost species and the Feynman rules, we
can finally turn to answering the question of one-loop renormalizability. After introducing
renormalization factors for the fields Φ = Z1/2Φ ΦR and parameters ζ = ZζζR, we must
show that all divergences resulting from one-loop diagrams can be reabsorbed into these
renormalization factors.
3.2.1 Technical preparations
More concrete, we introduce the renormalization factors as follows,
Xaµ = Z
1/2
X X
a
µR,
Cj = Z
1/2
C C
j
R,
ωa = Z1/2ω ω
a
R,
λ = ZλλR.
V jµ = Z
1/2
V V
j
µR,
C¯j = Z
1/2
C¯
C¯jR,
ω¯a = Z1/2ω ω¯
a
R,
V γµ = Z˜
1/2
V V
γ
µR,
Cγ = Z˜
1/2
C C
γ
R,
ξ = ZξξR,
g = ZggR,
C¯γ = Z˜
1/2
C¯
C¯γR,
α = ZααR,
(3.35)
As mentioned earlier, we introduce different renormalization factors for the U(1) residual
field V γµ and the SU(N − 1) residual fields V jµ , as we are going to see that both types
receive different loop corrections. The same distinction must be made for the residual
ghosts and anti-ghosts. Moreover, as discussed in [89], only the renormalization constants
for the coset ghost and anti-ghost can be chosen to be identical, while in case of the U(1)
and SU(N − 1) sector, ghost and anti-ghost renormalize in different ways, respectively.
Having to respect all these renormalization factors, the counterterm Lagrangian becomes
a lengthy expression, containing more than 30 interactions. We therefore present it only
in appendix A. The most convenient way of determining all renormalization factors is to
calculate the divergences of the following n-point functions,
• 2-point functions: 〈XaµXbν〉, 〈V jµV kν 〉, 〈V γµ V γν 〉, 〈ωaω¯b〉, 〈CjC¯k〉, 〈CγC¯γ〉
• 3-point functions: 〈V jµCkC¯ l〉, 〈XaµωbC¯j〉, 〈XaµωbC¯γ〉.
In this thesis, we adopt the dimensional regularization scheme [90]. The main task will
be to calculate momentum integrals à la
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∫
d4q
(2pi)4
f(q, pi)
[∏
n
(
(q + en)
2 −m2n
)αn]−1
, (3.36)
where q is the loop momentum, en some sum of the external momenta pj , mn are
particle masses and f(q, pi) results from the contraction of the Feynman vertex rules. A
comprehensive introduction to solving this kind of integrals in even more complicated
settings can be found in [91] and references therein. At this stage, we are only dealing
with a massless theory, mn = 0. The strategy to solve such integrals and to extract their
divergent part is as follows. First, we promote the integral to d dimensions, d
4q
(2pi)4
→ ddq
(2pi)d
.
Next, one applies the so-called Feynman parametrization,
1
[q21]
α1 · · · [q2n]αn
=
Γ (
∑
i αi)∏
i Γ(αi)
∫ 1
0
dx1
∫ 1−x1
0
dx2 · · ·
∫ 1−...−xn−1
0
dxn
× x
α1−1
1 x
α2−1
2 · · · (1− x1 − ...− xn−1)αn−1
[x1q21 + x2q
2
2 + ...+ (1− x1 − ...− xn−1)q2n]
∑
i αi
, (3.37)
where, in the massless case, qi = q + ei and Γ(x) denotes Euler’s Gamma function.
The denominator on the right hand side can be combined into Q2 − ∆(pi, xi), with
Q2 = (q +
∑
i xiei)
2 and the effective mass ∆(pi, xi) is a polynomial of the Feynman
parameters xi, squared momenta p2i and scalar products pi · pj. Changing the integration
variable from q to Q one obtains
∫
ddq
(2pi)d
f(q, pi)
[∏
n
(
(q + en)
2 −m2n
)αn]−1
=
Γ (
∑
i αi)∏
i Γ(αi)
∫ 1
0
dx1
∫ 1−x1
0
dx2 · · ·
∫ 1−...−xn−1
0
dxn
∫
ddQ
(2pi)d
f (Q−∑i xiei, pi)
(Q2 −∆)∑i αi . (3.38)
Using the fact that only terms even in Q can contribute, the momentum integral always
boils down to the following type and its well-known solution,
I[r,m] =
∫
Q
(Q2)r
(Q2 −∆)m =
i
(4pi)d/2
(−1)r−m∆d/2+r−mΓ[r + d/2]Γ[m− r − d/2]
Γ[m]Γ[d/2]
. (3.39)
Only one more subtlety may arise. The function f (Q−∑i xiei, pi) can in principle
contain scalar products Q · pi, such that on the left hand side of Eq. (3.39) free indices
of Q may appear. Throughout this thesis, only two relevant cases occur. The first one
reads
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∫
Q
(Q2)rQµQν
(Q2 −∆)m . (3.40)
For symmetry reasons, this can be written as
∫
Q
(Q2)rQµQν
(Q2 −∆)m = A1g
µνI[r + 1,m]. (3.41)
Contracting both sides with gµν yields A1 = 1/d and thus we obtain∫
Q
(Q2)rQµQν
(Q2 −∆)m =
gµν
d
I[r + 1,m]. (3.42)
The second important case is treated similarly,∫
Q
(Q2)rQµQνQρQσ
(Q2 −∆)m = A1g
µνgρσI[r + 2,m] + A2g
µρgνσI[r + 2,m] + A3g
µσgνρI[r + 2,m].
(3.43)
Contracting with different metric combinations one obtains a matrix equation for the
coefficients Ai, d 1 11 d 1
1 1 d
 ~A = 1
d
(
1 1 1
)T
, (3.44)
which is easily solved and yields∫
Q
(Q2)rQµQνQρQσ
(Q2 −∆)m =
gµνgρσ + gµρgνσ + gµσgνρ
d(d+ 2)
I[r + 2,m]. (3.45)
In a last step, we want to recover the d = 4 case. One therefore writes d = 4 − 2 and
takes the limit  → 0. The right hand side of Eq. (3.39) is thus expanded in  and the
divergent −1 term is extracted, which encodes the UV divergences of the diagram under
consideration. Finally, the integral over the Feynman parameters xi must be performed.
The renormalization factors are expanded according to
Z = 1 + ~ Z(1) +O(~2), (3.46)
and we require the Z(1) to cancel all appearing one-loop divergences. In the following
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subsections, we will determine the Z(1) for our theory.
Before moving on, let us examine one diagram in detail, in order to convince ourselves
that this procedure works and to relate the above defined quantities such as f , Q, ∆ and
so forth to some particular values. We choose a simple example, namely the following
contribution to the correction of the two-point function of the U(1) residual field V γµ ,
−
ω
= −
∫
q
iLγbaµ (p, q, p+ q)
−δac
(p+ q)2
iLγcdν (−p, p+ q, q)
−δbd
q2
,
(3.47)
where we already applied the momentum conservation and iL is taken from the Feynman
rule (c) in Eq. (3.33),
iLγbaµ (r, q, p) = −igfaγb(q + p)µ. (3.48)
Performing Feynman parametrization, we can combine the denominators according to
x(q + p)2 + (1− x)q2 = (q + xp)2 − x(x− 1)p2 ≡ Q2 −∆, (3.49)
with Q = q + xp and ∆ = x(x− 1)p2. Shifting the momentum yields
= g2faγbf bγa
∫ 1
0
dx
∫
Q
((1− 2x)p+ 2Q)µ((1− 2x)p+ 2Q)ν
(Q2 −∆)2 . (3.50)
Making use of the fact that only terms even in Q survive and by applying the rules (3.42)
and (3.45) we find
= g2faγbf bγa
∫ 1
0
dx
(
(1− 2x)2pµpνI[0, 2] + 4g
µν
d
I[1, 2]
)
. (3.51)
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Consequently, we replace d = 4− 2 and extract the −1 terms,
∼= g2faγbf bγa
∫ 1
0
dx
i
(4pi)2
(
(1− 2x)2pµpν + 2∆gµν)
=
ig2µ−2
(4pi)2
N
3
[
gµνp2 − pµpν] . (3.52)
Note that in the last step we replaced g2 → µ−2g2 in order to keep g dimensionless. This
prescription enables us to deal with all one-loop integrals we encounter in our calculations.
We proceed with obtaining all necessary renormalization factors, thereby just stating the
divergent parts of the involved one-loop corrections to the related n-point functions.
3.2.2 Renormalization of the two-point functions
We begin with the easiest case, the renormalization of 〈CγC¯γ〉. In fact, taking a closer
look at the Lagrangian, one finds that Cγ does not appear in the interactions. Hence,
there are no one-loop corrections and we immediately find2
∆
(1)
9 =
1
2
(
Z˜
(1)
C + Z˜
(1)
C¯
)
= 0. (3.53)
Next, we turn to the self-energy of the U(1) gauge field, the one-loop corrections are
given by the following diagrammatic equation,
V γµ V
γ
ν = −
ω
+
1
2
+
1
2
−
ω
.
(3.54)
2For a definition of the counterterms ∆i we again refer to appendix A.
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Tadpole diagrams with massless propagators do not contribute in dimensional regular-
ization. The last diagram has been calculated in subsection 3.2.1, cf. Eq. (3.52). For the
third integral we obtain the divergent part
1
2
= i
g2µ−2
(4pi)2
N
10
3
[
gµνp2 − pµpν] . (3.55)
The final result is thus given by
V γµ V
γ
ν =
g2µ−2
(4pi)2
N
11
3
[
gµνp2 − pµpν] , (3.56)
which is purely transverse. For the related counterterms we consequently obtain
∆
(1)
5 = Z˜
(1)
V =
g2µ−2
(4pi)2
N
11
3
, (3.57)
∆
(1)
6 = Z˜
(1)
V − Z(1)α = 0, (3.58)
and therefore for the renormalization of the gauge fixing parameter
Z(1)α =
g2µ−2
(4pi)2
N
11
3
. (3.59)
We proceed with the renormalization of the SU(N − 1) ghost two-point function. Only
one diagram contributes at one-loop level,
Cj C¯k =
V l
Cl
Cj C¯k . (3.60)
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Calculating the divergent part of this diagram we immediately obtain
∆
(1)
8 =
1
2
(
Z
(1)
C + Z
(1)
C¯
)
=
g2µ−2
(4pi)2
N − 1
4
(3− λ). (3.61)
Next, we turn to the correction of the SU(N − 1) residual field two-point function,
V jµ V
k
ν = −
ω
+
1
2
+
1
2
V l
+
1
2
−
ω
+
1
2
V l
−
Cl
.
(3.62)
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Again, the three tadpole diagrams do not contribute within dimensional regularization.
The remaining four diagrams have the divergent parts
1
2
= iδjk
g2µ−2
(4pi)2
10
3
[
p2gµν − pµpν] , (3.63)
−
ω
= iδjk
1
3
g2µ−2
(4pi)2
[
gµνp2 − pµpν] , (3.64)
1
2
V l
= iδjk
(N − 1)
2
g2µ−2
(4pi)2
[(
25
6
− λ
)
p2gµν −
(
14
3
− λ
)
pµpν
]
,
(3.65)
−
Cl
= iδjk
(N − 1)
2
g2µ−2
(4pi)2
[
1
6
p2gµν +
1
3
pµpν
]
, (3.66)
such that the sum is again transverse and one finds
∆
(1)
3 = Z
(1)
V =
g2µ−2
(4pi)2
[
13N + 9
6
− λ
2
(N − 1)
]
, (3.67)
∆
(1)
4 = Z
(1)
V − Z(1)λ = 0. (3.68)
Thus, the gauge fixing parameter renormalizes according to
Z
(1)
λ =
g2µ−2
(4pi)2
[
13N + 9
6
− λ
2
(N − 1)
]
. (3.69)
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The renormalization of the two-point functions will be completed after taking care of the
coset part. First, the correction of the ghost two-point function,
ωa ω¯b = −
ω
+
1
2
V j + V γ
+
1
2
+
V j + V γ
ω
.
(3.70)
Here, we introduced a new notation. Labelling an internal line as “V j + V γ” means that
one actually needs to calculate two diagrams, one with internal U(1) residual field and
one with internal SU(N−1) residual field. Since both diagrams will have the exact same
momentum integral and differ only in their color factors, it is convenient to combine
them. Because tadpoles do not contribute, we only need to calculate the last diagram(s).
The divergent part reads
V j + V γ
ω
= −g
2µ−2
(4pi)2
N
2
(
3− α + (N − 2)λ
N − 1
)
δabp2, (3.71)
which implies for the renormalization factor
∆
(1)
7 = Z
(1)
ω =
g2µ−2
(4pi)2
N
2
(
3− α + (N − 2)λ
N − 1
)
. (3.72)
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Finally, we turn to the renormalization of the coset gluon two-point function,
Xaµ Xbν =
1
2
V j + V γ
+
1
2
−
ω
+
V j + V γ
.
(3.73)
Only the last diagram contributes with the divergent part
V j + V γ
= iδab
g2µ−2
(4pi)2
N
2
[(
17− 3ξ
6
− α + (N − 2)λ
N − 1
)[
gµνp2 − pµpν]
+
1
ξ
(
6 + ξ(ξ + 3)
2ξ
− α + (N − 2)λ
N − 1
)
pµpν
]
.
(3.74)
Note that for the coset gluon, the correction is no longer transverse. The transverse part
yields the counterterm ∆1,
∆
(1)
1 = Z
(1)
X =
g2µ−2
(4pi)2
N
2
(
17
6
− ξ
2
− α + (N − 2)λ
N − 1
)
, (3.75)
and from the longitudinal part we infer
∆
(1)
2 = Z
(1)
X − Z(1)ξ =
g2µ−2
(4pi)2
N
2
(
6 + ξ(ξ + 3)
2ξ
− α + (N − 2)λ
N − 1
)
, (3.76)
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such that the gauge fixing parameter related to the reduction condition renormalizes as
Z
(1)
ξ =
g2µ−2
(4pi)2
N
2
(
4
3
− ξ − 3
ξ
)
. (3.77)
This completes the renormalization of the two-point functions and we continue with the
required three-point vertices.
3.2.3 Renormalization of the three-point functions
We begin this subsection with the renormalization of the 〈V jCkC¯ l〉 vertex, which even-
tually allows us to obtain the Beta function of the Yang-Mills coupling. The one-loop
Beta function is universal and hence independent of the gauge fixing. We should there-
fore recover the standard result. The one-loop corrections to the vertex are given by the
following equation,
C¯l
Ck
V jµ = V m
Cm
Cm
+
V m
Cm
V m
.
(3.78)
The divergent part of these diagrams is given by
V m
Cm
Cm
= −g
2µ−2
(4pi)2
N − 1
2
3λ
4
igf jklpµ, (3.79)
V m
Cm
V m
= −g
2µ−2
(4pi)2
N − 1
2
λ
4
igf jklpµ, (3.80)
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and yields the following result for the counterterm,
∆
(1)
25 =
1
2
(
Z
(1)
V + Z
(1)
C + Z
(1)
C¯
)
+ Z(1)g
= −g
2µ−2
(4pi)2
N − 1
2
λ. (3.81)
Using Eqs. (3.61) and (3.67) we find
Z(1)g = −
g2µ−2
(4pi)2
11
6
N. (3.82)
The last task is the renormalization of the 〈XaµωbC¯J〉 vertex, once with external C¯γ leg
and once with external C¯j leg, in order to obtain the renormalization factors of the
residual ghosts and anti-ghosts. In the first case, the one-loop corrections are given by
C¯γ
ωb
Xaµ =
V k + V γ
ω +
ω
. (3.83)
The first diagram has the following divergent part,
V k + V γ
ω =
g2µ−2
(4pi)2
igf ceγ
(
αf eγbf caγ + λf ekbf cak
)
pµ, (3.84)
and for the second diagram we obtain
ω
= ig
[(
f eKcfabK + faKcf ebK
)
fγec
] ξ + 3
4
g2µ−2
(4pi)2
pµ. (3.85)
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With the help of the rules established in Eq. (3.30) we can simplify the color factors and
find for the related counterterm
∆
(1)
27 =
(
1
2
Z
(1)
X +
1
2
Z˜
(1)
C¯
+
1
2
Z(1)ω + Z
(1)
g
)
= −g
2µ−2
(4pi)2
N
(
9 + 3ξ
8
+
α + (N − 2)λ
2(N − 1)
)
.
(3.86)
Applying Eqs. (3.53), (3.72), (3.75), and (3.82) eventually implies
Z˜
(1)
C¯
= −Z˜(1)C = −
g2µ−2
(4pi)2
N
2
(3 + ξ). (3.87)
In a last step, we consider the case of an external C¯j leg. Here, two additional diagrams
appear in the one-loop corrections,
C¯j
ωb
Xaµ =
V k + V γ
ω +
ω
+ Cn
V k
+
ω
V k
Cl
. (3.88)
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The various divergent parts read
V k + V γ
ω =
g2µ−2
(4pi)2
igf cej
(
αf eγbf caγ + λf ekbf cak
)
pµ, (3.89)
ω
= ig
[(
f eKcfabK + faKcf ebK
)
f jec
] ξ + 3
4
g2µ−2
(4pi)2
pµ (3.90)
Cn
V k
= ig
[
f ebnfknjfaek
] λ+ 3(ξ + 1)
4
g2µ−2
(4pi)2
pµ, (3.91)
ω
V k
Cl
= ig
[
f ekbfkljfael
] λ
4
g2µ−2
(4pi)2
pµ, (3.92)
such that we infer the counterterm
∆
(1)
26 =
(
1
2
Z
(1)
X +
1
2
Z
(1)
C¯
+
1
2
Z(1)ω + Z
(1)
g
)
= − g
2
(4pi)2
(
9 + 3ξ
8
+
αN − λ
2(N − 1) +
N − 1
8
[2λ+ 3(ξ + 1)]
)
. (3.93)
Finally, with Eqs. (3.61), (3.72), (3.75), and (3.82) we find for the renormalization
constants for the SU(N − 1) ghosts and anti-ghosts
Z
(1)
C¯
= −g
2µ−2
(4pi)2
1
2
[Nξ + 3− λ(N − 1)], (3.94)
Z
(1)
C =
g2µ−2
(4pi)2
[
N
2
(3 + ξ)− λ(N − 1)
]
. (3.95)
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This completes the renormalization of the three-point functions and thus the one-loop
renormalization. For future application, it is more convenient to work with so-called
renormalization group functions rather than the plain renormalization factors. They are
introduced in the next subsection.
3.2.4 One-loop renormalization group functions
In this subsection, we summarize the previous results in terms of the renormalization
group functions. They are defined in the standard way as follows. For any field Φ we
adopt
γΦ =
1
2
µ
∂
∂µ
logZΦ =
~
2
lim
→0
µ
∂
∂µ
Z
(1)
Φ +O(~
2). (3.96)
For any parameter ζ such as the gauge fixing parameters we define
γζ = −µ ∂
∂µ
logZζ = −~ lim
→0
µ
∂
∂µ
Z
(1)
ζ +O(~
2), (3.97)
and finally, for the Beta function of the coupling one has
βg = µ
∂gR
∂µ
= −gR µ ∂
∂µ
logZg = −~ gR lim
→0
µ
∂
∂µ
Z(1)g +O(~2), (3.98)
although it will be more convenient to consider the running of g2,
βg2 = µ
∂g2R
∂µ
= −2g2R µ
∂
∂µ
logZg = −2~ g2R lim
→0
µ
∂
∂µ
Z(1)g +O(~2). (3.99)
With these conventions the previous results read
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γX = − g
2
(4pi)2
N
2
(
17
6
− ξ
2
− α + (N − 2)λ
N − 1
)
,
γV = − g
2
(4pi)2
(
13N + 9
6
− λ
2
(N − 1)
)
,
γ˜V = − g
2
(4pi)2
N
11
3
,
γω¯ = − g
2
(4pi)2
N
2
(
3− α + (N − 2)λ
N − 1
)
,
γC¯ =
g2
(4pi)2
1
2
[Nξ + 3− λ(N − 1)],
γ˜C¯ =
g2
(4pi)2
N
2
(3 + ξ),
βg2 = − g
4
(4pi)2
N
22
3
.
γξ =
g2
(4pi)2
N
(
4
3
− ξ − 3
ξ
)
,
γλ =
g2
(4pi)2
(
13N + 9
3
− λ(N − 1)
)
,
γα =
g2
(4pi)2
N
22
3
,
γω = − g
2
(4pi)2
N
2
(
3− α + (N − 2)λ
N − 1
)
,
γC = − g
2
(4pi)2
[
N
2
(3 + ξ)− λ(N − 1)
]
,
γ˜C = − g
2
(4pi)2
N
2
(3 + ξ),
(3.100)
We end this section with some comments on the result. First, we stressed earlier that
in the case of N = 2, our gauge fixing procedure is equivalent to the MAG. In fact,
the above results are consistent with the existing literature3, see, for example, [89, 92–
95]. Moreover, as expected, the Beta function of the Yang-Mills coupling is exactly the
standard result of pure Yang-Mills theory. In particular, we also observe that βg2 = 2γ˜V g2,
or Z˜1/2V = Z
−1
g , at least at one-loop level. Also, we recover a known problem within the
MAG. The running of any renormalized parameter ζ in terms of its anomalous dimension
is given by µ ∂ζ
∂µ
= ζγζ . Let us then consider the running of the gauge fixing parameters.
First, for the residual gauge fixing parameters we have
µ
∂α
∂µ
=
g2
(4pi)2
N
22
3
α,
µ
∂λ
∂µ
=
g2
(4pi)2
(
13N + 9
3
− λ(N − 1)
)
λ,
(3.101)
which implies the existence of two fixed points (α∗, λ∗) ∈
{
(0, 0),
(
0, 13N+9
3(N−1)
)}
. On the
other hand, the running of the gauge fixing parameter related to the reduction condition
3Note that in the SU(2) case, the decompisition reads SU(2)/U(1)×U(1), i.e., the SU(N −1) sector
in the decompisition is absent. Its contribution to other quantities from the coset and the U(1) sector is
proportional to (N − 2) and therefore vanishes consistently.
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causes problems as it does not possess a fixed point at all,
µ
∂ξ
∂µ
=
g2
(4pi)2
N
(
4
3
ξ − ξ2 − 3
)
. (3.102)
This is a rather unpleasant feature for the following reason. Having in mind our refor-
mulation of SU(N) Yang-Mills theory, we would like to impose the reduction condition
rigorously. From the viewpoint of the Faddeev-Popov method, this means to incorporate
the reduction condition in the path integral as a Delta functional, which corresponds to
the limit ξ → 0. However, the running equation for ξ tells us that even if we choose
ξ = 0 at some scale, it will run towards non-zero values, smearing out the gauge fixing
condition. While at present the author is not aware of any possibility to circumvent this
problem, we are going to at least take the limit of ξ → 0 in the end, provided that all
important quantities remain finite in this limit.
While the standard one-loop renormalization is completed at this stage, special care
is necessary concerning composite operators. Under renormalization, such operators may
mix with all other composite operators that possess the same quantum numbers, e.g.,
mass dimension and ghost number. This issue will be considered in the next section.
3.3 Multiplicative renormalizability of the composite
operator
In this section, we want to convince ourselves that the composite operator
O = TrG/H
(
XµX
µ − 2iξCC¯) (3.103)
is physically meaningful. We specify this statement by the following two criteria. First,
even though we broke gauge symmetry through the gauge fixing, the operator should at
least be BRST invariant. Second, our operator must be multiplicatively renormalizable.
The BRST invariance is shown straightforwardly. Using the BRST transformations (3.12)
we find
δBO = Xaµ
(
Dµabωb + gfabJXµbCJ
)− iξ(−gfabJωbCJ)ω¯a + iξωa (iBa) , (3.104)
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and furthermore, using the equation of motion for the Nakanishi-Lautrup field (3.16) we
derive
δBO = Xaµ
(
Dµabωb + gfabJXµbCJ
)
+ iξgfabJωbCJ ω¯a
− ξωa
(
−1
ξ
Dabµ X
µb + igfabJ ω¯bCJ
)
= XµaDabµ ω
b + ωaDabµ X
µb
= ∂µ
(
Xaµω
a
)
. (3.105)
This is nothing but a total derivative and thus we established the (on-shell) BRST in-
variance of the composite operator.
Proving the multiplicative renormalizability of the composite operator is a more in-
volved task, because we have to consider the mixing of all condensates of the same
quantum number. This gives rise to the following mixing matrix,
[
1
2
XaµX
µ
a
]
R[
1
2
V jµV
µ
j
]
R
[iωaω¯a]R[
iCjC¯j
]
R[
1
2
V γµ V
µ
γ
]
R[
iCγC¯γ
]
R

=

Z11 Z12 Z13 Z14 Z15 Z16
Z21 Z22 Z23 Z24 Z25 Z26
Z31 Z32 Z33 Z34 Z35 Z36
Z41 Z42 Z43 Z44 Z45 Z46
Z51 Z52 Z53 Z54 Z55 Z56
Z61 Z62 Z63 Z64 Z65 Z66


[
1
2
Xaµ RX
µ
a R
][
1
2
V jµ RV
µ
j R
]
[iωaRω¯
a
R][
iCjRC¯
j
R
][
1
2
V γµ RV
µ
γ R
][
iCγRC¯
γ
R
]

. (3.106)
Next, we define the Feynman rules for the operator insertions as shown in Fig. 3.4.
Xaµ Xbν = iδ
abgµν V
J
µ V
K
ν = iδ
JKgµν
ωa ω¯b = δab CJ C¯K = δJK
Figure 3.4: Feynman rules for operator insertions.
The matrix elements are then calculated by inserting OR into the various two-point
functions and the renormalization factors are required to cancel the related divergences,
following the strategy in [36]. At this point, due to the big number of condensates,
the calculation of the mixing matrix becomes quite tedious. Therefore, we postpone the
detailed discussion to appendix B. Therein, it is shown that the matrix takes the following
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form,
Z =

1 + Z
(1)
11 0 Z
(1)
13 0 0 0
Z
(1)
21 1 + Z
(1)
22 Z
(1)
23 0 0 0
Z
(1)
31 0 1 + Z
(1)
33 0 0 0
0 Z
(1)
42 0 1 0 0
Z
(1)
51 0 Z
(1)
53 0 1 0
0 0 0 0 0 1

+O(~2), (3.107)
with entries given by
Z
(1)
11 = −
g2µ−2
(4pi)2
N
2
,
(
3
2
(ξ + 1) +
α + (N − 2)λ
N − 1
)
,
Z
(1)
13 =
g2µ−2
(4pi)2
N
3 + ξ2
2
,
Z
(1)
21 = −
g2µ−2
(4pi)2
N(N − 2)
2(N − 1)
3
4
(ξ + 3),
Z
(1)
22 = −
g2µ−2
(4pi)2
3
4
(N − 1)(1 + λ),
Z
(1)
23 = −3
g2µ−2
(4pi)2
N(N − 2)
2(N − 1) ,
Z
(1)
31 = −
g2µ−2
(4pi)2
N,
Z
(1)
33 =
g2µ−2
(4pi)2
N
2
(
ξ − α + (N − 2)λ
N − 1
)
,
Z
(1)
42 = −
g2µ−2
(4pi)2
(N − 1)
2
,
Z
(1)
51 = −
g2µ−2
(4pi)2
N
2(N − 1)
3
4
(ξ + 3),
Z
(1)
53 = −3
g2µ−2
(4pi)2
N
2(N − 1) .
(3.108)
The relation (3.106) is then inverted at one-loop level, which yields
[
1
2
Xaµ RX
µ
a R
][
1
2
V jµ RV
µ
j R
]
[iωaRω¯
a
R][
iCjRC¯
j
R
][
1
2
V γµ RV
µ
γ R
][
iCγRC¯
γ
R
]

=

1− Z(1)11 0 −Z(1)13 0 0 0
−Z(1)21 1− Z(1)22 −Z(1)23 0 0 0
−Z(1)31 0 1− Z(1)33 0 0 0
0 −Z(1)42 0 1 0 0
−Z(1)51 0 −Z(1)53 0 1 0
0 0 0 0 0 1


[
1
2
XaµX
µ
a
]
R[
1
2
V jµV
µ
j
]
R
[iωaω¯a]R[
iCjC¯j
]
R[
1
2
V γµ V
µ
γ
]
R[
iCγC¯γ
]
R

. (3.109)
This finally enables us to discuss the multiplicative renormalizability of the composite
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operator,
O =
(
1 + Z
(1)
X
) 1
2
Xµa RX
a
µR −
(
1 + Z
(1)
ξ
) (
1 + Z(1)ω
)
ξiωaRω¯
a
R
=
(
1 + Z
(1)
X
){(
1− Z(1)11
)[1
2
XaµX
µ
a
]
R
− Z(1)13 [iωaω¯a]R
}
−
(
1 + Z
(1)
ξ
) (
1 + Z(1)ω
)
ξ
{
−Z(1)31
[
1
2
XaµX
µ
a
]
R
+
(
1− Z(1)33
)
[iωaω¯a]R
}
!
=
(
1 +
1
2
Z
(1)
O
)([
1
2
XaµX
µ
a
]
R
− ξ [iωaω¯a]R
)
. (3.110)
We infer the condition
−Z(1)11 + Z(1)X + ξZ(1)31 = Z(1)ξ − Z(1)33 + Z(1)ω +
1
ξ
Z
(1)
13 , (3.111)
and indeed find
−Z(1)11 + Z(1)X + ξZ(1)31 =
g2µ−2
(4pi)2
[
N
6
(13− 3ξ)
]
,
Z
(1)
ξ − Z(1)33 + Z(1)ω +
1
ξ
Z
(1)
13 =
g2µ−2
(4pi)2
[
N
6
(13− 3ξ)
]
.
(3.112)
Thus, the composite operator is one-loop multiplicatively renormalizable, O = Z1/2O OR,
with the renormalization factor
Z
(1)
O = 2
(
−Z(1)11 + Z(1)X + ξZ(1)31
)
= 2
(
Z
(1)
ξ − Z(1)33 + Z(1)ω +
1
ξ
Z
(1)
13
)
=
g2µ−2
(4pi)2
N
3
(13− 3ξ). (3.113)
Again, this is in agreement with the existing N = 2 MAG results, e.g., [41]. According
to Eq. (3.109), the existence of the coset gluon condensate seems to induce a residual
field condensate V jµV µj (V γµ V µγ) due to a non-vanishing of the matrix entries Z
(1)
21 and
Z
(1)
23 (Z
(1)
51 and Z
(1)
53 ). However, no BRST invariant combination of mass dimension-two
operators including the residual field condensate can be constructed. This renders such
a condensate non-physical and therefore we continue to discuss the composite operator
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O only.
Finally, for later use we furthermore introduce the composite operator anomalous
dimension
γO =
µ
OR
∂OR
∂µ
= −1
2
µ
∂
∂µ
logZO, (3.114)
which reads at one-loop level
γO =
g2
(4pi)2
N
3
(13− 3ξ). (3.115)
Note that γO does not contain the residual gauge fixing parameters α and λ. This is
reasonable, as the composite operator respects the local U(N − 1) symmetry, and is
also invariant under the local transformations corresponding to the U(1) and SU(N − 1)
sectors of the U(N − 1) stability group, respectively. This follows from the fact that for
infinitesimal gauge transformations δϑ with ϑ = ϑJT J we find
δϑO = Xaµ
{
δaJ∂µ + gfabJXµb
}
ϑJ − iξg
{
fabJωbω¯a + f baJωbω¯a
}
ϑJ
= 0. (3.116)
Within this chapter, we explicitly performed the decomposition of the SU(N) Yang-Mills
in the minimal option and with fixed color field. In particular, we discussed the gauge-
fixing procedure and the role of the reduction condition in this situation. Consequently,
we showed that the obtained theory is one-loop renormalizable. In particular, a special
consideration related to the composite operator O was necessary, namely we had to prove
its multiplicative renormalizability. Yet, these results just have preliminary character
regarding the existence of the condensate 〈O〉. To investigate the existence of this object,
we must follow a more involved procedure called local composite operator formalism. This
will be the content of the next chapter.
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With the results of the previous chapter, we are ready to discuss whether the condensate
related to our composite operator exists. However, introducing a composite operator to
a theory via a source term
∫
JO will always introduce new divergences to the theory
which are quadratic in the source J . To treat these divergences, the so-called LCO
formalism has been developed in [52, 53]. It has already been applied to various gluon-
ghost composite operators, for example in the usual Lorenz gauge and even in the MAG
[29, 30, 41], giving a positive answer to the question as to whether the condensate exists
or not. While our construction is equivalent to the MAG for N = 2, it is a priori not
clear if the condensate exists in the new case of a U(N − 1) stability group for N > 2.
In this chapter, we are going to follow the lines of [41], where the MAG was considered,
and check if the condensate exists in our case as well. Since the anomalous dimension
of the composite operator is independent of the residual gauge fixing parameters α and
λ, and because we already showed that α = λ = 0 is a fixed point, at least at one-loop
level, we set them to zero throughout this chapter. The content of this chapter is partly
published in [86].
4.1 Introduction to the LCO formalism
In order to cure the aforementioned divergences we extend the Lagrangian by adding the
following additional piece,
LLCO =
1
2
ζJ2 +
1
2
δζJ2, (4.1)
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where ζ is an a priori arbitrary auxiliary parameter and the second term is understood to
be a pure counterterm. At first sight, the introduction of an additional parameter to the
theory might be strange. However, it can be shown that ζ can be uniquely determined
through its running, up to integration constants, if we assume that ζ runs with the RG
scale µ only implicitly through its dependence on the Yang-Mills coupling and the gauge
fixing parameter ξ. First, since we already proved the multiplicative renormalizability
of the composite operator we define J0 = Z
−1/2
O J such that J0O0 = JO. From the RG
invariance of the generating functional we then obtain[
µ
∂
∂µ
+ βg2
∂
∂g2
+ ξγξ
∂
∂ξ
− γOJ ∂
∂J
+ η
∂
∂ζ
]
W [J ] = 0; η = µ
∂
∂µ
ζ. (4.2)
Next, we note that ζ and δζ have mass dimension [ζ] = [δζ] = d− 4 = −2 and require
LLCO to respect RG invariance as well,
0 = µ
∂
∂µ
[
1
2
(ζ + δζ)J2µ−2
]
. (4.3)
Therefore, the running of ζ can be expressed as
η = µ
∂ζ
∂µ
= (2+ 2γO)ζ + δ, (4.4)
with the inhomogeneity
δ = (2+ 2γO)δζ − µ ∂
∂µ
δζ. (4.5)
Now, we make use of the assumption that the auxiliary parameter ζ depends on µ only
implicitly via g2(µ) and ξ(µ), i.e., ζ = ζ(g2(µ), ξ(µ)). The Eq. (4.4) thus becomes[
2+ 2γO − βg2 ∂
∂g2
− ξγξ ∂
∂ξ
]
(ζ + δζ) = 0. (4.6)
Upon expanding in ~, this differential equation can be solved order by order if
ζ(g2, ξ) =
ζ0
g2
+ ~ζ1 + ~2ζ2g2 + . . . , (4.7)
where we temporarily introduced ~. At this stage, it becomes obvious that we unfortu-
nately need to perform (n+ 1)-loop calculations in order to determine ζ at n-loop level.
For example, consider the following expansion of all involved quantities to two-loop or-
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der1,
βg2 = −2g2 + β1 g4 + β2 g6,
δζ =
δζ1

+
(
δζ2,1

+
δζ2,2
2
)
g2,
γO = γO,1 g2 + γO,2 g4,
γξ = γξ,1 g
2 + γξ,2 g
4.
(4.8)
Note, that the one-loop part of δζ is O(g0). Inserting these expansions into Eq. (4.6) one
finds order by order
g−2 : 2ζ1 − 2ζ1 = 0,
g0 : 2γO,1 ζ0 + ζ0β1 − ξγξ,1 ∂ξζ0 + 2δζ1 = 0,
g2 : ξγξ,1 ∂ξζ1 − 2γO,1 ζ1 = δ1,
(4.9)
where
δ1 = −ξγξ,2 ∂ξζ0 + 2γO,2 ζ0 + β2ζ0 + 4δζ2,1 + 1

[4δζ2,2 + 2γO,1 δζ0 − ξγξ,1 ∂ξδζ1]. (4.10)
The O(g−2) equation is satisfied identically while the O(g0) equation implies the ordinary
differential equation (ODE) for ζ0,
[ξγξ,1 ∂ξ − 2γO,1 − β1] ζ0 = 2δζ1. (4.11)
Therefore, knowledge of the one-loop quantities γξ,1, γO,1, β1, and δζ1 is necessary to
obtain the tree-level part ζ0. The solution of this ODE is plugged into the second equation
of (4.9) to obtain ζ1. However, one comment needs to be made about the inhomogeneity
δ1. When taking the limit  → 0, the last term in Eq. (4.10) can only be finite if
the bracket vanishes identically. This is guaranteed from the fact that if the theory is
renormalizable, the finiteness of Eqs. (4.2)-(4.4) implies the finiteness of δ and therefore
there is no need to consider the terms proportional to 1/ in δ, as they must vanish by
construction [96]. In fact, based on the results in [30] for the case of the “full” gluon
composite operator AAµA
µ
A and in Lorenz gauge with arbitrary gauge parameter this
1Note the term −2g2, which is often neglected because in the end one usually takes the limit → 0.
For the LCO, however, we must take it into account because it will render some −1 terms finite.
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condition can be explicitly checked and is found to be satisfied. It should be remarked on
the other hand that if one is interested in the mere existence of the condensate, knowledge
of ζ0 is sufficient, thus avoiding this subtlety in determining ζ1.
Before we turn to the calculation of the last ingredient for the ODE (4.11), namely
the one-loop part of δζ, let us note that there actually exist two ways of calculating this
quantity and also γO, depending on the interpretation of the composite operator source
J . One possibility is to regard J as a constant parameter and therefore treat γO as a mass
renormalization. Hence, all calculations are performed using a massive gluon propagator,
which is quite cumbersome especially in higher loop calculations. This has been adopted
in the original version of the LCO formalism. Alternatively, in [97], it has been suggested
to treat J as a non-dynamical field that interacts with the gluon. In this case, the
calculations can be performed using massless propagators and the renormalization is
done by inserting the composite operator into two-point functions in order to obtain
γO, while δζ is obtained by inserting the composite operator into the vacuum bubbles,
requiring the quantity 〈O(x)O(y)〉 to be finite. It actually was the second viewpoint that
we used to prove the one-loop multiplicative renormalizability of our composite operator
in section 3.3. Both approaches seem to be equivalent as for example the results derived
in [97] agree with those in [29].
Getting back to the calculation of δζ1, it is convenient to return to the viewpoint
of J being a mass. Thus, the quadratic divergences can be obtained by calculating the
standard one-loop corrections − i
2
STr logS(2) to the Schwinger functional W [J ], where
S(2) is the Hessian of our action including the source term for the composite operator,
Ssource =
∫
x
J TrG/H
(
XµX
µ − 2iξCC¯) . (4.12)
Since we are only interested in the J-dependent terms, we can use the projection
− i
2
STrG/H logS
(2)
∣∣∣
Aµ=C=C¯=0
= − i
2
Tr log
[
δab
(−p2gµν + (1− ξ−1)pµpν + gµνJ)]+ iTr log [δab (−p2 + ξJ)] .
(4.13)
Let us start with the gluon sector. We rewrite it in terms of
D−1µν = −p2
(
ΠTµν(p) +
1
ξ
ΠLµν(p)
)
, (4.14)
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with the orthonormal transverse and longitudinal projectors
ΠTµν(p) = gµν −
pµpν
p2
; ΠLµν(p) =
pµpν
p2
. (4.15)
Then we write symbolically
− i
2
Tr log
[
δab
(−p2gµν + (1− ξ−1)pµpν + gµνJ)] = −i2(N − 1)
2
Tr log
[
D−1 + J
]
= −i2(N − 1)
2
Tr log
[
D−1 (1 +DJ)
]
∼= −i2(N − 1)
2
Tr log [(1 +DJ)] ,
(4.16)
where in the last line we dropped the J-independent term. Next, we expand the loga-
rithm,
Tr log [(1 +DJ)] = −
∫
p
∑
k
(−1)kJ
k
k
TrDk
= −
∫
p
∑
k
1
k
(
J
p2
)k [
(d− 1) + ξk]
=
∫
p
(d− 1) log
[
1− J
p2
]
+
∫
p
log
[
1− ξJ
p2
]
, (4.17)
where the second line is obtained using the orthonormality of the transverse and longitu-
dinal projectors. For convenience, we add the J-independent term −i2(N−1)
2
log[−p2] and
perform a Wick rotation, such that the gluonic part becomes
− i
2
Tr log
[
δab
(−p2gµν + (1− ξ−1)pµpν + gµνJ)]
∼= 2(N − 1)
2
∫
pE
(
(d− 1) log[p2E + J ] + log[p2E + ξJ ]
)
, (4.18)
with the Euclidean momentum p2E = −p2 > 0. The momentum integral can be solved
within dimensional regularization, using∫
pE
log[p2E +m
2] = − ∂
∂t
1
(p2E +m
2)t
∣∣∣
t=0
= −Γ[−d/2]
(4pi)d/2
(m2)d/2. (4.19)
We first apply Eq. (4.19) to Eq. (4.18), then take the derivative with respect to J twice
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and send  to 0. The result reads
−2(N − 1)
2
(3 + ξ2)
(4pi)2
+ finite. (4.20)
The ghost sector can be treated in the same way, yielding
iTr log
[
δab
(−p2 + ξJ)] = 2(N − 2)
2
ξ2
8pi2
+ finite, (4.21)
such that we obtain the counterterm
δζ1

= −2(N − 1)
2
(3− ξ2)
(4pi)2
. (4.22)
We are now ready to solve the differential Eq. (4.11) for ζ0. A particular solution is given
by
ζ
(p)
0 =
2(N − 1)
N
ξ. (4.23)
The homogeneous part is solved as∫
dζ0
ζ0
=
∫
2γO,1 + β1
ξγξ,1
=
∫
4− 6ξ
4ξ − 3ξ2 − 9dξ =
∫ d
dξ
[4ξ − 3ξ2 − 9]
4ξ − 3ξ2 − 9 dξ, (4.24)
and therefore
ζ
(h)
0 = C(4ξ − 3ξ2 − 9), (4.25)
which implies the general solution
ζ0 =
2(N − 1)
N
ξ + C(4ξ − 3ξ2 − 9). (4.26)
For N = 2, this is again in agreement with the MAG result [41]. The choice of the
integration constant C will be discussed in the next section.
With this result, we succeeded to remove the (one-loop) divergences in our decompo-
sition as well, finding a non-zero value for the tree-level part of the auxiliary parameter.
This means that indeed, a term ζJ2 enters our action, which spoils the usual construc-
tion of the generating functional or more precisely, we can no longer interpret it as an
energy density [53]. Still, a procedure to circumvent this problem is well-known. By a
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Hubbard-Stratonovich transformation [98, 99], an auxiliary field is introduced in such a
way that the quadratic source term is eliminated. This procedure will be discussed in
the next section.
4.2 Perturbative existence of the condensate
We begin with the announced Hubbard-Stratonovich transformation, introducing the
auxiliary field σ as
1 =
∫
Dσ exp
[
−i 1
2g2ζ
(σ + AO +BJ)2
]
. (4.27)
Here, a normalization constant was absorbed into the path integral measure. The param-
eters A and B are chosen such that the J2 term and the composite operator source term
JO in the original Lagrangian are cancelled, i.e., A = −g and B = −gζ. The modified
Lagrangian then reads
Lmod = LYM + L
RED
GF+FP + L
RES
GF+FP + Lσ +
σ
g
J, (4.28)
where
Lσ = − σ
2
2g2ζ
+
1
ζ
σ
g
O − 1
2ζ
O2. (4.29)
From Eq. (4.27) we also find that the vacuum expectation values of O and the auxiliary
field σ at J = 0 are related as
〈σ〉 = g〈O〉. (4.30)
Provided the auxiliary field has a non-zero vacuum expectation value and using
1
g2ζ
=
1
ζ0
− ~ ζ1
ζ20
g2 +O(g4, ~2), (4.31)
we observe that Lσ contains the mass term for the coset gluon and ghosts, with the
tree-level masses
m2X =
g〈σ〉
ζ0
; m2ω =
ξg〈σ〉
ζ0
. (4.32)
Thus, to answer whether the condensate exists or not, we need to calculate the effective
potential for the auxiliary field, hoping for a non-trivial minimum at σ 6= 0. Such a
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physical quantity should be independent of the choice of the gauge fixing parameter, but
as we will see, in practice they do depend on ξ. As discussed in [41], this is due to the
mixing between different orders of perturbation theory and could only be avoided if one
knew the potential up to infinite order. In particular, the integration constant C in the
solution of the tree-part ζ0 of the auxiliary parameter, cf. Eq. (4.26), will enter the
expressions. We will motivate a reasonable choice in the course of this section.
Let us proceed with the calculation of the one-loop effective potential for σ. Decom-
posing the potential into V = V0 + V1 with the tree part V0 and the one-loop part V1, we
immediately find the tree-level part
V0(σ) =
σ2
2ζ0
. (4.33)
For the one-loop correction we have
V1(σ) = − ζ1
2ζ20
g2σ2 + iTr log
[
δab
(
−p2 + ξgσ
ζ0
)]
− i
2
Tr log
[
δab
(
−p2gµν + (1− ξ−1)pµpν + gµν gσ
ζ0
)]
. (4.34)
Within dimensional regularization, the calculation of the logarithms can be done analo-
gously to section 4.1. Adopting the MS-scheme we arrive at
V1(σ) = − ζ1
2ζ20
g2σ2 − 3
64pi2
2(N − 1)g
2σ2
ζ20
(
5
6
− log
[
gσ
ζ0µ¯2
])
+
1
64pi2
2(N − 1)ξ
2g2σ2
ζ20
(
3
2
− log
[
ξgσ
ζ0µ¯2
])
, (4.35)
where µ¯2 = 4piµ2e−γ. Next, we are looking for the stationary points, thus considering the
first derivative:
dV
dσ
=
σ
ζ0
(
1− g
2ζ1
ζ0
)
− 3
32pi2
2(N − 1)g
2σ
ζ20
(
1
3
− log
[
gσ
ζ0µ¯2
])
+
1
32pi2
2(N − 1)ξ
2g2σ
ζ20
(
1− log
[
ξgσ
ζ0µ¯2
])
. (4.36)
Besides the solution σ = 0, we find another stationary point σ∗, providing the squared
mass m2X given by
m2X =
gσ∗
ζ0
= µ¯2 Exp
[
H1
g2
+H2
]
, (4.37)
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with
H1(ξ, ζ0) = − 1
(3− ξ2)
32pi2
2(N − 1)ζ0,
H2(ξ, ζ1) =
1
(3− ξ2)
(
32pi2
2(N − 1)ζ1 + 1 +
1
2
ξ2 log ξ2 − ξ2
)
.
(4.38)
Based on these results, we want to discuss the open issue of fixing the integration constant
C in the solution for ζ0(ξ), cf. Eq. (4.26). First of all, we learn from the tree potential
(4.33) that ζ0 should be positive in order to have a bounded-from-below tree part. In
addition, we need to recover the correct UV limit, σ∗ → 0 as g2 → 0, which implies that
H1 must be negative. Hence, together with ζ0 > 0 we conclude ξ2 < 3. This condition
is consistent with our picture of the reduction condition, namely rigorously imposing it
through a Delta functional in the Faddeev-Popov formalism, corresponding to the limit
ξ → 0. The choice
C0 = − 1
11
N − 1
N
, (4.39)
guarantees that ζ0 is positive for all ξ within the close vicinity of ξ = 0.
Let us finally enforce ξ = 0. Assuming that the at this loop-level undetermined
one-loop part ζ1 of the auxiliary parameter remains finite, the function H2 becomes an
irrelevant constant, while for H1 we obtain
H1 (ξ = 0, ζ0 = −9C0) = −(4pi)2 3
11N
=
1
β1
. (4.40)
Introducing the experimentally accessible and RG invariant QCD scale ΛQCD in the usual
way,
ΛQCD = µ¯ Exp
[
−
∫ g dg′
βg(g′)
]
, (4.41)
we find that at ξ = 0 and to one-loop order the coset gluon mass becomes proportional
to Λ2QCD,
m2X = e
H2(ξ=0,ζ1)Λ2QCD. (4.42)
Therefore, assuming that ξ only changes marginally with µ¯ around ξ = 0 we obtain an
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RG invariant coset gluon mass. More explicitly, to one-loop order,
µ¯
d
dµ¯
m2X
∼= const.× µ¯ d
dµ¯
(
µ¯2 Exp
[
− 3
11N
(4pi)2
g2
])
= 0. (4.43)
Consequently, the vacuum energy is calculated,
V (σ∗) =
σ2∗
2ζ0
(
1− g
2ζ1
ζ0
)
− 3 · 2(N − 1)
64pi2
g2σ2∗
ζ20
(
5
6
− log
[
gσ∗
ζ0µ¯2
])
+
2(N − 1)
64pi2
g2σ2∗ξ
2
ζ20
(
3
2
− 1
2
log ξ2 − log
[
gσ∗
ζ0µ¯2
])
. (4.44)
The first term in Eq. (4.44) is replaced using dV
dσ
∣∣∣
σ∗
= 0, which yields
σ2∗
2ζ0
(
1− g
2ζ1
ζ0
)
=
3 · 2(N − 1)
64pi2
g2σ2∗
ζ20
(
1
3
− log
[
gσ∗
ζ0µ¯2
])
− 2(N − 1)
64pi2
g2σ2∗ξ
2
ζ20
(
1− log
[
ξgσ∗
ζ0µ¯2
])
. (4.45)
Plugging this into Eq. (4.44) we obtain
V (σ∗) = −(3− ξ2)2(N − 1)
128pi2
g2σ2∗
ζ20
= −(3− ξ2)2(N − 1)
128pi2
m4X , (4.46)
where in the last line we used that the gluon mass is given by m2X =
gσ∗
ζ0
and the result is
in full agreement with the N = 2 MAG case [41]. Together with the condition ξ2 < 3 we
indeed find that the energy for this vacuum is negative and therefore the condensate is
energetically favored. As mentioned before, the fact that in this one-loop approximation
the vacuum energy as well as the position of the minimum depend on the parameter ξ
cannot be avoided. However, the condition ξ2 < 3, which is simply a consequence of
asymptotic freedom, already guarantees the existence of the condensate. Even though
at this stage no further quantitative conclusions can be drawn, the existence of the
condensate within SU(N) Yang-Mills theory with U(N − 1) stability group has been
shown qualitatively at one-loop level. At this point, we also mention [100], where the
condensate was found to be energetically favored as well, however, only for SU(2) and
based on a background field approach, rather than the LCO formalism.
As explained earlier, the motivation for this study came from lattice simulations per-
formed within this novel reformulation in the SU(3) case, i.e., with the non-Abelian
stability group U(2) [27, 28]. These investigations suggested a new type of “infrared
Abelian dominance” in the sense that some gluon degrees of freedom become dominant
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in the infrared region. However, here these degrees of freedom are not Abelian, as U(2)
is a non-Abelian group. In particular, the monopole degrees of freedom carried by the
restricted field Vµ ∈ Lie H are of non-Abelian type, in contrast to the conventional ap-
proach of the Abelian projection. The effective mass term for the remaining degrees of
freedom Xµ ∈ Lie G/H, which we established in this chapter, represents at least quali-
tatively an analytical explanation for the lattice observations. This marks an important
step towards a non-Abelian dual superconductivity picture.
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Chapter 5
Condensates within the functional
renormalization group
The results obtained so far are based on one-loop perturbation theory. While this is surely
a good starting point and important to understand basic mechanisms, the application
of perturbation theory towards generically non-pertubative questions like the generation
of a gluon mass in the strongly coupled infrared regime of Yang-Mills theory has to be
treated with care. We therefore want to reconsider this problem with a non-perturbative
tool, the so-called functional renormalization group (FRG). In this chapter, we will first
briefly introduce this method. Second, based on the example of the derivation of lower
Higgs mass bounds we demonstrate how perturbative calculations may lead to wrong
conclusions and how the FRG is able to cure them. This part represents a short digression
from the present research, but will familiarize us with key concepts of the FRG and
introduces techniques that can be applied equally well to our case. Consequently, in the
end, we apply the FRG to the problem of how an effective mass term for the coset gluon
may be generated.
As it is common within the FGR framework, throughout this chapter, we will adopt
Euclidean spacetime gµν = δµν .
5.1 The concept of the functional renormalization group
The idea behind the functional renormalization group is the Wilsonian concept of inte-
grating out quantum fluctuations momentum shell by momentum shell [101, 102], rather
than treating the fluctuations the same at all scales. Several flow equations have been
derived on the basis of this approach, e.g., [103–105]. In this thesis, we will adopt a
formulation in terms of an object called effective average action Γk [106]. Here, k denotes
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an intermediate scale, up to which the quantum fluctuations are integrated out, starting
from the cutoff Λ. It interpolates between the classical action S at k = Λ, ΓΛ = S,
where no fluctuations have been integrated out, and the full quantum effective action,
Γk→0 = Γ, which is recovered once all fluctuations are included. The flow is controlled
by introducing a k-dependent regulator term to the classical term according to
S → Sk = S + ∆Sk[χ] = S + 1
2
∫
p
χT (−q)Rk(q)χ(q), (5.1)
where χ denotes the collective field variable for the classical fields and the so-called
regulator Rk is supposed to satisfy the following three limits,
i) lim
q2
k2
→0
Rk > 0, ii) lim
k2
q2
→0
Rk = 0, iii) lim
k2→Λ2→∞
Rk =∞. (5.2)
Together with the construction of the scale dependent Schwinger functional and the
effective average action being its Legendre transformation modified by the regulator term,
eWk[J ] = Zk[J ] =
∫
Dχ e−Sk+
∫
p J ·χ; Γk[Φ] = supJ {J · Φ− logZk} −∆Sk[Φ], (5.3)
the three conditions guarantee that
i) the regulator term serves as a k-dependent mass term for the fields,
ii) in the limit k → 0, the effective action Γ is recovered from Γk,
iii) in the limit k → Λ→∞, the classical action S is recovered from Γk.
The flow of the effective average action Γk is given by the Wetterich equation,
∂tΓk =
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
]
, t = log
k
Λ
, (5.4)
where Γ(2)k [Φ] denotes the Hessian of the effective average action. Its derivation can be
found in the original work [106] or in several reviews, e.g., [107–109]. The Wetterich
equation has a one-loop structure and closely resembles the equation for the one-loop
corrections to effective action, see Eq. (2.20). The crucial difference, however, is that
the loops contain dressed propagators and vertices rather than classical ones, which leads
in particular to resummation effects. Therefore, the Wetterich equation is exact at this
stage, no approximation has been made. Moreover, in its form (5.4), the effect of the
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Figure 5.1: Typical shape of the regulator (plain) and its scale derivative (dashed), nor-
malized by k2.
regulator term can be easily understood. Consider a typical shape of the regulator and
its scale derivative as shown in Fig. 5.1.
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The regulator itself appearing in the denominator of Eq. (5.4) serves as an effective
mass term proportional to k2, yielding infrared regularization. On the other hand, the
scale derivative in the numerator is peaked around p ≈ k, incorporating the idea of inte-
grating out the momentum shell centred around k2 and at the same time, providing the
UV regularization. Let us next mention some advantages of the simple form of the Wet-
terich equation. First, unlike in Eq. (2.19), where the effective action is determined from
a functional integro-differential equation, the Wetterich equation is “just” a differential
equation in the intermediate scale k and thus easier to handle. Second, the concept does
not involve any expansions in small parameters, making this tool applicable to a wide
range of problems. Third, the one-loop form circumvents technical difficulties related
to overlapping loop calculations, as they appear for example in perturbation theory at
higher loop level or in the Dyson-Schwinger equations. Nevertheless, there is an impor-
tant fact that needs to be taken care of in the practical use of the FRG. Consider the
infinite-dimensional “theory space”, spanned by all interactions and their corresponding
couplings as the coordinate axes. During the flow of the effective average action through
this theory space, in principle all of the interactions that respect the symmetry of the
theory could be excited, even if they were absent at the cutoff. Of course, it is impossible
to take an infinite number of interactions into account. One therefore must truncate the
effective average action, making an ansatz including only a finite subset of all possible
operators. Common approximation schemes are for example the derivative expansion or
the vertex expansion. The fact that one has to truncate also leads to another problem
concerning the regulator. As discussed earlier, the starting and endpoint of the flow are
fixed by the conditions ΓΛ = S and Γk→0 = Γ, independently of the chosen regulator.
Different regulators will only lead to different “paths” in the theory space, cf. Fig. 5.2.
By truncating, however, the choice of different regulators, while keeping ΓΛ fixed, may
lead to a deviation from the correct infrared effective action. A chosen truncation could
for example be tested by investigating how results change when higher order terms are
included or by making contact with experimental data.
5.2 Application to the lower Higgs mass bound prob-
lem
This section marks a digression from the current line of research, namely the examination
of the composite operator condensate. Instead, we consider a different issue related to
lower Higgs mass bounds within the standard model. A central role is played by the Higgs
condensate and its Yukawa interaction with the quarks and we will acquire techniques that
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Figure 5.2: Schematic flow of the effective average action in theory space. This figure is
taken from [109].
will turn out useful when we later handle the interplay between the Hubbard-Stratonovich
auxiliary field and the composite operator in a very similar way. Moreover, the Higgs
mass bound problem also illustrates how shortcomings of perturbative calculations can
be overcome with the help of the FRG. A nice summary related to this kind of research
can be found in [110].
5.2.1 Introduction to the problem
Within the standard model, a naive mass term for quarks is forbidden as the left- and
right-handed components show a different behavior under gauge transformations of the
electroweak sector SU(2)L × U(1)Y . This is very similar to how a gluon mass term in
Yang-Mills theory is forbidden due to gauge invariance. On the other hand, experiments
clearly show that quarks are massive particles. The situation is saved by the Higgs field,
which is already responsible for the gauge bosons of the electroweak sector, the W±
and Z bosons, to become massive. The related mechanism [111–114] also allows for an
explanation for the quark masses, as one can introduce gauge invariant Yukawa-type
interactions between quark, antiquark and the Higgs field. Simply speaking, if the Higgs
field develops a non-vanishing vacuum expectation value, a mass term for the quarks is
induced.
Historically the derivation of lower Higgs mass bounds was based on the perturbative
analysis of the effective potential for the Higgs field. In particular, within these investi-
gations typically the renormalizable φ4-type potential is used. To discuss the usual line
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of arguments, consider the following one-loop Beta functions [115–118],
βλ2 =
1
(4pi)2
[
12λ22
(
1 +
h2
λ2
)
− 12h4 − 3λ2(3g2 + g′2) + 9
4
g4 +
3
4
g′2 +
3
2
g2g′2
]
,
βh2 =
h2
8pi2
[
9
2
h2 − 8g2s −
9
4
g2 − 17
12
g′2
]
,
βg2s = −7
g4s
8pi2
, βg2 = −19
6
g4
8pi2
, βg′2 =
41
6
g′4
8pi2
.
(5.5)
Here, gs(SU(3)) is the strong coupling, g(SU(2)) and g′(U(1)) are the couplings of the
electroweak sector, λ2 is the quartic Higgs coupling with normalization λ24 φ
4, and finally,
h is the top Yukawa coupling. In the above expressions, we neglected already all contri-
butions coming from other fermions, since the top quark is by far the heaviest fermion
and thus its coupling to the Higgs field has the dominant effect. Let us take a look at the
running of the Beta function of λ2. For small values of the quartic coupling, its running
is dominated by the negative top quark fluctuations proportional to −h4. The coupling
therefore may turn negative if running towards large scales, depending on the ratio h2
λ2
.
On the other hand, the electroweak coupling g′2 grows towards the UV, potentially turn-
ing λ2 positive again, seeding a meta- or instability in the potential. The lower Higgs
mass bound is then derived by requiring the potential to be at least metastable, see, for
example, [115–117, 119, 120]. However, there are a few problems in this picture. First,
depending on the input of external parameters such as the top mass, the experimental
value of the Higgs mass is found to be close to or even violates the perturbatively derived
lower mass bounds. Second, lattice simulations actually showed no sign of instabilities for
the case of quartic Higgs potentials [121–123]. Third, based on a simple Higgs-Yukawa
model used to mimic the Yukawa sector of the standard model, it was shown that the
instabilities only occur at scales where the perturbative approximation actually does no
longer hold [124].
These facts initiated a series of works that tackled this issue within the FRG frame-
work. As indicated by [124], the qualitative effects could already be understood by a
simple Higgs-Yukawa toy model, which, as suggested by the name, only takes into ac-
count the interplay between Higgs field and quarks, in particular neglecting the gauge
sector. A first attempt in the FRG analysis [125] thus took the following ansatz for the
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effective average action,1
Γk =
∫
Zφ,k
2
(∂µφ)
2 + Uk(φ
2) + Zψ,kψ¯i/∂ψ + ihkφψ¯ψ. (5.6)
The symmetries respected by this ansatz are a Z2 symmetry for the scalar field (Higgs
field) φ as well as a chiral symmetry for the Dirac fermion (quark), ψ → eipi2 γ5ψ, ψ¯ →
ψ¯ei
pi
2
γ5 . The latter symmetry excludes a naive fermionic mass term, while in combination
with the Z2 symmetry, a Yukawa interaction remains invariant. The flowing quantities
are Uk, hk, as well as the anomalous dimensions ηφ = −∂t logZφ,k and ηψ = −∂t logZψ,k.
Denoting the vacuum expectation value of φ by vk, the flow is fixed in the infrared by
requiring
v0 = lim
k→0
vk = 246 GeV
mt = lim
k→0
(vkhk) = 173 GeV.
(5.7)
In other words, the vacuum expectation value vk should take the infrared value of the
electroweak minimum v0, and the fermion mass should arrive at the top quark mass mt.
This is achieved by fine-tuning the bare values of the φ2 operator in the effective potential
as well as the bare value hΛ of the Yukawa coupling. On the other hand, the Higgs mass,
defined as the curvature of the effective potential evaluated at the minimum, will be
considered as a function of the cutoff and the bare potential, mH = mH [Λ, UΛ]. The flow
usually is initiated in the symmetric phase and the breaking is triggered dynamically
during the flow. For simplicity, the potential is approximated by polynomial expansions
around the minimum vk = 0 in the symmetric phase and vk 6= 0 in the broken regime.
Thus, in the simplest setting of the perturbatively renormalizable quartic bare potentials,
UΛ = λ1,Λρ+
λ2,Λ
2
ρ2, ρ =
1
2
φ2, (5.8)
the Higgs mass becomes a function of Λ and λ2,Λ. Two important facts are now observed.
First, during the flow no instabilities occur in the effective potential. This agrees with
lattice calculations. Second, for fixed cutoff the Higgs mass is increasing with λ2,Λ, i.e.,
the lower bound is obtained for the choice λ2,Λ = 0. This is also in agreement with
lattice results. A negative bare value is not allowed, as the bare potential would no
1Here and in the following, we use the same symbols for the microscopic fields χ appearing in the
classical action SΛ[χ] and the macroscopic field Φ =
δWk[J]
δJ , appearing in the effective average action
Γk[Φ], as it is always clear from the context about which type of field we are talking.
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longer be bounded from below and thus the theory ill-defined. Still, a new twist has been
added in these investigations, namely the consideration of generalized bare potentials,
in the easiest case by adding a λ3
3
ρ3 operator. Even though such Higgs interactions of
higher canonical dimension are non-renormalizable and therefore vanish in the infrared
by simple power counting arguments, they might affect the flow itself considerably in
the UV regime where they are still sizeable. In particular, if the corresponding bare
value is positive, λ3,Λ > 0, it could stabilize the potential against a negative value of
λ2,Λ, which may lead to lower Higgs masses. Indeed, this behavior was exactly observed
and therefore a mechanism was presented which can relax the lower Higgs mass bounds,
potentially resolving the issue of the near criticality of the experimental Higgs mass value
with respect to the perturbative mass bounds. Yet, the simple Higgs-Yukawa model of
course can only be used for qualitative statements rather than quantitative ones, as it
only represents a rudimentary version of the standard model Yukawa sector. Effort has
thus been made to improve the truncation, adding more field content in order to get
closer to the standard model. In [126] for example, a chiral Higgs-top-bottom model has
been considered. However, recalling the one-loop Beta function for the top coupling of
the full standard model,
βh2 =
h2
8pi2
[
9
2
h2 − 8g2s −
9
4
g2 − 17
12
g′2
]
, (5.9)
it becomes clear in what direction we should move: The inclusion of the gauge sector, at
least the strong interaction, as g and g′ remain smaller than gs at least up to the GUT
scale, cf. Fig. 5.3.
Indeed, estimating the top coupling by its infrared value h = 173
246
and the strong
coupling by its value at the Z mass scale, g2s(mZ) = 4pi 0.118, one finds that the top
fluctuations enter the Beta function with 9
2
h2 ≈ 2.226, while the gluon fluctuations
contribute with−8g2s ≈ −11.863. Additionally, we will extend the truncation by including
higher Yukawa interactions of the type h(φ)φψ¯ψ.
5.2.2 Gauged Higgs-Yukawa model
The results in this section are based on collaboration with H. Gies and R. Sondenheimer.
They have partial overlap with [127] and lead to the publication [128].
The ansatz for the classical action reads,
SΛ =
∫
x
[
1
2
(∂µφ)
2 + U(ρ) + ψ¯Ii /D
IJ
ψJ +
1
4
(FAµν)
2 + ih(ρ)φψ¯IψI
]
. (5.10)
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Figure 5.3: Running of the couplings g3 = gs, g2 = g, g1 =
√
5
3g
′, yt = h as well as the
Beta functions for the bottom quark yb and the τ -lepton yτ . Moreover, the running of the
quartic coupling λ = λ22 is plotted. This figure is taken from [118].
Here, the functions U(ρ) and h(ρ) are functions of the Z2 invariant ρ = 12φ
2. The indices
A,B, .. = 1, ..., N2 − 1 label the indices of the generators of the Lie algebra of SU(N),
while I, J, ... = 1, ..., N label the fundamental representation of the Dirac fermion ψ. The
gluon couples to the fermions via a covariant derivative in the fundamental representation,
DIJµ = δ
IJ∂µ− igAAµ [TA]IJ . Regarding the truncation for the effective average action, for
practical calculations it is more convenient to use a gauge fixed version. In particular,
we adopt the common Landau gauge, ∂µAAµ = 0, obtaining
Γk =
∫
x
[
Zφ,k
2
(∂µφ)
2 + Uk(ρ) + Zψ,kψ¯
Ii /D
IJ
ψJ +
ZG,k
4
(FAµν)
2 + ihk(ρ)φψ¯
IψI
+
ZG,k
2ξ
(∂µA
µ
A)
2 + ZCC¯A∂µD
µ
ABCB
]
, (5.11)
where the ghosts are taken in the adjoint representation and ξ is the gauge fixing param-
eter, which will be set to zero in the end. Dirac indices are suppressed throughout this
thesis. The clifford algebra in Euclidean spacetime respects {γµ, γν} = 2δµν1dγ , where
dγ = 2
[ d2 ] and [n] denotes the integer part of n. The ansatz is based on a derivative expan-
sion and is valid as long as the anomalous dimensions η = −∂t logZ remain sufficiently
small.
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Technical set-up
In general, it is more convenient to work in momentum space. We adopt the same
conventions on the Fourier transformation as in Eq. (3.31). Furthermore, before deriving
the flow equations, we adopt the following conventions. First, the field variations of the
effective average action are defined in terms of left-handed and right-handed derivatives,
Γ
(2)
k (p, q) =
−→
δ
δΦT (−p)Γk
←−
δ
δΦ(q)
:=

−→
δ
δφ(−p)−→
δ
δAAµ (−p)−→
δ
δψTI(−p)−→
δ
δψ¯I(p)−→
δ
δCA(−p)−→
δ
δC¯A(p)

Γk
( ←−
δ
δφ(q)
←−
δ
δABν (q)
←−
δ
δψJ (q)
←−
δ
δψ¯TJ (−q)
←−
δ
δCB(q)
←−
δ
δC¯B(−q)
)
, (5.12)
with the collective field vector Φ. Whenever a superscript “T ” is attached to a spinor it
refers to transposition with respect to the Dirac indices. Now, the regulator term within
this convention is expressed as
∆Sk[Φ] =
1
2
∫
p
ΦT (−p)Rk(p)Φ(p), (5.13)
with the matrix valued regulator
Rk(p) =

Rφ(p) 0 0 0 0 0
0 RA(p) 0 0 0 0
0 0 0 −RTψ(−p) 0 0
0 0 Rψ(p) 0 0 0
0 0 0 0 0 RC(−p)
0 0 0 0 RC(p) 0

. (5.14)
A typical choice for the regulator of a certain field type is to take the related kinetic
part of the effective average action and modify it by the dimensionless shape function
rk = rk(p
2/k2), which we will choose identically for all field species, except for the Dirac
fermion. In more detail, we write
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RA(p) = δABZG,kp
2
(
ΠTµν(p) +
1
ξ
ΠLµν(p)
)
rk,
RC(p) = δABZC,kp
2 rk,
Rφ(p) = Zφ,kp
2 rk,
Rψ(p) = −δIJZψ,k/p rψ,k,
(5.15)
with the transverse projector ΠT and longitudinal projector ΠL as defined in Eq. (4.15).
Next, we derive the flow equations based on the Wetterich equation
∂tΓk =
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
]
. (5.16)
Deriving the flow equations
To derive the flow equation for a particular quantity one has to apply projection rules
onto the right hand side of the Wetterich equation. In our case, we can distinguish three
different cases, which require slightly different techniques in evaluating the projection
rule.
The first and probably easiest one is the projection onto the flow of the effective
potential. One simply has
δ0∂tUk(φ) =
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
φ
, (5.17)
where δ0 is the spacetime volume and the right hand side is evaluated at constant φ with
all other fields set to zero. The calculation is straightforward and one obtains
∂tUk =
1
2
∫
q
q2∂t(Zφ,krk(q)
Zφ,kPφ(q) + U ′′k (φ)
− dγN
∫
q
q2Zψ,k(1 + rk,ψ(q))∂t(Zψ,krk,ψ(q))
Z2ψ,kPψ(q) + φ
2h2k(φ)
. (5.18)
Here, we introduced the generalized momenta Pψ(q) = q2(1 + rk,ψ(q))2 for the fermion
and Pφ(q) = q2(1 + rk(q)) for the scalar field. The derivatives of the potential are here
defined with respect to φ. Diagrammatically, this corresponds to contributions of the
following diagrams,
∂tU : . (5.19)
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The dashed line corresponds to the Higgs scalar and the solid line including the arrows
represents the fermion. The crossed dot is the regulator insertion ∂tR. As mentioned
before, the internal lines and all appearing vertices are understood to be dressed. There
are no contributions from gluon or ghost loops included, because they are independent
of φ and therefore irrelevant for the upcoming discussions. It is convenient to introduce
renormalized and dimensionless fields and couplings according to
ψ˜ = Z
1/2
ψ,kk
(1−d)/2ψ,
φ˜ = Z
1/2
φ,k k
1−d/2φ,
g˜2 = Z−1G,kk
4−dg¯2,
C˜ = Z
1/2
C,kk
1−d/2C,
u(φ˜) = k−dUk(φ),
h˜(φ˜) = Z
− 1
2
φ,kZ
−1
ψ,kk
2−d/2hk(φ).
(5.20)
Moreover, the flow equations are typically expressed in terms of so-called threshold
functions, which are listed in appendix C. With the running anomalous dimensions
ηφ = −∂t logZφ,k and ηψ = −∂t logZψ,k, the flow equation for the potential becomes
∂tu =− d u+ (d− 2 + ηφ)ρu′ + 2vd
[
l
(B)d
0 (u
′ + 2ρu′′; ηφ)− dγN l(F )d0 (2ρh2; ηψ)
]
, (5.21)
where now primes denote derivatives with respect to the field invariant ρ and v−1d =
2d+1pi
d
2 Γ(d/2) stems from the angle integration over d-dimensional spherical coordinates.
Next, we describe how to obtain the anomalous dimensions. For the scalar field, for
example, one uses the projection
−δ0ηφ =
Z−1φ,k
2d
∂pµ∂pµ
δ
δσ(p)
δ
δσ(−p)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
. (5.22)
A few comments are in order. First, we introduced the fluctuations σ of the Higgs scalar
around a vacuum expectation value vk, φ(x) = σ(x) + vk, which in addition is allowed
to be scale dependent. The evaluation of the right hand side at vk stands for setting
to zero all fields except φ = vk after taking the field variations with respect to σ. The
external momentum p is set to zero at the final stage, once the momentum derivatives
have been performed. We only take derivatives with respect to the fluctuations σ in order
to account for operators such as vkψ¯ψ. The fact that we need to perform field derivatives
calls for a more convenient form of the Wetterich equation, which is derived as follows.
Let us firstly split the matrix Γ(2)k +Rk into a field-independent part Γ
(2)
k,0 +Rk and the
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field-dependent (interaction) part ∆Γ(2)k . Upon introducing the modified scale derivative
∂˜t =
∑
i
∫
q
∂t(Zirk)
Zi
δ
δri(q)
=
∑
i
∫
q
(∂tri − ηiri) δ
δri(q)
, (5.23)
we can rewrite(
Γ
(2)
k +Rk
)−1
∂tRk = ∂˜t log
[
Γ
(2)
k +Rk
]
= ∂˜t log
[
Γ
(2)
k,0 +Rk
]
+ ∂˜t log
[
1 +
(
Γ
(2)
k,0 +Rk
)−1
∆Γ
(2)
k
]
. (5.24)
The first term can be omitted, as the projection rule contains variations with respect
to the fields. The logarithm is expanded according to log(1 + x) =
∑
n(−)n+1 x
n
n
and
only those orders are taken into account, that match the number of field variations. In
the current case of the anomalous dimensions, one needs to expand up to second order,
leading to bubble diagrams in the graphical representation. One typically ends up with
terms of the form
∂pµ∂pµ ∂˜t
∫
q
1
P1(q)
1
P2(q + p)
∣∣∣∣∣
p=0
, (5.25)
before taking the derivatives with respect to the external momentum p. One expands the
integrand in the external momentum,
∂pµ∂pµ ∂˜t
∫
q
1
P1(q)
[
1
P2(q)
+ ∂qρ
1
P2(q)
pρ +
1
2
∂qρ∂qσ
1
P2(q)
pρpσ +O(p
3)
] ∣∣∣∣∣
p=0
, (5.26)
performs the momentum derivative, and finally uses the fact that the generalized mo-
menta Pi(q) are actually functions of q2 to rewrite
∂qµf(q
2) = 2qµ∂q2f(q
2). (5.27)
For our example, this finally leads to
∂pµ∂pµ ∂˜t
∫
q
1
P1(q)
1
P2(q + p)
∣∣∣∣∣
p=0
= ∂˜t
∫
q
1
P1(q)
[
4q2∂q2∂q2 + 2d∂q2
] 1
P2(q)
. (5.28)
Following this line of calculation, we arrive at the anomalous dimension of the Higgs
field, conveniently expressed in terms of the renormalized dimensionless quantities and
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the threshold functions,
ηφ =
8vd
d
[
κ
(
3u′′(κ) + 2κu′′′(κ)
)2
m
(B)d
2 (m
2
φ; ηφ)
+ dγN
(
h(κ) + 2κh′(κ)
)2(
m
(F)d
4 (m
2
t ; ηψ)− 2κh2(κ)m(F)d2 (m2t ; ηψ)
)]
. (5.29)
Here, we defined κ = 1
2
v2 and the mass parameters in the threshold functions are m2φ =
u′(κ) + 2κu′′(κ) and m2t = 2κh2(κ). Similarly, one obtains the anomalous dimension of
the quark,
ηψ =
8vd
d
[
(h(κ) + 2κh′(κ))2m(FB)d1,2 (m
2
t ,m
2
φ; ηψ, ηφ)
− N
2 − 1
2N
g2
[
(1− d+ ξ)m(FB)d1,2 (m2t , 0; ηψ, ηG)
+ (1− d)(ξ − 1)m˜(FB)d1,1 (m2t , 0; ηψ, ηG)
]]
. (5.30)
Here, the anomalous dimension ηG appears, on which we comment later. These flow
equations correspond to the diagrammatic contributions of the following graphs,
ηφ : ∂˜t
{
, ,
}
, (5.31)
and
ηψ : ∂˜t
{
,
}
. (5.32)
The curly line stands for the gluon. External lines with a cross at the end correspond to
insertions of the condensate ∝ vk. Moreover, the operator ∂˜t acts onto the diagrams by
inserting ∂tRk into an internal line, one at a time.
A representative of the third case is the flow of the Yukawa function. As the corre-
sponding vertex is momentum independent, we can give the fields zero external momen-
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tum in the projection rule,
δ0∂t(φhk)1dγ =
1
iN
−→
δ
δψ¯I(0)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ←−
δ
δψI(0)
∣∣∣∣∣
φ
. (5.33)
Here, the evaluation at φ means that after applying the field variations, all fields except
φ are set to zero. The calculation can be performed in the same way as described above,
yielding the final result
∂th =
1
2
(d− 4 + ηφ + 2ηψ)h+ (d− 2 + ηφ)ρh′
+ 2vd
[
2h(h+ 2ρh′)2l(FB)d1,1 (2ρh
2, u′ + 2ρu′′; ηψ, ηφ)− (3h′ + 2ρh′′)l(B)d1 (u′ + 2ρu′′; ηφ)
− 2g2hN
2 − 1
2N
(d− 1 + ξ) l(FB)d1,1 (2ρh2, 0; ηψ, ηG)
]
. (5.34)
Note that here, the argument of u and h is understood to be ρ and consequently, the
primes also denote derivatives with respect to ρ. They are not evaluated at κ, according
to the projection rule. It should be remarked that once the right hand side of Eq. (5.33)
has been expressed in terms of ρ and derivatives with respect to ρ, a global factor φ
has been cancelled with the φ on the left hand side. On the other hand, having in
mind the standard Yukawa interaction hφψ¯ψ, one might be tempted to take a third
field derivative with respect to the scalar field. This is actualy how the equation for the
standard Yukawa coupling in the more simple truncation was obtained. While the flow
is in general independent from the projection, the situation may become different if one
deals with truncations such as the polynomial expansion we will adopt later. As it turns
out, the projection rule without the additional φ-derivative shows better convergence
properties and is more suitable for the application to polynomial truncations of hk. For
the details, we refer to [128].
The last open task is to derive the flow equations of the gauge sector. However, due
to the fact that the electroweak scale is sufficiently far away from the QCD scale, we are
in the position to approximate the flow in this sector by one-loop perturbation theory
results. Indeed, we will observe that all relevant quantities in the scalar and fermionic
sector decouple from the flow long before the strong coupling runs into its Landau pole.
Therefore, we may use
∂tg
2 = ηGg
2; ηG = − g
2
(4pi)2
(
22
3
N − 4
3
Nf
)
, (5.35)
where Nf denotes the number of flavors. To mimic the correct standard model running,
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we will adopt Nf = 6, even though the flow equations we derived before only hold for
Nf = 1, corresponding to the top quark. However, we could imagine adding five more
kinetic terms for the remaining quarks together with corresponding Yukawa couplings,
but then set the latter effectively to zero as they are negligible in comparison to the top
Yukawa coupling. That this is a reasonable approximation is discussed in [129].
Having completed the set of flow equations, let us mention some consistency checks.
First of all, in the case g2 = 0 and N = 1 and with h(φ) ≡ h we recover the flow equations
of the simple Higgs-Yukawa system discussed in the previous subsection, except for the
flow of h itself due to the projection rule we adopted in this subsection. Moreover,
generalized Yukawa interactions have also been studied in an ungauged model in [130]
with respect to quark-meson models at finite temperature, and also in the context of
Higgs physics in [131]. Furthermore, investigations with respect to the parametrization
h˜φ ≡ φh(φ), i.e., h˜φ is not necessarily subject to the symmetry constraints, and concerning
gravitational corrections to Higgs-Yukawa systems can be found in [132, 133]. By now,
there also exist investigations within the gauged model dealing with asymptotic safety,
but with the standard Yukawa coupling [134].
Numerical results
Having completed the set of flow equations within this novel truncation, we start the
numerical analysis. First, we finally need to fix our choice for the regulator. The form
we adopted in Eq. (5.15) actually is already part of a specific choice for the regulator,
which has been optimized with respect to the derivative expansion scheme [135, 136]. It
specifies the shape function rk for the bosons, i.e., the scalar field, gauge field, and ghosts
to be
rk(q
2) =
(
k2
q2
− 1
)
Θ[k2 − q2], (5.36)
with the Heaviside step function Θ(x). On the other hand, for the Dirac fermion we
choose
(1 + rk,ψ)
2 = 1 + rk. (5.37)
The simple form of this so-called Litim regulator [136] allows to analytically solve the
momentum integrals that are encoded in the threshold functions. The threshold functions
evaluated for this regulator are listed in appendix C. We initiate the flows in the sym-
metric phase, expanding the effective potential and the Yukawa function around κk = 0
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according to
u =
Nu∑
n=1
λn
n!
ρn; h =
Nh∑
`=0
y`
`!
ρ`.
(5.38)
The flow of the coefficients is easily obtained from the flow equations of the full functions.
The switching to the spontaneously broken phase is signaled by λ1 becoming zero. We
then expand according to
u =
Nu∑
n=2
λn
n!
(ρ− κk)n; h =
Nh∑
`=0
y`
`!
(ρ− κk)`,
(5.39)
with u′(κk) = 0. As mentioned in the previous subsection, the flow is fixed such that the
infrared mass of the fermion coincides with the top quark mass of 173 GeV, while the
vacuum expectation value of the Higgs must arrive at 246 GeV,
v0 = lim
k→0
vk = 246 GeV,
mt = lim
k→0
(vky0) = 173 GeV.
(5.40)
These constraints are achieved by fine-tuning the bare values λ1,Λ and y0,Λ. The infrared
Higgs mass
m2H = lim
k→0
2κku
′′
k(κk), (5.41)
is then a function of the remaining bare parameters λn,Λ and y`,Λ, with n > 1 and ` > 0.
We observed that Nu = 4 and Nh = 2 are sufficient in regard of the quality of the
truncation. Taking even higher order operators into account does not have a significant
impact on the infrared Higgs mass.
The first thing to check is whether the new terms coming from the gluonic sector
change the important features that have already been present in the simple Higgs-Yukawa
model. For that purpose, we set the bare values of the higher Yukawa interactions to zero,
y1,Λ = y2,Λ = 0, and restrict ourselves to quartic bare potentials, leaving λ2,Λ as the only
free parameter. In fact, as shown in Fig. 5.4 the exact same behavior is observed, namely
for fixed cut-off, mH is again a monotonically growing function of λ2,Λ. In particular, the
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effective potential does not develop any instabilities during the flow.
● ●
● ● ●■ ■ ■ ■
■◆ ◆ ◆ ◆ ◆
▲ ▲ ▲ ▲ ▲
4 5 6 7 8
Log[Λ/GeV]
50
100
150
200
mH [GeV]
● λ2,Λ=0.0
■ λ2,Λ=0.1◆ λ2,Λ=0.5▲ λ2,Λ=1.0
Figure 5.4: Higgs masses over the cutoff for quartic bare potentials. As in the simple
Higgs-Yukawa system, the Higgs mass is a monotonic function in λ2,Λ for fixed cutoff,
yielding the conventional lower bound at λ2,Λ = 0.
Moreover, if we allow for non-quartic bare potentials in the gauged model, we are
in the position to choose negative bare values for the quartic coupling, which generates
Higgs masses below the conventional bound just as in the case of the simple model, see
Fig. 5.5.
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Figure 5.5: Higgs masses over the cutoff for non-quartic bare potentials. Already in the
easiest case of a non-vanishing bare value of the ρ3 operator, here λ3,Λ = 3, we are free
to choose negative initial values for the quartic coupling, yielding Higgs masses below the
conventional bound.
Considering higher polynomials in our expansion can naturally seed instabilities in
the potential. In our argumentation, we only take flows into account, where the potential
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is stable on all scales, since we cannot decide whether additional minima are artefacts
of the truncation. The lower bound naturally emerges from the FRG from the fact that
λ2 must become positive before the system switches to the spontaneously broken phase,
otherwise non-physical imaginary Higgs masses are obtained.
This confirms that the main lessons learned from the ungauged model still hold in
the gauged model. One difference, however, is the running of the standard top Yukawa
coupling y0. While in the ungauged model, it approaches its infrared value from above,
in the gauged model it approaches it from below, see Fig. 5.6.
λ2 y0/4
vk /1000 GeV
-9.5 -9.0 -8.5 -8.0 -7.5 -7.0 t
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(a) ungauged model
λ2 y0/2
vk /1000 GeV g2/10
-9.5 -9.0 -8.5 -8.0 -7.5 t
0.15
0.20
0.25
0.30
0.35
(b) gauged model
Figure 5.6: Freezeout of a variety of relevant quantities of the ungauged and the gauged
model. Some are rescaled such that they can be presented in one plot. The shallow plain
line corresponds to the infrared value of y0. While y0 approaches this value from the top
in the ungauged model, it approaches it from below in the gauged model. The plot of the
gauged model additionally contains the one-loop running of the strong coupling. As can
be seen, all relevant quantities decoupled from the flow before the strong coupling runs
into the Landau pole.
This behavior can be understood already from the one-loop Beta function in Eq.
(5.5). The gluon fluctuations that are now included in the running come with a different
sign than the top fluctuations. In particular, the standard top Yukawa coupling becomes
asymptotically free.
Next, we examine the impact of the generalized Yukawa operators y1 and y2. If their
bare value is chosen to be negative, the Higgs mass increases. Since we are interested in
the lower bounds, we focus on positive bare values. Moreover, the y1 operator is found to
have the dominant effect, hence we include y2 in the flow but leave its bare value at zero.
Indeed, we again can generate Higgs masses below the conventional bound, as shown in
Fig. 5.7. There is an upper limit to the bare value of the Yukawa operators, as they
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trigger the switching to the symmetry broken phase. If they are too large, the system
switches too early and the infrared Higgs expectation value always exceeds 246 GeV.
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Figure 5.7: Higgs masses over the cutoff for quartic bare potentials but including the
operator y1φ3ψ¯ψ. Choosing positive bare values for this operator can generate masses
below the conventional bound.
Concerning the mass bounds, however, we find that the mechanism leading to the
lower Higgs masses is essentially the same as for the non-quartic bare potentials. While
the latter directly allow to choose negative bare quartic couplings, the higher order
Yukawa couplings force the quartic coupling to flow to smaller values, before the be-
havior changes again as the influence of the operators of higher canonical dimension
becomes weaker towards the infrared. The effect is shown in Fig. 5.8.
y0,Λ=0.0
y0,Λ=0.5
y0,Λ=1.0
y0,Λ=1.2 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 t
-0.05
0.05
0.10
λ2[t]
Figure 5.8: Effect of the inclusion of higher Yukawa operators on the flow of the quartic
coupling λ2. At the initial scale t = 0, these operators lead to a diminishing of the quartic
coupling, before it flows back to positive values.
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Consequently, the lowest masses obtained in this manner are close to the mass bounds
obtained from considering non-quartic bare potentials of the scalar field, see Fig. 5.9.
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Figure 5.9: Comparison of the lower bounds obtained upon inclusion of the ρ3 operator
λ3 and those obtained upon inclusion of the φ3ψ¯ψ operator y1.
In this subsection, we investigated an improved truncation of a Higgs-Yukawa system
with Dirac fermions coupled to the gauge sector and generalized Yukawa interactions.
The model exhibits all known features of the simple Higgs-Yukawa system. For quartic
bare potentials, the flow of the effective potential is stable on all scales, in contrast to the
common perturbative arguments and in accordance with lattice simulations. Allowing
for non-quartic bare potentials, flows can be generated that are stable on all scales and
that yield Higgs masses below the conventional bound, just like in the ungauged model.
This provides a possible mechanism to resolve the puzzling observation of near-criticality
of the experimental value of the Higgs mass with respect to perturbatively obtained lower
Higgs mass bounds.
Turning to the generalized Yukawa interactions we showed that they can lower the
Higgs mass in the same way and that the mechanism behind the lowering is basically the
same as for the non-quartic bare potentials. A combination of both effects cannot lead
to a further diminishing of the mass bound.
Nevertheless, at this stage the toy model is still a significant simplification of the
standard model, we are thus only able to make qualitative statements rather that quan-
titative ones. This leaves further room for improvement. By now, further progress has
been made concerning the treatment of the functions u(φ) and h(φ). Solvers for the
flow of the full potential have been developed [137], that do not rely on the expansions
adopted in this work. It is consistent in the sense that whenever instabilities in the flow
have been observed in our case of expanding the potential, the full flow developed the
instabilities as well and vice versa. Moreover, in [138] non-polynomial potentials have
been considered. For a summary in the progress of the FRG flow studies of the Higgs
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potential, see [110].
5.3 Towards establishing the gluon-ghost condensate
within the FRG
In the previous section, we gained experience in the application of the FRG and with the
examination of the near-criticality of the experimentally obtained Higgs mass in relation
to perturbatively obtained Higgs mass bounds, we presented an example of how the FRG
can improve perturbation theory. With this knowledge, we return to our original problem
regarding the condensate corresponding to the composite operator, trying to improve the
perturbative results of chapter 4. For the sake of simplicity, we initially restrict ourselves
to the SU(2) case. Even though this corresponds to the conventional MAG, the main
focus in this section is to establish the generation of the mass for the remaining field
Xµ ∈ Lie G/H in a non-perturbative way. The extension towards general N and thus
to our new scheme of “non-Abelian infrared dominance” is just a technical matter, if the
mass term for the remaining field is generated for SU(2) then the mechanism certainly
is present for general N as well.
5.3.1 Defining the truncation
As we learned from the general introduction to the FRG, we firstly have to fix our ansatz
for the effective average action. Let us consider the Euclidean version of the classical
SU(2) action,
SΛ =
∫
x
1
4
(F aµν)
2 +
1
4
(F γµν)
2 + SREDGF+FP + S
RES
GF+FP , (5.42)
where in analogy to chapter 3 the field strength tensors are given by
F aµν = D
ab
µ X
b
ν −Dabν Xbµ,
F γµν = ∂µV
γ
ν − ∂νV γµ + gfγabXaµXbν ,
(5.43)
with the covariant derivativeDabµ = δab∂µ+gfaγbV γµ . The indices take value in a, b ∈ {1, 2}
and γ ≡ 3. The coset gauge fixing part reads
SREDGF+FP = −
∫
x
iδB δ¯B TrG/H
(
XµXµ − iξCC¯
)
. (5.44)
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After integrating out the Nakanishi-Lautrup field we obtain
=
∫
x
[ 1
2ξ
(Dabµ [V ]X
b
µ)
2 − iω¯aDabµ [V ]Dbcµ [V ]ωc
− ξg
2
4
fabJf cdJ ω¯aω¯bωcωd − ig2fabγf cdγXaµXcµω¯bωd
]
. (5.45)
On the other hand, for the residual gauge fixing we only need to take the U(1) part into
account,
SRESGF+FP = i
∫
x
δB
(
C¯γ
[
∂µV
γ
µ +
α
2
Nγ
])
, (5.46)
which after integrating out the Nakanishi-Lautrup field becomes
SRESGF+FP =
∫
x
[
1
2α
(
∂µV
γ
µ
)2 − iC¯γ∂2Cγ − igfγabC¯γ∂µ(Xaµωb)] . (5.47)
Having the LCO formalism in mind, we next perform a Hubbard-Stratonovich transfor-
mation,
1 =
∫
Dϕ e−
m2ϕ
2
(
ϕ+ h
m2ϕ
O
)2
; O = 1
2
XaµX
a
µ − iξωaω¯a, (5.48)
introducing new interactions between the auxiliary field ϕ and the composite operator
O,
Saux =
∫
x
m2ϕ
2
ϕ2 + hϕO + h
2
2m2ϕ
O2. (5.49)
From Eq. (5.48) we infer that the auxiliary field inherits the (on-shell) BRST invariance
of the composite operator,
δBϕ = 0. (5.50)
Therefore, the action S ′ = SΛ +Saux is BRST invariant. The idea is that the Yukawa-like
interaction between the auxiliary field and the composite operator will generate the mass
term for the coset gluon and ghosts, very similar to the LCO formalism, provided that
the auxiliary field develops a non-zero expectation value. Such investigations based on
a combination of the FRG with the Hubbard-Stratonovich already exist, cf. [139–142].
87
5.3. Towards establishing the gluon-ghost condensate within the FRG
We take the following naive ansatz for the corresponding effective average action,
Γk = ΓYM + Γ
RED
GF+FP + Γ
RES
GF+FP + Uk(ϕ) +
Zϕ,k
2
∂µϕ∂µϕ
+
hX,k
2
ϕXaµX
a
µ − ihω,kξϕωaω¯a +
ζ1,k
8
XaµX
a
µX
b
νX
b
ν − iξ
ζ2,k
2
XaµX
a
µω
bω¯b − ζ3,k
2
ξ2ω¯aωaω¯bωb,
(5.51)
where we absorbed the mass term 1
2
m2ϕϕ
2 for the auxiliary field ϕ into the effective
potential Uk(ϕ). The potential is just a function of ϕ rather than ϕ2, because ϕ is
already the invariant with respect to the BRST symmetry. In addition, a kinetic term
for the auxiliary field has been added. The parts ΓYM , ΓREDGF+FP , and ΓRESGF+FP are obtained
from their classical counterparts by modifying them with flowing renormalization factors,
for example,
F γµν → Z˜1/2V,k
(
∂µV
γ
ν − ∂νV γµ
)
+ gfγabZX,kX
a
µX
b
ν . (5.52)
The Yang-Mills coupling g as well as the gauge fixing parameters ξ and α are considered
to be running as well. The Yukawa-like interaction term as well as the O2 term are split
according to
hϕO → hX,k
2
ϕXaµX
a
µ − ihω,kξϕωaω¯a,
h2
2m2ϕ
O2 → ζ1,k
8
XaµX
a
µX
b
νX
b
ν − iξ
ζ2,k
2
XaµX
a
µω
bω¯b − ζ3,k
2
ξ2ω¯aωaω¯bωb.
(5.53)
The reasons for this splitting will be discussed in more detail in subsection 5.3.3.
It should be remarked that within a similar ansatz, it was shown that the existence
of 〈ϕ〉 6= 0 can stabilize the Savvidy vacuum [143], i.e., the condensate can lead to
the disappearance of the imaginary part present in the one-loop effective potential for
the magnetic condensate [42, 43]. However, in the related work, only the flow of the
effective potential under certain approximations was considered and in particular not the
dynamical generation of the condensate 〈ϕ〉.
Having defined our ansatz for the effective average action, we proceed with the deriva-
tion of the corresponding flow equations.
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5.3.2 Deriving the flow equations
Similar to the previous section, we will present all flow equations in terms of dimensionless
and renormalized fields and couplings,
ϕ˜ = Z
1/2
ϕ,kk
1−d/2ϕ,
C˜ = Z
1/2
C,k k
1−d/2C,
h˜X = k
d/2−3Z−1/2ϕ,k Z
−1
X,khX,k,
ζ˜1 = k
d−4Z−2X,kζ1,k,
ζ˜3 = k
d−4Z−2ωω¯ζ3,k,
u(ϕ˜) = k−dUk(ϕ).
A˜µ = Z
1/2
A,kk
1−d/2Aµ,
˜¯C = Z
1/2
C¯,k k
1−d/2C¯,
h˜ω = k
d/2−3Z−1/2ϕ,k Z
−1
ωω¯hω,k,
ζ˜2 = k
d−4Z−1X,kZ
−1
ωω¯ζ2,k,
g˜2 = k4−dg2,
(5.54)
Here, we have Aµ =
(
Xaµ, V
γ
µ
)
, C = (ωa, Cγ), C¯ =
(
ω¯a, C¯γ
)
and similarly for the related
renormalization factors. Moreover, we introduce the symbols Zωω¯ := (Zω,kZω¯,k)
1/2 and
Z˜CC¯ :=
(
Z˜C,kZ˜C¯,k
)1/2
, as only these combinations will appear in the flow equations. The
tilde for the renormalized fields and couplings will be dropped hereafter again. Accord-
ingly, we define the running anomalous dimensions,2
ηX = −∂t logZX,k,
η˜V = −∂t log Z˜V,k,
ηϕ = −∂t logZϕ,k.
ηω = −∂t logZωω¯,
η˜C = −∂t log Z˜CC¯ ,
(5.55)
We use similar conventions for the regulators as in subsection 5.2.2, just with small
adjustments,
2Note, that we maintain the tilde for the quantities related to the residual U(1) sector, in accordance
with the notation in chapter 3.
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RX(p) = δabZX,kp
2
(
ΠTµν(p) +
1
ξ
ΠLµν(p)
)
rk(p),
R˜V (p) = Z˜V,kp
2
(
ΠTµν(p) +
1
α
ΠLµν(p)
)
rk(p),
Rϕ(p) = Zϕ,kp
2 rk(p).
Rω(p) = iZωω¯p
2 rk(p),
R˜C(p) = iZ˜CC¯p
2 rk(p),
(5.56)
Note that, even though we regulate the transverse and longitudinal parts of the gluons
identically, the mass term for the coset gluon will lead to the following inverse propagator
in the coset gluon sector,
(
Γ
(2)
k +Rk
)−1
XX
∣∣∣∣∣
ϕ=const.
=
δab
ZX,k
(
1
PX(p) + k2hXϕ
ΠTµν(p) +
ξ
PX(p) + k2ξhXϕ
ΠLµν(p)
)
=: δabZ−1X,kGXµν(p), (5.57)
where one has to distinguish between the transverse and the longitudinal part. On the
other hand, for the U(1) field we have
(
Γ
(2)
k +Rk
)−1
V˜ V˜
∣∣∣∣∣
ϕ=const.
=
1
Z˜V,kP˜V (p)
(
ΠTµν(p) + α Π
L
µν(p)
)
=: Z˜−1V,k GV µν(p). (5.58)
GX and G˜V are the regularized full propagators of the coset and the residual gluon,
respectively. The generalized momenta P (p) = p2(1 + rk(p)) are defined as usual.
Flow of the effective potential
We apply the same simple projection rule as in section 5.2.2, namely set the fields to
constants on the right hand side of the Wetterich equation. As usual, it is most convenient
to express the flow equation in terms of the threshold functions. Consequently, the flow
for the effective potential reads
u˙ =− d u+
(
1
2
(d+ ηϕ)− 1
)
u′(ϕ) ϕ+ 2vddG/H(d− 1)l(B)d0 [hXϕ; ηX ]
+ 2vddG/H l
(B)d
0 [ξhXϕ; ηX ]− 4vddG/H l(B)d0 [ξhωϕ; ηω] + 2vdl(B)d0 [u′′(ϕ); ηϕ]. (5.59)
Here, primes denote derivatives with respect to ϕ. The definitions for the threshold
functions are given in appendix C. As a reminder, dG/H denotes the dimension of the
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coset, dG/H = 2(N − 1). The existence of the condensate corresponds to ϕ developing a
non-zero vacuum expectation value, thus we write ϕ = vk + σ just like in the previous
section. Moreover, we follow the strategy of local polynomial expansions around vk
defined by u′(vk) = 0, writing,
u =
Nu∑
n=2
λn
n!
(ϕ− vk)n. (5.60)
From the classical or bare action (5.49) we infer uΛ =
λ2,Λ
2
ϕ2, which means vk=0 = 0 and
we assume to be at the borderline to the generation of a non-trivial minimum associated
with the vacuum expectation value. The flow of vk and the couplings λn is then calculated
in the usual manner,
λ˙n = ∂
(n)
ϕ u˙
∣∣∣
ϕ=vk
+ λn+1v˙k; λNu+1 ≡ 0, v˙k = −
1
λ2
∂ϕu˙
∣∣∣
ϕ=vk
. (5.61)
The contributions result from the following diagrams,
u˙ : , (5.62)
where in this section the plain line corresponds to the scalar field and the ghost loop in
the middle stems from the coset ghosts only. The curly line represents the coset gluon.
Flow of the anomalous dimensions
We begin with the anomalous dimensions of the gluons, in particular of the coset gluon.
As we already saw in the one-loop perturbative renormalization (3.74), the longitudinal
part and the transverse part of the coset gluon renormalize in a different way. We therefore
must project onto the transverse and the longitudinal part independently,
−ηXdG/H(d− 1)δ0 = Z−1X,k∂p2
{
ΠTµν(p)
δ
δXaµ(p)
δ
δXaν (−p)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
]} ∣∣∣∣∣
vk
,
dG/H
ξ2
(
−ηXξ − ξ˙
)
δ0 = Z
−1
X,k∂p2
{
ΠLµν(p)
δ
δXaµ(p)
δ
δXaν (−p)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
]} ∣∣∣∣∣
vk
.
(5.63)
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The evaluation at vk means that ϕ is set to vk and all other fields are set to zero after
performing the field variations. Moreover, after performing the momentum derivative,
the external momentum p is set to zero. The following diagrams must be taken into
account,
∂t
−1
: ∂˜t
{
V γ
,
}
.
(5.64)
Here, wavy lines represent the residual gluon. Each diagram has to be transversally and
longitudinally projected, according to the rules above. Tadpoles do not contribute, as
they are found to be independent of the external momentum p. The calculations are
rather tedious, for example the gluon loop gives rise to the integral,∫
q
G˜V µα(q)GXνβ(q + p)
× {−δαν(2q + (1− ξ−1)p)ρ + δαρ((1 + ξ−1)q + (ξ−1 − 1)p)ν + δνρ(2p+ q)α}
× {δβµ(2q + (1− ξ−1)p)ρ + δβρ(−q − 2p)µ + δµρ(−(1 + ξ−1)q + (1− ξ−1)p)β}
+ (p→ −p). (5.65)
Next, we have to expand the coset gluon propagator in the external momentum p,
GXνβ(q + p) = GXνβ +
[
∂qσT Π
T
νβ + ξ∂qσL Π
L
νβ + (T − ξL)∂qσΠTνβ
]
pρ
+
1
2
[
∂qσ∂qρT Π
T
νβ + ξ∂qσ∂qρL Π
L
νβ + (∂qρT − ξ∂qρL)∂qσΠTνβ + (∂qσT − ξ∂qσL)∂qρΠTνβ
]
pσpρ
+
1
2
[
(T − ξL)∂qσ∂qρΠTνβ
]
pσpρ +O(p
3), T ≡ 1
PX + k2m2X
, L ≡ 1
PX + k2ξm2X
,
(5.66)
where m2X := vkhX and all arguments of the functions on the right hand side are under-
stood to be q. Finally, one applies the transverse or longitudinal projector, contracts the
spacetime indices and applies the p2 derivative. The transverse projection yields
−ηXdG/H(d− 1) =
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g2N
{
− 4vdXT1 [α]l(BB)d1,1 [0,m2X ; η˜V , ηX ]− 4vdXT2 [α]l(BB)d1,1 [0, ξm2X ; η˜V , ηX ]
+ 4vdX
T
3 [α]m
(BB)d
1,1 [0,m
2
X ; η˜V , ηX ] + 4vdX
T
4 [α]m
(BB)d
1,1 [0, ξm
2
X ; η˜V , ηX ]
+ 4vdX
T
5 [α]n
(BB)d
1,1 [0,m
2
X ; η˜V , ηX ] + 4vdX
T
6 [α]n
(BB)d
1,1 [0, ξm
2
X ; η˜V , ηX ]
}
− h2XdG/H
{
− 8vdX¯T1 l¯(BB)d1,1 [u′′(vk),m2X ; ηϕ, ηX ]− 8vdX¯T2 l¯(BB)d1,1 [u′′(vk), ξm2X ; ηϕ, ηX ]
+ 4vdX¯
T
3 m¯
(BB)d
1,1 [u
′′(vk),m2X ; ηϕ, ηX ] + 4vdX¯
T
4 m¯
(BB)d
1,1 [u
′′(vk), ξm2X ; ηϕ, ηX ]
+ 4vdX¯
T
5 n¯
(BB)d
1,1 [u
′′(vk),m2X ; ηϕ, ηX ] + 4vdX¯
T
6 n¯
(BB)d
1,1 [u
′′(vk), ξm2X ; ηϕ, ηX ]
}
, (5.67)
while for the longitudinal projection we obtain
dG/H
ξ2
(
−ηXξ − ξ˙
)
=
g2N
{
− 4vdXL1 [α]l(BB)d1,1 [0,m2X ; η˜V , ηX ]− 4vdXL2 [α]l(BB)d1,1 [0, ξm2X ; η˜V , ηX ]
+ 4vdX
L
3 [α]m
(BB)d
1,1 [0,m
2
X ; η˜V , ηX ] + 4vdX
L
4 [α]m
(BB)d
1,1 [0, ξm
2
X ; η˜V , ηX ]
+ 4vdX
L
5 [α]n
(BB)d
1,1 [0,m
2
X ; η˜V , ηX ] + 4vdX
L
6 [α]n
(BB)d
1,1 [0, ξm
2
X ; η˜V , ηX ]
}
− h2XdG/H
{
− 8vdX¯L1 l¯(BB)d1,1 [u′′(vk),m2X ; ηϕ, ηX ]− 8vdX¯L2 l¯(BB)d1,1 [u′′(vk), ξm2X ; ηϕ, ηX ]
+ 4vdX¯
L
3 m¯
(BB)d
1,1 [u
′′(vk),m2X ; ηϕ, ηX ] + 4vdX¯
L
4 m¯
(BB)d
1,1 [u
′′(vk), ξm2X ; ηϕ, ηX ]
+ 4vdX¯
L
5 n¯
(BB)d
1,1 [u
′′(vk),m2X ; ηϕ, ηX ] + 4vdX¯
L
6 n¯
(BB)d
1,1 [u
′′(vk), ξm2X ; ηϕ, ηX ]
}
. (5.68)
The coefficients XTi [θ], XLi [θ], X¯Ti , and X¯Li are listed in appendix D.
In a similar way, we obtain the flow of the transversally and longitudinally projected
flow equations for the residual gluon. First, for the transverse projection we find
−η˜V (d− 1) =
− g
2N
2
{
− 4vdV T1 l(BB)d1,1 [m2X ,m2X ; ηX , ηX ]− 4vdV T2 l(BB)d1,1 [m2X , ξm2X ; ηX , ηX ]
− 4vdV T3 l(BB)d1,1 [ξm2X , ξm2X ; ηX , ηX ] + 4vdV T4 m(BB)d1,1 [m2X ,m2X ; ηX , ηX ]
+ 4vdV
T
5 m
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
T
6 m
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
T
7 m
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
T
8 n
(BB)d
1,1 [m
2
X ,m
2
X ; ηX , ηX ]
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+ 4vdV
T
9 n
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
T
10n
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
T
11n
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ]
}
+ g2N
{
4vd
(
4− 4
d
)
m
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
+ 4vd
(
8
d
− 24
d(d+ 2)
)
n
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
}
, (5.69)
where we defined m2ω = ξhωvk, and the longitudinally projected equation reads
1
α2
(−η˜V α− α˙) =
− g
2N
2
{
− 4vdV L1 l(BB)d1,1 [m2X ,m2X ; ηX , ηX ]− 4vdV L2 l(BB)d1,1 [m2X , ξm2X ; ηX , ηX ]
− 4vdV L3 l(BB)d1,1 [ξm2X , ξm2X ; ηX , ηX ] + 4vdV L4 m(BB)d1,1 [m2X ,m2X ; ηX , ηX ]
+ 4vdV
L
5 m
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
L
6 m
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
L
7 m
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
L
8 n
(BB)d
1,1 [m
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
L
9 n
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
L
10n
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
L
11n
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ]
}
+ g2N
{
− 4vdl(BB)d1,1 [m2ω,m2ω; ηω, ηω] + 4vd
12
d
m
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
+ 4vd
24
d(d+ 2)
n
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
}
. (5.70)
The contributing graphs are listed below,
∂t
−1
: ∂˜t
{
,
ω
ω
}
.
(5.71)
Obtaining the remaining anomalous dimensions is less technical. For the coset ghosts we
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have contributions coming from
∂t
−1
: ∂˜t
{ ω
V γ
,
}
,
(5.72)
and the flow equation in terms of the threshold functions reads
ηω =
g2N
2dG/Hd
{
− 32vd(d− 1 + α)l(BB)d1,1 [0,m2ω; η˜V , ηω] + 8vd(8α + d)m(BB)d1,1 [0,m2ω; η˜V , ηω]
+ 16vd α n
(BB)d
1,1 [0,m
2
ω; η˜V , ηω]
}
+
ξ2h2ω
2d
{
16vdN
(BB)d
1,1 [m
2
ω, u
′′(vk); ηω, ηϕ]
}
. (5.73)
The flow of the anomalous dimension for the U(1) ghost is trivial, because Cγ does not
appear in any interaction. Thus, η˜C = 0. Finally, the contributions to the flow of the
two-point function of the auxiliary field are obtained from
∂t
−1
: ∂˜t
{
, ,
}
, (5.74)
which yields the flow equation
ηϕ =4vdh
2
XdG/H
d− 1
d
{
l¯
(BB)d
1,1 [m
2
X ,m
2
X ; ηX , ηX ]− 2ξ l¯(BB)d1,1 [m2X , ξm2X ; ηX , ηX ]
+ ξ2l¯
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ]
}
+ 4vdh
2
XdG/H
d− 1
d
m
(B)d
2 [m
2
X ; ηX ]
+ 4vdh
2
XdG/H
ξ2
d
m
(B)d
2 [ξm
2
X ; ηX ]− 8vddG/H
ξ2h2ω
d
m
(B)d
2 [m
2
ω; ηω]
+
4vd
d
[u(3)(vk)]
2m
(B)d
2 [u
′′(vk); ηϕ]. (5.75)
This completes the set of anomalous dimensions. The set consisting of the Eqs. (5.67),
(5.69), (5.73), and (5.75) is a closed algebraic system for the anomalous dimensions and
can be solved analytically. The expressions are very long and will not be presented in this
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thesis. One observes that η˜V remains finite if we set α to zero, which means according
to Eq. (5.70), that α = 0 is a fixed point in the flow. On the other hand, this is not true
for ηX and the gauge fixing parameter ξ, which is in accordance with our perturbative
calculations in chapter 3. In fact, the perturbative calculation can provide a non-trivial
consistency check for the previous equations. This is due to the one-loop structure of the
Wetterich equation. The perturbative results should be recovered if we apply the following
prescription. First, we identify our FRG scale k with the scale µ introduced in the course
of dimensional regularization, k = µ. Next, keeping in mind the anomalous dimensions
already represent higher order effects, we must set them to zero in the arguments of
the threshold functions, because the latter ones already encode a loop integral. Finally,
because the standard perturbation theory does not include threshold effects, we also have
to set the mass parameters in the threshold functions to zero. Moreover, to make contact
with the results of chapter 3, we set all quantities coming from the auxiliary action to
zero,
{hX , hω, ζi, λi, vk} → {0}, (5.76)
as well as d = 4. For more information about how certain limits can emerge from the FRG
equations, see, for example, [144, 145]. Under the described projections, the equations in
this paragraph read
− ηX = g
2
(4pi)2
(
17
3
− 2α− ξ
)
(
−ηX
ξ
− ξ˙
ξ2
)
=
g2
(4pi)2
(
−2α
ξ
+
3
ξ
+
6
ξ2
+ 1
)
− η˜V = g
2
(4pi)2
44
3(
− η˜V
α
− α˙
α2
)
= 0
ηω =
g2
(4pi)2
(−6 + 2α)
η˜C = 0
=⇒ ηX = 2γX ,
=⇒ ξ˙ = ξγξ,
=⇒ η˜V = 2γ˜V ,
=⇒ α˙ = αγα,
=⇒ ηω = 2γω,
=⇒ γ˜C = −γ˜C¯ .
(5.77)
The factor 2 between η and γ with respect to the fields comes from the fact that we
defined γ ∝ 1
2
µ ∂
∂µ
logZ. Hence, we have recovered the correct perturbative limit for
the anomalous dimensions and the running of the gauge fixing parameters. Because we
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already found that α = 0 is a fixed point, we restrict ourselves to this case hereafter.
Flow of the Yukawa operators
We begin with the Yukawa operator related to the coset gluon,
dG/H d h˙X δ0 =
δ
δσ(0)
δ
δXaµ(0)
δ
δXaµ(0)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
. (5.78)
This relates to contributions from the following graphs,
∂t : ∂˜t
{
,
ω
ω
,
, , V γ
}
.
(5.79)
The flow equation in terms of the threshold functions reads
h˙X =
(
d
2
− 3 + ηX + ηϕ
2
)
hX + 2vdhX
(
d− 1
d
Ng2 + ζ1
[
dG/H +
2
d
])
×{
(d− 1)l(BB)d1,1 [m2X ,m2X ; ηX , ηX ] + ξ2l(BB)d1,1 [ξm2X , ξm2X ; ηX , ηX ]
}
− 4vd ξ hω
(
ζ2
2
ξ dG/H − g2N
)
l
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
− 4vdh
3
X
d
{
(d− 1)T (BBB)d1,1,1 [u′′(vk),m2X ,m2X ; ηϕ, ηX , ηX ]
+ ξ2T
(BBB)d
1,1,1 [u
′′(vk), ξm2X , ξm
2
X ; ηϕ, ηX , ηX ]
}
− 4vdh
2
Xu
(3)(vk)
d
{
(d− 1)T (BBB)d1,1,1 [u′′(vk), u′′(vk),m2X ; ηϕ, ηϕ, ηX ]
+ ξT
(BBB)d
1,1,1 [u
′′(vk), u′′(vk), ξm2X ; ηϕ, ηϕ, ηX ]
}
− 8vd g2N hX
d dG/H
{
(4 + α)(d− 1)T¯ (BBB)d1,1,1 [0,m2X ,m2X ; η˜V , ηX , ηX ]
+ ((ξ + 1)2(d− 1) + α)T¯ (BBB)d1,1,1 [0, ξm2X , ξm2X ; η˜V , ηX , ηX ]
}
. (5.80)
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Concerning the flow of the Yukawa coupling related to the coset ghosts, we project onto
the combination (ξhω),
idG/H
(
hω ξ˙ + h˙ωξ
)
δ0 =
δ
δσ(0)
δ
δωa(0)
δ
δω¯a(0)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
. (5.81)
Contributions stem from the following graphs,
∂t : ∂˜t
{
,
ω
ω
,
ω
ω
, ω , V γ
ω
ω
}
.
(5.82)
The last diagram is actually found to vanish under the projection, i.e., when the external
momenta are set to zero. The remaining diagrams yield the flow equation
hω ξ˙ + h˙ωξ =
(
d
2
− 3 + ηω + ηϕ
2
)
ξhω + 2vdhX
(
ξ
ζ2
2
dG/H − g2N
)
×{
(d− 1)l(BB)d1,1 [m2X ,m2X ; ηX , ηX ] + ξ2l(BB)d1,1 [ξm2X , ξm2X ; ηX , ηX ]
}
+ 4vd ξ hω(ξ g
2N
2
+ (1− dG/H)ζ3ξ2)l(BB)d1,1 [m2ω,m2ω; ηω, ηω]
− 4vdξ3h3ω
{
T
(BBB)d
1,1,1 [u
′′(vk),m2ω,m
2
ω; ηϕ, ηω, ηω]
}
− 4vdξ2h2ωu(3)(vk)
{
T
(BBB)d
1,1,1 [u
′′(vk), u′′(vk),m2ω; ηϕ, ηϕ, ηω]
}
. (5.83)
We immediately find from Eqs. (5.80) and (5.83) that hX = hω = 0 is a fixed point. This
is expected because we introduced these interactions by hand through the Hubbard-
Stratonovich transformation. Whether or not a non-trivial infrared fixed point exists will
be seen later.
Flow of the Yang-Mills coupling
We will obtain the flow of the Yang-Mills coupling from the V γωω¯ vertex. The adopted
projection rule reads
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δ0 2dN g ∂t
(
Z˜
1/2
V Zωω¯ g
)
= gfaγb∂pµ
δ
δV γµ (p− p′)
δ
δωb(p′)
δ
δω¯a(p)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
,
(5.84)
where the evaluation at vk is defined as usual and after performing the field variations, we
set p′ = p, perform the momentum derivative and then evaluate at p = 0. An additional
factor g was multiplied in order to receive the running of g2 rather than g. The following
diagrams can in principle contribute,
βg2 : ∂˜t
{
,
ω
ω
,
ω
V γ
,
V γ
ω
ω
,
ω
ω
}
. (5.85)
However, the first and second diagram are found to be independent from the external
momentum, such that both diagrams vanish under the projection ∂pµ . In terms of the
threshold functions we find
βg2 = (η˜V + 2ηω)g
2 + (d− 4)g2
+ 16vdg
4 N
d(N − 1)
{
(d− 1 + α)l(BB)d1,1 [0,m2ω; η˜V , ηω]− α m(BB)d1,1 [0,m2ω; η˜V , ηω]
}
− 4vdg4 N
d(N − 1) α
{
2(4 + d)T¯
(BBB)d
1,1,1 [0,m
2
ω,m
2
ω; η˜V , ηω, ηω]
− 4 D¯(BBB)d1,1,1 [0,m2ω,m2ω; η˜V , ηω, ηω]
}
− 4vdg2 (ξhω)
2
d
{
2d T
(BBB)d
1,1,1 [u
′′(vk),m2ω,m
2
ω; ηϕ, ηω, ηω]
− 8 D(BBB)d1,1,1 [u′′(vk),m2ω,m2ω; ηϕ, ηω, ηω]
}
. (5.86)
Note that we temporarily reintroduced the residual gauge fixing parameter α. This is in
order to perform a consistency check with the one-loop perturbative result. In fact, all
dependence on gauge fixing parameters must vanish in this limit. With the description
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we explained in the previous paragraphs, Eq. (5.86) reduces to
βg2 = −44
3
g4
(4pi)2
, (5.87)
which is indeed in agreement with the standard result for SU(2).
Flow of the auxiliary four-point couplings ζi
At the level of our truncation, the auxiliary four-point interactions corresponding to the
couplings ζi are momentum independent, i.e., we can use the projection rules
d dG/H(2 + d dG/H)∂t
(
ζ1 +
N(d− 1)
(2 + d dG/H)
g2
)
δ0 =
δ
δXaµ(0)
δ
δXaµ(0)
δ
δXbν(0)
δ
δXbν(0)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
,
i d d2G/H∂t
(
ξ
ζ2
2
− N
dG/H
g2
)
δ0 =
δ
δXaµ(0)
δ
δXaµ(0)
δ
δωb(0)
δ
δω¯b(0)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
,
dG/H(1− dG/H)∂t
(
ξ2ζ3 +
N
2
1
1− dG/H g
2ξ
)
δ0 =
δ
δωa(0)
δ
δω¯a(0)
δ
δωb(0)
δ
δω¯b(0)
1
2
STr
[
∂tRk
Γ
(2)
k +Rk
] ∣∣∣∣∣
vk
.
(5.88)
As usual, evaluation at vk means that after performing the field variations, all fields
are set to zero except ϕ = vk. However, the flow equations become rather involved
due to a big number of diagrams. They could in principle be obtained using computer
algebra systems, see, for example, the powerful Mathematica packages “doFun” [146]
and “FormTracer ” [147]. For the sake of simplicity, we refrain from obtaining their flow
equations explicitly, but approximate their flow as explained in the next subsection.
5.3.3 Mimicking BRST invariant flows
In this subsection, we explain in more detail the reason for the operator splitting we
performed in Eq. (5.53), as well as a certain approximation we adopt when solving the
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flow equations. First, due to its composite nature, the two “pieces” of the ϕO interaction,
ϕXX and ϕωω¯, will a priori flow differently, and similarly the partsXXXX,XXωω¯, and
ωω¯ωω¯ of the O2 interaction. This is realized by introducing the independent couplings
hX , hω and the ζi. Second, the regulator term for the fields will generally break the BRST
invariance,
δB∆Sk[Φ] 6= 0, (5.89)
leading to modified Slavnov-Taylor identities. In particular, if calculated in terms of
the effective average action, the master equation (2.26) will receive non-zero corrections
on the right hand side. The modified Slavnov-Taylor identities lead to constraints on
the bare action and consequently limit the set of truncations of the effective average
action that would be compatible with BRST invariant flows. As one would expect, these
identities are highly involved, especially in non-Abelian field theories, and would be very
complicated to solve. We therefore refrain from dealing explicitly with these identities
and instead take a much simpler approach explained below. We do not discuss the issues
related to the modified Slavnov-Taylor identities any further and refer to the literature
for more details [108, 109, 148–153]. Let us now explain our simplified picture. Knowing
that by construction, the regulator term vanishes at k = 0, the standard Slavnov-Taylor
identities have to be recovered in the infrared, leaving us again with a BRST invariant
action. Instead of solving the very complicated modified Slavnov-Taylor identities and
calculating the bare action that is compatible with this fact, we could instead fine-tune
the bare values of our operators exactly such that in the limit k → 0, a BRST invariant
action is obtained. In our particular case, this means matching the following conditions,
lim
k→0
hX = lim
k→0
hω; lim
k→0
ζ1 = lim
k→0
ζ2 = lim
k→0
ζ3 = lim
k→0
h2ω
λ2
= lim
k→0
h2X
λ2
. (5.90)
Hence, we would have only one free bare parameter, say hX,Λ, and must fine-tune the
bare values of hω and the ζi such that the conditions (5.90) are satisfied. Regarding our
initial analysis, however, we will go even one step further. We replace hX and hω from
the beginning by a unique operator h, and let it flow according to one of the three choices
h˙ =
{
h˙X , h˙ω,
1
2
(
h˙X + h˙ω
)}
. (5.91)
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Similarly, we replace the quartic auxiliary couplings by a unique ζ and let it run according
to h2
λ2
. For example, if we choose h˙ = h˙X the running of ζ obeys
ζ˙ = (d− 4 + 2ηX) h
2
X
λ2
+ 2
hX
λ2
{(
3− d
2
− ηX − ηϕ
2
)
hX + h˙X
}
− h
2
X
λ22
{
(2− ηϕ)λ2 + λ˙2
}
. (5.92)
The terms in curly brackets are just the Beta functions of the dimensionless quantities
hX and λ2 minus their canonical running3. The canonical running of ζ is covered by
the first term. In this way, we forced our action to become BRST invariant in the limit
k → 0, or more precisely, we forced it to remain BRST invariant on all scales. Moreover,
testing different running behaviors (5.91) for the unified Yukawa operator h provides a
good consistency check for the flow equations in the sense that no qualitative feature
should occur for one choice but not the other.
5.3.4 Numerical results
For the cutoff, we choose the Z mass scale Λ = 91.2 GeV. Let us for a moment reintroduce
the tilde for the renormalized and dimensionless quantities. According to Eq. (5.49), we
take the following initial condition for the effective potential,
uΛ =
λ˜2,Λ
2
ϕ˜2 ≡ m˜
2
Λ,ϕ
2
ϕ2. (5.93)
For the renormalization factors we adopt
ZX,Λ = ZV,Λ = Zωω¯,Λ = ZCC¯,Λ = 1; Zϕ,Λ = 10
−5. (5.94)
The initial renormalization factor Zϕ,Λ for the auxiliary field is chosen much smaller
compared to the other ones, because we assume the original degrees of freedom related
to the standard fields to be dominant at the initial scale. This corresponds to the fact
that the kinetic term of the auxiliary field, which is proportional to Zϕ, is approximately
zero at the initial scale, in accordance with its absence in the classical theory. Moreover,
this choice essentially means that the renormalized mass λ¯2 = λ2Zϕ becomes large in the
UV and the propagator therefore effectively momentum independent [141, 142]. This is
reasonable, because the two-point function of ϕ is effectively related to theO2 interactions
3Consider a coupling Y of mass dimension dm which renormalizes with renormalization factor Z, i.e.,
the dimensionless and renormalized quantity is given by Y˜ = Z−1kdmY . The running ∂tY˜ thus includes
contributions from Z and the scaling factor k−dm . We refer to them as the canonical running.
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and thus to the XXXX, XXωω¯, and the ωω¯ωω¯ interactions. These are all momentum
independent at the cutoff scale. In particular, we choose the initial values corresponding
to the unrenormalized and dimensionful quantities according to
λ2,Λ = 1 GeV2; hX,Λ = hω,Λ ≡ hΛ = 1 GeV. (5.95)
We furthermore include the λ3 and λ4 operators into the flow as well and set their initial
values to zero. Apart from the flow of the effective potential, the operator λ3 also appears
in the flow equation for ηϕ and the Yukawa operators through the u(3)(vk) term and λ4
thus corresponds to the first term beyond these non-trivial contributions. Furthermore,
we assume that at the cutoff, the Yukawa interactions between the auxiliary field and
the coset fields are weak in comparison to the scalar mass term. Hereafter, we drop the
tilde and only talk about the dimensionless and renormalized quantities again. The only
parameter left to be discussed is the initial value of ξ. Of course, following previous
discussions we would like to choose ξΛ = 0. However, the flow equations contain terms
proportional to ξ−1 and prevent us from adopting this choice. Moreover, let us have a
look at the flow for the effective potential, cf. Eq. (5.59), with the threshold functions
evaluated for the Litim regulator and at d = 4,
u˙ = −4 u(ϕ) +
(
1 +
ηϕ
2
)
u′(ϕ) ϕ+
3
(
1− ηX
6
)
16pi2 (1 + ϕ hX)
+
1− ηX
6
16pi2 (1 + ϕ ξ hX)
− 1−
ηω
6
8pi2 (1 + ϕ ξ hw)
+
1− ηϕ
6
32pi2 (1 + u′′(ϕ))
. (5.96)
The first two terms are just a consequence of the transition to dimensionless and renor-
malized quantities, in other words, the canonical running mentioned before. The third
and fourth terms come from the coset gluon loop, the fifth term represents the coset ghost
loop and finally, the sixth term originates from the auxiliary field loop. Now, generally
speaking, a non-zero value for the minimum we expand around is triggered by terms
entering the flow equation with a negative sign. Assuming that the anomalous dimen-
sions remain small in accordance with the validity of the derivative expansion, only the
ghost loop term can generate such a non-zero expectation value, as it comes with the
for anti-commuting fields expected negative sign. However, for ξ = 0 this term would
become independent of ϕ and could be neglected. This emphasizes again that the gauge
fixing parameter ξ plays an unusual role. This line of argument somewhat contradicts
the line of argument presented in chapter 4, which was based on perturbation theory.
The one-loop running of ξ predicted that it will always grow to infinity, as no fixed point
exists. We therefore argued that in the end it should be set to zero by hand in order to
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rigorously incorporate the reduction condition by means of a Delta functional through
the Faddeev-Popov trick. Now, within the FRG set-up, the situation is different. Even
though the FRG flow equations still imply that ξ = 0 is not a fixed point, just like in
the perturbative predictions, they also imply that a non-zero value of ξ is necessary to
generate the condensate. The FRG calculations could be regarded as an improvement if
we would observe that ξ approaches a non-zero infrared fixed point instead of growing
to infinity, and if we could manage to find initial conditions where the infrared value is
sufficiently small, so that at k = 0 we could regard the reduction condition as approxi-
mately satisfied. Therefore, a first natural try is to choose a very small initial value for
ξ. In Fig. 5.10, we report the flow of the various quantities for the choice ξΛ = 0.01. If
not stated otherwise, within this and all following plots, we use plain, dashed, and dotted
lines for the choices h˙ = h˙X , h˙ω, and 12
(
h˙X + h˙ω
)
, respectively.
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Figure 5.10: Running of the various quantities for the initial value ξΛ = 0.01. The
minimum vk runs towards negative values instead of the desired positive values. This
would lead to the non-physical situation of tachyonic gluon and ghost masses.
We find that vk immediately flows to negative values and the integration already
stops after t ' −2. This is due to the fact that the squared masses become nega-
tive (tachyonic) and hence at some point, the threshold terms ∝ 1
1+m2
diverge. While
the scale where the integration stops varies with the choices for the Beta function h˙ =
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h˙X , h˙ω,
1
2
(
h˙X + h˙ω
)}
, the qualitative behavior is the same in all three cases. Let us
take a look at the Beta function of the minimum, v˙k. Inserting the initial values men-
tioned above and keeping only the initial value of ξ arbitrary, we plot v˙Λ(ξΛ) in Fig. 5.11.
To obtain positive values, we look for regions where v˙Λ < 0. We notice a pole for very
small ξ ' 10−3 which should be avoided. After the pole, v˙Λ remains positive, until it
switches sign at ξΛ ' 3. Indeed, for ξΛ = 2 we still observe the same behavior as above,
see Fig. 5.12.
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Figure 5.11: Beta function v˙k evaluated at the cutoff over the bare value ξΛ. For very
small bare values exists a pole. The interesting region is defined by ∂tvΛ < 0, because vk
then flows to positive values when integrating towards the infrared.
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Figure 5.12: Running of the various quantities for the initial value ξΛ = 2. The minimum
still runs towards negative values according to the analysis of the Beta function.
On the other hand, if we go to the region where v˙Λ < 0, say ξΛ = 3.5, the picture
changes as expected. As shown in Fig. 5.13, we indeed flow to positive values of vk. The
masses m2X and m2ω remain positive, avoiding the previously encountered divergences and
we can integrate over several orders of magnitude, until all quantities decouple and freeze
out. In particular, we find that the parameter ξ related to reduction condition runs into
an infrared fixed point, in contrast to the one-loop perturbative predictions. Moreover,
despite the brute force ansatz for the effective average action, the Yang-Mills coupling
defined through the running of the 〈V γωω¯〉 vertex also freezes out, although the infrared
value of g
2∗
4pi
∼ 0.3 is very small compared to the value of g2∗
4pi
= 11.3, which was obtained
through FRG studies in the background field formalism [154]. The Yang-Mills coupling
thus even remains close to the perturbative regime. Also, we note that for the choice
h˙ = h˙X , the unified Yukawa operator grows, while in the other cases it decreases in the
course of the flow. This is desirable because once we consider an independent flow of hX
and hω, we must obtain a slightly different flow behavior in order to tune the system such
that hX = hω at k = 0. Also, differences in the running of the Yang-Mills coupling are
only found once the running deviates from the one-loop running indicated by the gray
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line. In fact, the (non-perturbative) Beta function in the one-loop limit is given by
βg2 = − g
4
(4pi)2
44
3
, (5.97)
but this expression is obtained without setting the auxiliary quantities to zero by hand.
Different choices for h˙ only influence the running of g2 in the non-perturbative regime.
Based on the last plot, we conclude that the mechanism of generating the non-zero
condensate of the auxiliary field ϕ and thus of the composite operator O is present,
leading to non-zero coset gluon and ghost masses.
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Figure 5.13: Running of the various quantities for the initial value ξΛ = 3.5. As expected,
the minimum runs towards positive values. Consequently, the flow can be integrated over
a large range of t and all quantities eventually freeze out. The gray lines in the plots of ξ
and g2 correspond to their respective one-loop flows.
However, as discussed earlier, we want to achieve a very small infrared value for the
parameter ξ, whereas for the current parameter combination it is even growing from the
already large initial value ξΛ = 3.5. This is already expected from the one-loop running
of ξ. In the current set-up, the one-loop limit including the auxiliary terms reads
ξ˙ =
g2
(4pi)2
(
8
3
ξ − 2ξ2 − 6
)
+
h2
24pi2
ξ(ξ − 1). (5.98)
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The first term is the standard term, which is negative for all values of ξ and therefore leads
to a growing of ξ. The second term has a positive sign at least for ξ > 1, which includes
the relevant initial values according to the analysis of the Beta function of vk. The
overall sign is then determined by the ratio h2/g2. Due to the importance of the Yukawa
coupling in this discussion, let us further improve our approximation by considering the
running of the Yukawa couplings hX and hω independently. The quartic couplings ζi
will still be kept at the simplified level, ζi = h
2
λ2
, choosing h2 = h2X , h2ω, or
1
2
(h2X + h
2
ω).
The initial values of hX and hω must then be tuned such that both quantities merge in
the infrared, yielding a BRST invariant effective action. To determine reasonable choices
for the initial values of the Yukawa operators, we proceed as follows. We make contact
with the numerical data from the lattice which state a coset gluon mass of mX = 1.2
GeV [8]. Since m2X = hX v, this fixes the initial value of hX . At the same time, hω
or rather the ratio hω/hX is tuned such that in the infrared, the condition hX = hω is
realized. In Fig. 5.14, we present the RG flow within such a setting with λ2,Λ = 10Λ2Zϕ,Λ
and Zϕ,Λ = 10−5, while Fig. 5.15 shows the corresponding flow of the masses. We find
that the ratio of the Yukawa operators at the cutoff must satisfy hω/hX > 1 in order to
guarantee the merging. Moreover, the desired gluon mass is achieved for an initial value
of hX,Λ ∼ 0.5√
Λ2Zϕ,Λ
. In terms of the renormalized and dimensionless couplings we thus
obtain λ2,Λ >> hΛ, as expected earlier. However, the order of magnitude of hX and hω
is not enough to lead to a diminishing of the gauge fixing parameter ξ, such that it still
increases to values larger than 1 before finally decoupling from the flow. In particular,
this implies that the coset ghost mass is even larger than the obtained coset gluon mass.
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Figure 5.14: RG flow in the case of independent Yukawa operators hX and hω. Each panel
shows three plots corresponding to the choices ζi =
{
h2X
λ2
,
h2X
λ2
, 12λ2 (h
2
X + h
2
ω)
}
represented
by plain, dashed, and dotted lines, respectively. However, all three cases lie on top of
each other. The top left panel shows the merging of hX (black) and hω (gray). In order
to achieve the merging, the bare value of hω must be chosen larger than hX . In the top
right and bottom right panel, the gray line corresponds to the one-loop flow of ξ and g2,
respectively.
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Figure 5.15: Flow of the coset gluon mass mX =
√
hX v (black) and the coset ghost mass
mω =
√
ξ hω v (gray) corresponding to the setting of Fig. 5.14.
So far, in this section, we showed by strictly non-perturbative methods that the
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minimum of the effective potential for the auxiliary field and associated with the vacuum
expectation value flows to non-zero and positive values, implying the generation of the
desired mass term for the coset field Xµ. We were able to tune the initial values of the
flow to make contact with lattice simulations of the coset gluon mass, our ansatz can
therefore be mapped to the physical region by means of the FRG flow. In particular,
we also tuned the Yukawa operators such that in the limit k → 0, the obtained effective
action is BRST invariant. However, the gauge fixing parameter ξ decouples at values
ξ >> 1. This implies a non-vanishing coset ghost mass, which in addition is larger than
the coset gluon mass by the factor
√
ξ. Moreover, in the sense of the Faddeev-Popov
trick, the related reduction condition also is not strictly incorporated as desired from the
viewpoint of the reformulated Yang-Mills theory, even though the perturbative picture is
at least improved as ξ takes a finite value.
5.3.5 Extension to SU(N)
In this subsection, we extend the flow equations of the SU(2) case to general SU(N). In
particular, this will enable us to consider the gauge group SU(3), where our construction
of a U(N − 1) = U(2) stability group really differs from the conventional MAG. If we
consider general N , we have to take into account the new sector SU(N − 1) within the
decomposition of the stability group, U(N − 1) = SU(N − 1)×U(1). First, we calculate
the anomalous dimensions of the corresponding residual field and residual ghosts. The
diagrams contributing to the two-point function of the SU(N−1) residual field are given
by
∂t
−1
: ∂˜t
{
,
ω
ω
,
V j
,
Cj }
, (5.99)
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where in the last two diagrams the loop consists of SU(N−1) residual fields and residual
ghosts, respectively. The transversally projected flow equation yields
−ηV (d− 1) =
− g
2
2
{
− 4vdV T1 l(BB)d1,1 [m2X ,m2X ; ηX , ηX ]− 4vdV T2 l(BB)d1,1 [m2X , ξm2X ; ηX , ηX ]
− 4vdV T3 l(BB)d1,1 [ξm2X , ξm2X ; ηX , ηX ] + 4vdV T4 m(BB)d1,1 [m2X ,m2X ; ηX , ηX ]
+ 4vdV
T
5 m
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
T
6 m
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
T
7 m
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
T
8 n
(BB)d
1,1 [m
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
T
9 n
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
T
10n
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
T
11n
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ]
}
− g2N
{
4vd
(
4− 4
d
)
m
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
+ 4vd
(
8
d
− 24
d(d+ 2)
)
n
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
}
− g
2(N − 1)
2
{
− 4vdET1 l(BB)1,1 [0, 0; ηV , ηV ] + 4vdET2 m(BB)1,1 [0, 0; ηV , ηV ]
+ 4vdE
T
3 n
(BB)
1,1 [0, 0; ηV , ηV ]
}
+ g2(N − 1)4vd
{
E¯T1 m
(BB)
1,1 [0, 0; ηC , ηC ] + E¯
T
2 n
(BB)
1,1 [0, 0; ηC , ηC ]
}
, (5.100)
with the anomalous dimensions
ηV = −∂t logZV,k, ηC = −∂t log
(
ZC,kZC¯,k
)1/2
, (5.101)
and the coefficients ETi and E¯Ti are defined in appendix D. For the transversally projected
flow, we obtain
1
λ2
(
−ηV λ− λ˙
)
=
111
5.3. Towards establishing the gluon-ghost condensate within the FRG
− g
2
2
{
− 4vdV L1 l(BB)d1,1 [m2X ,m2X ; ηX , ηX ]− 4vdV L2 l(BB)d1,1 [m2X , ξm2X ; ηX , ηX ]
− 4vdV L3 l(BB)d1,1 [ξm2X , ξm2X ; ηX , ηX ] + 4vdV L4 m(BB)d1,1 [m2X ,m2X ; ηX , ηX ]
+ 4vdV
L
5 m
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
L
6 m
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
L
7 m
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
L
8 n
(BB)d
1,1 [m
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
L
9 n
(BB)d
1,1 [m
2
X , ξm
2
X ; ηX , ηX ] + 4vdV
L
10n
(BB)d
1,1 [ξm
2
X ,m
2
X ; ηX , ηX ]
+ 4vdV
L
11n
(BB)d
1,1 [ξm
2
X , ξm
2
X ; ηX , ηX ]
}
− g2N
{
4vd
(
4− 4
d
)
m
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
+ 4vd
(
8
d
− 24
d(d+ 2)
)
n
(BB)d
1,1 [m
2
ω,m
2
ω; ηω, ηω]
}
− g
2(N − 1)
2
{
− 4vdEL1 l(BB)1,1 [0, 0; ηV , ηV ] + 4vdEL2 m(BB)1,1 [0, 0; ηV , ηV ]
+ 4vdE
L
3 n
(BB)
1,1 [0, 0; ηV , ηV ]
}
+ g2(N − 1)4vd
{
E¯L1 m
(BB)
1,1 [0, 0; ηC , ηC ] + E¯
L
2 n
(BB)
1,1 [0, 0; ηC , ηC ]
}
. (5.102)
Again, the coefficients ETi and E¯Ti are defined in appendix D. Regarding the anomalous
dimension of the residual SU(N − 1) ghosts, only one diagram contributes,
∂t
−1
: ∂˜t
{
Cj
V j }
. (5.103)
The corresponding flow equation is given by
ηC =
g2(N − 1)
d
{
− 4vd(d− 1 + λ)l(BB)1,1 [0, 0; ηV , ηC ] + 2λ m(BB)1,1 [0, 0; ηV , ηC ]
}
. (5.104)
In the one-loop limit, we recover the perturbative results given in Eq. (3.100),
ηV =⇒ 2γV , ηC =⇒ γC + γC¯ . (5.105)
Concerning the remaining flow equations, the expressions given in subsection 5.3.2 are
valid for allN but must be extended by diagrams that now can contain internal SU(N−1)
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lines. In particular, the following terms must be added. For the coset gluon two-point
functions, the additional diagram
∂˜t
{
V j
}
(5.106)
gives rise to
− ηX(d− 1) ∼
g2N(N − 2)
{
− 4vdXT1 [λ]l(BB)d1,1 [0,m2X ; ηV , ηX ]− 4vdXT2 [λ]l(BB)d1,1 [0, ξm2X ; ηV , ηX ]
+ 4vdX
T
3 [λ]m
(BB)d
1,1 [0,m
2
X ; ηV , ηX ] + 4vdX
T
4 [λ]m
(BB)d
1,1 [0, ξm
2
X ; ηV , ηX ]
+ 4vdX
T
5 [λ]n
(BB)d
1,1 [0,m
2
X ; ηV , ηX ] + 4vdX
T
6 [λ]n
(BB)d
1,1 [0, ξm
2
X ; ηV , ηX ]
}
,
1
ξ2
(
−ηXξ − ξ˙
)
∼
g2N(N − 2)
{
− 4vdXL1 [λ]l(BB)d1,1 [0,m2X ; ηV , ηX ]− 4vdXL2 [λ]l(BB)d1,1 [0, ξm2X ; ηV , ηX ]
+ 4vdX
L
3 [λ]m
(BB)d
1,1 [0,m
2
X ; ηV , ηX ] + 4vdX
L
4 [λ]m
(BB)d
1,1 [0, ξm
2
X ; ηV , ηX ]
+ 4vdX
L
5 [λ]n
(BB)d
1,1 [0,m
2
X ; ηV , ηX ] + 4vdX
L
6 [λ]n
(BB)d
1,1 [0, ξm
2
X ; ηV , ηX ]
}
,
(5.107)
where the first term corresponds to the new contribution to the transversally projected
equation, cf. Eq. (5.67), and the second one is the new addition to the longitudinally
part, cf. Eq. (5.68). Regarding the two-point function of the U(1) residual field, there
is no new contribution for N > 2. The coset ghost two-point function receives a new
contribution from the diagram
∂˜t
{ ω
V j
}
, (5.108)
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which reads
ηω ∼
g2N(N − 2)
2dG/Hd
{
− 32vd(d− 1 + λ)l(BB)d1,1 [0,m2ω; ηV , ηω] + 8vd(8λ+ d)m(BB)d1,1 [0,m2ω; ηV , ηω]
+ 16vd λ n
(BB)d
1,1 [0,m
2
ω; ηV , ηω]
}
. (5.109)
The flow of the residual U(1) ghosts remains trivial, η˜C = 0, and the flow of the two-
point function for the auxiliary field as well as the flow equation for the effective potential
receive no new contributions. Regarding the flow of hX , we have a new diagram
∂˜t
{
V j
}
, (5.110)
leading to a new term
h˙X ∼− 8vd g2N(N − 2) hX
d dG/H
{
(4 + λ)(d− 1)T¯ (BBB)d1,1,1 [0,m2X ,m2X ; ηV , ηX , ηX ]
+ ((ξ + 1)2(d− 1) + λ)T¯ (BBB)d1,1,1 [0, ξm2X , ξm2X ; ηV , ηX , ηX ]
}
. (5.111)
The flow of hω would obtain new terms coming from the diagram
∂˜t
{
V j
ω
ω
}
. (5.112)
However, just like in the case with an internal U(1) residual field, this diagram vanishes
under the projection rule. Finally, the 〈V γωω¯〉 vertex and thus the running of the Yang-
Mills coupling receives new terms coming from the diagrams
∂˜t
{ ω
V j
, V j
ω
ω
}
, (5.113)
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which read
βg2 ∼ 16vdg4N(N − 2)
d(N − 1)
{
(d− 1 + λ)l(BB)d1,1 [0,m2ω; ηV , ηω]− λm(BB)d1,1 [0,m2ω; ηV , ηω]
}
− 4vdg4N(N − 2)
d(N − 1) λ
{
2(4 + d)T¯
(BBB)d
1,1,1 [0,m
2
ω,m
2
ω; ηV , ηω, ηω]
− 4D¯(BBB)d1,1,1 [0,m2ω,m2ω; ηV , ηω, ηω]
}
. (5.114)
Note that all these additional contributions vanish for N = 2, as one would expect.
Moreover, in the one-loop limit and with the auxiliary quantities set to zero, all extended
flow equations agree with the perturbative one-loop results for general N , cf. Eq. (3.100).
This completes the set of extended flow equations, since the quartic auxiliary couplings
are approximated in the same way as before. Solving the extended algebraic system for
the anomalous dimension, we find that the solution for ηV remains finite for λ = 0. Thus,
we conclude from the flow equation (5.102) that λ = 0 is a fixed point, which we will
adopt in the numerical calculations. We examined the new equation system for the SU(3)
case. As before, we tuned hω such that in the limit k → 0 it takes the same value as hX ,
while hX is tuned such that the infrared target mass is achieved. In the SU(3) case in
the minimal option, reference [28] reports a value of mX = 1.15 GeV from the lattice.
Figs. 5.16 – 5.18 show the results in comparison with the SU(2) case.
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Figure 5.16: RG flow of the tuned SU(3) system. For comparison, the dashed lines
correspond to the flow in the SU(2) case with the same initial values. Consequently, the
Yukawa operators do not merge in the latter case. In the top left panel, the gray lines
correspond to hω and the black lines correspond to hX . Additionally, the plots of g2 and
ξ contain their respective SU(3) one-loop running as dotted lines. The data are obtained
using ζi =
h2X
λ2
and λ2,Λ = 1.
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Figure 5.17: The nomenclature of this plot is the same as in Fig. 5.16, however, here the
SU(2) data are tuned and the SU(3) case is just plotted with the same initial values for
comparison. For this data set, we used λ2,Λ = 10.
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Figure 5.18: (Left panel): Flow of the coset gluon mass mX (black) and ghost mass mω
(gray) corresponding to the set-up in Fig. 5.16. (Right panel): Flow corresponding to the
set-up in Fig. 5.17.
For the SU(3) system, we observe in principle the same behavior as for SU(2), as
expected. The system can be tuned in such a way that hX = hω in the infrared as well
as mX = 1.15 GeV. As before, a rather large initial value for ξ is necessary. Generally
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speaking, for the same set of initial data the infrared values for vk and the obtained coset
masses are larger for SU(3) and the same holds for ξ and the Yang-Mills coupling. In
Fig. 5.17, we observe a difference to the previously presented flow data in the sense that
the Yukawa operators do not decrease monotonically at the beginning of the flow, but
undergo a phase of increasing. Similarly vk does not grow monotonically but undergoes
a phase of decreasing again. This comes from the fact that the fine-tuned initial ratio
hω
hX
∣∣∣
Λ
for SU(3) is close to the upper bound before the system yields non-physical flows
and collapses. This upper bound exists because as mentioned earlier, the positive value
for vk is triggered by the ghost loop contribution in the effective potential. If hω becomes
too large in comparison to hX , the suppression of the ghost loop by m2ω = ξhωvk becomes
too strong compared to the suppression of the gluon loop. Apart from that, the same
conclusions as in the SU(2) case still hold. We can tune the action to be BRST invariant
in the infrared and we can match our truncation to the correct infrared physics in the
sense that the FRG flow maps it onto the coset gluon mass reported on the lattice. Yet,
we need large initial ξ values that grow to even larger values than those in the SU(2)
case, and consequently, the ratio between coset ghost and coset gluon mass is even bigger.
Still, the coset gluon becomes massive, implying that in SU(3), the non-Abelian residual
U(2) degrees of freedom are infrared dominant which can be regarded as evidence for the
non-Abelian infrared dominance within a non-Abelian dual superconductivity picture.
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Summary and outlook
In the present work, we investigated the existence of a certain mass dimension-two gluon-
ghost condensate by means of perturbative and non-perturbative techniques. Such con-
densates play an important role when it comes to explaining how infrared “Abelian”
dominance occurs within the dual superconductivity picture for quark confinement, i.e.,
how the “non-Abelian” degrees of freedom decouple from the theory. Such condensates
could in principle generate mass terms for these degrees of freedom, coming from the
quartic gluon-interaction of the Yang-Mills action.
A common attempt to realize the Abelian infrared effective theory is through a proce-
dure called Abelian projection, with the most famous variant being the maximal Abelian
gauge. It corresponds to a decomposition of the gauge group into SU(N)/H × H with
H = U(1)N−1 being the Abelian maximal torus subgroup. The coset degrees of freedom
are then fixed by a certain gauge fixing condition that corresponds to minimizing the
functional
∫
TrG/H AµA
µ. Within this theory, it was shown on the lattice that the re-
lated degrees of freedom acquire a mass dynamically. An analytical explanation for this
mass was provided by the existence of the mentioned condensates and examined in many
subsequent works, especially in the course of perturbative calculations. A criticism that
the results derived in this set-up, especially the existence of for the dual superconductiv-
ity crucial magnetic monopoles, may just be artefacts of the adopted gauge fixing, was
improved through recent studies on a reformulation of SU(N) Yang-Mills theory. The
maximal Abelian gauge is then just a special case of this more general approach. The
reformulation also revealed that there are actually several options for the decomposition
of the gauge group. A particularly interesting candidate appears in the previously over-
looked decomposition with respect to the stability group H = U(N − 1), which agrees
with the maximal Abelian gauge only for N = 2. The related condensate was the object
of interest in this thesis.
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In chapter 2, we set the theoretical foundations including a very brief introduction
to Yang-Mills theory as well as explanations with regard to the dual superconductivity
picture and the mentioned reformulation of SU(N) Yang-Mills theory. The reformulation
in particular is based on the Cho-Faddeev-Niemi decomposition of the gauge field, which
is defined in terms of an object called color field. Concerning the discussion whether
the condensate in this novel decomposition exists or not, it is sufficient to restrict this in
general space-time dependent color field to a fixed value, which simplifies the calculations
in an adequate way as the color field is difficult to handle analytically.
In chapter 3, we discussed the consequences of this approximation and performed a
one-loop analysis of the decomposed theory. We found that the stability group must
further be decomposed according to U(N − 1) = SU(N − 1)×U(1) and for the first time
obtained all relevant one-loop renormalization group functions. Especially, the SU(N−1)
sector, which is absent in the maximal Abelian gauge case, was carefully examined. Yet,
for N = 2 the maximal Abelian gauge case must be recovered, which provided an ex-
cellent cross-checking opportunity. Indeed, all results are in agreement with the existing
literature. In particular, we also encountered a well-known problem concerning the gauge
fixing parameter ξ related to the gauge fixing condition of the coset degrees of freedom,
namely that its running lacks a fixed point. In the second part of this chapter, we fur-
thermore discussed a necessary condition for the existence of the condensate, namely that
the related composite operator O = TrG/H
(
AµA
µ − 2iξCC¯) is multiplicatively renormal-
izable. This is a priori not clear, as in principle all condensates with the same quantum
numbers can mix under renormalization. Upon inserting them into the various two-point
functions, the mixing matrix was obtained and the condition of multiplicative renormal-
izability was found to be satisfied, in accordance with the N = 2 maximal Abelian gauge
case.
In chapter 4, we used these results to discuss the existence of the condensate by
means of the local composite operator formalism. Consequently, after performing a
Hubbard-Stratonovich transformation, we obtained the one-loop effective potential V (σ)
for the auxiliary field σ, where the vacuum expectation values of σ and O are related
as 〈σ〉 = g〈O〉. Indeed, we found a non-zero stationary point σ∗ away from the origin.
However, the corresponding vacuum energy V (σ∗) explicitly depends on the parameter ξ.
This would be a problem in the usual gauge fixing framework, but in our case the gauge
fixing condition has a different meaning. In the original reformulation of the Yang-Mills
theory, it reduces the enlarged color field extended gauge symmetry back to the theory
equipollent to the SU(N) Yang-Mills theory. We therefore refer to it as reduction con-
dition. In other words, even though the reduction condition is imposed, the full SU(N)
gauge symmetry is preserved. Due to our approximation of fixing the color field, however,
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the situation changes. The reduction condition appears as a gauge fixing-like term for the
coset gluon. Nevertheless, we took the standpoint that according to the previous argu-
ment, we should adopt the “physical” choice ξ = 0 in order to incorporate the reduction
condition in a Delta function like manner within the Faddeev-Popov framework. In this
case, the value V (σ∗) is negative and a non-zero coset gluon condensate is energetically
favored. This is a remarkable result because in particular for SU(3), the effective mass
term for the remaining field Xµ renders the residual degrees of freedom corresponding to
the non-Abelian stability group U(2) to be infrared dominant. As pointed out earlier, this
is in sharp contrast to the conventional MAG, where the residual degrees of freedom are
of the Abelian type. Therefore, we defined a novel scheme, the non-Abelian dual super-
conductivity, where the inherent monopoles would be non-Abelian as the corresponding
degrees of freedom are exactly encoded in the infrared dominant field Vµ ∈ Lie U(2).
Hence, the analytical analysis performed in this chapter supports the lattice simulations
that predicted exactly this fact. A possible way to extend the analysis is the transi-
tion to higher loop orders. Especially the behavior of the parameter ξ is interesting in
that regard. Still, we should keep in mind that performing the local composite operator
formalism to n-loop order requires the knowledge of all other RG functions up to (n+1)-
loop level. This renders especially the renormalization of the composite operator a very
difficult task, already at two-loop level.
In chapter 5, we attempted to improve these perturbative results within the frame-
work of the functional renormalization group, calculating the renormalization group flow
by means of the Wetterich equation. After a brief introduction to this technique, we
applied the FRG to a slightly different problem in order to demonstrate the usefulness of
this tool and how it can overcome shortcomings of perturbative approaches. In particular,
the problem under investigation was the derivation of lower Higgs mass bounds within a
Higgs-Yukawa toy model. Previous works applying perturbative methods, and using the
perturbatively renormalizable quartic bare Higgs effective potential, predicted instabili-
ties. Consequently, from the (meta-)stability requirement, lower Higgs mass bounds were
originally deduced. These were in tension with the experimental value for the Higgs mass
as well as with lattice simulations. Previous studies within the FRG then showed that the
class of quartic potentials does not exhibit any instabilities at all, in accordance with lat-
tice simulations, and even more, presented a mechanism that can lead to a diminishing of
the lower mass bound by generalizing the bare potentials to higher order self-interactions.
Roughly speaking, the inclusion of higher order operators in the effective bare potential
allows to choose negative bare values for the quartic coupling, such that the latter ends up
with smaller infrared values and therefore with smaller Higgs masses, as both quantities
are directly related. In this work, we further developed this line of research by consider-
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ing a gauged Higgs-Yukawa model together with another potential mechanism to further
diminish the mass bounds, the inclusion of generalized Yukawa interactions ∼ φ2n+1ψ¯ψ.
Gauging the model by coupling the Dirac fermions (quarks) of the Higgs-Yukawa model
to the color SU(N) gauge fields was an important step towards closing the gap between
the actual standard model and the simplified Higgs-Yukawa toy model. This is because
the gauge field fluctuations have a significant impact on the Yukawa coupling, which re-
lates to the fermionic fluctuations that trigger the symmetry breaking. In particular, we
demonstrated that all the key features observed in the simple Higgs-Yukawa model, such
as the diminishing of the lower Higgs mass bound through the inclusion of higher order
Higgs self-interactions, are still present in the gauged model - the gauging does not spoil
any of those effects. Concerning the higher Yukawa interactions, they indeed represented
another possibility to obtain Higgs masses below the conventional bound. However, the
mechanism behind the lowering was found to be the same, namely the higher order oper-
ators lead to an initial decrease of the quartic Higgs coupling which in turn yields lower
Higgs masses. Therefore, both effects coming from the generalized bare potentials and
the higher Yukawa operators do not stack.
In the second part of chapter 5, the FRG tools were applied to the original question
concerning the existence of the gluon-ghost condensate. We generated a situation quite
similar to the first part of this chapter by performing a Hubbard-Stratonovich transforma-
tion, introducing a scalar field ϕ representing the condensate together with a Yukawa-like
interaction ϕO and a O2 interaction term. This enabled us to apply the lessons learned
from the gauged Higgs-Yukawa model in a similar fashion, i.e., if the effective potential
for the scalar field developed a non-trivial minimum, the Yukawa-like interaction would
generate the desired mass term for the coset gluon. For simplicity, we firstly restricted
ourselves to the SU(2) case, in other words to the maximal Abelian gauge case. Working
with a gauge-fixed version of the effective average action, the symmetry we wanted to
preserve was the BRST symmetry. This usually translates into a series of highly involved
modified Slavnov-Taylor identities. In practical calculations, it is more reasonable to ig-
nore these identities and instead mimic BRST invariant flows in the sense that the action
at the initial scale is fine-tuned in order to recover an BRST invariant action at least in
the infrared. Following this path, we were able to show that the effective potential can
develop a non-trivial minimum associated with the condensate and thus to a non-zero
mass for the coset gluon and ghosts. The gauge fixing parameter was observed to decou-
ple from the flow as well, taking a finite infrared value in contrast to the perturbative
one-loop predictions. Moreover, despite the straightforward choice for the truncation of
the effective average action, the Yang-Mills coupling defined through the running of the
V ωω¯-vertex also exhibited a finite infrared fixed point, even though the value was much
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smaller than reported in other studies, for example in the more involved background field
formalism. Furthermore, it was possible to fix the bare values of the Yukawa operators
such that the infrared gluon mass takes the value reported in lattice studies. Yet, a
downside of our setting is always present. The described situation could only be achieved
for rather large values of the gauge fixing parameter, which is even growing a little fur-
ther before eventually freezing out. This is problematic for two reasons. First of all, we
wanted to achieve very small infrared values for the parameter ξ related to the reduction
condition, because this corresponds to incorporating the latter in the path integral as
a Delta functional within the Faddeev-Popov framework. Second, the ratio mω/mX is
exactly given by
√
ξ. The freezing values of the parameter ξ we found in our simulations
were all larger than 1, which implies that the obtained ghost mass is larger than the gluon
mass. The large initial value for ξ is necessary to obtain the non-trivial positive value for
the minimum vk. At the same time, we were not able to tune other initial values such
that ξ may decrease in the course of the flow. The situation did not change notably after
extending the analysis to the SU(3) gauge group, where the decomposition according
to the minimal option is qualitatively different from the MAG. Still, the fact that the
mechanism can be in principle observed within this approach marks a small step towards
a non-perturbative establishment of the condensate and a non-Abelian dual superconduc-
tivity pciture, since especially in the SU(3) case, the infrared dominant residual degrees
of freedom are non-Abelian and so are the related monopoles. The encountered situation
may be improved if one considers a more refined ansatz for the effective average action,
for example by incorporating the flow of the quartic auxiliary couplings ζi with their true
flow behavior rather than the approximation through h2
λ2
. Another possibility could be
to further resolve the interplay between the auxiliary field and the composite operator
in the Yukawa-like interaction term in the sense of allowing for field dependent Yukawa
couplings, just like in the case of the Higgs-Yukawa model investigated in the first part
of this chapter. Moreover, the fact that the last diagram in the flow equation of the hω
operator, cf. Eq. (5.82), actually vanished under the projection of zero external momenta
suggests that momentum dependent terms may be generated, and thus derivative terms
should be included, i.e., hω = hω(ϕ, p). Finally, in the future it may be interesting to leave
the color field spacetime dependent instead of fixing it, as we did in our approximation.
Results alongside this direction can be found, for example, in [155].
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Appendix A
Counterterm Lagrangian
In this appendix, we set up the counterterm Lagrangian corresponding to
L = LYM + iδB δ¯B
(
1
2
XaµX
µa − iξ
2
ωaω¯a
)
− iδB
[
C¯j
(
∂µV
µj +
λ
2
N j
)]
− iδB
[
C¯γ
(
∂µV
µγ +
α
2
Nγ
)]
. (A.1)
Upon defining the following set of counterterms,
∆1 = ZX − 1,
∆4 = ZVZ
−1
λ − 1,
∆7 = Zω − 1,
∆10 = Z
3/2
V Zg − 1,
∆13 = ZXZ
1/2
V Zg − 1,
∆16 = Z
2
VZ
2
g − 1,
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C Z
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C Z
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− 1,
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2
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2
X − 1,
∆18 = ZXZ˜VZ
2
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(A.2)
I
we write the counterterm Lagrangian in the form
Lc.t. =
∆1
1
2
Xaµ
(
gµν∂2 − ∂µ∂ν)Xaν + ∆2 12ξXaµ∂µ∂νXaν + ∆3 12V jµ (gµν∂2 − ∂µ∂ν)V jν + ∆4 12λV jµ ∂µ∂νV jν
+ ∆5
1
2
V γµ
(
gµν∂2 − ∂µ∂ν)V γν + ∆6 12αV γµ ∂µ∂νV γν + ∆7iω¯a∂2ωa + ∆8iC¯j∂2Cj + ∆9iC¯γ∂2Cγ
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νX
µcXνd −∆16 g
2
4
f jklf jmnV kµ V
l
νV
µmV νn
+ ∆17g
2
{
1
2
fakcf cjb
(
XaµX
µbV kν V
νj −XaµXbνV µkV νj
)− fabjf jklV kµ V lνXµaXνb}
+ ∆18g
2
{
1
2
faγcf cγb
(
XaµX
µbV γν V
νγ −XaµXbνV µγV νγ
)}
+ ∆19g
2fakcf cγb
{
XaµX
µbV kν V
νγ − 1
2
XaµX
νbV µkV γν −
1
2
XbµX
νaV µγV kν
}
−∆20 g
2
2ξ
fajbfakcV µjXbµV
k
ν X
νc −∆21 g
2
2ξ
N
2(N − 1)V
µγXaµV
γ
ν X
νa
−∆22 g
2
2ξ
faγbfakc
{
V µγXbµV
k
ν X
νc + V µkXcµX
b
νV
νγ
}
+ ∆23igf
ajb
{
ω¯a∂µ(V
µjωb) + ω¯aV µj∂µω
b
}
+ ∆24igf
aγb
{
ω¯a∂µ(V
µγωb) + ω¯aV µγ∂µω
b
}
+ ∆25igf
jklC¯j∂µ(V
µkC l) + ∆26igf
jabC¯j∂µ(X
µaωb)
+ ∆27igf
γabC¯γ∂µ(X
µaωb) + ∆28ig
2fakcf cjbω¯aωbV µkV jµ − i∆29g2
N
2(N − 1) ω¯
aωaV µγV γµ
+ ∆30ig
2fakcf cγbV kµ V
µγ
{
ω¯aωb + ω¯bωa
}
+ ∆31ig
2fabJf cdJ ω¯bωdXaµX
µ
c
+ ∆32
ξg2
4
fabJf cdJ ω¯aω¯bωcωd. (A.3)
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Appendix B
Derivation of the mass mixing matrix
In this appendix, we briefly explain how to determine the renormalization matrix of
the composite operator renormalization, deriving the diagrammatic equations for the
renormalization matrix elements. Let us write the mixing matrix (3.106) symbolically as
[ΦR]A = ZAB[ΦB]R. (B.1)
To obtain the entries of the mixing matrix Z, we have to insert each condensate [ΦB]R
into each two-point function and require cancellation of the emerging divergences.
Insertion into 〈XX〉
For the insertion into 〈XX〉 we obtain
δ1B · ≡ 〈XX[ΦB]R〉 =
ZB1
{
+
1
2
+
V j + V γ }
+ ZB2
{
V j
+
1
2
V j
}
+ ZB3
{
− ω
}
III
+ ZB4{0}+ ZB5
{
V γ
+
1
2
V γ
}
+ ZB6{0}. (B.2)
Note that due to the insertions, also tadpole diagrams must be taken into account, as they
also become divergent. By construction, an insertion of [ΦB]R into the two-point function
only yields non-zero contributions if the XX condensate is inserted. This explains the
δ1B on the left hand side. The right hand side can only generate such a tree level term
for B = 1 if Z11 possesses a tree part. On the other hand, this also implies that for B 6= 1
the renormalization factors ZB1 do not have a tree part.
Insertion into 〈V jV k〉
For the insertion into 〈V jV k〉 we obtain
δ2B· V j V k ≡ 〈V jV k[ΦB]R〉 = ZB1
{
1
2
V j V k
+ V j V k
}
+ ZB2
{
V j V k +
1
2
V j V k
V l
+ V j V k
V l
}
+ ZB3
{
−
V j V k
ω − 2 V j V k
ω
}
+ ZB4
{
− 2 V j V k
Cl
}
+ ZB5{0}+ ZB6{0}. (B.3)
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By the same arguments as before, only Z22 has the tree part, while all ZB2 with B 6= 2
do not possess a tree part.
Insertion into 〈ωω¯〉
For the insertion into 〈ωω¯〉 we obtain
δ3B · ω ω¯ ≡ 〈ωω¯[ΦB]R〉 =
ZB1
{
1
2
ω ω¯
}
+ ZB2
{
1
2
ω ω¯
V j
+ ω ω¯
V j
}
+ ZB3
{
ω ω¯ +
V j + V γ
ω ω¯ −
ω ω¯
ω
}
+ ZB4{0}+ ZB5
{
1
2
ω ω¯
V γ
+ ω ω¯
V γ
}
+ ZB6{0}. (B.4)
By the same arguments as before, only Z33 has the tree part, while all ZB3 with B 6= 3
do not possess a tree part.
V
Insertion into 〈CjC¯k〉
For the insertion into 〈CjC¯k〉 we obtain
δ4B · Cj C¯k ≡ 〈CjC¯k[ΦB]R〉 =
ZB1{0}+ ZB2
{
Cj C¯k
V l
}
+ ZB3{0}
+ ZB4
{
Cj C¯k + Cj C¯k
Cl
}
+ ZB5{0}+ ZB6{0}. (B.5)
By the same arguments as before, only Z44 has the tree part, while all ZB4 with B 6= 4
do not possess a tree part.
Insertion into 〈V γV γ〉
For the insertion into 〈V γV γ〉 we obtain
δ5B · V γ V γ ≡ 〈V γV γ[ΦB]R〉 =
ZB1
{
1
2
V γ V γ
+ V γ V γ
}
+ ZB2{0}
+ ZB3
{
−
V γ
ω
V γ
+ V γ V γ
ω
}
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+ ZB4{0}+ ZB5
{
V γ V γ
}
+ ZB6{0}. (B.6)
By the same arguments as before, only Z55 has the tree part, while all ZB5 with B 6= 5
do not possess a tree part.
Insertion into 〈CγC¯γ〉
For the insertion into 〈CγC¯γ〉 we obtain
δ6B · Cγ C¯γ ≡ 〈CγC¯γ[ΦB]R〉 =
ZB1{0}+ ZB2{0}+ ZB3{0}+ ZB4{0}+ ZB5{0}+ ZB6
{
Cγ C¯γ
}
. (B.7)
By the same arguments as before, only Z66 has the tree part, while all ZB6 with B 6= 6
do not possess a tree part.
At this point, we established the following shape of the mixing matrix,
ZAB = δAB + Z(1)AB. (B.8)
With this knowledge, we can reconsider the Eqs. (B.2) - (B.7) and derive the following
diagrammatic equations for the Z(1)AB, including their divergent parts,
Z
(1)
11 = −
{
1
2
+
V j + V γ }
= −g
2µ−2
(4pi)2
N
2
(
3
2
(ξ + 1) +
α + (N − 2)λ
N − 1
)
,
VII
Z
(1)
21 = −
{
V j
+
1
2
V j
}
= −g
2µ−2
(4pi)2
N(N − 2)
2(N − 1)
3
4
(ξ + 3),
Z
(1)
31 = −
{
− ω
}
= −g
2µ−2
(4pi)2
N,
Z
(1)
51 = −
{
V γ
+
1
2
V γ
}
= −g
2µ−2
(4pi)2
N
2(N − 1)
3
4
(ξ + 3),
Z
(1)
12 = −
{
1
2
V j V k
+ V j V k
}
= 0,
Z
(1)
22 = −
{
1
2
V j V k
V l
+ V j V k
V l
}
= −g
2µ−2
(4pi)2
3
4
(N − 1)(1 + λ),
Z
(1)
32 = −
{
−
V j V k
ω − 2 V j V k
ω
}
= 0,
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Z
(1)
42 = −
{
− 2 V j V k
Cl
}
= −g
2µ−2
(4pi)2
(N − 1)
2
,
Z
(1)
13 = −
{
1
2
ω ω¯
}
=
g2µ−2
(4pi)2
N
3 + ξ2
2
,
Z
(1)
23 = −
{
1
2
ω ω¯
V j
+ ω ω¯
V j
}
= −3g
2µ−2
(4pi)2
N(N − 2)
2(N − 1) ,
Z
(1)
33 = −
{ V j + V γ
ω ω¯ −
ω ω¯
ω
}
=
g2µ−2
(4pi)2
N
2
(
ξ − α + (N − 2)λ
N − 1
)
,
Z
(1)
53 = −
{
1
2
ω ω¯
V γ
+ ω ω¯
V γ
}
= −3g
2µ−2
(4pi)2
N
2(N − 1) ,
Z
(1)
24 = −
{
Cj C¯k
V l
}
= 0,
Z
(1)
44 = −
{
Cj C¯k
Cl
}
= 0,
IX
Z
(1)
15 = −
{
1
2
V γ V γ
+ V γ V γ
}
= 0,
Z
(1)
35 = −
{
−
V γ
ω
V γ
+ V γ V γ
ω
}
= 0.
(B.9)
With these results, we arrive exactly at the mixing matrix stated in Eq. (3.107).
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Appendix C
Threshold functions
In this appendix, we summarize the definitions of the threshold functions appearing in
the flow equations of chapter 5. Recalling the modified scale derivative
∂˜t =
∑
i=F,B
∫
q
∂t(Zi,k rk,i(q))
Zi,k
δ
δrk,i(q)
, (C.1)
where F = ψ stands for the Dirac fermion, while B stands for the bosonic fields, namely
the scalar field, gluon, and ghosts, as well as the generalized momenta
PF (q) = q
2(1 + rF,k)
2; PB = q
2(1 + rB,k), (C.2)
the threshold functions relevant for subsection 5.2.2 are defined according to
l(B)dn [ω; ηB] =
n+ δn,0
4vd
k2n−d
∫
q
[
∂tRB,k(q)
ZB,k
(PB(q) + ωk
2)−(n+1)
]
,
l(F)dn [ω; ηF] =
n+ δn,0
2vd
k2n−d
∫
q
[
PF(q) ∂t(ZF,k rF,k(q))
ZF,k(1 + rF,k)
(PF(q) + ωk
2)−(n+1)
]
,
l(FB)dn1,n2 [ω1, ω2; ηF, ηB] = −
1
4vd
k2(n1+n2)−d
∫
q
∂˜t
[
1
(PF(q) + k2ω1)n1(PB(q) + k2ω2)n2
]
,
m
(F)d
4 [ω; ηF] = −
1
4vd
k4−d
∫
q
q4∂˜t
[
∂
∂q2
1 + rF,k(q)
PF(q) + k2ω
]2
,
m
(F)d
2 [ω; ηF] = −
1
4vd
k6−d
∫
q
q2∂˜t

(
∂
∂q2
PF(q)
)
(PF(q) + k2ω)2
2 ,
XI
m
(B)d
2 [ω; ηB] = −
1
4vd
k6−d
∫
q
q2∂˜t

(
∂
∂q2
PB(q)
)
(PB(q) + k2ω)2
2 ,
m(FB)dn1,n2 [ω1, ω2; ηF, ηB] = −
1
4vd
k2(n1+n2−1)−d
∫
q
q2∂˜t
 1 + rF,k(q)
(PF(q) + k2ω1)n1
(
∂
∂q2
PB(q)
)
(PB(q) + k2ω2)n2
 ,
m˜(FB)dn1,n2 [ω1, ω2; ηF, ηB] = −
1
4vd
k2(n1+n2)−d
∫
q
∂˜t
[
1 + rF,k(q)
(PF(q) + k2ω1)n1
1
(PB(q) + k2ω2)n2
]
.
(C.3)
The threshold functions additionally appearing in section 5.3 read
l
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] = −
1
4vd
k4−d
∫
q
∂˜t
[
1
PB1 + k2ω1
1
PB2 + k2ω2
]
,
m
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
4vd
k4−d
∫
q
∂˜t
[
1
PB1 + k2ω1
−q2∂q2PB2
(PB2 + k2ω2)2
]
,
n
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
4vd
k4−d
∫
q
∂˜t
[
1
PB1 + k2ω1
q4∂q2∂q2
(
1
PB2 + k2ω2
)]
,
l¯
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] = −
1
8vd
k6−d
∫
q
1
q2
∂˜t
[
1
PB1 + k2ω1
1
PB2 + k2ω2
]
,
m¯
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
4vd
k6−d
∫
q
1
q2
∂˜t
[
1
PB1 + k2ω1
−q2∂q2PB2
(PB2 + k2ω2)2
]
,
n¯
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
4vd
k6−d
∫
q
1
q2
∂˜t
[
1
PB1 + k2ω1
q4∂q2∂q2
(
1
PB2 + k2ω2
)]
,
N
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] = −
1
4vd
k6−d
∫
q
q2∂˜t
[
∂q2PB1
(PB1 + k2ω1)2
∂q2PB2
(PB2 + k2ω2)2
]
,
T
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] = −
1
4vd
k6−d
∫
q
∂˜t
[
1
PB1 + k2ω1
1
PB2 + k2ω2
1
PB3 + k2ω3
]
,
T¯
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] = −
1
8vd
k8−d
∫
q
q2∂˜t
[
1
PB1 + k2ω1
1
PB2 + k2ω2
1
PB3 + k2ω3
]
,
D
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] =
1
4vd
k6−d
∫
q
∂˜t
[
1
PB1 + k2ω1
1
PB2 + k2ω2
−q2∂q2PB3
(PB3 + k2ω3)2
]
,
D¯
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] =
1
4vd
k4−d
∫
q
q2∂˜t
[
1
PB1 + k2ω1
1
PB2 + k2ω2
−q2∂q2PB3
(PB3 + k2ω3)2
]
.
(C.4)
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With the Litim regulator [136]
rB,k(q) =
(
k2
q2
− 1
)
Θ(k2 − q2); (1 + rF,k(q))2 = (1 + rB,k(q)), (C.5)
the momentum integrals can be solved analytically, yielding for the first set of threshold
functions
l(B)dn [ω; ηB] =
2(n+ δn,0)
d
(
1− ηB,k
d+ 2
)
1
(1 + ω)n+1
,
l(F)dn [ω; ηF] =
2(n+ δn,0)
d
(
1− ηF,k
d+ 1
)
1
(1 + ω)n+1
,
l(FB)dn1,n2 [ω1, ω2; ηF, ηB] =
2
d
1
(1 + ω1)n1(1 + ω2)n2
[
n1
1 + ω1
(
1− ηF,k
d+ 1
)
+
n2
1 + ω2
(
1− ηB,k
d+ 2
)]
,
m
(F)d
4 [ω; ηF] =
1
(1 + ω)4
+
1− ηF,k
d− 2
1
(1 + ω)3
−
(
1− ηF,k
2d− 4 +
1
4
)
1
(1 + ω)2
,
m
(F)d
2 [ω; ηF] =
1
(1 + ω)4
,
m
(B)d
2 [ω; ηB] =
1
(1 + ω1)4
,
m(FB)dn1,n2 [ω1, ω2; ηF, ηB] =
(
1− ηB,k
d+ 1
)
1
(1 + ω1)n1(1 + ω2)n2
,
m˜(FB)dn1,n2 [ω1, ω2; ηF, ηB] =
2n2
(d− 1)
(
1− ηB,k
d+ 1
)
1
(1 + ω1)n1(1 + ω2)n2+1
,
− 1 + ω1 − 2n1
d− 1
(
1− ηF,k
d
) 1
(1 + ω1)n1+1(1 + ω2)n2
.
(C.6)
For the second set we find
l
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
2
d
1
1 + ω1
1
1 + ω2
(
1
1 + ω1
[
1− ηB1
d+ 2
]
+
1
1 + ω2
[
1− ηB2
d+ 2
])
,
m
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
1 + ω1
1
(1 + ω2)2
[
1− ηB2
d+ 2
]
,
n
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
1 + ω1
1
(1 + ω2)2
(
1
1 + ω1
−
(
1 +
d
2
)[
1− ηB2
d+ 2
])
,
l¯
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
d− 2
1
1 + ω1
1
1 + ω2
(
1
1 + ω1
[
1− ηB1
d
]
+
1
1 + ω2
[
1− ηB2
d
])
,
m¯
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
1 + ω1
1
(1 + ω2)2
[
1− ηB2
d
]
,
XIII
n¯
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
1 + ω1
1
(1 + ω2)2
(
1
1 + ω1
− d
2
[
1− ηB2
d
])
,
N
(BB)d
1,1 [ω1, ω2; ηB1, ηB2] =
1
(1 + ω1)2
1
(1 + ω2)2
,
T
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] =
2
d
1
1 + ω1
1
1 + ω2
1
1 + ω3
(
1
1 + ω1
[
1− ηB1
d+ 2
]
+
1
1 + ω2
[
1− ηB2
d+ 2
]
+
1
1 + ω3
[
1− ηB3
d+ 2
])
,
T¯
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] =
1
d+ 2
1
1 + ω1
1
1 + ω2
1
1 + ω3
(
1
1 + ω1
[
1− ηB1
d+ 4
]
+
1
1 + ω2
[
1− ηB2
d+ 4
]
+
1
1 + ω3
[
1− ηB3
d+ 4
])
,
D
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] =
1
1 + ω1
1
1 + ω2
1
(1 + ω3)2
[
1− ηB3
d+ 2
]
,
D¯
(BBB)d
1,1,1 [ω1, ω2, ω3; ηB1, ηB2, ηB3] =
1
1 + ω1
1
1 + ω2
1
(1 + ω3)2
[
1− ηB3
d+ 4
]
.
(C.7)
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Appendix D
Coefficients in the FRG flow equations
We present the coefficients appearing in the flow equations of section 5.3. First, the
coefficients of the flow equations within the transversally projected two-point function of
the coset gluon, cf. Eq. (5.67), read
X¯T1 =
12
(d+ 2)d
− 5
d
+ 1,
X¯T3 = d−
12
(d+ 2)d
+
5
d
− 2,
X¯T5 =
6
(d+ 2)d
− 4
d
+ 2,
X¯T2 =
5ξ
d
− 12ξ
d(d+ 2)
− ξ,
X¯T4 = −
5ξ
d
+
12ξ
d(d+ 2)
+ ξ,
X¯T6 =
2ξ
d
− 6ξ
d(d+ 2)
,
(D.1)
and
XT1 [θ] = −
(d− 1) (8d2 + d(5θ + 4) + 10(θ − 2))
d(d+ 2)
,
XT2 [θ] =
(d− 1) (d2 (3ξ2 + 2ξ − 1)− d (θ + ξ2 − 2(θ + 1)ξ + 1)− 2 (θ + 5ξ2 − 2(θ − 1)ξ − 1))
d(d+ 2)ξ
,
XT3 [θ] = −
(d− 1) (d2(θ + 4) + d(9θ + 4) + 10θ − 8)
d(d+ 2)
,
XT4 [θ] = −
(d− 1) (d2(ξ + 1)2 + d (θ − 3ξ2 + 2ξ + 5) + 6θ − 6ξ2 − 4ξ + 2)
d(d+ 2)ξ
,
XT5 [θ] = −
2(d− 1)(d(θ + 4) + θ − 4)
d(d+ 2)
,
XT6 [θ] = −
2(d− 1) (d(ξ + 1)2 + θ + ξ2 + 2ξ + 1)
d(d+ 2)ξ
.
(D.2)
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Next, we present the coefficients in the longitudinally projected two-point function of the
coset gluon, cf. Eq. (5.68),
X¯L1 = −
12
(d+ 2)d
+
5
d
− 1,
X¯L3 =
12
(d+ 2)d
− 5
d
+ 1,
X¯L5 =
2
d
− 6
d(d+ 2)
,
X¯L2 = −
5ξ
d
+
12ξ
d(d+ 2)
+ ξ,
X¯L4 =
5ξ
d
− 12ξ
d(d+ 2)
,
X¯L6 =
6ξ
d(d+ 2)
,
(D.3)
and
XL1 [θ] = −
(d− 1) (d2(ξ − 1)2 + d ((θ + 2)ξ2 − 2(θ + 2)ξ + 2) + 2ξ((θ − 2)ξ − 2θ))
d(d+ 2)ξ2
,
XL2 [θ] =
d2 (−θ + ξ2 − 2ξ − 3)− d (5θ + 3ξ2 + 2ξ + 3) + 2 (−3θ + ξ2 + 2ξ + 3)
d(d+ 2)ξ
,
XL3 [θ] = −
(d− 1)(d((θ + 12)ξ − 8) + 6(θ + 4)ξ − 16)
d(d+ 2)ξ
,
XL4 [θ] =
−d2(ξ + 1)2 + d (−5(θ + 1) + 3ξ2 − 2ξ)− 22θ − 2ξ2 + 4ξ + 6
d(d+ 2)ξ
,
XL5 [θ] = −
2(d− 1)(θ + 12)
d(d+ 2)
,
XL6 [θ] = −
2 (d(ξ + 1)2 + 3θ − ξ2 − 2ξ − 1)
d(d+ 2)ξ
.
(D.4)
We proceed with the coefficients in the transversally projected two-point function of the
residual gluon, cf. Eq. (5.69),
V T1 = 4
(
4d+ 5
d2 + 2d
+ 2d− 5
)
,
V T2 = −
(d− 1) (d2 (3ξ2 − 2ξ − 1)− 2d (3ξ2 + 1)− 20ξ2 + 8ξ + 4)
d(d+ 2)ξ
,
V T3 =
4(d− 1)((d+ 2)ξ + 1)
d(d+ 2)
,
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V T4 = 4
(
d+
1
d
− 2
)
,
V T5 =
8(d− 1)2
d(d+ 2)
,
V T6 =
(d− 1)(ξ − 1) (d2(ξ − 1)− d(3ξ + 5)− 6ξ − 2)
d(d+ 2)ξ
,
V T7 =
2 (d2 − 1) (ξ − 1)2
d(d+ 2)ξ
,
V T8 =
(d− 1)(ξ − 1) (d2(ξ − 1) + d(9ξ − 1) + 10ξ − 2)
d(d+ 2)ξ
,
V T9 =
2 (d2 − 1) (ξ − 1)2
d(d+ 2)ξ
,
V T10 = 4−
4
d
,
V T11 =
8(d− 1)
d(d+ 2)
.
(D.5)
In the longitudinally projected case, cf. Eq. (5.70), we find
V L1 =
d3 + d2 − 6d+ 4
d2 + 2d
,
V L3 =
d2 − 2d+ 4
d2 + 2d
,
V L5 =
24(d− 1)
d(d+ 2)
,
V L7 =
2(d− 1)(ξ − 1)2
d(d+ 2)ξ
,
V L9 =
2(d− 1)(ξ − 1)2
d(d+ 2)ξ
,
V L11 =
24
d(d+ 2)
.
V L2 =
4(d− 1) (ξ2 + 1)
d(d+ 2)ξ
,
V L4 =
12(d− 1)
d
,
V L6 =
(d− 1)(ξ − 1)(d(ξ − 1)− 2(ξ + 3))
d(d+ 2)ξ
,
V L8 =
(d− 1)(ξ − 1)(d(ξ − 1) + 6ξ + 2)
d(d+ 2)ξ
,
V L10 =
12
d
,
(D.6)
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Finally, the coefficients related to the flow of the SU(N−1) residual field, cf. Eqs. (5.100)
and (5.102), are given by
E¯T1 = 1−
1
d
,
E¯L1 =
3
d
,
E¯T2 =
2
d
− 6
d(d+ 2)
,
E¯L2 =
6
d(d+ 2)
,
(D.7)
and
ET1 = −3dλ+
12λ
(d+ 2)d
− 16λ
d
+ 8d− 12
(d+ 2)d
+
16
d
+ 15λ− 20,
ET2 = 2dλ−
2λ
d
+ 4d+
4
d
− 8,
ET3 = −
8λ
d
+
12λ
d(d+ 2)
− 8
d
+
24
d(d+ 2)
− 24
d+ 2
+ 4λ+ 8,
EL1 = −
12λ
(d+ 2)d
+
4λ
d
+ d+
12
(d+ 2)d
− 4
d
− 1,
EL2 = −
2λ
d
− 12
d
+ 2λ+ 12,
EL3 =
4λ
d
− 12λ
d(d+ 2)
− 24
d(d+ 2)
+
24
d+ 2
.
(D.8)
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