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Prefazione 
In questo documento viene descritto il mio lavoro di tesi svolto presso il laboratorio di 
sicurezza dell‟Istituto di Informatica e Telematica (IIT) dell‟area C.N.R. di Pisa. 
Ho conosciuto la realtà del laboratorio di sicurezza nell‟anno 2005, durante uno stage 
svolto nell‟ambito del modulo professionalizzante nGrowth organizzato dalla facoltà 
d‟Ingegneria in collaborazione con la regione Toscana. Questa esperienza mi ha dato la 
possibilità di venire a contatto con i temi di ricerca dell‟IIT e allo stesso tempo di conoscere le 
persone che lavoravano in quel laboratorio. Due anni dopo ho preso in considerazione la 
possibilità di tornare in quella realtà interessante che avevo conosciuto tempo prima per 
svolgere il lavoro di tesi. In questo modo ho conosciuto il progetto europeo Security of 
Software and Services for Mobile Systems (S3MS) nel quale l‟IIT ha partecipato come 
partner. S3MS è un progetto di ricerca nato nel marzo del 2006 e terminato ufficialmente nel 
febbraio del 2008. Il progetto ha avuto come obiettivo principale lo sviluppo di strumenti e 
tecnologie in grado di migliorare gli attuali modelli di sicurezza progettati per le applicazioni 
desinate ai dispositivi mobili. L‟IIT ha partecipato al progetto interessandosi principalmente 
dei settori del Runtime Enforcement e del Contract/Policy Matching. 
Il presente lavoro di tesi sfrutta i risultati conseguiti nel settore del Runtime Enforcement 
per produrre una soluzione alternativa alla problematica del monitoraggio a tempo di 
esecuzione di applicazioni Java Micro Edition. 
Dopo uno studio iniziale del paradigma Security by Contract, cuore del framework 
S3MS, ho concentrato l‟attenzione sulle tecniche per la trasformazione di un programma Java. 
L‟analisi ha rivelato la fattibilità delle prime bozze sulla struttura dell‟architettura finale e mi 
ha fornito le conoscenze necessarie alla progettazione di un primo prototipo del sistema 
Trasformatore. Il passaggio successivo ha interessato la progettazione del sistema Monitor, in 
modo da costruire un ambiente simulato per testare l‟efficacia della soluzione proposta. Il 
Monitor utilizza una libreria di funzioni prodotta dall‟IIT durante lo studio delle tecniche di 
Runtime Enforcement. Questa situazione, unita alla possibilità di riutilizzare altri componenti 
sviluppati dai partner del progetto S3MS, è stata determinante per ottenere in tempi brevi un 
primo prototipo del sistema Monitor. Non appena ho terminato lo sviluppo dell‟architettura 
completa ho potuto iniziare la fase di testing su programmi Java Micro Edition. Ho impiegato 
l‟ultimo periodo del lavoro di tesi nel produrre un prototipo eseguibile del sistema di 
monitoraggio su un dispositivo mobile. Quest‟ultimo passaggio ha permesso di vedere 
realmente all‟opera l‟architettura nei suoi due momenti di elaborazione: off-device per la 
trasformazione e on-device per il monitoraggio. 
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Capitolo 1   
 
Introduzione alle 
Applicazioni per Dispositivi Mobili 
 
1.1. Sommario 
Nel primo capitolo del presente documento viene presentato lo scenario nel quale è 
inquadrato il lavoro di tesi. Nella sezione introduttiva viene descritto il problema oggetto del 
presente studio. Successivamente viene presentato il framework applicativo Java 2 Micro 
Edition evidenziandone le caratteristiche ed i limiti rispetto alle crescenti esigenze dei nuovi 
dispositivi portatili. Infine viene presentato il progetto europeo Security of Software and 
Services for Mobile Systems, nato per studiare questa classe di problematiche e nell‟ambito 
del quale è stato svolto il presente lavoro di tesi. 
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1.2. Introduzione 
1.2.1. Sommario 
 La sezione introduttiva ha il compito di delineare scopo e modalità del lavoro di tesi. 
Nella sezione Descrizione del problema viene descritto il problema che verrà trattato dal 
lavoro di tesi mentre nella sezione successiva viene presentata una breve descrizione 
dell‟organizzazione del lavoro di tesi. 
1.2.2. Descrizione del problema 
Negli ultimi anni, il crescente sviluppo tecnologico ha permesso la realizzazione di 
dispositivi portatili sempre più potenti ed efficienti. Una simile innovazione ha consentito di 
aumentare le opportunità nel campo della computazione mobile, permettendo ai dispositivi 
portatili di gestire funzionalità un tempo delegate prettamente agli ambienti desktop. 
Nello scenario della computazione mobile, il framework applicativo Java 2 Micro Edition 
(J2ME) si sta sempre più affermando come tecnologia di riferimento, grazie anche alle 
caratteristiche di sicurezza offerte dall‟ambiente d‟esecuzione. Il framework J2ME, pur 
utilizzando un modello di sicurezza efficace per il controllo delle applicazioni, non consente 
di specificare con sufficiente dettaglio, quali comportamenti dell‟applicazione possono essere 
considerati “dannosi” dall‟utente proprietario del dispositivo mobile, ed una simile mancanza 
di risoluzione lascia spazio ad esecuzioni potenzialmente rischiose di codice ritenuto corretto. 
Nel 2006 la comunità europea ha dato vita ad un progetto di ricerca denominato Security 
of Software and Services for Mobile Systems (S3MS) per lo sviluppo di modelli e strumenti in 
grado di fronteggiare simili problematiche, sempre più di primo piano con il diffondersi delle 
tecnologie mobili di ultima generazione. 
Il presente lavoro di tesi è stato svolto nell‟ambito del progetto S3MS e sfrutta i risultati 
conseguiti dal progetto per lo sviluppo di un nuovo approccio al problema del monitoraggio 
dell‟esecuzione di applicazioni J2ME. Il lavoro presentato è mirato alla realizzazione di 
un‟architettura in grado di estendere il modello di sicurezza J2ME attuale senza la necessità di 
modificarne la struttura originale. 
1.2.3. Organizzazione della tesi 
Il presente lavoro di tesi è suddiviso in quattro capitoli, ognuno di essi è dedicato ad un 
particolare aspetto dell‟analisi compiuta. 
 Capitolo 1: Introduzione alle Applicazioni per Dispositivi Mobili 
Il primo capitolo introduce lo scenario nel quale si configura il lavoro di tesi. Nella prima 
sezione viene presentata un‟introduzione alle problematiche aperte dalle nuove 
potenzialità dei sistemi mobili di ultima generazione. Successivamente viene analizzato il 
framework Java 2 Micro Edition, framework applicativo di riferimento per lo studio 
condotto, evidenziandone caratteristiche e limiti rispetto ai problemi identificati. Infine 
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viene presentato il progetto europeo di ricerca Security of Software and Services (S3MS), 
nato per studiare soluzioni alle problematiche. Il lavoro di tesi è stato svolto nell‟ambito 
del progetto S3MS e propone una nuova soluzione per approcciare le problematiche 
presentate nel contesto dei dispositivi mobili, sfruttando i risultati ottenuti dal progetto di 
ricerca. 
 Capitolo 2: La Soluzione Proposta 
Nel secondo capitolo viene descritta la soluzione proposta con il presente lavoro di tesi. 
Nella prima sezione vengono discusse le tecniche per il monitoraggio presenti in 
letteratura, mettendo in evidenza il motivo per cui sono inadeguate all‟interno del contesto 
dei dispositivi portatili di ultima generazione. Successivamente viene presentata una 
descrizione di alto livello dell‟architettura della soluzione progettata per superare i limiti 
delle tecniche presenti in letteratura, non adeguate al contesto dei dispositivi mobili. 
Nella seconda sezione viene descritta la prima fase elaborativa prevista dall‟architettura 
della soluzione. Nella sezione successiva viene analizzato il secondo momento di 
elaborazione previsto dall‟architettura. 
 Capitolo 3: Implementazione della Soluzione Proposta 
Nel terzo capitolo vengono discussi i dettagli riguardanti la realizzazione del prototipo 
della soluzione, prendendo in esame la composizione dei moduli software dei due processi 
identificati dalla soluzione proposta. Nell‟ultima sezione vengono descritti due casi di 
studio che mostrano il comportamento dell‟architettura con due applicazioni reali. 
 Capitolo 4: Conclusioni e Sviluppi Futuri 
L‟ultimo capitolo riassume la soluzione progettata discutendone le caratteristiche 
principali assieme ai possibili sviluppi futuri in caso di prosecuzione del lavoro 
presentato. 
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1.3. Framework di Riferimento 
1.3.1. Sommario 
In questa sezione vengono introdotti i principali concetti relativi al framework applicativo 
per dispositivi mobili analizzato nel presente lavoro di tesi. Dopo una breve panoramica sulle 
tendenze del mondo dei dispositivi mobili, viene preso in esame il framework Java 2 Micro 
Edition (J2ME o Java ME), ambiente d‟esecuzione per le applicazioni destinate ai dispositivi 
mobili. In questa analisi vengono mostrate le caratteristiche dell‟architettura J2ME, mettendo 
in evidenza come alcuni meccanismi di sicurezza presentano dei limiti, se analizzati nei 
confronti delle crescenti esigenze nate dal progresso delle piattaforme mobili. 
1.3.2. Panorama sullo Sviluppo del Software per Dispositivi Mobili 
Negli ultimi anni il crescente sviluppo tecnologico ha permesso la realizzazione di 
dispositivi portatili sempre più potenti ed efficienti. La capacità di calcolo media dei 
dispositivi portatili attualmente in commercio, è paragonabile alla potenza di elaborazione di 
un calcolatore desktop di alcuni anni fa ed una simile innovazione tecnologica, ha dato vita a 
nuove opportunità nel campo della computazione mobile. 
Dispositivi portatili come computer palmari, PDA/Pocket PC e smartphone offrono 
all‟utente una vasta gamma di risorse in termini di elaborazione e connettività, rendendo 
possibile l‟esecuzione di complesse applicazioni un tempo delegate solamente ad ambienti 
desktop. 
Il progresso mobile sta offrendo, contestualmente ad un‟elettronica sempre più avanzata e 
dalle dimensioni contenute, nuove piattaforme software adeguate allo sviluppo di applicazioni 
per i nuovi dispositivi. Il mercato offre diverse soluzioni per lo sviluppo del software, la 
maggior parte delle quali sono funzione del sistema operativo previsto per lo specifico 
dispositivo mobile in questione. Tuttavia esistono alcune eccezioni  non legate al particolare 
sistema operativo ospitante come ad esempio la piattaforma Java 2 Platform Micro Edition 
[1]. 
In questa sezione viene analizzata l‟architettura J2ME [1], in quanto scelta come 
framework di riferimento per lo studio condotto nell‟ambito del lavoro di tesi. Partendo dalle 
generalità sul framework, vengono descritti i principali componenti dell‟architettura con 
particolare attenzione al modello di sicurezza fornito di default dalla piattaforma. 
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1.3.3. Java 2 Micro Edition 
Introduzione 
Il linguaggio Java, inizialmente definito per lo sviluppo di applicazioni client (Java 2 
Standard Edition, J2SE) e di applicazioni server (Java 2 Enterprise Edition, J2EE), è stato 
opportunamente adattato per la programmazione di dispositivi mobili come telefoni cellulari e 
computer palmari (tipicamente conosciuti come MID, Mobile Information Device). 
La SUN MicroSystems, a questo scopo, ha rilasciato una piattaforma chiamata Java 2 
Micro Edition [1]. La soluzione proposta coniuga i vantaggi dell‟utilizzo di Java, quali 
portabilità del codice e sicurezza dell‟ambiente di esecuzione, alla necessità di un ambiente di 
esecuzione per le applicazioni destinate ai dispositivi con limitate risorse di connettività e di 
calcolo. 
J2ME [1] è una architettura che si rivolge ad una moltitudine di apparecchi anche 
profondamente diversi tra di loro (Internet ScreenPhone, cerca persone, telefoni cellulari, 
PDA, elettrodomestici, ...) per questo motivo SUN ha definito una architettura ed una serie di 
librerie di classi per affrontare in modo univoco la programmazione di questi dispositivi. 
 
Figura 1 - Piattaforma J2ME 
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Architettura 
La piattaforma che viene analizzata in questa sezione è denominata J2ME Connected 
Limited Device Configuration (J2ME CLDC) [2]. E‟ una tecnologia che consente una 
moltitudine di applicazioni e servizi differenti: giochi, messaggistica, web-services, mobile 
commerce, ecc. 
Tipicamente la piattaforma J2ME CLDC, prevede un insieme di componenti che possono 
essere raggruppati in tre categorie principali: la Virtual Machine, un insieme di API di base ed 
alcuni strumenti. La Virtual Machine è denominata Kilo Virtual Machine (KVM), le API 
sono un insieme di classi che fanno parte delle librerie CLDC e del MIDP, mentre gli 
strumenti di servizio sono il preverificatore ed il Java Code Compact (JCC). 
La KVM è un‟implementazione minimale della Java Virtual Machine (JVM), che occupa 
pochi Kilobytes, adatta a dispositivi dalle risorse limitate. Può essere immaginata come un 
livello software superiore allo strato del sistema operativo e il suo scopo principale consiste 
nell‟esecuzione dei programmi compilati (i Class Files). Il CLDC (Connected Limited Device 
Configuration) fornisce un set di librerie base assieme alle componenti della virtual-machine 
necessarie in dispositivi capaci di connettersi alla rete e dalle risorse limitate quali sono i 
MID. 
Il MIDP [3] (Mobile Information Device Profile) è un insieme di librerie ad un livello 
superiore al CLDC. Il MIDP estende il CLDC aggiungendo funzioni specifiche per la 
gestione della grafica, supporto al networking, gestione della sicurezza e memorizzazione 
persistente dei dati. 
 
Figura 2 - Architettura di Alto Livello J2ME CLDC 
Le applicazioni sviluppate per la piattaforma J2ME CLDC sono chiamate MIDlet. 
Vengono scaricate sul dispositivo nella forma di due differenti file: l‟archivio Java (JAR) ed il 
Java Application Descriptor (JAD). Il File JAR è un archivio che contiene i seguenti file: il 
JAR Manifest, i Class Files ed i file risorsa. Il Manifesto JAR è un file di testo contenente 
alcuni attributi della MIDlet tra cui il nome, il vendor ecc. I Class Files sono i file delle classi 
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compilate e preverificate mentre i file di risorsa sono tutti gli altri file che vengono utilizzati 
dall‟applicazione come ad esempio file d‟immagine o suoni. 
Un Archivio JAR può contenere più di una MIDlet e l‟insieme delle MIDlet nel file JAR 
viene chiamato MIDlet Suite. Il File JAD, invece , è un file contenente un insieme di attributi, 
come la versione del MIDP o il nome della MIDlet, necessari per l‟esecuzione 
dell‟applicazione. Alcuni di questi attributi sono obbligatori, mentre altri sono opzionali. 
Il modulo software residente sul dispositivo, responsabile della gestione delle MIDlet (in 
termini di operazioni come downloading, installazione, esecuzione ecc.), viene chiamato 
Application Management System (AMS) o Java Application Manager (JAM). 
Il ciclo di vita di un programma J2ME, rispetto ad un programma J2SE, include una fase 
aggiuntiva denominata preverifica (compiuta dal preverificatore). Il preverificatore controlla 
tutte le classi Java, in modo da garantire l‟assenza di situazioni potenzialmente dannose nel 
byte code analizzato. Il risultato di quest‟analisi, svolta a tempo di compilazione, viene 
memorizzato in un attributo del codice byte code e successivamente analizzato nel momento 
in cui viene richiesta l‟esecuzione della MIDlet (dettagli rimandati al capitolo dedicato). Il 
Java Code Compactor (JCC, o ROMizer o System Class Prelinker) è incaricato di compiere 
quello che va sotto il nome di processo di ROMizing. L‟idea è di collegare queste classi off-
line, poi creare un file immagine delle classi usate ed infine linkare il file alla KVM (è un 
metodo per eseguire la fase di collegamento alternativo rispetto al meccanismo di Class 
Loading che risolve i riferimenti on-demand. Tipicamente questo procedimento viene 
utilizzato per ridurre i tempi di startup della KVM). 
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1.3.4. Modello di Sicurezza del framework J2ME CLDC 
Il modello di sicurezza [4] della piattaforma J2ME CLDC include dei meccanismi sia a 
livello CLDC che a livello MIDP. Gli aspetti di sicurezza del framework J2ME CLDC 
possono essere classificati in sicurezza low-level, sicurezza a livello di applicazione e 
sicurezza end-to-end: 
 La sicurezza di tipo low-level è pensata per la protezione della Virtual Machine. In 
generale, il ruolo di questo meccanismo di protezione è mirato ad assicurare che il 
class file caricato nella Virtual Machine non compia operazioni non consentite dalle 
specifiche della JVM stessa. 
 La sicurezza di livello applicativo viene intesa come la possibilità da parte 
dell‟applicazione Java, di accedere a tutte e sole quelle librerie, risorse di sistema ed 
altri componenti resi disponibili dall‟ambiente di esecuzione Java e dal dispositivo 
stesso. 
 Alla sicurezza di livello end-to-end viene attribuito un ambito più ampio, volendo 
interessare tutti gli aspetti legati alla sicurezza in termini di networking. Il principale 
obiettivo della sicurezza end-to-end interessa la consegna affidabile di dati e codice, 
tra la macchina server e il dispositivo client. 
Nella piattaforma J2ME CLDC, il livello CLDC si occupa della sicurezza di tipo low-level 
e parte della sicurezza di tipo applicativo mentre il MIDP cura parte della sicurezza di tipo 
applicativo ed gli aspetti della sicurezza end-to-end. 
Sicurezza nel CLDC 
Per capire a fondo il modello di sicurezza [4] adottato nel CLDC, è importante notare 
come il CLDC sia caratterizzato dalla mancanza di alcune componenti Java – tipicamente 
presenti nelle piattaforme Java Standard (J2SE/EE) – volutamente eliminate per motivi di 
sicurezza e per non abbattere le prestazioni in dispositivi dalle risorse limitate. Le componenti 
Java eliminate nella piattaforma J2ME sono le seguenti: 
 Eliminate le Java Native Interface (JNI): per motivi di sicurezza e di performance le 
JNI sono state eliminate dal CLDC. Al loro posto tuttavia sono state fornite le Kilo 
Native Interface (KNI), un sottoinsieme delle JNI, invisibili al programmatore Java, 
che non consente di caricare ed invocare dinamicamente una generica funzione nativa 
da un programma Java (azione la quale potrebbe generare dei potenziali rischi in 
assenza del completo modello di sicurezza previsto nella Standard Edition). Quindi le 
KNI vengono solamente usate per aggiungere funzioni native alla Virtual Machine e 
non per lo sviluppo di programmi utente. 
 L‟utente non può definire un suo Class Loader: principalmente per motivi di 
sicurezza, il Class Loader nel CLDC è un componente fornito dal framework ed 
eseguito al bootstrap della Virtual Machine. Il Class Loader fornito dal CLDC non può 
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essere ridefinito, riconfigurato o rimpiazzato da un generico Class Loader 
programmato dall‟utente. Questa scelta è una delle restrizioni previste dal modello 
Sandbox adottato nell‟architettura CLDC per la sicurezza di livello applicativo. 
 Eliminati i gruppi di Thread assieme ai Daemon Thread: Anche se il CLDC supporta 
il multithreading, sono state rimosse le funzioni per la gestione dei gruppi di thread e 
dei daemon thread. 
 Nessun supporto per la riflessione: La riflessione non è supportata quindi non sono 
neanche supportate caratteristiche come l‟invocazione remota di metodi (RMI) né la 
serializzazione degli oggetti. 
Low-Level Security 
La sicurezza Low-Level del CLDC è principalmente basata sul controllo dei tipi. Il 
modulo software incaricato di eseguire il controllo sui tipi è il Verificatore. Il Verificatore si 
assicura che il byte code, assieme a tutti gli oggetti memorizzati nel Class File, non contenga 
istruzioni illegali, non venga eseguito in ordine errato e che non siano presenti riferimenti a 
locazioni o ad aree di memoria esterne alla memoria dedicata agli oggetti Java (heap). 
Dato che il tipico processo di verifica adottato nella Standard Edition del Class File è 
troppo oneroso per i dispositivi con risorse limitate, i Class File, prima di essere salvati sul 
dispositivo target, vengono preverificati sulla piattaforma di sviluppo. In questo modo il 
verificatore della KVM può compiere solamente un‟unica scansione lineare del byte code, 
senza la necessità di eseguire il costoso algoritmo per l‟analisi iterativa del flusso dei dati, 
previsto nelle versioni Java desktop. 
Application-Level Security 
La sicurezza di livello applicativo viene assicurata nel CLDC tramite un modello 
denominato Sandbox, il quale è incaricato di proteggere le classi di sistema e di limitare il 
caricamento dinamico delle classi: 
 Modello Sandbox: Il modello Sandbox del CLDC prevede che un‟applicazione deve 
essere eseguita in un ambiente chiuso, dal quale può accedere solamente alle librerie 
della configurazione, del profilo e dei package opzionali eventualmente previsti dal 
dispositivo. Più in dettaglio il modello Sandbox del CLDC richiede che: 
1. I Class File siano tutti propriamente preverificati e contengano tutti delle classi 
Java valide. 
2. Solo un insieme di API chiuso e predefinito deve essere accessibile al 
programmatore, cioè tutte e sole le API definite dal CLDC, MIDP e dai 
package specifici previsti dal dispositivo. 
3. Il Download, l‟istallazione e la gestione delle MIDlet sul dispositivo deve 
avvenire a livello nativo, all‟interno della Virtual Machine. Il programmatore 
non deve poter modificare o superare, in nessun modo, il meccanismo standard 
di caricamento delle classi della Virtual Machine stessa. 
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4. L‟insieme delle funzioni accessibili dalla Virtual Machine è chiuso. In questo 
modo gli sviluppatori non possono eseguire il download di nuove librerie 
contenenti funzioni native per la Virtual Machine o accedere a nessuna 
funzione nativa che non sia parte delle librerie Java fornite con il CLDC, 
MIDP o coi i package opzionali. 
 Protezione delle Classi di Sistema: Nel CLDC, il programmatore non può ridefinire, 
modificare o aggiungere classi ai package di sistema, ossia ai package che 
appartengono alle librerie del CLDC, MIDP o dei package opzionali. In questo modo 
le classi di sistema vengono protette dalle applicazioni scaricate sul dispositivo dalla 
rete. Un metodo usato per effettuare questi controlli consiste nello svolgere il lookup 
delle classi partendo sempre dalle classi di sistema. Per contro, con una simile 
soluzione, è necessario garantire anche che gli sviluppatori non possano modificare 
l‟ordine di lookup delle classi. 
 Restrizioni del caricamento dinamico delle Classi: un‟importante restrizione imposta 
nel CLDC riguarda il caricamento dinamico delle classi: un applicazione Java può 
caricare dinamicamente solamente le classi che appartengono al suo archivio JAR. 
Questa restrizione assicura che: 
1. Le applicazioni Java di un dispositivo non possono interferire l‟una con l‟altra 
né rubare dati l‟una dall‟altra. 
2. Le applicazioni sviluppate da terze parti non possono ottenere l‟accesso ai 
componenti privati o protetti delle classi Java che il costruttore del dispositivo 
o i fornitori di servizi hanno installato come applicazioni del sistema. 
La Sicurezza nel MIDP 
In questo paragrafo viene trattata l‟architettura di sicurezza prevista nei profili MIDP 1.0 
e MIDP 2.0. Sebbene entrambi i modelli previsti dalle due versioni del profilo MIDP sono 
limitati, se paragonati all‟architettura di sicurezza del J2SE o J2EE, nel MIDP 2.0 sono 
presenti più meccanismi rispetto a quelli previsti dal MIDP 1.0. Inoltre il MIDP 2.0 fornisce 
alle MIDlet un insieme maggiore di capabilities rispetto al MIDP 1.0 e parallelamente un 
insieme di meccanismi di protezione adeguati al controllo delle capabilities fornite. 
Meccanismi del MIDP 1.0 
La sicurezza delle applicazioni MIDP 1.0 è basata sul modello Sandbox. Il modello di 
sicurezza Sandbox fornito con il MIDP 1.0 (e CLDC) è differente rispetto al modello 
Sandbox convenzionale [5]. Infatti non esiste nessun Security Manager né esistono Security 
Policies (come per J2SE/EE) per regolare il controllo degli accessi. 
E‟ bene notare che il MIDP 1.0 consente alle MIDlet una forma di memorizzazione 
persistente dei file tramite quel meccanismo che va sotto il nome di Record Store. Tuttavia la 
condivisione dei Record Store tra MIDlet suite differenti non è consentito, in questo modo 
una MIDlet non ha nessun modo per accedere ai dati memorizzati da un‟altra MIDlet. Questo 
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offre un buon livello di protezione della MIDlet nei confronti della memorizzazione 
persistente. 
Per quanto riguarda la sicurezza end-to-end, le specifiche del MIDP 1.0 non includono 
nessuna funzionalità criptografica. L‟unico protocollo di rete fornito con il MIDP 1.0 è il 
protocollo HTTP. Le MIDlet suite vengono scaricate sul dispositivo dalla rete senza nessun 
meccanismo di garanzia utilizzando connessioni HTTP o WAP. Il Basic Access 
Authentication Scheme del protocollo HTTP è l‟unico meccanismo di sicurezza obbligatorio 
previsto, anche se non costituisce una protezione forte. Dato che le MIDlet nel MIDP 1.0 non 
possono essere firmate, integrità ed autenticazione non possono essere verificate con questa 
versione del profilo. 
Meccanismi del MIDP 2.0 
Il MIDP 2.0 [3] controlla l‟accesso alle API protette mediante un meccanismo di 
concessione dei permessi ai domini di protezione e collegando ogni MIDlet sul dispositivo ad 
un particolare dominio di protezione. In questo modo ogni MIDlet riceverà tutti i permessi 
associati al dominio di protezione al quale è legata. Una MIDlet viene associata ad un 
dominio di protezione mediante una precisa procedura che consente all‟AMS di autenticare 
l‟origine della MIDlet ed identificare il dominio di protezione adeguato da associare alla 
MIDlet. Se una MIDlet può essere autenticata, viene qualificata come trusted, diversamente 
viene classificata come untrusted. Il MIDP 2.0 introduce la possibilità di condividere Record 
Store tra MIDlet suite (vedi dopo dettagli). Inoltre nel MIDP 2.0, a differenza del MIDP 1.0, 
l‟aspetto di sicurezza end-to-end viene garantito usando il protocollo HTTPS. 
 API Sensibili 
Nel MIDP 2.0 alcune funzioni del dispositivo sono messe a disposizione dei 
programmatori delle MIDlet, tuttavia queste capabilities vengono controllate 
attraverso dei permessi. Dunque un insieme di APIs viene considerato come 
interfaccia tra la MIDlet e la risorsa messa a disposizione dal dispositivo. L‟insieme 
delle API che hanno questa caratteristica vengono definite sensibili. Le API sensibili 
nel MIDP 2.0 sono tutte le API relative al networking assieme all‟interfaccia verso il 
PushRegistry, quel componente del sistema incaricato di eseguire automaticamente 
una MIDlet. Di  seguito vengono elencate le API sensibili di base. Nel caso venissero 
aggiunti pacchetti opzionali questo elenco comprenderebbe anche le API del nuovo 
pacchetto. 
 
javax.microedition.io.Connector.http 
javax.microedition.io.Connector.socket 
javax.microedition.io.Connector.https 
javax.microedition.io.Connector.ssl 
javax.microedition.io.Connector.datagram 
javax.microedition.io.Connector.serversocket 
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javax.microedition.io.Connector.datagramreceiver 
javax.microedition.io.Connector.comm 
javax.microedition.io.PushRegistry 
 
 Permessi e Domini di Protezione 
L‟accesso alle API critiche (o sensibili) è protetto dai permessi. Un Dominio di 
Protezione definisce un insieme di permessi, e per ogni permesso il dominio di 
protezione stabilisce il livello d‟accesso alla API protetta dal permesso. Il livello di 
accesso può essere Allowed o User. Un permesso con valore Allowed indica che la 
MIDlet può accedere alla funzione in modo diretto, diversamente il valore User 
significa che l‟utente deve approvare questo accesso. L‟approvazione dell‟accesso 
all‟API sensibile può essere effettuata mediante una delle seguenti modalità 
d‟interazione: 
o Blanket: Il permesso concesso sarà valido per ogni invocazone dell‟API 
protetta fino a che la MIDlet non viene disinstallata o il permesso non verrà 
cambiato dall‟utente. 
o Session: Il permesso sarà valido durante l‟esecuzione della MIDlet (qualsiasi 
MIDlet appartenente alla MIDlet suite). Ad ogni nuova esecuzione della 
MIDlet, l‟utente è chiamato a concedere nuovamente il permesso prima 
dell‟invocazione dell‟API protetta. 
o Oneshot: L‟utente è chiamato a concedere (o negare) l‟esecuzione dell‟API 
protettta ad ogni invocazione della stessa. 
 
Figura 3 - ScreenShot Emulatore: scelta della modalità di interazione causata dall'invocazione della 
javax.microedition.io.Connector.open 
Come aggiunta alle specifiche del MIDP 2.0, i domini di protezione predefiniti sono 
classificabili in quattro categorie diverse: 
 Manufacturer 
 Operator 
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 Trusted third party 
 Untrusted Domain. 
In alcune documentazioni, i domini di protezione Manifacturer ed Operator sono conosciuti 
rispettivamente con il nome di Maximum e Minimum. 
 Concessione dei permessi alle MIDlets 
Ad ogni MIDlet suite (ad ogni MIDlet della MIDlet suite) vengono concessi i 
permessi applicando uno dei seguenti principi: 
o Ogni MIDlet Suite è associata ad un dominio di protezione. 
Quest‟associazione dipende dal grado di fiducia che il dispositivo assegna alla 
MIDlet suite. Una MIDlet suite può essere o trusted o untrusted. Una MIDlet 
suite viene catalogata untrusted se origine ed integrità del suo archivio JAR 
non può essere determinato in modo attendibile dal dispositivo. Le MIDlet 
suite sviluppate per MIDP 1.0 sono considerate untrusted per il MIDP 2.0. Una 
MIDlet suite può essere considerata trusted nel MIDP 2.0 se il dispositivo è in 
grado di autenticare l‟origine della suite e verificare che il file JAR non è stato 
alterato. 
o Una MIDlet suite può richiedere un insieme di permessi attraverso una lista 
che può essere specificata in due attributi del file JAD: 
1. L‟attributo MIDlet-Permission elenca i permessi che sono vitali (critici) 
per l‟esecuzione della MIDlet. 
2. L‟attributo MIDlet-Permission-opt elenca i permessi che possono 
essere richiesti durante l‟esecuzione ma la MIDlet può continuare la 
sua esecuzione qualora questi non vengano concessi (non-critici). 
La presenza di questi due attributi nel JAD file, consente all‟AMS di verificare 
che la MIDlet suite associata è idonea per il dispositivo prima di caricare il file 
JAR. 
o Se l‟attributo MIDlet-Permission è definito ed il corrispondente insieme di 
permessi è A, allora l‟insieme di permessi concessi alla MIDlet suite è uguale 
ad A se A è incluso nell‟insieme di permessi concessi al dominio di protezione. 
o Se l‟attributo MIDlet-Permission non è definito allora l‟insieme dei permessi 
concessi alla MIDlet è uguale all‟insieme dei permessi concessi al dominio di 
protezione. 
 Trusting MIDlet suite 
Il processo per determinare se una MIDlet suite è trusted o untrusted è strettamente 
legato al dispositivo. Alcuni dispositivi classificano come trusted solo le MIDlet suite 
ottenute da alcuni server. Altri dispositivi invece sono in grado di supportare 
solamente MIDlet suite untrusted. Altri dispositivi ancora autenticano le MIDlet suite 
usando l‟architettura PKI (Public Key Infrastructure). Quindi vengono considerate 
trusted le MIDlet Suite firmate. 
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 Memorizzazione Persistente 
Nel MIDP 2.0 una MIDlet suite può memorizzare i propri dati in modo persistente in 
una propria area di memorizzazione. L‟unità d‟immagazzinamento nella piattaforma 
J2ME CLDC è il record store. Ogni MIDlet suite può avere uno o più record stores, 
queste strutture vengono memorizzate nella memoria non volatile del dispositivo. Un 
Record Store viene identificato in modo unico dal suo nome esteso, ottenuto dalla 
concatenazione del vendor name, del nome della MIDlet suite e del nome del record 
store. All‟interno della stessa MIDlet suite, due record store non possono avere lo 
stesso nome. Tuttavia, se appartengono a due diverse MIDlet suite, possono anche 
avere lo stesso nome in quanto possono essere ancora identificati in modo univoco 
attraverso il nome esteso. La struttura del record store è composta da due parti: un 
header ed un body. L‟header contiene informazioni sul record store mentre il body non 
è altro che un insieme di array di byte chiamati record, sono i record le strutture che 
immagazzinano i dati reali. La parte della piattaforma Java responsabile della gestione 
dei record store è chiamata Record Management System (RMS). 
Nel MIDP 1.0 i record store non potevano essere condivisi tra le MIDlet Suite. Nel 
MIDP 2.0, la condivisione dei Record Store è consentita; la MIDlet suite creatrice del 
record store può decidere se rendere condiviso oppure no il record store creato. Inoltre 
la condivisione può essere configurata di tipo read-only oppure read/write. Le 
informazioni sulla condivisione del Record Store vengono memorizzate nell‟header 
del record store stesso, e la modalità di default è “nessuna condivisione”. 
 Sicurezza end-to-end 
Le specifiche del MIDP 2.0 indicano come obbligatoria l‟implementazione del 
protocollo HTTPS in modo da disporre del supporto a connessioni sicure con siti 
remoti. L‟implementazione del protocollo HTTPS deve prevedere la possibilità di 
autenticare il server. Le Certificate Authorities presenti nel dispositivo vengono usate 
per autenticare un sito attraverso la verifica della catena di certificate forniti dal server. 
1.3.5. Limiti del Modello di Sicurezza della Piattaforma Micro Edition 
Dall‟analisi compiuta in questa sezione, è possibile comprendere come i meccanismi 
previsti dalla piattaforma Micro Edition siano efficaci nel prevenire l‟esecuzione di codice 
malizioso. Inoltre, attraverso il meccanismo dei permessi, è possibile controllare quando una 
MIDlet, durante la sua esecuzione, tenta di compiere un‟operazione sensibile ed 
eventualmente bloccare l‟invocazione sospetta. 
Purtroppo, pur nel rispetto dei vincoli del Sandbox Model, una MIDlet potrebbe 
ugualmente compiere operazioni dannose per l‟utente. La causa di simili evenienze può essere 
spiegata da un semplice errore nella programmazione della MIDlet ma è altrettanto realistico 
il caso di una programmazione volutamente fraudolenta. Alcune MIDlet infatti, potrebbero 
essere deliberatamente programmate per compiere danni al dispositivo dell‟utente. 
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Quando si parla di “danno” al dispositivo dell‟utente, nel contesto dell‟esecuzione di una 
MIDlet, tipicamente si fa riferimento a tutte quelle conseguenze delle operazioni sensibili, che 
in qualche modo non sono desiderate dall‟utente. Per dare un‟idea del concetto1, basti pensare 
all‟operazione sensibile che riguarda l‟invio degli MMS 
javax.wireless.messaging.Mms.send. Si supponga per ipotesi l‟esistenza di una 
MIDlet che, sotto il periodo di Natale, invii un MMS di auguri a tutti i numeri della rubrica 
con lo stesso prefisso telefonico dell‟utente possessore del dispositivo (magari perché pensata 
per sfruttare una qualche promozione del proprio gestore di telefonia mobile). In questo 
particolare contesto, inviare MMS non è un‟operazione dannosa, se la MIDlet rispetta il suo 
algoritmo. Tuttavia, la stessa operazione sensibile potrebbe diventare dannosa per l‟utente se 
programmata in modo fraudolento o errato! Infatti, se la MIDlet eseguisse un ciclo infinito dal 
quale invia MMS indistintamente a tutti i numeri della rubrica, questo comportamento 
creerebbe un “danno” all‟utente, esaurendo il suo credito telefonico! 
Per questo motivo, anche se il modello di sicurezza analizzato consente di controllare che 
tutto il codice della MIDlet non generi problemi all‟interno della KVM, purtroppo non 
fornisce strumenti per specificare quando l‟esecuzione di un‟operazione sensibile può essere 
“dannosa”. L‟utente può solamente bloccare o concedere l‟esecuzione dell‟operazione 
sensibile, senza poter distinguere però, se la MIDlet sta per compiere o meno un‟operazione 
corretta  (lo scenario è ancora peggiore nel caso l‟operazione sensibile abbia un permesso 
Allow o Blanket, perché in questo caso l‟utente non viene nemmeno informato 
dell‟esecuzione, tutto è fatto assumendo il suo consenso). 
In generale il framework analizzato, non consente di specificare con sufficiente dettaglio 
ciò che l‟utente ritiene o non ritiene “dannoso” dal suo punto di vista e questa mancanza di 
risoluzione nel definire il concetto di “sicuro” può generare esecuzioni potenzialmente 
rischiose di codice corretto. 
Dall‟osservazione di simili problematiche, nell‟ambito dei Progetti Europei FP6, è stata 
aperta una linea di ricerca che va sotto il nome di Security of Software and Services for 
Mobile Systems (S3MS) [6]. Questo progetto europeo di ricerca, iniziato il 1 Marzo 2006 e 
terminato il 29 Febbraio 2008, ha avuto come obiettivo lo sviluppo di tecniche e strumenti per 
approcciare simili problematiche. Nella successiva sezione verrà presentato il progetto S3MS, 
nell‟ambito del quale è stata formulata la soluzione esposta in questo lavoro di tesi. 
                                                          
1 NOTA: La situazione descritta è un esempio inventato, ma esistono già virus J2ME come 
RedBrowser che compiono spamming via SMS dai telefoni infettati. Così come è reale la problematica 
dell’uso privato del cellulare aziendale, costata il posto di lavoro ad un operatore della Telecom per 
invio di una notevole quantità di messaggi (Corte di Cassazione Sentenza n. 15334 del 9 luglio 2007). 
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1.4. Il Progetto Europeo: 
“Security of Software and Services for Mobile Systems” 
1.4.1. Sommario 
In questa sezione viene presentato il progetto europeo S3MS, nell‟ambito del quale è 
stato svolto il presente lavoro di tesi. Dopo una breve introduzione sulle generalità del 
progetto, viene descritto il paradigma Security by Contract, cuore del framework S3MS. 
Infine vengono mostrate le principali tecniche sviluppate per raggiungere gli obiettivi del 
progetto S3MS. 
Le tecniche presentate in questa sezione, vanno intese come il punto iniziale del lavoro di 
tesi. Partendo dai problemi messi in luce nella sezione precedente ed utilizzando il framework 
del progetto S3MS (anch‟esso ideato per trovare soluzione agli stessi limiti), è stata progettata 
la soluzione presentata in questo documento. 
1.4.2. Introduzione 
Generalità 
Il Progetto Europeo S3MS [6] ha come obiettivo la creazione di un framework per lo 
sviluppo e l‟esecuzione sicura di applicazioni per piattaforme mobili destinate ad ambienti 
eterogenei. Lo scopo è creare le condizioni favorevoli per aprire il mercato del software per 
dispositivi mobili (dagli smartphone ai PDA) alle applicazioni sviluppate da terze parti, 
attraverso l‟impiego di strumenti (oltre  al modello Sandbox) che possano garantire sicurezza 
nell‟esecuzione di una generica applicazione. 
Un meccanismo di sicurezza basato su contratto [7] costituisce il cuore del framework 
(chiamato Security by Contract, S x C). Un contratto è un‟informazione fornita assieme 
all‟applicazione mobile, che pubblica una lista delle interazioni previste dall‟applicazione 
stessa con le funzioni sensibili del dispositivo. Il contratto deve essere reso noto 
dall‟applicazione e compreso da tutti gli stake-holders (utenti, operatori del settore mobile, 
sviluppatori, ecc). Inoltre il contratto deve essere negoziato e fatto rispettare durante le fasi di 
sviluppo, consegna, installazione ed esecuzione dell‟applicazione sulla piattaforma mobile. 
Il nuovo paradigma non viene immaginato per rimpiazzare gli attuali meccanismi di 
sicurezza, ma per migliorarli, fornendo un meccanismo semplice e flessibile per definire 
privacy e sicurezza sulle piattaforme mobili del futuro. Un simile framework consentirà ai 
gestori dei network (e agli application providers) assieme agli utenti finali, di decidere quali 
operazioni sono consentite al software, di prevenire l‟esecuzione di codice malizioso e 
contestualmente di favorire una progettazione ed una installazione semplice delle applicazioni 
valide. 
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La Visione del Progetto S3MS 
Nei prossimi anni, si assisterà ad un incremento in quantità e qualità dei servizi per 
dispositivi mobili, creando sempre più opportunità per gli sviluppatori di applicazioni e di e-
services. Già da ora, molte persone utilizzano con i loro dispositivi mobili, servizi come e-
mail, agenda o rubriche. Con l‟aumento della potenza di calcolo dei dispositivi mobili, si 
assisterà ad una trasformazione del dispositivo in una piattaforma standard per l‟esecuzione di 
applicazioni differenti (come già accennato nella sezione precedente). Per questo motivo 
sicurezza ed affidabilità di tali sistemi sono al centro dell‟attenzione. Queste considerazioni 
diventano ancora più vere nel momento in cui un utente o un‟azienda vogliono utilizzare tali 
dispositivi per aumentare la propria potenza lavorativa sfruttando applicazioni sviluppate da 
differenti produttori, ognuna delle quali con diverse necessità in termini di sicurezza ed 
accesso a dati sensibili. 
Attualmente l‟unico modello di sicurezza esistente si basa su relazioni di fiducia (firme e 
certificati). Una Certification Authority certifica uno sviluppatore di applicazioni; per eseguire 
l‟applicazione è necessario fidarsi della Certification Authority. Un simile meccanismo 
purtroppo non è in grado di proteggere l‟utente da azioni inopportune del programma in 
esecuzione. Per esempio, se sul dispositivo è disponibile un servizio per i pagamenti 
elettronici e sulla piattaforma è installata un‟applicazione per pagare i parcheggi, l‟utente non 
ha strumenti per evitare che il software compia in modo fraudolento pagamenti spropositati. 
Una simile situazione è indice di poca granularità nella potenza espressiva delle 
configurazioni di sicurezza di un dispositivo. Ad una applicazione può essere, ad esempio, 
negato l‟accesso alla rete ma non può essere vietato l‟uso di un particolare protocollo né la 
connessione ad uno specifico dominio. Questa situazione non permette agli utenti di 
specificare il loro concetto di sicurezza più opportuno per la piattaforma mobile da utilizzare. 
E‟ in questo scenario che il progetto S3MS propone il suo contributo per aumentare la 
flessibilità nella definizione e nell‟applicazione di tali configurazioni di sicurezza per le 
piattaforme mobili. 
Il progetto si pone come obiettivo la progettazione e l‟implementazione di un paradigma 
di sicurezza per lo sviluppo, la consegna, l‟installazione, l‟esecuzione ed il monitoraggio a 
tempo di esecuzione di applicazioni e servizi per dispositivi mobili prodotte da terze parti. 
La componente innovativa e fondamentale del framework è il concetto di Security by 
Contract. Un contratto contiene la descrizione delle interazioni critiche tra l‟applicazione e la 
piattaforma mobile. Dal lato della piattaforma mobile, possono essere espressi i requisiti che 
le applicazioni destinate a quel dispositivo devono rispettare. Queste informazioni vengono 
memorizzate nella policy utente. Tra le caratteristiche che possono essere specificate nella 
policy utente, sono previsti anche eventuali controlli dettagliati sulle risorse di sistema (come 
ad esempio evitare l‟avvio di chiamate silenziose oppure evitare l‟invio di SMS), sull‟utilizzo 
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della memoria, sulle connessioni web sicure ed insicure, controlli riguardanti l‟accesso a dati 
sensibili e alle interazione con le altre applicazioni installate nel sistema. 
1.4.3. Il Paradigma “Security by Contract” 
Come i dispositivi mobili diventano sempre più popolari, il problema dello sviluppo di 
applicazioni sicure guadagna importanza. I dispositivi mobili contengono informazioni 
personali che gli utenti desiderano proteggere. I dispositivi mobili forniscono anche accesso a 
funzioni a pagamento come i servizi GSM e le connessioni GPRS. E‟ necessario fornire un 
accesso controllato alle risorse sensibili attraverso vincoli ad alta risoluzione, ad alto 
dettaglio. 
Una security policy o policy utente specifica l‟insieme delle esecuzioni accettabili e può 
quindi essere usata per definire come e sotto quali condizioni una risorsa sensibile può essere 
acceduta. Per esempio una policy utente può limitare il numero di SMS che un‟applicazione 
può inviare all‟ora, allo scopo di prevenire eventuale spamming. Un programma aderisce ad 
una policy se tutte le sue esecuzioni sono valide per la policy. Differenti tecniche esistono per 
assicurare che un‟applicazione rispetti la policy utente. La tecnica dell‟Analisi Statica prevede 
un controllo del codice del programma allo scopo di costruire una prova matematica del fatto 
che nessuna esecuzione del programma potrà mai violare la policy dell‟utente. Sebbene una 
simile analisi fornisca la garanzia esatta del risultato, non è eseguibile sui dispositivi mobili 
dalle risorse tipicamente limitate, a causa della complessità degli algoritmi utilizzati durante 
tali verifiche. La tecnica del Runtime Monitoring invece, osserva il comportamento del 
programma target a tempo di esecuzione e termina l‟applicativo se una qualche sua 
operazione viola la policy. Il Monitoring è una tecnica efficace per far rispettare numerose 
policy, tuttavia può creare problemi di performance in quanto ogni azione sensibile (security 
relevant action) va individuata e controllata rispetto al comportamento ammesso dalla policy. 
Il framework S3MS completo combina tecniche statiche a tecniche dinamiche allo scopo 
di assicurare il rispetto della policy utente nel modo più efficace possibile. E‟ simile 
all‟approccio conosciuto in letteratura come model-carrying code [8], nei termini in cui la 
policy utente viene fatta rispettare a tre diversi livelli del ciclo di vita dell‟applicazione 
oggetto: lo sviluppo, l’installazione e la fase a tempo di esecuzione. 
Fase di Sviluppo: All‟applicazione viene associato un contratto, ossia la porzione di dati 
che descrivono il suo comportamento nell‟interazione con le caratteristiche security-relevant. 
Nella fase di sviluppo, il contratto è la dichiarazione pubblicata dal produttore, dell‟uso che 
l‟applicazione intende fare delle operazioni sensibili/critiche della piattaforma mobile. Il 
rispetto del contratto da parte dell‟applicazione può essere controllato tramite un‟analisi 
statica del codice. L‟analisi può essere svolta dal produttore o da una terza parte fidata, la 
quale firma il contratto con la propria chiave privata. L‟analisi viene effettuata su macchine 
potenti e non sul dispositivo dalle risorse limitate come il MID dell‟utente e può far uso anche 
di eventuali informazioni possedute dallo sviluppatore (come ad esempio le specifiche del 
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programma o le annotazioni). Per assicurare che l‟applicazione aderisca al contratto può 
essere utilizzata la tecnica del proof-carrying code [9]  invece di firmare con la chiave privata 
il software. Se staticamente non può essere verificata l‟aderenza del programma al contratto, 
in questa fase può essere fatto l‟inlining di un monitor [9] per avere la certezza che a tempo di 
esecuzione il contratto verrà rispettato. La tecnica dell‟inlining del monitor prevede in 
sostanza l‟immersione di un insieme di controlli, pensati per far rispettare un insieme di 
vincoli (il contratto). 
 
 
Figura 4 - Ciclo di vita di un'applicazione nel framework S3MS 
 
Fase di Deploy: Prima che il programma venga installato sul dispositivo, viene eseguito 
un controllo formale per mostrare che le operazioni sensibili dell‟applicazione pubblicate nel 
contratto rispettino la particolare policy utente del dispositivo target; questo processo nella 
terminologia S3MS viene definito contract/policy matching. Nel caso in cui il contratto non 
rispetti la particolare policy utente può essere utilizzato un monitor, aggiunto all‟ambiente di 
esecuzione, per un controllo a tempo di esecuzione del comportamento del programma. 
Fase di Esecuzione: A tempo di esecuzione, la reale aderenza dell‟applicazione rispetto 
alla policy può essere controllata attraverso il monitoraggio. Intercettando l‟invocazione delle 
operazioni sensibili, il monitor consulta la policy e stabilisce se l‟operazione pendente può 
essere svolta o deve essere negata. 
Nella sezione successiva verrà descritto il linguaggio ConSpec (Contract Specification 
Language), che viene utilizzato sia per specificare il contratto che per specificare la policy 
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utente nel framework S3MS. ConSpec è stato pensato come compromesso tra espressività e 
semplicità di gestione delle problematiche del framework. Ad esempio, il problema del 
verificare se contratto e policy sono compatibili (matching) si riduce al problema di 
controllare se il linguaggio riconosciuto dall‟automa contratto è contenuto nel linguaggio 
riconosciuto dall‟automa policy. La complessità di un simile compito è alta, di conseguenza 
anche l‟espressività del linguaggio ConSpec è stata limitata in modo da rendere possibili 
simili calcoli, pur mantenendo i costrutti necessari all‟interno della grammatica. 
1.4.4. Il Linguaggio ConSpec 
Nella seguente sezione viene presentata la sintassi e la semantica del linguaggio 
ConSpec. Tuttavia, prima di affrontare l‟argomento, vengono richiamate alcune nozioni di 
sintassi e grammatica, utili nell‟analisi delle caratteristiche del linguaggio ConSpec. 
Elementi di Sintassi 
Concetti preliminari 
I linguaggi usati per la descrizione formale di fenomeni di qualunque tipo, sono 
caratterizzati da due aspetti importanti: la sintassi, e la semantica [10]. La sintassi interessa la 
struttura delle informazioni che si vogliono esprimere in un dato linguaggio. La semantica 
invece, ha a che fare con il significato delle informazioni esprimibili in un dato linguaggio. In 
questo richiamo, verranno affrontati alcune concetti riguardanti la sintassi di un linguaggio. 
Il punto iniziale dell‟analisi della sintassi riguarda il concetto di linguaggio, inteso come 
sinonimo di insieme di frasi (sintatticamente) ammissibili. Fissato il vocabolario, ossia 
l’alfabeto di elementi base, detti anche elementi terminali, un linguaggio non sarà altro che un 
sottoinsieme di tutte le frasi ottenibili come sequenze di elementi terminali. Tali sequenze 
vengono chiamate anche stringhe. Descrivere un linguaggio significa avere un metodo per: 
 Decidere quali stringhe fanno parte o sono escluse da tale insieme 
 Costruire tale insieme enumerando le stringhe che lo compongono 
Principalmente esistono due differenti approcci al problema descritto. Il primo si basa su 
uno strumento detto automa, che è in grado di riconoscere (o accettare) tutte e sole le stringhe 
che fanno parte di un linguaggio. Il secondo si basa su uno strumento detto grammatica, che è 
in grado di generare (o costruire) tutte e sole le stringhe che fanno parte del linguaggio. 
Partendo dalle considerazioni fatte, di seguito viene descritto il concetto di linguaggio in 
modo formale. E‟ necessario, innanzitutto, fissare un insieme finito detto alfabeto e denotato 
con il simbolo Λ (lambda maiuscola). Ciascun elemento dell‟alfabeto Λ è detto elemento o 
simbolo terminale. E‟ necessario inoltre definire il concetto di stringa sull‟alfabeto Λ: una 
stringa è una sequenza finiti di simboli di Λ. Quindi una stringa è una sequenza a1 a2 … an, 
n≥0, dove ciascun ai è un elemento di Λ. Ad esempio se Λ è l‟insieme {0, 1}, una stringa è 
00101010010010. Considerando una stringa generica a1 a2 … an con n≥0, il numero n viene 
detto lunghezza della stringa. Nel caso in cui la lunghezza sia 0, allora la stringa viene 
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denominata vuota ed è rappresentata con il simbolo ε. L‟insieme di tutte le possibili stringhe 
su un dato alfabeto Λ è indicato con il simbolo Λ*. In generale, il simbolo * è un operatore 
che, dato un insieme S, costruisce l‟insieme di tutte le stringhe sull‟insieme S. In formule: 
 
Infine non resta che definire il concetto di linguaggio. Un linguaggio su un alfabeto Λ, 
non è altro che un sottoinsieme di Λ*, ovvero un insieme di stringhe sull‟alfabeto. In formule 
L è un linguaggio su Λ se: 
 
Gli Automi 
I riconoscitori che cercano di riconoscere le stringhe di un linguaggio hanno spesso una 
struttura particolare, quella di una macchina a stati: è possibile in genere individuare certi 
punti in cui possiamo affermare di conoscere lo stato di avanzamento della macchina nel 
processo di riconoscimento di una stringa. Chiamiamo questi punti stati: possiamo pensare 
che la macchina funzioni passando da uno stato ad un altro, in conseguenza della lettura dei 
dati in ingresso, ovvero degli elementi della stringa, uno dopo l‟altro. Formalmente un automa 
è definito come una quintupla: 
 
Dove 
 Λ è l‟alfabeto su cui è definito il linguaggio riconosciuto dall‟automa 
 Σ è l‟insieme finito degli stati dell‟automa 
 𝑆 ∈ Σ è lo stato iniziale, ovvero lo stato in cui si trova l‟automa quando inizia il 
tentativo di riconoscimento 
 𝐹 ⊆  Σ è il sottoinsieme degli stati finali, ovvero quegli stati in cui l‟automa, dopo 
aver analizzato l‟intera stringa, si arresta con riconoscimento della stessa 
 δ ⊆ (Σ x Λ) x Σ  è la relazione di transizione che associa una coppia 
 
ad uno stato s‟ appartenente a Σ. L‟appartenenza della coppia ((Si, a ), Sj) a δ significa 
che se l‟automa si trova nello stato Si e il simbolo da analizzare è a, allora si sposta sul 
simbolo successivo della stringa e nello stato Sj. E‟ importante osservare che δ è una 
relazione di transizione, ovvero è possibile che, dato uno stato di partenza e un 
simbolo, ci possano essere più stati in cui effettuare la transizione. 
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Grafi che rappresentano macchine a stati 
E‟ possibile rappresentare il funzionamento di una macchina a stati, come quella descritta 
nel paragrafo precedente, mediante un diagramma costituito da nodi e archi. Graficamente, i 
nodi sono rappresentati mediante cerchi, e gli archi da frecce che congiungono due nodi: un 
nodo di partenza ed un nodo di arrivo dell‟arco. Un diagramma di questo tipo è chiamato 
grafo orientato. Spesso, i nodi e gli archi sono etichettati, ovvero è loro associata una 
informazione, o etichetta. 
Nel diagramma, o grafo, che rappresenta una macchina a stati, i nodi rappresentano gli 
stati, e gli archi le transizioni fra stato e stato. 
In tale diagramma, gli archi sono etichettati da simboli dell‟alfabeto e i nodi da stati 
dell‟automa. Se alla relazione di transizione δ appartiene la coppia 
 
Nel diagramma compare: 
 
Per comodità vengono rappresentate più transizioni con lo stesso stato di partenza e di 
arrivo, ma con simboli diversi con un unico arco etichettato da un insieme di simboli. 
Alcuni nodi sono distinti come stati di riconoscimento, o stati di accettazione, o anche stati 
finali: quando l‟esame di tutti i caratteri di una stringa termina in uno di questi stati, la stringa 
è stata riconosciuta come appartenente al linguaggio, e viene “accettata”. Per convenzione gli 
stati di riconoscimento sono rappresentati nel diagramma da doppi cerchi. 
Infine uno dei nodi è indicato come stato iniziale, da cui ha inizio la procedura di 
riconoscimento di una stringa. Lo stato iniziale è individuato da una freccia che arriva a quel 
nodo ma che non proviene da nessun altro nodo. Un grafo di questo tipo è chiamato automa a 
stati finiti (o anche, più correttamente, automa con un numero finito di stati), o semplicemente 
automa (vedi esempio). 
 
 
Figura 5 - Esempio: Automa che riconosce sequenze di lettere che hanno aeiou come sottosequenza 
Il funzionamento di un automa è concettualmente semplice: dopo aver ricevuto una 
successione di caratteri, detta stringa (o sequenza) di ingresso, l‟automa inizia dallo stato 
iniziale leggendo il primo carattere di tale sequenza. Sulla base del carattere esaminato viene 
eseguita una transizione ad un nuovo stato, che può anche coincidere con quello in cui 
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l‟automa già si trova. La transizione è definita dal grafo dell‟automa. A questo punto l‟automa 
legge il secondo carattere, esegue la transizione opportuna e così via. 
Dato un grafo che rappresenta un automa, è importante chiarire il concetto di cammino 
sul grafo, che permette di formalizzare il comportamento di un automa mentre esamina una 
stringa in ingresso. Intuitivamente, un cammino è una sequenza di nodi del grafo, percorribile 
usando gli archi del grafo stesso. Più formalmente, un cammino su un grafo G è una sequenza 
n1n2…nk di nodi di G tale che, per ogni i appartenente a [1, k-1], esiste un arco in G da nodo 
ni al nodo ni+1. Se, come nel caso presentato in questa sezione, il grafo è etichettato, ad ogni 
cammino corrispondono una o più stringhe, dette etichette del cammino, ciascuna delle quali 
si ottiene concatenando, nell‟ordine, una fra le etichette di ciascun arco attraversato dal 
cammino. L‟operazione di base nell‟uso degli automi è quella di prendere una stringa in 
ingresso a1a2…ak e seguire, a partire dallo stato iniziale, un cammino i cui archi sono 
etichettati con i simboli della sequenza, nell‟ordine cioè i=1,2…k, il simbolo ai appartiene 
all‟insieme Si che etichetta l‟i-esimo arco del cammino. La costruzione di questo cammino 
insieme alla sua sequenza di stati costituisce la simulazione dell‟automa sulla sequenza 
d‟ingresso a1a2…ak. Questo cammino ha a1a2…ak come etichetta, ma, ovviamente, può avere 
anche altre etichette, dato che gli insieme Si che etichettano gli archi lungo il cammino 
possono contenere altri caratteri. 
Automi Deterministici 
Gli automi finora introdotti hanno una proprietà importante: per ogni stato s e ogni 
carattere di ingresso x, c‟è al più una transizione dello stato s la cui etichetta contiene x. Un 
automa di questo tipo è detto deterministico. 
Simulare un automa deterministico su una sequenza di ingresso data è molto semplice. In 
ogni stato s, dato il prossimo carattere di ingresso x, vengono considerate le etichette delle 
transizioni che partono da s. Se viene trovata una transizione la cui etichetta include x, allora 
quella transizione porta al prossimo stato. Se nessuna etichetta include x, allora l‟automa 
“muore” o “fallisce” e non può esaminare alcun altro ingresso. Formalizzando la nozione di 
accettazione, o riconoscimento, di una stringa (su un dato alfabeto Λ) da parte di un automa. 
Diremo che un automa accetta (o riconosce) una stringa s se: 
 esiste un cammino sul grafo dell‟automa etichettato con s, e 
 l‟ultimo stato di tale cammino è uno stato finale. 
Secondo questa definizione, un automa può fallire nel riconoscimento di una stringa per due 
motivi distinti: (a) perché non riesce a completare l‟esame della stringa per mancanza di 
opportune transizioni (archi) sul grafo, oppure (b) perché l‟esame della stringa termina in uno 
stato non finale. E‟ quindi semplice definire il linguaggio accettato o riconosciuto da un 
automa come quel particolare sottoinsieme di Λ* costituito dalle stringhe accettate 
dall‟automa stesso. 
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Dato un automa G, definiamo infatti il linguaggio riconosciuto da G, in simboli L(G), nel 
modo seguente: 
 
In riferimento all‟esempio di Fig. 5, è possibile dimostrare facilmente che il linguaggio 
riconosciuto 
dall‟automa è: 
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Sintassi e Semantica del Linguaggio ConSpec 
In questa sezione viene presentato il linguaggio ConSpec, utilizzato per la specifica 
formale delle regole nell‟ambiente S3MS. Prima viene presentata la grammatica del 
linguaggio e successivamente la semantica di ConSpec, espressa in termini di macchine a 
stati. 
 Sintassi 
Una specifica formale ConSpec [11] viene utilizzata sia per definire il contratto sia per 
definire la policy utente. 
Ogni regola è costituita da tre parti: 
 definizione dello SCOPE 
 dichiarazione dello stato 
 clausole evento 
 
Figura 6 – Sintassi ridotta ConSpec 
Analizzando nel dettaglio la parte SCOPE di una regola, si osserva che le regole possono 
differire dal tag SCOPE e dal tag RULEID (esempio Fig. 7). 
La definizione di campo o SCOPE indica a quale livello (OBJECT, SESSION, 
MULTISESSION) appartengono le variabili indicate. Il tag OBJECT viene usato per 
restringere l‟insieme di regole all‟oggetto, limitando le modalità attraverso le quali può essere 
modificato. Se si desidera esprimere una policy valida per una singola esecuzione 
dell‟applicazione, allora viene utilizzato uno scope di tipo SESSION, diversamente, se la 
policy indica regole valide tra più esecuzioni della stessa applicazione, allora verrà utilizzato 
il tag MULTISESSION. In questo modo, si distinguono i casi in cui ha senso tener conto 
opportunamente della storia delle sessioni passate, rispetto a tipologie più semplici di policy 
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valide all‟interno della singola esecuzione. Durante la progettazione del linguaggio ConSpec è 
stato pensato anche il valore GLOBAL per la clausola SCOPE, un valore che indica quando la 
policy contiene regole valide per tutte le applicazioni installate nel sistema. 
 
Figura 7 - Esempio di contratto specificato come lista disgiunta di regole 
Il tag RULEID viene utilizzato per contraddistinguere una particolare area del contratto 
(a quali azioni critiche la policy si riferisce, ad esempio “files” o “connessioni”). 
La sezione di dichiarazione dello stato definisce delle variabili ausiliarie che 
caratterizzano lo stato interno dell‟automa definito dalla policy. Queste variabili possono 
essere di tipo booleano, intero o stringhe. Per poter rendere lo stato di dimensioni finite, i tipi 
di queste variabili sono stati vincolati. Viene stabilito a questo scopo un valore predefinito per 
gli interi MAXINT e per le stringhe viene stabilito un numero massimo di simboli ammessi 
MAXSYMB assieme ad una lunghezza massima MAXLENGTH. 
Ogni clausola evento stabilisce quali sono le transizione dell‟automa ConSpec ammesse. 
Una clausola consiste nella specifica delle azioni sensibili precedute da un modificatore, 
assieme ad un blocco di aggiornamento dello stato dell‟automa. Il blocco di aggiornamento è 
composto da una guardia e da uno o più statement, queste operazioni vengono usate per 
aggiornare lo stato dell‟automa in modo opportuno rispetto all‟evento scatenante (cioè rispetto 
all‟invocazione della particolare API sensibile indicata nella clausola). Le azioni sensibili 
includono il prototipo esatto dell‟API critica da controllare (nome esteso della classe e lista 
dei parametri formali). I modificatori, sono parole chiavi del tipo “BEFORE”, “AFTER” o 
“EXCEPTIONAL”. Sostanzialmente un particolare modificatore identifica l‟istante in cui 
l‟API deve essere intercettata. La guardia, nel blocco di aggiornamento, specifica la 
condizione per la transizione dell‟automa. L‟espressione indicata nella guardia può includere 
sia variabili di stato che variabili del prototipo dell‟API da controllare. Una guardia può essere 
rimpiazzata dalla parola chiave ELSE. L‟aggiornamento corrispondente ad una guardia ELSE 
verrà eseguito nel caso in cui nessun altra guardia è vera. 
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Figura 8 - Grammatica completa della clausola EVENT [12] 
Semantica 
La semantica di una policy ConSpec [12] è associata al concetto di automa. 
Per introdurre le definizioni necessarie alla descrizione dell‟automa ConSpec, verranno 
utilizzate le seguenti convenzioni su simboli e variabili: il dominio dei nomi delle classi è C, 
quello dei nomi dei metodi è M. Si assume che τ sia una variabile usata per rappresentare un 
tipo. L‟insieme di tutti i valori di un tipo τ viene descritto con ||τ||. L‟insieme di tutti i 
possibili valori è 𝑉𝑎𝑙 = ∪τ ||τ||. Con il simbolo 𝜏𝐿𝑂𝐶  si indica il tipo riferimento ad oggetto, 
perciò i suoi valori sono gli indirizzi delle locazioni di memoria (locazioni dello heap). Per 
poter accedere ai valori memorizzati nei campi degli oggetti nello heap, vengono usati i nomi 
dei campi. L‟insieme dei nomi dei campi è FVar.  
Un metodo standard per descrivere una policy di sicurezza è quello di associarle ad un 
automa. Per questo motivo è stata sviluppata la definizione di Security Automa [12] come la 
quadrupla: 
𝑆 = (𝑄, 𝑄0 , 𝐴, 𝛿) 
Dove: 
- 𝑄 è un insieme numerabile di stati 
- 𝑄0 ⊆ 𝑄 è un insieme numerabile di stati iniziali 
- 𝐴 è un insieme numerabile di security relevant actions (alfabeto d‟ingresso) e 
- 𝛿: (𝑄 × 𝐴) ⟶ 2𝑄  è una funzione di transizione 
In questo studio, verranno usati i security automa di tipo deterministico per specificare le 
policy. Vengono chiamati automi ConSpec in quanto sono definiti attraverso policy scritte in 
ConSpec. L‟automa in questione ha due tipi di transizione, before e after che sono denotate 
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rispettivamente 𝛿𝑏  e  𝛿#. Tutte le transizioni sono etichettate e le etichette sono le security 
relevant action (le API sensibili). Negli automi ConSpec, le transizioni di tipo before hanno lo 
stesso significato delle transizioni tradizionali di un security automa: se nessuna transizione di 
tipo before, etichettata con una particolare API, genera un cambiamento di stato, allora si è in 
presenza di una violazione della policy per quel particolare metodo. Nel caso in cui 
l‟esecuzione di una data azione non crei nessuna violazione in un certo stato, la transizione da 
quello stato, può dipendere dal valore di ritorno del metodo corrispondente. Le transizioni di 
tipo after dipendono dal valore di ritorno del metodo corrispondente, dunque vengono 
valutate dopo che il metodo è stato eseguito, in modo da poter controllare il valore di ritorno. I 
casi che si distinguono da questo tipo di comportamento sono le funzioni che ritornano un 
tipo void e le eccezioni. I metodi che ritornano un tipo void, sono considerati come se 
ritornassero un valore prefissato  mentre per le eccezioni si considera un valore di ritorno 
uguale a ε. 
Per le transizioni di tipo before, una security relevant actions consiste in una tupla che 
contiene il nome della classe e il nome del metodo assieme ad una lista che rappresenta i 
parametri attuali del metodo: 
𝐴𝑏𝑒𝑓𝑜𝑟𝑒 ⊆ 𝐶 × 𝑀 × 𝑉𝑎𝑙
∗ 
Per le transizioni di tipo after, il valore di ritorno è aggiunto all‟inizio della lista degli 
elementi della tupla: 
𝐴𝑎𝑓𝑡𝑒𝑟 ⊆ (𝑉𝑎𝑙 ∪ {┴, ε}) × 𝐶 × 𝑀 × 𝑉𝑎𝑙
∗ 
Le policy scritte in ConSpec si riferiscono ai campi dei riferimenti agli oggetti utilizzando 
la notazione standard puntata “.”. Lo Heap può essere visto come una relazione che mette in 
corrispondenza le locazioni di memoria (riferimenti agli oggetti) alle funzioni degli oggetti le 
quali a loro volta mettono in corrispondenza i campi dell‟oggetto con i loro valori. 
Considerando Θ come l‟insieme di tutti i possibili heap, con ℎ ∈ Θ : 
ℎ ∶ | 𝜏𝐿𝑂𝐶 | ⥛ 𝐹𝑉𝑎𝑟 ⥛ 𝑉𝑎𝑙 
Lo heap non viene modificato dall‟automa, viene semplicemente usato come una 
memoria dove leggere i campi dei riferimenti agli oggetti. 
Ora è possibile definire formalmente un automa ConSpec. 
Un automa ConSpec è una 5-tupla  𝑆 = (𝑄, 𝑞0, 𝐴, 𝛿𝑏 , 𝛿#) dove: 
- 𝑄 è un insieme numerabile di stati 
- 𝑞0 ⊆ 𝑄 è lo stato iniziale 
- 𝐴 = 𝐴𝑏𝑒𝑓𝑜𝑟𝑒 ⋃ 𝐴𝑎𝑓𝑡𝑒𝑟  è un insieme numerabile di azioni sensibili e 
- 𝛿𝑏 : 𝑄 × 𝐴 × Θ ⥛ 𝑄 e 𝛿#: 𝑄 × 𝐴 × Θ × Θ ⥛ 𝑄sono funzioni parziali dove  è un 
insieme di heap. 
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Esempi di Policy ConSpec 
Dopo aver presentato il linguaggio ConSpec, di seguito vengono mostrati alcuni esempi 
per avere un‟idea più precisa della sua espressività e delle possibilità d‟uso di un simile 
strumento. 
Esempio 1 
Si supponga per ipotesi che la policy da specificare sulla piattaforma target reciti una 
simile richiesta: 
“Dopo che i servizi PIM sono stati aperti, nessuna connessione remota deve essere 
permessa” 
Tradotta in linguaggio ConSpec diventa: 
 
Figura 9 - Policy ConSpec per Esempio 1 
Da notare le security relevant actions coinvolte nella policy, PIM.open(), per accedere ai 
servizi PIM (Personal Information Management) e la Connector.open() per stabilire 
connessioni di rete. 
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Questa Policy non è altro che una macchina a stati, e graficamente può essere 
rappresentata con il seguente schema: 
 
Figura 10 - Policy Esempio 1 tradotta nel corrispondente Automa ConSpec 
Esempio 2 
Se ora si volesse esprimere una politica meno rigida, del tipo: 
“Dopo che i servizi PIM sono stati aperti, solamente le connessioni remote sicure possono 
essere permesse” 
La relativa policy ConSpec, cambia forma e diventa: 
 
Figura 11 - Policy ConSpec per Esempio 2 
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Il relativo automa ConSpec diventa: 
 
Figura 12 - Policy Esempio 2 tradotta nel corrispondente Automa ConSpec 
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1.4.5. Contributi del Progetto S3MS 
In questa sezione vengono presentate le tecniche e gli strumenti sviluppati dai partner 
coinvolti nel progetto S3MS. Le seguenti tecniche sono pensate per garantire che la policy 
utente sia rispettata dall‟applicazione da installare nel dispositivo mobile. Ognuna di esse è 
relativa ad un particolare momento del ciclo di vita dell‟applicazione nel framework S3MS. 
Partendo dal risultato ottenuto per il monitoraggio a tempo di esecuzione presentato in questa 
sezione, è stata sviluppata la nuova soluzione oggetto del presente lavoro di tesi. 
Analisi Statica 
Lo scopo del progetto S3MS è di assicurare che la policy associata ad un dispositivo sia 
realmente rispettata dalle applicazioni in esecuzione su di esso. Nel modello S3MS, come 
precedentemente descritto, gli sviluppatori delle applicazioni sono responsabili della consegna 
di un contratto assieme all‟applicazione. L‟obiettivo del contratto è descrivere, nel modo più 
preciso possibile, quali sono le operazioni critiche che l‟applicazione può compiere. In termini 
di garanzia, i contratti vengono visti come intermediari tra applicazione e policy utente. Dato 
che i contratti vengono generati dagli sviluppatori dell‟applicazione, ci si aspetta che 
rappresentino in modo fedele le interazioni critiche dell‟applicazione. All‟interno del modello 
S3MS possono essere utilizzati in due modi differenti: 
 Prima del deploy dell‟applicazione sul dispositivo, vengono utilizzati degli strumenti 
di analisi statica per verificare che l‟applicazione aderisca realmente al contratto 
associato, in sostanza verifica che le proprietà di sicurezza enunciate nel contratto, 
siano realmente rispettate dal codice dell‟applicazione. 
 Dopo aver effettuato il deploy dell‟applicazione, il contratto associato può essere 
confrontato con la policy utente che deve essere fatta rispettare sul dispositivo target. 
Il contratto deve essere compatibile con la policy. 
Gli strumenti di analisi statica vengono utilizzati tipicamente nella prima fase, quando le 
proprietà dell‟applicazione vengono confrontate con le proprietà teoriche descritte dal 
contratto. Questa verifica, tramite gli strumenti di analisi statica, viene effettuata senza 
eseguire realmente il codice dell‟applicazione in esame. Il vantaggio guadagnato da una 
simile tecnica risiede nella capacità di fornire una prova delle proprietà verificate, valida per 
qualsiasi possibile esecuzione del programma. 
Gli strumenti di analisi statica, nel contesto S3MS, possono essere utilizzati in diversi 
modi: 
Dagli sviluppatori: Utilizzato in fase di sviluppo, per verificare se realmente il codice 
prodotto rispetta il contratto associato. Si può immaginare l‟inserimento di un simile 
strumento all‟interno dell‟ambiente di lavoro, in modo tale che il risultato del controllo possa 
essere visualizzato in modo similare agli avvertimenti del compilatore. Un risultato positivo 
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di una simile analisi può essere anche usato dallo sviluppatore come una testimonianza 
dell‟innocuità dell‟applicazione prodotta (rispetto al contratto). 
Dai fornitori di applicativi: Solitamente gli sviluppatori lavorano in congiunzione con i 
fornitori degli applicativi. I quali fungono da produttori e forniscono il software agli operatori 
di rete o gli operatori dei portali. Dopo aver controllato il contratto rispetto alla propria policy, 
il fornitore di applicativi può far uso di un simile strumento per controllare che realmente 
l‟applicativo sia conforme al contratto che lo accompagna, prima di inviarlo ai distributori. 
Dagli operatori dei portali/network: L‟operatore incaricato di fornire l‟applicativo, 
spesso ha degli oneri contrattuali rispetto ai contenuti che propone per il download attraverso 
le sue strutture (portali o reti). Per questo motivo ha interesse anch‟esso in strumenti che 
consentono di verificare simili proprietà. 
Durante il processo di sviluppo del software, nell‟ottica di utilizzo degli strumenti di 
analisi statica, il programmatore dovrebbe essere incentivato nell‟uso di pratiche che aiutino il 
successivo processo di verifica. Gli strumenti di analisi statica sono per costruzione strumenti 
imprecisi, in quanto devono dedurre informazioni analizzando delle approssimazioni del 
comportamento degli applicativi in esame. Per questo motivo nella fase di sviluppo, se gli 
sviluppatori utilizzassero tecniche quali design pattern e annotazioni, gli strumenti di verifica 
statica potrebbero disporre di più informazioni potendo così aumentare precisione e velocità 
delle analisi. 
Gli strumenti di analisi statica, come descritto in precedenza, consentono la verifica di 
alcune proprietà richieste dall‟applicativo, tuttavia, a causa della complessità degli algoritmi 
necessari per ottenere simili risultati, tali verifiche vanno eseguite prima che il programma 
venga inviato al dispositivo target. Per questo motivo, è necessario legare il risultato degli 
strumenti di analisi statica con una tecnologia che consenta la verifica, sul dispositivo, delle 
proprietà garantite con il controllo statico precedentemente effettuato. Alcuni esempi di simili 
tecnologie sono i seguenti: 
Firma digitale: Si può immaginare di immergere il processo di controllo statico, come 
parte di un sistematico programma di certificazione del software prodotto. Se il risultato è 
negativo, il sistema non rilascia un applicativo firmato. 
Proof-carrying code: In questo caso, lo strumento di analisi statica, viene utilizzato per 
produrre una prova della correttezza, la quale viene inviata assieme al codice e verificata sul 
dispositivo. Questa tecnologia si basa sul concetto che è più semplice verificare la correttezza 
di una prova, piuttosto che inferire tutte le informazioni necessarie per costruirla. Ad esempio, 
lo stesso principio viene utilizzato dal verificatore del byte code Java per MID. Dalla 
preverifica off-line dei Class Files, viene prodotta come informazione aggiuntiva l‟attributo 
StackMap, usato per verificare successivamente on-device le proprietà di sicurezza richieste 
dalla KVM per caricare il programma in questione. 
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Analisi on-the-fly: In questo scenario, lo strumento di analisi statica viene eseguito 
esattamente durante la fase di deploy del software sul dispositivo. Lo strumento in esecuzione 
sul server applicativo deve, in questo caso, essere particolarmente veloce per non incorrere in 
problemi di prestazioni, durante il processo di richiesta, verifica e download del codice 
avviato su una connessione sicura dal dispositivo. 
Analisi Statica per la Piattaforma Java ME 
Una delle piattaforme di riferimento del progetto S3MS è la piattaforma Java ME. La 
Trusted Logic [13], è l‟azienda che ha sviluppato il prototipo per compiere analisi statica del 
codice. Il suo lavoro è stato principalmente concentrato nell‟aggiunta del supporto all‟analisi 
dei contratti ConSpec ad un tool di analisi statica già sviluppato come prodotto offerto 
dall‟azienda. Il tool in questione è uno strumento industriale, utilizzato per verificare il 
rispetto di generiche policy specificate da un utente. L‟analisi compiuta dallo strumento, è 
basata su tecniche di interpretazione astratta. Lo strumento è specializzato nell‟analisi locale 
di un metodo e riesce ad inferire un numero limitato di informazioni su operazioni inter-
metodo. 
Questo strumento di analisi statica per la piattaforma Java ME, a causa delle sue limitate 
potenzialità, non è dunque pensato per essere l‟unico meccanismo per la verifica della 
conformità codice-contratto. Il suo obiettivo è quello di verificare quante più proprietà 
possibili, in modo da ridurre a tempo di esecuzione l‟eventuale overhead introdotto dalle 
tecniche supplementari di verifica e monitoraggio (ad esempio snellire il runtime monitoring). 
Contract/Policy Matching 
Come descritto nella sezione introduttiva, la questione della corrispondenza tra policy e 
contratto è una problematica centrale nel framework S3MS: dato un contratto fornito da 
un‟applicazione e data una precisa policy desiderata da una piattaforma, il contratto è 
conforme alla policy? 
Intuitivamente, la corrispondenza contratto-policy è verificata se e solo se eseguendo 
l‟applicazione sulla piattaforma target ogni suo possibile comportamento soddisfa il contratto 
e soddisfa anche la policy. 
Per raggiungere questo obiettivo sono stati sviluppati degli algoritmi che effettuano, in 
maniera efficiente, questo controllo. L‟analisi del problema è stata prima compiuta in termini 
astratti. In altre parole, è stato progettato un algoritmo di matching generico, non dipendente 
cioè dal particolare modello formale per la definizione della semantica dei due insiemi di 
regole, contratto e policy. Successivamente, è stato analizzato il problema specifico nel caso 
di policy e contratto forniti nel linguaggio di specifica ConSpec, dove la semantica delle 
regole è specificabile attraverso il concetto di automa. 
Lo scopo di questa sezione è presentare le principali tematiche affrontate nel lavoro del 
progetto S3MS, senza entrare nei particolari dettagli implementativi. Per questo motivo non 
viene descritto l‟algoritmo progettato, tuttavia, vengono presentati i concetti principali alla 
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base dell‟algoritmo per il matching contratto/policy, in modo da avere un‟idea della soluzione 
raggiunta. 
 
Figura 13 - Problema del matching tra policy e contratto 
Nel framework S3MS, è stato scelto di specificare la Policy ed il Contratto nel linguaggio 
intermedio di specifica ConSpec. In sostanza, una specifica ConSpec è una variante di un 
security automa (come descritto nel capitolo di semantica ConSpec), ossia un automa nel 
quale vengono specificate solo le transizione “buone” e quindi tutti gli stati sono di 
accettazione (diversamente c‟è una violazione della policy). 
Nella figura viene mostrato il problema da risolvere. Date due specifiche ConSpec, 
rappresentanti rispettivamente il contratto e la policy da confrontare, prima vengono 
partizionate le regole secondo lo scope ed in seguito, il problema del confronto viene 
trasformato in un problema di matching tra automi. 
Il problema del matching tra automi può essere ridotto semplicemente ad un noto 
problema di inclusione dei linguaggi accettati dagli automi in questione: 
 Il linguaggio accettato da ogni automa ConSpec (sia esso policy o contratto) è 
essenzialmente una restrizione dell‟insieme di tutti le possibili sequenze di azioni 
sensibili 
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 Se il linguaggio accettato dall‟automa generato dal contratto è un sotto insieme del 
linguaggio accettato dall‟automa della policy allora il contratto dell‟applicazione 
soddisfa la policy della piattaforma ed il matching ha successo! 
Runtime Enforcement 
Il paradigma Security by Contract, nell‟ambito della piattaforma J2ME, può essere inteso 
come miglioramento dei meccanismi standard di sicurezza attraverso l‟inserimento di un 
supporto per il monitoraggio a tempo di esecuzione delle applicazioni. In questo modo, è 
possibile far rispettare la policy utente, permettendo o non permettendo le operazioni sensibili 
che l‟applicazione tenta di compiere a tempo di esecuzione. La policy utente, come già 
descritto, è definita in termini di azioni critiche (API sensibili), ossia in termini di quelle 
azioni che possono essere eseguite dalle MIDlet e che sono rilevanti dal punto di vista della 
sicurezza. Come esempio può essere riportata l‟apertura di una connessione con un sito 
remoto. Questa operazione è considerata sensibile in quanto potrebbe essere utilizzata dalla 
MIDlet per inviare dati personali ad un‟entità sconosciuta. Mentre operazioni come il parsing 
di un intero da una stringa non è considerata sensibile in quanto non può creare problemi di 
sicurezza (al massimo lancia un eccezione di tipo NumberFormatException, se l‟operazione 
di parsing non riesce a riconoscere un intero all‟interno della stringa). La policy utente 
definisce le condizioni sotto le quali la MIDlet può eseguire le operazioni sensibili indicate. 
Relativamente al tipo di clausola specificata per l‟operazione sensibile in questione, le 
condizioni BEFORE e/o AFTER (e/o EXCEPTIONAL)  devono essere rispettate. Ad 
esempio, se si desidera che la MIDlet apra solamente connessioni con server il cui URL inizia 
con un prefisso specificato, ad esempio http://www.google.it, la verifica può essere 
implementata aggiungendo una condizione che controlli il valore del parametro attuale URL 
usato per compiere l‟operazione di apertura della connessione. 
 
Figura 14 - Policy ConSpec per consentire solamente connessioni verso URL che iniziano con http ://www.google.com 
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La policy utente può anche prendere in considerazione lo stato di esecuzione 
dell‟applicativo o definire dipendenze tra l‟esecuzione di differenti azioni, ossia potrebbe 
stabilire dei vincoli sull‟ordine in cui le azioni possono essere eseguite. Ad esempio la policy 
utente potrebbe stabilire che vengano aperte solamente tre connessioni HTTP, o che ulteriori 
connessioni HTTP non possano essere aperte dopo l‟apertura di una connessione sicura. 
Come evidenziato nella sezione sul framework di riferimento, simili condizioni non possono 
essere garantite dai meccanismi standard di sicurezza J2ME. 
L‟architettura proposta in questo paragrafo è formulata per ottenere un monitoraggio 
basato sulla storia delle esecuzioni della MIDlet. La policy definisce una sequenza di 
operazioni consentite alla MIDlet. In questi termini, il diritto di una MIDlet ad eseguire 
un‟azione non dipende solo dall‟azione stessa, ma anche da tutte le altre azioni che sono state 
compiute dalla MIDlet precedentemente. 
Dal punto di vista architetturale, far rispettare una policy durante l‟esecuzione di una 
MIDlet richiede l‟integrazione nell‟architettura J2ME di due componenti: un Policy Decision 
Point (PDP), che valuta l‟operazione sensibile invocata rispetto alla policy e un componente 
per il monitoraggio della MIDlet che intercetta le invocazioni eseguite dalla MIDlet durante la 
sua esecuzione, invoca il PDP per la valutazione della policy ed applica la decisione presa dal 
PDP. L‟applicazione della decisione del PDP può essere realizzata come interruzione della 
MIDlet o come segnalazione di un‟eccezione di tipo SecurityException alla MIDlet. 
Sono possibili diverse soluzioni per integrare il componente monitor delle MIDlet 
nell‟architettura J2ME. Come esempio, le chiamate di sistema di effettuate dalla KVM sul 
sistema operativo del dispositivo potrebbero essere intercettate dal monitor e considerate 
come security relevant action. Tuttavia una simile soluzione non è stata adottata in quanto 
l‟insieme delle chiamate di sistema può essere differente  su dispositivi mobili diversi ed una 
simile problematica limita la portabilità della soluzione. 
Un‟altra possibile soluzione potrebbe coinvolgere il sistema di permessi definito dal 
MIDP usati nella definizione delle azioni sensibili (o security relevant actions). In questo caso 
il monitor potrebbe essere immerso nel componente del MIDP che valuta il permesso, può 
essere immaginato come una versione snella di un security manager. Questo componente 
verrebbe invocato dall‟architettura J2ME ogni volta che sta per essere eseguita un‟azione 
controllata da permessi. Ad esempio, per ipotesi si dispone di una MIDlet che richiede 
l‟apertura di una connessione HTTP ad un URL remoto, sfruttando la classe 
javax.microedition.io.Connector del MIDP. In questo caso, il valore del permesso 
javax.microedition.io.Connector.http decide se la connessione HTTP può essere stabilita. 
Tuttavia, una simile soluzione definisce come security relevant actions le sole operazioni che 
sono accoppiate con un permesso. Inoltre, una simile soluzione non consente di effettuare test 
sulla policy dopo l‟esecuzione dell‟azione security relevant, in quanto i permessi del MIDP 
sono valutati solo prima dell‟esecuzione dell‟azione. 
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La soluzione proposta nell‟ambito del progetto S3MS consiste nel definire un sotto 
insieme di metodi tra le API fornite dal MIDP e dal CLDC come insieme di azioni sensibili 
ed inserire un componente per il monitoraggio delle MIDlet nell‟architettura J2ME 
modificando il codice sorgente di questi metodi nelle librerie MIDP e CLDC. La modifica 
effettuata consiste solamente nell‟inserire una invocazione del PDP all‟inizio e alla fine del 
codice che implementa i metodi selezionati. In questo modo, ogni metodo dell‟architettura 
J2ME può essere definito, in linea di principio, come una azione sensibile (da poter 
monitorare). Se il risultato dell‟invocazione del PDP è negativo, un errore di tipo 
SecurityException viene sollevato dal metodo. 
 
Figura 15 - Architettura Runtime Enforcement 
Lo sviluppo di un prototipo dell‟ambiente d‟esecuzione Java è anch‟esso un obiettivo del 
progetto S3MS. Per lo sviluppo di questo prototipo, è stato usato il CLDC e MIDP Reference 
Implementation. In accordo con quanto riportato nella documentazione rilasciata dalla SUN, 
questi pacchetti rispettano pienamente le specifiche del MIDP e del CLDC e sono pensati per 
gli sviluppato della piattaforma J2ME che vogliono capire il funzionamento di CLDC e MIDP 
a basso livello o che desiderano realizzare il porting dell‟architettura J2ME sui nuovi 
dispositivi. Questi package possono essere installati su macchine Linux ed includono i 
sorgenti di tutta l‟architettura, parte presenti sottoforma di classi Java e parti sottoforma di 
programmi C. Il codice sorgente può essere facilmente ricompilato per ottenere un nuovo 
ambiente di simulazione. Per cui, il security framework presentato, monitor delle MIDlet e 
PDP, è stato integrato nell‟ambiente di simulazione come descritto nella figura 9. 
Dal punto di vista dell‟implementazione, il PDP è un thread sviluppato in linguaggio C. 
Questo thread viene avviato dalla KVM prima dell‟esecuzione di byte code della MIDlet. Nel 
dettaglio, un‟invocazione esplicita del thread PDP è stata inserita nel codice C che 
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implementa la KVM. Una volta attivato, il PDP legge la policy memorizzata in un file locale 
e si sospende su un semaforo aspettando di essere invocato dal monitor delle MIDlet. Il 
componente per il monitoraggio delle MIDlet invece, è una classe Java che include un 
metodo, checkPolicy, per attivare il PDP. L‟invocazione del metodo checkPolicy è 
stata inserita nel codice sorgente dei metodi che implementano le azioni sensibili da 
monitorare, all‟inizio e alla fine del codice originale. In questo modo l‟invocazione viene 
controllata prima e dopo l‟esecuzione dell‟azione sensibile. L‟implementazione del metodo 
checkPolicy riattiva il PDP e sospende l‟esecuzione del metodo J2ME utilizzando i 
semafori. Il monitor delle MIDlet comunica con il PDP attraverso le variabili condivise. In 
particolare il metodo checkPolicy copia nelle variabili condivise i parametri 
dell‟invocazione dell‟operazione sensibile. Dopo che il PDP ha valutato l‟azione corrente 
rispetto alla policy utente, la sua decisione viene memorizzata in una variabile condivisa, 
successivamente il PDP riattiva il monitor (il metodo della J2ME prima sospeso) e si 
sospende nell‟attesa di una nuova invocazione. 
Per applicare la decisione prodotta dal PDP, nel caso in cui il diritto d‟esecuzione venga 
negato, viene sollevata un‟eccezione di tipo SecurityException nel codice del metodo 
J2ME. Questo errore verrà propagato alla MIDlet che può includere il codice di gestione. 
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Capitolo 2   
 
La Soluzione Proposta 
 
2.1. Sommario 
In questo capitolo viene discussa la progettazione logica della soluzione proposta. Nella 
prima sezione si affronta la problematica del monitoraggio a tempo d‟esecuzione, cercando di 
individuare gli elementi che fanno parte del sistema finale. Il problema viene scomposto in 
due differenti momenti di elaborazione che vengono approfonditi nelle due sezioni 
successive.  
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2.2. Architettura della Soluzione 
2.2.1. Sommario 
Questa sezione presenta l‟architettura software progettata per effettuare il monitoraggio a 
tempo di esecuzione di applicazioni Java Micro Edition. L‟operazione di monitoraggio deve 
garantire che il software monitorato non violi mai la policy utente del dispositivo sul quale è 
in esecuzione. 
Partendo da una breve analisi delle tecniche di monitoraggio conosciute dalla letteratura, 
vengono messe in luce le caratteristiche che rendono le metodologie già esistenti non 
applicabili al particolare scenario applicativo del progetto S3MS. Successivamente viene 
definito l‟obiettivo del progetto nei termini delle proprietà richieste dalla soluzione per far 
fronte al particolare contesto applicativo discusso. Nella sezione successiva viene esposto il 
progetto logico dell‟architettura proposta, mettendo in luce le caratteristiche del nuovo 
approccio scelto per affrontare la problematica del monitoraggio di applicazioni per 
dispositivi mobili.  
2.2.2. Considerazioni sulla tecnica di Runtime Enforment 
Nel primo capitolo del documento sono stati analizzati i limiti del modello di sicurezza 
adottato nel framework Java Micro Edition. Successivamente è stato presentato il progetto 
europeo S3MS nato per studiare soluzioni a queste classi di problemi, nel particolare contesto 
degli applicativi per piattaforme mobili. 
Tuttavia la questione del monitoraggio a tempo di esecuzione di un‟applicazione Java è 
una problematica non nuova al mondo della ricerca e il quale, nel corso degli anni, ha 
prodotto risultati in questa direzione. 
In questa sezione viene esposta una breve analisi delle tecniche di monitoraggio esistenti 
e successivamente vengono confrontate con le esigenze dello scenario applicativo mobile. Da 
questo confronto nasce l‟obiettivo del lavoro di tesi, che vede la necessità di una soluzione 
innovativa, per rendere reale ed efficace il monitoraggio di applicazioni Java per piattaforme 
mobili. 
Tecniche di monitoraggio 
L‟approccio “Runtime Enforcement” descritto nella sezione “Contributi del progetto 
S3MS” è una possibile strada per garantire che venga rispettata la policy utente della 
piattaforma target sulla quale sono in esecuzione delle applicazioni non fidate. All‟interno 
delle librerie Java ME che contengono le operazioni sensibili da controllare, vengono inserite 
le invocazioni all‟entità controllore. Questa connessione rende possibile un controllo puntuale 
delle operazioni sensibili, delegando l‟entità controllore al compito di implementare i controlli 
necessari per far rispettare la policy del sistema. Tuttavia in letteratura [14] sono presenti 
ulteriori approcci alla stessa problematica per l‟ambiente Java. Un esempio è dato dalla 
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tecnica del wrapping delle chiamate di sistema. Tipicamente la problematica della sicurezza 
nell‟esecuzione di una generica applicazione, come è stato descritto, è modellabile in termine 
delle operazioni sensibili che questa applicazione può compiere sulla piattaforma. La 
motivazione è spiegata dalla natura stessa delle operazioni sensibili, in quanto sono per 
definizione le operazioni che possono compiere manipolazioni sulle risorse sensibili del 
sistema (quindi possono essere potenzialmente pericolose). La tecnica del wrapping propone 
una soluzione alla problematica suggerendo di modificare le librerie di sistema che vengono 
richiamate dalle Classi Java. Inserendo gli opportuni controlli dettati dalla policy nelle 
funzioni native del sistema, si garantisce che vengano comunque eseguiti i controlli richiesti 
prima della reale esecuzione dell‟operazione sensibile. Questa tecnica tuttavia implica la 
modifica delle librerie native del sistema ed un cambiamento nelle proprietà espresse dalla 
policy obbliga un cambiamento nelle librerie di sistema. Nel corso degli anni, sono state 
progettate altre soluzioni per inserire i controlli necessari dettati dalla policy. Un altro metodo 
consiste nel modificare il ClassLoader. Modificando le componenti dell‟ambiente 
d‟esecuzione Java responsabili del caricamento a tempo di esecuzione delle classi Java, è 
possibile richiamare l‟entità supervisore (il monitor) nel momento in cui viene caricata la 
classe da monitorare. In questo modo è possibile inserire dei controlli prima e/o dopo 
l‟esecuzione della Classe che vuole essere monitorata. In questo caso il meccanismo va 
installato nella macchina virtuale del sistema e non richiede modifiche alle librerie di sistema. 
Tuttavia rimane sempre la necessità di una modifica (estensione) dei componenti responsabili 
dell‟esecuzione del codice Java. 
Contestualmente alle tecniche illustrate, sono state presentate anche soluzioni per non 
modificare l‟ambiente di esecuzione delle applicazioni. In letteratura sono documentati diversi 
approcci di questa filosofia ed un esempio riguarda la tecnica di inlining del monitor 
all‟interno dell‟applicazione da controllare [9]. In questa soluzione, vengono inseriti i 
controlli richiesti dalla policy all‟interno dell‟applicazione stessa, attraverso un processo di 
trasformazione. Quando l‟applicazione trasformata viene eseguita, si ha la garanzia che 
rispetti automaticamente la policy in quanto contiene al suo interno i controlli necessari per 
farla rispettare. La tecnica presentata, pur avendo il pregio di non richiedere la modifica 
dell‟ambiente di esecuzione dei programmi, non consente di specificare controlli complessi. 
Inoltre un simile approccio non tiene conto della storia di esecuzione dell‟applicazione, quindi 
in generale è applicabile solamente con policy molto semplici. 
Obiettivo di progetto 
La panoramica presentata delinea chiaramente i limiti delle soluzioni esistenti se 
immaginate nel contesto applicativo per piattaforme mobili. In primo luogo le tecniche che 
prevedono l‟uso di un‟entità controllore, richiedono anche una modifica all‟ambiente di 
esecuzione, non attuabile nei dispositivi mobili reali. Queste limitazioni nascono dai vincoli 
del modello Sandbox per Java ME e dalla reale impossibilità di accedere alle implementazioni 
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proprietarie delle componenti software installate nei dispositivi mobili (per non citare 
l‟ulteriore necessità di una successiva re installazione degli ambienti d‟esecuzione). 
Purtroppo, anche le tecniche a trasformazione di programma che immergono l‟entità 
controllore nell‟applicativo non riescono ad offrire controlli efficaci per policy complesse a 
causa delle ovvie difficoltà nel cablare logiche di controllo complesse in un‟applicazione già 
progettata. 
La soluzione descritta in questo capitolo propone un approccio al monitoraggio distinto in 
due momenti di elaborazione separati. Il primo momento è un momento di trasformazione 
dell‟applicazione target, la quale viene modificata inserendo delle opportune invocazioni 
all‟entità controllore. Il secondo momento prevede il monitoraggio a tempo di esecuzione 
dell‟applicazione modificata. Il monitoraggio viene svolto da un componente software in 
esecuzione sulla piattaforma target. Il monitor è in grado di comunicare ed impartire ordini 
all‟applicazione target in quanto il processo di trasformazione ha sostanzialmente inserito al 
suo interno la logica necessaria per realizzare questo tipo di comportamento. 
L‟analisi della soluzione è focalizzata sulle modalità di trasformazione dell‟applicazione 
target nei confronti del contesto applicativo del progetto S3MS mentre per l‟analisi dell‟entità 
controllore vengono utilizzati i risultati conseguiti dall‟IIT nel campo del Runtime 
Enforcement. 
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2.2.3. Progettazione di Alto Livello 
La progettazione dell‟architettura viene descritta in modo incrementale. Partendo dalla 
configurazione iniziale di un comune dispositivo mobile dotato di ambiente J2ME CLDC [2], 
vengono valutati i componenti che dovranno essere aggiunti al sistema, per comporre 
l‟architettura finale. 
Descrizione del Sistema 
Il Sistema in esame prevede l‟interazione di differenti componenti, in diversi momenti del 
ciclo di vita dell‟applicazione. Nella progettazione di alto livello, vengono specificati gli 
oggetti che compongono il sistema e le relazioni che intercorrono tra questi oggetti. 
Gli elementi presenti nell‟ambiente iniziale sono: 
1. Dispositivo mobile dell‟utente (dotato della piattaforma J2ME CLDC) 
2. Applicazione (o set di applicazioni) da monitorare 
 
Figura 16 - Ambiente iniziale 
Ad ogni dispositivo mobile, secondo la filosofia Security By Contract [6] introdotta con il 
progetto S3MS, viene associato un insieme di regole che stabiliscono ciò che un‟applicazione 
può o non può fare quando è in esecuzione su quel particolare dispositivo. Dunque la policy è 
sicuramente un componente che deve appartenere al sistema, in quanto l‟entità di 
monitoraggio ha bisogno di un riferimento per poter distinguere le esecuzioni valide dalle 
esecuzioni non consentite. 
Ovviamente, l‟entità che offre il servizio di monitoraggio delle applicazioni è un 
componente del sistema. 
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Figura 17 – Sistema risultante con Monitor e Policy 
Come è possibile notare dalla Fig. 17, il componente monitor deve accedere alla policy 
per conoscere come comportarsi ed inoltre deve aver la possibilità di comunicare con la 
MIDlet. La comunicazione tra MIDlet e Monitor è necessaria per far conoscere al monitor 
l‟operazione che sta per eseguire l‟applicazione e per inviare alla MIDlet il permesso o il 
divieto dell‟operazione invocata (è necessaria anche per far conoscere al monitor quando sta 
per terminare la sua esecuzione). 
2
Il meccanismo adottato nella soluzione proposta in questa tesi, dunque, è basato su una 
forma di dialogo tra applicazione e monitor. Tuttavia, le istruzioni Java per realizzare il 
suddetto dialogo, non sono presenti in una generica applicazione, in quanto il “dialogo” è una 
funzione richiesta dalla particolare architettura proposta. L‟intero sistema deve essere un 
meccanismo “trasparente” al programmatore. Per questo motivo, è necessario introdurre nello 
schema dell‟architettura un componente aggiuntivo, responsabile dell‟opportuna integrazione 
nella MIDlet della logica necessaria al dialogo con il monitor. 
                                                          
2 NOTA: Anche nella soluzione di Runtime Enforcement presentata precedentemente è prevista una 
forma di dialogo tra PDP ed applicazione. Tuttavia, non avviene a livello applicativo, ma viene 
gestita dagli strati inferiori dell’architettura J2ME. Dato che il monitor è stato implementato come un 
thread della KVM, i metodi stessi del MIDP e CLDC sono stati opportunamente modificati per 
preparare nella memoria condivisa i dati necessari al monitor. 
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Figura 18 - Processo di Trasformazione 
In Fig. 18, è stato schematizzato il processo di trasformazione che deve subire una MIDlet 
per essere abilitata alla comunicazione con il monitor. Il Trasformatore, è una componente 
software dell‟architettura che esegue il processo di trasformazione. Partendo dalla MIDlet 
suite da elaborare e ricevendo in ingresso la policy relativa alla piattaforma sulla quale verrà 
installata l‟applicazione, il trasformatore produce come output la nuova MIDlet suite. La 
nuova MIDlet suite conterrà il supporto necessario per dialogare con il monitor negli istanti e 
nei modi opportuni per eseguire i controlli imposti dalla policy. Nei capitoli successivi verrà 
specificato il significato della frase “negli istanti e nei modi opportuni” entrando nei dettagli 
della logica di trasformazione. 
Con l‟ultima considerazione presentata, termina la descrizione di alto livello 
dell‟architettura per il monitoraggio. Riassumendo i passaggi, si nota come l‟architettura per il 
monitoraggio sia distribuita in due distinti momenti del ciclo di vita dell‟applicazione: 
1. Prima della fase di installazione: 
il processo di trasformazione confeziona un‟applicazione in grado di comunicare con 
il monitor, secondo le modalità richieste dalle azioni da monitorare indicate nella 
policy. 
2. Durante la fase di esecuzione: 
il monitor supervisiona l‟esecuzione della applicazione e qualora una data azione 
sensibile non possa essere eseguita, nega il permesso di eseguirla alla MIDlet. 
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Figura 19 - Architettura di Alto Livello 
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2.3. Processo di Trasformazione 
2.3.1. Sommario 
Nella sezione precedente è stata presentata un‟astrazione della soluzione, nella quale 
vengono delineate le componenti dell‟architettura assieme alle principali relazioni coinvolte. 
Come descritto, l‟architettura progettata prevede due differenti processi per configurare ed 
effettuare il monitoraggio della MIDlet: il processo di trasformazione ed il processo di 
monitoraggio a tempo di esecuzione. 
In questa sezione viene discusso il processo di trasformazione, specificando nel dettaglio 
l‟entità del trasformatore ed esplicitando le problematiche connesse alle operazioni compiute 
dal processo. 
2.3.2. Trasformatore 
Come descritto in Fig. 18, il trasformatore è il sistema che riceve come ingresso la 
MIDlet da trasformare (sottoforma di archivio Java e descrittore dell‟applicazione: file .JAR e 
.JAD) e la policy utente
3
 in linguaggio ConSpec (sottoforma di file testuale) e produce in 
uscita una MIDlet suite trasformata, sottoforma di archivio Java .JAR e descrittore 
dell‟applicazione .JAD. 
Nella Fig. 20 vengono illustrate tutte le componenti del sistema Trasformatore. 
Il Sistema Trasformatore è costituito dalle seguenti componenti: 
1. Policy Enforcement Point Inliner 
Cuore del processo di trasformazione, il PEP inliner è il software sviluppato per 
eseguire la trasformazione della MIDlet, inserendo opportunamente le strutture 
necessarie per realizzare il dialogo con il monitor. Questa componente, prende come 
ingresso i Class File da trasformare, assieme alla policy in formato XML e restituisce i 
Class File modificati. Per compiere il suo lavoro, il PEP inliner ha bisogno di due 
ulteriori componenti: 
a. API Signature Package 
Questa componente è un insieme di file XML che descrivono le caratteristiche 
delle API sensibili da monitorare. 
b. Stub Classes 
Questa componente è un insieme di classi Java ME compilate (e preverificate) 
che implementano la comunicazione con il monitor. 
  
                                                          
3 NOTA: In questa trattazione, non viene considerata la problematica relativa alla creazione del file 
delle politiche; si assume che la policy sia già presente nel dispositivo magari ottenuta come output di 
un programma per codificare in linguaggio  ConSpec le regole decise. 
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2. XML Translator 
Il componente XML Translator si occupa di ricevere una policy in linguaggio 
ConSpec e di rappresentarla mediante un documento XML. 
Questo passaggio intermedio è necessario in quanto il PEP Inliner lavora con policy in 
formato XML (scelta di carattere implementativo). 
 
Figura 20 - Architettura del Trasformatore 
3. JAR –Unpackager 
La componente JAR Unpackager è incaricata di estrarre i Class File dall‟archivio della 
MIDlet Suite. 
4. JAR – Packager 
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Questa componente è responsabile di creare il nuovo archivio JAR con i Class File 
modificati. 
5. JAD – Updater 
Il JAD Updater modifica il file JAD per riflettere le modifiche effettuate all‟archivio 
JAR (aggiorna semplicemente l‟attributo della dimensione dell‟archivio JAR della 
MIDlet Suite, in quanto il processo aggiunge delle nuove istruzioni assieme alle classi 
per il dialogo con il PDP). 
2.3.3. Policy Enforcement Point Inliner 
Nella letteratura sulle architetture di tipo policy-based, il termine Policy Enforcement 
Point (PEP) [17] viene utilizzato per indicare il componente di un sistema che assegna al 
Policy Decision Point (PDP), il compito di decidere se una data operazione può essere 
effettuata o meno, rispetto alla policy del sistema stesso. Nella architettura presentata, come 
verrà descritto nella sezione successiva, il Policy Decision Point è la componente principale 
del monitor. Il PEP, in questo contesto invece, è il punto della MIDlet che contiene le 
istruzioni per richiamare il PDP. La MIDlet tramite il PEP richiama il PDP per farsi 
concedere l‟autorizzazione ad eseguire l‟invocazione di una data API sensibile. La MIDlet, 
sempre tramite il PEP, ottiene successivamente la risposta dal PDP. Come verrà spiegato in 
dettaglio nelle sezioni successive, il PEP viene realizzato tramite un thread J2ME incaricato 
della comunicazione MIDlet – Monitor. 
Nella presente soluzione, il PDP viene integrato nel monitor, mentre il PEP deve essere 
immerso nel codice del programma da monitorare tramite il sistema trasformatore. 
Il cuore del sistema trasformatore è la componente denominata PEP Inliner. Questa 
componente è incaricata di modificare i Class File della MIDlet suite target, in modo da 
inserire tutti i PEP necessari a richiamare il PDP nel punto opportuno della MIDlet. Come si 
può vedere dalla Fig. 20, il processo del PEP Inlining è parametrizzato dalla policy. La policy 
viene utilizzata per conoscere quali sono le operazioni sensibili da monitorare (ad esempio la 
chiamata javax.microedition.io.Connector.open). Inoltre la policy è necessaria 
per capire in quale punto, rispetto all‟invocazione dell‟API, si desidera richiamare il PDP. 
Nella clausola EVENT di una policy ConSpec, è possibile specificare una regola da 
controllare prima dell‟invocazione dell‟API sensibile (modificatore BEFORE) oppure dopo 
l‟invocazione (modificatore AFTER) (il caso di eccezione sollevata dall‟API sensibile, 
modificatore EXCEPTIONAL, non è stato analizzato in questo studio). Per questo motivo il 
PEP dovrà essere inserito nel codice del programma, partendo dal punto in cui è presente 
l‟invocazione dell‟API sensibile, in modo compatibile al modificatore utilizzato nella clausola 
EVENT della policy. Subito prima nel caso BEFORE oppure subito dopo nel caso AFTER 
(teoricamente, nel caso EXCEPTIONAL, andrebbero valutate in un blocco catch da inserire 
ad-hoc per catturare immediatamente l‟eccezione sollevata). 
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  Nelle sezioni successive vengono descritti le tecniche utilizzate per raggiungere gli 
obiettivi. Tuttavia, per poter comprendere la logica dell‟algoritmo del PEP Inliner, è 
necessario presentare alcuni concetti sulla struttura di un Class File ed sul byte code. La 
sezione successiva ha lo scopo di presentare gli elementi base, necessari alla comprensione 
delle tecniche usate per implementare i passi dell‟algoritmo di trasformazione.  
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JVM e Struttura di un Class File 
I programmi scritti in Java (dunque anche in Java ME) sono compilati in un formato 
binario portabile chiamato byte code. Ogni classe viene rappresentata da un singolo Class File 
[18] contenente i dati relativi alla classe e le istruzioni byte code. Questi file vengono caricati 
dinamicamente in un interprete (chiamato Java Virtual Machine) ed eseguiti. 
 
Figura 21 - Procedura di compilazione ed esecuzione di una classe Java 
In Fig. 21 è stata riportata la procedura di compilazione e di esecuzione di una Classe 
Java: il file sorgente (HelloWorld.java) viene compilato in un Class File Java 
(HelloWorld.class), caricato dall‟interprete del byte code ed eseguito. 
E‟ bene notare che l‟uso del termine generale “Java” implica due significati: da una parte, 
Java viene inteso come linguaggio di programmazione, ma è anche vero che la Java Virtual 
Machine non è pensata esclusivamente per programmi Java, ma può benissimo essere 
utilizzata da altri linguaggi (con l‟ovvio accorgimento di dover utilizzare un compilatore 
linguaggio-bytecode). 
In Fig. 22 viene rappresentata l‟architettura dell‟interprete Java Virtual Machine [19]. 
 
Figura 22 - Architettura della JVM 
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Il codice contenuto nei Class Files [18] viene caricato dal Class Loader nelle strutture a 
runtime contenute nella parte tratteggiata di Fig. 22; queste interagiscono con l‟execution 
engine della macchina virtuale per effettuare operazioni che comportino chiamate di sistema 
(ad es. I/O) o per l‟invocazione di metodi nativi. 
 Method Area: 
 È condivisa tra tutti i thread e memorizza le strutture relative alle classi: 
o  type information (nome qualificato del tipo, nome qualificato del tipo della 
superclasse, se il tipo è una classe o un‟interfaccia, modificatori di tipo, lista 
ordinata dei nomi qualificati delle “superinterfacce”) 
o constant pool (è una rappresentazione a runtime della constant pool table del 
Class File e contiene tutti i riferimenti simbolici ai campi e metodi usati da una 
classe; i campi sono referenziati mediante indice come in un array) 
o field information (nome dell‟attributo, tipo dell‟attributo, modificatori 
dell‟attributo) 
o method information (nome del metodo, valore di ritorno del metodo, numero e 
tipi, in ordine, dei parametri, modificatori del metodo, bytecode del metodo, 
tavola delle eccezioni) 
o variabili di classe (variabili, dichiarate static, che possono essere accedute 
anche in assenza di istanze della classe) 
o riferimento alla classe ClassLoader (viene mantenuta traccia di quale Class 
loader, bootstrap o user-defined, ha caricato una data classe in modo che tutte 
le istanze di quella classe vengano create dallo stesso class loader, creando 
così un name space omogeneo) 
o riferimento alla classe Class (per ogni tipo/classe caricato, la JVM crea 
un‟istanza della classe Class tramite la quale si può accedere alle informazioni 
contenute nella method area)  
Quando la JVM carica un tipo (classe), il class loader legge le informazioni relative 
dal class file e le passa nuovamente alla JVM la quale le memorizza nella method 
area.  
 Heap: 
Viene creato all‟avvio della JVM ed è condiviso tra tutti i thread; in esso vi sono 
allocate tutte le istanze delle classi e gli array la cui allocazione/deallocazione è 
affidata al garbage collector. 
 Java Stack: 
Ogni thread ha un suo stack privato (creato al momento della creazione del thread): le 
operazioni possibili sono push e pop di frame; un frame (Fig. 23) è composto dalle 
local variables (usate per passare i parametri nell‟invocazione di metodo), 
dall‟operand stack (utilizzato per caricare costanti o valori dalle local variables, 
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eseguire operazioni aritmetiche, …) e dal frame data (contenente informazioni 
necessarie a runtime per l‟esecuzione di un metodo quali, un puntatore al runtime 
constant pool, informazioni per il return da un metodo, un riferimento alla tavola delle 
eccezioni nella method area). 
 
Figura 23 - Frame creato quando viene invocato un metodo 
 PC registers: 
Ogni thread ha il proprio pc (program counter) register: durante l‟esecuzione di un 
metodo il pc register contiene l‟indirizzo dell‟istruzione corrente eseguita dal thread; 
se il metodo non è native il pc register contiene l‟indirizzo dell‟istruzione della 
macchina virtuale attualmente eseguita; se il metodo è native il valore del pc register è 
indefinito. 
 Native method stacks: 
Utilizzati dalla JVM per consentire l‟esecuzione di codice nativo (diverso da Java): 
quando un thread invoca un metodo nativo, la JVM, invece di fare il push di un nuovo 
frame sul Java Stack, “crea” un collegamento direttamente con lo stack del metodo 
invocato. Nella KVM tipicamente non viene implementato. 
La Struttura di un Class File 
Il Class File [18] è un file in cui viene definita le rappresentazione di una classe o interfaccia. 
La struttura del Class File è organizzata in dieci sezioni principali: 
 Magic Number: è un numero di 4 byte, indica la versione del formato, attualmente 
0xCAFEBABE 
 Version of Class File Format: minor e major versions del class file (software 
versioning) 
 Constant Pool: array delle costanti della classe 
 Access Flags: indica se la classe è pubblica, astratta, ecc. 
 This Class: il nome della classe attuale  
 Super Class: il nome della superclasse  
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 Interfaces: eventuali superinterfacce che la classe implementa o che l‟interfaccia 
estende 
 Fields: eventuali campi della classe  
 Methods: eventuali metodi della classe 
 Attributes: eventuali attributi della classe (per esempio il nome del file sorgente) 
Le informazioni di un Class File, a livello di memorizzazione sul file, possono essere 
rappresentate mediante pochi tipi di dati fondamentali: 
 u1: un intero unsigned a 8-bit  
 u2: un intero unsigned a 16-bit con ordinamento del byte big-endian 
 u4: un intero unsigned a 32-bit con ordinamento del byte big-endian 
 table: un array di lunghezza variabile di oggetti di un qualche tipo. Il numero degli 
elementi dell‟array viene identificato, facendo precedere la tabella da un contatore. 
Utilizzando una notazione C-like possiamo definire il Class File come la seguente struttura: 
struct Class_File_Format { 
u4 magic_number;     // indica l’inizio del Class File   
u2 minor_version;  // minor version number 
u2 major_version;    // major version number 
u2 constant_pool_count; // indica il numero di elementi   
         // nel costant pool più uno 
cp_info constant_pool[constant_pool_count - 1]; // constant pool   
u2 access_flags; 
u2 this_class; 
u2 super_class; 
u2 interfaces_count; // indica il numero di elementi    
        // della tabella superinterfacce 
u2 interfaces[interfaces_count]; // tabella delle superinterfacce 
           // di questa classe 
u2 fields_count; // numero degli elementi della tab. campi   
field_info fields[fields_count]; // campi della class   u2 
methods_count; // numero dei metodi della class 
method_info methods[methods_count]; // array dei metodi 
u2 attributes_count; // numero degli attributi della classe   
attribute_info attributes[attributes_count]; // attributi 
} 
 Per avere un‟idea più precisa dei contenuti esposti, di seguito viene mostrata la 
compilazione di dell‟istruzione [20]: 
System.out.println("Hello, world"); 
Fig. 24 mostra una sezione del Class File relativa alla classe dalla quale è stata estratta 
l‟istruzione analizzata. Nel primo riquadro in alto a destra viene ingrandita una porzione del 
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constant pool, mentre nel quadrato inferiore vengono mostrate alcune istruzione contenute nel 
metodo della classe esempio. Esattamente le istruzioni byte code corrispondenti alla 
compilazione dello statement in esame. 
La prima istruzione carica il contenuto del campo out della classe 
java.lang.System nello stack degli operandi. Questa è un istanza della classe 
java.io.PrintStream. L‟istruzione ldc (“Caricamento di una Costante”) mette un 
riferimento alla stringa “Hello World” sullo stack. L‟istruzione successiva invoca il metodo 
println dell‟oggetto out che ha come parametri entrambi i valori caricati nello stack degli 
operandi (ogni invocazione di un metodo implicitamente ha bisogno di avere un riferimento 
all‟istanza della classe, nella quale è definito, come primo argomento). Le istruzioni o altre 
strutture dati all‟interno del Class File e all‟interno delle costanti stesse possono contenere 
riferimenti ad altre costanti nel Costant Pool. Tali riferimenti vengono implementati tramite 
un indice fisso, codificato direttamente all‟interno delle istruzioni. In Fig. 24 il sistema di 
indici è stato rappresentato mediante delle frecce che partono dagli oggetti contenenti i 
riferimenti verso gli oggetti riferiti. 
Per esempio l‟istruzione invokevirtual punta ad una costante di tipo MethodRef che 
contiene le informazioni sul nome del metodo chiamato, sulla firma del metodo (ossia 
l‟insieme degli argomenti e del valore di ritorno espressi in un unico codice) e sulla classe alla 
quale appartiene. Infatti, come messo in luce dalla Fig. 24, la costante stessa MethodRef fa 
riferimento ad altre entrate del Constat Pool che memorizzano i dati reali, ad esempio nel caso 
presentato fa riferimento all‟entrata ConstantClass contenente il riferimento simbolico alla 
classe java.io.PrintStream. Per mantenere il Class File compatto, tipicamente queste 
costanti vengono condivise tra diverse istruzioni ed altre entrate del constant pool. In modo 
simile anche un campo viene rappresentato da una costante FieldRef che include le 
informazioni riguardanti il nome, il tipo e la classe che contiene il campo. 
Il Constant Pool mantiene i seguenti tipi di costanti: 
 Utf8 – Stringa Unicode nel formato UTF-8 
 Interi, Reali, Long e Double 
 String - String, rappresentate come Utf8 
 Class – Nome qualificato della Class, rappresentato con una Utf8 
 NameAndType – Nome del campo o nome del metodo con il campo o descrittore del 
metodo ognuno rappresentato con UTF-8 
 Fieldref, Methodref, InterfaceMethodref - Classe più NameAndType.  
I Descrittori sono stringhe che codificano le informazioni sui tipi dei campi o dei metodi in 
termini di tipi base e nomi qualificati delle classi. I descrittori dei metodi includono i tipi dei 
parametri del metodo ed il risultato.  
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Figura 24 - Parte del Class File relativo alla classe HelloWorld 
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Istruzioni Byte Code 
Le istruzioni della Java Virtual Machine [21] sono costituire da un codice istruzione, 
opcode, che specifica il tipo di azione da eseguire seguito, da uno o più operandi che 
descrivono su quali valori agisce l‟operazione. 
Di seguito viene riportata una possibile catalogazione delle istruzioni byte code: 
 Operazioni di Load and Store: 
Usate per inserire nello stack operandi un valore da una variabile locale, o recuperare 
dallo stack un valore. Alcuni esempi sono: load store o ancora push, ldc, 
const. 
 Operazioni Aritmetiche e Logiche: 
La Virtual Machine possiede diverse operazioni per elaborare operandi di tipo diverso. 
La classe di istruzioni che permette la manipolazione degli interi fa precedere la lettera 
„i‟ ad ogni istruzione: ad esempio la somma di due interi iadd, restituisce il valore 
sullo stack. Alcune delle operazioni disponibili sono: add, sub, mul, div, rem, 
neg shl, shr, or,  and,  xor. 
 Operazioni di Conversione: 
Per i tipi base, esiste la possibilità di eseguire l‟operazione di casting attraverso un 
insieme appropriato di istruzioni come ad esempio la f2i, che traduce un float in un 
intero. Altri esempi sono: i2l, i2f, i2d, l2f, l2d, f2d.  
 Operazioni sugli Oggetti: 
o new – crea una nuova istanza di una classe 
o newarray – crea un nuovo array 
o getfield, putfield – usata per accedere ad una variabile dell‟istanza 
della classe 
o getstatic, putstatic – usate per accedere ai campi statici della classe 
o aload, astore - push, pop di riferimenti sullo/dallo stack 
o arraylength  - lunghezza dell‟array 
o instanceof, checkcast – controlli della validità del casting 
 Gestione dello Stack: 
Il byte code prede delle istruzioni per la gestione diretta dello stack operandi, come la 
rimozione di un elemento dallo stack: pop. Come ulteriori esempi di questa tipologia 
di istruzioni è possibile riportare: dup,dup_x,swap. 
 Controllo del Flusso: 
Sono state previste le istruzioni di salto come la goto e la if_icmpeq le quali 
controllano l‟uguaglianza tra due interi come condizione del salto. Inoltre è prevista 
l‟istruzione jsr (jump-to-subroutine) accoppiata con l‟istruzione ret utilizzate per 
implementare la clausola finally ed i blocchi try-catch. Le eccezioni possono 
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essere sollevate con l‟istruzione athrow. La destinazione di un salto viene codificata 
come un offset rispetto alla posizione attuale del byte code, utilizzando un numero 
intero. 
 Invocazione dei Metodi: 
o invokevirtual: invoca un metodo di istanza (quale metodo venga 
realmente invocato dipende dal meccanismo di binding dinamico) 
o invokeinterface: invoca un metodo di interfaccia (quale metodo venga 
realmente invocato dipende dal meccanismo di binding dinamico) 
o invokespecial: invoca un metodo di istanza della classe parent (tramite 
super)  
o invokestatic: invoca un metodo statico (dichiarato static in Java)  
o return: il flusso di esecuzione torna al chiamante 
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Attributo Codice di un Metodo 
L‟attributo Code [18] è un‟informazione presente all‟interno della struttura method_info 
nel Class File. Un attributi code contiene le istruzioni in byte code per la Java Virtual 
Machine ed altre informazioni aggiuntive relative al metodo in questione. Ai fini dello studio 
condotto in questo documento, l‟attributo codice è importante in quanto contiene una serie di 
ulteriori attributi innestati che, nel caso in cui venga modificato il byte code contenuto 
nell‟attributo Code devono essere aggiornati per riflettere i cambiamenti prodotti nel codice 
assembly. 
Code_attribute { 
u2 attribute_name_index; 
u4 attribute_length; 
u2 max_stack; 
u2 max_locals; 
u4 code_length; 
u1 code[code_length]; 
u2 exception_table_length; 
{     u2 start_pc; 
         u2 end_pc; 
         u2  handler_pc; 
         u2  catch_type; 
} exception_table[exception_table_length]; 
u2 attributes_count; 
attribute_info attributes[attributes_count]; 
} 
Sopra è stata riportata la definizione, secondo le specifiche della VM, dell‟attributo 
codice. Inoltre, l‟array di attributi innestati attributes[attributes_count] contiene 
attributi opzionali. 
Gli attributi opzionali innestati predefiniti sono LineNumberTable e la 
LocalVariableTable. 
Nelle implementazioni J2ME, a causa del necessario processo di preverifica del codice, 
viene sfruttato proprio uno di questi attributi opzionali per memorizzare i risultati intermedi 
della preverifica eseguita a compile time. Questo attributo si chiama StackMapTable. 
Infine, la tabella ExceptionTable viene usata per memorizzare le informazioni che 
riguardano la gestione delle eccezioni nello spezzone di codice contenuto nell‟attributo Code. 
Riassumendo, le strutture che verranno analizzate in questa sezione sono: 
1. LineNumberTable 
2. LocalVariableTable 
3. ExceptionTable 
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4. StackMapTable 
Le strutture elencate sono state scelte, individuando quegli attributi che necessitano una 
modifica ad-hoc, nel momento in cui si inserisce del bytecode nel corpo di un metodo. Tutte 
le altre informazioni dell‟attributo Code vengono automaticamente aggiornate, come viene 
descritto nel capitolo dell‟implementazione, dagli strumenti per la manipolazione del byte 
code (dunque non necessitano una gestione esplicita, per questo motivo non vengono 
analizzati in dettaglio). 
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MIDlet Esempio 
Gli attributi, verranno introdotti tramite un semplice esempio. Di seguito viene riportata il 
codice Java della semplice MIDlet HelloWorld assieme al codice byte code del metodo che 
verrà analizzato, la funzione startApp().  
Tabella 1 - Codice Java della MIDlet Example 
Line 
Nr. Istruzioni Java 
  1 import javax.microedition.midlet.*; 
2 import javax.microedition.lcdui.*; 
3 public class HelloWorld extends MIDlet implements CommandListener { 
4  private Command exitCommand; 
5  private TextBox tbox; 
6  private Display screen; 
7  public HelloWorld() { 
8    exitCommand = new Command("Exit", Command.EXIT, 1); 
9    tbox = new TextBox("Hello world MIDlet", "Hello World!", 25, 0); 
10    tbox.addCommand(exitCommand); 
11    tbox.setCommandListener(this); 
12  } 
13 
 14  protected void startApp() 
15    throws MIDletStateChangeException { 
16    try { 
17      screen = Display.getDisplay(this); 
18      screen.setCurrent(tbox); 
19    } catch(Exception e){ 
20      System.out.println("Exception in HelloWorld MIDlet!"); 
21   } 
22 
 23   protected void pauseApp() {} 
24   protected void destroyApp(boolean bool) 
25     throws MIDletStateChangeException {} 
26   public void commandAction(Command cmd, Displayable disp) { 
27     if (cmd == exitCommand) notifyDestroyed(); 
28   } 
29 } 
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Tabella 2 - Byte Code del metodo startApp() 
Offset Istruzioni Byte Code 
  0 aload_0 
1 aload_0 
2 
invokestatic javax/microedition/lcdui/Display/getDisplay 
(Ljavax/microedition/midlet/MIDlet;) 
Ljavax/microedition/lcdui/Display; 
5 putfield HelloWorld/screen Ljavax/microedition/lcdui/Display; 
8 aload_0 
9 getfield HelloWorld/screen Ljavax/microedition/lcdui/Display; 
12 aload_0 
13 getfield HelloWorld/tbox Ljavax/microedition/lcdui/TextBox; 
16 invokevirtual javax/microedition/lcdui/Display/setCurrent 
(Ljavax/microedition/lcdui/Displayable;)V 
19 goto 31 
22 astore_1 
23 getstatic java/lang/System/out Ljava/io/PrintStream; 
26 ldc "Exception in HelloWorld MIDlet!" 
28 invokevirtual java/io/PrintStream/println(Ljava/lang/String;)V 
31 Return 
 
LineNumberTable 
L‟attributo LineNumberTable è un attributo opzionale di lunghezza variabile, inserito 
all‟interno dell‟attributo Code. Può essere utilizzato dagli ambienti di debug per determinare 
quale insieme di istruzioni bytecode corrisponde ad una data linea del codice sorgente. Nel 
nostro esempio la LineNumberTable per il metodo f() è la seguente: 
Tabella 3 - LineNumberTable del metodo startApp() MIDlet HelloWorld 
Nr. start_pc line_number 
   0 0 17 
1 8 18 
2 19 21 
3 22 19 
4 23 20 
5 31 22 
Nella tabella vengono usati tre diversi campi: un numero progressivo delle istruzioni 
Java, l‟offset bytecode dal quale inizia la sequenza di istruzioni bytecode che traducono 
l‟istruzione Java in questione ed infine il numero di linea nel file sorgente dell‟istruzione Java. 
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LocalVariableTable 
L‟attributo LocalVariableTable è un attributo opzionale di lunghezza variabile, inserito 
all‟interno dell‟attributo Code. Può essere utilizzato dagli ambienti di debug, per determinare 
il valore di una data variabile locale durante l‟esecuzione del metodo. 
Tabella 4 - LocalVariableTable del metodo startApp() MIDlet HelloWorld 
Nr. start_pc length index name Descriptor 
      0 23 8 1 e Ljava/lang/Exception; 
1 0 32 0 this LHelloWorld; 
Una entrata di questa tabella contiene l‟offset iniziale del blocco nel quale è visibile la 
variabile (start_pc), la lunghezza del blocco (length), l‟indice della varibile locale per poterla 
accedere da bytecode (index), l‟identificatore assegnato dal programmatore (name) ed il 
descrittore (nome qualificato del tipo). 
Exceptions 
Questo attributo tiene traccia della possibilità del metodo di sollevare delle eccezioni. 
Nel caso dell‟esempio, il metodo startApp() può sollevare un‟eccezione di tipo 
MIDletStateChangeException e questa caratteristica viene memorizzata esattamente 
nell‟attributo Exceptions. 
 ExceptionTable 
L‟array exception_table è un array che descrive gli handler delle eccezioni gestite dal 
code. L‟ordine con cui sono memorizzate le entrate di questa tabella non è casuale e 
rispecchia l‟ordine di precedenza nel catturare l‟eccezione sollevata nel codice. 
Tabella 5 – ExceptionTable MIDlet HelloWorld, metodo startApp() 
Nr. start_pc end_pc handler_pc catch_type 
     0 0 19 22 java/lang/Exception 
 
Nella tabella viene memorizzato l‟offset iniziale del blocco try (start_pc), l‟offset finale 
del blocco try (end_pc) , l‟offset del bytecode relativo all‟handler dell‟eccezione mentre il 
campo catch_type indica il tipo d‟eccezione catturata dal blocco catch. 
StackMapTable 
Lo StackMap è un insieme di informazioni che vengono aggiunte all‟interno 
dell‟attributo Code di un metodo in un programma J2ME. In principio, la tecnica della split-
time verification è stata pensata per la tecnologia J2ME, tuttavia è stata introdotta anche 
nell‟ultima versione Java Standard Edition 6 [22]. 
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Nei dispositivi CLDC, il risparmio della memoria per le computazioni è d‟obbligo. Il 
processo standard di verifica, che effettua la JVM prima di eseguire codice byte code è troppo 
dispendioso per i dispositivi con risorse limitate. Per questo motivo la SUN ha pensato di 
spezzare il processo di verifica di queste applicazioni. In questo modo, durante la fase di 
sviluppo/compilazione, viene generato l‟attributo StackMap (dal preverificatore) che viene 
aggiunto al codice oggetto (Class File). 
La struttura dello StackMap può essere vista come un insieme di entry, chiamate 
StackMap Frames. Ogni StackMap Frame fotografa, per ogni punto del byte code target di un 
salto, lo stato dello stack operandi e dell‟array delle variabili locali (in termini dei tipi di dati 
presenti). Ossia ogni punto che può essere raggiunto dal flusso del programma tramite 
un‟istruzione di salto o l‟inizio del codice di un handler di eccezioni. Successivamente il 
verificatore, prima di mandare in esecuzione l‟applicazione, sfruttando lo StackMap potrà 
compiere una semplice scansione lineare per verificare il Class File. Tuttavia, se l‟attributo 
StackMap non contiene informazioni consistenti con il byte code del metodo sotto analisi, il 
verificatore non accetta il Class File negando l‟esecuzione. 
Tabella 6 - StackMapTable per il metodo f() della MIDlet Example 
offset local_variables stack_items 
   22 {(type=Object, class=HelloWorld)} {(type=Object, class=java.lang.Exception)} 
31 {(type=Object, class=HelloWorld)} { } 
Come si può notare dalla tabella 6 ad esempio, all‟offset 22 (offset iniziale dell‟handler 
dell‟eccezione) nello stack operandi deve essere presente l‟oggetto dell‟argomento del catch 
mentre nelle variabili locali deve essere presente un riferimento alla classe HelloWorld. 
Algoritmo PEP Inliner 
Nella seguente sezione, viene presentato l‟algoritmo di modifica dei Class File, per 
immergere il PEP all‟interno della MIDlet Suite da trasformare. 
E‟ bene capire, che il PEP Inliner deve essere in grado di compiere le seguenti azioni per 
poter inserire le nuove istruzioni bytecode all‟interno della MIDlet Suite da monitorare: 
 Funzione di Ricerca 
Deve essere in grado di trovare una particolare istruzione all‟interno di un Class File 
 Funzione di Inserimento 
Deve essere in grado di scrivere nel Class File le istruzioni bytecode da aggiungere 
 Funzione di Aggiornamento 
Deve essere in grado di aggiornare opportunamente il Class File dopo l‟inserimento 
In Fig. 25 viene presentato il diagramma a blocchi dell‟algoritmo di immersione del PEP 
nei Class File della MIDlet. La descrizione dell‟algoritmo viene condotta  esaminando ogni 
singolo blocco, dal punto di vista delle clausole EVENT BEFORE e dal punto di vista delle 
clausole EVENT AFTER. 
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Analisi dell’algoritmo 
Blocco 1. Il primo blocco evidenziato, è il blocco condizionale. Questo blocco 
schematizza l‟operazione logica di ricerca della successiva clausola EVENT da analizzare. La 
clausola EVENT contiene due informazioni che sono necessarie al PEP Inliner per eseguire le 
sue elaborazioni: 
1. Il tipo di modificatore BEFORE O AFTER 
2. Il nome qualificato della API da monitorare (la firma del metodo da controllare) 
 
Figura 25 - Diagramma di flusso dell'algoritmo di trasformazione 
La prima informazione viene utilizzata nel blocco 3 per stabilire in che punto inserire la 
chiamata alla Stub Class (PEP) mentre la seconda informazione è necessaria al secondo 
blocco per determinare l‟offset dell‟invocazione dell‟API all‟interno del byte code. 
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Blocco 2. Il secondo blocco è incaricato di localizzare l‟invocazione dell‟API all‟interno 
del byte code. Per realizzare questo compito, il PEP Inliner ha bisogno della firma del metodo 
letta dal Blocco 1 e di alcune informazioni aggiuntive memorizzate nell‟API Signatures 
Package. Quest‟ultima componente è un insieme di file XML contenenti alcune informazioni 
di servizio riguardanti le API sensibili riconosciute dal software. 
Ad esempio, nella policy di Fig. 14, viene specificata una regola sulla chiamata della 
javax.microedition.io.Connecto.open(String URL) il file XML dell‟API 
Signature Package relativo alla Classe Connector contiene le informazioni riportate in Fig. 
26. 
 
Figura 26 - Connector.XML estratto dal Package API Signature 
Il File XML presentato in Fig. 26, è una descrizione dell‟API utilizzata per disporre 
velocemente delle informazioni che servono per localizzare la sua invocazione. In questo file 
viene descritto, il prototipo del metodo, la sua firma e un‟informazione denominata pattern di 
ricerca. Quest‟ultima informazione viene utilizzata dalla componente incaricata di localizzare 
l‟invocazione dell‟API nel byte code. La chiamata di una API, per il suo particolare prototipo, 
può essere tradotta in byte code, con un numero finito di sequenze di istruzioni byte code. 
Queste possibili sequenze di istruzioni byte code vengono codificate nella stringa denominata 
PATTERN di ricerca. Una simile soluzione è stata adottata per sfruttare le funzionalità di 
ricerca dei framework per la manipolazione del byte code. Tipicamente questi strumenti 
possono eseguire delle scansioni del byte code mirate alla ricerca di un particolare pattern. 
Ad esempio, Fig. 26 riporta il pattern per la Connector.open(String). Il metodo 
open, nella classe Connector è dichiarato statico, dunque il pattern di ricerca riporta una 
istruzione di tipo invoke_static. L‟unico argomento del metodo è una Stringa ed una 
Stringa può essere caricata a livello byte code in due distinti modi, o tramite la ldc (stringhe 
costanti) o caricando il riferimento all‟oggetto String con l‟istruzione aload. 
Tuttavia, due invocazioni differenti possono avere a livello byte code lo stesso pattern di 
ricerca se non vengono valutati gli operandi delle istruzioni. Per questo motivo, dopo avere 
localizzato una sequenza simile alla sequenza di invocazione desiderata, la componente che 
effettua la ricerca, legge l‟operando dell‟istruzione invoke. L‟operando letto non è altro che 
un indice nel constant pool verso un‟informazione di tipo MethodRef_Info. 
Quest‟informazione a sua volta, contiene i riferimenti per conoscere la classe alla quale 
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appartiene il metodo della invoke ed il nome assieme al prototipo, NameAndType_Info,  
del metodo stesso. Dopo avere acceduto a queste informazioni, se corrispondono alla firma 
del metodo letta dal file API Package, assumendo di voler cercar l‟API della clausola 
EVENT, la corrispondenza viene dichiarata verificata. La sequenza di invocazione dell‟API 
può essere memorizzata in un insieme di punti di corrispondenza o MatchPoints che 
vengono utilizzati come input per le elaborazioni successive. 
E‟ possibile avere delle API con differenti prototipi (un esempio è proprio la 
javax.microedition.io.Connector.open), in questi casi, il sistema è pensato per 
disporre di un file API Package contenente tutte le dichiarazioni possibili dei metodi dell‟API 
in questione. In questo modo, se la policy esplicitamente ripete la clausola EVENT tante volte 
quante solo le dichiarazioni overloaded, il trasformatore, disponendo delle informazioni per 
compiere la ricerca, troverà anche gli ulteriori MatchPoints. 
Blocco 3. Nel terzo blocco dell‟algoritmo, vengono racchiuse tutte le operazioni che 
servono per modificare il byte code del Class File. La componente che localizza il punto 
(Blocco 2), fornisce come ingresso al blocco 3 un array di MatchPoints. Ogni singolo 
elemento di questo array, contiene il nome del metodo dove è stata incontrata l‟API da 
monitorare assieme all‟offset byte code dell‟istruzione d‟invocazione. In questo punto 
dell‟elaborazione, viene sfruttato il modificatore letto nel Blocco 1 e in funzione del tipo di 
clausola BEFORE o AFTER viene aggiunto al byte code, l‟invocazione dello 
STUB_BEFORE o dello STUB_AFTER. 
La Classe Stub è una classe pensata per implementare il dialogo tra MIDlet e monitor. Il 
compito principale dello STUB è comunicare al monitor, quale API sta per essere invocata o è 
stata invocata, e con quali parametri attuali (e nel caso AFTER anche con quale valore di 
ritorno). In questa architettura, è stato pensato di avere uno STUB ad-hoc per ogni API da 
monitorare. Lo STUB già compilato e preverificato, viene aggiunto alle classi della MIDlet 
Suite nelle ultime fasi della trasformazione, e viene invocato a tempo di esecuzione tramite il 
PEP inserito esattamente in questa fase. 
Ogni classe STUB, ClassNameAPI_Wrapper, contiene al suo interno la definizione di 
due differenti categorie di metodi: 
 ClassNameAPIWrapper.methodName_before 
 ClassNameAPIWrapper.methodName_after 
Questi due metodi sono presenti per ogni metodo dell‟API da controllare. Nel caso della 
Connector.open i due metodi della classe STUB ConnectorWrapper sono: 
 ConnectorWrapper.open_before 
 ConnectorWrapper.open_after 
I due metodi richiamano lo STUB_BEFORE e lo STUB_AFTER rispettivamente. Nel 
capitolo riguardante l‟implementazione, viene discussa la struttura della Stub Class. In 
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questa sezione viene descritto invece la semplice operazione di inserimento delle chiamate 
alle classi Stub, prima o dopo l‟API da invocare. 
Entrambi i metodi hanno tra i loro parametri formali, gli stessi parametri formali del 
metodo da monitorare, mentre solamente per il metodo di tipo AFTER, è previsto un 
parametro aggiuntivo, per comunicare al monitor il valore di ritorno ottenuto dopo 
l‟esecuzione. 
Nel caso dell‟inserimento di un methodName_before la sequenza di istruzioni da 
inserire prima della invoke API è esattamente la stessa utilizzata dalla invoke API 
stessa. Con l‟unico accorgimento sull‟operando della invoke STUB_BEFORE che deve 
essere impostato sul valore del nuovo MethodRef_Info, riguardante la classe 
ClassNameAPI_Wrapper. 
Esempio 
Come esempio del concetto espresso, si suppone di analizzare una MIDlet che vuole 
aprire una connessione sfruttando l‟operazione Connector.open(). In questo esempio, si 
suppone che la policy contenga una clausola EVENT di questo tipo: 
 
Dunque i PEP vanno inseriti prima dell‟invocazione della Connector.open(). Come 
ipotesi inoltre, si immagina che il codice del programma da controllare contenga, in uno dei 
suo metodi, la seguente istruzione: 
c = (HttpConnection)Connector.open(url, 3, true); 
In Tab. 7 viene presentato il relative byte code dello statement. 
Tabella 7 - byte code dello statement Connecto.open() 
Byte Code 
Offset Istruzioni Byte Code 
  10 aload_1 
11 iconst_3 
12 iconst_1 
13 
invokestatic javax/microedition/io/Connector/open 
(Ljava/lang/String;IZ)Ljavax/microedition/io/Connection; 
 
Prima dell‟invocazione della Connector.open(), bisogna interpellare il Monitor per 
sapere se la MIDlet sta effettuando un‟operazione consentita rispetto alla policy. Questo si 
traduce nell‟inserimento del PEP prima dell‟invocazione, in alte parole va inserita la chiamata 
allo STUB_BEFORE. 
In Tab. 8 viene riportato il codice dopo l‟inserimento della chiamata. 
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Tabella 8 - byte code prodotto dopo l'inserimento della chiamata allo STUB_BEFORE 
Byte Code 
Offset Istruzioni Byte Code 
  10 aload_1 
11 iconst_3 
12 iconst_1 
13 
invokestatic ConnectorWrapper/ConnectorWrapper_open_before 
(Ljava/lang/String;IZ)V 
16 aload_1 
17 iconst_3 
18 iconst_1 
19 
invokestatic javax/microedition/io/Connector/open 
(Ljava/lang/String;IZ)Ljavax/microedition/io/Connection; 
Dal punto di vista Java, è come se il programmatore avesse inserito un‟istruzione di 
controllo del tipo: 
ConnectorWrapper.ConnectorWrapper_open_before(url, 3, true); 
c = (HttpConnection)Connector.open(url, 3, true); 
Tuttavia, quest‟istruzione è stata immersa a livello byte code dal PEP Inliner. L‟intero 
procedimento è trasparente al programmatore della MIDlet. 
Un discorso simile vale per le clausole AFTER. L‟unica differenza riguarda la necessità, da 
parte del monitor, di controllare il valore di ritorno del metodo. Qui nasce l‟esigenza di 
utilizzare una locazione di comodo per salvare il risultato. Nel caso in cui l‟applicazione 
preveda già l‟assegnamento del valore di ritorno ad una variabile locale, come nel caso 
dell‟esempio, il PEP Inliner non farà altro che inserire il valore della variabile locale nello 
stack operandi in fase di preparazione dell‟invocazione dello STUB_AFTER. Diversamente, 
viene utilizzata una locazione dell‟array delle variabili locali per compiere il passaggio del 
valore (una locazione non usata da nessuna variabile del metodo). 
Continuando l‟esempio, se la policy avesse presentato una clausola EVENT del tipo: 
 
il monitor deve essere interrogato dopo l‟esecuzione dell‟operazione sensibile, per compiere 
le sue elaborazioni, aggiornando opportunamente lo stato dell‟automa. Per questo motivo, è 
necessario immergere anche in questo caso un PEP, subito dopo l‟invocazione dell‟API 
analizzata. 
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Tabella 9 - byte code prodotto dopo l'aggiunta dell'invocazione allo STUB_AFTER 
Byte Code 
Offset 
Istruzioni Byte Code 
  10 aload_1 
11 iconst_3 
12 iconst_1 
13 
invokestatic ConnectorWrapper/ConnectorWrapper_open_before 
(Ljava/lang/String;IZ)V 
16 aload_1 
17 iconst_3 
18 iconst_1 
19 
invokestatic javax/microedition/io/Connector/open 
(Ljava/lang/String;IZ)Ljavax/microedition/io/Connection; 
22 checkcast javax/microedition/io/HttpConnection 
25 astore_2 
26 aload_1 
27 iconst_3 
28 iconst_1 
29 aload_2 
30 
invokestatic ConnectorWrapper/ConnectorWrapper_open_after 
(Ljava/lang/String;IZLjavax/microedition/io/HttpConnection;)V 
Immaginando la corrispondente istruzione
4
 Java del PEP inserito, può essere descritta con 
il seguente statement: 
ConnectorWrapper.ConnectorWrapper_open_before(url, 3, true); 
c = (HttpConnection)Connector.open(url, 3, true); 
ConnectorWrapper.ConnectorWrapper_open_after(url, 3, true, c); 
Blocco 4. Il Blocco numero quattro dell‟algoritmo raggruppa tutte le operazioni necessarie 
per aggiornare il Class File, dopo aver subito l‟immersione delle istruzioni byte code per 
l‟invocazione di uno STUB. Gli aggiornamenti previsti possono essere raggruppati in cinque 
categorie differenti: 
1. Aggiornamento della LineNumberTable 
2. Aggiornamento della LocalVariableTable 
3. Aggiornamento della ExceptionTable 
4. Aggiornamento degli offset 
5. Aggiornamento della StackMapTable 
                                                          
4
 NOTA: All’offset 25 del bytecode di Tab. 9, si può osservare il codice assembly per la 
memorizzazione del risultato nella variabile locale c. La funzione Connector.open() 
restituisce un oggetto di tipo HttpConnection, che viene lasciato sullo stack operandi al 
ritorno della funzione. La astore_2, provvede a memorizzare il riferimento nella variabile 
locale c, di indice 2. 
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L‟attributo opzionale LineNumberTable deve essere aggiornato per riflettere il 
cambiamento subito dal Class File, dopo aver inserito le istruzioni byte code. 
Sostanzialmente, deve essere aggiunta una nuova entrata alla tabella, necessaria per descrivere 
la linea di codice Java “fantasma” (NOTA: fantasma perché in principio non prevista dal 
programmatore, ma aggiunta successivamente). Inoltre devono essere aggiornati tutti i valori 
degli offset iniziali (start_pc) delle entrate della tabella che hanno uno start_pc 
superiore all‟offset iniziale della sequenza di codice immersa. Il motivo nasce dalla necessità 
di dover aggiornare le informazioni a valle del cambiamento, mentre tutto ciò che è presente 
prima del PEP può essere lasciato immutato. Questa elaborazione può essere compiuta, 
salvando lo stato della LineNumberTable prima di immergere le nuove istruzioni ed 
aggiornandola. Successivamente si può cancellare l‟attributo LineNumberTable ed 
inserire la nuova struttura LineNumberTable aggiornata. 
Anche l‟attributo LocalVariableTable deve essere aggiornato per riflettere i 
cambiamenti nel Class File. In particolare, per ogni variabile della tabella, bisogna controllare 
il suo start_pc e nel caso abbia un valore superiore all‟offset del PEP, bisogna sommare lo 
spiazzamento relativo (il numero di byte che occupa la sequenza d‟invocazione del PEP). 
Questo perché è il blocco nel quale è definita la variabile, è stato spostato dall‟inserimento 
delle nuove istruzioni. Ma la lunghezza rimane invariata, in quanto il blocco della variabile 
non contiene istruzioni aggiuntive. Diverso è il caso di un offset della variabile inferiore 
all‟offset del PEP. In questo caso lo start_pc rimarrà invariato ma la lunghezza deve 
essere aggiornata, sommando ad essa lo spiazzamento delle istruzioni di invocazione. 
Come descritto nella sezione precedente, la ExceptionTable contiene la descrizione 
degli handler di Eccezioni, definite nel metodo in questione. Anche questo attributo deve 
subire delle variazioni rispetto ai cambiamenti del Class File. Dato che sono state immerse 
nuove istruzioni, gli offset che descrivevano l’handler: start_pc, end_pc, 
handler_pc dovranno essere modificati di conseguenza. Con la stessa logica di 
aggiornamento, descritta per la LocalVariableTable, se un handler presenta uno 
start_pc con valore superiore all‟offset del PEP, andrà aggiunto allo start_pc lo 
spiazzamento immerso. Così come per il valore dell‟end_pc (questi valori descrivono il 
blocco try-catch). Anche il valore dell‟offset handler_pc, andrà modificato aggiungendo lo 
spiazzamento. Se invece tutti gli offset hanno valori inferiori all‟offset del PEP, nessuna 
modifica deve essere prodotta. Nei casi in cui lo start_pc è inferiore all‟offset del PEP e lo 
end_pc è superiore (la maggior parte dei casi, dato che rappresenta l‟inclusione 
dell‟invocazione dell‟API nel blocco try-catch), andrà modificato l‟end_pc e handler_pc, 
aggiungendo l‟offset di spiazzamento. 
Un aggiornamento vitale per poter eseguire o meno l‟applicazione, riguarda il target dei 
salti all‟interno del byte code. Sempre a causa dell‟immersione di nuove istruzioni, se un salto 
aveva come destinazione un offset superiore all‟offset del PEP, dovrà subire un 
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aggiornamento per riflettere il cambiamento nel metodo. L‟operando che descrive l‟offset di 
questo salto, dovrà essere aumentato di un numero pari allo spiazzamento del PEP. Se invece 
il salto punta ad un offset nel codice inferiore all‟offset del PEP, nulla deve essere modificato 
in quanto il byte code non ha cambiato i propri offset a monte del PEP. Se questi cambiamenti 
non vengono effettuati nel modo corretto, il verificatore non consentirà l‟esecuzione 
dell‟applicazione (e comunque, anche fosse consentita, la semantica del programma sarebbe 
stata erroneamente modificata). 
Ultimo, ma non per importanza, è l‟aggiornamento dell‟attributo StackMap. Questo 
attributo, come è stato decritto in precedenza, viene utilizzato per la verifica sul dispositivo 
dal verificatore della JVM. I frame dello StackMap devono essere aggiornati per riflettere i 
cambiamenti del Class File. Un frame della tabella StackMap, fotografa l’array delle 
variabili locali e lo stack operandi i tutti quei punti che sono destinazione di un salto o la entry 
di un handler di eccezioni. Per come è stata pensata la soluzione di inserimento, gli unici 
cambiamenti che devono essere apportati allo StackMap riguardano l‟aggiornamento degli 
offset dei Frame. Nessuna nuova entrata deve essere prodotta nella tabella. Questa condizione 
è vera in quanto, anche se la nuova sequenza di istruzioni fosse inserita all‟altezza dell‟offset 
di destinazione di un salto, questa sequenza potrebbe essere solo la sequenza d‟invocazione di 
uno STUB_BEFORE. E lo STUB_BEFORE ha esattamente la stessa forma dell‟API da 
controllare, dunque i tipi di dato che devono essere presenti a quell‟offset sullo stack operandi 
è esattamente lo stesso del caso precedente all‟immersione. Diversamente, se vengono 
immerse le istruzioni per uno STUB_AFTER, anche se richiede un insieme di parametri 
attuali diversi dall‟API originale, questo viene posizionato sempre dopo l‟invocazione 
dell‟API da monitorare. Per questo motivo non potrà mai capitare nel punto di destinazione di 
un salto, o all‟inizio di un handler delle eccezioni. Da questa breve analisi, si evince che 
l‟unica modifica da apportare allo StackMap riguarda l‟aggiornamento degli offset dei frame. 
Se l‟offset è inferiore all‟offset del PEP, nulla deve essere modificato. Diversamente, bisogna 
aggiungere all‟offset del frame in questione lo spiazzamento generato dal PEP. 
Blocco 5. Dopo aver modificato il Class File in accordo alle clausole EVENT specificate 
nella policy, rimane un ultimo controllo da effettuare prima di scrivere l‟output nei Class File, 
terminando il processo di modifica. In questo momento dell‟elaborazione, bisogna conosce il 
valore dello SCOPE della policy utente. Questo valore infatti viene utilizzato per decidere se 
inserire o meno l‟invocazione di uno STUB speciale, denominato STUB_DESTROY. 
Se lo SCOPE della policy è di tipo SESSION, significa che lo stato dell‟automa controllore, 
deve essere mantenuto solo per tutta la durata dell‟esecuzione dell‟applicazione. Una volta 
terminata, deve cancellare lo stato memorizzato, in modo da poter essere nella condizione 
iniziale esatta alla prossima esecuzione della MIDlet. Questa necessità fa nascere l‟esigenza di 
comunicare al PDP il momento in cui la MIDlet sta per terminare. In questo modo, il monitor 
può distruggere lo stato memorizzato. Il blocco 5 analizza la clausola SCOPE e se è di tipo 
SESSION passa al blocco 6 l‟elaborazione del Class File. 
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Blocco 6. Il Blocco 6 è incaricato di localizzare i punti di terminazione della MIDlet. 
Per capire quando termina una MIDlet, è necessario presentare una breve analisi del ciclo di 
vita [23] di una MIDlet Fig. 27. Una istanza della MIDlet viene creata dall‟AMS. Lo stato 
iniziale di una MIDlet è paused. Terminata la costruzione dell‟oggetto, l‟AMS invoca il 
metodo startApp() della MIDlet e al termine della sua esecuzione la MIDlet è nello stato 
active. La disattivazione della MIDlet avviene quando la MIDlet passa dallo stato active 
allo stato paused. Se è l‟AMS responsabile di questa transizione, viene invocato il metodo 
pauseApp(), diversamente se è la MIDlet a causare la sua disattivazione nessun metodo 
viene invocato. La stessa cosa avviene per la transizione dallo stato active o paused 
allo stato destroyed. Se la MIDlet viene distrutta dall‟AMS, allora viene invocato il 
metodo destroyApp() diversamente, se è la MIDlet stesse che si distrugge (attraverso 
l‟invocazione del metodo notifyDestroyed(), nessun metodo viene invocato. 
Da questa breve analisi si comprende quali sono i possibili modi in cui può terminare una 
MIDlet. Se terminata dall‟AMS, viene invocato il metodo destroyApp() se terminata dal 
suo stesso codice, è l‟invocazione del metodo notifyDestroyed() a stabilire la fine 
dell‟esecuzione. 
 
Figura 27 - Ciclo di vita di una MIDlet 
Per questo motivo, localizzare i punti di terminazione della MIDlet all‟interno del Class 
File, significa cercare il metodo destroyApp() e cercare l‟insieme dei MatchPoints 
dell‟invocazione notifyDestroyed(). 
Dunque la comunicazione dell‟imminente terminazione del programma al monitor va inserita 
alla fine del metodo destroyApp() e prima della chiamata del notifyDestroyed(). 
Blocco 7. L‟inserimento dell‟invocazione allo STUB_DESTROY presenta le stesse 
caratteristiche viste per l‟inserimento dello STUB_BEFORE. Ottenuto l‟offset 
dell‟invocazione della notifyDestroyed(), subito prima va inserita la chiamata allo 
STUB_DESTROY. La funzione non ha parametri, in quanto tutto è cablato nella Classe 
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speciale dello STUB_DESTROY, che si occupa di comunicare al monitor un comando 
opportuno per la notifica di terminazione. Ugualmente, va inserita anche al termine del 
metodo destroyApp(), prima dell‟istruzione return. 
Blocco 8. L‟aggiornamento del Class File come conseguenza di questo inserimento segue 
esattamente le stesse regole analizzate nel Blocco 4. 
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2.4. Processo di Monitoraggio 
2.4.1. Sommario 
In questa sezione viene descritto il processo di monitoraggio, descrivendo in modo 
dettagliato il funzionamento del Monitor. Partendo dalla descrizione delle componenti 
principali del Monitor, successivamente vengono analizzati i singoli blocchi del sistema 
esplicitando la logica di funzionamento. 
2.4.2. Monitor 
Il Monitor è la componente software responsabile di monitorare l‟esecuzione delle 
MIDlet. In Fig. 28 viene illustrato uno schema delle parti che compongono il monitor. 
 
Figura 28 – Architettura del Monitor 
Analizzando la Fig. 28, si nota come il monitor sia composto da un insieme di parti che 
cooperano per fornire alla MIDlet la risposta alla sua richiesta di poter eseguire una certa 
operazione sensibile. 
Il Sistema Monitor è composto  dalle seguenti componenti: 
1. Policy Decision Point 
Il PDP è il demone del sistema di monitoraggio, incaricato di ricevere le richieste di 
esecuzione di metodi dalle MIDlet e di fornire la risposta concedendo o negando il 
permesso di esecuzione. Il PDP, per il suo funzionamento, ha bisogno di due 
componenti ulteriori: 
a. Methods File 
77 
 
Il file dei metodi è un file XML, utilizzato dal PDP per catalogare le API 
sensibili. Viene letto in fase di inizializzazione del demone per configurare 
opportunamente le strutture dati interne. 
b. Policy 
Il PDP, sempre in fase di inizializzazione, legge il policy file del dispositivo 
mobile sul quale è in esecuzione. Il Policy File deve contenere la policy utente 
tradotta il linguaggio POLPA. 
2. Policy Information Service 
Il PIS è un servizio dell‟architettura di monitoraggio. Tuttavia questo servizio è 
pensato per essere acceduto solamente dal PDP. Il suo compito interessa la gestione 
delle variabili di stato della policy e crea, aggiorna o cancella una variabile di stato 
associata all‟esecuzione di una MIDlet, su richiesta del PDP. 
Questo componente, per tenere traccia dello stato della MIDlet tra più esecuzioni (nel 
caso di SCOPE MULTISESSION), memorizza lo stato dell‟automa (il valore delle 
variabili di stato) su un file dedicato all‟applicazione Java monitorata. 
a. Stato 
Questa componente, schematizza l‟insieme dei file usati dal PIS per salvare lo 
stato delle MIDlet quando richiesto. 
3. Language Translator 
Il Language Translator è il componente del sistema del Monitor che traduce la policy 
ConSpec in una policy POLPA [16] rappresentandola in formato XML. Questo 
passaggio è necessario in quanto la libreria utilizzata per il PDP del prototipo è stata 
scritta per questo linguaggio di specifica delle policy. 
2.4.3. Policy Decision Point 
Il PDP è un programma in esecuzione sulla piattaforma mobile dell‟utente. Il suo compito 
è monitorare l‟esecuzione delle MIDlet installate nel sistema. Le MIDlet, come descritto nella 
sezione sul processo di trasformazione, devono essere preparate per poter disporre del 
supporto necessario alla comunicazione con il monitor. Il PDP aspetta l‟invocazione del PEP 
in corrispondenza del verificarsi di uno degli EVENT indicati nella policy utente e compie 
tutte quelle operazioni necessarie per far evolvere lo stato dell‟automa. L‟evoluzione 
dell‟automa viene stabilita considerando lo stato attuale e le azioni svolte in risposta 
all‟evento scatenato. Il PDP fa uso di un ulteriore processo attivo sulla piattaforma mobile, 
denominato PIS. Il PIS è la componente dell‟architettura mobile, incaricata della gestione 
dello stato dell‟automa. Se la policy prevede delle variabili di stato, è il PIS su richiesta del 
PDP, che gestisce le operazioni di creazione delle variabili, recupero dei valori memorizzati, 
aggiornamento dei valori ed eventuale cancellazione delle variabili. 
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Il funzionamento del PDP, viene introdotto attraverso l‟analisi dell‟algoritmo di servizio. 
In Fig. 29 è stato riportato il diagramma di flusso, di seguito vengono analizzati i singoli 
blocchi dell‟algoritmo. 
Blocco 1. La prima operazione compiuta dal demone PDP riguarda l‟inizializzazione delle 
strutture dati utilizzate dal servizio per compiere le sue elaborazioni. L‟inizializzazione è 
divisa in due fasi: 
 Inizializzazione delle strutture per il riconoscimento delle API sensibili 
 Inizializzazione delle strutture che rappresentano la policy utente 
 
Figura 29 - Diagramma di flusso dell'algoritmo di servizio del Policy Decision Point 
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L‟inizializzazione delle API sensibili, viene compiuta per creare in memoria le strutture 
per descrivere le API sensibili che possono essere riconosciute dal monitor. Tale 
inizializzazione viene effettuata leggendo un file di configurazione chiamato Methods.XML. 
Il file dei metodi contiene una lista delle API supportate dal PDP con i relativi prototipi (tipi 
degli argomenti e valore di ritorno). Ad ogni API sensibile supportata viene associato un 
numero progressivo, per accedere velocemente alle informazioni del prototipo. 
Successivamente viene letto il file della policy utente. La policy utente gestita, deve essere 
fornita al servizio sottoforma del file XML POLPA corrispondente. Il PDP procede ad 
analizzare il file XML della policy, rappresentando in memoria ogni regola della policy, 
assieme ai suoi relativi blocchi guardia-azione, sottoforma di strutture dati opportune. 
In Fig. 30 viene riportato un esempio della forma del file Methods.xml. In quest‟esempio 
il PDP è capace di riconosce due API sensibili: 
javax.microedition.io.Connector.open 
javax.wireless.messaging.MessageConnection.send. 
E‟ bene notare come il primo elemento della lista sia stato denominato 
DestroyStatus. Il primo slot della lista infatti, è uno slot riservato all‟operazione di 
cancellazione dello stato della MIDlet. La MIDlet, come verrà discusso successivamente, 
invece di comunicare al monitor il nome qualificato dell‟API controllata dallo STUB, invia 
semplicemente l‟identificatore del metodo corrispondente allo slot mappato nel file 
Methods.xml. 
 
Figura 30 - File di configurazione del PDP Methods.xml 
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Blocco 2. Dopo la fase di inizializzazione, il PDP rimane semplicemente in attesa di 
richieste da parte delle MIDlet; entra in un ciclo di servizio, nel quale attende una connessione 
da parte degli STUB delle MIDlet. 
Blocco 3. Nel momento in cui viene rilevata una connessione, il PDP entra nella fase di 
ricezione dati dallo STUB. Dal punto di vista della MIDlet, quando l‟esecuzione del 
programma J2ME incontra il PEP, viene avviato un thread incaricato di dialogare con il PDP 
(nella sezione implementazione, verranno discusse le scelte effettuate per realizzare il 
dialogo). La MIDlet apre il dialogo per comunicare al PDP il tipo di evento da valutare e per 
ottenere dal PDP il permesso o il divieto nel proseguire l‟operazione richiesta dal programma 
J2ME. In questa fase viene utilizzato un piccolo protocollo per inviare le informazioni 
necessarie al PDP. Le informazioni richieste dal PDP per produrre la decisione sono le 
seguenti: 
1. Identificatore dell‟API 
2. Tipo di evento 
3. Nome della MIDlet 
4. Parametri attuali dell‟invocazione dell‟API 
In Fig. 31 viene riportato un diagramma di sequenza che descrive l‟evoluzione dell‟invio dei 
parametri al PDP. Il primo parametro richiesto è l‟identificatore dell‟operazione sensibile da 
monitorare. Quest‟identificatore coincide con il numero progressivo assegnato al metodo 
dell‟API nel file Methods.XML. Dato che l'architettura prevede l'uso di uno STUB specifico, 
per ogni clausola EVENT da monitorare, l‟identificatore in questione è cablato nel codice 
responsabile dell‟invio dei dati al PDP. 
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Figura 31 - Invio dei parametri di invocazione al PDP 
Il tipo di evento è un codice che distingue la tipologia di evento scatenata, BEFORE, 
AFTER o EXCEPTIONAL. Il terzo parametro è il nome della MIDlet. In questo modo, se lo 
SCOPE della policy non è GLOBAL, è possibile mantenere lo stato di più MIDlet 
separatamente. Questo consente di prendere decisioni in funzione della storia personale della 
MIDlet oggetto del monitoraggio. L‟ultimo parametro necessario al PDP è l‟array degli 
argomenti attuali dell‟invocazione dell‟API. Il PDP deve conoscere con quali argomenti la 
MIDlet sta tentando di effettuare un azione security-relevant e al termine dell‟invio del quarto 
parametro, ha tutte le informazioni necessarie per produrre la decisione. Per questo motivo 
vengono inviati tutti i parametri attuali dell‟invocazione, usando la convenzione di spedire 
prima un codice per identificare il tipo dell‟argomento e successivamente l‟argomento stesso 
(in questo modo il PDP sa che tipo di argomento sta per ricevere). 
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Blocco 4. Dopo aver ricevuto i parametri dalla MIDlet, il PDP inizia la computazione per 
il controllo di validità. Se il valore della SYSCALLN è pari a 0, il PDP riconosce di aver 
ricevuto dalla MIDlet la notifica di un‟imminente terminazione. Se riceve un simile comando, 
per come è stata progettata l‟architettura, significa che è stato invocato uno 
STUB_DESTROY (in altre parole la policy è di tipo SESSION). In questo caso, durante la 
fase di invio dei parametri, il numero degli argomenti attuali è pari a zero, in quanto è 
sufficiente la comunicazione del SYSCALLN per far comprendere al PDP la natura del 
comando. Dopo aver ricevuto il comando, il PDP provvede a connettersi al PIS per inviare il 
comando di cancellazione dello stato (Blocco 5). Se non si verificano problemi, il PIS 
provvede alla cancellazione dello stato della MIDlet. Diversamente, il flusso del servizio 
prosegue per effettuare i controlli richiesti e vengono eseguite le operazioni previste dal 
blocco 6. 
Blocco 6. Attraverso i parametri inviati dalla MIDlet, il PDP è in grado di identificare 
quale regola della policy deve essere controllata. Attraverso il SYSCALLN è in grado di 
risalire al nome qualificato dell‟API alla quale corrisponde l‟invocazione ricevuta dallo 
STUB. Mentre grazie al campo EVENT, seleziona l‟opportuna occorrenza distinguendo 
quelle regole che presentano una stessa API ma diversi modificatori di posizione (è bene 
ricordare che ad una stessa API, la policy può specificare controlli di tipo BEFORE, AFTER 
o EXCEPTIONAL). In questo modo, navigando le strutture allocate durante la fase 
inizializzazione, può accedere alla rappresentazione della regola da controllare. 
Blocco 7. Come è stato descritto nella sezione sul linguaggio ConSpec, una regola può 
contenere differenti statement per la clausola PEFORM. Ogni statement è composto da una 
guardia (un‟espressione booleana sulle variabili di stato e/o sui parametri dell‟API) seguita da 
un‟azione da compiere nel caso venga verificata. Per questo motivo, viene previsto un ciclo di 
valutazione degli statement, dal quale è possibile uscire in due casi: 
1) nel caso venga verificata una guardia di uno statement, considerando un ordine di 
valutazione degli statement top-down 
2) nel caso in cui nessuna delle guardie sia vera. Se si verifica quest‟ultima evenienza, si 
è in presenza di una violazione della policy. 
Blocco 8. Nel caso in cui nessuna guardia, associata all‟evento scatenato, viene verificata 
il PDP conclude non può fare evolvere l‟automa verso uno stato di accettazione dunque si è in 
presenza di una violazione. In questo caso il PDP provvede ad inviare allo STUB della 
MIDlet la comunicazione della violazione della policy. Lo STUB, come verrà descritto 
successivamente, contiene il codice per la gestione di quest‟eventualità e provvede ad 
implementare il comportamento previsto in caso di violazione della policy. 
Blocco 9. Il Processo di valutazione della regola, consiste nell‟analisi dei singoli 
statement in ordine top-down. Gli statement sono rappresentati in memoria tramite le strutture 
allocate durante l‟inizializzazione e contengono la descrizione delle guardie e delle relative 
azioni. Il processo di valutazione dello statement, parte dall‟analisi della guardia. Per prima 
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cosa vengono individuati i termini dell‟espressione booleana. I termini possono essere di due 
tipo: o variabili di stato o parametri dell‟API. Nel caso in cui l‟espressione della guardia 
coinvolga le variabili di stato, viene interrogato il PIS per ottenere il valore corrente della 
variabile dell‟automa. Alla prima esecuzione della regola, la variabile non esiste ancora nello 
stato della MIDlet e il PDP comanda la creazione della variabile al PIS, passando il valore di 
inizializzazione previsto dalla policy (ossia effettua una prima scrittura con il valore iniziale 
previsto dalla policy). Diversamente, viene recuperato il valore memorizzato. I parametri 
attuali vengono ricavati dai valori ottenuti in fase di ricezione dati dallo STUB. Dopo aver 
ottenuto i valori delle variabili in gioco nella guardia, l‟elaborazione del blocco 9 provvede al 
calcolo dell‟espressione booleana. 
Blocco 10. Se l‟espressione ha un valore FALSE, si passa alla valutazione del successivo 
statement Blocco 7. Diversamente, se l‟espressione ha un valore TRUE, la guardia è verificata 
e viene eseguita l‟azione corrispondente. Il blocco update relativo contiene le azioni da 
compiere nel caso di guardia verificata. Nel caso in cui le azioni previste coinvolgano 
l‟aggiornamento delle variabili di stato, si apre nuovamente una connessione al PIS per 
scrivere il nuovo valore della variabile di stato nel file di stato associato alla MIDlet (caso di 
SCOPE diverso da GLOBAL). 
Blocco 11. Successivamente, dato l‟esito positivo del controllo, è possibile inviare il 
responso alla MIDlet. Lo STUB, ricevendo il risultato positivo, può ritornare al chiamante (la 
MIDlet) lasciando proseguire il flusso del programma in quanto il PDP non ha rilevato 
nessuna violazione della policy (caso di Fig. 31). 
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2.4.4. Policy Information Service 
Il Policy Information Service è la componente software incaricata di gestire la 
memorizzazione permanente delle variabili di stato della policy. In questa sezione verrà 
presentato il principio di funzionamento analizzando le operazioni compiute dal servizio 
nell‟interazione con il PDP. 
 
Figura 32 - Algoritmo di servizio del Policy Information Service 
Il servizio PIS viene avviata assieme al servizio del PDP. Allo start-up si pone in attesa di 
un comando dal PDP. Come mostrato dalla Fig. 32, i possibili comandi interpretati dal PIS 
sono i seguenti: 
1. RETRIEVE DATA 
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2. STORE DATA 
3. DELETE DATA 
I comandi accettati dal PIS sono composti da un codice comando, che indica il tipo di 
operazione richiesta al servizio seguito da un operando che indica il nome della MIDlet e da 
un operando che qualifica la variabile attraverso il suo identificatore ed il suo tipo. Dato che i 
tipi supportati dalle policy ConSpec sono interi, booleani e stringhe, anche il PIS di 
conseguenza fornisce supporto per questi tre tipi di dato. 
L‟operazione di RETRIEVE, viene comandata dal PDP quando desidera conoscere il 
valore di una variabile di stato. Nel caso in cui la variabile non esiste all‟interno dello stato 
della MIDlet (identificata dal MIDlet name inviato) il PIS torna al PDP un codice di errore. 
Diversamente restituisce il valore letto dal file dedicato allo stato della MIDlet. 
L‟operazione di STORE, viene comandata dal PDP quando desidera aggiornare il valore 
di una variabile di stato. In questo caso viene inviato un ulteriore operando che descrive il 
nuovo valore da assegnare alla variabile. Se la variabile non esiste, viene creata. 
L‟ultima operazione offerta dal PIS riguarda la cancellazione di una variabile. Il PDP 
utilizza questa operazione quando lo STUB_DESTROY informa il PDP della terminazione di 
una MIDlet. In questo caso, lo SCOPE SESSION della policy associata richiede la 
cancellazione dello stato per poter inizializzare nuovamente lo stato dell‟automa alla prossima 
esecuzione. In Fig. 32 sono riportati i passi compiuti dall‟algoritmo di servizio del PIS. 
2.4.5. Language Translator 
Il Language Translator è un altro componente del monitor. Questo componente riceve 
come ingresso una policy in linguaggio ConSpec (il linguaggio per le policy utente del 
framework Security by Contract) e restituisce una policy equivalente nel linguaggio POLPA 
[16] sottoforma di file XML. 
Questo passaggio, da linguaggio ConSpec a linguaggio POLPA, è necessario 
nell‟architettura di monitoraggio in quanto il Policy Decision Point lavora con policy POLPA. 
Infatti il PDP, come verrà descritto successivamente, è stato realizzato utilizzando una libreria 
sviluppata nell‟ambito del progetto S3MS, che utilizza il linguaggio POLPA per specificare le 
policy. 
Di seguito verrà illustrato brevemente il linguaggio POLPA, presentando degli esempi di 
traduzione delle policy ConSpec in policy POLPA. 
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Linguaggio POLPA 
Il linguaggio POLPA è un linguaggio creato per definire una policy di sicurezza. 
L‟acronimo POLPA deriva dal nome esteso POlicy Language based on Process Algebra. 
Il termine algebra di processo viene utilizzato per indicare la formulazione matematica di 
regole per la definizione dei processi. In generale un processo può essere inteso come 
un‟entità che può stabile una comunicazione con un altro processo o con se stesso. Nel 
linguaggio POLPA i processi sono le sequenze di azioni security relevant, e la policy non è 
altro che l‟insieme di regole definite per vincolare le sequenze ammesse di azioni sensibili. 
In questa sezione non viene analizzata la sintassi e la semantica di questo linguaggio, 
tuttavia la traduzione da linguaggio ConSpec a linguaggio POLPA è possibile in quanto il 
linguaggio POLPA è più potente del linguaggio ConSpec. Con il termine più potente si 
intende che il linguaggio ConSpec genera un insieme di policy che è incluso nell‟insieme 
delle policy generabili con il linguaggio POLPA. Dunque non esistono casi di traduzione 
impossibile nel passaggio dal linguaggio ConSpec al linguaggio POLPA. 
Esempio Traduzione 
Di seguito viene riportata la traduzione della seguente policy: 
“E’ consentito solamente l’apertura di connessioni per inviare SMS a numeri che iniziano 
con il prefisso +39 e durante l’esecuzione dell’applicazione possono essere inviati al 
massimo 10 SMS” 
 
Figura 33 - Policy POLPA 
 
Figura 34 - Policy ConSpec corrispondente 
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Capitolo 3   
 
Implementazione 
della Soluzione Proposta 
 
3.1. Sommario 
Nel terzo capitolo viene presentata l‟implementazione della soluzione proposta. Nella 
prima sezione vengono discusse alcune considerazioni sulla composizione dei moduli 
software dell‟architettura. Successivamente viene analizzata l‟implementazione del prototipo 
valutando le componenti software del processo di trasformazione e le componenti software 
del processo di monitoraggio. Infine vengono presentati due esempi di applicazioni 
monitorate attraverso il meccanismo descritto. 
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3.2. Implementazione del Prototipo 
3.2.1. Sommario 
Questa sezione descrive la realizzazione del prototipo dell‟architettura proposta. 
Inizialmente vengono presentate delle considerazioni sulle componenti già sviluppate 
nell‟ambito del progetto S3MS e riutilizzate per lo sviluppo del prototipo. Nelle parti 
successive vengono trattati i dettagli implementativi sia dei moduli che compongono il 
processo di trasformazione che dei moduli che compongono il processo di monitoraggio. 
3.2.2. Considerazioni sulle Componenti del Prototipo 
Il lavoro di tesi descritto in questo documento è stato svolto nel laboratorio di sicurezza 
dell‟Istituto d‟Informatica e Telematica del CNR di Pisa (come indicato nella prefazione). 
L‟IIT è stato un partner del progetto europeo Security of Software and Services for Mobile 
Systems [6], lavorando attivamente nelle aree riguardanti le problematiche del contract/polcy 
matching e dell‟enforcing delle policy. Il lavoro presentato propone un differente approccio 
alla soluzione del Runtime Enforcement sviluppata dall‟IIT nell‟ambito del progetto. In 
questo scenario è stato possibile riutilizzare il lavoro prodotto dall‟IIT e dai partner del 
progetto, per la produzione del prototipo di monitoraggio inlining-based. 
Di seguito viene presentata nuovamente l‟architettura della soluzione, evidenziando i 
contributi sfruttati per la produzione del prototipo. La presentazione dei contributi utilizzati 
nello sviluppo del prototipo viene trattata per due principali motivi: 
1. Conoscendo chi ha sviluppato quale modulo software, è possibile comprendere in 
modo chiaro il reale contributo fornito al progetto S3MS dal presente lavoro di tesi. 
2. Inoltre, conoscendo quali moduli software sono stati riutilizzati e le loro caratteristiche 
tecniche, è possibile capire i limiti dell‟implementazione presentata. 
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3.2.3. Implementazione del Sistema Trasformatore 
In questa sezione viene descritto il software che implementa il sistema trasformatore. In 
Fig. 35 viene riportato lo schema del trasformatore introdotto nella sezione sul processo di 
trasformazione. 
 
Figura 35 - Schema delle componenti riutilizzate per il prototipo del Trasformatore 
Nello schema del sistema trasformatore sono stati utilizzati colori diversi per rappresentare i 
moduli software forniti da produttori diversi. 
XML Translator 
La componente del XML Translator, rappresentata con il colore azzurro in Fig. 35, è stata 
prodotta dal partner Create-Net [15]. Il software della Create-Net utilizzato nel prototipo è un 
programma scritto in linguaggio Java Standard Edition. Il traduttore ha il compito di ricevere 
un file testuale contente la policy ConSpec e produrre un file XML che la rappresenta. Nel 
caso in cui il processo di traduzione incontri qualche errore di sintassi nel file ConSpec, viene 
sollevata un‟eccezione e l‟esecuzione termina segnalando la clausola del file di input non 
riconosciuta. 
JAR – Unpackager e JAR - Packager 
Le funzionalità richieste dalle componenti del sistema denominate JAR – Unpackager e 
JAR – Packager sono state realizzate nel prototipo sfruttando il software contenuto nel KIT di 
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Sviluppo della SUN per J2SE [24] (versione per Sistema Operativo Windows). Un file JAR 
non è altro che un archivio compresso (ZIP) usato per distribuire raccolte di classi Java. La 
scelta di utilizzare il software della SUN è stata fatta principalmente per velocizzare i tempi di 
produzione del prototipo. Sfruttando il programma di gestione degli archivi fornito nella 
SDK, è stato possibile evitare il codice relativo all‟estrazione e alla successiva compressione 
dei Class File (la J2SE fornisce delle APIs per lavorare con gli archivi JAR e ZIP; il 
programmatore dispone comunque di semplici strumenti per implementare le stesse funzioni 
del software jar.exe). Di seguito vengono riportati i comandi per sfruttare le funzionalità del 
gestore degli archivi jar.exe. 
Estrazione dei file dall‟archivio della MIDlet Suite: 
jar.exe xvf MIDletSuite.JAR 
Il comando jar.exe se viene utilizzato con lo switch “x” lavora in modalità estrazione file. Nel 
flusso di elaborazione del sistema Trasformatore, viene utilizzato per estrarre il Class File 
dall‟archivio JAR della MIDlet-Suite. Lo switch “v” viene adoperato per mostrare i messaggi 
generati dal tool, mentre lo switch “f” viene utilizzato per indicare che l‟output deve essere 
letto da un file e non sullo standard output. 
Compressione dei Class File trasformati della MIDlet Suite: 
jar.exe cvfm MIDletSuite.JAR META-INF/MANIFEST.MF * 
Nel secondo caso tramite lo switch “c”, il comando jar.exe viene utilizzato per 
comprimere i Class File e generare il nuovo archivio JAR della MIDlet Suite. Lo switch “f” 
serve ad indicare la destinazione dell‟output prodotto. Attraverso lo switch “f” il comando 
jar.exe invia l‟output della compressione in un file (il nome viene indicato al termine della 
lista dei parametri), piuttosto che sullo standard output. Lo switch “v” permette di generare un 
output verbose del processo di compressione. Lo switch “m” consente di immergere 
nell‟archivio JAR un file MANIFEST preesistente, invece di utilizzare il file MANIFEST di 
default. Quest‟opzione consente di riusare il file MANIFEST della MIDlet Suite ricevuta 
come ingresso al trasformatore, copiando automaticamente tutte le informazioni nel manifesto 
della MIDlet trasformata.  
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Policy Enforcement Point Inliner 
Il PEP Inliner è il modulo software principale del trasformatore ed è scritto in linguaggio 
Java Standard Edition (versione 1.5). Il PEP Inliner riceve come ingresso un o più Class File 
assieme alla policy utente in linguaggio POLPA e fornisce come output il Class File o i Class 
File trasformati. 
Per effettuare le trasformazioni richieste dall‟algoritmo, il PEP Inliner fa uso  di una libreria 
per la manipolazione del byte code denominata ByteCode Engineering Library (BCEL 5.2 
[20]). 
La libreria BCEL è un software sviluppato nell‟ambito del progetto Jakarta della Apache 
Software Foundation [25]. La libreria è open source e viene rilasciata sotto i termini espressi 
dalla licenza Apache 2.0 (metti riferimento licenza). La BCEL è una libreria pensata per dare 
agli utenti uno strumento semplice per analizzare, creare e manipolare i Class File Java. I 
Class File vengono rappresentati dalla libreria tramite un insieme di oggetti che contengono 
tutte le informazioni simboliche possedute da una classe: metodi, campi ed istruzioni byte 
code. 
Funzionamento 
Il PEP Inliner viene avviato digitando da console la seguente riga di comando: 
java -jar PEPinliner.jar PolicyFile.pol MIDletName.class 
 
Dove il primo valore indica il nome del file della Policy POLPA mentre il secondo valore 
indica il nome del Class File da trasformare. La stringa riportata è il comando con l‟insieme 
minimo di valori di input possibili per il funzionamento del software: 
 Un Class File da trasformare 
 Il file di politica POLPA 
Se uno dei due è mancante, viene visualizzato un messaggio di riepilogo della sintassi 
ammessa per il passaggio dei parametri d‟ingresso al programma. 
C:\pep>java -jar PEPinliner.jar 
 
 - POLICY ENFORCEMENT POINT INLINER - 
 
Usage: 
(1) Single Class MODE usage: 
$ java -jar PEPinliner.jar policy.pol ClassName.class 
 [[-in] [dir]] [[-out] [dir]] [[-api] [dir]] [[-stub] [dir]] 
 
(2) Multiple Class MODE usage: 
$ java -jar PEPinliner.jar policy.pol Class1.class ... ClassN.class 
 [[-in] [dir]] [[-out] [dir]] [[-api] [dir]] [[-stub] [dir]] 
 
(3) Jar MODE usage: [not yet implemented] 
$ java -jar PEPinliner.jar policy.pol Application.jar 
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 [[-in] [dir]] [[-out] [dir]] [[-api] [dir]] [[-stub] [dir]] 
 
Optional parameters: 
[[-in] [input classes path]]     : Used to look for input classes 
[[-out] [output classes path]]   : Used to dump inlined classes 
[[-api] [api descriptor path]]   : Used to look for API desciptors package 
[[-stub] [stub classes path]]    : Used to look for Stub compiled classes 
 
Come si può notare dalla schermata di output riportata sopra, il PEP Inliner prevede tre 
distinte modalità di funzionamento: 
1. Modalità Single Class 
2. Modalità Multiple Class 
3. Modalità JAR 
Le tre modalità riassumono le diverse possibilità di input accettate dal PEP Inliner. La prima 
modalità prevede l‟ingresso di un solo Class File (modalità testata e funzionante). La seconda 
modalità accetta l‟input di più Class File distinti (è stato inserito il supporto per gestire questa 
modalità ma non è stata testata). La terza modalità è stata pensata per rimuovere in futuro la 
dipendenza del software dal modulo JAR Unpackager, fornendo l‟archivio JAR direttamente 
al PEP Inliner che dovrà essere dotato del supporto per gestire gli archivi JAR. 
Oltre ai parametri d‟ingresso obbligatori è possibile indicare al PEP Inliner un insieme 
ulteriore di informazioni opzionali sui seguenti elementi: 
 Folder di input dei Class File 
 Folder di output dei Class File trasformati 
 Folder di input dell‟API Signature Package 
 Folder di input delle STUB Classes 
Opzione “-in” 
La prima opzione può essere indicata al software per mezzo dello switch “-in”. Dopo aver 
letto lo switch “-in” il PEP Inliner si aspetta di trovare una stringa che indica la directory di 
origine dei Class File. E‟ opzionale perché se mancante, verrà usato il path contenuto nel file 
name specificato nella lista degli argomenti obbligatori. 
Opzione “-out” 
La seconda opzione può essere indicata al software attraverso lo switch “-out”. Dopo aver 
letto lo switch “-out” il PEP Inliner si aspetta di trovare una stringa che indica la directory di 
destinazione dei Class File. 
Opzione “-api” 
La terza opzione indica la root directory di un eventuale API Signature Package eterno. L‟API 
Package, come descritto precedentemente, è un insieme di folder contenenti i file XML 
necessari al PEP Inliner per autoconfigurare la ricerca delle chiamate alle API. Il package 
dell‟applicazione contiene al suo interno, come risorsa del file JAR, un insieme di file XML 
di base (pensati per le API Security Relevant del MIDP e del CLDC). Quest‟opzione è stata 
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inserita per immaginare di poter estendere la funzionalità del PEP Inliner ad una qualsiasi API 
(anche API diverse da quelle previste dal MIDP e dal CLDC). Per sfruttare questa extra 
funzionalità è necessario tuttavia disporre del relativo file XML e collegarlo al PEP Inliner in 
fase di esecuzione con quest‟opzione (può essere pensato come un meccanismo di espansione 
delle funzioni offerte). 
Opzione “-stub” 
La quarta opzione indica la root directory di un eventuale insieme di Stub Classes. Per poter 
esterne il funzionamento del PEP Inliner ad altre API, è necessario oltre al file di 
configurazione XML anche l‟insieme di classi STUB compilate e preverificate. 
Quest‟opzione è stata pensata per completare la funzione di espansione delle API supportate. 
Struttura delle Classi 
Le classi che compongono il PEP inliner sono state suddivise in quattro principali 
package; in Fig. 36 è stata rappresentata la suddivisione del package in sotto-package assieme 
alle relazioni di importazione tra i package del progetto ed i package esterni richiesti dalle 
elaborazioni. La suddivisione in sotto-package proposta in questa implementazione, dato il 
numero esiguo di classi utilizzate (alcuni sotto-package hanno anche una sola classe), poteva 
essere evitata senza mancare di chiarezza e modularità. Tuttavia la divisione aiuta a 
raggruppare logicamente le classi progettate per compiere un obiettivo comune. Una simile 
rappresentazione ha il pregio di mettere in luce la corrispondenza biunivoca tra l‟insieme di 
classi di un sotto-package ed il blocco dell‟algoritmo che descrive quel particolare step logico. 
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Figura 36 - Diagramma dei package del PEP Inliner 
Il package principale è denominato inliner, contiene al suo interno la classe Main ed i quattro 
sotto-package illustrati in Fig. 36: inliner.util, inliner.policy, 
inliner.finder ed inliner.wrapper. Come illustrato in Fig. 36 le componenti 
esterne utilizzate dal PEP Inliner sono rappresentate dai package: org.apache.bcel.*, 
org.sax.*, java.util.* e javax.xml.parsers.*. 
Di seguito verranno descritte le classi che compongono il package inliner, analizzando le 
funzioni che offrono ed il loro ruolo all‟interno del programma. Per ogni package, viene 
presentata il diagramma UML 
Package inliner.util 
Il package inliner.util è pensato per racchiudere alcune classi di utilità per il PEP Inliner. 
Il package contiene tre classi: MatchPoint, Setting e Tools. In Fig. 37 viene riportato 
un diagramma delle classi del package. 
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Figura 37 - Diagramma di classe del package inliner.util 
La classe MatchPoint è stata introdotta per modellare il punto nel byte code che 
corrisponde all‟invocazione dell‟API da monitorare. Quest‟elemento viene generato dal 
componente incaricato di localizzare il punto dell‟invocazione, la classe Finder e 
memorizza al suo interno tutte le informazioni per poter indirizzare la sequenza di istruzioni 
individuata. In Fig. 37 vengono riportati i campi della classe e si può notare come vengano 
registrati, per ogni sequenza byte code localizzata, il nome dell‟API (di cui il MatchPoint 
individua l‟invocazione), il nome del metodo del Class File, il nome del file, un intero 
utilizzato come indice per rappresentare le API overloaded ed un array di elementi di tipo 
InstructionHandle. Gli elementi di quest‟ultimo campo della Class MatchPoint 
sono strutture appartenenti alla libreria BCEL. Queste strutture rappresentano un‟istruzione 
byte code e contengono al loro interno tutti i campi necessari per effettuare eventuali 
manipolazioni in collaborazione con altre strutture della libreria BCEL. Il MatchPoint 
racchiude tutte le informazioni necessarie alle componenti del PEP Inliner che sono incaricate 
di eseguire l‟immersione delle nuove istruzioni byte code. 
La classe Tools è una classe di utilità pensata per la fase di debug dell‟applicazione, 
permette di ottenere su Stringa il contenuto di tutti i metodi del Class File. 
La Classe Setting memorizza la configurazione di esecuzione del PEP Inliner. Al 
momento dell‟avvio del software, come descritto nella sezione precedente sul funzionamento, 
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l‟utente è chiamato ad inserire nella linea di comando alcuni parametri necessari ed altri 
opzionali per l‟esecuzione del software. La classe Setting, memorizza la modalità di 
funzionamento scelta assieme a tutte le informazioni necessarie a tutte le componenti del PEP 
Inliner sulla localizzazione delle risorse per la computazione. In questo modo, attraverso un 
unico modulo è possibile trasmettere la configurazione attraverso le varie componenti del 
software. 
Package inliner.policy 
Il Package inliner.policy contiene solamente la classe PolicyLoader. In Fig. 
38 è stato riportato il package assieme alla classe contenuta al suo interno. 
La classe contenuta all‟interno del package inliner.policy è una classe handler per un parser 
XML di tipo SAX [26]. Un parser SAX o Simple API for XML è un insieme di API 
progettate per leggere un documento XML linea per linea. Il flusso di dati XML è 
unidirezionale, così che dati a cui si è acceduto in precedenza non possono essere riletti senza 
la rielaborazione dell'intero documento. Tipicamente viene utilizzato come alternativa al 
DOM (Document Object Model metti riferimenti). Quando si da inizio al parsing del file, ad 
ogni tag incontrato nel documento XML, viene richiamata un‟opportuna funzione di una 
classe denominata Handler. La Classe Handler contiene un insieme di metodi che vengono 
richiamati dalle API del parser opportunamente in base al tipo di tag incontrato durante la 
lettura sequenziale del file XML. Ad esempio, se il parsing del file incontra un tag di apertura 
viene richiamata la funzione StartElement mentre nel caso di un tag di chiusura viene 
richiamata la funzione EndElement. Il programmatore è chiamato a ridefinire un suo handler 
ad-hoc per il documento di cui vuole effettuare il parsing ed immergere la logica per 
l‟estrazione delle informazioni volute, all‟interno di queste funzioni richiamate 
automaticamente dal parser durante la lettura. 
97 
 
 
Figura 38 - Diagramma di classe del package inliner.policy 
La Classe PolicyLoader non è altro che un Handler specializzato nell‟estrarre le informazioni 
utili al PEP Inliner dal file della policy formattato in linguaggio XML POLPA. La Classe 
PolicyLoader, secondo il meccanismo descritto, procede alla scansione dei tag del file policy 
e costruisce delle strutture dati che contengono le informazioni utili al PEP Inliner. Le 
informazioni utili sono il nome delle API sensibili contenute nella policy assieme ad una 
stringa che rappresenta la concatenazione delle clausole EVENT incontrate prima del 
prototipo dell‟API sensibile dichiarata. In questo modo, al termine del parsing della policy, il 
PEP Inliner conosce quali sono le API e ad ogni API sa associare quale tipo di controllo dovrà 
inserire: BEFORE e/o AFTER e/o EXCEPTIONAL . 
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Package inliner.finder 
Il Package inliner.finder contiene le classi SignatureVisitor, ApiLoader e la classe Finder. 
In Fig. 39 viene riportato il diagramma di classe del package. 
 
Figura 39 - Diagramma di classe del package inliner.finder 
Il package descritto in questo paragrafo è stato pensato per contenere tutte le funzioni 
necessarie alla localizzazione dell‟invocazione di un API all‟interno del byte code. 
La classe ApiLoader è la specializzazione di un DefaultHandler. Estende la classe 
DefaultHandler per implementare la logica necessaria al caricamento del file XML API 
Signature opportuno per la localizzazione dell‟API target della ricerca. Questa classe è stata 
definita per gestire il parsing dei file contenuti nel API Signature Package. Un oggetto di tipo 
ApiLoader viene utilizzato dall‟oggetto Finder, per effettuare il parsing del file XML 
contenuto nell‟API Package corrispondente alla Classe dell‟API da monitorare. La Classe 
ApiLoader è stata progettata per estrarre dal file di risorsa le seguenti informazioni: 
 Pattern di ricerca 
 Parametri formali del metodo 
 Tipo di ritorno 
 Firma del metodo 
Queste informazioni vengono in parte usate dalla Classe Finder ed in parte dalla Classe 
Wrapper. 
La classe SignatureVisitor implementa l‟interfaccia Visitor messa a disposizione dalla 
libreria BCEL. La BCEL implementa il design pattern Visitor, dunque è possibile scrivere 
delle classi che implementano l‟interfaccia Visitor per effettuare la scansione del Class File. 
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Nel caso del PEP Inliner, la classe SignatureVisitor implementa l‟interfaccia Visitor e 
fornisce il supporto per il controllo dell‟API localizzata. Quando veniva descritta l‟operazione 
di ricerca dell‟invocazione da controllare è stata anche presentata la necessità di verificare se 
la data sequenza di istruzioni byte code corrispondesse realmente all‟invocazione dell‟API 
target. Questo obiettivo viene raggiunto mediante la classe SignatureVisitor. 
Inizialmente viene creato l‟oggetto SignatureVisitor passando la stringa della firma del 
metodo target al costruttore della classe. Successivamente viene invocata l‟operazione di 
visita del Class File per ottenere, mediante la ridefinizione opportuna del metodo 
visitConstantNameAndType(ConstantNameAndType arg0) 
il nome qualificato del metodo. Successivamente, quando viene individuata un‟istruzione 
invoke tramite la classe Finder, viene letto l‟operando corrispondente all‟indice nel 
Constant Pool del rispettivo MethodRef_Info. Accedendo al campo del 
MethodRef_Info è possibile ricavare le informazioni sul nome della classe a cui 
appartiene il metodo e sulla firma del metodo. Se queste informazioni corrispondono alle 
informazioni ricavate dall‟estrazione effettuata tramite la visita mediante 
SignatureVisitor allora la corrispondenza è verificata e la sequenza d‟invocazione 
analizzata può essere aggiunta nell‟insieme di MatchPoint. 
La Classe Finder è la classe principale del motore di ricerca delle invocazioni da 
monitorare. Sfrutta la classe ApiLoader per caricare dal file di configurazione API 
Signature Package la firma del metodo da ricercare ed il pattern di ricerca. La firma del 
metodo, come descritto nel paragrafo precedente, viene utilizzata per l‟inizializzazione della 
Classe SignatureVisitor. Il Pattern di ricerca invece viene utilizzato dalla classe 
InstructionFinder per individuare l‟insieme di istruzioni byte code che corrispondono 
al pattern indicato. La Classe InstructionFinder restituisce un oggetto Iterator che 
memorizza in ogni suo elemento l‟occorrenza dell‟invocazione individuata durante la 
scansione del byte code. Le occorrenze sono memorizzate come un vettore di classi 
InstructionHandle, ognuna usata per modellare una particolare istruzione della 
sequenza individuata. 
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Package inliner.wrapper 
Il package inliner.wrapper contiene solamente una classe denominata Wrapper. 
In Fig. 40 viene riportato il diagramma corrispondente. 
 
Figura 40 - Digramma di classe del package inliner.wrapper 
La classe Wrapper è incaricata di compiere tutte le operazioni per portare a termine 
l‟inserimento di nuove istruzioni byte code all‟interno del Class File in esame. L‟unico 
metodo offerto dalla Classe, elabora come ingresso un MatchPoint e restituisce come 
risultato dell‟elaborazione l‟oggetto ClassGen della libreria BCEL. L‟oggetto ClassGen 
è l‟oggetto principale della libreria BCEL e viene utilizzato per rappresentare la composizione 
di tutti gli oggetti del Class File. 
La prima operazione svolta dal metodo wrapIt() interessa la lettura del file di 
configurazione API Signature Package. Il parsing viene effettuato per ottenere le informazioni 
che descrivono i parametri del metodo da controllare, partendo dal nome della API target. I 
parametri vengono utilizzati dal metodo wrapIt() per costruire l‟invocazione allo STUB. 
La libreria BCEL fornisce un set di classi (InstructionFactory) per la generazione 
automatica delle istruzioni invoke. Per generazione automatica si intende la generazione 
dell‟istruzione byte code di invocazione assieme alla generazione di tutti i campi correlati 
necessari alla descrizione dell‟istruzione nel constant pool. I valori letti dal parsing vengono 
utilizzati esattamente durante la fase di creazione dell‟istruzione invoke. La stringa 
ruleAction utilizzata in fase di creazione dell‟oggetto Wrapper, viene usata per conoscere se 
l‟immersione delle invocazioni agli STUB devono essere di tipo BEFORE e/o AFTER (e/o 
EXCEPTIONAL non implementato in questa versione del PEP Inliner). 
Se la stringa ruleAction contiene la sottostringa –PRE– devono essere inserite l‟istruzioni per 
invocare lo STUB_BEFORE. Più in dettaglio viene inserita l‟istruzione invokestatic al 
metodo di nome 
ClassnameWrapper_methodname_before(typeArg1, typeArg2, …, typeArgN) 
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Nel caso in cui la stringa ruleAction contenga la sottostringa –AFT– devono essere inserite le 
istruzioni byte code per invocare lo STUB_AFTER. Più in dettaglio viene inserita l‟istruzione 
invokestatic al metodo di nome 
ClassnameWrapper_methodname_after(typeArg1, typeArg2, …, typeArgN+1) 
Il metodo dello STUB  ha un nome composto da Classname seguito dalla stringa Wrapper 
per indicare la natura ad-hoc della classe STUB. Successivamente viene indicato il nome del 
metodo da controllare assieme al descrittore della clausola (tutto separato dal carattere „_‟). 
Questa regola è una convenzione adottata per generare in modo automatico il nome dei 
metodi di controllo degli STUB. I quali STUB concordano a loro volta con questa scelta di 
identificatori per le invocazioni immerse. E‟ bene notare come ogni tipo di invocazione dello 
STUB sia un‟invocazione di natura statica. Questa scelta è stata fatta per una maggiore 
semplicità di implementazione. Dotando le classi STUB di metodi statici, non è necessario 
invocare il costruttore dell‟oggetto. Dunque non è necessario aggiungere altro byte code per 
rendere funzionanti le chiamate inserite (l‟eventuale byte code per chiamare il costruttore 
della classe SUB). 
L‟istruzione di invokestatic per lo STUB deve essere preceduta dalle istruzioni byte 
code per il caricamento dei parametri. Come è stato descritto nella sezione sull‟algoritmo del 
PEP Inliner, questa sequenza di istruzioni byte code viene copiata dalla sequenza di 
invocazione dell‟API da monitorare nel caso di STUB_BEFORE. L‟approccio nel caso di 
STUB_AFTER è simile, tuttavia deve essere inserita l‟istruzione per il caricamento sullo 
stack operandi del risultato di ritorno (typeArgN+1). Se il byte code non prevede il 
salvataggio del risultato lasciato sullo stack operandi al ritorno dall‟invocazione dell‟API, è 
necessario inserire un‟istruzione per la memorizzazione del risultato su una variabile locale 
non usata. Successivamente verrà usata l‟istruzione di caricamento sullo stack operandi da 
variabile per inserire il parametro corrispondente al valore di ritorno memorizzato. 
Anche le operazioni di aggiornamento degli attributi vengono svolte all‟interno del metodo 
wrapIt() della Classe Wrapper. Lo stato iniziale degli attributi viene memorizzato prima 
di eseguire l‟inserimento delle istruzioni byte code, successivamente il programma procede 
alla loro rimozione dal Class File. Seguendo la logica esposta nella sezione riguardante 
l‟algoritmo, vengono calcolati i nuovi attributi. Al termine del calcolo vengono nuovamente 
aggiunti al Class File modificato. 
La Classe Main si occupa delle seguenti operazioni: 
1. Salvataggio e gestione della configurazione di funzionamento del PEP Inliner (Classe 
Setting) 
2. Parsing della Policy POLPA per la ricerca delle API da monitorare (usando l‟handler 
PolicyLoader) 
3. Per ogni API estratta dal file di policy vengono eseguite le seguenti operazioni: 
a. Ricerca dell‟invocazione dell‟API all‟interno del byte code (Classe Finder) 
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b. Inserimento delle istruzioni di invocazione dello STUB nel Class File (Classe 
Wrapper) 
STUB Classes 
Le STUB Classes sono le classi J2ME che implementano la logica necessaria alla MIDlet 
per dialogare con in Monitor. Viene prevista una classe STUB per ogni classe J2ME che offre 
un insieme di metodi considerati security relevant. Anche nel caso dei file di configurazione 
XML API Signature Package è stato previsto un file distinto per ogni classe che offre metodi 
considerati security relevant. 
Ad esempio la classe javax.microedition.io.Connector offre diversi metodi per 
aprire una connessione. Se questi metodi voglio essere monitorati, è necessario predisporre 
(oltre al corrispondente file di configurazione nel API Signature Package) all‟interno della 
classe STUB denominata, in questo caso, ConnectorWrapper (seguendo la convenzione 
sui nomi indicata nel paragrafo precedente) tre metodi stub per ogni definizione del metodo 
open(String) che si desidera monitorare. I tre metodi corrispondono alle tre tipologie di 
invocazioni che possono essere effettuate: 
 Metodo STUB_BEFORE 
 Metodo STUB_AFTER 
 Metodo STUB_EXCEPTIONAL (non implementato nella versione corrente del PEP 
Inliner) 
Seguendo l‟esempio proposto nella classe ConnectorWrapper è necessario inserire i 
metodi: 
 ConnectorWrapper.ConnectorWrapper_open_before(String) 
 ConnectorWrapper.ConnectorWrapper_open_after(String, 
Connection) 
 ConnectorWrapper.ConnectorWrapper_open_exceptional(String, 
Exceptional) 
In questo modo, allegando I file compilati degli STUB ai Class File delle MIDlet modificate, 
è possibile rendere funzionanti le invocazioni immerse nel byte code. Queste classi vanno 
intese come oggetti creati ad-hoc per le particolare API che vogliono essere monitorate. 
Devono essere presenti nel PEP Inliner già compilate e preverificate, in modo da rendere 
funzionante l‟invocazione dello STUB nella MIDlet semplicemente inserendo i file 
nell‟archivio finale della MIDlet trasformata. 
Per compiere il suo lavoro lo STUB fa uso delle seguenti classi aggiuntive: 
1. Classe Parameter 
2. Classe ParamStack 
3. Classe Semaphore  
4. Classe Client 
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La classe Parameter (Fig. 41) viene usata per modellare il parametro da inviare al monitor. 
Contiene un codice di tipo (seguendo una convenzione di codifica condivisa con il monitor 
che riceve il parametro) ed il valore del parametro attuale dell‟invocazione. Il monitor, come 
verrà descritto nella sezione seguente, è stato implementato utilizzando la libreria sviluppata 
per il prototipo di runtime enforcement prodotto dall‟IIT nell‟ambito del progetto S3MS. Dato 
che la libreria (coerentemente con i tipi di dati supportati dalla versione attuale del linguaggio 
ConSpec) supporta solamente l‟elaborazione di tipi stringa, interi e booleani, la Classe 
Parameter anch‟essa è stata implementata fornendo il supporto i tipi base menzionati. 
 
Figura 41 - Classi Parameter e ParamStack utilizzate dallo STUB 
La Classe ParamStack rappresenta una pila di parametri. Il suo scopo è raggruppare i 
parametri da inviare al monitor nello stesso ordine in cui vengono espressi nel prototipo della 
funzione da monitorare. Contiene un array di oggetti di tipo Parameter e offre le 
funzionalità tipiche per la gestione di una pila. In Fig. 41 viene riportato il diagramma della 
classe ParamStack. 
La Classe Semaphore rappresenta un semaforo. Il costruttore consente di inizializzare il 
semaforo ad un generico valore intero sul quale è possibile operare utilizzando i due metodi 
wait e signal. In Fig. 42 viene riportata la Classe Semaphore. Lo scopo di questa classe 
è implementare un oggetto per la sincronizzazione tra il thread della MIDlet che sta 
eseguendo il corpo del metodo STUB ed il thread avviato dallo STUB per dialogare con il 
monitor. E‟ necessario che il thread della MIDlet sia bloccato in attesa della terminazione del 
dialogo e venga risvegliato dal thread STUB dopo aver concluso il dialogo con il monitor. 
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Figura 42 - Classe Client e Classe Semaphore 
La Classe Client è la classe che implementa il supporto alla comunicazione con il PDP. I 
parametri del costruttore sono tutti gli elementi che vengono poi inviati al PDP assieme al 
semaforo per la sincronizzazione con il thread della MIDlet. La Classe Client implementa 
l‟interfaccia Runnable e viene utilizzata per  la creazione di nuovi thread. Il metodo start non 
fa altro che avviare il thread associato alla classe. Il metodo stop si occupa di chiudere tutte le 
connessioni e viene eseguito prima che il thread termini la sua esecuzione. Il metodo run 
contiene il codice del corpo del thread associato alla classe. Quando viene invocato il metodo 
Client.start() va in esecuzione il metodo run() . 
Il metodo run della classe Client apre innanzitutto una connessione TCP all‟indirizzo 
localloop 127.0.0.1 sulla porta 1234. A questo indirizzo e a quella precisa porta è in attesa il 
server del monitor incaricato di gestire le richieste provenienti dalle classi Client dei thread 
STUB. La connessione viene stabilita tramite un oggetto di tipo SocketConnection che torna 
al chiamante lo stream di input e lo stream di output da utilizzare per leggere e scrivere 
rispettivamente sul canale aperto. La classe Client successivamente si occupa di inviare i dati 
richiesti dal PDP nell‟ordine indicato dal piccolo protocollo di input scelto Fig. 34. Sul canale 
verranno inviati i sequenza i seguenti dati: 
 SYSCALLN 
Questo numero indica la corrispondenza tra il nome del metodo che si vuole 
monitorare ed il numero progressivo della descrizione del metodo nel file di 
configurazione del monitor. 
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 EVENT 
Questo numero codifica il tipo di evento scatenato, utilizzando un codice per le 
clausole BEFORE, un codice per le clausole AFTER ed un altro codice ancora per le 
clausole EXCEPTIONAL. 
 MIDletName length 
Questo parametro viene inviato per far conoscere al PDP la lunghezza che si deve 
aspettare per la stringa del nome di MIDlet. 
 MIDletName body 
Questa stringa rappresenta effettivamente il nome della MIDlet e verrà utilizzato per 
distinguere gli stati memorizzati dal PIS per MIDlet diverse (ambienti a policy diversa 
da GLOBAL). 
 Argument Number 
Quest‟informazione rappresenta il numero di parametri che verranno inviati al PDP 
sottoforma di coppie tipo valore. 
 Stack delle coppie (tipo, valore) 
L‟ultima informazione scambiata codifica il tipo del parametro trasmesso e 
l‟informazione attuale ricavata dall‟invocazione. 
Dopo aver introdotto il supporto J2ME necessario allo STUB per il suo funzionamento non 
rimane che presentare la forma di uno STUB, in modo da rendere chiara l‟interazione delle 
componenti descritte. 
Lo STUB viene introdotto mediante un esempio, più volte sfruttato all‟interno del presente 
documento. L‟esempio vuole mostrare come è strutturato uno STUB_BEFORE costruito per 
comunicare al PDP il verificarsi dell‟evento: 
 
In Tab. 10 viene riportato il codice dello STUB_BEFORE necessario per il dialogo con il 
PDP. 
Come si può osservare il metodo STUB è dichiarato statico. Di conseguenza anche le variabili 
che utilizza nel suo corpo possono essere solamente statiche, per questo motivo i membri 
privati della classe sono statici. Analizzando questo tipo di implementazione dello STUB, 
potrebbero sorgere dei dubbi sul funzionamento in caso di multithreading della MIDlet. Le 
variabili statiche, uniche tra tutte le istanze della stessa classe STUB, potrebbero vedere i loro 
valori modificati più volte da thread diversi che necessitano di usare uno stesso tipo di STUB 
(dovendo accedere alle stesse variabili statiche). Questa problematica sarebbe reale nel caso in 
cui il PDP fornisse il supporto al richieste concorrenti. Tuttavia, come verrà descritto nella 
sezione successiva, la versione del PDP corrente non dispone del supporto alla concorrenza. 
Dunque creare un servizio concorrente, che usa una libreria di funzioni senza il supporto alla 
concorrenze, avrebbe imposto addirittura l‟introduzione di meccanismi aggiuntivi per 
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serializzare le richieste. Questo scenario elimina il problema di MIDlet Multithreaded nel 
dialogo con il PDP. 
Le operazioni compiute dal metodo interessano inizialmente la creazione dello stack dei 
parametri attuali e successivamente la creazione dell‟oggetto Client per la comunicazione con 
il PDP. Il costruttore della classe Client contiene esplicitamente il valore della SYSCALLN 
(in quanto per costruzione si conosce a quale slot del method file appartiene la chiamata per la 
Connector.open) ed il valore del parametro EVENT (trattandosi di uno STUB_BEFORE 
viene indicato il codice per l‟evento BEFORE)5. 
Dopo la creazione dell‟oggetto Client, viene avviato il thread corrispondente per dare inizio al 
dialogo con il PDP. Successivamente il thread della MIDlet si mette in attesa sul semaforo di 
sincronizzazione comune con il thread STUB. Quando il thread STUB (della classe Client) 
termina la sua esecuzione e riceve il responso dal PDP sveglia il thread della MIDlet che 
procede alla lettura del risultato. 
Se il PDP consente l‟operazione, il metodo STUB torna normalmente al chiamante e la 
MIDlet continua il suo flusso di esecuzione. 
Se il PDP rileva una condizione di policy violata, manda allo STUB il codice di operazione 
non consentita. Questa situazione di errore può essere gestita in diversi modi. Nell‟esempio 
presentato è stata scelta la politica di sollevare un‟eccezione. In questo modo, ai fini del 
funzionamento della MIDlet, è come se l‟API da invocare avesse sollevato essa stessa 
un‟eccezione per un qualche malfunzionamento. 
Tuttavia è possibile immaginare scenari differenti nei quali la MIDlet deve essere terminata in 
caso di violazione. Una possibile soluzione per raggiungere questo obiettivo può essere 
trovata sfruttando l‟istruzione notifyDestroyed(), che consente una terminazione sincrona 
della MIDlet. Tuttavia è un metodo della classe MIDlet e per questo è necessario disporre di 
un riferimento all‟oggetto MIDlet per effettuare l‟enforcing. Tramite le conoscenze presentate 
in questo documento è facile capire che la trasformazione di un‟applicazione per immergere 
nel byte code la logica di enforcing desiderata, non è un‟operazione impossibile. 
  
                                                          
5
 NOTA: In questa versione del PEP Inliner non è stata affrontata la problematica della trasmissione 
del MIDlet-name allo stub. Potrebbe essere risolta prevedento un riferimento alla classe MIDlet dalla 
quale può essere ricavato il nome oppure utilizzando il PEP Inliner stesso, opportunamente adattato, 
per inserire la stringa della MIDlet nello STUB destinato al nuovo archivio JAR 
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Tabella 10 – Codice Java ME dello STUB_BEFORE 
Line Istruzioni Java del metodo STUB_BEFORE 
    
1   import javax.microedition.io.*; 
2   
3   public class ConnectorWrapper { 
4     private static Client client; 
5     private static ParamStack parameterStack; 
6     private static Semaphore sem; 
7   
8     public ConnectorWrapper() { } 
9   
10 
    public static void connectorWrapper_open_before(String name, int mode, boolean 
timeouts) throws Exception { 
11 
 12       parameterStack = new ParamStack(3); 
13       sem = new Semaphore(0); // sincro application 
14   
15       parameterStack.push(new Parameter(timeouts)); 
16       parameterStack.push(new Parameter(mode)); 
17       parameterStack.push(new Parameter(name)); 
18   
19       client = new Client(1, 1, "MIDLET_NAME", parameterStack, sem); 
20       client.start(); 
21       sem.waitSem(); 
22       if((client.getResult()) == 0) throw new Exception("PDP: OPERATION DENIED!"); 
23       else System.out.println("PDP: OPERATION ALLOWED!"); 
24       client.stop(); 
25     } 
26   
27     // altri STUB method… 
28   
29 } // end of ConnectorWrapper - STUB Class 
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3.2.4. Implementazione del Sistema Monitor 
In questa sezione viene descritto il software che implementa il sistema monitor. In Fig. 43 
viene riportato lo schema del monitor introdotto nella sezione sul processo di monitoraggio. 
 
Figura 43 - Schema delle componenti riutilizzate per il prototipo del Monitor 
Nello schema del sistema monitor sono stati utilizzati colori diversi per rappresentare i 
moduli software forniti da produttori diversi. 
Il monitor è composto da due processi distinti: il processo del Policy Decision Point ed il 
processo del Policy Information Service. Il PDP è stato implementato mediante un software 
scritto in linguaggio C. Per implementare il prototipo è stata scelta la distribuzione Linux 
Fedora 6 [27] nella quale è stata installata la versione phoneME MR2 [28], per il runtime 
support delle applicazioni JavaME. 
Come descritto precedentemente, la soluzione proposta è un approccio differente al 
problema del runtime enforcing analizzato ed implementato dall‟IIT nell‟ambito del progetto 
S3MS. Per questo motivo il prototipo del monitor si basa sulle componenti già sviluppate nel 
precedente lavoro, proponendo alcune opportune modifiche al Policy Decision Point originale 
per abilitarlo a gestire le richieste degli STUB methods. 
Di seguito verranno presentate le componenti del sistema monitor, mettendo in evidenza i 
produttori del software e le modalità con le quali hanno rilasciato il modulo. 
Policy Information Service 
Il Policy Information Service (componente verde in Fig. 43) è un processo server attivo 
sulla porta 10001 dell‟indirizzo localloop 127.0.0.1. Il suo scopo è gestire le variabili di stato 
della policy utente. Le variabili di stato, nel caso di policy di tipo SESSION o 
MULTISESSION, devono essere associate ad una MIDlet in particolare. La strategia adottata 
dal PIS comporta la creazione di un file di nome MIDletName per ogni MIDlet del sistema in 
modo da mantenere i valori delle varibili di stato (lo stato dell‟automa) anche tra esecuzioni 
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diverse della stessa MIDlet (nel caso in cui lo SCOPE sia di tipo GLOBAL esiste un unico 
file di stato comune a tutte le MIDlet). 
Il PIS accetta le richieste di gestione delle variabili di stato da parte del PDP e provvede a 
memorizzare i valori nei file opportuni in base al nome della MIDlet comunicato dal PDP. 
Questo modulo è stato prodotto dal partner Vrije Universiteit Amsterdam [29]. Il modulo è 
stato reso disponibile sottoforma di codice compilato. Tuttavia il funzionamento è noto ed è 
stato riportato nell‟algoritmo descritto nel capitolo precedente. 
Stato 
Lo STATO è l‟insieme di file che memorizzano le variabili di stato dei vari automi 
associati alle MIDlet controllate. Il policy information service non memorizza semplicemente 
su file le informazioni, delega un componente ulteriore denominato Security Module per la 
memorizzazione sicura delle informazioni di stato. Il componente in rosso di Fig. 43 
rappresenta il Security Module. E‟ stato prodotto dal partner S3MS Trusted Logic [13] ed 
anch‟esso è stato fornito sottoforma di codice eseguibile. 
Language Translator 
Il Language Translator (modulo azzurro Fig. 43) è un componente scritto in Java dalla 
Create-Net per tradurre un file ConSpec nel relativo file XML POLPA. Il componente 
descritto come language translator nell‟architettura del monitor è lo stesso software che 
compie la produzione del file XML per il sistema trasformatore. 
Nel caso del sistema trasformatore, il modulo viene semplicemente usato come uno 
strumento per poter portare il file testuale ConSpec in un documento XML, più semplice da 
elaborare rispetto al file di testo. Mentre nel caso del monitor è necessario che il file XML 
contenga una rappresentazione della policy in linguaggio POLPA in quanto la libreria con cui 
è stato sviluppato il PDP lavora con POLPA. 
Policy Decision Point 
Il PDP è il componente centrale dell‟architettura di monitoraggio. E‟ un server scritto in 
linguaggio C che sfrutta una libreria per il parsing delle regole espresse da una policy POLPA 
sviluppata dall‟Istituto di Informatica e Telematica [30] del CNR di Pisa. La libreria è stata 
utilizzata per lo sviluppo del prototipo di runtime enforcement, mediante modifica della 
J2ME, presentato nella sezione contributi. 
Dato che il lavoro è stato fatto sotto la supervisione dell‟IIT, è stato possibile accedere ai 
sorgenti della libreria per poter riutilizzare il codice e produrre un nuovo prototipo del 
monitor. Il nuovo prototipo è basato principalmente sulle stesse elaborazioni compiute thread 
monitor sviluppato nella soluzione dell‟IIT. Tuttavia sono state introdotte alcune modifiche 
per gestire la comunicazione con le classi STUB. 
La comunicazione è stata implementata tramite socket TCP creati sulla porta 1234 
dell‟indirizzo localloop della macchina 127.0.0.1. Il demone rimane in attesa di una 
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connessione e quando viene aperta una nuova connessione riceve tramite il socket i dati per 
mezzo del protocollo visto. Successivamente esegue i passi descritti dall‟algorimo del PDP e 
fornisce alla MIDlet, tramite lo stesso socket, la decisione elaborata. 
Prototipo del Policy Decision Point per Symbian OS 
La versione del sistema monitor illustrata nella sezione precedente è un prototipo in grado 
di fornire un ambiente simulato per l‟architettura proposta. Tuttavia è stato realizzato con 
linguaggi di programmazione adatti ad ambienti personal computer ed il prototipo risultante 
non eseguibile su piattaforme mobili (le piattaforme target dello studio condotto). Per questo 
motivo nell‟ultimo periodo della collaborazione con l‟istituto IIT è stata prodotta una versione 
del monitor eseguibile sul dispositivo mobile per rendere funzionanti le tecniche progettate 
per l‟ambiente simulato anche per il dispositivo reale. 
La scelta del linguaggio da utilizzare per implementare il monitor su una piattaforma 
mobile è ricaduta su linguaggio C++ per Symbian OS [31]. Le motivazione di una simile 
scelta nasce dalle particolari esigenze in termini di prestazione richieste dal componente. Il 
monitor deve essere quanto più trasparente possibile all‟utente finale, che pur sfruttando le 
funzionalità offerte dal plug-in, non deve essere costretto a scontare ritardi apprezzabili 
durante l‟esecuzione delle sue applicazioni Java ME. Questo rischio poteva esistere se fosse 
stato scelto un linguaggio interpretato come Java ME. Il monitor per ambiente simulato è 
stato realizzato con la libreria del PDP scritta in C e questa condizione favorisce la scelta del 
linguaggio C++, come derivato del C, per semplificare l‟operazione di porting del codice. 
In Fig. 44 è stato rappresentato lo schema del monitor realizzato in linguaggio C++. 
Come si può notare dall‟immagine riportata l‟architettura manca della componente per la 
memorizzazione dello stato delle MIDlet. La mancanza del componente nell‟implementazione 
per dispositivi mobili è motivata principalmente da ragioni di tempo. Le componenti PIS e 
STATO presenti nell‟architettura completa per ambiente simulato, non sono state rilasciate 
assieme al codice sorgente. Questa situazione impone dei tempi considerevoli di 
riprogettazione ed implementazione delle componenti mancanti ed all‟interno del lavoro di 
tesi questi tempi avrebbero sottratto attenzione alle fasi di debugging e testing del software 
già implementato. 
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Figura 44 - PDP Symbian Daemon 
Un monitor così composto non può mantenere la storia d‟esecuzione delle MIDlet. 
Parlando in termini di automa a stati finiti, l‟automa corrispondente ha esattamente un unico 
stato. Un unico stato d‟accettazione dal quale si può uscire solo in caso di violazione delle 
policy. Questa conseguenza nasce dalla mancanza di utilizzare le variabili di stato. Tuttavia, 
come verrà mostrato in uno dei due casi di studio proposti, se la policy del dispositivo non ha 
bisogno di variabili di stato (perché magari i controlli a tempo d‟esecuzione richiesti dalla 
policy sono semplici) il PDP effettua un monitoraggio corretto dell‟applicazione, non 
dovendo invocare il PIS per leggere o scrivere variabili di stato. 
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3.3. Casi di Studio 
3.3.1. Sommario 
Nella sezione Casi di Studio verranno presentate due reali MIDlet assieme alle due 
rispettive policy del dispositivo sul quale devono essere installate de eseguite. 
Lo scopo della sezione è presentare il funzionamento dell‟architettura applicato ai due casi 
reali descritti. 
3.3.2. La MIDlet NetworkAccess 
La MIDlet NetworkAccess, è un semplice programma Java Micro Edition che tenta di 
stabilire una connessione HTTP con tre indirizzi remoti predefiniti: 
 http://www.google.it/ 
 http://www.sun.com/ 
 http://www.yahoo.com/ 
Se la connessione ha successo, ossia la risposta contiene un codice di stato uguale a 200 
(connection ok), la MIDlet mostra una schermata INFO con la scritta “Connection OK!”, 
diversamente viene visualizzata una schermata tramite un ALERT che mostra il tipo di errore 
ottenuto nel tentativo di connessione. 
Di seguito vengono riportate alcune schermate della MIDlet in esecuzione tratte 
dall‟emulatore della SUN. 
 
Figura 45 - MIDlet NetworkAccess: (1) schermata iniziale (2) scelte (3) interazioni (4) connection OK (5) errore nella 
connessione 
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La policy scelta per le simulazioni con la MIDlet NetworkAccess viene riportata di seguito: 
 
Figura 46 - Policy ConSpec del dispositivo target per la simulazione con la MIDlet NetworkAccess 
Osservando la policy di Fig. 46 è possibile notare come il testo ConSpec voglia esprimere 
la politica: 
“Sono ammesse le connessioni solo ad indirizzi che iniziano con il prefisso 
http://www.google.it” 
Inoltre è possibile notare come questo tipo di politica coinvolga la seguente azione 
sensibile: 
javax.microedition.io.Connector.open() 
Nella politica ConSpec sono state indicate tre regole, uguali semanticamente ma ognuna 
con una versione del metodo Connector.open differente. L‟API Connector.open 
fornisce tre diversi metodi tramite il meccanismo dell‟overloading per aprire una connessione. 
La policy usa tutte le definizioni esistenti in modo da essere certa che una generica MIDlet 
che voglia aprire connessioni venga monitorata dal sistema Monitor. Dopo aver eseguito il 
processo di trasformazione, la MIDlet è abilitata a comunicare con il monitor installato nel 
sistema. 
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Di seguito vengono mostrate alcune schermate tratte dall‟ambiente simulato. 
 
Figura 47 - Architettura di Monitoraggio Simulata 
In Fig. 47 è stata riportata la situazione iniziale dell‟ambiente simulato. Inizialmente 
viene avviato il componente dello stato o Security Module, rappresentato dal numero 1 in 
figura. Successivamente viene avviato il Policy Information Service, sempre tramite 
esecuzione da console (shell numero 2 di Fig. 47). Infine viene avviato il demone del Policy 
Decision Point, schermata della shell numero 3. Questi processi rappresentano le componenti 
dell‟architettura di monitoraggio simulata. La MIDlet NetworkAccess viene avviata 
successivamente ed in Fig. 47 si nota il menu dedicato agli url di connessione possibili. 
In Fig. 48 viene mostrata la situazione dei vari servizi quando la MIDlet NetworkAccess 
tenta di collegarsi all‟indirizzo web http://www.sun.com/. Il Monitor verifica i parametro 
scelto per invocare l‟istruzione di apertura di una connessione e nega il permesso in base alla 
policy del dispositivo. In rosso sono stati indicati alcuni elementi dell‟output del demone PDP 
interessanti da notare. Alla voce numero uno viene evidenziato il  valore del parametro URL 
dell‟API Connector.open, mentre al numero due viene evidenziato il responso del PDP. 
La MIDlet è stata programmata per mostrare un Alert nel caso di eccezioni in fase di 
connessione ed il punto 3 mette in mostra questo comportamento. 
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Figura 48 - Tentativo di connessione all'indirizzo http://www.sun.com/ bloccato dal monitor 
Nella Fig. 49 viene illustrato l‟ambiente di simulazione nel caso in cui l‟utente scelta 
l‟indirizzo http://www.google.it/. La zona evidenziata numero uno indica il valore del 
parametro con cui è stata invocata l‟API da monitorare mentre nella zona due viene indicata la 
decisione del monitor. 
 
Figura 49 - Tentativo di connessione all'indirizzo http://www.google.it/ permesso dal monitor 
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Dalle figure mostrate è bene notare come il componente PIS non abbia generato nessun 
messaggio di output. Infatti il PIS è stato coinvolto nel processo di monitoraggio in quanto 
non sono presenti variabili di stato da gestire per la policy presentata. 
Dato che la policy non richiede la gestione delle variabili di stato è possibile utilizzarla 
nel test sul dispositivo reale con il prototipo per Symbian OS. Di seguito vengono mostrate le 
schermate della MIDlet NetworkAccess in esecuzione sul dispositivo Nokia E61 [32] durante 
il processo di monitoraggio. 
 
Figura 50 - Menu della MIDlet NetworkAccess in esecuzione sul Nokia E61 
 
Figura 51 - Output del Demone Symbian PDP: Operazione non permessa  
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3.3.3. La MIDlet Suite SmsAccess 
La MIDlet SmsAccess è un semplice programma J2ME che invia un messaggio SMS 
(utilizza una connessione MessageConnection) ad un numero prestabilito con due 
differenti tipi di payload selezionabili: 
 S3MS 
 Test 
Se la MIDlet è in grado di inviare il messaggio, mostra una schermata ALERT con il testo 
“message sent!”, diversamente viene visualizzato un ALERT che segnala l‟errore nell‟invio 
del messaggio. 
Di seguito vengono riportate alcune schermate della MIDlet in esecuzione tratte 
dall‟emulatore della SUN. 
 
Figura 52 - (1) schermata iniziale (2) scelte payload 
(3) interazioni MessageConnection (4) interazione Sms.send  (5) messaggio inviato 
La policy scelta per le simulazioni con la MIDlet SmsAccess viene riportata di seguito: 
 
Figura 53 - Policy ConSpec del dispositivo target per la simulazione con la MIDlet SmsAccess 
La policy scelta impone che: 
“Non è permesso inviare più di cinque SMS durante l’esecuzione di una MIDlet” 
Per inviare un SMS tramite un‟applicazione J2ME è necessario aprire inizialmente una 
connessione tramite l‟API Connector.open() specificando nel parametro URL il 
destinatario del messaggio tramite lo schema sms://numero_destinatario. 
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Dopo aver avviato l‟architettura di monitoraggio, in Fig. 54 viene mostrato il comportamento 
delle varie componenti in risposta all‟invio di un messaggio da parte dell‟utente tramite il 
comando da menu  della MIDlet SmsAccess. 
 
Figura 54 - Invio del primo SMS della MIDlet SmsAccess 
Il PIS sotto richiesta del PDP, memorizza il valore uno per la variabile numSMSsent sul 
file di STATO della MIDlet (zona evidenziata numero 1). Dato che il valore attuale prima 
dell‟invio (valore iniziale zero) è minore rispetto al numero massimo di messaggi consentiti, 
l‟operazione viene consentita dal PDP. Successivamente il PDP procede ad eseguire il blocco 
di aggiornamento della regola e comanda la scrittura del nuovo valore uno al Policy 
Information Service (zona evidenziata numero due). 
In Fig. 55 viene riportato il caso in cui si tenta di inviare il sesto SMS. Il PDP durante il 
parsing della regola, legge per mezzo del PIS il valore della variabile numSMSsent e verifica 
che il valore è pari alla soglia massima imposta dalla policy. Dopo questo controllo invia alla 
MIDlet il divieto di procedere all‟apertura della connessione per l‟invio di un ulteriore 
messaggio. 
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Figura 55 - Tentativo di inviare il sesto SMS all'iterno della stessa sessione di esecuzione della MIDlet SmsAccess 
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Capitolo 4   
 
Conclusioni e Sviluppi Futuri 
 
4.1. Sommario 
Il capitolo quarto presenta le conclusioni del lavoro assieme ad una sezione riguardante i 
possibili sviluppi futuri in caso di prosecuzione. 
Nella sezione delle conclusioni vengono ricapitolati brevemente i passaggi dello studio che 
hanno condotto alla soluzione proposta mostrando le principali caratteristiche della soluzione. 
4.2. Conclusioni 
Il presente lavoro di tesi, svolto nell‟ambito del progetto S3MS, ha preso in esame la 
problematica del monitoraggio di un‟applicazione Java Micro Edition (J2ME) per dispositivi 
mobili. 
L‟obiettivo principale del lavoro di tesi è stato quello di estendere il modello di sicurezza 
previsto dal framework J2ME senza modificarne la struttura, in modo da introdurre i 
meccanismi necessari per specificare i comportamenti di un‟applicazione J2ME ritenuti sicuri 
e per impedire l‟esecuzione di operazioni ritenute dannose dall‟utente. 
In letteratura esistono alcune soluzioni per risolvere questo tipo di problematica per 
applicativi Java e sono classificabili principalmente in due categorie: 
1. Le soluzioni che modificano l‟ambiente d‟esecuzione Java6 inserendo l‟entità 
controllore nei componenti del sistema. 
2. Le soluzioni che modificano l‟applicazione target inserendo la logica di controllo 
all‟interno dell‟applicazione stessa. 
Lo scenario della computazione mobile rende inapplicabile soluzioni del primo tipo, in 
quanto le restrizioni dell‟attuale modello di sicurezza J2ME non consentono di estendere né di 
ridefinire i componenti della macchina virtuale responsabili del caricamento della classi del 
programma. Inoltre, nel mondo dei dispositivi mobili, anche le soluzioni che coinvolgono la 
modifica delle librerie di sistema o delle librerie Java per l‟eventuale introduzione di codice di 
controllo sono inapplicabili da un punto di vista pratico, perché tipicamente non si dispone dei 
sorgenti dei sistemi proprietari. E qualora anche fossero disponibili sarebbe richiesta una 
                                                          
6
 NOTA: Con il termine ambiente di esecuzione Java vengono intesi i componenti come il ClassLoader o 
il SecurityManager (non estendibili né ridefinibili nella versione Micro Edition) oppure ancora le 
librerie delle API Java o le librerie di Sistema che vengono sfruttate dalle API Java. 
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nuova installazione della macchina virtuale modificata o delle librerie di sistema modificate 
per rendere effettivi i cambiamenti introdotti. Per questi motivi, un simile scenario presenta 
numerosi ostacoli per una applicazione reale dei miglioramenti. 
Le soluzioni del secondo tipo, pur avendo il pregio di poter essere eseguite sulle 
piattaforme in commercio, (in quanto non richiedono modifiche all‟ambiente di esecuzione) 
possono essere efficaci solamente con delle policy di sistema semplici, in quanto è 
difficilmente realizzabile l‟inserimento di una logica di controllo complessa all‟interno di un 
generico programma. 
Da queste considerazioni è stato sviluppata la soluzione proposta con il presente lavoro di 
tesi ed è basata su un approccio ibrido delle due tipiche soluzioni presenti in letteratura. 
La soluzione propone una suddivisione del problema in due diversi momenti di elaborazioni: 
1. Processo di Trasformazione 
2. Processo di Monitoraggio 
Lo studio condotto in questo lavoro di tesi è stato concentrato sul primo momento di 
elaborazione, mentre per realizzare la struttura del secondo momento di elaborazione, sono 
stati sfruttati i risultati conseguiti del Runtime Enforcement del progetto S3MS. 
Il processo di trasformazione si pone come obiettivo la modifica del programma da 
monitorare, inserendo al suo interno solamente le invocazioni all‟entità di monitoraggio; il 
punto di inserimento dell‟invocazione viene scelto in base alle operazioni che l‟utente decide 
di monitorare e che vengono definite nel file delle regole di policy. 
Il processo di monitoraggio viene realizzato per mezzo di un software che attende le 
richieste di permesso dalle applicazioni monitorate e restituisce il permesso o il divieto di 
eseguire una data operazione. 
La soluzione proposta presenta i seguenti vantaggi: 
 L‟entità del monitor è stata progettata come software stand alone e non richiede la 
modifica dei componenti di sistema in quanto viene direttamente invocata 
dall‟applicazione da monitorare. 
 Disporre di un‟entità dedicata al monitoraggio piuttosto che un insieme di controlli da 
inserire nel programma, consente di realizzare logiche di monitoraggio notevolmente 
più complesse. Ad esempio in questo studio è stata analizzata un‟entità di 
monitoraggio in grado di valutare generiche policy ConSpec per la specifica dei 
comportamenti ammessi. 
 Il processo di trasformazione richiede il solo inserimento di un‟istruzione di 
invocazione nell‟applicazione da monitorare per ogni regola della policy. Tutta la 
logica di controllo è realizzata dal monitor. 
Nonostante gli aspetti positivi messi in luce, il lavoro di tesi lascia scoperti diversi problemi 
che aprono future proposte per l‟ampliamento dell‟architettura. 
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4.3. Sviluppi futuri 
In quest'ultima sezione verranno suggeriti alcuni punti tecnici dell‟architettura che 
sarebbe opportuno approfondire o sviluppare in un'ipotesi di prosecuzione del lavoro 
presentato. 
Prendendo il considerazione il componente del PEP Inliner sarebbe opportuno realizzare 
una versione eseguibile sul dispositivo mobile. La versione descritta in questo documento, fa 
uso di alcune librerie disponibili solamente per ambienti desktop, dunque il lavoro dovrebbe 
partire dallo sviluppo di un framework di manipolazione del byte code scritto in un linguaggio 
opportuno per dispositivi mobili. 
Inoltre il PEP Inliner andrebbe dotato delle seguenti funzionalità, non presenti nella 
versione corrente: 
 Supporto per la gestione delle clausole EXCEPTIONAL delle policy ConSpec 
 Supporto all‟input di JAR file (eliminando i componenti esterni di gestione del JAR) 
E‟ interessante introdurre la possibilità di terminare la MIDlet in caso di policy vietata, la 
modifica andrebbe compiuta inserendo l‟opportuna istruzione di terminazione sincrona. 
Tuttavia l‟inserimento opportuno di questa funzionalità comporta una modifica più 
complessa del Class File, dunque andrebbero studiati degli algoritmi per inserire in modo 
efficace una simile funzione. 
Il componente del Policy Decision Point andrebbe dotato anch‟esso del supporto per la 
gestione delle clausole EXCEPTIONAL presenti nelle policy ConSpec, inoltre la versione 
attualmente sviluppata per dispositivi mobili dovrebbe essere estesa includendo anche il 
servizio del PIS e dello STATO. 
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