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Abstract
The classical theorem of Birkhoff states that the TNf(x) =
1
N
N−1X
k=0
f
“
σ
k
x
”
converges almost everywhere for x ∈ X and f ∈ L1(X), where σ is a mea-
sure preserving transformation of a probability measure space X. It was
shown that there are operators of the form TNf(x) =
1
N
N−1X
k=0
f (σnkx)
for a subsequence {nk} of the positive integers that converge in some L
p
spaces while diverging in others. The topic of this talk will examine this
phenomenon in the class of Orlicz spaces
n
LLogβL : β > 0
o
.
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Definition 1.1. Let (X,B, µ) be a measure space. Let T : X → X
be a one-to-one, onto map such that µ(T−1A) = µ(A) ∀A ∈ B. Then
T is called a measure preserving transformation and (X,B, µ, T ) is
called a dynamical system.
Example 1.1. An example of central importance to this work is when
X = [0, 1), µ is Lebesgue measure, and B is the σ−algebra of Borel
sets and T is defined by T (x) = x + αmod(1) where α ∈ [0, 1). It
is equivalent to realizing [0, 1) as the unit circle and T as a rotation
by 2πα.
Theorem 1.1 (Change of Variable Formula). Let (X,B, µ) , (Y, C, λ)
be measure spaces and let Φ : X → Y be a measurable map in the
1
sense that Φ−1(A) ∈ B for all A ∈ C. Then ,∫
X
f(Φ(x))dx =
∫
Y
f(y)dy.
Definition 1.2. If the averages
1
N
N−1∑
k=0
µ(T−kA ∩B)
N→∞
−−−→ µ(A)µ(B) ∀A,B ∈ B,
Then T is called ergodic.
Example 1.2. If α is irrational then T is ergodic as defined in the
previous example; if α is rational then T is not ergodic.
A theorem of fundemental importance in ergodic theory is Birkhoff’s
Theorem, which is stated as follows,
Theorem 1.2 (Birkhoff). Let (X,B, µ, T ) be a dynamical system
and (X,B, µ) be a σ−finite measure space then,
1
N
N−1∑
k=0
f(T kx)
N→∞
−−−→ E(f |J)(x) a.e.
where J is the σ−algebra of invariant sets.
There have been many attempts to generalize Birkhoff’s
Theorem. One in particular is connected to the topic of this thesis.
Let {nk} be an increasing sequence of positive integers. One may
ask the following question:
Do the averages,
1
N
N−1∑
k=0
f(T nkx)
converge a.e ∀f in some subspace of L1?
Much work has been done in this area. For example when nk = k
2
Bourgain has shown that the averages converge a.e. ∀f ∈ Lp where
p > 1. The problem of the case p = 1 remained open for some time.
Recently it was shown that for every dynamical system there exists
a function f ∈ L1 such that the averages do not converge a.e. The
following question dealing with subsequences leads to the topic of
this thesis.
First a few definitions,
2
Definition 1.3. An increasing sequence of integers (nk) is called
universally Lp good, if the averages
AN(x) =
1
N
N−1∑
k=0
f(T nkx)
converge a.e. for x ∈ X , ∀f ∈ Lp and for all dynamical systems
(X,B, µ, T ).
A sequence is called Lp universally bad if for every dynamical system
there exists a function f ∈ Lp such that the averages AN fail to
converge a.e.
Question 1: Does there exist an increasing sequence of integers (nk) that is
Lp universally good while Lq universally bad for all q < p?
Question 2: Does there exist a sequence that is Lp universally bad but Lq
universally good for all q ≥ p?
The first question was answered affirmatively by Reinhold while the
second was answered affirmatively by Bellow.
Definition 1.4. The space of functions LsLogpL is defined as
LsLogpL = {f ∈ L1 :
∫
|f s(x)|Logp(|f(x)|+ 1)dx <∞}
The notions of universally good and bad extend to the above
spaces in an obvious way.
Question. Given p and a dynamical system (X,B, µ, T ) does there
exist an increasing sequence of integers (nk) such that the averages
AN(x) converge a.e. for all f ∈ LLog
qL with q > p while there
exists a function f ∈ LLogpL such that the averages AN(x) fail to
converge a.e.
When p > 1 the answer will be affirmative while for p ≤ 1 we will
prove that there exists an increasing sequence (nk) such that AN (x)
converge a.e for all f ∈ LLogqL for all q > p, for q < p there exists
a function f ∈ LLogqL such that AN fail to converge a.e. while the
behavior of AN (x) for functions in LLog
pL is unknown.
3
2Theorem 2.1 (Banach’s principle). If T ∗f(x) < ∞ a.e. for all
f ∈ B where B is a Banach space of functions contained in L1 then
there is a positive, decreasing function C(λ) defined for λ > 0 that
goes to zero as λ→∞ such that for all f ∈ B we have
µ{x : T ∗f(x) > λ ‖f‖B} ≤ C(λ).
Theorem 2.2. Let (X,B, µ) be a probability space and S ⊆ L1 be a
Banach space. If {Tn} is a sequence of bounded operators such that
T ∗f(x) = sup
n
Tnf(x) <∞ a.e.
for every f ∈ S then the set of functions in S such that Tnf(x)
converges a.e. is closed.
In order to establish the inequality above one often establishes a
weak
maximal inequality for the sublinear operator T ∗, that is an inequal-
ity of the form
µ({x : T ∗(x) ≥ λ}) ≤ C(λ)
where C(λ) is a monotone decreasing function such that
C(λ)
λ→∞
−−−→ 0.
Definition 2.1. Let Φ(x) be a function such that
1. Φ is continuous and convex.
2. Φ(x) = Φ(−x)
3.
Φ(x)
x
x→0
−−→ 0
4.
Φ(x)
x
x→∞
−−−→∞
Let LΦ =
{
f ∈ L1 :
∫
Φ(f(x))dx <∞
}
then LΦ is a Banach space under the following norm
‖f‖Φ = inf
{
k :
∫
Φ
(
f
k
)
dx < 1
}
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Theorem 2.3 (Sawyer’s Theorem). Let (X,B, µ) be a probability
measure space. Let {Tk} be a sequence of positive linear operators
from LΦ to the set of measureable functions on X. Assume that
the {Tk}’s commute with a family {Sα} of measure preserving maps
from X to X that mix the measurable sets of X. Assume further
that the function Φ satisfies the following:
If y ≥ 1 , x ≥
1
y
then Φ(xy) ≤ C(Φ(y))pΦ(x).
Then the following are equivalent:
1. T ∗ satisfies an inequality of the form
µ{x : T ∗f(x) ≥ λ} ≤ C
∫
Φ
(
f
λ
)
.
2. For each f ∈ LΦ , T
∗f(x) <∞ .
Proof. The following lemma is of central importance to the proof of
the theorem.
Lemma 2.4. Let (X,B, µ) be a probability measure space. Let
Sα : X → X be a collection of measure preserving maps that mix
the measurable sets of X. Then if {Ak} is a sequence of measurable
sets of X such that
∑
µ(Ak) =∞, there exists a sequence
{Sk} ⊆ (Sα) such that almost every x ∈ X is in infinitely many of
the sets S−1k (Ak).
Assume that T ∗ does not satisfy an inequality of the form
µ({x : T ∗f(x) ≥ λ}) ≤ C
∫
Φ
(
f
λ
)
.
Then fix a sequence ck increasing to infinity, ck > 0. Then there
exists a sequence
{fk} ⊆ LΦ, λk > 0 such that,
µ{T ∗f(x) ≥ λk} > ck
∫
Φ
(
fk
λk
)
.
Call gk =
fk
λk
, Ak = {gk ≥ 1}. Then,
5
1 ≥ µ(Ak) ≥ ck
∫
Φ(gk).
Let hk be natural numbers such that 1 ≤ hkµ(Ak) ≤ 2 and take hk
copies of Ak denoted by A
1
k, · · · , A
hk
k . Thus
∞∑
k=1
hk∑
j=1
µ(Ajk) =∞
and by the previous lemma there are Sjk ∈ (Sα) such that almost
every x ∈ X is in infinitely many of the sets (Sjk)
−1(Ajk).
Define a function
F (x) = sup
k ≥ 1
1 ≤ j ≤ hk
αkS
j
kg
j
k(x)
where gjk = gk and the constants αk will be determined later.
We have
F (x) = P (x) +Q(x)
where
P (x) = sup
k ≥ 1
1 ≤ j ≤ hk
S
j
kg
j
k ≥
1
αk
and Q(x) is a function bounded by 1 .
Then
P (x) ≤
∑
k,j∈R
Φ(αkS
j
kg
j
k(x))
≤
∑
k,j∈R
C[Φ(αk)]
pΦ(Sjkg
j
k(x))
≤ C
∞∑
k=1
[Φ(αk)]
p
hk∑
j=1
Φ(Sjkg
j
k(x)).
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and so ∫
Φ(P (x)) ≤ C
∞∑
k=1
[Φ(αk]
phk
∫
Φ(gk)
≤ C
∞∑
k=1
[Φ(αk)]
pµ(Ak)
ck
hk
≤ C
∞∑
k=1
[Φ(αk)]
p
ck
,
by the change of variable formula for measure preserving transfor-
mations. Given that the sequence
{
1
ck
}
sums, the {αk} may be
chosen so that the above sum is finite and the αk increase to infin-
ity. The remainder of the argument is the same as in [6].
If we fix a sequence (nk) to each dynamical system, we may
associate a constant C(nk) such that
µ{x : T ∗ > λ} ≤ C({nk})
∫
Φ
(
f
λ
)
.
We may then consider the minimal such constant so that a similar
inequality holds in all dynamical systems. The so-called Conze’s
principle asserts a condition in which we may conclude that such
a minimal constant exists and is finite. As a result this will by
Sawyer’s Theorem confirm whether a sequence is universally good
or not.
Theorem 2.5 (Conze’s Principle). For a given sequence (nk) to
have it’s associated minimal constant finite, it is enough that there
exists a single ergodic dynamical system (X,B, µ, T ) such that the
averages
1
N
N−1∑
k=0
f(T nk) converge a.e.
3
The main candidates for such sequences will be perturbations of
block sequences. A block of integers is a set of the form B = [n, n+
7
1, · · · , n+ k− 1] of consecutive integers. We will let |B| = k denote
the number of integers in B and will refer to it as the length of
B. A block sequence is a sequence {nk} that can be arranged into
blocks B1, B2, · · · as a set {nk} =
∞⋃
k=1
Bk. Let Dk be an arbitrary
collection of integers between Bk and Bk+1. The collection
∞⋃
k=1
Dk
will be referred to as a perturbation of the block sequence
∞⋃
k=1
Bk and
the sequence whose elements are
∞⋃
k=1
Bk ∪Dk will be referred to as a
perturbed block sequence. The following theorem is a generalization
of a Theorem of Bellow. It essentially states that if we begin with a
block sequence, which is uiniversally good in a certain subspace of
L1 there is a certain degree to which we may perturb it so that the
resulting sequence is also universally good in that subspace.
Theorem 3.1 (Reinhold). Let Bk and Dk be a block sequence and
a perturbation of that block sequence. If the sequence
∞⋃
k=1
Bk is uni-
versally good for L∞ and
d1 + · · ·+ dk
l1 + · · ·+ lk
<∞
then the sequence
∞⋃
k=1
Bk ∪Dk is also universally good for L∞ .
Theorem 3.2. Let
∞⋃
k=1
Bk be a block sequence that is universally
good in the Orlicz space LΦ, and let
⋃
Dk be as above. Then if
∞∑
k=1
1
Φ
(
l1+···+lk
d1+···+dk
) <∞
then the sequence
∞⋃
k=1
Bk ∪Dk is also universally good in LΦ
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Proof. We proceed as in [1].
Let
C =
⋃
Bk ∪Dk,
bn =
∣∣∣∣∣
∞⋃
k=1
Bk ∩ [0, n]
∣∣∣∣∣ and
cn =
∣∣∣∣∣
∞⋃
k=1
Dk ∩ [0, n]
∣∣∣∣∣ .
The averages Anf(x) =
1
|C ∩ [0, n]|
∑
u∈C∩[0,n]
f(T ux)
can be written as the convex combination
Anf(x) =
bn
bn + cn

 1
bn
∑
u∈
S
∞
k=1Bk∩[0,n]
f(T ux)

 + cn
bn + cn

 1
cn
∑
u∈
S
∞
k=1Dk∩[0,n]
f(T ux)


=
bn
bn + cn
ABn f(x) +
cn
bn + cn
ADn f(x).
To establish a.e. convergence it is enough to do so on each piece
sepparately.
First we observe that since
1
Φ
(
l1+···+lk
d1+···+dk
) → 0,
we have
Φ
(
l1 + · · ·+ lk
d1 + · · ·+ dk
)
→∞
so
l1 + · · ·+ lk
d1 + · · ·+ dk
→∞
and hence it’s reciprocal goes to 0.
This implies by the previously stated theorem that the averages of
9
functions in L∞ converge a.e.
We have
cn
bn
=


d1 + · · ·+ dk−1
l1 + · · ·+ lk−1 + sk
if k is the smallest integer
such thatBk is not contained
in [0, n] and Bk ∩ [0, n] 6= ∅,
d1 + · · ·+ dk−2 + rk−1
l1 + · · ·+ lk−1
if k is the smallest integer
such thatBk is not contained
in [0, n], Bk ∩ [0, n] = ∅ andBk−1 ⊂ [0, n]
where 0 ≤ rk−1 ≤ dk−1 and 0 ≤ sk ≤ lk.
In either case
cn
bn
≤
d1 + · · ·+ dk−1
l1 + · · ·+ lk−1
→ 0,
and so
bn
bn + cn
→ 1.
Therefore
bn
bn + cn
ABn f(x)
converges a.e. since
∞⋃
k=1
Bk is universally good in LΦ.
Consider the following operator:
sup
n
cn
bn + cn
ADn f(x) = D
∗f(x)
Let
A = {x : D∗f(x) ≥ λNΦ}
10
where NΦ will in this instance denote the Orlicz norm of f .
cn
bn + cn
∣∣ADn f(x)∣∣ ≤ 1bn + cn
∑
u∈
Sk−1
i=1 Di∩[0,n]
f(T ux)
≤
1
bn + cn
∑
u∈
Tk−1
i=1 Di
f(T ux)
≤
1
l1 + · · ·+ lk−1
∑
u∈
Sk−1
i=1
f(T ux)
= Rk−1f(x)
Let T ∗f(x) = sup
k
Rkf(x) and Ak = {x : Rkf(x) ≥ λ}, therefore
µ(Aλ) ≤
∞∑
k=1
µ(Aλk)
Now if,
I =
∫
{Rkf(x)≥λNΦ}=Ak
(
1
Φ(d1 + · · ·+ dk)NΦ
) ∑
u∈
Sk−1
i=1 Di
f(T ux)dx
=
∫
{x:
P
u∈
Sk
i=1
Di
Tuf(x)≥λNΦ(l1+···+lk)}
Φ

 1
NΦ(d1 + · · ·+ dk)
∑
u∈
Sk
i=1Di
T uf(x)

dx
We have,
µ(Aλk)Φ(
λ(l1 + · · ·+ lk)
d1 + · · ·+ dk
) ≤ I ≤ 1
since
∥∥∥∥∥∥
∑
u∈
Sk
i=1Di
T uf(x)
∥∥∥∥∥∥
Φ
≤
1
NΦ(d1 + · · ·+ dk)
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Hence we have
µ(Aλk) ≤
1
Φ(λ(l1+···+lk)
d1+···+dk
)
Therefore if we have
µ(λ) ≤
∞∑
k=1
µ(Aλk) = F (λ)
For large enough λ we have,
1
Φ(λ(l1+···+lk)
d1+···+dk
)
≤
1
Φ
(
l1+···+lk
d1+···+dk
)
Also,
1
Φ
(
λ(l1+···+lk)
d1+···+dk
) → 0
monotonically as λ→∞ for every k.
Therefore by the Lebesgue dominated convergence theorem F (λ)
is an eventually monotone decreasing function that goes to 0 as
λ→∞.
Since the maximal operator satisfies a weak-maximal inequality ADn f(x)
converges a.e.
Proposition 3.3. Let Bk and Dk as above. Let lk = |Bk| and
dk = |Dk|.
Suppose that ∀k
l1 + · · ·+ lk ≤ Clk+1
dk = cklk
are such that
∞∑
k=1
1
Φ
(
lk+1
lk
) ≤ ∞ and ∞∑
k=1
1
Φ( 1
ck
)
≤ ∞.
Then if
∞⋃
k=1
Bk is universally good in LΦ then
∞⋃
k=1
(Bk ∪ Dk) is uni-
versally good in LΦ.
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Proof. Choose k0 so that ck ≤ 1 for all k ≥ k0. Then
d1 + · · ·+ dk
l1 + · · ·+ lk
≤
d1 + · · ·+ dk0−1
l1 + · · ·+ lk
+
dk0 + · · ·+ dk−2
l1 + · · ·+ lk
+
dk−1 + dk
l1 + · · ·+ lk
≤
C0
lk
+
Clk−1
lk
+ ck−1 + ck
Therefore,
d1 + · · ·+ dk
l1 + · · ·+ lk
≤
C0
lk
+
Clk−1
lk
+ ck−1 + ck, or
l1 + · · ·+ lk
d1 + · · ·+ dk
≥
1
C0
lk
+
Clk−1
lk
+ ck−1 + ck
≥
1
4max
(
C0
lk
,
Clk−1
lk
, ck−1, ck
) = min
(
1
C0
lk
,
1
Clk−1
lk
,
1
ck−1
,
1
ck
)
Therefore,
Φ
(
l1 + · · ·+ lk
d1 + · · ·+ dk
)
≥ Φ
(
1
4
min(Ak, Bk, Ck,Dk
)
or,
1
Φ
(
l1+···+lk
d1+···+dk
) ≤ 1
Φ
(
1
4
min(Ak, Bk, Ck, Dk)
)
= max
(
1
Φ(1
4
Ak)
,
1
Φ(1
4
Bk)
,
1
Φ(1
4
Bk)
,
1
Φ(1
4
Dk)
)
and
∞∑
k=1
1
Φ( l1+···+lk
d1+···+dk
)
<
∞∑
k=1
max(Pk, Qk, Rk, Sk) <∞
4
Suppose f is a monotone decreasing function on (0, 1).
Let
Bλ = {x : AN =
1
N
N∑
k=1
f(T nkx) ≥ λ}.
13
For each k where 0 ≤ k ≤ N , let
ak = sup{x : y = T
−nk(x) ∈ Bλ and T
nk(x) ≤ T np(x) ∀ 1 ≤ p ≤ N}.
Intuitively this is the supremum of the x values such that there is a
y with T nk(y) = x and x is the smallest distance of the partial orbit
{T nk(y)}Nk=1 to the origin. Let Sk = T
−nk([0, ak]).
Theorem 4.1.
N−1⋃
k=0
Sk = Bλ up to a set of measure zero, the union
being disjoint.
Proof. Suppose x ∈ Ak for some 1 ≤ k ≤ N . Then T
nk(x) ≥ T np(x)
∀1 ≤ p ≤ N . Therefore the ⊇ inclusion has been proved. Now
suppose x ∈ B. There is a point of the set {T nk(x)}Nk=1 that is
closest to the origin, say T nk(x). If T np(x) > ap, we contradict the
definition of ap. Thus x ∈ Ap. It remains to prove the disjointness
assertion. To this end suppose that Ap
⋂
Aq 6= ∅ and that ap > aq.
At this point it may be convient to view modulo 1 arithmetic on
[0, 1) as a rotation of the circle. See diagrams below.
14
bb
b
b
b
b
b
b
b
b
b
b
b
ep at 0
eq
yq
yp
eq at 0
yq
ep
yp
T q
T p
0
epeq
yq
yp
yp is brought closer to 0 by T q than by T p
Figure 1: Theorem 4.1
b
b
b
b
b
b
b
b
b
b
b
b
b
ep at 0
eq
yp
yq
eq at 0
yp
ep
yq
T q
T p
0
epeq
yp
yq
yp is brought closer to 0 by T q than by T p
Figure 2: Theorem 4.1
Note that the rotation of the circle is orientation preserving.
From these diagrams it is clear that an intersection of these sets
must result in a contradiction of the definition of either ap or aq.
Let L denote the measure of Bλ. We have that Bλ =
N⋃
k=1
Ik, where
Ik is an
interval, possibly empty, and if [ck, dk] denotes such an interval then
T nk(ck) = 0 and T
nk(dk) = ak where ak is as above.
We now create an interval of length L which consists of intervals
{Jk}
N
k=1 with |Jk| = |Ik|, and such that the orientation of the {Jk}
is the same as that of the Ik. See diagram below. Let us call this
new space X . Map Bλ to X as follows. Let Φ : Bλ → X where
Φ(Ik) = Jk, where Φ is defined in the obvious way as an orientation
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preserving isometry when so restricted.
We now define a sequence of measure preserving transformations
{Ψk}
N
k=1 on the probability space (X,B,
µ
L
), where µ is the lebesgue
measure of the unit interval.
If Jk = [rk, sk] we let Ψk(x) = x + (L − rk)modL, so that Ψ(rk) =
0 and Ψ(sk) = ak. Now let FN(x) =
1
N
N∑
k=1
f(Ψk(x)) for x in
[0, L].
Porposition 4.2. Let C = {x ∈ [0, L] : FN(x) ≥ λ}. Then |C| = L.
Proof. Let x ∈ Jk. Since x ∈ Jk we have that y = Φ
−1(x) ∈ Ik.
It is true that ∀1 ≤ p ≤ N , we have T np(y) ≥ Ψp(x), and
therefore by the monotonicity of f f(T nk)(y) ≤ f(Ψk(x)) and hence
also FN (x) ≥ AN(y) ≥ λ.
The first assertion of the last line follows from the fact that the
transformations T np and Ψk map Ip and Jk to the interval [0, ap]
respectively and therefore the will be the same number of the in-
tervals from the collections, however in X we have eliminated the
space between the intervals and thus the distance from each point
to the origin has been decreased.
0
Ir
Is
I1It
Φ
J1
Js
b
Figure 3: Proposition 4.2
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bb
b
Js
J1
Jp
Jr
Ψp
Jp
Jr
Figure 4: Proposition 4.2
Theorem 4.3. Let Mλ = sup{L :
1
L
∫ L
0
f(x)dx > λ}. Then |Bλ| ≤
Mλ.
Proof. Since |Bλ| = |C| = L , as above and Ψk is an m.p.t. of the
space X , we have by the change of variable formula
λ ≤
1
L
∫ L
0
F (x)dx =
1
L
∫ L
0
N−1∑
k=0
f(Ψk(x))dx
=
1
L
∫ L
0
f(x)dx.
Therefore λ ≤Mλ.
Theorem 4.4. Let P = sup
n0<n1<···<nk−1
∣∣∣Bλ
2
∣∣∣. Then P =Mλ.
Proof. Let η, δ > 0. Since f is a monotone decreasing function
fχ[ǫ,Mλ] is a bounded funcction and therefore Riemann Integrable.
Therefore there exists a number rk such that if [ǫ,Mλ] is partitioned
into rk intervals of equal lenghth {Ij}
rk
j=1 we have∣∣∣∣∣
rk∑
i=1
f(xi) |Ii| −
∫ Mλ
ǫ
f(x)dx
∣∣∣∣∣ < η.
Now let Ij = [aj , bj], I1 has right endpoint Mλ and Irk has left
endpont ǫ.
Choose nf(x)dxj so that T
nj(Mλ) ∈ Ij and it’s distance from bj is
less than some number β > 0 for all 1 ≤ j ≤ rk. Now choose nj ,
rj ≤ j ≤ 2rj so that T
nj (ǫ) ∈ Ij and is within some β of aj . For
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all x except for those which are contained in a set whose measure is
determined by β we have for x ∈ Ij , T
ni(x) ∈ Ij+i for 1 ≤ i ≤ rk−j.
Also T ni(x) ∈ Ij−i for rk ≤ i ≤ rk + j.
See diagram.
Mλ
I1IjIrk
ǫ
ǫ
ǫ
IrkIrk−1
Irk−2
I1I2
I3
Figure 5: Theorem 4.4
Therefore with xi ∈ Ii,
1
2rk
2rk∑
i=1
f(T ni(x)) ≥
1
2rk
rk+j∑
i=rk
f(T ni(x)) +
1
2rk
rk−j∑
i=1
f(T ni(x))
=
1
2rk
rk∑
i=1
f(xi)
=
1
2
1
Mλ − ǫ
Mλ − ǫ
rk
rk∑
i=1
f(xi)
=
1
2
1
Mλ − ǫ
rk∑
i=1
f(xi) |Ii| = F (x, ǫ).
∣∣∣∣2F (x, ǫ)− 1Mλ
∫ Mλ
0
f(x)dx
∣∣∣∣ ≤
∣∣∣∣2F (x, ǫ)− 1Mλ
∫ Mλ
ǫ
f(x)dx
∣∣∣∣ + 1Mλ
∫ ǫ
0
f(x)dx
<
∣∣∣∣2F (x, ǫ)− 1Mλ
∫ Mλ
ǫ
f(x)dx
∣∣∣∣ + ηMλ .
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Now,∣∣∣∣2F (x, ǫ)− 1Mλ
∫ Mλ
ǫ
f(x)dx
∣∣∣∣ ≤
∣∣∣∣2F (x, ǫ)− 1Mλ − ǫ
∫ Mλ
ǫ
f(x)dx
∣∣∣∣
+
∣∣∣∣ 1Mλ − ǫ
∫ Mλ
ǫ
f(x)dx
1
Mλ
∫ Mλ
ǫ
f(x)dx
∣∣∣∣
≤ η +
∣∣∣∣Mλ − (Mλ − ǫ)(Mλ − ǫ)Mλ
∣∣∣∣ ‖f‖1
< η +
ǫ
Mλ
‖f‖1.
Therefore,
2F (x, ǫ) >
1
Mλ
∫ Mλ
0
f(x)dx−
η
Mλ
− η −
ǫ
Mλ
‖f‖1.
Choosing ǫ and η small enough gives:
2
1
2rk
2rk∑
i=1
f(T nix) ≥ 2F (x, ǫ) >
1
Mλ
∫ Mλ
0
f(x)dx > λ.
This implies that for the finite subsequence n1 < · · · < n2rk we have
that ∣∣∣∣∣
{
x :
1
2rk
2rk∑
i=1
f(T nix) >
λ
2
}∣∣∣∣∣ ≥Mλ − δ,
where δ is arbitrarily small, assuming that ǫ and β have been made
sufficiently small.
Theorem 4.5. Given any interval I of length Mλ and any δ > 0
there exists a finite subsequence of integers n0 < n1 < · · · < nk−1
and a subinterval Iδ ⊆ I, |Iδ| > Mλ − δ such that
∀x ∈ Iδ
1
k
k−1∑
j=0
f(T nJ(x)) ≥
λ
2
.
Furthermore the sequence can be made arbitrarily long. Also the
choice of n0 can be taken arbitrarily large.
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Proof. Let I = [a, a+Mλ]. In the previous proof replace ǫ by a+ ǫ
and Mλ by a+Mλ and map these into the partitions of [ǫ,Mλ]. The
ergodicity of the transformation ensures the claim regarding n0. By
refining the partition one creates more intervals and the sequence
can be made longer.
Theorem 4.6. Suppose that f is a monotone decreasing function
on (0, 1) and there exists a sequence sk(sk →∞) such that if
ak = sup{λ :
1
λ
∫ λ
0
f(x)dx >
sk
2
}
we have
∞∑
i=1
ak =∞.
Then if ck is a sequence such that
sk
ck
→∞ then there exists a block
sequence bigcupBk and a perturbation of this sequence
⋃
(Bk ∪Dk)
where |Dk| =
1
ck
|Bk| such that the ergodic averages of f along this
subsequence fail to converge a.e.
Proof. Let pk =
k∑
j=1
ajmod(1), and JK = [pk, pk+1]. Since
∑
aj
diverges each point of [0, 1) is in infinitely many of the Jk. We con-
struct the sequence inductively as follows:
let n1 = 1, l1 = 1, d1 = 1 and suppose that n1, · · · , nk−1,l1, · · · , lk − 1,
D1, · · · , Dk−1,d1, · · · , dk−1 have already been chosen. The block Bk
will satisfy the following
1. lk > nk−1
2. lk ≥ klk−1 ≥ l1 + · · ·+ lk−1.
Given δk choose an integer dk large enough so that there exists a
subsequence of length dk where
1
dk
dk−1∑
0
f(T njx) >
sk
2
∀ x ∈ (Jk−1)δk .
Now dk and lk may be chosen so that dk = cklk and the above con-
ditions are satisfied.
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Note the fact that we may arbitrarily lenghthen a subsequence is
key to finding the integer dk. Let Bk consist of a block of integers
starting to the right of Dk−1 and Dk be dk integers to the right of
Bk that yield the above inequality for the points in (Jk−1)δk .
Therefore, ∀ x ∈ (Jk−1)δk
1
l1 + · · ·+ lk + d1 + · · ·+ dk
∑
u∈
S
(Bj∪Dj)
f(T ux) ≥ C
1
lk
∑
u∈Dk
f(T ux)
≥ C
dk
lk
sk
= Cskck →∞.
If the δk’s are chosen small enough, there will exist a set of positive
measure J so that each x ∈ J is in infinitely many of the (Jk−1)δk .
Clearly such a point will have a subsequence of averages which di-
verge to infinity.
Example 4.1. Let s > 0, define
sk =
k
(log k)s−1(log log k)s
and
ck =
log log k
sk
.
Then cksk = log log k. Also let
gs(x) =
log log 2
x
+ 1
x
2
(log 2
x
)s+1(log log 2
x
)s+1
χ[0,ǫs].
Where ǫ is chosen sufficiently small so that gs is monotone decreas-
ing and all expressions involving the logarithms are positive and well
defined.
We have that (log gs(x)
p) = (log(
2
x
))pCs(x) where Cs(x) is a bounded
function.
So
gs(x)(log gs(x)
p) = Ks(x)
1
x
2
(log 2
x
)s−p+1(log log 2
x
)s
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for Ks(x) bounded.
The resulting function is integrable provided s − p + 1 > 1 and if
s− p + 1 = 1 we must have s > 1.
Hence gs(x) is in LLog
pL for s > p if s ≤ 1 and for s ≥ p if s > 1.
Now let
Aλ =
1
λ
∫ λ
0
gs(x)dx =
C
λ(log 2
λ
log log 2
λ
)s
If λ <
1
k log k
we have Aλ ≥ Csk hence ak >
1
k log k
and
∑
ak =∞
.
Therefore there exists a perturbed block sequence
⋃
Bk ∪ Dk with
dk = cklk such that the averages of gs(x) fail to converge a.e. along
this subsequence.
Since
ck =
log log k
sk
=
(log log k)s+1(log k)s−1
k
,
∞∑
k=1
1
1
ck
(log 1
ck
)p
=
∞∑
k=1
φ(k)(log log k)s+2
k(log k)p+1−s
where φ(k) is a bounded sequence. This sum converges when p > s.
Therefore the averages along this sequence converge for functions in
LLogpL with p > s.
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