Abstract: In this paper a mathematical framework of the control theory of manufacturing systems is proposed. All possible plant structures are classi ed. A mathematical dynamical model which describes the dynamics of a plant is developed. With the help of this model it is shown how the real time control policy which guarantees the stable work of the plant with the quasi-maximal production rate can be designed.
1. Introduction In this paper a mathematical framework of the control theory of manufacturing systems is proposed. A manufacturing system (or a plant) operates through the occurrence of discrete events and therefore can be considered as a discrete event system. There are many good references (see, e.g., 4] and bibliography there) dealing with discrete event system analysis. It is known that, for most discrete event systems, analytical methods are not available and they must be studied numerically, i.e., either by standard deterministic numerical techniques or via simulation. There are many publications (see, e.g., 5, 6, 7] for the reference sources) in which to improve the production rate of a manufacturing system the authors use the queueing theory technique in order to calculate scheduling policies and to make an e cient use of bu er storage. In pursuing this goal the assumptions are usually made that the input ow of parts (and/or items of products), with which a machine or a network of machines of a manufacturing system is supplied, has a random character. The choice of one probability distribution of the random character is not always justi ed. It is pertinent here to notice that this input ow of parts is sometimes not an external ow but the process generated by the manufacturing system itself in which the machine (or the network of the machines) is integrated. Therefore any changes of scheduling policies or bu er capacity allocation of any particular machine may result in drastic changes of the \external" ow that supplies this machine. That happens quite naturally when a manufacturing system with 1 re-entrant lines is concerned. Hence, for solving the production planning or control problems a manufacturing system with re-entrant lines has to be considered as a whole. This point of view was adopted, for example, in the works 8, 9, 10, 11, 12] . The techniques{MRP (Manufacturing Resource Planning) 10, 11, 16] and OPT (Optimized Production Technology) 12, 14, 16] {are well-known to obtain a suitable production schedule. Nevertheless both these two techniques and the method proposed in 8] are based on optimization procedures which are completely stationary, i.e., these methods cannot produce the feedback type control policy which is operating in real time. Even if the manufacturing control problem is an optimization problem with the constraints de ned by a nonlinear discrete event system, none of the existing approaches states and tackles it in logically rigorous form of the mathematical control system theory. This work is intended to: -classify all possible plant structures; -propose a dynamical model of a multipurpose batch plant with re-entrant lines; -describe dynamical properties of such a plant; -design the real time control policy which guarantees the stable work of the plant with the quasi-maximal production rate.
Graphical and Algebraic Representations of a Plant 2.1 Graphical Representation This section shows how a plant can be
represented by a directed graph. We discuss a basic system with m units (or machines) and p product-streams. A plant can be viewed as a discreteevent dynamical system 4] and can be represented by a directed graph as a network of activities 1, 2] . In this paper a graphical representation which is di erent from that described in 1, 2] is considered. The main di erence is that it is not assumed that the processing route of each product is xed a priori. In fact, as we will see later, there is a nite number of possible processing routes for each product. These routes are xed. As an example, let us consider a plant studied in 2]. This plant consists of three machine units U 1 ; U 2 ; U 3 ; and three product lines: P 1 ; P 2 ; P 3 : It is supposed that only one item of a product type can be processed by a machine during the machine production cycle. A graph representation of this plant is depicted in Fig _  1 . In this representation the nodes are of the following two types: a) operational units and/or machines{ The edges fQ ij kl g correspond to the processing routes of the products. For example, the edge labeled by Q ij kl represents the route of the items of the product P i after being processed in the unit U k , l is the number of the next unit which will serve these items, j denotes the production step (or stage) on which the items of the product P i are. The edges fQ ij kl g can also be viewed as queues, e.g., Q ij kl is the queue of the items of the product P i . The members of the queue Q ij kl satisfy the following conditions: a) they have been served by the unit U k and the next machine unit which will serve them is U l ; b) they are all on the jth production stage. In keeping with the works 3, 14] we consider production processes containing several sequential production steps{ S i 0 ; S i 1 ; : : :; S i si {through which uniform jobs of product P i ow. For example, product P 1 manufactured by the plant shown in Fig _  1 undergoes ve sequential production steps, i.e., s 1 = 4. On the other hand, the production process of P 3 has only three production steps, and hence s 3 = 2. In our notations, zero stage S 0 means that a product is ready for a production process to start. Thus a plant can be described by a digraph. Recall that a digraph D is de ned to be a pair (V (D); A(D)), where V (D) is a nonempty nite set of elements called vertices, and A(D) is a nite family or ordered pairs of elements of V (D) called arcs or edges. In order to give a formal de nition of a plant structure (or a plant) some mathematical preliminaries have to be done. Consider a family of digraphs fP 1 ; P 2 ; : : :; P p g. Each P i is de ned by a pair (fU i j g; fQ ij kl g), where fU j g is a nite set of vertices called machines (or machine units), and fQ ij kl g is a nite family of edges called The product-streams P 1 ; P 2 ; P 3 have common machine units, i.e., \ 3 i=1 fU i j g = fU 1 ; U 2 U 3 g or Recall that a digraph
is called the union of the digraphs P 1 ; P 2 ; : : :; P p if the vertex set of P is i fU i j g and the edge-family is i fQ ij kl g. De nition 2.2. The union P = p i=1 P i of a nite family of product-streams P 1 ; P 2 ; : : :; P p is called a plant structure (or a plant).
For instance, the plant in Fig _  1 is the union of three product-streams P 1 ; P 2 and P 3 . A closed loop generated by a nite family{this family has to contain at least one edge{of directed edges of a digraph is called a circuit if one can walk around this circuit obeying the orientation of the edges.
De nition 2.3. If a plant P has a product-stream P i having at least one circuit then P is said to be a manufacturing system (or a plant) with reentrant lines. Otherwise we call P a manufacturing system without reentrant lines.
For example, the plant P in Fig _  1 is a manufacturing system without reentrant lines. On the other hand, if the unit machine U 1 can perform the job of machine U 2 in the product-stream P 1 and the machine U 3 can perform the job of U 1 in the product-stream P 2 , then we have a manufacturing system with re-entrant lines shown in Fig _  3 . It is sometimes convenient to identify all the sources of product-streams with the only unit U 0 and all the sinks with one sink, e.g., in Fig _ 3 the common sink is U 4 . Henceforth we always assume that a manufacturing system has the only common source and the only common sink for all its product-streams. Moreover, we also tacitly assume that the machine units are enumerated. For the manufacturing system in Fig _  3 all these assumptions are met.
Algebraic
Representations >From the mathematical point of view, the class of manufacturing systems is very rich. To show that consider rst a product-stream P i having m i machine units and s i sequential production steps. It is natural to connect with P i a mapping s i which maps the nite set f1; 2; : : :; m i g into the nite set of all subsets in f1; 2; : : :; s i g. This mapping can also be considered as a relation on a nite set, see, e.g., 18]. The value of the mapping s i (l) at the element l is de ned to be the set of numbers of the production steps which can be performed by the l-th machine unit. For example, for the product-stream P 1 (Fig _  4) the mapping s 1 is de ned by s 1 (1) = f1; 2g; s 1 (2) = f2g; s 1 (3) = f3g:
Let us denote by R si mi the family of all mappings from f1; 2; : : :; m i g into the set of all subsets in f1; 2; : : :; s i g. There is a natural binary operation (a(l) s(l)) = f1; 2; : : :; sg:
Since a a = a and the binary operation \ " is commutative and associative, we have Thus, it is proved that a s is a product-stream as soon as s is a productstream. If a(l) s(l) for all l 2 f1; 2; : : :; mg, then a(l) s(l) = s(l) 8l 2 f1; 2; : : :; mg and therefore a s = s: In reality a s is obtained from a product-stream s by changing some of the machines in s for more universal machines which can produce the larger number of production steps. We call a s a modi cation of s. There is a natural duality between machines and sequential production steps. To describe this duality we introduce the following concept. 
where is an integer, t j 2 T s m (j = 1; 2; : : :; ) and a 2 R s m nT s m .
Proof. Let s 2 R s m be a product-stream. Then there exists a family of trunks{ft 1 ; : : :; t g{such that t j s = s for all j = 1; 2; : : :; and for any trunk t 2 R s m satisfying t s = s we have t 2 ft 1 ; : : :; t g. We take a = sn( j=1 t j ), where snd is de ned for s; d 2 R s m as follows (snd)(l) = s(l)nd(l) for any l 2 f1; 2; : : :g: It is easy to see that a 2 R s m nT s m . It is worthwhile to notice that the productstream j=1 t j is uniquely determined by s. We call j=1 t j the skeleton of the product stream s and denote j=1 t j by S(s). In this notation formula Theorem 2.2. Every plant structure P 2 R s1 m1 R s2 m2 R sp mp containing p product-streams P i 2 R si mi (i = 1; 2; : : :; p) admits the representation (2).
The plant p i=1 S(p i ) is called the skeleton of the plant structure P and is denoted by S(P), i.e.,
Now we turn our attention to the methods which can be of some help in investigating plant-structures numerically. These methods are very important, since the graphical representation of a plant structure becomes almost useless even in the case of one product-stream with reasonably large m and the number of production steps s. For example, in some applications to the semiconductor industry, m can be about 200 and s is around 10 for a single product-stream. We now turn our attention back to the graphical representation of a plant. The main tool of our calculation is adjacency matrix of a product-stream P i . This matrix is denoted by A(P i ) and de ned to be the (m i + 2) (m i + 2) matrix whose kl-th entry is the number of arcs directed from l to k, m i is the number of machines in P i . A walk in a plant is de ned analogously with that of a digraph (see, e.g., 13]), i.e., walk from l to k is a nite sequence of arcs such that following their orientations we can walk from l to k. The number of edges in a walk is called its length. It is easy to verify that kl-th entry of the matrix (A(P i )) is the number of walks from l to k having the length . A matrix A is said to be nilpotent if there is an integer such that A = 0: (3) Let be the minimal integer among those for which (3) holds. We will call a nilpotent degree of A. Consider a trunk t 2 R s m . Since the maximal length of a walk in t is s + 1, we obtain (A(t)) s+2 = 0: Let the machine units in t be enumerated as follows: is not equal to zero; (v) h(A(t) T ) e m+1 ; (A(t) T ) e m+1 i = 0 for all 6 = .
Proof. Necessity. If t 2 R s m is a trunk, then t is represented by a connected digraph, with a walk of the maximal length equal to s + 1. Hence nilpotent degree of A(t) is s + 2 and (i) is proved. Following the orientation of the edges of t, we can reach from the source U 0 any U i , with 0 i m + 1; on the other hand, the sink U m+1 can be reached from any U i (0 i m + 1), and therefore the conditions (ii) and (iv) follow. We prove (iii) and (v) by reductio ad absurdum. Suppose h(A(t)) e 0 ; (A(t)) e 0 i 6 = 0 for some 6 = . Then there exists l, 0 l m + 1, such that we can reach the machine unit U l by two ways having di erent length, and . Therefore the set t(l) consists of more than one element which contradicts to De nition 2.6. The proof of (v) is completely analogous with that of (iii). Su ciency. In accordance with De nition 2.6 we need to prove that for any l 2 f1; 2; : : :; mg the set t(l) consists of a single element from f1; 2; : : :; sg.
It is easy to see that the set t ?1 ( ) = fi 2 f1; 2; : : :; mg; t(i) = g coincides with the indices of nonzero entries of the vector (A(t)) e 0 . Thus it follows from (iii) that 3. Quasi-optimal Dynamics of a Plant The edges fQ ij kl g introduced in subsection 2.1 can be viewed as queues, e.g., Q ij kl is the queue of the items of the product P i which are waiting in front of the machine unit U l . The length of the queue Q ij kl is a function of time denoted by q ij kl (t). If the machine U l requires batching, then we regard for q ij kl (t) as the number of batches that are ready to be processed by the machine U l . The state of a plant at time t is described by the family of values fq ij l (t)g, where q ij l (t) = X k2ini(l) q ij kl (t):
q ij l (t) can be viewed as the length of the part of the queue in front of U l . This part consists of the items of product i on stage j. In order to describe the dynamics of fq ij l (t)g we introduce the following notations: ij kl { the time which machine U k spends in order to perform production step j of product i produced for the machine U l ; n ij kl { the number of items of product P i on production step j produced by the machine U k for the machine U l during the processing time ij kl ; m ij { the batch size required for the production step j + 1 of P i ; a ij kl { the ratio of the time, spent by machine U k when working for machine U l over product P i on production step j, to total time t during which the whole plant is observed. Thus fa ij kl g and fn ij kl g satisfy the following natural conditions: holds for all i; j and l such that in i (l) 6 = and out i (l) 6 =.
If the values, in the left hand side of (6), are negative for those fS j g that are performed by machine U l , then machine U l will be idle for an interval of time. This interval of time becomes larger as the values in the left hand side of (6) decrease. Thus for minimizing the interval of time during which the machine U l is idle we have to take
for all i and l such that in i (l) 6 = and out i (l) 6 =. We will call (7) for all i and l such that in i (l) 6 = and out i (l) 6 = where E is a positive real number which is small enough. It easily follows from (5) and (7) that
1 (8) for all t 0. Thus, if the Stinson-Smith condition (7) is met, then q ij l (t) remains bounded for all t 0. We now use (4) in order to state an optimization problem for calculating the values of fa ij lk g and fn ij kl g under which the production rate of the plant is quasi-maximal. In more precise terms, let the plant in question consist of m machine units. Then q isi m+1 (t) denotes the amount of product P i produced by time t. Suppose the plant has p product-streams p 1 ; p 2 ; : : :; p p and i is the cost of one item of product p i , i.e., i q isi m+1 (t) is the cost of q isi m+1 (t). It is natural to consider the following optimization problem. On the other hand, it follows from (4) that 1:
We assume that characterizes the quasi-optimal load or input under which the plant works steadily with the quasi-optimal production rate. In order to keep this manufacturing system stable we have to load not more than h a 10 01 t = 4 9 t and therefore an item of P 1 in production step zero has to be loaded each 9 4 of whatever time unit which is xed beforehand. If we load more intensively, then throughput time begins to grow while the production rate remains constant. It is worthwhile to notice here that if a plant works steadily then throughput time is completely determined by fq ij 
Formula (11) gives us a real time control policy. It says that ij kl (t) items of product P i on production step j have to be sent to machine U l during time t. We have to follow this policy if we want our plant to work steadily with the quasi-optimal production rate during time t. In controlling a real plant formula (11) can be satis ed only up to a correction. If the value of this correction is bounded in time by some number, then the behavior of the plant will become quasi-optimal as time tends to in nity. Indeed 
Conclusion
The approach presented in this paper allows us to calculate the quasi-optimal control policies for the manufacturing system with reentrant lines. The method described in Section 3 and Section 4 also works in case some of the machines in the plant can get broken. To calculate fa ij kl g under this assumption we need to replace the constraints f P i;j;l a ij kl 1g
by the inequalities f P i;j;l a ij kl 1 ? E ij kl g, where E ij kl > 0 and E ij kl t is equal to the period of time during which machine U k was not operational. The method developed here admits the generalization to the situation in which f ij kl g, fa ij kl g, fn ij kl g, fE ij kl g and f i g are functions of time or even stochastic processes. In this case the mathematical analysis of dynamical properties of manufacturing systems becomes considerably more complicated than that presented in this paper.
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