Abstract. In this paper we study geometric structure of stability regions of a fairly broad class of dynamical systems, including gradient systems. The lower bounds obtained via an algebraic topology approach can be used to estimate the structure of the boundary of this region and in many cases give the exact number of equilibria corresponding to the bounding surfaces. The results have numerous applications to electrical power systems and to electronic circuits. The methods we use in this study belong in the area of Morse Theory, Algebraic topology and geometric dynamical systems.
Introduction
Consider the following system of differential equations:
Here is a twice continuously differentiable function : → which is periodic in each coordinate with some additional generic assumptions given in the following section. This type of system occurs in electrical power systems and analog electronics such as in phase-locked loops and has attracted attention due to its numerous applications to physics and engineering.
The equilibria of this system are the vectors ∈ for which ( ) = 0 and the Hessian of this system is the matrix ( ) = { 2 } evaluated at = { 1 , … . }. An equilibrium is called hyperbolic if its Hessian has no eigenvalues on the imaginary axis (in particular, has no zero eigenvalues). The index of a hyperbolic equilibrium is equal to the number of left half plane complex eigenvalues of the Hessian ( ). An assumption of hyperbolicity of equilibria is known to be generic. In stability studies of dynamical systems, the distance from a stable equilibrium to the boundary of its region of stability is often used as a measure of robustness of the system. Therefore, it is important to determine the shape of the region of stability which is defined by its bounding surfaces, i.e., stable manifolds of codimension one, which are the stable manifolds of index 1 equilibria lying on the boundary of the stability region. The index of an equilibrium is determined by the number of left half plane eigenvalues of the Hessian ( ).
In some applications, these bounding surfaces are computationally determined [1] . This article establishes lower bounds on the number of index 1 equilibria on the boundary of stability region (i.e. basin of attraction), thus determining a lower bound on the computational load in such studies. Incidentally, it shows that simply using Morse-Smale formulas [3] for the lower bounds for this purpose gives much worse estimates, demonstrating insufficiency of such approach for this case.
Our main result in the next section gives the following lower bounds for the number of bounding surfaces:
(2) where ( ) is the number of bounding surfaces of codimension 1, which is equal to the number of equilibria of index 1 lying on the boundary of the region of stability. It is clear that these are the most important numbers because the surfaces of higher codimension are of much lower significance in the studies of the boundary of a stability region.
As it turns out, formulas of this type allow in many cases to determine the precise structure of the boundary of stability region, i.e. the exact number of bounding surfaces of each codimension, [6] .
See [4] - [10] for many related subjects. In what follows ( , ) will denote the i-thBetti number of M, i.e., the rank of i-th homology group of M with coefficients in some field F. In the case of the torus = it is well known that 1 ( , ) = and this is the only equality we will need for our purposes. It is well known that KS dynamical systems are generic [2] . Let throughout this article ρ:̃ → be a universal covering and let X(ρ) be the induced vector field on the manifold ̃ such that # ( ( )) = , where # is the vector bundle map induced by ρ.
The Main Result
Let be a stable manifold of a stable equilibrium of and let ̃ be some stable manifold of ( ) in ̃ such that (̃) = .
Let ̅ be an index 1 equilibrium on the boundary ( ) of in M. For KS vector fields, an equilibrium lies on the boundary of the stable manifold of an equilibrium iff there is a trajectory born in and ending in , [2] . Therefore, the unstable manifold ( ̅ ) of ̅ consists of ̅ and two trajectories 1 ( ) and 2 ( ) of the vector field X such that
where are stable equilibria of X which are not necessarily distinct. We can parameterize each trajectory (together with its end points) by the paths
is a homeomorphism and (0) = ̅ , (1) = . If 1 = 2 and the loop 1 ∘ 2 −1 is non homotopic to a constant loop in M, then we will call an index 1 equilibrium ̅ doubling, otherwise ̅ will be called nondoubling. If 1 ≠ 2 then point ̅ will be called adjacent (nondoubling), otherwise, nondoubling point is called trivial. From the properties of universal coverings it follows that: Proposition 1. Let ρ: ̃→ be a restriction of ρ on some stable manifold ̃o f a stable equilibrium w.r.t. ( ), then any doubling point e ̅ on the boundary ( )of U has exactly two preimages on (̃) and any nondoubling index 1equilibrium (trivial or adjacent) has exactly one preimage on (̃). From (3) it follows that an index 1 equilibrium in ̃ lies on the boundary of two stability regions (stable manifolds of a stable equilibria) iff 1 ≠ 2 , otherwise, it lies on the boundary of just one stability region. It is clear, that a doubling or a trivial point can not lie on the boundary of two stability regions. Clearly,
where ( ), ( ), ( ) are respectively the numbers of adjacent, trivial and doubling equilibria on the boundary of U and 1 (̃) is the total number of index 1 equilibria on the boundary of ̃. The reason for it is the fact that trivial and adjacent equilibria on the boundary ( ) have only one preimage on (̃), while doubling points on ( ) have exactly two preimages in (̃).
Theorem. Assume that the dynamical system given by (1) is KS, and that it has a single stable equilibrium in each period, then its equilibria on the boundary of the stability region satisfy the inequality given by (2) .
Proof. First we note that as was shown in [9] , see also [8] , that under the conditions of this theorem, the number of index 1 equilibria on the boundary of stability region for the system (1) is equal to the number of equilibria on the boundary of stability of the gradient system defined on :̇= ∇ ( ). Since function f is periodic, we can factor ∇ through the torus ∇ = ∇ ∘ where ∇ is a gradient vector field on the torus = with respect to some function and : → is a covering map. Let = everywhere below and let ( ) be the i-dimensional skeleton resulting from the CW decomposition of M corresponding to its stable manifold CW structure.
From Proposition 1 and (4) 
where 1 and 2 are Hurewicz's epimorphisms. Then, clearly, * is also epimorphism. Therefore, 1 ( , ) is generated by elements = * ( 1 ( )). Since is a field, the Universal Coefficient Theorem implies that 1 ( , ) ⊗ = 1 ( , ) . Therefore, 1 ( , ) ⊗ = 1 ( , ) is generated by elements = ⊗ 1 , = 1, … , . Therefore, the number of elements which are nonzero is at least 1 ( , ) = which implies that the number of elements which are nonzero is also at least 1 ( , ) = . The statement of the theorem now follows from the definition of doubling points.
Summary
We have derived an important lower bound which has multiple applications in the electrical power systems, as it allows us to estimate the computational load in stability studies, helps to determine the structure of the boundary of a stability region and provides insight in to the structure of doubling equilibria in engineering applications to dynamical systems. The author has applied these results to the simpler case of phased-locked loops.
