In most applications of gradient-based optimization to complex problems the choice of step size is based on trial-and-error and other heuristics. A case when it is easy to choose the step sizes is when the function has a Lipschitz continuous gradient. Many functions of interest do not appear at first sight to have this property, but often it can be established with the right choice of underlying metric. We find a simple recipe for choosing step sizes when a function has a Lipschitz gradient with respect to any Finsler structure that verifies an exponential bound. These step sizes are guaranteed to give convergence, but they may be conservative since they rely on an exponential bound. However, when relevant problem structure can be encoded in the metric to yield a significantly tighter bound while keeping optimization tractable, this may lead to rigorous and efficient algorithms. In particular, our general result can be applied to yield an optimization algorithm with non-asymptotic performance guarantees for batch optimization of multilayer neural networks.
Introduction
Let f : R → R be a function to minimize and let w be the initial setting of the parameter. In gradient based optimization, one takes as a search direction the derivative f (w) and also needs to decide on a step size that determines how large of a step one takes in the direction f (w). One piece of information that can exploited for this purpose is a bound on the second derivative of the function. Applying Taylor's theorem, one finds that
Each upper bound for the term f in the above expression yields an admissible majorization scheme for f , in the sense that minimizing the new function, with f replaced by the bounding function, is guaranteed to decrease the original function. If one can upper bound f by a simple function, then the resulting optimization problems are simple. If the bound is also tight, meaning we used a faithful approximation to f , then one may recover convergence guarantees similar to those associated with exact solution of the original line search problems (1) . A well known case occurs when we can take the bound to be |f (w)|≤ L for a constant L. In this case we get the upper bound
The function on the right is quadratic in and trivial to minimize. We find that the minimum occurs at
Iterating this to define the sequence w(n + 1) = w(n) − 1 L f (w(n)), there is a simple convergence analysis based on the bound f (w(n + 1)) − f (w(n)) ≤ − 1 2L |f (w(n))| 2 .
See for instance [15] . Of course the condition is very crude, and many functions of interest, such as multilayer neural networks, do not have a bounded second derivative.
Here we consider a generalization of this approach where instead of requiring a global bound on the norm of the second derivative, we require that the second derivative be bounded with respect to a given Finsler structure. We find that if the Finsler structure obeys certain exponential bounds, then exact solution of the corresponding line search problems yields a convergence guarantee. If the Finsler structures themselves are not too complicated, these sub-problems can be easily solved and the procedure becomes practical. When we apply this to machine learning classification tasks, the result is a full-batch gradient descent method for minimizing the empirical error. Our main result says the function is guaranteed to decrease on every iteration, and also provides a bound on the number of iterations needed to reach a point with an arbitrarily small gradient, measured with respect to the local norm determined by the Finsler structure. We then show that the algorithm, and its associated performance guarantee, is applicable to multilayer neural networks, by constructing a Finsler structure which reflects the hierarchical structure of the network. Numerical experiments on standard data sets suggest the resulting step sizes are not too conservative.
Outline
After reviewing some related work, we introduce our Finsler gradient descent procedure and the associated convergence proof in Section 2. We formally apply this to a neural network with multiple hidden layers in Section 3. Numerical experiments on portions of the MNIST, SVHN, and CIFAR-10 data sets are presented in Section 4. We finish with a discussion in Section 5. This paper is mostly self contained, using basic results of calculus and linear algebra. We defer proofs to an appendix.
Related work
The past decade has witnessed significant advances in the application of neural networks to computer vision problems, such as representation learning [18, 14] , image classification [8, 11] , scene labeling [6] , and multimodal processing [20] . All of these works achieve their goals through gradient based optimization, using carefully tuned heuristics to determine the step size taken at each iteration. Using a more rigorous approach to gradient descent in these problems can improve the practice of machine learning, for instance by avoiding the time consuming process of manually tuning algorithms.
There are a number of ideas from the theory of manifolds that have been used to design optimization algorithms. These include algorithms for optimization over structured search spaces, such as matrices [1] , and algorithms with invariance properties, as in information geometry [2] . In the context of neural networks, the works [12, 2] describe natural gradient approaches to optimization, and recently [17] considered some practical variants of this, while also extending it to networks with multiple hidden layers. While Riemannian geometry deals with a spatially varying inner product norm, there have been promising results using more general norms in machine learning, such as [4] .
While the previously cited works dealt with interesting choices for the underlying metric, our general result is concerned with how to choose the step sizes, using growth conditions on the metric and properties of the function. In our application, we deal with a specific choice of metric that is designed to be theoretically tractable without being too conservative. Other works concerning step size selection in neural networks include [19, 5, 9] , but the theoretical analyses in these works is limited to convex functions. Recent works that considered Lipschitz-type gradient assumptions for optimization on manifolds include [21, 3, 22] . In particular, the non-convex case was considered in [21, 3] . The algorithm of this work finds a similar convergence guarantee -the magnitude of the gradient with respect to the local norm at each iterate converges to zero -and we also provide a bound on the rate of convergence of the gradient norm to zero.
Finsler Gradient Descent
The algorithm to be described involves two geometric objects: A Finsler structure and an associated Finsler duality structure. Let W = R n be the parameter space.
Definition 2.1. Let · w be an assignment of a norm on R n to each point of W . The notation u w refers to the norm of the vector u at the parameter w. We say that · w is a Finsler structure if the map (w, u) → u w is continuous on W × R n .
The Finsler structure induces a norm on the dual
It can be shown that for any Finsler structure the map (w, ) → w is continuous on W × L(R n , R). A duality map at w is a function from L(R n , R) to R n that picks a vector achieving the supremum in Eqn. 3. This is well-defined as the supremum is of a continuous function over a compact set. Definition 2.2. A duality structure is an assignment of a duality map to each w ∈ W . The notation ρ( ) w refers to the value of the duality map at w applied to the functional . That is, a duality structure is a function ρ :
We introduce a growth condition on the Finsler structure that is used in the analysis of the optimization procedure to lower bound the magnitude of the function decrease at each step.
Let f : W → R be the function to be optimized. The assumptions on our function are differentiability and a Lipschitz-like condition on the derivative of f . We introduce the notation ∆w to refer to ρ( ∂f ∂w (w)) w , that is, the duality map at w applied to the linear functional ∂f ∂w (w). Assumption 2.4. The function f is twice differentiable, bounded from below with f ≥ f * , and there is an L ≥ 0 such that, for all w ∈ W and λ ≥ 0,
We now describe the algorithm and corresponding convergence guarantee. We obtain convergence of the gradients in terms of the local-norms · w(n) ; this is a common criteria for gradient convergence in the manifold setting, and can be compared with Theorem 4 of [3] or, in the stochastic case, Theorem 2 of [21] . We also quantify the rate of gradient convergence. 
where
and
Then the sequence w(n) satisfies one of these conditions:
i. There is an N such that f (w(n)) < f (w(n − 1)) for 1 ≤ n ≤ N , and Furthermore, the following non-asymptotic performance guarantee holds. Defining the function
Proof. See appendix.
Note that g is continuous in η; we have
for all x and L. Therefore, the result reduces to the usual convergence analysis of gradient descent with a step-size of 1 L in case the f has a Lipschitz gradient in the usual sense. The proof is based on looking at the decrease in f guaranteed by a suboptimal step size (n) =
, which is computed based on the exponential bound in 2.3 and the second derivative bound in 2.4.
Application to Neural Networks with Multiple Layers
In any application of the methodology there are three tasks. First, one must define the Finsler and duality structures for the space, and check that the exponential bounds hold. Secondly, one must verify the Lipschitz-like condition on the gradient. This determines the search directions. Finally, one must devise a solution to the resulting optimization problems, in order to obtain the step sizes.
In this section we will consider an application to a neural network with multiple layers. We first define the parameter space and the objective function of interest. We then consider each of the just mentioned steps in order to construct a Finsler based optimization procedure for the network.
Let the input to the network be of dimensionality n 0 , and let n 1 , . . . , n K specify the number of nodes in each of K − 1 non-input layers. For k = 1, . . . , K define W k = R n k ×n k−1 to be the space of n k × n k−1 matrices; a matrix in W k specifies weights from nodes in layer k − 1 to nodes in layer k. The overall parameter space is then
We now define the objective function. Let us denote the 2-norm by · 2 . For an input y ∈ R n0 , the output of the network is x K (w; y) ∈ R n K where x 0 (w; y) = y and for 1 ≤ l ≤ K,
Given m input/output pairs (y 1 , t 1 ), (y 2 , t 2 ), . . . , (y m , t m ), where (y n , t n ) ∈ R n0 × R n K , we seek to minimize the empirical error
Our assumptions on the nonlinearity σ, the inputs y i , and the targets t i , are as follows:
ii. (Input/Target bounds) y i ∞ ≤ 1 and t i ∞ ≤ 1 for i = 1, 2, . . . , m.
We also note that extending to networks with biases at each node is easily achieved by adding one column to each weight matrix and considering these as weights on connections from a unit with constant value 1.
Finsler structure and duality structure
In this section we define a Finsler structure and an associated duality structure and verify that these satisfy Assumption 2.3. As we have discussed earlier, there are two considerations when choosing the Finsler structure. The first is that the resulting bound on the second derivative should not be too conservative. The second is that the Finsler structure should not be too complicated, or else the line search problems will be difficult to solve.
We begin with a few remarks on the motivations in constructing the Finsler structure. First, if optimization is restricted to the weights in any individual layer, then the objective function has Lipschitz continuous gradient in the usual sense. For instance, we shall see that in a network with one hidden layer, the gradient with respect to the input layer weights w 1 has a Lipschitz constant that can be expressed as a quadratic function of w 2 . We can exploit this by using a sum-form Finsler structure, since as we see below, this leads to a duality map that picks one layer to update at each step. Next we need to define a norm and duality map within each layer. Due to the matrix-vector product occurring in a neural network, the most analytically convenient are matrix norms induced by norms on the spaces R ni . Within these, we considered the norms · p for p = {1, 2, . . . , ∞}. Whatever norm is chosen, the algorithm requires computing w 2 , . . . , w K at each step of optimization. In the case of p ∈ {1, ∞} this is easy, but for other choices of p it becomes a non-trivial computation [7] . Thus for practical purposes, we are left with choices p ∈ {1, ∞}. For brevity, in this paper we only concern ourselves with the case p = ∞ and the treatment for p = 1 is similar.
We define the Finsler structure on W in a sequence of steps, starting by norming the spaces R ni , for i = 1, . . . , K and building up through standard constructions:
1. Each space R ni has the norm · ∞ .
2. The spaces W 1 , . . . , W K have the norm induced by · ∞ , which is the maximum-absolute-row-sum norm: for an r × c matrix, m ∞ = max 1≤i≤r c j=1 |m i,j |.
3. The Finsler structure is then defined as
where the functions p i are defined as follows. Let r 0 = 1 and for n > 0 the polynomials r n are
Then define q n recursively, with q 0 = 0,
and for n > 1,
Finally, the p 1 , . . . , p K are
Note that the extra term inside the square root of each p i is needed to make sure that we indeed have a norm at each point; without this, · w is only a seminorm when any of the w 2 , . . . , w K are zero. For example, in a network with one hidden layer, the two polynomials p 1 , p 2 are
To obtain the duality structure, first we derive a duality map for matrices with the norm · ∞ , and then use a standard construction for product spaces. The first part is summarized in the following.
Let ∈ L(R r×c , R) be a linear functional defined on a space of matrices with the norm · ∞ . Then the dual norm is
and one duality map is ρ ∞ , which sends to a matrix that 'picks out' a maximum in each row:
In the next result we construct a duality map for a product space from duality maps on the components. Recall that in a product vector space
Proposition 3.3. If X 1 , . . . , X n are normed spaces, carrying duality maps ρ X1 , . . . , ρ Xn respectively, and the product Z = X 1 × . . . × X n has norm (x 1 , . . . , x n ) Z = p 1 x 1 X1 + . . . + p n x n Xn , for some positive coefficients p 1 , . . . , p n , then the dual norm for Z is
and a duality map for Z is given by
Based on this, we define the Finsler duality structure on W :
1. Each space W 1 , . . . , W K has the duality map ρ(·) ∞ , defined according to (13).
2. The duality map at each point w is defined according to Proposition 3.3:
As an example, applying this construction to the case of network with one hidden layer yields the following duality structure:
This duality map chooses one of the layers to update, and within that layer chooses one incoming connection at each node to update. When the input layer is chosen, n 1 weights will be updated, and when the output layer is chosen, n 2 weights are updated. We now verify the exponential bound 2.3. Fix w ∈ W , and ∈ L(W, R), and set u = ρ( ) w . If i * = arg max i 1 pi(w) i ∞ then u is of the form u = (0, . . . , u i * , . . . , 0), and,
since any p i only depends on w i+1 , . . . , w K . Hence Assumption 2.3 is satisfied with η = 0.
Lipschitz condition
Next, we must show that the Finsler structure is compatible with our objective function, by verifying the Lipschitz-like condition of Assumption 2.4. It states that the magnitude of the second derivative, measured with respect to the local norm · w , must be bounded. The analysis uses bounds on the second derivatives, for the cases of an update in each layer.
Proposition 3.4. Let f be defined as in (7), let Assumption 3.1 hold, and let p 1 , . . . , p K be defined as in (9) . Then for all w ∈ W and i = 1, . . . , K, the bound
Proof. See the appendix.
Let w ∈ W be arbitrary and set ∆w = ρ( 
Step sizes
We can now set up the line search problems at each step and determine their solution. Let w ∈ W and let ∆w = ρ( We now arrive at the convergence result for batch training of multilayer neural networks: Proposition 3.5. Let the function f be defined as in (7), let Assumption 3.1 hold, and endow W with the Finsler structure (8) and duality structure (14) . Given an initial point w(0) ∈ W , the sequence w(n) defined by Eqn. 4 is guaranteed to satisfy one of the conditions 2.5 i or 2.5 ii . In particular, min 0≤i≤n−1
Proof. We have established Assumption 2.3 in section 3.1 while Assumption 2.4 was established in section 3.2. The result follows by Theorem 2.5, using L = 1, η = 0 and f * = 0.
Numerical Experiment
Proposition 3.5 guarantees that our algorithm leads to one of the outcomes i through ii. It does not, however, preclude the possibility that the step sizes prescribed are so small as to be practically useless. In this section we try to shed light on the efficiency of the algorithm by way of numerical experiment on some standard machine learning tasks. We find that the algorithm performs favorably compared to heuristic methods, in terms of both iterations and wall-clock time.
The problems considered were the minimization of the empirical error in the MNIST [13] , SVHN [16] , and CIFAR-10 [10] classification tasks. The architecture of the networks were as follows. The network had one hidden layer, meaning K = 2. For the MNIST experiment, we had n 0 = 784 (the dimensionality of a 28 × 28 greyscale image), n 1 = 300, and n 2 = 10. For the SVHN and CIFAR-10 experiments we had n 0 = 3072 (the input is a 32 × 32 RGB image), n 1 = 500, and n 2 = 10. The nonlinearity used was the hyperbolic tangent σ(x) = 2 1+e −2x − 1. In each case the objective function was the average squared error over the first 10,000 training examples. That is, the m in Eqn. (7) is 10,000 all of our experiments. A training pair (y n , t n ) consists of an image and a 10 dimensional indicator vector that indicates the label for the image. (w(n)) ∞ via eqns. (10, 11 , 12) . Compute the matrices ρ( ∂f ∂w1 (w(n))) ∞ and ρ( ∂f ∂w2 (w(n))) ∞ via equation (13) . if
We compared Finsler gradient descent (Algorithm 1) with a standard, heuristic version of Euclidean Gradient Descent (GD). For each of the three problems we ran four algorithms: GD with a constant step size of = 0.1, GD with a step size of = 0.01 and GD with a step size of = 0.001, and the Finsler gradient descent. The results of this are shown in Figure 1 . In all three problems we see that the step size has a big effect on the behavior of the algorithm. Small step sizes like = 0.001 lead to very slow optimization. The function decreases much faster with large values of , but this also leads to oscillations. Furthermore this oscillatory behavior gets worse when the step size is increased. The Finsler based optimization procedure, on the other hand, always produces a smooth decrease in the empirical error (guaranteed by Proposition 3.5), with at most a moderate slow down compared to the large step size algorithms. When comparing the algorithms, one should also note that in practice, using GD involves extra time spent tuning the step size.
It is clear from the pseudocode that there is added complexity when implementing this algorithm over standard gradient descent. This stems from the need to compute the duality maps ρ ∞ , the dual matrix norms ∂f ∂wi ∞ , and, (possibly) the matrix norm w 1 ∞ . These extra computations have only a small impact on the timing, however. Firstly, each of these operations exhibits a high level of parallelizability. Secondly, in the present example, the size of the parameter matrices are much smaller than the data matrices used during the back-propagation step; To calculate the auxiliary data (matrix norms, duality maps, etc..), the largest matrix is of dimensionality n H × n I while during back-propagation the size of the matrices are proportional to the data set (e.g. n H × m). Finally, in iterations where only top level weights are updated, there is no need to recompute the first layer of the network output for the next iteration, and this shortcut saves around 30% of time on the relevant iterations. Overall, the difference in timing was negligible between the Finslerian and standard Euclidean algorithms; in a GPU-based implementation using an NVIDIA Tesla K80, a step of Finsler gradient descent took about the same time on average as a gradient descent update, ≈ 35 ms in the CIFAR/SVHN experiments, and ≈ 7 ms for MNIST.
Discussion
In this work we presented an approach to neural network optimization which involves computing step sizes and search directions with the help of a pair of geometric structures: a Finsler structure and a duality structure. By pushing some problem structure into these objects, we can recover nice features of optimization by quadratic majorization. Although we expected that such a method would yield step sizes that were too conservative to be competitive with heuristic methods, this turned out not to be the case. We believe this is because our framework is better able to integrate problem structure as compared to naive Euclidean gradient descent. When designing our Finsler structure, a good deal of problem information was used, such as the hierarchical structure of the network, bounds on various derivatives, and bounds on the input. In choosing the norms, we also exploited the fact that a matrix-vector product was taking place at each layer.
Appendix
Proof of Theorem 2.3. By Taylor's theorem we see that
Invoking the bound on the second derivative and the duality map property,
From the last inequality it is clear that the function decreases at each iteration unless ∂f ∂w (w(n)) = 0. We are now going to find a lower bound on the size of the function decrease. By optimality of (n) and from the exponential bound, we see that for any (n) the following inequality holds
Using the fact that ∆(n) w(n) = 1,
We will carry the cases of η = 0 and η > 0 together. The value of (n) that minimizes the right hand side of inequality 19 is
Plugging Eqn. 20 in to Eqn. 19, we find that
where g is the function
One can verify that g(0, η, L) = 0 and (∂g/∂x)(x, η, L) > 0 for all x > 0. Iterating (21) yields
Therefore g( ∂f ∂w (w(n)) w(n) , η, L) → 0, and since g is strictly increasing with g(0, η, L) = 0, then
Let w * be an accumulation point of the algorithm; by this we mean a point such that any ball B(w * , δ) for δ > 0 is entered infinitely often by the sequence w(n). Then there is a subsequence w(m(1)), w(m(2)), . . . with m(k) < m(k + 1) such that w(m(k)) → w * . We already showed that ∂f ∂w (w(n)) w(n) → 0, and the same must hold for any subsequence. Hence ∂f ∂w (w(m(k)) w(m(k)) → 0. By continuity of the Finsler structure, we conclude that the map (w, ) → w is continuous on W × L(R n , R). Hence ∂f ∂w (w * ) w * = 0. Since · w * is a norm, then ∂f ∂w (w * ) = 0. Now to the rate of the gradient convergence. By 22 we see that
As x → g(x, η, L) is a strictly increasing bijection, we find that min 0≤i≤n−1
, and the result follows after rearranging terms.
Proof of Proposition 3.2. Let be given. For any matrix m with m ∞ = 1,
We show the other inequality by construction, using ρ( ) ∞ . Clearly this vector ρ( ) ∞ has maximum-absolute-row-sum 1, and by direct computation,
Combining this with 23, we see that
Proof of Proposition 3.3. Note for any (u 1 , . . . , u n ) ∈ X 1 × . . . X n with (u 1 , . . . , u n ) Z = 1, we have
Proof of Proposition 3.4. It suffices to consider the case of a single input/output pair (y, t) ∈ R n1 × R n K . For notational convenience we assume that n 1 = . . . = n K . We also introduce the following notation: Given a vector (w 1 , . . . , w n ), and an index k ≤ n the notaton w 1:k refers to the subvector (w 1 , . . . , w k ). Note that w 1:n = w. The function f is f (w) = e(x K (y, w))
where e(x) = x − t 2 2 is the squared distance to the target and x K (y, w) is the output of a K-layer neural network with input y:
x K (y, w) = h(x K−1 (y, w 1:K−1 ), w K )
. . . 
The function h(x, w) represents the computation of a single layer in the network:
w i,j x j , i = 1, 2, . . . , n.
In the following, we use the notation ⊕ to denote the direct sum of two linear maps. Given two linear maps A 1 : Z → U and A 2 : Z → U , the direct sum A 1 ⊕ A 2 is the linear map from Z × Z to U × U that maps a vector (z 1 , z 2 ) to (A 1 z 1 , A 2 z 2 ). If B : U × U → V is a bilinear map then B(A 1 ⊕ A 2 ) is the bilinear map which sends (z 1 , z 2 ) to B[A 1 z 1 , A 2 z 2 ].
Taking the second derivative of (25), we find that for i = 1, . . . , K, 
To find formulas for bounds on these terms we will use the following identity: for 0 ≤ k ≤ n, x n (y, w 1:n ) = x n−k (x k (y, w 1:k ), w k+1:n )
with the convention that x 0 (y) = y. Using Eqn. 29, observe that for 1 ≤ i ≤ K, 
We will use some bounds on h in terms of the norm · ∞ . Recall that the norm of a bilinear map B : U × U → V between normed spaces is B = sup u1 U = u2 U =1 B[u 1 , u 2 ] V . It is not difficult to establish the following: 
