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The problem of cancelling a speciﬁed part of the zeros of a com-
pletely general rational matrix function by multiplication with an
appropriate invertible rational matrix function is investigated from
different standpoints. Firstly, the class of all factors that dislocate
thezeros and featureminimalMcMillandegreearederived. Further,
necessaryandsufﬁcientexistenceconditions togetherwith thecon-
struction of solutions are given when the factor fulﬁlls additional
assumptions like being J-unitary, or J-inner, either with respect to
the imaginary axis or to the unit circle. The main technical tool
are centered realizations that deliver a sufﬁciently general con-
ceptual support to cope with rational matrix functions which may
be polynomial, proper or improper, rank deﬁcient, with arbitrary
poles and zeros including at inﬁnity. A particular attention is paid
to the numerically-sound construction of solutions by employing at
each stage unitary transformations, reliable numerical algorithms
for eigenvalue assignment and efﬁcient Lyapunov equation solvers.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Ageneral rationalmatrix function (rmf) is characterizedby its structural elements:ﬁniteand inﬁnite
poles and zeros, togetherwith their partialmultiplicities (as deﬁned by the Smith–McMillan form [23],
see also [8,9]), and the minimal indices of a polynomial basis of the null space to the left and right (as
deﬁned by Forney [10]).
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An interesting problem with many applications in linear systems theory is to eliminate (cancel or
dislocate) some of the structural elements of a rmf R(λ) bymultiplicationwith an invertible rmf R(λ),
i.e., R(λ)R(λ) = R̂(λ), where R̂(λ) has only part of the structural elements of the original R(λ).
Since amultiplication to the leftwith an invertible factorR(λ)does not change the right null space,
we can alterwith R(λ) only poles, zeros and leftminimal indices. Dually, bymultiplication to the right
with an invertible rmf we can change poles, zeros and/or right minimal indices. The problems to the
left and right are dual to one another and therefore we will consider further only those to the left. As
the solutions to these structural displacement problems are in general highly nonunique, one usually
seeks solutions featuring minimumMcMillan degree. We call such solutionsminimal.
The problem of eliminating the minimal indices has been recently solved in [27] where the class
of solutions has been characterized for a completely general rational matrix function. In [27] several
solutions are given: minimal, J-unitary and J-inner, either with respect to the imaginary axis or the
unit circle.
The problems of cancelling part of the poles or zeros have a longer history. They have been originally
considered in [4] and more elaborately in [7,32] where it has been shown that it is always possible to
ﬁnd a nonsingular R(λ) of McMillan degree 1 (having one pole and one zero) such that in the product
Rc(λ) = R(λ)R(λ) the zero of R(λ) cancels a pole of R(λ) or the pole of R(λ) cancels a zero of R(λ)
(or both). Since there is a certain degree of freedom in choosing the invertible factor, one can add
some supplementary conditions on it, like for example to be unitary. The solutions in [7,32] based on a
transfer function approach have been reﬁned and streamlined for ﬁnite poles and zeros in [35] by using
state-space realizations. In [35] necessary and sufﬁcient existence conditions and the construction of
solutions are given either by using an one-shot approach in which the simultaneous cancellation of all
undesirable poles (zeros) is performed at once or by a recursive scheme in which the poles (zeros) are
cancelled one by one. The case in which R(λ) is required to be unitary with respect to the imaginary
axis or the unit circle is included for the recursive approach only. An alternative approach for poles
cancellation with J-inner factors may be found in Chapter 5 of [22].
The pole cancellation problem for a general rational matrix has been fully investigated in [25],
where necessary and sufﬁcient solvability conditions for general or J-unitary factors (either on the
imaginary axis or the unit circle) are given together with the construction of the class of minimal
solutions, both in the canonical andnoncanonical cases.More recently, and apparently unaware of [25],
a characterization of the pole displacement factors that are J-unitary with respect to the imaginary
axis is given in [8] for a proper rmf along with other interesting characterizations.
The elimination of zeros by J-unitary (or J-inner) factors is considered in [9] by reduction to the
pole cancellation case. However, only the case of a proper rmf R(λ) is considered and either necessary
or sufﬁcient solvability conditions are provided in the case in which R(λ) is not of full column rank.
The cancellation of inﬁnite zeros of a proper non-square rmf of full rank is considered in [38] with the
motivation of constructing an interactor.
The primary goal of this paper is to extend the results on zero cancellation considered in [9,35,38],
in the following directions. First, we allow the given rmf to be completely general, possibly improper or
polynomial, andwithout any restriction on its structural elements. Further,we characterize the class of
minimal McMillan degree invertible factors that are able to cancel any desired zeros of R(λ), possibly
including those at inﬁnity. Finally, we consider J-symmetries with respect to both the imaginary axis
and the unit circle, and give solvability conditions that are simultaneously necessary and sufﬁcient.
All solutions we propose are based as much as possible on constant unitary transformations and
numerically-sound solutions of pencil equations and eigenvalue assignment problems gaining the
beneﬁt of numerical reliability of the underlying algorithms. Speciﬁcally, we deal with the following
problem.
Zero Displacement Problem (ZDP). Let R(λ) be a general rmf and Γg ∪ Γb a disjoint partition of
the closed complex plane. Find the class of invertible rmf’s R(λ) of mimimal McMillan degree with
zeros in Γg such that all the zeros of
R̂(λ):=R(λ)R(λ) (1)
also lie in Γg .
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Remark 1. The solution R(λ) is required to have zeroes in Γg which is a natural hypothesis once we
want to ensure that R̂(λ) has no zeros in Γb. More precisely, when solving the minimal ZDP three
situations (or a mixture of them) may occur in the resulting R̂(λ): (1) the sum of the left minimal
indices is increased with respect to the original R(λ); (2) the cancelled zeroes are replaced by some
zeroes of R(λ) (which we want to be placed in Γg) while the sum of left minimal indices remains
unchanged; (3) no zeroes replace the cancelled ones while the sum of left minimal indices remains
unchanged. This last instance occurs when a simultaneous cancellation between zeros of R(λ) and
poles of R(λ) takes place. All three cases are illustrated by Example 1 in Section 6.1.
The paper is organized as follows: In Section 2 we review a number of preliminary facts about the
Kronecker canonical form of a matrix pencil, structural invariants and centered realizations of a rmf.
Section 3 contains a decomposition of the system pencil associated with R(λ) that is the essential tool
in writing down in Section 4 the class of solutions to the ZDP. Section 5 contains a characterization
of the solutions to the ZDP that are J-unitary either on the imaginary axis or the unit circle. We give
some relevant numerical examples and algorithms for the construction of solutions in Section 6. Some
remarks concluding the paper are in Section 7. Two technical lemmas and the proof of the main result
are deferred to an Appendix.
2. Preliminaries
2.1. Basic notation
By C, C−, C+, and C0 we denote the complex plane, the open left half plane, the open right half
plane, and the imaginary axis, respectively, and letC:=C ∪ {∞} be the closed complex plane. ByD
andD1(0) we denote the open unit disk and the unit circle, respectively.Dc :=C−D stands for the
exterior of the closed unit disk, containing inﬁnity.
Cm×n is the set of m × n matrices with elements in C. For a constant matrix A with elements
in C we denote by A∗ its conjugate transpose, and by AT its transpose. If A is invertible A−∗ is its
conjugate transpose inverse. A Hermitian matrix A satisﬁes A = A∗, and we denote by A > 0 if it is in
addition positive deﬁnite. Let J be a constant p × p signature matrix, i.e., J = diag(Ip1 ,−Ip2), where
p1 + p2 = p. We say A is unitary (J-unitary) if A∗A = I (A∗JA = J). Amatrix has full column (row) rank
if its rank equals the number of columns (rows). By we denote irrelevant matrix entries. In will stand
for the identitymatrix of size n × n. Anm × nmatrixwith all elements 0will be denoted by 0m×n, and
we skip the dimensions whenever they are irrelevant. The dimension of the vectorspace V is denoted
by dim(V).
2.2. Matrix pencils
We review a few basic notions about matrix pencils (see Chapter 12 in [12]).
Let A and E bem × nmatrices with elements inC. Thematrix polynomial A − λE is called amatrix
pencil or, brieﬂy, pencil. The pencil is called regular if it is square (m = n) and has a non-vanishing
determinant, i.e., det(A − λE) /≡ 0. A pencil which is not regular is called singular. The normal rank
of the pencil – denoted rankn(A − λE) – is deﬁned as the rank of A − λE for almost all λ ∈ C (but a
ﬁnite number of points). For a regular pencil A − λE we havem = n = rankn(A − λE).
Twomatrix pencils A − λE and A˜ − λE˜, with A, E, A˜, E˜ ∈ Cm×n, are called strictly equivalent if there
are two constant invertible matrices Q ∈ Cm×m, Z ∈ Cn×n, such that
Q(A − λE)Z = A˜ − λE˜. (2)
Relation (2) induces a canonical form – the Kronecker canonical form – on the set ofm × n pencils,
AKR − λEKR :=diag
(
L1 , . . . , Lνr , In∞ − λE∞, Af − λInf , LTη1 , . . . LTην
)
. (3)
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Here Lk (k 0) denotes the bidiagonal k × (k + 1) pencil
Lk :=
⎡⎢⎢⎣
λ −1
. . .
. . .
λ −1
⎤⎥⎥⎦ ,
Af and E∞ are in the Jordan canonical form, with E∞ nilpotent.
The regular part ofA − λE is deﬁned by the regular pencil diag(In∞ , Af ) − λ diag(E∞, Inf ). The ﬁnite
generalized eigenvalues of A − λE are the eigenvalues of Af , and their multiplicities (partial, algebraic
and geometric) are deﬁned in the usual way based on the Jordan form of Af (see Chapters 1 and 3 in
[17]). A − λE has an inﬁnite generalized eigenvalue if n∞ > 0, and its multiplicities (partial, algebraic
and geometric) are deﬁned as the respective multiplicities of the 0 eigenvalue of the nilpotent matrix
E∞. The union of ﬁnite and inﬁnite generalized eigenvalues of a (possibly singular) pencil A − λE is
denoted by Λ(A − λE) and is called the spectrum of the pencil.
The singular part of the pencil is deﬁned by the right and left singular structure as follows. The
i × (i + 1) blocks Li , (i = 1, . . . , νr), are the right elementary Kronecker blocks, and i  0 are
called the right minimal indices. The (ηj + 1) × ηj blocks Lηj T , (j = 1, . . ., ν), are the left elementary
Kronecker blocks, and ηj  0 are called the left minimal indices. Notice that i and ηj can be 0.
Although our existence conditions and constructive solutions depend heavily on the Kronecker
canonical form of the system pencil associated with a realization of R(λ), we are able to express
them equivalently in terms of a certain decomposition that can be achieved by using solely unitary
transformations gaining thereforebeneﬁts in termsof thenumerical reliability of theoverall algorithm.
The particular decomposition we will use may be obtained by using the Kronecker-like form of an
arbitrary (possibly singular) pencil which replaces the Kronecker canonical form which is a poor
numerical tool. The Kronecker-like form displays the same information as the canonical form. Pre-
cisely, anymatrix pencil A − λE, with A, E ∈ Cm×n, can always be reduced by unitary transformations
Q ∈ Cm×m, Z ∈ Cn×n, to the block upper triangular form, called Kronecker-like form (see Proposition
4.7 in [33] and for numerical reﬁnements [3,24]),
Q(A − λE)Z = AK − λEK :=
⎡⎢⎢⎣
A − λE   
0 A∞ − λE∞  
0 0 Af − λEf 
0 0 0 Aη − λEη
⎤⎥⎥⎦ . (4)
The regular part of the pencil is determined by Af − λEf and A∞ − λE∞ which are square and regular,
and contain the ﬁnite and inﬁnite generalized eigenvalues, respectively, Ef and A∞ are invertible, and
E∞ is nilpotent.
The singular part of the pencil is determined by A − λE which contains the rightminimal indices
and has full row rank for all λ ∈ C, and E has full row rank, and by Aη − λEη which contains the left
minimal indices and has full column rank for all λ ∈ C, and Eη has full column rank.
The following lemma which synthesizes the results of Lemmas A.2 and A.3 in [35] will play an
important role in the technical machinery of the proofs.
Lemma 2. Assume the pencils A − λE and B − λF are left and right invertible (for some λ), respectively,
and Λ(A − λE) ∩ Λ(B − λF) = ∅.
(I) The equation
X(A − λE) − (B − λF)Y = C − λG (5)
always has a solution X , Y .Moreover, if the pencils A − λE and B − λF are regular then the solution
is unique.
(II) The equation
(A − λE)X − Y(B − λF) = 0 (6)
has the unique solution X = 0, Y = 0.
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2.3. Rational matrices
We give now a short overview of some of the structural invariants of a general rmf: poles, zeros,
their multiplicities, and minimal indices (see [23,8,10]).
The normal rank of R(λ) – denoted rankn(R(λ)) – is the rank of thematrix R(λ) for almost all λ ∈ C
(but a ﬁnite number of points)
Theorem 3. Let R(λ) be a p × m rmf and λ0 ∈ C. Then there exist two square rmf’s U(λ) and V(λ),
analytic and invertible at λ0, such that
R(λ) = U(λ)˜R(λ)V(λ), R˜(λ) =
[
D(λ) 0r×(m−r)
0(p−r)×r 0(p−r)×(m−r)
]
,
D(λ) = diag
{
(λ − λ0)k1 , (λ − λ0)k2 , . . . , (λ − λ0)kr
}
, (7)
and k1  k2  · · · kr are integers called the indices of the local Smith–McMillan form at λ0. The rmf R˜(λ)
is called the local Smith–McMillan form at λ0, and is unique.
A point λ0 ∈ C is called a pole (zero) of R(λ) if at least one of the indices ki in (7) is strictly negative
(strictly positive). In this case the set of absolute values of the negative ki’s (the set of positive ki’s) are
the partial pole (zero) multiplicities of R(λ) at λ0. The total pole (zero) multiplicity of R(λ) at λ0 is the
sum of the partial pole (zero) multiplicities. By deﬁnition, λ = ∞ is a pole (zero) of R(λ) provided
λ = 0 is a pole (zero) of R
(
1
λ
)
, and its partial and total pole (zero) multiplicities are the partial and
total pole (zero)multiplicities atλ = 0 of R
(
1
λ
)
. A rmf is called proper ifλ = ∞ is not one of its poles;
otherwise it is called improper. The McMillan degree of R(λ) is the sum of the total multiplicities of
all poles (ﬁnite and inﬁnite).
LetCn(λ) be the vectorspace of n-tuples over the ﬁeld of rational functions in λwith coefﬁcients in
C. Deﬁne the degree of a polynomial vector as the largest power of λ occuring in its components. Each
vectorspace has a minimal polynomial basis, i.e., a polynomial basis whose sum of the degrees of its
elements is minimal. The degrees of a minimal polynomial basis of the right (left) null space of R(λ)
are called the right (left)minimal indices of R(λ).
Let J = diag(Ip1 ,−Ip2) be a constant p × p signature matrix, where p1 + p2 = p. We say that a
square rmf R(λ) is J-unitary on C0 if R(λ)
∗JR(λ) = J for all λ ∈ C0 which are not poles of R(λ).
If, in addition, R(λ)
∗JR(λ) J for every point inC+ which is not a pole of R(λ), then R(λ) is called
J-inner with respect toC+.
We say that a square rmf R(λ) is J-unitary on the unit circle if R(λ)
∗JR(λ) = J for all λ ∈ D1(0)
which are not poles of R(λ). If, in addition, R(λ)
∗JR(λ) J for every point inDc which is not a pole
of R(λ), then R(λ) is called J-inner with respect toDc .
2.4. Realization theory for rational matrices
We give here a couple of deﬁnitions and results from the general realization theory of rmf’s. In
order to accommodate polynomial and improper rmf’s we need a special type of realization – called
centered – that is a particular case of the general realization investigated in [1]. Centered realizations
have been used to solve various singular problems formulated for rationalmatrix functionswhichmay
have poles at inﬁnity (see for example [13,29,25]).
To deﬁne a centered realization ﬁx ﬁrst a λ0 ∈ C and further α,β such that{
α = 1, β = 0, if λ0 = ∞,
α = λ0, β = 1, if λ0 ∈ C. (8)
A realization centered at λ0 of the p × m rmf R(λ) is a representation
R(λ) = D + (α − βλ)C(λE − A)−1B=:
[
A − λE B
C D
]
λ0
, (9)
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where A − λE is a regular pencil, A, E ∈ Cn×n, B ∈ Cn×m, C ∈ Cp×n, and D ∈ Cp×m. Whenever we
use realizations centered at λ0 we assume the implicit choice ofα andβ according to (8). In particular,
if λ0 = ∞ we simply drop the index λ0 from the notation in the right-hand side of (9) and get the
usual standard notation of a realization (implicitly centered at inﬁnity). The positive integer n is called
the order of the realization (9). The realization is calledminimal if its order is as small as possible.
With any realization (9) we associate two pencils that play an important role in the sequel: the pole
pencil PR(λ) = A − λE and the system pencil
SR(λ) =
[
A − λE (α − βλ)B
C D
]
=
[
A αB
C D
]
− λ
[
E βB
0 0
]
. (10)
Although for every ﬁxed λ0 a rational matrix may be represented as in (9), if λ0 is a pole of R(λ) this
realization has a couple of drawbacks for the problems under investigation. For example, the order of
a minimal realization is strictly greater than the McMillan degree of R(λ), D does not represent the
value of R(λ) at λ0, and even if R(λ) is invertible as a rmf one can not easily write down a realization
for R(λ)−1. To avoid these shortcomings, we introduce the notion of proper realization, which is a
realization (9) for which αE − βA is invertible. Notice that R(λ) has a proper realization centered at
λ0 only if it has no poles at λ0. If the realization (9) is proper then D = R(λ0). In addition, if λ0 is
neither a pole nor a zero of R(λ) then rank(D) = rankn(R(λ)), R(λ) is invertible if and only if D is
invertible, and the realization for the inverse
R−1(λ) =
[
A − αBD−1C − λ(E − βBD−1C) BD−1
−D−1C D−1
]
λ0
(11)
is proper aswell. Provided the realization (9) isminimal it follows that (11) isminimal aswell. However,
the most important property of proper realizations (9) is that their minimal order coincides with the
McMillan degree of R(λ).
A realization (9) (or the pair (A − λE, B)) is controllable at λ ∈ C if
rank
[
A − λE B] = n (12)
and is controllable at ∞ if
rank
[
E B
] = n. (13)
Analogously, a realization (9) isobservable (or thepair (C, A − λE) is observable) at a certainλ ∈ Cpro-
vided the pair (A∗ − λE∗, C∗) is controllable at λ. A realization (or a pair) is called simply controllable
(observable) provided it is controllable (observable) ∀λ ∈ C. A realization that is both controllable
and observable is called irreducible.
The next theorem shows that for an irreducible realization there is a one-to-one correspondence
between the structural elements of the rmf (poles, zeros, their partial multiplicities, and minimal
indices) and the Kronecker form of the associated pole and system pencils (see Theorems 1 and 2 in
[36]).
Theorem 4. Let R(λ) be given by an irreducible realization (9) of order n. Then we have:
(1) ranknR(λ) = ranknSR(λ) − n, and the right (left) minimal indices of R(λ) are pairwise equal to
the right (left) Kronecker indices of SR(λ).
(2) Ifμ ∈ C is a pole (zero) of R(λ)with partialmultiplicities k1  k2  · · · kg , thenμ is a generalized
eigenvalue of PR(λ) (SR(λ)) with partial multiplicities s1  s2  · · · sh, where{
g = h, and ki = si, i = 1, . . . , g, if μ /= λ0,
g  h, and ki = si − 1, i = 1, . . . , g, if μ = λ0.
In particular, a proper realization is irreducible if and only if it is minimal.
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Two realizations of the same rmf
R(λ) =
[
A − λE B
C D
]
λ0
=
⎡⎣A˜ − λE˜ B˜
C˜ D˜
⎤⎦
λ0
(14)
are called equivalent if they have the same order n and there are two invertible matrices Q ∈ Cn×n,
Z ∈ Cn×n, such that
A˜ = QAZ , E˜ = QEZ , B˜ = QB, C˜ = CZ. (15)
The matrices Q and Z deﬁne an equivalence transformation.
For our main results we need the following solution to the generalized eigenvalue assignment
problem (Lemma 4.1 in [25]).
Lemma 5. Let (A − λE, B) be a controllable pair, with A, E ∈ Cn×n, B ∈ Cn×m, let Γ ⊂ C be a set of n
elements (not necessarily distinct, and possibly containing inﬁnity), and let α,β ∈ C, not both zero, such
that α
β
/∈ Λ(A − λE) and α
β
/∈ Γ . Then there exists a matrix F ∈ Cm×n such that
Λ(A − λE + (α − βλ)BF) = Γ . (16)
3. Spectral decomposition of the system pencil
We give a decomposition of the system pencil associated with R(λ)which can be computed solely
by constant unitary transformations. This preliminary decomposition is the key to our main results
that are given in the next section.
Throughout the rest of this paper we assume R(λ) is given by an irreducible realization centered at
inﬁnity, either proper or not, of the form
R(λ) =
[
A − λE B
C D
]
=
⎡⎣A1 − λE1 A12 − λE12 B10 A2 B2
C1 C2 D
⎤⎦ , (17)
where
[
E1 E12
]
has full row rank and A2 is invertible.
The reason for starting with a realization centered at inﬁnity (and not elsewhere) lies in the avail-
ability of numerical reliable procedures and software for obtaining andmanipulating such realizations
[5]. However, a realization centered at λ0 (proper or not) can be converted into a realization centered
at a different point by using some simple formulas (see [29,26]). Starting from an arbitrary realization
we can always obtain (17) by equivalence transformations to the left and right with unitary matrices
(see [25]).
The next theorem shows the unitary decomposition while its proof may be used as a constructive
basis for a numerically reliable implementation.
Theorem 6. LetR(λ)beap × mrmfofMcMillandegreen,normal rank r,having the sumof the leftminimal
indices n, given by an irreducible realization (17) (centered at inﬁnity) of order k, with e :=rank(E) =
rank
[
E1 E12
]
. LetC = Γb ∪ Γg be a disjoint partition and nb the number of zeros of R(λ) in Γb. Then
there is always an update (by a left unitary equivalence transformation U) of the realization (17) and a
unitary matrix Z such that[
U 0
0 Ip
] [
A − λE B
C D
]
Z
=
⎡⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3 B4 − λF4
0 Ab − λEb Ab − λEb Bb − λFb Bbn − λFbn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn
0 0 0 D Dn
⎤⎥⎥⎥⎥⎦
}e − n − nb}nb}n}k − e
}p
(18)
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where
(I) Arg − λErg has full row rank for all λ ∈ Γb, Ab − λEb is regular with Λ(Ab − λEb) ⊂ Γb, and Bn
is invertible;
(II) rank
[
A − λE B − λF] = n, ∀λ ∈ C, rank [E F] = n;
(III) D,
[
E F
0 D
]
,
[
A − λE B − λF
0 D
]
, have all full column rank ∀λ ∈ C.
The matrices U and Z can be constructed by an algorithm presented below.
Proof. We give here a constructive proof which serves simultaneously as a computational procedure
to determine the appropriate constant unitary matrices U and Z . Let
SR(λ) :=
[
A − λE B
C D
] }k
}p︸ ︷︷ ︸ ︸︷︷︸
k m
=
⎡⎣A1 − λE1 A12 − λE12 B10 A2 B2
C1 C2 D
⎤⎦ }e}k − e
}p
be thesystempencil associatedwith the realization (17), assumedtobe irreducible.Hence,e isprecisely
the McMillan degree of R(λ) (see Theorem 4) and (12) and (13) both hold.
Step 1. Compute a unitary Z1 such that
[
A2 B2
]
Z1 = [0 Bn], where Bn is invertible. Deﬁne
S1(λ) := SR(λ)diag (Ie, Z1) =
⎡⎢⎣A
(1)
1 − λE(1)1 
0 Bn
C(1) 
⎤⎥⎦ }e}k − e
}p
.
Step 2. Compute unitary Z2 such that C
(1)Z2 = [0 D]where D has full column rank and deﬁne
S2(λ) := S1(λ)diag (Z2, Ik−e) =
⎡⎢⎣A(2)11 − λE(2)11 A(2)12 − λE(2)12 0 0 Bn
0 D 
⎤⎥⎦ }e}k − e
}p
.
From (12) and (13) we have
rank
[
A
(2)
11 − λE(2)11 A(2)12 − λE(2)12
]
= e, ∀λ ∈ C, (19a)
rank
[
E
(2)
11 E
(2)
12
]
= e. (19b)
Since the original realization (17) is irreducible, the zeros of R(λ) coincide with the generalized
eigenvalues (ﬁnite and inﬁnite, multiplicities counted) of thematrix pencil A
(2)
11 − λE(2)11 (see Theorem
4).
Step 3. Compute unitary U3 and Z3 to reduce the subpencil A
(2)
11 − λE(2)11 to a Kronecker-like form
(see (4)),
U3
(
A
(2)
11 − λE(2)11
)
Z3 =
⎡⎣Azg − λErg B1 − λF1 B2 − λF20 Ab − λEb Ab − λEb
0 0 A − λE
⎤⎦ }e − n − nb}nb}n , (20)
whereArg − λErg contains the right singular structure and the generalized eigenvalues inΓg ,Ab − λEb
contains the generalized eigenvalues in Γb, and A − λE contains the left singular structure of the
pencil A
(2)
11 − λE(2)11 . Clearly, the resulting Arg − λErg satisﬁes (I) in the statement. Deﬁne
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S3(λ) := diag (U3, Ik+p−e)S2(λ)diag (Z3, Ir+k−e)
=
⎡⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3 B4 − λF4
0 Ab − λEb Ab − λEb Bb − λFb Bbn − λFbn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn
0 0 0 D Dn
⎤⎥⎥⎥⎥⎦
}e − n − nb}nb}n}k − e
}p
.
(21)
From (19) we get
rank
[
A − λE B − λF] = n, ∀λ ∈ C, rank [E F] = n. (22)
Since D has full column rank and A − λE has only left singular structure,
[
E F
0 D
]
,[
A − λE B − λF
0 D
]
both have full column rank for all λ ∈ C.
Deﬁne U = diag(U3, Ik−e), Z = Z1diag(Z2, Ik−e)diag(Z3, Ir+k−e). Overall, we have determined ma-
trices U and Z such that (18) holds and all the intervening matrices satisfy the required conditions
(I)–(III). 
Remark 7. When R(λ) is a proper rmf and E = I, decomposition (18) essentially remains the same but
with the penultimate row and last column of the pencil in its right-hand side collapsed.
Remark 8. To streamline the presentation assume further U in (18) has been absorbed as an equiva-
lence transformation in the realization (17).
4. The class of solutions to the ZDP
The following theorem gives a characterization of minimal solutions to the ZDP formulated for a
general rmf.
Theorem 9. Given a rmf R(λ) and a disjoint partitionC = Γg ∪ Γb, let nb be the number of zeros of R(λ)
in Γb. Assume (17) is an irreducible realization of R(λ) and let Z be a unitary matrix as in Theorem 6 for
which (18) holds (see also Remark 8).
(I) Let α,β be two ﬁxed numbers inC, not both zero, such that α
β
/∈ Λ(Ab − λEb). The equation with
pencil coefﬁcients
[
X˜ X̂
] [A − λE B − λF
0 (α − βλ)D
]
− (Ab − λEb) [Y˜ Ŷ]+ [Ab − λEb Bb − λFb] = 0 (23)
has always a solution for constant matrices X˜ , X̂ , Y˜ , Ŷ . Moreover, (Ab − λEb, X̂) is a controllable
pair.
(II) The class of minimal solutions to the ZDP is given by
R(λ) = Dx
[
Ab − λEb −X̂
Fx I
]
λ0
, (24)
where λ0 = αβ ∈ C (as in (8)) is neither a pole nor a zero of R(λ), Dx is any invertible matrix
with Dx ∈ Cp×p, X̂ ∈ Cnb×p is a solution to (23) and Fx is a solution to the eigenvalue assignment
problem (see Lemma 5)
Λ(Ab − λEb + (α − βλ)X̂Fx) ⊂ Γg . (25)
The proof is deferred to the Appendix.
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5. Solutions to the ZDP featuring symmetries
We investigate now the ZDP with the additional requirement on the invertible factor R(λ) to
feature a certain symmetry. Various types of symmetries are studied: J-unitary and J-inner, either
with respect to the imaginary axis or the unit circle. The variable λ will be replaced with s and z
whenever we discuss symmetries with respect to the imaginary axis C0 and the unit circle D1(0),
respectively.
5.1. Symmetries with respect to the imaginary axis
To reﬂect this symmetry accordingly, we take throughout this section the disjoint partition C =
Γg ∪ Γb, deﬁned by
Γb := C+, Γg := C− Γb, (26)
(similar results can be derived if we set Γb := C−,Γg := C− Γb). Therefore, without restricting
generality, we may assume that R(s) has no poles at inﬁnity and, in a minimal realization
R(s) :=
[
Ax − sEx Bx
Cx Dx
]
(27)
centered at inﬁnity, Dx and Ex are both invertible. We need the following preparatory result.
Proposition 10. Let R(s) be a square and invertible rmfwithout poles at inﬁnity and let (27) be aminimal
realization. The following are equivalent:
(1) R(s) is J-unitary onC0 (J-inner with respect toC+).
(2) D∗x JDx = J and there is an invertible Hermitian X (with X > 0) such that
A∗x XEx + E∗x XAx + C∗x JCx = 0, (28a)
Cx + DxJB∗x XEx = 0. (28b)
(3) D∗x JDx = J and there is an invertible Hermitian Y (with Y > 0) such that
YE−∗x A∗x + AxE−1x Y + BxJB∗x = 0, (29a)
Cx + DxJB∗x Y−1Ex = 0. (29b)
Proof. The equivalence of (1) and (2) is a particular case (α = 1,β = 0) of Theorem A1 in [25]. The
equivalence of (2) and (3) is straightforward by amere rewriting of (28a) and (28b) as (29a) and (29b),
respectively, with Y := X−1. 
Combining Proposition 10 with Theorem 9 we obtain the following result.
Theorem 11. Givena rmfR(s)and thedisjoint partitionC = Γg ∪ Γb deﬁnedby (26), let nb be thenumber
of zeros of R(s) in Γb. Assume (17) is an irreducible realization of R(s) and let Z be a unitary matrix as in
Theorem 6 for which (18) holds (see also Remark 8).
(I) The following are equivalent:
(1) There is a minimal solution to the ZDP which is J-unitary onC0 (J-inner with respect toC+).
(2) There is a constant solution X̂ to the equation with pencil coefﬁcients
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[
X˜ X̂
] [A − λE B − λF
0 D
]
− (Ab − λEb)
[
Y˜ Ŷ
]
+
[
Ab − λEb Bb − λFb
]
= 0 (30)
for which the Lyapunov equation
YE
−∗
b A
∗
b + AbE−1b Y + X̂JX̂∗ = 0 (31)
has an invertible Hermitian solution Y (with Y > 0).
(II) If either statement at (I) holds, the class of minimal solutions to the ZDP which are J-unitary onC0
(J-inner with respect toC+) is given by
R(λ) = Dx
[
Ab − λEb −X̂
JX̂∗Y−1Eb I
]
, (32)
where Dx ∈ Cp×p is any constant J-unitary matrix, X̂ ∈ Cnb×p fulﬁlls (30), and Y is the unique
invertible solution to (31) (with Y > 0).
Proof. (I) (1) ⇒ (2). SinceΓb = C+ and the ZDP has aminimal solution, say R(s), Theorem 9 shows
that it should have a minimal realization of the form
R(λ) = Dx
[
Ab − λEb −X̂
Fx I
]
, (33)
where α = 1, β = 0, and λ0 = ∞ (this choice is possible as ∞ is neither a pole nor a zero of R(λ)),
Dx is any invertible matrix with Dx ∈ Cp×p, X̂ ∈ Cnb×p is a solution to (30), and Fx is a solution to the
eigenvalue assignment problem
Λ(Ab − λEb + X̂Fx) ⊂ Γg . (34)
Since Eb is invertible, (34) reduces to a standard eigenvalue assignment problem and has always a
solution since (Ab − λEb, X̂) is a controllable pair due to (I) of Theorem 9 (see for example Theorem
2.1 in [37]).
However,R(s) is inaddition J-unitary,whichaccording to (3) inProposition10 implies thatD
∗
x JDx =
J, (31) is fulﬁlled for an invertible matrix Y , and
DxFx − DxJX̂∗Y−1Eb = 0.
This shows that R(s) has indeed the form (32), where Fx := JX̂∗Y−1Eb. Moreover, since the zeros of a
J-unitary rmf equal the conjugated poles it follows that (34) holds true for this choice of Fx .
(I) (2) ⇒ (1) and (II). From the hypotheses in conjunction with Theorem 9 and Proposition 10 it
follows that R(s) deﬁned through (33) is indeed a J-unitaryminimal solution to the ZDP. This ends the
proof for the J-unitary case. For J-inner we simply add the positivity condition on the unique solution
to the Lyapunov equation (31). 
5.2. Symmetries with respect to the unit circle
Herewe give the analogue results for the case inwhich the symmetry is deﬁnedwith respect to the
unit disk. To reﬂect the symmetry accordingly, we take throughout this section the disjoint partition
C = Γg ∪ Γb, deﬁned by
Γg := D, Γb := C− Γg , (35)
(similar results can be derived if we set Γb := D,Γg := C− Γb).
Since inﬁnity belongs to Γb (and should be symmetrized to 0 by the J-unitary factor) and the unit
circleD1(0) belongs to Γg , we employ for the J-unitary factor a realization centered at λ0 = αβ , with
α = β = 1, of the form
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R(z) :=
[
Ax − zEx Bx
Cx Dx
]
1
. (36)
Notice that Dx is invertible and provided (36) is minimal Ax − Ex is invertible.
Proposition 12. Let R(z) be a square and invertible rmf without poles at 1 and let (36) be a minimal
realization. The following are equivalent:
(1) R(z) is J-unitary onD1(0) (J-inner with respect toDc).
(2) D∗x JDx = J and there is an invertible Hermitian X (with X > 0) such that
E∗x XEx − A∗x XAx + C∗x JCx = 0, (37a)
Cx + DxJB∗x X(Ex − Ax) = 0. (37b)
(3) D∗x JDx = J and there is an invertible Hermitian Y (with Y > 0) such that
Y(Ex − Ax)−∗(Ax + Ex)∗ + (Ex + Ax)(Ex − Ax)−1Y + 2BxJB∗x = 0, (38a)
Cx + DxJB∗x Y−1(Ex − Ax) = 0. (38b)
Proof. The equivalence of (1) and (2) is a particular case (α = 1,β = 1) of Theorem A2 in [25]. We
show that (2) ⇒ (3). Rewriting (37a) as
(Ex + Ax)∗X(Ex − Ax) + (Ex − Ax)∗X(Ex + Ax) + 2C∗x JCx = 0,
we get further with (37b)
(Ex + Ax)∗X(Ex − Ax) + (Ex − Ax)∗X(Ex + Ax) + 2(Ex − Ax)∗XBxJB∗x X(Ex − Ax) = 0, (39)
where we have also used that D∗x JDx = J. Denoting Y = X−1, (39) can be put into the form of (38a)
while (38b) follows directly from (37b). Reversing the arguments we can prove also (3) ⇒ (2) which
ends the whole proof. 
Combining Proposition 12 with Theorem 9 we obtain the following result.
Theorem 13. Given a rmf R(z) and the disjoint partition C = Γg ∪ Γb deﬁned by (35), let nb be the
number of zeros of R(z) in Γb. Assume (17) is an irreducible realization of R(z) and let Z be a unitary
matrix as in Theorem 6 for which (18) holds (see also Remark 8).
(I) The following are equivalent:
(1) There is a minimal solution to the ZDP which is J-unitary onD1(0) (J-inner with respect toDc).
(2) There is a constant solution X̂ to the equation with pencil coefﬁcients
[
X˜ X̂
] [A − λE B − λF
0 (1 − z)D
]
− (Ab − λEb)
[
Y˜ Ŷ
]
+
[
Ab − λEb Bb − λFb
]
= 0 (40)
for which the Lyapunov equation
Y(Eb − Ab)−∗(Ab + Eb)∗ + (Eb + Ab)(Eb − Ab)−1Y + 2X̂JX̂∗ = 0 (41)
has an invertible Hermitian solution Y (with Y > 0).
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(II) If either statement at (I) holds, the class of minimal solutions to the ZDP which are J-unitary on
D1(0) (J-inner with respect toDc) is given by
R(λ) = Dx
[
Ab − λEb −X̂
JX̂∗Y−1(Eb − Ab) I
]
1
, (42)
where Dx ∈ Cp×p is any constant J-unitary matrix, X̂ ∈ Cnb×p fulﬁlls (40), and Y is the unique
invertible solution to (41) (with Y > 0).
Proof. The proof followsmutatis mutandis from the proof of Theorem 11. 
5.3. The full row rank case
Due to its intrinsic importance, we specialize now our main result for the case of a full row normal
rank R(λ) and recapture the results in Section 4.2 of [9]. In this case, the right term of decomposition
(18) collapses into⎡⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B3 − λF3 B4 − λF4
0 Ab − λEb Bb − λFb Bbn − λFbn
0 0 0 Bn− − − − − − − − − − − − − − − − − − − − − − −
0 0 D Dn
⎤⎥⎥⎥⎥⎦ , (43)
where D is square and invertible, while Eq. (23) becomes
(α − βλ)X̂D − (Ab − λEb)Ŷ + Bb − λFb = 0. (44)
According to (I) of Lemma 2, this equation has a unique solution (X̂ , Ŷ). In particular, Theorem 11 takes
the following form.
Theorem 14. Given a rmf R(s) which has full row rank for almost all s ∈ C, and the disjoint partition
C = Γg ∪ Γb deﬁned by (26), let nb be the number of zeros of R(s) in Γb. Assume (17) is an irreducible
realization of R(s) and let Z be a unitary matrix as in Theorem 6 for which (43) holds (see also Remark 8).
The following are equivalent:
(1) There is a minimal solution to the ZDP which is J-unitary onC0 (J-inner with respect toC+).
(2) The Lyapunov equation
YE
−∗
b A
∗
b + AbE−1b Y +
(
Bb − AbE−1b Fb
)
D
−1
 JD
−∗

(
Bb − AbE−1b Fb
)∗ = 0 (45)
has an invertible solution Y (with Y > 0).
(II) If either statement at (I) holds, the class of minimal solutions to the ZDP which are J-unitary onC0
(J-inner with respect toC+) is given by
R(s) = Dx
⎡⎣ Ab − sEb (Bb − AbE−1b Fb)D−1
−JD−∗
(
B∗b − F∗b E−∗b A∗b
)
Y−1Eb I
⎤⎦ , (46)
where Dx ∈ Cp×p is any constant J-unitary matrix and Y is the unique invertible solution (with Y > 0) to
Eq. (45).
Proof. Forα = 1,β = 0, Eq. (44) can be solved explicitly giving X̂ = (AbE−1b Fb − Bb)D−1 , Ŷ = E−1b Fb.
The proof then follows by simply replacing these values in Theorem 11. 
A similar result for the symmetry deﬁned with respect to the disk can be formulated and proved
mutatis mutandis.
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6. Numerical examples and algorithms
Weillustrate theproposedapproachbyasimplebut relevantexampleandcommentonnumerically-
sound algorithms for the construction of solutions.
6.1. Numerical example
For illustrative simplicity we use non-unitary transformations. Let
R (λ) =
⎡⎢⎣ λ3 − 4λ2 + 2λ + 5 λ3 − 4λ2 + 2λ + 6 2λ3 − 8λ2 + 4λ + 92λ3 − 7λ2 + 4λ + 6 2λ3 − 7λ2 + 4λ + 8 4λ3 − 14λ2 + 8λ + 10
2λ3 − 8λ2 + 12λ − 6 2λ3 − 8λ2 + 12λ − 4 4λ3 − 16λ2 + 24λ − 14
⎤⎥⎦
be a polynomial matrix with a realization (centered at inﬁnity) (17) given by
A − λE =
⎡⎢⎢⎣
0 −λ 1 0
1 0 0 −λ
−2 − λ 1 0 2λ
0 0 0 1
⎤⎥⎥⎦ , B =
⎡⎢⎢⎣
3 5 4
0 0 0
0 0 0
−1 −1 −2
⎤⎥⎥⎦ ,
C =
⎡⎣ 2 −4 1 14 −7 2 3
12 −8 2 6
⎤⎦ , D =
⎡⎣ 7 10 119 15 12
−6 0 −18
⎤⎦ .
The structural elements of R(λ) are: a pole at∞with total multiplicity 3, a zero at 2 with multiplicity
1, a zero at ∞ with multiplicity 1, one left minimal index equal to 1, one right minimal index equal
to 0 and normal rank r = 2. We consider successively three relevant ZDP: (1) the zero at inﬁnity is
cancelled by an invertible factor; (2) the zero at 2 is cancelled by a factor which is J-unitary on the
imaginary axis; (3) the zeros at 2 and∞ are cancelled by a factor which is J-inner with respect toDc .
Example 1. Wecancel the zero at inﬁnity of R(λ) by an invertible factor R(λ) havingMcMillan degree
equal to 1, and illustrate all three possibilities depicted in Remark 1. With
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
1 −4 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Z =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 2 0 0 0 1 0
0 4 0 1 0 0 0
0 7 3 13 1 1 0
0 1 0 0 0 0 1
−3 29 −2 0 0 1 0
1 −10 0 −2 0 −1 0
1 −9 1 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
we get the decomposition (18) in the form⎡⎢⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3 B4 − λF4
0 Ab − λEb Ab − λEb Bb − λFb Bbn − λFbn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn
0 0 0 D Dn
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 2 − λ 0 0 0 1 −λ
0 0 1 7 − λ 1 −5 4λ
0 0 0 1 0 −2 − λ 2λ
0 0 0 0 0 0 1
0 0 0 0 1 0 1
0 0 0 1 2 0 3
0 0 0 0 2 8 6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We take λ0 = 1 (α = 1, β = 1), X˜ = 0, and Eq. (23) becomes (1 − λ)X̂D − (Ab − λEb)Ŷ + Bb −
λFb = 0, having the solution X̂ = [2 −1 0], Ŷ = [6 1 −5]. Further, wemake three different
choices for Fx (see (25)):
F(1)x =
[
−1 − 4
3
0
]T
, F(2)x =
[
0 2
3
32
9
]T
, F(3)x =
[−1 −2 −2]T .
With Dx = I we get from (24),
R
(1)
 (λ) = Dx
[
Ab − λEb −X̂
F
(1)
x I
]
λ0
=
⎡⎢⎢⎢⎣
1 −2 1 0
−1
− 4
3
0
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎦
1
=
⎡⎢⎣ 2λ − 1 − (λ − 1) 08
3
(λ − 1) − 1
3
(4λ − 7) 0
0 0 1
⎤⎥⎦ ,
R
(2)
 (λ) = Dx
[
Ab − λEb −X̂
F
(2)
x I
]
λ0
=
⎡⎢⎢⎢⎣
1 −2 1 0
0
2
3
32
9
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎦
1
=
⎡⎢⎣ 1 0 0− 43 (λ − 1) 13 (2λ + 1) 0
− 64
9
(λ − 1) 32
9
(λ − 1) 1
⎤⎥⎦ ,
R
(3)
 (λ) = Dx
[
Ab − λEb −X̂
F
(3)
x I
]
λ0
=
⎡⎢⎢⎣
1 −2 1 0
−1
−2
−2
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎦
1
=
⎡⎣2λ − 1 −λ + 1 04λ − 4 −2λ + 3 0
4λ − 4 −2λ + 2 1
⎤⎦ .
R
(1)
 and R
(2)
 both have a zero at− 12 withmultiplicity 1 and a pole at inﬁnity withmultiplicity 1, while
R
(3)
 has a zero at∞with multiplicity 1 and a pole at inﬁnity with multiplicity 1. A direct check shows
that R
(1)
 (λ)R(λ)
=
⎡⎢⎣ −3λ
2 + 6λ + 1 −3λ2 + 6λ + 2 −6λ2 + 12λ + 1
2
3
λ3 − 17
3
λ2 + 28
3
λ + 2
3
2
3
λ3 − 17
3
λ2 + 28
3
λ + 8
3
4
3
λ3 − 34
3
λ2 + 56
3
λ − 2
3
2λ3 − 8λ2 + 12λ − 6 2λ3 − 8λ2 + 12λ − 4 4λ3 − 16λ2 + 24λ − 14
⎤⎥⎦
has a pole at ∞ with total multiplicity 3, a zero at 2 with multiplicity 1, one left minimal index equal
to 2, one right minimal index equal to 0. Hence, the zero at inﬁnity has been cancelled resulting in an
increase of the sum of minimal indices to the left (case (1) of Remark 1). Correspondingly, R
(2)
 (λ)R(λ)
=
⎡⎢⎣ λ
3 − 4λ2 + 2λ + 5 λ3 − 4λ2 + 2λ + 6 2λ3 − 8λ2 + 4λ + 9
8
3
λ3 − 23
3
λ2 + 4
3
λ + 26
3
8
3
λ3 − 23
3
λ2 + 4
3
λ + 32
3
16
3
λ3 − 46
3
λ2 + 8
3
λ + 46
3
50
9
λ3 − 104
9
λ2 − 20
9
λ + 74
9
50
9
λ3 − 104
9
λ2 − 20
9
λ + 92
9
100
9
λ3 − 208
9
λ2 − 40
9
λ + 130
9
⎤⎥⎦
has a pole at∞with total multiplicity 3, a zero at 2 with multiplicity 1, a zero at− 1
2
with multiplicity
1, one left minimal index equal to 1, and one right minimal index equal to 0. Thus, the zero at inﬁnity
has been cancelled and replaced by the zero of R
(2)
 (λ) (case (2) of Remark 1). Finally, R
(3)
 (λ)R(λ)
=
⎡⎢⎣ −3λ2 + 6λ + 1 −3λ2 + 6λ + 2 −6λ2 + 12λ + 1−5λ2 + 12λ − 2 −5λ2 + 12λ −10λ2 + 24λ − 6
−6λ2 + 20λ − 14 −6λ2 + 20λ − 12 −12λ2 + 40λ − 30
⎤⎥⎦
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has a pole at ∞ with total multiplicity 2, a zero at 2 with multiplicity 1, one left minimal index equal
to 1, and one right minimal index equal to 0. Hence, the zero at inﬁnity has been cancelled, no zero
has replaced the cancelled one, and the sum of left minimal indices remained unchanged because a
simultaneous cancellation between the zero of R(λ) and a pole of R(λ) at ∞ occurred (case (3) of
Remark 1).
Example 2. Wecancel now the zeros inC+ ofR(s)by a factorR(s)which is J-unitary on the imaginary
axis, where J = diag(1,−1,−1). R(s) has one zero inC+ at 2. With U = I and
Z =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 2 0 0 1 0
0 0 4 1 0 0 0
0 3 46 13 1 1 0
0 0 1 0 0 0 1
−3 −2 3 0 0 1 0
1 0 −10 −2 0 −1 0
1 1 4 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (47)
we get the decomposition (18) in the form⎡⎢⎢⎢⎢⎣
Arg − sErg B1 − sF1 B2 − sF2 B3 − sF3 B4 − sF4
0 Ab − sEb Ab − sEb Bb − sFb Bbn − sFbn
0 0 A − sE B − sF Bn − sFn
0 0 0 0 Bn
0 0 0 D Dn
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 21 − 4s 7 − s 1 −1 0
0 0 2 − s 0 0 1 −s
0 0 0 1 0 −2 − s 2s
0 0 0 0 0 0 1
0 0 0 0 1 0 1
0 0 0 1 2 0 3
0 0 0 0 2 8 6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We take λ0 = ∞ (α = 1,β = 0), X˜ = 0, and Eq. (30) becomes X̂D − (Ab − λEb)Ŷ + Bb − λFb = 0,
having the unique solution X̂ =
[
1
4
0 − 1
8
]
, Ŷ = [0 0 0]. Eq. (31) has an invertible Hermitian
solution Y = − 3
256
and Theorem 11 shows that there exists an invertible factor which is J-unitary on
C0 and solves the ZDP. With Dx = I we get from (32),
R (s) =
⎡⎢⎢⎢⎣
2 − s − 1
4
0 1
8− 64
3
1 0 0
0 0 1 0
− 32
3
0 0 1
⎤⎥⎥⎥⎦ =
⎡⎢⎣
3s+10
3(s−2) 0 − 83(s−2)
0 1 0
8
3(s−2) 0
3s−10
3(s−2)
⎤⎥⎦ .
R(s) has a zero at−2withmultiplicity 1, a pole at 2withmultiplicity 1, and is J-unitary. A direct check
shows that
R(s)R(s) =
⎡⎢⎣ s
3 − 4s2 + 2s − 49
3
s3 − 4s2 + 2s − 46
3
2s3 − 8s2 + 4s − 101
3
2s3 − 7s2 + 4s + 6 2s3 − 7s2 + 4s + 8 4s3 − 14s2 + 8s + 10
2s3 − 8s2 + 12s − 50
3
2s3 − 8s2 + 12s − 44
3
4s3 − 16s2 + 24s − 106
3
⎤⎥⎦
has a pole at∞with total multiplicity 3, a zero at∞with multiplicity 1, one left minimal index equal
to 2, and one right minimal index equal to 0. The zero in C+ has been cancelled by a factor which is
J-unitary onC0.
Example 3. Here we cancel the zeros inDc of the polynomial matrix R(z) by a factor R(z) which is
J-inner with respect to Dc , where J = diag(1,−1,−1). R(z) has two zeros in Dc , at 2 and ∞, both
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withmultiplicity 1.With Z in (47), we get the same decomposition as in the previous case thoughwith
another partition⎡⎢⎢⎢⎢⎢⎢⎢⎣
Arg − zErg B1 − zF1 B2 − zF2 B3 − zF3 B4 − zF4
0 Ab − zEb Ab − zEb Bb − zFb Bbn − zFbn
0 0 A − zE B − zF Bn − zFn
0 0 0 0 Bn
0 0 0 D Dn
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 21 − 4z 7 − z 1 −1 0
0 0 2 − z 0 0 1 −z
0 0 0 1 0 −2 − z 2z
0 0 0 0 0 0 1
0 0 0 0 1 0 1
0 0 0 1 2 0 3
0 0 0 0 2 8 6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We take λ0 = 1 (α = 1,β = 1), X˜ = [0 0]T , and Eq. (40) becomes (1 − z)X˜D − (Ab − zEb)Ŷ +
Bb − zFb = 0, having the unique solution X̂ =
[
1 −1 1
2
− 1
4
0 1
8
]
, Ŷ =
[
6 1 −18
0 0 1
]
. Eq. (41) has a
unique invertible Hermitian solution Y =
[
5
4
− 3
16
− 3
16
1
64
]
> 0. Hence, Theorem 13 shows that there
exists an invertible factor which is J-inner with respect toDc and solves the ZDP. With Dx = I we get
from (42),
R(z) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 21 − 4z −1 1 − 1
2
0 2 − z 1
4
0 − 1
8
−2 −42 1 0 0
1 29 0 1 0
−2 −50 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
1
=
⎡⎢⎢⎢⎣
4z2−7z+2
z−2 2 (1 − z) −2(z−1)z−2
−2z(z−1)
z−2 z
2(z−1)
z−2
2(2z−1)(z−1)
z−2 2 (1 − z) −2z+1z−2
⎤⎥⎥⎥⎦ .
R(z) has a zero at 0 with multiplicity 1, a zero at
1
2
with multiplicity 1, a pole at 2 with multiplicity 1,
a pole at ∞ with multiplicity 1, and is J-inner with respect toDc . A direct check shows that
R(z)R(z) =
⎡⎢⎣−z3 − 2z2 − 6z + 13 −z3 − 2z2 − 6z + 14 −2z3 − 4z2 − 12z + 253z3 − 8z2 + 16z − 6 3z3 − 8z2 + 16z − 4 6z3 − 16z2 + 32z − 14
−6z2 − 4z + 10 −6z2 − 4z + 12 −12z2 − 8z + 18
⎤⎥⎦
has a pole at ∞ with total multiplicity 3, one left minimal index equal to 3, and one right minimal
index equal to 0. The zeros inDc have been cancelled by a factor which is J-inner with respect toDc .
6.2. Numerical issues
The key to our solution is the spectral decomposition (18) whose constructive numerical algorithm
(based solely on unitary transformations) is already described in details in the proof of Theorem 6. It
contains as main ingredients some rank compressions (at Steps 1 and 2) which can be performed by
any rank revealing algorithm based on unitary transformations (see for example [6] and the references
therein) and the computation of Kronecker-like form (20) at Step 3 which can be achieved by using
any of the existing staircase algorithms [20,3,24]. Though the algorithm in [20] has higher O(n4)
complexity, it is recommended at this initial step because the inherent recursive rank decisions are
based on the singular value decomposition which is the most reliable rank revealing algorithm.
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The construction of solutions to the ZDP, both in the general and symmetric cases, requires solving
the pencil Eq. (23) which can be done in a numerically-sound way by the following algorithm.
6.2.1. Algorithm for solving Eq. (23).
Without restricting generality, assume A − λE and D are already in the form
A − λE =
[
A1 − λE1
A2
]
, D =
[
D1
0
]
, (48)
where E1 is square and invertible, the pair (A2, A1 − λE1) is observable, D1 is invertible, and
Λ(A1 − λE1) ∩ Λ(Ab − λEb) = ∅. (49)
Indeed, since A − λE has full column rank for all λ and E has full column rank, the form in (48) for
A − λE can always be achieved by a unitary transformation to the left (which we assume that has
already been included inU at Step 3 in the Proof of Theorem6). Similarly, sinceD has full column rank,
its form in (48) can be achieved by a unitary transformation to the left Q (which we assume is already
included in the solution to the ZDP by taking R(λ)Q instead of R(λ) in (24)). Finally, provided (49)
does not hold, we perform a preliminary equivalence transformation to the left on (18) (which again
can be included inU at Step 3 in the Proof of Theorem6) of the formdiag
(
Ie−n ,
[
I K
0 I
]
, Ik−e
)
, where
K is a constant matrix chosen to solve an eigenvalue assignment problem such that Λ(A1 + KA2 −
λE1) ∩ Λ(Ab − λEb) = ∅. This eigenvalue assignment has always a solution due to the observability
of the pair (A2, A1 − λE1), and can be achieved in a numerically-reliable fashion without inverting
explicitly E1 by using a particular version of Algorithm 1 from Section 6.5 in [18]. Notice that only
those eigenvalues of A1 − λE1 contained in Λ(Ab − λEb) need to be moved (assigned).
With (48), Eq. (23) is equivalent to
X˜1(A1 − λE1) + X˜2A2 − (Ab − λEb)Y˜ + Ab − λEb = 0, (50a)
X˜(B − λF) + X̂1D1(α − βλ) − (Ab − λEb)Ŷ + Bb − λFb = 0, (50b)
where X˜ = [X˜1 X˜2], X̂ = [X̂1 X̂2] have been partitioned conformably to the partitions in (48),
respectively.
Part (I) of Lemma 2 shows that Eq. (50a) in the unknowns X˜1, Y˜ , has a unique solution for any
speciﬁed choice of X˜2. For a particular choice of X˜2, (50a) can be solved by the numerically-sound
algorithm proposed in [21].
Similar reasoning shows that (50b) in the unknowns X̂1, Ŷ , has a unique solution for X˜ found at Step
1, and can be solved by the algorithm in [21] as well. Finally, X̂2 can be set to an arbitrary value.
6.2.2. Construction of solutions
In the general case (see Theorem 9) one has to solve the eigenvalue assignment problem (25). By a
conformal mapping λ = αλ˜+β
βλ˜−α , this problem reduces to one for which we can apply Algorithm 1 from
Section 6.5 in [18].
In the symmetric cases (see Theorems 11 and 14), we bring D to the compressed form in (48) by
using a J-unitarymatrixQ . This is possible whenever rank(D∗JD) = rank(D) by using the algorithm in
[16]. Further, one has to solve two standard Lyapunov equations (31) and (41) for which we can apply
any numerically-sound algorithmwhich copeswith Lyapunov equationswith indeﬁnite sign free term
(see for example [2,14]). However, if the resulting solution Y is singular (for the J-unitary case), or is
not negative deﬁnite (for the J-inner case), one still has a certain degree of freedom which, at least in
certain speciﬁc cases, can be exploited to ensure a solution with the required property. Indeed, the Eq.
(31) is in this case
YA˜b
∗ + A˜bY − X̂1J1X̂1∗ − X̂2J2X̂2∗ = 0 (51)
where A˜b := AbE−1b has all eigenvalues inC+, J = diag(J1, J2) has been partitioned accordingly to the
partition of X̂ , J1 and J2 are n1 × n1 and n2 × n2 signature matrices, and X̂2 is a free parameter. Let
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also J2 = diag(In21 ,−In22), with n21 + n22 = n2, and take X̂2 :=
[
X̂21 X̂22
]
partitioned conformably
with J2. Let Y1 be the solution to
YA˜b
∗ + A˜bY − X̂1J1X̂1∗ = 0. (52)
If (51) has a solution Y1 which is invertible or negative deﬁnite for the J-unitary and J-inner cases,
respectively, then simply take X̂2 = 0. Otherwise take X̂2 := [0 γ X̂22], where γ > 0 is a scalar
to be speciﬁed further and X̂22 is chosen such that (˜Ab, X̂22) is a controllable pair. This is possible
whenever A˜b has the maximum number of Jordan blocks at a certain eigenvalue (taken with respect
to all eigenvalues) less or equal to n22. Standard Lyapunov results (see for example [28]) show that the
equation
YA˜b
∗ + A˜bY + X̂22X̂22∗ = 0
has a negative deﬁnite solution Y2. Fix now γ such that Y1 + γ 2Y2 is invertible or negative deﬁnite
for the J-unitary and J-inner cases, respectively. This is always possible due to standard results on
interlacing of eigenvalues of a sumof twohermitianmatrices (see for example Section1of [11], or [19]).
In both cases, γ can be simply chosen to be larger than
√∣∣∣λ1max
λ2min
∣∣∣, where λ1max is the largest positive
eigenvalue of Y1 andλ2min is the eigenvaluewith the smallestmodulus of Y2. Then it is straightforward
to check that (51) has the unique solution Y1 + γ 2Y2 which fulﬁlls the required property.
7. Conclusions
We have obtained a complete characterization of the minimal McMillan degree factors that cancel
the zeroes of a general rmf from an arbitrary ﬁxed regionΓb of the complex plane. The cancelled zeroes
disappear, or are replaced by zeroes in the complement of Γb, or the sum of the left minimal indices
is increased (or any combination of these). The results encompass the cases in which the factors are
invertible only, or in addition J-unitary or J-inner, either with respect toC+ orDc .
The results aremore general than the ones in [35,9] aswe allow for improper (possibly polynomial)
rmf’s and zeroes at inﬁnity. Comparing our results with those in [9] we notice a couple of differences
even in the symmetric proper case: (1) the computation of the factor implies the solution of a Lyapunov
equationwhile in [9] of aRiccati one (thoughofBernoulli type); (2) theexistence conditions inTheorem
11 are simultaneously necessary and sufﬁcient while [9] gives conditions which are either sufﬁcient
or necessary; (3) the existence conditions and the formulas for the solutions are in terms of a unitary
decomposition of the original rmf’s realization while those in [9] are in terms of some preliminary
constructions including pseudo-inversion.
Appendix
In this appendixwe prove Theorem 9. The proof is based on a preliminary lemma that gives a useful
condition for R(λ) to be a solution to the ZDP.We present two versions of this lemma, one in terms of
a proper and one in terms of an improper realization of R(λ), the ﬁrst being used solely for the proof
of the second.
Lemma 15. Let R(λ) be a minimal solution to the ZDP for R(λ), and
R(λ) =
[
A − λE B
C D
]
λ0
, R(λ) =
[
Ax − λEx Bx
Cx Dx
]
λ0
, (53)
be proper minimal realizations centered at λ0 := αβ .
There exist matrices X and Y , of appropriate dimensions, such that
[
X −(α − βλ)Bx] [A − λE (α − βλ)BC D
]
= (Ax − λEx) [Y 0] . (54)
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Proof. We have
R(λ)R(λ) =
⎡⎣Ax − λEx (α − βλ)BxC BxD0 A − λE B
Cx DxC DxD
⎤⎦
λ0
. (55)
SinceR(λ) is aminimal solution to the ZDP, all its poles should cancelwith zeros ofR(λ) in the product
R(λ)R(λ) (see for example Lemma 4.4 and Remark 4.5 in [9]; though Lemma 4.4 is actually proved
for ﬁnite zeros only, its conclusions extend to inﬁnite zeros by simply mapping the point at inﬁnity
to zero by z = 1
λ
). However, the pair (Cx , Ax − λEx) is observable in (55), and therefore Ax − λEx
must be uncontrollable. The controllable subspace of (55) is V̂ := inf{V| dimW = dim V , ImB̂ ⊂
W , W := ÂV + ÊV}, where Â − λÊ :=
[
Ax − λEx (α − βλ)BxC
0 A − λE
]
, B̂ :=
[
BxD
B
]
(see Section V in
[34]). Since (A − λE, B) is controllable,
[
VT I
]T
and
[
WT I
]T
span V̂ and Ŵ := ÂV̂ + ÊV̂ , respec-
tively, for two appropriate matrices V and W . Applying the equivalence transformations
Q :=
[
I W
0 I
]−1
to the left and Z :=
[
I V
0 I
]
to the right of (55), we get R(λ)R(λ)
=
⎡⎣Ax − λEx −W(A − λE) + (α − βλ)BxC + (Ax − λEx)V BxD − WB0 A − λE B
Cx DxC + CxV DxD
⎤⎦
λ0
. (56)
In this new coordinate system, it follows from (56) and the deﬁnition of V̂ that −W(A − λE) + (α −
βλ)BxC + (Ax − λEx)V = 0 and BxD − WB = 0, which are precisely (54) for X := W and Y := V . 
Next, we give the version of Lemma 15 for an improper realization of R(λ).
Lemma 16. Let R(λ) be given by an irreducible realization (17), where A2 is invertible and
[
E1 E12
]
has
full row rank. Let also R(λ) be a minimal solution to the ZDP given by a minimal proper realization (53)
centered at λ0 := αβ ,where λ0 ∈ C is not a zero of R(λ) and not a pole of R(λ). Then there exist matrices
X1, X2, Y1, Y2, Y3, Y12 := [Y1 Y2] , such that
[
X1(α − βλ)X2 − (α − βλ)Bx]
⎡⎣A1 − λE1 A12 − λE12 B10 A2 B2
C1 C2 D
⎤⎦
= (Ax − λEx) [Y1 Y2 Y3] , (57)
R(λ)R(λ) =
[
A − λE B
DxC + CxY12 DxD + CxY3
]
. (58)
Proof. The idea of the proof is to transform the realization (17) into a centered one for which Lemma
15 holds, while keeping track of the transformations involved.Mapping back to the original realization
by reversing the involved transformations will conclude the proof.
As βA1 − αE1 and A2 are invertible, deﬁne V2 := − A−12 B2 and V1 := − β(βA1 − αE1)−1((βA12− αE12)V2 + B1). A direct check shows⎡⎢⎣A1 − λE1 A12 − λE12 B10 A2 B2
C1 C2 D
⎤⎥⎦
⎡⎢⎣ I 0 V10 I V2
0 0 I
⎤⎥⎦ =
⎡⎢⎣A1 − λE1 A12 − λE12 (α − βλ)̂B0 A2 0
C1 C2 D̂
⎤⎥⎦ (59)
where B̂ := − E1(βA1 − αE1)−1((βA12 − αE12)V2 + B1), D̂ := D + C1V1 + C2V2. Fromthepartition
in (59) we see that V1 and V2 deﬁne a Rosenbrock strict system equivalence (see Section 3.1 of [30])
which keeps unchanged the underlying rmf R(λ). Therefore, we get
R(λ) =
[
A1 − λE1 B̂
C1 D̂
]
λ0
. (60)
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It is easy to check that the realization (60) is minimal since the realization (17) is irreducible.We apply
Lemma 15 to R(λ) given by (60) and get X1 and Y1 such that[
X1 −(α − βλ)Bx] [A1 − λE1 (α − βλ)̂B
C1 D̂
]
= (Ax − λEx) [Y1 0] . (61)
Since λ0 = αβ is not a pole of R(λ) and the realization (53) of R(λ) is minimal, we have λ0 /∈ Λ(Ax −
λEx). Further, since A2 is invertible the pencil (α − βλ)A2 is regular and Λ(Ax − λEx) ∩ Λ((α −
βλ)A2)= ∅. By (I) of Lemma 2
X1(A12 − λE12) + (α − βλ)X2A2 − (α − βλ)BxC2 = (Ax − λEx)Y2 (62)
has a unique solution X2, Y2. Combining (62) and (61) we get
[
X1 (α − βλ)X2 −(α − βλ)Bx]
⎡⎣A1 − λE1 A12 − λE12 (α − βλ)̂B0 A2 0
C1 C2 D̂
⎤⎦
= (Ax − λEx) [Y1 Y2 0] . (63)
From (63) and (59) we obtain that (57) holds for Y3 := − Y1V1 − Y2V2.
Finally, we show that (58) holds. By using (53) and (17) we obtain
R(λ)R(λ) =
⎡⎣Ax − λEx (α − βλ)BxC (α − βλ)BxD0 A − λE B
Cx DxC DxD
⎤⎦ . (64)
We use V1 and V2 to perform a Rosenbrock strict system equivalence to the right on the realization
(64) (see also (59)) which keeps unchanged the underlying rmf (Theorem 3.1 in [30]). After removal
of the uncontrollable part, we get (58), completing in this way the whole proof of the Lemma. 
Proof of Theorem 9. (I) Let X = [X˜ X̂], Y = [Y˜ Ŷ], Â − λÊ := [A − λE B − λF
0 (α − βλ)D
]
, B̂ −
λF̂ :=Ab − λBb, Ĉ − λĜ := − [Ab − λEb Bb − λFb]. ThenEq. (23) takes precisely the form (5)with
hatted coefﬁcients. Since A − λE contains only left singular structure and D is injective, the pencil
Â − λÊ is left invertible andΛ(̂A − λÊ) ⊂
{
α
β
}
,while thepencil B̂ − λF̂ is regular and α
β
/∈ Λ(̂B − λF̂).
From Lemma 2 we conclude that (23) has a solution X˜ , X̂ , Y˜ , Ŷ .
Next, we show that the pair (Ab − λEb, X̂) is controllable. Assume by contrary that (Ab − λEb, X̂) is
not controllable which means that at least one of the following two conditions holds:
∃λ0 ∈ C, rank [Ab − λ0Eb X̂] < nb, rank [Eb X̂] < nb. (65)
We show that the ﬁrst condition leads to a contradiction. From (65) we infer the existence of a vector
x0 /= 0 such that xT0
[
Ab − λ0Eb X̂] = 0. Evaluating (23) at λ0 and multiplying it to the left with xT0
we get[
xT0 x
T
0 X˜
] [Ab − λ0Eb Ab − λ0Eb Bb − λ0Fb
0 A − λ0E B − λ0F
]
= 0.
However, this contradicts (19a). Analogously, the second condition in (65) leads to a contradiction to
(19b). This ends the proof of part (I).
(II) We show successively: (A) Any minimal solution to the ZDP has a realization of the form (24);
(B) R(λ) given by (24) is a solution to the ZDP.
Proof of (A). Assume R(λ) is aminimal solution to the ZDP given by aminimal realization (53), where
λ0 = αβ ∈ C is neither a pole nor a zero of R(λ). In particular, Dx results invertible. To prove that (53)
is of the form (24), we use decomposition (18) to depict a ﬁner pattern in (57).
The zeros in Γb of R(λ) are cancelled by corresponding poles in Γb of R(λ) (see Lemma 4.4 and
Remark 4.5 in [9]). Hence, Ax − λEx has dimension nb × nb.
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Since R(λ) given by (53) is a solution to the ZDP, we get from Lemma 16 that there are matrices
X1, X2, Y1, Y2, Y3, Y12 := [Y1 Y2], such that (57) and (58) hold. Using (18) in (57) (see also Remark 8)
we get[
X11 X12 X13 (α − βλ)X2 −(α − βλ)Bx]×⎡⎢⎢⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3 B4 − λF4
0 Ab − λEb Ab − λEb Bb − λFb Bbn − λFbn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn− − − − − − − − − − − − − − − − − − − − − − − − − − −−
0 0 0 D Dn
⎤⎥⎥⎥⎥⎥⎥⎦
= (Ax − λEx) [Y˜1 Y˜2 Y˜3 Y˜4 Y˜5]
(66)
where the matrices
X1 := [X11 X12 X13] , [Y˜1 Y˜2 Y˜3 Y˜4 Y˜5] := [Y1 Y2 Y3] Z (67)
in (66) have been partitioned conformably with (18). The ﬁnal step of this part of the proof is to show
X11 = 0, Y˜1 = 0, X12 = Y˜2 = I. (68)
Provided we have shown (68), (66) collapses into Ax − λEx = Ab − λEb, and[
X13 −(α − βλ)Bx] [A − λE B − λF0 D
]
−(Ab − λEb) [Y˜3 Y˜4]+ [Ab − λEb Bb − λFb] = 0. (69)
Comparing (69) with (23) we see that Bx = −X̂ indeed fulﬁlls (23), and Cx :=Fx should fulﬁll (25)
because R(λ) has its zeros in Γg . Therefore, R(λ) indeed has the required form (24).
It remained to show (68). Writing (66) componentwise we get the ﬁrst equation
X11(Arz − λErz) = (Ax − λEx)Y˜1. (70)
Since the realization of R(λ) in (53) is minimal, Λ(Ax − λEx) ∩ Γg = ∅, and we get with part (II) of
Lemma 2 that Eq. (70) has the unique solution X11 = 0, Y˜1 = 0.
Finally, we show X12 = Y˜2 = I. From (66) we have
X12(Ab − λEb) = (Ax − λEx)Y˜2, (71)
X12(Ab − λEb) + X13(A − λE) = (Ax − λEx)Y˜3, (72)
X12(Bb − λFb) + X13(B − λF) − (α − βλ)BxD = (Ax − λEx)Y˜4, (73)
Since βAx − αEx and βAb − αEb are invertible, we rewrite (71) as
X̂12(̂Ab − λÊb) = (̂Ax − λÊx)Ŷ2, (74)
where X̂12 = (βAx − αEx)−1X12, Âx − Êx = (βAx − αEx)−1(Ax − λEx), Âb − λÊb = (Ab − λEb)(βAb− αEb)−1, and Ŷ2 = Y˜2(βAb − αEb)−1. Evaluating (74) at αβ if β /= 0, or from (74) directly if β = 0,
we get X̂12 = Ŷ2 and (74) rewrites as X̂12(̂Ab − λÊb) = (̂Ax − λÊx)X̂12.
Let x ∈ KerŶ2(=: N ). We show further that N = ∅. We have Ŷ2(̂Ab − λÊb)x = 0 and it follows
dimN = dim(̂AbN + ÊbN )which shows thatN is a deﬂating subspace of the regular pencil Âb − λÊb
(see [31]). The system pencil associated with (58) is SRR(λ)
=
[
A − λE B
DxC + CxY12 DxD + CxY3
]
=
[
I 0
0 Dx
] [
A − λE B
C D
]
+
[
0
Cx
] [
Y12 Y3
]
. (75)
Using (18), (66), (67), and X11 = 0, Y˜1 = 0, we get that (75) is equivalent to
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Arg − λErg (B1 − λF1)(βAb − αEb)−1 B2 − λF2 B3 − λF3 B4 − λF4
0 Âb − λÊb Ab − λEb Bb − λFb Bbn − λFbn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn
− − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
0 CxŶ2 CxY˜3 DxD + CxY˜4 DxDn + CxY˜5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.(76)
However, this pencil will have zeros in Γb unless the pair (CxŶ2, Âb − λÊb) is observable. Observability
of this pair implies N = ∅ because N is a deﬂating subspace of Âb − λÊb included in Ker CxŶ2 (see
section V in [34]). Thus Ŷ2, and therefore X12 and Y˜2 are all invertible.
Finally, by an additional equivalence transformation on R(λ) in (53), we get X12 = Y˜2 = I. Thus,
this part of the proof ends.
Proof of (B). Conversely, let R(λ) be given by (24), where X̂ and Fx fulﬁll (23) and (25), respectively.
We show R(λ) is aminimal solution to the ZDP.We showﬁrst that (66) is fulﬁlled for certainmatrices
“X" and “Y˜". Deﬁne X11 :=0, X12 := I, X13 := X˜ , Y˜1 :=0, Y˜2 := I, Y˜3 = Y˜ , Y˜4 := Ŷ . According to part I of
Lemma 2, the equation
X12(Bbn − λFbn) + X13(Bn − λFn) + (α − βλ)X2Bn + (α − βλ)X̂Dn = (Ab − λEb)Y˜5 (77)
has a unique solution in the unknowns X2, Y˜5, since Λ((α − βλ)Bn) ∩ Λ(Ab − λEb) = ∅. This shows
that (66) indeed holds true, where Ax − λEx = Ab − λEb and Bx = −X̂ .
We show now that R(λ)R(λ) has no zeros in Γb. Since (66) holds, a realization of R(λ)R(λ) is
given by (58) where we get with (76) for the system pencil
SRR(λ)Z
=
⎡⎢⎢⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3 B4 − λF4
0 Ab − λEb Ab − λEb Bb − λFb Bbn − λFbn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn− − − − − − − − − − − − − − − − − − − − − − − − − − − − −−
0 Cx CxY˜3 DxD + CxY˜4 DxDn + CxY˜5
⎤⎥⎥⎥⎥⎥⎥⎦ . (78)
Using (23) and (77) we transform (78) into the equivalent pencil⎡⎢⎢⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3 B4 − λF4
0 Ab − λEb 0 (α − βλ)BxD (α − βλ)BxDn
0 0 A − λE B − λF Bn − λFn
0 0 0 0 Bn− − − − − − − − − − − − − − − − − − − − − − − − − − −
0 Cx 0 DxD DxDn
⎤⎥⎥⎥⎥⎥⎥⎦ (79)
which shows that the zeroes ofR(λ)R(λ) are among the union ofΛ(Arg − λErg),Λ(A − λE) and the
zeros of
[
Ab − λEb BxD
Cx DxD
]
λ0
= R(λ)D. However, Λ(Arg − λErg) ⊂ Γg , Λ(A − λE) = ∅, while
the zeros of R(λ)D are in Γg . Hence, R(λ)R(λ) has no zeros in Γb, R(λ) is indeed a solution to the
ZDP, while its minimality follows from the order nb of the realization (24). 
References
[1] D. Alpay, H. Dym, On a new class of realization formulas and their application, Linear Algebra Appl. 241/243 (1996) 3–84.
[2] R.H.Bartels,G.W. Stewart, Algorithm432: solutionof thematrix equationAX + XB = C, Comm.ACM15 (9) (1972)820–826.
[3] Th. Beelen, P. Van Dooren, An improved algorithm for the computation of Kronecker’s canonical form of a singular pencil,
Linear Algebra Appl. 105 (1988) 9–65.
[4] V. Belevitch, Classical Network Theory, Holden Day, San Francisco, 1968.
[5] P. Benner, V. Mehrmann, V. Sima, S. Van Huffel, A. Varga, SLICOT – A subroutine library in systems and control theory,
in: Biswa N. Datta (Ed.), Applied and Computational Control, Signal and Circuits, vol. 1, Birkauser, 1999, pp. 499–539
(Chapter 10).
C. Oara˘, R. Andrei / Linear Algebra and its Applications 431 (2009) 2000–2023 2023
[6] T. Chan, Rank revealing QR factorizations, Linear Algebra Appl. 88/89 (1987) 67–82.
[7] P. Dewilde, J. Vandewalle, On the factorization of a nonsingular rational matrix, IEEE Trans. Circuits Systems CAS 22 (1975)
637–645.
[8] H. Dym, S. Nevo, Pole cancellation, Linear Algebra Appl. 404 (2005) 27–57.
[9] H. Dym, S. Nevo, Zero cancellation, Linear Algebra Appl. 404 (2005) 1–26.
[10] G.D. Forney, Minimal bases of rational vector spaces, with applications to multivariable linear systems, SIAM J. Control 13
(1975) 493–520.
[11] W. Fulton, Eigenvalues, invariant factors, highest weights and Schubert calculus, Bull. Amer. Math. Soc. 37 (3) (2000)
209–249.
[12] F.R. Gantmacher, The Theory of Matrices, Chelsea, New York, 1960.
[13] I. Gohberg, M.A. Kaashoek, A.C.M. Ran, Factorizations of and extensions to J-unitary rational matrix functions on the unit
circle, Integral Equations Operator Theory 15 (1992) 262–300.
[14] G.H. Golub, S. Nash, C. Van Loan, A Hessenberg–Schurmethod for the problem AX + XB = C, IEEE Trans. Automat. Control.
24 (6) (1979) 909–913.
[15] G.H. Golub, Ch.F. van Loan, Matrix Computations, John Hopkins University Press, Baltimore, 1989.
[16] D. Henrion, P. Hippe, Hyperbolic QR factorization for J-spectral factorization of polynomial matrices, in: Proc. 42nd IEEE
Conf. Decision Contr. Maui, Hawaii, USA, 2003, pp. 3479–3484.
[17] R.A. Horn, C.A. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.
[18] V. Ionescu, C. Oara˘, M. Weiss, Generalized Riccati Theory and Robust Control: A Popov Function Approach, John Wiley &
Sons, New York, 1999.
[19] C.R. Johnson, Precise intervals for speciﬁc eigenvalues of a product of a positive deﬁnite and a Hermitian matrix, Linear
Algebra Appl. 117 (1989) 159–164.
[20] B. Kagstrolm, RGSVD – An algorithm for computing the Kronecker canonical form and reducing subspaces of singular
matrix pencils A − λB, SIAM J. Sci. Stat. Comput. (7) (1986) 185–211.
[21] B. Kagstrom, P. Poromaa, LAPACK style algorithms and software for solving the generalized Sylvester equation and
estimating the separation between regular matrix pairs, ACM Trans. Math. Software 22 (1) (1996) 78–103.
[22] H. Kimura, Chain-Scattering Approach to H∞-Control, Birkhauser, Boston, 1997.
[23] B. McMillan, Introduction to formal realization theory, Bell Systems. Tech. J. 31 (1952) 217–279., pp. 541–600.
[24] C. Oara˘, P. Van Dooren, An improved algorithm for the computation of structural invariants of a system pencil and related
geometric aspects, Systems Control Lett. 30 (1997) 39–48.
[25] C. Oara˘, A. Varga, Minimal degree coprime factorization of rational matrices, SIAM J. Matrix Anal. Appl. 21 (1) (1999)
245–278.
[26] C. Oara˘, P. Van Dooren, A. Varga, Generalized Eigenvalue Problems. <http://www.riccati.pub.ro>.
[27] C. Oara˘, S. Saba˘u, Minimal indices cancellation and rank revealing factorizations for rational matrix functions, Linear
Algebra Appl. 431 (2009) 1785–1814.
[28] A. Ostrowski, H. Schneider, Some theorems on the inertia of general matrices, J. Math. Anal. Appl. 4 (1) (1962) 72–84.
[29] M. Rakowski, Minimal factorizations of rational matrix functions, IEEE Trans. Circuits Systems I – Fund. Theory Appl. 39
(6) (1992) 440–445.
[30] H.H. Rosenbrock, State-Space and Multivariable Theory, Wiley, New York, 1970.
[31] G. Stewart, On the sensitivity of the eigenvalue problem Ax = λBx, SIAM Numer. Anal. 9 (1972) 669–686.
[32] J. Vandewalle, P. Dewilde, On the irreducible cascade synthesis of a system with a real rational transfer function, IEEE
Trans. Circuits Systems 24 (1977) 481–494.
[33] P. Van Dooren, The computation of Kronecker’s canonical form of a singular pencil, Linear Algebra Appl. 27 (1979) 03–141.
[34] P. Van Dooren, The generalized eigenstructure problem in linear systems theory, IEEE Trans. Automat. Control 26 (1981)
111–129.
[35] P. Van Dooren, Rational and polynomial matrix factorizations via recursive pole-zero cancellation, Linear Algebra Appl.
137/138 (1990) 663–697.
[36] G. Verghese, P. Van Dooren, T. Kailath, Properties of the system matrix of a generalized state-space system, Int. J. Control
30 (1979) 235–243.
[37] W.M. Wonham, Linear Multivariable Control, Lecture Notes in Economics and Mathematical Systems, vol. 101, Springer-
Verlag, 1974.
[38] X. Xin, T. Mita, A simple state-space design of an interactor for a non-square system via system matrix pencil approach,
Linear Algebra Appl. 351–352 (2002) 809–823.
