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CHAPTER 1
Introduction
1.1. Homogeneous Structures
Homogeneous structures appear in the work of Roland Fra¨ısse´ from the 1950s
as relational structures with very large automorphism groups (see [9], [10]), but
some trace the origins of the subject to Cantor’s proof that any two countable dense
linearly ordered sets without endpoints are isomorphic. That theorem is proved by
a back-and-forth argument, which in model-theoretic terms says that the theory of
(Q, <) eliminates quantifiers in the language {<}.
This subject is a meeting point for permutation group theory, model theory, and
combinatorics. From the model-theoretic perspective, homogeneous structures have
many desirable properties: they eliminate quantifiers, are prime, have few types,
algebraic closure does not grow too quickly. All these properties made a full clas-
sification, at least for some restricted languages, accessible. There exist, for exam-
ple, complete classifications of the finite and countably infinite homogeneous posets
(Schmerl, [18]), graphs (Gardiner, [11], Lachlan and Woodrow [16]), tournaments
(Woodrow, [22], Lachlan [13]), and digraphs (Cherlin, [4]).
During the 1970s and 80s, stability theory was a rapidly growing subject. Ab-
stractions from the dimension or rank concepts in “real life” theories were put to
work, and whole families of theories were classified. Gardiner and Lachlan found
that most finite homogeneous graphs and digraphs could be classified in a similar
way: there was a partition of the set of structures into families parametrised by a
few numbers. This parallel discovery led to Lachlan and Shelah’s study of stable
homogeneous structures [15], and to Cherlin and Hrushovski’s work on structures
with few types in [5].
Definition 1.1.1. A countable first-order structure M for the relational language
L = {Ri : i ∈ I} is homogeneous if any isomorphism between finite substructures
extends to an automorphism of M .
We will be dealing with finite languages all the time. It is essential to have a
relational language: if the language has function symbols, we would have to change
“finite substructures” to “finitely generated substructures,” since functions can be
iterated. Notice that this definition is stronger than the usual definition of homo-
geneity in model theory. The condition there is that partial elementary maps extend
to automorphisms. This is one reason why our homogeneous structures are often
called ultrahomogeneous. Any partial elementary map is a local isomorphism, and
so every ultrahomogeneous structure is homogeneous, but the converse is not true.
The countability assumption is not necessary, but we will not consider homogeneous
structures of any higher cardinality.
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If M is any (not necessarily homogeneous) first-order relational structure, the
set of all finite structures isomorphic to substructures of M is called the age of M ,
denoted by Age(M). It is clear from Definition 1.1.1 that the age of a homogeneous
structure M is of particular importance if we wish to understand M .
Given countable relational structure M for a countable language, the following
are true:
(1) Age(M) has countably many members, since M itself is countable.
(2) Age(M) is closed under isomorphism, by definition.
(3) Age(M) is closed under forming substructures: given A ∈ Age(M), any
substructure B of A will be finite, and a composition of the embeddings
B → A and A→M proves that B ∈ Age(M).
(4) Age(M) has the Joint Embedding Property or JEP: given two structures
A,B ∈ Age(M), there exist embeddings f : A → C and g : B → C for
some C ∈ Age(M).
The next theorem completes the picture:
Theorem 1.1.2 (Fra¨ısse´). Let L be a countable first-order relational language,
and C a class of finite L-structures.
(1) There exists a countable structure A whose age is equal to C if and only if
C satisfies properties 1-4.
(2) There exists a homogeneous structure A whose age is equal to C if and only
if C satisfies 1-4 and the amalgamation property: given A,B,C ∈ C with
embeddings f1 : A→ B and f2 : A→ C, there exists D ∈ C and embeddings
g1 : B → D and g2 : C → D such that g1 ◦ f1 = g2 ◦ f2. Furthermore, this
structure is unique up to isomorphism.
In the course of the classification, the Lachlan-Woodrow Theorem will be used
many times.
Theorem 1.1.3 (Lachlan-Woodrow 1980). Let G be an infinite homogeneous
graph. Then either G or Gc is of one of the following forms:
(1) Im[Kn] with max(m,n) =∞,
(2) Generic omitting Kn+1,
(3) Generic (the Random Graph)
Consider a group of permutations G acting on a set X. Then G acts on each
Cartesian power of X coordinatewise. Peter Cameron introduced the term oligo-
morphic action to describe the situation where G acts on a countably infinite set
X and G has finitely many orbits on Xn for each natural number n (see [2]). The
following theorem is an elaborate version of Ryll-Nardzewski’s Theorem.
Theorem 1.1.4. Let M be a countably infinite structure over a countable language
and T = Th(M). The following are equivalent:
(1) M is ω-categorical
(2) Every type in Sn(T ) is isolated, for all n ∈ ω
(3) Each type space Sn(T ) is finite
(4) (M,Aut(M)) is oligomorphic
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(5) For each n > 0 there are only finitely many formulas ϕ(x1, . . . , xn) up to
Th(M)-equivalence.
We have chosen two properties to guide our classification: first, the mostly com-
binatorial property of homogeneity, and second, the model-theoretical property of
simplicity. One of the main theorems of simplicity theory is the Independence The-
orem, which in our relational settings allows us to find simultaneous solutions to
sufficiently independent (in the sense of forking) systems of relations. We will state
the Independence Theorem later; first, a few basic facts about ω-categorical and
homogeneous structures.
Proposition 1.1.5. Let M be a countably infinite structure homogeneous over a
finite relational language. Then M is ω-categorical.
Proof. The language is finite: there can be only finitely many isomorphism
types of substructures of M of size n; by homogeneity, any two isomorphic finite
substructures are in the same orbit, so by Theorem 1.1.4, M is ω-categorical. 
Proposition 1.1.6. The unique model M of cardinality κ of a countable κ-
categorical theory is saturated.
Proof. By the Lo¨wenheim-Skolem theorem and countability. 
Recall that a small substructure of a saturated model of cardinality κ is a sub-
structure of any cardinality λ < κ. In homogeneous models, partial elementary
maps extend to automorphisms. It is not hard to prove that saturated models are
homogeneous; as a consequence,
Proposition 1.1.7. In a saturated model M , two small substructures have the
same type if and only if they belong to the same orbit under Aut(M).
As a direct consequence of Theorem 1.1.4 and Proposition 1.1.7, we have:
Proposition 1.1.8. Let M be a countable ω-categorical structure and A a finite
subset of M . A subset X ⊂ M is definable over A if and only if X is a union of
orbits of the set of automorphisms of M fixing A pointwise.
Proposition 1.1.9. Let M be a countable ω-categorical structure over a relational
language L. Then M is homogeneous if and only if Th(M) eliminates quantifiers in
the language L.
Proof. If Th(M) eliminates quantifiers, homogeneity follows from saturation,
by Proposition 1.1.6.
Given an n-tuple a¯ in M , its isomorphism type in the language L can be expressed
by a quantifier-free formula. And in a homogeneous structure, the isomorphism type
of a¯ determines its orbit under the action of Aut(M), and therefore its complete type.
This is enough as we have shown that the quantifier-free type (i.e., the isomorphism
type of the substructure induced on the tuple) determines the complete type of the
tuple. 
Quantifier elimination is a matter of language; we can always force it on a struc-
ture by adding relation symbols to the language for each possible formula. If the
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structure we start with is ω-categorical, then we need only add finitely many pred-
icates for each natural number n, corresponding to the finitely many elements of
Sn(T ) or, equivalently, to the orbits of Aut(M).
Definition 1.1.10. An n-graph is a structure (M,R1, . . . , Rn) in which each Ri
is binary, irreflexive and symmetric; also, for all distinct x, y ∈M exactly one of the
Ri holds and n ≥ 2. We assume that all the relations in the language are realised
in a homogeneous n-graph.
For any relation P in the language of an n-graph M and any element a, P (a)
denotes the set {x ∈ M : P (a, x)}. We often refer to this as the P -neighbourhood
of a
Some more definitions:
Definition 1.1.11.
(1) A path of colour i and length n between x and y is a sequence of distinct
vertices x0, x1, . . . , xn such that x0 = x, xn = y and for 0 ≤ j ≤ n − 1 the
edge (xj , xj+1) is of colour i.
(2) Two vertices x, y in an edge-coloured graph (M,R1, . . . , Rn) areRi-connected
if there exists a path of colour i between them; a subset A of M is Ri-
connected if any a, a′ ∈ A are Ri-connected by a path in A. A maximal
Ri-connected subset of M is an Ri-connected component.
(3) The Ri-distance between two vertices x, y in an edge-coloured graph, de-
noted by di(x, y), is the length of a minimal Ri-path between x and y (∞
if no such path exists). The Ri-diameter of an Ri-connected graph A is
defined as the supremum of {di(x, y)|x, y ∈ A}.
(4) An n-graph is R-multipartite with k (k > 1 possibly infinite) parts if there
exists a (not necessarily definable) partition P1, . . . , Pk of its vertex set into
nonempty subsets such that if two vertices x, y are R-adjacent then they do
not belong to the same Pi. We will say that G is R-complete-multipartite
if G is R-multipartite with at least two parts and for all pairs a, b from
distinct classes, R(a, b) holds.
(5) For any relation R, n ∈ ω, and a, Rn(a) is the set of vertices at R-distance
n from a.
(6) A half-graph for colour R with m pairs in an n-coloured graph M is a set of
vertices {ai : i ∈ m} ∪ {bi : i ∈ m} ⊂M such that R(ai, bj) holds iff i < j.
In this document, we are concerned with homogeneous 3-graphs M (that is, 3-
graphs homogeneous in the language L = {R,S, T}) with simple theory. The present
work is a classification of a restricted class of homogeneous structures with simple
unstable theory (in fact, supersimple with finite SU-rank; more on this later), and
as such, extends Lachlan’s classification of stable homogeneous 3-graphs:
Theorem 1.1.12 (Lachlan 1986, [14]). Every stable homogeneous 3-graph is iso-
morphic to one of the following:
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(1) P∗∗
(2) Z
(3) Z ′
(4) Qi∗
(5) P i∗
(6) P i[Kim]
(7) Kim[Q
i]
(8) Qi[Kim]
(9) Kim[P
i]
(10) Kim ×Kjn
(11) Kim[K
j
n[Kkp ]]
where {i, j, k} = {R,S, T} and 1 ≤ m,n, p ≤ ω.
Items 1 to 5 are finite 3-graphs; for 6-11, if at least one of m,n, p is infinite, the
3-graph is infinite. We will not explain what Z, the asterisks, and primes mean,
since we are concerned only with infinite graphs. In the j, k-graph P i there are five
vertices, and both the j-edges and the k-edges form a pentagon. The j, k-graph Qi
is defined on 9 vertices; the j- and k-edges form a copy of K3 ×K3.
For 1 ≤ m,n ≤ ω, Kim ×Kjn is the 3-graph with vertex set m× n and relations
((a1, b1), (a2, b2)) ∈

i if a1 6= a2 ∧ b1 = b2
j if a1 = a2 ∧ b1 6= b2
k if a1 6= a2 ∧ b1 6= b2
where we again assume {i, j, k} = {R,S, T}.
And if G, H are 3-graphs, then G[H] is the 3-graph with vertex set V (G)×V (H)
and in which the 3-graph induced on {(a, v) : v ∈ V (H)} is isomorphic to H for
each a ∈ V (G), and for any function f : V (G) → V (H), the 3-graph induced on
{(a, f(a)) : a ∈ V (G)} is isomorphic to G. More formally, P ((a, b), (c, d)) holds in
G[H] if a = c and H |= P (b, d), or if G |= P (a, c), where P ∈ {R,S, T}.
We often divide binary relations in two groups: forking and nonforking. We
mean:
Definition 1.1.13. Let L = {R1, . . . , Rn} be a binary relational language. We
say that Ri is a forking relation if R(a, b) implies that tp(a/b) forks over ∅. Other-
wise, Ri is nonforking.
Recall that given A ⊂ B and p ∈ S(B), a Morley sequence over A is an A-
indiscernible sequence (a¯i : i ∈ I) that satisfies a¯i^
A
| (a¯j : j < i) and tp(a¯i/Ba0 . . . ai−1)
does not fork over A for all i ∈ I.
In many of our arguments, we make implicit use of the following theorem, espe-
cially the last statement, to justify the non-existence of an infinite clique of some
particular colour in a neighbourhood of a vertex:
Theorem 1.1.14. Let T be a first-order theory. The following are equivalent:
(1) T is simple.
(2) Forking (dividing) satisfies symmetry.
(3) A formula ϕ(x¯, a¯) does not divide over A if and only if for some Morley
sequence I in tp(a¯/A) the set {ϕ(x¯, c¯) : c ∈ I} is consistent.
The central theorem of simplicity is:
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Theorem 1.1.15. If B^
A
| C, tp(b¯/AB) and tp(c¯/AC) do not fork over A, and
Lstp(b¯/A) = Lstp(c¯/A), then there is a¯ |= Lstp(b¯/A) ∪ tp(b¯/AB) ∪ tp(c¯/AC), with
a¯^
A
| BC.
In the primitive case, our method of classification relies on the following state-
ment, related to the stable forking conjecture (see [1]): for a predicate P in the
language of a homogeneous simple primitive 3-graph, if the formula P (x, a) divides,
then P is a stable predicate. We will prove that this statement in Chapter 4.
The following theorem was recently proved by Vera Koponen in [12]:
Theorem 1.1.16. Suppose that M is a countable, binary, homogeneous and sim-
ple structure. Let T be the complete theory of M . Then T is supersimple with finite
SU-rank which is at most |S2(T )|.
Definition 1.1.17. The SU-rank is the least function from the collection of all
types over parameters in the monster model to On∪{∞} satisfying for each ordinal
α that SU(p) ≥ α+ 1 if there is a forking extension q of p with SU(q) ≥ α .
The SU-rank is invariant under definable bijections. Additionally, if q is a non-
forking extension of p, then SU(q) = SU(p). A theory T is supersimple if and only if
SU(p) <∞ for all real types p. In the following theorem, we denote the Hessenberg
sum of ordinals by ⊕.
Theorem 1.1.18 (Lascar inequalities). The SU-rank satisfies the following in-
equalities:
(1) SU(a/bA) + SU(b/A) ≤ SU(ab/A) ≤ SU(a/bA)⊕ SU(b/A).
(2) Suppose SU(a/Ab) < ∞ and SU(a/A) ≥ SU(a/Ab) ⊕ α. Then SU(b/A) ≥
SU(b/Aa) + α.
(3) Suppose SU(a/Ab) <∞ and SU(a/A) ≥ SU(a/Ab)+ωαn. Then SU(b/A) ≥
SU(b/Aa) + ωαn.
(4) If a^
A
| b, then SU(ab/A) = SU(a/A)⊕ SU(b/A).
Chapter 2 is a collection of easy results that will be used again and again in the
rest of the classification. In Chapter 3, we will focus on simple unstable homoge-
neous 3-graphs in which the reflexive closure of the relation R defines an equivalence
relation with finite classes. From this it follows in particular that S and T do not
define equivalence relations, as in that case M would be a stable graph. We show
there that there is only one such structure such that all the predicates are realised
in the union of two classes, and classify the rest of them.
We prove in Chapter 6 that primitive homogeneous simple 3-graphs have SU-
rank 1, which enables us to prove that the only such graph is the analogue in three
predicates of the Random Graph. After that, we use the results in Chapter 2 to
elucidate the structure of imprimitive homogeneous 3-graphs with infinite classes.
CHAPTER 2
General results on binary supersimple structures
We collect in this chapter a number of results that will be used later. We start
with an easy but extremely useful proposition saying that all the theories we are
interested in are low. The relevance of this is that in arguments using the Indepen-
dence Theorem, lowness allows us to perform the amalgamation of the nonforking
extensions tp(b/AB) and tp(c/AC) if stp(b/A) = stp(c/A). This condition is gener-
ally easier to verify than the standard Lstp(b/A) = Lstp(c/A), and in many of the
cases that we will encounter, satisfied automatically.
Recall that a simple theory is low if for every formula ϕ(x¯, a¯) there exists a
natural number nϕ such that given any indiscernible sequence (a¯i : i ∈ ω), if the set
{ϕ(x¯, a¯i) : i ∈ ω} is inconsistent, then it is nϕ-inconsistent.
Notation 2.0.1. In the rest of this work, we often say that a relation P defines
an equivalence relation. Since each predicate is interpreted as an irreflexive relation,
this is not strictly true. What we mean is that the reflexive closure of P defines an
equivalence relation, or, equivalently, that every triangle with two sides of type P is
a KP3 .
Proposition 2.0.2. Let T be an ω-categorical simple theory eliminating quanti-
fiers in a finite relational language. Then T is low.
Proof. Let ϕ(x, a) be a formula in L. Denote by m the highest arity for a
relation in L, and let `(a) be the length of the tuple a. Given any indiscernible
sequence (ai : i ∈ ω), the first m tuples of the sequence determine the type over ∅
of ai0 ...aik for any i0 < . . . < ik and any k < ω.
By the Ryll-Nardzewski Theorem, there are ony finitely many types of (`(a)×m)-
tuples, so there are only finitely many kinds of indiscernible sequences over ∅. We
claim that, given an A-indiscernible sequence (di : i ∈ ω), the set D = {ϕ(x, di) : i ∈
ω} is consistent if and only if for any ∅-indiscernible sequence (ci : i ∈ ω) such that
tp(d0 . . . dm−1) = tp(c0 . . . cm−1), the set C = {ϕ(x, ci) : i ∈ ω} is consistent. If D is
consistent, then viewing (di : i ∈ ω) as indiscernible over ∅ shows one direction.
For the other direction, suppose that C is consistent but D is k-inconsistent for
some k ∈ ω. Let u satisfy C. In particular, u satisfies ϕ(x, c0) ∧ . . . ∧ ϕ(x, ck−1).
Using homogeneity, there is an automorphism σ of M taking c0...ck−1 to d0...dk−1,
so σ(u) contradicts the k-inconsistency of D.
Let Φj(x) = {ϕ(x¯, i) : i ∈ Ij}. If Φj(x) is inconsistent, then by indiscernibility it
is nj-inconsistent for some minimal nj ∈ ω. If we define nϕ := maxj∈{1,...,k} nj , then
it is clear that for any indiscernible sequence I of `(a¯)-tuples, if {ϕ(x, i) : i ∈ I} is
inconsistent, then it is nϕ-inconsistent. 
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The next theorem appears as Theorem 6.4.6 in Wagner’s book [21].
Theorem 2.0.3. Let T be a low theory. Then Lascar strong type is the same as
strong type, over any set A.
The immediate corollary is:
Corollary 2.0.4. Let T be an ω-categorical simple theory eliminating quantifiers
in a finite relational language. Then the Lascar strong type of any tuple is the same
as its strong type, over any set A. 
Recall that an equivalence relation with finitely many classes is referred to as a
finite equivalence relation. The classes of an A-definable finite equivalence relation
correspond to strong types over A in a saturated model.
Proposition 2.0.5. If M is a binary homogeneous simple structure in which
there are no ∅-definable finite equivalence relations on M , then for each n ∈ ω
greater than 1, whenever a1, . . . , an are pairwise independent elements of M , we
have for each 1 ≤ i ≤ n that ai |^ a1, . . . , ai−1, ai+1, . . . , an.
Proof. We proceed by induction on n. The proposition is trivial for n = 2;
suppose that it holds for all n ≤ n0 and a1, . . . , an0+1 are pairwise independent
but such that tp(a1/a2, . . . , an0+1) divides over ∅. By the induction hypothesis,
a1 |^ a2, . . . , an0 and a1 |^ an0+1, so those two types are nonforking extensions of
tp(a1). We also have an0+1 |^ a2, . . . , an0 by induction. Let b |= tp(a1/an0+1) and
b′ |= tp(a1/a2, . . . , an0); this also ensures that stp(b) = stp(b′), and because Th(M)
is low by Proposition 2.0.2, they are of the same Lascar strong type. Therefore,
Lstp(b/∅) = Lstp(b′/∅). By the Independence Theorem, Lstp(b) ∪ tp(a1/an0+1) ∪
tp(a1/a2, . . . , an0) is a consistent set of formulas and is realised by some a
′ |^ a2, . . . , an0+1.
But in this case, because the language is binary,
tp(a1/a2, . . . , an0+1) = tp(a
′/a2, . . . , an0+1),
a contradiction. 
By Proposition 2.0.2, we can carry out the argument in Proposition 2.0.5 over
any set of parameters, as in any low theory a ≡stpA b if and only if a ≡LstpA b.
Reformulating 2.0.5 for sequences:
Observation 2.0.6. In a binary homogeneous primitive simple structure, if (ai :
i ∈ ω) is an ∅-indiscernible sequence of singletons such that a0 |^ a1, then (ai : i ∈ ω)
is a Morley sequence over ∅. 
Proposition 2.0.7. In a supersimple unstable primitive rank 1 homogeneous n-
graph (M ;R1, . . . , Rn), n > 1, each of the Ri is unstable.
Proof. In SU-rank 1 structures, forking is algebraic, so tp(a/b) forks iff over ∅
iff a ∈ acl(b)\acl(∅). Therefore, each relation is non-algebraic, by primitivity, and so
each relation is nonforking. Using the Independence Theorem to amalgamate partial
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structures over the empty set (cf. Propositions 2.0.5, 2.0.10), we can embed infinite
half-graphs for each of the Ri into M , witnessing instability. See also Theorem
5.0.3. 
Remark 2.0.8. The argument in Proposition 2.0.5 can be carried out in finitely
homogeneous binary simple structures even over sets of parameters as long as we
guarantee that the realisations of the types we wish to amalgamate have the same
strong type over the set of parameters, by Proposition 2.0.2.
Definition 2.0.9. Let L be a finite relational language in which each relation
is binary. We will say that a family B of finite L-structures is the age of a random
L-structure if B is an amalgamation class and all the minimal forbidden structures
of B are of size at most 2.
Proposition 2.0.10. Let M be a binary homogeneous simple structure in which
there are no ∅-definable finite equivalence relations on M . Suppose that all the
relations in L = {R1, . . . , Rm} are realised in M , and R1, . . . , Rk are the only forking
relations. Then the subfamily of Age(M) consisting of all finite {R1, . . . , Rk}-free
substructures of M is the age of a random L \ {R1, . . . , Rk}-structure.
Proof. We aim to show that any finite structure not realising any of R1, . . . , Rk
embeds in M . All the {R1, . . . , Rk}-free structures of size 2 are realised in M because
the Ri isolate 2-types. Consider an {R1, . . . , Rk}-free structure B on n + 1 points.
We wish to show that this structure can be embedded into M , or, equivalently, that
its isomorphism type belongs to Age(M).
Let A = {a1, . . . , an} realise the substructure of B on the first n points, embedded
in M , so a1 |^ a2, . . . , an. By the induction hypothesis, the type p1 of an+1 in B
over a1, and p2, the type of an+1 over a2, . . . , an are nonforking extensions of the
unique strong type over the empty set, which by lowness (Proposition 2.0.2) is Lascar
strong, and therefore by the Independence Theorem there is a single element b of M
simultaneously satisfying both types, so using that B is a binary structure, we get
tp(b/a1)∪tp(b/a2, . . . , an) ` tp(b/a1, . . . , an), and conclude that B can be embedded
into M . 
By the same argument:
Observation 2.0.11. Let M be a homogeneous 3-graph of SU-rank 2 with no de-
finable finite equivalence relations on M , and suppose S, T are nonforking relations.
Then all finite S, T structures can be embedded into the SU-rank 2 homogeneous
3-graphs S(a) and T (a) for any vertex a.
Proof. This is a direct consequence of Proposition 2.0.10. 
The following observation is folklore, but we include a proof for completeness.
Observation 2.0.12. In a primitive ω-categorical structure, acl(a) = {a}.
Proof. The relation x ∼ y that holds if acl(x) = acl(y) is an equivalence
relation. It is clearly reflexive and transitive, and it is symmetric because if y ∈
acl(x), then acl(y) ⊆ acl(x) and |acl(y)| = |acl(x)|, so the algebraic closures of x
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and y are equal as, by ω-categoricity, they are finite sets. Hence ∼ is a symmetric
relation, and clearly invariant. By primitivity, the ∼-classes are finite, and this
relation is trivial. 
Given a natural number m and an irreflexive symmetric relation R, we denote
the structure on m vertices v0, . . . , vm−1 in which for all distinct vi, vj the formula
R(vi, vj) holds by K
R
m. In the following observation, a minimal finite equivalence
relation is a proper finite equivalence relation with minimal number of classes.
Proposition 2.0.13. If (M ;R0, . . . , Rk) is a simple homogeneous transitive k+1-
graph in which R0 is a minimal finite equivalence relation with m classes, and R1 is
a nonforking relation realised across any two R0-classes, then the action of Aut(M)
induced on M/R0 is k + 1-transitive.
Proof. It suffices to show that M embeds KR1k+1. First note that we can embed
the triangle R1R1R1 across any three R0-classes. To see this, consider a, b with
R1(a, b). By transitivity, a and b are of the same type over the empty set. The
relation R1 is realised between any two classes; consider a
′, b′ in the same R0-class
such that R1(a, a
′) and R1(b, b′). Then a′ and b′ have the same (Lascar) strong type
over ∅ and tp(a′/a), tp(b′/b) are nonforking extensions of the unique 1-type over
the empty set; we can apply the Independence Theorem to find an element c in the
same R0 class such that abc is a K
R1
3 .
The result follows by iterating the same argument, amalgamating nonforking (R1)
extensions of smaller complete graphs over the empty set. We can only iterate as
many times as the number of R0-classes. 
Proposition 2.0.14. Let M be a simple homogeneous transitive 3-graph in which
R defines an equivalence relation, and assume that the induced action of Aut(M) on
M/R is transitive, but not 2-transitive, so for any pair of distinct R-classes C,C ′
only one of S, T is realised across C,C ′. Then the S, T -graph induced on a set X
containing exactly one element from each R-class is homogeneous.
Proof. Consider the graph defined on M/R with predicates Sˆ, Tˆ which hold
of two distinct classes a/R, b/R if for some/any α ∈ a/R, β ∈ b/R we have S(α, β)
(respectively, T (α, β)). This graph is clearly isomorphic to the graph induced on X.
Claim 2.0.15. The graph interpreted in M/R as described in the preceding para-
graph is homogeneous in the language {Sˆ, Tˆ}.
Proof. Let pi denote the quotient map M → M/R. Given two isomorphic
finite substructures A,A′ of M/R, then any transversals to pi−1(A) and pi−1(A′)
are isomorphic, so by the homogeneity of M there exists an automorphism σ taking
pi−1(A) to pi−1(A′). The map piσpi−1 is an automorphism of M/R taking A to A′. 
And the result follows. 
The argument from Claim 2 will appear again in the future.
Observation 2.0.16. In any homogeneous transitive n-graph (M,R1, . . . , Rn),
if Ri(a) is an Ri-complete graph, then for any b ∈ Ri(a) we have {a} ∪ Ri(a) =
{b} ∪Ri(b).
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Proof. If c ∈ Ri(b)\Ri(a), then both a and c are in Ri(b), which is Ri-complete
by transitivity, and therefore Ri(a, c) holds, contradiction. 
Observation 2.0.17. If (M,R1, . . . , Rn), where n > 1, is a primitive homoge-
neous n-graph, then for all i with 1 ≤ i ≤ n, the structure Ri(a) is not Ri-complete.
Proof. Suppose not. Then, using Observation 2.0.16 and homogeneity, there is
i with 1 ≤ i ≤ n such that for all a, b with Ri(a, b) we have {a}∪Ri(a) = {b}∪Ri(b).
Hence, {a}∪Ri(a) is an Ri-connected component. This contradicts primitivity, since
|Ri(a)| > 0 and as n > 1, {a} ∪Ri(a) 6= M . 
Definition 2.0.18. An n-graph is R-multipartite with k (k > 1, possibly infinite)
parts if there exists a (not necessarily definable) partition P1, . . . , Pk of its vertex
set into nonempty subsets such that if two vertices x, y are R-adjacent then they
do not belong to the same Pi. We will say that G is R-complete-multipartite if G
is R-multipartite with at least two parts and for all pairs a, b from distinct classes,
R(a, b) holds.
Proposition 2.0.19. Let (M ;R1, . . . , Rn) be an Ri-connected transitive homo-
geneous n-graph. If for some a ∈M the set Ri(a) is Ri-complete-multipartite, then
M is Ri-complete-multipartite (and in particular is not primitive).
Proof. For simplicity, we will write R and not Ri. Note first that the partition
of R(a) is invariant over a, defined by R(a, x)∧R(a, y)∧¬R(x, y) =: Ea(x, y). Take
any b ∈ R(a). By homogeneity, R(b) consists of a/Eb together with R(a) \ (b/Ea).
We claim that this is all there is in M . First note that there are no more classes in
R(b) \R(a): if we had c ∈ R(b) \R(a) not Eb-equivalent to a, then by homogeneity
we would have R(a, c), contradicting c /∈ R(a). Therefore, a/Eb ∪ R(a) is an R-
connected component of M ; by connectedness, it is all of M , DiamR(M) = 2, and
¬R(x, y) is an equivalence relation. 
Observation 2.0.20. If (M,R1, . . . , Rn) is an ω-categorical n-graph, then each
connected component of (M,Ri) has finite diameter.
Proof. Each of the Ri-distances is preserved by automorphisms. If one of the
connected components of (M,Ri) has infinite diameter, then there are infinitely
many 2-types, contradicting ω-categoricity. 
As a consequence of this observation, in ω-categorical edge-coloured graphs the
relation Ei(x, y) which holds if there is a path of colour i between x and y is definable.
Also, in primitive n-coloured graphs, each (M,Ri) is connected, since the equivalence
relation x ∼Ri y that holds if x and y are Ri-connected is invariant under Aut(M).
Observation 2.0.21. If (M,R1, . . . , Rn) is a homogeneous n-graph, then the di-
ameter of each connected component of (M,Ri) is at most n.
Proof. Suppose there are a, b ∈ M at Ri-distance n + 1, so there are distinct
a = x0, x1, . . . , xn+1 = b such that Ri(xj , xj+1) for 0 ≤ j ≤ n and Ri does not hold
in any other pair from {x0, . . . , xn+1}. Then the n pairs (a, xj) (2 ≤ j ≤ n + 1)
are coloured in n − 1 colours, so at least two of them have the same colour. Using
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homogeneity, there is an automorphism of M taking the pair with the smaller index
in the second coordinate to the other pair, and therefore we can find a shorter path
from a to b. 
CHAPTER 3
The Imprimitive Case: Finite Classes
In this chapter we classify the homogeneous simple unstable 3-graphs with an
invariant equivalence relation. We will assume for definiteness that the equivalence
relation is the reflexive closure of the predicate R. Note that this is not a limitation
in any sense, since by Ryll-Nardzewski’s Theorem in our context an invariant equiv-
alence relation is defined by a disjunction of atomic formulas: given that we want
the classes to be finite, this means that a disjunction of two atomic formulas cannot
be an equivalence relation if M is to be unstable.
3.1. Imprimitive Structures with Finite Classes
Let us describe the construction of an imprimitive homogeneous 3-graph with
classes of size 2. Start by enumerating the random graph as {wi : i ∈ ω}, and define
a 3-graph C(Γ) on countably many vertices {vi : i ∈ ω} where R holds for pairs of
vertices of the form v2nv2n+1,
S(vi, vj) if

i 6= j, i = 2m, j = 2n,E(wm, wn)
i 6= j, i = 2m+ 1, j = 2n+ 1, E(wm, wn)
i 6= j, i = 2m, j = 2n+ 1,¬E(wm, wn)
i 6= j, i = 2m+ 1, j = 2n,¬E(wm, wn)
and all other pairs of distinct vertices satisfy T (E denotes the edge relation in the
random graph). This structure is a finite cover in the sense of Evans (see [7], [8])
of a reduct of the random graph. Its theory is supersimple of rank 1, as it can be
interpreted in Γ× {0, 1}
Our main result in this chapter is:
Theorem. Up to isomorphism, the only imprimitive simple unstable homoge-
neous 3-graph with finite classes such that all relations are realised in the union of
two R-classes is C(Γ).
3.1.1. The proof. Let M be a homogeneous structure with an invariant equiv-
alence relation E, and denote by M/E the set of equivalence classes modulo E
in M . Then there is a homomorphism f : Aut(M) → Sym(M/E), given by
f(σ)(paq) = pσ(a)q, so that Aut(M) acts on M/E. We refer to this action as
the induced action of Aut(M) on M/E. The orbit of a tuple of classes under this
action is determined by the isomorphism type of the union of those classes in M .
Recall that a permutation group G on Ω is k-transitive if it acts transitively on
the set of k-tuples of distinct elements of Ω.
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Observation 3.1.1. Let M be a homogeneous structure with an invariant equiv-
alence relation E, and suppose that there is a symmetric binary predicate S such
that whenever A,B are distinct E-classes, there exist a ∈ A, b ∈ B such that S(a, b)
holds. Then the induced action of Aut(M) on M/E is 2-transitive.
Proof. Let (A,B) and (A′, B′) be pairs of distinct E-classes. We wish to prove
that there exists σ ∈ Aut(M) such that the image under σ of A (respectively, B)
is A′ (B′). By hypothesis, there exists a ∈ A, b ∈ B and a′ ∈ A, b′ ∈ B such that
S(a, b), S(a′, b′) holds, so that the function a 7→ a′, b 7→ b′ is a local isomorphism
in M . By homogeneity, this function is induced by some σ ∈ Aut(M), and by
invariance of E, A is mapped to A′ and B to B′. 
Remark 3.1.2. The conclusion of Observation 3.1.1 can be strengthened to k-
transitivity in the case of a transversal symmetric k-ary predicate. Note that if M is
a homogeneous n-graph in which the reflexive closure of R is an equivalence relation
and S is realised in the union of any two distinct R-classes, then all other relations in
the language are also realised in the union of any two classes (otherwise, our global
assumption that all relations are realised in M is contradicted).
Remark 3.1.3. If all the definable binary relations in M are symmetric, then
the converse to Observation 3.1.1 is also true (as is the conclusion that all binary
relations are realised in the union of any two distinct classes).
Observation 3.1.4. Let M be an imprimitive homogeneous 3-graph with R-
classes of size n < ω, and suppose that Aut(M) acts 2-transitively on M/R. Let
A,B be distinct R-classes in M and a ∈ A. Then 1 ≤ |S(a) ∩B| < n.
Proof. Let r denote |S(a) ∩ B|. Suppose for a contradiction that r = n. By
homogeneity and symmetry of S, for all b ∈ B there is an automorphism of M taking
b 7→ a and a 7→ b. This automorphism takes B to A by invariance and S(a) ∩ B
to S(b) ∩ A, so that T is not realised in A ∪ B, contradicting the hypothesis of
2-transitivity of the induced action of Aut(M) on M/R by Remark 3.1.3. 
Observation 3.1.5. Let M be an imprimitive homogeneous 3-graph with R-
classes of size n < ω, and suppose that Aut(M) acts 2-transitively on M/R. Let
A,B be distinct R-classes in M . Then Aut(M){B}∩Aut(M){A} acts transitively on
B and on A.
Proof. Take any b, b′ ∈ B. By Observation 3.1.4, S(b) ∩ A 6= ∅ and S(b′) ∩
A 6= ∅, so we can find a1, a2 ∈ A such that S(b, a1) and S(b′, a2) hold, so that
b 7→ b′, a1 7→ a2 is a local isomorphism. The conclusion follows by homogeneity and
invariance of R. 
It follows from Observation 3.1.5 and our general setting that whenever B,C and
B′, C ′ are pairs of distinct R-classes, then the structure induced by M on B ∪ C is
isomorphic to that on B′ ∪ C ′, and that for any vertices b, c and classes K,K ′ not
including b, c, |S(b) ∩K| = |S(b′) ∩K ′|.
Observation 3.1.6. Let M be an imprimitive homogeneous 3-graph with R-
classes of size n < ω, and suppose that Aut(M) acts 2-transitively on M/R and S is
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not an equivalence relation. Let A,B be distinct R-classes in M and r := |S(a)∩B|
for any a ∈ A. If r = 1, then n = 2.
Proof. Since S is not an equivalence relation, there exist pairwise inequivalent
b, c, d ∈M such that S(b, c) ∧ S(c, d) ∧ T (b, d).
Let B,C,D denote the classes of b, c, d. By 2-transitivity on M/R, there exists
d′ 6= d in D such that S(b, d′). By the same reason, there exists c′ 6= c in C such
that S(d′, c′) holds.
If n > 2, then for any c′′ ∈ C, c′′ 6= c, c′ we have qftp(c′/bcd) = qftp(c′′/bcd) be-
cause r = 1 implies that both will satisfy T (b, x)∧T (d, x)∧R(c, x), but tp(c′/bcd) 6=
tp(c′′/bcd), since c′ satisfies the formula ϕ(y) = ∃x(R(d, x) ∧ S(b, x) ∧ R(x, y)), but
c′′ does not, contradicting homogeneity. In the following diagram, the heavy lines
represent R-cliques, solid lines are S-edges, and dotted lines are T -edges.
B C D
b c d
d′
c′′
c′

As we stated before, we are interested only in simple unstable 3-graphs, because
the stable ones have already been classified. A first question is which of the binary
relations divide over the empty set, i.e., for which P ∈ {R,S, T} do we have that the
formula P (x, a) divides. Clearly, since we are interested in structures M in which R
defines an equivalence relation with infinitely many classes, we have that R divides.
Moreover, since there are Morley sequences in any type in a simple theory, we get
that at least one of S, T is nonforking. Let us assume without loss of generality that
S is nonforking.
Proposition 3.1.7. Let M be an imprimitive simple unstable 3-graph in which R
defines an equivalence relation with finite classes, and assume that S is nonforking.
Then T is nonforking.
Proof. Suppose for a contradiction that T (x, a) divides. Then for any Morley
sequence (ci)i∈ω we have that {T (x, ci) : i ∈ ω} is inconsistent. From the fact that R
is algebraic and T divides we can derive that any Morley sequence of vertices must
be an infinite S-clique. Therefore, the T -neighbourhood of any vertex contains no
infinite S-cliques.
Since S and T are unstable, there exists an infinite half-graph: we have an infinite
collection of vertices ai, bi such that S(ai, bj) holds iff i ≤ j. From this half-graph we
can extract using Ramsey’s theorem an “indiscernible” half-graph, i.e., a half-graph
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which, considered as a sequence of pairs aibi(i ∈ ω) is indiscernible over ∅. We
will abuse notation and name the elements of this indiscernible half-graph ai and
bi (i ∈ ω). It follows from the algebraicity of R and the argument in the preceding
paragraph that the ai and the bi form infinite T -cliques. By homogeneity, the T -
neighbourhood of any vertex contains a copy of this indiscernible half-graph and is
therefore, considered as a separete structure, an unstable 3-graph.
If |T (a)∩B| = 1 for any R-class B not containing a, then T (a) is R-free. By our
argument, T (a) is a simple unstable homogeneous S, T -graph, so by the Lachlan-
Woodrow theorem T (a) is isomorphic to the Random Graph. This contradicts our
hypothesis, since the Random Graph contains infinite cliques and infinite indepen-
dent sets.
Suppose then that |T (a) ∩ B| > 1. Then R defines an equivalence relation with
finite classes in T (a), which is unstable and embeds no infinite S-cliques. We could
have two orbits of pairs of R-classes in T (a), so that only one of S and T is realised
in any union of two R-classes. In this case, consider the (definable) structure T (a)/R
with the (definable) relations Tˆ and Sˆ that hold between two elements x, y of T (a)/R
if the pair of classes in T (a) that x, y represent realise only the corresonding relation.
Then T (a)/R is a simple unstable graph, isomorphic to the Random graph by the
Lachlan-Woodrow theorem, and therefore T (a) embeds infinite S-cliques. We have
reached a contradiction again.
The last case is when both S and T are realised in the union of any two R-classes
in T (a). Then T (a) is a homogeneous simple unstable 3-graph and Aut(M)a acts
2-transitively on the set of R-classes induced in T (a). Notice that in T (a) as a
separate structure S is still nonforking, since the indiscernible half-graph shows that
the elements of T (a) are S-related to an infinite T -clique within T (a). So T (a) still
satisfies the hypotheses of the proposition, and we can iterate the argument (take
intersections T (a1)∩T (a2)∩ . . .∩T (an) where ai+1 ∈ T (ai)) until we reach a simple
unstable R-free graph, and therefore a contradiction as in the other cases. 
Remark 3.1.8. Note that a union U = A ∪ B of two R-classes is homogeneous
in a restricted sense: suppose that C,D are isomorphic subsets of U . If their union
includes an S- or a T -edge, then the extension of the isomorphism to an automor-
phism of M will fix U setwise and so its restriction to U will be an automorphism
of U . But there is no guarantee that if each of C,D are R-cliques of the same size,
both contained in the same class A, there will be and extension of the isomorphism
fixing B setwise as well.
Observation 3.1.9. Let M be a simple unstable homogeneous 3-graph in which
R defines an equivalence relation with finite classes. Then R is the only invariant
equivalence relation on M . In particular, there are no invariant proper equivalence
relations with finitely many classes in M .
Proof. Since M is unstable and R is stable and forking, we have by Proposition
3.1.7 that S and T are nonforking unstable relations. In particular, S and T do not
define equivalence relations. Since R is realised and an equivalence relation, S ∨ T ,
R ∨ S and R ∨ T do not define equivalence relations either. The result follows by
quantifier elimination. 
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Let (I,<) be a linearly ordered set. The sequence (ai : i ∈ I) is A-independent if
for every i ∈ I, ai^
A
| a<i. Recall two lemmata from simplicity theory (5.14 and 5.20
(4) in [3]):
Lemma 3.1.10. Let (ai : i ∈ I) be A-independent. If J,K are subsets of I such
that J < K (that is, j < k for any j ∈ J, k ∈ K), then tp((ai : i ∈ K)/A(ai : i ∈ J))
does not divide over A.
Lemma 3.1.11. If T is simple, then A^
B
| C ⇔ A^
B
| acl(C) ⇔ acl(A)^
B
| C ⇔
A ^
acl(B)
| C
Observation 3.1.12. Let M be a simple unstable homogeneous 3-graph in which
R defines an equivalence relation with finite classes. Then any R-free set is ∅-
independent.
Proof. We can use the fact that S, T are nonforking relations (Proposition
3.1.7) and the Independence Theorem to construct any R-free structure, one vertex
at a time. At each step, we obtain a vertex that is independent from all the previous
vertices. 
Observation 3.1.13. If X,Y are unions of R-classes and X ∩ Y = ∅, then
X |^ Y .
Proof. A transversal to the set XY is independent by Observation 3.1.12. We
can order it in such a way that the elements (ci : i ∈ I) from a transversal to X
appear before the elements (cj : j ∈ J) of a transversal to Y . By Lemma 3.1.10,
tp((ci : i ∈ I)/(cj : j ∈ J)) does not fork over∅, and so by Lemma 3.1.11X |^ Y . 
Remark 3.1.14. By monotonicity, if K ⊂ A, K ′ ⊂ B, and A,B are distinct
R-classes we get K |^ K ′. We will make use of this fact in the next proposition.
Observation 3.1.15. Let M be a homogeneous 3-graph in which R defines an
equivalence relation with finite classes and S is not an equivalence relation, and such
that Aut(M) acts 2-transitively on M/R. If for distinct R-classes A,B there exists
a nontrivial partition A = A1 ∪ . . .∪Am, B = B1 ∪ . . .∪Bm such that the structure
induced on Ai ∪ Bi is a KSr for some r, and there are no other S-edges in A ∪ B,
then m = 2.
Proof. The partition would in this case be definable over a ∈ A, b ∈ B as an
equivalence relation ∼. Consider a ∈ A and three elements b, b′, b′′ ∈ B such that
b ∼ b′ and b 6∼ b′′. Then abb′ and abb′′ form triangles TTR with a common vertex a
and are therefore isomorphic, but there is no way to extend this isomorphism to the
two classes since for b, b′ there exists a′ ∈ A such that S(a′, b) ∧ S(a′, b′), but this
formula is not satisfied by b, b′′. 
Lemma 3.1.16. Let M be an imprimitive simple unstable homogeneous 3-graph
with R-classes of size n < ω, and suppose that Aut(M) acts 2-transitively on M/R.
Let A,B be distinct R-classes in M and r := |S(b)∩C| for any b ∈ B. Then n = 2r.
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Proof. Let us denote S(a) ∩ B by Ba. Each a ∈ A picks out (via Ba) one of
the
(
n
r
)
subsets of B of size r. By Observation 3.1.5, each element of B is in the
S-neighbourhood of some element from A, so we have
B =
⋃
a∈A
(S(a) ∩B)
We can assume by Observation 3.1.6 that n > 2. Suppose for a contradiction that
2r < n. Then we have for all distinct a, a′ ∈ A, T (a) ∩ T (a′) ∩B 6= ∅. From this it
follows that for all a 6= a′ ∈ A the formula Ba ∩Ba′ 6= ∅ holds; to see this, suppose
that we had distinct a, a′, a′′ ∈ A such that Ba ∩ Ba′ ∩ B = ∅, Ba ∩ Ba′′ 6= ∅. We
can find b, b′ ∈ B such that T (b, a) ∧ T (b, a′′) and T (b′, a) ∧ T (b′, a′) hold, so by
homogeneity we can move baa′′ to b′aa′ (see diagram below).
a
a′
a′′
Ba′
Ba
Ba′′
b
baa′′ ∼= b′aa′
b′
But any automorphism doing that should take Ba ∩ Ba′′ to Ba ∩ Ba′ , which is
impossible since one of these is empty and the other is not. Furthermore, the number
r2 = |S(a) ∩ S(a′) ∩B| is constant for all distinct a and a′ in A.
We have two possible cases: either there exist some a, a′ with Ba = Ba′ , or for
all a 6= a′ we have Ba 6= Ba′ .
Case 1. If for some a, a′ we have Ba = B′a, define a relation ∼ on A by a ∼ a′ if
Ba = B
′
a. Note that for each ∼-class k, the set k′ =
⋂
κ∈k S(κ)∩B is an equivalence
class of the corresponding equivalence relation defined in B with respect to A. Also,
the structure induced on k ∪ k′ is KSr,r. Since 2r < n, the equivalence relations have
each at least three classes, each with at least two elements by Observation 3.1.6. This
cannot happen by Observation 3.1.15.
Case 2. Suppose then that for all a 6= a′ we have Ba 6= Ba′. Take x, x′ ∈ B
and let C be an R-class, Cx = S(x) ∩ C, Cx′ = S(x′) ∩ C. Choose X ⊂ C of size
r such that X ∩ Cx′ 6= ∅ and X ∩ Cx = ∅. Such an X exists because there are
more than r elements in C \ Cx, by our assumption 2r < n. By homogeneity, there
exists a δ such that Cδ = X. Now choose Y ⊂ B of size r containing x, x′ (we can
find Y because as a consequence of Observation 3.1.6, r ≥ 2); by the same argument
there is a β such that Bβ = Y . By Remark 3.1.14, X |^ Y , and also tp(β/Y )
and tp(δ/X) are nonforking over ∅. Furthermore, β and δ have the same Lascar
strong type over ∅ by Observation 3.1.9, so by the Independence Theorem there is
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a ∈M which is S-related to x, x′ and to c, so we have S(a, x)∧T (x, c)∧S(a, c) and
S(a, x′) ∧ T (x′, c) ∧ S(a, c).
x
x′
B C
Cx
Cx′
X
β
δ
Y
IT
b
c
By homogeneity, there is an automorphism σ of M fixing ac taking x to x′, but
then σ takes S(x) ∩ S(b) ∩ C = Cx ∩X 6= ∅ to S(x′) ∩ S(b) ∩ C = Cx′ ∩X = ∅, a
contradiction.
If 2r > n, then we can carry out the same argument using T -neighbourhoods
instead of S-neighbourhoods. 
The argument in the preceding proposition actually proves something stronger:
Corollary 3.1.17. Let M be an imprimitive simple unstable homogeneous 3-
graph with R-classes of size n < ω, and suppose that Aut(M) acts 2-transitively
on M/R. Let A = a/R,B = b/R be distinct R-classes in M . Then there exists a
partition A = A1∪A2, B = B1∪B2 such that the structure induced by M on Ai∪Bi
is KSr,r and there are no more S-edges in A ∪B.
Proof. Suppose that there exist c, c′ ∈ A such that Bc = B′c. Then we can
define an equivalence relation ∼B on A by the formula
ϕ(u, v; a, b) : (R¯(a, u) ∧ R¯(a, v))→ ∀x(R¯(x, b)→ (S(x, u)↔ S(x, v)))
Where R¯ is the reflexive closure of R. Therefore, we have that for all c, c′ ∈ A
either Bc ∩ Bc′ = ∅ or Bc = Bc′ , so that a set of representatives for ∼B classes in
A induces a partition of B into sets of size r. By symmetry of S and homogeneity,
the ∼B-classes are also of size r, and by the definition of ∼B the structure induced
on c/ ∼B ∪Bc is KSr,r. The argument from Case 1 Lemma 3.1.16 shows that in this
situation there are exactly two equivalence classes.
The argument from Case 2 in Lemma 3.1.16 says that we cannot have Bc 6= Bc′
for all c 6= c′ in A. 
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In other words, in a homogeneous imprimitive 3-graph with finite classes, the
classes have size 2r for some r ≥ 1 and the structure induced on a pair of distinct
R-classes is that of two disjoint copies of KSr,r (and therefore the rest of the edges
form two disjoint copies of KTr,r). Given two distinct R-classes B,C and subsets
B1 ⊂ B,C1 ⊂ C, we write S(B1, C1) if the structure induced on B1 ∪ C1 is a
complete bipartite graph (where we interpret S as edges and R as nonedges).
Remark 3.1.18. The equivalence relations on A and B defined in the proof of
Corollary 3.1.17 are invariant under automorphisms fixing some a ∈ A and b ∈ B.
Observation 3.1.19. Let M be an imprimitive homogeneous simple unstable 3-
graph in which the reflexive closure of R is a nontrivial proper equivalence relation
on M with finite classes, and suppose that Aut(M) acts 2-transitively on M/R.
Then SU(M) = 1.
Proof. By transitivity, there is a unique 1-type over ∅, p. Let q ∈ S(A) be an
extension of p to A. We have two possibilities:
(1) The type q(x) contains the formula R(x, a) for some a ∈ A. In this case, q
is clearly an algebraic extension, and therefore forking and of rank 0, so p
is of rank 1.
(2) The type q(x) does not contain R(x, a) for any a ∈ A. Then q is the type
of an element in an R-class that is not represented in A. By Observation
3.1.13, q is a nonforking extension of p.

Lemma 3.1.20. Let M be an imprimitive homogeneous simple unstable 3-graph
in which the reflexive closure of R is a nontrivial proper equivalence relation on M
with finite classes, and suppose that Aut(M) acts 2-transitively on M/R. Then the
R-classes have size 2.
Proof. The proof of this proposition depends on Observations 3.1.9, 3.1.12,
and 3.1.13.
Suppose for a contradiction that the R-classes in M have four or more elements.
Consider two distinct classes A and B. We know from Corollary 3.1.17 that there
exist r-sets A0, A1 and B0, B1 such that S(A0, A1) and S(B0, B1). By Observation
3.1.13, A |^ B; take r-sets A2 ⊂ A,B2 ⊂ B such that all of A2 ∩ A0, A2 ∩ A1, B2 ∩
B0, B2 ∩B1 are nonempty (we can do this because r ≥ 2. By monotonicity of inde-
pendence, A2 |^ B2. The formulas
∧
a∈A2 S(x, a) and
∧
b∈B2 S(x, b) isolate nonfork-
ing extensions pA2 , pB2 of the unique type over ∅; any c0 |= pA2 , c1 |= pB2 in distinct
R-classes are independent realisations of nonforking extensions of p and satisfy the
same Lascar strong type over ∅ by Observation 3.1.9, so we can use the Indepen-
dence Theorem to find c |^ AB that is S-related to A2 and B2. Similarly, we can
find some d that is S-related to A0 and B2. Now if we take a ∈ A2∩A0, b ∈ B1∩B2
then abc and abd form triangles of type SST with T (a, b).
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A0 B0
A1 B1
A2 B2
A0B0 ∼= KSr,r
a
b
d
c
The partial isomorphism a 7→ a, b 7→ b, c 7→ d cannot be extended to an auto-
morphism by Remark 3.1.18, since it fixes a and b, and therefore it fixes their ∼
equivalence class, but at the same time the automorphism should take the ∼-class
of a, A0 = S(d)∩A, to A2 = S(c)∩A. This contradicts the homogeneity of M . 
We now count with all the ingredients for the proof of our main result.
Theorem 3.1.21. Up to isomorphism, the only imprimitive simple unstable ho-
mogeneous 3-graph with finite classes such that is all predicates are realised in the
union of two classes is C(Γ).
Proof. Let M denote an imprimitive simple unstable homogeneous 3-graph
with finite classes. We know by Lemma 3.1.20 that the R-classes in M have size 2,
and by Corollary 3.1.17 that the structure induced on any pair of R-classes is the
graph on four vertices with two R-edges, two S-edges, and two T -edges, and each of
these pairs of edges spans the four vertices.
Our argument makes use of the Independence Theorem and Observation 3.1.13.
Notice that, since the automorphism group of M acts 2-transitively on the set of
R-edges, then there are no invariant equivalence relations on the set of classes.
Therefore, there is a unique Lascar strong type of R-classes/edges.
Take any element A of Age(C(Γ)). We may assume without loss of generality
that A is a union of R-classes. We argue inductively that the structure induced by
C(Γ) on any n-tuple of classes can be embedded into M . For n = 1, this is clear
as the structure is simply an R-edge. Similarly, by Corollary 3.1.17, we have the
result for n = 2. Now suppose that we can embed the structure induced by C(Γ)
on any n-tuple of R-classes into M , say into a¯1, . . . , a¯n. By Observation 3.1.13,
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a¯1 |^ a¯2, . . . a¯n; by the primitivity of the action of Aut(M) on M/R, all classes
have the same Lascar strong type over ∅. So let b¯0 |= tp(a¯n+1/a¯1) and b¯1 |=
tp(a¯n+1/a¯2, . . . , a¯n). These two types are realised in M by quantifier elimination
and the induction hypothesis. By the Independence Theorem, there exists a class
b¯n+1 realising tp(a¯n+1/a¯1) ∪ tp(a¯n+1/a¯2, . . . , a¯n), b¯n+1 |^ a¯1, . . . , a¯n. The structure
induced by M on a¯1, . . . , a¯nb¯n+1 is isomorphic to the original structure in C(Γ). This
proves Age(C(Γ)) ⊆ Age(M); the same argument proves the equality, so C(Γ) and
M are homogeneous structures of the same age. They are therefore isomorphic. 
This concludes the analysis of imprimitive unstable structures with finite classes
such that all predicates are realised in the union of two classes. What happens if only
two predicates are realised in the union of two classes? In that case, the structure
induced on a pair of distinct classes A,B is either KSn,n or K
T
n,n; as a consequence,
all sets containing exactly one element from each R-class are isomorphic.
Observation 3.1.22. Let M be a simple homogeneous 3-graph in which R defines
an equivalence relation. If Aut(M) acts transitively, but not 2-transitively on M/R,
then the S, T -graph induced on any X ⊂ M containing exactly one element from
each R-class is homogeneous.
Proof. Consider the graph defined on M/R with predicates Sˆ, Tˆ which hold
of two distinct classes a/R, b/R if for some/any α ∈ a/R, β ∈ b/R we have S(α, β)
(respectively, T (α, β)). This graph is clearly isomorphic to the graph induced on X.
Claim 3.1.23. The graph interpreted in M/R as described in the preceding para-
graph is homogeneous in the language {Sˆ, Tˆ}.
Proof. Let pi denote the quotient map M → M/R. Given two isomorphic
finite substructures A,A′ of M/R, then any transversals to pi−1(A) and pi−1(A′)
are isomorphic, so by the homogeneity of M there exists an automorphism σ taking
pi−1(A) to pi−1(A′). The map piσpi−1 is an automorphism of M/R taking A to A′. 
And the result follows. 
The graph on M/R described in Observation 3.1.22 is interpretable in M , so it
must be a simple graph; if S, T are unstable in M it follows that Sˆ, Tˆ are unstable
in M/R. By the Lachlan-Woodrow Theorem, the graph on M/R is isomorphic to
the Random Graph.
Corollary 3.1.24. Let M be a simple homogeneous 3-graph in which R defines
an equivalence relation. If Aut(M) acts transitively, but not 2-transitively on M/R.
Then M ∼= Γ[KRn ] for some n ∈ ω.
CHAPTER 4
Forking in Primitive Simple 3-graphs
This chapter contains a proof of the following statement: given two vertices a, b
in a primitive simple homogeneous simple 3-graph M , if tp(a/b) divides over ∅, then
the formula (relation) isolating tp(a/b) is stable.
Supposing that we have a counterexample to that statement, since we must have
at least one nonforking relation, the first distinction of cases is on the number of
unstable forking relations, which can be either one or two.
This is a long argument by contradiction, and it can be at times confusing. The
structure of the argument is as follows:
One unstable forking relation
One unstable forking relation,
one stable nonforking relation:
Proposition 4.1.1
All relations unstable.
Section 4.2
All relations un-
stable.
Subsection 4.1.2
One stable non-
forking relation.
Subsection 4.1.3
Diam(M) = (2, 2, 2)
Diam(M) = (2, 3, 2)
Diam(M) = (2, 3, 3)
Diam(M) = (2, 2, 2)
Diam(M) = (2, 3, 2)
Diam(M) = (2, 3, 3)
Suppose the
statement fails
Two forking
relations
4.1. Half-graphs in Primitive Homogeneous Simple 3-graphs
Proposition 4.1.1. Let M be a simple unstable primitive homogeneous n-graph.
If there are at least two non-forking relations, then all the non-forking relations are
unstable.
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Proof. Suppose that we have at least two nonforking relations, R1 and R2. We
will prove that all finite {R1, R2}-graphs can be embedded into M , so in particular
we can find an infinite half-graph for R2.
We will prove by induction that we can embed every finite graph of size m as an
independent set (meaning that if a1, . . . , am are the vertices of the induced graph,
then ai^
∅
| a1 . . . ai−1ai+1 . . . am). The case m = 2 is our basis for induction, and
follows trivially from the fact that R1 and R2 are nonforking.
Suppose that we can embed all {R1, R2}-graphs of size at most k as indepen-
dent sets in M , and we wish to embed an {R1, R2}-graph G of size k + 1 into M .
Enumerate the vertices of the graph as v1, . . . , vk+1. We can embed the subgraph
induced on v1, . . . , vk as an independent set a1, . . . , ak in M . We have in particu-
lar ak |^ a1 . . . ak−1. By applying the induction hypothesis again, we can find a β
which satisfies the same atomic formulas over a1, . . . , ak−1 as vk+1 over v1, . . . , vk−1.
Similarly, we can find β′ |^ ak satisfying the same atomic relation over ak as vk+1
over vk. We can apply the Independence Theorem to find a common solution b to
tp(β/a1 . . . ak−1) and tp(β′/ak) such that b |^ a1 . . . ak+1. The graph induced by M
on a1, . . . , ak, b is isomorphic to G 
In the case of simple 3-graphs, we have at least one and up to three non-forking
relations. Under primitivity and homogeneity, assuming that the atomic formula
isolating tp(b/a) is stable if tp(b/a) divides over ∅ and Koponen’s result on the
finiteness of rank of binary homogeneous simple structures, it is not too hard to
prove that if we have three non-forking relations then each of them is unstable and
M is the random 3-graph (see Theorem 5.0.3). If we have two non-forking relations,
then they are unstable; the remaining relation could be stable and forking (in which
case we have stable forking in the formulation we have chosen for this document),
or it could be unstable and forking.
We accumulate in this subsection some easy results, the conclusions of which are
used repeatedly in the main proofs.
In the course of the proofs, we will make extensive use of the Lachlan-Woodrow
Theorem 1.1.3 from [16].
Remark 4.1.2. From the list list of structures in the Lachlan-Woodrow Theorem,
graphs in the first category are ω-stable of SU-rank 1 if just one of m,n is ω; the
graph Iω[Kω] is of rank 2. The Random Graph is supersimple unstable of SU-rank
1, and the homogeneous Kn-free graphs are not simple.
Definition 4.1.3. Given an unstable theory T and M |= T , we say that a
predicate P is unstable in a set X ⊂ M if we can find witnesses to the instability
of P within the set X, that is, if there exist a¯i, b¯i ∈ X (i ∈ ω) such that P (a¯i, b¯j)
holds iff i ≤ j. Similarly, we say that a predicate P is nonforking in a set defined
by a formula ϕ(x¯, a¯) if the formula ϕ(x¯, a¯) ∧ ϕ(a¯, b¯) ∧ P (x¯, b¯) does not fork over a¯.
If no set X is specified, X = M is assumed.
Definition 4.1.4. A half-graph for colour P in an n-graph is a graph induced
on set of vertices ai, bi (i ∈ ω) witnessing the instability of the formula P (x, y).
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We will use half-graphs in the rest of the argument because of the information that
they give us about the structure of the neighbourhoods of a vertex in a homogeneous
3-graph.
Proposition 4.1.5. Suppose that (ai, bi)i∈ω is an infinite half-graph for some
relation R in a homogeneous n-graph. Then we can find an infinite half-graph
(a′i, b
′
i)i∈ω that is indiscernible as a sequence of pairs a
′
ib
′
i of type R(a, b).
Proof. The half-graph (ai, bi)i∈ω is an infinite sequence of pairs of type R.
Colour the pairs of R-edges (aibi, ajbj), i 6= j according to the type of the four-
vertex set {ai, bi, aj , bj}. By Ramsey’s theorem, there is an infinite monochromatic
X ⊂ ω for this colouring. The set of pairs {aibi : i ∈ X} is indiscernible because the
language is binary, and it is a half-graph for R with the ordering induced by ω on
X. 
Definition 4.1.6. We denote the set of relations from L which are unstable
in models of a theory T as Lu(T ). Given two distinct binary relation symbols
R,R′ in Lu(T ), we say that R and R′ are compatible if there exists an indiscernible
sequence of pairs of type R which witnesses the instability of R and R′. We denote
compatibility by R ∼T R′, omitting T whenever it is clear which theory we are
referring to. Given witnesses αi, βi to the compatibility R ∼T R′, we refer to the
sets A = {αi : i ∈ ω} and B = {βi : i ∈ ω} as the horizontal cliques of R ∼T R′.
Observation 4.1.7. Let M be an unstable n-graph and suppose that R is an
unstable relation. Then there exists R′ ∈ Lu(Th(M)) such that R and R′ are com-
patible.
Proof. By instability of R, there exist parameters ai and bi, i ∈ ω, such that
R(ai, bj) holds iff i ≤ j. Consider the set of R-edges {aibi : i ∈ ω}, and colour
the pairs of distinct edges in this set according to the 4-type they satisfy. By
Ramsey’s theorem, there is an infinite monochromatic set. As a set of vertices, this
set witnesses the instability of R, and because it is indiscernible over ∅ as a set of
R-edges, all the edges aibj with j < i are of the same type R
′ 6= R. 
Definition 4.1.8. We call a set of parameters witnessing the compatibility of
two unstable relations R,R′ an indiscernible half-graph for R,R′.
Remark 4.1.9. Compatibility is a graph relation on Lu(T ) when T is the theory
of an infinite n-graph (L = {R1, . . . , Rn}). The compatibility graph on Lu(T ) has
no isolated vertices (all vertices have degree at least 1). In particular, when |L| = 3
and all relations are unstable, the compatibility graph is connected.
Indiscernible half-graphs for R,R′ give us valuable information about the R- and
R′-neighbourhoods of vertices.
Proposition 4.1.10. Let M be a simple primitive homogeneous n-graph in which
R divides and S1, . . . , Sk are the nonforking relations with respect to Th(M) in the
language of the n-graph. Then for any a ∈ M the set R(a) does not contain any
infinite Si-cliques for all i ∈ {1, . . . k}.
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Proof. It follows from Observation 2.0.6 that any Morley sequence over ∅ is
an infinite Si-clique for some i ∈ {1, . . . , k}. By simplicity, dividing is witnessed
by Morley sequences, so for any Si-clique enumerated as (aj : j ∈ ω), the set
{R(x, aj) : j ∈ ω} is inconsistent. 
As a consequence,
Observation 4.1.11. If (M ;R,S, T ) is a homogeneous primitive simple 3-coloured
graph in which R is a forking relation and S, T are nonforking, then there are no
infinite S- or T -cliques in R(a).

Notation 4.1.12. Whenever we draw a 3-graph, R is represented by plain lines,
S by dashed lines, and T by dotted lines.
In any primitive ω-categorical n-graph M , we necessarily have finite diameter
for each of the predicates Ri, since Ri-connectivity is an equivalence relation and
there are only finitely many types of pairs of elements (see Observation 2.0.20). We
denote the Ri-diameter of M by DiamRi(M). Given a predicate Ri, we denote the
set of elements at Ri-distance m from a by R
m
i (a).
Definition 4.1.13. We will use the notation R ∼S T to indicate that there exists
an indiscernible half-graph witnessing R ∼ T such that one of the horizontal cliques
is of colour S.
Proposition 4.1.14. Let M be a homogeneous binary structure and S a predicate
in the language of M . Then S(a) is a homogeneous m-graph for some m ≤ n.
Proof. A ∼= B for finite A,B ⊂ S(a) implies aA ∼= aB, so by the homogeneity
of M there is σ ∈ Aut(M/a) taking A to B (σ clearly fixes S(a) setwise). The
restriction of σ to S(a) is an automorphism of S(a) taking A to B. 
Observation 4.1.15. Let M be a primitive simple homogeneous graph and sup-
pose that S divides, DiamS(M) = 3, and S
2(a) = T (a). If T ∼S S, then S(a) is
isomorphic to the Random Graph.
Proof. It follows from DiamS(M) = 3 and S
2(a) = T (a) that S(a) is R-free.
Consider an indiscernible graph witnessing T ∼S S:
. . .
a1 a2 a3
b0 b1 b2 b3
a0
The indiscernible half-graph sketched above can be embedded in S(a) by compact-
ness and homogeneity, since each initial segment (aibi)i≤n can be embedded in S(a)
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by transitivity of M and the fact that (aibi)i≤n is contained in S(an+1). Therefore
S(a) is isomorphic to a homogeneous (by Proposition 4.1.14) unstable graph, which
must be simple because it is interpretable in M . The result follows from Remark
4.1.2. 
Proposition 4.1.16. Let M be a primitive simple homogeneous graph and sup-
pose that S divides, R is nonforking, DiamS(M) = 2 and S ∼S T . If R defines
an equivalence relation on S(a), then S and T are nonforking in S(a), and S(a) is
isomorphic to C(Γ) or to ΓS,T [KRn ] for some n ∈ ω.
Proof. It follows from Proposition 4.1.10 that the R-classes in S(a) are finite.
From S ∼S T we get that S, T are unstable in S(a). The conclusions follow from
Theorem 3.1.21 and Corollary 3.1.24. 
Proposition 4.1.17. Let M be a primitive simple unstable homogeneous 3-graph.
Then M embeds infinite monochromatic cliques in at least two colours.
Proof. At least one of the relations, say R, is nonforking, so by the Inde-
pendence Theorem and homogeneity M embeds infinite R-cliques. Of the other
relations, at least one, without loss of generality S, is unstable, and therefore non-
algebraic.
If S is nonforking, then there are infinite S-cliques by the Independence Theorem.
And if S divides, then the S-neighbourhood of any a ∈ M does not embed infinite
R-cliques by Proposition 4.1.10, but it must embed an infinite monochromatic clique
by Ramsey’s Theorem. 
Proposition 4.1.18. There are no primitive homogeneous simple 3-graphs M
in which R ∼S S, T is nonforking, S and R divide, and R does not form infinite
cliques.
Proof. Suppose for a contradiction that such an M exists, and consider S(a)
for some a ∈M . There are two cases to analyse:
Case 1. If SST ∈ Age(S(a)), then we make the following claim:
Claim 4.1.19. S(a) is primitive.
Proof. From S ∼S R, we get that S and R are unstable in S(a), so the only
formulas that could define an equivalence relation in S(a) are T and S ∨R.
To eliminate the possibility of S ∨ R defining an equivalence relation, note that
if it did define one, then by the instability of S,R its classes would be infinite. And
since T does not form infinite cliques in S(a), S ∨R would have only finitely many
infinite classes. Each class is a simple unstable homogeneous graph, isomorphic to
the Random Graph. This contradicts the hypothesis that R does not form infinite
cliques.
Finally, T does not define an equivalence relation because in that case we could
also find infinite R-cliques within S(a), by Theorem 3.1.21 and Corollary 3.1.24. 
From this claim it follows that S(a) is a homogeneous primitive simple 3-graph
in which there are no infinite R-or T -cliques, contradicting Proposition 4.1.17.
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Case 2. If SST 6∈ Age(S(a)), then S(a) is an unstable homogeneous R, T -graph,
again contradicting (by the Lachlan-Woodrow Theorem) the hypothesis of no infinite
R-cliques in M .

Proposition 4.1.20. There are no homogeneous simple 3-graphs in which S
defines an equivalence relation with infinitely many infinite classes, R and T are
unstable, and R does not form infinite cliques.
Proof. Under these hypotheses, T is the only nonforking relation in the lan-
guage of M : S clearly divides as it is an equivalence relation with infinitely many
classes; it is not possible for R to be nonforking because there is only one strong type
of elements in M , so the Independence Theorem would give us infinite R-cliques if
R were non-dividing.
There are two cases, depending on whether the triangle RST embeds into M or
not.
Case 1. If RST does not embed into M , then the structure induced on the union
of a pair of distinct S-classes K,K ′ is either T -free or R-free. Therefore, the half-
graphs witnessing R ∼ T are transversal to an infinite number of S-classes; in other
words, any transversal to all S-classes is unstable and KRn -free.
Consider the infinite graph defined on M/S with predicates Rˆ, Tˆ which hold of
two distinct classes a/S, b/S if for some/any α ∈ a/S, β ∈ b/S we have R(α, β)
(respectively, T (α, β)).
Claim 4.1.21. The graph interpreted in M/S as described in the preceding para-
graph is homogeneous in the language {Rˆ, Tˆ}.
Proof. By the same argument as in Corollary 3.1.24. 
As a consequence of the claim, the Lachlan-Woodrow Theorem, and the facts that
in M the predicates R and T are unstable, and that M does not embed infinite R-
cliques, we have that M/S is isomorphic to some universal homogeneous Kn-free
graph (for some n ∈ ω), which are not simple. This contradicts the simplicity of M .
Case 2. If RST embeds into M , then for any a ∈ M the set R(a) meets every
S-class in M not containing a. The reason is that, since RST ∈ Age(M), then there
exists an S-class with two elements c, c′ such that R(a, c) ∧ T (a, c′). An element b
in any class that does not contain a satisfies R(a, b) or T (a, b), so by homogeneity
ab ∼= ac or ab ∼= ac′, and by homogeneity there is a b′ in the same class as b that
satifies the other formula.
By the usual argument, there are no infinite T -cliques in R(a) for any a ∈ M ,
and by the hypothesis of no infinite R-cliques in M , we get that the only infinite
cliques in R(a) are S-cliques. But a transversal to R(a) must contain an infinite
monochromatic clique, by Ramsey’s Theorem. We have reached a contradiction.

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4.2. One unstable forking relation
If R is the only forking relation, and it is unstable, then it follows from Proposition
4.1.1 that all relations are unstable. Let us look more closely into the infinite half-
graphs witnessing the instability of the forking relation R. By Remark 4.1.9, the
compatibility graph is connected.
Observation 4.2.1. Let M be a primitive homogeneous simple 3-graph, and sup-
pose that R is a forking unstable relation and S, T are nonforking and unstable. Then
we can find witnesses to the instability of R within R(a).
Proof. Let (ai, bi)i∈ω be a half-graph for R. Since S, T are nonforking, it follows
from Proposition 4.1.10 that R(a) does not contain infinite S- or T - cliques. We
know that R(a) is an infinite set because R is unstable, so the only infinite cliques
in R(a) are of colour R. From this it follows that when we extract an indiscernible
half-graph from a set of witnesses for the instability of R as in Proposition 4.1.5, then
the ai and the bi form infinite R-cliques. Clearly all the elements of the indiscernible
half-graph are in R(a0). 
Remark 4.2.2. As a direct consequence of Observation 4.2.1, there are no prim-
itive homogeneous simple 3-graphs M such that R is forking and unstable and the
R-diameter of M is 3, as in this case R(a) would be an infinite simple unstable
homogeneous graph, isomorphic to the Random Graph by the Lachlan-Woodrow
Theorem. But in this is imposible since there are no infinite S- or T -cliques in R(a).
Lemma 4.2.3. There are no primitive homogeneous simple 3-graphs in which all
the predicates are unstable and only one of them, R, divides.
Proof. Suppose for a contradiction that M is a 3-graph as in the statement
of this proposition. By simplicity and instability of R, R(a) is an infinite simple
3-graph not embedding infinite cliques of colour S or T . By Observation 4.2.1, it is
unstable. It follows from Proposition 4.1.17 that R(a) is not primitive.
By Observation 4.2.1, there is at least one more predicate that is unstable in
R(a). Let us suppose without loss of generality that S is such a predicate. From the
instability of R,S we get directly that R,S,R ∨ T, S ∨ T do not define equivalence
relations. If T defined an equivalence relation on R(a), then its classes would be
finite and by Theorem 3.1.21 and Corollary 3.1.24 we could find infinite T -cliques.
And if R∨S defines an equivalence relation, then it has finitely many infinite classes
(since R(a) does not embed infinite T -cliques by Proposition 4.1.10), each of which
is a homogeneous unstable graph, isomorphic to the Random Graph by the Lachlan-
Woodrow Theorem. Again we find infinite S-cliques in R(a), a contradiction. So
there are no invariant proper nontrivial equivalence relations on R(a), contradicting
the first paragraph of this proof. 
4.3. Unstable 3-graphs not embedding an infinite R-clique.
Proposition 4.3.1. Let M be a simple homogeneous 3-graph in which S and T
are nonforking relations, and which does not embed infinite R-cliques. Then M is
imprimitive.
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Proof. Suppose for a contradiction that M is primitive. Then R is a forking
relation, since otherwise the Independence Theorem and homogeneity would allow
us to find arbitrarily large R-cliques. Since M is primitive, we have that each of
R,S, T is non-algebraic, by ω-categoricity. Consider R(a) for any a ∈ M ; this is
an infinite set which cannot contain infinite cliques of colour S or T because that
would witness that R is nonforking (S- and T -cliques form Morley sequences over
∅), and cannot contain infinite R-cliques either, because M does not embed infinite
R-cliques. This contradicts Ramsey’s theorem. 
Remark 4.3.2. Notice that if M is a primitive simple homogeneous 3-graph not
embedding infinite R-cliques and satisfying S ∼S T, S ∼T T , then S and T are
nonforking. More generally, if R divides and S ∼S T, S ∼T T , then S and T are
nonforking.
Proposition 4.3.3. Let M be a simple unstable homogeneous 3-graph in which
R is a stable relation and S, T form infinite cliques. If M does not embed infinite
R-cliques then M is imprimitive.
Proof. Since R is stable, we have S ∼ T , and as M does not embed infinite
R-cliques, we have either S ∼S T or S ∼T T . Suppose for a contradiction that M
is primitive. Then R is not algebraic, by ω-categoricity, and divides, by primitivity
and the Independence Theorem. This implies that one of the unstable relations, say
S, is nonforking.
If S ∼S T and S does not divide, then T does not divide by simplicity (as T (b)
contains infinite S-cliques), so by Proposition 4.3.1 M is imprimitive.
Therefore, we must have S 6∼S T and S ∼T T and T divides as otherwise we could
use the Independence Theorem to embed each finite substructure of an indiscernible
half-graph witnessing S ∼S T into M . Therefore T (a) does not contain any infinite
S- or R-cliques and is imprimitive by Proposition 4.1.17. From S ∼T T we get that
S, T are unstable in T (a) and therefore S, T,R∨ S,R∨ T do not define equivalence
relations in T (a). The formula S∨T does not define an equivalence relation because
its classes would be isomorphic to the Random Graph, which is impossible as T (a)
does not contain infinite S-classes. So R must define an equivalence relation with
finite classes, and is isomorphic to C(ΓST ) or ΓST [KRn ]. In any case, T (a) embeds
infinite T -cliques. We have reached a contradiction in every possible case stemming
from the assumption of primitivity, so M must be imprimitive. 
Proposition 4.3.4. Let M be a homogeneous simple unstable 3-graph not em-
bedding infinite R-cliques. If R ∼S S, then M is imprimitive.
Proof. Suppose for a contradiction that M is primitive. Then R divides over ∅
by primitivity and the Independence Theorem, and S divides because R(a) contains
infinite S-cliques, by R ∼S S, and T is the only nonforking relation.
Again by R ∼S S the homogeneous simple 3-graph induced on S(a) is unsta-
ble, contains S- and R-edges and does not embed infinite R- or T -cliques. By the
Lachlan-Woodrow Theorem, T is realised in S(a) because the only simple unstable
graph is the Random Graph. By Proposition 4.1.17, S(a) is imprimitive. Addition-
ally, R,S are unstable in S(a), and so R,S,R ∨ T, S ∨ T do not define equivalence
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relations in S(a). Therefore, either R ∨ S is an equivalence relation with finitely
many infinite classes in S(a), or T is an equivalence relation with finite classes on
S(a). It is not possible for R ∨ S to be an equivalence relation because in that case
each class would be isomorphic to the Random Graph, contradicting that S(a) does
not contain infinite R-cliques.
And if T defines an equivalence relation with finite classes, then by Theorem
3.1.21 and Corollary 3.1.24, all the imprimitive simple unstable homogeneous 3-
graphs with finite classes embed infinite cliques in two colours, contradicting that
S(a) does not embed infinite R-cliques. 
Proposition 4.3.5. Let M be an unstable simple homogeneous 3-graph in which
T defines an equivalence relation with infinitely many infinite classes and R ∼S S.
Then M embeds infinite R-cliques.
Proof. First note that T is a forking relation because it is a nontrivial equiv-
alence relation with infinitely many classes. If both R and S are nonforking, then
the Independence Theorem implies that we can embed any finite R,S-graph as a
transversal to some T -classes, so in particular we can embed arbitrarily large finite
R-cliques and the result follows by compactness.
Suppose then that one of R, S divides. The instability R ∼S S implies in
particular that if R divides then so does S, and this is not possible because there
must be Morley sequences of vertices (so at least one relation is nonforking). As a
consequence, R is a nonforking relation and by the Independence Theorem there are
infinite R-cliques in M . 
In the next Proposition, we use the symbol R ∼TT S to say that there exists an
indiscernible half-graph witnessing R ∼ S such that both monochromatic cliques
are of colour T . This is stronger than R ∼T S, but weaker than R ∼T S ∧R 6∼S S.
Proposition 4.3.6. Let M be an unstable simple homogeneous 3-graph in which
T defines an equivalence relation with infinite classes and R ∼TT S. Then Aut(M)
acts 2-transitively on M/T and each pair of distinct T -classes is isomorphic to the
Random Bipartite Graph.
Proof. Consider an indiscernible half-graph witnessing R ∼TT S. This half-
graph shows that there exist two T -classes C,C ′ such that R and S are realised in
the structure induced by M on C∪C ′, so by homogeneity all pairs of T -classes are in
the same Aut(M)-orbit and so Aut(M) acts 2-transitively on M/T . Consequently,
we can find witnesses to R ∼TT S in the union of any pair of distinct T -classes.
. . . R ∼TT S
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Now let C,C ′ be two distinct T -classes, and consider two disjoint finite subsets
X,Y ⊂ C of size n and m, respectively. Using our witnesses ai, bi (i ∈ ω) for
R ∼TT S, we know that there exists a vertex v which is T -inequivalent to n + m
distinct elements (namely, v = an + 1, which is T -inequivalent to b1, . . . , bn, and
bn+1, . . . , bn+m+1) and such that S(v, bi) holds for i ∈ {1, . . . , n} and R(v, bj) holds
for j ∈ {n+ 1, . . . , n+m+ 1}. Therefore, each pair of classes satisfies the extension
axioms of the Random Bipartite Graph.
To see that the union of any two classes C,C ′ is a homogeneous 3-graph, note
that if we take two isomorphic finite sets that meet both classes, then there is by
homogeneity of M an automorphism taking C to C ′, which will fix C ∪ C ′ setwise.
And if the finite sets A,B are contained in the same class C, then by the argument
in the preceding paragraph we can find elements cA, cB such that S(cA, a) for all
a ∈ A and S(cB, b) for all b ∈ B, and so there is an automorphism σ of M fixing
C ∪ C ′ such that σ(cAA) = cbB.
Using homogeneity and the fact that all pairs of T -classes are in the same Aut(M)-
orbit, the result follows. 
Proposition 4.3.7. Let M be a homogeneous simple unstable 3-graph with S ∼S
T and not embedding infinite R-cliques. Then M is imprimitive.
Proof. Suppose for a contradiction that M is primitive. Then R divides, by
the Independence Theorem. By ω-categoricity and primitivity, R is not algebraic.
One of S, T is nonforking. If S is nonforking then an indiscernible sequence
witnessing S ∼S T also witnesses that T is nonforking. This is impossible because
in this case R(a) is forced to be finite as it does not embed infinite cliques of any
colour.
Assume then that T is nonforking and S divides. First, note that DiamS(M) = 2
as we know that SST ∈ Age(M) by S ∼S T and so T (a) ⊂ S2(a); if S(a) were
R-free, then it would be isomorphic to the Random Graph by the Lachlan-Woodrow
Theorem, and so it would contain infinite T -cliques.
So DiamS(M) = 2 and S(a) is an unstable 3-graph not embedding infinite R- or
T -cliques. By Proposition 4.1.17, S(a) is imprimitive. By S ∼S T , one of S ∨ T or
R defines an equivalence relation, and it cannot be S ∨ T by the Lachlan-Woodrow
Theorem (its classes would have to be isomorphic to the Random Graph, and thus
embed infinite T -cliques), so T defines an equivalence relation with finite classes,
which is again impossible as T would be algebraic and we would not be able to find
witnesses to S ∼S T in S(a). 
4.4. Homogeneous unstable 3-graphs with two forking relations
In this section we prove the non-existence of simple unstable primitive homoge-
neous 3-graphs with two forking relations. There are two cases: either the nonforking
relation is stable, or it is unstable. We treat both cases simultaneously whenever
possible.
If all relations are unstable, then none of R,S, T is an algebraic predicate, so we
have over any a three infinite orbits of vertices. And if the nonforking relation R is
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stable, the Independence Theorem and homogeneity guarantee that one can embed
infinite R-cliques in M , so again we get three infinite orbits of vertices over a.
Observation 4.4.1. Let M be a simple homogeneous 3-graph in which R is the
only nonforking relation. Then R(a) is isomorphic to M .
Proof. The R-neighbourhood of any vertex a, R(a), is homogeneous in the
language {R,S, T}, so it suffices to prove that Age(M) = Age(R(a)). Take any
finite structure A embedded into M , and find a vertex v satisfying v^
∅
| A. Then for
each a ∈ A, R(v, a) holds, as the other two relations divide over ∅. 
Remark 4.4.2. In particular, the argument in Observation 4.4.1 implies that the
R-diameter of any simple primitive homogeneous 3-graph in which R is the only
nonforking relation is 2.
Definition 4.4.3. The diameter triple of a 3-graph M is
D(M) = (DiamR(M),DiamS(M),DiamT (M))
This leaves us with four possible diameter triples for a primitive homogeneous
simple 3-graph with only one nonforking relation: (2,3,3), (2,3,2), (2,2,3), (2,2,2).
Observation 4.4.4. Let M be a simple primitive homogeneous 3-graph in which
R is the only nonforking relation. If S ∼ T , then at least one of the following
conclusions holds:
(1) The predicates S and T are unstable in S(a) and we can embed infinite
S-cliques in both S(a) and T (a).
(2) The predicates S and T are unstable in T (a) and we can embed infinite
T -cliques in both S(a) and T (a).
Proof. We have either S ∼S T or S ∼T T by Proposition 4.1.10. The conclu-
sion follows. 
4.4.1. Simple homogeneous 3-graphs with D(M) = (2, 3, 3).
Proposition 4.4.5. Let M be a primitive simple homogeneous 3-graph in which
all relations are unstable and only one is nonforking, and which satisfies D(M) =
(2, 3, 3). If S3(a) = R(a) and R ∼ S, then T 3(a) = R(a).
Proof. It follows from S3(a) = R(a) that S(a) is R-free, so SSR is a forbiddden
triangle. Suppose for a contradiction T 3(a) = S(a). Then R(a) = T 2(a) and T (a) is
S-free, so TTS is a forbidden triangle. By Remark 4.1.9, we have R ∼ T or S ∼ T .
We cannot have S ∼ T , as this implies (by Proposition 4.1.10) one of S ∼S
T, S ∼T T , and an indiscernible half-graph witnessing either of these compatibilities
embeds TTS. Therefore, we must have R ∼T T and R 6∼S T . This implies that
T (a) is an unstable homogeneous R, T -graph, isomorphic to the Random Graph by
Remark 4.1.2. But that contradicts Proposition 4.1.10. 
Observation 4.4.6. Let M be a simple homogeneous 3-graph and suppose that
Age(ΓS,T ) ⊂ Age(M). Then S and T are unstable in S(a) and T (a).
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Proof. Any countable S, T -graph can be embedded in S(a). In particular, the
graph consisting of a half-graph H for S, T and an additional vertex v satisfying
T (v, h) for all h ∈ H. This proves the result for T (a); the same argument yields the
corresponding statement for S(a). 
Proposition 4.4.7. Let M be a primitive simple homogeneous 3-graph in which
all relations are unstable and only one is nonforking, and which satisfies D(M) =
(2, 3, 3). If S3(a) = R(a) and R ∼ S, then S 6∼ T .
Proof. We know from Proposition 4.4.5 that under these hypotheses R(a) =
T 3(a) = S3(a), so T (a) and S(a) are R-free. If we had S ∼ T , then S(a) and T (a)
are both isomorphic to the Random Graph, by the Lachlan-Woodrow Theorem and
Observation 4.4.6. Consider any b ∈ S(a); the set R(b) should be isomorphic to M ,
by homogeneity and Observation 4.4.1. Notice that, since the R-diameter of M is
2, we have R(b) ∩R(a) 6= ∅.
Claim 4.4.8. R(b) ∩ T (a) 6= ∅.
Proof. We know that S(a) is isomorphic to the Random Graph in predicates
S, T . Therefore, all triangles with edges in S, T are realised in M . From the diameter
triple we get that the triangles SSR, TTR are forbidden. From this it follows by
primitivity that RST ∈ Age(M), as otherwise S ∨ T would define an equivalence
relation on M . Therefore, R(b) ∩ T (a) 6= ∅. 
Therefore R(b) consists of a nonempty subset of T (a) and a nonempty subset of
R(a). Notice that as the T -diameter of M is 3 and R(a) = T 3(a), we do not have
T -edges from T (a) to R(a), so the T -graph on R(b) is disconnected, contradicting
the primitivity of M by Observation 4.4.1. 
Lemma 4.4.9. There are no primitive simple unstable homogeneous 3-graphs in
which only R is nonforking and D(M) = (2, 3, 3).
Proof. There are two main cases, depending on whether R is stable or unstable.
Case 1. Suppose that R is a stable nonforking relation and S, T are unstable
and forking. In that case S ∼ T is the only edge in the compatibility graph, and we
cannot have S ∼R T by Proposition 4.1.10, so we must have S ∼T T or S ∼S T .
In either case we obtain R(a) = S3(a) = T 3(a), so each of S(a) and T (a) is R-
free and unstable, therefore isomorphic to the Random Graph. Now take b ∈ T (a)
and consider R(b). Since T (a) is R-free, we must have R(b) = (R(b) ∩ S(a)) ∪
(R(b) ∩R(a)), and each of the intersections is nonempty because of the R-diameter
2. The set R(b) should be isomorphic to the primitive structure M by homogeneity
and Observation 4.4.1, but DiamS(M) = 3 implies that there are no S− edges from
R(b) ∩ S(a) to R(b) ∩ R(a), so the S-graph of R(b) is disconnected and R(b) is
imprimitive, contradiction.
Case 2. If R is unstable, we make the following claims:
Claim 4.4.10. R 6∼ S
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Proof. By Proposition 4.4.5, R(a) = S3(a) = T 3(a), so S(a) and T (a) are
R-free. We claim that S(a) and T (a) are stable graphs. The reason is that the only
simple unstable homogeneous graph is the Random Graph, but if any of S(a), T (a)
were isomorphic to the Random Graph, then we would be able to find witnesses to
S ∼ T , which is impossible by Proposition 4.4.7. By the Lachlan-Woodrow Theo-
rem, all the infinite stable graphs realising more than one 2-type are imprimitive,
so Aut(M/a) acts imprimitively on S(a) and T (a) and therefore S is an equiva-
lence relation on S(a) and T is an equivalence relation on T (a) (this follows from
Proposition 2.0.19).
Ir follows from the stability of S(a), T (a) that R ∼T S and R ∼S T , so S has
infinitely many classes in S(a), and T has infinitely many classes in T (a).
a
S(a) S3(a) = R(a) = T 3(a)T (a)
...
. . . R(a) ∼=M
b
T (b) ∩ S(a)
Then we argue as follows: consider b ∈ S(a). Its T -neighbourhood should be iso-
morphic to T (a), but T is not an equivalence relation on T (b), since T (b) ∩ T (a)
consists of infinite S-cliques separated by T , so we have triangles TTS in S(b). 
Claim 4.4.11. S3(a) 6= R(a)
Proof. From Claim 4.4.10, we know that in this case R 6∼ S, so by Remark
4.1.9 we have R ∼ T and S ∼ T . By Observation 4.4.4, at least one of S(a), T (a)
is isomorphic to the Random Graph, so both of them must be isomorphic to the
Random graph. Additionally, T 2(a) = S(a), so T 3(a) = R(a).
Take any b ∈ S(a). The R-neighbourhood of b consists of a nonempty subset X
of T (a) and a nonempty subset Y of R(a). From T 3(a) = R(a) it follows that there
are no T -edges from X to Y , so the T is disconnected in R(b) and therefore R(b)
is imprimitive, contradicting the primitivity of M by homogeneity and Observation
4.4.1. 
From Claim 4.4.11, we get that S2(a) = R(a), so S(a) is T -free. By the Lachlan-
Woodrow Theorem, S(a) is a stable graph, because it is simple and does not embed
infinite R-cliques by Proposition 4.1.10.
Our first claim is that we cannot have R ∼ S under these hypotheses. The
horizontal cliques in any half-graph for S cannot be of type R by Proposition 4.1.10,
and cannot be of type T because S(a) is T -free, so they must be of type S. But this
implies that S(a) is unstable, contradicting the last paragraph.
Therefore we have R ∼ T and S ∼ T by Remark 4.1.9. In any indiscernible half-
graph for S ∼ T , we cannot have any horizontal cliques of type R by Proposition
4.1.10, and cannot have horizontal cliques of type T because S(a) is T -free. But
having a horizontal clique of type S implies that S is unstable in S(a), impossible
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since there are no infinite R-cliques in S(a) (in that case S(a) would be isomorphic
to the Random Graph in predicates R,S). 
4.4.2. Simple homogeneous 3-graphs with D(M) = (2, 3, 2) or D(M) =
(2, 2, 3). We can eliminate these two cases simultaneously because of the symmetry
of the hypotheses on the predicates S and T .
First, the easy case:
Proposition 4.4.12. There are no primitive simple unstable 3-graphs in which
R is stable and nonforking and S, T are unstable nonforking, with D(M) = (2, 3, 2)
or D(M) = (2, 2, 3).
Proof. By the same argument as in Case 1 of Lemma 4.4.9. 
Observation 4.4.13. Let M be a primitive homogeneous simple 3-graph in which
all relations are unstable and only R is nonforking. If D(M) = (2, 3, 2), then R(a) =
S3(a).
Proof. Suppose for a contradiction that R(a) = S2(a). Then S(a) is T -free.
We cannot have S ∼ T in this case: as usual, we cannot have horizontal R-cliques;
and since SST is forbidden, we cannot have horizontal cliques of colour S or T ,
either. Remark 4.1.9 forces then R ∼ S and R ∼ T .
Let us analyse a set of witnesses for R ∼ S. The horizontal cliques are forced to
be of colour S because SST is forbidden; but this implies that S(a) is an unstable
R,S-graph, isomorphic to the Random Graph by the Lachlan-Woodrow Theorem.
This contradicts Proposition 4.1.10. 
Observation 4.4.14. Suppose that M is a simple unstable homogeneous 3-graph
such that Age(ΓS,T ) ⊂ Age(M). If M embeds KRn but not KRn+1, then M is imprim-
itive and isomorphic to one of CR(Γ),Γ[KRn ], or K
R
n [Γ].
Proof. Note first that if M is primitive, then R is a forking relation, because the
Independence Theorem guarantees the existence of infinite monochromatic cliques
for nonforking relations. From Age(ΓS,T ) ⊂ Age(M) we get that there are infinite
S- and T -cliques in M , and that S, T are unstable and that both S(a), T (a) embed
infinite S- and T -cliques. At least one of S, T is nonforking, so both of them must
be nonforking since both embed infinite S- and T -cliques (and therefore a Morley
sequence over ∅). This is impossible because by primitivity R is non-algebraic, so
R(a) contains an infinite monochromatic clique. But R(a) does not contain infinite
S- or T -cliques because R divides, and it clearly does not embed any infinite R-
cliques. Therefore, M is imprimitive.
We know that S ∼S T and S ∼T T hold, so S, T, S∨R, T ∨R are not equivalence
relations. If R is an equivalence relation, then its classes are finite, isomorphic to
KRn , and M is isomorphic to C
R(Γ) or Γ[KRn ] by Corollary 3.1.24.
And if S ∨ T is an equivalence relation, then since there are no infinite R-cliques
in M we know that S ∨ T has finitely many classes, each of which is an infinite
unstable graph. Therefore, M is isomorphic to KRn [Γ]. 
Proposition 4.4.15. Let M be a primitive homogeneous simple 3-graph in which
all relations are unstable and only one is nonforking. If D(M) = (2, 3, 2) and
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S ∼S T , then S(a) is isomorphic to the Random Graph and T (a) is imprimitive,
isomorphic to CR(Γ) or KRn [Γ] for some n ≥ 2.
Proof. From Observation 4.4.13, we know that S(a) is R-free. From S ∼S T ,
we get that S(a) is an unstable homogeneous graph, and therefore isomorphic to the
Random Graph. It follows from Observation 4.1.15 that T (a) is also unstable, and
Age(ΓS,T ) ⊂ Age(T (a)). We know that R is realised in T (a) because the T -diameter
of M is 2, but T (a) does not embed infinite R-cliques. By Observation 4.4.14, T (a)
is isomorphic to CR(Γ) or KRn [Γ], since SSR is a forbidden triangle.

Proposition 4.4.16. There are no primitive homogeneous simple 3-graph in
which all relations are unstable and only one is nonforking with D(M) = (2, 3, 2)
and S ∼ T .
Proof. From Proposition 4.4.15, we know that S(a) is isomorphic to the Ran-
dom Graph and T (a) is imprimitive, isomorphic to C(Γ) or to KRn [Γ].
Consider any b ∈ S(a). By Observation 4.4.13, there are no S-edges from S(a)
to R(a), so S(b) \ {a} ⊂ S(a) ∪ T (a). Here our proof divides into two cases:
Case 3. If T (a) ∼= KRn [Γ], then S(b) \ {a} meets only one S ∨ T -class in T (a).
Define an equivalence relation E on S(a) that holds for b, b′ ∈ S(a) if S(b) and S(b′)
meet the same S ∨ T -class in T (a). This equivalence relation is invariant under
Aut(M/a), but cannot be defined over a without quantifiers, since the structure of
S(a) is that of the Random Graph. This contradicts homogeneity.
Case 4. If T (a) ∼= CR(Γ), then S(b) contains at most one element from each
R-class. First note that the indiscernible half-graphs witnessing S ∼S T imply that
S(b)∩T (a) is an infinite set containing infinite S- and T -cliques, so it is an infinite
and co-infinite subset of S(b)∩T (a). Similarly, an indiscernible half-graph witnessing
S ∼T T implies that T (b) ∩ T (a) is infinite. Let X be the set of vertices in T (a)
which are R-equivalent to an element of S(b) ∩ T (a).
Claim 4.4.17. R(b) ∩ T (a) 6= ∅.
Proof. By Remark 4.1.9, we must have R ∼ S or R ∼ T . Note that R ∼T S
and R ∼S T both imply that R(b)∩T (a) 6= ∅. Moreover, they imply that R(b)∩T (a)
is infinite.
It suffices then to prove that we cannot have R ∼S S or R ∼T T . The first option
is impossible as RSS is a forbiden triangle. The second option is impossible as R is
stable in T (a). 
Claim 4.4.18. We have X = T (b) ∩ T (a) or X = R(b) ∩ T (a). The set T (a) \
(X ∪ S(b)) is a union of R-classes in T (a).
Proof. We know that X ⊂ T (a) is disjoint from S(b) ∩ T (a), so it is a subset
of (R(b) ∪ T (b)) ∩ T (a).
Suppose for a contradiction that X ∩ T (b) 6= ∅ and X ∩ R(b) 6= ∅. Take x ∈
X ∩ R(b) and y ∈ X ∩ T (b), and let x′, y′ be the elements in S(b) ∩ T (a) to which
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x, y are R-equivalent in T (a).
. . . . . .
Γ
b
a
S(b) ∩ T (a)
X
S(a)
T (a)
x y
x′ y′
Then qftp(x′/ab) = qftp(y′/ab), but their complete types differ as x′ satisfies the
formula ψ(z) = ∃c(R(b, c)∧ T (a, c)∧R(c, z)), which y′ does not satisfy. The second
conclusion follows easily from this and T (a) = (S(b) ∪ T (b) ∪R(b)) ∩ T (a). 
Consider now T (b) for the same b ∈ S(a). Observation 4.4.13 implies that there
are no R-edges from S(a) to R(a). From Claim 4.4.18 we get two cases:
Case 4.1. If T (b)∩ T (a) is a union of R-classes, then all the elements of T (b)∩
T (a) are already paired in R-classes (over b), so the elements completing the R-
classes over b of the R-free T (b) ∩ S(a) must be in T (b) ∩ R(a). The set T (b) ∩
S(a) is isomorphic to the Random Graph, so T (b) ∩ (Ra) ∪ S(a)) is a homogeneous
imprimitive unstable 3-graph with finite R-classes. By Theorem 3.1.21, it should be
isomorphic to C(Γ), but this is impossible as there are no S-edges from S(b) ∩ S(a)
and S(b) ∩R(a).
Case 4.2. If R(b) ∩ T (a) is a union of R-classes, then we have two R-free parts
of T (b), namely T (b) ∩ S(a) and T (b) ∩ T (a); the third part of T (b), T (b) ∩ R(a)
is not R-free. This follows from same argument as in Claim 4.4.18: one of T (b) ∩
R(a), T (b) ∩ S(a), and T (b) ∩ T (a) is a union of R-classes over b, and it can only
be R(a) ∩ T (b). Therefore the R-free parts are paired by R.
There are no S-edges from S(a) to R(a), because the S-diameter of M is 3 and
R(a) = S3(a), and there are no R-edges from T (b) ∩ S(a) to T (b) ∩ R(a). This
implies that TTR embeds in T (b), contradicting T (b) ∼= C(Γ).
This concludes our proof. 
For the next result, we need the following definition:
Definition 4.4.19. A pseudoplane is an incidence structure of points and lines
which satisfies the following axioms:
(1) There are infinitely many points on each line.
(2) There are infinitely many lines through each point.
(3) Any two lines intersect in only finitely many points.
(4) Any two points lie on only finitely many lines.
If M is a structure and L is a definable family of infinite subsets of M , then P =
(M,L) is a weak pseudoplane if the following conditions are satisfied:
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(1) If S 6= T ∈ L, then |S ∩ T | < ω.
(2) Each p ∈M lies in infinitely many elements of L.
The weak pseudoplane (M,L) is homogeneous (binary) if the underlying structure
M is homogeneous with respect to its (binary) language.
The following theorem was proved by Simon Thomas in [20].
Theorem 4.4.20. There is no binary homogeneous weak pseudoplane.
Lemma 4.4.21. There are no primitive simple homogeneous 3-graphs M in which
all relations are unstable and only one is nonforking with D(M) = (2, 3, 2).
Proof. Suppose for a contradiction that M is a primitive simple homogeneous
3-graph with D(M) = (2, 3, 2). We know from Proposition 4.4.16 that S 6∼ T .
From S 6∼ T it follows, in particular, that we cannot find half-graphs for S within
S(a), so S is stable in S(a) (as is T ), and S(a) is a stable homogeneous graph
realising S and T (indiscernible witnesses to R ∼S T imply that are infinite S-
cliques in M , and therefore in S(a); similarly, R ∼T S implies that S(a) embeds
infinite T -cliques). By the Lachlan-Woodrow Theorem, S(a) is imprimitive. From
the fact that T forms infinite cliques in S(a) and Proposition 2.0.19, we derive that
S is an equivalence relation on S(a) with infinitely many infinite classes.
Given two vertices c, c′ ∈M with S(c, c′), define the line `(c, c′) as c∪c′/Sc, where
c′/Sc is the imprimitivity block of c′ in S(c). It is clear that `(c, c′) is the maximal
S-clique in M containing c and c′. Let L be the set {`(c, c′) : c, c′ ∈M,S(c, c′)}.
Claim 4.4.22. (M,L) is a weak pseudoplane (see Definition 4.4.19).
Proof. We need to verify two conditions:
(1) Let `, `′ be distinct elements of L. Then |` ∩ `′| ≤ 1, because the lines are
defined as maximal cliques.
(2) The second condition in the definition of a weak pseudoplane (see Definition
4.4.19) follows trivially from the fact (proved above) that S(a) contains
infinitely many infinite S-classes.

We have reached a contradiction by Theorem 4.4.20. 
The same argument, substituting T for S, proves that there are no primitive
homogeneous simple 3-graphs in which all three predicates are unstable and only
one is nonforking with D(M) = (2, 2, 3). Therefore, the only possibility for such a
3-graph is to have D(M) = (2, 2, 2).
4.4.3. Simple homogeneous 3-graphs with D(M) = (2, 2, 2). This subsec-
tion deals with the most delicate cases in this chapter. The strategy is to prove
S 6∼ T first (Proposition 4.4.23 to Lemma 4.4.40). This reduces the compatibility
graph to R ∼S T,R ∼T S, and the only possibility is for both S(a) and T (a) to be
of the form Kim[K
j
n[Kko ]], with only the subindex corresponding to R is finite. Most
of the cases can be dealt with directly from easy results from Chapter 2.
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Proposition 4.4.23. Let M be a simple unstable 3-graph such that M does not
embed infinite R-cliques. Then one of R,S, T is stable. Moreover, the stable relation
is either an equivalence relation or the complement of an equivalence relation.
Proof. Suppose for a contradiction that all predicates are unstable; we will
prove that any such M would be imprimitive, so one of R,S, T is an equivalence
relation or the complement of an equivalence relation and is therefore stable.
If Aut(M) acts primitively on M , then R(x, a) divides over ∅, as otherwise the
Independence Theorem and primitivity guarantee that M embeds infinite R-cliques.
By Lemma 4.2.3, one of S, T divides. Let us say without loss of generality that S
divides and T is nonforking. By Lemmas 4.4.9 and 4.4.21, we have D(M) = (2, 2, 2),
so for any a ∈M each of R(a), S(a), T (a) is a homogeneous simple 3-graph (i.e., all
relations in the language are realised in each of these sets). By Proposition 4.1.17,
both S and T form infinite cliques in M . By Proposition 4.1.10, S(a) and R(a) do
not embed infinite T -cliques.
Claim 4.4.24. S 6∼ T .
Proof. Suppose for a contradiction that S ∼ T holds. Then we must have
S ∼S T and S 6∼T T because there are no infinite T -cliques in S(a). From this it
follows that S and T are unstable in S(a), so S(a) is a homogeneous simple unstable
3-graph not embedding infinite R- or T -cliques. By Proposition 4.1.17, S(a) is
imprimitive.
By the instability of S, T in S(a), we know that S, T , R∨S, R∨T do not define
equivalence relations on S(a), so this leaves us with two options for the equivalence
relation on S(a): it could be defined by R or by S ∨T . The latter case is impossible
because each class would be an infinite homogeneous simple unstable ST -graph,
isomorphic to the Random Graph by the Lachlan-Woodrow Theorem, contradicting
the fact that S(a) does not embed infinite T -cliques.
Similarly, if R defines an equivalence relation on S(a) then either Aut(M/a) acts
2-transitively on S(a)/R, or it acts transitively, but not 2-transitively on S(a)/R.
In the former case S(a) ∼= C(ΓS,T ) and we can find infinite T -cliques in S(a), and
in the latter M interprets a Henson graph (cf. the proof of Observation 3.1.22),
contradicting simplicity.
We conclude S 6∼ T . 
It follows from Claim 4.4.24 and Remark 4.1.9 that R ∼ S and R ∼ T hold.
By the same argument as before, we have R ∼S S and R 6∼T S, R ∼S T and
R 6∼T T . From R ∼S S we get that R,S are unstable in S(a), so S(a) is a simple
unstable 3-graph not embedding infinite R- or T -cliques. By Proposition 4.1.17,
S(a) is imprimitive and one of T,R ∨ S defines an equivalence relation on S(a).
As before, R ∨ S cannot define an equivalence relation because its classes would
be isomorphic to the Random Graph, contradicting that R does not form infinite
cliques. Therefore, T defines an equivalence relation with finite classes on S(a) and
the same argument from the proof of Claim 4.4.24 proves the impossibility of this.
We have reached a contradiction. We conclude that M is imprimitive, so one of
R,S, T is either an equivalence relation or its complement. In any case, one of the
relations is stable. 
4.4. HOMOGENEOUS UNSTABLE 3-GRAPHS WITH TWO FORKING RELATIONS 43
Proposition 4.4.25. Let M be a primitive homogeneous simple 3-graph with
D(M) = (2, 2, 2) in which S ∼ T holds, and S, T are forking relations. Then
for any a the sets S(a), T (a) are imprimitive and each is isomorphic to one of
C(ΓST ),ΓST [KRn ], or K
R
n [Γ
ST ]. In particular Age(ΓST ) ⊂ Age(M).
Proof. If S ∼ T holds, then, as R is nonforking, we have that at least one
of S ∼S T and S ∼T T holds. Suppose that S ∼S T holds, so S, T are unstable
in S(a). Then S(a) is an unstable 3-graph not embedding infinite R-cliques and
with witnesses for S ∼S T , so it is imprimitive by Proposition 4.3.7. If R defines
an equivalence relation on S(a), then S(a) is isomorphic to C(ΓST ) or to ΓST [KRn ].
And if S ∨ T is an equivalence relation, then S(a) ∼= KRn [ΓST ].
Notice that any of these conclusions implies Age(ΓST ) ⊂ Age(M), so S ∼T T
also holds and we can carry out the same argument for T (a). 
Proposition 4.4.26. Let M be a primitive simple 3-graph in which R,S, T are
unstable, R(x, a) is nonforking over ∅, S, T are forking, and D(M) = (2, 2, 2). Then
R 6∼S S and R 6∼T T .
Proof. We will prove only R 6∼S S. Suppose for a contradiction that R ∼S S
holds, so R and S are compatible in S(a). Then S(a) is imprimitive by Proposition
4.3.4, as it does not embed infinite R-cliques, so one of R∨S or T is an equivalence
relation on S(a). The relation R ∨ S is not an equivalence relation on S(a), as its
classes would be isomorphic to the Random Graph. Therefore T is an equivalence
relation on S(a).
The T -classes cannot be finite by Theorem 3.1.21 and Corollary 3.1.24. And
if Aut(M/a) does not act 2-transitively on S(a)/T , then the same argument as in
Claim 3.1.23 proves that M interprets a Henson graph, contradicting the simplicity
of M . Since S forms infinite cliques, T must have infinitely many classes. But this
contradicts the fact that S(a) does not embed infinite R-cliques, by Proposition
4.3.5.
The proof for R 6∼T T is similar. 
Proposition 4.4.25 leaves us with six cases to analyse under S ∼ T (nine in
principle, but we can eliminate three of them by the symmetry of the hypotheses on
S and T ), listed in table 2.
Table 1. Possible structures under S ∼ T
Case S(a) T (a)
I C(ΓST ) ΓST [KRn ]
II C(ΓST ) KRn [Γ
ST ]
III ΓST [KRn ] K
R
m[Γ
ST ]
IV C(ΓST ) C(ΓST )
V ΓST [KRn ] Γ
ST [KRm]
VI KRn [Γ
ST ] KRm[Γ
ST ]
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We can eliminate Case I easily by considering any c ∈ T (a), and noticing that
its S-neighbourhood contains a copy of K2,2 in which the two sides of the partition
are R-edges and the edges are of colour S (or T ). This is contradicts homogeneity
because C(Γ) does not embed that graph. Case III can be eliminated in a similar
manner: for any b ∈ S(a) the set T (b) contains complete bipartite graphs of the
same kind (i.e., two dosjoint R-cliques with all other edges of colour S), and this
does not embed in T (a) (these arguments apply whether R is stable or not). Case
II is more complicated.
Proposition 4.4.27. There are no primitive simple homogeneous 3-graphs M
in which R is the only nonforking relation, S ∼ T , R ∼ S (if R is unstable),
S(a) ∼= C(ΓST ) and T (a) ∼= KRn [ΓST ].
Proof. Suppose for a contradiction that M satisfies all the conditions in the
statement. We will prove that there is a formula with the TP2.
Consider any c ∈ T (a). Then S(c) consists of an R-free subset of T (a), isomorphic
to ΓST , and two non-empty subsets X ⊂ S(a), Y ⊂ R(a). The sets S(c) ∩ T (a) and
S(c) ∩ S(a) are nonempty because D(M) = (2, 2, 2), so the triangles SST, TTS are
in Age(M). Note that S(a) ∼= C(ΓST ) implies that the triangle RST embeds into
M , so S(c) ∩R(a) 6= ∅.
By homogeneity, S(c) ∼= S(a), so one of X, Y is a union of R-classes in S(c), while
the other is R-free (homogeneity excludes the possibility of one of X,Y containing
both a full R-class and an unpaired element). We eliminate these cases in the
following claims.
Claim 4.4.28. It is not the case that S(c) ∩ R(a) is a union of R-classes over c
if R(a) ∩ S(c) is infinite.
Proof. Suppose for a contradiction that S(c)∩R(a) is a union of R-classes over
c. The set S(c) ∩ T (a) is infinite and isomorphic to the Random Graph, and is in
definable bijection (via R) with S(c) ∩ S(a).
Since S(c) ∩ R(a) is a union of R-classes and S(c) ∩ S(a) is R-free, then the
following structure on four vertices is a minimal forbidden configuration.
Clearly, Age(ΓS,T ) ⊂ Age(M), so in particular we can find witnesses (aibi)i∈ω to
T ∼TT S. The sequence Φ = (aibi)i∈ω also witnesses that the formula R(x, a)∧S(x, b)
2-divides over ∅.
Since S(c)∩R(a) is a union of R-classes over c, we know by the structure of S(a)
and homogeneity that there are no R-edges from S(c) ∩ R(a) to S(c) ∩ S(a), and
there are edges of colours S and T between S(c)∩R(a) and S(c)∩S(a) (this follows
from the fact that the triangles SSR, TTR are forbidden in C(Γ).
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c
. . .
S(c) ∩ T (a)
S(c) ∩ S(a)
S(c) ∩R(a)
(Only R-edges are shown in the diagram.)
Given an element p ∈ S(c) ∩ (R(a) ∪ S(a)), its orbit under Aut(M/ac) is either
S(c) ∩ R(a) or S(c) ∩ S(a). Therefore, Aut(M/ac) acts without finite orbits on
p ∈ S(c) ∩ (R(a) ∪ S(a)) and we can find infinitely many distinct S-edges in S(c) ∩
(R(a)∪S(a)). Take any infinite sequence Σ of T -edges in that set. Then Σ is spans
an R-free structure.
Now we can use the fact that Age(ΓST ) ⊂ Age(M) to find an array of parameters
aji , b
l
k (i, j, k, l ∈ ω) such that {aji bjk : i, k ∈ ω} is isomorphic to Φ, and for any
f : ω → ω the set {aif(i)bif(i) : i ∈ ω} is isomorphic to Σ. We conclude that
R(x, a) ∧ S(x, b) has the TP2. 
Note that if R is unstable, then since R ∼T S (by Proposition 4.4.26), the set
S(c)∩R(a) is infinite, so Claim 4.4.28 proves in particular that S(c)∩R(a) is not a
union of R-classes in S(c) if R is unstable. And if R is stable and S(c) ∩ R(a) is a
finite union of R-classes in S(c), then we have only the instability S ∼ T , and can
find indiscernible isomorphic half-graphs X,Y witnessing it in R(a) and S(c). There
is, by homogeneity, a sequence (σi : i ∈ ω) in Aut(M) that takes increasingly large
intial segments of Y to X, so by closedness of Aut(M) there is some σ ∈ Aut(M)
taking Y to X. Then Y ⊂ T (σ(c)) and Y ⊂ R(σ(a)), so T (c) ∩ R(a) is infinite by
homogeneity, and Claim 4.4.28 is also valid when R is stable.
Claim 4.4.29. It is not the case that S(c) ∩ S(a) is a union of R-classes over c.
Proof. The proof is similar to that of Claim 4.4.28, but in this case the minimal
forbidden configuration is
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So there are no R-edges from S(c) ∩ T (a) to S(c) ∩ S(a) and this last set is
a union of R-classes over c. Again, S(c) ∩ S(a) is infinite as a consecuence of
R ∼T S if R is unstable, and of S ∼S T if R is stable, and R(x, a) ∧ S(x, b) 2-
divides as witnessed by a sequence of T -edges witnessing S ∼T T in which both
monochromatic cliques are of colour T . The same argument as in Claim 4.4.28
proves that we can find an infinite sequence R-free sequence of T -edges (aibi)i ∈ ω
such that {R(x, ai)∧S(x, bi) : i ∈ ω} is consistent. Now using Age(ΓST ) ⊂ Age(M),
we can prove the TP2 for R(x, a) ∧ S(x, b). 
We have reached a contradiction as homogeneity implies that one of S(c) ∩ S(a)
or S(c) ∩R(a) is a union of R-classes over c. 
Remark 4.4.30. The same argument, with the appropriate modifications, shows
that there are no primitive homogeneous simple 3-graphs M in which R,S, T are
unstable S ∼ T , R ∼ T , T (a) ∼= C(ΓST ), and S(a) ∼= KRn [ΓST ]. In all cases we find
the forbidden structures from the claims and can complete the same arguments.
Remark 4.4.30 implies the following:
Proposition 4.4.31. There are no primitive homogeneous simple unstable 3-
graphs in which only R is nonforking, with S ∼ T , such that S(a) ∼= C(ΓST ) and
T (a) ∼= KRn [ΓST ].
Note that the arguments in Claim 4.4.28 depend only on S(c)∩T (a) being R-free,
isomorphic to the Random Graph, and on the structure of S(a). This means that
we can apply the same methods to eliminate Case IV.
Proposition 4.4.32. There are no primitive simple homogeneous 3-graphs M in
which R,S, T are unstable, S ∼ T , S(a) ∼= C(ΓST ) and T (a) ∼= C(ΓST ).
Proof. By the same arguments as in Proposition 4.4.27. 
Proposition 4.4.33. There are no primitive simple unstable homogeneous 3-
graphs M in which only R is nonforking, S ∼ T , S(a) ∼= ΓST [KRn ] and T (a) ∼=
ΓST [KRm].
Proof. Suppose for a contradiction that M is a homogeneous 3-graph satisfying
all the conditions in the statement.
First note that n = m. If n < m then for any c ∈ T (a) there are R-cliques of
size m in S(c) ∩ T (a), contradicting homogeneity. The same argument proves that
m cannot be smaller than n.
Now consider b ∈ S(a) and S(b). The structure of S(a) implies that S(b) ∩ S(a)
is a union of infinitely many R-classes in S(a), and in fact isomorphic to S(a). Note
that S(b)∩R(a) cannot be a union of R-classes over b, since a full R-class over b in
R(a) would mean that S(b) embeds KRn+1, impossible by homogeneity. From this it
follows that S(b) ∩ T (a) is not a union of R-classes over b.
But now note that S(b) ∩ T (a) should embed KRn , since the structure consisting
of two vertices v, w joined by an S-edge and c1, . . . , cn forming an R-clique, with
T (w, ci) and S(v, ci) is in Age(M) because it can be embedded in S(a) or T (a). We
have reached a contradiction.

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Proposition 4.4.34. There are no primitive simple homogeneous 3-graphs M in
which S, T are unstable, R is the only nonforking relation, S ∼ T , S(a) ∼= KRn [ΓST ]
and T (a) ∼= KRm[ΓST ].
Proof. Suppose for a contradiction that M is a primitive simple homogeneous
3-graph as in the statement.
Given any a ∈M , let b ∈ S(a) and c ∈ T (b)∩S(a). By homogeneity, T (b) ∼= T (a).
The set T (b) ∩ S(a) is contained in one S ∨ T -class over b, by the structure of
S(a). We use the notation x/P y, where x, y are vertices of M and P is a formula
defining an equivalence relation in T (y), to denote the P -class of x in T (y).
Claim 4.4.35. If c/(S ∨ T )b ∩ T (a) 6= ∅, then for any d ∈ T (b) such that R(c, d)
holds we have d/(S ∨ T )b ⊂ R(a).
Proof. If the claim were false, we would be able to d ∈ c/(S ∨ T )b and d′ ∈
T (b)∩T (a) such that R(d, d′). These two elements have the same quantifier-free type
over ab, but there is no σ ∈ Aut(M/ab) taking d to d′, since d satisfies the existential
formula ϕ(y) = ∃x(T (x, b)∧ S ∨ T (y, x)∧ T (b, y)) (where c is the quantified x), but
d′ does not satisfy such a formula (see the illustration below, assuming T (c, d)).
a
d d′
c
b
S(a)
T (a)
T (b) ∩ S(a)
qftp(d/ab) = qftp(d′/ab)

By the same argument,
Claim 4.4.36. If c/(S ∨ T )b ∩R(a) 6= ∅, then for any d ∈ T (b) such that R(c, d)
holds we have d/(S ∨ T )b ⊂ T (a). 
From Claims 4.4.35 and 4.4.36, it follows that c/(S ∨ T )b ∩ T (a) = ∅ or c/(S ∨
T )b∩R(a)or∅, as otherwise T (b) would consist of only one S∨T -class, contradicting
homogeneity as S ∨ T is a proper equivalence relation on T (a). What happens if
c/(S ∨ T )b extends to only one of T (a), R(a)?
Claim 4.4.37. c/(S ∨ T )b ∩R(a) = ∅.
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Proof. Suppose that c/(S ∨ T )b ∩ R(a) 6= ∅. Then, by Claim 4.4.36 c/(S ∨
T )b ∩T (a) = ∅ and the other S ∨T -classes of T (b) are contained in T (a). It follows
in particular that there are no S- or T -edges from T (b) ∩ T (a) to T (b) ∩ S(a). In
particular, the structure
a b
is forbidden, contradicting the fact (implied by S(a) ∼= KRn [Γ]) that Age(ΓST ) ⊂
Age(M). 
Claim 4.4.38. c/(S ∨ T )b ∩ T (a) = ∅.
Proof. Arguing as in Claim 4.4.37, we find that if c/(S ∨T )b ∩T (a) 6= ∅, then
there are no S- or T -edges from T (b) ∩ S(a) to T (b) ∩ R(a) or from T (b) ∩ T (a) to
T (b) ∩R(a). In particular, the following two structures are forbidden:
D1 = D2 =
This is impossible as we have three unstable relations, so by Remark 4.1.9 at least
one of R ∼ S, R ∼ T holds. By Proposition 4.4.26, one of R ∼S T,R ∼T S holds
as R 6∼S S and R 6∼T T and R is the only nonforking relation. But D1 is in the
age of an indiscernible half-graph witnessing R ∼T S and D2 is in the age of the
half-graph for R ∼S T . 
From Claims 4.4.35 to 4.4.38, we conclude that c/(S ∨ T )b = T (b) ∩ S(a).
Claim 4.4.39. There are at least three S ∨ T -classes in T (a).
Proof. We know that S ∨ T is a proper equivalence relation in T (a). Suppose
for a contradiction that there are only two S ∨ T -classes in T (a). Then the S ∨ T -
class in T (b) of any d with R(d, c) meets both R(a) and T (a) (it meets R(a) because
T ∼S R, and it meets T (a) because Age(ΓST ) ⊂ Age(M)). This implies that there
are no S- or T -edges from T (b)∩S(a) to T (b)∩T (a) or from T (b)∩S(a) to T (b)∩R(a);
in particular, this implies that the structure
a b
is forbidden, contradicting Age(ΓST ) ⊂ Age(M). 
The same argument from Claim 4.4.39 shows that there are no S ∨ T -classes C
in T (b) such that C ∩ T (a) 6= ∅ and C ∩ R(a) 6= ∅. From this we conclude that
each S ∨ T -class in T (b) is contained in one of S(a), T (a), R(a). But this implies
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Table 2. Cases with S(a), T (a) stable.
Case S(a) T (a)
I KRn [K
S
ω [K
T
ω ]] K
R
n [K
S
ω [K
T
ω ]]
II KRn [K
S
ω [K
T
ω ]] K
R
n [K
T
ω [K
S
ω ]]
III KRn [K
T
ω [K
S
ω ]] K
R
n [K
S
ω [K
T
ω ]]
IV KRn [K
T
ω [K
S
ω ]] K
R
n [K
T
ω [K
S
ω ]]
that there are no S- or T - edges from T (b)∩T (a) to T (b)∩S(a), again contradicting
Age(ΓST ) ⊂ Age(M). 
Propositions 4.4.25 to 4.4.34 prove
Lemma 4.4.40. There are no primitive homogeneous simple 3-graphs in which all
relations are unstable and only R is nonforking satisfying S ∼ T . 
Corollary 4.4.41. If M is a primitive homogeneous simple 3-graph in which
all relations are unstable and only R is nonforking, then S 6∼ T , R 6∼S S, R 6∼T T ,
R ∼T S, R ∼S T . In particular, there are no such graphs in which R is stable.
Proof. By Remark 4.1.9, Proposition 4.4.26, and Lemma 4.4.40. 
We have seen that S ∼ T implies that both S(a) and T (a) are unstable 3-graphs.
Is it possible to have S(a) and T (a) stable?
Observation 4.4.42. If M is a primitive homogeneous simple 3-graph in which
R,S, T are unstable, only R is nonforking, and S(a), T (a) are stable 3-graphs, then
each of S(a), T (a) is of the form Kim[K
j
n[Kko ]], where {i, j, k} = {R,S, T} and only
the index from m,n, o ∈ ω + 1 corresponding to R is finite.
Proof. By Remark 4.4.41, R ∼S T and R ∼T S are the only instabilities
witnessed in M , and from this it follows that S(a) and T (a) embed infinite S- and
T -cliques. The observation follows from Theorem 1.1.12 by inspection. 
Observation 4.4.42 implies that there are, in principle, 36 cases to analyse under
the hypothesis of stability for S(a) and T (a). We can eliminate 20 of these cases
using only Proposition 2.0.19, since in Kin[K
j
m[Kko ]] (where {i, j, k} = {R,S, T})
the relations k and j ∨ k are equivalence relations. In other words, S(a) cannot
be of the form KSω [K
i
n[K
j
m]], where {i, j} = {R, T}, and similarly T (a) is not of
the form KTω [K
i′
n [K
j′
m]] ({i′, j′} = {R,S}). Of the sixteen remaining cases, twelve
(those in which R∨ S or R∨ T are the coarsest equivalence relations in S(a), T (a))
can be eliminated by looking at the set of forbidden triangles in S(a), T (a) and
in T (b) ∩ S(a) or S(c) ∩ T (a), where b ∈ S(a) and c ∈ T (a). For example, if
S(a) ∼= KTω [KRn [KSω ]] and T (a) ∼= KSω [KTω [KRm]], then T (b) ∩ S(a) contains triangles
RRS, which are forbidden in T (a), contradicting homogeneity.
This leaves us with the following four cases, listed in Table 4.4.3.
Cases I, III, IV are easily eliminated via Theorem 4.4.20 because the maximal
S- (or T -) cliques containing an S- (T -) edge form the lines of a weak pseudoplane.
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This leaves only one case under the assumption of stability for S(a), T (a), namely
S(a) ∼= KRn [KSω [KTω ]] and T (a) ∼= KRm[KTω [KSω ]].
Proposition 4.4.43. Let M be a primitive simple unstable 3-graph in which
R,S, T are unstable relations and R is the only nonforking relation. Then S(a) and
T (a) are isomorphic to unstable 3-graphs.
Proof. By the paragraph preceding the statement, it suffices to eliminate the
case where S(a) ∼= KRn [KSω [KTω ]] and T (a) ∼= KRm[KTω [KSω ]].
Consider b ∈ S(a) and T (b). We have T (b) = (T (b) ∩ S(a)) ∪ (T (b) ∩ T (a)) ∪
(T (b) ∩R(a)).
By the structure of S(a), T (b)∩S(a) is the T -class of b ∈ S(a), excluding b itself.
By homogeneity, T (b) ∼= T (a), so each element of an infinite T -clique in T (b) is
contained in an S-class over b.
Since the S-diameter of M is 2, the triangle TTS is in Age(M) and T (b)∩S(a) 6=
∅. And since the triangle RST is also in Age(M) (this follows from R ∼S T ), we
have R(b) ∩ T (a) 6= ∅. By R ∼T S, R(b) ∩ T (a) is infinite and contains infinite T -
cliques; by R ∼S T , R(b)∩T (a) also contains infinite S-cliques. A similar argument
proves that S(b) ∩ T (a) is infinite and contains infinite S- and T -cliques.
Let X be the union of S-classes C in T (a) such that there are some c ∈ T (b) and
d ∈ C with T (d, b) ∧ S(c, d), and let Y be the union of S-classes C in T (a) such
that there are c ∈ T (b) and d ∈ C with S(d, b) ∧ S(c, d).Then either R(b) ∩ T (a) is
contained in X or is disjoint from X, and likewise with Y . Otherwise, we would be
abel to find d ∈ T (b) ∩ T (a) and e ∈ R(b) ∩ T (a) with equal quantifier-free types
over ab but distinct types over ab.
From this it follows that R(b) ∩ T (a) is disjoint from both X and Y . By homo-
geneity, S(b)∩T (a) and T (b)∩T (a) are unions of S-classes in T (a); but the structure
of S(a) must be isomorphic to that of S(b). The only possible way for S(b)∩S(a) to
be a union of S-classes in T (a) is for it to consist of exactly one class. But we know
that S(b)∩ T (a) contains infinite T -classes, so we have reached a contradiction. 
Corollary 4.4.44. There are no primitive simple unstable 3-graphs M in which
R,S, T are unstable relations and R is the only nonforking relation.
Proof. By Proposition 4.4.43, S(a) or T (a) is unstable. If S(a) is unstable,
then, by Corollary 4.4.41, one of R ∼T S or R ∼S T holds in each of S(a), T (a). We
know by PropositionPropOneIsStable that there is a stable relation in S(a), T (a),
which in each case must be R, which is either an equivalence relation or the com-
plement of one. If R is the complement of an equivalence relation, then each class is
infinite and isomorphic to the Random Graph. But then we find S ∼ T , contradict-
ing Corollary 4.4.41, so R must be an equivalence relation and each of S(a), T (a)
is an imprimitive homogeneous unstable 3-graph in which R defines an equivalence
relation with finite classes. But then R is stable in S(a), T (a), so they don’t embed
half-graphs witnessing R ∼T S or R ∼S T , a contradiction again. 
Now we can conclude:
Theorem 4.4.45. Let M be a homogeneous primitive simple unstable 3-graph.
Then if some relation forks, it is stable.
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Proof. We have proved that it is not possible to have one (Lemma 4.2.3) or
two forking unstable relations (Corollaries 4.4.41, 4.4.44). Thus, either we have all
relations unstable and nonforking, or the forking relation is stable. 

CHAPTER 5
Homogeneous Simple 3-graphs of SU-rank 1
This chapter contains more general results than the others. It deals with simple
binary homogeneous structures of SU-rank 1, so in particular we do not restrict
ourselves to undirected edges or any particular number of colours.
Under the assumption of SU-rank 1, tp(a/B) forks over A ⊂ B iff a ∈ acl(B) \
acl(A), and algebraic closure on an SU-rank 1 structure induces a pregeometry.
5.0.4. The primitive case.
Proposition 5.0.1. Let M be a binary homogeneous structure with supersimple
theory of SU-rank 1 such that Aut(M) acts primitively on M . Then acl(a, b) =
{a, b}.
Proof. Suppose not. Then there is c ∈ acl(ab) \ (acl(a) ∪ acl(b)) and a^
∅
| b,
since by primitivity (Observation 2.0.12) acl(a) = a. By primitivity, there is only
one strong type of elements over ∅, and since the rank is finite, this implies that all
elements are of the same Lascar strong type. So we have Lstp(a) = Lstp(b). Take
two elements c′, c′′ realising tp(c/a) and tp(c/b) respectively. Note that c′^
∅
| a and
c′′^
∅
| b.
Therefore we can apply the Independence Theorem to produce d |= Lstp(a) ∪
tp(c/a)∪ tp(c/b) with d^
∅
| ab. Since the language is binary, tp(d/ab) = tp(c/ab) (an
algebraic type), so d ∈ acl(ab) which contradicts d^
∅
| ab. 
A stronger statement is:
Proposition 5.0.2. Under the hypotheses of 5.0.1, acl(A) =
⋃
a∈A acl(a) = A.
Proof. We prove this by induction on |A|. The case |A| = 1 is true by primi-
tivity and |A| = 2 is Proposition 5.0.1. Now suppose that the result holds for sets
of cardinality k, and let A = {a1, . . . ak+1}.
Suppose that the equality does not hold, and take b ∈ acl(A) \⋃a∈A acl(a). By
the rank 1 assumption, ak+1^
∅
| A0, where A0 = A \ {ak+1}. Now take b0 realizing
tp(b/A0) and b1 realizing tp(b/ak+1). By the induction hypothesis, b0^
∅
| A0 and
b1^
∅
| ak+1. By primitivity, Lstp(b0) = Lstp(b1) (over the empty set), so we can
apply the Independence Theorem to get a β |= tp(b0/A0)∪ tp(b1/a) with β^
∅
| A. By
rank 1, β is not algebraic over A.
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But tp(β/A) = tp(b/A); indeed, tp(β/A0) = tp(b/A0), which implies that tp(β/α) =
tp(b/α) for all α ∈ A0, and also tp(β/a) = tp(b/a). Since the language is binary,
this implies that tp(β/A) = tp(b/A). This is a contradiction (because b is algebraic
over A.) 
Let D(x¯) denote the formula expressing that the elements of the tuple x¯ are all
different. Recall that the theory of the Random Graph is axiomatised by the set of
sentences {φn,m : n,m ∈ ω}, where φn,m is
∀v1, . . . , vn∀w1, . . . , wm(D(v1, . . . , vn, w1, . . . , wm)→ ∃x(
∧
1≤i≤n
R(x, vi) ∧
∧
1≤j≤m
¬R(x,wj))
When phrased as “whenever V1 and V2 are finite disjoint sets of vertices in G, there
exists a vertex v such that for all v1 ∈ V1 and v2 ∈ V2 the formula R(v, v1)∧¬R(v, v2)
holds in G,” the axiom schema φn,m is known as Alice’s restaurant axiom.
We will assume for the rest of this section that M is a binary relational structure,
homogeneous in a language L = {R1, . . . , Rn}, and that each 2-type over ∅ of
distinct elements is isolated by one of the relations in the language. Our aim is to
show that supersimple primitive binary homogeneous structures are very similar to
the random graph, in the sense that we can prove analogues of Alice’s restaurant
axioms in them. As in other proofs in this chapter, at the core of the argument is
the Independence Theorem.
Theorem 5.0.3. Let M be a countable relational structure homogeneous in the
binary language L = {R1, . . . , Rn}, and assume that each complete 2-type over ∅
is isolated by one of the Ri. Suppose that R1, . . . , Rm are symmetric relations and
Rm+1, . . . , Rn are antisymmetric. If M is primitive and Th(M) is supersimple of
SU-rank 1, then for any collection {A1, . . . , Am, Am+1, A′m+1, . . . , An, A′n} of pair-
wise disjoint finite sets of elements from M there exists v ∈M such that
M |=
∧
i∈{1,...m}
(
∧
vi∈Ai
Ri(v, vi)) ∧
∧
i∈{m+1,...,n}
(
∧
vi∈Ai
Ri(v, vi) ∧
∧
wi∈A′i
Ri(wi, v))
Proof. To prove this, we use Proposition 5.0.2 and the Independence Theo-
rem. We may assume that all the Ai, A
′
i are of the same size, and will prove this
proposition for |Ai| = 1 (it will be clear that the same argument can be iterated for
larger sets). By Proposition 5.0.2, a1 |^ a2 if a1 6= a2, and for any A,B,C, A^
C
| B
if (A \ C) ∩ (B \ C) = ∅. Let Ai = {ai} and A′j = {a′j} for m + 1 ≤ j ≤ n,
and assume all the ai are different and therefore pairwise independent. Then by
homogeneity, there exist bi with Ri(ai, bi), and tp(bi/ai) does not fork over ∅. By
primitivity, Lstp(b1) = Lstp(b2), so we can apply the Independence Theorem and
find b12 |= Lstp(b1) ∪ tp(b1/a1) ∪ tp(b2/a2) satisfying b12 |^ a1a2.
Now we have b12 |^ a1a2 and we know a1a2 |^ a3 and tp(b3/a3) does not fork over
∅. Also, by primitivity Lstp(b3) = Lstp(b12) and we can apply the independence
theorem again. Iterating this process, we find α |= Lstp(b1) ∪ tp(b1/a1) ∪ . . . ∪
tp(bn/an) independent from a1, . . . , am, am+1, a
′
m+1, . . . , an, a
′
n. 
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5.0.5. Finite equivalence relations. If M is a transitive, imprimitive rank 1
structure in which all the definable equivalence relations have infinite classes, then
it follows from the rank hypothesis that each of the equivalence relations has finitely
many classes. From homogeneity and transitivity it follows that if E is a definable
equivalence relation on M and ¬E(a, b), then a/E and b/E are homogeneous struc-
tures with the same age, and each has fewer definable equivalence relations than
M . By ω-categoricity, there are only finitely many definable equivalence relations,
so that M is in fact the union of finitely many primitive homogeneous structures
(which are the equivalence classes of the finest definable equivalence relation on M
with infinite classes) in which all invariant equivalence relations have finite classes.
Our next goal is to describe how two classes of a finite equivalence relation in a rank
1 binary homogeneous structure can relate to each other.
The archetypal example of an imprimitive simple unstable binary homogeneous
structure with a finite equivalence relation is the Random Bipartite Graph. It is
the Fra¨ısse´ limit of the family of all bipartite graphs with a specified partition or
equivalence relation; it is not homogeneous as a graph, but is homogeneous in the
language {R,E}, where E is interpreted as an equivalence relation. To axiomatise
this theory, it suffices to express that E is an equivalence relation with exactly two
infinite classes, R is a graph relation, and that for any finite disjoint subsets A1, A2
of the same E-class there exists a vertex v in the opposite class such that R(v, a)
holds for all a ∈ A1 and ¬R(v, a′) holds for all a′ ∈ A2.
If A,B are different classes of the finest definable finite equivalence relation E
on M , we will say that a relation R holds transversally or across A,B if there exist
a ∈ A and b ∈ B such that R(a, b) ∨ R(b, a). Relations which hold transversally
for some pair of E-classes are refered to as transversal relations. Notice that by
homogeneity any relation holding across E-classes does not hold within a class, and
vice-versa. By quantifier elimination and our assumption on the disjointness of the
binary relations, E is defined by a disjunction of atomic formulas
∨
i∈I Ri(x, y) for
some I ⊂ {1, . . . n}. Therefore, the transversal relations are those in L\{Ri : i ∈ I}.
We assume that each 2-type of distinct elements is isolated by a relation in the
language; therefore, each relation is either symmetric or antisymmetric.
Given two E-classes A,B, if only one symmetric relation R holds across A,B
then we say that R is complete bipartite in A,B, for the reason that if we forget the
structure within the classes, what we obtain is a complete bipartite graph. All other
relations are null across A,B in this case, i.e., not realised across these classes.
If D is an antisymmetric relation realised across A,B, we say that the ordered
pair of classes (A,B) is directed for D if all the D-edges present in A ∪ B go in
the same direction, that is, if either ∀(c, c′ ∈ A ∪ B)(D(c, c′) → c ∈ A ∧ c′ ∈ B) or
∀(c, c′ ∈ A ∪ B)(D(c, c′) → c ∈ B ∧ c′ ∈ A). A dramatic example of a D-directed
pair of E-classes is when ∀a ∈ A∀b ∈ B(D(a, b)). We adopt the convention that if
(A,B) is directed for D, then the D-edges go from A to B. If (A,B) is not directed
for any D, then we say that (A,B) is an undirected pair of E-classes.
Observation 5.0.4. Let M be a binary homogeneous imprimitive transitive rela-
tional structure in which there are proper nontrivial invariant equivalence relations
with infinite classes. Let E be the finest such equivalence relation in M . If (A,B)
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is a directed pair of equivalence classes for some D ∈ L, then no symmetric rela-
tions are realised across A,B and for all antisymmetric relations D′ in the language
realised across A,B, either (A,B) or (B,A) is directed for D′.
Proof. The first assertion follows from the fact that if R(a, b) for some sym-
metric relation R, where a ∈ A and b ∈ B, then by homogeneity there would exist
an automorphism taking a → b and b → a, which is impossible by invariance of E
and the fact that (A,B) is directed for D. Similarly, if for some directed relation
D′ we had a, a′ ∈ A and b ∈ B with D′(a, b) ∧D′(b, a′) then by homogeneity there
would exist an automorphism of M taking ab to ba′, again impossible since (A,B)
is directed for D. 
Observation 5.0.5. Let M be a binary homogeneous imprimitive transitive rela-
tional structure with supersimple theory of SU-rank 1 in which there are proper non-
trivial invariant equivalence relations with infinite classes. Let E be the finest such
equivalence relation in M , and assume that Aut(M) acts primitively on each E-class.
If a1, . . . , an, n ≥ 2, are distinct E-equivalent elements of M , then a1 |^ a2, . . . , an.
Proof. We proceed by induction on n. For the case n = 2, let a1, a2 be distinct
elements of M , E(a1, a2). In the situation described, each of the relations that
imply E is non-algebraic, since otherwise the action of Aut(M) on a1/E would not
be primitive. It follows that the relation isolating tp(a1a2) is nonforking, so a1 |^ a2.
Now suppose that any k distinct E-equivalent elements of M are independent.
Suppose for a contradiction that a1, . . . , ak+1 are pairwise independent E-equivalent
elements of M , and ak+1 |^6 a1, . . . ak. By the induction hypothesis, a1 |^ a2, . . . , ak,
ak+1 |^ a1 and ak+1 |^ a2, . . . , ak. Let b1 |= tp(ak+1/a1) and b2 |= tp(ak+1/a2, . . . , ak);
these are nonforking extensions of the unique 1-type over ∅ to a1 and a2, . . . , ak, and
are of the same strong type. Therefore, by the Independence Theorem, there exists
c satisfying tp(ak+1/a1)∪tp(ak+1/a2, . . . , ak) in the same class as ak+1, independent
(i.e., non-algebraic) from a1, . . . , ak. But then tp(c/a1, . . . , ak) = tp(ak+1/a1, . . . , ak)
because the language is binary, which is impossible as the type on the left-hand side
of the equality is non-algebraic, while the other one is algebraic. 
Given a pair of E-classes A,B, denote the set of nonforking transversal relations
realised in A ∪ B by I(A,B). If (A,B) is a directed pair of classes, then I∗(A,B)
is the set of nonforking relations D realised in A ∪ B such that D(a, b) for some
a ∈ A, b ∈ B. Note that for directed pairs, I(A,B) = I∗(A,B) ∪ I∗(B,A).
Proposition 5.0.6. Let M be a binary homogeneous imprimitive transitive re-
lational structure with supersimple theory of SU-rank 1 in which there are proper
nontrivial invariant equivalence relations with infinite classes. Let E be the finest
such equivalence relation in M , and assume that Aut(M) acts primitively on each E-
class. Suppose that (A,B) is a D1-directed pair of E-classes. Enumerate I∗(A,B) =
{D1, . . . , Dn} and I∗(B,A) = {Q1, . . . , Qm}. Then for all finite disjoint V1, . . . , Vn ⊂
B and W1, . . . ,Wm ⊂ A there exist c ∈ A and d ∈ B such that Di(c, v) holds for all
v ∈ Vi (1 ≤ i ≤ n) and Qj(w, d) holds for all w ∈Wj (1 ≤ j ≤ m).
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Proof. We will prove only that for all finite disjoint V1, . . . , Vn ⊂ B there exists
c ∈ B such that Di(c, v) holds for all v ∈ Vi; the same argument produces the d
from the statement.
We proceed by induction on k = |V1|+ . . .+ |Vn|, with an inner induction argu-
ment. If k = n, so Vi = {bi} then by Observation 5.0.5 we have b1 |^ b2. There
exist a, a′ ∈ A such that D1(a, b1) ∧ D2(a′, b2); since D1 and D2 are nonfork-
ing relations, a |^ b1 and a′ |^ b2, and since a, a′ are E-equivalent, they have the
same strong type. By the Independence Theorem, there exists c12 ∈ A such that
c12 |^ b1b2 and D1(c12, b1)∧D2(c12, b2). Now suppose that for t ≤ n− 1, we can find
c1...t |^ a1, . . . , at such that D1(c1...t, b1)∧. . .∧Dt(c1...t, bt). Given distinct b1, . . . , bt+1
with t + 1 ≤ n, it follows from Observation 5.0.5 that bt+1 |^ b1, . . . , bt. By the in-
duction hypothesis, there exists c1...t |^ b1, . . . , bt satisfying
∧t
i=1Di(c1...t, bi); and we
know that there exists ct+1 ∈ A such that Dt+1(ct+1, bt+1). Since Dt+1 is nonforking,
ct+1 |^ bt+1, and by the Independence Theorem, there exists c1...t+1 |^ b1, . . . , bt+1
such that
∧t+1
i=1Di(c1...t+1, bi). This concludes, by induction, the case k = n. The
same argument proves the inductive step on k. 
By the same argument, we can prove:
Proposition 5.0.7. Let M be a binary homogeneous imprimitive transitive rela-
tional structure with supersimple theory of SU-rank 1 in which there are proper non-
trivial invariant equivalence relations with infinite classes. Let E be the finest such
equivalence relation in M , and assume that Aut(M) acts primitively on each E-class.
Suppose that (A,B) is an undirected pair of E-classes, I(A,B) = {R1, . . . , Rk} ∪
{D1, . . . , Ds}, where each Ri is symmetric and each Dj is antisymmetric. Then for
all finite disjoint subsets V1, . . . , Vk,W1, . . . ,Ws,W
′
1, . . . ,W
′
s ⊂ B there exists c ∈ A
such that Ri(c, v) for all v ∈ Vi, Dj(c, w) for all w ∈ Wj, and Dj(w, c) for all
w ∈W ′j.
We remark here that if all the relations are symmetric, Proposition 5.0.7 says
that a nonforking transversal relation R occurs across a pair of E-classes A,B in
one of three ways, namely:
(1) Complete, that is, only one relation is realised across A,B,
(2) Null, so R is not realised in A ∪B
(3) Random bipartite: it satisfies that given two disjoint nonempty finite sub-
sets V, V ′ of A (B), there is a vertex v in B (A) that is R-related to all
vertices from V and to none from V ′
The results in this section tell us exactly what to expect from binary supersimple
homogeneous structures of SU-rank 1. Even though we did not phrase it as a list
of structures, Proposition 5.0.7 is essentially a classification result for imprimitive
binary homogeneous structures of SU-rank 1 in which one of the relations defines
an equivalence relation with infinite classes. Our next proposition is, in the same
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sense, a classification of unstable imprimitive simple 3-graphs (language {R,S, T},
all relations symmetric and irreflexive, each pair of distinct vertices realises exactly
one of them) in which one of the predicates defines a finite equivalence relation.
This result is of interest in the final sections of this chapter; we make implicit use
Proposition 2.0.2:
Proposition 5.0.8. Let M be a transitive simple unstable homogeneous 3-graph
in which R defines an equivalence relation with m < ω classes. Then M has super-
simple theory of SU-rank 1, the structure induced on each pair of classes is isomor-
phic to the Random Bipartite Graph, and for all k ≤ m and all k-sets of R-classes
X, any S, T -graph of size k is realised as a transversal to X.
Proof. The first assertion follows easily from transitivity (only one 1-type q0
over ∅) and the fact that if ϕ(x, a¯) is a formula not implying x = ai for some ai ∈ a¯,
then ϕ does not divide over ∅, so the only forking extensions to the unique 1-type
over ∅ are algebraic. To see this, consider any such ϕ(x, a¯). We may assume that
ϕ is not algebraic, as in that case we would already know that any extension of q0
implying ϕ is algebraic and so of SU-rank 0. Let c realise this formula, c 6∈ a¯. We
wish to prove that c |^ a¯; by simplicity, this is equivalent to proving a¯ |^ c.
Let ϕ′(x¯, c) be the formula isolating tp(a¯/c). Consider any ∅-indiscernible se-
quence I = (ci : i ∈ ω) such that c ∈ I. This is an infinite sequence contained in
the R-class of c. Colour the elements of I according to the types they realise over a¯.
Since a¯ is finite, there are only finitely many colours, and by the pigeonhole principle
there is an infinite monochromatic subset I ′ of I. Then we have I ′ ≡c I and I ′ is
indiscernible over a¯, so ϕ(x, a¯) does not divide over ∅ and the SU-rank of q0 (and
therefore M) is 1.
The relation R is clearly stable in M , so S and T must be unstable. By instability,
there are parameters ai, bi (i ∈ ω) such that S(ai, bj) holds iff i ≤ j. Since R is
stable, we have T (ai, bj) for all j < i in this sequence of parameters. If we consider
the aibi as pairs of type S and colour the pairs of distinct pairs in the sequence by
the type they satisfy over ∅, then using Ramsey’s theorem we can extract an infinite
∅-indiscernible sequence of pairs, which we also call ai, bi. By indiscernibility, the
new ai and bi form monochromatic cliques, which are of colour R because there
are no other infinite monochromatic cliques in M . This proves that S and T are
realised as transversals to any pair of R-classes. By homogeneity, all pairs of classes
are isomorphic.
The relation R is clearly nonforking in M . By instability, both S and T are
non-algebraic, so for any a ∈M the sets S(a) and T (a) contain infinite R-cliques. It
follows that S and T are nonforking transversal relations, so by Proposition 5.0.7 the
structure on any pair of R-classes is isomorphic to the Random Bipartite Graph.
Using the Independence Theorem, we can embed any S, T -graph of size k as a
transversal to a union of k R-classes, for any k ≤ m. 
The structures isolated by Proposition 5.0.8 consist of a finite number n of infinite
R-cliques, with S and T realised randomly between them. Let us call the structure
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with n infinite R-classes Bijn , where i, j ∈ {R,S, T} are the unstable relations (these
structures will appear again in Theorem 7.1.18).

CHAPTER 6
The Rank of Homogeneous Simple 3-graphs
In this chapter we will find all the primitive simple unstable 3-graphs and those
imprimitive ones with finitely many infinite classes, but the main result is that
primitive homogeneous simple 3-graphs cannot have SU-rank 2 or higher. The proof
of this fact consists of two parts: first we prove that there are no such structures
of rank 2, and then prove by induction that there are no structures of any higher
finite rank. It was recently proved by Koponen that binary homogeneous simple
structures are supersimple and have finite SU-rank, so this is enough.
6.1. The Rank of Primitive Homogeneous Simple 3-graphs
We will prove in this section that all primitive simple unstable 3-graphs have
SU-rank 1. From this and some basic results from Chapter 2, it will follow that the
only such 3-graph is the random 3-graph (the Fra¨ısse´ limit of the class of all finite
3-graphs).
Let M be a simple homogeneous unstable 3-graph. Of the three relations R,S, T
(all of which are realised in M), we assume that R is stable and forking, and S, T
are nonforking. This assumption (not needed in the proof of Theorem 6.1 below) is
justified by Theorem 4.4.45. Given any a ∈ M , consider R(a). This is a definable
set of rank at most 1 by our assumptions on R and the rank of M . What is the
structure of R(a)?
The main theorem of this chapter is:
Theorem. Let M be a primitive simple homogeneous 3-graph. Then the theory
of M is of SU-rank 1.
To prove this theorem, we prove first
Theorem. There are no simple primitive homogeneous 3-graphs of SU-rank 2.
This last result is proved by arguing first that R defines an equivalence rela-
tion on R(a) with finitely many classes; we use the imprimitivity blocks of the
R-neighbourhoods to define an incidence structure. This incidence structure is a
semilinear space. The analysis divides into two main cases, depending on the R-
diameter of the 3-graph; most of the work goes into proving the non-existence of
primitive homogeneous simple 3-graphs of SU-rank 2 and R-diameter 2. The case
with DiamR(M) = 3 is considerably easier.
The proof of the first of these theorems rests on the possibility of defining the
semilinear space. We use this observation to start an inductive argument on the rank
of the structure, and the second theorem is the basis for induction in that proof.
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For most of the chapter, we will assume that the SU-rank of Th(M) is 2; by
Theorem 4.4.45, the elements in a primitive simple homogeneous 3-graph satisfy
the statement “if tp(a/B) divides over A ⊆ B, then dividing is witnessed by a
stable formula”. In statements where the language is {R,S, T}, we assume that R
is a forking relation (R(a, b) implies tp(a/b) divides over ∅), and therefore stable.
In view of Lachlan’s classification of stable homogeneous 3-graphs (see Theorem
1.1.12), we may suppose that Th(M) is unstable. Since any Boolean combination
of stable formulas is stable, it follows that both S and T are unstable, therefore
nonforking. Statements for the language {R1, . . . , Rn}may be more general and refer
to homogeneous n-graphs. Note that if all relations are nonforking then a primitive
structure M is random in the sense that all its minimal forbidden structures are
of size 2 (examples: the Random Graph, Random n-edge-coloured graphs), by the
Independence Theorem argument used in the proof of Theorem 5.0.3.
Recall that for any relation P and tuple a¯, P (a¯) = {x¯ ∈ M |P (a¯, x¯)}. We some-
times refer to this set as the P -neighbourhood of a¯. In Definition 1.1.10, we defined
an n-graph to be a structure (M,R1, . . . , Rn) in which each Ri is binary, irreflexive
and symmetric; also, we assume that for all distinct x, y ∈M exactly one of the Ri
holds and n ≥ 2. Finally, if M is a homogeneous n-graph, we assume that for each
i ∈ {1, . . . , n} there exist ai, bi ∈M such that Ri(ai, bi) holds in M .
By simplicity, forking and dividing coincide, so in our statements and arguments
we usually prove or use dividing instead of forking. We assume that all relations in
the language are realised in M .
At this point, we know that there are two possibilitiese for the structure of 3-
graphs of rank 2 with relations R,S, T : either (M,R) has diameter 2, or it has
diameter 3. In the latter case, since Aut(M) preserves the R-distance, for any a ∈M
the sets S(a) and T (a) correspond to R-distance 2 and 3 from a, so Aut(M,R) =
Aut(M,R, S, T ).
6.2. Semilinear 3-graphs of SU-rank 2
In this section we establish the basis for the induction that will eventually yield
the main result of this chapter, namely that all primitive homogeneous simple 3-
graphs have SU-rank 1. By Theorem 4.4.45, we may assume that the forking relation
R is stable. We cannot have more than one forking relation because we assume that
each relation in the language isolates a 2-type, so by Theorem 4.4.45, if we had
two forking relations then both would be stable, which would imply that the third
(which is equivalent to the negation of the other two) is also a stable relation, and
the theory of the homogeneous 3-graph would be stable; and by Theorem 1.1.12 (due
to Lachlan), there are no primitive stable 3-graphs. Here we start a case-by-case
analysis of these graphs.
Observation 6.2.1. If M is a primitive simple ω-categorical relational structure
of SU-rank 2, and R is a forking relation, then R(a) is a set of rank 1.
Proof. Given any a ∈ M , R(a) is a set of rank at most 1. If it were of rank
0, then the set of solutions of R(x, a) would be finite, and therefore any element
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satisfying it would be in the algebraic closure of a, impossible by Observation 2.0.12.
Therefore, the rank of R(a) is 1. 
Proposition 6.2.2. Suppose that M is a simple primitive homogeneous R,S, T -
graph, the formula R(x, a) forks, and S, T are unstable, nonforking relations. Then
M embeds KRn for all n ∈ ω.
Proof. Being KRn -free would either force R(a) to be algebraic, contradicting
primitivity by Observation 2.0.12, or contradict, by Ramsey’s Theorem, Observation
4.1.11. 
Note that if M is a simple 3-graph in which R is stable, then R is still a stable
relation in the (homogeneous, simple) structure R(a), since any model of the theory
of R(a) can be defined in a model of the original theory, and therefore witnesses for
instability in R(a) theory would also witness instability in the original theory.
What can we say about R(a)? We will show in the next section that the action of
Aut(M/a) is imprimitive on R(a), and that the vertices together with the imprimi-
tivity blocks of their neighbourhoods form a semilinear space. In our argument, we
will use Lachlan’s classification of stable homogeneous 3-graphs (Theorem 1.1.12).
We summarise some properties of some of the infinite stable homogeneous 3-
graphs in the table in page 63. We present only those structures that may appear
as R(a) in a primitive homogeneous 3-graph.
Table 1. Some stable homogeneous 3-graphs
Structure Equivalence relations U-rank
PR[KRω ] R 1
KRω [Q
R] S ∨ T 1
QR[KRω ] R 1
KRω [P
R] S ∨ T 1
KRω ×KSn R,S 1
KRω ×KTn R, T 1
KRω [K
S
n [K
T
p ]] S ∨ T, T 1
KRω [K
T
n [K
S
p ]] S ∨ T, S 1
KSm[K
R
ω [K
T
p ]] T ∨R, T 1
KTm[K
R
ω [K
S
p ]] S ∨R,S 1
KSm[K
T
n [K
R
ω ]] R ∨ T,R 1
KTm[K
S
n [K
R
ω ]] R ∨ S,R 1
6.2.1. Lines. In this subsection we define the main tool that we will use to
eliminate candidates to be primitive homogeneous 3-graphs of SU-rank 2, a family
of definable sets we call lines. Thus we interpret an incidence structure in M in which
lines are infinite and each point belongs to a finite number of lines. It is tempting to
try to see this structure as a pseudoplane and use a general result of Simon Thomas
on the nonexistence of binary omega-categorical pseudoplanes (see [20]), but our
incidence structure falls short of being a pseudoplane or even a weak pseudoplane,
which is what Thomas uses in his proof. It is a semilinear space (see Definition
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6.2.4), which under some conditions also qualifies as a generalised quadrangle (cf.
Observation 6.2.16, see the paragraph preceding it for the definition of generalised
quadrangle).
Notation 6.2.3. If the R-diameter of M is 3, we adopt the convention that
S(a) and T (a) correspond to R2(a) and R3(a) (cf. the paragraph after Proposition
2.0.7). Note that in R-diameter 3, the triangle RRT is forbidden, and therefore the
R-neighbourhood of any vertex a is an R,S-graph, stable by the stability of R.
Definition 6.2.4. A semilinear space S is a nonempty set of elements called
points provided with a collection of subsets called lines such that any pair of distinct
points is contained in at most one line and every line contains at least three points.
Remark 6.2.5. As we have mentioned before, these structures are related to weak
pseudoplanes. Given a structure M and a definable family B of infinite subsets of
M , the incidence structure P = (M,B) is a weak pseudoplane if for any distinct
X,Y ∈ B we have |X ∩ Y | < ω and each p ∈ M lies in infinitely many elements of
B. The connection between our semilinear spaces and weak pseudoplanes is, then,
that a semilinear space interpreted (i.e., the lines form a definable family of subsets
of M) in a homogeneous structure in which each line is infinite and each point lies
in infinitely many lines is a weak pseudoplane. In all the semilinear spaces that we
will encounter in this chapter, lines are infinite and each point belongs to finitely
many lines.
The rest of this chapter consists of a study of the properties of a semilinear space
definable in homogeneous primitive 3-graphs of SU-rank greater than or equal to 2.
Proposition 6.2.6. Let M be an infinite 3-graph such that Aut(M) acts transi-
tively on M , R(a) is infinite for a ∈ M , and R defines an equivalence relation on
R(a) with finitely many equivalence classes. Denote by `(a, b) the maximal R-clique
in M containing the R-edge ab. Then (M,L), where L = {`(a, b) : M |= R(a, b)}, is
a semilinear space.
Proof. We start by justifying our use of the when we said that `(a, b) is “the
maximal R-clique in M containing the R-edge ab.” Since we chave R(a, b), we know
that b ∈ R(a), so it is an element of one of the finitely many classes of R in R(a). Let
b/Ra denote the R-equivalence class of b in R(a); then {a}∪b/Ra is an infinite clique
containing a, b. We claim that any clique containing a, b is a subset of {a} ∪ b/Ra.
To see this, let K be an R-clique containing a, b, and let x 6= a, b ∈ K. Such an
x exists because R partitions an infinite set into finitely many subsets. Since K is
a clique, we have that x ∈ R(a), and as R defines an equivalence relation on R(a)
and R(x, b) holds, we have that x ∈ b/Ra. Therefore, x ∈ {a} ∪ b/R(a) and `(a, b)
denotes this set.
So we have that two distinct points (vertices) belong to at most one element of
L. Any line contains at least three points, by transitivity of M and the fact that R
forms infinite cliques within R(a). 
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Definition 6.2.7. A 3-graph is semilinear if it satisfies the hypotheses of Propo-
sition 6.2.6. In particular, whenever we refer to a semilinear 3-graph in this chapter
we assume that points are incident with only finitely many lines.
Definition 6.2.8. If M is a semilinear 3-graph and R(a, b) holds in M , then
`(a, b) is the imprimitivity block in R(a) to which b belongs, together with the
vertex a. Equivalently, it is the largest R-clique in M containing a and b. We refer
to these sets as lines.
We have introduced semilinear 3-graphs because a good deal of the analysis of
homogeneous primitive 3-graphs of SU-rank 2 depends more on this combinatorial
property than on any simplicity or rank assumptions. The next two results estab-
lish that anything we prove about semilinear 3-graphs is also true of homogeneous
primitive 3-graphs of SU-rank 2.
Observation 6.2.9. Suppose M is a primitive homogeneous simple 3-graph of
SU-rank 2, where R is a forking relation, S, T are nonforking, and a ∈ M . Then
R(a) is imprimitive.
Proof. If the R-diameter is 2, then all three predicates are realised in R(a). By
Proposition 6.2.1, R(a) is a 3-graph of rank 1, so it cannot be primitive and unstable
by Proposition 2.0.7, as it would embed infinite S-cliques, contradicting Observation
4.1.11. And by Lachlan’s Theorem 1.1.12, R(a) cannot be primitive and stable (see
the table of 3-graphs without infinite S- or T -cliques in page 63).
If the R-diameter is 3, then R(a) is a homogeneous RS-graph. It follows from the
Lachlan-Woodrow Theorem 1.1.3 and simplicity that R(a) is isomorphic to Im[Kω]
or to Iω[Kn] (m,n ∈ ω). 
Proposition 6.2.10. If M is a homogeneous simple primitive 3-graph of SU-rank
2, then R defines an equivalence relation on R(a) with finitely many infinite classes.
Proof. We know from Observation 6.2.9 that R(a) is imprimitive. By quantifier
elimination and our assumption that exactly one of R,S, T holds for any pair of
vertices in M , to show that R defines an equivalence relation on R(a), an invariant
equivalence relation on R(a) is defined by a disjunction of at most two predicates
from L. Our two main cases depend on the R-diameter of M .
Case 1. If DiamR(M) = 3, then R(a) is a homogeneous R,S-graph, which must
be stable since R is stable and in which both R and S are realised, by Observation
2.0.17. The formula S(x, y) does not define an equivalence relation on R(a) by
Proposition 2.0.19. Therefore, R is an equivalence relation on R(a) and by Obser-
vation 4.1.11, this equivalence relation has finitely many classes, each of which is
infinite by homogeneity and the fact that R(a) is an infinite set.
Case 2. If DiamR(M) = 2, then all predicates are realised in R(a).
By Proposition 2.0.19 the relation S ∨ T does not define an equivalence relation.
If R∨S defines an equivalence relation on R(a), then it must have finitely many
classes as any transversal to R∨S is a T -clique and T does not form infinite cliques in
R(a). Each R∨S-class in R(a) is a homogeneous graph, so by the Lachlan-Woodrow
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Theorem 1.1.3 it must be of the form KSn [K
R
ω ], since K
R
n [K
S
ω ] is impossible because
S forms infinite cliques in it. It follows that R(a) is isomorphic to KTm[K
S
n [K
R
ω ]],
and R defines an equivalence relation on R(a) with m × n infinite classes (see the
table on page 63). The same argument shows that if R ∨ T defines an equivalence
relation on R(a), then R is also an equivalence relation there, with finitely many
infinite classes.
If S defines an equivalence relation on R(a), then it is a stable relation on R(a),
its classes are finite, and R(a) is a stable 3-graph of one of the forms 6-11 from
Lachlan’s Theorem 1.1.12. We can eliminate all those stable graphs in which S ∨T ,
R ∨ S, or R ∨ T defines an equivalence relation, since we have already dealt with
those cases. In all other cases (see the table on page 63), R defines an equivalence
relation with finitely many infinite classes.

Observation 6.2.9 and Proposition 6.2.10 tell us that in simple homogeneous prim-
itive 3-graphs of SU-rank 2 the forking predicate R defines an equivalence relation
on R(a) with finitely many infinite classes. We summarise this in a lemma for easier
reference:
Lemma 6.2.11. Primitive homogeneous simple 3-graphs of SU-rank 2 are semi-
linear. The lines of the semilinear space are infinite and each point is incident with
finitely many lines.
Proof. By primitivity, none of the relations R,S, T is algebraic (cf. Observa-
tion 2.0.12), so R(a) is infinite. The transitivity of the 3-graph follows trivially from
primitivity. Observation 6.2.9 and Proposition 6.2.10 prove that (the reflexive clo-
sure of) R is an equivalence relation on R(a) with finitely many infinite classes. 
We have defined a semilinear space over a homogeneous structure, but there is no
reason for it to be homogeneous as a semilinear space. This observation differentiates
our work from Alice Devillers’ study of homogeneous semilinear spaces (see [6]).
In Devillers’ formulation, a semilinear space is a two-sorted structure with one
sort for points and another for lines; it is homogeneous if the usual condition on the
extensibility of local isomorphisms between finite configurations of points and lines
is satisfied.
Our semilinear space is defined in a primitive homogeneous simple 3-coloured
graph. It is clear that we have two types of non-collinear points, corresponding to
S- and T -edges in the coloured graph. If the diameter of the graph is 2, then we
will see that n = |R(c) ∩ R(a)| and m = |R(d) ∩ R(a)| are not necessarily equal
for c ∈ S(a) and d ∈ T (a), even though ac and ad are isomorphic as incidence
structures. Any automorphism of the semilinear space extending the isomorphism
a 7→ a, c 7→ d would necessarily take R(c) ∩R(a) to R(d) ∩R(a), impossible. Thus,
we cannot expect our linear spaces to be homogeneous in the sense of Devillers.
We will use the semilinear space to analyse the structure of SU-rank 2 graphs.
Any two distinct vertices belong to at most one line and two distinct lines intersect
in at most one vertex. Any given vertex belongs only to a finite number of lines,
each of which is infinite. As a consequence:
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Observation 6.2.12. Suppose that M is a semilinear 3-graph and a ∈M . Then
for all d ∈ R2(a) and ` a line through a, |R(d) ∩ `| < 2.
Proof. If we had two different points b1, b2 on `∩R(d), then as we have R(b1, b2)
we get that b1, b2 belong to the same line through d. But then b1, b2 ∈ `(a, b1) ∩
`(d, b1), contradicting the fact, obvious from Definition 6.2.4 that the intersection of
two distinct lines in a semilinear space is either empty or a singleton. 
The situation in primitive semilinear 3-graphs is essentially different from that in
primitive structures of SU-rank 1. Compare our next observation with Proposition
5.0.1.
Observation 6.2.13. Let M be a primitive homogeneous semilinear 3-graph. If
the R-distance between a and b is 2, then acl(a, b) 6= {a, b}.
Proof. The vertices a and b belong to a finite number of lines. Since the R-
distance from a to b is 2, there exists at least one element c ∈ R(a) such that R(c, b)
holds. There is at most one such c in any line through a. These points are algebraic
over a, b and distinct from them. 
Observation 6.2.12 implies that the lines of the semilinear space interpreted in a
semilinear 3-graph do not form triangles.
The sets R(a), S(a), T (a) are homogeneous in the language L, so having the same
type over a is equivalent to being in the same orbit under Aut(M/a). Therefore, we
cannot have more than 2 nested a-invariant/definable proper nontrivial equivalence
relations in any of them, as we would need more than 3 types of edges to distinguish
them. For the same reason, the number of lines through a that R(c) meets for
c ∈ R2(a) is invariant under a-automorphisms (which fix the set of lines through a)
as c varies in an a-orbit.
6.2.2. The nonexistence of primitive homogeneous 3-graphs of R-diameter
2 and SU-rank 2. We know by Lemma 6.2.11 that finitely many lines are incident
with any vertex a ∈ M in a primitive simple homogeneous 3-graph of SU-rank
2. Recall from subsection 6.2.1 that that two lines intersect in at most one point
(by Observation 6.2.12 or by the definition of a semilinear space). The main ques-
tion to ask is: if a and b are not R-related, how many lines containing a can the
R-neighbourhood of b meet?
Proposition 6.2.14. Let M be a homogeneous primitive semilinear 3-graph with
simple theory in which S and T are nonforking predicates, and suppose that DiamR(M) =
2. If for every b ∈ R(a) and each line ` through b other than `(a, b) we have that
`∩ S(a) and `∩ T (a) are both nonempty, then either `∩ S(a) and `∩ T (a) are both
infinite, or one of them is of size 1 and the other is infinite.
Proof. Clearly, at least one of ` ∩ S(a) and ` ∩ T (a) is infinite. Suppose for a
contradiction that 1 < |` ∩ S(a)| < ω. The formula S(x, a) does not divide over ∅;
therefore, for any indiscernible sequence (ai)i∈ω the set {S(x, ai) : i ∈ ω} is consistent
by simplicity. In particular when R(a0, a1) holds. Therefore, S(a) embeds infinite
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R-cliques and by homogeneity every R-related pair in S(a) is in one such clique.
a
b
c
c′
d
X
S(a)
T (a)...
Take any c, c′ ∈ ` ∩ S(a), and let X be an infinite R-clique in S(a) containing
them. Consider d ∈ X \ `; X ⊂ `(c, d) and b /∈ `(c, d), and the same is true of c′.
But both belong to `(b, c). Therefore, there are two points which lie on two different
lines, contradiction. 
Our next observation is crucial to proving that there are no homogeneous 3-
graphs of rank 2 and diameter 2. We mentioned before that the incidence structure
interpreted in M by the lines and vertices is close to being a generalised quadrangle.
Recall that a generalised quadrangle (see [19]) is an incidence structure of points
and lines with possibly infinite parameters s and t satisfying:
(1) any two points lie on at most one line,
(2) any line is incident with exactly s + 1 points, and any point with exactly
t+ 1 lines, and
(3) if x is a point not incident with a line L, then there is a unique point
incident with L and collinear with x.
In [17], Macpherson proves:
Theorem 6.2.15. Let M be a homogenizable structure. Then it is not possible
to interpret in M any of the following:
(1) an infinite group,
(2) an infinite projective plane,
(3) an infinite generalised quadrangle, or
(4) an infinite Boolean algebra.
Observation 6.2.16. If M is homogeneous primitive semilinear 3-graph and
DiamR(M) = 2, then it is not the case that for all b ∈ R2(a) the set R(b) intersects
all lines containing a.
Proof. In this case, the incidence structure interpreted in M with lines of the
form `(x, y) and vertices as points is a generalised quadrangle with infinite lines
and as many lines through a point as R-classes in R(a), contradicting Theorem
6.2.15. 
The following observation will help us find different points c, c′ in S(a) or T (a)
such that R(c) and R(c′) meet the same lines through a. Recall that given a sub-
set B of M , the group of all automorphisms of M fixing B setwise is denoted by
Aut(M){B}.
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Observation 6.2.17. Let M be a primitive homogeneous semilinear 3-graph of
R-diameter 2. Let X be a set of lines incident with a. Then Aut(M/a){⋃X} acts
transitively on ` \ {a} for all ` ∈ X.
Proof. This is trivial if only one of S, T is realised in the union of two lines
through a, so assume that all types of edges are realised in the union of two lines
through a.
Note that at least one of RSS,RTT is realised in R(a). Assume without loss
of generality that RSS is realised in R(a). Let b, b′ be elements of R(a) satisfying
R(b, b′). Enumerate the lines in X as `1, . . . , `k, and assume b, b′ ∈ `k \ {a}.
a
...
...
`k
`k−1
`k−2
`1
dk−1
dk−2
d1
b
b′
We can find elements d1 ∈ `1, . . . , dk−1 ∈ `k−1 such that S(b, di) ∧ S(b′, di) for
i ∈ {1, . . . , k − 1}, so tp(b/a, d1, . . . , dk−1) = tp(b′/a, d1, . . . , dk−1). By homogene-
ity, there is an automorphism of M fixing a, d1, . . . , dk−1 (and therefore fixing
⋃
X
setwise) taking b to b′. 
If only one of S, T is realised in the union of two lines through a, then each pair
of R-classes in R(a) is isomorphic to a complete bipartite graph (the parts of the
partition are R-cliques and the edges are of colour S or T ), so we have two orbits of
pairs of lines through a.
Observation 6.2.18. Let M be a primitive homogeneous simple semilinear 3-
graph of R-diameter 2. If in R(a) all relations are realised in the structure induced
on a pair of lines through a, and there are m lines through a, then there is only one
orbit of k-sets of lines over a, for all k ≤ m.
Proof. There are two cases, depending on whether we can find witnesses to the
instability of S, T within R(a).
If R(a) is a stable structure, then it is isomorphic to KSm×KRω or to KTm×KRω , by
Lachlan’s Theorem 1.1.12, Observation 4.1.11, and the hypothesis that all relations
are realised in the structure induced on a pair of incident lines. In any of these
structures there are monochromatic transversal cliques of size m, so the observation
follows by invariance and homogeneity.
If we can find witnesses to the instability of S, T within R(a), then R(a) is
isomorphic to a simple unstable homogeneous 3-graph in which R defines a finite
equivalence relation. By Proposition 5.0.8, we can embed transversal monochromatic
cliques, and again the observation follows by invariance and homogeneity. 
70 6. THE RANK OF HOMOGENEOUS SIMPLE 3-GRAPHS
Notice that if for some element b ∈ R(a) and some line ` through b different from
`(a, b) the sets ` ∩ S(a) and ` ∩ T (a) are both nonempty, then by homogeneity we
can transitively permute the lines through b whilst fixing ab, and therefore all lines
through any b ∈ R(a), except `(a, b), meet both orbits over a in R2(a). Furthermore,
the size of the intersections does not change and is either 1 or infinite, with at least
one of them infinite. To put it differently, if one line through b (not `(a, b)) is almost
entirely contained (the point b is assumed to be in R(a)) in S(a), then each line is
almost entirely contained in one orbit. Now we prove that all lines that meet R2(a)
meet both S(a) and T (a).
We will need the following well-known fact from permutation group theory (see,
for example, 2.16 in [2]) to strengthen Observation 6.2.17 :
Theorem 6.2.19. Let G be a permutation group on a countable set Ω, and let
A,B be finite subsets of Ω. If G has no finite orbits on Ω, then there exists g ∈ G
with Ag ∩B = ∅.
Proposition 6.2.20. Suppose that M is a primitive simple homogeneous semi-
linear 3-graph with m lines through each point, and let X = {`i : 1 ≤ i ≤ k} be a set
of lines through a ∈M . Then for any transversal A to the k lines in X, there exists
a transversal B to X such that B ∼= A and B ∩A = ∅.
Proof. This is a direct consecuence of Theorem 6.2.19 and Observation 6.2.17.

Proposition 6.2.21. Let M be a simple homogeneous primitive semilinear 3-
graph of R-diameter 2, in which all predicates are realised in the structure induced
on a pair of incident lines, and a ∈ M . Then for all b ∈ R(a), each line ` 6= `(a, b)
through b meets both S(a) and T (a).
Proof. First note that it is not possible to have R(b)∩S(a) = ∅ or R(b)∩T (a) =
∅. To see this, suppose for a contradiction that R(b) ∩ S(a) = ∅; moving b by
homogeneity within R(a), it follows that R(b′) ∩ S(a) = ∅ for all b′ ∈ R(a), contra-
dicting the assumption that vertices in S(a) are at R-distance 2 from a. Similarly,
R(b)∩ T (a) 6= ∅. Therefore, this proposition can only fail if we have at least 3 lines
through a.
Suppose for a contradiction that there are m ≥ 3 lines incident with a and for all
b ∈ R(a) and ` 6= `(a, b) through b, ` \ {b} ⊂ S(a) or ` \ {b} ⊂ T (a). By Observation
6.2.16, we may assume that k = |R(c) ∩ R(a)| < m for all c ∈ S(a). We define
two binary relations and a binary function on S(a): for c, c′ ∈ S(a), E(c, c′) holds
if R(c) and R(c′) meet the same lines through a, and C(c, c′) holds if there exists
b ∈ R(a) such that b, c, c′ are collinear. Given two elements x, y ∈ S(a), let #(x, y)
denote the number of R-classes in R(a) that R(x) and R(y) meet in common, that
is #(x, y) = |{z ∈ R(x) ∩R(a) : ∃w(w ∈ R(y) ∩R(a) ∧ (R(w, z) ∨ w = z))}|.
Case 1. If k = 1, then there are at least four types of unordered pairs of vertices
in S(a). We prove this assertion as follows: let bc denote the unique element in
R(c) ∩ R(a) for c ∈ S(a). The relations Pˆ (c, c′) that hold if P (bc, bc′) is true (P ∈
{R,S, T}) are invariant and imply that bc, c, c′ are not collinear. It follows from the
assumption that for all ` 6= `(a, b) through b ∈ R(a) the set ` \ {b} is contained in
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S(a) or in T (a) and the first paragraph of this proof that C is also realised in S(a).
That gives us too many types of distinct unordered pairs of elements in S(a).
Case 2. If 2 ≤ k < m, then we have two subcases:
Case 2.1. If m − k ≥ 2, then we can find at least five types of unordered pairs
of elements in S(a). The proof is as follows: Observation 6.2.18 implies that E is
a nontrivial proper equivalence relation on R(a) and that it has
(
m
k
)
classes. Now
we claim that there are at least four types of E-inequivalent elements in S(a). By
Observation 6.2.18 there exist pairs of elements c, c′ ∈ S(a) with ¬E(c, c′)∧#(c, c′) =
k− 1. Using Proposition 6.2.20, we can find pairs which additionally satisfy R(c)∩
R(c′) ∩ R(a) 6= ∅ and R(c) ∩ R(c′) ∩ R(a) = ∅. We can follow the same argument
in the case #(c, c′) = k − 2 to find two more types of unordered pairs of distinct
elements from S(a), giving a total of at least five.
Case 2.2. Suppose then that m− k = 1, so E has m equivalence classes. There
is at least one line through b almost entirely contained in T (a), so we are left with
at most m− 2 lines through b distinct from `(a, b) which may meet S(a).
Claim 6.2.22. R(b) meets m− 1 E-classes in S(a).
Proof. We know that R(b) ∩ S(a) 6= ∅. Let c ∈ R(b) ∩ S(a). By hypothesis,
|R(c)∩R(a)| = m−1. Let X denote R(c)∩R(a). By Observation 6.2.18, we can find
a-translates of Xi, i ≤ m− 1, to any of the m− 1 sets of m− 1 lines through a that
include the R-class to which b belongs. And by the transitivity of Aut(M/a) on R(a)
we can find translates Yi in those sets of lines such that b ∈ Yi. By homogeneity,
each of the automorphisms taking X to Yi moves c to a new E-class.
Clearly, R(b) does not meet the E-class of elements whose R-neighbourhoods
meet all the lines in R(a) except `(a, b). 
As the lines are infinite and E has only finitely many classes, for each line `
through b that meets S(a) there is at least one E-class that contains infinitely many
elements of `. Since we have at most m− 2 lines through b that meet S(a) and R(b)
meets m− 1 E-classes, there is at least one line that meets more than one E-class.
Note that if a line ` meets more than one E-class, then the intersection of ` with
each of the E-classes it meets is infinite, by homogeneity as elements in each class
have the same type over ab and at least one of the intersections of ` with an E-class
is infinite.
Again by homogeneity (we can permute the lines over b that meet S(a) whilst
fixing ab), each line through b that meets S(a) meets more than one class.
As k ≥ 2, there exist b1, b2 ∈ R(a) such that for some c ∈ S(a) we have `(bi, c) \
{bi} ⊂ S(a) (i = 1, 2). Take c′ ∈ `(b1, c)∩S(a) and c′′ ∈ `(b2, c)∩S(a), both distinct
from c and E-equivalent to c. Such elements exist because the intersections of lines
through bi with the E-class of c are infinite, by homogeneity and the fact that at
least one of the intersections is infinite, so we have E(c, c′) ∧ R(c, c′). Also, c′ and
c′′ are not R-related (because the lines of the semilinear space do not form triangles,
cf. Observation 6.2.12), but are E-equivalent since we have E(c, c′) and E(c, c′′), so
at least one of E(c′, c′′) ∧ S(c′c,′′ ) and E(c′, c′′) ∧ T (c′, c′′) is realised. This gives us
at least two types of E-equivalent pairs.
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Now we will show that there are at least two types of E-inequivalent pairs. By
Proposition 6.2.20, we can find pairs of E-inequivalent elements with no common
R-neighbours in R(a) and also pairs of E-inequivalent elements with common R-
neighbours in R(a). Again, we get at least four types of unordered pairs of distinct
elements from S(a).

Proposition 6.2.23. Let M be a primitive homogeneous semilinear 3-graph with
simple theory and R-diameter 2, and assume that R is a forking relation and S, T
are nonforking. Then each element is incident with at least three lines.
Proof. Note first that if in any pair of lines through a only two of the predicates
in the language are realised, then we get the result automatically because R,S, T
are realised in R(a) by the diameter 2 hypothesis. So we may assume that in the
structure induced by M on a pair of lines through a all predicates are realised.
By Observation 2.0.17, each vertex belongs to at least two lines.
If R(a) has exactly two imprimitivity blocks, then by homogeneity for any b ∈
R(a) the set R(b) consists of two infinite R-cliques as well, one of which is `(a, b)\{b}.
Therefore, R(b)∩R2(a) is an infiniteR-clique, and by Proposition 6.2.21, R(b)∩R2(a)
meets both S(a) and T (a), as by the diameter 2 hypothesis both S and T are realised
in R(a).
Claim 6.2.24. For all b ∈ R(a), `b ∩ S(a) and `b ∩ T (a) are infinite.
Proof. Suppose that each vertex is incident with two lines. Then for all b ∈
R(a), there is a unique line through b that meets R2(a); let `b denote that line, for
each b ∈ R(a).
Proposition 6.2.14 tells us that either `b ∩S(a) and `b ∩T (a) are both infinite, or
one of them is of size 1 and the other is infinite. As this line is uniquely determined
for each b ∈ R(a), if we had, say |`b ∩ S(a)| = 1 and |R(c) ∩ R(a)| = 1 for all
c ∈ S(a), then this would establish a definable bijection between R(a) and S(a).
This is impossible as the rank of R(a) is lower than that of S(a).
Therefore, in orded to establish the claim, we need to eliminate the case where
|`b ∩ S(a)| = 1 and |R(c) ∩R(a)| = 2.
By Observation 6.2.16, if these conditions are satisfied then |R(d)∩R(a)| = 1 for
all d ∈ T (a). Given any c ∈ S(a), the set R(c) consists of two infinite R-cliques by
homogeneity; one vertex from each of these two cliques, belongs to R(a).
Therefore, for any c ∈ S(a), all relations in the language are realised in R(c) ∩
T (a). Define Q(d, d′) on T (a) to hold if there exists c ∈ S(a) such that R(d, c) ∧
6.2. SEMILINEAR 3-GRAPHS OF SU-RANK 2 73
R(d′, c) (see figure below).
a
︸︷︷︸
Q
S(a)
T (a)
We claim that Q ∧ R, Q ∧ S, Q ∧ T are realised in T (a). The reason is that
both lines through c are almost entirely contained in T (a): c and the two vertices
in R(c) ∩ R(a) are the only elements of R(c) not in T (a), since any other element
of R(c) ∩ S(a) would be forced to be an element of R(b1) or of R(b2), contradicting
R(b)∩S(a) = 1 for all b ∈ R(a). Our claim follows from the transitivity of Aut(M/c)
on R(c) and Theorem 6.2.19.
Now, since S does not divide over ∅ in M we must have the triangle SSR in
Age(M) (otherwise, S would divide, as witnessed by an ∅-indiscernible sequence
(ei)i∈ω with R(e0, e1)). Notice that we have an additional a-definable equivalence
relation F on T (a) with two classes, F (d, d′) holds if R(d) and R(d′) meet the same
line through a. If Q and F were satisfied simultaneously by a pair from T (a) then
F ∧ R, F ∧ S, F ∧ T (realised because R,S, T are realised in the union of any
two incident lines), and ¬F already give us too many relations on T (a). And if
they are not simultaneously realised by any pair, then any F -equivalent pair is Q-
inequivalent, so this together with the three relations from the preceding paragraph
give us four types of unordered pairs of distinct elements from T (a). 
By Observation 6.2.16, we may also assume that |R(c)∩R(a)| = 1 for all c ∈ T (a).
Consider the relation W (x, y) on T (a) that holds if there exists a b ∈ R(a) such
that R(b, x) ∧ R(y, b). This is clearly a symmetric and reflexive relation, and if
W (x, y) and W (y, z), then there exist b, b′ ∈ R(a) such that R(x, b) ∧ R(y, b) and
R(y, b′) ∧ R(z, b′). The hypothesis that |R(c) ∩ R(a)| = 1 for all c ∈ R2(a) implies
b = b′, as they are both R-related to y and in R(a). Therefore, x, y, z are all collinear
with b and W (x, z). Given a vertex c ∈ T (a) denote by bc the unique element of
R(c) ∩ R(a), and define Pˆ (c, c′) on T (a) if P (bc, bc′) holds for P ∈ {R,S, T}. This
gives us at least four types of unordered pairs of distinct elements in T (a): W -
equivalent and three types of W -inequivalent pairs (corresponding to Rˆ, Sˆ, Tˆ ). 
Observation 6.2.25. If M is a primitive homogeneous simple semilinear 3-graph
with DiamR(M) = 2 in which any point a is incident with at least three lines, then
it is not possible for all c ∈ R2(a) to satisfy |R(c) ∩R(a)| = 1.
Proof. In this case, the sets R(b)∩R2(a), b ∈ R(a), partition the set of maximal
rank R2(a) into infinitely many infinite parts, each consisting of at least 2 infinite
R-cliques. By Proposition 6.2.14, at least one of S(a) and T (a) is partitioned into
infinitely many infinite R-cliques by the family of sets ` \ {b}, where b ∈ R(a) and `
is a line through b not containing a. We may assume it is S(a).
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Define the relation Q(c, c′) on S(a) to hold if there exists b ∈ R(a) such that
R(b, c) ∧ R(b, c′) holds. We claim that Q is an equivalence relation. It is clearly
symmetric and reflexive. Now suppose Q(x, y)∧Q(y, z). Then there exist b, b′ ∈ R(a)
such that R(b, x) ∧R(b, y) and R(b′, y) ∧R(b′, z), so b = b′ since |R(y) ∩R(a)| = 1.
Therefore, Q(x, z) holds.
A Q-equivalence class consists of a finite number m > 1 of R-cliques, because
we assume that at least three lines are incident with a. Define the binary relations
Pˆ (c, c′) to hold if ¬Q(c, c′) and P (b, b′), where {b} = R(c)∩R(a), {b′} = R(c′)∩R(a)
and P ∈ {R,S, T}. This gives 3 types of Q-inequivalent pairs, plus at least two more
types of Q-equivalent pairs (collinear and not collinear), so we have too many types
of unordered pairs of elements from S(a). 
By Observation 4.1.11, not all R-free structures can be embedded into R(a). If
R(a) is a stable 3-graph, then it must be of one of the forms 6-11 in Theorem 1.1.12,
as all the others are finite. Observation 4.1.11 implies that only one of m,n, p is ω
(and the corresponding superindex is R).
The sets of relations realised with endpoints in different classes of an equivalence
relation partition the set of types of pairs of classes in a homogeneous binary struc-
ture. In our case, there can be no more than 2 types of pairs of R-classes in R(a).
This is implicitly used in the proof of our next result:
Proposition 6.2.26. There are no primitive simple homogeneous 3-graphs of
R-diameter 2 such that all relations are realised in the union of any two maximal
R-cliques in R(a).
Proof. By Observations 6.2.16 and 6.2.25, we have two cases to analyse:
Case 1. For some c ∈ R2(a), |R(c) ∩ R(a)| = 1. By homogeneity, this is true
for all the elements of the orbit of c under the action or Aut(M/a). Without loss
of generality, assume S(a, c). We can define E(x, y) on S(a) if R(x) and R(y)
meet the same line through a, and refine this equivalence relation with E′(x, y) if
they meet the same line at the same point. These two are equivalence relations,
and E′(x, y) → E(x, y). For E-inequivalent pairs, since both S and T are realised
in R(a), we can define Sˆ(x, y) and Tˆ (x, y) if S (respectively, T ) holds between the
elements of the intersections R(x)∩R(a) and R(y)∩R(a). Notice that both Sˆ and Tˆ
are realised, as any element in R(a) has a neighbour in S(a). We have too many 2-
types of distinct elements over a, since E′(x, y)∧x 6= y,E(x, y)∧¬E′(x, y), Sˆ(x, y)∧
¬E(x, y), Tˆ (x, y) ∧ ¬E(x, y) are all realised.
Case 2. For no element b of R2(a) does |R(b) ∩ R(a)| = 1 hold. Then, without
loss of generality, the elements of S(a) satisfy |R(b) ∩R(a)| = k, where 1 < k < m.
Define E(c, c′) on S(a) if R(c) and R(c′) meet the same lines through a. There are
three subcases to analyse:
Case 2.1. If m− k ≥ 3, then define Pi(c, c′) on S(a) for 0 ≤ i ≤ min{k,m− k}
to hold if R(c) ∪ R(c′) meet a total of k + i lines through a. The Pi are invariant
under Aut(M/a) and mutually exclusive; therefore all cases with min{k,m− k} ≥ 3
are impossible, as we would get at least four types of pairs of distinct elements in
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S(a). This leaves us with only one more possible case, namely m − k ≥ 3, k = 2,
since the case m− k ≥ 3, k = 1 is covered in Case 1
Suppose then that m − k ≥ 3 and k = 2. We claim that there are two types of
pairs satisfying P1. Let {b, b′} = R(c)∩R(a) for some c ∈ S(a), and take any line `
through a not including b or b′. By homogeneity, there exists a b′′ ∈ ` satisfying the
same relation with b′ as b. Therefore, there exists c′ ∈ S(a) satisfying P1(c, c′) and
the relation Q(c, c′) defined by ∃x(R(a, x) ∧ R(c, x) ∧ R(c′, x)). Using Proposition
6.2.21, we can find pairs d, d′ in S(a) satisfying P1(d, d′) and R(d)∩R(d′)∩R(a) = ∅.
Therefore, we have at least four types of pairs of distinct elements from S(a), as the
relations E, P1 ∧Q, P1 ∧ ¬Q, P2 are all realised.
Case 2.2. Suppose m − k = 1. By Proposition 6.2.17, there exist unordered
pairs of distinct elements satisfying E in S(a), and P1 (defined as in Case II2.1) is
realised by homogeneity and Observation 6.2.18.
Notice that there are two types of pairs satisfying P1(c, c
′), namely those with
R(c)∩R(c′)∩R(a) = ∅, and those with R(c)∩R(c′)∩R(a) 6= ∅. Both are realised
by Proposition 6.2.20.
This leaves us with two possibilities: for distinct c, c′ ∈ S(a), either E(c, c′)
implies R(c) ∩ R(c′) ∩ R(a) = ∅ (this can happen if the structure on any pair of
lines through a is that of a perfect matching and R(c) picks a transversal clique of
the matching colour), or we can have E(c, c′)∧R(c)∩R(c′)∩R(a) 6= ∅. In the latter
case, we have found four types of pairs of unordered distinct elements from S(a).
Therefore, assume that E(c, c′) implies R(c) ∩R(c′) ∩R(a) = ∅ for all c 6= c′ in
S(a). We claim that this can only happen in the situation described before, namely if
the structure on two lines is that of a matching and for all pairs b, b′ ∈ R(c)∩R(a),
the edge bb′ is of the colour of the matching predicate, say T . This claim follows
from the argument of Proposition 6.2.17: if for some edge bb′ in R(c)∩R(a) we were
able to find some b′′ collinear with b′ such that bb′′ and bb′ are of colour T , then by
homogeneity we could find a c′ E-equivalent to c with b ∈ R(c) ∩R(c′) ∩R(a).
It follows that in the situation we are considering T is an algebraic predicate
in R(a) and the set of KTm−1 in R(a) is in definable bijection with S(a) by the
function taking a T -clique c¯ to the unique element of
⋂{R(c) : c ∈ c¯} ∩ S(a). This
is impossible, since the rank of S(a) is greater than that of the set of T -cliques in
R(a), as T is algebraic.
Case 2.3. If m − k = 2, then the relations E,P1, P2 defined in Case 2.1 are
realised in S(a). As in Case 2.1, there are two types of pairs c, c′ satisfying P1:
some with R(c) ∩R(c′) ∩R(a) 6= ∅ and some with R(c) ∩R(c′) ∩R(a) = ∅, by the
same argument as in Case CasedefsP.

Proposition 6.2.26 eliminates all cases where R(a) is unstable, as in this case
for some infinite R-cliques A,B in R(a) the induced structure is isomorphic to the
Random Bipartite Graph. But Proposition 6.2.26 also covers some stable cases (for
example, if S or T is a perfect matching on the union of the two R-cliques). The only
cases that remain are those in which R(a) is stable and the induced structure on any
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pair of R-cliques in R(a) is isomorphic to a complete bipartite graph, that is, those
cases in which for all pairs of lines `1, `2 through a and all (b1, b2), (c1, c2) ∈ `1 × `2,
tp(b1b2) = tp(c1c2). In all of these cases, R(a) is stable.
Proposition 6.2.27. Let M be a homogeneous primitive semilinear 3-graph of
R-diameter 2 with finitely many lines through each point. If all types of pairs are
realised in R(a), but not in any pair of lines through a, then it is not possible for
any c ∈ R2(a) to satisfy |R(c) ∩R(a)| > 3.
Proof.
Claim 6.2.28. If tp(ac) = tp(ac′), then tp(R(c) ∩R(a)) = tp(R(c′) ∩R(a)).
Proof. By homogeneity, there exists an automorphism σ ∈ Aut(M/a) taking
c 7→ c′; this automorphism takes R(c) ∩R(a) to R(c′) ∩R(a). 
Claim 6.2.29. Under the hypotheses of Proposition 6.2.27, the isomorphism type
of R(c)∩R(a) for any c ∈ R2(a) depends only on the set of lines through a that R(c)
meets.
Proof. By Observation 6.2.12, the set R(c) ∩ R(a) is transversal to a set of k
lines through a, and by the hypotheses of Proposition 6.2.27, all transversals to the
same set of k lines are isomorphic. 
Now suppose that for some c ∈ S(a) we have |R(c)∩R(a)| > 3. By Claim 6.2.28,
the intersections of the R-neighbourhood of any two elements of S(a) with R(a) are
isomorphic; let E be the (not necessarily proper) equivalence relation on S(a) that
holds for elements that meet the same set of lines through a. Claim 6.2.29 says that
if A = R(c)∩R(a) for some c ∈ S(a) and we take any other set B transversal to the
same set of k > 3 lines then there exists an automorphism taking A to B over a that
moves c to an E-equivalent element of S(a). Therefore, the a-invariant relations
Pi(c, c
′) holding if E(c, c′) ∧ |R(c) ∩ R(a)| = i for i ∈ {0, . . . , k − 1} are all realised.
As k ≥ 4, this gives us too many invariant relations on pairs over a. This completes
the proof of Proposition 6.2.27. 
Lemma 6.2.30. There are no homogeneous primitive 3-graphs of SU-rank 2 and
R-diameter 2.
Proof. We know by Proposition 6.2.23 that the number m of lines through a
is greater than or equal to 3, and that all types of pairs are realised in R(a), but not
in any pair of lines through a (Proposition 6.2.26). By Proposition 6.2.27, for all c ∈
R2(a) we have |R(c)∩R(a)| ≤ 3. Assume that k = max{|R(c)∩R(a)|, |R(d)∩R(a)|},
where c ∈ S(a) and d ∈ T (a).
Case 1. First we prove that k = 3 is impossible. Let E(c, c′) be the equivalence
relation on S(a) that holds if R(c) and R(c′) meet the same lines through a. The key
observation in this case is that the graph induced on R(c)∩R(a) is a finite homoge-
neous graph of size 3, so it must be a monochromatic triangle (see also Gardiner’s
classification [11] of finite homogeneous graphs).
We start by arguing that E is always a proper equivalence relation on S(a) if
k = 3. By the preceding paragraph, R(c)∩R(a) is a complete graph in S or T . If E
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were universal in S(a), then it follows either that there are only three lines through
a (impossible as in that case one of the predicates would not be realised in R(a)), or,
assuming without loss that R(c)∩R(a) is isomorphic to KS3 , that R(a) is isomorphic
to KTm[K
S
n [K
R
ω ]]. In the latter case, we must have n = 3 because otherwise we could
move by homogeneity the KS3 corresponding to R(c)∩R(a) to another set of 3 lines
in the same R ∨ S-class and find E-inequivalent elements. Finally, if m > 1 then
again we have that E is a proper equivalence relation, depending on which R∨S-class
in R(a) the set R(c) meets. We reach a contradiction in any case; E is a proper
equivalence relation on R(a).
Suppose for a contradiction that for c ∈ S(a) we have |R(c)∩R(a)| = 3. Since E
is a proper equivalence relation, we have at least 4 invariant and exclusive relations
on S(a): E-inequivalent and three ways to be E-equivalent, as we can define Ii(c, c
′)
on S(a) to hold if E(c, c′) and |R(c) ∩ R(c′) ∩ R(a)| = i for i ∈ {0, 1, 2} (these
relations are realised because the intersection of the R-neighbourhoods of c and a
is a complete monochromatic graph, so any two transversals to the lines that R(c)
meets are isomorphic); this already gives us too many invariant relations on pairs
from S(a).
Case 2. Assume max{|R(c) ∩ R(a)|, |R(d) ∩ R(a)|} ≤ 2 (c ∈ S(a), d ∈ T (a)).
By Observation 6.2.25 and Proposition 6.2.23, it must be equal to 2. Suppose that
the maximum is reached in S(a). The equivalence relation E(c, c′) that holds on
S(a) if R(c) and R(c′) meet the same lines through a is proper: since m ≥ 3 and
k = 2, we can use homogeneity to move an element of R(c) ∩ R(a) to any line not
containing any elements of R(c) ∩ R(a); this automorphism moves c to an element
of S(a) that is not E-equivalent with c. Therefore we have at least four types of pairs
on S(a): two satisfying E(c, c′) (one with R(c)∩R(c′)∩R(a) empty, the other with
R(c) ∩R(c′) ∩R(a) nonempty), and, similarly, two with ¬E(c, c′).
We have exhausted the list of possible cases. The conclusion follows. 
6.2.3. The nonexistence of primitive homogeneous 3-graphs of R-diameter
3 and SU-rank 2. By homogeneity, if the R-diameter of the graph is 3, then,
since R-distance is preserved under automorphisms, if there are a, b, c such that
S(a, c) ∧ R(a, b) ∧ R(b, c), then all pairs c, c′ with S(c, c′) consist of vertices at R-
distance 2; and similarly T (a) would be the set of vertices at R-distance 3 from a.
From this point on, we will follow the conventions S(a) = R2(a) and T (a) = R3(a).
The situation in diameter 3 is considerably simpler than in diameter 2, as the
sets S(a) and T (a) are more clearly separated. The first thing to notice is that if
the R-diameter of M is 3, then RRT is a forbidden triangle, as T corresponds to
R-distance 3.
Proposition 6.2.31. Suppose that M is a semilinear homogeneous primitive 3-
graph of R-diameter 3 and that each point a is incident with m < ω lines. Then it
is not possible for any b ∈ S(a) to be collinear with m elements from R(a).
Proof. The R-neighbourhood of b has m R-connected components by transi-
tivity. But by homogeneity and diameter 3, b is adjacent to some element of R3(a).
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Therefore, if R(b) meets each line through a, then R(b) has at leastm+1 R-connected
components, contradicting homogeneity. 
Proposition 6.2.32. Let M be a semilinear homogeneous primitive 3-graph with
DiamR(M) = 3 and m < ω lines through each point, and let k denote |R(b) ∩R(a)|
for any b ∈ S(a). Then k = 1.
Proof. By Proposition 6.2.31, k < m. The main point here is that we get
the conclusion of Observation 6.2.18 for free in this situation, as the intersection of
any pair of lines through a with R(a) is isomorphic to a complete bipartite graph
(edges given by S, non-edges given by R). We can define an equivalence relation
E on S(a) holding for c, c′ if R(c) and R(c′) meet the same lines through a. By
Proposition 6.2.31 and homogeneity, E is a nontrivial proper equivalence relation
on S(a) with
(
m
k
)
classes. Notice that for any E-equivalent c, c′, the isomorphism
types of R(c)∩R(a) and R(c′)∩R(a) are the same over a, and in fact are the same
as the isomorphism type of any set transversal to k lines. Therefore, we can define
Pi(c, c
′) for 0 ≤ i < k if E(c, c′)∧ |R(c)∩R(c′)∩R(a)| = i. All of these relations are
realised by homogeneity, and invariant over a. This implies k ≤ 2.
Now we eliminate the case k = 2. If |R(c) ∩ R(a)| = 2 for c ∈ S(a), then
by Proposition 6.2.31 we have at least 3 lines through a, and the relation E de-
fined in the preceding paragraph is a proper nontrivial equivalence relation. By
the same argument, there are at least two types of E-equivalent pairs, plus at least
two types of E-inequivalent pairs, depending on whether the intersections of their
R-neighbourhoods meet R(a) or not. The conclusion follows. 
The situation is similar to what we had in diameter 2 after Observation 6.2.16,
but we have the additional information |R(b) ∩R(a)| = 1 for b ∈ S(a).
Proposition 6.2.33. Let M be a semilinear primitive homogeneous 3-graph of
R-diameter 3 and m < ω lines through each point. Then m = 2.
Proof. By Proposition 6.2.32, for any b ∈ S(a) we have |R(b)∩R(a)| = 1. Let
m denote the number of lines through a. We know by Observations 2.0.17 and 6.2.9
that m ≥ 2. Now suppose for a contradiction that m ≥ 3. Define E1, E2 on S(a) by
E1(c, c
′)↔ R(c) ∩R(a) = R(c′) ∩R(a)
E2(c, c
′)↔ R(b, b′) ∨ b = b′
where {b} = R(c) ∩ R(a) and {b′} = R(c′) ∩ R(a). The relation E2 holds iff R(c)
and R(c′) intersect the same line through a; E1 holds iff they meet R(a) at the same
point. There are m E2-classes and each of them contains infinitely many E1-classes.
Since m ≥ 3 and the R-diameter of M is 3, each E1-class contains at least two
infinite disjoint cliques, corresponding to the lines through a particular b ∈ R(a).
Therefore, we can define an invariant F (c, c′) if E1(c, c′) ∧ R(c, c′), breaking each
E1-class into finitely many R-cliques.
We have only three 2-types over a in S(a), corresponding to R,S, T , but we need
at least four invariant relations for these three nested equivalence relations. 
Lemma 6.2.34. There are no primitive homogeneous 3-graphs of SU-rank 2 and
R-diameter 3.
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Proof. We know by Propositions 6.2.32 and 6.2.33 that under the hypotheses
of this proposition we have |R(c) ∩ R(a)| = 1 for all c ∈ S(a) and there are exactly
two lines through each point in M . So far, the main characters in our analysis have
been R(a) and R2(a). Now the structure on R3(a) will also come into play. The
structure of S(a) in diameter 3 and a single element in |R(a) ∩ R(c)| consists, by
Proposition 6.2.33, of two E2-classes, each divided into infinitely many E1-classes
(R-cliques), where E1, E2 are as in the proof of Proposition 6.2.33. We have two
subcases:
Case 3. Suppose that S holds between E1-classes contained in the same E2-class.
Take d ∈ T (a). The set R(d)∩R2(a) meets each E1-class in at most one vertex and
one E2 class (T holds across E2-classes; if R(d)∩R2(a) met both E2-classes, then the
triangle RRT would be realised, contradicting our assumption that T (a) = R3(a)).
Therefore, we can define an equivalence relation on T (a) with two classes: define
F (d, d′)↔ ∃(c, c′ ∈ S(a))(c ∈ R(d) ∩ S(a) ∧ c′ ∈ R(d′) ∩ S(a) ∧ E2(c, c′))
So F (d, d′) holds iff R(d) and R(d′) meet the same E2-class in R2(a). We have a
further subdivision into cases, depending on how many E1-classes R(d) meets:
Case 3.1. If |R(d)∩R2(a)| = 1, then we can define on T (a) two more equivalence
relations:
F ′(e, e′)↔ E1(c, c′)
F ′′(e, e′)↔ R(e) ∩ S(a) = R(e′) ∩ S(a)
where {c} = R(e)∩ S(a) and {c′} = R(e′)∩ S(a). The condition |R(d)∩R2(a)| = 1
ensures that these relations are transitive. Clearly, F ′′ → F ′ → F ; and as there are
two lines through any vertex, F is a proper nontrivial equivalence relation. To prove
that F ′ and F ′′ are both realised and different, take any c ∈ S(a). There are two
lines incident with it, one of which is its E1-class, together with some point from
R(a); the other line, `, through c is almost entirely contained in T (a). Two points
on ` ∩ T (a) satisfy F ′′, and F -equivalent points in T (a) on lines through different
elements from S(a) satisfy F ′ ∧ ¬F ′′ if the elements from S(a) belong to the same
E1-class, and they satisfy F ∧ ¬F ′ if the elements from S(a) are E2-equivalent and
S-related.This gives us three nested invariant equivalence relations in T (a). This
rules out the possibility of |R(d) ∩R2(a)| = 1 in the situation of Case I(i).
Case 3.2. If R(d) meets more than one E1-class, then by homogeneity, since
any vertex lies on two lines, it has to intersect exactly two of E1-classes. Note that
R(d)∩S(a) is contained in a single E2-class, because the triangle RRT is forbidden.
Again, we find too many types realised on T (a). For any pair d, d′ ∈ T (a), the
number of E1-classes that R(d) ∪ R(d′) meets is invariant under a-automorphisms.
Notice that it is not possible for |(R′(d) ∪ R(d′)) ∩ R2(a)| to be 2, as in that case d
and d′ would belong to two different lines: by homogeneity, each element c ∈ S(a)
lies on two lines, one of which is its E1-class; therefore, if d, d
′ ∈ T (a) are such that
R(d, c)∩R(d′, c) 6= ∅, then c, d, d′ must be collinear. Define F1(d, d′) on T (a) if R(d)
and R(d′) meet the same two E1-classes, and P (d, d′) if R(d) ∩ R(d′) ∩ S(a) 6= ∅.
There are pairs satisfying all of F1 ∧ P, F1 ∧ ¬P,¬F1 ∧ P,¬F1 ∧ ¬P , giving us four
invariant relations on pairs from T (a).
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Case 4. If T holds between E1-classes contained in the same E2-class, then S
holds between E2-classes (as each E1-class is an R-clique). Again, we have two
subcases, depending on |R(d) ∩ S(a)| for d ∈ T (a):
Case 4.1. If |R(d) ∩ S(a)| = 1 for d ∈ T (a), then we can define an equivalence
relation E′(e, e′) on T (a) holding if R(e) and R(e′) meet the same E2-class in S(a).
We will show that we already have three invariant and mutually exclusive relations
on unordered pairs in each of the E′ classes. Define Rˆ, Tˆ on T (a) by Pˆ (e, e′) iff P
holds for the points in the intersection of R(e) and R(e′) with S(a) (P ∈ {R, T}),
and C(e, e′) if e, e′ are collinear with some c ∈ S(a), which happens if R(e)∩R(e′)∩
S(a) 6= ∅. We would need at least one more predicate to separate the E′-classes.
Case 4.2. And if |R(d)∩ S(a)| = 2 for d ∈ T (a), then the intersection with each
E2-class is of size one, as otherwise the triangle RRT would be realised. Then we
can count the total number of E1-classes that R(e) and R(e
′) meet, which can be 4,
3, or 2. And in the cases where this number is 3 or 2, we have another two relations,
depending on whether R(e)∩R(e′)∩S(a) is empty or not. Again, we find too many
invariant and mutually exclusive relations on unordered pairs of distinct elements
from T (a).

We can now prove that no primitive homogeneous simple 3-graphs have SU-rank
2.
Theorem 6.2.35. There are no homogeneous primitive simple 3-graphs of SU-
rank 2.
Proof. By Observation 2.0.21, the diameter of a primitive homogeneous simple
3-graph of SU-rank 2 is either 2 or 3. Lemmas 6.2.30 and 6.2.34 say that both
situations are impossible. 
6.3. Higher rank
We have now proved that there are no homogeneous primitive simple 3-graphs of
SU-rank 2. In this section, we see that result as the basis for an inductive argument
on the rank of the theory, using Theorem 4.4.45. We remark that in the course
of the proof of nonexistence of simple 3-graphs of rank 2, we only use the rank 2
hypothesis to prove that we can define in M a semilinear space with finitely many
lines through each point. Also, for most of the analysis simplicity suffices, and
we require supersimplicity only in Propositions 6.2.23 and 6.2.26 (and, indirectly,
Lemma 6.2.30 because the proof uses Propositions 6.2.23 and 6.2.26); in these results
we use the fact that the theory is ranked by SU, but the specific value of its rank is
irrelevant.
Therefore, if we prove that simple homogeneous 3-graphs of rank 3 or greater are
semilinear with finitely many lines through each point, then the rest of the argument
from Section 6.2 is valid in higher rank.
Lemma 6.3.1. Let M be a homogeneous primitive supersimple 3-graph of SU-rank
k ≥ 2. Then M is semilinear.
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Proof. Independently of the rank, if DiamR(M) = 3, then R(a) is a stable
RS-graph. It cannot be primitive by Theorem 1.1.3. And S is not an equivalence
relation by Proposition 2.0.19; therefore, R is an equivalence relation on R(a) with
finitely many infinite classes (by Observation 4.1.11).
So we need only worry about those cases with DiamR(M) = 2. We proceed by
induction on k (common induction, as opposed to transfinite induction, suffices by
Koponen’s Theorem 1.1.16). The case k = 2 corresponds to Lemma 6.2.11. Suppose
that up to k ≥ 3, we know that there are no primitive homogeneous simple 3-graphs
of SU-rank k − 1 (for k = 3, this is the content of Theorem 6.2.35).
If we are given a homogeneous primitive simple 3-graph of SU-rank k + 1 and
R-diameter 2, then we may assume by Theorem 4.4.45 that S and T are nonforking
predicates, so we know that R(a) is a simple homogeneous 3-graph of rank at most
k. It follows that R(a) is either imprimitive or of rank 1 as a structure in its own
right (it could have a higher rank as a subset of M due to external parameters). If
R(a) is imprimitive, the same arguments as in Proposition 6.2.10 show that R is an
equivalence relation; by Observation 4.1.11, it has finitely many classes.
Now we argue that R(a) is not primitive. By the induction hypothesis, if R(a)
were primitive, then its rank would be 1.
The structure on R(a) cannot be stable, as in that case it would be one of
Lachlan’s infinite stable 3-graphs from Theorem 1.1.12, all of which are imprimitive.
And R(a) cannot be isomorphic to a primitive unstable 3-graph of rank 1, as
by Proposition 2.0.7 primitivity contradicts the stability of R. Therefore, R(a)
is imprimitive and R defines an equivalence relation on R(a) with finitely many
classes, by Observation 4.1.11. This proves the proposition for all natural numbers
k ≥ 3. 
Lemma 6.3.1 tells us that we can define a semilinear space on M just as we did in
subsection 6.2.1. The analysis from subsections 6.2.2 and 6.2.3 translates verbatim
to this more general setting, as the rank hypothesis was used there only to ensure
that M interprets a semilinear space. As a consequence,
Theorem 6.3.2. Let M be a primitive simple homogeneous 3-graph. Then the
theory of M is of SU-rank 1. 
As a consequence of Theorems 4.4.45 and 6.3.2, all the homogeneous simple
unstable primitive 3-graphs of finite SU-rank have rank 1. We know from Chapter
5 that those are random, and that in the case of imprimitive structures with finitely
many classes, the transversal relations in a pair of classes are null, complete or
random. This leaves us only with imprimitive structures of rank 2.

CHAPTER 7
Simple 3-graphs of SU-rank 2
We proved in Chapter 6 that all primitive homogeneous 3-graphs with simple
theory have SU-rank 1. Therefore, all such 3-graphs with rank higher than 1 are
imprimitive. Since the invariant equivalence relation is, by quantifier elimination,
definable as a disjunction of atomic formulas and formulas defining equivalence re-
lations are stable, we are left with two cases:
(1) Either a single predicate, say R defines an equivalence relation with infin-
itely many infinite classes, or
(2) The disjunction of the unstable predicates S, T defines an equivalence rela-
tion with infinitely many infinite classes
Note that the case in which the disjunction of a stable predicate and an unstable
predicate defines an equivalence relation does not occur, since the complement of an
equivalence relation is also a stable predicate.
Remark 7.0.1. The SU-rank of a homogeneous simple unstable 3-graph M can-
not be higher than 2, since that would mean that M is imprimitive and the equiva-
lence relation E has infinitely many infinite classes, each of which is of rank at least
2, implying again imprimitivity and thus stability (we used at least one predicate
to define E and one more to define the finer equivalence relation; it follows that all
predicates are stable).
Two structures are easy to isolate:
Proposition 7.0.2. Let M be an unstable homogeneous 3-graph in which the dis-
junction of two unstable predicates S, T defines an equivalence relation with infinitely
many infinite classes. Then each class is isomorphic to the Rado graph.
Proof. Let C be an S∨T -class and consider two finite isomorphic substructures
A,B of C. By homogeneity of M , there exists an automorphism of C taking A to B
(namely, the restriction to C of the automorphism of M that exists by homogeneity,
which clearly fixes C).
Clearly, any half-graph witnessing the instability of S and T is contained in a
S ∨ T -class, so it follows that each class is isomorphic to the Rado graph by the
Lachlan-Woodrow Theorem. The structure is therefore KRω [Γ]. 
Proposition 7.0.3. Let M be an unstable homogeneous simple 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that in the union of any two classes only two predicates are realised. Then M ∼=
Γ[KRω ].
Proof. This follows from the same argument used in Observation 3.1.22 
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7.1. The remaining case
Propositions 7.0.2 and 7.0.3 leave us with the work of classifying those homoge-
neous simple unstable 3-graphs in which R defines an equivalence relation with infin-
itely many infinite classes and the induced action of Aut(M) on M/R is 2-transitive.
As in Chapter 3, we start our analysis by identifying the structure induced on a pair
of classes.
The argument from Observation 3.1.4 implies that if we fix some vertex a, then
S(a) ∩ C 6= ∅ and T (a) ∩ C 6= ∅ for all R-classes C not containing a.
Proposition 7.1.1. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes and Aut(M)
acts 2-transitively on M/R. If S(a) ∩ C is finite for some class C not containing
a, then the structure induced by M on a pair of distinct classes C,D is a perfect
matching.
Proof. We claim that the structure induced on C,D is homogeneous. Consider
two isomorphic finite subsets A,B of C ∪ D. If S or T is realised in A, then the
usual argument (see Proposition 7.0.2) proves that there exists an automorphism of
C ∪D taking A to B.
And if A ⊂ C,B ⊂ D are R-cliques of the same size, then we can find vertices
vA, vB in the opposite side of A,B such that T (vA, a) and T (vB, b) for all a ∈ A, b ∈
B. This follows from the fact that, by homogeneity, the sets
⋃
a∈A S(a) ∩ D is
finite and D is infinite. Now AvA and BvB are isomorphic and we can apply the
same argument as in the preceding paragraph. The same idea works when A,B are
subsets of the same class.
Thus C∪D is a homogeneous stable (because the S-neighbourhood of a vertex in
C∪D is finite and R is an equivalence relation) 3-graph in which R is an equivalence
relation with two infinite classes and no disjunction of two predicates is an equiva-
lence relation. Going through Lachlan’s list, we conclude that C∪D ∼= KRω ×KS2 . 
In Chapter 3 we proved that the only “interesting” imprimitive homogeneous
simple unstable 3-graph has the property that S (and T ) form perfect matchings in
the union of any two classes. In that case, since the classes are of size 2 if one of
the predicates matches the classes, then so does the other. One could imagine that
an analogue with infinite classes would have either S or T as a matching between
any two classes, possibly embedding all S, T -graphs as transversals. Fortunately, no
such monster exists:
Proposition 7.1.2. Let M be an imprimitive homogeneous simple unstable 3-
graph in which R defines an equivalence relation with infinitely many infinite classes,
and suppose that both S and T are realised in a pair of classes. If a pair of distinct
classes C,D embed a half-graph for S, T , then for any finite disjoint A,B ⊂ C
of the same size there exist d, d′ ∈ D such that tp(d/A) = tp(d′/σ(B)) for some
permutation σ.
Proof. Note first that the existence of a half-graph for S, T in C ∪D implies
that S(c) ∩D and T (c) ∩D are infinite (as are the corresponding neighbourhoods
in C for any vertex in D).
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We proceed by induction on the size of A. For |A| = 1, this follows from the
fact that S(a)∩E 6= ∅ for all classes E not including a, so there exist vertices in D
which are S-related to A, B.
Now suppose that up to |A| = n we can find vertices in D connected to A and B
only by S-edges, and let an+1, bn+1 be vertices in subsets A
′, B′ of C of size n + 1.
We know that there exist subsets X isomorphic to A′ such that there exists a vertex
in D that is S-related to all the elements of X, namely any vertex in the D-side of a
half-graph embedded in C ∪D with index larger than any of the first n+ 1 elements
of the half-graph. The result follows by homogeneity. 
Corollary 7.1.3. Let M be an imprimitive homogeneous simple unstable 3-
graph in which R defines an equivalence relation with infinitely many infinite classes,
and suppose that both S and T are realised in a pair of classes. The structure induced
on a pair of classes is homogeneous.
Proof. Fix two classes C,D, and consider two finite isomorphic subsets A ⊂
C ∪D,B ⊂ C ∪D. If either of A,B includes an S- or T -edge, then the isomorphism
extends to an automorphism of M , which fixes C ∪ D setwise C,D (and therefore
its restriction to C ∪D is an automorphism of the induced structure on C ∪D).
Now if each of A,B is a subset of C or D, we can use Proposition 7.1.2 to find an
element in the opposite class S-related to A and to B and apply the same argument
as before to the extended subsets. 
Theorem 7.1.4. There is no homogeneous unstable 3-graph M in which R defines
an equivalence relation with infinitely many infinite classes and the structure induced
by M on any pair of distinct classes is KRω ×KT2 .
Proof. This is a direct consequence of Observation 3.1.6. 
Corollary 7.1.5. The only simple homogeneous 3-graph in which R defines an
equivalence relation with infinitely many infinite classes and T is a perfect matching
between any two distinct R-classes is KRω ×KTω .
Corollary 7.1.6. Let M be an imprimitive homogeneous simple unstable 3-
graph in which R defines an equivalence relation with infinitely many infinite classes,
and suppose that the induced action of Aut(M) on M/R is 2-transitive. Then the
structure induced by M on the union of any two distinct classes C,D is isomorphic
to the Random Bipartite Graph.
Proof. It follows from Theorem 7.1.4 and Corollary 7.1.5 that there must be
half-graphs present in the union of C and D, that is, S ∼RR T . We will prove that
the axioms of the Random Bipartite Graph hold for C ∪D. Let A,B be two finite
disjoint subsets of C; we wish to prove that there exists d ∈ D such that S(d, a) for
all a ∈ A and T (d, b) for all b ∈ B.
Let nA and nB be the sizes of A,B, and let (αi)i∈ω ⊂ C and (βi)i∈ω ⊂ D be a
half-graph for S, T in C ∪D. Consider the first nA+nb+ 1 elements of the sequence
(αi)i∈ω: the vertex βnA+1 is such that S(αi, βnA+1) for all i ≤ nA, and T (αi, βnA+1)
for all i > nA. Now we can apply Corollary 7.1.3 to find an element in D that
satisfies over A ∪B the same type as βnA + 1 over α1, . . . , αnA+nb+1. 
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Corollary 7.1.7. If M is an imprimitive homogeneous simple unstable 3-graph
in which R defines an equivalence relation with infinitely many infinite classes, and
such that S and T are realised in any pair of classes. Then M embeds infinite cliques
in all colours.
Proof. We know already that M embeds infinite R-cliques, and by Ramsey’s
Theorem it must embed an infinite clique in at least one of S, T . Let us suppose
without loss that it embeds infinite S-cliques.
Note that R is the only equivalence relation, so in particular there are no equiv-
alence relations with finitely many classes on M . This follows from instability,
quantifier elimination, and Corollary 7.1.6: any such relation would be definable
as a disjunction of atomic formulas, but we know by instability that neither S nor
T define equivalence relations. Corollary 7.1.6 implies that the triangle RST is in
Age(M), so no disjunction of two predicates is an equivalence relation.
If M does not embed infinite T -cliques, then it must be the case that T (x, a)
forks, since otherwise the Independence Theorem would guarantee the existence of
infinite T -cliques. From this it follows that the only nonforking relation in M is S,
so T (a) does not embed infinite S-cliques. But T (a) meets all classes except a/R,
so there is an infinite transversal in T (a). This contradicts Ramsey’s Theorem. 
Proposition 7.1.8. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that between any two R-classes both R and S are realised. Then both S and T are
nonforking.
Proof. Since R defines an equivalence relation with infinitely many infinite
classes, the formula R(x, a) divides. At least one of S or T is nonforking, since
there must be Morley sequences in the only 1-type over ∅, so let us assume without
loss that T is nonforking. If the formula S(x, a) divides, then S(a) does not contain
infinite T -cliques. We know from Corollary 7.1.6 that the structure between any two
classes is isomorphic to the Random Bipartite Graph, so R defines an equivalence
relation in S(a) with infinitely many infinite classes, and since S(a) is a structure
interpreted in M , the theory of S(a) is simple.
Note that if S divides, then T (a) is isomorphic to M . From this it follows that
Aut(M)a acts 2-transitively on the set of R-classes in S(a), so S(a) is either T -free
or both S and T are realised in S(a) between any two classes.
Claim 7.1.9. S(a) is not T -free.
Proof. If S(a) is T -free, then the triangle SST is forbidden in M , which in
particular implies that S 6∼S T , so S ∼RR T is forced. From this we derive that there
are three forbidden triangles in M , namely RRT,RRS, SST . Now we will prove
that this is inconsistent with homogeneity.
We know from Corollary 7.1.6 that TTR, SSR are in Age(M).
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And since T (a) ∼= M and SSR ∈ Age(M),
C =
is also in Age(M). Finally, it follows from T (a) ∼= M and RST ∈ Age(M) that
B =
is in Age(M). Now we amalgamate B,C over a triangle RTT :
b c
a0 a1
a2
We cannot have R(b, c) because R because RRT would appear on b, a2, c; and T (b, c)
would form SST on the vertices b, a0, c. Finally, S(b, c) would form SST on b, c, a1.
Therefore, the amalgamation problem has no solution in Age(M), contradicting
homogeneity. From this we conclude that both S and T are realised in S(a). 
If S(a) is isomorphic to a stable graph, it follows from Corollary 7.1.5 that S(a) ∼=
KRω ×KS2 , because each pair of classes is a stable structure. But then S(a) embeds
infinite T -cliques.
So S(a) is an unstable structure. By Corollary 7.1.7, S(a) embeds infinite T -
cliques. In any case, we have reached a contradiction. Therefore, T is nonforking. 
Corollary 7.1.10. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that between any two R-classes both R and S are realised. Then M embeds all finite
S, T -graphs. In particular, S ∼S T and S ∼T T .
Proof. We know from the proof of Corollary 7.1.7 that R is the only nontrivial
proper equivalence relation on M . From this it follows that there is a unique strong
type of singletons over ∅, which is Lascar strong because these theories are low.
This allows us to apply the usual argument (see for example Theorem 5.0.3) to form
an S, T -graph. 
Our goal now is to prove that any S, T -graph of size n is realised as a transversal
in any union of n R-classes. To prove this it suffices, by homogeneity, to prove that
any n classes embed a KSn (so Aut(M) acts highly transitively on M/R).
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Proposition 7.1.11. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that between any two R-classes both R and S are realised. Then Aut(M) acts 3-
transitively on M/R.
Proof. It follows from Corollary 7.1.10 that S(a) and T (a) are unstable 3-
graphs, since S ∼S T and S ∼T T , and from Corollary 7.1.6, that R defines an
equivalence relation with infinitely many infinite classes in S(a), T (a). We wish to
prove that Aut(M)a acts 2-transitively on the set of R-classes in S(a).
Suppose for a contradiction the action is not 2-transitive. Then the structure on
any pair of R-classes in S(a) must be that of a complete bipartite graph. By Propo-
sition 7.0.3 S(a) ∼= T (a) ∼= Γ[KRω ]. We have two possibilities: either the structures
are “aligned” (i.e., for pairs R(c, c′), R(b, b′) with S(a, c), T (a, c′) and S(a, b), T (a, b′)
we have (S(b, c) ∧ S(b′, c′)) ∨ (T (b, c) ∧ T (b′, c′))) or the opposite relation between
two classes in S(a) is realised between the corresponding classes in T (a).
In the latter case, given any c1, c2 ∈ S(a) with S(c1, c2) we can find a d1 with
R(d1, c2) and T (c1, d1) because T (c1)∩d1/R 6= ∅ and we know that all the elements
of d1/R∩S(a) are S-related to c1. Similarly, given d2 in a third class with S(d2, d1),
there is c2 satisfying R(c2, d1) ∧ T (d2, c2), as in the following figure:
. . .
. . .
a
S(a)
T (a)
S T
c1 c2
d1 d2
T S
The pairs c1, d1 and c2, d2 are isomorphic over a, so there must be σ ∈ Aut(M)a
such that σ(c1) = c2, σ(d1) = d2. But such automorphism would take c2 to some e
′
with R(e′, d2), so the S-edge c1c2 would necessarily be taken to a T -edge, contra-
dicting homogeneity.
This leaves us with the “aligned” case. The same argument works here, but we
need to justify the existence of the vertices c1, c2, d1, d2 slightly differently. Take three
distinct classes C,D,E not containing a, such that in C ∩ S(a) and D ∩ S(a) form
an S-complete bipartite graph, and D ∩S(a), E ∩S(a) form a T -complete bipartite
graph. We know that C = (C∩S(a))∪(C∩T (a)) (and similar statements for D,E),
and that each pair of classes is a Random Bipartite Graph. Let d0 ∈ S(a) ∩ D
and d1 ∈ T (a) ∩ D. By the extension axiom in the Random Bipartite Graph,
there exists some c1 ∈ C such that S(d0, c1) ∧ T (c1, d0). This c1 must be in S(a),
7.1. THE REMAINING CASE 89
C ∩ T (a), D ∩ T (a) are complete bipartite in the predicate S:
. . .
. . .
a
S(a)
T (a)
S T
d1
TS
C D E
d0∃c1
And between the classes D,E that whose intersections with the neighbouhoods of
a form T -complete bipartite graphs, take d2, d3 ∈ T (a) ∩ E. As before, there exists
c2 ∈ D such that T (d3, c2) ∧ S(d2, c2). This c2 must be in S(a).
. . .
. . .
a
S(a)
T (a)
S T
TS
C D E
∃c2
d3
d2
And we reach a contradiction as before. 
Proposition 7.1.11 suggests a way to prove that Aut(M) acts highly transitively
on M/R: prove that for any finite S-clique A, Aut(M)A acts 2-transitively on the
set of R-classes of
⋂
a∈A S(a). To do this, we first need to prove that indeed R
defines an equivalence relation on
⋂
a∈A S(a).
Proposition 7.1.12. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that between any two R-classes both R and S are realised. Let A = {a1, . . . , an} ⊂
M be a finite S-clique. Then ai |^ (A \ ai) and
⋂
1≤i≤n S(ai) is a simple unstable
homogeneous 3-graph in which R defines an equivalence relation with infinitely many
infinite classes.
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Proof. The first conclusion follows from the Independence Theorem and ho-
mogeneity (one can realise the type of the vertex over the smaller clique as an via
the Independence Theorem). By simplicity, we also have (A \ ai) |^ ai, so for any
∅-indiscernible sequence (ci : i ∈ ω) the set {
∧n
j=1 S(xj , ci) : i ∈ ω} is satisfiable. In
particular when the ci form an infinite R-clique. There are infinitely many classes in⋂
1≤i≤n S(ai) as a consequence of Corollary 7.1.10; instability is also a consequence
of Corollay 7.1.10. 
Lemma 7.1.13. Let M be a homogeneous simple unstable 3-graph in which R
defines an equivalence relation with infinitely many infinite classes, and suppose that
between any two R-classes both R and S are realised. Let A = {a1, . . . , an} ⊂ M
be a finite S-clique. Then Aut(M)A acts 2-transitively on the set of R-classes in
XA =
⋂
1≤i≤n S(ai).
Proof. We know by Corollary 7.1.10 that both S and T are realised in X, and
we know by Proposition 7.1.12 that X is a homogeneous simple unstable 3-graph
in which R defines an equivalence relation with infinitely many infinite classes. The
same argument as in Proposition 7.1.12 proves that YA =
⋂
1≤i≤n T (ai) is the same
type of structure.
For n = 1, the situation is exactly that of Proposition 7.1.11, so let us use that
result as a basis for induction on n. Suppose that up to |A| = n, Aut(M)A acts
2-transitively on XA. Let A
+ be an S-clique of size n + 1, and denote a subset of
A+ of size n by A−. The induction hypothesis and Proposition 7.0.3 imply that
XA− =
⋂
a∈A− S(a) is isomorphic to the Random Bipartite Graph. if Aut(M)A+
does not act 2-transitively on the set of R classes of XA+ , then XA+ , is isomorphic
to Γ[KRω ].
Choose any three R-classes C,D,E represented in XA+ such that (C ∪D)∩XA+
is S-complete bipartite and (E ∪ D) ∩ XA+ is T -complete bipartite. Let c0, c1 ∈
C ∩ XA+ . Clearly, XA+ ⊂ XA− , so there exists an element d1 ∈ XA− such that
T (d1, c1) ∧ S(c0, d1). This d1 must be in XA− \ XA+ , since (C ∪ D) ∩ XA+ is S-
complete bipartite.
A−
a
. . .
. . .
XA+
XA−
C D E
S T
∃d1
c0
c1
. . .
By a similar argument, one can find d2 ∈ D∩XA+ and e ∈ E∩ (XA− \XA+) such
that T (d2, e). Now the pairs c1, d1 and d2, e have the same type over A
+, since they
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are c1 and d2 are S-related to all vertices in A
+, d1 and e are S-related to all vertices
in A−, and T (c1, d1), T (d2, e). But an automorphism taking c1 7→ d2, d1 7→ e would
take an S-edge in XA+ to a T -edge, contradicting homogeneity. We conclude that
Aut(M)A+ acts 2-transitively on the set of R-classes in XA+ . The result follows by
induction. 
Corollary 7.1.14. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that between any two R-classes both R and S are realised. Then the induced action
of Aut(M) on M/R is highly transitive.
Proof. By Lemma 7.1.13, any n-tuple of R-classes embeds a transversal KSn .
Pick any two n-tuples of R-classes; each embeds a KSn , so by homogeneity there is
an automorphism of M taking one clique to the other (in any prescribed order). By
invariance of R, this automorphism maps the one set of cliques to the other. 
The conditions we have isolated so far spell out the age of M : a simple inductive
argument on n following the lines of Observations 3.1.12 and 3.1.13 proves:
Theorem 7.1.15. Let M be a homogeneous simple unstable 3-graph in which R
defines an equivalence relation with infinitely many infinite classes, and suppose that
between any two R-classes both R and S are realised. Then for all n ∈ ω and distinct
R-classes Ci in M and disjoint finite A
i
1, A
i
2 ⊂ Ci there exists x ∈ M such that for
all ai ∈ Ai1 and bi ∈ Ai2 the relations S(x, ai1), T (x, bi2) hold. 
Let Forb(RRS,RRT) denote the family of all finite 3-graphs not embedding the
triangles RRS,RRT .
Corollary 7.1.16. Let M be a homogeneous simple unstable 3-graph in which
R defines an equivalence relation with infinitely many infinite classes, and suppose
that between any two R-classes both R and S are realised. Then Forb(RRS,RRT) =
Age(M).
Proof. It is clear that Age(M) ⊂ Forb(RRS,RRT). The other half, Forb(RRS,RRT) ⊂
Age(M), is a consequence of Theorem 7.1.15. 
Condensing the main results above, we get:
Theorem 7.1.17. Let M be a homogeneous simple unstable 3-graph in which R
defines an equivalence relation with infinitely many infinite classes, and suppose that
between any two R-classes both S and T are realised. Then each pair of classes is
isomorphic to the Random Bipartite Graph, and each n-tuple of classes embeds all
S, T -graphs of size n as transversals. Furthermore, there is a up to isomorphism
unique such structure.
Proof. We already knew about the structure of a pair of classes. The second
assertion follows from the fact that the age of the Random Graph is contained in
the age of M , so every finite S, T -graph G is realised as a transversal. Since there is
only one orbit of finite tuples of R-classes, G is realised in all the unions of classes
of the same size. Uniqueness is Corollary 7.1.16. 
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Let us call the structure from Theorem 7.1.17, for lack of a better name, B. We
have proved:
Theorem 7.1.18. The following is a list of all supersimple infinite transitive
homogeneous n-graphs with n ∈ {2, 3}:
(1) Stable structures:
(a) Iω[Kn] or its complement Kω[In] for some n ∈ ω + 1
(b) P i[Kim]
(c) Kim[Q
i]
(d) Qi[Kim]
(e) Kim[P
i]
(f) Kim ×Kjn
(g) Kim[K
j
n[Kkp ]]
(2) Unstable structures:
(a) Primitive structures:
(i) The random graph Γi,j
(ii) The random 3-graph Γi,j,k
(b) Imprimitive structures with infinite classes:
(i) Kim[Γ
j,k], m ∈ ω + 1
(ii) Γi,j [Kkω]
(iii) Bi,jn , n ∈ ω, n ≥ 2
(iv) B
(c) Imprimitive structures in which the equivalence relation has finite classes:
(i) Structures in which both unstable predicates are realised across
any two equivalence classes: Ci(Γj,k)
(ii) Structures in which only one of the unstable predicates is realised
across any two equivalence classes: Γi,j [Kkn], n ∈ ω.
Where {i, j, k} = {R,S, T} and Bi,jn is the 3-graph consisting of n copies of
KRω in which the structure on the union of any two maximal infinite R-cliques is
isomorphic to the random bipartite graph, and all S, T -structures of size k ≤ n are
realised transversally in the union of any k R-classes.
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