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Abstract. In this work, we use the Sternberg phase space (which may be
considered as the classical phase space of particles in gauge fields) in order to
explore the dynamics of such particles in the context of Hamilton-Dirac systems
and their associated Hamilton-Pontryagin variational principles. For this, we
develop an analogue of the Pontryagin bundle in the case of the Sternberg
phase space. Moreover, we show the link of this new bundle to the so-called
magnetized Tulczyjew triple, which is an analogue of the link between the
Pontryagin bundle and the usual Tulczyjew triple. Taking advantage of the
symplectic nature of the Sternberg space, we induce a Dirac structure on the
Sternberg-Pontryagin bundle which leads to the Hamilton-Dirac structure that
we are looking for. We also analyze the intrinsic and variational nature of the
equations of motion of particles in gauge fields in regards of the defined new
geometry. Lastly, we illustrate our theory through the case of a U(1) gauge
group, leading to the paradigmatic example of an electrically charged particle
in an electromagnetic field.
1. Introduction
In the Hamiltonian formalism, many classical mechanical systems are described
by a manifold, which plays the role of phase space, endowed with a symplectic
structure and a choice of Hamiltonian function. More concretely, if S is a smooth
manifold equipped with a symplectic two-form ΩS , i.e. (S,ΩS), the dynamics in-
duced by a smooth Hamiltonian function H : S → R, embodied in its Hamiltonian
vector field XH : S → TS, is determined by the well-known Hamiltonian equations
iXHΩS = dH.
As can be noticed, these equations are global and may be derived from the pure
geometry of the phase space. Particularly, the dynamics of a particle with configu-
ration manifold Q is determined by its cotangent bundle (T ∗Q,ΩT∗Q), the usual
phase space in classical mechanics, and a given Hamiltonian function H : T ∗Q→ R.
The Lagrangian counterpart of mechanics is not as geometrical as the Hamiltonian
side, say the Euler-Lagrange equations for a given Lagrangian function L : TQ→ R
cannot be obtained from the geometry of the tangent bundle TQ. Nevertheless,
both approaches may be described intrinsically under the same framework when one
combines the theory of Lagrangian submanifolds (see [32, 33]) with the so-called
Tulczyjew’s triple (see [28, 29, 30]): namely, both Hamiltonian and Lagrangian
dynamics are described by suitable Lagrangian submanifolds of the double vec-
tor bundle TT ∗Q. Roughly speaking, a Lagrangian submanifold is a maximally
isotropic submanifold of a given symplectic manifold, while the Tulczyjew triple is
the set made out of the double vector bundles T ∗T ∗Q, TT ∗Q, T ∗TQ and two sym-
plectomorphisms among them, say αQ, βQ. This is a powerful mechanism and it has
been widely applied in modern Geometric Mechanics, from continuous to discrete
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2 F. JIME´NEZ
systems or from unconstrained to variationally constrained (meaning vakonomically
constrained) systems, as can be seen in the recent references [2, 3, 4, 8, 9, 14].
Mathematically speaking, in a gauge theory with gauge group G formulated over
a manifold Q, a gauge field is a connection of the G−principal bundle P → Q. The
addition of a gauge field into the classical particle dynamics is non-trivial, specially
when the group is non-abelian. From a symplectic perspective, the description
of the phase space of a particle on a gauge field was initiated by Sternberg in
[26], giving rise to the so-called Sternberg phase space F], which is a vector space.
This construction follows the initial ideas in [34], where the equations of motion
of the particle and the gauge field are obtained taking advantage of a Poisson
approach; further developments on this subject may be found in [21, 31]. From
the physical point of view, the dynamics of a classical particle in interaction with
a gauge field is interesting in few cases, being the paradigmatic one the case of
a charged particle evolving in space and coupled to an electromagnetic field. Of
course, this instance is important for its own sake, but recently some attention has
been put upon the magnetized Kepler problems [1, 18, 19], kind of systems that fit
in the setup presented in this work. On the other hand, it is mandatory to mention
that gauge fields acquire crucial importance at a quantum level, for instance in
Yang-Mills theories [35] such as the Standard Model of particle physics, which is a
quantum field theory where the gauge fields play the role of the intermediate bosons
of fundamental interactions (see [23] for a theoretical perspective on the Standard
Model).
Again at a classical level, to obtain the equations of motion of a charged particle
subject to a gauge field is not easy, and usually it is achieved in the physical
literature through the so called minimal coupling procedure (which consists on
shifting the classical momenta by the gauge field). In a more elegant and geometrical
way, it has been accomplished in the recent work [20] the task of deriving these
equations in the context of a generalization of the Tulczyjew triple (called the
magnetized Tulczyjew triple, where the role of the cotangent bundle T ∗Q is played
by the Sternberg phase space F]) and the Lagrangian submanifold theory.
Although symplectic manifolds are the appropriate spaces to describe Hamil-
tonian systems and have great importance in modern mathematics, they are not
suitable to describe all classical systems. Mechanical systems with symmetries
are described by Poisson structures and systems with constraints are described
by closed (but not exact, therefore presymplectic) two-forms. Systems with both
symmetries and constraints are described using Dirac structures, introduced by
Courant in the early 1990s [6]. The original idea was to formulate the dynamics of
constrained systems, including constraints induced from degenerate Lagrangians,
as in [11, 12]. As a matter of fact, Hamiltonian systems can be formulated in
the context of Dirac structures, and their application to electric circuits and me-
chanical systems with nonholonomic constraints (namely constraints depending on
the configuration and velocity variables which, moreover, are not integrable) was
studied in detail in [24] where they called the associated Hamiltonian systems with
Dirac structures implicit Hamiltonian systems. On the other hand, in [36, 37]
it was explored the Lagrangian side of this framework, developing the notion of
implicit Lagrangian system (or Hamilton-Dirac system) as a Lagrangian analogue
of implicit Hamiltonian systems. In spite of the Lagrangian naming, the dynam-
ics of this systems is still Hamiltonian with respect to a Dirac structure. This
kind of structures was designed to account for the link between Dirac structures
in the cotangent bundle and a degenerate Lagrangian system with nonholonomic
constraints. Moreover, the suitable space to derive their equations of motion in
a variational fashion, through the Hamilton-Pontryagin principle, is the so-called
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Pontryagin bundle TQ⊕T ∗Q. Besides succeeding in the description of electric cir-
cuits and nonholonomic mechanics, the Hamilton-Dirac systems can be also applied
to constrained variational dynamics as lately shown in [16].
Prior to the main results, for the sake of completeness we give a comprehensive
introduction to the subject, and introduce interesting structures such as the magne-
tized Tulczyjew triple which allows to obtain the equations of motion under study
from a geometrical condition. Then, we follow the introduced ideas and obtain,
employing the already defined Sternberg phase space and magnetized Tulczyjew
triple, new geometrical structures providing the dynamics of a charged classical
particle subject to a gauge field. Particularly, we will apply a generalized notion
of Hamilton-Dirac systems to such particles. Our formulation is general, and ac-
counts for a non-abelian Lie group G. For this, we construct an analogue of the
Pontryagin bundle in the case of the Sternberg phase space, which we will name as
the Sternberg-Pontryagin bundle, and, furthermore, a Dirac structure there, taking
advantage of a suitable presymplectic structure. Moreover, we will prove that the
Sternberg-Pontryagin bundle is the appropriate space to derive variationally the
equations of motion of the Hamilton-Dirac system under consideration. We put
emphasis on the local properties of these geometrical structures, performing most
of the computations in local coordinates. We enclose our main results in theorem
6.3. The paper is structured as follows:
§2 is devoted to introduce the Sternberg phase space and to carefully describe
its local expression and associated symplectic two-form. In §3 we describe both
the usual Tulczyjew triple and its magnetized version. Moreover, the equations
of motion of a charged particle in a gauge field (8) are introduced, while they
are put in the context of [20] in proposition 3.1. §4 accounts for the description of
Dirac structures and Hamilton-Dirac systems. We employ the Pontryagin bundle to
illustrate the Hamilton-Dirac systems in proposition 4.2, result which, despite quite
natural, is original to the extent of our knowledge. In §5 the Sternberg-Pontryagin
bundle is defined and its relationship with the magnetized Tulczyjew triple shown;
moreover we present the Sternberg-Pontryagin Hamilton-Dirac system. §6 contains
our main result, split into the propositions 6.1, 6.2 and 6.3, where the desired
equations of motion are obtained in the context of the Sternberg-Pontryagin bundle
from variational, intrinsic and Dirac points of view, respectively. Finally, our theory
is illustrated in §7 through the paradigmatic example of an electrically charged
particle in an electromagnetic field.
Regarding the repeated indices, we will employ Einstein’s summation convention
in this paper unless otherwise is stated.
2. The Sternberg phase space
Throughout this work we assume that Q is a smooth manifold, G is a compact
connected Lie group with Lie algebra g, pi : P → Q is a principal G−bundle with a
fixed principal connection form Θ, and F is a Hamiltonian G−space with symplectic
form ΩF and equivariant moment map Φ : F → g∗ (meaning commutative with
respect to the G−action), where g∗ is the dual of the algebra. By Hamiltonian
G−space we mean that F is a symplectic manifold with symplectic form ΩF , that
G acts on F as a group of symplectomorphisms, so that there is a homomorphism
of the Lie algebra g into the algebra of Hamiltonian vector fields, and that we are
given a lifting of this homomorphism to a homomorphism of g into the Lie algebra
of functions on F (where the Lie algebra structure is given by Poisson bracket).
Assuming that Q is n−dimensional while F is m−dimensional, we denote (qi),
i = 1, ..., n, and (zα), α = 1, ...,m (with m an even number since F is a symplectic
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manifold), as their local coordinates respectively (we will use (q, z) with some abuse
of notation).
Let F := P×GF ; the manifold F] is a vector bundle over F, making the following
diagram commutative:
F]
p˜iQ //
ρ]

F
ρ

T ∗Q
piQ
// Q
(1)
where piQ is the canonical projection. It was proven in [26] that there is a correct
substitute ΩΘ on F for ΩF on F , in the sense that it is a closed two-form on F
and is equal to ΩF when P → Q is a trivial bundle with the product connection.
Furthermore, if ΩT∗Q is the canonical symplectic form on T
∗Q, then
Ω] := ΩT∗Q + ΩΘ (2)
is a symplectic two-form on F] (which we will name henceforth as the Sternberg
symplectic form). For sake of simplicity, we shall use the same notation for both
the differential form (or a map) and its pullback under a fiber bundle projection
map (for instance, in (2) both the symplectic two-form on T ∗Q and its pullback by
ρ] are denoted by ΩT∗Q, while ΩΘ denotes both a two-form on F and its pullback
through p˜iQ; therefore the sum of both two-forms makes sense).
In order to describe these elements from the local point of view, we consider a
local trivialization φ of the principal bundle pi : P → Q, namely local diffeomor-
phisms φ : Q × G → P and φF : Q × F → F. Then, if (q, z) are local coordinates
of F and (q, p) of T ∗Q (where obviously p stands for pi), the commutativity of
diagram (1) establishes (q, p, z) as local coordinates of F] and the following local
expression of the projections:
p˜iQ : F
] → F; p˜iQ : (q, p, z) 7→ (q, z),
ρ] : F] → T ∗Q; ρ] : (q, p, z) 7→ (q, p),
ρ : F → Q; ρ : (q, z) 7→ (q).
Needless to say, these local projections stress the nature F] as vector bundle.
Regarding the Sternberg symplectic form, we present the needed results, and
refer to [20, 26] for further details.
Proposition 2.1. There exists a closed real differential well-defined two-form ΩΘ
on F defined by ΩΘ := ΩF − d〈A,Φ〉 under a local trivialization of P → Q, where
the connection Θ is represented by the g−valued differential one-form A on Q.
We point out that A is the local representation of the connection Θ under triv-
ialization. The uniqueness of ΩΘ is proved [20], lemma 2.1. Finally, the two-form
Ω] defined in (2) is established as a symplectic form on F] through the following
proposition:
Proposition 2.2. The differential two-form Ω] is a symplectic form on F].
Proof. It is quite easy to see that ΩΘ is closed, since it is composed by the already
closed two-form ΩF and a total differential. Besides, ΩT∗Q is closed as a symplectic
two-form, making Ω] also closed.
On the other hand, consider the local coordinates of F], (q, p, z), and the local
form of Ω], namely
Ω] = dqi∧dpi+ 1
2
Ωαβ dz
α∧dzβ + 1
2
〈∂iAj−∂jAi,Φ〉 dqi∧dqj−〈Ai, ∂αΦ〉 dqi∧dzα,
(3)
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where ∂i =
∂
∂qi , ∂α =
∂
∂zα and Ωαβ is the local expression of the symplectic form
ΩF on the Hamiltonian space F . Employing the matrix form
Ω] =
 〈∂iAj − ∂jAi,Φ〉 δij −〈Ai, ∂αΦ〉−δij 0 0
〈Ai, ∂αΦ〉 0 Ωαβ
 (4)
it is easy to check that Ω] is non-degenerate everywhere by block reduction. This
makes the claim hold. 
The symplectic manifold (F],Ω]) is referred as the Sternberg phase space. In
[31] it was introduced a symplectic space out of the principal G−bundle P →
Q and the Hamiltonian G−space F , and showed that a connection Θ yields a
symplectomorphism to the Sternberg phase space.
Similarly, F] is the dual vector bundle of F
], making commutative the diagram
F]
τ˜Q //
ρ]

F
ρ

TQ
τQ
// Q,
(5)
where τQ : TQ→ Q is the canonical projection of the tangent bundle. Introducing
local coordinates (q, v) for TQ (where v stands for vi), we may describe locally F]
by (q, v, z) and the projections in (5) by:
τ˜Q : F] → F; τ˜Q : (q, v, z) 7→ (q, z),
ρ] : F] → TQ; ρ] : (q, v, z) 7→ (q, v).
3. The magnetized Tulczyjew triple
Taking advantage of the symplectic structure of (F], Ω]) described in §2 and the
relationship between F] and F], namely they are dual vector bundles of each other,
it has been elegantly introduced in [20] an analogue of the usual Tulczyjew triple
made out of these spaces, named as the magnetized Tulczyjew triple. We introduce
both notions and some other useful results for our purposes.
3.1. The Tulczyjew triple. The spaces TT ∗Q, T ∗TQ and T ∗T ∗Q are naturally
double vector bundles (see [13], [22]) over T ∗Q and TQ. In [29] and [30], Tulczyjew
established two symplectomorphisms among these spaces, the first one between
TT ∗Q and T ∗TQ (namely αQ) and the second one between TT ∗Q and T ∗T ∗Q
(namely βQ). As cotangent bundles, T
∗TQ and T ∗T ∗Q are naturally equipped
with symplectic two-forms, ΩT∗TQ and ΩT∗T∗Q respectively. On the other hand,
it may be also proven that TT ∗Q is a symplectic manifold, equipped with the
symplectic two-form ΩTT∗Q := dTΩT∗Q, where dTΩT∗Q is the tangent lift of ΩT∗Q,
which is the usual symplectic form of the cotangent bundle T ∗Q (see [10] for more
details.) In the following diagram, known as the Tulczyjew triple, we show the
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different relationships among these bundles:
T ∗T ∗Q
piT∗Q $$
TT ∗Q
TpiQ ##
τT∗Q{{
βQ
∼=
oo αQ∼=
// T ∗TQ
κQ
∼=
uu
piTQ{{
T ∗Q
piQ
##
TQ
τQ
{{
Q
(6)
where κQ := βQ ◦ α−1Q .
Remark 3.1. We have introduced the Tulczyjew triple in terms of the canonical
symplectic structures corresponding to the double vector bundles T ∗TQ, T ∗T ∗Q.
Nevertheless, in a more general geometric landscape, one can always establish the
isomorphism T ∗E ∼= T ∗E∗, for any vector bundle E → X, in terms of the canonical
pairings [15].
In order to show the importance of this construction in Geometric Mechanics
(and also to describe the procedure employed in the next subsection to obtain
geometrically the equations of motion of charged particles in gauge fields), now
we briefly discuss how to describe intrinsically both Lagrangian and Hamiltonian
mechanics through the Tulczyjew triple, employing as well the notion of Lagrangian
submanifold. We use a rather pedestrian definition of the latter concept since a
deeper analysis on this subject is not the purpose of this work. Let (S,ΩS) be a
symplectic manifold and N ⊂ S a smooth submanifold with inclusion map ι. We
say that N is a Lagrangian submanifold of S if the following conditions hold:
1) dimN =
1
2
dimS and 2) ι∗ΩS = 0.
Consider a Lagrangian (Hamiltonian) function L : TQ → R (H : T ∗Q → R) gen-
erating the differential map dL : TQ → T ∗TQ (dH : T ∗Q → T ∗T ∗Q). It can
be proven that dL(TQ) ⊂ T ∗TQ (dH(T ∗Q) ⊂ T ∗T ∗Q) is a Lagrangian submani-
fold. Employing α−1Q (β
−1
Q ) we can therefore generate a Lagrangian submanifold of
TT ∗Q from dL (dH), submanifold which determines a system of implicit differen-
tial equations whose integrable part can be obtained by applying the integrability
constraint algorithm (see [5, 17] for more details). Of course, these implicit differ-
ential equations represent the Lagrangian dynamics, i.e. they are equivalent to the
Euler-Lagrange equations (respectively the Hamiltonian dynamics and the usual
Hamiltonian equations).
3.2. The magnetized Tulczyjew triple. In the next diagram, in analogy to (6),
we introduce the magnetized Tulczyjew triple (see [20] for more details):
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T ∗F]
pi
F] !!
TF]
TF   
τ
F]~~
βF
∼=
oo αF∼=
// T ∗F]
κF
∼=
vv
piF]}}
F]
p˜iQ !!
F]
τ˜Q}}
F
(7)
where the projection TF, for coordinates (q, p, z, q˙, p˙, z˙) of TF
], is locally defined
by TF : (q, p, z, q˙, p˙, z˙) 7→ (q, q˙, z). The symplectic structures on T ∗F] and T ∗F] are
provided by their cotangent structure (ΩT∗F] and ΩT∗F] respectively), while ΩTF]
is defined from ΩΘ, this is ΩTF] := dTΩΘ, where again dT represents the tangent
lift. Thus, the symplectic nature of F] allows to establish the isomorphism αF, i.e.
TF] ∼= T ∗F], while κF, i.e. T ∗F] ∼= T ∗F], may be established due to the vector
bundle nature of F], F] and their cotangent bundles, as pointed out in remark 3.1.
Finally, taking advantage again of the vector bundle nature of all the considered
spaces, βF := αF ◦ κF completes the diagram.
This triple is used in [20] in order to obtain the equations of motion of a charged
particle in the presence of gauge fields. For this, in analogy with how the Lagrangian
dynamics is obtained employing the usual Tulczyjew triple, a smooth Lagrangian
submanifold of (TF],ΩTF]) is considered, in particular the submanifold generated
by a Lagrangian function L] : F] → R through the following diagram:
F R
c˜
!!
coo
(c, ˙ρ◦c)
~~
F]
τ˜Q
OO
dL]
// T ∗F]
α−1
F
∼=
// TF]
Let c : R → F be a parametrized curve on F and let (c(t), ddt (ρ ◦ c(t))), where
ρ is the projection map defined in diagrams (1) and (5), be the lifted curve to
F] (note that the local coordinates of (c(t),
d
dt (ρ ◦ c(t))) may be considered, with
some abuse of notation, (q(t), q˙(t), z(t))). Now, considering the differential map
dL] : F] → T ∗F], we employ the magnetized Tulczyjew triple (7) to obtain the
Lagrangian submanifold α−1F
(
dL]((c(t),
d
dt (ρ ◦ c(t))))
)
. Finally, taking into account
the local expression of αF, say
αF : (q, p, z, q˙, p˙, z˙) 7→(q, q˙, z, p˙i − 〈q˙j(∂jAi − ∂iAj),Φ〉 − 〈Ai, z˙α∂αΦ〉,
pi, z˙
βΩβα + 〈q˙iAi, ∂αΦ〉),
and furthermore α−1F (dL](F])), one arrives at the equations of motion:
d
dt
zα = Ωαβ
(
∂L]
∂zβ
− 〈q˙kAk, ∂Φ
∂zβ
〉
)
,
d
dt
(
∂L]
∂q˙i
)
=
∂L]
∂qi
+ q˙j〈∂Ai
∂qj
− ∂Aj
∂qi
,Φ〉+ z˙α〈Ai, ∂Φ
∂zα
〉,
(8)
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where
(
Ωαβ
)
= (Ωαβ)
−1
exists, since ΩF is full-rank.
Remark 3.2. As it is well known, the Darboux’s theorem ensures that, for any
point in F , there exists an open neighborhood in which the local coordinates zα may
be split into zα = (za, za¯), where a, a¯ = 1, ...,m/2, such that ΩF = Ωαβ dz
α∧dzβ =
δaa¯ dz
a ∧ dza¯, where δaa¯ is the usual Kronecker delta. Using this particular local
representation, the equations (8) read
d
dt
za = −δaa¯
(
∂L]
∂za¯
− 〈q˙kAk, ∂Φ
∂za¯
〉
)
,
d
dt
za¯ = δa¯a
(
∂L]
∂za
− 〈q˙kAk, ∂Φ
∂za
〉
)
,
d
dt
(
∂L]
∂q˙i
)
=
∂L]
∂qi
+ q˙j〈∂Ai
∂qj
− ∂Aj
∂qi
,Φ〉+ z˙α〈Ai, ∂Φ
∂zα
〉,
(9)
where, in the last equation, α = (a, a¯) and δaa¯ is the inverse of δaa¯. In general, we
shall use equally the expressions (8) and (9), preferring the latter in some proofs
for convenience.
As shown by this procedure, the equations above may be obtained from a geo-
metrical condition. On the other hand, they can be obtained by usual calculus of
variations (as mentioned, but not proved, in [20]). We enclose this result in the
following proposition, which must be understood as a rephrasing of part of the main
theorem in [20]:
Proposition 3.1. Let L] : F] → R be a smooth Lagrangian function and c˜ : R→
TF] a smooth curve. For a charged particle with configuration space Q, internal
space F , gauge field Θ and Lagrangian L], its equations of motion are locally written
as (8)-(9), equations that can be obtained from the next two statements (which are
equivalent):
(1) c˜(t) ∈ α−1F (dL](F]))),
(2) let L] be an extended Lagrangian defined by
L] := L] − 〈q˙iAi,Φ〉+ ΩF (z, z˙), (10)
where we set ΩF (z, z˙) := ΩF (z˙
a ∂
∂za , z
a¯ ∂
∂za¯ ) = δaa¯z˙
aza¯. Then, the station-
ary condition for the action functional∫ t2
t1
L]((q(t), z(t), q˙(t), z˙(t)) dt
where the endpoints of (q(t), z(t)) are fixed, singles out a curve obeying the
equations (8)-(9).
Note that the extended Lagrangian L] is degenerate on TF], i.e. if we define
the function L] : TF] → R it is easy to see that ∂L]∂v˙ = 0 using the local co-
ordinates (q, v, z, q˙, v˙, z˙) for TF]. Our task in the subsequent sections, which is
the main purpose of this paper, is to reobtain the equations (8)-(9) from a new
variational principle and a Hamilton-Dirac condition in the Sternberg-Pontryagin
bundle, which will be introduced in §5.
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4. Dirac structures and Hamilton-Dirac systems
4.1. Dirac Structures. We first recall the definition of a Dirac structure on a
vector space V , say finite dimensional for simplicity (see [6] and [7]). Let V ∗ be the
dual space of V , and 〈· , ·〉 be the natural pairing between V ∗ and V . Define the
symmetric pairing 〈〈·, ·〉〉 on V ⊕ V ∗ by
〈〈 (v, α), (v¯, α¯) 〉〉 = 〈α, v¯〉+ 〈α¯, v〉,
for (v, α), (v¯, α¯) ∈ V ⊕ V ∗. A Dirac structure on V is a subspace D ⊂ V ⊕ V ∗ such
that D = D⊥, where D⊥ is the orthogonal of D relative to the pairing 〈〈·, ·〉〉.
Now let M be a smooth manifold and let TM ⊕ T ∗M denote the Whitney
sum bundle over M , namely, the bundle over the base M and with fiber over the
point x ∈ M equal to TxM × T ∗xM . In this paper, we shall call a subbundle
DM ⊂ TM ⊕ T ∗M a Dirac structure on the manifold M , or a Dirac structure on
the bundle τM : TM → M , when DM (x) is a Dirac structure on the vector space
TxM at each point x ∈M . A given two-form ω on M together with a distribution
∆M on M determines a Dirac structure on M as follows:
Proposition 4.1. The two-form ω determines a Dirac structure DM on M whose
fiber is given for each x ∈M as
DM (x) = {(vx, αx) ∈ TxM × T ∗xM | vx ∈ ∆M (x), and
αx(wx) = ω∆M (vx, wx) for all wx ∈ ∆M (x)},
(11)
where ∆M ⊂ TM and ω∆M is the restriction of ω to ∆M .
We refer to [36] for the proof.
Of course, this proposition is also valid when ∆M = TM (ω∆M = ω), which is
the case in this work since we do not consider restricted systems, and, furthermore,
either for pre-symplectic or symplectic two-forms since the key property to accom-
plish the result is their skew-symmetry. On the other hand, throughout this work
we shall define the Dirac structures in a different but equivalent way to proposition
4.1. Namely, each two-form ω on M defines a bundle map ω[ : TM → T ∗M by
ω[(v) = ω(v, ·). Consequently, we may equivalently define DM (x) in (11) as
DM (x) = {(vx, αx) ∈ TxM × T ∗xM | vx ∈ ∆M (x), and αx − ω[(x)(vx) ∈ ∆◦M (x) },
or in other words DM (x) := graph
(
ω[
) ∣∣
x
.
4.2. Hamilton-Dirac systems. As shown just above, the Dirac structures can
be given by the graph of the bundle map associated with the canonical symplectic
structure, and hence it naturally provides a geometric setting for Hamiltonian me-
chanics. On the other hand, as mentioned in the introduction, the Dirac systems
are also useful in the Lagrangian side when one considers degenerate Lagrangian
functions and restricted systems [16, 36, 37].
Based on the ideas of these references, we next present a rather general definition
of a Hamilton-Dirac dynamical system and its equations of motion; afterwards, we
give a significative example.
Definition 4.1. Consider a Dirac structure DM on M , a curve x : R → M and
the exterior differential dγ : M → T ∗M , where γ : M → R is a smooth function.
We define the Hamilton-Dirac dynamical system induced by the Dirac structure
DM and the curve γ as the pair (DM , γ). Its equations of motion are given by
(x˙(t) , dγ(x(t))) ∈ DM (x(t)).
Any curve x(t) ⊂M , t1 ≤ t ≤ t2 satisfying this condition is called a solution curve
of the Hamilton-Dirac system.
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Remark 4.2. The systems introduced in the last definition are also called implicit
Lagrangian systems or Lagrange-Dirac systems in references as [16, 36, 37] in order
to emphasize that, in the cases treated, the function γ is a Lagrangian function or
a generalized Energy function, as also is the case in this paper. However, we state
the Hamiltonian naming, since the defined dynamics is Hamiltonian with respect
to a Dirac structure.
We illustrate the Hamilton-Dirac systems by means of the Pontryagin bundle
TQ⊕ T ∗Q over a manifold Q, that is the Whitney sum of the tangent bundle and
the cotangent bundle over Q, whose fiber at q ∈ Q is the product TqQ× T ∗qQ. The
Pontryagin bundle is locally described by (q, v, p), and these three projections are
naturally defined:
prTQ : TQ⊕ T ∗Q→ TQ; (q, v, p) 7→ (q, v),
prT∗Q : TQ⊕ T ∗Q→ T ∗Q; (q, v, p) 7→ (q, p),
prQ : TQ⊕ T ∗Q→ Q; (q, v, p) 7→ (q).
The Pontryagin bundle and its projections fits in the Tulczyjew triple (6) as in the
next diagram:
T ∗T ∗Q
piT∗Q $$
TT ∗Q
TpiQ
((
τT∗Q
vv
βQ
∼=
oo αQ∼=
// T ∗TQ
κQ
∼=
tt
piTQ
{{
T ∗Q
piQ
##
TQ⊕ T ∗Q
prT∗Qoo
prTQ //
prQ

TQ
τQ
{{
Q
Consider now the presymplectic two-form ΩT∗Q on T
∗Q⊕TQ (where we denote by
ΩT∗Q its pullback under the projection prT∗Q). Thus, employing the proposition
(4.1), we can define the Dirac structure
DPB(y) = {(vy, αy) ∈ Ty(TQ⊕ T ∗Q)× T ∗y (TQ⊕ T ∗Q) | vy ∈ Ty(TQ⊕ T ∗Q),
and αy(wy) = ΩT∗Q(y)(vy, wy) for all wy ∈ Ty(TQ⊕ T ∗Q)},
where y = (q, v, p) ∈ TQ⊕T ∗Q, or in the simpler form DPB(y) = graph (ΩT∗Q)[
∣∣
y
.
Given a Lagrangian L : TQ → R (possibly degenerate) and its associated gener-
alized energy EL : TQ ⊕ T ∗Q → R, EL := 〈p, v〉 − L(q, v), according to definition
(4.1) we can state the following proposition:
Proposition 4.2. The equations of motion of the Hamilton-Dirac system (DPB , EL)
are locally given for each y = (q, v, p) ∈ TQ⊕ T ∗Q by
((q˙, v˙, p˙), dEL(q, v, p)) ∈ DPB(q, v, p). (12)
These equations are equivalent to the usual Euler-Lagrange equations.
Proof. The Dirac structure DPB ⊂ T (TQ⊕T ∗Q)⊕T ∗(TQ⊕T ∗Q) is locally defined
by
DPB(y) = {((q˙, v˙, p˙), (α, β, u)) | − p˙ = α, 0 = β, q˙ = u} ,
where αidq
i + βidv
i + uidpi ∈ T ∗(TQ ⊕ T ∗Q). Setting (α, β, u) = dEL, we arrive
at α = −∂L∂q , β = p− ∂L∂v and u = v, and, therefore, at the coordinate equations of
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motion of the Hamilton-Dirac system
p˙ =
∂L
∂q
, p− ∂L
∂v
= 0, q˙ = v,
which are, after a straightforward computation, the usual Euler-Lagrange equations
of a Lagrangian system, namely
d
dt
(
∂L
∂q˙
)
=
∂L
∂q
.

From the variational point of view, it is easy to prove, employing usual calculus of
variations, that these equations can be also obtained from the stationary condition
of the action functional∫ t2
t1
[〈p(t), q˙(t)〉 − EL(q(t), v(t), p(t))] dt
with fixed endpoints of q(t). This is known as the Hamilton-Pontryagin principle.
5. The Sternberg-Pontryagin bundle and Sternberg-Pontryagin
Hamilton-Dirac system
We use the spaces F] and F] defined in §2 in order to introduce, in analogy to the
usual Pontryagin bundle TQ ⊕ T ∗Q, what we define as the Sternberg-Pontryagin
bundle.
Definition 5.1. Consider the bundle F]⊕F] over F, whose fiber at (q, z) ∈ F is the
product F] ×(q,z) F]. We call the bundle F] ⊕ F] the Sternberg-Pontryagin bundle.
Under this definition, the local coordinates of F] ⊕ F] are written
(q, v, p, z),
while the following three projections are naturally defined:
prF] : F
] ⊕ F] → F]; (q, v, p, z) 7→ (q, p, z),
prF] : F
] ⊕ F] → F]; (q, v, p, z) 7→ (q, v, z),
prF : F
] ⊕ F] → F; (q, v, p, z) 7→ (q, z).
All the previous developments may be summarized into the following diagram,
where (1) and (5) have been taken into account and, also, we show how the
Sternberg-Pontryagin bundle F] ⊕ F] fits in the magnetized Tulczyjew triple (6):
T ∗F]
pi
F]
""
κF
**
TF]
τ
F]
ww
TF
''
βFoo αF // T ∗F]
piF]}}
F]
ρ]

p˜iQ
""
F] ⊕ F]
prF

prF]
//
pr
F]
oo F]
τ˜Q
||
ρ]

F
ρ

T ∗Q
piQ
// Q TQ
τQ
oo
(13)
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Taking advantage of the projection prF] : F
] ⊕ F] → F], we can induce a presym-
plectic two-form in the Pontryagin-Sternberg bundle F] ⊕ F], namely (prF])∗ Ω]
(which we will also denote Ω]). Furthermore, this two-form induces the bundle
map (
Ω]
)[
: T (F] ⊕ F])→ T ∗(F] ⊕ F]),
and consequently, according to proposition 4.1, the Dirac structure
D](x) = graph
(
Ω]
)[ ∣∣
x
,
where x = (q, v, p, z) ∈ F] ⊕ F]. We name D] the Pontryagin-Sternberg Dirac
structure. On the other hand, consider a Lagrangian function (possibly degenerate)
L] : F] → R and define its associated generalized Energy function EL] : F]⊕F] → R
in local coordinates by
EL](q, v, p, z) := 〈p, v〉 − L](q, v, z), (14)
where 〈·, ·〉 denotes the natural pairing between TQ and T ∗Q. With all these
ingredients and according to definition 4.1 we introduce the following Hamilton-
Dirac system:
Definition 5.2. Consider the Dirac structure D] on F]⊕F], a Lagrangian function
(possibly degenerate) L] : F] → R, its associated generalized Energy function EL] :
F] ⊕ F] → R (14) and a curve x(t) = (q(t), v(t), p(t), z(t)) ∈ F] ⊕ F]. We define
the Pontryagin-Sternberg Hamilton-Dirac system by (D], EL]) and its equations of
motion by (
x˙(t), dEL](x(t))
) ∈ D](x(t)). (15)
6. Main Theorem
In this section we split our main result into three propositions, enclosing them
in a compact way in the final theorem. The two statements in proposition (3.1)
might be also included (since they are all equivalent) but we prefer to keep them
out in order to emphasize the new results.
First we establish a variational principle providing the equations of motion of a
charged particle in a gauge field (8). For that, we present some useful definitions.
As above, let x = (q, v, p, z) be local coordinates of F] ⊕ F]; therefore (x, x˙) =
(q, v, p, z, q˙, v˙, p˙, z˙) are the local coordinates of T (F] ⊕ F]). Furthermore, consider
r = (q, v, z) local coordinates for F] and therefore (r, r˙) = (q, v, z, q˙, v˙, z˙) for TF].
Define the extended generalized Energy function EL] : T (F
] ⊕ F]) → R, locally
given by
EL](x, x˙) := 〈p , v〉 − L](r, r˙), (16)
where L] is the extended Lagrangian defined in (10). Note that EL] is also degen-
erate by definition due to its (v˙, p˙)−independence.
Proposition 6.1. Let L] : TF] → R be a degenerate Lagrangian function defined
by (10) and EL] : T (F
] ⊕ F]) → R the degenerate extended generalized energy in
(16). Define the action functional∫ t2
t1
[〈p(t), q˙(t)− v(t)〉+ L](r(t), r˙(t))] dt
=
∫ t2
t1
[〈p(t), q˙(t)〉 − EL](x(t), x˙(t))] dt. (17)
Then, keeping the endpoints of (q(t), z(t)) ∈ F fixed, whereas the endpoints of v(t)
and p(t) are allowed to be free, the stationary condition for this action functional
induces the equations (8)-(9).
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Proof. By direct computations, the variation of (17) reads
δ
∫ t2
t1
[〈p, q˙ − v〉+ L](r, r˙)] dt =
∫ t2
t1
[〈δp, q˙〉+ 〈p, δq˙〉 − 〈δp, v〉 − 〈p, δv〉
+
〈
∂L]
∂q
, δq
〉
+
〈
∂L]
∂v
, δv
〉
+
〈
∂L]
∂z
, δz
〉
− 〈δq˙iAi,Φ〉− 〈q˙i∂jAiδqi,Φ〉− 〈q˙iAi, ∂αΦδzα〉
+δaa¯ z
a¯ δz˙a + δaa¯ z˙
a δza¯
]
dt,
where the particular form of (10), i.e. L] = L] − 〈q˙iAi,Φ〉 + ΩF (z, z˙), has been
taken into account (note in the last two terms the difference between the Kronecker’s
delta and the variation of the coordinates) as long with the splitting of coordinates
α = (a, a¯). Moreover, in the first four terms 〈·, ·〉 means the pairing between T ∗Q
and T ∗Q, in the next three ones the pairing between T ∗F] and TF] and, finally, in
the next three ones the pairing between g∗ and g. Now, reordering the terms and
performing integration by parts we arrive at
δ
∫ t2
t1
[〈p, q˙ − v〉+ L](r, r˙)] dt =
∫ t2
t1
[
〈δp, q˙ − v〉+
〈
∂L]
∂v
− p, δv
〉
+
〈
−p˙i + ∂L]
∂qi
+ q˙j〈∂Ai
∂qj
− ∂Aj
∂qi
,Φ〉+ 〈Ai, z˙α∂αΦ〉 , δqi
〉
+
〈
∂L]
∂za
− 〈q˙iAi, ∂aΦ〉 − δaa¯z˙a¯ , δza
〉]
dt
+
〈
∂L]
∂za¯
− 〈q˙iAi, ∂a¯Φ〉+ δaa¯z˙a , δza¯
〉]
dt
+ 〈p, δq〉∣∣t2
t1
− δqi〈Ai,Φ〉
∣∣t2
t1
+ δaa¯ δz
a za¯
∣∣t2
t1
,
where we have used that∫ t2
t1
δq˙i 〈Ai,Φ〉 dt = δqi〈Ai,Φ〉
∣∣t2
t1
−
∫ t2
t1
δqi
d
dt
〈Ai,Φ〉 dt
= δqi〈Ai,Φ〉
∣∣t2
t1
−
∫ t2
t1
δqi
[〈q˙j∂jAi,Φ〉+ 〈Ai, z˙α∂αΦ〉] dt
under integration by parts.
Now, taking into account that δq(t1) = δq(t2) = δz(t1) = δz(t2) = 0 the last
three terms vanish. Moreover, considering that (δq, δv, δp, δz) are free, the station-
ary condition above provides the following equations.
q˙ =v,
p =
∂L]
∂v
,
p˙i =
∂L]
∂qi
+ q˙j〈∂Ai
∂qj
− ∂Aj
∂qi
,Φ〉+ 〈Ai, z˙α∂αΦ〉,
z˙a =− δaa¯
(
∂L]
∂za¯
− 〈q˙iAi, ∂a¯Φ〉
)
,
z˙a¯ = δa¯a
(
∂L]
∂za
− 〈q˙iAi, ∂aΦ〉
)
.
(18)
These are obviously the equations (9) as claimed. 
Now, taking advantage of the geometry introduced in the diagram (13), we
attempt to obtain an intrinsic expressions of the action functional (17) and the
equations (8). As a first guess, considering (13) we notice that the Poincare´-Cartan
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one form ΘT∗Q on T
∗Q (with local form ΘT∗Q = pidqi) can be pulled-back to
T (F] ⊕ F]) through the chain
T (F] ⊕ F])
τ
F]⊕F] // F] ⊕ F]
pr
F] // F]
ρ] // T ∗Q,
where τF]⊕F] : T (F
]⊕F])→ F]⊕F] is obviously the canonical tangent projection,
inducing a one-form
(
ρ] ◦ prF] ◦ τF]⊕F]
)∗
ΘT∗Q on T (F
] ⊕ F]) (denoted ΘT∗Q as
well). Denoting x˜ = (x, x˙) ∈ T (F] ⊕ F]), the action functional∫ t2
t1
[〈ΘT∗Q(x˜(t)), ˙˜x(t)〉 − EL](x˜(t))] dt
is a fair global expression of (17), fact that can be easily proven by direct compu-
tations in coordinates. Nevertheless, taking variations and integrating by parts we
arrive at∫ t2
t1
[
〈−i ˙˜x(t)dΘT∗Q(x˜(t))− dEL](x˜(t)) , δ x˜(t)〉
]
dt+ 〈ΘT∗Q(x˜(t)), δ x˜(t)〉
∣∣t2
t1
= 0,
which fixing the endpoints of q(t) yields i ˙˜x(t)ΩT∗Q(x˜(t)) = dEL](x˜(t)), with ΩT∗Q =
−dΘT∗Q. After some calculations, we realize that this is not a global representation
of (8) (we skip the details for sake of short). This fact points out that the usual
symplectic geometry, pulled-back to the new space F]⊕F], is not enough to describe
the equations of a charged particle in a gauge field. Consequently, we reorient our
attention to the Sternberg-Pontryagin bundle in order to construct a meaningful
one-form there. Indeed, noting that the connection A is a g∗−valued one-form
on T ∗Q and appealing to the considerations in remark 3.2 we define (using the
Darboux’s coordinates (za, za¯) for F ):
Θ] := (pi − 〈Ai,Φ〉) dqi + za¯dza, (19)
where the one-form in F , i.e. za¯dza =: ΘF , is defined such that −dΘF = ΩF =
δaa¯dz
a ∧ dza¯. Taking into account that Ω] = ΩT∗Q − d〈A,Φ〉 + ΩF , it is easy to
check that Ω] = −dΘ]. Pulling-back Θ] to F]⊕F] through prF] (note that Ω] will
be presymplectic in F] ⊕ F]) and taking into account the generalized energy (14)
we define the action functional∫ t2
t1
[〈Θ](x(t)) , x˙(t)〉 − EL](x(t))] dt, (20)
where again x = (q, v, p, z) ∈ F]⊕F], which is as well a fair global expression of (17),
as can be easily proven by direct computations in coordinates. We show in the next
proposition that this new action functional provides also a global representation of
(8).
Proposition 6.2. Under the endpoints (q(t), z(t)) = prF(x(t)) fixed, the stationary
condition of the action functional (20) singles out a critical curve x(t) that satisfies
the intrinsic equations of motion of a charged particle in a gauge field:
ix˙(t)Ω
](x(t)) = dEL](x(t)).
Moreover, these equations are equivalent to (8).
Proof. To prove the first statement, we take variations over (20), which yields:
δ
∫ t2
t1
[〈Θ](x(t)) , x˙(t)〉 − EL](x(t))] dt
=
∫ t2
t1
[〈−ix˙(t)dΘ](x(t))− dEL](x(t)) , δ x(t)〉] dt+ 〈Θ](x(t)), δ x(t)〉∣∣t2t1 = 0,
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where integration by parts has been performed. For all variations δx(t) and fixed
endpoints (q(t), z(t)) = prF(x(t)), one arrives straightforwardly at ix˙(t)Ω
](x(t)) =
dEL](x(t)).
To prove the second, we consider the local form of Ω] on F] ⊕ F], particularly
(recall (4))
Ω] =

〈∂iAj − ∂jAi,Φ〉 0 δij −〈Ai, ∂αΦ〉
0 0 0 0
−δij 0 0 0
〈Ai, ∂αΦ〉 0 0 Ωαβ
 , (21)
which leads to
ix˙Ω
](x) =
〈
q˙j〈∂iAj − ∂jAi,Φ〉 − p˙i + z˙α〈Ai, ∂αΦ〉, dqi
〉
+ 〈dp, q˙〉+ 〈−q˙i〈Ai, ∂αΦ〉+ Ωαβ z˙β , dzα〉 .
On the other hand
dEL] =
〈
∂EL]
∂q
, dq
〉
+
〈
∂EL]
∂v
, dv
〉
+
〈
dp,
∂EL]
∂p
〉
+
〈
∂EL]
∂z
, dz
〉
=
〈
−∂L]
∂q
, dq
〉
+
〈
p− ∂L]
∂v
, dv
〉
+ 〈dp, v〉+
〈
−∂L]
∂z
, dz
〉 (22)
Equating both expressions we arrive at equations (18), and therefore the claim
holds. 
Remark 6.1. Roughly speaking, in the definition of the one-form Θ] we have
performed a sort of minimal coupling condition: namely we have established the
substitution pi → pi − 〈Ai,Φ〉, where pi are the coordinates of the momentum in
T ∗Q. The minimal coupling is the standard procedure in the physics literature to
derive the Lorentz equations in a relativistically invariant manner. More concretely,
the substitution p → p − eA is made in the Hamiltonian function (where p is the
four-momentum and A is a four-potential of the electromagnetic field, while e is
the electric charge). As observed in [25, 27], this procedure is equivalent to leaving
the Hamiltonian invariant and adding e dA to the symplectic form in the original
phase space. This is the beginning point by Sternberg himself when constructing
the Sternberg’s phase space in [26].
By means of this proposition we have proven that the suitable space to intrinsi-
cally describe the equations of motion of a charged particle in a gauge field is the
Pontryagin-Sternberg bundle F] ⊕ F].
Finally, we employ the Pontryagin-Sternberg Hamilton-Dirac system to reobtain
(8).
Proposition 6.3. Consider the Pontryagin-Sternberg Hamilton-Dirac system
(D], EL]) defined in 5.2. Its equations of motion, namely(
x˙(t), dEL](x(t))
) ∈ D](x(t)),
are equivalent to (8).
Proof. To prove this, we provide the local expression of D] = graph
(
Ω]
)[
, which
is obtained by considering the local form of Ω] (21). Namely
D](x) = {((q˙, v˙, p˙, z˙), (α, β, u, µ)) | q˙j〈∂iAj − ∂jAi,Φ〉 − p˙i + z˙α〈Ai, ∂αΦ〉 = αi,
0 = βi, q˙
i = ui, −q˙i〈Ai, ∂αΦ〉+ Ωαβ z˙β = µα},
where αidq
i+βidv
i+uidpi+µαdz
α ∈ T ∗(F]⊕F]). When we set (α, β, u, µ) = dEL] ,
which is accomplished by taking into account the local expression (22), we obtain
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the equations of motion of the Pontryagin-Sternberg Hamilton-Dirac, equations
which are obviously equivalent to (18), as claimed. 
Remark 6.2. The definition of the extended Lagrangian L] (10) is crucial in
propositions 6.1 and 6.2, where we construct the variational principle and its in-
trinsic expression in F] ⊕ F]. Despite the particular form of L] is highly influ-
enced by the Sternberg symplectic structure and therefore quite natural (note that
L] = L] + 〈Θ], (q˙, z˙)〉 − 〈ΘT∗Q, q˙〉, where Θ] is defined in (19)), it is completely
unnecessary from the Hamilton-Dirac point of view. In fact, we only need L] in
order to construct the generalized energy EL] , function which forms the Hamilton-
Dirac system (D], EL]). The Sternberg symplectic structure is only present in the
definition of the Dirac structure D], and consequently in the dynamical condition(
x˙, dEL](x)
) ∈ D](x). In other words, the symplectic structure influences the ge-
ometry of the space under study, but it does not influence its dynamical function,
following somehow the Sternberg’s program sketched in remark 6.1.
We enclose the results obtained in this section in our main theorem:
Theorem 6.3. The following statements are equivalent:
(1) The Sternberg-Hamilton-Pontryagin principle for the following action inte-
gral ∫ t2
t1
[〈p(t), q˙(t)〉 − EL](x(t), x˙(t))] dt,
holds for (q(t), z(t)) with fixed endpoints.
(2) The curve x(t) = (q(t), v(t), p(t), z(t)) ∈ F] ⊕ F], t ∈ [t1, t2], satisfies the
implicit equations
ix˙(t)Ω
](x(t)) = dEL](x(t)),
whose local expression is
q˙ =v,
p =
∂L]
∂v
,
p˙i =
∂L]
∂qi
+ q˙j〈∂Ai
∂qj
− ∂Aj
∂qi
,Φ〉+ 〈Ai, z˙α∂αΦ〉,
z˙α =Ωαβ
(
∂L]
∂zβ
− 〈q˙iAi, ∂βΦ〉
)
.
(3) The curve x(t) = (q(t), v(t), p(t), z(t)) ∈ F] ⊕ F], t ∈ [t1, t2], is a solu-
tion of the Pontryagin-Sternberg Hamilton-Dirac system (D], EL]), whose
equations of motion are(
x˙(t), dEL](x(t))
) ∈ D](x(t)).
7. Example
As mentioned in the introduction, the paradigmatic example in classical physics
of a charged particle subject to a gauge field is an electric charged particle evolving
in space and coupled to an electromagnetic field (other interesting examples as the
Wong’s equations or the magnetized Kepler problems may be found in [34] and
[18] respectively). We shall consider the autonomous case, i.e. the electromagnetic
field does not depend on time, and denote E :=
{
Ei
}
, B :=
{
Bi
}
, using the
vector notation of physics literature, the electric and magnetic fields, respectively,
in the three space coordinates corresponding to Q = R3 (with local coordinates
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qi
}
= {x, y, z}). The textbook equations of motion of a charged particle (charge=e
and unit mass m = 1) coupled to an electromagnetic field (E,B) are:
q¨ = e
[
E +
q˙
c
×B
]
, (23a)
d
dt
E = e q˙ ·E, (23b)
where q :=
{
qi
}
, × denotes the curl operation , · the scalar product in R3, E the
energy of the particle and c is the speed of light. Moreover, as it is well-known,
both fields may be obtained from the so-called scalar and vector potentials, ϕ and
A respectively, by
E = −∇ϕ and B = ∇×A. (24)
In the context of this work, the equation (23a) can be obtained by taking into
account the following setup: Q = R3, G = U(1) is the one-dimensional unitary
group, F is a coadjoint orbit of G (consequently a point −e ∈ R) with Φ the
inclusion map. Needless to say, the connection Θ is determined locally by the
vector potential A; furthermore L] =
1
2 q˙ · q˙−eϕ(q). In this case, the first equation
in (8), i.e. z˙α = Ωαβ
(
∂L]
∂zβ
− 〈q˙kAk, ∂Φ∂zβ 〉
)
, leads to 0 = 0, while the second reads
q¨i = −e ∂iϕ− e q˙j (∂iAj − ∂jAi) ,
which according to (24) is nothing but equation (23a).
In the context of special relativity theory, both equations (23) can be elegantly
enclosed in the same condition by redefining the configuration manifold as the
Minkowski space-timeQ = R(1,3), this isR4 endowed with a flat pseudo-Riemannian
metric of Lorentz signature (−,+,+,+). The rest of the setup remains the same,
this is G = U(1), F = {−e} and Φ the inclusion map. In this new case, we establish
the coordinates qµ = (ct, qi) for the configuration manifold (where c is the speed of
light), while the momentum T ∗Q is determined locally by pµ = (E/c, pi). We fix
the connection by the local expression Aµ = (ϕ/c,Ai) (where the components are
the potentials in (24)) and the new Lagrangian function reads
L] =
1
2
η(wq, wq) =
1
2
ηµν
dqµ
dτ
dqν
dτ
, (25)
where τ is re-scaling of the usual time t by c (in the following we will set c = 1 for
simplicity), wq =
dqµ
dτ
∂
∂qµ ∈ TqQ and η : TQ⊗ TQ→ R is the pseudo-Riemannian
metric with local form η(∂/∂qµ, ∂/∂qν) = ηµν = diag (−,+,+,+). To fix the
notation, we shall denote dq
µ
dτ = q˙
µ = (1, q˙i) and therefore L] =
1
2ηµν q˙
µ q˙ν ; besides
pµ = ηµν q˙
ν since the metric provides us with an isomorphism between TQ and
T ∗Q. In this new setup the first equation in (8) is again 0 = 0 while the second
reads
d
dτ
pµ = −e q˙ν
(
∂Aµ
∂qν
− ∂Aν
∂qµ
)
. (26)
Recalling that Aµ is independent of time and that q
0 = t, this equation may be
decomposed as
p˙i = − e q˙ν
(
∂Ai
∂qν
− ∂Aν
∂qi
)
= e q˙0
(
∂Ai
∂q0
− ∂A0
∂qi
)
− e q˙j
(
∂Ai
∂qj
− ∂Aj
∂qi
)
= − e q˙0 ∂ϕ
∂qi
− e q˙j
(
∂Ai
∂qj
− ∂Aj
∂qi
)
,
p˙0 = − e q˙ν
(
∂A0
∂qν
− ∂Aν
∂q0
)
= e q˙0
∂A0
∂q0
− e q˙i ∂A0
∂qi
= −e q˙i ∂ϕ
∂qi
,
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from which, considering that p0 = E and pi = δij q˙
j and taking into account equation
(24), we recover the equations (23), i.e.
δij q¨
j = e δijE
j + e ijkq˙
jBk and E˙ = e q˙ ·E,
where ijk is the Levi-Civita tensor.
Now, we employ the approach developed in this work to reobtain these equa-
tions. First, consider the Lagrangian function (25), which in the space F] and its
coordinates (qµ, vµ, zα) is redefined by L] =
1
2ηµνv
µvν . Therefore, the equations
of motion obtained from the Hamilton-Sternberg-Pontryagin principle (18) read in
this case dq
µ
dτ = q˙
µ = vµ, pµ =
∂L]
∂vµ = ηµνv
ν and p˙µ = −e q˙ν
(
∂Aµ
∂qν − ∂Aν∂qµ
)
; thus
we recover (26). On the other hand, regarding the Dirac structure D] and the
Hamilton-Dirac system (D], EL]), the generalized Energy EL] : F
] ⊕ F] → R (14)
reads
EL] = 〈p, v〉 − L](q, v, z) = pµvµ −
1
2
ηµνv
µvν .
Taking into account the two-form Ω], the equations of motion of the Pontryagin-
Sternberg Hamilton-Dirac system defined in proposition 6.3 are written as
(
q˙ν v˙ν p˙ν
) e(∂νAµ − ∂µAν) 0 δµν0 0 0
−δνµ 0 0
 = ( 0 pµ − ηµνvν vµ ) ,
which after a straightforward computation leads to (26).
8. Conclusions
In this paper, we have explored the construction of Hamilton-Dirac structures
in the defined Pontryagin-Sternberg bundle, which we show is the suitable space
to obtain, from different points of view, the equations of motion for charged par-
ticles in gauge fields. We apply the theory to a charged particle coupled to an
electromagnetic field, field represented by a connection in a U(1) principal bun-
dle. However, our setting is general enough to cover also non-abelian groups. Our
beginning point is the symplectic Sternberg phase space (F],Ω]), upon which we
have constructed an analogue of the Pontryagin bundle TQ ⊕ T ∗Q, that we have
named the Sternberg-Pontryagin bundle F] ⊕ F]. We have related this bundle to
the magnetized Tulczyjew triple [20] analogously to how the Pontryagin bundle is
related to the usual Tulczyjew triple. Then, we have shown that this is the suitable
space to derive the equations of motion of particles in gauge fields from variational
and intrinsic points of view (in the Lagrangian side). Moreover, we also show that
it is necessary to define a (degenerate) extended Lagrangian function when deriving
the equations in these contexts, extended Lagrangian which is highly influenced by
the geometry of the Sternberg phase space. On the other hand, we have employed
the Dirac structures theory to induce a Hamilton-Dirac system on F] ⊕ F] whose
dynamical equations are equivalent to the equations under study. We have proved
that this Dirac space generates naturally the desired dynamics and, furthermore,
the needed Lagrangian function (which can be also degenerate) is simpler than the
extended one proposed previously, i.e. it does not need to be extended.
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