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Vehicle logo recognition (VLR) which relate to computer vision, pattern
recognition and image processing and so on, is one of the focus of Intelligence
Traffic System. Most of the existing VLR methods need accurate vehicle logo
location, but there is no effective method to accurately locate the logo which is
subject to illumination, corrosion and part occlusion. It has a great influence on
the recognition rate and makes the existing VLR methods restricted in practical
applications.
Since the problem of vehicle logo location has affected the recognition rate, VLR
based on sparse representation is proposed in this paper. Sparse representation
can represent a signal concise, and the most concise representation has a natural
discriminative performance, the unique performance of sparse representation can
be used for recognizing vehicle logo automatically. Experimental results show that
the proposed method is robustness to corrosion, illumination and part occlusion.
The main research contents and results are as follows:
(1) Research the theory of sparse representation, it indicates that test vehicle logo
image as a linear combination of some atoms of the training samples. The
features between atom and some parts of the logo are similar, the more similar,
the greater the corresponding coefficient is, as a result the whole logo has a
sparse representation. Thus, sparse representation can be used for VLR.
(2) Vehicle image preprocessing. Firstly, many methods include enhancement, tilt
correction, normalization, gray processing and median filtering are used for
vehicle image processing, then, locating the coarse logo area through the position
of license plate. Unlike existing VLR methods, the proposed method can identify
the logo automatically once the coarse logo area is known, it avoids the impact on
recognition results caused by inaccurate location of vehicle logo.













vehicle logo area, the sliding window with right size is used for obtaining the test
sample. Then, representing the test sample as a linear combination of training
samples, and compute the sparse coefficients by   minimization. The sparsity
concentration
index is used for validation, and the residual is used for identification.
Numerical experiments show that VLR based on sparse representation is
reasonable and has great practical values.
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