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Abstract
Beyond the Standard Model Phenomenology at Next-to-Leading Order at the LHC
Ila´n Fridman Rojas
The methods by which modern event generators incorporate matrix elements accurate to next-to-leading
order in the strong coupling for inclusive observables, as well as how such amplitudes are combined with the
parton shower algorithms are overviewed and a novel implementation of both to Beyond-the-Standard-Model
constructions for processes with non-coloured final states is presented.
This implementation is applied to Z ′ models inspired on E6 grand unified theories as well as to super-
symmetric scenarios involving pair production of the supersymmetric partners to the Standard Model leptons
and gauge bosons/Higgs. Total cross sections are verified to be in agreement with results from pre-existing
software packages and observables inclusive in jets are presented at novel NLO accuracy with local increases
in cross section properly accounted for and scale variation reduced.
The modest increases in cross section and reduction in theoretical uncertainty make the use of the present
implementation for searches at the Large Hadron Collider highly desirable.
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Chapter 1
Introduction
With the advent of the Large Hadron Collider (LHC) which came online in 2009 (with Run 1 lasting from 2009
to 2013) the high energy limit of the physics which can be directly probed under laboratory conditions has
been increased four-fold relative to the previous high energy frontier (set by the Tevatron with a centre-of-mass
energy of 1.96 TeV), with an up to seven-fold increase currently being prepared for and to be delivered in
the near future (Run 2 of the LHC is scheduled to start in 2015). The previously unexplored phase space this
opens up promises new discoveries, both those which were expected within the framework of the Standard
Model (SM) such as the Higgs boson –expected both from the known masses of the electroweak bosons and
from unitarity considerations in WW scattering– to those originating from physics beyond the SM, whether
in the guise of well studied beyond-the-Standard-Model (BSM) frameworks such as Supersymmetry (SUSY),
or something else and entirely unexpected.
As such the error in the theoretical predictions for the known potential signal processes must be ensured
to be at least comparable to –or smaller than– the experimental errors expected to be attainable at the LHC,
as no potential discovery can be reliably claimed otherwise, or alternatively, exclusion bounds cannot be set
with any confidence.
Therefore the theoretical certainty of the signal processes must be implemented to the best of our ability, not
just in fully-inclusive, total (and therefore directly unmeasurable) cross sections, but rather in the observables
that can be measured at the LHC, with all the experimental cuts, acceptances and efficiencies this involves.
The only way to obtain such predictions is via event generation, using Monte Carlo methods. Improvements
in theory predictions must therefore be implemented within the framework of Monte Carlo event generators
for their impact on measurable signal cross sections and differential distributions to be fully accounted for.
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The theory predictions for the signal contribution to observables can be improved in two disjoint regimes
(keeping these two disjoint and preventing overlap and double-counting between them being crucial, a point
which we will elaborate on later): the soft and collinear phase space regions, and the phase space region
appropriately described by the hard interaction and hard, non-collinear radiation from it.
In this work we will focus on improving the latter by incorporating known radiative corrections to it to
improve its accuracy and reduce the uncertainty of predictions produced from it, while preserving the existing
Monte Carlo accuracy for the former –within the HERWIG++ event generator– and ensuring no overlap
between the two regions is induced in the process. We will perform this via the well known POWHEG
matching method, for a selection of leptonic final states of well studied and strongly motivated BSM models,
presenting the results obtained from this in some generic observables accessible at the LHC. The tools here
developed therefore represent an improvement over existing predictions in LHC searches using observables
exclusive in the corresponding final-state leptons, but inclusive in jets.
Similar implementations already exist for all basic SM processes, both for colour-singlet final states (Drell-
Yan, diboson and Higgs production with varying numbers of jet multiplicities at leading order), and dijet,
trijet, single top and heavy quark pair production. A subset of these can be found in either handmade
implementations in the POWHEG-BOX package or HERWIG++, with automated implementations (requiring
only the virtual matrix element to be inserted) exist in both the Sherpa and HERWIG++ packages.
For BSM processes the first processes have begun to be implemented to this higher level of event generation
accuracy, with novel results presented in this work. Handmade implementations for several BSM processes
have been implemented in HERWIG++ (namely the processes presented in this work, as well as a previous
W ′ implementation [2]) and in the POWHEG-BOX package (notably slepton pair production [3], slepton pair
+ jet [4], and squark pair production [5], see the POWHEG-BOX webpage1 for an up-to-date list).
1http://powhegbox.mib.infn.it/
Chapter 2
The Standard Model and Beyond
In this chapter we will introduce both the Standard Model and the Beyond-the-Standard-Model frameworks
which we will deal with in this work.
2.1 The Standard Model
The Standard Model is the agglomeration of Quantum Electrodynamics (QED) as formulated in the early
twentieth century, its embedding in the Electroweak (EW) model of Salam, Glashow and Weinberg, the parton
model and Quantum Chromodynamics (QCD) as developed in the 1970s, and the Anderson-Brout-Englert-
Higgs mechanism required to provide the bosons and fermions with masses. All together these comprise a
model whose success in describing all known physics (bar gravity) from scales of neutrino physics O(0.1 eV)
to the O(1 TeV) energies now being probed at the Large Hadron Collider (LHC) 1 is unrivalled, though not
complete2.
The Standard Model can be defined as a Quantum Field Theory (QFT) on a four-dimensional Minkowski
metric which includes all the renormalisable operators invariant under the following local symmetries (gauge
groups)
GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (2.1)
1And indeed even up to energies of O(1019 eV) where the Greisen-Zatsepin-Kuzmin suppression in the flux of cosmic rays has
been observed [6]. With the recent detection of 1 PeV astrophysical neutrinos by the IceCube collaboration [7] some intermediate
energies between collider searches and cosmic rays are now also being directly probed.
2With issues such as the Dirac or Majorana nature of neutrinos still remaining to be settled.
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under which the following fermionic field content is posited, in the following representations3
uL :
(
3,2,
1
3
)
, uR :
(
3,1,
4
3
)
,
dL :
(
3,2,
1
3
)
, dR :
(
3,1,−2
3
)
, (2.2)
νL : (1,2,−1) , νR : (1,1, 0) ,
eL : (1,2,−1) , eR : (1,1,−2) ,
and a scalar Higgs sector is added as
φ =
 φ+
φ0
 : (1,2, 1) ,
φ˜ = iσ2φ
∗ : (1, 2¯,−1) . (2.3)
The third component of the isospin doublets, t3, are assigned as follows
t3(uL) = t3(νL) =
1
2
, (2.4a)
t3(dL) = t3(eL) = −1
2
, (2.4b)
It is clear from these charges that the SM is a chiral theory in the EW sector, which in turn forbids
explicit mass terms, i.e. Dirac masses are forbidden because none of the fermions has left- and right-handed
fields which transform under the complex-conjugate representations of each other, and Majorana masses are
forbidden for all fermions except the neutrinos as they carry no unbroken global or local U(1) charge, i.e. no
electric charge. Gauge boson masses are forbidden by the gauge symmetry itself.
These models together form a structure which can fall under four types of terms which can be added to
form the Lagrangian density of the SM
LSM = LGauge + LDirac + LHiggs + LYukawa . (2.5)
3We have written the charges for both the left- and right-handed Weyl spinors, by convention these may be written in terms
of left-handed spinors only by noting that ψ = C−1 (γ0)T (ψc)∗ such that the right-handed fields can be written in terms of
charge conjugated left-handed fields ψR = PR ψ = C−1 (γ0)T ((ψc)L)∗ := C−1 (γ0)T (ψcL)∗, with the hypercharge multiplied
by a factor of −1 and the colour and isospin representations conjugated (e.g. 3,2→ 3,2) with respect to the ones shown here.
The relations C γ5 C−1 = (γ5)T , {γµ, γ5} = 0 and (γ5)† = γ5 =⇒ PTL = P ∗L have been used.
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Each of these terms is given by
LGauge = −1
4
GaµνGaµν − 1
4
W aµνWaµν − 1
4
BµνBµν , (2.6a)
LDirac = −
∑
fermions
if¯i /Dfi , (2.6b)
LHiggs = (Dµφ)†(Dµφ)− V (φ†φ) = (Dµφ)†(Dµφ)− µ2(φ†φ) + λ(φ†φ)2 , (2.6c)
LYukawa =
(
yiQ¯φ˜uR + yiQ¯φdR + yiL¯φlR
)
+ h.c.+ LNeutrino mass , (2.6d)
where
Q =
 uL
dL
 and L =
 νL
eL
 (2.7)
are isospin doublets4 and the Higgs self-coupling is constrained to be λ > 0 to ensure that the potential is
bounded from below and the vacuum is (meta)stable5. We have neglected a possible right-handed neutrino
or any neutrino mass terms as the form of the neutrino mass terms is as of yet unknown and we will not be
concerned with these terms.
We have neglected family indices for the Yukawa terms, and omitted matrix indices (on isospin doublets
and colour triplets and octets, and identity operators for singlets) for clarity elsewhere. The gauge fields
of SU(3)C (Gaµ, a = 1, ..., 8), SU(2)L (Waµ, a = 1, ..., 3) and U(1)Y (Bµ) transform under the adjoint
representation of their respective groups. The corresponding gauge couplings are g3, g2 and g1 respectively.
The running of the SM gauge couplings is known to three loops [11] and for reference these gauge couplings
have approximate numerical values of g3 ≈ 1.22, g2 ≈ 0.65 and g1 ≈ 0.35 at the electroweak scale.
We have implicitly used the normalisation tr(tatb) = TRδ
ab with Dynkin index TR =
1
2 for the SU(3)C
and SU(2)L groups (and the letter indices label generators of the adjoint representation) to obtain the correct
coefficient for the gauge kinetic terms of the non-Abelian groups and we will adhere to this normalisation
throughout.
The field strength tensors are defined as follows
Gaµν = ∂µGa ν − ∂νGaµ − g3fabcGb µGc ν , (2.8a)
W aµν = ∂µW a ν − ∂νW aµ − g2abcW b µW c ν , (2.8b)
Bµν = ∂µBν − ∂νBµ . (2.8c)
4For the SM Lagrangian written out in full, in physical (mass) basis, see for example [8].
5The Higgs potential may have additional structure beyond that considered here, in which case the minimum of the potential
as seen here may only be a local minimum and the tunnelling rate to the global minimum must be computed and checked to
be greater than the known age of the universe (see e.g. [9]). Given the top quark and Higgs masses and the known radiative
corrections to the SM Higgs potential the SM has been found to lie in a narrow metastability strip of parameter space [10].
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The covariant derivatives, Dµ, used above are defined in accordance with the charges of the field they act
upon, as stated in equation 2.2, such that under gauge transformations they transform in the same way as the
matter field upon which they act. This implies that they must be of the form
Dµ = ∂µ + ig3
ta
2
Gaµ + ig2
σa
2
W aµ + ig1
Y
2
Bµ , (2.9)
where the Feynman’s slash notation is used /D = γµDµ (which we will use throughout) and terms proportional
to gauge couplings will be absent if that field is a singlet under that gauge group, such that
Dµφ =
(
∂µ + ig2
σa
2
W aµ + ig1
Y
2
Bµ
)
φ , (2.10a)
DµqL =
(
∂µ + ig3
ta
2
Gaµ + ig2
σa
2
W aµ + ig1
Y
2
Bµ
)
qL , (2.10b)
DµqR =
(
∂µ + ig3
ta
2
Gaµ + ig1
Y
2
Bµ
)
qR , (2.10c)
DµlL =
(
∂µ + ig2
σa
2
W aµ + ig1
Y
2
Bµ
)
lL , (2.10d)
DµlR =
(
∂µ + ig1
Y
2
Bµ
)
lR , (2.10e)
where we have omitted colour and isospin matrix indices (e.g. ∂µ → 1colij 1isokl ∂µ, ta → taij , φ→ φi, etc.)
The gauge fields Gaµ, W aµ and Bµ are defined to transform as
Gµ −→ UGµU−1 + i1
g
U∂µU−1 , (2.11)
where we have used the Einstein summation convention Gµ =
∑
aG
aµta, as we will from here on, and
similarly for Wµ.
The matter fields transform as
f −→ Uf , (2.12)
where U = e−iα
a(xµ)ta and ta are the generators of the representation under which the field being acted on
transforms, αa(xµ) is the gauge shift parameter, and for U(1) symmetries this reduces toBµ −→ Bµ − 1q∂µα(x)
with U = e−iα(x) and the fermionic gauge transformation as before. These gauge transformations leave the
Lagrangian density invariant under the gauge symmetries imposed above.
For our purposes here and in the rest of this work we shall restrict our attention to bare parameters (masses,
gauge couplings, fermionic fields and gauge fields) in the Lagrangian. To make contact with measurable
quantities these fields must be renormalised via appropriate wavefunction renormalisation factors and counter
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terms of the form
mbare = mren + δm , (2.13a)
ψbare =
√
Zf ψren , (2.13b)
Aµbare =
√
ZGA
µ
ren , (2.13c)
gbare = gren + δg , (2.13d)
to order-by-order cancel ultraviolet singularities in their radiative corrections. We will however omit the
subscript ‘bare’ for clarity.
Schematically, on physical grounds, we may also write the SM Lagrangian as the sum of the Lagrangian
densities of each one of the sectors which constitute it:
L = LQCD + LEW + LHiggs+Yukawa (2.14)
2.1.1 The QCD Sector
The first term of the decomposition in equation 2.14 is the one composed of the SU(3) gauge fields and
non-singlet fields under this gauge group.
Writing all the possible renormalisable terms under this symmetry (as well as including terms that will
allow us to construct Feynman rules from it) we can write this sector as
LQCD = −1
4
GaµνGaµν − i q¯ /Dq + LGauge−fixing + LGhost + Lθ−term (2.15)
where the gauge fixing terms are required to make the gauge kinetic term invertible and allow the definition
of its Green function (the gluon propagator). Na¨ıvely this is due to the fact that gauge fields will in principle
have 4 degrees of freedom as indicated by their Lorentz index, however massless gauge bosons are known to
have only 2 degrees of freedom, and massive ones 3. It is this redundancy in our description which allows
for some freedom in fixing some degrees of freedom. Note that gauge fixing is required for all SU(N) gauge
theories, and indeed even for Abelian ones such as QED, where the Feynman gauge is a common choice.
For completeness we list the most common choices of gauge-fixing terms (see [12])
LGauge−fixing = − 1
2(1− ζ)
(
∂µGaµ
)2
(Linear covariant gauges) , (2.16a)
LGauge−fixing = −ζ
2
(
nµGaµ
)2
(Axial or physical gauges) , (2.16b)
where the choice ζ = 0 in the linear covariant gauges is known as the Feynman gauge, and in the axial or
physical gauge the limit ζ →∞ and hence also the nµGaµ → 0 limit must be taken.
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While both the options above are Lorentz invariant, gauge invariance is explicitly broken by gauge fixing, and
indeed other symmetries may be broken by other choices of gauge. It is worth emphasising that predictions for
observable quantities will be unaffected by the choice of gauge, as this is purely a choice made for convenience
and allowed for by the redundancy of the gauge theory description of physical states (though in numerical
applications some choices may prove advantageous over others).
Furthermore upon gauge fixing (imposing a condition on the gauge field), for some gauge choices we
will have spoiled the unitarity of the S-matrix, and will need to restore it by introducing unphysical, prop-
agating degrees of freedom known as Faddeev-Popov ghosts. These fields have odd properties (fermionic
anti-commutation despite being scalar fields, one is required for each gauge field, and they only appear in
loops, where they introduce an extra factor of −1 as if it were a fermion loop) and are introduced solely with
the purpose of restoring unitarity. The details of this procedure are explained in [13].
If required, the ghost term has the form
LGhost = ∂µca
(
∂µδad − g3fabdAb µ
)
cd , (2.17)
where ca are the scalar Faddeev-Popov ghost fields.
The Feynman gauge has the advantage of giving the simplest form for the propagator, while the physical
gauges do not require ghost fields to preserve unitarity and have LGhost = 0.
Lastly we should mention that QCD gauge invariance allows for one extra term, which we have labelled
the θ-term. This term has the following form
Lθ term = g23
θ
64pi2
µνρλG
a µνGa ρλ . (2.18)
Under parity and time reversal this term transforms as θ
PT−−→ −θ and hence would induce CP violation
were it to be non-zero. This would contribute for example to the neutron electric dipole moment. However,
since there is no experimental indication of CP violation in the strong sector, and there is a strong upper
bound on the the neutron electric dipole moment, the θ term can be deduced to be |θ| . 10−10 [14], so we
will herein assume |θ| = 0 as is conventional.
There also exist an SU(2)L θ-term (with G
a µν →W a µν), as well as U(1) one (Ga µν → Fµν). However
by shifting the left-handed fields by a phase the SU(2)L theta term may be rotated away [15], and a U(1)Q
θ-term has indeed been argued to be (at least in principle) observable [16], though it does not give any
measurable contribution to any other known and phenomenologically relevant observable, so we omit both of
these possible θ-term contributions.
Also note that quarks have masses and acquire them via Yukawa couplings, as will be detailed in a later
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section, however for our purposes we will deal only with quarks from the first two generations at the LHC, for
which the massless approximation is perfectly appropriate, and hence we have omitted any mass terms for the
quarks in the QCD Lagrangian.
Feynman diagram generation within HERWIG++ [17] is done using the HELAS method [18], which employs
the unitary gauge for massive propagators, and Feynman-t’Hooft gauge for massless propagators, and this is
indeed the gauge choices which we work with. The kinematics of the parton shower stage of event generation
are in contrast formulated in the lightlike axial (lightcone) gauge.
Collinear Factorisation
It can be shown (see e.g. [19]) that in the limit of collinear emission (pk = (1− z)pi, where k is the emitted
parton and i is the emitter left with momentum pj = z pi after the emission) for emission of one extra parton
off an n-parton process, both the matrix element squared∑
spins
|Mn+1|2 =
coll
2
1
t
g2S Pij(z)
∑
spins
|Mn|2 , (2.19)
and the phase space
dΦn+1 =
coll
dΦn
1
4(2pi)3
dφ dt dz , (2.20)
factorise.
Here we denote g3 as gS (as we will customarily do from here on), and t = p
2
i = (pj +pk)
2 = 2Ej Ek(1−
cos θ) ' Ej Ek θ2 (for small θ) is the virtuality of the emitting parton.
As a result the cross section itself also factorises
dσn+1 =
coll
dσn
αS
2pi
dt
t
Pij(z) dz , (2.21)
where we have assumed no azimuthal dependence of the amplitude squared on the azimuthal angle to perform
the integral
∫
dφ/2pi = 1.
This relation holds for both emission off spacelike (initial-state) legs as well as timelike (final-state) ones
and will form the basis for the formulation of parton showers, as we will later discuss.
Factorisation Theorem
The factorization theorem broadly posits the factorisation of observable hadronic cross sections and differen-
tial distributions into a perturbative partonic component, and non-perturbative distribution functions (whose
energy dependence can remarkably nonetheless still be computed by perturbative methods).
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This result relies on the collinear factorisation of QCD cross sections shown in the previous section and
can more concretely be specified as the ansatz that hadronic observables at energies much larger than the
non-perturbative scale of QCD, Q ΛMSQCD ∼ 200 MeV can be described in the following form6
dσH =
∑
i,j
∫
dx1dx2 fi(x1, µF ) fj(x2, µF ) dσij(x1x2S, µF , αS(µR)) + O
((
ΛQCD
x1x2S
)p)
(2.22)
where i, j denote the possible incoming partons, x1 and x2 denote the longitudinal momentum fractions of
the incoming partons as a fraction of the total hadronic centre of mass energy, S, and µF denotes the scale at
which we partition the description of the event into perturbatively evolvable (but intrinsically non-perturbative)
parton distribution functions (PDFs) f(x, µF ), and the purely perturbative description of the hard scattering
in the partonic cross section, dσˆ.
Strictly speaking this formalism is proven only for sufficiently inclusive observables (such as total cross
sections), where real emission contributions are unrestricted and full cancellation of singularities can take
place. This has been shown to fail at three loop order in QCD to 2→ 2 processes, or two loop to 2 to three
processes [20] and is related to the the existence of so-called superleading logarithms [21].
The second term (where it must be noted that the power p is in principle a process-dependent number)
corresponds to power-suppressed higher twist corrections and non-perturbative effects such as hadronization
effects, multiparton interactions and contributions of the soft underlying event which arise for example from
interactions between the incoming hard partons and the beam. However we will simulate some of these effects
elsewhere and we neglect these terms as they are assumed to be subdominant.
The process independence of the collinear factorisation –on which this result relies– confers this property
to this equation as well, and herein lies its power and wide-ranging applicability as a method of computing the
dominant contributions to hard interaction probabilities.
2.1.2 The Electroweak Sector of the Standard Model
The Electroweak sector of the SM is the subset of terms consisting of the SU(2)L and U(1)Y gauge fields as
well as all the fermions with non-zero charges under these groups.
Namely these are7
LEW = −1
4
W aµνWaµν − 1
4
BµνBµν −
∑
fermions
if¯i /Dfi . (2.23)
However we see here that both the electroweak gauge bosons and the fermions are massless, so a gauge
6This relation holds for hadron-hadron collisions, with a single f(x, µF ) function it holds for DIS, and with the substitution
f(x, µF )→ δ(1− x) for lepton-lepton collisions.
7We neglect gauge fixing and ghost terms from now on.
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invariant way of giving them masses (except for the photon), and deducing the their interactions in mass
eigenstates must be found8. It is also this mechanism of giving masses which we will require later in extensions
of the EW sector as well.9
Electroweak Symmetry Breaking
At scales O(100 GeV) the only known conserved unconfined charge is the electric charge. This means that
we must find a way to reduce the symmetry of the SM Lagrangian as follows
SU(2)L ⊗ U(1)Y −→ U(1)Q . (2.24)
The conserved charge resulting from this is the electric charge, and can be computed by the Gell-Mann—
Nishijima formula, Q = t3 +
Y
2 .
This is known as Electroweak Symmetry Breaking (EWSB) and is the mechanism via which the gauge
bosons and fermions of the SM acquire mass.
However, since the gauge invariance of the SM Lagrangian must not be compromised and explicit gauge-
invariant mass terms cannot be formed, this leaves us with spontaneous symmetry breaking, where a field
(which must be electrically neutral to preserve electric charge conservation, colourless to preserve colour
conservation and spinless to respect Lorentz invariance) acquires a non-zero vacuum expectation value (vev).
It is precisely for this purpose that the scalar Higgs field of equation 2.3 and its Lagrangian in equation 2.6c
have been introduced.
When the µ2 term in this Lagrangian becomes negative, the minimum of the Higgs potential moves away
from the origin in the Higgs field space, and the Higgs field has thus acquired an non-zero vev. Minimising
the Higgs potential once the Higgs mass coefficient has become negative and the potential has developed a
non-zero vacuum expectation value yields the scale which characterises EWSB and which can be obtained by
finding the minimum of the potential
dV
dφ
∣∣∣∣
φ=〈φ〉
= 0 , (2.25)
and solving for 〈φ〉 gives the vacuum expectation value
〈φ〉 = v√
2
=
√
−µ2
2λ
. (2.26)
8The Higgs mechanism outlined below in the next section is not the only known way to generate masses. The Stu¨ckelberg
mechanism for example can also be used to generate gauge-invariant mass terms (see [22] for an overview), however this mechanism
can only provide Abelian gauge bosons with mass, and is hence implausible for the SM.
9We will consider only new massive bosons, the hidden photon case is related but we will not deal with it, see [23] for a review
of new massless Abelian bosons.
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The exact numerical value for this vev can be deduced by comparison to the four-fermion effective weak
interaction and is deduced to be
v2
2
=
(
2−1/4G−1/2F
)2
2
≈ (246 GeV)
2
2
. (2.27)
Shifting the Higgs field by this expectation value hence accounts for its now non-zero vev
φ −→ φ+ 1√
2
 0
v
 , (2.28)
and it is precisely this new term which will generate the gauge boson and fermion masses when inserted into
the Higgs kinetic term and the Yukawa terms, respectively.
Inserting this new term into the Yukawa terms of equation 2.6d immediately yields the fermion mass terms
LYukawa = yi v√
2
u†LuR + yi
v√
2
d†LdR + yi
v√
2
l†LlR + h.c. ,
mfi = yi
v√
2
. (2.29)
If we now consider the kinetic term of the Higgs from equation 2.6c, with the covariant derivative as
defined in equation 2.10a we find that for the W± bosons two of the terms from the covariant derivative
involving the SU(2)L gauge fields can be rewritten as
g2(σ1W
µ
1 + σ2W
µ
2 ) = g2
(
(σ1 + iσ2)√
2
(Wµ1 − iWµ2 )√
2
+ h.c.
)
, (2.30a)
= g2
(
(σ1 + iσ2)√
2
(Wµ1 − iWµ2 )√
2
+
(σ1 − iσ2)√
2
(Wµ1 + iW
µ
2 )√
2
)
, (2.30b)
= g2
(
σ+√
2
W−µ +
σ−√
2
W+µ
)
, (2.30c)
where we have defined σ± = σ1 ± iσ2 and W±µ = (Wµ1 ± iWµ2 )/
√
2
This rearrangement in the covariant derivative (along with rotations of the fermion fields to mass eigen-
states) will give W±-fermion-anti-fermion vertices of the gauge boson mass eigenstates when inserted into
the fermion kinetic term in equation 2.6b, and the W± mass term when inserted into the covariant derivative
of the Higgs kinetic term (equation 2.6c)10.
These two gauge boson mass eigenstates mediate what is known as the charged current interactions
responsible for flavour-changing interactions in both the quark and lepton sectors and give rise to weak decay
processes.
However, by counting helicity degrees of freedom before and after EWSB and requiring that they must be
preserved we can deduce the existence of a further massive gauge boson state in addition to the W bosons
10Interactions with other gauge bosons arise from the gauge kinetic term, but we will not be concerned with these.
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(a) The signal strength fits versus the SM Higgs signal
as determined by the ATLAS collaboration for their best
fit mass [26].
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(b) The signal strength fits versus the SM Higgs signal
as determined by the CMS collaboration for their best
fit mass [27].
Figure 2.1: Current signal strength fits for the Higgs, as measured by both CMS and ATLAS collaborations.
(and the massless photon as well as the Higgs itself which is not related to any gauge symmetry) 11
2× 3︸ ︷︷ ︸
Wµ a
+ 2︸︷︷︸
Bµ
+ 4︸︷︷︸
φ
−→
EWSB
3× 2︸ ︷︷ ︸
W±
+ 3︸︷︷︸
Zµ
+ 2︸︷︷︸
Aµ
+ 1︸︷︷︸
h
(2.31)
It is this Z-mediated so-called neutral current sector and extensions to it which we will be concerned with
in this chapter, and on which we elaborate in section 2.1.3.
The Discovery of the Higgs
On the 4th of July 2012 the discovery of a Higgs-like resonance in multiple decay channels was announced in
a joint ATLAS-CMS news conference and published shortly afterwards [24, 25]. The combination of the high
mass-resolution γγ and ZZ → 4 l channels yielded the initial deviation over the 5σ discovery threshold from
the null (SM with no Higgs) hypothesis which allowed for the discovery to be claimed.
Since then an integrated luminosity of 5 fb−1 at
√
s = 7 TeV and 20 fb−1 at
√
s = 8 TeV have been
accummulated and the couplings of the resonance as measured by both collaborations are so far consistent
those of the SM Higgs (see figure 2.1), as previously defined. The best fit mass for the resonance found by
each collaboration is shown in table 2.1.
CMS has also produced a plot displaying the signal strength of the resonance in both its bosonic and
11Recall that in four spacetime dimensions massless vector fields carry two degrees of freedom/polarisations (d− 2 in general),
massive ones carry three and real scalar fields carry only one. The Higgs as defined in equation 2.3 is a doublet consisting of two
complex scalar fields, giving a total of four degrees of freedom before EWSB, and only one after EWSB (three are absorbed as
the longitudinal degrees of freedom of the three massive bosons and the remaining one constitutes the physical Higgs field).
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Collaboration Mass (in GeV)
ATLAS 125.5 ± 0.2 (stat.) ± 0.6 (syst.) [28]
CMS 125.7 ± 0.3 (stat.) ± 0.3 (syst.) [27]
Table 2.1: The best fit mass values for the Higgs, as measured by both ATLAS and CMS.
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Figure 2.2: The CMS Higgs signal strengths to fermions and bosons, and as a function of mass.
fermionic couplings for all channels measured, and good consistency with the SM expectation is found (see
figure 2.2).
The spin and parity of the resonance have been found to be consistent with JP = 0+ by both collabora-
tions [29, 30], as expected for the SM Higgs, with the spin 2 possibility strongly disfavoured, and the spin 1
option ruled out by the Landau-Yang Theorem [31, 32] as the decay to two photons has been observed.
However despite the resonance having the correct SM quantum numbers, a mass of the correct magnitude
to be resposible for EWSB, and coupling to both fermions and bosons as expected for a Higgs candidate, the
defining feature of the Higgs is that its coupling must be proportional to the mass of the particle it couples
to. As such the definitive proof that the detected resonance is indeed responsible for EWSB and is therefore
the/a Higgs, this property must be shown. This has indeed now been measured and has been found to be just
as expected for the Higgs boson (see figure 2.2).
We will therefore from hereon (and as suggested from the title of the section) drop the ‘Higgs-like’
description and refer to the discovered resonance as the Higgs boson.
The SM-like couplings of the Higgs do not rule out the existence of further high mass Higgs resonances
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as posited in Two Higgs Doublet Models (2HDM), and in fact in certain limits of such models (such as the
decoupling limit, mA0  mZ of the MSSM, see [33, 34]) the lower of the Higgs resonances has couplings
indistinguishable from those of the SM Higgs. Note however that special care must be taken in extensions
of the Higgs sector as the mass-dependent (mass-proportional) couplings which characterise the Higgs sector
can invalidate the assumed decoupling of heavy Higgs states from phenomenology at lower energies [35]
which is usually expected from the mass-suppression of propagators and the Appelquist-Carrazone decoupling
theorem [36].
The Hierarchy Problem
Such a low mass value for the Higgs –as is needed for the correct mass generation of EW scale fermions and
bosons– still poses the question of how the Higgs mass is not susceptible to the O(Λ2UV) (where ΛUV is the
scale up to which the SM is known or assumed to hold) radiative corrections that as a fundamental scalar
field it should receive from the SM fields.
A mechanism to produce this robustness to radiative corrections must therefore be added to the SM12,
either in the form of a cutoff (as in extra dimensional theories), or a symmetry principle generating the
cancellation of radiative corrections to all orders (as in Supersymmetry, which will be the topic of the later
chapters of this thesis). This is known as the hierarchy problem. We will return to this issue in later sections
of this thesis and describe a potential solution to it (in the context of Supersymmetry) in section 2.3.1.
2.1.3 The Neutral Current in the Standard Model
We will now focus on the Neutral Current (NC). We will not deal with the charged current, or the Higgs and
Yukawa terms.
After EWSB we can further subdivide the electroweak sector into neutral current and charged current (CC)
components
LEW = LNC + LCC (2.32)
In the SM the neutral current Lagrangian arises from the covariant derivatives in the fermionic term in
equation 2.6b, and can be rearranged to show that it is the sum of the QED source term and that of the
mass eigenstate formed after EWSB by mixing between the Bµ and the W 3 µ gauge fields via an orthogonal
12This is the standard belief of most practitioners. In [37] it is argued that there is no such problem, as in the broken symmetry
phase all the fermion and boson masses (the Higgs mass included) are proportional to v2(µ2) (note that the running of the vev is
now considered), and hence should be expected to be of the same order. And in the unbroken phase the Higgs mass does indeed
grow drastically but this does not pose a problem, and may even be preferrable for cosmological reasons.
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transformation  Aµ
Zµ
 =
 cos θW sin θW
− sin θW cos θW
 Bµ
Wµ3
 (2.33)
where θW is the electroweak mixing angle, otherwise known as the Weinberg angle.
This then gives the neutral current as
LNC = LQED source + LZ source , (2.34a)
= e JµQEDAµ + gZJ
µ
Z Zµ , (2.34b)
where gZ = g2/ cos θ and the QED and Z currents are given by
JµQED =
∑
i=charged fermions
qi f¯i γ
µ fi , (2.35a)
JµZ =
∑
i=fermions
f¯i γ
µ (giL PL + giR PR) fi , (2.35b)
where qi denotes the electric charge (in units of the positron charge e).
The left- and right-handed couplings are
gLi = t3 iL − qi sin2 θW , (2.36a)
gRi = t3 iR − qi sin2 θW , (2.36b)
–but note that t3 iR = 0 for all right-handed SM fields– and the chiral projection operators are defined as
usual:
PL =
1
2
(
1 − γ5) , (2.37a)
PR =
1
2
(
1 + γ5
)
, (2.37b)
Here we will neglect any potential BSM contributions to the Z coupling, as are considered in [38] and
which would introduce corrections of the form gL/R → gL/R + δgL/R to the gauge couplings.
We will not deal with the QED current, that will be included in all results (as well as interferences between
it and the other neutral gauge bosons) but we will not go beyond the SM in that sector 13
2.1.4 Current Status of the SM
As of the time of writing all measurements performed at the LHC are in good agreement with the SM predic-
tions, with no noteworthy discrepancies in any well-understood observables. Figure 2.3 shows the measured
13For an overview of extensions of the QED sector with new massless photon-like fields see for example [23].
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total fully-inclusive cross sections for benchmark SM processes as measured by the CMS collaboration at
the LHC (the ATLAS result is in similarly good agreement), as well as the pull between a global fit of SM
parameters as performed by the GFITTER group and their experimentally measured values.
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2.2 U(1)′ Extensions of the Electroweak Sector
2.2.1 Grand Unified Theories
The Standard Model is now a mature, self-consistent and highly successful model. So successful in fact that
no statistically significant deviation from it has been observed so far14. However the Standard Model is well
known to be incomplete. It lacks a description of gravity (and therefore also dark energy), has no viable dark
matter candidate (neutrinos are neutral and colourless but too light to be cold dark matter, as is currently
favoured), and is missing a solution for the hierarchy problem described previously.
Additionally, though the Standard Model can be extrapolated up to arbitrarily high energies (O(Mpl))
without a problem (the Landau pole of QED is above the Planck mass) the prospect of new fields existing
in the unexplored 15 orders of magnitude in energy between the highest energies directly probed so far at a
collider (O(10 TeV)) and the Planck scale (O(1019 GeV)) is not unthinkable and perhaps more plausible than
the alternative (the so-called desert scenario).
Even within the Standard Model there are at least 19 free parameters which must be measured and whose
value cannot be computed from first principles (though their behaviour is well understood)15:
• 3 gauge couplings (for example in the gauge kinetic terms FµνFµν),
• the fermionic kinetic terms if /Df contain no free parameters once the gauge couplings are accounted
for,
• 2 couplings from the Higgs sector: the Higgs mass, µ2, and self-coupling, λ,
• 9 fermion Yukawa couplings (three from each of the up-type quarks, down-type quarks, and down-type
leptons, excluding neutrino (up-type lepton) mass terms, whose form is presently unknown),
• 3 Cabibbo-Kobayashi-Maskawa (CKM) mixing angles and 1 phase,
• 1 coupling from the θ-term, namely, θ, the strong CP-violating coupling.
This gives a total of 19 parameters which must be measured. All other SM predictions are calculable from
these parameters. It is a perfectly legitimate question to ask if these parameters may arise naturally from
14There are discrepancies, such as that observed in the anomalous magnetic moment of the muon, however these are not
statistically significant (3.6σ for the muon magnetic moment [40]), and are still subject to theoretical uncertainties (in the case
of the magnetic moment of the muon, the hadronic vacuum polarisation contribution, see [41, 42]) which upon clarification may
yield full agreement with the SM.
15The inclusion of the neutrino sector would yield at least 3+1 more parameters from the corresponding Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) mixing matrix and 3 more Yukawa terms (or equivalent mass-related parameters).
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a smaller set of parameters of a high energy theory, when its low energy limit is taken16. In particular the
fermion masses and the hierarchies between them, the SM gauge group structure, the 3 generation structure
of the fermions and their charges under the gauge groups, the mechanism via which neutrinos gain mass, the
solution to the strong CP problem, the sizes of the mixing angles, etc.
To this end one may consider the viable options which offer an embedding of the SM, provide a consistent
extension of it to arbitrarily high energies, yield testable predictions in the near future, and offer explanations
for hitherto unexplained features of the Standard Model. These features may be the values for the masses of
the quarks and leptons, values of the Yukawa couplings for the fermions, a solution for the strong CP problem,
or, perhaps most simply: a unification of the gauge couplings.
This is precisely the aim of Grand Unified Theories (GUTs), which are theories in which the SM product
gauge group structure is embedded into a single gauge group, with the gauge couplings unifying into this
single gauge coupling at a scale MGUT.
We now overview the construction of the simplest GUT model and its embedding into more involved GUTs
which form the context of the Z ′ models we analyse and will work with. For a standard treatment of the most
minimal of the GUT models see [43].
The Minimal GUT: The Georgi-Glashow SU(5) Model
The lowest rank group that can accommodate the gauge symmetry structure of the SM is the Georgi-Glashow
model [44] where SU(5) is posited as the unified gauge group, which undergoes Spontaneous Symmetry
Breaking (SSB) (exactly like that of the Higgs mechanism responsible for EWSB) at a scale MGUT to the SM
gauge groups, GSM
SU(5) −→
SSB(MGUT)
SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.38)
This is in fact the most minimal GUT, as SU(5) is the smallest rank group in which the product of the SM
gauge groups can be embedded17. As most GUTs use the Georgi-Glashow scheme, or in fact are extensions
of it (such as the ones we will consider here), we will briefly review this model.
As argued in the original paper by Georgi and Glashow [44], out of the nine possible rank 4 groups, requiring
that the SM gauge group structure be a subgroup, as well as demanding complex representations (as required
for charge conjugate SM states), and demanding an acceptable value of sin2 θW leaves SU(5) as the only
16One could equally well argue that these parameters are purely environmental and that no explanation is needed, or postulate
that they are a subset of possibilities from a multiverse, chosen via anthropic reasoning. We will not consider either of these.
17This can be seen from the fact an SU(N) group has rank N − 1 and the rank of a direct product of groups is the sum of
their ranks. Therefore any embedding of the SM gauge groups must be at least of rank 4, which is precisely the rank of SU(5).
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viable rank 4 group.
Furthermore, to make SU(5) a realistic possibility for a GUT representations of SU(5) must be found
which match the known SM field charges under GSM, as stated in equation 2.2. This can indeed be done, and
using the decomposition of the 5 representation of SU(5) under SU(3)⊗SU(2)⊗U(1) (see [45] for details)
we see that right-handed down-type quarks and left-handed leptons may be embedded in this representation
5 :
(
3,1,
2
3
)
︸ ︷︷ ︸
drR, d
g
R, d
b
R
⊕ (1,2,−1)︸ ︷︷ ︸
e−L , νe
, (2.39)
where the r, g, b indices label the three elements of the fundamental representation of SU(3)C .
This new multiplet structure of fermionic fields implies that the canonical normalisation constraint which
states that for each representation the relation
Tr(tatb) =
1
2
δab , (2.40)
must hold means the hypercharge of the fermionic fields must be adjusted to restore the correct normalisation
for this new multiplet.
Redefining the Gell-Mann—Nishijima formula from Q = t3 +
Y
2 to Q = t3 + Y so that the hypercharge
absorbs the factor of 1/2 and changing our charge assignment of the SM right-handed fields to that of the
(perfectly equivalent) charge-conjugated left handed fields (so that the colour and isospin representations of
the right handed fields are conjugated and their hypercharge is multiplied by −1 relative to the charges for the
right handed fields as stated in equation 2.2, as is customary in the formulation of GUTs), the 5 representation
now contains the following SM charges
5 :
(
3,1,
1
3
)
︸ ︷︷ ︸
drR, d
g
R, d
b
R
⊕
(
1,2,−1
2
)
︸ ︷︷ ︸
e−L , νe
. (2.41)
Using these hypercharges and solving for the normalisation correction factor, q, from
3
(
1
3
q
)2
+ 2
(
−1
2
q
)2
=
1
2
, (2.42)
gives q =
√
3
5 , so that
g′1 = g1
√
3
5
, (2.43)
and at the unification scale where gi=1,2,3 = g5 and therefore g
′
1
√
5
3 = g5
g′1 =
√
3
5
g5 ⇐⇒ g5 =
√
5
3
g′1 , (2.44)
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though from here on and for the rest of this chapter we will omit the prime and consider this variable the U(1)
coupling as is done in most of the relevant literature.
It is worth noting that this hypercharge correction factor is crucial to the unification of the couplings, not
just in the SU(5) model, but also in GUTs with larger unification gauge groups which contain SU(5) as the
final step in the symmetry-breaking pattern.
It is also this hypercharge normalisation which determines the sin2 θW prediction of the theory. Evaluating
the Weinberg–Salam electroweak model relation
sin2 θW =
g21
g21 + g
2
2
, (2.45)
at the unification scale where
g1 = g2 = g3 = g5 , (2.46)
gives the well known result
sin2 θW =
3
5 g
2
5
3
5 g
2
5 + g
2
5
=
3
8
= 0.375 . (2.47)
Both the hypercharge correction factor and sin2 θW were derived at the GUT scale and will be subject
to renormalisation group (RG) running down to the electroweak or TeV scale which is being directly probed.
For the weak mixing angle, at the electroweak scale it is found to give sin2 θW = 0.204 [46]. This is plainly
incompatible with the measured (best fit) value of sin2 θeffW = 0.23150(10) [39]. This alone is enough to rule
out the Georgi-Glashow SU(5) model (though its rate of proton decay is also incompatible with the lower
bound on the lifetime of the proton).
The SU(5) gauge coupling, g5, will also undergo RG running, however this effect has generally been found
to be negligible even for more involved models [46] and is therefore generally neglected and its unification
value of
g5 =
√
5
3
g1 , (2.48)
is used for phenomenology at the electroweak and TeV scales as well.
The 5 representation however contained only part of the fermionic fields of one generation. The rest of
the matter fields can be placed in the 10 representation (once again using the Q = t3 + Y convention and
the charge labelling for charge-conjugated left-handed fields instead of that of right-handed ones) as
10 :
(
3,2,
1
6
)
︸ ︷︷ ︸
urL, u
g
L, u
b
L, d
r
L, d
g
L, d
b
L
⊕
(
3,1,−2
3
)
︸ ︷︷ ︸
urR, u
g
R, u
b
R
⊕ (1,1, 1)︸ ︷︷ ︸
eR
. (2.49)
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This 5⊕10 structure now contains a complete generation of the SM, and the same structure is replicated
for the other two generations.
Anomaly Cancellation
We now know that SU(5) can accommodate the SM gauge group structure and charges, however a further
consistency check is required to ensure the theory is viable: anomaly cancellation. We will deal with this topic
more fully in section 2.2.1, but for now we simply state that the most stringent of the conditions this imposes
is that the hypercharges cubed of all the chiral fields as specified in equations 2.41 and 2.49 sums to exactly
zero. Explicitly we have
A(5) = 3
(
1
3
)3
+ 2
(
−1
2
)3
, (2.50a)
A(10) = 6
(
1
6
)3
+ 3
(
−2
3
)3
+ 1 (1)
3
, (2.50b)
so that the sum over all chiral fields gives
A(10) +A(5) =
5
36
− 5
36
= 0 , (2.51)
as expected.
Symmetry Breaking and the Extended Gauge Sector
Note from the multiplet structure for fermions in equations 2.41 and 2.49 that quarks and leptons are included
the same multiplet. So combining multiplets to form Lagrangian operators invariant under SU(5) will produce
operators which violate baryon and or lepton number18. Given that the adjoint representation of an SU(N)
group is of dimension N2 − 1 and this determines the total number of gauge bosons present in the theory,
for SU(5) there are 24 gauge bosons. 12 of these are the SM gauge bosons (8 gluons, 3 EW bosons and the
photon), and the other 12 are entirely new bosons (which we will generically denote by X or Y ) which have a
mass of the order of the scale MGUT at which they become massive, and which themselves carry electric and
colour charge. It is these gauge bosons which are responsible for mediating the baryon- and lepton-violating
interactions and therefore also the new proton decay channels19 (see figure 2.4).
It can be shown that these contributions induce proton decay at a rate which lowers its lifetime below the
18Another consequence of this is that given the new structure of the Yukawa terms the down-type quarks and leptons from the
five dimensional representation arise from the same Yukawa term and must have the same mass at the GUT scale: md = me,
ms = mµ, mb = mτ . Though these relations hold at the GUT scale, even after RG evolution down to electroweak scales they
remain problematic.
19There may also be further contributions to proton decay from charged Higgs from the extended Higgs sector, but as these
depend on the representation chosen for the Higgs, and such a choice is not unique, we do not include these.
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(a) The X-mediated tree level proton decay mode. 
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(b) The Y -mediated tree level proton decay mode.
Figure 2.4: The SU(5) p→ pi0 e+ proton decay modes.
measured lower bound on it. It has been calculated that within the Georgi-Glashow model the proton lifetime
is given by [46]
τSU(5)p ∼ 5× 1032 yr , (2.52)
whereas the current lower bounds on the proton lifetime from Super-Kamiokande are almost all at least of the
order of
τp > 1× 1033 yr . (2.53)
This bound (along with the erroneous sin θW prediction previously mentioned) rules out the minimal SU(5)
model as a candidate GUT20.
As previously mentioned the new gauge boson states must be massive and with a mass of the order of MGUT
as this is the scale at which they acquire mass via spontaneous symmetry breaking. This added symmetry
breaking step will require a further Higgs, with the representation of SU(5) under which it transforms still to
be determined.
In particular, we must construct the Higgs sector such that it can replicate the known EWSB of the Standard
Model, and also add an additional Higgs to perform the GUT-scale spontaneous symmetry breaking. Comparing
the required SM Higgs charges from equation 2.2 to the SM decomposition of 5 stated in equation 2.41
(accounting for the change in the Gell-Mann—Nishijima formula to Q = t3 + Y , so that for the SM Higgs
φ : (1,2, 1) → (1,2, 1/2)) we see that the SM Higgs can be embedded into a 5, with the multiplet being
completed by a triplet of new Higgs states charged as (3,1,−1/3) under the SM (and therefore both coloured
and electrically charged, with electric charge 1/3). These new charged Higgs states must be made very massive
20Here, as with most GUT models different symmetry breaking patterns (leading to gauge group structures similar but not
exactly like the SM one) and using larger representations for the Higgs can be used to suppress proton decay operators and evade
bounds, however we will not consider any of these variants.
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to avoid once again inducing proton decay and other deviations from the SM which have not been observed.
This requirement of large mass separation between the SU(2)L Higgs required for EWSB and the SU(3)C
triplet Higgs must be put in by hand or otherwise generated, and this issue is known as the doublet-triplet
splitting problem.
At the GUT scale a further Higgs multiplet is needed to break the SU(5) group into the SM gauge groups,
and to provide a suitable mass for the new vector bosons such an enlarged gauge group entails. This can
be accomplished minimally using a Higgs in the 24 representation of SU(5). This choice is not unique,
though it is the minimal one. Larger representations for this Higgs can be considered and lead to models with
considerably different phenomenology and RG evolution. We will not discuss these issues in the present work.
We have finally that the full symmetry breaking pattern required for the minimal SU(5) model as con-
structed by Georgi and Glashow is therefore of the form
SU(5)
MGUT−−−−→
Ψ(24)
SU(3)C ⊗ SU(2)L ⊗ U(1)Y MEW−−−→
φ(5)
SU(3)C ⊗ U(1)Q , (2.54)
where we have made explicit the scale of each symmetry breaking, as well as the Higgs required for it (and its
representation under SU(5)).
Extended GUTs: SO(10) and E6
We have seen how the minimal GUT based on SU(5) is ruled out by its prediction of sin θW , its generation
of so far unobserved proton decay, and its prediction of mass relations between down-type quarks and charged
leptons, which are not observed.
The next possible extension of this model is to consider its supersymmetric extension (we will discuss
Supersymmetry in a later chapter). However this minimal SUSY SU(5) is now also ruled out by the lower bound
of the lifetime of the proton as measured in the p→ K+ ν channel by the Super-Kamiokande collaboration [47,
48].
The next option to obtain gauge coupling unification is to consider a larger (rank 5) anomaly-free unification
group, such as SO(10). This choice of group has the particularly attractive feature that a whole generation
of the SM exactly fills a multiplet, in this case the 16 spinor representation of SO(10), which decomposes
under SU(5) (to see it in terms of the structure we have already developed) as follows
16 −→ 10 ⊕ 5 ⊕ 1 , (2.55)
with the singlet state now allowing for the inclusion of right-handed neutrinos, were they to exist21.
21Recall that these right-handed neutrino states would be charged as (1,1, 0) under the SM, and would therefore not interact
with any of the known fields, apart from their negligible interaction through the Higgs.
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In this case it is worth considering whether SO(10) can itself arise from known ultraviolet (UV) completions
of the SM, or if the SM gauge group structure can be otherwise obtained from even larger groups posited at
energy scales many orders of magnitude larger than the weak scale.
Both scenarios are indeed possible, and the two best known and most studied forms of these models will
be outlined below (and can be shown to be equivalent [49]).
The next largest anomaly-free group in which we can embed SO(10) is the exceptional group E6. This
group is the gauge group of ten dimensional string theory which starts with an E8 ⊗ E8 gauge group. One
possibility is that one of the E8 groups is decoupled as it interacts only gravitationally, and the other one can
break to E6⊗SU(3) upon compactification. This model was once thought to be unique and hence E6 as the
GUT group was thought to be a unique prediction from these models, and this was the main motivation for
their study.
However, this has been found to no longer be a unique option, but is still an important benchmark for
phenomenology as for a large class of these models regardless of the exact symmetry breaking pattern (and
mechanism: Higgs or Stu¨ckelberg), will involve breaking from a rank 6 group (E6) group to the rank 4 product
group of the SM.
The possible UV completions and models from which an extra Abelian group may arise are numerous and
are beyond the scope of this study, for a comprehensive review of them see [49]. An additional U(1) local
symmetry arising in string-inspired supersymmetric constructions may be used to suppress rapid proton decay
from baryon and lepton number violating operators in the superpotential via the gauge invariance it imposes
instead of the conventional approach of using R-parity [50]. Such a Z ′ is distinct from the E6 variants we will
consider, but is a sign of how ubiquitous U(1)′ gauge groups can be in ultraviolet completions of the SM.
In terms of E6 representations we now fill a 27 representation of E6 by decomposing this representation
in terms of SO(10) representations, like the one stated in equation 2.55
27 −→ 16 ⊕ 10 ⊕ 1 , (2.56)
where the 16 contains a generation of SM fermions, while the other multiplets contain entirely new fields (see
table 2.2).
Starting from E6 there are a variety of symmetry breaking patterns possible. For concreteness we will
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focus on the following one:
E6 −→ SO(10) ⊗ U(1)ψ , (2.57a)
−→ SU(5) ⊗ U(1)χ ⊗ U(1)ψ , (2.57b)
−→ GSM ⊗ U(1)χ ⊗ U(1)ψ . (2.57c)
We will neglect other possible symmetry breaking patterns such as the left-right symmetric model (SU(3)C⊗
SU(2)L ⊗ SU(2)R ⊗ U(1)L ⊗ U(1)R) which gives rise to new fields such as WR. We will not discuss these,
and indeed the mass of WR fields is already constrained to be MWR > 1 − 2 TeV by constraints from the
KL −KS mass difference [51].
In fact the scenario we have chosen can be further simplified for phenomenological purposes if we consider
linear combinations of the two Abelian groups generated by the symmetry breaking, such that we assume one
of the two generated gauge bosons is assumed to be much more massive and therefore decoupled. This will
indeed be the case if each symmetry breaking (via which the new gauge bosons also acquire a mass of the
same order as the breaking scale) happens at different scales, with at least one of them happening at a scale
near the GUT scale and therefore being effectively decoupled from phenomenology at the TeV scale, such that
we effectively have
U(1)χ ⊗ U(1)ψ −→ U(1)θE6 . (2.58)
We have thus obtained a single new gauge boson and reduced the rank of our gauge theory by one unit,
from the original rank of 6, to rank 5. These are known as Effective rank-5 Models (ER5M) and are the most
wieldy and best studied models for phenomenology, and will be the focus of our study.
Thus in general at the weak scale gauge groups which arise in string constructions can break to give the
group structure
GSM × U(1)n (2.59)
where n ≥ 1 and GSM was defined in equation 2.1.
The models we will consider have n = 2, though we will consider linear combinations of the two U(1)s,
which in two limits (the ψ and χ models) effectively decouple one of the two extra bosons and leave us to
consider the n = 1 case, with couplings that are a linear combination of those of the two new Abelian groups.
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Anomalies
Upon quantisation of any quantum field theory the conserved No¨ether currents of the theory which arise from
the demand that the action (and therefore the Lagrangian) remain invariant under infinitesimal transformations
of the fields (usually from a gauge transformation, e.g. for a U(1), φ → e−iα(xµ), such that infinitesimally,
δφ = −iα(xµ)) which is defined as
jµ(x) =
∑
i
∂L(x)
∂(∂µφi(x))
δφi(x) . (2.60)
These currents receive quantum corrections from triangle diagrams (figure 2.5) which involve a sum over
all the possible gauge bosons of the the theory at the vertices, and all the fermionic fields they couple to in
the loop22.

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Jβ bvector
Figure 2.5: A triangle diagram from which the anomaly condition can be calculated. One vertex is the axial
current of the Z ′, JµZ′ axial =
∑
fermionsQZ′ axial(fi) f¯i γ
µ γ5 fi and the others can be any of the SM gauge
bosons, e.g. Jαγ vector =
∑
charged fermionsQ(fi) f¯i γ
α fi.
If these contributions do not vanish, current conservation is spoiled ∂µj
µ(x) 6= 0 and the symmetry and
all conservation laws derived from it have been spoiled. This is known as an Adler-Bell-Jackiw anomaly and
will typically take the form
∂µj
µ(x) ∝ g2 (group factors) µναβFµνFαβ . (2.61)
For global symmetries this is not necessarily a hindrance and can in fact be required (e.g. to allow for
the non-zero rate of the decay pi0 → γγ). However, for local symmetries such as gauge transformations
anomalies imply the appearance of negative-norm states and loss of renormalisability which render the theory
unviable [53].
22It can be shown that higher order corrections do not contribute, this is the Adler-Bardeen theorem [52].
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The simplest way for the anomaly in equation 2.61 to vanish identically is for the group factors to be zero.
In computing the triangle diagram these group factors arise in the form∑
fL
Tr
[
tai {tbi , tci}
] − ∑
fR
Tr
[
taj {tbj , tcj}
]
, (2.62)
where the indices i and j run over the left- and right-handed fermions, respectively, and the generators are the
generators of whichever gauge boson is attached to each of the three vertices (with the one labelled a being
the one involving axial couplings, if present).
We see that anomalies may arise for any chiral theory (like the SM) where the left- and right-handed
components of given fields transform differently under any of the gauge groups.
In the SM there are thus 10 possible assignments of the three gauge groups to the three vertices. However,
most of these (such as the SU(3)3C case) will cancel as both chiral components of fermions transform under
the same representation under them.
The most constraining anomaly cancellation condition turns out to be the (U(1)Y )
3 case. Here it is
remarkable that for the SM for example the quark and lepton hypercharge assignments lead to the desired
cancellation ∑
fL
Y 3 −
∑
fR
Y 3 =
(
3Y (uL)
3 + 3Y (dL)
3 + Y (lL)
3 + Y (νL)
3
)
− (3Y (uR)3 + 3Y (dR)3 + Y (lR)3) (2.63)
= 0 . (2.64)
However, such a requirement will not necessarily be met by any extension of the Standard Model’s field
or gauge group content and is a strong constraint on such models. We will only deal with models where this
cancellation occurs.
Computing the pure U(1)′3 anomaly using the charges laid out in table 2.3 we see that this anomaly indeed
vanishes when summing over the SM fields∑
fL
Qχ(fi)
3 −
∑
fR
Qχ(fj)
3 =
(
1
2
√
10
)3
(48− 48) = 0 , (2.65a)
∑
fL
Qψ(fi)
3 −
∑
fR
Qψ(fj)
3 =
(
1
2
√
6
)3
(8− 8) = 0 . (2.65b)
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Exotics
In E6 models all fermions are placed in the fundamental 27 of E6, which is then decomposed as follows
E6 −→ SO(10) −→ SU(5)
27 −→ (16 + 10 + 1) −→ (10 + 5 + 1) + (5 + 5) + 1 . (2.66)
This structure is imposed on each of the SM generations, such that each generation of SM fermions is
embedded into a 16 irreducible representation of SO(10), which is further decomposed into a 10 + 5 + 1 of
SU(5) as follows
E6 SO(10) SU(5) Fields
27 16 10 qL, uR, eR
5 dR,νL,eL
1 νR
10 5 D,Lc
5 Dc,L
1 1 S
Table 2.2: Embedding of fermions in E6 models.
Where, for example, the 5 representation containing SM fields is filled by dredR , d
green
R , d
blue
R , νL, eL. Note
however that the further 10SO(10) → (5 + 5)SU(5) contains new BSM fields, which are referred to collectively
as exotics, and that all the fields within the same representation of SU(5) have the same charges Qχ and Qψ.
Out of these new fields, νcL and S are singlets under the SM gauge groups (ν
c
L can be taken to be the
right handed neutrino), but not under U(1)′, D are colour-triplet, isospin-singlet exotic quarks with electric
charge −1/3, and L are isospin doublets with hypercharge y(L) = 1, y(Lc) = −1, which in supersymmetric
incarnations of E6 models the superfields of these fields can be taken to be the Hu and Hd superfields of the
MSSM, and the rest of their component fields are exotic leptons and scalars.
We will assume these fields to be kinematically inaccessible to Z ′ decays and hence make no contribution
to the Z ′ width (for a table specifying the charges —and hence the couplings— of these exotic fields under
the new Abelian group for a variety of different models, see for example [54]). Note, however that allowing
any of these fields to have a mass smaller than mZ′/2 can reduce the Z
′ branching fraction to SM leptons,
and hence limit the reach of our searches in the dileptonic channel, thereby reducing current exclusion limits
and requiring new experimental analyses. Given the unknown masses of these fields (should they exist), we
will neglect them to reduce the number of unknown parameters in our model.
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Mass Generation for the Z ′
The Higgs mechanism is not the only way gauge bosons can become massive, for Abelian gauge bosons the
Stu¨ckelberg mechanism can also provide a way to dote the gauge boson with mass (see [22] for a review) and
such a mechanism indeed arises in string theory constructions23.
However assuming the Z ′ sector mimics the Higgs mechanism known to hold within the SM, in supersym-
metric forms of E6 models the scalar components of the SM-singlet ν
c
L and S superfields can be given a vev
to break the U(1)′ symmetry and make the Z ′ massive.
The exact symmetry breaking mechanism used to break the U(1)′ and yield a massive Z ′ is a complex
topic (see [56] for a review focussing on supersymmetric forms of the models) and we will only assume that
the Z ′ acquires a mass via spontaneous symmetry breaking when a scalar field in an extended Higgs sector
acquires a vev, and we otherwise not deal with the exact mass generation mechanism for the Z ′.
We will not consider Z ′ models with Stu¨ckelberg mass generation of the form proposed e.g. [57,58]. How-
ever these could in principle easily be implemented by adapting the corresponding couplings in equation 2.67.
2.2.2 E6 and Effective Rank 5 Models
At the weak scale the end result of these models is that the neutral current Lagrangian is modified and acquires
one or more source terms from the gauge fields of the extended symmetry group, such that equation 2.34b is
extended to
LNC = gZ JµZ Zµ + gZ′ J ′µZ Z ′µ ,
=
g2
cos θW
JµZ Zµ +
√
5
3
g1 J
′µ
Z Z
′
µ ,
= −i g2
cos θW
∑
i
f¯iγ
µ
[
ti 3 − qi sin2 θW
]
fiZµ
− i
√
5
3
g2 tan θW
∑
i
f¯iγ
µ [Qψ sin θE6 +Qχ cos θE6 ] fiZ
′
µ , (2.67)
where gZ is the usual prefactor for the Z current coupling,
gZ =
g2
cos θW
, (2.68)
23Note that making the U(1)′ gauge massive also inhibits the sort of charge shifts that can occur in fermions charged under
two unbroken U(1) groups [55].
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and the new coupling introduced for the Z ′ couplings, gZ′ , is defined as24
gZ′ =
√
5
3
g1 =
√
5
3
e
cos θW
=
√
5
3
g2 tan θW (2.69)
∼ 0.46 , (2.70)
and the angle θE6 is the linear combination of U(1) charges which results from the breaking described in
equation 2.58. θE6 is a free parameter in [−pi/2, pi/2] and the cases θE6 = 0, pi/2 respectively correspond to
the benchmark χ and ψ models, which are models with only one extra U(1) group each, as sketched in equa-
tions 2.57b and 2.57c. The Qψ and Qχ charge assignments of the SM fields are as shown in table 2.3
25. [61–63]
gi,L/R χ ψ
gνL
3
2
√
10
1
2
√
6
gνR − 52√10 12√6
geL
3
2
√
10
1
2
√
6
gecL − 12√10 12√6
gqL − 12√10 12√6
gucL − 12√10 12√6
gdcL
3
2
√
10
1
2
√
6
ΓZ′
MZ′
0.012 0.006
Table 2.3: E5RM Z ′ widths and couplings of the Z ′ to the SM fermions.
We must of course also extend the SM gauge kinetic terms in equation 2.6a (after EWSB and with
canonical gauge kinetic terms restored) with the new contribution
LGauge = LSMGauge −
1
4
Z ′µνZ ′µν , (2.71)
so that the most general renormalisable weak scale EW Lagrangian after EWSB (and the Z ′ has also acquired
a mass via a scalar acquiring a vev in an extended Higgs sector) is
LEW+Z′ = LSM + LZ′ + LMix (2.72)
24As noted previously in section 2.2.1 this definition of the unified gauge coupling holds at the unification scale, however its
running down to the TeV scale has been found to be a small effect (though the running of fermion masses in SO(10) models for
example is known to not be negligible [59]) and is customarily neglected.
25There also exist models where all the SM fermions are uncharged under U(1)′, where the Z′ couples to the SM only via a
higher-dimensional operator involving a BSM mediator [60], which we will not consider here.
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where
LSM = −1
4
W aµνWaµν − 1
4
BµνBµν +
1
2
m2ZZ
µZµ + LZ int , (2.73a)
LZ′ = −1
4
Z ′µνZ ′µν +
1
2
m2Z′Z
′µZ ′µ + LZ′ int , (2.73b)
LMix = − sinχ
2
Zˆ ′
µν
Bˆµν + δm
2Z ′µZµ , (2.73c)
and the interaction terms LZ int and LZ′ int are as given in equation 2.67.
The operators in LSM and LZ′ we have previously defined and form the intuitive set of operators to be
written down for any Z ′ extension. However it is the terms in
LMix = LKinetic mixing + LMass mixing (2.74a)
= − sinχ
2
Zˆ ′
µν
Bˆµν + δm
2Z ′µZµ (2.74b)
which require further explanation, and it is these terms on which we shall focus below.
Kinetic Mixing
Kinetic mixing is a feature of any gauge theory containing a group structure of the form
U(1)1 ⊗ U(1)2 , (2.75)
with the possibility of including even more U(1) factors. In our case at the weak scale we have
U(1)Y ⊗ U(1)θE6 , (2.76)
where the first group is that of the SM hypercharge, and the second one is the one corresponding to the new
gauge boson, as defined in equation 2.58.
Since U(1) field strength tensors are by themselves gauge invariant26, a term formed by performing a
Lorentz contraction between the field strength tensors of the two U(1)’s is Lorentz invariant, gauge invariant
and a marginal operator, which is admissible and must be considered.
Also note that even if we chose to set the coefficient of this operator to zero at a given scale higher than
the weak scale, renormalisation group (RG) running can generate it at lower scales [64]. So this operator must
be considered if one is to work in full generality.
The operator of interest here is then
LKinetic mixing = − sinχ
2
Zˆ ′
µν
Bˆµν , (2.77)
where the form of the coefficient is chosen for later convenience and the field tensors are defined as usual as
26Note that this holds only for Abelian gauge groups.
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Zˆ ′
µν
= ∂µZ ′ν − ∂νZ ′µ and Bˆµν = ∂µBν − ∂νBµ, but we have added a hat to the variables to distinguish
them from the fields we will obtain after rotating to yield canonical gauge kinetic terms.
If we then consider all the gauge kinetic terms of the U(1) fields
−1
4
Zˆ ′
µν
Zˆ ′µν − 1
4
BˆµνBˆµν − sinχ
2
Zˆ ′
µν
Bˆµν . (2.78)
Following [65] we perform a linear transformation of the form(
Bˆµ
Zˆ ′µ
)
=
(
1 − tanχ
0 1/ cosχ
)(
Bµ
Z ′µ
)
. (2.79)
Each of the terms transforms as
−1
4
BˆµνBˆµν −→ −1
4
(Bµν − tanχZ ′µν)(Bµν − tanχZ ′µν) , (2.80)
− sinχ
2
Zˆ ′
µν
Bˆµν −→ − tanχ
2
Z ′µν(Bµν − tanχZ ′µν) , (2.81)
−1
4
Zˆ ′
µν
Zˆ ′µν −→ − 1
4 cos2 χ
Z ′µνZ ′µν , (2.82)
Such that collecting terms and recognising a trigonometric identity the canonical form of the gauge kinetic
terms is restored,
−1
4
Z ′µνZ ′µν −
1
4
BµνBµν . (2.83)
However this transformation must be performed in the whole Lagrangian, implying that fermions which
initially had no coupling to the Z ′ will now have acquired a coupling to it, as Bˆµ → Bµ − tanχZ ′µ, and the
initial couplings of the Z ′ will be rescaled as Zˆ ′µ → 1cosχZµ. Thus in the presence of kinetic mixing, even
if the SM fields are uncharged under the new Abelian group, they may still couple to it if kinetic mixing is
non-negligible. However, in the supersymmetric E6 models (E6SSM) even considering the case where mixing
between all three U(1)s is allowed, the impact on dileptonic rates at the LHC is negligible [66]27.
After rotating to the mass basis kinetic mixing will also impact on the masses of both the SM Z and the
Z ′. However for the E6 models we consider such mixing has been found to be very small [56] and indeed we
will deem it negligible (as is also conventionally done).
Mass Mixing
Given that we have inserted a new gauge boson we must consider the possibility that the measured eigenstate
of the SM Z, and indeed the mass eigenstate of the Z ′ no longer coincide with the gauge eigenstates, but
27The general treatment of kinetic and mass mixing between three U(1) groups is given in [67]
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rather are mixtures of them.
In this case the mass eigenstates mZ1,2 are no longer mZ,Z′ , but are instead given by a matrix with
non-zero off-diagonal terms
1
2
(
Zµ Z ′µ
)( m2Z δm2
δm2 m2Z′
)(
Zµ
Z ′µ
)
, (2.84)
such that rotating by an angle θ the two mass eigenstates are linear combinations of the Z and Z ′ states.
This would lower the mass of the Z and from EW fits (in particular the know mass of the SM Z) it can be
deduced that sin θ < 0.01 [68] for all the models considered. This was later found to be even smaller, and
largely sub permille [69].
This rotation would also impact on the couplings of the Z ′, however since for the models we will consider
the rotation is constrained to be negligible by EW precision fits to the Z mass, its impact on the couplings
will be minute and we will neglect it. Indeed fits to EW precision data can be used to place model-dependent
lower bounds on mZ′ , as has been done in [69].
Z ′ Width
The leading order (LO) Z ′ width to fermions is given by
Γ(Z(Z ′))α −→ fif i) =
g2Z(Z′)CFMZ(Z′)
24pi
[
(g
Z(Z′)
i,L )
2 + (g
Z(Z′)
i,R )
2
]
(2.85)
where we have neglected the fermion masses and gZ and gZ′ are as defined in equation 2.67
28.
For all E5RM Z ′ models the width is found to be 0.5-1.3% of the resonance mass [61]. The Narrow Width
Approximation (NWA) whereby the propagator of the resonance can approximated (as long as Γ m) by29
1
(p2 −m2)2 +m2Γ2 =
(∫ ∞
−∞
dp2
1
(p2 −m2)2 +m2Γ2
)
δ(p2 −m2) +O
(
Γ
m
)
≈ pi
mΓ
δ(p2 −m2) (2.86)
is hence applicable to these models, though we will make no use of it and use the full propagator for the Z ′
(in the fixed-width scheme, see appendix B.1).
28Note that for decays to leptons we must take CF → 1, whereas this is the Casimir of the fundamental representation of
SU(3), cF =
N2C−1
2NC
, such that CF = NC = 3 for decays to quark, anti-quark pairs.
29For the full form of the expansion in equation 2.86 and a discussion of how when the production or decay processes have a
strong p2 dependence relative to the propagator the neglected contributions are not actually O
(
Γ
m
)
but can be larger, see [70].
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γ-Z-Z ′ Interference
For the dominant dileptonic final states we will be interested in there are six possible bosons which could mediate
the interaction: γ, Z, Z ′, W± and h, where h is taken to be the SM Higgs boson with mh ≈ 125 GeV.
From these we will however neglect the Higgs-mediated contribution as the Higgs coupling to fermions
goes as mf/v, which will hence yield a minuscule contribution when coupling to the dominant u and d type
valence quarks of the proton.
The W± diagrams will also not be considered and we will not consider dijet final states for the Z ′ as they
are subject to larger –and harder to model, typically requiring side-band analysis techniques30 in addition to
Monte Carlo simulations– SM backgrounds and more involved NLO QCD corrections. We also don’t consider
the 1 lepton + /pT final state as FCNC constraints (from K
0 − K¯0 mixing and µ-e conversion in muonic
atoms) exclude Z ′ couplings which are non-diagonal in flavour space up to very high scales, at least for the
first two generations [71]. This implies the W± channel does not need to be considered. The remaining γ, Z
and Z ′ all contribute to the e±e∓, µ±µ∓ and τ±τ∓ final states, and must be considered.31
We include these contributions adding them coherently, and thus including all the relevant terms, so that
the Born contribution is given by
|Mpp−→ll|2 = |Mpp→γ→ll + Mpp→Z→ll + Mpp→Z′→ll|2 (2.87)
The interference terms between diagrams with different mediators must be included and have in fact been
found to be important for model discrimination should a discovery be made [54].
Current Z ′ Limits
Combining the most recent results from ATLAS [72] and CMS [73] on searches for high mass dileptonic
resonances, the current 95 % C.L. exclusions on E5RM Z ′ models are shown in table 2.4.
Model Mass (TeV)
Z ′SSM 2.86 (ATLAS)
Z ′ψ 2.38 (ATLAS)
Z ′χ 2.54 (ATLAS)
Table 2.4: Combination of most recent LHC lower bounds on Z ′ mass.
30This involves taking assuming Monte Carlo event generation can accurately predict the shape of the differential distribution in
question, and fitting the normalisation to a control region where no BSM signal is expected, and then extrapolating the resulting
background contribution to the signal region.
31We do not consider the ν¯ν final state. With the inclusion of a jet this would yield the LO contribution to the monojet + /pT
channel but we have not considered this scenario, though this process is included in our implementation and will be the focus of
a future work.
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The ATLAS limits are more stringent as they used an integrated luminosity of 20 fb−1 taken at 8 TeV
whereas CMS have combined data sets of 5.3 fb−1 and 4.1 fb−1 taken at 7 and 8 TeV, respectively. The
expected discovery reach for these models is 4− 5 TeV at a √s = 14 TeV LHC with 100 fb−1 [74], as the Z ′
production and dileptonic rate falls off steeply with increasing mZ′ .
Additionally the effect of a Z ′ on precision EW fits can also be used to provide a lower bound on the mass
of Z ′ models. Such a fit has been performed [68] and the 95% C.L. lower bounds for the models we consider
were
Model Mass (TeV)
Z ′ψ 1.181
Z ′χ 1.368
Table 2.5: EW fit lower bounds on Z ′ mass.
For a recent analysis of model-independent limits on Z ′ couplings from the 8 TeV LHC run see [75]. For
mZ′ = 1 TeV the quark and leptonic couplings of the Z
′ were expected to be potentially determined to within
10− 20% at a √s = 14 TeV LHC with 100 fb−1, while some model discrimination may be possible (from the
forward-backward asymmetry and rapidity ratios) for mZ′ ≈ 2 TeV, whilst for mZ′ ≈ 3 TeV little more than
discovery is feasible [74].
Z ′ models where hadronic decays are dominant also exist and have been searched for at the LHC, with a
focus on couplings to third generation quarks, and using both conventional and jet substructure techniques [76].
The NLO corrections to these channels are also known [77, 78] but we will not focus on these as they have a
larger singularity structure and tend to have smaller signal to background ratios.
For a comprehensive compilation of existing limits on Z ′ models see the ’Searches for Heavy Bosons
Other Than Higgs Boson’ section of the latest edition of the Review of Particle Physics by the Particle Data
Group [40]. For a Bayesian analysis of limits on Z ′ models from LEP 2, CDF, and projected limits for LHC
data, see [54].
If the Z ′ is assumed to be massive enough to be outside the kinematic reach of the LHC and integrated
out into a dimension 6 operator of the form CΛ2 (q¯Lγ
µq)(l¯Lγµl) then Electroweak Precision Data (EWPD) can
be used to constrain CΛ2 ∈ [−0.012, 0.055] at the 95% C.L. [79].
Theory Assumptions
From the point of view of the E5RM models the following assumptions are implicitly made in most of the
literature of their phenomenology, and we make them here as well, but explicitly state them here for complete-
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ness:
• Universal couplings. For Z ′ masses less than about 100 TeV its couplings must be generation-
independent to be consistent with constraints on flavour changing neutral currents (FCNCs).
• No mass mixing. The Z −Z ′ mass mixing angle is constrained by EW fits and has been constrained to
be negligible.
• There are no new particles lighter than the Z ′ which it could decay into, that is, the Z ′ is only allowed
to decay via SM modes, cascades involving exotic states are neglected.
• No kinetic mixing. This kind of mixing has been calculated and found to be negligible.
• We do not consider potential couplings of the Z ′ with the other SM bosons.
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2.3 Supersymmetry
The Standard Model as presented in chapter 2.1 presents a self-consistent description of all known phenomena
at the Teraelectronvolt scale and below. However its parameters as listed in section 2.2.1 remain unexplained,
the mechanism which brings about the spontaneous symmetry breaking described in section 2.1.2 is unknown,
it fails to account for the dark matter component of the universe (considering the possibility of right-handed
sterile neutrinos as BSM for now) and it does not provide a solution for hierarchy problem briefly mentioned
in section 2.1.2 which could explain the now known Higgs mass value despite its sensitivity to potentially large
radiative corrections.
Supersymmetry is a posited symmetry with novel fermionic generators which, when extending the Standard
Model to conform with it, could address all of the previous problems bar the first one. In the following sections
we will overview the motivations for –and the well-known construction of– such a model.
2.3.1 Motivation
The motivations underlying the appeal of Supersymmetry as a additional fundamental symmetry are:
1. the bosonic symmetries (of the Poincare` group) are exhausted in the Standard Model, but fermionic
symmetry is still yet to be explored;
2. a dark matter candidate is required (assuming dark matter takes the form of a weakly-interacting massive
particle (WIMP));
3. the running of the SM gauge couplings is suggestive of an underlying symmetry and unification of the
gauge couplings seems desirable32;
4. a mechanism to explain (dynamically produce) EWSB at the correct scale is desirable;
5. a solution for the hierarchy problem is required.
It is the fact that Supersymmetry can address all these issues at once which is its primary appeal over
other BSM alternatives which tend to address a subset of these.
We will now discuss each one of these in turn.
32As discussed later, we assume R-parity to hold here, as required to produce unification.
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The Super-Poincare` Group
In 1967 Coleman and Mandula proved [80] that if a four-dimensional, local, Lorentz-invariant QFT is to be
non-trivial (that is, allow for interaction terms) all of its bosonic symmetries (those expressed as generators
with no spin themselves, and subject to commutators in their defining algebra) must be a direct product
of the Poincare` group (governing spacetime symmetries acting on spacetime coordinates) and their internal
symmetry groups (those acting on the fields themselves, such as gauge symmetries), as
Poincare` ⊗ internal . (2.88)
However, in 1975 Haag, Lopuszanski and Sohnius [81] extended this result to show that an S-matrix could
also accommodate fermionic symmetries and remain non-trivial, with the extended symmetry of the form
super− Poincare` ⊗ internal , (2.89)
where ⊗ denotes a direct product. It is this extended fermionic symmetry that Supersymmetry embodies.
We therefore posit the existence of four fermionic generators of this symmetry in the form of two spinors33
Qα, Q¯α˙ with α ∈ {1, 2}, α˙ ∈ {1˙, 2˙} . (2.90)
Within the group of Lorentz transformations, SO(3, 1), these correspond to the
(
1
2 , 0
)
and
(
0, 12
)
repre-
sentations of the Lorentz group (otherwise known as the left- and right-handed representations) under the
isomorphism
SO(3, 1) ∼= SU(2) ⊗ SU(2)∗ . (2.91)
This isomorphism can be derived by noting that the Lorentz group is composed of rotations, Ji, and boosts,
Kj , with the commutation relations
[Ji, Jj ] = i ijkJk, [Ji, Kj ] = i ijkKk, [Ki, Kj ] = −i ijkJk , (2.92)
which upon defining
Ai =
1
2
(Ji + iKi), Bi =
1
2
(Ji − iKi) , (2.93)
33We only consider one set of fermionic generators corresponding to the minimal N = 1 set of (QAα , Q¯Aα˙ ) generators, where
A ∈ {1, . . . ,N}, as the so-called extended Supersymmetries with N ≥ 2 contain only non-chiral representations. That is,
their multiplets necessarily include vector fields transforming in the (by definition) real adjoint representation, and therefore so
do the fermions in the same multiplet (gauge generators and SUSY generators commute, so that all fields within the same
SUSY multiplet transform under the same representation). This does not allow for fermions to transform under the pseudoreal
fundamental representation of SU(2), or its conjugate or singlet representations as required by the chiral nature of SM fermionic
electroweak couplings.
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decompose into the closed commutators
[Ai, Aj ] = i ijkAk, [Bi, Bj ] = i ijkBk, [Ai, Bj ] = 0 , (2.94)
which are two SU(2) groups as expected. Here ijk denotes the three-dimensional Levi-Civita symbol which
constitutes the structure constant of SU(2).
The second factor of SU(2) carries a conjugation as the right-handed representation is the anti-fundamental
(conjugate) representation of the left-handed representation, and these are related to each other by a hermitian
conjugation on spinors, as
(Qα)
† = Q¯α˙, (Q¯α˙)† = Qα . (2.95)
The rotations and boosts of the Lorentz group can be collected as
Mij = ijkJk, M0j = −Kj (i, j, k ∈ {1, 2, 3}) , (2.96)
into a four-dimensional matrix where each entry is itself a generator of rotations or boosts (that is, a four by
four complex matrix), giving a compact form of the generators of the Lorentz group34
(Mαβ)
µ
ν = i
(
ηβνδ
µ
α − ηανδ µβ
)
, (2.97)
where the Minkowski metric is defined with the signature η = diag(1,−1,−1,−1) as always.
Augmenting this by the generator of translations, Pµ = −i∂µ, we obtain the full Poincare` group of
transformations acting on spacetime coordinates as
xµ
Poincare`−−−−−→ Λµνxν + aµ , (2.98)
where Λµν is a Lorentz transformation and a
µ denotes a finite spacetime translation.
The commutation relations defining the Poincare` group are
[Pµ, P ν ] = 0 , (2.99a)
[Mµν , Pα] = i (Pµηνα − P νηµα) , (2.99b)
[Mµν , Mαβ ] = i
(
Mµβηνα + Mναηµβ − Mµαηνβ − Mνβηµα) . (2.99c)
Defining the Lorentz vectors
(σµ)αα˙ = (1, ~σ) , (2.100a)
(σ¯µ)
α˙α
= (1,−~σ) , (2.100b)
34See section 1.1 of [82] for the derivation and explicit form of these elements.
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(where ~σ denotes the Pauli matrices) we can also introduce the fermionic generators (and their corresponding
anti-commutators) which extend the Poincare` group by a Supersymmetry into the super-Poincare` group as35
{Qα, Q¯β˙} = 2 (σµ)αβ˙ Pµ , (2.101a)
{Qα, Qβ} = 0 , {Q¯α˙, Q¯β˙} = 0 . (2.101b)
Note that the new fermionic generators commute with both the internal gauge symmetries (precisely by
the Coleman-Mandula theorem) and P 2, so that the members of a given SUSY multiplet (representation)
must all transform under the same representations of the gauge groups and must also have the same mass.
The use of anti-commutators in the defining relations means SUSY is a so-called graded Lie algebra. As
the anticommutator of its generators is proportional to the generator of translations (the momentum operator)
as seen in equation 2.101a, SUSY is seen to be a spacetime symmetry.
Relative to the generators of the Poincare` group these fermionic generators obey the commutation relations
[Qα, P
µ] = [Q¯α˙, Pµ] = 0 , (2.102a)
[Qα,M
µν ] = (σµν) βα Qβ , (2.102b)
[Q¯α˙,Mµν ] = (σ¯µν)α˙
β˙
Q¯β˙ , (2.102c)
where we have defined the anti-symmetric tensors
(σµν)
β
α =
i
4
(σµσ¯ν − σν σ¯µ) βα , (2.103)
(σ¯µν)
α˙
β˙ =
i
4
(σ¯µσν − σ¯νσµ)α˙β˙ . (2.104)
Dark Matter Candidate
Provided a certain discrete symmetry known as R-parity is imposed in the Supersymmetric extension of the SM,
the Lightest Supersymmetric Particle (LSP) will be stable and can be electrically neutral, weakly interacting,
of a mass scale as required for cold dark matter (that is, of the order of the electroweak scale), and may have
the correct production and annihilation rates to give the correct relic abundance, providing viable candidates
for weakly-interacting massive particle (WIMP) dark matter.
The issue of how likely one is to obtain such candidates from Supersymmetric models, and how (un)likely
viable candidate particles are in its parameter space is a complex one. The Supersymmetric form of the Standard
Model provides two weakly-interacting, potentially stable (on cosmological timescales) and electrically neutral
35See section 2.2.2 of [83] for a derivation of these.
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candidates for dark matter: the sneutrino and the neutralino, of which only the latter can have a mass larger
than mW± and give the required amounts of relic density [84].
Currently, within the context of CMSSM (and similarly constrained models) which we define in section 2.3.5
dark matter solely composed by the lightest neutralino has become increasingly constrained and difficult to
produce in accordance with known experimental constraints, not least due to it generally overestimating the
relic abundance [85, 86].
In the more general 19-parameter pMSSM (defined in section 2.3.5) regions in parameter space com-
plying with all known experimental constraints (including the known mass for the lightest Higgs and the
bound/requirement from dark matter relic density) are known [87] (or within the context of the 9-parameter
p9MSSM [88]), with allowed regions even in the mN˜1 ∼ O(10 GeV) mass range [89,90]. However the subset
of parameter space points consistent with neutralinos as the sole source of dark matter is very reduced, how-
ever one wishes to interpret that. In this context the neutralino composition is constrained to be wino-like or
Higgsino-like and with a mass mN˜1 ∼ 1 TeV if it is to be the sole component of dark matter (see figure 2
of [91] and figure 1 of [92]).
From naturalness requirements (equation 2.153) if the condition µ2 ∼ m2Z is imposed then the neutralino
dark matter candidate is then expected to be Higgsino-like [93] (see equation 2.173), however if this is so,
with a mass of order 1 TeV its cross section will be inaccessibly small for the LHC, but within reach of the
next generation dark matter direct detection experiments (namely XENON1T) [94].
For any given point in the Supersymmetry parameter space its relic abundance can be computed using
software package such as micrOMEGAs [95] and checked against the current best fit for the relic abundance
(provided by PLANCK [96] as of the time of writing).
Gauge Coupling Unification
With the inclusion of threshold corrections from the new SUSY states (assuming R-parity, as will be discussed
later) the gauge couplings of the SM now meet to within their theoretical uncertainties, as shown in figure 2.6.
See section 4.1 in [97] and [1] for more detailed discussions of this.
Radiative Electroweak Symmetry Breaking
In section 2.1.2 we outlined how electroweak symmetry is broken in the Standard Model. However, within
the Standard Model no explanation is available for why the Higgs field spontaneously develops a non-zero
expectation value and breaks the electroweak symmetry SU(2)L ⊗ U(1)Y to U(1)Q, or why this should
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Figure 2.6: The running of the SM gauge couplings within the SM (dashed), and within the MSSM (solid),
taken from [1].
happen at the scale at which it does, as is required to correctly generate the SM vector boson masses.
Supersymmetric models can in principle offer a mechanism to dynamically generate this EWSB within their
extended Higgs sectors. They do so essentially by considering radiative corrections to the equivalent of the µ
parameter in the Higgs potential from equation 2.6c. The renormalisation group evolution generated by these
radiative corrections for a minimal supersymmetric spectrum and with the correct high-scale values can drive
this parameter from positive to negative precisely at the electroweak (v ≈ 246 GeV) scale, thereby shifting the
minimum of the Higgs potential away from zero and generating the electroweak symmetry breaking required
(as described in section 2.1.2).
This form of dynamically generating EWSB within SUSY models was put forward in [98] and the require-
ment that the input high-scale parameters of a SUSY model run down to generate EWSB at the correct scale
for EWSB within the SM is one of the constraints commonly placed on scans of the parameter space of such
models for regions which remain viable.
Solution to the Hierarchy Problem
As sketched in section 2.1.2, as a fundamental scalar the Higgs is not protected from arbitrarily large radiative
self-energy corrections as are the fermions (by chiral symmetry, which is restored in the limit mf → 0, so that
radiative corrections must themselves be proportional to the mass and therefore moderate) and the gauge
bosons (by gauge symmetry, which forbids explicit mass terms for the gauge bosons).
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It therefore remains an unsolved problem how its mass may remain in the electroweak range when it is
sensitive to radiative corrections of the size of the cutoff for the validity of the SM. This problem is not
an artefact of using a cutoff as a regularisation method on the loop integrals as one can use dimensional
regularisation in which case the corresponding UV pole emerges, and though this pole can be removed by
renormalisation with an appropriate counterterm, the hierarchy problem remains in the form of a fine-tuning
problem (see for example sections 2.4-2.5 of [99]).
Of the motivations for Supersymmetry previously mentioned fermionic symmetries need not be realised in
nature, the dark matter candidate may be non-supersymmetric (though note that if R-parity SUSY exists its
lightest supersymmetric particle, the LSP, will necessarily contribute if it is electrically neutral as required by
heavy isotope searches) and the unification of gauge couplings is aesthetically pleasing but not required by
any known symmetry or principle.
However, the solution of the hierarchy problem given the recent confirmation of the existence of the Higgs
at the electroweak scale is a pressing problem which requires an extension of the SM (in the form of either a
cutoff –and therefore a threshold where new physics must appear– or a symmetry imposed to regularise the
radiative corrections) to be resolved36. The most promising solution to this problem (with the added features
listed above, which no other SM extension possesses) is the postulation of Supersymmetry as a fundamental
symmetry of nature.
Also top-down (theoretical principle→ model, as opposed to bottom-up data→ model) arguments for the
existence of SUSY as a symmetry of nature (such as those arising from UV completions arising from string
theory or string-inspired models) do not necessarily imply that the SUSY spectrum must be found at the
electroweak scale. This constraint comes from the requirement that SUSY be of use to provide a solution to
the hierarchy problem. In the absence of such a requirement SUSY can be postulated to exist at an arbitrarily
high scale, but can be of little relevance for phenomenological purposes37.
Concretely, a fundamental scalar field such as the SM Higgs field from equation 2.28
φ =
1√
2
Re(h(x) + v) , (2.105)
is subject to self-energy corrections of which the dominant contribution will be from fermionic loops of the
form shown in figure 2.7.
36As mentioned previously we will not discuss the proposal in [37], which if correct eliminates the hierarchy problem and as
such would strongly diminish the case for electroweak-scale Supersymmetry.
37With notable exceptions being radiative corrections to SM processes such as the electric dipole moment of the electron [100]
or the magnetic moment of the muon [101], where potential corrections from BSM models at scales considerably higher
(O(1000 TeV) [101]) than those which can be probed directly at a collider can still have a measurable impact on observables.
Above those scales however the existence or non-existence of SUSY is of no direct relevance to measurable quantities.
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Figure 2.7: Fermionic loop correction to the Higgs self-energy. Given that the Higgs couplings to fermions are
proportional to mf the top quark contribution is strongly dominant.
This diagram (evaluated at zero momentum for the external lines) will give a contribution of the form38
Πfhh(0) = (−1)N(f)
∫
d4k
(2pi)4
tr
[(
i
λf√
2
)
i
/k −mf
(
i
λf√
2
)
i
/k −mf
]
,
= −2N(f)λ2f
∫
d4k
(2pi)4
k2 +m2f
(k2 −m2f )2
,
= −2N(f)λ2f
∫
d4k
(2pi)4
[
1
k2 −m2f
+
2m2f
(k2 −m2f )2
]
, (2.106)
where the factor of −1 comes from the fermion loop, N(f) is a multiplicity factor (N(t) = 3 for the three
colour eigenstates of the top quark), λf is the the Yukawa coupling, and k is the loop four-momentum.
Note that this radiative correction has no dependence on mh which might make it moderate, and given
that d4k ∝ |k|3 the first term in equation 2.106 is quadratically divergent in the UV limit and herein lies the
hierarchy problem.
Postulating the existence of two complex scalar fields f˜L and f˜R with a Lagrangian of the form
39
Lf˜ f˜φ = λf˜ |φ|2 (|f˜L|2 + |f˜R|2) + (Af˜ φ f˜L f˜∗R + h.c.)
=
1
2
λf˜ h
2 (|f˜L|2 + |f˜R|2) + v λf˜ h (|f˜L|2 + |f˜R|2)
+
h√
2
(Af˜ f˜L f˜
∗
R + h.c.) +
1
2
λf˜ v
2 (|f˜L|2 + |f˜R|2) (2.107)
gives further contributions to the Higgs self-energy of the form shown in figure 2.8.
38Here we have used tr(γµ) = 0, /k2 = k2, and we have used partial fractions to obtain the last line.
39The mass terms (Af˜ φ f˜L f˜
∗
R + h.c.) in fact break Supersymmetry as they can give the scalars a different mass than the
fermion they are a superpartner of. We include them here as it is this case of unequal masses and broken Supersymmetry in
which is experimentally viable and in which the cancellation of the quadratic divergence to the Higgs self-energy must be proven
to solve the hierarchy problem. We deal with Supersymmetry breaking in detail in section 2.3.4.
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Figure 2.8: Loop corrections from BSM scalar fields to the Higgs self-energy. The fields in the loop are
assumed to be new scalar fields.
These contribute to the Higgs self-energy as
Πf˜hh(0) = λf˜ N(f˜)
∫
d4k
(2pi)4
(
1
k2 −m2
f˜L
+
1
k2 −m2
f˜R
)
+
(
λf˜ v
)2
N(f˜)
∫
d4k
(2pi)4
(
1
(k2 −m2
f˜L
)2
+
1
(k2 −m2
f˜R
)2
)
+ |Af˜ |2N(f˜)
∫
d4k
(2pi)4
1
k2 −m2
f˜L
1
k2 −m2
f˜R
, (2.108)
where the first term (from the leftmost diagram in figure 2.8) is quadratically divergent and the last two
(rightmost diagrams from figure 2.8) are only logarithmically divergent.
Adding the fermionic (equation 2.106) and scalar (equation 2.108) contributions we see that the quadrat-
ically divergent contributions from each cancel provided40
λf˜ = λ
2
f , N(f˜) = N(f) . (2.109)
This solves the hierarchy at the one-loop level and is suggestive that if a symmetry is imposed such that
the couplings of fermions and scalars are related and fermionic and bosonic degrees of freedom are constrained
to be equal the quadratic sensitivity of the Higgs self-energy would vanish to all orders (logarithmic sensitivity
remains but this is not problematic41) and the hierarchy/fine-tuning problem has been solved.
These are precisely the symmetries imposed by Supersymmetry. Defining so-called superfields which are
invariant under Supersymmetry and reformulating the SM in terms of these (to obtain the Supersymmetric
Stardard Model (SSM), and ultimately the Minimal Supersymmetric Standard Model (MSSM) as Supersym-
40If Supersymmetry were unbroken and held exactly so that mf˜L,R
= mf and Af˜ = 0 the scalar and fermionic contributions
cancel exactly so that Πf˜hh(0) + Π
f
hh(0) = 0 and the one-loop radiative corrections to the Higgs self-energy vanish.
41The total radiative corrections to the Higgs after the cancellation of the quadratic divergences can be shown to be linearly
dependent on m2
f˜
− m2f and |Af |2 (see section 2 of [102]), therefore implying that the radiative corrections are moderate as
long as these two quantities are as well. This provides one of the strongest constraints on SUSY models, since if the SM-like
Higgs is to remain at the EW scale as required, the quantity m2
f˜
−m2f must be of the order of the EW scale and the sfermions
(at least the ones giving the dominant contributions to the quadratically divergent diagrams, that is: the stops, and via radiative
corrections to them also the sbottoms and gluinos) must be found near the EW scale as well.
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metry must necessarily be broken to comply with its non-observation so far) gives precisely the relations
required to solve the hierarchy problem.
Having discussed all the relevant motivations for considering Supersymmetry as a potential new symmetry
of nature we now overview the formal ingredients required for the construction of Supersymmetric extensions
of the Standard Model.
2.3.2 Ingredients for the Construction of SUSY-invariant Lagrangians
Superfields
Introducing two constant Grassmann (fermionic) spinors θα and θ¯α˙ any function of these spinors may be
Taylor-expanded as
f(xµ, θα, θ¯α˙) =
2∑
m=0
2∑
n=0
amnfmn = f00 + a01f01θ
α + a02f02(θθ)
+ a10f10θ¯α˙ + a20f20(θ¯θ¯)
+ a11f11θ¯α˙θ
α + a22f22(θθ)(θ¯θ¯) , (2.110)
given that by their anti-commuting property, (θθ)θα = 0 and (θ¯θ¯)θ¯
α˙ = 0, and all higher powers of these spinors
are also zero, hence terminating the series expansion at quadratic terms (and making the Taylor expansion an
exact expression for the function).
We therefore define a superfield as
S(xµ, θα, θ¯α˙) = φ(x) + θψ(x) + θ¯χ¯(x)
+ (θθ)F (x) + (θ¯θ¯)N(x)
+ θσµθ¯Vµ(x) + (θθ)θ¯λ¯(x)
+ (θ¯θ¯)θρ(x) + (θθ)(θ¯θ¯)D(x) (2.111)
where φ is a spin zero field (mass dimension 1, one degree of freedom); N , F and D are auxiliary (unphysical,
non-propagating) fields of mass dimension 2; ψ, χ¯, λ¯ and ρ are fermionic fields (Weyl spinors, mass dimension
3/2, two degrees of freedom each); and Vµ is a vector field (mass dimension 1, four degrees of freedom).
Note that given the mass dimensions of the fields and that [θ] = [θ¯] = −1/2 the terms in the top two lines
of equation 2.111 have mass dimension 1 whilst those from the lower two lines have mass dimension 0. This
suggests that this superfield is in fact not an irreducible representation of the SUSY algebra and can in fact
be reduced into two smaller (irreducible) representations to accommodate the SM fermions and the SM gauge
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fields and their superpartners, respectively. The former are known as (left- or right-handed) chiral superfields
and the latter as vector superfields.
The spacetime-dependent fields on the right hand side of equation 2.111 are known as the component
fields of the superfield, and this component expansion is required to derive Feynman rules and carry out
phenomenology, though Lagrangians expressed in terms of superfields are more convenient from the model-
building perspective as the SUSY-invariance is manifest. The degrees of freedom stated are off-shell degrees
of freedom, with the total number of fermionic and bosonic degrees of freedom being equal (8), as expected.
Superfields are, by definition, constrained to be invariant under the SUSY transformation, transforming
(as a Hilbert vector) as
S
SUSY−−−−→ exp(i(ζQ+ ζ¯Q¯)) S ≈ S + i(ζQ+ ζ¯Q¯)S , (2.112)
where we have considered a finite transformation in the first step and the infinitesimal limit in the second, and
where ζα, ζ¯α˙ are constant spinors (the parameters of the SUSY transformation)
42.
Thus in order for a Lagrangian to be SUSY-invariant it must transform as43
δL = i(ζQ+ ζ¯Q¯)L =

0
∂µ(. . .)
(2.113)
where the bottom case denotes a total derivative, such that upon integration to obtain the action it will result
in boundary terms which do not contribute. This latter case is how SUSY Lagrangians are constructed.
Using explicit representations as differential operators of the SUSY algebra elements44 Qα and Q¯α˙, which
can be found in any of the introductions to SUSY cited previously, it can be seen that indeed for the superfield
as defined in equation 2.111
δ(boson) ∝ fermion , (2.114a)
δ(fermion) ∝ boson , (2.114b)
and in particular
δD =
i
2
∂µ
(
ζσµλ¯− ρσµζ¯) , (2.115)
42We consider global Supersymmetry only. If the parameters of the SUSY transformation are allowed spacetime dependence
making SUSY a local symmetry Supergravity (SUGRA) models arise.
43Lorentz and translation generators with their respective parameters are neglected here but understood to be present.
44We will deliberately misuse notation by using the same notation for the algebra elements and their representations as
differential operators, as such a distinction is largely redundant for our purposes.
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is a total derivative, such that δD = 0 and
D
SUSY−−−−→ D + δD = D . (2.116)
Terms like these, simply referred to as D-terms, can be used to build a SUSY-invariant Lagrangian.
Grassmann Calculus
Here we define integration over Grassmann variables (also known as Berezin integration) to act as∫
d2θ (θθ) = 1 , (2.117a)∫
d2θ¯ (θ¯θ¯) = 1 , (2.117b)∫
d2θ¯
∫
d2θ (θθ)(θ¯θ¯) = 1 , (2.117c)
for the cases that will be of interest to us.
Integration can therefore be used as shorthand to denote the extraction of particular terms from a superfield,
as ∫
d2θ S = [S]θθ (F− term) , (2.118a)∫
d2θ¯
∫
d2θ S = [S](θθ)(θ¯θ¯) (D− term) , (2.118b)
where the former is known as an F-term and also yields a total derivative when subjected to a SUSY transfor-
mation.
Derivatives with respect to Grassmann spinors are defined as
∂α =
∂
∂θα
, ∂α =
∂
∂θα
, (2.119a)
∂¯α˙ =
∂
∂θ¯α˙
, ∂¯α˙ =
∂
∂θ¯α˙
. (2.119b)
Derivatives with respect to constant Grassmann spinors evaluate to
∂αθ
β = δβα ∂¯
α˙θ¯β˙ = δ
α˙
β˙
, (2.120a)
with derivatives over left-handed or right-handed spinors acting only on spinors of the same chirality,
∂αθ¯β˙ = 0, ∂¯
α˙θβ = 0 . (2.121)
Note that the derivatives with respect to Grassmann spinors are themselves fermionic and therefore anti-
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commute with other fermionic spinors, such that, for example
∂α(ψθ) =
∂
∂θα
(ψβθβ) = −ψβ ∂
∂θα
θβ = −ψβ ∂
∂θα
βλθ
λ = −βλψβδλβ = ψβ , (2.122)
where the Levi-Civita symbol must always be placed to the left of the spinor with which it is to be contracted
when contractions are to be made and indices then omitted, and indices to be contracted must be adjacent45.
In analogy to gauge symmetries we define covariant derivatives such that
DαS
SUSY−−−−→ DαS + δ(DαS) = DαS , (2.123a)
D¯α˙S
SUSY−−−−→ D¯α˙S + δ(D¯α˙S) = D¯α˙S . (2.123b)
Explicit representations of these operators will vary according to the conventions used, but generally have
the form (following [83])
Dα = ∂α + i(σ
µ)αβ˙ θ¯
β˙∂µ , (2.124a)
D¯α˙ = −∂¯α˙ − iθβ(σµ)βα˙∂µ . (2.124b)
Chiral Superfields
Chiral superfields are defined as one of two types: left-handed chiral superfields (LHCSF), Φ, and right-handed
chiral superfields (RHCSF), Φ¯ = Φ†, each of which fulfil the defining property
D¯α˙Φ = 0 (LHCSF) (2.125a)
DαΦ¯ = 0 (RHCSF) , (2.125b)
respectively.
In terms of component (Weyl spinor) fields a LHCSF can be written as
Φ(xµ, θα, θ¯α˙) = φ(x) +
√
2θψ(x) + (θθ)F (x) + iθσµθ¯∂µφ(x)
− i√
2
(θθ)∂µψ(x)σ
µθ¯ − 1
4
(θθ)(θ¯θ¯)∂µ∂
µφ(x) . (2.126)
The F field is a non-propagating (unphysical) scalar auxiliary field of mass dimension 2 which can be
substituted for when going on mass-shell by solving its Euler-Lagrange field equation
∂L
∂F
− ∂µ
(
∂L
∂(∂µF )
)
= 0 . (2.127)
45Here the anti-symmetry property of the Levi-Civita symbol has been used to absorb a minus sign and make contracting indices
adjacent in the last step).
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Note that under a SUSY transformation i(ζQ+ ζ¯Q¯)Φ the F term transforms as
F + δF = F + i
√
2ζ¯σ¯µ∂µψ , (2.128)
where δF is clearly a total derivative. The F-term of a LHCSF (just like the D-term of a general superfield)
can therefore be used to construct a SUSY-invariant Lagrangian.
When embedding the SM field content into its Supersymmetric equivalent a LHCSF would contain the
left-handed fermionic fields as well as their scalar partners, and similarly the right-handed fermions and their
SUSY partners would be embedded within RHCSFs.
Vector Superfields
Chiral superfields suffice to embed the fermion sector and their SUSY partners but the gauge fields and their
Supersymmetric counterparts known as gauginos have yet to be included in a SUSY-invariant multiplet. These
can be included in separate multiplets in an irreducible representation of the SUSY algebra known as a vector
superfield (VSF).
A vector superfield is defined as a superfield, V, with the property V† = V. In component form such a
superfield can be written (working in the Wess-Zumino gauge for simplicity, see any of the standard SUSY
references cited for further details and the ungauged form) as
V (xµ, θα, θ¯α˙) = (θσ
µθ¯)Vµ(x) + (θθ)(θ¯λ¯(x)) + (θ¯θ¯)(θλ(x)) +
1
2
(θθ)(θ¯θ¯)D(x) . (2.129)
This superfield carries the vector gauge fields and their spin 1/2 counterparts, the gauginos. Note that it
contains a SUSY-invariant D-term.
Supersymmetric Field Strength
The construction of Lagrangians invariant under both SUSY and gauge symmetries requires special care. In
particular, modifications to the gauge transformations and the resulting form of gauge invariant terms must
be considered.
Abelian Supersymmetric Field Strength
Defining the generalised gauge transformations
Φ −→ exp(−2iqΛ) Λ , (2.130a)
V −→ V + i(V −V†) , (2.130b)
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where Λ is a LHCSF and q is the (s)fermion charge under the gauge group, gauge and SUSY-invariant kinetic
terms for the fermions and sfermions (scalar, SUSY partners to the fermions) can be constructed as
Φ† exp(2qV)Φ . (2.131)
Note that this term (via the expansion of the exponential) will also give the fermion-fermion-gauge boson,
sfermion-sfermion-gauge boson and fermion-sfermion-gaugino interaction terms.
The Supersymmetric Abelian field strength used to give the gauge kinetic terms for gauge bosons and
gauginos can be constructed as
Wα = −1
4
(D¯D¯)DαV , (2.132)
where the covariant derivatives are as defined in equation 2.123b and it can be clearly seen that this field
strength is itself a LHCSF.
Non-Abelian Supersymmetric Field Strength
In the non-Abelian case both the vector superfield and the LHCSF that acts as the parameter of the generalised
gauge transformation must be expanded under the Hermitian generators of the Lie algebra they correspond to
as
V = Vata , (2.133a)
Λ = Λata , (2.133b)
where as usual, a sum over repeated indices is understood.
The chiral and vector superfields are now defined to transform as
Φ −→ e2igΛ , (2.134a)
eV −→ eiΛ¯eVe−iΛ , (2.134b)
where g is the gauge group coupling.
Given that the gauge transformation superfield and the vector superfield no longer commute the field
strength must be redefined as
Wα = − 1
8g
(D¯D¯)(e−2gVDαe2gV) , (2.135)
to remain gauge covariant (and give a gauge invariant term when contracted with Wα and a trace is taken
over their product to eliminate exponentials remaining at the ends via cyclic permutations).
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The Superpotential
Given that SUSY-covariant derivatives obey the chain rule of differentiation a product of any number of LHCSF
is itself a LHCSF. Terms of this form must hence also be included in the Lagrangian. Also, given the relation∫
dθ θα = 1 ,
and the fact that the mass dimension of the constant Grassmann spinors θα and θ¯α˙ is −1/2, this implies that
the measure over a Grassmann spinor in fact has dimension 1/2.
Grouping the terms polynomial in the LHCSFs into the superpotential function and taking its F term hence
gives SUSY-invariant contributions to the Lagrangian, as∫
d2θ W(Φ) . (2.136)
Since the Grassmann measure here has mass dimension 1, the superpotential must be at most cubic in Φ
to include only relevant and marginal operators so that the Lagrangian remains renormalisable.
The superpotential is also required to be holomorphic, involving only functions of Φ and none of its
hermitian conjugate (though the hermitian conjugate of the superpotential, which itself can only be a function
of Φ¯ = Φ† must also be included in the full Lagrangian).
The renormalisable superpotential will therefore be of the form
W(Φ) = ai Φi +
1
2!
mij ΦiΦj +
1
3!
Aijk ΦiΦjΦk , (2.137)
where the prefactors account for the possible permutations of the fields.
It is a remarkable feature of the superpotential that by virtue of its holomorphicity it is not subject to any
radiative corrections (or rather, they vanish to all orders) and therefore does not require any form of renormal-
isation. The proof of this statement is the so-called non-renormalisation theorem (see for example [103, 104]
for proof and detailed discussions of this theorem).
Gauge invariance restricts the linear term to be a gauge singlet (and therefore possibly absent, depending
on the model), the quadratic (mass) term requires the superfields to either transform under the adjoint
representation such that
Φ −→ eiΛΦe−iΛ , (2.138)
or under the fundamental, Φ and conjugate-fundamental Φ˜ representations
Φ −→ eiΛΦ , (2.139a)
Φ˜ −→ Φ˜e−iΛ , (2.139b)
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giving a mass term of the form Φ˜Φ, in order to preserve gauge invariance.
2.3.3 The Supersymmetric Standard Model (SSM)
There are a wealth of excellent introductory treatments of Supersymmetry (see [83,97,99,102–117] and refer-
ences therein) so we will only briefly overview its principles and the construction of the Minimal Supersymmetric
Standard Model (MSSM) upon which we base our studies on.
Given the tools outlined in section 2.3.2 we may now construct a Supersymmetric gauge theory, and the
the Supersymetric Standard Model (SSM)46 in particular. Schematically the Lagrangian is constructed as47,
L = K
∣∣∣
D
+
(
tr (WαWα)
∣∣∣
F
+ h.c.
)
+
(
W
∣∣∣
F
+ h.c.
)
. (2.140)
More concretely the Lagrangian for a SUSY-invariant gauge theory must be of the form
L =
∫
d2θ
∫
d2θ¯ K
(
Φ¯, e2gV,Φ
)
+ τ
∫
d2θ tr(WαWα) + τ
∗
∫
d2θ¯ tr(W¯α˙W¯
α˙) (2.141)
+
∫
d2θ W(Φ) +
∫
d2θ¯ W¯(Φ¯) ,
where the function K is known as the Ka¨hler potential and τ is a complex constant which may be adjusted
to provide the desired normalisation for the gauge kinetic terms.
Physically, the terms in the last three lines give, in order:
1. K
(
Φ¯, e2gV,Φ
) ∣∣∣
D
= Φ¯e2gVΦ
∣∣∣
D
, upon expanding the exponential as e±V = 1±V+ 12V2 (in the Wess-
Zumino gauge which gives the minimal field content, for simplicity) this gives the fermion and sfermion
kinetic terms, as well as their interactions with the gauge bosons and gauginos (fermion-fermion-gauge
boson, sfermion-sfermion-gauge boson, and fermion-sfermion-gaugino)48;
2.
(
tr (WαWα)
∣∣∣
F
+ h.c.
)
, kinetic terms for gauge bosons and gauginos, as well as gauge boson and
gaugino self-interactions for non-Abelian groups;
3.
(
W
∣∣∣
F
+ h.c.
)
, Yukawa-type (scalar-fermion-fermion) interactions and mass contributions.
We exemplify the construction of SUSY-invariant gauge theory Lagrangians by showing the overall structure
of an Abelian case, that of Supersymmetric Quantum Electrodynamics (SQED), and a non-Abelian, that of
46Not to be confused with the acronym for Sequential Standard Model used in chapter 2.2 and which we will no longer use
with that meaning.
47We neglect the presence of a Fayet-Iliopoulos term (the D-term of a vector superfield) which can be present only for U(1)
theories as the vector boson fields do not carry any U(1) charge themselves and are therefore singlets and gauge invariant.
48See [103] for derivation for Supersymmetric QED for example.
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Supersymmetric Quantum Chromodynamics (SQCD) in the next two subsections. These together encapsulate
the SSM (after EWSB).
The Supersymmetric Quantum Electrodynamics Lagrangian
The Lagrangian of SQED at the level of superfields is
L =
∫
d2θ¯
∫
d2θ
(
Φ¯ie
2gVΦi + Φ˜ie
−2gV ¯˜Φi
)
− 1
4g2
∫
d2θ WαWα − 1
4g2
∫
d2θ¯ W¯α˙W¯
α˙ (2.142)
+
∫
d2θ m Φ˜iΦi +
∫
d2θ¯ m∗ Φ¯i
¯˜Φi ,
where the field strengths are as defined in equation 2.132 and the index i runs through the flavours of all
electrically charged chiral superfields.
The Supersymmetric Quantum Chromodynamics Lagrangian
Defining the LHCSFs Qi and Q˜i(with i = 1, . . . , nf , where nf = 6 is the number of quark flavours)
transforming under the fundamental and conjugate-fundamental representations of SU(3), respectively, the
SQCD Lagrangian is
L =
∫
d2θ¯
∫
d2θ
(∑
i
Q¯ie
2gVQi +
∑
i
Q˜ie
−2gV ¯˜Q
)
− τ
8
∫
d2θ WαWα − τ
∗
8
∫
d2θ¯ W¯α˙W¯
α˙ (2.143)
+
∫
d2θ mi Q˜iQi +
∫
d2θ¯ m∗i Q¯i
¯˜Qi ,
where the field strengths are as defined in equation 2.135.
The Supersymmetric Standard Model Field Content
Embedding the SM fields into chiral or vector superfields as dictated by their spin, with each SUSY multiplet
transforming under the representation dictated by the SM field within it, and imposing the SM gauge groups
and charges under them and inserting the corresponding Ka¨hler, superpotential and field strengths, one can
in this way obtain the Supersymetric Standard Model.
The field content of the SSM is exactly that of the SM fields with a SUSY partner added for each field,
both fermionic and bosonic, as shown in tables 2.6 and 2.7.
The only additional fields that must be added are two Higgs chiral superfields, Hu and Hd, instead of just
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Name LHCSF spin 0 spin 12 (SU(3)C , SU(2)L, U(1)Y )
squarks and quarks Q (u˜L, d˜L) (uL, dL) (3,2,
1
6 )
U u˜†R u
†
R (3¯,1,− 23 )
D d˜†R d
†
R (3¯,1,
1
3 )
sleptons and leptons L (ν˜, e˜L) (ν, eL) (1,2,− 12 )
E e˜∗R e
†
R (1,1, 1)
Higgs and Higgsinos Hu (h
+
u , h
0
u) (h˜
+
u , h˜
0
u) (1,2,
1
2 )
Hd (h
0
d, h
−
d ) (h˜
0
d, h˜
−
d ) (1,2,− 12 )
Table 2.6: The chiral superfield content of the SSM. This field content is replicated for each of the three
families/generations. Note that the representations and U(1)Y charges stated are exactly as for the SM
in table 2.2, except we now use the Q = t3 + Y form of the Gell-Mann–Nishijima relation (instead of
Q = t3 + Y/2), as we have done since chapter 2.2. Fields paired up within braces denote SU(2) doublets.
Name VSF spin 12 spin1 (SU(3)C , SU(2)L, U(1)Y )
gluinos and gluons G g˜ g (8,1, 0)
winos and W fields W W˜1,2, W˜3 W1,2, W3 (1,3, 0)
bino and B field B B˜ B (1,1, 0)
Table 2.7: The vector superfield content of the SSM.
one. The reason for this is twofold: contrary to the SM where the same Higgs field can be used to provide
masses for both up- and down-type fields of SU(2) doublets by using its conjugate (as defined in equation 2.3
and used to give masses to up-type quarks in equation2.6d), the holomorphicity of the superpotential where
this term must be placed does not allow for this. A separate Higgs must therefore be introduced to give mass
to up-type quarks.
Secondly, the introduction of a single Higgs chiral superfield includes the introduction of a fermionic partner
of the Higgs (the Higgsino) which carries non-zero hypercharge (the Higgs is an isospin doublet but has no
electric charge so hypercharge must counter the third component of isospin to give zero electric charge after
EWSB). This fermion would spoil the accidental anomaly cancellation inherited from the SM (equation 2.63),
and therefore a second Higgs chiral superfield with its fermionic component carrying the opposite Y = ±1/2
hypercharge is required to restore anomaly cancellation.
These two requirements lead to the introduction of the Hu and Hd chiral superfields, in addition to the
gauge boson and gaugino fields, as shown in table 2.6. The scalar component of these superfields give the
Higgs isospin doublets required to give mass to up- and down-type fermions, respectively.
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The Supersymmetric Standard Model Superpotential
Writing the set of all gauge-invariant mass dimension 3 operators involving only LHCSFs the superpotential
of the SSM is obtained as
W = WR + W/R , (2.144)
where the distinction between these two terms (and the reason why we shall not include the latter in the SSM)
will be treated in the next subsection.
For now we state only the contents the first term, which are
WR = (yu)ij Qi ·Hu Uj + (yd)ij Qi ·Hd Dj + (ye)ij Li ·Hd Ej + µHu ·Hd , (2.145)
where the i, j indices run over the three generations and · denotes a contraction of SU(2) doublet indices via
a Levi-Civita symbol.
The first three terms of WR can be seen to give the fermion Yukawa terms which give masses to the up-
and down-type quarks and the down-type leptons, whilst the last term gives the mass terms for the Higgs and
Higgsinos.
R-Parity
The second part of the superpotential as stated in equation 2.144 contains the terms
W/R =
1
2
λijk Li · Lj Ek + λ′ijk Li ·Qj Dk +
1
2
λ′′ijk Ui Dj Dk + κi Li ·Hu , (2.146)
where the term 12 λ
′′′
k HdHdEk =
1
2 λ
′′′
k 
ab (Hd)a(Hd)bEk is gauge invariant and should be included but is
identically equal to zero due to the asymmetry of the Levi-Civita symbol used to contract the two isospin dou-
blets into a singlet, and the symmetric pair of fields it is contracted with. Said contraction of isospin doublets
with a Levi-Civita symbol is understood everywhere they appear, and a further contraction ijk Ui Dj Dk is
understood in the corresponding term to obtain an (anti-symmetric) gauge invariant combination of the three
colour triplets.
Considering the lepton and baryon number assignments of the chiral superfields as indicated in table 2.8
(recall that the conjugates of the component fields go into the U, D and E superfields as shown in table 2.6,
such that these carry negative lepton and baryon numbers) and that these combine additively we see that the
first, second and last terms of W/R violate lepton number conservation whilst the third one violates baryon
number conservation.
As such the terms in W/R are customarily disallowed by imposing an ad hoc discrete symmetry known as
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LHCSF Q U D L E Hu Hd
B +1 -1 -1 0 0 0 0
L 0 0 0 +1 -1 0 0
Table 2.8: The baryon and lepton number assignments of the SSM chiral superfields.
R parity where each component field is assigned a charge according to
(−1)3B+L+2S , (2.147)
where B and L are the baryon and lepton numbers, respectively, and S is the spin.
In this way the SM fields have R-parity +1 and their superpartners have R-parity −1. If R-parity is defined
to combine multiplicatively and its conservation is enforced at every vertex all the terms in W/R can be seen
to now be forbidden.
This is more obvious if one considers (the completely equivalent) matter parity defined as
(−1)3B+L (2.148)
which applies to a whole chiral superfield. The lepton and quark LHCSFs then have matter parity −1 and the
Higgs and VSFs have matter parity +1. The terms in WR can then be seen to have matter parity +1 whilst
the ones in W/R have matter parity −1 and can be forbidden by this criteria.
The presence of some operators from W/R can in fact be considered in so-called R-parity violating (RPV)
SUSY models, in which they generate novel 3-body decays. However these models must allow only lepton
number violation or only baryon number violation at a time, since if both baryon- and lepton-number violating
operators are simultaneously included this would produce unacceptable rates of unobserved processes (such as
proton decay, which also strongly constrains GUT theories as discussed in section 2.2.1). We will not consider
such models and we will assume R parity conservation at all times.
2.3.4 Soft SUSY-breaking
Thus far the extension of the SM into the SSM has involved essentially no new free parameters. All the masses
and couplings are set as in the SM for each respective superfield. However, it can be seen for example from
the mass terms in the superpotential in the last lines of equations 2.142 and 2.143 that both the fermions
and sfermions within a given chiral superfield are restricted to have exactly the same mass. This constraint
imposed by SUSY must somehow be relaxed given that no such degenerate states to the SM fields have been
directly detected.
This requires that SUSY be broken, but only in a way which will not spoil the relations crucial to the
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cancellation of quadratic divergences in the Higgs self-energy and the resulting solution of the hierarchy
problem (that is, equation 2.109). SUSY is then said to be softly broken.
The first approach to induce SUSY breaking would be to spontaneously break it by allowing a scalar
component-field to acquire a non-zero expectation value. These approaches are known as F-term breaking
or D-term breaking but are unviable as they lead to super-trace relations which predict for example that for
each SM Weyl fermion its two corresponding scalars will have a mass symmetric mass gap relative to it, with
one scalar being heavier than it and one lighter (see any of the standard sources cited at the beginning of
section 2.3.3). This is unacceptable from a phenomenological point of view as no SUSY partners lighter than
the SM fields have been detected. A more ad hoc procedure of manually inserting all the possible mass terms
which break SUSY and give mass contributions only to the SUSY partners is therefore required.
This snag is a source of significant complication as failing to break SUSY softly (and spontaneously) using
its own field content implies that SUSY-breaking must occur at a higher scale in a so-called hidden sector with
a separate field content which couples to the visible sector only via non-renormalisable operators, and in doing
so transmits the effects of SUSY-breaking to the visible sector. This also implies the existence of messenger
fields which mediate this breaking between the two sectors.
These models therefore have at least three relevant scales: the SUSY-breaking scale in the hidden sector,
the scale of the messenger field(s), and the scale at which SUSY is broken in the visible sector (these last two
are not necessarily the same as loop factors may intervene, depending on how the messenger fields couple to
the visible sector).
This must be done with the constraint that operators which can affect the couplings in equation 2.109 in
such a way as to break their equality via radiative corrections must not be allowed in order to break SUSY
softly. Most of these operators have been found to be of mass dimension two [118], that is, mass contributions,
but which act only on the component fields for the SUSY partners (e.g. the sleptons but not the leptons),
exactly as desired.
The most general soft SUSY-breaking Lagrangian is given in terms of component fields by
LSUSY = −
1
2
(
M1B˜B˜ + M2
3∑
a=1
W˜ aW˜a + M3
8∑
a=1
g˜ag˜a
)
+ h.c. (2.149)
− mHuh†uhu − mHdh†dhd − (B µhu hd + h.c.)
−
∑
i,j∈fam
(
(Au)ij(yu)ij u˜R,iQ˜jhu + (Ad)ij(yd)ij d˜R,iQ˜jhd + (Ae)ij(ye)ij e˜R,iL˜jhu
)
+ h.c.
−
∑
i,j∈fam
(
m2
Q˜,i
Q˜†i Q˜i + m
2
L˜,i
L˜†i L˜i + m
2
u˜,iu˜
†
R,iu˜R,i + m
2
d˜,i
d˜†R,id˜R,i + m
2
e˜,ie˜
†
R,ie˜R,i
)
,
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where the first line corresponds to the bino, wino and gluino mass terms, the second to bilinear and mass terms
for the Higgs fields, the third to the trilinear couplings between the scalar fermions and the Higgs bosons, and
the bottom line to scalar fermion mass terms.
It is these terms which introduce 105 new free parameters into the model. However a number of these can
be eliminated by rotations and by exploiting its symmetries. We refer the reader to [119] for a comprehensive
review of this issue and of the soft SUSY-breaking Lagrangian in general.
These terms can (and must, strictly speaking) be viewed as the effective field theory operators of an
unknown UV completion in which they arise as non-renormalisable operators with degrees of freedom that
have decoupled and been integrated out at the low scales at which we may probe them.
The possible sources of such terms are many and are the source of the most intensive model-building efforts
in SUSY. Schematically most of them can be classified in one of three classes (or combinations thereof):
• gauge-mediated SUSY-breaking models;
• gravity-mediated SUSY-breaking models;
• anomaly-mediated SUSY-breaking models.
We will not discuss these as there are vast amounts of literature available which discuss dozens of variants
of them: see [99, 110] for example for introductory material, and [119] for a comprehensive overview.
Instead, we will not concern ourselves with the mechanism via which SUSY-breaking may be transmitted
and will only make the assumption that this has somehow happened. From the point of view of phenomenol-
ogy this allows for broader searches as no restrictions or correlations between parameters are assumed. The
implementation of NLO SUSY processes in this thesis follows this general approach and works for any given
set of electroweak-scale masses of the SUSY partners, provided they can be specified within the SLHA frame-
work [120]. As such any masses can be considered, and if the tools to generate electroweak-scale mass spectra
for any particular UV-scale model exist, they can then be input into the present implementation.
2.3.5 The MSSM
The Lagrangians such as those stated in equations 2.142 and 2.143 with the superpotential in equation 2.145
(which implements R-parity conservation as defined in equation 2.147), and the field contents in tables 2.6
and 2.7 as well as the soft SUSY-breaking Lagrangian of equation 2.149 together comprise the Minimal
Supersymmetric Standard Model (MSSM) which is the most minimal N = 1 Supersymmetric form of the
Standard Model that can be obtained without committing to any particular UV completion.
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This is the standard workhorse for experimental searches and model-building alike and is the model upon
which the present implementation of NLO SQCD production of sleptons and gauginos is built upon. In
particular we build on the MSSM implementation in HERWIG++ as described in [17] and the latest release
version of which is described in [121].
The full set of Feynman rules for the MSSM if needed can be found for example in [122–125].
Minimal models: The CMSSM
The constrained MSSM (CMSSM) is (used to be) the most commonly studied form of the MSSM. It consists of
taking high-scale unification constraints from minimal Supergravity (mSUGRA)49 to reduce the number of free
parameters of the MSSM down to a more manageable 5 parameters set at a high scale (mGUT ∼ 2×1016 GeV)
by setting groups of soft SUSY-breaking parameters equal to a single free parameter at this scale, as follows:
m1/2 := M1(mGUT) = M2(mGUT) = M3(mGUT) , (2.150a)
A0 := Au(mGUT) = Ad(mGUT) = Ae(mGUT) , (2.150b)
m0 := mHu(mGUT) = mHd(mGUT) = mQ˜(mGUT) = mu˜(mGUT)
= md˜(mGUT) = mL˜(mGUT) = me˜(mGUT) , (2.150c)
with all parameters defined as in equation 2.149.
Additionally, considerations arising from EWSB imply there is one further parameter which must be specified
tanβ :=
〈
h0u
〉
〈h0d〉
, (2.151)
as well as one sign
sgn(µ) , (2.152)
where
〈
h0u
〉
and
〈
h0d
〉
denote the vacuum expectation values of the Higgs and µ is as defined in the MSSM
superpotential (equation 2.145). Denoting the vacuum expectation values of the up-type and down-type Higgs
as vu =
〈
h0u
〉
and vd =
〈
h0d
〉
as is conventionally done, their ratio is constrained to lie on the tangent of an
angle from the constraint that v2u + v
2
d = v
2 (with v as defined in equation 2.27 to correctly produce the SM
vector boson masses after EWSB) which can be trivially satisfied by defining vu = v sinβ and vd = v cosβ.
49mSUGRA imposes the additional relations involving the gravitino mass m3/2 = m0 and the bilinear B parameter at the GUT
scale, B0 = A0 −m0 (see for example [126]). These are relaxed in the CMSSM.
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The modulus of the µ parameter is fixed by the condition50
1
2
m2Z =
(mHd + ∆d)− (mHu + ∆u) tan2 β
tan2 β − 1 − µ
2 , (2.153)
which must be fulfilled by the general MSSM (and any variant of it) to correctly generate EWSB (that is,
it comes from a minimisation of the Higgs potential in the general Higgs sector of the full MSSM), though
its sign is unconstrained. All parameters in this expression are taken at the electroweak scale and the ∆u,d
variables denote radiative corrections.
However, µ is a parameter of the MSSM superpotential and has no a priori relation to the electroweak
scale (or SUSY breaking) and could instead be expected to be of the order of a UV completion at a scale where
SUSY lies unbroken. The large degree of fine-tuning therefore required on the right-hand side to cancel SUSY-
breaking terms with the µ parameter to correctly give the mass of the Z boson is known as the little hierarchy
problem and can be addressed within models such as the Next-to-Minimal Supersymmetric Standard Model
(NMSSM) or the Giudice-Masiero mechanism [127], in which the electroweak value of µ in the superpotential
is generated dynamically when a SM-singlet chiral superfield or a messenger field from a gravity-mediated UV
completion acquires a vev, respectively. This fine-tuning issue however remains an open problem whilst there
is no evidence of superpartners or which model they may have arisen from.
The CMSSM is therefore fully defined by a set of 4 free parameters set at the GUT scale, and one sign:
m1/2; m0; A0; tanβ; sgn(µ) . (2.154)
From their high-scale values the renormalisation group evolution of each sparticle mass down to the elec-
troweak scale (see for example figure 2.9) can be computed using software packages such as SOFTSUSY [128]
or SPHENO [129] to yield the corresponding mass spectrum relevant for phenomenology.
Current Experimental Constraints on the CMSSM
Since the dominant (gaugino) loop contributions from the MSSM to the anomalous magnetic moment of the
muon are proportional to µ if this anomaly is taken to be significant this gives a preference for µ > 0 and
therefore sgn(µ) = + [130]. The measured value of the Higgs mass is also towards the maximum values for
it that CMSSM-type models can generate and generically constrains51 tanβ & 10 [131].
Exclusions on the other CMSSM parameters are currently on a strong upwards trend as more LHC data
50The superpotential parameter µ may be complex and carry a phase, but we neglect this and take it to be real by definition
of the MSSM, to neglect the CP-violating effects and contributions to electric dipole moments of the leptons such a phase could
have.
51The observable with the strongest discriminating power for large tan β is the process Bs → µ+µ−, as
Br(Bs → µ+µ−)MSSM ∝ tan6 β.
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Figure 2.9: Running of the parameters of the CMSSM taken from [1]. Note that m2 = mHu runs to negative
values at roughly the electroweak scale, as required for radiative EWSB.
is taken and analysed but at the time of writing the state-of-affairs of the other CMSSM parameters can
summarised by the latest ATLAS exclusion plot shown in figure 2.10.
The pMSSM
If instead of considering such a highly-constrained top-down scenario such as the CMSSM where one sets
unified parameters at a high scale one decides to impose the minimal set of constraints at the measurable
electroweak scale which are compatible with the two strongest constraints on the full set of of parameters
of the MSSM (that is, the constraint of no FCNCs or CP-violation beyond that of the SM), one obtains the
phenomenological MSSM (pMSSM) as defined for example in [132, 133].
Imposing the requirement of no CP violation sets the phases of all the matrices in the soft SUSY-
breaking terms to zero, and the requirement of no FCNCs makes the sfermion mass matrices and trilinear
couplings ((Au)ij , (Ad)ij , (Ae)ij) diagonal (and hence each described by a single parameter, for example
(Au)ij → Au δij).
Constraints from kaon mixing further imply that the first two generations of squarks must be mass degen-
erate to a good approximation, and since the trilinear couplings must be proportional to the fermion masses
(given their proportionality to the Yukawa couplings yu,d,e), the trilinear couplings of the first two generations
can be safely set to zero.
Incorporating the parameters describing EWSB and their respective constraints the result is the presence
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of only 19 free parameters (aside from those of the SM):
M1; M2; M3;
mQ˜; mu˜R ; md˜R ; mL˜; me˜R ;
mQ˜;3; mt˜R ; mb˜R ; mL˜3 ; mτ˜R ; (2.155)
At; Ab; Aτ ;
µ; mA; tanβ ,
where the numeric subindex indicates generation/family number and mA is the mass of the pseudoscalar
Higgs52.
The CMSSM(pMSSM) are only the most constrained(general -without considering the full MSSM-) forms
of the MSSM. For an overview of some of the many variants in between these two see for example [132].
Model variants with correlations or lack thereof between specific MSSM parameters can be built largely to
taste, depending on preference for particular types of UV completions, experimental constraints to be addressed
(for example, gravity-mediated scenarios avoid FCNC constraints since gravity is flavour-blind), or whichever
theoretical or experimental criteria is favoured.
Simplified Models
To avoid the theoretical assumptions of the CMSSM or the large parameter space of the pMSSM one can
instead choose to restrict the MSSM by setting only a few of the superpartner masses to be kinematically
accessible and taking simple limits of their mixings (for the sleptons and gauginos where mixing is relevant).
This strongly restricts the possible SUSY partners that can be produced and greatly simplifies the cascades
via which their decays can proceed. These models are therefore regarded as a (semi)model-independent way
to deduce constraints or target searches for only one specific superpartner and its decay modes, and are indeed
the models often chosen for ATLAS and CMS searches.
However, when considering experimental results which used simplified models for their exclusions, their
caveats (neglected decay modes, other mixing admixtures which reduce the coupling and nullify the exclusion,
etc.) must be considered and these should not be regarded as unambiguous SUSY exclusions.
The theoretical feasibility of the simplified model must sometimes be examined as well. It is not unheard-
of for non-sensical simplified models to be used for experimental searches. For example in the latest ATLAS
trilepton search [134] where second mass-eigenstate neutralinos are assumed to be mostly wino, yet in one of
52This is one of the 5 Higgs mass eigenstates of the MSSM: two heavy charged Higgs ,H±, a heavy CP-even Higgs, H0, a
CP-odd (pseudoscalar) Higgs, A0, and the SM-like (in the decoupling limit in which mA0  mZ limit of the MSSM) Higgs, h0.
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the scenarios considered their decay is assumed to proceed exclusively via Z bosons, even though neutralinos
couple to Z bosons only via their higgsino component which has been set to be negligible by assumption. This
scenario is a perfectly valid search analysis, but not of SUSY, and this must be recognised and stated as such.
2.3.6 Sleptons: Mixing and Mass Eigenstates
When the SM leptons are embedded within a left(right)-handed chiral superfields as described in section 2.3.3
each of the two chiralities of the fermion are each embedded in a corresponding left(right)-handed chiral
superfield and are hence now each accompanied by a complex scalar field, a slepton, of the same flavour53.
The left- and right-handed sleptons of the same flavour54 however transform under the same representations
of the EW-scale unbroken gauge groups (colour and electric charge) and have the same quantum numbers (spin
and R-parity) so possible mixing between them must be accounted for and the propagating mass eigenstates
(those of the Klein-Gordon equation here) will generally not be identical to the interaction basis fields, but
these two will be related by a similarity transformation.
Sfermion mass contributions in the MSSM come from three distinct sources:
• the superpotential (equation 2.145),
WR ⊃ (ye)ij Li ·Hd Ej
∣∣∣
scalar
= (ye)ij e˜
∗
j R
(
ν˜i L h
−
d − e˜i L h0d
)
⇒ −
∑
i
∣∣∣∣∂WR∂φi
∣∣∣∣2 ⊃ −ye (∣∣h0d∣∣2 |e˜R|2 + |ν˜L|2 ∣∣h−d ∣∣2 + |e˜L|2 |e˜R|2 + |ν˜L|2 |e˜R|2)
EWSB⊃
h0d→vd
−y2e v2d |e˜R|2 ,
where we have set the Yukawa matrix over families diagonal (therefore neglecting flavour mixing) and
considered only the first family contribution, analogous terms follow for the other generations.
Similarly, the superpotential term above together with the µ-term
WR ⊃ (ye)ij Li ·Hd Ej
∣∣∣
scalar
+ µHu ·Hd
∣∣∣
scalar
= (ye)ij e˜
∗
j R
(
ν˜i L h
−
d − e˜i L h0d
)
+ µ (h+u h
−
d − h0u h0d) ,
53As the sleptons are scalars they clearly have no chirality but the left(right)-handed labelling is preserved to distinguish the
two distinct scalars according to the superfield they are embedded in.
54In principle mixing between different slepton flavours is possible, however such lepton flavour violation (LFV) would
introduce measurable rates of decays such as µ → e γ which so far remain unobserved and are tightly constrained
(Br(µ+ → e+ γ) < 5.7 × 10−13 [135]). The dominant SM contribution to this process is via a W -ν loop where the neu-
trino oscillates from muon to electron flavour and the W boson emits a photon. This decay has an unmeasurably small branching
ratio. The dominant SUSY contributions are from slepton-neutralino and sneutrino-chargino loops and these can produce mea-
surable rates (see for example [136,137]). Limits on the electric dipole moment of the SM leptons further constrain flavour mixing
in the slepton sector (see [138] for detailed treatment of these issues). As such flavour mixing in the slepton sector is tightly
constrained and we neglect it as is customarily done.
2.3. Supersymmetry 85
give off-diagonal left-right mixed mass terms proportional to the µ parameter of the form∑
i
∣∣∣∣∂WR∂φi
∣∣∣∣2 ⊃ ∣∣∣∣∂WR∂h0d
∣∣∣∣2 = µ2 |h0u|2 + |ye e˜∗j R e˜i L|2 + 2µ ye h0u e˜∗j R e˜i L
EWSB⊃
h0u→vu
2µ ye vu e˜
∗
j R e˜i L .
• Explicit mass terms in the soft SUSY-breaking Lagrangian, (equation 2.149)
m2
L˜,i
L˜†i L˜i , m
2
e˜,ie˜
†
R,ie˜R,i ;
• trilinear terms in the soft SUSY-breaking Lagrangian,
(Ae)ij(ye)ij e˜R,iL˜jh
0
u + h.c.
These contributions can be put together in matrix form, defining for each slepton flavour mass terms of
the form
f˜†M f˜ =
(
l˜∗L l˜
∗
R
)
M2×2
(
l˜L
l˜R
)
(2.156)
where55
Mν˜ =
(
m2
f˜L
+m2f + ∆(f) Af
yf√
2
vu − µ yf vd
Af
yf√
2
vu − µ yf vd m2f˜R +m
2
f + ∆(f)
)
=
(
m2
f˜L
+m2f + ∆(f) mν (Af − µ cotβ)
mν (Af − µ cotβ) m2f˜R +m
2
f + ∆(f)
)
(2.157)
for up-type sleptons, and
Me˜ =
(
m2
f˜L
+m2f + ∆(f) Af
yf√
2
vd − µ yf vu
Af
yf√
2
vd − µ yf vu m2f˜R +m
2
f + ∆(f)
)
=
(
m2
f˜L
+m2f + ∆(f) ml (Af − µ tanβ)
ml (Af − µ tanβ) m2f˜R +m
2
f + ∆(f)
)
(2.158)
for down-type sleptons56.
Here we have defined
∆(f) = (t3, i − qi sin θW )m2Z cos 2β ,
and the slepton mass parameters and trilinear couplings in these mass matrices are those from the soft SUSY-
breaking Lagrangian (equation 2.149).
55The squark mass matrices are exactly of the same form.
56These are equivalent under the replacements vu ↔ vd or cotβ ↔ tanβ. We have used equation 2.29 to recognise the
fermion masses in the off-diagonal terms.
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These 2 × 2 mass matrices are real, symmetric and diagonalisable. However given that the off-diagonal
terms are proportional to the mass of the SM leptonic partner of the same flavour, the mixing terms are
negligible for most sleptons (and indeed sfermions), except the stau (sbottom and stop). The left- and right-
handed interaction eigenstates of the selectron, smuon and all the flavours of sneutrinos can be taken to be
mass eigenstates to a very good approximation, with their masses given by the diagonal terms of the matrices
in equations 2.158 and 2.157, respectively.
This treatment of the sfermion masses is clearly accurate only at tree level and all parameters in the mixing
matrix (except µ) are defined at the scale of measurement (or at the electroweak scale, mZ , which is commonly
used as a proxy). These masses (except the µ parameter which is protected by a non-renormalisation theorem,
see section 2.3.2) are of course subject to radiative corrections, which are generally known to 1 loop and can
be numerically computed using one of several different software packages available (see [139] for a dated but
insightful review and comparison of these tools).
2.3.7 Gauginos: Gaugino-Higgsino Mixing and the Chargino(Neutralino) Mass
Eigenstates
In a similar fashion as we overviewed the construction of the mixing of left- and right-handed slepton gauge
eigenstates into physical (propagating) mass eigenstates in equation 2.158, the bino, wino and Higgsino fields
will mix (according to electric charge) and this mixing must be accounted for to derive the corresponding
physical (propagating) mass eigenstates.
The details of such mixing are more intricate here than for the slepton case, and the derivation of it can
be found in several sources (for example see section 8.3.5 of [140]). Ultimately it is found that the mixing
matrix describing the relation of gauge and mass eigenstates —at tree level— takes the forms given in the
following subsections. In the following the sub-index i labels the mass eigenstates by increasing mass.
Chargino Masses
Defining the charged wino (2-component, Weyl spinor) component fields as W˜± = (W˜1 ∓ i W˜2)/
√
2 from
the superfields Wa (see table 2.7) and noting that they have the same quantum numbers
57 as the charged
Higgsino component fields from the superfields Hu and Hd (see table 2.6) and we can construct the vectors
ψ˜+ = (−i W˜+, h˜+u )T and ψ˜− = (−i W˜−, h˜−d )T and from them construct the chargino (mass eigenstate)
57Under the SU(3)C ⊗ U(1)Q symmetry group left unbroken after EWSB, as well as spin and R-parity.
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Dirac mass terms in terms of Weyl spinors as
Lmass
C˜+
= ψ˜−T Mψ˜+ ψ˜
+ + h.c. , (2.159)
where the matrix describing the mass contributions to gauge eigenstates is given by
Mψ˜+ =
(
M2
√
2mW sinβ√
2mW cosβ µ
)
. (2.160)
This mass matrix can be diagonalised by two unitary matrices U2×2 and V2×2 (which neglecting CP
violation are real and therefore orthogonal matrices) which rotate ψ˜± into chargino mass eigenstates
U ψ˜− = χ˜− , (2.161a)
V ψ˜+ = χ˜+ , (2.161b)
such that the mass terms become of the form
ψ˜−TMψ˜+ ψ˜+ = ψ˜−T UT︸ ︷︷ ︸
χ˜−T
U∗Mψ˜+ V †︸ ︷︷ ︸
diag(mχ˜1 ,mχ˜2 )
V ψ˜+︸ ︷︷ ︸
χ˜+
= χ˜−Ti mχ˜i δij χ˜
+
j , (2.162)
where χ˜± denote 2-component Weyl spinors.
These Weyl spinors will form the Dirac spinors as
C˜i =
(
χ˜+i
χ˜−∗i
)
(2.163)
as expected, so that the mass term 2.159 reads, in terms of Dirac spinors58
mC˜i C˜i C˜i = mC˜i C˜i PL C˜i + mC˜i C˜i PR C˜i = mC˜i C˜i R C˜i L + mC˜i C˜i L C˜i R , (2.164)
as expected for Dirac fermions.
Analytic solutions for these mass eigenstates exist and can be found by computing the eigenvalues of
M†
ψ˜+
Mψ˜+ , and the result can be found in the literature (see for example [141]) but we will not state them
here.
58Equation 2.163 can be substituted into this expression to rewrite it in terms of Weyl spinors and equation 2.162 is reproduced,
as expected.
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Neutralino Masses
Similarly, defining the basis ψ˜0 = (−iB˜, −iW˜3, h˜0d, h˜0u)T made of 2-component spinors, the neutralino mass
terms are given by
Lmass
N˜
=
1
2
ψ˜0T Mψ˜0 ψ˜
0 + h.c. , (2.165)
where the tree-level neutralino mixing matrix is given by the real, symmetric matrix59
Mψ˜0 =

M1 0 −mW tan θW cosβ mW tan θW sinβ
0 M2 mW cosβ −mW sinβ
−mW tan θW cosβ mW cosβ 0 −µ
mW tan θW sinβ −mW sinβ −µ 0
 (2.166)
Diagonalisation of this matrix to find the mass eigenstates (which requires only a single unitary matrix
since it is symmetric) is performed by Takagi diagonalisation using a single unitary matrix, N4×4,60
N∗Mψ˜0 N
† = diag(mχ˜01 , mχ˜02 , mχ˜03 , mχ˜04) , (2.168)
and a corresponding rotation to the 2-component spinors of neutralino mass eigenstates, χ˜0i ,
χ˜0i = Nij ψ˜
0
j , (2.169)
such that the Weyl spinor neutralino mass terms are of the form
ψ˜0T Mψ˜0 ψ˜
0 = ψ˜0T NT︸ ︷︷ ︸
χ˜0T
N∗Mψ˜0 N
†︸ ︷︷ ︸
diag(m
χ˜01
, m
χ˜02
, m
χ˜03
, m
χ˜04
)
N ψ˜0︸ ︷︷ ︸
χ˜0
. (2.170)
Neutralinos are Majorana fermions and as such their Dirac spinors are constructed from the Weyl spinors
we have just constructed as
N˜i =
(
χ˜0i
χ˜0 ∗i
)
, (2.171)
59This matrix is sometimes written in terms of gauge couplings and vevs using the relations vd = v sinβ, vu = v cosβ,
mW = v g2/2 and g1 = g2 tan θW .
60Takagi diagonalisation is not an eigenvalue decomposition but instead a special case of a singular value decomposition of an
arbitrary rectangular (and possibly singular) matrix, A ∈ Cm×n as
V ∗ AW † = diag(σ1, . . . , σn¯) (2.167)
where V and W are unitary matrices, σi are the singular values of A, n¯ = min(m, n) and Takagi diagonalisation corresponds to the
special case V = W . Unlike eigenvalue decomposition the matrix A may be singular (det(A) = 0), so that this decomposition is
possible even for degenerate or nearly-degenerate mass solutions, where the matrix becomes singular and eigenvalue decomposition
becomes impossible. The matrices V and W are constructed from the orthonormal eigenvectors of AAT and ATA, respectively.
For a full treatment of Takagi diagonalisation see appendix A in [142].
2.3. Supersymmetry 89
with the Majorana mass terms correspondingly being of the form
−1
2
mN˜i N˜i N˜i . (2.172)
Within this context if the spinor components giving the mass eigenstate are heavily dominated by a given
gauge eigenstate the neutralino is referred to as
χ˜0i ≈ ψ˜01 ⇒ N˜i bino− like (photino) ,
χ˜0i ≈ ψ˜02 ⇒ N˜i wino− like (zino) , (2.173)
χ˜0i ≈ ψ˜03, 4 ⇒ N˜i Higgsino− like .
More generally if M1, M2  µ the corresponding neutralinos will be referred to as ’gaugino-like’, and
conversely if µ  M1, M2 they are referred to as ’Higgsino-like’61.
It is worth noting that the Higgsino component of neutralinos couples only to the Z boson (the coupling
can be seen to be proportional to Ni, 3 and Ni, 4 only). Higgsino-like neutralinos are therefore typically the
most constrained near the Z pole, with other compositions significantly less constrained.
The diagonalisation of the mass matrix can yield negative mass solutions and there are two different but
equivalent conventions in dealing with these: either the diagonalising matrix N is allowed to be complex in
which case it can be guaranteed that the mass solutions will be positive, or N can be restricted to be real,
in which case negative mass solutions can occur62. In the latter case these can be dealt with by taking the
absolute value as the physical mass and multiplying the corresponding field by a phase (effectively a factor of
i in its Feynman rules), as χ˜0j → eipi/2 χ˜0j .
Typically the diagonalisation of the mass matrices is performed numerically by software packages such
as SPHENO [129] and SOFTSUSY [128], which also perform the RG evolution of the SUSY GUT-scale
parameters down to the weak scale. The known one-loop radiative corrections [143] to these masses are also
implemented and automatically included by these software packages. We therefore use them to produce mass
spectra as input for our event generation.
2.3.8 Naturalness
Though the MSSM solves the hierarchy problem, it is not without fine-tunings of its own, as mentioned
previously in the context of the little hierarchy problem in section 2.3.5. As such various quantitative measure
of such fine-tuning can be adopted and the so-called naturalness of variants of the MSSM can be computed
61Any set of neutralinos or charginos (regardless of their composition) may be referred to collectively as ’gauginos’ or ’elec-
troweakinos’, and we will hereon follow this convention.
62The latter is the chosen for the SUSY Les Houches Accord (SLHA) conventions [120], which we adhere to.
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and compared, generally based on the Giudice-Barbieri measure [144] of how much fine-tuning the model
requires to satisfy equation 2.153.
Furthermore, one can define the naturalness of a parameter being small judging by whether the theory
acquires any new symmetries in the limit that such a parameter vanishes (technical naturalness as credited to
t’ Hooft, 1980) or absolute naturalness as is considered for MSSM models (see [145] for a general discussion).
Moreover, even measures of absolute naturalness are ambiguous [146–149]. One could even consider
defining naturalness as how likely a given model (say, the MSSM) is likely to appear from certain types of UV
completions. In this context, N = 1 SUSY was for example found to be unlikely/unnatural for the SM gauge
groups from the perspective of a flat scan over 107 four-dimensional heterotic string theory models [150].
We therefore will not discuss naturalness (and possible measures of it) here and we refer the reader to
general discussions such as those in [147, 151, 152].
2.3.9 Status of Current SUSY Searches
Present SUSY exclusions are constantly being updated and becoming out-dated, and are each a function of the
SUSY model variant (CMSSM, pMSSM, a particular simplified model, etc.) within which they were deduced.
Given this model-dependence and that the exclusions can expected to continue to grow (or yield a discovery)
as data taken is progressively analysed and the data taking resumes in 2015 for the 13 TeV run of the LHC,
experimental limits are continuously being updated and the reader is referred to the Public Results pages of
the ATLAS and CMS collaborations for up-to-date information on SUSY searches:
ATLAS Supersymmetry Public Results:
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/SupersymmetryPublicResults
CMS Supersymmetry Physics Results:
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSUS
For a comprehensive (but only annually updated) review of SUSY limits see the ’Supersymmetry, Part II
(Experimental)’ section of the Particle Data Group annual review [40]. For overviews of the implications of
current experimental constraints for SUSY model-building see [147, 153].
Despite the model-dependence of individual SUSY searches, the combination of relatively inclusive searches
can yield arguably universal mass limits [154], with the universal exclusions and blind spots of such combinations
of multiple searches also currently being studied [155]. Computationally-intensive scans over the parameter
space of the pMSSM to identify excluded and allowed regions have also been performed [156] and yield
relatively model-independent results.
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For an overview of all experimental constraints on the CMSSM accurate at the time of writing see [157].
As a rough indication of the range of current mass exclusions in SUSY searches from ATLAS and CMS see
figure 2.11, and within the context of the CMSSM see figure 2.10. The only overall conclusion of all SUSY
searches so far is that there is so far no statistically significant deviation from the SM which could signal an
unambiguous detection of a superpartner to a SM particle.
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MSUGRA/CMSSM 0 2-6 jets Yes 20.3 m(q˜)=m(g˜) ATLAS-CONF-2013-0471.7 TeVq˜, g˜
MSUGRA/CMSSM 1 e, µ 3-6 jets Yes 20.3 any m(q˜) ATLAS-CONF-2013-0621.2 TeVg˜
MSUGRA/CMSSM 0 7-10 jets Yes 20.3 any m(q˜) 1308.18411.1 TeVg˜
q˜q˜, q˜→qχ˜01 0 2-6 jets Yes 20.3 m(χ˜01)=0 GeV ATLAS-CONF-2013-047740 GeVq˜
g˜g˜, g˜→qq¯χ˜01 0 2-6 jets Yes 20.3 m(χ˜01)=0 GeV ATLAS-CONF-2013-0471.3 TeVg˜
g˜g˜, g˜→qqχ˜±1→qqW±χ˜01 1 e, µ 3-6 jets Yes 20.3 m(χ˜01)<200 GeV, m(χ˜±)=0.5(m(χ˜01)+m(g˜)) ATLAS-CONF-2013-0621.18 TeVg˜
g˜g˜, g˜→qq(ℓℓ/ℓν/νν)χ˜01 2 e, µ 0-3 jets - 20.3 m(χ˜01)=0 GeV ATLAS-CONF-2013-0891.12 TeVg˜
GMSB ( ˜ℓ NLSP) 2 e, µ 2-4 jets Yes 4.7 tanβ<15 1208.46881.24 TeVg˜
GMSB ( ˜ℓ NLSP) 1-2 τ 0-2 jets Yes 20.7 tanβ >18 ATLAS-CONF-2013-0261.4 TeVg˜
GGM (bino NLSP) 2 γ - Yes 20.3 m(χ˜01)>50 GeV ATLAS-CONF-2014-0011.28 TeVg˜
GGM (wino NLSP) 1 e, µ + γ - Yes 4.8 m(χ˜01)>50 GeV ATLAS-CONF-2012-144619 GeVg˜
GGM (higgsino-bino NLSP) γ 1 b Yes 4.8 m(χ˜01)>220 GeV 1211.1167900 GeVg˜
GGM (higgsino NLSP) 2 e, µ (Z) 0-3 jets Yes 5.8 m( ˜H)>200 GeV ATLAS-CONF-2012-152690 GeVg˜
Gravitino LSP 0 mono-jet Yes 10.5 m(g˜)>10−4 eV ATLAS-CONF-2012-147645 GeVF1/2 scale
g˜→b¯bχ˜01 0 3 b Yes 20.1 m(χ˜01)<600 GeV ATLAS-CONF-2013-0611.2 TeVg˜
g˜→t¯tχ˜01 0 7-10 jets Yes 20.3 m(χ˜01) <350 GeV 1308.18411.1 TeVg˜
g˜→t¯tχ˜01 0-1 e, µ 3 b Yes 20.1 m(χ˜01)<400 GeV ATLAS-CONF-2013-0611.34 TeVg˜
g˜→b¯tχ˜+1 0-1 e, µ 3 b Yes 20.1 m(χ˜01)<300 GeV ATLAS-CONF-2013-0611.3 TeVg˜
˜b1 ˜b1, ˜b1→bχ˜01 0 2 b Yes 20.1 m(χ˜01)<90 GeV 1308.2631100-620 GeV˜b1
˜b1 ˜b1, ˜b1→tχ˜±1 2 e, µ (SS) 0-3 b Yes 20.7 m(χ˜±1 )=2 m(χ˜01) ATLAS-CONF-2013-007275-430 GeV˜b1
t˜1 t˜1(light), t˜1→bχ˜±1 1-2 e, µ 1-2 b Yes 4.7 m(χ˜01)=55 GeV 1208.4305, 1209.2102110-167 GeV˜t1
t˜1 t˜1(light), t˜1→Wbχ˜01 2 e, µ 0-2 jets Yes 20.3 m(χ˜01) =m(t˜1)-m(W)-50 GeV, m(t˜1)<<m(χ˜±1 ) 1403.4853130-210 GeV˜t1
t˜1 t˜1(medium), t˜1→tχ˜01 2 e, µ 2 jets Yes 20.3 m(χ˜01)=1 GeV 1403.4853215-530 GeV˜t1
t˜1 t˜1(medium), t˜1→bχ˜±1 0 2 b Yes 20.1 m(χ˜01)<200 GeV, m(χ˜±1 )-m(χ˜01)=5 GeV 1308.2631150-580 GeV˜t1
t˜1 t˜1(heavy), t˜1→tχ˜01 1 e, µ 1 b Yes 20.7 m(χ˜01)=0 GeV ATLAS-CONF-2013-037200-610 GeV˜t1
t˜1 t˜1(heavy), t˜1→tχ˜01 0 2 b Yes 20.5 m(χ˜01)=0 GeV ATLAS-CONF-2013-024320-660 GeV˜t1
t˜1 t˜1, t˜1→cχ˜01 0 mono-jet/c-tag Yes 20.3 m(t˜1)-m(χ˜01 )<85 GeV ATLAS-CONF-2013-06890-200 GeV˜t1
t˜1 t˜1(natural GMSB) 2 e, µ (Z) 1 b Yes 20.3 m(χ˜01)>150 GeV 1403.5222150-580 GeV˜t1
t˜2 t˜2, t˜2→t˜1 + Z 3 e, µ (Z) 1 b Yes 20.3 m(χ˜01)<200 GeV 1403.5222290-600 GeV˜t2
˜ℓL,R ˜ℓL,R, ˜ℓ→ℓχ˜01 2 e, µ 0 Yes 20.3 m(χ˜01)=0 GeV 1403.529490-325 GeV˜ℓ
χ˜+1 χ˜
−
1 , χ˜
+
1→ ˜ℓν(ℓν˜) 2 e, µ 0 Yes 20.3 m(χ˜01)=0 GeV, m(˜ℓ, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) 1403.5294140-465 GeVχ˜±1
χ˜+1 χ˜
−
1 , χ˜
+
1→τ˜ν(τν˜) 2 τ - Yes 20.7 m(χ˜01)=0 GeV, m(τ˜, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) ATLAS-CONF-2013-028180-330 GeVχ˜±1
χ˜±1 χ˜
0
2→ ˜ℓLν ˜ℓLℓ(ν˜ν), ℓν˜˜ℓLℓ(ν˜ν) 3 e, µ 0 Yes 20.3 m(χ˜±1 )=m(χ˜02), m(χ˜01)=0, m(˜ℓ, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) 1402.7029700 GeVχ˜±1 , χ˜02
χ˜±1 χ˜
0
2→Wχ˜01Zχ˜01 2-3 e, µ 0 Yes 20.3 m(χ˜±1 )=m(χ˜02), m(χ˜01)=0, sleptons decoupled 1403.5294, 1402.7029420 GeVχ˜±1 , χ˜02
χ˜±1 χ˜
0
2→Wχ˜01h χ˜01 1 e, µ 2 b Yes 20.3 m(χ˜±1 )=m(χ˜02), m(χ˜01)=0, sleptons decoupled ATLAS-CONF-2013-093285 GeVχ˜±1 , χ˜02
Direct χ˜+1 χ˜
−
1 prod., long-lived χ˜
±
1 Disapp. trk 1 jet Yes 20.3 m(χ˜±1 )-m(χ˜01)=160 MeV, τ(χ˜±1 )=0.2 ns ATLAS-CONF-2013-069270 GeVχ˜±1
Stable, stopped g˜ R-hadron 0 1-5 jets Yes 22.9 m(χ˜01)=100 GeV, 10 µs<τ(g˜)<1000 s ATLAS-CONF-2013-057832 GeVg˜
GMSB, stable τ˜, χ˜01→τ˜(e˜, µ˜)+τ(e, µ) 1-2 µ - - 15.9 10<tanβ<50 ATLAS-CONF-2013-058475 GeVχ˜01
GMSB, χ˜01→γ ˜G, long-lived χ˜01 2 γ - Yes 4.7 0.4<τ(χ˜01)<2 ns 1304.6310230 GeVχ˜01
q˜q˜, χ˜01→qqµ (RPV) 1 µ, displ. vtx - - 20.3 1.5 <cτ<156 mm, BR(µ)=1, m(χ˜01)=108 GeV ATLAS-CONF-2013-0921.0 TeVq˜
LFV pp→ν˜τ + X, ν˜τ→e + µ 2 e, µ - - 4.6 λ′311=0.10, λ132=0.05 1212.12721.61 TeVν˜τ
LFV pp→ν˜τ + X, ν˜τ→e(µ) + τ 1 e, µ + τ - - 4.6 λ′311=0.10, λ1(2)33=0.05 1212.12721.1 TeVν˜τ
Bilinear RPV CMSSM 1 e, µ 7 jets Yes 4.7 m(q˜)=m(g˜), cτLS P<1 mm ATLAS-CONF-2012-1401.2 TeVq˜, g˜
χ˜+1 χ˜
−
1 , χ˜
+
1→Wχ˜01, χ˜01→eeν˜µ, eµν˜e 4 e, µ - Yes 20.7 m(χ˜01)>300 GeV, λ121>0 ATLAS-CONF-2013-036760 GeVχ˜±1
χ˜+1 χ˜
−
1 , χ˜
+
1→Wχ˜01, χ˜01→ττν˜e, eτν˜τ 3 e, µ + τ - Yes 20.7 m(χ˜01)>80 GeV, λ133>0 ATLAS-CONF-2013-036350 GeVχ˜±1
g˜→qqq 0 6-7 jets - 20.3 BR(t)=BR(b)=BR(c)=0% ATLAS-CONF-2013-091916 GeVg˜
g˜→t˜1t, t˜1→bs 2 e, µ (SS) 0-3 b Yes 20.7 ATLAS-CONF-2013-007880 GeVg˜
Scalar gluon pair, sgluon→qq¯ 0 4 jets - 4.6 incl. limit from 1110.2693 1210.4826100-287 GeVsgluon
Scalar gluon pair, sgluon→t¯t 2 e, µ (SS) 2 b Yes 14.3 ATLAS-CONF-2013-051350-800 GeVsgluon
WIMP interaction (D5, Dirac χ) 0 mono-jet Yes 10.5 m(χ)<80 GeV, limit of<687 GeV for D8 ATLAS-CONF-2012-147704 GeVM* scale
Mass scale [TeV]10−1 1
√
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full data
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ATLAS SUSY Searches* - 95% CL Lower Limits
Status: Moriond 2014
ATLAS Preliminary∫L dt = (4.6 - 22.9) fb−1 √s = 7, 8 TeV
*Only a selection of the available mass limits on new states or phenomena is shown. All limits quoted are observed minus 1σ theoretical signal cross section uncertainty.
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*Observed limits, theory uncertainties not included
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Figure 2.11: The current ATLAS (a) and CMS (b) mass exclusion limits for R-parity conserving models.
For the CMS limits the dark bars indicate limits obtained with mN˜0 = 0 GeV and lighter bars assume
mmother −mN˜0 = 200 GeV. CMS mass limits are shown from 0 GeV for simplicity but the lower end of
the mass exclusion will be determined by thresholds and kinematic limits of each particular channel and the
corresponding resolutions and backgrounds of each search and analysis.
Mass limits from both ATLAS and CMS shown here are to be taken as upper bounds on the excluded masses
for the assumed production channel and decay modes. The corresponding exclusion for models with more
possible decay modes, production channels and admixtures will be more modest.
Chapter 3
The Anatomy of Next-to-Leading Order
Calculations
Our current understanding of fundamental processes as probed at colliders relies on one fundamental relation
which underlies the computability of large invariant-mass (s  ΛQCD) interactions in the Standard Model.
This is the perturbative expansion in powers of a coupling, allowing for differential partonic scattering cross
sections to be computed as1
dσ =
∑
n
αndσ(n) , (3.1)
where the sum starts from the power in the coupling of the leading order process, α, (which is defined as
α = g
2
4pi relative to the gauge coupling, g) and dσ
(0) are partonic cross sections computable by Feynman
diagrams or other methods.
Leading order calculations of a physical process (i.e. those containing only the first term in the perturbative
expansion in equation 3.1) only provide a first approximation to the shape of differential distributions, and an
order of magnitude estimate of the cross section. In fact for observables where the Born process is the leading
order contribution (that is, it provides a meaningful physical result) the first true prediction of the observable’s
normalisation first arises only at NLO. Consequently, when searching for BSM processes an accurate prediction
of both the signal normalisation and effect on the shape of distributions is crucial.
The processes we deal with produce colour-singlet final states at the Born level, and hence are not subject
1For the most part in this chapter we will work at the level of partonic cross sections. To obtain observable hadronic cross
sections the convolution with parton distribution functions and sum over initial states indicated in equation 2.22 must be carried
out.
93
94 Chapter 3. The Anatomy of Next-to-Leading Order Calculations
to as large NLO QCD corrections at a hadron collider as they would be if the final state had colour charge,
however corrections are still typically O(10%), and are hence not negligible given that current experimental
uncertainties can already be of that order or smaller.
Signals from BSM scenarios are typically small, with the dominant radiative corrections yielding a K factor2
usually larger than 1 in most regions of phase space. Such an increase in the signal cross section is therefore
desirable to reliably predict potential signal sizes in data samples (whether for reach determination, exclusion,
or model discrimination).
Moreover, even if the NLO corrections were to induce very little change in the normalisation or shape of the
observable, they strongly reduce the scale variation (of both the renormalisation scale, µR and the factorisation
scale µF when they are set equal to each other) of both the total and the differential cross sections, thereby
reducing the theory uncertainty of the signal prediction3.
3.1 Drell-Yan Production
The first hadron-hadron process to be calculated in the framework of the (then new) parton model as proposed
by Feynman was the 1970 calculation by Drell and Yan of the differential cross section dσ/dQ2 for the collision
of two hadrons whereby the inelastic scattering of two ‘non-“wee” ’ (sic) i.e. hard partons produces a massive
lepton pair [159].
p p′ −→ γ −→ l l¯ , (3.2)
where p, p′ are used here to designate any hadron.
Drell and Yan originally considered only the photon-mediated process, but Drell-Yan is now used to refer
to the EW gauge boson-mediated processes too, and it is in this general sense that we refer to it here (see
figure 3.1).
This was also the first process for which NLO QCD radiative corrections were calculated, both using
dimensional regularisation [160] and massive parton regularisation [161]. Additionally this process is one of
the very few for which the factorisation theorem from equation 2.22 has been rigorously proven, for the dσdQ2dy
2Defined globally as K = σNLO
σLO
or locally as K(Φ) = dσNLO(Φ)/dO(Φ)
dσLO(Φ)/dO(Φ)
where Φ denotes the relevant phase space, O denotes
the observable under consideration and σLO and σNLO are the total fully-inclusive cross sections, respectively.
3This holds if scale variation can indeed be taken as a proxy for approximate theoretical uncertainty. Such uncertainty is by
no means Gaussian and the variation under 1
2
µR(F ) → µR(F ) → 2µR(F ) does not in any way correspond to any number of
standard deviations. For our purposes we will consider scale variation as a lower bound on theoretical uncertainty. However even
this approach can fail as simultaneous variation of both µF and µR could in principle result in opposite and partly cancelling
contributions from the parton distribution functions and the partonic cross sections at certain scales, producing an underestimation
of the theory uncertainty. A statistical analysis of how well scale variation can be said to be a measure of theoretical uncertainty
is performed in [158].
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Figure 3.1: The leading order Drell-Yan process.
differential distribution at LO [162], and later also at NLO [163].
As of the time of writing the NNLO radiative corrections in QCD for the fully inclusive cross section [164]
and also the rapidity distribution [165] are both known. The NLO QCD, photonic and EW radiative corrections
within both the SM and the MSSM (Minimal Supersymmetric Standard Model) have also been calculated [166].
The effects of next-to-next-to-leading logarithm (NNLL) resummation (matched to NLO QCD corrections)
are also known, both for soft gluon resummation [167] and pT resummation [168]. The effects of resummation
of higher-order large logarithms in a high-energy limit have also been calculated [169].
Tools to compute Drell-Yan observables at NNLO in QCD exist in the form of the software packages
FEWZ [170] and DYNNLO [171]. The effects of soft gluon resummation for Drell-Yan observables can also
be computed using the software package ResBos [172]. Therefore Drell-Yan is possibly the best understood
hadron-hadron process in particle physics 4 and forms the basis for the first part of the work in this thesis. In
the following sections of this chapter we thus focus on this process and the NLO QCD radiative corrections
to it.
We now overview the structure and relevant features and the Feynman-diagrammatic calculation techniques
of next-to-leading order corrections.
4Followed by the other known colour-singlet production process: Higgs production.
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3.2 The Born Contribution
The parton-level Born contribution for photon-mediated5 Drell-Yan production of lepton pairs6 is given by the
diagrams shown in figure 3.1 where each possible mediator constitutes a separate diagram and their interference
must be computed.
Firstly we shall compute the total leading order contribution, in d = 4−2 dimensions. Note that to make
a UV divergent integral well defined we would require d < 4, and likewise infrared (IR) divergent integrals
require d > 4 to converge. Here we will focus on IR divergences so we will define  < 0, though for our
purposes the sign of  will not be directly relevant. The differential partonic cross section is given by the
product of the spin and colour averaging factors, the two particle flux factor, the spin and colour summed
amplitude squared and the relevant phase space, in this case
dσB =
1
2
1
2
1
3
1
3
3
1
2s
∣∣MB∣∣2 dφ2 , (3.3)
where s denotes the partonic centre-of-mass energy (obtained from the hadronic one, S, via s = x1x2S) and
the bar over the amplitude denotes a sum over spin and colour7.
Using pi to denote incoming four momenta and kj to label outgoing final state momenta the n-body
Lorentz invariant phase space is defined to be
dφn =
n∏
j
(
1
(2pi)(d−1)n
dd−1kj
2ωj
)
δd
∑
i
pi −
∑
j
kj
 . (3.4)
In the Born contribution the relevant phase space in d = 4− 2 is then
dφ2 =
1
(2pi)d−2
dd−1k1
2ω1
dd−1k2
2ω2
δd(p1 + p2 − k1 − k2) . (3.5)
The fully integrated phase space (where we have implicitly assumed that the amplitude squared has no
angular dependence, as is indeed the case for Drell-Yan at leading order) can then be shown to be∫
dφ2 =
1
8pi
(
4pi
Q2
)
Γ(1− )
Γ(2− 2) . (3.6)
For future reference the two-body phase space unintegrated in angular variables (for processes which have
angular dependence) for a massless particle and a massive one (with mass m, so that Q2 → m2 in the equation
5The W±/Z contribution is readily by including the diagrams with the relevant couplings modified before squaring and
computing traces.
6We neglect the qq¯ final state as it is is susceptible to much higher (for example, dijet) background rates and involves a
considerably more complicated infrared singularity structure at NLO.
7Elsewhere in the main body of this thesis this barred notation denotes both the sum over spin and colour as well as the
averaging over them for the initial state.
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below, or an off-shell massless one with virtuality Q2) is, using y = (1 + cos θ)/2 as the angular variable,∫
dφ2 =
1
8pi
(4pi)
Γ(1− )
(s−Q2)1−2
s1−
∫ 1
0
dy [y(1− y)]− . (3.7)
We now proceed to the calculation of the amplitude squared, where the only contributing diagram is that
shown in figure 3.1. For simplicity we will consider the photon mediated diagrams rather than the Z mediated
ones, however these can readily be obtained by replacing the couplings and propagator in the amplitude as
Qief → g2cos θW (t3i −Qi sin2 θW ) and 1q2 → 1(q2−m2Z)+imΓ before squaring.
The amplitude from this Feynman diagram (using Feynman gauge for the propagator) is given by
MB = v(p2)(ieQfγµ)u(p1)−igµν
q2
u(k1)(ieγ
ν)v(k2) , (3.8)
which upon squaring yields
|M|2 =M†BMB = e4Q2f
1
(q2)2
Tr[ /p1γν /p2γβ ] Tr[ /k2γ
ν /k1γ
β ] = e4Q2f
1
(q2)2
Hνβ L
νβ . (3.9)
Current conservation implies that for both fermionic currents contraction with the photon momentum must
yield zero qνL
νβ = 0, qνHνβ = 0. In particular given that the only Lorentz structures available are q
ν and
gνβ this implies that the leptonic tensor for example must have the form Lνβ = (q2gνβ − qνqβ)L(q2). Taking
the trace over the Lorentz indices we see that gνβL
νβ = Lνν = 3q
2 L(q2). Computing gνβL
νβ directly from
equation 3.9 gives
gνβL
νβ = −4(1− )s , (3.10)
from which it can be deduced that
L(q2) = −4(1− )
3
. (3.11)
The Lorentz trace over the hadronic tensor proceeds analogously and yields
gνβHνβ = −4(1− )s . (3.12)
Using these ingredients we can then compute the contraction of the leptonic and hadronic tensors required,
via HνβL
νβ = q2gνβHνβ L(q
2) giving the amplitude squared as
|M|2 = e4Q2f
1
(q2)2
Hνβ L
νβ =
16
3
(1− ) e4Q2f . (3.13a)
Inserting this amplitude squared and the phase space defined in equation 3.6 into the equation for the
partonic cross section (equation 3.3) and defining α = e
2
4pi one finds the total LO partonic Drell-Yan cross
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section to be
σB =
4
9
1
s
pi α2Q2f (1− )
(
4pi
s
)
Γ(1− )
Γ(2− 2) . (3.14)
Which upon taking the d = 4 ( → 0) limit yields the well known total leading-order partonic Drell-Yan
cross section
σB =
4piα2
9 s
Q2f . (3.15)
It is worth noting that this result was infrared finite at all times, so computing within dimensional reg-
ularisation was unnecessary but done for consistency with the NLO contributions which will be computed
next.
3.3 Next-to-leading Order Contributions
We will now overview the O(αS) contributions to Drell-Yan. This consists of the diagrams shown in figure 3.2.
γ/Z/Z ′
q
q¯
l¯
l
γ/Z/Z ′
q
q¯
l¯
l
γ/Z/Z ′
q
q¯
l¯
l
γ/Z/Z ′
q
q¯
l¯
l
γ/Z/Z ′
q
q¯
l¯
l
γ/Z/Z ′
q
q¯
l¯
l
Figure 3.2: The next-to-leading order corrections to Drell-Yan lepton pair production. The leading order
(Born) contribution is shown in the first row, the virtual self-energy corrections to the incoming partons are
shown in the second row, and the vertex correction and real emission contributions are shown in the last row.
The first calculation of these next-to-leading order corrections was performed in [160]. We follow [173–175]
but equivalent treatments can be found in [176]. For a treatment including dipole subtraction see section 6.1
of [177].
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3.3.1 Real Emission
In this section we will compute the qq → gll contribution. There are two diagrams associated with gluon
emission (as well as an interference term between them, with the corresponding factor of two), these are shown
in figure 3.3 (there are also three terms corresponding to qg → qll and q¯g → q¯ll which we omit).
+
2
p1
p2
k
k1
k2
p1
p2 k
k1
k2
Figure 3.3: The real emission contributions to Drell-Yan at NLO.
The real contribution to the partonic cross section is given by
dσR =
1
2
1
2
1
3
1
3
4
1
2s
∣∣MR∣∣2 dφ3 , (3.16)
where the factors of 1/2 come from spin averaging over the two initial state fermions, the factors of 1/3
from their colour averaging and the factor of 4 from the trace over the colour generators (in the adjoint
representation) from the gluon vertex squared (where using the relation Tr tatb = 12δ
ab we see that the
relevant trace Tr tata = 12 δ
aa = 128 = 4).
The 3-body phase space is given by
dφ3 =
dd−1k1
(2pi)d−12E1
dd−1k2
(2pi)d−12E2
dd−1k3
(2pi)d−12E3
(2pi)d δd(p1 + p2 − k1 − k2 − k3) . (3.17)
We begin by factorising the three-body phase space into the product of two 2-body phase spaces by
inserting the identity
1 =
∫
dQ2
2pi
∫
dd−1q
(2pi)d−12Eq
(2pi)dδd(q − k1 − k2) , (3.18)
(where the virtual boson momenta is given by q = k1 + k2) and rearranging the terms so that the phase
space is split into a 2-body phase space for k3 and q, and another one for k1 and k2, with a delta distribution
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matching the momenta between the two
dφ3 =
dQ2
2pi
[
dd−1k3
(2pi)d−12E3
dd−1q
(2pi)d−12Eq
(2pi)d δd(p1 + p2 − q − k3)
]
×
[
dd−1k1
(2pi)d−12E1
dd−1k2
(2pi)d−12E2
(2pi)d δd(q − k1 − k2)
]
,
=
dQ2
2pi
dφq,k32 dφ
k1,k2
2 . (3.19)
We now note that dφk1,k22 is precisely of the form of the Born-level phase space, and can be fully integrated
to give equation 3.6, while dφq,k32 is given by the general 2-body phase space expression, equation 3.7, where
the angular integration has not yet been performed as the matrix element will depend on it.
After this phase space factorisation the real emission contribution is now given by
dσR =
1
2
1
2
1
3
1
3
4
1
2s
|MR|2 dQ
2
2pi
dφq,k32 dφ
k1,k2
2 . (3.20)
There are two diagrams associated with gluon emission (as well as an interference term between them,
with the corresponding factor of two), these are shown in figure 3.3.8
Since the leptonic tensor is identical to the Born case we will focus on the hadronic contribution which is
where the NLO corrections and hence the singularity structure resides.
Considering gluon emission with momentum k off the quark with momentum p1 will yield an amplitude of
the form (neglecting the photon propagator, the vertex to the leptons and the leptonic tensor from here on)
Mp1R = i eQf gS ta µ
(
1
t
v(p2) γ
α ( /p1 − /k) γµ u(p1)
)
∗αλ(k) (3.21)
where ∗αλ(k) denotes the polarisation four-vector for the emitted gluon of helicity λ and is not be confused
with the dimensional regularisation parameter.
Upon squaring and performing the colour sum and the sum over gluon polarisations using
∑
λ,λ′ 
∗
αλ(k)β λ′(k) =
−gαβ , the relevant amplitude squared is9
|Mp1R |2 = −e2Q2f g2S CF µ2
1
t2
Tr
[
/p1 γµ ( /p1 − /k) γα /p2 γα ( /p1 − /k) γµ
]
, (3.22)
where we have defined t = (p1 − k)2 (and analogously u = (p2 − k)2).
Performing the trace yields
1
t2
Tr
[
/p1 γµ ( /p1 − /k) γα /p2 γα ( /p1 − /k) γµ
]
= 8
u
t
(1− )2 . (3.23)
8Note that there are also three terms corresponding to qg → qll and q¯g → q¯ll which we omit.
9We work in the conventional dimensional regularisation scheme where all momenta and polarisation vectors are taken in
d dimensions, as well as the the numerator algebra (γνγν = d, {γµ, γν} = 2gµν ,
{
γµ, γ5
}
= 0, (γ5)2 = 1, (γ0)2 = 1,
(γµ)† = γ0γµγ0, etc.) are assumed to hold, and for spin-averaging purposes quarks still have 2 degrees of freedom but gluons
have d− 2 = 2− 2 degrees of freedom, as that is how many transverse directions there are in d dimensions.
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So that the amplitude squared is
|Mp1R |2 = −8 e2Q2f g2S CF µ2
u
t
(1− )2 . (3.24)
Emission off the anti-quark will yield an identical expression with the exchange t↔ u (or p1 ↔ p2 at the
amplitude level)
|Mp2R (s, t, u)|2 = |Mp1R (s, t↔ u)|2 = −8 e2Q2f g2S CF µ2
t
u
(1− )2 . (3.25)
The interference term (emission off one quark leg times the complex conjugate of emission off the other
incoming leg) has the form
|Mp1,p2R |2 = −e2Q2f g2S CF µ2
1
t u
Tr
[
/p2 γ
α ( /p2 − /k) γµ /p1 γα ( /p1 − /k) γµ
]
, (3.26)
where the corresponding Dirac trace gives
1
t u
Tr
[
/p2 γ
α ( /p2 − /k) γµ /p1 γα ( /p1 − /k) γµ
]
= −8 sQ
2
t u
(1− ) + 8(1− ) . (3.27)
Here we already see the singularity structure of amplitude squared, as t → 0 and u → 0 correspond to
singular collinear limits and t, u→ 0 corresponds to a soft singularity.
Adding the amplitudes squared for emission off each leg, and the interference term of the two (with its
corresponding factor of 2) gives the total qq → gll real emission contribution we seek
|MR|2 = |Mp1R |2 + |Mp2R |2 + 2 |Mp1,p2R |2 , (3.28a)
= −e2Q2f g2S CF µ2 (1− )
[
16
sQ2
t u
+ 8(1− )
(
u
t
+
t
u
)
− 16
]
. (3.28b)
Reinserting the photon propagator and the leptonic vertex and tensor, as well as defining α = e2/4pi and
αs = g
2
s/4pi and recognising the Born cross section, σB , and inserting the amplitude squared in the equation
for the partonic cross section gives
dσqq¯R
dQ2
=
1
2
1
2
1
3
1
3
4
1
2Q2
|MR|2 Lνν
1
sQ2
e2
1
2pi
dφq,k32 dφ
k1,k2
2 (3.29)
=
1
36pi
1
Q2
(−e2Q2f g2S CF µ2) (1− )
×
∫
dφk1,k22 L
ν
ν
∫
dφq,k32
[
16
sQ2
t u
+ 8(1− )
(
u
t
+
t
u
)
− 16
]
(3.30)
The integral over the 2-body phase space over the leptons can be fully integrated over to give equation 3.6,
but we not substitute this in here and we will focus on the integration over the photon and gluon phase space
as this is where the singular structure and the NLO corrections lie. Inserting the unintegrated phase space
over a two body phase space (where one particle is massless and the other has an invariant mass Q2) given
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by equation 3.7 gives
dσqq¯R
dQ2
=
1
36pi
1
s
(−e2Q2f g2S CF µ2) (1− )
×
(∫
dφk1,k22
)
(−4 s) 1
sQ2
e2
× 1
8pi
(4pi)
Γ(1− )
(s−Q2)1−2
s1−
∫ 1
0
dy [y(1− y)]−
[
16
sQ2
t u
+ 8(1− )
(
u
t
+
t
u
)
− 16
]
, (3.31)
where the angular variable
y = 1/2(1 + cos θ) , (3.32)
has been introduced.
Condensing the prefactors, using e2 = 4pi α and factoring the Born cross section (equation 3.15) we have
dσqq¯R
dQ2
=
1
pi
σB αs CF
(∫
dφk1,k22
)
(1− ) (4piµ
2)
Γ(1− )
(s−Q2)1−2
s1−
×
∫ 1
0
dy [y(1− y)]−
[
2
sQ2
t u
+ (1− )
(
u
t
+
t
u
)
− 2
]
. (3.33)
For convenience we now also introduce the dimensionless variable
z = Q2/s , (3.34)
so that the amplitude squared is now a function of the centre-of-mass (CM) energy, a variable that describes
the energy of the emission, and an angular variable which describes the angle of emission of the gluon off in
the emission’s CM frame.
In terms of these new variables the Mandelstam invariant s becomes
s = (p1 + p2)
2 =
Q2
z
, (3.35)
whilst the t variable becomes
t = (p1 − k)2 = −2 p1 · k
= −2
√
s
2
|k| (1− cos θ)
= −Q
2
z
(1− z)(1− y) (3.36)
where we have used the relations |p1| =
√
s/2 and |k| = (1−z)|p1|. Similarly using the relation s+t+u = Q2
the u variable becomes
u = (p2 − k)2
= −Q
2
z
(1− z) y (3.37)
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In these new variables (s−Q
2)1−2
s1− → Q−2 z (1−z)1−2, and inserting the expressions for the Mandelstam
variables gives
dσqq¯R
dQ2
=
1
pi
σB αs CF
(∫
dφk1,k22
)
(1− )
(
4piµ2
Q2
)
z (1− z)1−2
Γ(1− )
×
∫ 1
0
dy [y(1− y)]−
[
2 z
(1− z)2 y (1− y) + (1− )
(
1− y
y
+
y
1− y
)
− 2 
]
. (3.38)
The collinear singularities in the limits θ = 0, pi (that is, the limits y → 0, 1) are now clear to see in the
integral over the angular variable.
To evaluate the integrals required we will make use of the β function
β(a, b) =
∫ 1
0
dy ya−1 (1− y)b−1 = Γ(a) Γ(b)
Γ(a+ b)
. (3.39)
The first integral evaluates to∫ 1
0
[y(1− y)]−
y (1− y) =
Γ2(−)
Γ(−2) = −
2

Γ2(1− )
Γ(1− 2) , (3.40)
where in the second equality we have used the relation
Γ(1− z) = −z Γ(−z) . (3.41)
The following two integrals can be seen to give the same result by the symmetry property of the β function
β(a, b) = β(b, a), so that each gives a contribution of∫ 1
0
[y(1− y)]− 1− y
y
=
∫ 1
0
[y(1− y)]− y
1− y = −
1

1− 
1− 2
Γ2(1− )
Γ(1− 2 ) , (3.42)
where in the third equality we have made repeated use of equation 3.41.
The same technique can be applied to the last remaining integral to give∫ 1
0
[y(1− y)]− = Γ
2(1− )
Γ(2− 2) =
1
1− 2
Γ2(1− )
Γ(1− 2) . (3.43)
Using these results on equation 3.38 we get
dσqq¯R
dQ2
=
1
pi
σB αs CF
(∫
dφk1,k22
)
(1− )
(
4piµ2
Q2
)
z (1− z)1−2
Γ(1− )
×
[
− 2 z
(1− z)2
2

Γ2(1− )
Γ(1− 2) − 2(1− )
(
1

1− 
1− 2
Γ2(1− )
Γ(1− 2 )
)
− 2  1
1− 2
Γ2(1− )
Γ(1− 2)
]
. (3.44)
Grouping all the terms that tend to unity in the limit → 0 into the function
D() :=
(
4piµ2
Q2
)
Γ(1− )
Γ(1− 2 ) (3.45)
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gives
dσqq¯R
dQ2
= − 1
pi
σB αs CF
(∫
dφk1,k22
)
(1− )D() z (1− z)1−2
× 2
[
2 z
(1− z)2
1

+
1

(1− )2
1− 2 + 
1
1− 2
]
= − 1
pi
σB αs CF
(∫
dφk1,k22
)
(1− )D() z (1− z)1−2
× 2

[
2 z
(1− z)2 +
(1− )2 + 2
1− 2
]
= − 1
pi
σB αs CF
(∫
dφk1,k22
)
(1− )D() z (1− z)1−2
× 2

[
2 z
(1− z)2 + 1 +
2 2
1− 2
]
(3.46)
Using l’Hoˆpital’s rule the last term in the square brackets can be seen to vanish in the d = 4 limit
(lim→0
(
2

2 2
1−2
)
= 0) and we will therefore neglect it from here on.
The qq¯ real emission contribution now has the simple form
dσqq¯R
dQ2
= − 1
pi
σB αs CF
(∫
dφk1,k22
)
(1− )D()
× 2

z
[
2 z (1− z)−1−2 + (1− z)1−2] . (3.47)
The pole in  we have here arose from the integrals over the angular variable and hence corresponds to a
collinear singularity.
So far this result is exact and no expansions about a small parameter have been made. However to reveal
full the pole structure in  we must expand about  = 0. Using the relation
a = e log a ' 1 +  log a , (3.48)
and
Γ(1− )
Γ(1− 2 ) ' 1− γE+
(
γ2E
2
− pi
2
4
)
2 , (3.49)
we have that to order 1
D() ' 1 + 
(
log 4pi − γE + log µ
2
Q2
)
. (3.50)
If inserted back into equation 3.47 this will contribute constant finite terms as well as producing a logarith-
mic scale dependence. Some of the constant finite terms may be omitted depending on the renormalisation
scheme used. We have shown the expanded form of this factor to illustrate its contribution to the differential
cross section but we will not use the expanded form in the following.
Our differential expression for gluon emission in equation 3.47 still contains a further divergence in the
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limit z → 1 when  = 0 which we will now deal with. To do this we will define a plus distribution as∫
dx f(x) [g(x)]+ =
∫
dx (f(x)− f(x0)) g(x) , (3.51)
where the function f(x) is finite everywhere in the region of integration and the function g(x) is singular at
x0. This allows us to rewrite an integral with a divergent integrand as∫
dx f(x) g(x) =
∫
dx [f(x)− f(x0) + f(x0)] g(x) =
∫
dx f(x) [g(x)]+ +
∫
dx f(x0) g(x) . (3.52)
What we gain by doing this is that the first term is now finite in the z → 1 (i.e. the soft gluon) limit, and if
the second term is simple enough to be integrated analytically in d dimensions (which it may be as f(x0) is
now a constant) it will contain the singularity as poles in , thus isolating the singular part of the integral.
In the case at hand our cross section is differential in Q2 and thus the corresponding integration over Q2
(from 0 to s, or in our choice of variables, over z, from 0 to 1) is divergent for the term proportional to
2 z (1− z)−1−2.
Applying the plus prescription to an integral of this form yields∫ 1
0
dz
f(z)
(1− z)1+2 =
∫ 1
0
dz
f(z)− f(1) + f(1)
(1− z)1+2
=
∫ 1
0
dz
f(z)
[(1− z)1+2]+
+
∫ 1
0
dz
f(1)
(1− z)1+2 . (3.53)
The integral in the second term can be evaluated analytically in d dimensions using equation 3.39 to give
f(1)
∫ 1
0
dz
1
(1− z)1+2 = f(1)
Γ(1) Γ(−2)
Γ(1− 2)
= f(1)
(
− 1
2 
)
, (3.54)
where in the second equality we have used Γ(1) = 1 and equation 3.41.
Using this result and the expansion
(1− z)−1−2 = 1
1− z e
−2 log(1−z)
' 1
1− z (1− 2 log(1− z) + O(
2)) (3.55)
we can rewrite equation 3.53 as∫ 1
0
dz
f(z)
(1− z)1+2 =
∫ 1
0
f(z)
[1− z]+ (1− 2 [log(1− z)]+) dz − f(1)
1
2
=
∫ 1
0
dz
f(z)
[1− z]+ − 2
∫ 1
0
dz f(z)
[
log(1− z)
1− z
]
+
− 1
2
∫ 1
0
dz f(z) δ(1− z) . (3.56)
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Working at the integrand level and neglecting the test function f(z) we can write
1
(1− z)1+2 =
1
[1− z]+ − 2
[
log(1− z)
1− z
]
+
− 1
2
δ(1− z) + O(2) , (3.57)
where it is understood that a convolution with a test function will take place later.
We now also expand the factor of z and the second term in equation 3.47 about  = 0 using equation 3.48
(to get z ' 1 +  log z and (1− z)1−2 ' (1− z)(1− 2 log(1− z))) and use the expansion
z(1− z)−1−2 = 1
[1− z]+ − 2
[
log(1− z)
1− z
]
+
− 1
2
δ(1− z) +  log z
1− z + O(
2) . (3.58)
Using these expansions, as well as equation 3.57 into our differential cross section (equation 3.47) we
obtain the well known result
dσqq¯R
dQ2
=
αS
pi
σB CF D()
[
2
2
δ(1− z)− 2

1 + z2
(1− z)+ + 4 (1 + z
2)
[
log(1− z)
1− z
]
+
− 2
(
1 + z2
1− z
)
log z
]
.
(3.59)
Note that the last term is in fact finite in the limit z → 1 so it does not require any regularisation
(limz→1(log z/(1− z)) = −1).
The contribution from gq → llq¯ (or equivalently gq¯ → llq by charge conjugation) can be obtained from
equation 3.33 by crossing symmetry, i.e. s→ u, t→ s, u→ t and multiplication by an overall minus sign [175]
dσgqR
dQ2
=
1
4
αS
pi
σB CF
[
[z2 + (1− z)2]
(
−1

Γ(1− )
Γ(1− 2) + log
(
Q2
4pi
(1− z)2
z
))
− 3
2
z2 + z +
3
2
]
(3.60)
Note that as expected, whereas the gluon emission has both soft and collinear (1/2) and collinear (1/)
singularities, the quark emission diagram only has a collinear singularity as the soft singularity is suppressed
by the fact that the (anti)quark spinor vanishes in the soft limit (e.g. u¯(p3)
p3→0−−−→ 0).
Also as expected the collinear singularities in the cross sections are proportional to standard splitting kernels
dσqq¯R
dQ2
⊃ Pqq(z) = CF 1 + z
2
(1− z)+ , (3.61)
dσgqR
dQ2
⊃ Pgq(z) = TF [z2 + (1− z)2] , (3.62)
where Pij(z) are the regularised four-dimensional Altarelli-Parisi splitting splitting kernels as defined in fig-
ure 4.1.
3.3.2 Virtual Contribution
The QCD virtual radiative corrections to Drell-Yan are given by the self-energy corrections to the incoming
quark(anti-quark) legs (with the corresponding wavefunction/field renormalisation), and the correction to the
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vertex. For a full derivation of the virtual contribution see [178].
Quark Self-energy Corrections
We will now compute the self-energy corrections to the incoming (anti)quark legs as shown in figure 3.4.
p
k
p− k
p
Figure 3.4: QCD self-energy corrections to the incoming (anti)quark propagator.
We begin by explicitly beginning to compute the loop integral involved. The quark self-energy contributions
have the form
δmq =
∫
ddk
(2pi)d
γµ (/p− /k) γµ
(k2 + i ) ((p− k)2 + i ) , (3.63)
where p is the external momentum and k is the loop momentum.
Using the relation γµ /a γ
µ = −2(1− )/a and the Feynman parametrisation
1
AB
=
∫ 1
0
dx
1
[Ax+B(1− x)]2 , (3.64)
with A = k2 and B = (p− k)2 = −2p · k + k2 this can be rewritten as
δmq = −2(1− )
∫
ddk
(2pi)d
∫ 1
0
dx
/p− /k
[k2 − 2k · xp]2 , (3.65)
which using the translational invariance of the integral10 to perform the substitution l = k− xp and eliminate
the gluon momentum gives
δmq = −2(1− )
∫
ddl
(2pi)d
∫ 1
0
dx
(1− x)/p− /l
[l2 + i ]2
(3.66)
= −2(1− )
∫
ddl
(2pi)d
1
[l2 + i ]2
(
1
2
/p− /l
)
(3.67)
where we have assumed massless quarks (p2 = 0).
The self-energy loop integral is therefore of the form
δmq =
∫
ddl
(2pi)d
1
(l2)2
. (3.68)
10For a review of the properties and techniques used to evaluate Feynman integrals see e.g. [179].
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This integral can be argued to vanish since the integrand is a Lorentz scalar so the result must be propor-
tional to something with the same Lorentz structure but the only scale available is p2 = 0, and indeed this is
a valid statement if the quark self-energy is considered with no regard to the rest of the NLO corrections and
their renormalisation. Within this interpretation the quark self-energy can be argued to vanish and, though
we omitted to include it, the UV pole existing in the vertex correction can be assumed to be renormalised
separately.
However a more consistent view of the singularity cancellation and renormalisation can be taken if the
quark self-energy singularity structure is pulled apart, and the full pole structure (including the UV pole) of
the vertex correction11 are considered.
In this case the vertex correction from equation 3.75 contains a UV pole 1/UV, and the singularity structure
of the self-energy loop integral can be teased apart as follows.
Using a Wick rotation such that ddl → iddl and integrating over the spherical component, dΩd, of the
measure ddl = ld−1 dΩd dl gives
δmq =
∫
ddl
(2pi)d
1
(l2)2
= i
∫
1
(2pi)d
dΩd
∫ ∞
0
ld−1
l4
dl (3.69)
=
(
i
(2pi)d
2pi
d
2
Γ(d/2)
) ∫ ∞
0
ld−5 dl . (3.70)
Integrating the angular part in d = 4 gives a constant factor of i8pi2 which we shall ignore, whilst the radial
part evaluated in d dimensions gives ∫ ∞
0
ld−5 dl =
1
d− 4
[
ld−4
]∞
0
, (3.71)
where the upper limit can only be evaluated if d < 0, and the lower one if d > 0. We therefore split the
integral as ∫ ∞
0
ld−5 dl =
∫ Λ
0
ld−5 dl︸ ︷︷ ︸
d=4−2IR, IR<0
+
∫ ∞
Λ
ld−5 dl︸ ︷︷ ︸
d=4−2UV, UV>0
, (3.72)
with the sign of  and therefore d set accordingly for each term.
These integrals give∫ Λ
0
ld−5 dl = − 1
2IR
Λ−2IR = − 1
2IR
e−2IR log Λ ≈ − 1
2IR
+ log Λ , (3.73a)∫ ∞
Λ
ld−5 dl =
1
2UV
Λ−2UV =
1
2UV
e−2UV log Λ ≈ 1
2UV
− log Λ , (3.73b)
11a standard but incomplete form of which is presented in equation 3.75.
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such that ∫ ∞
0
ld−5 dl =
1
2UV
− 1
2IR
. (3.74)
It is here where one may choose how to proceed, with all choices being equivalent as long as they are
carried out consistently. The poles in the above expression can be straight away argued to cancel against each
other, in which case the self-energy of the massless quark vanishes as expected from dimensional arguments,
and the vertex correction can undergo renormalisation to remove its UV pole. Or instead one may define the
self-energy renormalisation counterterm (which is also equal to the vertex correction counterterm) to cancel
exactly the two poles in equation 3.74, in which case when used as the vertex correction counterterm it will
also cancel the UV pole there (as well as give a contribution to its IR single pole).
Care must therefore be taken to ensure consistency, and both the loop corrections and their corresponding
counterterms should be defined ensuring to fully account for the singularity structure of the entire virtual
contribution. Indeed the vertex correction stated in equation 3.75 omits the UV pole and already contains the
single IR pole contribution which would be obtained from the counterterm built from equation 3.74, as this
result is commonly quoted.
Vertex Correction
The vertex correction is both IR and UV divergent. However the UV divergences cancel by a Ward identity
guaranteeing that EW couplings are not renormalised by QCD corrections at one loop, therefore all the
divergences are of IR origin.
The vertex correction to Drell-Yan can be shown to be
dσV
dQ2
=
αS
pi
σB CF D() δ(1− z)
[
− 2
2
− 3

− 8 + 2pi
2
3
+O()
]
, (3.75)
where the double pole corresponds to a soft and collinear singularity whilst the single pole is a purely collinear
singularity.
3.3.3 Mass Factorisation
So far we have worked at the partonic level and have neglected the convolution required with with parton
distribution functions (as shown in equation 2.22) to properly account for the resummation of collinear loga-
rithms and the probability of each possible initial state being obtained from a hadron at a given energy, which
are both required to produce a well defined observable.
The sum of the NLO contributions to the partonic cross section leads to the cancellation of soft and
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collinear singularities, but for processes with initial-state partons collinear singularities will remain. Given that
observables must be finite and the hadronic cross section is computed via equation 2.22 this implies the parton
distribution functions at NLO must also be singular, and must contain exactly the same collinear singularities
as those remaining after the sum of real and virtual contributions to the partonic cross section.
We now derive the form of the singularity structure of the parton distribution functions at NLO required to
cancel the collinear poles remaining in the partonic amplitude and show that the source of these singularities is
in fact the corresponding NLO corrections to deep inelastic scattering (DIS) from which the parton distribution
functions are inferred.
Let us assume that the parton distribution functions, fi(z) (where we momentarily neglect the dependence
on Q2 they acquire at NLO) can be renormalised by a convolution with a singular transition function, Γij(z)
as
f reni (η) =
∫ 1
0
dz
∫ 1
0
dx fj(x) Γji(z) δ(η − xz) (3.76)
=
∫ 1
η
dz
z
fj(η/z) Γji(z) , (3.77)
where i, j label the partons involved, and where we have defined the momentum fraction of the emitting
parton as η = x z, where x is the LO momentum fraction of the parton with respect to the hadron momenta
and z is the momentum fraction left to the emitting parton after the emission.
A transition function Γfi(z), fi ∈ {qq, gg, qg, gq} is a probability density (in z, i.e. the probability in
[z, z + dz]) that a parton i = q, q¯, g with momentum p after an emission will become a parton f .
These same transition functions must yield the collinear singularity structure left over in the partonic cross
section, so that a convolution with these same transition functions must give the singular partonic cross section
dσik(s) =
∫ ∫
dz1dz2 Γij dσ
ren
jl (z1z2s) Γlk (3.78)
where for example η1 = x1z1.
We can then write an equation for the hadronic cross section equivalent to equation 2.22 but where all
the ingredients are renormalised, finite, and numerically computable
dσH =
∑
i,j
∫
dη1dη2 f
ren
i (η1, µF ) f
ren
j (η2, µF ) dσ
ren
ij (η1η2S, µF , αS(µR)) . (3.79)
Note that inserting the definition for the renormalised parton distribution functions (equation 3.76) into
this equation and performing the integrations over η using the corresponding delta distributions (so that these
integrals reduce to a factor of 1) and identifying equation 3.78 in the result returns the original relation for the
hadronic cross section in terms of unrenormalised quantities (equation 2.22), proving that these two relations
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are equivalent.
In order to derive the form of the hadronic cross section order by order in perturbation theory we now
assume that both the transition functions and the singular and renormalised partonic cross sections have a
well defined perturbative expansion of the form of equation 3.1
dσ =
∞∑
n=0
αnS dσ
(n) , (3.80a)
dσren =
∞∑
n=0
αnS dσ
(n)
ren , (3.80b)
Γij(z) = δijδ(1− z) +
∞∑
n=1
αnS Γ
(n)
ij (z) , (3.80c)
where the first term in the transition function accounts for the possibility of no parton emission (i.e. the
infinitely soft emission limit, z = 1).
To first order in αS the transition functions have the form
Γ
(0)
ij (z) + αSΓ
(1)
ij (z) = δijδ(1− z)−
αS
pi
2

(
4piµ2
Q2
)
Pij(z) , (3.81)
where Pij(z) is a regularised splitting function in four dimensions (see figure 4.1). Note that analogously to
equation 3.45, the factor (µ2/Q2) will, upon expansion about  = 0, give a logarithmic contribution.
Performing these expansions to order αS and inserting them into equation 3.78 for the partonic cross
section gives
dσ
(0)
il + αS dσ
(1)
il =
∫ ∫
dz1dz2
[(
δijδ(1− z1) + αS Γ(1)ij (z1)
)
×
(
dσ
ren (0)
jk + αS dσ
ren (1)
jk
)
×
(
δklδ(1− z2) + αS Γ(1)kl (z2)
)]
, (3.82)
where for example Γ
(1)
kl=qg(z) is the NLO (O(αS)) correction to the quark parton distribution function from
initial state gluons (i.e. the gl→ qq¯l contribution to the NLO corrections to deep inelastic scattering).
To O(αS) this gives
dσ
(0)
il + αS dσ
(1)
il =
∫ ∫
dz1dz2
[
δij δ(1− z1) dσren (0)jk δkl δ(1− z2)
+αS δij δ(1− z1) dσren (1)jk δkl δ(1− z2)
+αS Γ
(1)
ij (z1) dσ
ren (0)
jk δkl δ(1− z2)
+αS δij δ(1− z1) dσren (0)jk Γ(1)kl (z2)
]
. (3.83)
Performing the integrations over delta distributions, keeping only the NLO (O(αS)) terms and rearranging
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to find the renormalised, finite partonic cross section gives
dσ
ren (1)
il = dσ
(1)
il −
∫
dz1 Γ
(1)
ij (z1) dσ
ren (0)
jl −
∫
dz2 dσ
ren (0)
ik Γ
(1)
kl (z2) . (3.84)
The collinear singularities remaining after the sum of real and virtual contributions will therefore be cancelled
by terms consisting of a convolution of a singular transition function with the LO partonic cross section, one
for each incoming parton.
Since parton distribution functions are obtained from DIS, these collinearly divergent transition functions
are in fact the NLO corrections to DIS. The convolution of each of these NLO parton distribution functions
(one for each incoming parton) with the LO partonic cross section (for any given perturbatively calculable
observable, not just Drell-Yan) hence provides the required cancellation of remaining singularities yielding a
consistently renormalised observable (provided everything is computed consistently in the same renormalisation
scheme, and to the same fixed order in the coupling).
Note that the factorisation of collinear singularities from both DIS and the process in question is what
allows parton distribution functions from DIS to be used to compute any process, and which allows for the
exact cancellation of singularities.
The cancellation between the collinear singularities left over after the combination of real emission and
virtual contributions of the NLO corrections to DIS and Drell-Yan can be seen explicitly. The sum of the
real and virtual contributions for the initial-state gluon contribution to DIS generates a NLO quark parton
distribution function of the form [175]
q(x, µ2F ) = q0(x)
+
αS
4pi
CF
1
1− 
∫ 1
x
dy
y
g(y)[
[z2 + (1− z)2]
(
−1

Γ(1− )
Γ(1− 2) + log
(
µ2F
4pi
1− z
z
))
+ 6 z (1− z)
]
, (3.85)
where we have introduced the factorisation scale, µF as the virtuality at which the NLO correction to DIS is
calculated, and which will later be seen to be a scale up to which the NLO parton distribution functions sum
collinear logarithms.
If we compute the Born level hadronic cross section inserting equation 3.14 into equation 2.22 (but with
only LO parton distribution functions)
σB =
4pi α2Qf
9 s
(1− )D()
∫ 1
0
dx1dx2 [q(x1) q¯(x2) + q(x2) q¯(x1)] , (3.86)
we see that taking only the O(αS) term from each of the products of the parton distribution functions this
equation is exactly of the form of equation 3.84 that is required to renormalise the partonic cross section.
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Replacing for example q¯(x2) with the NLO parton distribution function from equation 3.85 and taking only
the O(αS) term gives
−
∫
dz Γ(1)(z) dσren (0) ⊂ −αS
4pi
CF σB
∫
dx1
∫
dx2 q(x1) g(x2)
×
[
[z2 + (1− z)2]
(
−1

Γ(1− )
Γ(1− 2) + log
(
µ2F
4pi
1− z
z
))
+ 6 z (1− z)
]
. (3.87)
If we now consider one of the two terms in the convolution of LO parton distribution functions with the
NLO gq contribution to Drell-Yan from equation 3.60 to give the hadronic Drell-Yan cross section this gives
dσgq HR
dQ2
=
αS
4pi
CF σB
∫
dx1
∫
dx2 q(x1) g(x2)[
[z2 + (1− z)2]
(
−1

Γ(1− )
Γ(1− 2) + log
(
Q2
4pi
(1− z)2
z
))
− 3
2
z2 + z +
3
2
]
. (3.88)
As expected from equation 3.84, we see that the remaining collinear pole cancels in the sum between these
two contributions, and we are left with a finite total hadronic cross section as desired.
3.3.4 The Full NLO Cross Section
Schematically, the singularity structure from the previous sections was of the form
δmq,q¯ = 0 (for massless quarks) ,
dσqq¯R ⊃ −
1
IR
,
1
2IR
,
dσgq,gq¯R ⊃ −
1
IR
,
dσvertexV ⊃ −
1
2IR
(UV finite by a Ward identity) , (3.89)
σB × q(1)(x, µ2F ) ⊃
1
IR
,
σB × q¯(1)(x, µ2F ) ⊃
1
IR
,
where f (1)(x, µ2F ) are the NLO corrections to the parton distribution functions (computed from the corre-
sponding NLO correction to DIS). The mutual cancellation of all the divergences between the contributions
to the hadronic cross section is hence apparent.
This cancellation can in fact be shown to hold generally, order by order. This was first proven in the context
of soft final state singularites in Abelian gauge theories (namely QED) by Bloch and Nordsieck in 1937 [180].
This theorem proves that soft infrared singularities (no purely collinear singularities exist as they dealt with
the case of massive fermions) from photon radiation off final state massive fermions cancel when a sum over
all the soft unobserved photons is performed.
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A generalisation of this theorem to both soft and collinear singularities (i.e. for emission off massless
particles), for non-Abelian theories, and both for emission off initial and final state singularities was proven by
Kinoshita, Lee and Nauenberg [181,182], we will from here on refer to this result as the KLN (Kinoshita-Lee-
Nauenberg) theorem. This theorem broadly states that soft and collinear divergences cancel in the sum over
degenerate (experimentally indistinguishable) initial and final states.
This cancellation is in fact only guaranteed to happen for infrared safe observables, which are constructed
to be insensitive to soft and collinear emissions (which are hence integrated over and provide the cancellation
with the virtual contribution) and whose technical definition we defer to section 3.4 (equation 3.96).
3.3.5 The Running Strong Coupling
Though we have so far not discussed it, to obtain a consistent NLO result the strong coupling, αS , used in
the calculation must be formally at least of the same order as the rest of the calculation, i.e. we must use the
one-loop (O(α2S), but this is the LO result for the running coupling) running coupling evaluated in the MS
scheme (the one-loop running coupling is in fact renormalisation scheme-independent at this order, though at
higher orders –three loops onwards– it will not be)
αS(Q
2) =
1
β0 log
(
Q2
ΛQCD
) , (3.90)
where β0 = (11CA − 2Nf )/12pi and ΛQCD ≈ 200 MeV corresponds to the Landau pole of QCD, the exact
value depending on the number of quark flavours, Nf considered
12.
For Drell-Yan the NLO partonic cross section, parton distribution functions and coupling constant are all
the ingredients needed for a fully NLO prediction13.
However if the final state being computed included particles which are themselves charged under the group
whose coupling we’re expanding with respect to, this would require further calculations of emission (and
virtual) corrections off the final state legs (or NLO corrections to their decay rates if they are unstable) and
possibly also the usage of fragmentation functions (the equivalent of parton distribution functions, but for
final states).
For the full hadronic NLO cross section for Drell-Yan see for example equations 9.5 and 12.3 in [175].
12To two-loop accuracy (though the exact form of the result depends on how the perturbative series is truncated) the strong
coupling is given by αS(Q
2) = 1
β0 log
(
Q2
ΛQCD
) − β1
β30
log log
(
Q2
ΛQCD
)
log2
(
Q2
ΛQCD
) where β1 = (17C2A − 5CANf − 3CF Nf )/24pi2. The
running of the strong coupling is currently known to 4 loops.
13Here and henceforth when we mention NLO accuracy it is understood that this is for processes sufficiently inclusive for this
to be the case, i.e. in the case of Drell-Yan for processes exclusive in one or two leptons, but inclusive in everything else. The
computation carried out in the previous sections which we referred to as NLO will in fact only be LO if for example the observable
under consideration requires two leptons and a jet.
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3.4 Notation
For the discussions in the remaining sections of this work we will work with the following notation to allow
the clearest possible discussion of the NLO corrections and how their inclusion within a parton shower, which
we perform in this work, is carried out.
The ’0’ subscript will be used to denote matrix elements squared which contain divergences, with their
finite versions lacking the subscript.
The matrix elements squared themselves will be denoted using calligraphic font and will always be av-
eraged(summed) over incoming(outgoing) spin and colour, unless otherwise stated. The flux factor 1/(2 s)
where s = (pa + pb)
2 for the amplitudes with Born kinematics, or 1/(2 p2) for p2 = (p1 + p2)
2 for amplitudes
involving real emission (where pa, pb denote the incoming partonic momenta and p1, p2 denote momenta of
the outgoing colour-singlet states) will also always be assumed. For example
B = 1
Sa
1
Sb
1
Ca
1
Cb
1
Nsymm
1
2s
∑
spin
∑
colour
|MB |2ij , (3.91)
corresponds to the Born amplitude, where Sa,b and Ca,b are the number of spin and colour degrees of freedom
of the incoming partons, 1/Nsymm is the symmetry factor for final states with identical particles and we have
omitted the i, j labels for the flavours of the incoming partons on the left hand side.
The product of parton distribution functions will be absorbed into the function
L(xa, xb, µF ) = fLO(NLO)i (xa, µF ) fLO(NLO)j (xb, µF ) , (3.92)
where we suppress the partonic flavour labels on the left-hand side and use LO or NLO PDF sets as appropri-
ate14. The arguments of the L function may be suppressed where they are clear from context, and notation
on the partonic momentum fractions in the argument may be implied if used on the L . When convoluted
with a matrix element squared the sum over all the relevant partonic flavours will also be understood.
Where the arguments of the L function are clear from context it may be subsumed into the matrix element
squared, which is then no longer written in calligraphic font, for example
V = L(xa, xb, µF )V . (3.93)
The measure over the Born phase space, Φn, will be denoted as
dΦn = dxa dxb dφn(p1, . . . , pn) , (3.94)
where dφn is the general phase space as defined in equation 3.4. The real emission phase space will be denoted
14The strong coupling, αS , used in the calculation of the matrix elements must also be chosen appropriately to the fixed-order
accuracy desired, with the one-loop result being the minimum required for NLO cross sections.
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dΦn+1 and will be given by the equivalent expression with the replacement n→ n+ 1.
In this notation the Born hadronic cross section for example can be written as
dσB = f
LO(NLO)
i (xa, µF ) f
LO(NLO)
j (xb, µF )
1
Sa
1
Sb
1
Ca
1
Cb
1
Nsymm
1
2s
∑
spin
∑
colour
|MB |2ij dΦn , (3.95a)
= L(xa, xb, µF )B dΦn , (3.95b)
= B dΦn . (3.95c)
All observables, O, considered will also be assumed to be infrared safe as defined in equation 3.96 such
that the observable as applicable to events with n+ 1 kinematics reduces to its equivalent for n kinematics in
the soft and collinear limits of any two colour-connected partons. In the notation defined here15
O(Φn+1) = O(p1, p2, . . . , pi, λ pj , . . . , pn+1) −→
λ→0
O(Φn) = O(p1, . . . , pi, . . . , pn) ,
O(Φn+1) = O(p1, p2, . . . , pi, pj , . . . , pn+1) −→
pi‖pj
O(Φn) = O(p1, . . . , pi + pj , . . . , pn) . (3.96)
The expectation value for any given observable satisfying this requirement is then given by its convolution
(with its kinematic-dependent n or n+1 form being chosen appropriately to match the phase space) with each
matrix element contributing to the differential cross section, for example at the Born level the expectation
value of an observable is given by
〈O〉 =
∫
BO(Φn) dΦn . (3.97)
3.5 Numerical Calculation of NLO Amplitudes
Schematically, using the notation defined in section 3.4 a NLO calculation has the form
dσNLO = B dΦn + V0 dΦn + R0 dΦn+1 + Ga 0 dΦn + Gb 0 dΦn︸ ︷︷ ︸
For ISR only
, (3.98)
where the individual contributions are the Born, virtual, real emission, and the collinear remnant contributions
generated by initial-state radiation (ISR) from each of the incoming partons, a and b. As discussed in
section 3.3.3 on mass factorisation, these left-over singularities are generated from initial-state radiation only,
not from final-state radiation, and ultimately cancel with corresponding singularities in the NLO PDFs leaving
only a finite remainder with Born kinematics, as described in detail in section 3.3.3.
15Observables will further be assumed to vanish in the limit of in which two singular regions may overlap. This may happen for
example when the Born-level process itself contains singular limits (as is the case for example when the Born process considered
is Z + jet) so that an IR singular limit from an additional emission will reduce to a splitting function times the Born process,
which itself may be in a singular region. This will not be an issue for us as all processes we consider are finite throughout the
phase space at the Born level.
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When computing the total, fully-inclusive NLO cross section the integrals may be amenable to analytic
integration as exemplified in chapter 3. However, when required to compute observables by convolving each
contribution with them, and in the presence of integration bounds set by elaborate experimental cuts (which
are subsumed into the observable if imposed at the analysis level, or into the integration bounds if imposed
at the event generation level) as
〈O〉 =
∫
BO(Φn) dΦn +
∫
V O(Φn) dΦn +
∫
RO(Φn+1) dΦn+1
+
∫
GaO(Φn) dΦn +
∫
GbO(Φn) dΦn , (3.99)
these integrals are no longer analytically tractable and must be performed numerically.
However, not only are several contributions to the cross section individually divergent, but this comes with
the additional complication that the separately divergent contributions from the real emission and virtual parts
are integrated over different phase spaces (n+ 1- and n-body phase space, respectively). So that in order to
ensure their divergences cancel either the possibility to perform analytic integration over the singular soft and
collinear regions must be restored, or a way must be found to embed both of these contributions into the same
integrand so the cancellation can happen numerically, or some combination of these two techniques must be
used.
We also note that as discussed in chapter 3 the singularities in NLO calculations can be of both ultraviolet
and infrared origin, with those of ultraviolet origin necessarily residing in the unrestricted loop momentum
integrals in the virtual contribution. We outline how the cancellation of these UV-divergent loop contributions
occurs in section 3.3.2.
To numerically compute NLO amplitudes containing IR divergences there exist three well known techniques:
phase space slicing, judicious use of plus prescriptions, and subtraction methods. In the following sections we
discuss the two latter ones as we make use of these in the present work.
3.5.1 Plus-Prescription Subtraction
In chapter 3 (and more in detail in section 3.3.1) we have already reviewed how the plus distribution as defined
in equation 3.51 can be used to isolate the pole structure of a divergent integral by separating it into a finite
part and an analytically solvable singular integral which gives the pole structure. This method is generally
applied to extract the pole structure from the real emission contribution, which can then be cancelled against
that from the virtual correction leaving only a finite correction.
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3.5.2 Subtraction Methods
The most commonly used methods to numerically integrate NLO amplitudes currently in use are the subtraction
methods. They have an advantage over the phase space slicing method in that they make no use of soft
or collinear approximations to the amplitudes, and they introduce no unphysical cut-off scales of any kind.
There are two formulations of this method, one proposed by Catani and Seymour [183] (and concisely reviewed
in [184]), which we will from here on refer to as dipole subtraction, and another formulated by Frixione, Kunszt
and Signer [185, 186]. We will focus on the former as this is the method chosen for our implementation.
Subtraction methods rely on the factorisation of QCD amplitudes in the soft and collinear limits (as we have
discussed in sections 2.1.1 and 4.4). This implies that the infrared singularity structure of these amplitudes at
the NLO level is universal, and that in the soft and collinear limits they can always be factored into a Born-
level amplitude (that is, the real emission amplitude minus an emission) and a universal (process independent)
factor which contains the soft and collinear limits.
Absorbing for now any possible observable under consideration (or equivalently an identity operator to
obtain the total cross section) into the relevant amplitude, for example BO(Φn) −→ B (with the amplitude
as defined in equation 3.91) we can schematically write the singularity structure of the real emission amplitude
as
C(d) =
∑
i
B(4) ⊗ V(d)i , (3.100)
where Vi schematically denotes what is known as a dipole splitting function/operator
16 and the ’⊗’ symbol
here denotes a convolution with the dipole’s phase space and the inclusion of the dipole in the sum over spin
and colour.
These operators can be shown to reduce to the appropriate forms in the soft and collinear limits (equa-
tions 4.22 and 2.19, respectively; see sections 4.2 and 4.3 and the discussion between equations 5.11 and
5.15 of the arXiV version of the original paper [183]) as expected, and hence can be used to subtract the IR
singularities as desired17.
The combination
Dij, k = B(4) ⊗ V(d)ij, k , (3.101)
16Explicit forms for the splitting functions we will require will be given in due course. More generally these are operators in
helicity space, Vij, k, with dependence on the helicity of the partons ij and k, however once projected (sandwiched) onto a given
helicity configurations they are nothing but function of a single Lorentz scalar variable.
17Note however that unlike the splitting kernels J2(k) and Pab(z) defined in the exact soft and collinear limits, the splitting
operators Vab,i have a dependence on the kinematic mapping required for the phase space factorisation of the dipole phase space
and hence have a different form for initial-initial, final-final, or initial-final dipoles.
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defines what is known as a dipole. The sum over the possible dipoles for a given Born configuration encapsulates
the full IR-singular behaviour of the QCD amplitude18, such that
C =
∑
j
∑
k 6=j
Dij, k . (3.102)
By the KLN theorem this is also the singularity structure of the virtual contribution, with which it will
cancel upon summing (after analytically integrating the dipole over the soft/collinear emission of the dipole,
see equation 3.10319).
A dipole consists of three partons labelled as the emitter, the emitted, and the spectator20. The first two
are intuitively clear to identify, and the spectator is the parton to which the emitted parton is colour-connected.
Each dipole corresponds to a different (soft or collinear) kinematic configuration of the n+ 1-body amplitude,
and is therefore effectively an n-body kinematics amplitude times an eikonal or collinear splitting function with
its corresponding 2-body phase space. Hence a sum over all dipoles is required to retain the full singularity
structure of the amplitude.
Kinematic mappings (which must preserve momentum conservation and the on-shell condition for external
partons) are therefore required to map the n+ 1-body real-emission phase space into an n-body Born config-
uration to which it is degenerate in a particular singular limit, and the phase space which the dipole must be
integrated over, producing the dipole factorisation shown in equation 3.100.
We will further write the (analytically performed) integral of the dipole over the emission as21
I() =
∑
i
∫
1
V
(d)
i , (3.103)
such that ∫
n+1
C(d) =
∑
i
∫
n
B(4) ⊗
∫
1
V
(d)
i
=
∫
n
[B(4) ⊗ I()] . (3.104)
where  denotes the standard dimensional regularisation parameter. This is known as the insertion operator22.
The factorisation of the counterterms in equation 3.104 into the Born and the dipole contribution is possible
thanks to both soft and collinear factorisation of the amplitudes as well as a factorisation of the phase space
into that of the Born process and that of the singe emission which is made possible by a kinematic mapping.
Each type of dipole therefore requires its own type of kinematic mapping of the momenta it is evaluated with
18Assuming it is everywhere finite at the Born level, as is the case for all cases we consider.
19See equations 5.28, 5.32-34 of the arXiV version of the original paper [183] for proof.
20In equation 3.102 the parton j denotes the emitter, i the emitted parton, and k the spectator parton.
21We will from here on denote the dimensionality of the phase space being integrated over by a subscript under the corresponding
integral, for example
∫
dΦ1 −→
∫
1.
22It is in principle an operator in colour space as it includes colour generators.
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to guarantee this factorisation and such a mapping must be specified and applied correspondingly with each
dipole for the method to work.
To construct the full set of required dipoles for a given process one therefore requires the correct type of
dipoles, as grouped by whether it is initial- or final-state partons which are colour-connected to the emission,
as shown in table 3.1, where we have used superscript a, b to denote partons in the initial state, subscript i, j
to denote partons in the final state, i is always the emitted parton, and we have used a comma to separate
the emitter and the emitted parton from the spectator if they are all superscript or subscript.
Initial state spectator Final state spectator
Initial state emitter Dai,b Daij
Final state emitter Daij Dij,k
Table 3.1: Classification of dipoles.
As mentioned, each possible type of dipole will also require its own set of n+1→ n kinematic mappings as
defined in [183], and the sum over all possible spectator partons must be taken for emission from all possible
external partons.
The universality of the dipoles (and therefore also of their integrated form) implies they need to be
calculated only once and once their form is known they can be applied generally to any NLO QCD amplitude.
The form of such dipoles and insertion operators is given in the original paper [183].
With these definitions we can now write the relation for an observable at NLO accuracy where each
contribution is separately finite and therefore numerically computable as
σNLO =
∫
n
B +
∫
n
V0 +
∫
n+1
C(d) +
∫
n+1
(
R(d)0 − C(d)
)
. (3.105)
Since the counterterm and the real emission terms act on the same phase space and possess the same
singularity structure (by definition of the counterterms), the last integrand is therefore finite and can be
directly evaluated numerically in d = 4. The compensating counterterm in the third term is by contrast kept
in d = 4− 2 dimensions and combined with the virtual contribution using equation 3.104, giving
σNLO =
∫
n
B + V0 + [B(4) ⊗ I()]︸ ︷︷ ︸
finite
∣∣∣∣∣
=0
 + ∫
n+1
R(4)0 − C(4)︸ ︷︷ ︸
finite
 , (3.106)
where all integrals are now finite and numerically computable, and we have specified  = 0 where any IR poles
should have already cancelled but any remaining terms of order , 2 or higher are dropped to recover the
d = 4 limit.
For processes involving initial-state radiation the form of the dipoles changes, the kinematic mappings
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required change, the PDFs must now be taken into consideration (as they are required for mass factorisation),
and the NLO cross section acquires extra terms corresponding to the collinear remnants as
σNLO =
∫
n

B + V0 + [B(4) ⊗ I()] + ∫ 1
0
dz Ga 0(z) +
∫ 1
0
dz Gb 0(z)︸ ︷︷ ︸
finite

∣∣∣∣∣
=0

+
∫
n+1
(
R(4)0 − C(4)
)
︸ ︷︷ ︸
finite
, (3.107)
but the essence of the dipole subtraction procedure is unaltered.
The precise form of all dipoles and their corresponding kinematic mappings and integrals can be found in
table C.1 of the original paper [183].
3.5.3 The Implementation of Dipole Subtraction
Having defined the general framework of dipole subtraction we now describe its implementation as relevant to
the processes computed in this work.
The components required for the dipole-subtracted numerical NLO computation are:
• the initial emitter-initial spectator dipoles, Di (equation 3.100), for the numerical subtraction of the real
emission IR singularities, with their corresponding kinematic mappings of –in this case, all– final state
momenta;
• the analytic form of the d = 4 − 2 subtraction term integrated over the phase space of the single
emission (that is, the insertion operator I() from equation 3.103);
• the finite collinear remnants with Born kinematics, computed consistently in the same renormalisation
scheme as the rest of the amplitude (the MS scheme here).
All these must be computed for a generic process with two initial-state partons and no other external legs
with colour charge (in the cases relevant to us, with channels qq¯, gq and gq¯).
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The Dipoles
For radiation involving an initial-state emitter as well as an initial-state spectator23 where no other partons
exist, as discussed in section 3.5.2 the Catani-Seymour dipole subtraction method specifies dipoles of the form∣∣∣M(n+1)ab; i (pa, pb; {pf})∣∣∣2 −→
soft(collinear)
∑
a
∑
b 6=a
V ai, b(xi, ab)
 ∣∣∣M(n)ab (p˜ai, pb; {p˜f})∣∣∣2 , (3.108)
where a and b denote the emitter and spectator initial state partons respectively, i labels the emitted parton,
and the tilde denotes momenta after the required kinematic mapping for the dipoles required. Note that the
momentum of the spectator parton is unchanged by the kinematic mapping.
More generally, the right hand side of equation 3.108 is the sum over the all the relevant dipoles which are
given in general at the operator level (Ta are operators over the colour space and the dipole splitting operators
Vai, b are operators over helicity space) by
Dai, b(pa, pb; p1, . . . , pn+1) = − 1
2 pa · pi
1
xi, ab
×
〈
a˜i, b; 1˜, . . . , n˜+ 1
∣∣∣ Tb ·Tai
T2ai
Vai, b
∣∣∣a˜i, b; 1˜, . . . , n˜+ 1〉
n, ab n, ab
,
(3.109)
where the bras and kets denote states of definite momentum, colour charge and helicity. The subscript n, ab
denotes the Born configuration with initial partons a, b, where the would-be emitter parton a is replaced by
ai, with the rescaled momentum
p˜µai = xi, ab p
µ
a , (3.110)
where the variable
xi, ab = 1 − pi · pa + pi · pb
pa · pb , (3.111)
has been defined.
Defining the four-momenta
Kµ = pµa + p
µ
b − pµi , (3.112a)
K˜µ = p˜µai + p
µ
b , (3.112b)
all the final-state momenta (colour-charged or otherwise) are mapped as
k˜j = k
µ
j −
2 kj · (K + K˜)
(K + K˜)2
(K + K˜)µ +
2 kj ·K
K2
K˜µ , (3.113)
23Which is the case relevant in the processes we consider, and which we denote as an initial-initial configuration for brevity.
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where this transformation can be shown to correspond to a Lorentz transformation.
The action of the dipole splitting operator on the helicity states for the q(q¯) → q(q¯)g and g → q¯q
initial-state splittings of interest to us give24
〈s|Vqagi, b(xi, ab) |s′〉 = 8piµ2αSCF
[
2
1 − xi, ab − (1 + xi, ab) −  (1 − xi, ab)
]
δs s′ ,
〈s|Vgaq¯i, b(xi, ab) |s′〉 = 8piµ2αSTR [1 −  − 2xi, ab (1 − xi, ab)] δs s′ , (3.114)
where the s, s′ denote the spins of the fermions and the d = 4,  → 0 limit is taken for the computation of
the dipoles.
Given that we deal with configurations with npartons ≤ 3 the projection of the colour operators gives
a scalar in colour space (a function of Casimir invariants) which can be factorised out of the sandwich in
equation 3.109 as a simple prefactor multiplying the Born amplitude.
The expectation value of a colour charge operator for the emission of a gluon with colour (adjoint) index
c off a parton a is given by
〈c1, . . . , ca, . . . , cn| Ta |c′1, . . . , c′a, . . . , c′n〉 = δc1 c′1 . . . tcca c′a . . . δcn c′n (3.115)
where tcαβ is the Gell-Mann matrix representation of SU(3) for an outgoing quark
25 or incoming anti-quark,
−(tc)T = −(tc)∗ (Gell-Mann matrices are Hermitian) are the colour matrices used for an incoming quark or
outgoing anti-quark, and −ifabc for incoming or outgoing gluons26.
Using this formalism we have that,
T2i |c1, . . . , ci, . . . , cn〉 = CR(i) |c1, . . . , ci, . . . , cn〉 . (3.116)
For two coloured states,(∑
a
Ta
)2
|a, b〉 = (Ta + Tb)2 |a, b〉 = 0 (3.117)
⇒ Ta ·Tb |a, b〉 = −T2a |a, b〉 = −T2b |a, b〉 = −CR(a) |a, b〉 = −CR(b) |a, b〉
where CR(a) is the Casimir invariant of the parton a transforming under the representation R of SU(3)
27 and
24We will in fact always deal with the unpolarised (spin-averaged) dipole splitting functions,〈
Vai, b
〉
spin
=
1
ns
∑
s, s′
Vai, b ∝ 1
ns
∑
s, s′
δs s′ = 1 ,
as we work only with hadron-hadron processes with unpolarised beams. We can therefore make the replacement δs s′ → 1 in
equation 3.114 and no spin dependence remains.
25For radiation from quarks α labels the external leg quark and β labels the quark attached to the hard interaction. We will
now continue to omit the colour matrix indices as we have consistently done so far.
26a denotes the external leg gluon and b the gluon in the hard interaction.
27Recall CF =
N2C−1
2NC
and CA = NC (where NC = 3 is the number of colours) for emission off partons transforming under
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we have used the colour-conservation relation
∑
i Ti |a, b〉 = 0, as all colour states we use are colour singlets
by definition.
Applying equations 3.114, 3.116 and 3.117 to the initial-initial dipole definition (equation 3.109) gives us
the dipoles we require as
Dqg, q¯ = 8pi
2 p˜qg · pg αS CF
[
2
1 − xg, qq¯ − (1 + xg, qq¯)
]
B(p˜qg, pq¯; k˜1, . . . , k˜n) , (3.118a)
Dgq, q = 8pi
2 p˜gq · pq αS TR [1 − 2xq, gq¯ (1 − xq, gq¯)] B(p˜gq, pq¯; k˜1, . . . , k˜n) , (3.118b)
where in agreement with the notation set out in section 3.4 (and equation 3.91 in particular), B denotes
the Born amplitude with symmetry and averaging factors included. The tilded momenta are subject to the
kinematic mappings of equations 3.110 and 3.113.
The dipoles corresponding to gluon emission off the incoming anti-quark, and the dipole corresponding to
the anti-quark (originating from a gluon splitting) going into the hard process are identical to those above and
must also be included
Dq¯g, q = Dqg, q¯ , (3.119a)
Dgq¯, q¯ = Dgq, q . (3.119b)
These dipoles encapsulate the full IR singularity structure of the process we will deal with and are used to
perform the singularity subtraction of the d = 4 real emission contribution, with a counterterm as constructed
in equation 3.102 and used to eliminate the singular component of the total cross section or observable as set
out in equation 3.107.
The Insertion Operator
The subtraction of the corresponding singularity structure from the virtual component of the NLO amplitude
involves the construction of an operator over colour space, I(; {p}, αS(µR)), with Born kinematics which is
a function only of the Mandelstam invariant s (the partonic invariant mass of the hard interaction), the factori-
sation scale, µF , the renormalisation scale (through the strong coupling constant), µR, and the dimensional
regularisation parameter, .
As schematically defined in equation 3.103 this operator is obtained from the analytic integration over the
the fundamental and adjoint (quarks and gluons, respectively) representations. These relations hold for a general SU(NC).
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emission phase space of the relevant dipole splitting functions and is given explicitly by
I (; {p}, αS(µR)) = −αS
2pi
1
Γ(1− )
∑
I
 1T2I VI()
∑
J 6=I
[
TI ·TJ
(
4piµ2
2pI · pJ
)] , (3.120)
where I, J label any initial- or final-state parton and {p} denotes the set of the momenta of all the partons
present. The functions VI() are obtained directly from the analytic integration over the dipole splitting
functions and for (anti)quarks are given by
Vq() = CF
[
1
2
+
3
2
+ 5 − pi
2
2
+ O()
]
, (3.121)
with Vq¯() = Vq().
For the Born configuration qq¯ → (colour singlet) this gives
I (; {p}, αS(µR)) = −αS
2pi
1
Γ(1− )
[
1
T2q
Vq() Tq ·Tq¯
(
4piµ2
2pq · pq¯
)
+
1
T2q¯
Vq¯() Tq¯ ·Tq
(
4piµ2
2pq¯ · pq
) ]
. (3.122)
Computing the expectation value of this operator using equations 3.116 and 3.117 we see that the expec-
tation value of the colour operators is given by
〈q, q¯| Tq ·Tq¯ |q′, q¯′〉 = 〈q, q¯| Tq¯ ·Tq |q′, q¯′〉 = −CF 〈q, q¯ | q′, q¯′〉 = −CF B , (3.123)
such that the insertion function relevant to us is given by
I (; {p}, αS(µR)) = αS
2pi
1
Γ(1− ) 2Vq()
(
4piµ2
s
)
B
=
αS
2pi
CF
Γ(1− )
(
4piµ2
s
) [
2
2
+
3

+ 10 − pi2 + O()
]
B . (3.124)
Note that as expected this matches and cancels the IR singularity structure of the virtual contribution of
the SM NLO Drell-Yan calculation in equation 3.75, and as we will later see, the singular part of the virtual
contribution to slepton pair production in equation 6.27 must also be identical to the singularity structure of
this insertion operator28.
The Collinear Remnants
The collinear remnants which we derived in section 3.3.3 from the cancellation of collinear singularities from
initial-state emission between the fixed-order amplitude and the parton distribution functions leave a corre-
sponding finite remainder which may be included partly in the amplitude and partly in the PDFs, according to
28However since we take the finite virtual contribution from PROSPINO2 we must assume the finite contribution of this insertion
operator has already been consistently included in their result.
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the factorisation scheme chosen, but which must be consistently accounted for to obtain the full NLO result.
Within the Catani-Seymour dipole subtraction scheme these terms are split into the (finite) Ka, a
′
and
Pa, a
′
insertion operators (over colour space), which are defined (for the case where only initial-state partons
exist) as
Pa, a
′
({p}; z; µF ) = αS
2pi
P aa
′
(z)
1
T2a′
∑
I 6=a′
TI ·Ta′ ln µ
2
F
2zpa · pI , (3.125)
Ka, a
′
(z) =
αS
2pi
{
K¯aa
′
(z) − Kaa′F.S.(z) + δaa
′∑
i
Ti ·Ta γi
T2i
[(
1
1− z
)
+
+ δ(1− z)
]}
− αS
2pi
Tb ·Ta′
T2a′
K˜a, a
′
(z) , (3.126)
where I denotes any parton, a and a′ denote the initial-state parton before and after the branching, b denotes
the spectator parton, and i denotes any final-state parton.
The factorisation-scheme dependent term Kaa
′
F.S.(z) vanishes in the MS scheme which we work in, and the
constants
γq = γq¯ =
3
2
CF , γg =
11
6
CA − 2
3
TRnf , (3.127)
and the functions
K
gq
(z) = K
gq¯
(z) = P gq(z) ln
1− z
z
+ TR 2z(1− z) , (3.128a)
K
qq
(z) = K
q¯q¯
(z) = CF
[(
2
1− z ln
1− z
z
)
+
− (1 + z) ln 1− z
z
+ (1 − z)
]
− δ(1− z) (5− pi2)CF , (3.128b)
K˜qq(z) = K˜ q¯q¯ = CF
[(
2
1− z ln(1− z)
)
+
− pi
2
3
δ(1− z) − (1 + z) ln(1− z)
]
, (3.128c)
K˜gq(z) = K˜gq¯ = P gq(z) ln(1− z) , (3.128d)
fully specify the insertion operators. The Altarelli-Parisi functions used here, P ab(z) = Pab(z), are the
regularised d = 4 forms of the splitting functions as defined in figure 4.1.
The insertion operators Ka, a
′
and Pa, a
′
correspond precisely to the type of mass factorisation terms
derived in section 3.3.3, specifically to the finite terms arising from the sum of equations 3.87 and 3.88 (where
the singular components cancel in the sum, as expected).
These operators (once projected onto the colour states to obtain the expectation value of the operators)
give the finite collinear remnant terms Ga 0 and Gb 0 from equation 3.107.
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Explicitly, for the processes relevant to us Pa, a
′
evaluates to
P q, q({p}; z; µF ) = −αS
2pi
CF
(
1 + z2
1− z
)
+
ln
µ2F
2zp˜qg · pq¯ , (3.129)
P g, q({p}; z; µF ) = −αS
2pi
TF
[
z2 + (1− z)2] ln µ2F
2zp˜gq · pq¯ , (3.130)
where we may recognise s = 2zp˜qg · pq¯ = 2zp˜gq · pq¯ as the hard interaction invariant mass of real emission
configurations.
The Ka, a
′
operators are likewise given by
Kq, q(z) =
αS
2pi
CF
{[
2
1− z ln
1− z
z
]
+
− (1 + z) ln 1− z
z
+ (1− z) − δ(1− z)
(
5− 2pi
2
3
)
+
[
2
1− z ln(1− z)
]
+
− (1 + z) ln(1− z)
}
, (3.131)
and
Kg, q(z) =
αS
2pi
TR
{[
z2 + (1− z)2] [2 ln(1− z) − ln z] + 2 z (1− z)} , (3.132)
where we have omitted the Born contribution which all the P a, a
′
({p}; z; µF ) and Ka, a′(z) functions
are proportional to and which results from the computation of the expectation value of their corresponding
operators.
Together these functions form the full collinear remnant contribution, with equivalent contributions from
each incoming parton a and b, as29
Gqq¯, ga (z) = {P q, q({p}; z; µF ) + Kq, q(z)} B(z xa, xb; k1, k2) , (3.133a)
=
αS
2pi
CF
{
−
(
1 + z2
1− z
)
+
ln
µ2F
2zp˜qg · pq¯ +
[
2
1− z ln
1− z
z
]
+
− (1 + z) ln 1− z
z
+ (1− z) − δ(1− z)
(
5− 2pi
2
3
)
+
[
2
1− z ln(1− z)
]
+
− (1 + z) ln(1− z)
}
B(Φn) ,
Ggq, q¯a (z) = {P g, q({p}; z; µF ) + Kg, q(z)} B(z xa, xb; k1, k2) , (3.133b)
=
αS
2pi
TR
{[
z2 + (1− z)2] [2 ln(1− z) − ln z − ln µ2F
2zp˜gq · pq¯
]
+ 2 z (1− z)
}
B(Φn) ,
constitutes the contribution from parton a, with an equivalent contribution with the replacements a → b
and q ↔ q¯ from parton b. Note that the Born factor is evaluated using underlying n-body configuration
kinematics. The resulting expressions for these collinear remnants have been compared for example to those
of [187] (equations 4.30,31) and are identical.
29Note that the subscript ’0’ is no longer present as these are the finite part of the mass factorisation term after cancellation
of the singularities with the parton distribution functions has occurred.
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So far we have omitted the convolution with the parton distribution functions and the presence of any
possible observable. However for these collinear remnants there are two subtleties which must be accounted
for when integrating over them:
• they imply an extra integration over the collinear momentum fraction variable, z, of which all the collinear
remnant functions above are a function of, as well as a Jacobian factor of 1/z, such that the integration
phase space for the collinear remnants is as defined in equation 5.48b, giving terms such as the last two
terms of equation 5.51;
• for emission off initial-state partons the z variable is introduced via a Dirac delta distribution (see
equations 2.33-35 in [188]), such that the momentum fraction of the incoming parton considered in the
collinear remnant must be rescaled to x/z, implying that for the collinear remnant terms the luminosity
function are redefined from equation 3.92 to
L˜a = fi (xa/z, µF ) fj(xb, µF ) , (3.134)
for emission from the parton a, and similarly for parton b.
Explicitly, the collinear remnant terms are therefore given by(∫ 1
xa
dz
z
L˜a
[Gqq¯, ga (z) + Ggq, q¯a (z)] O(z xa, xb; k1, k2)) + (a↔ b) , (3.135)
for consistent combinations of parton pairs (ab ∈ {qq¯, qg, q¯g}). Note that the observable is evaluated using
the underlying Born kinematics, Φ
a
n = {z xa, xb; k1, k2}30, as well.
It remains to apply the corresponding kernel and integration to the plus-prescription terms in P q, q({p}; z; µF )
and Kq, q(z) to yield expressions amenable to numerical evaluation. As just discussed the integration required
will be of the form ∫ 1
x
dz
z
( (
· · ·
)
+
+ . . .
)
f
(x
z
, µF
)
, (3.136)
where we have omitted prefactors and the other parton distribution which has no z-dependence and is unaf-
fected by the integration.
The terms including a plus distribution in Kq, q(z) can be rewritten as∫ 1
x
dz
z
(
2
1− z ln
(1− z)2
z
)
+
f
(x
z
, µF
)
, (3.137)
30Likewise, the factor of z multiplies xb for Φ
b
n. We omit the a(b) index and use of the appropriate one is understood.
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whilst that from P q, q({p}; z; µF ) can also be trivially rewritten as∫ 1
x
dz
z
(
2
1 − z − (1 + z)
)
+
f
(x
z
, µF
)
. (3.138)
Here the relation31∫ 1
x
f(z)+ g(z) dz =
∫ 1
0
dz f(z)+ g(z) −
∫ x
0
dz f(z) g(z)
=
∫ 1
x
dz [g(z) − g(1)] f(z) − g(1)
∫ x
0
f(z) dz , (3.139)
can be used, such that with the the replacement g(z) = 1z f
(
x
z , µF
)
these plus-distribution terms can be
shown to give
Kq, q(z) ⊃ αS
2pi
CF
{(
2 ln2(1− x) − pi
2
3
)
f(x) +
∫ 1
x
dz
z
(
4
1− z ln(1− z)
) [
f
(x
z
)
− z f(x)
]
−
∫ 1
x
dz
z
2
1− z ln(z) f
(x
z
)}
, (3.140)
and
P q, q({p}; z; µF ) ⊃ αS
2pi
CF ln
(
s
µF
) {
3
2
f(x) −
∫ 1
x
dz
z
(1 + z) f
(x
z
)
+ 2 ln(1− x) f(x)
+ 2
∫ 1
x
dz
z
1
1− z
[
f
(x
z
)
− z f(x)
]}
, (3.141)
where we have suppressed the scale and parton dependence of the PDFs everywhere, f( · ) = fq( · , µF ), and
the relation ∫ x
0
dz
1− z ln(z) =
∫ 1
0
dz
1− z ln(z) −
∫ 1
x
dz
1− z ln(z)
= −Li2(1) −
∫ 1
x
dz
1− z ln(z) = −
pi2
6
−
∫ 1
x
dz
1− z ln(z) , (3.142)
has been used to obtain equation 3.140.
Including the the rest of the terms which do not involve plus distributions the total z-integrated collinear
31Note that the plus prescription is missing on the second term of the first line on the right hand side. This seemingly
inconsistent absence is because the singularity at z = 1 is outside the range of integration of this term and therefore must not be
subtracted.
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counterterms from a q(q¯)→ gq(q¯) splitting are given by∫ 1
x
dz
z
Gqq¯, ga (z)fq
(x
z
, µF
)
=
αS
2pi
CF (3.143)
×
{
fq(x, µ
2
F )
[
2 ln2(1− x) − 5 + pi
2
3
+ ln
(
s
µ2F
)(
3
2
+ 2 ln(1− x)
)]
+
∫ 1
x
dz
z
[
fq
(x
z
, µF
)
− z fq (x, µF )
] [ 4
1− z ln(1− z) +
2
1− z ln
(
s
µ2F
)]
+
∫ 1
x
dz
z
fq
(x
z
, µF
) [
(1− z) − (1 + z) ln
(
(1− z)2
z
)
− 2
1− z ln(z) − (1 + z) ln
(
s
µ2F
)]}
.
The g → qq¯ contributions to the collinear remnants contain no plus distributions and can be integrated as
is, ∫ 1
x
dz
z
Ggq, q¯a (z) fg
(x
z
, µF
)
=
∫ 1
x
dz
z
αS
2pi
TR
{[
z2 + (1− z)2] ln( (1− z)2
z
s
µ2F
)
+ 2 z (1− z)
}
fg
(x
z
, µF
)
. (3.144)
Note that the Born contribution which multiplies the P and K collinear remnant functions is evaluated at
the underlying Born configuration such that the z momentum fraction has been absorbed into the emitting
partonic fraction as z x and the Born contribution therefore contains no explicit z dependence to consider or
integrate over.
Chapter 4
Parton Showers and Resummation
The generation of hadron-hadron collisions in a Monte Carlo event generator is performed by several consecutive
(but sometimes necessarily interleaved) stages: the generation of the hard partonic interaction (i.e. generation
of the relevant amplitude squared and sampling over the corresponding phase space, convolved with the
relevant parton distribution functions), the decay of extremely short-lived unstable particles (namely the top
quark and Z/W± bosons, and the longer-lived tau lepton), the generation of QCD, QED (and for some select
processes EW) emission off initial and final state legs, hadronisation of all final-state partons when the scale
of perturbative emissions becomes non-perturbative (∼ 2 GeV), and finally the decay of all unstable hadrons
produced (for example, the ubiquitous pi0 → γγ).
For a fully realistic attempt at event simulation the generation of the underlying event (UE)1 which includes
the single and double (elastic and inelastic) diffractive scattering components (collectively known as minimum
bias) of the total proton-proton cross section, must also be included. However all these components are difficult
and computationally expensive to generate accurately and we will assume they can be largely neglected for
our purposes as for BSM searches we will be interested in high-pT (pT & 20 GeV), central (pseudorapidity
η . |2.5|) events.
However perhaps the most distinctive property of Monte Carlo event generators –as opposed to software
packages which generate a single one (e.g. matrix element generation from MadGraph, UE from Jimmy, tau
decay via TAUOLA, etc.) of the stages above– is the generation of highly multiplicity, fully-exclusive events.
This task is performed in the generation of QCD and QED emission from initial- and final-state legs by the
parton shower.
1For our purposes we will refer to all activity unrelated to the hardest interaction and its emissions and decays as the underlying
event. This will include multi-parton interactions (MPI) from softer interactions between other partons within the colliding hadrons.
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The parton shower algorithm has in fact two purposes, both related by unitarity (the probability of emission
and no emission must add to one), and both amenable to simulation via a hit-or-miss Markovian2 process:
a) The generation of emissions (in the collinear approximation stated in equation 2.21) from the probability
of emission.
b) The resummation of inifinite towers of large logarithms (of the form αnS L
m, where L is the logarithm of
the ratio of the relevant scales) related to the integration over unobserved collinear and soft emissions
(which generates the Sudakov suppression which dominates observables in the pT  Q region, where Q is
the invariant mass exchanged), from the probability of no emission.
We will deal with the latter more formal property first, and relate it by unitarity to the algorithm for doing
the former.
4.1 Logarithms from Fixed Order Calculations
Next-to-leading order calculations such as the one we carried out in the previous chapter contain logarithms
which arise from the small  expansion of the D() ⊃
(
µ2
Q2
)
in the phase space and get multiplied by a
collinear pole i.e. in equation 3.47. Namely, when equations 3.86 and 3.87 were added a logarithmic term
associated with a collinear singularity arises with the form
αS log
(
Q2
4pi
(1− z)2
z
)
− αS log
(
µ2F
4pi
1− z
z
)
= αS log
(
Q2
µ2F
)
+ αS log(1− z) . (4.1)
Since µF comes from a NLO correction to the DIS used to determine PDFs at µ
2
F ∼ (1–10 GeV)2 and
for Drell-Yan we will consider Q2 ∼ (100 GeV)2, this term can be easily be of order unity, αS log
(
Q2
µ2F
)
∼ 1,
implying that our NLO correction has become of the same order as the Born contribution and our perturbative
result is no longer reliable.
To ameliorate this problem this contribution can be absorbed into the PDFs, where it can later be re-
summed. Taking our NLO PDF as shown in equation 3.85 and differentiating with respect to logµ2F gives
d
d logµ2F
q(x, µ2F ) =
αS
2pi
∫ 1
x
dy
y
g(y)Pqg(x/y) , (4.2)
where z = x/y and Pqg(z) =
1
2 [z
2 + (1− z)2].
Integrating this from logµ2F to logQ
2 in order to evolve the PDF up to the invariant mass at which we
2This implies that the forward evolution of the process depends only on the current state of the system, and not on any of
the previous evolution that drove it there.
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shall be working gives
q(x,Q2) = q(x, µ2F ) +
αS
2pi
log
(
Q2
µ2F
)∫ 1
x
dy
y
g(y)Pqg(x/y) . (4.3)
If we now use this PDF instead of q(x, µ2F ) when computing equation 3.87 the logarithmic dependence
in the partonic cross section will cancel, and we have thus fully absorbed it into the PDF. It is this acquired
logarithmic dependence of the PDFs that gives the observed violation of Bjo¨rken scaling (which states that
the structure functions of DIS must have no Q2 dependence at high Q2, as expected for a pointlike target),
whereas the logarithmic dependence expected from QCD is observed and is a confirmation of the parton model
and QCD.
However this contribution remains large and is in fact only the first term (first emission) in an infinite
tower of similarly large logarithmic terms of the form αS logQ
2. In order to obtain physically meaningful
observables the possibility of infinitely many unobserved collinear emissions must be accounted for, meaning
we must resum it to all orders to guarantee that our perturbative results remain valid. This can be acheived
by substituting the LO PDF, g(y), by its NLO counterpart, g(y,Q2) in equation 4.2 giving
d
d logQ2
q(x,Q2) =
αS(Q
2)
2pi
∫ 1
x
dy
y
g(y,Q2)Pqg
(
x
y
)
, (4.4)
where Pij(z) are the regularised splitting functions.
For quark PDFs we must add the contributions from Pqq(z) and Pqg(z), for gluon PDFs the contributions
come from Pgg(z) and Pqg(z). The full set of regularised Altarelli-Parisi splitting functions in four dimensions
is shown in figure 4.1, so that a sum over possible splittings must be included, giving the Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) equation
d
d logQ2
fi(x,Q
2) =
∑
j
αS(Q
2)
2pi
∫ 1
x
dy
y
fj(y,Q
2)Pij
(
x
y
)
. (4.5)
That this equation does indeed sum an infinite tower of logarithms which we claim it does is shown in
section 4.1.1.
4.1.1 Proof of DGLAP Resummation
To show that the DGLAP equation does indeed sum these collinear logs to all orders we may rewrite equation 4.4
using a delta distribution
d
d logQ2
q(x,Q2) =
αS(Q
2)
2pi
∫ 1
0
dy g(y,Q2)
∫ 1
0
dz Pqg (z) δ(x− y z) . (4.6)
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Figure 4.1: The one-loop regularised Altarelli-Parisi splitting functions. We use the standard TR = 1/2 Dynkin
index normalisation for the Lie algebra, and for SU(3)C as in QCD, the Casimir operators of the fundamental
and adjoint representations are CF = 4/3 and CA = 3, respectively. nf denotes the number of quark flavours
used (typically 4 or 5). We assign the momentum fraction z to the hard parton, and 1− z to the potentially
soft one. For a derivation of these splitting functions see [189].
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We now perform a Mellin transform to see that this factorises as∫ 1
0
dx
x
xn
d
d logQ2
q(x,Q2) =
αS(Q
2)
2pi
∫ 1
0
dy g(y,Q2)
∫ 1
0
dz Pqg (z)
∫ 1
0
dx
x
xn δ(x− y z)∫ 1
0
dx
x
xn
d
d logQ2
q(x,Q2)︸ ︷︷ ︸
dMn(Q2)
d logQ2
=
αS(Q
2)
2pi
∫ 1
0
dz
z
zn Pqg(z)︸ ︷︷ ︸
An
∫ 1
0
dy
y
yn g(y,Q2)︸ ︷︷ ︸
Mn(Q2)
. (4.7)
Neglecting the Q2 dependence of αS and solving for Mn(Q
2) gives the relation
Mn(Q
2) = cn exp
(αS
2pi
An logQ
2
)
= cn
∞∑
m=0
1
m!
(αS
2pi
An
)m
logmQ2 . (4.8)
from which the all orders sum of logarithms is apparent.
4.2 Origin, Argument and Size of Logarithmic Contributions
The appearance of large logarithmic contributions can be simply observed in the case of e+e− → qq¯ where
a resonance of invariant mass Q2 decays into two partons each of momentum p, and we consider an extra
emission (with momentum k) off one of these two partons (i.e. the NLO QCD contribution) in the soft and
collinear approximation, as given by
σNLO ∼ σLO
(
1 +
αS
pi
CF
∫ Ep
0
dω
ω
∫ 1
0
dθ2
θ2
[
Θ(m2J − Ep ω θ2)− 1
])
, (4.9)
where the invariant mass of the jet generated is given by m2J = 2 p · k = 2Ep ω (1− cos θ) ' Ep ω θ2, so that
the step function gives the real emission contribution, and the −1 accounts for the virtual contribution which
must exactly cancel the real contribution in the soft and collinear limit by the KLN theorem.
The term in square brackets can be rewritten as −Θ(Ep ω θ2−m2J) which gives a lower bound of θ2 > m
2
J
ωEp
on the angular integration, and imposing the collinear condition θ2 < 1 gives a lower limit on the gluon energy
of ω >
m2J
Ep
σNLO ∼ σLO
(
1− αS
pi
CF
∫ Ep
m2
J
Ep
dω
ω
∫ 1
m2
J
ω Ep
dθ2
θ2
)
,
= σLO
(
1− αS
pi
CF
1
2
log2
E2p
m2J
)
,
= σLO
(
1− αS
2pi
CF log
2 Q
2
4m2J
)
, (4.10)
where we have used Ep = Q/2.
We therefore see that if we require the jet invariant mass to be small relative to Q, this logarithm becomes
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large and if we set the renormalisation scale to the scale of this process, µ2R = Q
2 we see from the one-loop
expression for αS (equation 3.90)
αS(Q
2) log2
(
Q2
4m2J
)
∼ log
2(Q2/4m2J)
β0 log (Q2/ΛQCD)
, (4.11)
which can be seen to become O(1) at Q & 70 GeV for a jet mass mJ ≈ 10 GeV (β0 ≈ 0.61, ΛQCD ≈
200 MeV). These logarithms can therefore become sizeable to the point where they jeopardise the perturbative
series under consideration.
Terms of this form thus invalidate our perturbative expansion for the observable, and when considering
higher order (or indeed all-order) expressions they will arise with each further emission generated (and therefore
generate an infinite tower double-logarithmic and less-logarithmic terms).
4.3 The Logarithms of Perturbative QCD
Note that since the logarithms resummed by the DGLAP equation are of purely collinear origin the logarthmic
structure is of the form αnS log
n. In fact the logarithmic structure generated by multiple emissions is more
generally of the form
αnS log
m (4.12)
where m ≤ 2n.
The general soft and/or collinear logarithmic structure of fixed order calculations is, order by order:
Order in αS IR Logarithmic structure
O(α0S) no IR QCD logs
O(αS) αS log2 αS log
O(α2S) α2S log4 α2S log3 α2S log2 α2S log
...
...
O(αnS) αnS log2n . . . αnS logn . . . αnS log
Table 4.1: The logarithmic structure of fixed-order calculations of radiative QCD corrections.
This logarithmic structure arises from the fact that for each emission (each power of αS), for gluon emission
off a quark (which may generate both collinear and soft and collinear singularities) there may be (up to) both
soft and collinear logarithms (see equations 2.21 and 4.34), schematically giving two powers of the logarithm
for each power of the coupling
αS logcollinear logsoft ∼ αS log2 . (4.13)
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This double-logarithmic term gives the dominant logarithmic contribution, followed by contributions which
are, for example only collinear, and give subdominant (αS log) terms.
The size of these soft and collinear, or purely soft, or collinear logarithms is governed by the limits of
integration over the phase space of the soft and/or collinearly divergent contributions of the cross section.
These are themselves defined by the intrinsic scales of the process (e.g. masses of particles involved and
transverse momenta of external massless legs) as well as the experimental cuts placed on the phase space,
or the kinematically available limits of the phase space and the respective limits on the angular and energy
integrals these imply.
In regions with widely separated scales, where kinematic configurations of a scale far from the ex-
perimental cuts or intrinsic mass scales of the process are considered these logarithmic contributions be-
come large such that they nullify the relative smallness of the gauge coupling which accompanies them,
αnS log
2n (scale1/scale2) ∼ 1, and the perturbative series under consideration becomes ill-defined. An explicit
example of the origin, arguments and potential size of logarithmic contributions is constructed in section 4.2.
For future reference note that the transverse momentum variable defined as3
p2T =
t u
s
, (4.14)
captures both the soft and collinear limits in a single variable such that in the double leading-logarithmic
approximation (see section 4.5 for definitions of logarithmic accuracy) the cross section has the form
1
σ
dσ
dp2T
∝ αS CF
log Q
2
p2T
p2T
. (4.15)
4.4 Single Emission
Consider a single emission of a (potentially soft) gluon off a quark in the collinear approximation from equa-
tion 2.21, as shown in figure 4.2.
The dimensionful aspect of this splitting can be parametrised in terms of at least three possible variables
with the required behaviour in the collinear limit, t→ 0. These are the virtuality of the parent parton at the
splitting, Q2, the relative transverse momentum of the daughter partons with respect to the parent, pT , or
the angular separation, θ, of the daughter partons.
Using the configuration shown in figure 4.2 the functional form of the possible ordering variables can be
derived. From sin θ1 =
pT
z E and sin θ2 =
pT
(1−z)E and using the small-angle approximation sin θ ≈ θ we can
3This is the transverse momentum generated by the 2→ 2 Born level hard scattering, the final state will also include transverse
momentum contributions from the multiple emissions generated by the parton shower, for which the transverse momentum is
computed for the 1→ 2 splittings in the small angle limit, as defined in equation 4.16.
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Pqq(z)
E
(1− z)E
z E
θ2
θ1
θ
pT
Figure 4.2: Collinear splitting of a gluon off a hard quark.
write θ1 ≈ pTz E and θ2 ≈ pT(1−z)E . Combining these using θ = θ1 + θ2, rearranging for pT and squaring we find
t = p2T ≈ z2 (1− z)2E2 θ2 . (4.16)
This is one possible choice of dimensionful variable to describe the energy dependence of the splitting.
Considering the virtuality of the splitting we have
t = Q2 = 2 k1 · k2 = 2 z (1− z)E2 (1− cos θ)
≈ E2 θ2 z (1− z) , (4.17)
which constitutes another possible choice of dimensionful variable.
Lastly we can directly use the properly energy-scaled angle of the splitting as the variable of choice
t = E2 θ2 . (4.18)
4.5 Coherence and Angular Ordering
A priori all three of these variables seem equally well suited as an ordering variable with which to generate
emissions. As we now explain it is in fact this last choice of angular variable which is physically preferable to
correctly describe coherence in soft, wide-angle radiation.
Consider the emission of a soft gluon with momentum k off an external leg consisting of a hard (anti)quark
with momentum p
Mn+1 = gS ta ∗µ(k) u¯(p)γµ
/p+ /k +m
(p+ k)2 −m2Mn ≈k→0 gS t
a ∗µ(k)
pµ
p · k u¯(p)Mn , (4.19)
where we have used the relations {γµ, γν} = 2 gµν and u¯(p)(/p−m) = 0, and taking the k → 0 approximation
in the numerator is known as the eikonal approximation.
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Summing over all the external coloured legs which could radiate gives the eikonal current as
Jµa(k) =
∑
j
taj
pµj
pj · k , (4.20)
(where we have omitted the matrix indices on the colour operator taj acting on parton j) so that at the
amplitude squared level in the soft limit the factorisation takes the form4
|Mn+1|2 ≈
k→0
−g2S Jµa(k) gµν Jν a(k) |Mn|2
= −g2S J2(k) |Mn|2 , (4.21)
where we have performed the sum over the gluon polarisations,
∑
λ,λ′ 
∗µ
λ′ 
ν
λ → −gµν , and we have defined
J2(k) =
∑
i,j
pi · pj
(pi · k)(pj · k) t
a
i t
a
j . (4.22)
Writing the contracted momenta as
pi · pj = EiEj (1− cos θij) , (4.23a)
pi · k = Ei ω (1− cos θik) , (4.23b)
pj · k = Ej ω (1− cos θjk) , (4.23c)
(in the splitting parton’s rest frame) and using the fact that the sum over all colour generators must equal
zero as the matrix element is a colour singlet overall,
∑
i t
a
i = 0, to rewrite the sum over all generators instead
as a sum over half the generators times two, we can rewrite the eikonal factor squared as
J2(k) = − 2
ω2
∑
i<j
tai t
a
j
(1− cos θij)
(1− cos θik)(1− cos θjk) , (4.24)
where we can see from the crossterm between the angles of emission for ik and jk that interference between
the emissions is accounted for. Note that this expression also displays the correct collinear singularity structure
when partons i, k or j, k become collinear.
This eikonal squared (neglecting for now the sum over colour generators) can be rewritten in terms of two
antenna functions as
J2ij(k) = −
1
2ω2
([
(1− cos θij)
(1− cos θik)(1− cos θjk) +
1
1− cos θik −
1
1− cos θjk
]
+ (i↔ j)
)
= − 1
ω2
(
W
[i]
ij +W
[j]
ij
)
(4.25)
Each one of these antenna functions can integrated over the azimuthal angle between the gluon and each
4We are working with the case of soft gluon emission off a quark, but exactly the same result can be shown for soft gluon
emission from a gluon, and the 4 gluon vertex can be shown to be finite in the soft limit and hence subdominant [190].
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corresponding antenna function to give (see [189] for proof)
∫ 2pi
0
dφik W
[i]
ij =

pi
1−cos θik if θik < θij
0 otherwise
, (4.26)
and similarly for W
[j]
ij with the replacement i↔ j.
The significance of this result is that soft emission from a hard parton (in the eikonal approximation) is
limited to lie within a cone whose half-angle reaches the nearest colour-connected parton. Physically this is a
consequence of coherence, whereby interference in soft, wide-angle emissions is destructive and such radiation
is therefore suppressed.
This suggests that a natural ordering variable when generating emissions is the angular separation between
partons, with wide angle resolvable emissions being generated before smaller ones. This angular ordering should
hence correctly describe the effect of colour coherence and the suppression of soft, wide-angle emissions known
as the Chudakov effect (which has been experimentally observed in lepton-lepton collisions at PETRA and
LEP, and most recently at the LHC [191]).
Returning to equation 4.24 we can consider emission from only one parton (say i) and further take the
collinear limit of this expression to reveal the soft and collinear singularity structure produced by emission of
a single gluon off a quark at the amplitude squared level
J2i (k) =
θik→0
− 1
ω2

2 tai
1− cos θik︸ ︷︷ ︸
≈ 4 t
a
i
θ2
ik
∑
j 6=i
taj︸ ︷︷ ︸
=−tai
1− cos θij
1− cos θjk︸ ︷︷ ︸
≈ 1
+(terms finite for θik → 0)
 ,
≈ 1
ω2
4C
(i)
R
θ2ik
, (4.27)
where we have used the relations
1− cos θ ≡ 2 sin2 θ
2
≈ θ
2
2
, (4.28)∑
j 6=i
taj = −tai (from
∑
taj = 0) , (4.29)
(tai )
2 = C
(i)
R =

CF =
4
3 for i = q, q¯ ,
CA = 3 for i = g ,
(4.30)
θik ≈ 0⇔ θij ≈ θjk . (4.31)
Note that in this soft and collinear limit all signs of cross terms (interference) have vanished and we have
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independent emission with no coherence. The significance of this is that the effect of coherence in soft, wide-
angle emission can be correctly approximated by incoherent emissions, provided these are angular ordered.
To obtain the eikonal cross section we must take the soft limit of the emission phase space as well. This
can be written as
d3~k
(2pi)3 2ω
=
|~k|2 dk dΩ
(2pi)3 2ω
=
ω2 dω sin θ dθ dφ
(2pi)3 2ω
. (4.32)
Integrating over the azimuthal variable which does not affect neither the soft nor collinear behaviour and taking
the small angle approximation in the polar angle to focus on the collinear region, sin θ dθ = d cos θ ≈ dθ2/2
(by equation 4.28) we obtain the emission phase space in the soft and collinear approximation
d3~k
(2pi)3 2ω
=
ω dω dθ2
4 (2pi)2
. (4.33)
Inserting equation 4.27 into equation 4.21 and multiplying by the soft and collinear phase space derived
above in equation 4.32 we obtain the cross-section factor for a single emission in the soft and collinear
approximation as
dσ1 ≈ αS
pi
C
(i)
R
dω
ω
dθ2
θ2
Θ(θmax − θ) (4.34)
where we have imposed angular ordering by hand by inserting the Heaviside step function.
Comparing this to collinear factorisation in equation 2.21, the singularity structure coincides provided we
use t ∝ θ2E2 (with the factor of energy there for dimensional consistency), and the soft limit is contained in
the splitting functions, with the only structural difference being the newly introduced angular ordering.
In fact the collinear factorisation formula corresponds to the the substitution αSpi
dω
ω → αSpi Pˆij(z) dz in
equation 4.34, with Pˆij(z) being the unregularised, one loop splitting version of the splitting functions shown
in figure 4.15.
However, given that the collinear factorisation in equation 2.21 contains the exact form of the soft singu-
larities for each possible type of splitting and not just for soft gluon emission from a quark, it is this form of
the factorisation we will use and which indeed forms the basis of the parton shower.
4.5.1 Choice of Ordering Variable and Type of Logarithm Resummed
Now including the splitting functions and therefore the soft singularity structure, if we choose virtuality as our
ordering parameter, t = E2 θ2 z (1− z), we can set θ2 = 1 (as we expect θ2 < 1), solve this for z, and expand
5This structure encapsulates the Leading Logarithmic (LL) contribution.
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about t = 0 to O(√t) to find the thresholds which define the limits of the integration over z to get, for a
single splitting q → qg proportional to Pqq(z)
virtuality : αS
∫
dt
t
∫ 1−t/E2
t/E2
dz
1− z =
∫
dt
t
[− log(1− z)]1−t/E2t/E2 ,
=
∫
dt
t
[− log(t/E2) + log(1− t/E2)] ,
= −1
2
log2
t
E2
− Li2 t
E2
, (4.35)
where Li2(x) := −
∫ x
0
log(1−t)
t is the order 2 polylogarithm (also known as the dilogarithm function).
The analogous procedure for pT as the ordering variable, t = E
2 θ2 z2 (1− z)2, gives
pT : αS
∫
dt
t
∫ 1−√t/E
√
t/E
dz
1− z =
∫
dt
t
[
− log(√t/E)− log(1−√t/E)
]
,
= − log2
√
t
E
+ 2 Li2
√
t
E
. (4.36)
Numerically we find that for both choices above, for values of the argument t/E2,
√
t/E . 0.4 (respec-
tively) the log squared dominates over the dilogarithm, and is hence the dominant logarithmic contribution.
Lastly, considering the purely angular ordering variable, t = E2 θ2, the integral over z is unconstrained and
must be regulated with an IR cutoff, λ, giving
angular : αS
∫
dt
t
∫ 1−λ/E
0
dz
1− z = − log
λ
E
log
tmax
tmin
. (4.37)
The exact form of the logarithms produced from emission in the collinear approximation therefore depends
on the choice of ordering variable, though at the leading logarithmic level, they all produce the correct soft and
collinear αS log
2 structure and are therefore equivalent (see section 2 of [192] for an overview of the above
discussion on choice of ordering variable).
However, as we have seen, in order to correctly generate the suppression of soft, wide-angle emissions due
to coherence the choice of ordering variable should be the angular one. It is this choice that is implemented
in HERWIG++ and which we use here6.
The evolution variable used for final-state radiation in HERWIG++ is [17]
tFS =
q2
i˜j
−m2
i˜j
z (1− z) . (4.38)
6Other Monte Carlo event generators (such as PYTHIA and SHERPA) use virtuality or pT ordered showers, with a veto on
soft emissions at angles larger than previous emissions. This treatment is equivalent to angular ordering.
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Neglecting the parent parton’s rest mass, mi˜j , and taking the collinear limit we see that
tFS ≈
q2
i˜j
z (1− z) =
2 pi · pj
z (1− z) = 2
EiEj
z (1− z) (1− cos θi˜j) = 2
z Ei˜j (1− z)Ei˜j
z (1− z) sin
2
θi˜j
2
−→
θ
i˜j
→0
E2
i˜j
θ2
i˜j
, (4.39)
so that the evolution variable has the angular dependence expected for the angular ordering as required. The
variable mi˜j is the rest mass of the parent parton and is introduced to account for the so-called dead cone in
the radiation pattern caused by the non-zero mass of the emitting parton.
Similarly the evolution variable for radiation from initial state (spacelike) partons is
tIS =
m2i − q2i
1− z . (4.40)
Here the i index labels the spacelike parton which evolves towards the hard scattering.
4.6 Multiple Emissions
Fixed order calculations in perturbative QCD (pQCD) such as the one presented in the previous chapter are
reliable only when all the scales in the process are of the same order. The introduction of new scales (masses,
or hard emissions each with their own characteristic pT ) or vetoes (and the corresponding threshold for the
veto) will result in the suppression of phase space for real emission.
However, since the virtual contribution cannot be in any way suppressed –although the exact cancellation
between real and virtual contributions to the event in the exact soft limit still holds– in regions of the phase
space the real and virtual contributions will be highly unbalanced thereby also generating its tell-tale logarithms
of ratios of the scales involved, as the integrals over singular (collinear and/or soft) contributions from the
real emission contribution acquire widely separated limits and become sizeable.
These logarithms are hence an issue in observables exclusive in hadrons, i.e. with tagged (identified)
hadrons, where the integrals over these detected states is bound to be restricted by experimental requirements.
If we consider multiple collinear emissions of the form of equation 2.21 and shown in figure 4.3 the
integration over the emissions will be a set of nested integrals of the form (considering only the collinear
contribution and not the soft singularity structure from the splitting functions, and neglecting the functional
dependence of the coupling for now)
αnS
∫
dtn
tn
∫
dtn−1
tn−1
. . .
∫
dt1
t1
(4.41)
It now remains to fix the integration limits for each emission. For this we should impose the requirement
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Figure 4.3: Parton shower evolution as a function of the ordering variable and momentum fractions.
that the phase space in the angular (collinear) variable, t, of each emission is bounded from above by the scale
of the next emission, for two distinct reasons:
• This gives the dominant logarithmic contribution. In terms of the logarithms involved, this will produce
double-logarithmic terms of the form αS log
2 which are the leading contribution.
• Physically, limiting each emission by the scale of the next one allows us to neglect the emitter’s virtuality
at each step of the shower for simplicity.
Concretely, considering the case of only two emissions we have
t1 > t2 : α
2
S
∫ Q2
λ
dt1
t1
∫ t1
λ
dt2
t2
= α2S
1
2
log2
Q2
λ
, (4.42)
t1 < t2 : α
2
S
∫ q
λ
dt1
t1
∫ Q2
λ
dt2
t2
= α2S log
Q2
λ
log
q
λ
, (4.43)
where λ has been introduced as an IR cutoff and q is some scale lower than the hard interaction scale,
|q| < |Q2|.
The latter ordering can be seen to be subdominant to the former unless q ∼ Q2, in which case it matches
it. Hence to obtain the dominant contributions we will choose the ordering t1 > t2, or more generally for
multiple emissions, Q2 > t1 > t2 > . . . > tn > λ. This requirement is known as strong ordering and is
chosen to encapsulate the dominant contributions in the collinear limit7.
It must be emphasized that strong ordering is chosen to give the dominant logarithmic contributions, and
that some form of ordering is necessary as the phase space available for emission is bounded by the total
invariant mass of the original hard emitter, and is further reduced by each emission.
7This is consistent with our choice of angular ordering from wide angles to smaller ones, as t ∝ θ2, so that θ1 > θ2 ⇐⇒ t1 > t2.
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It is worth noting that the precise form of the logarithms involved (namely their argument) will depend on
the functional form of the variable, t, which itself is the ordering variable of the emissions. Therefore the choice
of ordering variable defines the precise form of the logarithms generated by the emissions (and resummed by
the shower). The leading logarithmic contribution from all of them is however equivalent. We discuss these
issues in section 4.5.1.
In order to obtain a fully exclusive observable we must allow for arbitrarily many emissions to occur, and
they must be properly accounted for (resummed) to provide a finite, well-defined observable with unresolved
emissions being integrated over. An overview of how these all-order real emission and virtual contributions
and the towers of logarithms they entail are dealt with is given in section 5.1.
The resummation of soft and collinear gluons as described in section 5.1 clearly has a particularly strong
impact on transverse momentum distributions, particularly in the p2T  Q2 region. It can generally affect the
shape of many observables (even far from the partonic p2T  s limit, through the convolution with the PDFs)
and will provide a greatly reduced scale dependence for most observables.
Also note that the terms in brackets in equation 5.2 that are due to multiple emissions must integrate
to unity when the integral over the full phase space is performed to guarantee that the total cross section is
still given by the fixed order result as expected. Physically this is a consequence of the separation of scales
between the fixed order process, which occurs at a scale of order Q2 and describes the probability of the hard
scattering, and the soft and collinear emissions which are constrained to occur at smaller scales and should
not affect the total normalisation of the observable (provided it is appropriately constructed to be infrared
safe, see equation 3.96). In the context of parton showers which we will develop later this is known as shower
unitarity.
The previously mentioned exponentiation of radiative corrections in the soft and collinear limit can be
obtained by exponentiating the first order correction in the same limit (equation 2.21), producing the so-called
Sudakov form factor8
∆i(t, t0) = exp
−∑
j
∫ t
t0
dt′
t′
∫
αS(p
2
T )
2pi
Pˆij(z) dz
 , (4.44)
where Pˆij(z) are the unregularised splitting functions (the splitting functions from figure 4.1 without the plus
prescription) and from now on we will omit the subindex j on the left-hand side which denotes the parton
type (j = q, q¯, g) to which the form factor applies. The functional form of the Sudakov form factor can be
motivated in several ways, which we discuss in section 4.7.
8See [193] for a recent review and derivation of this Sudakov resummation.
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4.7 Motivation and Properties of the Sudakov Form Factor
If we consider the generation of emissions as a Markovian process consisting of independent emissions the
expected probability distribution of emissions is that of a Poisson distribution. If the probability of observing p
events (emissions) when n is the expected rate of events (the probability density for emission contained in the
argument of the Sudakov) is given by n
p
p! e
−n, then if we consider the probability of observing no emissions at
all (p = 0), we recover the Sudakov form factor as expected. The exponential functional form of the Sudakov
can also be divined from equation 4.8.
Note that this function obeys the relations
∆(t, t) = 1 , (4.45a)
∆(t1, t2) =
∆(t1, t0)
∆(t2, t0)
, (4.45b)
∆(t1, t2) ≤ 1 . (4.45c)
This form factor can be shown (using a generating functional method, see [190]) to be the probability of
no resolvable emission being produced by a parton evolving from a scale t0 to a scale t. As such it contains
the unresolved real emission contribution (as well as the virtual contributions, if the regularised form of the
splitting function is considered9), suitably resummed to all orders.
Note that the Sudakov is always less than or equal to unity, thus the interpretation of the Sudakov as a
no-emission probability allows for two features: simulation of emission (or lack thereof) becomes amenable to
simulation via generation of (pseudo)random numbers via a hit-or-miss algorithm, and by unitarity emissions
can therefore be simulated with the probability 1−∆(t, t′).
These features are together used to generate fully exclusive events with multiple parton emission beyond
that which can be currently obtained via direct computation of fixed order amplitudes10. The Sudakov form
factor defined in equation 4.44 constitutes the building block of the resummation of soft and collinear logarithms
as performed by the parton shower11.
9The unregularised splitting functions with a cutoff for resolvable emission are used in the Sudakov form factors for parton
showers.
10Such emissions are generated from the soft and collinear kernel in equation 2.21, so they are generated in the collinear
approximation, though in general they need not be collinear. This is an approximate method of generating emissions beyond
those which we can compute from fixed order matrix elements.
11Other forms of logarithms appear in radiative corrections to coloured processes (small-x logarithms, non-global logarithms,
etc). These require different treatments to be resummed (BFKL resummation, dipole shower accurate in the hard non-collinear
limit, etc) which are not dealt with in the standard parton shower formalism which we use here.
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4.8 The Parton Shower
Starting from the DGLAP equation (equation 4.5 for a single parton type, for simplicity) and rewriting it in
terms of the unregularised splitting functions by writing out the action of the plus distribution explicitly and
using the substitution y = xz we get
t
∂fi(x, t)
∂t
=
∫ 1
x
dz
z
αS
2pi
Pij(z) fj
(x
z
, t
)
,
t
∂fi(x, t)
∂t
=
∫ 1
0
dz
αS
2pi
Pˆij(z)
[
1
z
fj
(x
z
, t
)
− fj(x, t)
]
. (4.46)
Rewriting the second term on the right hand side in terms of the Sudakov from equation 4.44 using
∂∆(t,t0)
∂t = −
(
αS
2pi
1
t
∫
dzPˆij(z)
)
∆(t, t0) we get
t
∂fi(x, t)
∂t
=
∫ 1
0
dz
z
αS
2pi
Pˆij(z) fj
(x
z
, t
)
+ t
1
∆
∂∆
∂t
fj(x, t) . (4.47)
Moving the second term to the left hand side and using ∂∂t
(
f
∆
)
= 1∆
∂f
∂t − f 1∆2 ∂∆∂t gives
t
∂fi(x, t)
∂t
− t 1
∆
∂∆
∂t
fj(x, t) =
∫ 1
0
dz
z
αS
2pi
Pˆij(z) fj
(x
z
, t
)
t′∆(t′)
∂
∂t
(
f
∆
)
=
∫ 1
0
dz
z
αS
2pi
Pˆij(z) fj
(x
z
, t
)
(4.48)
where we have used the shorthand notation ∆(t′) := ∆(t′, t0).
Integrating this with the boundary condition fi(x, t)|min = fi(x, t0) gives
fi(x, t)
∆(t)
=
∫
dt′
t′
1
∆(t′)
∫ 1
0
dz
z
αS
2pi
Pˆij(z) fj
(x
z
, t′
)
+ c
=
∫
dt′
t′
1
∆(t′)
∫ 1
0
dz
z
αS
2pi
Pˆij(z) fj
(x
z
, t′
)
+ fi(x, t0) , (4.49)
which finally gives
fi(x, t) =
∫
dt′
t′
∆(t)
∆(t′)
∫ 1
0
dz
z
αS
2pi
Pˆij(z) fj
(x
z
, t′
)
+ ∆(t) fi(x, t0) . (4.50)
This equation is known as a shower equation and it illustrates how the Sudakov form factor may be used in
a way which replicates DGLAP (i.e. collinear) evolution, and has a simple interpretation in terms of branching
probabilities: the second term is the probability of no emissions between scales t0 and t, whereas the first term
is the probability of no emission between the scales t and t′ (the factor ∆(t)∆(t′) ), and then a single emission at
the scale t′.
Equation 4.50 is therefore the formal underpinning (i.e. the proof that shower algorithms simulate collinear
evolution according to the DGLAP equation) of shower algorithms, and also their basic building block.
Additionally, comparisons between analytic resummation, resummation as performed by parton showers (as
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implemented in PYTHIA and HERWIG) and data (for the case of Drell-Yan, Higgs production and diphoton
production) have been performed and have found all three to be in good agreement, validating their equivalence
at the leading-logarithmic level [194, 195].
The previously mentioned Sudakov suppression at low pT (equation 5.8) is also experimentally observed.
In this region the Sudakov form factor smoothly smears and combines the otherwise divergent (and opposite)
real and virtual contributions to yield physically meaningful and well-defined differential distributions in the
low pT region.
4.9 The Logarithmic Accuracy of the Parton Shower
The kernel of the Sudakov form factor, whether it is the Altarelli-Parisi splitting functions, or a real emission
matrix element (which must reduce to the Altarelli-Parisi splitting functions in the collinear limit by virtue of
the collinear factorisation theorem described in section 2.1.1), contains both the soft and collinear singularities
of an emission. As such its exponentiation in the Sudakov form factor is guaranteed to resum the (soft and
collinear) double logarithms which (as detailed in section 5.1) constitute the full LL contribution. These kernels
in fact also contain parts of the NLL contribution, for example in
Pˆ exclq,qg (z) = CF
1 + z2
1− z =
2CF
1− z − CF (1 + z) , (4.51)
the second term lacks a soft (z → 1) singularity and is therefore only singly (collinear) logarithmic and of the
form αS L (where L indicates a logarithm, as in section 5.1).
However these contributions contain only part of the NLL corrections and this is not sufficient to claim
NLL accuracy. Using the notation of equation 5.6 the resummation factor is schematically of the form
exp
(
AL2 + B L + O
(
p2T
Q2
))
, (4.52)
where the coefficients A and B have perturbative expansions, A =
∑
i αS, iAi and B =
∑
i αS, iBi.
LL accuracy requires only the coefficient A1 (i.e. terms O(αS L2)) to be known and included. NLL
accuracy additionally requires both A2 (which is O(α2S L2)) and B1 (of O(αS L)) to be known and used. As
just discussed, the O(αS L) purely collinear logarithmic terms are included in the parton shower kernels, but
since terms O(α2S L2) are not present only LL accuracy can be claimed.
Additionally, the exponentiation of the finite part of the real emission contribution in the POWHEG Sudakov
introduces extra spurious logarithmic cross terms. Explicitly writing the power of the coupling and expanding
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the difference between the POWHEG Sudakov and the NLL resummation exponential schematically gives(
exp
[
AαS L
2 + B αS L + c αS
] − exp [AαS L2 + B αS L] )
∣∣∣∣∣
O(α2S)
= (4.53)
c αS +
1
2
c2 α2S + cB α
2
S L + cAα
2
S L
2 ,
where the α2S L
2 cross term is of NLL and would hence destroy the NLL accuracy, had it been obtained.
Lastly, it must be pointed out that this resummation is observable-dependent. In analytic approaches the
resummation is performed for a given variable (observable) in which there are regions of phase space where it
is known that resummation is required (e.g. the T → 1 of the thrust in e+e−, or the pT → 0 for the transverse
momentum of the lepton pair in Drell-Yan). The resummation is therefore explicitly observable-dependent.
The resummation performed by the parton shower is roughly analogous to the soft-gluon resummation
in analytic calculations and the large logarithmic contributions it resums arise only in the regions of certain
observables which are sensitive to these soft and/or collinear emissions. The parton shower resummation
therefore is, like its analytic counterpart, observable-dependent.
Chapter 5
Matching Next-to-Leading Order
Calculations with Parton Showers
In chapter 3 we have reviewed the structure of QCD NLO radiative corrections, and the accurate predictions
they can provide for scales pT  ΛQCD thanks to the factorisation theorem. And in chapter 4 we have
sketched how the enhanced soft and collinear emission regions can be accounted for and treated to all orders.
In summary, the strengths of fixed order calculations such as the one performed in chapter 3 are:
• appropriate description of high pT regions of observables (up to higher-order radiative corrections, which
can be significant);
• a correct description of widely separated jets and jet multiplicities (where the Born contribution contains
final-state partons);
• first prediction for the normalisation of observables for which the Born level prediction is already physically
meaningful;
• full inclusion of interference effects in the hard scattering;
• inclusion of finite NC contributions (where NC is the number of colours).
Fixed-order predictions are however
• unphysical in low pT regions;
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• give generally low multiplicity events given the complexity of computing high-multiplicity matrix elements
(particularly at NLO or beyond), this is in contrast with the high jet multiplicity observed in typical
hadron-hadron collider events;
• are useful for highly inclusive observables (such as the total cross section), but inadequate for observables
requiring fully exclusive, high multiplicity events;
• are susceptible to large logarithmic corrections in low transverse momentum regions.
Likewise the Sudakov resummation outlined in chapter 4 provides
• physically meaningful predictions for low pT regions of observables;
• accurate predictions for jet substructure;
• proper all-orders description of the dominant perturbative soft, collinear and soft and collinear enhanced
emission contributions to the low pT regions;
• fully exclusive, high multiplicity events;
• scale evolution of partons from the hard interaction scale down to the hadronisation scale.
The Sudakov resummation formalism has the disadvantage of (strictly speaking) only describing the soft
and/or collinear limits, failing to correctly describe hard non-collinear emission and generating dead cones
where it cannot correctly describe emission.
It is therefore desirable to consistently match the NLO fixed order description with the all-orders re-
summation as sketched in the previous chapter to obtain the best possible description, using both of the
complementary approaches to provide theoretically sound predictions over the full scale and multiplicity range
of a hadron-hadron collider.
This is the focus of the present work, the matching of NLO fixed order amplitudes for BSM processes to a
parton shower algorithm to produce predictions for differential distributions accurately at up to NLO and LL
level, for sufficiently inclusive observables.
5.1 Generalities of Resummation and Matching
To all orders the logarithmic structure of QCD (and incidentally also QED as the argument is kinematical
and follows through exactly in the same way substituting colour generators with electric charges) is therefore
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an extension of figure 4.1 from the leading log contribution down to non-logarithmic contributions, for each
power of αS , for all powers of αS , as in equation 5.1 for the partonic cross section
σres = σLO
[
1 +
∞∑
n=1
2n∑
m=0
cnm α
n
S L
m
]
+D ,
= σLO
[
1 + αS (c12 L
2 + c11 L+ c10) +
+ α2S (c24 L
4 + c23L
3 + c22L
2 + c21L+ c20) + . . .
]
+D , (5.1)
where L denotes a soft or collinear logarithm (and L2 denotes both) and D is a finite function in the soft and
collinear limit, so we will not be concerned with it here and drop it from hereon.
More generally, the fixed-order partonic cross section (at leading order denoted σLO in the above equation)
is itself a perturbative expansion (but in αS instead of αS L) by equation 3.1, so the full expansion is of the
form
σres =
∑
n
αnS σ
(n)
[
1 +
∞∑
n=1
2n∑
m=0
cnm α
n
S L
m
]
,
= (σLO + σNLO + . . .) ×
[
1 + αS (c12 L
2 + c11 L+ c10) +
+ α2S (c24 L
4 + c23L
3 + c22L
2 + c21L+ c20) + . . .
]
. (5.2)
Starting from equation 5.2 we may schematically rearrange the logarithmic terms such that the leading
logarithmic structure can be seen to be correctly reproduced from a Maclaurin expansion of an exponential
exp(αS c12 L
2) ≈
αS≈0
1 + αS c12 L
2 +
1
2
α2S c
2
12 L
4 +
1
6
α3S c
3
12 L
6 + . . . (5.3)
Similarly the next-to-leading logarithmic structure can be written as
exp(αS c11 L) ≈
αS≈0
1 + αS c11 L+
1
2
α2S c
2
11 L
2 +
1
6
α3S c
3
11 L
3 + . . . (5.4)
So that the NLL-accurate expression is given by
exp(αS c12 L
2 + αS c11 L) ≈
αS≈0
1 + αS (c12L
2 + c11L) + α
2
S
(
1
2
c212L
4 + c11c12L
3 +
1
2
c211L
2
)
+ α3S
(
1
6
c312L
6 +
1
2
c11c
2
12L
5 +
1
2
c211c12L
4 +
1
6
c311L
3
)
+ . . . (5.5)
Using this on equation 5.2 we find that the combination of a fixed order and an NLL resummed result has
the form
σFO+NLL = σFO × exp(αS c12 L2 + αS c11 L) ,
= σFO × exp(Lg1(αSL) + g2(αSL)) , (5.6)
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where g1 and g2 are functions that have a well defined perturbative expansion, and which contain the LL and
NLL contributions, respectively1.
Equation 5.6 holds schematically (see [193] for a more accurate and detailed description), but if the fixed-
order partonic cross section already contains one or more QCD emissions the above relation will contain a
double counting of some emissions and their corresponding logarithms (cf. table 4.1) which will be present in
both the fixed order and the all-orders expressions, and an adequate matching procedure is called for.
In analytic treatments this is accomplished by expanding the resummed result to the same order as the
fixed order one and removing it from the full resummed result before combining it with the fixed order result
σFO+res = σ
(n)
FO + σres − σ(n)res . (5.7)
In the context of parton showers this separation is performed by carefully restricting the hardest emission(s)
to be produced using the fixed order result, and allowing all others to be generated by the shower algorithm
(with a veto to avoid the overlap), as we discuss in chapter 5.
In the above all orders expansion the infinite tower of terms of the form αnS L
2n are known as the Leading
Logarithms (LL), those of the form αnS L
2n−1 are the Next-to-Leading Logarithms (NLL) and so on. If only
the single term with the highest logarithmic power at a given order of αS is considered this is known as the
Double Leading Logarithmic (DLL) approximation.
In fact the dominant terms of the above logarithmic structure (LL, NLL, and even NNLL for some processes)
can be summed up to all orders provided they are amenable to exponentiation. This is a property that has
been proven for DIS and Drell-Yan [197–199] and for Drell-Yan the resummation of leading logarithms was
shown to give
dσ
dp2T
= σ
d
dp2T
exp
{
−αS
2pi
CF log
2 Q
2
p2T
+O
(
αS log
Q2
p2T
)}
=
LL
αS
pi
σ CF
log Q
2
p2T
p2T
exp
{
−αS
2pi
CF log
2 Q
2
p2T
}
, (5.8)
where we see that compared to the single emission (i.e. DLL accurate) logarithmic structure from equa-
tion 4.15, the all-orders emissions have exponentiated (or equivalently, the LL all-orders result is given by
exponentiating the first order correction). This is the basis for the construction of the Sudakov form factor
(and the Sudakov resummation it corresponds to) discussed in sections 4.6 and 4.7.
Note that in contrast to the singularity structure of the fixed-order NLO calculation which yields equal and
1We have presented a very na¨ıve and schematic treatment of the counting of logarithms here, see [196] for a more complete
treatment.
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opposite divergences in the pT = 0 (δ(1− z) kinematics) limit, here
lim
pT→0
dσ
dp2T
= 0 , (5.9)
which is finite.
However this Sudakov suppression is in fact too strong and the relevant measured distributions do not go to
zero at small transverse momentum. This is due to a lack of full momentum conservation in the resummation
performed: the only way for a pT = 0 configuration to arise is for no emission to take place whatsoever,
and the probability of this for any finite evolution in energy is vanishingly small given the exponential form
of the probability for no emission which we discuss in sections 4.6 and 4.7. The possibility of generating this
configuration by balancing recoil from multiple emissions is not taken into account. This can be remedied but
we will not discuss the effect of these non-logarithmic momentum-reshuﬄing contributions.
The same exponentiation is known to hold for Drell-Yan at the NLL level for both the total cross section,
and the double differential cross section dσdx1 dx2 in the semi-inclusive x1, x2 → 0 limit [200]2, and is largely
assumed to hold for any differential distribution for Drell-Yan and for all other commonly studied perturbatively
calculable collider processes.
5.2 Leading Order + Leading Logarithmic Matching
Monte Carlo event generators have long consistently included both fixed-order and all-orders parton shower
resummation. This matching consisted of generating a strictly leading-order matrix element, generating events
weighted according to it, and evolving any partons via the parton shower algorithm to perform the Sudakov
resummation and generate fully exclusive, high-multiplicity events.
Such an algorithm starts from the following relation for a fully differential cross section for the hardest
emission
dσ = B [∆(tI , t0) + ∆(t, t0)K(t, z) dt dz] dΦn , (5.10)
where tI is the initial scale of the shower, the splitting kernel is given by
K(t, z) = αS
2pi
1
t
∑
j
Pˆ excljk (z) , (5.11)
2This resummation by exponentiation has also been shown to hold for e+e− observables of the form of equation 4.10 in [201].
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and the Sudakov form factor is that from equation 4.44 which we repeat here for convenience
∆j(t, t0) = exp
−∑
j
∫ t
t0
dt′
t′
∫
αS(p
2
T )
2pi
Pˆ exclij (z) θ
(
pT (Φn+1)− pminT
)
dz
 . (5.12)
An assumption here is made that the dominant contribution to the cross section comes from the hardest
emission (see [202] for discussion). This approximation will hold when one emission is much harder than all
others in the event, and is an approximation made in both the standard parton shower formulation, and the
motivation in improvements to the shower such as the ones for BSM processes we will study here.
The splitting function used in the Sudakov and everywhere from here on is now the exclusive, unregularised
splitting functions Pˆ excli,jk as defined in figure 4.1, though we will omit the ’excl’ label for clarity. Note that
formally this splitting kernel is not uniquely defined but must have the correct soft and collinear limits as
it determines which logarithms get resummed. As it is singular a lower bound must be introduced using a
Heaviside step function to define the threshold for resolvable emission and allow for numerical simulation.
In full, the functional dependence of the Sudakov is
∆i(t, t0; p
min
T ; αS(p
2
T )) = exp
−∑
j
∫ t
t0
dt′
t′
∫
αS(p
2
T )
2pi
Pˆ exclij (z) θ
(
pT (Φn+1)− pminT
)
dz
 (5.13)
though we will omit the parent parton flavour label, i, the strong coupling will be evaluated at the transverse
momentum of the splitting since this is known to contain some of the NLL contributions (see section 6.7.2
of [17]), t = (ECM/2)
2 is the maximum scale for parton shower emissions, t0 ≈ 22 GeV2 is the parton shower
IR cut-off where hadronisation and non-perturbative evolution is deemed to take over, and the threshold for
resolvable emission we use is pminT = 1 GeV.
The interpretation of equation 5.10 is as follows: A hard interaction event is generated with weight
according to B. The parton shower algorithm is then applied to all external partons. The first term in the
square brackets corresponds to the probability of no resolvable emission occurring at all when evolving from a
scale t to a scale t0 (t > t0). The second term corresponds to the product of the probability of a resolvable
emission in the infinitesimal range [z + dz], [t + dt] around the scale t, given by K(t, z) dt dz, times the
probability that emission has not already happened, given by ∆(t, t0), and as such correctly generates the
conditional probability for (the hardest) emission to occur at the scale t. These probabilities can be solved
numerically for the scale, t, at which the emission occurs, and also for its momentum fraction (1− z), as well
as azimuthal variable (which is spread evenly from 0 to 2pi). How this is done is explained in section A.6.
For final-state (timelike) partons this procedure can be recursively applied to populate the soft and collinear
phase space down to a scale t0 at which the strong coupling growth no longer allows a perturbative treatment
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and hadronisation takes place. For initial-state (spacelike) partons, for reasons involving computational effi-
ciency and consistency with the DGLAP equation, the parton shower must undergo backwards evolution from
the hard interaction scale.
This implies a modification of the Sudakov form factor for initial-state showers as follows
∆j(t, t0) = exp
−∑
j
∫ t
t0
dt′
t′
∫
αS(p
2
T )
2pi
Pˆ exclij (z)
fi˜j(x/z), t)
z fi˜j(x), t)
θ
(
pT (Φn+1)− pminT
)
dz
 , (5.14)
but the splitting kernels and formulation of the shower are otherwise unaltered.
For a more detailed treatment of the shower kinematics in HERWIG++ see [203, 204].
5.2.1 Shower Unitarity
We note two properties of equation 5.10 which are crucial and must be preserved in any extensions or improve-
ments of the shower. The first is shower unitarity, which is the requirement that the sum of terms in square
brackets (as used to produce the hardest emission) give unity when the second term within it is integrated
over the phase space of the emission (as it would be when computing the expectation value of an observable).
This preserves the normalisation of the fixed-order calculation (in this case the Born normalisation given by B
in equation 5.10) and allows for a probabilistic interpretation of the terms in square brackets, which is crucial
to the numerical generation of the parton shower.
We rewrite equation 5.10 in a more general form as
dσ = B
[
∆(pminT ) + ∆(pT )K(Φ1) dΦ1
]
dΦn , (5.15)
where we momentarily consider the Sudakov as a function only of the threshold for resolvable emission, pT :
∆(pT ) = exp
(
−
∫
K(Φ1) θ(kT − pT ) dΦ1
)
. (5.16)
When using 5.15 to compute the expectation value of an observable, the convolution of this expression
with the observable will be taken, with the integral over the full phase space being evaluated. Considering
the terms in the square brackets from equation 5.15 with the integral over the radiative phase space of the
hardest emission gives
∆(pminT ) +
∫
∆(pT )K(Φ1) dΦ1 . (5.17)
Multiplying the second term by
1 =
∫ ∞
pminT
dpT δ(kT − pT ) (5.18)
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equation 5.17 becomes
∆(pminT ) +
∫ ∞
pminT
dpT ∆(pT )
∫
K(Φ1) δ(kT − pT ) dΦ1︸ ︷︷ ︸
= ddpT
∆(pT )
= ∆(pminT ) + (∆(∞) − ∆(pminT )) (5.19)
where we have used the relation δ(kT − pT ) = − ddpT θ(kT − pT ) to identify the derivative of the Sudakov and
we have used the relation ∆(∞) = 1.
Therefore equation 5.10 satisfies the shower unitarity relation
∆(pminT ) +
∫
∆(pT )K(Φ1) dΦ1 = 1 , (5.20)
as expected.
The probabilistic interpretation of equation 5.10 as the probability of generating the hardest emission at a
given scale allows for the numerical simulation of said process. The problem to be solved is the solution of the
second term of equation 5.10 for the scale, t, of the emission and its momentum fraction, z. This corresponds
to generating values of t and z according to the distribution
P(t, z) = K(t, z) ∆(t, t0) . (5.21)
The technique used to tackle the problem of generating values according to equation 5.21 is known as the
veto algorithm and is defined in appendix A.6 and explicitly implemented for the cases of interest to us in
sections 6.1.2 and 6.2.2.
5.3 Next-to-Leading-Order + Leading Logarithmic Matching
Extending the LO+LL matching to NLO+LL will require modifications to equation 5.10 to include the NLO
fixed-order calculation without double-counting contributions, as there will be regions of phase space into
which both the fixed-order amplitude and the parton shower could radiate.
The double-counting problem between the NLO amplitude and the parton shower lies essentially in the
O(αS) corrections that are already included in the Sudakov, and therefore the first emission from the shower
as well. Hence one must choose whether to keep the contribution from the shower, or the NLO amplitude,
but one of the two must be removed to avoid double-counting this contribution.
In accordance with the observation that the dominant contributions to the cross section will originate
from the hardest emission of the event (it is this contribution which we seek to improve in keeping with the
formulation of equation 5.10) and given that such emission will be accurately described by the fixed order
prediction, it is its O(αS) contribution which we must keep, and the corresponding contribution in the shower
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should be discarded. This is exactly the same issue as discussed around equation 5.7 for matching in analytic
calculations, and the solutions here are analogous as well.
The challenge is thus to consistently insert the hardest parton emission as generated from the fixed-order
amplitude whilst ensuring that the parton shower does not generate any emissions as hard or harder than it,
and respecting both shower unitarity and the functional form of equation 5.21 required for the veto algorithm
to work as formulated there.
In order to achieve this matching we are formally free to insert terms of NNLO or higher if required to
permit or improve the numerical implementation, however such terms can be numerically important in high-pT
regions of phase space and are an unavoidable vulnerability of the presently known matching techniques.
In terms of formal accuracy we are also free to include (that is, to exponentiate by including within the Su-
dakov form factor) finite terms aside from the contributions containing the LL soft and collinear contributions.
Though once again this inherent ambiguity can be numerically important, particularly in high-pT regions, but
indeed throughout the phase space as both low- and high-pT regions are coupled by the requirement of shower
unitarity (namely, an excess or deficiency in one region necessarily translates into the opposite contribution in
the other for the overall fixed-order normalisation to be preserved).
In essence, by using one of the methods described in section 3.5 we are now able to generate hard-scattering
events according to a NLO amplitude and use them to compute any IR-safe observable desired. In section 5.2
we have sketched a method to match LO amplitudes to a parton shower which can perform LL Sudakov
resummation using the veto method. The next step is to extend this procedure to obtain a NLO+LL matching
and obtain the benefits of both the NLO inclusive accuracy and the LL resummation and fully exclusive event
generation of the parton shower.
The simplest way to achieve this is by finding a way to adapt equation 5.10 to include equation 3.107
without double-counting overlapping contributions from the NLO amplitude and the shower. Two methods
have so far been proposed to accomplish this, we first briefly overview the alternative method in section 5.3.1
for completeness and for comparison, and then focus on the one used in the present implementation.
5.3.1 The MC@NLO Method
The first NLO+parton shower matching method to be proposed was the MC@NLO matching method intro-
duced in [205].
Considering the second term in equation 5.10 which describes the probability to generate the hardest
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emission from the shower, we can define
RMC = B K(t, z) ∆(t, t0) . (5.22)
where B and K(t, z) are defined in equations 3.91 and 5.11. The exact functional form of RMC will vary
from amongst different implementations of the parton shower algorithm as there will be differences in the
ordering variable, the corresponding integration limits in the Sudakov, or the exact form of the splitting
kernels, for example3. RMC and its components will therefore schematically stand for any of these possible
implementations in this section.
Note that use of this term in the implementation will therefore make it specific to a particular shower
implementation though the general method would remain the same for other choices of RMC. The RMC
expression must be transformed from parton shower variables to the variables of the fixed order matrix element
and this operation is an event-generator dependent calculation.
Using equation 5.22 equation 5.10 can be more generally written as
dσ = B
[
∆(tI , t0) +
RMC
B dΦ1
]
, (5.23)
where we have rewritten the Sudakov form factor as
∆(t, t0) = exp
−∑
j
∫ t
t0
RMC
B θ(pT (Φn+1)− p
min
T ) dΦ1
 . (5.24)
Expanding equation 5.22 to O(αS) yields
RMC = B K(t, z)
(
1−
∫ t
t0
K(t, z) dΦ1 + . . .
)
RMC
∣∣∣
O(αS)
= B K(t, z) , (5.25)
which gives the NLO shower contribution which must be removed to avoid double-counting when the fixed-
order NLO contribution is inserted.
We can therefore modify equation 5.10 to generate the hardest emission weight according to the NLO
amplitude, with the counterterms used by the subtraction method to render the NLO amplitude numerically
integrable modified to include these O(αS) shower contributions, and thereby avoiding any double-counting.
This is how MC@NLO performs the NLO+LL matching, which we can summarise by stating that the hard
3See Appendix A.5 in the original paper [205] for the construction of RMC for FORTRAN HERWIG.
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interaction events should now be generated (schematically) according to
dσMC@NLONLO =
[
B + V0 −
∑
i
∫
Ci dΦ1 +
∫
RMC
∣∣∣
O(αS)
dΦ1 + Ga 0 + Gb 0
]
dΦn︸ ︷︷ ︸
S
+
[
R0 − RMC
∣∣∣
O(αS)
]
dΦn+1︸ ︷︷ ︸
H
, (5.26)
where Ci are the subtraction terms necessary to regularise the virtual contribution and RMC
∣∣∣
O(αS)
are the
O(αS) terms from the parton shower, which must be subtracted. Note that both S events containing only
shower emissions and H events containing an NLO real emission are separately finite (lower integration bounds
on integrals over RMC
∣∣∣
O(αS)
are removed here so it acts as a local subtraction term).
The parton shower should then be run on each S- or H-type generated event, with no need for a veto on
hard shower emissions as the H events are non-singular in the soft and collinear limits such that overlap with
parton shower emissions should be suppressed.
Note however that both S and H events are not guaranteed to have positive weights as the modified
subtraction terms R˜ may in some regions of phase space exceed their relevant amplitudes. The MC@NLO
method therefore will generally produce a non-negligible fraction of events with negative weights. It is this
issue which is highly inconvenient for detector-level simulations, and which motivates us to use the other
available method, which we now present and which is the method this work is based on.
5.3.2 The POWHEG Method
The Positive Weight Hardest Emission Generator (POWHEG) method as formulated in [188,206,207] generates
the hardest emission of an event according to the NLO amplitude and then inserts it into a parton shower
with a corresponding veto on emissions harder than that generated from the fixed-order amplitude to avoid
double-counting.
If the parton shower algorithm is ordered in transverse momentum the hardest emission from POWHEG
can be inserted as the first one and then the shower can be evolved as usual, but with the presence of a veto
(this is known as the vetoed shower). If (as is the case in this work, and in general for HERWIG++) the
shower is angular-ordered, then the hardest emission is no longer guaranteed to be the first one and softer
wide-angle emissions should precede it. These form what is know as the truncated shower (or vetoed truncated
shower indicating the presence of a veto on emissions harder than the POWHEG one here as well) and must
be consistently inserted to restore the soft coherence of the shower, as we will now discuss.
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Shower Reorganisation
Using the formalism established in [206] we represent the full shower evolution of a parton i from the scale t
to the scale t0 with a veto on emission harder than pT, h by a generating functional
Si(t, t0; pT, h) , (5.27)
with the lower scale and veto scale assumed to be t0 and zero, respectively, if absent
4.
The hardest emission (which will now be generated from the NLO amplitude) is denoted using the subscript
’h’. The sum over all possible splittings i˜j → i j in the splitting kernel will be explicitly written (in contrast
to equation 5.11 where it was absorbed into the kernel).
In the standard LO+LL formulation of the shower every emission (including the hardest) can be rewritten
in this formalism from equation 5.10 to
Si˜j(tI) = ∆i˜j(tI , t0) Si˜j(t0) (5.28)
+
∫ tI
t0
dt ∆i˜j(tI , t)
∑
ij
(
Ki˜j→ij(t, z)
)
Si(z t) Sj((1− z) t) .
This shower is applied recursively by iteratively substituting this expression back into the shower generating
functionals on the right-hand side to generate the full parton shower, stopping when
iterations∏
i
zi tI ≤ t0 , (5.29)
and then proceeding to the hadronisation stage of the Monte Carlo event generation.
We now seek to modify this by inserting a truncated shower before the hardest emission (with a veto on
emissions with5 pT > pT, h), followed by the hardest emission described by (th, zh, φh), and then a vetoed
shower (with the same transverse momentum constraint). This must be done with the constraint that the
functional form of equation 5.28 is preserved. The reason for this is twofold: by unitarity, the no-branching
probability density in the integrand in the Sudakov must match the branching probability used to generate
emissions, and also the functional form in the second term should match that of equation 5.21 for the veto
algorithm to be applicable.
In the following we illustrate the required modifications to the parton shower using the final-state (timelike)
shower.
Imposing the required transverse momentum veto condition on equation 5.28 and inserting the truncated
shower as required yields a shower equation for the parton shower line producing the hardest emission of the
4Note that S(t0, t0) = 1, meaning the shower generates no resolvable emission.
5Transverse momentum is defined as in section 4.4, with respect to the parent parton for FSR, and with respect to the beam
for ISR.
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form6
Si˜j(tI) = ∆i˜j(tI , t0) Si˜j(t0) (5.30)
+
∫ tI
t0
dt ST
i˜j
(tI , th; pT, h)
∑
ij
(
Ki˜j→ij(th, zh)
)
SVi (zh th; pT, h) SVj ((1− zh) th; pT, h) .
The truncated shower here is given by the recursive equation
ST
i˜j
(tI , th; pT, h) = ∆i˜j(tI , th)
+
∫ tI
th
dt ∆i˜j(tI , t) Ki˜j→i˜j g(t, z) Θ (pT, h − pT (t, z))
× ST
i˜j
(z t, th; pT, h) SVg ((1− z) t; pT, h) . (5.31)
Note that as discussed before, in the truncated shower the splittings can only correspond to gluon emission7,
with the soft gluon itself proceeding to a vetoed shower. Note also that unlike the previous shower equations,
the first term lacks a factor of Si˜j(th) as even if there is no emission before the hardest one (this term
corresponds to the probability of no emission) the truncated shower must proceed to the hardest emission
followed by the vetoed shower, which is given by
SV
i˜j
(th; pT, h) = ∆i˜j(th, t0) Si˜j(t0)
+
∫ th
t0
dt ∆i˜j(th, t)
∑
ij
(
Ki˜j→ij(t, z)
)
Θ (pT, h − pT (t, z))
× SVi (z t; pT, h) SVj ((1− z) t; pT, h) . (5.32)
Unfortunately, in both the truncated and the vetoed showers as given by equations 5.31 and 5.32 the
presence of the Heaviside step function imposing the transverse momentum veto here but not in the integrand
of the standard Sudakov form factor (as shown in equation 5.16) violates unitarity and implies that the
functional form in equation 5.28 required for the veto algorithm to work no longer holds.
Using the property Θ (pT, h − pT (t, z)) + Θ (pT (t, z)− pT, h) = 1 of the Heaviside step function the
Sudakov can be written as the product
∆i(t1, t2) = ∆
V
i (t1, t2; pT, h) ∆
R
i (t1, t2; pT, h) , (5.33)
of the newly defined vetoed Sudakov and remnant Sudakov, respectively.
It can be shown (see derivation of equation 6.21 within [206]) that the product of remnant Sudakovs
6Shower lines not containing the hardest emission proceed according to equation 5.28, as usual.
7Since with angular ordering the first emissions are wide angle ones, and only gluon emission has a singular soft, non-collinear
limit.
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obtained by recursive use of the shower equations above may be combined into a single remnant Sudakov as
∆Ri (tI , t0; pT, h) ≈
∏
i
∆Ri (ti, ti+1; pT, h)
= exp
− ∑
i˜j→ij
∫ tI
t0
Ki˜j→ij(t, z) Θ (pT (t, z)− pT, h)
 . (5.34)
Noting that the standard Sudakov form factor is related to the remnant Sudakov by
∆i(tI , t0) = ∆
R
i (tI , t0; 0) , (5.35)
and factorising all the remnant Sudakov factors from 5.30 using 5.34 we obtain the final expression for the
hardest emission from the POWHEG-rearranged shower as
Si˜j(tI) = ∆Ri˜j(tI , t0; 0) Si˜j(t0) (5.36)
+
∫ tI
t0
dt ST
i˜j
(tI , th; pT, h) ∆
R
i˜j
(tI , t0; pT, h)
∑
ij
(
Ki˜j→ij(th, zh)
)
× SVi (zh th; pT, h) SVj ((1− zh) th; pT, h) .
Here the truncated and vetoed showers are analogous to equations 5.31 and 5.32 but with the Sudakovs
now being vetoed Sudakovs whose argument now correctly matches with the Heaviside step function after
having factored out the remnant Sudakovs.
The new vetoed shower is given by
SV
i˜j
(th; pT, h) = ∆
V
i˜j
(th, t0) Si˜j(t0)
+
∫ th
t0
dt ∆V
i˜j
(th, t)
∑
ij
(
Ki˜j→ij(t, z)
)
Θ (pT, h − pT (t, z))
× SVi (z t; pT, h) SVj ((1− z) t; pT, h) . (5.37)
With the corresponding truncated shower also being obtained from the previous one by replacing Sudakovs
by vetoed Sudakovs, yielding
ST
i˜j
(tI , th; pT, h) = ∆
V
i˜j
(tI , th)
+
∫ tI
th
dt ∆V
i˜j
(tI , t) Ki˜j→i˜j g(t, z) Θ (pT, h − pT (t, z))
× ST
i˜j
(z t, th; pT, h) SVg ((1− z) t; pT, h) . (5.38)
The required shower modifications for initial-state (spacelike) showers are analogous (see [204] for details).
The algorithmic implementation of equation 5.36 is as follows:
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1. following equation 5.36 generate the hardest emission variables (th, zh, φh) according to
∆R
i˜j
(tI , t0; pT, h)
∑
ij
(
Ki˜j→ij(th, zh)
)
using the veto algorithm;
2. following equation 5.37 generate the truncated shower from tI to th allowing only gluon emission with
pT < pT, h by generating shower variables according to
∆V
i˜j
(tI , t) Ki˜j→i˜j g(t, z)
using the veto method;
3. when the scale th is reached insert the hardest emission as generated in step 1;
4. continue shower to the hadronisation scale according to the vetoed shower, using
∆V
i˜j
(th, t)
∑
ij
(
Ki˜j→ij(t, z)
)
and allowing only emissions with pT < pT, h.
Note that the contribution from the truncated shower is purely from soft gluons (as (anti)quark emission
is finite in the soft limit), and that even then their singly-logarithmic contribution is subleading relative to the
dominant double-logarithmic contributions from LL Sudakov resummation in the collinear regions.
Nonetheless, if the coherence and proper treatment of soft wide-angle emissions of the HERWIG++ parton
shower is to be preserved these contributions must be accounted for. This requires a slight reorganisation of
the parton shower to consistently include the truncated shower whilst preserving the current shower’s structure
which allows for efficient numerical sampling. We describe the necessary modifications to the shower in
section 5.3.2 and assume the presence and proper introduction of the truncated shower from here on.
Generation of the Hardest Emission
We now wish to find the POWHEG NLO+LL equivalent of equation 5.10. Expanding this expression to O(αS)
and replacing these terms with the NLO fixed order contribution from equation 3.107 should provide us exactly
with the NLO-accurate generation of the hardest emission matched to a parton shower which we desire.
Restating the relation for the hardest emission from the parton shower for convenience and proceeding to
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expand it about αS = 0 yields
dσ = B [∆(tI , t0) + ∆(t, t0)K(t, z) dt dz] dΦn
= B
[(
1−
∫ tI
t0
K(t, z) dt dz + . . .
)
+
(
1−
∫ t
t0
K(t, z) dt dz + . . .
)
K(t, z) dt dz
]
dΦn ,
so that to O(αS)
dσ
∣∣∣
O(αS)
= B
[(
1−
∫ tI
t0
K(t, z) dt dz
)
+K(t, z) dt dz
]
dΦn . (5.39)
Neglecting for now the collinear remnant terms due to ISR, the NLO result from equation 3.107 can be
written (using the singular real-emission contribution as a local subtraction term) as
dσNLO =
[
V +
∫
1
R
]
dΦn +
[
B −
∫
1
R+RdΦ1
]
dΦn
=
[
V +
∫
1
R
]
dΦn +B
[
1−
∫
1
R
B
+
RdΦ1
B
]
dΦn . (5.40)
The second set of square brackets now has precisely the same form as the square brackets in the expansion
of the parton shower result, suggesting that with the replacements
K(t, z) −→ RdΦ1
B
, dt dz −→ dΦ1 , (5.41)
both here and in the remnant Sudakov (equation 5.34) such that the remnant Sudakov is now
∆R(pT ) = ∆
R
i (tI , t0; pT ) = exp
− ∑
i˜j→ij
∫
[R dΦ1 Θ (pT (Φn+1)− pT )]
B
 (5.42)
a NLO-accurate version of equation 5.10 (which avoids double-counting O(αS) contributions) may be obtained
in the form of
dσNLO =
[
V +
∫
1
R
]
dΦn +B dΦn
[
∆R(pminT ) + ∆
R(pT )
R
B
dΦ1
]
. (5.43)
This works but has the unfortunate feature of potentially yielding events with negative weights, spoiling
the probabilistic interpretation of the events, posing a problem for detector simulation studies and potentially
slowing down the convergence of the numerical result if large individual positive and negative weights result.
In POWHEG this is remedied by absorbing the terms in the first square brackets into the Born, B,
contribution, which now becomes
B = B + V +
∫
RdΦ1 . (5.44)
When multiplied by the term in the second square brackets this introduces spurious terms of O(α2S) and
higher, but these are beyond the formal accuracy we aim for and can formally be neglected (though their
numerical significance is not necessarily negligible).
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Note also that this B function is positive definite as the Born is positive and the radiative corrections
should not exceed it as long as perturbativity is preserved.
We therefore have the final POWHEG formula for the hardest emission from a NLO amplitude matched
to a LL-accurate parton shower,
dσPOWHEGNLO = B dΦn
[
∆R(pminT ) + ∆
R(pT )
R
B
dΦ1
]
. (5.45)
Note however that a subtraction method is necessarily involved, which implies we must separate the real
contribution into contributions where only a single dipole and its corresponding kinematic mapping (or singular
region in the case of FKS subtraction) labelled α is relevant. This can be done by defining
Rα = |Dα|∑
α |Dα|
R , (5.46)
such that
R =
∑
α
Rα . (5.47)
This separation of the real emission contribution is also required since the POWHEG method relies on the
construction of n-body underlying configurations from the real emission contribution to build the B function,
and this is possible (by merging collinear partons or removing soft ones) only near a single collinear or soft
region, as defined by a single dipole.
We must also account for the fact that the term in square brackets in equation 5.45 as well as the
contribution in square brackets within the Sudakov in equation 5.42 must in fact be evaluated with their
underlying Born kinematics8 (which we denote using barred variables) at the same kinematic points as the
Born contribution. This is possible thanks to the factorisations
dΦn+1 = dΦ
α
n dΦ
α
1 , (5.48a)
dΦa(b)n, z =
dz
z
dΦn , (5.48b)
of the phase space.
We denote this restriction on the phase-space evaluation as
[. . .]Φn=Φn , (5.49)
which applies to all the relevant quantities in the brackets (R, Φa(b)n, z , kT (Φn+1), etc). This restriction on the
phase space is crucial so that the B function provides n-body kinematic events with NLO normalisation, to
which the POWHEG Sudakov can be used to add the hardest emission via the veto algorithm.
8This is obtained by deleting the soft or collinear parton from the event and absorbing its energy fraction into the incoming
parton momenta for initial-state collinear configurations.
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The underlying Born configurations as well as each of the regions where dipoles contribute must also have
the same flavour structure as the Born contribution to be added consistently to the final result. Therefore the
flavour structure of the Born contribution will be labelled f and this label is appended to relevant variables.
Taking into account these subtleties and including contributions from ISR the final results for the hardest
emission in the POWHEG method is given by
dσPOWHEGNLO =
∑
f
B
f
dΦn
{
∆f (pminT )
+
∑
αf
[
R ∆f (kT ) Θ(kT (Φn+1)− pminT ) dΦ1
]Φn=Φn
α
Bf
}
, (5.50)
its B function is given by
B = B +
(
V +
∫
dΦ1 C
)
+
[∫
dΦ1[R− C] +
∫
dz
z
[Gan, z +G
b
n, z]
]Φn=Φn
, (5.51)
and the corresponding POWHEG Sudakov is
∆(pT ) = exp
−
∫ S/4
t0
∑
αf
[
R Θ(kT (Φn+1)− pminT ) dΦ1
]Φn=Φn
α
Bf
 , (5.52)
where the upper limit corresponds to the
√
S/2 = ECM/2 phase space limit for real emission, and the
lower integration limit, t0 ≈ 22 GeV2, corresponds to the parton shower cut-off where hadronisation and
non-perturbative evolution is deemed to take over.
That these relations do indeed reproduce the NLO expectation value for IR-safe observables (equa-
tion 3.107) is proven in section 4.2 of [188].
Chapter 6
POWHEG Implementations
In this chapter we present the novel implementations of matching of the NLO corrections for the Z ′, slepton
pairs, and gaugino pair production to the HERWIG++ parton shower via the POWHEG method.
6.1 Z ′ POWHEG Implementation
We now describe the POWHEG implementation (as overviewed in chapter 5) merging the NLO QCD corrections
to Drell-Yan production of lepton pairs via a Z, γ or Z ′ as computed in chapter 31 with the HERWIG++ parton
shower algorithm (as overviewed in chapter 4). This yields a novel2 NLO+(N)LL-accurate event generation
for Z ′ observables inclusive in jets.
The present implementation of the NLO QCD corrections to Drell-Yan for Z ′ production as described here
is built on the SM Drell-Yan POWHEG implementation published in [209] and described in detail in [204],
which can be consulted for more details.
The crucial ingredient for the implementation of any process in POWHEG (once the methods for the
generation of the truncated shower and the hardest emission have been established, as done in sections 5.3.2
and 5.3.2, respectively) is the construction of the B function as defined in equation 5.51. The construction
of the hardest emission according to the defining relation of the POWHEG method of equation 5.50 is then
possible and follows more or less straightforwardly.
1The QCD radiative corrections for the SM Drell-Yan production are identical to those now including the Z′, as the coloured
content of the process is unaltered.
2This implementation went unpublished and was later carried out in [2]. We later also became aware of an earlier implemen-
tation using MC@NLO [208].
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6.1.1 Generation of the B Function
The procedure used to numerically deal with the IR singularities of the NLO cross section is not limited to
Catani-Seymour dipole subtraction and can in fact be performed by whichever method is most convenient,
provided the real and virtual matrix elements are rendered individually finite and numerically integrable.
For the implementation of the NLO radiative corrections to Drell-Yan we use the results of [204]. This
allows the Born contribution to be factorised from the real emission contributions (thereby simplifying the
computation of R/B required by the POWHEG relation into a rescaling of the Born contribution), and where
the IR singularities are isolated (and afterwards mutually cancelled) by use of the plus prescription defined in
equation 3.51.
The Born and virtual contributions can be straightforwardly generated by HERWIG++ and taken from
equation 3.75, respectively.
We therefore focus on the (singular) real emission contribution which (using the definitions from section 3.4)
is given by
R0 ab(Φn+1) = dΦn dΦ1
D()
4pi2
t u
Q2
J(z, y)Rab L(xa, xb) , (6.1)
where we have used the real emission 3-body phase space from equation 3.19, rewritten in d = 4− 2 as
dΦn+1 = dΦn dΦ1
D()
(4pi)2
t u
Q2
J(z, y) . (6.2)
D() is as defined in equation 3.45 and
J(z, y) = z (1− z)−1−2 y−1− (1− y)−1− , (6.3)
with the z, y variables defined in equations 3.35, 3.36 and 3.37.
The plus prescription can be used to rewrite J(z, y) as
J(z, y) = S() δ(1− z) + C(z, ) [δ(y) + δ(1− y)] + H(z, y) , (6.4)
where the singular soft, singular collinear, and finite non-soft, non-collinear contributions are given by the S(),
C(z, ) and H(z, y) functions, respectively.
Taking the soft and collinear limits of the real emission matrix element one obtains the limits
lim
z→1
|Mn+1ab |2 = 16pi αS Cab
s
t u
|Mnab(pa, pb)|2 (6.5)
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in the soft limit3 and
lim
y→0
|Mn+1ab |2 = 8pi αS
s
t u
1− z
z
Pˆcd(z, ) |Mnab(pa, z pb)|2 (6.6a)
lim
y→1
|Mn+1ab |2 = 8pi αS
s
t u
1− z
z
Pˆcd(z, ) |Mnab(z pa, pb)|2 (6.6b)
in the collinear limits from each initial-state leg. The splitting functions Pˆcd(z, ) are the unregularised Altarelli-
Parisi splitting functions in d = 4− 2, which are as defined in figure 4.1 but with the added dependence on
the dimensional regularisation parameter  as
Pˆqq(z, ) = CF
[
1 + z2
1− z −  (1− z)
]
(6.7a)
Pˆqg(z, ) = CF
[
1 + (1− z)2
z
−  z
]
(6.7b)
Pˆgq(z, ) = TR
[
1 − 2 z (1− z)
1− 
]
(6.7c)
Pˆgg(z, ) = 2CA
[
z
1− z +
1− z
z
+ z (1− z)
]
(6.7d)
Multiplying them by the soft and collinear contributions of J(z, y), respectively, gives a function of the
form
R0 ab = S0 ab δ(1− z) + C0 ab [δ(y) + δ(1− y)] + Hab , (6.8)
where the singular soft, singular collinear, and finite non-soft and non-collinear contributions have been sepa-
rated.
Summing the soft-singular contributions of the real contribution with those from the virtual yields a finite
virtual contribution of the form
V (Φn) =
αS
2pi
CF V (Q
2)B(Φn) , (6.9)
where
V (Q2) =
2pi2
3
− 8 − 3 log µ
2
Q2
, (6.10)
and Q2 as usual is the invariant mass of the vector boson.
With the remaining collinear singularities in R0 ab being cancelled by the parton distribution functions via
mass factorisation as described in section 3.3.3 the real emission contribution is now finite and of the form
Rab = Cab [δ(y) + δ(1− y)] + Hab , (6.11)
3The colour factor is CF for the qq¯ initial state and CA for the qg and q¯g initial states.
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with
Cqq¯ = (1 + z)
2
[
1
(1− z)+ log
Q2
xµ2
+ 2
(
log(1− z)
1− z
)
+
]
+ (1− z) , (6.12)
Hqq¯ =
1
(1− x)+
(
1
y+
+
1
(1− y)+
) [
(1− z)2 (1− 2 y (1− y)) + 2 z] , (6.13)
for qq¯,
Cqg = (z
2 + (1− z)2)
[
log
Q2
xµ2
+ 2 log(1− z)
]
+ 2 z (1− z) , (6.14)
Hqg =
1
y+
[
2 z (1− z) y + (1− z)2 y2 + z2 + (1− z)2] , (6.15)
for qg, and Cgq¯ = Cgq(y ↔ 1− y), Hgq¯ = Hgq(y ↔ 1− y) for q¯g.
The final form of the finite real contribution is then
R(Φn+1) =
αS
2pi
∑
a,b
CF (A)
Rab
z
Lˆab(xa, xb) , (6.16)
where Rab are given by
Rqq¯ = Cqq¯[δ(1− y) + δ(y)] + Hqq¯ , (6.17a)
Rqg = Cqg δ(y) + Hqg , (6.17b)
Rq¯g = Cq¯g δ(1− y) + Hq¯g , (6.17c)
and
Lˆab(xa, xb) = Lab(xa, xb)Lqq¯(x¯a, x¯b) , (6.18)
the x¯ variables being the incoming parton momentum fractions in the Born configuration, and their unbarred
counterparts the corresponding being the incoming partonic momentum fractions after an emission (with a
factor of z folded into the emitting momentum fraction).
The B function is now given by
B(Φn) = B(Φn)
1 + αS
2pi
CF V (Q
2) +
∑
a,b
∫
dΦ1
αS
2pi
CF (A)
Rab
z
Lˆab(xa, xb)
 . (6.19)
The integral over the emission’s phase space can then be performed by mapping the radiative variables
{y, z, φ} (where φ is the azimuthal angle) to a unit cube (so that each takes values [0, 1]) as
φ→ φ˜ = φ
2pi
, (6.20a)
z(z˜, y) = zmin(y) + (1− zmin(y)) z˜ , (6.20b)
where z˜ is a variable generated uniformly in [0, 1]. The variables {y, z˜, φ˜} can then be generated independently
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and uniformly in [0, 1] to perform the required integral over dΦ1.
The integration proceeds using the criteria4
(1− z) > , y > , 1− y >  (6.21)
to decide whether a given emission phase space point is evaluated using Hab, or otherwise evaluated by Cab.
The numerical implementation of the plus prescriptions used in Rab is performed as described in appendix
B.2 of [204].
6.1.2 Generation of the Hardest Emission
The only additional ingredient required for the generation of the hardest emission to be attached to the n-body
configuration is the singular form of the real emission contribution, R0(Φn+1), required for the exponent of
the POWHEG Sudakov to ensure the resummation of the corresponding logarithmic structure.
This is simply obtained from the Hab function by removing the plus prescriptions from it. This new form
is denoted with a caret. The kernel of the POWHEG Sudakov for the hardest emission is then
R0(Φn+1)
B(Φn)
=
∑
a,b
αS
2pi
CF (A)
Hˆab
z
Lˆab(xa, xb) . (6.22)
A further Jacobian factor gets absorbed into this kernel whilst transforming the radiative variables into the
pT , y basis to facilitate the application of the pT cut imposed by the step function also in the kernel, which
now takes the form
∆Rab(pT ) = exp
(
−
∫ pmaxT =√S/2
pminT ≈2 GeV
dpT dyWab
)
, (6.23)
where
Wab =
R0(Φn+1)
B(Φn)
=
αS
pi
CF (A)
pT
s (1− z)
Hˆab
z
Lˆab(xa, xb) , (6.24)
and
√
S is the hadronic centre-of-mass energy.
The channel (ab = qq¯, qg, q¯g) through which the hardest emission proceeds and its transverse momentum
and rapidity are chosen by using the veto algorithm and the highest-bid method, as described in section A.6.
The bivariant veto algorithm from section A.6 is applied using
b1(pT ) =
1
p2T
b2(yk) = cab , (6.25)
4In practice the value  = 10−10 is used,  here is a cut-off parameter unrelated to that of dimensional regularisation.
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as the bounding functions for the generation of pT and the rapidity of the emission yk, respectively (cab = constant
is the overestimate of the rapidity integral for channel ab).
The generation of the hardest emission then proceeds as follows:
1. set pT = pT max =
ECM
2 ;
2. Generate the emission’s rapidity uniformly using one random number, Ri. Generate the transverse
momentum using another random number, Rj , and the bounding functions in equation 6.25 as specified
in step 2 of the bivariant veto algorithm of section A.6. This gives
yk = yk min + Ri (yk max − yk min)
pT, i+1 =
(
1
pT, i
− 1
cab (yk max − yk min) logRj .
)−1
3. If pT < pT min do not generate any hard emission.
4. For another random number, Rk, and the generated transverse momentum, pT, i+1, if
Rk < Wab
b1(pT, i+1)
accept and insert the emission. Otherwise return to step 2 using the rejected scale as the input scale
for the next iteration.
This algorithm consistently inserts the hardest emission generated from the NLO amplitude real emission
kernel in equation 6.22.
This emission from the fixed-order matrix element along with the locally NLO-normalised configuration,
B, from equation 6.19 together complete the POWHEG matching of the NLO QCD corrections to Drell-Yan
Z ′ production and the HERWIG++ parton shower.
6.2 Slepton Pair Production POWHEG Implementation
In this section we describe the POWHEG implementation of the matching of the NLO SQCD corrections to
Drell-Yan slepton pair production within HERWIG++, giving event generation accurate to NLO for observables
inclusive in jets.
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6.2.1 Next-to-Leading Order Supersymmetric Quantum Chromodynamics Correc-
tions
The NLO SQCD corrections to Drell-Yan slepton pair production are known [210] and arise from the contri-
butions shown in figure 6.1.
q
q¯
q
q¯
q
q¯
q
q¯
q
q¯
l˜
l˜
l˜
l˜
l˜
l˜
l˜
l˜
l˜
l˜
γ/Z
γ/Z γ/Z γ/Z
γ/Z
q˜
q˜
g˜
Figure 6.1: The LO (first row), NLO QCD (second row), and NLO SQCD (bottom row) radiative corrections
to Drell-Yan slepton pair production. Together they form the full set of NLO SQCD corrections.
For our implementation the Born and real emission contributions were generated numerically within HER-
WIG++ by ThePEG’s built-in helicity library. The virtual contribution, which is of the form5
2 Re [VSQCD B∗] , (6.26)
however can be more difficult to generate and will generally require the use of an external, specialised software
package such as OpenLoops, Golem, LoopTools or MadLoop. For our implementation we use the
original result of Beenakker et al. [210], as coded in X matrix ll v.f in the PROSPINO2 distribution.
5Here each of the virtual contributions denotes the (unsquared) amplitude of the vertex corrections shown in figure 6.1, such
that the overall virtual contribution after multiplying by the Born amplitude is of order O(αS) as required at NLO, and not higher.
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Their lengthy expression for the virtual contribution reduces to6
2 Re [VSQCD B∗]
∣∣∣
finite
=
[
2pi2
3
− 1 − 3 log
(
s〈
ml˜
〉2
)
+ log2
(
s〈
ml˜
〉2
)
− log2
(
s
µ2R
)
+
(
1 + 2
m2g˜ −m2q˜
s
) (
B0(s,mq˜,mq˜, µ
2
R) − B0(0,mg˜,mq˜, µ2R)
)
− 3B0(s, 0, 0, µ2R) − (m2g˜ −m2q˜)B0P (0,mg˜,mq˜, µ2R)
+ 2 Re(C0(δ, δ, s,mq˜,mg˜,mq˜))
(
(m2q˜ −m2g˜)2
s2
+m2g˜
)]
B , (6.27)
where
〈
ml˜
〉
= (ml˜1 +ml˜2)/2 is the average mass of the final state sleptons, µR is the renormalisation scale
and the B0, B0P and C0 are the analytic forms of scalar (no Lorentz index structure) integrals resulting
from the Passarino-Veltman tensor reduction of loop diagrams with two (B0) and three (C0) internal legs,
respectively. The parameter δ corresponds to an infrared numerical cutoff on the C0 function (which was set
to 0.1 MeV2 for all runs). The parameter mq˜ denotes the average squark mass for all active flavours,
mq˜ =
1
2nf
nf∑
i=1
(
mq˜Lf + mq˜Rf
)
. (6.28)
For large slepton masses the (higher-order) vector boson fusion (VBF) channel may the dominant produc-
tion channel [211] however we do not consider this channel and focus on Drell-Yan type production which is
dominant and most relevant for initial LHC searches.
6.2.2 POWHEG Implementation
Generation of the B Function
The generation of the n-body, NLO-normalised POWHEG B function proceeds as follows:
1. A Born configuration is generated by ThePEG and its weight is computed.
2. Given this Born weight the corresponding finite virtual weight can be computed from equation 6.27.
3. The calculation of the collinear remnants requires the Born weight already obtained, as well as an
integration over the collinear splitting momentum fraction, z. The collinear remnant functions peak at
z = 1 such that a function of the form
b(z) =
1
(1− z)ν ,
(where ν ∈ [0, 1] is a constant whose value can be chosen to improve the efficiency7) can be used to
generate values of z efficiently and used to perform the integration by importance sampling as set out
6The required factor of 1/2 to account for the symmetry of the final state is already included here.
7We set ν = 0.6 by default.
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in appendix A.3. Generating points according to this bounding function as
zi = B
−1 [B(zmin) + Ri (B(zmax) − B(zmin))]
= 1 − [Ri (1 − zmax)1−ν + (1 − Ri)(1 − zmin)1−ν] 11−ν . (6.29)
where Ri is a random number. Noting that zmax = 1, replacing (1−R)→ R and defining ρ = 1− z
such that ρmax = 1− zmin gives
zi = 1 − [Ri ρmax]
1
1−ν . (6.30)
Sampling and accepting or rejecting 100 points (values of z) for each phase space point the collinear
remnant contribution is thus obtained8.
4. The real emission configurations from figure 6.1 have been coded so that these are numerically generated
by ThePEG using the HELAS method. A real emission configuration with its corresponding weight is
generated in this way.
Flavour and colour configurations (in the leading colour approximation for gluons) are automatically
assigned by ThePEG with probability
p{fi}, {ci} =
∣∣M{fi}, {ci}∣∣2∑
j
∣∣M{fj}, {cj}∣∣2 . (6.31)
5. Perform the dipole kinematic mapping on the final-state momenta of the real emission configuration
as defined in equation 3.113. This is done by computing the two incoming and the emitted partons’
momenta (which together fully specify the kinematics by momentum conservation) in the hadronic
centre-of-mass frame where they can be computed simply as
pa =
(
1
2
√
s
xa
z
, 0, 0,
1
2
√
s
xa
z
)
pb =
(
1
2
√
s xb, 0, 0, −1
2
√
s xb
)
(6.32)
pk = (pT cosh y, pT cosφ, pT sinφ, pT sinh y)
where the emission is here assumed to be from parton a (analogous expressions for emission from parton
b hold) and all 4-momenta are on shell.
The transverse momentum is computed as
pT =
√
s
z
(1− z)2 y (1− y) =
√
s
z
v˜ (1− v˜ − z) , (6.33)
8The number of sampled points used to estimate the collinear remnant, ncoll, can be increased to improve accuracy but such
an increase will increase the computational requirements of the generation of an n-event sample (and hence also the required
computation time) as nncoll and is therefore undesirable.
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where we have used the kinematic variables defined in equations 3.35, 3.36, 3.37, the transverse mo-
mentum as defined in equation 4.14, and we have defined the variable v˜ = y (1− z).
The rapidity in this frame is likewise given (from the definition xa,b =
√
p2
s e
±y and the relations 4.16
and 4.17) as
yk = log
(
v˜ xa
√
s
pT
)
= − log
(
v˜ xb
√
s
pT
)
. (6.34)
The dipole kinematic mapping on the final-state momenta is then applied according to equation 3.113
and the resulting momenta are boosted to the lab frame, and the initial-state momentum mapping
(equation 3.110) is also performed.
6. Perform the dipole subtraction using the momenta just computed, using equations 3.118a, 3.119a
and 3.118b, 3.119b for q(q¯)→ g q(q¯) and g → q q¯ hard initial-state splittings, respectively.
This must be done respecting the POWHEG separation of the real emission contribution into regions
where only a single dipole is required, as described by equation 5.46.
Furthermore, a suppression function of the form9
R = Λ
2
p2T + Λ
2
R + p
2
T
p2T + Λ
2
R , (6.35)
= RS + RF ,
is introduced to separate the real emission contribution into the IR-singular low transverse momentum(
p2T
Λ2  1
)
region, RS , and the finite high transverse momentum
(
Λ2
p2T
 1
)
region, RF . This is done
for reasons which relate to which contributions one wishes to include (or rather, not include) in the
POWHEG Sudakov to be exponentiated and resummed.
The dipole subtraction is therefore performed as
RfiniteS, α =
|Dα|∑
α |Dα|
Λ2
p2T + Λ
2
R − Dα B , (6.36)
= RS, α − Dα B ,
with α = {qg, gq, q¯g, gq¯} chosen as relevant for the configuration at hand, and the sum over all relevant
dipoles and flavour configurations giving the full dipole-subtracted finite contribution from RS ,
RfiniteS =
∑
α
RfiniteS, α . (6.37)
9By default the standard POWHEG approach was used, with Λ2 → ∞ such that the entire real emission contribution is
exponentiated.
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The finite part of the real emission contribution is similarly divided as
RF =
∑
α
RF, α =
∑
α
|Dα|∑
α |Dα|
p2T
p2T + Λ
2
R . (6.38)
7. Compute the required luminosity functions. These include the ones with Born kinematics
L(x¯a, x¯b; µF ) = fa(x¯a, µF ) fb(x¯b, µF ) , (6.39)
the ones with with real emission kinematics,
L (xa, xb; µF ) = fa (xa, µF ) fb(xb, µF ) , (6.40)
and the ones with collinear remnant kinematics as defined in equation 3.13410,
L˜a
(xa
z
, xb; µF
)
= fa
(xa
z
, µF
)
fb(xb, µF ) . (6.41)
All contributions to the cross section are in fact initially computed using the Born kinematics luminosity
function, L, and are subsequently multiplied by the luminosity weight L′L , where L′ is the desired
luminosity function for that contribution.
8. All the ingredients of the NLO-accurate amplitude have now been obtained and the B can be computed
using equation 5.51 as
B = LB + L [V + I()] (6.42)
+
∫ dΦ1 ∑
α
L [(RS, α − Dα B) + RF, α] +
∫
dz
z
∑
ai, b
[L˜a Gai, ba (z) + L˜b Gbi, ab (z)]B
Φn=Φn ,
where [V + I()] is given by equation 6.27, the dipoles Dα are given by equations 3.118a-3.119b,
the collinear remnants
∫
dz
z L˜aGai, ba (z) are given by equations 3.143 and 3.144, and the Born and real
emission configurations are generated numerically by ThePEG.
Generation of the Hardest Emission
Given the B function which provides the NLO normalisation, it remains to generate the hardest emission
accurately from the NLO amplitude (though it must be emphasised that any observable dependent on the
hardest emission itself is only accurate to LO).
This emission is generated using the NLO contributions computed in the previous section to construct the
10That for emission from parton a shown, similar expression for parton b holds.
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POWHEG Sudakov (using equations 5.14 and 5.52) as
∆(pT ) = exp
−
∫ S/4
t0
∑
α
fa˜i(x/z, Q
2 + p2T )
z fa(x, µ2F )
[
RS, α Θ(kT (Φn+1)− pminT ) dΦ1
]Φn=Φn
B
 , (6.43)
where S is the hadronic centre-of-mass energy, and t0 ≈ 22 GeV2.
The bivariant veto algorithm is then applied to generate the hardest emission’s scale in the shower, as well
as its transverse momentum and rapidity (with its azimuthal angle being generated uniformly).
The procedure to achieve this as as follows:
While pT > p
min
T ,
1. Compute the total high-pT (finite) real emission weight
RF = Rqg, qF + Rq¯g, q¯F + Rgq, qF + Rgq¯, q¯F . (6.44)
2. Generate a random number, ri, and if
ri <
RF
B + RF , (6.45)
generate a hard emission. If this condition is not met proceed to generate the event without any hard
emission.
3. Select the channel of the hardest emission by competition (the highest-bid method described in sec-
tion A.6). Generate another random number, rj . For the emission channels of RF , if the weight of the
first channel satisfies
Rai, bF > rj RF , (6.46)
select this channel for the hard emission.
Otherwise subtract this channel’s weight from the right-hand side and test the next channel,
Ra′i′, b′F > (rj RF − Rai, bF ) , (6.47)
if this assertion holds select the channel a′i′, b′. Repeat until a channel is selected.
Once the emission channel is selected its radiative variables (pT , yk, φ) can be generated from the
POWHEG Sudakov as follows:
1. Set the phase space for the emission to be rectangular, within the ranges
pminT < pT < p
max
T , y
min
k < yk < y
max
k , (6.48)
where pminT is the cut chosen to define resolvable emission, p
max
T is set to the maximum kinematically
allowed value pmaxT =
√
S
2 , and the rapidity limits are set symmetrically to (y
min
k , y
max
k ) = (−10, 10).
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2. Set the initial trial value of the transverse momentum to the maximum value,
pT initial = p
max
T =
√
S
2
, (6.49)
where
√
S is the hadronic centre-of-mass energy.
3. Generate a transverse momentum as11
pT, i+1 = pT, i r
1
kab , (6.51)
and the emission’s rapidity and azimuthal angle uniformly as
yk = y
min
k + r
′ (ymaxk − ymink ) , (6.52)
φ = 2pi r′′ (6.53)
where we have defined kab =
αmaxS
2pi Cab (y
max
k − ymink ), the prefactors were set as Cqq¯ = 5 GeV, ,
Cqg = Cq¯g = 3 GeV, and r, r
′, r′′ are random numbers.
4. Generate a real emission configuration by attaching this emission to an underlying Born configuration
generated by ThePEG.
5. Convert the transverse momentum and rapidity to shower variables to give
v˜ =
pT√
s
1
xa
ey (6.54)
z =
1 − pT√
s
1
xa
ey
1 + pT√
s
1
xb
e−y
(6.55)
for emission from parton a, and similarly with the replacements y ↔ −y, xa ↔ xb for emission from
parton b.
6. Compute the required kinematic configuration by rescaling the incoming emitting momentum by a factor
1/z, and computing the emission’s 4-momentum using equation 6.33.
7. Perform the dipole kinematic mapping from equations 3.110 and 3.113 as well as the separation into
dipole regions and singular and finite regions from equations 5.46 and 6.35, but do not perform the
dipole subtraction12. After dividing by the Born contribution this gives the weight of the emission event
11Use the bivariant veto algorithm set out in section A.6 with the bounding functions
b1(pT ) =
αmaxS
2pi
Cab
pT
, (6.50a)
b2(y) = 1 , (6.50b)
where αmaxS is a fixed value of αS which provides an overestimate of the running αS used to generate the hardest emission,
and Cab is constant used to ensure the bounding function lies above the integrand for each specific channel ab.Note that the
bounding function over the rapidity is chosen to be flat and set to unity for simplicity, but its normalisation is implicitly also set
and manually adjusted by the prefactor Cab as both bounding functions always appear multiplied together in the algorithm.
12The singularity structure from the Sudakov kernel must be preserved, as it yields the required logarithmic structure of the
shower and is finite with the imposition of the the pminT constraint seen explicitly as the step function in equation 5.52.
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as generated by the veto algorithm from the second term of the POWHEG relation (equation 5.45).
8. Backwards evolution of the shower as required here for initial-state splittings requires a re-weighting to
restore the shower evolution’s consistency with the DGLAP equation (see equation 5.14), consistency
which was shown in section 4.8 for final-state showers. More specifically, equation 4.50 holds for final-
and initial-state showers alike, however if backwards evolution is to be used, at the hard interaction the
PDF factor of fa(x,Q
2) already includes the DGLAP resummation of logarithms from from the lower
scale Q20 up to the hard scale Q
2. This evolution must be step-wise reversed as the parton shower will
now be performing this evolution, and this is achieved via the re-weighting factor we effectively introduce
in the Sudakov here. The weight generated in the previous step must therefore be re-weighted by a
PDF-dependent factor13
fa˜i(x/z, µ
2
F )
z fa(x, µ2F )
. (6.56)
A further rescaling of the factorisation scale from a fixed scale to a dynamical scale governed by the
hardness of the emission can be used, as
fa˜i(x/z, Q
2 + p2T )
z fa(x, µ2F )
, (6.57)
where a˜i denotes the emitter.
This turns the factorisation scale into a dynamical scale14, µ2F = Q
2 + p2T and shifts logarithms of the
form αS log
(
Q2
µ2F
)
which arise for each emission (as derived in equation 4.1), and αS log
(
g(Q2, p2T )
µ2F
)
for multiple emissions to the form αS log
(
g(Q2, p2T )
Q2 + p2T
)
. This form of scale-setting better reflects the
multi-scale (Q2, p2T ) nature of the process once multiple emissions are included and is expected to lead
to improved control of large logarithms and smaller scale variation.
9. Using the PDF-dependent factor just computed and the momenta (after the dipole kinematic mapping)
computed from the emission variables for the selected emission process, accept the emission if
fa˜i(x/z, Q
2 + p2T )
z fa(x, µ2F )
Rai, bS, α(pT , yk, φ)
B < r
′′′ , (6.58)
where r′′′ is yet another random number. Otherwise return to step 2 using the rejected pT as input
into the new iteration. Repeat until either an emission is generated, or pT < p
min
T , where p
min
T is the
threshold chosen for resolvable emission (pminT = 2 GeV was used throughout).
Inserting this emission into the standard HERWIG++ shower as detailed in section 5.3.2 then yields the
completes the insertion of the fixed-order hardest emission into the shower (the terms in square brackets
13See the discussion around equation 1.122 of [204] for a derivation of this result.
14Where Q2 is the hard-interaction scale of a Born process with a single scale.
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Figure 6.2: The leading-order contributions to gaugino pair production.
in equation 5.45) and together with the NLO-accurate normalisation from the B function constructed in
section 6.2.2 completes the implementation of the POWHEG method and the NLO+LL matching.
6.3 Gaugino Pair Production POWHEG Implementation
In this section we present the NLO corrections to gaugino pair production, the issues they present regarding
the presence of resonant states within them, the on-shell contributions from these, and the complications
arising from the necessary introduction of the resonant state’s width. Following these the method by which
the POWHEG implementation was carried out is presented.
6.3.1 Next-to-Leading Order Supersymmetric Quantum Chromodynamics Correc-
tions
The SQCD NLO corrections to gauginos are long known [210] and have been implemented in PROSPINO2
which computes the corresponding total inclusive cross section. There are some subtleties involved in con-
sistently regularising SUSY radiative corrections without explicitly (non-softly) breaking SUSY in the process,
we discuss these in appendix B.2 but we will not give much attention to them as we do not perform any such
computation and these issues have properly been accounted for in the PROSPINO2 results we use.
The leading-order gaugino pair production diagrams at a hadron collider are shown in figure 6.2. The
one-loop diagrams which form the virtual contribution term as 2Re(V B∗) are shown in figure 6.3.
The qq¯ real emission diagrams are shown in figure 6.4, where it is understood that the qg and q¯g initial-state
contributions obtained from these diagrams via crossing symmetry are included as well15.
15Though the amplitudes obtained by crossing are identical to the original ones they require convolution with different PDFs
and hence give different hadronic rates, as well as giving rise to new potentially resonant configurations which require special
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Figure 6.3: The virtual one-loop radiative corrections to gaugino pair production.
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Figure 6.4: The real emission contribution to NLO gaugino pair production.
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We have shown only the neutralino pair production diagrams but diagrams with C˜±i C˜
∓
j and C˜
±
i N˜
0
j final
states are identical and understood to be included as well. Configurations with the final state gauginos swapped
and symmetry factors of 1/2 for identical pairs in the final state are understood as well.
Note that for all the Drell-Yan-type diagrams there is in principle a contribution with an s-channel Higgs
which must be included. However given that we deal with light-quarks only (as the non-valence heavy quark
contribution is heavily PDF-suppressed) and the Higgs couplings are proportional to the mass of the fermion
they couple to, the contribution from these diagrams should be negligible. Nonetheless it has been included
in other studies [212].
Within the PROSPINO2 distribution the analytic forms for the real emission and virtual contributions are
contained in X matrix nn r.f and X matrix nn v.f respectively, and it is the latter from which we take the
required one-loop contribution to our POWHEG implementation. The real emission contribution we generate
numerically using ThePEG’s built-in HELAS helicity amplitude libraries.
6.3.2 The Treatment of Resonant Diagrams
When computing the rate for gaugino pair production at NLO one must sum over all possible incoming
parton configurations as indicated in definition of hadron-level cross sections via the factorisation theorem
(equation 2.22). This includes qg and q¯g initial-state configurations as shown in figure 6.5 obtained from the
real emission contributions (figure 6.4) by crossing symmetry.
attention. We will deal with these in the next section.
6.3. Gaugino Pair Production POWHEG Implementation 185

q˜
g (p2)
q (p1)
N˜i (p3)
N˜j(p4)
q (p5)
(a) Resonant qg initial-state diagram 1.
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(b) Resonant qg initial-state diagram 2.
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Figure 6.5: The q(q¯)g initial-state contributions to real emission. This subset of diagrams includes two diagrams
with resonant regions, (a) and (b), as well as a non-resonant contribution, (c), which will not necessarily be
negligible in the resonant regions.
These diagrams form a gauge-invariant subset of the total amplitude and two of the diagrams, (a) and (b),
include an internal squark line attached to two on-shell external legs at one end, hence allowing for kinematic
configurations where p2q˜ ∼ m2q˜ and the squark can be resonant.
Explicitly, using the labelling in figure 6.5, in the kinematic region16
√
s ≥ mN˜i + mq˜ ,
p2q˜ ≥ m2N˜j + m
2
q , (6.59)
a resonant contribution to the qg and q¯g initial-state amplitude exists. The permutation mN˜i ↔ mN˜j and the
resonant regions around both left- and right-handed squark masses must be considered, or a single average
squark mass defined as in equation 6.28 may be used. We consistently consider all the individual flavour and
left- and right-handed squark masses.
These resonant contributions present a problem for several reasons:
• if squark widths are not included the squark propagators become singular in the on-shell regions, such
16We include the quark mass term for completeness but we always work with massless quarks.
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that the width must be included;
• however including the width is formally incorrect for spacelike propagators (that is, for the non-resonant
t- or u-channel squark propagators) which cannot go on mass shell, and may also potentially break gauge
invariance;
• even if the widths can be inserted to render the resonant regions finite and this is done without violating
gauge invariance, the resonant regions give large contributions which may be of the order of the Born
contribution or larger, bringing into question the validity of the entire perturbative expansion.
These issues are symptomatic of the inherent ambiguities and unresolved issues in dealing with unstable
particles in QFT, from the inapplicability of the Lehmann-Symanzik-Zimmermann (LSZ) reduction formula
to them as required to construct an S-matrix from correlation functions (the issue being that they are not
asymptotic states)17, through to the fact that width in different renormalisation schemes may become ill-
defined or gauge-dependent beyond a given order or for particular unstable particles.
6.3.3 The Introduction of Width
The NLO radiative corrections for gaugino pair production introduce extra complications due to the fact
that they contain intermediate, potentially resonant states, which introduce a divergence if their width is not
included, but the inclusion of the width itself presents issues regarding gauge invariance. We must tackle these
first.
Gauge Invariance
Since the diagrams shown in figure 6.5 form a (statistically, but not individually) physically distinguishable
observable and are added incoherently to the total hadronic contribution (as indicated in equation 2.22) one
expects they must form a gauge-invariant subset of diagrams. This is indeed the case with squark propagators
of the form 1/(p2q˜ − m2q˜) but one must verify that the na¨ıve introduction of width as
1
p2q˜ − m2q˜
−→ 1
p2q˜ − m2q˜ + imq˜Γq˜
, (6.60)
does not spoil the gauge invariance under the SM gauge groups which must hold order by order for physical
observables to be insensitive to arbitrarily chosen gauge parameters.
17This is an issue when the unstable particle enters the calculation as an external leg of a diagram, such as the calculation of
decay rates by multiplication of the production cross section times a branching fraction.
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Width is effectively a higher order correction, it is not a parameter of the Lagrangian or the Feynman
rules, which are an expansion about a free theory for stable particles. Gauge invariance (and unitarity) hold
order-by-order in perturbation theory. Therefore introduction of an all-orders Dyson-resummed width comes
with potential loss of gauge invariance as we are mixing radiative corrections of different orders. However we
introduce it out of necessity, to turn squark singularities into resonances. We give a treatment of some of the
subtleties in consistently defining and implementing unstable particle widths in appendix B.1.
The check for gauge invariance, which constitutes a non-trivial consistency check, is performed by verifying
that the Ward identity
kµ
∑
i
Mµi = 0 , (6.61)
holds, whereMi are the individual amplitudes contributing to the total amplitude and kµ is the 4-momentum
of an external boson line. Here we have obtained Mµ from the total amplitude M by omitting a polarisation
tensor for an external boson, µ(k) or 
∗
µ(k), and this amplitude is then contracted with the boson’s 4-
momentum, kµ.
For gauge invariance to hold in the presence of width this Ward identity must be verified for the diagrams
in figure 6.5 with the width introduced as in equation 6.60 in all the propagators, and we prove this here18.
As labelled in figure 6.5, diagram (a) gives an amplitude
Ma = (−1) u¯(p5)Cj v(p4) −i
(p1 + p2 − p3)2 −m2 + imΓ u¯(p3)Ci
× i(/p1 + /p2)
(p1 + p2)2
(−igS ta γµ) µ(p2)u(p1) , (6.62)
where the factor of −1 arises from the permutation of final-state fermions of this diagram with respect to the
ordering in the other two diagrams. Here the masses and widths in propagators implicitly refer to the squark,
m = mq˜ and Γ = Γq˜, and Ci refer to gaugino-quark-squark couplings for gaugino N˜i, which can be found
in [122] which is also where the squark-squark-gluon coupling used was taken from (figure 72a). The gaugino
couplings contain no explicit momentum dependence so do not need to be written out explicitly.
Performing the replacement µ(p2)→ p2µ to check the Ward identity for this amplitude gives
MW.I.a = igS ta u¯(p5)Cj v(p4)
1
(p1 + p2 − p3)2 −m2 + imΓ u¯(p3)Ci
(/p1 + /p2)
(p1 + p2)2
/p2 u(p1) .
18This is a crucial check as there are known cases where the gauge-invariance violation created by the introduction of width is
disastrous [213]
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Using the anti-commutation relation19 of the gamma matrices {γµ, γν} = 2gµν to derive
/p
2
2
= 0 , /p1/p2 = 2p1 · p2 − /p2/p1 ,
and the massless Dirac equation /p1 u(p1) = 0 this equation becomes
MW.I.a = igS ta u¯(p5)Cj v(p4)
1
(p1 + p2 − p3)2 −m2 + imΓ u¯(p3)Ci u(p1) . (6.63)
Diagram (b) gives a contribution
Mb = u¯(p5)Cj v(p4) −i
(p1 + p2 − p3)2 −m2 + imΓ (−igS t
a (2p1 + p2 − 2p3)µ) µ(p2)
× −i
(p1 − p3)2 −m2 + imΓ u¯(p3)Ci u(p1) . (6.64)
Computing the Ward identity for this term gives
MW.I.b = i gS ta u¯(p5)Cj v(p4)
1
(p1 + p2 − p3)2 − m2 + imΓ 2 (p1 · p2 − p2 · p3)
× 1
(p1 − p3)2 − m2 + imΓ u¯(p3)Ci u(p1) . (6.65)
Lastly, diagram (c) of figure 6.5 gives
Mc = u¯(p5) (−igS ta γµ) µ(p2)
i(/p2 − /p5)
(p2 − p5)2 Cj v(p4)
−i
(p1 − p3)2 −m2 + imΓ u¯(p3)Ci u(p1) , (6.66)
which gives a contribution to the Ward identity of the form
MW.I.c = − i gS ta u¯(p5) /p2
(/p2 − /p5)
(p2 − p5)2 Cj v(p4)
1
(p1 − p3)2 −m2 + imΓ u¯(p3)Ci u(p1) .
Using the relations /p2/p5 = 2p2 · p5 − /p5/p2, the massless condition, /p22 = 0, and the massless Dirac
equation, u¯(p5) /p5 = 0, this gives
MW.I.c = − i gS ta u¯(p5)Cj v(p4)
1
(p1 − p3)2 −m2 + imΓ u¯(p3)Ci u(p1) . (6.67)
Using the partial-fraction decomposition
2p1 · p2 − 2p2 · p3
[(p1 + p2 − p3)2 −m2 + imΓ] [(p1 − p3)2 −m2 + imΓ] =
1
(p1 − p3)2 −m2 + imΓ −
1
(p1 + p2 − p3)2 −m2 + imΓ , (6.68)
19In this work we use the signature gµν = diag(+1, −1, −1, −1) for the metric. Use of the (−, +, +, +) signature would
lead to a minus sign in this many other relations.
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the contribution from diagram (b) to the Ward identity (equation 6.65) can be rewritten as
MW.I.b = i gS ta u¯(p5)Cj v(p4)
[
1
(p1 − p3)2 −m2 + imΓ
− 1
(p1 + p2 − p3)2 −m2 + imΓ
]
u¯(p3)Ci u(p1) . (6.69)
Here the first term can be seen to cancel the contribution from diagram (c) (equation 6.67) and the second
term cancels the contribution from diagram (a) (equation 6.63). Thus the relation
MW.I.a + MW.I.b + MW.I.c = 0 , (6.70)
holds, and completes the proof that the subset of diagrams in figure 6.5 with the width na¨ıvely inserted in
all squark propagators as defined in equation 6.60 satisfies the Ward identity in equation 6.61 and gauge
invariance has therefore been preserved.
6.3.4 Treatment of On-shell Contributions
Given that the width is a correction of order O(α)
1
p2 −m2 + imΓ ∼

O(1) |p2 −m2|  mΓ ,
O(α−1) |p2 −m2| / mΓ ,
(6.71)
the non-resonant region is of order O(α) with respect to the resonant region, where the non-resonant region
is of the same order as the Born process under consideration.
The resonant contribution can therefore be argued to belong to a perturbative expansion of a different
process, of one order lower. This also gives some indication of why resonant contributions can be numerically
of the order of the Born contribution thereby spoiling our perturbative expansion. Both of these arguments
indicate that the resonant contributions must be removed and included in a separate perturbative series.
This series is naturally defined by the the one where the potentially resonant on-shell legs are defined to be
the final state, in our case by defining squark-gaugino pair production to be the desired final state. A separate
simulation for such a final state must be included for realistic event simulation for a SUSY search, and since
the Born contribution to this final state will be precisely the on-shell resonant contribution which must be
subtracted from the NLO gaugino pair production perturbative series, such a subtraction must be performed
to avoid double-counting.
To achieve this so-called on-shell subtraction requires the resonant contributions to be removed from
the perturbative expansion, either by subtracting the exactly on-shell contribution from phase space points
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above the squark-neutralino threshold (diagram subtraction), or by omitting the potentially resonant diagrams
altogether (diagram removal).
The contribution from the potentially resonant q(q¯)g initial-state diagrams of figure 6.5 has the form∣∣∣Mqg→N˜iN˜jq∣∣∣2 = |Mres|2 + 2 Re (MresM∗non−res) + |Mnon−res|2 , (6.72)
where with the diagram labelling from figure 6.5, Mres =M(a) +M(b) are the resonant diagrams, and
Mnon−res =M(c) is the non-resonant one.
In this context the diagram subtraction scheme can be schematically defined as∣∣∣Mqg→N˜iN˜jq∣∣∣2DS = (|Mres|2 + 2 Re (MresM∗non−res) + |Mnon−res|2) − ∣∣∣Mres(φ˜)∣∣∣2 , (6.73)
where φ˜ denotes that the phase space is mapped to the on-shell region by a suitable kinematic mapping.
The diagram removal scheme can be similarly defined as
∣∣∣Mqg→N˜iN˜jq∣∣∣2DR =

2 Re (MresM∗non−res) + |Mnon−res|2 ,
|Mnon−res|2 ,
(6.74)
where there is the option of removing just the resonant diagrams, or removing them and their interference
with the non-resonant diagrams as well.
The stronger form of diagram removal which removes all diagrams except the purely non-resonant ones
has the disadvantage of neglecting the interference of the resonant and the non-resonant diagrams, which
would not be double-counted by the squark-neutralino pair event generation and which there is no reason to
remove, except for added simplicity of implementation (this interference contribution would have to be put in
by hand in the squark-neutralino process if it is to be accounted for, or one can choose to recklessly neglect
it altogether).
However, whichever form diagram removal takes, arbitrarily omitting diagrams from a gauge invariant
subset will spoil the gauge invariance we have fought to preserve and can in principle lead to arbitrary,
meaningless results. The trade-off for this is a significantly easier implementation and that it is considerably less
computationally taxing, as it requires no kinematic mapping, subtraction, or potentially difficult phase space
integration over the resonant (subtraction) region. However the consequences of violating gauge invariance
and also possibly neglecting interference terms must be studied (most likely by validating against the diagram
subtraction scheme) before any diagram removal implementation can be meaningfully used (this has been
done for squark pair production in [5]). We therefore choose diagram subtraction over the alternatives.
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The On-shell Subtraction Terms
To construct the on-shell (OS) subtraction terms we make use of the pole approximation (also known as
resonant scheme [214]). In this approximation two amplitudes squared with on-shell external legs are stitched
together with a Breit-Wigner propagator factor, and used with off-shell kinematics. This approximation is
commonly used in studies of SM diboson production (see for example [215, 216]).
In our case this gives a contribution of the form20
DOSsubi, j;λ =
∣∣∣Mqg→N˜iq˜λ ∣∣∣2 ∣∣∣Mq˜λ→N˜jq(φ˜)∣∣∣2
(p2q˜λ −mq˜λ)2 + m2q˜λΓ2q˜λ
, (6.75)
for squarks of handedness λ, where to obtain the total subtraction term the gaugino mass eigenstates from the
production and decay process must also be swapped, and the contribution from both left- and right-handed
squarks must be included,
DOSsub = (DOSsubi, j;L + DOSsubi, j;R ) + (DOSsubj, i;L + DOSsubj, i;R ) . (6.76)
This method has the advantage of encapsulating only the desired resonant contributions that need to be
subtracted, at the price of using on-shell matrix elements to compute the weights of off-shell kinematic points.
The kinematic conditions for the subtraction stated in equation 6.59 are now not only required for proper OS
subtraction, but are also required as the on-shell amplitude used in the numerator of the OS subtraction term
are ill-defined below their threshold.
Both the problem of resonant regions and the need for on-shell subtraction are in fact issues already
well known from SM processes, namely single top production, where the NLO QCD corrections to single top
production in the tW final-state have resonant contributions which overlap with the Born contribution of top
pair production where the decay of one of the tops is considered at the matrix-element level (and therefore
includes off-shell effects, the other top is left as an on-shell external leg and decayed using its branching
fraction). These issues for single-top production were studied in [217–220].
Construction of the On-shell Subtraction Terms
We now compute the on-shell amplitudes required to construct the on-shell subtraction term in equation 6.75.
The production contribution is given by the diagrams in figure 6.6.
20The bar over the amplitudes indicates that they are summed and averaged over both spin and colour.
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Figure 6.6: Diagrams for on-shell squark-gaugino pair production.
These diagrams give an amplitude of the form
iM(a) = u¯(p4) (igλPλ)u(p2) i
t3
(−igS ta) (2p3 − p1) · (p1) , (6.77a)
iM(b) = u¯(p4) (igλPλ)
(
i(/p1 + /p2)
s
)
(−igS ta) /(p1)u(p2) , (6.77b)
such that the on-shell squark-gaugino amplitude squared is given by∣∣∣Mqg→N˜iq˜λ ∣∣∣2 = ∣∣M(a) +M(b)∣∣2
=
1
2
1
Nc
1
N2c − 1
Nc
N2c − 1
2Nc
{
2 g2S |gλ|2
[
−u4
s
− 2(m
2
3 −m24)
s t3
u4
(
1 +
m4
u4
+
m23
t3
)]}
=
g2S |gλ|2
2Nc
[
−u4
s
− 2(m
2
3 −m24)
s t3
u4
(
1 +
m4
u4
+
m23
t3
)]
, (6.78)
where we have defined
s = (p1 + p2)
2 ⇒ p1 · p2 = s
2
(6.79a)
t3 = t−m23 = (p1 − p3)2 −m23 ⇒ p1 · p3 = −
t3
2
(6.79b)
u4 = u−m24 = (p1 − p4)2 −m24 ⇒ p1 · p4 = −
u4
2
(6.79c)
which also imply t = (p2 − p4)2 ⇒ p2 · p4 = 1/2 (m24 −m23 − t3) and u = (p2 − p3)2 ⇒ 1/2 (m23 −m24 − u4),
and we have made use of the relations
γµγνγµ = −2 γν (6.80a)
tr [γµγνγργσ] = 4 (gµνgρσ − gµρgνσ + gµσgνρ) (6.80b)
s+ t+ u = m23 +m
2
4 ⇒ s = −t3 − u4 . (6.80c)
This result (equation 6.78) has been checked against equation 3.25 of [221] and both expressions are
identical.
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Figure 6.7: Diagram for on-shell squark decay.
Similarly the decay amplitude can be straightforwardly computed from the diagram in figure 6.7 as
iMdecay = u¯(k2) (igλPλ) v(k3) , (6.81)
so that ∣∣∣Mq˜λ→N˜jq∣∣∣2 = 4 |gλ|2 k2 · k3 , (6.82)
where we have used tr (γµγν) = 4 gµν .
These on-shell production and decay amplitudes fully specify the individual on-shell subtraction terms, and
via equation 6.76 give the total on-shell term which must be subtracted from the weight of any phase space
point which satisfies the constraints of equation 6.59.
The On-shell Kinematic Projection
The definition of the diagram subtraction on-shell subtraction scheme given in equation 6.73 also requires
the definition of a kinematic mapping from the full two-body phase space of the decay products, to the
subset of on-shell points. The method chosen to achieve this is not uniquely defined and various kinematic
mappings may suffice equally well. The requirements of this mapping are only that the mapping respect energy-
momentum conservation, fulfil the on-shell conditions for the final state decay products, and that it correctly
generates momenta where the parent particle is on mass shell21. The dipole kinematic mappings presented
in section 3.5.2 satisfy similar requirements and therefore mappings analogous to (massive, final-final) dipole
kinematic mappings can be used, as was done for example in [5].
However a significant simplification can be made if the decaying particle satisfies Γ/m 1 (as is generally
the case for squarks) such that points within O(Γ) of its pole can be deemed on shell and therefore appropriate
for on-shell subtraction. In this case instead of generating the full 3-body phase space and mapping to the
21The issues, requirements and ambiguities surrounding the construction of such a kinematic mapping are discussed in detail
in [5, 215]
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on-shell point one may simply generate the decaying particle’s momentum using the Breit-Wigner mapping
described in appendix A.5, so that in our case the invariant mass of the squark is generated to always be
approximately on shell via equation A.20 and the momenta of its decay products can then be generated from
it and on-shell configurations are in this way generated. This was the approach taken here and is how the on
shell configurations were generated in this work.
6.3.5 POWHEG Implementation
The POWHEG implementation of NLO gaugino pair production proceeds exactly in the same way as described
for slepton pair production in section 6.2.2, with the only difference being the need to implement the on-shell
subtraction (and its required kinematic mapping), as well as implementing multi-channel sampling to try to
improve the integration over such subtracted real emission q(q¯)g initial-state contributions.
The implementation is otherwise identical, with the Born and real emission being hard-coded and generated
numerically by ThePEG, the collinear remnant terms being identical, and the finite virtual contribution being
taken from Xmatrix nn v.f in PROSPINO2 (the expression for this virtual contribution is quite lengthy and
unwieldy so we do not reproduce it here).
Generation of the On-shell Subtraction Term
The procedure to generate the on-shell subtraction term which will be subtracted from the real emission
contribution both in the B function and in the kernel of the Sudakov POWHEG is performed as follows:
For each real emission configuration generated:
1. choose a possible resonance channel uniformly using a random number. Each channel consists of a
specific choice for quark/anti-quark initial-state, squark left- or right-handedness, and choice of gaugino
mass eigenstate attachment to either the production diagram or the decay one.
2. For the chosen channel generate the squark invariant mass using another random number according to
equation A.20.
3. Given
√
s, the invariant mass of the squark which we have just generated, p2q˜, and the rest mass of the
neutralino produced with the squark, mN˜i , compute the magnitude of the first gaugino’s 3-momentum
in the rest frame of the incoming quark by solving
s = (pq˜ + pN˜i)
2 = p2q˜ + 2pq˜ · pN˜i +m2N˜i
for |pN˜i |.
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4. Generate the polar angle of this gaugino as
dσ
d cos θi
∝ 1 +
(
E2
N˜i
−m2
N˜i
E2
N˜i
+m2
N˜i
)
cos2 θi , (6.83)
as expected for a fermion in the CM frame [222], using cos θ = 1−
(
pminT
|pq˜|
)
as a minimum angle.
5. Compute the gaugino transverse momentum as
pT, i = |pN˜i |
√
1− cos2 θi , (6.84)
and generate its azimuthal angle uniformly, φi = 2pi r.
6. Using the (pT , θ, φ) just computed generate the squark and the gaugino at its vertex back-to back as
pq˜ = (−pT, i sinφi, −pT, i cosφi, −|pq˜| cos θi) , (6.85a)
pN˜i = (pT, i sinφi, pT, i cosφi, |pq˜| cos θi) . (6.85b)
7. Using the invariant mass of the squark and the rest masses of the outgoing particles from the squark
decay, that is, the quark mass (zero) and the rest mass of its associated gaugino compute the magnitude
3-momentum in the squark’s rest frame.
8. Generate the squark’s azimuthal angle uniformly in cos θ (so that dσ/d cos θ = 0 as expected for pure
phase space or a scalar) and generate the azimuthal angle uniformly, φj = 2pi r.
9. Compute the transverse momentum in this frame as
pT, j = |pN˜j |
√
1− cos2 θj . (6.86)
10. Compute the 3-momenta of this gaugino and quark as
pq =
(
−pT, j sinφj , −pT, j cosφj , −|pN˜j | cos θj
)
, (6.87a)
pN˜j =
(
pT, j sinφj , pT, j cosφj , |pN˜j | cos θj
)
, (6.87b)
and set them on-shell.
11. Boost this gaugino and quark to the lab frame.
12. Compute the weight for this on-shell term as
1
nchannels
1
(p2q˜ −m2q˜)2 +m2q˜Γ2q˜
, (6.88)
such that we have effectively implemented the multichannel-sampling described in appendix A.4, with
each possible resonant configuration as a channel.
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If the weight generated for the on-shell subtraction term is less than a given random number then this
subtraction term is chosen and the procedure for generating the B function from section 6.2.2 is simply obtained
by modifying step 6 such that if the configuration is a qg or q¯g initial-state one, the on-shell contribution just
calculated is subtracted as
RfiniteS, α =
∑
i,j;λDOSsubi, j;λ∑
α |Dα|+
∑
i,j;λDOSsubi, j;λ
Λ2
p2T + Λ
2
R −
∑
i,j;λ
DOSsubi, j;λ . (6.89)
The validation of this implementation is shown in section 7.3.1.
Chapter 7
Results
In this chapter we present the novel NLO-accurate differential distributions obtained from the POWHEG
implementations for BSM models described in the previous chapter.
7.1 NLO Z ′ Results
In the following we present the NLO-accurate lepton observables for Z ′ models obtained from our POWHEG
implementation.
7.1.1 NLO-accurate Differential Distributions
Figures 7.1 and 7.1 show the a set of NLO-accurate (jet-inclusive) observables for a χ-model Z ′ of mass mZ′χ
at a
√
s = 13 TeV LHC.
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Figure 7.1: Comparison of the invariant mass of electron and muon produced by LO and NLO event generation
for a Z ′χ with mZ′ = 500 GeV (at the LHC for a centre-of-mass energy of
√
s = 13 TeV) both up to, and
focussed on, the Z ′ resonance.
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Figure 7.2: Comparison of leading and sub-leading lepton transverse momenta produced by LO and NLO event
generation for a Z ′χ with mZ′ = 500 GeV at the LHC for a centre-of-mass energy of
√
s = 13 TeV.
Figures 7.3 and 7.4 show these same observables, also at NLO, comparing between the χ, ψ and Sequential
Standard Model (SSM)1 models.
1This is a benchmark scenario where the Z′ is considered to have exactly the same couplings as the SM Z boson.
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Figure 7.3: Comparison of the invariant mass of electron and muon produced by LO and NLO event generation
for the χ, ψ and the SSM models with a Z ′χ with mZ′ = 500 GeV (at the LHC for a centre-of-mass energy
of
√
s = 13 TeV) both up to, and focussed on, the Z ′ resonance.
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Figure 7.4: Comparison of leading and sub-leading lepton transverse momenta produced by LO and NLO event
generation for the χ, ψ and the SSM models with mZ′ = 500 GeV at the LHC for a centre-of-mass energy
of
√
s = 13 TeV.
Figures 7.5 and 7.6 show the scale dependence of the leptonic NLO-accurate observables under scale
variations 12 µ ↔ µ ↔ 2µ, where µ := µF = µR =
√
s.
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Figure 7.5: The invariant mass distributions of electron and muon produced at NLO under the scale variation
1
2 µ↔ µ↔ 2µ (where µ := µF = µR =
√
s) for the SSM model with a Z ′SSM with mZ′ = 500 GeV (at the
LHC for a centre-of-mass energy of
√
s = 13 TeV).
7.1. NLO Z ′ Results 203
MC (SSM model, NLO, µ = 12 sˆ)
MC (SSM model, NLO, µ = sˆ)
MC (SSM model, NLO, µ = 2sˆ)
10−4
10−3
10−2
10−1
1
10 1
Leading electron transverse momentum
dσ
/
dp
T
(p
b/
G
eV
)
100 200 300 400 500 600
0.6
0.8
1
1.2
1.4
pT (GeV)
R
at
io
(a)
MC (SSM model, NLO, µ = 12 sˆ)
MC (SSM model, NLO, µ = sˆ)
MC (SSM model, NLO, µ = 2sˆ)
10−4
10−3
10−2
10−1
1
10 1
Subleading electron transverse momentum
dσ
/
dp
T
(p
b/
G
eV
)
100 200 300 400 500 600
0.6
0.8
1
1.2
1.4
pT (GeV)
R
at
io
(b)
MC (SSM model, NLO, µ = 12 sˆ)
MC (SSM model, NLO, µ = sˆ)
MC (SSM model, NLO, µ = 2sˆ)
10−4
10−3
10−2
10−1
1
10 1
Leading muon transverse momentum
dσ
/
dp
T
(p
b/
G
eV
)
100 200 300 400 500 600
0.6
0.8
1
1.2
1.4
pT (GeV)
R
at
io
(c)
MC (SSM model, NLO, µ = 12 sˆ)
MC (SSM model, NLO, µ = sˆ)
MC (SSM model, NLO, µ = 2sˆ)
10−4
10−3
10−2
10−1
1
10 1
Subleading muon transverse momentum
dσ
/
dp
T
(p
b/
G
eV
)
100 200 300 400 500 600
0.6
0.8
1
1.2
1.4
pT (GeV)
R
at
io
(d)
Figure 7.6: The leading and sub-leading lepton transverse momentum distributions for NLO event generation
under the scale variation 12 µ ↔ µ ↔ 2µ (where µ := µF = µR =
√
s) for the SSM model with
mZ′ = 500 GeV at the LHC for a centre-of-mass energy of
√
s = 13 TeV.
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7.1.2 Discussion
As expected the inclusion of NLO corrections to the event generation slightly increases both the total fully-
inclusive cross section and impacts the transverse momentum distributions of the leptons. However the effect
of the increased rates on acceptances of largely inclusive observables for which the event generation is NLO-
accurate is most likely negligible.
Nonetheless, the effect of scale variation at the event generation level with NLO corrections included has
been shown to be small2 and for all the observables examined it has a negligible effect. If taken as a proxy
for the theoretical error due to the missing higher orders3 and the truncation of the perturbative expansion
at O(α2 αS), this would indicate that the theory uncertainties are now well under control for any foreseeable
observable at a hadron collider.
The PDF uncertainty4 is not included, however this lies beyond the scope of this thesis as it is inherent
to the use of the factorisation theorem and exists independently of the improvement obtained by calculating
fixed-order amplitudes to higher order or matching NLO amplitudes to parton showers.
In general, the NLO corrections to the differential distributions examined are unlikely to substantially impact
the reach of Z ′ searches within the context of E6 models, though the implementation presented can be used
for any mZ′ and any (perturbative) couplings, and for models with a lighter mass and smaller couplings the
NLO corrections may be (relatively) more significant. For masses mZ′ & 1 TeV however the SM dilepton rate
is negligible at these invariant masses such that any statistically significant signal found in this region would
yield an observation/discovery, and for the purpose of discovery searches in these high-mass regions LO event
generator predictions are likely to suffice. However, regardless of the minimal impact of the NLO corrections on
the discovery potential at high invariant masses, their inclusion in event generation is nonetheless warranted
to provide added theoretical control and minimisation of uncertainties in the signal predictions, and their
inclusion is therefore a necessity given that the NLO corrections are well known and their inclusion within
event generation is now possible.
Alternative NLO+parton shower implementations of Drell-Yan Z ′ production can be found in [2,208,224].
The NNLO corrections for Drell-Yan Z ′ production have been implemented in [225], though for phenomenology
purposes at a hadron collider as we have shown here, they have already been shown to be largely irrelevant
2The scale variation at LO is not included in the comparisons as there it corresponds only to variation in µF as the Born
process is O(α0S).
3This belief is based on the tendency for higher order computations of highly inclusive observables to lie within the scale variation
of the previous order. However, exceptions to this trend are not hard to find and in fact this applies to SM Drell-Yan [223]. A
more solid case can be made for this expectation, as shown in [158].
4As estimated for example by using the envelope of the cross section prediction from several different PDF sets as recommended
by the PDF4LHC working group. This uncertainty comes from the uncertainty in the data used for extraction of the PDFs and
its propagation to the corresponding PDF set, and has nothing to do with the truncation of the perturbative series.
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(see also [226]).
7.2 NLO Slepton Pair Production Results
7.2.1 Validation of NLO Slepton Pair Total Cross Sections
For slepton pair production a parameter space point in the pMSSM which is still not excluded but should be
within reach of the LHC Run 2 (
√
s = 14 TeV was assumed) was chosen, with electroweak masses ml˜L =
350 GeV, ml˜R = 300 GeV, mN˜1 = 150 GeV and strong sector masses mq˜L,R = 1 TeV and mg˜ = 1.4 TeV.
Tables 7.1, 7.2, 7.3, 7.4 shows the validation of the total inclusive cross section agains PROSPINO2, with
agreement O(0.1%) found everywhere. All cross sections are computed in the MS scheme. Further validation
and results can be found in our preprint [227].
Mass eigenstates Herwig++ (pb) Prospino (pb) F.D.
e˜+L ν˜L 5.6470e-03 5.6403e-03 -0.00119
e˜−L ν˜e 2.4300e-03 2.4291e-03 -0.00037
τ˜+1 ν˜τ 4.7340e-05 4.7308e-05 -0.00067
τ˜−1 ν˜τ 2.0370e-05 2.0374e-05 0.00021
τ˜+2 ν˜τ 7.4400e-03 7.4430e-03 0.00040
τ˜−2 ν˜τ 3.2910e-03 3.2902e-03 -0.00023
Table 7.1: Validation of the LO total cross section for l˜ν˜ pair production.
Mass eigenstates Herwig++ (pb) Prospino (pb) F.D.
e˜+L ν˜L 6.6640e-03 6.6987e-03 0.00519
e˜−L ν˜e 2.9480e-03 2.9652e-03 0.00580
τ˜+1 ν˜τ 5.5930e-05 5.6186e-05 0.00455
τ˜−1 ν˜τ 2.4760e-05 2.4871e-05 0.00445
τ˜+2 ν˜τ 8.8700e-03 8.9107e-03 0.00457
τ˜−2 ν˜τ 4.0160e-03 4.0356e-03 0.00485
Table 7.2: Validation of the NLO total cross section for l˜ν˜ pair production.
Mass eigenstates Herwig++ (pb) Prospino (pb) F.D.
e˜Le˜L 2.2260e-03 2.2283e-03 0.00102
e˜Re˜R 1.5980e-03 1.5989e-03 0.00058
τ˜1τ˜1 8.5800e-04 8.5780e-04 -0.00024
τ˜2τ˜2 4.0880e-03 4.0861e-03 -0.00047
τ˜1τ˜2 4.6650e-05 4.6640e-05 -0.00021
ν˜eν˜e 2.0780e-03 2.0788e-03 0.00037
ν˜τ ν˜τ 2.0780e-03 2.0788e-03 0.00037
Table 7.3: Validation of the LO total cross section for l˜l˜, l˜ν˜ pair production.
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Mass eigenstates Herwig++ (pb) Prospino (pb) F.D.
e˜Le˜L 2.6610e-03 2.6754e-03 0.00538
e˜Re˜R 1.9290e-03 1.9397e-03 0.00550
τ˜1τ˜1 1.0240e-03 1.0290e-03 0.00483
τ˜2τ˜2 4.9390e-03 4.9676e-03 0.00576
τ˜1τ˜2 5.6130e-05 5.6442e-05 0.00553
ν˜eν˜e 2.4870e-03 2.4986e-03 0.00465
ν˜τ ν˜τ 2.4870e-03 2.4986e-03 0.00465
Table 7.4: Validation of the NLO total cross section for l˜l˜, l˜ν˜ pair production.
7.2.2 NLO-accurate Differential Distributions
Figures 7.7, 7.8 and 7.9 show the
√
s = 14 TeV LHC invariant mass and transverse momenta observables
obtained for e˜Le˜L production, where me˜L = 350 GeV, mN˜1 = 150 GeV Br(l˜ → N˜1 l) = 1 was used for all
slepton decays.
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Figure 7.7: The LO+PS and NLO+PS invariant mass and transverse momentum distributions of the slepton
pair, e˜Le˜L, for a
√
s = 14 TeV LHC, with masses me˜L = 350 GeV and mN˜1 = 150 GeV.
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Figure 7.8: The LO+PS and NLO+PS stransverse mass and missing transverse momentum distributions
produced by the decay of the e˜Le˜L slepton pairs, for a
√
s = 14 TeV LHC, with masses me˜L = 350 GeV and
mN˜1 = 150 GeV. The actual neutralino mass, mN˜1 = 150 GeV was used as the trial mass in the stransverse
momentum computation.
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Figure 7.9: The LO+PS and NLO+PS leading slepton and electron transverse momentum distributions for
e˜Le˜L production, for a
√
s = 14 TeV LHC, with masses me˜L = 350 GeV and mN˜1 = 150 GeV.
Leptons and jets within pseudorapidity [−2.5, 2.5] were considered, with a pT cut of 20 GeV on the leptons,
and jet clustering via the anti-kt algorithm with a cone size of 0.4.
From both of the examples shown one can see that NLO contributions are significant. In particular they
increase the number of signal events which would pass a pT cut on the leptons or a /pT cut on the event in a
non-trivial way, which will depend on the exact position of the cut. This difference may be negligible in some
regions, but could be significant if the signal constitutes only a few events.
7.2.3 Suppression Scale Dependence of Observables
Figures 7.10, 7.11 and 7.12 show the corresponding invariant mass and transverse momenta observables
obtained for e˜Le˜L production, where Br(l˜ → N˜1 l) = 1 was used for all slepton decays, and the Λ2 scale of
the suppression function defined in equation 6.35 was varied. This therefore varied the transverse momentum
region of the real emission weights which is used in the POWHEG Sudakov and therefore exponentiated,
with Λ2 → pminT (where pminT = 5 GeV is the threshold chosen for resolvable emission) corresponding to
exponentiating only the low-pT nearly-soft and/or collinear limit of the R/B kernel, and Λ2 →∞ corresponds
to using the full real emission matrix element in the Sudakov, including both its singular low-pT region and
contributions from its finite high-pT region, as is done in the original POWHEG implementations.
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Figure 7.10: The invariant mass and transverse momentum distributions of the slepton pair, e˜Le˜L, as a function
of varying suppression scale, Λ2, for a
√
s = 14 TeV LHC, with masses me˜L = 350 GeV and mN˜1 = 150 GeV.
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Figure 7.11: The stransverse mass and missing transverse momentum distributions produced by the decay of
the e˜Le˜L slepton pairs, as a function of varying suppression scale, Λ
2, for a
√
s = 14 TeV LHC, with masses
me˜L = 350 GeV and mN˜1 = 150 GeV. The actual neutralino mass, mN˜1 = 150 GeV was used as the trial
mass in the stransverse momentum computation.
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Figure 7.12: The leading slepton and electron transverse momentum distributions for e˜Le˜L production, as
a function of varying suppression scale, Λ2, for a
√
s = 14 TeV LHC, with masses me˜L = 350 GeV and
mN˜1 = 150 GeV.
Figure 7.10b shows that the suppression scale, and therefore the exponentiation of the finite part of the
real emission weights has a strong impact on the (unobservable) slepton pair transverse momentum in the
limit where the suppression scale approaches the low-pT soft and collinear region which is crucial for correct
resummation in the parton shower, and corresponding emission in the soft and collinear limits. This is to be
expected since introducing the suppression down to the enhanced soft and collinear emission scales is bound
to suppress the low pT region these emissions populate.
However, more interesting is whether or not exponentiating the finite part of the real emission as the
suppression scale moves away from the soft and collinear limit has any significant impact on kinematic distri-
butions and observables5. Here we see that for the slepton pair transverse momentum once the suppression
scale moves above the very low pT  mZ region the transverse momentum distribution stabilises by the time
it reaches Λ2 = m2Z and the inclusion of further portions of the finite part of the real emission contribution in
the POWHEG Sudakov kernel has no impact. One may surmise from this that the standard POWHEG proce-
dure of using the full real emission weights including their finite parts in the Sudakov is, in this particular case,
5It is worth noting that the use of the suppression function in no way modifies the correct NLO normalisation of the distributions
as both the singular, low pT and the finite, high pT components of the real emission get added as usual within the POWHEG B
function.
212 Chapter 7. Results
not numerically worrisome. Indeed as can be seen in all the (actually measurable) observables in figures 7.8a,b
and 7.12b, the suppression scale seems to be of no consequence and the LL accuracy of the shower can be
argued to not have been compromised, neither formally nor numerically, by the exponentiation of the finite
regions of the real emission weights. This is not entirely unexpected since the K-factor (and therefore the
typical real emission weights) for these processes are mild to small, and given that the addition of the finite
real part in the exponential of the Sudakov amounts by a trivial algrabraic manipulation to a multiplication
by an exponential of this finite contribution, for small real emission weights this will amount to a factor of
approximately unity.
Exactly the same behaviour and suppression scale (non)dependence of observables were seen for the gaugino
pair production parameter space points explored.
7.2.4 Discussion
The assessment of the accuracy of the NLO-accurate implementation of event generation of slepton pair
production we have presented can be approached from several different angles. One perspective is that of the
formal correctness of the matching implementation and the approximations used in it. Another is of the checks
of the correctness of the NLO calculation and the logarithmic accuracy of the shower, and lastly there is the
aspect of the theoretical uncertainty as estimated from scale variation of the total cross section or differential
distributions computed. We now address these in order.
The POWHEG implementation is by construction NLO+LL-accurate. However, also by construction it
involves exponentiating not only the singular contribution from one emission, but also the non-singular parts
of the real emission contribution. These finite contributions do not impact on the logarithmic accuracy,
but they are not constrained to be numerically small by any obvious argument. This characteristic of the
POWHEG method is known since the matrix-element correction methods were formulated6. However these
finite contributions will be sub-dominant and negligible in low transverse momentum regions (as expected since
they are finite, and as required if logarithmic accuracy is to be preserved) and will impact the large transverse
momentum regions where they are dominant, but these regions are in any case sensitive to NNLO and higher
order fixed-order (non-singular) contributions which we do not include. These finite terms are therefore formally
of higher order, though they will affect any observable sensitive to high transverse momentum regions of phase
space (the most obvious example being the high pT tail of transverse momentum distributions inclusive in jets).
6These are effectively the POWHEG equation (equation 5.50) with the POWHEG Sudakov but with replacement B → B
such that the hardest emission is generated correctly according to the real emission matrix element but the overall normalisation
is only LO-accurate.
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This is the reason why we have partitioned the real emission contribution into singular and finite contributions
in equation 6.35 and have chosen to exponentiate only the former in the Sudakov (equation 6.43).
A similar further issue is that for the POWHEG formula to faithfully reproduce the NLO cross section the
integral over the scale in the POWHEG Sudakov must run from the lower cut-off, t0 ∼ 1 GeV, to the hadronic
centre-of-mass energy, S = E2C.M., as opposed to the the factorisation scale µF as required by the consistent
use of DGLAP-resummed PDFs and the constraint that the phase space for resummation in the collinear limit
be limited to only the approximately collinear region. These issues are discussed at length in [228], however
they are well understood and do not compromise the NLO+LL accuracy claimed.
Regarding the correctness of the NLO matrix elements used, the Born, virtual and real emission contribu-
tions have been extensively validated against those in PROSPINO2. The Born has also been checked against
the corresponding standard implementation of SUSY processes in HERWIG++. The basic consistency check
that the virtual contribution must satisfy VSQCD −→
mg˜,mq˜√s
VQCD (as can be seen from the loop diagrams in
figure 6.1) has been verified. Both the real emission and the virtual contributions have also been independently
computed in a similar NLO+LL matching implementation for slepton pair production [3] and good agreement
with PROSPINO2 was found there as well, thereby providing a cross check. We are therefore confident that
the NLO matrix elements used are correct.
Note that for mq˜, mg˜ 
√
s the SQCD radiative corrections have a small impact on the total cross section,
and for any squark or gluino mass have negligible impact on bins which cannot be populated by events with
Born kinematics. Current exclusions in the coloured SUSY sector are generally at the level of mg˜ & 1 TeV,
mq˜ & 700 GeV for mg˜  mN˜1 (and mg˜ & 700 GeV, mq˜ & 500 GeV for mg˜ & mN˜1) with reasonable
assumptions (see figure 2.11, and see [154] for an example of how to combine fairly inclusive searches to
obtain reasonably universal7 mass limits). However, it will always be the case that mexcludedq˜, g˜ .
√
S and
therefore the full SQCD corrections are relevant and worth including, if known.
Figures 7.9 and 7.8 show that the K-factor from the NLO corrections is approximately uniform, such that
the global K-factor used by experimental collaborations is in fact a good approximation to the true NLO local
K-factor implemented here. It is nonetheless desirable for the known LHC exclusion plots to be produced with
the local K-factor produced here to include the signal process at truly NLO accuracy.
Also note that as expected the ISR contributions implemented affect the normalisation of the distributions
everywhere (in contrast to FSR corrections which only affect distributions beyond the mass peak and into the
high invariant mass tail, as below the peak they are kinematically suppressed).
7’Universal’ here meaning relatively independent of the sparticle spectrum (and admixtures for sleptons, gauginos and third
generation squarks) and therefore the assumed dominant production channel and viable decay chains.
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The scale variation of differential distributions and the total cross section may also be analysed with the
implementation presented here (as was done in figures 7.5 and 7.6 for Z ′ models), however results for such
scale variation have not been included here as they are not necessarily meaningful given that one of the scales
to be varied (the renormalisation scale) was not present at all at leading order. Hence the scale variation here
is rather an indicator of the estimated expected region for the NNLO prediction rather than for comparison
with the LO results, and would be more meaningful in that context.
Aside from the present POWHEG implementation, a later independent implementation within POWHEG
BOX exists [3], as do equivalent analytically resummed and matched NLO+NLL results [229, 230].
In future works the present implementation can be used to verify and potentially improve LHC slepton
search bounds and the impact of the NLO corrections on studies such as [222] can be considered.
7.3 NLO Gaugino Pair Production Results
We now present the validation of our NLO POWHEG implementation for gaugino pair production, followed
by novel NLO-accurate results for differential distributions.
7.3.1 Validation of NLO Gaugino Pair Total Cross Sections
The total cross sections produced by our POWHEG-merged NLO code were extensively validated against
Prospino, with good agreement found everywhere.
Validation Using SPS1a
For this sample point the high-scale SUSY-breaking parameter values are m0 = 100 GeV, m1/2 = 250 GeV,
tanβ = 10, µ > 0 and A0 = −100. The relevant electroweak-scale pole masses are mq˜L i=1,2 ≈ 570 GeV,
mq˜R i=1,2 ≈ 550 GeV, mN˜1 ≈ 97 GeV, mN˜2 ≈ 180 GeV, mN˜3 ≈ 363 GeV, mN˜4 ≈ 381 GeV, mC˜1 ≈
180 GeV and mC˜2 ≈ 381 GeV.
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Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 0.01285710 0.01259831 -0.02054
12 0.00150420 0.00142067 -0.05879
13 0.00269270 0.00269149 -0.00045
14 0.00058540 0.00058109 -0.00741
22 0.02730000 0.02616919 -0.04321
23 0.00767600 0.00767186 -0.00054
24 0.00242100 0.00235385 -0.02853
33 0.00000269 0.00000266 -0.01178
34 0.02119700 0.02119585 -0.00005
44 0.00005943 0.00005503 -0.08002
Table 7.5: Validation of the NLO total cross section for neutralino pair production for SPS1a.
Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 0.72840000 0.72677468 -0.00224
12 0.00435714 0.00431568 -0.00961
21 0.00435187 0.00421654 -0.03210
22 0.02035600 0.02039374 0.00185
Table 7.6: Validation of the NLO total cross section for chargino pair production for SPS1a.
Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 0.01329300 0.01316599 -0.00965
12 0.47840000 0.47971818 0.00275
13 0.00515500 0.00521775 0.01203
14 0.00048178 0.00044706 -0.07768
21 0.00138270 0.00137966 -0.00220
22 0.00034780 0.00032688 -0.06401
23 0.01285800 0.01313664 0.02121
24 0.01172500 0.01198883 0.02201
Table 7.7: Validation of the NLO total cross section for (negatively charged) chargino-neutralino pair produc-
tion for SPS1a.
216 Chapter 7. Results
Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 0.02271200 0.02226654 -0.02001
12 0.84760000 0.85008985 0.00293
13 0.01030100 0.01041014 0.01048
14 0.00095032 0.00098761 0.03776
21 0.00274350 0.00272333 -0.00741
22 0.00072902 0.00069985 -0.04168
23 0.02815000 0.02865564 0.01765
24 0.02579800 0.02634914 0.02092
Table 7.8: Validation of the NLO total cross section for (positively charged) chargino-neutralino pair production
for SPS1a.
Validation Using the Parameter Point m0 = 500 GeV, m1/2 = 200 GeV
For this sample point the high-scale SUSY-breaking parameter values are m0 = 500 GeV, m1/2 = 200 GeV,
tanβ = 10, µ > 0 and A0 = 0. The relevant electroweak-scale pole masses are mq˜L i=1,2 ≈ 660 GeV,
mq˜R i=1,2 ≈ 650 GeV, mN˜1 ≈ 77 GeV, mN˜2 ≈ 142 GeV, mN˜3 ≈ 303 GeV, mN˜4 ≈ 323 GeV, mC˜1 ≈
141 GeV and mC˜2 ≈ 323 GeV.
Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 1.1160e-02 1.1372e-02 0.01865
12 1.0510e-03 9.8930e-04 -0.06237
13 7.7260e-03 7.7202e-03 -0.00076
14 1.1240e-03 1.1201e-03 -0.00347
22 2.5400e-02 2.4947e-02 -0.01816
23 1.8750e-02 1.8746e-02 -0.00020
24 3.2895e-03 3.2212e-03 -0.02122
33 1.0900e-05 1.0867e-05 -0.00305
34 4.0570e-02 4.0555e-02 -0.00038
44 1.2818e-04 1.2066e-04 -0.06234
Table 7.9: Validation of the NLO total cross section for neutralino pair production for m0 = 500 GeV,
m1/2 = 200 GeV.
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Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 2.2820e+00 2.2825e+00 0.00021
12 7.2440e-03 7.1841e-03 -0.00834
21 7.2190e-03 7.1929e-03 -0.00364
22 4.2570e-02 4.2624e-02 0.00127
Table 7.10: Validation of the NLO total cross section for chargino pair production for m0 = 500 GeV,
m1/2 = 200 GeV.
Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 6.9660e-02 6.8546e-02 -0.01625
12 1.6020e+00 1.5961e+00 -0.00368
13 1.3830e-02 1.3919e-02 0.00638
14 1.9390e-03 1.9646e-03 0.01302
21 2.6970e-03 2.6805e-03 -0.00615
22 1.8081e-03 1.8119e-03 0.00211
23 2.5700e-02 2.6112e-02 0.01577
24 2.5250e-02 2.5803e-02 0.02143
Table 7.11: Validation of the NLO total cross section for (negatively charged) chargino-neutralino pair pro-
duction for m0 = 500 GeV, m1/2 = 200 GeV.
Mass eigenstates HERWIG++ (pb) Prospino (pb) F.D.
11 1.1280e-01 1.1059e-01 -0.01999
12 2.7070e+00 2.6859e+00 -0.00784
13 2.6270e-02 2.6359e-02 0.00337
14 3.6776e-03 3.6904e-03 0.00344
21 5.1330e-03 5.0846e-03 -0.00953
22 3.3840e-03 3.4892e-03 0.03014
23 5.3340e-02 5.4093e-02 0.01393
24 5.2770e-02 5.3603e-02 0.01555
Table 7.12: Validation of the NLO total cross section for (positively charged) chargino-neutralino pair produc-
tion for m0 = 500 GeV, m1/2 = 200 GeV.
7.3.2 NLO-accurate Differential Distributions
The results for our POWHEG implementation for C+1 N
0
2 pair production (targeting the 3l + /pT signal are
shown in figures 7.13, 7.14 and 7.15.
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Figure 7.13: Sample transversve momentum distributions for LO and NLO-accurate leptonic observables, as
produced by our implementation, for an arbitrary point in the SUSY parameter space in the channel C˜+1 N˜2
with W - and Z-mediated decays with branching fraction 1.
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Figure 7.14: Sample invariant mass distributions for LO and NLO-accurate leptonic observables, as produced
by our implementation, for an arbitrary point in the SUSY parameter space in the channel C˜+1 N˜2 with W -
and Z-mediated decays with branching fraction 1. The stransverse mass trial mass is set exactly to mN˜1 .
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Figure 7.15: Sample stransverse mass distributions for LO and NLO-accurate leptonic observables, as produced
by our implementation, for an arbitrary point in the SUSY parameter space in the channel C˜+1 N˜2 with W -
and Z-mediated decays with branching fraction 1. The stransverse mass trial mass is set exactly to mN˜1 .
7.3.3 Width-Dependence of the Total Cross Sections
By including the width in all the squark propagators to preserve gauge invariance we have introduced a formally
incorrect contribution. Defining width via equation B.4 the width of a spacelike particle is formally zero as
the self-energy contribution only acquires an absorptive contribution (and therefore a width) at threshold.
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The width on the (spacelike and never on-shell) propagator joining the two neutralino vertices in diagram (c),
as well as the one joining the incoming gluon and quark in diagram (b) of figure 6.5 are therefore formally
spurious (but necessary to preserve gauge invariance). However the inclusion of squark width in the NLO
diagrams is itself a higher-order effect (by two powers in the strong coupling) this contribution does not spoil
our desired NLO fixed-order accuracy, though it may be numerically significant and this must be checked.
The numerical size of this spurious contribution, and of the introduction of width in general, can be assessed
by computing the dependence of the total cross section on the width. This dependence for an arbitrary point
in SUSY parameter space is shown in figure 7.16.
The total cross section is seen to be largely independent of the width over many orders of magnitude. This
is a valuable verification that higher-order width-related effects, either legitimate or spurious, are not globally
numerically important (though they may well become relevant for other points in parameter space which we
have not inspected, and certainly define behaviour in the squark resonant region).
Other similar works [5] treat the width purely as an unphysical regularisation parameter. For treatments of
that type width-independence checks of the form shown in figure 7.16 are performed as a consistency check
that the cross section is independent of an arbitrary regularistion parameter.
However given that the width is observable (at least in principle), and we aim for accurate event generation,
we treat it as a calculable and physically meaningful parameter and use the computed width where available.
7.3.4 Discussion
The single most troublesome issue with the POWHEG implementation of NLO corrections for gaugino pair
production was the subtraction of the on-shell contribution, and more specifically, the integration of the sub-
tracted amplitude. Here, even with the appropriate Breit-Wigner mapping about the squark pole to efficiently
generate the on-shell contribution8 and then subtract it (as indicated in equation 6.73), the integration over
the subtracted matrix element proved problematic.
The reason for this is most likely that it involves the subtraction of a potentially large on-shell contribution
with a sharp step-function onset, precisely at or above a resonant region (which by itself can already be
challenging to efficiently sample over) both at the pre-sampling and the event generation stages. Where the
on-shell contribution happens to be moderate (relative to the real emission contribution it is being subtracted
from) the integration can proceed unhindered, but if it happens to be sizeable (of the order of the matrix
element it is being subtracted from or larger) the accuracy and efficiency of the phase space sampling can
8It is argued in [5] that this Breit-Wigner mapping is unsuitable for on-shell subtraction purposes but no argument is given
and it is not apparent to us why this may be the case. They also argue the need for a Jacobian factor which is not clear to us.
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(a) The squark width-dependence of the NLO total cross section for N˜1N˜1 production, for the SPS1a bench-
mark parameter space point.
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(b) The squark width-dependence of the NLO total cross section for N˜1N˜1 production, for the CMSSM
m0 = 500, m1/2 = 200 parameter space point.
Figure 7.16: Proof of the relative independence of the total cross section on the squark width, for spectra
where on-shell subtraction is relevant.
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suffer significantly.
Furthermore if this region happens to be poorly described at the pre-sampling stage where the bounding
functions are set, the integration over the event generation stage will be no better and can produce unreliable
and inaccurate results. This inaccuracy is surmised from discrepancies between our implementation and
the PROSPINO2 result where we have good agreement in other contributions which don’t involve on-shell
subtraction (for example in B+Rq¯q, or B+Rgq(q¯) but with mN˜i > mq˜ such that on-shell subtraction doesn’t
apply) but where the agreement can disappear where on-shell subtraction becomes relevant.
We have validated our on-shell subtraction term (equation 6.75) to be correct by ensuring that it matches
the weight from the full 2 → 3 matrix element for phase space points where the squark is very close to its
mass shell. Note however that the ratio of the on-shell subtraction term and the full matrix element evaluated
close to the squark pole can differ significantly from unity for some phase space points since the non-resonant
contribution (see equation 6.72) is not guaranteed to be small in the resonant region. Nonetheless their ratio
being approximately unity for most resonant points tested is enough to convince us of the correctness of the
on-shell subtraction terms.
Given the correctness of the actual subtraction terms, the simplicity of the implementation of the conditions
under which the subtraction should take place (equation 6.59), and the fact that we do in fact see agreement
with PROSPINO2 on processes which do involve on-shell subtraction but albeit of presumably smaller on-shell
subtraction contributions (for example due to a smaller q˜N˜i production matrix element due to smaller couplings
of the gaugino resulting from its particular mixing composition) suggests that it is not the subtraction itself
but rather the integration of the subtracted amplitude where the problem lies. Further evidence of this is that
when using an alternative phase-space sampler (namely ExSample [231]) for these cases the integrated cross
section can vary by more than the variance of their respective Monte Carlo integrations.
We can only conclude from this that for parameter space points which involve on-shell subtraction of large
on-shell contributions (that is, that satisfy both the on-shell subtraction condition in equation 6.59 and for
which the squark-neutralino production on-shell amplitude is relatively large due to the gaugino composition)
the phase space integration can be unreliable, and though we are reasonably confident of the correctness our
implementation, we urge the user to be aware of these issues when considering these points. This is still very
much an open issue which, in the absence of any obvious further integration techniques to tackle it, remains
an open area for potential improvement in the phase-space sampling.
It is this also this issue alone which can motivate one to choose diagram removal techniques over the
diagram subtraction method we have chosen at the price of losing gauge invariance, whose loss if proven
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numerically irrelevant for the parameter points considered, is compensated by a significantly reduced compu-
tational workload and diminished unreliable integration hazards.
This integration issue arises already at the level of sampling over the (possibly on-shell subtracted) NLO
matrix elements, without yet considering the details of an explicit matching procedure such as POWHEG. As
it happens the required on-shell subtraction introduces a further problem for the matching, this being that it
may spoil the generation of strictly positive weights built into the POWHEG method, and which is arguably
its main strength against MC@NLO for event generation purposes.
Intuitively it is clear how this may happen: the subtraction of a potentially large on-shell weight from the
dipole-subtracted real emission contribution may render the B function no longer positive definite. This is
in contrast to the standard POWHEG formulation where, for the full integral over the radiative phase space
of this contribution,
∫
(R− C) dΦ1 (which must be performed for each Born-type Φn = Φn configuration
sampled in the B function) is in principle guaranteed to be positive, though in practice sampling over a limited
number of points of (R− C) may yield a negative weight large enough to give an overall negative weight
for B. This means that the POWHEG method will in practice give a small fraction of events with negative
weights9, though these can be reduced using folding techniques and in principle can be made negligible by
increasing the number of points used to sample (R− C).
Including on-shell subtraction however makes the situation more akin to that of MC@NLO where the
H-type events (as defined in equation 5.26) arising from
∫
(R0 −RMC) dΦn+1 involve a subtraction which
is never guaranteed to be positive for any number of points sampled, and where therefore negative-weighted
events unavoidably arise and cannot be easily suppressed.
This would appear to nullify the advantage of using the POWHEG scheme for event generation purposes,
however in practice we found that for most of the SUSY parameter space points we tested, the contribution
from negative weights was still negligible. However, this must be checked for each spectrum and beam energy
considered, as this is not guaranteed to be generally the case, and failure to account for10 non-negligible
negative weights can overestimate the signal cross section and in principle produce spurious signal events or
overestimate exclusion regions. From the testing performed by us this seems unlikely, but it must be checked
if the cross section seems suspiciously large or doesn’t match the total cross section given by PROSPINO2,
for example11.
9Negative weights can also be generated by points where spurious higher order contributions become large, for example when
they involve terms in the strong coupling (evaluated at the pT scale preferred to get NLL resummation from the shower), αS(p
2
T ),
at low transverse momenta where the coupling approaches the Landau pole.
10It is not known how to best account for these negative weights, a subtraction from the signal cross section is a possibility
but the source of the large negative contribution and its kinematics may give better indication which bins this contribution must
be subtracted from.
11Given that we have event generation purposes in mind our implementation by default discards negative weights unless one
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Another problem which affects the POWHEG method for the present implementation is that of radiation
zeroes. The well-known phenomenon of radiation zeroes [232, 233] originally discovered in the amplitude of
the SM process qq′ →Wγ and expected to give a dip in the charged-sign rapidity difference (more precisely,
at Ql × ∆y = 0) between the photon and the lepton from the W decay and was observed both at the
Tevatron [234] and LHC [235] are inherited to the MSSM (by way the fact that the gauge charges carried
by the SM fields and their corresponding SUSY partners are identical) to chargino-neutralino, C˜iN˜j , pair
production. The large gaugino masses, the averaging over the couplings from each of the chiralities of the
incoming quarks, the negligible mass-suppressed coupling of the Higgs/Higgsino-component of the gauginos
to light quarks and the summing over colour states when a final-state gluon is involved [236] strongly suppress
radiation zeroes in chargino-neutralino pair production. However, a radiation zero dip still persists if the
neutralino produced is wino-like [237]12. This potential radiation zero may affect the matching procedure as
the R/B factor in the POWHEG formula may become numerically unstable if the Born contribution becomes
strongly suppressed and finding a bounding function to efficiently generate it becomes problematic. Techniques
to tackle this issue are known13 [238] however for the many SUSY parameter points we tested we found no
evidence of this being an issue so we have not addressed it. Nonetheless if scenarios with wino-like neutralinos
are being considered this point may be worth keeping in mind if integration problems were to arise.
A slight inconsistency in our implementation must also be mentioned. The virtual contribution taken from
PROSPINO2 is computed using an average over the squark masses as defined in equation 6.28 considering 4
squark flavours. The real contributions however we have generated considering the individual mass values of
each flavour and handedness of squarks. The squark masses used for the real emission matrix element can be
reset to an average value from the SLHA file or the HERWIG++ input file, though in CMSSM scenarios the
mass splitting between left- or right-handed squarks, or squarks of different flavours of the first two generations
is negligible.
To the best of our knowledge the present implementation is the first NLO+parton shower matching per-
formed for NLO gaugino pair production, with previous analytic NLO+NLL matching implementations capable
of producing the total cross section and leptonic invariant mass and transverse momentum distributions first
computed in [239] and implemented in the RESUMMINO [240] software package. The NLO SQCD corrections
to N˜iN˜j + j (where all gaugino pair combinations are understood) have now also been computed [241].
In a future work we plan to compare the results of the analytic matching as performed by RESUMMINO
asks it to compute only the negative weights.
12This would in principle give a handle on measuring the wino component of the neutralino if it were discovered.
13These amount to the use of a suppression function similar to equation 6.35, where Λ2 = BBmax p
max
T and the real emission
contribution is assumed to have the same radiation zero behaviour as the Born such that the ratio R/B is well-behaved at the
Born zero.
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with the present parton shower implementation, as both should agree up to differences in higher order terms.
It is also desirable to replicate current multilepton+pT analyses from ATLAS and CMS to include the effect of
the local K-factor which may have a slight impact on acceptances and the signal cross section in the fiducial
region, and therefore may have an small effect on current exclusion bounds. Such effects are expected to be
very modest, but insofar as they correspond to a more faithful implementation of the NLO corrections they
are therefore desirable.
Other analyses may also benefit from the present implementation, as for example the implemented matrix
element for N˜1N˜1 + j corresponds to a potential LO contribution to monojet searches. This will be the
subject of a future work.
Chapter 8
Summary and Outlook
In the present work we have presented novel implementations of known NLO corrections into the HERWIG++
event generator employing the POWHEG framework to consistently matching the additional jet from the NLO
matrix element with the parton shower.
Our results show that for the BSM processes examined, namely E6 Z
′ models and the MSSM, their colour-
singlet final states are subject to K-factors which are largely uniform through the phase space. Though for
both of these BSM models the NLO total cross sections have long been known, the absence of their imple-
mentation into an event generator had meant the phase-space dependence of their K factors was assumed to
be approximately uniform, and this work confirms as much. The approximation made in previous experimental
searches where the signal was modelled via LO+PS event generation multiplied by a global K factor is hence
validated by this work as a reasonable, but improvable, approximation.
Nonetheless, given that the NLO corrections for the processes here treated have been known for some
time, and NLO corrections for further BSM processes are likely to become available in the near future, their
correct implementation within an event generator and a parton shower are a necessity for accurate and reliable
searches in LHC data, particularly in the view of the increased cross section and reduced theoretical (scale
variation) error they provide. It cannot be assumed, even for the processes studied here, that the K factor will
be exactly uniform for all points in the model’s parameter space, and indeed small variations in the K factors
distribution may prove crucial in computing the signal cross section within the experimental acceptances when
the signal sought constitutes a very low number of events. Hence where the radiative corrections are known
–since the tools for matching them with a parton shower are known and now mature– they must be consistently
included in the event generation if the experimental searches for the corresponding model are to be carried
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out to the best of our ability.
In this work we have focussed on colour-singlet final states which correspond to extensions of the leptonic
and electroweak sectors of the SM due to their simpler colour structure and therefore considerably simpler
radiative corrections and IR singularity structure. However the tools used in the present implementations can
in principle be extended to colour-charged final state processes, properly accounting for the more complex
real emission and virtual matrix elements, with the implementation of the required additional dipoles, and the
on-shell subtraction performed where an overlap with the perturbative expansion of another process occurs.
The first of these implementations has now been performed in [5] and both the present colour-singlet tools
and it form a starting point and direction in which high-accuracy (with scale variation uncertainties of the
order or smaller than experimental uncertainties) direct searches for BSM physics must proceed. Multi-jet
merging techniques must also be brought to bear (as has begun to be done in [242] and [239]) and present
a complementary search tool to exploit multi-jet final states to probe and increase the sensitivity to potential
BSM models with compressed mass spectra where decays of the BSM states will by themselves not yield
sufficient transverse momenta for their SM decay products to pass experimental cuts. However outside these
compressed mass-spectra scenarios accurate signal predictions require the normalisation of their cross section
to be properly accounted for in the event generation, and this may only be obtained from the full NLO
radiative corrections which include the one loop matrix element. Matching tools such as those presented here
are therefore steps in this direction, with many more implementations for other BSM final states (and the
possible automation of the construction of these implementations) surely to follow.
The present implementations of E6 Z
′ models, slepton pairs and gaugino pairs are yet to be applied to
bring to bear their effect on current ATLAS and CMS search results and on those still to come in Run 2 of
the LHC. These will form part of future works.
Appendix A
Monte Carlo Integration
Monte Carlo integration is based on the definition of the mean value of a function in its discrete -and therefore
numerically tractable- form
〈f(x)〉xmin, xmax =
1
xmax − xmin
∫ xmax
xmin
f(x) dx
≈ 1
N
N∑
i=1
f(xi) . (A.1)
So to numerically solve an integral of the function f(x) we can rewrite this relation as∫ xmax
xmin
f(x) dx = (xmax − xmin) 〈f(x)〉xmin, xmax
≈ xmax − xmin
N
N∑
i=1
f(xi) . (A.2)
No assumption has so far been made about how the values of xi are chosen and indeed they can be chosen
with any desired distribution within the integration range and this will affect the only the rate of convergence
and the size of the numerical integration error, but convergence to the correct integral value1 is guaranteed
by the law of large numbers2.
The values of xi can most simply be generated uniformly as
xi = xmin + R (xmax − xmin) , (A.3)
where R is a random number chosen from a flat distribution.
1Provided the integrand is everywhere finite (and indeed square-integrable for the numerical error in the form of the standard
deviation to be well defined) within the integration range of course.
2This is roughly speaking the theorem in probability theory that guarantees that over a large number of random trials, the
average value of the outcome of the trials will tend towards the expectation value computed from the weighted average of the
possible outcomes, such that limN→∞
xmax−xmin
N
∑N
i=1 f(xi) =
∫ xmax
xmin
f(x) dx, where the xi are randomly selected.
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It can be shown (see [243]) that the error on integrals computed in this fashion can be estimated by
σMC =
σN√
N
(A.4)
where σN is the standard deviation (the square root of the variance) of the integrand function f(x) in the
region of integration (here taken to be [a, b]), computed as
σN =
√√√√ 1
N
N∑
i
(
f(xi) − 〈f〉a, b
)2
=
√
〈f2〉a, b − 〈f〉2a, b (A.5)
=
√√√√ 1
N
N∑
i=1
f2(xi)−
(
1
N
N∑
i=1
f(xi)
)2
.
The error from Monte Carlo integration is then given by
σMC(fa, b(N)) =
√
〈f2〉a, b − 〈f〉2a, b
N
, (A.6)
so that our final result for the Monte Carlo integration of a function f(x) is:∫ xmax
xmin
f(x) dx =
[
xmax − xmin
N
N∑
i=1
f(xi)
]
± σN√
N
. (A.7)
Note that the error in Monte Carlo integration scales as 1/
√
N regardless of how many dimensions the
integral is performed over. Herein lies one of the main strengths of Monte Carlo integration and why it is
chosen for event generation (for a full discussion of the advantages of Monte Carlo integration over alternative
numerical integration methods for event generation purposes see section 3.2 of [244]).
In the following sections we will overview the Monte Carlo integration and variance reduction techniques
used in this work to efficiently perform the integration and event generation (especially over the real emission
amplitudes with on-shell subtraction which are particularly challenging), for a full treatment of Monte Carlo
methods see for example [243].
A.1 Selection from a Distribution
If we generate values, xi, using a random, flat distribution, we can then accept each value with a probability
proportional to a function f(x) dx and then produce a histogram of number of x values accepted within each
step in ∆x. This is a numerical way of producing a histogram which approximates the distribution f(x).
Replicating a distribution using a numerical algorithm can come in very handy for numerical integration
purposes. In the previous section we outlined a numerical method to compute integrals, but this method’s
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speed of convergence can be increased drastically by choosing our values of xi in a way which resembles the
distribution of the integrand. In this manner the values of xi for which f(xi) is largest and makes the dominant
contributions to the total integral are sampled more often, yielding a more rapidly converging estimate of the
integral.
In general if we have a function f(x) which is analytically integrable so that we can solve the result of
the indefinite integration for x then we can use randomly generated numbers from a flat distribution, Ri to
generate values of xi which emulate the distribution f(x) between xmin and xmax, as follows:
xi = F
−1 (F (xmin) +Ri(F (xmax)− F (xmin))) . (A.8)
This is a generalization of equation A.3, where f(x) = 1 so that F (x) = x.
Unfortunately one is rarely so lucky that f(x) is nice enough that F (x) can be computed analytically (let
alone F−1(x)). This method of phase space sampling is therefore usually not directly applicable but is usually
instead applied to an analytically tractable function used as a bounding function on the integrand, and then
an accept-or-reject (also known as hit-or-miss) method is applied.
A.2 Hit-or-Miss Method
This method is based on the observation that an n-dimensional integral is equivalent to the calcution of an
n+ 1-dimensional volume ∫
f(x) dx =
∫
dx
∫ f(x)
0
1 dy (A.9)
≈
∑
i
{yi | yi 6 f(xi), x ∈ [xmin, xmax]} ,
such that flat sampling simultaneously along the x and y axes by generating xi randomly and yi according to
yi = R fmax (where fmax = constant > f(x) ∀ x ∈ [xmin, xmax]) whilst accepting only points for which
yi 6 f(xi) (that is, those which land below the integrand function) can yield the desired integral.
However this method samples uniformly over a (hyper)cube, and is thus ill-suited (inefficient and slowly
convergent) for anything but fairly flat (approximately constant) integrands.
232 Appendix A. Monte Carlo Integration
A.3 Importance Sampling
If the integrand function f(x) is not analytically integrable but its functional form is roughly known then one
can construct a bounding function b(x) for which
b(x) > f(x) ∀ x ∈ [xmin, xmax] , (A.10)
and which (unlike f(x) itself) is analytically integrable and whose integral is invertible, so that equation A.8
can be used to generate points according to it3.
The integration then proceeds by the following steps:
1. generate a value xi from b(x) equation A.8 using a random number;
2. using this xi evaluate f(xi)/b(xi) and generate another random number Rj . If
Rj < f(xi)
b(xi)
(A.11)
keep the weight wi = f(xi), otherwise return to step 1.
3. Repeat N times, each time summing the weights to yield the desired integral (the observable’s cross
section in the cases of interest to us), and using each weight to generate (or not) an event according to
the kinematics corresponding to the (phase space) point sampled4. The result produced this way will
be of the form of equation A.7, as desired.
A.4 Multi-channel Integration
However, often the form of the integrand cannot be well fitted by a single bounding function (for example, if
contains two or more resonant regions as is the case for gaugino pair production in the present work5), such
that more than one bounding function may be required, with each one being referred to as an integration
channel.
3A function b(x) such that f(x)/b(x) ∼ constant is desirable to minimise the variance and optimise the convergence of the
estimate of the integral, but it is not required.
4Unweighted events can be generated by accepting or rejecting each weight (using yet another random number) with a
probability wi/wmax, where wmax is the largest weight found during a previous pre-sampling of the integrand (amplitude) over
the integration region (phase space).
5Here there are not two separate internal legs which can become resonant, as is the case for example for WZ vector boson
pair production, but rather for the resonant diagrams there are two squark masses (left- and right-handed) which contribute, each
with a potentially distinct mass and therefore resonant region as well.
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We therefore define a total bounding function6
b(x) =
∑
i
bi(x) , (A.12)
and then proceed as with importance sampling, but selecting an appropriate integration channel for each point.
The algorithm proceeds as follows:
1. select an integration channel with relative probability7 αi =
∫ xmax
xmin
bi(x) dx, that is, accept the channel
bi(x) if
Ri 6
∫ xmax
xmin
bi(x) dx∫ xmax
xmin
b(x) dx
(A.13)
where Ri is a random number. If this condition is satisfied for more than one channel accept the one
with smaller αi.
2. Generate xi according to bi(x) using equation A.8.
3. Generate another random number Rj and check that
Rj 6 f(xi)
b(xi)
. (A.14)
If so, accept this weight wi = f(xi), otherwise return to step 1.
This can be seen to work as we may rewrite the integral as∫ xmax
xmin
f(x) dx =
∫ xmax
xmin
f(x)
b(x)
∑
i
bi(x) dx =
∫ xmax
xmin
f(x)
b(x)
∑
i
αi
bi(x)
αi
dx
=
∑
i
αi
∫ xmax
xmin
f(x)
b(x)
bi(x)
αi
dx , (A.15)
such that the integral becomes a weighted sum of probability distributions, with each distribution given by the
product of the probability of choosing a given channel times the probability of accepting the weight generated
according to this channel, as shown in equations A.13 and A.14, respectively.
A.5 Variable Transformation
For a select few integrand functions, f(x), there are variable transformations which may be found under
which the integrand becomes flat and the numerical integration can proceed straightforwardly by generating
6Here each bounding function is analytically integrable and with an invertible integral, though the total bounding function
may not fulfil the latter condition.
7The weights, αi of each channel can be normalised to
∫ xmax
xmin
b(x) dx such that
∑
i αi = 1. Provided this holds so they
can be interpreted as probabilities, the individual weights can be assigned arbitrarily or evenly, if desired. This will affect the
integration efficiency but not the result of the integral.
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random numbers and directly sampling uniformly over the transformed integration range. This will have the
added benefit of providing a mapping under which sampled points will all be mapped to the region where the
integrand is largest (strongly clustered on a resonance, for example).
This is indeed the case for the Breit-Wigner mapping we have employed in this work to focus the sampling
of phase space points about the resonance regions in contributions with potentially on-shell squarks.
Such resonant contributions are determined by the Breit-Wigner functional form and give the integral8∫ ∞
−∞
ds
(s−m2)2 + m2Γ2 . (A.16)
Using the variable change of variables
tan θ =
s−m2
mΓ
, (A.17)
this integral can be shown to give9∫ ∞
−∞
dp2
(p2 −m2)2 + m2Γ2 =
1
mΓ
∫ pi/2
−pi/2
dθ , (A.19)
where it is now clear we may now sample uniformly in θ ∈ [−pi/2, pi/2] to perform the integral, which yields10
pi
mΓ .
This transformation also allows for the efficient integration of an amplitude with a resonant region, as
points can be sampled as
si = m
2 + mΓ tan θi , (A.20)
using a flat distribution in θ within the integration range, and thereby producing sampling clustered around
the dominant region s ≈ m2.
8Here, as with the narrow-width approximation, we make the approximation that the momentum dependence from the
amplitude factor, |M|2, and the phase space is subdominant and negligible. This may not necessarily be the case and the
error incurred from this assumption may be larger than the expected O(Γ/m), see [245].
9Note that for simplicity we neglect the finite phase space we are working with here and integrate over the full (−∞, ∞)
invariant mass range. The contributions from the tails should be heavily suppressed and negligible but the integration region can
(and indeed has been in the present implementation) appropriately confined to the kinematically available phase space as∫ S
−S
dp2
(p2 −m2)2 + m2Γ2 =
1
mΓ
∫ arctan S−m2
mΓ
arctan −S−m2
mΓ
dθ , (A.18)
where S = E2C.M. is the hadronic centre-of-mass energy squared.
10The value of this integral gives the prefactor used in the narrow-width approximation (equation 2.86), as expected.
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A.6 The Veto Algorithm
Parton shower evolution consists of the iterative generation of emission variables t and z according to the
distribution
P(t, z) = K(t, z) ∆(t, t0) . (A.21)
For an analytically integrable distribution of a single variable, f(t), with primitive integral F (t) and with
an invertible integral, F−1(t), the task of generating values according to it can be performed by generating
random numbers, Ri, and computing
ti = F
−1 (F (tmin) +Ri (F (tmax)− F (tmin))) (A.22)
as many times as desired.
However if the integral of f(t) and its inverse are not analytically tractable, as is the case for K(t, z) in
equation 5.21, a numerical algorithm must be employed. The method used in this work is known as the veto
algorithm.
This algorithm consists of finding a bounding function, b(t), which is everywhere larger than f(t), and
is also (unlike f(t) itself), analytically integrable and with an invertible integral. Values of t can then be
generated according to this bounding function using equation A.22, and accepted or rejected according to
f(t)
b(t) . This can be proven (see [188, 202, 204, 246]) to generate values of t exactly according to equation 5.21.
Once the bounding function b(t) has been found, the algorithm proceeds as follows:
1. start with the highest allowed value for t, ti = tI ;
2. generate a random number, R, and compute the next scale as11
ti+1 = B
−1[logR+B(ti)] ,
where B(t) is the primitive integral of b(t);
11Given that the Sudakov form factor represents the inclusive probability of no resolvable emission between two scales, by
unitarity the probability of emission between a high initial scale tI and a lower scale t is given by
P(t) = 1−∆(tI , t) = 1− exp[F (t)− F (tI)] .
Equating this expression to a random number and solving for t gives
t = F−1(logR+ F (tI)) ,
where we have made the replacement (1−R)→R which is valid for R ∈ [0, 1], which we will always assume. This is therefore
the form of equation A.22 required here.
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3. using another random number accept ti+1 as the scale of the next emission if
R < f(ti+1)
b(ti+1)
;
4. if this value of ti+1 has been rejected return to step 2.
However, in the case at hand the function being considered is a function not only of the scale t but also of
the energy fraction of the splitting, z. This requires the use of an extended form of the veto algorithm known
as the bivariant veto algorithm to generate values of both t and z according to equation 5.21.
In this case we must choose a bounding function, b(t, z), such that
b(t, z) = b1(t) b2(z) > K(t, z) ∀ (t, z) ∈ Φ1 .
The algorithm then proceeds by
1. starting with ti = tI ;
2. generate a scale as
ti+1 = B
−1[logR+B(ti)] ,
where
b(t) = b1(t)
∫
dz b2(z) ;
3. generate z for this scale as
zi+1 = B
−1
2 (B2(zmin) +R (B2(zmax)−B2(zmin))) ;
4. accept (ti+1, zi+1) if
R < f(ti+1, zi+1)
b(ti+1, zi+1)
;
5. otherwise return to step 2 and use the rejected scale as input to generate the next trial scale.
The scale, t, at which each emission emission occurs and the energy fraction, z, of the splitting are therefore
correctly generated according to equation 5.21. The remaining third variable to fully specify a splitting is its
azimuthal angle, which is generated uniformly as φ = 2piR using another random number.
In order to correctly account for all the possible splittings from a given parent parton as expressed as the
sum over parton flavours in the Sudakov form factor one must proceed by generating values according to each
configuration and accepting them by competition (otherwise known as the highest-bid method). This consists
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of accepting the emission from the subprocess which occurs at the highest scale t, as this is the one which
will have happened first and therefore the one which must be accepted (see [188, 202, 204]).
Note that for both the simple and the bivariant veto method to work the factor multiplying the Sudakov
in the second term of equation 5.10 must be identical to the integrand in the argument of the Sudakov. This
requirement strongly constrains extensions of the fixed order and parton shower merging method and must be
respected to facilitate the numerical treatment.
Appendix B
Technical Remarks
B.1 The Definition of Width
The necessary introduction of width to regulate squark propagators and render them physical resonances
instead of singularities is fraught with subtleties and intrinsic ambiguities stemming from the fact that width
is higher-order effect1 which requires a form of resummation as well as the introduction of a renormalisation
scheme, and it is only in the context of a given renormalisation scheme that quantities such as width (and
mass) are consistently defined.
The concept of width arises and can be defined in at least two different but related contexts:
• as a fixed-order 1→ 2 calculation of a decay rate of the form
Γ =
1
2m
∑
f1 f2
∫
Φ2 |Mi→f1 f2 |2 , (B.1)
which is formally ill-defined as it falls foul of the LSZ reduction formula since the unstable state i is not
an asymptotic, free stable state from which an S-matrix can be computed;
• as the imaginary component of an all-orders resummation of loop corrections to the unstable particle’s
propagator.
The first definition can be better motivated through the optical theorem
2ImMa→b =
∑
fi
∫
dΦ2M∗b→{fi}Ma→{fi} , (B.2)
1A particle’s width is not a parameter of the Lagrangian, or indeed the Feynman rules as these are are perturbatively defined
as an expansion of a free theory with stable particles.
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where fi runs over all possible final states both a and b couple to. Using this to consider the 1 → 1 process
within which the amplitudes for all possible splittings i→ f1 f2 are considered as self-energy corrections, as
ImMa→a = 1
2
∑
fi
∫
dΦ2M∗a→{fi}Ma→{fi} , (B.3)
the left-hand side can be identified2 to be equal to the imaginary part of the 1-loop self-energy correction,
Σ(p2), (where p2 is the virtuality of the external legs of the loop) and the right-hand side can be seen to be
equal to the right-hand side of equation B.1 up to a factor of 1/m.
The conventional definition of the width is then
Γconv =
1
mconv
Im Σ(p2) , (B.4)
where we assume wavefunction renormalisation has already taken place and omitted the corresponding factor3
of ZA.
Alternatively, using the all-orders formulation the infinite series of 1-loop insertions on a scalar/vector
propagator gives a contribution of the form4
1
p2 −m20
∞∑
n=0
( −Σ(p2)
p2 −m20
)n
(B.5)
which is a geometric series which can be summed5 to give the Dyson-resummed propagator
P (p2) =
1
p2 −m20 + Σ(p2)
, (B.6)
which includes 1-loop self-energy contributions to all orders.
Constraining this propagator to be of the form6
1
p2 −m20 + imΓ
, (B.7)
which is required to give the relativistic Breit-Wigner resonance shape which we expect upon computing the
squared amplitude gives the relation
mΓ = Im Σ(p2) , (B.8)
which is of the same form as the width defined in equation B.4. This is therefore the canonical definition of
2Here Σ(p2) denotes the fermionic 1-loop corrections to a scalar propagator, or the transverse part (proportional to gµν) of
such corrections for a vector propagator.
3This factor is singular and within perturbation theory can be written as A0 = Z
1
2
A A = (1 + δZ)A for a scalar/vector field
A, where the singular contribution δZA, can be written separately as part of a renormalisation counterterm Lagrangian which
we have so far omitted. It is precisely the scale-dependence of these renormalisation factors (namely Zg which renormalises the
coupling) which gives the running of the coupling (see section 6 of [179] for derivation)
4Here we have made explicit that the mass is the as of yet unrenormalised bare mass.
5Using the relation a
∑∞
n=0 r
n = a
1−r which holds provided r ∈ (−1, 1).
6Both here and in equation B.6 we omit a wavefunction renormalisation factor of Z from the numerator.
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width, which different renormalisation schemes can be applied to to produce observable quantities.
Defining the mass in the on-shell scheme to be the value of p2 such that the real part of the denominator
of the Dyson-resummed propagator is zero, P−1(m2os) = 0, we have
m2os −m20 + ReΣ(m2os) = 0 ⇒ m2os = m20 − ReΣ(m2os) . (B.9)
Rewriting P−1(p2) in terms of the on-shell mass, separating the self-energy contribution into real and
imaginary parts and rewriting the real part using the Taylor expansion
Σ(p2) ≈ Σ(p2 −m2os)
∣∣∣
T.E.(m2os=0)
, (B.10)
we have
P−1(p2) = p2 −m2os + Σ(p2)− Re Σ(m2os)
= iIm Σ(p2) + (p2 −m2os)(1 + Re Σ′(m2os)) + O
(
(p2 −m2os)2
)
= Z−1
[
p2 −m2os + i ZIm Σ(p2)
]
+ O ((p2 −m2os)2) , (B.11)
where we have defined Z = 11+Re Σ′(p2) . Setting this propagator equal to the Breit-Wigner propagator and
evaluating the self-energy at m2os gives the definition of width in the on-shell scheme as
mosΓos = ZIm (m
2
os) =
Im Σ(m2os)
1 + Re Σ′(m2os)
. (B.12)
Equations B.9 and B.12 together define the mass and width in the on-shell scheme, respectively.
The pole scheme is defined such that the renormalised pole mass, m, and pole scheme width, Γ, correspond
to the position of the pole in the propagator of the corresponding propagator, such that a complex, renormalised
mass can be defined as
µ2 = m2 − imΓ . (B.13)
This finite complex mass must be equal to the sum of the bare mass with the Dyson-resummed contribution,
µ2 = m20 − Σ(µ2) (note the argument of the self-energy correction), such that we have the relation
m20 − imΓ = m20 − Σ(m2 − imΓ)
= m20 − Σ(m2) + imΓΣ′(m2) +
1
2
(mΓ)2Σ′′(m2) +O(α4) , (B.14)
where we have expanded the self-energy contribution around m2 (or rather about imΓ ≈ 0) and α corresponds
to the coupling of the 1-loop self-energy diagram (for the case of squark width which we are concerned with,
α = αS).
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Taking the real and imaginary parts of equation B.14 yields
m2 = m20 − Re Σ(m2)−mΓIm Σ′(m2) +O(α2) , (B.15a)
mΓ = Im Σ(m2)−mΓRe Σ′(m2)− 1
2
(mΓ)2Im Σ′′(m2) +O(α4) , (B.15b)
respectively, where iteratively inserting the expression for mΓ gives
m2 = m20 − Re Σ(m2)− Im Σ(m2)Im Σ′(m2) +O(α3) , (B.16)
mΓ = Im Σ(m2)
[
1− Re Σ′(m2) + (Re Σ′(m2))2 − 1
2
Im Σ(m2)Im Σ′′(m2) +O(α3)
]
, (B.17)
which are the perturbative definitions of the pole mass and width, respectively.
A perturbative expansion of this type can be obtained for any mass and scheme width, and their differences
and conversion formulas to a given order can thereby be found.
The on-shell and pole schemes are the most commonly used, with the masses and widths for the SM
gauge bosons, top quark7 and tau lepton (including the values quoted by the Particle Data Group and used
by the ATLAS and CMS collaborations) typically being quoted in the pole scheme. Numerical differences
between schemes are often comparable to the experimental mass resolution possible, as is the case for the
W and Z bosons where mW, os − mW ≈ 27 MeV and mZ, os − mZ ≈ 34 MeV, or the top quark where
mt,MS(m
2
t )−mt ≈ 1 GeV [248].
There is a further scheme introduced in [249] known as the complex-mass scheme which is guaranteed to
preserve gauge invariance to all orders, however we will not discuss it here as we do not use it.
Each scheme has its own strengths and weaknesses and must be chosen appropriately. The pole scheme
is sensitive to non-perturbative O(ΛQCD) renormalon8 corrections [247], the on-shell scheme is subject to
threshold singularities [250] and becomes gauge dependent beyond 1-loop order [251], etc. The scheme
used for any given unstable particle must be chosen as the one with the best convergence properties. For
heavy coloured particles such as heavy quarks (namely the top quark, or the squarks which we deal with)
where precision measurements are possible but the pole mass is sensitive to soft corrections (the renormalon
corrections just mentioned) short-distance schemes such as the MS scheme can be defined such that that
insensitivity to long-distance soft corrections is precisely their defining characteristic. Many such schemes can
be defined (see [252] for more) and it is the MS scheme which is used for squarks.
It is worth noting that particle masses and widths are often experimentally determined by one of two
methods. The first and theoretically best defined is by measuring the signal cross section, extrapolating out of
7Even though the pole mass is ill-defined for any coloured particle due to confinement, and even for the unconfined top quark
due to colour conservation considerations [247].
8Soft singularities in the 1-loop self-energy insertions on a line which is itself a loop in a self-energy correction.
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the detector’s geometric acceptance and fitting to it a given mass value in an analytic calculation of the total
cross section, consistently performed in a given renormalisation sheme so that the scheme of the measurement
is well defined, but often the error of the fit is sizeable. The other more popular method is to fit measured
invariant mass distributions to Monte Carlo-generated templates with different mass values. This yields very
precise results but their accuracy is questionable given that in the presence of a parton shower required to
generate realistic distributions the mass and width schemes are ill-defined (or are in the ill-defined so-called
Monte Carlo scheme) given that it is not clear which scheme the mass factorisation implicitly performed by
the parton shower corresponds to (or resembles), if any9. For a discussion of how this scheme ambiguity in
the commonly used top quark mass impacts for example the SM electroweak vacuum stability see [253].
We use squark masses widths in the MS scheme, with fixed width (the width can be be allowed to run as
mΓ→ p2 Γm but schemes with running width violate gauge invariance and as a consequence have been found
to produce erratic behaviour [249]). Though we do include the width out of necessity, we do not include real
emission radiative corrections from the squark, as is done for example in the case of squark pair production
in [254].
The squark 1-loop self-energy corrections relevant to us, along with explicit expressions for the required
renormalisation factors Zi in the MS scheme can be found in [255] and are included in the SPHENO and
SOFTSUSY packages we use10.
Further discussion of the various possible treatments of finite width can be found in [214, 257–260].
B.2 Renormalisation of SUSY Radiative Corrections
There are interesting issues concerning the use of dimensional regularisation in calculations of radiative cor-
rections to SUSY processes which we will only briefly comment on, as they turn out to be effectively higher
order for our purposes, and we assume they have been appropriately accounted for in the virtual contribution
we take from PROSPINO2.
One is the issue that in the d = 4 − 2 dimensions that dimensional regularisation requires the gluon
and the gluino no longer have the same number of helicity degrees of freedom, even in the energy regime
where SUSY is assumed to be unbroken. The gluon has the d − 2 degrees of freedom of a massless vector
field in d dimensions, whilst the gluino has 2 polarisations in d dimensions. The regularisation procedure has
therefore broken SUSY and this is a highly undesirable and accidental feature of dimensional regularisation.
9A perturbative expansion relating the Monte Carlo scheme to any of the known schemes has yet to be constructed.
10The 2-loop contributions are known but negligible [256].
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The Dirac algebra is also complicated by dimensional regularisation as the γ5 matrix required to describe chiral
fermions can be defined from the other gamma matrices for example as γ5 = −iγ0γ1γ2γ3 and it therefore
anti-commutes with the other gamma matrices in 4 dimensions, {γ5, γµ} = 0, as required. However there
is no known definition of γ5 which has this property in a general d-dimensional representation (see section 3
of [261]).
A commonly used technique to deal with this problem is dimensional reduction (DRED) [262, 263] which
consists of computing the loop integrals in d dimensions as required for regularisation, but keeping the fields
and the gamma matrices in 4 dimensions, such that SUSY is preserved (at least at the 1-loop level, it is known
to break down at higher orders) and γ5 is well defined. Conventional MS PDF sets can be used with DRED
amplitudes but additional dipoles are required for the dipole subtraction [264]. DRED also introduces issues
with mass factorisation which require special treatment [264, 265].
Alternatively the radiative corrections can be computed using the standard MS scheme, and a finite shift
of the quark-squark-gluino coupling, gˆS , from being equal to the gauge coupling of the quark-quark-gluon
vertex (by SUSY), gS , to the value
gˆS = gS
[
1 +
αS
3pi
]
, (B.18)
can be used to restore SUSY at 1 loop [125, 266]. This correction impacts the calculation of the virtual
contribution diagrams of figure 6.3 and is indeed how the virtual contribution we take from PROSPINO2 (for
both slepton and gaugino pair production) is computed [210].
Note that a SUSY-breaking modification of a Yukawa/trilinear coupling, as is effectively introduced by using
dimensional regularisation constitutes an explicit hard (non-soft) breaking of SUSY of the type that breaks
relations of the form of equation 2.109 and therefore impairs its ability to solve the hierarchy problem. This
contribution therefore cannot be simply reabsorbed into a soft-SUSY breaking parameter of equation 2.149
and must instead be cancelled by using a counterterm as given in equation B.18 if SUSY is to be only softly
broken, as required.
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