This paper employs Hong et al."s (2009) extreme risk spillovers test to investigate the bilateral business confidence spillovers between Greece, Italy, Spain, Portugal, France, and Germany.
the increased importance of the confidence factors in business cycle spillovers during periods of financial crises. Accordingly, the confidence channels "…contain factors not necessarily included in the other factors that usually explain business cycle linkages…these factors are given various names, such as information "cascades", "fads", or "herd" behaviour" (Anderton et al., 2004: 46-47) . 3 These arguments suggest an asymmetric relationship in the transmission of business confidence spillovers across countries depending on the state of the economy. The essence of the test is that there might be asymmetric causal relationships at work in periods of high economic or financial stress (downside risk) compared to the normal or more optimistic times. In other words, the traditional symmetric causality tests provide an aggregate outcome for the causal relationships that exist in both good times and bad. It might be that the business confidence channel becomes less important in normal and good times in explaining the economic developments in other countries. There might exist a more pronounced causal spillover effect from the deterioration of business sentiment in one country 3 Anderton et al. (2004) investigate the relationship between the Euro area and the US for the period between 1980 and 2002. Anderton et al."s (2004: 48) findings from a VAR model indicate that the US confidence indicators (both consumer confidence and business confidence) Granger-cause the confidence indicators in the Euro area.
4 Kappler (2011) investigates the effects of trade linkages on business cycle transmission among the Euro zone countries using a cross-section augmented VAR model with unobserved common factor structure. The results indicate that the trade linkages have low explanatory power in the short-run while the common factor structure has high predictive power. 5 Ireland is excluded from sample countries because business confidence index data is not available after 2008.
on the business sentiment in another country in crisis times but if that effect weakens or disappears in normal times, the tests that combine both good and pessimistic sentiment episodes might not detect a causal relationship in the overall time span. Hence, the downsiderisk Granger-causality notion is better-suited to the study of the causal links in the transmission of pessimistic business sentiments between Greece, Italy, Portugal, Spain, and two of the major EU countries, namely, Germany and France since the outlook for the euro and the EU in general is rather sensitive to the news on economic and fiscal developments in a number of countries, such as Greece, Italy, Portugal, and Spain. To the best of our knowledge, this study is the first one to make extreme business confidence risk spillovers inference or the causality-in-risk tests for the business confidence spillovers in Europe.
The rest of the paper is organized as follows. In Section 2, we discuss the ideas behind and the methodological aspects of the econometric methods used in our study. In Section 3, we present the estimates from the causality-in-risk tests. Section 4 concludes.
Hong et al.'s (2009) Granger-Causality-in-Risk
Test Hong et al. (2009) indicate that although volatility spillover effects are important in financial risk management, they can only adequately represent small risk in practice. In addition, volatility alone cannot satisfactorily capture risk in scenarios of occasionally occurring extreme market movements. In this context, Longin (2000) and Bali (2000) show that when volatility in the financial market increase, volatility estimates that are derived from general asset return distributions cannot adequately serve as a measure of market risks in those high stress periods. Moreover, Hong et al. (2004 Hong et al. ( , 2007 point out that volatility includes both gains and losses in a symmetric way; however financial risk is only clearly related to losses but not gains. In view of these, Hong et al. (2009) propose a test procedure to examine the presence of causal links for the downside risk between financial returns series. The test is also called as "Granger causality in risk". Hong et al. (2009) indicate that the application of the test procedure is not limited to financial markets and financial positions but it can also be used in macroeconomic analysis such as international business cycles transmission. Lee and Yang (2006) , for instance, employ the Granger-causality-in-risk test to investigate the moneyincome causality for the U.S.
The test methodology proposed by Hong et al. (2009) is closely related to extreme downside behavior of the series that is determined by calculating the left-tail probabilities.
Therefore, it requires the estimation of the time-varying Value at Risk (VaR) for each series (i.e., business confidence index in our case) first. Subsequently, the presence of downside causal links between series can be examined.
In essence, the VaR model provides a quantitative measure of loss on a portfolio given a time period and a confidence level for market risk. In other words, it can be said that VaR shows the maximum amount that can be lost over a given period of time with a given confidence level. Specifically, at the given confidence level of 1-α (where α (0, 1)) and given the time horizon τ, VaR is the maximum amount that can be lost with a probability of α and hence VaR implies the negative α-quantile of conditional probability distribution of a time series. Therefore, VaR can be formulated as that is the negative α-quantile of conditional probability distribution of a time series Y t which satisfies the following equation:
where
 is the information set available at time t-1. In practice, commonly used levels for α are 5% and 1%.
There has been extensive literature on how to estimate the time-varying VaR which include the variance-covariance method, the historical simulation approach, and Monte Carlo simulation approaches. Nevertheless, Fan et al. (2008) indicate that the most common estimation approach for VaR in the literature is the parametric approach such as the GARCH model and the RiskMetrics methodology. In Fan et al. (2008) , the GARCH modeling approach is used while Liu et al. (2008) consider both the threshold GARCH (TGARCH) and GARCH models to examine the presence of downside Granger causality between series.
We follow Fan et al. (2008) and Liu et al (2008) and employ the following GARCH model that uses the generalized error distribution (GED) for the error term:
In Equation (2), ΔBCI t indicates the first difference of the logarithm of business confidence index 7 and ε t is an error term that follows a GED distribution. In the GARCH model, when ω > 0, α and β ≥ 0, the positive conditional variance condition is satisfied.
A common problem in investigating the causal interrelationships is the possibly of obtaining spurious results due to the effects of common third factors or because there are confounding variables. We address this problem by controlling for the influence of the domestic real economic and monetary developments (e.g. industrial production and inflation)
as well the possible common international influences (e.g. business confidence developments in the US and in the EU). Sensier et. al. (2003) , for instance, provides evidence on the influence of domestic and international variables on business cycles in Europe. Removing the possible common influences and confounding factors is important since there might be no or little confidence spillover effects left after these factors are controlled for. At times of economic and financial stress, however, business confidence spillovers might come into play more strongly and become independently significant channels of shock transmission.
We estimate the following GARCH model to take into account the common external effects and domestic real and monetary developments:
where ΔBCI i,t is first difference of the logarithm of the business confidence index (BCI) for country l in the sample, and INF l,t-1 and GIP l,t-1 indicate the monthly inflation rate and the monthly growth rate of the industrial production index, respectively, in country l. The GARCH model in Equation (3) is a modified version of Bollerslev (1986) and includes common and third factor in the mean equation of GARCH model.
Hong et al. (2009) state the null and alternative hypotheses to test for one-way
downside Granger causality between business confidence indices as follows;
and the null hypothesis suggests that the time series {Y 2t } does not Granger cause the time series {Y 1t } in risk at a given α level with respect to I t-1 . On the other hand, the alternative hypothesis indicates the presence of Granger causality running from the time series {Y 2t } to the time series {Y 1t } in risk at a given level of α with respect to I t-1 . Then, the downside risk indicator used in testing for Granger-causality can be defined as follows:
where 1(.) is the indicator function and Z lt takes value 1 when actual loss exceeds VaR and takes value 0 otherwise. In this context, we can restate the null and alternative hypotheses for the downside indicator as the following:
Note that the downside Granger causality between {Y 1t } and {Y 2t } can be considered as
Granger-causality-in-mean between {Z 1t } and {Z 2t }. If we assume to have a random sample for {Y 1t } and {Y 2t } of size T and given the estimator ˆl  , the estimates of the downside risk indicator can be obtained from:
. Then the sample cross-covariance function between 1 t Z and 2 t Z can be defined as: 
where  ˆ1 
where the terms 1 ()
where M is a predetermined lag order and ( / ) k j M is a weight function. Hong et al. (2009) show that non-uniform weighting method (such as Bartlett, Daniell, Parzen, and Quadratic- 
The Q 1 and Q 2 statistics in testing for downside Granger-causality are one-sided.
Therefore, the upper-tailed normal distribution critical values should be used, for which the asymptotic critical value at the 5% level is 1.645. If the computed Q 1 (or Q 2 ) statistic is larger than the asymptotic critical value at the desired confidence level, then the null hypothesis of "no downside causality" at all lags is rejected.
Data and Empirical Results

Data Description and Preliminary Analysis
We use monthly data on business confidence indices for the period from January 1988 to September 2012 for six EU countries, namely, Greece, Italy, Portugal, Spain, France, and Germany. A common problem in investigating the causal interrelationships is the possibly of obtaining spurious results due to the effects of common third factors or because there are confounding variables. This is important since a spurious causal relationship between two variables, X and Y, can arise when a common third factor, Z, that causes both X and Y is not included in the model (Hsiao, 1982) . We address this problem in line with Anderton et al (2004) and Fei (2011) by controlling for the influence of the domestic real economic and monetary developments (e.g. industrial production and inflation) as well the possible common international influences (e.g. business confidence developments in the US and in the EU in general). All data are taken from the OECD"s Main Economic Indicators (MEI) databases.
The descriptive statistics are presented in Table 1 . The means of the first differences of all business confidence index series are found to be negative. All series show evidence of strong negative skewness and excess kurtosis which indicate that they are leptokurtic. The
Jarque-Bera normality test also rejects the normality for the first differences of all business confidence index series. The Ljung-Box Q statistic indicates the presence of serial correlation in the first differences and the squared first differences of all business confidence index series.
Finally, all series are found to be stationary upon testing for the presence of unit roots by means of the augmented Dickey-Fuller (ADF), Phillips-Perron (PP), and the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) unit root tests.
< Please insert Table 1 . approximately here >
The preliminary analysis of data indicates the presence of ARCH effects in the business confidence indices. Hence, we estimate the GARCH models to determine the standardized residuals and the time-varying value-at-risk (VaR) series for testing the presence of causal relationships among business confidence indices. In choosing the appropriate GARCH model, we estimate various models and compare their likelihood ratios. We use the Akaike information criterion (AIC) in selecting the number of autoregressive parameters in the ARMA models. We find that the GARCH (1,1) model is adequate to describe time series behavior of the data during the sample period. Table 2 presents the maximum likelihood estimates of the AR-GARCH model results.
Note that we estimate two different GARCH models for each business confidence index series -with and without accounting for the effects of third factors. <Please insert Table 2 approximately here> The results in Table 2 suggest that business confidence index series are significantly affected by the common and third factors. Specifically, the developments in the business sentiments for the Euro area are found to be statistically significant at the 5% level in all cases. In addition, the US business confidence index variable is statistically significant at conventional significance levels for all countries except for France and Spain. On the other hand, country specific factors are not found to be statistically significant except for France and Italy where the growth rate of industrial production significantly affects business confidence. Furthermore, the log-likelihood values for the GARCH models with common and third factors are found to be higher than the GARCH models without common and third factors. These findings indicate that the common and third factors increase the explanatory power of the GARCH model.
Hong et al.'s (2009) Downside Risk Granger-Causality Test Results
As a first step in testing for Granger-causality-in-risk, we calculate value-at-risk (VaR) at the 5% and 10% risk levels to detect the presence of downside risk spillovers. Although the commonly used levels for α are 5% and 1% in the finance literature where high frequency data are used, we consider the 5% and 10% risk levels for the time-varying VaR in our study since our data frequency is monthly and relatively small compared to high frequency data sets. Note that Granger-causality-in-risk test depends on extreme cases in the series where the extreme cases are determined according to time-varying VaR level. Therefore, it can be said that it is possible to determine much more extreme cases when high frequency data are used.
In this context, when we consider 1% risk level for α, it can be determined only three or four extreme cases for all series. It is well known that it is not adequately number of observations to examine the presence of causal relation between series. Hence, we cannot consider the 1% risk levels for the time-varying VaR in our study. Table 3 and Table 4 present the cases of extreme low business confidence chosen at the 5% and 10% risk levels, respectively. <Please insert Table 3 approximately here>   <Please insert Table 4 approximately here> Based on the periods identified in Table 3 and Table 4 , The downside bidirectional confidence spillover test results are presented in Table 6 .
One striking observation in Table 6 is the decrease in the number of statistically significant results when the third factors are accounted for. The only statistically significant downside Granger-causal relationships are found to be running from Portugal to Spain at the 5% risk level and from Spain to Italy and Portugal at the 10% risk level. These results indicate an overall feedback relationship in downside risk transmission between Spain and Portugal while the extreme pessimism in Spain appears to be taking its toll on the business mood in Italy as well.
<Please insert Table 6 approximately here>
Conclusions
The business confidence channel of business cycle and economic shock transmission is an An examination of the downside risk Granger-causality tests results suggest that a further deterioration in business confidence in Spain and Portugal cause a worsening in each other. In addition, while there is a causal effect from Spain to Italy, we do not find evidence of Granger causality in risk from extreme pessimism in Italy on other countries, such as Germany and
France.
The downside risk Granger-causality test results indicate that extreme pessimism in business sentiment in Greece does not Granger cause in risk similar business mood in other countries in the sample after common and third factors effects are accounted for. That being said, it should be emphasized that the results from the contemporaneous causality-in-risk tests still indicate the some evidence for the presence of a wider extreme risk business confidence spillover effects across the countries in our sample. There are, for instance, concurrent or current month risk spillover effects between Germany and all other countries in our sample.
Furthermore, there is evidence for the same month effects in extremely low business confidence transmission between France and Portugal and Greece and Spain. These results are generally qualitatively in line with the Camacho et al."s (2008) study where Greece, Portugal, Italy, Germany, and France were found to be in the same cluster with similar business cycle properties. Spain, however, was classified to be in another cluster with more proximity to Denmark, Turkey, Luxembourg, and Finland, among others. Nevertheless, Camacho"s study uses (monthly) data from 1962 to early 2004, hence, the most recent large co-movements are not included in the estimations. Furthermore, we examine only the downside risk causal relationships.
The results from the contemporaneous causality-in-risk tests indeed complement those from the unidirectional causality in risk tests that involve require lagged responses. For instance, the contemporaneous-causality-in-risk test results suggest that any negative spillovers originating from Greece are reflected in the current month"s business confidence index in Greece (and vice versa). However, the lack of a causality-in-risk relationship in any direction between Greece and Spain indicate that any short-term reactions do not last more than a month, leading to a rather neutral effects over longer periods.
Overall, despite the presence of some short-term, same month spillover effects, our results suggest that the transmission of extremely low business confidence across the countries in our sample has been rather localized (a feedback between Spain and Portugal and from Spain to Italy) so far. The pessimistic business mood in in the countries in our sample is mostly due to the common adverse economic environment and to each country"s own domestic economic developments.
From a methodological point of view, these findings highlight the differences that can arise from the use of Granger-causality tests that include periods of high, normal and low business sentiments in the sample versus the downside-risk version that focusses on the causal relationships that might arise only under a low sentiment economic environment. As such, our findings shed further light into the causal linkages in business sentiment transmission in view of the current crisis in Europe. 
