INTRODUCTION
Planetary nebulae (PNe) are one of the last evolutionary stages of the majority of low and intermediate mass stars (1-8 M⊙) . During the previous asymptotic giant branch (AGB) evolutionary phase the star ejects a large fraction of its mass during brief phases (10 3 − 10 4 yrs) of high mass-loss (up to 10 −4 M⊙ yr −1 ). This mass-loss eventually exposes the central core of the star that radiates strongly in the UV and c 0000 RAS ionizes the surrounding nebula making it visible for study. Despite supposed spherically symmetric mass-loss while on the AGB, many PNe show point-or axi-symmetric shapes and complex morphologies that have been interpreted as evidence for the influence of a binary companion (e.g. De Marco 2009 ). This and other outstanding issues in PNe research such as their small-scale structures (e.g. Gonçalves et al. 2001; Matsuura et al. 2009 ) and discrepancies between forbidden line and recombination line abundances for heavy elements (Liu et al. 2000; Tsamis et al. 2004; Wesson et al. 2005) suggest that out understanding of the late stages of stellar evolution is far from complete. Despite this, PNe are still regularly used as standard candles, metallicity indicators and tracers of stellar populations in distant galaxies (e.g. Buzzoni et al. 2006) . If PNe are to be used in this way our understanding of their structure and evolution must be greatly improved, both through studies of large samples of such objects (e.g. Viironen et al. 2009; Sabin et al. 2010) , their precursors the AGB stars (e.g. van der Veen & Habing 1988; Wright et al. 2008) , and through individual case studies to understand the most complex examples (e.g. Gonçalves et al. 2006; Wareing et al. 2006) .
NGC 6302 is one of the most complex and extreme examples of a planetary nebula. The nebula is broadly bipolar, with a second narrower pair of lobes visible further out (see Figure 1 ). It has a highly pinched waist that is typical of 'butterfly' bipolar PNe (Balick & Frank 2002) , as is a highly complex structure with many clumps and knots. The bipolar structure has been attributed to the presence of a very dense circumstellar disk that is seen almost edge-on and almost completely obscures the central star (AV ∼ 6.6, Matsuura et al. 2005; Szyszka et al. 2009 ), which has only recently been detected. The disk radiates strongly in the infrared (e.g. Lester & Dinerstein 1984) with evidence for significant fractions of very large grains (Hoare et al. 1992) and crystalline silicates (Molster et al. 2001) . NGC 6302 has been classified as a Type I PN, both according to the criteria or Peimbert & Torres-Peimbert (1983, N/O 0.5 and He/H 0.125 ) and the criteria of Kingsburgh & Barlow (1994) for a Milky-Way Type I PN, that N/O 0.8. The high helium and nitrogen abundances observed in the nebula imply a potentially massive progenitor, while observations of emission lines from very high ionization stages (e.g. Ashley & Hyland 1988; Rowlands et al. 1994; Casassus et al. 2000) suggest an extremely hot central star.
Attempts to understand NGC 6302 have been hindered by its complexity and the inability to study its central star and therefore determine its evolutionary history. Aller et al. (1981) could find "no uniform density theoretical model that could reproduce the line intensities in NGC 6302 in any satisfactory fashion", while Lame & Ferland (1991) could not produce a physically plausible model for the nebula without requiring shock-excitation, which Origlia et al. (1993) and Casassus et al. (2000) found strong evidence against. However, many of these models were forced to assume spherical symmetry due to the computational constraints of full 3-dimensional modeling, yet the inhomogeneous morphology of NGC 6302 clearly requires a 3-dimensional model if reliable conclusions are to be drawn.
In this paper we present a 3D photoionization model of NGC 6302 using the 3D Monte Carlo photoionization and radiative transfer code mocassin (Ercolano et al. , 2005 (Ercolano et al. , 2008 . The model presented here is a fully 3-dimensional model of NGC 6302 that includes both gas and dust, though we will only discuss the gas photoionization model in this paper. We will present the dust radiative transfer model in a future paper. In Section 2 we discuss the changes made to the mocassin code to enable the modeling of this object and outline the observations that our models are to reproduce. In Section 3 we describe the model used and the parameters used to build the model. In Section 4 we describe the modeling process and how different quantities varied according to changes in different parameters. In Section 5 we present the model results, including fits to the observed emission-line spectrum and the ionization and temperature structure of the nebula. Finally, in Section 6 we describe the resulting nebula properties and discuss the evolutionary history of the object.
THE MOCASSIN CODE
mocassin is a 3D photoionization and radiative transfer code that uses Monte Carlo methods to solve the radiative transfer in a photoionized nebula . The Monte Carlo approach allows it to fully treat all physical processes in 3D, self-consistently treating the diffuse component of the radiation field that 1D photoionization codes are unable to deal with. The code is highly versatile and can model any structure or morphology, introducing unlimited subgrids to resolve detail in areas of the model. It also allows multiple non-central ionizing sources and multiple gas chemistries. mocassin also has a complete radiative transfer dust model including the full treatment of all dust processes such as photoelectric heating and gas-grain collisions (Ercolano et al. 2005) . The atomic database included opacity data from Verner et al. (1993) and Verner & Yakovlev (1995) , energy levels, collisions strengths and transition probabilities from Version 5.2 of the CHIANTI 1 (Dere et al. 1997; Landi et al. 2006 , and references therein) and the improved hydrogen and helium free-bound continuous emission data of Ercolano & Storey (2006) . In this section we describe a number of changes made to the code as part of this work, as well as details of the computational facilities that the models were run on, and the observations that were to be reproduced by the models.
2.1 2-dimensional simulations in mocassin mocassin is a 3-dimensional code, but many objects exhibit cylindrical symmetry along a rotation axis. Such objects may effectively be modeled in two dimensions, r and z, greatly reducing the computational and memory requirements of large and complicated models. We have developed and tested a 2-dimensional version of the mocassin code, which integrates the observations over θ from 0 to 360 (where θ is the angle between two directions in the z = 0 plane). Since the nebula is symmetrical upon reflection in the z = 0 plane, only positive z values need be modeled, reducing the processing time further. This approximation still properly treats the diffuse component of the radiation field and thorough benchmarking has been performed that fully reproduces all of the mocassin benchmarks described in . Although the models described here were run in 2D, we will often discuss the resulting 3D structure of the nebula, since the code reproduces the full 3D structure in the outputs. The final model was run in 3D to confirm the validity of the 2D modeling approach and no differences were found. The new routines are included in the latest public version of the code (Ercolano et al. 2008 ).
Computational details
The models presented in this work were run on the hiperspace facilities at University College London, including the Enigma SUN Microsystems V880 multiprocessor computer, the Keter SUN Microsystems V880 and V890 microprocessor computers and the Dell Legion Cluster, which uses Intel's dual-core technology. Simulations were typically run with 8-16 processors and approximately 32 GB of memory. The necessary computational processing time varied depending on the complexity of the model and the required level of convergence of the Monte Carlo simulation, typically an iteration-to-iteration variation of the fraction of neutral hydrogen of <1% in >60% of the cells in the model.
Observations to reproduce
mocassin simulations produce several outputs that are used to compare the model results with observations. The outputs can also be adapted to the exact setup of the observations by simulating the slit or aperture through which the observations were made and the inclination angle of the nebula to the line of sight. As shown by Gonçalves et al. (2006) this is particularly important for long-slit observations of highly inhomogeneous nebulae such as NGC 7009 and the 1 http://www.ukssdc.ac.uk/solar/chianti/ broad range of different measurements for NGC 6302 of the same emission line is testament to this. We have searched the literature for observations of NGC 6302 that span all wavelength regimes and that include lines from all the important elements and their ionization stages. The list in Table 1 was chosen based on spectral coverage and resolution. Where measurements overlap the most precise measurement was taken, or that which was accompanied by complementary information such as electron temperatures or densities derived from diagnostic line ratios.
The UV spectrum is mainly taken from the International Ultraviolet Explorer (IUE) spectrum presented by Tsamis et al. (2003) and complemented by observations of the [Ne v] 3426Å line by Rowlands et al. (1994) for comparison with the [Ne v] lines in the mid-IR. The main optical emission-line spectrum was that of Tsamis et al. (2003) , a deep optical spectrum made with a fixed slit aligned along the polar axis of the nebula that covers all aspects of the nebula. These observations include many of the diagnostic line ratios that will be important to diagnose the density and ionization structure within the nebula. This main line list is supplemented by lines from the far-red region using the published spectra of Danziger et al. (1973) and Groves et al. (2002) . The infrared line list is split between the Infrared Space Observatory (ISO) observations using the Short Wavelength Spectrometer (SWS) presented by and the Long Wavelength Spectrometer (LWS) from Liu et al. (2001) , and complemented by deep echelle spectroscopy from Casassus et al. (2000) . These include many fine-structure lines in the midand far-infrared which have the advantage of only having a weak temperature dependence due to their low excitation energies.
In cases where the observed lines are known to be blends that are inseparable in the observations (e.g. the blend of [Ar iv] λ4711 and [Ne iv] λ4712), we accounted for the presence of the undesired component by calculating its intensity relative to other lines of the same species using the equib code.
Where possible all observations have been converted onto a scale relative to Hβ for comparison with modeled line fluxes. For observations where this is not possible we compare observed fluxes, calculating model line fluxes using the distance to NGC 6302 of 1.17 kpc measured by Meaburn et al. (2008) . We also compare the Hβ flux for the entire nebula from our models with that measured by Tsamis et al. (2003) as F(Hβ) = 2.82 × 10 −11 erg cm −2 s −1 . Using their derived reddening for NGC 6302 (c(Hβ) = 1.44) we obtain a dereddened Hβ flux of 7.76×10 −10 ergs cm −2 s −1 or L(β) = 1.27×10 35 ergs s −1 , which can be compared with model outputs for the nebula.
Observational constraints on the central star luminosity
The central star of NGC 6302 was identified for the first time in deep Hubble Space Telescope images reported by Szyszka et al. (2009) , who were able to perform photometric measurements of the central star in two filters and therefore make estimates of the surface temperature, extinction and stellar luminosity. However, at such high temperatures and extinctions, the exact solution is not well con- Liu et al. (2001) strained and the authors were forced to use constraints on the age of the nebula, combined with evolutionary models, to fit the blackbody properties of the central star as (T,L) = (200,000 K, 2000 L⊙). However, uncertainties on the photometry, evolutionary models, and extinction law led the authors to derive luminosities ranging from 860 -24,000 L⊙ depending on these assumptions. Another method for estimating the luminosity of the central ionizing source is based the sum of all emitted and observed radiation from the nebula. To perform this sum we have combined observations from a number of different observatories and wavelengths, the results of which are listed in Table 2 . The IUE observations, which are for a 23 × 10 arcsec aperture, were scaled up to the whole nebula using the intrinsic He ii λ1640/λ4686 ratio (∼7 for T ∼ 15000 K, Ne ∼ 10 5 cm −3 , Case B, Osterbrock & Ferland 2006 ) and the dereddened λ4686 line flux from Tsamis et al. (2003) . The UV -radio continuum emission is primarily free-free and bound-free emission, the former of which was estimated using the equations of Allen (1977) , while the latter was calculated using the 2-photon continuum tool nebcont within dipso 2 . The infrared SED was taken from the ISO SWS and LWS spectra, with the ISO SWS spectrum was scaled up by a factor of 1.45 to match the LWS spectrum.
The total luminosity of all components is ∼5700 L⊙. This is likely to be a lower limit for the luminosity of the central star because the nebula and circumstellar disk are seen edge on and therefore a fraction of radiation from the central star may be escaping along the polar axis. Based on the geometry of the model nebula we have used, the opening angle of the circumstellar disk, and the reprocessing of radiation in the bipolar lobes, we estimate that the fraction of radiation escaping along the polar axis may be as much as a factor of two. We therefore estimate the luminosity of the central star to be ∼ 5700 − 11, 400 L⊙. This value is higher than previous estimates, which have either sampled only one component of the nebula (e.g. Matsuura et al. 2005 , estimated a nebular luminosity of 3300 L⊙ based on infrared dust modeling) or have been estimated from evolutionary models (Szyszka et al. 2009 (Szyszka et al. , estimated 2000 .
2 http://star-www.rl.ac.uk/docs/sun50.htx/sun50.html
THE MODEL NEBULA
The final model described in this paper was built up over the course of this work starting with a simple pair of bipolar lobes and growing in complexity as both the models demanded and more observations were added to the list of observations to match. Every part of this model was necessary in some way to reproduce the observations described above. The principle components of the model are a large pair of bipolar lobes and a very dense disk-like distribution of circumstellar material. In this section we describe the different components of the NGC 6302 model and how this was constructed using the mocassin photoionization code.
Though observations show the presence of two pairs of bipolar lobes around NGC 6302 (e.g. Meaburn et al. 2005) , we modeled only one pair for simplicity. Their similar orientations and the fact that most slits only cover the inner regions of the nebula suggest this will not significantly affect our results. The presence of large amounts of circumstellar material has been inferred from observations of a dark lane obscuring the central region of the nebula (Matsuura et al. 2005) and observations of molecular material in the core of NGC 6302 (Peretto et al. 2007) . We attempted to model this material as both a circumstellar disk or a torus, the difference being that a torus has a scale height similar to its radial scale length, while a disk is intrinsically flat with a scale length significantly larger than its scale height. We found that the observations were better fit by a circumstellar disk (this will be discussed further in Section 6.1).
These structures were all modelled as cylindrically symmetric with the same axes as that of the bipolar lobes. This was a necessary simplification for this complicated nebula, but it should be noted that radio observations suggest that the disk is tilted with respect to the lobes, and most-likely warped (Gomez et al. 1989; Matsuura et al. 2005) . All these components have a number of parameters that were initially estimated from previous observations of NGC 6302 but were allowed to vary to obtain the best fit during the modeling process. The final set of parameters used, and their relative uncertainties, are provided in Section 6.
The bipolar lobes
The bipolar lobes used in our model were developed from the model described by Dayal et al. (2000) for their model of MyCn 18. This geometrical model, shown in Figure 2 , is based around a truncated paraboloid near the central star Table 2 . Total luminosity of NGC 6302 derived from all (dereddened) observed and theoretical components, assuming a distance of 1.17 kpc (Meaburn et al. 2008) . See text for a discussion of the individual methods used. Figure 2. Schematic view of the geometrical structure of an unfilled hourglass-shaped bipolar nebula with rotational symmetry about the z-axis. See text for an outline of the parameters governing the structure and Table 5 that develops into a cone-like structure further away from the star. The parameters indicated in Figure 2 are the latitude, φ1, of transition from the paraboloid to the cone, the latitude, φ2, of the end of the cone, the slope, φ3, of the cone, the semi-height, H, of the hourglass, and the waistradius, Rw, of the paraboloid. The shape of the walls of the hourglass can then be described using the equations
where the transition height, zp, is given by
and the radial distance from the hourglass center, R, and the latitude, φ, of a point in the nebula are given by Figure 3 . Visualisation of the three-dimensional density structure for the bipolar lobes of NGC 6302 using the model illustrated in Figure 2 and using the parameters listed in Table 5 . Left: Sideon image, showing the hourglass structure. Right: Image of the bipolar lobes inclined at an angle of 45 • .
The dimensions of the model nebula were estimated from images of NGC 6302 such as that in Figure 1 combined with an adopted inclination angle of 12.8
• (Meaburn et al. 2005 ) and distance of 1.17 ± 0.14 kpc (Meaburn et al. 2008) . We estimated the height of the lobes to be H = 7.0×10 17 cm, the latitudes of the parabola and cone as φ1 = 41.5
• , φ2 = 49.6
• and the slope of the cone as φ3 = 66.0
• . These quantities were all constrained by images of the nebula and were not varied during the modeling process. Estimated measurement uncertainties are ±10% for H, ±25% φ1, and ±10% for φ2 and φ3. The waist radius, Rw, was set to be the same value as the inner radius of the circumstellar disk and could be varied during the modeling process. Using these parameters the resulting nebula is quite wide (see Figure 3) as is seen in observations of NGC 6302. Finally, the density and density gradient in the lobes, as well as whether the lobes should be hollow (i.e. only edge-brightened) or filled was allowed to vary during the modeling process.
The circumstellar disk
To model the circumstellar disk we used the flared Keplerian disk model of Pascucci et al. (2004) . In their model, the density distribution of the disk has the form Figure 4 . Visualisation of the density distribution in the circumstellar disk seen as a slice through the x-z plane. the image covers a region of 1 × 10 17 by 4 × 10 16 cm. The density is represented logarithmically in blue and covers the range 10 4 -10 6 cm −3 . Note the flaring in the outer disk.
where r is the radial distance and z is the distance from the midplane. r d and z d are disk length and height parameters, which determine the scale length of the density distribution, and N0 is a characteristic density for the disk. The radial density dependence of α = 1 used by Pascucci et al. (2004) is also that found by Matsuura et al. (2005) from a best-fit to the spectral energy distribution (SED) in their radiative transfer models, though we allowed this to vary in our models. The flaring of the disk with distance from the central star is given by z d (r/r d ) f d , utilising the flaring parameter f d , which controls the opening angle as a function of distance from the central star (see Figure 4) . The disk extends from an inner radius, rin, to an outer radius, rout. All these parameters were allowed to vary in an attempt to find the best fitting model.
Initial parameters for the circumstellar disk were taken from the SED fitting of Matsuura et al. (2005) such as the height parameter, z d = 5.0 × 10 15 cm, and the inner radius, rin = 1.0×10
16 cm. For other parameters we used the initial estimates given by Pascucci et al. (2004) . The outer radius was initially set as rout = 1.0 × 10 17 cm. The characteristic density, N0, was also allowed to vary during the modeling process.
The model grid
The bipolar lobes and circumstellar disk were mapped onto a 2D grid in the x-z plane, utilising the fact that the model nebula exhibits both cylindrical symmetry and is symmetric upon reflection in the z = 0 plane (though, as noted above, the observed nebula is not cylindrically symmetric and is better described as point-symmetric). The number of cells in the grid and the size of the cells was varied during the modeling process to ensure that the ionization fronts and temperature and density gradients in the model were appropriately resolved such that the resulting emission line spectrum was a true representation of the model nebula. The final model consisted of a 2D grid of 138 × 86 cells with the cell width varying from 2 × 10 14 in the circumstellar disk, to 5 × 10 16 in the outer regions of the bipolar lobes. This was then mapped onto a 3D grid of 138 × 138 × 86 cells to confirm the validity of the 2D models and test the influence of density inhomogeneities in 3D (discussed below).
The central star
The central ionizing source of NGC 6302 was modeled using stellar model atmospheres produced using the Tübingen NLTE Model Atmosphere Package 3 (TMAP, Werner et al. 2003) . While it is sometimes true that the assumption of a blackbody is not worse than any other assumption in producing a photoionization model fit, at energies higher than 13.6 eV and 54.4 eV the differences between a blackbody flux and a stellar atmosphere can become so great that very large differences will result (e.g. Rauch 1997 Rauch , 2003 Armsdorfer et al. 2002) . A grid of stellar atmosphere models were tested in our simulations, with effective temperatures ranging from 50,000 to 300,000 K and log g from 5-9. These were tested for both
elemental abundances (where the solar abundances used by TMAP are those from Asplund et al. 2005 , and include all the elements up to nickel). Model atmosphere fluxes were also tried for 'typical' PG 1159 abundance ratios (He:C:N:O = 33:50:2:15 by mass), covering the same effective temperature and gravity ranges. Given the lack of knowledge about the central star of NGC 6302 we allowed all these properties to vary in our models.
Nebular abundances
No spatially resolved spectroscopic observations of NGC 6302 have been published, so there is no direct observational evidence for structures within the nebula with different elemental abundances. For this reason we used a homogeneous elemental abundance distribution in our models, despite mocassin's ability to model regions with different chemistries. Our model used 14 elements, including all the principle elements that contribute to the heating and cooling of the nebula, as well as those responsible for the important density and temperature sensitive line ratios, and those required to reproduce the high-ionization coronal lines observed by Casassus et al. (2000) . The initial abundances of He, C, N, O, Ne, S, Cl and Ar were taken from Tsamis et al. (2003) , the abundances of Mg and Al were taken from the analysis of Casassus et al. (2000) , while abundances for Na, Si and K were initially set to solar values (Lodders 2003) . All abundances were initially kept constant while structural parameters were being allowed to vary, but were then varied to obtain the best fit to the lines from each element (see final values in Table 5 ).
Dust modeling
NGC 6302 is known to have a very large dust component (e.g. Molster et al. 2001; Kemper et al. 2002 ) that will affect the radiative transport in the nebula. Any photoionization model of the nebula must therefore fully consider the influence of dust on the ionization structure of the gas. The models presented here therefore include a dust component that utilises mocassin's full treatment of dust radiative transfer (e.g. Ercolano et al. 2005 ).The dust model will be fully discussed in a future paper, but we outline here the essential properties. Dust was included in the form of a number of dust species whose size distribution was adapted from the standard MRN model (Mathis et al. 1977) . Optical constants were obtained from the literature and converted to absorption efficiencies using mocassin's light scattering codes (that treat both spherical and elliptical dust grains). There is limited availability of UV and far-UV optical constants for common dust species in the literature, the most widely used being the amorphous silicates of Draine (2003) , which were adopted in our model. Dust absorption within the nebula is significant in reducing the ionizing flux, with approximately half of all Lyman photons absorbed by the dust (in agreement with the observed fraction of luminosity coming from the IR SED, see Section 2.4).
THE MODELING PROCESS
In this section we describe the modeling process that was used to constrain the model properties by fitting the different observations. In particular we describe how different model parameters caused variations in the observable lines intensities or line ratios and how this led to the final model. These dependencies of lines or ratios on certain parameters were not absolute and changing other parameters could sometimes nullify the influence of certain parameters. This made the modeling process highly complicated and often required the parameter space around a model to be independently investigated at regular intervals in case new parameter dependencies had emerged due to changes in the model. Furthermore, in a model as complex as this there will inevitably be degeneracies in the models that can fit the observations, and some lines or ratios may remain not fitted. The objective here is to highlight which parts of the model are the most constrained by the observations and therefore represent the most important features of the model. The final model, while not a perfect fit, avoids many of the poor fits that certain parameters resulted in. We have divided this discussion, for the purposes of clarity, into the fundamental areas of the model (nebular structure, central star properties and nebula chemistry), but it should be noted that all the parameters were fitted simultaneously.
The nebular geometry and density
The geometry and density of the nebula, specifically its two main components, the circumstellar disk and the bipolar lobes, were refined by fitting the observed density-and temperature-sensitive line ratios. These line ratios respond to changes in the density and ionization structure of the nebula, but also highlight specific regions of the nebula according to their ionization potentials. The diagnostic line ratios can therefore be divided into those primarily responsive to changes in the low-density bipolar lobes, or the highdensity circumstellar disk. These lists were not independent and many line ratios, particularly those sensitive to changes in the ionization structure of the nebula, were influenced by a large range of parameters. This was further complicated by the apertures and slits of the different observations of NGC 6302, each of which sampled a mixture of the two structural components. Despite this, many line ratios very highly responsive to specific parameters and by fitting these line ratios many structural parameters could be constrained. With these restrictions incorporated the variation of the remaining parameters was explored and the best-fitting model identified.
The circumstellar disk is modeled with seven parameters (N0, rin, rout, r d , α, z d , f d ), though the characteristic density, N0, and the inner radius, rin, were the most influential in the resulting emission line spectrum and are therefore the most well constrained. This is because these parameters influence the region of the disk exposed to the full ionizing flux, while many of the other parameters affect regions of the disk beyond the ionization front. The line ratios that were responsive to changes in the circumstellar disk are a mixture of those that probe either the ionization structure, or regions of high temperature or density.
The most influential parameter was the characteristic density of the circumstellar disk, N0, which we fit to a value of N0 = 80, 000 cm −3 , with an accuracy of approximately ±20%. This parameter was influenced by nearly all the observed line ratios, though the strongest constraint came from the He ii / He i line ratio which was over-estimated by a factor 10 if N0 < 60, 000 cm −3 , a disparity that could not be resolved by adjusting any other parameters. Many of the density-sensitive line ratios with high critical densities (i.e. those of [Cl iii], [Ar iv], and [K v] ) could also only be fit with a very dense circumstellar disk. Very little variation was observed in any of the line ratios when different density profiles were adopted, primarily because the circumstellar disk is highly optically thick. The initial choice of NH ∝ r −1 for the circumstellar disk radial density profile was made on the basis of the SED fitting of Matsuura et al. (2005) , but r −1/2 or r −2 density profiles led to little difference.
The inner radius of the circumstellar disk, rin, was also very influential as it dictates the strength of the ionizing flux at the circumstellar disk. It was best constrained by a mixture of the [O ii] (3726 + 3729) / (7320 + 7330) and [Ar iv] density-sensitive line ratios. The former was overestimated by a factor 5 if rin > 1.4 × 10 16 cm, and the latter increased significantly as rin was decreased. The final value of rin = 1.2×10
16 cm was chosen to balance these two ratios though it could be decreased if the [Ar iv] line ratio could be reduced by other methods. At a distance of 1.17 kpc this is equivalent to an angular radius of 0.68 ′′ .
The thickness of the circumstellar disk (determined by z d ) influenced a large number of line ratios, most critically the [O ii] 3729 / 3726 ratio which became irretrievably overestimated if the disk thickness was increased, and the [N ii] 5755 / (6584 + 6548) ratio that greatly increased if the thickness was significantly decreased. The best fit value of z d = 6.0 × 10 15 cm was constrained to an uncertainty of ±50%.
The other disk parameters only influence material beyond the ionization front and therefore had a lot less influence on the modeled spectrum. The flaring parameter, f d , was only constrained to be 1.1 by the
and [S ii] 4068 / (6731 + 6717) line ratios (which both increased significantly if the parameter was reduced), but no upper constraints were identified. It was therefore kept at its initial value, f d = 1.125. The length parameter, r d , and the outer radius, rout, influenced a small number of line ratios, but none sufficiently enough to constrain them. The former parameter was therefore kept at its initial value of r d = 5.0 × 10 16 cm, while the latter parameter was adjusted based only on the results of radiative transfer dust-fitting (not discussed in this paper) and therefore we list its value as unconstrained here.
The circumstellar material was modeled here as a flat disk, but attempts were made to model it as a torus (i.e. a circumstellar distribution with a greater height and smaller length), as suggested by Matsuura et al. (2005) and Peretto et al. (2007) . However, increasing the disk thickness to that suggested by Peretto et al. (2007) resulted in an unfittable [O ii] 3729 / 3726 ratio (as noted above). We therefore suggest that certainly in the inner regions where the ionized gas traces the structure of the circumstellar material, it is in the form of a thin disk. In the outer, neutral regions the circumstellar material may better represent a torus if traced by neutral material or dust.
The shape and dimensions of the bipolar lobes were adopted from images of the nebula such as that in Figure 1 with the distance to the nebula from Meaburn et al. (2008) . These parameters were fixed throughout the modeling process and only the density of the lobes and the density profile were varied. The lobes were initially modeled with a low density of 2000 cm −3 constrained by a number of line ratios that are particularly sensitive to density such as the [ −3 based on these constraints. No constraint could be found on the density profile of the bipolar lobes so they were kept at a constant density.
In response to an initially poor fit to a number of density-sensitive line ratios such as those of [Ar iv] and [K v] , as well as the temperature-sensitive [N ii] line ratio, a third component was added to our model. This region, dubbed 'the outflow', is an inner region of the bipolar lobes with a higher density, N outf low , and with the same geometry but with an outer radius, r outf low , at which the density of the bipolar lobes dropped to the standard value. Introducing this component greatly reduced the [N ii], [Ar iv], and [K v], line ratios that had previously been significantly overestimated. The final values of the two outflow parameters, N outf low = 20, 000 cm −3 and r outf low = 2.0×10 17 cm (11.5 ′′ at 1.17 kpc), are well constrained to ±20%, due mainly to the first two line ratios, while the third offered less of a constraint. As an example of the modeling process Table 3 lists the line ratios most responsive to the introduction of, and changes to, the outflow component.
The central star and the IR coronal lines
Without any clear observations of the central star its parameters were particularly unconstrained at the beginning of the modeling process. While there had been many suggestions in the literature for a very high central star temperature (e.g. Ashley & Hyland 1988; Casassus et al. 2000) we began the modeling process with a typical PN central star with a blackbody temperature of 90,000 K and solar abundances. While a large number of line ratios were responsive to changes in the central star temperature, the ionization structure diagnostics He ii λ4686 / He i λ5876 and [O iii] (λ4959 + λ5007) / (λ3726 + λ3729) were particularly responsive to it and would not come close to being fit unless the blackbody effective temperature was increased to at least ∼150,000 K. At this temperature, with the peak of the SED in the far-UV, further changes produced little response in any line ratios. With the exception of the total Hβ luminosity of the nebula, the stellar luminosity was also very unconstrained at these temperatures. The final stellar luminosity was therefore based on the best fit to the Hβ line strength. For many PNe this may be a relatively unsatisfactory result, but given the high precision to which the distance to NGC 6302 is known, its absolute Hβ luminosity and therefore the luminosity of its central source, is quite well constrained.
To constrain the stellar temperature further we used observations of a group of emission lines from high-ionization stage ions (the 'infrared coronal lines') that have been observed in the centre of NGC 6302 (e.g. Ashley & Hyland 1988; Pottasch et al. 1996; Casassus et al. 2000) . This group includes emission from ionization stages ranging up to Si
8+
and are unique to a very small number of PNe, with NGC 6302 showing the highest ionization species ever found in a PN. These were originally suspected to originate in highvelocity shocks in the nebula (e.g. Meaburn & Walsh 1980; Lame & Ferland 1991) , but physical arguments against such levels of shock excitation (Oliva et al. 1996) and the lack of significantly broad wings on many of the lines (Casassus et al. 2000) argues for a photoionized origin.
The ionization potentials of many of these species lie in the extreme UV or X-ray region (see Table 4 ) and therefore place strong restrictions on the form of the high-energy ionizing flux from the central star. As discussed above, the ionizing flux from the central star was modeled using NLTE stellar model atmosphere fluxes for a range a range of central star abundances and surface temperatures. The effects of different temperatures and abundances on the fluxes of the six highest ionization stage ions is shown in Table 4 . The effects of these changes on the lower ionization-stage nebula diagnostics was negligible.
Models using either a solar abundance or metal-poor stellar atmosphere were able to produce fits to many of the lines but were unable to reproduce the lines from the highest ionization stages, particularly the [Si ix] 3.93 µm line. The strength of this line is underestimated by a factor ∼ 10 4 even at T ef f = 250, 000 K and an order-of-magnitude fit could not be obtained for any models with T ef f < 400, 000 K. At Table 3 . The effects of introducing and varying the parameters of the outflow component, on the most responsive density and temperature sensitive line ratios. Note how the majority of line ratios decrease as the outflow is introduced and its density increased, but then increase at very high outflow densities. (Table 4) produced substantially better fits to these lines, with the best fit obtained using a 220,000 K stellar atmosphere. The fits to the magnesium lines presented in Table 4 are very good. The fits to the nebular silicon lines are slightly worse, with the 2.47 µm line fitted well, but the 1.96 µm line is overestimated by a factor of three and the 3.93 µm line is overestimated by a factor of thirty. Figure 5 shows the high-energy SEDs of 220,000 K solarabundance and H-deficient model atmospheres. At the energies of the Mg +6 and Si +7 ionization potentials, there is a significantly higher flux in the H-deficient model atmospheres compared to the solar abundance model due to the lack of opacity from hydrogen. The absence of a number of low-abundance metals in these model atmospheres results in a reduced atmospheric opacity and therefore a higher flux at energies > 250 eV. Including them will likely reduce the photon flux at 330 eV and therefore resolve the problem of the over-predicted flux in the [Si ix] 3.93 µm line in our models.
With the exception of a blackbody (which provides a better fit to the IR coronal lines, but is not an accurate representation of the ionizing flux, see e.g. Armsdorfer et al. 2002) , the 220,000 K H-deficient stellar atmosphere provides the best fit to the observed IR coronal lines. Models with different surface gravities were tested but produced very minor changes in the model line fluxes. A value of log g = 7.0 produced the best fit, but is poorly constrained. The fit to the Figure 5 . 220,000 K solar abundance and hydrogen-deficient model atmosphere SEDs compared with a blackbody at the same temperature. The frequencies corresponding to the ionization potentials of Mg +6 and Si +7 are shown.
higher ionization stages of the silicon ions is not ideal, but it provides a closer fit than any of the solar composition models and is strong evidence that the central star of NGC 6302 is H-deficient.
The nebular chemistry
Once the main nebular and central star parameters were determined by fitting the density-and temperature-sensitive line ratios, attempts were made to achieve good fits to the strengths of individual emission lines by altering the chemical abundances of the nebula, which had originally been set to literature values for NGC 6302, primarily from Tsamis et al. (2003) and Casassus et al. (2000) . The majority of abundances required small changes to fit the emission line fluxes, resulting in moderate variations in the nebula temperature structure which were then resolved by making other changes to the nebula structure. The sodium, magnesium, aluminium and silicon abundances were unchanged from their initial values either due to satisfactory fits, or insufficient numbers of lines to fully constrain their abundances. The final nebula abundances are listed in Table 5 .
A full discussion of the dust modeling process will be reserved for a future paper, but as noted earlier dust was included in these models. This caused variations in a large number of line ratios due to significant changes in the nebular ionization structure.
MODEL RESULTS
In this section we present the best fitting model of NGC 6302 and compare the predicted emission-line fluxes from mocassin with those observed. The list of parameters used in the final model outlined in Section 3.1 of NGC 6302 are provided in Table 5 . We also note how well constrained we estimate each parameter to be. The uncertainty on each parameter is estimated as the degree to which the parameter could vary without adversely affecting the model. For nebular abundances the uncertainty is based on the differences between observed and predicted line strengths for each element.
Fits to the emission line spectrum
Predicted emission line fluxes for our best-fitting model are given in Table 6 , with strengths given relative to the intrinsic dereddened Hβ flux where possible. The majority of the line strengths presented are in reasonable agreement with the observations, with fits to within 30%. In particular, nearly all the UV and optical line fluxes from Tsamis et al. (2003) are well reproduced. We obtain a reasonable fit to the N v 1240Å resonance line which is often overestimated in photoionization modeling. Resonance lines must travel a much greater distance to escape from the nebula than do forbidden lines because of the large number of scatterings that they undergo and therefore can suffer greater attenuation due to dust. mocassin treats these lines separately and their absorption by dust is accounted for in this model (Ercolano et al. 2005) .
The majority of infrared fine-structure line flux measurements are taken from spectra taken with the ISO SWS and LWS, presented by and Liu et al. (2001) , respectively. The remaining infrared line flux measurements were presented by Casassus et al. (2000) , from observations made with the UK Infrared Telescope (UKIRT). We note a significantly higher discrepancy between model and observations for line fluxes measured from ISO spectra than for line fluxes measured from the UKIRT spectra. This could be due to the combined effects of a misaligned pointing used for the ISO observations and the relatively small size of the ISO SWS aperture, as in the case of the NGC 3918 modeled by . noted a significant discontinuity between short and long wavelength sections of the SWS exposures, which they attributed to misalignment of the pointing. Combined with the 3 ′′ pointing error on the 14×20 arcsec ISO SWS aperture positioned over the central 10 ′′ diameter peak emission region suggests errors arising from such an offset could be high. As with all our predicted line fluxes, we have reproduced the relevant aperture or slit used for the observations and therefore any inaccuracies in the observational pointing would seriously affect a comparison of line fluxes, especially for an object like NGC 6302 with such strong density and temperature contrasts in its structure. The ISO LWS aperture is much larger, making any potential pointing error smaller, and we find a smaller discrepancy between our model results than for the SWS measurements, supporting this.
Many infrared lines from neutral species are predominantly emitted from the photo-dissociation regions (PDRs) of nebulae (e.g. Liu et al. 2001; Vasta et al. 2010) 5.2 Fits to the density-and temperature-sensitive line ratios Table 7 lists the model emission line ratios that are sensitive to changes in the density, temperature, or ionization structure of the nebula, and compares them to the observed line ratios of NGC 6302. Despite the wide range of electron densities and temperatures noted in the literature for NGC 6302 we have been able to reproduce the majority of emission line ratios using our model. The fits generally show good agreement to within 20%, with a small number only fit to within a factor of two. The most notably bad fit is the density-sensitive [K v] 4163 / 4122 line ratio, which is overpredicted by a factor of ∼4 and proved particularly difficult to fit. The [Ar iv] and [K v] line ratios are both over-predicted by our model suggesting we have over-estimated the density of the circumstellar disk. However, many other line ratios constrained the density of the circumstellar disk and no suitable combination of parameters could be found using a lower-density circumstellar disk. Increasing the inner radius of the circumstellar disk offered a potential solution to fit these two line ratios, but increasing this parameter to Table 5 . Model parameters for the best fitting final model of NGC 6302 with the origin of the value and the uncertainty on the value (the listed uncertainties do not take into account the uncertainty of ∼10% on the distance to NGC 6302). All nebula abundances were constrained by the model fits, but we also note the values that remained unchanged from the initial values listed in Section 3. .1) went a long way to resolving these discrepancies, but no simple model could be found to fit these lines accurately. Given this situation we were forced to leave these line ratios not fitted by our final model, but Section 5.2.1 discusses a possible solution to this problem. The poor fit to the He ii / He i line ratio is also worrisome, but again Section 5.2.1 presents a way to resolve this problem.
The majority of other line ratios are fit well and in some cases offer strong constraints on the geometry or density distribution of the nebula (see Section 4.1 for a discussion).
The effects of density inhomogeneities on the emission line spectrum
A number of the density-and temperature-sensitive line ratios discussed in Section 5.2, such as the He ii 4686 / He i 5876, [Ar iv 4741 / 4711, and [K v] 4163 / 4122 line ratios, are not well fit by our model. Exploring the parameter space in our model (see discussion in Section 4.1) revealed that almost every line ratio could be fit with some realistic combination of model parameters, but that no simple solution could be found that would fit all the line ratios. This does not necessarily suggest that a purely photoionization model solution does not exist for NGC 6302. A possible solution to this problem is that the morphology and density distribution of our model is an over-simplification of the true density distribution. The inhomogeneous appearance of the bipolar lobes of NGC 6302 (e.g. Figure 1 ) sug- gests that the density distribution is unlikely to be smooth, with many clumps, knots and small-scale structures visible (e.g. Matsuura et al. 2005 , and Figure 1 ). Density enhancements can cause variations in density-sensitive line ratios as well as temperature-sensitive ratios though self-shielding. High densities can also induce collisional suppression of some collisionally-excited line, potentially invalidating the temperature sensitivity of some line ratios. (Liu et al. 2001 ).
Attempting to model this structure in detail would be impractical and largely unproductive compared to our attempts to characterise the overall structure of the nebula in Section 4.1. However, exploring the influence of such inhomogeneities will allow us to test the theory that they are responsible for the discrepancies between our model and the observations. To simulate these density inhomogeneities a number of 'knots' of various sizes and densities were simulated in our model using mocassin's subgrid feature to resolve small-scale structures. For simplicity these knots were simulated as spherical over-densities in the structure of either the bipolar lobes or the circumstellar disk. Two parameters were used to model these structures, fρ, a density factor representing the peak over-density of the knot, and r knot , the radius of the knot. All the knots were modeled using a r −1 radial density profile. These parameters were allowed to vary over the ranges 1.0 < fρ < 3.0 and 10 16 < r knot /cm < 10 17 , the latter of which was estimated from images of the nebula. The knots were distributed randomly across either the bipolar lobes, the circumstellar disk, or both, and the total number of knots was varied from 5-50.
The effect of these density enhancements on the nebula ionization structure depends on their position in the nebula and their density, but their main effect is to create shielded regions where lower ionization stages can ex- ist. The most notable effects are therefore on the line ratios that probe the ionization structure of the nebula, particularly the He ii / He i line ratio which is significantly reduced if knots are introduced into the circumstellar disk. The other ionization-dependent line ratio, [O iii] (4959 + 5007) / [O ii] (3726 + 3729), was also found to decrease if knots were added to either the lobes or the disk, which had the effect of worsening the fit to this line ratio. However the magnitude of this change was smaller than that of the helium line ratio, suggesting it could be countered with other model changes.
Changes to density-sensitive line ratios were also observed when knots were added to the bipolar lobes, particularly the [Cl iii], [Ar iv], and [K v] line ratios that all probe high density regions, which were found to move closer to the observed ratios. The [O ii] and [S ii] line ratios, sensitive to lower-density regions, were less responsive. Adding knots to the circumstellar disk did not induce significant changes in these density-sensitive line ratios, most probably because either the upper critical densities of these line ratios are lower than the typical densities in the circumstellar disk or because the majority of the circumstellar disk is in a low ionization state.
In summary, introducing small-scale density inhomogeneities or 'knots' in the nebula structure could resolve some of the remaining discrepancies between our model and the observations. Knots in the circumstellar disk could resolve the over-predicted ionization-sensitive helium line ratio, while knots in the bipolar lobes could resolve differences in line ratios sensitive to high-densities. Despite this, a number of the remaining line ratios could not be matched within the parameter space explored (e.g. the low-density-sensitive [O ii] (3726 + 3729) / (7320 + 7330) line ratio).
The nebular ionization structure
A comparison of the relative ionic abundances in our model with those determined by Tsamis et al. (2003) is shown in Table 6 are generally good and don't show major discrepancies. The likely explanation for this difference is that the model ionic abundances reported here are for the entire nebula, while those reported by Tsamis et al. (2003) only apply to the parts of the nebula caught under the slit. Table 9 provides complete fractional ionic abundances for our NGC 6302 model for both the circumstellar disk and bipolar lobes. Figure 6 shows the ionic fractions for a number of elements along two sightlines that pass through the bipolar lobes (along the z-axis) and the circumstellar disk (along the x and y axes). In the bipolar lobes nearly all ionization stages are seen somewhere, with a clear ionization sequence from the inner heavily ionized regions to the outer parts of the lobes where some material is neutral. Hydrogen is 73% ionized over the entire lobes, while helium is 51% singly ionized and 35% doubly ionized. In the circumstellar disk the ionization front occupies a thin region at the inner edge of the disk, almost one hundred times closer to the central star than in the bipolar lobes. Because of this the vast majority of the circumstellar disk is neutral with hydrogen >99% neutral in the disk. This is in agreement with the Hα images of Matsuura et al. (2005) Bohigas (1998) and our model Ne 4+ fractions also shows good agreement, with 13% of the neon in the bipolar lobes in the form of Ne 4+ , but less than 0.1% in the circumstellar disk.
Beyond the H + ionization front at a depth of ∼ 1.4 × 10 16 cm the disk is optically thick and our model had difficulties converging due to the lack of photons. This is evident from the noise in the ionic fractions, predominantly of neutral species, beyond the ionization front. However, we found very little variation between Monte Carlo simulations in the total neutral and singly-ionized fractions of the majority of species, indicating that this noise did not affect our predicted emission line fluxes.
The nebular temperature structure
Mean electron temperatures weighted by ionic abundance have been calculated and are given in Table 10 . The ionic temperatures for the same ions in different regions of the model show the influence of the density on the shielding of ions and therefore the temperature structure. In the optically thick circumstellar disk the neutral species all have temperatures 1000-3000 K, while those species in the optically thin bipolar lobes have temperatures around 7,000-10,000 K. The ionic temperatures increase towards higher ionization stages, but increase faster in the disk than in the lobes.
Because mocassin does not currently treat the neutral region fully, the temperatures of the neutral species likely represents the narrow transition region between ionized and neutral regions and not the highly optically thick and neutral region deep in the circumstellar disk. Beyond the ionization front, temperatures in the circumstellar disk drop Table 11 . Predicted unreddened, reddened, and observed photometry of the central star of NGC 6302. All magnitudes are presented on the Vega system. Reddened magnitudes were calculated using a Howarth (1983) extinction law with R = 3.1 and A V = 8.22. to well below 1000 K and some cells have temperatures < 100 K. In these conditions complex molecules are likely to form, as observed by Peretto et al. (2007) , but we are unable to model this with the current version of mocassin.
Electron temperature profiles are shown in Figure 6 as a function of radius along two axes. In the inner parts of the lobes the temperature reaches in excess of 5 × 10 4 K (due to the lack of neutral H 0 which would otherwise cause Ly-α cooling) but drops to 10,000 K by a radial distance of ∼ 7 × 10 16 cm. The temperatures in the disk do not reach such high levels, but do show the characteristic drops at the He 2+ , He + , and H + ionization fronts (the latter pair of which, at a radius of ∼ 1.4 × 10 16 cm, have coincident ionization fronts as would be expected for such a hot central star). This range of temperatures is in full agreement with that found by many previous authors (e.g. Table 7 ), namely a nebula with a mean ion-weighted electron temperature of 19,400 K in the bipolar lobes, 3,800 K in the circumstellar disk and 12,000 K averaged over the entire nebula.
Comparison with observations of the central star
The central star of NGC 6302 was first detected in HST observations by Szyszka et al. (2009, and Figure 1 ), who attempted photometry in a number of narrow filters. Due to nebular contamination in many of the filters only two of these provide a reliable measurement of the stellar magnitude. Table 11 provides a comparison of their measured values with predictions from our model. To calculate the unreddened stellar magnitudes the T ef f = 220, 000 K, L⋆ = 14, 300L⊙ model atmosphere was convolved with the relevant HST filter profiles and a spectrum of Vega. The resulting magnitudes are ∼6-10 magnitudes brighter than the observed photometry suggesting a considerable amount of extinction (e.g. Matsuura et al. 2005) . Using an R = 3.1 extinction law in the form given by Howarth (1983) we reddened the model photometry, varying the extinction to obtain agreement with the observed magnitudes. A very good fit was found using AV = 8.22, fitting both magnitudes to within the observational uncertainties. This extinction is slightly larger than the AV ∼ 6.7 found by Szyszka et al. (2009) , but in agreement with other literature values (e.g. Matsuura et al. 2005 , estimated AHα = 5−7, approximately AV = 6−8). The good agreement between observed and predicted photometric magnitudes and colours is strong verification of the central star luminosity and effective temperature we derived. As illustrated by Figure 5 the high temperature and Table 9 . Nebular-averaged fractional ionic abundances for the NGC 6302 model. For each element the upper row is for the optically thick circumstellar disk and the lower row is for the optically thin bipolar lobes. luminosity of the central star combined with its hydrogendeficient nature results in a not-insignificant flux at UV and X-ray energies such that the central star of NGC 6302 should be a detectable X-ray source. This provides an observable test of both the high temperature and hydrogen deficiency of the central star. We have calculated the luminosity of the central star in the Chandra (0.5-8.0 keV) and XMM-Newton (0.3-4.5 keV) bands as 5 × 10 34 erg s −1 and 6 × 10 35 erg s −1 , respectively. X-ray absorption from neutral hydrogen in the circumstellar disk is calculated using the extinction of AV = 8.22 estimated above, and the conversion to X-ray absorbing cross-section from Ryter (1996) . At a distance of 1.17 kpc this predicts absorbed fluxes of ∼ 5 × 10 −14 erg s −1 cm −2 for both X-ray bands (absorption due to neutral hydrogen is stronger at lower energies, offsetting the lower energy range of the XMM-Newton band for this soft X-ray source). Unfortunately the uncertainty on the predicted flux is relatively high due to uncertainties on the exact form of the stellar spectrum and the column of absorbing gas along the line of sight. However a H-rich central star of an equivalent effective temperature would be a significantly weaker X-ray source such that the detection of an X-ray point source in NGC 6302 would be sufficient to confirm the H-deficient nature of the central star. Since Xrays may also originate from shocked gas or collimated flows in the central cavity of the nebula (e.g. Kastner et al. 2008; Parkin et al. 2009 ), such observations must also distinguish between diffuse and point-source X-ray emission if the X-ray detection of the central star is to be observationally tested.
Ion

DISCUSSION
In this section we discuss the properties of the nebula and central star modeled here with particular focus on the parts of the model that are most strongly constrained by the observations. We discuss these in the context of previous studies of NGC 6302 and the general properties of planetary nebulae. Finally we suggest an evolutionary scenario for the formation and history of NGC 6302.
The nebula structure
NGC 6302 has long been known as a highly inhomogeneous nebula and our model matches this. Between the bipolar lobes and the inner edge of the circumstellar disk we model a density contrast of two orders of magnitude, from 2000 cm in the lobes to 300,000 cm −3 in the circumstellar disk. This was necessary to reproduce many of the diagnostic emission line ratios, which were impossible to fit without including both the low and high density parts of the model. Such high densities are rare in PNe (e.g. Osterbrock & Ferland 2006) . In their study of PN densities Tsamis et al. (2003) , NGC 6302 consistently displayed the highest densities from Derived total volumes and masses for our model nebula are listed in Table 12 . The total ionized mass of our model is ∼1.82 M⊙ (predominantly located in the bipolar lobes), much higher than the typical ionized masses of Type I PNe (e.g. 0.54 M⊙ for six Magellanic Cloud Type I PNe, Barlow 1987) . The total mass of nebular material modeled (not including dust) is ∼4.7 M⊙, also notably higher than the typical masses of PNe (Pottasch 1996 , studied 96 PNe and found masses in the range 0.01 < Mi/M⊙ < 0.8), but not implausible. The final disk radius value of 3 × 10 17 cm was constrained from fitting the infrared SED (not discussed here), but is unconstrained from photoionization modeling. The total disk mass is in good agreement with previous observations. Peretto et al. (2007) estimate the mass of the molecular region of NGC 6302 to be as much as 1.8 ± 0.9 M⊙, in good agreement with our disk mass of ∼2.2 M⊙, of which 97% (2.1 M⊙) is neutral. However, Dinh-V-Trung et al. (2008) derive a significantly lower molecular mass of 0.12 M⊙ (scaled to a distance of 1.17 kpc), but note that this may be a lower limit if the CO temperature in the disk is higher than the 30 K they assume.
During the modeling process we attempted to model the circumstellar disk as a torus but found that the height of the circumstellar material was well constrained by the observations and that a flattened circumstellar disk was a better fit. Evidence for an extended disk-like morphology comes from Bohigas (1994) who observed differential extinction in the western lobe, which he suggested is viewed through the outer parts of the disk. Icke (2003) suggested that a warped disk structure is also necessary to form the multiple lobes seen in NGC 6302. A thin gas disk and a molecular torus could both be present in NGC 6302 if the torus of dust and molecular material were embedded within the outer regions of a sufficiently flared circumstellar disk. It is possible that any once torus-like structure would become thin and disk-like due to radiation pressure and stellar winds.
Nebular abundances
We fit our model of NGC 6302 with a helium abundance of 0.153, which is high even for a Type I PN (Kingsburgh & Barlow 1994) , indicative of a large amount of stellar processing in the progenitor star. According to the dredge-up models of Becker & Iben (1980) , nebular material with this He abundance should correspond to a star with an initial mass > 4 M⊙. The O/H abundance we derive for NGC 6302 (5.1 ± 1.3 × 10 −4 ) agrees within the uncertainty limits with the mean O/H ratio for Galactic disk PNe by Kingsburgh & Barlow (1994) and with the solar O/H ratios of Caffau et al. (2008) and Asplund et al. (2009) . We do not confirm the depletion of oxygen by a factor of two that was found by and Tsamis et al. (2004) from empirical abundance analyses of collisionally excited UV, optical, and infrared lines. We attribute this difference to the neglect by empirical analyses of the large fraction of oxygen that resides in very high ionization stages in this unusually highly ionized nebula (see Table 9 ).
We find a C/O ratio of 0.43 for NGC 6302, indicating that the nebula is predominantly O-rich, in agreement with all other measurements of the C/O ratio in the literature (e.g. C/O= 0.20, Aller et al. 1981 , C/O= 0.26, Pottasch & Beintema 1999 , C/O= 0.88, Casassus et al. 2000 , and C/O= 0.31, Tsamis et al. 2003 , with the majority of values < 0.5. Our derived C/H ratio of 2.2 × 10 −4 is 80% of the solar value listed by Asplund et al. (2009) , indicating only a slight depletion of carbon, if any. However, the N/H ratio we derive for NGC 6302 (3.9 × 10 −4 ) is a factor of 5.7 larger than the solar value given by Asplund et al. (2009) , too large to have been produced by secondary conversion of initial carbon, while the combined (C+N+O)/H ratio for NGC 6302 of 11.2×10 −4 is 35% larger than the solar value of 8.28 × 10 −4 . We conclude that primary enrichment of nitrogen occurred in the precursor star of NGC 6302, via 3rd dredge-up enhancement of carbon, followed by hot bottom burning CN-cycle conversion of dredged-up carbon to nitrogen.
Several elements appear particularly depleted, such as magnesium (by a factor of two compared to the solar value) and aluminium (by a factor of one hundred). This is strong evidence for depletion onto dust grains, and given the evidence for large amounts of dust in NGC 6302 (e.g. Molster et al. 2001) , is not unexpected.
The central star
The observation of emission lines from very high ionization stages and the nebula's Type i status has long suggested that the central star of NGC 6302 was extremely hot. The hottest PN central stars directly measured to date have surface temperature of up to 180,000 K (Werner et al. 1997) , which though high, are lower than all estimated temperatures for NGC 6302's central star (e.g. Ashley & Hyland 1988 , estimated a temperature of 430,000 K).
Using a H-deficient stellar model atmosphere we find a best fit to the observed emission-line spectrum with central star properties T ef f = 220,000 K, log g = 7.0, and L⋆ = 14,300 L⊙. This is the lowest temperature ever estimated for the central star of NGC 6302, due to our use of a H-deficient stellar atmosphere which has a larger flux at the energies necessary to significantly populate the highest ionization states from which emission lines are observed (see Figure 5 ). However, this luminosity is significantly larger than previous estimates, or our estimate of the total luminosity of 5700 L⊙ for NGC 6302, in Section 2.4, from integrating its dereddened observed emission across all wavelengths longwards of 1200Å. That this is only 40% of the stellar luminosity needed by our bipolar model to match the observed line and continuum fluxes suggests that 60% of the stellar luminosity escapes through optically thin regions of the nebula.
The observed expansion of NGC 6302's bipolar lobes (Meaburn et al. 2008; Szyszka et al. 2011) suggests it once had a fast wind that could affect the stellar spectrum. However strong mass-loss is usually only seen at lower effective temperatures and lower surface gravities, e.g. log g = 3.0 − 5.5 (e.g. Bohlin et al. 1982 , find no evidence for stellar winds in the UV spectra of very hot PN central stars that Benedict et al. 2009 found to have surface gravities of log g = 6.9 − 7.3). As we will show in Section 6.4, evolutionary tracks for LTP and VLTP models imply a surface gravity of log g ∼ 6.6 for the T ef f and L⋆ we have derived, and this can also be derived from simple stellar relations by assuming a typical central star mass. Furthermore Casassus et al. (2000) could find no evidence for a hot wind or a wind blown cavity from observations of the IR coronal lines originating in the center of NGC 6302.
If the central star of NGC 6302 is H-deficient this implies that it has undergone some sort of late thermal pulse during its evolution, which has consumed the majority of the remaining surface hydrogen (e.g. Herwig et al. 1999) . There are three possible scenarios for this: the 'after final thermal pulse' (AFTP) scenario, where an extra thermal pulse is experienced at the top of the AGB (Herwig 2001) ; the 'late thermal pulse' (LTP) that occurs during the post-AGB evolution while H-burning is still active (Blöcker 2001) ; or the 'very late thermal pulse' (VLTP) experienced by a hot white dwarf during its early cooling phase (Iben & Renzini 1983) . Only the VLTP scenario consumes the majority of the remaining hydrogen in the central star, while the other two scenarios suggest a dilution of the surface hydrogen to very low levels. We are currently unable to compare model atmospheres with H-deficient abundances with H-poor abundances, so we cannot use this method to separate these scenarios.
H-deficient central stars include the Wolf-Rayet central Hamann 1997 ) and the hotter and rarer PG 1159 stars (Werner & Herwig 2006 (Molster et al. 2001; Cohen 2001) . However, most H-deficient nebulae exhibit much stronger PAH (polycyclic aromatic hydrocarbon) emission than NGC 6302, though this could be due to the very low C/O ratio in NGC 6302 (e.g. Guzman-Ramirez et al. 2011 , show that the production of PAHs is greatly reduced at low C/O ratios). Another similarity between NGC 6302 and PNe with H-poor or H-deficient central stars is that they both show highly inhomogeneous structures with many knots and filaments (see Figure 1 and Górny & Tylenda 2000) . Such knots may be associated with the complex turbulent velocities found by Acker et al. (2002) in the lobes of the majority of [WC]-type PNe. However the knots observed in NGC 6302 do not appear to be H-deficient (Szyszka et al. 2011) , unlike those observed in other H-poor PNe (e.g. Abell 30 and Abell 78). This could indicate that the knots in NGC 6302 were ejected during an earlier, H-rich phase of mass-loss and have since been disrupted and accelerated by a later, H-poor mass-loss event.
Evolutionary tracks for late thermal pulse evolution
To further study the central star of NGC 6302 we have compared its properties determined from our models with those from evolutionary tracks for late thermal pulse models. This might allow us to determine the core mass of the central star, and therefore potentially its original mass, as well as its evolutionary state. Figure 7 shows evolutionary tracks for the VLTP models of Blöcker (1995) and the LTP and VLTP models of Miller Bertolami & Althaus (2006) . In the models of Blöcker (1995) the central star of NGC 6302 falls between the 0.61 and 0.84 M⊙ core mass tracks, at ∼0.82 M⊙, corresponding to an initial mass of 4.8 M⊙. In the Miller Bertolami & Althaus (2006) models the central star corresponds to a star with a core mass of ∼0.73 M⊙, an initial mass of 3.7 M⊙, and log g = 6.6, close to our modeled value.
We can compare the timescales of these different evolutionary tracks with the known evolutionary history of NGC 6302, such as the last major mass-loss event 2200 yrs ago (Meaburn et al. 2008; Szyszka et al. 2011) . The timescales for LTP events are considerably longer than those for VLTP events, which could suggest that the VLTP event is more likely given the short timescale since the last mass-loss event. Considering the VLTP model timescales, for the models of Blöcker (1995) for a 4.8 M⊙ initial mass star the position corresponds to an age of ∼2100 yrs since the star left the end of the AGB and ∼300 years since the VLTP event, suggesting that the eruptive event traced by Meaburn et al. (2008) was the last mass-loss event on the AGB before the central star evolved to hotter temperatures. For the models of Miller Bertolami & Althaus (2006) only ages since the VLTP event are provided, which, for a 3.7 M⊙ initial mass star correspond to ∼2000 yrs since the helium flash that caused this event, considerably longer than the equivalent evolutionary period in the Blöcker (1995) models.
If the timescales of Miller Bertolami & Althaus (2006) are correct this suggests that the eruptive event identified by Meaburn et al. (2008) is associated with a VLTP event. A VLTP mass-loss event however is not thought to be particularly large. van Hoof et al. (2007) estimated that the mass lost in the VLTP eruption of V334 Sgr might be as much as 0.01 M⊙, at least an order of magnitude smaller than would be necessary for one pair of NGC 6302's bipolar lobes. However, Althaus et al. (2008) found evidence that PG 1159 stars may have much thinner He-rich envelopes than previously thought and this might be due to considerable massloss during the VLTP event, though the helium layer is only ∼0.02 M⊙ thick and this puts an upper limit on what can be lost during such an event. Szyszka et al. (2011) note that the mass and momentum of the bipolar lobes is too high for them to have been ejected in a single mass-loss event and suggest that the recent mass-loss event may have accelerated gas that was previously ejected.
The large discrepancy in timescales between the models presented here for similar VLTP events implies a significant level of uncertainty in the current models that requires more accurate evolutionary tracks. Therefore at this point it is impossible to distinguish between the two sets of models as either could imply a timescale that agrees well with the evolutionary history of NGC 6302. Combining the derived core mass (0.74-0.82 M⊙) with the nebular mass estimated from this work (4.7 M⊙; Table 12 ) implies an initial stellar mass of at least 5.5 M⊙. The initial stellar mass of 3.7-4.8 M⊙ from evolutionary tracks is not far from the 5.5 M⊙ that we derive.
Comparison with other known PG 1159 stars
A number of PG 1159 stars have measured effective temperatures and gravities (Werner & Herwig 2006) . Figure 8 shows these stars in the log g -log T ef f plane (chosen because these quantities are better constrained than their luminosities), alongside the central star of NGC 6302 (using the value of log g ∼ 6.6 fitted from Figure 7 , which is better constrained than our modeled value), and the helium-deficient star H1504+65 (Werner et al. 2004 ). In addition we show evolutionary tracks for the Miller Bertolami & Althaus (2006) LTP/VLTP models. The position of the central star of NGC 6302 is in good agreement with that of many of the other PG 1159 stars. Is is clearly hotter than any of the known PG 1159 stars, and even hotter than the previously hottest known central star, H1504+65, though that source does appear to have had a higher initial mass and a previously higher temperature (it is now on the cooling track).
The evolutionary history of NGC 6302
From the evidence presented here we suggest that NGC 6302 was created by a star with an initial mass of at least 5 M⊙, in agreement with both the chemical abundances and evolutionary tracks for the central star. The star may have had a lower-mass binary companion that diverted the AGB-phase mass-loss from isotropic to equato- Werner & Herwig (2006) and the helium-deficient star H1504+65 (Werner et al. 2004 ) is shown with a cross.
rial, forming the circumstellar disk (e.g. Bond & Livio 1990; García-Arredondo & Frank 2004) .
The question of the age and stability of the circumstellar material is important for understanding the history of such a nebula. The presence of large dust grains (Hoare et al. 1992 ) and a high fraction of crystalline material (Molster et al. 2001) could indicate that the circumstellar disk is longlived, providing a shielded and stable environment for these grains to build up. However, such dust characteristics could also be caused by high mass-loss rates and densities in the ejected material (Sylvester et al. 1999 , found that the degree of crystallinity in OH/IR stars appears to scale with mass-loss rate). Peretto et al. (2007) measure an expansion velocity of ∼8 km s −1 for the circumstellar torus and argue that it was ejected during a ∼5000 year mass-loss event that started ∼7500 years ago. Such a scenario requires mass-loss rates of 5 × 10 −4 M⊙ yr −1 over this time period, potentially high enough to create the conditions for grain growth and crystallization in NGC 6302, but higher than current evolutionary models can sustain, even for shorter periods of time (e.g. Vassiliadis & Wood 1993; Blöcker 1995) .
The kinematic age may be a lower limit if the disk has been accelerated by radiation pressure from the highly luminous central star. A simple calculation for the momentum imparted by radiation pressure on the circumstellar disk suggests that, based on the parameters derived here and the expansion velocity measured by Peretto et al. (2007) , this would take ∼500,000 years at the current stellar luminosity (assuming that ∼10% of the stellar luminosity intercepts the circumstellar disk). This timescale is significantly longer than typical PNe lifetimes and as such unfeasible as the major acceleration mechanism for the circumstellar disk. A similar argument is presented by Peretto et al. (2007) who also conclude that alternative mechanisms are required and suggest interaction with a binary companion as a likely propulsion mechanism.
The circumstellar disk would have caused later massloss events to form the bipolar lobes. Matsuura et al. (2005) observed the circumstellar disk to be warped, which may be caused by an interaction with a binary companion, and according to the model of Icke (2003) would cause each pair of bipolar lobes to form with a different axis, as is observed. Hot-bottom burning at the base of the convective envelope (which occurs for stars more massive than ∼4 M⊙, Iben & Renzini 1983; Boothroyd et al. 1993) , would convert carbon to nitrogen and prevent the star or the ejecta going through a prolonged C-rich phase.
At some point the star experienced some sort of late thermal pulse, ejecting a very small amount of material, causing the central star to become H-deficient and returning to the tip of the AGB. It is not currently possible to observationally distinguish between the different LTP scenarios, though the evolutionary timescales for the VLTP models of Miller Bertolami & Althaus (2006) show the strongest agreement with the known mass-loss history. Both sets of evolutionary tracks (above) suggest that the temperature of the star will continue to rise, potentially reaching a maximum temperature of ∼280,000 K, before entering the white dwarf cooling track again.
CONCLUSIONS
We have constructed a 3D photoionization model of the extreme planetary nebula NGC 6302 using the Monte Carlo photoionization and radiative transfer code mocassin. Our model reproduces the majority of emission line strengths and ratios, which place strong constraints on many of the stellar and nebular properties. The model consists of a very dense circumstellar disk where densities reach 300,000 cm −3 at the inner edge, a large pair of bipolar lobes with a constant density of 2000 cm −3 , and an intermediate component we have dubbed 'the outflow'. This combination of components was required to match the majority of density-and temperature-sensitive line ratios from which a wide range of densities and temperatures have been observationally determined by previous authors. A number of line ratios remain not matched, which we suggest is due to complex density inhomogeneities throughout the nebula.
We derive a total nebular mass of 4.7 M⊙, of which 1.8 M⊙ is ionized, almost entirely in the bipolar lobes. The C/O ratio for NGC 6302 is 0.43 indicating a predominantly O-rich nebula, in agreement with all other measurements in the literature. Carbon is found to be marginally underabundant compared to the solar value, while nitrogen is significantly over-abundant. The combined (C+N+O)/H abundance is 35% larger than the solar value, all of which suggests that a 3rd dredge-up occurred in the precursor of NGC 6302, enriching the central star in carbon and nitrogen, followed by hot bottom burning CN-cycle conversion of carbon to nitrogen.
In modeling the central star we have incorporated NLTE model atmospheres to reproduce the ionizing flux. Fits to the optical emission-line spectrum imply an extremely high temperature for the central star, and we used the observed emission from high ionization-stage infrared 'coronal' lines to further constrain the form of the ionizing flux distribution. Using a solar abundance stellar at-mosphere we were unable to fit all the observed line fluxes, overestimating many of the lower ionization stages while underestimating the higher stages. A substantially better fit was obtained using a hydrogen-deficient stellar atmosphere, implying that the central star of NGC 6302 is likely to be H-deficient.
Finally we compare the properties of the central star with evolutionary tracks for late thermal pulses that are capable of removing the majority of hydrogen from the central star. We find a good fit to a very late thermal pulse track for a star with an initial mass of 4-5 M⊙. Timescales for this evolutionary model imply that the central star left the top of the AGB ∼2100 years ago, in good agreement with the age of one of the pairs of bipolar lobes determined by Meaburn et al. (2008) to be ∼2200 years. This mass is in reasonable agreement with the total modeled nebular mass plus central star mass of 5.5 M⊙, taking into account contributions from the dust component. The mass is also in agreement with the chemical abundances in the nebula such as the high helium abundance, low C/O ratio and slightly enhanced (C+N+O)/H ratio.
A future paper will discuss the dust component of this model that used mocassin's ability to fully model the radiative transfer of dust in an ionized nebula. The model includes the majority of observed amorphous and crystalline dust species, using multiple dust chemistry distributions, nonstandard grain size distributions, and a new light scattering code for non-spherical dust grains.
