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Abstract
Suppose that N is a geometrically finite orientable hyperbolic 3-manifold.
Let P(N,α) be the space of all geometrically finite hyperbolic structures on N
whose convex core is bent along a set α of simple closed curves. We prove that
the map which associates to each structure in P(N,α) the lengths of the curves
in the bending locus α is one-to-one. If α is maximal, the traces of the curves
in α are local parameters for the representation space R(N).
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1 Introduction
This paper is about the parameterization of convex structures on hyperbolic 3-
manifolds. We show that the space of structures whose bending locus is a fixed
set of closed curves α = {α1, . . . , αn} is parameterized by the hyperbolic lengths
{lα1 , . . . , lαn} and moreover, that when α is maximal, the complex lengths (or traces)
of the same set of curves are local holomorphic parameters for the ambient deforma-
tion space.
Suppose that N(G) = H3/G is a hyperbolic 3-manifold such that G is geomet-
rically finite with non-empty regular set and such that its convex core V = V (G)
has finite but non-zero volume. The boundary of V is always a pleated surface, with
bending locus a geodesic lamination pl(G). Assume that V (G) has no rank-2 cusps.
All our main results hold without this assumption, but writing down the proofs in
full generality does not seem to warrant all the additional comments and notation
entailed. If V has rank-1 cusps, compactify V by removing a horoball neighborhood
of each cusp. The interior of the resulting manifold N¯(G) is homeomorphic to H3/G.
The boundary of N¯(G) consists of closed surfaces obtained from ∂V by removing
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horospherical neighborhoods of matched pairs of punctures and replacing them with
annuli, see Figure 1. Denote by αP (G) the collection of core curves of these annuli.
Now let N¯ be a compact orientable 3-manifold whose interior N admits a complete
hyperbolic structure. Assume that the boundary ∂N¯ is non-empty and that it con-
tains no tori. Let α = {α1, . . . , αm} be a collection of disjoint, homotopically distinct
simple closed curves on ∂N¯ . In this paper we investigate hyperbolic 3-manifolds H3/G
such that N¯(G) is homeomorphic to N¯ and such that the bending locus of ∂V , to-
gether with the set αP (G) of core curves of the annuli described above, consists exactly
of the curves in α. Denote by P+(N,α) the space of all such structures, topologized as
a subset of the representation space R(N) = Hom(π1(N), SL(2,C))/SL(2,C), where
Hom(π1(N), SL(2,C)) is the space of homomorphisms from π1(N) to SL(2,C) and
SL(2,C) acts by conjugation. More generally, define the pleating variety P(N,α) to
be the space of structures for which the bending locus of ∂V and αP (G) are contained
in, but not necessarily equal to, α. We refer to a structure in P(N,α) as a convex
structure on (N¯, α). We emphasize that structures in P(N,α) must have convex
cores with finite non-zero volume, thus excluding the possibility that the group G is
Fuchsian.
For αi ∈ α, let θi be the exterior bending angle along αi, measured so that θi = 0
when αi is contained in a totally geodesic part of ∂V , and set θi = π when αi ∈ αP (G).
Then P+(N,α) is the subset of P(N,α) on which θi > 0 for all i.
In [5], Bonahon and Otal gave necessary and sufficient conditions for the existence
of a convex structure with a given set of bending angles. They show:
Theorem 1.1 (Angle parameterization) Let Θ : P+(N,α) → Rn be the map
which associates to each structure σ the bending angles (θ1(σ), . . . , θn(σ)) of the curves
in the bending locus α = {α1, . . . , αn}. Then Θ is a diffeomorphism onto a convex
subset of (0, π]n.
Moreover, the image is entirely specified by the topology of N¯ and the curve system α.
Reformulating their conditions topologically, we show in Theorem 2.4 that P+(N,α)
is non-empty exactly when the curves α form a doubly incompressible system on ∂N¯ ,
see Section 2.3. Thus their result shows that, provided these topological conditions are
satisfied, P+(N,α) is a submanifold ofR(N) of real dimension equal to the number of
curves in α, and that the bending angles uniquely determine the hyperbolic structure
on N .
In this paper we prove an analogous parameterization theorem for P(N,α) in
which we replace the angles along the bending lines by their lengths.
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Theorem A (Length parameterization) Let L : P(N,α)→ Rn be the map which
associates to each structure σ the hyperbolic lengths (lα1(σ), . . . , lαn(σ)) of the curves
in the bending locus α = {α1, . . . , αn}. Then L is an injective local diffeomorphism.
This follows from our stronger result that any combination of lengths and angles
also works:
Theorem B (Mixed parameterization) For any ordering of the curves α and for
any k, the map σ 7→ (lα1(σ), . . . , lαk(σ), θαk+1(σ), . . . , θαn(σ)) is an injective local dif-
feomorphism on P(N,α).
Remark With some further work, one can show that L is actually a diffeomorphism
onto its image. We hope to explore this, together with some applications of the
parameterization, elsewhere.
It is known that in the neighborhood of a geometrically finite representation,
R(N) is a smooth complex variety of dimension equal to the number of curves d
in a maximal curve system on ∂N¯ (see Theorem 3.2). Theorem A follows from the
following result on local parameterization:
Theorem C (Local parameterization) Let σ0 ∈ P(N,α), where α = {α1, . . . , αd}
is a maximal curve system on ∂N¯ . Then the map L : R(N) → Cd which asso-
ciates to a structure σ ∈ R(N) the complex lengths (λα1(σ), . . . , λαd(σ)) of the curves
α1, . . . , αd is a local diffeomorphism in a neighborhood of σ0.
To be precise, if σ0(αi) is parabolic, then λαi(σ) must be replaced with Tr σ(αi) in
the definition of L. This point, together with a precise definition of the complex
length λαi(σ), is discussed in detail in Section 3.1. It is not hard to show that when
restricted to P(N,α), the map L : R(N) → Cd is real-valued and coincides with L.
We remark that the map L is not globally non-singular; in fact we showed in [32]
that if G is quasifuchsian, then dL is singular at Fuchsian groups on the boundary of
P(N,α).
The origin of these results was [23], which proved the above theorems in the
very special case of quasifuchsian once-punctured tori, using much more elementary
techniques. In [10] we carried out direct computations which proved Theorem A for
some very special curve systems on the twice punctured torus. The results should
have various applications. For example, combining Theorem A with [32], when the
holonomy of N is quasifuchsian, one should be able to exactly locate P(N,α) in
R(N).
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As in [5], our main tool is the local deformation theory of cone manifolds developed
by Hodgson and Kerckhoff in [17]. LetM be the 3-manifold obtained by first doubling
N¯ across its boundary and then removing the curves α. It is easy to see that a convex
structure on N¯ gives rise to a cone structure on M with singular locus α. This means
that everywhere in M there are local charts to H3, except near a singular axis α,
where there is a cone-like singularity with angle 2(π − θα). Under the developing
map, the holonomy of the meridian mα around α is an elliptic isometry with rotation
angle 2(π − θα). The local parameterization theorem of Hodgson and Kerckhoff (see
our Theorem 3.3) states that in a neighborhood of a cone structure with singular
axes α = {α1, . . . , αd} and cone angles at most 2π, the representation space R(M)
is locally a smooth complex variety of dimension d, parameterized by the complex
lengths µα of the meridians. Notice that for a cone structure, µα is
√−1 times the cone
angle. Moreover, the condition that the µα are purely imaginary characterizes the
cone structures. This leads to a local version of the Bonahon-Otal parameterization
of convex structures in terms of bending angles.
To prove Theorem C, we use the full force of the holomorphic parameterization
of R(M) in terms of the µα. Under the hypothesis that α = {α1, . . . , αd} is max-
imal, the spaces R(M) and R(N) have the same complex dimension d. Moreover,
we have the natural restriction map r : R(M) → R(N). Consider the pull-back
F = L◦ r : R(M)→ Cd of the complex length function to R(M). Let ρ0 ∈ R(M) be
the holonomy representation of the cone structure obtained by doubling the convex
structure σ0 ∈ P(N,α). Theorem C will follow if we show that F is a local diffeomor-
phism near ρ0. The key idea is that F is a ‘real map’, that is, having identified the
cone structures in R(M) with Rd (strictly speaking with (iR)d), it has the properties:
F (Rd) ⊂ Rd (1)
F−1(Rd) ⊂ Rd. (2)
Using the fact that F is holomorphic, we show in Proposition 6.4 that this is sufficient
to guarantee that F has no branch points and is thus a local diffeomorphism.
The first inclusion (1) is relatively easy; the local parameterization by cone angles
allows us to show that, near the double of a convex structure, the holonomy of any
curve fixed by the doubling map has real trace (Corollary 5.4). Now consider the
inclusion (2). We factor F−1(Rd) as r−1(L−1(Rd)) and consider each of the preim-
ages separately. In Section 4 we use geometrical methods to prove the local pleating
theorem, Theorem 4.2, which states that near σ0, convex structures are characterized
by the condition that the complex lengths of the curves in the bending locus are real.
(Actually we have to introduce a slightly more general notion of a piecewise geodesic
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structure, in which we allow that some of the bending angles may be negative, cor-
responding to some cone angles greater than 2π.) Thus L−1(Rd) is locally contained
in P(N,α). The second main step in our proof, Theorem 5.1, uses the duality be-
tween the meridians and the curves in the bending locus to show that r is a local
holomorphic bijection between R(M) and R(N). To finish the proof of (2), note that
every convex structure is the restriction of some cone structure, namely, its double.
However, since by Theorem 5.1 the map r is one-to-one, the inverse image r−1(σ) of
a convex structure σ near σ0 can only be its double, and thus a cone structure as
required.
The plan of the rest of the paper is as follows. Sections 2 and 3 supply definitions
and background. In Section 2.3 we prove the topological characterization Theorem 2.4
of which curve systems can occur, giving some extra details in the Appendix. In order
to simplify subsequent arguments, we also show (Proposition 2.8) that the holonomy
representation of a cone structure coming from doubling a convex structure can always
be lifted to a representation into SL(2,C). Section 3 contains a brief review of the
relevant deformation theory, in particular expanding on the precise details of the
Hodgson-Kerckhoff parameterization near cusps.
The deduction of the global parameterization theorem, Theorem A, from the local
version Theorem C is carried out in Section 6. The main idea is to observe that the
Jacobian of the map L restricted to P(N,α), is the Hessian of the volume. We deduce
that it is positive definite and symmetric, from which follow both the injectivity in
Theorems A and B and some additional information on volumes of convex cores.
Acknowledgments We would like to thank Steve Kerckhoff and Max Forester for
their insightful comments and help, always dispensed with much generosity. We
would also like to thank Darryl McCullough for detailed suggestions about the Ap-
pendix. The second author is grateful for the support of her EPSRC Senior Research
Fellowship.
2 Convex structures and their doubles
2.1 The bending locus
The background material in this section is explained in detail in [27] and [29]. We give
a brief summary of the notions we will need. Let G be a geometrically finite Kleinian
group of the second kind, so that its regular set Ω(G) is non-empty. Let H(G) be
the hyperbolic convex hull of the limit set Λ(G) in H3, and assume that Λ(G) is not
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contained in a circle, or equivalently, that the interior of H(G) is non-empty. The
convex core of N(G) = H3/G is the 3-manifold with boundary V = V (G) = H(G)/G.
Alternatively, V (G) is the smallest closed convex subset of N(G) which contains all
closed geodesics. As stated in the introduction, we assume that V (G) contains no
rank-2 cusps.
As a consequence of the Ahlfors finiteness theorem, the boundary ∂V of V consists
of a finite union of surfaces, each of negative Euler characteristic and each with
possibly a finite number of punctures. Geometrically, each component Sj of ∂V is
a pleated surface whose bending locus is a geodesic lamination pl(Sj) on Sj, see for
example [11].
In this paper we confine our attention to the case of rational bending loci, in
which the bending lamination of each Sj is a set of disjoint, homotopically distinct
simple closed geodesics {αj1, . . . , αjnj}. We will use only the union of these curves,
renumbering them as {α1, . . . , αm}, so that m =
∑
nj . Let θi ∈ (0, π) denote the
exterior bending angle on αi measured so that θi → 0 as the outwardly oriented facets
of ∂V meeting along αi become coplanar.
It is convenient to modify the set {α1, . . . , αm} so as to include the rank-1 cusps
of ∂V as follows. Let N¯(G) be the compact 3-manifold with boundary obtained
from V by removing a horoball neighborhood of each cusp. Since G is geometrically
finite, N¯(G) is compact; the notation has been chosen to indicate that its interior is
homeomorphic to N(G). More precisely, choose ǫ > 0 sufficiently smaller than the
Margulis constant, so that the ǫ-thin part V(0,ǫ] (consisting of points in V at which
the injectivity radius is at most ǫ) consists only of finitely many disjoint rank-1 cusps.
Define N¯(G) to be the underlying manifold of the ǫ-thick part V[ǫ,∞). Note that for
any ǫ′ < ǫ, there is a strong deformation retract of V[ǫ′,∞) onto V[ǫ,∞), and hence as a
topological manifold, N¯(G) is well-defined, independent of the choice of ǫ.
The intersection Vǫ = V[ǫ,∞) ∩ V(0,ǫ] consists of the incompressible annuli which
come from the rank-1 cusps, see [29] for more details. The boundary ∂N¯(G) consists
of the closed surfaces obtained from ∂V by removing horospherical neighborhoods of
pairs of punctures and replacing them with the annuli in Vǫ, as shown in Figure 1.
Conversely, we see that ∂V can be obtained from ∂N¯ (G) by pinching the core curves
of Vǫ. Denote the core curves in Vǫ by αP (G) = {αm+1, . . . , αn}.
We define the bending locus of G to be the set pl(G) = {α1, . . . , αn}. We assign
the bending angle π to each curve in αP (G), corresponding to the fact that two facets
of ∂V which meet in a rank-1 cusp as in Figure 1, lift to planes in H3 which are
tangent at infinity, in which case the angle between their outward normals is π.
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Figure 1: Replacing a pair of punctures with an annulus.
2.2 Definition of a convex structure
In order to study variations of the structure defined in the last section, we now make
a more general topological discussion. Let N¯ be a compact orientable 3-manifold
whose interior N admits a geometrically finite hyperbolic structure. Assume that ∂N¯
is non-empty and contains no tori. A curve system on ∂N¯ is a collection of disjoint
simple closed curves α = {α1, . . . , αn} on ∂N¯ , no two of which are homotopic in
∂N¯ . In light of the previous section, we designate a subset αP of α as the parabolic
locus. The previous section describes a generic convex structure on (N¯ , α). We wish
however, to be slightly broader, by allowing the bending angles on some of the curves
in α to vanish. It is convenient to begin with the following slightly more general
definition. Note that both N¯ and N¯ − αP are homotopically equivalent to N .
Definition 2.1 A piecewise geodesic structure on (N¯ , α) with parabolic locus αP con-
sists of a pair (G, φ), where G is a geometrically finite Kleinian group whose convex
core has non-zero volume and where φ : N¯ − αP →֒ N(G) is an embedding such that
the following properties are satisfied:
(i) φ∗ : π1(N)→ π1(N(G)) is an isomorphism;
(ii) φ∗(γ) generates a maximal parabolic subgroup for every γ freely homotopic to a
curve in αP ;
(iii) the image φ(α) of each α ∈ α−αP is geodesic and the image of each component
of ∂N¯ − α is totally geodesic.
The closures in H3 of the lifts of the components of φ(∂N¯ − α) to H3 will be
called plaques. Clearly, each plaque is totally geodesic and each component of its
boundary projects to a geodesic φ(α), α ∈ α − αP . Notice that the plaques are not
necessarily contained in ∂H(G). However, since φ is an embedding, two plaques can
only intersect along a common boundary geodesic. We call such geodesics and their
projections bending lines.
Let x be a point on a bending line and let B be a small ball containing x. The two
plaques form a ‘roof’ which separates B into two components, exactly one of which
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is contained in Image(φ). Let ψα ∈ (0, 2π) be the angle between the plaques on the
side intersecting Image(φ) and let θα = π − ψα, so that θα = 0 when the plaques are
coplanar. We call θα the bending angle along α. Notice it is possible that θα < 0. If
α ∈ αP we again set θα = π.
We will often allude to a piecewise geodesic structure on (N¯, α) without mention-
ing its parabolic locus. This simply means that it is a piecewise geodesic structure
on (N¯, α) with some parabolic locus, which is unnecessary to specify. A piecewise
geodesic structure determines a holonomy representation π1(N) → PSL(2,C) up
to conjugation. Two piecewise geodesic structures are equivalent if their holonomy
representations are conjugate.
A piecewise geodesic structure is a generalization of a convex structure. In terms
of the above definition, we have:
Definition 2.2 A convex structure (G, φ) on (N¯ , α) with parabolic locus αP is a
piecewise geodesic structure on (N¯ , α) with the same parabolic locus, which satisfies
the additional property that the image of φ is convex.
Convexity is easily described in terms of bending angles; since local convexity
implies convexity, see for example [6] Corollary 1.3.7, a piecewise geodesic structure
is convex if and only if θα ≥ 0 for all α ∈ α. It follows easily from the definition
that if (G, φ) is a convex structure on (N¯ , α), then the image of φ is equal to the
convex core V (G). Furthermore, pl(G) will be contained in α and the core curves
αP (G) of the annuli around the rank-1 cusps described in the previous section, is
the parabolic locus of the convex structure. In other words, we are exactly in the
situation described in Section 2.1, except that we have allowed ourselves to adjoin to
the bending locus some extra curves along which the bending angle is zero.
2.3 Topological characterization of (N¯ , α)
As in the previous section, let N¯ be a compact orientable 3-manifold whose inte-
rior N admits a complete hyperbolic structure. We assume that ∂N¯ is non-empty
and contains no tori. Theorem 2.4 below gives a topological characterization of the
curve systems α on ∂N¯ for which there exists some convex structure on (N¯ , α). Our
statement is essentially a reformulation of results in [5].
First recall some topological definitions. A surface F ⊂ N¯ is properly embedded
if ∂F ⊂ ∂N¯ and F is transverse to ∂N¯ . An essential disk D ⊂ N¯ is a properly
embedded disk which cannot be homotoped to a disk in ∂N¯ by a homotopy fixing
∂D. An essential annulus A ⊂ N¯ is a properly embedded annulus which is not
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null homotopic in N¯ , and which cannot be homotoped into an annulus in ∂N¯ by a
homotopy which fixes ∂A.
Definition 2.3 (Thurston, [34]) Let N¯ be defined as above. A curve system α on
∂N¯ is doubly incompressible with respect to (N¯, ∂N¯) if:
D.1 There are no essential annuli with boundary in ∂N¯ − α.
D.2 The boundary of every essential disk intersects α at least 3 times.
The characterization is as follows:
Theorem 2.4 Let N¯ be defined as above and let α be a non-empty curve system on
∂N¯ . There is a convex structure on (N¯ , α) if and only if α is doubly incompressible
with respect to (N¯, ∂N¯ ).
Remark Thurston’s original definition has a third condition (D.3) which states that
every maximal abelian subgroup of π1(∂N¯ − α) is mapped to a maximal abelian
subgroup of π1(N¯). However, it can be shown that (D.1) implies (D.3). We thank
the referee for pointing this out.
The remainder of this subsection outlines a proof of Theorem 2.4.
The necessity of the condition on α is a consequence of the following result proved
in [5], whose proof we briefly summarize for the reader’s convenience:
Proposition 2.5 ([5] Propositions 4 and 7.) Let α = pl(G) be the bending lamina-
tion of a geometrically finite Kleinian group G, and let θi ∈ (0, π] be the bending angle
on αi. Let N¯(G) be the associated compact 3-manifold as defined in Section 2.1, and
let ξ be the measured lamination which assigns the weight θi to each intersection with
the free homotopy class of the curve αi on ∂N¯ (G). Then:
(i) For each essential annulus A in N¯(G), we have i(∂A, ξ) > 0.
(ii) For each essential disk D in N¯(G), we have i(∂D, ξ) > 2π.
Here i(γ, ξ) denotes the intersection number of a loop γ with the measured lamination
ξ =
∑
i θiαi. We remark that in [5], the theorem does not assume that the convex
core V (G) contains no rank-2 cusps. In that case, N¯(G) is defined analogously as the
manifold obtained from V (G) by removing disjoint horoball neighborhoods of both
rank-1 and rank-2 cusps.
Sketch of Proof. If i(∂A, ξ) = 0 then the two components of ∂A are either
freely homotopic to geodesics in H3/G or loops around punctures of ∂V (G). It is
impossible for one component of ∂A to be geodesic and one to be parabolic. If both
components are geodesic, lifting to H3, we obtain an infinite annulus whose boundary
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curves are homotopic geodesics at a bounded distance apart, which therefore coincide.
The resulting infinite cylinder bounds a solid torus in H3, from which one obtains
a homotopy of A into ∂N¯ (G), showing that A was not essential. Finally, if both
components of ∂A are parabolic, they can only be paired in a single rank-1 cusp of
V (G) from which it follows that A was not essential.
In the case of a disk, note that since G is torsion free, ∂D is necessarily indivisible
and moreover, cannot be a loop round a puncture. Thus if i(∂D, ξ) = 0, then ∂D
would be freely homotopic to a geodesic in H3/G, which is impossible. Now homotope
∂D to be geodesic with respect to the induced hyperbolic metric on ∂N¯ . We can also
homotope D fixing the boundary so that it is a pleated disk which is a union of totally
geodesic triangles. Note that the interior angles between two consecutive segments
in ∂D are greater than the dihedral angles between the corresponding planes. The
Gauss Bonnet Theorem applied to the pleated disk now gives the result. q.e.d.
Corollary 2.6 Let N¯ be defined as above and let α be a curve system on ∂N¯ . If
there exists a convex structure on (N¯ , α), then α is doubly incompressible with respect
to (N¯, ∂N¯).
Proof. We check the conditions for α to be doubly incompressible. The bending
measure of each curve is at most π. Thus (D.1 ) and (D.2 ) follow from conditions
(i) and (ii) of Proposition 2.5, respectively. Strictly speaking, conditions (i) and (ii)
imply that (D.1 ) and (D.2 ) hold for the curve system α′ ⊂ α on which θα′ > 0.
However, if (D.1 ),(D.2 ) hold for the subset α′, then they certainly hold for the larger
set α. q.e.d.
Conversely, we have:
Proposition 2.7 Let N¯ be as defined above. If α is a doubly incompressible curve
system with respect to (N¯, ∂N¯), then there is a convex structure on (N¯, α) for which
α = αP .
The idea of the proof is to show that the conditions on α guarantee that the manifold
M obtained by first doubling N¯ across ∂N¯ and then removing α is both irreducible
and atoroidal. It then follows from Thurston’s hyperbolization theorem for Haken
manifolds thatM admits a complete hyperbolic structure. It is not hard to show that
this structure on M induces the desired convex structure on (N¯ , α). The essentials
of the proof are contained in [5] The´ore`me 24. For convenience we repeat it in the
Appendix, at the same time filling in more topological details.
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2.4 Doubles of Convex Structures
A convex structure on (N¯ , α) naturally induces a cone structure on its double. Topo-
logically, we form the double DN¯ of N¯ by gluing N¯ to its mirror image τ(N¯) along
∂N¯ . We may regard τ as an orientation reversing involution of DN¯ which maps N¯
to τ(N¯) and fixes ∂N¯ pointwise.
A convex structure on (N¯ , α) clearly induces an isometric structure on τ(N¯).
Since gluing N¯ and τ(N¯) along ∂N¯ matches the hyperbolic structures everywhere
except at points in α, this naturally induces a cone structure on M = DN¯ −α. If the
bending angle along α ∈ α is θα, then the cone angle ϕα around α is 2(π− θα). More
precisely, a hyperbolic cone structure on M with singular locus α is an incomplete
hyperbolic structure on M whose metric completion determines a singular metric on
DN¯ with singularities along α. Often we refer to this simply as a cone structure on
(M,α). In the completion, each loop α ∈ α is geodesic and in cylindrical coordinates
around α, the metric has the form
dr2 + sinh2rdθ2 + cosh2rdz2, (3)
where z is the distance along the singular locus α, r is the distance from α, and θ is
the angle around α measured modulo some ϕα > 0. The angle ϕα is called the cone
angle along α, see [17]. More generally, a cone structure is allowed have cone angle
zero along a subset of curves in α, which in our case will be the parabolic locus αP of
the convex structure. This means that the metric completion determines a singular
metric on the interior of DN¯ − αP with singularities along α − αP as described in
Equation (3). The metric in a neighborhood of a missing curve α ∈ αP is complete,
making it a rank-2 cusp.
Geometric doubling can be just as easily carried out for a piecewise geodesic
structure on (N¯ , α). The only difference is that the resulting cone manifold may have
some cone angles greater than 2π.
Associated to a cone structure is a developing map dev : M˜ → H3 and a holonomy
representation ρ : π1(M) → PSL(2,C). It is well known that if the image of a
representation σ : π1(N¯) → PSL(2,C) is torsion free and discrete, then it can be
lifted to SL(2,C), see for example [8]. In the remainder of this section, we prove that,
even though in general it is neither free nor discrete, the holonomy representation of a
cone manifold M formed by geometric doubling can also be lifted. This conveniently
resolves any difficulties about defining the trace of elements ρ(γ) later on. In the
course of the proof, we shall find an explicit presentation for π1(M) in terms of
π1(N¯), and then describe explicitly how to construct the holonomy ρ of M starting
from the holonomy σ of N¯ .
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In general, suppose that G = 〈g1, . . . , gk | R1, . . . , Rl〉 is a finitely presented group.
To lift a homomorphism φ : G → H to a covering group H˜ → H , we have to show
that for each generator gi we can choose a lift φ˜(gi) ∈ H˜ of φ(gi) in such a way that
φ˜(gi1) . . . φ˜(gis) = idH˜ for each relation Ri = gi1 . . . gis = id in G.
Proposition 2.8 Suppose that the holonomy representation σ of a convex structure
on (N¯ , α) lifts to a representation σ˜ : π1(N¯) → SL(2,C). Then the holonomy repre-
sentation ρ for the induced cone structure on its double also lifts to a representation
ρ˜ : π1(M)→ SL(2,C).
Proof. We begin by finding an explicit presentation for π1(M) in terms of π1(N¯).
Let the components of ∂N¯ − α be S0, . . . , Sk. We will build up π1(M) first by an
amalgamated product and then by HNN-extensions by glueing N¯ − α to its mirror
image τ(N¯ − α) in stages, at the ith stage gluing Si to τ(Si).
For each i, pick a base point xi ∈ Si and pick paths βi from x0 to xi in N¯ − α.
Then τ(βi) is a path from τ(x0) to τ(xi) in τ(N¯). Let τi = τ |Si . First, glue S0 to τ(S0)
using τ0 to form a manifoldM0. Then π1(M0, x0) = π1(N¯, x0)∗π1(S0,x0)π1(τ(N¯), τ(x0)),
where π1(S0)→ π1(N¯) is induced by the inclusion ι : S0 →֒ N¯ and π1(S0)→ π1(τ(N¯))
is induced by τ ◦ ι.
Now suppose inductively we have glued Si−1 to τ(Si−1) forming a manifold Mi−1
and that we know π1(Mi−1, x0). Now glue Si to τ(Si) using τi and denote the re-
sulting manifold Mi. This introduces a new generator ei = βiτ(βi)
−1. Let Gi de-
note the image of π1(Si, xi) in π1(Mi−1, x0) under the inclusion map, where loops
based at xi are mapped to loops based at x0 by concatenating with βi. Then van-
Kampen’s theorem implies that the fundamental group π1(Mi, x0) has the presenta-
tion 〈π1(Mi−1, x0), ei | e−1i γei = τ(γ), γ ∈ Gi〉. In this way, we inductively obtain a
presentation for π1(M,x0).
We now want to give an explicit description of the holonomy representation ρ
for the doubled cone structure on M in terms of the holonomy representation σ for
the convex structure on N¯ . First consider σ. The base point x0 of N¯ is contained
in a totally geodesic plaque Π in the convex core boundary. The developing map
dev : ˜¯N → H3 and resulting holonomy representation σ : π1(N¯ , x0)→ PSL(2,C) are
completely determined by a choice of the image of dev(x0) and image of an inward
pointing unit normal n to Π at x0. Let devτ be the developing map of τ(N¯) for
which devττ(x0) = dev(x0) and devτ (n) = −dev(n). Now dev(x0) lies in a hyperbolic
plane which is fixed by the Fuchsian subgroup σ(π1(G0)). Let J be inversion in
this plane. Then J(dev(n)) = −dev(n) and we deduce that devτ ◦ τ = J ◦ dev and
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hence the associated holonomy representation σˆ : π1(τ(N¯))→ PSL(2,C) is given by
σˆ ◦ τ∗ = JσJ−1.
Clearly, dev and devτ together determine ρ. Our explicit description of ρ will
be found by inductively finding the holonomy representation ρi for the induced cone
structure on Mi, i = 0, 1, . . . , k.
Define a representation π1(N¯, x0) ∗ π1(τ(N¯), τ(x0)) → PSL(2,C) by specifying
that its restrictions to π1(N¯ , x0) and π1(τ(N¯), τ(x0)) are σ and σˆ respectively. Since
J(γ) = γ for γ ∈ π1(S0, x0), we deduce from the amalgamated product description of
π1(M0, x0) above that σ∗σˆ descends to a representation ρ0 : π1(M0, x0)→ PSL(2,C).
This is clearly the holonomy representation of M0. Now, suppose inductively that
we have found the holonomy representation ρi−1 : π1(Mi−1, x0) → PSL(2,C). From
the HNN-extension description of π1(Mi, x0), we see that in order to compute ρi, it is
sufficient to find ρ(ei). It is not hard to see that ρ(ei) = JiJ , where Ji is the orientation
reflection in the plane through dev(xi) which is fixed by the Fuchsian group σ(Gi).
The holonomy representation ρ of π1(M) is equal to ρk found inductively in this way.
Finally, this careful description allows an easy solution of the lifting problem.
Given a lifting σ˜ : π1(N¯) → SL(2,C) of the holonomy representation σ : π1(N¯) →
PSL(2,C), we want to define a corresponding lifted representation ρ˜ of ρ. Following
the inductive procedure for constructing ρ above, we see that the only requirement on
ρ(ei) is that it satisfy the relation ρ(ei)
−1ρ(γ)ρ(ei) = ρ(τ(γ)) for all γ ∈ Gi. Thus we
have to show that at each stage the isometry ρ(ei) = JiJ can be lifted to an element
ρ˜(ei) ∈ SL(2,C) which satisfies the relation
ρ˜(ei)
−1ρ˜(γ)ρ˜(ei) = ρ˜(τ(γ)).
Since ρ(τ(γ)) = Jρ(γ)J , this relation reduces in PSL2(C) to Ji commuting with
ρ(γ) = σ(γ) for all γ ∈ Gi. This just means that Ji fixes axes of elements in σ(Gi),
which is clearly the case. The lifted relation is obviously satisfied independently of
the choice of σ˜(γ) and for either choice of lift of JiJ , which is all we need. q.e.d.
The following general fact about lifting is also clear:
Proposition 2.9 Suppose that a representation ρ0 ∈ Hom(π1(M), PSL(2,C)) lifts
to SL(2,C). Then ρ0 has a neighborhood in Hom(π1(M), PSL(2,C)) in which every
representation also lifts to SL(2,C).
Here,Hom(π1(M), PSL(2,C)) is the space of homomorphisms from π1(M) to SL(2,C).
It has the structure of a complex variety, which is naturally induced from the complex
structure on SL(2,C).
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3 Deformation spaces
Let N¯ be a compact orientable 3-manifold whose interior N admits a complete hyper-
bolic structure. As usual, assume that ∂N¯ is non-empty and contains no tori. Let α
be a doubly incompressible curve system on ∂N¯ and let M = DN¯ − α. The possible
hyperbolic structures on N and cone structures on M are locally parameterized by
their holonomy representations σ : π1(N)→ PSL(2,C) and ρ : π1(M)→ PSL(2,C)
modulo conjugation. As shown in Proposition 2.8, all the representations relevant to
our discussion can be lifted to SL(2,C). Thus from now on, to simplify notation,
we shall use σ and ρ to denote the lifts of the holonomy representations of N,M
respectively to SL(2,C).
Let W denote either N or M and consider the space of representations R(W ) =
Hom(π1(W ), SL(2,C))/SL(2,C), where SL(2,C) acts by conjugation. When it is
necessary to make a distinction, the equivalence class of ω ∈ Hom(π1(W ), SL(2,C))
will be denoted [ω], although to simplify notation we often simply write ω ∈ R(W ).
Although in general, R(W ) may not even be Hausdorff, in the cases of interest to us
the results below show that it is a smooth complex manifold. (Section 3 of the survey
[13] is a good reference for further details.)
First we consider R(N). If αP is a fixed curve system on ∂N¯ , let P be the set of
elements in π1(N) which are freely homotopic to a curve in αP . We denote by RP (N)
the image in R(N) of the set of all representations σ : π1(N) → SL(2,C) for which
σ(γ) is parabolic for all γ in P .
Now let σ : π1(N)→ SL(2,C) be the holonomy representation for a geometrically
finite structure on N . Put G = σ(π1(N)) and let αP be the collection of core curves
of the annuli in the parabolic locus of V (G). From the Marden Isomorphism Theo-
rem [26], we have that a neighborhood of [σ] in RP (N) can be locally identified with
the space of quasiconformal deformations of N(G) = H3/G. By Bers’ Simultaneous
Uniformization Theorem [1], this space is isomorphic to ΠiTeich(Si)/Mod0(Si), where
Si are the components of ∂V , Teich(Si) is the Teichmu¨ller space of Si, and Mod0(Si)
is the set of isotopy classes of diffeomorphisms of Si which induce the identity on the
image of π1(Si) in π1(N). If Si has genus gi with bi punctures, then Teich(Si) has
complex dimension di = 3gi − 3 + bi. Note that di is also the maximal number of
elements in a curve system on Si. Thus we obtain:
Theorem 3.1 Let N be a geometrically finite hyperbolic 3-manifold with holonomy
representation σ : π1(N) → SL(2,C). Let P be the set of elements in γ ∈ π1(N)
such that σ(γ) is parabolic. Then RP (N) is a smooth complex manifold near [σ], of
complex dimension
∑
i di.
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Since we wish to allow deformations which ‘open cusps’, we will also need the
smoothness of R(N). Since σ(π1(N)) is geometrically finite, the punctures on the
surfaces Si are all of rank-1 and they are all matched in pairs, see [26] and the
discussion accompanying Figure 1. Thus the number of rank-1 cusps is
∑
i bi/2 and
opening up each pair contributes one complex dimension. Note that
∑
i(di + bi/2)
is the number of elements in a maximal curve system on ∂N¯ . The following result
is [19] Theorem 8.44, see also [16] Chapter 3:
Theorem 3.2 Let N be a geometrically finite hyperbolic 3-manifold with holonomy
representation σ : π1(N) → SL(2,C). Then R(N) is a smooth complex manifold
near [σ], of complex dimension
∑
i(di + bi/2).
The special case in which π1(N) is a surface group (so σ is quasifuchsian) is treated
in more detail in [14]. We remark that in [19], the above theorem is also stated in
the case in which ∂N¯ contains tori.
Now let us turn to the deformation space R(M) where M is a cone manifold
as above. The analogous statement to Theorem 3.2 in a neighborhood of a cone
structure is one of the main results in [17]. In fact, Hodgson and Kerckhoff give a
local parameterization of R(M) by the complex lengths of the meridians. In terms of
the coordinates in Equation (3) in Section 2.4, a meridian m = mα is a loop around
a singular component α, which can be parameterized as (r(t), θ(t), z(t)) = (r0, t, z0)
where t ∈ [0, ϕα]. By fixing an orientation on α, the meridian can be chosen so
that m is a right-hand screw with respect to α. To define an element in π1(M,x0),
simply choose a loop in π1(M,x0) freely homotopic to m. The particular choice is not
important, since we shall mainly be concerned with the complex length or trace. By
abuse of notation, we shall often write ρ0(α), ρ0(m) to denote ρ0(γ) where γ ∈ π1(M)
is freely homotopic to α or m, as the case may be. We assume that all representations
concerned can be lifted to SL(2,C).
Theorem 3.3 ([17] Theorem 4.7) Let M be a finite volume 3-dimensional hyperbolic
cone manifold whose singular locus is a collection of disjoint simple closed curves
α = {α1, . . . , αn}. Let ρ0 : π1(M)→ SL(2,C) be a lift of the holonomy representation
for M . If all the cone angles ϕi satisfy 0 ≤ ϕi ≤ 2π, then R(M) is a smooth complex
manifold near [ρ0] of complex dimension n. Further, if m1, . . . , mn are homotopy
classes of meridian curves and if 0 < ϕi ≤ 2π, then the complex length map M :
R(M)→ Cn defined by M([ρ]) = (λ(ρ(m1)), . . . , λ(ρ(mn))) is a local diffeomorphism
near [ρ0].
Here λ(ρ(mi)) denotes the complex length of ρ(mi), discussed in more detail in the
next section. Structures for which ϕi = 0 are excluded from the local parameterization
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given by the mapM because strictly speaking, the complex length of ρ(mi) cannot be
defined as a holomorphic function in a neighborhood of [ρ0] when ρ0(mi) is parabolic.
However, in such a case, replacing the complex length λ(ρ(mi)) with its trace Trρ(mi)
again gives a local parameterization of R(M). This and the case in which ϕi = 2π
are expanded upon in the next section (see also the proof of Theorem 4.5 in [17] and
the remark at the end of their section 4).
3.1 Local deformations and complex length
The complex length λ(A) of A ∈ SL(2,C) is determined from its trace by the equation
TrA = 2coshλ(A)/2. Since z 7→ cosh z is a local holomorphic bijection except at its
critical values where cosh z = ±1, the function [ρ] 7→ λ(ρ(γ)) is locally well-defined
and holomorphic on the representation space R(M), except possibly at points for
which ρ(γ) is either parabolic or the identity in SL(2,C).
If TrA 6= ±2, then Reλ(A) is the translation distance of A along its axis and
Imλ(A) is the rotation. The sign of both these quantities depends on a choice of
orientation for AxA, corresponding to the ambiguity in choice of sign for λ(A) in its
defining equation. For a detailed discussion of the geometrical definition, see [12] V.3
or [33].
To study local deformations, we work at a point [ρ0] ∈ R(M), and study the
possible conjugacy classes of one parameter families of holomorphic deformations
t 7→ [ρt] ∈ R(M), defined for t in a neighborhood of 0 in C. For each γ ∈ π1(M),
the derivative ρ˙(γ) = d
dt
|t=0(ρt(γ)ρ−10 (γ)) is an element of the Lie algebra sl(2,C). In
this way, an infinitesimal deformation defines a function ρ˙ = z : π1(M) → sl(2,C).
The fact that ρt(γ1γ2) = ρt(γ1)ρt(γ2) for all t and γ1, γ2 ∈ π1(M), forces z to satisfy
the cocycle condition z(γ1γ2) = z(γ1)+Adρ0(γ1)z(γ2). The fact that holomorphically
conjugate representations are equal inR(M) implies that an infinitesimal deformation
with a cocycle of the form z(γ) = v−Adρ0(γ)v for some v ∈ sl(2,C), is trivial. Thus
the space of infinitesimal holomorphic deformations of [ρ0] in R(M) is identified with
the cohomology group H1(M ;Adρ0) of cocycles modulo coboundaries. Moreover, if
R(M) is smooth at [ρ0], then H1(M ;Adρ0) can be identified with the holomorphic
tangent space T[ρ0]R(M). A good summary of this material can be found in [19], see
also [14] and [16].
Let us look in more detail at the parameterization of R(M) given in Theo-
rem 3.3. In [17], Corollary 1.2 combined with Theorems 4.4 and 4.5 shows that
if ρ is the holonomy representation of a cone-structure with cone angles at most 2π,
then Hom(π1(M), SL(2,C)) is a smooth manifold of dimension n+3 near ρ and that
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the restriction map res : H1(M ;Adρ) → ⊕ni=1H1(mi;Adρ) is injective. Specifying a
parameterization is then only a matter of choosing a map Φ : R(M) → Cn whose
derivative can be identified with res. Expanding on the discussion in [17], we will
verify that the map Φ can be taken to be M defined above. We emphasize that if
a cone angle ϕi vanishes, then the corresponding parameter should be changed from
complex length λ(ρ(mi)) to trace Tr ρ(mi).
Denote the basis vectors of sl(2,C) as follows:
u+ =
(
0 1
0 0
)
, u− =
(
0 0
1 0
)
, v =
(
1 0
0 −1
)
.
Also let Tαi denote the boundary torus of a tubular neighborhood of the singular
axis αi. For simplicity, in what follows, we drop the subscript i so that π1(Tα) is
generated by a longitude α and a meridian m. As above, we use ρ0(α), ρ0(m) to
denote the image ρ0(g) where g ∈ π1(M) is in the appropriate free homotopy class.
Note that since ρ0 will always be the double of a convex structure, we may assume
that ρ0(α) 6= id.
Case 1. Suppose first that we are in the generic situation in which ρ0(α) is loxo-
dromic and Tr ρ0(m) 6= ±2. Since ρ0(α) and ρ0(m) commute, they have the same
axis. By conjugation we may put the end points of this axis at 0 and ∞, with the
attracting fixed point of ρ0(α) at∞. For ρ near ρ0, the attracting and repelling fixed
points of ρ(α) are also holomorphic functions of Tr ρ(α), thus we can holomorphically
conjugate nearby representations so that these points are still at 0 and ∞, respec-
tively. Now choose the local holomorphic branch f : R(M) → C of λ(ρ(m)) so that
ρ(m) =
(
ef(ρ) 0
0 e−f(ρ)
)
. (Notice that the two representations
(
e±f(ρ) 0
0 e∓f(ρ)
)
are
conjugate by rotation by π about a point on the axis, but that the deformations
are distinct since there is no smooth family of conjugations ut with u0 = id and
utρ
−1
t u
−1
t = ρt.)
It follows easily that under the restriction map πm : H
1(M ;Adρ0)→ H1(m;Adρ0),
the infinitesimal deformation ρ˙ is mapped to the cocycle πm(ρ˙) with πm(ρ˙)(m) =
f ′(0)v, where f ′(0) denotes the derivative of f(ρt) at t = 0.
Case 2. Now suppose that ρ0(α) is loxodromic but that Tr ρ0(m) = ±2. Since
ρ0(α) and ρ0(m) commute, ρ0(m) must be the identity in SL(2,C). However, using
the fixed points of ρ(α), we can conjugate as before so that ρ(m) =
(
ec(ρ) 0
0 e−c(ρ)
)
for some locally defined holomorphic function c, which we can take to be the lo-
cal definition of λ(ρ(m)). In fact, since in this situation both ρ(αm) and ρ(α) are
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loxodromic, one sees that c(ρ) can be defined by the formula c(ρ) = λ(ρ(αm)) −
λ(ρ(α)). The discussion then proceeds as before and we again have πm(ρ˙)(m) = c
′(0)v
with πm defined as above. (In this case H
1(m; Id) = C3. However, the map
H1(M ;Adρ0) → H1(m;Adρ0) factors through H1(M ;Adρ0) → H1(Tα;Adρ0) and
one can check directly that H1(Tα;Adρ) = C
2 is spanned by the cocycles defined by
z1(m) = v, z1(α) = 0 and z2(m) = 0, z2(α) = v.)
Case 3. Finally suppose that ρ0(α) is parabolic. Since ρ0(α) and ρ0(m) commute,
ρ0(m) is either parabolic or the identity. However it is easy to see from the discussion
in the proof of Proposition 2.8 that, if γ ∈ π1(M) corresponds to a meridian m, then
ρ0(γ) is the product of reflections in the two tangent circles which contain the plaques
of ∂H which meet at the fixed point of ρ0(γ), and is hence parabolic.
Lemma 3.4 Suppose that t 7→ At is a holomorphic one parameter family of defor-
mations of a parabolic transformation ρ0(m). Then there is a neighborhood U of 0 in
C such that At is either always parabolic or always loxodromic for t ∈ U−{0}. In the
first case, t 7→ At is holomorphically conjugate to the trivial deformation t 7→ A(0).
In the second case, At is holomorphically conjugate to
(
ut/2 (u
2
t − 4)/2
1/2 ut/2
)
, where
ut = TrAt.
Proof. Without loss of generality, we may assume that TrA0 = 2. For the first
statement, note that t → TrAt is holomorphic so that TrAt − 2 either vanishes
identically or has an isolated zero at 0. Write At =
(
a(t) b(t)
c(t) d(t)
)
. Conjugating by
z 7→ 1/z if necessary, we may assume that c 6= 0. In the first case, translating by z 7→
z− (d− a)/c, we may assume that At =
(
1 0
c(t) 1
)
. In the second case, conjugation
by the translation z 7→ z − (d− a)/2c arranges that a(t) = d(t). Conjugating by the
scaling by z 7→ 4c2z arranges that c(t) = 1/2. q.e.d.
It follows that the image of an infinitesimal deformation under the restriction map
is the cocycle which assigns to m the derivative of t 7→ At with At as in the second
case in the above lemma. By direct computation, we calculate that πm(ρ˙)(m) =
u′(0)(2u+ − u−/4− v/2).
If no elements ρ0(mi) are parabolic, then Cases 1 and 2 establish our claim that
the restriction map H1(M ;Adρ0) → ⊕ni=1H1(mi;Adρ0) is equal to the derivative of
the map M at ρ0. If some ρ0(mi) are parabolic, then Case 3 shows the same is true
provided we replace complex length by trace. In summary, we have shown that we
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can choose, for each i, a linear map hi : H
1(mi;Adρ0) → C so that the composition
(h1, . . . , hn) ◦ res : H1(M ;Adρ0) → Cn is still injective and equals the derivative
dMρ0 : H1(M ;Adρ0)→ Cn.
By similar computations we now show that in the neighborhood of a cusp the
traces of the longitudes can equally be taken as local parameters. This is crucial in
proving Theorem C.
Proposition 3.5 Let M be a 3-dimensional hyperbolic cone manifold and suppose
that ρ0 : π1(M)→ SL(2,C) is a lift of the holonomy representation. For each bound-
ary torus Tαj , let mj be the meridian and let αj be the longitude. Take local param-
eters zj(ρ) = Tr ρ(mj) if ρ0(mj) is parabolic and zj = λ(ρ(mj)) otherwise. If ρ0(mi)
is parabolic, then ∂ Tr ρ(αi)/∂zi 6= 0, while ∂ Tr ρ(αi)/∂zj = 0 for j 6= i.
This result can be extracted from the proof of Thurston’s hyperbolic Dehn surgery
theorem, see [35]. In fact, ∂ Tr ρ(αi)/∂ Tr ρ(mi) = τ
2
i , where τi is the modulus of the
induced flat structure on Tαi . We remark that the Dehn surgery discussion takes place
in a 2n-fold covering space of R(M) on which one defines complex variables ui such
that Tr ρ(mi) = 2coshui/2, see also [2] B.1.2. We shall give a separate proof which
clarifies that Proposition 3.5 follows from a fact about representations of π1(T
2) for
a torus T 2 into SL(2,C). It is based on the following simple computation:
Lemma 3.6 Suppose that t 7→ ρt is a holomorphic one parameter family of deforma-
tions of a representation ρ0 : π1(T )→ SL(2,C), defined on a neighborhood U of 0 in
C, such that ρ0(m) is parabolic, ρ0(α) 6= id, and such that ρt(m) = At has the canon-
ical form of Lemma 3.4 above. Then there exists a holomorphic function h : U → C
such that h(0) 6= 0 and such that ρt(α) = Bt has the form
(
vt/2 h(t)(u
2
t − 4)/2
h(t)/2 vt/2
)
,
where vt = TrBt and h
2(t)(u2t − 4) = v2t − 4.
Proof. If t 6= 0, since Bt and At commute, Bt must be loxodromic with the same
fixed points as At. It follows that the diagonal entries of Bt must be equal. Thus
Bt =
(
vt/2 k(t)/2
h(t)/2 vt/2
)
for analytic functions h, k with v2t − 4 = hk. The condition
on fixed points gives h2(t)(u2t−4) = (v2t −4) and the form of Bt follows. By continuity
we must have B0 =
( ±1 0
h(0)/2 ±1
)
and since ρ0(α) must be parabolic, h(0) 6= 0.
q.e.d.
Proof of Proposition 3.5: To complete the proof, note that the relation h2(t)(u2t−
4) = v2t − 4 gives v′(0) = u′(0)h2(0) which proves the first statement. To see that the
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other derivatives vanish, note that since αi and mi commute, any deformation which
keeps mi parabolic necessarily also keeps αi parabolic. q.e.d.
4 The local pleating theorem
In this section we prove Theorem 4.2, the local pleating theorem, which locally charac-
terizes piecewise geodesic structures by the condition Trσ(α) ∈ R for all α ∈ α. This
is the first main step in the proof of the local parameterization Theorem C. As usual,
let N¯ be a hyperbolizable 3-manifold such that ∂N¯ is non-empty and contains no tori,
and let α be a doubly incompressible curve system on ∂N¯ . We denote by G(N,α) the
set of piecewise geodesic structures on (N¯, α) and by P(N,α) the subset of convex
structures in G(N,α). We shall frequently identify these sets with the corresponding
holonomy representations in R(N), and topologize G(N,α) as a subspace of R(N).
Recall that a structure in G(N,α) is convex if and only if the bending angles satisfy
0 ≤ θα(σ) ≤ π for all α ∈ α.
We begin with the necessity of the condition that σ(α) have real trace. In the
case of convex structures, this was the starting point of [21].
Proposition 4.1 If σ ∈ G(N,α), then Tr(σ(α)) ∈ R for all α ∈ α.
Proof. This is essentially the same as [21] Lemma 4.6. Let (G, φ) be the piecewise
geodesic structure with holonomy φ∗ = σ. If γ ∈ π1(N) is freely homotopic to a
curve in α, then g = σ(γ) is either parabolic, in which case the result is obvious, or
loxodromic. If g is loxodromic, by definition of a piecewise geodesic structure, Ax g is
the intersection of two plaques N1,N2 of φ(∂N¯ − α). Since the image of Ni, i = 1, 2,
under g is a plaque which contains Ax g, either g(Ni) = Ni, i = 1, 2, or the two
plaques are contained in a common plane Π which is rotated by π and translated
along Ax g. In the first case, the half-plane with boundary Ax g which contains N1
is mapped to itself under g. This can only happen if g is purely hyperbolic and
hence Tr σ(γ) ∈ R as desired. To see that the second case cannot arise, consider the
r-neighborhood R of Ax g and its intersection with φ˜(N¯ − αP ), where φ˜ is a lift of φ
to the universal cover of N¯ − αP . Since φ˜ is an embedding that takes ∂N¯ − αP to
∂ Im φ˜, we see that for small enough r > 0, R ∩ Im φ˜ is a half-tube with boundary
R ∩Π. Since g preserves Im φ˜ and R, we see that g cannot rotate Π by π. q.e.d.
In general, the converse of Proposition 4.1 is false, see for example Figure 3
in [21]. If however, α is maximal, the converse holds in the neighborhood of a convex
structure:
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Theorem 4.2 (Local pleating theorem) Let σ0 ∈ P(N,α) where α is a maximal
doubly incompressible curve system on ∂N¯ . Let P be the set of elements γ ∈ π1(N)
such that σ0(γ) is parabolic. Then there is a neighborhood U of σ0 in RP (N) such
that if σ ∈ U and Tr σ(α) ∈ R for all α ∈ α, then σ ∈ G(N,α).
If the curve system α is not maximal, it is easy to see that the theorem is false, be-
cause there are geodesic laminations contained in what was initially a plaque of ∂N¯−α
which are not contained in α, along which some nearby structures become bent. No-
tice also that although the initial structure is convex, when some initial bending angle
θα(σ0) vanishes, we can only conclude that nearby structures are piecewise geodesic
because θα(σ) can become negative. If however, the initial bending angles θα(σ0)
are all strictly positive, the trace conditions guarantee that locally structures remain
convex. A special case of Theorem 4.2 was proved in the context of quasifuchsian
once-punctured tori in [22].
The idea of the proof is the following. We always work in a neighborhood of
[σ0] in RP (N) in which all groups Gσ = σ(π1(N)) are quasiconformal deformations
of G0 = σ0(π1(N)). Thus by assumption, σ(γ) is parabolic if and only if σ0(γ) is
parabolic. Our assumption that Tr σ(α) ∈ R implies that if γ ∈ π1(N) is freely
homotopic to a curve in α, then σ(γ) is either parabolic or strictly hyperbolic. Let
AH(σ) denote the set of axes of the hyperbolic elements in this set and AP (σ) denote
the set of parabolic fixed points, and let A(σ) = AH(σ) ∪AP (σ).
Consider first the group G0. Its convex hull boundary lifts to a set Xσ0 ⊂ H3
made up of a union of totally geodesic plaques which meet only along their boundaries,
which are axes in AH(σ0). Each component of Xσ0 separates H3, all the components
together cutting out the convex hull H(G0). (Notice that if ∂N¯ is compressible, Xσ0
may not be simply connected. Nevertheless, the closure of exactly one component of
H3 −Xσ0 contains H(G0).)
Now suppose we have σ near σ0 such that Tr σ(α) ∈ R for α ∈ α. The axes AH(σ)
are near to those in AH(σ0). Because the traces remain real, axes in a common plaque
remain coplanar, so that we can define a corresponding union of plaques Xσ. The
main point is to show that, like the plaques making up Xσ0 , these nearby plaques also
intersect only along their boundaries, in the corresponding axes of AH(σ). In other
words, with the obvious provisos about smoothness along the bending lines, Xσ is a
2-manifold without boundary embedded in H3. Then a standard argument can be
used to show that each component of Xσ separates H
3. Together the components cut
out a region Eσ which is close to the convex hull H(G0). Finally we show that the
quotient Eσ/Gσ is the image of the induced embedding φσ : N¯ −αP →֒ N(Gσ). This
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defines a piecewise geodesic structure on (N¯ , α) with parabolic locus αP .
In more detail we proceed as follows. First consider the initial convex struc-
ture φ0 : N¯ − αP →֒ N(G0) with holonomy representation σ0. Since α is maximal,
the closure of each component Q of φ0(∂N¯ − α) is a totally geodesic pair of pants
with geodesic boundary (where we allow that some of the boundary curves may be
punctures), so a lift Q˜ = Q˜σ0 of such a component Qσ0 will be contained in a plane
Π(Q˜) ⊂ H3. Let Γ(Q˜) be the stabilizer of Π(Q˜) in G0. The closure of Q˜ in Π(Q˜) is
the Nielsen region (i.e. the convex core) N (Q˜) of Γ(Q˜) acting on Π(Q˜); by definition
N (Q˜) is a plaque of φ0(N¯ − αP ). Since Q is a three holed sphere (where a hole may
be a puncture), Γ(Q˜) is generated by three suitably chosen elements σ0(γi), i = 1, 2, 3
whose axes project to the three boundary curves of the closure of Q.
Let Xσ0 be the union of all the Nielsen regions. Since φ0 is a convex structure,
φ0(∂N¯ − αP ) = ∂V (G0) and so Xσ0 = ∂H(G0). Each plaque N (Q˜) is adjacent to
another plaque N (Q˜′) along an axis in AH(σ0). Moreover, ifN (Q˜),N (Q˜′) are distinct
plaques then their intersection is either empty or coincides with an axis in AH(σ0).
Thus Xσ0 is a 2-manifold without boundary in H
3.
Now suppose we have a representation [σ] near [σ0] in RP (N). By normalizing
suitably, we can arrange that σ(γ) is arbitrarily near σ0(γ) for any finite set of elements
γ ∈ π1(N). The assumption is that Trσ(γ) ∈ R whenever γ is freely homotopic to
a curve in α. This implies that if σ0(γ1), σ0(γ2), σ0(γ3) generate Γ(Q˜σ0), then the
subgroup Γ(Q˜σ) generated by σ(γ1), σ(γ2), σ(γ3) is Fuchsian with invariant plane
Π(Q˜σ) (see for example [30] Project 6.6). Here Q˜σ is the interior of the Nielsen region
N (Q˜σ) of Γ(Q˜σ) acting on Π(Q˜σ). Define Xσ to be the union of all the Nielsen
regions N (Q˜σ). Without presupposing that the structure σ is piecewise geodesic, call
N (Q˜σ) a plaque of Xσ. Note that N (Q˜σ) is determined by the axes Axσ(γi) if σ(γi)
is hyperbolic, or the fixed points and tangent directions of σ(γi) if γi is parabolic
where i = 1, 2, 3.
As sketched above, we want to show that the regions making up Xσ intersect
only along their boundaries, in other words, that Xσ is a 2-manifold embedded in
H3. We begin with a lemma which describes how distinct plaques can intersect. Let
HomP (π1(N), SL(2,C)) denote the subset of σ ∈ Hom(π1(N), SL(2,C)) such that
σ(γ) is parabolic for all γ ∈ P . For convenience, we denote by R(α) the subset of
elements σ ∈ Hom(π1(N), SL(2,C)) satisfying the condition that Tr σ(α) ∈ R for all
α ∈ α.
Lemma 4.3 For σ near σ0 in HomP (π1(N), SL(2,C))∩R(α), if two distinct plaques
N (Q˜σ),N (Q˜′σ) intersect, then the intersection either coincides with an axis in AH(σ)
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or must meet such an axis.
Proof. Suppose first that the two plaques intersect transversely. Since each plaque
is planar, their intersection is a geodesic arc βˆ which either continues infinitely in at
least one direction, ending at a limit point in Λ(Γ(Q˜σ)) ∩ Λ(Γ(Q˜′σ)), or which has
both endpoints on axes in AH(σ). In the first case, since Λ(Γ(Q˜σ)) ∩ Λ(Γ(Q˜′σ)) =
Λ(Γ(Q˜σ) ∩ Γ(Q˜′σ)) 6= ∅ (see for example [27] Theorem 3.14), we have that Υσ =
Γ(Q˜σ) ∩ Γ(Q˜′σ) 6= {1}. Since Υσ preserves both N (Q˜σ) and N (Q˜′σ), it preserves the
geodesic segment βˆ in which they intersect. Therefore, Υσ is an elementary subgroup
generated by a hyperbolic isometry whose axis β contains βˆ.
Now, for σ near σ0, since σσ
−1
0 : G0 → Gσ is a type-preserving isomorphism which
maps Γ(Q˜σ0), Γ(Q˜
′
σ0
) to Γ(Q˜σ), Γ(Q˜
′
σ) respectively, it follows that Υ0 = Γ(Q˜σ0) ∩
Γ(Q˜′σ0) is also generated by a loxodromic isometry. Its axis must lie in both of the
Nielsen regions N (Q˜σ0) and N (Q˜′σ0) and must therefore be a geodesic in AH(σ0).
Thus, in this case, βˆ must continue infinitely in both directions so that βˆ = β and β
must be contained in AH(σ).
Finally, if N (Q˜σ) and N (Q˜′σ) are coplanar, the same argument works if we choose
βˆ to be any geodesic in N (Q˜σ) ∩ N (Q˜′σ). q.e.d.
The point of the above lemma is that intersections between plaques always meet
in the inverse image of a suitably chosen compact subset of Xσ/Gσ, because we
can always arrange for the axes AH(σ) not to penetrate far into the cusps. More
precisely, by the Margulis lemma, for each σ we can choose a set of disjoint horoball
neighborhoods of the cusps in H3/Gσ. If pσ is a parabolic fixed point of Gσ, let H(pσ)
denote the corresponding lifted horoball in H3. Since we are deforming through
type preserving representations, we may assume that in a neighborhood U of σ0, the
horoballs H(pσ) vary continuously with σ, in the sense that in the unit ball model
of H3, their radii and tangent points move continuously. Moreover, since the finitely
many geodesics whose lifts constitute AH(σ) have uniformly bounded length in U ,
they penetrate only a finite distance into any cusp. Therefore, by shrinking the
horoballs H(pσ) and replacing U by a smaller neighborhood if necessary, we may
assume that AH(σ)∩H(pσ) = ∅ for all pσ and for all σ ∈ U . Thus, the lemma implies
that if two plaques intersect, then their intersection meets in Yσ = Xσ ∩ Hσ, where
Hσ = H
3 − ∪H(pσ) is the complement of the horoball neighborhoods.
The action of Γ(Q˜σ0) on N (Q˜σ0) has a fundamental polygon (for example, made
of two adjacent right angled hexagons, where some of the sides may be degenerate if
Γ(Q˜σ0) contains parabolics) whose intersection F (Q˜σ0) with Hσ0 is compact. Choose
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a fundamental polygon for each pair of pants and let K0 = ∪ki=lFi(σ0) be the union
of such compact pieces, where k is the total number of pairs of pants in ∂N¯ − α.
We can define for σ near σ0, corresponding fundamental polygons and compact set
Kσ = ∪ki=lFi(σ). The projection Kσ/Gσ is equal to Yσ/Gσ. We shall denote the
plaque containing Fi(σ) as Ni(σ). Clearly, the projection ∪ki=1Ni(σ)/Gσ is equal to
Xσ/Gσ. In particular, an arbitrary plaque N (σ) of σ is a translate σ(γ)Ni(σ) for
some i ∈ {1, . . . , k} and some γ ∈ π1(N).
Let ǫ > 0 and define K to be the closed ǫ-neighborhood of K0 in H
3. Since each
compact set Fi(σ) is determined by a finite number of axes and parabolic points in
A(σ) and since the position of an axis or parabolic point in A(σ) varies continuously
with σ, there exists a neighborhood U of σ0 such that the Hausdorff distance between
Fi(σ) and Fi(σ0) is at most ǫ for all σ ∈ U and for all i = 1, . . . , k. Thus, Kσ ⊂ K
for all σ ∈ U .
Proposition 4.4 There exists a neighborhood U of σ0 in HomP (π1(N), SL(2,C))
with the property that for σ ∈ U ∩ R(α), two distinct plaques N (σ),N ′(σ) intersect
only along axes in AH(σ). Thus Xσ is a 2-manifold without boundary in H3.
Proof. Suppose there were no such neighborhood. Then there exists a sequence of
representations σn → σ0 and pairs of plaques N (σn),N ′(σn) which intersect along
geodesic segments which are not contained in axes inAH(σn). By Lemma 4.3, N (σn)∩
N ′(σn) has non-empty intersection with Hσn. By translating if necessary, we may
therefore assume that N (σn) ∩ N ′(σn) ∩Kσn 6= ∅. By taking a subsequence of σn if
necessary, we can further assume that N (σn) ∩ N ′(σn) ∩ Fi(σn) 6= ∅ for some i and
for all n.
Let us considerN (σn). It will become clear that the following line of argument can
also be applied to N ′(σn). Since N (σn) is a translate of one ofN1(σn), . . . ,Nk(σn), we
can take a further subsequence of σn if necessary and assume that N (σn) is a translate
of Nj(σn) for some j, for all n. In other words, there exists a sequence of elements
γn ∈ π1(N) such that N (σn) = σn(γn)Nj(σn). It follows that σn(γn)Nj(σn)∩Fi(σn) 6=
∅. Furthermore, by composing γn with another deck-transformation if necessary and
using the fact that σn preserves Hσn , we can assume that
σn(γn)Fj(σn) ∩ Fi(σn) 6= ∅. (4)
Now let K be the compact set defined in the discussion preceding the statement
of the proposition. Since σn → σ0, we have that Fj(σn), Fi(σn) ⊂ Kσn ⊂ K for large
n. Then Equation(4) automatically implies that
σn(γn)K ∩K 6= ∅.
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Since the set {g ∈ SL(2,C) : g(K) ∩ K 6= ∅} is compact, by passing to a sub-
sequence, we may assume that σn(γn) → g0 for some g0 ∈ SL(2,C). Thus g0 is
contained in the geometric limit of the groups σn(π1(N)). However, since σ0(π1(N))
is geometrically finite and since σn is type preserving, the convergence is strong, see
for example [27] Theorem 7.39 or [19] Theorem 8.67. Thus σn(γn)→ σ0(γ) for some
γ ∈ π1(N), and hence σn(γnγ−1) → id. Since σ(π1(N)) is always discrete, we have
f(σ) = inf{d(σ(δ), id) : δ ∈ π1(N), σ(δ) 6= id} > 0. Therefore, by choosing a small
enough neighborhood U of σ0, we can guarantee that f restricted to U is bounded
below by a strictly positive constant. It then follows that σn(γnγ
−1) = id for large n,
in other words,
σn(γn) = σn(γ).
Since Fj(σn), Fi(σn) converge to Fj(σ0), Fi(σ0) respectively, the preceding, to-
gether with Equation(4), imply that σ0(γ)Fj(σ0) ∩ Fi(σ0) 6= ∅ and so σ0(γ)Nj(σ0) ∩
Ni(σ0) 6= ∅. Now for σ0, we know that any two plaques which intersect either co-
incide or intersect in an axis in AH(σ0). Therefore, either σ0(γ)Nj(σ0) = Ni(σ0) or
σ0(γ)Nj(σ0)∩Ni(σ0) is an axis inAH(σ0). The first case implies thatN (σn) = Ni(σn),
for large n. The second case implies that N (σn) ∩ Ni(σn) is an axis in AH(σn), for
large n.
Since the same argument can be also applied to N ′(σn), by comparing to the
intersections for σ0, we deduce that for large n, N (σn) and N ′(σn) either coincide or
intersect along an axis in AH(σn), both of which contradict the hypothesis. q.e.d.
Corollary 4.5 Each component of Xσ separates H
3.
Proof. This is a standard topological argument, see for example [15] Theorem 4.6.
Let X be a component of Xσ. Note that if x1, x2 /∈ X then the mod 2 intersection
number I(β) of a path β joining x1 to x2 with X is a homotopy invariant, which
moreover only depends on the components of H3−X containing x1 and x2. Since H3
is simply connected, I is constant. If X did not separate, I would be even. However
by choosing points close to opposite sides of a plaque of X , we see I is odd. q.e.d.
Proof of Theorem 4.2. For the convex structure σ0, choose a point x0 ∈ H3 in
the interior of the convex hull H(G0) which projects to the thick part of H3/G0. Since
Xσ0 = ∂H(σ0) and since Xσ moves continuously with σ, we may assume that x0 /∈ Xσ
for σ near σ0. For each component X
i = X iσ of Xσ, let E
i = Eiσ be the closure of the
component of H3 − Xi which contains x0. If Xj is another component of Xσ, then
Xj ⊂ IntEi and we argue as in Corollary 4.5 that Xj separates Ei. Hence, for σ near
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σ0, the set Eσ = ∩iEiσ is non-empty. By construction Eσ is Gσ-invariant and closed.
Notice also that no end of H3/G0 is contained in Eσ/Gσ.
We claim that Eσ/Gσ is homeomorphic to N¯ −αP . Suppose first that θαi(σ) ≥ 0
for all i. In this case we actually have equality Eσ/Gσ = V (Gσ). To see this, first note
that Eiσ is locally convex and therefore it is convex (see [6] Corollary 1.3.7). Thus Eσ
contains the convex hull H(Gσ). Moreover, by construction Xσ is contained in the
convex span of AH(σ) ∪ AP (σ), so that Xσ = ∂Eσ ⊂ H(Gσ). If H(Gσ) 6= Eσ, then
there is a point x ∈ ∂H(Gσ)∩ IntEσ. Since we are assuming that Gσ is geometrically
finite, there is a bijective correspondence between components of ∂H(Gσ) and lifts
of ends of H3/Gσ, which in turn correspond to components of the regular set Ω(Gσ).
Thus if x is in a component Zσ of ∂H(Gσ), we can find a geodesic arc γ starting from
x and ending on ∂H3 in the component Ωiσ of Ω(Gσ) which ‘faces’ Zσ, and such that
points on γ near x are not in H(Gσ).
Since the corresponding X iσ0 separates Zσ0 from Ω
i
σ0
, it follows that X iσ separates
Zσ from Ω
i
σ. Thus γ must intersect X
i
σ. Since X
i
σ ⊂ H(Gσ), this gives a geodesic
subarc of γ with endpoints in H(Gσ) parts of whose interior are outside H(Gσ),
contradicting convexity. It follows that Eσ = H(Gσ) and hence in this case we have
Eσ/Gσ = V (Gσ).
Now we consider the general case where θαi(σ) may be negative for some i. Use
the ball model of H3 and let B3 = H3 ∪ ∂H3. First, observe that the closure H(G0)
of H(G0) in B3 is a closed ball whose boundary is the union of ∂H(G0) and the limit
set Λσ0 of G0. Next, consider the closure Eσ of Eσ in B
3. We shall prove below that
∂Eσ = ∂Eσ∪Λσ, where ∂Eσ is as usual the boundary in H3. Assuming this fact, let us
show that ∂Eσ is an embedded 2-sphere in B
3. On the one hand, each component of
∂Eσ is homeomorphic to a corresponding component of ∂H(G0) by a homeomorphism
hσ which varies continuously with σ. On the other hand, the λ-lemma [25] gives the
analogous result for the limit set Λσ. More precisely, there is an open neighborhood
W of σ0 in HomP (π1(N), SL(2,C)) and a continuous map f : Λσ0 ×W → ∂B3 such
that f(ξ, σ0) = ξ and that f( · , σ) is a homeomorphism Λσ0 → Λσ for all σ ∈ W .
Using equivariance, it is easy to check that these homeomorphisms glue together to
induce a homeomorphism between ∂Eσ = ∂Eσ ∪ Λσ and ∂H(G0) = ∂H(G0) ∪ Λσ0.
We deduce that ∂Eσ is an embedded 2-sphere in B
3 as claimed.
Since B3 is irreducible, Eσ must be a 3-ball. Thus Eσ is the universal cover
of Eσ/Gσ. Since π1(Eσ/Gσ) ≈ Gσ ≈ π1(N¯ − αP ) and since by construction ∂Eσ
projects to a union of surfaces homeomorphic to ∂N¯−αP , we can apply Waldhausen’s
Theorem [36] to conclude that there is a homeomorphism φσ : N¯−αP → Eσ/Gσ which
induces σ as required.
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Finally, we prove our claim that ∂Eσ = ∂Eσ∪Λσ, or equivalently that ∂Eσ∩∂B3 =
Λσ. First, note that ∂Eσ ∩ ∂B3 is closed and Gσ-invariant in ∂B3 and therefore
contains the limit set Λσ of Gσ. If z ∈ ∂Eσ ∩ ∂B3, pick zn ∈ Eσ with zn → z. Let ∆
be a closed fundamental domain for Eσ. Choose gn ∈ Gσ with wn = gnzn ∈ ∆. If wn
is eventually in ∆ ∩ Yσ then by compactness we may assume that wn → w ∈ ∆ ∩ Yσ.
Then the sequence g−1n w also accumulates on z, so that z ∈ Λσ.
Otherwise, wn and hence zn is eventually contained in the union U of the horoball
neighborhoods H(pσ). Note that the intersection of H(Gσ) with H(pσ) is the region
bounded between two planes tangent at pσ, and H(Gσ) ∩ H(pσ) ∩ ∂B3 = {pσ}.
Since no axes in AH(σ) meet H(pσ), from the definition we have Eσ ∩ H(pσ) =
H(Gσ)∩H(pσ). Hence ∂Eσ ∩ H(pσ)∩ ∂B3 = {pσ}. We deduce that the limit of any
sequence eventually contained in U is either a parabolic point or a limit of parabolic
points, and is therefore in Λσ. This completes the proof that ∂Eσ ∩ ∂B3 = Λσ as
required. q.e.d.
Remark It is easy to see that in fact, in general, Eσ ⊂ H(Gσ). From the above, Eσ is
a ball whose boundary ∂Eσ = ∂Eσ ∪ Λσ is contained in H(Gσ) = H(Gσ) ∪ Λσ. Since
H(Gσ) is itself a closed 3-ball, it follows that the interior of Eσ is entirely contained
in H(Gσ) and hence that Eσ ⊂ H(Gσ).
5 Local isomorphism of representation spaces
In this section we prove that if α is a maximal doubly incompressible curve system on
∂N¯ , then R(M) and R(N) are locally isomorphic near a convex structure on (N¯, α).
Here, as usual, M = DN¯ − α as in Section 2.4. This is the second main step in the
proof of the local parameterization theorem, Theorem C.
Theorem 5.1 (Local isomorphism theorem) Let α = {α1, . . . , αd} be a maximal
curve system on ∂N¯ . Let σ0 ∈ R(N) be a convex structure in P(N,α) and let ρ0 ∈
R(M) be its double. Then the restriction map r : R(M) → R(N), r(ρ) = ρ|π1(N), is
a local isomorphism in a neighborhood of ρ0.
By Theorems 3.2 and 3.3, R(N) and R(M) are both complex manifolds of dimension
d at σ0 and ρ0 respectively. Thus it will suffice to prove that r is injective. To do this,
we also consider the natural restriction map rˆ : R(M) → R(Nˆ), rˆ(ρ) = ρ|π1(τ(N)),
where τ is the involution onM andR(Nˆ) is the representation variety of the manifold
Nˆ = τ(N). We will prove the injectivity of r by factoring through the product map
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(r, rˆ) : R(M) → R(N) × R(Nˆ). Thus we first consider the effect of a deformation
of ρ0 on the induced structures on both halves N and Nˆ , and then show that the
symmetry ofM implies that what happens on Nˆ is fully determined by what happens
on N .
Proposition 5.2 Let α be a maximal doubly incompressible curve system on ∂N¯ .
Suppose that σ0 ∈ P(N,α), and let ρ0 ∈ R(M) be its double. Then the restriction
map (r, rˆ) : R(M)→ R(N)×R(Nˆ) is injective on a neighborhood of ρ0.
Proof. It will suffice to prove that the derivative of (r, rˆ) is injective on tangent
spaces. As explained in Section 3.1, we can identify the tangent spaces to R(N) and
R(M) with the cohomology groups H1(π1(N); Adσ0) and H1(π1(M); Adρ0) respec-
tively. Thus showing that the induced map
(r∗, rˆ∗) : Tρ0R(M)→ Tr(ρ0)R(N)× Trˆ(ρ0)R(Nˆ)
is injective is the same as showing the induced map on cohomology is injective. We
claim that it will be sufficient to show that if a cocycle z ∈ Z1(π1(M);Adρ0) satisfies
the condition that z(γ) = 0 and z(γˆ) = 0 for all γ ∈ π1(N), γˆ ∈ π1(Nˆ), then z ≡ 0.
To see why this is so, first note that if z induces the 0-class in H1(π1(N);Ad r(ρ0)),
we can modify z by a coboundary so that z(γ) = 0 for all γ ∈ π1(N). Now, since
we are assuming that z also induces the 0-class in H1(π1(Nˆ);Ad rˆ(ρ0)), we have that
z(γˆ) = v−Adρ0(γˆ)v for all γˆ ∈ π1(Nˆ), where v is some fixed element in sl(2,C). We
need to see that v = 0.
Since α is maximal, all components of ∂N¯−α are pairs of pants; we call the loops
round their boundaries pants curves. All loops under consideration will have a fixed
base point x0, which we choose so that it lies in one of the pants Q0 in a component
S0 of ∂N¯ . We will use γ to denote both a loop and its representative in π1(N, x0).
Note that a loop γ completely contained in N has a mirror loop τ∗(γ) in Nˆ , as τ
interchanges N and Nˆ and fixes ∂N¯ −α = ∂Nˆ −α pointwise. Let γ1, γ2 be two pants
curves of Q0. Since the involution τ fixes both γ1, γ2, we have that
0 = z(γi) = z(τ∗(γi)) = v − Adρ0(τ∗(γi))v = v −Adρ0(γi)v,
for i = 1, 2. However, since the two isometries ρ0(γ1), ρ0(γ2) do not commute, it must
be that v = 0.
Suppose then that z(γ) = z(γˆ) = 0 for all γ ∈ π1(N), γˆ ∈ π1(Nˆ). Since ρ0 is a
cone structure on M , by Theorem 3.3, any infinitesimal deformation will be detected
by an infinitesimal change in the holonomy of some meridian curve. Thus to show that
z ≡ 0, it will be sufficient to show that z(mi) = 0 for every meridian mi, i = 1, . . . , d.
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We will first show that the deformations induced on the meridians associated to
the pants curves of Q0 are trivial. Choose homotopy classes mα of the meridians as
depicted in Figure 2. There may be two different types, depending on whether or not
the corresponding boundary curve is shared by a different pair of pants.
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Figure 2: Homotopy classes of meridians.
If α = α0 is a pants curve which is not shared by another pair of pants, as on the
left in Figure 2, then it has a dual curve δ which intersects it only once and intersects
none of the other curves in α. Hence:
τ∗(δ) = m
−1
α · δ.
Then for any cocycle z ∈ Z1(M ;Adρ0), we have
z(mα · τ∗(δ)) = z(mα) + Adρ0(mα)z(τ∗(δ)) = z(δ).
Since z(δ) and z(τ∗(δ)) are both zero by assumption, it must be that z(mα) is also
zero.
The other possibility for a pants curve α of Q0 is that it is shared by an adjacent
pair of pants, such as α1 on the right in Figure 2. Such an α has a dual curve δ which
intersects it exactly twice and intersects none of the other curves in α. In particular,
we can choose δ to be freely homotopic to a pants curve in the adjacent pants. Hence,
we have the relation
τ∗(δ) = m
−1
α · δ ·mα
from which we obtain
z(δ ·mα) = z(δ) + Adρ0(δ)z(mα)
= z(mα · τ∗(δ)) = z(mα) + Adρ0(mα)z(τ∗(δ)).
Since z(δ) and z(τ∗(δ)) are both zero by hypothesis, z(mα) must be contained in the
centralizer of ρ0(δ). On the other hand, since mα and α commute, z(mα) is also in
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the centralizer of ρ0(α). However, since ρ0(α) and ρ0(δ) do not commute, z(mα) must
be zero.
We now proceed by an inductive argument on adjacent pairs of pants. For this
purpose, we choose homotopy classes for the meridians in a tree-like fashion, as shown
in Figure 3, first focusing on the component S0.
  
  


 
 


Æ
m

x
0
Figure 3: A tree of meridians.
Let α ∈ α be the boundary of some pair of pants Q ⊂ S0. Our inductive
hypothesis is that there is a chain of pants Q0, Q1, . . . , Qj = Q contained in S0 such
that each meridian associated to a pants curve in Qi, i < j, has trivial deformation.
To show that z(mα) = 0, we wish to choose a curve δ dual to α and apply the same
argument as before. However, since all loops are based at x0, any dual curve is forced
to intersect a collection of pants curves. We choose δ so that it meets a succession of
pants curves contained in ∪i≤jQi, say α1, α2, . . . , αk as indicated in the figure. Then
τ∗(δ) = m
−1
α1
· · ·m−1αk · δ ·mαk · · ·mα1 . (5)
We have that z(mα1), . . . , z(mαk−1) are zero by the inductive hypothesis and that
z(τ∗(δ)), z(δ) are zero by the underlying assumption. Denote the productmαk−1 · · ·mα1
by x. Then Equation(5) gives x · τ∗(δ) · x−1 = m−1αk · δ · mαk which implies that
z(m−1αk · δ · mαk) = 0, and hence z(mαk) = Adρ0(δ)z(mαk). For the same reason as
before, z(mαk) = z(mα) is zero. Thus we have shown that z(mα) = 0 for all α in S0.
The same method can be used to show that z(mα) is zero for all α in any other
component S of ∂N¯ . Choose a pair of pants Q in S and fix a point x1 in Q. Let
s be an arc in N from x1 to x0. If β is a loop based at x1, then the concatenation
s ∗ β ∗ s−1 is a loop based at x0. We can now repeat the previous arguments using
loops of this form. Observe that for each pants curve αj in Q, the loop κ = s ∗ τ(s)−1
satisfies the relation
τ∗(αj) = κ
−1 · αj · κ
30
This implies that z(κ) = 0. Using this fact, we can show that z(mαj ) = 0 for the
pants curves αj in Q and then apply the inductive argument. In place of Equation(5)
we have relations of the form
τ∗(δ) = κ
−1 ·m−1α1 · · ·m−1αk · δ ·mαk · · ·mα1 · κ.
However, since z(κ) = 0, the calculations are identical. q.e.d.
The following proposition, which exploits the symmetry between N and Nˆ , now
completes the proof of Theorem 5.1. Denote by C(M,α) the space of cone structures
on M with singularities along α. We also write µα for the complex length λ(ρ(mα))
of the meridian mα. The crucial observation is that since C(M,α) is the purely
imaginary locus of the coordinate functions µα, a holomorphic function on R(M) is
locally determined by its values on C(M,α).
Proposition 5.3 Let σ0 be a convex structure in P(N,α) and let ρ0 be its double.
Then in a neighborhood of (r(ρ0), rˆ(ρ0)), the projection R(N) × R(Nˆ) → R(N) is
injective on the image (r, rˆ)(R(M)).
Proof. Lifting ρ0 to an element in Hom(M,SL(2,C)), from the construction in
Proposition 2.8, we have ρ0 ◦ τ∗ = Jρ0J−1, where J is a reflection in a plane in H3.
By considering first the reflection induced by J0(z) = z¯, it is easy to check that
TrJAJ−1 = TrA for any orientation reversing isometry J of H3 and A ∈ SL(2,C).
Thus Tr ρ0 ◦ τ∗(γ) = Tr ρ0(γ) for all γ ∈ π1(M), where A is the matrix whose entries
are complex conjugates of those of A. Let ρ0 be the representation defined by ρ0(γ) =
ρ0(γ). This shows that the two representations ρ0 ◦ τ∗ and ρ0 are conjugate and thus
are equivalent in R(M), see for example [9]. The main point of the proof is to show
that for all cone structures ρ near ρ0, we have
ρ ◦ τ∗ = ρ (6)
as equivalence classes in R(M), where ρ(γ) = ρ(γ).
First consider the generic case where ρ0(α) are loxodromic for all α ∈ α. Then,
by Theorem 3.3, a holomorphic deformation of ρ0 is parameterized by the complex
lengths µj of the meridians mj , j = 1, . . . , d. We shall show below that
µj(ρ ◦ τ∗) = µj(ρ¯), (7)
for all j = 1, . . . , d and ρ ∈ C(M,α) near ρ0, which implies Equation(6).
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Let α,m ∈ π1(M) be commuting representatives of a longitude and meridian pair
αj, mj . Following the discussion in Section 3.1, in order to compute the complex
length µα of ρ(m), we first conjugate ρ so that the axis of the longitude ρ(α) is in
standard position, meaning that its repelling and attracting fixed points are at 0,∞,
respectively. The matrix A = ρ(m) is then diagonal and µα(ρ) is the logarithm of the
top left entry. Now consider the representation ρ¯. Notice that when ρ is conjugated
so that ρ(α) is in standard position, so is ρ¯(α). We can therefore read off the complex
length µα(ρ¯) of ρ¯(m) from the matrix A¯ = ρ(m) (see Cases 1 and 2 in Section 3.1).
We deduce that µj(ρ¯) = µj(ρ) for all j = 1, . . . , d. On the other hand, since τ∗(m) is
conjugate to m−1 in π1(M) by the same element which conjugates τ∗(α) to α, we can
use the same method to also deduce that µj(ρ ◦ τ∗) = −µj(ρ). Now for ρ ∈ C(M,α),
the functions µj(ρ) are purely imaginary so that µj(ρ) = −µj(ρ). The three equalities
give Equation(7) as desired.
We must also consider the case in which some of the meridians are parabolic. For
these meridians, the parameter in question is their trace. Note that
Tr ρ(mj) = Tr ρ(m
−1
j ) = Tr ρ ◦ τ∗(mj),
and
Tr ρ¯(mj) = Tr ρ(mj).
In particular, Tr ρ ◦ τ∗(mj) = Tr ρ¯(mj) whenever Tr ρ(mj) ∈ R. (Notice we do not
need to assume that all manifolds Tr ρ(mj) ∈ R are cone manifolds; in fact the
meridian ρ(mj) will be purely hyperbolic for some points in the real trace locus near
the parabolic point.)
In summary, if we take local coordinates wj(ρ) = Tr ρ(mj) whenever ρ0(mj) is
parabolic and wj(ρ) =
√−1µj(ρ) otherwise, we have shown in the two cases above
that for all j = 1, . . . , d
wj(ρ ◦ τ∗) = wj(ρ) (8)
on the d-dimensional real submanifold of R(M) locally defined by the condition
(w1, . . . , wd) ∈ Rd. Since the map ρ 7→ ρ◦ τ∗ is holomorphic in ρ, this implies that for
a holomorphic deformation ρt of ρ0, where t is a complex variable in a neighborhood
of 0, we have
[ρt ◦ τ∗] = [ρt] (9)
as equivalence classes in R(M). (Since we are concerned with deformations only up
to first order, we are assuming here that t is real if and only if wj(t) is real, for all j.)
We now wish to equate the cocycles defined by the two deformations. Recall
that we are identifying the cohomology group H1(π1(M);Ad ρ) with the holomorphic
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tangent space to R(M) at ρ. In particular, this means that
ρt(γ) =
(
Id+ tρ˙(γ) +O(|t|2)) ρ0(γ)
where ρ˙ = z ∈ Z1(π1(M);Ad ρ0) is the cocycle defined by
z(γ) =
d
dt
∣∣∣
t=0
ρt(γ)ρ0(γ)
−1.
Therefore,
ρt(γ) =
(
Id+ tρ˙(γ) +O(|t|2)
)
ρ0(γ).
In other words, the cocycle w associated to ρt has values given by w(γ) = z(γ). We
emphasize that if z is a cocycle in Z1(π1(M);Ad ρ0), then the function z¯ whose values
are given by z¯(γ) = z(γ), is naturally a cocycle in Z1(π1(M);Ad ρ0).
On the other hand, the cocycle associated to ρt ◦ τ∗ is given by
d
dt
∣∣∣
t=0
ρt(τ∗(γ))ρ0(τ∗(γ))
−1 = z(τ∗(γ)).
Again, note that z ◦ τ∗ is naturally a cocycle in Z1(π1(M);Ad ρ0).
Thus, it follows from Equation(9) that z ◦ τ∗ and z differ by a coboundary in
B1(π1(M);Ad ρ0). In other words, for all γ ∈ π1(M), we have
z(τ∗(γ)) = z(γ) + v − Ad ρ0(γ)v
where v is some element in sl(2,C). Hence, if z(γ) = 0 for all γ ∈ π1(N), it follows
that
z(τ∗(γ)) = v − Adρ0(γ)v = v − Adρ0(τ∗(γ))v,
i.e. z(γˆ) = v − Adρ0(γˆ)v for all γˆ ∈ π1(Nˆ). q.e.d.
This concludes the proof of the local isomorphism theorem 5.1.
We single out the following useful fact extracted from the above proof, see also [31]
Section 3.
Corollary 5.4 Let σ0 be a convex structure in P(N,α) and let ρ0 be its double. Then
there is a neighborhood U of ρ0 in C(M,α) such that ρ ◦ τ∗ = ρ¯ for all ρ ∈ U . In
particular, Tr ρ(γ) = Tr ρ(γ) whenever γ is freely homotopic to a curve on ∂N¯ .
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6 Lengths are parameters
6.1 Local parameterization of R(N)
We begin by proving the local parameterization theorem, Theorem C. To make a pre-
cise statement, we first clarify the definition of the complex length map L : R(N)→
Cd. Let α = {α1, . . . , αd} be a maximal doubly incompressible curve system on ∂N¯
and let σ0 ∈ P(N,α) be a convex structure. Number the curves in α so that σ0(αi)
is parabolic for i = 1, . . . , k and purely hyperbolic otherwise. Define
L(σ) = (Tr σ(α1), . . . ,Tr σ(αk), λαk+1(σ), . . . , λαd(σ)),
where λαi(σ) denotes the complex length λ(σ(αi)). We can then state Theorem C as:
Theorem 6.1 Let α be a maximal curve system on ∂N¯ and let σ0 ∈ P(N,α) be
a convex structure. Then L : R(N) → Cd is a local holomorphic bijection in a
neighborhood of σ0.
We will actually show:
Theorem 6.2 The composition L ◦ r : R(M) → Cd is a local holomorphic bijection
in a neighborhood of the double ρ0 of σ0, where r : R(M) → R(N) is the restriction
map.
Combined with Theorem 5.1, this second result gives Theorem 6.1.
Recall that σ0(αi) is parabolic if and only if ρ0(mi) is parabolic for the associated
meridian mi. (As usual, we use σ(αi) to mean σ(γ) for γ ∈ π1(N) freely homotopic
to αi.) Theorem 3.3 implies that (z1, . . . , zd) are local coordinates for R(M) near
ρ0, where zi = Tr ρ(mi) for i ≤ k and zi = λmi(ρ) = λ(ρ(mi)) for i > k. Split
the Jacobian of L ◦ r at ρ0 into four blocks by cutting the matrix between the rows
k, k + 1 and between the columns k, k + 1. Let m = d − k. Proposition 3.5 says
that the lower off-diagonal block of size m × k is the 0-matrix and that the k × k
block (∂ Tr r(ρ)(αi))/∂ Tr ρ(mj)) is a diagonal matrix none of whose diagonal entries
vanish. Therefore, to show that the Jacobian is non-singular, it is sufficient to show
that the m×m block J = (∂λαi(r(ρ))/∂λmj (ρ)) is non-singular.
Observe that J is the Jacobian of the map F : RP (M)→ Cm defined by
F (ρ) = (λαk+1(r(ρ)), . . . , λαd(r(ρ))),
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where RP (M) is the set representations ρ for which ρ(mi) is parabolic for i ≤ k. (By
Theorem 3.3, RP (M) is a smooth complex manifold of dimension m near ρ0 parame-
terized by the complex lengths (λmk+1(ρ), . . . , λmd(ρ)).) Clearly F is the composition
Lm ◦ rP of the restriction map rP : RP (M)→ RP (N) and Lm : RP (N)→ Cm, where
Lm(σ) = (λαk+1(σ), . . . , λαd(σ)).
The crucial observation is that F is a ‘real map’ with respect to the two totally real
m-submanifolds C ∩ RP (M) in the domain and Rm in the range, where C = C(M,α)
denotes the cone structures in R(M) with singular locus α. This is where both the
local pleating theorem 4.2 and the local isomorphism theorem 5.1 are used:
Proposition 6.3 There is an open neighborhood V of ρ0 in RP (M) such that F (V ∩
C(M,α)) is contained in Rm; and there is an open neighborhood U of F (ρ0) in Cm
such that F−1(U ∩ Rm) is contained in C(M,α).
Proof. The first statement is immediate from Corollary 5.4. By the local pleating
theorem 4.2, there is a neighborhood W of F (ρ0) in C
m such that L−1(Rm ∩W ) is
contained in G(N,α). Now for each structure σ ∈ L−1(Rm ∩ W ) near σ0, there is
a cone structure ρ ∈ C(M,α) near ρ0 such that r(ρ) = σ, namely, its double. One
deduces easily from Theorem 5.1 that the restriction r : R(M) → R(N) induces a
local isomorphism r : RP (M) → RP (N) in a neighborhood of ρ0. It follows that we
can find a neighborhood U of σ0 in RP (N) such that r−1(G(N,α) ∩ U) ⊂ C(M,α).
The result follows. q.e.d.
We complete the proof of Theorem 6.2 using a result from complex analysis. If
H : C→ C is a holomorphic map in one variable such that H(0) = 0, H(R) ⊂ R and
H−1(R) ⊂ R, then it is easy to see that H is non-singular at 0. The following shows
that this result extends to holomorphic maps of Cm.
Proposition 6.4 Let Z,W be open neighborhoods of 0 ∈ Cm and suppose that H :
Z →W is a holomorphic map such that H(0) = 0, H(Z ∩Rm) ⊂ Rm and H−1(W ∩
R
m) ⊂ Rm. Then H is invertible on a neighborhood of 0.
Proof. We will prove that dH is non-singular at 0. The key is that H cannot be
branched and therefore must be one-to-one.
Take coordinates (zi) for Z and (wi) for W . First consider the complex variety
H−1{0}. By hypothesis, it is contained in Rm. This is not possible unless H−1{0} is
a variety of dimension 0, i.e., a discrete subset of points, for otherwise, the coordinate
functions (zi) would be real-valued on the complex variety H
−1{0}. In this case, H
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is said to be light at 0 and there are open neighborhoods U˜ of 0 in the domain and
U of 0 in the range such that the restriction H|U˜ : U˜ → U is a finite map (see [24],
Section V.2.1). Furthermore, by Remmert’s Open Mapping Theorem, H is an open
map.
If dH(0) is singular, then the matrix
(
∂wi
∂zj
(0)
)
is singular. Let ui = Rewi and
xi = Re zi. Since H(U˜ ∩ Rm) ⊂ Rm it follows that ∂ui∂xj (0) ∈ R. Moreover ∂wi∂zj (0) =
∂wi
∂xj
(0) = ∂ui
∂xj
(0), and hence the real matrix A =
(
∂ui
∂xj
(0)
)
is singular. In particular,
there is a real line ℓ in Rm whose tangent vector is not contained in the image of A.
Let D denote the corresponding complex line in Cm. Then V = H−1(D) ∩ U˜ is a
1-dimensional complex variety.
Now, using the classical local description of real and complex 1 dimensional vari-
eties as in [28] Lemma 3.3, we can pick a branch D˜ of V which is locally holomorphic
to C and such that D˜ ∩ Rm has a single branch locally holomorphic to R. Then
h = H|D˜ : D˜ → D is a non-constant holomorphic map from one complex line to
another. Since the image of dh(0) is trivial, h must be a branched covering of degree
k with k > 1. However, by hypothesis, h−1(ℓ) is contained in Rm and hence D˜ ∩ Rm
contains a union of k distinct lines, a contradiction. q.e.d.
Proof of Theorem 6.2. Proposition 6.3 shows that, after translating origins, the
map F satisfies the conditions on H in Proposition 6.4. Since r is a bijection by
Theorem 5.1, the result follows. q.e.d.
This completes the proofs of Theorems 6.1 and 6.2.
6.2 Global parameterization of P(N,α)
In this last section, we prove the global parameterization Theorems A,B stated in the
introduction.
Proposition 6.5 Let α be a maximal doubly incompressible curve system. Then there
is a unique point σ∗ in P(N,α) such that θi = π for all i. For any σ0 ∈ P(N,α),
there is path σt ∈ P(N,α), t ∈ [0, 1] with initial structure σ0 such that σ1 = σ∗.
Proof. Since α is maximal, it follows from Proposition 2.7 and [20] that there is a
unique hyperbolic structure σ∗ on N in which all curves in α are parabolic and thus
where all bending angles are π.
Let σ0 ∈ P(N,α) have bending angles (θ1(σ0), . . . , θn(σ0)). Suppose first that
σ0 ∈ P+(N,α), so that θi(σ0) > 0 for all i. By Theorem 1.1 the bending angles
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parameterize P+(N,α) and form a convex set. Hence there is a 1-parameter family
of structures σt ∈ P+(N,α) defined by θi(σt) = θi(σ0)+ t(π−θi(σ0)) for each i, where
0 ≤ t ≤ 1. This clearly defines the required path.
Now assume that some of the initial angles vanish. The fact that P+(N,α) is
locally parameterized by the bending angles is deduced from the Hodgson-Kerckhoff
theorem (our Theorem 3.3) in Lemme 23 of [5]. We need the extension of this result to
P(N,α). As long as the cone manifold obtained by doubling N has non-zero volume,
the Hodgson-Kerckhoff theorem allows that some of the cone angles may be 2π,
equivalently that some of the bending angles may vanish. Based on this observation,
an inspection of the proof of Lemme 23 shows that the local parameterization for
P+(N,α) goes through unchanged to P(N,α). In other words, the bending angles
are local parameters in a neighborhood of σ0. Therefore, regardless of whether some
initial bending angles are zero, there is a small interval [0, ǫ] for which the structures
σt, t ∈ [0, ǫ] are uniquely determined by σ0 and are contained in P(N,α). Since
θi(σǫ) > 0 for all i, we are now in the situation in which Theorem 1.1 applies and we
proceed as before. q.e.d.
Proposition 6.6 Suppose that α is maximal and that σ0 ∈ P(N,α). Let ϕαj =
2(π − θj) be the cone-angle along αj. Then the Jacobian matrix
dL(σ0) =
(
∂lαi
∂ϕαj
(σ0)
)
is positive definite and symmetric.
Proof. Renumber the curves α so that σ0(αi) is parabolic for i = 1, . . . , k and
purely hyperbolic otherwise and let ρ0 be the double of σ0. For nearby ρ, take local
coordinates (z1, . . . , zd) where zi = Tr ρ(mi) for i ≤ k and zi = λmi(ρ) otherwise.
Likewise, near σ0, take local coordinates (w1, . . . , wd) where wi = Trσ(αi) for i ≤ k
and wi = λαi(σ) otherwise. Although for i ≤ k, the complex length λαi cannot be
defined in a neighborhood of ρ0, we can always pick a branch of λαi so that on P(N,α)
it is a non-negative real valued function lαi , coinciding with the hyperbolic length of
αi. In Theorem 6.1 we showed that the matrix dL(σ0) =
(
∂wi
∂zj
(σ0)
)
is non-singular.
To show that dL(σ0) is non-singular, we compare the entries of the two matrices.
In Proposition 3.5 we showed that the upper left k × k submatrix of dL(σ0) is
diagonal with non-zero entries. In fact, the diagonal entries are strictly negative. We
see this as follows. From Lemma 3.6
hi(ρ)
2(Tr ρ(mi)
2 − 4) = (Tr ρ(αi)2 − 4)
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for a locally defined holomorphic function hi(ρ) with the property that hi(ρ0) 6= 0.
For cone structures ρ near ρ0, it follows from Corollary 5.4 that both Tr ρ(mi)
2 − 4
and Tr ρ(αi)
2 − 4 are real-valued. A careful inspection shows that Tr ρ(mi)2 − 4 and
Tr ρ(αi)
2−4 must be of opposite sign, for otherwise, in the limit, hi(ρ0) would be real,
making the holonomies ρ0(mi) and ρ0(αi) parabolic with the same translation direc-
tion. However this contradicts the fact that the translation directions are orthogonal,
as discussed in the beginning of Case 3 in Section 3.1. Thus for i ≤ k,
∂wi
∂zi
(ρ0) =
∂ Tr ρ(αi)
∂ Tr ρ(mi)
∣∣∣
ρ=ρ0
= h2i (ρ0) < 0.
Since
∂wi
∂zi
(ρ0) = − ∂lαi
∂ϕαi
(σ0),
it follows that the upper left k × k submatrix of dL(σ0) is diagonal with strictly
positive entries.
Since deformations which keep ρ(mi) parabolic also keep ρ(αi) parabolic, for i ≤ k
and j > k we have
∂wi
∂zj
(σ0) = 0 =
∂lαi
∂ϕαj
(σ0).
For j ≤ k and i > k we calculate directly that for points σ ∈ P(N,α) near σ0 we
have zj = 2 cos
ϕαj
2
so
∂lαi
∂ϕαj
=
∂lαi
∂zj
∂zj
∂ϕαj
= −∂lαi
∂zj
sin
ϕαi
2
→ 0.
Finally, for i, j > k, we have ϕαj = Im zj and lαi = Rewi. Recall that if ρ ∈
C(M,α), then wi = lαi at r(ρ). Therefore, for i, j > k,
∂wi
∂zj
(σ0) = −
√−1 ∂lαi
∂ϕαj
(σ0).
It follows that the matrix dL(σ0) is also non-singular.
Now observe that the Schla¨fli formula for the volume of the convex core [4] gives
dVol = −1
2
n∑
i=1
lαidϕαi.
Thus the matrix dL(σ0) is the Hessian of the volume function on P(N,α). This
automatically implies the symmetry relation
∂lαi
∂ϕαj
=
∂lαj
∂ϕαi
,
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for all i, j > k.
This discussion shows that when σ = σ∗ represents the structure in which all
bending angles are π, the matrix dL(σ∗) is diagonal and that all diagonal entries are
strictly positive. In particular, it is positive definite and symmetric. By Proposi-
tion 6.5, σ∗ can be connected to any given σ0 ∈ P(N,α) by a path σt in P(N,α).
Since, by the same reasoning as above, dL(σt) is non-degenerate along this path, it
must remain positive definite, proving our claim. q.e.d.
Corollary 6.7 Let α = {α1, . . . , αn} be any doubly incompressible curve system on
N¯ , not necessarily maximal. Let σ0 ∈ P(N,α) and let ϕαj = 2(π − θαj ) be the
cone-angle along αj. Then the matrix(
∂lαi
∂ϕαj
(σ0)
)
i,j≤n
is positive definite and symmetric.
Proof. Extend α to a maximal system α′ by adding curves {αn+1, . . . , αd}. By
Proposition 6.6, the enlarged matrix(
∂lαi
∂ϕαj
(σ0)
)
i,j≤d
is positive definite and symmetric. Since a symmetric submatrix of a positive definite
symmetric matrix is itself positive definite, the claim follows. q.e.d.
Theorem B (Mixed parameterization) For any ordering of the curves α and
for any q, the map σ 7→ (lα1(σ), . . . , lαq(σ), θαq+1(σ), . . . , θαn(σ)) is an injective local
diffeomorphism on P(N,α).
Proof. Corollary 6.7 shows that the map is a local diffeomorphism, so we have
only to show it is injective. Suppose there are two points σ0, σ1 ∈ P(N,α) such that
lαi(σ0) = lαi(σ1) for i ≤ q and θαi(σ0) = θαi(σ1) for i > q. To simplify notation,
let vi = θαi(σ0) and ui = θαi(σ1) for all i = 1, . . . , n. It follows from Theorem 1.1
that there is a path σt ∈ P(N,α) joining σ0, σ1 along which the bending angles are
θαi(t) = tui + (1 − t)vi where 0 ≤ t ≤ 1. (The case where ui or vi is zero can be
handled as in the proof of Proposition 6.5.) Note that θαi(t) ≡ ui = vi when i > q.
Along this path we have
dlαi
dt
(σt) =
n∑
j=1
∂lαi
∂θαj
(σt)
dθαj
dt
=
n∑
j=1
∂lαi
∂θαj
(σt)(uj − vj).
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If we multiply both sides by (ui−vi) and sum over i, it follows from Corollary 6.7 that∑n
i=1(ui − vi)dlαidt (σt) =
∑q
i=1(ui − vi)dlαidt (σt) < 0. Thus integrating along σt we find∑q
i=1(ui − vi)(lαi(σ0)− lαi(σ1)) < 0. But this is impossible, since by our assumption
lαi(σ0) = lαi(σ1) for all i ≤ q. q.e.d.
Theorem A (Length parameterization) Let L : P(N,α)→ Rn be the map which
associates to each structure σ the hyperbolic lengths (lα1(σ), . . . , lαn(σ)) of the curves
in the bending locus α = {α1, . . . , αn}. Then L is an injective local diffeomorphism.
Proof. This is a special case of Theorem B. q.e.d.
Corollary 6.8 If cj ∈ [0, π] for j > q, then
{σ ∈ P(N,α) | θj(σ) ≡ cj, j > q}
is parameterized by the lengths lαj with j ≤ q.
We finish with a couple of other easy consequences of the positive definiteness of
dL(σ).
Corollary 6.9 Suppose that σ ∈ P(N,α). Then for all αi ∈ α,
∂lαi
∂ϕαi
(σ) > 0.
Therefore in the doubled cone manifold ∆(σ), the length of the singular locus is always
increasing as a function of the cone angle.
Remark For a general cone-manifold it is not true that the derivative of the length
of the singular locus with respect to the cone angle is always strictly positive. For an
example in the case of the figure-eight knot complement, see [7].
Corollary 6.10 The volume of the convex core is a strictly concave function on
P(N,α) as a function of the bending angles, with a global maximum at the unique
structure for which all the bending angles are π.
Proof. Let σ0 ∈ P(N,α) and let σt, t ∈ [0, 1] denote the path of structures cor-
responding to the bending angles θi(σt) = θi(σ0) + bit where bi = π − θi(σ0), as in
Proposition 6.5. By Schla¨fli’s formula, along this path we have
dVol
dt
(σt) =
n∑
i=1
lαi(σt)
dθi
dt
(σt) =
n∑
i=1
bilαi(σt)
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which is strictly positive except at the unique maximal cusp σ1.
In a similar way, we can construct a linear path σt between σ0 and any other point
σ′ ∈ P(N,α) with angles given by θi(σt) = θi(σ0)+ cit, where ci = θi(σ′)− θi(σ0). To
prove concavity, we have to show the second derivative is negative. We have:
−d
2Vol
dt2
(σt) = − d
dt
(
n∑
i=1
cilαi(σt)
)
= −
n∑
i,j=1
∂lαi
∂θαj
(σt)cicj =
1
2
n∑
i,j=1
∂lαi
∂ϕαj
(σt)cicj.
The expression on the right is the value of the positive definite quadratic form dL(σt)
evaluated on the vector (c1, . . . , cd) and is therefore positive. The claim follows. q.e.d.
Appendix
Here is the Bonahon-Otal proof of Proposition 2.7. The topological details they omit
are explained in Lemma A.1.
Proof of Proposition 2.7. Let M¯ be the compact 3-manifold obtained from the
double DN¯ by removing disjoint tubular neighborhoods of the curves in α and let M
be its interior. Lemma A.1 shows that the condition that α be doubly incompressible
with respect to (N¯, ∂N¯ ) is precisely the condition needed in order to apply Thurston’s
hyperbolization theorem for Haken manifolds (as in for example [29] p.52 or [19]
Theorem 1.42) to M¯ . This gives a finite volume complete hyperbolic structure on M
in which every boundary component of M¯ corresponds to a rank-2 cusp.
There is a natural orientation reversing involution τ :M →M which interchanges
the two copies of N¯ − α. By Mostow rigidity, τ is homotopic to an isometry, which
we again denote by τ . Taking the quotient of M by τ endows N¯ −α with a complete
hyperbolic metric of finite volume. The boundary of ∂N¯ − α is the fixed point set of
τ and therefore is the union of totally geodesic surfaces. (The fixed point set of an
orientation reversing involution of H3 is a plane.) Since all curves in α are parabolic
by construction, we have exhibited a convex structure on (N¯ , α). q.e.d.
Lemma A.1 Let N¯ be a compact orientable 3-manifold whose interior N admits a
complete hyperbolic structure. Assume that ∂N¯ is non-empty and that it contains only
surfaces of strictly negative Euler characteristic Let α = {α1, . . . , αn} be a doubly
incompressible curve system on ∂N¯ and let M be as defined above. Then ∂M¯ is
incompressible in M¯ and M¯ is irreducible and atoroidal.
Proof. We begin with some notation. For each i, let Uαi be a regular neighborhood
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of αi in ∂N¯ and let ∂0N¯ = ∂N − ∪iUαi . Let N+ be the manifold with boundary
obtained by removing, for each i, an open regular tubular neighborhood of αi from
N¯ which intersects ∂N¯ in Uαi . Let N
− = σ(N+). Then N+ and N− are both
homeomorphic to N¯ . Clearly we can take M¯ to be the union of the images of N+
and N− in M glued along ∂0N¯ . We refer to N
+ and N− as the sides of M . The
assumption that N is hyperbolic implies that N± are irreducible and atoroidal.
First we check that M¯ is irreducible. Let S be an embedded sphere in M¯ . We
may assume that S ∩ ∂M¯ = ∅, since the existence of a collar neighborhood of ∂M¯ in
M¯ allows S to be pushed off ∂M¯ if necessary. Since the manifolds N± are irreducible,
we need only consider S which intersects ∂0N¯ . Assume that S has been homotoped so
that the intersection is transverse. Then S ∩ ∂0N¯ is a finite union of disjoint circles.
Choose an innermost circle C, meaning that C is the boundary of a disk D(C) in S
such that IntD(C) ∩ ∂0N¯ = ∅. Then D(C) is completely contained in one side of M¯ .
Since C ∩ α = ∅, the condition (D.2 ), that every essential disk in N¯ intersects α at
least 3 times, implies that D(C) is not essential. Therefore, D(C) can be homotoped
to a disk D′(C) in ∂0N¯ by a homotopy fixing C and then pushed off ∂0N¯ so that the
number of circles in S ∩ ∂0N¯ is reduced by one. By successively applying the above
process, we can homotope S so that it no longer intersects ∂0N¯ , which implies that
it is contained in one side of M¯ and therefore bounds a 3-ball.
Note that exactly the same arguments show that ∂0N¯ is incompressible in M¯ .
Now we check that ∂M is incompressible. Recall that the only irreducible ori-
entable 3-manifold with a compressible torus boundary component is the solid torus.
For suppose that a torus boundary component T of an irreducible 3-manifold W
contains a non-trivial loop C that bounds a disk D in W . Let D × I be a product
neighborhood of D meeting ∂W in ∂D × I. The 2-sphere D × {0, 1} ∪ ∂T − ∂D × I
must bound a 3-ball B in W . The 3-ball cannot contain D × I since then it would
meet ∂W in more than T − ∂D × I. Therefore W is the solid torus obtained by at-
taching D× I to B along D×{0, 1}. So, if any component of ∂M were compressible,
M would be a solid torus. Since ∂0N is incompressible, it would consist of annuli,
contradicting the fact that each of its components has negative Euler characteristic.
Lastly, we check that M¯ is atoroidal. Suppose there is a Z⊕Z subgroup of π1(M¯)
which is non-peripheral. The torus theorem states that either there is an embedded
incompressible torus which is not boundary parallel or M¯ is a Seifert fibered space,
see [3] Theorem 3.4. (SinceM is orientable, we do not need to consider Klein bottles.)
We claim M¯ cannot be Seifert fibered. As noted above, ∂0N¯ is incompressible in M¯ . If
M¯ were Seifert fibered, then ∂0N¯ would be isotopic to a vertical or horizontal surface,
see Theorem VI.34 [18]. In the first case, N+ must admit a Seifert fibering, but then
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∂N+ and hence ∂N¯ would consist of tori. In the second case, each component of M¯
cut along ∂0N¯ is an I-bundle, and the original N¯ must have contained an annulus
which violates condition (D.1 ) or N¯ is an I-bundle over a pair of pants which violates
condition (D.2 ).
Now suppose there is an incompressible torus T embedded in M¯ . We may assume
that T ∩ ∂M¯ = ∅. Since the manifolds N± are atoroidal, we may assume that T
intersects ∂0N¯ and that the intersection is transverse. Then T ∩ ∂0N¯ is a disjoint
union of circles. By the same process as above, we can homotope T to eliminate any
circles which are trivial in T . Since T is a torus, the remaining circles of intersection
must all be parallel and non-trivial. Furthermore, since T is incompressible, the circles
are also non-trivial in ∂0N¯ . Take two adjacent circles C,C
′. Then the annulus A they
bound in T is completely contained in one side of M¯ . The condition that there are
no essential annuli in N¯ with boundary in ∂N¯ − α implies that A is not essential.
Therefore A can be homotoped into an annulus A′ in ∂N+ or ∂N− by a homotopy
fixing C,C ′. If A′ ∩ ∂(∂0N¯) = ∅, then A′ is contained in a component of ∂0N¯ . In this
case, A′ can be pushed off ∂0N¯ , thereby removing the circles of intersection C and
C ′. In this way, we can homotope T so that no pair of adjacent circles in ∂0N¯ ∩ T
bound an annulus which can be homotoped into a component of ∂0N¯ . Note that we
cannot eliminate all the circles in ∂0N¯ ∩ T , since this would imply that there is an
incompressible torus entirely contained in one side of M¯ . Also note that ∂0N¯ ∩ T
cannot contain only one circle, since ∂N± separates M¯ into two components. Now if
C,C ′ are two adjacent circles in ∂0N¯ ∩ T , they bound an annulus A homotopic to an
annulus A′ in ∂N+ such that A′ ∩ ∂(∂0N¯) 6= ∅. Since no two curves in α are freely
homotopic to one another, A′∩∂(∂0N¯) consists of the two boundary curves of Uαi for
some αi ∈ α. Since this is true of every annulus in T , it must be that T is homotopic
into ∂M¯ . A short further analysis confirms that since T is embedded, in fact there
must be exactly two distinct circles C,C ′ and hence that T is actually parallel to ∂M¯ .
q.e.d.
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