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VERS UNE RECONNAISSANCE DES ACTIVITÉS HUMAINES NON
SUPERVISÉES ET DES GESTES DANS LES VIDÉOS
Farhood Negin
Directeur de thèse: Francois Bremond
STARS, Inria Sophia Antipolis, France
RÉSUMÉ
L’objectif principal de cette thèse est de proposer un framework complet pour une découverte,
modélisation et reconnaissance automatiques des activités humaines dans les vidéos. Afin de
modéliser et de reconnaître des activités dans des vidéos à long terme, nous proposons aussi un
framework qui combine des informations perceptuelles globales et locales issues de la scène, et
qui construit, en conséquence, des modèles d’activités hiérarchiques. Dans la première catégorie
du framework un classificateur supervisé basé sur le vecteur de Fisher est formé et les étiquettes
sémantiques prédites sont intégrées dans les modèles hiérarchiques construits. Dans la seconde
catégorie, pour avoir un framework complètement non supervisé, plutôt que d’incorporer les
étiquettes sémantiques, les codes visuels formés sont stockés dans les modèles. Nous évaluons
les frameworks sur deux ensembles de données réalistes sur les activités de la vie quotidienne
enregistrées auprés des patients dans un environnement hospitalier.
Pour modéliser des mouvements fins du corps humain, nous proposons quatre différents
frameworks de reconnaissance de gestes où chaque framework accepte une ou une combinaison
de différentes modalités de données en entrée. Nous évaluons les frameworks développés dans
le contexte du test de diagnostic médical, appelé Praxis. Nous proposons un nouveau défi dans
la reconnaissance gestuelle qui consiste à obtenir une opinion objective sur les performances
correctes et incorrectes de gestes très similaires. Les expériences montrent l’efficacité de notre
approche basée sur l’apprentissage en profondeur dans la reconnaissance des gestes et les tâches
d’évaluation de la performance.
Mots clés: Vision par ordinateur, Reconnaissance de l’activitè humaine, Reconnaissance
gestuelle.





STARS, Inria Sophia Antipolis, France
ABSTRACT
The main goal of this thesis is to propose a complete framework for automatic discovery,
modeling and recognition of human activities in videos. In order to model and recognize activities
in long-term videos, we propose a framework that combines global and local perceptual informa-
tion from the scene and accordingly constructs hierarchical activity models. In the first variation
of the framework, a supervised classifier based on Fisher vector is trained and the predicted
semantic labels are embedded in the constructed hierarchical models. In the second variation,
to have a completely unsupervised framework, rather than embedding the semantic labels, the
trained visual codebooks are stored in the models. Finally, we evaluate the proposed frameworks
on two realistic Activities of Daily Living datasets recorded from patients in a hospital environment.
Furthermore, to model fine motions of human body, we propose four different gesture
recognition frameworks where each framework accepts one or combination of different data
modalities as input. We evaluate the developed frameworks in the context of medical diagnostic
test namely Praxis. Praxis test is a gesture-based diagnostic test, which has been accepted as
a diagnostically indicative of cortical pathologies such as Alzheimer’s disease. We suggest a
new challenge in gesture recognition, which is to obtain an objective opinion about correct and
incorrect performances of very similar gestures. The experiments show effectiveness of our deep
learning based approach in gesture recognition and performance assessment tasks.
Keywords: Computer vision, Activity recognition, Gesture recognition.
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Chapter 1
Introduction
“The goal is to turn data into information, and information into insight.”
- Carly Fiorina
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In this chapter, we introduce the topic of this Ph.D. thesis which is modeling of human
activities in videos using hybrid methods combining supervised and unsupervised meth-
ods. Another related topic investigated in this manuscript is analyzing human gestures
(Section 1.1). We present the motivation for the current work in section 1.2 and the prob-
lem statement in section 1.3. Then, we explain the current research challenges in activity
and gesture recognition (Section 1.4), and we also present our main contributions regard-
ing these topics (1.5). Finally, we conclude this chapter with the thesis structure by giving
a brief explanation of the upcoming chapters (Section 1.6).
1.1 Introduction
In recent years, there are a lot of discussions about artificial intelligence which transforms
our lives and the world around us by automating physical and perceptual tasks. To bring
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Figure 1.1: The first page of the MIT summer vision project in 1966 describing the assign-
ments and goals of the project.
such systems into existence, a computer must be taught to “see” its surroundings. It
seems trivial to equip a machine with sight by simply attaching a webcam to it. However,
it turned out that vision is human’s most complex cognitive ability. Therefore, to develop
an intelligent system, the machine must not only be capable of seeing things in the
surrounding environment but to “understand” it as well. The machine must be able to
extract an entirely new high-level of perceptual information from the raw low-level data
that it receives. This understanding must be robust and reliable as the machine should
make decisions based on them and accordingly, act upon those decisions.
Most of the human experience of the surrounding world comes intensely through the
visual system. Researchers found out that almost half of the power used by the brain is
spent on the processing of perceptual information in the visual cortex1.
The quest for designing such systems started in 1966 when MIT professor Seymour
Papert asked his students in a summer project [1] to connect a camera to a computer and
construct a system of programs describing the recordings by dividing images into “likely
objects”, “likely background areas”, and “chaos” (Figure 1.1).
1http://news.mit.edu/1996/visualprocessing
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Nowadays, knowing the big impact of visual communication, a world without
videos has become unimaginable. Videos are ubiquitous, popular, and easily accessible.
Moreover, affordable and high-quality video cameras have increasingly become an
integral part of our lives. Videos therefore can convey information in a clear, consistent,
and unified way. Moreover, sharing and retention of information become more convenient.
Until recently, most of the video contents were inefficiently handled by supervision
of human operators. With the rapid growth in the number of stored video content and
easier access to enormous amounts of video data, devising an automatic and efficient
solution for understanding their content becomes indispensable. Consequently, cognitive
systems based on visual understanding can take their place in the central position of
an intelligent system providing qualitative analysis of the perception of information. In
collaboration with other interdisciplinary domains such as machine learning and data
mining, these systems can overcome the limitation of human agents in analyzing and
recognizing activities in videos. The technical and scientific progress have been resulted
in a rapid pace of evolving computer chips which are available at cheaper prices and
faster processing powers. Such systems are currently applicable and can perform video
understanding and activity recognition with much faster rate than any human can do.
To address these challenges, in this thesis, we propose a complete framework for
recognizing human activities in long-term videos. The framework enables automatic
discovery and modeling of human activities from training videos and accordingly,
recognition and evaluation of unseen and diverse test videos recorded in realistic settings.
We investigate all the constituent steps composing an automatic recognition system
by tying low-level visual features to semantic interpretation of activities. Additionally,
our contribution has a social impact mainly by aiming to resolve a real-world problem
regarding health care of older people. The developed framework aims to improve their
quality of life by monitoring subjects in nursing homes as well as to help doctors in the
early diagnosis of cognitive disorders. Our ultimate goal is to apply our research to real
social problems.
1.2 Motivation
Human action and activity recognition have gained lots of attention owing to its extensive
domain of applicability. It can be employed as a solution for the problems arising in Video
Retrieval, Video Surveillance, Health Care, Human-Computer Interaction as well as in
Entertainment Industry.
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Figure 1.2: The rise of video streaming services has led to exponential growth of data
traffic in the past few years. Services such as Netflix, YouTube, iTunes, Amazon and Hulu
are among the biggest traffic hogs, accounting for almost 74% of global IP traffic [44].
Video Retrieval
In the past decade, there has been a significant change in the digital content landscape.
Online video consumption has become the most popular internet activity worldwide.
Today, online video is accounted for about 74% of all online traffic and it is projected
that by 2019, it will claim more than 80% of all the web traffic. Plus, the most important
strategy in today’s content marketing is video. Along with that, the landscape of digital
world is also changing. People are phasing out desktop and laptop computers to more
portable devices such as mobile phones or tablets. These cheap and all-present devices
coupled with high-speed internet access, virtually define no boundaries on how, when,
and where the user can interact with the content (Figure 1.2). This phenomena makes
uploading and sharing the video content appealing and popular while 300 hours worth
of video content are pushed to YouTube every minute. YouTubers watch 6 billion hours of
videos every month that is equivalent to watch 4 billion videos every single day 2. Thanks
to its sharing capabilities and news feed content update algorithms, Facebook surpasses
YouTube with an overwhelming number of 4 billion daily video streams.
As the size of these video data banks grows, video understanding helps to effectively
organize this huge data collection and assists users in quick retrieval of the content by
putting forward favorable suggestions. Automatic video content analysis and retrieval, in
particular activity analysis, have become extremely important in designing and implemen-
tation of such systems.
2https://www.youtube.com/yt/about/press/
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Figure 1.3: Shows different types of surveillance cameras installed in public and private
spaces in the cities and a sample of a monitoring center.
Video Surveillance
Surveillance cameras or closed-circuit televisions (CCTV) are becoming an inseparable
feature of our lives. Driven by fear of terrorism, violence, disorder, and theft, and
availability of low-cost hardware, video surveillance systems are widely deployed all
over the places from metro stations and airports to banks and shopping malls (Figure
1.3). According to IHS [96], in 2014, there were 245 million active and operational
professionally installed video surveillance cameras globally. Currently, it is estimated that
only in London, there are 500,000 surveillance cameras installed such that a Londoner is
caught on these cameras 300 times a day on average.
With the proliferation of surveillance cameras, it is almost impossible to actively or
passively monitor this huge amount of data by trained operators within a sensible period.
It has been realized that currently deployed surveillance systems are not fully efficient
in any mode of operation. As a result, these systems are mostly used for the purpose of
post-incident analysis rather than enhancing preventive measures.
A solution is in developing intelligent systems capable of performing automatic video
analysis. Thanks to increasingly matured activity recognition systems that better scene
analysis and ability to search and retrieve relevant pieces of data have become possible.
Such capabilities allow distinguishing “interesting” information from “uninteresting” and
consequently “abnormal” events from “normal” ones.
Human-Computer Interaction and Entertainment Industry
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Figure 1.4: Examples of human-computer interaction applications in entertainment indus-
try.
Apart from surveillance, a smart computer-based system commonly exploits video cam-
eras to capture information of users interacting with the system. The inferred information
is usually about human pose or gesture as well as the position of hands. Such informa-
tion can be translated into abstract commands, comprehensible for virtually any digital
system. These interactions are so intuitive and natural and the systems based on them
are becoming so cheap that human-computer interaction started to be a natural part of
our daily lives. Natural user interfaces are currently employed in controlling computer
applications, game consoles and smart TVs (Figure 1.4). Gesture recognition and short
action interpretation therefore play a key role in interacting with those systems.
Health Care: A Social Issue
There is an aging trend in world population. Almost all countries are experiencing a
sharp growth in number and proportion of their older people. It is anticipated that the
growth rate will be accelerated in the upcoming decade. Today, almost 10% of the world
population is above 60. However, it is predicted that between 2015 and 2030, the growth
rate of older people will reach 56%. This way, the population of people having 60+ age
will be 1.4 billion in 2030 and 2.1 billion by 2050 which is double the number of this
population in 2015 [158].
Aging is meant to be the most remarkable social transformation of the current century
with a great impact on nearly all parts of the society. This impact is significant in the health
care sector where innovative approaches and reformed social policies targeting this popu-
lation is of paramount importance. Hence, computer-aided solutions providing automatic
monitoring of older people based on activity and gesture recognition methods are becom-
ing more important. These automatic systems are used for long-term monitoring of older
people allowing them to continue living autonomously in their own houses. Moreover,
such systems can be used for inferring behavioral patterns of people and helping clinicians
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Figure 1.5: Shows samples of different monitoring experiments in nursing homes in
France and in Greece. It also shows experiments conducted using gesture analysis for
diagnostic purposes on older adults in Institute Claude Pompidou in France.
to study and propose a timely diagnosis of cognitive decline such as in Alzheimer’s disease.
Accordingly, both patient monitoring and evaluations are in the great interest of our
studies in this thesis. By studying a person’s behavioral patterns (activities over days and
weeks), doctors can have a better understanding of senior difficulties in real life scenarios,
and then propose more accurate interventions to improve their living conditions. How-
ever, the long-term monitoring of people is still a problem superficially explored in com-
puter vision, since most people tracking algorithms are evaluated in short video sequences
that span from seconds to minutes. Nevertheless, as tracking people in unconstrained
scenes for long periods of time is already a challenging task, human activity recognition
has been a daring topic in computer vision and machine learning for almost two decades.
Many methods have been proposed for short-term action recognition, but long-term ac-
tivities, such as activities of daily living (ADL), are still under investigation. Accordingly,
although our proposed frameworks are general-purpose activity recognition methods, we
apply them to ADLs. In addition, our gesture recognition method addresses the problem
of early diagnosis of cognitive disorders. More importantly, we have also collected a chal-
lenging dataset from 60 senior people performing Praxis gestures. By that, we propose a
totally new and unaddressed challenge in gesture recognition which is the automatic diag-
nosis of cognitive impairment by analyzing gestures. The challenge in this task rather than
distinguishing different gesture classes is to distinguish which one is the correct gesture
among very similar instances of the same class (Figure 1.5).
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1.3 Problem Statement
Throughout the years, various taxonomies have been used to describe activity recognition.
However, in different studies, terms like action, activity, gesture, pose, and behavior are
usually defined and used interchangeably. In order to follow a common terminology and
be able to compare different methods, in this thesis, we will use the definitions proposed
by Moeslund et al. [150]. Based on the complexity of a motion, we use the following
hierarchy:
Gesture
A gesture is defined as an atomic and elementary movement of a person’s body part. A
gesture also is referred as action primitive. “Putting left hand on right ear” is an example
of gestures.
Action
An action is a more complex body movement than a gesture. Gestures are building blocks
of an action. If several gestures (action primitives) are combined with a specific order in
time, an action is built. "Walking" and "Punching" are examples of action category. Within
this work, we also use Primitive Event and action terms in exchange.
Activity
An activity is a more complex body movement than an action. It consists of several suc-
cessive actions. "Preparing a Meal" or "Playing Tennis" are examples of activity category.
Activity is the most complex category usually occurs on a larger scale and typically de-
pends on the context and environment and also objects and human interactions.
Activity/Gesture Detection and Recognition
In the activities of daily living (ADL), we should deal with long-term videos where a
video V contains several activities performed in unconstrained settings. This means that
unlike recognition problem in short-term videos, each video contains several complex
activities and corresponds with a set of labels VL. The goal of activity detection is to
predict the delineation of the constituent activities (beginning and ending time-stamps of
each activity) and activity recognition is the problem of predicting the label of a given
activity in that video.
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In this thesis, we address the activity and gesture recognition problem with supervised,
hybrid, and unsupervised methods. In supervised/hybrid methods, we have a training set
with annotated labels (we know which activity they contain and their intervals). Using the
training set, we learn the activity models that later are used for recognition of activities
in unseen videos. In the unsupervised method, an activity discovery (detection) process
is followed by a recognition step. The evaluation of activity recognition approach is per-
formed after mapping the detected activities on ground-truth annotations. In the gesture
recognition frameworks, we follow the same protocol that we use for the supervised ac-
tivity recognition approach. However, we also propose a gesture spotting mechanism.
1.4 Research Challenges
In spite of its pivotal role in human behavior analysis and immense applicability, major
challenges in human gesture/action/activity recognition still remain unresolved. In this
section, we discuss some of the main research challenges in this regard.
One of the main research challenges is the problem of intra-class variation. A ges-
ture or an action can be performed in many different ways. Complexity grows in daily
activities while there is no fixed way of doing such activities and it is very likely that a
person performs the same activity in different ways or in different temporal orders of its
sub-activities. For example, one can perform the “Wave” gesture with right hand, while
other one prefers to do it with the left hand or one person “pours water” to the coffee
machine before “putting coffee” in it or vice versa. The designed algorithms other than
being discriminative to distinguish instances of different classes, they need to be generic
enough to cope with intra-class variation as well. If the designed recognition algorithm
depends heavily on a specific feature modality (e.g. human skeleton), failure in detection
of that feature will be the weak spot of that algorithm. Any failure in detection algorithm
will result in failure of the recognition algorithm. The recognition algorithm should be ro-
bust enough to deal with noisy detection (false positives) as well as miss-detection (false
negatives). When the targeted recognition task becomes more complex (such as in ADLs),
space and time features will be required to capture characteristics of both shape and mo-
tion in videos in order to provide an independent representation of the events. Modeling
the Spatio-temporal association of the complicated activities is very important in de-
signing a robust recognition framework. In addition, variation in viewpoint, scale and
appearance of the subjects and also occlusion, noise and handling huge amount of data
are among the most important problems which make analysis and recognition of human
activities a challenging research topic.
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Figure 1.6: Example of ambiguous behavior in traffic junction. The trajectories are not
enough to describe the situation semantically. Right: Normal behavior; Left: Abnormal
behaviour.
1.4.1 Semantic Gap Problem
To generate proper semantic descriptions of a scene, given a set of the low-level descrip-
tors, one needs to bridge the semantic gap. The semantic gap in scene understanding
is the problem of the lack of a correlation between the extracted visual information by
a recognition system and the semantic meaning (interpretation) which a user is looking
for in a given situation [213]. As an example, figure 1.6 shows trajectory of cars in a
traffic junction. The possible interpretation of the extracted trajectory features is either
“Normal” or “Abnormal”. The trajectories of the car in the left figure 1.6 shows normal
behavior of the car turning the junction when the light is green. The trajectory of the
car in the right image demonstrates abnormal behavior when a car turns the junction
while the light is red. Nevertheless, further information for complete semantic description
of both situations in the scene is required. Using more information may help for a
better understanding of the situation. Knowing the status of the traffic light (contextual
knowledge) in this example helps to describe abnormal scenarios. In activity recognition,
the gap exists between low-level video descriptors and high-level semantic descriptions
(or labels) of the given video (Figure 1.7). An intelligent vision-based system should be
capable of capturing that quantitative information and providing qualitative (semantic)
interpretation out of them. Usually, to tackle this problem, two categories of strategies
have been proposed in the literature. In the Top-Down approaches, various techniques
are used to define ontologies that reflect experts’ expectation of what information will
be extracted from data. Top-down methods try to plan all of the connections of system’s
sub-parts to produce a complete model of a scene. To reach this goal, extensive contextual
knowledge should be provided a priori to the system. Generally, top-down approaches
are fully supervised which makes them inefficient in handling complex systems such as
long-term daily activities. It is difficult to define all possible variations of such activities,
therefore, manually modeling those activities requires a lot of time and effort.
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Figure 1.7: Illustrates the semantic gap problem in activity recognition.
Conversely, Bottom-Up approaches usually focus on particular application (e.g.
surveillance, traffic, etc.). Since their goal and context are well-defined, the main task
will be to extract and handle relevant information of the given content. Having prior
knowledge of the prospective data, these approaches are usually unsupervised with
a data-driven learning procedure. These methods generate models from the extracted
features that later will be used for detecting events in unseen low-level data by comparing
and matching the models. Due to the lack of a proper semantic layer, these methods can
associate only the generated models to the similar unseen data, hence, they are unable to
retrieve semantic interpretations.
For activity recognition problem, we propose a hybrid method by taking benefit of
advantageous aspects of both methods. In a data-driven process, we automatically pro-
cess low-level feature (bottom-up, unsupervised) until it can be semantically describable.
Then, we use a supervised method to obtain semantic information about the discovered
activities (labels). Generating activity models is finalized by combining the two sources of
information embedded in a single hierarchical activity model. The two levels of informa-
tion (high and low) are associated by creating a mid-level layer out of action primitives
learned directly from data. Interpretation of the activities in unseen videos is achieved
through comparing the generated model by newly discovered activities.
1.5 Contributions
To overcome the limitations of gesture and activity recognition, we propose different meth-
ods that can be applied to any gesture and activity recognition problem. However, our
focus in this work is on daily living activities and its application in health care and early
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diagnosis of cognitive impairments. Our main contributions can be summarized by the
following items:
• Unsupervised scene modeling and activity discovery: In order to characterize
scene regions with a higher prior probability of occurring interesting activities, we
propose an unsupervised method building model of the scene in multiple resolu-
tion layers. The proposed method is capable of analyzing and updating the created
models and modifying (merge/split) them if required. To discover higher level ac-
tivity patterns, we extract primitive events in different resolutions using the learned
scene model. Combination of primitive events creates bigger events equivalent to
the high-level activities. Moreover, the scene model approach successfully over-
comes the problem of temporal localization of activities existing in sliding window
approaches. Using this model, beginning and ending of activities can be extracted
with acceptable precision (Chapter 4 and chapter 5).
• Dynamic length unsupervised temporal segmentation: Rather than using
ground-truth intervals in supervised learning or fixed size temporal segmentation
of the input videos, we perform video segmentation using the scene region models
[162, 163]. Using global motion information, we detect each time a subject enters
or exits a scene region. Accordingly, we break down a long-term video into shorter
clips of variable lengths (Chapter 4).
• Hierarchical Activity Models: Having multiple spatial layers of abstraction, we use
these layers to construct a hierarchical model for activities. The process of model
construction starts with extracting and collecting descriptors at different layers and
ends with combining the collected information in a hierarchical tree structure. Each
layer in the tree contains descriptive information of the corresponding resolution in
the scene model (Chapter 4).
• Generating Hybrid Activity Models: We employ the proposed activity modeling ap-
proach to describe the discovered activities. The generated hierarchical models are
data-driven that intake global motion information containing no annotations (un-
supervised). To inject higher level semantics into the generated models, extracted
local motion descriptors of the discovered activities are used to train a classifier (su-
pervised) [163]. The annotations coming from the supervised classifier combined
with the unsupervised hierarchical models generate a hybrid model suitable for de-
scribing observed activities in the scene (Chapter 5).
• Generating Unsupervised Activity Models: We also used the hierarchical models to
develop a totally unsupervised activity recognition framework [162]. After creating
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hierarchical models using the global motion information, unlike the hybrid frame-
work, we continued with un-annotated local motion descriptors by training a visual
vocabulary (dictionary) for every scene region. The trained dictionaries, combined
with the hierarchical models, generate the final activity models (Chapter 5).
• Zone Refinement with Hand-crafted Activity Models: The created scene regions
based on the unsupervised approach may be inaccurate and far from ideal segmen-
tation formation. A region can be smaller or bigger than the expected area for a
specific activity. If it is bigger, it may also cover another activity’s spatial region and
needs to be separated. When smaller regions appear inside the spatial zone of a
certain activity, it is better to merge small scene regions to build up one big region.
To overcome this challenge, we propose a hybrid model combining unsupervised
scene model creation with knowledge-based hand-crafted models. After matching
the generated models by the two approach, using the supervised knowledge of the
activity regions injected from the hand-crafted models, we designed a split/merge
algorithm that rectifies the scene region model. The knowledge interaction between
the two methods can be continued in a loop until an optimal segmentation of the
regions is acquired (Chapter 4).
• Online Activity Recognition: The automatically created scene model enables online
activity recognition [163, 162]. During the testing phase, as subject moves through
the scene regions, s/he crosses the region boundaries. We perform temporal seg-
mentation of the test videos based on the enter/exit signals. As soon as a subject
exits an activity region, activity recognition procedure is triggered allowing for an
online recognition routine (Chapter 4).
• Gesture Recognition: We have developed four different gesture recognition frame-
works [165]. Each framework employs a certain information modality or combi-
nation of different modalities. The modalities include: Skeleton information, RGB
image and depth map. The first framework extracts spatial skeleton features and
associates them temporally using a temporal offset. The videos are represented with
the extracted features and are used to train a supervised classifier for gesture recog-
nition. In the second framework, the skeleton information is utilized to detect the
hand joints. To detect the precise shape of the hands, depth maps information in
the patches surrounding the hand joints are utilized. After hand detection, VGG
deep features are extracted and are used for training a SVM classifier. Moreover, the
framework is capable of combining image and skeleton features. The third frame-
work is similar to a recognition method based on the local descriptors. Different
types of extracted local descriptors are encoded with Fisher vector representation
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and can be used for training a classifier. The fourth framework is a deep architec-
ture. A trained CNN network is applied on the cropped patches around the hand
joints to extract the deep features. Next, the features are used for training a LSTM
network and predicting the gesture labels. Other than gesture classification task,
we propose a different challenge owing to the application of our method. The chal-
lenge is the evaluation of “Correctness” in performing the gestures. The task of the
framework is to decide whether the given gesture is performed correctly or not. In
most of the gestures, the difference between a correct and incorrect performance is
very subtle which it is even difficult for human observer to tell the difference (We
used experts’ opinions for annotations). This makes the recognition task extremely
difficult (Chapter 6).
• Assessment of Cognitive Disorders and New PRAXIS Dataset: The proposed
frameworks are used for the assessment of the cognitive status of senior subjects.
The evaluations are based on the Praxis cognitive assessment test which is diagnos-
tically an accurate estimation of the Alzheimer’s disease. A poor performance can be
indicative of cognitive disorder. In order to evaluate performance of the proposed
methods, we have collected and released a new and challenging gesture recognition
dataset based on the Praxis test. The gestures are performed by 60 senior subjects
in the Memory Center at the Institute Claude Pompidou (ICP) in Nice, France. The
test sessions are supervised by an animated avatar. There are 29 gestures in the
dataset from which 15 are dynamic and 14 static upper-body gestures. In total, the
dataset contains almost 830 minutes of video recordings. It includes skeleton and
depth map information as well as RBG images. The recordings are continuous and
each video contains 100 gestures in average, hence, the dataset can also be used
for temporal gesture localization. The gestures are annotated by medical experts in
two ways. They are annotated based on gesture class as well as gesture correctness.
The two annotation modes allow evaluating the dataset from gesture recognition
aspect as well as cognitive assessment. The dataset recorded from the real patients
introduces lots of challenging scenarios. Detailed information about the dataset is
available in chapter 6. Additionally, we have developed a user-friendly evaluation
tool for the clinicians [67, 160]. It provides them with detailed information about
the subjects, their performance and also about every individual gesture (Chapter 6).
• Extensive Evaluation, Comparison and Analysis of Proposed Activity and Ges-
ture Recognition: On activity recognition side, we provide extensive evaluation
of two baseline methods based on local features. The first baseline is based on
Bag-of-words approach which is one of the most popular techniques for encoding
local features. The second baseline follows Fisher vector encoding scheme which
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has shown superior results in different Computer Vision tasks over the bag-of-words
scheme. We also provide evaluation results based on the two proposed frameworks
of the hybrid and unsupervised. Our baselines and proposed methods are applied on
two activities of daily living datasets: GAADRD [102] and CHU Nice Hospital [51].
We also provide deep evaluation of the four gesture recognition methods on our
recorded PRAXIS dataset. On the other hand, we perform extensive evaluation of
gesture recognition framework on the recorded PRAXIS dataset. We show that the
designed deep learning based architecture outperforms other baseline techniques
(Chapter 5 and chapter 6).
1.6 Thesis Structure
In this chapter, we introduce the problem of activity and gesture recognition, the problem
motivations and their potential applications. We also describe the main research chal-
lenges in these fields and summarize our contributions. We have divided this manuscript
into seven chapters. A brief description of each chapter is as follows:
• Chapter 2 – Related Work: In this chapter, we explore the available state-of-the-
art methods which address our defined challenges in short and long-term activities.
We follow a taxonomy dividing the approaches into single-layer (unsupervised) and
hierarchical (mostly supervised). We also discuss the similar attempts to solve the
problem of long-term activity discovery and their success and failures.
• Chapter 3 – Supervised Activity Recognition: In this chapter, we introduce com-
ponents of the supervised activity recognition baseline framework and its two vari-
ations. The main components are: feature detection, feature extraction, feature
encoding and classification. The framework accepts a variety of feature types from
hand-crafted geometrical features to representation learning deep features. In the
first framework, bag-of-words encoding method is used as the feature representation
method. In the second framework, feature encoding is carried out by Fisher vector
representation. We present the two daily activity datasets (GAADRD and CHU) that
we use in the following evaluations. Finally, we present the extensive evaluation of
the two presented techniques, comparisons and analysis.
• Chapter 4 – Activity Discovery, Modeling and Recognition: In this chapter, first,
we explain the process of activity discovery from the sequence of detected primitive
events in different levels of resolution. This is done by extracting the global trajec-
tory of the subjects in the scene and by creating a scene model (Topology) through
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clustering of the trajectory points. Detecting the optimal number of clusters is as-
sessed by cluster analysis. Additionally, the optimal shape and number of the scene
regions are investigated by proposing a method combining knowledge-based hand-
crafted scene models with unsupervised data-driven scene topologies. Considering
distinctive attributes, the activities are clustered and represented by hierarchical ac-
tivity models. Given an unseen video, activity recognition takes place by computing
its similarity with the generated activity models.
• Chapter 5 – Hybrid Activity Recognition Framework: In this chapter, we propose
two activity recognition frameworks based on the proposed activity models in the
previous chapter. The first one is a hybrid framework combining supervised and un-
supervised methods benefiting from the advantages of both approaches. This frame-
work achieved state-of-the-art performance compared to the baselines and other
suggested frameworks. The second framework is an unsupervised framework. In-
stead of using a supervised classifier to obtain labels, the extracted descriptors are
clustered and used for training a visual vocabulary embedded in the hierarchical
models. An extensive evaluation using different descriptor types is presented. At the
end of this chapter, we discuss the challenges we face on the evaluated datasets.
• Chapter 6 – Gesture Recognition: In this chapter, we present details of the pro-
posed four gesture recognition frameworks and developed cognitive assessment ap-
plication. Gesture recognition problem is investigated in the context of cognitive
disorders. The frameworks are designed to accept different data modalities.
• Chapter 7 – Conclusion and Future Work: Here, we summarize our proposed ap-
proaches and their strengths and limitations. We also discuss the future direction




“Progress is made by trial and failure; the failures are generally a hundred times
more numerous than the successes, yet they are usually left unchronicled.”
- William Ramsay
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2.1 Introduction
In this chapter, we review various methods proposed for the problem of activity recog-
nition in recent years. For extensive and in-depth investigation of the topic, readers can
refer to the reviews available in [3, 161, 187, 24].
Over the last two decades, many approaches have been proposed for recognizing
human activities from videos. Different features have been examined for robust and dis-
criminative representation of activities. In addition, many machine learning approaches
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have been applied for modeling activities and obtaining robust classifiers. The objective
of activity recognition is to automatically understand and describe ongoing activities in an
unseen video based on previously obtained patterns from observations in training phase.
In a more simple case of the problem, the goal of a recognition system is to correctly
classify activities in a long-term video that is already been divided into chunks containing
only one activity instance. In a more difficult case, the delineation of activities is not
given. The videos are continuous with an arbitrary order and number of activities. Even
activities can take place concurrently. In such scenarios, in prior to the recognition, an
additional step concerning the detection of beginning and ending of activities is required.
There is a large body of literature that focuses on activity recognition in short-term
actions which the duration of actions is in the range of seconds. The recognition of
long-term activities that the duration of activities varies from minutes to hours (and
even days), is more challenging hence, it is less explored. The long-term activities
have different characteristics and are performed in larger variation than short-term
activities. Moreover, collecting such data is challenging and unlike short-term actions,
they can not be recorded in a lab environment. Usually, this kind of data is collected in
real-world settings where people perform activities naturally (such as in home doing daily
chores). Unlike scenarios happening in structured scenes, these activities are common
in unstructured environments. For example, in a traffic light scenario, the objects in the
scene usually follow a limited number of pathways with a constrained spatiotemporal
order. Conversely, in a daily activity scenario taking place in an apartment, activities are
not strictly defined based on objects or areas in the environment. Several activities can
happen in a specific area (eg. kitchen) with an unconstrained temporal order. Further-
more, the algorithms developed to process these activities need to be computationally
efficient in order to handle a huge amount of recorded data.
Although, we are interested in various types of long-term activities such as surveil-
lance, abnormal activity detection, etc., in the context of this thesis, we are mainly
interested in a special class of long-term activities called Activities of Daily Living (ADLs).
Recognition of these activities is the essential part of services developed for health care
and assisted living purposes. Originally, Katz et al. [103] proposed a set of ADLs (such
as dressing and feeding) to measure the biological and psychological function of people.
Over the years, different variations of these activities have become a standard to evaluate
the well-being of older people. Later, Lawton et al. [123] extended the set of ADLs to
include activities that involve different instruments (Such as Answering phone, preparing
coffee etc.) and called them Instrumental Activities of Daily Living (IADLs). Due to the























Figure 2.1: The hierarchical taxonomy of human activity recognition problem and its
solution domain.
main focus in this thesis is on automatic recognition of these activities.
This chapter provides an overview of the prominent methods in human activity recog-
nition. The goal is to explain advantages and disadvantages of those techniques and their
influence on the current work. The field of activity recognition moves at a fast pace.
There are many surveys summarizing the proposed methods throughout the years. We
use the taxonomy proposed by [3] dividing the activity recognition methods into two
main categories (Figure 2.1). Single-layer approaches aim to model and recognize ac-
tivities directly from the given image sequences by learning the models from extracted
image descriptors. Usually, these methods are successfully applied to the recognition
of short actions or gestures with sequential characteristics. On the other hand, Hierar-
chical approaches represent high-level activities in terms of their simpler constituents
which are referred to as sub-activities. These approaches make the construction of multi-
layer models possible, hence, allowing to generate a semantic description of complex
activities. Since the proposed methods in the manuscript take advantage of both sing-
layered and hierarchical approaches, we use this taxonomy to explain the related work in
the available literature to ours. Depending on the structure of the modeling, the single-
layered approaches are divided into two categories. The space-time approaches consider
a video as a 3D volume (XYT) where the descriptors are computed (such as short tra-
jectories). These methods are further divided into three categories based on the fea-
tures they use from 3D space-time volume for activity modeling: volumes themselves
[88, 188, 193, 204, 104], trajectories [186, 92, 244, 205, 259] and local interest point
descriptors [233, 84, 169, 22, 91, 75]. On the other hand, the sequential approaches
view a video as a sequence of observations. These approaches are also divided into
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Figure 2.2: Shows the procedure of computing a Local Binary Pattern volume of "Waving"
action by concatenation of the image sequences [14].
two sub-categories. Depending on the utilized recognition methodologies they are cat-
egorized either as exemplar-based [50, 72, 254, 228, 20] or model-based approaches
[255, 202, 268, 214, 175, 240, 20, 231].
Hierarchical approaches are also divided into three categories based on the utilized
recognition methodologies: statistical [261, 267, 170, 47, 77], syntactic [94, 241, 110,
100, 149, 151], and description-based [82, 152, 12, 189, 222, 194] approaches. In the
statistical approaches, state-based models are concatenated hierarchically in order to de-
scribe high-level activities (For example, layered HMMs). In syntactic approaches, a gram-
mar syntax such as stochastic context-free grammar (SCFG) is used to model the activities.
These methods model the high-level activities with strings of atomic activities. Finally,
description-based methods represent activities by describing the sub-activities and their
spatial, temporal and logical relations.
2.2 Single-Layer Approaches
In the single-layered approaches, activities are directly recognized from the image se-
quences. These approaches interpret a set of specific image sequences as a particular
class of activity. Activity recognition in unseen sequences takes place by grouping the
sequence into its predefined set of classes. To make a decision that whether an image
sequence belongs to an activity class or not, various representation techniques and match-
ing methods have been suggested. In continuous sequences that activity intervals are
not given, most of the single-layered approaches adopted a sliding-window approach to
classify all possible sub-sequence patterns [104, 204]. To have a more effective recogni-
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tion, the sequential pattern of describing activities should be captured from the training
data. Intrinsically, these methods are suitable to model and recognize short and rela-
tively simple human actions (such as "waving" and "walking"). These methods become
less effective when the activities are long-term, more complex and occurring in unstruc-
tured scenes. In these scenarios long-term activities may have many variations which
is challenging to characterize. These methods have to adapt a sequential model to de-
scribe such activities as a sequence of events. Two types of single-layered approaches
are space-time and sequential approaches. The main difference between the two ap-
proaches is the way each method handle time. Space-time approaches model the activi-
ties using 3D volume in spatiotemporal dimension or extracting features from the volume
[188, 186, 92, 244, 205, 233, 84, 22, 91]. The space-time volumes are created by concate-
nating the image sequences in the time axis and measuring their similarities. Sequential
approaches consider an activity as ordered observations (by taking into account their se-
quential relationships) where the activity recognition is the process of searching for such
sequences in unseen videos [254, 228, 202, 268, 214, 175, 240, 231].
2.2.1 Space-Time Approaches
An image is a two-dimensional matrix of data encoding a real 3D scene. It captures
spatial relationships of humans and objects. Accordingly, a video can be defined as a
sequence of those 2D images in order of time. As a result, an activity can be seen as a
three-dimensional volume which is created by concatenation of two-dimensional images
along the time axis.
The space-time activity recognition methods typically perform the recognition task by
analyzing the detected space-time volumes [88, 188, 193, 204, 104]. A common pipeline
of a space-time method follows these steps: Using the videos available in the training
set, the system computes the 3D space-time volumes for given activities. This volume is
stored as template volume. When a new video appears, first the space-time volume is
computed and then, the extracted volume is compared to the template model volumes.
Based on the appearance and shape similarities between the test and template volumes,
the recognition algorithm (template-matching) determines the semantic of the performed
activity obtaining the highest similarity score. Figure 2.2 shows an example of space-time
volume of waving action.
Other than methods that only use 3D volumetric representation, some utilize the
space-time volume differently. In one variation the recognition system represents the
activity as a trajectory rather than a volume [186, 92, 244]. The most salient points in
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human activity are body joints positions. If the recognition algorithm can successfully
track these joints the activities can be represented more clearly using a set of trajecto-
ries. In another variation of space-time methods instead of volumetric trajectory-based
representation, the activities are represented through a feature set obtained from
the 3D volume or tracked trajectories. In these methods the space-time volumes can be
considered as rigid objects that the extracted features can be used for characterizing them.
Apart from representation, also various recognition methods have been developed to
use space-time representations. The goal of these recognition algorithms is to match vol-
umes, trajectories or their features with learned models from training data as accurate
as possible. Discriminative approaches such as Neighbor-based matching algorithms have
been extensively applied to recognition task where the system describes activities by sus-
taining a set of samples (volumes or trajectories). In the recognition phase, the system
matches the input with the stored samples. Moreover, algorithms based on statistical
learning have also been developed that utilizes the probability distribution of activities in
matching the samples.
2.2.1.1 Space-Time Volumes
The main challenge regarding the recognition task using space-time volumes is how to
measure the similarity between the volumes. The simple way to do it will be to take the
whole volume as feature or template and perform the matching for classification. Taking
the entire volume as feature adds noise to the feature vectors since the features will also
include redundant background information. Therefore, some methods use background
extraction to obtain the meaningful motion information of a person in the foreground per-
forming activities [19]. Using the idea of extracting foreground movement, some methods
performed action recognition [88, 188, 193]. [204] proposed an approach to use patches
of the volumes to compare the actions. Similarly, [104] used an over-segmented volume
to model human motion. To have more reliable similarity comparisons [191] proposed a
method to use filters to characterize the volumes.
Bobick and Davis [19] proposed an efficient framework based on template matching.
For each action they create two 2D templates consisting Motion Energy Image (MEI) and
Motion History Image (MHI). They created these templates by a weighted projection of se-
quence of extracted person in the foreground (Figure 2.3). Template matching performed
efficiently and in real-time.
Inspired by Bobick’s work Qian et al. [188] combined global and local features to
achieve better accuracy of recognition. For the global feature, they used MEI images but
to avoid the existing hollow part of the foreground because of the presence of human
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Figure 2.3: Shows the created 2D action templates from a sequence of images [19].
blob contour coding is applied on MEIs. Bounding boxes of the objects used as local
features. Roh et al. [193] modified Bobick’s 2D MHIs to 3D. Instead of 2D templates, 3D
volumetric templates used for view-independent action recognition. Similarly, Hu et al.
[88] combined MHI with appearance features to achieve a better description of human
activities. They used two different appearance features. The first one is the foreground
image obtained from background subtraction and the second one is Histogram of Oriented
Gradients (HOG) features identifying direction and magnitude of edges and corners. They
use a special SVM classifier called SMILE-SVM (simulated annealing multiple instances
learning support vector machines) which looks for the global optimum. Using simulated
annealing method helps the SVM classifier to avoid local optimums.
Kim et al. [108] proposed Accumulated Motion Image (AMI) based on gait energy
analysis in order to represent the spatiotemporal aspect of the actions. The AMI is com-
posed of image differences averaged over a video sequence. Based on obtained AMIs, they
calculate a rank matrix. To recognize a query action, they measure the L1-norm between
the temporal and spatial rank matrices and choose the model with minimum distance as
recognized action.
Other researchers proposed methods for using body models for recognition of actions.
These models are constructed using information such as skeleton joints or silhouettes.
For example, Ikizler et al. [90] proposed a pose descriptor using silhouette information.
Histogram of Oriented Rectangles (HOR) describes a body pose in an action sequence
with oriented rectangular patches created by silhouettes. The histograms calculate the
distribution of oriented rectangular patches. The local dynamic of actions is captured by
the accumulation of HORs inside a sliding window. For recognition, they used various
methods such as SVM and dynamic time warping.
In [243] Wang et al. developed a framework using Semi-latent Topic Models (STM).
Inspired by the text mining methods a "word" is equivalent to a frame in an action video
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and accordingly, a "document" is equivalent to the whole video. Optical flow is used
for describing motion where a visual dictionary is trained by considering them as action
descriptors. Developed based on Latent Dirichlet Allocation (LDA) [18] and Correlated
Topic Model (CTM)[17], STM infers the number of topics and provides efficient training
procedure.
Rather than viewing poses as words in a document, Guo [78] considered them as a
sequence of shape deformations of silhouettes. For action representation, a covariance
matrix of calculated geometrical features of silhouette tunnels is constructed and a Rie-
mannian metric is used to measure the similarity between matrices of different actions.
Various efforts to adopt different techniques to the action recognition problem have
been tried. For example, to compare the spatiotemporal video volumes and measure their
similarities, Kim et al. [107] applied Canonical Correlation Analysis (CCA). Liu et al.
[131] detect the repetitive parts of actions as Salient Action Units (SAU) and train an
AdaBoost classifier using these features. To combine different features Cao et al. suggested
Heterogeneous Feature Machines (HFM) [29].
To avoid equal treatment of all spatiotemporal volumes in videos and using irrelevant
volumes for training models, Zhu et al. [269] proposed a deep network for mining of
discriminative key volumes. Training of the network has been done with the forward-
backward stages of Stochastic Gradient Descent (SGD). In the forward step, the key vol-
umes are detected and the parameters of the network get updated in the backward step.
They showed that mining key volumes significantly improves the accuracy of the recogni-
tion achieving state-of-the-art performances in various action datasets. [10] developed a
3D convolutional neural network that extends the conventional CNN by taking space-time
volume as input.
In overall, it can be seen that the space-time volumes are calculated as a set of dense
descriptor to model of short term action unit. Such methods face difficulty when applied
to long-term activities. Extracting dense descriptors is accurate and feasible for short
actions, however, it gets difficult and inefficient when the amount of data getting big
which makes the models created by these methods inefficient to modify and difficult to
update. Moreover, the recognition of actions involving multiple people is challenging
especially when the spatial segmentation is not possible. It is also difficult to handle noise
in these methods since the background is also captured and modeled as part of actions.
2.2.1.2 Space-Time Trajectories
Trajectory-based action recognition approaches work based on tracking of interest points
such as human skeleton joints. According to Johansson [99] tracking human body joints
is enough to recognize the occurring action. Therefore, various body part estimation
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Figure 2.4: Left: shows tracking of body joints while walking in XYZ [205]; Middle: shows
tracking of the joints while walking in XYT. Right: using deep learning to estimate body
parts from RGB images [186].
methods [209] skeleton representation techniques and recognition methods proposed
to recognize human action by matching trajectories (Figure 2.4). Most of the earlier
body part estimation were based on RGB-D images. However, recent advancements in
deep learning and availability of powerful GPUs made real-time extraction of skeleton
information from RGB images possible [186, 92, 244].
Some of the proposed methods [205, 259] directly used the trajectories to represent
and recognize the actions. To describe actions in spatiotemporal space with joint trajec-
tories, Sheikh et al. [205] extended the three-dimensional representation of joints into
four-dimensional (XYZT) space-time domain. To preserve the action representation from
the variation of viewpoint they applied an affine projection to normalize the trajectories.
Similarly, Yilmaz et al. [259] proposed an approach to match trajectories captured in
four-dimensional XYZT space. In order to analyze trajectories, Messing et al. [148] use
dense clouds of KLT [136] features extracted by tracking Harris3D interest points. The
trajectories uniformly quantized in log-polar coordinates. They use velocity-history of
trajectories as their basic features. To learn the velocity-history a generative model is
used. To model the action classes a weighted mixture of bags-of-augmented-trajectory
sequences is learned where each action model has a distribution over 100 shared mixture
components. The mixture components are considered as velocity-history words. Finally,
the velocity-history features are used for training a classifier to recognize the actions.
Meanwhile, many proposed trajectory-based approaches focus on representing skele-
ton by extracted features from joint positions. These methods usually encode information
of relative joint positions or angle between the joints in consecutive frames. Wang et al.
[238] calculate relative distance of a skeleton joint with all the other joints and enumerate
all the pairwise joints to generate the final feature vector for skeleton representation.
Rather than calculating distance in a single frame, Yang et al. [258] calculated relative
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distance of joints among video frames as a feature. [168] and [201] joint angles to
represent skeleton. For a better representation of angular space, [201] uses quaternion
coordinates.
Most of the mentioned methods use bag-of-words (BoW) scheme for encoding actions.
Inspired by methods from Natural Language Processing (NLP), this scheme ignores the
temporal relations of the visual words. To model temporal relations between the poses,
[143] proposed an ensemble tree models. Recently, Agahian et al. [2] proposed an ap-
proach for temporal encoding of the pose descriptors. First, a set of key poses are detected
by applying K-means clustering on skeleton data in the training set. An SVM classifier
is trained on the calculated cluster centers to classify action pose sequences to key pose
sequences. Every action in a given dataset is encoded with a key pose histogram before
going through an Extreme Learning Machine (ELM) for classification. Some of the meth-
ods reported that the contribution of joints in recognition phase differs from action to
action. Hence, they provide methods to manually [253] or automatically [159] select the
most informative joints. Negin et al. [164] proposed a Random Decision Forest (RDF)
based feature selection mechanism. The calculated geometrical features are fed into an
RDF in order to mine the most discriminative joints and feature types. The final classifier
is trained by the selected salient features. Rather than modeling the temporal relations in
feature level, some methods [116, 138] postpone it to the classifier phase where they train
classifiers such as Hidden Markov Models (HMMs) suitable to model sequential data.
Joint trajectory representation provides a compact representation of an action which
can be suitable for describing long-term activities. The described methods use these fea-
tures to describe short-term actions. However, we use these methods in the context of
long-term activities. Moreover, these methods suffer from occlusion problem and also
robust detection and tracking of the joints.
2.2.1.3 Space-Time Features
These approaches treat space-time volume as a rigid 3D object and extract features to
represent the characteristics of the volume. Such methods have been previously tried on
object and scene recognition. The extracted local features use interest points and their
surrounding volume to describe the space-time volume. Regarding the density of the
interest points, space-time features can be divided into two categories. The Harris3D
[119] and The Dollar [54] detectors are examples of sparse detectors. Interest point
detectors based on optical flow are considered as dense feature detectors.
Dollar detector uses Gabor filtering to detect variation of intensity in the temporal
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domain. It detects local 3D patches with complex motion. However, using only local
information in a relatively small patch cause this detector to neglect transitional motions.
Moreover, it is not effective when there are slow movements corresponding to the
objects present in the scene or in case of camera motion or zoom. To overcome these
shortcomings Bergonzio et al. [22] proposed a detector with a different design of spatial
and temporal filters and their combination to produce the final response. They achieved
this by extraction of holistic features from clouds of interest points detected from multiple
temporal scales where the final features are automatically selected and accordingly
classified by SVM and Nearest Neighbor classifiers.
Thi et al. in [220] use Harris3D to detect interest points. Next, they use a Bayesian
classifier to decide whether the interest point belongs to an action of interest or not. They
localize actions with weighted Conditional Random Field (CRF) and use the extracted
point of interest descriptors to describe them. For classification, they use PCA-SVM
classifier.
Although Harris detectors were effective to some extent, they suffer from sparsity.
Knowing this, Gilbert et al. [75] used two dimensional dense Harris corner detector
[119] in multiple spatial scales instead. They constructed features using the detected
interest points and used a Hierarchical clustering to group actions into different classes.
Similarly, Sadek et al. [195] by only using Harris corner detector described local features
with fuzzy log-polar histograms. Combined with global features, the final feature vectors
are classified with SVM.
Several methods [84, 169, 91] used optical-flow information to detect interest points
for feature description. Ikizler-Cinbis et al. [91] used a homography-based motion com-
pensation method to detect foreground flow in the scene related to the motion of person
or objects. A set of shape features based on detected objects are extracted before giving as
input to a Multiple Instance Learning algorithm to localize the interesting spatial regions
in a video. Oikonomopoulos [169] also uses optical flow field to detect salient points
around a spatiotemporal cylindrical geometry based on B-splines. The final B-spline poly-
nomial descriptor is invariant to scale and transformation in space and time.
After detection of salient interest points, usually, for local representation, various
descriptors around the local volume of the detected points are computed. Throughout the
years, many descriptors have been proposed [48, 233, 247, 200]. Moreover, the idea of
extracting descriptors around feature trajectories became popular. These methods track
the detected interest points in time and compute trajectory shape and descriptors around
the space-time volume of the trajectory to describe actions in videos. In recent years,
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Figure 2.5: Shows the process of extracting dense trajectories proposed by Wang et al.
[233]. Left: shows dense sampling to detect interest points in multiple spatial scales.
Middle: illustrates tracking of the trajectory points in a given interval (L frames). Right:
HOG, HOF and MBH descriptors are extracted around the retrieved trajectories.
dense trajectory-based method proposed by Wang et al. [233] has gained popularity
(Figure 2.5). They sample dense interest points in each frame and track their displace-
ment based on the optical flow field. At the end, to represent the actions, they calculate
HOG [48], HOF [233] and MBH [48] descriptors in the space-time volume around the
trajectories. This method resulted in high recognition accuracy and inspired others to
propose various methods [15, 239, 114, 115, 16] based on this representation method
and improve discriminative power of descriptors.
Depending on the complexity of actions, complexity of the relationships among local
descriptors changes. To model these relationships in real-world situations, probabilis-
tic models seem a favorable option. Inspired by probabilistic methods in NLP, using
topic modeling in describing actions and events has been examined in several works
[248, 243, 64]. In topic modeling, it is common to divide the videos into short clips of
several frames and extract motion information such as optical flow fields to create the
documents out of videos. Wang et al. [243] proposed semi-latent Dirichlet allocation
(S-LDA) and semi-latent Correlated Topic Models (S-CTM) to model and classify actions.
They use motion descriptors obtained from the whole frame to create the "visual words".
After learning the visual dictionary, generative topic models are applied where the topics
of the document are denoted as latent variables in these models. The main problem of
this method is its requirement for manual and predefined configuration of the model by
the user. In [248] Wu et al. proposed an unsupervised framework to understand activities
and their relations. The proposed topic model method allows to model long-range
dependencies between the action-topic in complex activities. By learning the temporal
relations between the actions, the generated topic models can be also used to detect the
forgotten actions by finding missing sub-actions learned in training phase. The main
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challenge in modeling actions and activities based on topic-models is inferring the number
of topics which is similar to the problem of cluster analysis in the clustering algorithms.
In ideal case, the selection of topic number should be done automatically. Emonet et al.
[64] proposed an unsupervised Non-parametric Bayesian methods based on Hierarchical
Dirichlet Process (HDP) to discover recurrent temporal patterns of words (Motifs). The
method automatically finds the number of topics, number of time they occur and the
time they occur. Additionally, it can infer the length of the motifs. The method is applied
in traffic scenes where it successfully obtained the interesting motifs. In spite of topic
models high capability to model complex activity, due to utilization of Gibbs sampling in
learning hidden variable, the learning time can be inefficient. Moreover, the generated
models are complex and difficult to modify and hard to interpret. Due to nature of the
utilized optical flow features, recognition of individual activity is not possible (motion
of all objects in the scene are captured and modeled). Also, they need to tune some
parameters such as size of sliding window to achieve the best codebook configuration.
Other than these handcrafted local descriptor computation and modeling actions,
many deep learning methods have been used for learning action representations. Al-
though the deep learning based methods provide end-to-end learning of descriptors and
classification boundaries, they are prone to overfitting, not hierarchical and require a big
amount of data. In addition, in spite of the indisputable success of deep CNN methods
in image classification, their merit in video recognition is yet to be confirmed. The CNNs
are designed to learn features in static images and various methods proposed to adapt
them in order to model motion (time) in videos [97, 210, 242, 219, 141, 165]. To model
motion in videos, [97] stacked video frames as the input of the convolutional network.
Simonyan [210] proposed a two-stream convolutional networks which learns filters based
on a stack of N input frames. They model motion with a CNN trained on optical flow
information (temporal). Another CNN is trained on still images (appearance). The fusion
of the output of the two streams are performed in the last convolutional layer. Fusion
in convolutional layer instead of softmax layer helped them to improve the recognition
accuracy. In an extension of this approach, [68] replaced the late fusion scheme with
an early fusion of the two networks. To model static spatial information, short and
long-term motion in videos [252] proposed a hybrid framework to use Recurrent Neural
Networks (RNN) along CNNs. The spatial and the short-term information are captured
by two CNNs and combined in a regularized feature fusion network for classification.
Finally, to model long-term temporal dependencies, a LSTM networks are applied on
top of the two features. Ma et al. [141] used CNN together with LSTM for activity and
gesture recognition respectively. In [43], after extracting the CNN features from parts
of images, they aggregated them using min-max pooling operation before classification.
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Although they claim that the aggregation step takes care of the temporal dependency
between the frames, the model misses the spatial dependency between different image
part. More recently, Carreira et al. [31] used 3D CNNs to define C3D and I3D features
aiming for action classification where they achieved high accuracy on benchmark dataset.
The problem with these networks is their big number of parameters which makes their
training difficult for small-sized dataset. Moreover, they do not consider long term
temporal dependency among the action frames.
In overall, the main challenge for space-time approaches is how to describe variation
of speed and motion. The joint trajectory methods are usually view invariant and can
describe actions in high detail, however, extracting joints in different occlusion and illumi-
nation conditions can be challenging. Local descriptor based methods are robust against
issues such as noise and illumination conditions, however, they are suitable for modeling
local motion of short and simple actions. In general, space-time approaches have achieved
acceptable accuracy in recognition of short-term actions. Since their focus is on local mo-
tion, description, and modeling trajectory of skeleton joints, they lack the global descrip-
tion of the scene. Hence, they face difficulties handling long-term complex activities such
as when the subjects are "sitting" in a "chair" and "Reading" for a long time. Methods such
as RNN LSTM are introduced to cope with these challenges, however, modeling temporal
dependencies in videos is still an active research topic.
2.2.2 Sequential Approaches
Sequential approaches are another type of single-layer methods that recognize activities
by capturing the temporal relationships of the observations (sequence of features). In a
given video set, the observations are associated with global or local features. Then, the ac-
tion recognition in an unseen video is to look for feature patterns of a previously learned
sequence of observations. The system deduces that an action occurred when the likeli-
hood between the sequence and the learned action class is high. In the literature [3, 42],
sequential approaches are divided into two categories: exemplar-based and state-based
approaches. Exemplar-based approaches learn action classes directly from the observa-
tions in the training set. They either preserve one representative sequence per action class
or multiple instances of training sequences for each action class. During recognition, they
match the stored instances with the given sequences. State-based methods learn a gen-
erative model that produces a sequence of feature vectors for a given test instance. The
recognition takes place by calculating the likelihood of the generated vector. State-based
approaches have been used for recognition of short, mid and long-term activities.
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2.2.2.1 Exemplar-Based Approaches
In the sequential-based approaches, activities are a sequence of observation and there is
no restriction on how to obtain the observations. In exemplar-based methods, actions are
represented by a template sequence or a set of sample sequences such as object-based
trajectories. Therefore, the main challenge in these methods is how to compare a new
sequence with the previous observations.
Originally proposed for speech recognition, Dynamic Time Warping (DTW) has been
widely applied in exemplar-based approaches [50, 72, 228, 20]. In [254] atomic activities
are considered as a set of measurements in a temporal window. The modeling and
recognition of exemplary atomic activity instances are carried out with an algorithm
parametrizing their representations using Principal Component Analysis (PCA) and ana-
lytical global transformation. Lublinerman et al. [135] proposed a gait analysis approach
to discriminate between different activities. First, the system creates an abstraction
layer from dynamics of evolution of features captured from image sequences. Fourier
descriptors together with vectors of silhouette widths are the two kinds of representation
used for describing a frame. Having the representations, each sequence is modeled as a
Linear Time Invariant (LTI) system.
Efros et al. [61] proposed a method for recognition of actions when the subjects
are in a distance from the camera and their sizes are around 30 pixels. Optical flow
fields are used for capturing subtle motions of subjects that are unclear from a far
distance. First, 2D optical flows features are extracted. Blurry motion channels computed
from optical flows are used for describing motion. Human actions are described as a
sequence of the motion descriptors by splitting optical flow vector into horizontal and
vertical components. The final feature vector is extracted by obtaining each component’s
half-wave rectified non-negative channels. Nearest Neighbor (NN) classifier is utilized
to match a test sequence action to the training sequences by calculating frame-to-frame
similarities.
Lin et al. [130] describes human actions as a sequence of prototypes. The prototypes
are constructed based on a shape-motion feature. To assemble the prototype sequences,
a hierarchical tree model created by K-means clustering is applied iteratively. Given an
unseen video, its generated sequence is matched with the prototype using a FastDTW
algorithm with high computational efficiency.
Recently, Lieghtley et al [128] motivated by low-level and invariant models, proposed
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Figure 2.6: Shows the steps of modeling a traffic scene with extracted trajectories pro-
posed by Hu et al. [86]. Left: shows trajectories of a model scene. Middle: shows the
result of learned paths in a model scene. Right: is the results of learning traffic model in
a real traffic scene.
an exemplar-based method to model an action class with a single sequence. Delegate
exemplars are chosen by applying k-means clustering on the poses where their rotations
are parameterized using Exponential Maps. They automatically tune the number of
exemplars based on the complexity of the given action. Dynamic Time Warping and
template matching techniques are applied to find the similarity between an observation
and the action models.
More recently [85] addressed human action recognition problem claiming that
human actions can be recognized only by looking at a single image if human-object
interactions (HOIs) are taken into account. Evaluating the interactions can reveal
information about the spatial structure of the scene where the interaction between human
and the manipulated object occurs as well as their appearance features. They propose
an exemplar-based approach to learn a set of pose-object interaction exemplars. The
exemplars are probabilistic density functions modeling spatial interactions of a subject
with an object. Rather than a single image, the framework is also extended to recognize
actions in videos.
The explained methods have been widely applied on recognition of short-term
sequences. For long-term sequences, it is common to reduce the image sequences
to object trajectories and learn object behavior by analyzing the trajectory patterns
[86, 145, 13, 182]. This analysis is usually done via clustering algorithms to detect the
most semantically relevant regions in a given scenario.
For example, in [145] Makris et al. addressed the problem of automatically-learned an
activity-based semantic scene model from videos. Their scene model labels each region
based on an assigned semantic activity such as enter and exit zones. For the scene models,
they use two different representations. First, a topographical representation showing spa-
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tial location of scene elements and second, a topological model representing probabilistic
nature of the model with a network architecture. They proposed an unsupervised method
to learns the scene elements. For learning the trajectory models, a multi-step Expectation
Maximization (EM) algorithm is employed. Given a trajectory, comparison and matching
procedure with the exemplar paths are carried out. If the given trajectory is similar to the
existing exemplars, the likelihood of the existing models are updated, otherwise, a new
path is created. The system is evaluated as a supporting tool for tracking moving objects
in a surveillance environment. The limitation of this approach is that they only utilize
spatial information for clustering of the trajectories and detection of anomalies. Since the
temporal information is not taken into account, behavior prediction is not performed.
Hu et al. [86] presented a complete system for automatic learning of motion patterns.
The system aims to detect anomalies and predict the behavior of multiple objects in a
scene. Their tracking algorithm clusters foreground pixel information using fuzzy K-means
ensuring that each cluster is related with a moving object. Later, the trajectories are hierar-
chically clustered using the extracted spatial and temporal information and each detected
pattern is represented with a chain of Gaussian distributions. Statistical pattern analysis
is used for detecting the abnormal behaviors in the scene. The abnormal trajectories are
the one that deviates from the previously learned exemplars. The system is examined by
evaluating data acquired from a traffic scenario. Since abnormal behaviors are less com-
mon in real traffic data, they additionally examined the system in an indoor model scene
(Figure 2.6). This method is capable of distinguishing between detected events, however,
applying such method in an extremely crowded scene is not feasible since the number of
events to be modeled is substantial and there is a high variability in abnormal behaviors in
such scenarios. Moreover, this method is applied on traffic scenario and are not represen-
tative of challenges that surveillance systems should deal with in real-life human activity
videos.
2.2.2.2 State-Based Approaches
State-based approaches are another type of sequential methods that learn a state model
for activities instead of considering them as sequential observations. In such models,
the activities are considered as a set of hidden states of the model where the subject
is assumed to be in one of those states at each time instant. Usually, the training is
performed using statistical learning of observed sequences and creates generative models
which produce sequences with certain probabilities. Generally, a model is learned per
activity. For recognition, classification methods based on Maximum a posteriori (MAP)
or Maximum Likelihood Estimation (MLE) is employed. Generative approaches such as
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Hidden Markov Models (HMM) and Dynamic Bayesian Networks (DBN) and discrimi-
native methods such as Conditional Random Fields (CRF) have been widely applied in
state-based recognition tasks [255, 214, 175, 240, 20].
The work of Yamato et al. [255] is the pioneer in this field. HMMs originally applied
for speech recognition but they adopted HMMs to recognize activities. First, they convert
the input images into feature vectors composed of an array of meshes. The extracted
low-level feature vectors are considered as a sequence of observations produced by the
activity model. Then, each feature vector is assigned to a symbol which is a word from
a codebook created by vector quantization. Next, the time-sequenced feature vectors
are converted into symbol sequences. The training phase is optimization of parameters
of HMM models to best fit the sequence of symbols describing human action. For
recognition, they use Viterbi algorithm [231] by finding the Viterbi path which is the
most likely sequence of hidden states for a given action. Based on their achieved reliable
performances by HMM models, they encouraged researcher to use these models in their
future studies.
Bobick et al. [20] described gestures with 2D trajectories and trained state-based
models to recognize them. They converted the trajectories into sequential feature vectors
representing state sequences for training. The states are designed to be fuzzy in order
to account for variation of speed and motion in gesture performances of the same class.
The proposed state-based model is equivalent to a fuzzy version of Markov Models where
each transition between the states has its own transition cost. Dynamic programming is
used for recognition such that for an input observation the goal of the algorithm is to find
a matching model with the best overall transition cost. Yu et al. [262] proposed an action
recognition method with extremities that describe human poses with a compact semantic
representation named variable star skeleton (VSS). The aim of VSS representation is to
accurately capture human extremities by extracting the contour of a human body from
input images and encode them with histograms. Each VSS is considered as a state in
an HMM model and the recognition is performed by matching the best model. Instead
of body contours representation, [105] used textures to describe body motion in the
images. The temporal evolution of texture motion histograms is modeled with an HMM.
Also, several extensions of HMMs have been tried in action recognition. These extensions
by using HMM-based solutions tried to model more complex activities, semantic and
temporal relationships among them and to model duration of activities. In [21] an
entropy minimization method for HMMs is proposed showing that the video perception
problem can be considered as the problem of inferring states in HMMs. Oliver and
Pentland [171] described a state-based system working in real-time for modeling human
2.2. Single-Layer Approaches 35
Figure 2.7: Top: The key poses that Automatically extracted. Bottom: A simple Action Net
consisting of the three actions [140].
interactions. The model detects and classifies types of interactions. For learning behavior
and interaction models, they proposed an architecture that combined bottom-up and
top-down methods. For learning the interactive activities they used Coupled HMMs
(CHMM) where each HMM is dedicated to infer activities of one subject. The interactions
are modeled by coupling the HMMs considering their dependencies. In [157] the authors
extend the idea of CHMMs further and developed a Coupled Hidden Semi-Markov Model
(CHSMM) that also models the duration of staying in each state. In original HMMs the
probability of subject staying in the same state decreases as time passes. In CHSMMs each
state has its dedicated duration that fits the model of the described activity. They modeled
human interactions more efficiently compared to HMMs and CHMMs. Lv et al. [140]
also proposed a semi-supervised architecture similar to CHMMs named Action Net and
used 3D human pose for view-invariant action recognition. To overcome the problems of
recovering 3D poses from single view, they search from the existing models to find the
best action matching the input rather than recovering poses in each frame. The Action
Net is a graphical model that learns state transition constraints and is responsible for
describing transitions of the automatically recovered poses (Figure 2.7).
Park et al. [175] uses hierarchical Dynamic Bayesian Networks (DBN) to model
two-person interactions. DBN is an extension of HMM that consists of multiple hidden
nodes that are conditionally independent. At the low-level of the network, the subjects
are simultaneously tracked and their body parts are detected. At the higher level, the
body poses are estimated using the Bayesian network (BN). Finally, the evolution of the
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poses are modeled by DBN.
Recently, Lei et al. [127] proposed a hybrid hierarchical method combining CNNs
with HMMs. CNN is used for learning features directly from the input data and the HMM
to model action and sub-action dependencies. In the hybrid model, Gaussian Mixture
Model (GMM) that has been used for modeling emission distribution of HMM, are fed by
high level representations learned CNN from raw data. The Viterbi algorithm is employed
for training the models.
Instead of generative methods, some works [214, 240] adopted discriminative
approaches to model the activities. [214] proposed an action recognition algorithm based
on discriminative Conditional Random Fields (CRF) and Maximum Entropy Markov
Models (MEMM). The methods based on HMM usually make conditional independence
assumption to simplify the problem which ignores long-term contextual dependencies.
The proposed method overcomes these problems using CRFs and convex optimization
for training their parameters. Wang et al. [240] proposed a probabilistic framework
based on simple silhouette observations. They employed Kernel Principal Component
Analysis (KPCA) for extraction of space-time silhouettes features and Factorial Conditional
Random Fields (FCRF) for modeling motion information. Modeling long-range temporal
dependencies of the sequences is done by information sharing between the nodes of the
graphical model. In [207], a discriminative semi-Markov model approach is proposed
and in order to simultaneously perform segmentation and recognition. To efficiently re-
solve this inference problem, a Viterbi based dynamic programming algorithm is proposed.
Nevertheless, deep learning methods improved accuracy of various recognition
tasks including action recognition. Other than extracting deep features, these methods
attempt to model the temporal evolution of the extracted features. Modeling of temporal
progression of actions is usually done using discriminative Recurrent Neural Networks
(RNN) and its variations such as Long Short-Term Memory (LSTM). HMMs are simpler
models than RNNs, hence, they perform better when working with lower amount of data
and problems with less complexity. Also, different from HMMs that make Markovian
assumption (that the future state of the process depends only on current state and not
sequences of past events), RNNs can find dependency patterns through time. In HMMs
there is one-to-one correspondence between input and output of the model (such as in
part-of-speech tagging). However, in RNNs the correspondence is not one-to-one and
several data points can be mapped in to one and vice versa (such as in translation).
Shahroudy et al. [202] proposed stacked LSTMs (DeepLSTM) and part-aware (P-
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LSTM) in order to model long-term temporal correlation among the features of each body
part. Instead of using one LSTM cell to learn motion pattern of entire body, the joints are
split to different body-part groups representing by different cells. Therefore, each body
part is kept independently and the output of P-LSTM is a combination of all part cells. This
way, each body part cell has its own input and forget gates and a shared output gate with
other body parts. In another variant of LSTM, Liu et al. [132] introduced spatiotemporal
LSTM using skeleton information that jointly learn hidden source of spatial and temporal
information related to relationship among joints. They propose a trust gate that controls
the reliability of the given sequences and handle the inaccuracy of the given 3D joint
information. Similarly, in [268] authors propose a distance based geometrical features
along with a 3 layered LSTM model to overcome limitations of previous models such as
ignoring relationship between non-adjacent geometrical parts.
All in all, the exemplar-based methods are more adjustable since they maintain several
instances of the sample sequences hence, they can deal with lack of enough training data.
The state-based methods are more capable in terms of inferring probabilities of unseen
test instances. However, to achieve an ideal state-based model for describing complex
activities, a lot of training data is required. Usually, long-term activities are composed of
sub-activities. The single-layer approaches intrinsically ignore modeling of sub-activities.
Next, we investigate available methods that model activities hierarchically by putting to-
gether atomic sub-activities.
2.3 Hierarchical Approaches
The hierarchical approaches aim at semantically describing high-level activities by
recognizing low-level sub-activities or sub-events. For example "Prepare Coffee" activity
can be recognized if the sequence of "Entering the coffee region", "Pour water into kettle"
and etc. is observed. The sub-activities can be considered as high-level, as long as they
cannot be decomposed into semantic ones. The hierarchical approaches have several
advantages making them a suitable choice for modeling complex structure of long-term
human activities. In addition, hierarchical models intrinsically are more flexible and
convenient to incorporate prior knowledge which makes them more comprehensible.
Also, they help to better understand the structure of activities. Once the low-level atomic
blocks are recognized, they can be used, reused and arranged in various configurations
to build different hierarchical models. High-level complex human activities such as
daily living activities are easier to describe with hierarchical approaches. The complex
structure of single-layer approaches and their features prevent them to be an easy option
to create semantically comprehensible and interpretable models. Even if they can model
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Figure 2.8: Shows a Hierarchical HMM (HHMM) modeling "Punching" action [3]. The
lower level recognize atomic sub-actions and the upper level uses them as observations to
construct a model based on the probabilities of observations.
a complex activity, they require a big amount of data. A single-layered HMM needs a lot
of training instances to learning the state transitions and probabilities of observations
knowing that the number of parameters grows as the complexity of the activities increase.
The hierarchical models can be trained with less amount of data as they encapsulate
redundant sub-activities shared among different activity models. Thereby, they are more
efficient in training and recognition phases [3].
In spite of their different structures, hierarchical approaches are strongly connected
to the single-layer methods. Prior to constructing a hierarchical model, a single-layer
model is required to provide the low-level atomic building blocks. Conversely, single-layer
approaches can be further extended into hierarchical methods such as combining several
HMM and construct a multi-layer HMM. Most of the proposed methods use single-layer ap-
proaches to recognize low-level sub-activities and hierarchical methods to describe higher-
level complex activities by linking them hierarchically. We use the taxonomy illustrated
in Fig. 2.1 and divide hierarchical approaches into three groups: statistical approaches,
syntactic approaches, and description-based approaches.
2.3.1 Statistical Approaches
Statistical approaches usually use state-based models such as HMMs and DBNs to describe
activities. Two-layered models are a common hierarchical approach where each layer
is a separate state-based model. In the first layer, low-level activities are recognized
similar to the single-layer approaches converting feature vectors into atomic semantic
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sub-activities. The second layer assumes the recognized sub-activities in the first layer as
sequences of observations and creates a model based on their probabilities (Figure 2.8).
For recognition, an MLE or MAP classifier can be trained.
To generate such two-layered models, usually Hierarchical HMMs [261, 267, 170]
and Dynamic Bayesian Networks (DBNs) [47, 77] are utilized. Yu et al. [261] proposed
an action detection method using block-based discrete HMM. The algorithm uses bi-
nary blob contour as the feature for each frame which after extraction extended to a
star-skeleton representation. The highest point of contour and the center of the blob
are considered as two stars and the distance between them is calculated and used for
detection of local maxima. To evaluate the obtained time series an HMM is constructed
based on predefined classes as state blocks. Each block is dedicated to a subset of basic
actions that are trained independently. The recognition is performed by decoding the
state sequences through the trained block based HMM. Zhang et al. [267] suggested
a method for the semantic description of human interactions. The interactions are
modeled as a two-layered structure in a generic hierarchical HMM framework. The
first layer’s aim is to recognize basic individual activities from low-level audio-visual
features (I-HMM). The second layer models the group interactions (G-HMM). G-HMM
accepts the output from I-HMM and a set of group features that are directly extracted
from the videos. The proposed model is simple to train (Since they are trained on
low-dimensional observations), easier to interpret (As each action in the model has a
semantic meaning) and easier to extend (each layer can be replaced with various models).
The single-layered HMMs usually have a large parameter space which requires a
lot of data for training. Additionally, they need to be retrained when transformed to a
new environment. To overcome these difficulties, Oliver et al. [170] proposed a layered
probabilistic HMM model for inferring activities in multiple level temporal granularities.
The layered representation decomposes the parameter space to different levels and
reduces the learning and tuning requirements. The layered HMM (LHMM) representation
is robust to variations and can be adapted to a new environment with minimal tuning.
LHMM is considered as a cascade of HMMs.
Other than hierarchical HMMs, some methods [47, 77] focused on DBNs as a
different type of hierarchical methods. Dai et al. [47] modeled group interactions in a
context-aware online framework. Both events and contexts are considered as multi-level,
hence, the framework generates interweaved context-event hierarchical models. The
event-driven multilevel DBN (EDM-DBN) performs both bottom-up reasoning and top-
down context guidance. Gong and Xiang [77] proposed a Dynamic Probabilistic Networks
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(DPNs) to model temporal relationships of events to analyze group behaviors. The de-
veloped model called Dynamically Multi-Linked HMM (DML-HMM) is constructed based
on factorization method resulting in a topology inferring the temporal order of object
events. In an extension of this work, [49] used Bayesian Networks to create a hierarchical
model of activities based on Reversible Jump Markov Chain Monte Carlo (RJMCMC).
The Bayesian Network is used for joint recognition and linking of events which can be
extended to multi-layer linking representing compositional event hierarchies.
Depending on the existing scenario, sub-activities can occur concurrently or in a se-
quential order. For modeling sequential sub-activities, HMM-based methods are adopted.
In HMMs, simultaneous activation of multiple state nodes is not possible. In order to
describe both concurrent and sequential sub-activities, [208] introduced Propagation
Networks (P-net) by allowing activation of multiple states. The activities are presented
in partially ordered intervals where each interval is restricted with temporal and logical
constraints. The constraint is in terms of duration of sub-activities and their relationships
with other sub-activities. Each node in the network is represented by a probability density
and is associated with the action intervals. In addition to probabilities, the nodes also
accept perceptual information obtained from observations. A particle filter model is
adapted to provide real-time analysis of the input sequences.
Rather than using HMMs and DBNs, Yin et al. [260] proposed a Hierarchical Proba-
bilistic Latent (HPL) model consisting multiple layers. In the first level, spatiotemporal
perceptual features are extracted. In the second level, the features are utilized to detect
atomic action patterns using clustering. Latent Dirichlet Allocation (LDA) is employed
in the third abstraction layer to recognize the actions without specifying the number
of latent states. This way, they can describe complex human behaviors by clustering
low-level features into atomic patterns and finally, to latent topics. However, success
of this approach is highly dependent on the correct choice of parameters. Therefore, it
requires knowledge from the domain expert or estimation of parameters based on data
mining.
By considering the human body as a hierarchical structure, the framework proposed
by Han et al. [80] learn a hierarchical manifold space that represents motion patterns of
the body. To recognize the represented motion patterns they used Cascade Conditional
Random Fields (CCRFs). Similarly [147] is also used a hierarchical representation of
motion features encoded via hierarchical K-means trees. Zeng [266] associated domain
knowledge in the form of first-order logic, to overcome the problem of insufficient training
data. DBN is used for learning the models.
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The statistical approaches are capable of successfully recognizing sequential activities
in presence of sufficient training data. However, they face difficulties modeling activities
with complex temporal structure especially, the ones containing concurrent sub-activities.
Edges of HMMs and DBNs models represent the sequential relationship between the states
and are unable to describe concurrency of temporal events.
2.3.2 Syntactic Approaches
In the syntactic approaches, activities are considered as a string of symbols. Each symbol
in the string represents an atomic-level sub-activities and their integration construct the
whole activity. Recognition of atomic sub-activities are required to create the string of
symbols (similar to statistical approaches) and can be done with any of the previously
explained hierarchical or single-layered approaches. These approaches assume human
activities as production rules of a Context-Free Grammar (CFG) that generates a string of
atomic actions which are intrinsically hierarchical. The recognition process is performed
by parsing of the generated strings. However, string representation is also limited when
concurrent activities are described. The models are strict in terms of temporal order of
the sub-activities that needs to be sequential.
Various CFG-based methods and their extension have been introduced [94, 100, 149,
151]. Similar to the statistical approaches these methods are generally two-layered where
the lower layer detects the atomic sub-activities and the higher layer performs parsing to
recognize the activities.
Ivanov and Bobick [94] used a real-time probabilistic syntactic approach for detection
and recognition of gestures, activities, and interaction of multiple human subjects in
surveillance scenarios. The recognition process is divided into a lower level probabilistic
candidate event detection and a higher level stochastic context-free event parsing which
is extended to distinguish among uncertain and certain candidate event streams. The
framework provides long-range temporal associations and integration of a priori temporal
knowledge of events in a given situation. Joo et al. [100] incorporated attribute
grammars for recognition of normal events and detection of abnormal incidents. They
utilize the power of such grammars to define feature constraints and by that, to describe
the syntactic structure of the input strings. Early parser [60] used for event recognition
in a parking lot scenario which is extended to handle concurrent events. Strings that
do not fit in the syntax of the grammar are considered as abnormal events. Knowing
that temporally extended activities can be predicted by a detailed high-level description
about the expectation of ordered activities, Minnen et al. [149] introduced a stochastic
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grammar for efficient representation of those expectations. They extended stochastic
grammars to account for event parameters, sensitivity, and state checks. Moore and Essa
[151] proposed a technique to recognize complex multi-tasked activities. Perceptual
appearance and motion features, as well as domain-specific contextual information,
are used for the description of activities. Atomic sub-actions are represented by unique
symbols allowing to construct an interaction with a sequence of strings. Sub-strings
are parsed through the Earley-Stolcke algorithm and Stochastic context-free gram-
mar (SCFG) is used for inferring the high-level semantic structure of observations. A
new parsing strategy suggested handling the detection and recovery from the errors made.
An important limitation of syntactic approaches is their requirement for production
rules. These set of rules should be provided by the user describing all possible events.
To avoid this problem, Kitani et al. [110] proposed a method to learn the production
rules automatically from the observation in training set. [241] introduced a four-level
hierarchical method representing actions by a set of rules. Based on spatiotemporal
relations, they divided the rules into three classes of strong, weak and stochastic.
In overall, the syntactic approaches produces activity models that are easy to interpret
and can be easily updated and modified. Nevertheless, they can not be applied to concur-
rent activities and also they require strong supervision where the user needs to provide the
rules considering all possible scenarios. In real-world settings none of these limitations are
applied, hence, syntactic approaches confront difficulties when utilized in such situations.
2.3.3 Description-Based Approaches
Different from previous hierarchical approaches, description-based approaches are
known for their explicit spatiotemporal description of the activities. Therefore, unlike
statistical and syntactic methods that only model sequential activities, description-based
approaches overcome the problem of modeling concurrent activities and sub-activities.
Description-based approaches are intrinsically hierarchical and model activities as a
hierarchical structure of sub-activity occurrences. To recognize an activity with such
models, the occurrences of sub-activities should meet carefully specified constraints on
spatial, temporal and logical relationships which are characteristics of target activities.
The constraints allow for a possible combination of different knowledge sources [40, 30].
Such models can be hand-crafted provided by the domain expert [45, 12, 30] or can
be learned directly from data (data-driven) or combination of both forms [40]. Allen’s
temporal interval-based method and context-free grammars are generally applied for
description-based activity recognition. In [82, 194] a formal syntax is defined to rep-
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Figure 2.9: shows sequences of processed images converted into body part layers [194].
resent activities. Ryoo and Aggarwal [194] employs a context-free grammar (CFG) for
representation of activities and interactions. Dividing the activities into three categories:
atomic, composite and interactions, CFG is used for their formal definition. They used
pose and gesture retrieved from image sequences to generate action string sequences
(Figure 2.9). To match similar temporal features, [184] proposed a method to convert
Allen’s algebra into a PNF-Network to describe the temporal structure of multimodal
information. The obtained values are mapped to a simple network indicated with three
states: past, now and future (PNF) allowing fast detection of actions and sub-actions. An
occurrence is detected using the imposed constraints by the current status of the sensor
and previous state of the network. Motivated by model-based object recognition, Intille
and Bobick [93] used Bayesian belief networks to recognize an agent’s goal through visual
pieces of evidence. For each basic temporal element, they define a visual network and
a temporal analysis function validates the temporal relationships of the basic temporal
elements such as "before". A large belief network similar to the structure of naive
Bayesian classifier automatically generates the action models reflecting the temporal
structure of the basic elements. Ghanem et al. [74] developed an interactive system
for surveillance that produces descriptions for the queries about a given video. The
queries are composed of either predefined queries or directly from the primitive events.
Relying on the deterministic and stochastic inference power of Perti Nets, they have been
employed for both representation and recognition. The Petri Net representation of users’
queries is produced automatically from simpler primitive event nets. The recognition
is performed by feeding event tokens through the generated Petri Nets. In [212], for
recognition of high-level activities, event logic is used. In [223] symbolic artificial
intelligence techniques such as Markov Logic Networks (MLN) is utilized for probabilistic
inference of interesting activities. Ijsselmuiden et al. [89] introduced a method based on
temporal logic combining various input sources. A framework for analyzing behaviors of
basketball players is proposed in [152] using ball trajectory and tracking player’s body
parts. To generate video descriptions the framework should be provided with semantic
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Figure 2.10: Illustrates the activity recognition taxonomy and the related categories to the
methods developed in this thesis.
descriptions of various scenarios in the game. Then, it uses first-order probabilistic logic
inferences to represent the spatiotemporal knowledge structure. Uncertainty of low-level
observations is controlled via MLN network.
It is common to associate description-based solutions with ontology-based formalism
in order to define concepts of a specific domain and its relationships [46, 33, 30, 222].
In [222] a description-based surveillance system is developed that uses ontological
formalism to manage knowledge and reasoning regarding observations. To describe
high-level events, [33] proposed a video analysis system based on Ontological Realism
that integrates semantic knowledge in the description process. The system is supervised
by human providing the descriptions in the processing loop. Chen et al. [41] designed an
ontological framework that uses a data-driven approach to update its model parameters.
The deterministic nature of reasoning mechanism in knowledge-based methods forces
them to handle the noise in their modules. Some methods [12, 189] handle the noise in
observation level, while others [223, 23] adapt to a probabilistic reasoning module to
compensate the noisy input at the event level.
In overall, hierarchical approaches are a suitable option for modeling high-level
activities that can be decomposed into lower-level sub-activities. They can integrate
supervised knowledge easily owing to their composite characteristics. Hence, they can
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be trained with efficiency requiring fewer data. Moreover, in presence of noisy data
probabilistic hierarchical methods (Statistical and Syntactic) can guarantee a reliable
output despite their incapability regarding concurrent activities. Being fully supervised is
the main drawback of these methods. The user needs to define every expected situation
may the system faced with. Additionally, the deterministic nature of these recognition
systems makes updating of the models a challenging task.
Based on the discussions in this chapter, in this thesis, we use a variety of approaches
that can be classified in each one of the mentioned categories (figure 2.10). For feature
extraction parts of our frameworks we also use different methods. We use geometrical
features which are calculated from space-time trajectories of body joints. We extract local
space-time features that are calculated from dense trajectories. In addition, we use deep
features extracted from CNN networks. To produce the baselines, we have developed a
supervised framework 3 that follows a single-layered approach. By taking into account
the pros and cons of single-layered and hierarchical methods, in chapter 4 and 5 we in-
troduce a hybrid method that uses single-layered approaches to handle spatiotemporal
features and hierarchical method to construct semantical activity models. These methods
are capable to work with low amount of data and generate models that are easier to inter-
pret. For gesture recognition 6, in addition to single-layered approaches, we also propose
a deep network that uses CNN to extract features and state-based RNN to model the tem-
poral dependencies of the sequences. In next chapter, we start explaining the proposed
methods by describing the developed single-layered activity recognition framework.
Chapter 3
Supervised Activity Recognition
“In the end you should only measure and look at the numbers that drive action,
meaning that the data tells you what you should do next.”
- Alex Peiniger
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3.1 Introduction
In this chapter, we give an introduction to the supervised action and gesture recognition
framework which we use throughout the thesis to produce baseline evaluations. This
framework belongs to local descriptor based methods which have achieved good perfor-
mance on different recognition tasks on videos [233, 120]. In the available studies in
the literature, these methods have shown robustness toward viewpoint changes, camera
movement and scale variations. However, for some of the recognition tasks (eg. gesture
recognition or data-driven method for activity modeling), we also use deep architecture in
our experiments. The supervised part follows bag-of-words (BoW) and Fisher Vector (FV)





The pipeline of supervised classification part of the framework is depicted in figure 3.1.
Based on this framework, we evaluate two baseline methods for supervised activity
recognition. The two methods are: improved Dense Trajectories (iDT) [233] and
Trajectory-Pooled Deep-Convolutional Descriptors (TDD) [239]. iDT method belongs
to the hand-crafted feature category whereas TDD is a representation learning method
using CNN feature maps. However, using two methods from both categories we have
got the chance to compare our method with those popular methods. It should also be
noticed that in some of the tests we also use the features from other prevalent categories
such as geometrical features (eg. features based on angles and distances of the different
body parts). Moreover, we evaluate two different variants of the framework for feature
encoding and recognition. Both variations use the same mechanism for feature detection
and classification. The only difference is in feature encoding part. First one is based
on conventional bag-of-words method while the second variation uses improved Fisher
vector in the encoding step. We evaluate these methods on one public and one private
daily living activities datasets: GAADRD [102] and CHU1. In the following chapters, we
follow a gradual transition from supervised learning toward unsupervised modeling of
the activities. For the unsupervised part, we use a hierarchical representation scheme in
the framework in order to model the activities.
1https://team.inria.fr/stars/demcare-chu-dataset/
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Figure 3.1: Supervised action recognition: (Top row) features are detected and extracted
from the input RGB images and the bag-of-words dictionary is trained using these features.
Afterwards, the histograms of the extracted features are calculated and used for classifi-
cation. Rather than the bag-of-words model, the feature distributions are calculated and
Fisher vector encoding is performed prior to the classification step (the down row).
Next, we describe building blocks of our supervised activity recognition framework: in
section 4.3, the process of feature extraction is described. We explain how the features
are detected and then, how different types of features are extracted from input images. In
section 3.3, we describe the bag-of-words model, and then in section 3.4 we explain the
Fisher Vector model in more details. In section 3.5 the classification method is discussed.
In section 3.6, we describe evaluation metrics details and finally in section 3.7, we provide
evaluations results. We conclude this chapter in section 3.8.
3.2 Features Extraction
In this section, we describe how the supervised framework detects the interest-points and
local features of the input images, the bag-of-words process that encodes the extracted
features and the classification task. As mentioned (see figure 3.1 top row) these tasks
are carried out in four steps: detection of local features, descriptor extraction, feature
encoding and SVM classification.
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3.2.1 Local Feature Detection
In order to find salient local points of interest in video and image categorization tasks,
different methods based on global and local features have been employed [119, 101].
In this work, we use improved dense trajectories [233] which densely samples point of
interests and tracks them in consecutive frames of a video sequence.
In dense trajectories method, the points of interests are sampled using a W pixels
sized grid in multiple scales. Each trajectory is track separately at each scale for L frames.
We use a sampling size of W = 5 which based on experiments in the original paper [233]
gives good results. To avoid drifting in the tracking of interest-points, the length of the
trajectories are set to be limited and the trajectories exceeding this limit are removed from
the process. This limit in the original work was experimentally set to L = 15, however, we
found a specific value for GAADRD dataset (L = 5) in our experiments. It is impossible
to track interest-points in homogeneous areas of the images. For such regions, after an
interest-point is sampled, eigenvalues of their auto-correlation matrix is calculated and
if it is below a threshold [206], the interest-point is excluded from tracking. Since these
kinds of descriptors are designed for action recognition and action recognition is mostly
interested in dynamic motion information, the static trajectories and trajectories with
abrupt movement and large displacements are pruned in the preprocessing step.
Each interest-point at frame t, Pt = (xt, yt) is tracked to the next frame in the sequence
(t + 1). Optical flow field wt is calculated using frame t and t + 1 and is used to smooth
the trajectory via a median filter on it:
Pt+1 = (xt+1, yt+1) = (xt, yt) + (M ∗ ωt)|(x̄t,ȳt) (3.1)
where M is the median kernel and (x̄t, ȳt) is the rounded coordinate of (xt, yt).
3.2.2 Extraction of Descriptors
Once the trajectories are extracted, the descriptors in the local neighbourhood of the
interest-points are computed. There are three different types of descriptors extracted from
the interest-points: Trajectory shape, motion and appearance based descriptors. Next we
explain how each one of them is extracted.
3.2.2.1 Trajectory Descriptors
Local motion pattern of a scene region can be encoded by shape of the trajectories. Given a
trajectory of length L, its shape can be described by a sequence (S = (∆Pt, . . . ,∆Pt+L−1))
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of displacement vectors: ∆P = (Pt+1 − Pt). If the resulted displacement vector gets
normalized by its magnitude, the final displacement vector (trajectory shape descriptor





Other than spatial scales, the trajectories are also calculated in multiple temporal scales
in order to represent actions done with speed. However, this doesn’t help improve the
recognition results as claimed in the original paper and is recommended to keep the
length of the trajectories fixed. In the original work the value of L is set to 15, therefore
the length of the TSD descriptor is 30. In our experiments, we use L = 5 for the GAADRD
dataset due to its low frame rate, to capture the local motion of the subjects in videos.
3.2.2.2 Motion Descriptors
We also compute two motion descriptors (i.e. HOF and MBH) along the extracted trajec-
tories. Like other popular descriptor computation methods [54, 111], this is performed
by calculating these descriptors in a volume around the detected interest-points and
throughout their trajectories (spatiotemporal volume). Size of the constructed volume
is N × N pixels around the interest-point and L frames long. For all of the grids in the
spatiotemporal volume, the descriptors are calculated and concatenated to represent the
final descriptor. In our experiments, we set N = 32 and parameter L to 5 or 15 depending
on the dataset. HOF descriptor [48] is based on optical flow and captures local motion
information. Thereby, the orientation of the optical flow is calculated in each volume,
normalized (L2 norm) and quantized into 8 bins with an additional 0 at the end (final size
of bin is 9). Since the spatiotemporal volume is subdivided into 4 spatial and 3 temporal
grids, the final size of the computed descriptor is 108 (4× 3× 9).
For MBH descriptors, derivatives of optical flow vector are separately calculated for
the horizontal and vertical axis. This descriptor encodes relative pixel motion between
consecutive frames. Similar to HOF the computed derivations in each axis is quantized
into 8 bins and L2 normalized. Consequently, there is a vector of size 96 (4 × 3 × 8)
for each component (x and y components). Finally, by concatenating MBHx and MBHY
descriptors, the final MBH vector’s dimension is 192. In the calculation of MBH descriptor,
constant motion in the optical flow field is ignored and only information about the change
of this filed is considered. This helpes a lot in reducing the noise pertinent to the constant
background motion and achieves better results in various experiments compared to HOF
descriptor [233].
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3.2.2.3 Appearance Descriptors
Unlike motion-based descriptors that focus on the representation of the local motion,
appearance descriptor’s focus is on representing static appearance information. Having
shown good results on a variety of datasets [237], HOG descriptor is selected as appear-
ance descriptor in our experiments. Similar to MBHX and MBHY descriptors, the final size
of concatenated and normalized HOG descriptor is 96.
3.2.3 Geometrical Descriptors
These descriptors represent the spatial configuration of the skeleton joint information and
therefore model human body pose in each frame. They use calculated angles between
the skeletal vectors or a computed distance between the joints using different metrics.
In order to formulate a pose descriptor, similar to [257], first, pairwise joint distances
and angles at each frame are calculated and then, to augment the characteristics of the
final descriptor spatial and temporal relations between consecutive poses are described
(similar to [216] and [129]).
For a video, the feature extraction algorithm accepts a sequence of high dimensional
vectors of skeleton joints for each action with T frames and J joints for each skeleton:









t) is the i
th joint of the skeleton pth in tth frame.
We represent human pose as a tree structure where the chin node is considered as
the root node. The joint coordinates are transformed according to the root coordinate in
order to eliminate the influence of joint positions with respect to the sensor coordinates.
Before representation, to reduce jitter in estimated joints trajectories we smooth joints
position over temporal dimension by applying polynomial regression using weighted
linear least squares and second-degree polynomial model. Each subject performs similar
gestures with variable speed resulting in variable frame sizes and joint trajectories. To
achieve uniform performance speed along the temporal dimension and to remove outliers
in joints trajectories, once the smoothed joint positions are obtained, cubic interpolation
of the values at neighboring joints is applied in the respective dimensions. Furthermore,
to remove abrupt movements of the hand and elbow joints that are neither part of the
gesture nor a jitter, a threshold is set which results in more stable joint values.
To compensate variations in body size, shape and proportions, we follow the method
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in [264]. Starting from the root node (chin), we iteratively normalize body segments
between the joints to average bone size in the training data.
To represent the skeleton, both joints’ Euclidean distances and angles in polar co-
ordinate are calculated using normalized joint positions. In order to preserve temporal
information in pose representation, a feature extraction scheme based on temporal sliding
window is adopted. At each time instance, Euclidean distances between all the joints are
calculated. Besides, for each joint, distances from other instances’ joints included in the
sliding window is calculated and stored as well. If J ti represents features of joint i at time




i ] defines raw skeleton features at time










Similarly, to calculate angular feature in polar coordinate we use:







where t′ ∈ {t, t− 1, ..., t− w}, t′ > 0 and i, j = 1, 2, ..., 8 for both Eqs. 3.4 and 3.5.
Combining these features together, produces the final descriptor vector F = [F d, F a]
of dimension Nf = 2∗w∗Nj2 = 1280. To eliminate redundant information, PCA is applied
on the position of torso joints and 512 dominant values preserving 99% of the descriptor
information are kept. The final vector is normalized to zero mean and unit variance.
3.2.4 Deep Features
In this section, we give a brief explanation of the deep feature we use in our experiments
called: Trajectory-Pooled Deep-Convolutional Descriptors (TDD) [239]. These video fea-
tures try to combine both benefits from hand-crafted and deep learned features. To achieve
this, multi-scale convolutional feature maps pool deep features around the interest-points
of the detected trajectories by improved trajectory method. The process of extracting
these types of deep features are very similar to the one in hand-crafted we explain in
the previous section (3.2.1). The main difference here is that rather than computing the
hand-crafted features around the spatiotemporal volume of the trajectories, deep features
are extracted using convolutional neural network (CNN) maps. Specifically, a trained
two-stream ConvNet on a large dataset is used as a generic feature extractor in multiple
scales to extract features from RGB frames. Meanwhile, trajectories by improved dense
trajectory method are computed. Afterwards, the ConvNet responses over the spatiotem-
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poral tubes located at the trajectories are pooled. Finally, Fisher vector representation is
used to aggregate the local features into a global super vector for the whole video. The
two-stream ConvNet architecture proposed by Simonyan [210] is adopted for TDD fea-
ture extraction. The two-stream CNN consists of two separate CNN: spatial and temporal
networks. The motion features are trained on optical flow and extracted using the conv3
and conv4 layer of CNN. Additionally, for the training of the appearance features on RGB
frames, the conv4 and conv5 layer of CNN is used. In the next subsections, we explain
how these two streams are trained and performed feature extraction for our experiments.
3.2.4.1 Spatial Stream
After the CNN is trained (we use VGG-16 net [211] pre-trained on ImageNet [53]), it is
applied frame-by-frame and volume-by-volume to extract generic features. Spatial fea-
tures are designed for capturing static appearance. The expected size of the input images
for this net is (224× 224× 3). In total there are 16 layers in the VGG-16 network. 13 lay-
ers of them are convolutional layers and the remaining 3 are fully connected layers. The
network uses 3by3 filter sizes which helps it to learn a deeper neural net. The sampled
frames in the training phase are cropped before going through the net. The cropping is
performed by taking a random patch of size 224× 224 from the center or any other corner
of the sample. A random flip operation can be applied to the selected patches.
3.2.4.2 Temporal Stream
The purpose of the temporal network is to describe the dynamic motion information.
In order to do that, this method utilizes optical flow fields to capture the changes (dis-
placements) between the consecutive frames. The input for this network is the volume of
stacking optical flow fields. Similar to the spatial network, this net also uses the VGG-16
architecture with 16 layers. The training process is also similar: sampling M frames from
the video, computing the optical flow fields and random crop/flip of the selected patches.
It should be noticed that the action recognition framework is designed in a way that
it takes advantage of any number of features whenever they are available. In case that
one feature is absent (for example when a dataset does not have skeleton), it becomes
excluded from the computed feature vector. The framework is flexible and designed to be
adaptive to such occasions.
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3.3 Bag-of-visual-features Encoding
Inspired from bag-of-words frequency-based models (frequencies of words in a dictionary)
designed for order-less document representation in natural language processing (NLP)
[197] and texture recognition (where characteristics and repetition of textons matters
more than their spatial arrangement) [124, 153], bag-of-visual-features model involves
with the representation of a training set (words of a dictionary) and training of a classifier
over those representations. For encoding of a probe image, the trained dictionary can be
used and the classifier can assign a label to the given encoded image or a set of encoded
images (Figure 3.1 top row).
After interest-point detection and descriptor extraction steps described in the previous
sections, the feature encoding (vector quantization) starts with the learning of a visual vo-
cabulary. This process is done with clustering of the feature word vectors. There are many
clustering methods that can be used for this purpose. The nearest-neighbor algorithm is
used for clustering of features and also for similarity ranking and classification. However,
K-means algorithm is the common algorithm that has been used for this task. The goal
of this algorithm is to minimize the distance between points (x1, x2, . . . , xn) in a set of








where µi is the mean of observation points in cluster Si. This algorithm starts with a
random initialization of K clusters. Then each one of features is assigned to the nearest
cluster center. Afterwards, the new cluster centers are obtained by calculating the mean
of all features assigned to the same cluster. This process is repeated until convergence.
The final arrangement of the clusters defines the visual vocabulary. Each cluster center
obtained by the algorithm is a code vector which is used in the encoding process of the
features.
No matter how the clustering is done, there will be some features that lie in the cluster
boundaries and have an equal distance to more than one cluster centroid. Centroid
initialization affects the outcome of the clustering and the obtained vocabulary. For
relatively small vocabularies this problem can be avoided with multiple iterations of
K-means in a validation process and select the best vocabulary. However, this becomes
impractical for larger datasets. Since the datasets in our experiments are not very
large, we use iteration approach to obtain the near optimal vocabulary. Moreover, to
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calculate the distance between feature points in the clustering process and assignments
in the encoding stage, the common choices are Manhattan (L1), Euclidean (L2), and
Mahalanobis distances.
In terms of calculating the distances in the vector space for similarity ranking during
classification methods such as Euclidean, Manhattan and Quadratic distances are the pop-
ular ones. We use Euclidean distance to measure similarity. If h1 and h2 are two calculated
histograms of the input frames’ feature vectors, the Euclidean distance L1 between the two





where N is the number of bins in the calculated histogram. However, during the dis-
tance calculation, some words show relatively higher importance to the others. There are
different methods that weight words during distance computation which Term Frequency-
Inverse Document Frequency (TF-IDF) [196] is one of the most popular schemes.
In our experiments we use K-means algorithm for clustering and Euclidean distance
for distance measurement in cluster centroid computation, since they result in high classi-
fication accuracy with our data. We use the same metric for word term assignment using
the visual vocabulary. To find the optimal vocabulary with proper cluster centroids the
iteration number is set to 200.
3.4 Fisher Vector Encoding
The calculated descriptors are employed to create action representations based on Fisher
vectors [180, 181] (3.1 down row). Accordingly, first and second order statistics of a dis-
tribution of the feature set X are used for encoding a video sequence. Generative Fisher
vector model is formed to model the features and the gradient of their likelihood are
computed according to the model parameters (λ), i.e. ∆λ log p(X|λ). The way the set of
features deviates from their average distribution is depicted through a parametric genera-
tive model.
To improve the learned distribution to further fit the observed data, a soft visual vocabu-
lary is obtained by fitting a M -centroid Gaussian Mixture Model (GMM) into the training
3.4. Fisher Vector Encoding 57





s.t. ∀j : wj ≥ 0,
M∑
j=1







(xi−µj)T Σ−1j (xi−µj), (3.10)
where xi ∈ X represents a D-dimensional feature vector, {g(xi|µj ,Σj)}Mj=1 are the
component of Gaussian densities and λ = {wj , µj ,Σj}Mj=1 are the parameters of the
model: Respectively, wj ∈ R+ is the mixture weights, µj ∈ RD is the mean vector, and
Σj ∈ RD×D is the positive definite covariance matrices of each Gaussian component. The
parameters λ are found using the Expectation Maximization restricting the covariance of
the distribution to be diagonal.
The GMM parameters are assessed through random sampling of a subset of 100, 000
features from the training set where the number of Gaussians is considered to beM = 128.
Initialization of the GMM is performed ten times to obtain high precision and accordingly
to provide the lowest error pertinent to the codebook. We define the soft assignment of





Thereafter, the gradients of the j-th component can be calculated with respect to µ and σ





























where Nx is the cardinality of the set X. Finally, a set of local descriptors X as a con-
catenation of partial derivatives is encoded as a function of the mean GXµ,j and standard
deviation GXσ,j parameters for all M components:
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As a final step, we apply the power normalization and L2-normalization. The dimension
of the Fisher vector representation is 2DM . Fisher descriptors have shown to outperform
bag-of-words approach for image classification and retrieval.
3.5 Classification
3.5.1 SVM
In this section we introduce the Support Vector Machines (SVM) [226] and its formulation
which we use in our experiment to assign categorical labels for the encoded feature vector
of the videos. SVM is a supervised classifier which means it requires ground-truth labels
at the training step. Among the other classification tasks, this classifier became popular in
computer vision and specially in object and action recognition tasks [180, 181, 233]. The
main objective of the SVM classifier is to find a hyper-plane that can separate two classes
with a maxim margin. This prevents overfitting and promote the generalization power of
the classifier.
Let x be a vector representing feature vector of a video. The goal is to have a classifier
that is capable of associating a label to every vector x based on the desired criterion. The
classification takes place by checking the sign of a linear scoring function. The learning
aims to estimate parameter w in such a way that the result of the scoring function is
positive if the vector belongs to the correct class. A negative score means the vector
does not belong to the class in question. If a set of n examples is given: (xi, yi) where
i = 1, 2, . . . , n and yi is the ground-truth, the training process is fitting a scoring function
to the given set. Exact fitting of a function to a training data reduces generalization
capability of the learned function. To avoid overfitting, a regularization parameter (C)
which balance fitting accuracy with the regularity of the trained scoring function is used.
This yields to a regularized loss function. The trained function will be obtained by solving









where l is the loss and C scales the loss cost in the training set. This objective function
is quadratic and convex, therefore a global optimum exists for this function. There are
different methods to minimize the objective function. In the implementation we used for
our experiments Stochastic Gradient Descent method is implemented which is suitable
for the linear classifier.
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SVM inherently is a binary classifier. The most common way to do multi-class
classification with SVM (which is required for action classification in our experiments) is
to use C one-versus-all binary classifiers where C is the number of classes. The class with
the greatest margin is chosen as the predicted label. Another strategy is to train a set of
one-versus-one classifiers and at the end to choose a class which most of the classifiers
voted for it. While this strategy decreases the training time, it does not outperform the
classifiers trained with one-versus-all strategy [176].
In our experiments we use SVM implementations from both LibSVM [37] and Scikit-
Learn [176] libraries for classification.
3.6 Evaluation Metric
3.6.1 Precision and Recall
The performance of tested baselines and proposed methods are evaluated with Precision,
Recall, and F1 score metrics. Precision metric is a measure that indicates the relevancy of
the results. However, the Recall signifies how many returned instances are truly relevant.
F1 score metric is harmonic mean of the precision and recall metrics. The metrics are
defined as follows:
The Precision metric is defined as the number of true positives (Tp) over the number





Recall metric is defined as the number of true positives (Tp) over the number of true





the (F1) score is defined as:
F1 = 2 · Precision×Recall
Precision+Recall
(3.17)
In the evaluation of the obtained results, it should be noticed that when the system
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achieves high recall rate but it has a low precision means that it return many results
which many of them are incorrect predictions of the target labels. On the other hand,
when the system has a high precision but low recall rates, it is less sensitive but most of
its detected results are correct. An ideal framework has a high rate of both precision and
recall metrics.
3.6.2 Data Split
To split the datasets, we follow the split suggested by the dataset providers. In the datasets
for daily living activities, the evaluated datasets are divided into training and testing sets
where three-fifths of the dataset is used for training and the rest for testing. We use the
same protocol in order to be compatible with the literature and be capable of comparing
our framework with previously suggested methods.
3.7 Experiments
In this section, we present our evaluations of the baseline methods on two datasets. As
explained in the previous section, there are two types of evaluation methods: the first
one is based on feature extraction and encoding by Bag-of-Words model. In this method,
first, 3 types of descriptors are extracted: dense trajectories (HOG, HOF, MBHX, MBHY),
geometrical features (Distance and angle) and deep features (trajectory pooled spatial
and temporal deep features). After, the extracted features are encoded with BoW model
with 4 different codebook sizes: 250, 500, 1000, 2000. The process is finished with a
classification step where we use SVM classifier for this purpose.
In the second method, we use a different encoding scheme. Rather than BoW model
we use Fisher vector encoding. The extracted features stay the same as the previous
method (8 feature types). For training of the Fisher vector codebooks, we use 6 different
codebook sizes: 16, 32, 64, 128, 256, and 512.
3.7.1 GAADRD Dataset
The GAADRD [102] action dataset consists of 25 people with dementia and mild cogni-
tive impairment that perform ADLs in an environment similar to a nursing home. The
GAADRD dataset is public and was recorded under EU FP7 Dem@Care Project2 in a clinic
in Thessaloniki, Greece. The camera monitors a whole room where a person performs
directed ADLs. The observed ADLs include: Answer the Phone (AP), Establish Account
2http://www.demcare.eu/results/datasets
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Balance (EAB), Prepare Drink (PD), Prepare Drug Box (PDB), Water Plant (WP), Read
Article (RA), Turn On Radio (TOR). A sample of images for each activity is presented in
Figure 3.3. Each person is recorded using a RGBD camera of 640×480 pixels of resolu-
tion. Each video lasts approximately 10-15 minutes. We have randomly selected 2/3 of
the videos for training and the remaining ones for testing.
Table 3.1 shows the obtained results by the BoW framework. Based on the obtained
results we can conclude that:
• Medium size codebook works best for this dataset. This might be because of the
medium size of the dataset. Accuracy is lower with small codebook size (250).
As codebook size grows, the accuracy grows as well until the point that a drop in
accuracy is observed. This drop in accuracy coincided with bigger codebook size
(2000) might be due to an overfitting situation.
• Deep TDD features obtain better performance among others. However, im-
proved dense trajectories achieve competitive performance. Especially, HOG fea-
ture achieves same level of accuracy when the optimized codebook size is set (1000
words).
• Geometrical features achieve the worst results. Angle feature achieves better accu-
racy since angular posture features are more informative in daily activities (some
activities such as “Watering Plant” is performed while the subject has a bending
posture). Distance feature performs the worst since the distance features in daily
activities is not a key feature. Most of the activities are performed in a way that
the relative distances between the joints stay the same during the activity (eg. in
“Prepare Drug Box” and “Prepare Drink”).
Table 3.2 shows the obtained results by the Fisher Vector framework. Based on the re-
ported results we can draw the following conclusions:
• There is no constant trend of achieving better performance by applying bigger size
of the codebook in all of the feature types. However, usually bigger codebook size
results in a better performance, especially with deep features.
• Deep TDD features along with HOG feature achieve the best results. This high per-
formance might be because of capturing contextual information by the appearance
features.
• As it is expected, the geometrical features perform poorly. The distance feature
performance is the worst even when it is compared with the bag-of-words model.
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• Fisher vector encoding achieves much better results than the bag-of-words model
owing to better feature encoding power. This performance boost is obtained because
in the Fisher Vector encoding, rather than only keeping visual word occurrences,
statistics such as the difference between extracted features and dictionary elements
are also stored as part of the representation.
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Figure 3.2: A sample of activities in datasets: (a) Turn On Radio, (b) Water Plant, (c)











































250 500 1000 2000
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 48.8 48.2 0.47 60.4 58.4 0.58 61.5 62.7 0.61 62.3 48.4 0.51
Distance 23.5 22.8 0.22 24.6 25.1 0.24 22.4 22.5 0.20 22.2 22.7 0.20
HOG 66.5 62.4 0.58 80.5 72.0 0.72 83.4 79.4 0.79 83.5 79.1 0.79
HOF 68.8 67.0 0.66 75.7 70.1 0.70 68.5 65.1 0.63 69.0 65.8 0.64
MBHX 71.1 65.8 0.65 75.4 70.4 0.70 73.0 67.1 0.67 71.8 68.8 0.67
MBHY 71.5 66.5 0.67 78.0 71.8 0.71 77.8 72.0 0.72 69.8 65.1 0.63
TDD Spatial 84.1 77.1 0.77 83.7 76.2 0.76 78.8 80.8 0.79 74.8 72.1 0.71






Table 3.2: Results of using different feature types by applying Fisher Vector method on GAADRD dataset. The plot shows F-Score




























16 32 64 128 256 512
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 61.2 42.4 0.43 47.7 34.4 0.35 63.5 53.5 0.55 42.5 35.0 0.35 41.4 20.4 0.19 33.5 27.2 0.23
Distance 10.7 9.1 0.08 18.2 18.7 0.16 17.7 18.2 0.16 19.8 17.8 0.15 13.8 14.4 0.12 12.5 12.5 0.11
HOG 83.7 80.5 0.81 89.8 90.8 0.89 82.1 85.5 0.83 86.0 80.2 0.82 84.4 88.0 0.85 88.5 93.4 0.90
HOF 72.0 74.5 0.73 75.5 78.8 0.76 76.6 80.5 0.77 75.5 81.8 0.78 79.1 79.8 0.79 73.4 68.2 0.66
MBHX 75.5 75.8 0.75 81.1 81.1 0.80 86.0 86.0 0.85 83.2 82.8 0.82 85.0 84.4 0.83 81.7 80.8 0.80
MBHY 80.7 80.5 0.80 77.2 76.0 0.75 80.8 79.5 0.79 82.0 81.0 0.81 85.7 84.8 0.84 84.4 83.2 0.83
TDD Spatial 70.7 61.0 0.65 80.5 74.8 0.74 80.1 76.1 0.76 81.8 79.7 0.79 80.8 76.5 0.76 90.2 89.3 0.89
TDD Temporal 65.1 61.0 0.62 80.8 74.5 0.75 79.8 75.2 0.75 75.6 75.1 0.74 88.1 86.4 0.86 88.0 87.1 0.87
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3.7.2 CHU Nice Dataset
This dataset is recorded in the Centre Hospitalier Universitaire de Nice (CHU) in Nice,
France. It contains videos recorded from patients performing everyday activities in a
hospital observation room. Patients and their families are voluntarily participating in
the experiments with the confirmation of the ethical board to use the recording in the
research projects. The activities recorded for this dataset are, “preparing drink (P. Drink)”,
“talking on the phone (T. Phone)”, “reading newspaper/magazine (Read)”, “watering
plant (W. Plant)”, “preparing pill box (P. Pill box)”, and “searching bus line (S. Bus line)”.
A sample of images for each activity is presented in Figure 3.3. Each person is recorded
using an RGBD Kinect camera, of 640 × 480 pixels of resolution, mounted on the top
corner of the room. The hospital dataset is recorded under EU FP7 DemCare project3
and it contains 27 videos. The datasets are recorded at different times. For each person,
the video recording lasts approximately 15 minutes. Domain experts have annotated
each video regarding the ADLs that people perform. For this dataset, we have randomly
selected 2/3 of the videos for training and the rest for testing.
Table 3.3 shows the obtained results by the BoW framework on this dataset. Based on
the reported results we can conclude that:
• Although the trend of performance with respect to the codebook size is not constant,
small codebook sizes perform relatively better. In most of the feature types (such
as in Angle, HOG, TDD Spatial etc.), as the codebook size grows a performance
drop is observed. This might be because of overfitting issue. Higher codebook size
also increases the computational complexity of the classification because of nearest
neighbour matching required for projection of feature vector to the codebook.
• HOG feature along with TDD Temporal achieve the best results. HOG feature is
based on shape and usually does not achieve superior results for short actions. Each
one of the activities in this dataset happens in a different location in the room.
Using this feature together with trajectory point position information help to achieve
better results since it helps the classifier to discriminate between different locations
of activities.
• Similar to the GAADRD dataset, using geometrical features results in a poor recog-
nition of activities. The reason for the failure of these features lies in being less
representative of daily activities where subtle movements are important and the ac-
tivities do not rely only on postural features.
3https://team.inria.fr/stars/demcare-chu-dataset/
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Table 3.4 shows the results achieved by utilizing the Fisher Vector framework on this
dataset. Based on the reported results we can conclude that:
• For some of the feature types (HOG, TDD Temporal, MBHY) bigger codebook size
results in a boost in their classification performance whilst for some others (TDD
Spatial, Angle) bigger codebook size results in a drop of classification accuracy. This
shows that optimal codebook size is not only problem specific but also feature spe-
cific.
• Again, the HOG feature achieves the best results.
• TDD deep features performed comparably with dense trajectories when BoW encod-
ing method is used. However, with FV encoding these features perform poorly com-
pared to the dense trajectories. Deep features require big amount of data to achieve
optimal performance. The lower performance might be due to lack of enough data
needed to learn complex representation and large feature vector of FVs.
• Similar to the GAADRD dataset, using geometrical features results in poor recogni-
tion rates. However, Angle feature gains a performance boost (from 0.55 to 0.69)
when they are encoded with this method.
• In general, Fisher vector encoding improves the quality of the classification except in
TDD deep features where a drop of accuracy is observed while this encoding method
is employed. This might be because of lack of data required for learning complex
representation of deep features and FV encoding.
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Figure 3.3: A sample of activities in the datasets: (a) Checking Bus Map, (b) Prepare Drug






Table 3.3: Results of using different feature types by applying bag-of-words method on CHU Nice dataset. The plot shows F-Score






























250 500 1000 2000
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 69.6 55.1 0.55 61.0 45.3 0.45 63.8 47.0 0.47 66.8 42.5 0.51
Distance 32.6 25.1 0.23 34.6 26.0 0.23 23.5 22.1 0.19 29.0 21.3 0.20
HOG 83.6 80.0 0.80 77.6 69.5 0.70 73.0 67.6 0.67 77.8 67.3 0.68
HOF 76.6 63.8 0.64 81.8 63.5 0.63 74.5 66.6 0.67 82.8 69.5 0.71
MBHX 70.3 62.6 0.64 72.8 64.6 0.66 74.0 58.3 0.62 76.3 59.1 0.61
MBHY 72.1 67.0 0.68 77.5 71.3 0.72 75.6 63.8 0.64 78.1 70.3 0.72
TDD Spatial 67.5 65.8 0.65 63.0 62.8 0.62 61.8 59.6 0.59 73.6 71.6 0.72












Table 3.4: Results of using different feature types by applying Fisher Vector method on CHU Nice datasets. The plot shows F-Score





























16 32 64 128 256 512
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 76.6 66.6 0.67 77.6 67.5 0.69 66.1 45.5 0.45 66.3 51.0 0.51 61.8 44.8 0.44 57.1 44.0 0.46
Distance 20.5 21.8 0.19 19.0 21.3 0.18 22.3 24.3 0.21 20.5 22.8 0.20 21.3 22.6 0.20 27.1 27.8 0.25
HOG 94.6 88.3 0.90 95.3 90.0 0.91 96.0 90.1 0.92 94.8 90.5 0.92 97.0 94.6 0.95 90.5 86.6 0.88
HOF 91.6 79.6 0.81 91.8 81.5 0.84 91.5 81.8 0.84 91.0 79.6 0.81 92.8 83.6 0.85 90.6 81.8 0.83
MBHX 88.1 79.1 0.79 90.8 82.8 0.84 93.5 87.5 0.88 92.5 81.5 0.84 88.3 80.8 82.5 93.3 86.6 0.88
MBHY 92.3 86.3 0.87 89.1 80.6 0.82 92.5 86.6 0.87 93.8 89.5 0.90 93.3 87.3 0.89 90.6 86.8 0.88
TDD Spatial 64.3 62.8 0.62 69.6 65.0 0.65 65.5 52.0 0.53 60.6 52.3 0.53 75.1 57.6 0.58 65.0 60.0 0.60
TDD Temporal 84.8 68.5 0.70 84.6 71.8 0.74 78.3 64.0 0.64 78.0 73.8 0.73 86.3 75.5 0.76 80.6 69.3 0.69
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Table 3.5: Results of the best performances using different feature types by applying bag-
of-words and Fisher Vector method on GAADRD and CHU Nice dataset. The plot shows
F-Score values.
Descriptor Method GAADRD CHU
BoW FV BoW FV
Geometrical Angle 0.61 0.55 0.55 0.69
Distance 0.24 0.16 0.23 0.25
Dense Trajectories
HOG 0.79 0.90 0.80 0.95
HOF 0.70 0.79 0.71 0.85
MBHX 0.70 0.85 0.66 0.88
MBHY 0.72 0.84 0.72 0.90
TDD Deep
Spatial 0.79 0.89 0.72 0.65
Temporal 0.79 0.87 0.80 0.76
3.8 Conclusions
In this chapter, we discuss the two frameworks we use to produce our baseline evaluation
of the two daily living activity datasets. The framework is based on local feature detection
and extraction. For the encoding, in the first method we used the bag-of-words method
and in the second method, we followed Fisher Vector encoding paradigm. Finally,
for the classification, we use linear SVM. For the evaluation of the two supervised
frameworks, we utilize three different feature types: Geometrical Features, improved
Dense Trajectories, and Trajectory-pooled Deep-Convolutional Descriptors. The deep
TDD features use the same detection method as of the dense trajectories, however, these
features uses convolutional maps based on neural network for feature extraction. Based
on the conducted experiments we can conclude that usually bigger codebook size results
in a better accuracy. However, the results are not ideal when bigger codebook size makes
overfitting issues. HOG and temporal TDD outperform the other descriptors (except that
the temporal TDD achieves poor results compared to other descriptors when it is encoded
with FV on CHU dataset). Among the temporal descriptors, MBHY descriptors achieve
competitive performance with appearance descriptors like HOG.
In table 3.5 we provide comparison of Geometrical, Dense Trajectories and TDD meth-
ods. The results show that hand-crafted and CNN features achieve competitive results.
In Dense Trajectories, FV encoding always improves the performance. In general, one
main reason for miss-classification of the activities is that the feature detection process
fails for the activities including less motion as it relies on optical flow values. Accordingly,
miss-classification is unavoidable in absence of reliably detected features.
Chapter 4
Activity Discovery, Modeling and
Recognition
“You never change things by fighting the existing reality. To change something,
build a new model that makes the existing model obsolete.”
- Buckminster Fuller
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4.1 Introduction
In order to describe an activity semantically, we can adapt a notion of resolution dividing
an activity into different granularity levels. For an ADL we can always name a sub-activity
(eg. “Preparing Drink” activity consists of sub-activities such as “Pouring Water to Boiler”
and “Adding Coffee” etc.). An ideal activity recognition system should be capable of
adapting to different activity resolutions and producing meaningful information when it
is demanded. Such system should model the activities in a way that the models describe
multi-resolution layers of activities by capturing their hierarchical structure and their
sub-activities. Hence, the system can move between different layers in the model to
retrieve relevant information about the activity. An inherent problem for such a method is
the automatic delineation of the activities indicating the time-span where an interesting
activity is happening (e.i. beginning and ending of an activity). The problem comes from
the interpretation of information coming from different resolutions. For example, imagine
a subject sitting on a chair and reading a book. Doing that, the subject moves his/her arm
to turn the page. If only one resolution is considered, turning the page changes the label
of activity from “Sitting on chair” to “Turning a page” despite that the person still “Sitting
on chair”. While a system with flat representation focuses on one activity at a time, an
hierarchical modeling enables us to model activities considering their constituents in
different resolutions. Such a system is capable of detecting the beginning and ending
of an activity and its sub-activities at different levels (activity discovery). Then, the
modeling is the grouping of these patterns using extracted semantically-rich information.
An activity model is a package abstraction containing all the relative information of that
activity and its sub-activities.
In this chapter, we describe different parts of our proposed frameworks to address
these challenges in activity recognition. The main components of the framework can be
decomposed into the following components:
• Input data.
• Feature extraction.
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• Automatic activity discovery to detect interesting activities in the scene.
• Creating the models to uniquely characterize the activities by deriving relative infor-
mation and constructing the hierarchical structure.
• Providing semantic cues for the models by supervision.
• A matching mechanism to compare and recognize newly detected activities.
• Scene region refinement and updating previous models .
Next, we describe the inputs of the framework in section 4.2. The extracted features from
the input stream is explained in section 4.3. In the section 4.4 the main parts of the
framework for automatic activity discovery, modeling and recognition is described. We
conclude this chapter in section 4.6.
4.2 Input Data
4.2.1 RGB
The framework receives RGB images from the capturing device and utilizes it for feature
extraction. RGB images are used to extract the features. The framework can extract global
features using the whole information in the pixels and the selected image patches or it can
obtain local descriptors. In addition to the handcrafted features, the representations can
be learned using deep convolutional nets. Our framework uses this input as its source to
obtain image features.
4.2.2 Depth-map
With the emergence of low-cost RGBD sensors such as Microsoft Kinect and Asus Xtion,
capturing both RGB and depth-map simultaneously and in real-time has become possible.
The provided depth map made feasible the extraction of spatial 3D information in the
scene by measuring the distance of each pixel relative to the location of the sensor. The
measured distance by these sensors is reported in millimeters. The effective working range
of the sensor is between 0.5 meters to 7 meters and the accuracy of the measurements
drops as an object moves further from the sensor. However, the obtained depth-maps
from the RGBD sensors are noisy and error-prone and contains missing values due to the
problems such as occlusion or infra-red beam absorption of the scattered beam from the
sensor by the surface material of the objects. Despite imperfect measurements, depth-
maps help a lot to improve the accuracy of the tasks such as scene segmentation and
people detection. Throughout this work, different parts of our framework take advantage
of the retrieved depth-maps from detection and tracking of the people in the scene for
activity modeling, to segmentation of the body parts such as hands for gesture recognition.
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4.2.3 Skeleton
RGB-D sensors are also capable of extracting human skeleton information from depth-
maps by the assistance of a skeleton detection algorithm [209]. Inspired by early work
of Johansson et al. [99] these algorithms detect 20 body joints of a human skeleton
in real-time. Nowadays, retrieving skeleton information from RGB image is prevalent
by advancements achieved in Deep Neural Network [186, 244]. By taking benefit from
powerful GPUs, these methods detect body parts with reliable accuracy and in near real-
time. The skeleton information is utilized by the framework as long as it is provided and
reliable.
4.3 Feature Extraction
Here, we explain the low-level and high-level features extracted from different modalities
for our system. These features are extracted directly from input sources which are ex-
plained in the previous section. Whenever possible, different low and high-level features
can be added or removed from the input without affecting the framework. For exam-
ple, the quality of the skeleton detection is not reliable or not available for some datasets
and using skeleton information does not improve the quality of the activity descriptions.
However, the type and quality of the selected features can affect the performance of video
characterization and is dependent on the environment and the intended application. As
it is observed in the previous chapter, geometrical features are not so useful for recogniz-
ing long-term daily activities, whilst, they showed quality performance in recognition of
short-term actions. Therefore, depending on the task, each one of those features can be
added or discarded in the modeling process without affecting the other parts.
4.3.1 RGB Features
As described in chapter 3, given a set of RGB images, first, a feature detector is used to
detect a salient point of interest. Second, the features are extracted around the detected
interest-points. In our framework, we use RGB images to extract different feature types
(either handcrafted or deep features) and also to detect and to globally track a subject
throughout the scene. The extracted features are explained in the previous chapter (3)
when we describe our supervised framework.
4.3.2 Depth-map
We do not extract features using depth-map information in this work, however, depth-map
is used in the algorithm of our global tracker (section 4.4.1). Moreover, depth information
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is utilized to segment hand contour in gesture recognition task. This module (Chapter 6)
is integrated into the activity recognition framework helping to have a more fine-grained
analysis of body part motion for the created models. Later, these features are fused with
skeleton information making a multi-modal handcrafted feature created for recognition
of upper-limb gestures. In this case, the skeleton joints are used as a point of interest
detector on RGB images as depth-maps do not provide sufficient textural information.
4.3.3 Skeleton
Many action recognition methods based on skeleton information use representations
based on skeleton joint positions. The actions are described with the constituent poses
that are modeled relatively by pairwise joint positions or angles between joints. Inspired
by those methods we created geometrical features based on relative positions of the skele-
ton joints and the calculated angles between them. The details about these features is
described in section 3.2.3 of chapter 3.
4.4 Automatic Activity Discovery and Modeling
4.4.1 Global Tracker
In order to achieve an understanding of long-term activities in an environment, in-
formation regarding the global position of subjects is essential. The global position is
represented as 3D points which help to understand the relative position of the subject
with other subjects and the surrounding objects. A sequence of obtained global positions
creates a trajectory. Detection and tracking of subjects are challenging tasks and are still
open research fields. Trajectory information plays a crucial role in our framework hence,
precise calculation of subject trajectories is important and essential for recognition task.
Understanding of smaller parts of a long-term video can help to understand the longer
video. By clipping videos to smaller chunks we can explain the long videos. Most of the
methods in the literature use fixed size video chunks to clip the videos without any plan
to have semantic content in each chunk. However, based on obtained trajectories, we
propose a method to achieve variable size video chunks where each chunk contains a
meaningful part of an activity.
The tracking of a subject using a fixed video camera still carries various vision-related
challenges. In many of the proposed approaches, an object which is classified as a
person in consequent frames is tracked spatiotemporally by establishing a link using re-
identification techniques. The challenges vary from one scene to another, however, most
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Figure 4.1: Examples of the people detection and tracking in the CHU (Left) and GAADRD
(Right) datasets.
of the time the problem occurs in the frame-to-frame tracking of the detected subjects.
On the other hand, the challenge for detection algorithms usually is related to complete
or partially occluded subjects, change in illumination condition of the environment etc.
For detection and tracking algorithm, knowledge of the targeted environment plays an
essential role. The conditions of the environment, should be considered in the design of
the algorithm. In indoor environment illumination condition is a key subject. Especially
for long-term recordings such as in daily activities which go on for hours or even days, the
illumination can change drastically during the recordings. In such scenarios to improve
the performance, other than the type of utilized method, type and location of the sensor
should also be taken into consideration by the designer of the system. For example, in
our scenario which happens in a nursing or smart-home, placing a camera at a fixed
height and position can help not only to prevent occlusion of the subject but also make
the activity discovery much easier in the later steps.
For person detection, we use the algorithm in [166] that detects head and shoulders
from RGBD images. Trajectories of people in the scene are obtained using the multi-
feature algorithm in [38] that uses features such as 2D size, 3D displacement, color his-
togram, dominant color and covariance descriptors and adapts online tracking parame-
ters. Figure 4.1 shows samples of detection and tracking method on the two datasets that
we have evaluated. Due to above-mentioned challenges such as artificial light, problem
such as miss-detection is observed. However, the overall performance of the tracker is
sufficiently reliable for our framework to generate meaningful activity models.
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4.4.2 Contextual Information and the Scene Models
In most of the trajectory-based activity recognition methods, apriori contextual infor-
mation is ignored while modeling the activities. These methods [86, 145, 13, 182]
generally first, cluster the trajectory points to detect important locations in the scene such
as roads or regions and second, extract some features (such as speed and orientation of
the trajectories) from the detected interesting cluster regions in order to semantically
classify them into the regions corresponding to different activities and then they define a
recognition mechanism to compare new information with the constructed model for each
region. While these kinds of models suit some of the recognition tasks in highly structured
scene settings such as traffic junction scenarios and detecting abnormal/infrequent
behaviors and incidents, they face serious challenges. The main problem is related to
how these methods interpret the notion of clustering. In these methods, motion vectors
(such as optical flow) are clustered without analyzing the source or underlying meaning
of the motion (E.g. an irrelevant object passes by the target object and its motion
information affects the final model of activity). This relatively simple way of abstracting
the information in a single layer results in a different problem in activity modeling.
First, usually, these methods are not successful in modeling complex activities which
take place in unstructured environments such as in an apartment (activities consist of
multiple global and local motions). The modeling relies on the repetitive time-constrained
trajectory patterns assuming that these repetitions identify certain activities. Therefore,
these frequent motion patterns that together make a cluster, characterize a unique activity
which can be semantically described. These assumptions make sense in structured scenes
where static objects in the scene make a structure that restricts the motion pattern of the
tracked subjects. For example in the case of traffic scenario, roads and traffic rules define
the possible routes and allowed speeds for an object (car or pedestrian) to take. In a
junction, a car can “Turn Left” or “Turn Right” and there is no other way around. And
if it does something out of these two possibilities, it can be considered as an “abnormal
behavior”. So, the activities are less complex and the detected clusters can clearly explain
the possible activities. The situation is different in an unstructured scene where making
strong assumptions about the motion of the tracked object are not possible. Take an
apartment as an example. There is weak rule dictating how to go from one place to
another in an apartment and at what speed (Different subjects can take different pathes
to move from a location to another). In such scenarios, the complexity level of activities
elevates even higher, since rather than cars, humans are involved in those activities. In
these activities, multiple motions typify a single activity. Most of the time, a single motion
cluster is not sufficient to model complex activities that include concurrent movements
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(e.g. walking and talking on the phone), hence, this results in failure in the recognition
stage. Additionally, the detected clusters of frequent motions in the scene are difficult to
understand and hard to explain semantically due to limited information related to the
generated clusters.
One of the main reasons for the above-mentioned limitations in modeling the activities
is the absence of the prior knowledge of the scene. Such knowledge carries information
that can be very important in characterizing the activities. Some works [151, 79] have
proposed to include prior contextual information in the models of complex activities. To
characterize the video instants, these prior works suggest to use the knowledge which
is usually based on detection of semantic events. The events are detected by inferring
relations between different regions in the scene and the extracted perceptual features.
The perceptual features could be an object type or a color descriptor. In the end, the
activities are modeled given the detected events as their building blocks. These methods
propose different ways of using information from scene regions either in detecting the
building-block events or in the construction of the models. For example, some methods
try to learn paths among different regions in the scene and some others use Context Free
Grammars (CFG), n-grams or Finite State Automatons (FSA) to find relations between
the events [145, 229, 79, 232].
Even though these event-based methods sufficiently comply with challenges in mod-
eling activities semantically, most of them are accompanied by a couple of shortcomings.
In most of these methods [46, 45], the scene regions are determined manually which is a
tedious task and requires a great amount of supervision. If the setting of the environment
changes, a supervisor needs to modify the scene models and redefine the regions. In
addition, subjective opinion of the system’s user is included and affects the definitions.
Moreover, many of the methods use single resolution definition of the regions which
limits them to have a multi-resolution characterization of the activity models by taking
advantages of activity and sub-activity relations.
To cope with these challenges and limitations, our framework performs an automatic
learning of the meaningful scene regions by taking into account the subject trajectories
(section 4.4.3). Learning of the zones are performed at multiple resolutions. By tailoring
zones at a different level of resolution, a hierarchical scene topology is created. The
learned regions can get modified using a data-driven approach where the handcrafted
and automatic models are combined (chapter 5). The multi-resolution model of the scene
regions enables characterizing interesting regions and sub-regions in the scene. In later
stages of the framework’s pipeline, the constructed scene models are used to discover
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activities taking place in the scene regions (section 4.4.6).
A topology is defined as a single-resolution scene representation composed of scene
regions. The aim is to find interesting regions in the scene that can be semantically
explained (e.g. location where the tracked subject interacts with specific fixed object).
Each region contains properties that can reveal spatial and temporal characteristics of a
scene. For example, “coffee machine” has a fixed location and it takes about 5 minutes
to “prepare coffee”. A topology is computed automatically using perceptual information
from the subjects in the training set. The goal is to detect regions that are commonly used
by the training subjects and gives a prior knowledge about relations of a specific activity
with a certain location. Learning of the topologies normalizes the scene space, makes the
regions semantically explanatory and filters out the noise coming from the acquisition
process. If a location (eg. “coffee table”) is commonly used for an activity (eg. “preparing
coffee”), we can make an assumption that it is very likely that the subjects will use that
region again for the same purpose in the future.
4.4.3 Topology Representation
A topology at level l is defined as a set of scene regions (SR):
Tlevell = {SR0, ..., SRk−1} (4.1)
where k indicates the number of the scene regions. This parameter defines the resolution
of the topology. Lower the level means coarser level resolution (capturing bigger areas
such as the kitchen) whilst, the higher level results in finer resolution (capturing smaller
areas in the kitchen such as “fridge area”). The extracted trajectories of the subjects in the
training set are used as input for training the topologies. There is no restriction on the
temporal occurrence of the training samples. Moreover, different subjects can be tracked
at the same time, producing independent training data. Therefore, input data is defined
as:
Input = {Seq1, ..., Seqn} (4.2)
Where Seqi = Traj1, . . . , T rajT . i is the label of the tracked subject and T is the number
of trajectories in each sequence. Each scene region characterizes a spatial part of the scene
and will be represented as a Gaussian distribution: SRi ∼ (µi, σi).
The clustering takes place in two stages. These two stages clustering helps to reduce
the effect of outlier trajectory points in the overall structure of the topologies.
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In the first stage the interesting regions for each subject in the training set are found
by clustering their trajectory points. For a more precise characterization of the regions,
instead of trajectory points, other features such as the vector of variation of motion or
skeleton can be utilized. For each Seq the clustering algorithm produces k clusters:
Cluster(Seqi) = {Cl1, ..., Clk} (4.3)
Each resulted cluster characterizes the scene based on the motion information of subject
i. µ and ω parameters of the distribution of the SRi are obtained from the clustering.
Cth cluster center (Clc) corresponds to scene region k (SRi). For SRi, µ is the spatial
coordinate of the cluster centroid:
SRi(µ) = centroid(Clc) (4.4)
and the standard deviation σ is computed from the point coordinate sequence of the
trajectory set.
The second stage of the clustering merges the individual scene regions into a single
comprehensive set of regions. Each region is a new cluster (Cl) in the second stage that
consists of the obtained cluster centroid in the first stage. These new clusters explain
the spatial regions that are shared between all of the training subjects. We use K-means
algorithm for the clustering. The value of K is set equal to the number of daily activities
in the ground-truth.
As explained in the previous chapter, K-means [144] is an unsupervised learning
algorithm to solve clustering problem. The algorithm tries to classify a set of data into
a certain number of clusters (K clusters). In the first step, K centroids, one for each
cluster, are defined. Then each data point is associated with the nearest centroid. In
the next step, a new set of cluster centroid is detected from a newly generated clusters.
The new centroid is the center of the resulted cluster. After detecting K new centroids,
the new association between data points and those centroids is created. This procedure
continues iteratively until the position of the centroids does not change and the loop
converges. To find similarity between a data point and a centroid, K-means needs a
distance measurement criteria. Different distance measurements are defined for K-means.
Some of them are based on Euclidean distance or a variation of it (such as City-block
distance). Some other measures are based on correlation coefficients such as Pearson
correlation, Spearman’s rank correlation and Kendall’s τ . In our experiments, we use
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Figure 4.2: Example of k-means clustering using city-block and Euclidean distance mea-
surements. The top row shows samples of CHU Nice dataset clustered using City block
distance measure. The number of clusters is set to 5, 10 and 15. Most of the discovered
regions can be associated with a semantic activity concept. There are also scene objects
that the activity can be associated with. In the below is the GAADRD dataset clustered
using Euclidean distance measure.
Euclidean-based measures (Especially City-block distance) to detect the scene regions
since they produce acceptable clusters compared to the other measures. Figure 4.3 depicts
examples of the calculated scene regions in two hospital rooms in CHU and GAADRD
datasets. The scene regions are created with the information extracted from videos of
15 subject performing activities during 20 minutes. The clustering performed at three
different resolutions and each detected region can be explained semantically.
A topology provides an abstraction of the scene in a single resolution. However, se-
mantic explanation of spatial regions in the scene has different levels of abstraction. At
each level, a region can be decomposed into sub-regions. Accordingly, we define a scene
model as a set of scene regions (topologies) at different resolutions:
SceneModel =< Topologyhighlevel, T opologymidlevel, T opologylowlevel > (4.5)
We create a model with topologies at three levels, each one aiming to describe the scene
at the high, medium and low degree of abstraction. The scene model with three layers
of spatial resolution constructs a structure of the scene that explains the whole scene spa-
tially. At the higher level of spatial resolution it represents main activities taking place
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in those regions, while in lower spatial level it can indicate finer motion of the subjects
and sub-activities that build up the main high-level activities. At first, the value of res-
olutions at each level is set by the user, later, the optimal values are found by cluster
analysis or by combining provided supervised information coming from manually drawn
zones of description based component of the framework. Based on the experiments, the
value of spatial resolution in high level is usually close to the number of activities in the
ground-truth. It should be noticed that the clustering process at each level is performed
independently for each subject in the training set and then the final cluster centers are de-
termined. Then, the links between the layers (activities and sub-activities) are established
with notion of neighborhood introduced in section 4.4.9.
4.4.4 Bayesian Information for Cluster Analysis
Despite its effective solution for general clustering problems, K-means algorithm suffers
from two major flows. When the number of data points grows, the K-means scales poorly
and the number of clusters k should be provided by the user to the algorithm. There
are several proposed solutions to make K-means computationally effective, however, in
our study, finding the optimal value of k interests us the most. We follow the method
suggested by Pelleg et al. [178] to find the optimized value of k. In this method, we use
Bayesian Information Criterion (BIC) to analyze the space of cluster locations and cluster
numbers. After each run of the K-means algorithm, the method decides which subset of
the centroids should get split, in order to better fit the data. This decision is made by
computing BIC. The method starts with 2 clusters and evaluates different k values until
an upper bound is reached. It is possible to set any reasonable boundary related to the
imposed problem. After the evaluations, the clustering with the highest BIC score selects
the best k value. As in the original work, to find a new cluster, two strategies are followed:
In the first strategy, for each detected centroid, a new centroid nearby is picked and after,
the new score is calculated. If the score gets higher, the centroid is accepted as the new
centroid. However, this strategy is expensive since it runs K-means algorithm one more
time for each cluster centroid. On the other hand, the second strategy, picks half of the
current centroid based on a criterion (eg. region size of their cluster) and then splits those
clusters and recalculates the score. If the score reaches a higher value, the splits get
accepted. In this strategy, choosing the best criteria to pick the centroid and unable to
pick only the clusters requiring a split are the main drawbacks.
To calculate the BIC score, assume the data D and a set of alternative models (clustering
with different k values) are given. As mentioned before, the data points in each one of
the cluster are defined as a Gaussian distribution where µi is the coordinate of the ith
centroid. Here we use i to refer to the index of a centroid as the closest centroid to data
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Figure 4.3: (a) shows the result of clustering after applying K-means on the data points.
(b) shows the original centroids after splitting into two children.
point xi. Therefore, D is the input set of points in an iteration where Di ⊆ D is set of
points having µi as its closest centroid. To chose the best model the posterior probabilities






where l̂j(D) is the log-likelihood of the jth model. pj is the number of parameters in Mj .
R is the total number of data points belonging to the centroids under consideration. In
this approach, the maximum-likelihood estimation (MLE) of the variance with different
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xi is the data points belonging to centroid i. Accordingly, the point probabilities of the
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By fixing 1 ≤ n ≤ K and focusing only on data points in the set Dn with centroid n and








+Rn logRn −Rn logR (4.10)
In order to extend the calculation to all centroids, we sum log-likelihood of individual
centroids, assuming that probabilities of points belonging to all centroids are the sum of
probabilities of individual centroids. The BIC is used globally to choose the best model
and also locally for cluster split tests.
4.4.5 Primitive Events
To fill the gap between low-level image features and high-level semantic description of
the scene, an intermediate block capable of linking the two is required. Here we describe
a method that defines a construction block for learning the activity models.
Most of the proposed unsupervised methods [155, 248] aim to make the link in a
single step by creating activity models directly from the image features. Although these
methods succeed to detect the occurrence and recognize the activities, the produced
models suffer from several problems. If required, it is difficult to update and modify the
produced models manually. Furthermore, the models usually have a unique design and
are only compatible with specific training data. For such models, if the input of the system
changes moderately, new models need to be generated for the same activities. Moreover,
the generated models are very complicated for human interpretation. It makes difficult to
explain system failures and assess the robustness of the models.
With a deeper look at the activity generation process, it can be inferred that the ab-
straction of low-level features into high-level descriptions does not happen in a single step.
This transition is gradual. To remedy, we use an intermediate representation and we call
it Primitive Event (PE). Having two consecutive trajectory data points (Traji and Trajj),
by using their distances to the cluster centroids, we can find the scene regions that these
points belong to (StartRegion and EndRegion). A primitive event is represented as a pair
of directed scene regions of these trajectory points:
PrimitiveEvent = (StartRegion→ EndRegion) (4.11)
where StartRegion and EndRegion variables take values of SR indexes. For example, if






Figure 4.4: Example of calculating primitive events in two adjacent scene regions. The
two PEs at the beginning and end of the trajectory shows that the subject stays in the
same scene regions, whilst the PE in the middle shows a transition.
StartRegion of Traji: SR2 and EndRegion of Trajj: SR4 then, we will have (2 → 4) as
a primitive event. PE defines an atomic motion block and is used for characterizing the
motion of a person in the scene. This way, a whole sequence of trajectory can be translated
to PEs. Representing the extracted features with PE brings several benefits by linking the
low-level features to a comprehensible semantic information and helps to fill the semantic
gap:
• This makes the representation meaningful for humans by providing them with the
information to describe a complex activity.
• It also helps to interpret failures of the recognition framework through an under-
standable representation.
• Having independent and modular units, the PE model enables the method to gener-
ate flexible models. The generated models are easier to modify and simple to update
when a new PE is learned.
Primitive events are the first level of abstraction and can describe interesting events during
a period. The definition of an event and a complete discussion about it can be found in
[122]. The primitive events are created from the extracted trajectory features described
in 4.4.1. They represent the current status of the subject in the scene and composed of
automatically calculated attributes. The defined attributes of primitive events indicate
their beginning/ending scene regions which determine the type of the events (Whether
the status of the subject stays as previous or changes to a new one) and the time duration
that a PE takes. A primitive event represents the overall status of the subject from the
previous to the current extracted tracking features.
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A Primitive Event’s type is Stay when the region labels (Such as SR1) stay constant
between two time intervals. It is equivalent to a sequence of stays in the scene region P :
Primitive Event = StayP_P (4.12)
When a Primitive Event’s type is Change, a change of region (from region P to regions Q)
occurs between two successive time instants (i.e. two successive trajectory points). It is
equivalent to a region transition:
Primitive Event = ChangeP_Q (4.13)





where fps is the frame rate that the video is recorded (calculated in frames per second).
The vector representation of Primitive Events (PEs) using Scene Region (SR) pairs
creates a compact building block to represent an event of interest in a video sequence.
Using the topology representation, it describes semantic information about an event
learned through an unsupervised way. The perceptual features (extracted features from
video) characterize a video in low-level and the topological representation of events
achieves a semantic high level characterization of the events. The proposed abstraction
fuses the two complementary information and describes the global motion of an object in
a semantic way (e.g. a person moves from zone A to zone B).
Using a learned topology T , for every video sequence a corresponding primitive event
sequence is calculated. This process produces a sequence of primitive events PEseq created
using topology T :
PEseq = (< PE1, . . . , PEn >, T ) (4.15)
A primitive Event sequence provides revealing information regarding the underlying struc-
ture of long-term activities. This structure contains particular patterns pertinent to differ-
ent activities in various scene regions. Patterns of PE sequences help us to automatically
discover long-term activities appearing in a video.
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4.4.6 Activity Discovery
Automatic detection of activity delineations is a difficult challenge inherent to recognition
frameworks. The goal is to find the time intervals where interesting activities are hap-
pening (beginning and ending of the activities). We refer to the detection of boundaries
of activities as Activity Discovery. Annotating the beginning and end of activities is a
challenging task even for humans when they are asked to do that. The start/end time of
the annotated activities varies from one human annotator to another [187]. The problem
is that humans tend to pay attention to one resolution at a time. For example, when a
person is sitting on a chair the annotated label is “sitting”. Later when the subject “moves
an arm”, s/he is still sitting. Discovering activities using a different resolution of the
trained typologies helps to automatically detect these activity parts and sub-parts at differ-
ent levels of activity hierarchy using previously created semantic blocks (Primitive Events).
Input for activity discovery process is a spatiotemporal sequence of activities described
by primitive events. Activity discovery is the process of detecting related sub-sequences
of events that match the previously learned patterns of events. The discovered events
characterize all activities in a given video using a scene model composed of learned
topologies. The activity discovery process is an automatic process and the process takes
place at the same time in three coarse to fine resolutions. After the activity discovery
process: 1) The beginning and end of all activities in a video are estimated and the
video is automatically clipped. This can be seen as splitting a video sequence description
into different groups of primitive events resulting from the interesting activities. This
segmentation of video into small clips makes online activity detection and recognition
possible. 2) The video is classified naively into discovered activities showing similar
activities in the timeline.
In the context of daily activities a relationship between the transitions of subjects
through different scene regions and the performed activities is clearly observable. For
example, in “Preparing Coffee” activity in a kitchen, a subject goes back and forth through
sub-regions of coffee machine and sink. This sequential loop involving two sub-regions
of the kitchen characterizes the activity “Preparing Coffee”. Therefore, as input, activity
discovery takes three sequences of primitive events at three resolutions (created using
topology T ) for each trajectory sequence as in equation 4.15. A discovered activity (DA)
is considered either as 1) staying in current state (“Stay”) or 2) change of its current state
(“Change”). Basically, a Stay pattern is an activity that occurs inside a single scene region
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Figure 4.5: A sample video encoded with primitive events and discovered activities in
three resolution levels.
and is composed of primitive events with the same type:
Discovered Activity = StayP→P = {Stay PEs} (4.16)
and a “Change” pattern is an activity that happens between two topology regions. A
“Change” activity consists of a single primitive event of the same type:
Discovered Activity = ChangeP→Q = Change PE (4.17)
Although the detection of primitive events takes place at three different resolutions,
the activity discovery process only considers the coarse resolution. Therefore, after
discovery process, the output of the algorithm for the input sequence is a data structure
containing information about the segmented input sequence in the coarse level and
its primitive events in two other lower levels. This data structure holds information
similar to the structure in Figure 4.5. The algorithm for this process simply check for
primitives’ boundaries and construct the data structure for each discovered activity. The
framework takes input features and creates three sequences of primitive events in three
different resolutions and then, the activity discovery process takes the primitive events in
the coarse level and detects the activities corresponding to the events. Each discovered
activity at this level is defined by three attributes: its type (Stay or change), its start frame
and end frame. The DAs appear sequentially covering the whole input video meaning that
the start frame attribute of current discovered activity is next to the previous DA’s end
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frame attribute. Figure 4.5 illustrates an example of activity discovery process in three
resolution levels. With DAs and PEs, it shows the hierarchical structure of an activity and
its sub-activities. The DAs are not the activity models. Later, we will show how the activity
models are created using the discovered activities and the primitive events combined with
local descriptors information (Section 4.4.10).
This notion of representation brings a couple of benefits: The representation is
simple and easy to understand by humans. The basic patterns can represent complex
activity patterns. Although Stay and Change blocks seem very simple, by using multiple
resolutions these basic blocks can be used to model and distinguish complex interactions.
As illustrated in figure 4.6, the simple discovered activity pattern at coarser level is
composed of complex interactions at finer resolution level.
In the case that sub-activities are generated using allowed interactions among more
than 2 scene regions, even more complex representation of activities is required. Imagine
events detected from the sequence of feature patterns between two scene regions. If
we represent those events as words consisting two letters, we will have extracted words
such as “abbba” or “baab”. Despite having the same letters, these sequences represent
different activities due to different frequency of letters. The pattern of such words can be
recognized using a uni-gram. Now, if we suppose that the order of letters also become
important a more complex representation model such as n-gram would be required.
Therefore, more letters (primitives) allowed, more complex/rich the structure of the word
(activity) could become.
The discovered activities and their underlying primitive events are used for learning
the activity model which is the subject of the next section of this chapter. Moreover, the
activity discovery process performs temporal activity detection by finding starting/ending
times for activities. This localization of activities in the videos is usually performed using
a temporal sliding window. For example, in the proposed method of Hamed et al. [79]
which is based on n-grams, the value of n is important and is required as the length of the
sliding window to detect a pattern in tokens. Similarly, in [63] non-parametric Bayesian
network is used to find the patterns in a fixed-length sequence of letters. In the sequence
discovery stage, several parameters need to be set. Therefore, most of the sliding window
based methods are time-consuming and require tuning of several parameters. The
advantage of our representation over these methods is that our discovery process clusters
letters into interesting words where the length of the words is adapted by the perceived
features and learned scene regions. Additionally, most of the methods in the literature
perform activity discovery with a single layer of resolution. Our method provides insights
about the activities automatically and at different layers.
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Figure 4.6: An example of a composite activity. Simple building block (stay and change)
describes the activity with simple and complex relations of PEs at coarse and fine resolu-
tion respectively.
4.4.7 Extracting Action Descriptors
Although Discovered Activities present global information about the movement of people,
it is not sufficient to distinguish activities occurring in the same region. Thus, we incorpo-
rate body motion information by extracting motion descriptors. We employ the approach
in [233] which extracts motion descriptors around dense trajectory points as explained in
section 4.3. Dense trajectories are sampled at each frame and tracked through consequent
frames using optical flow. To avoid drifting, the trajectories are discarded after passing
L frames. Because motion is an important feature to characterize the activities, we use
the following descriptors in spatiotemporal volume around each trajectory point: HoG
(histogram of oriented gradient) [48], HoF (histogram of oriented flow) [120] and MBH
(motion boundary histogram) [233]. We extract these descriptors in a volume of NxN
pixels and L frames. Then, we follow Fisher Vector (FV) approach to obtain discriminative
representation. In supervised approaches, action descriptors are extracted from manually
clipped videos and labeled. Instead, in our approach, we extract the descriptors for all
Discovered Activities that are automatically computed. Usually, the daily activities take a
long time to perform, and in most of such activities short-term actions such as “moving
arm” do not explain much about the whole activity, the local descriptor information is
extracted only for Discovered Activities at the first level of topology (coarse level of resolu-
tion). The descriptors are extracted knowing the first and last frames of each split segment
detected in the activity discovery process. During experiments, we have selected N = 32
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and L = 15. The extracted descriptors contribute in the modeling of activities either by
training a supervised classifier based on a learned dictionary (Hybrid framework) or in
an unsupervised way by clustering the calculated histogram of the encoded descriptors
(Unsupervised framework).
4.4.8 Activity Modeling
To model an activity a formal language is used for describing its characteristics. The
model is like a package consisting of different features describing the activity in a unique
way. The description is made possible by obtaining different descriptors from the observed
activities. A scenario is described using a set of possible features that vary from spatial
and temporal to local and global features. The selection of the features mainly depends
on the application objective. This means, for example, if measuring the time span of an
activity is important for a user, including the duration of activity in the models should
be considered. Discriminative abilities of the features which is the capability of the
features to uniquely represent the activity. For example, a feature capable of detecting
body parts can characterize an activity by posture feature, whilst, a less accurate feature
only indicates the center of mass of a subject. Reliability of features makes them
contribute in constructing reliable and less erroneous models. In modeling, the trade-off
among these criteria should be considered. The goal is to make models with high
discriminative strength and less susceptible to noise. We use attributes of an activity and
its sub-activities (such as local descriptors) for modeling and the learning is performed
automatically using the DAs and PEs in different resolutions. Learning such models
enables measuring the similarity between them. With a similarity measure, other than
automatic activity recognition, also enables understanding of variance in performing an
activity and detection of infrequent activities. However, modeling the frequent activities
can produce a generative model for different scenarios in the scene. Such models can be
used to describe expected activities and also higher level tasks such as grouping subject
in different profile categories and retrieve their daily activity patterns. For example, a
person can be categorized as “inactive” if s/he spends long duration in “TV” scene region
performing “Watching TV” activity. The models that we propose in this section have all
these potentials by capturing the hierarchical structure of activities.
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Figure 4.7: Illustrates the neighborhood of discovered activity A
4.4.9 Hierarchical Neighborhood
The hierarchical finer representation of an activity A at resolution level l is the recursive
representation of the links between A and its primitive events Bi at the finer resolutions:
Aneighborhood = ((B1, B1neighborhood), . . . , (Bn,Bnneighborhood)) (4.18)
where, B1, . . . , Bn are the primitive events of A in the next finer resolution. The link
between the different levels are established using temporal overlap information. For ex-
ample primitive event B is sub-activity of activity A in a higher level if their temporal
interval overlaps in the activity timeline. Formally, B is sub-activity of A if the following
statement holds:
((startFrameA ≤ startframeB) ∧ (endFrameA ≥ startFrameB))
‖ ((startFrameA ≤ endFrameB) ∧ (endFrameA ≥ endFrameB))
‖ ((startFrameA ≤ startFrameB) ∧ (endFrameA ≥ endFrameB))
‖ ((startFrameA ≥ startFrameB) ∧ (endFrameA ≤ endFrameB))
(4.19)
Figure 4.7 shows an example of a discovered activity A and its associated sub-activities
layers forming hierarchical neighborhood of the discovered activity. Applying the formula
4.18 on this discovered activity, we can find the primitives in its neighborhood:
Aneighborhood = ((B1, (C1, C2, C3)), (B2, (C2, C3)), (B3, (C3, C4, C5, C6, C7))) (4.20)
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This automatic retrieval and representation of the neighborhood of a DA help creating
the hierarchical activity models.
The model construction is based on learning characteristic of activities with 2D or
3D global and local information. The models are like an empty prototype of activities
that we fill them with the descriptions of the target activities. There are different meth-
ods in modeling Natural Language employed to model the activities. The first group of
these methods is based on frequency information such as repetition, concurrency, order
and relevance of activities and their sub-activities. The Frequency Models such as tf-idf,
Successor-Predecessor, n-gram, and etc. can only handle models with a single resolution
and become unable to handle the modeling task when the hierarchical information can be
used. Another category of methods based on natural language is the Topic Models. Topic
models are probabilistic generative models that characterize a topic based on histograms
of the vector calculated from words in the documents. Its most well-known variations are
Latent Dirichlet Allocation (LDA) and Hierarchical Dirichlet Process (HDP). In LDA given
a set of document, the problem is to classify the words into the different topics. HDP is
a derivation of LDA that unlike LDA, the number of topics is not given a priori. Although
the challenges in modeling with natural language methods look similar to the one in the
video activity modeling, using these methods off-the-shelf for activity modeling confronts
with two main problems. First, the language models assume a specific word ordering that
comes from a language structure imposed by the grammatical rules. The long-term daily
activities are unstructured and loosely constrained. There is no guarantee that in “Prepar-
ing Coffee” activity the subject will “Use the sink” or “Use the drawer” first. Second, these
models are not ready for multi-resolution inputs and work with simple words, however,
in activities more quantitative complex feature representations are required. Instead, we
model the activities in multiple resolutions and with hierarchical order.
4.4.10 Hierarchical Activity Model (HAM)
Inspired by Hierarchical Dirichlet Processes, we introduce hierarchical activity models to
capture hierarchical structure of daily activities by taking advantage of the hierarchical
neighborhoods to associate different levels. The structure of activity models is represented
by a tree that is similar to the structure of hierarchical neighborhood where each level
represents a resolution. In the learning process, given a set of neighborhood of a DA as
input (Aneighbourhood), the the goal is to group similar PEs to create nodes (N) of the
activity tree. We use clustering for grouping PEs. For clustering, we use Type attribute
of the PEs by grouping PEs of the same type in one cluster (illustrated with same color
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Figure 4.8: Clustering of the primitive events into nodes
in Figure 4.8). This process is repeated in all levels. For example let’s assume that we
have two instances of a semantically identical DA as input (A1 and A2). The hierarchical
neighbourhood of these DAs are calculated as explained before and is used as input for
this step: A1neighborhood = ((A1, (B1, C1, D1))) and A2neighborhood = ((A2, (D2, E1, B2))).
The clustering of primitives of this DA (Bi, Cj , Dk, El) is performed at each level. The out-
put of clustering is tree nodes (N1, N2, N3, N4) created based on Type of the constituent
PEs. After the clustering, the nodes of the tree model are determined. Next, the nodes are
linked together to construct the hierarchical model of the trees. The links between the
nodes are obtained from the activity neighborhood of each node (Figure 4.9 shows the
complete procedure of creating an activity tree from neighborhood set instances of a DA).
After linking, we have a complete tree structure of the given DA and now we can complete
the model by adding attribute information for nodes of the tree. Each node in the activity
tree contains information about the similar detected primitive events that share similar
properties such as duration and type of the primitive and also similar sub-activities in
the lower level. So, a node is the representative of all the similar primitives in that level.
Each node has two properties. First, is the node’s attributes storing information such as
average duration of the constituent primitive events and second, is the information about
parent node and the associated nodes in the lower level of the hierarchy. The nodes can
keep different spatial and temporal attributes about the activity and its sub-activities.
We define these attributes to keep information about global and local spatiotemporal
properties of the discovered activities and primitive events.
The attributes consist of:
• Type: The type attribute of each node adapted from the underlying primitive





































Figure 4.9: The process of creating activity tree. The PEs from the training instances are
clustered into nodes and at the same time, the neighborhood set is detected. The final
structure is constructed with those building blocks.
or discovered activity (in case of the root node). For node N , TypeN =
TypePE or TypeDA (Where Type of PEs and DAs are either Stay or Change states).
• Instances: Is the list of PEs of training instances indicating the frequency of each PE
included in the node.
• Duration: It is a Gaussian distribution Duration(µd, σ2d) describing the tem-
poral duration of the PEs ({PE1, PE2, . . . , PEn, }) or discovered activities
({DA1, DA2, . . . , DAn, }) of the node. It is the frame length of primitives or dis-




(endframePEiorDAj − startframePEiorDAj )
n
(4.21)
σ2d = E[((endframePEiorDAj − startframePEiorDAj )− µd)2] (4.22)
where n is the number of PEs or DAs.
• Image Features: It stores different feature extracted from the discovered activity.
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There is no limitation on the type of feature. It can be the extracted hand-crafted fea-
tures, geometrical or deep features (section 4.3). The different embedded features
can contain information about pose (geometrical features), motion and appearance
(dense trajectories and deep features). The image features are only available for
the root node (DA level, coarse resolution). In the first variation of the framework
(Hybrid), this attribute is the label of the activity classified by a trained supervised
classifier from the instances in the training set. In the second (Unsupervised), it is
the calculated histogram of the features of the instance in the training set.
• Node association: Indicates the parent node of the current node (If it is not the root
node) and the list of neighborhood node in the lower levels.
The above-mentioned attributes, do not describe the relationship between the nodes. This
relationship is important in overall description of the activities. In order to model the
relationships between the node, for each node, we define two attributes regarding their
sub-nodes: Mixture and Timelapse. Mixture shows the contribution of the type of sub-
activities (eg. Stay2−2) in the total composition of sub-nodes (in the created HAM of train-
ing instances). This number is modeled with a Gaussian mixture Θmixturetype . Timelapse
of the nodes (with same type and same level in different training instances) represents
the distribution of temporal duration of the sub-nodes. This attribute is also represented
as a Gaussian distribution Θtimelapsetype . The created HAM structure is a hierarchical tree
that provides recursive capabilities. The calculation of the attributes and the score in the
recognition task are performed recursively using the constructed HAMs.
4.4.11 Model Matching for Recognition:
To measure the similarity between the trained HAM models, different criteria can be
considered. This criterion can vary from one application to another. While one application
can emphasize more on the duration of activities, in the others, local motion can be more
important. Although these criteria can be set depending on the application, we use a
method to learn the weights and hence, the importance of each feature.
The recognition process takes place in five steps as follows:
1. The perceptual information such as trajectories of a new subject are retrieved.
2. Using the previously learned scene model, the primitive events for the new video are
calculated.
3. By means of retrieved primitive events the discovered activities are calculated.
4. Using the calculated information a test instance HAM (ω∗) is created.
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5. The similarity score of the created HAM and the trained HAM models are calculated
and the activity with the highest score is selected as the target activity.
All these steps work in an on-line fashion. Once the activity models are trained, to find
the activity model that matches with an activity in a test video, we follow Naïve Bayes
classification. We decide the final label using the MAP decision rule. The set of generated
activity models Ω = {ω1, ..., ωS} where S = |Ω|. Given the data for an observed test video,
ω?, we select the activity model, ωi, that maximizes the likelihood function [Eq. 4.23]:
p(ω?|ωi) =
p (ω?) p (ωi|ω?)
p (ωi)
(4.23)
where p (ωi|ω?) denotes the likelihood function defined for activity models ω1, ..., ωs in
model set Ω. We assume that the activity models are independent. Since a priori prob-
ability of trained models p (ω1, ..., ωs) are considered equal (For simplicity, we consider
activities independent where the probability of occurring "Prepare coffee" and "Prepare
drugbox" as the next activity are equal. However, the frequency of activities are slightly
different and in some scenarios there might be dependencies between the activities. Con-
sidering these associations will require more complex models and recognition procedure.),
we can eliminate p (ωi) and use the following formula [Eq. 4.24]




where p (ω?) is the relative frequency of ω? in the training set. Since the generated models
are constructed following a tree structure, the likelihood value should be calculated recur-
sively to cover all nodes of the tree. Therefore, for each model, the recursive probability
value is calculated as Eq. 4.25
p(ωi|ω?) = p(ω[l]i |ω
?[l]) + recur([l]− 1) (4.25)
recur recursively calculates the probabilities of the nodes in lower levels and stops
when there is no more leaf to be compared. Superscripts indexes the levels of the
tree ([l]=1,2,3). p(ω[l]i |ω?[l]) calculates probability in the current node given ω? and
p(ω
[l]
i |ω?[l−1] returns the probability values of this node’s child nodes (sub-activities). Given
the data for node n of the activity in the test video, ω?(n) = {type?(n), duration?(n),
l?(n)}, and the activity model i, ωi(n) = {typei(n), ∆iduration(n), labeli(n)}, where
∆iduration = {µi, σi} the likelihood function for node n of the model is defined as Eq.
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measures the difference between activity instance ω?’s du-



















){ 0 if label?(n) = labeli(n)
1 otherwise
It should be noted that the label information is only available at root level (l = 0) and
the recursion stops when it traverses all the leaves (exact inference). Once we have com-
puted p(ω?|Ω) for all model assignments, using MAP estimation, the activity model i that
maximizes the likelihood function p(ωi|ω?) votes for the final recognized activity label
[Eq.4.28] .
î = arg max
i
p̃ (ω?|ωi) (4.28)
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Person Detection 
and Tracking






Figure 4.10: The flow diagram of unified method combining trained unsupervised scene
models with drawn hand-crafted zones.
4.5 Scene Region Refinement
In this section, we propose a data-driven knowledge-based method for scene region
model refinement. The propose model unifies a constraint-based ontology language
of event modeling with the unsupervised scene model learning that we explained in
the previous section. As Figure 4.10 shows, we detect people in the scene and their
calculated trajectories are feed into knowledge-based and unsupervised scene model
module. The obtained information are exchanged between the two modules in a loopy
way. Here by “knowledge” we refer to the geometric information and scene semantics of
the knowledge-based system and also the scene model that unsupervised module learned
from the data.
The knowledge-based system that our unsupervised scene model learning is inter-
acting with is a constraint-based ontology system [45] for activity recognition. This
system works based on inferring satisfactory values for its defined constraints. An
activity model in the knowledge-based method is defined using the prior knowledge
about different information in the scene such as objects and scene regions (which are
hand drawn in this method) and attributes of mobile objects (such as people) in the
scene. The information is dynamically collected by underlying algorithms and a hand-
crafted activity model can be created based on them (which is not the topic of this section).
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In general all the constraints in this model are defined using its ontology language. A
scene model (i) can be defined in this language as follows:
ωi =< PhysicalObjects, Constraints, Components > (4.29)
PhysicalObjects represents a set of objects available in the scene. Constraints are a set
of conditions or rules that intervene in the modeling of the activities. The Components
are the set of sub-activities of the main activity. Each one of these model elements has
different types. For example the PhysicalObjects can be a person or a scene region. The
scene regions (or contextual zones in this method) refer to demarcated spatial zones
labeled with apriori knowledge (TV zone, coffee zone etc.). It is defined by a human
supervisor in the form of a polygon. A constraint is a condition that needs to be satisfy
by the physical objects in the scene. A constraint belongs to one of the three possible
types: a Logical constraint is a Boolean operator such as “Equal” or “Not” (eg. “Person
is in TV zone” AND “Person is sitting”). A Spatial constraint defines the spatial relations
between the physical objects such as Person–>Position IN TV Zone. Finally, a Temporal
constraint indicates the temporal order between different components of a given activity
such as BEFORE, MEET. For example “Moving from TV zone to Coffee zone” can be
described as “Person IN TV zone” BEFORE “Person in Coffee zone”.
In this formalisation, activities according to their complexity are divided into four cate-
gories: PrimitiveState describes a constant attribute of a physical object for a time interval.
For example (e.g. Person–>Posture = sitting, Person–>Position IN TVZone). CompositeState
is the combination of two or more primitive states (e.g. “Person stopped” AND “Person is
standing”). PrimitiveEvent shows change of value in an attribute of a physical object (e.g.
when person changes posture it can be described as “Person is standing” BEFORE “Per-
son is sitting”). CompositeEvent shows the combination of two or more activities having
a temporal relationship (e.g. “Person is inside TV zone” MEET “Person changes posture
from standing to sitting”). Figures 4.11 a) and b) show an example of PrimitiveEvent
and CompositeEvent. Figure 4.11(a) presents the Primitive State model of “P_sitting” and
“P_insideTVZone”. P_sitting model checks whether the state of the Posture attribute of a
Person satisfies a target posture value (i.e. sitting). P_insideTVZone model is triggered if
and only if a Person position lies inside a zone with label TV.
Figure 4.11(b) presents the CompositeEvent model of “Person watching TV”. By using
the temporal operator AND, this model expresses that its two components (“P inside TV-
Zone” and “P_sitting”) must be detected at the same time to be a valid targeted activity.
The other constraint (i.e. duration) specifies that the first component (“P_insideTVZone”)
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(a)
(b)
Figure 4.11: (a) Primitive State of P_sitting and Person insideTVZone. The variable sit-
ting refers to the desired posture value that defines sitting action. (b) Description of the
Composite Event model Person_watching_TV.
must have been detected for at least 5 seconds.
In the Knowledge-based method created activity models are hand-crafted and tuning the
parameters for the attributes are challenging. On the other hand, unsupervised method
is efficient but as explained before optimal values for parameter of clustering algorithm
should be found such as number of clusters (K) and distance measures. Our method for
scene region refinement allows the two methods to interact with each other to find the op-
timal number of regions. Interaction of knowledge between the two models is conducted
in Zone Matching step. The learned scene regions are matched with the hand-crafted
zones. If the unsupervised module discovers a region that is not defined before in the
knowledge-based module, a new contextual zone is generated and it is marked for further
labeling by the user.
4.5.1 Zone Matching
We match the scene regions by associating the learned scene model in unsupervised model
with the hand-crafted zones in the knowledge-based model. As explained, in the unsuper-
vised model the regions are detected by direct observation of the data. This may cause
ambiguities between the learned regions (ψui ) and hand-crafted zones ( ψ
h
j ). There might
be partial overlap between the regions of the unsupervised model and zones of the hand-
crafted model. Another case happens where two detected regions lie inside a hand-crafted
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Figure 4.12: (a) Zone matching associates the hand-crafted (pre-defined) zones with
learned ones. (b) The hand-crafted zones in knowledge-based module are drawn in red.
Learned zones obtained by the unsupervised module for RGB dataset are drawn in green,
yellow, orange, blue, and turquoise. (c) The learned zone (#6) that occupies two hand-
crafted zones is split into two zones (#6 and #7) in RGBD dataset.
zone (Figure 4.12a). There are also other possibilities. We propose a method that cov-





3 in Figure 4.12a), they are merged. If there is a partial overlap between
zones ( ψu1 overlaps ψ
h
2 in Figure 4.12a), they are split. A new zone is defined for the
non-overlapping part of the learned zone (if large enough). As new zones are generated
by merging/splitting learned zones, the Primitive Actions and Discovered Activities are
modified, thereby new activity models are created accordingly. To measure the overlap
between regions, we employ the number of trajectory points that are already clustered
during learning of scene regions. For each learned region, we count the number of points
that are inside a hand-crafted zone. Then, we associate the hand-crafted zone with the
learned region that corresponds to the maximum number of interior points. Algorithm 1
presents the pseudo-code for the zone matching procedure.
An example of learned and hand-crafted zones are given in Figure 4.12b, where we
can see that all learned regions are matched with hand-crafted zones. In Figure 4.12c, a
learned region that occupies two hand-crafted zones is split into two zones. Figure 4.13a
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Algorithm 1 Pseudo-code for zone matching procedure.
INPUT: Learned zones ({ψui }i=1:n), Trajectory points clustered in zi
({Ti}i=1:N), polygons of hand-crafted zones ({ψhj }j=1:M)
DefinedZAssignedTo1≤j≤M = 0
LearnedZMatchedWith1≤i≤N = 0
for j=1 to M do do
for i=1 to N do do
Count the number of T ′is inside ψ
h
j and assign to NumInteriorPtsj(i)
NumInteriorPtsj(i) =‖ Ti ∈ ψhj ‖0
end
Find the learned zone that overlaps with ψhj the most: k = arg maxi NumInteriorPtsj(i)
if DefinedZAssignedToj = 0 then





Split ψuk into two zones: ψ
u





Create two new activity models
end
else









Create a new activity model
end
end
shows an example where unsupervised module discovers a new zone that is not defined by
the user. The system asks the user for the semantic of the new zones, then, new contextual
zones and new activity models are automatically generated (Figure 4.13b).
4.6 Conclusion
In this chapter, we propose a hierarchical method to model long-term daily activities. The
different steps of the proposed algorithm are explained. First, we describe how the in-
put data are acquired from the scene and then, the methods which we use for feature
extraction. The activity models are constructed in a way that any new scene feature can
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Figure 4.13: When a new zone is discovered by the unsupervised module, a new contex-
tual zone and a new activity model are automatically generated. (a) The learned zone
(#5) is discovered in GAADRD dataset. (b) Contextual zone and activity models for cal-
culation zone ("CalcZone") is generated.
be appended or removed to the model without interfering with the recognition process.
Next, we describe how the important scene regions are detected and then how we used
the scene models to detect the primitive events and discover interesting activities in the
scene. Once the PEs and DAs are discovered, the collected information is employed to
create the hierarchical activity models (HAMs) describing the targeted activities in differ-
ent scene regions. Finally, the created models are used for recognition when a new video
instance needs to be matched with the learned activity models. Additionally, we propose
a scene region refinement method that is achieved by combining unsupervised method
of generating scene model with an ontology-based hand-crafted method. The discovered
scene model by unsupervised method that is learned from the training data compared to
the hand-crafted zones marked by user and based on their overlap a split/merge deci-
sion is made. In the next chapter, we explain the architecture of both frameworks which
are constructed based on the explained method in this chapter. Then, we evaluate the
frameworks on the two studied datasets.
Chapter 5
Hybrid and Unsupervised Activity
Recognition Frameworks
(experimentation and comparisons)
“We can’t think fast enough to logically analyze situations, so we rely on our
power of pattern recognition.”
- Ray Kurzweil
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5.1 Introduction
As discussed in chapter 3, supervised approaches report state-of-the-art results for
recognizing short-term actions in manually clipped videos by utilizing fine body motion
information. The main downside of these approaches is that they are not applicable
in real-world settings. The challenge is different when it comes to unstructured scenes
and long-term videos. Unsupervised approaches have been used to model the long-term
activities but the main pitfall is their limitation to handle subtle differences between
similar activities since they mostly use global motion information [86, 145, 13, 182]. In
this chapter, using the model we have described in the previous chapter (chapter 4), we
present a hybrid approach (The hybrid framework) for long-term human activity recog-
nition with more precise recognition of activities compared to unsupervised approaches.
It enables processing of long-term videos by automatically clipping and performing
online recognition. In another variation of this approach (The unsupervised frame-
work), no supervised interference is imposed while learning activity models. Therefore,
the framework models long-term human activities without requiring any user interac-
tion. Our goal is to model Activities of Daily Living (ADL) in smart home/hospital settings.
Traditionally, there are two variants of approaches to cope with the challenges in rec-
ognizing human activities: supervised and unsupervised methods. Supervised approaches
are suitable for recognizing short-term actions. For training, these approaches require a
huge amount of user interaction to obtain well-clipped videos that only include a single
action. However, ADLs consist of many simple actions which form a complex activity.
Therefore, the representation in supervised approaches are insufficient to model these
activities and a training set of clipped videos for ADL cannot cover all the variations. In
addition, since these methods require manually clipped videos, they can mostly follow
an offline recognition scheme. Analyzing long-term activities has many application areas
in surveillance, smart environments, etc. Especially monitoring activities of daily living
(ADL) is one of the application areas that has been investigated by researchers in recent
years. ADL, such as cooking, consist of long-term complex activities that maybe composed
of many short-term actions. As people perform daily activities in different ways, there
is a big variation for the same type of activities and it is a very challenging problem to
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recognize ADL.
On the other hand, unsupervised approaches are strong in finding spatiotemporal pat-
terns of motion. However, the global motion patterns are not enough to obtain a precise
classification of ADL. For long-term activities, there are many unsupervised approaches
that model global motion patterns and detect abnormal events by finding the trajectories
that do not fit in the pattern [154, 69]. Many methods have been applied to traffic surveil-
lance videos to learn the regular traffic dynamics (e.g. cars passing a crossroad) and detect
abnormal patterns (e.g. a pedestrian crossing the road) [87]. However, modeling the
global motion pattern cannot capture the complex structure of long-term human activities.
In this chapter, we describe two methods to exploit the benefits of super-
vised/unsupervised approaches to model and evaluate daily living activities. These meth-
ods provide a comprehensive representation of activities by modeling both global and body
motion of people. With limited user interaction in hybrid and without interaction in the
unsupervised framework (eg. , clipping long-term videos into short-term actions, labeling
huge amount of short-term actions as in supervised approaches) our framework recog-
nizes more precise activities compared to available approaches. We use the term precise
to indicate that unlike most of the trajectory-based approaches which cannot distinguish
between activities under the same region, our approach can be more sensitive in the de-
tection of activities thanks to local motion patterns. Since the videos are automatically
clipped, our frameworks perform online recognition of activities.
5.2 Activity Recognition Frameworks
Having explained the modeling steps in the previous chapter (4), next, we explain differ-
ent parts of the two frameworks and the data-flow of training and testing phases in more
details.
5.3 The hybrid framework
Figure 5.1 illustrates the flow of the training and testing phases in the proposed weakly
supervised framework. For the training phase, the algorithm learns relevant zones in the
scene and generates activity models for each zone by complementing the models with
information such as duration distribution and Fisher Vector (FV) representations of dis-
covered activities. At testing, the algorithm compares the test instances with the generated
activity models and infers the most similar model.
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Figure 5.1: Architecture of the hybrid framework: Training and Testing phases
5.3.1 Learning Scene Regions
The regions of interest in an activity recognition scenario are those parts of the scene
where there is a higher probability of the recurrence of certain motion patterns (e.g.
around phone desk, coffee machine area etc.). Thus, finding these regions helps to
discover and localize activities occurring in the scene. In [62], in order to find important
scene regions, the authors assume stopping points of trajectories as important regions
where activities are happening. They put a threshold on instant speed of the people and
based on that, they find out when the people stop moving. By clustering stopping points
they learn important regions. However, they use 2D trajectory points that are extracted
from averaging optical flow values. Noisy optical flow results in inaccurate stopping point
calculation and hence, inaccurate scene regions. To avoid such problems, we use a 3D
tracker to extract 3D trajectories which less prone to noise.
As explained in chapter 4, we track people throughout the scene to extract their 3D
trajectories. We find dense scene regions by clustering trajectory points corresponding to
people’s locations on the ground using the K-means clustering algorithm. The number of
clusters determines the granularity of the regions. A lower number for clustering creates
wider regions. Generally, activities occur inside each one of these regions; however,
one activity could occur in two consecutive regions and two distinct activities could
happen in the same region. An example of scene regions is illustrated in Figure 5.2.
We define a scene model with three levels of scene regions: coarse, medium and fine
granularity clusters. The trajectory points are calculated from 15 subjects in the training







Phone Region Tea Region
Figure 5.2: A sample of scene regions clustered using trajectory information (image from
the CHU dataset)
set performing the assigned activities. The detected scene regions (in coarse level) shows
that using scene topology, semantic explanation of most of the computed regions is
possible.
Therefore, a scene region in a given level includes several regions at a finer level. This
helps to locate sub-activities that are limited to sub-regions of a bigger scene region. Labels
of the regions are randomly assigned as an integer. We use arithmetic mean to calculate
cluster centers and City-block distance as distance measure in K-means algorithm. Cluster-
ing runs for n = 300 passes each time starting from different random center assignments
and solution with the lowest within-cluster sum of distances is chosen.
5.3.2 Cluster Analysis
When we use K-means algorithm we need to supply the algorithm with parameter K
which is the number of resulted clusters. As it is explained in chapter 4, we use Bayesian
Information Criteria (BIC) to investigate the best range of k which is used in K-means
clustering. We use BIC to decide if a cluster is in its ideal form or it is better to split
it to two or more clusters. The results of applying BIC formula on the resulted cluster
by different values of K in K − means is shown in Tables 5.1 and 5.2. The table 5.1
illustrates the BIC values for the CHU dataset. There is a visible increasing trend in the
values of BIC starting from K = 3. The BIC value reaches to its maximum at K = 7 in
the investigated interval. There are 6 activity labels in the CHU dataset, showing the best
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BIC value almost coincides with this value. There are some regions in this dataset where
the subjects stand in those regions and read the instruction of activities. Such regions
add redundant trajectory points into the clustered trajectory set. Table 5.2 shows the BIC
values for the GAADRD dataset. The number of activities labeled in the ground-truth for
this dataset is 7. The best BIC value is obtained when the K is set to 7 for the K −means
algorithm. In this dataset, there is a desk where subjects usually stand by it to take paper
in fill it as part of the “Establish Account Balance” activity. Looking at the trajectory data,
this region looks similar to an important scene region. That may be the reason we get









Table 5.1: Results of cluster analysis by applying Bayesian criteria on cluster points on CHU Nice dataset. The plot shows BIC values















Cluster Analysis CHU dataset
Number of Clusters
3 4 5 6 7 8 9 10 11 12 13 14





























Table 5.2: Results of cluster analysis by applying Bayesian criteria on cluster points on GAADRD dataset. The plot shows BIC values
















Cluster Analysis GAADRD dataset
Number of Clusters
3 4 5 6 7 8 9 10 11 12 13 14
BIC Value 4450 4945 4985 5104 5451 5321 4122 3893 3862 3520 3221 3114
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Figure 5.3: Illustrates conversion of a video into sequence of Primitive events and Discov-
ered activities and construction of tree structure of activity models.
The cluster analysis results show that a K value close to the number of available ac-
tivity labels in the ground-truth is optimal for BIC criteria. We use this detected optimal
value as a hint to detect scene regions. However, performing the clustering at three levels
of granularity, ensures that any interesting region and sub-region is detected and consid-
ered in the modeling of activities. In the experiments, we choose K for each one of the
datasets based on the performed clustering analysis.
5.3.3 Primitive Events
As explained in chapter 4, we use trajectory points and learned scene regions to decom-
pose activities into sub-parts. We use the notion of primitives to characterize the move-
ment of people inside the scene. Given the set of scene regions, we assign a region code to
each trajectory point. This mapping transforms 3D points into a sequence of scene region
labels. If the labels of two adjacent trajectory points are the same, it means that both
points stay at the same region (Primitive Event type Stay); otherwise, there is a transition
from one region to the other (Primitive Event type Change). This mechanism helps to di-
vide the whole video sequence into a sequence of primitives events (Figure 5.3). Semantic
labeling is performed independently for the l=3 region levels.
5.3.4 Discovered Activities
We defined a Discovered Activity as a combination of primitive events at a coarser level. It
describes the body motion, pose or appearance of a person through motion, geometrical
and appearance descriptors and contains its spatial (region information) and temporal
(time interval and duration) information.
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5.3.5 Feature Extraction
All of the feature types extracted for the supervised framework (Chapter 3 section 4.3)
are extracted for all instances of Discovered Activities given their detected intervals. This
includes two different types of image descriptors (hand-crafted and deep) and skeleton
descriptors: Geometrical pose features (Angle and distance features), Local descriptors
using improved dense trajectories (HOG, HOF, MBHx and MBHy descriptors) and TDD
deep features (Spatial and temporal).
5.3.6 Activity Models
Using all of the pieces of information stored in the Discovered Activities of the same region
in the training set, we construct an activity model. For the temporal aspect of the model,
we compute the probability distribution function (PDF) of the time duration of the ac-
tivity. For each type of Stay/Change primitive, we record the duration values and learn
the underlying distribution functions of the time duration of the Discovered Activity. In
addition to the extracted descriptors of DAs, we keep region and sub-region information
as the spatial component of the model. We define a model of activities as a tree structure
where each node has collective information of primitives and Discovered Activities. Figure
5.3 illustrates the construction of an activity model based on training instances of discov-
ered activities occurring in scene region 4. As explained in chapter 4, for every node in
the model there are attributes characterizing the Discovered Activities and their primitive
information, namely: Type, Duration, Label and Sub-activity.
5.3.7 Generating and Recognition of Activity Models
During training, using scene region information, we calculate primitive events and dis-
covered activities; their descriptors are then extracted and Fisher Vector representations
are built. Then, for each activity, we construct an activity model as explained in 5.3.6.
To obtain the label of the model we train a supervised classifier. For representation of
the extracted descriptors of Discovered Activities, we calculate their Fisher Vectors (Figure
5.4). We store the predicted labels in the root node of the models. During testing, for a
new unknown video, we create the activity trees in online mode following the same steps
we have performed for training Discovered Activities models. We find the most similar gen-
erated activity model of the training phase to this test instance tree. For model matching
during the recognition, we follow the Bayesian approach explained in section 4.4.11.
5.3.8 Experiments
In this section, we report the performance of the proposed framework on both datasets:
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Figure 5.4: The pipeline for training the supervised classifiers to predict labels of activities
represented with Fisher Vector.
• GAADRD
• CHU Nice Hospital
The evaluation of our activity recognition framework reflects the accuracy of the activity
discovery procedure. As mentioned in chapter 3, we use a test protocol which has been
used in other works on these datasets. In both datasets, 3/5 of the videos in these datasets
are used for training and the remaining 2/5 of the videos are used for testing. As the
training and testing steps of the framework explained in the previous sections, the eval-
uation of the framework starts with learning activity regions in the scene and continues
with modeling the targeted activities on the training videos. The evaluation finishes with
the recognition step on the unseen test videos. The explained procedure is illustrated in
figure 5.5 and can be described in three stages: In the training process, the scene models
are learned and the activity models are trained from the instances of the training sub-
jects. The recognition is performed on new unseen videos of the test subjects. Given the
trained activity models and the scene model, the recognition procedure returns a set of
time intervals indicating the delineation of the located target activities. The evaluation of
the recognition is done by using manually annotated ground-truth information. The pro-
vided ground-truth for each video comprises of start and end time and label of activities
in the video. The detected intervals are compared against the ground-truth intervals and
an overlap higher than 80% of the ground-truth interval is considered as a True Positive
detection of that activity (Figure 5.5). The figure illustrates how the evaluation is done,
however, to measure the accuracy of the recognition we formally define:
TP = #{TruePositivei} (5.1)
Which is the total number of activities of type i that are correctly classified.
Similarly, we define False Positive as the number of activities of type i that is recognized
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Reading Article Using Drug Box Turn Radio On
Figure 5.5: Illustrates the process of activity recognition in our framework which is divided
into three steps of: Training, Recognition and Evaluation. As a result of this process, an
input video is segmented into detected activity intervals with assigned labels to multiple
recognized activities.
by the framework but such activity is not annotated in the ground-truth:
FP = #{FalsePositivei} (5.2)
False Negatives are the instances that are annotated in the ground-truth but not recognized
by the framework:
FN = #{FalseNegativei} (5.3)
These measures supply hit or miss of the instances in the videos and consequently, provide
an intuitive insight for evaluating the recognition procedure of the system.
Using these defined metrics we define Precision and Recall metrics similar to the one we
have defined for the supervised framework.
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The higher the value of this metric the better is the performance. Similarly, Positive Pre-





Higher value of this metric also indicates better performance of the recognition system.
5.3.8.1 GAADRD Dataset
The details about this dataset are explained in section 3.7.1 of chapter 3. As explained
in chapter 3 we are using Fisher Vector encoding for the supervised classifier. We have
tried the SVM classifier with different parameters and codebook sizes for the FV dictio-
naries (16, 32, 64, 128, 256, and 512). Here we report the results of applying the hybrid
framework (supervised+unsupervised) on the GAADRD dataset. Table 5.3 shows overall
accuracy with Precision and Recall metrics using different feature types to predict labels
by the supervised classifier. The plot on top illustrate F-Score information of the table.
Based on the obtained results we can conclude that:
• Compared to the supervised-only method, the hybrid method performs better as it
takes benefits from global information in addition to the supervised cues from the
classifier.
• Similar to the supervised framework, for most of the features, medium size codebook
(128) works best for this dataset. This might be because of the medium size of
the dataset. For most of the features, accuracy grows with increase in size of the
codebook and then there is a drop in accuracy when the codebook size continue to
grow.
• Appearance features (e.g. HOG) perform better than motion features. Also among
deep features appearance features performs better than temporal features.
• Similar to supervised framework, geometrical features have poor performance.
However, unsupervised information of models help to slightly improve their per-
formance. Angle feature achieves better accuracy since angular posture features are
more informative in daily activities. Distance feature performs the worst among all
features since the distance features in daily activities is not a discriminative feature.
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• Deep spatial TDD features along with HOG feature achieve the best results. This
high performance might be because of capturing contextual information by the ap-
pearance features.
• With a deeper analysis of the performances, we find out that this framework’s worst
performance is on "Watering Plant" activity. The poor performance on this activity is
due to lack of sufficient information that can be extracted from few frames that this
activity contains.
• Performance of all feature types improved with hybrid framework except MBHX de-
scriptor. Adding the supervised information from this descriptor to the unsupervised
models does not improve the accuracy of the recognition. The performance drops
with 0.01 in F-Score (-1%). This happens usually because of the conflict in scoring
process between the supervised label information and the similarity score coming
from the unsupervised HAM models
• MBHY outperforms significantly the models with geometrical features and performs
comparable to the other hand-crafted and deep features. This descriptor relies on
motion information and performs poorly on activities that there is a lack of motion.
• Further analysis shows that activities with similar motion patterns and similar dura-
tion are mostly confused with each other.
• In this dataset, TDD spatial outperforms TDD temporal feature showing that appear-










































16 32 64 128 256 512
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 60.2 39.5 0.47 55.1 44.2 0.49 55.8 50.3 0.52 63.4 53.7 0.58 44.2 24.7 0.31 37.8 29.8 0.33
Distance 12.1 10.7 0.11 20.5 24.7 0.22 21.1 18.2 0.19 16.2 18.7 0.17 14.1 20.6 0.16 17.3 18.8 0.18
HOG 88.6 84.2 0.86 82.7 87.2 0.84 87.5 88.7 0.88 94.1 90.1 0.92 87.4 92.9 0.90 89.2 93.4 0.91
HOF 75.9 79.1 0.77 75.9 72.1 0.73 78.3 79.9 0.79 84.2 80.4 0.82 78.1 82.4 0.80 84.7 78.5 0.81
MBHX 74.4 79.1 0.76 77.4 79.2 0.78 87.6 86.4 0.86 78.7 76.5 0.77 79.9 83 0.81 82.4 77.4 0.79
MBHY 82.1 81.9 0.81 78.2 77.8 0.77 78.2 75.2 0.76 88.7 86.2 0.87 86.4 84.7 0.85 85.1 80.6 0.82
TDD Spatial 76.4 64.2 0.69 77.1 75.3 0.76 80.2 75.9 0.77 81.1 76.5 0.78 93.7 89.2 0.91 89.7 87.9 0.88
TDD Temporal 67.1 62.4 0.64 81.2 70.9 0.75 78.8 71.2 0.74 75.2 77.1 0.76 88.1 83.3 0.85 87.4 86.1 0.86
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Figure 5.6 show more the details about the HOG feature that achieves the best result











Precision [%] Recall [%] F-Score
Establish Account 100 92.3 0.95
Prepare Drink 92.1 100 0.95
Prepare DrugBox 91.3 78.5 0.84
Read Article 100 100 1
Answer the Phone 91.2 100 0.95
Turn On Radio 93.4 89.1 0.91
Watering Plant 86.1 79.9 0.82
Average 93.44 91.40 0.92
Figure 5.6: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset using the HOG descriptor for the supervised classifier. Combining HOG
descriptor with the unsupervised models achieves the best performance for this dataset
(0.92) where the hybrid method outperforms the supervised method by 3% margin in
F-Score. HOG is an strong appearance feature and when combined with the global trajec-
tory information it achieves a superior performance. Since the activities are performed in
different scene regions, background information of different zone can get encoded in the
features and improve the performance. Among the classes of activities, the best perfor-
mance belongs to "Read Article" activity with 1.00 which means all activities of this type is
detected and recognized correctly. The worst performance belongs to the "Watering Plant"
activity with 0.82 of the F-Score. Global information of the hybrid models compensates
the lack of supervised descriptors and helps to achieve this high performance. However,
detection and recognition of very short activities are still challenging.
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5.3.8.2 CHU Dataset
The details about this dataset are explained in section 3.7.2 of chapter 3. As explained in
chapter 3 the Fisher Vector encoding is used for the supervised classifier where, we have
tried different parameters for the SVM classifier and different codebook size for the FV
dictionaries (16, 32, 64, 128, 256, and 512). Next, the results of the hybrid framework on
the CHU Nice Hospital dataset are reported. Table 5.4 shows overall accuracy with Pre-
cision and Recall metrics using different feature types to predict labels by the supervised
classifier. The plots on top illustrate the best F-Score results of each feature type. The
results show that:
• Similar to GAADRD, the hybrid method performs better than the supervised classifier
using most of the feature types as it utilizes more information.
• Unlike the other dataset, the performance of the framework is not largely affected by
the size of the codebook. In most of the feature types there is a trend of increasing
accuracy by increased codebook size, however, the fluctuations of the curves are not
significant. The most visible variation is of the Angle feature.
• Appearance HOG feature achieves the best performance where the codebook size
128 maximizes its performance.
• TDD spatial performs poorly on the CHU dataset. The performance of the supervised
classifier is not high using this feature (0.65 F-Score) which causes a lower rate in
the recognition task. The hierarchical models try to compensate the loss in accuracy
but it does not boost the performance significantly (0.67 in F-Score). Tdd temporal
outperforms the TDD Spatial deep feature on this dataset. Although the ADL types
are similar in both datasets, appearance features in one and motion features in other
perform the best. This reveals that the performance of these features are dataset
dependant. In CHU dataset the temporal duration of the activities are longer than
the GAADRD dataset. It is where the temporality gains more importance and help
the models to obtain enough information about each activity. It might be the reason
that TDD temporal outperforms TDD spatial on CHU.
• Further analysis show that the best performances on activities of this dataset are
achieved on the "Prepare DrugBox" activity which is performed clearly in front of
the camera from a side view (Hand motions are clearly visible, hence appearance
and motion features can capture most of the details). The lowest rate of recognition
is on the "Watering Plant" activity which is performed far from the camera with high
speed and back of the subject to the camera where the discriminative information
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16 32 64 128 256 512
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 72.1 65.8 0.68 67.8 69.2 0.68 76.1 65.6 0.70 56.8 51.2 0.53 57.1 52.1 0.54 53.7 46.6 0.49
Distance 24.3 19.2 0.21 31.4 33.1 0.32 22.8 28.2 0.25 19.5 25.2 0.21 24.9 29.7 0.27 25.1 28.2 0.26
HOG 92.4 88.1 0.90 90.2 92.3 0.91 93.2 90.9 0.92 96.7 95.4 0.96 96.2 93.9 0.95 90.3 86.2 0.88
HOF 78.3 82.1 0.80 85.7 84.1 0.84 82.6 85.7 0.84 81.3 86.2 0.83 86.5 89.6 0.88 86.9 87.1 0.86
MBHX 76.8 77.3 0.77 72.9 86.7 0.79 87.5 92.8 0.90 80.5 85.6 0.82 78.6 84.2 0.81 77.13 80.9 0.78
MBHY 84.7 83.5 0.84 85.4 86.9 0.86 88.9 83.7 0.86 87.2 90.4 0.88 90.3 93.8 0.92 88.9 90.7 0.89
TDD Spatial 71.1 61.3 0.65 70.2 60.5 0.64 63.1 69.4 0.66 68.2 66.4 0.67 60.3 62.1 0.61 58.2 62.4 0.60
TDD Temporal 71.2 67.5 0.69 76.9 68.4 0.72 74.2 69.6 0.71 77.4 73.8 0.75 75.9 72.8 0.74 72.4 70.9 0.71
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Figure 5.7 show more the details about the HOG feature that achieves the best result











Precision [%] Recall [%] F-Score
Checking BusMap 96.1 100 0.98
Prepare DrugBox 100 100 1.00
Prepare Drink 88.9 96.3 0.92
Answer the Phone 100 100 1.00
Reading Article 100 100 1.00
Watering Plant 77.0 96.3 0.85
Average 93.67 98.77 0.96
Figure 5.7: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the HOG
feature for the supervised classifier. The plot on top illustrates the same information of
the table. The orange bins show the Recall metric. The blue and the gray bins repre-
sent Precision and F-Score metrics respectively. The hybrid framework achieves the best
performance on the CHU dataset using this feature. Previously, this feature achieved the
best results using the supervised classifier. This good performance of the supervised in-
formation is reverberated on the hybrid framework achieving the best performance on
this dataset compared to the other features in both supervised and hybrid settings. Three
out of six activities are recognized with a hundred percent accuracy. These activities in-
clude "Prepare DrugBox", "Answer the Phone", and "Reading Article" activities. The worst
performance is again obtained on the "Watering Plant" activity with a F-Score of 0.85.
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Figure 5.8: Confusion matrices of the best configuration of hybrid framework on GAADRD
and CHU datasets (with HOG descriptor). The values show mean accuracy (%).
5.3.9 Discussion and Comparison
In both evaluated datasets, the recognition results demonstrate high rate of true positives
(TP) and low rate of false positives (FP). This results in high recognition rate which is
reflected in the rate of F-Score metrics for each table. These evaluation demonstrates
that the developed framework is capable to accurately recognize most of the targeted
activities with low error-rate. The activity models help to understand the reason behind
the occurrence of false positives and false negatives. As it can be seen from confusion
matrices in figure 5.8, most of the failures are because of the similarity between the motion
pattern of the subjects doing an activity which makes the supervised classifier confused.
This results in wrong label embedded to the test activities HAM. High accuracy in the
supervised classification coincides with the higher recognition rate with hybrid models.
Among the HAM models, the models integrated with HOG and MBHY descriptors achieve
the best results. For the GAADRD dataset TDD Spatial deep features also achieve high
accuracy. The reason for having false positives in the recognition is related to the activities
which subject finishes one activity but stops at that region. For example, the subject stays
for a while at the "Coffee" region after "Prepare Drink". This waiting is not labeled as
"Prepare Drink" in the ground-truth, however, can be considered as an instance of this
activity by the models. It might be possible to resolve this problem by having refined
topologies.
We have compared our method with the results of three other approaches evaluated on
these datasets. We compare with the supervised approach in [233] where videos are
manually clipped. We did also a comparison with an online supervised approach that
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follows [233]. We compare the activity models with another version of the models [62]
that no supervised label is embedded (In this version, only score of the label attribute is
omitted and not considered in the final score). We additionally compare GAADRD with









Table 5.5: Comparison of different recognition frameworks with ours on the GAADRD dataset. The methods are differentiated by
using different color codes. The diagram shows class-wise accuracy of each method based on F-Score metric. The table in below



















Supervised (Manual Clipping) [233]
with HOG, Dict sz=512
Online Version of [233]
Classification by Detection
SSBD [8]
Unsupervised Using Only Global Motion [62] Hybrid (Proposed Method)
Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score
Establish Account 92.2 84.3 0.88 29.1 100 0.45 41.67 41.67 0.41 86.2 100 0.92 92.3 100 0.95
Prepare Drink 92.1 100 0.95 69.4 100 0.81 80.0 96.2 0.87 100 78.1 0.87 100 92.1 0.95
Prepare DrugBox 94.9 85.5 0.89 20.2 11.7 0.14 51.28 86.96 0.64 100 33.34 0.50 78.5 91.3 0.84
Reading Article 96.2 96.2 0.96 37.8 88.6 0.52 31.88 100 0.48 100 100 1.0 100 100 1.0
Answer the Phone 88.5 100 0.93 70.1 100 0.82 34.29 96.0 0.50 100 100 1.0 100 91.2 0.95
Turn On Radio 89.4 86.7 0.88 75.1 100 0.85 19.86 96.55 0.32 89.0 89.0 0.89 89.1 93.4 0.91
Watering Plant 84.8 72.6 0.78 0 0 0 44.45 86.36 0.58 57.1 44.45 0.49 79.9 86.1 0.82





























Table 5.6: Comparison of different recognition frameworks with ours on the CHU dataset. The methods are differentiated by using
different color codes. The diagram shows class-wise accuracy of each method based on F-Score metric. The table in below shows

















Supervised (Manual Clipping) [233]
with HOG, Dict sz=256
Online Version of [233] Unsupervised Using Only Global Motion [62] Hybrid (Proposed Method)
Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score
Checking BusMap 100 97.1 0.98 50.1 100 0.66 54.54 100 0.70 96.1 100 0.98
Prepare DrugBox 100 92.3 0.95 43.2 100 0.60 100 90.1 0.94 100 100 1.0
Prepare Drink 93.1 97.4 0.95 38.1 76.1 0.50 80.0 84.21 0.82 88.9 96.3 0.92
Answer the Phone 92.2 100 0.95 86.7 100 0.92 60.1 100 0.75 100 100 1.0
Reading Article 97.5 94.1 0.95 36.4 92.0 0.52 100 81.82 0.90 100 100 1.0
Watering Plant 100 88.3 0.93 33.9 76.9 0.47 53.9 68.9 0.60 77.0 96.3 0.85
Average 97.13 94.87 0.95 48.06 90.83 0.61 74.75 87.50 0.78 93.66 98.76 0.96
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In the online approach (sliding window), a SVM classifier is trained using the action
descriptor histograms. For training this classifier the descriptors are extracted using in-
tervals obtained from ground-truth. In online testing, actions are localized with sliding
window of size: 10, 12, 18, 24 frames. We slide the window with step of 1 frame. Since
we use more than one windows size we employ non-maximum suppression algorithm
[172] to select final temporal location of the action. The results with the best parameters
of the classifier are reported.
Tables 5.5 and 5.6 show the comparison of different methods on GAADRD and CHU
Nice Hospital datasets respectively. Our approach always performs equally or better than
online supervised approach in [233]. Our approach outperforms totally supervised version
of [233](off-line manually clipped) in overall accuracy and also in most of the class-wise
accuracy rates. This reveals the effectiveness of our hybrid technique where combining
information coming from both constituents could contribute to enhance the recognition.
Our recognition mechanism helps each element to correct the others, i.e. if the classifier
predicts a wrong label for a test instance, duration score or scores from sub-activities could
be more informative and then turn over the final decision. E.g. if a subject performs an
action in "Phone Region" that the action’s motion pattern is similar to "Prepare Coffee" it
obtains a high score by the motion descriptors, however, it gets very low score in terms of
scene region and sub-activity scores. This results in low final score for the test instance to
be matched with "Prepare Coffee" activity.High score of scene region, time duration and
sub-activities help the framework to figure out the correct model. The most similar ap-
proach to ours [62] does not use local motion information in their models. Using models
that represent both global and local motion enable to distinguish activities occurring in-
side the same region, thereby it reduces false alarms compared to the models using only
global motion. We have increased the average recall and precision rates in most of the
activities. Since the motion representation of models in [62] contains only global infor-
mation, it fails to distinguish activities inside the zones, e.g., passing by the phone zone
and answering phone in the phone zone could be considered as the same activity (since
it does not utilize local descriptors). Hence, [62] results in high false positive rates. In
addition, we can observe that the proposed approach improves the true positive rates and
increases sensitivity rates using various descriptors in the models.
In CHU dataset, since people tend to perform the same activities in different places
(e.g. preparing drink on the coffee desk and on the phone desk), it is not easy to
obtain high precision rates. However, compared to the online version of [233], our
approach detects all activities except two (one "Prepare Drin" and one "Watering Plant")
and achieves a much better sensitivity rate compared to the other methods. The online
version of [233] fails to detect activities accurately, thereby misses some of the "Prepare
Drink" and "Reading Article" activities and gives many false positives for all activities.
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Compared to the unsupervised approach that use global motion features, we can see
that, by combining both features, our approach achieves more discriminative and precise
models, thereby improves both sensitivity and precision rates.
On the GAADRD public dataset, we also compared our results with recent approach
proposed in [8] which uses a statistical method to detect delineation of activities. In
spite of some of the activities which they perform better than ours in recall (3 out of
7 activities), in turn, our approach significantly outperforms theirs in precision rates.
For these activities their approach is better in recall but fails in precision. However,
ours, always perform better in recognition compared to them. It is worth to mention
that in their method the values in the table are for 10 percent overlap ratio between
ground-truth and detected intervals, and recognition accuracy drops significantly when
overlap ration increases –from higher than 80% average accuracy with 10% overlap
to lower than 20% when overlap ratio is 90%. Performance of our approach does not
fluctuate by changing overlapping ratio (which is set to 80% overlap) since it is capable
to detect precise delineations (Fig. 5.9). In overall, we can conclude for both datasets, in
most of the activities we have increased the true positive and decreased the false positive
rates. Thanks to the complete representation of activities with global and local motion
descriptors, our approach provides a more precise recognition of activities and better
performance.
Figure 5.9 illustrates the performance of clipping and activity discovery on one video
from CHU dataset. More than the quality of the recognition process, performance of au-
tomatically clipping is crucial for real-world settings. The activities are precisely detected
compared to the manually annotated ground-truth intervals. In worst case ("Reading Arti-
cle"), there is around 120 frames (4 seconds which is less than 3%) gap between ground-
truth intervals and automatically detected intervals. This shows the efficiency of clipping
mechanism once the scene models with hierarchical topologies are learned. In most of the
cases delineations of activities are precisely detected compared to ground-truth intervals.
Also, the comparison of recognition accuracy against the approach with manually clipped
videos is implicitly the comparison of detection and clipping efficiency. Because recog-
nition in the supervised approach is based on activity intervals retrieved directly from
ground-truth but in the proposed approach recognition is based on automatically clipped
activity intervals.
One critical question which needs to be answered is how representative a model could
be, if it is generated under specific scene regions? There are some activities that could
prolong in different regions. For example people could talk to a portable phone while
they are walking through different zones. Moreover, There are some activities which are
5.3. The hybrid framework 133
Figure 5.9: Example of automatically clipping and discovering activities for a video of one
person performing everyday activities in CHU dataset.
not necessarily located within one region. Thanks to automatic clipping of the videos, our
approach could also capture these kinds of activities. While person passes through one
region to the other one, the clipping takes place and the algorithm treats it as another
activity and evaluates it separately. These kinds of activities could happen in any location
(e.g. drinking in the kitchen or in the living room). However, a priori probability of an
activity is computed during offline training. In general, there is a restricted amount of
activities that could happen in one region. Assuming that, our method narrows the search
space down and explores only those activities. Therefore, it is capable to discriminate
between different activities happening under the scene regions. There is no presumption
of a fixed mapping between a region and activities under that region. Time duration
distribution and FV representation of the training data is used to learn a priori assumption
for probabilities of different activities. In this way, the generated models assume that
the activities with a specific duration and motion pattern are more likely to happen than
the others in a specific region. This also helps our approach to be independent from the
clusters. If several activities happen inside one large zone, the algorithm is capable to
separate them using their local motion pattern information coming from the supervised
classifier.
There are some scene regions where a more accurate clustering would lead to a better
recognition. For example in CHU dataset there is a narrow boundary between ”Preparing
Tea“ region and ”Answering Phone“ region which causes some false cluster ID assignments
for trajectory point. Although these assignment errors are limited, they can be avoided
with a better metric to define clusters. This could result to even better and more precise
detection.
The generated activity models are inherently generic and a trained activity model in
one environment could potentially be transformed and used for recognition in a new one.
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But this transformative learning is challenging and several issues should be addressed.
For example scene region information is an important issue. It is highly likely that scene
region partitions would have different IDs and delineations in different environments. In
such cases, the scene regions need to be rediscovered in targeted environments as an
extra step. However, previously learned FV encoders for the local dynamics in source
environment, do not need to be relearned. In the next chapter, we describe an approach
to match different zones coming from different environment or a handcrafted model.
5.4 Unsupervised Activity Recognition Framework
As explained, recognizing activities in long-term videos is a challenging problem. Most
of the proposed methods are applied in very well-organized datasets that contain manu-
ally clipped videos, thereby require excessive supervision of the user. In this section, we
describe the second variation of our activity recognition framework which is an unsuper-
vised approach. This framework provides a complete representation of human activities
by incorporating both global and local motion and appearance information. Similar to the
previous architecture, it automatically finds important regions in the scene and creates
a sequence of primitive events in order to localize activities in time and learn the global
motion pattern of people. In addition, it uses a large variety of features (eg. HOG, HOF,
deep features) as an implicit hint to perform accurate activity recognition.
5.4.1 Overview
As Figure 5.10 shows, by using the unsupervised approach, we create a high-level sum-
mary of activities in the scene. Most of the building blocks of this framework are similar
to the previous ones which use activity discovery and modeling approaches described in
chapter 4. However, the most important difference between the two architectures is the
way they handle the extracted features. In the previous architecture, after the feature
calculation and encoding, a supervised classifier based on the encoded features is trained.
During the testing, when a new video instance is provided, after activity discovery and
construction of hierarchical model, the supervised classifier is used for classification of
the video using its extracted features. Then, the obtained categorical information from
the classification process is embedded in the unsupervised model and assists the created
hybrid model to achieve better performance. The current architecture does not employ
the supervised classifier, though it still benefits from the set of extracted informative
features. Vector clustering of scene regions helps to find the distribution of the feature
vectors and later, these distributions are considered for finding the distance of unseen
vectors with the calculated feature spaces. The given feature vector is assigned to the
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Figure 5.10: The flow diagram of the unsupervised framework: Training and Testing
phases. The red dashed box shows the training of the visual vocabularies of the descrip-
tors. The green box in the testing phase shows the descriptor matching procedure. The
rest of the framework is similar to the previous architecture.
activity model with the closest distance from its distribution.
Similar to the previous architecture, first, the long-term videos are processed to obtain
trajectory information of people’s movement. This information is used to learn scene
regions. We learn such regions by finding the parts of the scene where people spend
most of their time, i.e. dense regions in terms of trajectory points. A common approach
in unsupervised approaches is to assume that there is only one kind of action occurring
inside a region [62, 87, 154]. However, in unstructured scene settings this assumption
may not be valid. In order to distinguish actions occurring inside the same region,
we benefit from the local motion and appearance features. The learned regions are
employed to create primitive events which basically determine primitive state transitions
between adjacent trajectory points. Based on the acquired primitive events, a sequence
of discovered activities is created to define the global motion pattern of people, such as
staying inside a region, moving between regions. For each discovered activity, motion
statistics, such as time duration, are calculated to represent the global motion of the
person. Finally, a model of a certain activity is constructed through integration of all
extracted feature and attributes.
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In fact, discovered activities provide a summary of video as a sequence of clips. By
extracting action descriptors for each discovered activity and following the well-known
bag-of-words representation, we represent the local motion of the discovered activities.
In training phase, for each action inside a scene region, an activity model with a com-
prehensive activity representation is created by combining both global and local motion
information. The obtained quntized features of the activities (visual vocabularies) are
combined with each activity model created in unsupervised phase and result a complete
model of individual activities inside each region. Later, these models will be used to recog-
nize activities. During the testing phase, the learned regions are used to obtain primitive
events of the test video. Again, the video is clipped using discovered zones and action
descriptors are extracted for each discovered activity. Similar to the training phase, for
each discovered activity, by combining the local motion information with global motion
and other attributes an activity model is constructed. To recognize activities, a comparison
between trained activity models and acquired test activity takes place. A similarity score
between the test instance and trained activity models is calculated by comparing global
and local motion information of the models. The activity model with maximum similarity
score is considered as the recognized activity of the test instance. In the following section
we describe the main difference of the two architectures. We explain how the extracted
features are used in the activity models without the classification step.
5.4.2 Descriptor Matching
Our descriptor matching can be seen as a method capturing similarity of a given local
information of an activity with a set of calculated multi-dimensional distributions. The
obtained descriptor vectors (H) characterizes local motion and appearance of a subject.
Having the descriptors of discovered activities with vector representation helps to use a
distance (Eq. 5.6) measurement to characterize the similarity between different activities.
The drawback of the proposed approach is that the descriptor is calculated only on
the root node (DA level) and characterizes an activity as a whole without considering
the descriptors of the nodes in lower levels of resolution and the hierarchical link of
the sub-activities. This may cause serious problems in modeling of short term actions
such as a slight "movement of arm". Although this information is present in the DA’s
descriptor, including hierarchical dependencies of such short actions rather than adding
to the complexity of the model seems not make a significant contribution in the whole
characteristics of long-term activities.
As it is shown in figure 5.11, during the training phase, the scene model is used to
clip the long videos to the short clips belonging to each region. Next, the descriptors of




















Figure 5.11: The diagram showing the process of learning visual vocabulary for each
activity model and matching the given activity’s features with the most similar dictionary.
Training and Testing phases.
the clipped videos are extracted and employed to learn a visual vocabulary (one for each
region) by clustering of the descriptors (Using k-means). The vocabulary of each region is
stored in the created activity model of that region. During the testing phase, when a new
video is detected by the scene model, its descriptors are extracted and the feature vectors
are created. Then these feature vectors are encoded with the learned dictionaries of the
models. The distance of the current descriptor is calculated with the trained vocabularies










where N and M are the dimensions of the descriptor and the trained vocabularies. The
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most similar vocabulary is determined by the minimum distance score acquired. That
vocabulary (and its corresponding activity model) is assigned by a higher score in the
calculation of the final similarity score with the test instance in the recognition phase.
5.4.3 Experiments
In this section, we report performance of the proposed unsupervised framework on the
two datasets:
• GAADRD
• CHU Nice Hospital
We use the same protocol as we used in the previous experiments. In both datasets, 3/5
of the videos in these datasets are used for training and the remaining 2/5 of the videos
are used for testing. Figure 5.5 describes the procedure of training, testing, and evalua-
tion of the framework. The only difference of current framework’s evaluation procedure
with the previous versions is in the evaluation step. Since the recognized activities are not
labeled, there is no matching ground-truth activity label for them. For example, the recog-
nized activities are labeled as "Activity 2 in Zone 1". In order to evaluate the recognition
performance, first, we map the recognized activity intervals on the labeled ground-truth
ranges. Next, we evaluate one-to-one correspondence between a recognized activity and a
ground-truth label. For example, we check which ground-truth activity label co-occurs the
most with "Activity 2 in Zone 1". We observe that in 80% of the time this activity coincides
with "Prepare Drink" label in the ground-truth. We infer that "Activity 2 in Zone 1" is "Pre-
pare Drink" activity. For this purpose, we create a correspondence matrix for each activity.
The correspondence matrix is defined as a square matrix where its rows are the recognized
activities and the columns are ground-truth labels. Each element of the matrix shows the
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Where aij ∈ Z+ shows the correspondence between activity instance i and ground-truth
label j. RA is the set of recognized activity instances and GT shows the set of ground-
truth labels. We evaluate performance of the framework based on the inferred labels.
These labels are used for calculating the Precision, Recall, and F-Score metrics.
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5.4.3.1 GAADRD Dataset
The details about this dataset are explained in section 3.7.1 of chapter 3. As explained in
chapter 3 we are using Fisher Vector encoding for activity representation. We have tried
different codebook sizes for the FV dictionaries (16, 32, 64, 128, 256, and 512). Here we
report the results of applying the unsupervised framework on the GAADRD dataset. Table
5.7 shows overall accuracy with Precision and Recall metrics using different feature types.
The plot on top illustrate F-Score information of the table. Based on the obtained results
we can conclude that:
• Based on the obtained results, the unsupervised framework achieve competitive re-
sults with the hybrid and supervised frameworks on this dataset. It significantly
outperforms the performance of sliding window approach. It also surpass the ver-
sion of framework when only global information is used.
• There is no special trend regarding the codebook size. For some features (MBHY and
TDD spatial) the performance increases codebook size increases and drops when the
codebook size becomes bigger. For TDD temporal feature, performance increases
linearly with the codebook size. For the geometrical features, specially for Angle
feature, there is a big drop of performance with bigger codebook sizes. For others
(HOG,HOF), medium size codebook performs the best. Finding optimal codebook
size is challenging. Usually, small datasets work better with smaller codebook size
and as the datasets’ size grows bigger codebook performs better.
• Regardless of the codebook size MBHY descriptor performs better than other fea-
tures. The MBH descriptor composed of X and Y components. Since the activities
involve many vertical motion, MBHY descriptor is able to model the activities better
compared to other dense trajectory descriptors and even deep features.
• Motion features (TDD temporal, MBHY) performs better than appearance features.
• Temporal deep features perform better than spatial TDDs. The activities are per-
formed in a hospital environment, hence, the background does not contain discrim-
inative information that can be encoded in activity models. Moreover, the perfor-
mance of temporal deep features gets better as codebook size gets bigger.
• Similar to supervised and hybrid frameworks, geometrical features perform poorly.
Daily activities consist of many sub-activities with similar motion pattern which are
related to object interactions. It seems that geometrical features do not contain
sufficient information to encode these kinds of motion. Further analysis show that





























Table 5.7: Results of using the unsupervised framework with different feature types on GAADRD dataset. The plot shows F-Score































16 32 64 128 256 512
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 54.8 32.9 0.41 57.6 33.2 0.42 61.2 36.1 0.45 46.9 30.2 0.36 28.1 22.4 0.24 26.7 19.8 0.22
Distance 8.1 5.2 0.06 12.9 9.7 0.11 18.2 14.9 0.16 20.7 16.1 0.18 14.7 12.1 0.13 14.7 15.2 0.14
HOG 80.2 75.4 0.77 81.4 75.2 0.78 84.7 79.6 0.825 77.5 74.3 0.75 82.7 77.6 0.80 84.7 79.8 0.82
HOF 61.2 62.7 0.61 64.6 61.9 0.63 64.9 67.7 0.66 66.1 68.1 0.67 65.4 67.9 0.66 57.4 62.1 0.59
MBHX 66.1 70.2 0.68 71.3 77.2 0.74 74.8 78.2 0.76 79.8 76.1 0.77 67.6 72.1 0.69 69.4 72.8 0.71
MBHY 73.8 73.2 0.73 71.5 68.4 0.69 78.8 76.1 0.77 82.7 84.9 0.83 83.1 85.7 0.84 80.2 79.4 0.79
TDD Spatial 63.8 58.2 0.6 74.5 72.9 0.73 72.8 71.2 0.71 77.5 74.3 0.75 77.5 76.9 0.77 76.4 73.5 0.74
TDD Temporal 57.9 61.6 0.59 73.4 69.1 0.71 73.9 70.6 0.72 72.5 69.9 0.71 79.4 76.2 0.77 81.9 76.9 0.79
5.4. Unsupervised Activity Recognition Framework 141
Figure 5.12 show more the details about the MBHY feature that achieves the best result











Precision [%] Recall [%] F-Score
Establish Account 86.2 100 0.92
Prepare Drink 100 100 1.0
Prepare DrugBox 100 33.1 0.49
Read Article 100 100 1.0
Answer the Phone 100 100 1.0
Turn On Radio 89.1 89.3 0.89
Watering Plant 100 44.2 0.61
Average 96.47 80.94 0.84
Figure 5.12: Results of applying the unsupervised framework on the GAADRD dataset.
The table shows class-wise Precision and Recall metrics using the MBHY feature for de-
scriptor matching procedure. The plot on top illustrates the same information of the table.
The orange bins show the Recall metric. The blue and the gray bins represent Precision
and F-Score metrics respectively. This feature type achieves the best accuracy when it is
used with the unsupervised architecture. It achieves 0.84 in F-Score which is only 0.03
lower than the performance of this method using the hybrid framework. It is interesting
that using this feature, the unsupervised framework outperforms the hybrid framework
almost in all of the activity classes on the precision metric which shows the descriminative
characteristics of these type of descriptors. In the Recall metric, the unsupervised tech-
nique achieves equal or better performance in 6 activities. The two activities which the
hybrid method has a clear advantage over the unsupervised method is "Prepare DrugBox"
and "Watering Plant" activities. The unsupervised framework obtains its highest perfor-
mance on the GAADRD dataset when MBHY descriptor is combined with the generated
activity models.
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5.4.3.2 CHU Dataset
The details about this dataset are explained in section 3.7.2 of chapter 3. As explained in
chapter 3 the Fisher Vector encoding is used for calculating the histograms. We have tried
different codebook sizes for the FV dictionaries (16, 32, 64, 128, 256, and 512). Next,
the results of the unsupervised framework on the CHU Nice Hospital dataset are reported.
Table 5.8 shows overall accuracy with Precision and Recall metrics using different feature
types. The plots on top illustrate the best F-Score results of each feature type. The results
show that:
• On this dataset, the unsupervised framework achieves promising results. It obtains
lower performance when it is compared with fully supervised and hybrid frame-
works. However, it achieves best performance when descriptor information is re-
moved from the models.
• Similar to the GAADRD dataset, the effect of codebook size is different for different
descriptor types in this dataset. For MBHY descriptor, the accuracy increases as
codebook size grows, whilst, it has opposite effect on TDD appearance features.
Differently, the accuracy increases and then decreases for TDD temporal feature. We
can say that bigger codebook size results in a better performance. This is different
from GAADRD dataset and the reason might be because of larger size of this dataset.
• TDD temporal features achieves better performance than deep appearance features.
Due to similar background of the daily activities, temporal information achieve bet-
ter results.
• MBHY achieves the best performance on this dataset. Abundance of vertical motion
in the performed activities helps the MBH descriptors to achieve better recognition
performance.
• Among appearance features, HOG descriptor achieves better performance since it
can encode the appearance information efficiently. It even outperform deep appear-
ance features.
• Detailed analysis (figure 5.14) shows that this framework has difficulty in recogni-
tion of "Watering Plant" activity. It confuses this activity with all other activities.
Short duration of this activity leads to insufficient capture of information which re-
sults recognition issues. The reason for confusion of the other activities lies mainly
on similar motion patterns of the sub-activities. Moreover, this dataset consists of
activities that are recorded from subjects lateral view which makes recognition of
these activities challenging ( detailed discussion about challenging cases in these
















































16 32 64 128 256 512
Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score Prec. [%] Rec. [%] F-Score
Angle 58.6 48.1 0.52 58.4 49.7 0.53 60.7 57.8 0.59 58.6 55.2 0.56 50.3 45.9 0.47 41.7 44.1 0.42
Distance 23.7 18.9 0.2 23.9 19.2 0.21 22.7 19.5 0.20 27.8 21.7 0.24 29.2 31.9 0.30 28.8 27.1 0.27
HOG 78.9 74.6 0.76 77.7 71.9 0.74 85.7 82.9 0.84 80.8 74.9 0.77 81.9 76.3 0.79 84.9 79.8 0.82
HOF 69.7 72.1 0.7 68.2 69.8 0.68 73.9 76.4 0.75 77.1 79.1 0.78 68.4 71.9 0.70 73.4 74.9 0.74
MBHX 67.1 67.7 0.67 73.4 72.1 0.72 81.3 80.4 0.80 78.6 79.2 0.78 75.2 78.3 0.76 73.4 76.2 0.74
MBHY 71.3 72.1 0.71 80.5 77.9 0.79 84.3 79.9 0.82 83.9 79.3 0.81 88.6 83.6 0.866 87.4 83.1 0.85
TDD Spatial 69.4 64.3 0.66 65.8 58.4 0.61 71.9 64.7 0.68 67.2 60.9 0.63 65.9 60.1 0.62 60.0 55.9 0.57
TDD Temporal 64.8 61.5 0.63 67.7 65.7 0.66 69.7 66.1 0.68 79.2 76.1 0.77 74.4 73.5 0.73 61.8 62.1 0.61
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Figure 5.13 show more the details about the MBHY feature that achieves the best result











Precision [%] Recall [%] F-Score
Checking BusMap 86.2 80.5 0.83
Preparing DrugBox 92.7 88.2 0.90
Prepare Drink 88.5 94.2 0.91
Answer the Phone 100 92.4 0.96
Reading Article 87.4 93.2 0.90
Watering Plant 61.2 77.4 0.68
Average 86.00 87.65 0.86
Figure 5.13: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the MBHY
feature for the supervised classifier. The plot on top illustrates the same information of
the table. The orange bins show the Recall metric. The blue and the gray bins represent
Precision and F-Score metrics respectively. Like the GAADRD dataset, MBHY descriptor
when combined with the HAM models achieves the best results among all the descrip-
tors on the unsupervised framework. It achieves relatively close performance with its
hybrid counterpart (0.87 versus 0.93 F-Score). On the hybrid framework the HOG was the
winning descriptor on both datasets, while the MBHY descriptor is dominant when the
unsupervised framework is applied. In most of the activity classes MBHY achieves similar
performance to the one in the hybrid and most of the supervised method except its optimal
codebook size in FV encoding procedure.
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Figure 5.14: Confusion matrices of the best configuration of the unsupervised framework
on GAADRD and CHU datasets (with MBHY descriptor). The values show mean accuracy
(%).
5.4.4 Discussion and Comparison
The results of unsupervised framework on two datasets reported in the previous section.
Although the unsupervised framework did not utilized any supervised information, it
achieved promising recognition performances. The evaluations showed that the frame-
work is capable of recognizing targeted activities with acceptable error-rate. The unsu-
pervised framework could not achieve the same recognition rate as of the hybrid model.
However, the high performance of the hybrid method comes with a cost. The cost is hu-
man supervision. In the hybrid method a supervised SVM classifier is trained with the
ground-truth annotation provided by human. However, in the unsupervised method no
supervision is imposed. So, if we can say that the privilege of the hybrid method over the
fully supervised method is its online recognition procedure providing automatic detection
of the activities, we can emphasize that the main benefit of the unsupervised method is
automatic online clipping and detection of activities as well as unsupervised modelling
and recognition. With all these benefits, mediocre recognition rate of the unsupervised
method is admissible. Unlike the hybrid method that combining HOG descriptor with
the hierarchical models resulted in the best performance, the unsupervised framework
achieved the best performance by using the MBHY descriptor. The MBHY performed the
best on both datasets. It is worth to mention that the deep features showed the highest sta-
bility of performance when we changed from hybrid framework to unsupervised. It is also
interesting to see that the deep TDD features are the only feature type that the generated
unsupervised models based on them outperformed hybrid models. We have compared our





























Table 5.9: Comparison of different recognition frameworks with ours on the GAADRD dataset. The methods are differentiated by
using different color codes. The diagram shows class-wise accuracy of each method with respect to their F-Score values. The table





















with HOG, Dict sz=512 [233]
Online Version of [233]
Classification by Detection
SSBD [8]
Unsupervised Using Only Global Motion [62] Hybrid Unsupervised (Proposed Method)
Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score
Establish Account 92.2 84.3 0.88 29.1 100 0.45 41.67 41.67 0.41 86.2 100 0.92 92.3 100 0.95 86.2 100 0.92
Prepare Drink 92.1 100 0.95 69.4 100 0.81 80.0 96.2 0.87 100 78.1 0.87 100 92.1 0.95 100 100 1.0
Prepare DrugBox 94.9 85.5 0.89 20.2 11.7 0.14 51.28 86.96 0.64 100 33.34 0.50 78.5 91.3 0.84 100 33.1 0.49
Reading Article 96.2 96.2 0.96 37.8 88.6 0.52 31.88 100 0.48 100 100 1.0 100 100 1.0 100 100 1.0
Answer the Phone 88.5 100 0.93 70.1 100 0.82 34.29 96.0 0.50 100 100 1.0 100 91.2 0.95 100 100 1.0
Turn On Radio 89.4 86.7 0.88 75.1 100 0.85 19.86 96.55 0.32 89.0 89.0 0.89 89.1 93.4 0.91 89.1 89.3 0.89
Watering Plant 84.8 72.6 0.78 0 0 0 44.45 86.36 0.58 57.1 44.45 0.49 79.9 86.1 0.82 100 44.2 0.61















Table 5.10: Comparison of different recognition frameworks with ours on the CHU dataset. The methods are differentiated by using
different color codes. The diagram shows class-wise accuracy of each method based on F-Score metric. The table in below shows



















with HOG, Dict sz=256 [233]
Online Version of [233] Unsupervised Using Only Global Motion [62] Hybrid Unsupervised (Proposed Method)
Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score
Checking BusMap 100 97.1 0.98 50.1 100 0.66 54.54 100 0.70 96.1 100 0.98 80.5 86.2 0.83
Prepare DrugBox 100 92.3 0.95 43.2 100 0.60 100 90.1 0.94 100 100 1.0 88.2 92.7 0.90
Prepare Drink 93.1 97.4 0.95 38.1 76.1 0.50 80.0 84.21 0.82 88.9 96.3 0.92 94.2 88.5 0.91
Answer the Phone 92.2 100 0.95 86.7 100 0.92 60.1 100 0.75 100 100 1.0 92.4 100 0.96
Reading Article 97.5 94.1 0.95 36.4 92.0 0.52 100 81.82 0.90 100 100 1.0 93.2 87.4 0.90
Watering Plant 100 88.3 0.93 33.9 76.9 0.47 53.9 68.9 0.60 77.0 96.3 0.85 77.4 61.2 0.68
Average 97.13 94.87 0.95 48.06 90.83 0.61 74.75 87.50 0.78 93.66 98.76 0.96 87.65 86.00 0.86
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The performance of the other approaches and our approach on GAADRD dataset are
presented in Table 5.9. In all approaches that use body motion and appearance features,
the feature types with the best performances are selected. It can be clearly seen that, using
models that represent both global and body motion features, our unsupervised approach
enables to obtain high sensitivity and precision rates. Compared to the online version of
[233], thanks to the learned zones from positions and discovered activities, we obtain
better activity localization, thereby better precision. However, since the online version
of [233] utilizes only dense trajectories (not global motion), it fails to localize activities.
Hence, it detects the intervals that does not include an activity (e.g. walking from radio
desk to phone desk). For the "Watering Plant" activity this method can not detect and
recognize any instances of this activity, hence the Precision, Recall, and F-Score rates are
zero. Compared to the unsupervised approach that either use global motion features
or body motion features, we can see that, by combining both features, our approach
achieves more discriminative and precise models, thereby improves both sensitivity and
precision rates. For instance, for "Answer the Phone", "Establish Account", "Reading
Article", and "Turn On Radio" activities, global motion features are more discriminative
(global position might be enough to distinguish these activities) and for "Preparing
Drink" and "Watering Plant" activities, body motion features are more discriminative
and precise (since local motion help to distinguish them from the others). From the
confusion matrices in figure 5.14 it is apparent that the "Watering Plant" activity is the
most confused activity. This is mostly related to low frame number of this activity which
makes it difficult to model, hence, it gets confused with other activities. By combining
global and body motion features, our approach benefits from discriminative properties of
both features. Table 5.9 also presents the results of the supervised approach in [233]. The
supervised approach uses ground-truth intervals in test videos in an offline recognition
scheme. As our approach learns the scene region model, we discover the places where the
activities occur, thereby we achieve precise and accurate recognition with a lower cost.
Since scene region information is missing in the supervised approach, it detects "Turning
On Radio" while the person is inside the "Preparing Drink" region. On this dataset, the
unsupervised method always performs better than the "Online Supervised" approach and
significantly outperforms the sequential statistical boundary detection (SSBD) method. It
also outperforms the another unsupervised version of the framework while no descriptor
information is used in the activity models. Only the supervised methods surpass our
unsupervised models. The reason is that the supervised method works with preclipped
activity videos and overlooks the challenging task of temporally segment activity samples
from the original video flow.
Table 5.10 shows the results of evaluated approaches and their comparison with ours
5.4. Unsupervised Activity Recognition Framework 149
on CHU Nice Hospital dataset. In this dataset, since people tend to perform some activities
in different places (eg. preparing drink at phone desk), it is not easy to obtain high pre-
cision rates. However, compared to the online version of [233], our approach detects all
activities and achieves a much better precision rate. The online version of [233] again fails
to detect activities accurately, thereby misses some of the "Prepare Drink" and "Reading Ar-
ticle" activities and gives lots of false positives for all other activities. It cannot handle the
transition states that occur between activities (e.g. walking from telephone desk to Drug-
Box). For this reason, a random label is given for transition states, which consequently
increases false positives. Compared to the Online Supervised method, we have increased
the average precision rate from 48.06% to 87.654%. Compared to the unsupervised method
without embedded descriptor information, we have decreased the false positive rates and
increased the precision rates significantly. The highest improvements are on "Answering
Phone" from 60% to 92%, "Checking BusMap" from 54.54% to 80.5%, "Prepare Drink" from
80% to 94% and "Watering Plant" from 53% to 77%. For "Reading Article" activity, there
is small increase in false positive rates, thereby a decrease in precision rates. This might
be because of lack of local motion because of long sitting position of this activity and non
ideal activity detection compared to manual clipping. Since the motion representation of
[62] contains only global information, it fails to distinguish activities inside the regions
precisely, eg. , passing by the phone zone and answering phone in the phone zone is con-
sidered as the same activities in those models. Hence, the unsupervised approach results
high false positive rates. In addition, we can observe that the proposed approach improves
the true positive rates and increased sensitivity rates for most of the activities when it is
compared to the "Only Global Motion" method. In overall, we can conclude that the un-
supervised method can not achieve the high accuracy of supervised and hybrid models,
however, it manages to obtain acceptable and competitive results in most of the tasks with
the benefit of cutting the cost of highly expensive supervision procedures.
5.4.5 Results of Knowledge-based Region Refinement Framework
5.4.5.1 GAADRD dataset
From table 5.11, we can observe that adapting activity models enables us to detect activi-
ties missed by the hand-crafted method (knowledge-based approach [45] - KB). In [45] to
try a different scenario, a new configuration of the hand-crafted regions should be set. The
reason that the "Establish Account" activity’s performance is 0, is because the user missed
this region in calculations (drawing zone). Therefore, there is no way for the framework
to recognize this activity. However, due to knowledge interaction between the two frame-
work, the unsupervised framework detects this region and creates and activity model for
it (As explained in section 4.5 of chapter 4). Hence, this activity can be recognized by
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KB [45] Proposed Approach
Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score
Establish Account - - - 66.67 100 0.80
Prepare Drink 100 100 1 100 100 1
Prepare DrugBox 75 33.34 0.46 60 66.67 0.63
Reading Article 46.15 75 0.57 60 75 0.66
Answer the Phone 100 85.71 0.92 100 85.71 0.92
Turn on Radio 100 90 0.94 100 90 0.94
Watering Plant 50 55.56 0.52 40 66.67 0.50
AVERAGE 78.25 73.26 0.75 75.23 83.45 0.79
Table 5.11: The activity recognition results of KB (the knowledge-based approach in [45]),
and our data-driven knowledge-based approach for the GAADRD dataset.
our framework. However, the recognition results are not impressive since no descriptor is
used in the activity models.
Compared to KB, our approach increased recall rates of "Prepare DrugBox" and "Wa-
tering Plant" activities from 33.34% to 66.67% and 55.56% to 66.67%, respectively. How-
ever, for the same activities, there is an increase in the number of false positive events.
The reason is that, for "Watering Plant" activity we do not have enough data in the training
set to learn the duration distribution of the activity. Thus, the learned distribution does
not completely represent the actual characteristics of this activity and, thereby, the tai-
lored activity models are not accurate. For "Preparing DrugBox" activity, the duration and
posture distributions are bi-modal distributions because of other activities occurring in the
same zone, such as reading a paper inside pharmacy zone. Additionally, for "Reading Ar-
ticle" activity, we can observe that the proposed approach increased precision rates from
46.15% to 60%. On average, we have increased the recall rates from 73.26% to 83.45%
with a slight decrease in the precision rates.
5.4.5.2 CHU dataset
Based on table 5.12, we can observe that adapting the constraints in activity models using
data learned by the unsupervised module, in majority of the cases, enables us to detect
activities missed by the hand-crafted models. Compared to KB [45], the proposed method
increased the average recall rate from 82.44% to 93.96%. As the hand-crafted activity
models of the knowledge-based approach are pre-defined, they do not match with all the
activities of the monitored person, thereby requiring an update by the domain expert.
Hence, the knowledge-based approach fails to detect activities when default parameters
do not fit well with the monitored person. We can also see that the proposed approach
increases the true positives for all activities. Especially, for "Watering Plant" activities, the
proposed approach drastically increased the recall rates from 60% to 80%, respectively.
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KBcrispimjunioravss2013 Proposed Approach
Precision [%] Recall [%] F-Score Precision [%] Recall [%] F-Score
Checking BusMap 58.82 100 0.74 100 100 1
Prepare DrugBox 71.42 100 0.83 100 100 0.63
Prepare Drink 59.09 92.85 0.72 73.68 100 0.66
Answer the Phone 90.47 100 0.94 90.47 100 0.92
Reading Article 90.91 90.91 0.90 84.61 100 0.94
Watering Plant 60 60 0.60 66.67 80 0.50
AVERAGE 70.10 82.44 0.75 81.96 93.96 0.87
Table 5.12: The activity recognition results of KB (the knowledge-based approach in [45]),
compared with our data-driven approach for the CHU dataset.
In addition, the false positives are decreased for the majority of activities. Our approach
increased true positives and decreased false positives, achieving 100% of performance at
recall and precision rates for "Checking BusMap" and "Preparing DrugBox" activities.
5.5 Experimental Challenges
Activities of daily living are complex and modeling these activities is challenging and
recognizing their pattern in subjects are difficult. These challenges exist and are reflected
on the recorded datasets that we used in our experiments which caused the recognition
errors in our evaluations. Here we describe some of the important and challenging
examples being faced.
One major problem which makes activity recognition task complex is activities with
high intra-class variation. As it is illustrated in figure 5.15, on top right we see a casual
way of "Answer the Phone" activity. In bottom right, we see the subject doing the same
activity but with an unusual posture. The label in the ground-truth for both of the
activities is "Answer the Phone", however, for a model that relies on posture, geometry
and appearance features, correct recognition of both instances is challenging due to
their dissimilar postures. Nevertheless, our hybrid model by benefiting from both local
descriptors and the global tracking features (abstracted in the form of scene regions)
handles such complexity and most of the time predicts the correct label of the activity.
Sometimes the information coming from the descriptors can be misleading. The dynamics
of the performed activity could be identical for two semantically different activities.
Consider the example in top left of figure 5.15. The subject stands in the "Phone" scene
region, hence it activates attributes regarding this scene region in the trained model for
this targeted activity. If we look carefully, we will see that although the subject’s posture
is identical to "Answer the Phone" activity, she is "Scratching" her head. There is no
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Figure 5.15: Challenges in the experiments: Answer the Phone activity. Top right: the cor-
rect activity performance; Top left: scratching head; Down right: Performing the activity
in an improper posture; Down left: Reading Article in the Answer the Phone scene region.
"Answer the Phone" annotation for this interval in the ground-truth. In spite of having
precise activity model equipped with different descriptors, this is always considered as a
false positive in the evaluations. This is because both instances consist of similar motion
patterns indistinguishable by the local motion descriptors.
Another challenging case regarding the recognition task is related to the activities that
are not happening in the scene regions with a higher prior probability for that particular
activity. For instance, the "Reading Article" activity in the CHU Hospital dataset has a high
frequency in the region including chair and the desk where the subject sit and read the
article. However, as it is shown in bottom left of figure 5.15, the subject stands in the
"Phone" region and is "Reading Article". This is very challenging case for a model which
only relies on global motion information. Thanks to the models including the appearance,
posture and local motion descriptors we can recognize such activities. In such occasions,
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Figure 5.16: Right: Preparing Drink activity with the subject heading back to the camera’s
viewpoint. Left: Preparing Drink activity while the subject stands beside the desk in a side
view to the viewpoint.
the evaluation mechanism assigns a high score for descriptor component of the model
turning over the overall decision of the framework.
As shown in figure 5.16, some challenging cases emerge because of the specific
viewpoint. In the left side of figure 5.16, the subject prepares drink while he is visible
with a side view to the recording camera’s view point. In this instance the subject’s hands
and the objects are clearly visible and recognizable. Using the local motion descriptor
this activity can be easily recognized. But the recognition is not that easy for the instance
in the right side of the figure 5.16. The subject stands faced to the wall with his back
to the camera. In this case neither his hands nor the objects on the table are visible.
Even his body barely moves and the descriptors for catching motion patterns are useless.
Moreover, the subject is far from the camera and makes it even more difficult to extract
the descriptors properly. The generated model should rely solely on the global motion
information to predict this activity.
Some challenges are directly related to the recorded datasets. There are some
activities that fewer samples of them are recorded. Since there is no obligation to do
activities in certain order or number, some activities happen to be recorded fewer times
than the others. For example the “Watering Plant” activity (Figure 5.17) is performed
the least in both datasets. This unbalance in the recordings causes some activities to
have less data and consequently, less information to learn. The “Watering Plant” activity
is among the lowest performance obtained by all of the evaluated frameworks. Having
few instances results in a big contribution of a single instance in the overall class-wise
performance. The other issue with this activity is related to the obtained scene regions.
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Figure 5.17: Right: Watering plant activity in GAADRD dataset. Left: Watering plant
activity in CHU dataset.
This activity occurs in the vicinity of the “Prepare Drink” activity. Despite the effort
we put to perform a precise clustering of the trajectories, there is no clear boundaries
between these two close regions. Sometimes, the test trajectories close to the borderline
is assigned to the wrong region (not the targeted activity). This causes wrong detection
of the primitive events and accordingly, ill-suited construction of the test instance’s HAM.
Finally, a problematic model results in a wrong recognition.
Another problem regarding the recordings that affected the recognition process is their
low frame rate. When there is no enough frames to capture a movement, there will be
no descriptor extracted and some sub-actions will be missed. For example, consider the
"Prepare DrugBox" activity in the figure 5.18. This is an activity in the GAADRD dataset.
The frames shown in the image are the total frames annotated with this activity in the
ground-truth. It can be noticed that there are only few frames recorded for this activity
(10 frames). The minimum trajectory detection frame interval is set to 15 meaning that
the trajectories available in these frames will be discarded for being too short. Accordingly,
no descriptor will be extracted. This situation can be avoided with tracking of shorter
trajectories but then it will add more to the processing time of long videos and will be
more prone to noisy trajectories.
5.6 Conclusion
In this chapter, we present two frameworks constructed based on the hierarchical activity
models explained in the previous chapter (Chapter 4). In the first architecture, the
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Figure 5.18: Illustrates the low frame rate of the videos and short duration of some activ-
ities which causes problems for extraction of relevant descriptors.
hierarchical models created based on the global motion of the subjects in the scene are
combined with the local descriptors of the activities. This combination takes place in
a supervised manner. The extracted descriptors encoded with the FV and go through
a training step to learn a SVM classification model. Then, during the test time these
classifiers used for producing labels for the extracted descriptors of the given video
which is then embedded in its HAM tree. This hybrid method (unsupervised models of
global motion combined with supervised classification of local motion) shows impressive
recognition results.
In the second variation of the framework, no supervision is imposed to the system. After
the construction of activity models with global motion information, the extracted local
descriptors are used for training a visual vocabulary. The learned vocabulary is also stored
in the constructed models as an attribute. Given an unseen video in the testing phase, its
descriptors are extracted and the calculated feature vectors are compared to the trained
vocabularies of the activity models. The calculated distances are used as a similarity
measure revealing the similarity of the local motion pattern of the given instance to one of
the learned vocabularies associated to the scene regions and their corresponding activity
models. The created models use neither annotation nor any kind of supervision. The
detected activities are mapped to the ground-truth labels on the video time line and the
labels with highest frequency of concurrency are assigned to the detected activities. This
unsupervised version of the framework showed promising results with minimum or no
supervision in modeling of activities. The hybrid method outperforms the unsupervised
method in accuracy of predictions, however, this achievement came with the cost of
pricey supervision.
In both variations of the framework, we use the superiority of unsupervised ap-
proaches on representing global motion patterns. Then, we have benefited from the
discriminative local motion features in order to distinguish different actions occurring
along with the global patterns.
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By incorporating both global and body motion features, we have recognized more
precise activities compared to pure supervised and pure unsupervised approaches. Thanks
to the proposed scene model, we can perform online recognition of activities with reduced
user interaction for clipping and labeling huge amount of short-term actions essential for
most of the proposed methods.
Chapter 6
Gesture Recognition
“If I wanted to be a doctor today I’d go to math school.”
- Vinod Khosla
Contents
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.4 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.5 The Praxis Test and Cognitive Disorders . . . . . . . . . . . . . . . . . . . 165
6.6 Recognition Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.6.1 Articulated Pose Based Action Recognition (Skeleton-Based) . . . . . . 167
6.6.2 Multi-Modal Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.6.3 Descriptor Based Action Recognition . . . . . . . . . . . . . . . . . . . 171
6.6.4 Deep Learning Based Method . . . . . . . . . . . . . . . . . . . . . . . 172
6.7 Experiments and analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.7.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.7.2 Evaluation Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.7.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.8 Gesture Recognition Framework for Medical Analysis . . . . . . . . . . . . 190
6.8.1 Reaction/Movement Time Detection . . . . . . . . . . . . . . . . . . . 190
6.8.2 Key-Frame Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
6.8.3 Gesture Spotting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
6.8.4 The Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
158 Chapter 6. Gesture Recognition
6.1 Summary
In all previous chapters of this thesis, we assume that there is a camera installed in one
corner of the room and is capturing videos from subjects performing daily activities. As
we described at the end of previous chapter (Chapter 5) such system should confronted
with various challenges. One of the major described challenges is the inability to capture
the fine movement of the subjects. Inability in capturing these movements causes missing
of subtle kinematic cues indispensable for an accurate recognition of activities. Among
different features describing an action or activity, motion of upper-body limbs (specially
of hands) plays a key role. An ideal recognition system must be able to benefit from this
information to overcome the challenges and also to have a comprehensive description of
activities.
In this chapter, we introduce a complete gesture recognition system, that later we plan
to combine it with our activity recognition framework as a finer component of the system.
This way, we can obtain detailed information of the subjects in the scene regions that can
be embedded into the activity models to produce more accurate description of activities.
In design of our gesture recognition framework, we use different modalities and various
methods for analyzing upper-body gestures to have a reliable recognition system.
Similar to our activity recognition framework that its main target application is to
monitor elderly people in nursing or smart homes, we also study gesture recognition in
a medical context. The main goal is to have an accurate activity recognition framework
and utilize it to diagnose specific disorder in older adults. In order to achieve this goal,
we use the Praxis test in our study. Praxis test is a gesture-based diagnostic test which
has been accepted as diagnostically indicative of cortical pathologies such as Alzheimer’s
disease. Despite being simple, this test is oftentimes skipped by the clinicians. In this
chapter, we propose a novel framework to investigate the potential of static and dynamic
upper-body gestures based on the Praxis test and their potential in a medical framework to
automatize the test procedures for computer-assisted cognitive assessment of older adults.
In order to carry out gesture recognition as well as correctness assessment of the
performances, we have recollected a novel challenging RGB-D gesture video dataset
recorded by Kinect v2, which contains 29 specific gestures suggested by clinicians and
recorded both experts and patients performing the gesture set. Moreover, we propose
a framework to learn the dynamics of upper-body gestures, considering the videos as
sequences of short-term clips of gestures. Our approach first uses body part detection
to extract image patches surrounding the hands and then, by means of a fine-tuned
convolutional neural network (CNN) model, it learns deep hand features which are
then linked to a long short-term memory network to capture the temporal dependencies
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between video frames.
We report the results of four developed methods using different modalities. The ex-
periments show effectiveness of our deep learning based approach in gesture recognition
and performance assessment tasks. Satisfaction of clinicians from the assessment reports
indicates the impact of framework corresponding to the diagnosis.
6.2 Introduction
With overwhelming increase of computers in society and their ubiquitous influence in
our daily activities, facilitating human computer interactions has become one of the
main challenges in recent years. Hence, there has been a growing interest among
the researchers to develop new approaches and better technologies to overcome this
problem. The ultimate aim in this process is to achieve more sensor accuracy and
efficiency of methods to bridge human-computer interaction gap and make it as natural
as human-human interactions. Such methods will have a broad range of applicability in
all aspects of life in a modern society from gaming and robotics to medical diagnosis and
rehabilitation tasks. Considering recent progress of computer vision field, there has been
an increasing urge upon medical domain. Computer-aided rehabilitation technologies are
therefore gaining popularity among medical fraternity and are targeting more health-care
applications [265]. Employing Gesture recognition where human-computer interaction is
indispensable, becomes one of the most favorable applications owing to its natural and
intuitive quality.
Nowadays with a rapidly aging population in most of the societies, the number of
people suffering from cognitive disorders is on the rise. However, the healthcare sector
has been facing acute shortage of skilled manpower and resources, especially in cognitive
domain. Regardless of modality of the diagnosis and treatment, most of the developing
countries are suffering from the lack of specialists. For example, according to [71], in
India, there is an acute shortage of doctors, nurses and healthcare workers in various
domains. The situation is not different in developed countries. Based on [27] Singapore,
a country with high welfare level and social services, encounters seriously with a
shortage of specialists (specialist-to-population ratio 1:1740). Accordingly, automatic and
computer-aided diagnosis and rehabilitation technologies are becoming more accepted by
medical teams. Therefore, contributions in this domain would have a significant impact
on the society in general and quality of life of elderly people in particular.
Cognitive disorders such as Alzheimer’s disease (AD) are prevalent among older
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adults. Studies show a maximum correlation between AD and limb apraxia in all phases
of the disease [36]. One of the effective tests which has been developed to diagnose
these disorders is the Praxis test. Praxis is defined as the ability to plan and perform
skilled movements in a non-paralytic limb based on the previously learned complex
representations. Accordingly, limb apraxia is inability to carry out a learned motor act on
command while there is no motor or sensory deficit in the subject [36, 81]. According to
Geshwind’s “disconnection model”, apraxia is considered as failure (spatial or temporal
error or failing to respond) of a subject to respond correctly with the limbs to a verbal
command or having difficulty to imitate an action after being performed by an examiner
[32]. Based on the American Psychiatric Association’s report, Praxis test is accepted as
diagnostically indicative sign of cortical pathologies such as AD [6]. However, the test
is frequently neglected by clinicians despite being uncomplicated, straightforward and
reliable estimate of the AD [177]. The clinicians skip the test mainly because: The whole
process of the classical test takes longer time to conduct and even the developed countries
face an acute shortage of well-trained specialists capable of performing and evaluating the
test. Moreover, instruction of the test is not standardized and accordingly, not objective
enough. Clinical practice reveals that, even when the test is performed, two kinds of
problems can occasionally be observed: first one is the error in demonstrating the gestures
to the subjects by an examiner and second, the errors in assessing subject’s performance.
In addition, most of the clinicians rely on memory and attention assessments in cognitive
assessment process because memory and attention are the most frequent impairments in
neuro-degenerative disorders. However, some of these disorders, in addition to memory
impairments, have specific gesture impairments that distinguish them from the others.
In order to diagnose those disorders, it is very important to systematically perform the
praxis assessment. Therefore, automatic solutions to address these problems by providing
an standardized test can be considered as a significant contribution in the field.
To capture changes in elderlies’ behavioral pattern and to classify their cognitive
status (Alzheimer’s disease - AD, mild cognitive impairment - MCI, healthy control - HC),
there has been a lot of studies on patient monitoring and surveillance [12, 25, 185, 162]
with a main focus on recognition of activities of daily living (ADLs) [7, 113]. The
main goal of such frameworks is mostly to provide cost-efficient solutions for in-home
or nursing homes monitoring. These systems try to alert the healthcare providers
about a significant change in the ADL behavior pattern which may lead to cognitive
impairment, falling of the patient or other health related changes. However, ADLs
usually have a complex and highly-variable structure and need to be evaluated for a
long period of time so as to be useful for clinicians to timely detect health deterioration
and assess Behavioural and Psychological Symptoms of Dementia (BPSD) in subjects.
6.3. Motivation 161
However, such systems can provide patients with an autonomous living condition at home.
Meanwhile, contact-based and various sensors for rehabilitation tasks [218, 215] have
been developed and found practical applications such as post stroke recovery [106] and
limb rehabilitation [225]. Having their own advantages and disadvantages, they have
been mostly utilized in rehabilitation and not for assessment and diagnosis. The most
prevailed field which has been applied for computer-assisted diagnosis is image process-
ing. Machine learning algorithms fed with X-Ray, CT scan, MRI, retina images, etc., which
are de-noised, segmented, and represented, assist the clinicians with diagnosis or surgical
planning through finding meaningful patterns [179]. While these methods provide valu-
able diagnostic information for surgical purposes, their need to use advanced hardware
and to process huge datasets, which result in high cost for image interpretation, is a big
drawback compared to cost-effective gesture recognition tasks. However, using gesture
recognition to obtain an objective classification of a person’s performance, particularly
for medical diagnosis, still remains as a novel and largely unaddressed challenge for the
research community.
6.3 Motivation
Regarding the above-mentioned discussions, we propose a gesture recognition method by
paying special attention to the Praxis test. The aim is to develop a robust and efficient
computer-vision-assisted method to automatize the test procedure and to carry out assess-
ments that help clinicians to have a more reliable diagnosis by providing a standardized
method of performing the evaluations and a detailed analysis of subjectâs performances.
Consequently, we have collected a challenging dataset 1 composed of dynamic and static
gestures provided by clinicians for the Praxis test (Figure 6.1). We also adopt a gesture
recognition framework, using a deep convolutional neural network (CNN) [126] coupled
with a Longshort-term-memory (LSTM) [83], that jointly performs gesture classification
and fine grained gesture correctness evaluation. As a result, we report performance of the
proposed method and comparisons with other developed methods. With the evaluations
we provide strong evidence about superiority of our representation learning method over
traditional approaches, ensuring that robust and reliable assessments are feasible.
1https://team.inria.fr/stars/praxis-dataset/
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Figure 6.1: The collected dataset consists of selected gestures for Praxis test. There are
two types of gestures in the dataset: dynamic (14 gestures) and static (15 gestures) ges-
tures. The dynamics are the ones including movement during the time that gestures are
performed. The dynamic gestures are indicated with red arrows indicating their motion
direction. On the other hand, the static gestures include body part orientation and position
configuration without any movement during an amount of time. In another taxonomy, the




Contact based hand gesture technologies for upper limbs rehabilitation are already in
use in hospital and in-house environments with acceptable accuracy. However, design
of these technologies comes with certain advantages and obvious limitations [39, 256].
For example, pattern recognition based prosthesis upper limb control in [5] obtained
good results in controlled lab settings but it did not achieve anticipated results when it
was tested in clinical real-world settings. While contact based systems achieved viable
accuracy in different studies, their acceptability among users became restrained because
of their dependency on experienced users. In order to be beneficial, the user needs to
get accustomed to such devices. Being uncomfortable or even posing a health hazard
are other disadvantages of these devices, as those are in physical contact with the users
[199]. Because of their physical contact, mechanical sensor materials cause symptoms
such as allergic skin reactions.
Other similar systems that have benefited from various modalities were also developed
targeting full or body part rehabilitation [56]. Even virtual reality based methods have
been tried for rehabilitation to recover patients from different disorders like for phantom
limb pain [156] or recovering from chronic pain using serious gaming [198]. In a recent
work [225], authors use a Leap motion sensor equipped with a gesture recognition algo-
rithm to facilitate palm and finger rehabilitation. There are also other approaches which
have been proposed in various domains but potentially can be adapted for rehabilitation
and diagnosis contexts. For example [4, 190] try to evaluate choreography movements
based on a gold-standard obtained from professional dancers. There are also lots of work
that address the sign language recognition problem [34, 183, 134], where it may also
require accurate reconstruction of hand shape. The challenge is to match the gestures
with corresponding words and construct conforming sentences.
Recently human action recognition has drawn interest among computer vision
researchers due to its potential to improve accuracy of video content analysis
[224, 234, 235, 236]. Although vision based systems are more challenging to de-
velop and complex in configuration, they are more favorable in long term because of
their user-friendly nature. Previously, most of the vision-based action recognition were
based on sparse or dense extraction of spatial or spatiotemporal hand-crafted features
[133, 203, 250, 35]. These methods usually consist of a feature detection and extraction
step followed by a feature encoding step. For feature detection the most popular methods
are Harris3D [119] and Hessian3D [247] while, for feature description HOG-HOF [119],
HOG3D [111] and extended version of SURF descriptor [247] have found popularity in
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recent years. The most famous descriptor in recent times is improved dense trajectories
[234] which reached state-of-the-art result on various datasets. However, it turned out
that most of these methods are dataset-dependent and there is no all-embracing method
that surpasses all the others [237]. Consequently, there is a growing interest in learning
low- and mid-level features either in supervised or unsupervised ways.
Skeleton-based gesture and action recognition approaches have received lots of
attention due to the immense popularity of Kinect-like sensors and their capability in
body part detection. In many works [248, 230, 251, 164, 66], using skeleton and
RGB-D cameras have shown advantages over methods using RGB videos by providing
novel representation and well-crafted algorithms. The main challenges in skeleton-based
methods other than noisy joint information and the occlusion problem are to deal with
the high variability of gestures and movements, high dimensionality of the input and
having different resolutions in temporal dimension (variable speed of gestures). Generally
skeleton-based action recognition methods treat actions as a time series problem where
body posture characteristics and dynamic of movements over time represent the actions
[76]. A common approach for modeling the temporal dynamic of actions is using Hidden
Markov Models (HMMs) or Temporal Pyramid (TP) models [137, 139]. While TP methods
are restricted by the temporal windows size, HMMs face difficulty in finding the optimal
temporal alignment of the sequences and the generative distribution in modeling long
term contextual dependencies.
Late advancements in hardware development –particularly powerful GPUs– have been
important in the revival of deep learning methods. Convolutional neural network ar-
chitectures have become an effective tool for extracting high-level features and shown
outstanding success in classification tasks [117, 97, 58, 59]. Recently, deep networks have
also been adapted for hand [73, 167, 221] and body [43, 26] pose estimation and also ges-
ture segmentation and recognition [249], achieving state-of-the-art results on ChaLearn
gesture spotting challenge and also other challenging datasets. However, unconstrained
training of complex neural network models requires a big amount of data. The most pop-
ular approaches to restrain the complexity of the model is to reduce the dimensionality of
the input by applying smaller patch sizes or training the model in an unsupervised fashion
[125, 11]. Conventional Recurrent Neural Network (RNNs) have also proved to learn the
complex temporal dynamics of sequential data, first by mapping the data to a sequence of
hidden layers, and then connect the hidden layers to outputs. Although RNNs have shown
efficiency on speech recognition and text generation tasks, it has been shown that they
have difficulty to learn long-term dynamics due to vanishing gradient problem. LSTMs
provided a solution for this issue by allowing the model to keep information in hidden
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layer when it is necessary and update the layers when it is required. Since LSTMs are not
confined to fixed length inputs or outputs they are practical for gesture recognition from
video sequences and have shown success when unified with CNN features [55, 10, 192]. In
this work, in order to avoid difficulties of temporal alignment in HMMs and learning long
temporal dependencies in RNNs, we use LSTMs for modeling long temporal dependencies
of the gesture sequences. Differently from [55, 10], we do not use 3D convolutions nor
we train the CNN and LSTM jointly.Thus, our approach resemble most to [192], although,
differently from the latter, we design our pipeline to receive hand patches instead of whole
images and perform feature fusion. This makes our model even more memory efficient
than the previous ones since hand patches are much smaller than the whole scenes. In
[192], regression is performed over pain scores. Differently, since we want to detect few
incorrect frames in very long sequences, we face a highly imbalanced classification task
for which we choose a weighted classification loss function.
Segmentation is another complicated aspect of recognition task. In order to be able to per-
form precise recognition, a detection and segmentation process of different actions should
precede the recognition which is mostly neglected in current action recognition research.
It happens very often that action recognition frameworks presume pre-segmented video
sequences are already available [119, 146, 118], however, this is not the case in real-
world settings. It is common to use spatio-temporal sliding windows or fixed-size clipping
of long videos [121, 246] to localize actions in space and time. For example in [57] ac-
tions are detected in videos using a sliding window and then spatiotemporal interest point
are extracted and recognition is done following BoW approach. This endeavor is empha-
sized in more recent works which some try to localize actions in space [95, 142] while
others perform temporal detection [263]. In [9] they perform both temporal and spatial
localization of actions. Since sliding window framework requires sequential process of
the whole videos to examine multiple spatial and temporal windows and their overlap,
they are computationally expensive. To delineate the actions within the videos, there are
also unsupervised methods that directly learn action models from the whole data (videos)
[28, 52, 65, 70, 86, 155]. Although lots of methods were proposed for rehabilitation pur-
poses [218, 215], these methods have not been applied in cognitive assessment context to
help improve reliability of medical diagnosis.
6.5 The Praxis Test and Cognitive Disorders
6.6 Recognition Framework
We define four methods we have applied to evaluate the dataset (Figure 6.2). Each path
(indicated with separate boxes) learns its representation and performs gesture recognition





































Figure 6.2: The data flow for the four methods applied on the Praxis dataset. The main
components of each method are separated with dashed boxes.
independently given RGB-D stream and pose information as input. The skeleton based and
local descriptor based methods are baseline methods and uses pipelines similar to the su-
pervised architecture introduced in Chapter 3.
Skeleton Based Method: Similar to [257] the joint angle and distance features are used
to define global appearance of the poses. Prior to the classification (different from [257]),
a temporal window based method is employed to capture temporal dependencies among
consecutive frames and to differentiate pose instances by notion of temporal proximity.
Multi-modal Fusion: The skeleton feature captures only global appearance of a person,
while deep VGG features extracted from RGB video stream acquire additional information
about hand shape and dynamics of the hand motion which is important for discriminat-
ing gestures, specially the ones with similar poses. Due to sub-optimal performance of
immediate concatenation of the high-dimensional features of different types, a late fusion
scheme for class probabilities is adopted.
Local Descriptor Based Method: Similar to action recognition techniques which use im-
proved dense trajectories [236], a feature extraction step is followed by a fisher vector
based encoding scheme.
Deep Learning based Method: Influenced by recent advancements in representation
learning methods, a convolutional neural network based representation of hands is cou-
pled with a LSTM to effectively learn both temporal dependencies and dynamics of the
hand gestures. In order to make decisions about condition of a subject (normal vs patho-
logic) and perform a diagnostic prediction, a decision tree is trained by taking output of
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gesture recognition task into account.
It should be noticed that for all of the developed methods we assumed that the subjects
are in a sitting position in front of the camera where only upper-body of them are visible.
In the following sub-sections, we explain each method in more details.
6.6.1 Articulated Pose Based Action Recognition (Skeleton-Based)
Current depth sensors provide 25 or fewer articulated skeleton joints through their associ-
ated middleware including 3D coordinates on an axis aligned with the depth sensor. How-
ever, in near-range applications where accurate joint information is required, whenever
optimal range of the sensor was not respected, the joints could get missed or mis-detected
or the extracted information is noisy. Given our task, most of the time almost half of the
subject’s body is occluded and the subjects are very close to the sensor and some body
parts get even closer during performing of the gestures. This leads to missing or noisy part
detections by the sensor. Instead of using unreliable joint information, we use CNN-based
body part detector from RGB images in [186] which returns 14 body parts. For our pur-
pose only 8 upper body part joints are relevant (Nj = 8): right hand, right elbow, right
shoulder, left shoulder, left elbow, left hand, chin and top of the head.
We formulate a pose descriptor similar to [257]. Following them, first, we calculate
pairwise joint distances and angles at each frame and then, to augment the characteristics
of the final descriptor we describe spatial and temporal relations between consecutive
poses similar to [216] and [129].
Pre-processing: We represent the skeleton as a tree structure where the chin node is
considered as the root node. The joint coordinates are transformed according to the root
coordinate in order to eliminate the influence of joint positions with respect to the sensor
coordinates. Before representation, to reduce jitter in estimated joints trajectories we
smooth joints position over temporal dimension by applying polynomial regression using
weighted linear least squares and second degree polynomial model. Each subject performs
similar gestures with variable speed resulting in variable frame sizes and joint trajectories.
To achieve uniform performance speed along temporal dimension and to remove outliers
in joints trajectories, once the smoothed joint positions are obtained, cubic interpolation
of the values at neighboring joints is applied in the respective dimensions. Furthermore, to
remove abrupt movements of the hand and elbow joints that are neither part of the gesture
nor a jitter, a threshold is set which results in more stable joint values. Additionally, for
the gestures in which laterality is not important (the subject is free to perform the gesture
with either hand), we assume right hand as the dominant hand (considering that most of
the subjects are right-handed) to reduce intra-class variability. Therefore, in these classes
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Figure 6.3: Dividing joint coordinates into four regions to detect the dominant hand in
gesture performance
of gestures, we mirror the instances performed by left hand according to a vertical line
through a reference point defined as:
ref_point =
[
xchin, (ychin + (yrhand + ylhand)/2)/2
]
(6.1)
To find the gestures performed by left hand, we divide the skeleton’s coordinate into
four regions by setting the center to the calculated reference point (Figure 6.3). Having
the joint trajectories, we can decide handedness of the performed gesture. Moreover, to
compensate variations in body size, shape and proportions, we follow method in [264].
Starting from the root node (chin), we iteratively normalize body segments between the
joints to average bone size in the training data.
Feature Extraction:The feature extraction is carried out very similar to the one we ex-
plained in section 3.2.3 of chapter 3.
The skeleton sequences are encoded with this mechanism and are used to train a linear
Support Vector Machines (SVM) classifier to recognize gestures.
6.6.2 Multi-Modal Fusion
Skeleton-based descriptors have shown good classification accuracy for action recognition
tasks where entire body is involved in performing the actions. In case of our problem,
other than relative body part positions and orientations, detailed hand pose and finger ar-
ticulation are also essential for recognition task. Since skeleton joints do not provide such
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detailed information, most of the gestures that can only be differentiated knowing subtle
hand shape differences will not be recognized by a model that only relies on crude spatial
information. We exploit depth data stream along with RGB images, first, to segment hand
from the rest of body parts and then, to retrieve highly representative features only from
the bounding-boxes surrounding the segmented hand (Figure 6.4).
Hand Segmentation: Since working directly with input image and depth data from Kinect
is computationally demanding, we use cropped patches around hands using skeleton joint
information. First of all, using the depth and RGB camera intrinsics and their extrinsic
relations, the depth data are registered on RGB images (Figure 6.4a). Having depth and
RGB registered, the hand skeleton joint is used for cropping the patches from the depth
images. Accordingly, one big (160 × 160 pixels) and one smaller (80 × 80 pixels) square
patches around the hand joints are cropped (Figure 6.4b). For the depth images we only
take the bigger patches which are Z-normalized. Later, we cluster the gray-level values
in depth patches (to obtain hand blobs) using multi-level image thresholding by Otsu’s
method [173] which obtains the thresholds based on the aggregated histograms to quan-
tize images (Figure 6.4c). To detect the blob which most likely is the hand blob, we
calculate the overlapping ratio of the blobs with the small patches’ regions (Figure 6.4d).
The blob with the maximum overlap is selected as the hand blob. Finally, this hand blob
is used to define the segmented hand bounding-box in RGB images (Figure 6.4e).
Feature Extraction: Since CNNs have shown impressive results on various classification
tasks, instead of hand-crafted image features, we use a pre-trained CNN model [211]
(VGG-19) which is trained on a subset of the ImageNet [53] database to extract deep
features from the retrieved RGB bounding-boxes. The model is trained on more than a
million of images on a wide range of image classes (1000 classes). There are 19 layers
to learn weights from which 16 are convolutional layers and 3 are fully connected layers.
To extract features, we use the patches as input to activate the convolutional layers and
collect the features from the fully connected layer "fc7" of size 4096 for each image patch.
These extracted features are used to train the SVM classifier to perform gesture classifica-
tion task.
Fusion: To combine the two modalities (skeleton+VGG image features) we follow a late
fusion scheme by applying a simple linear combination of the obtained probabilities in the
classification phase. If F is the final feature vector of the given video sequence v, p(lv|F )
gives the probability of the predicted label lv for that sequence and is calculated as:
p(lv|F ) ∝ α · p(ls|F s) + (1− α) · p(ld|F d) (6.2)
where ls and ld are predicted labels of the given video and p(ls|F s), p(ld|F d) are the
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Figure 6.4: The steps of multi modal representation and recognition a) Registering depth
image to align with RGB image b) Cropping the hand patches c) Clustering the depth
values and detecting maximum overlap with the small patches d) Depth segmented hand
blobs e) Register back accurate segmented hand blob on the RGB image and calculate
bounding-box to extract image descriptors and fuse it with skeleton features.
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probabilities of the skeleton and deep image patch descriptor modalities respectively. The
coefficient α controls each modality’s contribution which is set to 0.5 (through cross vali-
dation) indicating equal importance of the two modalities.
6.6.3 Descriptor Based Action Recognition
The same supervised method we introduced in chapter 3 is used in this section to produce
the results.
Action Descriptor Extraction: We use improved dense trajectories (iDT) [236] to extract
local spatio-temporal descriptors. Dense trajectories ensure coverage of whole dynamic
of the gestures which results extraction of meaningful features. Length of trajectories are
limited to t = 5 frames to capture slight motion in consecutive frames. Short trajectories
are more reliable than long ones, especially when there is a gesture with fast irregular
motion or when the trajectories are drifting. Moreover, short trajectories are suitable for
short term gestures like the ones available in our dataset. Similar to [236], we choose
a space-time volume (i.e. patch) of size S × S pixels and t frames around each trajec-
tory. For each patch around the trajectories we compute the descriptor vector X consists
of HOG/HOF and MBHx/MBHy local descriptors.
Action Representation by Fisher Vectors: The calculated descriptors are employed to
create action representations based on Fisher vectors [180, 181]. Accordingly, first and
second order statistics of a distribution of the feature set X are used for encoding a video
sequence. Generative Fisher vector model is formed to model the features and the gradient
of their likelihood are computed according to the model parameters (λ), i.e. ∆λ log p(X|λ).
The way the set of features deviates from their average distribution is depicted through
a parametric generative model. To improve the learned distribution to further fit the ob-
served data, a soft visual vocabulary is obtained by fitting a M -centroid Gaussian Mixture





s.t. ∀j : wj ≥ 0,
M∑
j=1







(xi−µj)T Σ−1j (xi−µj), (6.5)
where xi ∈ X represents a D-dimensional feature vector, {g(xi|µj ,Σj)}Mj=1 are the com-
ponents of Gaussian densities and λ = {wj , µj ,Σj}Mj=1 are the parameters of the model:
Respectively, wj ∈ R+ is the mixture weights, µj ∈ RD is the mean vector, and Σj ∈ RD×D
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is the positive definite covariance matrices of each Gaussian component. The parameters
λ are found using the Expectation Maximization restricting the covariance of the distri-
bution to be diagonal. The GMM parameters are assessed through random sampling of
a subset of 100, 000 features from the training set where the number of Gaussians is con-
sidered to be M = 128. Initialization of the GMM is performed ten times to obtain high
precision and accordingly to provide the lowest error pertinent to the codebook. We define
the soft assignment of descriptor xi to the Gaussian j as a posteriori probability γ(j|xi, λ)
for component j. Thereafter, the gradients of the j-th component can be calculated with
respect to µ and σ (GXµ,j and G
X
σ,j). Finally, a set of local descriptors X as a concatenation
of partial derivatives is encoded as a function of the mean GXµ,j and standard deviation
GXσ,j parameters for all M components:








The dimension of the Fisher vector representation is 2DM . To perform action classifica-
tion, linear SVM is employed. For multi-class classification, we implement the one-vs-all
strategy.
6.6.4 Deep Learning Based Method
CNNs are a type of neural network architectures that are used for localization and extrac-
tion of local features in images in order to understand the visual content. Usually these
networks are designed to deal with labeling of individual images. To upgrade the gen-
erated models to cope with the recognition problem in video data, temporal information
should be taken into account. One way to use temporal information is to use the extracted
features in the fully connected layer and feed to an Recurrent Neural Network (RNN). In
such networks, neurons in addition to their connections to the next layer of the network,
contain connections to themselves. This mechanism helps them to collect information
from the previous inputs of the network. To train these networks, instead of backpropa-
gation algorithm, an extension of it named Backpropagation Through Time (BPTT) [245]
is usually employed.
Inspired by the recent advances on facial motion recognition [192], we propose to use
a CNN to extract spatial static hand features, and learn their temporal variation by us-
ing Long Short-Term Memory (LSTM) [83]. LSTM is a variation of RNN with a special
capability to learn long-term dependencies in sequential data. Intrinsically, RNNs are de-
signed to learn long-term dependencies in sequential data. However, in practice, due to
the problem of vanishing or exploding gradients [83], it is difficult to train these networks
to keep long-term dependencies. Different from the original RNNs, LSTMs at each step






Figure 6.5: The repeating module in an LSTM contains four interacting layers.
have a cell state that is controlled by three different gates (input (i), output (o) and forget
(f) gates). These gates decide that how much information can pass through the network
(Figure 6.5). Each gate controls the amount of information that can pass via point-wise
multiplication and sigmoid function. The output of the sigmoid function is in range of 0
and 1 which decides amount of information allowed to pass the gate. Input gate at each
time-step is computed by the input of the LSTM at that time-step (xt) and the hidden state
of the previous step (ht−1). If matrices W collect the weights of input and U collect the
weights of the recurrent connections, the output of the forget gate f is computed as:
ft = σ(Wfxt + Ufht−1 + bf ) (6.7)
b is the bias vector parameter which is leaned during training. Then, to update the cell
state, first the input gate layer in the current time-step (it) decides which values we need
to update:
it = σ(Wixt + Uiht−1 + bi) (6.8)
and second, a tanh layer calculates the candidate value C̃t that can be combined with
the input gate value to update the new state:
C̃t = tanh(Wcxt + Ucht−1 + bc) (6.9)
After that input gate and forget gate compute that which information should pass
through the network and which one should get forgotten, by combining this information
and the candidate state value C̃t the new cell state Ct can be computed:
Ct = ft ∗ Ct−1 + it ∗ C̃t (6.10)
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Finally, we can use the state to predict the output of the cell:
ot = σ(Woxt + Uoht−1 + bo) (6.11)
ht = ot ∗ tanhCt (6.12)
The output depends on the current cell state. Sigmoid layer computes which part of
the state can go through and tanh function keeps the values between -1 and 1. The
multiplication of tanh and sigmoid (output hidden state) makes sure that we output only
the parts that are decided to. We used this model of LSTM RNN to predict the gesture
correctness and also gesture class labels.
Differently from [192]:
1. the pipeline is modified to temporally align the patches from both hands,
2. domain-specific pre-training is used to extract better representations,
3. the LSTMs are adapted to cope with the static and dynamic gestures,
4. the output function is modified to be categorical instead of continuous,
5. a single prediction is performed instead of frame-wise predictions.
As a result, as it can be observed in Figure 6.6, the proposed pipeline is divided in
three main stages: (i) hand patch extraction, (ii) CNN fine-tuning and feature extraction,
and (iii) temporal aggregation with the LSTM. These three stages are next described in
detail.
Hand Patch Extraction: Similar to the preprocessing steps in multi-modal method we
extract body parts and using hand joints we extract image patches around both hands. In
order to avoid the ambiguity in detecting the active hand, the same pre-processing step
for flipping left and right hands in lateral gestures are also applied before sending the
patches as input to the training network.
Hand Gesture CNN: In order to extract highly discriminative spatial features from the
hand patches, we first fine-tune a CNN to classify the gesture and whether the gesture is
correct or incorrect. For this purpose a GoogleNet architecture [217] is chosen since it has
shown to provide competitive results while being lightweight compared to other models
such as VGG [211]. Moreover following [174], we initialize the CNN with Deep Hand







































Figure 6.6: The proposed pipeline for hand configuration representation and gesture
recognition. Spatial information is extracted from hand patches by feeding them to a
CNN, and temporal information is leveraged using Long Short-Term Memory.
[112], a GoogleNet model trained with Expectation Maximization (EM) on approximately
one million images to predict 60 different gestures.
Concretely, we reinitialize all the weights in the loss streams of the GoogleNet
(GoogleNet has three classification layers), and fine-tune the network with the Praxis
dataset (Section 6.7.1). In order to force the network to find highly discriminative fea-
tures, the two output layers are reshaped to predict a probability distribution over 58
labels, where the first half corresponds to the 29 correctly-executed gestures, and the
second half corresponds to their incorrect execution.
The hand gesture CNN is trained with Stochastic Gradient Descent (SGD) by minimiz-
ing the cross-entropy loss function using the Caffe Deep Learning Framework [98] during
ten epochs, with a learning rate of 0.001 except for the reinitialized layers, for which is ten
times higher. Standard data augmentation is performed by extracting random 224 × 224
sub-crops from the hand patches, and by randomly performing horizontal flips, i.e. ran-
domly flipping the image crops along a central vertical axis following a Bernoulli distribu-
tion with p = 0.5.
After fine tuning, feature activation maps for the whole dataset are extracted from
the last pooling layer. These feature vectors have a dimensionality of 1024. Once
extracted, feature vectors from both hands in the same frame are concatenated, forming
a 2048-dimensional feature vector. This concatenated vector is then fed to a LSTM, which
is explained next, in order to leverage the temporal information present in the videos to
make the final prediction.
Aggregating Temporal Information: Given a set of consecutive frames F = {f1, ...fn}we
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are interested in recognizing the gesture represented in those frames pg = p(gesture|F )
and whether the gesture is correct or incorrect pc = p(correct|F ). Hence, LSTMs are
especially suited for this problem, since they are able to model long term dependencies
by regulating the flow of information in the LSTM cell using their gates. Moreover, given
that the gestures are executed at different speeds and thus, sequences have a variable
number of frames, LSTMs fit perfectly to this problem since they allow information of
variable-length sequences to aggregate.
Given the features of both hands extracted from the CNN that correspond to F , two in-
dependent LSTMs are trained by means of BPTT so as to model pc (Probability of gesture
performance correctness), and pg (Probability of gesture class label) respectively. Note
that pc and pg are separately trained since pg is known at the test time. Thus, training
pc gesture-wise results in a higher performance since the model does not lose capacity to
find the gesture class. To predict the correctness classification of each gesture an individual
LSTM is trained for each gestures (29 LSTM with binary correct/incorrect output). How-
ever, for gesture class label prediction, one LSTM with 29 output is dedicated. Different
from [192], where the Mean Squared Error (MSE) is minimized on each frame, the LSTMs
used in this work are trained to minimize the cross-entropy error of single prediction on
whole video sequences, thus zeroing out the output and gradients of intermediate frames.
In order to overcome the bias towards correct predictions due to the data imbalance (In
26 gesture classes out of 29 classes, the number of correct performances are higher than
incorrect performances.), the loss function for pc was weighted to increase the sensitivity
to the correct examples. Without weighting, we found that the model always predicted
the majority class. Concretely, it is changed from:




where M is the number of samples, O is a 2-d vector containing pc, and c ∈ {0, 1} is
the class label (incorrect, correct), to:




Since p(c) corresponds to the fraction of training video sequences labeled as c, and
given that incorrect gesture sequences are underrepresented in the dataset, multiplying
the loss by 1− p(c) increases the penalty of misclassifying an incorrect gesture.
The LSTMs are trained with torch2 using Adam [109] until they reach a plateau.
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Figure 6.7: 2D gridsearch example. Best combinations are found iteratively from coarse
to fine.
Weights are initialized by sampling from a uniform distribution unif{−0.8, 0.8}, and the
network architecture and hyperparameters are chosen by gridsearch, see Figure 6.7 for an
example.
In order to compare the diagnostic performance of LSTM classifier with clinician’s deci-
sion, a decision tree is trained using outcome of gesture correctness test. The best pruning
level of the decision tree is calculated with cross validation method. Therefore, the cor-
rectness results of a subject performing the gestures are exposed to the decision tree and
resulted in a decision whether a subject is healthy or pathologic. Another decision tree
is trained using ground-truth labels of gesture correctness test which is annotated by the
clinicians. Comparison between the classification performance of the two decision trees
interestingly shows how the LSTM classifier outperforms clinicians in diagnostic decisions
based on a subject’s performance. Accordingly, it develops an objective criteria by learning
dynamics of the gestures globally in the whole dataset.
6.7 Experiments and analysis
6.7.1 Dataset
We collected a new challenging RGB-D upper-body gesture dataset recorded by Kinect
v2. The dataset is unique in the sense that it addresses the Praxis test, however, it can
be utilized to evaluate any other gesture recognition method. List of the gestures, their
assigned ID and a short description about them is shown in table 6.1. Each video in the
dataset contains all 29 gestures where each one is repeated for 2-3 times depending on
the subject. If the subject performs the gesture correctly, based on decision of the clinician,
178 Chapter 6. Gesture Recognition
Category Uni/Bimanual ID Type Description Similar gestures
Abstract
Unimanual
A1-1 Static Left hand on left ear A1-2, A1-3, A1-4, S1-1, S1-2, S1-5, P1-5
A1-2 Static Left hand on right ear A1-1, A1-3, A1-4, S1-1, S1-2, S1-5, P1-5
A1-3 Static Right hand on right ear A1-1, A1-2, A1-4, S1-1, S1-2, S1-5, P1-5
A1-4 Static Right hand on left ear A1-1, A1-2, A1-3, S1-1, S1-2, S1-5, P1-5
A1-5 Static Index and baby finger on table P1-3, P1-4, A2-2
Bimanual
A2-1 Static Stick together index and baby fingers S2-1, S2-4, P2-1, A2-2, A2-5, A2-3, A2-4
A2-2 Dynamic Hands on table, twist toward body P2-2, P1-4
A2-3 Static Bird A2-1, A2-4, A2-5, S2-1, S2-4
A2-4 Static Diamond A2-1, A2-3, A2-5, S2-1, S2-4
A2-5 Static ring together A2-1, A2-3, A2-4, S2-1, S2-4
Symbolic
Unimanual
S1-1 Static Do a military salute A1-1, A1-2, A1-3, A1-4, S1-2, S1-4, P1-1, P1-3
S1-2 Static Ask for silence A1-1, A1-2, A1-3, A1-4, S1-1, S1-4, P1-1, P1-3, P1-5, S1-3
S1-3 Static Show something smells bad S1-2, S1-5, S2-4, P1-2, P1-5
S1-4 Dynamic Tell someone is crazy P1-1, P1-3, A1-1, A1-2, A1-3, A1-4
S1-5 Dynamic Blow a kiss S1-2, S1-3, P1-5
Bimanual
S2-1 Dynamic Twiddle your thumbs S2-4, P2-1, A2-5
S2-2 Static Indicate there is unbearable noise S2-3, S2-4, P2-4, P1-1
S2-3 Static Indicate you want to sleep S2-2, S1-1, S2-4, A1-1, A1-2, A1-3, A1-4
S2-4 Static Pray S1-2, S1-3, S1-5, S2-3, A2-5
Pantomime
Unimanual
P1-1 Dynamic Comb hair S1-1, S1-4, P1-3, A1-1, A1-2, A1-3, A1-4
P1-2 Dynamic Drink a glass of water S1-2, S1-3, S1-5, P1-5
P1-3 Dynamic Answer the phone P1-1, S1-1, S1-4, A1-1, A1-2, A1-3, A1-4
P1-4 Dynamic Pick up a needle P2-1, P2-3
P1-5 Dynamic Smoke a cigarette P1-2, S1-2, S1-3, S1-5
Bimanual
P2-1 Dynamic Unscrew a stopper S2-1, P2-5, A2-5, P2-4
P2-2 Dynamic Play piano P2-5, A2-2
P2-3 Dynamic Hammer a nail P1-4, P2-5, P2-4
P2-4 Dynamic Tear up a paper P2-3, P2-1, P2-5
P2-5 Dynamic Strike a match P2-1, P2-3, P2-4
Table 6.1: List of the available gestures in the dataset and corresponding information.
the avatar continues the experiment with the next gesture, otherwise, they repeat it for
1-2 more times. Using the new Kinect v2 we recorded the videos with resolution of RGB:
960×540, depth: 512×424 without human skeleton information. The videos are recorded
continuously for each subject. The dataset has a total length of about 830 minutes (with
average of 12.7 minutes for each subject).
We ask 60 subjects to perform the gestures in the gesture set. From the subjects,
29 were elderly with normal cognitive functionality, 2 amnestic MCI, 7 unspecified MCI,
2 vascular dementia, 10 mixed dementia, 6 Alzheimer patients, 1 posterior cortical at-
rophy and 1 corticobasal degeneration. There are also 2 patients with severe cognitive
impairment (SCI). We didn’t use the two SCI patients’ videos in the experiment since their
performances were erratic and noisy and not useful for current study. However, we kept
them in the dataset for further studies.
All of the videos are recorded in office environment with fixed position of the camera
while subjects sit behind a table where only their upper body is visible. The dataset
is composed of fully annotated 29 types of gesture (14 dynamic, 15 static). All of the
gestures are recorded with fixed ordering, though the repetition of each gesture could
be different. There is no time limitation for each gesture which makes the participants
to finish their performance naturally. Laterality is important for some of the gestures.
Therefore, if these gestures are performed with the opposite hand, those are labeled as
"incorrect" by the clinician. To standardize the test procedure, a 3D animated avatar
administrates the experiments (Figure 6.8). First, she starts with performing each gesture
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Figure 6.8: The virtual avatar guides the patients in a virtual environment.
by precisely explaining and giving instructions about how the participant should perform
it. Next, she asks the participant to perform the gesture by sending a "Go" signal. The
gestures are also divided into three main categories: Abstract, Symbolic and Pantomime
gestures abbreviated by A, S, and P, respectively (Figure 6.1).
Although the dataset was collected using the same setting for all of the subjects, it is
still challenging because of the selected gestures and the subjects who are real cognitive
patients coming to memory center. For some of the gestures in the dataset only hand pose
differs but the whole body part configuration and gesture dynamics are very similar as
shown in Figure 6.9.
The main focus in the dataset is on two tasks: "gesture recognition" which consists in
learning to recognize gestures from several instances of each category performed by dif-
ferent subjects and "correctness of performance" which is the evaluation of gestures based
on quality of performance by each subject. The second task is more challenging since the
"correctness" is subjective and depends on the professional opinion of the clinician and is
not obvious all the times. The dataset is now publicly available for research community to
bring more contributions on this task.
For the experiments we follow three-folds cross validation protocol, in which we divide
the dataset into three nearly balanced subsets (patients 1-16, 17-37, and 38-58) . At each
fold we run the training with the videos in the current fold and we use the two other
subsets for validation and monitoring of training performance and also hyper-parameters
optimization and finally testing.
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Figure 6.9: Examples of challenging cases in Praxis gesture dataset. Some of the gestures
are very similar in upper-body and arm movement and only differs in hand pose (a) and
(b). Almost half of the gestures require both hands to perform e.g. (c, g). Some dynamic
gestures are very similar and just differ in speed and range (c, d). Performer variation
in upper body dynamics: some of the subjects keep their upper-body steady, while the
others aim toward the camera (g, h). For some other gestures, dynamic of the gesture
differs totally from subject to subject where some subjects gesticulate more (e, f). In
some gestures subtle hand movements make the difference between correct and incorrect
performances which makes the recognition task very challenging (i and k are incorrect










Table 6.2: Comparison of the obtained results using proposed method in terms of accuracy of gesture classification and correctness

































Method Static Dynamic Average Static Dynamic Average
Skeleton
Distance 70.04 56.99 63.51 72.04 59.93 65.98
Angle 57.21 51.44 54.32 68.13 62.16 65.14
Distance+Angle 61.83 55.78 58.80 70.06 61.49 65.77
Multimodal Fusion RGB (VGG) 67.63 63.18 65.40 68.21 63.54 65.87
RGB (VGG)+Skeleton 72.43 62.75 67.59 70.72 64.55 67.63
improved dense
trajectories (iDT)
HOG/HOF 65.04 61.31 63.17 61.89 57.37 59.63
MBHx/MBHy 70.32 75.49 72.90 55.63 72.93 64.28
Deep Learning CNN+LSTM 92.88 76.61 84.74 93.80 86.28 90.04
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6.7.2 Evaluation Metric
6.7.2.1 Mean Class Accuracy Metric
To evaluate a performance of the proposed methods we use Mean Class Accuracy metric.






1(yi = c) (6.15)
where yi is the label assigned to sample i, 1(x) is the indicator function. Then, the







where C is set of action classes. Due to random factors such as random initialization
we run each experiment two time and then we calculate the Mean Class Accuracy in order
to make the comparisons fair and possible.
6.7.3 Results and Discussion
In this work we made a stride towards non-invasive detection of cognitive disorders by
means of our novel dataset and an effective deep learning pipeline that takes into account
temporal variations, achieving 90% average accuracy on classifying gestures for diagnosis.
The performance measurements of the applied algorithms are given in table 6.2. In both
tasks (gesture and correctness classification) concatenated dense trajectory based local
descriptors performs relatively better than the others (except CNN+LSTM), especially, in
dynamic gesture category. Particularly in gesture classification of dynamic gestures its per-
formance is almost identical to CNN+LSTM approach. One possible explanation is that
MBH descriptors are good in encoding motion pattern and since dynamic gestures include
lots of motion they are capable of capturing them. This feature handle temporal informa-
tion better than the others and reach the same level as the LSTM models. They perform
poorly in correctness of static gestures since 60 to 70 percent of frames in static gestures
are static gestures that do not contain any motion and the subject is in stable position in
a specified gesture’s key frame. CNN+LSTM does not perform good in dynamic gestures
as good as static one, possibly because of the high variation in dynamic gestures. It is
interesting to see that, by using distance feature in articulated skeleton based approach,
we obtain competitive results compared to the others. We hypothesize that the good re-
sults are obtained due to the robust skeleton joint information and highly varied data in
the dataset. However, this method performs poorly when it comes to dynamic gesture
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classification. The reason for its poor performance might be lack of enough articulation in
hand poses when we solely rely on the joint information specially in the gestures which
upper-body configuration does not differ between gestures (e.g. Fig. 6.9 e, f). The results
also demonstrate that the combination of both modalities (skeleton with image patches) is
more robust and reduces confusion as shown by increase in the recognition rate of gesture
classification of static category and correctness of static and dynamic categories.
As can be observed the proposed method (CNN + LSTM) outperforms all the methods
in all of the tasks. It is important to note that these results are obtained by using gesture-
wise LSTMs on hand patch data extracted from a CNN trained for classifying correctness
and gesture simultaneously. Hence, since the task performed by the CNN is harder, it has
to learn more discriminative features which then could be used by the LSTMs to better
classify the video sequences. The existence of static and dynamic gestures did also con-
dition the decision of using individual LSTM classifiers since 1 layer and 32 hidden units
sufficed for most of the static sequences while the dynamic sequences needed up to 6 lay-
ers and 256 hidden units. This was expected since LSTMs that classified dynamic gestures
had to model complex temporal relationships while the static gesture LSTMs needed only
to find the exact frame where the gesture was performed and apply a linear classifier on
the frame CNN features. Additionally, the fact that the LSTMs were trained gesture-wise
allowed us to use sequences from other similar gestures as negative samples during train-
ing. It is interesting to see how our representation learning method outperforms all of
the hand-crafted feature methods’ performance. It is unlikely that having more data will
improve hand-crafted methods’ performance. However, it is highly expected that as more
training data become available, the representation learning approach will achieve even
more accuracy and better suited for independent settings.
The confusion matrices in figure 6.10 and 6.11 illustrate the behavior of our
CNN+LSTM method in gesture classification task. The superior performance of the clas-
sifier in static gestures classification is immediately apparent. It can be noticed that some
gestures are easily classified. This is the case for gesture A1_2 that is always classified
correctly and its highest false positive (FP) belongs to the class S1_3 whose arm config-
urations during the static frames are identical. In dynamic gestures there are more con-
fusions which most of them are because of resemblance in body and arm configurations
and also variations coming from performer that gesticulate more or does extra arbitrary
motions. The clearest example of this confusion is between gesture P2_4 and P2_5 (figure
6.9) where the pantomime gesture "tearing a paper" is very similar to "lighting a match"
gesture and the only difference to separate the two is the speed of performing the gesture.
From clinician point of view fine-grained gesture classification is not important. What
concerns them is evaluation of gesture correctness. They already know which gesture the



































































































































































































































































































































































































































































































Figure 6.11: Dynamic gestures
Figure 6.12: Confusion Matrices for the predicted gestures. The number in each element
of the matrices indicates the number of predicted instances.
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Static
Gesture Folds
1 2 3 Average
S1_1 1 0.952 1 0.984
S1_2 0.955 0.930 1 0.961
S1_3 0.906 0.925 1 0.943
S2_2 1 0.906 0.968 0.958
S2_3 0.978 1 1 0.992
S2_4 0.933 0.951 0.885 0.923
A1_1 1 1 1 1
A1_2 1 1 1 1
A1_3 0.968 1 1 0.989
A1_4 0.969 1 1 0.989
A1_5 0.903 0.900 1 0.934
A2_1 0.833 0.742 0.789 0.788
A2_3 0.870 0.851 0.900 0.874
A2_4 0.833 0.694 0.800 0.775
A2_5 0.923 0.920 1 0.947
Table 6.3: Results in terms of correctness of performance for each fold in static gestures.
Dynamic
Gesture Folds
1 2 3 Average
S1_4 0.976 1 0.941 0.972
S1_5 0.891 1 1 0.963
S2_1 0.882 0.906 0.937 0.908
P1_1 0.895 0.854 0.968 0.906
P1_2 0.800 0.866 0.875 0.847
P1_3 0.730 0.888 0.937 0.852
P1_4 0.745 0.836 0.781 0.787
P1_5 0.869 0.880 0.968 0.906
P2_1 0.769 0.795 0.875 0.813
P2_2 0.857 0.906 1 0.921
P2_3 0.814 0.750 0.810 0.791
P2_4 0.869 0.880 0.777 0.842
P2_5 0.666 0.711 0.795 0.724
A2_2 0.846 0.794 0.880 0.840
Table 6.4: Results in terms of correctness of performance for each fold in dynamic gestures.





















































Figure 6.13: The comparison of F1-scores with respect to subjects obtained by different
methods for (a) static and (b) dynamic gestures. The proposed method (highlighted by
red) shows better F1-score for most of the subjects and is less erratic compared to the
others.
subject is asked to perform (class label) and what is important is to know if that speci-
fied gesture is carried out correctly or not. Tables 6.3 and 6.4 illustrate detailed gesture
correctness evaluation at each fold on static and dynamic gestures respectively. For each
gesture we achieve an acceptable accuracy that ensures robustness of the classifier which
is very important for diagnosis task. Again it immediately becomes evident that the per-
formance in static gestures (12 out of 15 class’s accuracy is higher than 90%) category
surpass dynamic category, although, there are more instances of dynamic gestures in the
dataset and intuitively it is more likely for the classifier to learn the dynamics of these
gestures. But it seems that complexity of these categories and nuances of gesture cor-
rectness of some of the gestures are too much to be learned with available number of
trials. It also underlines the fact that handling temporal information is more difficult and
even LSTM is not completely successful in modeling time. all This also gives a hint for
clinical aspect of the work that the static category is more appropriate one and should
contribute more in later data collections and more gesture classes of this category should
be included in order to have more reliable evaluations. Capturing incorrect performances
are of utmost importance that small nuance can affect accuracy of the diagnosis reports.
This is because some gestures are simple enough for the subjects and most of the time are
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Figure 6.14: ROC of diagnostic classification using decision trees.
performed correctly while it is important and decisive to capture incorrect performances.
This problem is rooted in unbalanced dataset where some classes have a few instances
of incorrect performances. Although, the problem rectified somehow using similar ges-
tures and employing the loss function, the nature of incorrect performances still remains
undefined. Incorrect gestures could include anything and this makes these classes highly
variable. Similar gestures stay far from real incorrect instances of a class and in some
cases it might cause even more confusion. For example, we take gesture P2_2 which is
"playing piano" gesture as similar gesture for abstract gesture A2_2 but in practice when
a patient performs P2_2 incorrectly, the incorrect performance is very close to P2_2 and
far from A2_2. Moreover, in practice there are some subject specific redundant move-
ments. For example, some subjects have specific mannerism and repeat it sporadically
(one subject fixes his glasses before every performance and another one aims towards the
examiners and asks questions). Although these subjects perform the gestures correctly
but these additional movements hinder the proper evaluation. Ideally these subject spe-
cific movements could be learned and filtered out during pre-processing phase. In order
to show the effectiveness of the proposed approach on evaluation of performance across
individuals which is essential in terms of diagnosis, we conduct a comparative analysis
using F1-score (figure 6.13). It can be observed that for most of the subjects CNN+LSTM
surpass the other methods acquiring higher F1-score underlying that CNN+LSTM is more
consistent and reliable as compared to the other methods specially when static gestures
are taken into consideration. The highest F1-score fluctuations happen for subjects #15
to #40 where it can be verified that CNN+LSTM shows less fluctuations with an average
score of 82% when compared to the others. Finally, to delve deeper into the details of
188 Chapter 6. Gesture Recognition
P2_1        P2_1 < 0.833
A2_2        A2_2 <  0.25
S1_4  <  0.416 S1_4          
A2_5        A2_5 <  0.25
P1_1         P1_1 <  0.375
S1_4         S1_4 <  0.667
Figure 6.15: Ground-Truth
A2_2       A2_2 < 0.25
P2_1         P2_1 <  0.875
S1_3  <  0.166 S1_3          
S2_2  <  0.33 S2_2        
A1_4        A1_4 < 0.75
S1_5         S1_5 <  0.833
P1_3         P1_3 <  0.291
Figure 6.16: CNN+LSTM
Figure 6.17: Resulted trees illustrated using the trained decision tree classifier. Green
leaves represents "Normal", while red leaves indicates "Pathologic" subject.
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cognitive assessment of the subjects, we need to highlight the importance of the correct-
ness classification of the gestures. As the classifier is only trained on correctness labels of
the given instances, there is no immediate correlation between correctness of a gesture
and condition of a subject. For example, a subject can perform one gesture correctly and
the condition of the subject could be either normal or pathologic and therefore can not
be inferred by relying on the correctness of that specific gesture. To ascertain the link
between the correctness information of the gesture performances and the health status
(healthy versus pathologic) of a subject, a pattern analysis needs to be carried out. Know-
ing knowledge discovery quality of decision trees and their high predictive performance,
a tree model is trained given both overall performance of subjects on the gesture set and
their condition as input. F = {fi|i = 1 . . . 29} is the normalized feature vector of a sub-
ject where fi belongs to a gesture in the dataset showing the performance of the subject
on that gesture. To verify the efficacy of the predictions obtained by the LSTM classifier,
two feature vectors are created for each subject; one from ground-truth correctness values
(labeled by clinicians) and the other one using correctness labels produced by the classi-
fier. Then, the decision tree is trained to predict the condition of the subject whether it is
normal or pathologic.
Figure 6.14 illustrates performance of the trained classifiers. Using the ground-truth
labels, the decision tree can decide about condition of the subjects with 92% accuracy,
whilst this rate is 95% when predictions related to the LSTM classifier are used. The
accuracy difference of the two predictions (3%) is related to only two patients (Patients
number 23 and 40). The low rate of discrepancy between the ground-truth and classifier’s
diagnostic predictions encourages that the objective assessment is achievable. This also
implies that all the diagnostic information can not be mined only observing the gestures
and the clinicians subjective opinions play an important role in providing final diagnoses.
The trained decision trees are depicted in figures 6.15 and 6.16. The most decisive
gestures in diagnosis can be seen in nodes of the generated trees. Gestures A2_2 and P2_1
appear on root and first child node of both trees denoting their high impact contribution
in diagnosis. Although it was observed that the accuracy of the classifications of the static
gestures is higher than that in the dynamic gestures, the most important gestures appeared
in the node of the trees belong to both categories (4 static and 6 dynamic). In total, there
are 10 different gestures selected by the decision trees showing that an optimal subset
of gestures and subsequently a shorter Praxis test consisted of lower number of gestures
could be practiced. However, the trees are self-explanatory and very easy to follow and
they are therefore comprehensible by the clinicians and even if it is required they can
explain the performance of a subject and argue about the decision. Moreover, using the
trees, a descriptive set of rules can be generated which explains what kind of performance
would lead to an specific opinion. Further analysis can be carried out by applying different
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Figure 6.18: Shows the procedure of finding reaction and movement time using statistics
of the extracted local descriptors (MBH). Green circles show dense scatter of the descrip-
tors (Lots of motion), whilst, the red circles illustrate a sparse distribution (Indicating
existence of less or no motion).
data mining techniques to interpret the results and this will be investigated in our future
study.
6.8 Gesture Recognition Framework for Medical Analysis
To make the best use of the automatic assessments we need to deliver the obtained results
and evaluations in an appropriate way to the clinician. Such presentation enables the
clinicians to check the evaluations and analyze the assessments and make proper decisions
regarding the patients. Therefore, we have developed a user-friendly gesture recognition
tool including all of the extracted information from the data as well as additional useful
information requested by the clinicians. This application provides doctors with detailed
information about individuals and every gesture they perform, hence it helps doctors to
have a thorough analysis of condition of a subject. The developed tool makes our method
practical in real-world practices.
6.8.1 Reaction/Movement Time Detection
Other than correctness of the performed gestures, there are various parameters that
plays an important role in diagnosis. We need to provide those required information
to the clinicians: Reaction Time is the time duration between the instant clinician or
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avatar gives the “GO” signal to the subject and the instant which subject actually starts to
perform the gesture. Reaction time is also an important factor in diagnosis of cognitive
disorders. It shows how responsive a subject is toward a signal. The reaction time could
be a positive or a negative value. Some subjects do not wait for the signal and start to
move their body parts performing gestures. In such cases the reaction time is negative
because it happens before the “GO” signal. If the subject performs the requested gesture
after the signal, the reaction time is positive. A negative value or a high positive value of
the reaction time could be an indicator of a disorder. Because in both cases the subject is
unable to pay enough attention to the given signals. Movement Time is the time duration
between the reaction time instant and the instant that the performance is finished or the
upper-body become stable (depending on the gesture type). The movement time is also
an important factor for the clinicians in the analysis of a patient’s cognitive status. A high
value of movement time shows that the subject is unable to perform the gestures correctly
and in a reasonable time.
To calculate these two values (Reaction and movement times), we use statistics of ex-
tracted motion descriptors. We use the local descriptors that we extracted previously for
gesture classification (We get best results with MBH descriptors since these features are
more sensitive to motion). But here, instead of representing a gesture with the descrip-
tors, we count the number of descriptor to detect a change in the pattern of motion. As it
is shown in figure 6.18 right after the “GO” signal is given by the avatar, a few descriptors
are detected that show no change in the position of the subject’s body parts. We chose
these number as our reference. Reference data is chosen from the first w frames. We con-
tinue and check number of descriptors in a windows size of w and compare its containing
descriptor number to the reference window’s descriptor number. If no change is detected,
we continue to the next window. The procedure continues until a big change occurs in the
number of descriptors (bigger than a threshold learned from the training data). The time
instant the big change occurs is chosen as the moment that the subject starts to perform
the gesture, hence, is the moment of reaction. We use this instant to calculate the reaction
time by finding its distance to the moment of the issued “GO” signal. The same procedure
continues until a drastic increase in number of descriptors is observed. This means that
either the performance is finished (in dynamic gestures) or the position of body is stable
(in case of static gestures). We use this moment to calculate the movement time (6.18).
This time is the difference between the reaction moment until the detected last movement
moment.
According to the clinicians, the most important part of the performance in static ges-
tures is the last part of performing the gesture. For example if the subject is asked to
perform an abstract gesture such as creating a diamond shape with the hands, only the
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Figure 6.19: Shows the procedure of gesture spotting by finding beginning and ending
time instant of gestures.
last part where the subjects thinks that the requested gesture is performed is important.
The subject can try for a while until s/he manages to perform the gesture. However, when
s/he thinks that the gesture (for example diamond shape) is performed, s/he stays for a
while in this position until s/he put her/his hands back on the table. Based on the same
principle for the detection of reaction/movement times, we can detect this crucial moment
called the key-frame.
6.8.2 Key-Frame Detection
In static gestures we have two peaks of motion if we plot the motion descriptors like figure
6.18. One peak is at the beginning when the subject starts to perform the gesture and the
next one is when the subject puts his/her hands back on the table. Most of the frames
between the two detected peaks belongs to the time where the gesture is performed and
contains the key-frames. Using the statistics of the descriptors we find the two peaks and
we chose one of the frames between the peaks as the key-frame.
6.8.3 Gesture Spotting
The recorded dataset consists of gesture instances recorded in a continuous fashion. A
video recorded from a subject contains all of the performances by that subject. Therefore,
before evaluation of gestures (either gesture recognition or correctness evaluation), the
gestures should be spotted in the long videos. We need to segment the videos by detecting
beginning and ending of the gestures. To achieve this we follow a sliding windows ap-
proach. Our dataset is recorded in a controlled settings and we know that all the subjects
starts their performances by their hands on the table. Later, when they finished perform-
ing the gesture, they put their hands back on the table. Knowing that, we train a classifier
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Figure 6.20: illustrates the user-interface of the application developed for gesture analysis.
The clinicians can easily use the tool to analyze every gesture performed by each subject
and receive useful information about them.
that only recognizes when a subject takes hands off the table or put them back on the
table (The classifier is trained on two hands up and hands down classes and a background
class). We have this prior knowledge that a "taking hands off the table" will be followed
by a "Put hands back on the table". We slide the classifier through the videos to detect
hands up/down frames. The long video is segmented to short clips of gesture instances
using the spotted hands up and down frames (Figure 6.19).
6.8.4 The Application
Figure 6.20 illustrates the user-interface of the developed application. The application
provides the clinicians with a comprehensive report about all aspects of the performed
gestures. Using the methods suggested in this chapter extra information regarding the
gesture performances are provided to the clinician that otherwise was not possible to
obtain. Therefore, this information helps the clinicians to have detailed analysis about
each patient and take reliable decisions.
194 Chapter 6. Gesture Recognition
6.9 Conclusion
Early diagnosis of cognitive impairments are essential to provide better treatment for older
adults. Praxis test is accepted as diagnostically indicative sign of cortical pathologies such
as AD. Despite being simple, straightforward and reliable estimate of the AD, the test is
frequently ignored by clinicians. To avoid such situations which arise during this process,
we propose a computer-assisted solution to undergo evaluation of automatic diagnosis
process with help of computer vision. The evaluations of the system can be delivered to
the clinicians for further assessment in decision making processes. We have collected a
unique dataset from 60 subjects targeting analysis and recognition of the challenging ges-
tures included in the Praxis test. To better evaluate the dataset we have applied different
methods using different modalities. The algorithm based on geometrical features (Angle
and distance) obtained competitive performance to the fusion models. Fusion of geometri-
cal features does not improve the recognition performance because of low discriminative
power of angle features that reduces the power of the aggregated descriptor. However,
fusion of geometrical and VGG features always outperform the individual and combined
geometrical features. The framework based on dense trajectory descriptors outperformed
other baselines. In the evaluation of dynamic gestures, dense trajectory based approach
showed competitive results to the deep learning framework. Experiments showed higher
recognition rate for correctness and gesture label of static gestures. Using CNN+LSTM
we have shown strong evidence that complex near range gesture and upper body recog-
nition tasks have potential to be employed in medical scenarios. However, there is a big
margin between the performance of static and dynamic gestures, suggesting that temporal
information is still difficult to model even when LSTM RNNs are used. We have also devel-
oped a gesture evaluation application to provide the clinicians with the obtained results
and evaluations. The clinicians can go through performance of individual subjects and
analyze this performance by checking information of every gesture instance in the set. In
order to be fully practical, the system must be evaluated with larger population. How-
ever, satisfactory feedback of clinicians from our preliminary evaluations is a promising
commencement.
Chapter 7
Conclusion and Future Work
“Neither the human condition in particular nor our explanatory knowledge in
general will ever be perfect, nor even approximately perfect. We shall always be
at the beginning of infinity.”
- David Deutsch
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In this thesis we propose a comprehensive framework for human activity recognition. We
localize the activities in untrimmed videos using unsupervised learning of the scene re-
gions. The activities inside the scene regions are described through Hierarchical Activity
Models that handle the spatial and temporal aspects of occurring activities. The hybrid
framework takes benefits of supervised classifiers to label the generated models, while,
unsupervised framework stores learned dictionaries to measure activity models similari-
ties. Two supervised frameworks based on Bag-of-words and Fisher Vector encoding is also
developed to produce the baseline evaluations. Our conducted experiments demonstrated
that the proposed hybrid methods achieve state-of-the-art results compared to the super-
vised evaluated baselines. For more precise recognition of activities in a region, a com-
prehensive gesture recognition framework is developed in order to conduct fine grained
recognition gestures and actions. Our gesture recognition framework based on deep neu-
ral networks outperforms the evaluated hand-crafted methods. This framework will be
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integrated to the activity recognition framework to produce more precise activity models.
We also provide an interactive user-friendly tool for clinicians enabling them to analyze
conditions of patients and make the right diagnostic decision. We conclude our work
pointing out key contributions (Section 7.1) and their limitations (Section 7.2). Finally,
we discuss about the short-term and long-term perspectives (Section 7.3) emphasizing on
the directions we will take in our future research in the field.
7.1 Key Contributions
Unsupervised scene modeling and activity discovery
We propose an unsupervised zone scene modeling using the trajectory information
of moving agents in the scene. This way, we found the most interesting areas in the
scene where the probability of occurring activities are higher. Additionally, unsupervised
scene models combined with a knowledge-based hand-crafted model, enabled modifying
(merge/split) of the scene models in order to find the optimal shape of the activity regions.
Dynamic length unsupervised video segmentation
Using the calculated zone scene models, we propose an unsupervised dynamic-length
video segmentation method. Unlike sliding window methods or fixed-size video segmen-
tation for detection of activities, scene model helped to discover activities (Beginning and
ending of activities) happening in the scene. To break down long-term videos into smaller
chunks, we use global motion information along with the boundaries of each region to
detect enter/exit moments to the regions.
Hierarchical Activity Models
The scene models are used for extracting multiple abstraction layers out of global motion
information. We used these layers to construct hierarchical tree-structured activity models.
Generating Hybrid Activity Models
The constructed hierarchical models are based on global motion information. In order
to benefit from the local motion information, we propose a hybrid model that combines
global motion information with higher level knowledge produced by a supervised
classifier based on local descriptors. Empowered by the knowledge from supervised
annotations, generated hybrid models are suitable for describing the observed activities in
the scene. The hybrid framework outperforms supervised and unsupervised frameworks
in our experiments.
Generating Unsupervised Activity Models
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We also proposed an unsupervised framework based on hierarchical models. In this
version, rather than training a supervised classifier with extracted descriptors, we use
them to train a visual vocabulary (dictionary or codebook) for each descriptor type. The
generated codebooks are combined with the hierarchical models, represented the final
activity description models.
Zone Refinement with Hand-crafted Activity Models
To cope with inaccurate scene region shapes, we proposed a zone refinement method
based on knowledge interaction. The scene region information learned from the training
data in an unsupervised way is shared with an ontology-based hand-crafted model. If
the defined regions do not comply with each other, a split or merge operation applied to
rectify their spatial form. The knowledge interaction between the two methods continues
in a loopy way until an optimal segmentation of regions is acquired.
Online Activity Recognition
The proposed frameworks are capable of performing online activity recognition, thanks
to the automatically created scene models. During the test, the input video stream
can be segmented by the scene regions provided by the scene model and feed into the
recognition block of the framework.
Gesture Recognition
In this thesis, we present four gesture recognition frameworks working with one or
combination of different modalities. The modalities include: RGB, depth map, and
skeleton information. The frameworks utilize these data modalities to retrieve mean-
ingful information for gesture classification. They targeted two classification challenges:
gesture classification and gesture correctness. The second task is more challenging due to
high intra-class variability of the performances. The proposed framework based on deep
learning (CNN+LSTM) surpasses the other frameworks in both tasks.
Assessment of cognitive disorders and new PRAXIS dataset
Being informed by dementia experts, the Praxis gesture test is indicative of cognitive
disorders such as Alzheimer’s disease. The proposed gesture recognition frameworks
are employed to assess cognitive disorders in senior adults. To evaluate the developed
methods, we have collected a gesture dataset based on the Praxis test from 60 real de-
mentia patients (830 minutes of video including RGB, depth, and skeleton information).
Thanks to the annotation of gesture correctness by the clinicians, we introduced new
challenges which were missing in the state-of-the-art datasets. Based on our evaluations,
the proposed expert system outperforms human experts in the accuracy of diagnosis.
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We have also developed an assessment tool with a user-friendly interface for the clinicians.
Evaluations on the recorded and public datasets
We provided extensive experiments on the recorded gesture dataset to evaluate our pro-
posed gesture recognition methods. We also performed extensive evaluation of hand-
crafted and deep-learning based activity recognition frameworks on daily-living activity
recognition datasets.
7.2 Limitations
The proposed methods in this dissertation have some limitations. Some of these lim-
itations can be investigated and resolved as an extension of current work in the near
future. However, some limitations are intrinsic to the computer vision community and
still are open problems. In this section we describe these limitations and the final section
is dedicated to the discussion of short-term and long-term perspectives.
Unsupervised scene modeling and activity discovery
Modeling long-term activities requires even a deeper exploration of the topic. For
example, in performing long-term daily activities, no temporal constraint is observed.
Performing an activity can take a few seconds by a subject whilst the same activity takes
minutes by another one. An unsupervised method estimating such temporal constraints
(If there is any), can generate more precise activity models.
Dynamic length unsupervised video segmentation
Our segmentation relies on triggering enter and exit events from a scene region. In a
more complex daily living scenario, this assumption can be misleading and results in a
inaccurate video segmentation. For example a subject can sit on a chair (Inside “Chair”
scene region) and perform first “Reading” and then change to “Drinking Coffee” activity.
In this scenario our segmentation method will rely on enter/exit timestamps producing
wrong delineation of activities.
Hierarchical Activity Models
In the proposed hierarchical model for describing activities, the nodes in the same
resolution layers are assumed to be independent from each other. This assumption
lacks the understanding of potential dependencies between the neighboring nodes. A
more complex model accounting for such dependencies can results in better and more
descriptive models.
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Online Activity Recognition
Online recognition can be affected by the problem of inaccurate segmentation in more
complex scenarios (Explained in the limitation of dynamic length segmentation). In some
cases activities can change without being noticed by the system (using global information).
Evaluations of the frameworks
Complexity of evaluation is one of drawbacks of systems developed for understanding
long-term activities. The evaluation procedure requires ground-truth annotation of long
activities. The annotation process of such long videos in large quantity is a challenging
task especially when a detailed labeling of sub-activities is required. Similarly, annotation
of gesture performances for diagnostic purposes is also challenging. For medical diagnosis
a precise objective opinion is required regarding the performances. To annotate data for
such tasks, expert clinicians should contribute in the experiments.
Gesture Recognition
There are several gestures in the PRAXIS dataset (Especially static gestures) that configu-
ration of the fingers are very important in assessing the correctness of the performances.
A subtle change in the configuration of the fingers can change the opinion of the doctors
from right to wrong. In evaluation of those gestures, the proposed models face difficulty
in capturing detailed information regarding patterns of fingers. A more accurate model
accounting for arrangement of fingers and their relationships between both hands can
improve the accuracy of evaluations.
7.3 Future Work
7.3.1 Short-Term Perspective
The proposed activity recognition frameworks provides a complete evaluated pipeline
for describing long-term videos. We believe that the designed frameworks are mature
enough and they can be applied to real-world applications for analyzing indoor activities.
Nevertheless, there is still plenty of room for improvement.
Activity modeling
To delve deeper in activity modeling a more precise temporal segmentation model for
estimation of temporal constraints of activities should be explored. Currently, only
global motion information is utilized to discover activities and when the target activity
changes inside a region, the new activity is not discovered. Multi-resolution scene model
handles this situation into some extend, however, a more precise segmentation technique
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that relies more on salient changes in local descriptors rather than global should be
considered. More research can shed light on this aspect.
In modeling the activities we used different types of descriptors from geometrical to
deep features. However, we have not tried the feature combination or feature selection
strategies. We could provide extended analysis showing effect of such strategies on the
quality of video descriptions.
Other than different feature types, different data modalities can also be utilized.
For example the collected data from different sensors such as velocity or audio can be
appended to the feature set. The frameworks are designed in a way that any new feature
can be easily plugged into the models. However, adding new type of feature should
be carefully considered. Overloading the models with different features can hinder
generating models with easy semantic description.
One major problem that makes evaluation of methods addressing long-term daily
living activities difficult is lack of data. We are interested in videos recorded for hours
–even days or weeks– in nursing houses or other indoor environments with cameras
installed in various locations covering different regions in the environment. Usually
benchmark datasets includes activities that subjects perform activities in front of the
camera in a zone. Recently we found a new dataset called DAHLIA smart home [227]
which is a perfect match for evaluating our frameworks. We have started to conduct
extensive experiments on this dataset and we will report them in near future.
Gesture recognition
We are planning to record more data from real patients visiting the memory center. We
also try to find a more accurate representation of the fingers. Further analysis will be car-
ried out by applying different data mining techniques to interpret the recognition results
for diagnostic purposes. Additionally, other important criteria introduced in this work
such as reaction and movement times. It is not still confirmed that these criteria are in-
dicative of the disease. Their impact on diagnosis of Alzheimer’s disease will be deeply
investigated.
7.3.2 Long-Term Perspective
We believe that the current work establish a firm foundation for future research in this
domain. Hence, there are some potential research directions which could be addressed in
the future. Here, we point out some of them.
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As described in chapter 4, we utilize an ontology based hand-crafted model to refine
the scene region model. Different combination modes with hand-crafted models can be
done. The knowledge provided by the ontology models can contribute to the creation of
richer hierarchical models. Conversely, the unsupervised models can contribute to the
construction of more precise ontologies with less effort (supervision). Model matching
can be carried out by the method we proposed in section 4.5.1 of chapter 4 and then, the
recognition can be performed by the ontological models.
Although appearance features learn contextual information from the scene, to improve
model’s power of description, other more effective approaches and types of obtaining
contextual information can be utilized. Object detection can contribute a lot in the
creation of expressive scene models. Most of the daily activities are strongly related to
specific objects. Object information can be also used in identifying scene regions as well
as activities.
More research could be carried out on totally unsupervised framework. We are
planning to create unsupervised video descriptions using topic models. By assigning
different codewords to the extracted descriptors, topic models can encode the codeword
sequences by learning different topics from the entire corpus (Videos). A probabilistic
model will be employed to infer the pattern of codewords in the current time frame and
also the patterns in the entire sequence.
We also investigate more on transfer learning and zero shot learning. We are
interested in generating generic unsupervised activity models. Such model can be trained
with a dataset and employed in testing of an unseen data with minimum modification.
For example we want to learn “Making Coffee” activity in CHU dataset and be able to
recognize this activity in the GAADRD dataset with the same model we learned. There
are several issues need to be considered. For example the scene regions will be different
in the two environments. A mechanism adapting the scene region models of different
environments should be devised. Additionally, the activities can be performed differently
from an environment to the other. Also, the camera view point may differ such as "Making
Coffee" activity in CHU and GAADRD. In the first one the subject’s back is to the camera,
while, in the second one there is a side view of the subject preparing coffee. To create a
generic model, all these issue should be taken into consideration.
Although in gesture recognition task we produced acceptable results in terms of
accuracy of predictions, our dataset includes only 60 subjects and to achieve a reliable
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system producing robust diagnosis, extensive training and evaluation will be required.
Finally, the two categories (Gesture and activity recognition frameworks) are not inde-
pendent. A framework combining the two models is desirable. In a lower level of semantic
hierarchy, gesture recognition can obtain more precise information about the gestures and
help to recognize sub-activities. In higher semantic level activities can be described with
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A.1 Hybrid Framework
A.1.1 GAADRD Dataset
Here we report detailed results of applying the hybrid framework (super-
vised+unsupervised) on the GAADRD dataset. The following tables show class-wise Pre-
cision and Recall metrics using different feature types to predict labels by the supervised
classifier. The plots on top illustrate the same information of the tables. The gray bins
show the F-Score metric. The blue and the orange bins represent Precision and Recall
metrics respectively.











Precision [%] Recall [%] F-Score
Establish Account 78.4 58.2 0.66
Prepare Drink 62.3 74.3 0.67
Prepare DrugBox 52.2 19.5 0.28
Read Article 68.3 73.2 0.70
Answer the Phone 68.4 66.4 0.67
Turn On Radio 75.2 68.3 0.71
Watering Plant 44.2 35.9 0.39
Average 64.14 56.54 0.58
Figure A.1: Illustrate the results of the Angle feature (Calculated from skeleton joints in-
formation). Compared to the supervised-only method, the hybrid method performs better
as it takes benefits from global information in addition to the supervised cues from the
classifier. Supervised method with the best configuration (Encoding method and dictio-
nary size) achieves 0.55 accuracy with this feature type, however, the hybrid framework
with the same choices obtains 0.58 in the F-Score measure. The best performance belongs
to "Turn On Radio" activity with 0.71. This might be because of this activity’s clear and
distinguishable pose from the others that helps the method to perform better. The worst
performance is on "Prepare DrugBox" class with 0.28 of the F-Score. This is because of
low duration of this activity which makes feature extraction challenging (Similar to the
"Watering Plant" activity).











Precision [%] Recall [%] F-Score
Establish Account 28.2 18.4 0.22
Prepare Drink 32.3 34.8 0.33
Prepare DrugBox 22.1 11.2 0.14
Read Article 28.8 23.7 0.26
Answer the Phone 26.4 26.9 0.27
Turn On Radio 25.6 21 0.23
Watering Plant 11 7.4 0.08
Average 24.91 20.49 0.22
Figure A.2: Illustrate the results of the Distance feature (Calculated from skeleton joints
information). The hybrid method outperforms the supervised method by 0.06 in F-Score
thanks to the extra information it utilizes. The best performance belongs to "Prepare
Drink" activity with 0.33 and the worst is "Watering Plant" with 0.08 of the F-Score. The
poor performance on the "Watering Plant" activity is due to lack of sufficient information
that can be extracted from few frames that this activity contains. Similar to the supervised
method, the Distance feature performs poorly in activity recognition task. It is the worst
among the features. This is because the distance pose features calculated skeleton are not
an strong feature to distinguish daily living activities as they include constant and not so
discriminative poses.











Precision [%] Recall [%] F-Score
Establish Account 92.7 88.5 0.90
Prepare Drink 89.8 94.6 0.92
Prepare DrugBox 89.7 48.2 0.62
Read Article 100 93.1 0.96
Answer the Phone 85.2 85.2 0.85
Turn On Radio 93.4 89.1 0.91
Watering Plant 77.1 44.2 0.56
Average 89.70 77.56 0.82
Figure A.3: Show the results of applying the hybrid framework on the GAADRD dataset
using the HOF descriptor. Not impressive as HOG but still it achieves acceptable accuracy
with 0.82 of F-Score metric. Using the unsupervised information the hybrid framework
outperforms the supervised framework by 0.03 of the F-Score. Using this descriptor with
the hierarchical models gives the best performance with the "Read Article" activity with
0.96 in F-Score, whilst, the worst performance belongs to the "Watering Plant" activity with
0.56 of the F-Score.











Precision [%] Recall [%] F-Score
Establish Account 100 79.6 0.88
Prepare Drink 92.8 92.6 0.92
Prepare DrugBox 82.3 33.2 0.47
Read Article 100 100 1
Answer the Phone 89.6 88.5 0.89
Turn On Radio 100 95.4 0.97
Watering Plant 85.9 66.3 0.74
Average 92.94 79.37 0.84
Figure A.4: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset with hand-crafted MBHX descriptor for the supervised classifier. This
descriptor achieves 0.84 of F-Score metric. Adding the supervised information from this
descriptor to the unsupervised models does not improve the accuracy of the recognition.
The performance drops with 0.01 in F-Score (-1%). This happens usually because of the
conflict in scoring process between the supervised label information and the similarity
score coming from the unsupervised HAM models. The best performance belongs to the
"Read Article" activity with 1.00 in F-Score, whilst, the worst performance belongs to the
"Prepare DrugBox" activity with 0.47 of the F-Score.











Precision [%] Recall [%] F-Score
Establish Account 92 77.8 0.84
Prepare Drink 89.7 90.1 0.89
Prepare DrugBox 82.3 65.5 0.72
Read Article 100 100 1
Answer the Phone 95.3 91.2 0.93
Turn On Radio 94.6 90.2 0.92
Watering Plant 86.1 73.4 0.79
Average 91.43 84.03 0.87
Figure A.5: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset. The table shows class-wise Precision and Recall metrics using the MBHY
descriptor for the supervised classifier. This descriptor achieves 0.87 of F-Score metric. It
outperforms significantly the models with geometrical features and performs comparable
to the other hand-crafted and deep features. Employing this descriptor helps the activity
models to achieve 0.87 accuracy. It outperforms the supervised framework with 0.04 in
F-Score metric. The best performance belongs to the "Read Article" activity with 1.00 in
F-Score, whilst, the worst performance belongs to the "Prepare DrugBox" activity with
0.72 of the F-Score. This descriptor relies on motion information and poor performance of
"Prepare DrugBox" is due to lack of enough motion information.











Precision [%] Recall [%] F-Score
Establish Account 100 92.3 0.95
Prepare Drink 94.2 92.3 0.93
Prepare DrugBox 82.3 72.9 0.77
Read Article 100 100 1
Answer the Phone 100 93 0.96
Turn On Radio 94.6 90.2 0.92
Watering Plant 89.4 75.4 0.81
Average 94.36 88.01 0.91
Figure A.6: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset. The table shows class-wise Precision and Recall metrics using the TDD
Spatial feature for the supervised classifier. This descriptor achieves 0.91 of F-Score metric.
This accuracy rate is better than the highest rate of the supervised framework (0.89). Like
most of the utilized feature types, the TDD Spatial deep feature also improve the recogni-
tion accuracy when compared to only-supervised method. It outperforms the supervised
framework with 0.02 in F-Score metric which is equal to 2% improvement of recognition
accuracy. In this dataset, TDD spatial outperforms TDD temporal feature showing that ap-
pearance information is more important in long-term activities where no t much motion
information is available. The best performance belongs to the "Read Article" activity with
1.00 in F-Score, whilst, the worst performance belongs to the "Prepare DrugBox" activity
with 0.77 of the F-Score.











Precision [%] Recall [%] F-Score
Establish Account 93.2 88.4 0.90
Prepare Drink 94.2 92.3 0.93
Prepare DrugBox 82.3 65.5 0.72
Read Article 100 94.5 0.97
Answer the Phone 88.2 91.7 0.89
Turn On Radio 100 89.2 0.94
Watering Plant 82.2 55.2 0.66
Average 91.44 82.40 0.86
Figure A.7: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset. The table shows class-wise Precision and Recall metrics using the TDD
Temporal feature for the supervised classifier. The plot on top illustrates the same infor-
mation of the table. This descriptor achieves 0.86 of F-Score metric. This accuracy rate is
lower than the highest rate of the supervised framework (0.87). However, the difference
is not significant (0.01 lower in F-Score metric). This shows that TDD Spatial deep fea-
tures performs better than temporal deep feature both on supervised and hybrid methods
on the GAADRD dataset which means that appearance features works better than motion
features for this dataset. The best performance belongs to the "Read Article" activity with
0.97 in F-Score, whilst, the worst performance belongs to the "Watering Plant" activity with
0.66 of the F-Score. Further analysis shows that activities with similar motion patterns and
similar duration are mostly confused with each other.
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A.1.2 CHU Dataset
The details about this dataset are explained in section 3.7.2 of chapter 3. As explained
in chapter 3 the Fisher Vector encoding is used for the supervised classifier where, we
have tried different parameters for the SVM classifier and different codebook size for
the FV dictionaries (16, 32, 64, 128, 256, and 512). Next, the results of the hybrid
framework on the CHU Nice Hospital dataset are reported. The following tables show
class-wise Precision and Recall metrics using different feature types to predict labels by
the supervised classifier. The plots on top illustrate the same information of the tables.
The gray bins show the F-Score metric. The blue and the orange bins represent Precision











Precision [%] Recall [%] F-Score
Checking BusMap 72.3 73.4 0.72
Prepare DrugBox 67.1 86 0.75
Prepare Drink 63.7 79.5 0.70
Answer the Phone 69.4 76.1 0.72
Reading Article 75.9 82.5 0.79
Watering Plant 48.2 52.1 0.50
Average 66.10 74.93 0.70
Figure A.8: Results of applying the hybrid framework on the CHU dataset with Angle
feature calculated from the skeleton information. The hierarchical modeling helps to im-
prove the recognition accuracy. The improvement is not significant (0.01 of F-Score), yet,
the overall performance is preserved compared to the supervised framework. The best
and worst class-wise performance are similar to the most of the other features and belong
to the "Reading Article" and the "Watering Plant" activities with F-score of 0.79 and 0.50
respectively. Detailed analysis of activities shows that similarity of pose in most of the
activities cause confusion for the models using geometrical features and results in poor
performance.











Precision [%] Recall [%] F-Score
Checking BusMap 32.6 41.5 0.36
Prepare DrugBox 38.2 43.7 0.40
Prepare Drink 28.9 45.2 0.35
Answer the Phone 31.0 38.3 0.34
Reading Article 26.3 40.2 0.31
Watering Plant 12.3 16.2 0.13
Average 28.22 37.52 0.32
Figure A.9: Results of applying the hybrid framework on the CHU dataset using the Dis-
tance feature for the supervised classifier. Although the raw distance feature is not high-
quality and representative feature for the daily activities, the improvement that achieved
by combining supervised and unsupervised information is the highest among the evalu-
ated features. The overall rate of F-Score is 0.32 using the hybrid approach, whilst, it was
0.25 with the pure supervised framework (0.07 improvement in the F-Score rate). The best
class-wise performance with the distance feature is achieved in the "Prepare DrugBox" ac-
tivity with F-score of 0.40. This is different from the other feature types that usually they
obtain lowe accuracy on this class. The worst belongs to the "Watering Plant" activity with
F-Score of 0.13.











Precision [%] Recall [%] F-Score
Checking BusMap 90.2 92.3 0.91
Prepare DrugBox 92.7 96.1 0.94
Prepare Drink 86.2 88.3 0.87
Answer the Phone 82.1 86 0.84
Reading Article 100 100 1.00
Watering Plant 66 82.1 0.73
Average 86.20 90.80 0.88
Figure A.10: Illustrate the results of applying the hybrid framework using HOF descriptor
on the CHU dataset. Using HOF descriptors along the HAM models also improve the
accuracy of the recognition when compared to the pure supervised classifier. The accuracy
improves from 0.84 in the value of F-Score to 0.88 when using the hybrid method with
hierarchical models. The best recognition rate is achieved on the "Reading Article" activity
and the worst is on the "Watering Plant" with 0.73 of the F-Score.











Precision [%] Recall [%] F-Score
Checking BusMap 92.5 94.2 0.93
Prepare DrugBox 96.3 100 0.98
Prepare Drink 88.1 90.1 0.89
Answer the Phone 82.1 88.2 0.85
Reading Article 100 100 1.00
Watering Plant 72.1 86.4 0.78
Average 86.20 93.15 0.90
Figure A.11: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the MBHX
descriptor for the supervised classifier. This descriptor achieves higher recognition rate
than the supervised framework. The overal F-Score rate is 0.90 which is 0.02 higher than
the supervised approach. The best performance achieved on the "Reading Article" activity
and the worst is when the "Watering Plant" activity is performed.











Precision [%] Recall [%] F-Score
Checking BusMap 94.1 88.6 0.91
Prepare DrugBox 96.3 100 0.98
Prepare Drink 90.3 92.2 0.91
Answer the Phone 100 100 1.00
Reading Article 100 100 1.00
Watering Plant 68.4 86.4 0.77
Average 91.52 94.5 0.92
Figure A.12: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the MBHY de-
scriptor for the supervised classifier. This descriptor achieves the second best recognition
rate for the CHU Hospital dataset. It is only 0.03 below the performance of HOG descrip-
tor. Its best performance is on the "Answer the Phone" and "Reading Article" activities
since they include more motion and the lowest performance is again on "Watering Plant"
activity with 0.77 rate in F-Score.











Precision [%] Recall [%] F-Score
Checking BusMap 68.9 72 0.70
Prepare DrugBox 67.1 88.2 0.76
Prepare Drink 58.9 77.0 0.66
Answer the Phone 62.5 71.0 0.66
Reading Article 70.2 78.5 0.74
Watering Plant 42.5 65.2 0.51
Average 61.68 75.32 0.67
Figure A.13: Results of applying the hybrid framework (supervised+unsupervised) on
the CHU dataset. The table shows class-wise Precision and Recall metrics using the TDD
Spatial deep feature for the supervised classifier. The plot on top illustrates the same
information of the table. The orange bins show the Recall metric. The blue and the gray
bins represent Precision and F-Score metrics respectively. Although this feature achieved
good performance on the GAADRD dataset and even obtained better accuracy than the
other deep feature type (TDD Temporal), it performs poorly on the CHU dataset. The
performance of the supervised classifier is not high using this feature (0.65 F-Score) which
causes a lower rate in the recognition task. The hierarchical models try to compensate the
loss in accuracy but it does not boost the performance significantly (0.67 in F-Score).











Precision [%] Recall [%] F-Score
Checking BusMap 70.9 76.0 0.73
Prepare DrugBox 72 100 0.83
Prepare Drink 68.7 86.0 0.76
Answer the Phone 66 88.7 0.75
Reading Article 70.2 100 0.82
Watering Plant 48.0 80.0 0.60
Average 65.97 88.45 0.75
Figure A.14: Results on the CHU dataset using temporal deep feature. Although this
descriptor performs inferior than the spatial deep features on GAADRD dataset, it outper-
forms the TDD Spatial deep feature on this dataset. Although the ADL types are similar in
both datasets, appearance features in one and motion features in other perform the best.
This reveals that the performance of these features are dataset dependant. In CHU dataset
the temporal duration of the activities are longer than the GAADRD dataset. It is where
the temporality gains more importance and help the models to obtain enough information
about each activity. It might be the reason that TDD temporal outperforms TDD spatial on
CHU. The best performance is achieved on the "Prepare DrugBox" activity which is per-
formed clearly in front of the camera from a side view (Hand motions are clearly visible).
The lowest rate of recognition is on the "Watering Plant" activity which is performed far
from the camera with high speed and back of the subject to the camera and.
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A.2 Unsupervised Framework
A.2.1 GAADRD Dataset
The details about this dataset are explained in section 3.7.1 of chapter 3. We report the
results of experiments on this dataset from table A.15 to table A.21. Description about the











Precision [%] Recall [%] F-Score
Establish Account 62.5 36.4 0.46
Prepare Drink 58.1 65.2 0.61
Prepare DrugBox 22.1 25.6 0.23
Read Article 62.1 58.9 0.60
Answer the Phone 57.9 46.8 0.51
Turn On Radio 61.5 52.1 0.56
Watering Plant 24.7 19.2 0.21
Average 49.84 43.46 0.45
Figure A.15: Results of applying the unsupervised framework on the GAADRD dataset.
The table shows class-wise Precision and Recall metrics using the Angle feature for de-
scriptor matching procedure. The plot on top illustrates the same information of the table.
The orange bins show the Recall metric. The blue and the gray bins represent Preci-
sion and F-Score metrics respectively. The performance of the unsupervised framework is
lower than hybrid method using this type of feature. However, similar to the previous ap-
proaches, this feature type outperforms the Distance feature type. The best performance
belongs to “Prepare Drink” activity with 0.61 and the worst is “Watering Plant” with 0.21
of the F-Score.











Precision [%] Recall [%] F-Score
Establish Account 23.5 22.4 0.22
Prepare Drink 21.3 32.2 0.25
Prepare DrugBox 13.7 8.2 0.10
Read Article 22.6 25.2 0.23
Answer the Phone 18.2 29.1 0.22
Turn On Radio 27.2 17.1 0.21
Watering Plant 3.0 9.8 0.04
Average 18.50 20.57 0.18
Figure A.16: Results of applying the unsupervised framework on the GAADRD dataset.
The table shows class-wise Precision and Recall metrics using the Distance feature for
descriptor matching procedure. The plot on top illustrates the same information of the
table. The orange bins show the Recall metric. The blue and the gray bins represent
Precision and F-Score metrics respectively. The performance of the unsupervised method
is below the supervised and the hybrid method. The best performance belongs to “Prepare
Drink” activity with 0.25 and the worst is “Watering Plant” with 0.04 of the F-Score. Similar
to the supervised and hybrid methods, the Distance feature performs poorly in activity
recognition task. It is the worst among the features.











Precision [%] Recall [%] F-Score
Establish Account 82.1 91.2 0.86
Prepare Drink 94.1 96.1 0.95
Prepare DrugBox 86.4 33.2 0.48
Read Article 100 100 1.0
Answer the Phone 100 100 1.0
Turn On Radio 89.4 88.2 0.88
Watering Plant 88.5 44.3 0.59
Average 91.50 79.00 0.82
Figure A.17: Results of applying the unsupervised framework on the GAADRD dataset.
The table shows class-wise Precision and Recall metrics using the HOG feature for de-
scriptor matching procedure. The plot on top illustrates the same information of the table.
The orange bins show the Recall metric. The blue and the gray bins represent Precision
and F-Score metrics respectively. There is a relatively big drop in performance compared
to the supervised and hybrid methods. The F-Score of the unsupervised method is almost
10% lower than the hybrid method. The best performance belongs to “Reading Article”
and “Answer the Phone” activities with 1.0 and the worst is “Prepare DrugBox” activity
with 0.48 of the F-Score.











Precision [%] Recall [%] F-Score
Establish Account 83.9 83.2 0.83
Prepare Drink 86.8 67.1 0.75
Prepare DrugBox 76.4 32.6 0.45
Read Article 100 75.3 0.85
Answer the Phone 80.2 86.4 0.83
Turn On Radio 89.0 89.2 0.89
Watering Plant 14.2 10.2 0.11
Average 75.79 63.43 0.67
Figure A.18: Results of applying the unsupervised framework on the GAADRD dataset.
The table shows class-wise Precision and Recall metrics using the HOF feature for descrip-
tor matching procedure. The plot on top illustrates the same information of the table. The
orange bins show the Recall metric. The blue and the gray bins represent Precision and
F-Score metrics respectively. Also in this feature type the performance is lower than the
hybrid method. The biggest performance drop is on “Watering Plant” activity. The F-Score
decreases from 0.56 in the hybrid method to 0.11 in the unsupervised method. “Turn On
Radio” activity is recognized with the highest accuracy using the HOF descriptor. How-
ever, “Read Article” activity achieved the best performance using this descriptor on the
hybrid method. The overall performance is 15% lower than the hybrid method using this
descriptor.











Precision [%] Recall [%] F-Score
Establish Account 86.2 76.2 0.80
Prepare Drink 88.4 72.6 0.79
Prepare DrugBox 79.8 35.2 0.48
Read Article 100 84.3 0.91
Answer the Phone 86.1 88.5 0.87
Turn On Radio 96.3 92.1 0.94
Watering Plant 77.1 46.3 0.57
Average 87.70 70.74 0.77
Figure A.19: Results of applying the unsupervised framework on the GAADRD dataset.
The table shows class-wise Precision and Recall metrics using the MBHX feature for de-
scriptor matching procedure. The plot on top illustrates the same information of the table.
The orange bins show the Recall metric. The blue and the gray bins represent Precision
and F-Score metrics respectively. Also in this feature type the performance is lower than
the hybrid method. When it is compared to the hybrid method, the unsupervised method
achieves an acceptable accuracy. It achieves 0.77 of F-Score while this score was 0.84 with
hybrid method. The lowest performance belongs to the “Prepare DrugBox” activity which
is 0.01 higher than the same activity’s performance using the hybrid method showing the
effectiveness of the unsupervised method. Using this descriptor, the unsupervised models
achieve the best performance in recognizing “Turn On Radio” activity.











Precision [%] Recall [%] F-Score
Establish Account 96.5 78.4 0.86
Prepare Drink 88.3 82.1 0.85
Prepare DrugBox 83.5 39.2 0.53
Read Article 96.1 88.9 0.92
Answer the Phone 87.4 77.5 0.82
Turn On Radio 82.1 84.7 0.83
Watering Plant 85.2 46.9 0.60
Average 88.44 71.10 0.77
Figure A.20: Results of applying the hybrid framework (supervised+unsupervised) on
the GAADRD dataset. The table shows class-wise Precision and Recall metrics using the
TDD Spatial feature for the supervised classifier. The plot on top illustrates the same
information of the table. The orange bins show the Recall metric. The blue and the gray
bins represent Precision and F-Score metrics respectively. Although the performance of the
unsupervised method seems acceptable when it is compared to the other feature types,
there is a big drop of accuracy when it is compared to the hybrid method. Using this deep
descriptor the hybrid method achieved 0.91 F-Score, while this metric is 0.77 using the
unsupervised framework. However, using this descriptor, high Precision is achieved on
most of the activities. The best performance belongs to the “Read Article” activity with
0.92 F-Score.











Precision [%] Recall [%] F-Score
Establish Account 88.6 74.8 0.81
Prepare Drink 86.5 84.3 0.85
Prepare DrugBox 80.4 66.2 0.72
Read Article 100 90.4 0.95
Answer the Phone 84.5 81.8 0.83
Turn On Radio 96.2 86.3 0.91
Watering Plant 78.6 38.1 0.51
Average 87.83 74.56 0.79
Figure A.21: Results of applying the hybrid framework (supervised+unsupervised) on
the GAADRD dataset. The table shows class-wise Precision and Recall metrics using the
TDD Temporal feature for the supervised classifier. The plot on top illustrates the same
information of the table. The orange bins show the Recall metric. The blue and the gray
bins represent Precision and F-Score metrics respectively. Unlike the hybrid method that
the Spatial component of the TDD deep feature outperforms the Temporal component,
the TDD Temporal descriptor outperforms the Spatial descriptor using the unsupervised
framework. The unsupervised framework achieves acceptable performance in all of the
activity classes using this feature. Its best performance is on “Read Article” class with over
0.95 F-Score.
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A.2.2 CHU Dataset
The details about this dataset are explained in section 3.7.2 of chapter 3. Next, from table












Precision [%] Recall [%] F-Score
Checking BusMap 68.9 66.3 0.67
Preparing DrugBox 54.7 66.2 0.59
Prepare Drink 48.5 55.2 0.51
Answer the Phone 53.9 78.8 0.64
Reading Article 67.5 84.2 0.74
Watering Plant 42.4 38.1 0.40
Average 55.98 64.80 0.59
Figure A.22: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the Angle fea-
ture for the supervised classifier. The plot on top illustrates the same information of the
table. The orange bins show the Recall metric. The blue and the gray bins represent Preci-
sion and F-Score metrics respectively. Compared to the hybrid approach, the unsupervised
framework obtains a lower F-Score. This feature performs lower than its equivalent in the
hybrid and supervised methods. However, it achieves acceptable performance in most of
the classes. The highest performance achieved in "Reading Article" activity and the poorest
performance is on the "Watering Plant" activity class.











Precision [%] Recall [%] F-Score
Checking BusMap 22.5 28.1 0.25
Preparing DrugBox 44.9 52.4 0.48
Prepare Drink 29.7 46.2 0.36
Answer the Phone 34.1 25.5 0.29
Reading Article 28.6 45.4 0.35
Watering Plant 10.1 9.1 0.9
Average 28.32 34.45 0.30
Figure A.23: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the Distance
feature for the supervised classifier. The plot on top illustrates the same information of the
table. The orange bins show the Recall metric. The blue and the gray bins represent Pre-
cision and F-Score metrics respectively. It is interesting that the distance feature achieves
very similar performance to the one in the hybrid method. In hybrid method it achieved
0.32 F-Score while in unsupervised it obtained 0.30. It is the least performance difference
among all the feature types. Although this feature’s performance is the worst among the
others, it demonstrates the most stable performance.











Precision [%] Recall [%] F-Score
Checking BusMap 64.2 88.1 0.74
Preparing DrugBox 100 92.3 0.96
Prepare Drink 82.5 88.2 0.85
Answer the Phone 79.6 100 0.88
Reading Article 92.2 100 0.95
Watering Plant 63.2 74.1 0.68
Average 80.28 90.45 0.84
Figure A.24: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the HOG fea-
ture for the supervised classifier. The plot on top illustrates the same information of the
table. The orange bins show the Recall metric. The blue and the gray bins represent Pre-
cision and F-Score metrics respectively. While there is a big gap between the performance
of this feature in hybrid framework and the unsupervised architecture, it achieves com-
petitive performance among the best performing features in the unsupervised method.
HOG descriptor combined with the HAM models achieves the second best performance
among all of the features with 0.84 F-Score. It is way beyond its performance in the hybrid
method where combining the supervised classifier trained on this feature with the HAM
models achieved the highest performance among all features as well as all methods (0.96
F-Score).











Precision [%] Recall [%] F-Score
Checking BusMap 82.6 80.2 0.81
Preparing DrugBox 80.2 96.1 0.87
Prepare Drink 76.2 73.5 0.74
Answer the Phone 78.8 86.0 0.82
Reading Article 96.6 88.1 0.92
Watering Plant 46.2 68.4 0.55
Average 76.77 82.05 0.78
Figure A.25: Results of applying the hybrid framework (supervised+unsupervised) on
the CHU dataset. The table shows class-wise Precision and Recall metrics using the HOF
feature for the supervised classifier. The plot on top illustrates the same information of
the table. The orange bins show the Recall metric. The blue and the gray bins represent
Precision and F-Score metrics respectively. Similar to the HOG feature, this one is also
stay behind its counterpart in the hybrid model. With the hybrid it achieved 0.88 F-Score,
while with unsupervised it achieves 0.78 F-Score. Knowing that the current method is
unsupervised is enough to interpret this level of accuracy as an acceptable one.











Precision [%] Recall [%] F-Score
Checking BusMap 86.5 82.1 0.84
Preparing DrugBox 84.1 92.6 0.88
Prepare Drink 72.6 78.9 0.75
Answer the Phone 69.3 76.4 0.72
Reading Article 100 94.5 0.97
Watering Plant 58.3 74.1 0.65
Average 78.47 83.10 0.80
Figure A.26: Results of applying the hybrid framework (supervised+unsupervised) on the
CHU dataset. The table shows class-wise Precision and Recall metrics using the MBHX fea-
ture for the supervised classifier. The plot on top illustrates the same information of the
table. The orange bins show the Recall metric. The blue and the gray bins represent Preci-
sion and F-Score metrics respectively. The performance of combining MBHX feature with
the hierarchical models results in a lower performance compared to the hybrid method
(0.10 difference in F-Score). In overall, we can observe that the performance of each
method also depends on the dataset. The MBH features performed better on the GAADRD
dataset despite the fact that the GAADRD dataset contains higher number of activities.
Nevertheless, we will see in the section 5.5 that the CHU Nice Hospital dataset includes
some issues that makes it a challenging dataset.











Precision [%] Recall [%] F-Score
Checking BusMap 66.4 76.2 0.71
Preparing DrugBox 69.7 78.9 0.74
Prepare Drink 64.2 82.6 0.72
Answer the Phone 74.5 70.1 0.72
Reading Article 72.1 76.2 0.74
Watering Plant 42.5 56.2 0.48
Average 64.90 73.37 0.68
Figure A.27: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset. The table shows class-wise Precision and Recall metrics using the TDD
Spatial deep feature for the supervised classifier. The plot on top illustrates the same
information of the table. The orange bins show the Recall metric. The blue and the
gray bins represent Precision and F-Score metrics respectively. Deep features show stable
performance on both hybrid and unsupervised methods. TDD Spatial feature scored 0.67
overall F-Score in hybrid method and 0.68 in unsupervised. It is interesting to see that it
outperforms the hybrid approach.











Precision [%] Recall [%] F-Score
Checking BusMap 76.2 82.1 0.79
Preparing DrugBox 74.6 100 0.85
Prepare Drink 74.0 85.4 0.79
Answer the Phone 64.8 88.7 0.74
Reading Article 74.1 94.5 0.83
Watering Plant 48.2 89.3 0.62
Average 68.65 90.0 0.77
Figure A.28: Results of applying the hybrid framework (supervised+unsupervised) on the
GAADRD dataset. The table shows class-wise Precision and Recall metrics using the Dis-
tance feature for the supervised classifier. The plot on top illustrates the same information
of the table. The orange bins show the Recall metric. The blue and the gray bins repre-
sent Precision and F-Score metrics respectively. Similar to the other deep feature, this one
is also shows performance stability when we change from hybrid to unsupervised frame-
work. It achieves acceptable accuracy in activity recognition by obtaining 0.77 F-Score.
TDD Temporal achieves superb performance on Recall metric (0.90). Its overall perfor-
mance beats the hybrid method’s with a small margin (0.02 of F-Score). Together with
TDD Spatial feature, deep features are the only feature types that outperform the hybrid
method (in one-on-one comparison with same feature type on both methods).
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A.3 Conclusions
In this chapter we presented detailed results of applying our proposed frameworks (hybrid
and unsupervised) on GAADRD and CHU datasets. Dedicated tables and plots for each
feature type show activity-wise accuracy of the two frameworks. The discussion about
each feature type are given in the captions of the tables.
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