Fall risks present in living environment are the leading cause of mortality in older adults. Falling on the floor may cause great harm to older people living alone, which in many cases goes unnoticed for several days until the symptoms become severe. Limited number of trained professionals to assess a house for fall risks and higher costs make the prevention of fall risks inaccessible to many necessitous patients. Removing these potential risk factors can provide older adults a safer living condition for their daily activities. This paper presents the design of a robot control system for in-home environment screening. This system is designed to be capable of supporting both manual and autonomous fall-risk assessment. The developed system allows a teleoperator to assess a house remotely along with capabilities to measure distance between 2 objects, assessing lighting conditions, and interacting with the patient using telepresence.
INTRODUCTION
Falling is considered as one of the major health problem of elderly people. It is attracting more and more attention since late 1980s, the number of publications on this subject keeps rising steeply since then. According to these publications [9] , annually about 30% of people of 65 years and older living in the community fall once and 15% fall twice or more times. The consequences of falling are quite severe, it can lead to decreased physical functioning, loss of independence, nursing home admittance and even death. 68% of the patients report a physical injury, 6% suffers a major injury and 33 − 41% reports fear of falling. About 5 − 10% of all falls result in a fracture, whereas 90% of all fractures are attributable to falls.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Falling and the subsequent injuries such as fracture also bring economic consequences. The economic consequences of falls and fractures vary greatly between countries, because of differences in health-care costs and treatment policies. According to [8] , the average direct medical costs of a fall have been estimated at about 3400 Euros for any fall in the Netherlands and at about Canadian Dollar $6088 for falls leading to hospitalization in Canada. The average medical costs of a fracture vary strongly between fracture types. Therefore, falling problem of elderly people is not only an important issue on the health care side, but also has significant value on economic consideration.
Falling problems relate closely to the environment. Since older people spend most of their time in home environments, potential hazards in home environments become main causes for older people's falling. Common home environments hazards includes slippery floors, inadequate lighting, loose rugs, unstable furniture and obstructed walkways, lack of bathroom safety equipment, suboptimal shoes, and obstacles. Obstacles may include cluttered areas, furniture in walkways, or household pets. These home environment hazards should be identified and modified to reduce risk of falling in home care patients.
To prevent fall risk of older people, many interventions are proposed for fall prevention, and the initial step of these prevention programs is fall risk assessment. According to [10] , traditionally there are three types of assessments relevant to falls and mobility, including comprehensive medical assessments performed by geriatricians or nurse practitioners in the outpatient or nursing home setting, nursing fall risk assessments completed in hospital and nursing home settings, and functional mobility assessments completed by physical therapists or physicians in an outpatient setting. These types of assessment are usually time consuming and needs great human effort, so that idea of developing in home robotic system comes up recently, and that's the motivation of this project.
This project is inspired to improve the efficiency of fall risk assessment work. To reduce human effort on assess the environment of the patient, we propose to build a robot system which can be remotely controlled so that human health care provider doesn't have to do the assessment work on site. The proposed system will also have some degree of autonomy so that the robot can work without human operation under particular circumstances. We have designed and implemented both a webpage-based and a qt-based user interface of the system which are user friendly to people with no previous robot operation experience and enables the user to keep track of the essential information of the system remotely as well as operate the robot efficiently. The robot system is currently implemented on Turtlebot platform [7] , which is a well-known robot research platform with various off-shelf software packages and components that makes implementing new application efficient and robust.
The rest of the paper is organized as follows. Section 2 provides an overview of the system. A figure of the system structure is illustrated for readers to get a general idea of how the whole system works. Section 3 introduces the robotic system used for home environment screening. Currently a turtlebot is used in this project for the purpose of concept validation. Section 4 briefly discusses two scenarios of environment screening for fall risks. Finally section 5 draws conclusions of the current work and provides a few clues of the future work.
OVERVIEW OF THE SYSTEM
For this system, there are two types of users: provider and patients. To fulfill the needs of both types of users, a system structure is proposed as shown in Figure 1 . Patients would have a robot that is equipped with differential drive body and sensors including Kinect, bumper sensor, wheel drop sensors, and cliff sensors. Inputs from all these sensors and output to the actuators of wheels is controlled by ROS (Robot Operating System) [11] installed on a laptop running Ubuntu operating system. ROS provides a platform to handle the coordination and communication between different parts of the robotic system. It manages different programs, known as nodes, running on the robot and connects these nodes together in the form of a network. Thus, the robotic system on the patients' side can be viewed as a local network which contains all the information to enable different operations of the robot. To communicate with the provider's side, we have a web interface and a standalone application. Both these interfaces allow the robot to receive commands from providers and send the environment information back to the remote user interface.
To better control the service, an intermediate layer is added between the providers and patients. This layer is called service management layer, which is used for providing web service and access control. The web page for the providers that is hosted on this server allows users to access the web interface similar to accessing any website over Internet. Another function of the layer is to provide access control that authenticates the users to ensure secured access to the robot in patient's home. Only after a user is authenticated with his username and password can he start a session to control a robot. With this layer, it can be guaranteed that only one operator can get access to the robot in a patient's home.
ROBOTIC SYSTEM
Turtlebot2 [7] is used in this project as a robot platform to validate the control and communications framework. Few modifications and additions are made to this platform to better satisfy the needs for our application. Turtlebot2 comes equipped with Asus netbook that uses intel atom processor. As the required computing power was more, we replaced this netbook with a higher configuration laptop suitable for computer vision operations. To detect the light conditions of the operating environment for the turtlebot, we integrated a light sensor to feedback to the healthcare teleoperator the illumination of the patient's house. A TSL2561 luminosity sensor is mounted for this feature. For the telepresence function, we chose MIMO Magic Touch screen, a 10" capacitive touch screen, which the patients can use to interact remotely with health service providers.
Assistive Tele-operation
In traditional teleoperation, the robot always follows the commands of the operator. The limitation of this approach is that when the robot is given a command to move forward, it tends to move even if there is an obstacle in its way. In such cases the robot will hit the obstacle instead of moving to the desired location. To deal with this issue, we propose a strategy of assistive teleoperation which enables the robot to avoid obstacles autonomously while being teleoperated by a user. Related works can be found from [2] and [3] . Existing robotic systems such as PatrolBot, SpeciMinder and MapperBot also provide similar features to improve the easiness of robot teleoperation.
We use depth data from Kinect sensor and bumper sensor to build a local costmap of the area that the robot is facing. The costmap divides an area into a grid and assigns cost values to every square of the grid based on its distance from the observed obstacles. When the robot is given a teleoperation command, it calculates a trajectory to move to the desired location. If there is an obstacle present on the trajectory, a planner would calculate new trajectory candidates based on the costmap information. The trajectory with the lowest cost is selected by the system and the robot follows the selected trajectory so that the obstacles are avoided autonomously.
Mapping and Navigation
2D map of an environment is built using gmapping [4] app on the robot. The app is built based on Rao-Blackwellized particle filter which is an efficient algorithm for solving simultaneous localization and mapping (SLAM) problem. During map generation process, the robot is teleoperated around Figure 2 : Web Interface the in-home environment, the system takes in the depth data and odometry information to build a 2D map of the place and stores this map locally on the robot.
A 3D map is generated using octomap server [5] . Octomap server creates an octree that represents occupied three dimensional space into small cubes as shown in figure 3 . This map provides the ability to rotate or tilt the 3D space and analyze the conditions better. Once a 3D map is created, any part of the map can be accessed and analyzed by the operator at a later time depending on his availability.
After the map of the environment is generated, we can navigate the robot in the environment through web or GUI interface using that map. Adaptive Monte Carlo Localization (amcl) app is used to determine the position of the robot on the map which in-turn is used for autonomous navigation of the robot. On the user interface, we can see current position of the robot and provide a navigation goal to it by clicking the desired position on the map. The robot will go to that position and autonomously avoid any static or dynamic obstacles on its way.
User Interface
A well designed user interface is especially important for this project. Most existing robotic systems come with a complicated interface for the operator to accomplish various complex tasks. Thus operators for this kind of systems usually need to be trained or are professionals in engineering technologies. However, for this in-home screening robotic system, users on both ends, which are providers and patients respectively, generally don't have experience with robots and it's impractical to train all of them before they can really use the system. Hence the user interface should be as intuitive as possible. Technical details should be hidden and only necessary information should be shown to the users.
For the providers, a web interface is created. This interface is developed based on the Robot Web Tools [1] .There are two display areas as shown in Figure 2 . One is for the live video streaming from the robot where user can get a robot view as the visual feedback for tele-operation. It also can be used to monitor the environment. The video stream from the robot has a distance indicator. At the center of the image, a red circle is drawn and a number is present besides the circle, which shows the distance between the object at the center of the red circle and the robot. This distance indicator can give the operator a sense of relative position of the robot in the environment and improve the user experience of tele-operation. The other view is to display map of Figure 3 : Qt-based Graphical User Interface the environment. On this map, the position and orientation of the robot is shown as a triangle. The operator can send a command to the robot to move to a specific location by double clicking the the desired position on map. A checklist is provided at the top of the web page. It can help the operator to check if all items have been inspected. For the patients minimum operations are required, which only includes basic control such as turn on or off the robot, command the robot to generate map and so on. All operations are done using the touch screen.
Another QT-based graphical user interface is developed as an addition to the web interface. It is shown in Figure 3 . This GUI provides all the information that is present on the web page along with more details of robot status comprising of battery power and sensor readings from bumper, cliff, and wheel drop sensors. 3D information such as point cloud and 3D map can be seen in this GUI which allows users to do more advanced operations such as measuring the distance between two specific points or the height of an interested object. Accordingly this QT-based GUI has higher requirements for operators because more knowledge of the robot perception and control are required to interpret the data shown in the GUI. Moreover, since the QT library needs to be installed and configured properly to run the QT-based GUI, this interface has few system prerequisites unlike the web interface which only requires a web browser that most, if not all, computers come with by default. However, more low-level information of the system means this GUI is a more powerful tool for the developer or administrator of the system. This kind of information is very useful when a problem occurs in the system.
ENVIRONMENT SCREENING FOR FALL RISKS
The robot is capable of screening homes and providing the collected information to the health care provider. As this is a shared control system, an operator would be controlling the robot to collect necessary data. The user interface provides tools to navigate the robot, measure distances between selected points, set a navigation goal, and monitor the sensor outputs. During a typical screening, an operator would navigate the robot around the house while monitoring the checklist. If need be, he can measure distances on 3D map. This feature is useful in understanding if the bed is too close to the side wall or if it is too high for the patient. The operator can also initiate or answer a telepresence call with the patient. Tele-presence allows the patient to interact with the doctor or operator. In case of a fall, doctors can do a preliminary test by asking the patient to perform specific movements to check if there is an injury. In old age, many injuries, including fractures, go unnoticed. We have implemented tele-presence using camera and microphone array present in kinect sensor. Audio and video is transmitted in the form of ROS messages and displayed on the screen of the user. This feature is embedded in the interface on both patient's and provider's side. We estimate the lighting condition of an environment by using the lux values measured by luminosity sensor. [6] provides the relationship between the lux values and different lighting condition of the environment. This relationship is shown in table 1. We use these value as threshold for lighting condition detection and show the result on our web interface. When the lux value represents that the environment condition is considered as dark, a red light sign will be displayed on the corresponding item in checklist on the web interface. Similarly, yellow light is used for medium condition and green light for bright condition. User thus can have the sense of the current lighting condition of the environment from these signs.
CONCLUSION
This project allows a provider to assess multiple homes for fall risks without the need for a person to visit a patient's house. This reduces the overall cost and time required for the process. The robot can be easily teleoperated by providers remotely through a web interface. Visual feedback is streamed from patients' home to providers' office which makes the manual fall-risk assessment possible. The robot can also build a map of a new environment and with this map, the robot can move around autonomously with only one goal pose from users. All these operations can be done with a simple web page, which decreases the time for users to learn how to use the system. Future scope includes automating the assessment tasks and passing the results to the operator for confirmation. This would improve the efficiency of the entire system as the operator would be able to assess more houses in less time. Object recognition features are necessary to be added in the future so that the robot can detect possible hazards autonomously. This system is a prototype and hence needs better error handling and recovery mechanisms to improve its reliability and stability which are mandatory for use in real world.
