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Abstract
The study of Cosmic-Rays has proved to be of utmost importance in the understanding of the pro-
cesses that govern our galaxy and has became a privileged field for the discovery of new physics.
The current availability of precision measurements in a number of recent experiments such as
PAMELA or Fermi, and in particular AMS-02, has provided a unique opportunity to challenge the
theoretical framework that builds our comprehension of Nature. Certainly, the recent advent of new
data on Cosmic-Ray electrons and positrons has raised disagreements with our current knowledge
of production and propagation of Cosmic-Rays. The observation of an excess in the Cosmic-Ray
electron spectrum has triggered enormous efforts to understand the origin of this anomaly, both
from the theoretical and experimental points of view.
In this context, AMS is a long awaited program, that among other objectives, will provide the
most accurate measurement of the Cosmic-Ray electron spectrum, making possible to investigate a
fundamental open question in particle astrophysics: the physical nature of the Dark Matter content
of our galaxy.
The aim of this thesis is to contribute towards this direction from two complementary perspec-
tives:
• From a purely phenomenological point of view, a method to discriminate an exotic contribu-
tion to the Cosmic-Ray electron spectrum from an astrophysical one is presented.
• A detailed analysis of the positron fraction with the AMS-02 detector has been carried out,
providing the most precise measurement to date in the energy range of 2-350 GeV.
Finally, the ideas presented in the first part of this work are used to inspect the AMS-02 positron
fraction measurement.
The outline of this thesis is as follows:
1. Chapter 1 : This chapter presents an introduction to Cosmic-Ray physics and the problem of
Dark Matter with emphasis on indirect Dark Matter detection.
i
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2. Chapter 2 : In this chapter, potential tests to probe the Cosmic-Ray electron anomalies are
presented, and in particular, the potential imprint in the Cosmic-Ray electron arrival direc-
tions from DM annihilation and from a collection of astrophysical sources is investigated.
3. Chapter 3 : This chapter introduces the AMS experiment. A general overview of the AMS-
02 detector is followed by a deeper description of the most relevant sub-detectors used in the
data analysis.
4. Chapter 4 : In this chapter, the detector performances for e/p separation are presented for
each of the sub-detectors used in the positron fraction analysis: The transition radiation de-
tector, the electromagnetic calorimeter, and tracker detector.
5. Chapter 5 : The study of the positron fraction is described using four separate analysis. The
chapter concludes with the estimation of systematic errors and summary of the results.
6. Chapter 6 : This chapter is devoted to the phenomenological analysis of the positron excess
measured in the previous chapter. Temporal, spatial and spectral features are searched for,
and simple models are used to diagnose the excess.
7. Conclusions and outlook : A brief summary of the methodology and results, and prospects
of future work.
8. Appendix A : A description of the shower shape selection with the calorimeter is presented.
9. Appendix B : This appendix contains the positron fraction results for the different tracker
pattern configurations.
10. Appendix C : In this appendix, a comparison with the AMS-02 positron fraction publication
result is reflected.
11. Appendix D : This appendix contains auxiliary tables from the positron fraction analysis.
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THE fact that only a small fraction, just about 20%, of the matter content in theUniverse is visible constitutes one of the most astounding results of modern
cosmology. The remaining 80% is known as Dark Matter, and the path towards its
identification, stands among the most important open problems in cosmology and
particle physics. In an effort to improve our understanding of it, we study the particles
impinging the Earth from outer space. These particles are known as Cosmic Rays,
pervade the universe and carry information about the sources that gave birth to them
and the path they follow. Their study is a promising tool to probe the unknown, and
in particular the particle nature of Dark Matter.
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1.1 Cosmic Rays
The Earth’s atmosphere is constantly bombarded by elementary particles and nuclei with energies
spanning 12 orders of magnitude. From the least energetic ones with a few hundreds of MeV to
the most energetic events observed with energies of 1012 GeV. This cosmic radiation is dubbed
as Cosmic Rays (CR) and its existence has been known for a long time. First hints appeared in
1909 when Theodor Wulf first measured higher radiation levels at the top of the Eiffel Tower than
at the ground. The discovery is attributed to Victor Hess by the balloon-borne observation of a
increase of the ionization rate over the rate at ground level which was explained as "The results
of my observation are best explained by the assumption that a radiation of very great penetrating
power enters our atmosphere from above.".
Since then, a great deal of effort has been put into their study which in turn, has paid out with
important advances in the field of particle physics and their interactions, with the discoveries of the
positrons, muons, pions and the kaons among others in the 1930-1940s.
3
1 Introduction
1.1.1 Spectrum and Composition
Cosmic rays are charged particles, essentially atomic nuclei and electrons. Many different species
are observed at low Earth orbit. The nuclear component is composed of protons (87%), Helium
(12%) and heavier nuclei ( 1%). A small fraction of electrons (1%) and antimatter (positrons and
antiprotons) is also observed.
These species are found in a wide range of energy and have different origins. Cosmic rays that
reach us unaltered from the sources are known as primary CR, whereas those which are the product
of the inelastic collisions (spallation) of the primary counterpart with the Inter Stellar Medium
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Figure 1.1: Cosmic Ray relative abundances compared to the solar system abundances of elements ([23])
(Left). Hillas Plot: Source’s magnetic field strength vs source size for various maximum parti-
cles attainable energies Emax ([23])
Cosmic rays are a genuine sample of galactic matter. The ratios of the nuclear composition of
CR are in good agreement with the relative abundance in the solar system. This is an indication
that the production mechanism must be the same, namely fusion of light nuclei in the core of stars
at the end of their life cycle. Deviations occur however for some elements, in the Li-Be-B group
(3 ≤ Z ≤ 5) and the Sub-Iron group (22 ≤ Z ≤ 25), where an over-abundance is found in CR with
respect the solar system (Fig.1.1).
Two effects may play a role in the CR composition in the Galaxy:
• The odd-even effect: Even-even nuclei (even Z and N) are more stable than odd-even and
odd-odd nuclei, hence are more copiously produced in the stellar nucleosynthesis. It has been
suggested then that peaks in the C,N,O and Fe are of stellar origin.
• Even-nuclei spallation may contribute to the secondary production of lighter nuclei. In fact,
Li-Be-B are products of the spallation of carbon and oxygen in the ISM.
In particular, this last point provides an estimate of the average transversed matter, or grammage
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of a few tens of g/cm2 that primaries must traverse in order to produce the observed secondaries.
In addition, the ratios of secondaries-to-primaries such as B/C constitute an important piece of
information to constrain propagation models of CR.
The energy spectrum of cosmic rays is well described by a steeply falling power law:
dN(E)
dE
= kE−γ , (1.1)
with a spectral index γ ∼ 2.7 up to 106 GeV/nucleon that steepens to γ ∼ 3 for energies above
(Fig. 1.2). This implies a very fast decreasing particle rate. For instance , the particle flux at 100
GeV is roughly 1 particle/m2s and about 1 particle/m2yr at 107GeV and just 1 particle/Km2yr at
1010GeV .
Figure 1.2: Cosmic Ray Flux scaled by E2.7 from [86]
At the very first part of the spectrum, from a few eV to ∼ 1GeV, cosmic rays are produced
locally and have a solar origin. They essentially constitute the solar wind. Cosmic rays from ∼
1GeV up to 3 × 106 GeV/nucleon have a spectral index γ ∼ 2.75 and are considered to have
a Galactic origin. The low energy cutoff is due to the solar modulation, that is the energy loss
produced by the interaction of CR with the electric potential generated by the solar wind [66]. Above
those energies, the spectrum steepens to γ ∼ 3.1, feature known as the "knee". At energies above
5×108 GeV/nucleon the spectrum further softens to γ ∼ 3.3 ("second knee"). Although this feature
is still matter of debate, it is attributed to a leakage of CR from the Galaxy. At those energies the
Larmor radius is larger than the spatial dimensions of the Galaxy (Fig 1.1), thus particles originated
in the Galaxy would not be confined. For this reason, observed cosmic rays above this energy are
believed to be of extragalactic origin.
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At 3 × 109 GeV/nucleon the spectrum hardens again to γ ∼ 2.7 ("ankle"). Finally, a suppres-
sion in the flux is observed at 5 × 1010 GeV/nucleon, probably due to the interaction with the
cosmic microwave background (CMB). This effect is known as the GZK limit and is due to the
background photon (CMB) and CR nucleon center of mass energy exceeding the pion production
energy threshold (Eqn. 1.2) [68],[113]:
p+ γ → p+ π◦ ; p+ γ → n+ π+. (1.2)
Despite AGASA [111] observation of a significant number of events above the GZK cutoff,
the highest energy CRs observed by the Auger [95], HiRes [105], and Yakutsk [10] arrays further
supports this explanation.
1.1.2 Production and Acceleration
According to a Hillas-like argument [72], the sources that can accelerate CR particles to such a
wide energy range, must be constrained by the extent of the source and magnetic field strength as in
Fig. 1.1 1. At the energies of interest for this study, below the knee in the CR spectrum, it is widely
accepted that the sources must be within the galactic scale.
In galactic models, the sources are essentially located in the galactic disc, where the bulk of the
visible matter resides. However the determination of the region where CRs are confined (diffusion
zone) is a different issue we will not address here.
The origin and acceleration mechanism of CR remains speculative, nonetheless it is very plausi-
ble that cosmic rays are accelerated in SNRs shock waves by stochastic scattering on the magnetic
turbulence of the expanding plasma. Another conceivable options are pulsars and neutron stars in
close binary systems.
From the energetics point of view, these explanations are well grounded. The average CR energy
density is ρCR ∼ 1eV/cm3. If we consider a galactic radius of 15 kpc, a disc height of 200 pc and
an average residence time of τ ∼ 6× 106yr then the power needed to keep a stationary CR energy
density PCR = V ·ρCRτ ∼ 5×1040erg/s. If we assume a supernova rate of 1/30 years with a typical
kinetic energy release of 1051erg, then we have a power of ∼ 1042erg/s so a few percent efficiency
would be enough.
1.1.3 Anisotropies
The distribution of the arrival directions constitute yet another important piece of information to
trace the sources of cosmic rays. The CR arrival directions becomes randomized by the CR scatter-
ing on the galactic magnetic fields, hence, very small anisotropies are expected being their measure-
ment very challenging. This CR scattering is directly related to the Larmor radius or gyroradius
1Containment in a region requires the size of the region L, to be greater than the Larmor radius RL = E/ZeB, thus








Ze · B/µG , (1.3)
which is O(10−3pc) for TeV particles (Fig. 1.3).
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Figure 1.3: (Left): Larmor Radius for Z=1 particles for B=3µG, with upper and lower limits of (1.4-6)
µG. (Right): Fermi U.L. on electron + positron dipole anisotropy [54] at 90% and 95% C.L..
(Center) CR anisotropy measurements from [50].
Depending on the energy we are interested in, two aspects can be studied: On the one hand,
the small scale where local variations are searched, such as hot-spots, would point to acceleration
regions and distinctive sources. On the other hand, the large scale anisotropy may reveal patterns
over the full sky such as dipole angular scales. The first one is only possible for energies of ∼
1010GeV which have a RL of a few kpc which is much larger than the scale length of the random
component of the galactic magnetic field. This is epitomized in Auger’s [95] findings of a correlation
between UHECRs and AGNS.
At the lower edge of the spectrum, cosmic rays are highly isotropic, as the Larmor radius is very
small compared to the galactic magnetic fields length-scale. In fact, at these energies the CR regime
is diffusive. Residual anisotropies may be present however, due to CR leakage from the Galaxy and
the stochastic effect of local sources [108].




• Compton-Getting Effect: The relative motion of the Earth with respect to the CR "local rest-
frame" [45] should induce an apparent dipole-like anisotropy of ∼ 0.04% [108] however it
has not been observed.
• Latitude and East-West Effect: It is caused by the deflection of primary cosmic rays in the
Earth’s magnetic field. The integrated cosmic ray intensity increases with latitude.








Current data from Tibet ASγ, IceCube, SuperKamiokande, Milagro, ARGO-YBJ and EAS-top
among others, [44], [52],[8],[2],[60],[12] point out the presence of large scale anisotropies at most
at the 10−4−10−3 level at 102−105 GeV energy range (in accordance with what is expected from
diffusive transport).
Ongoing studies of the CR anisotropy in electrons and positrons are also being carried out at
the lower part of the spectrum by Fermi [54] and AMS-02. A dedicated study will be discussed in
following sections.
1.2 Cosmic Rays in Near Earth Orbit
Cosmic rays at the Earth neighborhood are influenced by two phenomena that produce distortions
on the local interstellar spectrum (LIS). The first one is the solar wind, essentially a plasma of
protons and electrons which composes the heliosphere and extends up to the boundaries of the solar
system. The second is the Earth’s geomagnetic field which comprises the Earth’s magnetosphere.
1.2.1 Solar Modulation
The solar wind is a magnetized plasma of low energy protons and electrons in hydrodynamic expan-
sion that is ejected from the solar corona to the interplanetary medium. The plasma drives out the
magnetic field lines, that in conjunction with the Sun’s rotation results in an Archimedian spiral pat-
tern for the large-scale field. On top of this large-scale field, small-scale magnetic field irregularities
are also present as a result of the turbulence and instabilities of the solar corona and interplanetary
medium.
Charged particles interacting with the solar wind move along the large-scale field lines and are
scattered by the small-scale field irregularities resulting in a diffusive regime. This interaction is the
solar modulation, and has a major impact in low energy particles (E . 10 GeV).
Particles influenced by the solar modulation undergo diffusion, convection, gradient and curva-
ture drifts and adiabatic energy changes in the same way that the ISM propagation. Current models
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are described by a transport equation first formulated by Parker[92]. The equation can be solved
numerically, or analytically under simplifying assumptions as in the so-called force-field approxi-
mation of Gleson and Axford [66]. In this approximation, the solar wind is considered as a radial
field with potential φ.
The solution of the transport equation connects the local flux F⊙ which has been modulated by
the solar wind, with the local interstellar flux FLIS by F⊙(r,E, t) = p2⊙/p2LISFLIS(∞,E + Φ(t)):
F⊙(E) =
E2 −m2c4
(E + Φ)2 −m2c4FLIS(E + Φ), (1.5)
where E is the energy at the Heliosphere, and Φ is related to the solar modulation parameter φ by
Φ = Zeφ. The value of the solar modulation parameter represents the energy loss experienced by a
particle of Z=1 approaching the Earth from infinity.
Although it is not considered in the force-field-approximation, the orientation of the solar mag-
netic field leads to an alternating magnetic field polarity along successive solar cycles (11 yrs). This
effect produces a charge sign dependence of the solar modulation [64],[33].
1.2.2 Earth Magnetic Field
The Earth’s magnetic field constitutes the last barrier for cosmic rays before being detected at Earth.
Particles entering the geomagnetosphere follow spiral trajectories around the field lines and eventu-
ally loose their energy. The GeoMagnetic Field (GMF) can be approximated by a tilted dipole field
with momentM = 8.1× 1022Am2 rotated 11◦ with respect the Earth’s rotation axis and displaced
∼ 400 Km from the Earth’s center. The tilt and offset induce distortions in the GMF, being the
most notable located at the South Atlantic. This region, known as the South Atlantic Anomaly, is
characterized by a very weak field strength. Therefore, particles are allowed to penetrate deeply and
enhance the local flux.
An important aspect concerning cosmic rays is the so-called geomagnetic cutoff. Particles enter-
ing the Earth’s magnetic field experience the Lorentz force which curves their trajectories. Hence,
cosmic rays may not be able to reach the detector depending on their rigidity (R=pc/|Z|e) and in-
coming direction.
The minimal rigidity that a particle must have in order to penetrate the magnetic field is called
the rigidity cutoff Rc. In the dipole approximation, the rigidity cutoff has been analytically calcu-
lated by Störmer [107].
Rc =
M cos4 λ
R2 [1 + (1± cos3 λ cosφ sin ξ)1/2]2 , (1.6)
where M is the dipole magnetic moment, R is the distance from the dipole center and λ is the
geomagnetic latitude along the dipole. ξ and φ are the polar angle from local zenith and azimuthal




For vertical incidence (ξ = 0) there is no dependence on the azimuthal direction, and the rigidity
cutoff is reduced to:





where R⊕ is the Earth’s radii.
It is remarkable that the Rc is maximum at the geomagnetic equator with an approximate value
of 15GV for vertical incidence, vanishing at the magnetic poles. Taking into account the particle
incident angle, values above ∼ 10GV are possible for positive charged particles in the magnetic
equator approaching from the western horizon, in spite of ∼ 50GV from the eastern horizon. This
asymmetry has been observed at all latitudes, and is called the East-West effect.
In fact, the field is not a perfect dipole. A more precise description of the GMF and its annual rate of
change is given by the International Geomagnetic Reference Field (IGRF) [91], which describes the
magnetic field in a more general spherical harmonic expansion with weights determined experimen-
tally 2. At the first order, the dipole approximation is recovered. This description of the magnetic
field is used in conjunction with computational codes that trace the particle trajectories to determine
the rigidity cutoff.
A more thorough determination of the cutoff rigidity can be obtained back-tracing individual
particles in the geomagnetic field with a given position, time and rigidity. This is done integrating
the Lorentz equation to see if the particle escapes to the outer space. However, the trajectories
determination is not straightforward as trajectories that would otherwise be allowed, are forbidden
due to the presence of a solid object, the Earth. As rigidity decreases, more complex orbits may be
allowed and forbidden at each point.
For each point, a cone of allowed and forbidden trajectories may be built, with the edges cor-
responding to the upper and lower limit of the rigidity cutoff. Intermediate states correspond to
unstable solutions of the equation, effect called penumbra.
1.3 Antimatter in Cosmic Rays
Several probes at galactic and cosmological scales suggest that the Universe is CP asymmetric,
containing negligible amounts of antimatter. For what concerns our Galaxy, a small fraction of the
observed cosmic rays is antimatter, positrons and antiprotons which are attributed to a secondary
origin (product of the spallation of primaries). Provided a secondary origin, the fluxes can be com-
puted in a relative robust way given an appropriate knowledge of the p¯, e+ production cross sections
in pp(nuclei) collisions, and because the average thickness primary cosmic rays go through can be
estimated accurately from measurements of secondary-to-primary ratios such as the B/C.
2On top of this, a more accurate determination of the GMF should take into account its interactions with the solar wind
which produce additional distortions.
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The origin of antimatter in CRs has been a matter of debate for a long time ago. While light
particles, e+, p¯, D are products of the cosmic ray collisions, heavier antinuclei such as He are not
expected to be produced by the CR spallation. Hence, the observation of heavy antimatter nuclei
would suggest the existence of antimatter domains.
Antimatter channels are well suited for searches of exotic primary sources, indeed, positrons
constitute about O(10%) of the electrons and p¯/p is just 10−4 (Figs. 1.4 and 1.5) owing to their
secondary origin. This means that these channels are more sensitive to contributions from primary
sources of matter and antimatter. In short, antimatter production mechanisms in CR are fairly well
understood and the absence of primary sources provides a preferred channel in searches for sig-
natures of exotic sources. In particular in many DM scenarios, large amounts of e+, p¯, D¯ can be
produced and be observed from Earth. In spite of the effort put into this direction, no consensus has
been reached weather signals of DM have been already spotted in these channels or not.
Observations of p¯ (Figs. 1.4 and 1.5) and low energy e+ are remarkably well reproduced by
numerical simulations describing their secondary production and propagation in the Galaxy, such
as GALPROP [108], DRAGON [19] and USINE [84], hence supporting the secondary origin hy-
pothesis.
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Figure 1.4: Antiproton flux with a model describing secondary production of p¯ (Left). Antiproton to proton
ratio (Right). [4]
High energy e+ observations have been nevertheless difficult to explain from a purely secondary
production. This proves the study of CR e+ a promising window to search for signatures of new







































































Figure 1.5: Absolute proton (upper), electron (intermediate), positron (lower) and antiproton (bottom) mea-
sured fluxes (Left). Ratio of the proton to e+ parametrized flux (Right). As can be seen, the
proton flux is O(103 − 104) larger that the e+ flux. This presents a challenge to searches in
the positron spectrum as detectors with a high proton rejection power are required.
1.3.1 The Positron Fraction
Positrons are believed to have a secondary origin, product of the interaction of primary protons
with protons of the rarefied ISM. The products of these interactions include charged pions and
kaons (π+,K+), which eventually decay producing equal number of positrons and electrons with a
soft spectrum [89].
There are however, a number of models that provide primary sources for CR e±. In particu-
lar, astrophysical sources (Pulsars, SNRs) and WIMPs annihilation in the galactic halo have been
extensively studied.
To investigate the positron spectrum, it is convenient to introduce the positron fraction. The
positron fraction is defined as the ratio of the positron flux φe+ to the electron plus positron flux
φe+ + φe− .
Positron Fraction ≡ PF = φe+
φe+ + φe−
. (1.8)
If we assume positrons are produced as secondaries from spallation of primary protons and
nuclei, then the spectral index must be softer compared to primaries. As electrons are produced in
primary sources and secondary as well, it is expected that the positron fraction decreases with the
energy [101], and in fact, this is what computational models such as GALPROP reproduce. The
reason behind it lies on the primary and secondary fluxes dependence on energy after propagation:
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Qpprim(E) ∝ E−αp ⇒ φpprim(E)∝ E−αp−δ ∼ E−2.81
Qsec(E) ∝ φprim(E) ⇒ φsec(E) ∝ σ · φprim(E) · E−δ, (1.9)
where Qpprim is a proton primary source term, φ are the observed fluxes [57],[56], δ is the spectral
index of the diffusion coefficient3 (which will be introduced in chapter 2), and σ is the production
cross section for secondary particles.
For primary electrons and secondary positrons we have:
Qe−(E) ∝ E−αe ⇒ φe−(E)∝ E−αe−ℓ(E) ∼ E−3.18
Qe+(E) ∝ φpprim(E) ⇒ φe+(E)∝ E−αp−δ−ℓ(E), (1.10)
where αp,αe are the spectral indexes for proton and electron primary sources, and ℓ(E) is due to
diffusive propagation with energy loses which can be roughly estimated to be between δ and 1 [101].




















CAPRICE94: Boezio S. et al. 2000
HEAT: Beatty J.J. et al. 2004
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Figure 1.6: Left:Positron fraction e+/(e+ + e−) measurements referenced in the figure. In red, the latest
data from Fermi. The blue line is from GALPROP standard diffusion model. Right: Electron +
Positron Flux, scaled by E3. The blue line is from GALPROP standard diffusion model.
However, since the very beginning of measurements of the positron fraction (Agrinier et al.
1969; Buffington, Orth, & Smoot 1975; Muller & Tang 1987; Golden et al. 1987, 1994), it became
3Thereby the ratio of secondaries to primaries such as B/C provides an estimate of δ ∼ 0.5
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apparent a rise with the energy above a few tens of GeV that suggested either the existence of a new
source of positrons, or a depletion of primary electrons. By the mid-90’s, a confirmation came from
the balloon-borne experiment HEAT [17] and later on, in 1998 a CRs precision measurement era
was born with AMS-01 observation of the positron fraction [5].
More recently, a number of experiments, Pamela[3], Atic[29], PPBets[110], Hess[58] and
Fermi[53],[55] have raised a lot of controversial over the observation of a significant increase with
energy of, on the one hand the individual spectra of e+e− and the total one, and on the other hand,
the positron fraction as well (Fig. 1.6). This distinctive feature has been hailed as a signature of DM
annihilation or decay, however, in order to reconcile the different observations (γ, p¯...), the DM ex-
planation turns out to be tightly constrained and even ruled out for conventional models. Moreover,
the limited knowledge of the CR production mechanisms and the uncertainties in the parameters
governing the CR propagation makes even harder to come to a verdict.
A dedicated study will be discussed in the following chapter, however, and putting aside the
theoretical issues that may dominate the uncertainties of the study, we should emphasize that in
order to be able to specify the nature of this excess, more statistics, a higher background rejection,
a larger dynamical range and a better energy resolution are required, purposes for which AMS-02
has been designed.
1.3.2 Dark Matter Source of Cosmic Ray e±
The possibility that a significant amount of the matter content of the Universe could be explained by
a new type of elementary particle is well motivated both from the cosmological and particle physics
point of view.
First of all, it should be noticed that among the SM particles, there are not feasible candidates
to account for the missing mass. SM neutrinos may indeed contribute to the ΩDM but cannot be
a sizable part of it, as neutrinos are relativistic, thus behave as hot DM which is not endorsed by
observations.
There are a number of reasons to believe that the Standard Model (SM) is not a fundamental
theory but rather an effective field theory valid up to a few TeV. Many extensions to the SM have
been introduced to provide answers to some open questions, such as the origin of the three families
of fermions and the hierarchical spectrum of their masses, the gauge coupling unification, the baryon
asymmetry and for our purposes, Dark Matter (DM). The fact is that many of these theories provide
in a natural way particles that could play the role of DM.
From the cosmological perspective, a generic class of weakly interacting massive particles
(WIMPs) also provides excellent candidates to account for cold non-baryonic Dark Matter. The
reason behind it is that any viable production process of a particle candidate for DM must satisfy
the observed relic abundance. The situation for WIMPs is rather optimistic in this regard as stable
particles with weak-scale masses Mweak that interact with weak interactions and were produced
thermally in the early universe, automatically reproduce the right abundance.
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In a standard picture, WIMPs production and annihilation processes occurred copiously in the
early universe as a result of the collisions between particles of the thermal plasma during the
radiation-dominated epoch.
χχ↔ l+l−, qq,W+W−,Z+Z−... (1.12)
With temperatures T ≫ mχ the production and annihilation process were very efficient and
were in equilibrium with a common annihilation rate of Γ = 〈σv〉neq , where 〈σv〉 is the thermally
averaged annihilation cross section and neq the number density at equilibrium. As the Universe
expanded and cooled below the WIMP mass, the WIMP particles decoupled and the number of
WIMPs decreased exponentially as e−(mχ/T ) due to a Boltzmann-suppression since only particles
with energies in the tail of the Boltzmann distribution had enough energy to produce WIMP pairs.
At the same time, as the Universe expanded and cooled, the self-annihilation processes become
more inefficient and when the annihilation rate becomes smaller than the Hubble expansion rate,
then the co-moving number density of WIMPs is not altered and becomes frozen at the thermal
relic abundance, producing the so called freezeout or decoupling. From this time, the decoupled
particles no longer interact with the cosmic soup and just expand freely, with a number density that
scales inversely proportional to the scale factor a as n ∼ 1/a3.
The number density n(t) for a decoupled specie then evolves obeying a Boltzmann equation
where two processes take part, annihilation and evolution due to the Hubble expansion
dn
dt
+ 3Hn = 〈σv〉(n2 − n2eq), (1.13)
where H is the Hubble rate. This equation can be solved numerically to yield a value for the present
relic density as a function of the annihilation cross section
Ωh2 ≈ 3× 10
−27cm3s−1
〈σv〉 . (1.14)
Although in this expression the DM particle mass is not involved, the relic density depends on





where if the coupling g = gweak ≈ 0.65 and Mχ ∼ Mweak, O(100GeV) then it just matches the
required abundance, fact that has been often referred as the "WIMP miracle".
However, WIMPs are not the only solution to the Dark Matter problem, e.g. axions or unstable
DM have been suggested in the literature. In fact, a huge number of candidates have been introduced,
mainly from extensions of the SM to solve the DM problem. A detailed compilation of the proposed
candidates is out of the scope of this work and good references covering this topic can be found for
instance in [61], [20] and references therein.
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The Distribution of Dark Matter
Dark Matter distribution is presently not very well determined. In particular for our Galaxy, the
Dark Matter content can be estimated, but the specific distribution is far beyond current surveys.
This problem is typically addressed with numerical simulations, given the complexity of the highly
non-linear interaction processes involved in the evolution of DM structures. In particular, N-body
simulations have been so far well suited for the analysis of the gravitational collapse of a system of
collisionless particles, and thus extensively used in the modelization of CDM structures.
Dark Matter hierarchically clusters in the so-called DM Halos, which ranges in mass and size
from the tiniest substructures, to galactic sized halos and beyond (Fig.1.7). In particular, at the
galactic scale, galaxies are embedded in halos that extend far beyond the galaxy visible edges and
dominate the total mass as evidenced by galactic rotational curves.
CDM halo clustering is characterized by self-similar spherical structures at different scales with
common density profiles, that are nearly isothermal (ρ ∼ r−2).
Figure 1.7: Aquarius Simulation. Projected Halo squared DM density at z = 0 (Left). Re-simulation of a
selected Halo from the simulation at higher numerical resolution [106]
A common density profile that has been found to reproduce remarkably well halos in the sim-
ulations over a mass range spanning 20 decades, from micro-halos, to galaxy cluster scale ones, is





where γ = 1 and the scale radius rs and ρs are parameters that vary from halo to halo, but are
related trough the concentration parameter c by:
rvir = crs, (1.17)
where the virial radius rvir is useful to estimate the extent of the halo and it is often defined as the
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radius at which the density is 200 times the critical density. With this definition the mass of the halo,












The concentration parameter c, can be generically defined as c = ρ(rvmax)ρcrit,0 and varies from halo
to halo, but can routinely be calculated from the halo fitting procedure in the simulations.
As computational power has been growing, the resolution of simulations has been increasing,
and it has been found that smaller structures are best fitted by the same NFW profile letting the inner
slope γ become a free parameter. Yet another profile has been found to reproduce well the smaller
scales, the Einasto profile:






As far as our Galaxy is concerned however, the different Dark Matter density profiles at the
solar neighborhood do not differ substantially, showing more prominent deviations near the galac-
tic center. Actually, it is a matter of debate the exact distribution in the inner parts of the host
Halo, as simulations including baryons produce profiles that are in general steeper at the core than
those which only include Dark Matter. Moreover, the cuspiness of the core is still an open problem
[47],[75], but for antimatter searches, the impact of these issues is minute as we will see in the next
chapter.
One of the major contributions from simulations is the demonstration of the existence of sub-
structure after the hierarchical merging, both gravitationally bounded (subhalos) and unbounded
(streams). For Milky Way (MW) sized halos, simulations are currently able to resolve subhalos of
104− 105M⊙ within the main halo, and to characterize their inner structure and spatial distribution.
In particular, it has been found that subhalo mass abundance proportional to M−α with α = [1.9, 2].
A word of caution must be casted in any case, for the resolution of simulations is still far from
the size of the smallest substructures, and the extrapolations along decades of halo masses that must
be performed certainly introduce additional theoretical uncertainties.
Dark Matter Indirect Detection
Dark Matter indirect detection is based on the idea of detecting signatures of the annihilation or
decay of DM particles in the cosmic radiation, photons and neutrinos. The idea was born on the
realization that the same process that led WIMPs to fit the required DM relic density (Eqn. 1.12),
may produce sizable distortions on the cosmic ray spectra that we can measure.



















gives a rate of 1.6× 1034s−1 for a 1Kpc sphere surrounding the Earth, assuming a local density of
0.3GeVcm−3. If the branching ratio for annihilation into leptons is significant, then we expect a
sizable contribution from DM annihilation to the positron flux.
1.3.3 Astrophysical Sources of Cosmic Ray e±
Among the astrophysical objects that populate our Galaxy, many can contribute to the positron
abundance in cosmic rays, but the required energy excludes a large part of them. Following a Hillas-
like argument, the astrophysical sources able to inject the required order of energy most widely
accepted are SNRs and pulsars (Fig. 1.8)4.
In fact, recent surveys indicate that there is a large number of sources which emit γ-rays in the
GeV region. In particular, more than 500 sources have been identified with energies above 10 GeV
[1].
BL Lac FSRQ AGNs of unknown type
PSR SNR PWN
Other Galactic objects Other (non-beamed) Extragalactic objects No association
Figure 1.8: The Fermi LAT catalog of γ-ray sources (Left). Fermi LAT catalog of sources with energies
above 10 GeV from [1]. Most galactic sources of GeV γ-rays are SNR and PSR/PWN.
Supernova Remnants
If secondary e± are produced by the spallation of primaries in the propagation in the ISM, then it
is conceivable that those primaries may produce also secondaries in the interactions in the sources
prior propagation, in particular by the hadronic interaction of primaries with the expanding gas in
SNRs.
The argument to disregard this component so far has been that the average residence time of
primaries in SNRs, which should be inferior to the SNR lifetime O(104)yrs), is much shorter than
the average residence time of CRs in the Galaxy O(106 − 107yrs). Even considering the density
in the source ∼ 10cm−3 is higher than the ISM gas ∼ 0.1cm−3 due to the gas compression by
the shock, the grammage estimated inside the SNR is much smaller (∼ 0.2gcm−2) that the average
4Although other possibilities have been investigated such as production in giant molecular clouds[46], microquasars[71]
or gamma-ray bursts[77],[76].
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grammage of the ISM (a few gcm−2). Therefore, the production of secondaries in the sources
should be negligible compared to production during propagation in the ISM.
However, this argument neglects that these secondaries produced in the sources may be also
accelerated along with primary electrons, yielding a significantly harder spectrum [21]. If this were
the case, the raising positron fraction can be explained without resorting to new additional sources,
in a pure illustration of the Occam Razor’s principle.
This mechanism would further imply an increase on the p¯/p above 100 GeV [22], and on heavier
nuclei secondary to primary ratios (B/C, Ti/Fe) [87], [6], which future observations will test.
Pulsars
Another popular primary source for positrons are pulsars and their associated nebula, the pulsar
wind nebulae (PWN). Pulsars are rapidly spinning magnetized neutron stars that transfer part of
their rotational energy into a magnetized wind. The large electric fields induced by the rotating
neutron star, strip electrons from the star surface to such extent that the pulsar is surrounded by a
co-moving plasma called the pulsar magnetosphere which extends up to a distance known as light
cylinder RL = c/Ω.
These electrons in turn emit synchrotron and/or curvature radiation while drifting far from the
star along the magnetic field lines. The photons energy is large enough to produce electron-positron
pairs in the strong magnetic field of the pulsar magnetosphere by magnetic conversion, and/or
through photon-photon pair production with photons from the local radiation fields such as ther-
mal X-rays from the neutron star surface. Thus, pulsars are expected to produce pairs of electrons
and positrons as a result of electromagnetic cascades induced by the acceleration of electrons in
their magnetosphere.
It is then reasonable to think that the physical process that produces e+e− in the pulsar magne-
tosphere is presumably the same that produces the Gamma-Ray emission [70], although additional
processes such as re-acceleration in the pulsar wind nebula should be taken into account.
It is worth stressing that a pulsar source of e± does not produce in a natural way antiprotons, in
accordance with p¯/p observations.
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Signatures in the Electron and
Positron Spectra
RECENT measurements of the e± spectra extend the energy range up to unex-plored energies in the hundreds of GeV range confirming the excess starting
at about 10 GeV already suggested by HEAT [17] and AMS-01 data [5]. This excess
can be explained by the annihilation of Dark Matter in the context of exotic physics,
or by nearby astrophysical sources such as pulsars. In order to discriminate between
the competing models for primary positron production, we investigate the role of cos-
mic ray electron anisotropies as potential signatures to probe an exotic explanation
to the positron excess.
This chapter is based on the related works [27],[28] where we calculate the contribu-
tion to the electron flux due to both the collection of all known Gamma-Ray pulsars
(as listed in the ATNF catalog) and by the annihilation of Dark Matter. We address
the problem of the electron anisotropy in both scenarios and estimate the prospect
that a small dipole anisotropy might be found by future observations. In particular,
the sensitivity in the positron and e+ + e− spectra is discussed.
G G G
2.1 Introduction
The recent claims from the PAMELA [3], ATIC [29], PPB BETS [110] and Fermi [62] collabora-
tions of an excess in the ratio of positrons to electrons plus positrons (positron fraction) and the
e+ + e− flux, seems to support what HEAT and AMS-01 data suggested regarding the existence of
a possible primary cosmic ray electrons source.
21
2 Signatures in the Electron and Positron Spectra
A large number of candidates have been suggested to reproduce the observed positron fraction.
Among the exotic ones, the annihilation of Dark Matter may be the most widely studied.
If Dark Matter annihilates in the galactic halo, its annihilation products can be measurable from
Earth. As it has been pointed out in previous works (e.g. [32]), PAMELA data seems to accommo-
date preferably leptonic channels rather than Dark Matter annihilating to quark pairs, but typically
large boost factors are required to adjust the shape to the data. These boost factors reflect the in-
crease of the expected annihilation rate and originate for instance if we consider a new light force
carrier into which the DM particle annihilates, leading to a Sommerfeld enhancement at low veloci-
ties, annihilation of a non thermal WIMP, or from inhomogeneities in the Dark Matter halo (clumps,
Dark Matter mini spikes etc).
More conventional scenarios such as pair production in nearby astrophysical objects can also
reproduce the spectral shape. Specifically in this chapter, we analyze the possible contribution of
pulsars and leptophilic Dark Matter. For the former one we consider all gamma ray pulsars listed
in the ATNF pulsar catalog. For the latter one, we rely on the latest simulations of MW sized DM
halos, allowing for leptons in the DM annihilation final states. Finally, we calculate the predicted
dipole anisotropy produced in both scenarios, i.e., Dark Matter annihilation and nearby pulsars, and
assess the detection capability of such signature by future observations.
2.2 Cosmic Ray Electron and Positron Propagation
Cosmic ray propagation is a diffusive process due to the random galactic magnetic fields. If we
denote the number of particles of type i per unit volume found at time t at ~x with energy E by
ni(E, ~x, t) [GeV
−1cm−3], the evolution equation as initially written by Ginzburg and Syrotvatskii









nsσi,s − βcNσini − ni
Γτi
+Qi, (2.1)
where∇(D∇ni) is the diffusion term and D(E, ~x, t) [cm2/s] is the diffusion tensor;∇(~vni) is the
convection term and ~v = ~v(~x) [cm/s] is the velocity of the galactic wind; ∂∂E (bni) represents the
energy loss with b(E, ~x, t) [GeV/s] being the rate of energy change; niΓτi is the fraction of particles
lost by radioactive decay with a characteristic life-time τi [s] and βcN
∑
s<i nsσi,s − βcNσini is
the number density of particles created or destroyed by spallation processes in the propagation due
to interactions with the interstellar medium of density N, with a cross section σi,s [cm2]. Finally,
we have the source term Qi(E, ~x, t) [GeV−1cm−3s−1] that describes the injection of particles of
type i into the Galaxy.
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For electron and positron propagation, the relevant processes are diffusion, convection, energy
losses and the source term. Propagation can be approached in two complementary ways. The first
one is to solve the transport equation using numerical methods in the same way the GALPROP
package [11] does. The second one is to obtain an analytical solution to the transport equation with a
set of realistic simplifying assumptions. In the following, we use the standard GALPROP code to get
the positron and electron backgrounds and an analytical solution of the propagation equation for the
primary positron flux. For primary positron sources, we have used the Green functions formalism
as described in [49] where the two main processes, diffusion and energy losses, are considered. The
resulting diffusion-loss equation for this process is given by:
∂
∂t
n(E, ~x, t) = D(E) · ∇2n(E, ~x, t)
− ∂
∂E
(b(E)n(E, ~x, t)) +Q(E, ~x, t), (2.2)
where b(E) = − dEdt = aE2+ bE+ c ≈ aE2 codifies the energy losses due to (a) inverse Compton
scattering (IC) and synchrotron radiation, (b) bremsstrahlung and (c) ionization. At the energies we
are interested in, E > 10GeV, the energy loss is very well approximated by the synchrotron losses in
the interstellar (ISM) magnetic fields and inverse Compton scattering off the background radiation
(Cosmic Microwave Background radiation (CMB) and starlight at optical and IR frequencies). The

























E2 ≈ 10−16E2[GeVs−1], (2.3)
where the energy density w0 = wCMB + wopt−IR is the energy density of the photon background
[eV/cm3] with wCMB = 0.25 eV/cm3 and wopt−IR = 0.5 eV/cm3. wB stands for the ISM
magnetic field energy density wB = B
2
8π = 0.6 eV/cm
3 for B=5µG.
For the diffusion coefficient D(E) = D0Eγ , three setups MAX, MED and MIN, which are
consistent with measurements of the boron to carbon ratio B/C can be considered [48]. There is
an important caveat here as stressed in [48], namely, the possible enhancement of the positron
flux due to the relative poor knowledge of the propagation parameters set. For this aspect, future
observations such as AMS-02 measurements of stable secondary-to-primary and unstable ratios,
will greatly improve our knowledge on CR propagation and reduce the theoretical uncertainties.
We solve the equation for a steady state source (DM positron injection) and for a non-stationary
source (SNRs and pulsars).
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Table 2.1: Diffusion Setups
D0[cm
2/s] γ
MAX 1.8× 1027 0.55
MED 3.4× 1027 0.70
MIN 2.3× 1028 0.46
2.3 Astrophysical Sources of High Energy Positrons
Gamma-Ray pulsars are expected to produce pairs of electrons and positrons as a result of elec-
tromagnetic cascades induced by the acceleration of electrons in their magnetosphere. There are
two main mechanisms of pulsar particle acceleration with the subsequent radiation emission and
pair production processes, namely the polar cap and the outer gap models. We will not detail these
mechanisms here. In short, in both models the electrons can be stripped from the star surface and
accelerated to ultrarelativistic energies by electric fields in the magnetosphere of the pulsar. We
assume that the positron injection spectrum can be expressed as a power-law with an exponential
cutoff at Ec, dNedE = E
−αe−E/Ec.
Previous works (e.g. [70], [26], [74], [112], [31],[63], [97], [67]) have shown the plausibility of
pulsars as sources of primary cosmic ray electrons. In our analysis, we will assume a benchmark
model as considered in [97], namely, the “standard model” (ST). Although more refined models for
electron production in pulsars can be considered, some of them produce an e± output well below
the observations (e.g. Harding-Ramaty model [70] or the one devised by Zhang and Cheng [79] )
or a comparable one (e.g. Chi et al. [31]). In the latter case, the most outstanding pulsars produce
similar patterns to those considered in the ST model, so we will assume the most simple scenario
for positron production in pulsars as a benchmark model for the study.
The ST model assumes that all the rotational energy of the pulsar is lost through magnetic dipole
radiation. Since the rotational energy is given by E = IΩ2/2 (where I≈ 1045gcm2 is the moment
of inertia and Ω the spin frequency), the spin-down power will be E˙ = IΩΩ˙. For such a magnetic
dipole radiator, the energy loss rate can be written as a function of the neutron star’s radius R, and
α the angle between the dipole and rotation axes E˙ = −B2R6Ω4 sin2 α6c3 , i.e. Ω˙ ∝ −Ω3. Integrating
this expression leads to the solution of the time evolution of the rotational velocity of a pulsar for





where Ω0 is the initial spin frequency and τ0 = 3c
3I
B2R6Ω20
is a characteristic time taken to be around
104 years for nominal pulsar parameters. Using Eq. 2.4, we obtain the spin-down power E˙ of the
pulsar.
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If we assume that a fraction fe± of the spin-down power E˙ is translated into pair production,
we can describe the power injected into e± by a luminosity function Le± as:




where L0 = fe± 12τ0 IΩ20.
Integrating Eq. 2.5 over the pulsar age T, the total energy output can be approximated by
Eout = I
∫
dtΩΩ˙ ≈ IΩ20/2. If t/τ0 ≫ 1 then Ω20 ≃ Ω2 tτ0 leads to an energy output into electrons
of:




where the energy budget is determined by the present spin-down power ˙E, the age of the source T
and the conversion efficiency into pairs fe± that is assumed to be of a few percent. Thus, the e±
source for a single pulsar located at a distance r, injecting positrons at time t and energy E can be
expressed as:
Q(E, r, t) = Q0 · Le±(t)E−α exp (−E/Ec)δ(r), (2.8)






EQ(E, τ)dE and Le± is the luminosity of the source. We have introduced
a spectral cutoff at Ec=1TeV motivated by the ATIC and Hess data [58]. This cutoff will only be
relevant for young pulsars, as old pulsars have a maximal e± energy below the cutoff due to energy
losses. For our purposes, we assume typical pulsar injection for magnetic dipole radiation braking
(Eq. 2.5), nonetheless a similar analysis can be conducted for other choices e.g. exponential decay
luminosity as it is expected from microquasars or e± release from the nebula surrounding pulsars.
Once we have described the source of electrons from a single pulsar, we proceed to estimate
the contribution to the local e+e− flux from a realistic collection of Gamma-Ray pulsars. For this
purpose we will consider all the Gamma-Ray pulsars listed in the Australian Telescope National
Facility (ATNF) [81] pulsar catalog 1. Young pulsars with typical ages lower than 104 − 105 years
are considered to be surrounded by a pulsar wind nebula (PWN) or a SNR shell that confines the
injected electrons before releasing them to the ISM. This has to be taken into account when we
consider the age of the pulsars that can contribute to the electron abundance. In this respect we
will consider two collections (BM2,BM1). In the first one we will take a lower bound of 104 years
constraining our pulsar collection to ages between 104 and 107 years (Table 2.3). This constraint
allows us to accept pulsars like Vela which is still surrounded by a PWN. In this scenario, we
assume a low conversion efficiency for the young pulsars (O(1%)) to take into account the possible
1http://www.atnf.csiro.au/research/pulsar/psrcat
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confinement of leptons. A larger efficiency would imply a non negligible contribution above the
background of secondary electrons around 2 TeV due to the contribution of Vela, which is not
endorsed by Hess observations of the e+ + e− flux.
In the second one, we will consider that pulsars with ages below 5x104 years cannot contribute
to the bulk of electrons, i.e. we constrain our collection to mature pulsars. This introduces an in-
jection delay ∆t between the pulsar’s birth and the injection of electrons into the ISM due to their
confinement in the PWN. This delay may be relevant for young pulsars for which T ≃ ∆t but for
sufficiently old pulsars we can safely dismiss the delay issue and set the injection time at the pulsar
age.
The condition for Gamma-Ray emission as described in [114] is that the fraction size of the
outer gap be less than one, g = 5.5P 26/21B−4/712 < 1 in terms of the pulsar period P and the pulsar
surface magnetic field B12 (in 1012G units ) resulting in a collection of more than two hundred
pulsars, from which three lie at a distance closer than 1kpc.
Regarding the determination of the injection spectral index α, we have to take into account the
constraints that come from observations of synchrotron radiation from SNRs. We can consider, as in
the Harding-Ramaty model [97], that the e± have the same spectral index as Gamma-Rays emitted
by pulsars (which has been measured by EGRET to be around 1.4-2.2 for energies 0.1 < E <
10 GeV [109]). This is a fairly large range, so for the sake of simplicity we will assume that our
collection of pulsars have all the same spectral index α = 1.7 provided that with this configuration
we get reasonable fit to the data (e.g. [67]).
As an additional simplifying assumption we will take a universal set of parameters for the whole
collection unless otherwise specified in the text.
Once we have the positron source we proceed to calculate the number density of positrons by
solving the diffusion-loss equation (Eq.2.2) for a non stationary source. The solution of the equation
has been previously derived for a burstlike power-law injection source with a cutoff Ec ([14], [67]).















where the distance scale is approximately,
Ddiff (E, t) ≃ 2
√
D(E)t
1 − (1− E/Emax)1−γ
(1− γ)E/Emax , (2.10)
as a function of the index of the power-law dependence of the diffusion term on energy, γ, and the
maximum energy given by the energy losses: Emax ≃ 1/(at) with a ≃ 10−16 GeV−1s−1.
Given that the source emits with luminosity Le±(t), the flux will be given by φ(E, r, t) =∫ t
T Le±(t′)φ(E, r, t′)dt′. We have calculated the pulsar contribution to the local electron flux in the
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case of burstlike injection and continuous injection for our collection of young and mature pulsars.
Even in the continuous case, the injection is well approximated by a burstlike event as a result of
the steepness of the slope of the luminosity function for a braking index due to magnetic dipole
radiation. In this case, a broader peak in the spectrum is produced because a significant fraction
of the electrons are released recently, thus having a shorter cooling time and reaching Earth with a
higher energy [78]. In order to reproduce the spectral features of the Fermi data, we assume a MED
diffusion scenario with an overall conversion efficiency of 3%. Due to the relative variability of the
collection of pulsars in the age/distance parameter space, we adjust the conversion efficiency for
a few number of objects that show prominent features in the spectrum at the considered energies,
namely Geminga, Monogem (Fig. 2.1 ).
Table 2.2: Pulsar Parameters
Pulsar d[Kpc] T [105years] EoutBM1/BM2[1047erg] fe±BM1/BM2[%]
Geminga 0.16 3.42 11.9/7.0 10.0/6.0
Monogem 0.29 1.11 2.7/4.5 18.0/30.0



























Figure 2.1: Contribution to the electron flux by the collection of pulsars considered in the BM2 setup ,
Table 2.3.
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Figure 2.2: (a) and (b): Mature pulsar contribution for a burstlike injection. The efficiencies have been
adjusted to fMonogem±e = 18%, fGeminga±e = 10%, fJ2043+2740±e = 0.1%. (c): Mature + young
pulsar contribution to the e+ + e− flux for burstlike injection. The efficiencies have been
adjusted to f±eMonogem = 30%, f±eGeminga = 6%, f±eJ2043+2740 = 0.1%, f±eV ela = 1% . (d):
Mature pulsar contribution to the e+ + e− flux for continuous injection. The efficiencies have
been adjusted to f±eMonogem = 15%, f±eGeminga = 6%, f±eJ2043+2740 = 0.1% .
We introduce a delay ∆t between the pulsar birth and the electron release to the interstellar
medium for both sets of pulsars. For the BM1 setup ∆t ≃ 5x104 years and ∆t ≃ 104 years for the
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BM2 setup which correspond to their injection time into the ISM.
The resulting fluxes are shown in Fig. 2.2 for the considered scenarios. In order to account for
the experimental data in the hundreds of GeV, the conversion efficiency into pairs of Monogem and
Geminga must be above the nominal value of 3% but inside the standard range (1-30%) considered
in [80]. This values may change depending on the diffusion setup considered, the PWN e± release
delay, pulsar cutoff, etc so it should be considered as a single realization of the multiple possibilities
that can reproduce the data [67].
Pulsar Name d[Kpc] T [105years] E˙[1034erg/s]
J0633+1746 0.16 3.42 3.2
B0656+14 0.29 1.11 3.8
B0833-45 0.29 0.11 690.0
B0355+54 1.10 5.64 4.5
J2043+2740 1.13 12 5.6
J1740+1000 1.36 1.14 23.0
J0538+2817 1.39 6.18 4.9
B1055-52 1.53 5.35 3.0
J1549-4848 1.54 3.24 2.3
B1706-44 1.82 0.18 340
B1449-64 1.84 10.40 1.9
B0740-28 1.89 1.57 14.0
B0114+58 2.14 2.75 22.0
J0821-4300 2.20 14.90 3.3
J1046+0304 2.25 4.16 1.4
B1221-63 2.29 6.92 1.9
B2334+61 2.47 0.41 6.2
J1747-2958 2.49 0.26 250.0
B1951+32 2.50 1.07 370.0
B1719-37 2.51 3.45 3.3
J1830-0131 2.68 11.50 2.3
B0136+57 2.70 4.03 2.1
J1028-5819 2.76 0.90 83.0
B1046-58 2.98 0.20 200.0
Table 2.3: Gamma-Ray Pulsars from the ATNF Catalog. A subset from the collection of pulsars in the
database is listed with d < 3Kpc and 104 years < T < 107 years.
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2.4 Dark Matter Source of High Energy Positrons
There is strong evidence toward the existence of huge amounts of non-visible matter at galactic
scales from studies of the galaxy rotation curves [18]. According to the standard ΛCDM cosmolog-
ical model, approximately a 22% of the energy content of the universe is in the form of Cold Dark
Matter (CDM) [96]. If we consider that the same phenomenon may be taking place at such differ-
ent scales, then the disc of our Galaxy could be embedded in a Dark Matter halo, as extensively
investigated with high-resolution numerical simulations, and the result of the interactions between
the halo constituents may produce signatures we can study.
Leading candidates to account for it are weakly interacting particles (WIMPs), with the neu-
tralino and the Kaluza-Klein bosonB1 the most extensively studied ones. The relic density of these
particles is determined by their annihilation cross section. Observations of the CMB and large scale
structure surveys provide estimates of the relic density constraining the annihilation cross section
up to a canonical value of 〈σv〉 ≈ 3×10−26 cm3s−1. This value sets the production rate of standard
model particles, e.g. leptons, that can be measured as tracers of Dark Matter annihilation.
The signal that results from DM annihilation, depends on the squared DM density from the
astrophysical side, and on the DM particle mass and cross section from the particle physics side.
Since the annihilation rate depends on the squared density, the presence of clumpiness or substruc-
ture implies an enhancement of the signal compared to a smooth density distribution. The present
Dark Matter structure is considered to have its roots in small amplitude quantum fluctuations dur-
ing inflation. In the accepted “bottom-up” hierarchical structure formation, smaller clumps gather
together to form larger systems, completely determined by the initial power spectrum of the primor-
dial fluctuations. Galaxies are thus embedded in large Dark Matter halos that in turn are made up of
self-bound substructure or subhalos.
The mass distribution, abundance and internal structure of clumps is determined by means of
high-resolution numerical simulations as the Aquarius simulation [106]. In this section, we will
model the DM halo as in Pieri et al. [94].
The total density of a DM Halo receives two contributions that can be described with a smooth
and a clumpy components. Regarding the smooth component, it has been found that a Einasto profile
provides good fits to the radial density profile:










, α = 0.17 . (2.11)
Regarding the contribution from the population of subhalos, the spatial and mass distribution of
halos are well parametrized by:
d2Nsh
dMdV










, α = 0.678, (2.12)
which in terns of the number density ρsh = dNshdV :
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dρsh(Msub, R)
dMsub











where N totcl is the total number of subhalos and 〈Mcl〉 their mean mass, and the mass and spatial













= 1 . (2.14)
For what concerns the internal structure of the subhalo, it has been found that a Einasto profile
with α = 0.17 provides a good description of the radial inner profile in the resolved subhalos in the



















where M is the mass of the clump and r the galactocentric distance. For Einasto profiles, one has





, with r′ the clump’s
inner radial coordinate, f(r′) the clump inner density profile and r200 the radius which encloses
an average density equal to 200 times the critical density of the universe. Once we have the clump
mass M and the distance to the galactic center r, the clump inner density profile ρcl(M, r, r′) is
defined unequivocally.
Given a subhalo of inner profile ρsubDM , the corresponding annihilation rate will be propor-
tional to the annihilation volume ξ:
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Table 2.4: Parameters describing the characteristics of the Dark Matter Halo distribution from the Aquarius
simulation as in [93],[94]. The three blocks in the table refer to parametrizations of 1) the smooth
galactic halo, 2) the concentration parameter and 3) the galactic subhalo population.
Rvir [kpc] 433




















(r⊙) [kpc−3] 8.47 · 10−8
〈ξ〉M [kpc3] 7.19 · 10−10
M totcl (< Rvir) [M⊙] 4.33 · 1011
f totcl (< Rvir) 0.18
f⊙ 2.7 · 10
−3










































denotes the number of positrons generated per annihi-
lation and energy interval (for each branching channel k).
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for some particular channels, calculated with Pythia [103],
[104] with a injection energy of 300GeV.
Finally, the relative contribution to the total source term Q(E,R), and hence, the local flux, is
performed using the local clump fraction f⊙ = Mtotρ⊙
dPV (odot)





. For more details we refer the reader to [93] and [94].
Once we have the source term we proceed to calculate the flux at the Earth by solving the steady
state ( ∂∂tn(E, ~x) = 0) of Eq.2.2. As already done e.g in [16], the equation can be solved turning the
energy evolution into an evolution over a pseudo-time t˜.
t˜ = τE
Eγ−1
1− γ , (2.19)
where τE ≡ 1/a = 1016GeV s and γ is the exponent of the energy dependence of the diffusion
index.
The equation then reads:
∂ψ
∂t˜
−D0∆ψ = Q˜(~x, t˜), (2.20)
where ψ = E2n and Q˜ = E2−γQ. This equation is analogous to the heat equation with positrons
evolving with the pseudo-time t˜. The solution of this equation can be obtained in the Green function
formalism, where the probability for a positron with monochromatic injection energy Es initially
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located at ~xs to reach the observer position ~x with energy E ≤ Es, is described by the Green
function G(~x,E ← ~xs, Es). The solution is then given by the convolution of the Green function







d3~xsG(~x,E ← ~xs, Es)Q(~xs, Es). (2.21)
We can relate the positron propagator G(~x,E ← ~xs, Es) with the propagator of the heat
equation G˜(~x, t˜ ← ~xs, t˜s)
G(~x,E ← ~xs, Es) = τE
E2
G˜(~x, t˜ ← ~xs, t˜s), (2.22)
where the propagator of the 3D heat equation is just












with a typical diffusion length Ddiff =
√
4D0(t˜− t˜s)





















where A = 1−γ4πD0τE . As previously stated, PAMELA data favors leptophilic DM, i.e., candidates
whose annihilation products are predominantly leptons. The case of direct annihilation into electron
and positron pairs can provide good fits to the ATIC data but it must be excluded if we take into
account the Fermi results due to a sharp drop at the end-point (see e.g. [85]). Therefore we are
left with annihilations into µ± and τ± which provide a much softer injection spectrum and can
accommodate both PAMELA and Fermi. For such injection spectra, large annihilation rates are
required. The astrophysical boost factor, i.e, boost based on the presence of clumpiness, has been
proved to be insufficient to account for the required normalization to adjust the data. In this respect,
proposals of particle physics boost factors as velocity dependent cross sections, have been recently
considered.
For our purpose, which is to evaluate the expected anisotropy resulting from sources that repro-
duces the observed abundances, we will assume the required normalization to fit the data as a result
of any of the considered mechanisms that can boost the annihilation rate. Here, we consider a DM
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(b)
Figure 2.4: DM halo contribution to the electron spectrum as described in the text. In each figure the blue
flooded area denotes the background whereas the blue solid line accounts for the DM contribu-
tion over the background. Annihilation into τ+τ− with a cross section 〈σv〉 = 1x10−22cm3/s.
The considered DM mass MDM = 3.6 TeV within MED diffusion setup. (a): E3 · (e+ + e−)
(b): Positron Fraction
candidate that annihilates into τ± with a mass of 3.6 TeV (Fig. 2.4) which has been boostedO(103)
with a cross section of 10−22cm3s−1.
We also address the possibility of a nearby DM clump being the responsible of the bulk of
positrons found in the Fermi, ATIC and PAMELA data. For this purpose, we treat here the clump
as a point-like object at a given distance d contributing to the source term with luminosity L in the
same fashion as already done in [25]. This possibility has been found to be very unlikely unless
the Sommerfeld effect is at play, but such a source would imprint a signature in the electron arrival
direction that could constitute a signal of Dark Matter annihilation in case of the absence of pulsars
in the neighborhood. In this sense, the evaluation of such a signal makes the study meaningful. The
expected flux for a clump of DM annihilating into τ± or µ± with masses around 3 TeV and 2
TeV respectively can reproduce the Fermi data with the drop observed by Hess, and with slightly
different normalizations the PAMELA data. As a possibility, we show the flux produced by the
annihilation in the τ± channel of a DM clump located at 0.9 Kpc with a DM mass of 3.6 TeV. In
this case, as in a pulsar scenario, a MED diffusion setup is appropriate, as the MIN and MAX cases
show prominent bumps in the spectrum at high and low energies respectively, that are not observed
in the Fermi data.
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(b)
Figure 2.5: DM point-like source contribution to the electron spectrum. In each figure the blue solid line
stands for the background whereas the black dashed line accounts for the DM contribution
over the background to the total flux. The red dashed line denotes the DM contribution to
the total flux. The blue dashed line that bounds the blue flooded area denotes a modulated
positron fraction for the background. DM clump situated at d=0.9Kpc. MED diffusion setup
and luminosity L = 1.0x109M2⊙pc−3. We assume a DM candidate of mass 3.6 TeV that
annihilates into τ+τ− with cross section 〈σv〉 = 3x10−25cm3/s (a): E3 · (e+ + e−) (b):
Positron Fraction
2.5 Anisotropies
So far, large scale anisotropies of CR have been measured to be less than 1% [7], but it is known that
if they were produced by sources with some spatial structure, small anisotropies should be present
in the arrival directions and could be correlated to the potential sources, whether they be known or
not. In the case of high energy electrons, very light charged particles, diffusion competes with large
energy losses resulting in relatively short paths O(Kpc), so it is expected that we can use them to
sample only sources within a certain distance and age. The cosmic ray intensity can, in general, be
expanded over the celestial sphere in spherical harmonics. At first order, when we have a marked
directionality, we have a dipole anisotropy as could be the case of a single source dominating the
spectrum. In this case, the intensity can be expressed as
I(θ) = I¯ + δI¯ cos θ, (2.25)
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where I¯ = 1/2(Imax + Imin) being this maximum and minimum intensities related to a forward-
backward measurement2.
The calculation of the anisotropy produced by a single source in a diffusive process, has been







where D(E) is the diffusion coefficient and N is the electron number density.
In the search for anisotropies, several channels can be considered. On the one hand, anisotropy
can be searched for in the all lepton flux N = Ne+ +Ne− à la Fermi. On the other hand, the search
can be conducted in separate e+ and e− populations, or even in the ratio Ne+/Ne− à la AMS-02.
The sensitivity for every of these searches can be estimated, simply comparing the expected
signal, i.e. the degree of dipole anisotropy, with purely statistical fluctuations which are ∝ √Nevts .
We can describe the number density Ne± by an isotropic diffuse component Nde± and a source
component that is not isotropicNse± . The estimation of the anisotropy in the fluxes is straightforward
from Eqn. 2.26, as only the anisotropic component of N (that is, the signal) is left in the gradient.
If we assume that the primary source (which is anisotropic by definition) produce electrons and
positrons in equal numbers (Nse+ = Nse− = Ns), then the expected anisotropy will be diluted as in
table 2.5:
Table 2.5: Anisotropy dilution factors and expected statistical accuracy for each channel.
Channel Anisotropy Intensity Dilution Factor Expected Accuracy














e− + 2 ·Ns
Considering that the positron fraction above 10 GeV is O(10%), then we expect the positron
channel to be the best suited for anisotropy searches, being the least diluted.
In order to illustrate this point, in Fig. 2.6 we show the sensitivity in 5 years to a dipole
anisotropy in the three channels listed in table 2.5 for a Fermi-like experiment considering a pulsar
source distribution as in section 2.3.
Estimates of the expected anisotropy in the case of a dominant pulsar have been previously
shown in e.g. [26],[74] but they fail to take into account the possible effects that could arise from a
2The dipole anisotropy parameter δ = Imax−Imin
Imax+Imin





















2 is the first order term of the angular power spectrum
37

































Figure 2.6: Probability that an observed anisotropy δ as expected from a distribution of pulsars as in section
2.3 is due to a fluctuation of an isotropic distribution of events, for the leptonic channels listed
in table 2.5.
realistic collection of pulsars; there could be e.g. systematic cancellations. We have calculated the
anisotropy in the case of a collection of pulsars taken from the ATNF catalog and in the framework
of Dark Matter annihilation of clumps throughout the halo, both in the case of a dominating point-
like source or a distribution of clumps. In the presence of an isotropic background plus a number of






where the index i runs over all the discrete sources that contribute to the full dipole. The product
〈δirˆinˆi〉 represents the projection of the individual dipole over the direction of maximum intensity
that is energy dependent and φT (E, r, t) denotes the total flux observed at Earth. The projection









sin δ1 sin δ2 + cos δ1 cos δ1 cos(α2 − α1)
)
, (2.28)
where A1 = cos δ2 sin(α2 − α1), A2 = cos δ1 sin δ2 − sin δ1 cos δ2 cos(α2 − α1) and the right
ascension and declination are denoted by αi and δi.
In our model, we evaluate the anisotropy (Fig. 2.7) produced by the collection of pulsars con-
sidered in Fig. 2.2 (a) for a MED diffusion setup. The dipole anisotropy will change direction
depending on the energy, but the main contributor to the full dipole is shown to be Monogem above
a few tens of GeV up to the TeV and in second place Geminga. A big contribution to the anisotropy
(and the positron flux) can be expected also at higher energies by younger objects like Vela or CTA1,

























Total dipole. MED Diffusion setup 
Fermi (5 years) 95% CL.
.σFermi (5 years) 5
Figure 2.7: Individual (Left) and Full (Right) dipole anisotropy in the electron + positron spectrum for
every pulsar considered in Fig. 2.2 and Table 2.3 for a MED diffusion setup. We also show the
Fermi sensitivity to such an anisotropy at the 2 (blue dashed) and 5 (red dashed) σ CL in 5
years.
The full dipole (Fig. 2.7) will be given by the projection of the individual anisotropies in the
direction of the maximum intensity at each energy, resulting in a clear signal in the direction of
Monogem at energies above 20 GeV. The contribution due to Geminga has a stacking effect to the
full anisotropy due to the relative position between it and Monogem, so, changes in their individual
contributions to the flux, codified for instance in the pair conversion efficiency, should not change
the anisotropic pattern. Contributions from other pulsars don’t result in a systematic addition of
their signal to the full anisotropy into a particular direction due to their spatial distribution, so they
constitute a kind of isotropic background. In this scenario, measurements of a possible privileged in-
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coming direction should point out an excess in the Monogem/Geminga direction, roughly opposite
to the direction of the Milky Way (MW) center.
It is possible however that we could be observing the contribution of some yet undiscovered
pulsars that could show up in a potential study of anisotropies. In this respect, searches for Gamma-
Ray sources as the one conducted by Fermi will help to support or disfavor the test. In any case it is
expected for an astrophysical source that the dipole anisotropy should be relatively constrained to
the galactic plane, tracing the distribution of visible matter.
In the case of a DM Halo contributing to the full dipole, as in the case of the Aquarius simulation,
due to the symmetry of the clump distribution we would expect a dipole anisotropy in the direction






where 〈δclump(r)n〉 = 6D(E)cD2
diff
(r⊙ − r cosϕ) is the projection of the clump contribution to the

















Fermi Collaboration 2010 95% C.L.
Figure 2.8: Dipole anisotropy in the electron + positron spectrum produced by the population of pulsars
(Blue) in comparison with a distributed DM source considered in Fig. 2.4 (Orange). We also
show the Fermi current upper limits on e+ + e− dipole anisotropy [54].
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Then the expected dipole anisotropy in the e++ e− flux for the pulsar and DM scenarios can be
computed. For the sake of simplicity, we will derive the dipole anisotropy for the parametrizations
used in the previous sections. In figure 2.9 the expected anisotropy for both e± sources is shown
together with current limits from the Fermi collaboration [54]. We expect anisotropies at the few
permil level at intermediates energies for a pulsar source, and about 10 to 5 weaker in a general DM
scenario.
We can also consider a DM point source as responsible of the bulk of PAMELA and Fermi
electrons as could be the case of a large DM clump [25] or minispikes around an intermediate
mass black hole [24]. This scenario allows a more unconstrained anisotropy not restricted to the




where δpointsource = 6D(E)dcD2
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210 Dipole anisotropy in a MED diffusion setup
Fermi (5 years) 95% CL.
.σFermi (5 years) 5
Figure 2.9: Dipole anisotropy in the electron + positron spectrum from the DM point-like source as con-
sidered in Fig. 2.5. We also show the Fermi sensitivity to such an anisotropy at the 2 and 5 σ
CL in 5 years.
Although the probability of finding such a bright clump in our neighborhood is rather small,
there are some scenarios, with the Sommerfeld effect at play, where this probability can be boosted
up to 15%. In this case, the anisotropy would exceed the 2σ level pointing toward the existence of
a dominant source. This measurement should also be complemented with searches for Gamma-Ray
emission to achieve a consistent prediction.
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A number of possibilities have been proposed as potential candidates to account for the positron
excess. From the standard astrophysical point of view, pulsars seem to be the most promising candi-
dates. Just considering the already known Gamma-Ray pulsars is enough to explain the spectrum for
reasonable model assumptions. In particular, two nearby pulsars, Geminga and Monogem, provide
good fits to the data with conversion efficiencies of η ∼ 10− 20%.
For a DM scenario, the contribution from the annihilation in the halo can reproduce the ob-
served patterns once we have solved the required normalization issue by means of particle physics
boosts on the thermal averaged cross section. To do this, annihilation through leptonic channels is
mandatory in order to satisfy the antiprotons constraints.
In these models, the measured spectrum can be reproduced and no clear signatures can be
found to distinguish between a Dark Matter scenario and pulsars, as the spectral shape seems to
lack information of the origin of the e±. In order to distinguish between the proposed candidates
the study of anisotropies is proposed. Different channels can be used in the anisotropies search:
e+ + e−, e+, e−, e+/e−, being the positron channel the most interesting due to lower isotropic
backgrounds.
We have analyzed the expected anisotropy from a configuration of pulsars selected from the
ATNF catalog and also derived the anisotropy in a general Dark Matter scenario, both in the case
of a very bright point source and in the case of a clumpy distribution as illustrated by N-body
simulations. For the DM point-like source and the pulsar scenarios, future observations should be
able to detect a dipole anisotropy at 2σ CL in five years at least. On the other hand, we would expect
an excess toward the MW center in the case of a clumpy halo as the main contributor to the primary
positron flux, however, the degree of anisotropy would be well below the expected sensitivity of
current observations.
In summary, we expect a sizable anisotropy in a pulsar scenario towards the galactic anticenter,
roughly in the Geminga and Monogem direction. A tiny anisotropy may be also present in a DM
halo scenario toward the galactic center. If we consider a large contribution from a clumpy-like
source, the anisotropy may be enhanced and be directed in general out of the galactic plane.
Anisotropies have been shown to be a valuable tool to disentangle the positron excess problem,
nonetheless there are still many of theoretical uncertainties (e.g. the Dark Matter halo distribution
or the mechanism of pair production in pulsars). It must be borne in mind that we have not taken
into account the proper motion of the pulsars or even that of the Dark Matter clumps, which could
result in an enhancement or suppression of the anisotropy. Moreover, the case of a dipole anisotropy
toward a pulsar cannot exclude a Dark Matter scenario, as it is possible to have a large Dark Matter
cloud in the same direction masking the signal. In any case, the precise study of e± anisotropies







THE Alpha Magnetic Spectrometer (AMS) is a general-purpose high energy particle detector which aims for
high precision studies of cosmic rays. From its privileged
location on the ISS (International Space Station), it takes
advantage of the virtually background free environment that
characterizes experimentation in space to address some of
the open fundamental questions in modern particle physics
such as the asymmetry of matter-antimatter and the nature
of the Dark Matter content in the universe.
3.1 Introduction
The AMS experiment is an international collaboration which involves 64 institutions from 16 coun-
tries across Europe, America and Asia. The AMS scientific goals include the search for primordial
antimatter, the pursuit of the nature of Dark Matter, and precision measurements of the composi-
tion of cosmic rays which will contribute to the understanding of their origin and propagation in
the Galaxy, but first and foremost, AMS will search for new physics phenomena that could not be
reached from ground-based experiments.
AMS was first proposed by MIT physicist Nobel laureate Samuel Ting, and approved by the U.S.
Department of Energy (DOE) in 1995. The goal of the project was to install a magnetic spectrometer
in space, which followed an agreement between NASA, responsible of the space transportation,
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installation, and supervision of all safety critical issues, and the AMS collaboration, in charge of
the detector design, operation, and the scientific exploitation of the results. For these purposes, the
experimental programme was originally scheduled in two phases: a precursor flight on the space
shuttle and a long exposure period on the ISS.
In June 1998, a prototype to study the feasibility of the project, AMS-01, was flown on board the
space shuttle Discovery for a 10-day mission which validated the overall design. After completion
of the first stage of the experiment, the tragic loss of Space Shuttle Columbia in 2003 put into
severe restrictions the future orbital missions and thus the continuation of the second phase of the
project, AMS-02. Finally, in January 2009, NASA restored AMS-02 to the shuttle manifest and on
May 16th 2011 AMS-02 was flown on board the Space Shuttle Endeavour, mission STS-134, to
the International Space Station and was deployed on May 19th at the upper Payload Attach Point
on the S3 Truss of the International Space Station (ISS) (Fig.3.1). Shortly after deployment, AMS
started data taking. Since then, AMS has been continuously collecting science data at the ISS in a
low Earth orbit (altitude∼ 360Km) with a full sky coverage, at an average rate of 500 Hz 1 (Fig 3.2)
that are already providing unprecedented statistics in the field of high energy cosmic ray physics.
Figure 3.1: AMS-02 Detector Installed in the ISS Truss.
AMS main goal is the study of Antimatter, for which it has been specifically designed.
On the one hand, AMS-02 particle identification capabilities allows for precise determination
of the spectra of rare CR components (e+,p¯,D¯,γ). Distortions on the spectra of these faint signals
can arise from the annihilation or decay of Dark Matter particles, thus providing evidence of their
1In the first 5 weeks, it had already collected 1.5 ×109 triggers from cosmic-rays
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existence and clues to their properties. On the other hand, AMS will search for Antimatter of pri-
mordial origin, looking for the presence of anti-nuclei such as He in cosmic-rays. The measurement
of an anti-helium nuclei could be a direct proof of the existence of antimatter domains, due to the
extremely low probability of He production by spallation [30].
Finally, AMS will perform high statistic measurements of charged cosmic rays with isotopic
separation which will help to greatly improve our understanding of CR propagation. The current
modelization of the origin and propagation of CR in our Galaxy aims to describe all primary and
secondary component fluxes and diffuse γ-ray spectra within a single model with a number of free
parameters (Galactic disk and Halo size properties, injection spectra etc...) that can be constrained
with measurements of the elemental and isotopic spectra in a wide energy range.
Figure 3.2: AMS-02 Number of events reconstructed (green) and transferred (blue): 31 × 109 events col-
lected from 19th May to 29th March, 2013.
3.2 The Precursor Flight
The AMS detector prototype, AMS-01, was flown for a 10-day mission on the Space Shuttle
Discovery, STS-91. The primary goals of the mission were testing the spectrometer design
principles and gaining experience on its operation in space.
AMS-01 was composed of:
• A Silicon Detector to measure the sign of the charge and the momentum of the charged
particles.
• A Permanent Magnet to provide the trajectory bending of charged particles needed for the
momentum determination.
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Low Energy Particle Shield
Figure 3.3: Left: AMS-01 on board the NASA Space Shuttle Discovery. Right: Schematic view of the
components of the AMS-01 detector.
• A Time of Flight to measure the velocity of the charged particles and to provide the trigger
of the experiment.
• An Anticounter system to veto particles out of the fiducidal volume of the spectrometer.
• A threshold Cerenkov detector to separate low velocity from high velocity particles.
The highly successful AMS-01 flight fulfilled the original goals and collected over 80 million
events which rendered significant scientific results .
• Cosmic-ray positron fraction measurement from 1 to 30-GeV with AMS-01 [42] (Fig 3.4):
The success of the measurement of the positron fraction in space set the benchmark for future
experiments in space such as PAMELA, and laid the ground for the second part of the project,
AMS-02.
• Search for Antihelium in Cosmic Rays [34]: A total of 2.86 × 106 Helium nuclei were ob-
served with no anti-helium candidate found. This measurement set the upper limit of the the
ratio of the He/He relative fluxes of 1.1×10−6 at 95% C.L. (Fig 3.5), where the same spectra
for both species was assumed.
• Protons in Near Earth Orbit [38].
• Leptons in Near Earth Orbit [37].
• Cosmic Protons [35].
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Figure 3.4: Left: Positron fraction measured by AMS-01 compared to earlier results. Right: Elec-
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Figure 3.5: Left: Rigidity × Charge sign for Z=2 events for anti-helium searches with AMS-01.
Right: Upper limit at 95% C.L. for the H¯e/He ratio set by AMS-01.
• Helium in Near Earth Orbit [36].
• A study of cosmic ray secondaries induced by the Mir space station using AMS-01 [39].
• Isotopic Composition of Light Nuclei in Cosmic Rays [41].
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• Relative Composition and Energy Spectra of Light Nuclei in Cosmic Rays [40].
3.3 Second Phase: The AMS-02 Detector
The AMS-02 detector is a large acceptance magnetic spectrometer designed to perform precision
measurements of charged cosmic-rays in space (Fig. 3.6).
Figure 3.6: AMS-02 Zoom-In View at the ISS Truss.
The detector has been designed for a long duration mission on the ISS, with a lifetime matching
that of the International Space Station (until 2020 or longer). In addition to the intrinsic constraints
of space-born detectors, AMS has to deal with weight and power supply budgets from the shuttle
transportation and ISS boarding limitations. Specifically, the detector dimensions are 5x4x3 m3
with a total weight of 7500 kg. The allocated power is 2 kW and the data down-link rate to ground
is in average 10Mbps.
The potential of the detector’s particle identification capabilities relies on the redundancy in the
measurement of the particle properties with the different sub-detectors. The main components of
the spectrometer as displayed in Fig. 3.7, are:
• Permanent Magnet: The particle bending in the magnetic field is provided by a permanent
magnet generating a field ∼ 0.15T at the center of the system.
• Silicon Tracker (STD): A set of nine planes of silicon detectors which determine the coordi-
nates of the points used to reconstruct the tracks.
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Figure 3.7: AMS-02 Schematic Layout
• Anti-Coincidence Counters (ACC): An array of anticoincidence counters covering the inner
part of the magnet provides the veto for the non fiducidal trajectories in AMS.
• Time of Flight (TOF): The time of flight is measured by a hodoscope of Time of Flight
scintillation counters (TOF) which also provides a measurement of the particle’s velocity.
The TOF is also providing the trigger of the detector.
• Transition Radiation Detector (TRD): Designed to distinguish between light and heavy
particles of the same charge and momentum, and in particular, between positrons and protons.
• Ring Imaging Cerenkov Detector (RICH): Provides a measurement of the particle velocity
with a precision of 10−3 allowing for isotope identification.
• Electromagnetic Calorimeter (ECAL): Allows for an accurate distinction between leptons
and hadrons and energy determination of electromagnetic particles up to ∼TeV.
The electronics contain 650 microprocessors for data reduction which scales down the raw-data
volume, by a factor 1000 without science information loss, and thus allows it’s direct down-link to
ground.
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3.3.1 The Permanent Magnet
The AMS Permanent Magnet (PM) has the shape of a cylinder like vessel 80cm height, with an
inner radius of 111.5cm and an outer radius of 129.9cm.(Fig 3.8).
Figure 3.8: Left: AMS-02 permanent magnet. Right: PM Magnetic Field orientation. The detector coordi-
nate system has been chosen according to the magnetic field.
It is composed of 64 high-grade Nd-Fe-B sectors. Each sector is composed of 100 blocks of
5.08× 5.08× 2.54cm3 which are glued together with epoxy. The Nd-Fe-B magnets are among the
strongest permanent magnets, and the AMS Permanent Magnet is able to develop a dipole magnetic
field of 0.15 T with a negligible dipole moment 2. In addition, the field outside the magnet is small
enough to comply with the strict NASA safety regulations concerning fringe magnetic field on the
ISS. 3.
The Permanent Magnet provides also the reference frame for AMS as depicted in figure 3.8.
The X coordinate is parallel to the magnetic field, the Y coordinate runs in the bending direction
and the Z direction goes along the cylinder axis.
3.3.2 The Silicon Tracker Detector (STD)
The AMS-02 tracking system is composed by silicon sensors covering an effective area of 6.4m2
which allows for a particle track trajectory determination with an accuracy better than 10µm in the
bending direction (Y), and 30µm in the non-bending one (X).
The silicon tracker is able to precisely measure the curvature of particles in the magnetic field
hence providing a rigidity measurement R = pc/|Z|e. It is composed of 2264, 41× 72× 0.3mm3,
2A non negligible dipole moment could result in a significant force on the apparatus.
3The magnetic field has been measured to be <3G at 2 meters distance from the center of the magnet.
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double-sided silicon microstrip sensors grouped in 192 double-sided ladders, the basic unit which
contains read-out electronics and mechanical support.
On opposite sides of the silicon sensors, strips p+ (junction) and n+ (ohmic) strips are deployed
along orthogonal directions. The p side runs along the ladder length and are daisy chained up to the
ladder end, where are connected to the read-out chips. The n side strips are also encroached to
the ladder end by means of a kapton cable, which covers the signal from the sensors to the same
readout channel. P-side strips provide the measurement in the bending coordinate and the n-side
strips measure the non-bending coordinate, thus, each silicon sensor measures the coordinate of a
particle in two orthogonal directions simultaneously.
Each of these ladders is ensembled in a total of 9 layers which contains∼ 200000 read-out chan-
nels. Layers 3-8 in figure 3.7 are supported by three planes of low density aluminum honeycomb
covered with carbon fiber skins that match the cylindrical shape inside the magnetic field. Each of
these planes is equipped with two layers of silicon ladders.
The other three planes, numbered 1, 2 and 9 in figure 3.7 are equipped with one layer of silicon
ladders and are located respectively on top of the TRD, on the top of the magnet and in-between the
RICH and the ECAL separated by a distance of about 3m. Planes from 2-8 in figure 3.7 constitute
the Inner tracker and are enclosed with a thermally stable carbon fiber structure.
Figure 3.9: Left: Tracker silicon ladders in a single plane. Right: Three inner planes consisting on double-
sided layers equipped with silicon-detectors
The mechanical stability of the seven layers in the inner tracker is critical to maintain the re-
quired resolution of the silicon tracker. The stability is monitored using an optical laser system, the
tracker alignment system (TAS) which is mounted outside the inner tracker volume, and allows for
the determination of module displacements with an accuracy better than 5µm. Finally, the tracker
layers are dynamically aligned using cosmic-ray protons to an accuracy of 3µm.
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The Tracker rigidity resolution has been estimated with MC simulation. In particular, the 100%
relative error4 is reached for protons and Helium at 2000GV and 2700GV respectively for a Tracker
configuration including layers 1 and 9.
3.3.3 The Transition Radiation Detector (TRD)
The AMS-02 TRD is located above the upper Time-of-Flight and it is attached to the support struc-
ture of AMS on top of the magnet vacuum case.
The sub-detector is composed on a fleece radiator and straw tube proportional wire chambers
which efficiently captures the transition radiation produced in the radiator. It consists on 5428 straw
tubes of 6mm diameter which are arranged in 328 modules of sixteen straws and mounted on 20
layers, interleaved with a 20mm fiber fleece radiator material. All the structure is supported in a
conical shaped octagon structure, built out of a carbon fiber/aluminum honeycomb sandwich.
Figure 3.10: TRD: Octagon structure with all 328 straw modules integrated.
The upper and lower 4 layers run parallel to the magnetic field direction (X view) while the
central 12 layers run in the orthogonal direction (Y view), thus providing a 3D tracking capability.
The fleece radiator is built with 10µm thick propylene fibers (LTP 375 BK) with a density of
0.06g/cm3, which provides a 50% photon emmision probability in the X-ray region. The straw
tubes are filled with a Xenon/CO2 gas mixture which collects the X-ray photons and the ionization
radiation as well.
Two vessels storing the mixture that fill the gas circuit, hold a total of 48 kg of Xe and 5Kg of
CO2. This, in addition to the measured leak rate of the gas filling the tubes of 6µg/s, mainly due to
diffusion of the CO2 through the tube walls, ensures an effective lifetime of more than 20 years in
space.
The TRD provides an independent proton rejection capability of 100-1000 for a 90% efficiency
in order to separate positrons from hadrons in the 1.5-300 GeV energy range.
4This rigidity value is often referred as maximum detectable rigidity (MDR)
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3.3.4 The Time of Flight (TOF)
The Time of Flight system consists of four layers of fast plastic scintillator counters, arranged in two
planes which covers the full AMS-02 acceptance. Given its large acceptance, it is in charge of the
fast trigger (FT) of the detector, which is the first level of the data acquisition chain. Additionally, it
provides an independent measurement of the particle β in the low energy region (σ ∼ 4%), and an
independent measurement of the absolute value of the particle charge up to Z=20.
Figure 3.11: TOF system of AMS-02. UTOF and LTOF are separated by a distance of 1.2m
The TOF has a characteristic time resolution ∼ 160ps which is good enough to separate down-
ward and upward particles at the 10−9 level. Finally, the TOF system also flags cosmic-rays with
Q>1, rejecting protons at the trigger level without interfering the measurement of the high charge
component of CR.
The two planes of TOF are situated at the top of the magnet bore (Upper TOF: UTOF) and at
the exit (Lower TOF: LTOF). Each plane consists of two scintillator layers built of 8-10 paddles
of 1cm thickness, 12cm wide and variable length (117-134 cm), which are partially overlapped to
avoid geometrical inefficiencies.
The four layers of scintillation paddles are oriented in orthogonal directions in order to guarantee
a granularity of 12x12cm2.
The light produced when a particle crosses a paddle is collected at both ends of the counter.
Each paddle is optically coupled with 2 to 3 photomultiplier tubes on each side for redundancy. The
PMTs have been chosen with a high magnetic field tolerance to minimize the effect of the strong
magnetic field generated by the magnet. The scintillators are coupled at both ends via plexiglass
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light guides to the photomultipliers.
3.3.5 The Ring Imaging Cherenkov (RICH)
The Ring Imaging Cherenkov detector is designed to separate charged isotopes in cosmic rays by
measuring their velocity β with a precision of ∆β/β = 0.1% . It is also targeted to measure the
particle absolute charge up to Z<26.
The RICH consists of a layer of radiator material, a conical reflector and a detection plane.
When charged particles cross the radiator at a velocity greater than the Cherenkov threshold, a
cone of Cherenkov radiation is emitted. The emitted photons are detected by an array of PMTs
which covers a detector plane after an expansion length of 46.8 cm. To increase the reconstructed
efficiency, a truncated conical mirror covering the lateral structure is used to collect the emitted
photons that otherwise would escape its acceptance, and direct them to the detector plane. With this
addition, the reconstruction efficiency is increased as ∼ 30% of the photons are reflected on it and
re-directed towards the detector plane. The reflective material is a mixture of 100nm aluminum and
300nm of SiO2 with a reflectivity of 85% at λ = 420nm.
Figure 3.12: Left: RICH conical mirror Right: PMT detection plane
The radiator holds 92, 2.5-thick tiles of Aerogel (n = 1.05) and a central square built of 16,
0.5cm-thick tiles of NaF (n = 1.334). The central section boosts the photon detection efficiency due
to the higher emission angle of the Cherenkov cone of the NaF. It also serves to increase the detector
dynamical range as a result of a threshold velocity of β = 0.75.
At the lower part of the RICH, the detector plane supports a set of 680 4x4 multi-anode PMTs
equipped with independent light-guides, adding up to a total of 10880 channels with a section of
4x4 mm2 each. The central part of the detector plane, is not instrumented to reduce the interaction
length of particles in the ECAL geometrical acceptance.
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3.3.6 The Anti Coincidence Counter (ACC)
The Anti Coincidence Counter is composed by an array of 16 paddles arranged in a cylindrical shell
surrounding the silicon tracker within the magnet bore. The main tasks of the ACC are to exclude
tracks outside the AMS-02 geometrical acceptance, to suppress triggers originating from secondary
particles produced by the interaction of primary particles with the detector structure, and to reduce
the trigger rate in periods of high flux, e.g. the South Atlantic Anomaly.
The ACC paddles are composed of scintillator plastic (Bicron BC-414) of 826 x 826 x 8mm
arranged in order to form a cylinder of a diameter of 1.1 m. Photons produced in the scintillator are
collected in wavelength shifter fibers of 1mm diameter, which are embedded in grooves milled into
the scintillation panels. At both ends of each paddle, the wavelength shifter fibers are grouped into
two bundles of 37 fibers each, that drive the scintillation light to the PMT photocathodes.
The ACC is instrumented with 16 PMTs, 8 at the top and 8 at the bottom. These PMTs are very
similar to the ones used in the TOF in order to minimize the effect of the strong magnetic field on
the photomultiplier. The very high efficiency and a high degree of homogeneity of the scintillating
fibers ensure a reliable and fast ACC veto trigger for high inclination particles.
Figure 3.13: Left: ACC panel production Right: The Anti-Coincidence Counter integration in the Vacuum
Case.
3.3.7 The Electromagnetic Calorimeter (ECAL)
The AMS-02 Electromagnetic Calorimeter is a fine grained sampling calorimeter built out of lead
and scintillating fiber which allows a precise tracking capability and a 3D imaging of the longitudi-
nal and transverse components of development of electromagnetic showers.
The main task of the ECAL is to provide an accurate measurement of the particles energy, and
to reject hadrons from electromagnetic particles. In addition, the ECAL also provides a stand-alone
gamma trigger which efficiently 5 identifies gamma-rays. The ECAL is composed of lead foils of
1mm thick and scintillator fibers of 1mm diameter glued together with epoxy in a sandwich-like
590% at 2GeV and above 99% for energies greater than 10GeV
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shape with an average density of 6.83 g/cm3 and a total weight of 487 kg. The lead-scintillator pan-
cake has an active area of 638x648 mm2 and a thickness of 166.5 mm (∼ 16.7X0 ) and its arranged
in 9 superlayers of 18 mm thick. The imaging capability is obtained by stacking the superlayers
with fibers running along orthogonal views : X axis (5 layers) and Y axis (4 layers).
Each superlayer is read out by 36 2x2 multianode Hamamatsu PMTs arranged at both opposite
ECAL edges. Each PMT channel covers an area of 9x9 mm2 corresponding to ∼35 fibers, defined
as cell. This unit divides ECAL into 18 layers with a total of 1296 cells (324 PMTs), allowing for a
precise sampling of the shower profile with 18 independent measurements. The AMS-02 calorime-
ter structure has been developed to achieve a high λ/X0 ratio (the radiation length X0 ∼1cm and
the nuclear interaction length λ ∼26cm). This ratio is proportional to Z4/3 being this, one of the
reasons to use Pb in the construction of the ECAL.
Figure 3.14: Left: Ecal Structure Right: Ecal superlayers.
With this design, an almost complete containment of electromagnetic showers is ensured. On
the other hand, about ∼ 50% of the protons escape the calorimeter without interact (MIPs) while
the remaining ones develop hadronic showers which are only partially contained. The hadronic
interaction probability P in the ECAL:
P = 1− e−T/λ ∼ 0.4, (3.1)
where T is the absorber depth. With this design, the rejection factor for hadrons up to the TeV is
∼ 104.
Additionally, the ECAL also provides tracking capabilities with an angular resolution that has
been measured to be ∼1◦ for electromagnetic showers.
The ECAL energy resolution for high energy electrons has been measured in TB conditions and
is well parametrized by:
σ(E)/E =
√
(0.104)2/E + (0.014)2 . (3.2)
For the estimation of the energy, the signals are processed over a wide dynamical range that
goes from the very small energy deposition of MIPs (with ∼ 8 photoelectrons), to the TeV scale
(with ∼ 105 photoelectrons). To achieve this performance, the calorimeter front end electronics has
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been designed in two gain modes: High gain for low energy measurements and low gain for highest
ones. The ratio of high to low gain is HG/LG∼33.




Detector for e/p Rejection
THE measurement of cosmic ray positrons has to deal with a proton backgroundthat is 103 − 104 times larger than the e+ signal.
This chapter describes the analysis performance for e/p separation and how the main
background can be suppressed with the electromagnetic calorimeter, the transition
radiation detector and the silicon tracker. The selection introduced in this chapter
will be used in the positron fraction analysis that will be presented in chapter 5.
G G G
4.1 Introduction
The dominant backgrounds for the positron selection are on the one hand protons, which constitute
the bulk of the Cosmic Rays, and on the other hand charge confused electrons. In this chapter we
will describe the selection that deals with the former one and introduce the sub-detectors involved
in the positron fraction analysis. The latter one will be addressed in chapter 5. We present the
performances of the TRD, ECAL and Tracker to suppress the proton component, the major source
of background contamination to the positron signal. We begin by introducing the preselection that
will be used throughout all the analysis stages. The classifiers used in the analysis are also described,
and their performances are evaluated on signal and background flight data samples.
We take advantage of AMS-02 redundancy for e/p discrimination to obtain clean control sam-
ples from flight data for the evaluation of the sub-detectors performances. In particular, a clean
sample with high statistics for the signal (positrons) can be obtained from electrons, which we as-
sume to be identical to positrons aside from the charge sign. These samples in turn allow us to
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evaluate the sub-detectors selection efficiencies for signal and background.
At high energies, the electron sample, selected as Rigidity < 0, is not a pure sample as a result
of the proton contamination due to charge sign confusion (CC) in the Tracker. Clean samples and
in particular clean reference distributions of the ECAL for the signal can be obtained though with
tight cuts on the TRD, and conversely, reference distributions of the TRD can be obtained with tight
cuts on the ECAL. With this procedure it is possible to study the subdetectors performances using
flight data.
Finally, a clean sample of protons selected as Rigidity > 0 can be obtained easily using the same
strategy, as protons are at least 10 times more abundant than any other CR component.
4.2 Data Sample
AMS-02 data taking started on 2011 May 19 at 9:30 CDT. Since then, AMS has been continuously
recording data, collecting in the first 22 months over 31·109 events. Reported results are based on the
data collected from 2011 May 19 to 2012 December 10, for a period of nearly 18 months. In order
to use the AMS-02 full discrimination capabilities, we select events inside the ECAL geometrical
acceptance (which represents ∼ 10% of the full acceptance [98]).
4.3 Data Preselection
A common preselection is used in all the positron fraction study as well as to estimate the sub-
detector performances in the analysis. The aim is to use a reduced tractable volume of AMS data
with a very high efficiency on the signal, reducing the background as much as possible.
Throughout this analysis, we require a cluster of hits in the ECAL, and a track in the TRD
and Tracker. We also accept only particles transversing the detector from the top of AMS. This
is performed demanding a measured velocity β ∼ 1 with the TOF consistent with a downward
particle.
Along the orbit, AMS effective time of data acquisition (DAQ), livetime, varies as a result of
the input rate (fig. 4.1), and the operating conditions. We apply a cut on the livetime, which ensures
us to be under nominal operation conditions. Furthermore, it is an effective way to avoid the South
Atlantic Anomaly (SAA), an anomalous geomagnetic location with a very high rate of low energy
particles which are not representative of the LIS positrons and would spoil the measurement of the
positron fraction.
In addition, low energy secondary particles are produced by the collision of cosmic rays in
the atmosphere. To study this contribution, the Earth geomagnetic field plays a major role, as only
particles above a threshold rigidity can go through it. This rigidity has been introduced in chapter 1





















































Figure 4.1: Left: AMS-02 Livetime (Left) and Maximum IGRF cutoff rigidity (Right) upper limits for
positive and negative charged particles as a function of the geographical longitude and latitude.
The SAA can be clearly spotted with a low livetime and the geomagnetic poles as well.
TRD Likelihood e-p
































Figure 4.2: Protons, Helium and e± in the TRD Likelihoods map. A cut on TRD Likelihood e-He is used
to clean the sample from Helium.
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Table 4.1: Preselection cut statistics and cumulative events fractions I.
Total Minimum Energy Beta Livetime
2200013703 460647890 351580036 348672087
(%) (%) (%) (%)
100.0 20.9 16.0 15.6
angle. A cut on the geomagnetic cutoff rigidity 1 has been included to avoid under-cutoff particle
contamination in the sample. To further ensure no contamination of under-cutoff particles is present
in the sample, a safety factor of 30% above the considered cutoff rigidity has been applied. This
factor has been validated by back-tracing a reduced sample of the selected events in the Earth’s
magnetic field. This cut will be used in the positron fraction analysis, nonetheless we avoid it for
e/p rejection studies, as it correlates the reconstructed energy in the ECAL and the rigidity in the
Tracker.
Table 4.2: Preselection cut statistics and events fractions II calculated respect Preselection I.
Cut
Events First cut Cumulative Relative
(×106) Ev. Frac. (%) Ev. Frac.(%) Ev. Frac.(%)
Preselection I 348.7 100.0 100.0 100.0
Energy > 1.3 ·RCutoff 134.8 38.6 38.6 38.6
Number of Tracker tracks = 1 110.1 88.4 31.6 81.7
Tracker track χ2X < 10 106.1 88.6 30.4 96.3
Tracker track χ2Y < 20 104.0 89.8 29.8 98.1
Inner Tracker charge < 1.5 79.3 80.6 22.8 76.3
ECAL Fid. Volume Xecal < 31cm 75.0 88.6 21.5 95.2
ECAL Fid. Volume Yecal < 31cm 71.6 88.8 20.5 95.5
Tracker - ECAL Matching X < 3cm 55.6 40.8 15.9 77.6
Tracker - ECAL Matching Y < 10cm 54.9 46.2 15.7 98.8
TRD track nHits > 8 54.6 86.6 15.7 99.4
TRD Likelihood e-He < 0.8 54.5 83.7 15.6 99.8
The main backgrounds that can be suppressed at preselection level are non-interacting protons
and CR helium. For the former one, we impose the reconstructed energy at the ECAL to be E >
2GeV 2. For the latter one, we request the charge measured by the inner Tracker to be compatible
with 1 and the TRD Likelihood e-He less than 0.8 (Fig.4.2).
1The cutoff considered here is the worst case i.e. the larger of the two IGRF cutoffs upper limits calculated for a negative
and positive particle
2This cut will no be applied in the sample used for the efficiencies determination and performances evaluation.
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A good TRD track can be obtained requesting a minimum of eight TRD hits. Besides it, addi-
tional requests on the Tracker are required, namely, only particles with a single Tracker track are
accepted. We also require for this track a good χ2 in X and Y directions to provide a clean particle
tracking which in turn, has an impact on the accuracy in the determination of the charge sign.
Finally a loose spatial matching between the extrapolation of the Tracker track at the ECAL and
the ECAL shower is used.
The events fraction of the cuts as a first cut, the cumulative events fraction in the sequence
and the relative events fraction with respect to the previous cut are displayed in tables 4.1 and 4.2.
Starting from a sample of 2.2× 109 events entering the ECAL with reconstructed shower, Tracker
track and TRD track we get a final 55 million events after preselection cuts.
4.4 The Electromagnetic Calorimeter
4.4.1 Introduction
Electromagnetic and hadronic particles differ substantially in the way they interact with matter.
When an electromagnetic particle enters a thick absorber medium, it initiates a particle shower
where pair production and bremsstrahlung (the dominant processes for high energy electrons and
photons) generate more electrons and photons with lower energy.
The typical length scale of these processes in which electrons transfer a fraction of their energy
into γ by bremsstrahlung, and photons are converted by pair production, is the radiation length X0,
which is defined as the mean distance over which a high energy electron losses all but 1/e of its
energy by bremsstrahlung, and 79 of the mean free path for pair production by a high energy photon.
This cascade process continues with further particle multiplication, and eventually reaches a
phase when bremsstrahlung is no longer the dominant energy loss process, and ionization and dis-
sipation start to take over. At this point, the shower is at the critical energy Ec , defined as the
energy at which bremsstrahlung energy loss rate equals the ionization one. At this stage, the shower
reaches its maximum, characterized by the largest particle multiplicity. Beyond this point, the av-
erage particle energy is not large enough to support further particle multiplication, and the shower
declines.
The longitudinal development (Fig. 4.3) has been found to scale logarithmically with the radi-
ation length X0 of the medium. The mean longitudinal profile of the shower energy deposition is







where t = x/X0 is the longitudinal depth in units of X0, E0 is the energy of the incident particle,
and a and b are model parameters.
In this description, the maximum of the shower is reached at
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where Cγe = 0.5 for a γ inducing the shower, Cγe = −0.5 for an electron starting the shower and
b ∼ 0.5 with a weak dependence on Z. These values reflect that for a longitudinal containment of a
98% of the energy of the shower it is necessary a depth of material of ∼ 2.5tmax.
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Figure 4.3: Left: Longitudinal profile of the shower. ISS data normal incidence 16-32 GeV e−. Right:
Transverse profile of the shower on ECAL layer 8. ISS data normal incidence 16-32 GeV e−.
The lateral dispersion of the shower is the result of the particle opening angle produced at each
step of particle production by bremsstrahlung and pair production, θpair,brems ∼ m2ec/E, and
the multiple scattering of the e± in the medium. The transverse development of electromagnetic
showers scales to a good approximation with the Moliere radius RM = X0Es/Ec , where Es ≃
21MeV. On average, a 90% of the shower is contained laterally on a RM and 99% of the shower is
contained in a cylinder of 3.5RM .
The transverse development of the shower (Fig. 4.3) is characterized by a narrow core with some
tails that broaden as the shower develops. It can be parametrized as the sum of two components, one
for the core and other for the tails[69]:
f(r) = p · fC(r) + (1− p) · fT (r) (4.3)











where p is a probability giving the relative weight of the core component and RC,T is a phenomeno-
logical function of x/X0 and logE.
In contrast to electromagnetic showers, hadronic showers are the result of hadronic interactions
and are not well described by analytical models. Protons lose their energy by ionization and by
scattering off the matter nuclei. In a similar way to the radiation length, the hadronic interaction
is characterized by a nuclear length λ that is essentially energy independent. The maximum of the
hadronic shower can be parametrized in terms of λ as:
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λmax ∼ [0.6× log(E)− 0.2]λ. (4.4)
Since λ is much larger than X0, hadronic showers need a much larger absorber material to be
contained than electromagnetic ones.
On the lateral development, hadronic showers are generally speaking broader than their coun-
terpart in electromagnetic ones. For a radial containment of 95%, it is necessary aproximately a
R95% ∼ λ.
At high energy, hadronic showers are characterized by multiparticle production and particle
emission originating from nuclear decay of excited nuclei. Primary protons interact inelastically
producing secondary pions, nucleons and low energetic photons. These secondaries may lose part
of their energy by ionization, or undergo yet another hadronic interaction, thus, giving rise to the
development of the hadronic shower.
Pions produced in hadronic showers decay rapidly through π0 → γγ into two energetic photons
that subsequently develop an electromagnetic shower which can fake a signal in the ECAL. These
kind of interacting protons, protons that interact in the first layers of the ECAL, producing π0 that
decays into highly colimated photons, constitute the hardest background to reduce (at some point it
becomes an irreducible background). The fraction of π◦ produced has a weak dependence on E:
π◦/all ∝ log(E). (4.5)
Finally, in the case of a full containment of the hadronic shower, for an equivalent energy of the
incident particle, a different deposited energy can be expected from electromagnetic and hadronic
showers, as the latter ones include processes that may result in energy leakages such as leakage due
to µ, ν escaping the ECAL carrying away energy, nuclear excitation, breakup and evaporation.
In order to exploit all these differences for hadron discrimination with the ECAL, a set of vari-
ables are used. These variables make use of topological information of the shower, multiplicity of
the sub-components of the shower (hits) and energy distribution in the longitudinal and transverse
components. In the following section, we will introduce these variables for e± selection with the
ECAL standalone.
4.4.2 Selection
In this section, a description of the selection strategy and the cuts used to obtain a clean e± sample
will be introduced. For this purpose, many possible approaches can be used, each of them provid-
ing advantages and disadvantages from the others. The next items are intended to summarize the
approaches that have been considered in the analysis.
• Multivariate methods: These methods (Boosted Decision Trees, Neural Networks...) can be
used to extract the most of the ECAL imaging capabilities to separate e± from protons. The
methods try to exploit non-linear correlations between variables that are used to separate two
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different populations (signal and background) in a given data sample. To build the classi-
fier, it is necessary to perform a training with a test sample, using signal and background
tagged populations, that must be statistically independent from the analysis data-set. A check
between both populations is necessary for instance to avoid the so-called over-training, situ-
ation in which the decision boundaries are too close to the training sample and do not trace
the underlying distribution, but instead are adapted to the noise. This kind of procedure may
be problematic in energy regions with low statistics where the training cannot be performed
with flight data, and the analysis must rely on MC. In the case of AMS-02 ECAL, different
approaches using multivariate methods have been used, in particular, Boosted Decision Trees
(BDT) have been adopted to perform e± and proton separation.
• Rectangular Cut methods: This method is founded on the different behavior of the species
we want to separate for a set of physical variables. Typically, the variables used have a weak
dependence on the energy that is previously known, and the cut applied can be extrapolated
to high energies with a source of systematic errors very low. The main advantage of this kind
of selection procedure is that it relies exclusively on data, however, it does not make optimal
use of the information available, as the correlation between variables in the n-dimensional
hyperplanes are not fully taken into account.
Apart from these methods, other alternatives can be considered such as Likelihood-Probability
methods. In particular, likelihood - χ2 based methods can be used to maximize e-p rejection poten-
tial using the 3-D information of the hits that build the shower.
In this section we will introduce the two ECAL methods that will be used in the positron fraction
analysis, namely, the boosted decision tree (BDT), and a rectangular cut method, the shower shape
selection.
Tagged Samples
To study the performances of these classifiers, and in general in the study of the positron fraction, it
is mandatory to obtain clean samples both for the background (protons) and signal (positrons). Ow-
ing to the AMS-02 sub-detectors redundancy, the samples can be constructed with flight data. These
samples in turn will allow us to have a data-driven control of the background in the measurement.
For the construction of the tagged samples, we rely on the independence of the calorimeter and
the TRD. This uncorrelation is based on the different sub-detectors operating principles, and the
fact that both sub-detectors are separated by the magnet, allowing for secondary particles produced
in the upper TOF and TRD to be swept away before reaching the ECAL.
In the following, the signal and background control data samples will be built with flight data
electrons and protons respectively. The electron sample is initially proton contaminated due to
charge confusion of protons, however, for the study of the ECAL, pure reference distributions of
the ECAL can be constructed with a tight cut on the TRD Likelihood e-p (which will be introduced
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later in the chapter) in the electron sample. The set of cuts used for the tagging are listed in table
5.1 in chapter 5.
In Fig. 4.4 we show the ratio E/P of the reconstructed energy and the signed momentum for the
preselected sample (blue) and TRD tagged sample (red) for energies ∼ 110GeV measured in the
ECAL. In the following, the tagged electrons (E/P<0) will be used as a control sample to estimate
the performances of the ECAL.
E/P















Figure 4.4: TRD tagged samples for the signal (Left) and background (Right). For the signal, we use tagged
electrons (E/P<0) and for the background we select protons (E/P>0).
Shower Shape Selection
In this classifier, a parametrization on the energy of a number of variables that are used to discrim-
inate between flight data electrons and protons is worked out for the signal. The variables used in




4. Average hit energy
5. Moliere Radius
6. Shower Longitudinal Dispersion
7. Shower FootPrint
8. Energy deposited in the first two layers
9. Energy fraction ECoG±2cell/Etot
Although a complete description of the cuts is covered in appendix A, an illustrative cut is shown
in figure 4.5. The Moliere Radius cut (Distribution of the fraction of energy in a ±3cm around the
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shower axis ), is shown for flight data electrons (R<0) and protons (R>0) as a function of the inverse
rigidity, with the projections in X and Y.
1/Rigidity (GeV)





























Figure 4.5: Ecal Selection: Distribution of the fraction of energy in a ±3cm around the shower axis
(Moliere radius cut) for flight data electrons (Rigidity<0 and blue in projections) and protons
(Rigidity>0 and red in projections), with a zoom-in to the high-rigidity spectra.
The Boosted Decision Tree
A set of 19 variables describing the 3D shower shape have been combined to build the AMS-02
BDT algorithm [99]. The resulting classifier is shown in Fig. 4.6 for tagged flight data electrons and
protons, where signal and background are clearly separated.
In order to accumulate significant statistics, the training has been performed using flight-data
samples over nine energy intervals (0.5-2), (2-5), (5-10), (10-20), (20-40), (40-70), (70-120), (120-
200), (200-∞) with the Multi Variate Analysis Tool TMVA [73].
The ECAL-Tracker Compatibility.
As stated in the previous section, electromagnetic cascades are almost fully contained in the ECAL,
while hadronic ones are much more spread. This means that unlike electrons and positrons, protons
do not deposit most of their energy in the detector. For this reason, the study of the compatibility of
the Tracker momentum and the ECAL energy is a powerful tool to perform e/p separation.
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Figure 4.6: Left: BDT ROC curve (signal efficiency vs ratio of signal and background efficiency). Right:
BDT distributions for flight data tagged electrons and protons with energies 2-100 GeV.
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Figure 4.7: E/P distribution for preselected ISS electrons and protons (E/|P|<5 excluded). A cut in E/|P| >
0.75 is shown.
The compatibility of the particle energy with the Tracker and the ECAL is performed with the
ratio of the reconstructed energy in the ECAL and the measured momentum E/|P | (Fig. 4.7). For
protons, the deposited energy is not compatible with the momentum as protons do not deposit all the
energy in the calorimeter. In fact, in average protons energy deposition in the AMS-02 calorimeter
is roughly half their true energy, as inferred from Eq. 3.1. This results in a peaked proton distribution
in ∼ 0.5. Electrons however, do deposit almost all their energy in the calorimeter, and leakages are
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well estimated. This is the reason behind electron sample peaking in E/|P | ∼ 1. Long tails toward
large values of E/|P | are the result of low momentum reconstructions, due interactions in/or before
the tracker that produce delta rays, which is larger in the case of electrons than protons. This will
be investigated in the next chapter.
The ECAL-Tracker compatibility cut is correlated with the calorimeter cuts and cannot be dis-
entangled from them. For this reason, the performance of the cut is shown for each ECAL selection,
in figure 4.8. The cut applied 0.75 < E/|P| < 5 , has a negligible effect on the signal efficiency.
The rejection is enhanced by a factor 10 (Fig. 4.8).
Signal and Background Efficiencies
The shower shape selection presents an efficiency between 80-90% on the tagged signal sample,
with a background efficiency at the 2-3% level (Fig. 4.8) for energies measured in the calorimeter
between 2-350 GeV. The background efficiency for this selection is at the 1% level for a measured
momentum with the tracker between 2-350 GeV/c (Fig. 4.8). When compatibility between the mo-
mentum and energy is required, the background efficiency is at the 3 × 10−4 level for a measured
momentum with the tracker between 2-350 GeV/c (Fig. 4.8) with an efficiency between 80-90% on
the tagged signal sample.
The BDT classifier has an efficiency of 90% on the signal and presents a background efficiency
of 1% for energies measured in the calorimeter between 2-350 GeV. The background efficiency for
a measured momentum with the tracker between 2-350 GeV/c is 5×10−3 (Fig. 4.9). The cut applied
is BDT > 0.5. When compatibility between the momentum and energy is required, the background
efficiency is at the 10−4 level for a measured momentum with the tracker between 2-350 GeV/c
(Fig. 4.9) with an efficiency of 90% on the tagged signal sample.
Regarding the compatibility of the performances in measured energy and momentum, it is worth
to notice that as a proton reconstructed energy in the calorimeter is in average one half of the original
proton energy, the proton background at a given reconstructed energy is that of a higher momentum,
which is considerably lower as a result of the steepness of the spectrum. This means that the proton
background we expect at a given energy measured in the ECAL is much lower than the background
we expect at a given momentum.
On the other hand, we expect also a higher rejection power3 in momentum with respect recon-
structed energy in the ECAL, as protons with a low energy deposition with respect their momentum
can be easily identified with the calorimeter for instance considering the energy deposition along
the ECAL depth. A limit case are the minimum ionizing particles, which constitute a large fraction
O(50%) of the total proton sample for all the momentum range considered. Nevertheless, it should
be kept in mind that the rejection power should decrease with increasing energy, as the fraction of
pions in hadronic showers scale logarithmically with the energy, and this is the hardest component
to suppress.
3Where it is customary to define the rejection as the ratio of the signal and background efficiencies.
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Ecal Cuts + E/|P| Matching
Figure 4.8: Shower shape selection. Upper plots in reconstructed energy. Lower plots in momentum. Left:
Signal and background efficiencies. Right: Efficiencies ratio.
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Ecal Cuts + E/|P| Matching
Figure 4.9: BDT selection. Upper plots in reconstructed energy. Lower plots in momentum. Left: Signal
and background efficiencies. Right: e−eff/p eff Efficiencies ratio.
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4.5 The Transition Radiation Detector
The transition radiation is emitted when a charged particle crosses an inhomogeneous medium
such as the interface of two media with different dielectric constants [51]. The energy radiated for a
particle with charge ze crossing a single boundary from vacuum to a medium with plasma frequency
ωp is [59]
I = αz2γ~ωp/3, (4.6)
and the number of emitted photons with energy ~ω above a threshold ~ω0 is given by [51]














About half of the energy is emitted in the range 0.1 ≤ ~ω/γ~ωp ≤ 1. For a particle with
γ = 103, the radiated photons lie in the soft X-ray range. Since the single boundary x-ray yield is
low (N ≃ α, α ≃ 1/137), a stack of consecutive interfaces in the radiator is in practice used to
enhance the signal.
The TRD e/p separation is established on the dependence of the deposited energy in the TRD
tubes with the Lorentz factor γ.
4.5.1 Selection
A likelihood method has been used to perform the selection with the TRD in the positron fraction
analysis. Other methods may also be considered such as the cluster counting method [98], which
relies in the number of clusters above a threshold energy, however, it has been shown to have inferior
performances [98].
Likelihood e-p
The likelihood method is based on the likelihood ratio test, which evaluates the relative probability









where P ie,p(Ei) are the probability density functions for electrons (e), protons(p) and Ei the cluster
deposited energy for every cluster i of the event (Fig. 4.10).
The TRD estimator is then defined as : −lnLe−p. This estimator will be in the following, gen-
erally denominated as TRD Likelihood.
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The likelihood is built taking into account the energy deposition along the path-length in the
tube. The path-length is calculated using an extrapolation of the tracker track. A refit of the TRD
track is performed to identify misreconstructed events due to large angle scattering within TRD or
Upper TOF.
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Figure 4.10: Left: Typical Electron-like, Proton-like and transition p.d.f. from TB data, used to build the
likelihood as in Eqn. 4.8. Center: ROC curve. Right: TRD Likelihood e-p distributions for
flight data tagged electrons and protons.
A time-dependent alignment and calibration are also performed as TRD movements has an
impact on the TRD track fitting, and path-length calculation, and therefore, have considerable effect
on the performances for e/p separation. Gain calibrations are performed every 30 minutes for every
tube in the TRD, including gas refilling periods.
Signal and Background efficiencies
The efficiency of the likelihood has been determined on flight data using tagged electron and proton
samples (Fig. 4.11). Clean samples can be obtained using a tight ECAL selection similar to the one
described in the previous section.
The cut applied on the TRD Likelihood e-p is: −lnLe−p < 0.55 which results in a 90% signal
efficiency with a proton efficiency at the permil level (Fig. 4.11). The calculation of the proton ef-
ficiency, can be performed in energy or rigidity intervals. Considering that the TRD has an optimal
operational range up to ∼ 250 GeV, proton efficiency will be higher if we measure it in recon-
structed energy in spite of the momentum, starting from about reconstructed energies higher than
∼ 100 GeV.
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Figure 4.11: TRD Electron and Proton efficiencies. Upper plots in reconstructed energy. Lower plots in
momentum. Right: TRD e−eff/peff Efficiencies Ratio
4.6 Combined performances for e-p rejection
The dominant sources of contamination in the positive rigidity sample are protons and charge con-
fused electrons. In this chapter we have studied the rejection of the proton component with the TRD,
ECAL and Tracker standalone. The AMS-02 redundancy for e-p rejection and the individual capa-
bilities of the TRD and ECAL allows to obtain flight data clean samples of electrons and protons
up to hundreds of GeV energy range, that otherwise would not be accessible from ground-based
facilities such as CERN test-beam facilities.
The redundancy is complemented with the independence of the TRD and ECAL (+Tracker)
which is based on the different operating principles of the subdetectors and the fact that they
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are separated by the permanent magnet, thus allowing secondary particles to be swept away be-
fore reaching the ECAL. The uncorrelation of the TRD and ECAL allows to determine the full
proton discrimination power of the selection. If we define the rejection of the subdetectors as
RECAL,TRD = ǫECAL,TRDe− /ǫECAL,TRDp , then the combined rejection is just:








This rejection can be used to estimate the proton background we expect in the positron frac-
tion analysis once the proton and positron fluxes are known. To make an estimation it suffices
to use the proton and positron parametrizations of the flux (φparamp , φparame+ ) in Fig. 1.5. Then,
a rough estimation of the proton background can be obtained assuming a good momentum mea-
surement, that is, that the matrix M(P → (Pmeas, Pmeas + ∆Pmeas)) which describes the prob-
ability of a particle with momentum P being reconstructed with a momentum within the range
(Pmeas, Pmeas+∆Pmeas) is in good approximation diagonal. The fraction of protons with respect
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From this equation, the full rejection power using the BDT selection is O(106 − 107) up to
350 GeV/c and O(106) for the shower shape selection (Fig. 4.12). This rejection power ensures an
almost proton background free analysis (Fig. 4.12) up to at least 100 GeV/c, and a contamination at
the level of O(5− 10%) at the highest momentum range (Fig. 4.12).
A similar estimation can be performed for the electron sample. Naively, if we assume a charge
confusion level of ∼ 10% for protons at the highest energies, and that electrons are roughly 10
times more abundant than positrons, then, the proton contamination in the electron sample after the
selection will be∼ 10−2 inferior than in the positron sample. Therefore, the negative rigidity sample
contains a negligible amount of residual protons after selection cuts. In fact, as we have shown in
figure 4.4, it is even possible to obtain a clean sample of electrons with just one subdetector. This
possibility will be exploited in the next chapter to minimize the statistical error of the positron
fraction analysis.
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Figure 4.12: Rejection power of ECAL + Tracker + TRD (Upper plots) and proton contamination estima-
tion (Lower plots) for the BDT (Left) and shower shape (Right) selections.
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Determination of the Positron
Fraction
THE measurement of the positron fraction is one of the main goals of the exper-iment. We will devote this chapter to the analysis of the e+/(e+ + e−) and
we will do it from two perspectives: On the one hand, we will introduce the analysis
using cut-based methods for two alternative set of classifiers. On the other hand, we
will use data-driven techniques to obtain the e+/(e+ + e−) from a complementary
view. This in turn will enable us to optimize the statistical error and study a potential
systematic error of the method.
We will conclude the chapter with the estimation of the systematic errors.
G G G
5.1 Introduction
In this chapter, a detailed calculation of the positron fraction with the methods introduced in the
previous chapter will be described. The data set used in the analysis will consist on the preselected
sample presented in chapter 4. We will use the selection already sketched in the previous chapter to
obtain clean samples of electrons and positrons. Next we will introduce the strategy for the analysis,
which basically consists on two separate methods based on an event-counting and template-fitting
procedures for the two ECAL selections already described. A comprehensive description of the
corrections needed to address the backgrounds present in the sample follows. This accounts for
protons and charge confused electrons backgrounds. In particular, the latter source of contamination
will be investigated.
To conclude the chapter, many sources of systematic errors are studied, concerning the selection,
dependence on the geometrical acceptance, bin-to-bin migrations and analysis methods.
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5.2 Positron Fraction Determination
The study of the positron fraction is fairly simple. Electrons and positrons must be selected in the
R<0 and R>0 samples respectively to build the ratio e+/(e+ + e−).







where the fluxes φe± (E) and the number of events Ne±(E) at an energy E are related by:
Ne±(E) = Ae±(E) · φe±(E) ·∆E ·∆t, (5.2)
where Ae±(E) is the acceptance, which essentially comprises the geometric acceptance, the trigger
efficiency and the preselection and selection efficiencies [98].
The advantage of using the ratio in spite of other observables is that under the assumption of
equality between electrons and positrons, many of the systematic effects cancel. Moreover, the
acceptances and in particular the efficiencies, are the same for electrons and positrons (Ae+(E) =
Ae−(E)) and consequently cancel in the ratio. Hence, the ratio of fluxes is reduced to the ratio of







Therefore, the determination of the positron fraction is merely the determination of the number
of positrons and electrons in a sample of observed e± that may contain some residual background.
The R<0 preselected sample comprises a nearly pure component of electrons with a small frac-
tion O(1%) of p¯. In addition to these species, at high energies an additional component of charge
confused protons may be present. The R>0 preselected sample is composed essentially of protons
and positrons with a relative abundance of ∼ 104. At high energies, however, an additional compo-
nent may contribute, namely, charge confused electrons.
We can use the selection methods described in chapter 4 to obtain a high purity sample of e±. As
we have seen in the previous chapter, the selection provides a sample of electrons with a negligible
proton background, and a sample of positrons with some degree of purity. Although it has not been
addressed yet, the positive rigidity has also another source of background namely, charge confused
electrons. Therefore, the number of observed positrons after selection have a small contribution
from the electron and proton backgrounds.
If we denote as P the purity of the sample which is defined as the fraction of e± events in the
sample, and C the charge confusion level which is defined as the fraction of events with a wrong
assignment of the rigidity sign, then, the following equalities hold:
(R > 0 :) P ·Nobse+ = Ne+ · (1− C) + Ne− · C
(R < 0 :) Nobse− = Ne+ · C +Ne− · (1− C), (5.4)
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where Nobse− and N
obs
e+ are the number of observed electrons and positrons, and Ne+ is the number
of positrons after charge confusion and proton subtraction corrections.
From equations 5.4, we derive the number of positrons after charge confusion and proton sub-
traction corrections:


















(1/(1− 2C))(P(1− C))Nobse+ − CNobse−
PNobse+ +Nobse−
. (5.6)
5.3 Strategy of the Analysis
We have followed two different strategies for the determination of the positron fraction. An event-
























Each of the considered analysis has its own selection and corrections as depicted in the diagram.
In all the analysis considered, the selection includes the same E/|P| matching selection that has been
described in chapter 4.
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5.3.1 Event-Counting Method
We use the selection of the TRD, ECAL and Tracker described in chapter 4 to obtain a high purity
sample of electrons and positrons. This is done simply counting events passing a given criteria, in
our case, satisfying a set of cuts devised to suppress the proton background.
We have two different ECAL classifiers, therefore, the analysis is performed in a twofold way, one
for each ECAL classifier. The following selections are used:
−lnLe−p < 0.55 & 0.75 < E/|P| < 5 &

BDT > 0.5Shower Shape Selection
BDT
















































Figure 5.1: Preselected sample with R>0 and E/|P| matching (Left) and BDT>0 (Right). The different
species are clearly separated in the upper-left (high purity protons) and lower-right(high purity
positrons).
In figure 5.1 the R>0 sample is displayed as a function of the BDT,TRD-Likelihood and E/|P|.
The Signal and Background regions are clearly separated allowing us to obtain a high purity sample
of positrons and electrons.
Once the positron and electron samples are selected, the next step is to estimate the residual
backgrounds. For an event-counting analysis, these backgrounds are protons and charge confused
electrons, which will be evaluated in the next section.
5.3.2 Template-Fitting
An alternative approach to determine the positron fraction is to use a template-fitting technique to
evaluate the abundances of the species present in the data sample. In this case, reference distribu-
tions (templates) are used to estimate the contribution from signal (e+) and background (protons) to
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a sample that has been originally depleted of proton and electron background with a set of selection
cuts. These cuts are performed on distributions that are not correlated to the templates used in the
fit.
Two different template distributions have been used in the fit. A TRD distribution, and an ECAL
distribution. If we use a TRD template, the selection can be performed for the two ECAL classifiers,
whereas if we use an ECAL template, the selection will be carried out with the TRD. The selec-
tion/templates combinations used for this analysis are summarized as in the previous diagram. In
addition to these selections, compatibility between the momentum and energy is required.
With this procedure, the number of protons is obtained as a by-product of the fit procedure, so
no correction for proton contamination is required. In spite of this, a correction for charge confusion
of electrons is necessary, and will be described in the following section. Finally, the selection cut or
working point used in this analysis is selected according to the criteria minimizing the overall error.
5.4 Corrections
The samples selected by the previous procedures are not 100% pure, and need to be corrected for the
residual background. In particular, two types of background may be present in the positron sample,
namely, protons and charge confused electrons. For the former one it is interesting to estimate the
purity of the sample, while for the latter, the characteristic variable is the level of charge confusion.
The electron sample has a negligible contamination of charge confused protons and positrons
and is to good aproximation 100% pure.
5.4.1 Sample Purity
The purity of the sample is defined as:
Purity ≡ P = 1− Contamination ; Contamination = Np
NR>0
. (5.7)
To estimate the sample purity, the number of positrons and protons has been obtained at each
energy bin from a fit to the relevant variables. Control data samples for signal and background are
selected at each energy interval, with a negligible contamination, and are used as input distributions
(templates) to the fit. The template construction for the signal is obtained from a pure sample of e−.
The background template has been built with an independent sample of protons selected according
to table 5.1.
The estimation of the relative abundances of protons and positrons on the sample has been cal-
culated varying the templates relative contributions to the data, performing a likelihood fit. The tem-
plates have been varied within statistics to take into account fluctuations in the input distributions.
Finally, the purity is obtained from the TRD(BDT) distribution, calculating the relative abundances
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of e± and protons below (above) a particular cut. Examples of fits for a particular set of cuts in the
TRD,ECAL and Tracker, are displayed in figs 5.2 for the BDT and TRD likelihood templates.
BDT
























Figure 5.2: Example of the template fit used to compute the sample purity in the E: 26-31 GeV. Fits to
the BDT template (Left) and TRD template (Right) with e+ template in blue, proton template
in red and in green the fit result to the the data distribution (black points). The selection is
BDT > 0.02 + TRDLik. < 0.89 + E/|P|Matching
BDT Cut













































Figure 5.3: Left: R>0 && 0.75 < E/|P| < 5 sample purity for E: 260-350 GeV. Right: R>0 sample purity
for BDT and shower shape selection.
This method allows us to obtain the purity of the R>0 sample for any set of cuts. In particular, a
scan on the BDT-TRD Likelihood map for each energy bin has been carried out. The result for the
last energy bin is displayed in figure 5.3.
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Taking this into account, the purity of the positron sample has been calculated for the Shower
Shape selection and the BDT selection (Fig. 5.3), where the selection cuts have been summarized in
section 5.3.1. The positron sample purity for the BDT selection is above 95% and above 90% for the
Shower Shape selection up to 250 GeV. These measurements are compatible with the estimations
described in chapter 4.
Table 5.1: Cuts and samples used for the template construction.
Template Distribution Selection Cut Sample
Signal
BDT Likelihood < 0.55 R<0
Likelihood BDT > 0.85 R<0
Background
BDT Likelihood > 0.8 R>0
Likelihood BDT < -0.5 R>0
5.4.2 Charge Confusion
Besides the proton background, a major source of contamination are electrons that mimic a positron
signal as a result of a misreconstrution of the sign of the rigidity. The charge confusion is defined
as the fraction of events with a wrong assignment of the rigidity sign:
C = N(Sign[R
rec · Rtrue] = −1)
Ntot
. (5.8)
We have studied this effect both in MC samples and TB data, where two sources of charge
confusion have been identified:
1. Spillover: It is directly related to the finite resolution of
the tracker rigidity and multiple scattering. The tracker
rigidity resolution steadily worsens with energy as it
approaches the MDR. These processes are character-
ized by high rigidities resulting in E/|P| ≤ 1. At some
point, this effect becomes irreducible as the MDR is in-
trinsic to the magnet and tracker capabilities. In figure
5.4 it is shown the spillover contribution (|P | ≥ E) to
the CC for energies between 65-100 GeV.
)-11/Rigidity (GV





E: 65.000000 - 100.000000
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-MC e
Figure 5.4: Spillover MC electrons
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2. Secondary tracks: The existence of multiple hits in the tracker layers, which results in a
high multiplicity of reconstructed tracks and in wrong hit associations to a particular track,
is another source of charge confusion. Physical processes involved in these effects produce
secondary particles created in the upper part of AMS. In particular, for electrons, delta rays
originated in the TRD and upper TOF are the main source for secondary tracks in the Tracker.
Typically, these wrong hit associations result in low rigidity measurements, hence, contribut-
ing in the high E/|P| tails (|P | ≪ E).
These mechanisms of charge confusion can be distinguished in figure 5.5 where the lower TOF
measured charge TofQlow-E/|P| scatter plot is shown for 100 GeV TB electrons with reconstructed
rigidity R > 0.
Two regions are clearly apparent. The first one, TofQlow ∼ 1 is characterized by a high rigidity
clean track. This corresponds with a flip of the charge sign due to the tracker resolution. The second
region, characterized by a TofQlow > 1 is attributed to multiple hits in the Tracker layers, which
produce a bad hit association in the track. A consequence of it are low rigidity track reconstructions
which in turn feed the E/|P| distribution at E/|P| ≫ 1. For this reason the suppression of these tails
in the E/|P| distribution reduces the charge confusion due to secondary tracks.
TofQlow















































Figure 5.5: E/|P| vs Charge measured in the lower TOF for charge confused 100 GeV TB electrons (Left)
and 83-100 GeV MC sample. Two regions can be clearly spotted, corresponding with the two




In P1 Out of P1
Acc. Acc.
Inner 2.9% 9.3%
Inner + P1 10.1% -
Inner + P9 9.2% 34.0%
Inner + P1 + P9 34.5% -
Table 5.2: Fraction of events for the different Tracker patterns used in the analysis.
The level of charge confusion is directly related to the combination of the Tracker layers
(Tracker patterns) used in the reconstruction of the Tracker track. This is mainly attributable to
the distinctive lever arm associated whenever an external layer (Layer 1 or 9) is present. Conversely,
as a result of the geometrical acceptance (and efficiency) of the different Tracker layers, a particle
reconstructed rigidity can be classified according to the Tracker pattern. These patterns present dif-
ferent track qualities and therefore a characteristic rigidity resolution and charge sign determination
power.
In view of this, the sample has been split into six mutually exclusive track patterns, as in Table
5.2. This allows us to evaluate a potential systematic effect related to the subtraction of the electron
background. From table 5.2, one third of the analyzed sample has both external Tracker layers P1
and P9, and about 90% of the events have at least one external layer for the rigidity reconstruction.
In order to reduce the charge confusion in the sample, two variables are used that are very
sensitive to the charge confusion processes, the E/|P| and the χ2 of the track in the non-bending
plane (χ2x). In figure 5.6 the distributions are shown for the one particular Tracker pattern from a
sample of 100 GeV and 180 GeV TB electrons with reconstructed rigidity R<0 and wrong charge
sign assignment (R>0). We have performed a scan on these variables and estimated the amount
of charge confusion for each tracker pattern and TB energy-point. In figure 5.6 the level of charge
confusion for each pair of cuts is shown where we have combined the results for the different tracker
patterns by means of a weighted mean.
The following cuts have been used in order to suppress the electron background due to charge
confusion:
• 0.75 < E/|P| < 5
• χ2x < 10
89
















Mean   0.1039
RMS     0.501
Entries  1341
Mean   0.8843
RMS    0.6992
-R <0 e
-R >0 e
Inner + P1 + P9 (P1 Acc)
Log10(Chi2X) Cut





























Mean   0.3513
RMS    0.4717
Entries  2080
Mean    0.843
RMS     0.888
-R <0 e
-R >0 e
Inner + P1 + P9 (P1 Acc)
Log10(Chi2X) Cut

















Figure 5.6: Upper plots: Test Beam 100 GeV electrons. The χ2 of the track in the non-bending plane for
R<0 electrons (blue) and R>0 electrons (red) in a full span Tracker configuration (left). Test
Beam 180 GeV electrons. The E/|P| distribution R<0 electrons (blue) and R>0 electrons (ref)
in a full span Tracker configuration (right). Lower Plots: Charge confusion (%) for 100 GeV
(left) and 180 GeV (right) MC electrons for a wide range of χ2x and upper limit on E/|P| cuts.
A lower threshold E/|P| > 0.75 is included.
This charge confusion applies to both analysis methods, namely, the event-counting and the
template-fitting analysis. Different corrections are also calculated for each ECAL selection. We
have evaluated the charge confusion for each tracker pattern using MC and TB data. In figure 5.7,
we show the level of charge confusion for each Tracker pattern. Good agreement is found between
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Inner out of P1
Figure 5.7: Charge Confusion parametrization (black line) from TB data and MC for each of the Tracker
patterns for a BDT selection.
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Figure 5.8: Average charge confusion parametrization from TB data and MC using the Shower Shape
selection (left) and BDT Ecal selection (right).
In the following, a parametrization for each pattern will be used to evaluate the level of charge
confusion in the data. We use these parametrizations to estimate the electron background due to CC,
where the different patterns have been combined by means of a weighted mean. To account for the
steepness of the electron spectrum, we weight the charge confusion in every energy bin with the e−
spectrum. The resulting charge confusion for each ECAL selection ranges from the permil level to









































Figure 5.9: Number of observed and corrected positrons with an estimation of the electron and proton
backgrounds for the event-counting analysis, BDT selection (Left) and Shower Shape selection
(Right).
92
5.5 Positron Fraction Determination with the Event Counting Method
Charge confusion is at ∼ 1% at 100 GeV and 5-10% at the highest energies. Small differences
in the level of charge confusion are observed between the different ECAL selections, mainly due
to the requirement of specific shower shapes in the Shower Shape selection which results in the
supression of multiple track events such as brehmsstrahlung events.
Finally in figure 5.9 we show the number of observed positrons per GeV, the number of corrected
positrons for charge confusion and protons using Eq. 5.5 and the estimation of the proton and
electron backgrounds. The backgrounds are estimated simply as Npbkg = (1 − P) · Nobse+ for the
former, and Nelebkg = C ·Nobse− for the latter. From these estimations, we can observe that the dominant
background after selection cuts are charge confused electrons, however, at energies, the proton
background starts grow as a result of the TRD reaching its optimal operational regime.
5.5 Positron Fraction Determination with the Event Counting
Method
The measured positron fraction can be calculated counting events, before and after subtracting the
proton and electron contamination calculated in the previous section. The number of positrons and
electrons surviving the selection cuts for the two ECAL selections, in addition to the residual proton






























































Figure 5.10: Left: Positron fraction reference analysis as detailed in tables D.2, D.3. Right: Relative statis-
tical error and ratio of the σstat in the event counting analysis for the BDT and Shower Shape
selections
The positron fraction is evaluated for each tracker pattern. The number of positrons and elec-
trons, and the resulting positron fraction for each tracker pattern are listed in the tables of appendix
B. The most relevant patterns are shown in Figure 5.11.
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The calculation of the positron fraction is done for the two ECAL selections using a weighted
mean of every Tracker pattern result. The results using both ECAL selections (Figure 5.10) are
statistically compatible with a e± sample overlap of 80% of common events.
The statistical error (Fig. 5.10) is in average 5%-10% larger for the Shower Shape selection
reaching a 15% relative error for both analysis at the highest energy interval. In tables D.2,D.3 we
present the results of the cut-based analysis with all Tracker spans combined for the two ECAL





We have searched for evidences of systematic contributions to the systematic error due to charge
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Figure 5.11: Left: Positron Fraction for the most relevant Tracker patterns. Center: Positron fraction with
a Tracker pattern removed. Right: Relative deviations of the positron fraction for each tracker
pattern with respect the mean positron fraction when the same tracker category is removed,
normalized to the positron fraction errors added in quadrature.
In Figure 5.11 the positron fraction (BDT selection) for each Tracker pattern and the positron
fraction when one of the Tracker categories is removed from the final calculation is shown. The
deviation of the positron fraction for each tracker pattern from the analysis when one of the Tracker
categories is removed for each Tracker pattern is shown (Fig. 5.11), which is compatible with sta-
tistical fluctuations.
5.5.1 Stability of the Result
The procedure used in the estimation of the proton background may introduce a source of indeter-
mination in the measurement. Another possible source of indetermination related with the selection
and proton background subtraction may arise since the selection cuts used in the analysis are just
one realization of the many possible combinations that may be used to determine the positron frac-
tion with different samples purities.
In order to evaluate the impact of these effects on the positron fraction, a scan (Fig. 5.13) has
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been carried out in the BDT-TRD Likelihood cuts parameter space1. In figure 5.12, the positron
fraction before and after correction for background contamination is shown with a wide range of
positron sample purities. No substantial features are found in the scan (Fig. 5.13), and the scatter
of the different realizations corresponds to uncertainties in the fit procedure and due to the proton
background subtraction method. In addition to this, statistical fluctuations may be present and con-
tribute to the dispersion of the positron fraction distribution due to the different selection efficiency
of the cuts in the scan. For each realization, a fraction p of the events, which can be evaluated from
the electrons sample, will be shared for all the combinations of cuts, and a fraction (1 − p) will be
allowed to fluctuate between realizations.
Purity (%)





































Figure 5.12: Left: Positron fraction before proton contamination correction in the last energy bin. Right:
Positron fraction after proton contamination correction in the last energy bin.Each black point
represents a single realization in the scan. The red points represent the averaged results in the
bin.
To estimate the systematic contribution from purely statistical fluctuations, a toy MC has been
devised and a bootstrapping technique has been adopted (Fig. 5.14). For each point of the BDT-
TRD Likelihood cuts parameter space, we have evaluated the expected number of positrons Ne+
from observed Ne− and mean positron fraction f as Ne+ = Ne−f/(1 − f). We have generated a
Poisson distributed Npoise+ with expected value Ne+ which accounts for the fraction of events that
are allowed to fluctuate. The positron fraction is then built from two positron components, one with
probability p and one with probability 1− p.
The total number of positrons is: N∗e+ = p ·Ne+ + (1− p) ·Npoise+ which yields for each point
of the BDT-TRD map a new fraction f∗. The dispersion in the full map f∗ provides an estimate of
the fraction statistical uncertainty.
1TRD cut for the Shower Shape Selection.
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Figure 5.13: Left: Positron fraction after proton correction in the last energy bin for a wide range of cuts.
Right: Positron Fraction distribution in the scan for the last energy bin.
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Figure 5.14: Left: Statistical fluctuations of 500 toy mc simulations of the positron fraction in the last
energy bin. Right: Positron Fraction distribution in the scan (statistical + systematic) and
expected positron fraction distribution due to fluctuation of the non-overlapping fraction of
events. The quadratic difference of the distributions dispersions represents a measure of the
systematic uncertainty.
We have repeated this sampling 500 times and have obtained the distribution for each energy bin
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of the positron fraction RMS (Fig. 5.14). The mean value of this distribution is to good approxima-
tion the statistical fluctuations contribution to the reported width. We estimate then the contribution
to the systematic error due to proton subtraction as the quadratic difference of the reported width
and this estimation of the statistical contribution.
The systematic error due to the selection and background subtraction for both ECAL selections
is shown in figure 5.15. This source of systematic error is small compared to the statistical error and














Figure 5.15: Systematic error due to the selection and background subtraction for both ECAL selections.
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5.6 Positron Fraction Determination with the Template Fitting
Method
In this section, an optimization of the positron fraction analysis is presented. In the event count-
ing analysis it has been shown that the determination of the positron fraction is stable for a broad
range of sample purities. This is a consequence of the data-driven estimation of the proton back-
ground which is feasible due to the ECAL and TRD redundancy that allows to determine signal and
background reference distributions from flight data.
The upshot is that the positron fraction analysis is determined by maximizing the statistics rather
than optimizing the systematic errors, therefore the best way to improve the analysis is to improve
statistics by means of relaxing the selection cuts. In addition to this, this method will serve as a a
cross-check to the event counting analysis.
To select positrons, the sample is initially depleted of protons using a selection on the ECAL
or TRD, depending on the analysis, and an E/|P| matching, as described in the diagram in section
5.3. A fit is then carried out in the data sample using a distribution (BDT or TRD Likelihood), in
which positrons, electrons and protons abundances are simultaneously measured for the positive
and negative rigidity samples.
The relative contribution of signal and background in the data sample at every energy bin is
obtained varying the normalization of reference distributions for each component (Figure 5.16).
TRD Likelihood e-p


























Figure 5.16: Left: Example of the fit procedure using the TRD Likelihood template with selection cuts in
the free variables E/|P| and BDT. Right: Example of the fit procedure using the BDT template
with selection cuts in the free variables E/|P| and TRD Likelihood.
Clean reference distributions for signal and background are selected with either the TRD Like-
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lihood or BDT, and the E/|P| matching, using electrons and protons respectively. The combination
of cuts and reference distributions depends on the analysis, and are listed in Table 5.1. With these
control samples, we build the PDFs for signal (positrons) and background (protons) in one of the
variables (TRD Likelihood,BDT) which are used as templates in the fit.
To take into account the finite statistics of the control data sample, the template is allowed
to fluctuate within Poisson statistical errors in the fit. Finally, a correction for charge confusion
is applied with the average charge confusion (Fig. 5.8) estimated in section 5.4 for both ECAL
selections.
We choose an unbiased signature of the goodness of the method from the χ2 of the fit. The χ2
per degree of freedom of the fit doesn’t show a trend with energy and is compatible with one (Fig.
5.17), indication that the proton background is under control.
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Figure 5.17: Positron fraction (left) and number of positrons (center) with energies in (83.20-100.00)
[GeV] using the TRD template-fitting technique and varying the BDT selection, vs the χ2 per
degree of freedom of the fit. Average χ2/ndof for each energy bin using TRD likelihood or
ECAL BDT template for the fit (right).
In order to summarize the results, the analysis will be conducted using the TRD likelihood
template. As shown in figure 5.18, the resulting positron fraction after electron subtraction is stable
for wide range of cuts in the BDT.
To validate that the proton background is well determined, a scan has been carried out in the
cutting variables (BDT for the TRD-likelihood template analysis) with an broad range of sample
purities (Figures 5.18 and 5.19), in order to estimate a potential systematic error. In this scan, the in-
put control data sample has been varied in order to reveal contributions to the systematic uncertainty
related to the input templates and the fit procedure.
No correlation is observed between the positron fraction and the number of positrons and re-
duced χ2 of the fit, as shown in figures 5.19 and 5.17 which serves as an additional validation of
the method.
To check that the positron fraction result is not in the tail of the positron fraction distribution,
the mean value in the scan is used. Results after electron background subtraction are shown in
figure 5.20 for both ECAL selections, using the TRD template in the fit. The results are listed
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Figure 5.18: Positron fraction and number of positrons obtained with the TRD Template-fitting method for
the BDT selection when the BDT cut is varied in the last energy interval around the working
point.
in tables D.5,D.4. The positron fraction results for both ECAL selections are compatible, and the
statistical error is in average 3-5% larger in the shower shape selection as a result of a lower selection
Number of positrons

























Figure 5.19: Positron Fraction and number of positrons in E (260,350)[GeV] estimated from the TRD
template-fitting for the BDT selection, around the working point (varying the BDT cut be-
tween 0.6 < BDT < 1.0). No correlation is observed.
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efficiency. In the highest energy bin, the statistical error has a significant contribution from the

































































Figure 5.20: Left: Positron fraction reference analysis for the two ECAL selections, using TRD Likelihood
template fitting as detailed in tables D.4,D.5. Right: Relative statistical error and ratio of the
σstat in the template fitting for the BDT and Shower Shape selections
The stability of the analysis is studied in a similar way as in the event counting analysis. The
statistical contribution to the dispersion of the positron fraction distribution when varying the selec-
tion cuts is obtained from 500 toy MC experiments following the approach described in the previous
section. Results for the last energy interval are displayed in figure 5.21.
The dispersion of the positron fraction have two contributions, a systematic one due to the se-
lection and fitting process, and a statistical one due to the fluctuations of the non-shared events. The
systematic contribution is estimated as the quadratic difference of the positron fraction dispersion
and the statistical contribution. The systematic error due to the selection and fit procedure is added
to the full systematic error in quadrature.
The systematic error due to the fit procedure and selection cuts for each energy interval is shown
in figure 5.22 for both ECAL selections. The systematic error quoted for the shower shape selection
has been estimated varying the input templates in the fit. The dispersion of the positron fraction at
each energy represents an upper limit of the systematic uncertainty of the fit procedure.
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Figure 5.21: Statistical fluctuations of 500 toy mc simulations of the positron fraction in the last energy bin.
The mean value of the RMS of the 500 toy mc simulations at every energy bin provides the
expected dispersion due to the statistical fluctuations of the non-shared events (left). Positron
Fraction distribution for the BDT selection (right) and positron fraction estimation of the















Figure 5.22: Systematic error for the BDT and shower shape selections due to selection and fit procedure.
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5.7 Additional Systematic Uncertainties
In this section we will study additional systematic effects not covered in the previous sections. In
particular, throughout all this work, it has been assumed that the detector acceptance is identical for
electrons and positrons, aside from a conceivable effect derived from the charge sign measurement.
This assumption is fairly true, but in the presence of the AMS-02 magnetic field, asymmetries in
the detector acceptance could show up as a systematical effect that should addressed.
Another source of systematic effect that must be studied is related to the Earth’s geomagnetic
field. Specifically, due to the geomagnetic cutoff, low rigidity particles entering the Earth’s magnetic
field are not allowed to penetrate, depending on the geomagnetic latitude and longitude. However,
high energy protons and electrons interacting with the atmosphere produce low energy secondary
particles that are below the rigidity cutoff, and can be detected. A dedicated cut on the cutoff has
been applied to reject this component, however, a significant deviation along the ISS orbit from the
mean value of the positron fraction should evidence a source of systematic effect that again, should
be addressed.
Finally, the energy bin width of the measurement has been chosen according to the ECAL energy
resolution. A systematic associated to bin-to-bin migrations is also evaluated.
Other sources of systematic uncertainties have been studied, such as the contribution from vari-
ations in the reference templates. Their contribution to the overall systematic is negligible.
5.7.1 Charge Confusion
Charge confused electrons constitute, along with protons, a major background of the positron frac-
tion analysis. In this section we study the stability of the result for different charge confusion cor-
rections.
We have used different tracker patterns with different MDRs and levels of charge confusion
in the estimation of the positron fraction, to study the systematic uncertainty due to the charge
confusion correction. The results from these mutually exclusive subsamples are compatible within
their statistical errors as shown in figure 5.11. Likewise, the positron fraction evaluated with the
shower shape and BDT selections have been calculated with different charge confusion corrections
and their results are compatible.
Charge confusion has been obtained from MC samples and TB data. A parametrization with the
energy for each tracker pattern has been used to evaluate the electron background. We have used
the uncertainties associated to these parametrizations (Fig. 5.23) which account for discrepancies
between TB and MC estimations of the charge confusion, to evaluate the systematic error.
In table D.6 we list the systematic uncertainty due to charge confusion for both selections, which
is obtained from each tracker pattern and ECAL selection. The final value is the weighted mean of
the combination of the uncertainty for all the tracker patterns. The systematic error for both ECAL
selections is shown in figure 5.24 and is ∼ 5% at the highest energies.
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Figure 5.23: Charge Confusion estimation uncertainty used for the systematic error evaluation for each









Figure 5.24: Charge Confusion systematic error for the BDT and shower shape selections.
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5.7.2 Detector Acceptance
One major assumption in the positron fraction study is the identity between electrons and positrons
except for the charge sign. To put it in another way, we have assumed that the acceptance for elec-
trons and positrons is the same, however we are dealing with a real detector, and small discrepancies
may be possible. In particular, we will inspect potential systematics arising from deviations in the
geometrical acceptance of electrons and positrons.
To study these effects, we use electron and positron flight data and MC simulation samples. In
particular, the dependence of the positron ratio with the local particle incident angle is inspected.
The θ and φ dependence for flight data positrons and electrons is shown in figure 5.25.
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Positrons
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Figure 5.25: Electron and positron dependence on φ (Left) and θ (Right) local coordinates.
From these figures, there is an apparent departure from azimuthal symmetry in the local φ angle.
Electrons and positrons dependence in the local φ angle differ at low energies, which introduces a
dependence in φ for the ratio. On the contrary, electrons and positrons relative dependence on the
polar angle is constant. We have checked this behavior in the MC simulation for which we find a
good agreement. This behavior is a purely geometrical effect of the detector, which in conjunction
with the AMS-02 magnetic field, produces a small dependence of the ratio with φ at low energies
(Figure: 5.26). In case of symmetry in the φ coordinate, excess and deficit of electrons and positrons
for different φ should balance and the mean ratio would yield the correct ratio. However, the detector
is not completely symmetric as a result of different efficiencies for a few ladders of the tracker. This
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asymmetry causes that at low rigidities electron and positron acceptances do not cancel out along
different φ angles, hence, introducing a small systematic effect. Furthermore, no relation with cutoff
East-West effect has been found by tightening the cutoff cut, which further supports the previous
statement.
In order to estimate the impact on the positron fraction measurement, different fiducidal vol-
umes have been selected restricting the full analysis chain to polar angles from θ = 180◦ up to the
full acceptance at every energy. A fit is performed to validate the compatibility of the positron frac-
tion dependence with φ with a constant, for each fiducidal volume in cos θ. The different positron
fractions in the φ angle for different polar angles are shown in figure 5.26. The reduced χ2 of the
fit as a function of cos θ for different energy intervals (Figure 5.26) shows that the azimuthal depen-
dence of the ratio vanishes for vertical incident particles (Fig. 5.26). In addition, at energies above
15 GeV, the azimuthal dependence of the ratio vanishes at all incident angles.
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Figure 5.26: Left: e+/e− dependence on the φ local coordinate for different particle incidence angles
(labeled with different colors in the figure). The dependence of the ratio on φ changes for
different fiducidal volumes when the polar angle is restricted (Left). Right: Reduced χ2 of
the fit for different polar angle thresholds at different energy intervals. For vertical incident
particles no dependence on φ is observed in the ratio. For E>10GeV no dependence on φ is
observed in the ratio.
However, in spite of the positron fraction dependence with the azimuthal angle, the mean value
of the positron fraction is compatible with the positron fraction of vertical incident particles, that
we have shown does not depend on φ. In figure 5.27 we show the positron fraction for vertical
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incidence particles (cos θ < −0.99) in blue, the positron fraction for particles with polar angles
cos θ ≥ −0.99 in green, and the positron fraction for the full geometrical acceptance in red. The
difference between the mutually exclusive subsamples (cos θ < −0.99 and cos θ ≥ −0.99) is









































Figure 5.27: Left: Mean positron fraction using all geometrical acceptance (red), restricting to vertical
incidence particles with cosθ < −0.99 (blue dashed squared) and particles with cosθ ≥
−0.99 (green dashed squared). Right: Compatibility between the positron fraction for vertical
incident particles and particles with cosθ ≥ −0.99. Their relative deviations normalized to
their statistical errors added in quadrature are compatible with statistical fluctuations.
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Figure 5.28: Left: Differential ratio in the φ coordinate. Mean ratio in the symmetric acceptance (red) case
and measured ratio (blue). The offset between both values represent a systematic uncertainty
in the measurement. Right: Systematic error due to an asymmetry in the acceptance.
107
5 Determination of the Positron Fraction
In order to estimate the systematic uncertainty, we have compared the measured positron frac-
tion with the mean positron fraction that would result in case of electron and positron acceptance
being equally weighted. The latter one has been calculated assuming that in case of symmetry, the
ratio should show a sinusoidal shape PF (φ) = K + α · sinφ with mean value K which is the
correct ratio (Figure 5.28). The offset between the mean ratio (red line in figure 5.28) and the mea-
sured ratio (blue line in figure 5.28) is taken as a systematic uncertainty due to an asymmetry in the
acceptance. The systematic error,which is shown in figure 5.28, is relevant at the lowest energies
and negligible for energies greater than 10 GeV.
5.7.3 Rigidity Cutoff
Under cutoff particles may be a source of systematic errors. In the analysis, a dedicated cut has
been applied to reject this component, namely, the particles energy must exceed the cutoff rigidity
by a 30% at least at every orbit location. The 30% of safety factor is an estimation which has been
validated by backtracing a fraction of the events in the magnetic field, however, it’s plausible there
is some residual contamination.
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Figure 5.29: Integrated number of electrons (left), positrons (center) in geographical coordinates, and
positron to electron ratio (right) for energies above 6.5 GeV.
To study a systematic effect related to the cutoff, the positron fraction has been calculated at
different geomagnetic field locations with different cutoff rigidities. In figure 5.29 the electron and
positron occupancy map in geographical coordinates, is shown for energies above 6.5 GeV for
events that satisfy the cutoff condition.
The integrated positron to electron ratio (Fig. 5.29) shows an appreciable trend in geographical
coordinates, where the apparent S-wave-like band is due a region with a higher cutoff rigidity and
thus, displays a ratio corresponding to a higher energy. If we restrict the ratio to an energy interval
and compute the mean positron fraction and the fraction for a coordinate pair (θ, φ) we find that
deviations from the mean value at any energy are within statistical fluctuations (Fig. 5.30). We have
repeated this procedure loosening and tightening the rigidity cutoff threshold and checked that there
is no residual undercutoff background.
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 / ndf 2χ
 28.85 / 28
Prob   0.4202
Constant  2.20± 35.63 
Mean      0.04780± -0.05191 
Sigma    
 0.0383± 0.9626 
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Figure 5.30: Pulls: Deviations from mean positron fraction (PFθφ − 〈PF 〉)/σPF for energies between
6.5-10 GeV (Left). The mean and σ at every energy interval of the pulls (right)
5.7.4 Bin to Bin Migration
In this section, the energy bin to bin migration is considered. The ECAL energy resolution has been







For inclined tracks, a safety margin of⊕2% has been chosen for the constant term in accordance
to TB measurements.
The steepness of the e± spectra suggest a wide binning to minimize potential bin migrations and to
avoid unfolding procedures. In addition to this, a compromise must be made to accumulate statistics
in the highest energy bins.
Taking all these ingredients into account, for the lower part of the spectrum where the number of
e± flattens, a bin width of 4-5σ has been chosen . For intermediate energies, a bin width greater
than 5σ is used in order to minimize bin to bin migrations. Finally for energies above 100 GeV, a
bin width greater than 10σ has been adopted to get a sizable number of positrons.
With this sharing, we assure the bin-to-bin migration in negligible.
5.8 Summary and Results
In this section the positron fraction results are summarized for the four analysis described in this
chapter. A comparison of these results with the published measurement is covered in appendix C.
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Figure 5.31: Positron fraction systematic and statistical errors for the four analysis studied in the chapter.
The measured positron fraction is presented in tables 5.3,5.4,5.5 and 5.6, where the number of
positrons Ne+, fraction, statistical error σstat., and systematic error σsys. are introduced.
In figure 5.31 the statistical and total systematic errors are shown for the four analysis. The
statistical error dominates in all the analysis for energies above 20 GeV.
The systematic error, which is split into several contributions that have been described earlier
in this chapter, is the result of all these individual contributions added in quadrature. From them,
the most relevant at the highest energies are those related to the estimation of the charge confusion
σc.c. and the selection and fit procedure σsel.. At the very low energies, the systematic error related
to the asymmetry in the acceptance σacc. dominates the overall error.
The results of the four analysis are compatible within their statistical errors and sample overlap.
The most accurate analysis, which we estimate with the inferior overall error, is the analysis with
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the template fitting method using the BDT selection. The reason is that the positron fraction analysis
larger contribution to the overall error is the statistical one, and the template fitting method maxi-
mizes the statistics owing to the separation power of the TRD and ECAL which allows to accurately
determine the positron and electron abundances with a sizable fraction of proton background.
In figure 5.32 we show the total error, estimated as the statistical and systematic errors added in
quadrature, and the optimal analysis, which is provided with the BDT selection.
The positron fraction shows a steady increase for energies above 10 GeV, up to 250 GeV. This
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Figure 5.32: Positron fraction statistical + systematic errors added in quadrature for the four analysis. The
reference PF fraction used in the ratio of errors is the one determined with the template fitting
method with BDT selection (left). Optimal positron fraction result (right).
At energies above 350 GeV, the proton background becomes harder to reject, on the one hand,
because the TRD enters a different regime, and on the other hand, because proton showers in the
ECAL become more electromagnetic-like. To sort these issues, the selection with the ECAL must
be maximized, which at the highest energies will imply to use MC simulations to train the selection
classifiers. This will enable to use the TRD and ECAL redundancy even with samples with low
purities. Reference distributions from MC simulation can be used then for a template fitting analysis
at the highest energies.
In addition to this, at some point charge confusion background becomes an issue as we approach
the MDR of the Tracker. To go to higher energies it will be compelling to use Tracker patterns with
a large lever arm, which in turn will restrict the overall acceptance and enlarge the statistical error.
Taking this into account, it is necessary to collect more data to go to higher energies.
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Table 5.3: Positron fraction using the BDT Selection with an event-counting analysis.
Energy (GeV) Ne+ Fraction σstat. σsel. σacc. σc.c. σsys.
2.00 - 2.41 20517.40 0.0634 0.0004 0.0003 0.0022 0.0007 0.0023
2.41 - 3.04 32722.13 0.0579 0.0003 0.0001 0.0013 0.0007 0.0015
3.04 - 3.75 33326.54 0.0552 0.0003 0.0001 0.0006 0.0007 0.0009
3.75 - 4.55 31650.53 0.0533 0.0003 0.0001 0.0004 0.0007 0.0008
4.55 - 5.43 28591.03 0.0514 0.0003 0.0000 0.0003 0.0006 0.0007
5.43 - 6.42 25082.86 0.0500 0.0003 0.0001 0.0001 0.0006 0.0006
6.42 - 7.50 21525.33 0.0502 0.0003 0.0001 0.0001 0.0006 0.0006
7.50 - 8.69 17666.16 0.0506 0.0004 0.0001 0.0001 0.0006 0.0006
8.69 - 10.00 14054.21 0.0512 0.0004 0.0001 0.0001 0.0006 0.0006
10.00 - 12.01 14846.30 0.0529 0.0004 0.0002 0.0000 0.0006 0.0006
12.01 - 14.26 10998.70 0.0551 0.0005 0.0001 0.0001 0.0006 0.0006
14.26 - 16.78 8377.33 0.0562 0.0006 0.0002 0.0001 0.0008 0.0008
16.78 - 19.59 6981.02 0.0592 0.0007 0.0001 0.0000 0.0007 0.0007
19.59 - 22.71 5766.20 0.0630 0.0008 0.0001 0.0000 0.0008 0.0008
22.71 - 26.18 4310.11 0.0658 0.0010 0.0003 0.0000 0.0008 0.0009
26.18 - 31.00 3733.90 0.0695 0.0011 0.0003 0.0000 0.0009 0.0009
31.00 - 38.36 3119.73 0.0729 0.0013 0.0004 0.0000 0.0009 0.0010
38.36 - 47.03 1988.58 0.0795 0.0018 0.0005 0.0001 0.0010 0.0011
47.03 - 57.22 1248.73 0.0860 0.0024 0.0011 0.0000 0.0010 0.0015
57.22 - 69.18 783.82 0.0881 0.0031 0.0009 0.0000 0.0010 0.0013
69.18 - 83.20 523.06 0.0980 0.0043 0.0010 0.0004 0.0011 0.0016
83.20 - 100.00 401.25 0.1094 0.0054 0.0017 0.0002 0.0012 0.0021
100.00 - 127.90 329.49 0.1088 0.0061 0.0026 0.0000 0.0014 0.0030
127.90 - 162.60 174.06 0.1065 0.0083 0.0026 0.0001 0.0018 0.0032
162.60 - 206.00 122.54 0.1344 0.0125 0.0035 0.0002 0.0023 0.0042
206.00 - 260.00 86.15 0.1530 0.0173 0.0063 0.0002 0.0039 0.0074
260.00 - 350.00 57.85 0.1495 0.0229 0.0042 0.0002 0.0077 0.0088
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Table 5.4: Positron fraction using the Shower Shape Selection with an event-counting analysis.
Energy (GeV) Ne+ Fraction σstat. σsel. σacc. σc.c. σsys.
2.00 - 2.41 20433.77 0.0632 0.0004 0.0000 0.0022 0.0006 0.0023
2.41 - 3.04 30689.98 0.0584 0.0003 0.0001 0.0013 0.0007 0.0015
3.04 - 3.75 30473.32 0.0551 0.0003 0.0000 0.0006 0.0006 0.0008
3.75 - 4.55 29036.82 0.0534 0.0003 0.0000 0.0004 0.0006 0.0007
4.55 - 5.43 26450.76 0.0513 0.0003 0.0000 0.0003 0.0006 0.0007
5.43 - 6.42 23474.68 0.0497 0.0003 0.0000 0.0001 0.0006 0.0006
6.42 - 7.50 19996.10 0.0500 0.0003 0.0000 0.0001 0.0006 0.0006
7.50 - 8.69 16341.51 0.0504 0.0004 0.0000 0.0001 0.0006 0.0006
8.69 - 10.00 12954.00 0.0511 0.0004 0.0000 0.0001 0.0006 0.0006
10.00 - 12.01 13580.77 0.0527 0.0004 0.0000 0.0000 0.0006 0.0006
12.01 - 14.26 10000.00 0.0548 0.0005 0.0000 0.0001 0.0007 0.0007
14.26 - 16.78 7594.09 0.0560 0.0006 0.0001 0.0001 0.0008 0.0008
16.78 - 19.59 6348.75 0.0596 0.0007 0.0000 0.0000 0.0007 0.0007
19.59 - 22.71 5154.91 0.0628 0.0009 0.0001 0.0000 0.0008 0.0008
22.71 - 26.18 3789.62 0.0651 0.0010 0.0001 0.0000 0.0008 0.0008
26.18 - 31.00 3285.42 0.0693 0.0012 0.0000 0.0000 0.0009 0.0009
31.00 - 38.36 2668.51 0.0717 0.0014 0.0003 0.0000 0.0009 0.0009
38.36 - 47.03 1708.17 0.0793 0.0019 0.0003 0.0001 0.0010 0.0010
47.03 - 57.22 1094.23 0.0871 0.0026 0.0005 0.0000 0.0010 0.0011
57.22 - 69.18 703.59 0.0897 0.0034 0.0002 0.0000 0.0011 0.0011
69.18 - 83.20 447.07 0.0974 0.0046 0.0005 0.0004 0.0011 0.0013
83.20 - 100.00 356.01 0.1134 0.0059 0.0006 0.0002 0.0015 0.0016
100.00 - 127.90 279.50 0.1070 0.0064 0.0013 0.0000 0.0022 0.0026
127.90 - 162.60 146.83 0.1029 0.0087 0.0031 0.0001 0.0021 0.0037
162.60 - 206.00 107.99 0.1314 0.0129 0.0026 0.0002 0.0028 0.0038
206.00 - 260.00 69.46 0.1430 0.0177 0.0029 0.0002 0.0049 0.0057
260.00 - 350.00 45.78 0.1503 0.0228 0.0012 0.0002 0.0077 0.0078
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Table 5.5: Positron fraction using the Shower Shape Selection with a Template-Fitting analysis.
Energy (GeV) Ne+ Fraction σstat. σsel. σacc. σc.c. σsys.
2.00 - 2.41 23522.78 0.0630 0.0004 0.0000 0.0022 0.0006 0.0023
2.41 - 3.04 34287.72 0.0585 0.0003 0.0000 0.0013 0.0007 0.0015
3.04 - 3.75 33159.15 0.0549 0.0003 0.0000 0.0006 0.0006 0.0008
3.75 - 4.55 31374.35 0.0533 0.0003 0.0000 0.0004 0.0006 0.0007
4.55 - 5.43 28528.09 0.0513 0.0003 0.0000 0.0003 0.0006 0.0007
5.43 - 6.42 25373.33 0.0498 0.0003 0.0000 0.0001 0.0006 0.0006
6.42 - 7.50 21615.76 0.0500 0.0003 0.0000 0.0001 0.0006 0.0006
7.50 - 8.69 17827.25 0.0506 0.0004 0.0000 0.0001 0.0006 0.0006
8.69 - 10.00 14181.49 0.0512 0.0004 0.0000 0.0001 0.0006 0.0006
10.00 - 12.01 14919.04 0.0527 0.0004 0.0000 0.0000 0.0006 0.0006
12.01 - 14.26 11129.37 0.0550 0.0005 0.0000 0.0001 0.0007 0.0007
14.26 - 16.78 8518.86 0.0565 0.0006 0.0000 0.0001 0.0008 0.0008
16.78 - 19.59 7129.81 0.0596 0.0007 0.0000 0.0000 0.0007 0.0007
19.59 - 22.71 5829.95 0.0630 0.0008 0.0000 0.0000 0.0008 0.0008
22.71 - 26.18 4334.37 0.0655 0.0010 0.0000 0.0000 0.0008 0.0008
26.18 - 31.00 3775.15 0.0696 0.0011 0.0000 0.0000 0.0009 0.0009
31.00 - 38.36 3128.75 0.0727 0.0013 0.0000 0.0000 0.0009 0.0009
38.36 - 47.03 2015.95 0.0806 0.0018 0.0000 0.0001 0.0010 0.0010
47.03 - 57.22 1311.14 0.0886 0.0024 0.0000 0.0000 0.0010 0.0010
57.22 - 69.18 833.73 0.0910 0.0031 0.0000 0.0000 0.0011 0.0011
69.18 - 83.20 538.41 0.0980 0.0042 0.0001 0.0004 0.0011 0.0012
83.20 - 100.00 428.40 0.1135 0.0054 0.0001 0.0002 0.0015 0.0015
100.00 - 127.90 358.17 0.1140 0.0059 0.0001 0.0000 0.0022 0.0022
127.90 - 162.60 189.83 0.1095 0.0081 0.0004 0.0001 0.0021 0.0021
162.60 - 206.00 140.34 0.1389 0.0118 0.0007 0.0002 0.0028 0.0029
206.00 - 260.00 88.31 0.1443 0.0160 0.0017 0.0002 0.0049 0.0052
260.00 - 350.00 73.00 0.1550 0.0193 0.0023 0.0002 0.0077 0.0080
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Table 5.6: Positron fraction using the BDT Selection with a Template-Fitting analysis.
Energy (GeV) Ne+ Fraction σstat. σsel. σacc. σc.c. σsys.
2.00 - 2.41 23975.49 0.0632 0.0004 0.0002 0.0022 0.0007 0.0023
2.41 - 3.04 35341.47 0.0581 0.0003 0.0001 0.0013 0.0007 0.0015
3.04 - 3.75 35778.52 0.0550 0.0003 0.0001 0.0006 0.0007 0.0009
3.75 - 4.55 33668.72 0.0533 0.0003 0.0000 0.0004 0.0007 0.0008
4.55 - 5.43 30427.74 0.0515 0.0003 0.0000 0.0003 0.0006 0.0007
5.43 - 6.42 27001.13 0.0501 0.0003 0.0001 0.0001 0.0006 0.0006
6.42 - 7.50 23068.01 0.0503 0.0003 0.0001 0.0001 0.0006 0.0006
7.50 - 8.69 19042.28 0.0509 0.0004 0.0000 0.0001 0.0006 0.0006
8.69 - 10.00 15261.85 0.0515 0.0004 0.0001 0.0001 0.0006 0.0006
10.00 - 12.01 16099.99 0.0530 0.0004 0.0002 0.0000 0.0006 0.0006
12.01 - 14.26 12070.44 0.0552 0.0005 0.0001 0.0001 0.0006 0.0006
14.26 - 16.78 9260.46 0.0566 0.0006 0.0002 0.0001 0.0008 0.0008
16.78 - 19.59 7764.11 0.0595 0.0007 0.0000 0.0000 0.0007 0.0007
19.59 - 22.71 6480.85 0.0638 0.0008 0.0001 0.0000 0.0008 0.0008
22.71 - 26.18 4875.28 0.0664 0.0010 0.0001 0.0000 0.0008 0.0008
26.18 - 31.00 4245.56 0.0700 0.0011 0.0002 0.0000 0.0009 0.0009
31.00 - 38.36 3587.61 0.0737 0.0012 0.0004 0.0000 0.0009 0.0010
38.36 - 47.03 2288.92 0.0801 0.0017 0.0003 0.0001 0.0010 0.0010
47.03 - 57.22 1508.81 0.0889 0.0023 0.0004 0.0000 0.0010 0.0011
57.22 - 69.18 947.28 0.0913 0.0030 0.0006 0.0000 0.0010 0.0012
69.18 - 83.20 639.15 0.0999 0.0039 0.0006 0.0004 0.0011 0.0014
83.20 - 100.00 479.53 0.1096 0.0050 0.0007 0.0002 0.0012 0.0014
100.00 - 127.90 414.50 0.1141 0.0056 0.0010 0.0000 0.0014 0.0017
127.90 - 162.60 232.44 0.1154 0.0077 0.0017 0.0001 0.0018 0.0025
162.60 - 206.00 136.75 0.1436 0.0126 0.0024 0.0002 0.0023 0.0033
206.00 - 260.00 93.00 0.1531 0.0166 0.0043 0.0002 0.0039 0.0058
260.00 - 350.00 72.07 0.1545 0.0215 0.0034 0.0002 0.0077 0.0084
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6
Characterization of the Positron
Excess
IN chapter 5 we have described the analysis that establishes the observation of a ris-ing positron fraction with the energy. In this chapter we characterize the positron
excess from three perspectives: It’s dependence with time, direction and energy. We
also address the possibility that the excess requires the inclusion of primary sources,
whether from a particle physics or an astrophysical origin. Some physics models are
used to illustrate this point.
G G G
6.1 Positron Fraction Stability in Time
We have searched for temporal variations of the positron fraction for different time spans and energy
ranges (Fig. 6.1).
The sample is folded in time at every energy interval. For each folding we evaluate the positron
ratio, resulting in a distribution of e+/e− for different time spans, which we normalize to the mean
value < e+/e− > at that energy.
Finally, we fit the resulting distributions to a constant value which yields the following proba-
bility map (Fig. 6.2) for each folding and energy bin.
At high energies, E > 20 GeV, the variation in time is compatible with purely statistical fluctua-
tions and no indication of either a systematic effect or temporal structures are found. At low energies,
deviations are observed for time intervals above approximately 10 days, fact that is consistent with
variations in the solar activity.
119
6 Characterization of the Positron Excess

























E: (6.10 - 7.40) GeV  t = 3.0 days∆

























E: (6.10 - 7.40) GeV  t = 6.0 days∆

























E: (6.10 - 7.40) GeV  t = 12.0 days∆

























E: (6.10 - 7.40) GeV  t = 24.0 days∆

























E: (6.10 - 7.40) GeV  t = 120.0 days∆
Figure 6.1: Positron fraction temporal variation: Normalized positron fraction evolution with time, for
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A search for spectral structures in the positron fraction data has been conducted. Fine structures
at ECAL energy resolution scales are studied by means of a simple model in which the fluxes are
assumed to be the combination of two contributions: a diffuse power law spectrum of e+, e− and a






−γs exp−E/Ec , (6.2)
where Ke± and Ks are the relative contributions from the diffuse and single source spectra. The
diffuse spectra are assumed to follow a power law with spectral index γe± and the single source is























Figure 6.3: Search for structures with a minimal model for the flux.
This construction yields a 5 parameter model for the positron fraction which remarkably fits the
data (Fig. 6.3). From this model that there is no evidence of significant spectral structures at energy
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scales at the level of the ECAL energy resolution.
In addition, a search for spectral structures at larger scales has been performed. The approach
followed to disentangle structures in the positron fraction from a continuous background with statis-
tical fluctuations is based on an implementation [88] of the Mariscotti method as described in [83],
[102]. Still, no indications of significant small to intermediate energy scale features in the positron
fraction have been found.
6.3 Anisotropy
Primary sources of cosmic ray positrons and electrons may induce some degree of anisotropy on the
measured positron and electron fluxes [26],[27] . Previous searches have been carried out on the flux
of electrons and positrons [43],[54]. In AMS, a systematic search for anisotropies on the positron
ratio, that is, the ratio of the positron flux to the electron flux is performed using 500,000 positrons
and electrons in the energy range from 16 to 350 GeV collected during the initial 21 months of
operations on the ISS, from 19 May 2011 to 10 March 2013.
The positron ratio is computed for different energy ranges and arrival directions in galactic
coordinates. The fluctuations of the resulting sky maps are evaluated at several angular scales and
upper limits to their amplitude are obtained.
In some models [100], a relative excess of positrons towards the Sun direction is expected. In
AMS, this is searched on sky maps constructed in geocentric solar ecliptic coordinates or, likewise,
looking for a seasonal excess of the dipole anisotropy in galactic coordinates.
In order to exclude the effect of a supposed anisotropy of the reference electron flux, the analysis
has been repeated on the positron to proton ratio 1.
Finally, the influence of geomagnetic effects is estimated by evaluating the sensitivity to a dipole
contribution using the directions obtained after back-tracing in the geomagnetic field.
The overall selection efficiency for positrons and electrons is estimated to be above 80% in
the acceptance of the ECAL. The remaining sample contains 35,000 primary positrons, 460,000
electrons and a negligible amount of protons.
The selected events are grouped into 5 cumulative energy ranges from 16 to 350 GeV according
to their measured energy in the ECAL. The minimum energy for each range is 16, 25, 40, 65 and
100 GeV.
6.3.1 Anisotropy on e+/e−
The arrival directions of electrons and positrons are used to build sky maps in galactic coordinates,
(b, l), containing the number of observed positrons and electrons. The maps corresponding to elec-
trons and positrons in the energy range from 16 to 350 GeV are displayed in Fig. 6.4. The spread
1Procc. of the ICRC Brazil 2013. Determination of the positron anisotropy with AMS. To be published
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Figure 6.4: Sky maps showing the arrival directions of selected 16–350 GeV electrons (left) and positrons
(center) in galactic coordinates using a Hammer-Aitoff projection. The color code reflects the
number of events per bin. Relative fluctuations of the positron ratio e+/e− in galactic coordi-
nates.
of the number of events collected on different directions is a consequence of the non uniform sky
coverage of the AMS exposure.
Different approaches have been followed to define the binning on the sky maps. First, same area
rectangular bins are defined on the (sin(b), l) plane and regions with low exposure are excluded
from the analysis. Second, rectangular bins mapping similar exposure, that is, containing same
number of electrons, are defined. The comparison of the results obtained on different binning is
used to estimate the stability of the analysis.
For a given energy range, the positron to electron ratio is computed on each galactic coordinate
bin. The consistency of the set of bin-to-bin ratios to a common value is estimated using a χ2 test. A
good agreement is found for all energy ranges. Moreover, no structure is observed on the projections
along galactic latitude or longitude (Fig. 6.4).
A general description of the relative fluctuations on the observed positron ratio is obtained by







aℓm Yℓm(π/2− b, l),
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where re(b, l) denotes the positron ratio at (b, l), 〈re〉 is the average ratio over the sky map, Yℓm are
the real spherical harmonic functions, and alm are their corresponding amplitudes.
The amplitudes of spherical harmonic contributions at fixed angular scale, ℓ, are fit to the data
for dipole (ℓ = 1), quadrupole (ℓ = 2) and octopole (ℓ = 3) contributions with a χ2 minimization.
No significant alm is found at any angular scale (ℓ = 1, 2, 3) and energy range. As an example, in
Fig. 6.5 the results corresponding to a dipole contribution perpendicular to the galactic plane, a10,
are displayed together with the 1, 2 and 3σ contours as a function of the minimum energy. Similar
sensitivity is obtained on the amplitudes of the other spherical harmonic contributions.
Figure 6.5: Amplitudes a10 obtained from fits of a dipole contribution to the data on different energy
ranges. The dashed lines correspond to the 1, 2 and 3σ contours.
The intensity of the fluctuations on the studied angular scales is quantified with the coefficients







The values of the coefficientsC1,C2 andC3 obtained from the fits are consistent with the expec-
tations from pure statistical fluctuations on all energy ranges. The results for the dipole coefficient
C1 are shown in Fig. 6.6 along with expected level for random noise and its 68% CL band.
6.3.2 Dipole Anisotropy
The anisotropy induced by primary sources is expected to follow a dipole pattern with the maximum
pointing towards the source and the minimum to the opposite direction. It is then customary to de-
fine the dipole anisotropy parameter, δ, as the relative difference between maximum and minimum
amplitudes. Therefore, δ can be derived from the coefficient C1 with the expression δ = 3
√
C1/4π .
Since the coefficients of the multipole expansion are consistent with the expectations from
isotropy, limits on the coefficients of the angular power spectrum, Cl, can be obtained for all energy
ranges. In particular, limits on the dipole anisotropy parameter δ are derived for any axis in galactic
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Figure 6.6: Results for the dipole coefficient C1 obtained from the fits to the data on different energy
ranges. The expected level for random noise together with its 68% CL band is also displayed.
coordinates. The upper limits at the 95% confidence level for the 5 cumulative energy ranges are
shown in Fig 6.7 and Table 6.1. The limit obtained for the energy range from 16 to 350 GeV is
δ < 0.030.
Figure 6.7: AMS upper limits on the dipole anisotropy parameter δ at the 95% confidence level on different
energy ranges.
Table 6.1: AMS upper limits on the dipole anisotropy parameter δ (95% C.L.) from Min. Energy up to 350
GeV.
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This value corresponds to the fit of the sky map with 20x20 bins where only bins with at least 50
electrons are considered. The fraction of masked channels is 3.5% and the χ2 of the fit to a dipole
contribution is 390.3 for 382 degrees of freedom.
The stability of the results is verified by repeating the analysis on sky maps constructed with
different binning. First, the number of bins in the regular binning is changed in a wide range, namely
from 4x4 bins to 40x40 bins. Second, the same analysis is carried out using adaptive bins mapping
the AMS exposure. In all cases, negligible differences are found.
The influence of the masked bins in the sky maps is also explored by changing the requirement
on the minimum number of electrons from 25 to 200 events per bin, which modifies the number of
bins participating in the fit in about 10%. Again, no significant difference is found.
6.3.3 Seasonal Excess
Dark matter annihilation in the Sun vicinity could generate a relative positron excess towards the
Sun direction. When integrated over a complete year, the dominant dipole contribution would effec-
tively cancel on the sky maps computed in galactic coordinates. However, seasonal effects may be
observed.
The data is divided into 8 seasons covering the whole data taking period and the analysis is
repeated on the individual samples. No significant deviation from isotropy is found. As an example,
in Fig. 6.8 the values obtained for the dipole coefficient C1 on the different samples for the energy
range 16 to 350 GeV are displayed relative to the expected noise level. Data is consistent with the
expectations from pure statistical fluctuations.
Figure 6.8: Dipole coefficients C1 obtained from the fit to the data in the energy range 16 to 350 GeV
corresponding to the 8 seasons covering the whole data taking period. The values are displayed
relative to the expected noise level for random fluctuations. The dashed lines correspond to the
1, 2 and 3σ upper contours.
The effect of an excess towards the Sun direction is enhanced on the appropriate reference
system. A complementary analysis is performed using sky maps built in geocentric solar ecliptic
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coordinates, where the Earth-Sun axis defines its primary direction and its equatorial plane lies on
the ecliptic. No significant deviation from isotropy is found and similar limits on a dipole anisotropy
as those obtained in Sec. 6.3.2 are derived.
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6.4 Physics Models
The accuracy of this measurement allows to study different models for the positron excess. A min-
imal model will be used to address the existence of primary sources of positrons. This in turn will
provide a model for the diffuse background that we will use as a reference in the following sections.
Within this framework, the AMS-02 measurement of the positron fraction and the e+ + e−
flux provide an absolute measurement of the source component which will be used to evaluate the
most relevant candidates to explain the positron fraction raise with the energy, i.e. Dark Matter and
ordinary astrophysical sources. For the positron fraction data, we will use the BDT selection and
template fitting analysis (which provides the most accurate measurement), using an energy binning
matching that of the positron fraction published result [9]. For the e+ + e− absolute flux, we will
use AMS published results [15].
6.4.1 Minimal Model
The minimal model is based on a parametrization of the fluxes which are assumed to be the combi-
nation of two contributions: a diffuse power law spectra and a common single source of e+, e−, as
described in section 6.2. Details on the resulting parametrizations are presented in table 6.2.




































Minimal Model: Diffuse Background






















AMS-02 Collaboration ICRC Procs. 2013
Minimal Model: Diffuse Background
Minimal Model:  Diffuse Background + Source
Figure 6.9: Minimal model as described in the text. Electron plus positron flux from [15]
We use these contributions to fit the positron fraction, which yields the relative spectral indexes
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and normalizations of electrons and positrons, and the AMS-02 e++e− absolute flux measurement
[15]. The latter provides the absolute spectral index for electrons and positrons, and in particular, the
expectations for the electron and positron diffuse background. We will use the diffuse background
resulting from this model as the reference background for the physics models presented in this
section.
In figure 6.9 the minimal model results are shown for the positron fraction and e+ + e− flux,
when the fit minimum energy and solar modulation parameter are varied. The resulting diffuse
background (gray band in figure 6.9) from the scan is stable.
This background evaluation is used alternatively to the conventional GALPROP computation
of the diffuse e± components, which are considerably harder and provide a larger contribution to
the overall flux. New results on the e±, proton and high Z nuclei fluxes are being provided by the
AMS collaboration which might lead to a revaluation of the inputs used in public codes of CR
propagation. Therefore, the background estimation within the minimal model is consistent with the
data used in the analysis and will be used hereafter.
The most straightforward interpretation of this minimal model implies that the positron fraction
is not consistent with a purely diffuse component of electrons and positrons and requires a primary
source which we shall investigate. An appealing implication of this model is that the source is
constrained within the model uncertainties, namely, the spectral index of the primary source flux
is determined. Hereafter we will examine some illustrative physical models that may account for
these sources.
6.4.2 Dark Matter Source Scenario
Dark matter annihilation or decay can produce a large amount of positrons and electrons, hence, it
constitutes a very attractive candidate to explain the reported excesses. Nevertheless, conventional
WIMPs annihilation rates with canonical cross sections 〈σv〉 = 3x10−26cm3/s are too small to
make up the observed abundances. Moreover, the absence of an excess in antiprotons indicates that
the annihilation through hadronic channels must be strongly suppressed.
In this chapter we consider the model-independent Dark Matter scenario described in chapter 2.
We assume DM particles to annihilate into leptonic final states to satisfy p¯ bounds. In particular µµ¯
and τ τ¯ channels are most favored. We will assume the required normalization by means of any of
the mechanisms considered in e.g. [13].
The signal that results from DM annihilation, depends essentially on the squared DM density











We have scanned the MDM − 〈σv〉 parameter space. The resulting fluxes has been used to
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perform a joint fit to the AMS-02 positron fraction data and absolute flux data for energies above
30 GeV where solar modulation can be regarded as negligible.
In figure 6.12 we show that in order to reproduce the AMS-02 positron fraction and all-lepton-
flux data, the annihilation cross section must be the order of ∼ 10−23cm3/s for TeV DM mass
candidates. Similar results are obtained in µµ¯ channel but with a slightly worse fit quality.
Figure 6.10: Sample fit to the AMS-02 data for a DM candidate in the τ τ¯ channel with a mass of 1.2TeV
and 〈σv〉 ∼ 2×10−23. The background has been obtained from the minimal model described
in the text.
A sample fit is shown in Figure 6.10, for a 1.2 TeV DM particle annihilating to τ τ¯ with a cross
section < σv >= 2× 10−23cm3/s.
6.4.3 Pulsar Source Scenario
In this section, a pulsar model is used to illustrate contribution from purely astrophysical sources.
We calculate the contribution from all gamma ray pulsars listed in the ATNF pulsar catalog to
the positron flux as described in chapter 2.
A global χ2 is performed using AMS-02 positron fraction data and all-lepton-flux data for ener-
gies above 30 GeV where solar modulation can be regarded as negligible, scanning the contribution
from the individual sources codified in the conversion efficiency ηe± of the total spin-down power
into e±. The pulsars that contribute most to the positron flux are Geminga and Monogem, due to
their distance and age. For them, best fits are attained with ηe± ∼ 16% and ηe± ∼ 4% respectively
with a neglible contribution from other pulsars.
In figure 6.12 we show the global fit reduced χ2 as a function of the contribution of a few
representative pulsars in terms of their conversion efficiency. Some sample fits to data are shown
130
6.4 Physics Models
with the contributions from Geminga and Monogem in figure 6.11. Grey band represents part of the
sampling with a global χ2/ndof < 2.
Figure 6.11: Sample fit to the AMS-02 data for a pulsar scenario. The background has been obtained from





































Figure 6.12: Right: χ2/ndof of fit for different DM mass and annihilation cross section in the τ τ¯ channel.
Left:χ2/ndof of fit for the conversion efficiency sampling for some of the most contributing
pulsars.
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6.4.4 Anisotropy Expectations
In the previous section we have determined the level of dipole anisotropy present in the positron
ratio. In particular, above 16 GeV we estimate an upper limit of 0.03 at 95% C.L. . It is then
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Figure 6.13: Anisotropy produced in the models considered in the text, compared to current AMS-02 U.L.
at 95% C.L.
We have presented in chapter 2 estimates of the dipole anisotropy for the individual fluxes. To
estimate the degree of anisotropy in the ratio e+/e−, we can describe the electron number density
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where δ is the degree of dipole anisotropy of the source. Under the assumption that the source term








δ · cos(θ)). (6.4)
The degree of anisotropy in the positron and electron fluxes taking into account that we have an











· δ = r · δ+, (6.5)





0 Then, if we assume δ+ ≪ 1 the ratio
N+
N−
= r · 1 + δ+ · cos(θ)
1 + r · δ+ · cos(θ) = r · (1 + (1− r) · δ+cos(θ)). (6.6)
Therefore, the effective dipole anisotropy on the ratio of positrons to electrons:
δratio ≃ (1− r) · δ+. (6.7)
Using this approximation, we can estimate the dipole anisotropy as in chapter 2 for the sources
considered in section 6.4. In figure 6.13 we show the predicted dipole anisotropy for the models
considered in this chapter, together with the upper limits derived in this analysis.
We find that the current upper limits are well above theoretical expectations, thus allowing for
both production mechanisms.
In spite of this, AMS is a long term experiment that will be collecting data for more than 10 years.
In this timescale, we expect to extend current sensitivity on the dipole anisotropy at the level of 1%
that can be further improved with a data sample not constrained to the calorimeter acceptance.
6.4.5 Physics Interpretation within the Minimal Model
The minimal model presents a framework where diffuse and primary source e± fluxes are deter-
mined in a phenomenological way. This presents a powerful test for any physical explanation of
the positron excess as the contribution to the total flux of any proposed primary source must be
compatible with the minimal model estimations.
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Figure 6.14: Left: Minimal model primary sources with some illustrative pulsar sources described in the
text, normalized at 60 GeV. Right: Minimal model primary sources with some reference Phys-
ical sources described in the text.
In figure 6.14 we show the fluxes of the primary source contribution from the Minimal Model
at one and two sigma C.L. and the reference physics models described in this chapter. The sole
contribution of two of the most relevant pulsars, normalized at 60 GeV (Fig. 6.14) is compared
with the Minimal Model prediction for the source. From this figure it is remarkable that among
already known pulsars, the Geminga pulsar may provide the Minimal Model primary source in the
energy range of the AMS measurement, not being the case for instance for the Monogem pulsar
standalone. In spite of this, a contribution from Monogem to the overall flux can not be ruled out,
as its contribution to the flux is at the highest energies where the Minimal Model uncertainties are
large.
The physical models sources investigated in this chapter are compared with the Minimal Model
in figure 6.14 (right), where in the pulsar scenario the pair conversion efficiencies of Monogem (4%)
and Geminga (16%) have been tuned to fit the data. We find good agreement for the pulsar model
and the Dark Matter model in the energy range of the AMS measurement where the minimal model
uncertainty is small. Nevertheless small differences are apparent in regions where the Minimal
Model presents large uncertainties. At low energies, a systematic undershoot in the physics models
is observed, that could be an indication of a incomplete description of the diffusion setup, solar
modulation effects, or could point out the presence of additional sources such as distant sources
contributing to the low energy range. In addition, at very high energies, near the source cutoff
energy the Dark Matter and pulsar models underestimate the source contribution to the total flux,
however at these energies the uncertainties in the minimal model are large.
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This work has been focused on the measurement of the positron fraction in the 2-350 GeV energy
range and a set of related studies regarding the physical implications of the so-called positron ex-
cess. This is done from two complementary perspectives: On the one hand, the measurement of
the positron fraction is performed for a comprehensive number of analysis, using the data collected
by the AMS-02 detector at the ISS. On the other hand, a phenomenological study of the positron
excess is presented, including some reference physics models.
The positron channel provides a privileged window to search for new phenomena. This is pos-
sible because in the standard picture of cosmic rays, there are no primary sources of CR antimatter
and observed abundances of positrons are attributed to a secondary origin. To study the positron
channel, it is convenient to introduce the positron fraction, which is the ratio of the the positron
to electron plus positron fluxes. The positron fraction determination has the advantage that under
the assumption of equal acceptance for positrons and electrons, the computation of the ratio of the
fluxes is reduced to the ratio of the observed number of events. Moreover, many of the systematic
effects cancel out hence providing a robust measurement.
Experiments prior to AMS have already pointed out the observation of a raise with the energy
of the positron fraction that can not be explained in a conventional picture of CR production and
propagation. AMS-02 is thus a long awaited program that is already providing with unprecedented
statistics, the most accurate measurement to date of the positron abundance in CR.
The basis of the determination of the positron fraction is to count positrons and electrons. The
negative rigidity sample, is a nearly background free sample of electrons, and the positive rigidity
sample yields the positron component with a small contamination of protons (which amounts for
the 88% of the CR abundance), and electrons reconstructed with a positive rigidity. The former one
is handled with three subdetectors, the ECAL, the Tracker, and the TRD. The latter is constrained
demanding a good track reconstruction in the Tracker.
The ECAL and TRD are designed to reject protons from e± independently. In conjunction
with the Tracker, it provides a rejection power of O(107), which ensures a nearly background free
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sample of positrons at intermediate energies and proton contamination at the highest energies at the
% level with a very high signal efficiency. The individual separation power of the subdetectors and
their mutual independece, allows to maximize the statistical error even in conditions of low purity,
carrying out a template-based analysis. In this way, the analysis is optimized as the statistical error
dominates the overall error.
Two calorimeter selections are used to suppress the hadronic background, a boosted decision
tree, and a shower shape cut-based selection which in conjunction with the Tracker, provide a re-
jection power O(103 − 104). The TRD selection is performed using a likelihood estimator which
provides a rejection powerO(103) up to 300 GeV. The performances of these classifiers are studied
with flight data, using control data samples. The control data samples can be obtained from flight
data electrons using the redundancy for e-p separation of the ECAL and TRD. In turn, this control
data samples can be used as reference distributions in a template-fitting analysis of the positron
fraction.
The determination of the positron fraction is performed with four different analysis. We use the
two ECAL classifiers described in chapter 4 and two procedures to evaluate the positron fraction:
an event-counting method and a template-fitting method.
The purity of the sample in the event counting analysis is estimated from flight data, which
we evaluate to be above 90% at the highest energies, taking advantage of AMS-02 redundancy for
hadron rejection. The charge confusion is calculated from a MC simulation, which has been val-
idated with TB data. In addition to this, the analysis have been performed on individual Tracker
patterns, each one with very different level of charge confusion, thus allowing for the identifica-
tion of pathological configurations. We find good agreement between the four analysis, which are
consistent with a steady rise of the positron fraction starting from about 10 GeV up to 300 GeV.
Several effects have been considered in the estimation of systematic errors. Uncertainty on the
input spectra for the template building, uncertainty on the charge confusion estimation, the selection
and fit procedure, bin to bin migrations, asymmetry in the detector acceptance and geomagnetic
cutoff. Among them, the uncertainty on the charge confusion and in the selection procedure have
been found to be the dominant sources of systematic uncertainty at high energies. At low energies,
asymmetry in the detector acceptance is the major source of systematic error.
The systematic error dominates at the very low energies, up to 10GeV. At higher energies the
statistical error dominates the overall error. The analysis which provides the most accurate measure-
ment is the template-fitting analysis using the BDT selection with the ECAL.
The positron fraction shows a steady raise with the energy from 2GeV up to 300 GeV. We
take a deeper insight into the positron fraction and the implications of the rise with the energy. We
have searched for temporal variations and spectral structures. No indications of spectral or temporal
structures have been found at any temporal or energy scale.
A study of the positron incoming directions and searches for anisotropies has been carried out.
From this study, upper limits on the e+/e− dipole anisotropy are obtained (δ < 0.03 95% C.L. for
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energies above 16 GeV).
All these features together show the existence of new physical phenomena. Some physics mod-
els have been used to investigate it.
We find that the positron fraction is consistent with a very simple model of a diffuse e± spectrum
plus an additional primary component which produces electrons and positrons in equal numbers.
In addition, some realistic models are used to validate the hypothesis of e± primary sources. In
particular, a Dark Matter and an astrophysical interpretation have been considered.
We illustrate the complexity to disentangle both scenarios by just looking at the spectra. In ad-
dition to multi-wavelength and multi-channel studies, we show the necessity of a larger kinematical
range and high precision measurements.
Likewise, the use of anisotropies in the cosmic ray e± spectra is proposed as a new tool to pin-
point the sources of the positron excess. A new calculation of the predicted anisotropy is described
for the pulsar and Dark matter sources.
For the pulsar scenario we consider all the gamma-ray pulsars collected in the ATNF catalog.
We find that contribution to the local e± flux is dominated by nearby young pulsars, Geminga
and Monogem, which should have spin-down conversion efficiencies at the 10% level in order to
contribute substantially to the reported excess.
Interestingly enough, both pulsars lie roughly in the same direction, which is opposite to the
galactic center, providing a stacking effect in the expected anisotropy. This has been estimated to
be at the few per-mil level in the e+ + e− spectra and at the per-cent level in the e+ spectra.
For the Dark Matter scenario, we consider a model-independent DM candidate annihilating in
leptonic channels as a result of the tight constraints already present in p¯. Best fits to the data are
obtained for DM mass in the TeV range with annihilating cross sections < σv >∼ 10−23cm3/s
which are 2-3 order magnitude larger than what it is expected from a thermal relic. There are a
number of mechanisms that provide this large enhancements, however, although not ruled out yet,
a DM signature in these channels is being tightly constrained by γ ray measurements.
The degree of dipole anisotropy produced by a DM source is estimated, which is almost one
order magnitude inferior to the pulsar scenario. Thus, the measurement of an anisotropy could
be an indication that an astrophysical object may be the responsible of the e+ anomalies. Many
channels can be used to search for anisotropies i.e. e+ + e−, e−, e+, e+/e−. From them, the most
sensibles are positrons as a result of lower isotropic backgrounds. We evaluate the potential imprint
in the incoming directions from these scenarios in the e+/e− which we find compatible with the
current limits on δ.
AMS-02 measurement of the positron fraction constitutes a new paradigm for precision mea-
surements in space. While dark matter interpretations of a positron fraction raise with the energy
becomes more and more tightly constrained, an astrophysical explanation turns to be pretty likely.
Potential signatures are at hand however. AMS will extend the positron fraction measurement ap-
proaching the TeV energy range. Weather a drop in the positron fraction will be observed or not
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will constitute a very powerful test favoring a Dark Matter interpretation.
In order to move to higher energies, it is necessary to collect more data. The main concerns to
extend the energy range are the control of the proton and electron backgrounds. On the one hand, the
change of the TRD operation regime can be partially overcome by fully exploiting the calorimeter
performances, however, at the highest energies where statistics are limiting, the analysis will rely
on MC simulation, both for the classifiers training as construction of the reference template for a
template-fitting analysis. On the other hand, while charge confusion due to secondary tracks can be
constrained, charge confusion due to spillover is intrinsic to the Tracker resolution and the only way
to deal with it will be to restrict the acceptance using Tracker patterns with a high MDR, however,
this will further reduce the available statistics.
Additional information may be provided by studying the positrons arrival directions. AMS will
be collecting data for the ISS livetime, time enough to enhance the sensitivity towards the percent
level, thus being in the regime to discriminate between the models.
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The Shower Shape Selection
The shower shape selection represents a physical approach to the ECAL selection for e/p separation.




4. Average Hit Energy
5. Moliere Radius
6. Shower Longitudinal Dispersion
7. Shower FootPrint
8. Energy Deposited in the First Two Layers
9. Energy Fraction ECoG±2cell/Etot
The cuts are applied sequentially, thus, the efficiencies quoted correspond to the efficiency of
the cut following the sequence. The parametrization on the energy has been tuned to produce an
overall efficiency ≃ 90% and to produce the maximum rejection to protons. An example of the
efficiency tunning can be seen in figure A.1.
A.1 Mip-Finder
Cosmic ray protons may be classified in terms of their interaction in the Ecal into 3 general types:
1. Protons that promptly produce an electromagnetic shower through the decay of a π0.
2. Protons that develops an hadronic shower
3. Protons that do not interact with the ECAL (mips)
This last category includes protons with a energy deposit compatible with the ionization loss
rate described by the Bethe-Bloch equation at some of the Ecal planes.
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Prob(ShowerMax > contour): 1 %
Prob(ShowerMax > contour): 5 %
Prob(ShowerMax > contour): 10 %
Prob(ShowerMax > contour): 30 %
Prob(ShowerMax > contour): 50 %
Prob(ShowerMax > contour): 70 %
Prob(ShowerMax > contour): 90 %
Prob(ShowerMax > contour): 95 %
Prob(ShowerMax > contour): 99 %
Figure A.1: Optimization sample for the Shower Max cut.
Minimum ionizing particles constitute a large fraction of the cosmic-ray protons which are the main
background for the positron signal, and thus it is essential to remove them effectively. The typical
Mip energy scale is Ehit ∼ 10MeV, and they are characterized by a very low hits multiplicity and
thus low lateral energy dispersion. With these distinctive properties, a Mip-Finder selection rule has
been devised in order to efficiently remove mips from the sample.
The criterion adopted is:
• Elayer < 20MeV if zlayer < zShowerMaximum
• 〈#Hit〉/plane < 3 & E±3cm/E < 0.999
With this cut, not only pure mips are removed but also protons not interacting in the first layers
that develop a late shower, releasing sizable energy in the calorimeter. For instance, in fig A.2 a 63
GeV proton releases energy at the mip scale (red dashed) in the first layers, and starts a late shower
































































Figure A.3: Mip cut efficiency in Rigidity for flight data and TB (Left) and the cut parametrization with the
energy for a pure sample of flight e− (Right)
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Energy: 7 GeVRun: 1305957376
Event no: 351824 E thres






















































































































































































































































Energy: 63 GeVRun: 1306334080
Event no: 115399 E thres






















































































































































































































































Figure A.2: Hits energy in each cell (black dots) with the layer energy threshold (red dashed line) of the
Mip-Finder for each ECAL layer. Layers with energy below the threshold (MIP-like) are filled
with red lines. Layers beyond the maximum of the shower are filled with blue lines. Left:
Energy deposit of a 7GeV ISS proton tagged by the Mip-Finder, along the 18 planes of the
ECAL. Right: Energy deposit of a 63GeV ISS proton tagged by the Mip-Finder, along the 18




As we have seen in the previous section, the depth of the maximum of the shower in the ECAL has a
logarithmic dependence on the energy (eqn.4.2) for E.M. showers, with a characteristic longitudinal
length of X0 ∼ 1cm. On the contrary, protons longitudinal development in the ECAL is quite
different, being characterized by the nuclear interaction length λ > 20cm. These differences can
be exploited to separate hadrons from e±. In particular, the z position of the Shower Maximum is a
powerful estimator that can be used for this purpose.



































































Figure A.4: Shower Maximum cut efficiency in Rigidity for flight data and TB (Left) and the cut
parametrization with the energy for a pure sample of flight e− (Right)
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A.3 Longitudinal Leakage
Electromagnetic Showers are not fully contained in the calorimeter, and the longitudinal leakage
must be estimated. One way to perform this estimation is to take into account the relation between
the missing energy and the fraction of the energy deposited in the last layer. This can be expressed
as:
Etrue − Edep = αElast
Edep
, (A.3)
where Etrue is the energy of the incident particle, Edep is the deposited energy in the ECAL, and
Elast is the energy deposited in the last layer.
Electrons and protons longitudinal energy deposition differ substantially as explained earlier in this
chapter. For this reason, the rear leak can be used to further separate the e± signal from the proton
background. The cut applied is:
















































Figure A.5: RearLeak cut efficiency in Rigidity for flight data and TB (Left) and the cut parametrization
with the energy for a pure sample of flight e− (Right)
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A.4 Average Hit Energy
A.4 Average Hit Energy
The partition of the deposited energy among the shower hits has a linear dependence with the energy
[98]. A logarithmic dependence has been included in order to maintain a global cut efficiency above
90% at low energies.
< E >
#hit
> 1.17× 10−3 + 2.76× 10−2 · Log10(E) + 2.10× 10−3 · E (A.5)
< E >
#hit













































Figure A.6: Average hit energy cut efficiency in Rigidity for flight data and TB (Left) and the cut
parametrization with the energy for a pure sample of flight e− (Right)
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A.5 Moliere Radius
The Moliere radius is the characteristic lateral size of an electromagnetic shower, and can be used to
separate electrons from hadrons. In AMS ECAL, the Moliere radius is RM = 1.8cm corresponding
approximately to 2 cells. In average, a 90% of the shower is expected to be contained inside a
cylinder of 1Moliere radius, but the same does not apply in general for hadronic showers. For this
reason, this quantity can be used to separate both species.
The criterion adopted is:
E±3cm
E













































Figure A.7: Moliere cut efficiency in Rigidity for flight data and TB (Left) and the cut parametrization with
the energy for a pure sample of flight e− (Right)
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A.6 Shower Longitudinal Dispersion
A.6 Shower Longitudinal Dispersion














This variable can be used to reduce the proton contamination. The cut applied, tested on MC is
the following:
ShowerLongitudinalDispersion > 9 (A.9)


























































Figure A.8: Shower longitudinal dispersion cut efficiency in Rigidity for flight data and TB (Left) and the
cut parametrization with the energy for a pure sample of flight e− (Right)
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A.7 Shower FootPrint
The Shower Footprint is a measure of the shower plane dispersion in two projections. It can be used


















































The cut applied is parametrized with the energy:
ShowerFootPrint > 4.6 + 1.59 · Log10(E)− 0.0081 · E (A.15)






















































Figure A.9: Shower FootPrint cut efficiency in Rigidity for flight data and TB (Left) and the cut parametriza-
tion with the energy for a pure sample of flight e− (Right)
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A.8 Energy Deposited in First 2 Layers
Electrons have a very high probability to develop an e.m. shower in a few cm depth of the ECAL.
Thus, a cut on the deposited energy in the first two layers has been found to be a good discriminating
variable for e/p separation.
S5 < 0.90 · Log10(E + 1.5) (A.17)





















































Figure A.10: Energy deposition in the first two layers cut efficiency in Rigidity for flight data and TB (Left)
and the cut parametrization with the energy for a pure sample of flight e− (Right)
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A.9 Energy Fraction in 2 Cells around Shower Center of Gravity
A.9 Energy Fraction in 2 Cells around Shower Center of Grav-
ity
The energy fraction in two adjacent cells around the shower center of gravity has proved to be also













The cut is parametrized as follows:
S5 > 0.94 + 0.6 · Log10(E + 20)/(E + 20) (A.20)









































Figure A.11: Energy fraction in 2 cells cut efficiency in Rigidity for flight data and TB (Left) and the cut
parametrization with the energy for a pure sample of flight e− (Right)
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Table B.1 BDT Selection. Tracker Pattern: Inner Tracker within P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 576.00 8064.00 0.0667 0.0014 99.9750 565.25 0.0654 0.0027
2.41 3.04 914.00 14230.00 0.0604 0.0019 99.9850 888.57 0.0587 0.0019
3.04 3.75 957.00 15585.00 0.0579 0.0025 99.9850 920.80 0.0557 0.0018
3.75 4.55 941.00 15422.00 0.0575 0.0031 99.9850 895.80 0.0547 0.0018
4.55 5.43 892.00 14855.00 0.0566 0.0038 99.9850 838.35 0.0532 0.0018
5.43 6.42 805.00 13557.00 0.0561 0.0046 99.9850 745.78 0.0519 0.0019
6.42 7.50 675.00 11747.00 0.0543 0.0055 99.9850 613.75 0.0494 0.0020
7.50 8.69 583.00 9575.00 0.0574 0.0064 99.9850 524.48 0.0516 0.0023
8.69 10.00 481.00 7788.00 0.0582 0.0075 99.9950 425.54 0.0515 0.0026
10.00 12.01 526.00 8002.00 0.0617 0.0089 99.9950 458.57 0.0538 0.0026
12.01 14.26 376.00 5848.00 0.0604 0.0106 99.9850 316.67 0.0509 0.0031
14.26 16.78 309.00 4579.00 0.0632 0.0126 99.9850 253.85 0.0519 0.0035
16.78 19.59 267.00 3583.00 0.0694 0.0148 99.9850 216.48 0.0562 0.0042
19.59 22.71 233.00 2911.00 0.0741 0.0172 99.9850 185.30 0.0589 0.0048
22.71 26.18 173.00 2108.00 0.0758 0.0199 99.9850 132.97 0.0583 0.0057
26.18 31.00 168.00 1758.00 0.0872 0.0232 99.9750 129.32 0.0671 0.0066
31.00 38.36 138.00 1441.00 0.0874 0.0279 99.9650 99.45 0.0630 0.0074
38.36 47.03 96.00 880.00 0.0984 0.0340 99.9750 67.37 0.0690 0.0100
47.03 57.22 76.00 574.00 0.1169 0.0411 99.9750 53.67 0.0826 0.0133
57.22 69.18 54.00 332.00 0.1399 0.0492 99.9450 38.81 0.1006 0.0189
69.18 83.20 25.00 201.00 0.1106 0.0584 99.9250 13.35 0.0591 0.0229
83.20 100.00 28.00 133.00 0.1739 0.0689 99.8650 19.56 0.1215 0.0329
100.00 127.90 18.00 115.00 0.1353 0.0831 99.8750 8.30 0.0624 0.0342
127.90 162.60 15.00 81.00 0.1562 0.1008 99.7250 6.62 0.0690 0.0442
162.60 206.00 7.00 27.00 0.2059 0.1195 98.9950 3.78 0.1113 0.0846
206.00 260.00 4.00 16.00 0.2000 0.1407 96.5650 1.49 0.0748 0.1150


















Table B.2 BDT Selection. Tracker pattern: Inner Tracker + P9 within P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 1913.00 27862.00 0.0642 0.0019 99.9750 1863.00 0.0626 0.0014
2.41 3.04 3019.00 48806.00 0.0583 0.0019 99.9850 2931.36 0.0566 0.0010
3.04 3.75 3155.00 52345.00 0.0568 0.0019 99.9850 3061.08 0.0552 0.0010
3.75 4.55 2988.00 51800.00 0.0545 0.0019 99.9850 2895.01 0.0528 0.0010
4.55 5.43 2655.00 48696.00 0.0517 0.0019 99.9850 2567.46 0.0500 0.0010
5.43 6.42 2377.00 43945.00 0.0513 0.0019 99.9850 2298.05 0.0496 0.0010
6.42 7.50 1945.00 37469.00 0.0493 0.0019 99.9850 1877.55 0.0476 0.0011
7.50 8.69 1694.00 30865.00 0.0520 0.0019 99.9850 1638.53 0.0503 0.0012
8.69 10.00 1365.00 23973.00 0.0539 0.0019 99.9950 1322.02 0.0522 0.0014
10.00 12.01 1389.00 24539.00 0.0536 0.0019 99.9950 1344.72 0.0519 0.0014
12.01 14.26 1068.00 17348.00 0.0580 0.0019 99.9850 1036.39 0.0563 0.0017
14.26 16.78 795.00 12875.00 0.0582 0.0020 99.9850 771.12 0.0564 0.0020
16.78 19.59 666.00 10161.00 0.0615 0.0020 99.9850 646.73 0.0597 0.0023
19.59 22.71 569.00 7923.00 0.0670 0.0021 99.9850 553.53 0.0652 0.0027
22.71 26.18 417.00 5573.00 0.0696 0.0022 99.9850 405.63 0.0677 0.0033
26.18 31.00 339.00 4530.00 0.0696 0.0023 99.9750 329.07 0.0676 0.0037
31.00 38.36 295.00 3527.00 0.0772 0.0026 99.9650 286.39 0.0749 0.0043
38.36 47.03 193.00 2020.00 0.0872 0.0031 99.9750 187.28 0.0846 0.0060
47.03 57.22 107.00 1198.00 0.0820 0.0038 99.9750 102.80 0.0788 0.0076
57.22 69.18 86.00 687.00 0.1113 0.0048 99.9450 83.02 0.1074 0.0114
69.18 83.20 53.00 411.00 0.1142 0.0063 99.9250 50.66 0.1092 0.0149
83.20 100.00 36.00 297.00 0.1081 0.0085 99.8650 33.68 0.1012 0.0172
100.00 127.90 38.00 232.00 0.1407 0.0124 99.8750 35.49 0.1315 0.0214
127.90 162.60 13.00 126.00 0.0935 0.0192 99.7250 10.71 0.0771 0.0252
162.60 206.00 17.00 69.00 0.1977 0.0303 98.9950 15.15 0.1765 0.0442
206.00 260.00 11.00 42.00 0.2075 0.0482 96.5650 8.95 0.1700 0.0579


















Table B.3 BDT Selection. Tracker Pattern: Inner Tracker + P1
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 2060.00 30175.00 0.0639 0.0021 99.9750 1998.96 0.0620 0.0014
2.41 3.04 3227.00 52862.00 0.0575 0.0021 99.9850 3119.80 0.0556 0.0010
3.04 3.75 3315.00 56714.00 0.0552 0.0021 99.9850 3199.82 0.0533 0.0009
3.75 4.55 3187.00 55835.00 0.0540 0.0021 99.9850 3073.50 0.0521 0.0009
4.55 5.43 2953.00 52357.00 0.0534 0.0021 99.9850 2846.46 0.0515 0.0010
5.43 6.42 2630.00 47368.00 0.0526 0.0021 99.9850 2533.38 0.0507 0.0010
6.42 7.50 2243.00 40698.00 0.0522 0.0021 99.9850 2159.70 0.0503 0.0011
7.50 8.69 1815.00 32931.00 0.0522 0.0022 99.9850 1747.27 0.0503 0.0012
8.69 10.00 1421.00 26216.00 0.0514 0.0022 99.9950 1366.79 0.0495 0.0013
10.00 12.01 1628.00 26947.00 0.0570 0.0022 99.9950 1571.94 0.0550 0.0014
12.01 14.26 1142.00 19358.00 0.0557 0.0022 99.9850 1100.75 0.0537 0.0016
14.26 16.78 918.00 14655.00 0.0589 0.0023 99.9850 886.01 0.0569 0.0019
16.78 19.59 753.00 11849.00 0.0598 0.0024 99.9850 726.19 0.0576 0.0021
19.59 22.71 632.00 9184.00 0.0644 0.0025 99.9850 610.35 0.0622 0.0025
22.71 26.18 480.00 6567.00 0.0681 0.0027 99.9850 463.68 0.0658 0.0030
26.18 31.00 441.00 5472.00 0.0746 0.0029 99.9750 426.36 0.0721 0.0034
31.00 38.36 347.00 4473.00 0.0720 0.0032 99.9650 333.44 0.0692 0.0037
38.36 47.03 220.00 2718.00 0.0749 0.0038 99.9750 210.39 0.0716 0.0049
47.03 57.22 150.00 1563.00 0.0876 0.0046 99.9750 143.46 0.0837 0.0069
57.22 69.18 112.00 975.00 0.1030 0.0056 99.9450 107.07 0.0985 0.0093
69.18 83.20 72.00 579.00 0.1106 0.0069 99.9250 68.41 0.1051 0.0124
83.20 100.00 65.00 401.00 0.1395 0.0085 99.8650 62.00 0.1331 0.0162
100.00 127.90 63.00 310.00 0.1689 0.0110 99.8750 60.14 0.1613 0.0196
127.90 162.60 26.00 213.00 0.1088 0.0147 99.7250 23.09 0.0967 0.0204
162.60 206.00 16.00 95.00 0.1441 0.0203 98.9950 14.17 0.1278 0.0339
206.00 260.00 19.00 51.00 0.2714 0.0321 96.5650 17.23 0.2484 0.0542


















Table B.4 BDT Selection. Tracker Pattern: Inner Tracker + P1 + P9
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 7320.00 108288.00 0.0633 0.0008 99.9750 7241.82 0.0626 0.0007
2.41 3.04 11665.00 188169.00 0.0584 0.0008 99.9850 11523.52 0.0577 0.0005
3.04 3.75 11817.00 199877.00 0.0558 0.0008 99.9850 11658.69 0.0551 0.0005
3.75 4.55 11289.00 195980.00 0.0545 0.0009 99.9850 11125.19 0.0537 0.0005
4.55 5.43 10006.00 182983.00 0.0518 0.0009 99.9850 9844.17 0.0510 0.0005
5.43 6.42 8800.00 164577.00 0.0508 0.0010 99.9850 8646.04 0.0499 0.0005
6.42 7.50 7509.00 140017.00 0.0509 0.0010 99.9850 7370.55 0.0500 0.0006
7.50 8.69 6145.00 112890.00 0.0516 0.0011 99.9850 6027.10 0.0506 0.0006
8.69 10.00 4852.00 87901.00 0.0523 0.0012 99.9950 4755.48 0.0513 0.0007
10.00 12.01 5010.00 89483.00 0.0530 0.0012 99.9950 4905.20 0.0519 0.0007
12.01 14.26 3710.00 62871.00 0.0557 0.0013 99.9850 3630.76 0.0545 0.0009
14.26 16.78 2839.00 47117.00 0.0568 0.0014 99.9850 2775.43 0.0556 0.0010
16.78 19.59 2429.00 37444.00 0.0609 0.0015 99.9850 2375.34 0.0596 0.0012
19.59 22.71 1884.00 28307.00 0.0624 0.0016 99.9850 1841.04 0.0610 0.0014
22.71 26.18 1400.00 20003.00 0.0654 0.0017 99.9850 1368.09 0.0639 0.0017
26.18 31.00 1181.00 16043.00 0.0686 0.0018 99.9750 1154.02 0.0670 0.0019
31.00 38.36 1015.00 12598.00 0.0746 0.0019 99.9650 992.74 0.0729 0.0023
38.36 47.03 614.00 7274.00 0.0778 0.0020 99.9750 600.75 0.0762 0.0030
47.03 57.22 421.00 4073.00 0.0937 0.0020 99.9750 413.59 0.0920 0.0044
57.22 69.18 255.00 2539.00 0.0913 0.0020 99.9450 250.30 0.0896 0.0055
69.18 83.20 155.00 1509.00 0.0931 0.0020 99.9250 152.20 0.0915 0.0071
83.20 100.00 123.00 1020.00 0.1076 0.0020 99.8650 121.02 0.1059 0.0092
100.00 127.90 97.00 858.00 0.1016 0.0023 99.8750 95.09 0.0996 0.0098
127.90 162.60 60.00 430.00 0.1224 0.0036 99.7250 58.50 0.1194 0.0148
162.60 206.00 41.00 228.00 0.1524 0.0069 98.9950 39.27 0.1462 0.0219
206.00 260.00 24.00 144.00 0.1429 0.0142 96.5650 21.41 0.1281 0.0267


















Table B.5 BDT Selection. Tracker Pattern: Inner Tracker out of P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 1832.00 25936.00 0.0660 0.0019 99.9750 1785.09 0.0643 0.0015
2.41 3.04 3024.00 46933.00 0.0605 0.0021 99.9850 2932.91 0.0587 0.0011
3.04 3.75 3080.00 50872.00 0.0571 0.0022 99.9850 2972.95 0.0551 0.0010
3.75 4.55 2979.00 50613.00 0.0556 0.0024 99.9850 2862.93 0.0534 0.0010
4.55 5.43 2712.00 48074.00 0.0534 0.0026 99.9850 2591.12 0.0510 0.0010
5.43 6.42 2419.00 43561.00 0.0526 0.0029 99.9850 2298.45 0.0500 0.0010
6.42 7.50 2252.00 37913.00 0.0561 0.0032 99.9850 2136.53 0.0532 0.0012
7.50 8.69 1762.00 31287.00 0.0533 0.0036 99.9850 1656.00 0.0501 0.0012
8.69 10.00 1507.00 25010.00 0.0568 0.0040 99.9950 1413.08 0.0533 0.0014
10.00 12.01 1647.00 25686.00 0.0603 0.0045 99.9950 1537.21 0.0562 0.0014
12.01 14.26 1257.00 18663.00 0.0631 0.0053 99.9850 1163.99 0.0584 0.0017
14.26 16.78 1001.00 13845.00 0.0674 0.0062 99.9850 920.30 0.0620 0.0021
16.78 19.59 788.00 11036.00 0.0666 0.0073 99.9850 712.11 0.0602 0.0023
19.59 22.71 703.00 8735.00 0.0745 0.0086 99.9850 632.85 0.0671 0.0027
22.71 26.18 515.00 6423.00 0.0742 0.0101 99.9850 454.08 0.0654 0.0032
26.18 31.00 502.00 5391.00 0.0852 0.0121 99.9750 441.14 0.0749 0.0037
31.00 38.36 436.00 4486.00 0.0886 0.0152 99.9650 372.20 0.0756 0.0041
38.36 47.03 306.00 2627.00 0.1043 0.0196 99.9750 258.62 0.0882 0.0058
47.03 57.22 176.00 1539.00 0.1026 0.0251 99.9750 139.99 0.0816 0.0076
57.22 69.18 93.00 938.00 0.0902 0.0317 99.9450 64.36 0.0624 0.0093
69.18 83.20 75.00 606.00 0.1101 0.0394 99.9250 52.22 0.0767 0.0127
83.20 100.00 56.00 393.00 0.1247 0.0481 99.8650 37.98 0.0846 0.0167
100.00 127.90 55.00 300.00 0.1549 0.0589 99.8750 38.56 0.1086 0.0208
127.90 162.60 32.00 182.00 0.1495 0.0703 99.7250 19.64 0.0918 0.0271
162.60 206.00 26.00 97.00 0.2114 0.0796 98.9950 18.99 0.1547 0.0409
206.00 260.00 20.00 58.00 0.2564 0.0942 96.5650 14.82 0.1917 0.0554


















Table B.6 BDT Selection. Tracker Pattern: Inner Tracker + P9 out of P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 7155.00 102368.00 0.0653 0.0009 99.9750 7063.28 0.0645 0.0007
2.41 3.04 11495.00 180357.00 0.0599 0.0010 99.9850 11325.98 0.0590 0.0005
3.04 3.75 11706.00 194708.00 0.0567 0.0010 99.9850 11513.20 0.0558 0.0005
3.75 4.55 10999.00 191585.00 0.0543 0.0011 99.9850 10798.09 0.0533 0.0005
4.55 5.43 10103.00 179599.00 0.0533 0.0012 99.9850 9903.47 0.0522 0.0005
5.43 6.42 8753.00 162600.00 0.0511 0.0012 99.9850 8561.16 0.0500 0.0005
6.42 7.50 7540.00 138150.00 0.0518 0.0013 99.9850 7367.26 0.0506 0.0006
7.50 8.69 6223.00 113308.00 0.0521 0.0014 99.9850 6072.78 0.0508 0.0006
8.69 10.00 4896.00 88974.00 0.0522 0.0015 99.9950 4771.30 0.0508 0.0007
10.00 12.01 5164.00 90212.00 0.0541 0.0016 99.9950 5028.65 0.0527 0.0007
12.01 14.26 3854.00 63974.00 0.0568 0.0017 99.9850 3750.13 0.0553 0.0009
14.26 16.78 2853.00 46984.00 0.0572 0.0019 99.9850 2770.62 0.0556 0.0010
16.78 19.59 2373.00 36588.00 0.0609 0.0020 99.9850 2304.17 0.0591 0.0012
19.59 22.71 2000.00 28325.00 0.0660 0.0021 99.9850 1943.13 0.0641 0.0014
22.71 26.18 1529.00 20266.00 0.0702 0.0023 99.9850 1485.66 0.0682 0.0017
26.18 31.00 1292.00 16518.00 0.0725 0.0025 99.9750 1253.99 0.0704 0.0019
31.00 38.36 1068.00 12955.00 0.0762 0.0027 99.9650 1035.51 0.0738 0.0022
38.36 47.03 684.00 7285.00 0.0858 0.0030 99.9750 664.17 0.0833 0.0031
47.03 57.22 408.00 4239.00 0.0878 0.0033 99.9750 395.22 0.0850 0.0042
57.22 69.18 249.00 2537.00 0.0894 0.0037 99.9450 240.26 0.0862 0.0054
69.18 83.20 192.00 1457.00 0.1164 0.0044 99.9250 186.21 0.1129 0.0079
83.20 100.00 132.00 975.00 0.1192 0.0056 99.8650 127.00 0.1147 0.0098
100.00 127.90 98.00 791.00 0.1102 0.0085 99.8750 91.91 0.1034 0.0106
127.90 162.60 61.00 404.00 0.1312 0.0151 99.7250 55.49 0.1194 0.0159
162.60 206.00 38.00 240.00 0.1367 0.0298 98.9950 31.20 0.1124 0.0212
206.00 260.00 30.00 127.00 0.1911 0.0602 96.5650 22.25 0.1427 0.0332


















Table B.7 Shower Shape Selection. Tracker Pattern: Inner Tracker within P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 571.00 8051.00 0.0662 0.0017 99.9250 557.99 0.0647 0.0027
2.41 3.04 856.00 13326.00 0.0604 0.0021 99.9550 829.06 0.0585 0.0020
3.04 3.75 869.00 14277.00 0.0574 0.0026 99.9650 833.12 0.0550 0.0019
3.75 4.55 872.00 14115.00 0.0582 0.0032 99.9650 828.62 0.0553 0.0019
4.55 5.43 841.00 13873.00 0.0572 0.0039 99.9650 789.60 0.0537 0.0019
5.43 6.42 749.00 12814.00 0.0552 0.0046 99.9550 692.39 0.0511 0.0020
6.42 7.50 636.00 11047.00 0.0544 0.0054 99.9550 578.58 0.0495 0.0021
7.50 8.69 541.00 8978.00 0.0568 0.0063 99.9650 486.87 0.0511 0.0024
8.69 10.00 454.00 7261.00 0.0588 0.0073 99.9650 403.44 0.0523 0.0027
10.00 12.01 493.00 7403.00 0.0624 0.0086 99.9650 432.48 0.0548 0.0027
12.01 14.26 340.00 5375.00 0.0595 0.0102 99.9550 287.36 0.0503 0.0032
14.26 16.78 288.00 4196.00 0.0642 0.0121 99.9550 239.56 0.0534 0.0037
16.78 19.59 247.00 3268.00 0.0703 0.0141 99.9450 202.98 0.0577 0.0044
19.59 22.71 215.00 2603.00 0.0763 0.0164 99.9350 174.41 0.0619 0.0051
22.71 26.18 160.00 1893.00 0.0779 0.0189 99.9350 125.86 0.0613 0.0061
26.18 31.00 155.00 1589.00 0.0889 0.0220 99.9250 121.81 0.0699 0.0070
31.00 38.36 122.00 1302.00 0.0857 0.0265 99.9050 88.82 0.0624 0.0077
38.36 47.03 89.00 773.00 0.1032 0.0324 99.9050 65.24 0.0757 0.0108
47.03 57.22 65.00 498.00 0.1155 0.0393 99.8750 46.46 0.0825 0.0142
57.22 69.18 43.00 300.00 0.1254 0.0472 99.8350 29.54 0.0861 0.0191
69.18 83.20 22.00 174.00 0.1122 0.0563 99.7350 12.30 0.0628 0.0245
83.20 100.00 23.00 116.00 0.1655 0.0670 99.7650 15.75 0.1133 0.0346
100.00 127.90 17.00 96.00 0.1504 0.0817 99.6450 9.22 0.0816 0.0383
127.90 162.60 12.00 65.00 0.1558 0.1009 98.8550 5.14 0.0669 0.0491
162.60 206.00 5.00 26.00 0.1613 0.1228 97.1150 1.41 0.0458 0.0827
206.00 260.00 4.00 11.00 0.2667 0.1495 92.7150 2.15 0.1464 0.1427


















Table B.8 Shower Shape Selection. Tracker Pattern: Inner Tracker + P9 within P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 1876.00 27590.00 0.0637 0.0020 99.9250 1822.83 0.0619 0.0014
2.41 3.04 2812.00 45519.00 0.0582 0.0020 99.9550 2725.15 0.0564 0.0011
3.04 3.75 2881.00 48051.00 0.0566 0.0020 99.9650 2789.89 0.0548 0.0010
3.75 4.55 2749.00 47932.00 0.0542 0.0020 99.9650 2658.35 0.0525 0.0010
4.55 5.43 2508.00 45621.00 0.0521 0.0020 99.9650 2421.95 0.0503 0.0010
5.43 6.42 2269.00 41593.00 0.0517 0.0020 99.9550 2190.64 0.0499 0.0011
6.42 7.50 1836.00 35320.00 0.0494 0.0020 99.9550 1769.58 0.0476 0.0011
7.50 8.69 1583.00 28943.00 0.0519 0.0019 99.9650 1529.01 0.0501 0.0013
8.69 10.00 1279.00 22441.00 0.0539 0.0019 99.9650 1237.30 0.0522 0.0015
10.00 12.01 1289.00 22884.00 0.0533 0.0019 99.9650 1246.46 0.0516 0.0014
12.01 14.26 993.00 16118.00 0.0580 0.0019 99.9550 962.96 0.0563 0.0018
14.26 16.78 735.00 11906.00 0.0581 0.0020 99.9550 712.60 0.0564 0.0021
16.78 19.59 617.00 9257.00 0.0625 0.0020 99.9450 599.29 0.0607 0.0024
19.59 22.71 526.00 7205.00 0.0680 0.0021 99.9350 511.87 0.0662 0.0029
22.71 26.18 372.00 5108.00 0.0679 0.0021 99.9350 361.60 0.0660 0.0034
26.18 31.00 308.00 4114.00 0.0697 0.0023 99.9250 299.11 0.0676 0.0038
31.00 38.36 267.00 3118.00 0.0789 0.0025 99.9050 259.56 0.0767 0.0046
38.36 47.03 172.00 1785.00 0.0879 0.0029 99.9050 167.09 0.0854 0.0064
47.03 57.22 92.00 1067.00 0.0794 0.0036 99.8750 88.37 0.0763 0.0080
57.22 69.18 79.00 633.00 0.1110 0.0045 99.8350 76.33 0.1072 0.0118
69.18 83.20 47.00 372.00 0.1122 0.0059 99.7350 44.92 0.1072 0.0155
83.20 100.00 33.00 250.00 0.1166 0.0080 99.7650 31.16 0.1101 0.0192
100.00 127.90 35.00 207.00 0.1446 0.0117 99.6450 32.82 0.1357 0.0228
127.90 162.60 11.00 118.00 0.0853 0.0181 98.8550 8.86 0.0688 0.0249
162.60 206.00 15.00 62.00 0.1948 0.0287 97.1150 13.12 0.1714 0.0458
206.00 260.00 9.00 39.00 0.1875 0.0464 92.7150 6.78 0.1431 0.0568


















Table B.9 Shower Shape Selection. Tracker Pattern: Inner Tracker + P1
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 2021.00 30198.00 0.0627 0.0014 99.9250 1979.52 0.0614 0.0014
2.41 3.04 3043.00 49469.00 0.0579 0.0014 99.9550 2975.86 0.0567 0.0010
3.04 3.75 3031.00 52162.00 0.0549 0.0014 99.9650 2960.37 0.0536 0.0010
3.75 4.55 2922.00 51400.00 0.0538 0.0014 99.9650 2852.28 0.0525 0.0010
4.55 5.43 2764.00 48779.00 0.0536 0.0014 99.9650 2697.68 0.0523 0.0010
5.43 6.42 2457.00 44841.00 0.0519 0.0014 99.9550 2395.44 0.0506 0.0010
6.42 7.50 2084.00 38232.00 0.0517 0.0014 99.9550 2031.15 0.0504 0.0011
7.50 8.69 1707.00 30794.00 0.0525 0.0014 99.9650 1664.22 0.0512 0.0012
8.69 10.00 1320.00 24348.00 0.0514 0.0015 99.9650 1285.68 0.0501 0.0014
10.00 12.01 1496.00 24901.00 0.0567 0.0015 99.9650 1460.29 0.0553 0.0014
12.01 14.26 1062.00 17761.00 0.0564 0.0016 99.9550 1035.54 0.0550 0.0017
14.26 16.78 843.00 13417.00 0.0591 0.0016 99.9550 822.13 0.0577 0.0020
16.78 19.59 681.00 10795.00 0.0593 0.0017 99.9450 663.15 0.0578 0.0022
19.59 22.71 581.00 8285.00 0.0655 0.0018 99.9350 566.33 0.0639 0.0026
22.71 26.18 429.00 5805.00 0.0688 0.0020 99.9350 417.86 0.0670 0.0032
26.18 31.00 389.00 4892.00 0.0737 0.0023 99.9250 378.53 0.0717 0.0036
31.00 38.36 310.00 3909.00 0.0735 0.0026 99.9050 300.13 0.0711 0.0040
38.36 47.03 199.00 2348.00 0.0781 0.0032 99.9050 191.79 0.0753 0.0053
47.03 57.22 131.00 1351.00 0.0884 0.0041 99.8750 125.84 0.0849 0.0074
57.22 69.18 97.00 842.00 0.1033 0.0051 99.8350 92.98 0.0990 0.0100
69.18 83.20 61.00 487.00 0.1113 0.0065 99.7350 58.04 0.1060 0.0135
83.20 100.00 55.00 344.00 0.1378 0.0082 99.7650 52.47 0.1316 0.0174
100.00 127.90 52.00 282.00 0.1557 0.0106 99.6450 49.32 0.1478 0.0200
127.90 162.60 24.00 186.00 0.1143 0.0140 98.8550 21.39 0.1020 0.0221
162.60 206.00 13.00 84.00 0.1340 0.0188 97.1150 11.23 0.1162 0.0346
206.00 260.00 16.00 44.00 0.2667 0.0289 92.7150 13.94 0.2369 0.0568


















Table B.10 Shower Shape Selection. Tracker Pattern: Inner Tracker + P1 + P9
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 7266.00 108295.00 0.0629 0.0007 99.9250 7192.29 0.0622 0.0007
2.41 3.04 10972.00 175660.00 0.0588 0.0007 99.9550 10849.35 0.0581 0.0005
3.04 3.75 10840.00 184106.00 0.0556 0.0008 99.9650 10704.58 0.0549 0.0005
3.75 4.55 10457.00 181021.00 0.0546 0.0008 99.9650 10315.25 0.0539 0.0005
4.55 5.43 9314.00 170994.00 0.0517 0.0009 99.9650 9171.11 0.0509 0.0005
5.43 6.42 8268.00 156073.00 0.0503 0.0009 99.9550 8128.07 0.0495 0.0005
6.42 7.50 7027.00 131810.00 0.0506 0.0010 99.9550 6901.14 0.0497 0.0006
7.50 8.69 5753.00 105866.00 0.0515 0.0010 99.9650 5646.05 0.0506 0.0007
8.69 10.00 4506.00 82047.00 0.0521 0.0011 99.9650 4417.81 0.0510 0.0008
10.00 12.01 4645.00 83042.00 0.0530 0.0012 99.9650 4549.16 0.0519 0.0008
12.01 14.26 3433.00 58271.00 0.0556 0.0013 99.9550 3360.11 0.0545 0.0009
14.26 16.78 2619.00 43487.00 0.0568 0.0014 99.9550 2560.46 0.0555 0.0011
16.78 19.59 2243.00 34251.00 0.0615 0.0015 99.9450 2193.60 0.0601 0.0013
19.59 22.71 1724.00 25820.00 0.0626 0.0016 99.9350 1684.29 0.0612 0.0015
22.71 26.18 1263.00 18158.00 0.0650 0.0017 99.9350 1233.58 0.0635 0.0018
26.18 31.00 1048.00 14360.00 0.0680 0.0018 99.9250 1023.48 0.0664 0.0020
31.00 38.36 883.00 11247.00 0.0728 0.0019 99.9050 862.75 0.0711 0.0024
38.36 47.03 544.00 6454.00 0.0777 0.0019 99.9050 532.06 0.0760 0.0032
47.03 57.22 370.00 3535.00 0.0948 0.0019 99.8750 363.39 0.0931 0.0047
57.22 69.18 235.00 2294.00 0.0929 0.0019 99.8350 230.70 0.0912 0.0058
69.18 83.20 136.00 1328.00 0.0929 0.0018 99.7350 133.44 0.0912 0.0076
83.20 100.00 114.00 893.00 0.1132 0.0018 99.7650 112.30 0.1116 0.0100
100.00 127.90 87.00 765.00 0.1021 0.0021 99.6450 85.25 0.1001 0.0104
127.90 162.60 54.00 388.00 0.1222 0.0034 98.8550 52.25 0.1184 0.0155
162.60 206.00 40.00 214.00 0.1575 0.0067 97.1150 37.66 0.1489 0.0226
206.00 260.00 24.00 137.00 0.1491 0.0134 92.7150 20.68 0.1298 0.0270


















Table B.11 Shower Shape Selection. Tracker Pattern: Inner Tracker Out of P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 1893.00 26129.00 0.0676 0.0008 99.9250 1872.77 0.0668 0.0015
2.41 3.04 2866.00 43532.00 0.0618 0.0010 99.9550 2825.11 0.0609 0.0011
3.04 3.75 2795.00 46679.00 0.0565 0.0012 99.9650 2740.95 0.0554 0.0010
3.75 4.55 2718.00 46227.00 0.0555 0.0015 99.9650 2652.48 0.0542 0.0010
4.55 5.43 2471.00 44346.00 0.0528 0.0018 99.9650 2394.87 0.0512 0.0010
5.43 6.42 2283.00 41055.00 0.0527 0.0021 99.9550 2198.46 0.0507 0.0011
6.42 7.50 2099.00 35186.00 0.0563 0.0025 99.9550 2013.40 0.0540 0.0012
7.50 8.69 1639.00 28947.00 0.0536 0.0030 99.9650 1556.09 0.0509 0.0013
8.69 10.00 1380.00 23006.00 0.0566 0.0035 99.9650 1303.01 0.0534 0.0015
10.00 12.01 1479.00 23543.00 0.0591 0.0042 99.9650 1384.78 0.0553 0.0015
12.01 14.26 1149.00 16970.00 0.0634 0.0051 99.9550 1066.55 0.0589 0.0018
14.26 16.78 910.00 12488.00 0.0679 0.0062 99.9550 836.78 0.0625 0.0022
16.78 19.59 706.00 9920.00 0.0664 0.0075 99.9450 635.74 0.0598 0.0024
19.59 22.71 613.00 7738.00 0.0734 0.0089 99.9350 547.94 0.0656 0.0029
22.71 26.18 457.00 5609.00 0.0753 0.0106 99.9350 401.01 0.0661 0.0034
26.18 31.00 439.00 4700.00 0.0854 0.0128 99.9250 382.91 0.0745 0.0040
31.00 38.36 366.00 3831.00 0.0872 0.0160 99.9050 308.45 0.0735 0.0044
38.36 47.03 249.00 2232.00 0.1004 0.0203 99.9050 206.71 0.0833 0.0062
47.03 57.22 155.00 1290.00 0.1073 0.0257 99.8750 124.11 0.0859 0.0084
57.22 69.18 83.00 826.00 0.0913 0.0319 99.8350 57.58 0.0634 0.0100
69.18 83.20 58.00 519.00 0.1005 0.0388 99.7350 38.47 0.0667 0.0132
83.20 100.00 48.00 324.00 0.1290 0.0463 99.7650 33.80 0.0909 0.0185
100.00 127.90 42.00 258.00 0.1400 0.0554 99.6450 28.40 0.0947 0.0216
127.90 162.60 26.00 146.00 0.1512 0.0650 98.8550 16.71 0.0973 0.0298
162.60 206.00 23.00 68.00 0.2527 0.0765 97.1150 18.21 0.2016 0.0496
206.00 260.00 14.00 49.00 0.2222 0.1082 92.7150 8.01 0.1292 0.0595


















Table B.12 Shower Shape Selection. Tracker Pattern: Inner Tracker + P9 out of P1 Acceptance
Emin Emax Ne+ Ne− e+/(e+ + e−) C.C. Purity(%) Ntruee+ e+/(e+ + e−)Corr. σstat
2.00 2.41 7110.00 102119.00 0.0651 0.0010 99.9250 7008.36 0.0642 0.0007
2.41 3.04 10663.00 166513.00 0.0602 0.0011 99.9550 10485.45 0.0592 0.0006
3.04 3.75 10650.00 176622.00 0.0569 0.0012 99.9650 10444.41 0.0558 0.0005
3.75 4.55 9952.00 173759.00 0.0542 0.0013 99.9650 9729.85 0.0530 0.0005
4.55 5.43 9206.00 164643.00 0.0530 0.0015 99.9650 8975.55 0.0516 0.0005
5.43 6.42 8102.00 151346.00 0.0508 0.0016 99.9550 7869.69 0.0494 0.0006
6.42 7.50 6915.00 127587.00 0.0514 0.0017 99.9550 6702.24 0.0498 0.0006
7.50 8.69 5646.00 103764.00 0.0516 0.0019 99.9650 5459.26 0.0499 0.0007
8.69 10.00 4464.00 80995.00 0.0522 0.0020 99.9650 4306.75 0.0504 0.0008
10.00 12.01 4680.00 81753.00 0.0541 0.0022 99.9650 4507.61 0.0522 0.0008
12.01 14.26 3420.00 57564.00 0.0561 0.0024 99.9550 3287.48 0.0539 0.0009
14.26 16.78 2527.00 41987.00 0.0568 0.0026 99.9550 2422.55 0.0544 0.0011
16.78 19.59 2140.00 32428.00 0.0619 0.0028 99.9450 2053.99 0.0594 0.0013
19.59 22.71 1740.00 24991.00 0.0651 0.0029 99.9350 1670.08 0.0625 0.0015
22.71 26.18 1301.00 17655.00 0.0686 0.0031 99.9350 1249.71 0.0659 0.0018
26.18 31.00 1122.00 14211.00 0.0732 0.0032 99.9250 1079.58 0.0704 0.0021
31.00 38.36 882.00 10982.00 0.0743 0.0032 99.9050 848.79 0.0715 0.0024
38.36 47.03 563.00 6081.00 0.0847 0.0031 99.9050 545.29 0.0821 0.0034
47.03 57.22 356.00 3637.00 0.0892 0.0029 99.8750 346.05 0.0867 0.0045
57.22 69.18 222.00 2179.00 0.0925 0.0026 99.8350 216.46 0.0902 0.0059
69.18 83.20 163.00 1207.00 0.1190 0.0026 99.7350 159.89 0.1167 0.0088
83.20 100.00 113.00 830.00 0.1198 0.0031 99.7650 110.53 0.1172 0.0106
100.00 127.90 78.00 662.00 0.1054 0.0055 99.6450 74.49 0.1007 0.0113
127.90 162.60 47.00 352.00 0.1178 0.0127 98.8550 42.47 0.1066 0.0162
162.60 206.00 33.00 219.00 0.1310 0.0287 97.1150 26.36 0.1050 0.0215
206.00 260.00 25.00 110.00 0.1852 0.0542 92.7150 17.90 0.1344 0.0341
260.00 350.00 19.00 88.00 0.1776 0.0710 85.7250 10.36 0.0993 0.0369
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The AMS-02 Positron Fraction
Publication
On April 5th 2013, an AMS-02 publication [9] describing the measurement of the positron fraction

















AMS-02 Collaboration PRL 110 (2013)
Figure C.1: AMS-02 published result on the positron fraction.
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C The AMS-02 Positron Fraction Publication
C.1 Comparison with the Published Result
First of all, the analysis presented in this work are compatible with the published one. Minute dis-
crepancies appear in the analysis however, as a result of different data selection and methodologies.
In spite of this, these discrepancies agree within statistical and systematic uncertainties. In the next
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Event Counting using ECAL Shower Shape Cuts



































AMS-02 Collaboration PRL 110 (2013)
Template-fitting using ECAL Shower Shape Cuts
Figure C.3: Template-fitting analysis for both Ecal selections.
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Figure C.4: Relative difference between the published analysis and the ones worked out in this thesis. BDT



































Figure C.5: Ratio of statistical errors between the published analysis and the ones worked out in this thesis.
BDT Selection (Left) and Shower Shape Selection (Right).
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710 AMS Collaboration PRL 110 (2013)
Event-counting Analysis
Template-fitting Analysis
Figure C.6: Number of events per energy selected in the published analysis and the ones worked out in this
thesis using a BDT Selection
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710 AMS Collaboration PRL 110 (2013)
Event-counting Analysis
Template-fitting Analysis
Figure C.7: Number of events per energy selected in the published analysis and the ones worked out in this
thesis using a Shower Shape Selection.
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C The AMS-02 Positron Fraction Publication
C.2 Minimal Model
In this section we present the minimal model parameters for the published positron fraction data
and the BDT selection and template fitting analysis.
















Published analysis −0.63± 0.03 0.091± 0.001 0.66± 0.05 0.0078± 0.0012 1/0.0013± 1/0.0007 28.5/57a
This analysis −0.66± 0.05 0.090± 0.002 0.63± 0.05 0.0089± 0.0015 1/0.0015± 1/0.0008 40.9/53































Figure C.8: Minimal model results in the positron fraction publication (upper plot) and the BDT selection




Table D.1: Raw positron fraction, positron and electron abundances and proton background estimation as
a function of energy for the two selections (BDT cut/Shower Shape cuts)
Emin Emax Ne+ Ne− e+/(e+ + e−) Purity(%) Prot.bkg
2.00 2.41
20856.00 302693.00 0.0645 99.9750 5.22
20737.00 302382.00 0.0642 99.9250 5.55
2.41 3.04
33344.00 531357.00 0.0590 99.9850 5.00
31212.00 494019.00 0.0594 99.9550 14.04
3.04 3.75
34030.00 570101.00 0.0563 99.9850 5.10
31066.00 521897.00 0.0562 99.9650 10.87
3.75 4.55
32383.00 561235.00 0.0546 99.9850 4.86
29670.00 514454.00 0.0545 99.9650 10.39
4.55 5.43
29321.00 526564.00 0.0527 99.9850 4.40
27104.00 488256.00 0.0526 99.9650 9.49
5.43 6.42
25784.00 475608.00 0.0514 99.9850 3.87
24128.00 447722.00 0.0511 99.9550 10.86
6.42 7.50
22164.00 405994.00 0.0518 99.9850 3.32
20597.00 379182.00 0.0515 99.9550 9.27
7.50 8.69
18222.00 330856.00 0.0522 99.9850 2.73
16869.00 307292.00 0.0520 99.9650 5.90
8.69 10.00
14522.00 259862.00 0.0529 99.9950 0.73
13403.00 240098.00 0.0529 99.9650 4.69
10.00 12.01
15364.00 264869.00 0.0548 99.9950 0.77




11407.00 188062.00 0.0572 99.9850 1.71
10397.00 172059.00 0.0570 99.9550 4.68
14.26 16.78
8715.00 140055.00 0.0586 99.9850 1.31
7922.00 127481.00 0.0585 99.9550 3.56
16.78 19.59
7276.00 110661.00 0.0617 99.9850 1.09
6634.00 99919.00 0.0623 99.9450 3.65
19.59 22.71
6021.00 85385.00 0.0659 99.9850 0.90
5399.00 76642.00 0.0658 99.9350 3.51
22.71 26.18
4514.00 60940.00 0.0690 99.9850 0.68
3982.00 54228.00 0.0684 99.9350 2.59
26.18 31.00
3923.00 49712.00 0.0731 99.9750 0.98
3461.00 43866.00 0.0731 99.9250 2.60
31.00 38.36
3299.00 39480.00 0.0771 99.9650 1.15
2830.00 34389.00 0.0760 99.9050 2.69
38.36 47.03
2113.00 22804.00 0.0848 99.9750 0.53
1816.00 19673.00 0.0845 99.9050 1.73
47.03 57.22
1338.00 13186.00 0.0921 99.9750 0.33
1169.00 11378.00 0.0932 99.8750 1.46
57.22 69.18
849.00 8008.00 0.0959 99.9450 0.47
759.00 7074.00 0.0969 99.8350 1.25
69.18 83.20
572.00 4763.00 0.1072 99.9250 0.43
487.00 4087.00 0.1065 99.7350 1.29
83.20 100.00
440.00 3219.00 0.1203 99.8650 0.59
386.00 2757.00 0.1228 99.7650 0.91
100.00 127.90
369.00 2606.00 0.1240 99.8750 0.46
311.00 2270.00 0.1205 99.6450 1.10
127.90 162.60
207.00 1436.00 0.1260 99.7250 0.57
174.00 1255.00 0.1218 98.8550 1.99
162.60 206.00
145.00 756.00 0.1609 98.9950 1.46
129.00 673.00 0.1608 97.1150 3.72
206.00 260.00
108.00 438.00 0.1978 96.5650 3.71
92.00 390.00 0.1909 92.7150 6.70
260.00 350.00
98.00 317.00 0.2361 90.7550 9.06





Table D.2: BDT Selection: Weighted Results
Emin Emax Ne+ Ne− CC Purity(%) Ntruee+ e+/(e+ + e−) σstat
2.00 2.41 20856.00 302693.00 0.0012 99.97 20517.40 0.0634 0.0004
2.41 3.04 33344.00 531357.00 0.0012 99.99 32722.13 0.0579 0.0003
3.04 3.75 34030.00 570101.00 0.0013 99.99 33326.54 0.0552 0.0003
3.75 4.55 32383.00 561235.00 0.0014 99.99 31650.53 0.0533 0.0003
4.55 5.43 29321.00 526564.00 0.0014 99.99 28591.03 0.0514 0.0003
5.43 6.42 25784.00 475608.00 0.0015 99.99 25082.86 0.0500 0.0003
6.42 7.50 22164.00 405994.00 0.0016 99.99 21525.33 0.0502 0.0003
7.50 8.69 18222.00 330856.00 0.0017 99.99 17666.16 0.0506 0.0004
8.69 10.00 14522.00 259862.00 0.0019 100.00 14054.21 0.0512 0.0004
10.00 12.01 15364.00 264869.00 0.0020 100.00 14846.30 0.0529 0.0004
12.01 14.26 11407.00 188062.00 0.0022 99.99 10998.70 0.0551 0.0005
14.26 16.78 8715.00 140055.00 0.0025 99.99 8377.33 0.0562 0.0006
16.78 19.59 7276.00 110661.00 0.0027 99.99 6981.02 0.0592 0.0007
19.59 22.71 6021.00 85385.00 0.0030 99.99 5766.20 0.0630 0.0008
22.71 26.18 4514.00 60940.00 0.0034 99.99 4310.11 0.0658 0.0010
26.18 31.00 3923.00 49712.00 0.0038 99.97 3733.90 0.0695 0.0011
31.00 38.36 3299.00 39480.00 0.0045 99.96 3119.73 0.0729 0.0013
38.36 47.03 2113.00 22804.00 0.0053 99.97 1988.58 0.0795 0.0018
47.03 57.22 1338.00 13186.00 0.0066 99.97 1248.73 0.0860 0.0024
57.22 69.18 849.00 8008.00 0.0079 99.94 783.82 0.0881 0.0031
69.18 83.20 572.00 4763.00 0.0099 99.93 523.06 0.0980 0.0043
83.20 100.00 440.00 3219.00 0.0112 99.86 401.25 0.1094 0.0054
100.00 127.90 369.00 2606.00 0.0133 99.88 329.49 0.1088 0.0061
127.90 162.60 207.00 1436.00 0.0201 99.72 174.06 0.1065 0.0083
162.60 206.00 145.00 756.00 0.0277 99.00 122.54 0.1344 0.0125
206.00 260.00 108.00 438.00 0.0422 96.57 86.15 0.1530 0.0173





Table D.3: Shower Shape Selection: Weighted Results
Emin Emax Ne+ Ne− CC Purity(%) Ntruee+ e+/(e+ + e−) σstat
2.00 2.41 20737.00 302382.00 0.0010 99.93 20433.77 0.0632 0.0004
2.41 3.04 31212.00 494019.00 0.0011 99.96 30689.98 0.0584 0.0003
3.04 3.75 31066.00 521897.00 0.0012 99.96 30473.32 0.0551 0.0003
3.75 4.55 29670.00 514454.00 0.0013 99.96 29036.82 0.0534 0.0003
4.55 5.43 27104.00 488256.00 0.0014 99.96 26450.76 0.0513 0.0003
5.43 6.42 24128.00 447722.00 0.0015 99.96 23474.68 0.0497 0.0003
6.42 7.50 20597.00 379182.00 0.0016 99.96 19996.10 0.0500 0.0003
7.50 8.69 16869.00 307292.00 0.0018 99.96 16341.51 0.0504 0.0004
8.69 10.00 13403.00 240098.00 0.0019 99.96 12954.00 0.0511 0.0004
10.00 12.01 14082.00 243526.00 0.0021 99.96 13580.77 0.0527 0.0004
12.01 14.26 10397.00 172059.00 0.0024 99.96 10000.00 0.0548 0.0005
14.26 16.78 7922.00 127481.00 0.0026 99.96 7594.09 0.0560 0.0006
16.78 19.59 6634.00 99919.00 0.0029 99.94 6348.75 0.0596 0.0007
19.59 22.71 5399.00 76642.00 0.0032 99.93 5154.91 0.0628 0.0009
22.71 26.18 3982.00 54228.00 0.0036 99.93 3789.62 0.0651 0.0010
26.18 31.00 3461.00 43866.00 0.0039 99.93 3285.42 0.0693 0.0012
31.00 38.36 2830.00 34389.00 0.0046 99.90 2668.51 0.0717 0.0014
38.36 47.03 1816.00 19673.00 0.0052 99.90 1708.17 0.0793 0.0019
47.03 57.22 1169.00 11378.00 0.0062 99.88 1094.23 0.0871 0.0026
57.22 69.18 759.00 7074.00 0.0075 99.83 703.59 0.0897 0.0034
69.18 83.20 487.00 4087.00 0.0093 99.74 447.07 0.0974 0.0046
83.20 100.00 386.00 2757.00 0.0099 99.76 356.01 0.1134 0.0059
100.00 127.90 311.00 2270.00 0.0117 99.64 279.50 0.1070 0.0064
127.90 162.60 174.00 1255.00 0.0179 98.86 146.83 0.1029 0.0087
162.60 206.00 129.00 673.00 0.0256 97.11 107.99 0.1314 0.0129
206.00 260.00 92.00 390.00 0.0396 92.71 69.46 0.1430 0.0177
260.00 350.00 76.00 280.00 0.0515 85.72 45.78 0.1503 0.0228
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Table D.4: Template-Fitting. Shower Shape Selection. Weighted Results
Emin Emax Ntruee+ e+/(e+ + e−) σstat
2.00 2.41 23522.78 0.0630 0.0004
2.41 3.04 34287.72 0.0585 0.0003
3.04 3.75 33159.15 0.0549 0.0003
3.75 4.55 31374.35 0.0533 0.0003
4.55 5.43 28528.09 0.0513 0.0003
5.43 6.42 25373.33 0.0498 0.0003
6.42 7.50 21615.76 0.0500 0.0003
7.50 8.69 17827.25 0.0506 0.0004
8.69 10.00 14181.49 0.0512 0.0004
10.00 12.01 14919.04 0.0527 0.0004
12.01 14.26 11129.37 0.0550 0.0005
14.26 16.78 8518.86 0.0565 0.0006
16.78 19.59 7129.81 0.0596 0.0007
19.59 22.71 5829.95 0.0630 0.0008
22.71 26.18 4334.37 0.0655 0.0010
26.18 31.00 3775.15 0.0696 0.0011
31.00 38.36 3128.75 0.0727 0.0013
38.36 47.03 2015.95 0.0806 0.0018
47.03 57.22 1311.14 0.0886 0.0024
57.22 69.18 833.73 0.0910 0.0031
69.18 83.20 538.41 0.0980 0.0042
83.20 100.00 428.40 0.1135 0.0054
100.00 127.90 358.17 0.1140 0.0059
127.90 162.60 189.83 0.1095 0.0081
162.60 206.00 140.34 0.1389 0.0118
206.00 260.00 88.31 0.1443 0.0160
260.00 350.00 73.00 0.1550 0.0193
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Table D.5: Template-Fitting. BDT Selection. Weighted Results
Emin Emax Ntruee+ e+/(e+ + e−) σstat
2.00 2.41 23975.49 0.0632 0.0004
2.41 3.04 35341.47 0.0581 0.0003
3.04 3.75 35778.52 0.0550 0.0003
3.75 4.55 33668.72 0.0533 0.0003
4.55 5.43 30427.74 0.0515 0.0003
5.43 6.42 27001.13 0.0501 0.0003
6.42 7.50 23068.01 0.0503 0.0003
7.50 8.69 19042.28 0.0509 0.0004
8.69 10.00 15261.85 0.0515 0.0004
10.00 12.01 16099.99 0.0530 0.0004
12.01 14.26 12070.44 0.0552 0.0005
14.26 16.78 9260.46 0.0566 0.0006
16.78 19.59 7764.11 0.0595 0.0007
19.59 22.71 6480.85 0.0638 0.0008
22.71 26.18 4875.28 0.0664 0.0010
26.18 31.00 4245.56 0.0700 0.0011
31.00 38.36 3587.61 0.0737 0.0012
38.36 47.03 2288.92 0.0801 0.0017
47.03 57.22 1508.81 0.0889 0.0023
57.22 69.18 947.28 0.0913 0.0030
69.18 83.20 639.15 0.0999 0.0039
83.20 100.00 479.53 0.1096 0.0050
100.00 127.90 414.50 0.1141 0.0056
127.90 162.60 232.44 0.1154 0.0077
162.60 206.00 136.75 0.1436 0.0126
206.00 260.00 93.00 0.1531 0.0166
260.00 350.00 72.07 0.1545 0.0215
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Table D.6: Systematic error due to the uncertainty in the determination of the charge confusion for the
BDT selection (Left) and Shower Shape (Right column) selections.
Emin Emax σBDTsys(C.C.) σSSsys(C.C.)
2.00 2.41 0.0007 0.0006
2.41 3.04 0.0007 0.0007
3.04 3.75 0.0007 0.0006
3.75 4.55 0.0007 0.0006
4.55 5.43 0.0006 0.0006
5.43 6.42 0.0006 0.0006
6.42 7.50 0.0006 0.0006
7.50 8.69 0.0006 0.0006
8.69 10.00 0.0006 0.0006
10.00 12.01 0.0006 0.0006
12.01 14.26 0.0006 0.0007
14.26 16.78 0.0008 0.0008
16.78 19.59 0.0007 0.0007
19.59 22.71 0.0008 0.0008
22.71 26.18 0.0008 0.0008
26.18 31.00 0.0009 0.0009
31.00 38.36 0.0009 0.0009
38.36 47.03 0.0010 0.0010
47.03 57.22 0.0010 0.0010
57.22 69.18 0.0010 0.0011
69.18 83.20 0.0011 0.0011
83.20 100.00 0.0012 0.0015
100.00 127.90 0.0014 0.0022
127.90 162.60 0.0018 0.0021
162.60 206.00 0.0023 0.0028
206.00 260.00 0.0039 0.0049
260.00 350.00 0.0077 0.0077
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Pro´logo
El estudio de los Rayos Cósmicos ha sido de vital importancia para la comprensión de los procesos
físicos que rigen nuestra galaxia, y constituye un campo de estudio privilegiado para el descubrimiento
de nuevos fenómenos físicos.
En la actualidad, la disponibilidad de datos de precisión, obtenidos entre otros por las colabo-
raciones PAMELA y Fermi, y en particular AMS-02, nos permite validar los modelos teóricos de
producción y propagación de Rayos Cósmicos. Medidas recientes del espectro de electrones y positro-
nes en los Rayos Cósmicos indican un desacuerdo con el actual marco teórico. La observación de un
exceso de positrones, ha provocado enormes esfuerzos con el objetivo de entender el origen de dicha
anomalía tanto desde el punto de vista experimental como teórico.
En este contexto, el experimento AMS es un programa que proporcionará la medida más precisa
hasta la fecha del espectro de e± haciendo posible investigar uno de los problemas abiertos más
importantes en física de astropartículas: La naturaleza del contenido de Materia Oscura en nuestra
galaxia.
El objetivo de esta tt´esis es contribuir a este esfuerzo desde dos direcciones:
Desde un punto de vista puramente fenomenológico, presentamos un método para estudiar el
origen de fuentes primarias de positrones.
Presentamos el análisis de la fracción de positrones con el detector AMS-02. Esta medida cons-
tituye la medida más precisa hasta la fecha de la fracción de positrones en los rayos cósmicos
en el rango de energía de 2-350 GeV.
Por último, las ideas presentadas en la primera parte son utilizadas para investigar la medida de la
fracción de positrones y caracterizarla.
El contenido de esta tt´esis está organizado de la siguiente forma:
1. Capítulo 1 : En este capítulo hacemos una breve introducción a los rayos cósmicos poniendo
énfasis en la fracción de positrones y los fenómenos físicos que afectan a su medida. El capí-
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tulo concluye con una breve introducción a la detección indirecta de Materia Oscura y fuentes
astrofísicas de e±.
2. Capítulo 2 : En este capítulo presentamos un estudio para discriminar fuentes astrofísicas y
exóticas de e± en rayos cósmicos. En particular, estudiamos la anisotropía residual en las direc-
ciones de llegada de los positrones producidos por aniquilación de Materia Oscura, y púlsares.
3. Capítulo 3 : Dedicamos este capítulo a introducir el experimento AMS y en particular, el detec-
tor AMS-02 y todos los subdetectores necesarios para la medida de la fracción de positrones.
4. Capítulo 4 : Presentamos las prestaciones del TRD,ECAL y Tracker para el estudio de la frac-
ción de positrones y en particular el rechazo del fondo de protones.
5. Capítulo 5 : El capítulo está dedicado al análisis de la fracción de positrones y el estudio de
errores sistemáticos.
6. Capítulo 6 : Este capítulo está dedicado al análisis fenomenológico de la fracción de positrones
presentada en el anterior capítulo. Caracterizamos el exceso observado por su variación tempo-
ral y espacial. Buscamos estructuras espectrales y usamos modelos físicos para caracterizar el
exceso.
7. Conclusiones y Perspectivas : Presentamos un breve resumen de la metodología y resultados





LOS rayos cósmicos (RC) son partículas cargadas, esencialmente núcleos ionizados (protones87 %, Helio 12 % y núcleos más pesados) y electrones, con energías que varian de unos pocos
MeV hasta energías por encima de 1012 GeV.
El espectro energético está bien descrito a todas las escalas y para todas las especies por una ley
de potencias, dN(E)dE = kE
−γ
, con un índice espectral que varía de γ ∼ 2,7 hasta 1015 eV/nucleón,
que se acentúa a γ ∼ 3,1 − 3,3 a energías superiores (rodilla) hasta E ∼ 5 × 1017. Este cambio de
pendiente se atribuye a un posible origen extragaláctico, dado que el radio de Larmor de las partículas
a esas energías excede las dimensiones de la galaxia.
Seguídamente, la pendiente disminuye otra vez (γ ∼ 2,7) a energías 3 × 1018 eV/nucleón (to-
billo). Finálmente, la interacción con el fondo cósmico de microondas a altas energías (corte GZK)
(41),(67) produce un límite a energías a partir de 5× 1019 eV/nucleón, que ha sido observado por las
colaboraciones Auger(53), HiRes(59), AGASA(65) and Yakutsk (8).
Los rayos cósmicos se pueden clasificar dependiendo de su origen en rayos cósmicos primarios y
secundarios. Los primeros son aquellos que nos llegan directamente de las fuentes que les han dado
origen. Los segundos provienen de interacciones de la componente primaria con el medio interestelar
(espalación), o por la desintegración de especies inestables.
1.1.1. Producción de Rayos Cósmicos
A las energías que estamos interesados (por debajo de la rodilla en el espectro de RC), se cree que
los rayos cósmicos son de origen galáctico. A pesar de que el origen y mecanismos de aceleración son
todavía materia de especulación, es ampliamente aceptado que los RC son producidos esencialmente
en el disco galáctico, en explosiones de supernova, y que la aceleración tiene lugar por la interacción de
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las partículas con las ondas de choque producidas por el plasma en expansión producto del remanente
de supernova (SNR). Esta explicación está bien fundamentada desde el punto de vista energético
(una explosión de supernova libera 1051erg de energía a un ritmo de 1/30 años, más que suficiente
para alimentar la densidad de rayos cósmicos ∼ 1eV/cm3) como de composición (las abundancias
relativas de los elementos del sistema solar y de los rayos cósmicos están en buen acuerdo).
1.1.2. Anisotropías
Los rayos cósmicos cargados son desviados por los campos magnéticos galácticos, perdiendo la
mayor parte de la información direccional que portan. El ángulo de dispersión viene dado por el radio
de Larmor RL = P⊥ZeB ≃ 1,08pcE/10
6GeV
Ze·B/µG , por tanto dependiendo de la energía y distancia recorrida,
el transporte de rayos cósmicos cargados es muy semejante a un camino aleatorio.
Se distinguen dos tipos de anisotropía. La anisotropía a pequeña escala, como podría ser el caso de
puntos calientes, la cual podría indicar zonas de aceleración de RC o fuentes discretas, y la anisotropía
a gran escala, como podría ser una componente dipolar de la anisotropía.
Otros efectos que pueden producir anisotropías son el efecto Compton-Getting, debido al movi-
miento relativo de la Tierra respecto a los RC, o el efecto Este-Oeste, causado por la deflección de
partículas cargadas en el campo magnético terrestre. Dado que el RL a bajas energías es muy pequeño
comparado con la escala característica de los campos magnéticos galácticos, el flujo de RC es muy
isótropo. Sin embargo anisotropías residuales al nivel de 10−3−10−4 pueden existir (62) simplemente
por la aleatoriedad de las fuentes y por el escape de los RC de la galaxia. En efecto, estas anisotropías
a gran escala han sido observadas por Tibet ASγ, SuperKamiokande, Milagro, ARGO-YBJ y EAS-top
entre otros, (25), (33),(6),(2),(35),(10) a energías entre 1011 − 1014eV.
En la actualidad, en la parte baja del espectro se están realizando búsquedas de anisotropías en el
canal de electrones y positrones por experimentos como Fermi (31) y AMS-02. Daremos una explica-
ción más detallada en secciones posteriores.
1.2. Rayos Cósmicos en el Entorno Terrestre
Los rayos cósmicos están influenciados por el campo magnético terrestre y el viento solar en las
proximidades de la Tierra.
1.2.1. La Modulación Solar
El viento solar es un plasma magnetizado de protones y electrones en expansión que es eyectado
por el Sol al medio interplanetario. Los RC que medimos en la Tierra han interaccionado con este
plasma, perdiendo energía. Llamamos a esta interacción la modulación solar. La interacción y trans-
porte de los RC influenciados por el viento solar es descrita por la ecuación de transporte formulada
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por Parker(51), la cual tiene como solución bajo la aproximación del campo de fuerza formulada por
Gleson y Axford (39):
F⊙(E) =
E2 −m2c2
(E + Φ)2 −m2c4FLIS(E + Φ), (1.1)
donde el flujo local F⊙(E) y el flujo interestelar FLIS(E + Φ) a una energía vista E en la Heliosfera
están relacionadas por el parámetro Φ = Zeφ, que puede ser interpretado como la pérdida de energía
sobre una partícula proveniente del medio interestelar cuando se adentra en la Heliosfera.
La orientación del campo magnético solar provoca un cambio de polaridad en la modulación solar
a lo largo de ciclos de 11 años. Asimismo, esta interacción es dependiente del signo de la carga de las
partículas (38),(24).
1.2.2. El Campo Magnético Terrestre
Los rayos cósmicos al aproximarse a la Tierra son desviados por efecto de su campo magnético
debido a la fuerza de Lorentz, por tanto, el campo geomagnético actúa como una barrera ante ellos.
Sin embargo, el campo geomagnético, el cual está rotado 11◦ respecto al eje de rotación terrestre
y desplazado ∼ 400 Km, presenta anomalías como consecuencia de ello entre las que destaca la
anomalía del Atlántico Sur. Se caracteriza por un campo magnético muy débil, que permite el paso de
gran cantidad de partículas de baja energía.
Un aspecto importante concerniente al campo geomagnético es la rigidez de corte, la cual es la
mínima rigidez (R=pc/|Z|e) que debe poseer una partícula para poder penetrar el campo magnético









donde M es el momento magnético dipolar, R es la distancia al centro del dipolo y λ es la latitud
geomagnética a lo largo del dipolo. ξ y φ son los ángulos polares y azimutales. La rigidez de corte
depende además de la dirección de entrada y del signo de la carga de la partícula. Esta dependencia
provoca una asimetría conocida como asimetría Este-Oeste.
Se pueden realizar sin embargo cálculos más precisos de la rigidez de corte. Para ello se usan des-
cripciones más detalladas del campo geomagnético como el recogido en el International Geomagnetic
Reference Field (IGRF) (50), y se pueden realizar trazados individuales de las partículas en el campo




1.3. Antimateria en los Rayos Cósmicos
Una pequeña fracción de los rayos cósmicos que observamos es antimateria, esencialmente positro-
nes y antiprotones, a la cual atribuimos un origen secundario (producto de la espalación de primarios),
dado que existen numerosas razones para pensar que el universo es asimétrico frente a transformacio-
nes CP a todas las escalas.
El origen de la antimateria en los rayos cósmicos está en la espalación de primarios en el medio
interestelar. Mientras que partículas ligeras e+, p¯, D son el producto de las colisiones de los rayos cós-
micos, elementos mas pesados como He no se producen por espalación, por tanto, el descubrimiento
de núcleos pesados de antimateria podría implicar la existencia de dominios de antimateria.
Los positrones constituyen tan solo el 10 % de la cantidad de electrones, y p¯/p ∼ 10−4 dada la
ausencia de fuentes primarias. Por tanto, estos canales son más sensibles a cualquier contribución pri-
maria, siendo muy apropiados para la búsqueda de señales exóticas. En particular, muchos modelos de
Materia Oscura pueden producir grandes cantidades de e+, p¯, D¯, pero a pesar del esfuerzo invertido
en su estudio, todavía no se ha encontrado ninguna prueba concluyente. La producción secundaria y
propagación de estas partículas se puede describir por simulaciones numéricas, tales como GALPROP
(62), DRAGON (16) y USINE (47). Estas simulaciones reproducen bien las observaciones de p¯ y e+
de baja energía, por tanto apoyando la hipótesis de un origen secundario, sin embargo, las observacio-
nes de e+ de alta energía no han podido ser explicadas desde una producción estrictamente secundaria.
Por tanto, el canal de e+ es particularmente interesante para la búsqueda de nuevos fenómenos físicos.
1.3.1. La Fracción de Positrones
Para estudiar la componente de positrones en los rayos cósmicos es conveniente introducir la
fracción de positrones que se define como la fracción del flujo de positrones φe+ respecto al total





Asumiendo producción estrictamente secundaria de positrones, la fracción de positrones debe dis-
minuir con la energía (57), tal y como reproducen las simulaciones como GALPROP. La razón de esto
es que los flujos primarios y secundarios vienen dados tras la propagación por:
Qp(E) ∝ E−αp ⇒ φp(E) ∝ E−αp−δ ∼ E−2,75
Qsec(E) ∝ φprim(E) ⇒ φsec(E)∝ σφprim(E)E−δ, (1.4)
donde Qp es la fuente primaria de protones, φ los flujos observados, δ es el índice espectral del
coeficiente de difusión y σ es la sección eficaz de producción de secundarios. Por tanto, medidas del
cociente de secundarios a primarios (φsec/φprim) nos da una cota a δ ∼ 0,5 (por ejemplo del B/C).
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CAPRICE94: Boezio S. et al. 2000
HEAT: Beatty J.J. et al. 2004
HEAT: Barwick S. et al. 1997
Fermi: Ackermann et al. 2012


























Figura 1.1: Izquierda: Fracción de positrones e+/(e+ + e−). La línea azul representa el modelo teórico de
producción secundaria por GALPROP. Derecha: Flujo de Electrones + Positrones, escalados por
E3.
En el caso de positrones (secundarios) y electrones (esencialmente primarios) tenemos:
Qe−(E) ∝ E−αe ⇒ φe−(E)∝ E−αe−l(E) ∼ E−3,05
Qe+(E) ∝ φp(E) ⇒ φe+(E)∝ E−αp−δ−ℓ(E), (1.5)
donde αp,αe son los índices espectrales de la fuente de protones y electrones respectivamente, y
ℓ(E) viene introducido por la difusión con pérdidas energéticas que sufre un e± al propagarse y
normalmente puede tomar valores entre δ y 1.
Por tanto, la fracción de positrones PF = 11+φe−/φe+ ≃
1
1+kEρ donde ρ = δ + αp − α− debería
disminuir con la energía, sin embargo, ya desde las primeras medidas de la fracción de positrones
(Agrinier et al. 1969; Buffington, Orth, & Smoot 1975; Muller & Tang 1987; Golden et al. 1987, 1994),
y posteriormente Heat (15) y AMS-01 (4), el aumento de la fracción con la energía fue manifiesto.
En la actualidad, resultados en la fracción de positrones así como en el flujo total de e+ + e−
por Pamela(3), Atic(22), PPBets(64), Hess(29) y Fermi(30),(32) han suscitado gran expectación dado
que no son consistentes con producción puramente secundaria de positrones. Se han intentado dar
múltiples explicaciones, entre ellas producción en fuentes astrofísicas y por aniquilación de Materia
Oscura, las cuales analizaremos en el siguiente capítulo, sin embargo, para poder discernir el origen
de este exceso se requieren medidas más precisas como las que puede proporcionar AMS-02.
5
1 Introducción
Fuente de e± por Materia Oscura
La posibilidad de que el proceso por el cual partículas de Materia Oscura (WIMPs) pueden
dar lugar a la densidad vestigial que se observa hoy en día (por aniquilacón y producción χχ ↔
l+l−, qq,W+W−,Z+Z−...), sea capaz de producir distorsiones en el espectro de rayos cósmicos que



















nos daría un ritmo de aniquilación de 1,6 × 1034s−1 en una esfera de 1Kpc rodeando la Tierra, para
una densidad local de 0,3GeVcm−3.
Fuentes Astrofísicas de e±
Observaciones recientes indican que hay cientos de fuentes galácticas que emiten en rayos γ con
energías por encima de 10GeV (1). De entre ellas, la mayor parte son remanentes de supernova (SNRs)
y púlsares. Es natural por tanto preguntarse si estos objetos pueden producir e± y contribuir por tanto
al espectro de positrones que observamos.
Se ha argumentado (17) que en las propias fuentes de RC, como son las supernovas, podría haber
una producción de secundarios que serían posteriormente acelerados, de modo que reproduzcan el
exceso de positrones a alta energía. Este fenómeno vendría acompañado de incrementos en el cociente
p¯/p a energías superiores a 100 GeV (18), e igualmente para otros cocientes de secundarios a primarios
(B/C, Ti/Fe) (48), (5).
Por otra parte, otras fuentes que pueden lugar a grandes cantidades de e± son los púlsares y las
nebulosas que los envuelven. Los intensos campos electromagnéticos producidos en estos objetos son
capaces de extraer electrones de la superficie de la estrella de neutrones, los cuales al ser acelerados
emiten rayos γ por radiación sincrotrón, la cual por procesos de QED producen cascadas electromag-
néticas. Estos pares pueden escapar al medio interestelar y por tanto contribuir al flujo de positrones.
En cualquier caso, este tipo de fuente no contribuiría en modo alguno en canales hadrónicos, siendo
por tanto coherente con los datos más recientes.
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Signaturas en el Espectro de
Positrones y Electrones
MEDIDAS recientes (3),(22), (64),(36) del espectro de positrones sugieren la existencia de nuevasfuentes primarias, entre ellas las más estudiadas son púlsares y aniquilación de materia oscura.
El objetivo de este capítulo es investigar estas contribuciones y en particular, el modo de discriminar
los diferentes modelos mediante el estudio de anisotropías en el espectro de e± (21),(20).
2.1. Propagación de e± de Rayos Cósmicos
La propagación de rayos cósmicos cargados es un proceso difusivo debido a la dispersión en la
componente aleatoria de los campos magnéticos galácticos. Para electrones y positrones, la ecuación
de transporte consta de dos procesos fundamentales, difusión y pérdidas energéticas, esencialmente
debidas a la emisión de radiación sincrotrón y por efecto Compton inverso con la radiación de fondo.
∂
∂t
n(E, ~x, t) = D(E) · ∇2n(E, ~x, t)
− ∂
∂E
(b(E)n(E, ~x, t)) +Q(E, ~x, t), (2.1)
donde n es el numero de partículas por unidad de volumen en un tiempo y posición dados, b(E) =
− dEdt ≃ aE2 son las pérdidas energéticas, y D(E) = D0Eγ el coeficiente de difusión, el cual se
obtiene a partir de medidas de las fracciones de secundarios a primarios como B/C y Q es la fuente
que inyecta e± al medio interestelar. Dada la degeneración de los distintos parámetros involucrados
en la difusión (26), hay un rango de valores compatibles con estas medidas. De entre ellos, de aquí en
adelante usaremos D0 = 3,4× 1027cm2/s y γ = 0,70 (26).
Esta ecuación se puede resolver numéricamente o mediante soluciones analíticas bajo ciertas apro-
ximaciones. En este capítulo usaremos GALPROP (9) para obtener las componentes primarias y se-
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2cundarias en ausencia de nuevas fuentes, y soluciones analíticas en el caso de fuentes adicionales.
Para ello usaremos el formalismo de funciones de Green (27) para obtener la solución para fuentes no
estacionarias (púlsares) y estacionarias (aniquilación de materia oscura).
2.2. Fuentes Astrofísicas de Positrones de Alta Energía
La posibilidad de que púlsares puedan contribuir de forma relevante al espectro de e± en los
rayos cósmicos ha sido tratada entre otros trabajos en (42), (19), (43), (66), (23),(37), (54), (40). En
este capítulo usaremos el “modelo estándar” considerado en (54). En él, toda la energía rotacional
del púlsar E = IΩ2/2 se emite en forma de radiación dipolar magnética. Si estimamos que una




, donde E˙ es el poder de frenado del púlsar, T la edad del púlsar y τ0 el tiempo característico
del púlsar.
Para el espectro de inyección consideraremos una ley de potencias con una energía de corte Ec.
Por tanto el término fuente para un púlsar situado a una distancia r será:
Q(E, r, t) = Q0 · Le±(t)E−α exp (−E/Ec)δ(r). (2.2)
A efectos prácticos, es suficiente asumir que la emisión de e± se produce en un tiempo corto
Le±(t) ∼ δ(t). Asimismo, asumimos un valor Ec = 1TeV motivado por el espectro e+ + e−, y un
índice espectral α = 1,7 (54) motivados por los espectros de emisión en rayos γ (63).
Consideramos todos los púlsares que emiten en rayos γ recogidos en el catálogo ATNF (44)1
suficientemente maduros (T > 104 años) como para que los e± hayan dejado de estar confinados
en la nebulosa que envuelve al pulsar y haber podido ser difundidos al medio interestelar. Con ello
podemos calcular la contribución al espectro una vez tengamos la solución a la ecuación de difusión
(12), (40), la cual viene dada por:




















y Emax ≃ 1/(at) con a ≃ 10−16 GeV−1s−1.
Los púlsares que más contribuyen al flujo observado son Geminga y Monogem, dada su cercanía
y edad. El flujo resultante para esta parametrización se puede ver en la figura 2.1 donde hemos consi-
derado eficiencias fe± al nivel del % excepto para algunas fuentes dominantes donde son necesarias
eficiencias ∼ 10% para ajustar los datos.
1http://www.atnf.csiro.au/research/pulsar/psrcat
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AMS-01: Aguilar M. et al. 2007
HEAT: Barwick S. et al. 1997
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CAPRICE94: Boezio S. et al. 2000
HEAT: Beatty J.J. et al. 2004
HEAT: Barwick S. et al. 1997
AMS-01: Aguilar M. et al. 2007
(d)
Figura 2.1: (a) and (b): Fracción de positrones y flujo total e++e− para el modelo de púlsares. Las eficiencias
han sido ajustadas a fMonogem±e = 18%, fGeminga±e = 10%, fJ2043+2740±e = 0,1%. (c) y (d):
Fracción de positrones y flujo total e+ + e− para el modelo de Materia Oscura. Consideramos el
canal de aniquilación τ+τ− con una sección eficaz 〈σv〉 = 1x10−22cm3/s y una masa MDM =
3,6 TeV.
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22.3. Fuente de e± por Aniquilación de Materia Oscura
La distribución de Materia Oscura se estudia mediante simulaciones numéricas tales como la simu-
lación Aquarius (60). En esta sección usaremos esta simulación y modelizaremos el halo de Materia
Oscura como en Pieri et al. (52),tanto para la componente homogénea e inhomogénea del halo. Para
ello describimos la componente homogénea del halo por un perfil Einasto. Para la parte inhomogénea,
es decir, la población de subestructuras, consideramos un perfil Einasto para la parte espacial, dPV (R)dV
y una ley de potencias en la masa: dPm(Msub,R)
dMsub
∝ ( MM⊙ )−1,9. De igual manera, de nuevo conside-
ramos un perfil Einasto para describir la estructura interna de la subestructura. Por tanto, el término



































donde 〈σv〉 es la sección eficaz de aniquilación con un espectro fk(E), mDM la masa de la partícula,


































Para calcular el flujo, podemos considerar diferentes canales de aniquilación. De aquí en adelante
solo consideramos canales leptónicos, µ± y τ±, ya que el cociente p¯/p es consistente con pura pro-
ducción secundaria de p¯. Por otro lado, la aniquilación directa en e± daría una energía de corte en
el espectro a E ∼ mDM que no ha sido observada. Asumiendo que la sección eficaz puede ser sufi-
cientemente grande para ajustar por normalización a los datos por medio de mecanismos tales como
el considerado en (11), los modelos dan buenos ajustes. En la figura 2.1 mostramos un modelo en el
canal de τ+τ− para una masa MDM = 3,6 TeV con una sección eficaz 〈σv〉 = 1x10−22cm3/s.
Casos de fuentes individuales puntuales de Materia Oscura muy intensas que sean capaces de
reproducir el exceso de positrones también son posibles, si bien, se ha visto en simulaciones que la




La distribución de direcciones de llegada de los rayos cósmicos cargados es muy isótropa, sin
embargo anisotropías residuales al nivel del O(1%) son posibles. A primer orden tendríamos aniso-
tropías a gran escala, como una anisotropía dipolar. Si expandimos la intensidad de rayos cósmicos
tenemos I(θ) = I¯ + δI¯ cos θ con I¯ = 1/2(Imax + Imin). Para procesos difusivos, el término dipolar







donde D(E) es el coeficiente de difusión y N la densidad de RC.
Con esta expresión podemos estimar el nivel de anisotropía de e± para las fuentes que hemos
considerado. Para ello se pueden usar diferentes canales: N = Ne++Ne− à la Fermi, o las poblaciones
separadas e+ y e−, o incluso el cociente Ne+/Ne− à la AMS-02, en caso de poder distinguir el signo
de la carga. La sensibilidad en cada uno de estos canales se puede estimar comparando la intensidad
de la anisotropía con las fluctuaciones estadísticas de la muestra∝ √Nevts . Este estudio muestra que
el canal ideal para la búsqueda de anisotropías es el de e+ dado que la componente isótropa en este
















































Fermi Collaboration 2010 95% C.L.
Figura 2.2: Izquierda: Probabilidad de que una anisotropía observada sea debida a una fluctuación estadística
para tres canales. Hemos considerado un experimento de las características de Fermi y una distri-
bución de púlsares para las fuentes. Derecha: Anisotropía en el canal de electrones + positrones
para una población de púlsares (Azul) y una fuente de Materia Oscura (Naranja). Los puntos rojos
son los límites superiores obtenidos para una anisotropía dipolar en este canal por la colaboración
Fermi ((31)).
Para el cálculo del conjunto de púlsares, cada uno contribuyendo con un flujo φi y término dipolar
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donde 〈δirˆinˆi〉 es la proyección de cada contri-
bución en la dirección de máxima intensidad. El nivel de anisotropía para el canal de e++ e− está por
debajo del 1 % (Fig. 2.2), siendo los púlsares que más contribuyen Monogem y Geminga los cuales
yacen aproximadamente en la misma dirección el anti-centro galáctico.
Para el caso de Materia Oscura, dada la simetría de la distribución la anisotropía debería pro-




φ(E, r)〈δclump(r)n〉d3r donde 〈δclump(r)n〉 es la proyección de la contribución en cada punto
al dipolo total en la dirección del centro galáctico. Usando la fuente de Materia Oscura que hemos
introducido en la sección 2.3, obtenemos el grado de anisotropía que esperamos, en cual está al nivel
de 10−4 − 10−3 (Fig. 2.2) es decir, entre 5 y 10 veces más débil que en el caso de púlsares. Si con-
sideramos una fuente puntual de Materia Oscura como responsable del exceso de positrones, como
una inhomogeneidad cercana a la Tierra, la anisotropía es comparable al caso de púlsares, si bien, la
dirección no ha de estar necesariamente confinada al disco galáctico dado que la Materia Oscura no




AMS (Alpha Magnetic Spectrometer) es una colaboración internacional cuya finalidad es la pues-ta en órbita de un detector de partículas alrededor de la Tierra con el objetivo de realizar bús-
quedas de antimateria de origen primordial, desentrañar la naturaleza de la Materia Oscura y efectuar
medidas de precisión de la composición de los rayos cósmicos. Para ello el experimento consta de
dos fases: Un primer vuelo con un prototipo (AMS-01) para estudiar la viabilidad del proyecto, que
voló a bordo del transbordador Discovery en junio de 1998 durante 10 días, y la instalación de un
espectrómetro magnético (AMS-02) en la Estación Espacial Internacional (ISS) para un periodo de
larga duración. AMS-02 voló a bordo del transbordador Endeavour el 16 de mayo de 2011 para ser
instalado en la ISS. Desde entonces AMS-02 ha estado tomando datos ininterrumpidamente a un ritmo
medio de 500Hz en una órbita terrestre baja (unos 360 Km de altitud) proporcionando un volumen de
datos científicos sin precedentes en el campo de rayos cósmicos de alta energía.
3.1. El Detector AMS-02
AMS-02 es un espectrómetro magnético de gran aceptancia diseñado para realizar medidas de
precisión de los rayos cósmicos cargados en el espacio por un periodo de larga duración (durante toda
la vida de la ISS).
Para ello, consta de un conjunto de subdetectores que le permiten determinar las propiedades de
las partículas de manera redundante. Los principales componentes (Fig. 3.1) son un imán permanente,
un detector de trazas de silicio (Tracker), un contador de anticoincidencias (ACC), un sistema de
tiempo de vuelo (TOF), un detector de radiación de transición (TRD), un detector de anillos Cherenkov
(RICH), y un calorímetro electromagnético (ECAL).
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Figura 3.1: Esquema del detector AMS-02
3.1.1. El Imán Permanente
El campo magnético del espectrómetro lo proporciona un imán permanente de forma cilíndrica
que genera un campo de ∼ 0,15T en el centro del sistema. El imán permanente permite curvar la
trayectoria de las partículas cargadas y así determinar su rigidez.
3.1.2. El Detector de Trazas de Silicio (Tracker)
El detector de trazas está formado por 9 planos. El primer plano está situado encima del TRD, el
segundo encima del imán permanente y el último se encuentra entre el RICH y el ECAL. Los seis
planos restantes, los cuales junto con el plano 2 conforman el llamado Tracker interno, se encuentran
dentro del volumen del imán permanente.
El Tracker está cubierto de sensores de silicio lo que le permite determinar la trayectoria de una
partícula con una precisión de 10µm en la dirección de curvatura (Y) y de 30µm en la dirección
X. La medida de la trayectoria a su vez permite medir la curvatura en el campo magnético y por
tanto la rigidez R = pc/|Z|e. El alineamiento del sistema se realiza dinámicamente usando protones
obtenidos con datos de vuelo.
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3.1.3. El Contador de Anticoincidencias (ACC)
El contador de anticoincidencias está compuesto por 16 paneles de plástico centelleador dispuestos
en forma cilíndrica, rodeando el volumen del Tracker interno. Ha sido diseñado para rechazar trazas
de partículas que no estén dentro de la aceptancia geométrica de AMS-02.
3.1.4. El Detector de Radiación de Transición (TRD)
El detector de radiación de transición está diseñado para distinguir partículas ligeras y pesadas y
en particular entre positrones y protones. Se encuentra situado encima del la parte superior del TOF.
Está compuesto por 20 capas de módulos de tubos de deriva y radiadores de fibra de polipropileno
ensambladas en una estructura octogonal en forma de cono. Los cuatro planos superiores e inferiores
están orientados a lo largo de la dirección X, y los restantes a lo largo de la dirección Y proporcionando
al TRD capacidad de trazado. Los tubos de deriva están rellenos con una mezcla gaseosa de Xe−CO2
y son alimentados por dos depósitos que rellenan el circuito proporcionando una vida útil estimada
superior a 20 años.
3.1.5. El Sistema de Tiempo de Vuelo (TOF)
El TOF consta de 4 planos instrumentados con 8,8,10 y 8 contadores de plástico centelleador cada
uno, orientados en direcciones ortogonales. Los cuatro planos están separados en dos módulos, la parte
superior (UTOF) e inferior (LTOF) del TOF, las cuales cubren la entrada y salida del imán. El sistema
de tiempo de vuelo proporciona la señal de disparo rápido (fast trigger) al detector, que es el primer
nivel de la cadena de adquisición de datos. Además de ésto proporciona una medida de la velocidad
β de las partículas. Dado que su resolución temporal es ∼ 160ps, el TOF puede distinguir partículas
que se mueven hacia abajo respecto de partículas que se mueven hacia arriba al nivel de 109.
3.1.6. El Detector de Anillos Cherenkov (RICH)
El detector de anillos Cherenkov está diseñado para realizar separación isotópica de rayos cós-
micos cargados. Para ello, proporciona una medida de la velocidad β con una precisión de σβ/β ∼
1,0× 10−3.
El RICH está compuesto por un material radiador de NaF y Aerogel, un reflector cónico y un plano
de detección cubierto con fotomultiplicadores. Se encuentra situado entre el LTOF y el ECAL.
3.1.7. El Calorímetro Electromagnético (ECAL)
El calorímetro electromagnético de AMS-02 está diseñado para determinar la energía de las par-
tículas electromagnéticas y proporcionar un rechazo frente a hadrones. El ECAL es un calorímetro
electromagnético de muestreo compuesto por láminas de plomo mezcladas con fibra centelleadora
dispuestas en 9 supercapas. Las fibras están dispuestas ortogonalmente en cada supercapa de modo
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que se pueda realizar un muestreo en 3D. La resolución en energía se ha determinado en haces de
prueba y está bien descrita por σ(E)/E =
√
(0,104)2/E + (0,014)2 . Fin ´Finalmente, el rango diná-
mico del ECAL permite medidas de la energía de partículas de mínima ionización hasta energías de




AMS-02 para la Separacio´n e/p
LA determinación de la fracción de positrones en los rayos cósmicos requiere rechazar una com-ponente de protones, principal fondo del análisis, que es entre 103 − 104 mayor que la señal de
e+. El TRD,ECAL y Tracker de AMS-02 proporcionan el factor de rechazo necesario para este fin.
En este capítulo introduciremos la muestra de datos y preselección así como los subdetectores
usados en el análisis. Para evaluar las prestaciones de los subdetectores en el rechazo de protones
usaremos muestras limpias obtenidas con datos de vuelo, lo cual es posible gracias a las capacidades
redundantes de los subdetectores de AMS-02.
4.1. Muestra de Datos
La muestra analizada corresponde a los datos recogidos entre el 19 de Mayo de 2011 y el 10 de
Diciembre de 2012 cubriendo un periodo de 18 meses. Para poder beneficiarnos de las capacidades
completas del detector, seleccionamos sucesos dentro de la aceptancia del ECAL, el cual representa
aproximadamente∼ 10% de la aceptancia completa (55).
4.2. Preselección
A lo largo de todo el análisis se requiere señal en el ECAL, trazas en el TRD y Tracker de partículas
que atraviesen el detector por la parte superior (βTOF ∼ 1). El tiempo efectivo de medida (livetime)
puede cambiar dependiendo de las condiciones de operación del detector, y también a lo largo de la
órbita dado que el ritmo de entrada de los RC cambia con la posición (Fig. 4.1). Requerimos un valor
mínimo en el livetime, lo cual nos asegura estar en condiciones nominales de operación. Asimismo se
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Figura 4.1: Mapa en coordenadas geográficas del livetime (izquierda) y de la rigidez de corte (centro). TRD
Likelihood e-p vs TRD Likelihood e-He (derecha).
garantiza también excluir la anomalía del Atlántico Sur. Para evitar partículas secundarias producidas
dentro de la atmósfera seleccionamos partículas con energías mayores que la rigidez de corte local,
con un factor de seguridad el 30 %1.
Parte de los fondos presentes en la muestra, esencialmente protones y helio, se pueden reducir
a nivel de preselección. Para ello, seleccionamos partículas con energías reconstruidas en el ECAL
E > 2GeV rechazando así todas las partículas de mínima ionización2. Por otro lado, exigimos que
la carga del Tracker interno sea compatible con Q=1 y el likelihood e-He del TRD sea compatible
con la hipótesis de electrón. Por último, requerimos una única traza en el Tracker con buen χ2 y cuya
extrapolación al ECAL esté en buen acuerdo.
Partiendo de una muestra de 2,2× 109 sucesos, obtenemos una muestra final de 55× 106 sucesos
después de cortes de preselección.
4.3. El Calorímetro Electromagnético
Uno de los objetivos del ECAL es separar partículas electromagnéticas de hadrónicas. Para ello se
hace uso de variables que describen la información topológica de las cascadas generadas en él, de las
multiplicidades de los componentes de la cascada (hits) y las distribuciones energéticas en los planos
transversales y longitudinales.
En particular, para este análisis se han seguido dos estrategias para seleccionar e±. Un método
multivariante y un conjunto de cortes en la forma de la cascada.
4.3.1. Muestras Limpias
Para desarrollar los métodos de selección y analizar su poder de separación, así como para realizar
el análisis de la fracción de positrones, es necesaria la obtención de muestras limpias para la señal
1Estimado trazando individualmente una fracción de las partículas seleccionadas
2Este corte no está incluido en la estimación de las eficiencias y el estudio de las capacidades de rechazo.
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(positrones) y el fondo (protones). La redundancia que proporcionan los diferentes subdetectores de
AMS-02 para rechazar protones permite obtener estas muestras a partir de datos de vuelo.
En concreto, para el estudio del ECAL es posible obtener muestras, para la señal con electrones,
y para el fondo, con protones obtenidos a partir de datos de vuelo. La muestra de electrones tiene
contaminación de protones a alta energía, debido a la confusión de carga, sin embargo, se puede
seleccionar una muestra pura a todas las energías de interés con un corte estricto en el likelihood del
TRD (Fig. 4.2).
E/P















Figura 4.2: Muestras limpias (tagged) seleccionadas con el TRD para la señal (izquierda) E/P<0, y fondo
(derecha) E/P>0.
4.3.2. Selección
El análisis de la fracción de positrones se realiza a partir de muestras seleccionadas con el ECAL.
Para ello han sido desarrollados dos métodos de selección.
Cortes en la forma de la cascada. Esta selección está compuesta por un conjunto de cortes
sobre variables parametrizadas con la energía, que describen la forma longitudinal y transversal
de la cascada y su distribución energética, tales como la profundidad del máximo de la cascada,
o la fracción de energía contenida en un radio de Moliere. A modo de ejemplo mostramos esta
u´ltima en la figura 4.3 para electrones y protones obtenidos con datos de vuelo.
Boosted Decision Tree (BDT). Esta selección se basa en el método multivariante BDT (56).
Se usan 19 variables para describir las cascadas electromagnéticas en el ECAL de AMS-02. El
clasificador es entrenado con muestras limpias para la señal y el fondo en el rango de energía
de interés. Las distribuciones para electrones y protones se muestran en la figura 4.3.
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Figura 4.3: Izquierda: Distribución de la fracción de energía contenida en ±3cm alrededor del eje de la
cascada para electrones (azul) y protones(rojo). Centro: BDT para electrones (azul) y protones
(rojo). Derecha: Distribución E/|P| para electrones(azul) y protones (rojo)
4.3.3. Compatibilidad Energía-Momento
Las cascadas hadrónicas, a diferencia de las cascadas electromagnéticas, no están contenidas en
el ECAL. Una consecuencia de esto es que la energía recogida en el calorímetro para protones es
menor que la energía real, siendo el factor relativo aproximadamente Erec/Etrue ≈ 0,5 para las
características del ECAL. Por tanto la compatibilidad entre la energía medida E en el ECAL, y el
momento medido P en el Tracker, evaluada a través del cociente E/|P| es una variable potente para
realizar separación e/p.
El corte aplicado es 0,75 < E/|P| < 5 se muestra en la figura 4.3.
4.3.4. Eficiencias en la Señal y el Fondo
La obtención de muestras limpias nos permite determinar las eficiencias para la señal y el fondo
a partir de datos de vuelo. En la figura 4.4 se muestran las eficiencias y cocientes de eficiencias para
los dos clasificadores (+ compatibilidad E/|P|) en función del momento reconstruido. Para la selección
en la forma de la cascada se tiene una eficiencia para protones al nivel del 1 % con una eficiencia
sobre la señal entre el 80-90 %. El BDT tiene una eficiencia del 0.5 % para protones manteniendo una
eficiencia del 90 % para la señal.
4.4. El Detector de Radiación de Transición
El poder de rechazo e/p del TRD se basa la dependencia de la energía depositada en los tubos con
el factor de Lorentz γ característica de la radiación de transición (34),(28).
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Figura 4.4: Arriba: Efficiencias en la señal y el fondo. Abajo: Cociente de eficiencias. Izquierda: Cortes en
forma de la cascada (+E/|P|). Derecha: Boosted Decision Tree (+E/|P|).
4.4.1. Selección
La selección en el TRD se efectúa por medio de un método de máxima verosimilitud, en particular
el Likelihood ratio test. Este método de verosimilitud se utiliza cuando tenemos dos modelos cada
uno caracterizado por una distribución de probabilidad, y la hipótesis de ocurrir uno de ellos se debe
descartar. Para este análisis, las hipótesis a contrastar son la de electrón y protón.
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donde P ie,p(Ei) es la densidad de probabilidad (p.d.f.) para electrones (e) y protones (p) y Ei es la
energía depositada en los tubos para cada suceso (Fig. 4.5).
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Figura 4.5: Izquierda: Típicas p.d.f. para electrones, protones y radiación de transición obtenidas de datos de
prueba de haz. Centro: Curva de eficiencia rechazo para el TRD. Derecha: TRD Likeli hood e-p
para datos de vuelo para la señal (electrones en azul) y fondo (protones en rojo).
4.4.2. Eficiencias en la Señal y el Fondo
Para estimar las capacidades del TRD se han obtenido muestras limpias con una selección estricta
del ECAL de modo similar a como se ha descrito en la sección 4.3.1. Un corte en el Likelihood





























Figura 4.6: Izquierda: Eficiencia del TRD para la electrones y protones en función del momento del Tracker.
Derecha: Cociente de eficiencias e−eff/peff
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4.5. Capacidades combinadas para el rechazo e/p
Los protones junto con los electrones que han sufrido confusión de carga, constituyen los fondos
más importantes en la muestra de rigidez positiva. En este capítulo hemos estudiado las capacidades
del ECAL + Tracker y TRD para suprimir la componente de protones. Dado que el ECAL+Tracker
y TRD no están correlacionados, el rechazo a protones total del análisis se puede factorizar en los
rechazos individuales de los subdetectores:








En la figura 4.7 se puede ver que el rechazo total es O(106 − 107) en todo el rango de interés del
momento de la partícula. Este rechazo se puede utilizar para obtener una estimación del fondo residual
de protones. Para ello, usando parametrizaciones del flujo de protones y positrones φparamp , φparame+ ,
y asumiendo que la matriz de probabilidad M(P → (Pmeas, Pmeas + ∆Pmeas)) que representa la
probabilidad de que una partícula con momento P sea medida con un momento Pmeas es diagonal, la





≃ ǫp · φ
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Por tanto, el rechazo medido a partir de datos de vuelo, nos da una estimación del fondo de proto-
nes al nivel del tanto por ciento a las energías más altas, y una contaminación despreciable a energías
intermedias y bajas. Por otra parte, asumiendo que una fracción de los protones serán reconstruidos
con una rigidez negativa, y por tanto constituirán un fondo para la señal de electrones, y que los elec-
trones son en promedio 10 veces más abundantes que los positrones, el rechazo combinado de los
detectores garantiza una muestra pura de electrones en todo el rango de rigidez. El poder de rechazo
individual de los subdetectores es en cualquier caso suficiente para proporcionar muestras limpias de
electrones con detectores individuales. Esta posibilidad será explotada en el estudio de la fracción de
positrones para minimizar el error estadístico del análisis.
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Figura 4.7: Poder de rechazo del ECAL + Tracker + TRD (Arriba) y estimación de la contaminación de




Medida de la Fraccio´n de
Positrones
EN este capítulo desarrollamos el análisis llevado a cabo para la medida de la fracción de positronesen los rayos cósmicos. Esta medida constituye una de las principales finalidades del experimento
AMS.
La medida está fundamentada en cuatro análisis complementarios de la fracción de positrones que
se basan en dos selecciones independientes con el calorímetro electromagnético y dos procedimientos
de medida: Un análisis de ajuste con distribuciones de referencia, y un análisis basado en contaje de
sucesos.
El análisis de la fracción de positrones se determina contando el número de positrones y electrones





(φe+ + φe− )
, (5.1)
donde el flujo φe±(E) y número de eventos medidosNe±(E) se relacionan por medio de la aceptancia
Ae± (E) como:
Ne±(E) = Ae±(E) · φe±(E) ·∆E ·∆t. (5.2)
De este modo, si la aceptancia de electrones es igual a la de positrones, la fracción de flujos se








Como hemos visto en el anterior capítulo, las muestras que identificamos como positrones y elec-
trones pueden tener cierto grado de contaminación. En particular, la muestra de rigidez positiva contie-
ne una pequeña fracción de protones y de electrones por confusión de carga, mientras que la muestra
de rigidez negativa tiene un fondo despreciable. El fondo de protones se puede caracterizar por la
pureza de la muestra P , mientras que el fondo de electrones viene dado por la confusión de carga C.
Teniendo estos fondos en cuenta, la fracción de positrones corregida viene dada por:
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(1/(1− 2C))(P(1− C))Nobse+ − CNobse−
PNobse+ +Nobse−
. (5.3)
5.1. Estrategia de Análisis
Se han utilizado dos procedimientos de análisis con dos selecciones para el calorímetro para deter-

























Cada uno de estos análisis se realiza con cortes de selección y correcciones propias de cada análisis,
tal y como se detalla en el diagrama. Todos los análisis incluyen un corte explicito en la compatibilidad
entre energía y momento.
Contaje de eventos: Se usa la selección descrita en el capítulo 4 con el TRD, ECAL y Tracker
para obtener una muestra de e±. Esta muestra se corrige por el fondo de protones y electrones
para obtener la fracción de positrones.
Ajuste a distribuciones de referencia: Las abundancias de electrones, positrones y protones
se determinan por medio de un ajuste a la muestra de datos usando distribuciones de referencia.
La selección se realiza en variables no correlacionadas con las distribuciones de referencia. Con
éste procedimiento, se puede determinar la cantidad de protones en la muestra de modo que para
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determinar la fracción de positrones la única corrección necesaria es para el fondo de electrones
en la muestra de rigidez positiva.
5.2. Correcciones
Las muestras seleccionadas no son 100 % puras y requieren ser corregidas por los fondos residua-
les. Los fondos en la muestra de rigidez negativa son despreciables. En la muestra de rigidez positiva,
y especialmente a altas energías, los fondos dominantes son protones y electrones por confusión de
carga. El primero se puede caracterizar por la pureza de la muestra P y el segundo por el nivel de
confusión de carga C.
5.2.1. Pureza
La pureza se define como:
Pureza ≡ P = 1− Contaminacin ; Contaminacin = Np
NR>0
. (5.4)
La determinación de la pureza se realiza mediante un ajuste a la muestra con distribuciones de
referencia. El ajuste proporciona las abundancias de protones, electrones y positrones en la muestra.
Las distribuciones de referencia se obtienen a partir de datos de vuelo con cortes estrictos en el TRD
o ECAL, dependiendo del análisis.
TRD Likelihood





























































Figura 5.1: Ejemplo de ajuste usado para la determinación de la pureza de la muestra en el rango de energía
26-31 GeV (Izquierda). Pureza de la muestra en el intervalo de energía 260-350 GeV para un
conjunto de cortes en BDT y Likelihood del TRD (Centro). Pureza de la muestra para la selección
del calorímetro con el BDT y Forma de la Cascada (Derecha)
En la figura 5.1 se muestra un ejemplo de ajuste en el Likelihood del TRD para la determinación
de la pureza de la muestra de rigidez positiva. Se ha realizado un muestreo en el que se han variado los
cortes en BDT y Likelihood del TRD, como se muestra en la figura 5.1. El resultado para la selección
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con el BDT y con cortes en la forma de la cascada muestra que la pureza de la muestra de rigidez
positiva es cercana al 100 % hasta energías de 150 GeV. La pureza en el rango de mayor energía es del
85 % para la selección con cortes en la forma de la cascada, y del 90 % en la selección con el BDT.
5.2.2. Confusión de Carga
La confusión de carga es junto con el fondo de protones la mayor fuente de contaminación de la
muestra de rigidez positiva. La confusión de carga se define como la fracción de sucesos que tienen
asignada de forma errónea el signo de la rigidez:
C = N(Sign[R
rec · Rtrue] = −1)
Ntot
. (5.5)
La confusión de carga se ha estudiado a partir de simulación MC y datos de prueba de haz (TB). En
estas muestras se identifican dos orígenes de confusión de carga. El primero (spillover) está asociado
a la resolución del Tracker, la cual aumenta con la energía, y a la dispersión múltiple. El segundo se
debe a la presencia de trazas secundarias, esencialmente rayos delta generados en la zona superior del
TOF y el TRD, que producen malas asociaciones de los hits de la traza. El primero se caracteriza por
momentos altos |P | ≥ E y el segundo por momentos bajos |P | ≪ E.
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Figura 5.2: Confusón de carga por spillover en simulación MC (Izquierda). Confusión de carga por trazas
secundarias en la muestra con R>0 de electrones de TB a 100 GeV (Derecha).
En la figura 5.2 se muestran los dos mecanismos de confusión de carga en MC y TB, por spillover
y por presencia de trazas secundarias respectivamente. Como se aprecia en la figura izquierda, la
confusión de carga se debe puramente a un efecto de resolución del Tracker. En la figura izquierda
pueden observar ambos mecanismos de confusión de carga usando la carga de la parte inferior del
TOF.
El nivel de confusión de carga se puede reducir con cortes en E/|P|, y exigiendo calidad en la traza
reconstruida en el Tracker.
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Para este último punto se usa el χ2 de la traza en el plano de no curvatura (X). Los cortes utilizados
son:
1. 0.75 <E/|P| <5
2. χ2X <10
Para estimar el nivel remanente de confusión de carga en la muestra de rigidez positiva, se ha utili-
zado una simulación Monte Carlo, validada con datos de pruebas de haz. Para ello se han seleccionado
diferentes configuraciones de planos del Tracker, los cuales presentan diferentes niveles de confusión
de carga debido esencialmente a la diferencia en el brazo de palanca que ejercen cuando hay un plano
externo (Plano 1 o 9) en la reconstrucción de la traza. La muestra puede por tanto separarse en las
siguientes seis muestras exlusivamente independientes.
Layers
In P1 Out of P1
Acc. Acc.
Inner 2.9 % 9.3 %
Inner + P1 10.1 % -
Inner + P9 9.2 % 34.0 %
Inner + P1 + P9 34.5 % -
Cuadro 5.1: Fracción de sucesos para las categorías del Tracker usadas en el análisis.
La confusión de carga se parametriza para cada categoría del Tracker. La confusión de carga
global se obtiene a partir de éstas, usando una media ponderada. Dada la inclinación del espectro, la
confusión de carga es pesada en cada intervalo de energía por el espectro de electrones. La confusión
de carga promediada para las dos selecciones del calorímetro se muestran en la figura 5.3. El nivel de
confusión de carga en estos análisis es de O(10−3) a energías hasta 100 GeV y O(10−2) a energías
superiores.
Una vez se tiene la pureza, y la confusión de carga, los fondos de protones y electrones se pueden
estimar para cada análisis simplemente como Npbkg = (1 − P) · Nobse+ y Nelebkg = C · Nobse− . Estas
estimaciones indican que el fondo dominante es el de electrones (Fig. 5.4). A energías por encima de
100 GeV el fondo de protones comienza a aumentar como consecuencia del cambio de régimen de
operación del TRD.
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Figura 5.3: Parametrización de la confusión de carga a partir de simulación MC y datos de TB para las dos









































Figura 5.4: Numero de positrones observados y corregidos por el fondo de electrones y protones en el análisis
de contaje de sucesos. BDT (Izquierda) y Forma de la Cascada (Derecha).
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5.3 Determinación de la Fracción de Positrones con el Contaje de Sucesos
5.3. Determinación de la Fracción de Positrones con el Contaje
de Sucesos
La fracción de positrones se determina simplemente contando los eventos que pasan los cortes de
selección. Estos eventos son corregidos por los fondos residuales de protones y electrones descritos
en la sección 5.2. Se ha determinado la fracción de positrones para cada categoría del Tracker. Las
fracciones de positrones para cada una de las configuraciones son mutuamente compatibles dentro del
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Inner + P1 + P9 excluded


























Inner + P1 + P9
Inner + P9 out of P1
Figura 5.5: Izquierda: Fracción de positrones por categoría del Tracker. Centro: Fracción de positrones eli-



































































Figura 5.6: Izquierda: Fracción de positrones para las dos selecciones calorimétricas. Derecha: Error estadís-
tico relativo y cociente de los errores estadísticos σstat para las dos selecciones.
La fracción de positrones se obtiene con una media ponderada las fracciones de positrones en cada
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configuración del Tracker para las dos selecciones del calorímetro (Fig. 5.6). Los resultados con las
dos selecciones son compatibles dentro del error estadístico presentando una fracción de estadística
común del 80 %.
5.3.1. Estabilidad
Para estudiar la estabilidad del resultado, hemos realizado un muestreo variando los cortes de
selección del TRD y del ECAL. La fracción de positrones para un amplio grado de pureza se muestra
en la figura 5.7 antes y después de la corrección por el fondo de protones.
Purity (%)





































Figura 5.7: Izquierda: Fracción de positrones sin corregir en el último intervalo de energía. Derecha: Fracción
de positrones tras corregir por la contaminación de protones en el último intervalo de energía.
)-+e+/(e+e
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Figura 5.8: Izquierda: Fracción de positrones en el muestreo (statistical + systematic) y fluctuación esperada
por la fracción de muestra no común en el último intervalo de energía. Derecha: Error sistemático
asignado a la selección y extracción del fondo de protones para las dos selecciones calorimétricas.
El error sistemático ha sido estimado usando un toy Monte Carlo para separar las contribuciones
púramente estadísticas de las sistemáticas en la dispersión de la fracción de positrones (Fig. 5.8). En
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5.4 Determinación de la Fracción de Positrones con el Ajuste a Distribuciones de
Referencia
la figura 5.8 se muestra el error sistemático por la selección y extracción del fondo de protones para
las dos selecciones calorimétricas. La contribución al error total es pequeña y en el rango de más alta
energía no supera el 4 %.
5.4. Determinación de la Fracción de Positrones con el Ajuste a
Distribuciones de Referencia
El método de ajuste a distribuciones de referencia constituye una optimización del método de
contaje. La razón es que el análisis de la fracción de positrones está dominado por el error estadístico,
de modo que la forma de optimizar el análisis es aumentar la estadística. Un modo de aumentar la
estadística es relajar los cortes de selección. El poder de separación e-p del calorímetro y el detector de
radiación de transición permite realizar la medida de la fracción de positrones incluso en condiciones
de pureza baja.
TRD Likelihood e-p
































Figura 5.9: Izquierda: Ejemplo de ajuste a una plantilla del likelihood del TRD seleccionando con E/|P| y
BDT. Derecha: Fracción de positrones para el muestreo en el BDT usando la distribución del
Likelihood del TRD como plantilla.
Para determinar el número de positrones y electrones, se realiza un ajuste a los datos en una
distribución, BDT o TRD, usando plantillas de referencia para la señal y el fondo. La normalización
de las plantillas se escala en el ajuste, de modo que se obtienen las contribuciones relativas de señal
y fondo en datos en cada intervalo de energía. Para garantizar una mínima pureza, la muestra es
seleccionada exigiendo compatibilidad entre energía y momento, y un corte de selección en la variable
no usada en el ajuste (TRD o BDT) como se muestra en la sección 5.1. Las plantillas se obtienen a
partir de datos de vuelo, electrones para la señal y protones para el fondo, usando cortes estrictos en
el TRD, BDT y E/|P|, dependiendo del análisis. El efecto de la limitada estadística de las plantillas se
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estudia dejando fluctuar las plantillas en el ajuste dentro de su error de Poisson.
Los resultados que se presentan están basados en ajustes realizados con la plantilla del TRD. Se
ha realizado un muestreo variando el corte de selección del BDT, y por tanto la pureza y eficiencia,
y las muestras con las que se han construido las plantillas. No se observa correlación entre el χ2 , la
fracción de positrones y el número de positrones seleccionados (Fig. 5.10).
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Figura 5.10: Fracción de positrones frente al χ2 reducido del ajuste (izquierda) y número de positrones
(derecha). χ2 reducido del ajuste para cada intervalo de energía usando el BDT y el Likelihood
del TRD como plantilla.
Para verificar que el resultado de la fracción de positrones no está en la cola de la distribución,
tomamos el valor central de la distribución de la fracción de positrones en el muestreo. Los resultados
tras la substracción del fondo de electrones se muestran en la figura 5.11 para las dos selecciones del
































































Figura 5.11: Izquierda: Fracción de positrones para las dos selecciones calorimétricas. Derecha: Error esta-




Se han considerado diversas fuentes de error sistemático. En particular, en esta sección se estudian
sistemáticos asociados a la estimación de la confusión de carga, a la asimetría en la aceptancia de
electrones y positrones, a la rigidez de corte geomagnético y a la migración de eventos entre intervalos
de energía adyacentes.
5.5.1. Confusión de Carga
Hemos estudiado la contribución al error sistemático causada por la substracción de electrones por
confusión de carga. Para ello hemos calculado la fracción de positrones en muestras con niveles muy
diferentes de confusión de carga y con correcciones muy diferentes, usando diferentes configuraciones
del Tracker (Fig. 5.5). Los resultados de las muestras disjuntas, son compatibles con fluctuaciones
estadísticas.
Por otro lado, la confusión de carga ha sido estudiada con muestras de pruebas de haz y con
simulación MC. Usamos una parametrización de la CC para cada configuración del Tracker. La in-
certidumbre en estas parametrizaciones, las cuales contienen discrepancias entre estimaciones de la












































































































Inner + P9 out of P1
Figura 5.12: Incertidumbre en la confusión de carga para cada configuración del Tracker, para la selección
con BDT.
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Figura 5.13: Error sistemático en la confusión de carga en las dos selecciones calorimétricas.
5.5.2. Asimetría en la Aceptancia
En todo el análisis de la fracción de positrones se ha asumido que la aceptancia de positrones y
electrones es la misma. Para validar esta hipótesis, usamos electrones y positrones de vuelo y estudia-
mos su dependencia con las coordenadas polar y azimutal locales. La fracción de positrones muestra
una modulación a lo largo de la coordenada φ. No se observa dependencia en el ángulo polar. Esta
dependencia se debe a la diferente aceptancia diferencial entre electrones y positrones en φ, debida a
un efecto puramente geométrico del Tracker en conjunto con el campo magnético.
La dependencia de e+/e− con φ disminuye con la energía, y con el ángulo polar (Fig. 5.14).
Seleccionando partículas con incidencia normal (cos(θ) < −0,99), y la muestra complementaria
(cos(θ) ≥ −0,99) vemos que las fracciones de positrones son estadísticamente compatibles lo que
nos indica que el error sistemático debe ser pequeño.
En caso de simetría azimutal, la modulación de la fracción estaría compensada, dado que el déficit
o exceso de electrones y positrones se equilibraría a lo largo de φ. Sin embargo, debido a pequeñas
ineficiencias en algunos ladders del Tracker, este no es perfectamente simétrico, produciendo una
pequeña descompensación. Esta descompensación se puede evaluar asumiendo que la modulación de
la fracción está descrita por PF (φ) = K +α · sinφ donde el valor medio K es el valor de la fracción
de positrones en caso de simetría azimutal. Asignamos toda diferencia entre este valor medio y el valor
de la fracción de positrones medida a un sistemático debido a la asimetría en la aceptancia geométrica.



































E:2.50 - 4.00 GeV
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E: 4.00 - 6.50 GeV
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Figura 5.14: Izquierda: Dependencia en φ y θ para electrones y positrones en coordenadas locales. Centro:
Fracción en función de φ a diferentes intervalos de energía para diferentes ángulos fiduciales
en θ. Derecha: Compatibilidad estadística entre la muestra de incidencia normal cos(theta) <
−0,99 y cos(theta) ≥ −0,99
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E: 3.75 - 4.55 GeV
φ sinα) = k + φK from fit to a PF (




















Figura 5.15: Izquierda: Fraccción diferencial en la coordenada φ. Fracción promedio en el caso de simetría
en la aceptancia (rojo) (red) y fracción medida (azul). Derecha: Error sistemático debido a una
asimetría en la aceptancia.
5.5.3. Rigidez de Corte
En el análisis se ha aplicado un corte de selección para suprimir el fondo de partículas con una
rigidez por debajo de la rigidez de corte. Dada la dificultad del cálculo de la rigidez de corte, se
ha aplicado un factor de seguridad del 30 % sobre la rigidez de corte pero un remanente de este
fondo podría dar lugar a un error sistemático que estudiamos en esta sección. Para ello se estudia la
37
5 Medida de la Fracción de Positrones
dependencia de la fracción con las coordenadas geográficas a diferentes intervalos de energía (Fig.
5.16). Como se ve en la figura 5.16, la fracción de positrones en función de (θ, phi) es compatible con
fluctuaciones estadísticas.
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Prob   0.4202
Constant  2.20± 35.63 
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Sigma    
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Figura 5.16: Izquierda: Mapa en coordenadas geográficas de la fracción de positrones integrada. Centro:
Desviaciones respecto al valor medio de la fracción (PFθφ − 〈PF 〉)/σPF en el intervalo de




En la figura 5.17 se muestra el error estadístico y sistemático de cada uno de los cuatro análisis
de la fracción de positrones. El error sistemático es calculado como la suma en cuadratura de cada
una de las contribuciones estimadas para cada análisis. El error estadístico es el más relevante en todo
el rango de energías desde 10 GeV. A energías inferiores, el error total está dominado por el error
sistemático debido a la asimetría en la aceptancia.
Los cuatro análisis son compatibles entre si, dentro del error estadístico de la fracción de eventos
no comunes. De ellos, el análisis de mayor precisión es el análisis de ajuste a plantillas, usando la


































Template Fitting Method and BDT Selection
Statistical Error
Systematic Error
Figura 5.17: Error sistemático y estadístico para los cuatro análisis de la fracción de positrones.
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Event Counting method with BDT Selection
Event Counting method with Shower Shape Selection
Template fitting method with BDT Selection







































Figura 5.18: Error estadístico + sistemático para los cuatro análisis. La fracción de positrones de referencia
es el análisis de ajuste a plantillas con la selección del BDT (Izquierda). Resultado óptimo de
fraccción de positrones (derecha).
La fracción de positrones muestra un incremento de 10-250 GeV, que no es explicado por produc-
ción secundaria de positrones. Para extender la medida de la fracción de positrones a energías mayores
es necesario acumular más estadística. La razón es que los fondos de protones y de electrones son más
difíciles de controlar a energías más altas. Por un lado, el TRD entra en un régimen de operación
diferente, de modo que para mantener condiciones de pureza razonables, habrá que extraer al máximo
las capacidades de rechazo del calorímetro. Por otro lado, la falta de estadística implicará el uso de
simulaciones, tanto para el entrenamiento de los clasificadores, como para la contrucción de plantillas
para un análisis de ajuste a distribuciones de referencia. El fondo de electrones se puede reducir usan-
do configuraciones del Tracker con un mayor brazo de palanca, sin embargo, estas configuraciones
tienen una aceptancia menor que en el análisis actual, y por tanto reducirán la estadística disponible.
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6
Caracterizacio´n del Exceso de
Positrones
EN el capítulo 5 se ha descrito el análisis de la fracción de positrones, la cual presenta un incre-mento con la energía hasta 350 GeV no atribuible a un origen exclusivamente secundario. En
este capítulo se realiza un estudio en detalle del exceso. Se busca caracterizar la fracción de positrones
por su variación temporal, espacial y espectral. Se muestra la necesidad de la inclusión de fuentes
primarias para explicar el exceso con un modelo físico simple. Modelos físicos de Materia Oscura y
fuentes astrofísicas son usados para ilustrar este punto.
6.1. Dependencia Temporal de la Fracción de Positrones
Hemos buscado variaciones temporales en la fracción de positrones en diferentes rangos de ener-
gía y a diferentes escalas temporales. Para ello hemos dividido la muestra en diferentes intervalos
temporales ∆t y calculado para ellos el cociente e+/e− en cada intervalo de energía. Normalizamos
la fracción a su valor medio 〈e+/e−〉 y estudiamos la compatibilidad de ésta con un valor constante
(Fig. 6.1).
A energías E > 20GeV la fracción no muestra estructuras temporales a ninguna escala (Fig. 6.2).
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E: (6.10 - 7.40) GeV  t = 12.0 days∆
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Figura 6.2: Probabilidad del ajuste para cada intervalo temporal en cada intervalo de energía.
6.2. Estructuras espectrales
Para la búsqueda de estructuras en el espectro, se ha desarrollado un modelo sencillo para describir
los flujos de positrones y electrones. Asumimos que los flujos tienen dos contribuciones. Una contri-
bución difusa al espectro de e± que sigue una ley de potencias y una fuente primaria común para e±































Figura 6.3: Búsqueda de estructuras en la fracción de positrones.
Usando este modelo, como se muestra en la figura 6.3, no se observan estructuras en el espectro
a escalas de energía de la resolucón del ECAL. La búsqueda de estructuras espectrales a mayores
escalas se ha realizado mediante una implementación del método de Mariscotti (49), (46), (58), sin
embargo, no hay indicios de estructuras significativas.
6.3. Anisotropía
Las fuentes de rayos cósmicos primarios pueden inducir cierto grado de anisotropía en los flujos
de e± (19),(21). En AMS se ha realizado una búsqueda sistemática de anisotropías en la fracción de
positrones de 16 GeV a 350 GeV. Se ha calculado la fracción de positrones en diferentes intervalos
de energía y direcciones de llegada. Las fluctuaciones resultantes se calculan a diferentes escalas
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Figura 6.4: Mapas celestes que muestran las direcciones de llegada de positrones (derecha) y electrones (iz-
quierda) seleccionados a energías 16–350 GeV en coordenadas galácticas usando una projección
Hammer-Aitoff. Fluctuaciones relativas en la fracción de positrones e+/e− en coordenadas ga-
lácticas.
angulares de los que se obtienen límites superiores a sus amplitudes. Para ello, se construyen mapas
con las direcciones de llegada de e± en coordenadas galácticas (b, l) (Fig. 6.4). La dispersión en los
el número de eventos refleja la no uniformidad de la exposición del detector a lo largo de la órbita.
Se han construido las fluctuaciones relativas en la fracción e+/e− para cada rango de energía
y celda del enrejillado en coordenadas galácticas. La consistencia de las fluctuaciones con un valor
común se estudia por medio de un test χ2. Se observa un buen acuerdo a todas las energías, y no
se observan estructuras en las proyecciones a lo largo de la longitud y latitud galácticas (Fig. 6.4).








aℓm Yℓm(π/2− b, l),
donde re(b, l) es la fracción en las coordenadas (b, l), 〈re〉 el valor medio en el mapa, y aℓm las
amplitudes de los harmónicos esféricos Yℓm.
Obtenemos las amplitudes a escalas angulares fijas (dipolo l = 1, cuadrupolo l = 2 etc...) por
medio de una minimización χ2. No se observa ningún aℓm significativo a ninguna escala angular ni
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Los valores C1, C2 y C3 obtenidos son compatibles con fluctuaciones estadísticas a todas las
energías. En particular el coeficiente dipolar C1 es compatible con fluctuaciones estadísticas.
Figura 6.5: Izquierda: Amplitud a10 obtenida del ajuste a diferentes intervalos de energía junto con los con-
tornos 1σ, 2σ, 3σ. Derecha: Resultado para el coeficiente dipolar C1 junto con el nivel de ruido
al nivel de confianza de 68 %.
Es usual definir el parámetro de anisotropía dipolar como δ = 3
√
C1/4π . Dado que los paráme-
tros C1, C2 y C3 son consistentes con la hipótesis de isotropía, se obtienen límites a los coeficientes
del espectro de potencias angular Cℓ, y en particular para el parámetro δ (Fig. 6.6). Se obtiene un
límite δ < 0,030 en el rango entre 16 GeV y 350 GeV.
Figura 6.6: Límites superiores al parámetro de anisotropía dipolar δ al 95 % nivel de confianza en diferentes
intervalos de energía.
La estabilidad del resultado se ha verificado repitiendo el análisis con diferentes enrejillados en
coordenadas galácticas. Usando una rejilla con espaciado regular variando de 4x4 a 40x40 celdas no
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se observan diferencias apreciables en los resultados. El mismo análisis de ha realizado usando un
enrejillado adaptable a la exposición de AMS de nuevo sin diferencias apreciables.
6.4. Modelos Físicos
En esta sección se introducen algunos modelos físicos para proporcionar fuentes primarias de e±
que puedan describir la medida de la fracción de positrones. En particular se han considerado tres
escenarios. El modelo mínimo introducido en la sección 6.2, un modelo de fuentes astrofísicas y un
modelo de Materia Oscura. Para ello usamos la fracción de positrones óptima obtenida con el análisis
de plantillas y selección de BDT, usando los mismos intervalos de energía que en (7), y los datos del
flujo total de e+ + e− de AMS (13).
6.4.1. Modelo Mínimo
En este modelo asumimos que los flujos están descritos por una ley de potencias para el flujo
difuso, y una ley de potencias con una energía de corte para la fuente como ha sido introducido
en la sección 6.2. Este modelo nos describe la fracción de positrones mediante 5 parámetros, las
normalizaciones relativas e índices espectrales relativos para electrones y positrones. Para obtener los
índices espectrales absolutos y normalizaciones absolutas, se realiza un ajuste usando este mismo
modelo con el flujo total de e+ + e− de AMS. En la figura 6.7 se puede observar las contribuciones
al fondo difuso y fuente primaria para la fracción y flujo absoluto. Se ha variado el mínimo de energía





















Minimal Model: Diffuse Background






















AMS-02 Collaboration ICRC Procs. 2013
Minimal Model: Diffuse Background
Minimal Model:  Diffuse Background + Source
Figura 6.7: Modelo Mínimo. El flujo de electrones y positrones ha sido obtenido de (13)
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6.4 Modelos Físicos
La fracción de positrones no es consistente con un fondo difuso y requiere la inclusión de fuentes
primarias, las cuales estudiaremos a continuación. En las siguientes secciones se usará la predicción
para el fondo difuso correspondiente al modelo mínimo para el estudio de diferentes modelos de
fuentes primarias.
6.4.2. Materia Oscura
La Materia Oscura es un candidato muy atractivo para explicar el exceso de positrones observado.
En este capítulo consideramos un escenario de Materia Oscura genérico en el canal de aniquilación
τ τ¯ . Se ha realizado un muestreo en el espacio MDM − 〈σv〉. Los flujos resultantes se han usado para
realizar un ajuste global a la fracción de positrones y el flujo total e++e− a partir de 30 GeV (Fig. 6.8).
Para obtener buenos ajustes para candidatos con masas en la escala del TeV de energía, es necesario
secciones eficaces de aniquilación∼ 10−23cm3/s.
Figura 6.8: Ejemplo de ajuste a la fracción de positrones y flujo total para un candidato a Materia Oscura en
el canal τ τ¯ con una masa de 1.2TeV y 〈σv〉 ∼ 2× 10−23.
6.4.3. Púlsares
Entre los objetos estudiados capaces de producir cantidades suficientes de positrones de alta ener-
gía para producir distorsiones apreciables en el flujo esperado, los púlsares son los objetos más repre-
sentativos. En esta sección consideramos todos los púlsares recogidos en el catálogo ATNF descrito
en el capítulo 2. Se ha realizado un muestreo en las eficiencias de conversión en pares de cada púlsar
ηe± . Los flujos resultantes se han usado para realizar un ajuste global a la fracción de positrones y el
flujo total e+ + e− a partir de 30 GeV (Fig. 6.8). En la figura 6.9 se muestra el resultado del muestreo
para ajustes con un χ2/ndof < 2. En todos ellos, los púlsares que más contribuyen dada su edad
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y distancia son Monogem y Geminga. Los mejores ajustes se obtienen con eficiencias en Monogem
∼ 4% y Geminga∼ 16%.















/ndof=0.73 (@ E>30 GeV)2χATNF Pulsars model  
/ndof<2 @ E>30 GeV)2χATNF Pulsars model random scan (
/ndof=0.78)2χ] (-1s3v>=2E-23cmσ [M=1200 GeV <-τ+τ ->χχ
 U.L. 95% C.L.δAMS-02  
Figura 6.10: Anisotropía esperada en los modelos descritos en el texto, comparado con los límites superiores
al 95 % nivel de confianza.
La anisotropía esperada en la fracción de positrones se puede obtener a partir de las anisotropías
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individuales de los flujos δ+, δ− y del valor de la fracción de positrones r.
δratio ≃ (1 − r) · δ+. (6.3)
Usamos esta aproximación para estimar el grado de anisotropía dipolar que esperamos de las fuen-
tes de púlsares y Materia Oscura. Para los escenarios considerados la fracción de positrones muestra
anisotropías cercanas a 10−2 a energías O(100GeV ) en el modelo de púlsares, y ∼ 10−3 en el caso
de Materia Oscura. Los límites actuales a δ son consistentes con ambos mecanismos de producción.
6.4.5. Interpretación de Modelos Físicos en el Marco del Modelo Mínimo
Dentro de las incertidumbres del modelo, el modelo mínimo define el fondo difuso y la fuente
primaria que describen los datos. Por tanto, el modelo mínimo proporciona un método de contraste
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Figura 6.11: Izquierda: Fuentes del modelo mínimo junto con dos fuentes astrofísicas de positrones nor-
malizadas a 60 GeV. Derecha: Fuentes del modelo mínimo junto con fuentes provenientes de
modelos físicos como se describe en el texto.
En la figura 6.11 se muestra la predicción del modelo mínimo para la fuente primaria a una y dos
sigmas de nivel de confianza, junto con los modelos físicos de referencia tratados en este capítulo.
La comparación de las contribuciones individuales de pulsares con la predicción del modelo mínimo
muestra que Geminga se ajusta a las características de la fuente primaria observada en el modelo
mínimo.
Se observa un buen acuerdo con el modelo mínimo para las fuentes físicas de Materia Oscura y




Este trabajo se ha centrado en la medida de la fracción de positrones en el rango de energía 2-350
GeV con los datos tomados por el detector AMS-02 en la estación espacial internacional, y un estudio
fenomenológico de las implicaciones de su incremento con la energía.
El canal de positrones es una ventana privilegiada para el estudio de nuevos fenómenos físicos.
Esto es debido a que el un escenario estándar de rayos cósmicos, no hay fuentes primarias de anti-
materia y las abundancias observadas son atribuidas a un origen secundario. El estudio del canal de
positrones se facilita introduciendo la fracción de positrones, el cociente del flujo de positrones y el
flujo de electrones mas positrones. La fracción de flujos tiene la característica de que bajo la hipótesis
de igualdad de aceptancias entre electrones y positrones, el cociente de flujos se reduce al cociente de
número de sucesos observados. Asimismo, gran parte de los errores sistemáticos se cancelan dando
por tanto una medida muy robusta.
Experimentos previos a AMS indicaban un aumento de la fracción de positrones con la energía que
no podía ser explicado por la teoría estándar de producción y propagación de rayos cósmicos. AMS es
por tanto, un experimento ampliamente esperado que está produciendo con estadística sin precedentes,
la medida más precisa hasta la fecha de la abundancia de positrones en los rayos cósmicos.
El principio de la determinación de la fracción de positrones es contar electrones y positrones. La
muestra de rigidez negativa está compuesta de electrones con contaminación despreciable. La muestra
de rigidez positiva, está compuesta por positrones con una pequeña contaminación de protones y
electrones por confusión de carga. El primer fondo es reducido con tres subdetectores, el ECAL,TRD
y Tracker. El segundo se puede acotar exigiendo una buena traza reconstruida en el Tracker.
El ECAL y TRD están diseñados para rechazar protones de e± de forma independiente. En con-
junto con el Tracker, presentan un poder de rechazo a protonesO(107), suficiente para garantizar una
muestra pura de positrones a energías bajas e intermedias, y con una contaminación baja al nivel del %
a las energías más altas, preservando una eficiencia O(80 − 90%). El poder de separación de los
detectores individuales junto con su descorrelación, permite maximizar el error estadístico, incluso
en situaciones de pureza bajas, mediante un análisis de ajuste a distribuciones de referencia. De este
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modo, se optimiza el análisis, al ser el error estadístico el error dominante en el análisis.
El control del fondo hadrónico con el calorímetro se realiza con dos selecciones, un boosted decis-
sion tree y una selección basada en variables que describen la forma de la cascada. En conjunto con el
Tracker, estas selecciones proporcionan un factor de rechazo a protones O(103 − 104). La selección
con el TRD se realiza por medio de un estimador de máxima verosimilitud, likelihood, el cual propor-
ciona un factor de rechazo de O(103 hasta 300 GeV. El estudio de estos clasificadores se ha realizado
con datos de vuelo usando muestras de control para la señal (electrones) y el fondo (protones). Estas
muestras pueden ser obtenidas a partir de datos de vuelo gracias a la redundancia que aportan el TRD
y el ECAL. A su vez, usamos estas muestras como distribuciones de referencia para un análisis de
plantillas para determinar la fracción de positrones.
La pureza de la muestra en un análisis de contaje de sucesos es evaluada a partir de datos de vuelo,
y en el rango de energía más alto es del 90 %. La confusión de carga se determina a partir de una
simulación Monte Carlo validada con datos de prueba de haz. El cálculo se realiza para diferentes
configuraciones del Tracker, cada una con niveles de confusión de carga característicos, los cuales per-
miten identificar configuraciones patológicas. Los cuatro análisis de la fracción de positrones muestran
buen acuerdo, los cuales son consistentes con una fracción de positrones que aumenta con la energía
en el rango 10-300 GeV.
Se han considerado diversas fuentes de errores sistemáticos. Incertidumbre en las distribuciones de
referencia, en el cálculo de la confusión de carga, en la selección y procedimiento de ajuste, asimetrías
en la aceptancia, e incertidumbre en la rigidez de corte geomagnético. El error sistemático debido a la
confusión de carga y a la selección son las fuentes de error sistemático dominantes a altas energías. A
baja energía, la asimetría en la aceptancia es la fuente dominante de error sistemático.
El error sistemático domina a bajas energías E < 10GeV. A energías mayores, el error estadístico
es la mayor contribución al error total. El análisis que proporciona el mejor error total es el análisis de
ajuste a plantillas con la selección del BDT.
La fracción de positrones muestra un incremento con la energía de 10 GeV a 300 GeV. Una
inspección detallada de la fracción de positrones muestra la ausencia de estructuras, tanto temporales
como espaciales y espectrales a ninguna escala.
En particular, el estudio de las direcciones de llegada de positrones y electrones nos da un l’imite en
la anisotropía observada. En particular, se han obtenido límites en la anisotropía de e+/e− (δ < 0,03
95 % nivel de confianza para energías entre 16-350 GeV).
Todas estas propiedades revelan la existencia de nuevos fenómenos físicos. Varios modelos físicos
son usados para ilustrar este punto.
La fracción de positrones es consistente con un modelo simple que describe los flujos por una
componente difusa más una componente primaria común a electrones y positrones. Usamos un modelo
de Materia Oscura y un modelo de púlsares para validar la hipótesis de fuentes primarias de e±.
La dificultad de discriminar ambos escenarios sugiere complementar el estudio con medidas en
múltiples canales y en el caso de fotones, en múltiples frecuencias. Asimismo, es necesario extender
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el rango cinemático de la medida con una medida de mayor precisión.
Igualmente, se muestra que el estudio de anisotropías en el espectro puede proveer un modo de
diferenciar ambos escenarios. En el modelo de púlsares se han considerado todos los púlsares recogi-
dos en el catálogo ATNF. La contribución al flujo local de e± está dominada por púlsares cercanos,
Geminga y Monogem, los cuales deben tener eficiencias de conversión en pares O(10%). Es notable
que estos púlsares yacen aproximadamente en la misma dirección de modo que producen un efecto
de apilamiento en la anisotroía esperada. Se ha sido estimado que la anisotropía producida por estos
objetos está al nivel de 103 en el espectro de e+ + e− y cercana a 102 en e+.
Para el escenario de Materia Oscura, consideramos un WIMP genérico que se aniquila en canales
leptónicos, para satisfacer las restricciones impuestas en el canal de antiprotones. Los mejores ajustes
son producidos por aniquilaciones en τ τ¯ para masas en el rango del TeV. Las secciones eficaces de
aniquilación han de ser en este caso 〈σv〉 ≃ 10−23, es decir, entre 2-3 órdenes de magnitud mayores
que el valor canónico para una reliquia térmica. Aunque hay ciertos escenarios en los que este aumen-
to puede ser posible, medidas en rayos γ imponen cada vez restricciones más estrictas a secciones
eficaces de esa magnitud.
El nivel de anisotropía esperado por una fuente de Materia Oscura es aproximadamente un orden
de magnitud inferior al de una fuente astrofísica estándar. Por tanto, la medida de una anisotropía
podría ser una indicación de que un objeto astrofísico es el responsable de las anomalías en el espectro
de e±. Entre todos los canales posibles para observar una anisotropía significativa, el óptimo es el
canal de positrones dado el bajo fondo isótropo. En particular, las fuentes propuestas producen una
anisotropía compatible con los límites en δ.
La medida de la fracción de positrones de AMS-02 es el comienzo de una nueva era de medidas
de precisión en el espacio. La medida de la fracción de positrones puede ser explicada por una fuente
de Materia Oscura y por fuentes astrofísicas, sin embargo, sin poder rechazar la hipótesis de Materia
Oscura, una fuente astrofísica como pueden ser los púlsares parece ser la opción más plausible. Ciertas
signaturas pueden ayudar a distinguir entre los diferentes escenarios. En particular, AMS extenderá el
rango de energía en la medida de la fracción de positrones aproximandose al rango del TeV. Una caída
abrupta en la fracción de positrones podría constituir un poderoso indicio a favor de una interpretación
de Materia Oscura.
Para poder extender el rango de energía, es necesario acumular más estadística. La razón es el
control de los fondos de protones y electrones. Por un lado, el cambio de régimen del TRD puede
suplirse parcialmente maximizando las capacidades del calorímetro, sin embargo, a altas energías
donde la estadística es limitante, el análisis tendrá que apoyarse en simulación Monte Carlo, tanto
para la construcción de distribuciones de referencia como para el entrenamiento de los clasificadores.
Por otro lado, la confusión de carga debido a la resolución del Tracker tendrá que ser acotada usando
configuraciones del Tracker con una alta MDR, por tanto reduciendo la estadística disponible.
La sensibilidad a una posible anisotropía aumentará como consecuencia de una mayor estadística.
AMS estará operativo durante todo el tiempo de vida útil de la ISS, tiempo suficiente para aumentar
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la sensibilidad %, y estando por tanto en la situación de discriminar entre diferentes modelos físicos.
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Summary
The study of Cosmic-Rays has proved to be of utmost importance in the understanding of the pro-
cesses that govern our galaxy and has became a privileged field for the discovery of new physics.
The current availability of precision measurements in a number of recent experiments such as
PAMELA or Fermi, and in particular AMS-02, has provided a unique opportunity to challenge the
theoretical framework that builds our comprehension of Nature. Certainly, the recent advent of new
data on Cosmic-Ray electrons and positrons has raised disagreements with our current knowledge
of production and propagation of Cosmic-Rays. The observation of an excess in the Cosmic-Ray
electron spectrum has triggered enormous efforts to understand the origin of this anomaly, both
from the theoretical and experimental points of view.
In this context, AMS is a long awaited program, that among other objectives, will provide the
most accurate measurement of the Cosmic-Ray electron spectrum, making possible to investigate a
fundamental open question in particle astrophysics: the physical nature of the Dark Matter content
of our galaxy.
This thesis contributes towards this direction from two complementary perspectives:
• From a purely phenomenological point of view, a method to discriminate an exotic contribu-
tion to the Cosmic-Ray electron spectrum from an astrophysical one is presented.
• A detailed analysis of the positron fraction with the AMS-02 detector has been carried out,
providing the most precise measurement to date in the energy range of 2-350 GeV.
The positron channel provides a privileged window to search for new phenomena. This is pos-
sible because in the standard picture of cosmic rays, there are no primary sources of CR antimatter
and observed abun dances of positrons are attributed to a secondary origin. To study the positron
channel, it is convenient to introduce the positron fraction, which is the ratio of the the positron
to electron plus positron fluxes. The positron fraction determination has the advantage that under
the assumption of equal acceptance for positrons and electrons, the computation of the ratio of the
i
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fluxes is reduced to the ratio of the observed number of events. Moreover, many of the systematic
effects cancel out hence providing a robust measurement.
Experiments prior to AMS have already pointed out the observation of a raise with the energy
of the positron fraction that can not be explained in a conventional picture of CR production and
propagation. AMS-02 is thus a long awaited program that is already providing with unprecedented
statistics, the most accurate measurement to date of the positron abundance in CR.
The basis of the determination of the positron fraction is to count positrons and electrons. The
negative rigidity sample, is a nearly background free sample of electrons, and the positive rigidity
sample yi elds the positron component with a small contamination of protons (which amounts for
the 88% of the CR abundance), and electrons reconstructed with a positive rigidity. The former one
is handled with three subdetectors, the ECAL, the Tracker, and the TRD. The latter is constrained
demanding a good track reconstruction in the Tracker.
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Figure 1: Signal and Background samples for the selection cuts: (a) Moliere Radius cut of shower shape
selection. (b) BDT (c) TRD Likelihood.
The ECAL and TRD are designed to reject protons from e± independently. In conjunction with
the Tracker, it provides a rejection power of O(107), which ensures a nearly background free s
ample of positrons at intermediate energies and proton contamination at the highest energies at the
% level with a very high signal efficiency. The individual separation power of the subdetectors and
their mutual independece, allows to maximize the statistical error even in conditions of low purity,
carrying out a template-based analysis. In this way, the analysis is optimized as the statistical error
dominate s the overall error.
Two calorimeter selections are used to suppress the hadronic background, a boosted decision
tree, and a shower shape cut-based selection which in conjunction with the Tracker, provide a re-
jection power O(103 − 104). The TRD selection is performed using a likelihood estimator which
provides a rejection power O(103) up to 300 GeV. The performances of these classifiers are studied
with flight data, using con trol data samples. The control data samples can be obtained from flight
data electrons using the redundancy for e-p separation of the ECAL and TRD. In turn, this control
ii
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Figure 2: (a) Rejection power of ECAL + Tracker + TRD. (b) Proton contamination estimation for the BDT
selection.
The determination of the positron fraction is performed with four different analysis. We use
the two ECAL classifiers and two procedures to evaluate the positron fraction: an event-counting
method and a template-fitting method.
The purity of the sample in the event counting analysis is estimated from flight data, which
we evaluate to be above 90% at the highest energies, taking advantage of AMS-02 redundancy for
hadron rejection. The charge confusion is calculated from a MC simulation, which has been val-
idated with TB data. In addition to this, the analysis have been performed on individual Tracker
patterns, each one with very different level of charge confusion, thus allowing for the identifica-
tion of pathological configurations. We find good agreement between the four analysis, which are
consistent with a steady rise of the positron fraction starting from about 10 GeV up to 300 GeV.
Several effects have been considered in the estimation of systematic errors. Uncertainty on the
input spectra for the template building, uncertainty on the charge confusion estimation, the selection
and fit procedure, bin to bin migrations, asymmetry in the detector acceptance and geomagnetic
cutoff. Among them, the uncertainty on the charge confusion and in the selection procedure have
been found to be the dominant sources of systematic uncertainty at high energies. At low energies,
asymmetry in the det ector acceptance is the major source of systematic error.
The systematic error dominates at the very low energies, up to 10GeV. At higher energies the
statistical error dominates the overall error. The analysis which provides the most accurate measure-








Event Counting method with BDT Selection
Event Counting method with Shower Shape Selection
Template fitting method with BDT Selection









































Figure 3: (a) Positron fraction statistical + systematic errors added in quadrature for the four analysis. The
reference PF fraction used in the ratio of errors is the one determined with the template fitting
method with BDT selection. (b) Optimal positron fraction result.
The positron fraction shows a steady raise with the energy from 2GeV up to 300 GeV. We
take a deeper insight into the positron fraction and the implications of the rise with the energy. We
have searched for temporal variations and spectral structures. No indications of spectral or temporal























Figure 4: (a) Search for structures with a minimal model for the flux. (b) AMS upper limits on the dipole
anisotropy parameter δ at the 95% confidence level on different energy ranges.
A study of the positron incoming directions and searches for anisotropies has been carried out.
From this study, upper limits on the e+/e− dipole anisotropy are obtained (δ < 0.03 95% C.L. for
iv
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energies above 16 GeV).
All these features together show the existence of new physical phenomena. Some physics mod-
els have been used to investigate it.
We find that the positron fraction is consistent with a very simple model of a diffuse e± spectrum
plus an additional primary component which produces electrons and positrons in equal number s.
In addition, some realistic models are used to validate the hypothesis of e± primary sources. In
particular, a Dark Matter and an astrophysical interpretation have been considered.
We illustrate the complexity to disentangle both scenarios by just looking at the spectra. In ad-
dition to multi-wavelength and multi-channel studies, we show the necessity of a larger kinematical
range and h igh precision measurements.
Likewise, the use of anisotropies in the cosmic ray e± spectra is proposed as a new tool to pin-
point the sources of the positron excess. A new calculation of the predicted anisotropy is described
for the pulsar and Dark matter sources.
For the pulsar scenario we consider all the gamma-ray pulsars collected in the ATNF catalog.
We find that contribution to the local e± flux is dominated by nearby young pulsars, Geminga
and Monogem, which should have spin-down conversion efficiencies at the 10% level in order to
contribute substantially to the reported excess.
Interestingly enough, both pulsars lie roughly in the same direction, which is opposite to the
galactic center, providing a stacking effect in the expected anisotropy. This has been estimated to
be at the few per-mil level in the e+ + e− spectra and at the per-cent level in the e+ spectra.
For the Dark Matter scenario, we consider a model-independent DM candidate annihilating in
leptonic channels as a result of the tight constraints already present in p¯. Best fits to the data are
obtained for DM mass in the TeV range with annihilating cross sections 〈σv〉 ∼ 10−23cm3/s which
are 2-3 order magnitude larger than what it is expected from a thermal relic. There are a number
of mechanisms that provide this large enhancements, however, although not ruled out yet, a DM
signature in these channels is being tightly constrained by γ ray measurements.
The degree of dipole anisotropy produced by a DM source is estimated, which is almost one
order magnitude inferior to the pulsar scenario. Thus, the measurement of an anisotropy could
be an indication that a n astrophysical object may be the responsible of the e+ anomalies. Many
channels can be used to search for anisotropies i.e. e+ + e−, e−, e+, e+/e−. From them, the most
sensibles are positrons as a result of lower isotropic backgrounds. We evaluate the potential imprint
in the incoming directions from these scenarios in the e+/e− which we find compatible with the
current limits on δ.
AMS-02 measurement of the positron fraction constitutes a new paradigm for precision mea-
surements in space. While dark matter interpretations of a positron fraction raise with the energy
becomes more and mor e tightly constrained, an astrophysical explanation turns to be pretty likely.
Potential signatures are at hand however. AMS will extend the positron fraction measurement ap-
proaching the TeV energy range. We ather a drop in the positron fraction will be observed or not
v
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will constitute a very powerful test favoring a Dark Matter interpretation.
In order to move to higher energies, it is necessary to collect more data. The main concerns to
extend the energy range are the control of the proton and electron backgrounds. On the one hand, the
change of the TRD operation regime can be partially overcome by fully exploiting the calorimeter
performances, however, at the highest energies where statistics are limiting, the analysis will rely
on MC simulation, both for the classifiers training as construction of the reference template for a
template-fitting analysis. On the other hand, while charge confusion due to secondary tracks can be
constrained, charge confusion due to spillover is intrinsic to the Tracker resolution and the only wa
y to deal with it will be to restrict the acceptance using Tracker patterns with a high MDR, however,
this will further reduce the available statistics.
Additional information may be provided by studying the positrons arrival directions. AMS will
be collecting data for the ISS livetime, time enough to enhance the sensitivity towards the % level,
thus being in the regime to discriminate between the models.
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