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Nutzten Menschen technische Werkzeuge zunächst um ihnen einzelne
Arbeitsschritte zu erleichtern, sind mit zunehmendem Fortschritt in im-
mer größeren Teilen der Berufswelt und des Alltags technische Systeme
in der Lage, die jeweilige Aufgabe des Menschen vollständig autonom
auszuüben. Die größte Hürde bei der Entwicklung autonomer Systeme
ist vor allem die zuverlässige Beherrschung der Variabilität und Kom-
plexität der Umgebung, in der die Systeme eingesetzt werden. Daher ist
zur Zeit in abgeschlossenen, kontrollierten Umgebungen wie Produkti-
onsstraßen der Automatisierungsgrad deutlich höher als z. B. in offenen,
weniger vorhersehbaren Umgebungen wie dem Straßenverkehr.
Damit ein System die ihm gestellte Aufgabe selbstständig bewältigen
kann, muss es zunächst alle nötigen Größen bestimmen, welche seine
Handlung beeinflussen könnten. Dies geschieht durch A-priori-Wissen,
welches der Entwickler fest vorgibt, direkt durch sensorische Messungen
oder indirekt durch Inferenz aus diesen. Die Gesamtheit dieser Größen
bildet dann das Weltbild bzw. Umfeldlagebild des Systems, welches die
Grundlage der Entscheidungsfindung ist, welche wiederum die nötigen
Stellgrößen für die Aktorik des Systems vorgeben muss, damit sich der
Wirkungskreis aus Umfeld, Wahrnehmung, Entscheidungsfindung und
Aktorik – einem Regelkreis entsprechend – schließt.
Da sowohl das Vorwissen zumeist unvollständig ist und auch die sen-
sorischen Messungen stets fehlerbehaftet sind, ist eine stochastische Her-
angehensweise vorteilhaft, so dass das System nicht ein konkretes Welt-
bild, sondern alle möglichen Weltbilder, jeweils mit einer zugeordneten
Wahrscheinlichkeit, betrachtet. Die konsequente Beibehaltung der sto-
chastischen Beschreibung bis in die Entscheidungsfindung ermöglicht es,
auch verschiedene Handlungsalternativen und deren Folgen gemäß der
Wahrscheinlichkeit ihres Eintretens und der damit verbundenen Risiken
zu bewerten. Dies ist vor allem nützlich, wenn die Unsicherheit bezüglich
1
1 Einleitung
des Weltbildes oder die Variabilität des Risikos bezüglich Änderungen
des Weltbildes besonders hoch ist.
Um in komplexen Umgebungen alle relevanten Größen des Umfeldes
zu erfassen, nutzen technische Systeme aus mehreren Gründen in zu-
nehmendem Maß multiple Sensoren und fusionieren deren Daten. Durch
konkurrierende Fusion (homogene Sensoren mit überlappendem Erfas-
sungsbereich) können die stochastischen Messfehler einzelner Sensoren
kompensiert werden, so dass eine höhere Präzision des Gesamtsystems
ermöglicht wird. Komplementäre Fusion (homogene Sensoren mit dis-
junktem Erfassungsbereich) ermöglicht eine Erweiterung des Wahrneh-
mungshorizontes des Systems. Die kooperative Fusion ermöglicht die Ex-
traktion neuartiger Information durch die gleichzeitige Betrachtung meh-
rerer Sensoren (z. B. Bestimmung des Einfallwinkels eines Audiosignals
mit einem Stereomikrofon). Die Fusion kann hierbei auf unterschiedli-
chen Abstraktionsniveaus stattfinden, wobei die Signalebene die nied-
rigste Stufe darstellt, auf der die rohen Sensorsignale verwendet werden.
Dadurch geht keinerlei Information verloren, aber der Verarbeitungsauf-
wand ist mitunter enorm, und teilweise ist eine Fusion auf dieser Ebe-
ne theoretisch unmöglich. Darüber angesiedelt ist die Merkmalsebene,
gefolgt von der Symbolebene als höchstes Abstraktionsniveau. Mit jeder
Abstraktionsstufe sinkt der Verarbeitungsaufwand, da eine Datenreduk-
tion stattfindet, weshalb aber auch stets Information verloren geht [80].
Die begriffliche Gliederung der Wahrnehmung in der Psychologie in
Exterozeption (die Wahrnehmung der Außenwelt) und Interozeption
(die Wahrnehmung des eigenen Körpers) lässt sich auch auf autono-
me Systeme anwenden. Die Interozeption ist nochmals unterteilt in Pro-
priozeption (Wahrnehmung der eigenen Pose und Bewegung) und Vis-
zerozeption (Wahrnehmung körperinterner Vorgänge). Hierbei ist für
das Beispiel des Automobils eine Entwicklung der Wahrnehmung von
der Anfangs reinen Viszerozeption (im Zuge der Überwachung des An-
triebsstranges) über Hinzunahme der Propriozeption (im Zuge von Si-
cherheitssystemen wie ESP) hin zur umfassenden Wahrnehmung inklu-
sive Exterozeption (mittels Kameras, Radar etc. für moderne Fahrerassis-
tenzsysteme) beobachtbar. Der nächste logische Schritt ist die Auswei-
tung der Wahrnehmung durch das Einbeziehen der Sensoren anderer
Verkehrsteilnehmer durch Kommunikation, sozusagen eine kooperative
Exterozeption. Es ist zu erwarten, dass hierdurch für den einzelnen Ver-
kehrsteilnehmer der Wahrnehmungshorizont erweitert wird und die Zu-
verlässigkeit der Wahrnehmung steigt.
2
1.2 Struktur der Arbeit
Während Systeme auf Basis der Propriozeption, wie ESP oder Navi-
gationssysteme, heutzutage Standard in Automobilen sind, erhalten Sys-
teme welche auch die Exterozeption miteinbeziehen erst nach und nach
Einzug ins Automobil. Diese Arbeit möchte einen Beitrag dazu leisten,
den nächsten Schritt hin zur kooperativen Exterozeption zu gehen, wobei
das Augenmerk darauf liegt, die relevanten Verkehrsteilnehmer wahrzu-
nehmen und deren Zustände zu schätzen. Dies bildet die Grundlage für
zukünftige Fahrerassistenzfunktionen oder gar autonomes Fahren. Ein
großes Manko der methodischen Ansätze, die man auf diese erweiter-
te Aufgabenstellung übertragen kann, ist die fehlende Berücksichtigung
der Unsicherheit bezüglich der Position der verschiedenen Sensorträger,
weshalb dieser Aspekt in dieser Arbeit in den Fokus gestellt wird.
1.2 Struktur der Arbeit
Die übrigen Kapitel dieser Arbeit gliedern sich wie folgt. In Kapitel 2
werden grundlegende mathematische Zusammenhänge wiederholt. Das
Kapitel 3 stellt den grundsätzlichen Ansatz der Bayes-Rekursion sowie
deren bekannteste analytische Lösung – das Kalman-Filter – vor, worauf-
hin Kapitel 4 die wichtigsten Methoden umreißt, um diesen Ansatz auf
praktische Anwendungen zu übertragen, in denen die restriktiven An-
nahmen des Kalman-Filters meist nicht erfüllt sind. Eine ebenfalls häu-
fig in der Praxis benötigte Erweiterung sind diskrete Zustandsgrößen,
z. B. um Systeme mit zeitlich stark variierender Dynamik zu beschrei-
ben, weshalb diese in Kapitel 5 behandelt werden. All diese Methoden
bilden die Grundlage für das Kapitel 6, welches das Hauptkapitel dieser
Arbeit darstellt. In ihm wird zunächst ein Rahmenwerk vorgestellt, wel-
ches in der Lage ist, Daten sowohl von stationären als auch mobilen so-
wie unsicher lokalisierten Sensoren zu fusionieren. Die hierfür benötigten
Mehrobjekt-Zustandsschätzer werden anschließend im Detail hergeleitet
und ein approximatives Messmodel vorgestellt, um zu implementierba-
ren Lösungen zu gelangen. Das Kapitel endet mit einer Simulation und
Evaluierung. Abschließend findet sich in Kapitel 7 eine Zusammenfas-




Diese Arbeit richtet sich auf Grund ihrer Natur als Abschlussarbeit an
zwei unterschiedliche Lesergruppen. Zum einen die Prüfer, welche vor
allem die eigene Leistung des Autoren klar erkennen und bewerten müs-
sen, zum anderen rein fachlich interessierte Leser, welche, ebenso wie der
Autor, einer klaren, stringenten Darstellung des Inhalts gegenüber einer
klaren Trennung von eigener und Vorarbeit den Vorzug geben dürften.
Auch wenn später verwendete und weiterführende Literatur stets an-
gegeben ist, soll in diesem Abschnitt klar herausgestellt werden, welche
Aspekte dieser Arbeit der Autor als eigene Leistung beansprucht und als
promotionswürdig erachtet.
Dies ist zunächst die Modellierung der Modus-Übergangswahrschein-
lichkeit mit Hilfe von Modell-Modus-Dichten in Kapitel 5, wodurch es
ermöglicht wird, A-priori-Wissen darüber, wann welches Bewegungsmo-
dell vorteilhafter ist, in die Zustandsschätzung mit einzubringen.
Des Weiteren die systematische Betrachtung der Unsicherheit des Sen-
sorträgerzustandes in Kapitel 6. Als einzige vergleichbare Arbeit ist dem
Autoren die Quelle [60] bekannt, welche ausschließlich das PHD-Filter
berücksichtigt. In ihr wird aber zunächst ein sehr unterschiedliches Sen-
sormodell angesetzt, um dann durch ein einfacheres ersetzt zu werden,
bei dem unklar ist, welche Annahmen es widerspiegelt. Als Ergebnis
wird für die Korrektur des Sensorträgerzustandes eine Formel präsen-
tiert, welche keinerlei Abhängigkeit von der Messung des exterozepti-
ven Sensors besitzt. Dies würde aber die Effektivität sämtlicher SLAM-
Methoden leugnen. Die dem Autor bekannten SLAM-Verfahren hingegen
betrachten im Gegensatz zu dieser Arbeit nur einen einzigen Sensorträ-
ger.
Nach Wissen des Autors ist dies auch die erste Arbeit, welche, durch
Einführung des Konzeptes eines Mengenvektors, eine Herleitung der
Korrekturgleichungen des JIPDA-Filters vollständig im Rahmen der Sta-
tistik endlicher Zufallsmengen leistet. In den Arbeiten [64, 66] wird die
Marginalisierung bezüglich der Assoziationshypothesen zwar anhand
von Plausibilitätsüberlegungen begründet, eine formale Herleitung ist
somit jedoch nicht gegeben. Die effiziente Berechnung der Assoziations-
Wahrscheinlichkeiten im JIPDA-Filter wurde vom Autor ebenfalls selbst-
ständig entwickelt, die Arbeiten von [36, 98] wurden ihm, erst im Nach-
hinein bekannt. Die Unterschiede werden in der hier kompakteren Her-
leitung und durchgehenden Matrix-Notation deutlich.
4
2 Mathematische Grundlagen
Dieses Kapitel fasst die wichtigsten mathematischen Grundlagen der spä-
teren Kapitel zusammen und soll dem Leser vor allem ein zu häufiges
Nachschlagen in weiterführender Literatur ersparen. Die Hauptquellen
für die hier zusammengefassten Aussagen sind [32, 43, 76, 79, 81, 104].
2.1 Grundlagen der Wahrscheinlichkeitstheorie
Die Wahrscheinlichkeitstheorie stellt Formalismen bereit, Vorgänge mit
zufälligem Ausgang mathematisch zu beschreiben. Fundamentale Kon-
zepte hierbei sind das Zufallsexperiment und die Zufallsgröße.
2.1.1 Zufallsexperiment
Ein Zufallsexperiment ist ein wiederholbarer Vorgang, dessen Ausgang
bei gleichen Randbedingungen jedoch ungewiss ist. Eine Zufallsgröße X
ist eine Variable, deren Wert durch den Ausgang eines Zufallsexperimen-
tes bestimmt wird.
Ergebnismenge und Ereignisse
Eine beliebige, nicht-leere Menge Ω, welche alle möglichen Ausgänge des
Zufallsexperimentes umfasst, heißt Ergebnismenge. Eine beliebige Teil-
menge a ⊆ Ω der Ergebnismenge heißt Ereignis; einelementige Ereignis-
se ω := {a ⊆ Ω : |a| = 1} heißen Elementarereignisse. Die Potenzmenge




Eine Menge von Ereignissen Σ = {ai} ist eine σ-Algebra auf Ω, wenn
folgende Bedingungen erfüllt sind:
Ω ∈ Σ , (2.1a)
a := (Ω \ a) ∈ Σ
∣∣a ∈ Σ , (2.1b)
a1 ∪ a2 ∈ Σ
∣∣a1, a2 ∈ Σ . (2.1c)
Zu jeder Ergebnismenge Ω lässt sich eine σ-Algebra Σ konstruieren. Das
geordnete Paar (Ω, Σ) bildet einen Messraum, wobei jedes Element von
Σ messbar ist.
Die kleinste σ-Algebra, welche die offenen Mengen von Ω enthält, heißt
Borel’sche σ-Algebra. Für den Spezialfall Ω = RD ist die Borel’sche
σ-Algebra die Menge aller offenen Quader
(a1, b1)× . . .× (aD, bD)
∣∣ (ad < bd) ∧ (ad, bd ∈ R) ∀d . (2.2)
Wahrscheinlichkeitsraum
Eine Abbildung P : Σ → [0, 1] heißt Wahrscheinlichkeitsmaß, wenn sie
folgende Bedingungen erfüllt:
P(Ω) = 1 , (2.3a)
P(ai ∪ ak) = P(ai) + P(ak)
∣∣ai ∩ ak = ∅ . (2.3b)
Wenn P ein Wahrscheinlichkeitsmaß ist, bildet das Tripel (Ω, Σ, P) einen
Maßraum und heißt Wahrscheinlichkeitsraum. Dieser stellt eine vollstän-
dige Modellierung eines Zufallsexperimentes dar, wobei P(a) die Wahr-
scheinlichkeit angibt, dass nach einer Durchführung des Zufallsexperi-
mentes X ∈ a gilt.
2.1.2 Zufallsgröÿe
Eine Zufallsgröße X ist eine messbare Funktion, welche einen Wahr-






X : Ω→ Ω′
∣∣ X−1(a′ ∈ Σ′) ∈ Σ , (2.4)
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ω ∈ Ω : X(ω) ∈ a′
}
(2.5)
bezeichnet. Mit dem Bildmaß
P′ := P ◦ X−1 : Σ′ → [0, 1] (2.6)
kann das der Zufallsgröße X zu Grunde liegende Zufallsexperiment
durch den zugehörigen Wahrscheinlichkeitsraum (Ω′, Σ′, P′) beschrieben
werden. Hierbei bezeichnet ◦ die Verkettung von Funktionen.
Reelle Zufallsgröÿen
Eine Zufallsgröße X mit Ω ⊆ RD heißt reell. Die ihr zugeordnete Ereig-
nismenge Σ ist die Borel’sche σ-Algebra auf Ω.
Diskrete Zufallsgröÿen
Eine Zufallsgröße X, deren Ergebnismenge höchstens abzählbar viele Ele-





d. h. die Wahrscheinlichkeitsfunktion
fX(ω) := P({ω}) : Ω→ [0, 1] (2.8)
legt P eindeutig fest.
Stetige Zufallsgröÿen





fX(x)dx ∀a ∈ Σ (2.9)




Wenn der Ausdruck X ≤ x sinnvoll definiert ist, heißt
FX(x) := P(X ≤ x) (2.10)
Verteilungsfunktion von X. Sie enthält dieselbe Information wie die
Wahrscheinlichkeitsdichte.
Häufig wird im Folgenden für eine bessere Lesbarkeit der Index zur
Kennzeichnung der Zufallsgröße weggelassen, solange dies zu keinen
Verwirrungen führt, so dass f(x) = fX(x) und F(x) = FX(x) gilt.
Ist für reelle Zufallsgrößen die zugehörige Wahrscheinlichkeitsdichte
oder Wahrscheinlichkeitsfunktion bekannt, so ist das zugehörige Wahr-
scheinlichkeitsmaß P eindeutig festgelegt. Daher wird im Folgenden zur
Charakterisierung einer Zufallsgröße deren Dichte verwendet, wobei die
Schreibweise
X ∼ fX(x) (2.11)
ausdrückt, dass X gemäß der Dichte fX(x) verteilt ist. Es wird angenom-
men, dass die zugehörigen Größen Ω und Σ sinnvoll ergänzt werden kön-
nen.
2.1.3 Zufallsvektor
Gegeben sei ein Wahrscheinlichkeitsraum (Ω, Σ, P), wobei Ω ⊆ RD.
Dann lässt sich die damit beschriebene Zufallsgröße X = [X1, . . . , XD]
T
als ein zufallsbehafteter Vektor bzw. Zufallsvektor interpretieren. Genau-
so gut kann man sich auch D skalare Zufallsgrößen Xd mit einer ge-
meinsamen Ergebnismenge vorstellen. Daher werden je nach Kontext für
Funktionen η die Schreibweisen η(x), η
(
[x1, . . . , xD]
T
)
und η(x1, . . . , xD)
gleichbedeutend verwendet.
2.1.4 Erwartungswerte und Momente




η(x) · fX(x)dx , (2.12)
wobei für nichtkategoriale, diskrete Zufallsgrößen die Integration durch
eine entsprechende Summation zu ersetzen ist.
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Es lässt sich leicht zeigen (Anhang E.1), dass der Erwartungswertope-
rator linear ist, d. h. mit a, b ∈ R gilt
E{a · η1(X) + b · η2(Y)} = a · E{η1(X)}+ b · E{η2(Y)} . (2.13)
Für η(X) = Xn spricht man vom n-ten Moment der Zufallsgröße X und
für η(X) = (X−E{X})n vom n-ten zentralen Moment.
Das 1. Moment wird oft einfach als der Erwartungswert von X bezeich-
net und entspricht dem Schwerpunkt der zugehörigen Wahrscheinlich-
keitsdichte. Das 2. zentrale Moment heißt Varianz und ist ein Maß für die
Streuung der Zufallsgröße um den Erwartungswert.





varianz cXY von X und Y.






= E{X}E{Y}T . (2.14)
2.1.5 Endliche Zufallsmengen
Ist eine mengenwertige Zufallsgröße X als eine messbare Abbildung eines
Ergebnisraumes Ω auf den Raum F (X ) endlicher Teilmengen von X ⊆
R
D definiert
X : Ω→ F (X ) , (2.15)
sind die Ausgänge des beschriebenen Zufallsexperimentes mengenwer-
tig und X ist eine endliche Zufallsmenge (EZM).
Um X vollständig zu charakterisieren, benötigt man eine Kardinalitäts-
verteilung genannte Wahrscheinlichkeitsfunktion pX(n) := P(|X| = n),
welche nur für n ∈ N0 nichtnegative Werte annimmt und die
Wahrscheinlichkeit angibt, dass X gerade n Elemente besitzt, so-
wie für alle {n : n ≥ 0∧ pX(n) > 0} eine Wahrscheinlichkeitsdichte
fX,n
([




, mit fX,0 := 1, welche die Verteilung der n Elemente
xi ∈ X beschreibt, für den Fall, dass |X| = n gilt. Damit lässt sich

















xT1 , . . . , xn
]T
in eine Menge x abbildet [63, 102, 104]. Da die
Reihenfolge der Elemente einer Menge keine Rolle spielt, ist offensicht-
lich, dass die fX,n symmetrisch bezüglich Permutationen der xi sein müs-
sen. Des Weiteren muss fX,n
([








Um den statistischen Zusammenhang zwischen verschiedenen Ereignis-





∣∣ak) := P(ai ∩ ak)P(ak) (2.18)
verwendet. Sie gibt die Wahrscheinlichkeit an, dass das Ereignis ai ein-
tritt, wenn das Ereignis ak eingetreten ist. Das Ereignis ai ∩ ak heißt Ver-
bundereignis.




bzw. die beiden durch ihn defi-
nierten Zufallsgrößen A und B und deren Dichten (sofern diese existie-
ren) lässt sich folgern
fAB(a, b) = fA|b
(
a
∣∣B = b) fB(b) = fB|a(b∣∣A = a) fA(a) . (2.19)
Häufig wird verkürzt f
(
a
∣∣b) für fA|b(a∣∣B = b) geschrieben.
Die Dichten fAB(a, b) und fB|a
(
b
∣∣A) heißen Verbund- bzw. bedingte
Dichte.
2.1.7 Stochastische Unabhängigkeit
Zwei Ereignisse ai und ak, bei denen das Eintreten des einen die Wahr-
scheinlichkeit für das Eintreten des anderen nicht beeinflusst, heißen sto-
chastisch unabhängig. Dies ist genau dann der Fall, wenn
P(ai ∩ ak) = P(ai) · P(ak) (2.20)




∣∣ak) = P(ai) (2.21)
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bzw. die beiden durch ihn defi-
nierten Zufallsgrößen A und B und deren Dichten (falls diese existieren)
folgt, sofern A und B statistisch unabhängig sind,





∣∣B = b) = fA(a) , fB|a(b∣∣A = a) = fB(b) . (2.23)
2.1.8 Marginalisierung





ai ∩ ak = ∅
∣∣i 6= k , (2.24b)
gilt















P(B ∩ ai) .
(2.25)
























∣∣B = b) fB(b)db (2.26b)
je nachdem, ob B diskret oder stetig ist. Die Dichte fA(a) bezeichnet man
als Marginal- oder Randdichte von A.
In Abb. 2.1 werden für eine zweidimensionale Zufallsgröße deren Ver-
bunddichte, Randdichten und die aus einer Unabhängigkeitsannahme

















Abbildung 2.1 Links: Verbunddichte einer zweidimensionalen Zufallsgröße
[X, Y] sowie die zugehörigen Randdichten. Rechts: Aus densel-
ben Randdichten resultierende Verbunddichte, wenn X und Y
als unabhängig voneinander angenommen werden. ( ) bezeich-
net jeweils max { fXY(x, y)}, ( ) bezeichnet 0.
2.2 Schätzwerte
Oft ist es nötig, die Information, die in einer Wahrscheinlichkeitsdichte
fX(x) enthalten ist, zu einem einzelnen Punkt x̂ zu verdichten. Dieser so-
genannte Schätzwert sollte möglichst charakteristisch für die zu Grunde
liegende Zufallsgröße sein.




Handelt es sich bei fX(x) um eine A-posteriori-Dichte (vgl. Abschnitt 3.2),
ist Gl. (2.27) der Maximum-a-posteriori-Schätzer (MAP-Schätzer).
Häufiger wird alternativ der Erwartungswert
x̂EAP := E{X} (2.28)
verwendet, da dieser die Eigenschaft besitzt, das erwartete Betragsqua-
















Abbildung 2.2 Eine Wahrscheinlichkeitsdichte mit markiertem EAP- bzw. MAP-
Schätzerwert.
Gl. (2.28) heißt Expected-a-posteriori-Schätzer (EAP-Schätzer), wenn
fX(x) eine A-posteriori-Dichte (vgl. Abschnitt 3.2) ist.
Für schiefe oder multimodale Dichten gilt im Allgemeinen x̂EAP 6=
x̂MAP, was in Abb. 2.2 verdeutlicht wird.
2.3 Normalverteilte Zufallsgröÿen
Die Normalverteilung spielt in der Stochastik eine herausragende Rol-
le, da die Wahrscheinlichkeitsdichte einer Summe unabhängig verteilter
Zufallsgrößen, laut den zentralen Grenzwertsätzen (vgl. z. B. [43]), unter
real häufig gegebenen Bedingungen, für eine steigende Anzahl an Sum-
manden gegen eine Normalverteilung konvergiert. Da zufällige Störun-
gen häufig als Überlagerung vieler unabhängiger Störquellen angesehen
werden können, ist die Normalverteilung ein oft gewählter Ansatz für
deren Modellierung. Des Weiteren lassen sich viele häufig benötige ma-
thematische Operationen wie Marginalisierung, Faltung etc. für normal-
verteilte Zufallsgrößen in geschlossener Form darstellen. Die für diese
Arbeit benötigten Aussagen über Normalverteilungen werden hier kurz
zusammengefasst.
2.3.1 Dichte der Normalverteilung
Die Wahrscheinlichkeitsdichte einer D-dimensionalen, normalverteilten







Tc−1(x−m) =: N(x; m, c) , (2.30)
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wobeiN(x; m, c) als Kurzschreibweise verwendet wird. Eine normalver-
teilte Zufallsgröße ist also durch ihre ersten beiden Momente vollständig
beschrieben. Ihre Wahrscheinlichkeitsverteilung ist nicht in geschlossener
Form berechenbar, aber es gibt eine Vielzahl an numerischen Näherungs-
verfahren.
2.3.2 Ane Abbildungen
Durch affine Transformation einer normalverteilten Zufallsgröße resul-
tiert wieder eine normalverteilte Zufallsgröße, und es gelten
X ∼ N(x; m, c)⇒ Z = aX + b ∼ N
(
z; am + b, acaT
)
, (2.31)
X ∼ N(x; m, c)⇒ Z = c−
1
2 (X−m) ∼ N(x; 0, i) , (2.32)





die Dichte einer χ2-verteilten Zufallsgröße mit D := dim(Z)
Freiheitsgraden bezeichnet.
Anstatt der Matrixwurzel c−
1
2 kann in Gl. (2.32) auch der inverse Cho-
lesky-Faktor s−1 gemäß c = ssT verwendet werden, da mit Gl. (2.31)
Z = s−1 (X−m) ∼ N
(






= N(x; 0, i)
(2.34)
gilt (i bezeichnet hierbei die Einheitsmatrix).
2.3.3 Marginalisierung und bedingte Dichten
Für gemeinsam normalverteilte Zufallsgrößen X und Y lassen sich auch





















X ∼ N(x; mX, cX) ,




und, sofern cXY 6= 0, d. h. X und Y nicht stochastisch unabhängig sind,
X|y ∼ N
(
x; mX + cXYc
−1






















Die Summe zweier normalverteilter Zufallsgrößen ist wieder eine nor-
malverteilte Zufallsgröße, d. h.
X ∼ N(x; mX, cX) ∧ Y ∼ N(x; mY, cY)
⇒ X + Y ∼ N(x; mX + mY, cX + cY) .
(2.38)
2.3.5 Multiplikation
Das Produkt zweier Normalverteilungen lässt sich darstellen als das Pro-
dukt einer Normalverteilung mit einem skalaren Faktor





































Die obige Formel setzt voraus, dass beide Normalverteilungen auf
demselben Vektorraum definiert sind. Sollte dies nicht der Fall sein, kann
trotzdem häufig folgender Zusammenhang verwendet werden
N(x; m1, c1) ·N(z; ax, c2) = N
(








m3 = m1 + k (z− am1) , (2.40b)









Für eine beliebige Menge Ω ist die Abbildung d : Ω×Ω→ R eine Metrik,
wenn sie für beliebige x, y ∈ Ω folgende Bedingungen erfüllt:
d(x, y) = 0 ⇔ x = y , (2.41a)
d(x, y) = d(y, x) , (2.41b)
d(x, y) ≤ d(x, z) + d(z, y) . (2.41c)





≤ d(x, y) + d(y, x) (2.41b)= 2 · d(x, y) . (2.42)
2.4.1 Minkowski -Norm
Für x = [x1, . . . , xD] ∈ R








p- oder auch Minkowski-Norm. Durch sie lässt sich die Metrik
dp(x, y) = ‖x− y‖p (2.44)
definieren. Für p = 1 spricht man auch von der Manhattan-Distanz und
für p = 2 vom euklidischen Abstand.
2.4.2 Mahalanobis-Distanz
Sind x und y zwei Realisierungen derselben Zufallsgröße mit der Kova-
rianz c, so ist die Mahalanobis-Distanz dM(x, y) [59] zwischen beiden defi-
niert durch
dM(x, y)
2 = (x− y)T c−1 (x− y) . (2.45)
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x : dM(x, m)
2 ≤ τ
}
mit τ = F−1
χ2D
(p) der umschließen-
de Ellipsoid des in m zentrierten Bereiches gegeben, in den X mit Wahr-
scheinlichkeit p fällt.
2.4.3 Fréchet-Distanz











gegeben. Die Minimierung erfolgt hierbei bezüglich aller Verbunddich-
ten fXY(x, y), für die fX(x) und fY(y) als Randdichten resultieren. Für
Normalverteilungen Ni := N(x; mi, ci) ist die Fréchet-Distanz mit
dF(N1,N2)
2 = (m1 −m2)







In vielen mess- und regelungstechnischen Aufgabestellungen gilt es, den
Zustand x eines Systems möglichst genau zu bestimmen; entweder um
diesen als Messergebnis auszugeben bzw. als Eingang für höher gelager-
te Verarbeitungsschritte zu verwenden oder darauf aufbauend eine Re-
gelung des Systems vorzunehmen.
Allerdings ist x in der Regel nicht direkt erfassbar und es muss aus
Messgrößen, welche stets mit zufälligen Fehlern behaftet sind, auf x ge-
schlossen werden. Sofern diese Fehler nicht vernachlässigt werden kön-
nen, macht dies eine stochastische Herangehensweise erforderlich. Häu-
fig ist es auch nicht möglich, den gesamten Zustand aus einer einzelnen
Messung z zu inferieren; oder der Zustand x(t) ist dynamisch, so dass In-
formationen aus mehreren Quellen (unterschiedliche Sensoren, gleicher
Sensor zu unterschiedlichen Zeiten oder an unterschiedlichen Positionen
etc.) erforderlich sind bzw. eine schritthaltende Schätzung durchgeführt
werden muss.
Liegen bis zu einem gewissen Zeitpunkt tk die Messungen z
(k) =
[z0, . . . , zk]







des als Zufallsgröße aufgefassten Zustandes Xk := X(tk) bedingt auf die-
se Messungen eine vollständige Beschreibung des Wissens über den Zu-
stand des Systems zum aktuellen Zeitpunkt tk, unter Fusion aller zur Ver-
fügung stehenden Information, dar. Man beachte, dass obwohl hier der
Einfachheit halber die Schreibweise für skalare Zustände x und Messun-
gen z verwendet wird, ebenso vektor- oder mengenwertige Zufallsgrößen
möglich sind.
Dieses Kapitel führt die grundsätzliche Methode ein, um diese Wahr-




3.1 Systemmodell für Systeme mit
vektorwertigem Zustand
Besitzt ein dynamisches System nur eine endliche Anzahl an Energiespei-
chern (z. B. Kondensatoren, Federn, Flip-Flops etc.) und Steuereingängen
ui, lässt sich eine Zustandsraumdarstellung ermitteln, welche das zeitli-
che Verhalten des Systems durch eine Differenzialgleichung der Form
ẋ(t) = g(x(t), u(t)) (3.1)
vollständig beschreibt (in dieser Arbeit werden nur zeitinvariante Syste-
me betrachtet, daher fehlt die Zeit t als weiteres Argument von g). Hierbei
ist g das Systemmodell, u der Steuervektor und x der Zustandsvektor,
welcher sich aus den Zustandsgrößen xi zusammensetzt.
Liefert ein zeitdiskret arbeitender Sensor, mit (möglicherweise variie-
render) Abtastzeit Tk, verrauschte Beobachtungen zk dieses Systems, hän-
gen diese vom Zustand über das Messmodell h ab, so dass
Zk = h(xk) + Wk (3.2)
gilt, wobei Wk das Messrauschen modelliert, welches als weißer, mittel-
wertfreier, zu x unkorrelierter stochastischer Prozess angenommen wird.
Natürlich könnten auch allgemeinere Messmodelle der Form z = h(x, w)
beschrieben werden.
Die Zusammenhänge sind im gemeinsamen Blockschaltbild Abb. 3.1
dargestellt.
Die weiteren Betrachtungen beschränken sich auf Systeme mit additi-
ven Eingangsgrößen, d. h.
















Abbildung 3.2 Blockschaltbild des vereinfachten und diskretisierten Systemmo-
dells aus Abb. 3.1.
Da Messungen nur zu diskreten Zeitpunkten tk vorliegen, interessiert vor
allem der Zustandsvektor xk zu diesen Zeitpunkten:
xk = xk−1 +
tkˆ
tk−1
g(x(t) + u(t))dt . (3.4)
In der Praxis sind die Steuergrößen u(t) häufig unbekannt und werden
zunächst vernachlässigt. Außerdem genügt es, auf Grund der Zeitinvari-
anz des Systemmodells o. B. d. A. tk−1 = 0 zu betrachten, so dass





)dt =: g(xk−1, Tk) . (3.5)
Um dennoch den Einfluss der Eingangsgrößen u(t) sowie Modellfehler
zu erfassen, wird der Zustand mit einer zu x unkorrelierten zufälligen
Größe Vk, dem sogenannten Systemrauschen, additiv überlagert, welche
während der Abtastzeit als konstant angenommen wird. Somit folgen
xk = g(xk−1 + Vk, Tk) (3.6)
und das entsprechende Blockschaltbild in Abb. 3.2.
3.2 Bayes-Rekursion
Mit Hilfe bedingter Dichten (vgl. Abschnitt 2.1.6) und Marginalisierung






















































































∣∣xk−1, z(k−1)) f(xk−1∣∣z(k−1))dxk−1 . (3.8)
Mit den Annahmen, die aktuelle Messung sei unabhängig von den vor-




∣∣xk, z(k−1)) = f(zk∣∣xk) , (3.9)
sowie der aktuelle Zustand xk sei unabhängig von den vorherigen Mes-

































Abbildung 3.3 Stochastische Abhängigkeiten in einem Hidden-Markov-Modell.
Diese beiden Gleichungen bilden die Bayes-Rekursion. Sie benötigt
ausschließlich die Größen f
(
xk−1
∣∣z(k−1)), f(zk∣∣xk) und f(xk∣∣xk−1),









∣∣xk) charakterisiert den Messprozess und somit den
Sensor zum Zeitpunkt tk vollständig. Sie kann aus dem Messmodell
zk = h(xk, wk) bestimmt werden. Für Messmodelle mit additivem Rau-




∣∣xk) = fZk−h(xk)(zk − h(xk)∣∣xk) = fWk (zk − h(xk)) . (3.12)
Ist h linear, also durch eine Matrixmultiplikation mit der Matrix h dar-
stellbar, und das Messrauschen Wk zusätzlich mittelwertfrei und normal-
verteilt mit Kovarianzmatrix r, gilt zusätzlich




∣∣xk−1) charakterisiert die Systemdynamik
zwischen tk−1 und tk vollständig. Sie kann aus dem Systemmodell
xk = g(xk−1 + vk, Tk) bestimmt werden.
Durch die Annahmen in Gl. (3.9) und Gl. (3.10) besitzen sowohl das
System- als auch das Messmodell die Markov-Eigenschaft [49], weshalb
Xk und Zk ein Hidden-Markov-Modell (HMM) – vgl. Abb. 3.3 – bilden.
Hieraus folgt automatisch, dass V und W mittelwertfrei und stochastisch
unabhängig voneinander und von X sein müssen (vgl. [64], Seite 13).
Bei Eintreffen einer neuen Messung zk wird zunächst mit der
Prädiktions- oder Chapman-Kolmogorov-Gleichung (3.11a) unter Aus-
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standes prädiziert (a priori, da vor Berücksichtigung der Messung). Die
Information aus der neuen Messung und der A-priori-Dichte wird dann
mittels der Korrekturgleichung (3.11b) unter Verwendung des Messmo-
dells h zur neuen A-posteriori-Dichte f
(
xk
∣∣z(k)) fusioniert. Diese stellt,
bei zutreffenden Annahmen und korrekten Modellen, die optimale sto-
chastische Repräsentation des verfügbaren Wissens über den Sensorzu-
stand dar.
Sollten zwei Sensoren zeitgleich Messungen z1,k und z2,k liefern,
muss die Verbund-Likelihood f
(
z1,k, z2,k
∣∣xk) aufgestellt und in die Bayes-
Rekursion eingesetzt werden. Für den Fall, dass die Messfehler beider
Sensoren unabhängig voneinander sind, zerfällt die Verbund-Likelihood




∣∣xk) = f(z1,k∣∣xk) · f(z2,k∣∣xk) (3.14)
und es kann gezeigt werden (Abschnitt E.2), dass der Korrekturschritt
ebenso in zwei sequentielle Korrekturschritte (jeweils für einen der bei-
den Sensoren) zerfällt. Die Reihenfolge, in der die Sensoren für die Kor-
rektur verwendet werden, ist dann irrelevant.
Zu Beginn der Rekursion muss die initiale Dichte fX0(x0) vorgegeben
werden. Hierfür eignen sich uninformative Wahrscheinlichkeitsdichten,
wie z. B. Normalverteilungen mit großer Varianz oder Gleichverteilungen
über dem gesamten Zustandsraum.
Beim Entwurf eines Schätzfilters auf Grundlage der Bayes-Rekursion
muss zum einen darauf geachtet werden, geeignete Modelle für System
und Sensor zu entwickeln, damit diese die Realität möglichst gut wider-
spiegeln. Zum anderen liegt eine große Herausforderung darin, gute Ap-
proximationen der Integrale in Gl. (3.11a) und Gl. (3.11b) zu finden, da
diese zumeist nicht analytisch gelöst werden können. Hierzu können ent-
weder Annahmen über die Struktur der verwendeten Modelle gemacht
werden, um dann eine analytische Lösung zu finden, oder es müssen nu-
merische Methoden bemüht werden. Für beide Ansätze werden die ge-





Die Bayes-Rekursion lässt sich für Modelle gemäß Abschnitt 3.1 mit vek-
torwertigen Systemzuständen und Messungen geschlossen lösen [47], so-
fern alle vorkommenden Zufallsgrößen normalverteilt und alle Modelle
linear sind, also
Xk−1
∣∣z(k−1) ∼ N(xk−1; mk−1, ck−1) ,
xk = gk · (xk−1 + Vk) , Vk ∼ N(vk; 0, qk) , (3.15)
zk = h · xk + Wk, Wk ∼ N(wk; 0, rk) , (3.16)
wobei die Funktionen g und h durch die entsprechenden Matrizen g und
h ersetzt wurden. Da das Kalman-Filter rekursiv abläuft, wird zur bes-
seren Lesbarkeit der zeitliche, tiefgestellte Index k im Folgenden durch
die hochgestellten Indices −, + und ∗ ersetzt, womit A-posteriori-Werte
der letzten Iteration bzw. A-priori- und A-posteriori-Werte der aktuellen
Iteration bezeichnet werden.
Aus Gl. (3.15) folgt mit den Abschnitten 2.3.2 und 2.3.4, dass Xk
∣∣z(k−1)
wieder normalverteilt ist mit
Xk
∣∣z(k−1) ∼ N(x+; m+X , c+X) ,










Dies sind gerade die Kalman-Prädiktionsgleichungen.
Die A-priori-Wahrscheinlichkeitsdichte der Messung Zk
∣∣z(k−1) ist mit
Gl. (3.16) folglich ebenfalls normalverteilt mit
Zk
∣∣z(k−1) ∼ N(z+; m+Z , c+Z) ,






T + r .
(3.18a)
(3.18b)





]T ∣∣z(k−1) kann über Gl. (2.37) die ge-
suchte A-posteriori-Dichte von Xk
∣∣z(k) angegeben werden. Hierzu wird
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und mit Gl. (2.37)
Xk
∣∣z(k) ∼ N(x∗; m∗X, c∗X) ,
m∗X = m
+


















Dies sind gerade die Kalman-Korrekturgleichungen, wobei die Matrix k
als Kalman-Verstärkung bezeichnet wird.
Um zu einer Umsetzung der obigen Gleichungen mit möglichst gu-
ten numerischen Eigenschaften zu gelangen, gibt es diverse Implementie-
rungsalternativen. Zu erwähnen sind hierbei zum einen die Joseph-Form
der Korrekturgleichung (3.21b) der Varianz c∗X
c∗X = (i− kh) c
+
X (i− kh)
T + krkT (3.22)
und zum anderen Implementierungen, welche auf Matrixzerlegungen
wie der Cholesky-, QR-, oder UD-Zerlegung beruhen, und anstatt der





Leider sind die wenigsten realen Systeme linear und auch die Annah-
me, die Rauschprozesse seien normalverteilt, ist nicht immer in ausrei-
chender Näherung erfüllt. Um dennoch zu einer Implementierung der
Bayes-Rekursion zu gelangen, wenn Gl. (3.11a) und Gl. (3.11b) nicht
analytisch lösbar sind, müssen entweder die Systemfunktionen g und
h oder die Dichten nach Anwendung dieser Funktionen auf die letz-
te A-posteriori- bzw. A-priori-Dichte approximiert werden. Die so be-
stimmte A-posteriori-Dichte weicht dadurch aber von der tatsächlichen
A-posteriori-Dichte ab, und es ist in der Regel nicht mehr sichergestellt,
dass der bestimmte Schätzwert des Filters mit zunehmender Anzahl an
Messungen gegen den wahren Wert konvergiert.
Zur Approximation der Funktionen wird in den allermeisten Fällen ei-
ne Linearisierung durchgeführt, da die Kalman-Gleichungen auf lineare
Systeme direkt anwendbar sind. Zur Approximation der Wahrscheinlich-
keitsdichten gibt es eine Vielzahl an populären Verfahren.
4.1 Approximation der Systemfunktionen
Die Standardwerkzeuge eines Ingenieurs, um eine beliebige Funktion an-
zunähern, sind die Taylor-Reihe und die Interpolation aus Stützstellen.
4.1.1 Taylor -Reihen
Zur Linearisierung einer Funktion um einen beliebigen Arbeitspunkt bie-
tet sich die Entwicklung in eine Taylor-Reihe an, was zum Extended-
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Kalman-Filter (EKF) [50, 95] führt, wenn diese nach dem linearen Glied
abgebrochen wird. Somit wird
g(x) ≈ g(x0) + Jg(x0) · (x− x0) ,
h(x) ≈ h(x0) + Jh(x0) · (x− x0)
(4.1a)
(4.1b)






) ∣∣m ∈ {1, 2, . . . , M} ∧ n ∈ {1, 2, . . . , N} (4.2)
die Jacobi-Matrix von η im Punkt a bezeichnet.
Mit dem so linearisierten Systemmodell wird der prädizierte Erwar-
tungswert des Zustandes m+X in Gl. (3.17a) zu
m+X = E{g(Xk−1 + V)} ≈ E
{
g(x0) + Jg(x0) · [(Xk−1 + V)− x0]
}
= g(x0) + Jg(x0) · [E{Xk−1} − x0] . (4.3)
Im EKF wird als Arbeitspunkt für die Linearisierung von g der Erwar-
tungswert des zuletzt korrigierten Zustandes x0 = m
−
X gewählt, womit





folgt. Mit g0 := g(x0), X
′











































































Abbildung 4.1 Transformation der Dichte fX(x) durch die Funktion η(X) = X
2
( ) und deren Approximation mit einer Taylor-Reihe 1. Ord-
nung ( ) um E{X}.
Das EKF setzt in Gl. (4.1b) üblicherweise x0 = m
+






















gelten und die entsprechenden Kalman-Filter-Gleichungen ersetzen. Die
Wahl des Arbeitspunktes ist entscheidend für die Güte dieser Appro-
ximation, und es ist klar, dass die Fehler in der Schätzung der Mittel-
werte und Varianzen größer werden, je stärker die Funktionen g und h
von ihren Linearisierungen abweichen und je größer die Varianzen der
ursprünglichen A-posteriori-Dichte sind (vgl. Abb. 4.1). Um diese Feh-
ler zu reduzieren, gibt es diverse Varianten des EKF, wobei hier nur das
Iterated-Kalman-Filter (IKF) [8, 33] erwähnt werden soll. Hierbei werden
Prädiktion und Korrektur pro Zeitschritt mehrfach durchlaufen, wobei
als Entwicklungspunkt der Taylor-Reihe der Erwartungswert m∗X,i−1 des
Zustandes aus der vorherigen Iteration i− 1 (mit m∗X,0 = m
−
X ) verwendet
wird. Die Iteration wird abgebrochen, sobald die Schätzung konvergiert
‖m∗X,i −m
∗
X,i−1‖ ≤ ε oder eine maximale Anzahl imax an Iterationen er-
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reicht wurde. Für imax = 1 sind IKF und EKF somit identisch.
Da bereits die Bestimmung der Jacobi-Matrizen zum Teil sehr mühselig
und fehleranfällig ist (bei einem 6-dimensionalen Zustandsvektor sind in
Gl. (4.1a) 36 partielle Ableitungen zu bestimmen), werden, obwohl durch
diese Methodik prinzipiell möglich, Ansätze mit Taylor-Reihen höherer
Ordnung selten verwendet.
4.1.2 Interpolation der Systemfunktionen
Alternativ gibt es auch Ansätze, welche, anstatt das System- bzw. Mess-
modell um den Arbeitspunkt durch eine Taylor-Reihe zu approximieren,
diese zunächst an einer Menge an Stützstellen um den Arbeitspunkt her-
um auswerten und darauf aufbauend mit einem Polynomansatz interpo-
lieren [72]. Für einen Polynomansatz erster Ordnung entspricht dies dem
EKF, wobei die Jacobi-Matrizen durch die entsprechenden zentralen Dif-
ferenzenquotienten ersetzt werden [88].
4.2 Dichteapproximationen
Anstatt das System- und Messmodell direkt zu approximieren, können
auch die resultierenden transformierten Wahrscheinlichkeitsdichten ap-
proximiert werden. Die geläufigsten Verfahren stellen die Dichten hierzu
durch eine Menge an gewichteten Stützstellen dar, obwohl auch andere
Ansätze, z. B. auf Basis von Wavelet-Darstellungen [34], existieren.
4.2.1 Unscented-Transformation
Um die Auswirkungen einer nichtlinearen Funktion η auf die ersten bei-
den Momente einer vektorwertigen Zufallsgröße X abzuschätzen, nähert
die Unscented-Transformation (UT) [44, 45, 46, 107] die Ausgangsdichte






σ-Punkte genannt) an, deren Stichprobenmittelwert und -varianz mit
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wp = 1, jedoch nicht für alle Varianten der UT wp ≥ 0 und
wp,m = wp,c gefordert werden.






malverteilung N ∼ N(x; 0, i) vorab bestimmt und deren Stützstellen-
Positionen dann mit der Abbildung
xp,X = sXxp,N + mX , (4.11)
mit cX = sXs
T
X, an X ∼ N(x; mX, cX) angepasst (vgl. Gl. (2.32)).
Die geschätzten Momente der transformierten Zufallsgröße X′ := η(X)







































verwendet werden [2, 39, 44, 45, 107], wobei
die symmetrischen σ-Punkte




[x1, . . . , xP] =
√
D · [iD×D,−iD×D] (4.13b)
mit D = dim(X) und P = 2D die wohl einfachste Wahl darstellen. Alter-
nativen werden in Anhang A vorgestellt.
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Im Folgenden werden die Bestimmung der σ-Punkte aus Mittelwert
mX und Varianz cX gemäß Gl. (4.10) und (4.11), sowie deren Transforma-
tion mit einer Funktion η und anschließender Bestimmung von Stichpro-
benmittelwert m̂X′ und -varianz ĉX′ gemäß Gl. (4.12) mit der Schreibweise(
m̂X′ , ĉX′
)
= UT η(mX, cX) (4.14)
abgekürzt.
Um zu einer Erweiterung des Kalman-Filters für nichtlineare Systeme
zu gelangen, werden m+X und c
+

























berechnet, wobei Z′ die Messung ohne Messrauschen bezeichnet. Hierbei
können natürlich die in Gl. (4.15) berechneten transformierten σ-Punkte
wiederverwendet werden, um Rechenzeit zu sparen.





Z′ + r. Auf die Kovarianz c
+













































abgeschätzt werden kann, womit alle benötigten Größen für die Kalman-
Korrektur bekannt sind.
Das so entstandene Unscented-Kalman-Filter (UKF) wird in der Lite-
ratur auch als σ-Punkt-Kalman-Filter bezeichnet. Sollten das System- oder
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Messrauschen nicht, wie hier angenommen, additiver Natur sein, muss




betrachtet und der UT
unterzogen werden, was aber, da die Anzahl der σ-Punkte linear abhän-
gig von der Dimension des Zustandes ist, den Rechenaufwand erhöht.
Es existieren auch für das UKF Varianten, welche anstatt der Varianzen
deren Zerlegungen propagieren [3, 97].
4.2.2 Partikeldarstellungen
Wird bei der Unscented-Transformation die zu approximierende Wahr-







genähert, so versuchen Partikeldarstellungen eine Approximation durch











wobei δx0(x) die Dirac-Distribution mit Massenzentrum x0 bezeichnet.
Aus Gl. (4.19) ist offensichtlich, dass wq ≥ 0 gelten muss. Für diese
Partikel-Approximation ist auch der Begriff empirische Dichte geläufig.











annähern. Es kann gezeigt werden, dass für Q→ ∞ diese Näherung
mit Wahrscheinlichkeit 1 gegen den wahren Wert konvergiert, wenn
wq = 1/Q und Xq ∼ fX(x), d. h. die Partikel gleich gewichtet und un-
abhängig und identisch verteilt (u. i. v.) anhand der wahren Dichte von
X sind [25]. So ist, im Gegensatz zu grid-basierten Methoden mit festem
Abtastgitter, eine adaptive Abtastung des Zustandsraumes möglich. Je-
der Erwartungswert (somit auch jedes Moment) kann also beliebig ge-
nau bestimmt werden, solange genügend Partikel unabhängig anhand
der zugehörigen Wahrscheinlichkeitsdichte gezogen werden, wobei die
Konvergenzgeschwindigkeit unabhängig von dim(X) ist. Leider kann
33
4 Handhabung nichtnormalverteilter und nichtlinearer Modelle
oft nicht direkt aus der Dichte der interessierenden Zufallsgrößen gezo-
gen werden, was aber z. B. mit Markov-Ketten-Monte-Carlo-Verfahren
(MKMC-Verfahren) oder importance sampling umgangen werden kann.
Markov -Ketten-Monte-Carlo-Verfahren
Um von einer ungewichteten Stichprobe {x′q} einer Zufallsgröße
X′ zu einer ungewichteten Stichprobe {xq} der Zufallsgröße X mit




(d. h. der Träger von fX′ schließt den Träger von








ist es prinzipiell nur nötig, die Partikelpositionen entsprechend zu ver-
schieben. Wird diese Verschiebung in mehrere voneinander unabhän-
gige, zufällige Teilverschiebungen zerlegt, lässt sich der Zustand Xiq
des q-ten Partikels nach der i-ten Teilverschiebung durch eine Markov-




∣∣xi−1q ) zu finden und Partikel daraus zu ziehen, so dass fX(x)
als stationäre Verteilung dieser Kette resultiert. Dies ist z. B. mit dem







wird dabei pro Iteration und Partikel






































angenommen (d. h. xiq = x̃
i−1
q ) und mit der Gegenwahrscheinlichkeit




q ) wird. Für symmetrische Vorschlags-




















Folgende Punkte lassen dieses Verfahren für eine generische Umsetzung
der Bayes-Rekursion ungeeignet erscheinen:
p Um die anzunähernde A-posteriori-Wahrscheinlichkeitsdichte des
Zustandes an den vorgeschlagenen Partikelpositionen auszuwer-
ten, müsste die A-priori-Dichte an dieser Stelle ausgewertet wer-
den. Da diese aber nur als Partikel-Approximation vorliegt, wäre
hierzu eine rechentechnisch aufwändige (und schwer generisch zu
implementierende) Dichte-Schätzung (vgl. Abschnitt 4.2.2) notwen-
dig.
p Es ist unklar, wie eine optimale Vorschlagsdichte zu wählen ist.
p Es ist unklar, welches Abbruchkriterium für die Iterationen der
Markov-Kette geeignet ist.
Importance sampling
Um direkt zu einer Stichprobe einer beliebigen Zufallsgröße zu gelangen,













auf eine modifizierte Kenngröße η(X) fX(X) / fX′(X) einer anderen Zu-




gilt. Diese Methodik nennt man im englischsprachigen Raum importance
sampling. Für eine Konvergenz der Schätzung müssen die Partikelposi-
tionen und -gewichte dann (Einsetzen von Gl. (4.19) in Gl. (4.23) und ver-
gleichen mit Gl. (4.20))









erfüllen, d. h. auch aus einer ungewichteten Stichprobe erhält man so eine
gewichtete Stichprobe.
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Zweckmäßigerweise wird die Vorschlagsdichte (engl. importance oder
proposal density) fX′ so gewählt, dass leicht Stichproben aus ihr gezo-
gen werden können und Partikel dabei in „interessante“ Teile des Zu-
standsraumes, in denen wq,X groß ist, platziert werden. Die Konvergenz-
geschwindigkeit der Näherung in Gl. (4.20) wird maßgeblich durch die
Wahl der Vorschlagsdichte beeinflusst.
Transformation einer Zufallsgröÿe









































, wq = w
′
q (4.26)














In rekursiven Algorithmen, wie z. B. der Bayes-Rekursion, ist es häufig
nötig, Q′ Partikel aus einer bereits als Partikeldarstellung vorliegenden
Dichte zu ziehen, ohne dass deren zu Grunde liegende Wahrscheinlich-
keitsdichte ausgewertet werden kann (weswegen MKMC-Verfahren oder
importance sampling nicht anwendbar sind). Dieser Vorgang wird als Neu-
abtastung (engl. resampling) bezeichnet. Theoretisch wäre hierzu zunächst
eine Schätzung der zu Grunde liegenden Dichte, basierend auf der empi-
rischen Dichte, und anschließend Q′-maliges Ziehen aus dieser erforder-
lich. Allerdings sind noch keine zufriedenstellenden generischen Lösun-
gen zur optimalen Dichte-Schätzung (insbesondere in hochdimensiona-
len Räumen) bekannt und viele existierende Ansätze sind zu rechenauf-
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wändig für einen praktischen Einsatz [27, 30, 113]. Um eine geringe Re-
chenzeit zu erreichen und möglichst allgemein anwendbar zu bleiben, be-
schränken sich die geläufigsten Neuabtastungs-Verfahren daher darauf,
ausschließlich Kopien bereits existierender Partikel zu erzeugen und die-
sen jeweils das Gewicht 1/Q′ zuzuweisen [15, 25]. Ziel ist es dabei, Par-
tikel mit großem Gewicht zu vervielfältigen und Partikel mit niedrigem
Gewicht zu unterdrücken, um eine Konzentration der Partikel in relevan-
ten Abschnitten des Zustandsraumes zu erzielen. Hierzu wird zunächst





mit ihrer verallgemeinerten Inversen
F−1(p) = min {i : F(i) ≥ p} (4.28)
definiert, welche Ähnlichkeit mit einer empirischen Verteilungsfunktion
aufweist. Eine Neuabtastung beruht dann darauf, das Intervall [0, 1] mit
Q′-Stützstellen pq′ , q
′ ∈
{








zu setzen. Die Verfahren unterscheiden sich hierbei in der Wahl der Stütz-
stellen pq′ .
Für Pq′ ∼ U(p; 0, 1) spricht man von multinomialem Neuabtasten.






















gewählt, d. h. bis auf einen zufälligen Offset P̃ ∈ [0, 1/Q′] wird F äquidi-
stant abgetastet. Weitere Varianten werden z. B. in [15] beschrieben, wäh-
rend Abb. 4.2 die Zusammenhänge graphisch darstellt. Da diese systema-
tische Neuabtastung am wenigsten rechenaufwändig ist und sehr gute
Ergebnisse liefert [15], wird diese im Folgenden verwendet.
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Abbildung 4.2 Verallgemeinerte Verteilungsfunktion F(i) für 6 Partikel. Die
Abbildung veranschaulicht, wie bei einer Neuabtastung die
Partikelindices der überlebenden Partikel aus pq′ bestimmt wer-
den.
Anwendung auf die Bayes-Rekursion
Für die Umsetzung der Bayes-Rekursion mit Partikeldarstellungen in ei-
nem sog. Partikel-Filter muss nach jeder eingetroffenen Messung eine




∣∣z(k)) nicht analytisch bestimmbar ist und somit nicht direkt aus ihr






gemäß importance sampling erzeugt, woraus

































) =: w′q (4.34)
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ab (w′q wird üblicherweise als importance weight bezeichnet) und nähert
































Die benötigte Vorschlagsfunktion wird i. Allg. auf Grundlage der
A-posteriori-Dichte der letzten Iteration bestimmt. Wird dabei eine
Neuabtastung der alten A-posteriori-Dichte vollzogen, spricht man
von Sampling-Importance-Resampling-Filtern (SIR-Filtern); wird die
Dichte-Approximation direkt übernommen von Sequential-Importance-
Sampling-Filtern (SIS-Filter). Da bei SIS-Filtern die Information aus
den Messungen lediglich in die Gewichte, nicht aber die Positionen
der Partikel einfließt, hat diese keine Auswirkung auf die Abtastung
des Zustandsraumes, welche folglich ausschließlich von der A-priori-
Vorschlagsdichte fX0(x) bestimmt wird. Dies führt zwangsläufig zu einer
Divergenz des Filters, da nach ausreichend Iterationen alle Partikel mit
Wahrscheinlichkeit 1 ein verschwindendes Gewicht besitzen. Man spricht
in diesem Fall von einer Degeneration der Partikelgewichte oder auch
einer Verarmung der Stützstellen. Daher ist es nötig, die Partikel gezielt
in Regionen des Zustandsraumes zu „lenken“, die auch von den Mes-
sungen „unterstützt“ werden. Eine Neuabtastung ist daher unerlässlich,
auch wenn diese weitere Approximationsfehler einführt und somit die
Monte-Carlo-Varianz des Verfahrens erhöht. Aus diesen Überlegungen ist
auch ersichtlich, dass es wünschenswert ist, den Informationsgehalt einer
Partikeldarstellung möglichst vollständig in die Partikelpositionen und
nicht in die -gewichte fließen zu lassen. Dies entspricht einer Verringe-
rung der Varianz der Gewichte w′q in Gl. (4.34).
Die simpelsten und wohl verbreitetsten SIR-Filter (sog. Bootstrap-
Filter (BF)) wählen fX′(x) = f
(
xk
∣∣z(k−1)), also die mit dem Systemmo-
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dell prädizierte Zustandsdichte, als Vorschlagsdichte. Dies hat den Vor-
teil, dass sich die Berechnung der Gewichte w′q in Gl. (4.34) stark zu







∣∣xq) oft leicht mit Gl. (3.12) bestimmt werden










zieht und die Stützstellen dann gemäß Gl. (4.26) trans-
formiert. Um aus obiger Verbunddichte zu ziehen, werden, da Xk−1
und Vk stochastisch unabhängig sind, jeweils Q Partikel aus der alten
A-posteriori-Dichte und der Systemrausch-Dichte bestimmt und deren
Gewichte multipliziert bzw. deren Positionen verkettet.
Varianzreduktion der importance weights
Die eben beschriebene Vorschlagsfunktion hängt implizit von den vorhe-
rigen Messungen z(k−1) ab, ignoriert aber die aktuelle Messung zk, ob-
wohl deren Berücksichtigung die adaptive Abtastung des Zustandsrau-
mes weiter verbessern sollte. Einen Ansatz dies zu vermeiden stellt das
Auxiliary-Partikel-Filter (APF) [78] dar. Die Namensgebung motiviert
sich dadurch, dass der Zustandsraum für das Erzeugen der neuen Parti-
kelpositionen zunächst um eine Hilfsvariable (engl. auxiliary variable) Q−
für den Index q− der ursprünglichen Partikelmenge erweitert wird, wel-











wobei ausgenutzt wurde, dass die Likelihood für alle Par-
tikel identisch ist, d. h. f
(
zk




∣∣z(k−1), q−) = f(xq∣∣q−) = f(xq∣∣xq−). Letzteres gilt, da jedem
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q− deterministisch ein xq− zugeordnet ist, was mittels Marginalisierung
und Verwendung von Gl. (3.10) (vgl. Abschnitt E.4) zu der gemachten
Aussage führt.




∣∣z(k)) = f(zk∣∣µq) f(xk∣∣xq) fQ′(q∣∣z(k−1)) , (4.40)
wobei µq einen beliebigen Kennwert bezeichnet, der aus der Position xq
des q-ten Partikels der vorherigen A-posteriori-Dichte bestimmt wurde




∣∣z(k−1)) = f(q∣∣z(k−1)) = wq gewählt, also die Ge-


















Ist die Likelihood näherungsweise konstant bezüglich der Streuun-




∣∣xq) ≈ f(zk∣∣µq−) gelten, d. h. die neuen importance weights sind
nahezu identisch und weisen somit eine geringe Varianz auf. Anschau-
lich lässt sich das Vorgehen so interpretieren, dass die alten Partikel nicht
mehr ausschließlich proportional zu ihren alten Gewichten gezogen wer-







wn ·N(x; mn, cn) , (4.42)
also Summen aus gewichteten Normalverteilungen, werden als Gauß-
Summen bezeichnet; die einzelnen Normalverteilungen inklusive ih-
rem Gewichtungsfaktor wn als (Gauß-)Komponenten. Damit es sich
tatsächlich um eine Wahrscheinlichkeitsdichte handelt, muss natürlich∑
n wn = 1 gelten. Obwohl es auch Ansätze gab, Gauß-Summen zur
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Handhabung nichtlinearer Modelle zu verwenden [1], werden sie mitt-
lerweile hauptsächlich dazu benutzt, multimodale Wahrscheinlichkeits-
dichten zu beschreiben. Die theoretische Motivation hierbei ist die Tatsa-
che, dass sich jede stetige Wahrscheinlichkeitsdichte beliebig gut durch
eine Gauß-Summe approximieren lässt, solange ausreichend viele Kom-
ponenten verwendet werden [22].
Der Erwartungswert mX der zu Grunde liegenden Zufallsgröße X der
Gauß-Summe ist entsprechend
















der gewichtete Mittelwert der Erwartungswerte der Komponenten; die















Aus Abschnitt 2.3.5 folgt, dass auch das Produkt zweier Gauß-Summen
mit N bzw. M Komponenten eine Gauß-Summe mit N · M Komponen-
ten ist. In vielen rekursiven Algorithmen, die in den folgenden Kapiteln
vorgestellt werden, würde somit die zu speichernde Anzahl an Kompo-
nenten im Laufe der Zeit unbegrenzt ansteigen, so dass häufig Verfahren
benötigt werden, um eine Gauß-Summe durch eine neue Gauß-Summe
mit weniger Komponenten anzunähern.
Aus der Vielzahl an vorgeschlagenen Verfahren (z. B. [40, 86, 89]) wird
in dieser Arbeit analog zu [99] einer der Ansätze in [86] auf Grund seiner
Einfachheit gewählt und im Folgenden kurz zusammengefasst.
Der Algorithmus setzt sich aus mehreren Teilschritten zusammen, die
der Reihe nach vorgestellt werden.
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Abbildung 4.3 Links: Gauß-Summe bestehend aus drei gleich gewichteten
Komponenten. Rechts: Approximation der Summe durch ei-
ne Normalverteilung mit identischen Momenten. ( ) bezeichnet
fX(x)  0, ( ) bezeichnet fX(x) = 0. ( ) markiert den Erwar-
tungswert und ( ) die 1-σ-Ellipse pro Komponente.
Schwellwertltern der Komponente
Komponenten mit einem geringen Gewichtungsfaktor tragen nur wenig
zur grundsätzlichen Form der Gauß-Summe bei und werden daher kon-
sequent vernachlässigt, wenn wn ≤ τSF, wobei τSF fest oder adaptiv, bei-
spielsweise als Bruchteil von max{wn}, gewählt werden kann.
Zusammenlegen von Komponenten
Da die Summe von Normalverteilungen mit ähnlichem Erwartungswert
und ähnlicher Varianz auch wieder näherungsweise einer Normalver-
teilung entspricht, werden „ähnliche“ Komponenten zu einer einzelnen
Komponente zusammengefasst, da dies die grundsätzliche Form der ge-
samten Gauß-Summe wenig verändert (vgl. Abb. 4.3).
Hierbei soll die neue Komponente identischen Erwartungswert und
identische Varianz wie die Summe der zusammengelegten Komponen-
ten haben. Um Gl. (4.43) und Gl. (4.44) anwenden zu können, müssen
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normiert werden, wobei n′ den Index der Komponenten, die zusammen-
gelegt werden, bezeichnet.
Eine einfache Heuristik, um geeignete Komponenten auszuwählen, ist
folgendes iteratives Vorgehen, wobei die Menge i verbleibender Kompo-
nenten mit i = {1, 2, . . . , N} initialisiert wird.





2. Bestimmen aller Komponenten, die der i-ten Komponente „ähn-
lich“ sind
l = {l : l ∈ i∧ d(N(x; mi, ci),N(x; ml , cl)) ≤ τZL} , (4.47)
wobei eine geeignete Metrik d und ein geeigneter Schwellwert
τZL ≥ 0 zu wählen sind. Da für jede Metrik d(x, x) = 0 gilt, wird
die Komponente i hierbei stets mit ausgewählt.
3. Ersetzen der so bestimmten Komponenten durch eine Komponente
mit w′ =
∑
l∈l wl , wobei m
′ gemäß Gl. (4.43) und c′ gemäß Gl. (4.44)
bestimmt werden (nach vorheriger Normierung der Gewichte wl).
4. Entfernen der zusammengelegten Komponenten aus der Menge
verbleibender Komponenten i = i \ l.
5. Weiter mit Schritt 1, solange i 6= ∅.
In [99] wird als Metrik die Mahalanobis-Distanz dM(ml , mi) (vgl. Ab-
schnitt 2.4.2) mit der Varianz ci eingesetzt, so dass τZL mit Hilfe der
χ2-Verteilung bestimmt werden kann. Diese Wahl lässt sich so interpre-
tieren, dass zwei Komponenten als „ähnlich“ gelten, wenn der Erwar-
tungswert der Komponente mit dem geringeren Gewicht mindestens mit
Wahrscheinlichkeit F
χ2D
(τ) eine Realisierung der Zufallsgröße, welche der
Komponente mit dem größeren Gewicht zu Grunde liegt, sein könnte.
Diese Wahl erscheint ungeeignet, da sie die Varianz cl der kleineren Kom-
ponenten vollständig vernachlässigt. Versuche, diese mit einzubeziehen
(z. B. Verwendung von 1/2 · (ci + cl), statt ci), sind in der Regel ad-hoc
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und schwer interpretierbar. Daher wird in dieser Arbeit die modifizier-
te Fréchet-Distanz E
{∥∥∥d◦(−1)max ◦ (X− Y)∥∥∥2} (vgl. Abschnitt 2.4.3) verwen-
det, wobei ◦ die Hadamard- (also elementweise) Multiplikation bzw. In-
version mit










bezeichnet. Die Elemente des Vektors dmax definieren pro Dimension, ab
welchem Abstand zwei Vektoren, welche in allen anderen Dimensionen
identisch sind, nicht mehr als ähnlich gelten. In Gl. (2.48) werden dann
folgende Ersetzungen vorgenommen
m1 −m2 → d
◦(−1)







◦ ci/l . (4.50)
Setzt man nun τZL = 1, werden Komponenten nur zusammengelegt,
wenn min
Xi ,Xl
E{Xi − Xl} innerhalb des Ellipsoiden mit den Halbachsenlän-
gen dmax liegt.
Begrenzen der Komponentenanzahl
Sollte nach den beiden vorangegangenen Maßnahmen die Komponen-
tenanzahl der Gauß-Summe immer noch zu hoch sein, um eine angemes-
sene Verarbeitungsgeschwindigkeit zu garantieren, werden ausschließ-
lich die Nmax Komponenten mit den größten Gewichtungsfaktoren bei-
behalten.
Normalisieren der Dichte
Da durch das Verwerfen von Komponenten mit niedrigen Gewichtungs-
faktoren der Wert des Integralsˆ ∑
n
wn ·N(x; mn, cn)dx (4.51)
verändert wurde, müssen die Gewichtungsfaktoren wn der verbleiben-
den Komponenten bei Bedarf entsprechend skaliert werden (z. B. um si-
cherzustellen, dass es sich um eine Wahrscheinlichkeitsdichte handelt).
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4.4 Experimente
Da die meisten im Automobilbereich verwendeten System- und Beob-
achtungsmodelle nichtlinear sind, soll experimentell untersucht werden,
welche der in diesem Kapitel besprochenen Methoden sich für diesen
Einsatzbereich eignen. Insbesondere stellt sich die Frage, ob die auf der
Statistik zweiter Ordnung beruhenden Verfahren verwendet werden kön-
nen, da diese laut Literatur nur für „schwach“ nichtlineare Systeme ge-
eignet, in der Regel aber weniger rechenaufwändig sind. Das EKF wird
in den Experimenten ausgeklammert, da z. B. [46, 97] gezeigt haben, dass
das UKF diesem, bei vergleichbarem Rechenaufwand, bezüglich des mitt-
leren Schätzfehlers überlegen ist. Zusätzlich ist das UKF für generische
Implementierungen besser geeignet, da lediglich die nichtlinearen Funk-
tionen g und h (vgl. Abschnitt 3.1) angegeben werden müssen, nicht je-
doch deren Ableitungen.
Filter, welche zur Darstellung der Wahrscheinlichkeitsdichten Gauß-
Summen verwenden, werden ebenfalls nicht berücksichtigt, da sowohl
das System- als auch Messrauschen als unimodal angenommen werden
und somit selbst bei einer multimodalen Initial-Dichte der Erwartungs-
wert und die Kovarianz für alle Gauß-Komponenten nach wenigen Mes-
sungen konvergieren würden, so dass diese zu einer einzigen Normal-
verteilung zusammengefasst würden.
Für das UKF soll der Einfluss verschiedener Sätze an σ-Punkten unter-
sucht werden. Ein Filter, welches im Folgenden mit UKF bezeichnet wird,
verwendet daher die skalierten symmetrischen σ-Punkte (Abschnitt A.3)
mit α = 10−3. Als SRUKF wird eine Implementierung bezeichnet, welche
identische Parameter wie das UKF besitzt, jedoch anstatt der Kovarianz-
matrix cx deren Cholesky-Zerlegung propagiert [97]. Das SPUKF benutzt
die Sphärischer-Simplex σ-Punkte mit w0 = 1/D [45]. Schließlich wird
auch das Cubature-Kalman-Filter (CKF) [2] umgesetzt, was der Wahl der
(nicht skalierten) symmetrischen σ-Punkte entspricht.
Szenario
Das Testszenario beschreibt das Wendemanöver eines Fahrzeuges, wie
es in Tab. 4.1 beschrieben und in Abb. 4.4 dargestellt ist. Zur Beschrei-
bung der Bewegung dient hierbei das (nichtlineare) Constant-Turnrate-




0 − 2 s v0 = 20 m/s a = −5 m/s
2 ω = 0 ◦/s
2 − 3 s v2 = 10 m/s a = −4 m/s ω = 18
◦/s
3 − 6 s v3 = 6 m/s a = −1 m/s ω = 24
◦/s
6 − 9 s v6 = 3 m/s a = 1 m/s ω = 24
◦/s
9 − 10 s v9 = 6 m/s a = 4 m/s ω = 18
◦/s
10 − 12 s v10 = 10 m/s a = 5 m/s
2 ω = 0 ◦/s
Tabelle 4.1 Beschreibung der simulierten Fahrzeugbewegung.
Als Sensoren werden ein Lidar und eine Mono-Kamera gemäß den Mo-
dellen in Abschnitt D.1 verwendet. Beide sind fest im Ursprung montiert
und haben jeweils eine Abtastrate von f = 5 Hz, wobei die Messzeit-
punkte versetzt zueinander sind, so dass effektiv alle 100 ms eine Mes-
sung vorliegt. In tatsächlichen Anwendungen ist die Abtastrate in der Re-
gel höher, was die Schätzaufgabe durch mehr Information pro Zeit aber
vereinfacht (vom steigenden Rechenaufwand abgesehen).
Das Sensorrauschen des Lidars wird durch
WLid ∼ N
(
[β, r]T; 0, diag
((
1 ◦
)2 , (0,3 m)2)) , (4.52)
das der Kamera durch
WCam ∼ N
(





Das Systemmodell der Filter entspricht dem der Fahrzeugbewegung, bis
auf die Sprünge in Beschleunigung und Gierrate. Um bei Auftreten dieser
Sprünge das Fahrzeug nicht zu verlieren, wird die Kovarianzmatrix des





≈ 0,≈ 0,≈ 0,≈ 0, (50 ◦/s)2, (15/3,6 m/s2)2
)
(4.54)
gewählt. Versuche, bei denen die Filter stattdessen ein Constant-
Acceleration-Modell (CA-Modell) (vgl. Abschnitt C.1.2) verwendeten,
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Abbildung 4.4 Objekttrajektorie des simulierten Szenarios. ( ) markiert die in-
itiale Position, ( ) die finale Position.
zeigten keinen gravierenden Einfluss der Modellwahl auf die Filtergüte,
obwohl dieses Modell linear ist.
Die Filter erhalten




(1 m)2 , (1 m)2 ,
(
40 ◦
)2 , (3 m/s)2 , (30 ◦/s)2 ,(1 m/s2)2)
(4.55b)
bzw. eine QFilter-elementige Stichprobe daraus als initiale Dichte, wobei
x0 der tatsächliche Zustand des Fahrzeugs bei Simulationsbeginn ist.




System- und Messmodell jeweils zweimal ausgewertet werden muss, ist
dessen Rechenzeit bei identischer Partikelanzahl wie beim BF ungefähr
doppelt so hoch. Daher wird hier QAPF = QBF/2 gewählt um zu über-
prüfen, inwiefern sich der Mehraufwand pro Partikel lohnt. Damit das




Filter UKF SRUKF SPUKF CKF BF APF
tcalc/s 1,60 1,78 1,58 1,60 6,44 6,48
NDiv 3 4 0 0 20 22
NDiv,rel/% 0,3 0,4 0 0 2,0 2,2
Tabelle 4.2 Gemittelte Laufzeiten der Filter pro Monte-Carlo-Durchlauf sowie re-
lative und absolute Häufigkeit der Divergenz der Filter.
Ergebnisse
Sowohl durch den zufälligen Messfehler als auch durch die stochastische
Natur der Partikel-Filter ist ein Simulationsdurchlauf nicht determinis-
tisch, so dass für 103 Monte-Carlo-Durchläufe Messdaten erzeugt und ge-
filtert werden.
Um die Filtergüte zu beurteilen, werden die bezüglich der Monte-Carlo-
Durchläufe gemittelten euklidischen Abstände (vgl. Abschnitt 2.4.1)
d2 := d2(x̂Filter, xwahr)
zwischen wahrem Objektzustand xwahr und EAP-Schätzung x̂Filter der
einzelnen Filter betrachtet. Durchläufe, für die ein Filter divergiert, wer-
den daran erkannt, dass der euklidische Abstand während des Durchlaufs
einen gewissen Schwellwert τDiv mindestens 5 mal überschreitet. Sie wer-
den in d2 nicht berücksichtigt. Stattdessen sind in Tab. 4.2 die absolute
und relative Häufigkeit NDiv bzw. NDiv,rel des Auftretens einer Divergenz
der Filter angegeben. Um den Schwellwert zu bestimmen wurde ein ma-
ximal zulässiger Differenzvektor dmax
dmax =
[
2 m, 2 m, 90 ◦, 3 m/s, 25 ◦/s, 4 m/s2
]T
(4.56)
gewählt und τDiv =
√
dTmaxdmax gesetzt.
Da sich die Ergebnisse der verschiedenen Varianten des UKF wenig
unterscheiden, sind in Abb. 4.5 nur die Ergebnisse für die symmetrischen
σ-Punkte ohne Skalierung (CKF) angegeben.
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Abbildung 4.5 Gemittelte Fehlerkurven der implementierten Filter, jeweils mit
1-σ-Schlauch. Durchläufe, in denen das Filter divergiert, wurden
nicht berücksichtigt. ( ) CKF, ( ) BF, ( ) APF.
4.5 Diskussion
Die Fehlerkurven weisen, wie zu erwarten war, zu den Zeitpunkten der
Zustandssprünge des Fahrzeugs ebenfalls abklingende Sprünge auf. Da-
nach klingt der Fehler jeweils auf einen stabilen Endwert ab. Der minimal
oszillierende Verlauf des Schätzfehlers ist auf die unterschiedliche Cha-
rakteristik der beiden abwechselnden Sensoren zurückzuführen.
Bis auf den Einschwingvorgang der Filter zu Beginn der Simulation
sind die Schätzfehlerkurven sämtlicher Filter nahezu identisch. Dies legt
zum einen nahe, dass die verwendeten Modelle als „schwach“ nichtline-
ar betrachtet werden können und die resultierenden A-posteriori-Dichten
näherungsweise normalverteilt sind, und zum anderen erscheint die Par-
tikelanzahl ausreichend hoch gewählt, um eine gute Approximation der
A-posteriori-Dichten zu gewährleisten.
Zum Vergleich zwischen APF und BF lässt sich sagen, dass der Mehr-
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aufwand für die „Vorausschau“ des APF bei vergleichbarer Rechenzeit
keinen Vorteil bezüglich der Häufigkeit einer Filterdivergenz gebracht
hat.
Für dieses Szenario weisen die UKF-Filter, bei gleichem Schätzfehler,
eine um ungefähr den Faktor 4 geringere Rechenzeit als die partikelba-
sierten Verfahren auf. Weitere Versuche zeigten, dass die Partikel-Filter
deutlich häufiger (>50 % der Durchläufe) divergieren, wenn die Partike-
lanzahl soweit gesenkt wird, dass die Rechenzeit vergleichbar zum UKF
wird.
Allerdings wurden sämtliche Simulationen mit einer selbsterstellten
MATLAB-Implementierung durchgeführt, die nicht speziell auf minima-
le Rechenzeit optimiert wurde. Insbesondere optimale Speicherverwal-
tung und parallele Berechnungen wurden nicht umgesetzt. Da fast sämt-
liche Berechnungen pro einzelnem Partikel parallelisierbar sind, ist zu
erwarten, dass partikelbasierte Verfahren von der Verwendung speziel-
ler Single-Instruction-Multiple-Data-Hardware wie GPUs deutlich stärker
profitieren können als das UKF, bei dem die rechenzeitintensivsten Schrit-
te Matrixinversionen und -zerlegungen sind, die nicht in gleichem Maße
mit dieser Hardware beschleunigbar sind.
Abschließend sollte bemerkt werden, dass dieses Szenario zeigt, dass
das UKF gegenüber partikelbasierten Verfahren zu bevorzugen ist, so-
lange dessen Modellannahmen ausreichend gut erfüllt sind, während
Partikel-Filter für Anwendungen, in denen dies nicht der Fall ist, heran-
gezogen werden müssen.
Damit ist klar, dass für spezifische Anwendungen auch Hybride
aus Kalman- und Partikel-Filtern, die sogenannten Rao-Blackwellised-




In vielen praktischen Aufgabenstellungen hat man es mit einem hybri-
den Systemzustand zu tun, d. h. X setzt sich sowohl aus stetigen als auch






Der Einfachheit halber wird im Folgenden angenommen, jeder diskrete
Zustand Di besitze nur ni mögliche Werte, so dass der diskrete Zustands-
vektor D auf einen skalaren diskreten Zustand D mit gerade n =
∏
i ni
möglichen Werten abgebildet werden kann.
Stetige Zustände stellen häufig den kinematischen Zustand des Sys-
tems dar, also z. B. Position, Geschwindigkeit etc. während diskrete Zu-
fallsgrößen typischerweise bei einer Klassifikation des Systems auftreten.
Eine weitere häufige Ursache für eine Modellierung mit diskreten Zu-
standsgrößen ist die Schwierigkeit, ein für alle Zeitpunkte adäquates Sys-
temmodell zu finden, so dass mehrere Systemmodelle verwendet wer-
den, zwischen denen dann datengetrieben umgeschaltet wird. In Anleh-
nung an diese zweite Interpretation werden die Werte d der diskreten Zu-
fallsgröße D im Folgenden als Modi bezeichnet, auch wenn damit ebenso
Objektklassen oder andere Größen beschrieben werden können.





∣∣d) · fD(d) (5.2)
zerlegt, d. h. für jeden Modus d wird dessen marginale Wahrscheinlich-




∣∣d) aller stetigen Zustände bedingt auf diesen Mo-
dus (sog. Modus-Dichte) gespeichert.
Im Folgenden werden zwei Ansätze zur Lösung der Bayes-Rekursion
für solch hybride Zustände vorgestellt und miteinander verglichen. Diese
unterscheiden sich ausschließlich im Prädiktionsschritt, so dass auf den





Die Indices + und − bezeichnen den zeitlichen Index k bzw. k − 1. Die




∣∣d+, z(−)) = ˆ f(s+∣∣s−, d+, z(−)) f(s−∣∣d+, z(−))ds− (5.3)




∣∣s−, d+, z(−)) = f(s+∣∣s−, d+), was der Transitionsdichte des Mo-
dus entspricht, die aus dem zugehörigen Systemmodell bestimmt werden
kann, so dass Gl. (5.3) einer modusabhängigen Chapman-Kolmogorov-


































∣∣s−, d−, z(−)) = f(d+∣∣x−) und wird im Weiteren als
Modus-Übergangswahrscheinlichkeit bezeichnet. Die noch zu be-










Die entscheidende Frage ist nun, welche Form die
Modus-Übergangswahrscheinlichkeit besitzt.
Sollte der diskrete Zustand eine Klassenzugehörigkeit beschreiben,
wie es z. B. der Fall ist, wenn ein Klassifikator-Ergebnis durch zeit-
liche Filterung verbessert werden soll, gilt, da Objekte in den üb-
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lichen Szenarien die Klasse nicht wechseln können (beispielswei-









1, i = j
0, i 6= j . (5.8)















∣∣z(−))ds− = f(d−∣∣z(−)) . (5.9)














∣∣d−, z(−)) , (5.10)
d. h. pro Modus werden die Moduswahrscheinlichkeiten beibehal-
ten und die Re-Initialisierungsdichten sind identisch zu den vorherigen
A-posteriori-Modus-Dichten. Das so resultierende Filter entspricht damit
(vgl. auch Abschnitt 5.2) einer Bank aus (bezüglich der stetigen Zustands-
größen) voneinander unabhängig arbeitenden Zustandsfiltern und heißt
daher im englischsprachigen Raum Autonomous-Multiple-Model-Filter
(AMM-Filter) [54].
Sollte der Modus jedoch zur Beschreibung unterschiedlicher Bewe-
gungsmodelle dienen, ist Annahme (5.7) nicht zulässig. In diesem Fall
wird in der Literatur [10, 13, 28, 29, 35, 51, 53, 56, 54, 109] stets eine
Markov-Kette zur Modellierung des Modus (vgl. Abschnitt 5.1.1) ver-
wendet. Als alternativer Ansatz wird in Abschnitt 5.1.2 eine klassifika-
tionsbasierte Modellierung erarbeitet.
Sollte die diskrete Zustandsgröße sowohl Klassenzugehörigkeit als
auch Bewegungsmodi umfassen, kann das nötige Vorgehen leicht aus den
hier beschriebenen Gleichungen abgeleitet werden.
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5.1.1 Modellierung mittels Markov -Ketten




∣∣x−) = f(d+∣∣d−) . (5.11)









∣∣d−) f(d−∣∣z(−)) , (5.12)
wodurch sich die Prädiktion der Moduswahrscheinlichkeiten durch eine
einfache Matrixmultiplikation lösen lässt.
















∣∣d−, z(−)) , (5.13)
also einer gewichteten Summe der vorherigen
A-posteriori-Modus-Dichten.
Die Annahme (5.11) bedeutet, dass der Modus als eine vom stetigen
Zustand losgelöste Markov-Kette angenommen wird. Dies bringt den
Vorteil mit sich, dass sich die Prädiktionsgleichungen stark vereinfachen.
Jedoch geht damit auch eine starke Einschränkung dessen, was model-
liert werden kann, einher. Bezeichnet z. B. der Modus verschiedene Bewe-
gungsmodelle und beschreibt der stetige Zustand den kinematischen Zu-
stand eines Objektes, so wird in vielen Fällen die Übergangswahrschein-
lichkeit zwischen zwei Bewegungsmodellen stark vom kinematischen
Zustand abhängen. Konkret wird beispielsweise der Übergang vom Mo-
dell „Kurvenfahrt“ zum Modell „konstante Bewegung“ deutlich unwahr-
scheinlicher, wenn die Gierrate wächst. Solches A-priori-Wissen lässt sich
mit diesem Ansatz leider nicht direkt einbringen, weshalb in der Literatur
[54] eine variable Menge an Bewegungsmodellen vorgeschlagen wird.
Eine von der Prädiktionsdauer Tk unabhängige Modellierung des Sys-
temverhaltens erfolgt über die Übergangsraten qd− ,d+ von Modus d
−
nach Modus d+ (vgl. [49], S. 80-87), die in der Übergangsraten-Matrix
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q = [qd− ,d+ ] zusammengefasst werden. Aus ihnen werden die Über-
















3 + . . .
(5.14)
bestimmt. Damit q eine gültige Übergangsraten-Matrix ist, müssen die
Zeilensummen identisch null sein, also∑
d+
qd− ,d+ = 0 . (5.15)
Dies stellt sicher, dass in keinem Modus Wahrscheinlichkeitsmasse ent-
steht oder verschwindet.
5.1.2 Klassikationsbasierte Modellierung




∣∣x−) = f(d+∣∣s−) (5.16)





































wobei angenommen wurde, dass a priori alle Modi gleich wahrschein-
lich sind. In Gleichung (5.17) wird die Ähnlichkeit dieses Ansatzes zur
Bayes-Klassifikation deutlich. Das zu den Übergangsraten in Abschnitt




∣∣d+), welche als beliebige Wahrscheinlichkeitsdichten ge-






























∣∣z(−)) = ˆ f(d+∣∣s−) f(s−∣∣z(−))ds− (5.20)












∣∣s′) f(s′∣∣z(−))ds′ . (5.21)
Auch wenn Gl. (5.21) einem Bayes-Korrekturschritt entspricht, ist zu
beachten, dass selbst bei normalverteilten f
(
s−
∣∣d+) der Quotient in
Gl. (5.17), d. h. die „Likelihood“ in Gl. (5.21), i. Allg. schlecht durch eine
Gauß-Summe angenähert werden kann, so dass für diesen Ansatz der
Modus-Übergangswahrscheinlichkeit partikelbasierte Filter zum Einsatz
kommen sollten.
5.1.3 Modellwahl
Beide Ansätze zur Modellierung der Modus-Übergangswahrscheinlich-
keiten lassen die Frage offen, welche Bewegungsmodelle verwendet
werden sollen und wie die einzelnen Parameter (Übergangsraten bzw.
Modell-Modus-Dichten) zu bestimmen sind. In der Literatur findet sich
bisher kein systematischer Ansatz zur optimalen Wahl der Bewegungs-
modelle. Stattdessen ist es gängige Praxis, dass durch A-priori-Wissen
des Anwenders ein oder mehrere Modellsätze ausgewählt werden und
das am besten geeignete experimentell (idealerweise anhand belastba-
rer realer Testdaten) bestimmt wird. Zumeist wird auch gewünscht, ei-
ne möglichst kleine Anzahl an Modellen zu verwenden, um so den Be-
rechnungsaufwand gering zu halten. Es hat sich gezeigt (vgl. z. B. [54],
VII-B.) dass das Filterverhalten wenig empfindlich gegenüber der Wahl
der Übergangsraten ist. Dennoch zeigt [48], wie diese aus empirischen
Messdaten bestimmt werden können. Für die Wahl der Modell-Modus-


































∣∣sk, dk) die aus dem Messmodell be-
kannte (möglicherweise Modus-abhängige) Sensor-Likelihood. Einsetzen




∣∣dk, z(k)) = f
(
zk




∣∣s′k, dk) f(s′k∣∣dk, z(k−1))ds′k , (5.25)
und es ist ersichtlich, dass pro Modus ein gewöhnliches Bayes-Update
der Modus-Dichten stattfindet, so dass hierfür, je nach Bewegungs- und
Messmodell, eine der bereits besprochenen Umsetzungen/Approxima-
tionen der Bayes-Rekursion zum Einsatz kommen kann.
















∣∣z(k−1)) die aus dem Prädiktionsschritt bekann-




Modus-Likelihood aus Gl. (5.24).
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5.2.1 Bestimmung der Modus-Likelihood









sk; mn,dk , cn,dk
)
(5.27)
gegeben, berechnet sich die Modus-Likelihood mit Gl. (2.40), Gl. (3.13) und
Gl. (5.24), sowie den Bezeichnungen z := zk, z
(−) := z(k−1), s := sk und
































Die skalaren Faktoren N
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de den Dichten der pro Modus prädizierten Messung (vgl. Gl. (3.18a) und
(3.18b)), ausgewertet an der Stelle der tatsächlich eingetroffenen Messung
zk.
Sollte das Messmodell nichtlinear sein, können auch, analog zu Ab-
schnitt 4.1.1 oder 4.2.1, die ersten beiden Momente der prädizierten Mes-
sung angenähert werden oder es kommen, sowohl um Gl. (5.25) umzu-
setzen als auch Gl. (5.24) näherungsweise zu bestimmen, Partikeldarstel-
lungen (vgl. Abschnitt 4.2.2) zum Einsatz.
5.3 Experimente
Da für diskrete Zustände, welche eine Klassenzugehörigkeit widerspie-
geln, ein AMM-Filter, in welchem die Unterschiede der vorgestellten An-
sätze zur Prädiktion nicht zum Tragen kommen, zum Einsatz kommt,
wird in den Experimenten der diskrete Zustand ausschließlich genutzt,
um verschiedene Bewegungsmodi zu beschreiben.
Als Szenario soll der Zustand eines Fahrzeuges geschätzt werden, wel-




0 − 2 s konstante Bewegung v = 15 m/s
2 − 5 s Bremsen a = −5 m/s2
5 − 8 s Stillstand
8 − 11 s Anfahren a = 2 m/s2
11 − 17 s Linkskurve mit Beschleunigung a = 2 m/s2, ω = 30 ◦/s
17 − 21 s konstante Bewegung v = 18 m/s
21 − 27 s Rechtskurve ω = −36 ◦/s
Tabelle 5.1 Beschreibung der simulierten Fahrzeugbewegung.
sogenannte Manöver, durchführt. Eine abschnittsweise Beschreibung der
Fahrzeugbewegung ist in Tab. 5.1 zu finden, die Trajektorie ist in Abb. 5.1
dargestellt. Als Messdaten werden alle 0,2 s Entfernung r und Winkel β
des Fahrzeuges zum Ursprung berechnet und mit zufälligen, normalver-
teilten Fehlern mit σR = 0,5 m und σB = 2
◦ versehen. Um die Leistungs-
steigerung der Mehrmodell-Filter zu bewerten, werden diese ebenfalls
mit einem Einmodell-Filter verglichen.
5.3.1 Modell-Satz
Aus Tab. 5.1 erscheint folgender Satz an Bewegungsmodellen sinnvoll
motivierbar.
Hochdynamische Bewegung
Für die Zeitabschnitte, in denen das Fahrzeug stark bremst/beschleunigt
oder eine Kurve fährt, sollte ein Modell zur Verfügung stehen, welches
in der Lage ist, diese Bewegungsmöglichkeiten zu beschreiben. Der Ein-
fachheit halber wird hier ein CA-Modell (vgl. Anhang C.1.2) gewählt.
Da dieses Model auch sprunghafte Änderungen in der Beschleunigung
handhaben soll, wird die Varianz der Beschleunigungskomponenten des





















Abbildung 5.1 Objekt-Trajektorie des simulierten Szenarios. ( ) markiert die in-
itiale Position, ( ) die finale Position.
Gleichförmige Bewegung
In Phasen, in denen das Fahrzeug tatsächlich mit konstanter Geschwin-
digkeit geradeaus fährt, ist davon auszugehen, dass die Schätzung mit
dem Modell für hochdynamische Bewegung sich auf Grund des star-
ken Systemrauschens übermäßig auf die verrauschten Messungen ver-
lässt und sich somit verschlechtert. Daher sollte für diese ein restriktiver-
es Bewegungsmodell, welches ausschließlich eine konstante Geschwin-
digkeit ohne Beschleunigungen annimmt, hinzugefügt werden. Für eine
einfache Umsetzung wird hier ein Constant-Velocity-Modell (CVk-Modell)
(vgl. Anhang C.1.1) eingesetzt. Da dieses Modell nur verwendet werden
soll, wenn es näherungsweise zutreffend ist, wird die Kovarianzmatrix



















Abbildung 5.2 Markov-Modell für Modellwechsel.
Stillstand
Aus ähnlichen Gründen wie beim obigen Bewegungsmodell wird noch
ein Modell für den Stillstand mit g(xk−1, Tk) = xk−1 ergänzt, welches ver-
kürzt als Constant-Position-Modell (CP-Modell) bezeichnet wird. Um leich-





(0,2 m)2, (0,2 m)2
)
. (5.31)
Da das CV- und CP-Modell als Spezialfälle des CA-Modells angesehen
werden können, verwendet das Einmodell-Filter das CA-Modell.
5.3.2 Modell-Parameter
Übergangsraten
Die angenommene Markov-Kette gemäß Abb. 5.2 ergibt sich aus folgen-
den Überlegungen:
p Der Übergang zwischen CP und CV ist nur durch eine zwischen-
zeitliche Beschleunigung möglich; somit entfallen die Kanten zwi-
schen diesen beiden Knoten.
p Da a priori keine sinnvollen Annahmen bezüglich der Verweildau-
ern in den Zuständen zu treffen sind, kann höchstens angenommen
werden, dass es, in Anlehnung an das erste Newton’sche Gesetz,
eher eine Tendenz zu Modellen mit konstanter Geschwindigkeit (al-
so CP und CV) gibt. Daher erhalten die Kanten vom CA-Knoten zu
den beiden anderen Modellen eine möglicherweise höhere Über-
gangsrate q2 ≥ q1.
p Wegen Gl. (5.15) sind die Übergangsraten für das Verweilen in den
Zuständen durch q1 bzw. q2 bereits festgelegt.
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Für eine geeignete Wahl der freien Übergangsraten ist es nützlich zu
betrachten, wie deren Wahl das resultierende Filter beeinflusst. Für
q1 = q2 = 0 sind keine Modellwechsel möglich und es resultiert ein
AMM-Filter, welches für den Einsatz in diesem Szenario nicht geeignet
ist.
Für q1 → ∞ mit q2  q1 geht die A-priori-Moduswahrscheinlichkeit
p+CA für das CA-Modell gegen 1, so dass die beiden anderen Modelle vom
Filter nicht genutzt werden und der Mehrmodellcharakter des Filters ver-
loren geht.
Für q2 → ∞ mit q1  q2 geht die A-priori-Moduswahrscheinlichkeit
p+CA gegen 0, so dass das CA-Modell dem Filter nicht mehr zur Verfügung
steht.
Gehen beide Übergangsraten gleichmäßig gegen unendlich, werden
alle A-priori-Moduswahrscheinlichkeiten zu 1/3, so dass das Filter die
A-posteriori-Moduswahrscheinlichkeiten ausschließlich auf Grund der
aktuellen Messung bestimmt (was einer Maximum-Likelihood-Schätzung
entspricht) und somit die zeitliche Filterwirkung bezüglich der Modus-
wahrscheinlichkeiten einbüßt.
Daher wird q1 = q2 = 0,1 Hz gewählt, wodurch sich der Erwartungs-
wert µτd der Verweildauer τd in ein und demselben Bewegungsmodus d
mit




als µτCA =µτCV =µτCP = 10 s ergibt, da auf Grund der Markov-Eigenschaft
des Modus die Wahrscheinlichkeitsdichte der Verweildauer gerade einer
Exponentialverteilung mit Paramerter −qdd entspricht (vgl. [49], S. 78-80,
S. 85).
Modell-Modus-Dichten
Folgende Forderungen an das Mehrmodell-Filter erscheinen sinnvoll:
p Wenn ‖v‖ ≈ 0, soll das CP-Modell zur Prädiktion verwendet wer-
den.
p Wenn ‖v‖ > 0 und ‖a‖ ≈ 0, soll das CV-Modell zur Prädiktion
verwendet werden.








∣∣CP) =U(p; −pmax, pmax) ·N(v; 0, diag(σ2V , σ2V))

















∣∣CA) =U([s]T; −smax, smax) ,









= [1000 m, 1000 m, 70 m/s, 70 m/s, 20 m/s2, 20 m/s2]




∣∣s−) pro Modus festgelegt sind. Diese sind unabhängig
von der Position p und bezüglich Richtungsänderungen sowohl des
Geschwindigkeits- als auch des Beschleunigungsvektors invariant, wes-
halb es genügt, sie (wie in Abb. 5.3) bezüglich der Beträge a := ‖a‖ und
v := ‖v‖ aufzutragen. Der Bereich, in dem das CP-Modell wegen a ≈ 0
ausgewählt wird, erstreckt sich über den gesamten zulässigen Bereich
von a, damit z. B. auch bei starkem Bremsen vor dem Übergang in eine
Rückwärtsfahrt ein Anhalten erzwungen wird, sobald die Geschwindig-
keit nahe bei null liegt.
5.3.3 Filter-Implementierung
Wie bereits in Abschnitt 5.1.2 angesprochen, wird für den Ansatz mit
Modell-Modus-Dichten eine partikelbasierte Umsetzung gewählt. Um
einen direkten Vergleich der Modellierungsansätze bei identischer Im-
plementierungsweise zu ermöglichen, werden daher auch der Ansatz
mit Markov-Ketten und das Einmodell-Filter partikelbasiert umgesetzt.
Für alle Filter wird hierbei der Einfachheit halber und zur besseren Ver-
gleichbarkeit der einfache Bootstrap-Ansatz verfolgt. Das Degenerations-
problem sollte hierbei abgeschwächt werden, da stets eines der Bewe-








































∣∣s−) pro Modus. ( ) bezeichnet p = 1, ( )
bezeichnet p = 0.
Zusätzlich wird für das Markov-Ketten-Mehrmodell-Filter eben-
falls eine Gauß-Summen-basierte Umsetzung implementiert, welche,
durch automatisches Zusammenfassen (vgl. Abschnitt 4.3.1) aller Gauß-
Komponenten der Re-Initialisierungsdichte pro Modus, identisch zum
Interacting-Multiple-Model-Filter (IMM-Filter) [54] ist. Zur Handha-
bung des nichtlinearen Beobachtungsmodells wird hierbei die UT mit σ-
Punkten gemäß dem Cubature-Kalman-Filter [2] verwendet. Somit kann
auch der Einfluss des Implementierungsansatzes überprüft werden.
Für die beiden partikelbasierten Mehrmodell-Filter hat sich in Einklang
mit [13] gezeigt, dass es vorteilhaft ist, die Partikelanzahl pro Modus kon-
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stant und gleichverteilt zu wählen, anstatt proportional zur Moduswahr-
scheinlichkeit. Die Gesamtpartikelanzahl pro Filter wurde zu Q = 10.002
gewählt, was QModus = 3.334 Partikeln pro Modus entspricht.










verwendet, wobei das Integral für partikelbasierte Filter gemäß Gl. (4.20)
mit η(x) = 1 bestimmt wird.
Filter-Initialisierung
Alle Filter benutzen als initiale Dichte für die stetigen Zustandsgrößen
fS0(s) = N(s; x0, c0) ,
wobei x0 der wahre Objektzustand bei Simulationsbeginn ist und c0 zu
c0 = diag
(
(1 m)2, (1 m)2, (1 m/s)2, (1 m/s)2, (0,1 m/s2)2, (0,1 m/s2)2
)
gewählt wird.
Die initialen Moduswahrscheinlichkeiten sind gleichverteilt und betra-
gen somit jeweils 1/3.
5.3.4 Simulationsergebnisse
Da die Simulation sowohl durch das Sensorrauschen als auch die parti-
kelbasierte Implementierung der Filter stochastischen Einflüssen unter-
liegt, wurden für die vorgestellte Szene 1000 Monte-Carlo-Durchläufe si-
muliert und gefiltert. Um die Filtergüte zu beurteilen, sind in Abb. 5.4 die
bezüglich der Monte-Carlo-Durchläufe gemittelten euklidischen Abstände
d2 := d2(x̂Filter, xwahr)
zwischen wahrem Objektzustand xwahr und EAP-Schätzung x̂Filter
der einzelnen Filter aufgetragen. Wie später auch anhand der
Moduswahrscheinlichkeiten gezeigt wird, liefert die Gauß-Summen-
Implementierung des Markov-Ketten-basierten Filters beinahe identische
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Abbildung 5.4 Gemittelte Fehlerkurven der partikelbasierten Filter.
Ergebnisse wie die Partikel-Implementierung, weshalb sie aus Gründen
der besseren Übersicht in dieser Abbildung ausgelassen wurde.
Es fällt auf, dass bei identischer Partikelanzahl wie in Abschnitt 4.4
keine Divergenz der Filter auftritt. Der Grund liegt darin, dass auch zu
den Manöver-Zeitpunkten die Filter, durch die fixe Partikelanzahl pro
Bewegungsmodell, stets Partikel an die „richtigen“ Stellen des Zustands-
raumes platzieren. Wie zu erwarten war, geht für alle Filter ein Modus-
Wechsel des Fahrzeugs dennoch stets mit einem sprunghaften Anstieg
des Schätzfehlers, der dann wieder abklingt, einher.
Vor allem in den Phasen der konstanten Bewegung und des Stillstan-
des von 0− 2 s bzw. 5− 8 s und 17− 21 s erreichen die Mehrmodell-Filter
allerdings deutlich niedrigere Schätzfehler als das Einmodell-Filter. Die
Gründe hierfür wurden bereits bei der Auswahl der Modelle angespro-
chen.
Ein Vergleich zwischen den Mehrmodell-Filtern zeigt, dass keines der
beiden Filter stets bessere Ergebnisse als das andere liefert. Vielmehr ist
der Sprung im Schätzfehler direkt nach einem Modus-Wechsel beim Mar-
kov-Ketten-basierten Filter meist etwas kleiner und klingt schneller ab,
dafür ist der Schätzfehler des Modell-Modus-Dichten-basierten Filters
am Anfang um ca. 1 s und am Ende bei ca. 23− 26 s etwas geringer.
Die über die Monte-Carlo-Durchläufe gemittelten Modus-Wahrschein-
lichkeiten sind in Abb. 5.5 aufgetragen, wobei die Varianz bezüglich ein-
zelner Durchläufe durch die jeweiligen 1-σ-Schläuche dargestellt wird.
Man erkennt, dass sich die Partikel-Implementierung kaum von der
Gauß-Summen-Implementierung unterscheidet, d. h. die Partikelanzahl
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Abbildung 5.5 A-posteriori-Moduswahrscheinlichkeiten der Filter, jeweils mit
1-σ-Schlauch bezüglich der Monte-Carlo-Durchläufe. ( ) CP,
( ) CV und ( ) CA.
scheint ausreichend groß zu sein und das Messmodell nur schwach li-
near, so dass die UT eine gute Approximation der wahren Dichten der
prädizierten Messung liefert.
Allen Filtern ist ein verzögertes Erkennen der Modus-Wechsel gemein-
sam. Die Verzögerung beträgt in diesem Szenario ca. 1 s, was 5 Abtast-
schritten entspricht.
Beim Vergleich der beiden unterschiedlichen Modellierungsansätze
fällt auf, dass die Modell-Modus-Dichten-basierte Modellierung den in-
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itialen Modus bei Simulationsbeginn sofort perfekt erkennt, was durch
die Initialisierung der Filter begründet ist. Abgesehen davon scheint
die Markov-Ketten-basierte Modellierung etwas schneller auf die Modus-
Wechsel zu reagieren, wohingegen die Modell-Modus-Dichten-basierte
Modellierung im Mittel etwas höhere Moduswahrscheinlichkeiten (also
höhere angenommene Sicherheiten) erreicht und bei längere Zeit gleich-
bleibendem Modus eine viel geringere Varianz bezüglich der Monte-
Carlo-Durchläufe aufweist.
Interessant ist der Zeitbereich 10− 16 s, in dem beide Filter etwas un-
entschlossen zwischen CV und CA sind. Im Falle des Markov-Ketten-
basierten Ansatzes scheint auf Grund der geringen Geschwindigkeit auch
das CV-Modell gut zu den Messungen zu passen, so dass das Filter
nur zögerlich auf das CA-Modell umschaltet. Für das Modell-Modus-
Dichten-basierte Filter ist aus Abb. 5.3 ersichtlich, dass erst ab einer ge-
wissen minimalen Geschwindigkeit von ca. 0,5 m/s auf das CA-Modell
umgeschaltet wird.
Abschließend lässt sich bemerken, dass ein Mehrmodell-Ansatz bei
vertretbarem Mehraufwand durchaus bessere Ergebnisse liefern kann als
ein Einmodell-Filter. Es kann aber keine eindeutige Bevorzugung eines
der beiden vorgestellten Modellierungsansätze angegeben werden. Viel-
mehr scheint es sinnvoll, je nach Art des Vorwissens, welches in die Mo-





In den bisherigen Kapiteln wurde der zu schätzende Zustand stets durch
eine vektorwertige Zufallsgröße dargestellt. In vielen Aufgabenstellun-
gen, v. a. in der Umfeldwahrnehmung, ist dies nicht ohne Weiteres mög-
lich. Dies liegt daran, dass die Anzahl der zu schätzenden Parameter a
priori nicht bekannt ist, z. B. wenn eine unbekannte, zeitlich variieren-
de Anzahl an Objekten verfolgt werden soll. Zwar ist in diesem Fall die
Dimension des Zustandsvektors pro Objekt bekannt, jedoch ist die Grö-
ße des gesamten Zustandsvektors, der durch Verkettung der Zustände
aller Objekte entsteht, ungewiss und möglicherweise dynamisch. Hinzu
kommt, dass auch die Reihenfolge, in der die Zustände der einzelnen Ob-
jekte verkettet werden, physikalisch bedeutungslos und somit beliebig
ist.
Daher ist in solchen Szenarien eine Beschreibung des Systemzustandes
durch eine endliche Zufallsmenge (EZM) Xk (vgl. Abschnitt 2.1.5) intuiti-
ver und besser geeignet.
Auch für Messungen ist oftmals eine Modellierung als EZM Zk erfor-
derlich, da nicht die rohen Sensordaten (z. B. im Falle einer Kamera der
Grau-/Farbwertvektor) für die Zustandsschätzung verwendet werden,
sondern daraus mittels Detektionsalgorithmen extrahierte Objekthypo-
thesen (im Folgenden Detektionen), deren Anzahl a priori nicht bekannt
und zeitlich variabel ist. Obwohl dies zwar einen Informationsverlust
bzw. eine frühe harte Entscheidung mit sich bringt, ist dies auf Grund ei-
ner beschränkten Kapazität des Kommunikationskanals zwischen Sensor
und Fusionseinheit, begrenzter Rechenleistung der Fusionseinheit oder
schlichtweg mangels adäquater Modelle des Messprozesses in vielen An-
wendungen unumgänglich.
Bedingt durch die Unsicherheit der geschätzten Objektpositionen und
das Sensorrauschen ist bei Eintreffen einer Messung unklar, welche De-
tektion von welchem als existierend angenommenen Objekt stammt. Das
Problem der Zuordnung von Detektionen zu Objekthypothesen wird in
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der Literatur als Assoziationsproblem bezeichnet. Es wird durch die
bereits angesprochenen Detektionsalgorithmen verschärft, da diese stets
auch Fehlentscheidungen treffen. Hierbei wird zwischen Falschalarmen
(Detektion ohne tatsächlich existierendes Objekt, engl. clutter) und Fehl-
detektionen (Ausbleiben der Detektion eines tatsächlich existierenden
Objektes) unterschieden.
Im Rest dieses Kapitels wird zunächst ein Fusionsrahmenwerk für den
Einsatz im automobilen Kontext vorgeschlagen. Im Anschluss werden
die wichtigsten mathematischen Grundlagen der Statistik endlicher Zu-
fallsmengen zusammengefasst, um darauf aufbauend die für das Rah-
menwerk erforderlichen Mehrobjekt-Zustandsschätzer herzuleiten. Eini-
ge Details zu deren Implementierung werden besprochen, bevor sie an-
schließend in Simulationen gegenübergestellt werden.
6.1 Anwendung im Automobilbereich
Die voranschreitende Vernetzung technischer Systeme macht auch vor
der Automobilindustrie nicht Halt, und so werden in absehbarer Zeit
Automobile nicht nur auf die Daten ihrer On-Board-Sensoren zugreifen
können, sondern auch von weiteren Fahrzeugen, fest installierten Sen-
soren oder anderen Infrastrukturelementen Daten zur Verfügung gestellt
bekommen, mit deren Hilfe sie sowohl ihren eigenen Zustand schätzen
als auch ihre Umgebung wahrnehmen können. Die Existenz eines zu-
verlässigen Kommunikationskanals zwischen den Verkehrsteilnehmern
ist dabei eine Grundvoraussetzung. Sie wird in dieser Arbeit als gegeben
betrachtet, weshalb der Entwurf und die detaillierte Untersuchung dieses
Kanals nicht Bestandteil dieser Arbeit ist.
Ein zuverlässiges und umfassendes Umfeldlagebild bildet die Grund-
lage für Fahrerassistenzsysteme oder vollständig autonomes Fahren. Auf
Grund der vielfältigen Unsicherheiten in den bereitgestellten Informa-
tionen (Sensorrauschen, Falschalarme, Fehldetektionen, Assoziationsun-
sicherheit, unpräzise bekannte Sensorpositionen etc.) erscheint eine sto-
chastische Herangehensweise zwingend erforderlich und somit die Ver-
wendung rekursiver Bayes-Schätzer geeignet.
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6.1.1 Vorüberlegungen und Rahmenbedingungen
Bevor das eigentliche Fusionsrahmenwerk vorgestellt wird, ist es ange-
bracht, einige wichtige Vorüberlegungen dazu zu besprechen.
Sensorklassikation
So wie sich in der Psychologie die Wahrnehmung in Exterozeption (die
Wahrnehmung der Außenwelt) und Interozeption (die Wahrnehmung
des eigenen Körpers) gliedern lässt, können dem entsprechend im auto-
mobilen Kontext auch die Sensoren bzw. deren Messungen als exterozep-
tiv und interozeptiv klassifiziert werden. Die Unterteilung der Interozep-
tion in Propriozeption und Viszerozeption lässt sich ebenso sinnvoll auf
vernetzte Automobile übertragen.
Exterozeptive Sensoren sind also Informationsquellen, welche die Um-
gebung des Sensorträgers erfassen. Beispiele hierfür sind Kamera, Ra-
dar, Lidar, Ultraschallsensor, Mikrofon etc. Sie liefern sowohl Informa-
tion über den Zustand der Umgebung als auch über den Zustand des
Sensorträgers. Dies soll durch zwei Extremfälle verdeutlicht werden. Ist
die Sensorposition jederzeit fehlerfrei bekannt, kann der Sensor benutzt
werden, um die Umgebung zu kartieren (engl. mapping) oder Objekte
in der Umgebung zu verfolgen (engl. tracking). Ist jedoch die Karte per-
fekt bekannt, kann der Sensor benutzt werden, um den Sensorträger in-
nerhalb der Karte zu lokalisieren (engl. localization). Sind sowohl Karte
als auch Sensorposition unsicherheitsbehaftet, liegt eine Mischform vor
und man spricht von simultaneous localization and mapping/tracking
(SLAM/SLAT) . Die Messungen exterozeptiver Sensoren sind üblicher-
weise zunächst vektorwertig. Häufig werden aus diesen Vektoren jedoch
zunächst Merkmale oder vollständige Objekthypothesen gewonnen, die
dann der Fusion zugeführt werden.
Propriozeptive Sensoren liefern Informationen, welche die Position
und den dynamischen Zustand des Sensorträgers ermitteln lassen. Typi-
sche Beispiele im automobilen Kontext sind GPS-Empfänger, Gierraten-
und Beschleunigungssensoren, Inkrementalgeber an den Reifen etc. Bei
ihnen ist die Messung als ein Vektor mit bekannter Dimension beschreib-
bar.
Beispiele für viszerozeptive Sensoren sind Temperatursensoren im Mo-
tor oder Innenraum, Klopfsensor, Lambdasonde, Füllstandssensor etc.
Damit ein Fahrzeug in die Lage versetzt wird, ein möglichst akkurates
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Abbild der Umgebung zu erstellen, um darauf aufbauend den Fahrer zu
unterstützen oder selbstständig zu agieren, sind insbesondere exterozep-
tive und propriozeptive Sensoren nötig. Viszerozeptive Sensoren werden
in dieser Arbeit ausgeklammert, da diese v. a. für die Prädiktion der Situa-
tion in die Zukunft nützliche Informationen liefern (z. B. ist bei einem vor-
ausfahrenden Fahrzeug mit überhitztem Motor damit zu rechnen, dass es
bald auf den Standstreifen fahren wird), hier aber die Schätzung des un-
mittelbaren kinematischen Zustands im Vordergrund stehen soll.
Zusätzlich werden in dieser Arbeit mobile und stationäre Sensoren
unterschieden. Die Unterscheidung erfolgt, da angenommen wird, dass
bei stationären Sensoren (z. B. an unübersichtlichen Kreuzungen instal-
lierte Kameras/Lidar etc.) die Position vor Inbetriebnahme hochpräzi-
se vermessen wird und daher nicht als unsicherheitsbehaftet angesehen
werden muss.
Lokale vs. zentrale Fusion
Es stellt sich die Frage, ob die einzelnen Sensorträger ihre Messungen di-
rekt (zentrale Fusion) oder bereits geschätzte Objekthypothesen (verteilte
Fusion) kommunizieren sollten. In dieser Arbeit wird Ersteres als sinn-
voller angesehen, was in diesem Abschnitt erläutert werden soll.
Der entscheidende Faktor bei der Abwägung ist die im laufenden Be-
trieb zu übertragende Datenmenge, da in absehbarer Zukunft der Kom-
munikationskanal wohl die limitierende Ressource bleiben wird, wäh-
rend bei der verfügbaren Rechenleistung weiterhin mit einem exponenti-
ellen Wachstum zu rechnen ist.
Zentrale Fusion: Damit die Sensorposition ermittelt und die Messung
von der Fusionseinheit sinnvoll verarbeitet werden kann, muss jede Mes-
sung eines exterozeptiven Sensors mit folgenden Daten versehen sein:
p Identifikationsnummer (ID) des Sensorträgers (Träger-ID), des Sen-
sors (Sensor-ID) und des Sensor-Typs (Typ-ID).
p Relative Position des Sensors zur Referenzposition des Sensorträ-
gers (durch Kalibrierung vorab zu bestimmen, bei stationären Sen-
soren: Position des Sensors in Weltkoordinaten).
p Zeitstempel der Aufnahme.
p Ein Vektor pro Detektion.
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Hierbei wird angenommen, dass vor Fahrtbeginn jedem Verkehrsteilneh-
mer eine aktuelle Datenbank mit existierenden Sensormodellen zur Ver-
fügung steht, so dass die Sensor-ID ausreicht, um die relevanten Eigen-
schaften des Sensors nachzuschlagen.
Verteilte Fusion: Sollte jeder Fusionsknoten seine Fusionsergebnisse
übermitteln, sind folgende Daten pro Übertragung nötig:
p Identifikationsnummer (ID) des Fusionsknotens (Node-ID).
p Angaben, welche Messungen in das Fusionsergebnis eingeflossen
sind.
p Zeitstempel der Aufnahme.
p Parameterliste (Existenzwahrscheinlichkeiten, Zustandsdichten)
der Objekthypothesen.
Die meisten Daten sind hierbei skalare Größen, die bezüglich des Da-
tenvolumens kaum ins Gewicht fallen. Der maßgebliche Unterschied ent-
steht also dadurch, dass entweder eine unbekannte Anzahl an Vekto-
ren übertragen werden muss (zentrale Fusion) oder die Parameterliste
der hypothetischen Objekte sowie eine Liste berücksichtigter Messun-
gen (verteilte Fusion). Da hierzu in der Regel mindestens die ersten bei-
den Momente übertragen werden, sind somit mindestens ein Vektor und
eine Matrix pro Objekthypothese erforderlich, anstatt eines Vektors pro
Detektion. Außerdem besitzen die Messvektoren, da von einem Hidden-
Markov-Modell ausgegangen wird, i. Allg. eine geringere Dimension als
die Zustandsvektoren. Daher wird die Datenmenge pro Übertragung für
eine zentrale Fusion als geringer eingeschätzt, solange die Falschalarm-
wahrscheinlichkeit nicht allzu hoch und somit die Anzahl der Detektio-
nen nicht übermäßig groß ist.
Allerdings muss auch betrachtet werden, wie häufig eine solche Über-
tragung stattfindet. Soll keine Information verloren gehen, muss bei
der zentralen Fusion jede Messung übertragen werden. Es sind aber
durchaus Verfahren denkbar, welche situationsadaptiv entscheiden, ob
eine Messung an andere Verkehrsteilnehmer übertragen werden soll
oder nicht, bzw. ob die Fusionseinheit eine Messung gezielt ignoriert
(z. B. könnten Messungen, die einen Bereich erfassen, der bereits von
ausreichend vielen Messungen zuverlässig überdeckt wird, gezielt nicht
gesendet/bearbeitet werden). Dieser Aspekt der Sensoreinsatzplanung
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würde aber nicht die Verarbeitung der eingetroffenen Messungen beein-
flussen und wird daher hier nicht weiter verfolgt. Bei einer verteilten Fu-
sion kann die Fusion solange lokal erfolgen, bis der Kanal frei ist, um
dann die fusionierten Daten zu übertragen. Für sicherheitsrelevante An-
wendungen wird jedoch ohnehin eine hohe Aktualisierungsrate gefor-
dert werden, weshalb die zentrale Fusion als geeigneter erscheint.
Für den Entwurf von Bayes-Schätzern bei einer zentralen Fusion spielt
es zunächst keine Rolle, ob die Fusion der gesammelten Daten redun-
dant in jedem Fahrzeug stattfindet oder in einem zentralen Rechenclus-
ter, welcher die Fusionsergebnisse an die einzelnen Verkehrsteilnehmer
übermittelt. Jedoch werden praktische Anforderungen, wie erreichbare
Latenzzeiten, Forderung nach Sicherheit des Fahrzeugs auch bei Abbruch
der Kommunikationsverbindung zur Umgebung, juristische Haftung etc.
dazu führen, dass eine fahrzeuginterne Fusionseinheit unumgänglich ist,
so dass diese in dieser Arbeit betrachtet werden soll. Das Fahrzeug, in
dem die Fusion stattfindet, wird als Egofahrzeug bezeichnet.
Einschränkungen durch den Kommunikationskanal
Auf Grund der vermutlich erzielbaren Datenraten [82] erscheint es we-
nig realistisch, dass in naher Zukunft dem Egofahrzeug Sensorrohdaten
von außerhalb zur Verfügung gestellt werden können, weshalb im Fol-
genden sämtliche Messungen exterozeptiver Sensoren als mengenwer-
tig angenommen werden. Am Egofahrzeug selbst angebrachte Sensoren
sind mit deutlich höherer Bandbreite an die Fusionseinheit angebunden,
so dass bei diesen eine Rohdatenverarbeitung ohne vorgeschaltete De-
tektionsalgorithmen prinzipiell möglich ist, was in dieser Arbeit aber
nicht betrachtet wird, um den Rahmen nicht zu sprengen. Diese Thema-
tik wird durch den sogenannten Track-Before-Detect-Ansatz (TBD-Ansatz)
[12, 14, 24, 37, 85, 96, 103] adressiert.
Durch den Kommunikationskanal entstehen ebenfalls Latenzen, die
dazu führen können, dass die Messungen nicht in chronologischer Rei-
henfolge am Fusionsknoten eintreffen. Im Englischen wird dies mit dem
Begriff out of sequence measurements bezeichnet. Ein Lösungsansatz für die-
ses Problem findet sich z. B. in [112].
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Synchronisation
Generell müssen für eine Fusion mittels Bayes-Schätzer die einzelnen
Sensoren keine bestimmten Abstastzeitpunkte einhalten. Allerdings soll-
ten die einzelnen Messzeitpunkte bezüglich einer gemeinsamen Zeitba-
sis hinreichend genau bestimmt sein. Im automobilen Kontext bietet sich
dabei die coordinated universal time (UTC) als Zeitbasis an. Da die Zeit-
stempel zumeist nicht von den Sensoren selbst, sondern von einer zentra-
len Verarbeitungseinheit vergeben werden, können unbekannte Latenzen
und jitter entstehen. Allerdings gibt es hierfür Kompensationsverfahren
(z. B. [41]), welche in dieser Arbeit vorausgesetzt werden.
Vereinfachung durch Marginalisierung
Um die zur Verfügung stehenden Informationen optimal auszunutzen,
müsste ein Fusionssystem zu jedem Zeitpunkt die Verbunddichte sämt-
licher hypothetisch existierender Objekte und Sensorträgerzustände be-
rechnen und speichern, da z. B. das Eintreffen einer GPS-Messung für
einen Sensorträger unmittelbar dessen eigene Zustandsschätzung beein-
flusst, aber mittelbar ebenso die Zustandsschätzung der Objekte, die über
die exterozeptiven Sensoren dieses Trägers beobachtet wurden und somit
sogar die Lokalisierung von Sensorträgern, welche dieselben Objekte er-
fasst haben. Es ist zu beachten, dass auch die Sensorträger selbst Objekte
in der Szene sein und somit durch exterozeptive Sensoren anderer Träger
beobachtet werden können.
Allerdings erscheint eine vollständige Propagierung dieser Verbund-
dichte nicht praktikabel, so dass in dieser Arbeit ein Mittelweg gegangen
wird, indem nach der Verarbeitung einer jeden Messung der Zustand des
Sensorträgers sowie der Zustand der Objekte durch Marginalisierung aus
deren gemeinsamer Verbunddichte gewonnen und im Folgenden wieder
als unabhängig betrachtet werden.
Hierdurch werden vorhandene Kopplungen sowohl bei der Zustands-
als auch bei der Existenzschätzung von Objekten entfernt und fehlerhaf-
terweise durch Unabhängigkeiten ersetzt. Auch Kopplungen zwischen
Sensorträgerzustand und Mehrobjekt-Zustand, welche eigentlich über




Für den späteren Benutzer stellt die Fusionseinheit im Wesentlichen eine
Black Box dar, in die er Messungen verschiedener Sensoren eingeben und
aus der er auf Anfrage das fusionierte Umfeldlagebild für einen bestimm-
ten Zeitpunkt abrufen kann. Dementsprechend wird dieser Abschnitt un-
terteilt in einen Teil, der den Ablauf zum Verarbeiten einer neu eingetrof-
fenen Messung behandelt und einen, der auf die Extraktion einer Schät-
zung auf Anfrage eingeht.
Eintreen einer Messung
Ausgehend von den Vorüberlegungen ist der Fusionseinheit folgendes
Wissen a priori zur Verfügung zu stellen:
p Datenbank relevanter Objektklassen und deren Bewegungsmodel-
le,
p Datenbank mit Modellen der erwarteten Sensoren,
während folgende Daten dynamisch gespeichert (eventuell auch gepuf-
fert) werden müssen:
p Liste der bekannten Träger-IDs im Erfassungsbereich,
p Liste der den Sensorträgern zugeordneten Zustandsdichten (im Fol-
genden Trägerdichten),
p probabilistische Repräsentation des Umfelds.
Damit ist sie in der Lage, eine eintreffende Messung anhand des Entschei-
dungsbaumes in Abb. 6.1 zu verarbeiten. Die Blätter stehen für das nötige
Vorgehen, um die Messung mit dem bisherigen Umfeldlagebild zu fusio-
nieren, und werden näher erläutert.
Initialisierung: Sollte eine propriozeptive Messung zk eines bisher un-
bekannten Sensorträgers eintreffen, muss dessen Zustand Sk im weiteren
Verlauf geschätzt werden. Hierzu wird der Träger zunächst in die Liste
bekannter Sensorträger aufgenommen und eine initiale Zustandsschät-
zung basierend auf der aktuellen Messung vorgenommen. Sollte diese
einzelne Messung nicht ausreichend Information enthalten (z. B. nur eine
Geschwindigkeitsmessung ohne Position), kann die Initialisierung auch
verzögert erfolgen, sobald ausreichend propriozeptive Messungen dieses
Trägers vorliegen.
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Abbildung 6.1 Entscheidungsbaum zur Verarbeitung einer neu eingetroffenen
Messung.
Bayes für Vektoren: Da bei Eintreffen einer Messung der Zustand Sk
des aktuell aktiven Sensorträgers und der Zustand der Umgebung Xk als
unabhängig voneinander angenommen werden, beeinflusst das Eintref-
fen einer propriozeptiven Messung zk ausschließlich die Schätzung des
zugehörigen Sensorträgerzustandes Sk und es kann die vektorwertige
Bayes-Rekursion (vgl. Kapitel 3, 4 und 5) verwendet werden.
Warnung: Prinzipiell könnte in diesem Fall die initiale Trägerdichte an-
hand der exterozeptiven Messung bestimmt werden (localization). Aller-
dings haben erste Experimente gezeigt, dass dies auf Grund der extrem
hohen Unsicherheit bezüglich des Sensorträgerzustandes wenig sinnvoll
ist und mindestens eine Messung eines propriozeptiven Sensors die Unsi-
cherheit bezüglich des Sensorträgerzustandes hinreichend eingeschränkt
haben sollte. Daher wird in diesem Zweig des Entscheidungsbaumes eine
Warnung ausgegeben und die Messung ignoriert.
Bayes für Mengen: Bei Eintreffen einer exterozeptiven Messung zk
ist sowohl eine Prädiktion der Trägerdichten als auch des Mehrobjekt-
Zustandes auf den Messzeitpunkt nötig. Anschließend werden alle
Trägerdichten, bis auf die des aktuellen Trägers, dem Mehrobjekt-
Zustand hinzugefügt. Im Korrekturschritt wird zuerst die A-posteriori-
Verbunddichte für den Sensor- und den Mehrobjekt-Zustand aufgestellt,
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um dann beide Größen daraus durch Marginalisierung zu bestimmen. Im
Anschluss werden die beiden marginalisierten Dichten wieder als unab-
hängig betrachtet. Als Hilfsmittel dient hierbei die Bayes-Rekursion für
mengenwertige Zufallsgrößen (Abschnitt 6.2.2). Für den Fall eines mo-
bilen Sensors ist dessen Position stets mit einer gewissen Unsicherheit
behaftet, die in diesem Verarbeitungsschritt auf jeden Fall berücksich-
tigt werden sollte. Zuletzt werden die Trägerdichten wieder aus dem
Mehrobjekt-Zustand extrahiert.
Ausgabe des Fusionsergebnisses
Die Ausgabe ist entweder direkt die probabilistische Beschreibung des
Umfeldes oder eine daraus extrahierte Schätzung. Es wird davon ausge-
gangen, dass die Abfragezeitpunkte mit den Ankunftszeiten der Messun-
gen zusammenfallen, so dass die A-posteriori-Dichten verwendet wer-
den können. Andernfalls ist eine Prädiktion ab dem letzten Messzeit-
punkt oder (sollte die Abfragezeit vor dem letzten Messzeitpunkt liegen)
eine Glättung möglich.
6.2 Statistik für endliche Zufallsmengen
Für den Entwurf der im vorigen Abschnitt motivierten Mehrobjekt-
Zustandsschätzer ist zunächst eine kurze Betrachtung der Statistik für
endliche Zufallsmengen (EZM) sinnvoll.
Auch für EZMn (vgl. Abschnitt 2.1.5) lassen sich Wahrscheinlichkeits-
dichten f definieren, welche (sofern sie existieren) über die Operatio-
nen Integration und Differentiation mit dem zugehörigen Wahrschein-
lichkeitsmaß P verknüpft sind. Die Grundlage in der maßtheoretischen
Herangehensweise ist das Radon-Nikodým-Theorem. Dieses besagt, wenn
das Maß P des Maßraumes (Ω, Σ, P) absolut kontinuierlich bezüglich
des Maßes µ ist, dann existiert für jedes t ∈ Σ eine messbare Funktion




f (x) µ(dx) , (6.1)
wobei das Integral ein Lebesgue-Integral darstellt. Die Funktion f ist so,
bis auf Nullmengen t : µ(t) = 0, eindeutig festgelegt und heißt Dichte
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formal definiert ist, gibt es dennoch keine konkrete Gleichung zur Bestim-
mung der Dichte aus dem gegebenen Wahrscheinlichkeitsmaß.
Allerdings leitet Mahler im Rahmen seiner Statistik für endliche Zu-
fallsmengen (engl. finite set statistics (FISST)) die Operationen Mengenin-
tegral und -ableitung her [61, 63], wodurch zumindest für EZMn doch ein
konstruktiver Weg von P nach f entsteht.
6.2.1 Mengenableitung und Mengenintegral
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(s) := η(s) , (6.3c)
wobei ε(x) eine Umgebung des Punktes x bezeichnet und mit λ(a) das
Volumen der Menge a bezüglich des Lebesgue-Maßes gemeint ist.










η({x1, . . . , xn})dx1 . . . dxn , (6.4)















= η(x) . (6.5)
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6.2.2 Bayes-Rekursion für endliche Zufallsmengen
Bezeichne X die Menge aller möglichen Zustände für ein einzelnes Ob-
jekt. Dann wird für die EZM X zunächst auf der Menge aller abgeschlos-
senen Untermengen von X die Glaubwürdigkeitsfunktion βX(s)
βX(s) := P({ω : X(ω) ⊆ s}) (6.6)
eingeführt (ω ist ein Elementarereignis des X zugeordneten Zufallsexpe-
riments, Abschnitt 2.1.1), welche eine zum, auf der Menge F (X ) aller





= P({ω : X(ω) ∈ t}) (6.7)
äquivalente Charakterisierung von X darstellt (vgl. [63] App. F, [101]




f FX(x) δx (6.8)
gilt, wird f FX als FISST-Dichte von X bezeichnet. Der Übergang von Glaub-
würdigkeitsfunktion βX zur FISST-Dichte wird durch die Mengenablei-
















Für eine endliche Zufallsmenge X gilt dann (unter leicht zu erfüllenden




(x) = K|x| ·
δβX
δx
(∅) = K|x| · f FX(x) , (6.10)
wobei K die Einheit des Lebesgue-Maßes in X bezeichnet und die genaue
Wahl des Referenzmaßes µ in der angegebenen Literatur nachgeschlagen
werden kann. Somit lässt sich die Bayes-Rekursion, welche zunächst nur
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für maßtheoretische Integrale und Dichten gilt, in eine FISST-Form mit















∣∣z(k−1)) = ˆ f F(xk∣∣xk−1) f F(xk−1∣∣z(k−1)) δxk−1 . (6.11b)
Die Messhistorie z(k) ist hierin nicht mengenwertig, da sonst die Informa-
tion über die zeitliche Reihenfolge verloren ginge, sondern ein Vektor mit
mengenwertigen Elementen (sogenannter Mengenvektor)
z(k) = [z0, . . . , zk]
T . (6.12)
Die FISST-Übergangsdichte f F
(
xk
∣∣xk−1) muss sowohl die Bewegung der
Objekte beschreiben als auch die Möglichkeit des Erscheinens und Ver-




den Sensor vollständig inklusive Falschalarmen und Fehldetektionen
modellieren.
Da im Weiteren ausschließlich die FISST-Größen verwendet werden,
wird der obere Index F der Übersicht halber ausgelassen.
6.2.3 Wahrscheinlichkeitserzeugendes Funktional
Ähnlich der Fouriertransformation sind wahrscheinlichkeitserzeugende
Funktionale (WEF) Integraltransformationen und ermöglichen eine kom-
paktere Darstellung und einfachere Lösung bestimmter Rechenschritte.
Für die Testfunktion h : X → R+0 ist das WEF FX[h] der endlichen Zu-
















und h∅ := 1 durch Definition [104].
Da das Funktional als „Funktion auf Funktionen“ betrachtet wer-
den kann, erfolgen Richtungsableitungen ∂F/∂g in Richtung einer
Funktion g. Werden die Funktionen, nach denen abgeleitet wird, auf
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Die Verknüpfung zur Glaubwürdigkeitsfunktion und Dichte einer endli-
chen Zufallsmenge ergibt sich unter Verwendung der Indikatorfunktion
1s(x) der Menge s gemäß
1s(x) :=
{
1 für x ∈ s
0 sonst,
(6.16)










= βX(s) , (6.17)






[0] = fX(x) (6.18)
folgt.
Dierentiationsregeln
Im Folgenden sollen kurz die in dieser Arbeit verwendeten Differentiati-
onsregeln für WEF angegeben werden (vgl. [63], Abschnitt 11.6).
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Seien X und Z beides EZMn, deren Elemente aus X bzw. Z stammen.
Sind beide statistisch unabhängig und X = Z , gilt für Y = X∪ Z (vgl.
[63], Exercise 40)
FY[h] = FX[h] · FZ[h] . (6.24)
Für den zufälligen Mengenvektor Y = [X,Z]T aus endlichen Zufallsmen-





Verbund-WEF wie folgt definieren
FY[h, g] =
ˆ ˆ














∣∣x] · fX(x) δx .
(6.25)
Nimmt man wieder an, X und Z seien unabhängig, folgt
FY[h, g] = FX[h] · FZ[g] . (6.26)
Der wichtige Unterschied zwischen Y und Y liegt darin, dass – selbst
wenn X = Z sein sollte – bei Y noch für jedes Element entschieden wer-
den kann, ob es aus X oder aus Z stammt. Insbesondere ist es so möglich,
das Rand-WEF und die Randdichte einer der beiden Zufallsmengen aus
dem Verbund-WEF durch





[g = 1, h = 0] bzw. fZ(z) =
δFY
δz
[g = 0, h = 1] (6.28)
zu bestimmen.
WEF-Bayes-Rekursion
Somit lässt sich die Bayes-Rekursion auch mit Hilfe von WEFen aus-

























∣∣z(k−1)] = ˆ hxk · FZk[g∣∣xk] · fXk(xk∣∣z(k−1)) δxk (6.30)
und die WEFe FXk
[
h
∣∣xk−1] und FZk[g∣∣xk] für die Übergangsdichte bzw.
Likelihood noch zu bestimmen sind.
6.2.4 Probability hypothesis density
Das erste Moment einer endlichen Zufallsmenge X ist nicht mengenwer-
tig, sondern eine Intensitätsfunktion DX(x). Diese ist über die erwartete
Anzahl NX an Objekten in a für alle Mengen a ⊆ X durch folgenden
Zusammenhang eindeutig definiert




Die Intensitätsfunktion von X wird häufig einfach als Intensität oder in
der FISST-Literatur als probability hypothesis density (PHD) von X bezeich-





bestimmt werden ([63], S. 581). Es wird im Folgenden die Kurzschreib-
weise
NX = NX(X ) (6.33)
verwendet.
6.3 Konkrete Mehrobjekt-Zustandsschätzer
Im vorgeschlagenen Fusionsrahmenwerk wird noch ein Mehrobjekt-
Zustandsschätzer benötigt. Da Kartierung in dieser Arbeit ausgeklam-
mert, die Sensorposition jedoch explizit als unsicherheitsbehaftet betrach-
tet wird, handelt es sich um einen SLAT-Ansatz.
Aus den in der Literatur bekannten Filter-Ansätzen werden exempla-
risch drei ausgewählt und deren um die Handhabung unsicher lokali-
sierter Sensoren erweiterten Varianten mit Hilfe von FISST hergeleitet.
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Dabei wird zunächst das Probability-Hypothesis-Density-Filter betrachtet,
da dieses Filter, welches erst durch den FISST-Ansatz herleitbar ist, als
einfach zu implementieren gilt und eine geringe Berechnungskomplexi-
tät besitzt. Das Joint-Integrated-Probabilistic-Data-Association-Filter auf der
anderen Seite stellt, als die umfassendste Variante des klassischen PDA-
Ansatzes, ein track-orientiertes Filter dar, besitzt aber, durch die Betrach-
tung sämtlicher Assoziationshypothesen, einen relativ hohen theoreti-
schen Rechenaufwand. Als Filter mit theoretisch mittlerem Rechenauf-
wand wurde das Cardinality-Balanced-Multi-Target-Multi-Bernoulli-Filter
dem Cardinalized-Probability-Hypothesis-Density-Filter [62, 105], welches
eine Erweiterung des PHD-Filters auf beliebige Kardinalitätsverteilungen
ist, vorgezogen, da dieses vom Ansatz dem JIPDA-Filter ähnlicher ist.
Obwohl Multiple-Hypothesis-Tracking (MHT) Verfahren [9, 23, 94]
ebenfalls durch FISST herleitbar sind, sofern man die Verbundassozia-
tionshypothesen explizit als Zustandsvariablen einführt und auf die-
se bedingt, wurden diese in dieser Arbeit nicht näher untersucht. Dies
liegt v. a. daran, dass deren Berechnungsaufwand (ohne vereinfachen-
de Annahmen) deutlich höher ist als bei den bisher angesprochenen
Verfahren, so dass Implementierungen auf spezielle Darstellungs- und
Berechnungstechniken und Approximationen angewiesen sind. Insbe-
sondere track oriented MHT ermöglicht eine deutliche Senkung des Auf-
wandes, setzt aber voraus, dass sich die Likelihood einer Verbundasso-
ziation in die Likelihoods der Einzelassoziationen faktorisieren lässt. Wie
sich später zeigen wird, ist dies bei einer unsicheren Sensorträgerpositi-
on nicht möglich. Außerdem wird in der JIPDA-Implementierung in die-
ser Arbeit, im Gegensatz zur Literatur, die Dichte pro Objekt als Gauß-
Summe anstatt als einzelne Normalverteilung dargestellt, wodurch das
Verhalten dem einer MHT-Implementierung bereits ähnlich ist. Des Wei-
teren wird der Unterschied zwischen PDA und MHT durch Techniken
wie gating und das Zusammenlegen von tracks weiter verringert.
6.3.1 Entwurf von Mehrobjekt-Zustandsschätzern
Der systematische Top-Down-Entwurf eines Mehrobjekt-Zustandsschät-
zers kann mit FISST (Abschnitt 6.2) wie folgt ablaufen:
1. Aufstellen eines Mehrobjekt-Transitionsmodells sowie eines Mehr-




2. Wählen eines Modells für die Wahrscheinlichkeitsdichte des Sys-
temzustandes.
3. Einsetzen in Gl. (6.29a) und Gl. (6.29b) und Berechnen des WEF des
prädizierten bzw. korrigierten Zustandes.
4. Daraus Ableiten der Parameter der approximativen Form der Wahr-
scheinlichkeitsdichte des Systemzustandes.
Die Verwendung einer geeigneten, gut parametrierbaren approximati-
ven Form der Wahrscheinlichkeitsdichte des Systemzustandes ist in den
allermeisten Anwendungen unerlässlich, da sonst bereits bei wenigen
Objekten der Rechenaufwand in einer praktischen Implementierung zu
hoch ist. Dennoch wurden für eine geringe Objektanzahl Filter imple-
mentiert, welche keine speziellen Annahmen über fXk (xk) machen, vgl.
z. B. [57, 67, 83].
Im Folgenden werden folgende Maßnahmen ergriffen, um die weiteren
Formeln übersichtlicher zu gestalten, solange dabei keine Mehrdeutigkei-
ten entstehen und ausgelassene Angaben sich aus dem Kontext erschlie-
ßen:
p Auslassen expliziter Angaben zu Abhängigkeiten von Funktionen,
d. h. q(s) ≡ q, pD(x, s) ≡ pD etc.
p Auslassen der Bedingung sämtlicher Dichten und WEFe auf die
Messhistorie z(k−1).
p Ersetzen der zeitlichen Indices k und k − 1 durch + bzw. − oder
Auslassen dieser, wenn der zeitliche Index für alle Größen inner-
halb der Gleichung identisch ist.
p Kennzeichnen der A-posteriori-Größen durch ein ∗.
p Für vektorwertige Integrale wird die Innenproduktschreibweise
ˆ
f (x) · g(x)dx = 〈 f , g〉x (6.34)
verwendet, wobei die Angabe der Variable, bezüglich der integriert




Für Falschalarme C wird, konform zur gängigen Literatur, durchge-
hend eine Poisson-verteilte EZM angenommen. Klassische Literatur, wel-
che Zustandsschätzer aus historischen Gründen ohne Verwendung von
FISST entwickelt, ist z. B. [5, 6].
6.3.2 Prädiktions-WEF des Mehrobjekt-Zustandes









∣∣x−), h〉+] . (6.35)
6.3.3 Verbund-WEF für Messungen, Objekte und Sensor
Grundlage für die Herleitung des Korrekturschrittes eines Mehrobjekt-
Zustandsschätzers ist das Verbund-WEF FZXS[g, h, q] von Messung Z, Ob-
jektzustand X und Sensorzustand S
FZXS[g, h, q] =
ˆ ˆ ˆ
q(s) · hx · gz · fZXS(z, x, s) δz δxds
=
ˆ ˆ
q · hx · FZ
[
g
∣∣x,s] · fXS(x, s) δxds . (6.36)
Da durch vorherige Ausmarginalisierung der Objekt- und der Sensorzu-
stand als unabhängig voneinander angesehen werden können, gilt
fXS(x, s) = fX(x) · fS(s) . (6.37)




aus Anhang D.2 ein und kürzt fZ
(
z
∣∣x,s) =: Lz ab, erhält man
FZXS[g, h, q] = FC[g] ·
ˆ
fS(s) · q · FX
[
h · (1− pD + pD · 〈Lz, g〉)
∣∣s]ds














h̃ := h · (1− pD + pD · 〈Lz, g〉) . (6.39)
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Hierbei wurde ausgenutzt, dass S als eine Bernoulli-verteilte EZM mit
p∃ ≡ 1 betrachtet werden kann (vgl. Anhang B.2).
Aus diesem Ansatz können nun analog zu Gl. (6.29b) durch
FX∗[h] =
δFZXS
δz [0, h, 1]
δFZXS





δz [0, 1, q]
δFZXS
δz [0, 1, 1]
(6.41)
die marginalisierten WEFe des korrigierten Mehrobjekt-Zustandes bzw.
des korrigierten Sensorzustandes gewonnen und daraus Gleichungen
für den Korrekturschritt eines Mehrobjekt-Zustandsschätzers hergeleitet
werden. Hierzu sind in der Regel verschiedene Annahmen über die Ge-
stalt des WEF FX des Mehrobjekt-Zustandes und eventuell weitere Ap-
proximationen nötig.
6.3.4 Probability-Hypothesis-Density -Filter
Im PHD-Filter [63, 61] wird der Mehrobjekt-Zustand Xk zu jedem Zeit-
punkt durch eine Poisson-verteilte Zufallsgröße (vgl. Anhang B.1) mit
identischem ersten Moment, also identischer PHD-Funktion, approxi-
miert. Der starke Informationsverlust bei dieser Darstellung wird durch
sich stark vereinfachende Filtergleichungen gerechtfertigt. Zum PHD-
Filter existieren inzwischen eine Vielzahl an Veröffentlichungen mit Er-
weiterungen und Anwendungsbeispielen [4, 17, 16, 18, 19, 20, 21, 22, 42,




Einsetzen eines Poisson-WEF in Gl. (6.35) liefert mit der erwarteten An-
zahl verschwindender Objekte Nver :=
〈































Somit ist der prädizierte Mehrobjekt-Zustand wieder Poisson-verteilt mit
DX+(x+) =
〈









= NX− − Nver (vgl. Anhang E.7).
Korrektur
Einsetzen eines Poisson-WEF für X in Gl. (6.38) sowie Ableiten nach z lie-
fert (vgl. Anhang E.8) mit h̃ aus Gl. (6.39)
δFZXS
δz





∣∣s] · (DC + 〈DX, h · pDLz〉x)z] . (6.44)
Einsetzen in Gl. (6.40) zeigt, dass das resultierende WEF für X∗ keine Pois-
son-Form besitzt. Um dennoch zu einer Poisson-Approximation zu ge-
langen, wird stattdessen über Gl. (6.32) die PHD von X∗ ermittelt. Da
δFZXS
δz [0, 1, 1] eine Konstante ist, muss hierzu nur noch
δ2FZXS
δxδz [g, h, q] be-
stimmt werden. Ein wenig Rechnung (vgl. Anhang E.8) ergibt
δ2FZXS
δxδz





∣∣s] · (DC + 〈DX, h · pDLz〉x)z
×
(










Einsetzen von Gl. (6.44) in Gl. (6.41) zeigt, dass für FS∗[q] wieder das WEF
einer Bernoulli-EZM mit p∃ ≡ 1 resultiert, so dass DS∗ ≡ fS∗ (vgl. An-




[g, h, q] = fS · FC[g] · FX
[
h̃
∣∣s] · (DC + 〈DX, h · pDLz〉x)z (6.46)
berechnet. Durch Einsetzen der Gleichungen (6.44), (6.45) und (6.46) in
Gl. (6.41) und Gl. (6.40) ergeben sich schließlich
fS∗(s) = fS(s) ·
e−〈pD, DX〉x · (DC + 〈DX, pDLz〉x)
z〈
fS, e





DX∗(x) = DX(x) ·
〈










Ist die Sensorposition fehlerfrei bekannt, also fS(s) = δs0(s), folgt
fS∗ ≡ fS und Gl. (6.48) vereinfacht sich zur Korrekturgleichung aus [61].
6.3.5 Joint-Integrated-Probabilistic-Data-Association-
Filter
Das JIPDA-Filter [64, 66, 70] nimmt für jedes hypothetische Objekt ei-
ne Bernoulli-verteilte EZM Xm (vgl. Anhang B.2) an. Damit im Korrek-
turschritt wieder bezüglich der einzelnen Objekte marginalisiert wer-
den kann, wird in dieser Arbeit der Mehrobjekt-Zustand nicht durch
die Vereinigungsmenge X = ∪mXm modelliert, sondern als Mengenvek-
tor X = [X1, . . . ,XM]
T. Da die einzelnen Objekte als unabhängig vonein-
ander betrachtet werden, gilt










1−p∃,m + p∃,m· 〈 fm, hm〉x .
(6.49)
Dies besitzt große Ähnlichkeit mit einem MB-förmigen WEF







m=1 verwendet wird. Historische Vorläufer des JIPDA-
Filters sind das PDA-, das JPDA- und das IPDA-Filter [7, 31, 71] mit
jeweiligen Erweiterungen [11].
Prädiktion
Mit dem WEF aus Gl. (6.49) und der angepassten Gl. (6.35) ist auch der
















































später angegeben werden. Das durch Ein-
setzen von Gl. (6.51) in Gl. (6.40) entstehende WEF ist nicht das WEF einer






m=1 ist. Um wieder eine solche






g = 0, hm = (1− δm,c), q = 1
]
δFZXS





































1− p∃,m + p∃,m 〈 fm, hm (1−pD + pD 〈Lz, g〉z)〉x








fm, hm · pDLzl
〉
x






= p∃,m fm (1− pD + pD 〈Lz, g〉z)






= p∃,m fm pDLzl
für xm = {xm} ,wm = {zl}
0
für |xm| > 1 oder |wm| > 1 ,
(6.54)
woraus folgt, dass fX∗c (xc) = 0 für |xc| > 1, d. h. dass die marginalen
Wahrscheinlichkeitsdichten der einzelnen Objekte Bernoulli-Form besit-





























































=FC[0] · 〈 fS, Fc[0, 0] ·L(z, x\xc)〉s ,
(6.57b)
L∃,c := N − L@,c = FC[0] ·
〈







die korrigierte Nichtexistenzwahrscheinlichkeit und damit dann die kor-
rigierte Existenzwahrscheinlichkeit p∗∃,c eines Objektes angeben als
























〈 fS, L(z, x)〉
(6.60)
wird.
Die Wahrscheinlichkeitsdichte fX∗c (x) des Objektzustandes für den Fall




[g = 0, hm = 1, q = 1]
= FC[0] · fc·p∃,c ·
〈
























































dar. Für eine fixe Sensorposition stimmen die Korrekturgleichungen für
Existenzwahrscheinlichkeit und Zustandsdichte der einzelnen Objekte




















als Assoziationsgewichte oder -wahrscheinlichkeiten zwischen der De-
tektion l und dem Objekt c bezeichnet werden.






















fS(s) · L(z, x)




Da das ursprünglich in [63] vorgeschlagene MeMBer-Filter einen signif-
kanten systematischen Fehler in der Schätzung der Objektanzahl be-
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sitzt (vgl. [106]), wird in dieser Arbeit ausschließlich der modifizierte
CBMeMBer-Ansatz aus [106] betrachtet, welcher diesen Fehler korrigiert.
Beim CBMeMBer-Filter wird ebenfalls angenommen, der Mehrobjekt-
Zustand sei Multi-Bernoulli (allerdings ist hier die Betrachtung als Men-
genvektor nicht nötig, so dass X = ∪mXm), weshalb der Prädiktions-
schritt des CBMeMBer-Filters identisch mit dem des JIPDA-Filters ist. Al-
lerdings werden im Korrekturschritt mehrere systematische Approxima-
tionen verwendet, um eine Implementierung mit geringerer Rechenkom-
plexität zu ermöglichen. Einige Anwendungen und Erweiterungen zum
MeMBer-Filter sind in [38, 110, 111] beschrieben.
Korrektur
Die erste Approximation wird bei Bestimmung der Ableitung δFZXSδz [g, h, q]
durchgeführt, indem nicht die allgemeine Produktregel verwendet wird,
sondern zunächst die Ableitung FZXSδz2δz1 [g, h, q] (mit FZXS aus Gl. (6.38)) be-
trachtet wird. Nach wenigen Rechenschritten (vgl. Anhang E.11) folgt
δ2FZXS
δz2δz1
[g, h, q] = FS
[














































wobei die Bedingung auf s ausgelassen wurde.





















〈 fm, 1− pD〉
2 ≈ 0 (6.68)
verwendet. Dies entspricht den Annahmen, dass die Falschalarm-Dichte
nicht allzu hoch ist und dass der Sensor in der Lage ist, die Objekte gut
voneinander zu trennen, da dann immer einer der beiden Multiplikanden
im Zähler nahezu verschwindet. Somit wird
δFZXS
δz
[g, h, q] ≈ FS
[
q · FC[g] · FX
[
h̃













approximiert, womit sich, im Falle einer sicher bekannten Sensorposition




δz [0, h, 1]
δFZXS


























































wenn FXL,m[h] und FXU,l[h] gültige WEF endlicher Zufallsmengen sind und
die einzelnen X statistisch unabhängig voneinander sind. Hierbei stel-
len die XL,m die korrigierten A-priori-Objekthypothesen für den Fall ei-
ner Fehldetektion dar (Fehldetektions-Hypothesen) und werden im Eng-
lischen als legacy tracks bezeichnet. Analog werden die XU,l als Objekt-
hypothese pro Detektion, die sich aus einer Mischung aller A-priori-
Objekthypothesen ergibt, interpretiert (detektionsinduzierte Hypothe-
sen) und werden im Englischen als measurement updated tracks bezeichnet.
Leider ist dieses Vorgehen bei einer unsicher bekannten Sensorposition
nicht umsetzbar, da FX∗[h] nicht in das erforderliche Produkt zerfällt.
6.3.7 Implementierungshürden
Bei der Implementierung der bisher angegebenen Formeln auf einem Di-
gitalrechner ergeben sich diverse Probleme, auf die in diesem Abschnitt
eingegangen wird. Zunächst werden jedoch einige geläufige Techniken




Sind die Objektmenge x = {x1, . . . , xI} und die Detektionsmenge z =
{z1, . . . , zL}, mit den Indexmengen ix := {1, 2, . . . , I := |x|} und iz :=
{1, 2, . . . , L := |z|} (welche bei Bedarf um ein zusätzliches Element erwei-
tert werden können: ĩx = ix ∪ 0, bzw. ĩz = iz ∪ 0), gegeben, so lässt sich




l1, . . . , l|x|
]T
∈ ĩ|x|z = ĩz × . . .× ĩz (6.72)
beschreiben, wobei die Potenz bezüglich des kartesischen Produktes ge-
bildet wird. Dieser Zuordnungsvektor wird Assoziationshypothese ge-
nannt, da das Element li den Index der Detektion (der Index 0 steht für
die Fehldetektion) angibt, mit der das i-te Objekt assoziiert wird.
Welche Untermenge lvalid ⊆ ĩ
|x|
z aller Zuordnungen zulässig ist, wird
durch das Mehrobjekt-Messmodell festgelegt. Für das Standardmodell
gemäß Anhang D.2 gilt
lvalid =
{
l ∈ ĩ|x|z :
(
li 6= lj
∣∣i 6= j ∧ li 6= 0)} , (6.73)
d. h. bis auf die Fehldetektion darf jede Detektion höchstens einem Objekt
zugeordnet werden.
Die Visualisierung der Assoziationshypothesen kann sehr schön in ei-
nem Hypothesengraphen [64] wie in Abb. 6.2 erfolgen. Der Hypothe-
sengraph ist ein gerichteter Baum mit einer Ebene pro hypothetischem
Objekt. Ein Knoten in der Ebene i stellt dabei die Zuordnung des i-ten
Objektes zur li-ten Detektion dar. Der Pfad zu einem Knoten der Tiefe i
entspricht einer partiellen Zuordnung l∗ ∈ ĩiz von Objekten zu Detektio-
nen, so dass die Pfade zu den Blättern die gesuchten vollständigen Zu-
ordnungen repräsentieren.
Gating und clustering
Sind der Sensorzustand S und der Zustand des i-ten Objektes Xi normal-




fasst, und ist weiterhin das Messmodell h linear (also durch die Matrix
h̃ = [hx, hs] beschreibbar) sowie das Sensorrauschen W normalverteilt,
so ist auch die prädizierte Detektion Ẑi normalverteilt (vgl. Abschnitt 3.3)
mit
fẐi (z) = N
(
















Abbildung 6.2 Vollständiger Hypothesengraph für zwei Objekte und drei De-
tektionen.
Nach dem Eintreffen einer Messung z kann mit der Mahalanobis-Distanz
(Abschnitt 2.4.2) überprüft werden, ob die Detektion zl ∈ z mit der Wahr-
scheinlichkeit pG eine Realisierung dieser Messung ist (man sagt auch, ob










In vielen Implementierungen von Mehrobjekt-Zustandsschätzern müs-
sen Funktionen oder Skalare bezüglich einer Untermenge aller Assozia-
tionshypothesen aufsummiert werden. Hierbei ist der Beitrag der einzel-






und somit sehr klein, wenn für eine Zuordnung li die Gl. (6.75) nicht er-
füllt ist. Daher wird zunächst die sogenannte Gating-Matrix




1, wenn Gl. (6.75) für i und l erfüllt
0 sonst
(6.76b)
aufgestellt, und nur Assoziationshypothesen berücksichtigt, bei denen al-
le zugehörigen Elemente dieser Matrix > 0 sind, also∏
i
θili (pG) > 0 . (6.77)
101
6 Mehrobjekt-Zustandsschätzung
Dieses Vernachlässigen unwahrscheinlicher Zuordnungen heißt im Eng-
lischen gating. Die Wahrscheinlichkeit pG wird relativ groß gewählt, so
dass die entstandenen Fehler üblicherweise vernachlässigt werden. Al-
ternativ kann man (vgl. [64], S. 72) für gültige Zuordnungen fẐi (z) durch
1/pG · fẐi (z) ersetzen.
Im Hypothesengraphen können also alle Zweige ausgelassen werden,
bei denen mindestens für einen Knoten θil = 0 gilt. Somit kann es pas-
sieren, dass der Baum in einen Wald zerfällt, dessen Teilbäume vollstän-
dig unabhängig voneinander sind und somit parallel bearbeitet werden
können. Außerdem ist die Anzahl der Blätter exponentiell von der Baum-
tiefe abhängig, so dass auch bei sequentieller Bearbeitung der Teilbäume
(mit geringerer Tiefe) die Gesamtzahl der Blätter (und somit der Rechen-
aufwand) durch die Zerlegung in zwei disjunkte Teilprobleme drastisch
sinkt. Die Zerlegung des Hypothesengraphen in mehrere Teilbäume heißt
im Englischen clustering. Hierbei bildet zu Beginn jedes Objekt einen ei-
genen cluster, also Teilbaum. Anschließend werden pro Detektion zl alle
Teilbäume vereinigt, für welche diese Detektion mindestens im gate eines
Objektes des clusters liegt.
Geschlossene Lösung durch Modellannahmen
Möchte man die Korrekturformeln in geschlossener Form lösen, haben
sich, in Analogie zum Kalman-Filter, folgende Annahmen bei Mehrobjekt-
Schätzern ohne Berücksichtigung eines unsicheren Sensorzustandes als
notwendig und zielführend erwiesen (vgl. z. B. [64, 99, 106]):
p Transitions- und Messmodell für einzelne Objekte sind linear,
p System- und Messrauschen sind normalverteilt,
p Persistenz- und Detektionswahrscheinlichkeit sind konstant,
p intiale Dichten bzw. PHDs sind Gauß-Summen.
Mit diesen stark einschränkenden Annahmen sind zwar die bisher prä-
sentierten Gleichungen, welche die Unsicherheit des Sensorzustands be-
rücksichtigen, für den Prädiktionsschritt in geschlossener Form lösbar,
nicht jedoch die für den Korrekturschritt.
PHD-Filter: Die Korrekturgleichung Gl. (6.47) des Sensorzustandes ist
mit den oben getroffenen Annahmen prinzipiell geschlossen lösbar. Der
Term exp(− 〈pD, DX〉x) wird zu einer Konstanten und kürzt sich somit.
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DC ist für gegebenes z ebenfalls konstant; pD · 〈DX, Lz〉x ist bedingt auf
s eine Gauß-Summe, so dass (DC + pD · 〈DX, Lz〉x)
z die Summe einer
Konstanten und einer Gauß-Summe ist. Somit ist auch fS∗(s) wieder ei-
ne Gauß-Summe. Allerdings besitzt diese Gauß-Summe ohne gating oder
Reduktionsverfahren (N + 1)L Komponenten (wobei N die Anzahl der
Gauß-Komponenten von DX ist und L = |z|). Für jede dieser Komponen-
ten muss eine Kalman-Korrektur durchgeführt werden, wobei die Dimen-
sion des dabei zu betrachtenden erweiterten Zustands- und Messraumes
um ein vielfaches höher ist als die entsprechenden Zustands- und Mess-
räume für den Ein-Objekt-Fall.
Die Korrekturgleichung Gl. (6.48) des Mehrobjekt-Zustandes ist aller-









analytisch bestimmen müsste. Darin wird der Quotient einer Normalver-
teilung und der Summe einer Konstanten und einer Gauß-Summe gebil-
det, wodurch nicht wieder eine Normalverteilung resultiert.
JIPDA-Filter: Die Rechenkomplexität des JIPDA-Filters wird haupt-
sächlich durch die notwendige Aufzählung sämtlicher Assoziationshy-
pothesen bestimmt (vgl. [64]). Für den Fall einer bekannten Sensorpo-
sition s0 ist (vgl. Anhang E.3) f(z1, . . . ,zm) = f
(
z1, . . . ,zm
∣∣s0) und zer-
fällt in das Produkt einzelner Normalverteilungen (wie in [64]). Im Fal-
le einer unsicherheitsbehafteten Sensorposition ist dies nicht der Fall
und es muss für jede zulässige Assoziationshypothese ein Verbund-
Kalman-Korrekturschritt durchgeführt werden. Dies ist zwar prinzipi-
ell umsetzbar, aber der Rechenaufwand ist im Vergleich zur JIPDA-
Implementierung in [64] um ein Vielfaches höher und wird daher als
nicht praktikabel eingestuft.
Numerische Lösung durch Partikelansätze
PHD-Filter: Wird bei der Umsetzung der Korrekturgleichung des Sen-
sorträgerzustandes Gl. (6.47) mit Hilfe von Partikeldarstellungen die
Dichte fS(s) durch N1 und die PHD des Mehrobjekt-Zustandes DX(x)
durch N2 Partikel approximiert, müssen die Integrale 〈pD(x, s), DX〉x und
〈DX, pD(x, s) · L(z, x, s)〉x für jedes der N1 Partikel approximiert wer-
den, weshalb implizit N1 · N2 Partikel verwendet werden. Dies erscheint
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auf Grund der hohen Partikelanzahl unpraktikabel. Dies gilt analog für
Gl. (6.48).
JIPDA-Filter: Im Vergleich zum PHD-Filter müsste für die Korrektur
des Mehrobjekt-Zustandes zusätzlich noch für jedes der N1 Partikel der
Dichte des Sensorträgerzustandes das Assoziationsproblem gelöst wer-
den. Auch mit effizienten Verfahren (vgl. Abschnitt 6.4.5) erscheint der
Rechenaufwand zu hoch für eine praktikable Implementierung.
6.4 Mehrobjekt-Zustandsschätzung mit
modizierter Likelihood
Um zu Approximationen der Korrekturformeln aus dem letzten Ab-
schnitt zu gelangen, welche einfacher zu implementieren sind, bzw. um
die MeMBer-Approximation überhaupt erst anwenden zu können, wird
in diesem Abschnitt zunächst ein alternatives Messmodell mit seiner an-
schaulichen Interpretation vorgestellt. Anschließend werden für alle vor-
her besprochenen Filter die entsprechenden Korrekturgleichungen herge-
leitet. Die Prädiktionsgleichungen aus dem vorherigen Abschnitt bleiben
dadurch unverändert.
6.4.1 Messmodell und Verbund-WEF für Messungen,
Objekte und Sensor
Anstatt wie bisher anzunehmen, die Messung z wäre von einem einzi-
gen physikalisch existierenden Sensor generiert worden, ist es vorteil-
haft davon auszugehen, dass jedem existierendem Objekt mit Zustand
xi ein virtueller Sensor mit Zustand si zugeordnet ist, der mit einer ge-
wissen Wahrscheinlichkeit pD(xi, si) eine Detektion zi dieses Objektes
generiert. Der Zusammenhang wird in Abb. 6.3 verdeutlicht. Allerdings
ist ausschließlich die Vereinigungsmenge dieser Einzel-Detektionen zu-
gänglich, wodurch die Zuordnung von Detektion zu Objekt/Sensor ver-
loren geht. Folglich ist für die Beschreibung des Sensorzustands nicht
mehr eine vektorwertige Zufallsgröße S, sondern eine mengenwertige
Zufallsgröße S erforderlich. Die Zustände der einzelnen virtuellen Senso-
ren werden dabei a priori als unabhängig aber identisch verteilt, anhand
der Dichte fS(s) des physikalischen Sensors, angenommen. Die mathe-
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Abbildung 6.3 Links: Im ursprünglichen Messmodell erzeugt ein Sensor sämt-
liche Messungen. Rechts: Im modifizierten Modell existiert ein
virtueller Sensor pro Objekt.





T ∣∣xi ∪ [C, ∅] (6.79)
gegeben (wobei die Vereinigung von Mengenvektoren elementweise er-













bestimmt werden soll. Da einem Objekt exakt ein virtueller Sensor zu-
geordnet ist, entfallen im äußeren Mengenintegral alle Summanden au-
ßer dem für si = {s}. Da die Zustandsdichte des virtuellen Sensors der
A-priori-Dichte des physikalischen Sensors entspricht, welche unabhän-




∣∣xi] = ˆ q · FZi[g∣∣xi, s] · fS(s)ds , (6.80b)




∣∣xi] = 〈 fS, q · (1−pD(xi, s) + pD(xi, s) 〈Lz, g〉)〉s (6.80c)
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da die Wahrscheinlichkeitsdichte einer konstanten Menge k eine
Mehrobjekt-Dirac-Distribution (vgl. [63], 11.3.4.3 und Example 59) mit
dem WEF Fk[h] = h
k ist, welches für k = ∅ identisch zu 1 wird.
Somit lässt sich das Verbund-WEF für Messungen, Objekte und Senso-
ren aufstellen





































In diesem Ausdruck wurde im Vergleich zu Gl. (6.38) bezüglich s das
Integral über mehrere Produkte durch ein Produkt von Integralen ersetzt,
woraus später deutliche Vereinfachungen folgen.
Da physikalisch nur ein Sensor existiert, der korrigierte Sensorzustand
aber mengenwertig ist (mit einer Kardinalitätsverteilung identisch zu der
des korrigierten Mehrobjekt-Zustands), wird dessen korrigierte Dichte





Anschaulich werden so für alle Detektionen einzeln Korrekturen der
Sensorposition unter Beachtung sämtlicher Objekthypothesen vorgenom-
men und deren Ergebnisse gewichtet gemittelt. Somit werden als Folge
dieses vereinfachten Modells die Detektionen bezüglich ihres Informati-
onsgehaltes, insbesondere in Hinblick auf die Sensorposition, entkoppelt.
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6.4.2 Probability-Hypothesis-Density -Filter
Analog zu Abschnitt 6.3.4 wird für X eine Poisson-Verteilung angenom-
men. Dies führt mit Gl. (6.82) zu (vgl. Abschnitt E.12)
δFZXS
δz








Um die PHD des korrigierten Mehrobjekt-Zustandes zu berechnen, wird
δ2FZXS
δxδz






〈 fS, q · (1−pD+pD 〈Lz, g〉)〉+
∑
z∈z
〈 fS, q · pDLz〉
DC + 〈DX, h · 〈 fS, q · pDLz〉〉
)
(6.85)
bestimmt (vgl. Abschnitt E.12), was mit Gl. (6.40) auf
DX∗(x) = DX(x) ·
(




DC+〈DX, 〈 fS, pDLz〉〉
)
(6.86)
führt. Dies stimmt für fS(s) = δs0(s) wieder mit der klassischen PHD-
Korrektur überein.
Für die PHD des korrigierten Sensorzustandes wird
δ2FZXS
δsδz






〈DX, h(1−pD + pD 〈Lz, g〉)〉 +
∑
z∈z
〈DX, h · pDLz〉
DC + 〈 fS, q 〈DX, h · pDLz〉〉
)
(6.87)
benötigt, was mit Gl. (6.41)
DS∗(s) = fS(s) ·
(



















= NX∗ . (6.89)
6.4.3 Joint-Integrated-Probabilistic-Data-Association-
Filter
Die Herleitung der Korrekturgleichungen ist analog zu Abschnitt 6.3.5,
daher werden hier nur die wichtigsten Zwischenergebnisse angegeben.
Im Folgenden wird die Kurzschreibweise
〈〈g〉〉m := 〈 fm, 〈 fS, g〉〉 (6.90)
verwendet.
Einsetzen der Modellannahmen des JIPDA-Filters liefert









FC[g] = exp(−NC + 〈DC, g〉) , (6.91b)
Fm[hm] = 1−p∃,m + p∃,m 〈 fm, hm〉 , (6.91c)
h̄m := hm · 〈 fS, q · (1−pD + pD 〈Lz, g〉)〉 . (6.91d)
Über die allgemeine Produktregel und Gl. (E.12) folgt unmittelbar
δFZXS
δz

















































1− p∃,m + p∃,m
〈
fm, hm· 〈 fS, q· (1−pD + pD 〈Lz, g〉)〉
〉


















= p∃,m fm 〈 fS, q· (1−pD + pD 〈Lz, g〉)〉










für xm = {xm} ,wm = {zl}
0
für |xm| > 1 oder |wm| > 1
(6.93b)
aus der Definition der Funktionalableitung.
Mit Gl. (6.92) ist leicht ersichtlich, dass
δ2FZXS
δsδz



































= fS p∃,m 〈 fm, hm(1−pD + pD 〈Lz, g〉)〉 ,






= fS p∃,m 〈 fm, hm·pDLz〉 ,
für wm = {zl}
0 ,




































∣∣xc = {x}) .
(6.96)
(6.97)
Dies ist für fS(s) = δs0(s) identisch mit der Entsprechung in [64].











































p∗∃,m = NX∗ (6.99)
gilt.
Wichtig hierbei ist, dass die Größen L(z, x), L
(
z, x
∣∣xc = {x}) usw. Ska-
lare sind, die nicht mehr von s abhängen, da die Integration bezüglich des















Mit derselben Argumentation wie in Abschnitt 6.3.6 wird die Näherung
δFZXS
δz
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δz [h · 〈 fS , 1−pD〉]





δz [〈 fS , 1−pD〉]
Fm[〈 fS , 1−pD〉]
(6.102)





Gl. (6.93b) überein, wenn man hm durch h ersetzt. Geht man davon aus,
dass jeder Multiplikand das WEF einer endlichen Zufallsmenge darstellt
(vgl. Gl. (6.24), Abschnitt 6.3.6), erhält man den korrigierten Mehrobjekt-
Zustand als Vereinigungsmenge der Fehldetektions-Hypothesen X∗L,m
und der detektionsinduzierten Hypothesen X∗U,l .
Die WEF der Fehldetektions-Hypothesen besitzen Bernoulli-Form (vgl.
Anhang E.13)











































zu, weshalb diese jeweils mit einer Bernoulli-Dichte mit identischem ers-
ten Moment, also identischer PHD, approximiert werden. Die PHD ergibt
sich mit










































Um nun zu einer Bernoulli-Approximation zu gelangen, müssen die
Existenzwahrscheinlichkeit p∗∃,U,l und die auf die Existenz bedingte Zu-





U,l = DX∗U,l /p
∗
∃,U,l (6.107)














































Für einen sicher bekannten Sensorzustand s0 wird der Ausdruck für f
∗
U,l
negativ für alle x, für die pD(x, s0) = 0, und ist somit keine gültige Wahr-
scheinlichkeitsdichte (vgl. [106]). Diese Aussage ist für einen unsicher be-
kannten Sensorzustand, durch die zusätzliche Integration bezüglich s,
nicht direkt übertragbar. Dennoch wird dieselbe Annahme wie in [106]
getroffen, d. h. pD ≈ 1, wodurch alle Subtrahenden in Gl. (6.109) ver-
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was stets ≥ 0 ist. Für fS(s) = δs0(s) stimmen Gl. (6.108) und Gl. (6.110)
mit den entsprechenden Formeln in [106] überein.
Um die Korrekturgleichung für den Sensorzustand zu erhalten, wird
























Diese vereinfacht sich für pD ≈ 1 und 〈〈pD〉〉m ≈ 1 wieder:


























p∗∃,U,l = NX∗ . (6.113)
6.4.5 Implementierungen
In den abschließenden Experimenten in diesem Kapitel soll anstatt einer
Evaluierung der absoluten Performanz der vorgestellten Filter v. a. ein
Vergleich der Filter stattfinden. Des Weiteren soll überprüft werden,
ob trotz des vereinfachten Messmodells eine Steigerung der Schätzgü-
te durch Miteinbeziehen der Unsicherheit des Sensorträgerzustandes er-
reicht wird. Wie sich in Kapitel 4 gezeigt hat, sind partikelbasierte Im-
plementierungen bei vergleichbarer Filtergüte i. Allg. rechenaufwändiger
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als deren Entsprechungen auf Basis von Gauß-Summen und erfordern
bei einer Simulation, auf Grund ihrer nichtdeterministischen Natur, mehr
Monte-Carlo-Durchläufe, um zu aussagekräftigen Ergebnissen zu kom-
men. Daher werden in dieser Arbeit nur Implementierungen betrachtet,
welche eine geschlossene Lösung der Filtergleichungen erreichen, indem
sie die vereinfachenden Modellannahmen aus Abschnitt 6.3.7 treffen und
sämtliche Dichten und PHDs durch Gauß-Summen darstellen. Um ein
unbegrenztes Anwachsen der Anzahl an Gauß-Komponenten zu verhin-
dern, wird nach jedem Korrekturschritt das Reduktionsverfahren gemäß
Abschnitt 4.3.1 verwendet.
Durch die Annahme, pD sei konstant, können Sichtfelder nicht model-
liert werden, wobei dieser Effekt sich auf alle Filter identisch auswirkt.
Eine Darstellung von pD als Gauß-Summe ist zwar denkbar, allerdings
ähneln die Sichtfelder tatsächlicher Sensoren meist eher Kreisausschnit-
ten, die nicht gut durch wenige Gauß-Komponenten anzunähern sind.
Für praktische Anwendungen sollte daher eine optimierte partikelbasier-
te Umsetzung erfolgen.
Schmidt-Kalman-Ansatz
Für die hergeleiteten Korrekturgleichungen müssen mit der Annah-




fS(s) · fm(x) · fZ
(
z
∣∣x, s) geschlossen berechnet werden.
Sind fS(s) und DX(x) bzw. fm(x) als Gauß-Summen gegeben, haben
DX(x) und fm(x), bis auf die Normierung der Komponentengewichte,
die gleiche Form, so dass im Folgenden keine Unterscheidung mehr vor-
genommen wird.
Ist das um den Sensorzustand erweiterte Einobjekt-Messmodell linear,
d. h.











































wobei jeder einzelne Summand mit Gl. (2.40) geschlossen berechnet wer-
den kann (vgl. Abschnitt 5.2.1). Integration bezüglich X oder S erfolgt
gemäß Abschnitt 2.3.3. Diese Methode, einen erweiterten Zustandsraum
zu betrachten, heißt nach [91] Schmidt-Kalman-Ansatz [73]. Für schwach
nichtlineare Modelle bietet sich wieder ein Vorgehen analog zum EKF,
Abschnitt 4.1.1, und UKF, Abschnitt 4.2.1, an.
Die konkreten Prädiktions- und Korrekturgleichungen für die Gewich-
te, Mittelwerte und Kovarianzmatrizen sämtlicher Gauß-Komponenten
sowie deren Herleitungen sind länglich aber unkompliziert, da nur Sum-
mationen, Multiplikationen mit Skalaren und Marginalisierungen von
Normalverteilungen vorgenommen werden. Sie werden daher nicht an-
gegeben. Ähnliche Herleitungen finden sich z. B. in [99, 106].
Auswertung des Hypothesengraphen im JIPDA-Filter
Für die Bestimmung der A-posteriori-Existenzwahrscheinlichkeit und
der A-posteriori-Zustandsdichte pro Objekt des JIPDA-Filters müs-
sen die Ausdrücke L(z, x), L
(
z, x




∣∣wm = ∅, xm = {x}) berechnet werden.













∣∣wm = ∅) , (6.117)

















∣∣wm = {zl}) , für 1 ≤ l ≤ L , (6.118b)
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für m ∈ {1, 2, . . . , M}, l ∈ {0, 1, . . . , L} bekannt ist. Hierbei sind
δFm
δ∅
[g = 0, hm = 1, q = 1] = Fm[0, 1, 1] = 1− p∃,m 〈〈pD〉〉m , (6.119)
δFm
δz
[g = 0, hm = 1, q = 1] = p∃,m · 〈〈pDLz〉〉m , (6.120)
Fm[g = 0, hm = 0, q = 1] = 1− p∃,m (6.121)
durch Gl. (6.93b) gegeben.







































[0, 1, 1] , wl :=
{




Anschaulich entspricht λ(l) der A-priori-Likelihood einer vollständigen
Assoziationshypothese, also eines Pfades von der Wurzel zu einem Blatt
im Hypothesengraphen, weshalb die naive Implementierung (vgl. [64])
sämtliche Blätter des Hypothesengraphen durchgeht, um pro Blatt λ(l)
zu berechnen und in den entsprechenden Elementen von Λ zu akkumu-
lieren. Dies führt zwar zu einem sehr geringen Speicherbedarf, aber auch
zu einem immensen Rechenaufwand. Allerdings besitzt der Hypothesen-
graph viele sich wiederholende Teilgraphen, wie in Abb. 6.4 verdeutlicht
wird. Dieser Umstand kann ausgenutzt werden, um eine deutlich effizi-
entere Berechnung von Λ vorzunehmen.
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Abbildung 6.4 Vollständiger Hypothesengraph für drei Objekte und zwei De-
tektionen. Für die beiden weiß hervorgehobenen Knoten sind die
nachfolgenden Restbäume (grau) identisch.
Eziente Auswertung des Hypothesengraphen

















darstellen, wobei die Mengen wm und die Indices lm analog zu Gl. (6.122c)
zusammenhängen und die Matrix Tm,l ∈ R
|x| ×R|z|+1 durch
Tm,l = (Ti,j)m,l , Ti,j := δi,m · δj,l (6.124)
definiert ist. Das heißt Tm,l , ist eine Matrix, bei der alle Elemente identisch
null sind, bis auf das Element Tm,l , welches identisch eins ist.
Anschaulich bildet die Matrix
∑
m Tm,lm eine Maske, welche pro voll-
ständiger Assoziationshypothese die Elemente von Λ ausblendet, zu de-
nen diese Hypothese keinen Beitrag leistet.




















Dz\dC · Λ(ix, d) . (6.126)
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λ(∅, ∅) := 1, λ(i, z : |z| > |i|) := 0 , (6.128)









λm,lm · Λ(i \ {m}, z \ wm) + λm,lm ·Tm,lm ·λ(i \ {m}, z \ wm)
]
(6.130)
gilt (es ist zu beachten, dass auch ∅ ∈ z).
Ausgehend von i = ∅ kann die Indexmenge also iterativ um den je-
weils nächsten Objektindex erweitert werden, um dann für alle Werte von
z die zugehörige Subassoziations-Likelihood und -Matrix zu berechnen. So
wird der Hypothesengraph ebenenweise (also pro Objekt) abgearbeitet,
wobei in jeder Ebene alle Pfade zusammengefasst werden, in denen bis
zu dieser Ebene die gleichen Detektionen vergeben wurden (d. h. die Pfa-
de besitzen identische Restbäume, vgl. Abb. 6.4). Der so vereinfachte Hy-
pothesengraph zu Abb. 6.4 ist in Abb. 6.5 abgebildet, wobei pro Knoten
die Menge aller vergebenen Detektionsindices gezeigt wird.
Durch dieses Verfahren steigt allerdings der Speicherbedarf des
Algorithmus, da für jeden der |{d ⊆ z : |d| ≤ m}|-Knoten in der m-
ten Ebene des vereinfachten Hypothesengraphen die skalare Subas-
soziations-Likelihood λ({1, 2, . . . , m}, d) und die Subassoziations-Matrix
Λ({1,2, . . . , m}, d) zwischengespeichert werden müssen. Für jede Ebene
der Tiefe m ≥ |z| ist dies ein Knoten für jedes d ⊆ z, also 2|z| Knoten.
Diese Knoten können in einem gerichteten Graphen mit einer Ebene für
jeden Wert von |d| strukturiert werden (vgl. Abb. 6.6).
Beim rekursiven Berechnen von λ({1, 2, . . . , m}, d) und
Λ({1,2, . . . , m}, d) werden aus der vorherigen Ebene des vereinfachten
Hypothesengraphen lediglich der gleiche Knoten sowie Knoten mit
geringerer Tiefe im Strukturgraphen aus Abb. 6.6 benötigt (Vorgänger
des aktuellen Knoten in Abb. 6.6), so dass für den Gesamtalgorithmus
stets nur die Werte einer Ebene des vereinfachten Hypothesengraphen
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∅ {1} {2} {1, 2}
∅ {1} {2} {1, 2}
Abbildung 6.5 Vereinfachter Hypothesengraph für drei Objekte und zwei De-
tektionen. Die Zwischenergebnisse der hervorgehobenen Knoten
in Abb. 6.4 werden in dem markierten Knoten zusammengefasst.
im Speicher gehalten werden müssen. Also genügt es, den maximalen
Strukturgraphen gemäß Abb. 6.6 zu initialisieren und danach rekursiv
die pro Knoten gespeicherten Werte λ(d) und Λ(d) zu aktualisieren.
Nachdem die Λ(iX, d) so für jedes d ⊆ z berechnet wurden, müssen
diese nur noch mit dem zugehörigen Dz\dC multipliziert und akkumuliert
werden.
Eine Pseudocode-Implementierung des Verfahrens ist in Kapitel F ge-
geben. Um ein Gefühl für die Laufzeitersparnis durch die hier vorge-
stellte effiziente Berechnung zu erhalten, wurden für |x| = |z| = N und
N ∈ {1, 2, . . . , 8} zufällige Werte für sämtliche λm,l erzeugt und die Lauf-
zeit beider Implementierungen gemessen. Das Ergebnis ist in Abb. 6.7
aufgetragen. Es ist offensichtlich, dass mit der effizienten Umsetzung
deutlich größere Clustergrößen handhabbar sind.
Natürlich können auch clustering und gating mit der effizienten Metho-
de kombiniert werden.
Erscheinen neuer Objekte
Bisher wurde noch nicht erläutert, wie die Filter neu erscheinende Ob-
jekte handhaben können. Um den Rechenaufwand gering zu halten, wer-










Abbildung 6.6 Struktur von {d ⊆ z} für z = {1, 2, 3}. Kanten zeigen an, dass der
Endknoten aus dem Startknoten durch Hinzufügen einer (mög-
licherweise leeren) Detektion erreicht werden kann. Dies ent-
spricht (für m− 1 ≥ |z|) gerade den Verbindungen zwischen der
(m−1)-ten und der m-ten Ebene des vereinfachten Hypothesen-
graphen.








Abbildung 6.7 Rechenzeit der naiven ( ) und der effizienten ( ) Auswer-
tung des Hypothesengraphen für cluster mit jeweils N Objekten
und Detektionen.
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Hierzu werden im Korrekturschritt der Filter diejenigen Detektionen zl
ermittelt, die vermutlich nicht durch bereits angenommene Objekte her-
vorgerufen wurden, d. h. für die
fZ(zl) =
ˆ ˆ
fZ,X,S(zl , x, s)ds δx ≈ 0 (6.131)
gilt.
Da sämtliche Filterimplementierungen gating verwenden, wird
Gl. (6.131) als näherungsweise erfüllt betrachtet, wenn die Detektion zl
in keinem gate der A-priori-Zustandsrepräsentation liegt.
Für jede dieser Detektionen wird im Anschluss an den Korrekturschritt
eine initiale Objektzustandsdichte ermittelt. Aus Abschnitt 3.1 folgt für
eine gegebene Detektion z der Zusammenhang
X = h−1(z−W) , (6.132)
wobei das Messmodell h i. Allg. nicht invertierbar ist. Häufig lässt sich
der Objektzustand x jedoch so in einen beobachtbaren und einen nicht
beobachtbaren Teil xb bzw. xnb zerlegen, dass
h(x) = h(xb, xnb) = h(xb) (6.133)
gilt und das inverse Messmodell h−1 in
Xb = h
−1(z−W) (6.134)
bestimmbar ist. Für ein lineares Messmodell und mittelwertfreies, nor-
malverteiltes Messrauschen W ∼ N(w; 0, r) folgen dann die Zusammen-
hänge
mXb = h
−1 · z , (6.135a)
cXb = h





wobei für nichtlineare Messmodelle wieder die Methoden aus Kapitel 4
zum Einsatz kommen können.
Somit ist die Dichte fXb
(
xb
∣∣z) aus der Detektion bestimmbar, wäh-




Sind sowohl die Falschalarmintensität DC als auch die A-priori-
Wahrscheinlichkeitsdichte neuer Objekte konstant, hängt die Existenz-
wahrscheinlichkeit p∃,neu der neu initialisierten Objekthypothese aus-
schließlich von deren Verhältnis ab. DC ist im Messmodell festgelegt,
wird aber für alle verwendeten Sensoren als ausreichend niedrig ange-
nommen, so dass in den Filterimplementierungen direkt p∃,neu = 0,1 als
Parameter vorgegeben wird.
Identitätserhaltende Zustandsschätzung
Höher gelagerte Algorithmen benötigen häufig eine Schätzung des ak-
tuellen Mehrobjekt-Zustandes, also eine Liste der Zustände aller aktuell
als sicher existierend angenommenen Objekte, anstatt der stochastischen
Wissensrepräsentation, wie sie die Filter propagieren. Meist ist es hier-
bei erwünscht, dass der Objektzustand um eine diskrete Größe ζ ∈ N
zur Feststellung der Objektidentität erweitert wird, um so die zeitlichen
Trajektorien der Objekte zu erhalten. Leider sind der MAP- und EAP-
Schätzer nicht ohne Weiteres sinnvoll auf EZMn übertragbar ([63], 14.5).
Die in den Experimenten eingesetzten heuristischen Verfahren zur Ex-
traktion dieser Schätzungen werden im Folgenden beschrieben.
PHD-Filter: Wird durch eine Detektion eine neue Objekthypothese in-
itialisiert, erhält diese einen bisher nicht vergebenen Wert ζ zugewie-
sen. Da Objekte ihre Identität zeitlich nicht verändern, wird diese Grö-
ße im Prädiktionsschritt analog zur Objektklasse in Abschnitt 5.1 behan-
delt, d. h. unverändert belassen. Bei der Reduktion der Gauß-Summe der
A-posteriori-PHD werden ausschließlich Komponenten mit gleichem ζ
zusammengelegt.
Als Zustandsschätzung werden die Mittelwerte mn sämtlicher Gauß-
Komponenten ausgegeben, für die wn ≥ τ∃ gilt (in den Experimenten
τ∃ = 0,5). Diese simple Schätzung liefert meist gute Ergebnisse, kann
allerdings zu einigen Schwierigkeiten führen:
p Durch Zusammenlegen mehrerer Gauß-Komponenten können ein-
zelne Komponenten mit einem Gewicht deutlich größer 1 entste-
hen. Dies tritt v. a. auf, wenn die Parameter für das Zusammenlegen
von Komponenten schlecht gewählt sind, oder wenn neue Objekte
sehr dicht an existierenden erscheinen.
p Es können zu einem Zeitpunkt mehrere Objekte mit gleichem ζ aus-
gegeben werden. Auch dies passiert v. a. , wenn neue Objekte sehr
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dicht an existierenden erscheinen.
p In der Initialisierungsphase eines Objektes können mehrere Kom-
ponenten mit gleichem ζ existieren, deren Gewicht in der Summe
den nötigen Schwellwert zwar deutlich überschreitet, von denen
aber keine einzelne Komponente ausreichend Gewicht besitzt.
Mit den in den Experimenten gewählten Parameterwerten traten diese
Probleme äußerst selten auf.
JIPDA-Filter: Die Identitäten werden genau wie beim PHD-Filter bei
der Initialisierung einer neuen Bernoulli-Komponente vergeben. Bernoulli-
Komponenten mit einer Existenzwahrscheinlichkeit p∃,m ≥ τ∃ = 0,5 gel-
ten als bestätigt und es werden die EAP-Schätzwerte der zugehörigen
Zustandsdichten ausgegeben. Die Schwierigkeiten wie beim PHD-Filter
ergeben sich aber nicht.
CBMeMBer-Filter: Beim CBMeMBer-Filter wird analog zum JIPDA-
Filter vorgegangen, allerdings können auch hier wieder mehrere Ber-
noulli-Komponenten mit demselben ζ zu einem Zeitpunkt als bestätigt
gelten. Die Vererbung von ζ erfolgt auf der Ebene der einzelnen Gauß-
Komponenten, so dass einer Bernoulli-Komponente mehrere ζ zugeord-









Zur Beurteilung der Güte eines Zustandsschätzers wird der wahre Wert
der Schätzgröße mit dessen Schätzwert verglichen. Hierzu wird üblicher-
weise der Abstand der beiden zueinander angegeben, wobei im Falle
skalar- oder vektorwertiger metrischer Größen x ∈ RD meist der eukli-
dische Abstand (vgl. Abschnitt 2.4.1) oder eine aus ihm abgeleitete Größe
verwendet wird.
Für mengenwertige Größen gibt es eine Vielzahl an Metriken,
welche jeweils für spezifische Aufgabenstellungen geeignet sind.
Eine für die Mehrobjekt-Zustandsschätzung geeignete Wahl stellt
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die Optimal-Subpattern-Assignment-Metrik (OSPA-Metrik) [93, 104]
dpc(x, y) : F (X )×F (X )→ [0, c]
dpc(x, y) =














+cp · (|y| − |x|)
}]) 1
p
, für |x| ≤ |y|
dpc(y, x) , für |x| > |y|
(6.137)
mit dc(x, y) := min{d(x, y) , c}, einer beliebigen Metrik d(x, y) und der
Menge Π|y| aller Permutationen der Zahlen {1, 2, . . . , |y|}, dar, da sie so-
wohl Unterschiede in der Kardinalität als auch Unterschiede der Elemen-
te mathematisch konsistent und intuitiv interpretierbar erfasst.
Der Beweis, dass dpc(x, y) eine Metrik ist, findet sich z. B. in [104].
Nimmt man o. B. d. A. an |x| ≤ |y| und erweitert x um |y| − |x| Elemen-
te xk : minyi
{d(xk, yi) ≥ c} zu x
∗, gilt
















 1p . (6.138)
D. h. die OSPA-Metrik ist bezüglich aller möglichen Eins-zu-eins-
Zuordnungen zwischen x∗ und y der Minimalwert des Mittelwerts p-ter
Ordnung der auf c begrenzten Abstände zwischen den zugeordneten Ele-
menten von x∗ und y. Die Beschränkung des Abstandes einzelner Ele-
mente auf den Maximalwert c bewirkt, dass alle Elemente, welche weiter
als c auseinanderliegen, identisch zu einer Kardinalitätsdifferenz von 1
behandelt werden. Dies entspricht einem nicht zugeordneten Element.
Mit dem „typisch“ zu erwartenden Abstand d̄ zwischen korrekt zuge-
ordneten Elementen lassen sich die beiden Parameter p und c der Metrik
wie folgt interpretieren:
p p bestimmt die Empfindlichkeit der Metrik gegenüber Ausreißern,
da für p > 1 zugeordnete Elemente mit dc(x, y) > d̄ überproportio-
nal in dpc(x, y) eingehen, für p < 1 aber unterproportional.
p c bestimmt die Gewichtung zwischen Kardinalitäts- und Lokalisie-
rungsfehlern, da dpc(x, y) für c  d̄ maßgeblich vom Vorhandensein
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von Kardinalitätsunterschieden bestimmt wird.
Für die praktische Nutzung der OSPA-Metrik ist in Gl. (6.137) ein Mini-
mierungsproblem zu lösen. Aufgrund der Struktur des Problems ist hier-
für eine effiziente Lösung mit der ungarischen Methode (auch als Kuhn-






Um die Bewertung der Kardinalitätsfehler und der Positionsfehler ge-











)p 1p , (6.139)




























































0, für x < c
1, für x ≥ c
(6.144)
verwendet. Im Kardinalitätsterm epc,kar werden zugeordnete Punktepaa-




Abbildung 6.8 Die Kreise und Quadrate stellen die Elemente zweier Punktmen-
gen dar. Die gestrichelten Linien verdeutlichen die optimale Zu-
ordnung πmin der beiden Punktmengen. Obwohl die Kardinali-
tät beider Mengen identisch ist, ist offensichtlich, dass ein Objekt
nicht und eines fälschlicherweise erkannt wurde.
da dies bedeutet, dass einerseits ein Objekt, welches existiert, nicht er-
kannt wurde, andererseits ein Objekt erkannt wurde, welches nicht exis-
tiert. Der Zusammenhang wird in Abb. 6.8 verdeutlicht. Der Lokalisie-
rungsterm epc,lok ist das Mittel p-ter Ordnung der Abstände aller „korrekt“
zugeordneten Punktepaare.
6.5.2 Simulation
Anhand eines Testszenarios sollen zum einen die vorgestellten Fil-
teransätze miteinander verglichen werden und zum anderen der Ge-
winn durch die Berücksichtigung der Unsicherheit des Sensorträgerzu-
standes untersucht werden. Daher werden alle Filter einmal mit den
bisher hergeleiteten Gleichungen implementiert und einmal in einer
Variante, in der in jedem Korrekturschritt fS(s) = δE{S}(s) angenom-
men wird, d. h. die Sensorträgerzustandsdichte wird zu ihrem EAP-
Schätzwert komprimiert. Dadurch werden die Korrekturgleichungen des
Mehrobjekt-Zustandes identisch zu den Gleichungen aus der Literatur.
Die A-posteriori-Sensorträgerzustandsdichte wird, anstatt mit den in die-
ser Arbeit hergeleiteten Gleichungen korrigiert zu werden, identisch zur
A-priori-Sensorträgerzustandsdichte gesetzt. Somit erfolgt eine Korrek-
tur der Sensorträgerdichten nur noch durch die entsprechenden intero-




Als Testszenario wird die in Abb. 6.9 dargestellte, 10 s lange Kreuzungs-
szene verwendet. Links über der Kreuzung befindet sich ein fest instal-
lierter Lidar ( ). Nach 1 s erscheint am rechten Rand in 50 m Entfer-
nung ein Fahrzeug, welches mit GPS, Tachometer, Gierratensensor und
ebenfalls einem Lidar ausgerüstet ist und die Szene nach 8 s am linken
Rand wieder verlässt. Nach 2 s fährt ein Fahrzeug von unten an die Kreu-
zung heran, welches GPS, Tachometer, Gierratensensor, Radar ( ) und
eine Stereokamera ( ) an Bord hat. Das Fahrzeug bremst nach 2,5 s und
kommt schließlich nach 6 s zum Stehen. Nach 8 s nähert sich von rechts
ein Fahrzeug mit GPS, Tachometer und einem Gierratensensor. Die ganze
Zeit über kreuzen weitere Autos von Links und Rechts, von denen zwei
Fahrzeuge rechts abbiegen und eines einen Spurwechsel vollzieht. Es be-
finden sich maximal 11 Fahrzeuge gleichzeitig in der Szene.
Die Parameter der simulierten Sensoren sind in Tab. 6.1 zusammen-
gefasst, wobei GPS-Sensoren, vereinfachend angenommen, verrauschte
Werte der Absolutposition p des Sensorträgers liefern. Die Abtastraten
der exterozeptiven Sensoren wurden bewusst niedriger als realistisch ge-
wählt, um die Aufgabe für die Filter etwas zu erschweren.
Filterparameter
Um auch das Beschleunigen und Abbremsen von Fahrzeugen, so-
wie Kurvenfahrten zu beschreiben, benutzen alle Filter das CTRA-





≈ 0,≈ 0,≈ 0,≈ 0, (60 ◦/s)2, (30/3,6 m/s2)2
)
(6.145)
relativ groß gewählt wird, damit die Objekte bei den Zustandssprüngen
zu Beginn und Ende eines Manövers nicht verloren werden. Natürlich
wäre auch die Verwendung eines Mehrmodell-Ansatzes möglich.
Um die Nichtlinearitäten sowohl im Bewegungsmodell als auch in
den meisten Sensormodellen zu handhaben, wird jeweils die Unscented-
Transformation mit symmetrischen σ-Punkten gemäß Abschnitt 4.2.1 ver-
wendet.
Um ein unbegrenztes Ansteigen der Anzahl an Bernoulli- und Gauß-
Komponenten in den Filtern zu verhindern, werden unwahrscheinliche
Bernoulli-Komponenten mit p∃ < τSF,Ber nach jedem Korrekturschritt ent-
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Abbildung 6.9 Objekttrajektorien des simulierten Szenarios. ( ) markiert je-
weils die initiale Position, ( ) die finale Position.
fernt. Auf sämtliche Gauß-Summen wird das Reduktionsverfahren aus
Abschnitt 4.3.1 angewandt. Die Parameter werden zu
τSF,Ber = 10
−2, Nmax,Ber = 30,
τSF,Gau = 5 · 10
−3, Nmax,Gau = 6,
dmax =
[
2 m, 2 m, 45 ◦, 2 m/s, 30 ◦/s, 2 m/s2
]T
,
gewählt. Für das PHD-Filter wird Nmax = Nmax,Gau · Nmax,Ber gesetzt. Um




Da keiner der verwendeten Sensoren direkt eine Schätzung der Orien-
tierung von Objekten zulässt, muss diese für neu erscheinende Objekte
über mehrere Filterschritte geschätzt werden. Allerdings führt die Initia-
lisierung mit einer zu hohen Varianz in der Orientierung zu numerischen
Schwierigkeiten bei Verwendung der Unscented-Transformation, weshalb
bei der Objektinitialisierung pro Detektion N Komponenten aufgesetzt
werden, die sich lediglich im Mittelwert der Orientierung unterscheiden.
Die Varianz der Orientierung pro Komponente wird hinreichend groß ge-
wählt. Für die Zustandsgrößen, welche nicht durch die initialisierende






·N(x; mn, c0) , (6.146a)
mn =
[
0 m, 0 m, 360 ·
n
N





5 m, 5 m, 360 ·
1
3 · N




wobei in den Simulationen N = 4 gewählt wurde. Die Varianz in der Be-
schleunigung und der Gierrate werden hierbei sehr klein angenommen,
so dass die ersten paar Messungen hauptsächlich zur Schätzung der Ge-
schwindigkeit und Orientierung beitragen. Währenddessen erhöht sich
die Varianz in Beschleunigung und Gierrate allmählich durch das Sys-
temrauschen, so dass diese beiden Größen später auch aus den Daten
geschätzt werden.









mit der Zeitkonstante T0 = 2,25 s gewählt, was einer auf den Maximal-
wert 1 normierten Normalverteilung mit einer 3σ Grenze von T0 ent-
spricht.
Ergebnisse
Auf Grund der stochastischen Natur des Sensorrauschens und der
Falsch-/Fehldetektionen wird die vorgestellte Szene 50 mal simuliert.
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Zur Bewertung der Schätzgüte der Filter werden die bezüglich der
Monte-Carlo-Durchläufe gemittelte OSPA-Metrik (Abb. 6.10) sowie die
Kardinalitäts- und Lokalisierungsfehler (Abb. 6.11) betrachtet. Zur Be-
rechnung dieser Größen wurde pro Objekt ausschließlich die Position
herangezogen und die Metrik wurde mit p = 1, c = 4 parametriert. Da-
mit gibt epc,lok(x, y) den mittleren räumlichen Abstand zwischen tatsächli-
chen Objekten und ihnen korrekt zugeordneten Objekthypothesen in Me-
tern an.




















Abbildung 6.10 OSPA-Kurven für das simulierte Szenario, oben unter Be-
rücksichtigung der Unsicherheit bezüglich des Sensorträgerzu-
stands, unten wird fS(s) = δE{S}(s) angenommen. ( ) PHD-
Filter, ( ) JIPDA-Filter, ( ) MeMBer-Filter.
Zusätzlich sind in Abb. 6.12 und Abb. 6.13 die gemittelten Verarbei-
tungszeiten bzw. die Anzahl an Gauß-Komponenten pro A-posteriori-
Dichte je Filterschritt aufgetragen.
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Abbildung 6.11 Gegenüberstellung des Kardinalitäts- und des Lokalisierungs-
fehlers. Im jeweils oberen Plot wurde die Unsicherheit bezüglich
des Sensorträgerzustandes berücksichtigt. ( ) PHD-Filter,




Pro Filteransatz sind sämtliche Kurven bis 1 s unabhängig davon, ob die
Unsicherheit des Sensorträgerzustandes berücksichtigt wurde oder nicht,
da erst zu diesem Zeitpunkt ein mobiler Sensorträger die Szene betritt
und davor ausschließlich der fest installierte Lidar, dessen Position als a
priori bekannt vorausgesetzt ist, Messungen aufnimmt. Danach ist deut-
lich erkennbar, dass eine simple EAP-Schätzung des Sensorträgerzustan-
des sowohl bezüglich der Kardinalitätsschätzung als auch der Lokalisie-
rung schlechtere Filterergebnisse liefert als das in dieser Arbeit vorgestell-
te Verfahren.
Beim Vergleich der Filteransätze ergibt sich der Hauptunterschied in
der Schätzgüte aus einer schlechteren Kardinalitätsschätzung von PHD-
und MeMBer-Filter. Diese ist darauf zurückzuführen, dass beide Fil-
ter deutlich empfindlicher auf Fehldetektionen reagieren als das JIPDA-
Filter. Obwohl diese Filter bereits initialisierte Komponenten im Falle ei-
ner Fehldetektion nicht verlieren, fällt deren Gewicht bis zur nächsten er-
folgreichen Detektion unter die Extraktionsschwelle τ∃. Unter Beachtung
der Unsicherheit bezüglich des Sensorträgerzustandes treten die periodi-
schen Spitzen des Kardinalitätsfehlers erwartungsgemäß zu den Zeit-
punkten auf, zu denen der Sensor mit der niedrigsten Detektionswahr-
scheinlichkeit (der Radarsensor) Messungen liefert. Die einzelnen Spit-
zen im Kardinalitätsfehler des JIPDA-Filters koinzidieren mit den Zeit-
punkten, an denen ein Objekt die Szene betritt oder verlässt und sind
somit auf die Trägheit des Filters bezüglich der Existenzschätzung zu-
rückzuführen. Bei der Kompensation des unerwünschten Verhaltens von
PHD- und MeMBer-Filter bei vereinzelten Fehldetektionen zeigte bereits
eine simple Hystereseschaltung bei der Zustandsschätzung eine deutli-
che Verbesserung.
Zu den Zeitpunkten, an denen ein neuer mobiler Sensorträger die
Szene betritt, ist die Anzahl an Gauß-Komponenten und somit die Be-
rechnungszeit der Filter kurzzeitig deutlich höher, wenn die Unsicher-
heit des Sensorträgerzustandes mitberücksichtigt wird. Dies liegt daran,
dass, wie vorher beschrieben, auf Grund der zunächst völlig unbekann-
ten Orientierung des Sensorträgers dessen Zustandsdichte durch meh-
rere Gauß-Komponenten modelliert wird, und für jede dieser Kompo-
nenten und jede der bereits existierenden Komponenten der A-priori-
Zustandsdichte eine neue A-posteriori-Komponente entsteht. Die Be-
schränkung auf die wahrscheinlichste Orientierungshypothese des Sen-
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sorträgers erfolgt erst nach wenigen Schritten durch das Reduktionsver-
fahren für Gauß-Summen. Danach ist allerdings die Anzahl an Kompo-
nenten, und somit die Berechnungszeit, geringer, wenn die Unsicherheit
des Sensorträgerzustandes mitberücksichtigt wird. Die Ursache hierfür
liegt darin, dass ohne diesen Mehraufwand Detektionen häufiger nicht
im gate der verursachenden Objekthypothese liegen, da die Unsicherheit
der prädizierten Detektion unterschätzt wird. Somit wird zum einen die
Schätzgüte degradiert, zum anderen aber auch eine neue Objekthypothe-
se initialisiert, wodurch sich der Rechenaufwand erhöht. Auffällig sind
die vereinzelten Spitzen in der Rechenzeit des JIPDA-Filters ohne Berück-
sichtigung der Unsicherheit des Sensorträgerzustandes. Diese werden,
da die Anzahl der Gauß-Komponenten zu diesem Zeitpunkt nicht steigt,
durch die Berechnung der Assoziationsgewichte hervorgerufen und sind
auf große cluster zurückzuführen, welche durch die fälschlicherweise zu
viel erstellten Objekthypothesen auf Grund der schlechteren Zuordnung
von Detektionen zu Objekthypothesen entstehen.
Im Vergleich der Filter fällt auf, dass PHD- und JIPDA-Filter einen sehr
ähnlichen Berechnungsaufwand zeigen, wenn die Unsicherheit des Sen-
sorträgerzustandes berücksichtigt wird. Dies mag daran liegen, dass in
dem simulierten Szenario die Sensoren die Objekte ausreichend trennen
können, so dass die mittlere Cluster-Größe bei der Assoziation hinrei-
chend klein ist, und der Hauptaufwand somit in der Berechnung der
Kalman-Korrekturen pro Kombination aus Detektion, Sensorträger- und
Objekt-Komponente liegt. Das MeMBer-Filter nutzt stets mehr Gauß-
Komponenten zur Darstellung der A-posteriori-Dichte, da hier pro exis-
tierendem Objekt nach dem Korrekturschritt normalerweise zwei ähn-
liche Bernoulli-Komponenten existieren, welche im Gegensatz zu PHD-
und JIPDA-Filter nicht zusammengefasst werden und somit mit in den
nächsten Korrekturschritt eingehen.
Die Absolutwerte der Berechnungszeit zeigen, dass keine echtzeitfä-
higen Implementierungen vorliegen. Da bei der Implementierung der
Filter in MATLAB aber nicht die Performanz im Vordergrund stand, ist
dies wenig verwunderlich. Um Echtzeitfähigkeit zu erreichen, sollte das
Augenmerk auf ein deutlich effizienteres Speichermanagement sowie die
Ausnutzung der hohen Parallelisierbarkeit der Algorithmen gelegt wer-
den. Da in der Literatur echtzeitfähige Implementierungen von JPDA-
und JIPDA-Filtern bekannt sind und alle Implementierungen dieser Ar-
beit einen von der Größenordnung vergleichbaren Rechenaufwand be-
sitzen, sollte es möglich sein, sämtliche Verfahren echtzeitfähig umzuset-
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zen. Um die Spitzen in der Berechnungszeit bei Erscheinen eines neuen
Sensorträgers zu umgehen, wäre es sinnvoll, das Erzeugen neuer Objekt-
hypothesen erst zu aktivieren, sobald der Sensorträger hinreichend gut
lokalisiert ist. Sonst werden durch die „verkehrten“ Modi der Dichte des
Sensorträgerzustandes extrem viele neue Objekthypothesen initialisiert,
die kurz darauf wieder verworfen werden.
Abschließend lässt sich feststellen, dass für den Einsatz im automo-
bilen Kontext das JIPDA-Filter am besten geeignet ist, da es auch ohne
Nachbearbeitung der Filterergebnisse die präzisesten Schätzungen liefert
und, solange die Objekte halbwegs gut von den Sensoren getrennt wer-
den können, auch nicht zu viel Rechenzeit benötigt. Außerdem ist sowohl

















































































































































































































































































Abbildung 6.12 Gegenüberstellung der Rechenzeit pro Filterschritt, oben mit
und unten ohne Berücksichtigung der Unsicherheit bezüglich
des Sensorträgerzustandes. ( ) PHD-Filter, ( ) JIPDA-
Filter, ( ) MeMBer-Filter.
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Abbildung 6.13 Anzahl der Gauß-Komponenten zur Darstellung der
A-posteriori-Dichten, oben mit und unten ohne Berücksichti-
gung der Unsicherheit bezüglich des Sensorträgerzustandes.




In dieser Arbeit wurde, durchgehend auf Basis Bayes’scher Statistik, ein
Fusionsrahmenwerk vorgeschlagen, das in der Lage ist, Messungen pro-
priozeptiver und exterozeptiver Sensoren auf Merkmalsebene zu fusio-
nieren. Die Sensoren können hierbei nicht nur verteilt, sondern auch mo-
bil sein. Dabei ist es zulässig, dass sich Sensorträger auch gegenseitig be-
obachten. Insbesondere wurden existierende Filterverfahren so erweitert,
dass sie bei einer exterozeptiven Messung die unsicherheitsbehaftete Sen-
sorposition berücksichtigen und sogar auf die Sensorposition rückschlie-
ßen können. Da die exakten Erweiterungen mit heutigen Methoden nicht
effizient implementierbar sind, wurde ein alternatives Beobachtungsmo-
dell entwickelt und vorgeschlagen, welches die Problemstellung deutlich
vereinfacht aber ähnlich zum exakten Modell ist. Ist der Sensorträgerzu-
stand exakt bekannt, reduzieren sich die Korrekturgleichungen für beide
Modelle zu den bereits aus der Literatur bekannten Entsprechungen.
Bei der Auslegung des Rahmenwerks wurde auf Grund aktueller Ent-
wicklungen eine Anwendbarkeit im automobilen Kontext zu Grunde
gelegt, obwohl das generelle Vorgehen auf andere Anwendungsgebie-
te übertragbar sein sollte. Die prinzipielle Effektivität des Ansatzes und
die Überlegenheit gegenüber einer Nichtbeachtung der Unsicherheit des
Sensorträgerzustandes wurde in einer abschließenden Simulation auf-
gezeigt. Zusätzlich wurden in den ersten Kapiteln viele grundlegende
Methoden und Techniken vorgestellt, die zur Entwicklung des Rahmen-
werks hinführen und die entweder in der Implementierung des Rahmen-
werkes direkt eingesetzt wurden oder für mögliche Erweiterungen und
alternative Implementierungsansätze verwendet werden können.
Folgearbeiten haben eine breite Auswahl an Ausrichtungsmöglichkei-
ten. So ist eine echtzeitfähige Implementierung und Verwendung realisti-
scherer Modelle für eine spezifische Anwendung denkbar. Insbesondere
der Einfluss der Sensorsichtfelder und die Verwendung von Mehrmodell-
Ansätzen, sowohl für verschiedene Objektklassen als auch Bewegungs-
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modi, sollten hierbei berücksichtigt werden. Methodische Erweiterungen
wären z. B. eine gleichzeitige Kartierung sowie ein Abschwächen der viel-
fältigen Marginalisierungen, die im Moment vorgenommen werden, da-
mit Verdeckungen, Wechselwirkungen bei der Objektbewegungen oder
sich nahe beieinander befindende Objekte besser modellierbar werden.
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Neben den in Abschnitt 4.2.1 eingeführten symmetrischen σ-Punkten gibt
es in der Literatur eine Vielzahl an alternativen Vorschlägen. Die in dieser
Arbeit verwendeten sind hier zusammengefasst. Es wird im Folgenden
stets angenommen, dass die anzunähernde Dichte mittelwertfrei ist und
die Einheitsmatrix i als Kovarianz besitzt (vgl. Abschnitt 4.2.1 Gl. (4.11)).
A.1 Skalierung
Durch Einführung (falls noch nicht in der ursprünglichen σ-Punkt-Menge
enthalten) eines weiteren σ-Punktes x0,N im Ursprung mit Gewicht w0
und mit einer Skalierung der σ-Punkte mit Skalierungsparameter α > 0
gemäß
x′p,N = α · xp,N (A.1)
entsteht die skalierte Unscented-Transformation [44]. Mit α wird die
Streuung der σ-Punkte um den Erwartungswert gesteuert und somit be-
einflusst, inwiefern die „lokale“ oder „globale“ Gestalt der nichtlinearen
Funktion η durch die UT erfasst wird. Ohne diesen Parameter würde
z. B. für die symmetrischen σ-Punkte die Entfernung der Stützstellen vom
Mittelwert mit wachsender Dimension der Dichte steigen, wodurch eine
lokale Approximation von η nicht möglich ist. Damit die durch Stich-
probenmittelwert und -varianz der modifizierten Stützstellen geschätz-
ten Größen ebenfalls bis zur zweiten Ordnung der Taylor-Reihe von η
mit den wahren Werten übereinstimmen, müssen die Positionen und Ge-
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wichte der σ-Punkte entsprechend angepasst werden. Die Wahl[








2 + 1− 1/α2 für p = 0
wp,m/α




w′p,m + 1− α
2 für p = 0
w′p,m für p 6= 0
(A.2c)
hat den gewünschten Effekt.
A.2 Skalierte symmetrische σ-Punkte
Bei der Skalierung der symmetrischen σ-Punkte wird w0 = 0 gewählt, da
der Ursprung nicht in der ursprünglichen σ-Punkt-Menge vorhanden ist,
was auf
wp,m = wp,c =
1
2α2D





w1,c = w1,m + 1− α
2 , (A.3c)
[x1, . . . , xP] = α
√
D · [0D×1, iD×D,−iD×D] , (A.3d)
mit D = dim(X) und P = 2D + 1 führt.
A.3 Sphärischer-Simplex σ-Punkte
Da der Rechenaufwand mit der Anzahl der σ-Punkte steigt, sollten
so wenige wie möglich benutzt werden. Um die Varianz einer D-
dimensionalen Größe zu bestimmen, sind mindestens D + 1 Stützstellen
notwendig, wohingegen die skalierten symmetrischen σ-Punkte 2D + 1
Stützstellen verwenden. Mit den Gewichten (w0 ist ein Parameter)
wp =
{
w0 für p = 1




und den rekursiv definierten Stützstellen















für p = 1 xj−1p
− 1√
j(j+1)w2
 für 1 < p < j + 2 0j−1×1j√
j(j+1)w2
 für p = j + 2
(A.4c)
sind die P = D+ 2 Sphärischer-Simplex σ-Punkte xDp definiert. Der Name
rührt daher, dass die Punkte auf einer D-Sphäre mit Radius
√
D/(1−w0)
liegen. Sie sind jedoch nicht symmetrisch bezüglich der Koordinatenach-
sen.
A.4 Cubature-Kalman-Filter
In [2] werden der Erwartungswert und die Varianz einer Zufallsgröße,
die durch die Anwendung einer nichtlinearen Funktion auf eine normal-
verteilte Zufallsgröße mit bekannten Parametern resultiert, mittels nu-
merischer Integration berechnet. Auch wenn die Autoren versuchen, den
Unterschied zwischen ihrem Ansatz und der UT hervorzuheben, so ent-
spricht ihr Ergebnis doch der UT mit (nicht skalierten) symmetrischen
σ-Punkten.
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B Wichtige Klassen endlicher
Zufallsmengen
In diesem Anhang werden die wichtigsten in dieser Arbeit benötigten
Klassen von endlichen Zufallsmengen mit ihren charakteristischen Grö-
ßen vorgestellt.
B.1 Poisson-verteilte endliche Zufallsmengen
Eine EZM X ist Poisson-verteilt, wenn ihre Kardinalität |X| einer Poisson-





genügt, und die einzelnen Elemente gemäß der Wahrscheinlichkeitsdich-
te fX(x) u. i. v. verteilt sind. Sie besitzt die PHD DX
DX(x) = NX · fX(x) (B.2)
und das WEF
FX[h] = e
−NX+〈DX, h〉 . (B.3)
Die PHD charakterisiert eine Poisson-verteilte EZM vollständig, da aus























= FX[h] · DX(x0)
(B.4)
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B Wichtige Klassen endlicher Zufallsmengen
⇒ δFX
δx
[h] = FX[h] · D
x
X . (B.5)
B.2 Bernoulli-verteilte endliche Zufallsmengen
Eine EZM X ist Bernoulli-verteilt, wenn sie mit Wahrscheinlichkeit p@ leer
ist, und mit Wahrscheinlichkeit p∃ ≡ 1− p@ ein Element besitzt, welches
dann gemäß der Wahrscheinlichkeitsdichte fX(x) verteilt ist, also








1− p∃, für n = 0




fX,1(x) = fX(x) . (B.6c)
Sie besitzt die PHD/Intensität DX
DX(x) = p∃ · fX(x) (B.7)
und das WEF
FX[h] = p@ + p∃ · 〈 fX, h〉 . (B.8)
Vektorwertige Zufallsgrößen können somit als Spezialfall einer endlichen











fX, h + εδx0
〉]






· ε · p∃ · fX(x0) = p∃ · fX(x0) .
(B.9)
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B.3 Multi-Bernoulli-verteilte endliche Zufallsmengen
B.3 Multi-Bernoulli-verteilte endliche
Zufallsmengen
Die Vereinigungsmenge von M unabhängigen Bernoulli-verteilten endli-
chen Zufallsmengen X = ∪mXm ist Multi-Bernoulli-verteilt (MB-verteilt
oder kurz Multi-Bernoulli) und wird durch die Parameter p∃,m und






verwendet wird. Die einzelnen Elemente von X werden auch (Bernoulli-)
Komponenten genannt.


















Alle hier vorgestellten Bewegungsmodelle beschreiben die Bewegung
punktförmiger Objekte in der Ebene. Der Ursprung des Koordinatensys-
tems ist willkürlich aber fest, d. h. er bewegt sich nicht mit dem Objekt.
C.1.1 Gleichförmige Bewegung
Unter der Annahme einer gleichförmigen Bewegung, d. h. Geschwindig-











Hierbei bezeichnet p = [x, y]T die Position des Objektes in der karte-
sischen Ebene. Die Geschwindigkeit des Objektes kann in kartesischen
oder polaren Koordinaten vk = [vx, vy]
T bzw. vp = [θ, v]
T dargestellt
werden. Dabei sind v der Betrag und θ die Richtung von vk (der Win-
kel θ = 0 liegt hierbei in Richtung der x-Achse des Koordinatensystems,
θ wird gegen den Uhrzeigersinn definiert). Eine Umrechnung zwischen
den Darstellungen ist möglich mit









wobei für die Berechnung von θ der Quadrant von vk berücksichtigt wer-














Die Funktion g(xk, Tk) = [p(xk, Tk) , vk(xk, Tk)]
T (vgl. Gl. (3.5)) ist linear







1 0 Tk 0
0 1 0 Tk
0 0 1 0
0 0 0 1
 · [ pk−1vk−1,k
]
(C.5)
darstellen, wenn die Geschwindigkeit in kartesischen Koordinaten vor-







xk−1 + Tk · vk−1 · cos(θk−1)




Aufgrund der englischen Bezeichnung constant velocity werden diese Be-
wegungsmodelle als CVk- bzw. CVp-Modell bezeichnet.
C.1.2 Bewegung mit konstanter Beschleunigung
Wird zusätzlich ein (in kartesischen Koordinaten) konstanter Beschleuni-
gungsvektor v̇ ≡ a = [ax, ay]
T mit ȧ ≡ 0 zugelassen, ist für eine karte-
sische Geschwindigkeitsdarstellung die Funktion g(xk, Tk) bei festem Tk





1 0 Tk 0
T2k
2 0
0 1 0 Tk 0
T2k
2
0 0 1 0 Tk 0
0 0 0 1 0 Tk
0 0 0 0 1 0






Aufgrund der englischen Bezeichnung constant acceleration wird dieses
Bewegungsmodell als CA-Modell bezeichnet.
C.1.3 Bewegung mit konstanter Beschleunigung und
Gierrate
Wird angenommen, eine konstante Beschleunigung v̇ ≡ a mit ȧ ≡ 0
erfolgt ausschließlich entlang der instantanen Orientierung θ des Ge-
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C.1 Kinematische Bewegungsmodelle
schwindigkeitsvektors, es sei aber zusätzlich eine konstante Gierrate
θ̇ ≡ ω mit ω̇ ≡ 0 möglich, ergibt sich


















Tk · sin(Tk · ω)
ω























Tk · sin(Tk · ω)
ω









θ(xk, Tk) = θk−1 + Tk · ωk−1 , (C.8d)
v(xk, Tk) = vk−1 + Tk · ak−1 , (C.8e)
ω(xk, Tk) = ωk−1 , (C.8f)
a(xk, Tk) = ak−1 . (C.8g)





= Tk , (C.9a)
lim
ω→0
Tk · sin(Tk · ω)
ω






1− cos(Tk · ω)
ω
= 0 , (C.9d)
lim
ω→0








sin(Tk · ω)− Tk · ω · cos(Tk · ω)
ω2
= 0 . (C.9f)
Aufgrund der englischen Bezeichnung constant turn rate and acceleration
wird dieses Bewegungsmodell als CTRA-Modell bezeichnet.
C.2 Mehrobjekt-Bewegungsmodell
In dieser Arbeit wird davon ausgegangen, dass neu erscheinende Objek-
te datengetrieben nach dem Korrekturschritt erzeugt werden, so dass im
Gegensatz zum Großteil der Literatur keine explizite Modellierung neu
erscheinender Objekte durch das Bewegungsmodell nötig ist. Außerdem
wird die Möglichkeit, dass sich ein Objekt in mehrere Objekte aufteilen
kann, vernachlässigt, da dies im automotive Bereich zwar motivierbar,
aber nur für sehr spezielle Situationen erforderlich erscheint (z. B. ein Wa-
gen, der erst einparkt und aus dem dann Menschen aussteigen). Die fol-
genden Annahmen beschreiben das Mehrobjekt-Bewegungsmodell:
1. Objekte verbleiben mit der Persistenz-Wahrscheinlichkeit pP(x) in
der Szene und verschwinden mit der Gegenwahrscheinlichkeit
1− pP(x).
2. Objekte bewegen sich unabhängig voneinander.
















1− pP(xk) für n = 0













∣∣xk] = (1− pP(x) + pP(x) · 〈 f(xk+1∣∣x), h〉xk+1)xk . (C.12)
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D Sensormodelle
D.1 Modelle für Detektionen
Im Folgenden werden die Sensormodelle, die in den Simulationen für
diese Arbeit verwendet wurden, vorgestellt.
D.1.1 Radar/Lidar
Radar- und Lidarsensoren erfassen die Position von Objekten relativ zum
Sensor in polarer Darstellung, d. h. den Winkel β und den Abstand r.
Radarsensoren können meist den Doppler-Effekt ausnutzen, um zusätz-
lich die radiale Geschwindigkeit vrad ≡ ṙ des Objektes zu messen (vgl.
Abb. D.1). Eine Signalverabeitung, um pro Objekt nur eine punktförmige












Abbildung D.1 Geometrie einer Radar-/Lidarmessung.
155
D Sensormodelle
Sind die Position pr = [xr, yr]
T und Geschwindigkeit vr = [vx,r, vy,r]
T
des Objektes relativ zum Sensor in kartesischer Darstellung gegeben, er-



































= v · [cos(β) cos(θr) + sin(β) sin(θr)] = v · cos(θr − β) , (D.1c)
wobei in Gl. (D.1a) der Quadrant beachtet werden muss.
Werte für Standardabweichungen aktueller Sensoren liegen in folgen-
den Größenordnungen:
σβ σR σVrad
Lidar 0,1 ◦ − 2 ◦ 0,1 m− 1 m -
Radar 0,25 ◦ − 3 ◦ 0,1 m− 1 m 0,1 m/s− 1 m/s.
D.1.2 Mono-/Stereokamera
Eine Kamera liefert in Form eines Bildes pro Zeitschritt eine vektorwerti-
ge Messung. In dieser Arbeit wird jedoch davon ausgegangen, dass aus
diesem Bild Objekthypothesen mittels eines Detektionsalgorithmus ex-
trahiert werden und diese Hypothesen als Detektionen an den Zustands-
schätzer weitergeleitet werden. Da sich sämtliche Simulationen für diese
Arbeit auf eine Ebene beschränken, liefert eine Kamera folglich nur eine
skalare Größe, die Pixelposition k ∈ R des Objektes, zurück. Vereinfa-
chend wird ein Lochkameramodell angesetzt, so dass die Kamera durch
die intrinsischen Parameter Brennweite f und Pixelabstand auf dem Sen-
sorchip ∆p (vgl. Abb. D.2) beschrieben wird.
Es wird angenommen, dass eine gerade Anzahl an Pixeln pro Zeile vor-
handen ist und dass das erste Pixel rechts der optischen Achse den Index
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(k + 0,5) · ∆p
Abbildung D.2 Geometrie einer Monokamera-Messung.












− 0,5 . (D.2)
Hierbei ist der konstante Faktor f /∆p kameraspezifisch und beschreibt
das Auflösungsvermögen. Er kann auch wie folgt aus Pixelanzahl pro
Zeile NZeile und Öffnungswinkel α (von Rand zu Rand, nicht von opti-
scher Achse zu Rand) berechnet werden (ein Winkel von α/2 entspricht
























so dass für eine Kamera mit einem Öffnungswinkel von 36 ◦ und 640 Pi-
xeln pro Zeile f /∆p ≈ 983,32 gilt. Dieser Wert wird in den Simulationen
verwendet, sofern nichts anderes angegeben ist. Bei einer Stereo-Kamera
werden die Objektkoordinaten zunächst in Koordinaten relativ zur lin-
ken und zur rechten Kamera umgerechnet, und anschließend für beide
einzeln kli und kre bestimmt, so dass







Abbildung D.3 Geometrie einer Stereokamera-Messung.
Aus diesem Punktepaar kann bei Kenntnis des Kameraparameters f∆p
(beide Kameras werden als baugleich angesehen, daher nur ein Parame-
ter) und der Basisbreite b (entspricht dem Abstand der Kameras zueinan-
der) eine Rekonstruktion der Position pr des Objektes erfolgen. Die Koor-
dinaten xr und yr erhält man mit xr = xli = xre (vgl. Abbildung D.3) wie
folgt:
yli = yr −
b
2


































(kre + kli + 1) = b ·
kre + kli + 1
kre − kli
. (D.8)
Die Basisbreite b wird, sofern nicht anders angegeben, mit 0,2 m ange-
setzt.
Wenn man annimmt, dass der Messfehler ausschließlich durch eine
Quantisierung der Pixelkoordinate hervorgerufen wird, so kann dieser
Fehler näherungsweise durch eine Gleichverteilung auf dem Intervall
[−0,5; 0,5) beschrieben werden. Dieser Fehler kann durch eine Normal-














≈ 0,2887 . (D.9)
Bei einer Stereokamera werden normalerweise eigentlich nicht die linke
und rechte Pixelkoordinate berechnet, sondern nur eine der beiden so-
wie die Disparität d := kre − kli. Diese wird als eigentlich fehlerbehaftete
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µKli := E{Kli} = M−
D
2,




































Wird nur D als verrauscht angenommen, gilt σD  σM und somit






1, −ρKliKre ; −ρKliKre , 1
]
(D.16)
angesetzt, mit ρKliKre im Bereich 0,6− 0,999.
D.2 Modell für Messungen
Messungen von exterozeptiven Sensoren sind meist zunächst vektorwer-
tig (Grauwerte einer Kameraaufnahme, Intensitäten pro Gate bei Radar,
Entfernungsmessungen bei Lidar). Werden aus diesen Rohdaten durch
Detektionsalgorithmen Objekthypothesen entnommen, so ist deren An-
zahl vorab unbekannt und die so komprimierte mengenwertige Messung
Z setzt sich aus den einzelnen Detektionen Zl zusammen. Für folgende
Annahmen soll das resultierende WEF der Likelihood vorgestellt werden:
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D Sensormodelle
1. Jede Detektion Zl wurde entweder von einem tatsächlich vorhan-
denen Objekt mit Zustand xi generiert oder ist ein Falschalarm cc.
2. Objektgenerierte Detektionen sind mit einem (zunächst als additiv
angenommenen) Messrauschen W versehen.
3. Falschalarme erfolgen unabhängig von objektgenerierten Detektio-
nen und von Objekten.
4. Jedes Objekt generiert höchstens eine Detektion.
Somit ergibt sich mit der Menge existierender Objekte x = ∪ixi (der zeit-
liche Index k wird, da er für alle Größen identisch ist, ausgelassen) und
der Sensorposition s
Z
∣∣x, s = ⋃
xi∈x
Z′











1− pD(xi, s) , für n = 0




fZ′ ,1(xi, s) = f
(
z
∣∣xi, s) . (D.18c)
Die objektgenerierten Detektionen sind somit Multi-Bernoulli, woraus für




∣∣x, s] = (1− pD(x, s) + pD(x, s) · 〈 f(z∣∣x, s), g〉z)x×s · FC[g] (D.19)
folgt.
Häufig wird für die Falschalarme eine Poisson-Verteilung angenom-
men, da diese als Grenzwert resultiert, wenn man annimmt, Falschalarm-
quellen seien MB und die Anzahl an Quellen geht gegen ∞, während p∃
pro Komponente gleichzeitig gegen 0 geht. Für diesen Fall ist
FC[g] = e
NC(〈 fC , g〉z−1) , (D.20)




E.1 Linearität des Erwartungswertes
E{a · η1(X) + b · η2(Y)} =
ˆ ˆ













η1(x) · fX(x)dx + b ·
ˆ
η2(y) · fY(y)dy
= a · E{η1(X)}+ b · E{η2(Y)}
(E.1)
E.2 Korrekturschritt mit zwei unabhängigen
Sensoren





















































E.3 Randdichte und bedingte Dichte bei
bekannter Gröÿe






∣∣b) f(b)db = f(a∣∣b0) . (E.5)
E.4 Transitionsdichte bei gegebener
Partikelposition


















∣∣xq− , q−, z(k−1)) = f(xq∣∣xq−) .
(E.6)
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E.5 Quotientenregel für WEF
E.5 Quotientenregel für WEF


















































E.6 Binomische Formel für endliche Mengen
Die Herleitung dieser Aussage findet man in [64] Anhang A, Lemma 15.
∑
d⊆z
hd · gz\d = (h + g)z (E.8)





















∣∣x−), 1〉+〉− = 〈DX− , pP〉− =
=
〈










DX− , 1− pP
〉
−




E.8 Ableitung des Verbund-WEFs für
PHD-Filter
Es ist zunächst die Ableitung δFZXSδz [g, h, q] zu bestimmen, wobei







FC[g] = exp(−NC + 〈DC, g〉) , (E.10b)




∣∣s] = exp(−NX + 〈DX, h (1−pD + pD 〈Lz, g〉)〉) . (E.10d)
Die Differentiation und FC[g] können in das Integral bezüglich s gezogen
werden. Daher folgt mit der allgemeinen Produktregel Gl. (6.21)
δFZXS
δz



























[g, h, q] = FS
q · FC[g] FX[h̃∣∣s]∑
d⊆z
DdC · 〈DX, h · pDLz〉
z\d
 . (E.14a)
Dies wird mit der binomischen Formel für endliche Mengen Gl. (E.8) zu





∣∣s] · (DC + 〈DX, h · pDLz〉)z] . (E.14b)
Für die Bestimmung der PHD von X muss dieser Ausdruck weiterhin
nach x abgeleitet werden:
δ2FZXS
δxδz









∣∣s] · (DC + 〈DX, h · pDLz〉)z)] .
(E.15)
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(DC + 〈DX, h · pDLz〉) = DX(x) · pD(x) · Lz(x) , (E.18)
δ
δx
(DC + 〈DX, h · pDLz〉)
















∣∣s] · (DC + 〈DX, h · pDLz〉)z
×
(










E.9 Prädiktion des JIPDA-Filters


















































E.10 Ableitung des Verbund-WEFs für
JIPDA-Filter
Gesucht ist zunächst die Ableitung des Verbund-WEFs
FZXS[g, h1, . . . , hm, q] = FS
[








FC[g] = exp(−NC + 〈DC, g〉) , (E.22b)




∣∣s] = 1−p∃,m + p∃,m 〈 fm, hm (1−pD + pD 〈Lz, g〉)〉 (E.22d)
nach der Detektionsmenge z.
Diese folgt direkt durch zweimaliges Anwenden der allgemeinen Pro-
duktregel und mit Gl. (E.12) als
δFZXS
δz


















E.11 Ableitung des Verbund-WEFs für CBMeMBer-Filter




∣∣s] von hc abhängt, so dass sofort
δ2FZXS
δxcδz
[g, h1, . . . , hM, q] =
FS






















Die Ableitungen der WEFe Fm
[
h̃m
∣∣s] ergeben sich über die Definition


















∣∣s]+p∃,m 〈 fm, hm pD 〈Lz, εδz(z)〉〉]−Fm[h̃m∣∣s])
































∣∣s]+ p∃,m 〈 fm, εδx(x) pDLz〉]− δFmδz [h̃m∣∣s]
)
= p∃,m fm(x) pD(x)Lz(x) . (E.25d)
E.11 Ableitung des Verbund-WEFs für
CBMeMBer-Filter
Da im MeMBer-Ansatz X als endliche Zufallsmenge und nicht als Men-
genvektor betrachtet wird, ist
FZXS[g, h, q] = FS
[







FC[g] = exp(−NC + 〈DC, g〉) , (E.26b)













∣∣s] = 1−p∃,m + p∃,m 〈 fm, h · (1−pD + pD 〈Lz, g〉)〉 , (E.26e)
woraus mit der Produktregel
δFZXS
δz1




























und Gl. (E.12) wird dies zu
δFZXS
δz1
[g, h1, . . . , hM, q] = FS














Erneutes Ableiten nach z2 liefert mit der Produkt- und der Quotientenre-





∣∣s] = 0 und δδz2 DC(z1) = 0)
δ2FZXS
δz2δz1



















































































E.12 Ableitung des modizierten Verbund-WEFs für PHD-Filter
E.12 Ableitung des modizierten
Verbund-WEFs für PHD-Filter
Einsetzen aller Annahmen liefert zunächst









−NC − NX +
〈




























= FZXS[g, h, q] ·
(







[g, h, q] = FZXS[g, h, q] ·
(
DC + 〈DX, h · 〈 fS, q · pDLz〉〉
)z (E.33)
folgt. Wiederum mit der Definition der Funktionalableitung erhält man
δFZXS
δx
[g, h, q] = FZXS[g, h, q] · DX(x) · 〈 fS, q · (1−pD + pD 〈Lz, g〉)〉 .
(E.34)




DC + 〈DX, h · 〈 fS, q · pDLz〉〉
)














DX · 〈 fS, q · pDLz〉















〈 fS, q · (1−pD+pD 〈Lz, g〉)〉+
∑
z∈z
〈 fS, q · pDLz〉




Analog lässt sich δ
2FZXS
δsδz [g, h, q] bestimmen.
E.13 WEF der Fehldetektions-Hypothesen im
CBMeMBer-Filter
Es gilt zu zeigen, dass




Fm[h · 〈 fS, 1−pD〉]
Fm[〈 fS, 1−pD〉]
=
1−p∃,m + p∃,m 〈 fm, h 〈 fS, 1−pD〉〉







































E.14 PHD der detektionsinduzierten Hypothesen im CBMeMBer-Filter
E.14 PHD der detektionsinduzierten
Hypothesen im CBMeMBer-Filter








FN,l[h] := 1−p∃,m + p∃,m 〈 fm, h · 〈 fS, 1−pD〉〉 (E.41)


































Über die Definition der Funktionalableitung erhält man leicht
δFZ,l
δx










































E.15 PHD des Sensorzustandes im
CBMeMBer-Filter mit modizierter
Likelihood
























Fm,Z[q] := p∃,m · 〈 fS, q · 〈 fm, pDLz〉〉 , (E.47b)
Fm,N[q] := Fm[0, 1, q] = 1−p∃,m + p∃,m · 〈 fS, q · 〈 fm, 1−pD〉〉 (E.47c)
und FZXS[g, h, q] analog zu Gl. (6.91). Es ist zu beachten, dass der Nenner







= p∃,m · fS(s) · 〈h, 1−pD + pD 〈Lz, g〉〉 (E.48)
und mit Hilfe des Analogons zu Gl. (E.17)
δFZXS
δs





































































[q] = p∃,m · fS(s) · 〈 fm, pDLz〉 , (E.52)
δFm,N
δs
[q] = p∃,m · fS(s) · 〈 fm, 1−pD〉 . (E.53)
Anwenden der Produktregel auf Gl. (E.47a) und Einsetzen der bisherigen
























E.16 Rekursive Berechnung der
Subassoziations-Likelihood und -Matrix



























































































λc,lc ·Tc,lc ·λ(i \ {c} , z \ {wc}) + λc,lc · Λ(i \ {c} , z \ {wc}) .
(E.57)
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F Pseudocode für die eziente
Berechnung von Λ
foreach d : d ⊆ z {
λ(d) = 1 ;
Λ(d) = 0|x|×(|z|+1) ;
}
for m=1: |x| {
for c=min ( |z| , m ) :−1:0 {
foreach d : d ⊆ z∧ |d| = c {
λ(d) = λc,∅ · λ(d) ;
Λ(d) = Tc,∅ · λ(d) + λc,∅ · Λ(d) ;
foreach z ∈ d {
λ(d) += λc,z · λ(d \ {z}) ;





Λ = 0|x|×(|z|+1) ;
foreach d ⊆ z {
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