Abstract. We prove a general homological stability theorem for families of automorphism groups in certain categories. We show that this theorem can be applied to all the classical examples of stable families of groups, such as the symmetric groups, general linear groups and mapping class groups, and obtain new stability theorems with twisted coefficients for the braid groups, automorphisms of free groups, mapping class groups of non-orientable surfaces and mapping class groups of 3-manifolds.
Introduction
A family of groups
is said to satisfy homological stability if the induced maps
are isomorphisms in a range 0 ≤ i ≤ f (n) increasing with n. The goal of this paper is to give a criterion for when a family of discrete groups satisfies homological stability. We consider here homology both with constant and twisted coefficients. Our framework encompasses all the classical examples: symmetric groups, braid groups, general linear groups, mapping class groups, and automorphisms of free groups. For some of these examples, stability was previously only known with constant coefficients. We prove here, in a unified way, that stability with twisted coefficients holds in all cases. Our set-up, that of homogenous categories, is inspired by a set-up developed by Djament-Vespa to compute stable homology with twisted coefficients [16] . The proofs of the stability theorems given here are generalisations of work of Dwyer and van der Kallen for general linear groups [17, 44] .
We now describe our results and techniques in more detail.
A family of groups {G n } n≥1 can be thought of as a groupoid with objects the natural numbers, with Aut(0) = {id} and Aut(n) = G n for n ≥ 1. Families of groups such as the symmetric groups, braid groups, and general linear groups have the additional feature that they admit a "block sum" operation
On the level of groupoids, these maps define in each case a symmetric or braided monoidal structure.
Given a braided monoidal groupoid (G, ⊕, 0) satisfying that Aut(0) = {id} and that Aut(A) → Aut(B) is injective, our Theorem 1.4 constructs what we call a homogenous category (U G, ⊕, 0). A homogenous category is a monoidal category (C, ⊕, 0) in which 0 is initial, satisfying that for every objects A, B of C, the group Aut(B) acts transitively on the set Hom(A, B), and that the natural map Aut(A) → Aut(A ⊕ B) is injective with image the automorphisms fixing the canonical map B → A ⊕ B (see Definition 1.1). For the groupoid of symmetric groups, the homogenous category we associate is the category F I of finite sets and injections, much studied recently by Church-Ellenberg-Farb in the context of representation stability (see e.g., [7] ). In the case of the general linear Date: September 12, 2014. groups, the construction yields the category of modules and split injective homomorphisms, which arises in some form already in Charney's work on stability phenomena for congruence subgroups [6] . And, for mapping class groups of surfaces of increasing genus, we recover a version of Ivanov's category of decorated surfaces, which he used to prove stability with twisted coefficients for these groups [31] . The construction appears to be new for braid groups, where it yields a pre-braided homogenous category, that can be thought of as the braided analogue of F I, where pre-braided is a weaker notion than that of braided (see Definition 1.2).
Given a homogenous category (C, ⊕, 0) and any two objects A and X in C, we will be interested in the question of homological stability for the groups
with twisted coefficients in
for F : C → A a functor with value in an abelian category A. We say that a such functor F defines a coefficient system of degree r if the rth iterated kernel and cokernel of the map F → F (X ⊕ −) are trivial (see Definition 5.1). As detailed in Remark 5.5, this notion is closely related to the classical notion of polynomial functors, as well as, when C = F I, to that of finitely generated F I-modules.
To each triple (C, X, A), we associate a family of simplicial complexes S n (X, A) for n ≥ 1 build out of the morphism sets in C (see Definition 2.1). Our main theorem is the following:
Theorem A (Theorem 5.6). Let (C, ⊕, 0) be a pre-braided homogenous category, and X, A be two objects in C. Assume that there is a k ≥ 2 such that for each n ≥ 1, the complex S n (X, A) mentioned above is at least ( n−2 k )-connected. Let F : C → A be a coefficient system of degree r. Then
is surjective for i ≤ n−r k and an isomorphism for i ≤ n−r k − 1. To apply the above result to a given family of groups G 1 → G 2 → . . . , we first identify the family as a family of automorphism groups in a groupoid. If the groupoid is braided monoidal, we can apply our Theorem 1.4 to obtain an associated homogenous category. Homological stability will follow if the resulting simplicial complexes are highly connected. There are many examples of families of groups that fit this framework, though we do not always know whether or not the connectivity hypothesis is satisfied. We conjecture in fact that stability holds if and only if connectivity holds (see Conjecture 3.2) . In all the classical examples though, the complexes S n (X, A) have previously appeared in the litterature, and their connectivity is known. Combining our main theorem with these connectivity results, we obtain for example the following stability results which had not yet appeared in the litterature:
Theorem B (Theorem 6.13). Let β = n β n denote the braid groups groupoid and let F : U β → A be a coefficient system of degree r. Then the map H i (β n , F (n)) −→ H i (β n+1 , F (n + 1))
is surjective for i ≤ n−r 2 and an isomorphism for i ≤ n−r−2 2
. This theorem is due to Arnold [1] in the case of constant coefficients. A different stability theorem for braid groups with twisted coefficients in symmetric group representations can be found in [8, Cor 4.4] .
Theorem C (Theorem 6.3). Let f G f ree be the groupoid of finitely generated free groups and their automorphisms and F : U f G f ree → A be a coefficient system of degree r. Then the map H i (Aut(F n ), F (F n )) −→ H i (Aut(F n+1 ), F (F n+1 )) is surjective for i ≤ n−r−1 2
and an isomorphism for i ≤ n−r−3 2
. This theorem is due to Hatcher and Vogtmann for constant coefficients [27] and was conjectured by Randal-Williams for twisted coefficients [40] . A generalisation of the above theorem to automorphisms groups of certain free products is given in Theorem 6.5. Theorem 6.19 gives a further generalisation to certain subgroups of automorphisms of free products arising as certain quotients of mapping class groups of 3-manifolds, such as the symmetric automorphisms of free groups.
Theorem D (Theorem 6.18). Let N = n π 0 Diff(F n,b rel ∂ 0 F ) be the groupoid of mapping class groups of non-orientable surfaces of genus n with b boundary components, one of them fixed by the diffeomorphisms. Let F : U N → A be a coefficient system of degree r. Then the map
is surjective for i ≤ n−r−2 3
and an isomorphism for i ≤ n−r−5 3
.
For constant coefficients, homological stability for the groups above was proved by the author in [46] and with an improved range by Randal-Williams in [39] .
A version of Theorem A in the case of symmetric monoidal homogenous categories satisfying a cancellation property was earlier sketched by Djament [13] . The methods we use are also very similar to those used by Putman and Sam in their independent work [38] , where they prove representation stability of certain congruence subgroups. In particular, they introduce a notion of complemented categories which are particular cases of homogenous categories.
The paper is organised as follows. Section 1 introduces homogenous categories and gives some of their basic properties; it also gives the construction of a homogenous category from a braided monoidal groupoid, and relates it to an old construction of Quillen (see Theorems 1.4 and Proposition 1.8). In Section 2, we define the simplicial complexes S n (X, A) as well as associated semi-simplicial sets W n (X, A); we give some of their properties, though proofs are postponed to the appendix Section 7. In Section 3, we prove our general homological stability theorem for families of automorphism groups in a homogenous category with constant coefficients (Theorem 3.1). Section 4 introduces coefficient systems and gives a first "qualitative" stability theorem with twisted coefficients, Theorem 4.6, without an actual stability range. Both the constant and qualitative stability theorems are then used in Section 5 to prove our main theorem, Theorem A, namely a twisted stability theorem for finite degree coefficients systems, introduced there, with an explicit range (see Theorem 5.6) . Finally, Section 6 gives examples of homogenous categories and resulting stability theorems, and in particular establishes Theorems B, C and D. This paper was inspired by a workshop in Copenhagen on homological stability in August 2013, and I benefitted from conversations with many people at this occasion, as well as subsequently. I would in particular like to thank Aurélien Djament and Christine Vespa for numerous helpful discussions on polynomial functors, Julie Bergner and Emily Riehl for categorical help, and Giovanni Gandini, Oscar Randal-Williams and Christian Schlichtskrull for helpful comments and suggestions. A large part of the writing of this paper was done during the Algebraic Topology program at MSRI, and I thank MSRI for providing such wonderful working conditions. The author was supported by the Danish National Sciences Research Council (DNSRC) and the European Research 
Homogenous categories
We define in this section a categorical framework based on one used by Djament-Vespa in the context of functor homology, and presented by Christine Vespa in her course in Copenhagen [16, 45] . We introduce the notion of homogenous category, and pre-braiding for such categories. The main result of the section, Theorem 1.4, is the association of a universal homogenous category to any braided monoidal groupoid satisfying some mild assumptions. We also reinterpret this construction in terms of an old construction of Quillen under one additional assumption (see Proposition 1.8).
Let (C, ⊕, 0) be a (strict) monoidal category where the unit 0 is initial. In such a category, for every pair of objects A, B, we have a preferred map
where ι A : 0 → A denotes the unique morphism in C from the initial object 0 to A. We define
We will work with such categories satisfying the following properties: Definition 1.1. A monoidal category (C, ⊕, 0) is homogenous if 0 is initial in C and if the following two properties hold:
for some fixed objects X, A of C. There is a canonical map Σ X : G n → G n+1 induced by writing A ⊕ X ⊕n+1 = (A ⊕ X ⊕n ) ⊕ X and taking f ∈ G n to f ⊕ id X ∈ G n+1 . By H2, the map Σ X is injective, so part of the data of a homogenous category C is for each pair of objects (X, A) a sequence of groups and preferred maps between them
though the category encodes more information about how these groups sit inside one another. For example, we have that Hom(X, A ⊕ X ⊕n+1 ) ∼ = G n+1 /G n , i.e. there are G n+1 /G n distinct maps from X to A ⊕ X ⊕n+1 in C, though all related to each other by post-composing with elements of G n+1 . Now G n identifies as the subgroup of G n+1 that fixes one of these maps. But G n is more generally isomorphic to the subgroup fixing any one of these maps. Hence the category encodes G n+1 /G n distinct though conjugated inclusions of G n into G n+1 .
We will study homological stability for such sequences of groups coming from homogenous categories. To study stability with twisted coefficients, we will use the lower stabilisation map, mapping A to X ⊕ A as well as the upper stabilisation taking A to A ⊕ X. To have a version of H2 also for the lower stabilisation, we need the category to have the following additional property: Definition 1.2. Let (C, ⊕, 0) be a monoidal category with 0 initial. We say that C is pre-braided if its underlying groupoid is braided and for each pair of objects A, B in C, the groupoid braiding b A,B : A ⊕ B → B ⊕ A satisfies that
All the examples of homogenous categories C that will appear in this paper will be pre-braided, in fact build from an underlying braided monoidal groupoid. Note however that the category C itself need not in general be a braided monoidal category (see Remark 6.14 for an example).
We now prove the symmetrise H2 for pre-braided homogenous categories: Proposition 1.3. Let (C, ⊕, 0) be a pre-braided homogenous category. Then the map
Proof. By assumption, we have a map b A,B : A⊕B → B ⊕A satisfying that b A,B •(id A ⊕ ι) = (ι⊕id A ) : A → B ⊕A. By H2, we know that Fix(A, B ⊕A) ∼ = Aut(B). Conjugation by b A,B gives an isomorphism Fix(A, B ⊕ A) ∼ = Fix(A, A ⊕ B). As the braiding is natural with respect to isomorphisms in C, conjugating by b A,B takes morphisms of the form
. The statement in the proposition follows.
We are now ready to give a first general construction of homogenous categories:
Then there is a pre-braided homogenous category (U (G), ⊕, 0) with (G, ⊕, 0) as its underlying braided monoidal groupoid.
Moreover U G has the following universal property: if (C, ⊕, 0) is another such category, then there is a unique monoidal functor F : U (G) → C which restricts to the identity on the braided monoidal groupoid G.
Proof. Let G be a braided monoidal groupoid as in the statement. We construct from G a category U (G) with the same objects. Define the morphism sets in U (G) by setting Hom(A, B) to be empty unless B ∼ = H ⊕A. If B ∼ = H ⊕A, define Hom(A, B) by choosing an isomorphism H ⊕ A → B and use it to identify Hom(A, B) with Hom(A, H ⊕ A) := Aut(H ⊕ A)/ Aut(H), where Aut(H) is seen as a subgroup of Aut(H ⊕ A) via the inclusion adding the identity on A and the quotient is by pre-composition. One checks that this is indeed a category.
By construction, we have that G is the underlying groupoid of U (G), and 0 is initial. Also, U (G) satisfies H1, i.e. Aut(B) acts transitively on Hom (A, B) . The injectivity part of H2 is satisfied by assumption. We define the map ι ⊕ id : A → H ⊕ A to be the equivalence class of id H⊕A in Hom(A, H ⊕ A) = Aut(H ⊕ A)/ Aut(H). Then Aut(H) by definition equals Fix(A) which gives the second part of H2.
We are left to define a pre-braided monoidal structure on (U (G), 0) compatible with that of G. We define the monoidal product on objects and on isomorphisms to be that of G. We are left to define
in a way that extends the monoidal structure of G and the already defined morphisms ι ⊕ id. We also need the braiding of G to extend to a pre-braiding in U G. The monoidal product is defined using the following sequence of maps:
where c b B,C denotes the conjugation by the braiding b B,C . Explicitly, if we write f ∈ Hom(B, A⊕B) as f =f •(ι A ⊕id B ) forf ∈ Aut(A⊕B), and likewise g ∈ Hom(D, C ⊕D)
The fact that this product is associative follows from the fact that b is a braiding.
We now check universality. So suppose (C, ⊕, 0) is another category satisfying H1-2 with G as its underlying groupoid. Define F : U (G) → C to be the identity on objects, and on automorphisms. For f ∈ Hom U (G) (A, A ⊕ H), we can factor f = φ • ι A for ι : A ∼ = A ⊕ 0 → A ⊕ H the morphism coming from the initial property of 0 and φ ∈ Aut(A ⊕ H). Hence F (f ) = F (ι) • F (φ) is already defined by the fact that F is already defined on automorphisms and the fact that 0 is also initial in C. The functor F is well-defined and the fact that it respects the monoidal structure follows from the fact that the monoidal structure of a pre-braided homogenous category is determined by that of its underlying groupoid and the pre-braiding. Indeed, the monoidal structure we defined above is in fact the only monoidal structure extending that of G which is prebraided: Given f ∈ Hom(B, A ⊕ B) and g ∈ Hom(D, C ⊕ D), we write f =f
There are many examples of braided monoidal groupoids satisfying the hypothesis of the theorem. In Section 6, we will study the homogenous categories associated to braided monoidal groupoids defined from for example symmetric groups, braid groups, general linear groups, and mapping class groups.
The next result shows that homogenous categories associated to symmetric monoidal groupoids have the additional property of being symmetric monoidal.
is a symmetric monoidal groupoid satisfying the hypothesis of Theorem 1.4, then the monoidal category U G given by the theorem is symmetric monoidal.
Proof. Let σ denote the symmetry of G. We need to check that for any f ∈ Hom U (G) (B, A⊕ B) and g ∈ Hom U (G) (D, C ⊕ D), we have
As in the proof of the theorem above, we write f =f
Using the explicit formula for f ⊕ g given in the proof of Theorem 1.4, we thus need to check that the diagram
commutes. The bottom square commutes because σ is a symmetry in G. 
Using the last proposition, we see that, in the case when G is symmetric monoidal, the construction can first be applied to G, and then to (U G) op , to extend G to a category where 0 is now both initial and terminal.
We now give an alternative construction of the category U G, suggested to us by Christian Schlichtkrull, for groupoids satisfying the cancellation property: Definition 1.7. A groupoid (G, ⊕, 0) satisfies the (right) cancellation property if for every objects A, B, C in G, we have that
Note that for a braided monoidal groupoid, left and right cancellations are equivalent.
Let (G, ⊕, 0) be a monoidal groupoid. We recall from [24, p219] Quillen's construction of a category < G, G >. (Quillen considers the more general case of a monoidal category S acting on a category X, and here we take S = G = X.) The category < G, G > has the same objects as G, and a morphism in < G, G > from A to B is an equivalence class of pairs (X, f ) where X is an object of G and f : X ⊕ A → B is a morphism in G, and where (X, f ) ∼ (X , f ) if there exists an isomorphism g : X → X in G making the diagram
commute.
As already noted in [41, Ex 5.11] , this construction applied to the groupoid of free R-modules over some ring R yields the category of R-modules and split injections, mentioned above in the case where R is a field. We have the following general proposition:
Proof. We have that Hom <G,G> (A, B) is empty unless B ∼ = H ⊕ A for some H. Also,
it identifies with a quotient of Aut(H ⊕ A). The quotient is by precomposition with Aut(H) via the map Aut(H) → Aut(H ⊕ A) taking g to g ⊕ id. Hence we have an isomorphism Hom <G,G> (A, H ⊕ A)
One checks that these isomorphisms define an isomorphism of categories. Remark 1.9. A braided monoidal groupoid satisfying the assumption of Theorem 1.4 does not need to satisfy the cancellation property. An example of such a groupoid is the groupoid of compact surfaces with boundary and isotopy classes of diffeomorphisms restricting to the identity on a specified boundary component. Boundary connected sum defines a braided monoidal structure on this groupoid, but the cancellation property, which follows from the classification of surfaces, only holds if one restricts to orientable surfaces. (See Section 6.4 for more details.)
Simplicial complexes and semi-simplicial sets
In this section, we associate a sequence of simplicial complexes and semi-simplicial sets to any pair of objects in a homogenous category. We will use these to define an additional connectivity property for homogenous categories which will play an important role in proving homological stability theorems.
Recall that a simplicial complex X is a set X 0 of vertices together with a collection of subsets of X 0 closed under taking subsets. The subsets of cardinality p + 1 are then called the p-simplices of X, the subsets of a p-simplex being its faces.
We now associate a sequence of simplicial complexes to any pair of objects in a homogenous category.
Definition 2.1. Fix two objects A and X of a homogenous category (C, ⊕, 0). For n ≥ 1, let S n (X, A) denote the simplicial complex whose vertices are the maps f : X → A⊕X ⊕n in C and whose p-simplices are the collections f 0 , . . . , f p such that there exists a map f : X ⊕p+1 → A ⊕ X ⊕n in C satisfying that f • i j = f σ(j) for σ ∈ Σ p+1 a permutation, and
We call such a map f a lift of f 0 , . . . , f p for the ordering σ.
Note that S n (X, A) is indeed a simplicial complex: if f j 1 , . . . , f j k is a face of a psimplex f 0 , . . . , f p with lift f with respect to a permutation σ, then f
Recall now that a semi-simplicial set (in modern terminology) is a sequence of sets X n for n ≥ 0, and face maps d i : X p → X p−1 satisfying the simplicial identities. In other words, a semi-simplicial set is a simplicial set without degeneracies.
There is a sequence of semi-simplicial sets associated to each pair of objects in C, closely related to the simplicial complexes just defined: Definition 2.2. Let (C, ⊕, 0) be a homogenous category and X, A two objects in C. Define W n (X, A) to be the semi-simplicial set with set of p-simplices
and with face map
defined by precomposing with id
To a simplicial complex X, one can always associate the semi-simplicial set X ord of ordered simplices in X, i.e. with
To understand the relationship between S n (X, A), S ord n (X, A) and W n (X, A), we need the following result: Theorem 2.3. Let (C, ⊕, 0) be a homogenous category and X, A two objects of C. For each n ≥ 1, let S n (X, A) be the simplicial complex of Definition 2.1. The following two statements hold:
(1) A simplex of S n (X, A) admits at most one lift per chosen ordering of its vertices.
(2) Either all simplices of S n (X, A) for all n admit a lift with respect to all possible permutations of their vertices, or simplices of S n (X, A) for all n admit each a unique lift.
To a simplicial complex or a semi-simplicial set X, one can associate a space |X|, its realisation, with a copy of ∆ p for each p-simplex of X attached using face identifications. The following result follows directly from the previous theorem: Corollary 2.4. There are two possible homeomorphism types for |W n (X, A)| in terms of S n (X, A):
(1) If simplices of S n (X, A) admit all their lifts, then
The proof of Theorem 2.3 is given in the Appendix Section 7: Part (1) is Proposition 7.2 and part (2) is Theorem 7.3. The proof consists of juggling with the properties of morphisms in homogenous categories.
Both S n (X, A) and W n (X, A) admit an action of the group Aut(A ⊕ X ⊕n ) induced by post-composition in C. By H1, this action is transitive on the set of p-simplices for every p in both cases (the action being transitive on the lifts in the case of S n (X, A)). By H2, the stabiliser of a p-simplex of W n (X, A) is isomorphic to Aut(A ⊕ X ⊕n−p−1 ).
Because W n (X, A) always satisfies these two properties, we will work with it to prove homological stability for the groups Aut(A ⊕ X ⊕n ), though we will need one additional property of these spaces, namely that they are highly connected. The following proposition shows that high connectivity of S n (X, A) implies high connectivity of S ord n (X, A), so although we will work with W n (X, A) when proving stability theorems, it will be enough to consider the (most often) smaller complex S n (X, A) to check connectivity. Theorem 2.5. If the simplices of S n (X, A) admit all their lifts and S n (X, A) is ( n−a k )-connected for each n for some k ≥ 1 and a ∈ Z, then S ord n (X, A) is also (
Proof. By Corollary 7.8 (2), we have that S n (X, A) is weakly Cohen-Macauly of dimension n−a k + 1 (in the sense of Definition 7.6). The result then follows from Proposition 7.9.
For any choice of pair (X, A), we consider the following connectivity property for homogenous categories: Definition 2.6. Let (C, ⊕, 0) be a homogenous category, and X, A two objects in C. We define the property
We restrict our attention to linear connectivity bounds with slopes at best 2 as higher connectivity does not improve our result, and linear bounds are those that can be used in Theorem 2.5 above. Note that if each W n (X, A) is (
k )-connected, so that (X, A ⊕ X ⊕a−2 ) will satisfy H3. Note also that the theorem, together with Corollary 2.4, shows the following: Proposition 2.7. Let (C, ⊕, 0) be a homogenous category, and X, A two objects in C. Suppose there is a k ≥ 2 such that S n (X, A) is ( n−2 k )-connected for all n. Then property H3 holds for C at (X, A) with slope k.
In section 6, we will use this proposition to show that the connectivity property H3 holds in the homogenous categories associated to all the classical examples.
Homological stability with constant coefficients
In this section, we use Quillen's classical argument in the case of general linear groups to show that, in a homogenous category (C, ⊕, 0) satisfying the connectivity property H3, the groups Aut(A ⊕ X ⊕n ) satisfy homological stability with constant coefficients Z. The precise statement of the theorem is the following: Theorem 3.1. Suppose that (C, ⊕, 0) is a homogenous category satisfying H3 for a pair of objects (X, A) with slope k ≥ 2. Then the map
is an isomorphism if i ≤ n−1 k , and a surjection if i ≤ n k . Note that the proof given here does not give a better range if the slope if better than 2 (i.e. k < 2).
Proof. Let W n = W n (X, A) be the semi-simplicial set of Definition 2.2. We consider the action of G n on W n by post-composition. Theorem 5.1 of [29] says that if the action of G n on W n satisfies three stated conditions and W n is at least ( n−2 2 )-connected (case k = 2), then the isomorphism and surjectivity in homology hold with the stated bounds. We repeat here the three conditions that need to be checked to apply Theorem 5.1 of [29] , and check that they are always satisfied, which will prove the case k = 2. For the general case, we will then repeat with small modifications the proof given in [29] , checking that the necessary inequalities are satisfied. (Note that in [29] the simplicial objects used are simplicial complexes. We could here alternatively work with the action of G n on the simplicial complex S n (X, A) instead of the semi-simplicial set W n (X, A), though S n (X, A) would then have to be replaced by another simplicial object is the case where simplices admit all their lifts.) (1) (version (b)) The action of G n on W n is transitive on p-simplices for each p and the stabilizer of each simplex fixes the simplex pointwise.
The set of p-simplices of W n is the set Hom(X p+1 , A ⊕ X ⊕n ). By H1, G n acts transitively on that set. It is also immediate that the stabilizer of a p-simplex f ∈ Hom(X p+1 , A ⊕ X ⊕n ) fixes its vertices f • i j and hence fixes the p-simplex pointwise.
(If we worked with S n (X, A) instead, it only satisfies version (b) of condition (1) when all the lifts are unique. In the case when each simplex admits all its lifts, it satisfies version (a) of the condition.) ( 2) The subgroup of G n fixing a p-simplex pointwise is isomorphic to G n−k−1 for some
The subgroup of G n that fixes a p-simplex f pointwise is conjugate, by the transitivity axiom H1, to the subgroup that fixes the "standard" simplex i = ι ⊕ id X ⊕p+1 :
. Now by H2, the subgroup of G n that fixes i is isomorphic to G n−p−1 .
(3) For each edge f of W n , there exists an element of G n that takes d 1 f to d 0 f and commutes with all the elements of G n that leave the edge fixed pointwise.
By H1, it is enough to check the condition for the edge
We have
by H2, and commutes withĝ asĝ acts via the identity on A ⊕ X ⊕n−2 .
By H3, W n is (
As in the proof of Theorem 5.1 in [29] , we use the spectral sequences associated to the double complex E * G n+1 ⊗ Gn+1 C * (W n+1 ), where E * G n+1 is a free resolution of Z over ZG n+1 and C * (W n+1 ) is the augmented cellular chain complex of W n+1 . This gives two spectral sequences, one of which converges to 0 for p ≤ n−1 k due to the connectivity of W n+1 . Thus the other spectral sequence converges to 0 for p + q in the same range. As the action of G n+1 is transitive on p-simplices of W n+! , it has E 1 -term given by
where Stab(σ p ) denotes the stabiliser of a chosen p-simplex. The coefficients are not twisted because the stabiliser of a simplex of W fixes the simplex pointwise. (This uses Shapiro's lemma. See [4, VII.7] for more details.) The differentials are induced by the alternating sum of the face maps:
where c h is conjugation by an element h ∈ G n+1 which takes d i σ p to the representative (p − 1)-simplex σ p−1 . We want to show that the differential
) is surjective when n ≥ ki and injective when n ≥ ki + 1.
We prove this by induction on i, the case i = 0 being trivial. We start with surjectivity, so assume that n ≥ ki with i ≥ 1. Surjectivity of the map d 1 above follows from:
(1) E ∞ −1,i = 0; (2) E 2 p,q = 0 for p + q = i with q < i. Indeed, condition (1) says that E 1 −1,i has to be killed before E ∞ , and condition (2) says that the sources of all the possible differentials to that term after d 1 are 0, and therefore d 1 is the only differential that can kill it, and therefore it must be surjective.
Condition (1) is verified as E
For condition (2), we first show that for q < i, the inclusion of stabilisers in the group induces an isomorphism
when p+q ≤ i, and a surjection when p+q = i+1. We first check the isomorphism part: For a p-simplex σ p , Stab(σ p ) is conjugate to G n−p and by the induction assumption, the inclusion
If p + q = i, we have p ≥ 1 and the inequality is satisfied, and if p + q < i, then we have strict inequalities in the above reasoning, also leading to the desired inequality. The surjectivity when p + q = i + 1, q < i is checked in the same way: In that case, we need
The diagram
commutes because c h acts as the identity on H q (G n+1 , Z). Thus we have a chain map from the chain complex in the qth line of the E 1 -term to the augmented singular chain complex of a point with constant coefficients H q (G n+1 , Z), and this map is an isomorphism for p + q ≤ i and a surjection for p + q = i + 1 by the previous paragraph. This gives condition (2).
To prove injectivity of the map
), we will show that when n ≥ ki + 1
,i is the 0-map. This is enough as condition (1) says that E 1 0,i lies in the vanishing range of the spectral sequence, condition (2) says that potential sources of differentials d p to E 1 0,i with p ≥ 2, i.e. terms E 1 p,q with p + q = i + 1 and q < i, vanish, and condition (3) says that the differential
The leaves the injectivity of
as the only way to kill E 1 0,i by the E ∞ -term. Conditions (1) and (2) follow from the same argument as above: for (1), we need i ≤ n−1 k , which is equivalent to n ≥ ki + 1. For (2), we now need n − p ≥ kq + 1 when p + q ≤ i + 1 and n − p ≥ kq when p + q = i + 2 for all q < i. This is satisfied in the first case as kq
which is smaller than n − 1 if p + q = i + 1 as p ≥ 2 in that case, and if p + q < i + 1 because we get strict inequalities earlier and p ≥ 1 in that case. For the last inequality, when p + q = i + 2, we have kq
For condition (3) , the boundary map is
One can choose h 0 to be the identity and h 1 to be the hypothesised element taking d 1 σ 1 to d 0 σ 1 and commuting with every element in Stab(σ 1 ). On the group level, we have a commutative diagram
where the horizontal maps are the inclusions of Stab(σ 1 ) to the stabiliser of its two vertices. Hence d 1 1 = d 1 0 and the d 1 -differential is 0. The above theorem motivates the following conjecture:
satisfies homological stability (with surjectivity bound n k and injectivity bound n−1 k ), then C satisfies H3 for the pair of objects (X, A) (with connectivity bound
A similar conjecture has also be made by Tom Church.
Stability with twisted coefficients, qualitative version
Let (C, ⊕, 0) be a homogenous category. The main result of this section, Theorem 4.6, is a "qualitative stability theorem" for homology of the automorphism groups of C with twisted coefficients. Before stating the theorem, we will need to introduce the upper and lower suspension maps, the coefficient systems we work with, and the crucial notion of kernel and cokernel of a coefficient system (see Definition 4.4). This section is a generalisation of the work of Dwyer [17] and van der Kallen [44] who worked with general linear groups, and Ivanov [31] who worked with mapping class groups.
We will assume in this section that C is pre-braided in the sense of Definition 1.2.
4.1.
The upper and lower suspensions. We are interested in the stabilisation map Aut(A ⊕ X ⊕n ) → Aut(A ⊕ X ⊕n+1 ). This stabilisation map is associated to the upper suspension by X
We will also use in this section the stabilisation map associated with the lower suspension by
As C is assumed to be pre-braided, there is an isomorphism b X,A : X ⊕ A → A ⊕ X, so from the upper suspension we also get a map b X,A • σ X : A ⊕ X ⊕n → X ⊕ A ⊕ X ⊕n , but the fact that b is a pre-braiding exactly says that these two "lower suspensions" are actually equal.
The upper suspension defines a natural transformation from the identity to an endofunctor of C: Let Σ X := ⊕ X : C → C be the functor taking any object B to B ⊕ X and any morphism f :
Likewise, the lower suspension defines a natural transformation from the identity to an endofunctor of C: Let
be the functor taking any object B to X ⊕ B and any morphism f :
There is a natural transformation
We call Σ X and Σ X the upper and lower suspension functors. Note that these two functors commute.
Coefficient systems.
Let C X,A denote the full subcategory of C whose objects are the objects X ⊕m ⊕ A ⊕ X ⊕n for all m, n ≥ 0. A coefficient system for C at (X, A) will here simply be a functor F : C X,A −→ A from C X,A to some abelian category A. A coefficient system F associates to the sequence of groups G n = Aut(A ⊕ X ⊕n ) a sequence of G n -modules F n = F (A ⊕ X ⊕n ), together with G n -equivariant maps F n → F n+1 induced by Σ X . Note that sequences of G n -modules obtained this way from a functor from C X,A have the property that Aut(X ⊕m ) acts trivially on the image of F n in F n+m . In particular, in the case where G n = GL n (Z) with C is the category of finitely generated free abelian groups and split homomorphisms (as defined in Section 6.3.1), it is central in the sense of [17, Sec 2] . Conversely, we have the following: Proposition 4.1. Let C be a pre-braided homogenous category, and X = 0 and A two objects in C. Let G n = Aut(A ⊕ X ⊕n ). Suppose {M n } n≥0 is a sequence of G n -modules, together with G n -equivariant maps σ n : M n → M n+1 satisfying that Aut(X ⊕m ) acts trivially on the image of M n in M n+m . Then there exists a functor
Proof. We define F on objects by setting F (X ⊕m ⊕A⊕X ⊕n ) := M n+m . On morphisms, we set the action of Aut(A ⊕ X ⊕n ) = G n on F (A ⊕ X ⊕n ) = M n to be the G n -module structure of M n , we set
and
Let f : X ⊕k ⊕ A ⊕ X ⊕m → X ⊕l ⊕ A ⊕ X ⊕n denote a general morphism of C X,A (where we must have k + m ≤ l + n for the morphism to exist). We can always write such a morphism as a composition
We define F (f ) using such a decomposition of f . We are left to check is that the definition is consistent. First note that the automorphism φ is only determined up to an automorphism of X ⊕n+l−m−k . As we have assumed that those automorphisms act trivially on the image of M m+k inside M n+l , we see that F (f ) is in fact independent of that choice. Left is to check that our definition respects composition. This follows from the commutativity of the following diagram:
Many sequences of G n -modules will come directly as functors from the category C X,A , but some sequences of modules do not obviously come from a functor. In that case, the above proposition gives an easy way to check whether they do or not. The following example, which is one such less obvious example, was suggested to us by Christine Vespa.
Example 4.2 (The Burau representation)
. Let β = n≥0 β n be the groupoid with objects the natural numbers and automorphism groups the braid groups. This is a braided monoidal groupoid satisfying the hypothesis of Theorem 1.4. Let U β denote the associated homogenous category. The category U β is described in detail in Section 6.4.1, but we will not need that description for our current purpose.
We take here X = 1 and A = 0, so C X,A = U β. The (unreduced) Burau representation is a sequence of representations for the braid groups: for each n, let M n = (Z[t, t −1 ]) n denote the rank n free Z[t, t −1 ]-module. Then the standard ith generator σ i of β n acts on M n via the following matrix:
, and it follows from the above description of the action that β m acts trivially on the image (Z[t,
Hence by Proposition 4.1, the Burau representation is part of a functor
that is it defines a coefficient system in our set-up.
We now give an example of a sequence of representations that does not define a coefficient system in our set-up: Example 4.3 (The sign representation). Let Σ = n≥0 Σ n be the groupoid with objects the natural numbers and automorphism groups the symmetric groups. This is a symmetric monoidal groupoid satisfying the hypothesis of Theorem 1.4. Let U Σ be the associated homogenous category. The category U Σ is isomorphic to the category FI of finite sets and injections introduced in Section 1 (see Section 6.1).
Again, we take here X = 1 and A = 0, so C X,A = U Σ. The sign representation of the symmetric groups is the sequence of Σ n -modules Z with σ ∈ Σ n acting via its sign. The identity Z → Z is a Σ n -equivariant map from Z as a Σ n -module to Z as a Σ n+1 -module as the sign of a permutation is preserved under the inclusion Σ n → Σ n+1 . However, Σ 2 does not act trivially on the image of the Σ n -module Z inside the Σ n+2 -module Z, the image being the whole module. Hence this sequence of representations does not fit into the hypothesis of Proposition 4.1, and in fact cannot come from a functor F : U Σ → A.
Given a coefficient system F : C X,A → A, we can get a new one by precomposing with an endofunctor of C X,A . Note that the suspension functors Σ X and Σ X restrict to endofunctors of C X,A . We define the suspension of F with respect to X as the composite functor
Given F and its suspension ΣF , we can define the following two additional coefficient systems:
Definition 4.4. For a coefficient system F : C X,A → A, we define ker F and coker F to be the kernel and cokernel of the natural transformation σ X :
The kernel and cokernel of a functor define again functors C X,A → A, and hence coefficient systems.
4.3.
Qualitative stability with twisted coefficients. Given a coefficient system F : C X,A → A, we get maps
for each i ≥ 0 and n ≥ 1.
Definition 4.5. A functor F is stable with respect to X at A if, for each i, the map
is an isomorphism whenever n is large enough, i.e. whenever n ≥ b(i), for b(i) some finite bound depending on i. We say that F is strongly stable with respect to X at A if the iterated suspension Σ r F is stable for every r ≥ 1.
So far we know two examples of strongly stable coefficient systems, namely the trivial coefficient system F = 0, and more generally, under the assumption that C satisfies H3 at (X, A), any constant coefficient system (by Theorem 3.1). The following theorem, which is the main theorem of this section, tells us how to inductively get more examples of strongly stable coefficients systems. Theorem 4.6. Let (C, ⊕, 0) be a pre-braided homogenous category and X, A be two objects of C. Suppose C satisfies H3 at (X, A) with some slope k, and let F : C X,A → A be a coefficient system. If the coefficient systems ker F and coker F are strongly stable with respect to X at A, then so is F itself.
This result is a direct generalisation of [17, Thm 2.2] for the general linear groups. Assumption H3 in the theorem can be replaced by a slightly weaker assumption, namely that the connectivity of W n (X, A) tends to infinity with n.
We can use the above theorem to show that coefficient systems, whose iterated kernel and cokernels are trivial, are themselves strongly stable. Such coefficient systems, which we will call finite degree coefficient systems, will be studied in Section 5.
To simplify the notation, we will again write G n := Aut(A ⊕ X ⊕n ) and F n := F (A ⊕ X ⊕n ), and denote by Rel F * (A, n) = H * (G n+1 , G n ; F n+1 , F n ) the relative groups associated to the suspension map Σ X : G n → G n+1 . There is a long exact sequence
Hence the coefficient system F being stable is equivalent to the vanishing, for each i, of the relative groups Rel F i (A, n) for n large. Strategy of proof of Theorem 4.6. The idea of the proof, as in Dwyer's original argument in [17] , is to show that lower suspension induces a map
.7 and Proposition 4.8). Proposition 4.10 will then show that the first map in the composition is an isomorphism when n is large enough, and Proposition 4.12 that the second map is surjective for n large enough. Finally, Lemma 4.13 will show that the surjectivity of σ n+1 • σ n implies that Rel F i (A, n + 2) is zero. The main step in the proof is Proposition 4.12, which uses a relative spectral sequence associated to the action of G n on the semi-simplicial set W n (X, A) defined in Section 7.
We start by constructing the map σ n .
Lemma 4.7. For C pre-braided, homogenous, there is an isomorphism
Likewise, conjugation by b n , b n+1 induces a commutative diagram
As the top diagram is equivariant with respect to the bottom diagram, and the vertical maps are isomorphisms, we get a pair of compatible isomorphisms
and hence we get an isomorphism of relative homology groups.
Proposition 4.8. Let C be homogenous. Lower suspension defines a map
which factors as a composition
is a commutative diagram of natural transformations. Hence, taking B = A ⊕ X ⊕n , the pair (Σ X , F (σ X )) defines a map as in the statement. We can factor this map by first taking a suspension on the functor variable, and then on the group variable, i.e. as
i in the diagram identifies with R ΣF i (A, n). Indeed, this last group is the relative group for the map
Lemma 4.9. Let C be homogenous and F : C → A be a functor. Then the kernel and cokernel of σ X : Σ j F → Σ(Σ j F ) are isomorphic to the j-fold supsension of the kernel and cokernel of σ X : F → ΣF .
Proof. The kernel (resp. cokernel) at an object B in the first case is defined to be the (co)kernel of the map
where
. On the other hand, the jth suspension of the (co)kernel in the second case, evaluated at B, is by definition the (co)kernel of σ X evaluated at X ⊕j ⊕ B, i.e. the (co)kernel of the map
By H1, there is an automorphism φ of X ⊕j+1 making the diagram
Now note that F (φ ⊕ id) induces an isomorphism of functors
This isomorphism fits into a commutative diagram of natural transformations
It follows that the two kernels above are in fact equal, and F (φ ⊕ id) induces an isomorphism between the two cokernels.
We are now ready for the next step in the proof of Theorem 4.6, which generalizes [17] [Lem 2.8]:
Proposition 4.10. Let C be a homogenous category and F : C → A a functor. Suppose that ker(F ) and coker(F ) are strongly stable. Then iterated suspension induces an isomorphism
for n large enough (larger than a bound depending on i and j).
Proof. Consider the suspension σ X : Σ m F → Σ m+1 F . There are two associated short exact sequences of functors:
Applying each short exact sequence to the upper suspension σ X : A⊕X ⊕n → A⊕X ⊕n+1 induces in each case a map of short exact sequences of modules over the groups G n and G n+1 , which, by [17, Lem 2.4], induces a long exact sequence of relative groups
and similarly for the other sequence. By Lemma 4.9, we have an isomorphism of functors ker(Σ m F ) ∼ = Σ m (ker F ) and coker(Σ m F ) ∼ = Σ m (coker F ). Now we have assumed that ker F and coker F are strongly stable, so that the relative groups
whenever n is large enough. Using both long exact sequences, we thus get an isomorphism
whenever n is large enough that both isomorphisms hold. Applying the composite isomorphism j times yields the result.
Our goal is to prove that F is strongly stable whenever ker F and coker F are strongly stable. By the last proposition, under this assumption on ker F and coker F , once we have shown that Rel F m (A, n) vanishes for n large enough, it will follow that each Rel Σ r F m (A, n) vanishes for n large enough. We will prove the vanishing of Rel F m (A, n) via the following induction:
Note that the inductive hypothesis is trivially satisfied for m = 0.
Proposition 4.12. Let C be a pre-braided homogenous category satisfying H3 at (X, A), and F : C X,A → A be a functor. Suppose that the inductive hypothesis 4.11 is satisfied. Then lower suspension induces a surjective homomorphism Rel ΣF m (A, n) Rel F m (X ⊕ A, n) when n is large enough.
Proof. Let W n = W n (X, X ⊕ A) be the semi-simplicial set of Definition 2.2, with Hom(X p+1 , X ⊕ A ⊕ X ⊕n ) as set of p-simplices. Just as in the proof of Theorem 3.1 we have that, by H1, G n := Aut(X ⊕ A ⊕ X ⊕n ) acts transitively on the set of p-simplices of W n , and that, by H2, the stabiliser of a p-simplex is isomorphic to G n−p−1 = Aut(X ⊕ A ⊕ X ⊕n−p−1 ). In particular, the set of p-simplices of W n is isomorphic to
To prove the proposition, we will use a relative spectral sequence associated to the action of G n on W n , and that of G n+1 on W n+1 . (This spectral sequence is a relative version of the one used in the proof of Theorem 3.1.) Let F n := F (X ⊕ A ⊕ X ⊕n ). The upper suspension map induces a map F (σ X ) : F n → F n+1 which is G n -equivariant. Choose projective resolutions P * and Q * of F n and F n+1 as G n -and G n+1 -modules. Then there is a map or resolutions P * → Q * compatible with the suspension, and the cone of the map [44, 3.12] .) Let C * (W n ) denote the augmented cellular chain complex of W n . Post-composing by the upper suspension σ X induces a map W n → W n+1 which is also G n -equivariant with respect to upper suspension. Hence we get a map of double complexes
whose levelwise cone
has two associated spectral sequences. Taking first the homology in the p-direction yields a spectral sequence with trivial E 1 -page in a range, as W n and W n+1 are highly connected. Hence both spectral sequences converge to zero in a range. By Shapiro's lemma, transitivity of the action on p-simplices for all p implies that the other spectral sequence has E 1 -term
for σ p a p-simplex of W n .
For p = −1, the stabiliser is the whole group and
is the target of the map we are interested in. On the other hand,
We want to identify this last group with Rel ΣF m (A, n) = H m (G n+1 , G n , F n+1 , F n ), the source of the map we are interested in, and identify the differential d 1 :
with the map in the statement of the proposition.
has its stabiliser isomorphic to G n+1 via lower suspension, and this isomorphism identifies F n+1 as the G n+1 -module (ΣF ) n+1 . As these identifications commute with the upper suspension, we get an isomorphism
Moreover, the differential d 1 , which is induced by the inclusion of the stabilisers into the groups, is, when precomposed with this isomorphism, the lower suspension, i.e. the map in the statement of the proposition. So we are left to show that d 1 : E 1 0,m → E 1 −1,m is surjective when n is large enough. If n is large enough, m will be smaller than the connectivity of W n and W n+1 , and hence the group E 1 −1,m must be killed by the E ∞ -page. The terms that can hit it with a differential, other than E 1 0,m with the d 1 differential, originate in the terms E 1 p,q with p+ q = m, q < m. As noted above, we have that
for σ p a p-simplex of W n . We would like to identify this group with Rel Σ p+1 F q (n−p, X ⊕ A), i.e. the group
generalising the case p = 0 treated above. We choose the p-simplex
Moreover, as the prebraiding b is natural with respect to isomorphisms, F (φ) :
We now have F ix(σ p ) ∼ = G n+1−p , and φ identifies F n+1 as a Stab(Σ X σ p )-module with (Σ p+1 F ) n+1−p as a G n+1−p -module.
As the above identifications commute with the upper suspension, we have constructed an isomorphism of pairs, and hence the desired isomorphism
Finally, as q < m, this group is zero if n is large enough by the Inductive assumption 4.11. Hence, when n is large enough, the first differential is the only possibility to kill E 1 −1,m , and hence it must be surjective, which proves the proposition.
Recall from Lemma 4.7 the map b n = b X,A ⊕ id X ⊕n : X ⊕ A ⊕ X ⊕n → A ⊕ X ⊕n+1 which induces an isomorphism Rel F (X ⊕ A, n) ∼ = Rel F (A, n + 1). The last ingredient in the proof of Theorem 4.6 is the following proposition, which is a direct generalisation of [ 
where the horizontal lines are part of the long exact sequences associated to the upper suspension, and the vertical maps are the maps induced by the "twisted lower suspension", i.e. the compositions b n • σ X and b n+1 • σ X . In the top right of the diagram, we have that the maps l 2 and l 2 are induced by lower and upper suspension respectively. We have a commutative diagram
As l 2 is induced by the top horizontal map, and l 2 by the left vertical composition, the above diagram induces a commutative diagram:
As l 2 • a 2 = 0, it follows that we also have b 2 • σ n = l 2 • a 2 = 0. As we assumed σ n is surjective, it follows that b 2 is the zero map. Hence b 1 is surjective. As we assumed σ n+1 is surjective, it follows that σ n+1 • b 1 is surjective.
In the bottom left corner of the diagram, we have maps
As we just showed that this map is also surjective, it follows that its target, Rel F m (A, n + 2), is zero as claimed.
Proof of Theorem 4.6. The theorem is equivalent to the statement that the groups Rel Σ j F i (A, n) are zero if n is larger than some bound b Σ j F (i), depending on i and j. We prove the result by induction on i using the Inductive hypothesis 4.11. By Proposition 4.10, it is enough to show that Rel F m (A, n) vanishes for n large enough. Recall from Proposition 4.8 that lower suspension factors as
. Now assume n large enough so that Proposition 4.10 applies to both give Rel F m (A, n) ∼ = Rel ΣF m (A, n) and Rel F m (A, n + 1) ∼ = Rel ΣF m (A, n + 1) so that the first map above is an isomorphism both for q = n and q = n + 1. Assume likewise n large enough so that Proposition 4.12 applies to both give
Rel F m (X ⊕ A ⊕ X, n + 1), showing that the second map above is surjective both for q = n and q = n + 1. Hence lower suspension induces surjective maps Rel F m (A, n) Rel F (X ⊕ A, n) and Rel F m (A, n + 1) Rel F m (X ⊕ A ⊕ X, n + 1) when n is large enough. Given that the maps b n and b n+1 of Proposition 4.13 are isomorphisms (Lemma 4.7), we get that Proposition 4.13 applies and thus that Rel F m (A, n + 2) vanishes for n large enough.
Quantitative stability with twisted coefficients
The main result of this section, Theorem 5.6, is a homological stability result with twisted coefficients with an explicit stabilisation range, where the coefficients systems are now assumed to be of finite degree. Finite degree coefficients are closely related to what is commonly called polynomial functors. We start by defining what these objects are, and give examples.
Throughout this section, C = (C, ⊕, 0) will be a homogenous category.
5.1.
Finite degree coefficient systems. Fix objects X, A of C and recall from Section 4.2 that C X,A denotes the full subcategory of C generated by the objects of the form X ⊕m ⊕ A ⊕ X ⊕n . Recall also that for a coefficient system F : C X,A → A, the associated suspended functor ΣF := F • Σ X : C → A takes the value F (X ⊕ A) at A, and that ker F and coker F denote the kernel and cokernel of the suspension map F → ΣF . We will restrict attention in this section to coefficients systems which satisfy a certain polynomiality condition. We will though not use the term polynomial to avoid confusion with other (different though closely related) uses of that terminology in the literature. Definition 5.1. A functor F : C X,A → A is a coefficient system of degree r < 0 with respect to X if F = 0 is the trivial functor. For r ≥ 0, we define inductively that F is a coefficient system of degree r with respect to X if the kernel and cokernel of the suspension map F → ΣF are coefficient systems of degree r − 1.
There are many examples of finite degree coefficient systems. We give a few below. In [44] , van der Kallen made the stronger assumption that ker F = 0, which is the case in many examples.
Example 5.2. Any constant functor F : C → A is a degree 0 coefficient system. Example 5.3. Recall from Example 4.2 the Burau representation of the braid groups. So C = U β is the homogenous category, with objects the natural numbers, associated to the braid groups, and F : U β → Z[t, t −1 ] is a coefficient system taking the value Z[t, t −1 ] n at the object n. We take X = 1 and A = 0. The map F (n) → ΣF (n) = F (n + 1) is the natural inclusion of Z[t, t −1 ] n into Z[t, t −1 ] n+1 . It has trivial kernel and constant cokernel Z[t, t −1 ]. Hence the Burau representation defines a degree 1 coefficient system. Example 5.4. Let (f Ab, ×, e) denote the symmetric monoidal groupoid of finitely generated abelian groups and their automorphisms, with monoidal structure induced by direct product. In Section 6.3.1, we show that the associated homogenous category U f Ab exists and has morphisms split injective maps: a morphism in U f Ab from Z m to Z n is a pair (f, H) for f : Z m → Z n an injective homomorphism and H ≤ Z n a subgroup satisfying that Z n = H × Z m . Now let F : U f Ab → Ab be the functor taking Z m to H k (Z m ). One can check, using that
, that this is a degree k coefficient system. The difference between the two notions is that there are no requirements on the kernel of the map F → ΣF for strong polynomial functors, but on the other hand strong polynomial functors are required to have a trivial iterated cokernel with respect to stabilisation with respect to all objects X in the category.
Polynomial functors were originally defined using cross effects for functors with domain category a monoidal category with the unit 0 a nul object (see [18] ). Proposition 1.11 in [14] shows that the classical definition in terms of cross-effects is equivalent to the definition in terms of cokernel of the suspensions when 0 is nul in the domain category. Note that such functors do also automatically have trivial kernel as in that case we have canonical maps F (A) → F (X ⊕ A) → F (A), natural in A and compositing to the identity. In particular, if (C, ⊕, 0) is generated as a monoidal category by a single object X and 0 is nul in C, we have that finite degree = strong polynomial = classical polynomial.
In the case when C = F I is the category of finite sets and injections, Djament-Vespa [14, Rem 1.18] show moreover that a functor is strong polynomial of finite type if and only if it is finitely generated as a functor (i.e. in the sense of [7] ). Note moreover that finitely generated functors from F I have finitely generated kernels, and hence their kernels are non-trivial in only finitely many places (as all morphisms that are not isomorphisms are taken to the zero map by the kernel). It follows that the finitely generated F I-modules are also finite degree coefficient systems in our sense, which gives many additional examples (see eg. Table 1 in the introduction of [7] ).
Stability with finite degree twisted coefficients. The main result of the present section is the following:
Theorem 5.6. Let (C, ⊕, 0) be a pre-braided homogenous category satisfying H3 at (X, A) with slope k. If F : C X,A → A is a coefficient system of degree r, then Rel F i (A, n) vanishes for i ≤ n−r k . In particular, the map
is surjective for i ≤ n−r k and an isomorphism for i ≤ n−r k − 1. We first show how Theorem A can be deduced from the above result:
Proof of Theorem A. By Proposition 2.7, if S n (X, A) is ( n−2 k )-connected for all n, then H3 is satisfied at (X, A) with slope k. Moreover, if F : C → A is a coefficient system of degree r, then so is its restriction to the category C X,A . Hence Theorem 5.6 can be applied to yield the conclusion of Theorem A.
The case k = 0 in Theorem 5.6 is the case of stability with constant coefficients, and is already given by Theorem 3.1. We input this result in the proof of the present theorem-we could use the proof below to reprove stability with constant coefficients, though the stability bound in the theorem would not be as good. We will in addition input the main result of Section 4, namely the "qualitative stability" Theorem 4.6.
Strategy of proof:
We follow the same strategy as van der Kallen in [44] . We prove the result by induction on r, the case r < 0 being trivial and the case r = 0 of constant coefficients being already proved. The idea is to show that
in the given range, and then deduce the result from Theorem 4.6, which says that these groups are eventually zero, the hypothesis of that latter theorem being satisfied by an inductive assumption. As in the previous section, the maps displayed above will be given as compositions We need an enhanced version of Proposition 4.10 to show that the first map is an isomorphism in the stated range, and likewise a new version of Proposition 4.12 to show that the second map is injective in that range.
Throughout the proof, we will fix some r ≥ 1 and use the following induction hypothesis:
Inductive hypothesis 5.7. Theorem 5.6 holds for polynomial coefficient systems of degree < r.
We start by considering the first map in the sequence of maps (5.1):
Proposition 5.8. Let C be homogenous and F : C X,A → A a coefficient system of degree r ≥ 1. Suppose C satisfies H3 at (X, A) with slope k, and suppose that Induction Hypothesis 5.7 is satisfied. Then the map Rel F i (A, n) → Rel ΣF i (A, n) is an isomorphism for all i ≤ n−r k . Proof. As F is of degree r, we have that ker F and coker F are of degree at most ≤ r − . Plugging in these two isomorphisms in the proof of Proposition 4.10 with m = 0, we get that
from the first long exact sequence, and Rel
k from the second long exact sequence. This gives the result.
To prove the theorem, we will also need the following: Lemma 5.9. Let C be homogenous and F : C → A a coefficient system. If F is of degree r, then so is Σ j F for every j ≥ 1.
Proof. We prove the lemma by induction on r. This can be checked immediately for r ≤ 0 as the suspension of the zero and constant coefficient systems are of the same form. So assume r ≥ 1. By Lemma 4.9, we have ker(Σ j F ) ∼ = Σ j (ker F ) and coker(Σ j F ) ∼ = Σ j (coker F ). Hence the kernel and cokernel of Σ j F are of degree r − 1 by induction, that is Σ j F is of degree r.
Using the above lemma and Proposition 5.8, we are now ready to prove the main result of this section.
Proof of Theorem 5.6. We prove the result by induction on r. As the result is trivial for r < 0 and follows from Theorem 3.1 for r = 0, we assume the Inductive hypothesis 5.7 and assume r ≥ 1.
We need to show that, for a coefficient system F of degree r, we have Rel F i (A, n) = 0 for all i ≤ n−r k . We prove this by now doing a further induction on i. So we fix i ≥ 0 and assume that we have already proved that Rel F j (A, n) = 0 for all j < i. (When i = 0, this is automatically true and the proof still applies.)
Let n ≥ ki + r and consider the sequence of maps
each map being defined by the composition (5.1). By the Induction hypothesis 5.7 and Lemma 5.9, we have that ker F and coker F are strongly stable, and hence that F satisfies the hypothesis of Theorem 4.6. Hence, by that theorem, we know that Rel F i (A, m) = 0 for m large enough, so the above sequence of maps is eventually zero. So all we need to show is that each map in the sequence is injective.
Recall from (5.1) above that each map in the sequence factorizes as
where the isomorphism is given by Lemma 4.7). By Proposition 5.8, we have that the first map is also an isomorphism in the given range, so what we are left to show that the middle map is injective under our assumptions on i, n, k and r. This map was already considered in Proposition 4.12, where it was shown to be surjective when n is large enough. Just as in the proof of Proposition 4.12, we identify the map with the d 1 -differential E 1 0,i → E 1 −1,i in a relative spectral sequence associated to the action of G n = Aut(X ⊕ A ⊕ X ⊕n on W n = W n (X ⊕ A, X) and G n+1 on W n+1 . We have here assumed that W n ∼ = W n+1 (X, A) and W n+1 are at least (
This implies that the spectral sequence must converge to zero in the range p + q ≤ n−1 k . To prove injectivity in the given range, we follow the same strategy as the injectivity part of Theorem 3.1: we will show that E 1 0,i lies in the vanishing range of the spectral sequence under our assumptions, that potential sources of differentials to E 1 0,i , i.e. terms E 1 p,q with p + q = i + 1 and q < i, vanish, and that the differential d 1 : E 1 1,i → E 1 0,i is the zero map. The leaves the injectivity of d 1 : E 1 0,i → E 1 −1,i as the only way to kill E 1 0,i by the E ∞ -term.
The term E 1 0,i lies in the vanishing range of the spectral sequence as i ≤ n−r k ≤ n−1 k as r ≥ 1. Recall from the end of the proof of Proposition 4.12 (Equation (4.1)) that
Hence, by our induction on i, we have E 1 p,q = 0 when q < i and p + q = i + 1, as i ≤ n−r k
as p ≥ 2 and k ≥ 2.
We are left to check that the map d 1 : E 1 1,i → E 1 0,i is the zero map. We have isomorphisms
for σ 0 , σ 1 chosen 0-and 1-simplices of W n and F n = F (X ⊕ A ⊕ X ⊕n+1 ). The map
is induced by including the stabiliser of σ 1 into the stabiliser of its faces d 0 σ 1 and d 1 σ 1 , and then identifying their stabiliser with that of σ 0 . Just as in the proof of injectivity (and condition (3)) in Theorem 3.1, we choose
Then we have that d 0 σ 1 = σ 0 . On the other hand,
is the subgroup of automorphisms acting as the identity on the last two summands, we have a commutative diagram
We have a similar diagram for the suspended simplices, whose commutativity can be checked by identifying the stabiliser Stab(Σ X σ 1 ) with Stab(σ 1 ) for σ 1 = ι X⊕A⊕X ⊕n−1 ⊕ id X ⊕2 using conjugation by (id X⊕A⊕X ⊕n−2 ⊕ b X ⊕2 ,X ):
where we now can identify Stab(σ 1 ) with the canonical copy of Aut(X ⊕ A ⊕ X n−1 ) inside Aut(X ⊕ A ⊕ X n+1 ). As the second diagram is the suspension of the first, we get that d 0 and d 1 only differ by a conjugation and hence that
is the zero map, as claimed.
Examples
In this section, we apply our theory to prove or reprove stability theorems with twisted coefficients for classical families of groups. We will construct homogenous categories from braided monoidal groupoids that satisfies the hypothesis of Theorem 1.4. Many of our examples will actually also satisfy the cancellation property, so that the associated homogenous category will often be constructable using Quillen's construction (as in Proposition 1.8). We sometimes though give a different description of the associated category in order to get a nicer description of the associated simplicial complexes S n (X, A).
In all cases considered here, the construction of the category and the associated simplicial complexes will be essentially automatic. The only non-trivial property we will have to check is property H3, namely the connectivity of the simplicial complexes.
6.1. Symmetric groups. The simplest example is obtained from the groupoid S of finite sets and bijections. This groupoid is symmetric monoidal, with the sum induced by the disjoint union of finite sets, and the symmetry given by the canonical bijection A B → B A. The unit is the empty set. The groupoid S satisfies the hypothesis of Theorem 1.4: Aut(∅) = {id} and Aut(A) → Aut(A B) for every A, B. It also satisfies the cancelation property: if H A ∼ = H A, then we must have H ∼ = H . Hence we can apply Quillen's construction to obtain the associated homogenous category.
The homogenous category U S =< S , S > has objects the finite sets. A morphism from A to B is an equivalence class of pairs (X, f ) with X a finite set and f : X A → B a bijection. Two pairs (X, f ) and (X , f ) are equivalent if there is an isomorphism g : X → X such that
In particular, we must have f | A = f | A . In fact, the morphism [X, f ] is exactly determined by this injection f | A and U S identifies with the category F I of finite sets and injections, our first example of a homogenous category in Section 1.
We verify that F I satisfies H3 for X = { * } and A = ∅, which is the most interesting case here. The simplicial complex S n = S n ({ * }, ∅) has vertices the inclusions of X = { * } = [1] inside [n] = { * } · · · { * } ∼ = {1, . . . , n}, so the vertices of S n can be identified with the numbers 1, . . . , n. Now for any collection of distinct vertices 1 ≤ i 0 , . . . , i p ≤ n, there is an associated injection f : [p + 1] → [n] that takes j to i j . Hence any collection of vertices defines a simplex in S n and S n can be identified with ∆ n−1 . In particular it is contractible and hence at least ( n−2 2 )-connected. Applying Theorem 5.6 with the above choices of X and A gives homological stability for the symmetric groups with coefficients in finite degree coefficient systems F : F I → A: Theorem 6.1. Let F : F I → A be a coefficient system of degree k. Then
is surjective for i ≤ n−k 2 and an isomorphism for i ≤
For constant coefficients (the case k = 0), this result is originally due to Nakaoka [36] . The particular proof we give here in that case is the one given in [34, Thm 2] . (Nakaoka though shows more, namely that the map is always injective.) The more general case recovers Betley's Theorem 4.3 in [2] (up to a minor difference in the range). Betley's coefficients are functors T : Γ → A of degree d, for Γ the category of finite pointed sets, where degree d here means that T ([0]) = 0 and (d + 1)st cross-effect is trivial, i.e. it is polynomial in the classical sense. As explained in Remark 5.5, such functors are of finite degree in our sense. There is a functor F I → Γ taking a set A to A * with * its basepoint, and extending injections between finite sets to pointed injections between pointed sets, so a functor from Γ can be pulled-back to a functor from F I, and this preserves the finite degree property. Finite degree functors from F I are though more general, and, as explained in Remark 5.5, include the finitely generated F I-modules of [7] , many of which do not a priori extend to functors from Γ. 6.2. Automorphisms of free groups and free products of groups. Let f G be the groupoid of finitely generated groups and their isomorphisms, and consider the monoidal structure on f G induced by taking free products. We have that (f G, * , e) is a symmetric monoidal groupoid. Also, for any groups H, G, the map Aut(H) → Aut(H * G) is injective. Moreover, f G satisfies the cancellation property with respect to free product: this is part of Grushko's theorem giving the uniqueness of decomposition as a free product for finitely generated free groups. Hence we can use Quillen's construction to construct the associated homogenous category (using Proposition 1.8): the associated homogenous category (U f G, * , e) has objects the finitely generated groups and morphisms from A to B given by equivalence classes of pairs (H, f ) for H an object in the category and f : H * A → B an isomorphism. Alternatively, such a morphism can be described as a pair (g, H) of an injective homomorphism g : A → B and a finitely generated subgroup H ≤ B such that B = H * f (A). Composition in these terms is defined by
The category U f G is a symmetric monoidal category, and thus in particular it is pre-braided.
(The restriction of this category to the full subcategory U f G f ree generated by the finitely generated free groups appears in the work of Djament-Vespa under the name G [15, Def 3.1]. They independently verify that the smaller category satisfies H1 and H2-see the proof of Proposition 3.4 in [15] .)
We are left to consider the connectivity property H3. We will start by considering the smaller category U f G f ree , and then discuss what is known in the more general case.
6.2.1. Stability for Aut(F n ). The category U f G f ree is generated as a monoidal category by the free group on one generator Z, which means that stabilisation by Z is the only interesting stabilisation in that category.
The complex S n = S n (Z, e) is essentially the complex of split factorisations SF n of Hatcher-Vogtmann [27, Sec 6]: A p-simplex in S n can be written as an equivalence class of choice of lifts of the simplex, i.e. a morphism (f, H) : Z * p+1 → Z * n in U f G up to the equivalence relation defined by pre-composition by permutations of the p + 1 factors in the domain. On the other hand, a p-simplex of SF n is an unordered factorisation Z * n = Z 0 * · · · * Z p * H with each Z i ∼ = Z. There is a forgetful map S n → SF n , and the only data forgotten is an actual choice of isomorphism Z → Z i for each factor. Proposition 6.3 in [27] says that SF n is (n − 3)/2-connected.
Proof. SF n is weakly Cohen-Macaulay of dimension n−1 2 (in the sense of Definition 7.6). Indeed, it is n−3 2 -connected [27, Prop 6.3] , and the link of p-simplex Z 0 * · · · * Z p * H is isomorphic to the split factorisations of H. But H ∼ = Z n−p−1 by the uniqueness of free factorisation for finitely generated groups (Grushko decomposition theorem). Hence the link is isomorphic to SF n−p−1 and hence is
-connected, and so in particular ( n−1 2 − p − 2)-connected. Now S n is a complete join over SF n in the terminology of [29, Def 3.2] , with (S n ) x (σ) = {+, −} for each vertex x and simplex σ of SF n . By Proposition 3.5 of that paper, we get that S n is also weakly Cohen-Macaulay, of the same dimension as SF n , and in particular has the same connectivity.
Alternatively, we could have shown that S n (Z, e) is isomorphic to the complex V ± n,1
of [28] and use Proposition 2 of that paper.
It follows that (U f G f ree , * , e) satisfies H3 at (X, A) = (Z, Z) with slope 2 as S n (Z, Z) ∼ = S n+1 (Z, e) is n−2 2 -connected. Applying Theorem 3.1 to this category with (X, A) = (Z, e), we recover the main theorem of [27] . Applying Theorem 5.6, we get a stability theorem for automorphisms of free groups with twisted coefficients, that does not seem to have been proved before: Theorem 6.3. Let F : U f G f ree → A be a coefficient system of degree r. Then the map
is surjective for i ≤ n−r−1 2
and an isomorphism for i ≤
This result is Conjecture A in [40] . The stable homology with reduced polynomial functors factoring through the category gr of finitely generated free groups and all maps (via the forgetful functor U f G f ree → gr) is computed in [15] to be trivial. An example of such a functor is the abelianisation functor
In general, the stable homology is though non-trivial, as is for example the stable homology with constant coefficients [20] . Another example where we know that the stable homology is non-trivial is the dual of the abelianisation functor: consider the functor
defined on a morphism (f, H) : F m → F n as the dual of abelianisation of the projection
. This is a degree 1 coefficient system, and Satoh computed that
6.2.2. More general free product stabilisation. It does not seem to be known yet that U f G satisfies H3 with respect to all pairs (G, H), though stability with constant coefficients is known in almost all cases (see [10, Thm 2] ), and expected to hold in general. It is likewise to be expected that H3 holds in general, but so far we only know it in the special cases treatable via the methods of [29] , namely for groups that are fundamental groups of certain 3-manifolds. We briefly explain here how this can be seen.
Suppose that G = π 1 P is the fundamental group of an orientable prime 3-manifold P = D 3 , whose diffeomorphism group surjects onto the automorphism group of its fundamental group. Examples of such groups are Z, Z/2, Z/3, Z/4, Z/6, π 1 (S g ) for S g a closed surface of genus g, or π 1 (M ) for M hyperbolic, finite volume, with no orientation reversing isometry (see the introduction of [29] ). Suppose that H = π 1 M for M = P 1 # . . . #P k a connected sum of such prime 3-manifolds satisfying that, for all i, j ∈ {0, . . . , k} with P 0 := P , (1) ∂P i = ∅ for some i ∈ {1, . . . , k} with ∂P i = S 2 for at most one i, (2) each P i which is not closed has incompressible boundary, (3) any two P i , P j satisfying that π 1 P i ∼ = π 1 P j also satisfy that P i ∼ = P j by an orientation preserving diffeomorphism. Then [29, Prop 2.1,2.2] imply that the map
is surjective, with kernel generated by Dehn twists along 2-spheres. Note that one can always just take M = D 3 , giving H = e, with P some prime manifold as above.
Lemma 6.4. Let (C, ⊕, 0) = (U f G, * , e). For G and H satisfying the hypothesis above, the complex S n (G, H) is ( n−3
2 )-connected. Proof. For G = Z, the statement follows from [29, Prop 4.2] as, under the assumption, the complex S n (G, H) identifies with the complex denoted X A = X A (M #P # . . . #P, P, ∂ 0 M ) in [29, Sec 4] . Indeed, a vertex in X A is an isotopy class of pairs (f, a) of an embedding
together with an arc a : I −→ M #P # . . . #P satisfying that a(0) = * ∈ ∂ 0 M is a given basepoint and a(1) = f (0) ∈ f (∂ 0 P 0 ) is the basepoint of the boundary sphere in P 0 coming from the removed ball. A p-simplex is then a collection of p + 1 such pairs such that the embeddings can be chosen disjoint. Now a pair (f, a) induces a map
where we take the basepoint of P 0 on its boundary sphere, and that of M #P # . . . #P to be the marked point * ∈ ∂ 0 M , and use the arc a to identify the basepoints. Also, if we let
In particular, a vertex of X A determines a vertex of S n (G, H). One can check that this association defines a map of simplicial complexes
This map is an isomorphism on the set of p-simplices for every p under the assumption on P using again [ Applying Theorem 5.6 to (G, H * G) for G and H as above, we thus get the following generalisation of Theorem 6.3:
Theorem 6.5. Let F : U f G G,H → A be a coefficient system of degree r, and G, H be groups satisfying the hypothesis above. Then the map
Note that by iterating the theorem, the statement holds more generally for G a free product of such groups.
6.3. General linear groups and automorphisms of direct products of groups. Consider again the groupoid f G of finitely generated groups and their isomorphisms, but now with a monoidal structure induced by direct product of groups. We have that (f G, ×, e) is a symmetric monoidal groupoid. Also, for every H, G in f G, the map Aut(H) → Aut(H × G) extending automorphisms by the identity is injective. It is though not the case anymore that f G satisfy the cancellation property. Indeed, there exists for example finitely generated groups G such that G ∼ = G × G, or, more generally, groups isomorphic to a proper direct factor of themselves (see [33] ). This means that the homogenous category associated to (f G, ×, e) cannot be simply described by the Quillen construction. There are however natural subcategories of groups that do satisfy the cancellation property with respect to direct product, such as for example finitely generated abelian groups, right angled Artin groups, or finite groups. But the connectivity property H3 is not always known, even when cancelation holds.
Homological stability for finitely generated groups with respect to direct products is known in the case of products of center free groups: this follows from Johnson's description of the automorphism groups of such groups [32] and the known stability for wreath products of symmetric groups with any other group [29, Prop 1.6] . On the other extreme, it is know for power of finite simple abelian groups as these have automorphism groups a general linear group (see e.g. [30] ). We give below in full details the case of finitely generated free groups. We however conjecture that stability holds in general:
Conjecture 6.6. Let G, H be finitely generated groups, and let F : U f G → A be a degree k coefficient functor. Then the map
is an isomorphism for n large.
6.3.1. Free abelian groups and GL n (Z). Let (f Ab, ×, e) denote the groupoid of finitely generated free abelian groups, with the monoidal structure induced by direct products. Then U f Ab has the same objects, namely Z n for all n ≥ 0, and morphisms Z m → Z n given by pairs (f, H) with f : Z m → Z n an injective homomorphism and H ≤ Z n a subgroup such that Z n = H ×f (Z m ). It is a homogenous category, and we need to check that it satisfies H3 with respect to X = Z. We will show that the required connectivity result was proved by Charney in [6] .
Lemma 6.7. Let (C, ⊕, 0) = (f Ab, ×, e). Then S n (Z, e) is n−2 2 -connected. Proof. Recall that the vertices of the simplicial complex S n (Z, e) are maps (f, H) : Z → Z n in the category U f Ab, and higher simplices ((f 0 , H 0 ) , . . . , (f p , H p )) are tuples of maps admitting a lift (f, H) : Z p+1 → Z n . We will now show that the poset of simplices of this simplicial complex is isomorphic to the complex of split unimodular sequences SU Z n (Z n ) defined in [6, 3.1] . Recall from [6, Def 2.2] that a sequence of elements (v 1 , . . . , v k ) ∈ (Z n ) k is unimodular if it forms a basis for a direct Z k -summand. Equivalently, the map Z k → Z n defined by mapping the ith generator to v i is split injective. Now
Given a pair (f, H) with f :
, the image of the ith standard vector, and w i the unique vector orthogonal to H and to each v j , j = i (a rank (n − 1)-summand) satisfying w i · v i = 1. Indeed, as H is a complement for f , there must exist y 1 , . . . , y n−k ∈ H such that the matrix
We check that H i := w ⊥ i is a complement for f i : any x ∈ Z n can be written as (x · w i )v i + y with y ⊥ w i as y = x − (x · w i )v i , so y · w i = 0. This shows that Z n = f (e i ) × H i , as required. Applying Theorem 5.6 to (U f Ab, ×, e), we recover the following result first proved by van der Kallen:
is surjective for i ≤ n−r 2 and an isomorphism for i ≤
Note that van der Kallen works with general linear groups over much more general rings, and so does Charney, so the methods developed above apply to prove stability for the general linear group of much more general rings. We restricted here our attention the case of the integers for simplicity. The coefficient systems considered here are a slight generalisation of those of [44] in that we do not require the kernel to be zero. 6.4. Braid groups and mapping class groups of surfaces. Let M 2 denote the groupoid of decorated surfaces (S, I), where S is a compact connected surface with at least one boundary component and I : [−1, 1] → ∂S is a parametrised interval in its boundary (as in Figure 1(a) ). The morphisms in M 2 are the isotopy classes of diffeomorphisms restricting to the identity on I. We will show below that connected sum induces a monoidal structure on M 2 which is braided and satisfies the hypothesis of Theorem 1.4. We will then give an explicit construction of the associated homogenous category U M 2 , and use it to show that H3 holds in all the interesting cases, namely when X is a cylinder, a punctured torus or a Möbius band.
Recall first that the group of isotopy classes of diffeomorphisms of a surface is isomorphic to the group of isotopy classes of homeomorphisms (see for example [19, Sec 1.4.2] . This allows us to do constructions using either point of view. Given that, up to isotopy, fixing an interval in a boundary component is the same as fixing the whole boundary component, the endomorphisms of an object (S, I) in M 2 identifies with the mapping class group of S fixing the boundary component containing I pointwise. The other boundary components are freely moved by the mapping classes and can also be thought of as punctures. Note that for S orientable, the orientation of I specifies an orientation on S and such mapping classes automatically preserve that orientation.
Boundary connected sum induces a monoidal product on M 2 : Given two surfaces (S 1 , I 1 ), (S 2 , I 2 ), we define (S 1 S 2 , I 1 I 2 ) to be the surface obtained by gluing S 1 and S 2 along the right half-interval I Figure 1(b) .) This product is an associative version of the pairs of pants multiplication. Just like the pairs of pants multiplication, it is braided. (The braiding can be constructed using a neighborhood of the boundary components of S 1 and S 2 containing I 1 and I 2 , as shown in Figure 1(c) .) The unit is the disc (D 2 , I ). For it to be a strict unit, we define the sum with the disc to be the identity, i. There is the long exact sequence associated to the fibration
(see [37] or [5, Ch II 3.4 .2]) where we can identify Diff(S 1 S 2 rel S 2 ∪∂ 0 ) with Diff(S 1 rel ∂ 0 ). The fact that the map Aut
is injective then follows using the associated long exact sequence of homotopy groups and the contractibility of the components of the base space, the latter being a consequence of [23, Thm 2 and 5] . Hence Theorem 1.4 applies to yield an associated homogenous category U M 2 . By the classification of surfaces, cancelation holds in (M 2 , ) if we restrict to orientable surfaces, though not if we allow non-orientable surfaces. We construct below a pre-braided homogenous category C 2 which has M 2 as underlying groupoid. We will show that C 2 identifies with U M 2 as well as with Quillen's construction when restricting to orientable surfaces.
Let C 2 be the category with the same objects as M 2 , namely decorated surfaces (S, I), and morphisms defined as follows. We denote by ∂ 0 S the boundary component of S that contains I and ∂ S = ∂S\∂ 0 S the remaining components of S. The morphism sets in C 2 are defined as
the isotopy classes of embeddings f : S 1 → S 2 taking ∂ S 1 to ∂ S 2 and restricting to the identity on the intervals (i.e. commuting with the identifications [−1, 1] → I j ), with the additional condition that, for S 2 non-orientable, the complement of S 1 in S 2 is either genus 0 or non-orientable. (See Figure 2 for an example.) Note that the complement of S 1 in S 2 is necessarily connected (in fact connected to (∂ 0 S 1 \I 1 ) ∪ (∂ 0 S 2 \I 2 )). Note also that if S 1 and S 2 are orientable, then the embedding will preserve the orientations induced by I 1 and I 2 .
Figure 2. Morphism in C 2
A morphism f ∈ C 2 ((S 1 , I 1 ), (S 2 , I 2 )) takes the arc ∂ 0 S 1 \I 1 to an arc in S 2 based at the endpoints of I 2 . This arc separates S 2 into two components, one of them diffeomorphic to S 1 via f . By the classification of surfaces, the diffeomorphism type of the other component is independent of f as S 2 is the boundary connected sum of S 1 with the complement of S 1 in S 2 along that arc, and we have assumed that this complement, which is connected, is non-orientable if S 2 is non-orientable of larger (non-orientable) genus than S 1 . This way we have indeed avoided the only relation in the classification, namely T 2 #RP 2 ∼ = RP 2 #RP 2 #RP 2 . This relation in fact exactly reflects the lack of cancellation property in M 2 , and the condition of non-orientability of S 2 \S 1 when S 2 is non-orientable is exactly there to make up for that.
If S 1 ∼ = S 2 , then S 2 \S 1 is a disc and the arc ∂ 0 S 1 \I 1 is isotopic (rel I 1 ≡ I 2 ) to ∂ 0 S 2 \I 2 . Changing f by an isotopy, we can thus assume that f takes ∂ 0 S 1 to ∂ 0 S 2 . Consider the case S = S 1 = S 2 . We thus have that the map π 0 Diff(S rel ∂ 0 S) → π 0 Emb c ((S, ∂ S; I), (S, ∂ S; I)) is surjective. The long exact sequence of homotopy group for the fibration Diff(S rel ∂ 0 S) → Emb c ((S, ∂ S; I), (S, ∂ S; I)) can be used to show that this map is also injective. Hence we have
is the mapping class groups of S fixing the special boundary ∂ 0 S, so that the underlying groupoid of C 2 is M 2 .
The above can also be used to show directly that the subcategory C The monoidal product of M 2 extends to a monoidal product on C 2 , and the unit, the disc (D 2 , I), is initial in the category. The category is pre-braided: Figure 1(d) indicates that the braiding b S 1 ,S 2 : (S 1 S 2 , I 1 I 2 ) → (S 2 S 1 , I 2 I 1 ) defined above for M 2 satisfies that b S 1 ,S 2 • (id S 1 ι) = ι id S 1 : S 1 → S 2 S 1 . (Remark 6.14 below shows on the other hand that C 2 is not a braided monoidal category.) Proposition 6.9. The monoidal category (C 2 , ⊕, 0) is homogenous.
Proof. We have already seen that 0 is initial, so we are left to check that C 2 satisfies axioms H1 and H2:
H1: Fix (S 1 , I 1 ) and (S 2 , I 2 ), and let f, f : S 1 → S 2 represent two morphisms in Hom C 2 ((S 1 , I 1 ), (S 2 , I 2 )). Recall from above that
with the property that φ•f = f . Now note that φ fixes I 2 = f (I 1 ) = f (I 1 ). Hence φ represents an element in Aut C 2 (S 2 , I 2 ) which thus act transitively on Hom C 2 ((S 1 , I 1 ), (S 2 , I 2 )).
H2:
We have already checked above that the map Aut
is injective. So we are left to check that its image is Fix(S 2 , I 2 ), the mapping classes that fix the inclusion map S 2 ∼ = D 2 S 2 → S 1 S 2 . This corresponds to exactness at π 0 of the middle term in the long exact sequence associated to the fibration (6.1) above.
As C 2 is pre-braided homogenous, with M 2 as its underlying groupoid, it follows from the universality property in Theorem 1.4 that there is a functor U M 2 → C 2 . This functor is the identity on objects. It can be shown to be an isomorphisms on morphisms using again the long exact sequence associated to the fibration (6.1).
Remark 6.10. This category is closely related to the category of decorated surfaces defined by Ivanov in [31, 2.5]: The objects in Ivanov's category are orientable decorated surfaces, and the morphisms in [31] are pairs of an orientation preserving embedding S 1 → S 2 and an arc between I 1 and I 2 . Contracting the arc gives an isotopic embedding of S 1 into S 2 taking I 1 to I 2 , and, once the orientation is fixed, there is only one isotopy class of diffeomorphisms I 1 ∼ = I 2 . In the definition of the category of surfaces, Ivanov does not restrict to morphisms taking ∂ S 1 to ∂ S 2 , though he considers the case where ∂ S = in his stability statements and proofs.
By the classification of surfaces, any object in the category can be obtained from the disc by taking sum of copies of the following three basic building blocks: the cylinder, the torus with one boundary component and the Möbius band. Indeed, boundary connected sum with the torus/Möbius band increases the genus/non-orientable genus, and boundary connected sum with the cylinder increases the number of boundary components. As the surfaces are assumed to be connected, any surface in the category can be obtained that way. This means that these three objects are the interesting possible X's one can stabilise with. We consider now these three possible stabilisations and verify H3 in all three cases. 6.4.1. Braid groups and stabilisation by punctures. Consider the objects X, A of C 2 given by
the cylinder (that can be thought of as a once punctured disc), and
any surface. The complex S n (X, A) has vertices the set of morphisms from X to A⊕X ⊕n , i.e. the set of isotopy classes of embeddings
taking the interval I in the first boundary component of the cylinder to J in S, and taking the other boundary component of the cylinder to some other boundary in S (n) . Such an isotopy class of embeddings is determined by an isotopy class of arcs in S (n) from the mid-point of J to this other boundary component. Indeed, such an arc determines such an embedding by picking a neighbourhood of the arc in S, and the embedding is unique up to isotopy by the Alexander trick, because the complement of the arc in the Figure 3 for an example.) More generally, a morphism from X ⊕k , which is a k-legged pair of pants, to A ⊕ X ⊕n is determined by a collection of k embedded disjoint such arcs. The above gives an identification of the complex S n (X, A) in the present case with the arc complex denoted A(S; { * }, (p 1 , . . . , p n )) in [29] . A connectivity bound for that complex is computed in that paper:
) the cylinder and A any object in C 2 , we have that S n (X, A) is (n − 2)-connected.
Theorem 2.48 in [11] says that S n (X, A) is actually contractible, but this improved connectivity does not improve our stability results.
) and A = (S, J) as above, we have that
is the mapping class group of S punctured n times fixing ∂ 0 S. When S = D 2 , this group identifies with the braid group on n strands. Applying Theorem 5.6 to such X and A, we get the following Theorem 6.12. Let S be a compact surface with non-empty boundary and ∂ 0 S a boundary component in S. Let F : (C 2 ) S 1 ×I,S → A be a coefficient system of degree r. Then the map
induced by boundary connected sum with S 1 × [0, 1] is surjective for i ≤ n−r 2 and an isomorphism for i ≤ n−r−2 2
The case S = D 2 in the above theorem yields the following:
Theorem 6.13. Let (C 2 , , D 2 ) be the category of decorated surfaces, X be the cylinder, and A = D 2 be the disc, with D 2 (n) ∈ (C 2 ) X,A denoting the nth punctured disc. Denote by β n = Aut(D 2 (n) ) the braid group on n generators. Let F : (C 2 ) X,A → A be a coefficient system of degree r. Then the map
is surjective for i ≤ n−r 2 and an isomorphism for i ≤ n−r−2 2 .
For constant coefficients, this last theorem goes back to Arnold [1] , and the previous one is the dimension 2 case of Proposition 1.5 in [29] . An example of a degree 1 coefficient system to which our result can be applied is the Burau representation (see Examples 4.2 and 5.3). A stability result is proved by Church and Farb for braid groups with twisted coefficient by representations of the symmetric groups can be found in [8, Cor 4.4] .
Remark 6.14. The pre-braiding in the subcategory of punctured discs in C 2 does not define an actual braiding, and C 2 and this subcategory are not braided monoidal categories. Figure 4 gives an example of the failure of naturality of the braiding with respect to morphisms that are not isomorphisms in the second variable. 
6.4.2.
Genus stabilisation for orientable surfaces. We consider in this section the case when X is the punctured torus
with A = (S, J) any orientable surface. We can embed a graph R = S 1 ∨ S 1 ∨ I in the torus in such a way that the complement of the graph in the surface is just a disc (see Figure 5 ). Just as in the previous section, the Alexander trick then implies that an isotopy class of embedding from X to A ⊕ X ⊕n is determined by an isotopy class of embedding of R in the surface fixed on the basepoints. Moreover, a collection of p + 1 such embeddings will define an embedding of X ⊕p+1 in A ⊕ X ⊕n precisely when they can be made disjoint. This identifies S n (X, A) in this case with the complex of tethered chains studied by Hatcher-Vogtmann [26] . They compute a connectivity bound for that complex in the paper: 
is a surface of genus g + n with b boundary component, and
is the mapping class group of S g+n,b fixing one of its boundary components pointwise. The most interesting choices of A are those of genus 0, as connected sum with X increases the genus. Applying Theorem 5.6 to C 2 with the pair (X, A ⊕ X), we get the following: Theorem 6.16. Let (C 2 , , D 2 ) be the category of decorated surfaces, X be the punctured torus, and A = S 0,b a genus 0 orientable surface with b ≥ 1 boundary components. Let F : (C 2 ) X,A → A be a coefficient system of degree r. Then the map
is surjective for i ≤ g−r−1 2
and an isomorphism for i ≤ g−r−3 2
.
For constant coefficients, the above theorem is part of Harer's classical stability theorem for mapping class groups [25] . The range obtained here is better than Harer's original range, but is not the best know range, which are to be found in [3, 39] . For twisted stability, the result is due to Ivanov [31, Thm 4.1] for r = 1. Ivanov's result was generalised by Cohen-Madsen in to the case r > 1 but for mapping class groups fixing all the boundary components [9, Thm 0.4] . This last result can either be recovered from the above by spectral sequence arguments, or via a modification of our framework allowing partial monoids. any surface. Again, we can characterise the maps X ⊕p → A⊕X ⊕n in terms of arcs: Note first that there is a unique isotopy class of arcs in M with endpoints on the boundary whose complement in M is a disc (see Figure 6 ). Such an arc is 1-sided in the sense of [46, Def 2.1], and again by the Alexander trick, isotopy classes of embeddings of M in S n M correspond to isotopy classes of embedded arcs. Now morphisms in C 2 with target a non-orientable surfaces were defined to be embeddings with non-orientable (or genus 0) complement. This restriction corresponds on the arc precisely to the better 1-sided arc in [46, Sec 3] . More generally, an embedding of M . . . M in S n M is modeled by a collection of 1-sided arcs whose endpoints come in a particular ordering. In fact, the complex S n (X, A) in this case identifies with the complex denoted C 0 (S) in [39] , a Figure 6 . Arc with complement is a disc in the Möbius band certain subcomplex of the complex of the complex G(S, − → ∆) used in [46] . A connectivity bound for that complex is computed in that paper:
Lemma 6.17. [39, Thm A.2] For X the Möbius band and A any surface, the complex
is a non-orientable surface of non-orientable genus h with b ≥ 1 boundary components (i.e. F h,b is a b punctured connected sum of h projective planes), we have
is a non-orientable surface of genus h + n with b boundary components. Also,
is the mapping class group of F h+n,b fixing one boundary component of F pointwise. Again, the most interesting cases are when A is a genus 0 surface. Applying Theorem 5.6 to (X, A ⊕ X ⊕2 ) for X the Möbius band and A is a genus 0 surface with b boundary component yields the following: Theorem 6.18. Let (C 2 , , D 2 ) be the category of decorated surfaces, X be the Möbius band, and A = S 0,b a genus 0 orientable surface with b ≥ 1 boundary components. Let F : (C 2 ) X,A → A be a coefficient system of degree r. Then the map
For constant coefficients, this recovers the first part of Theorem A in [46] , with almost the improved range of [39, 1.4] . The stability with twisted coefficients had not been considered before as far as we know. 6.5. Mapping class groups of 3-manifolds. As we have seen in Section 6.2.2, mapping class groups of 3-manifolds are closely related to automorphisms of free products of groups. Homological stability with constant coefficients for mapping class groups of orientable 3-manifolds was shown to hold in great generality in [29] . One can combine the connectivity results of that paper with Theorem 5.6 to obtain versions of many of the stability theorems of [29] with twisted coefficients. We briefly sketch how this can be done.
Let M + 3 be the groupoid of with object pairs (M, D) of an orientable 3-manifolds with boundary M and a disc D → ∂M , and with morphisms isotopy classes of orientation preserving diffeomorphisms restricting to the identity on the disc. Just as in the case of surfaces considered above, boundary connected defines a monoidal structure on M 
are surjective for i ≤ n−r−1 2
and isomorphisms for i ≤ n−r−3 2
The above theorem generalizes to twisted coefficients the main theorem of [29] (though with the additional restriction that only one boundary component of M can be fixed by the diffeomorphisms). In the case when M = D 3 and N = S 1 × D 2 , the above theorem gives for example a twisted stability theorem for symmetric automorphisms of free groups, the subgroup of Aut(F n ) generated by permutations of the generators, taking the inverse of a generator, and conjugating a generator by another one. 7. Appendix: Properties of the simplicial complexes S n (X, A)
In this section we consider properties of the simplicial complexes S n (X, A) of Definition 2.1 associated to objects X, A in a homogenous category (C, ⊕, 0). Our goal is to prove Theorems 2.3 and 2.5 which relate the simplicial complex S n (X, A) to its associated semi-simplicial set S ord n (X, A) of ordered simplices in S n (X, A). To attain this goal, we study properties of morphisms in homogenous categories.
Recall that the vertices of S n (X, A) are the maps X → A ⊕ X ⊕n and that higher simplices are collections of vertices f 0 , . . . , f p such that there exists a lift f : X ⊕p+1 → A ⊕ X ⊕n such that f • i j = f σ(j) for some permutation σ of {0, . . . , p}. We will start the section by showing that if a lift exist for a permutation σ of the vertices, then it is unique (Proposition 7.2). Given C, X and A, we will then show that either a lift exist for all permutations for all simplices in all complexes S n (X, A), or lifts are unique in all cases (Theorem 7.3). These two results are the content of Theorem 2.3.
The second part of the section is dedicated to show that the complexes S n (X, A) arising from symmetric monoidal groupoids are weakly Cohen-Macauly (in the sense of Definition 7.6). This will allow us to prove Theorem 2.5 which relates the connectivity of S n (X, A) to that of W n (X, A). The following proposition gives part (1) of Theorem 2.3: Proposition 7.2. Let (C, ⊕, 0) be a homogenous category and let f = f 0 , . . . , f p be a p-simplex of S n (X, A). Then there is at most one lift f : X ⊕p+1 → A ⊕ X ⊕n for each choice of ordering of the vertices of f .
Proof. Let i j denote the map i j = ι A⊕X ⊕j−1 ⊕ id X ⊕ ι X ⊕p−j : X → A ⊕ X ⊕p+1 .
Using H1, one sees that this is equivalent to checking that the simplex i n−p , . . . , i n has as unique lift i = ι ⊕ id X ⊕p+1 : X ⊕p+1 → A ⊕ X ⊕n for its canonical ordering. Suppose that f is another lift of i n−p , . . . , i n for the same ordering, and let g ∈ Aut(A⊕X ⊕n ) be a map such that g • i = f . As f is a lift of i n−p , . . . , i n with the canonical ordering, we have that g ∈ Fix(i n−p , . . . , i n ). As g fixes i n , by H2, we have g = g 1 ⊕ id X for some g 1 ∈ G n−1 = Aut(A⊕X ⊕n−1 ). Now g 1 fixes i n−p , . . . , i n−1 : Indeed, for any n−p ≤ j ≤ n−1, we have i j = i j ⊕ ι for i j : X → A ⊕ X ⊕n−1 , and g
As g • i j = i j , we must have (g 1 • i j ) ⊕ ι = i j ⊕ ι, which, by Lemma 7.1 implies that g 1 fixes i j = i j . It follows by induction that g = g p+1 ⊕ id X ⊕p+1 . Finally, as i = ι ⊕ id X ⊕p+1 , we have that g • i = (g p+1 • ι) ⊕ id X ⊕p+1 = ι ⊕ id X ⊕p+1 = i. Hence g fixes i, and f = i which proves that the lift was unique.
In many examples, given a p-simplex f 0 , . . . , f p , there will be a lift for every possible ordering of the f i 's. In other cases, only one lift will exists, as for example for the braid groups or mapping class groups. We show now that these are the two only possibilities.
i 12 and i 21 with ι ⊕ id X ⊕1 : X ⊕ X → A ⊕ X ⊕ X yields the two lifts of i 1 , i 2 in S 2 (X, A).
The following proposition shows that all lifts always exist in the case of homogenous categories coming from symmetric monoidal groupoids: Proposition 7.5. If (G, ⊕, 0) is a symmetric monoidal groupoid. Then the simplices of the simplicial complex S n (X, A) constructed from U (G) all admit all their lifts.
Proof. As above, it is enough to check that i 1 , i 2 in S 2 (X, 0) admits both its possible lifts. The first lift is given by the identity id X⊕X and the second by the symmetry σ X,X : X ⊕ X → X ⊕ X. Indeed, by Proposition 1.5, the symmetry of G induces a symmetry in U G. Hence σ X,X • (id X ⊕ ι X ) = (ι X ⊕ id X ) • σ X,0 = ι X ⊕ id X and s X,X • (ι X ⊕ id X ) = (id X ⊕ ι X ) • σ 0,X = id X ⊕ ι X .
To relate the connectivity of S n (X, A) to that of W n (X, A) when simplices of S n (X, A) admit all their lifts, we will need to know that the first complex is weakly Cohen-Macauly in the following sense: Definition 7.6. Following the terminology of [21, 29] , we call a simplicial complex X Cohen-Macauly of dimension n if it satisfies the following three properties:
(1) X has dimension n, (2) X is (n − 1)-connected, (3) For every p ≥ 0, the link of each p-simplex in X is (n − p − 2)-connected. We call X weakly Cohen-Macauly of dimension n if it satisfies the last two properties, and locally Cohen-Macauly of dimension n if X if it just satisfies property (3).
We first identify the links of simplices in the situation where simplices admit all their lifts: Proposition 7.7. Let (C, ⊕, 0) be a homogenous category, and suppose that simplices of S n (X, A) admit all their lifts. Let f = f 0 . . . . , f p be a p-simplex of S n (X, A). We have an isomorphism Link(f ) ∼ = S n−p−1 (X, A).
Proof. Using H1, we can assume that f i = i n−p+i : X → A ⊕ X ⊕n is the inclusion of the n − p + ith X-summand. We have an inclusion α : S n−p−1 (X, A) → Link(f ) of simplicial complexes defined by taking g 0 , . . . , g k with lift g : X ⊕k+1 → A⊕X ⊕n−p−1 to g 0 , . . . , g k for
Indeed, the simplex g 0 , . . . , g k , i n−p , . . . , i n admits a lift
We are left to show the map α defines a bijective correspondence. So let g 0 , . . . , g k be a k-simplex of the link of f . As g 0 , . . . , g k , i n−p , . . . , i n is a simplex of S n (X, A), and simplices admit all their lifts in S n (X, A), there exists a lift g : X ⊕(k+1)+(p+1) −→ A ⊕ X ⊕n such that g•i j = g j−1 for j = 1, . . . , k+1 and g•i j = i n−p+j−k−2 for j = k+2, . . . , k+p+2. Now let φ ∈ Aut(A ⊕ X ⊕n ) be such that φ • g = ι ⊕ id X ⊕k+p+2 . (Such an automorphism exists by H1.) As g • (ι X ⊕k+1 ⊕ id X ⊕p+1 ) is a lift of f in its canonical ordering, and that such lifts are unique by Lemma 7.2, we have that
It follows that φ ∈ Fix(X ⊕p+1 ), and thus by H2 that φ = φ ⊕ id X ⊕p+1 for some φ ∈ Aut(A ⊕ X ⊕n−p−1 ). Now let
Then g is a lift of a simplex g 0 , . . . , g k of S n−p−1 (X, A) which is mapped to g 0 , . . . , g k by α.
The above proposition has the following direct consequence:
Corollary 7.8. Suppose that all simplices of S n (X, A) admit all their lifts. Then the following two statements hold:
(1) If each S n (X, A) is (n − 1)-connected, then S n (X, A) is Cohen-Macauly of dimension n. One can think of (weakly/locally) Cohen-Macauly complexes as particularly nice ("homogenous") types of simplicial complexes. For our purpose, the Cohen-Macauly property will allow us to check the connectivity of the semi-simplicial set W n (X, A) (see Definition 2.2) using the simplicial complex S n (X, A).
Recall from Section 2 that, for a simplicial complex X, we denote by X ord the associated semi-simplicial set of ordered simplices of X. The realisation of X and X ord are in general very different, but the following shows that for weakly Cohen-Macauly complexes, the connectivity property of X survives in X ord . (The proof of the following proposition was explained to us by Oscar Randal-Williams.) Proposition 7.9 (Randal-Williams). If X is a simplicial complex which is weakly Cohen-Macauly of dimension n, then the associated semi-simplicial set X ord is (n − 1)-connected.
An alternative proof of this result can be found in [38, Lem 6.6 ].
Proof. Let f : S k → |X ord | be a map, and considerf := q •f : S k → |X| the composition of f with the projection q : |X ord | → |X| which forgets the ordering. We can assume f is simplicial with respect to some triangulation of S k . If k ≤ n − 1, there is a map g : D k+1 → |X| such that g restricts tof on S k . Again, up to changing g by a homotopy, we can assume that it is simplicial with respect to a triangulation of D k+1 extending the triangulation of S k , and in fact, by [21] [Thm 2.4], the map g can be chosen such that g(Link(v)) ⊂ Link(g(v)) for each vertex v in D k which does not lie in S k−1 , i.e. such that if v does not lie is the boundary, and (v, w) is a 1-simplex, then (g(v), g(w)) is also a 1-simplex, i.e. g(v) = g(w).
We want to find a lift G of g to |X ord | which extends f . Now choose a total order v 1 , . . . , v r of the internal vertices of D k . Each simplex σ of D k decomposes as σ ∂ * σ int , a boundary simplex joined with an interior simplex, and
This has a preferred lift, given by the ordering f (σ ∂ ) of g(σ ∂ ), the ordering of g(σ int ) coming from the total order of the interior vertices of D k (which is well-defined because g is simplexwise injective on the interior), and the standard order coming from the join, putting g(σ ∂ ) first, then g(σ int )). This defines a lift G(σ) of g(σ). As the choices are compatible with going to faces, we actually get a simpicial map G : D k+1 → |X ord | extending f , as required.
