We study how the interaction between the streaming instability and intrinsic gas-phase turbulence affects planetesimal formation via gravitational collapse in protoplanetary disks. Turbulence impedes the formation of dense particle clumps, by acting as an effective turbulent diffusivity, but it can also promote planetesimal formation by concentrating solids, for example in zonal flows. We quantify the effect of turbulent diffusivity using numerical simulations of the streaming instability in small local domains, forced with velocity perturbations that establish approximately Kolmogorov-like fluid turbulence. We find that planetesimal formation is strongly suppressed by turbulence once velocity fluctuations exceed a threshold value of δv 2 10 −3.5 − 10 −3 c 2 s . Turbulence whose strength is just below the threshold value acts to reduce the rate at which solid material is converted into bound clumps. We suggest that the main effect of turbulence is to thicken the mid-plane solid layer, and show that our results are consistent with planetesimal formation requiring a mid-plane solid-to-gas ratio 0.5. We describe a method for tracking bound clumps within our simulations, and use this method to construct a mass function of planetesimals that is measured for each clump shortly after its collapse. Adopting this definition of the initial mass, instead of measuring masses at a fixed time, reduces planetesimal masses by a factor of about three. For models in which planetesimals form, we show that the initial mass function is well-described by a broken power law, whose parameters are robust to the inclusion and strength of imposed turbulence. Turbulence in protoplanetary disks is likely to substantially exceed the threshold for planetesimal formation at radii where temperatures T 10 3 K lead to thermal ionization. Fully in situ planetesimal and planet formation may therefore not be viable for the closest-in exoplanets.
INTRODUCTION
Gravitational collapse models for planetesimal formation in protoplanetary disks posit the formation of solid particle clumps that exceed the Roche density, leading to the prompt formation of objects of km-scale and above. Models in this class are theoretically attractive because Although there is a good general understanding of how planetesimals form via gravitational collapse, how the conditions for collapse are attained in protoplanetary disks remain unclear. The problem is the Roche density, which, measured against a baseline of a well-mixed disk with a solid-to-gas ratio Z = 0.01, exceeds the initial particle density by a large factor of the order of 10 4 . The most economical hypothesis is that a combination of vertical settling (the key ingredient of first-generation gravitational collapse models; Goldreich & Ward 1973) and the streaming instability (Youdin & Goodman 2005) suffice to concentrate solids to sufficiently high densities. Numerical simulations, however, show that even under favorable conditions (a mono-disperse particle distribution, with dimensionless stopping time τ ∼ 0.1) this minimal set of physical processes works only for super-Solar solid-to-gas ratios Z 0.02 (Johansen et al. 2009b; Carrera et al. 2015; Yang et al. 2017) . Less favorable conditions, for example because particles have τ 0.1 in the inner disk, or because streaming growth rates are suppressed due to a distribution in particle sizes , exacerbate the problem. These considerations motivate models in which planetesimal formation is the culmination of a multi-scale process of particle concentration, involving vertical settling, and large-scale concentration through radial drift (Youdin & Shu 2002; Youdin & Chiang 2004) , photoevaporation (Throop & Bally 2005; Alexander & Armitage 2007; Carrera et al. 2017) , zonal flows (Johansen et al. 2009a) , and vortices (Barge & Sommeria 1995; Raettig et al. 2015) . These processes create a favorable background on top of which small-scale concentration via the streaming instability, secular gravitational instability (Youdin 2011; Takahashi & Inutsuka 2014) , and a resonant drag instability, which adds vertical settling to streaming (Squire & Hopkins 2018) , can occur.
Turbulence may impose additional limits on planetesimal formation. The streaming instability is itself a source of turbulence in the gas, but here we are concerned with "intrinsic" disk turbulence sourced from processes that do not depend directly on the presence of solid particles (e.g. the non-ideal magnetorotational instability, or various hydrodynamic instabilities; Armitage 2011; Turner et al. 2014; Gole & Simon 2018; Lyra & Umurhan 2019) . Intrinsic gas turbulence diffuses coupled particles in all directions (Youdin & Lithwick 2007) . This effect impacts the streaming instability by thickening the mid-plane particle layer (Dubrulle et al. 1995) , leading to a reduced solid-to-gas ratio and slower linear growth rates. Turbulence can also suppress the streaming instability (Youdin & Goodman 2005) . Umurhan et al. (2019) formalized this suppression in the context of an α model (Shakura & Sunyaev 1973) for isotropic disk turbulence. They found substantial modifications to the linear properties of the streaming instability in the presence of even weak turbulence, with α turb ∼ 10 −4 . This can be compared to observational upper limits to the strength of turbulence in the outer regions of protoplanetary disks, which in different disks are at the level of α turb ∼ 10 −3 to 10 −2 (Flaherty et al. 2017 (Flaherty et al. , 2018 . Low levels of intrinsic turbulence could therefore, according to linear considerations of the streaming instability, severely impact planetesimal formation.
The influence of intrinsic turbulence on the non-linear evolution of the streaming instability 1 , and on the rate of planetesimal formation via gravitational collapse, is relatively unexplored. Johansen et al. (2007) and Johansen et al. (2011) simulated particle-gas dynamics leading to gravitational collapse in a disk including turbulence driven by the magnetorotational instability (MRI; Balbus & Hawley 1998) in ideal magnetohydrodynamics. Planetesimal formation occurred in their models despite the presence of relatively strong turbulence, with an inferred α turb 0.001 − 0.003. The apparent discrepancy between these results and the linear findings discussed above may be due to the fact that the MRI, in ideal MHD, generates local pressure maxima that passively (i.e. independent of particle-gas momentum feedback) concentrate solids. More recently, Yang et al. (2018) examined particle clumping (they neglected self-gravity) in the presence of turbulence driven by the MRI in both the ideal MHD limit and within an Ohmic dead zone. Despite significant temporal variability, they found a general trend for weak clumping with ideal MHD and lower Z and stronger clumping in dead zones with higher Z.
In this paper we revisit the influence of intrinsic disk turbulence on planetesimal formation using high resolution simulations within a significantly smaller computational domain. In contrast to the previous work outlined above (Johansen et al. 2007 (Johansen et al. , 2011 Yang et al. 2018) , which resolved the physical driving scale of the turbulence, we simulate a small purely hydrodynamic shearing-box, into which turbulence is injected using a prescribed forcing term in the momentum equation. We express the results in terms of an equivalent α turb by measuring the saturated velocity fluctuations within the gas. This approach allows us to attain the same high resolution (2560 grid points per gas scale height) that has been used in simulations without intrinsic turbulence Abod et al. 2019) . The disadvantage, of course, is that by imposing hydrodynamic forcing on a small box, we exclude the possibility that MHD effects might materially modify the properties of the turbulence, and limit the extent to which the spectrum is modified by particle loading. These inherent drawbacks of our scheme should be borne in mind.
The layout of the paper is as follows. In §2 we describe our methods, with a focus on the novel aspects developed for this study (the turbulent forcing, and alternate definitions of the initial planetesimal mass function). The results are presented in §3. We find that the rate of planetesimal formation via gravitational collapse is a function of the strength of turbulence, and that there is no planetesimal formation for turbulent strengths at the higher end of the astrophysically interesting regime. When planetesimals do form, however, their initial mass function is not strongly dependent on the turbulent forcing. We discuss our results and conclude in §4.
METHODS
In brief, we inject turbulence of specified strength by randomly forcing a small (generally 0.2H on a side, where H is the gas scale height) stratified shearing box containing an isothermal, un-magnetized fluid, and a solid component that is represented by super-particles. The gas and solid components are coupled by aerodynamic forces. Particle self-gravity is turned on after the combination of the streaming instability and the forced turbulence reach approximate saturation (20Ω −1 , where Ω is the orbital frequency, in our simulations). We then use a clump-finding algorithm to track the formation and evolution of gravitationally bound structures. The key diagnostics are the rate at which gravitationally bound clumps ("planetesimals") form, and their mass function evaluated shortly after the initial collapse.
Our methods for simulating the streaming instability and identifying planetesimals follow those described previously (Simon et al. , 2017 Abod et al. 2019; Li et al. 2019) . We repeat only a high-level description of the common methods below, and refer readers to the earlier papers for full details of the implementation. The scheme for turbulent forcing, and the way we define the initial planetesimal mass function, are new and are described in detail.
Streaming instability model
We simulate the aerodynamic interaction between gas and solid particles in a local shearing-box domain (Hawley et al. 1995) . For a flat, circular disk, in cylindrical polar co-ordinates (R, φ, z ), we define a small Cartesian patch centered at R = R 0 , which rotates at angular frequency Ω. The local co-ordinates are defined via,
For an isothermal fluid with density ρ, velocity u and sound speed c s , the hydrodynamic equations in the shearing box frame are,
Here I is the identity matrix, and the terms on the right hand side of the momentum equation involve the shear parameter q = 3/2, and a source term due to the aerodynamic coupling to the solids, which have density ρ p , velocity v, and stopping time t stop . P is the gas pressure. For those simulations that include forced turbulence, an additional source term (described below) is added to the momentum equation. It is numerically advantageous to solve both the fluid and particle equations in a frame from which the background shear has been subtracted (Masset 2000) . Denoting the frame used for computations with a prime, for the gas velocity the transformation is,
whereŷ is a unit vector. The solids are represented by an ensemble of particles, i = 1, 2, . . ., which in the primed frame follow the equation of motion,
Here ηv K measures the difference in azimuthal velocity in the physical system between the unperturbed azimuthal gas velocity and the Keplerian velocity. F g is the force per unit mass due to the self-gravity of the solids. When turned on, it is calculated as the gradient of a potential computed via Poisson's equation,
The solids are assumed to be collisionless, and the effect of self-gravity on the gas is ignored.
The boundary conditions are periodic in y and shearing-periodic in x for all variables (fluid, particle, and gravitational potential). In z, we use the outflow boundary conditions for the fluid quantities described by Simon et al. (2011) and Li et al. (2018) , together with vacuum boundary conditions for the gravitational potential.
The properties of the gas and particle system can be fully specified via several interchangeable sets of parameters. In physical units, the gas disk at a location where the angular frequency is Ω can be described by its midplane density ρ 0 , sound speed c s , and departure from Keplerian velocity ηv K (in turn determined by the radial gradient of density and temperature). The vertical profile of an isothermal disk, with scale height H = c s /Ω, is then,
and the relation between the mid-plane density ρ 0 and the column density Σ is,
From these physical quantities we can construct two dimensionless parameters,
which measure the importance of the headwind for solids and the relative strength of self-gravity and tidal shear, respectively. The latter is directly related to the Toomre parameter for the gas disk, Q = π/8G −1 . Characterizing the solids requires two more parameters, the ratio of solid to gas surface density,
and the dimensionless stopping time,
In the Epstein regime of drag τ maps directly to particle size (e.g Armitage 2010; Youdin 2010). For spherical particles of radius s and material density ρ m ,
In this work we consider the case where the solids have a single τ .
The setup described above (or a close variant of it) has been used in many numerical simulations of the streaming instability. (An exception is the work of Benítez-Llambay et al. (2019) , who used a fluid rather than a particle description of the solids.) The model numerical system differs in several respects from the model analytic one studied by Youdin & Goodman (2005) . We include the vertical component of stellar gravity, model the gas as a compressible rather than an incompressible fluid, and treat the particles as a collisionless system rather than a pressure-less fluid.
Athena simulation methods
We solve the hydrodynamic and particle equations simultaneously using the Athena code (Stone et al. 2008) , in a shearing box geometry (Stone & Gardiner 2010) with orbital advection (Masset 2000) . The Athena configuration used to solve the fluid equations uses the unsplit Corner Transport Upwind (CTU) integrator, third-order (piecewise parabolic) reconstruction, and an HLLC Riemann solver. The coupling to the particle dynamics requires additional choices, most importantly in how to interpolate between grid-based and particle-based quantities (e.g. how to define v from a set of particles with v i ), in how to integrate the particle trajectories, and in how to compute F g . For the non-self-gravitating dynamics we use the particle implementation described by Bai & Stone (2010) . For the particle self-gravity we use the FFT approach described by Simon et al. (2016) , which is an extension of the gas self-gravity scheme of Koyama & Ostriker (2009) .
The gas is initialized in an equilibrium state with velocity given by the Keplerian shear and a vertical density profile ρ = ρ(z) specified by Equation (11). For the particles, no initial equilibrium state exists for streaming instability simulations that include the vertical component of stellar gravity but omit intrinsic turbulence. While an equilibrium (between vertical settling and turbulent diffusion) can be found for a tracer population of particles in the presence of turbulence (Dubrulle et al. 1995) , our simulations include control runs (with no turbulence), and turbulent models where the particle loading is sufficiently strong that simple equilibrium models would only be approximate. We have therefore chosen to initialize the particles in all of our runs in a thin layer, using a Gaussian vertical density distribution, with H p = 0.025H. The in-plane velocities are set according to the Nakagawa et al. (1986) solution (which is an exact equilibrium for an unstratified disk).
The use of outflow boundary conditions imposed at z H leads to an unphysical loss of gas from the simulation domain. We compensate for this by renormalizing the gas density at each time step to maintain the initial value of the gas mass.
A common set of parameters is adopted for all of the runs. We take ρ 0 = 1, c s = 1, and Ω = 1 (all in code units). For the dimensionless parameters we take τ = 0.3, Z = 0.02, Π = 0.05 andG = 0.1. The use of these parameters places us in a region of parameter space that is relatively easy to study numerically, and allows for comparison with a number of previous simulations of the streaming instability.
These parameters lead to a natural choice for a mass scale: the "Gravitational Mass", given by
Physically, this corresponds to the mass enclosed by a circle with surface density Σ p and a diameter equal to the critical Toomre wavelength for gravitational collapse. Unless otherwise stated, all masses throughout the paper will be in units of M G .
Turbulent forcing
The properties of turbulence in protoplanetary disks depend upon the nature of the driving, shear, magnetohydrodynamic effects, and particle-gas coupling. To reduce the problem to a one-parameter family of solutions, we assume that on the small scales where gravitational collapse occurs turbulence is adequately described by Kolmogorov scalings (Kolmogorov 1941) . In this limit, the power spectrum of fluid velocity fluctuations scales as a power law with the spatial wavenumber k,
where k is the magnitude of the wavenumber (i.e. k = k 2 x + k 2 y + k 2 z in 3D Cartesian coordinates) and E 1 (k) is a linear energy density in k-space such that E 1 (k)dk has units of energy.
To maintain a turbulent fluid state within the simulation domain, we impose scale-dependent driving of the velocity field using a scheme similar to that described by Dubinski et al. (1995) . In brief, each mode in 3D k-space (k x , k y , k z ) is assigned a scale-dependent amplitude and a random phase between 0 and 2π. The velocity perturbations in real space are then computed using an inverse Fourier transform. These velocity perturbations are recalculated and applied with a cadence of 10 −3 Ω −1 . Appendix A gives a full discussion of the implementation, together with the results of tests that confirm that our methods produce a box of homogeneous, isotropic turbulence with the intended power spectrum.
The control parameter for the amplitude of the turbulent fluctuations is the total energy injection rate. To relate this to quantities more commonly used in disk studies, we calculate and report an effective α drive parameter in the saturated state via,
where c s is the sound speed and,
The brackets indicate a spatial average, with the xy subscript denoting an average over the x-y plane. The overbar indicates an average over time. In Kolmogorov turbulence there should be a linear relation between the energy injection rate and α drive . Due to the presence of open vertical boundaries, this is not exactly true in our simulations. Appendix A describes how we empirically develop a mapping from the energy injection rate to the resulting α drive value in the saturated state of turbulence. Note that throughout this paper we will be careful to refer to this driven turbulence with "α drive ", general turbulence with α turb , and will save "α" to be used as a power law exponent. It is important to note that α drive as defined above is a dimensionless measure of the turbulent kinetic energy, that in principle is quite distinct from the Reynolds stress or the total angular momentum transport rate parameterized by the Shakura & Sunyaev (1973) "α". In fact, our randomly forced fluid turbulence generates only very small Reynolds stresses. We choose to define α drive in terms of the kinetic energy to make contact with the notion of turbulent diffusion.
We perform 4 production-resolution simulations with varying driven turbulence strengths, α drive = 0 ("control"), α drive = 10 −4 ("weak turbulence"), α drive = 10 −3.5 ("moderate turbulence"), α drive = 10 −3 ("strong turbulence").
With the exception of the strong turbulence simulation, our production runs have 512 3 gas zones and the same number of particles, in a cubical domain 0.2H on a side. For the strong turbulence simulation a taller box is required to ensure that particles are not escaping out the top and bottom of the box en masse. In this case we extend the domain to be 0.8H in the vertical direction and scale the resolution accordingly, resulting in a 512 × 512 × 2048 gas zones and the same number of particles. Our simulations are initialized with no particle self-gravity and allowed to come to a roughly steady state for 20 Ω −1 . At this point, self-gravity for the particles is turned on, allowing clumps of sufficient density to become gravitationally bound. Unless otherwise noted, we define the time at which self-gravity is enabled to be t = 0.
Identification of Planetesimals
To identify gravitationally bound clumps, we use the PLanetesimal ANalyzer ("PLAN" for short) code developed by Rixin Li . PLAN uses the same approach as HOP (Eisenstein & Hut 1998) , a code used to identify dark matter halos in cosmological simulations. First, particles are stored in a data structure based on a Barnes-Hut tree (Barnes & Hut 1986) , which allows for very fast searches of a given particle's neighbors. Then, particles in dense regions are identified using the HOP algorithm, which is capable of grouping together physically related particles. For particles whose immediate surroundings have a particle density greater than a customized threshold of δ outer = (8/9)ρ r , where the roche density ρ r is defined to be
the algorithm looks for each particle's densest neighbor. This process is repeated, creating a chain of particles with each in a denser region than the last, until a true peak is reached. All particles that get mapped to the same peak are now tentatively considered a group. PLAN then draws the boundaries between groups to find true, gravitationally bound clumps. Intersecting groups are merged into a single clump if they are bound based on a calculation of their total kinetic and gravitational energy. However, they are not merged if the density in the saddle point between them drops below 2.5δ outer . PLAN then discards any clumps with a Hill radius smaller than a single grid cell or with a peak density less than 3δ outer . Finally, PLAN outputs a list of the gravitationally bound clumps and their properties as calculated based on each clump's member particles.
In considering the best way to measure planetesimal masses, we must account for a limitation common to fixed grid simulations: clumps will not collapse further than approximately the grid-scale because that is the scale at which the gravitational force is discretized (see Simon et al. 2016 ). Even at a resolution of 512 3 in a box that is 0.2H on a side, the grid-scale is ∼ 4 × 10 −4 H. At a radius of 10AU in a disk with an aspect ratio of H/r = 0.05, this corresponds to a size of ∼ 3 × 10 4 km. This scale is about 5 Earth radii, and is of the order of 1000 times larger than a typical planetesimal (∼ 1 to 100 km). Clumps in our simulations will have an enhanced size compared to the actual scales of planetesimals. Consequently, we do not expect our simulations to correctly capture the post-formation evolution of planetesimals (e.g., mergers between planetesimals will not, in general, be accurately treated). To get closer to measuring the initial mass function we have developed a novel approach, described in the following section, for measuring their masses. In short, we track clumps from one frame to the next and create a mass-history for each clump. From this data, we can then look at every clump that ever existed in the simulation and measure its mass at the time of formation.
Clump Tracking Method
PLAN can output lists of the particles belonging to each clump it finds, but does not use a persistent clump labeling scheme from frame to frame. We develop an algorithm to look through these particle lists and track clumps over time, illustrated graphically in Figure 1 , and outlined as follows:
1. At the starting frame, the particle lists corresponding to each existing clump are read in and each clump is given an internal ID that will be consistent from frame to frame.
2. The particle lists for each clump in the following frame are read in. For each clump in the current frame, the number of overlapping particles of each clump in the new frame is calculated. This presents several possible outcomes:
• Case A: Only one new-frame clump has overlapping particles with the prior clump. These clumps are identified as being the same clump and the clump's particle list is updated with the new-frame particles. While not obvious, this case also covers merge scenarios -two or more prior clumps can have a "case A match" with the same new-frame clump. When taking statistics, properties are determined by the initial particle list for each clump. • Case B: Multiple new-frame clumps have overlapping particles with the prior clump, indicating there has been a split of some sort. In this case, the clump with more overlapping particles is marked as the same clump and its particle list with the new-frame particles. If the other clump with overlapping particles is newly-formed this frame and more than 50% of it's particles came from the parent clump, it is flagged as a "splitter". It will continue to be tracked from this frame on, but it will not be counted towards the statistical analysis. • Case C: No new-frame clumps have overlapping particles with the prior clump. The clump has "disappeared". It could have been destroyed by turbulence or an interaction with other clumps, or it could have been very marginally gravitationally bound in the first place such that PLAN would identify it as gravitationally bound in one frame, but not the next. This happens relatively frequently. In this case, the clump is not matched with any new-frame clumps and its particle list is not updated. However, the algorithm will continue to look for this clump in subsequent frames with the old particle list. The initial properties of these clumps are still counted towards the final analysis.
3. At this point clumps that existed in the previous frame have been mapped to the new frame. Now, new clumps need to be dealt with (i.e. clumps that are "unclaimed" by clumps that existed in the previous frame). The particle lists for these new clumps are read in and their matches will be looked for in subsequent frames.
4. Continue to step through the frames by repeating steps 2 and 3.
Measuring initial masses with this method is able to solve 3 problems stemming from the artificially large size of simulated clumps:
1. Accretion. After formation, clumps will accrete particles at a super-physical rate. Examining only the initial masses ignores this accretion.
2. Mergers. Clumps will merge at an enhanced rate. If two clumps merge, a snapshot would count them as one large clump. In our tracking method, we measure the initial formation mass of the two separate clumps.
3. Splits and Tidal Stripping. If a clump was able to fully collapse, the rate of clumps being tidally stripped and split into multiple clumps should be quite low. However, this occurs quite often with the artificially large clumps in these simulations, which are less bound and more easily tidally stripped. Our algorithm is able to ignore this effect by measuring only the initial mass of the parent clump.
RESULTS
The structure of the particle density field in the presence of driven turbulence is shown in Figure 2 , which shows slices and projections of the density in the x − y Figure 1 . An illustration of our particle tracking scheme. The example shown here is intended to be demonstrative of our scheme and does not represent actual data from a simulation. Each circle represents a gravitationally-bound clump. Red corresponds to a new clump, gray to a previously found clump that was identified again, white to a clump that was not found (but will continue to be looked for in future frames), and blue to a new clump that formed from a split. Clumps are consistently labeled from frame to frame. Clumps that merge are given 2 labels and are continued to be tracked as both clumps. In taking statistics, we use the masses of all of the red clumps. and x − z planes from the weak and strong turbulence simulations. The most striking difference is the thickness of the particle layer, which is largely confined within ±0.025H in the weak turbulence run but which extends to about ±0.075H in the strong turbulence case (note that for this reason the strong turbulence run employed a taller box). The mid-plane slices both show filamentary structure in the solids, which is more axisymmetric in the case of weak turbulence. Much higher densities are attained in the weak turbulence run, leading to gravitational collapse and the prompt formation of bound clumps. No such clumps are observed in the presence of strong turbulence.
The rate of planetesimal formation
We find that planetesimals form in every simulation except one: there are no gravitationally-bound clumps in the simulation being driven at α drive = 10 −3 after 18 Ω −1 with self-gravity on. At slightly lower levels of α drive = 10 −3.5 , gravitationally bound clumps do form, meaning that the threshold for turbulence to disrupt planetesimal formation via the streaminginstability/self-gravity (SI/SG) mechanism is somewhere between α drive = 10 −3.5 and 10 −3 . Equivalently, the threshold in terms of δv/c s would be between 0.018 and 0.032. This result suggests that even moderately low levels of turbulence can preclude planetesimal formation. An immediate and obvious consequence is that we expect a fully MRI active disk (ionized throughout) to easily exceed this threshold. However, at many locations within a disk, we expect non-ideal MHD effects Figure 2 . Snapshots of the particle density, in units of the Roche density, for the weak turbulence simulation (left) and for the strong turbulence simulation (right). The top row shows a narrow slice of the x-y plane at the mid-plane, while the bottom plot shows the density in the x-z plane, averaged over the y direction. Note that in the strong turbulence case, the simulation domain extends between ±0.4H, and is larger than the visualized portion. Snapshots were taken 8 Ω −1 after self-gravity had been enabled. The red circles in the weak turbulence plots show the clumps identified by PLAN, with the area of the circle proportional to the mass of the clump. Note that the color-bars are different between the two runs. While the strong turbulence run shows SI-like structure, it is unable to concentrate solids to near the Roche density, after which SG would take over and create bound clumps. The weak turbulence run does exhibit this collapse of particles into clumps, creating a difference in maximum particle density of several orders of magnitude despite only a single order of magnitude difference in α drive .
to reduce the strength of the MRI at the mid-plane, creating a region of dampened turbulence 2 , permitting planetesimal formation. We save a full discussion of the consequences and implications of this threshold for §4.
To quantify the extent to which planetesimals form, a useful metric is the total amount of mass that ends up in planetesimals relative to the total mass of all particles in the simulations, M plan /M tot . Figure 3 shows the time evolution of the planetesimal mass fraction over time for each simulation. Increasing the strength of forced turbulence both delays the onset of planetesimal formation, Note-A summary of clumping behaviour in our simulations. t end denotes the time at which the simulation was ended. The rightmost column indicates the average fractional formation rate: the amount of mass in gravitationally bound clumps relative to the total mass in particles, divided by the total amount of time with self-gravity on.
and reduces the average rate of planetesimal formation once it begins. Table 1 shows a summary of the results for the number of clumps that form, and for the planetesimal formation rate in terms of this mass fraction. (We note that for simplicity of interpretation, we have not used our clump tracking algorithm here.) The rate at which solid mass is converted into bound clumps drops by approximately an order of magnitude between our control and moderate turbulence runs, before being cut-off entirely in the strong turbulence case. Clearly, turbulence reduces the amount of mass converted to planetesimals. We will quantify the properties of the planetesimal mass distribution in the following section, but these result raise an immediate question: is the reduced mass in planetesimals a result of a smaller number of clumps forming, or instead the result of smaller sized clumps forming? We find that the number of clumps measured in each simulation scales roughly in proportion to the formation rate, indicating that the average mass of the planetesimals that form is roughly constant in all of the simulations. The primary cause of the reduced mass-formation rate in the presence of turbulence is that there are fewer gravitationally bound clumps, not that the clumps formed are smaller.
Initial planetesimal mass function
To measure the initial mass function of gravitationally bound clumps we use the methods described in §2.5. There is no known theoretical reason to assume that the mass function follows a particular functional form, and as a result different authors have adopted different empirical choices (usually taking the form of some variation on a power law). Our plan will be to try several fits and select the best model using an information criteria analysis, following the approach of Li et al. (2019) . Figure 3 . The fraction of total particle mass contained in gravitationally bound clumps versus time for each of our simulations. Note that t = 0 is defined to be the time when self-gravity is turned on for the particles, which is after 20Ω in all of our simulations. The difference in starting points on the plot is due to turbulence delaying clump formation.
We represent the planetesimal mass function in terms of a cumulative distribution, defining N (> M ) to be the number of planetesimals with mass greater than M . Models are usually expressed as a cumulative probability P (> M ), which can be trivially converted into a cumulative histogram (N (> M )) by multiplying by the total number of planetesimals. When appropriate, we express some models in terms of the differential probability p(M ), defined such that P (> M ) = ∞ M p(M ) dM . In general, the mass-spectra tend to have a downward curvature as M increases, motivating models that are variations on a power law (tapered, truncated, piece-wise, etc.) In this study we will consider 7 models. Below, we give the functional form and free parameters for all the models, defining the normalization coefficients in Appendix B. We refer the reader to the original works for the physical motivations and subtleties of each (also see Li et al. (2019) for a review).
The Simple Power Law (SPL) has one parameter: α.
where M p,min is the minimum mass planetesimal found in the simulation. While this is usually not a particularly good fit to the simulated mass function, it allows for a direct comparison to several prior studies in which it was assumed (Abod et al. 2019; Simon et al. 2016; Schäfer et al. 2017; Simon et al. 2017) . This fit to the cumulative distribution is the same as a simple power law fit to the differential distribution with an index of q = α + 1. 3 The Simply Tapered Power Law (STPL, Abod et al. 2019) has 2 parameters: α and M exp ,
The Variably Tapered Power Law (VTPL, Schäfer et al. 2017) has 3 parameters: α, β, and M exp ,
The Broken Cumulative Power Law (BCPL, Li et al. 2019 ) has 3 parameters: α 1 , α 2 , and M br ,
The Truncated Power Law (TPL, Schäfer et al. 2017) has 2 parameters: α and M tr ,
The Broken Power Law (BPL, Li et al. 2019 ) has 3 parameters: α 1 , α 2 , and M br ,
The Three Segment Power Law (TSPL, Li et al. 2019) has 5 parameters:
In all of these equations, the "c" co-efficients are normalization constants set by the condition P (> M p,min ) = 1; see Appendix B.
We fit these models to the simulation data using a maximum likelihood approach, using the fitting method, uncertainty determination, and fit evaluation methods described in Li et al. (2019) . The likelihood functions given in Li et al. (2019) allow us to determine the likelihood L of a model with some given set of parameters denoted as θ. In order to find parameters of maximum likelihood, we attempt to minimize −ln(L). While straightforward optimization methods like gradient descent work well to find local minima, the likelihood functions for many of these models can have multiple local minima and are not necessarily smooth. These features make the optimization problem more difficult. An effective method in these difficult cases is MCMC. We use the "emcee" package (Foreman-Mackey et al. 2013) in python to generate a global map of the posterior distribution of the likelihood function and give an estimate of the optimized model parameters: θ MCMC . θ MCMC is then used as an initial guess for the "minimize" routine within Scipy's "optimize" package, which is able to find a precise local minimum near the initial guess and finally gives us the parameters of maximum likelihood.
We use a non-parametric bootstrapping method to determine the uncertainties in the parameters for each simulation (Efron & Tibshirani 1994; Burnham & Anderson 2002) . The clump masses that PLAN outputs are randomly re-sampled 1000 times with replacement such that each sample has the same number of clumps as the original sample. Models are then fit to each of the re-samplings using the parameter optimization scheme described above, generating a 1000 point distribution for each parameter. The 1σ confidence interval is then defined to be the region between the 16th percentile and 84th percentile of this distribution for each parameter.
We evaluate the goodness of fit of the various models using Bayesian and Akaike information criteria (Kass & Raftery 1995; Akaike 1974) . These criteria account for the number of fit parameters, giving an advantage to simpler models. They are defined as follows:
where K is the number of parameters in the model, N is the number of data points (clump masses in this case), and L is the likelihood of the maximum likelihood model. These values do not carry much meaning in isolation, as the likelihood values are affected by arbitrary constants and the sample size. To define a metric that has physical meaning, we measure the differential between the model with the minimum BIC/AIC and all other models, defined as
With this definition, the best model will have ∆ BIC = 0 and/or ∆ AIC = 0. In most cases we find that both criteria identify the same best model. The other models will have some positive value for these criteria, with higher values corresponding to worse models. While these cri- Figure 4 . Cumulative mass histograms and models for the control (left) and moderate turbulence (right) simulations. Fit parameters to the best models can be found in Table 2 . The bottom histogram shows the true values, with each plot above offset by a factor of 10 1.5 for convenient visualization. The shape of the planetesimal mass function is generally the same in the control (pure SI) simulation as in the moderate turbulence simulation. The broken power law model for the mass function, shown in dark blue, is statistically favored according to the Bayesian and Akaike information criteria for all of our simulations.
teria are somewhat abstract, as a general rule we consider there to be at least some evidence for models with ∆ BIC (∆ AIC ) between 0 and 10, and essentially no evidence for models with values greater than 10. For a more nuanced interpretation of these criteria, we refer the reader to Burnham & Anderson (2002) . The cumulative spectra and fits are shown in Figure 4 for initial planetesimal masses determined by a combination of PLAN and our clump tracking algorithm. We report the best-fit parameters and information criteria for each model in Table 2 . The adoption of the clump tracking analysis has a significant impact on the results. Comparing clump tracking to an analysis of snapshots, in the case of the control simulation, we find that the average clump mass is decreased by a factor of 3 or 4, depending on which snapshot is chosen. The characteristic masses found by the models change by similar factors as well. This suggests that previous studies have over-predicted the true initial masses of planetesimals formed by the SI/SG mechanism. In addition, because our clump-tracking algorithm removes splitter clumps (see Case B in §2.5), we find a shallower power-law slope in the cumulative distribution at the low-mass end.
In this study, information criteria favor the broken power law model in every case. The values of α 1 measured from this fit imply that a turnover is observed in all runs. The three segment power law is often a close second if the AIC -which is less punishing towards models with more parameters -is considered. Both of these favored models are broken power laws in the differential distribution, translating to a smooth transition between power law indices in the cumulative distribution.
In comparison to Abod et al. (2019) , who fit the STPL to their distribution, we generally find that our characteristic masses are lower by a factor of a few and that our power law index is significantly lower at low-masses. These effects are primarily due to the adoption of the clump tracking analysis. If instead we analyze snapshots from both our control and driven-turbulence simulations, we find that our model parameters are generally consistent with prior studies.
The effect of turbulence
One of the motivating questions for this study was whether or not turbulence changes the mass-function of planetesimals. If we compare like-models across the 3 Note-Summary of fits to the cumulative mass function of planetesimals based on the initial masses of each clump from our clump-tracking analysis.
simulations, we see that the distributions are generally consistent with each other. The strength of this conclusion is limited, in part, by the relatively large errors on the parameters resulting from the low sample size, in particular in the case of moderate turbulence. However, our results in the presence of turbulence provide limited additional evidence in support of the idea that the shape of the initial mass function resulting from gravitational collapse is "universal" (Simon et al. 2017) . (Note however that Li et al. 2019 find evidence against this hypothesis.) While the number of clumps that form may change, the shape of the mass-function does not.
In considering the influence of intrinsic turbulence on planetesimal formation, it is important to bear in mind that the streaming instability itself drives some level of fluid turbulence. In an attempt to understand the physical mechanism for driven turbulence's effect on the rate of planetesimal formation, we compare the fluid velocity power spectrum of SI driven turbulence in our control experiment to the power spectrum of our driven turbulence. This comparison is shown in Fig. 5 , with the power spectra being calculated according to the scheme given in equations A8 through A10 and using the compensation method described in Appendix A.
On small size-scales (|k| 100), the weakly driven turbulence has a nearly identical spectrum and amplitude as the turbulence from the streaming instability itself. On the largest scales, the driven turbulence shows more power than SI alone. This can be understood intuitively, as our driving scheme distributes power across all scales by design, whereas the SI would generally be expected to stir motions on smaller scales. The run with stronger driven turbulence unsurprisingly has more power across all scales.
In general, one would expect that the collapse of particles into gravitationally bound clumps is primarily influenced by fluid motions on the scale of or smaller than the Toomre unstable wavelength (see, e.g., Abod et al. 2019 )
For our choice of parameters, this length scale corresponds to 0.016H -or equivalently about k = 62. On this scale and smaller (higher k), the pure SI and weakly driven simulations have very similar power spectra. Given this similarity on the relevant size-scales, it is not surprising that the two simulations form planetesimals with consistent initial mass distributions. However, the discrepancy in the formation rate between these two simulations (Table 1) is less obvious to explain. We speculate that this is due to a difference in the particle density at the mid-plane. Most of the en- Figure 5 . The power spectrum of the fluid velocity perturbations within a small slice at the mid-plane for 3 runs: control (black, α drive = 0), weak driving (green, α drive = 10 −4 ), and strong driving (red, α drive = 10 −3 ). |k| is given in code units (1/H). These spectra are compensated such that power law with an index of −5/3 would appear to be flat. They are normalized by a common factor such that the mean of the control curve is unity. Using this convention the absolute values of the power bear no meaning, but the relative power between the spectra is maintained. The weak driving and control runs have very similar spectra at small scales but differ on larger scales, which is consistent with small scale motions being dominated by the presence of a thin particle layer.
ergy in Kolmogorov turbulence is on large scales. As a result, v z modes at large scales will be the primary source of vertical diffusion of particles, and the spectra so differ on these scales. Consequently, the particle layers will have a different width and density. We find that the mid-plane particle density in the control simulation is about twice that of the weak turbulence simulation. This difference is equivalent to changing the local solidto-gas ratio, , which is known to strongly effect the SI's behavior (Youdin & Lithwick 2007) .
Our results support the idea that turbulence influences planetesimal formation by the SI/SG mechanism primarily through its effect on the thickness of the particle layer, which changes the mid-plane value of . The mid-plane solid-to-gas ratio can be approximated as
where the approximate equality holds when particles are well-coupled to the gas. For our parameter choices (Z = 0.02, τ = 0.3), we find that the dividing line between turbulence that admits and precludes planetesimal formation occurs at about α turb = 10 −3.25 (halfway between the two cases tested). This corresponds to an approximate critical value crit = 0.46. Figure 6 . The mid-plane solid-to-gas ratio shown as a function of α turb for various values of Z, according to our very simple model that is applicable when particles are well bound to the gas. The vertical and horizontal dashed lines show our empirically found critical α and values respectively. We hypothesize that combinations of α turb and Z that lie below the horizontal dashed line will produce insufficient particle densities at the mid-plane to form planetesimals via the SI/SG mechanism.
The threshold that we have derived is broadly consistent with the analytic result that SI growth rates are much faster for ≥ 1 (see Youdin & Goodman (2005) Figure 1 ). Based on this, we hypothesize that our results could be extended to different values of the Z parameter. As shown in Figure 6 , such an extrapolation would imply that in truly strong disk turbulence (α turb ∼ 10 −2 ), planetesimal formation would only be possible given Z 0.1. Although one might be tempted to extrapolate further to consider variations in τ , the differing aerodynamic response as τ is varied makes such an extrapolation less secure.
SUMMARY & DISCUSSION
In this paper we have presented simulations of planetesimal formation in the presence of intrinsic disk turbulence, using a small local domain to attain high spatial resolution, and including self-gravity to follow gravitational collapse. Our primary results are as follows.
1. For our fiducial parameters (Z = 0.02, τ = 0.3), turbulence at the level of α drive = 10 −3 does not permit the formation of gravitationally bound particle clumps via the SI/SG mechanism. We interpret this result as being due to the increased width of the particle layer stirred by the turbulence, which results in lower particle densities at the mid-plane. The lower densities prevent the streaming instability from being able to concentrate particles to a sufficient density for clumps to be bound by their own self gravity. For our parameter choices, the threshold of turbulence above which planetesimals do not form is somewhere between α drive = 10 −3.5 and α drive = 10 −3 , or equivalently δv/c s = 0.018 and 0.032. The inferred critical solid-to-gas ratio at the mid-plane is crit 0.5.
2. Intermediate turbulence (α drive = 10 −4 to 10 −3.5 ) permits the formation of planetesimals, but they form more slowly than in a control run with no turbulence.
3. Under the hypothesis that the threshold for planetesimal formation corresponds to a mid-plane solid-to-gas ratio > crit , we can extrapolate the simulation results to different Z (Figure 6 ). At α turb = 10 −2 , for example, planetesimal formation would not occur unless Z 0.1.
4.
We have developed a new clump-tracking method that allows us to measure the true initial masses of planetesimals. This method reduces the potentially confounding post-formation effects (e.g., mergers, accretion, tidal stripping) present when one measures masses of all planetesimals in a single snapshot. This method yields lower masses than found in previous work (which used snapshots) by a factor of ∼ 3, and we find that the slope of the mass function at low masses is shallower than in those prior analyses.
5. The initial mass function of planetesimals is well described by a broken power law model, and the best fit parameters of that model are robust to the presence and strength of imposed turbulence.
The results we have presented here are subject to several uncertainties. First, by "manually" imposing turbulence onto our domain and not including selfconsistently driven turbulence, we may be neglecting important differences in the structure of the turbulent fluctuations. For example, our turbulent stirring mechanism treats all three dimensions equally, whereas the MRI produces turbulent fluctuations that are anisotropic (e.g., Hawley et al. 1995; Guan et al. 2009 ). Second, in this study we have only varied one parameter describing the strength of turbulence. It remains to be seen how the α drive threshold for planetesimal formation changes with varying τ , Z,G, and Π. The above caveats explain why our results might appear in tension with some prior work. In particular, we note that Johansen et al. (2007) obtained bound planetesimals despite MRI driven turbulence (in the ideal MHD limit) at a level α turb ∼ 10 −3 . It is, possible, however, that planetesimals formed in that work only because of solid concentration in local pressure maxima (that are self-consistently produced in MRI-driven turbulence, e.g., Johansen et al. 2009b; Simon & Armitage 2014) . More recently, Yang et al. (2018) showed that modest to strong particle clumping occurs in the presence of ideal MHD and in Ohmic dead zones. Without self-gravity it is unclear which of their runs would produce planetesimals, and at what rate. Ideally, one would like to study planetesimal formation including both the high resolution used here, and the large domain of Yang et al. (2018) . This aspiration is not feasible with fixedgrid simulations, but may be possible using Adaptive Mesh Refinement methods.
The implications of our results for planet formation depend upon the radial variation of α turb and Z in protoplanetary disks. These functions are poorly constrained observationally, and many physical effects (including radial drift, the possibility of zonal flows, and different MHD and fluid sources of turbulence) hamper their calculation from first principles. At large orbital distances, however, there is both theoretical and observational evidence to suggest that turbulence is weak. At large radii, a combination of low ionization levels and strong ambipolar diffusion (Kunz & Balbus 2004; Desch 2004) result in weak levels of predicted MHD turbulence, with α turb ∼ 10 −4 (Bai 2015; Simon et al. 2013b,a) . These values are consistent with observational constraints at distances larger than ∼ 30 AU away from the central star (Pinte et al. 2016; Flaherty et al. 2017) , and would be low enough to allow for planetesimal formation according to the criterion suggested by our simulations. The same is probably true on intermediate scales around 1 AU, though the complexity of the MHD physics at radii where both Ohmic diffusion and the Hall effect are important adds some uncertainty.
Our criterion predicts that planetesimal formation would not be possible in the extreme inner regions of protoplanetary disks, interior to about 0.1 AU, except perhaps at very high Z. At radii where the mid-plane temperature exceeds T 10 3 K, ionization of the alkali metals is sufficient to allow the MRI to operate under near-ideal MHD conditions (Gammie 1996) . The predicted values of α on these small scales are estimated to be α turb ∼ 10 −2 , or possibly greater if a strong netvertical-field exists (Simon et al. 2013a; Salvesen et al. 2016) . Our results would then suggest that planetesimals will not form in this region, preventing in situ formation (Batygin et al. 2016 ) of some super-Earths at an early phase. At least some degree of migration would then be favored for the formation of close-in exoplanets (Masset & Papaloizou 2003; Beaugé & Nesvorný 2012) .
In summary, our results suggest a paradigm that allows for planetesimal formation across most of the disk in regions of reduced ionization and turbulence, but precludes it where MRI turbulence is sufficiently vigorous, such as close to the central star. While these results need to be verified with a broader set of simulations, the tools that we have developed here and our preliminary results are encouraging for future studies of planetesimal formation in the complex environments present within protoplanetary disks. JBS acknowledges support from NASA under Emerging Worlds through grant 80NSSC18K0597. ANY acknowledges support from NASA Astrophysics Theory Grant NNX17AK59G and from NSF grant AST-1616929. RL acknowledges support from NASA headquarters under the NASA Earth and Space Science Fellowship Program grant NNX16AP53H. PJA acknowledges support from NASA under grants NNX16AB42G and 80NSSC19K0639.
APPENDIX

A. DRIVEN TURBULENCE METHODS AND TESTING
In this Appendix, we describe the methods used to drive turbulence within the simulation domain. We perform several tests to confirm that the turbulence is homogeneous, isotropic, and has the specified power spectrum.
The amplitudes of the velocity fluctuations in k-space are given by
where A is the amplitude of the mode and "rand" is a random number drawn from a normal distribution. The power law index b can be related to p via dimensional arguments. Starting with
and multiplying both sides by dk yields an expression with units of energy:
Since we are assigning velocity amplitudes in 3D k-space, we need to convert this to be a volume density (E 3 ) instead of a linear density,
By inspection, the power law index for E 1 must be 2 greater than the power law index for E 3 ,
The velocities are related to this energy by a square root:
where A is the amplitude of a velocity mode in 3D k-space, which is by definition a volume-density in k-space. Finally, combining the two previous proportionalities yields
So if we want E 1 (k) ∝ k −5/3 , then we need to set the velocity modes with amplitude A ∝ k −11/6 . We assign these amplitudes on a 3D lattice for all (k x , k y , k z ) such that |k| is between k low and k high . We define k low to be the wavenumber such that exactly one mode fits in the box and k high to correspond to the Nyquist wavenumber for the given resolution: k high = (N x /2)k low . Finally, the non-solenoidal ("divergence-full") component of the vector field is projected off, ensuring that the perturbations we are applying are incompressible.
After these amplitudes are defined in k-space, the inverse Fourier transform is taken to calculate velocity perturbations with the desired spectrum. The total energy of these perturbations is then scaled such that the energy injection rate throughout the simulation will be a constant: (dE/dt) drive .
This energy injection rate is our direct control parameter, but we really want to be able to specify the amount of turbulence in terms of the α drive parameter, defined in equation (20). Hence, we need to measure the relationship between the energy injection rate and the observed δv of the box. In principle, the energy injection rate would simply balance the energy lost due to numerical dissipation. In this case the energy injection rate-δv scaling would match the naive guess based on an energy argument: (dE/dt) drive ∝ (δv) 2 . However, with our numerical setup there are outflows through the top and bottom boundaries of the box (Bai & Stone 2013; Ogilvie 2012; Li et al. 2018) , which add another sink for kinetic energy. The strength of those outflows of course increases with δv. As a result there is a slight non-linearity in the relation between the energy injection rate and the square of the saturated velocity fluctuations.
To understand the energy injection rate-δv scaling, we perform a series of tests at low resolution in which energy injection rates are varied by factors of 10 over 5 orders of magnitude. Once each simulation reaches a saturated state, the average δv is calculated. The resulting relation is shown in Figure A .1. Using this data, we create a relation between the energy injection rate and the resulting velocity perturbation by linearly interpolating between these 5 data points in log-space. This interpolation tells us the appropriate (dE/dt) drive parameter in order to achieve the desired δv (i.e. α drive ) in the saturated state of our high resolution simulations.
Before running simulations with particles, we characterized the properties of driven turbulence in our simulated boxes to ensure that our driving algorithm met several requirements:
• The turbulence is isotropic. The space-time-averaged perturbations of the 3 components of the velocity are the same.
• The turbulence is homogeneous. The time-averaged velocity perturbations are the same throughout the box.
• The turbulence has the desired spectrum. The velocity perturbations calculated using the methods described in §2.3 must translate to the intended turbulent power spectrum in the shearing box.
We performed these tests in the absence of particles for several reasons. First, it is not obvious that the arguments leading to the Kolmogorov power spectrum hold with particles feeding back on the gas. In addition, particles tend to settle to the mid-plane, making the system inherently inhomogeneous. Finally, the streaming instability will itself drive turbulence to some degree, and it is not necessarily true that this turbulence will have a Kolmogorov spectrum. Figure A.2 shows a vertical profile of each component of the velocity perturbation, averaged in space over the horizontal directions, and in time from t = 5Ω −1 to 10Ω −1 . Although this is a fairly short time-average, we find that turbulence saturates quite quickly given our driving scheme. The profile for each component is relatively flat with respect to the vertical direction (shown in the figure), as well as the horizontal directions, confirming that our driving scheme produces homogeneous turbulence. The three components of the velocity are also roughly equal throughout the box, confirming isotropy, with the possible exception of δv y . It is plausible that this anisotropy in the y-direction (at about ∼ 10% level) is due to the shear velocity in the box, which is also in y-direction and which introduces an inherently anisotropic effect. To calculate the perturbed kinetic energy power spectrum of the fluid we follow the methods described in Simon et al. (2009) . The Fourier transform of a quantity f (x) is represented by f (k) and is defined as usual,
The kinetic energy density power spectrum is then calculated as,
In order to arrive at a spectrum that represents a linear density in k-space, we integrate the power over spherical shells of constant |k|, PS 1 2 ρ|δv| 2 (k) = PS 1 2 ρ|δv| 2 (k) 4πk 2 dk.
Here, the convention is that k = |k|. We will plot a "compensated" version of this power spectrum (Lemaster & Stone 2009 ), in which the power is multiplied by k p , where p is the expected power law index of the spectrum (p = 5/3 in our case). When plotted in this way the spectra appear flat if following the power law and any deviations from this power law become more obvious. After compensation, we normalize the spectra such that the average is one. Note that this normalization is different than the convention used in Figure 5 . The power spectra for simulations without particles can be seen in Figure A. 3. The spectra for three different driving levels are roughly the same, with slight deviations at large scales. The compensated spectra show the typical signatures of numerical turbulence simulations: flatter than the expected power law at low k (appearing upward sloped here), following the expected power law at intermediate k, and steeper than the expected power law at high k as we approach the dissipation scale. We consider that these spectra are sufficiently close to Kolmogorov for our purposes in this study. Figure A. 3. A demonstration that our stirring algorithm produces roughly the same spectrum for three different levels of driving, and that the spectrum roughly follows a p = −5/3 power law over the inertial range. |k| is given in code units (1/H). The power plotted here is normalized such that the mean is one for each of the three spectra shown. The power is also compensated with a k ∝ −5/3 dependence, such that a −5/3 power law would appear perfectly horizontal on this plot. Time averages are taken from 10Ω −1 to 50Ω −1 .
B. MODEL PREFACTORS
We list here the normalization co-efficients for the models used in §3.2.
1. Simply Tapered Power Law (STPL),
