In this note, we study the mixing properties of continuous-time quantum random walks on graphs. We prove that the only graphs in the family of balanced complete multipartite graphs that have a uniform mixing property are K 2 , K 3 , K 4 , and K 2,2 . This is unlike the classical case where the uniform mixing property is satisfied by all such graphs. Our proof exploits the circulant structure of these graphs.
Introduction
The works of Shor and Grover gave us two powerful algorithmic tools in quantum computing [4] . Shor showed how to use the Quantum Fourier Transform for factoring integers, whereas Grover showed how to use Amplitude Amplification to search quadratically faster in the quantum model. Most subsequent progress in quantum computing owed much to these two beautiful ideas. But there are many problems whose characteristics matches neither the QFT nor the amplitude amplification mold (say, the Graph Isomorphism problem). This begs for new additional tools to be discovered.
A natural way to discover new quantum algorithmic ideas is to adapt a classical one to the quantum model. An appealing classical idea that is well studied in statistics and computer science is the method of random walks [6, 13] . Recently, the quantum analogue of classical random walks has been studied in a flurry of works [9, 3, 2, 1, 14, 11] . The works of Moore and Russell [14] and Kempe [11] showed faster bounds on mixing time and hitting time for discrete quantum walks on the hypercube (compared to the classical walk).
The focus of this note is on the continuous-time quantum random walk that was introduced by Farhi and Gutman. In a subsequent paper, Childs and the authors [3] showed a simple example where the classical and (continuous-time) quantum random walks exhibit a different behavior in hitting time statistics. Our goal in this note is to show further differences (by elementary means) between these two models in mixing time behaviors. A somewhat perplexing result is that, on the natural class of complete and balanced complete multipartite graphs, only K n , n = 2, 3, 4, and K 2,2 has the uniform mixing property, i.e., there is a time when the probability distribution function of the quantum walk is the uniform distribution. This is distinctly different from the classical walk and from the discrete version the quantum walk. Our proofs exploit heavily the circulant structure of these graphs. We conclude this note with a pessimistic conjecture about the Cayley graph of the symmetric group S n .
On the experimental side, there are recent efforts to implement these quantum random walk models. They include physical implementations on ion traps [15] , on optical lattices [7] , and on NMR quantum computer [8] . The last among these papers studied the implementation of continuous-time quantum walks. Another interesting work is the study of decoherence in quantum random walks [12] . It remains to be seen if quantum random walks will prove to be a relevant algorithmic tool that can be realized physically.
The model of continuous-time quantum random walks
Continuous-time quantum random walks was introduced by Farhi and Gutman [9] (see also [3] ). Our treatment will follow more closely the analysis given by Moore and Russell [14] . Here we briefly review their main setup which we will adopt throughout.
Let G = (V, E) be a simple, undirected, connected, k-regular n-vertex graph. Unless otherwise stated, all the graphs considered will be simple, undirected, connected, and regular. Let A be the adjacency matrix of G that is given as
We define the transition matrix H = 1 k A (in some sense, H will be our Hamiltonian). Let the starting vertex of the random walk be some arbitrary but fixed vertex v ∈ V . Let the initial amplitude wave function of the particle be Ψ 0 = e v ∈ C n , i.e., Ψ 0 (x) is 1 if and only if x = v. The the amplitude wave function at time t, is given by Schrödinger's equation, as
This is similar to the model of a continuous-time Markov chain in the classical sense (see [10] ). It is more natural to deal with the Laplacian of the graph, which is defined as L = A − D, where D is a diagonal matrix with entries D ii = deg(v i ). This is because we can view L as the generator matrix that describes an exponential distribution of waiting times at each vertex. But on k-regular graphs, D = 1 k I, and since A and D commute, we get
which introduces an irrelevant phase factor in the wave evolution. The probability function (of the position) of the particle at time t is given by
We remark that for classical random walks, if G is not bipartite, then P t → U , where U is the uniform distribution on V Since H is symmetric, the matrix U t = e iHt is unitary. If λ i , z i are the eigenvalue and eigenvector pairs of H, then e iλ i t , z i are the eigenvalue and eigenvector pairs of U t . Because H is symmetric, there is an orthonormal set of eigenvectors, say
Hence, in order to analyze the behavior of the quantum walk, we follow its wave-like patterns using the eigenvalues and eigenvectors of the unitary evolution U t . To observe its classical behavior, we collapse the wave vector into a probability vector using Equation 4.
Definition 1 A connected, regular graph G = (V, E) has the uniform mixing property if there exists t ∈ R + , such that the wave amplitude function Ψ t of the continuous-time quantum random walk on
A random walk on G is called simple if the transition probability matrix used is H = 1 k A, where A is the adjacency matrix of the k-regular graph G. The walk is called lazy if, at each step, the walk stays at the current vertex with probability 1/2 and moves according to H with probability 1/2. We may adopt the same terminology for quantum random walk although an easy observation shows that they are equivalent modulo a time scaling. The argument is essentially a formalization of Equation 3 by exploiting the commutativity of A and D and ignoring the irrelevant phase factors.
Classical versus quantum walk: a simple example
In this section we give a single example that illustrates the differences between classical discrete random walk, classical continuous-time random walk, and continuous-time quantum random walk. The example concerns a random walk on K 2 .
The adjacency matrix of K 2 is given by A = 0 1 1 0 . Since K 2 is bipartite, a classical simple random walk starting at the first vertex will oscillate between the two states that can be represented by the vectors 1 0 and 0 1 . So the simple random walk will never reach the uniform distribution.
However, the lazy random walk, with transition matrix 1 2 (I + A), will converge to the uniform distribution after a single step.
Let us consider a continuous-time walk with generator matrix Q = −α β α −β . We can view this as a two-state chain where a transition is made after a waiting time that is exponentially distributed with rates α and β from states 1 and 2, respectively (see [10] , page 156). Note that Q has eigenvalues 0, −(α + β) with the following respective eigenvectors β α and 1 −1 . Let P (t) be the matrix with entries p ij (t) = Pr(X(t) = j | X(0) = i) which describes the evolution of the continuous-time walk after t steps. It is known that
which implies P (t) = e tQ . Note that Q can be diagonalized using the following matrix B and its inverse:
Therefore,
The stationary distribution of this two-state chain is obtained by looking at P 11 (t) → β and P 22 (t) → α, as t → ∞. So, for α = β = 1, the uniform distribution is reached only in the limit. Finally, we consider the continuous-time quantum random walk on K 2 . The wave amplitude vector at time t is given by
Thus, collapsing this wave vector to its probability form, we obtain
which reaches the uniform distribution periodically at t = kπ + π/4, for k ∈ Z. So, the continuoustime quantum random walk on K 2 has the uniform mixing property. We will revisit this analysis under more general conditions in Section 5.1.
Circulant Graphs
A matrix A is circulant if its kth row is obtained from the 0th row by k consecutive right-rotations. A graph G is circulant if its adjacency matrix is a circulant matrix. Some examples of circulant graphs include complete graphs and full-cycles. A lovely property of circulant matrices is that they are (unitarily) diagonalizable by the Fourier matrix
where ω = e 2πi/n and V (ω) is the Vandermonde matrix given by
We can verify that F is unitary, i.e., F −1 = F † , since the Vandermonde matrix obeys V (ω) −1 = V (ω −1 ). If C is a circulant matrix whose 0th column vector is f then
This Equation 13 shows that the eigenvalues of a circulant matrix can be obtained by applying the Fourier transform F to the first column vector of C.
5 Classical versus quantum random walks
The complete graph K n
The adjacency matrix of K n is A = J n − I n , where J n is the all-one n × n matrix and I n is the n × n identity matrix. The eigenvalues of 
For j = 0,
, and thus
On the other hand, if j = 0, then (Ψ t ) 0 = 1 n (e it + (n − 1)e −it/(n−1) ). Thus
Notice that to achieve uniformity, for all j = 0, (
Uniformity is possible only if n = 2, 3, 4! In contrast, a classical walk never achieves uniform on K 2 but converges to uniform for all K n , n > 2. We summarize this in the following theorem.
Theorem 1
The continuous-time quantum walk on the complete graph K n has the uniform mixing property if and only if n = 2, 3, 4.
The balanced complete multipartite graphs
Let G be a complete a-partite graph where each partition has b > 1 vertices 1 . Let A be the normalized adjacency matrix of G. Note that A is given by
Using the circulant structure of both matrices, we deduce that the normalized eigenvalues of K a are 1 (once) and − We see that the eigenvalues of A is 1 (once) with the all-one eigenvector 1 ab , − 1 a−1 (with multiplicity a − 1) with the eigenvectors (with lengths ab)
. . .
and the eigenvalue 0 (with multiplicity a(b − 1)) with eigenvectors (with lengths ab)
for k = 1, . . . , b − 1. Thus, the wave amplitude function at time t is given by
The three types of amplitude wave expressions include
for the first entry,
for the next b − 1 entries, and
for the remaining entries.
Collapsing the last type into its probability form, we obtain
This form, at the uniform distribution case, requires
which yields the condition
There are only three legal (integral) cases, namely, a = 1, b = 4 (or K 4 ), a = b = 2 (or K 2,2 ), and a = 4, b = 1 (or K 4 ). The case for the empty graph K 4 is obvious and we know from Theorem 1 that K 4 has uniform mixing. We next consider K 2,2 . The three amplitude expressions obtained are 
Other graphs
Let S n be the group of all permutations on n elements. Let T n be the set of all transpositions on n elements, i.e., permutations that exchanges precisely two elements. It is known that T n generates S n (in fact, one needs only the set of adjacent transpositions, i.e., {(1 2), (2 3), . . . , (n − 1 n)}). The Cayley graph G = X(S n , T n ) is defined on the vertex set of all permutations in S n and (π, τ π) is an edge, for all π ∈ S n and τ ∈ T n . Note that G is a bipartite, connected n 2 -regular graph on n! vertices.
Consider the simplest case of S 3 with elements {e, (1 2), (1 3), (2 3), (1 2 3), (1 3 2)}. The Cayley graph on S 3 is a 6-vertex 3-regular bipartite (connected) graph that is isomorphic to K 3,3 . By Theorem 2, a continuous-time quantum walk on it is not uniform mixing.
Conjecture 1 For any n, the continuous-time quantum walk on the Cayley graph of S n does not have the uniform mixing property.
We have verified that the conjecture is true for S 4 using pedestrian arguments. It is likely that powerful tools from the theory of group representations and characters might illuminate the path to answering the conjecture. It is known that the characters of S n will yield information about the eigenvalues of the adjacency matrix of the Cayley graph. Given this, one could build the set of orthonormal eigenvectors. Unfortunately, there is no known explicit formula that gives all the characters of S n ; only estimates are known for the general case. How one could use these estimates is an interesting open question.
