We study branched covering spaces in several contexts, proving that under suitable circumstances the cover satisfies the same upper curvature bounds as the base space. The first context is of a branched cover of an arbitrary metric space that satisfies Alexandrov's curvature condition CAT(κ), over an arbitrary complete convex subset. The second context is of a certain sort of branched cover of a Riemannian manifold over a family of mutually orthogonal submanifolds. In neither setting do we require that the branching be locally finite. We apply our results to hyperplane complements in several complex manifolds of nonpositive sectional curvature. This implies that two moduli spaces arising in algebraic geometry are aspherical, namely that of the smooth cubic surfaces in CP 3 and that of the smooth complex Enriques surfaces.
Introduction
The purpose of this paper is to establish a basic result in the theory of metric space curvature in the sense of Alexandrov, together with several applications in algebraic geometry. A commonly observed phenomenon is that "taking a branched cover of almost anything can only introduce negative curvature". One can see this phenomenon in elementary examples using Riemann surfaces, and the idea also plays a role in the construction [14] of exotic manifolds with negative sectional curvature. In this paper we work in the maximal generality in which sectional curvature bounds make sense, namely in the comparison geometry of Alexandrov. In this setting we will establish a very strong theorem concerning the persistence of upper curvature bounds in branched covers.
We include examples showing that an important completeness hypothesis cannot be dropped; our examples also disprove several claims in the literature.
A simple way to build a cover Y of a space X branched over ∆ ⊆ X is to take any covering space Y of X − ∆ and define Y = Y ∪ ∆. We call Y a simple branched cover of X over ∆. Our main result (theorem 3.1) states that if X satisfies Alexandrov's CAT(κ) condition and ∆ is complete and convex then the natural metric on Y also satisfies CAT(κ). (When κ > 0 we impose a minor hypothesis on the diameters of X and Y .) See section 2 for a discussion of Alexandrov's criterion and other background; we follow the conventions of the book [4] by Bridson and Haefliger. Most of section 3 is devoted to establishing this theorem. Only partial results can be obtained without the completeness hypothesis, and we give these results together with counterexamples when completeness is not assumed. We also give a local version, theorem 3.6, which allows one to work with branched covers more complicated than the simple sort introduced above, and also avoids any diameter constraints on X and Y . One interesting twist is that one must take ∆ to be locally complete in order to obtain even local results.
The question which motivated this investigation is whether the moduli space of smooth cubic surfaces in CP 3 is aspherical (i.e., has contractible universal cover). The answer is yes, and our argument also establishes the analogous result for the moduli space of smooth complex Enriques surfaces. To prove these claims, we use the fact that each of these moduli spaces is known to be covered by a Hermitian symmetric space with nonpositive sectional curvature, minus an arrangement of complex hyperplanes. In each case the hyperplanes have the property that any two of them are orthogonal wherever they meet. In section 5 we show that such a hyperplane complement is aspherical. We actually prove a more general result, in the setting of a complete simply connected Riemannian manifoldM of non-positive sectional curvature, minus the union H of suitable submanifolds which are mutually orthogonal, complete, and totally geodesic.
The basic idea is to try to apply standard nonpositive curvature techniques like the Cartan-Hadamard theorem to the universal cover N of M =M − H. The fundamental obstruction is that N is not metrically complete. This problem can be circumvented by passing to its metric completionN , but this introduces problems of its own. First there is the issue of how N andN are related. We resolve this by a simple trick that shows that the inclusion N →N is a homotopy equivalence. The second and more central problem is thatN is not a manifold and not even locally compact. In particular, one cannot use the techniques of Riemannian geometry. But it is still a metric space and it turns out to have curvature ≤ 0, in the sense that it satisfies Alexandrov's CAT(0) condition locally. It is then an easy matter to show that N andN are contractible. In summary, to study the topology of the manifold N it turns out to be natural and useful to study the non-manifoldN and use metric-space curvature rather than Riemannian curvature.
The connection between the very general treatment of metric curvature and the applications lies in our study of the curvature ofN . For this it suffices to work locally; the reader should imagine a closed ball B in C n , equipped with some Riemannian metric, minus the coordinate hyperplanes. The metric completion of the universal cover of the hyperplane complement can be obtained by first taking a simple branched cover of B over one hyperplane, then taking a simple branched cover of this branched cover over (the preimage of) the second hyperplane, and so on. If the hyperplanes are mutually orthogonal and totally geodesic then our main theorem may be used inductively to study the curvature of the iterated branched cover. There are some minor technical issues, which we chase down in section 4. Note that the base space in each of the sequence of branched covers fails to be locally compact (except in the first step). This means that the inductive argument actually requires a theorem treating branched covers of spaces considerably more general than manifolds.
I would like to thank Jim Carlson and Domingo Toledo for their interest in this work, and for the collaboration [2] that suggested these problems. I would also like to thank Richard Borcherds, Misha Kapovich and Bruce Kleiner for useful conversations. Finally, I am grateful to Brian Bowditch for pointing out an error in an early version.
Background
Let (X, d) be a metric space. A path in X is a continuous map from a nonempty compact interval to X; its initial (resp. final) endpoint is the image of the least (resp. greatest) element of this interval. We sometimes describe a path as being from its initial endpoint to its final endpoint. When we wish to mention its endpoints but not worry about which is which, we describe the path as joining one endpoint and or with the other. When we speak of a point of a path we mean a point in its image. If γ is a path in X with domain [a, b] then we define its length to be
This is an element of [0, ∞]. We call X a length space and d a path metric if for all x, y ∈ X and all ε > 0 there is a path of length < d(x, y) + ε joining x and y. All of the spaces in this paper are length spaces. An important class of length spaces is that of connected Riemannian manifolds. Given such a manifold M , one defines the 'length' of each piecewise differentiable path in M as a certain integral. Then one defines the distance between two points of M to be the infimum of the 'lengths' of such paths joining them. By the machinery above, this metric assigns a length to every path in M . Happily for the terminology this agrees with the 'length' when the latter is defined. See [4, I.3.15] for details.
A path γ is called a geodesic parameterized proportionally to arclength if there exists k ≥ 0 such that d(γ(s), γ(t)) = k|s − t| for all s and t in the domain of γ. We call γ a geodesic if k = 1. We sometimes regard two geodesics as being the same if they differ only by an isometry of their domains. For example, we use this convention in assertions about uniqueness of geodesics in X. Similarly, we will sometimes refer to the image of γ, rather than γ itself, as a geodesic. Sometimes we will even refer to a path as a geodesic when it is only a geodesic parameterized proportionally to arclength. We say that X is a geodesic space if any two of its points are joined by a geodesic. Most of the spaces in this paper are geodesic. A subset Y of X is called convex (in X) if any two points of Y are joined by a geodesic of X and every such geodesic actually lies in Y .
A triangle T in X is a triple (γ 1 , γ 2 , γ 3 ) of geodesics of X, called the edges of T , such that for each i, the final endpoint of γ i is the initial endpoint of γ i+1 ; the vertex of T opposite γ i is defined to be the common final endpoint of γ i+1 and initial endpoint of γ i−1 . Here, subscripts should be read modulo 3. It is possible for a vertex to be opposite more than one edge; this occurs when an edge of T has length 0. An altitude of T is a geodesic of X joining a vertex of T and a point of an edge opposite it. This terminology does not reduce to the usual notion of an altitude of a triangle in the Euclidean plane when X = R 2 . Since we will not use the classical meaning of the term this should cause no confusion. Now we define the notion of a metric space satisfying a bound on its curvature. This elegant idea of Alexandrov [1] captures much of the flavor of an upper bound on the sectional curvature of a Riemannian manifold, in the setting of much more general metric spaces. The idea is that triangles should be thinner than comparable triangles in some standard space like the Euclidean plane. For each κ ∈ R, let M 2 κ be the (unique up to isometry) complete simply connected Riemannian 2manifold with constant curvature κ. For κ = 0 or κ > 0 this space is R 2 or the sphere of radius 1/ √ κ. For κ < 0 it is the hyperbolic plane equipped with a suitable multiple of its standard metric. If T is a triangle in X then a comparison triangle
κ such that the domains of γ i and γ ′ i coincide for each i. In particular we have ℓ(γ i ) = ℓ(γ ′ i ). Comparison triangles exist unless κ > 0 and T has perimeter > 2π/ √ κ. When they exist they are unique up to isometry unless κ > 0 and T has an edge of length π/ √ κ. We will arrange things later so that we will not need to worry about the existence or uniqueness of comparison triangles. We will follow the usual convention of taking 2π/ √ κ and similar expressions to represent ∞ when κ ≤ 0. This allows many assertions to be phrased more uniformly.
For each i, we say that γ ′ i is the edge of T ′ corresponding to γ i . If p is a point of γ i then the point p ′ associated to p on the edge
Note that a choice of edge containing p is essential for this construction, since p may lie on more than one edge of T . We say that T satisfies CAT(κ) if T has perimeter < 2π/ √ κ and for any two edges α and β of T and points p on α and q on β, we have d(p, q) ≤ d(p ′ , q ′ ). Here p ′ and q ′ are the points of α ′ and β ′ corresponding to p and q and α ′ and β ′ are the edges corresponding to α and β in a comparison triangle for T . We say that X satisfies (or is) CAT(κ) if X is geodesic and every triangle in X of perimeter < 2π/ √ κ satisfies CAT(κ). The intuitive meaning of this condition is that X is "at least as negatively curved" as M 2 κ . We say that X is locally CAT(κ), or has curvature ≤ κ, if each point of X has a convex CAT(κ) neighborhood. Our interest in spaces with curvature bounded above stems from the following very general version of the Cartan-Hadamard theorem, proven by Bridson and Haefliger [4, II.5.1].
Note that part of the conclusion of theorem 2.1 is that the space is geodesic, which is very important and not at all obvious. This statement of the theorem implies the version quoted in the introduction: contractibility follows from the CAT(κ) condition for κ ≤ 0, and if the given metric isn't a path metric then it induces one and the two metrics define the same topology. Another very important theorem in Alexandrov's subdivision lemma, a proof of which appears in [4] .
Theorem 2.2 (Alexandrov) . Let T be a triangle in a metric space, with an altitude α. If T has perimeter < 2π/ √ κ and both of the triangles into which A subdivides T satisfy CAT(κ), then T also satisfies CAT(κ).
Sometimes this is stated with the conditions that the two subtriangles have perimeters < 2π/ √ κ, but we have made this condition a part of the definition of CAT(κ).
Simple branched covers
The purpose of this section is to show that under very general conditions a branched cover satisfies the same upper bounds on curvature as its base space. Our precise formulation of this idea is theorem 3.1. The statement is slightly stronger than the version given in the introduction because it turns out that the completeness of the branch locus is needed for the existence of geodesics but not for the fact that all triangles in the cover satisfy CAT(κ). The other result of this section is a local version of this result, theorem 3.6. Since we do not need this result we will merely state it and give the idea of its proof.
The branched covering spaces we treat here are what we call simple branched covers. The basic idea is very simple: one removes a closed subset ∆ from a length space X, takes a cover of what is left, and then attaches a copy of ∆ in the obvious way. Formally, if X is a length space and ∆ is a closed subset of X then we say that π : Y → X is a simple branched cover of X over ∆ if Y is a length space and π satisfies the following two conditions. First, the restriction of π to Y − π −1 (∆) must be a locally isometric covering map. Second, we require that d(y, z) = d(πy, πz) if at least one of y, z ∈ Y lies in π −1 (∆). It follows from the second condition that the restriction of π to π −1 (∆) is an isometry. We will identify ∆ with its preimage under π and write X and Y for X − ∆ and Y − ∆, respectively. It is easy to see that any simple branched cover is distance non-increasing.
If we are given X and ∆ as above, and Y is any covering space of X = X − ∆, then there is a unique metric on Y = Y ∪ ∆ such that the obvious map π : Y → X is a simple branched cover of X over ∆. This may be constructed as follows. First, each component of X carries a unique path metric under which its inclusion into X is a local isometry. (This uses the fact that ∆ is closed.) Second, each component of Y carries a natural path metric, the unique such metric under which the covering map is a local isometry. Third, for y, z ∈ Y with at least one of them in ∆ we define d(y, z) = d(πy, πz). Finally, if x, z ∈ Y then we define d(x, z) as
One can check that d is a path metric on Y and that π is a simple branched covering. Our main theorem is a sufficient condition for Y to be CAT(κ):
Theorem 3.1. Suppose ∆ is a closed convex subset of a CAT(κ) space X and let π : Y → X be a simple branched cover of X over ∆. If κ > 0 then assume also that Diam( X) < π/2 √ κ and Diam( Y ) < 2π/3 √ κ. Then (i) Every triangle in Y satisfies CAT(κ).
(ii) If ∆ is complete then Y is geodesic and hence CAT(κ).
Example: The completeness condition in (ii) cannot be dropped, because of the following example. Take X to be the set of points (x, y) ∈ R 2 with x ≥ 0 and y > 0, together with the point (1, 0) . Let ∆ be the positive y-axis. Then X is a convex subset of R 2 , hence CAT(0), and ∆ is a closed convex subset of X. The set X = X − ∆ is contractible, so any cover of it is a union of disjoint copies of it. Taking Y to be the cover with 2 sheets, Y is isometric to the upper half plane in R 2 together with the points (±1, 0). There is no geodesic joining these two points, so Y is not a geodesic space. This provides a counterexample to several assertions in the literature, such as [8, 4.3-4.4 ], [10, Lemma 1.1] and [6, Lemma 2.4] .
Example: Although the space Y of the previous example is not geodesic, it still has curvature ≤ 0. The following example shows that even this may fail if ∆ is not complete. We take X to be the set of points (x, y, z) of R 3 whose first nonzero coordinate is positive, together with the origin. That is, X is the union of an open half-space together with an open half-plane in its boundary, together with a ray in its boundary. We take ∆ to be the set of points of X with vanishing xcoordinate, which is the union of the open half-plane and the ray. Then X is a convex subset of R 3 and ∆ is closed and convex in X. As before, any cover of X = X − ∆ is a union of copies of X, and we take Y to be the cover with 2 sheets. Then Y is isometric to the subset of R 3 given by
equipped with the path metric induced by the Euclidean metric. It is easy to see that for each n ≥ 1 the points (±1/n, −1/n, −1/n) are joined by no geodesic of Y . Since every neighborhood of 0 contains such a pair of points, 0 has no geodesic neighborhood.
In the proofs below we will use the following two facts about X. First, geodesics are characterized by their endpoints. Second, geodesics vary continuously with respect to their endpoints, by which we mean that for each ε > 0 there is a δ > 0 such that if d(x, x ′ ) < δ and d(y, y ′ ) < δ for x, y, x ′ , y ′ ∈ X then the geodesic from x to y is uniformly within ε of the geodesic from x ′ to y ′ . These facts follow from the CAT(κ) inequalities and the fact that Diam( X) < π/ √ κ. We will ignore all conditions about perimeters of triangles in Y being less than 2π/ √ κ because we have bounded Diam( Y ) in order to guarantee that all triangles in Y satisfy this condition. We chose the bounds on Diam( X) and Diam( Y ) out of convenience; one could probably weaken them, although most theorems about CAT(κ) spaces require some sort of extra condition when κ > 0. Of course, if Diam( X) < π/3 √ κ then the condition on Diam( Y ) follows automatically. We begin with some elementary properties of geodesics in Y , and then show that under special circumstances they vary continuously with respect to their endpoints.
Under the hypotheses of theorem 3.1, we have the following: (i) If γ is a geodesic of X meeting ∆ and w, z ∈ Y lie over the endpoints of γ, then there is a unique path in Y joining w with z and projecting to γ. (ii) A path in Y projecting to a geodesic of X is the unique geodesic with its endpoints. (iii) If x ∈ Y and y ∈ ∆ then there is a unique geodesic of Y joining them, and it projects to a geodesic of X.
then the set of points of Y that may be joined with x by a geodesic of Y that misses
∆ is open.
Proof: (i) Because ∆ is convex in X, γ meets ∆ in an interval, with endpoints say x and y. There is clearly a unique lift of this interval. If πw = x then by covering space theory the half-open segment of γ from πw to x has a unique lift to Y beginning at w. Similarly, there is a unique lift of the segment from y to πz. It is obvious that these lifts fit together to form a lift of γ.
(ii) This follows from the uniqueness of geodesics in X and the uniqueness of their lifts with specified endpoints in Y , which in turn follows from (i) for geodesics that meet ∆ and from covering space theory for those that do not.
(iii) This follows from (i) and (ii) by lifting a geodesic of X joining πx and πy.
(iv ) Suppose γ is a geodesic of Y from x to z that misses ∆, and that πγ is not a geodesic of X. Consider the homotopy Γ from πγ to the constant path at πx given by retraction along geodesics. Suppose first that Γ meets ∆. Then there is a point y of πγ that is joined with πx by a geodesic β of X that meets ∆. By (i), there is a liftβ of β from x to the pointỹ of γ lying over y. By (ii),β is the unique geodesic of Y with these endpoints. But then the subsegment of γ from x toỹ must coincide withβ, contradicting the fact that γ misses ∆. Now suppose Γ misses ∆. Consider the geodesic δ of X from πx to πz, which is shorter than γ. Since δ is the track of πz, we may regard Γ as a homotopy rel endpoints between πγ and δ. This lifts to a homotopy between γ and a liftδ of δ that joins x and z. Then ℓ(δ) < ℓ(γ), contradicting the hypothesis that γ is a geodesic.
(v ) Suppose γ is a geodesic of Y from x to some point y of Y , and that γ misses ∆. By (iv ), πγ is a geodesic of X. Since geodesics of X depend continuously upon their endpoints, there is an open ball U of radius r > 0 about πy such that the geodesics of X from πx to the various points of U are all uniformly within d(image(γ), ∆) of πγ. By replacing r by a smaller number if necessary, we may also suppose that the open r-ballŨ about y maps isometrically onto its image. Now, if y ′ lies inŨ then consider the homotopy along geodesics from πγ to the geodesic β from x to πy ′ . This misses ∆, so it lifts to a homotopy from γ to a liftβ of β. Considering the length of the track of y, we see that the final endpoint ofβ lies within r of y, so that it must coincide with y ′ . Finally, β is a geodesic by (ii). This shows that every point ofŨ is joined with x by a geodesic that misses ∆. Lemma 3.3. Under the hypotheses of theorem 3.1, suppose x n and y n are sequences in Y converging to points x and y of Y , respectively. Suppose also that for each n there is a geodesic of Y from x n to y n that misses ∆, and let γ n : [0, 1] → Y be a parameterization of this geodesic proportional to arclength. Then there is a geodesic of Y from x to y, and the γ n converge uniformly to (the obvious reparameterization of) it.
Proof: By lemma 3.2(iv ), each πγ n is a geodesic of X. By the continuous dependence of geodesics in X on their endpoints, the πγ n converge uniformly to a (suitably parameterized) geodesic β from πx to πy. We distinguish two cases. First, suppose that β misses ∆. Then there is a unique liftβ of β withβ(0) = x, and this is a (reparameterized) geodesic by 3.2(ii). We claim that the γ n converge uniformly toβ and thatβ(1) = y, so thatβ is the required geodesic. The second claim follows from the first. To see convergence, first choose a constant δ > 0 such that δ < d(image(β), ∆) and such that the open ball of radius δ about x maps isometrically onto its image. By discarding finitely many terms of the sequence, we may suppose that all the x n are within δ of x and that all the πγ n are uniformly within δ of β.
We claim that for each n, the uniform distance between γ n andβ equals the uniform distance between πγ n and β. This clearly implies that the γ n converge uniformly toβ. To see the claim, simply construct the homotopy along geodesics in X from πγ n to β and lift this to a homotopy from γ n to some lift of β, and then argue as in lemma 3.2(v ) that this lift coincides withβ.
On the other hand, suppose that β meets ∆. Then parts (i) and (ii) of lemma 3.2 show that there is a unique liftβ of β withβ(0) = x andβ(1) = y, and that this is a (reparameterized) geodesic of Y . We must show that the γ n converge uniformly toβ. Let u (resp. w) be the least (resp. greatest) element of [0, 1] whose image under β lies in ∆. It is easy to see that the γ n converge uniformly toβ on [u, w]. (One just uses the fact that the distance between an element of Y and an element of ∆ ⊆ Y coincides with the distance between their projections.) From this and the fact that the γ n are all parameterized proportionally to arclength, one obtains the following slightly stronger statement: for each ε > 0 there exist an N and a δ > 0 such that for all n > N and
Therefore it suffices to prove that for all δ > 0, the γ n converge uniformly on [0, u − δ] and on [w + δ, 1]. Since the images of these intervals under β are disjoint from ∆ we can use the same argument as in the case that β missed ∆.
Proof: We write T for the triangle, and represent the edge in ∆ as A : [0, 1] → ∆, a geodesic parameterized proportionally to arclength. Let a be the vertex of T opposite A, and for t ∈ [0, 1] let B t be the geodesic from a to A(t), parameterized proportionally to arclength. In particular, the edges of T are A, B 0 and B 1 . Let T ′ be a comparison triangle in M 2 κ for T , and suppose that p and q are points of given edges of T . Let p ′ and q ′ be the corresponding points of the corresponding edges of T ′ , and let
where we have used the definition of a simple branched cover, the fact that X is CAT(κ), and the fact that T ′ is a comparison triangle for πT as well as for T . Now we consider the case in which neither p nor q is given as lying on A. To avoid trivialities we suppose that they lie on different edges of T , so we may suppose that p lies on B 0 and q on B 1 . The obvious idea is to construct the geodesic in X joining x 0 = πp with x 1 = πq, and then lift it to a geodesic of Y . The problem is that while we may always lift the geodesic, there is no guarantee that the lift will join p and q. We will circumvent this problem by joining x 0 to x 1 by a path α that may fail to be a geodesic, but will have length ≤ k. Our path will have the virtue of lying in the 'surface' S swept out by the geodesics πB t , which will allow us to lift it to a path from p to q. By the continuous dependence of geodesics on their endpoints, (t, z) → πB t (z) is continuous on [0, 1] × [0, 1], and so S is compact.
We will need some "comparison complexes"K n as well as the comparison triangle T ′ . For 0 ≤ t ≤ u ≤ 1 we define T (t, u) to be the triangle with edges B t , B u and A| [t,u] . For each n = 0, 1, 2, . . . we let D n be the set of dyadic rational numbers in [0, 1] of the form t n,i = i/2 n . For each i = 1, . . . , 2 n we defineT n,i to be the comparison triangle in M 2 κ for T (t n,i−1 , t n,i ). We writeB − n,i andB + n,i for the edges ofT n,i corresponding to B t n,i−1 and B t n,i ,Ā n,i for the edge corresponding to A| [t n,i−1 ,t n,i ] , andā n,i for the vertex corresponding to a. We takeŪ n,i to be the convex hull ofT n,i in M 2 κ . Finally, we defineK n as the union of disjoint copies of theŪ n,i , subject to the identification of the the segmentB + n,i inŪ n,i withB − n,i+1 inŪ n,i+1 , in such a way thatā n,i is identified withā n,i+1 , for each i = 1, . . . , 2 n − 1. In short,K n is a 'fan' of 2 n triangular pieces cut from M 2 κ , although some of these pieces may degenerate to segments. We equipK n with its natural path metric. The pathsĀ n,i in theŪ n,i fit together to form a pathĀ n : [0, 1] →K n . The verticesā n,i are identified with each other, resulting in a single pointā n ofK n . If t ∈ D n then we letB t n : [0, 1] →K n be the geodesic fromā n toĀ n (t), parameterized proportionally to arclength. These paths, together withĀ n , form the '1-skeleton' ofK n .
We claim thatĀ n is a geodesic ofK n for all n. Otherwise, a simple application of the CAT(κ) property of X would show that πA failed to be a geodesic. We use this to deduce that points of the '1-skeleton' ofK n are at least as far apart as the corresponding points ofK n+1 . To make this precise, observe that if t ∈ D n then πB t andB t n have the same length. Therefore to each point x of πB t we may associate a pointx ofB t n and vice-versa. The relationship is d X (πa, x) = dK n (ā n ,x). If t also lies in D m then we can identifyB t n withB t m in a similar way. We claim that if u and w lie in D n−1 and b and c are points onB u n−1 andB w n−1 , with corresponding points β and γ onB u n andB w n , then
To prove this it suffices to treat the case in which u and w are consecutive elements of D n−1 . SinceĀ n | [u,w] is a geodesic, we may consider the geodesic triangle inK n with this edge together withB u n andB w n . This satisfies CAT(κ) because we may subdivide it along the altitudeB v n (where v = (u + w)/2), into two triangles which are pieces of M 2 κ and therefore obviously CAT(κ). Furthermore, as a comparison triangle we may take the triangle inK n−1 bounded byĀ n−1 | [u,w] , B u n−1 andB w n−1 , since this triangle is also a piece of M 2 κ . Then (3.1) follows immediately. We write D = ∪D n for the set of all dyadic rational numbers in [0, 1]. We will use theK n to construct a point x u on πB u for each u ∈ D. Then we will string the x u together to build the path α. We have already defined x 0 = πp and x 1 = πq. We will sometimes write x n,i for x i/2 n , so we have just defined x 0,0 = x 0 and x 0,1 = x 1 . Supposing that all the x n−1,i have been defined, we define the x n,j as follows. We have already defined the x n,j for even j, namely x n,j = x n−1,j/2 . If j is odd then take u = (j − 1)/2 n , v = j/2 n and w = (j + 1)/2 n , and consider the pointsx u andx w ofK n that lie onB u n andB w n and correspond to x u and x w . We construct the geodesic ofK n joiningx u andx w , and letx v be any point ofB v n that it meets. Such an intersection point exists by the construction ofK n . (Typically, there will be a unique intersection point, but this can fail if one ofT n,j andT n,j+1 degenerates to a segment.) We take x v to be the point of πB v corresponding tox v .
For each n we writex n,i for the point ofB u n corresponding to x u , where u = i/2 n . (In particular,x n,i andx n+1,2i are points of different spaces, but both correspond to x u .) Consider the sum
We claim that k n ≤ k n−1 . To see this, observe that k n = i=2,4,...,2 n dK n (x n,i−2 ,x n,i ) because of the construction of the x n,i for odd i. By (3.1), when i is even we have
and k n ≤ k n−1 follows. We immediately obtain k n ≤ k 0 = k for all n. By applying the CAT(κ) inequality for X we see that for all n,
It follows immediately that if u 0 , . . . , u j is any increasing sequence of dyadic rationals, then
We are now ready to string the x u 's together into a path. There is a technical complication, which we will work around in the next few paragraphs. Specifically, the map u → x u might not be continuous on D. This can happen if some of the comparison trianglesT n,i are degenerate. However, if t ∈ (0, 1] then as the u ∈ D approach t from the left, the x u do converge to a limit L(t). Similarly, if t ∈ [0, 1) then as the u ∈ D approach t from the right, the x u converge to a limit R(t). We will treat L(t); the discussion of R(t) is similar. Certainly there is some sequence u i of dyadic rationals approaching t from below, such that the x u i converge, since the x u all lie in the compact set S. We will call this limit L(t). Now we show that if u ′ j is any sequence in D approaching t from below then the x u ′ j converge to L(t). For otherwise we could suppose (by passing to a subsequence) that the x u ′ j converge to some other other limit. Then by interleaving terms of the sequences u i and u ′ j we could violate (3.3) . This establishes the existence of the left and right limits L(t) and R(t). It is obvious that L(t) and R(t) lie on πB t . For completeness we define L(0) = x 0 and R(1) = x 1 .
Next, we claim that if t 1 , t 2 , . . . is an increasing sequence in [0, 1] with limit t, then L(t) = lim n→∞ R(t n ). If this failed then there would be such a sequence that converged to some point other than L(t). But then for each n we could choose u n ∈ D such that t n < u n < t n+1 and d(x u n , R(t n )) < 1/n. Then the x u n would converge to a point other than L(t), while the u n approach t from below, a contradiction. A symmetric argument shows that if t 1 , t 2 , . . . is a decreasing sequence with limit t then R(t) = lim n→∞ L(t n ).
Our path α will pass through all the points L(t) and R(t) in order. To accomplish this, we define for t ∈ (0, 1] the quantity
4)
where the supremum is over all increasing sequences 0 = t 0 < · · · < t n = t. For completeness we define l − (0) = 0. Then for t ∈ [0, 1] we define l + (t) = l − (t) + d(L(t), R(t)). To motivate these definitions, we mention that the length of the subpath of α from x 0 to L(t) (resp. R(t)) will be l − (t) (resp. l + (t)). It is obvious that if t < t ′ then l − (t) ≤ l + (t) ≤ l − (t ′ ) ≤ l + (t ′ ). Furthermore, l = l + (1) satisfies l ≤ k. To see this, consider an increasing sequence 0 = t 0 < · · · < t n = 1 such that d(L(t 0 ), R(t 0 )) + d(R(t 0 ), L(t 1 )) + · · · + d(L(t n ), R(t n )) approximates l. We may approximate each t i (except t 0 ) by a dyadic rational u i smaller than t i , and each t i (except t n ) by a dyadic rational v i larger than t i . We may do this in such a way that the sequence 0, v 0 , u 1 , v 1 , . . . , u n−1 , v n−1 , u n , 1 is increasing. Then the u i approximate the L(t i ) and the v i approximate the R(t i ). It follows that
approximates l, and then l ≤ k follows from (3.3). Finally, we claim that if t ∈ (0, 1] then l − (t) = sup t ′ <t l + (t ′ ) and if t ∈ [0, 1) then l + (t) = inf t ′ >t l − (t ′ ). This follows from the relationship between the L(t) and the R(t), together with the fact that l is finite. Now we build α. One can check that there is a unique function α : [0, l] → X such that for each t ∈ [0, 1] the restriction of α to [l − (t), l + (t)] is the geodesic from L(t) to R(t). It follows from the relations between the L(t) and the R(t) that α is continuous, and from the definitions of l ± (t) that α is parameterized by arclength. In particular, ℓ(α) = l ≤ k. Finally, α lies in S since L(t) and R(t) lie on πB t for each t. Now we will lift α to Y . Suppose first that α misses ∆. If a point x of α lies on πB t , then the subsegment of πB t from πa to x misses ∆, for otherwise to convexity of ∆ would force x ∈ ∆. We may regard the retraction of α along geodesics to πa as a homotopy rel endpoints between α and the path β which travels along πB 0 from x 0 to πa and then along πB 1 from πa to x 1 . Of course β lifts to a pathβ from p to q, and since the homotopy misses ∆ it may also be lifted. Therefore there is a liftα of α from p to q, with length l ≤ k, as desired. On the other hand, if α meets ∆ then the lifting is even easier. One definesα onα −1 (∆) in the obvious way, and then one defines the rest ofα by lifting each component of α −1 ( X − ∆) however one desires, subject to the conditionsα(0) = p andα(l) = q.
Lemma 3.5. At most one geodesic joins any two given points of Y .
Proof: Suppose x, y ∈ Y ; we claim that there is at most one geodesic joining them. If either x or y lies in ∆ then lemma 3.2(iii) applies. If they are joined by a geodesic missing ∆ then its uniqueness follows from lemma 3.2(iv ) and (ii). So it suffices to consider the case with x, y ∈ Y such that every geodesic joining them meets ∆. Let γ and δ be two such geodesics, meeting ∆ in points c and d respectively; we will prove γ = δ. The (unique) geodesic triangle with vertices x, c and y satisfies CAT(κ) by lemma 3.4. So does the geodesic triangle with vertices y, c and d.
We now apply Alexandrov's subdivision lemma to the 'bigon' formed by γ and δ. Taking T to be the triangle with edges δ and the subsegments of γ joining c to each of x and y, and the altitude to be the geodesic joining c and d, we see that T satisfies CAT(κ). Since ℓ(γ) = ℓ(δ), the comparison triangle degenerates to a segment, and the CAT(κ) inequality immediately implies γ = δ.
The proofs of the two parts of theorem 3.1 are independent of each other. Proof of theorem 3.1(i): Cases (A)-(G) below show that various sorts of triangles in Y satisfy CAT(κ). These constitute a proof because every triangle is treated either by case (A) or by case (G). In each case T is a triangle with vertices A, B and C. For two points P and Q of Y that are joined by a geodesic we write P Q for the geodesic joining them. For three points P , Q and R of Y , any two of which are joined by a geodesic, we write △P QR for the geodesic triangle with edges P Q, QR and RP . Figure 3 For each fixed P the map is lipschitz as a function of s, with lipschitz constant Diam(T ). It follows that Γ is jointly continuous in P and s. The fact that T satisfies CAT(κ) now follows from a standard subdivision argument, like that of [12, p. 328 ].
(B) Suppose that the only altitude from A meeting ∆ is AB. If B = C then T degenerates to a segment (by the uniqueness of geodesics) and therefore automatically satisfies CAT(κ). If B = C then arguing as in the previous case we see that each point P of BC is joined with A by a geodesic. We choose a sequence of points B n of BC − {B} approaching B. For each n, △AB n C satisfies CAT(κ) by case (A). By lemma 3.3, the geodesics AB n converge uniformly to AB. As a uniform limit of triangles that satisfy CAT(κ), △ABC does also.
(C) Suppose ∆ contains two vertices of T . This is lemma 3.4. (D) Suppose ∆ contains a vertex of T and also a point of an opposite side. Then there is a geodesic joining these points, by lemma 3.2(iii). Subdivide T along this altitude and apply case (C) to each of the resulting triangles.
(E) Suppose ∆ contains a vertex (say B) of T . If AC meets ∆ then apply the previous case. So suppose AC misses ∆ and consider the set of points P of BC that are not joined to A by a geodesic that misses ∆. This set is closed by lemma 3.2(v ) and nonempty because it contains B; we let B ′ be a point of this set closest to C. Since B ′ = C there is a sequence of points in the interior of B ′ C approaching B ′ , each of which is joined with A by a geodesic missing ∆. By lemma 3.3, there is a geodesic AB ′ . By the construction of B ′ , AB ′ meets ∆. Subdivide T along this altitude and apply case (B) to △AB ′ C and case (D) to △ABB ′ , which of course reduces in turn to two applications of case (C).
(F) Suppose ∆ contains a point of T . By lemma 3.2(iii) there is a geodesic joining this point with a vertex opposite it. Subdivide T along this altitude and apply case (E) to each of the resulting triangles.
(G) Suppose an altitude of T meets ∆. Subdivide T along this altitude and apply case (F) to each of the resulting triangles.
Proof of theorem 3.1(ii):
Suppose that ∆ is complete; we must show that Y is geodesic. In light of lemma 3.2(iii) it suffices to show that any two points x, z of Y are joined by a geodesic. We write D for d(x, z). Suppose first that there exists a sequence y i in ∆ such that the sequence d(x, y i ) + d(y i , z) converges to D. Then for each i there is a geodesic α i (resp. β i ) from x (resp. z) to y i and we write a i (resp. b i ) for its length. By passing to a subsequence we may suppose that the a i converge to a limit, say a. Then the b i converge to b = D − a. Since neither x nor z lies in the closed set ∆, the a i and b i are bounded away from 0, so a > 0 and b > 0. We will show that the y i form a Cauchy sequence.
We let δ > 0 be sufficiently small, by which we mean that δ < a, δ < b, a + δ < π/2 √ κ and b + δ < π/2 √ κ. This is possible because each a i and b i , hence each of a and b, is bounded above by Diam( X) < π/2 √ κ. For such δ, let Y δ = { y i | |a i − a| < δ and |b i − b| < δ }. Now suppose y i , y j ∈ Y δ and let γ be the geodesic joining them. Since γ lies in ∆, the geodesic triangle formed by α i , α j and γ satisfies CAT(κ), by lemma 3.4. Similarly, the triangle formed by β i , β j and γ also satisfies CAT(κ). We will show that if γ were very long then its midpoint would be problematic. Let A be a closed annulus in M 2 κ with inner radius a − δ and outer radius a + δ. The conditions we have imposed on δ guarantee that the inner radius is positive and (if κ > 0) that A lies in an open hemisphere. Let f (δ) be the maximum of the lengths of geodesic segments of M 2 κ that lie entirely in A. We observe that f (δ) tends to 0 as δ does. Also, given any geodesic of M 2 κ with length > 2f (δ) and endpoints in A, its midpoint does not lie in A and hence lies at distance < a from the center of A. (By 'the' center of A when κ > 0 we mean the center closer to A.) We define g(δ) in a similar way, with b in place of a. Now, if γ were longer than max(2f (δ), 2g(δ)), then by the CAT(κ) inequalities its midpoint y ′ would satisfy d(x, y ′ ) < a and d(y ′ , z) < b, a contradiction of the fact that d(x, z) = a + b.
We have shown that any two elements of Y δ have distance bounded by max(2f (δ), 2g(δ)). Since this bound tends to 0 as δ does, the y i form a Cauchy sequence and hence converge. Since the limit lies in ∆, there are geodesics joining it with x and with z. Concatenating these yields the required geodesic. Now suppose that there is no such sequence y i . Then there is a positive number k such that d(x, y) + d(y, z) > D + k for all y in ∆, and there is also a sequence of paths in Y from x to z with lengths tending to D. From the first of these facts we deduce that no path from x to z of length < D + k meets ∆. So let γ : [0, 1] → Y be a path from x to y of length < D + k and let U be the set of t ∈ [0, 1] for which there is not only a geodesic of Y from x to γ(t) but even one that misses ∆. The theorem follows because U contains 0 and is open (lemma 3.2(v )) and closed. To see that it is closed, let a sequence t i in U converge to a point t of [0, 1], and let β i be a geodesic from x to γ(t i ) that misses ∆. By lemma 3.3, the β i converge to a geodesic β from x to γ(t). The concatenation of β and γ| [t,1] has length bounded by that of γ, which is less than D + k. It follows that the concatenation does not meet ∆. In particular, β misses ∆ and hence t ∈ U .
Example: In some circumstances one can show that a branched cover is CAT(κ), even when the branch locus is not complete. To illustrate this, we take X to be the open unit ball in R 3 and ∆ to be a diameter. With Y as the universal cover of X = X − ∆, we can deduce that Y = Y ∪ ∆ is geodesic, even though ∆ is not complete. One simply takes∆ to be the metric completion of ∆,X = X ∪∆, and considers the the branched cover ofX over∆, where X =X −∆ is the same as before, Y is the universal cover of X, andȲ = Y ∪∆. That is, we add the endpoints of the diameter, then remove them along with the diameter, take the cover as before, and then glue the diameter and its endpoints back in. Theorem 3.1 shows thatȲ is CAT(0). Then, as an open ball in the CAT(0) spaceȲ , Y is convex and hence also CAT(0).
We now present a local form of theorem 3.1. The main new feature is that the projection map Y → X is no longer required to be 1-1 on the branch locus. It also allows us to dispense with the explicit diameter bounds for X and Y . We say that a metric space ∆ is locally complete if each of its points has a neighborhood whose closure is metrically complete. This is equivalent to ∆ being an open subset of its completion. The pathological local properties of the second example following theorem 3.1 stem from the fact that the branch locus used there is not locally complete. If X is a metric space and ∆ ⊆ X then we say that ∆ is locally convex (in X) if each point has a neighborhood V such that V ∩ ∆ is convex in X.
Theorem 3.6. Suppose X is a metric space of curvature ≤ κ for some κ ∈ R, and that ∆ is a locally convex, locally complete subset of X. Suppose Y is a metric space and that π : Y → X has the following properties. First, each element of∆ = π −1 (∆) has a neighborhood V such that π| V is a simple branched cover of its image π(V ), over π(V ) ∩ ∆. Second, π is a local isometry on Y = Y −∆. Then Y has curvature ≤ κ.
We omit the proof because we do not need the result and the argument is a straightforward application of theorem 3.1 and the idea used in the example above.
Iterated branched covers of Riemannian manifolds
In this section we define precisely what we mean by a branched cover which is locally an iterated branched cover of a manifold over a family of mutually orthogonal totally geodesic submanifolds. Then we show that such a branched cover satisfies the same upper bounds on local curvature as the base manifold. We prove this only in the case of nonpositive curvature, but we indicate what else is needed in the general case.
We say that a collection S 0 of subspaces of a real vector space A is normal if the intersection of any k ≥ 1 members of S 0 has codimension 2k. This means that each subspace has codimension 2 and that they are as transverse as possible to each other. The basic example is a subset of the coordinate hyperplanes in C n , with A being the underlying real vector space. This is essentially the only example, in the following sense. If S 1 , . . . , S n are the elements of S 0 then we may introduce a basis w 1 , . . . , w m , x 1 , y 1 , . . . , x n , y n of A such that each S i is the span of w 1 , . . . , w m and those x j and y j with j = i. We will write S for the union of the elements of S 0 . Now suppose H 0 is a family of immersed submanifolds of a Riemannian manifoldM with union H. We say that H 0 is normal at x ∈M if there is a family S 0 of orthogonal subspaces of T xM that are normal in the sense above and have the following property. We require that there be an open ball U about 0 in T xM which the exponential map exp x carries diffeomorphically onto its image V , such that V ∩ H = exp x (U ∩ S), and such that exp(S ∩ U ) is a convex subset of V for each S ∈ S 0 . We say that H 0 is normal if it is normal at each x ∈M . In this case, each element of H 0 is totally geodesic, distinct elements of H 0 meet orthogonally everywhere along their intersection, and each self-intersection of an element of H 0 is also orthogonal. Let x ∈M , U , V , S and H be as above, and write S 1 , . . . , S n for the elements of S 0 . Then
the first two isomorphisms are obvious and canonical, and the last follows from the explicit description of S 0 given above. That is, T xM − S is a product of n punctured planes and a Euclidean space. We choose generators σ 1 , . . . , σ n for π 1 (T xM − S) by taking a representative for σ i to be a simple circular loop that links S i but none of the other S j . We say that a connected covering space of T xM − S is standard if the subgroup of Z n to which it corresponds is generated by σ d 1 1 , . . . , σ d n n for some d 1 , . . . , d n ∈ Z. We apply the same terminology to the corresponding cover of V − H. In particular, the universal cover is standard. An arbitrary covering space of V − H is called standard if each of its components is. Now supposeM is a Riemannian manifold and H 0 is a normal family of immersed submanifolds. We write M forM − H. If π : N → M is a covering space then we say that N is a standard cover of M if for each x ∈M with V as above, π : π −1 (V − H) → V − H is a standard covering in the above sense. In this case, we takeN to be a certain subset of the metric completion of N : those points of the completion which map to points ofM under the completion of π. In particular, ifM is complete thenN is the completion of N . We writeπ for the natural extensionN →M of π, and we say that this map is a standard branched covering ofM over H 0 .
The simplest example of a standard branched cover is whenM = C n , H 0 is the set of coordinate hyperplanes, M is their complement and π : N → M is the covering space with N = C n − H and π : (z 1 , . . . , z n ) → (z d 1 1 , . . . , z d n n ). The generalization to the case of locally infinite branching requires the more complicated discussion in terms of metric completions of covering spaces. It is also possible that different components of the preimage of V − H are inequivalent covering spaces of V − H. This can happen when N → M is an irregular cover.
We will need the following two general lemmas, whose proofs should be skipped on a first reading. The first simplifies the task of establishing local curvature conditions and the second says that one may often ignore the added points when taking a metric completion of a length space. is finite for all y, z ∈ Y , so that (Y, δ) is a length space. Suppose also that (Y, δ) is CAT(κ) for some κ ∈ R. Then any point of the interior of Y admits a neighborhood which is convex in X and also CAT(κ).
Proof: We will define three open balls; all are balls with respect to the metric d, rather than δ. Suppose x lies in the interior of Y and that U is an open ball centered at x and lying in Y . Let r be the radius of U , and let V be the open ball with center x and radius r/2. A simple argument shows that d(y, z) = δ(y, z) for all y, z ∈ V . Let W be the open ball with center x and radius r ′ = min(r/4, π/ √ κ). Any two points y, z of W are joined by a path γ in Y that is a geodesic with respect to δ. Now, γ lies in V by the triangle inequality, so γ is also a geodesic with respect to d, and d(x, t) = δ(x, t) for all points t of γ. By the CAT(κ) inequality in (Y, δ), applied to a triangle obtained by joining y and z to x with geodesics, we see that δ(x, t) < r ′ for all t. This shows that γ lies in W . Since the same argument applies to every geodesic of X joining y and z, we see that W is convex in X. Since d and δ coincide on W , W is CAT(κ).
We say that the interior of a path γ with domain [a, b] lies in a subset Z of X if γ((a, b)) ⊆ Z.
Lemma 4.2. Let X be a length space with metric d and let X be its metric completion. For any x, y ∈ X there are paths joining x and y with interiors in X and lengths arbitrarily close to d(x, y). Furthermore, the intersection of X with any open ball in X is path-connected.
Proof: Choose a sequence of points x i ∈ X that tend to x, such that d(x i , x i+1 ) < ∞. By choosing short paths in X joining each x i to x i+1 and concatenating them, we obtain an open path γ : [0, 1) → X of finite length, which can be extended to [0, 1] by defining γ(1) = x. The extension is continuous because γ has finite length. By taking subpaths of γ we see that for all ε > 0 there is a path of length < ε from some point x ′ of X to x, with interior in X. The same result holds with y in place of x. Given ε > 0, choose such paths of lengths < ε/4. Then x ′ and y ′ may be joined by a path in X of length < d(x, y) + 2ε/4. Putting the three paths together establishes the first claim. Now suppose U ⊆ X is the open ball of radius r and center x, and that y, z ∈ U ∩ X. By the above, there are paths from y and z to x with lengths < r and interiors in X. These paths obviously lie in U . If y ′ and z ′ are points in U ∩ X on these paths at distance < r/2 from x, then they may be joined by a path in X of length < r. Such a path lies in U by the triangle inequality. We have joined y to y ′ , y ′ to z ′ and z ′ to z by paths in U ∩ X, establishing the second claim. Remark: For a global version of this result see theorem 5.1.
Proof: We will write H forπ −1 (H). Letx ∈N , x =π(x), and let U , V , S 0 and S be as in the definition of the normality of H 0 at x. We may suppose without loss of generality that S 0 = ∅. Let r be the common radius of U and V . Without loss of generality we may take r small enough so that V and all smaller balls centered at x are convex inM . We write S 1 , . . . , S n for the elements of S 0 , and T i for exp x (U ∩ S i ) ⊆ V . We choose 0 < r ′ < r such that the orthogonal projection maps from the closed r ′ -ball B about x to the T i are well-behaved. By this we mean that for each i, there is a fiberwise starshaped (about 0) set in the restriction to T i ∩ B of the normal bundle of T i , which is carried diffeomorphically onto B by the exponential map. The orthogonal projection maps B → B ∩ T i are then obtained by applying the inverse of this diffeomorphism followed by the natural projection of the normal bundle to T i . These maps will not be used until late in the proof.
For t ∈ [0, 1] and p ∈ V let t.p denote the point in V on the radial segment from x to p at distance t · d(x, p) from x. Then the radial homotopy Γ : [0, 1] × V → V given by (t, p) → (1 − t).p is a deformation retraction of V to {x}. Observe that if p ∈ V − H then t.p also lies in V − H for all t = 0. We may therefore lift Γ| [0,1)×(V −H) to an 'open homotopy' [0, 1) × π −1 (V − H) → π −1 (V − H) in the obvious way. This is a lipschitz map and therefore extends to a homotopy Γ : [0, 1] ×π −1 (V ) →π −1 (V ). We call this the radial homotopy; its tracks are geodesics ofN and project to radial segments of V .
The first consequence of this analysis is thatπ −1 (V ) is the union of the open r-balls about the points ofπ −1 (x). The second consequence is that distinct preimages of x lies at distance ≥ 2r from each other. For a path of length < 2r between two preimages would lie inπ −1 (V ) and then the deformation retraction ofπ −1 (V ) toπ −1 (x) shows that the endpoints of the path coincide. This implies that the open r-ball V aboutx is a component ofπ −1 (V ), and therefore the restriction of π to V − H is a covering map. We note that V − H is connected, by lemma 4.2. The radial homotopy also shows that the closed r ′ -ball B aboutx is the preimage in V of B, that B is path-connected, and that for allỹ,z ∈ B, δ(ỹ,z) = inf ℓ(γ) γ a path in B joiningỹ andz is finite. Finally, since V − H is connected, the radial homotopy shows that B − H is also connected.
To show thatx admits a convex CAT(κ) neighborhood it suffices by lemma 4.1 to show that ( B, δ) is CAT(κ). We will prove this by realizing B as an iterated simple branched cover of B. We let σ 1 , . . . , σ n denoted generators for G = π 1 (B − H) = π 1 (T xM − S) ∼ = Z n of the sort discussed above. Since π : N → M is a standard covering, there are d 1 , . . . , d n ∈ Z such that the subgroup of G associated to the covering B − H → B −H is generated by σ d 1 1 , . . . , σ d n n . For each k = 0, . . . , n, let G k be the subgroup generated by σ d 1 1 , . . . , σ d k k , σ k+1 , . . . , σ n . We let B k be the metric completion of the cover of B − H associated to G k , equipped with the natural path metric. Then B k is the standard branched cover of B, branched over the T i ∩ B, with branching indices d 1 , . . . , d k , 1, . . . , 1.
In particular, B 0 = B and B n = ( B, δ).
We write p k for the natural projection B k → B obtained by extending the covering map to a map of metric completions. Because G k+1 ⊆ G k , there is a covering map B k+1 − p −1 k+1 (H) → B k − p −1 k (H) whose completion q k+1 : B k+1 → B k satisfies p k • q k+1 = p k+1 . For each k = 0, . . . , n − 1 we let ∆ k = p −1 k (T k+1 ). We will show that q k+1 is a simple branched covering map with branch locus ∆ k , for each k = 0, . . . , n − 1.
First we claim that q k+1 carries q −1 k+1 (∆ k ) bijectively to ∆ k and is a covering map on the complement of q −1 k+1 (∆ k ). To see this, observe that B is bilipshitz to the metric product A 1 × · · · × A n × D of n closed Euclidean disks and a closed Euclidean ball, such that T i ∩ B is identified with the set of points in the product whose ith coordinate is the center (say 0) of A i . This identifies each B k with A 1 × · · · × A k × A k+1 × · · · × A n × D, where A j is the metric completion of the d j -fold cover of A k − {0} (or the universal cover if d j = 0). The metric completion of this cover of A j − {0} is obtained from the cover by adjoining a single point, which lies over 0. Then q k+1 : B k+1 → B k is given by the branched cover A k+1 → A k+1 and the identity maps on A 1 , . . . , A k , A k+2 , . . . , A n , and D. The claim is now obvious. Now we show that q k+1 is a local isometry away from q −1 k+1 (∆ k ). Ifỹ ∈ B k+1 − q −1 k+1 (∆ k ) then by the previous paragraph there is an s > 0 and a neighborhood E ofỹ such that q k+1 carries E homeomorphically onto its image, which is the s-ball about q k+1 (ỹ). It is then easy to see that q k+1 carries the open (s/2)-ball aboutỹ isometrically onto its image.
To complete the proof that q k+1 is a simple branched cover, we need only show that d(ỹ,z) = d(y, z), whenỹ,z ∈ B k+1 have images y and z under q k+1 and at least one of y and z lies in ∆ k . Without loss of generality we may take z ∈ ∆ k , and by continuity it suffices to treat the case y / ∈ ∆ k . It is obvious that d(y, z) ≤ d(ỹ,z). To see the converse, let γ i be a sequence of paths in B k from y to z, with interiors in B k − ∆ k and lengths approaching d(y, z). This is possible by lemma 4.2. By lifting each path except for its final endpoint, and extending using completeness, we obtain pathsγ i fromỹ to points of B k+1 lying over z, with the same lengths as the γ i . By the injectivity of q k+1 on q −1 k+1 (∆ k ), all of these are paths fromỹ toz, establishing the claim. In order to use theorem 3.1 inductively, we will need to know that ∆ k is a convex subset of B k . We will use the orthogonal projections introduced earlier. Each of these projections B → B∩T j may be realized by a deformation retraction along geodesics. The retraction is distance non-increasing, since each T j is totally geodesic andM has sectional curvature ≤ 0. Because T 1 , . . . , T k−1 are totally geodesic and orthogonal to T k , the track of the deformation retraction to T k starting at a point outside T 1 ∪ · · · ∪ T k−1 misses T 1 ∪ · · · ∪ T k−1 entirely. Therefore the deformation lifts to a deformation retraction of
. This extends to a distance nonincreasing retraction B k → ∆ k , which we will also call an orthogonal projection. Now we prove by simultaneous induction that B k is CAT(κ) and that ∆ k is convex in B k . The fact that B 0 = B is CAT(κ) follows from its convexity in V and the fact that V is CAT(κ), which in turn follows from the proof of [15, theorem 12] . That theorem asserts that simply connected complete Riemannian manifolds of sectional curvature ≤ κ are CAT(κ), but the proof shows that the completeness condition may be replaced by the weaker condition that the manifold be geodesic. The convexity of ∆ 0 = T 1 ∩ B in B follows from the convexity of T 1 in V . Now the inductive step is easy. If B k is CAT(κ) and ∆ k is convex in B k then B k+1 is CAT(κ) by theorem 3.1. In particular, geodesics in B k+1 are unique. Then if γ is a geodesic of B k+1 with endpoints in ∆ k+1 , the orthogonal projection to ∆ k+1 carries γ to a path of length ≤ ℓ(γ) with the same endpoints. By the uniqueness of geodesics, γ lies in ∆ k+1 , so we have proven that ∆ k+1 is convex in B k+1 . The theorem follows by induction.
Remark:
We indicate here the additional work required to prove the theorem when κ > 0. A minor point is that one should take r < π/4 √ κ, so that all of the B k have diameters < π/2 √ κ. A more substantial change is required where we used the fact that the orthogonal projection maps B → B ∩ T j are distance non-increasing, because this fails in the presence of positive curvature. All that is important here is that the length of a path in B with endpoints in T k does not increase under projection to T k . Even this is not true, but we only need the result for paths of length < 2r. One should choose r ′ small enough so that any path in B of length < 2r with endpoints in T k grows no longer under the projection to T k . Presumably this can be done but I have not checked the details. Theorem 4.3 has been widely believed, but ours seems to be the first proof. The theorem overlaps partly with theorem 5.3 of [5] , which considers locally finite branched covers of Riemannian manifolds over subsets considerably more complicated than mutually orthogonal submanifolds. Unfortunately there is a gap in the proof of that theorem which I do not know how to bridge (lemma 5.7 does not seem to follow from lemma 5.6). Nevertheless I regard the 'infinitesimal' CAT(κ) condition (condition 3 of theorem 5.3) as very natural, and expect that the theorem not only holds but extends to the case of locally infinite branching.
Applications
In this section we solve the problems which motivated our investigation, concerning the asphericity of certain moduli spaces. By using known models for the moduli spaces of cubic surfaces in CP 3 and Enriques surfaces we will show that both of these spaces have contractible universal covers. In both cases a key ingredient is the following theorem, which is a sort of global version of theorem 4.3.
Theorem 5.1. LetM be a complete simply connected Riemannian manifold with section curvature bounded above by κ ≤ 0. Let H 0 be a family of complete submanifolds which are normal in the sense of section 4, and let H be the union of the members of H 0 . Then the metric completion N of the universal cover N ofM − H is CAT(κ), and N andN are contractible.
Lemma 5.4. The map π is a standard covering and the mapπ is a standard branched cover over H. More precisely, supposex ∈N , x =π(x), V is an open ball about x that meets no element of H 0 except those passing through x, and V is the ball of the same radius aboutx. Then V − H is a copy of the universal cover of V − H.
Proof: We prove only the last assertion. Let I 0 be the set of elements of H 0 which contain x, and let I be their union. Then there is a natural sequence of group homomorphisms π 1 (V − I) → π 1 (M − H) → π 1 (M − I) → π 1 (V − I) .
The first and second maps are induced by inclusions of the indicated spaces and the third is induced by a retraction ofM − I to V − I along geodesic rays based at x. The composition is obviously the identity map, which shows that π 1 (V − I) → π 1 (M − H) is injective. Therefore each component of the preimage in N of V − H is a copy of the universal cover of V − H. By lemma 4.2, V − H is connected, and as in the proof of theorem 4.3 it is a component of π −1 (V − H). This completes the proof.
Lemma 5.5. The inclusion N →N is a weak homotopy equivalence.
Proof: First we show that for eachx ∈N there is a homotopy ofN to itself that carries N into itself and also some neighborhood ofx into N . We write n for the number of hyperplanes passing through x = π(x). By the previous lemma and the ideas of the proof of theorem 4.3, there is a closed neighborhood V ofx which is homeomorphic to the metric product ( A) n × D, where A is the metric completion of the universal cover of a closed Euclidean disk minus its center and D is a closed Euclidean ball. It is easy to see that A is homeomorphic to a 'wedge' in the plane, by which we mean A ∼ = {(0, 0)} ∪ (x, y) ∈ R 2 0 < x, |y| < x, x 2 + y 2 ≤ 1 .
There is obviously a homotopy of A into A − {(0, 0)} which is supported on a small neighborhood of (0, 0). We obtain the desired homotopy ofN by applying this homotopy to each factor A of V and fixing each point ofN − V . Now, if f : S k →N represents any element of the homotopy group π k (N ) then we may cover f (S k ) with finitely many open sets, each of which is carried into N by some homotopy of N that also carries all of N into N . Applying these homotopies one after another shows that f is homotopic to a map S k → N . This shows that π k (N ) surjects onto π k (N) for all k. The same argument applied to balls rather than spheres shows that π k (N ) also injects, completing the proof.
Proof of theorem 5.1: By lemma 5.4,N is a standard branched cover ofM over the normal family H 0 . SinceM has sectional curvature ≤ κ ≤ 0, theorem 4.3 shows thatN is locally CAT(κ). Since N is simply connected lemma 5.5 implies thatN is also. Theorem 2.1 now implies thatN is CAT(κ) and hence contractible. In particular, all of its homotopy groups vanish, and by another application of lemma 5.5 the same is true of N . As a manifold all of whose homotopy groups vanish, N is contractible.
In the introduction we promised to show that the inclusion N →N is a homotopy equivalence, but all we have established so far is a weak homotopy equivalence. The stronger result follows immediately from theorem 5.1, since any inclusion of one contractible space into another is a homotopy equivalence.
