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Abstract 
In this paper we report on the data recorded with the first Antares detector line. The line was 
deployed on the 14th of February 2006 and was connected to the readout two weeks later. 
Environmental data for one and a half years of running are shown. Measurements of atmospheric 
muons from data taken from selected runs during the first six months of operation are presented. 
Performance figures in terms of time residuals and angular resolution are given. Finally the angular 
distribution of atmospheric muons is presented and from this the depth profile of the muon intensity 
is derived. 
1. Introduction  
Ever since Markov discussed the possibility of detecting cosmic neutrinos using the Cherenkov effect 
in sea water [1], many experimental groups have attempted to perform such an experiment. The 
DUMAND collaboration pioneered the technique in an experiment off the coast of Hawaii [2]. This 
was followed by the Baikal collaboration who built the first full detector in the fresh water of Lake 
Baikal [3]. Since then the AMANDA/IceCube collaboration has installed and operated large neutrino 
Cherenkov detectors in the ice of Antarctica [4]. More recently several collaborations have begun to 
investigate the Mediterranean Sea as a place to install a neutrino detector. The NESTOR [5] and 
NEMO [6] collaborations have deployed and operated prototypes of their detectors for short periods 
of time.  
(a)
 
(b) (c)
(d) 
 
(e)
 
Figure 1: The ANTARES storey (a), the phototube in a glass sphere, the optical gel and the mu‐metal 
cage are visible (b), the electronics module (c). Some storeys contain a calibration flasher (d) and an 
acoustic receiver (e). 
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For ANTARES the deployment of the first detector  line, Line 1, occurred on February 14, 2006. The 
connection  to  the  seabed  communications  cable  occurred  two  weeks  later  using  a  submersible 
vehicle.  
The detector  line  is  situated at a depth of 2475 m approximately 40 km  south east of  the French 
town  of  Toulon.  It  consists  of  optical  detectors  attached  to  a  cable  which  provides  mechanical 
strength, electrical contact and fibre optic readout. This cable is held on the seabed by a deadweight 
anchor and kept vertical by a buoy at the top of its 450 m length.  
Along this detector line 25 storeys of optical detectors are placed at an inter‐storey distance of 
14.5 m starting 100 m above the seabed. On each storey three spherical glass pressure vessels [7] 
contain 10” Hamamatsu photomultipliers (PMTs), which are oriented with their axes pointing 
downward at an angle of 45° from the vertical (see Figure 1).  A titanium cylinder houses the 
electronics for data acquisition and slow control. The orientation of each storey is determined 
continuously with the aid of a compass and a tilt meter. The position of every fifth storey is 
monitored using a hydrophone for acoustic triangulation. Front‐end chips (analogue ring samplers ‐ 
ARS) [8] sample the data from the photomultiplier tubes. If the pulse height exceeds a preset 
threshold the chips digitize the arrival time and charge of the PMT pulse. In order to limit dead time 
due to digitisation, each photomultiplier is sampled alternately by two ARS. For the analysis 
described in this paper the thresholds were effectively at the level of about 0.5 times the most 
probable pulse height produced by a single photoelectron (spe). Time and charge data of all hits are 
stored in memory. A master clock synchronizes the time stamping of this data. The time offsets 
between different PMTs are measured before deployment in a dedicated setup and then validated 
and monitored in situ by a system of calibration flashers distributed throughout the line [9]. In order 
to provide an efficient transfer of the data, the memory is divided into buffers of 104 ms length (a 
time slice). The starting times of the buffers on each storey are synchronised. These buffers are 
transmitted to shore via an Ethernet network to a farm of processors, where candidate events are 
filtered (online filter) from the continuous data stream for further processing offline. Individual 
processors in the farm receive and process all buffers from the full detector associated with a single 
time slice [10]. 
 
Figure 2: The singles rate measured with a single OM, on both the lowest and highest floor of Line1, 
for the period March 2006 until the end of April 2008. The data taking periods for this analysis are 
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indicated. 
2. Data Selection 
Since  the  start of data  taking  the  singles  rate  (i.e.  the  single photon count  rate)  from each optical 
module has been monitored. Figure 2 shows the singles rate observed on Line 1  from March 2006 
until  the end of April 2008. At  the beginning of  the data  taking period  the  singles  rates  increased 
from the expected 50‐100 kHz per PMT to over 250 kHz, with rates exceeding 1 MHz in some periods. 
This increase in rate was due to increased bioluminescent activity. The onset of this high background 
period  coincided with a period of unusually high water  currents. While normal  current values are 
typically below 5 cm/s the onset of this high background period was characterised by current speeds 
of up  to 35 cm/s. The cause of these effects  is still under study. After three months, however, the 
noise rates subsided and returned to the anticipated levels of 50‐100 kHz. The expectation from the 
presence of the radioactive  isotope 40K  in the seawater  is a singles rate of around 50 kHz. Since the 
end of June 2006 the fraction of time that the rate has surpassed 250 kHz  is  less than 5%. The high 
rate period was challenging for both data acquisition and filtering.  
On  the 26th of September 2006  the  second  line of  the detector was  connected and  the period of 
single  line  running was  terminated.  For  this  paper  data  runs were  selected with  the  singles  rate 
averaged over all active components  less than 120 kHz.  In addition to the steady singles rate some 
optical  activity  arrives  in  short  bursts,  most  likely  associated  with  bioluminescence  emitted  by 
macroscopic organisms. To avoid periods where  this burst activity was  too  large we also  required 
that the fraction of time the singles rate was above 250 kHz should be less than 0.15. 
The periods passing these criteria in the six months of exclusively one line data taking are indicated in 
Figure  2.  The  integrated  acquisition  time  for  the  one  line  setup  was  448  hours.  In  this  period, 
however,  the  data  acquisition was  not  yet  fully  functional  and  only  every  second  time  slice was 
transferred from the detector to shore. In addition an effective dead‐time of 20% was present in the 
online data  filtering process. These  issues have  since been  corrected  for  later data  taking periods. 
The total effective live time of the experiment was therefore 187 hours.  
Events were  filtered  from  the  data  stream by  searching within  the  time  slice of  104 ms  for  PMT 
signals that were correlated  in position and time. Seeds for the search,  level 1 trigger hits (L1 hits), 
were either  coincidences between PMTs within a  single  storey,  in a 20 ns  time window, or  single 
PMTs with a pulse height in excess of 10 spe. If a cluster of at least five L1 hits was found, where for 
any  pair  |Δݐ| ൏   ௡
௖
|ΔݔԦ| ൅ 20 ns,  a  candidate  event was  considered  to  be  found.  Here  |Δݐ|  is  the 
absolute  time difference between  the hits,  |ΔݔԦ|    is  the distance  in  space between  the PMT pairs 
involved,  ݊ ൌ 1.34    is  the  refractive  index  of  the  sea  water  and  c  is  the  velocity  of  light.  All 
information from the full detector  in a time window, the snapshot, extending from 2 μs before the 
first  L1  to  2  μs  after  the  last  L1  in  the  cluster was  stored  for  further  offline  processing.  In  total 
7.5 ൈ 10ସ candidates were stored. 
3. Reconstruction 
In this analysis the detector is assumed to be a single perfectly straight vertical line. All optical 
modules are taken to be stationary at the same position ݔ ൌ ݕ ൌ 0 ሺݔ and ݕ are the horizontal 
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coordinates, ݖ the vertical). As their orientation is not used in the analysis there is no information 
from which the azimuthal angle of the track can be determined. In reality the line is subject to forces 
due to the undersea water currents.  Two factors will then contribute to the uncertainty in the 
position of the optical modules: the rotation of a storey around its axis and the deformation of the 
flexible line. The distance from the centre of the photocathode of the PMT to the axis is 57.9 cm. 
Ignoring the rotation of a storey introduces an uncertainty of 40 cm. This error on the position 
corresponds to a timing inaccuracy of about 2.0 ns. Deformation of the line shape introduces relative 
offsets in the ݔ െ ݕ plane between storeys. As a result, an error in the relative positioning of the 
storeys and thus of the optical modules is introduced. In the selected data taking period the water 
velocities were such that 94% of the time the top of the line did not deviate horizontally more than 
one metre. When the detector line is tilted, while assuming a vertical orientation, the true zenith is 
displaced with respect to the assumed zenith. A displacement of the top of the line of one metre 
corresponds to a shift of the zenith of about 0.15o. All results presented in this paper include these 
orientation effects and where relevant they are included in the systematic errors.  
The track model [11] used in the reconstruction is that of a relativistic muon traversing the detector 
and emitting Cherenkov light. The fit is performed following the assumption of a single muon track, 
although a large fraction of the events is composed of muon bundles. The arrival time ݐ௝  of 
Cherenkov photons at the PMT ݆ located on the line at vertical height ݖ௝  is then defined by  
ܿ൫ݐ௝ െ ݐௗ൯ ൌ ൫ݖ௝ െ ݖௗ൯ cos ߠ ൅ ඥ݊ଶ ൅ 1ට݀ଶ ൅ ൫ݖ௝ െ ݖௗ൯
ଶ
sinଶ ߠ, 
(3‐1) 
 
with ݀ being the track’s distance of closest approach to the line,  ݖௗ and ݐ ௗ being the height and time 
at which the closest distance is reached, θ  being the zenith. These variables are shown in Figure 3. 
The L1 hits that caused the trigger are used as a starting point for the reconstruction. For L1s, which 
are comprised of coincident hits, only the earliest time is considered. Due to the non‐linear nature of 
the fitting procedure, a series of fits is performed varying the track direction, ߠ. Given this direction 
the muon trajectory is determined by three remaining parameters, which fix the spatial and temporal 
position of the track. These parameters are  ݐ଴, the time at which the track intersects a plane 
perpendicular to the assumed track direction and passing through the centre of the active part of the 
line and x0 and y0, at which the track crosses this plane (see Figure 3). All positions of the hit PMTs 
are projected onto this plane. The time at which PMT ݆ is hit is given by  ݐ௝ ൌ ݐ௢ ൅
ଵ
௖
൫ݖ௝
ᇱ ൅ ߢݎ௝൯ where 
ݖ௝
ᇱ is the signed distance of PMT ݆ to the plane (positive in the direction of travel of the muon),  ݎ௝  is 
the distance of PMT ݆ to the track and ߢ ൌ ௖
௩೒
ଵ
ୱ୧୬ఏ೎
െ ଵ
୲ୟ୬ఏ೎
  with ݒ௚ being the group velocity of light 
in water and ߠ஼ being the Cherenkov angle.  Using these definitions a criterion can be defined which 
is more restrictive than the causality criterion used in the online filter: 
ൣെߢܴ ൅ ݖ௝
ᇱ െ ݖ௜
ᇱ൧ ܿ⁄ െ  20 ݊ݏ ൑ ݐ௝ െ ݐ௜ ൑ ൣߢܴ ൅ ݖ௝
ᇱ െ ݖ௜
ᇱ൧ ܿ⁄ ൅ 20 ݊ݏ  (3‐2) 
where ܴ is the projected distance on the plane between PMT i and j and the 20 ns have been 
included as safety margin. In addition it is required that two correlated hits not be further apart than 
90 m, two times the absorption length of light in water [12]. The L1 hits of the filter are subjected to 
these more stringent criteria and if a cluster of at least 5 L1 hits remain then additional single hits, 
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L0s, are sought. If an L0 obeys the criteria with respect to all hits in the cluster it is added to the 
cluster.   
 
Figure 3: The muon track intersecting the plane perpendicular to the track and passing through the 
centre (0,0) of the active part of the line. Parameters used in the tracking are also indicated. 
 
The hits in the cluster are then used to fit the three track parameters, ݔ଴, ݕ଴ and ݐ଴. This is done in 
several steps. The starting values of the parameters are determined from the average position and 
time, calculated from all hits in the cluster weighted by their pulse height. First the hit residuals are 
minimised using Powell’s method and this is then followed by Marquardt’s method of χ2 
minimization [13].  This full procedure is repeated for different values of the zenith angle, between 0o 
and 180o, in steps of 5o. If a sufficiently large cluster is found each separate angle will give an 
optimally fitted track and a set of hits used in the fit. For each fit a new χ2 minimization is performed 
with θ now left free as an additional parameter. After convergence all fits with a χ2 probability 
ܲఞమ ൐ 0.01 are kept. For fits with ܲఞమ ൑ 0.01, hits with an individual contribution to the χ2 of more 
than 25 are removed one by one and the fit is redone and ܲఞమ  recalculated. If three hits are removed 
and  ܲఞమ  remains below 0.01, the fit is rejected. 
All fits are finally ordered according to the number of hits used in the fit. If multiple solutions have 
the same number of hits, the one with the smallest χ2 is considered the best.  Solutions with less 
than 20% of the hits of the best solution are rejected. 
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Two events are displayed in Figure 4 and Figure 5. In these figures the y‐axis corresponds to the 
vertical height along the line and the x‐axis displays the arrival time of the photons. The event shown 
in Figure 4 has been reconstructed as a muon passing the detector line in the vertically downward 
direction. All storeys of the line have been used in determining the fit. The hit times can be seen to 
propagate down the line at the speed of light, following the relativistic muon’s Cherenkov cone 
propagation. 
 The event shown in Figure 5 shows a more complex structure, nevertheless a single downward‐going 
track has been fitted. Approximately at the centre of the line a parabolic pattern of hits is 
superimposed on the track hits. These are most likely due to a bremsstrahlung photon having been 
radiated from the downward‐going muon, causing an electromagnetic cascade. The Cherenkov light 
produced by this cascade is detected on the line as the equivalent of a point source emitting light. If 
these hits are used in the track fit an alternative, approximately horizontal, track solution is found. 
Both solutions are indicated in the figure. In this event the best solution (most hits) is the downward‐
going track; in other cases the horizontal track can turn out to be the best solution. 
  
 
Figure 4: A muon traversing the detector in the downward vertical direction. Crosses indicate hits, 
closed circles are the hits selected by the online  filter algorithm. Hits used in the fit are indicated 
by open squares. For this particular track all storeys participate in the fit. 
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Figure 5: A downward going muon with two possible track solutions. The best solution is a vertical 
track. The alternative solution is a horizontal track. Open squares indicate the hits used in the best 
fit, closed triangles those used in the alternative solution. 
 
4. Results 
The distribution of time residuals of all hits in the snapshot with respect to the predictions from the 
track parameters, obtained from the best fit, is shown in Figure 6. The fit is performed according to 
the procedure described above but excluding the hit under consideration. This is done to obtain an 
unbiased measure of the residual.  There is a sharp peak at zero time difference, corresponding to 
photons arriving at the time expected from the track model. A broad enhancement is seen starting at 
45 ns. This is due to the loss of the time information of a second pulse from the PMT, which arrives 
either before the end of the 25 ns integration gate or during the 15 ns dead time of swapping from 
one ARS to the other. The long tail towards late arrival times is due either to light emitted from 
bremsstrahlung showers or to scattered light. The small shoulder occurring at 20 ns is due to the 
trigger requirement. Since each fit contains five L1s, and since the fit uses only the earliest time of 
each L1 component‐hit, the remaining component‐hits give rise to the shoulder, which has a width of 
20 ns and is equal to the L1 coincidence window.  
Finally, the small constant level of early hits is due to random background, mostly from 40K, whereas 
the small shoulder at early times is due to poorly reconstructed tracks. The RMS width of the central 
peak depends on the number of hits used in the fit. As shown in Figure 7, it decreases from 12 ns for 
tracks with the minimum number of  5 hits, to 2 ns for the maximum number of 24 hits. 
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Figure 6: The residual distribution for all hits in the snapshot. See the text for an 
explanation of the different structures observed in the distribution. 
 
To investigate the tracking method in more detail, a simulation of downward going muons from 
extended air showers has been performed. This simulation uses the parameterization of the muon 
flux, given by MUPAGE [14], at the depth of the ANTARES detector. All tracks that pass within two 
and a half light attenuation lengths, or 135 m, from the detector line are passed to the program KM3 
[15] that performs the detailed simulation of the detector response. This program uses 
parameterizations of light intensities as a function of the distance from the light source that 
incorporate the scattering of light in water, the effects of light dispersion and a detailed simulation of 
the PMT and subsequent ARS response. Optical noise, in the form of random single photon hits with 
rates commensurate with those measured during the runs used for this analysis, is added to these 
simulated events. As can be seen from Figure 7, this simulation reproduces the time residuals very 
well. It also indicates that the degraded resolution at small numbers of hits is due to poor 
reconstruction, where hits originating from electromagnetic showers or from more than one muon 
are combined in a single track fit.  
By taking the best track solution for each event an estimate of the zenith angular resolution has been 
obtained. First, all tracks were refitted using hits from even numbered floors only or from odd 
numbered floors only. These two solutions were then compared and the angular difference 
determined. The size of such angular difference depends on the number of hits used in the fit; it 
decreases from around 2o for tracks with only five hits to below 1o for tracks with more than eight 
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hits. Since both tracks contribute equally, the angular resolution for each track is therefore around 
0.7o. Taking into account the improvement to be expected when the track is fitted over its full length, 
the full zenith‐angular resolution for tracks with more than 16 hits on only one detector line 
approaches 0.5o.  
As the optical modules are facing downwards at 45o, the acceptance for Cherenkov light for 
downward going muons is limited. It depends quite strongly on the sensitivity of the optical module 
for light arriving from the rear. The sensitivity of the optical modules has been measured [7] and 
simulated using ray tracing through the different parts of the optical module. The results differ for 
photons arriving with an incident angle of more than 90o with respect to the axis of the PMT. For 
upward‐going tracks the differences have a negligible effect on the acceptance. However, for 
downward‐going muons, these differences are significant and lead to an increase in the systematic 
uncertainties. New measurements are being performed in order to better understand the angular 
acceptance of the optical modules. 
 
 
 
Figure 7: The RMS width of the central peak of Figure 6 as a function of the number of hits 
used in the fit. Closed circles represent the data and open circles are the results of the fits to 
simulated data. 
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Figure 8: Distribution of the cosine of the angle with respect to the vertical for all tracks 
extracted from the ANTARES Line 1 data. A value of ‐1 corresponds to downward‐going 
muons. The points are data; the shaded band is the result of the simulation. Errors on the 
data points are statistical only. The width of the band is due mainly to the uncertainty in the 
angular acceptance of the PMT. 
 
The angular distribution of the best fit solutions found for all data obtained with Line 1 before 
October 2006 is shown in Figure 8. The distribution follows the expected pattern for small angles 
with respect to vertically downward‐going muons (cos ߠ ൌ െ1). As the angle moves away from 
vertically down‐going, the intensity decreases rapidly. At somewhat larger angles the distribution 
flattens out and rises. The simulation shows a similar behaviour, although not quite as strong. In the 
simulation this feature is caused by vertical tracks producing bremsstrahlung showers, which are 
mistakenly interpreted as approximately horizontal tracks. The size of this effect is sensitive to the 
angular distribution of photons emitted in bremsstrahlung showers. In the absence of information 
from additional detector lines, this misreconstruction is unavoidable. The simulations show that for 
values of cos ߠ ൏ െ0.5, there is minimal distortion of the angular distribution and the acceptance 
correction is flat in this region. The region with cos ߠ ൐ െ0.5 becomes more and more dominated by 
poorly reconstructed vertical tracks.  
12 
 
 
 
Figure 9: Vertical muon intensity versus depth. Crosses are the results of  the present 
experiment, other data are from: the compilations of Crouch [16], Baksan [17], LVD [18], 
MACRO [19], Frejus [20], and SNO [21]. The shaded area at large depths represents 
neutrino‐induced muons of energy above 2 GeV. The upper line is for horizontal neutrino‐
induced muons, the lower one for vertically upward muons. In the inset the data from the 
present experiment is compared to other water or ice experiments [22,23,24]. For the 
present experiment the measurements correspond to 187 hours of data taking. 
 
To measure the vertical muon intensity versus depth, the measured rate of reconstructed tracks is 
converted to the single muon intensity using the Monte Carlo simulation. Only tracks having  
cos ߠ ൏ െ0.5 , where the conversion is almost independent of angle, is used. Each value of the 
zenith angle corresponds to a slant depth through the water mass above the detector. Therefore the 
measured single muon flux can also be given as a function of slant depth. In order to calculate the 
vertical muon intensity, the energy distribution of muons at sea level has to be taken into account. 
This distribution for small angles, i.e. ߨ െ ߠ  small, is given by [25]: 
݀ ఓܰ
݀ܧఓ
ൎ 0.14 ܧఓିଶ.଻ ൮
1
1 െ
1.1ܧఓ cos ߠ
115
൅
0.054
1 െ
1.1ܧఓ cos ߠ
850
൲ ሾcmିଶsିଵsrିଵGeVିଵሿ  (4‐1) 
All energies are given in GeV. For a given value of ܿ݋ݏ ߠ this distribution is integrated over the energy 
range from 2 TeV to 10 PeV to yield  ܴሺܿ݋ݏ ߠሻ.  The correction factor ܨሺܿ݋ݏ ߠሻ ൌܴሺܿ݋ݏ ߠሻ /ܴሺെ1ሻ  
is used to correct the intensity as a function of slant depth to the vertical muon intensity. The 
measured values of the vertical muon intensity versus depth vary between ሺ7.4 േ 3.5ሻ  ൈ  10ିସ 
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 ݉ିଶݏିଵ ݏݎିଵ at 2400 m to ሺ3.8 േ 1.9ሻ ൈ 10ିହ   ݉ିଶݏିଵ ݏݎିଵ at 4800 m. The data are  presented in 
Figure 9 and compared to other measurements compiled by the Particle Data Group [26]. The errors 
are systematic and of the order of 50%. They are dominated by the uncertainty in the PMT 
acceptance, with variations observed in the PMT thresholds yielding an error of 6% and variations in 
the filter dead‐time giving a further 5% error. All other errors including the statistical errors are 
negligible. Agreement between the present data and other published values is good. Our data are 
also consistent with [5]. 
5. Conclusions 
We have presented data on the performance of the first detector line deployed by the ANTARES 
collaboration. Although bioluminescent activity was extreme in the first months after deployment 
such activity has subsided. No technical problems have been encountered during the two years of 
running. The full readout and reconstruction chain has been described. The measured angular 
distribution of the reconstructed tracks agrees reasonably well with the results from simulations of 
muons from extensive air showers. The major systematic error on the acceptance of these mainly 
downward‐going tracks is due to the uncertainty in the angular acceptance of the PMT, especially in 
the rearward direction. The measured intensity as a function of depth of these muons agrees well 
with previous measurements. The zenith angular resolution of tracks with 16 or more hits on a single 
line is found to be of the order of half a degree.  
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