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Abstract
In many networks, it is less costly to transmit a packet to any node in a set of
neighbors than to one specific neighbor. A well-known instance is with unreliable
wireless links, where the probability that at least one node out of n receives a packet
increases with n. This observation was previously exploited, by modifying single-
path routing to assign to each node group of candidate next-hops for a particular
destination. However, single-path metrics not do reflect the cost of forwarding when
a sender has multiple candidate relays, and they result in routing decisions that are
in many cases suboptimal.
This dissertation addresses the shortest anypath routing problem: how to assign
a set of candidate relays at each node for a given destination, such that the cost of
forwarding a packet to the destination is minimized. The key is the following tradeoff:
on the one hand, increasing the number of candidate relays decreases the forwarding
cost, but on the other, this increases the likelihood of ”veering” away from the most
direct trajectory.
Solving the shortest anypath problem requires us first to formalize the notions of
anycast link cost and remaining path cost, that generalize the link cost and path cost
of single-path routing. Unlike with single-path routing, a packet can travel across an
anypath route in many different ways; the cost of this route is naturally defined as
the expected cost of all possible traversals. We introduce an algorithm that provably
computes the shortest anypath route between each node and a destination. It is
based on the Bellman-Ford algorithm and so is amenable to implementation in a
distributed setting. This algorithm works for all physical cost metrics; we show that
there exist certain “non-physical” cost metrics under which the shortest anypath route
may contain cycles. We also explore the interaction between the relay selection policy,
that is, the way in which the effective relay is chosen among many receivers, and the
cost of optimal routes. We also explore the robustness of anypath routes, and find
that they are significantly more stable in the face of topology changes and imperfect
information than are single-path and multipath routes.
The principles of anypath routing are general and can be applied in many settings.
Our application focus in this dissertation is on low-power, low-rate wireless communi-
cation in embedded wireless networks. We introduce novel ways in which low-power
link-layers can take advantage of anycast forwarding to reduce transmission energy or
latency. We describe the design and implementation of a complete anypath routing
protocol; evaluation on a 50-node wireless testbed demonstrates that anypath routing
is robust, stable, and increases energy efficiency of low-power nodes by a significant
factor over the equivalent system using single-path routing.
Finally, we describe a novel error-correctionmechanism for multi-hop wireless com-
munication based on packet combining. Packet combining allows to exploit corrupt
packets received at different nodes by jointly decoding independent, noisy versions of
an original packet.
Keywords: Wireless networks, routing, diversity
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Re´sume´
Dans un re´seau de communication, il est souvent moins couˆteux de transmettre
un paquet a` n’importe quel noeud parmi un ensemble de voisins qu’a` un voisin
spe´cifique. Un exemple bien connu survient avec des liens non fiables, ou la prob-
abilite´ qu’un noeud parmi n recoive le paquet augmente avec n. Cette observation
fut pre´ce´demment exploite´e, en modifiant le routage a` chemin unique afin d’assigner
a` chaque noeud un ensemble de relais candidats pour une destination donne´e. Cepen-
dant, le couˆt d’un chemin unique ne refle`te pas le couˆt de transmission avec plusieurs
candidats, et par conse´quent le choix de routes re´sultant n’est souvent pas optimal.
Cette the`se a pour sujet le proble`me du plus court routage anypath. Il s’agit de
de´signer les relais candidats a` chaque noeud de maniere a` ce que le couˆt total de
transmission d’un paquet jusqu’a` sa destination soit minimise´. La clef est d’e´quilibrer
au mieux la tension suivante: d’un coˆte´, le couˆt de transmission de´croˆıt lorsque l’on
augmente le nombre de relais candidat; de l’autre la probabilite´ de s’e´carter de la
trajectoire directe est accrue.
La re´solution de ce proble`me ne´cessite en premier lieu de formaliser la notion
de couˆt de transmission anycast, et de couˆt de chemin restant. Contrairement aux
routes a` chemin unique, les routes anypath peuvent acheminer un paquet par plusieurs
chemins diffe´rents; le couˆt d’une route anypath est donc naturellement de´fini comme
le couˆt moyen de tous ses chemins. Nous introduisons un algorithme qui calcule les
routes anypath les plus courtes entre chaque source et une destination. L’algorithme
est base´ sur celui de Bellman-Ford et peut aise´ment eˆtre implemente´ dans un context
distribue´. Il fonctionne pour tout mode`le de couˆt physique; nous montrons qu’il existe
certains mode`les de couˆts non-physiques avec lesquels la plus courte route anypath
peut contenir des cycles. Nous explorons aussi la robustesse des routes anypath, et
nous trouvons qu’elles sont plus stables face aux changements de topologie que ne le
sont les routes a` chemin unique.
Les principes du routage anypath sont ge´ne´raux et peuvent s’appliquer a` de nom-
breux contextes. Cette the`se a` pour domaine d’application principal la communica-
tion a` basse consommation et a` faibles de´bits dans les re´seaux sans-fil embarque´s.
Nous introduisons de nouveaux me´chanismes de transmission anycast afin de re´duire
soit le de´lai, soit le couˆt e´nerge´tique de transmission. Nous de´crivons le design et
l’imple´mentation d’un protocole de routage anypath complet; une e´valuation sur un
lit de test montre que le routage anypath est robuste, stable, et diminue la consom-
mation e´nergetique de noeuds a` basse puissance d’un facteur significatif.
Enfin, nous de´crivons un nouveau me´chanisme de correction d’erreurs pour la
communication sans fil a` sauts multiples, base´ sur la combinaison de paquets. Ce
me´chanisme permet de tirer avantage de paques corrompus recus par diffe´rents noeuds
en de´codant conjointement plusieurs copies inde´pendemment bruite´es d’un paquet.
Mots-cle´s: Re´seaux sans fil, routage, diversite´
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Chapter 1
Introduction
Routing in communication networks has a long history, going all the way back to
the shortest-path algorithms proposed in the late 1950s by Ford [47], Bellman1 [6],
and Dijkstra [21]. These algorithms compute the shortest path between a source-
destination pair in a graph, and form the conceptual underpinnings of most routing
protocols designed and implemented to this date. In single-path routing, each link
has a cost, the cost of a route is defined as the sum of its constituent link costs, and
the shortest-path route is naturally the path with lowest cost between a source and
destination. Within this framework, the fundamental “unit” of communication is the
transmission of a packet from the current node to the next hop in the route; this
primitive is called unicast transmission.
Due to its remarkable simplicity and generality, this combined framework of uni-
cast transmission and single-path routes has worked extremely well, starting from the
early days of the ARPANET [53, 75] all the way to present packet networks. Yet,
in recent years, a new class of networks has emerged, where it is not a priori evi-
dent that single-path routing and unicast transmission form the best framework for
multi-hop, point-to-point communication. This is the class of multi-hop wireless
networks, that consist of nodes connected by wireless links, where some node pairs
cannot communicate directly and must use other nodes as intermediate relays.
Certainly, it is possible to use single-path routing in a multi-hop wireless net-
work. At the same time, information and communication theory tell us that new
architectures will allow significantly improved performance. For example, recent de-
velopments in cooperative communication [1] show how the broadcast and multi-point
1Bellman and Ford independently proposed a similar algorithm. Their names became jointly
associated with it, and it is now known as the “Bellman-Ford” algorithm. An enlightening history
is found in [18].
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Unicast forwarding Anycast forwarding
Point-to-point links. Point-to-anypoint links.
Next hop is a single neighbor. Next hop is any node(s) in a set of neighbors.
k possible next-hops. 2k possible next-hop sets.
Figure 1.1: With unicast forwarding, a transmission is sent from one node to a neighbor.
With anycast forwarding, a transmission is sent from one node to any node in a set of
neighbors. This set is called the candidate relay set. The number of possible candidate
relay sets is exponential in the number of neighbors k.
nature of a wireless network can be exploited to provide spatial diversity [20] in a
new way, and how this diversity ultimately can translate into increased throughput
or reliability. Unfortunately, the proposed schemes often make assumptions that do
not match available technology, such as full-duplex transceivers, hardware that can
repeat and amplify an analog signal, or exact and instantaneous knowledge of fading
coefficients.
1.1 From Next-hop Node to Next-hop Set
The starting point of this thesis is a simple observation that also derives from a form
of spatial diversity: in a wireless network, it is often less costly to transmit a packet
to any node in a set of neighbors than to one specific neighbor. One instance of this
observation is with unreliable links, where the probability that at least one node out
of n neighbors receives a transmission increases with n.
The communication primitive of sending to any node in a set is called anycasting,
and has been used previously at the network and application layers, for example
to provide load-balancing or transparent server replication. In this work, we are
concerned with anycasting at the link layer, across a single hop, and we call this
primitive anycast forwarding. We illustrate anycast forwarding and compare it
with unicast forwarding in Figure 1.1.
Motivated by the observation that anycast forwarding is often less costly than
unicast forwarding, this dissertation introduces a generalization of single-path routing
called anypath routing. Anypath routing marks a fundamental departure from
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Dest.
Source
Figure 1.2: An anypath route is a directed graph connecting a source to a destination,
and induced by the choice of candidate relays at each node. A packet may traverse the
anypath route according to a number of different trajectories, depending on the outcome
of the successive anycast forwarding hops. This figure shows an anypath route, with a
possible trajectory through the route highlighted in bold.
existing routing frameworks in the following ways:
1. The next hop to reach a destination is a set of neighbors rather than a single
neighbor. This set is called the candidate relay set (CRS).
2. The underlying communication primitive is anycast forwarding, where a node
transmits a packet to any node in the candidate relay set.
3. The notion of single-path route is generalized to that of anypath route, which
is the union of all possible trajectories (e.g., sequences of nodes) along which
a packet may travel from a source to a destination, given an assignment of
candidate relay set to each node. Figure 1.2 shows an example anypath route
and a possible trajectory across it.
In single-path routing, computing the shortest single-path route from every node to
the destination requires identifying, at each node, which neighbor is the best placed to
reach the destination. This dissertation addresses the corresponding problem when
using anycast forwarding, namely, the shortest anypath routing problem: how
to assign a candidate relay set at each node for a given destination, such that the
expected cost of forwarding a packet to the destination is minimized. The key is the
following tradeoff: on the one hand, by increasing the number of candidate relays, we
decrease the cost to send to any of these relays. On the other hand however, some of
these candidate relays may not be as well positioned as others along the straightest
path to the destination. Therefore by increasing the number of our candidate relays,
we increase the likelihood of a packet veering away from the shortest-path route, and
ultimately we may even introduce loops in our routing topology.
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Shortest anypath routing is different from classical shortest single-path routing
in at least the following two respects. First, there are 2k (where k is the number of
neighbors) possible candidate relay sets to choose from, in contrast with k possible
next-hops for single-path routing. Second, the cost of an anypath route depends
on the cost of a large number of possible trajectories that arise from the choice of
candidate relay sets, and on the each trajectory’s probability of being used.
These differences might appear to indicate that shortest anypath routing will be
significantly more complex, and harder to achieve in a practical setting than single-
path routing. A core contribution of this dissertation is to show that this is not the
case, and specifically, that:
1. Shortest anypath routes can be computed in a distributed setting using a gener-
alized form of the Bellman-Ford algorithm, with an upper bound on convergence
time that is equal to that of single-path Bellman-Ford.
2. Under a set of technical conditions that hold true in many cases of practical
interest, the search space of candidate relay sets can be reduced from size 2k to
size k.
The shortest anypath routing algorithm is expressed within a general framework,
that can accommodate a number of different network and cost models. We show how
existing anycast forwarding mechanisms can be mapped into this framework, and
further introduce new anycast forwarding mechanisms for low-power networks, that
also benefit from shortest anypath routing.
Thesis statement
This dissertation proceeds from the following thesis statement:
Anycast forwarding is a practical and general way to exploit spatial diversity
for communication across multiple wireless hops. Using anycast forwarding
effectively requires revisiting the notion of a route, its associated metrics, and
the protocols used to compute these route.
1.2 Background and Motivation
This dissertation is motivated by the confluence of two factors. The first is the emer-
gence of multi-hop wireless as an increasingly important network substrate, that is
fundamentally different from a wired network. The second is that link-layer anycast
forwarding is a relevant and useful primitive in wireless networks, primarily because
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the wireless medium is broadcast. We outline in this section two important appli-
cations of multi-hop wireless networks, and introduce the primitive of anycast for-
warding. While we introduce novel anycast forwarding schemes and an encompassing
framework in this dissertation, we are not the first seeking to exploit some form of
anycast forwarding in a multi-hop wireless context. On the contrary, a number of
prior proposals have been made. The last part of this section briefly overviews these
attempts at integrating routing with anycast forwarding, and and describe why none
of them allow to fully realize the benefits of the anycast forwarding primitive.
1.2.1 Multi-hop Wireless Networks
A multi-hop wireless network consists of nodes connected by wireless links, where
some node pairs cannot communicate directly and must use other nodes as inter-
mediate relays; such a topology makes these networks fundamentally different from
existing cellular networks or wireless LANs that are ubiquitous today. While multi-
hop wireless networks are not new (e.g., the DARPA packet radio network [48] that
was operated over 20 years ago), they have emerged in recent years as a growing class
of networks, driven by at least two broad applications: mesh networks for internet
access, and sensor networks for monitoring and controlling physical environments.
Mesh networks
Mesh networks are a first example of multi-hop wireless networks. A wireless mesh
network extends Internet connectivity by placing multiple wireless nodes to cover an
area. One (or more) of these nodes has a back-haul connection to the Internet and
serves as a gateway; the other nodes route packets to and from the gateway(s). To-
day’s mesh networks typically use 802.11 [78] radio interfaces; the newer IEEE 802.16
(“WiMax”) standard is likely to see increasing use in coming years. Mesh networks
are different than wired networks in at least two aspects that are directly relevant
to the design of suitable routing protocols. First, the wireless media is broadcast,
meaning that a transmission from one node to a neighbor can also be received by
other neighbors, and can interfere with other transmissions. Second, wireless links
fluctuate over time due to fading, noise, and changes in the physical environment.
These fluctuations are both frequent and unpredictable; being due to external factors
they happen independently of network congestion.
Sensor networks
Sensor networks are a second example of multi-hop wireless networks. Devices in a
sensor network combine computation, sensing, and wireless communication, and serve
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to monitor, control and provide real-time visibility into the physical world. Example
applications include management of physical resources [2], building automation [109],
remote meter reading, and environmental monitoring [100] [39]. Similar to mesh
networks, nodes relay packets for others, usually in order to reach a gateway to wired
back-end systems.
Sensor networks share the two characteristics of mesh networks described above.
Furthermore, many sensor networks face the added requirement of extremely low-
power operation. Indeed, most applications employ very low data rates, and are only
realistic if nodes can operate untethered and unattended for years at a time. This
impacts routing protocols because it requires turning off the radio as frequently as
possible, due to the radio being the dominant consumer of energy in such a device
(including during idle listening).
1.2.2 Anycast Forwarding
Source Dest.
Figure 1.3: Illustration of anycast forwarding in a network with a source, a destination,
and 5 intermediate nodes. If links are unreliable and independent, the probability of a
packet arriving from the source to the destination is greater if any intermediate node can
relay packets from the source than if the source selects in advance a next hop.
The use of link-layer anycasting with wireless networks was, to our best knowledge,
first put forth by Larsson in 2001 [61], in the form of a joint forwarding and MAC layer
protocol where data frames are multicast to a set of candidate nodes. Each receiver
sends back an ACK, and the sender then issues a forwarding order to the chosen
relay. Other anycast forwarding mechanisms have since been proposed [15, 45, 68],
with similar goals of improving performance in the face of link unreliability. A very
simple scenario in which anycast forwarding would be useful is shown in Figure 1.3,
where a source and destination are separated by an array of 5 intermediate nodes.
If the wireless links in this network are unreliable, and if a packet transmitted
by the source is received (or lost) independently by each intermediate node, then the
probability that any one of these nodes receives a packet is greater than the probability
that one specific node receives it. By allowing any of the intermediate nodes to serve as
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a relay, the overall delivery probability from the source to the destination is reduced,
or equivalently, the required number of transmissions to delivery a packet is decreased.
Of course this is a contrived topology, where it is clear that any of the interme-
diate nodes are candidate relays that can be used to reach the destination. But how
should we select the candidate relays to reach a particular destination in an arbitrary
network?
1.2.3 Routing with Anycast Forwarding: State of the Art
Our work is not the first to ask this question, and several designs combining multi-hop
routing with anycast forwarding have proposed schemes to select the candidate relays
used by anycast forwarding. We group these into the three following categories:
• Schemes based on geographic positions [68,113]: Any neighbor that is closer
to the destination than the current node (in Euclidean distance) is a candidate
relay.
• Schemes based on single-path metrics [9,80]: Nodes run a single-path routing
protocol to compute their shortest-path distance to the destination. Any node
that is closer (in shortest-path distance) to the destination than the current
relay can be used as the next-hop relay. This approach is therefore conceptually
similar to the geographic schemes above, but with a crucial change in underlying
distance metric.
• Schemes based on existing multi-path routing protocols [45]: A multi-path
routing protocol provides multiple path choices to reach a destination. As a
result, some nodes have more than one possible next-hop toward a destination,
and any of these next-hops can be used by the link-layer anycasting mechanism.
The three categories outlined above each have distinct strengths, and each have
the advantage, in comparison with unicast-based single-path routing, of using anycast
forwarding. At the same time, none of them offers a completely satisfactory solution
to the problem of combining anycast forwarding with multi-hop routing. We discuss
the strengths and limitations of existing schemes in the remainder of this section.
Geographic anycast forwarding
Given that Euclidean distance is, after all, the measure of physical proximity to a
destination, using geographic positions is an attractive and natural way to select
candidate relays. However, a large number of experimental studies [13, 32, 108, 114,
116, 118] have shown that radio propagation is highly irregular at small scales. The
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Source DestinationD
C
B
A
Figure 1.4: Mis-match of single-path metrics with anypath routing. Sending a packet
via nodes A,B, or C takes advantage of anycast forwarding, because at each hop in the
dense mesh there are three possible next hop candidates. Routing via any of these nodes
may be cheaper than through D, even if the route through D traverses fewer hops.
quality and even the existence of a link between two neighbors cannot be determined
by the distance between them. Therefore, while advancing geographically is a valid
measure of progress at a global scale and over large distances, it is by no means a
guarantee of good progress at a local scale. In addition, the requirement that nodes
know their geographic coordinates is not fulfilled in most existing and planned multi-
hop wireless networks2.
Anycast forwarding with single-path metrics
Single-path routing does not suffer from the problems of position-based routing, since
with a suitable link metric, path distances reflect the actual network topology rather
than its physical layout. A further advantage is that using single-path routing allows
us to leverage well-understood algorithms and protocols. However, the use of single-
path metrics to drive the choice of candidate relays does not result in optimal routing
choices. The fundamental reason is the following mis-match:
Single-path routing is based on point-to-point link costs, but anycast for-
warding uses point-to-anypoint links.
As a consequence of this mis-match, anypath routing schemes that are based
on single-path metrics in general do not compute the shortest anypath routes. An
example is shown in Figure 1.4. The source has four neighbors, and must select a
subset of these neighbors as the set of candidate relays that may be used to reach the
2Some authors have proposed to do “geographic” routing using virtual coordinates that reflect
actual network connectivity [89] rather than physical location. It may be possible to integrate such
approaches with anycast forwarding. We do not explore this avenue in this dissertation.
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destination. Let us assume that all links have packet delivery probability p = 0.75, and
compute delivery probabilities using a single-path metric. The probability of a packet
being successfully delivered to the destination when sending via D through the two-
node strand at the bottom is p3 = 0.42. The probability of a packet being successfully
delivered when going through any 4-node path in the mesh at the top is p5 = 0.24.
A single-path metric would therefore lead us to select node D as the sole candidate
relay from the source, since A,B, and C each have a lower delivery probability to the
destination than the source itself. However, with anycast forwarding, each node in
the upper mesh has three possible next-hop relays to its right, and so the probability
of delivery across the upper mesh is actually higher than 0.24. Indeed, a simple
computation shows that the true delivery probability, when using A,B,C as candidate
relays and going through the upper mesh is (1− (1− p)3)4 · p = 0.70. If our choice of
candidate relays is driven by single-path metrics, we would ignore this opportunity,
and as a result make a routing decision that provides a significantly lower delivery
probability; the single-path metric effectively disqualifies relays that in fact should be
used.
Anycast forwarding with multi-path routing
The third existing approach is to use a multi-path routing protocol to provide multiple
next-hop choices to the anycast forwarding link layer. We overview multipath routing
in Chapter 2, but for now, note simply that the original design goal of most multi-
path routing protocols (and in particular, of MAODV) is to improve load-balancing,
redundancy or failover by providing multiple route choices. Thus there is no a priori
indication that running an existing multi-path protocol, whose design is guided by a
different objective, is the best way to select candidate relays at each node.
1.3 Anypath Routing Overview
In the following, we outline the key concepts of anycast forwarding and anypath
routing, and their application to low-power networks.
Constituent costs
In order to identify the optimal candidate relay set at each node, it is necessary to
establish precisely the cost associated with each possible choice. We break this cost
down into two constituent components: the anycast link cost and the remaining
path cost. The anycast link cost is the expected cost from the current node to
the next hop, while the remaining path cost is the cost from the next hop to the
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destination. The difficulty in computing these costs is of course that the next hop is
not one specific node, but is any node in the candidate relay set.
The anycast link cost (ALC) is the expected cost of transmitting a packet to any
node in a set of neighbors; if that set consists of a single node then naturally it reduces
to the regular (unicast) link cost that is used by single-path routing. In a network with
unreliable links, the ALC may for example be defined as the probability that a node in
the next hop set receives a packet, or the as average number of transmissions until any
node in the set receives a packet. Other definitions of ALC are possible and explored
further in this dissertation, in particular in conjunction with novel link-layer designs
that seek to reduce energy cost and latency of low-power wireless communications.
The remaining path cost (RPC) covers the remainder of the cost in an anypath
route: it is the expected cost to get from any node in the candidate relay set to the
destination. The RPC therefore depends on the cost to reach the destination from
each node in the candidate relay set. It also depends on the probability for each
node in the set of being actually used as a relay. For example, if each candidate
relay is used with same probability, then the RPC is simply the average of the costs
from each candidate relay to the destination. In general however, the probability
of a packet going through a particular node in the candidate relay set depends on
the underlying link delivery probabilities. In consequence, each candidate relay is
generally not used with same probability, and the RPC is more complex than a simple
average. The probability that a particular relay is used depends also on specific
policies and mechanisms in the anycast forwarding link layer. These are effective
relay selection and relay arbitration. We discuss these aspects next.
Effective relay selection
When transmitting over a broadcast medium, it is possible that a transmission is
received by more than one node in the candidate relay set. When this happens, we
must choose which of the receivers should be the effective relay, that is, which node(s)
then transmits the packet further. We call this the effective relay selection policy.
One such policy is to choose at random one of the receivers to be the effective relay.
Another is to choose the receiver that has the lowest cost to reach the destination.
Whenever multiple candidate relays receive a transmission, the relay selection policy
thus affects the outcome of anycast forwarding, and consequently the choice of policy
has an influence on the remaining path cost. For example, the RPC is higher when
choosing an effective relay at random among multiple receivers than when choosing
the one with lowest cost to the destination (except of course if all candidate relays
have same cost to the destination).
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At this point, it may appear surprising to consider policies such as the random
selection of effective relay, since selecting the best receiver should always be preferable
to selecting one at random. This would be indeed be true if there were no overhead
to execute the relay selection policy. However, doing so requires reaching agreement
on which node(s) actually received the packet, making the selection decision, and
communicating this decision, all in a distributed setting where communication is
both unreliable and costly. This overhead is not the same for all policies, and so
an important feature of our framework is that it encompasses a multitude of relay
selection policies, allowing a protocol designer to evaluate the benefits of a given policy
in terms of both its protocol overhead, and of the relay selection choices it makes.
An extreme case of relay selection policy is for all candidate relays receiving a
packet to forward it. In this case, a packet may be duplicated into additional copies
that “fork” into separate branches. This policy has the advantage of having little or
no overhead to carry out, since any receiver can forward the packet without knowing
if other candidate relays received it. However, it is clear that it can lead to a lot of
duplication, and thus should be used with precaution. There are still situations where
this policy may be interesting, namely when it is very rare that multiple candidate
relays receive a packet. One such situation is with the different low-power anycast
forwarding schemes developed in this dissertation.
Shortest anypath routing
Solving the shortest anypath routing problem requires us first to define the cost of an
anypath route. Because an anypath route is composed of many possible trajectories
(including, possibly, trajectories with forks and duplicated packets), the expected
cost of an anypath route must reflect the cost of each individual trajectory as well
as the probability of it being used to traverse the route. The cost of each possible
trajectory depends not only on the sequence of nodes that it traverses, but also on
the candidate relay sets of each node in the trajectory. The probability of a given
trajectory being taken depends not only on individual link properties (such as packet
delivery probability), but also on specifics of the anycast forwarding technique being
used. For example, the effective relay selection policy plays a role in determining which
receiver forwards a packet (when there are multiple candidate relay have received it),
and so the choice of policy influences the probability that a given trajectory is taken.
The idea that the cost of an anypath route is determined by the cost and probabil-
ity of each possible trajectory across it is quite intuitive. However, how to effectively
compute is not so immediate. One possible approach is to enumerate each feasible tra-
jectory explicitly and to compute its probability and cost. But such an enumeration
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would be tedious and complex, and would not lead to a distributed implementation.
We define instead an algorithm that proceeds recursively backward from the desti-
nation to the source, without needing to explicitly enumerate trajectories, and show
in Proposition 5.9 that it computes the cost of an anypath route in a number of
iterations bounded by the length of the longest trajectory.
While finding a way to compute the cost of a given anypath route is a necessary first
step, it does not yet solve the harder problem of computing shortest anypath routes.
The key to do so is to show that sub-routes of a shortest anypath route are themselves
shortest anypath routes. This property (which holds trivially for single-path routes)
allows us to compute and reason about shortest anypath routes in a recursive way.
A distributed formulation of the algorithm computing shortest anypaths then follows
quite directly. This formulation is a generalization of the distributed Bellman-Ford
algorithm; the crucial difference with single-path Bellman-Ford is that the involved
cost metrics are the anycast link cost and remaining path cost. In the general case,
the algorithm must search among 2k possible subsets of nodes (for a neighborhood of
size k). Fortunately, it is possible to reduce this search space to size k in many cases
of practical interest.
While anypath generalizes single-path routing, shortest anypath routes have cer-
tain properties that are different and somewhat surprising. For example, shortest
anypath routes are usually not symmetric (even when the underlying links are sym-
metric), and the shortest anypath and shortest single-path routes between two nodes
may be disjoint.
Application to low-power wireless networks
In addition to establishing an algorithmic basis and design framework for anypath
routing, our work also proposes novel anycast forwarding link layers that exploit
spatial diversity differently than previously. In particular, we explore the space of
low-power wireless networks, and show how anycast forwarding can be used to
reduce both energy cost and latency when nodes spend most of their time sleeping.
One example is when low-power nodes sleep and wakeup randomly and without syn-
chronization. In this setting, the probability that any node in a set of neighbors is
awake during a packet transmission is greater than the probability that a given neigh-
bor is awake. This can be exploited to reduce the energy cost of packet transmissions
by a factor of 3 or more, depending on the number of candidate relays.
Our practical validation of anypath routing takes place within this domain of low-
power communication. We design an anypath routing protocol and low-power anycast
forwarding link layer, and implement this design on a low-power wireless platform.
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The fact that this platform is extremely resource constrained (both in memory and
computation) confirms that anypath routing is practical. An experimental evaluation
using a wireless testbed shows that anypath routing delivers performance gains that
are on par with those predicted by theory and simulation.
1.4 Packet Combining
While anycast forwarding is a powerful and general mechanism to exploit spatial diver-
sity in a multi-hop wireless network, other techniques are possible. This dissertation
investigates one such other technique with the design, implementation, and experi-
mental evaluation of an error-correction system based on packet combining. Nodes
buffer corrupt packets (rather than dropping them upon reception), and when two or
more corrupt versions of a packet have been received, a packet combining procedure
attempts to recover the original packet from the corrupt copies.
Classical forward error correction (FEC) operates on point-to-point basis, correct-
ing (when possible) communication errors between any two given nodes at a time.
Packet combining does not only this, but additionally operates over multi-point in-
teractions such as multi-hop routing or broadcasting. For example, a corrupt packet
overheard from a transmission two hops upstream can be used to later recover errors
as the transmission travels down the route. The net result is the opportunity to re-
cover from more errors than in classical error correction by exploiting a larger number
of input packets. The scheme also has the very practical advantage that it does not
transmit redundant error-correction overhead on good links, and it does so without
requiring estimates of channel conditions.
Packet combining exploits the broadcast medium and spatial diversity of a multi-
hop wireless network by using corrupt packets overheard at any node, in addition to
the next-hop destination of the packet itself. It is therefore complementary to anypath
routing and fits naturally into the framework of anycast forwarding.
1.5 Summary of Contributions
The main contributions of this dissertation are:
• A framework for anycast forwarding. We define a framework for the design
and modelling of anycast forwarding primitives. Modelling an anycast link
layer within this framework is achieved by establishing its anycast link cost and
remaining path cost. The framework is general, encompasses a wide variety
of link layers, and can account for all key aspects of anycast forwarding such
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as effective relay selection, receiver or sender-driven forwarding, and duplicate
forwarding.
• Novel anycast forwarding mechanisms for low-power wireless link lay-
ers. We show how anycast forwarding can increase energy efficiency or decrease
latency in low-power wireless networks, and introduce new anycast link-layer
mechanisms to reduce preamble length or latency with low-power, duty-cycled
wireless links.
• Shortest anypath routing. We define anypath routes, their cost, and formu-
late an algorithm that finds the shortest anypath route between a source and
a destination. This algorithm generalizes the single-path Bellman-Ford algo-
rithm, and can be operated in a distributed setting. Its correctness is proven
in Theorem 5.10, and its convergence time has the same upper bound as the
single-path Bellman-Ford. We also show how the search space of candidate relay
sets can be reduced from size 2k to size k (where k is the number of neighbors)
in many cases of practical interest.
• Relay selection and arbitration. When multiple candidate relays receive a
packet, coordinating and arbitrating to designate the effective relay have costly
protocol overhead. We show how it is possible to reduce this overhead at the
cost of using suboptimal routes, investigate this tradeoff, and show cases where
exploiting this tradeoff is of practical relevance.
• Implementation and validation. Anypath routing is a general technique
applicable to a wide variety of networks. We have validated it in one particu-
lar instance, namely low-power wireless networks, by designing, implementing,
and evaluating an anycast forwarding link layer and anypath routing protocol.
Evaluation on a 50-node testbed demonstrates that anypath routing is robust,
stable, and increases energy efficiency of low-power nodes by a factor of up to
300% over the equivalent system using single-path routing.
• Packet combining. Using packet combining for error correction is another ex-
pression of spatial diversity, that integrates very naturally with anypath routing.
Various forms of packet combining were already proposed and analyzed by oth-
ers; our contribution here is the first design, implementation, and evaluation of a
multi-hop packet combining error correction scheme in an experimental setting.
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1.6 Dissertation Overview
This dissertation proceeds as follows. In Chapter 2, we review background material
and related work. This includes work related to anycast forwarding and anypath rout-
ing, as well as existing low-power wireless link-layers that our new anycast forwarding
mechanisms are based upon. Chapter 3 describes some simple network models that
we use throughout this thesis, and their associated cost metrics.
At this point the stage is set. Chapter 4 introduces a general framework for any-
cast forwarding, and introduces new anycast mechanisms specifically geared towards
low-power networks. Chapter 5 is where everything comes together: we define any-
path routes, their cost, and formulate a shortest anypath routing algorithm based on
Bellman-Ford. Then in Chapter 6 we explore variations on anypath routing and con-
duct a simulation-based study of the tradeoffs involved. Chapter 7 presents our pro-
totype implementation, and Chapter 8 presents our packet combining error-correction
scheme. We finally conclude in Chapter 9.
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Chapter 2
Background and Related Work
This chapter gives an overview of related work and contrasts it with the contributions
of this dissertation. We first survey multipath routing, that superficially resembles
anypath routing, but has entirely different motivations and mechanisms.
Anypath routing spans both link-layer forwarding mechanisms and network layer
routing decisions. Accordingly, related work includes both papers that specifically
address either link-layer anycasting or routing, and those that combine both aspects.
We also survey existing link-layer methods for ultra-low power operation of low-
rate wireless networks. These are not related to anypath routing per se, but form the
basis of the low-power anycast forwarding models of Chapter 4, and of the system
designed in Chapter 7. Finally, the last section of this chapter discusses work related
to our packet combining error-correction method.
2.1 A Brief Review of Multipath Routing
The idea of using multiple paths to route packets to a destination has been around
for decades, going all the way back to the early work of Maxemchuk [72]. In a very
general sense, multipath routing techniques seek to generate and exploit path diversity
in a network.
Anypath routing can thus be viewed as a form of multipath, since it allows succes-
sive packets to traverse multiple paths. The fundamental difference between anypath
and multipath routing is that anypath seeks to generate spatial diversity at local
scales in order to exploit a link-layer mechanism (anycast forwarding); multipath
usually seeks to generate diversity at the scale of entire paths. This is reflected in
the way most multipath routing protocols operate: by discovering single-path routes
(perhaps with some constraints, such as routes being disjoint), and assembling them
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to obtain a multi-path route. In contrast, an anypath route is a single structure that
is computed as such, and not a juxtaposition of single-path routes.
Surveying the vast body of work in multipath routing is beyond the scope of this
dissertation; we rather seek to show a few representative examples to highlight this
fundamental difference between anypath routing and multipath.
Multipath routing in wired networks
Dispersity routing, proposed by Maxemchuk in his dissertation work [72], is a form of
multipath routing that spreads the data from a source over several paths through the
network by transmitting on lower rate periodic channels on each of the paths. It was
initially investigated as an alternative to adaptive routing in packet networks networks
since both mechanisms equalize the load on a network [71]. The two types of dispersity
routing are non-redundant and redundant dispersity routing. In the non-redundant
form, a message is divided into submessages that are sent across different paths.
All submessages are required at the destination in order to reconstruct the original
message. In the redundant form, submessages contain additional redundancy obtained
via the use of erasure codes. The destination can then reconstruct the original message
using fewer submessages, giving higher resilience to packet loss, but the total number
of transmitted bytes is higher. More recent work [73] applied dispersity routing to
ATM networks, where the spreading of data over multiple paths can be used to
decrease either the fraction of capacity used on any given path, or the latency to
transmit a packet.
Dispersity routing does not address the problem of finding the multiple paths,
but rather focuses on characterizing the performance gains that arise under idealized
multipath route abstractions. These abstractions assume disjoint paths, and the anal-
ysis can simply consider N independent channels from the source to the destination,
without modeling the topology itself. Note that path disjointness is not a relevant
criterion to anypath routing; on the contrary if paths are disjoint, each node (except
the source) has a single next hop, and the gains from anycast forwarding cannot be
realized.
Another example of multipath routing is the work of Zaumen and Garcia-Luna-
Aceves [112]. This work defines a routing algorithm that computes the multipaths
containing all paths from the source to the destination that are guaranteed to be
loop-free at every instant. Our definition of anypath route in Chapter 5 is similar to
theirs, but our notion of shortest anypath routes is different, because our cost model
is designed to reflect the use of anycast forwarding.
Multipath routing can also be used in some Internet routing protocols. For ex-
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ample, the Open Shortest Path First (OSPF) supports a mode of operation known
as equal-cost multipath (ECMP) routing, where a router can maintain more than
one next-hop for a given destination, using different paths of equal length. Not sur-
prisingly, the considerations for choosing the effective next hop among the multiple
candidates are very different to those that we have in a wireless network (see [99]),
centering around the difficulties of using network debugging utilities (e.g., ping or
traceroute) or the problems arising when different paths have differing maximum
transfer unit (MTU) sizes.
Multipath routing in wireless networks
Closer to this dissertation, different multipath schemes have been proposed for rout-
ing in wireless networks. Two representative examples are On-Demand Multipath
Distance Vector Routing in Ad Hoc Networks (AOMDV) [70], and braided multipath
routing [31]. AOMDV is used by the opportunistic routing protocol of Das outlined
in Section 2.3 below. Braided multipath routing is targeted at low-power wireless
networks, and is proposed with the goal of increasing resilience to node failures.
Both of these protocols seek to find paths with some degree of node-disjointedness
or link-disjointedness in the paths that they find. Both are also inherently based on
single-path routing concepts, that are assembled to proved multiple different routes.
Again, this highlights again the orthogonality of multipath routing with anypath.
Another example of multipath routing in a wireless network is the work of Srinivas
and Modiano [96], who propose an algorithm that finds minimum-energy k link- or
node-disjoint between two nodes. For link-disjoint paths, a node can have multiple
outgoing edges, and their scheme takes into account the energy savings that are
realized in this case thanks to the broadcast nature of the wireless medium.
2.2 MAC-layer Anycasting
The general idea of MAC-layer anycasting has already been proposed and motivated
by others, albeit always in one specific form related to improving reliability or through-
put with unreliable links. Larsson [61] proposed a joint forwarding and MAC layer
protocol where a data frame is multicast to a set of candidate nodes. Each receiver
sends back an ACK, and the sender then issues a forwarding order to the chosen
relay. Choudhury and Vaidya [15] propose a similar mechanism, but with the main
difference that the anycast decision is made before transmission; in this case there is
no need for the ACK and forwarding order of Larsson’s scheme.
These works focus on the link-layer mechanisms necessary to implement anycast
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forwarding. They assume that the network layer maintains a list of possible next-hop
candidates (e.g., with a multi-path routing protocol), that is provided to the link
layer, and do not propose specific strategies for the selection of these candidates by
the routing protocol
2.3 Opportunistic Routing
An opportunistic routing protocol exploits anycast forwarding by providing each node
with multiple candidate next-hops to reach a given destination. We shall see in the
remainder of this dissertation that our proposed scheme of anypath routing is one
form of opportunistic routing; others exist and have been previously proposed. We
outline these here, distinguishing as in the introductory chapter between schemes
using geographic positions, schemes based on single-path routing, and schemes based
on an existing multi-path routing protocol.
When multiple nodes receive a packet, it is also necessary to decide which one
should relay it, and to communicate this decision. We discuss existing approaches to
this problem at the end of this section.
2.3.1 Three Forms of Opportunism
Opportunistic Routing using Geographic Positions
Using geographic positions is a natural way to exploit anycast forwarding: a node
transmits a packet, and the receiver which makes most geographical progress toward
the destination is selected as the next relay. Multiple schemes have been proposed
and evaluated in theory and simulation; we briefly outline these here. Unfortunately,
these schemes have not been validated in an experimental system, nor have the the
design tradeoffs required to take these schemes into a real system been fully evaluated.
Zorzi and Rao’s work on Geographic Random Forwarding (GERAF) [68] is one of
the first opportunistic routing proposals, and uses geographic forwarding. The authors
analyze the average progress that a packet makes when the effective relay is selected
based upon geographic distance to the destination, under the assumption of nodes
being uniformly distributed in surface. The connectivity model is highly idealized,
and so the difficulties of geographic forwarding that we outlined in the introduction
do not surface in this work. The authors also propose a recursive method to compute
the expected path length of a packet routed using their scheme. It is interesting to
note this recursion can be expressed in a forward manner, from the source to the
destination. In contrast, computing the expected path cost with anypath routing is
more complicated, and we must recurse backwards from the destination to the source,
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(see Chapter 5, p. 109), because the actual progress of the packet depends on the
costs of the nodes ahead of it. With geographic routing, these costs are known a priori
since they are simply the Euclidean distance to the destination.
Other related work in this area includes the modeling and analysis of Shah et.
al. [92] [91], as well as HARBINGER, a scheme that uses both packet combining and
geographic opportunistic routing.
Opportunistic Routing using Single-Path Routing
Opportunistic routing can also be used in conjunction with a single-path routing
metric. In this case, the selection of relay by anycast forwarding is driven by the
shortest-path distance from each node to the destination.
ExOR [9], proposed by Biswas and Morris, is one such scheme. It is notable
for being the first working instance of opportunistic routing, and demonstrates the
applicability of opportunistic routing to real systems. ExOR increases throughput of
802.11b multi-hop wireless networks by choosing the effective next-hop relay after the
packet has been transmitted. The choice of effective relay is driven by single-path
routing metrics. In other words, the effective relay is chosen to be the receiver with
shortest single-path distance to the destination. If no receiver has lower single-path
distance, the sender retransmits.
While such a strategy has the advantage of leveraging well-understood single-path
concepts, it does not result in the optimal routing choices. The underlying reason is
that shortest single-path route costs do not always reflect route costs when using this
anycast forwarding, as we have outlined in the introduction.
This dissertation is not the first work applying anycast forwarding and oppor-
tunistic routing to low-rate, lower-power wireless operation. In 2005, Parker and
Langendoen proposed an opportunistic routing protocol called Guesswork [80], and
conducted a simulation-based evaluation with a focus on low-rate wireless sensor net-
works. In the simulations, Guesswork is run in conjunction with different low-power
MAC layers (specifically, synchronous duty-cycling MAC layers, that we survey in
Section 2.4 of this chapter). The authors observe an increase in reliability but not in
energy efficiency. This is not entirely surprising, given that Guesswork uses anycast
forwarding in essentially the same way as in ExOR: as a means to reduce the expected
number of transmissions by having more than one choice of next-hop relay.
This dissertation, in contrast, shows how anycast forwarding can be used in differ-
ent ways that directly enhance energy efficiency or latency with low-rate, low-power
links, beyond simply applying existing anycast forwarding techniques that primarily
serve to improve throughput in high-rate networks.
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We are not the first to argue that single-path metrics are unsuited to opportunistic
routing. In particular, Zhong et. al. [115] argue for the use of new metrics, and propose
one such metric called Expected Any-path transmissions (EAX). Their motivation is
to reduce the size of the candidate relay sets, in order to reduce the protocol overhead
of inter-receiver coordination. Using their metric, Zhong et. al. propose to first select
candidate relays in the same manner as ExOR (using a single-path metric), and
then to prune candidate relay using a heuristic that incorporates the EAX metric.
This work is an important step, however it only goes half the way: they show how
to compute the expected cost of using an anypath route, but not how to find the
anypath route with lowest cost. In contrast, our anypath routing algorithm provably
computes the shortest anypath route. Furthermore our framework is more powerful,
since it accommodates other anycast forwarding metrics than ETX, and can also
reflect the use of other policies for effective relay selection.
Opportunistic Routing using Multi-Path Routing
Jain and Das [45] integrate an anycast extension of the 802.11 MAC layer with the
multi-path AODV (AOMDV) [70] routing protocol. They observe the same tradeoff
as [15] between number of candidates and path length, and modify AOMDV to allow
the use of paths up to one hop longer than the shortest path. This choice is based
on an empirical evaluation, the details of which are not given. Note that the original
design goal of most multipath routing protocols (and in particular, of MAODV) is
usually to improve load-balancing, redundancy or failover by providing multiple route
choices. Thus it would be somewhat surprising that they provide the optimal routes
for use with anycast forwarding.
2.3.2 Selecting and Arbitrating among Multiple Receivers
When multiple candidate relays receive a packet, it is necessary to select the one that
should relay the packet further. All existing schemes make this selection based on
the distance (e.g., geographic or single-path) from each receiver to the destination,
and use the one that is closest to the destination. No prior work explores the use of
other policies, such as picking one receiver at random to be the relay, or allowing all
receivers to relay the packet; we motivate these policies in Chapter 6 and evaluate
the tradeoffs involved.
It is important to distinguish between the policy for selecting the effective relay,
and the protocol mechanism to coordinate among nodes so that the intended node
does indeed forward the packet, and others do not.
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Radio XE1205 CC2420 WCF54G
Manufacturer Semtech TI LinkSys
Standard Proprietary (FSK) IEEE 802.15.4 IEEE 802.11g
Frequency 869 Mhz 2.4 Ghz 2.4 Ghz
Max. Data Rate 76.8 Kbps 250 Kbps 54Mbps
TX Output Power 1 mW 1 mW 31 mW
Radio RX 46.2 mW 66 mW 891 mW
Radio TX 76.6 mW 58.4 mW 1155 mW
Table 2.1: Power consumption parameters for different radio transceivers. Listening and
receiving consume comparable energy to transmitting.
It is not easy to find a coordination protocol that does this with acceptable over-
head, and consequently a large effort is devoted in all the works cited above to the
design and evaluation of relay arbitration schemes. We discuss the underlying ideas
behind arbitration protocols in Chapter 6.2.1 (p. 135); the protocol that we develop
in the experimental portion of this dissertation is able to avoid most of the relay
arbitration overhead by in many cases doing away with it altogether and allowing all
receivers to forward a packet.
2.4 Low-Power Link Layers
In networks consisting of untethered nodes, in particular wireless sensor networks,
nodes must be capable of functioning for extended periods of time without human
intervention. Energy (or lack thereof) is usually the main obstacle to achieving long-
term, autonomous deployment and energy efficiency is therefore an important design
objective in many wireless link layers.
So far we have implicitly considered link layers and networks where radio transceivers
are permanently turned on (either listening or transmitting). We call these always-on
networks. Since the radio transceiver is the dominant energy sink in any wireless
device, this always-on strategy is not compatible with long-term energy autonomy, or
at least it requires large and costly energy sources (such as heavy-duty batteries or
large solar panels).
While we intuitively might expect power consumption to be significantly lower
when a radio is in receive mode (either receiving an actual packet, or in idle listen-
ing) than when transmitting, receive path circuitry requires signal amplification and
significant analog and digital processing, and as a result receive power consumption
is comparable to transmit consumption. Table 2.1 illustrates this with three wireless
radios. The XE1205 by Semtech and the CC2420 by Texas Instruments are both
low-power, low-rate single-chip radio transceivers that are representative of radios
24 Chapter 2.
listen
trx
transmit
tl
Time
Energy
sleep
Figure 2.1: Illustration of duty cycling and energy consumption of different radio states.
The duty cycle is the ratio tl/trx. A node listens to the channel for duration tl and goes
back to sleep because there is no packet to receive; at a later time it transmits a packet.
Transmitting is slightly more expensive than listening or receiving; sleeping is significantly
less expensive than either transmitting or receiving.
used in wireless sensor networks. The XE1205 uses a proprietary frequency-shift
keying physical layer, and the CC2420 implements the IEEE 802.15.4 standard (de-
signed to work with the ZigBee network- and application-layer standard), which uses
a direct-sequence spread spectrum physical layer. The LinkSys WCF54G is an IEEE
802.11b/g CompactFlash card with an Atheros chipset.
Since receiving and idle listening have energy cost comparable to transmitting,
efficient power management requires more than minimizing the amount of data trans-
mitted: in addition to transmitting as little as possible, nodes should reduce their
radio duty cycle and entirely power down the radio as often and as long as possible.
We refer to this practice as duty cycling, and we define the duty cycle as the fraction
of time that a radio spends in listen mode. We illustrate the concept of duty cycling
in Figure 2.1, where a node periodically listens for a duration tl, every trx seconds,
giving a duty-cycle tl/trx.
Note that the duty cycle alone does not completely determine radio energy ex-
penditure, since it does not consider the time spent transmitting. Nonetheless, this
definition of duty cycling reflects the fact that in a low rate network, non duty-cycled
nodes spend a negligible amount of time transmitting data in comparison with idle
listening. Furthermore, this definition is convenient since accounting for transmission
time would require precise assumptions on the amount of data transmitted by each
node, the traffic and communication pattern, and the network topology.
The goal of operating nodes at very low duty cycles (e.g., 1% or lower) has led to
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many proposed protocols for media access control (MAC), which we broadly group
into two classes: synchronous protocols and asynchronous protocols.
In synchronous protocols, nodes are synchronized such that they know when their
neighbors will be awake and listening on the radio. Therefore, a node having a message
to transmit to its neighbor can schedule the transmission to occur exactly when the
neighbor is listening. Synchronous protocols include those based on time division
multiple access (TDMA) protocols [24, 50, 95], beacon-based protocols such as IEEE
802.15.4 [79], S-MAC [110], T-MAC [102] and TRAMA [88].
The second class, asynchronous protocols, takes a different approach. Instead
of coordinating duty cycle schedules, nodes periodically wake up, sample the chan-
nel, and only start receiving data if they detect channel activity. Depending on the
underlying physical layer, this detection can either be based on channel energy or
successful symbol decoding. Periodic channel sampling allows a node to conserve en-
ergy by keeping its radio off most of the time. Examples include Aloha with preamble
sampling [26], B-MAC [84], and WiseMAC [25].
Each class of link layer protocols has its advantages and drawbacks. Synchronous
protocols allow nodes to only power the radio on when needed, significantly reducing
idle listening. At the same time, these protocols are by nature more fragile and brittle
than asynchronous protocols: after they establish a schedule, a node can usually only
communicate with other nodes on the same schedule. If for some reason a node fails
to synchronism with others or loses its schedule, perhaps due to a link outage or to a
software failure, it can become disconnected from neighbors until it has re-established
synchronization. Also, establishing and maintaining a synchronized schedule itself
has overhead and costs both power and bandwidth.
In contrast to synchronous protocols, asynchronous protocols do not require nodes
to learn and maintain schedule state about other nodes: each node wakes up according
to a self-determined schedule, and each node can transmit a packet to a neighbor at
any time. The only requirement is for all nodes in the network to be configured with
a similar duty cycle. This reduced statefulness translates into increased robustness in
comparison with a synchronous protocol where faulty or missing schedule information
can make a node unreachable. Robustness and simplicity come at a cost, however.
Unlike synchronous protocols that send regular data packets, asynchronous protocols
must send long, expensive messages to wake up a neighbor.
While they are conceptually similar, the distinction of synchronous versus asyn-
chronous duty cycling is separate from the distinction of scheduled versus random
access that we make in Section 3.3.2. Scheduled or random access are medium access
control functions serving to manage the use of a shared channel by multiple contend-
ing nodes, whereas synchronous versus asynchronous duty cycling serve to manage
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Figure 2.2: Two forms of synchronous duty cycling. Node S has a packet to send to
R2. (a) With clustered synchronization, all nodes wake up at the same time. Node S
can transmit to R2 during this active period. (b) With individual synchronization, each
node wakes up at a different time. These wakeup times are known to other nodes, and
so S knows when to transmit its packet to R2.
the communication rendez-vous of nodes which spend most of their time with their
radios turned off.
2.4.1 Synchronous Duty Cycling: Clustered Synchronization
The first form of synchronous duty cycling considered here uses clustered synchro-
nization, and we shall also refer to it as “clustered duty cycling”. As shown in Figure
2.2(a), nodes wake up simultaneously for an interval of duration tl, and any node
wishing to transmit a message then transmits in this interval. The wakeup interval is
called the active period, and occurs regularly at intervals trx, so that the overall duty
cycle is tl/trx. Medium access contention within the active period can be resolved by
either CSMA or TDMA mechanisms that we have seen previously.
Clustered duty cycling was originally introduced by the Sensor-MAC (S-MAC)
protocol [110] in 2002, and has been since refined leading to its successor SCP [105].
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The main difficulty in a clustered synchronization scheme is in getting all nodes on
a common schedule. In S-MAC, nodes broadcast SYNC packets at the beginning of
the active period, so that other nodes receiving these packets can adjust their clocks
to compensate for drift. New nodes that join the network (and nodes that previously
had lost synchronization) stay awake until they overhear a SYNC packet allowing
them to join the clustered schedule. In theory, the whole network should run the
same schedule, but in practice, due to bootstrapping, clock drifts, and the difficulty
of reaching consensus across an entire network, multiple synchronization clusters often
emerge. In this case, nodes that are at the border between different clusters must
wake up for the active period of each cluster they are part of; these nodes therefore
have a higher duty cycle than tl/trx. A scheme that tries to prevent the emergence
of many clusters is presented in [66]; results therein show that while it is possible to
somewhat reduce the number of schedules, multiple schedules are difficult to avoid
altogether in a large network.
In the S-MAC implementation, the active period tl is fixed at a fairly large 300
ms, and the duty cycle is controlled by varying trx. This value for tl is therefore quite
long in comparison with typical settings for asynchronous duty cycling (as we shall
see in Table 2.2); it is necessary since all nodes in the network may potentially use
this same period for their communications. Note that since decreasing the duty cycle
requires increasing tl, S-MAC trades off latency for energy efficiency.
Optimizations to S-MAC are possible. One example is Timeout-MAC (T-MAC)
[102], whose key difference with S-MAC is the introduction of an adaptive duty cycle.
With T-MAC, trx is fixed (at 615 ms). Nodes go back to sleep if there is no traffic
activity past some timeout, with the effect of extending or retracting the adaptive
period depending on the traffic load.
2.4.2 Synchronous Duty Cycling: Individual Synchronization
Individual synchronization (Figure 2.2(b)) is a different form of synchronous duty
cycling where each node adopts its own schedule independently and advertises it to
its neighbors. Each node keeps track of its neighbors’ schedules and can transmit
messages at the appropriate time by knowing when the destination will be in an
active listening period.
The key difficulty with individual synchronization lies in getting nodes to learn
the schedules of each neighbor. One way is for each node to broadcast its schedule at
the beginning of each active period, so that a new node can simply listen for a period
trx and learn the schedules of every neighbor. This is probably overkill, and a more
efficient approach would be to broadcast schedules only every n periods (at the cost
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Platform Wakeup Period Listen Time Duty Cycle Packet Time
trx tl trx/tl tpkt
20 ms 8 ms 28% 15 ms
85 ms 8 ms 8.6% 15 ms
Mica2 135 ms 8 ms 5.5% 15 ms
185 ms 8 ms 4% 15 ms
485 ms 8 ms 1.6% 15 ms
1085 ms 8 ms 0.7% 15 ms
21 ms 2.12 ms 10% 3.7 ms
TinyNode 79 ms 2.12 ms 2.7% 3.7 ms
299 ms 2.12 ms 0.8% 3.7 ms
Table 2.2: Example of duty cycle parameters from the link layers of two low-power
wireless platforms using asynchronous duty cycling: Mica2 (running at 19.2 kbps) and
TinyNode (76 kbps). These parameters come from the TinyOS link layer implementations
for these platforms.
of requiring a longer listening time of up to ntrx for new nodes).
2.4.3 Asynchronous Duty Cycling
We now turn to the case of asynchronous duty cycling (also known as Low Power
Listening or LPL [84]). Each node awakens periodically for short periods and listens
on the radio. If no transmission is detected during this interval tl, the node goes back
to sleep until the beginning of the next sampling interval. We note the wakeup period
as trx and the length of the interval during which the node listens on the channel
as tl (tl < trx). The duty cycle is then tl/trx. Some examples of practical values
for trx and tl are shown in Table 2.2 for two low-power wireless platforms that have
asynchronous duty-cycled link layer implementations in TinyOS.
Although nodes regularly poll the channel with a predefined polling period, their
polling times are not explicitly synchronized. To reliably rendez-vous with the re-
ceiver, a transmission must be of length trx, or else it may not coincide with the
wakeup time of the receiver. As shown in Table 2.2, the packet duration tpkt is
significantly shorter than the wakeup period, and so a packet transmitted without
knowledge of the receiver’s wakeup schedule is not likely to be received. In typical
LPL implementations [23,84], the packet is preceded by a long preamble (a repeated
sequence of bits that is easy to detect, such as 101010101 . . .) of length such that the
entire transmission has duration trx. This preamble is effectively a wake-up signal: if
a node hears an ongoing preamble during its brief listen time, it stays awake to receive
the forthcoming packet. We illustrate asynchronous duty cycling in the diagram of
Figure 2.3. Note that wakeup times may be randomly chosen within the trx intervals,
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Figure 2.3: Illustration of asynchronous duty cycling. Each node wakes up for a short
interval tl, with wakeup period trx. The sender does not know when in the interval trx
the destination will next wake up; it must therefore send a long wakeup preamble (of
length tpreamble > trx) before its packet.
(receiver 2), or they may be periodic (receiver 1); in either case the phase may be
shifted after a packet reception, as is the case for receiver 1. The key point is that
nodes are not synchronized, so from the sender’s point of view there is little difference
between a deterministic or random wakeup schedule.
Using this long preamble is the simplest possible approach to communicate with a
node whose listening schedule is unknown. Other more complex schemes are possible.
For example, repeatedly sending the packet for the duration trx, or embedding in the
preamble a countdown sequence indicating how many preamble bytes are left until the
packet itself. Note that while such optimizations may allow for slightly more efficient
implementations of LPL, they do not fundamentally change the fact that nodes must
send transmissions of length trx.
WiseMAC: from individual to asynchronous duty cycling
WiseMAC [25] is an elegant form of duty cycling that espouses elements both of
individual (synchronous) duty cycling, and asynchronous duty cycling. Consider a
node i having a packet for a destination j. If i has already learned j’s schedule,
it waits until j’s next wakeup time to transmit its packet, thus operating similar
to individual duty cycling. Otherwise, i can simply transmit a packet with a long
preamble, as in asynchronous duty cycling, since i knows that j will wakeup at some
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point in an interval of length trx. Node j indicates its next wakeup time to node i by
piggy-backing it in its acknowledgement frame, and i now has learned the schedule of
this at the cost of a long preamble transmission.
WiseMAC enables a smooth transition from synchronous to asynchronous duty
cycling by adjusting the length of the preamble to the level of uncertainty about
a receiver’s next wakeup time. Specifically, if the next packet from i to j comes
long after the previous one, clock drifts will mean that synchronization between the
two nodes has loosened. To account for this clock drift, the preamble is extended
by a length that is a function of the elapsed time since the last message exchange.
The overall effect of these measures is that WiseMAC adapts automatically to traffic
fluctuations. Under low load, WiseMAC uses long preambles and minimizes receiver
costs (idle listening); under high loads, WiseMAC uses short preambles and minimizes
transmitter costs (wakeup preambles).
2.4.4 Comparison of Duty Cycling Schemes
Each of the class of duty cycling schemes presented above has its own advantages and
drawbacks, which we outline here. Our explicit goal is not to promote one type of
scheme as the most effective form of duty cycling. Both the research community and
standardization bodies are still actively investigating the design and performance of
duty cycling schemes. Furthermore, this is a young area of research and it may turn
out that entirely different techniques turn out to be best1. Our aim is to show that
the contributions of this thesis are general and go beyond optimizing one specific duty
cycling scheme (in fact, anypath routing is relevant also beyond duty-cycled wireless
networks).
Synchronous duty cyling
The key advantage of synchronization is that nodes know precisely when to wake
up and (if necessary) transmit, thus avoiding the need for long wake up preambles.
If synchronization were easy to achieve, the debate would most likely be over, and
asynchronous schemes would not be considered. Unfortunately this is not the case,
and the drawbacks of synchronous duty cycling come directly from this difficulty. The
first is that synchronization always requires some form of communication. In an ideal
world, a single message exchange would suffice to align nodes forever, but in practice,
clock drifts mean that synchronization must be periodically refreshed, with the refresh
1A particular favorite of ours are synchronization schemes based on concepts of loosely coupled
oscillators [106]; we speculate that these can and will be successfully applied to duty cycling in the
future.
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period being inversely proportional to the degree of synchronization preciseness that
is required. Furthermore, synchronized schemes are less robust and error-tolerant
than asynchronous schemes, since they require nodes to track and maintain schedule
state; if this state is lost or corrupted, nodes must go through a costly re-acquisition
process.
Clustered duty cycling
We now discuss characteristics that are specific to each particular flavor of syn-
chronous duty cycling. Clustered schemes such as S-MAC or T-MAC, have the ad-
vantage that nodes are all either asleep or awake at the same time. During the active
period, transmissions can occur just as they would in an always-on network; this
allows a clean separation between the duty cycling mechanism and the actual trans-
mission and reception of messages. The key drawback is that it requires convergence
to a common schedule in order to be effective; as mentioned earlier this convergence
is hard to reach and imposes protocol overhead. In a worst-case scenario where each
node diverges to its own schedule, nodes will have to listen during each neighbor’s
active period, resulting in a duty cycle of |N(i)|tl/trx. Note that this degenerate case
is not equivalent to individual duty cycling, and is in fact significantly worse, because
a node must wake up for each neighbor’s active period. In other words, the worst-case
number of schedules in the neighborhood of a node i goes to |N(i)|2 with clustered
duty cycling, whereas it is |N(i)| with individual duty cycling.
Individual duty cycling
Individual duty cycling has the same overall merits and drawbacks of synchronous
schemes that we have outlined above. In comparison with clustered duty cycling,
individual duty cycling has no shared broadcast channel, since there is no common
wakeup time. This is a mixed blessing. On the one hand, nodes do not have to
overhear packets destined to other nodes, and so they spend less time listening without
reason. On the other hand, sending a broadcast packet has higher cost than a unicast
packet, since it must either be sent to each neighbor individually, or with a very long
preamble that covers each neighbor’s wakeup times.
A final merit is that for a fixed duty cycle tl/trx, individual duty cycling allows
higher channel utilization than clustered duty cycling. This can be seen by observing
that within a neighborhood, node i’s wakeup interval of duration tl is only shared by
any nodes in N(i) that have a message to transmit to i. In clustered duty cycling,
this same interval tl must be shared by all possible pairwise communications between
nodes in the neighborhood. We do not expect this aspect to be critical given our
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focus on low-rate networks, but it is nonetheless worth pointing out, especially for
networks with highly bursty traffic.
Asynchronous duty cycling
The major advantage of asynchronous duty cycling is that it requires no explicit
coordination between nodes. Therefore there is no background traffic of any sort to
communicate schedules or maintain synchronization. Furthermore, being stateless,
this approach has no robustness issues or failure modes that can arise from losing
synchronization.
This robustness and simplicity are likely explanations for the fact that asyn-
chronous duty cycling has been frequently adopted in experimental low-power wireless
systems [90,97,98]. The other advantage is that it minimizes the overhead of listening
time when there is very little or no traffic. However, asynchronous duty cycling has
two important drawbacks. First, long preambles significantly increase the burden on
transmitters. Since decreasing the duty cycle requires increasing trx, the transmis-
sion cost is inversely proportional to the duty cycle2. This constitutes an obstacle
to running nodes at duty cycles below a few percent, since the sending cost then be-
comes prohibitive. Second, selecting an optimal value for the parameters (tl and trx)
requires periodic traffic as well as knowledge of traffic rate, network size, and density.
2.5 Packet Combining
To the best of our knowledge, the only existing work to have analyzed, designed,
and implemented a working system based on multi-point packet combining is the
Multi-Radio Diversity (MRD) system of Miu et. al. [76]. MRD exploits the spatial
diversity generated by having multiple receiving base-stations placed at distributed
locations, and effectively turns these base-stations into a distributed antenna array.
MRD employs a novel block-based merging algorithm that is well-suited to bursty
error characteristics. Beyond the different physical layer technologies employed, the
fundamental (and complementary) difference between MRD and the scheme proposed
here is that MRD works only for single-hop interactions, with multiple radios receiving
from one sender, whereas our scheme considers a single radio receiving from multiple
(or single) senders.
A large and fast-growing body of work in information and communication theory
2Decreasing tl beyond some (radio-dependent) minimum value is not an option to reduce the duty
cycle, because nodes must wakeup for a minimum duration in order to stabilize the radio hardware
and listen for a few bytes’ worth of time.
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addresses cooperative diversity in various settings. While a survey of this burgeoning
field is beyond the scope of this dissertation, we should mention the recent work
of Laneman, Tse and Wornell [59], that compares the outage behavior of different
relaying schemes (amplify-and-forward, decode-and-forward, selective relaying) in a
4-node network.
Our work is closest in spirit to that of Valenti and Zhao [113] who give a general-
ization of Hybrid-ARQ in the context of a diversity routing protocol. They provide
analytical and numerical results on the outage behavior and throughput gains achiev-
able with hybrid-ARQ. Note that their work is theoretical in nature, assuming for
example the use of optimal (in an information-theoretic sense) channel codes with no
constraints on block length or decoding complexity.
To our knowledge, the only existing work examining packet combining in the
context of practical sensor networks is that of Koepke [57]. This early work examines
through simulation the gains of packet combining in a single-hop setting, using only
repetition coding.
While their focus is not directly on packet combining, Zhao and Govindan [114]
present detailed measurements of packet delivery performance at the physical and
MAC layers. At the physical layer, they examine the difference between three static
channel codes. They observe that the most powerful code (SECDED) best alleviates
the variability of “gray” links; however it also imposes the highest redundancy on
reliable links. This observation is in line with the intuition that no static code can be
well-matched to the large diversity of links in a wireless network.
2.6 Summary
This chapter has provided an overview of related work and contrasted it with the
contributions of this dissertation. We have illustrated how existing forms of multipath
routing are driven by different motivations and use other mechanisms than anypath
routing, despite superficial similarities.
We described existing work in anycast forwarding and anypath routing, distin-
guishing between schemes that use geographic positions, schemes based on single-path
routing, and schemes based on an existing multi-path routing protocol. We further
explained why neither of these schemes is entirely satisfactory.
Finally, we surveyed existing ultra-low power link-layers for unicast forwarding,
that form the basis of the low-power anycast forwarding models of Chapter 4, and of
the system designed in Chapter 7.
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Chapter 3
Network Metrics and Models
All models are wrong. Some models are useful.
- George Box
Anypath routing is a general technique that works over many classes of networks.
Even within the class of wireless networks, there are many different sub-classes, and
one way to distinguish different families of wireless networks is by comparing their
link and physical layers, and the costs that arise from using these link and physical
layers.
The goal of this chapter is thus to introduce some wireless network models and
set the stage for the development of anypath routing. Along the way, the exposition
shall show how this dissertation builds on prior research in wireless link layer.
The chosen models do not seek to provide an exhaustive taxonomy of all possible
wireless link layers; nor does each model attempt to capture every detail with ex-
cruciating precision. Rather, our aim is to provide a small number of simple models
that capture the salient features of wireless links; these models should also allow us
to reason cleanly and with a good level of abstraction about protocol design choices.
With each network model we associate a cost metric. Again, our cost metrics are
simple and aim to characterize the most critical performance aspect of each given
model, rather than incorporating every cost component in minute detail.
The chosen cost metrics and link models are summarized below. The first two are
primarily used in conjunction with always-on links, and the remaining ones are used
in conjunction with duty-cycled links, where radio transceivers are powered down as
often as possible to preserve energy.
• The end-to-end (E2E) delivery probability cost metric captures the probability
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of a packet being reliably received over a given link or route. This metric is used
for links that have no reliability mechanism.
• The expected transmission count (ETX) is the average number of transmis-
sions required to reliably send a packet across a link or route. Selecting routes
with low numbers of transmissions allows to increase throughput as well as to
save energy.
• The transmission energy cost is used in conjunction with asynchronous duty-
cycled links, where nodes awaken at random times and sample the channel
for activity. This metric reflects the energy that is required to transmit to a
node that may be sleeping. Minimizing this cost allows to increase the energy
autonomy of a network.
• The latency cost metric counts the expected delay to transmit a packet across
a link or route, and is used in conjunction with synchronous duty-cycled links,
where nodes coordinate their sleep and wakeup times.
3.1 Overview and Notations
We model a network as a directed weighted graph G = (N ,A), where N is a finite
set of nodes, and A is a set of |A| pairs of distinct nodes (i, j) from N between which
a link exists.
Each link (i, j) ∈ A also has an associated distance dij . The choice of distances
is an important modelling decision that should reflect the underlying cost of com-
municating across each link, and we shall see in this chapter that there are many
ways to assign distances to links. We shall discuss link distances in Section 3.4. One
assumption that shall hold throughout this dissertation is that link distances are al-
ways positive. The simplest distance assignment is of course to set dij = 1 for every
link (i, j) in A. Independently of the assignment of distances to links in A, we use
the convention that dij = ∞ if (i, j) is not an link of the graph, and dii = 0. Any
node j for which dij < ∞ is a neighbor of node i, and the set of neighbors of i is
denoted N(i). The average degree (or density) ρ of a network is the average number
of neighbors per node, i.e., ρ = |N |−1∑i∈N |N(i)|.
A path is a sequence of nodes (1, 2, . . . , n) such that each of the pairs (1, 2), (2, 3), . . . , (l−
1, l) are arcs of G. Given any path (i, j, k, l . . . ,m), the length is defined as dij +djk+
. . . dlm. We will equivalently refer to path length or path cost, and to link distance
or link cost, depending on the context.
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Each link (i, j) ∈ A has an associated packet delivery probability pij . This prob-
ability is a characterization of the physical channel between the two nodes i and j.
It is therefore an inherent property of each network and, unlike the assignment of
distances dij , the assignment of pij is given and cannot be modified by the protocol
designer as part of an overall system model. We shall discuss link probabilities in
Section 3.3.1.
The cost and packet delivery probability of a link are usually related in some
way that depends on the specific network model. For example, one might define
dij = − log pij , in which case link and path costs are determined exclusively by their
packet delivery probabilities. Or, one might define dij to be the energy cost for i to
transmit a packet to j, whether or not that packet is successfully received.
This model does not attempt to cover networks that evolve over time, due for
example to growth or mobility processes; we do however explore time-varying networks
empirically in Chapter 6.
As a final point of notation, if X is a set, then 2X stands for the power set of all
2|X| subsets of X .
3.2 Spatial and Temporal Traffic Patterns
Traffic patterns play an important role in the overall performance of networked pro-
tocols. Formulating a complete statistical description of data traffic in any network is
difficult. For the purpose of this dissertation, it is sufficient to describe traffic patterns
at a fairly coarse level. We first distinguish between spatial and temporal aspects of
traffic.
The spatial distribution of traffic describes which node pairs are most likely to
communicate. This dissertation focuses on the unicast service model, where each
packet is sent to one destination. We do not consider multicast or broadcast traffic,
where packets are sent to a group of nodes or to the entire network. With unicast
traffic, different spatial patterns are possible. For example, one could have a traffic
pattern where all node pairs are likely to communicate. A more restricted traffic
pattern is many-to-one, where all nodes send packets to the same destination. This
traffic pattern is representative of many sensor network applications, where nodes
monitor some parameter of their physical environment and report to the base station.
In this context, many-to-one traffic is often referred to as data gathering [111]. The
contributions of this dissertation are equally applicable to all spatial traffic patterns;
however, our protocol design and testbed evaluations of Chapter 7 focuses on wireless
sensor networks and consequently uses data gathering traffic patterns.
The temporal distribution of traffic describes how packets in a given source-
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destination pair are distributed in time. Temporal traffic models can be extremely
simple (for example, each node generates packets periodically) or rather more com-
plex (e.g., self-similar traffic [63]). We do not make any specific assumptions about
such types of temporal traffic behavior.
Our only modelling assumption is that the network is not consistently saturated
with traffic. Informally, this means that while collisions and congestion may occur,
they are not the overriding issue when it comes to achieving high network performance.
We shall study the primary performance aspects of a network in a non-saturated
regime, which are reliability, latency, and energy efficiency.
3.3 Link Layer Aspects
There are a large number of possible modelling and design choices to represent a
wireless link, varying both in complexity and in realism. We describe here the link
layer modelling and design space that is explored in this dissertation. We do not use
a single monolithic model. Rather, we propose a number of key modelling building
blocks that can be assembled to obtain more or less complex representations of a
wireless network.
The first choice (Sect 3.3.1) concerns the modelling of channels as reliable or
unreliable, and the second (Section 3.3.3) is whether or not link-layer retransmissions
are employed. In the case of low-power links, we must also choose a model of duty
cycling (according to the schemes described Section 2.4), or else assume that links are
permanently on and do not use duty cycling.
3.3.1 Reliability and Error Models
At the physical layer, the wireless media provides a broadcast channel between a node
and all neighbors that are within transmission range. The notion of transmission range
depends on parameters of the physical layer such as modulation, bit-rate, channel
bandwidth, and transmission power. In this dissertation, we shall consider the above
parameters to be either fixed, or to change only at timescales that are significantly
larger than the timescales over which a network-wide routing protocol converges. We
therefore exclude schemes that dynamically change these physical layer parameters,
for example adaptive power control schemes, or adaptive channel coding schemes.
This exclusion is not due to any fundamental incompatibility between the schemes
proposed in this dissertation and adaptive physical layers, but rather to keep a model
of underlying physical layer that is reasonably simple and allows us to study in clean
isolation the performance of the mechanisms that we develop above. We are also
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motivated in this choice by the fact that adaptive physical layer schemes are difficult
to make work in practice in multi-hop wireless settings, and (to the best of our
knowledge) no such scheme has successfully been applied in real-world multi-hop
wireless systems.
In practice, manufacturers of radio transceivers usually provide a specification
of the transceiver’s receiver sensitivity, typically defined as the minimum signal to
interference noise ratio (SINR) at which the transceiver can decode received bits
reliably (where reliably means with a very high probability, such as 0.9999). A detailed
discussion of physical layers is beyond the scope of this dissertation, and we refer
to [33, 101] for a more in-depth survey.
We use two simple models of link errors and reliability in this dissertation: un-
reliable links and reliable links. With the unreliable link model, we consider links as
unreliable packet channels: a packet is received successfully with a given probability,
which may depend on the physical distance between two nodes, or on obstacles and
multi-path fading effects. The second model is motivated by the use of link filtering
(described below) in many real-world protocols. It considers a binary form of con-
nectivity: either two nodes can communicate reliably, or they cannot communicate
at all.
Unreliable links
The unreliable link model captures the unreliability of such wireless channels in a
simple manner: a packet sent from node i is received by node j with probability pij .
We will call pij the packet delivery probability between i and j. We make two assump-
tions of independence concerning packet delivery: spatial independence, and temporal
independence. By spatial independence, we assume that reception at different nodes
is independent. Specifically, a packet sent by a node i is received independently, with
probability pij , by each of the neighbors j ∈ N(i). Spatial independence is a valid
assumption if nodes are sufficiently far apart, so that the fading coefficients are not
correlated, and if interference is not an important source of packet loss. By temporal
independence, we assume that successive packet receptions between two nodes are
independent. For this assumption to be valid again requires that interference is not
the dominant source of packet loss, and that channel characteristics are stationary.
In a real wireless network, the link delivery probabilities pij change over time, due
to environmental changes, external sources of interference, or the physical movement
of objects that change how the radio signal is affected by multi-path shadowing. We
do not seek to capture these effects with this model.
Note that one may also consider transmissions at a finer granularity and use the
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bit-error probability, that is the probability of each bit in a packet being received
in error. However going from the bit-error probability to the packet delivery prob-
ability requires assumptions on the joint bit error statistics (e.g., bit errors may be
independent or bursty), on packet lengths, and on the properties of error detection
and correction mechanisms that may be used at the physical layer. While packet
error probability is a coarser-grained approximation of a link behavior, it allows us
to consider communication between nodes without entering the specifics of bit-error
distributions, and at a practical level, link and network-layer protocols can estimate
packet delivery probability far more easily than more fine-grained statistics on bit-
error distributions.
Reliable links
Most routing protocols [9, 17, 29, 108] for wireless networks maintain estimates of
the link quality pij between neighboring nodes. These estimates can be made, for
example, with active measurements: nodes send periodic beacon messages and keep
track of gaps in sequence numbers to detect losses. Or, if there is a known minimum
traffic rate, and if this rate is sufficiently high, passive measurements of packet loss
may be possible using only data packets.
At the same time, many experiences [13, 32, 114] with live wireless networks have
shown that links can be characterized roughly as persistently poor, intermediate, or
persistently good, and that the intermediate links tend to fluctuate much more than
the good and bad links. The intuitive explanation is that an intermediate link is very
close to the sensitivity threshold, and very slight changes in the radio frequency (RF)
environment (such as interference level, path attenuation, or short-term fading) are
enough to move this link to either side of the sensitivity threshold. Given the high
variability of intermediate links, estimates of their quality will typically be far less
accurate than estimates of “very good” or “very bad” links.
Therefore, it is common for routing protocols to perform link filtering, whereby
all links with delivery estimates below a certain threshold (typically placed in the
range 0.8-0.9) are filtered and not taken into consideration by the routing protocol.
An additional reason why many protocols do such filtering is also that it simplifies
the design of the routing subsystem sitting above the filtering function: once filtering
characterizes links as either “up” or “down”, it becomes possible to use simple distance
metrics such as hop-counts to drive routing protocols.
Based on these protocols, we define the reliable links model as a network in which
all pij ’s are either 0 or 1. Note of course that this an intentionally simple charac-
terization, and that in reality even those links which remain after filtering are not
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completely reliable (given our typical filtering threshold of 0.8-0.9).
3.3.2 Media Access and Carrier Sensing
When nodes use a shared medium, such as a wireless medium, it is important to have
a mechanism in place to avoid that two neighboring nodes transmit at the same time.
Otherwise, collisions may occur, and colliding packets may end up being lost at their
intended receiver(s). The protocol building block that implements this function is
usually known as the Media Access Control (MAC), and sits right above the physical
layer. MAC mechanisms can be broadly separated into two categories: scheduled
access and random access.
In the first category, a schedule establishes when and for how long each node
may transmit on the channel. The most common form of scheduled access is Time-
Division Multiple Access (TDMA), in which the channel is divided into slots, which
are assigned to individual nodes. TDMA is used in some cell-based systems (e.g.,
GSM [77]), where it is possible for a base-station to assign precise schedules to mobile
terminals.
In the second category, random access, nodes do not have preassigned schedules,
and they attempt to access the channel on an on-demand basis. The Carrier Sense
Multiple Access (CSMA) protocol, originally introduced by Kleinrock and Tobagi in
1975, tries to do just that. CSMA is a probabilistic media access protocol (MAC)
where a node listens to the wireless channel before sending. That is, it tries to detect
the presence of an encoded signal from another node before attempting to transmit.
If a transmission is ongoing, the node waits for the transmission in progress to finish
before initiating its own transmission. More precisely, it waits for some back-off
interval which is randomly selected and should be at least longer than the ongoing
transmission time. Different random backoff strategies are possible, a well-known one
being binary exponential backoff [34].
Another popular class of schemes employs virtual carrier sensing, originally pro-
posed by Karn with the MACA protocol [49] and subsequently refined by Bhargavan
et al with MACAW [8]. With virtual carrier sensing, nodes use a three-way hand-
shake to avoid collisions at common neighbors (so called “hidden terminal effect”).
The sender initiates the handshake by transmitting a short Request-To-Send (RTS)
control packet announcing its desire to use the channel. The receiver responds with a
Clear-To-Send (CTS) packet, after which the channel is cleared for the sender to use.
Note that virtual carrier sensing can be layered over CSMA, meaning that a sender
can employ CSMA before transmitting its RTS packet. The advantage that virtual
carrier sensing brings is that it avoids the hidden terminal problem, which happens
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when a “hidden” node is sending a packet to the destination which the sender cannot
overhear. This hidden terminal effect can potentially happen whenever not all nodes
are within range of each other. Of course virtual carrier sensing also comes with some
overhead, namely the time and bandwidth spent for the extra RTS/CTS signalling.
Whether or not this overhead is worthwhile depends essentially on parameters such
as traffic patterns and packet sizes. Virtual carrier sensing is used in the IEEE 802.11
wireless LAN standard [78], where the overhead of 20-30 byte signalling packets is
reasonable in comparison to frames of 1500 bytes. The case for using virtual carrier
sensing is less clear in sensor networks, where packet sizes are extremely small. The
802.15.4 standard for example does not employ virtual carrier sensing.
3.3.3 Retransmissions
In order to increase reliability, wireless link layers often include a retransmission
scheme: after transmitting a unicast packet to a neighbor, erroneous or lost packets
between a node and its neighbor are retransmitted, using what is known as Automatic
Repeat reQuest, or ARQ [7]. ARQ requires a feedback channel from the receiver to
the sender, that in practice is implemented with short frames that are sent from the
receiver to the sender.
The simplest ARQ protocol is called stop-and-wait. Here the aim of the protocol
is to ensure that a packet has been received properly before transmitting the next
packet. The receiver transmits a positive acknowledgement (ACK) to the sender each
time it receives a unicast packet (addressed to itself). The transmitting node awaits
an ACK for some period, and retransmits the packet if it has not received the ACK
at the end of this period.
More sophisticated ARQ schemes are possible. If packets are marked with increas-
ing sequence numbers, a receiver can detect gaps in the stream and request selective
retransmissions by sending selective acknowledgements containing the sequence num-
ber(s) of the packets that have not been received. The chief advantage of these
schemes over stop-and-wait is that they allow having multiple outstanding packets,
and thus can attain a higher link throughput. This advantage comes at the cost of
some added complexity and memory requirements.
In the remainder of this dissertation, we shall only consider stop-and-wait ARQ,
because throughput gains from other ARQ schemes are not apparent with low traffic
rates, and because of its analytical simplicity and low resource usage for our imple-
mentation. We do note however that none of the schemes presented in this dissertation
fundamentally presuppose stop-and-wait ARQ.
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Duty Cycling Retransmissions Channel
None Yes Unreliable
None No Unreliable
Clustered Yes Unreliable
Individual No Reliable (or filtered)
Asynchronous Yes Reliable (or filtered)
Table 3.1: Link-layer models considered in this dissertation. According to the criteria
of duty-cycling, retransmissions, and channel reliability, a total of 16 combinations are
possible; the selected subset amounts to a representative segment of all possible wireless
link layers.
3.3.4 Link Layer Models
In this we have introduced two key choices that must be made to model a wireless link
layer. We have not listed here the choice between different forms of media access and
carrier sensing; we shall assume throughout this dissertation that traditional CSMA
is employed, but the schemes presented here can be carried over to systems that use
virtual carrier sensing.
While not all combinations make sense (i.e., with reliable links we would not need
ARQ), we still have over 10 different models to choose from if we attempt to cover all
possible combinations. We will consider a subset of 5 models. The first two models
are considered for their generality, and because of their relevance to clustered duty
cycling schemes. The other three models are considered because taken together they
capture the key ideas behind a large portion of the many link layer schemes proposed
for low-power wireless networks (we refer to [4, 60] for good surveys of this area).
The first model simply considers “bare” unreliable links (without retransmissions).
While in practice few wireless link layers operate without any mechanism to counter-
act channel unreliability, this model is interesting due to its extreme simplicity, and
it allows us to examine the reliability of paths chosen by a routing protocol. The
second adds ARQ retransmissions for reliability, and leads to a link cost metric that
is frequently used in wireless routing protocols [17].
The next three models all incorporate some form of duty cycling. We shall con-
sider both forms of synchronized duty-cycling (clustered and individual), as well as
asynchronous duty cycling, with filtered links assumed for the latter two. Assuming
filtered links is a modelling decision that we make in order to focus on specific met-
rics of interest to these duty-cycled (energy and latency) schemes and for analytical
tractability. The experimental portion of this dissertation (Chapter 7) shall serve
to verify if these modelling decisions are reasonable or not. Table 3.1 summarizes
the above list. As a final point, note that the use of retransmissions with reliable
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links (asynchronous duty-cycling) is not contradictory, because even with error-free
channels, unreliability can be introduced if we send packets with a preamble that is
shorter than trx, as we shall intentionally do in the next chapter.
3.4 Link and Path Cost Metrics
The link costs dij can be assigned to links in a number of different ways. Unlike the
link probabilities pij , that are an internal property of each given network and cannot
be controlled, the assignment of costs (or distances) to links is both a modelling and
design choice. Which type of distance is appropriate depends on the cost criterion
and problem that one is interested in. Intuitively, we simply would like dij to reflect,
in some manner, the cost for node i to transmit to node j. The only constraints on
our choice of link costs are that they can be added to obtain cumulative path costs,
in accordance with our earlier definition of path length, and that they are strictly
positive.
This section defines a number of possible link costs and associated path costs, that
we will use to design and evaluate the protocols proposed in this dissertation. We
distinguish four classes of cost metrics, namely:
• Metrics based on delivery probabilities. We use these metrics when we are con-
cerned with the delivery of packets across a link, and with the overall reliability
of a path.
• Metrics based on (re-)transmission counts. With these metrics, we are con-
cerned with the number of times a packet must be retransmitted to get across
a link or path. In other words, these metrics model the cost, in number of
transmissions, to turn an unreliable link (or path) into a reliable one.
• Metrics based on latency. With these metrics, we count the delay to transmit
a packet across a link or path.
• Metrics based on energy costs. These seek to measure the cost in energy to
transmit a packet along a link or path. Since we have assumed the use of nodes
with fixed transmission power, the duration of a packet transmission is a good
approximation of energy expense.
In principle, a cost metric from each of these classes can be defined for every link
layer model seen in Section 3.3.4. However, rather than consider each class of metric
for each link model, we shall choose a single type link metric in conjunction with each
model, selecting the one which is most relevant. For example, a transmission-count
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metric is of little use for a link without ARQ. Also, a delivery probability metric is
irrelevant with reliable links, and for unreliable links with retransmissions, since we
are assuming that a packet is retransmitted until it is correctly received1.
To lighten the notation of this section, we shall not repeatedly state that (i, j) is
a link of A each time we refer to dij in this section. The convention that dij =∞ if
(i, j) /∈ A and dii = 0 remain valid for any choice of link cost.
3.4.1 Always-On Link Costs
Delivery probability cost metrics
With unreliable links, a natural path cost metric is the end-to-end delivery probability
(E2E). This cost metric can be obtained from the raw link delivery probabilities by
taking the negative logarithms of these probabilities.
Definition 3.1 (E2E metric). For unreliable links without retransmissions, we use
the end-to-end delivery probability (E2E) metric, defined as:
dij = − log pij .
This metric represents the end-to-end delivery probability of a packet along a link
or path. If, as we have assumed, links are independent, then finding the shortest
path between two nodes n1 and nl using distances − log pij is equivalent to finding
the most reliable path between those two nodes. In fact, the probability p of packet
delivery along a path (n1, . . . , nl) from n1 to nl can then be computed from the path’s
cost D:
e− logD = e− log p12−log p23...−log pl-1 l
= e− log(p12p23...pl-1 l)
= p12p23 . . . pl-1 l
= p.
Transmission-count cost metrics
With link-layer retransmissions, the cost of a link is naturally modelled by the expected
transmission count (ETX) [17], which is the expected number of packet transmissions
needed by node i to send a packet to neighbor j. The expected transmission count
can be defined in different ways, depending essentially on how the feedback channel
1Of course, this model constitutes an idealization, and in practice wireless links remain unreliable
even with link-layer retransmissions.
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Figure 3.1: Comparison of shortest path routing under end-to-end reliability (E2E) and
expected transmission count (ETX). Under E2E, the shortest path goes through the upper
two nodes, and under ETX the shortest path goes through the lower two nodes. Illustration
of Example 3.1.
from j to i is modelled. We will consider two cases here. In the first, we assume
that acknowledgement frames are reliably received by node i, and so i never makes
any spurious retransmissions due to missing an acknowledgement. In this case, the
expected transmission count is dij = 1/pij . In the second case, we take into account
the possibility that the acknowledgement from j to i can be lost, and the expected
transmission cost is then dij = 1/(pjipij), where here we have assumed that the
probability of reception is the same for ACK frames as for data packets.
Definition 3.2 (ETX metric). For unreliable links with retransmissions, we use the
expected transmission count metric (ETX), defined as:
dij =
1
pij
Example 3.1 (Different shortest paths under E2E and ETX). While both the E2E
and ETX metrics are solely based on underlying link delivery probabilities, observe
that they do not give rise to the same shortest paths. A simple example is given in
Figure 3.1. Note also that while the expected transmission count for a link can be
computed from the delivery probability of that link, and vice-versa, this one-to-one
correspondence does not carry over to path costs.
3.4.2 Duty-Cycled Link Costs
The motivation for employing duty cycling is to increase energy efficiency, and so it
is natural in this context to seek metrics that reflect the energy cost of using a link
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or path. Another aspect of interest is latency, because of the inherent tradeoff be-
tween energy efficiency and latency. In particular, duty cycling inevitably introduces
additional latency across each link, either from having to wait until the next active
period (synchronous duty-cycling), or because of the long preamble that must precede
a packet (asynchronous).
For each duty-cycling scheme, there is a tradeoff between decreasing the duty-cycle
tl/trx and increasing some other form of cost. In essence, decreasing the duty cycle
means increasing trx, which either increases latency (in synchronous duty cycling), or
increases transmission cost (by requiring a longer preamble in asynchronous schemes).
Of course decreasing the duty-cycle can also to some extent be achieved by decreasing
tl, but nodes must in practice wake up for a minimum duration which includes the time
to detect a possible ongoing transmission, and the settling time of analog circuitry. We
shall therefore seek metrics that in some way expose the tradeoff against decreasing
duty cycles.
Synchronous duty cycling
With synchronized duty cycling, the energy cost to transmit a single packet is inde-
pendent of the duty-cycle, since the packet frame and duration are fixed (unlike for
asynchronous duty cycling). What does change is the latency.
In fact, with synchronous duty cycling, latency increases as the inverse of the
duty cycle, and for this reason we use latency as our primary metric for synchronous
duty cycling. Recall that each node wakes up with a fixed period of trx, and assume
that the phases of each node’s schedule are random and uniformly distributed in
[0, trx]. Consider a node that needs to send a packet to a neighbor. Either we are
inside the destination’s active period (of duration tl), in which case the packet can be
immediately sent, or we are outside, in which case we must wait until the next active
period. The expected delay until the packet can be transmitted is therefore
0 · tl
trx
+ (1− tl
trx
)
trx
2
.
While this expression of latency is exact for individual duty cycling, it is not entirely
accurate for the case of clustered duty cycling. With clustered duty cycling, if the
packet that our node needs to send was received from a neighbor and is being for-
warded by the routing protocol, then the latency will often be lower than the value
given above, because a node having just received a packet is likely to be still in the
active period. Modelling of this effect would require arbitrary assumptions on network
topology, routes, and traffic patterns, which we do not consider here. As we shall see
in the following chapter, the fact that this expression is an approximation for the case
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of clustered duty cycling is not of great concern, because latency of clustered duty
cycling is unchanged by anypath routing, and so a precise comparison is not required.
Returning to the expression of latency above, we note that it is further simplified
for low duty cycles, i.e., when tl ≪ trx. Since we are primarily interested in duty
cycles of 1% or lower, we adopt this as our definition of latency cost for synchronous
duty cycling:
Definition 3.3 (Latency metric). For links with synchronized duty-cycling, we use
the latency metric, defined as:
dij =
trx
2
Of course, choosing latency as our cost metric is a modelling choice, and we could
also have chosen to use a metric based on expected transmission count, delivery prob-
ability, transmission energy cost, or even a metric combining these aspects. However,
these metrics remain unchanged as we decrease the duty cycle, and for low-power net-
works we are interested in seeing what happens as we reduce the duty cycle towards
extremely low values.
Asynchronous duty cycling
Like in the synchronous case, latency increases as we reduce the duty cycle, because
the expected duration until our neighbor next wakes up is proportional to trx. We
might therefore define a latency metric similar to the one for synchronous duty cycling.
However, there is an additional tradeoff with decreasing the duty cycle, which is that
the energy cost of a transmission also increases, because our preamble length must be
as long as trx.
Given that the prime goal of duty cycling is to preserve energy, this tradeoff
between transmission energy cost and duty cycle is our prime concern and we therefore
choose to define an energy metric for asynchronous duty cycling. Noting tpreamble to
be the duration of the preamble sent by the transmitter and tpkt to be the transmission
time of a packet, we can define our energy cost metric as:
Definition 3.4 (Energy transmission cost metric). For asynchronous duty-cycled
links, we use the energy-cost metric, defined as:
dij = tpreamble + tpkt
Reducing preamble length is suboptimal
Let us consider a naive strategy to reduce the cost of sending wakeup preambles
with asynchronous duty cycling. Define a preamble hit (resp. preamble miss) as the
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Figure 3.2: Transmission cost increases with reduced length preambles. In the upper
diagram, the sender uses λ = 1 and hits the receiver after one transmission. In the lower
diagram, the sender uses shorter preambles but must make three transmissions until the
first hit.
event happening when a node awakens (resp. does not awaken) during the preamble
transmission of a packet that is destined to this node. Note that a preamble miss
cannot occur as long as tpreamble ≥ trx2. The naive strategy consists of sending
preambles of reduced duration (tpreamble < trx), and using retransmissions when a
packet is not received by the next hop due to a preamble miss. If we use a preamble
of length tpreamble = λtrx (0 < λ < 1), and assuming that the wakeup time is
uniformly distributed inside the interval trx, the probability of preamble hit is phit =
λ. However, a simple computation shows that this strategy is not effective: the
expected transmission count becomes 1/λ, and the expected cost of sending a packet
is:
dij =
tpreamble + tpkt
λ
= trx +
tpkt
λ
(3.1)
Note that dij is minimized for λ = 1. Therefore, it is more efficient to use
preambles of same length as the wakeup period trx than to use shorter preambles and
retransmit until a preamble hit. This observation is illustrated in Figure 3.2. In one
case, the sender uses λ = 1 and hits the receiver after one transmission, for a cost of
2 This is true under our assumption of reliable (or filtered) links in conjunction with the asyn-
chronous duty cycling. Of course with unreliable links, a preamble hit is a necessary but not sufficient
condition for a successful packet reception.
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dij = trx + tpkt. In the other case, the sender uses shorter preambles with λ = 0.5,
but must make three transmissions until the first preamble hit, for a total cost of
dij =
3
2 trx + 3tpkt.
Of course, we see in (3.1) that if tpkt is very short relative to trx, as is the case
for very low duty cycles (Table 2.2), then the impact of λ on dij is reduced: the
increase in transmission cost with using λ < 1 is proportional to the packet length
tpkt. In the extreme, if tpkt = 0, we would theoretically have no overhead in using
preambles shorter than trx and retransmissions. Still, the key point remains that
there is no theoretical advantage to reducing preambles in the unicast case, and in
practice there is even a disadvantage to doing so, because switching the radio from
transmit to receive mode and vice-versa, has a cost.
The reason for a detour to show that a naive strategy such as this one is not
worthwhile may appear surprising to the reader at this point. Its motivation shall
become apparent in the next chapter, where we will see that the situation reverses
in the case of anycast forwarding, where a significant gain can be had from reducing
preamble lengths.
On energy cost vs node lifetime
As we have seen in Table 2.1, the overall energy requirement of a wireless link layer
is determined not only by the time spent transmitting, but also by the time spent
listening to the channel and receiving packets. Note that with the energy cost metric
defined above for asynchronous duty cycling, finding a shortest path corresponds to
finding the path for which total transmission costs will be minimized. This path cost
does not reflect the cost of idle listening, which is natural (in the asynchronous duty
cycling model) since idle listening is a periodic and continuous process, that takes
place independently of routing.
With this modelling , we are choosing to fix one parameter (duty cycle, which is
proportional to the energy used to listen to the channel), and then minimize transmis-
sion cost. We could equivalently have chosen to fix transmission cost, and minimize
duty cycle. This point raises a fundamental design question: is the “optimal”3 design
of a link layer and/or routing protocol separable in this sense? We do not argue that
this is the general case. In fact there are certainly examples where it is not the case.
However, finding the optimal joint design requires making precise assumptions on
traffic patterns (both temporal and spatial), network topology, and node distribution,
in order to find paths and duty cycling disciplines that balance load evenly among
3Where optimal may for example be defined as maximizing expected node lifetime for a given
traffic and topology model.
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nodes. However history has shown that ex-cathedra assumptions on traffic patterns
often turn out to be wrong, and the same can be expected to hold for network topolo-
gies. Finally, any design which is finely tailored to a specific operating regime is
likely to suffer from rapidly degrading performance if the effective regime turns out
to be different, whereas a more general design, which is not optimal for any given
regime, is likely to be more flexible and have “good” performance over a wider range
of conditions.
3.5 Single-Path Routing and Bellman-Ford
While not strictly part of a network model, the Bellman-Ford algorithm for computing
shortest paths is an essential foundation for many distributed routing protocols. For
this reason, and because we shall later use an algorithm derived from Bellman-Ford
to construct anypath routes, we review this algorithm here.
The function of a routing algorithm is to establish a route from a source to a
destination given the graph G = (N ,A) that the source and destination inhabit.
A first requirement of the algorithm is correctness: routes should terminate at the
destination and be loop-free. Of course, many loop-free routes between two nodes
are possible, and simply assuring that a packet eventually arrives at the destination
is not enough. Accordingly, single-path routing algorithms usually seek to find the
shortest path between each node and the destination. As a consequence, when we
refer to single-path routing in this dissertation we shall implicitly mean routing over
shortest path routes. Of course, which path is the shortest depends on the link and
path metrics employed; as examples we may use the ones outlined in the previous
section4.
Concretely, a routing algorithm must compute, at every node, the next-hop neigh-
bor to whom packets for a given destination should be forwarded. Selecting the
best next-hop amongst all neighbors requires knowledge of the distance between each
neighbor and the destination. Conversely, the problem of computing the distance
from a node to the destination is equivalent to finding the shortest path itself, and
summing the distances of the constituent links along the path.
This duality between computing the shortest-path distances and the shortest-path
routes themselves is reflected in the Bellman-Ford algorithm, which jointly updates
at each iteration both the distance to the destination and the next hop. We denote
4In large, heterogeneous networks such as the Internet, policies and agreements between network
providers play an important role in route selection and path lengths are not the only criterion; we
do not consider these external factors in the context of wireless networks operating under a single
entity.
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Dhi to be the distance from i to the destination at the h-th iteration and N
h
i to be the
next hop, with initial conditions D1i =∞. Assume without loss of generality that the
destination is node 1 and take by convention Dh1 = 0 for all h. Then one iteration of
the Bellman-Ford algorithm consists of finding at each node i the next-hop among i’s
neighbors that minimizes the path length from i to the destination, and computing
the resulting path length from i.
Dh+1i = min
j∈N(i)
[dij +D
h
j ],
Nh+1i = arg min
j∈N(i)
[dij +D
h
j ], for all i 6= 1.
(3.2)
This algorithm can be shown to terminate in at most |N | iterations and compute
the shortest paths from every node to the destination. When it converges, we have
Dhi = D
h−1
i for all i, and the solution satisfies the Bellman equation:
Di = min
j∈N(i)
[dij +Dj ], for all i 6= 1. (3.3)
This breakdown of a route cost between the next-hop cost dij and the distance Dj
from the next-hop to the destination is illustrated in Figure 3.3.
The iteration (3.2) is inherently amenable to a distributed implementation, since
the update step at each node i takes as input only state that is local to i’s neigh-
borhood. Therefore, if nodes know the distances dij to their neighbors, and if nodes
periodically make local broadcasts containing their estimated Dhj , each node has suf-
ficient knowledge to estimate their Dh+1j . Under a few technical assumptions stating
essentially that the time interval between successive computations of (3.2) at each
node is finite, and that old distance information is eventually purged from the sys-
tem, this distributed implementation can be proven to converge to the shortest paths
in finite time. We refer to the excellent presentation of Bertsekas and Gallager in [7]
for an in-depth coverage of the Bellman-Ford algorithm.
dij Dj
Destinationji
(Source)
Figure 3.3: Breakdown of single-path route cost. The cost of the route from the source
i to the destination can be broken down into the cost dij to reach the next hop j, and the
cost Dj to then reach the destination from node j. The Bellman-Ford algorithm selects
at each node the next-hop k minimizing the sum dij +Dj .
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3.6 Summary
Link model Link Metric Metric Type Metric Interpretation
dij
Always-on unreliable
links
− log pij Delivery probability Probability that j re-
ceives packet after
one transmission.
Always-on unreliable
links with ARQ
1
pij Transmission count Expected number of
transmissions until j
receives packet.
Asynchronous duty
cycled links with
ARQ
trx + tpkt Transmission energy Energy cost to send a
packet to j.
Clustered duty cy-
cling (synchronous)
trx/2 Latency Expected delay to
send a packet to j.
Individual duty cy-
cling (synchronous)
trx/2 Latency Expected delay to
send a packet to j.
Table 3.2: Summary of link models, associated unicast link costs, and their interpretation.
This chapter has defined the key link-layer models and costs that are used in the
remainder of this dissertation. Two of these models are for always-on wireless links.
With always-on links, we use either the delivery probability (E2E) as metric, or the
expected transmission count (ETX) metric, for link-layers with retransmissions. The
other three models are duty-cycled links. The first is asynchronous duty-cycling,
where node schedules are non-coordinated; the next two are models of synchronous
duty cycling, where nodes are informed of their neighbors’ schedules.
Table 3.2 summarizes these link models, their associated unicast costs, and their
interpretation.
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Chapter 4
Anycast Forwarding
Notation and Key Concepts
C(i) Candidate relay set (CRS)
Neighbors of i which may be used as relay nodes for packets forwarded by
i (toward a given destination).
Generalizes the notion of next-hop in single-path routing.
A(i) Available relay set (ARS)
Nodes in C(i) that are available to forward a given packet. A(i) ⊆ C(i).
Anycast forwarding is sender-driven if the ARS is known to the sender
before the packet transmission.
Anycast forwarding is receiver-driven if the ARS is known to the sender
only after the packet transmission.
ERS Effective Relay Selection
Policy to select effective relay for a given packet transmission where
|A(i)| > 1.
diJ Anycast link cost (ALC)
Cost to send a packet from node i to any node in the set J.
Generalizes the notion of unicast link cost.
RiJ Remaining path cost (RPC)
Expected cost to reach the destination from a node in the CRS J.
Generalizes the single-path notion of distance from the next-hop to the
destination.
In Chapter 1, we illustrated with some simple examples how anypath routing
could take advantage of having multiple candidate relays at each hop in order to
increase throughput or decrease packet loss. Our point of view was a global one,
and we considered the entire path between a source and destination. Using contrived
topologies for clarity of exposition, we were able to directly find the best anypath route
and compute its cost. The aim of this dissertation is to develop a general framework of
theory and algorithms applying the intuition of these examples to general topologies.
The first step in this development requires us to take a microscopic, local viewpoint,
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and examine in detail what happens at the level of a single hop.
Specifically, this chapter is organized as follows. We first introduce the notion of
candidate relay set (CRS), which generalizes the next-hop of single-path routing to be
a set of possible next-hop nodes. With multiple candidate relays, we must distinguish
between a sender that is able to select the intended relay before transmission, and a
sender that is not. We call these two situations sender-driven versus receiver-driven1
anycast forwarding. In the case of receiver driven forwarding, multiple nodes may
receive a packet, and if we want to avoid having duplicate relays, we need a policy to
select the node that is to be the relay among those that received it. A natural policy
that will be assumed in this chapter is to choose the relay with the lowest cost to the
destination; we shall consider other policies in Chapter 6.
Having introduced these notions, we then define the cost metrics that will drive
anypath routing. The first is the anycast link cost (ALC), which generalizes the
unicast link cost that is used by single-path routing. The ALC is the cost to send
a packet to any one node in a candidate relay set; it should be lower than the cost
to send a packet to one specific node, or else there will be no advantage to anypath
routing over single-path routing. After the anycast link cost we introduce the notion
of remaining path cost, which intuitively corresponds to the expected path cost to the
destination when using a given candidate relay set.
Finally in the third part of this chapter we develop the anycast link cost and
remaining path cost in the context of the wireless network models from Chapter 3,
first for always-on networks, and then for duty-cycled networks.
Summary of contributions
This chapter provides a definition of the mechanisms and costs of anycast forwarding,
the foundation upon which builds anypath routing. Specifically, these contributions
include:
• Defining the cost of anycast forwarding and the remaining path cost,
• Demonstrating, with new link layer mechanism, how anycast forwarding can
increase energy efficiency or decrease latency with low-power duty-cycled links,
and
• Distinguishing between sender-driven and receiver-driven anycast forwarding,
and the role of Effective Relay Selection (ERS), and showing that anycast for-
1Our use of the term receiver-driven is quite different from its earlier use in separate networking
topics such as multicast rate adaptation [74].
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warding is useful not only with broadcast-based links, but also with unicast
links.
4.1 Link-Layer Anycast
4.1.1 Candidate Relay Set
The core feature underlying anypath routing is the use of anycast forwarding. Anycast
forwarding is a link-layer mechanism and therefore spans a single hop. Its semantics
are similar to those of anycast routing [104], but operating over a single hop: a packet
is to be sent to any one node out of a set of neighbors. This is in sharp contrast
with unicast packet forwarding, where a packet is sent to a single neighbor, and with
broadcast forwarding, where a packet is sent to all neighbors. The use of anycast
forwarding is what makes anypath routing fundamentally different from single-path
or multi-path routing.
When a sender i transmits a packet using anycast forwarding, it might be accept-
able for any node out of its entire neighborhood N(i) to receive the packet. In the
context of anypath forwarding, the nodes that a packet is anycast forwarded to are
those nodes that may in turn relay the packet further. We usually want to allow only
certain specific nodes of N(i) to relay the packet further, and so the set of anycast
receivers is usually smaller than N(i). We call this set the candidate relay set (CRS),
and Figure 4.1 illustrates some possible choices of this CRS.
Definition 4.1. The Candidate Relay Set (CRS) C(i) of a node i is a subset of
i’s neighbors containing all the nodes which may be used as relay nodes for packets
forwarded by i toward a given destination2. An anypath routing protocol assigns one
candidate relay set per destination to each node.
Just as a single-path routing protocol computes the next hop relay node from
each node toward the destination, the function of an anypath routing protocol shall
be to compute, at each node, and for a given destination, the candidate relay set.
Candidate relay selection thus naturally generalizes the next-hop decision of a single-
path algorithm: instead of choosing a single next hop, we choose a set of potential
next hops.
How do we choose which neighbors may be used as relays? Intuitively, identifying
the candidate relays in an arbitrary network requires finding all neighbors that are
“better placed” than the transmitter to reach a given destination, whilst ensuring that
2Recall that for simplicity of notation we shall consider a single destination, and thus the notation
C(i) does not make reference to the destination.
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Figure 4.1: Different choices of candidate relay sets. The sender node i is in the center
and is surrounded by 6 neighbors. The role of an anypath routing protocol is to assign a
candidate relay set to each node in the network.
no cycles are present in the resulting graph. Of course deciding if a node is “better
placed” requires having some notion of distance from each node to the destination,
and this distance is computed by the routing protocol itself. Just as the Bellman-Ford
algorithm in the single-path case jointly computes the distance and the next-hop node
from each source to the destination, our anypath routing algorithm jointly computes
the distance and the candidate relay set from each source to the destination, taking
the same link costs to each neighbor into consideration. Unsurprisingly, the notion
of distance used by anypath routing shall turn out to be quite different than the
path distances used in single-path routing; this topic is at the heart of the following
chapter.
Routing, forwarding, and the Available Relay Set
Before proceeding further it is important to distinguish between routing and forward-
ing. Routing is the process of computing which path(s) a packet should go through to
reach a particular destination. In practical terms, routing populates the routing table
at each node with information about the next hop relay(s) for a given destination. It
is therefore a control function which happens independently of data traffic3.
The term forwarding refers to the process of moving transit packets in and out of
a wireless node. The forwarding process includes looking through the routing table,
making the forwarding decision, placing the next-hop address in a packet header, and
sending the packet out of an interface.
It shall be necessary in the following paragraphs to distinguish between the can-
didate relay set C(i), and a subset A(i) ⊆ C(i) of the CRS. This subset is called the
available relay set (ARS), and contains the nodes in the candidate relays that are able
3Some wireless routing protocols establish routes on-demand [46, 82] by flooding control packets
when needed; these are used mostly in mobile scenarios and are not considered in this dissertation.
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to forward a given packet.
Definition 4.2. The Available Relay Set (ARS) A(i) of a node i is a subset of i’s
candidate relay set C(i) containing all nodes that are available to forward a given
packet. The ARS may be different for each successive packet.
Unlike the CRS, the available relay set is not a fixed set chosen by the routing
protocol, but is a random subset that potentially changes for each forwarded packet.
In the simplest case, the ARS is static and is always equal to the CRS. At the other
extreme, the ARS may change on a per-packet basis (e.g., if links are fluctuating
rapidly and all nodes in C(i) are rarely reachable at the same time).
4.1.2 Sender-Driven versus Receiver-Driven Forwarding
Anycast forwarding can be either sender-driven, meaning that the next-hop node
is determined before the transmission (as in most routing protocols), or it can be
receiver-driven, meaning that the next-hop is decided after transmission. In the
receiver-driven case, the sender transmits a packet that may be received by any of the
nodes in the CRS; the decision of which node(s) becomes the effective relay is made
after the transmission has taken place.
Definition 4.3 (sender- and receiver-driven anycast forwarding). Anycast forwarding
is sender-driven if the ARS is known to the sender before the packet transmission.
Anycast forwarding is receiver-driven if the ARS is known to the sender only after
the packet transmission.
We illustrate this definition with a few examples. Some examples of sender-driven
forwarding are:
• A wired network where a router can select an outgoing port for transmission.
• A peer-to-peer network with random node disconnections; if nodes keep track
of the status of their neighbors, then node i knows which candidate relays in
C(i) are available, and it can choose one that is connected to send its packet to.
• A wireless network with side information: pairwise channels are either in outage
or are working reliably, and the sender knows before sending in which of these
two states each channel is.
Receiver-driven forwarding happens essentially when there is uncertainty at the
sender about the outcome of a transmission, because the sender cannot forecast in
advance channel conditions, or because of unpredictable neighbor outages. In this
case the relay must be chosen after the transmission of a packet. Some examples are:
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• A peer-to-peer network with random node disconnections; if nodes do not keep
track of the status of their neighbors, then node i does not know before sending
which candidate relays in C(i) are available, and so it cannot choose the relay
before sending.
• A wireless network with an unreliable broadcast channel to all neighbors, if the
reception at each neighbor are independent, the sender does not know before
transmitting which neighbor will receive the packet, and thus cannot select the
relay from C(i) before sending.
Discussion
The difference between sender- and receiver-driven forwarding is a subtle and multi-
faceted one. We discuss this difference using as a guiding thread some alternate terms
that could have been adopted instead to distinguish both types of forwarding.
Morris et al [9] use the term opportunistic routing to refer to an early form of
anypath routing. Their use of this term is intended to convey the fact that the
forwarding mechanism is able to greedily take advantage of any receiver, after a
packet has been transmitted. Their work contains no notion corresponding to our
sender-driven forwarding. In fact, the authors explicitly make the case that selecting
the next-hop after the packet is forwarded is a fundamental requirement of this class
of routing schemes, which this dissertation shows not to be the case.
One might also surmise that sender- and receiver-driven anycast forwarding are
tied respectively to unicast and broadcast communication media: with unicast the
sender can choose its destination, whereas with broadcast the sender transmits and
any node in C(i) may receive the packet. This is also incorrect, as the preceding
examples show.
Finally, we could also use the terms deterministic versus random forwarding, be-
cause in one case the sender knows A(i) and in the other A(i) is unknown to i until the
dice (or more accurately, the packet) has been thrown. However, this would obscure
the fact that the set A(i) for a given packet may be entirely deterministic; and the
apparent randomness may simply be an artifact of lack of information at the sender i.
4.1.3 Effective Relay Selection
The examples given previously to illustrate sender- and receiver-driven forwarding
showed that in either case, the available relay set A(i) may contain multiple nodes
from the candidate relay set C(i). In the sender-driven case, we must choose the
effective relay from A(i) before sending, and in the receiver-driven case, we must
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C(i)
(a) (b) |A(i) = 3| (c) |A(i) = 1|
(ERS not needed)
Figure 4.2: Illustration of available relay sets (ARS) and effective relay selection (ERS).
(a) Sender node i with candidate relay set C(i) containing 5 nodes. (b) Node i sends a
packet that is received by three nodes in C(i). These three nodes form the available relay
set A(i), and the ERS policy selects the lower one to be the next relay. (c) If only one
node in C(i) receives the packet, we have |A(i)| = 1 and the choice of relay is implicit.
choose the relay after sending. Of course in either case it may happen that there
is only one node to choose from (|A(i)| = 1), but in general it is possible that we
must choose among multiple nodes. This choice is made using a policy that we call
effective relay selection. Figure 4.2 illustrates both the concepts of available relay set
and effective relay selection.
Definition 4.4. The Effective Relay Selection (ERS) policy chooses, for each packet
transmission where |A(i)| > 1, the node(s) in A(i) that should effectively relay the
packet.
Note that unlike the candidate relay set, the notion of ERS policy has no analogue
in single-path routing: with a single possible next-hop node, there is no such decision
to be made (because |C(i)| = 1, and 0 ≤ |A(i)| ≤ 1). There are even certain specific
cases of anypath routing where the ERS policy is unnecessary. As an example in the
sender-driven case, consider a wireless network where i has n orthogonal unicast chan-
nels to each node in C(i), for example with time-division multiple access (TDMA).
If the TDMA schedules are non-overlapping, then we never have |A(i)| > 1, and an
ERS decision is never required.
Before discussing possible ERS policies, a few remarks are in order:
• It may appear at first glance that the ERS policy is only relevant to forward-
ing, since it is carried out on a per-packet basis as part of anycast forwarding.
However, we shall see in Chapter 5 that it is also directly relevant to rout-
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ing, because a routing decision that selects “good” candidate relay sets requires
knowing which ERS policy shall be used.
• From a conceptual or algorithmic standpoint, there is no difference between
ERS for sender or receiver-driven forwarding: in either case, we must choose
the effective relay(s) out of A(i).
• From a protocol or implementation standpoint, there is a significant difference
between ERS for sender or receiver-driven forwarding. While sender-driven
forwarding simply requires transmitting a packet to the relay(s) in A(i) chosen
by the ERS, carrying out the ERS decision with receiver-driven forwarding
requires a protocol mechanism to reach agreement (between the sender and
all nodes who received the packet) on which node(s) will forward it further.
Carrying out this arbitration may come at a non-negligible cost.
We shall consider three ERS policies in this dissertation. The first policy corresponds
to the intuition that one would like to select the node in A(i) that is “best placed”
to become the effective relay. We call this policy ERS-best, and will assume its use
exclusively throughout this chapter. Again, like for deciding the candidate relay set,
this requires a notion of distance to the destination.
Definition 4.5 (ERS-best). The ERS-best policy selects as effective relay the node
j with minimal distance to the destination out of all available relays:
j = arg min
k∈A(i)
Dk
The second and third ERS policies shall be examined in the following chapter,
and are chiefly of interest in conjunction with receiver-driven forwarding, because
they lead to simpler implementations than ERS-best. The second policy is simply
to choose one node at random in A(i) to become the effective relay. We call this
policy ERS-any. It may appear surprising at this point to bother defining ERS-any,
since ERS-best by definition selects better paths. However, the cost of implementing
ERS-any may be significantly lower, and so even if it sometimes selects suboptimal
relays, the overall cost cannot be a priori ruled to be higher.
Other policies are possible, in particular ERS policies that allow multiple receiving
nodes to relay a packet. The third ERS policy that we shall consider is part of this
family and is called ERS-all. With ERS-all, every node in A(i) is chosen to be a
relay. This potentially results in multiple relays of a given packet, and may lead to
an uncontrolled explosion of transmissions, in particular if an anypath route has a
large fan-out. It may thus appear from the outset that there is no reason to even
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consider ERS-all. However, implementing ERS-all in a protocol mechanism has even
lower cost than ERS-any, and so we cannot a priori discard it from our evaluation.
4.2 Anycast Link Cost
In order to design and analyst anypath routing algorithms that compute the best
candidate relay set at each node, we must define the notions of cost that drive such
algorithms. In this section, we introduce the notion of anycast link cost diJ to send a
packet from i to any node in the set J . It shall be implicit throughout this dissertation
that the set J is a subset of node i’s neighbors (J ⊆ N(i)) whenever we use the
notation diJ .
Definition 4.6 (Anycast link cost). The anycast link cost (ALC) from node i to
neighbors J , denoted diJ , is the cost to send a packet from i to any node in the set J ,
where J ⊆ N(i) is a subset of i’s neighbors.
The anycast link cost is a generalization of the link cost defined in Section 3.4.
On a note of terminology, the term “link cost” shall continue to refer to the unicast
link cost of Section 3.4; when the context is ambiguous we explicitly call it unicast
link cost.
Similarly to unicast link costs, the anycast link cost can be assigned in a number
of ways, depending on the cost criterion and problem we are interested in. Before we
examine in more detail the anycast link cost and its definition under different link
models, let us first state two simple properties that it should have. The first is that
the anycast link cost to set of size 1 should be equal to the unicast link cost to the
single node in the set.
Property 4.1. If J = {j}, then diJ = dij .
The second property is that the anycast link cost to a set containing the sending
node itself is 0; it is a generalization of the unicast link cost property requiring that
the distance from a node i to itself is dii = 0.
Property 4.2. If i ∈ J , then diJ = 0.
These two properties will be defined to hold by convention and we will not repeat
them in the definitions of all the anycast link distances given in this chapter.
Beyond these two trivial requirements, the anycast link cost can in theory be any
function of the set J . The key is to define a function that captures the cost in a
way that is in agreement with the cost model in the unicast scenario. Of course,
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for anypath routing to be worthwhile, we are interested in anycast link costs which
decrease when the candidate set is expanded. In other words, we would like to have:
di(J∪j) < diJ . (4.1)
We say that an anycast link cost is always-decreasing if it satisfies the above equation:
Property 4.3. An anycast link cost is always-decreasing if it satisfies (4.1) for all
i ∈ N , J ⊂ N(i), and j ∈ N(i) \ J
Note that the always-decreasing property is a rather strong one, since it contains
a strict inequality. One might conceivably come across anycast link distances which
decrease for the addition of some but not any nodes to the set J . For example, an
anycast link cost may reach a minimum when J contains 5 nodes and not decrease
thereafter as |J | grows beyond 5. Or, independently of the size |J |, an anycast link
cost may decrease only with the addition of certain nodes. For example, if the loss
patterns on the links (i, j) and (i, k) are identical, then there would be no reduction
of loss probability by adding both j and k to J , whereas if the loss patterns are
independent, there would be a reduction. A weaker property, which is implied by
always-decreasing, is therefore sometimes-decreasing:
Property 4.4. An anycast link cost is sometimes-decreasing if it satisfies
di(J∪j) ≤ diJ ,
for all i ∈ N , J ⊂ N(i), and j ∈ N(i) \ J .
Observe that if an anycast link cost is neither always-decreasing nor sometimes-
decreasing, and in particular if diJ is minimized when J is a singleton, then there is
no gain to be found with anypath routing. We call this a unicast-equivalent link cost
metric:
Property 4.5. An anycast link cost is unicast-equivalent if it satisfies
diJ = min
j∈J
dij
for all i ∈ N , J ⊂ N(i), and j ∈ N(i) \ J .
A trivial example of a unicast-equivalent cost metric is expected transmission
count (ETX, defined in Chapter 3, page 46) in conjunction with reliable links. Here,
the distance (in hops) to reach any neighbor in J is 1, just as the distance to one
specific neighbor is also 1. This example should not lead one to think that all wired
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network models have costs that are are unicast-equivalent. For example, in a peer-
to-peer network where peers are frequently disconnected from the network, and if we
consider the ALC to a set of peers J to be the probability that at least one node in J
is up, then the ALC is at least sometimes-decreasing, and possibly always-decreasing
(depending on the specific assumptions of this model).
Properties 4.3, 4.4, and 4.5 are qualitative ones. While they are easy to show
for different anycast link costs and give a high-level characterization of an ALC’s
behavior, they do not tell us how quickly or how far diJ will decrease with J . One
quantitative manner to characterize an anycast link cost diJ is to compare it with the
lowest unicast link cost between i and any node in J :
Definition 4.7 (Anycast forwarding gain). The anycast forwarding gain G(diJ ) is
the ratio
G(diJ ) =
diJ
minj∈J dij
of the anycast forwarding cost from i to J to the lowest unicast cost from i to any
node in J .
This gain is therefore 1 for a unicast-equivalent ALC. In the general case, the
anycast link cost depends on the specific choices of i and J . However, in many cases
of interest, it depends only on the size of |J |. In these cases, we can characterize the
scaling behavior of the anycast forwarding gain, i.e., how fast it decreases with the
size of the candidate relay set.
4.3 Remaining Path Cost
In the first part of this chapter we introduced the concept of anycast link, and defined
its cost (ALC) under different network and cost models. We saw that in network
models of interest, anycast links have lower costs than the corresponding unicast
links.
Consider now a node i whose candidate relay set C(i) is given to us. Assume also
that we know the costs (or distances) Dj to reach the destination from each node
j ∈ C(i). How do we now compute the cost (distance) Di from i to the destination?
Clearly it should include the anycast link cost from i to C(i). And it is also clear
that it should include in some way, the costs from nodes in C(i) to the destination,
since each packet from i will end up being forwarded by one of the nodes in C(i).
Intuitively, Di should be the sum of the anycast link cost from i to any node in
C(i) and the cost to reach the destination from one of the nodes in C(i). Figure 4.3
illustrates the breakdown between anycast link cost and remaining path cost. We can
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Cost to reach any
node in CRS
from the source
Source Destination
Candidate Relay Set 
Anycast link cost:
Expected cost to reach the destination
Remaining path cost:
from a node in the CRS
Figure 4.3: Breakdown of anypath route cost. A path cost can be broken down into
two parts: the cost to reach any node in the candidate relay set, and the cost to reach
the destination from the candidate relay set. These two costs generalize respectively the
costs dij and DJ of single-path routing, shown in Figure 3.3 (p. 52).
contrast it with the equivalent concepts in single-path routing (illustrated in Figure
3.3, p. 52) as follows:
• In single-path routing the distance from a node i to the destination, given that
node i is using node j as a next hop relay, is the sum Di = dij + Dj of the
unicast link distance from i to j with the unicast path distance from j to the
destination.
• In anypath routing, the distance from a node i to the destination, given that
node i is using C(i) as a candidate relay set, is the sum of the anycast link
distance from i to C(i) and the remaining path cost from C(i) to the destination:
Di = diC(i) + RiC(i), where we have used the term RiC(i) to represent the (as
yet undefined) remaining path cost.
Based on the intuition outlined above, we can define the remaining path cost as
follows:
Definition 4.8 (Remaining path cost). The remaining path cost RiJ is the expected
cost to send a packet to the destination after it has been forwarded from i to the
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candidate relay set J .
Note that the remaining path cost RiJ does not include the anycast link cost from
i to J . It may therefore appear that it is a function of the candidate relay set alone
(e.g., a weighted average over the costs of nodes in J), and that the subscript i in RiJ
is superfluous. In fact, in many cases the remaining path cost does depend on i as well
as J , since the delivery probabilities from i to nodes in J influence the probability
that any given node in J becomes the effective relay. Of course in the single path
case, with J = {j}, the remaining path cost reduces simply to the cost Dj to send a
packet from node j to the destination, and it is therefore independent of the sending
node i.
Let us consider the outcome of the anycast forwarding phase after node i has
forwarded a packet. The anycast forwarding phase consists of a single packet trans-
mission if we are not using ARQ, or, if we are using ARQ, a sequence of transmissions
that stops as soon as one node in the anycast set receives the packet. Let us now
define the random vector A ∈ {0, 1}|C(i)| representing the outcome of the anycast for-
warding phase, whose k-th componentAk is an indicator random variable equal to 1 if
the k-th node in C(i) received a packet forwarded by i and 0 otherwise. Equivalently,
Aj = 1 iff j ∈ A(i) for this packet. Under this notation, the random variable 1TA
is greater than zero when the available relay set is non-empty (for a given packet).
Note the following regarding the events {Aj}:
• First, P ({Aj = 1}) is not necessarily equal to pij in the general case: we are
looking at the receivers after a complete anycast forwarding phase has taken
place, and not simply after node i transmits a single packet. Whether or not
the two situations are the same depends on the link model we are considering,
and specifically, on the use (or not) of ARQ. Without ARQ, the anycast for-
warding phase consists exactly of one packet transmission from node i, and so
P ({Aj = 1}) = pij . With ARQ, the anycast forwarding phase may consist of
more than a single transmission from i, and so the two probabilities may be
different.
• Second, it is possible that no node in C(i) receives the packet after the any-
cast forwarding phase. In other words, it is not true in the general case that
P
(
1TA > 0
)
= 1. Whether or not P
(
1TA > 0
)
= 1 again depends on the
link model. Specifically, with unreliable links and no ARQ, P
(
1TA > 0
)
is
less than 1 (unless of course pij = 1 for some node j in ∈ C(i)). With ARQ,
P
(
1TA > 0
)
= 1 (recalling that our model considers an idealized ARQ with
which unreliable links become completely reliable).
68 Chapter 4.
We now define f : {0, 1}|C(i)| → R as the function assigning to a realization of
A the cost of the effective relay that is chosen. For example, in the particular case
where A has a single non-zero component in the k-th position, then f(A) = Dk.
In the general case however, the function f also depends on the effective relay
policy (ERS-best or ERS-any). For example, if A has two non-zero components in
the j-th and k-th positions, then f(A) = min(Dj , Dk) under the ERS-best policy.
Under the ERS-any policy, f(A) would be a random variable taking either of the
values Dj and Dk with equal probability 1/2. To define the function completely over
its domain, we add that f(~0) = 0.
With these notations, we can now formally define the remaining path costRiC(i) as
the expected cost to send the packet from the next hop to the destination, conditional
on at least one node in the candidate relay set receiving the packet:
RiC(i) = E
[
f(A)|1TA > 0] .
Noting n = |C(i)|, we can develop RiC(i) as follows:
RiC(i) = E
[
f(A)|1TA > 0]
=
∑
A∈{0,1}n
f(A)P
(
A|1TA > 0)
(a)
=
∑
A∈{0,1}n\~0
f(A)P
(
A|1TA > 0)
=
∑
A∈{0,1}n\~0
f(A)
P
(
A, (1TA > 0)
)
P (1TA > 0)
(b)
=
∑
A∈{0,1}n\~0
f(A)
P (A)
P (1TA > 0)
(c)
=
∑
A∈{0,1}n
f(A)
P (A)
P (1TA > 0)
=
1
P (1TA > 0)
E [f(A)] ,
(4.2)
where we used (a) the fact that P(A = ~0 |1TA > 0) = 0, i.e. conditional on at least
one node in C(i) receiving the packet, the probability of no node in C(i) receiving it
is nil; (b) the fact that for A 6= ~0, the event “at least one node in C(i) receives the
packet” is included in the event A; and (c) that f(~0) = 0 by definition. Note that in
the above development, P
(
1TA > 0
)
is the probability that at least one node in C(i)
receives a packet after the anycast forwarding phase (or equivalently, the probability
that A(i) 6= ∅).
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Remaining path cost with ERS-best
We define qij to be the probability that at the outcome of the forwarding phase, node
j has received the packet from i. Equivalently, qij = P (Aj). (As we shall see very
soon, qij is equal to pij in some but not all models).
With the ERS-best policy, the effective relay is the node j with lowest cost Dj
among all those in A(i). Assume without loss of generality that the nodes in A(i) are
sorted by their distance to the destination, i.e., that D1 < D2 < . . . < Dj . Then, the
effective relay is node 1 if it received the packet (with probability qi1), node 2 if it
received the packet and node 1 did not, and more generally node k if it received the
packet and nodes 1 . . . k − 1 did not. The expected cost of the effective relay is then:
E [f(A)] = qi1D1 +
(1− qi1)qi2D2 +
(1− qi1)(1− qi2)qi3D3 +
· · ·
(1− qi1)(1− qi2) . . . (1− qin-1)qinRn
=qi1D1 +
n∑
j=2
(
j−1∏
k=1
(1− qik)
)
qijDj .
(4.3)
A special case that we have seen in the previous section is when all nodes in C(i)
have the same probability of receiving a packet from i. Then, noting qij = q, the
above expression simplifies to:
E [f(A)] = q
n∑
j=1
(1 − q)j−1Dj . (4.4)
Note that in this case, the remaining path cost depends only on the size of the CRS
and the path costs Dj of nodes in the CRS. In particular, it does not depend on the
forwarding node i.
Discussion and examples
In the single path case, it is immediate that the cost from a next hop j to the
destination is simply Dj , and so it is not necessary to name the concept of remaining
path cost as such. Nonetheless, the remaining path cost in anypath is once again
a generalization of the single-path next-hop cost Dj , and when J = {j}, all of the
remaining path costs computed in this section reduce to the cost Dj corresponding
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to the single-path case.
Just as in single-path, the remaining path cost depends on the next hop j and
its distance Dj to the destination, in anypath it depends on the candidate relay set
J and the distances Dj, j ∈ J from each candidate relay to the destination. This is
rather intuitive and expected. However, in the anypath case the remaining path cost
is determined by more than J and the distances Dj : the remaining path cost depends
also on the sender, that is, the node which forwards the packet to the candidate relay
set.
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RiC(i) = 4.57 RiC(i) = 6.66
(a) C(i) = {1, 2}
RiC(i) = 3.66
Figure 4.4: The remaining path cost depends on candidate relay set C(i). Illustration
of Example 4.1
Example 4.1 (Remaining path cost depends on CRS). We illustrate the dependence
of the remaining path cost on the CRS in Figure 4.4. The sender i is on the left,
and we show three possible candidate relay sets highlighted in a shaded ellipse. Link
delivery probabilities are annotated next to each link. Nodes use the policy ERS-best
for relay selection.
Recall that the RPC is the expected cost from the effective relay to the destination.
In Figure 4.4(a), we can directly compute the probability that either node is the
effective relay. Conditional on at least one node in {1, 2} receiving the packet, the
probability that node 1 receives it is 23 , and the probability that node 2 receives it
without 1 receiving it is 13 . With ERS-best, node 1 will always be preferred over node
2 if both nodes receive the packet. The remaining path cost is thus:
RiC(i) =
2
3
D1 +
1
3
D2 = 3.66.
Note that this RPC is higher than if we had C(i) = {1}, in which case we would have
RiC(i) = D1 = 3.
In Figure 4.4(b), the CRS consists of all three nodes 1, 2, and 3. Node 2 is selected
if it receives the packet and node 1 does not, and node 3 is selected if it alone receives
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the packet. We use equations (4.4) and (4.2) to compute the RPC:
RiC(i) =
p
1− (1− p)n
n∑
j=1
(1 − p)j−1Dj = 4.57,
where n = |C(i)| = 3. The remaining path cost is higher than in the previous case,
because we now allow the use of node 3, which has a higher distance to the destination.
While node 3 will be used less frequently as the relay than 1 and 2 (because ERS-best
only selects it when neither nodes 1 nor 2 receive the packet), its presence in the CRS
still increases the remaining path cost to RiC(i) = 4.57.
One should not immediately infer that the CRS of Figure 4.4(a) is a better choice
just because it has a lower remaining path cost. Indeed, the choice of CRS should
also take into account the anycast link cost, and the anycast link cost to the larger
set is lower4. We explain in the next chapter how this tradeoff is at the heart of the
anypath routing algorithm.
Finally, it should not come as a surprise that the CRS of Figure 4.4(c) has the
highest remaining path cost of all three examples, because it takes as candidate relays
the two nodes that are furthest from the destination. Here, the RPC is computed
similarly to case (a) above:
RiC(i) =
2
3
D2 +
1
3
D3 = 6.66.
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Figure 4.5: The remaining path cost depends on sender. Illustration of Example 4.2.
Example 4.2 (Remaining path cost depends on sender). The dependence of the
RPC on the sender is illustrated in Figure 4.5. Two forwarding nodes i and j each
have the same candidate relay set C = C(i) = C(j) = {k, l}. Under ERS-best, node
k is chosen as relay every time it receives a packet (because Dk < Dl), and node l
is only chosen if it receives a packet and k does not. What are the remaining path
costs RiC and RjC to the destination? Consider first sender i. Node k receives every
4At least for anycast link costs that are always-decreasing.
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packet from i, and so is the effective relay for every packet (including for packets that
node l had received as well). The remaining path cost RiC is thus 5. The situation
is different for sender j. Node k only receives packets from j with probability 0.8,
whereas node l receives every packet, thus RjC = 0.8 ∗ 5 + 0.2 ∗ 10 = 6.
4.4 Anycast Forwarding with Always-On Links
Having defined the cost of using an anycast link and the associated remaining path,
we now show how these general definitions apply in wireless networks. We start with
always-on networks.
4.4.1 Anycast Link Costs
We first examine the anycast link costs for always-on networks using unreliable links.
As motivated in Section 3.4, we consider delivery and transmission cost metrics, but
not energy metrics, since energy is usually not a central issue in an always-on network.
Let us first define the anycast link delivery probability, which generalizes the
unicast link probabilities pij to the anycast case. The probability that a unicast
packet from i is received by j becomes the probability that an anycast packet from i
is received by at least one node in the set of nodes J . We call this the anycast link
delivery probability to a set J , and its expression is:
piJ = (1−
∏
j∈J
(1− pij)).
Note that the link delivery probability increases for every node that is added to the
set J .
Delivery probability metric (E2E)
We first consider unreliable links without retransmissions. The anycast E2E metric
generalizes the unicast case to the negative logarithm of the anycast link delivery
probability:
Definition 4.9 (E2E anycast link cost). The delivery probability (E2E) anycast link
cost for the unreliable link model is:
diJ = − log piJ (4.5)
4.4. Anycast Forwarding with Always-On Links 73
 1
 10
 100
 1000
 10000
 100000
 1e+06
 1e+07
 1e+08
 1e+09
 1e+10
 1  2  3  4  5  6  7  8  9  10
G
(d i
J)
|J|
Delivery Probability (E2E)
p = 0.9
p = 0.8
p = 0.5
p = 0.2
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 1  2  3  4  5  6  7  8  9  10
G
(d i
J)
|J|
Expected Transmission Count (ETX)
p = 0.9
p = 0.8
p = 0.5
p = 0.2
(a) (b)
Figure 4.6: Anycast forwarding gain for increasing candidate relay set size J . All links
having same delivery probability p. (a) delivery probability cost metric (diJ as in Definition
4.9). (b) expected transmission count (ETX) cost metric (diJ as in Definition 4.10).
Transmission-count metric (ETX)
We now consider unreliable links with retransmissions. With anycast forwarding, the
ETXmetric of Section 3.4 generalizes to become the expected number of transmissions
until at least one node in J receives the packet:
Definition 4.10 (ETX anycast link cost). The expected transmission count (ETX)
anycast link cost for the unreliable link model with ARQ is the expected number of
transmissions until a node in J receives a packet:
diJ =
1
piJ
(4.6)
We can immediately note from definitions 4.9 and 4.10 that by adding any node
to the set J , we get a lower anycast link cost.
Remark 4.3. Both the delivery probability and the transmission count ALC are
always-decreasing.
We plot in Figure 4.6 the anycast forwarding gain G(diJ ) for increasing size of
candidate relay set. These plots assume that all links have equal delivery probability
pij = p. For the delivery probability metric, the anycast link cost (− log piC(i)) goes
toward zero as C(i) increases, and so the gain is unbounded. For the ETX metric,
the anycast link cost goes toward 1 as C(i) increases, giving a gain that is at most
equal to 1/p. The relative gain of anycast forwarding is therefore less sharp with the
ETX metric than with the E2E metric.
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4.4.2 Remaining Path Cost
RPC for unreliable links (E2E metric)
Since the E2E metric works with negative logarithms of probabilities, we must adapt
equation (4.3) by converting the Dj back into the probability domain before compos-
ing them with other probabilities, and then convert the entire expression back into
the logarithm domain:
E [f(A)] = − log
(
qi1e
−D1 +
n∑
j=2
(j−1∏
k=1
(1− qik)
)
qije
−Dj
)
. (4.7)
With unreliable links and no ARQ, we have qij = pij , and so the probability that
at least one node in C(i) receives the packet is (1 −∏k∈C(i) pik). Substituting this
probability and (4.7) into the remaining path cost (4.2) gives:
RbestiC(i) = − log

 1
1−∏k∈C(i) pik

pi1e−D1 + n∑
j=2
(
j−1∏
k=1
(1− pik)
)
pije
−Dj



 ,
(4.8)
and in the case of equal receiving probabilities (4.4) we have the somewhat more
wieldy:
RbestiC(i) = − log
(
p
1− (1− p)n
n∑
j=1
(1 − p)j−1e−Dj
)
, (4.9)
where we have used the superscript best to emphasize that the above expressions of
remaining path cost are valid only for the policy ERS-best.
RPC for unreliable links with ARQ (ETX metric)
Computing qij appears more difficult as soon as we consider anycast forwarding using
retransmissions, because the number of retransmissions is itself a random variable.
However, recall that with ARQ the last transmission of the anycast forwarding phase
takes place when any node k ∈ C(i) receives the packet. Also the outcomes (i.e.,
which node(s) receive the packet) of each transmission are each independent, includ-
ing the outcome of the last transmission. Therefore it is equivalent to consider the
probabilities of events Aj in the last ARQ retransmission and the probabilities of
events {Aj| ∪k∈C(i) Ak} for a single transmission, conditional on one node in C(i)
receiving a packet. Using (4.2) and (4.3), the expression of remaining path cost with
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the ETX metric is thus:
RbestiC(i) =
1
1−∏k∈C(i) pik

pi1D1 + n∑
j=2
(
j−1∏
k=1
(1− pik)
)
pijDj

 , (4.10)
with a similar simplification for the case of equal receiving probabilities:
RbestiC(i) =
p
1− (1 − p)n
n∑
j=1
(1− p)j−1Dj . (4.11)
4.5 Anycast Forwarding with Asynchronous Duty-Cycling
We now return to the network model of asynchronous duty-cycled links that was
defined in Chapter 3. As motivated in Section 3.4, we consider transmission energy
costs, because with asynchronous duty-cycling the cost of sending a packet is inversely
proportional to the duty cycle and is thus an obstacle to achieving extremely low duty
cycles.
We have seen how anycast forwarding can improve performance over always-on
unreliable links by increasing delivery probability or decreasing the number of retrans-
missions. It is clear that these improvements can be carried over to asynchronous
duty-cycling (if the underlying channels are unreliable). Decreasing the number of
retransmissions will reduce energy consumption and so is highly beneficial in this case
too.
However, rather than just repeat the developments of the previous section in the
context of duty-cycled links, we demonstrate here an entirely novel way of increasing
energy efficiency through anycast forwarding that is specific to asynchronous duty-
cycling. The gains that come from this technique can be significant, and apply equally
well with reliable (as assumed here) as with unreliable links. If these underlying links
are unreliable, then the gains from the technique presented in this section can be
cumulated with the gains for unreliable links shown in the previous section.
An additional benefit is that the anycast forwarding gain of our technique increases
not only with the size of the candidate relay set; it furthermore increases as the
inverse of the duty cycle. In other words, the energy gains in comparison with unicast
forwarding become more and more pronounced at the lowest duty-cycles, which are
those where energy efficiency is most critical.
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4.5.1 Anycast Link Cost
Section 2.4.3 showed that in the unicast case, an asynchronous duty-cycled link layer
must employ preambles that are as long as the wakeup period, since a sending node
does not know the next wakeup time of its neighbors. The cost of this wakeup
preamble is inversely proportional to the duty cycle, and it becomes an obstacle to
achieving extremely low duty cycles of less than 1%.
Can this cost be reduced when using anycast links? If this is the case, then
anypath routing will compute routes that have lower overall cost than with single
path; otherwise there will be no reduction in energy costs from anypath routing.
We generalize the definition of a preamble hit from Section 3.4.2 to be the event
happening when at least one node in the set J wakes up during during the preamble
transmission of a packet that is anycast to that set, and a preamble miss to be the
complement of that event.
What are the energy costs in the anycast case? We can immediately note that
without retransmissions, a node must transmit preambles of length trx in order to
have a hitting probability equal to 1, irrespective of the size of the anycast set J . This
is illustrated in Figure 4.7(a), where a sender S is transmitting to a candidate relay set
{R1, R2, R3, R4}. This appears to be a pessimistic indication that there is no benefit
to going from unicast to anycast transmission. However, the distribution of wakeup
times in Figure 4.7(a) is atypical. Consider now Figure 4.7(b), where wakeup times
are more uniformly distributed. The sender can now use a shorter preamble that is
a fraction of the wakeup period trx. After sending the packet, the sender awaits an
acknowledgement, and retransmits (possibly more than once) if no acknowledgement
is received. In the figure, the sender must transmit twice in order to hit one of the
nodes, but nonetheless the total transmission cost is smaller than for Figure 4.7(a).
Beside the reduced transmission cost, this strategy has a second advantage that is
significant in practice: a smaller number of nodes in the candidate relay set receive the
packet than with the long preamble. This reduces the burden on the relay arbitration
protocol and simplifies its implementation.
Having exposed the intuition behind anycast transmission with asynchronous
duty-cycling, the remainder of this section is devoted to examining whether and how
this observation can be exploited to reduce the energy cost of forwarding packets
with anycast. Let us start off with the probability of preamble hit. We assume that
receiver wakeup times are uniformly distributed in the interval trx, and that the duty
cycle is low (i.e., tl/trx < 0.05). Then the probability of preamble hit to an anycast
set J , with a preamble of length tpreamble = λtrx (0 < λ < 1), is:
phit = 1− (1− λ)n, (4.12)
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Figure 4.7: For anycast transmission, reducing preamble length and using ARQ is an
efficient strategy with asynchronous duty cycling. Top: Without retransmissions, the
sender S must use a long preamble to hit a node in the candidate relay set with high
probability. Bottom: With retransmissions, a shorter preamble can be used for an overall
reduction in transmission cost.
where n = |J |.
Recall from Section 3.4.2 that in the unicast case, we had the linear relation
phit = λ, which is the special case of (4.12) for n = 1. This equation confirms the
intuition of Figure 4.7, namely that the probability of anycast preamble hit for a set
of size n increases super-linearly with the preamble length λ when n > 1. Further
more the rate of increase is greater for larger values of n. In contrast, the probability
of preamble hit for a single node j increases only linearly with λ when n = 1.
We plot phit in Figure 4.8, for varying λ and candidate relay set sizes n (n = |C(i)|).
The left plot illustrates the previous observation: phit increases linearly with λ for
n = 1, but super-linearly for greater values of n.
Equation (4.12) shows that phit depends on n as well as on λ. Here, the dependency
is again favorable to anycast routing. The right plot of Figure 4.8 shows that for n = 1,
we have phit = λ, whereas for n > 1, we have phit > λ. In other words, it becomes less
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Figure 4.8: Probability of preamble hit phit for anycast forwarding with asynchronous
duty-cycling. Left: phit for varying preamble length λ (0 < λ < 1). Right: phit for
varying candidate relay set size n (n = |C(i)|).
and less expensive to hit one candidate relay as the number of candidates increases,
as shown in the right-hand side plot.
Transmission-count metric
We do not define a delivery probability metric based on phit, because its interpretation
would be unclear due to the dependence on (and tradeoff with) λ. What would the
best operating regime be: to have long preambles and a high hitting probability, or
shorter preambles but a reduced hitting probability? If our only aim is to increase
delivery probability, then we should of course set λ = 1 and send full preambles. But
the tradeoff is more subtle if we consider energy costs.
We now bring in the use of link-layer retransmissions, and consider a transmission-
count metric. Recall that we are assuming reliable links, and so link-layer retrans-
missions are only necessary in case of a preamble miss. So, the expected number of
transmissions is simply 1/phit. Noting n = |J |, the expected number of transmissions
for the duty-cycled link model is:
diJ (λ) =
1
phit
=
1
1− (1− λ)n ,
where we have emphasized with the notation diJ (λ) the dependence on the free vari-
able λ ∈ [0, 1]. λ is the preamble length, normalized to the wakeup period trx.
Similarly to the anycast preamble hit probability, the transmission-count ALC is
minimized for λ = 1, and it does not take into account the energy required for packet
transmissions. However, it shall be useful to establish the energy cost ALC metric in
the next paragraph.
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Energy metric
The expected energy required to anycast a packet to a set J , with asynchronous duty-
cycling and link-layer retransmissions is the energy cost of a transmission multiplied
by the expected number of transmissions:
Definition 4.11 (Energy transmission anycast link cost). The energy ALC for duty-
cycled links with link-layer retransmissions is
diJ = min
tpreamble∈[0,trx]
tpreamble + tpkt
phit
= min
λ∈[0,1]
λtrx + tpkt
1− (1− λ)n . (4.13)
A few comments are in order. Similar to the energy cost dij that we discussed in
Section 3.4.2 for the unicast case, the anycast link energy cost varies as a function
of λ. More interestingly, it is also dependent on n, the number of relay candidates.
As expected, for n = 1 equation (4.13) reduces to the unicast forwarding cost of
equation (3.1).
Let us now consider the general case. First, we note that for fixed λ, diJ (λ) is
monotonically decreasing with n.
Remark 4.4. The energy-cost ALC for asynchronous duty cycling is always-decreasing.
This is good news, since it means that the energy cost to reliably forward a packet
will decrease as we grow the size of a candidate relay set. In fact,
lim
n→∞
diJ (λ) = λtrx + tpkt. (4.14)
Observe that λ is a free parameter. Therefore, as the size n of the candidate relay
set grows, we can decrease λ toward the limit of 0, and have a forwarding cost ap-
proaching the cost of transmitting the packet alone, without the preamble. While
this asymptotic trend points in the right direction, network density is bounded in real
networks, and by consequence so will be the size of the candidate relay set. We must
therefore look at the energy cost for finite values of n.
Now, let us fix n and look at diJ (λ) as λ approaches 0 and 1. We have:
lim
λ→0
diJ (λ) =∞, (4.15)
and
lim
λ→1
diJ (λ) = trx + tpkt. (4.16)
Is the minimum reached for λ = 1, in which case the advantages of anycast
forwarding are not materialized for finite values of n, or is there a λ for which the cost
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Figure 4.9: Swoosh! Anycast link cost for transmission energy as a function of preamble
length λ, for different packet sizes tpkt (relative to a normalized wakeup period trx = 1).
is lower? Answering this question analytically in the general case (i.e., for any n) is
difficult, because finding the zeroes of the derivative (in λ) of (4.13) requires finding
the zeroes of an order-n polynomial. We therefore compute it numerically. For the
following paragraphs we shall therefore make statements which are not formal, but
based instead on visual inspection of plots, and are aided by the fact that (4.13) is a
fairly regular “swoosh” curve.
The first set of plots is in Figure 4.9. Each plot shows the anycast link cost for
a different packet size tpkt, where tpkt is relative to the wakeup period trx. (In other
words, we have normalized the wakeup period, trx = 1). Our observations about
these plots are summarized as follows:
1. For n = 1, energy cost is minimized for λ = 1, giving λ+ tpkt. This corresponds
to the unicast case of Section 3.4.2.
2. For n > 1, energy cost is minimized for a value λ < 1, and the minimum is
less than λ + tpkt. Furthermore, the minimum decreases with increasing n.
This means that anycast transmission cost becomes cheaper and cheaper as the
anycast set is expanded.
3. The energy cost increases very rapidly (towards∞) on the left of its minimum.
It increases less rapidly (towards λtrx+ tpkt) on the right of the minimum. This
means that it is safer to be conservative and err on the side of choosing a λ that
is greater than the one minimizing the energy cost.
In the previous developments we expressed diC(i) as a function of tpkt, in order to
highlight that the optimal λ depended on the length of a packet relative to a fixed
listening interval trx.
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We now turn to a more natural and interesting way of viewing things, namely
that the packet length is fixed at tpkt = 1 , and trx increases. In other words, the
true parameter that we are interested in is the duty cycle, since that is what a system
designer would like to reduce as far as possible.
In Figure 4.10, we show the anycast forwarding gain for asynchronous duty cy-
cling. In both plots, we have numerically computed the optimal λ for a given set of
parameters.
Figure 4.10(a) shows the evolution of GdiC(i) for increasing |C(i)|. It shows empir-
ically that this anycast forwarding cost is always-decreasing; this cost converges for
large n toward tpkt and so the gain relative to unicast duty-cycling converges toward
tpkt+trx
tpkt
. We see that for a relatively high duty cycle of 0.05, we can reduce trans-
mission cost by a factor of 2.5 with 5 candidate relays, and a factor of 5 with a large
number of relays (|C(i)| = 20). This plot also suggests that gains are stronger for
lower duty cycles; we show this in Figure 4.10(b).
These numbers are encouraging, in particular since they show that potential gains
are increased both as we reduce the duty cycle and as we enlarge the number of nodes
in C(i). The challenge shall be of course to realize these gains when going from a
theoretical model to a real, working system in Chapter 7.
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4.5.2 Remaining Path Cost
To compute the remaining path cost, note that at each (re-)transmission, the proba-
bility of any node in C(i) receiving the packet is the phit that we obtained in (4.12).
82 Chapter 4.
We have a similar situation as for always-on networks with ARQ: it is equivalent to
consider a single transmission phase, conditional on the event that at least one node
in C(i) receives the packet. Thus, RiC(i) is obtained similarly as in (4.11):
RiC(i) =
λopt
1− (1− λopt)n
n∑
j=1
(1− λopt)j−1Dj (4.17)
where λopt is the argument minimizing (4.13). We therefore cannot find a closed-form
solution for RiC(i) in this case.
Note that unlike for the two always-on models discussed in this chapter, the re-
maining path cost here does not depend on the sender i. This is due to our modelling
decision of having filtered (or reliable) links for this particular model. In this case,
the relative probabilities of each node in J receiving a packet depend only on λ, and
this λ itself depends only on |C(i)|. The fact that each node in C(i) is equally likely
to receive the packet at the end of the anycast forwarding phase will allow a vastly
reduced algorithm complexity for CRS selection, and will simplify things for the real
protocol design of Chapter 7.
4.6 Anycast Forwarding with Synchronous Duty Cycling
We now consider the two forms of synchronous duty-cycled links that were defined in
Chapter 3, and see if and how anycast forwarding can be beneficial with these link
models. Recall that we defined our cost metric for these schemes to be the expected
delay to transmit a packet across a link, giving dij = trx/2. We chose this latency-
based metric because synchronous duty cycling trades off energy efficiency for latency,
and we are interested in the trade off that occurs as the duty cycle is reduced.
4.6.1 Anycast Link Cost
We have by now seen that anycasting a packet to a set of candidate relays has lower
cost than sending to a single next hop. Specifically, anycasting can reduce expected
transmission count, delivery probability, or energy cost to reach a node in a candidate
relay set. Are such reductions also possible for the latency metric that we consider
with synchronous duty cycling? Let us first examine the case of clustered duty cycling.
Clustered duty cycling
Consider a node i with a packet to send to any node in candidate relay set J . Does
the expected latency change as a function of |J |? The answer is negative, because all
nodes wake up for the same active period. If i is in the active period when it gets a
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packet to send, then it can send it immediately, and if i is not in the active period,
then it must wait until the beginning of the next one to transmit. In either case, the
fact that i can send to any node from J does not impact the latency.
Definition 4.12 (Latency ALC for clustered duty cycling). The latency ALC for
duty-cycled links with clustered synchronization is
diJ = tpkt +
trx
2
This case constitutes our first example of a link cost metric that does not change
with the size of the CRS J . In fact, this ALC is unicast-equivalent, meaning that with
clustered duty cycling, anycast forwarding cannot reduce the latency of a transmission
over unicast forwarding.
The above conclusion is made under the assumption of ideal clustering, whereby
all nodes share a single active period. In practice however, experiments with live
networks [66] have shown that multiple clusters frequently do emerge. In such a
situation, latency can be reduced by using anycast forwarding, at least for the border
nodes that are part of multiple clusters. We do not explore further the performance
gains of anypath routing with multiple clusters, because these gains are in a sense
dependent upon the extent to which an underlying protocol performs erroneously.
As we have already pointed out (in Chapter 3), other choices of link metrics for
clustered duty cycling are possible, for example a transmission-count metric. With
such a metric (and assuming unreliable links), we would indeed see gains from any-
path routing with clustered duty cycling. We do not consider this specific case because
those gains are independent of the duty cycle. Furthermore the performance of any-
path routing in reducing path transmission counts is examined in the case of always-on
networks, and the results seen there can be interpreted as a proxy for the clustered
duty cycle case.
Individual duty cycling
The situation changes in the case of individual duty cycling. Here, nodes also peri-
odically (with period trx) listen for a duration of tl. However, rather than having all
nodes wake up according to a common schedule, each node has its own schedule and
places its active period within the interval trx at an offset that it chooses individually.
Nodes advertise their offset so that a sender knows when its intended receiver will
awaken, and can schedule its transmission for that time.
Let us assume that active periods are uniformly distributed within the interval
trx. What is the latency for a node i to send a packet to any node in the candidate
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relay set C(i)? To answer this question, we must clarify how the forwarding phase
should work with individual duty cycling. Since i knows the schedules of each node
in C(i), it can select the effective relay that it will use for each packet based on these
schedules. In order to minimize the delay, i simply chooses the node that next has
its active period. The delay for node i to transmit to C(i) is therefore the minimum
of |C(i)| random variables that are uniformly distributed over [0, trx]. This minimum
can be computed using order statistics [38]. Define Xn,k to be the k-th smallest
random variable out of n independent realizations of a random variable X. We can
show that if X is uniformly distributed over [0, 1], then Xn,k has beta distribution
with parameters k and n− k+1. The mean of the beta distribution with parameters
α and β is αα+β , and in the present case we have k = 1 and n = |C(i)|, giving a mean
of 1n+1 .
Definition 4.13 (Latency ALC for individual duty cycling). The latency ALC for
duty-cycled links with individual synchronization is
tpkt +
trx
|C(i)|+ 1
This anycast link cost decreases as the inverse of |C(i)|; it is therefore always-
decreasing.
Sender-driven forwarding. In the previous models for always-on networks and for
asynchronous duty cycling, we saw that the anycast forwarding was receiver-driven:
a sender anycasting a packet to C(i) cannot decide before transmission to which node
it would like to send a packet, because there is uncertainty about which nodes will
receive the packet, and this uncertainty is only resolved after the transmission.
Unlike for all the link models seen so far, anycast forwarding with individual duty
cycling is however sender-driven: the sender knows the schedules of the candidate
relays, and can select before transmission which node in C(i) it will send to.
4.6.2 Remaining Path Cost
For clustered duty cycling, the ALC is unicast-equivalent, and anypath routing will
never select a candidate relay set containing more than one node. As such, the
remaining path cost is simply the distance of the next hop to the destination, as in
single-path routing.
We now turn to individual duty cycling, where we have seen that a forwarding
node with candidate relay set J sends its packet to the node in J with the next active
period. The remaining path cost for each packet therefore depends on the offset in the
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interval trx at which it is generated (by an upper layer) or is received for forwarding.
Assuming that the phase of packet arrivals in the interval trx is random and uniformly
distributed, then over the long-term we will use each node J with equal probability.
Definition 4.14. With individual synchronized duty cycling, the remaining path cost
when using J as candidate relay set is
RiJ =
1
|J |
|J|∑
j=1
Dj .
A couple of comments on this definition. First, the remaining path cost is inde-
pendent of the sender i, because the relative probabilities of using each node in J as
the effective next-hop relay depend only on the size of J , and not on the sending node
i. A second comment is that the RPC here does not take into account the ERS-best
policy in any way (and hence its expression is much simpler than those seen previ-
ously): since the sender chooses the relay before sending, there is no need to arbitrate
between multiple receiving nodes, and so the ERS policy is never invoked.
Note that it may happen that the active periods of two nodes in J happen simul-
taneously. In such a case, there would be a requirement for an ERS policy to select
which node in J to use as a relay, and we would expect the use of ERS-best as for all
previous link models. Our definition of RPC above therefore slightly overestimates
RiJ , because it assumes that such ties are resolved at random
5. The degree of impre-
cision depends on how often nodes have overlapping active periods. In the cases of
interest, namely with duty cycles of 0.01 and lower, the probability of such overlaps
is low, and so our approximation suffices.
4.7 Summary
This chapter has shown that anycast forwarding is a practical and general way to
exploit spatial diversity for point-to-point communication across multiple wireless
hops.
Specifically, we have defined a framework for anypath routing that includes the
notions of anycast link cost and remaining path cost, distinguishes between sender-
driven and receiver-driven anycast forwarding, and shows that anycast forwarding is
applicable both with underlying broadcast and with underlying unicast links. We
introduced two new link layer mechanisms that show how anycast forwarding can
increase energy efficiency or decrease latency with low-power duty-cycled links. Table
5This corresponds to the ERS-all policy that is defined in Chapter 6.
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Link model Metric Type Sender-driven or Metric Interpretation
Receiver-driven
Always-on unreliable
links
Delivery probability Receiver Probability that any node
in C(i) receives packet af-
ter a single transmission
(4.5).
Always-on unreliable
links with ARQ
Transmission count Receiver Expected number of
transmissions until any
node in C(i) receives
packet (4.6).
Asynchronous duty
cycled links with
ARQ
Transmission energy Receiver Expected energy cost to
send a packet to any node
in C(i) (4.13).
Clustered duty cy-
cling (synchronous)
Latency Sender Expected delay to send
a packet to any node in
C(i) .
Individual duty cy-
cling (synchronous)
Latency Sender Expected delay to send
a packet to any node in
C(i) .
Table 4.1: Summary of anycast forwarding applied to different link models.
4.1 summarizes the different anycast forwarding techniques and their properties, and
Table 4.2 gives their costs.
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Link model Link Cost Anycast Link Cost Type
dij diC(i)
Always-on unreliable
links
− log pij − log(1−
∏
j∈C(i) pij) Always-decreasing
Always-on unreliable
links with ARQ
1
pij
1
(1 −∏j∈C(i) pij) Always-decreasing
Asynchronous duty
cycled links with
ARQ
trx + tpkt minλ∈[0,1]
λtrx + tpkt
1− (1− λ)n Always-decreasing
Clustered duty cy-
cling (synchronous)
trx/2 trx/2 Unicast-equivalent
Individual duty cy-
cling (synchronous)
trx/2
trx
|C(i)|+1 Always-decreasing
Table 4.2: Summary of anycast link costs, their properties, and comparison with unicast
link costs.
88 Chapter 4.
Chapter 5
Anypath Routing
He who wanders is not always lost.
- J.R.R. Tolkien
Notation and Key Concepts
Physical cost model Anycast link cost where adding a node j to C(i) that is further than i from
destination always increases the distance from i to the destination.
R Anypath route
Directed graph where every node (but the source) is a successor of the
source, and every node (but the destination) is an predecessor of the des-
tination.
Cost(R) Anypath route cost
Average cost to send a packet across an anypath route.
Shortest anypath route Route R with lowest Cost(R) out of all anypath routes between given
source and destination. Is always acyclic if cost model is physical.
The destination node is by convention node 1 throughout this chapter
The purpose of an anypath routing algorithm is to determine the candidate relay
set (for a given destination) at each node. How should the algorithm assign C(i) to
each node i? Recall that the anycast link costs seen in Chapter 4 decrease monotoni-
cally with growing size of the candidate relay set (they are always-decreasing). Based
on this observation alone, one would set the candidate relay set at each node to be as
large as possible in order to minimize transmission costs, i.e. set C(i) = N(i). But
this would result in packets being anycast randomly from neighbor to neighbor, with
no guarantee of making progress toward the destination.
A second strategy would be to take the largest possible C(i) at each node, under
the constraint that no loops should arise in the resulting topology. While this strategy
appears to be sensible, we shall see that it is doubly off the mark. One reason is that
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the best candidate relay set is not always the largest one. The other reason is certainly
the more startling: allowing loops turns out in certain cases to be beneficial!
A third strategy would be to compute the shortest-path distances from every node
to the destination using a standard single-path algorithm, and set C(i) to be the set
of all nodes with lower single-path distances than i. This approach is the one taken
by Morris et al in XOR [9]. It also appears to be a sensible one, since shortest single-
path distance is the prototypical notion of distance in a multi-hop network; making a
packet advance to any node that is closer to the destination than the previous relay
can hardly seem to be a counter-productive action.
However, as we shall see, there are both situations where not placing a node with
lower single-path distance in the CRS improves routing performance, and situations
where placing a node with greater single-path distance improves routing performance.
The main reason why the XOR approach based on single-path distances does not lead
to the best candidate relay sets is that link costs with anycast forwarding are not equal
to unicast link costs, and so shortest single-path costs are not a good estimator of the
cost to forward a packet using anycast forwarding.
The goal of this chapter is to build upon the concepts of anycast forwarding de-
veloped previously and to formulate and prove a correct strategy to select “good”
candidate relay sets at each node. This requires us to define the notion of anypath
route, that we have only informally used so far. We also define the cost of an anypath
route; once this notion of cost is established it becomes meaningful to talk of short-
est anypath routes. After this, we introduce an algorithm to compute the shortest
anypath routes. This algorithm is a generalization of the Bellman-Ford algorithm
for single-path routing. We prove its convergence and correctness, as well as some
interesting properties of shortest anypath routes.
The first step, however, is to return to the definitions of anycast link cost and
remaining path cost from the previous chapter, and introduce the notion of a physical
cost model, that shall be needed to distinguish important cases of anypath routing.
Summary of contributions
The concept of shortest-path routing is pervasive throughout networking theory and
practice. This chapter brings together shortest-path routing and anycast forwarding,
and shows how the mechanism of anycast forwarding can be integrated into a routing
framework that we call shortest anypath routing. Specifically, the contributions of this
chapter include:
• A definition of anypath routes and their costs, as well as an algorithm to compute
these costs,
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• the distinction between a physical cost model, for which the shortest anypath
route has no cycles, and a non-physical cost model, where the shortest anypath
route may have cycles (!), and
• a distributed algorithm to compute shortest anypath routes that has the same
upper bound on convergence time as the Bellman-Ford algorithm for computing
single-path routes.
5.1 Physical Cost Models
The benefit of anycast forwarding is that in many cost models, it is less costly for a
node to transmit to any one of a set of neighbors than to a single neighbor.
Should we be interested in any anycast link cost (ALC) metric that is always-
decreasing or sometimes-decreasing? While the answer to this question is positive,
it turns out that we must make a distinction that is both of technical and semantic
importance to design and reason about anypath routing.
The intuition is the following: consider a node i with a given candidate relay set
J and a cost Di to the destination. Recall from the previous chapter that the cost
to reach the destination from a node with CRS J is the sum of anycast link cost and
remaining path cost: Di = diJ + RiJ
1. Consider now a neighbor k of node i with
distance Dk > Di. Can node i decrease its cost to the destination by adding node k
to its candidate relay set?
If the answer to this question is positive, then we have following highly counterin-
tuitive situation: we can reduce the cost of sending a packet from i to the destination
by going through a relay that has a higher cost to the destination than i itself ! This
apparent paradox motivates the definition of a physical cost criterion, which is a tech-
nical condition on the ALC and RPC under which such counter-intuitive situations
are impossible.
Definition 5.1 (Physical cost model). Consider a node i with candidate relay set J .
The cost to reach the destination from i is Di = diJ + RiJ . Let k ∈ N(i) \ J be a
neighbor of i that is not in J , and for which Dk ≥ Di. Define the set J ′ to be the
union of i’s candidate relay set with k: J ′ = J ∪ k.
A physical cost model is one for which
diJ′ +RiJ′ ≥ diJ +RiJ ,
1Of course computing RiJ requires knowing the distances Dk from each node k ∈ C(i) to the
destination, which we do not yet know how to compute; we can do without it for the present section.
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for all possible combinations of i, J , and k.
Note that a unicast-equivalent link cost is trivially a physical cost (Property 4.5).
Analogy with single-path routing
Informally, saying that a cost metric is physical is equivalent to saying that going
through a node that is further from the destination than ourself can only increase
our cost to the destination. Is there a similar notion in the single-path sense? A
comparable requirement to our physical cost model is to require in the single-path
case that Di > Dk. In other words, if node i uses as next-hop node k, then i is further
from the destination than k.
The requirement that a node is further from the destination than the next hop in
a path is so obvious that it is often left unstated in the context of single-path routing.
But it is a key requirement for many graph algorithms [7], and it is expressed in
a more direct fashion by saying that link distances are always positive. Indeed, if
the link distance between node i and k is negative, then node i may perfectly be
closer to the destination than its next-hop node k. A physical cost model in anycast
forwarding can thus be seen as conceptually similar to a link model in unicast that
excludes negative link costs. Recall that we have excluded negative link distances
right from the outset of Chapter 3; non-physical costs of anycast links are possible
even when all individual links costs are positive.
5.1.1 Always-on Networks
We now return to the ALCs defined in Chapter 4. We start with always-on networks,
and show that the expected transmission count (ETX) anycast link cost is a physical
model, but that the end-to-end packet delivery (E2E) anycast link cost is not.
Proposition 5.1. The expected transmission count (ETX) anycast link cost is a
physical cost model.
Proof. To lighten notation, we write pk instead of pik in the following, given that we
are only considering links from i to a neighbor. Consider a node i with candidate
relay set J = {j}. Under the ETX metric and under the ERS-best model, the cost
Di is determined by (4.6) and (4.10), and is Di =
1
pj
+Dj . Now add a node k with
Dk ≥ Di to the candidate relay set, to obtain a set J ′ = {j, k}, and examine the
distance diJ′ +RiJ′ . From (4.6) we have the anycast link cost from i to J
′:
diJ′ =
1
1− (1− pj)(1− pk) ,
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and from (4.10) we have the remaining path cost:
RiJ′ =
1
1− (1− pj)(1 − pk) (pjDj + (1− pj)pkDk),
where we have used the hypothesis that Dk < Dj .
We now consider the sum of these two quantities and show that it is greater than
Di:
diJ′ +RiJ′ =
1
1− (1− pj)(1− pk) +
1
1− (1 − pj)(1 − pk) (pjDj + (1− pj)pkDk)
= f(pk), pk ∈ [0, 1]
(a)
≥ f(0)
=
1
pj
+Dj
(b)
= diJ +RiJ = Di,
where we used in (a) the fact that 0 < pk < 1, and the quantities pj , (1− pj), and Dj
are positive, and in (b) the definition of Di.
We have not yet shown that the expected transmission count ALC is a physical
cost model, since the development above considers only the special case where |J | = 1.
Let us now consider the general case where the candidate relay set has an arbitrary
number of nodes: |J | = n. Consider now another candidate relay set H consisting
of a single node h, such that ph = piJ = (1 −
∏
j∈J (1 − pij)), and Dh = RiJ (where
RiJ is computed according to (4.10)). Observe that diJ = diH and RiJ = RiH , and
that it is equivalent to consider either the candidate relay set J or our constructed
set H . Therefore, any general case J can be reduced to a singleton CRS, a situation
for which the above development has shown that the physical cost property holds.
Finally, we have only considered the ERS-best policy in the above development.
Note that with any other policy, the remaining path cost when adding node k is
greater than with ERS-best, and so the fact that the expected transmission count
ALC is a physical cost metric for ERS-best implies that it is a physical cost metric
for any ERS.
Proposition 5.2. The end-to-end delivery probability (E2E) anycast link cost is not
a physical cost model.
Proof. We prove this using a counter-example. Consider the network of Figure 5.1,
where node 1 is the destination. The link from i to the destination has delivery
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1 1
Di = − log
1
2
Dk = − log
1
4
(b) Di < Dk
Di < − log
1
2
Dk = − log
1
4
(c) Di decreases!
i
k
1
1
4
1
2
1
2
(a) Network with source i and destination 0.
Figure 5.1: The packet delivery probability ALC is not a physical cost model. Link delivery
probabilities are annotated in (a). The distance from k to the destination decreases in (c)
if it adds as candidate relay a node k which in (b) was actually further than itself from
the destination!
probability pi1 =
1
2 , the link from k to the destination has delivery probability pk1 =
1
4 ,
and the link between i and k has probability pik =
1
2 . In Figure 5.1(b), node i has
as candidate relay set the singleton set containing the destination only, i.e., J = {1}.
The remaining path cost is therefore RiJ = 0, and we have Di = diJ +RiJ = − log 12 .
Node k has the same candidate relay set consisting of the destination only, giving us
Dk = − log 14 > Di.
Consider now Figure 5.1(c), where node i uses as CRS the set J ′ = {1, k}. If
the delivery probability ALC were a physical cost model, the cost at node i would
increase with this candidate relay set J ′, because Dk > Di. More precisely, we should
have diJ′ + RiJ′ ≥ diJ + RiJ , where J = {1}. However, using equations (4.5) and
(4.8) we can compute that
diJ′ = − log (1− (1− pi1)(1− pik)) = − log 3
4
,
and
RiJ′ = − log ((1− (1− pi1)(1− pik)) (pi1 + (1− pi1)pikpk1)) = − log 3
4
.
Putting both together, we obtain
diJ′ +RiJ′ = − log 3
4
− log 3
4
< − log 1
2
= diJ +RiJ ,
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showing that the delivery probability ALC is not a physical cost model.
Since this example is simple, we can also directly compute the raw probabilities. A
packet sent by i arrives successfully at the destination if either it is received directly
by the destination, or it is successfully relayed by node k to the destination. The
probability p of successful delivery is thus:
p = pi1 + (1− pi1) pik pk1 = 1
2
+
1
2
· 1
2
· 1
4
=
9
16
.
Of course this “direct” computation gives exactly the same result as the development
above; we can verify that e−(diJ′+RiJ′) = 916 .
Interpretation
A first, direct interpretation of why the link delivery probability ALC is not a physical
cost model is that the reduction in the anycast link cost when going from a candidate
relay set J = {1} to J ′ = {1, k} is greater than the increase in the remaining path
cost. Therefore, the sum Di of anycast link cost and remaining path cost is lower
with J ′ than with J .
This interpretation however is very close to the technical development. A more
intuitive one is to recall that this example uses unreliable links without retransmis-
sions, or equivalently, nodes without buffers. So, if node i transmits a packet that is
not received by the destination, but that is received by node k, then allowing k as a
relay as in Figure 5.1(b) will result in a higher delivery probability than if the packet
were simply dropped. Of course the packet can still be lost, if neither the destination
nor k receive i’s transmission, or if k (alone) receives it from i but the subsequent
transmission from k to the destination is lost.
Of course, a probability is not a physical quantity, and in contrast, a physical cost
model counts a physical quantity. For example, ETX counts the expected number of
transmissions to reach the destination. Similarly, the ALCs introduced in the context
of synchronous duty cycling (Section 4.6) count the average energy and the average
latency necessary to send a packet to the destination.
5.1.2 Duty-Cycled Networks
Proposition 5.3. The latency ALC for synchronous duty cycled links is a physical
cost model.
Proof. For clustered duty cycling, this follows trivially from the fact that the latency
metric is in this case unicast-equivalent (Property 4.5).
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For individual duty cycling, we consider a node i with candidate relay set J = {j}.
Under the ALC and RPC defined for individual duty cycling, (Definitions 4.13 and
4.14), the cost Di is Di =
trx
2 +Dj. Now add a node k with Dk ≥ Di to the candidate
relay set, to obtain a set J ′ = {j, k}, and let us examine in the distance diJ′ + RiJ′ .
The anycast link cost diJ′ is
diJ′ =
trx
3
,
and the remaining path cost RiJ′ is
RiJ′ =
Dj +Dk
2
We now consider the sum of these two quantities and show that it is greater than Di:
diJ′ +RiJ′ =
trx
3
+
Dj +Dk
2
(a)
≥ trx
3
+
Dj +Di
2
(b)
=
trx
3
+
Dj +
trx
2 +Dj
2
=
7
12
trx +Dj
(c)
> Di,
where we used in (a) our starting assumption that Dk ≥ Di, and in (b) and (c) the
definition of Di.
This development considers only the case where |J | = 1; the proof is completed
for the general case |J | = n by the same argument as in Proposition 5.1.
5.2 Shortest Anypath Routes
Before we can propose an algorithm for nodes to compute an anypath route we must
first define the cost of an anypath route, and defining this cost requires first clarifying
exactly what is meant by an anypath route. The anypath route is the union of all the
directed anycast links (i, C(i)) between a source and a destination:
Definition 5.2 (Anypath route and acyclic anypath route). An anypath route R
from a source to a destination is a directed graph where every node (but the source) is
a successor of the source, and every node (but the destination) is a predecessor of the
destination. An acyclic anypath route is an anypath route that contains no cycles.
5.2. Shortest Anypath Routes 97
Destination
Source
A
B
Figure 5.2: Illustration of anypath routes. The black nodes and links make up an anypath
route between the source and destination. With the addition of either of the two red nodes
(A and B) and their incident links, the graph ceases to be an anypath route (one node is
not a successor of the source, one is not a predecessor of the destination). This anypath
route is acyclic. Illustration of Example 5.1
Destination
Source
Figure 5.3: An anypath route may contain cycles. This route is similar to the route of
Figure 5.2, but the modified links (in green) make it cyclic. It contains cycles of length
two, three, four, five, six, and seven. Illustration of Example 5.1.
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Example 5.1 (Cyclic and acyclic anypath routes). The black nodes and links of Fig-
ure 5.2 make up an anypath route between the source and destination. By connecting
node A as shown we cease to have an anypath route since A is not a successor of the
source. Similarly, node B is not a predecessor of the destination, so by adding it we
also cease to have an anypath route.
While the anypath route shown in Figure 5.2 is acyclic, our definition does not
require that an anypath route have no cycles. An illustration of a cyclic anypath
route is shown in Figure 5.3.
5.2.1 Cost of Anypath Routes
Having defined the notion of anypath route, we now need a definition for the cost of
an anypath route, just as we require a notion of path cost in the single-path case.
Note that we already touched upon the anypath cost in the previous section, where
we considered a node i with a known candidate relay set, and established the anypath
cost Di to reach the destination from this node as the sum diJ +RiJ of the anycast
link cost and remaining path cost. However the remaining path cost was itself defined
in terms of the anypath costs Dj, j ∈ C(i) from the nodes in the candidate relay set,
and so this cannot suffice to globally define the cost of an anypath route.
Cost of a trajectory in an anypath route
At each use of an anypath route, a packet may traverse a different sequence of nodes to
go from the source to the destination, since there are (in general) multiple candidate
relays at each hop. We must therefore first define the cost of a traversal across a given
sequence of nodes, before we can reason about the overall cost of the anypath route.
A trajectory T in an anypath route R is a subgraph of R that connects the source
and the destination. Note that with the ERS-best policy considered so far, a trajectory
will always be a simple path. With other ERS policies, and more specifically with
those that allow multiple effective relays (such as ERS-all, that is introduced in the
next chapter), a trajectory may contain branches. We can now define the cost of a
trajectory relative to the anypath it traverses anypath:
Definition 5.3 (Cost of a trajectory in an anypath route). Let T = (s, n1, n2, . . . nk, 1)
be a trajectory in anypath route R. The cost of T relative to R is the sum of the
constituent anycast link costs in R of the nodes in the path T :
c(T |R) =
∑
i∈T
diC(i) = dsC(s) + dn1C(n1) + dn2C(n2) + . . . dnkC(nk).
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It is important to emphasize that the cost of T depends on the anypath route
R that it traverses, as the following example will show. Indeed, the anycast link
cost dniC(ni) that goes into the computation of c(T |R) above depends on the entire
candidate relay set C(ni) and not only on the next hop ni+1 in the trajectory.
Example 5.2 (Cost of a trajectory depends on containing anypath). We illustrate
this dependence in Figure 5.4, where we are interested in computing the cost of
the path T = (a, b, c, d) relative to four containing anypath routes. In this network
all links have delivery probability 0.5, and the cost metric is ETX (see Table 4.1).
In case (a), the containing anypath is equal to T itself. The anycast link costs at
nodes a, b, and c are therefore each (1 − 0.5)−1 and so the cost of T relative to R
is 6. In case (b), the anycast link cost at node a is now (1 − 0.52)−1 = 4/3, and
so the cost of T is 5.33. In case (c), the cost is the same as in (b), because the
anycast link costs at nodes b and c are not affected by the additional incoming links.
Finally in case (d) the cost of T relative to its containing anypath route is now
(1 − 0.52)−1 + (1− 0.53)−1 + (1 − 0.52)−1 = 3.81.
a b c d
2 22 4
3
2 2
4
3
8
7
4
3
4
3
2 2
(a) c(W |R) = 6 (b) c(W |R) = 5.33
(c) c(W |R) = 5.33 (d) c(W |R) = 3.81
Cost of the same walk W = (a, b, c, d), relative to four different anypath routes.
Figure 5.4: Cost of a trajectory relative to four different anypaths. The metric is ETX,
and all links have delivery probability 1/2. Illustration of Example 5.2.
Anypath route cost
Of course there are multiple possible trajectories for a packet to go from the source to
the destination in an anypath route. Each possible trajectory T happens with some
probability P (T ). If we view the effective trajectory of a packet as a realization, it is
natural to define the cost of an anypath route as an expected cost:
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Definition 5.4 (Anypath route cost). The cost of an anypath route R is the expected
cost of a trajectory across that route.
Cost(R) =
∑
T∈R
P (T ) · c(T |R),
where the sum is over all possible trajectories from the source to the destination of R.
This definition corresponds to our intuition: the cost of an anypath route should
correspond to the average cost of sending a packet across this route. A few remarks
on the anypath route cost:
• The probability of a path T depends on the choice that is made by the ERS
policy at each anycast forwarding phase. Thus, it depends on costs of the nodes
in the route, since when multiple nodes receive a packet, the ERS policy chooses
the effective relay based on their cost to the destination2. Since the cost of an
anypath route depends on the costs from interior nodes in that route, we must
therefore know the costs of the interior nodes in order to compute the cost of
the route.
• If the anypath route consists of a single path, there is only one trajectory across
it from the source to the destination, that is the route itself. Its cost is the sum
of the constituent link costs. Therefore the anypath route cost generalizes the
cost of a single path route.
• The anypath route cost is based on anycast link costs, that are used to compute
the cost of each trajectory. However the remaining path cost is completely
absent from the definition, and is not even used indirectly.
5.2.2 Shortest Anypath Routes
Now that we have a precise notion of cost for anypath routes, the shortest anypath
route between two nodes is defined naturally as the anypath route with lowest cost
among all possible anypath routes. Similarly, the shortest acyclic anypath route is
the acyclic anypath route with lowest cost. Note that the shortest anypath route is
not always unique: just as in single-path routing, there may be more than multiple
shortest anypath routes with equal cost.
Definition 5.5. The shortest (acyclic) anypath route from a source to a destination
is the anypath route R with lowest cost among all (acyclic) anypath routes between
2 We shall see in the next chapter that this dependence is lifted for some other ERS policies.
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the source and destination. The anypath distance (or equivalently, anypath cost)
between two nodes is the distance (or cost) of the shortest anypath route between the
two nodes.
Presence (or absence) of cycles in shortest anypath routes
It may appear surprising that we have allowed the presence of cycles in our definition
of anypath routes. Returning to the definition of physical cost models (Definition
5.1), we can now show that in the important case of physical networks, a cyclic
anypath route can never have lower cost than the shortest acyclic anypath route.
This is fortunate, since reasoning about the subset of anypath routes that are acyclic
is easier than reasoning about all possible anypath routes.
Proposition 5.4. In a physical cost model, no cyclic anypath route can have lower
cost than the shortest acyclic anypath route.
Proof. By contradiction. Assume that the shortest anypath route R between two
nodes is not acyclic. It therefore contains at least one cycle. Let us consider one cycle
(n1, n2, n3, . . . nk−1, n1), with nodes having destination distances (D1, D2, D3, . . . Dk−1, D1).
Since this is a cycle, one of two cases must be true: either D1 = D2 = D3 = . . . =
Dk−1, or there are two consecutive nodes (i, j) in the cycle with Di < Dj .
We consider each of these two cases individually.
• Case 1: D1 = D2 = D3 = . . . = Dk−1. No cycle can contain the destina-
tion, since the destination has no successor. Therefore any cycle in an anypath
route cannot be closed; in other words there must be at least one node in
(n1, n2, n3, . . . nk−1, n1) with a successor that is not in the cycle. Let us call this
node ni; ni has one successor ni+1 in the cycle, and a set of other successors
K (with |K| ≥ 1). (In the terminology used previously this amounts to saying
that C(ni) = {ni+1} ∪K). Now, if we consider the definition (Definition 5.1)
of a physical cost model, and set J = K and J ′ = {ni+1} ∪K, we see that we
can remove ni+1 from node ni’s successors (i.e., set C(i) = K) and reduce the
cost Di.
• Case 2: Di < Dj for two consecutive nodes (i, j) in the cycle. Since anycast
link costs are positive, node i must have another successor(s) in addition to j (or
else we would have Di = di{j} + Ri{j} = di{j} +Dj > Dj). Again, considering
the definition (Definition 5.1) of a physical cost model shows that the cost Di
can be reduced by removing j from node i’s candidate relay set.
Returning to our shortest anypath route R, let us construct the anypath R′ by
applying either of the two modifications above to every cycle in R. Calling D′k the
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(a) Shortest acyclic anypath from j to 1. (b) Shortest anypath (cyclic)
e−Di = 18
29
< 9
16
Figure 5.5: Shortest anypath route may contain cycles with a non-physical cost model.
The cost model is delivery probability, and link delivery probabilities are annotated next to
each link. The source and destination are nodes j and 1 respectively. The shortest acyclic
anypath is shown in (a) and has lower delivery probability than the shortest anypath in
(b), that contains a cycle. Illustration of Example 5.4.
distance from node k to the destination, we have that D′k ≤ Dk for all nodes, with
the inequality being sharp for at least one node (the one whose candidate relay set
was pruned according to the modifications above).
In consequence, all possible trajectories have either lower or equal cost over R′
than over R, with at least one having a lower cost (ie, a trajectory going through the
node whose candidate relay set was pruned). The constructed route R′ has lower cost
than R, contradicting our initial assumption.
Corollary 5.5. A routing algorithm for a physical cost model need not consider cyclic
routes in order to find a shortest anypath route.
One may also surmise that shortest anypath routes will also be acyclic with a
non-physical cost model, since letting a node travel in a loop should only increase the
cost of a route. However, this is not the case.
Remark 5.3. In a non-physical cost model, the shortest anypath route can contain
cycles.
Example 5.4 (A shortest anypath route that contains a cycle). The network of
Figure 5.5 contains three nodes: a source j, a destination 1, and a third node k
that may serve as a relay. If we use the (non-physical) delivery probability (E2E)
cost model, the shortest anypath route from j to the destination contains a cycle.
For clarity we consider directly the end-to-end delivery probabilities, rather than the
negative logarithms as per the definition of packet delivery ALC (Definition 4.9). We
consider first in Figure 5.5(a) the shortest acyclic anypath route. As we computed in
Figure 5.1, this route has a packet delivery probability 916 . (It is the shortest acyclic
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anypath route because the only other possibility would be to use only the link from
j to 1, giving a lower delivery probability of 12 ).
Consider now the cyclic route of Figure 5.5(b). To compute the end-to-end delivery
probability pj that a packet originated at node j is delivered to the destination, we
must know the delivery probability pk from node k. However, due to the cycle between
j and k, the probability from k depends itself on j. We must therefore compute both
probabilities jointly:
pj = pj1 + (1− pj1)(1 − pjk) pk = 1
2
+
1
2
· 1
2
pk
pk = pk1 + (1− pk1)(1− pkj) pj = 1
4
+
3
4
· 1
2
pj
Solving these equations gives pj =
18
29 , giving a higher delivery probability from
node j to the destination using this cyclic route than using the acyclic route of Figure
5.5(a). Note that the same argument applies when considering node k as the source:
using the cyclic route we obtain pk =
14
29 , where as the acyclic route going through j
would have a lower delivery probability of 716 .
Interpretation: routing without buffers
In the previous example, it is surprising that the delivery probability actually increases
when we allow a packet to go through a cycle. To understand why this makes sense,
we must recall again that the model of unreliable links without retransmissions is
equivalent to bufferless nodes. Consider the following sequence of events:
1. Node i transmits a packet for the destination node 1.
2. The packet is not received by node 1, however it is received by node k.
3. Node k now transmits the packet to the destination 1.
4. The packet is not received by node 1 , however it is received by node i.
5. The packet has gone through a cycle between nodes i and k.
Note that this cycle may be repeated multiple times, if each transmission by i (respec-
tively k), is not received by the destination but is received by k (respectively i). This
is somewhat reminiscent of hot potato routing [35] for wired networks with limited
buffer sizes, where it is preferable to forward a packet to a node that is further to the
destination than to simply drop it, in the case that the link to the “best” next-hop
node is busy.
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Note that with ERS-best, the shortest anypath route under the E2E metric does
not just contain “some” cycles: nodes are assigned all their neighbors as candidate
relays, e.g., C(i) = N(i). Indeed, delivery probability cannot decrease by adding
poorly placed nodes to the CRS, because these nodes will only be used if all others
have not received a packet. In contrast, the shortest anypath routes under E2E use
more restricted candidate relay sets when using the ERS-all policy that we introduce
in the next chapter.
Finally, note also that one might add each node i to it’s own candidate relay set,
such that a node may prefer to “keep” a packet after a transmission that is not received
by suitable nodes. In this case, shortest anypath routes would not have cycles. Of
course, in so doing, we would entirely change the model by implicitly assuming nodes
with buffers, and we would also have delivery probability equal to 1 for each node
that has a path to the destination.
Cost of shortest anypath routes
Our hope is of course that anypath routes improve upon the performance of single-
path routing, and we shall examine this performance gain in the following chapters.
Our performance evaluation is based on simulation and experimentation, and it is
not possible to give closed-form quantitative results on the performance of anypath
routing in the general case. However, it is reassuring to see that single-path routing
can never compute better routes than anypath routing.
Proposition 5.6. Call R the shortest anypath route between two nodes. If there is
any node i in R for which |C(i)| > 1, then the shortest anypath route has lower cost
than the shortest single-path route. If all nodes i in R have |C(i)| = 1, then the
shortest anypath route has equal cost to the shortest single-path route.
Proof. Consider all possible anypath routes between a source and a destination, and
let R be the one with lowest costDR. Consider all possible single-path routes between
a source and a destination, and let S be the one with lowest cost DS . By definition,
a single-path is also an anypath route, and so the set of all possible anypath routes
between a source and a destination includes all possible single-path routes. Therefore,
if Dr < Ds, the shortest anypath route has at least one node with |C(i)| > 1.
Corollary 5.7. The shortest anypath distance between two nodes is either smaller
than or equal to shortest single-path distance between two nodes.
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5.2.3 Structure of Shortest Anypath Routes
We now state some structural properties of shortest anypath routes. These properties
are of interest for their own sake in order to shed light on anypath routing; some shall
in addition be useful to prove the correctness of algorithms introduced in the following
section.
Shortest single-path and anypath routes can be disjoint
We have now seen how anypath routes generalize single-path routes, and that the
shortest anypath route is equal to the shortest single-path route when there is no
gain to be had from selecting candidate relay sets of size greater than 1. It might
appear natural to infer from these facts that the shortest-path route is always included
in the shortest anypath route. This is however not always the case, as the following
example shows.
(a) Network topology
(b) Shortest single-path route. (c) Shortest anypath route.
destinationsource
pij = 1 for solid links, 3/4 for the dashed link, and 2/3 for the dotted links.
Figure 5.6: Example of a shortest anypath route that does not include the shortest
single-path route. The cost metric is expected transmission count (ETX). Illustration of
Example 5.5.
Example 5.5 (Shortest single-path route not included in shortest anypath route).
Figure 5.6 shows a network with some links (solid) having delivery probability 1,
some (dotted) having delivery probability 2/3, and one link (dashed) with delivery
probability 3/4. The link metric is expected transmission count (ETX). Solid links
therefore have cost dij = 1, dotted links have dij = 3/2, and the dashed link has
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dij = 4/3. Since 4/3 < 3/2, the shortest single-path route will go through the top,
for a total route cost of 1 + 4/3 + 1 = 10/3. With anypath routing, the nodes on the
left of the dotted links can use either of the two nodes on the right as their candidate
relay set. The anycast link delivery probability is therefore 1− (1− 2/3)2 = 8/9, and
so the expected transmission count of the anycast link is 9/8, which is lower than
4/3 for the upper (dashed) link. The shortest anypath route thus goes through the
bottom portion of the network and does not include the shortest single-path route.
The shortest anypath route has overall cost 1+9/8+1, lower than the shortest single
path cost.
Asymmetry of shortest anypath routes
With single-path routes, route costs are asymmetric as long as individual links are
asymmetric (or equivalently, if the underlying graph is not directed). This property
does not hold in general for anypath routes, even when individual links are symmetric.
In addition, reversing a shortest anypath route from a source to a destination does
not always result in the shortest anypath route from the destination to the source, as
the following example shows. While exploring the consequences of this asymmetry is
outside the scope of this dissertation, it shall probably impact the design of transport
layer protocols that are intended to operate over anypath routes and that require
sending packets in both directions between two endpoints.
(b) Shortest anypath route (c) Shortest anypath route
A B
(a) Network topology
0.9
0.9
0.9
0.9 0.1
0.9
from A to B. from B to A.
Figure 5.7: Example of a shortest anypath route that is not symmetric. Link delivery
probabilities are depicted in the left-most figure. The cost metric is expected transmission
count (ETX). Illustration of Example 5.6.
Example 5.6 (Asymmetry of shortest anypath routes). Figure 5.7 shows a network
with a two end-points A and B, and three intermediate nodes. All links have delivery
probability 0.9, except for one link that has delivery probability 0.1. The link metric
is expected transmission count (ETX).
Figure 5.7(b) shows the shortest anypath route from A to B. This route does not
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use the upper node as a candidate relay, because it has a poor connection to B. Given
that this upper node has to re-transmit on average 10 times to delivery a packet to
B, it is preferable for node A to re-transmit in the rare case that neither of the two
bottom relays receives the packet, even if the upper node has received it.
Now let us consider the reverse direction, from B to A. Here, the shortest anypath
route uses all three intermediate nodes are candidate relays. Using a smaller candidate
relay set would result in a higher ETX to get from B to the candidate relay set,
and since all intermediate nodes have the same delivery probability to A, there is
no performance hit from using the upper relay (unlike in the opposite direction).
Note that removing the upper node from the candidate relay set would result in a
route whose cost is only slightly higher than the shortest anypath route, since the
ETX from B to either of the two lower nodes is already very close to 1 (it is equal
to (1 − 0.12)−1 = 1.01). In other words, to send packets from B to A by using
the inverse of the shortest anypath from A to B would not result in substantially
decreased performance compared to the true shortest anypath from B to A.
In the other direction, sending packets from A to B across the inverse of the
shortest anypath from B to A would also not degrade performance substantially, as
long as we use ERS-best. This policy would select as effective relay either of the two
bottom nodes whenever possible. The only time that we would effectively go through
the upper node is when it receives a packet and the lower two do not, which happens
with very small probability. In contrast, with ERS-any, we would use the uppermost
relay with probability 13 , since each of the three relays receives a packet from A with
equal probability. The performance gap of using the inverted opposite-direction route
would thus be significantly higher with ERS-any than with ERS-all
Sub-shortest anypaths are also shortest anypaths
In single path routing, the sub-paths of a shortest path route are themselves also
shortest-paths. For example, if (n1, n2, n3, . . . nk−1, 1) is a shortest single-path route
from n1 to 1, then (n2, n3, . . . nk−1, 1) is a shortest-single path route form n2 to 1,
n3, . . . nk−1, 1 is a shortest-single path route form n3 to 1, and so on. This fact is
obvious and is usually not even stated explicitly in the context of single-path routing.
Does a similar property hold for shortest anypath routes? Fortunately, the answer
is positive. Before stating this formally, we must extend to anypath routes the notion
of subpath used in the previous paragraph. Consider an anypath route R that tra-
verses a node i (i.e., i is not the source in this route). We say that the sub-anypath
of R from node i is the anypath route consisting of node i and all successor nodes of
i in R. Sub-anypath routes are illustrated in Figure 5.8.
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Destinationi
j
Figure 5.8: Illustration of sub-anypath routes. This shows two sub-routes of the route of
Figure 5.3. The first, in green, is the sub-anypath from node j. It is acyclic. The second
is the sub-anypath from node i. It contains cycles, and is made up of both the green and
the black nodes and links in the diagram.
Having defined a sub-anypath route, we can formally state that the sub-anypath
of a shortest anypath route is itself a shortest anypath. In other words, the “obvious”
property of single-path routing outlined above carries over to anypath routing.
Proposition 5.8. Let R be a shortest anypath route from a source to a destination,
and node k be an interior node in R. Call Rk the sub-anypath route of R from node
k, and define Dk = Cost(Rk). Then,
Dk = D
∗
k,
where D∗k is the shortest anypath distance from node k to the destination.
Proof. Call T the shortest anypath route from node k to the destination. We have
therefore Cost(T ) = D∗k. Since T is the shortest anypath from k to the destination,
we cannot haveD∗k > Dk, or otherwiseRk would be a shorter anypath than T . It now
remains to be shown that we cannot haveD∗k < Dk. We now proceed by contradiction
and assume that D∗k < Dk.
Return now to the shortest anypath route R that Rk is a sub-anypath of. If
D∗k < Dk, then any packets arriving at k from the source of route R toward the
destination can be forwarded using T . This results in a new route that we call R∗,
going between the same source and the destination as route R. To complete the proof
we observe that R∗ has lower cost than R, contradicting our initial assumption that
R was a shortest anypath route.
This proposition is a crucial one, and it is fortunate for two reasons that it holds
for shortest anypath routes. The first is that it allows to reason recursively about
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routes, both in order to construct and to prove the correctness of algorithms to find
these shortest anypath routes. This is comparable to the case of single-path routing,
where constructing a k-hop shortest-path route can be done starting from the shortest
k− 1-hop path, recursively descending so on until k = 0. Making use of this property
in the anypath context shall be the subject of the next section. The second reason why
this proposition is helpful is that without it, each node would potentially be required
to compute and keep track of one candidate relay set per (source, destination) pair,
rather than having only one set per destination.
Note that this property does not hold, for example, with node-disjoint multipath
routing: if all paths of a multipath route between two nodes are disjoint, then there
can only be a fork at the source. Consequently, the sub-path of an interior node
cannot contain a fork. Is is thus a single-path route, and is different from a multipath
route that would be used to reach the destination directly from this node.
Sub-anypaths with non-physical costs and acyclic routes
We can now give an additional motivation for why the definition of an anypath route
allows for the presence of cycles: this is necessary in order for Proposition 5.8 to hold
for physical cost models as well as non-physical cost models, thus allowing us to treat
both using the same framework and algorithms in the next section. Indeed, if our
definition of anypath routes included only acyclic directed graphs, Proposition 5.8
would hold true only for physical network models.
Example 5.7 (Proposition 5.8 with non-physical cost model and acyclic routes). We
illustrate Proposition 5.8 in Figure 5.9. All links have delivery probability 12 . In Figure
5.9(a), the shortest acyclic anypath R from j to destination 1 is obtained similarly as
in Figure 5.5. In Figure 5.9(b), the sub-anypath of R from source k contains simply
the link from k to the destination. In Figure 5.9(c), the shortest acyclic anypath Q
from k to the destination is obtained similarly to R (or by symmetry). It is not equal
to the sub-anypath of R shown in (b).
5.3 Computing the Cost of Acyclic Anypath Routes
In the previous section, we defined the cost of an anypath route as the expected cost
of a trajectory across that route (Definition 5.4).
While the definition of anypath route cost as an expectation is a natural one, and
has been sufficient thus far to reason and prove properties of shortest anypath routes,
it does not offer much insight into how to compute anypath route costs.
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(a)
from source j from source k
(b)
Sub-anypath of R Shortest acyclic anypath Q
(c)
Shortest acyclic anypath R
from source k
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Figure 5.9: With a non-physical cost model, sub-anypaths of a shortest acyclic anypath
are not always shortest anypaths. The shortest acyclic anypath from node k to the
destination is shown in (c); it is not equal to the sub-anypath from node k, shown in (b),
of the shortest anypath from node j to the destination. Illustration of Example 5.7.
The direct way to compute the cost of an anypath route R is to enumerate all
possible trajectories across that route, and compute for each trajectory T its cost
c(T |R) and probability P (T ). Computing the cost of a trajectory is straightforward
using Definition 5.3. However, as mentioned in the previous section, computing the
probability of a trajectory is problematic because it depends on the choice that is
made by the ERS policy at each anycast forwarding phase. And, at least with the
policy ERS-best, the choice itself depends on the relative costs of the sub-anypaths
from each node in a CRS.
In this section we propose an alternate method to compute the anypath route cost.
This method is valid only for acyclic routes, but it has the advantage of “undoing”
the circularity problem arising from the interdependence of P (T ) and interior sub-
anypath costs.
The only way to get around this circularity is to start where the ERS-best policy
is not used: at the node(s) having as candidate relay set the destination itself (and
no other nodes). Note that if the route is acyclic, there is at least one such node. We
can immediately compute the cost of this node, and then work our way recursively
backwards from the destination to the source, computing the costs of interior nodes
along the way.
Define Tk to be the set of those nodes in R from which there is a k-hop path to
the destination, and T0 to be the singleton set consisting of the destination only. A
node can be in more than one such set, e.g. in Figure 5.4(d), node c is both in T1
and T2, while in Figure 5.4(c) node c is only in T1.
The algorithm to compute the cost of the anypath routeR is as follows. It proceeds
in N iterations, where N is the length (again, in hops) of the longest trajectory (in
R) from the source to the destination. The n-th iteration of the recursion consists
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in computing the distance for all nodes in Tn, taking into account only the nodes in
Tn−1 ∪ Tn−2 . . .∪ T0. Note by Cn(i) the subset of node i’s candidate relays for which
we have already computed the cost to the destination: Cn(i) = C(i)∩(∪ni=0Ti). These
nodes can be used in the next step (n+ 1) to compute the cost at node i. The n-th
update step is expressed formally as:
Dni = diCn−1(i) +R
n−1
iCn−1(i)
, if i ∈ Tn,
Dni = D
n−1
i if i /∈ Tn.
(5.1)
where the recursion comes from the fact that Rn−1iCn−1(i) is a function of D
n−1
k , k ∈
Cn−1(i). The set T0 contains only the destination itself (node 1), and we set as
starting conditions D01 = 0. A few comments on this iteration:
• The recursion proceeds backwards, starting at the destination and ending at
the source, since the cost at each node depends on the costs of the downstream
nodes.
• As a side-effect of computing the cost of an anypath route, we compute the
costs from all interior nodes in the route.
• The number of cost assignments performed using (5.1) is at most n(n−1)2 , where
n is the number of nodes in R.
Example 5.8 (Recursive computation of anypath route cost). We illustrate this
recursive computation for an anypath route in Figure 5.10, highlighting at each step
in blue the current set of “active” nodes Tn for which we are updating the distances,
and in green the set of nodes (∪n−1i=0 Ti) that we can use to compute the values for the
“active” nodes.
It now remains to be shown that computing these Dni (where the remaining path
cost is prominently used) does indeed give us the anypath route cost from Definition
5.4, that made no use whatsoever of remaining path costs.
Proposition 5.9. Consider an acyclic anypath route R with a source node i. If N
is the length (in hops) of the longest trajectory in R from i to the destination, then
DNi =
∑
T∈R
P (T ) · c(T |R) = Cost(R),
where Dni are computed as per the iterative step in (5.1).
Proof. We shall prove a more general proposition, namely that for every node j in
the anypath route, DNj is equal to the cost of the sub-anypath of R with source j.
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: T0 ∪ T1
: T0 ∪ T1 ∪ T2 ∪ T3
: T0 ∪ T1 ∪ T2 ∪ T3 ∪ T4 : T0 ∪ T1 ∪ T2 ∪ T3 ∪ T4 ∪ T5
1
1
DestinationSource
: T0
: T3
(c)
: T1
(a)
: T2
(b)
: T4
(d)
: T5
(e)
Final iteration (N = 5)
Figure 5.10: Recursive computation of anypath route cost. The “active” nodes Tn whose
distances are computed in a given iteration are in blue, and the nodes (∪n−1i=0 Ti) whose
distances are computed are in green. Illustration of Example 5.8.
Call Sk the set of nodes in R whose longest trajectory to the destination is of length
k hops or less. We shall show by induction that for all j ∈ R
if j ∈ Sk, then Dkj = Cost(Rj),
where Rj is the sub-anypath of R starting from node j. Note that showing this will
prove the proposition, because SN = {i}.
Case k = 1. Each node j in S1 has only one possible trajectory to the destina-
tion, namely (j, 1). This trajectory is used with probability 1 to go from j to the
destination, and has cost equal to dj1. Since each node j in S1 has C(j) = {1}, and
since the remaining path cost of the destination to itself is 0, Definition 5.4 assigns
the cost Cost(Rj) = dj1 correctly to all nodes in S1.
Induction over k. We now assume that Dkj = Cost(Rj) holds for all nodes in
5.4. Finding Shortest Anypath Routes 113
Si (for all i ∈ [1, k − 1]), and must show that it holds equally for nodes in Sk. Con-
sider such a node j belonging to Sk, with candidate relay set C(j). Note that every
trajectory in R from j to the destination must necessarily have as first hop one of j’s
candidate relays. Note ph the probability that the first hop of a trajectory from j is
node h. The cost of node j is then
Cost(Rj) (a)=
∑
T∈Rj
P (T ) · c(T |Rj)
(b)
=
∑
h∈C(j)
ph
(
djC(j) +
∑
T∈Rh
P (T ) · c(T |Rh)
)
(c)
= djC(j) +
∑
h∈C(j)
ph
∑
T∈Rh
P (T ) · c(T |Rh)
(d)
= djC(j) +
∑
h∈C(j)
ph Cost(Rh)
(e)
= djC(j) +
∑
h∈C(j)
phD
k
h
(f)
= djC(j) +RjC(j) = D
k
j ,
where (a) and (d) are from Definition 5.4, (b) is from the fact that every trajectory
in R from j to the destination must necessarily have as first hop a node in C(j), (c)
is because
∑
h∈C(i) ph = 1, and (e) follows jointly from our induction hypothesis and
our starting assumption that the route is acyclic, giving C(j) ⊆ Sk.
The final step (f) to complete our induction is to note that ph is implicitly con-
ditional on the event “at least one node in C(j) receives the packet”, since we are
considering a trajectory that arrives at the destination. With this in mind, we can see
that
∑
h∈C(j) phD
k
h is equivalent to our definition of remaining path cost and conclude
that Dkj = Cost(Rj).
5.4 Finding Shortest Anypath Routes
We now show an algorithm to compute shortest anypath routes. We assume through-
out this section the use of a physical cost model; therefore we have from Proposition
5.4 that shortest anypath routes in this section are acyclic.
The algorithm is based on the classical Bellman-Ford algorithm, and its devel-
opment resembles the one for the single-path case. It is somewhat remarkable that
the upper-bound on the algorithm’s convergence time (in number of iterations) is the
same for anypath routing as for single-path routing. Not surprisingly the complex-
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ity of the anypath algorithm is however greater, because it must compute at each
iteration a set C(i) ⊆ N(i) for each node and not just a single next-hop.
How does a node select which of its neighbors should be candidate relay nodes?
With anypath routing, the expression to minimize becomes the sum of the anypath
link cost and the remaining path cost Di = diC(i) + RiC(i), and this sum must be
minimized over all possible subsets J ⊆ N(i) :
Di = min
J∈2N(i)
[diJ +RiJ ]. (5.2)
This is called the Bellman’s Equation for anypath routing, and it represents the steady-
state of the anypath Bellman-Ford algorithm that we now describe.
5.4.1 Bellman-Ford Anypath Routing with Physical Costs
Consider the problem of finding the shortest anypath from every node to the destina-
tion (node 1) under a physical cost model. Recall our convention that dij =∞ if (i, j)
is not an link of the graph, and dii = 0. We shall compute the shortest anypath routes
(and their distances) iteratively as follows. At each iteration, we update the value
Dhi at each node i, where h is the iteration index. This D
h
i is the shortest-anypath
distance estimate from i to the destination at the h-th iteration, and we shall show
that the sequence converges toward the shortest-anypath distance Di. By convention,
we take
Dh1 = 0, for all h. (5.3)
One iteration step consists of updating the estimated distance from each node:
Dh+1i = min
J∈2N(i)
[diJ +R
h
iJ ] for all i 6= 1, (5.4)
where RhiJ is the remaining path cost computed using the distances D
h
j , j ∈ J from
the previous iteration. Our definition of this algorithm is completed by noting the
initial conditions:
D0i =∞, for all i 6= 1.
To show that this algorithm computes the shortest anypath distances, we must
show that it terminates. Termination occurs when
Dhi = D
h
i−1, for all i.
In the following, a (≤ h) anypath route is a route whose longest trajectory contains
at most h hops. A shortest (≤ h) anypath route from a node i is a shortest anypath
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route from i to the destination, subject to the constraint that the longest trajectory
in the anypath route traverses at most h hops.
Theorem 5.10. The anypath Bellman-Ford algorithm (5.4) computes, at iteration h,
the shortest (≤ h) anypath distances from each node to the destination. Furthermore,
the algorithm terminates after at most h∗ ≤ |N | iterations, and at termination, Dh∗i
is the shortest-anypath distance from i to the destination.
Proof. We prove the first part of the proposition by induction over h.
Case h = 1. Using (5.4) and our initial conditions, we have
D1i = di1, for all i 6= 1,
which is indeed the shortest (≤ 1) anypath distance to the destination.
Induction over h. We assume that Dhi is equal to the shortest (≤ h) anypath
distance from i to 1, and must show that Dh+1i is equal to the shortest (≤ h + 1)
anypath distance. There are two possible cases for each node i. The first is that the
shortest (≤ h+ 1) anypath route from i to 1 contains a longest trajectory with h or
less hops. We call this route Rhi , and in this case we have Cost(Rhi ) = Dhi . The
second possible case is that the shortest (≤ h+1) anypath route from i to 1 contains
a longest trajectory with h+ 1 hops. Call this route Rh+1i . It has cost
Cost(Rh+1i ) = diC(i) +RiC(i)
This route consists of |C(i)| links from i to each node in its CRS C(i), and then of
|C(i)| sub-anypath routes from each node in C(i) to 1 that each have a h-hop longest
trajectory. From Proposition 5.8, we know that these sub-anypath routes must be
shortest anypath routes. Given this structure, there is no possible candidate relay
set among i’s neighbors that has a lower cost to reach the destination with (≤ h)
trajectories:
Cost(Rh+1i ) = diC(i) +RiC(i)
= min
J∈2N(i)
[diJ +R
h
iJ ]
= Dh+1i .
Calling Sh+1i the shortest (≤ h+1) anypath route length from i to 1, these two cases
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(a) Initial graph with link probabilities annotated.
The destination is node 1.
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(b) h = 1: shortest (≤ 1) anypath routes.
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(c) h = 2: shortest (≤ 2) anypath routes.
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(d) h = 3: shortest (≤ 3) anypath routes.
Figure 5.11: Illustration of the Bellman-Ford algorithm computing shortest anypath
routes from every node to the destination.
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thus give:
Sh+1i = min
{
Cost(Rhi ), Cost(Rh+1i )
}
= min
{
Dhi , min
J∈2N(i)
[diJ +R
h
iJ ]
}
= min
{
Dhi , D
h+1
i
}
= Dh+1i ,
and so Dh+1i is the shortest anypath distance from i to 1.
The second part of the proposition follows simply from the first part and the fact
that in a network with |N | nodes, the longest possible path has at most |N |−1 hops.
The development above focused only on computing the shortest anypath distances
to the destination. The candidate relay sets are found as part of the iteration step:
C(i) = arg min
J∈2N(i)
diJ +RiJ .
We finally note that the anypath Bellman-Ford algorithm generalizes single-path
Bellman-Ford, and similarly can be implemented in a distributed setting, with nodes
asynchronously recomputing their shortest-anypath distance and advertising it to
their neighbors. Remark also that we can extend the Dijkstra algorithm to compute
anypath routes in a similar manner as we have done with the Bellman-Ford.
Remark 5.9. With an anycast link cost that is unicast-equivalent (Property 4.5),
the anypath Bellman equation (5.2) is equivalent to the single-path Bellman equation
(3.3).
The best CRS is not just “closer nodes”
At a first look at the anypath Bellman-Ford algorithm, one might be tempted to
infer that at each iteration, node i should simply take as candidate relay set those
nodes which have a lower distance to the destination than i, namely the set of nodes
k for which Dhk < D
h
i . Under a physical cost model, choosing this set as the CRS
does indeed always result in a lower cost Dhi , by the very definition of a physical cost
model. However, this set is not in the general case equal to the set that minimizes
(5.2).
Example 5.10 (Bellman-Ford iteration does not always select all neighbors with
lower cost). We illustrate this with the example of Figure 5.12. All links have delivery
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(a) C(i) = {l} (b) C(i) = {j}
i
l
j
k
Dk = 9
Dl = 8
Dj = 5
0.5
0.5
0.5
Di = di{j} + Ri{j} = 7
Figure 5.12: The best CRS does not simply contain all nodes that are closer to the
destination. Illustration of Example 5.10.
probability 12 and nodes use the ETX metric. Initially, only node l has advertised its
route, and so node i has as CRS C(i) = {l}, with current cost estimate Dhi = 10.
In Figure 5.12(b), nodes j and k come online and advertise their distances. With
link delivery probabilities equal to 12 , the anycast link cost to the set containing both
nodes is di{j,k} =
4
3 . The remaining path costs when using either of the singleton sets
are trivially Ri{j} = Dj = 5 and Ri{k} = Dk = 9, and using the equation for the
remaining path cost (4.11), we can compute that the remaining path cost for the set
containing both nodes is Ri{j,k} = 6.33. We therefore have:
di{j} +Ri{j} = 7
di{k} +Ri{k} = 11
di{j,k} +Ri{j,k} = 7.66,
and so the set chosen by iteration h+ 1 of the Bellman-Ford algorithm is {j} and is
different than the set of nodes {j, k} satisfying Dhx < Dhi .
Note that while we have Dhk = 9 < 10 = D
h
i , the sum di{k} + Ri{k} = 11 is not
lower than Dhi , and so one might deduce that this is a required feature of our example.
However, a similar example can be constructed with all nodes having di{k}+D
h
k < D
h
i .
For example, take Dhj = 3 and D
h
j = 7, giving Ri{j,k} = 6.66.
On the tension between decreasing ALC and increasing RPC
It is worth pointing out that when computing the C(i) that minimizes the Bellman
equation (5.2), there is an inherent tension between decreasing the anycast link cost
and increasing the remaining path cost.
Assuming that we have an always-decreasing anycast link cost, the tension is the
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following. On the one hand, we would like to take a CRS that is as large as possible,
so as to reduce the first component diJ that goes into the overall cost Di. In fact
we minimize the ALC by taking the entire neighborhood as our candidate relay set:
C(i) = N(i).
On the other hand, minimizing the remaining path cost RiJ pushes us in exactly
the opposite direction: we would like the candidate relay set to contain only nodes
with low costs Dj to the destination, and so we would like to make it as small as
possible. In the extreme, if the nodes j ∈ N(i) are labelled by increasing distances
Dj (i.e., D1 < D2 < D3 < . . . < D|N(i)|), then we minimize RiJ by taking J = {1}.
(Of course, for any n nodes having the same cost Dj , then adding all n nodes to the
candidate relay set does not decrease the remaining path cost).
This tradeoff is at the heart of anypath routing. Where the optimal tradeoff point
lies depends on the anycast link cost model that we are considering. In a model where
the anycast link cost decreases only slightly when we add a node, the candidate relay
sets will on average contain fewer nodes than in a model where the anycast link cost
decreases faster with CRS size.
Note that exactly the same tradeoff exists in the single-path case to minimize the
Bellmann equation (3.2). Here, minimizing the next-hop cost dij requires selecting
the “closest” node among our neighbors, and this node is in the general case not the
same as the one minimizing the next-hop destination distance Dj . The key difference
is in the size of the solution space: in the single-path case we have only |N(i)| next-
hop choices to compare, whereas in the anypath case we have up to 2|N(i)| possible
candidate relay sets. In the next section, we take a closer look at this solution space
and ways to reduce the computational overhead required to search through it.
5.4.2 Reducing the Search Space
The search space for anypath routing is significantly larger than for shortest path
routing: for a node i with n = |N(i)| neighbors, there are 2n − 1 possible non-
empty subsets from which to choose the candidate relay set C(i). This means that
the effort to compute the Bellman iteration at each node grows exponentially in the
neighborhood size. For networks with reasonably small densities (e.g., |N(i)| < 10)
this computation is feasible. However, for extremely dense networks, the time and
complexity required to exhaustively explore the entire solution space of candidate sets
will become overwhelming.
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Distance filtering
A first reduction comes under the assumption of a physical cost model. With such a
model, we can do distance filtering and reduce the size of the set N(i). Define the set
of nodes Nˇ(i) ⊆ N(i) consisting of all the neighbors k of i for which Dk < Di. Then,
we have that
min
J∈2Nˇ(i)
diJ +RiJ = min
J∈2N(i)
[diJ +RiJ ],
where the proof follows immediately from the definition of the physical cost model
that says that adding any node in N(i) \ Nˇ(i) to the candidate relay set can only
increase the distance Di. So, we can take only the neighbors with lower distance
to the destination than ourselves Dk < Di and perform the Bellman minimization
over the nodes in this set. Of course, the reduction in size of the filtered set |Nˇ(i)|
relative to the neighborhood size |N(i)| will be different at each node and in each
network. Nonetheless, intuitively we expect that for most nodes, approximately half
of their neighbors are closer to the destination and half are further, and so a rough
approximation is |Nˇ(i)| ≃ 12 |N(i)|. This simplification is therefore helpful in practice
(e.g., taking us from a search space of size 1024 to 32 when |N(i)| = 10), but it does
not modify the exponential scaling behavior of the solution space size.
Subset ordering
While in the general case we must resort to heuristics to reduce the exponential
scaling of the solution space, we are fortunate that the Bellman equation simplifies
considerably, under a set of conditions that hold for some cases of practical interest.
These conditions essentially require that there be an ordering on all the 2n possible
subsets of N(i), that this ordering depend only on the Di, and that the ordering be
the same as the ordering of candidate relay sets that results from the costs diJ +RiJ
of (5.2).
The first condition (H1) states that the remaining path cost decreases when we
add a node to the candidate relay set with distance to the destination inferior than
that of all nodes already in the set. The second condition (H2) states that the any-
cast link cost depends only on the size of the candidate relay set, and that this cost
decreases as the set grows. Note that H2 is a stronger condition than the always-
decreasing property (4.3). The third condition (H3) states that the remaining path
cost decreases when we replace a node in the CRS with another node having lower
distance to the destination. These conditions are formally defined hereafter:
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H1 : For all k /∈ J and J ′ = J ∪ {k},
RiJ′ < RiJ if Dk < Dj for all j ∈ J.
H2 : For all J and J
′,
diJ′ < diJ iff |J ′| > |J |, and
diJ′ = diJ iff |J ′| = |J |.
H3 : For all l, k ∈ J s.t. Dl < Dk,
RiJ′ < RiJ , where J
′ = J \ k ∪ {l}.
We summarize the validity of these three conditions for different network models in
Table 5.1. Condition H1 holds for all models: by adding a node with distance inferior
to those already in the set, we can only reduce the remaining path cost. Condition
H2 holds for any network where the packet reception probabilities on all links are
uniform across all links: in that case the cost to reach a candidate set is determined
by the size of that set. If the packet reception probabilities are not equal, then a
larger CRS may have higher anycast link cost than a smaller one, if this larger CRS
contains links with lower reception probabilities. Finally, condition H3 holds for the
same models as H2.
Link model H1 H2 H3
Always-on unreliable links Yes No No
Always-on unreliable links with ARQ Yes No No
Asynchronous duty cycled links with ARQ Yes Yes Yes
Synchronous duty cycled links Yes Yes Yes
Always-on unreliable links, equal pij ’s
(pij = p)
Yes Yes Yes
Always-on unreliable links with ARQ,
equal pij ’s (pij = p)
Yes Yes Yes
Table 5.1: Validity of conditions H1,H2, and H3 for different network models.
Assume now w.l.o.g. that the n nodes in N(i) are sorted by their distance to the
destination, i.e., that D1 < D2 < . . . < Dn.
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Proposition 5.11. In a network model satisfying H1,H2, and H3, the candidate
relay set C(i) minimizing the Bellman equation (5.2) is of the form {1, 2, . . . , j},
where 1 ≤ j ≤ |N(i)|.
Proof. For conciseness we denote by J the set C(i) that minimizes (5.2).
Note that the proposition is equivalent to saying that (a) J is a sequence of nodes
(k, k + 1, k + 1, . . . l), and (b) J includes node 1. We then proceed by contradiction
to show that both of these properties hold under the hypotheses H1,H2, and H3.
To show that property (a) must hold, consider a set J minimizing (5.2) that is of
the form (. . . , k, k + l, . . .), with l > 1. This sequence does not satisfy property (a)
since it has a gap between k and k+ l. Consider now the set J ′ where node k+ l has
been replaced by node k+l−1 in J : J ′ = J \{k+l}∪{k+l−1}. ByH2, we have that
diJ′ = diJ , and by H3, we have that RiJ′ < RiJ . Therefore diJ′ +RiJ′ < diJ +RiJ ,
contradicting our initial hypothesis that J minimizes the Bellman equation. The set
minimizing the Bellman equation must therefore satisfy property (a).
To show that property (b) must hold, consider a second set J whose smallest
element is k (k > 1). This set therefore does not satisfy property (b). Assume that J
minimizes the Bellman equation. Now, consider the set J ′ = J ∪{1}. By H2 we have
diJ′ < diJ , and by H1, we have RiJ′ < RiJ , and therefore diJ′ + RiJ′ < diJ + RiJ .
The set minimizing the Bellman equation must therefore also satisfy property (b),
and so it is of the form {1, 2, . . . , j}.
Corollary 5.12. In a network model satisfying H1,H2, and H3, finding the C(i)
that minimizes the Bellman equation (5.2) requires only searching through n possible
sets.
This reduction of search space size from 2n to n does require to first sort the nodes
of N(i) in increasing order of Di. But since the complexity of this sort increases as
n log(n), the gain remains significant. Since duty-cycled links are primarily intended
to model networks made of low-power wireless sensor devices, and since these devices
have very low computational capacity, it is fortunate that such a simplification is
possible in this scenario.
5.5 Summary
In Chapter 2, we described how existing anypath routing approaches are inadequate.
This chapter has presented our proposed solution, which we believe improves on
prior work in the following ways. First, it does not use geographic positions, and
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thus avoids the pitfalls described in Chapters 1 and 2. Second, it provably finds the
anypath routes with lowest cost, and thus performs better than methods based on
single-path or multi-path routing. Third, it is based on Bellman-Ford, and can be
implemented in a distributed setting, with nodes asynchronously recomputing their
shortest-anypath distance (using eq. (5.4)) and advertising it to their neighbors.
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Chapter 6
Performance and Variations of
Anypath Routing
In the previous chapter we introduced anypath routing and showed how it is possible
to compute the shortest anypath routes in a distributed manner. We were also able to
prove that a shortest anypath route always has lower cost than a shortest single-path
route1.
Of course, while it is good to know that anypath routing finds lower cost routes
than single-path routing, this property is lacking a quantitative characterization. It
is necessary to provide a more complete performance evaluation, firstly to assess by
what margin we can expect anypath routes to be cheaper than single-path ones, and
secondly in order to explore and understand tradeoffs that will guide the design of
real anypath routing protocols.
With this in mind, our goal in this chapter is to:
• Evaluate the performance of the shortest anypath routing algorithm of Chapter
5,
• explore variants of this algorithm that compute “suboptimal”2 anypaths, and
evaluate how good (or bad) the anypath routes that they compute are,
• motivate how and why these derived algorithms may allow significant reductions
in the cost of the relay arbitration and relay notification mechanisms, and
1Unless of course the shortest anypath route is itself single-path.
2We use here the term “optimal” anypath routing to refer to the algorithm of Chapter 5, that is
optimal in the sense of computing the shortest anypath routes.
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• evaluate the robustness and stability of anypath routing in the face of fluctua-
tions and imperfect protocol information.
Summary of contributions
Besides the simulation-based performance study of anypath routing, the contributions
of this chapter include:
• Introducing two new effective relay selection (ERS) policies for selecting the
effective relay, called ERS-any and ERS-all, and showing that these policies
reduce protocol overhead at the cost of increased-length anypath routes,
• showing that in certain cases, the increase in route length is negligible, allow-
ing us to use either of these policies and have a significant simplification and
reduction in overhead of a protocol implementation.
6.1 Evaluating Anypath Routing
In this section we describe in more detail our evaluation methodology. We first discuss
the protocol mechanisms that are required to implement anypath routing in a practical
system, and then describe and motivate our approach to evaluate the performance of
anypath routing algorithms.
6.1.1 On Policy vs Mechanism
The core function of an anypath routing protocol is to compute the candidate relay
set C(i) at each node i. It is important to emphasize that the choice of CRS C(i) is
a policy, as is the effective relay selection (e.g., ERS-best). These policies are carried
out in practice using protocol mechanisms, and these mechanisms are (conceptually
at least) separate from the policies that they carry out. We now define three key
protocol mechanisms that are required to implement anypath routing.
Learning link costs and neighbor distances
The first mechanism is the one that gathers information necessary to compute any-
path routes; that is, the information driving the selection of candidate relay sets at
each node using the Bellman-Ford algorithm (5.4). At least two kinds of information
must be learned by a node i to compute its candidate relay set: the packet delivery
probability pik to each neighbor k, and the estimated distance Dk from each neigh-
bor to the destination. Different techniques exist to estimate the former; a simple
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example is by means of periodic local broadcasts containing an increasing sequence
number allowing a receiver to compute the number of missed packets in a stream. The
distances Dk can be learned also by means of periodic message exchanges, whereby
nodes update their neighbors with their current estimated distance to the destination.
In addition, a node must learn the distances dij to each neighbor. In most cases, these
are either fixed (asynchronous duty cycling) or can be computed from pij (expected
transmission count), but in general they can require additional communication, for
example to learn schedules with synchronous duty cycling.
Note that such a mechanism for learning link costs and neighbor distances is
also required by single-path routing and is therefore not specific to anypath; for this
reason we do not discuss it in detail in this chapter. However, we can already comment
that the cost of periodic message exchanges is proportional to their frequency. A fair
comparison between anypath and single-path routing must therefore take into account
the frequency at which update messages must be exchanged in either algorithm. We
shall return to this point in Section 6.6 of this chapter when we study the stability of
anypath routing metrics.
Relay notification
A second protocol mechanism is required to communicate to those nodes in C(i) that
they are candidate relays for packets from i, or equivalently, to inform the neighbors
not in C(i) that they are not candidate relays.
Definition 6.1. Relay Notification (RN) is the mechanism used by each node i to
inform nodes in C(i) that they are candidate relays for packets forwarded by i toward
a given destination.
Similar to the next-hop field in a unicast packet, a simple RN mechanism is for
example to add to packets forwarded by i a header listing the nodes of C(i). More
sophisticated mechanisms are possible and will be discussed in Chapter 7.
Relay arbitration
Just as the candidate relay set of a node must be communicated to that node’s
neighbors using some protocol mechanism, the effective relay selection policy also
requires some protocol machinery. Since a candidate relay node receiving a packet
does not know which other nodes may have received it, this node can thus not decide
on its own whether or not to become the effective relay (except, of course, in the
trivial case that it is the only node in the candidate relay set).
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Definition 6.2. Relay Arbitration (RA) is the distributed protocol that executes the
ERS policy. It informs the chosen node(s) in the available relay set A(i) that it
should relay the packet, and the other nodes that they should not. Relay arbitration
is only needed in conjunction with receiver-driven anycast forwarding, and not with
sender-driven anycast forwarding.
A simple though inefficient example of relay arbitration is a centralized scheme
where all nodes in A(i) send an acknowledgement (randomized over some interval to
reduce collisions) back to i, and i then informs the selected node that it is chosen.
Again, more sophisticated mechanisms are possible and will be discussed in Chapter
7.
6.1.2 Methodology
Path Length
Shortest Anypath
Shortest Single-Path
?
?
Anypath (not shortest)
Protocol Overhead
(RN and RA)
(good)
(bad)
Figure 6.1: Tradeoff between path length and protocol overhead. Shortest anypath rout-
ing finds less costly paths than single-path but has higher protocol overhead, in particular
with receiver-driven anycast forwarding and wireless links. Can we find suboptimal any-
path routing algorithms that trade off a small increase in route length for a large reduction
in protocol overhead?
As we have outlined above, the protocol mechanisms implementing relay notifi-
cation and relay arbitration will unavoidably come with some overhead, in the form
of increased latency, increased energy use, or reduced throughput. Furthermore, this
overhead is not present in the case of single-path routing, since these two mechanisms
are not necessary (or only in a trivial form, i.e., relay notification is done by placing
a next-hop address in a packet header).
At the end of the day (and at the end of this dissertation), the key will therefore
be to answer the question: is the protocol overhead of anycast forwarding smaller than
the forwarding gains arising from the use of shortest anypath routes? Unfortunately,
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answering this question directly requires making specific assumptions on the design
of the RN and RA protocols. Many different schemes for these protocols are possible,
and the cost of each one is closely tied to the characteristics of the physical layer
employed. At this point, two design and evaluation methodologies are possible to
answer the above question.
Separate optimization
The first possible methodology is to transcribe the anypath algorithm of Chapter 5 di-
rectly into a protocol, and then attack the problem of designing practical mechanisms
to perform RA and RN that have a cost lower than the gain of anypath routes. In the
best case, the result will be a working protocol that out-performs single-path routing.
This would be a notable achievement in itself, but unfortunately it would probably
not provide a solution that is widely applicable, given that any implementation of RA
or RN will be highly link-specific, due to the large differences between wireless link
technologies illustrated in Table 2.1.
Of course, it may turn out that we cannot implement RA and RN mechanisms
with a cost that is sufficiently low for anypath routing to be worthwhile. Or, it may
turn out that the high cost of RA and RN require us to impose changes upon the
application and/or transport layers in order to see an improvement due to anypath
routing. An example of this latter case is the XOR protocol, where packets are batch-
sent in groups of 100 in order to spread the cost of RA and RN over a large number
of packets. Unfortunately this batched send approach comes at the cost of increased
latency. This latency may remain acceptable if packet injection rates are high enough,
but in the case of low-rate, low-power networks, waiting for a node to have a large
number of packets before sending will increase latency significantly, and furthermore
buffering resources are highly limited in the target platforms we are considering.
The problem of this methodology is that it implicitly assumes that the design
of an anypath routing protocol is separable: that we should first design the optimal
algorithm to compute the shortest-possible anypath routes, and then separately design
protocol mechanisms with minimal overhead to carry out this policy. The use of this
“divide-and-conquer” approach is legion in many engineering disciplines, and so it
would be a reasonable choice to follow it and assume that it will lead to the best
possible protocol design. However, by immediately adopting the shortest anypath
routing algorithm of Chapter 5, we run the risk of painting ourselves into a corner
and neglecting alternatives that may be more interesting.
In other words, there may be variants on shortest anypath routing that compute
slightly suboptimal routes, but that allow sizeable reductions in the overhead of any-
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cast forwarding mechanisms, such that overall performance is improved.
Joint optimization
For this reason, we eschew the approach of separate optimization, and adopt the
following alternative methodology: we study variants of anypath routing that are
suboptimal (in the sense of not always computing the shortest anypath routes) but
that may allow implementing significantly cheaper RA and RN mechanisms than
with optimal anypath routing, or even in some cases do away with these mechanisms
altogether. Of course, we do not expect that the reduction route quality will always
be compensated by the reduction in protocol overhead. However, the key is to expose
explicitly the different performance tradeoffs, in a way that offers general guidelines
to protocol designers seeking to pick and match RA and RN protocol variants with
anypath routing algorithms.
While we shall quantify the difference in route costs arising from the use of sub-
optimal routing variants, we do not in this chapter seek to quantify the RN and RA
costs; we do however give a qualitative argument as to why they might be lower with
certain anypath variants than others. The reason to avoid trying to quantify RN and
RA costs at this point is that, as we have remarked above, these costs are highly
implementation- and platform-specific. By exposing the costs of different anypath
algorithms in isolation from the costs of RN and RA, we provide a characterization
that can be valuable for the implementation of different anypath protocols for differ-
ent platforms, where the cost of specific RN and RA implementations will help guide
the choice of shortest anypath routing or one of its variants exposed in this chapter.
In essence, we seek to lay down a design framework and expose cost tradeoffs which
can then be used to design real protocols for specific applications and devices.
We can still note for now that whatever protocol design is used for RN and RA,
some broad tradeoffs do apply. The first is that the overhead of both mechanisms will
increase with the size of the candidate relay set. At one extreme, single-path routing
has a singleton CRS, only needs to list one next-hop node in its packet header, and
does not need relay arbitration. At the other extreme, with a very large CRS, the list
of candidate relays becomes more costly to transmit, and relay arbitration is required
increasingly often, and with an increasingly large set of nodes to arbitrate between.
6.1.3 Performance Evaluation
The experimental results of this chapter are obtained through simulation. These
simulations are intentionally carried out at a high level of abstraction and idealization;
their aim is to highlight properties of anypath routing and allow us to explore high-
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level tradeoffs. Of course, the best way to evaluate the effect of realistic wireless
channels on our scheme is to deploy it on a live network (at the cost of a loss of
generality); the lessons learned here shall be used to guide the protocol design and
evaluation of Chapter 7.
Our simulation set up is as follows. We first fix the number of nodes n, the
dimension d of the Euclidean space that the nodes inhabit, and the average degree ρ.
This graph density is the average number of neighbors per node. Nodes are distributed
at random with a uniform distribution over a hypercube (i.e., a line segment for d = 1,
a square for d = 2, and a cube for d = 3) in the d-dimensional space, and any two
nodes whose Euclidean distance is less than 1 are neighbors. The side length l of this
hypercube in which nodes are placed is computed as follows in order to obtain the
density ρ:
l =
(
n · v(d)
ρ
) 1
d
,
where v(d) is the volume of a unit hypersphere in d dimensions. All simulations
described in this chapter have d = 2 except when noted otherwise.
This model of connectivity, where nodes are neighbors if and only if the Euclidean
distance between them is lower than 1, is known as the unit-disk graph [16]. The unit
disk graph is a strong idealization of wireless connectivity; due to its simplicity it has
been used extensively as a model of wireless networks both for simulation [12, 36, 62]
and analytical purposes [22,58,117]. In the context of a simulation study, the unit disk
graph model is useful not only because it has more modest computational require-
ments than others, but because it is a parameter-free model, unlike more complex
models which can have several parameters, each representing a “knob” that can be
tweaked independently. Here, the setup is simple enough that all experiments are
easily reproduced, and we are not required to select arbitrary values for simulation
parameters.
Our choice of the unit disk graph for this simulation section is not intended to
convey that this model is a faithful representation of realistic radio connectivity effects.
In fact, it has been observed empirically [32] that connectivity in real multi-hop
wireless networks is less regular than a unit disk graph: while connectivity does
inevitably decay at medium and large distances, at local scales the role of other
factors such as propagation, fading, or mobility is equally if not more important
than distance. It should be said however that the idealized nature of the unit disk
graph becomes a limitation in particular when it is used to study problems where the
physical layout of nodes is highly important (e.g., geographic routing [51]), or where
interference between concurrent transmissions (e.g., congestion and collisions) [8, 49]
is a central performance issue. Neither of these attributes apply to this work: anypath
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routing works over the logical graph topology rather than geographic layout, and we
are not considering saturating traffic models.
The units of route lengths are implicit from the link model: for the transmission-
count metric the unit is packet transmissions, for asynchronous duty cycling it is
transmission duration, counting both preambles and packets, and for synchronous
duty cycling it is latency.
Confidence intervals
We performed multiple independent replications of each experiment and compute the
mean, variance, and confidence intervals. From a series of measurementsX1, X2, . . .Xn,
we compute the mean and standard deviation as
µˆ =
1
n
n∑
i=1
Xi
σˆ2 =
1
n
n∑
i=1
(Xi − µˆ)2,
and then compute the (1− α) confidence interval for the mean as:
µˆ± η σˆ√
n
,
where η is the (1 − α2 ) quantile of the normal distribution N0,1. For all graphs that
plot an empirical mean as a function of some underlying variable (i.e., graphs that do
not plot an empirical cumulative density function), we have run simulations until the
95% confidence interval is less than ±10% of the empirical mean.
6.2 Suboptimal Anypath Routing
In this section we present two variations on the shortest anypath routing algorithm of
Chapter 5. The resulting algorithms do not compute the shortest anypath route, but
they do compute anypath routes that have lower cost than the shortest single-path
route, under the assumption of sometimes-decreasing or always-decreasing anycast
link metrics. For each suboptimal algorithm, we also explain how it may offer a
reduction in the cost of the relay notification and relay selection mechanisms.
Recall from Chapter 4 (Definition 4.2) that the available relay set (ARS) A(i) of a
node i is a subset of i’s candidate relay set C(i) containing all nodes that are available
to forward a given packet, and that the ARS may be different for each successive
packet. The ERS policy (Definition 4.4) then chooses, for each packet transmission
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where |A(i)| > 1, the node(s) in A(i) that should effectively relay the packet. The two
variations on shortest anypath routing are obtained by using different ERS policies
than ERS-best. These policies were briefly mentioned in the previous chapter; their
names are ERS-any and ERS-all.
We also defined in Chapter 4 the remaining path cost (RPC) as
RiC(i) =
1
P
(∪k∈C(i)Ak)E [f(A)] , (6.1)
where the random vector A ∈ {0, 1}|C(i)| represents the availability of nodes in C(i)
to relay a packet, ie Ak = 1 if k ∈ A(i).
The important thing to note in the above definition is that it involves the function
f : {0, 1}|C(i)| → R that assigns to a realization of A the cost of the effective relay
that is chosen. Therefore f depends on the ERS, and by consequence so does RiC(i).
As a consequence we must recompute the costs RiC(i) developed in Chapter 4 for
each different ERS policy. This dependence of the remaining path cost on the ERS
policy shall be illustrated with Example 6.1 (p. 138), once we have given precise
definitions to ERS-any and ERS-all.
6.2.1 ERS-any
We have so far considered only the use of the ERS-best policy, that chooses the node
j ∈ A(i) with lowest cost Dj . The new policy for relay selection introduced here is
ERS-any.
Definition 6.3 (ERS-any). The ERS-any policy selects as effective relay any node
j out of A(i). This node j is chosen at random with all nodes in A(i) having equal
probability of being selected.
Remaining path cost with ERS-any
The expression of the remaining path cost with ERS-any is more complicated than
with ERS-best, since we must consider individually all possible subsets of A(i) ⊆ C(i).
As in Chapter 4, we define qij to be the probability that node j is an available relay at
the outcome of the forwarding phase: qij = P(Ak). Consider the end of the anycast
forwarding phase from node i, and note S (S ⊆ J) the available relay set, i.e., the
subset of nodes having received the packet from i. Then the remaining path cost is
the average cost over nodes in S. We must compute the expected remaining path cost
over all 2|C(i)| such possible subsets S:
134 Chapter 6.
E [f(A)] =
∑
S∈2C(i)
P (S)f(S), (6.2)
where P (S) is the probability that the subset of nodes receiving the packet is S
P (S) =
∏
j∈C(i)
(qij1j∈S + (1 − qij)1j /∈S),
and f(S) is the average cost over all nodes in S, because ERS-any chooses a node at
random in S:
f(S) =
1
|S|
∑
j∈S
Dj .
The remaining path cost for ERS-any is then obtained by substituting (6.2) into
(6.1), and so in the general case, computing it requires iterating over 2|C(i)| possible
outcomes of the anycast forwarding phase.
Fortunately, the computation simplifies considerably in the special case where all
nodes in C(i) have the same probability of receiving a packet from i. Then, the
remaining path cost is simply the average cost of all nodes in C(i), since each node
has the same likelihood of being in the random vector A, and the effective relay is
chosen uniformly at random out of this vector:
RanyiC(i) =
1
n
n∑
j=1
Dj , (6.3)
where n = |C(i)|, and where we have used the superscript any to emphasize that the
above expression is valid only for the policy ERS-any.
This result is in line with the interpretation that with ERS-any, we choose one
node uniformly at random from a subset of C(i), and in our special case this subset
itself contains each node from C(i) with equal probability. Hence the remaining path
cost in this special case is the average over the costs of each node in C(i). We compute
this more formally in Appendix 6.8 at the end of this chapter.
RPC for unreliable links with or without ARQ (ETX and E2E metrics)
For always-on networks we have (for the same reason as in Chapter 4) again qij = pij ,
and the RPC is the same with or without ARQ, following the same argument as under
the ERS-best selection policy.
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RPC for asynchronous duty-cycled links
For asynchronous duty-cycling networks, we have (for the same reason as in Chapter
4) again qij = phit, and so R
any
iC(i) is the average over Dj as given by (6.3).
We do not show the remaining path costs for synchronous duty cycled links, be-
cause with these links anycast forwarding is sender-driven, and so there is no reason
to use an ERS other than ERS-best.
Why protocol overhead is lower with ERS-any than ERS-best
Computing anypath routes with ERS-any results in longer shortest anypath routes
than with ERS-best. We shall discuss and justify this statement in Section 6.2.3, but
for now, suffice to notice that ERS-any sometimes makes a more expensive choice of
relay than ERS-best, and thus routes are more expensive overall.
Despite this fact, there is still a good reason to be interested in ERS-any: it is
likely that a Relay Arbitration (RA) protocol implementing ERS-any can be carried
out at lower cost or complexity than one implementing ERS-best. The reason is that
ERS-best imposes a stronger requirement on the RA protocol than ERS-any, since it
asks for one specific node to be chosen as the effective relay (as opposed to any node).
Consider the following RA protocol: each node k in the candidate relay set C(i)
that receives a packet from i sets a timer to fire after a random interval Tk. Once this
timer fires, node k starts relaying the packet. If node k overhears another node starting
to relay the packet before its timer is elapsed, then k knows that a relay is already
elected and cancels its timer. If we assume that all nodes in C(i) can overhear each
other’s transmissions, and with an appropriately chosen distribution for the random
timers Tk, then the above scheme will work correctly for ERS-any: exactly one node
out of the receivers in C(i) will forward the packet. (This mechanism is somewhat
reminiscent of randomized timers used for local recovery in reliable multicast [28] [83].)
The scheme does not work for ERS-best, since it does not take into account the
distances Dk from each of the receiving nodes to the destination. To implement ERS-
best with random timers, one variation to the above RA protocol would not distribute
the Tk identically, but would rather give bias to nodes with lower Dk such that their
timers fire first. However, the Tk must be spread over an interval large enough that
the probability of a node k firing after a node j with Dj > Dk is very small; otherwise
the ERS-best policy is often not respected. As a result, the per-hop latency is higher
than with ERS-any. This additional latency also has an energy cost, since nodes must
keep their radios on to listen for an extended duration.
Another option is to assign deterministic time slots to nodes in C(i) by order of
increasing Dk. In this case, the ERS-best policy is always correctly applied, but at
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the cost of added communication overhead. Indeed, nodes must be informed of their
assigned timeslot, which requires transmitting at least log(|C(i)|!) bits to each node
(there are |C(i)| timeslots and |C(i)| nodes, resulting in |C(i)|! possible assignments
of nodes to slots).
The above argument does not claim to be a rigorous proof that the RA protocol
is more expensive for ERS-best than ERS-any, and there can probably be no such
proof in a formal sense since we are talking about all possible protocol implementation
choices. However we believe that the intuition is sufficiently clear at this point.
What is equally clear is that the assumption used above that all nodes in C(i) can
overhear each other’s transmissions is a strong one, and that without this assumption,
the RA protocol for both ERS-best and ERS-any becomes even more complicated.
Fortunately, we are not following the “direct” methodology described in the first
section of this chapter, and so we do not immediately jump into designing low-cost
RA protocols for ERS-best or ERS-any. We rather turn to a third form of ERS policy,
with which the cost of relay arbitration turns out to be nil, even when all nodes in
C(i) cannot overhear each other’s transmissions.
6.2.2 ERS-all
Our next variation on shortest anypath routing comes from using a third policy for
effective relay selection (ERS). It is called ERS-all, and is the final ERS policy con-
sidered in this dissertation. Unlike ERS-best and ERS-any, ERS-all allows to have
multiple relays forwarding a same packet. In fact, ERS-all chooses all receivers as
effective relay:
Definition 6.4 (ERS-all). The ERS-all policy selects as effective relay every node j
in A(i).
ERS-all can be seen as an extreme case in the sense that we have no ERS policy
at all. This has the advantage of completely eliminating the need for a RA protocol.
However, with ERS-all we run the risk of having redundant duplicate transmissions,
and these may grow out of control over successive hops. It may therefore appear that
we need a throttling mechanism to prevent such an explosion, for example by limiting
the number of multiple transmissions for each packet injected into a route. At the
same time, using ERS-all in conjunction with such a throttling mechanism would be
contradictory, since we would be selecting an ERS policy only then to add another
layer to counteract its effects. Fortunately we shall see that there are cases of interest
where such a throttling mechanism is not needed.
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Remaining path cost with ERS-all
The expression of the remaining path cost with ERS-all is similar to that of ERS-any
in that we must once again consider individually all possible subsets of C(i) that
might receive a packet. The remaining path cost is again obtained by expectation
over all 2|C(i)| possible subsets S that may receive the packet, and so E [f(A)] is
defined as in the development for ERS-any (equation (6.2)); P (S) is also obtained as
for ERS-any.
The difference with ERS-any is the function f(S). Recall that f assigns to each
possible available relay set A(i) ⊆ C(i) the cost of the effective relay that is chosen
(under a specific ERS policy). With ERS-all, multiple effective relays can be chosen,
and so f simply sums the costs of all nodes that receive the packet:
f(S) =
∑
j∈S
Dj.
The remaining path cost for ERS-all is then obtained similarly as for ERS-any, except
for this different expression of f(S). Again, computing it requires iterating over 2|C(i)|
possible outcomes of the anycast forwarding phase, and again, the computation is
significantly simplified in the special case where all nodes in C(i) have the same
probability of receiving a packet from i. While it is essential to reduce the computation
overhead of Bellman-Ford updates, the resulting expression is not particularly useful
from an intuitive point of view, and so we leave its computation to Appendix 6.8 at
the end of this chapter.
We do however point out two cases of interest, that one can verify using the
expression of RalliC(i) computed in the appendix.
• If q = 1, the remaining path cost simplifies to RalliC(i) =
∑
j∈C(i)Dj , corre-
sponding to the observation that when all nodes in C(i) receive a packet, the
remaining path cost is the sum of each node’s cost.
• If q approaches 0, the remaining path cost simplifies to RalliC(i) = 1n
∑
j∈C(i)Dj ,
corresponding to the observation that when only one node (at random) in C(i)
receives the packet, then the remaining path cost with ERS-all is identical to
that of ERS-any, and indeed also to that of ERS-best.
For the general case where 0 < q < 1, we will have 1n
∑
j∈C(i)Dj < R
all
iC(i) <∑
j∈C(i)Dj.
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RPC for always-on networks
For always-on networks we have (for the same reason as in Chapter 4) again qij = pij ,
and the RPC is the same with or without ARQ, following the same argument as under
the ERS-best selection policy.
RPC for duty-cycled networks with ARQ
For duty-cycled networks, we have (for the same reason as in Chapter 4) again qij =
phit, and so RiC(i) is the sum of Dj for all nodes in C(i) as seen above in the special
case for equal qij ’s.
On the dependence of RPC on ERS
ERS-best:
Rbest
iC(i) =
p
1−(1−p)n
Pn
j=1(1− p)
j−1Dj = 4.57
i
j
k
l
Dl = 10
Dj = 3
Dk = 5
0.5
0.5
0.5
ERS-any:
R
any
iC(i)
= 1
n
Pn
j=1 Dj = 6
Rall
iC(i) =
p
1−(1−p)n
Pn
j=1 Dj = 10.28
ERS-all:
Figure 6.2: Remaining path cost depends on ERS policy. Illustration of Example 6.1.
Example 6.1 (Remaining path cost depends on ERS). We illustrate how the RPC
depends on the ERS policy with the example of Figure 6.2. The sender node is on the
left, and the candidate relay nodes are on the right, highlighted in a shaded ellipse.
Links all have delivery probability 12 . With ERS-best, node j is preferred over node
k and l, and k is preferred over l (because Dj < Dk < Dl), whenever more than
one candidate relay receives a packet sent by i. The remaining path cost in this
case is computed using equation (4.11) (p. 75) and is 4.57. With ERS-any, there is
no preference based on distance from each node to the destination, and one node is
chosen at random when there are multiple receivers. The RPC is simply the average
of all costs, and is greater than with ERS-best. Finally with ERS-all, every node in
the CRS receiving a packet relays it, and so remaining path cost is larger still. Note
that the RPC with ERS-all is not simply Dj +Dk +Dl because a packet sent by i is
not always received by all three nodes in the CRS.
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6.2.3 Anypath Route Costs with ERS-any and ERS-all
We now discuss how and why anypath routes are more costly with ERS-any and
ERS-all than with ERS-best. We first give a precise meaning to the intuitive notion
of “efficiency”. In the following definition, we assume that |C(i)| > 1 (because with
|C(i)| = 1 all ERS policies are equivalent) and that Dj 6= Dk for at least one pair of
nodes {j, k} ∈ C(i) (because otherwise ERS-any and ERS-best are equivalent).
Definition 6.5 (ERS efficiency). Consider a node i and candidate relay set C(i),
and two ERS policies ERS-x and ERS-y. We say that ERS-x is more efficient than
ERS-y if
RxiC(i) < R
y
iC(i),
and we say that ERS-x and ERS-y are equally efficient if
RxiC(i) = R
y
iC(i).
Property 6.1. ERS-best is more efficient than ERS-any, and ERS-any is more effi-
cient than ERS-all.
This property follows directly from the definitions of remaining path costs for
each ERS policy. It is also in line with basic intuition, namely that ERS-best is
most efficient because it chooses the next-hop relay with lowest cost to reach the
destination, and ERS-all is least efficient because it creates duplicate transmissions
which then are forwarded all the way to the destination.
Having defined this notion of ERS efficiency and seen that ERS-best is more
efficient than the two others, we can state that for any given anypath route, the cost
to send a packet across that route will be lower using ERS-best than ERS-any or
ERS-all.
Property 6.2. Consider an anypath route R. Let Cx be the cost (as per Definition
5.4) of this anypath route when using policy ERS-x, and Cy be the cost when using
ERS-y.
If ERS-x is more efficient than ERS-y, then Cx < Cy, and if ERS-x and ERS-y are
equally efficient, then Cx = Cy.
To see this property, consider that the anycast link costs at each node in the route
are the same irrespective of the ERS policy, but that the remaining path costs are
lower for a more efficient ERS policy.
It is important to observe that the ERS policy is used in two distinct manners.
The first is in the routing process: costs computed by the Bellmann-Ford algorithm
include the remaining path cost, and this remaining path cost itself depends on the
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ERS. As a consequence, the shortest anypath route is in general not the same when
computed under different ERS policies.
The second way in which the ERS policy is used is for anycast forwarding: when
multiple nodes receive a packet, the ERS policy selects the effective relay(s). It is
entirely possible to use one ERS policy in the routing process and another for packet
forwarding, though this mis-match will cause inefficiencies.
Note that it is not a priori evident from Property 6.2 that ERS-best leads to
better routes, because the property applies to the cost of a given anypath route using
different ERS policies.
Proposition 6.1. Consider two ERS policies ERS-x and ERS-y. If ERS-x is more
efficient than ERS-y, then the shortest anypath route computed with ERS-x has lower
or equal cost than the shortest anypath route computed with ERS-y.
Proof. We prove this with a counter-example. Let Rx be the shortest anypath route
computed using ERS-x, and let Ry be the shortest anypath route computed using
ERS-y. Let us now assume that the cost of Ry (using ERS-y) is lower than the cost of
Rx (using ERS-x). Note however that from Property 6.2, the cost of Ry using ERS-y
is greater than using ERS-x. Furthermore, because Rx is the shortest anypath route
computed under ERS-x, its cost must be lower than or equal to the cost of any other
route using ERS-x, including the route Ry. Therefore the cost of Ry (using ERS-y)
cannot be lower than the cost of Rx (using ERS-x).
Corollary 6.2. Shortest anypath routes with ERS-best have lower or equal cost than
shortest anypath routes with ERS-any, and shortest anypath routes with ERS-any have
lower or equal cost than shortest anypath routes with ERS-all.
As a final point, one can of course compute a route with a policy ERS-x, and then
forward packets using another policy ERS-y. However, this is suboptimal, since the
Bellmann iteration would then make decisions based on inaccurate remaining path
costs RiC(i). This means for example that computing routes with ERS-best and then
forwarding packets with ERS-any is not a sound strategy.
Alternative interpretation
Another way to understand that ERS-any and ERS-all result in longer shortest any-
paths than ERS-best is to consider a node i with a singleton candidate relay set
J = {j}. Assume that node j has lowest distance to the destination out of all of
node i’s neighbors. Now add another node k to the CRS to obtain J ′ = {j, k}. We
have Dk > Dj , and so the remaining path cost with J
′ will be greater than with J .
At the same time, the anycast link cost will be lower (assuming an always-decreasing
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anycast link cost). Should node j use J ′ as its candidate relay set? This depends on
whether the decrease in anycast link cost is greater than the decrease in remaining
path cost:
diJ − diJ′
?
> RiJ −RiJ′
Note that anycast link costs are independent of the ERS policy, and therefore so is
diJ −diJ′ . However, RiJ′ is greater with ERS-any than with ERS-best, because ERS-
any will more frequently use k as the next-hop relay. Therefore, ERS-any is less easily
able to use an enlarged CRS than ERS-best, and so ERS-any can less frequently take
advantage of the corresponding reduction in anycast link cost. In other words, we
expect that the shortest anypath when using ERS-any will have smaller candidate
relay sets than with ERS-best, and will not be able to take as much advantage of the
gains due to an always-decreasing or sometimes-decreasing anycast link cost.
6.3 Anypath Routing Performance
We now examine the performance of anypath routing through a number of simulation
experiments. As motivated in the first section of this chapter, we seek to measure
the cost of routes only, and consider an ideal implementation in the sense that we do
not account for the overhead of relay notification and relay arbitration mechanisms.
The goal is to understand the upper limit to the gains that anypath routing can offer,
before considering whether or not the overhead of protocol mechanisms will offset
these gains in a real implementation.
In this section, we start off with the performance of “optimal” anypath routing,
i.e. anypath routing with the ERS-best policy. In the following section, we shall
evaluate some suboptimal variants that can be implemented with simpler protocol
mechanisms, and see if they give rise to routes that are drastically inferior to optimal
anypath routing.
We first look at the performance of anypath routing in a scaling sense; that is,
we fix all parameters but one and examine anypath routing performance as network
size increases. The primary performance metric of interest here is the average short-
est anypath cost DAP , which we define as the anypath distance to the destination3,
averaged over all nodes:
DAP =
1
|N |
∑
i∈N
Di,
in which Di is the anypath distance from node i to the destination. (Recall from Def-
3The destination is randomly chosen for each network realization.
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Figure 6.3: Performance of anypath routing with increasing network size: fixed density,
increasing diameter. The length of the shortest (any)path route to a fixed destination is
averaged over all nodes in a network, for 10 randomly generated networks at each increas-
ing network size. (a) ETX metric for unreliable links with ARQ. (b) Energy transmission
cost for asynchronous duty-cycled links.
inition 5.5 that the anypath distance is the distance (or cost) of the shortest anypath
route between the two nodes).
We shall use as a comparison point the average shortest single-path cost DSP (to
the same destination), that is defined similarly as DAP but using single-path routing.
Of course with anycast cost metrics that are always-decreasing, we expect to see
DAP
DSP > 1, but the question is to see what is the value of this quotient and how it
behaves as we scale the network size.
6.3.1 Diameter Scaling
In this first set of simulations, we increase the number of nodes n in a network
while keeping average degree ρ fixed, resulting in an increase in network diameter.
The shortest single-path routes grow proportionally to this network diameter. What
happens to the shortest anypath routes? They will of course increase with network
diameter, but it is not clear a priori whether this increase occurs at the same rate, or
faster, than for single-path routes. Note immediately that with the type of topology
considered, the length of shortest anypath routes cannot increase less rapidly than
the diameter, if density remains fixed. In other words, the best behavior we can hope
for with diameter scaling is that the shortest anypath routes remain a constant factor
shorter than the shortest single-path routes, as opposed to having the anypath routes
become less and less short compared to single-path (and possibly even converging).
This can be seen by the following (informal) argument. In a homogeneous network
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Diameter Scaling
Source Dest.
scaling
Density
Figure 6.4: Idealized representation of diameter and density scaling. Nodes are displayed
in regular grid for clarity; nodes in the simulated networks are randomly distributed.
topology such as the one considered here, we can expect that the average candidate
relay set size 1|N |
∑
i∈N |C(i)| is constant if the diameter increases with constant
density. Therefore, the anycast forwarding cost at each node will also remain constant.
However, the average number of hops that a packet will go through will increase. How
fast will this average number of hops increase? In the best case, it will increase as the
network diameter, as illustrated in Figure 6.4. The question is now whether Figure
6.4 is representative of a random unit disk graph when it comes to evaluating the
scaling behavior of anypath routing.
Always-on networks with ARQ
Figure 6.3(a) shows transmission-count path lengths for always on networks with lossy
links; all links have equal delivery probability p. Anypath routes have shorter length
at all network sizes, and the ratio D
AP
DSP
remains constant. For p = 0.5, the expected
number of transmissions in a route is approximately 45% higher with single-path
than anypath. Unsurprisingly, the gap narrows for more reliable links (p = 0.8), with
single-path being approximately 12% more expensive. With p = 0.8, the expected
number of per-hop transmissions for unicast is 1.25; the absolute minimum being 1
transmission per hop, there is less room for improvement with anypath.
Asynchronous duty-cycled networks
Figure 6.3(b) shows DAP and DSP for asynchronous duty cycling, with two different
duty cycles τ . Again, the ratio D
AP
DSP is constant. The difference between single-path
and anypath routes is further increased in this case, with the cost of single-path routes
being just under and just over the double of anypath for duty cycles of τ = 1% and
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Figure 6.5: Performance of anypath routing with increasing network sizes: fixed diameter,
increasing density. This plot shows the ratio D
AP
DSP of average shortest anypath length
divided by average shortest single-path length. (a) ETX cost for unreliable links with
different link delivery probabilities p. (b) Energy transmission cost for asynchronous duty-
cycled links with different duty cycles ρ.
τ = 0.1% respectively. The fact that D
AP
DSP is greater here than with the previous case
can be directly explained by the anycast forwarding gains that we saw in Chapter 4:
this gain is higher with asynchronous duty cycling than with always-on ARQ links.
6.3.2 Density Scaling
We now consider networks of increasing number of nodes, but where the density grows
and diameter remains fixed. Here, the shortest single-path length does not increase
with network size4.
Our intuition here is that D
AP
DSP
will decrease with network size: the anypath for-
warding costs become smaller as |C(i)| increases at each node, while the number of
hops traversed by a packet remains constant. This effect is represented in the ideal-
ized network of Figure 6.4. The intuition is confirmed by the results of Figure 6.5,
which show the ratio D
AP
DSP for the ETX metric over unreliable links and for the en-
ergy cost metric over asynchronous duty-cycled links. It is instructive to compare the
network-wide path gains in these graphs with the gains at the individual node level
of Figures 4.6 and 4.10.
These confirm that the overall gain in anypath cost can, to a large extent, be
extrapolated from the gains in anycast link costs. This means that at first approxi-
4In fact, the shortest single-path length slightly decreases, because path dilation effects due to
sparsity disappear with increasing density, i.e., the shortest path route becomes closer and closer to
a straight line.
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mation, a network designer can concentrate on modelling anycast link costs and infer
whole-network performance of anypath routing directly from those local costs.
6.4 Suboptimal Anypath Routing Performance
We now study the performance of anypath routing with the suboptimal variants
introduced earlier in this chapter. Rather than compute average anypath lengths
over an entire network and increase size as we did in the previous section, we now
look at networks of fixed size, and study the average anypath length for nodes that are
increasingly far from the destination. The reason for this slight shift in perspective is
twofold. First, we are interested in understanding performance on networks of realistic
dimensions and not only in scaling effects. Second, we shall see that examining
performance as a function of distance to the destination offers some additional insights
in the behavior of different algorithms.
6.4.1 Performance of ERS-any
Recall the following tradeoff that was discussed in Section 6.2 of this chapter: for
a given CRS J and sender i, the remaining path costs for ERS-best, ERS-any, and
ERS-all are ordered as:
RbestiJ ≤ RanyiJ ≤ RalliJ .
Given that the anycast link cost diJ is the same irrespective of the ERS, this
means that the Bellmann equation will find optimal candidate relay sets that are
smaller with ERS-any and ERS-all than with ERS-best. Consequently, the routes
computed with ERS-best will have lower cost than those computed with the other
ERS policies, because they will have lower anycast link costs.
We compare ERS-best and ERS-any in Figure 6.6. The first plot shows results for
always-on networks with a transmission-count metric. As in the scaling simulations,
all links have same delivery probability p. For p = 0.5, ERS-any requires at most
10% more packet transmissions than ERS-best, and for p = 0.8, this difference falls
below 5%. From a practical design standpoint, this indicates that if the difference in
protocol overhead to perform relay arbitration with ERS-best compared to ERS-any
is greater than 10% of the cost to transmit a packet, then ERS-any deserves serious
consideration.
We now turn to the comparison of ERS-best and ERS-any for asynchronous duty
cycling in Figure 6.6(b). Here, ERS-best continues to out-perform ERS-any, but
the margin is sharply reduced. This margin in fact becomes negligible when the
duty cycle is 0.001. Again, this indicates from a practical standpoint that ERS-any
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Figure 6.6: Comparison of average shortest anypath cost DAP for different ERS poli-
cies. (a) ETX metric for unreliable links with ARQ. (b) Energy transmission cost for
asynchronous duty-cycled links.
should be considered when designing an anypath protocol for asynchronous duty-
cycled networks.
Relative performance of ERS-any depends on link model
Why is the relative performance of ERS-best and ERS-any significantly closer with the
energy cost metric for asynchronous duty cycling than with using the ETX metric? A
natural explanation would be that the distance “spread” between nodes in a candidate
relay set is greater in one model than another. Consider a node i, and define C1(i) to
be the candidate relay set of a node i in a network using the ETX metric, and define
C2(i) to be the same node’s CRS with asynchronous duty-cycling and an energy-cost
metric. Let us define the distance spread s1 to be the sample variance of the candidate
relays’ distances to the destination:
s1 =
1
|C1(i)|
∑
j∈C1(i)
(Dj −m1)2,
where m1 is the average distance over nodes in C1(i), and define s2 similarly for
C2(i). If s1 >> s2, then the gap between ERS-best and ERS-any will be larger when
using C2(i) as candidate relay set than when using C1(i). The converse is also true,
namely that if all candidates are at same distance from the destination, then there is
no difference at all between ERS-any and ERS-best.
Can a difference in delay spread be a valid explanation for the difference in relative
performance of ERS-any and ERS-best between the two graphs of Figure 6.6? Note
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that protocols are compared in paired experiments, and so any difference in spread
cannot be due to differing network topologies. So if there is a difference in delay
spread, it must be attributable to the anypath routing algorithm itself. However the
following argument shows that distance spread should if anything be greater with
the energy cost metric than with transmission count. Recall from Chapter 4 (Figure
4.6(b), p. 73 and Figure 4.10(a), p. 81) that ALC gain for the energy cost with
asynchronous duty cycling increases more rapidly with |C(i)| than the ALC gain for
the ETX metric. Therefore under the former metric the Bellman-Ford iteration is able
to select a CRS with a larger distance spread, since there is a larger corresponding
ALC decrease to offset an additional node with higher distance.
ERS-any close to ERS-best with small available relay sets
We must therefore seek another explanation for this difference in relative performance
of ERS-best and ERS-any for different cost metrics. What should really surprise us
in Figure 6.6 is not the relative difference between the two plots, but simply the result
of plot (b) alone, showing that there is only a minute difference between ERS-best
and ERS-any in the case of asynchronous duty cycling.
The explanation for the near indifference to the choice of ERS-best or ERS-any
in Figure 6.6(b) is the following. Recall that our definition of anycast transmission
cost (4.13) used the (normalized) preamble length λ minimizing transmission cost,
and that this minimum was reached for λ < 1. Specifically Figure 4.9 showed that
the minimum was reached for very small values λ < 0.1. With such small preamble
lengths, the probability of hitting multiple nodes in a single transmission is small.
This means that the available relay set A(i) rarely has multiple nodes, and so the
difference between ERS-best and ERS-any rarely comes into play. As a result, the
anypath routing algorithm can choose candidate relay sets that are (almost) as large
with ERS-any as with ERS-best, giving routes with similar cost.
In comparison, the probability in Figure 6.6(a) that A(i) contains multiple can-
didate relays is significantly larger, since we have p = 0.5 and p = 0.8. Therefore
in that model, the ERS policy more often is called upon to choose an effective relay,
and the suboptimal choices made by ERS-all force the anypath routing algorithm to
choose smaller candidate relay sets than with ERS-best. This is illustrated in Figure
6.7.
6.4.2 Performance of ERS-all
Moving down the ERS “food chain”, we now study the performance of ERS-all. From
the lesson of the previous paragraphs, we can make the following hypothesis: if the
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(a) ERS-any, p = 0.7 (a) ERS-best, p = 0.7
(a) ERS-any, p = 0.3 (a) ERS-best, p = 0.3
Figure 6.7: Comparison of shortest anypath routes computed with ERS-any and ERS-
best. The cost model is ETX with unreliable ARQ links. Routes are computed in sim-
ulation using the anypath Bellman-Ford algorithm. Top: All links have packet delivery
probability p = 0.7. The shortest anypath route has much smaller CRS sizes with ERS-any
than with ERS-best, because the likelihood of having multiple nodes in A(i) (and possi-
bly choosing a suboptimal relay) is high. Bottom: Links have packet delivery probability
p = 0.3. Anypath routing can use larger CRS sizes with ERS-all, since the probability
that |A(i)| > 1 is reduced. ERS-best also behaves differently for each value of p. With
p = 0.3, the algorithm takes larger candidate relay sets than with p = 0.7, because the
anycast forwarding gain G(diJ ) grows faster with |J | for small p.
probability of each individual node in the CRS receiving a packet is very small, then
the performance of ERS-all will be less degraded relative to ERS-any than with high
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Figure 6.8: Comparison of ERS-all with ERS-best and ERS-any for transmission-count
metric with link delivery probabilities p = 0.5. (a) ERS-all has worse performance, but
does not lead to an explosion in transmissions, giving same cost routes as single-path.
(b) This explosion is avoided because with ERS-all, the anypath algorithm always takes
|C(i)| = 1, resulting effectively in single-path routes.
receiving probabilities. The argument follows along the same lines as the previous
one: if the probability of A(i) containing multiple nodes is very low, then the ERS-all
policy will rarely let duplicate packets go through, and so performance will not suffer.
If this probability is large, then it appears that ERS-all may frequently let multiple
packets through, and so performance will suffer. In fact, will we get an explosion of
transmissions with the number of duplicate copies growing rapidly at each hop?
ERS-all with large available relay sets
We first explore the question formulated above, to see if ERS-all results in a trans-
mission explosion when the probability of having multiple nodes in A(i) is large. We
compare in Figure 6.8 ERS-all and ERS-any for the ETX metric with p = 0.5. As
expected, ERS-all performs less well than ERS-any, but it does not lead to an ex-
plosion in transmissions. In fact, ERS-all provides exactly the same performance as
single-path routing. This illustrates how our anypath routing algorithm takes into
account the ERS-policy by integrating the remaining path cost in the overall cost
computation at each node.
With ERS-all and p = 0.5, the increase in remaining path cost from adding a node
to the CRS outweighs the decrease in anycast forwarding cost, and so the anypath
algorithm simply uses singleton relay sets, resulting effectively in single-path routing.
We illustrate this in 6.8(b), by showing the average outdegree for nodes as a function of
their distance to the destination. (The outdegree for a node i is simply the size |C(i)|
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Figure 6.9: Comparison of ERS-all with ERS-best and ERS-any for asynchronous duty
cycling with energy-cost metric. The gap between ERS-all and ERS-best is wider for
duty cycle τ1 = 0.01 (a) than for τ2 = 0.001 (b). (c) The ratio of ERS-all to ERS-best
route lengths and of ERS-all to single-path route lengths, is not constant, showing that
performance of ERS-all worsens for increasingly long routes.
of that node’s candidate relay set). With ERS-all, the anypath routing algorithm
uses |C(i)| = 1, because the cost of duplicate transmissions is too high to offset the
reduction in forwarding cost with multiple candidate relays. This figure also illustrates
how the algorithm adapts to the difference between ERS-best and ERS-any, with
larger |C(i)| sizes for the former than for the latter.
Of course the fact that ERS-all does not blow up in this case is good news, but
should not obscure the fact that it underperforms ERS-any and ERS-best. There-
fore, when multiple nodes frequently receive a packet, a protocol designer should
avoid ERS-all or else anypath routes will simply be shunned by the anypath routing
protocol.
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ERS-all with small available relay sets
Having confirmed with Figure 6.8 that ERS-all forces anypath routing to use single-
path routes when |A(i)| frequently is greater than 1, we return to the first hypothesis
formulated at the start of this section: if the probability of each individual node
receiving a packet is very small, then the performance of ERS-all will not be sig-
nificantly degraded relative to ERS-any. We verify this hypothesis by returning to
asynchronous duty cycling. We consider two duty cycles τ1 = 0.01 and τ2 = 0.001. Us-
ing (4.13), we compute numerically that the optimal preamble lengths are λ1 = 0.067
and λ2 = 0.022. How often will ERS-all result in duplicate packets being transmitted
toward the destination? This is equal to the probability that |A(i)| > 1, or equiva-
lently that more than one node receives the packet in the last round of the anycast
forwarding phase. Recall that with asynchronous duty cycling, the sender retransmits
until any one node in C(i) receives the packet. A duplicate packet forwarding with
ERS-all will thus happen if any node(s) out of |C(i)|−1 nodes receive the packet, con-
ditional on the event that the other node (not in those |C(i)| − 1 nodes) has received
it. Noting n = |C(i)|, the expression of this probability as a function of λ is:
p(λ) = 1− (1 − λ)(n−1).
Evaluating this formula for n = 4 (which is the average CRS size in Figure 6.8), we
get that p(λ1) = 0.19 and p(λ2) = 0.06.
This computation indicates that, at least for the duty cycle τ2 = 0.001, the prob-
ability of |A(i)| > 1 is low enough that anypath routing should be able to select
non-singleton candidate relay sets with ERS-all, and so that we should see at least
some gains over single-path routing. The remaining question is how far the gap be-
tween ERS-all and ERS-any or ERS-best will be, and we turn to Figure 6.9 which
shows anypath route performance for τ1 and τ2 , again as a function of single-path
distances.
As expected, ERS-all underperforms ERS-any more severely with τ1 = 0.01 than
with τ1 = 0.01, and in fact is only marginally better than single-path routing in this
case. For τ2 = 0.001, the gap is less wide, but still remains significant (up to 40%).
With such a difference, selecting ERS-all over ERS-any can only be worthwhile if the
overhead of relay arbitration is large. This difference may appear surprising given the
values for p(λ2) computed above: with a probability of only 0.06 of having duplicate
relays, ERS-all still underperforms by 40%.
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Performance of ERS-all depends on distance
In order to explain this surprising observation, let us first remark that the gap between
ERS-all and ERS-any widens with increasing distance to the destination, as Figure
6.9(c) demonstrates. This is unexpected, given that in all previous plots we had gains
that appeared to be constant with increasing distance (the first hop notwithstanding,
where C(i) is the destination itself and so always of unit size).
However it turns out that there is a natural explanation. The intuition is the
following: if a packet is many hops away from the destination, the cost of having
it duplicated and forwarded redundantly by multiple relays is much higher than if
the same packet is only one or two hops away. In some sense, the “risk penalty”
associated with ERS-all forwarding redundant copies is much greater at distant nodes
than nearby nodes. Therefore with ERS-all faraway nodes must reduce their CRS size
to compensate for the increased penalty associated with duplicate relays. This effect
is illustrated with the simulated network of Figure 6.10.
The average outdegrees are plotted in Figure 6.11. While |C(i)| remains stable
at increasing distances for ERS-best and ERS-any, it decreases for ERS-all. The
decrease is faster for τ1 than τ2, as the likelihood of multiple receivers is greater, and
so the anypath algorithm clamps down on CRS sizes more rapidly. For either value
of τ the average out-degree will eventually converge at 1, resulting in routes that are
effectively single-path in their faraway (from the destination) portions and anypath
in their close portions.
ERS-all reduces CRS sizes at increasing distances
It is somewhat remarkable that the anypath algorithm can integrate this tradeoff of
having multiple relays and progressively restrict CRS sizes as it moves away from the
destination. We illustrate how this is made possible with the following example.
Example 6.2 (“Risk penalty” of ERS-all increases with distance). Consider a node i
that can select as its candidate relay set either C1(i) = {j}, or C2(i) = {j, k}. Let us
assume that both neighbors j and k have same distance to the destination Dj = Dk.
The remaining path cost with C1(i) is RiC1(i) = Dj . To compute the RiC2(i), let us
assume that the probability of both nodes forwarding the packet from i is 0.06 (same
value as p(λ2) above). The remaining path cost with C2(i) is then
RiC1(i) = 0.94 ·Dj + 0.06 · (Dj +Dk) = 1.06 ·Dj
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(a) ERS-best
(b) ERS-all
Figure 6.10: Comparison of shortest anypath routes computed with ERS-all and ERS-
best. The cost model is transmission energy with asynchronous duty cycling. The routes
are computed in simulation using the anypath Bellman-Ford algorithm. In the shortest
anypath route with ERS-all, the CRS size is progressively decreased to 1 moving away
from the destination, since the cost of duplicate packets is much higher there. Within two
or three hops of the destination, the shortest anypath ERS-all route uses larger candidate
relay sets, and becomes quite similar to the shortest anypath ERS-any route.
The anycast link cost depends on the chosen metric. Let us assume that we have
diC1(i) = 1, and diC2(i) =
2
3
.
Node i will take as candidate relay set the set minimizing the sum diC(i) +RiC(i). It
therefore selects:
C1(i), if 0.06 ·Dj ≥ 1
3
C2(i), if 0.06 ·Dj < 1
3
,
illustrating how the anypath algorithm will choose the smaller CRS as the distance
to the destination increases.
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Figure 6.11: Average out-degrees for asynchronous duty cycling. With ERS-all, |C(i)|
decreases with distance to the destination, explaining why ERS-all’s performance worsens
for long routes.
6.5 Anypath Routing with Single-Path Metrics
We explained in Chapter 1 that existing approaches using single-path metrics could
be improved upon, because these approaches base their forwarding decisions on the
single-path distance of nodes to the destination, and the ordering of nodes by single-
path distance is generally not the same as by anypath distance. We have also shown
how to compute shortest anypath routes, that are the best anypath routes for a given
network and cost metric. By how much do these routes improve over routes driven
by single-path, such as those computed by ExOR [9]?
In the following, AP routes are shortest anypath routes. SP-AP routes are ExOR
like anypath routes obtained using a single-path metric: nodes run a standard single-
path algorithm and take as candidate relays all neighbors with lower single-path cost
to reach the destination.
It is important to point out that the gap between AP and SP-AP routes is largely
determined by network topology. As we have previously remarked, SP-AP routes are
inferior to AP because their distance ordering of nodes is generated by a metric that
at best approximates the true anypath distance of nodes to the destination. Note that
it is the difference between orderings that deteriorates SP-AP’s performance, and not
the difference between distance metrics. For example, if SP-AP distances are equal
to AP distances, multiplied by a constant factor, then the orderings are the same
and SP-AP finds the shortest-path routes. We illustrate this with a lattice network
in Figure 6.12. The North and East neighbors of each node are closer in single-path
distance to the destination, and so are the candidate relays in a SP-AP route. The
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Destination
Source
Figure 6.12: Example network where anypath routes determined by single-path metrics
are identical to shortest anypath routes. In single-path distance, the North and East
neighbors of each node are closer to the destination, and so would be used by anypath
routing that uses single-path metrics (e.g., ExOR). The resulting route is equal to the
shortest anypath route. This convergence of single-path metrics with shortest anypath
metrics is due to the regularity of the network; contrast this network for example with
that of Fig. 1.4 in Chapter 1.
same is true under anypath distances, and so the SP-AP route is equal to the AP
route in this example.
This example, when contrasted with Figure 1.4 (p. 1.4), suggests that regularity
or homogeneity of a network are key to the relative perfomance of SP-AP versus
AP. While the networks that we simulate in this chapter are not lattices, they are
still fairly homogeneous, with nodes being uniformly distributed in the plane. We
turn to the simulation results of Figure 6.13 that plot the performance of both routes
using the same simulation setup as in Figure 6.11. The cost of the SP-AP routes is
approximately 40% higher than that of shortest anypath routes (AP); nodes in AP
routes have about 4 candidate relays, in comparison with 2 for SP-AP routes.
6.6 Robustness and Stability
The previous sections in this chapter focused on the effective cost of anypath routes
and compared this cost for different forms of anypath routing. We saw that anypath
route costs were lower by a significant factor for a multitude of metrics including
latency, energy, and expected number of transmissions. These gains are significant,
and we believe that they alone provide a strong motivation for the use of anypath
routing. However, there are additional aspects of performance that we have not
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Figure 6.13: Comparison of AP and SP-AP routes. (a) Comparison of average shortest
anypath costs (b) Average out-degrees.
considered so far, and that are of particular relevance to distributed implementations.
These are robustness and stability, and are the object of study in this section.
An important assumption was made implicitly up to this point: that the routing
protocol has perfect knowledge of the network topology over which it computes routes
and forwards packets. In other words, the inputs to the routing algorithm are the
exact network topology, and not some approximation thereof. This assumption is
a standard one, and necessary to define and reason about routing algorithms and
the routes that they compute. However, most networks (and wireless networks in
particular) are uncertain and time-varying objects, and so this assumption of perfect
knowledge does not always reflect the practical reality of network protocols.
Causes of imperfect knowledge
There are two equivalent ways to see how protocols must in practice work with an
imperfect representation of network topology. The first is that the network changes
over time. In this case, whatever mechanism is used to track network topology (for
example, using periodic beacons to keep track of neighbors as described in Section
6.1) will invariably lag behind the actual topology, and the routing protocol will have
at its disposal a representation of topology that is (at least partially) out of date.
This lag may in practice be negligible, or it may be very large: its extent depends
on the rate of network change relative to rate at which link estimation and neighbor
tracking are carried out.
The second interpretation is that the network is static, but the network protocol
uses imperfect estimators to track link delivery probabilities and neighbors. Assum-
ing the presence of such imperfect building blocks may appear surprising, and one
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immediate reaction might be that these should first be fixed before building a routing
protocol on top of them. However, experience shows that link estimation is a very
hard problem [3, 32, 114], especially without having a continuous stream of samples
(i.e., transmissions of data packets or channel probe packets) to feed the estimator.
This means that the estimates of pˆij used by the protocol are not exactly equal to
the underlying pij . With E2E or ETX metrics the link distances will therefore be in-
correct; with link filtering the protocol will then sometimes exclude links that should
be included and vice-versa.
Effects of imperfect knowledge
Whichever of the two interpretations above best explains the presence of imperfect
information in practice, the result is the same: in a real implementation, we are
in effect routing with an imperfect or noisy representation of the network’s current
topology.
For this reason, a routing protocol will sometimes provide routes that are not the
shortest path routes in the current topology; no protocol will in practice perform
exactly at its theoretical optimum. Different protocols may be more or less sensitive
to the use of imperfect knowledge, and their performance may degrade more or less
rapidly. A complete evaluation of anypath routing must therefore assess how sensitive
(or not) it is to noisy topology estimates.
Consider two routing algorithms X and Y , and assume that “X is less sensitive
than Y ” (for some informal definition of sensitivity, based for example on the notions
of robustness and stability defined below). There are two ways to map this into a
performance gain for X . The first and more direct way is that in the face of equally
inaccurate link estimates, X will perform closer to its theoretical optimum than will
Y . The second way is that we can have more inaccurate link estimates for X than Y
(and for example reduce in the number of link estimation beacons transmitted) while
having both protocols perform at the same point relative to their respective optima.
6.6.1 Time-varying Network Models
We use three very simple processes as models of how a network may change over time.
Each model is driven by a single parameter that controls how fast the network varies.
We call this the variation parameter pv.
The first is node-based, in that it considers nodes being added to and removed from
the network. This can be seen as a (highly idealized) representation of a network in
which some nodes may at times be unreachable due for example to software crashes,
hardware failures, or energy depletion. The second and third are link-based, consider-
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ing links that are added to or removed from the network, and links that change cost
over time. These can be seen as a representation (again idealized) of the continuous
link fluctuations that take place in wireless networks.
Node addition/deletion model
We start off with a base graph G. At each time index t we have a new realization
Gt of the graph. This model has a single parameter pv, which is the probability of
node deletion: each node in G is present in Gt with probability pv, except for the
destination which is never removed. All links that are incident to a deleted node are
also removed. Note that while we define this model in terms of node deletions only,
the same nodes are typically not deleted in two consecutive graphs, and therefore two
graphs Gt and Gs will usually each contain nodes that the other does not. In other
words, some nodes are added as well as removed when going from a graph Gt to Gs.
Link fluctuation model
The link fluctuation model applies to networks with lossy links, and modifies the link
delivery probabilities pij . As previously, we start off with a base graph G and define
a sequence of graphs {Gt}. Each successive graph contains the same set of links and
nodes as G. The difference is that each link delivery probability pij is either increased
or decreased by a small increment x (subject to the constraint that pij ∈ [0, 1]). The
increment is uniformly distributed over an interval of size pv, and so this model is
also driven by the single parameter pv. The link fluctuation model is more succinctly
described as:
(pij)t := pij +X, where X ∼ U
[
−pv
2
,
pv
2
]
where (pij)t is the link delivery probability between nodes i and j in {Gt}, and the
above update rule is applied to all links in G.
Link addition/deletion model
The final model is also link-centric and varies graphs by removing links from the base
graph G. Each link is removed with probability pv. As with the node addition/deletion
model, links are both added and removed when comparing two graphs Gt and Gs.
This model applies to both networks with lossy links and networks with reliable links,
unlike the fluctuation model that does not serve with reliable links.
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Memoryless versus evolving graphs
We note that all models proposed here are memoryless when conditioned on the base
graph G, that is, the probability of observing a given graph Gt at time t remains the
same irrespective of the outcomes of the preceding graphs Gt, s < t. Another approach
would have been to define a series of evolving graphs where each successive realization
Gt is a function of its predecessor Gt−1, hence giving a graph evolution process with
memory. Our choice of the memoryless model is motivated by the fact that we are
considering static wireless networks, and so while these change over time (due to
channel fluctuations, node failures, etc), we do not expect them to truly “evolve” in a
way that the topology at a given point in the future becomes completely decorrelated
from the topology at the present time. A natural way to view this is that the network
is the sum of an underlying deterministic object (the nodes and their locations) with
a continuous and stationary “noise”, where this noise may be a combination of link
and node perturbations, additions, and removals.
6.6.2 Quantifying Robustness and Stability
Being now armed with some models of time-varying networks, we must define what is
meant by robustness and stability, in order to evaluate how various algorithms perform
in the face of network change and with inaccurate knowledge of topology. The concept
of robustness is often wielded somewhat loosely in the study of computer systems,
and even sometimes appears to be used as a subjective, aesthentic criterion; we seek
rather to give it a quantitative definition.
The goal is to see, for a given time-varying network model and variation parameter
pv, how quickly routes computed on a network Gs become suboptimal on another
network Gt for different routing algorithms. We are therefore interested in seeing how
well (or poorly) the routes computed on network Gs will perform when used on a
similar, but not identical, network Gt. First, we must define more precisely what we
mean by “using a route on a given network”.
Definition 6.6 (Anypath route projection). Consider a route R = (NR,AR) defined
as a set of nodes and directed edges. This route can be either single-path or anypath.
The projection of this route on a graph G = (NG,AG) is another route, defined as:
(proj(R,G)) = (NR ∩ NG,AR ∩ AG).
An example of route projection is shown in Figure 6.14.
We now describe our measures of stability and robustness. In the following, Rt
is the shortest (any)path route from a node i to the destination in Gt, and Rs is the
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shortest (any)path route in Gt. A route computed on Gs can be suboptimal in Gt in
one of three ways:
1. The route becomes disconnected. A route is disconnected when it contains no
path from the source to the destination. A single-path route is disconnected
as soon as any of its links or nodes are deleted; disconnection of an anypath
route usually requires multiple nodes or links to be cut (except of course if the
anypath route goes through a “bottleneck” node with a singleton candidate
relay set, in which case a single deletion suffices to disconnect it). This is a
binary characterization, that considers simply whether or not a route is still
functional.
2. The route remains connected, but has dead ends. Seeing how easily a route
gets disconnected gives a first-order assessment of the resilience of different
routing strategies in the face of changing network topologies. While it is clearly
preferable for an anypath to remain connected, performance can still be affected
if it contains dead ends. A dead end is a node i such that for each node j in
C(i), either the link (i, j) is disconnected, or the node j is deleted. Note that for
single-path, the disconnection and the presence of a dead end(s) are equivalent
criterion.
With anypath, a packet arriving at a dead end must either be dropped or
returned upstream in the route. Or, to avoid such situations altogether, an
anypath protocol must have a pruning mechanism to tear down paths leading
to a dead end. A fair comparison of resilience between anypath and single-
path should therefore take into account the presence of dead ends in addition
to complete disconnection, since an anypath route can remain connected but
suffer from dead ends.
3. The route remains connected, but is dilated. Even if a route Rs remains con-
nected when projected on Gt, it is possible that it is not the shortest route in
Gt even if it was the shortest route in Gs. In other words, it may happen that
a new shortcut link appears in Gt that reduces the length of the shortest (any-
) path route between a pair of nodes, or that a change in pij ’s cause the shortest
route in Gt to be different than the projection of Rs on Gt. In this case, we are
interested to see how well a route that was computed for a topology Gt performs
when used over the new topology, using as a benchmark the shortest path route
in Gs.
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enddead
(e) Shortest anypath route Rs
(a) Graph Gt (b) Shortest anypath route Rt
(c) Graph Gs (d) proj(Rt,Gs)
Figure 6.14: Example of a route projection. (a) Graph Gt, with a given source (left)
and destination (right) nodes in blue. (b) Shortest anypath route Rt in Gt. (c) Second
realization Gs, with two links and one node removed (red), two links and one node added
(green). (d) The projection of Rt on Gs, has one dead end. (e) The shortest path
Rs on Gs takes advantage of the added (green) node and links; it has lower cost than
proj(Rt,Gs).
Comparing with single-path
In practice, some single-path routing protocols for wireless networks keep track of
back-up next hops, that allow the protocol to failover to an alternate path if the
primary path fails. This is a practical way to increase the robustness of single-path
routing to network changes, and adding this failover capability requires little overhead
beyond the storage of multiple next-hop nodes in a forwarding table.
It would be unfair to compare the robustness of anypath routing exclusively with
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“standard” single-path routing, and not consider the improvement described above.
We shall therefore consider both single-path (SP) routing and single-path with k-node
failover (SP-k). This parameter k represents the maximum number of additional
nodes that the protocol maintains in its routing table as a backup, and hence SP-0 is
equivalent to SP. Of course, single-path with failover cannot take any neighbor as a
backup next hop, or else loops will form. A node can keep as backup any neighbor with
lower distance to the destination than itself, under the constraint of the parameter
k. The most favorable form of single-path with failover is SP-∞, where all neighbors
with lower cost will be kept as a backup.
Note the two following remarks about SP-k routing:
• The topology of SP-∞ routes is exactly the same as that of the SP-AP anypath
routes determined with single-path metrics, as described in Section 6.5. So for
disconnections and dead-ends the robustness results given for SP-∞ are the
same for anypath routing with single-path metrics.
• We pointed out that it is somewhat unfair to compare ease of disconnection of
anypath routes with that of single-path routes. We should therefore also point
out that the class of multi-path routing algorithms that we represent using SP-
∞ are usually designed with robustness to link or node failures in mind (see
Chapter 2). The first objective of anypath routing is to reduce the cost of
forwarding packets. Therefore, we are evaluating anypath based on a criterion
that is not part of its design, while comparing it with approaches that explicitly
target this criterion.
6.6.3 Route Disconnections and Dead Ends
Since disconnecting an anypath route usually requires more link/node deletions than
disconnecting a single-path route, one may be tempted to infer a priori that anypath
routes will be less easily disconnected than single path routes. This is in fact not so
obvious: while a single link or node failure is enough to disconnect a single-path route,
this route touches far fewer links and nodes than an anypath route. Consequently,
when a few nodes or links are chosen at random to be deleted, the probability that
they are part of a given single-path route is smaller than for the corresponding anypath
route between the same source and destination.
To evaluate the robustness of different routing algorithms to disconnection, we
ran the following simulation experiment. First, we generate a graph G. From this
graph we generate two derived topologies Gs and Gt using either of the link or node
addition/deletion models, with the same variation parameter pv. We compute the
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shortest-(any)path routes from every node to the destination in Gs, and then project
each shortest path route from Gs onto Gt and verify if it remains connected after the
projection.
In so doing, we count the number Nd of route disconnects going from Gs to Gt.
Noting Rt(i) as the route from node i to the destination, and defining conn(·) as the
function returning 1 if a route is connected and 0 otherwise, we can express Nd as
follows:
Nd =
1
|G|
∑
i∈G
conn(proj(Rt(i),Gs)),
where G is the base graph from which Gt and Gs are derived.
We repeated the above experiment 10000 times for each particular choice of time-
varying network model, its variation parameter pv, and routing metric. Figure 6.15
shows the empirical cumulative density function (CDF) of Nd with asynchronous duty
cycling, over a network of 100 nodes. Anypath routing has significantly less discon-
nections than single-path in either the link or node addition/deletion models. With
both models, anypath has less than 10 disconnected nodes with empirical probability
over 0.85; whereas single-path has less than 10 disconnected nodes with probability
only 0.22 and 0.07. These plots also show the number of disconnections for single-hop
with failover, in the most favorable configuration (SP-∞, no bound on number of
backup routes). With failover, the number of disconnections significantly decreases
in comparison with SP-0, but it still remains above anypath. Another observation
is that the difference between ERS-best and ERS-any is small; this is coherent with
the fact that with asynchronous duty-cycling, average out-degrees are comparable
between both of these ERS policies (Figure 6.11).
In Figure 6.16, we show plots for the same set up as Figure 6.15, the only difference
being that the network now contains 1000 nodes. Unsurprisingly, with SP-∞ and SP-
0 the probability of having less than 10% of routes disconnected is higher than in
Figure 6.15: routes are longer, and therefore more likely to break. What is more
surprising is that the probability is lower for anypath routing. This indicates that
anypath routes remain robust at scale. Finally, Figure 6.17 shows the CDF of the
number of routes that contain at least one dead end. Anypath routes are more robust
under this criterion as well, due to their using more candidate relays at each node.
The number of possible combinations of network size, time-varying model, param-
eter pv, and link metric is too large to present CDF plots for each one. We show in
Table 6.1 a summary of the robustness to disconnections of anypath and single-path
routing under various conditions. Each percentage in the table is the empirical prob-
ability of having over n10 disconnected routes in a network of size n. These numbers
confirm that the robustness of anypath routes holds for a wide range of configurations.
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Transmission-Count
SP-0 SP-∞ Anypath Anypath
Cut (ERS-any) (ERS-best)
n=100 pv= .05 Links 93% 38% 14% 6%
Nodes 52% 22% 9% 4%
pv=0.1 L 95% 71% 47% 23%
N 78% 44% 23% 12%
n=1000 pv= .05 L 100% 100% 100% 98%
N 100% 98% 72% 36%
pv=0.1 L 100% 100% 100% 100%
N 100% 100% 97% 74%
Asynchronous duty-cycling
SP-0 SP-∞ Anypath Anypath
Cut (ERS-any) (ERS-best)
n=100 pv= .05 Links 93% 38% 6% 6%
Nodes 52% 22% 4% 4%
pv=0.1 L 95% 72% 27% 25%
N 78% 44% 13% 12%
n=1000 pv= .05 L 100% 99% 6% 5%
N 100% 90% 3% 3%
pv=0.1 L 99% 99% 19% 16%
N 100% 99% 9% 8%
Table 6.1: Empirical probability of having over n10 nodes disconnected, for network
sizes n = 100 and n = 1000, and for different parameters p in either the node or link
addition/deletions models. Top: Asynchronous duty cycling with energy-cost metric.
Bottom: Always-on network with ARQ, transmission-count metric.
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Figure 6.15: Empirical CDF of Nd, the number of disconnected routes, for networks with
100 nodes. The network model is asynchronous duty cycling with transmission energy cost
metric.
6.6.4 Route Dilation
To evaluate how much dilation results from imperfect knowledge for different routing
algorithms, we ran the following simulation experiments. We generate a graphs G
and two derived topologies Gs and Gt as in the previous experiments. For each source
i, we compute the shortest-(any)path route Rt(i) to the destination in Gs. We then
project this route onto Gt and compute its cost. We also compute the shortest path
route Rs(i) in Gt and compute its cost. We can then compare the difference in cost
between both routes. The quantity of interest is then:
d(i) =
Cost(proj(Rt(i),Gs))
Cost(Rs(i)) .
We call d(i) the dilation of the route from i to the destination when the network
changes from Gt to Gs. The route dilation is only defined if proj(Rt(i),Gs) is con-
nected and if a route Rs(i) actually exists.
We compute the average dilation over all nodes in the network:
d =
1
|G|
∑
i∈G
d(i),
and then repeat the entire experiment 1000 times with different realizations of Gs and
Gt for each particular choice of time-varying network model, its variation parameter
pv, and routing metric.
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Figure 6.16: Empirical CDF of Nd, the number of disconnected routes, for networks
with 1000 nodes. The network model is asynchronous duty cycling with transmission
energy cost metric.
We show the results of this experiment in Figure 6.18. Here we used unreliable
ARQ links with the ETX cost metric and the link fluctuation model. The inflation
of anypath routes is always lower than single-path. This confirms the intuition that
anypath should be more stable to link fluctuations, because the cost of an anypath
route is averaged out over a larger number of links than single-path route. If the noise
in the estimation of link delivery probabilities has zero mean, then the cumulative
effect should be less strong than for single-path routing.
6.7 Summary
In this chapter, we evaluated using numerical simulation the performance of shortest
anypath routing. We introduced two new effective relay selection policies: ERS-all
and ERS-any. The resulting routes are more costly with ERS-all and ERS-any than
with ERS-best, however they allow the design of relay arbitration protocols with
sharply lower overhead. We showed how the ERS policy is factored into the shortest
anypath routes, and in particular the striking form that it gives to routes when using
ERS-all. Finally, we evaluated the robustness and stability of anypath routing in the
face of fluctuations and imperfect protocol information.
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Figure 6.17: Empirical CDF of the number of routes with dead ends, for networks with
100 nodes. The network model is asynchronous duty cycling with transmission energy
cost metric.
6.8 Appendix: Computation of Remaining Path Costs
In this appendix we compute the expressions of RPC for ERS-any and ERS-all in the
special case where all nodes in C(i) have the same probability of receiving a packet
from i. The resulting expressions simplify considerably compared to those for the
general case, and are of practical help (both in simulation and in real implementation)
to reduce the overhead of computing the RPC for each possible candidate relay set
in the Bellman equation (5.2).
ERS-any
We first note that the probability that the outcome of the forwarding phase is A de-
pends only on the number of components Ak that are non-zero. With equal reception
probabilities, we can note qij = q to lighten notation, and so:
P (S) =
∏
j∈C(i)
(q1j∈S + (1− q)1j /∈S)
= q|S|(1− q)|C(i)|−|S|
(a)
= P (|S|),
where we emphasize in (a) that in this special case P (S) depends only on the size of
the set S. Noting n = |C(i)|, we can now rewrite (6.2) as:
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Figure 6.18: Empirical CDF of d, the average route inflation, for networks with 100
and 1000 nodes. The link model is unreliable ARQ links with ETX metric. The network
changes according to the link fluctuation model, with pv = 0.1 and pv = 0.2. Links in
the base graph G have delivery probability p = 0.5.
E [f(A)] =
∑
S∈2C(i)
P (S)f(S)
=
∑
S∈2C(i)
|S|=1
P (S)f(S) +
∑
S∈2C(i)
|S|=2
P (S)f(S) + . . .+
∑
S∈2C(i)
|S|=n
P (S)f(S)
(a)
= P (1)
∑
S∈2C(i)
|S|=1
f(S) + P (2)
∑
S∈2C(i)
|S|=2
f(S) + . . .+ P (n)
∑
S∈2C(i)
|S|=n
f(S)
=
n∑
k=1
(
P (k)
∑
S∈2C(i)
|S|=k
f(S)
)
(b)
=
1
n
f(C(i))
n∑
k=1
P (k),
(6.4)
where we used in (a) that P (S) does not depend on the individual nodes in S, and in
(b) the fact that each node of C(i) is present in an equal number of subsets S, and
f selects a node uniformly at random from S. Finally, note that the union of events
|A| = k for k = 0, . . . , n form a partition of all possible outcomes. The sum over P (k)
(b) is over k = 1, . . . , n and is therefore equal to 1− P (0), or the probability that at
least one node in C(i) receives a packet.
To obtain the expression of the RPC RiC(i), we substitute (6.4) into (6.1), and
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find:
RiC(i) =
1
n
n∑
j=1
Dj .
ERS-all
As for ERS-any, we split the E [f(A)] into separate sums for each value of |S|:
E [f(A)] =
n∑
k=1
(
P (k)
∑
S∈2C(i)
|S|=k
f(S)
)
.
(6.5)
At this point however we cannot bring f(S) out of the inner sum, because with ERS-
all f(S) does depend on S and not only just on |S|. Fortunately, we can still avoid
the combinatorial enumeration of subsets of C(i). Noting that the inner sum in the
above line is over
(
n
k
)
possible subsets S, that there are k nodes in each subset, and
that each node appears an equal number of times in the
(
n
k
)
combinations, we have
that ∑
S∈2C(i)
|S|=k
f(S) = f
(
C(i)
)(n
k
)
k
n
. (6.6)
Substituting (6.6) into (6.5) and the result into (6.1), we obtain the expression
of the remaining path cost with ERS-best for the case where each node in C(i) has
equal probability of receiving the packet:
RiC(i) =
1
1− (1− q)n f
(
C(i)
) n∑
k=1
P (k)
(
n
k
)
k
n
=
1
1− (1− q)n f
(
C(i)
) n∑
k=1
qk(1− q)n−k
(
n
k
)
k
n
=
1
1− (1− q)n f
(
C(i)
) n∑
k=1
qk(1− q)n−k n!
k!(n− k)!
k
n
=
1
1− (1− q)n f
(
C(i)
)
(n− 1)!
n∑
k=1
qk(1− q)n−k 1
(k − 1)!(n− k)! .
(6.7)
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Chapter 7
Protocol Design and Prototype
Implementation
7.1 Overview
Our development of anycast forwarding and anypath routing in Chapters 4 and 5
assumed an intentionally simple network model. In Chapter 6, we then gained some
further insight into some protocol design tradeoffs through a simulation-based study.
After this, the logical next step in the validation of anypath routing is by means
of a practical study. In this chapter, we describe the design and implementation of
an anypath routing protocol that aims to increase energy efficiency for data collection
in low-rate, low-power multi-hop wireless networks. The implementation was done
using the TinyOS [64] operating system and was evaluated on a 50-node testbed of
TinyNode [23] embedded wireless devices. These are essentially made of a simple
microcontroller and a low-rate (up to 150 kilobits/sec) radio; as part of this work we
have ported two generations of TinyOS to this platform and developed a complete
software driver for the radio transceiver. By evaluating the protocol on a wireless
testbed, we seek to confront anypath routing with some of the vagaries of real low-
power wireless networks, namely:
• Wireless channels: As we have previously discussed, wireless channels vary
over time, including with stationary nodes [13, 32, 114]. Any routing protocol
must cope with imperfect inputs and be robust to link fluctuations.
• Resource constraints: Nodes have 10 Kilobytes of RAM and 48 Kilobytes of
ROM. In such an environment, each byte counts, and system components must
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be very carefully designed so as to keep the overall memory footprint as low as
possible.
• Computational constraints: Nodes use a simple microcontroller running at
8Mhz. Any non-trivial computations are prohibited; even simple operations
such as in-memory copying of packets should not be done carelessly at multiple
points in a protocol stack, if they can be avoided.
Key protocol aspects
The two key aspects of our protocol and implementation, tentatively named Low-
power Anypath Routing Protocol (LARP) are:
• Hybrid anycast forwarding: LARP combines aspects of both asynchronous
duty-cycling and individual synchronous duty-cycling, in a way that is inspired
by WiseMAC but generalized to anycast forwarding. Nodes advertise their
wakeup schedules to their neighbors, using periodic broadcasts or piggybacking
on data packets. A node with a packet to send first traverses its forwarding
table, that contains schedule and distance information associated with each
candidate relay. If schedule information for every candidate is absent or stale1,
then the sender uses the asynchronous duty cycling forwarding mechanism of
Section 4.5, allowing reduced-length preambles over unicast forwarding. If the
sender has schedule estimates of different precision for each candidate relay,
then it uses the candidate whose schedule is most precisely known, in order to
minimize the required preamble length. Finally, if the schedule information for
all candidates is precise, our node selects the next available relay, thus reducing
delay in comparison with unicast forwarding.
• Anycast delivery: In many multi-hop wireless networks, and in particular in
wireless sensor networks, the dominant traffic pattern is each node sending data
to the sink; this sink serves as a gateway to the wired network. In practice,
networks frequently use more than one sink, in order to increase redundancy
and reduce the average distance from each node to the closest sink. The LARP
protocol supports an anycast service, where a packet is sent to any sink, without
preference or a priori choice by the sender. The underlying anycast forwarding
fits very well with a network-layer anycast service, and we show how to adapt
anypath routing to this type of service model.
1Recall that clocks drift, such that after several minutes without synchronization a long preamble
is again necessary as in asynchronous duty cycling.
7.2. Protocol Design 173
7.2 Protocol Design
In this section we delve into more detail into the design of LARP. One key to the
protocol design proposed here is that it merges different strategies that were seen
individually in previous Chapters. In particular, we use a hybrid form of anycast
forwarding that combines both aspects of individual synchronous duty cycling and of
asynchronous duty cycling. Also, LARP combines both ERS-all and ERS-any, using
each one where it is most appropriate.
7.2.1 Hybrid Anycast Forwarding
The development of anycast forwarding for asynchronous duty cycled link layers, in
Chapter 4, showed how it is possible to reduce the length of preambles by a factor of
2 to 5 for realistic sizes of candidate relay set. Yet, even with such a reduction, the
resulting preamble lengths are still longer than the packets themselves. This is the
price to pay for the simplicity and robustness of having no synchronization, and thus
avoiding the messaging overhead of establishing and exchanging schedules. When is
such an approach worthwhile? The answer depends of course on the relative rates of
data traffic and control traffic required to maintain synchronization: if data traffic is
extremely sparse, then the cost of synchronization control traffic can become higher
than that of forwarding data packets; at some point in this tradeoff it becomes overkill
to maintain schedules and the asynchronous form is more efficient.
Motivated by this tradeoff, LARP uses a hybrid anycast forwarding combining
aspects of both asynchronous duty-cycling and individual synchronous duty-cycling.
This link-layer scheme is reminiscent of WiseMAC [25], but transposed to anycast
forwarding.
This hybrid anycast forwarding link layer can operate as the asynchronous duty
cycling scheme of Section 4.5, as the individual synchronous duty cycling scheme of
Section 4.6, or in an intermediate regime between these two boundary points. The
operating regime is driven by the current information that a node has about its neigh-
bor’s schedules. If a node has no schedule information for its neighbors, then anycast
forwarding is done as in asynchronous duty cycling, with repeated transmissions until
a node receives the packet. At the other extreme, if a node has exact schedule in-
formation for all of its neighbors, then anycast forwarding is sender-driven, with the
sender selecting the node that is next to awaken.
In the general case, the sender may have schedule information for a subset of its
neighbors. Also, schedule information “ages”, due to the fact that node clocks drift.
So a schedule for the next wake-up time of a neighbor i is not simply represented
by a value ∆i, but rather by an interval [∆i − σi2 ,∆i + σi2 ]. We call this the drift
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window. The value σi represents the uncertainty, or imprecision, associated with a
node’s next wakeup time, and it increases linearly with time elapsed since the last
synchronization point. Our design of LARP makes the assumption that the effective
wakeup time of a node is uniformly distributed within the drift window. Under this
assumption, a node wishing to send a packet to this neighbor i must precede it with
a preamble of length σ, and start transmission at time ∆i − σi2 , in order to have a
preamble that covers the temporal window within which i is expected to awaken.
Note that our assumption of uniformly distributed wakeup time within the drift
window is a simplifying assumption. In reality relative clock drifts between two nodes
are not uniformly distributed; if one node’s clock runs faster than another then its
effective wakeup time will be biased towards the “early” part of the above interval.
(Relative clock drifts are not constant however; changing temperatures in particular
affect the drift of crystal oscillators). Note that the use of hybrid anycast forwarding
does not preclude more complex schemes that attempt to measure and track clock
drifting [30]; we do not however investigate these here.
In the general case, each neighbor’s last schedule update was received at a different
time, and so schedules have varying degrees of uncertainty. In other words, neighbor
schedules will have different values of σ. Different strategies for anycast forwarding
are possible when schedule precisions are non-homogeneous. Assume that we have
n candidate relays, each with an associated (∆i, σi). Note that as in Section 4.5,
all nodes have the same wakeup interval trx; it is therefore possible to represent an
unknown schedule as [− trx2 , trx2 ]. Some possible strategies to choose amongst multiple
candidate relays with differing (∆i, σi) are:
• Energy minimization: The sender chooses the node i with lowest σi.
• Delay minimization: The sender chooses the node i with lowest ∆i.
• Joint minimization: One can also design criterion that minimize an objective
function incorporating both ∆i and σi. For example, one might select the node
with lowest sum c1∆i + c2σi, with c1 and c2 being the relative weights given to
energy and delay.
LARP seeks to minimize transmission energy first and foremost. Consequently, it
uses the following strategy: consider a sender i with candidate relay set C(i). First,
the sender searches for the candidate in C(i) with smallest σi. Call this candidate j.
Then, the sender computes2 the transmission-cost ALC dasynciJ using the asynchronous
anycasting of Section 4.5, and determined by equation (4.13) (p. 79). The quantity
2Or uses a lookup table, as in our implementation.
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σj + tpkt represents the transmission duration to send the packet to the candidate
relay whose schedule is most precisely known, and the quantity dasynciJ represents the
expected transmission duration to send the packet with receiver-driven anycasting.
Our sender can therefore compare both quantities, and use the forwarding strategy
that is the least costly. This strategy is therefore a hybrid one, that combines both
aspects of asynchronous and synchronous duty cycling, and uses each one to its best
advantage.
Anycast Link Cost
Having described the hybrid anycast forwarding scheme used by LARP, we must now
design a metric for the anycast link cost (ALC) to transmit a message to from i to
any node in J . We call this link cost dhybiJ , we can note first that
dhybiJ ≤ dasynciJ ,
where dasynciJ is the anycast forwarding cost using asynchronous duty cycling (equation
(4.13), p. 79). This inequality follows directly from the strategy described in the
previous section: the sender either uses asynchronous anycast forwarding, or uses the
sender-driven (synchronous) scheme if that one has lower expected cost.
Finding a closed-form solution for dhybiJ is however more complex than establishing
this inequality, and would require making specific assumptions on the rate at which
schedules are refreshed, as well as the traffic patterns. We use instead the expression
dhybiJ = tpkt +
trx
|C(i)|+ 1 ,
which is the same as the latency ALC of Definition 4.13 (p. 84). Our choice of
this ALC over, for example, the dasynciJ is motivated by two simple reasons. The
first is the inequality defined above, and the fact that we prefer to under-estimate
than over-estimate the ALC, so as err on the side of too many rather than too few
candidate relays. The second is that the asynchronous duty cycling ALC is less stable
to imprecise estimates of candidate relay set size (Figure 4.9, p. 80).
7.2.2 Network-Layer Anycast
While the idea of anycasting at the link-layer is relatively recent one, the anycasting
service model, where a message is delivered to any one of a set of nodes, is itself not
new. Network-layer anycast routing has been proposed and used for many years in
the Internet [81]. It is useful in general as a mechanism to provide redundancy and
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load-balancing. Three examples of the use of anycast routing in the Internet are for
advertising IPv6 to IPv4 translation gateways [41]; sending a domain name (DNS)
lookup request to any name server for a given root when multiple identical servers are
operated; and to create multiple instances of Rendez-vous Points for protocol indepen-
dent multicast sparse-mode (PIM-SM) [54]. In the Internet, anycast routing is usually
implemented by having routers at different places in the network simultaneously ad-
vertise the same destination IP address range. This results in anycast-addressed
packets being routed to the nearest router advertising the address.
S1 S1
S2
S1
S2
S3
Figure 7.1: Single-path anycast data collection with 1, 2, and 3 sinks. The underlying
topology is shown with dotted lines, and route from each node to its nearest sink is shown
with solid lines.
In the context of a wireless multi-hop network, anycast routing allows to take
advantage of multiple sink nodes by shortening average path lengths and thus reducing
relaying loads, energy consumption, and end-to-end packet loss. We illustrate anycast
data collection in Figure 7.1.
How does anycasting to one of multiple sinks transpose from single-path routing
to anypath? Just as unicast anypath routing generalizes unicast single-path routing,
anycast anypath routing generalizes anycast single-path routing. In fact the mecha-
nism to support anycast routing with LARP is exactly the same as with single-path,
with sink nodes advertising reachability to the same address.
Intuitively, one might expect that the anycast delivery service model should be a
“good match” for an anypath routing protocol, since anypath routing itself is pred-
icated upon an underlying link-layer anycast primitive. And indeed, the relative re-
duction in routing cost when anycasting to multiple sinks is for certain nodes greater
when the underlying routing is anypath than with single-path. To see this, consider
the following: with single-path routing, network-layer anycasting results in a packet
being delivered to the closest node in the anycast group. Thus, the anycast routing
distance is equal to the minimum distance from a node to each of the anycast destina-
tions. With anycast forwarding however, this is true only for some nodes. Specifically,
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nodes that are at equal distance to multiple anycast destinations will have a larger
candidate relay set, and thus their cost to reach an anycast destination will be lower
than the cost to reach the closest destination alone. This is illustrated in Figure 7.2.
S2S1
Figure 7.2: Network-layer anycasting with anypath routing. The two blue nodes are
sinks; packets from intermediate nodes can be delivered to any sink. Each of the three
nodes in the middle vertical row has 6 candidate relays. With only one sink, each node in
the middle row has only 3 candidate relays. The cost to deliver a packet from these middle
nodes is thus lower than with any of the two sinks alone. In contrast, with single-path
routing, the cost to deliver a packet is always equal to the minimum cost using one of
the sinks alone. The relative gains from having multiple sinks are stronger with anypath
routing than with single-path routing.
7.2.3 Effective Relay Selection and Arbitration
With hybrid anycast forwarding, many packet transmissions are sender-driven, when
the sender has a precise enough schedule for a candidate relay that it chooses to
transmit directly to that node. However, when schedule information is too loose,
anycast forwarding becomes receiver-driven, and we have seen in Chapters 5 and 6
that the choice of Effective Relay Selection (ERS) strategy plays has important effect
on performance with receiver-driven anycast forwarding. A contribution of Chapter 6
was to investigate the use of different effective relay selection (ERS) policies, and the
design of LARP is guided by two observations from that chapter. The first observation
is that with asynchronous duty cycling, ERS-any and ERS-best have near-identical
performance. The second observation is that at short distances from the destination,
ERS-all can be used with little additional cost compared to ERS-any.
An important objective is for LARP to require the simplest possible relay arbitra-
tion protocol, given that we are targeting low traffic rates, and thus cannot amortize
arbitration over large numbers of packets (as for example in ExOR). With this objec-
tive in mind, LARP uses a combination of ERS-all and ERS-any. This choice is done
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on a per-packet basis, according to the following procedure: when a packet is passed
down to the link-layer of a node i for anycasting to any neighbor in set J , the link
layer estimates the remaining path costs RanyiJ and R
all
iJ corresponding to either ERS
policy. If the difference is large, i.e., if RanyiJ < R
all
iJ +Kers, where Kers is a protocol
constant, then the packet is sent using ERS-any. Otherwise, the packet is sent using
ERS-all. This choice is indicated in the packet header; our current implementation
uses two different anycast addresses, one corresponding to ERS-all relaying, and one
to ERS-any. One feature that is notably missing from our current system is the de-
sign and implementation of a relay arbitration protocol for cases when a packet is
sent using ERS-any. This will be necessary whenever paths are several hops long, and
when large intervals elapse between node schedule exchanges.
7.3 XE1205 Radio and TinyNode Platform
We implemented LARP on the TinyNode wireless platform that is produced by Shock-
fish SA. The TinyNode is an wireless embedded module targeted at wireless sensor
networks. It is roughly comparable to existing platforms such as Telos [86] or Eye-
sIFX [37]; one significant difference is that it has higher range than other low-power
wireless platforms, achieving over 500m [23] in non-line of sight urban environments,
in comparison with 60-80m for the Telos node. This extended range motivated our
choice of this platform for the SensorScope project, an application of wireless sen-
sor networks to environmental monitoring that we started in 2005. Our choice of
this particular platform for our LARP implementation is chiefly motivated by the
flexibility of its radio transceiver. It can be controlled on a byte-per-byte basis, as
opposed to transceivers such as the CC2420 (used in most other designs today) that
are controlled on a packet level and with which implementing fine-grained link-layer
operations is not possible.
7.3.1 Platform Overview
The design philosophy of TinyNode is to place core components which are required
for every application on a small module, and additional functionality on extension
boards. The core module, shown in Figure 7.3, is a versatile low-power wireless node,
and comes with an array of extension hardware offering a wide set of connectivity,
storage, energy, and interfacing options. It uses a low power transceiver which has
energy characteristics comparable to those found on other sensor nodes (“motes”),
but offers a significantly larger range, and bit rates from 1.2kbps all the way up to
152kbps. The platform comes with full TinyOS support, including a complete radio
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stack, support for network reprogramming with Deluge, [40] and bridging software
for GPRS/GSM data transfer.
Figure 7.3: TinyNode core module (upper and lower sides).
MSP430 Microcontroller
The TinyNode features a MSP430F1611 ultra-low power microcontroller that is fully
supported by TinyOS and has the lowest power consumptions and fastest wake-up
cycles available today. The digitally controlled oscillator (DCO) allows wake-up from
low-power modes to active mode in less than 6µs and may operate up to 8MHz.
Typically, the DCO will turn on from sleep mode in 300ns at room temperature. The
MSP430F1611 has two built-in 16-bit timers, a fast 12-bit A/D converter, dual 12-bit
D/A converters, one or two universal serial synchronous/asynchronous communication
interfaces (USART), I2C, DMA, and 48 I/O pins. The same microcontroller is used
on the Telos [86] and EyesIFX [37] platforms. We refer to [86] for a full comparison
of the MSP430F1611 with competing microcontrollers from Atmel, Motorola, and
Microchip. The core module also has a 4Mbit flash chip that can be used for storing
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several firmware images or for logging data.
XE1205 Radio
Particular attention has been put to the choice of the radio transceiver. The XE1205
from Semtech (formerly XEMICS) is an integrated transceiver that can operate in
the 433, 868 and 915MHz license-free ISM frequency bands. The version used for the
measurements given in this paper operates at 868Mhz.
All major RF communication parameters are programmable and most of them can
be dynamically set. The XE1205 offers both narrow-band and wide-band communi-
cation with the same hardware configuration, allowing data rates from 1.2kbit/s to
152kbit/s. Compared to other transceivers in the market (including Chipcon, Nordic,
RFM, Micrel, TI, Infineon), the XE1205 offers the highest link budgets available to-
day in the license free ISM bands. With an output power of +15dBm and sensitivity
of -116dBm at 4.8kbit/s, a link budget of 131dB can be achieved. This is 22dB bet-
ter than for the Chipcon CC1000 radio used on the Mica2 platform, which gives the
TinyNode approximately 4 times longer range.
Table 7.1 shows the key transceiver characteristics for the CC1000, CC2420, and
XE1205 radio transceivers. The link budget is the sum of all signal gains and losses
over the entire wireless path, and the receiver sensitivity is the signal level at which
the decoded signal has a bit error rate (BER) below 0.1%. For comparison, the
antenna gain is assumed to be unitary (0dBi) for all platforms and the outdoor range
is calculated according to an isotropic path loss model with a gain exponent of n=2.6
for open field propagation.
Platform Mica2 Telos Sky TinyNode
Transceiver CC1000 CC2420 XE1205
Frequency 869 Mhz 2.4 Ghz 869 Mhz
Max. Tx Power 5dBm 0 dBm 15dBm
Data Rate 76.8 kbps 4.8 kbps 250 kbps 76.8 kbps 4.8 kbps
Sensitivity -98 dBm -104 dBm -94 dBm -106 dBm -116 dBm
Link Budget 103 dB 109 dB 94 dB 121 dB 131 dB
Range Outdoor3 160m 300m 80m 600m 1800m
Table 7.1: Comparison of radio transceiver characteristics.
Energy consumption.
Energy consumption is a critical parameter of a sensor node. Table 7.2 shows the
current consumption for Mica2, Telos, and TinyNode. The microcontroller related
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consumptions of the TinyNode, and Telos nodes are identical since they use the same
chip. TinyNode has radio consumptions comparable to the Mica2, while offering sig-
nificantly higher range and data rates. Telos also has comparable radio consumption,
but the CC2420 offers a higher bit rate and faster radio wake-up. The tradeoff to this
lower consumption is a reduced communication range.
Mica2 Telos Sky TinyNode
Min Voltage 2.7 1.8 2.4 V
Max Voltage 3.3 3.6 3.6 V
MCU sleep with RTC on (LPM3) 19 5.1 5.1 µA
MCU active 8 1.8 1.8 mA
MCU active, Radio RX 15.1 21.8 15.8 mA
MCU active, Radio TX at 0dBm (1mW) 25.4 19.5 25 mA
MCU active, Flash Read 9.4 4.1 5 mA
MCU active, Flash Write 21.6 15.1 16 mA
MCU wake-up latency 180 6 6 µs
Radio wake-up latency 1800 580 1500 µs
Table 7.2: Current consumption and wake-up times.
Mica2 TinyNode TinyNode
1% duty cycle 1% duty cycle 0.2% duty cycle
Bit Rate 19.2 kbps 152 kbps 152kbps
Listen Time 8 ms 1.9 ms 1.9 ms
Listen Period (Max. Latency) 1085 ms 190 ms 950 ms
Max throughput 0.89 pkts/sec 5.5 pkts/sec 1.05 pkts/sec
Average Power Consumption 509µW 489µW 104 µW
Theoretical lifetime with
2 x AA alkaline cells, 2000mAh 1.3 years 1.4 years 6.6 years
Table 7.3: Power consumption and parameters of our XE1205 asynchronous duty cycling
implementation.
7.3.2 XE1205 Radio Device Driver
The port of TinyOS to the TinyNode platform consists essentially of low-level hard-
ware adaptation code and a new radio driver andMAC layer for the XE1205 transceiver.
The hardware adaptation phase made full use of the Hardware Abstraction Architec-
ture (HAA) already developed at UC Berkeley and TU Berlin [103] with support for
the MSP430 microcontroller.
Unlike the core platform support, the radio stack was written from scratch, since
the XE1205 transceiver has not been previously used in TinyOS-supported platform.
We have designed and implemented a full radio stack around the XE1205 which
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includes CSMA, acknowledgement frames, low-power listening, and support for bit
rates all the way up to 152kbps. The radio stack is relatively compact (206 bytes of
RAM and 6126 bytes ROM, including HPL and BusArbitration code).
The XE1205 interfaces to the microcontroller using an SPI bus. It offers a bytewise
read/write interface for sending and receiving data, and is configured with register
operations over SPI. Support for full-speed operation at 152kbps would be difficult
with a bare bytewise interface (such as that of the Chipcon CC1000), since every single
byte (transmitted or received) must be handled in less than 50 µs. As a comparison,
the TinyOS driver for the Mica2’s CC1000 transceiver operates at 19.2 kbps, giving
it up to 416µs to handle each byte.
Fortunately, the XE1205 includes some functionality which helps to oﬄoad the
microcontroller. In particular, it offers a 16-byte FIFO buffer for sending and receiving
packets, and a hardware preamble detector which generates an interrupt as soon as
a configurable preamble (of length 8 to 32 bits) is received. While the FIFO buffer
avoids having to read (write) every byte as it arrives (transmits), a latency below
50 µs is still necessary during packet reception of long packets each time the FIFO
reaches 16 bytes, and during transmission each time the FIFO becomes empty. At
this point, the driver must respond rapidly enough to read (write) 16 bytes from
(into) the FIFO, otherwise an incoming byte will be lost, or the outgoing bitstream
will contain a gap and lose synchronization.
To evaluate software overhead, we measured processing and switching times by
sending a continuous packet stream, with initial backoffs disabled, and computing the
total channel utilization. While this is not a realistic application profile, it allows us to
evaluate if there is any inefficiency in the packet-processing and switching times. The
measurements show that the driver is fast: total channel utilization when sending
a continuous packet stream, is 68.8% at 152kbps, 80.2% at 76kbps and 94.7% at
19.2kbps. In comparison, the Mica2 stack running at 19.2 kbps has approximately
85% channel utilization in the same conditions. For TinyNode, utilization decreases
with bit rate, because the per-packet overhead has a constant component which is
independent of bit rate.
Implementation of Unicast Asynchronous Duty Cycling in TinyOS-1.x
Our TinyOS-1.x link-layer for the XE1205 radio stack implemented asynchronous duty
cycling as described in Chapter 2 (Section 2.4). While we rewrote the TinyOS-2.0
driver from scratch, it bears some resemblance to the 1.x driver, in particular concern-
ing the lowest-level interactions with the XE1205 chip, and also in some aspects of the
asynchronous duty-cycling parameters. The implementation takes advantage of the
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XE1205 pattern detector: when a node wakes up, it programs the pattern detector
with a two-byte pattern 1010101.., corresponding to the preamble sequence. If these
bytes are received, the radio signals an interrupt, and the node now knows that (with
high probability) a packet preamble is ongoing. It then reprograms the preamble de-
tector with a 3-byte start-of-frame sequence, and awaits a second interrupt signalling
the start of packet reception. This use of the preamble detector allows to significantly
off-load the microcontroller in comparison to a software implementation which must
process every byte of the preamble, as with the CC1000.
For real performance, it is interesting to examine a typical asynchronous duty cy-
cling mode with 1% duty cycle, meaning that the receiver is active during 1% of the
time for listening. At 152kbit/s, we obtain a minimum listen period of 1.9ms (includ-
ing radio start-up time and RSSI measurement), which means the listening period is
190ms for a 1% activity. In comparison, due to higher start-up times and lower data
rates, a Mica2 node at 19.2kbit/s has 8ms of listening time and a listening interval
of approximately 1 second. In comparison, this represents a fivefold improvement in
latency (or equivalently, throughput) over Mica2, with comparable battery lifetime
and range. Conversely, if an application can tolerate a 1-second per-hop latency but
requires minimizing energy consumption, the TinyNode can run at 0.2% duty cycle
and consume almost an order of magnitude less than Mica2, whilst offering the same
delay as the Mica2 at 1% duty cycle. In this case, a theoretical lifetime of over 6
years can be achieved with 2 x AA alkaline cells. Note that the relative improve-
ment is smaller than the ratio of bit rates, because both listen times include a radio
wake-up time. While the XE1205 wake-up time is shorter than the CC1000 wakeup
time, its relative duration when counted in byte times at 152kbps is higher than for
the CC1000. Table 7.3 summarizes these numbers. Note that due to self-discharge
and degradation, another type of battery technology needs to be used to obtain such
lifetimes (such as Lithium Thionyl Chloride).
7.4 Architecture and Implementation
This section describes the architecture and implementation of LARP on the TinyNode
platform. Unlike the XE1205 driver described previously, our implementation of
LARP is a prototype one, and as such we expect it to evolve as we gain further
experience with long-running deployments. However, we believe that the architecture
and salient features that we describe here will perdure.
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7.4.1 Scheduled Link Layer
The XE1205 radio driver manages the physical layer and presents a flexible software
interface to the XE1205 transceiver chip. We now move one layer up, and describe the
scheduled link layer implementation that runs on top of the bare XE1205 driver. Our
current implementation runs with the XE1205 radio set at 76170 bps. The constants
given below are based on this underlying bit rate; changing these is of course possible
if the radio rate is configured differently.
The scheduled link layer has three primary functions: to set a local schedule and
advertise it to neighbors, to populate and maintain a neighbor table that contains
estimates of link quality to other neighbors, and to track other nodes’ schedules.
Our link-layer design is inspired by Polastre et al’s [85] recent proposal for a
unifying low-power wireless link abstraction. While the programming interfaces of
this abstraction are not yet set in stone, certain high-level design decisions are likely
to remain. In particular, the choice of maintaining a neighbor table and link estimates
at the link layer rather than at the network layer has shown to be useful in isolating
low-level hardware characteristics from upper layers, and we expect this design to
live on in future systems. We expect that following (in spirit at least) the key design
decisions of this link abstraction will facilitate the port of our protocol to other low-
power, low-rate wireless platforms.
Advertising
At least two types of information must be exchanged for the purpose of scheduling
and link estimation. The first concerns schedules: each node must inform neighbors of
its wakeup schedule. The second is related to link estimation: in order for two nodes
to estimate the reliability of the link between them, they must (at least) have some
idea about the number of packets each one has previously transmitted. For example,
a node i receiving a packet from neighbor j for the first time in one hour does not
know, without further information, if j has sent several other packets to i which were
lost, or if this is indeed the only transmission.
Both types of information are transmitted as part of link-layer framing that is not
seen by upper layers. Schedules are encoded in 16 bits; the 16-bit schedule value is
filled in by the link layer immediately prior to transmission and represents the interval
until the next wakeup period of that node. The granularity of this 16-bit value is in
1
8192 -ths of a second, giving a granularity just over the transmission duration of one
byte. Nodes can therefore indicate schedule wakeup times up to 8 seconds ahead;
given a listen time of 2 milliseconds (time to turn on and settle the radio, and listen
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Figure 7.4: Link and network layer framing. Lengths are indicated in bits. The link-layer
header contains a whitening byte (XOR’d with the remainder of the packet to prevent
long streams of 1’s or 0’s, that can cause loss of bit-synchronization at the receiver),
length, source, and destination fields, as well as schedule and sequence number fields in
support of scheduling and link estimation. The “flag” field encodes the type of ERS to
be used for this packet, and whether this frame is followed by a network-layer header and
payload. Link-layer headers can also be transmitted alone, in which case they may be
extended to contain sequence numbers for multiple neighbors.
for a duration equivalent to 8 bytes’ transmission time4) this allows to support duty
cycles below 0.1%.
The link layer frames also contain 16-bit sequence numbers that are used by neigh-
bors for link estimation. These sequence numbers are per-neighbor; each node main-
tains one sequence number per neighbor; broadcast packets are similarly numbered
in their own sequence number space. The packet format is shown in Figure 7.4. Link
layer frames can also be sent alone, without a preceding a full packet, in order to
update a node’s schedule and link information with its neighbors.
Link Estimation
LARP currently uses a very simple link estimation algorithm that keeps an count of
the (estimated) number of lost packets over a window of k previously transmitted
packets from each neighboring node (with k = 32 in our implementation). The
link estimation algorithm also assumes a minimum broadcast rate from each node,
4With a transmission rate of 76kbps.
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allowing it to progressively degrade a link estimate when no packets are received from
a neighbor for an extended interval. Our link estimator simply characterizes a link as
“on” or “off”; we do not seek to estimate the probability of packet delivery or other
derived metrics such as ETX. As such it can be classified as a link filtering approach
according to the model of Section 3.3.1. A link is “on” whenever it has delivered at
least k− 4 of the previous k transmitted packets5. If no links satisfy this criterion, it
is relaxed until at least 5 neighbors are considered reachable.
Note that unlike many existing approaches, this link estimation scheme does not
exchange reverse link estimates in order to compute bidirectional link quality. This
simplification is motivated by the observation that link asymmetry is usually less
pronounced on highly reliable links; since we only attempt to use highly reliable
(“on”) links, we assume that asymmetry will pose less problems than if we frequently
used intermediate and poor links.
Link-layer broadcasts
An individually scheduled link layer effectively transforms the broadcast wireless chan-
nel into a number of pairwise unicast channels. As such, link-layer broadcasts become
harder to implement, and have a transmission cost that is higher than that of unicast
packets. Broadcasts are carried out by transmitting a packet with a long preamble so
as to cover the interval trx and “hit” all neighbors. Note that in certain cases it may
be less expensive to individually transmit to each neighbor than to send a preamble
of length trx; we have not explored this possible optimization further.
7.4.2 Anycast Link Abstraction
From a protocol layering and software interfacing viewpoint, the use of link-layer
anycasting requires some significant changes to one of the most essential system calls,
namely the function that is invoked by the network layer to transmit a packet.
The standard TinyOS call to send a packet is called send(), and takes as pa-
rameters the address of a neighbor, a pointer to a message to send, and the message
length:
command error_t send(am_addr_t addr, message_t* msg, uint8_t len);
We extend this in the anycast case to a new call, sendany():
command error_t sendany(am_addr_t* addrs, uint8_t n, message_t* msg,
uint8_t len, ers_t ers),
5These constants were chosen based on the informal observation that many “good” wireless links
approach 100% packet delivery at short timescales; a detailed evaluation remains to be done.
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where the key differences are the passing of a list of neighbor addresses, as well as a
value encoding the type of ERS that is requested by the network layer. This entirely
decouples the working of the anycast forwarding at the link layer from the network
layer computation of anypath routes. For example, in our implementation, the link
layer decides based on the nodes in the destination list, and on the σi values in its
neighbor table, whether to use sender-driven (synchronous) forwarding or receiver-
driven (asynchronous) forwarding. The network layer needs not be aware of this
decision; its role is to compute anypath costs and select next hop neighbors.
Note that sendany does not specify how relay notification is performed when the
link layer is doing receiver-driven forwarding. The simplest form of receiver-driven
forwarding is achieved by simply using a link layer anycast address (that is defined
similarly to the broadcast address); this packet must contain a distance field that
receivers of this anycast packet then check to see if they are closer to the destination,
making them a candidate relay.
TinyOS is an event-driven programming model, and a call to send() is always
followed by a sendDone() call-back coming up from the link layer:
event void sendDone(message_t* msg, error_t error);
With anycast forwarding, it may be of use to network layer protocols to know which
node among the list passed in the sendany call was the effective relay. This is indicated
with the additional relay argument that comes back via the sendAnyDone() call:
event void sendAnyDone(message_t* msg, error_t error, am_addr_t relay);
Of course, the effective relay may not be known to the link layer, in which case it
returns the broadcast address.
7.4.3 Network Layer
Moving further up in the protocol stack, we reach the network layer, which computes
the anypath cost metric, advertises it to neighbors, and selects candidate relay sets.
Beaconing
Nodes advertise their route costs by means of local, periodic route beacon broadcasts.
Each beacon contains the sender address, the destination to which it is advertising a
route, the sender’s cost to reach that destination, and a destination sequence number
that serves to prevent routing cycles.
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Computing Costs
Our aim is to decouple as far as possible (that is, without significantly compromis-
ing performance) the network and link layers, so that a link layer implementing a
different kind of anycast forwarding can replace an existing link layer without forc-
ing the rewrite of all upper-layer functionality. The sendany and sendanyDone calls
achieve this objective for the packet forwarding path; achieving it for the routing
plane requires us to abstract the notions of anycast link cost from the underlying
anycast forwarding mechanism. Specifically, we require the link layer API to pro-
vide a anycastCost() call, that takes a list J of neighbor addresses and returns the
anycast link cost diJ to transmit to any of these nodes.
command uint16_t anycastCost(am_addr_t addr*, uint8_t n).
Note that this cost is entirely abstract; the only requirement is that it must be ad-
ditive; i.e. that it makes sense to add such costs together to obtain the cost of a
route.
The network layer itself maintains a neighbor table, that essentially contains the
advertised costs of each neighbor from which it has received a beacon. It recomputes
its own cost each time a beacon is received, by traversing this list in increasing order
of distance, and adding the remaining path cost with the diJ that is obtained via the
call above (as in Section 5.4.2). Given that we use either ERS-All or ERS-Any, the
computation of the remaining path cost is equally simple. Having a computationally
efficient procedure for updating route costs was essential given the constraints of
running the protocol on a simple micro-controller; this goal is achieved with the
aforementioned strategy.
7.5 Testbed Evaluation
This section presents some initial performance results obtained from running LARP
on a wireless testbed. This testbed, that we designed and installed as part of this
thesis work, consists of 50 tinynode modules deployed in various offices and rooms of
three adjoining buildings of the EPFL campus.
7.5.1 Testbed Characteristics and Experimental Setup
A networking testbed is only as useful as the data that can be extracted from it. It
is essential to have a reliable out-of-band channel to each node, in order not only
to reprogram and configure nodes, but also to retrieve monitoring data from each
node. In the context of a low-bandwidth wireless network, this necessity calls for the
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presence of a wired back-channel. Our wireless nodes do not themselves have any
built-in facilities to support wired network connectivity. The main wired interface
is a serial port. Connecting serial cables to 50 nodes across a building is clearly
impractical, and so another solution was required. We chose to use small ethernet-
to-serial bridges, namely, the Digi Connect ME [44]. Both modules are IP-capable
devices that offer transparent serial port relaying over TCP/IP, allowing a host PC to
“mount” the serial port over the network and interact with the remote TinyNode as
if it were locally connected to the PC’s serial interface. Each TinyNode is physically
attached to a Digi module, and we can thus use the building’s existing ethernet
infrastructure as our backchannel.
Software
Beside the actual hardware setup and the embedded software running on the wireless
nodes, we also need a set of intermediate software tools to automate as far as possible
the management and configuration of the testbed, and to facilitate the downloading
of experiment data from each node.
We developed a tool suite based on the Pytos [107] system of Whitehouse et al.
Pytos enables interactive development by allowing a PC to access the functions and
variables of the statically-compiled program on a wireless embedded device at run-
time.
From a practical point of view, the key feature of Pytos is that it allows easy
access from PC-side scripts to functions and data on the wireless nodes, using the
Python programming language. Given the c code for a TinyOS application, Pytos
automatically creates RPC stubs on both the TinyOS and PC sides, allowing to call
TinyOS functions and retrieve TinyOS variables transparently from python scripts.
This infrastructure eliminates the tedious and error-prone steps of manually writing
functions to process, dispatch and marshal RPC-like calls; it offers in a sense the
power of being able to attach a debugger to remote embedded devices, using the
serial port as a transport channel.
Since our LARP implementation runs under TinyOS 2.0, and Pytos was originally
developed for TinyOS 1.x, we ported it forward. This required rewriting or adapting
all the functions that automatically generate TinyOS c code, and modifying packet
and marshalling formats to be compatible with the newer TinyOS 2.0 packet layouts.
Physical Layout
The nodes in our testbed are deployed over three adjacent buildings, covering a hori-
zontal surface of approximately 2500m2. Nodes inhabit 4 floors of the buildings, with
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approximately two thirds of the nodes on the third floor, and an the remainder on the
first, second, and fourth floors. Node locations were in large part dictated by practical
constraints: each node needed access to an ethernet port, and this ethernet port must
be cabled to a specific subnet. Under this strong constraint, we tried to spread out
nodes as evenly as possible in all three dimensions; it nonetheless remains that spatial
node distribution is far from uniform. Within each office or room, node positions were
also dictated by practical constraints, and our primary objective was to place each
node in a manner that would least disturb the office’s occupant. As a result, some
nodes are taped to a wall, some are on the floor, and yet a few others are on window
sills. This directly influences connectivity, with nodes placed on the ground having
(on average) reduced range compared to wall or desk nodes. The takeaway point is
that the physical layout of this testbed is unplanned, and node positions were in no
way driven by topology concerns.
Topology
We show the testbed topology in Figure 7.5, for two different transmit powers. This
topology was obtained by running simple connectivity measurements. Each node
transmitted 1000 packets; a link is considered to exist between two nodes when at
least 80% of these packets are received in both directions. At 15 dBm transmit power
(which is the maximum for the XE1205 transceiver), the network is shallow, and most
node pairs are separated by three or less hops (in single-path distance). At 5 dBm
transmit power, network diameter increases, with some paths having up to 6 hops.
Three nodes (37, 38, and 49) are also disconnected from the main cluster. We also
show in Figure 7.6 a histogram of node degrees.
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Figure 7.5: Testbed topology at 5dBm transmit power (top) and at 15dBm transmit
power (bottom).
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Figure 7.6: Testbed degree distribution for different transmit powers.
7.5.2 Experimental Setup
In this section we present some early experimental results from running LARP on
our testbed. Our aim in these experiments was to validate the proper functioning of
the protocol implementation, to make a first-order performance assessment, and to
compare this performance with that of a single-path routing protocol.
Each of the experiments described in this section was run over varying configu-
rations of transmit power and choice of sink node(s). Specifically, we varied these
parameters as follows:
• Transmit power: We ran one set of experiments with all nodes using 5dBm
transmit power, and one with 15dBm transmit power.
• Sink nodes: We used three different sink configurations. Two configurations
had a single sink (node 14, in the SW corner of the plan of Figure 7.5, and
node 48, in the INN building that is in the NE portion of the plan). The third
configuration employed both nodes 14 and 48 as sinks, in order to exercise the
network-layer anycast functionality of LARP.
The combination of two transmit power settings and three sink configurations gives
us a total of 6 experiment setups. Each setup was run once with anypath routing,
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and once with single-path routing, each time for three hours, giving a total running
time of 36 hours. For single-path routing we used the same protocol, but with the
network layer constrained to select candidate relay set sizes of size 1. This allows a
fair comparison between anypath and single-path that was not affected by protocol
implementation differences.
Nodes ran at a 0.8% duty cycle, giving a wakeup period trx = 300ms, and a listen
time of tl = 2.12ms. Data packets were originated at an average rate of one packet
per minute at each node. Routing beacons were transmitted every 10 minutes, except
for the first 5 minutes of each three hour run, where routing beacons were transmitted
every 30 seconds, in order for routes to converge more rapidly. Note that with these
data and beacon rates, hybrid anycast forwarding rarely resorted to receiver-driven
asynchronous transmission, because schedule synchronization for a large majority of
node pairs remained sufficiently tight that this was not necessary.
7.5.3 Results
We instrumented the XE1205 radio stack to keep records for the last 20 packet trans-
missions. For each outgoing packet (including both locally originated and relayed
packets), our instrumented code logged the originator address, a 16-bit sequence
number placed by the originator in the packet payload, and the total number of
transmitted bytes. This last value includes every transmitted byte, including both
the preamble and the packet itself. It therefore allows us to account for and compare
the costs of variable-sized preamble lengths that result from nodes having different
sizes of candidate relay sets and different σi associated with neighbor schedules.
We used Pytos scripts to periodically download the contents of the instrumented
log queue to a PC for oﬄine analysis, effectively giving us a trace of all transmitted
packets and their cost. Since each relayed packet can be uniquely attributed to a
given source, we were able to infer the total number of bytes transmitted across the
network for each originated packet. For ease of comparison, we converted the total
number of transmitted bytes into equivalent packet transmissions. In other words,
if one originated packet resulted in k transmitted bytes across multiple hops, the
number of equivalent packet transmissions is kl , where l is the length (in bytes) of a
packet and its associated physical-layer framing6
This data is represented in Figure 7.7, with one plot for each of the 6 experiment
configurations described above. Each bar in a plot represents the total equivalent
packet transmissions, averaged over all packets originated by a given source node.
6More precisely, we count the physical-layer framing for a transmission to an always-on receiver,
which with our XE1205 radio driver consists of 4 preamble bytes and a 2-byte sync word.
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Figure 7.7: Average packet delivery costs for single-path (SP) and anypath (AP) routing.
Each plot represents one configuration of transmit power and sink node(s). Each bar in
a plot represents the total equivalent packet transmissions, averaged over all packets
originated by a given source node. Nodes are ordered by increasing single-path cost.
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Nodes are ordered by increasing single-path cost. Average single-path hop distances
are also annotated along the x-axis; the “step” between the costs associated to suc-
cessive hop-counts is less and less marked as distance increases, due to the fact that
this resulting cost is the sum of an increasing number of components with a random
part. Unsurprisingly, overall costs are lower at 15dBm than at 5dBm, and they are
lower with two sinks than with one sink.
Most importantly, these plots show that anypath routing decreases costs for all
nodes that are more than one hop away from the sink(s). Only two source nodes
have higher cost to reach a sink with anypath than single-path (in Figures 7.7(d) and
7.7(f)); for packets originated at other nodes (at distances greater than one hop from
a sink) anypath routing requires less overall transmissions by a factor of up to 3.
Figure 7.7 takes into account only the transmission cost for packets that were
successfully received at a sink. However, neither routing protocol achieves perfect
reliability, and so it is necessary to also consider the end-to-end delivery rates. We
show in Table 7.4 the minimum, average, and maximum packet delivery rates over
all testbed nodes for each experiment. All single-sink experiments had one or two
“straggler” nodes with large numbers of lost packets, e.g. resulting in a delivery
ratio below 85%. Aside from these poorly connected nodes, overall delivery rates are
satisfactory, leading us to conclude that at least for this particular testbed, our simple
link estimator makes generally correct decisions on which links are reliable enough to
be used. We show in Figure 7.8 two route snapshots from these experiments.
Sink(s) TX Power Min Average Max
AP SP AP SP AP SP
14 5dBm 72.2% 51.4% 92.1% 94.2% 100.0% 99.4%
14 15dBm 85.3% 81.1% 96.1% 88.1% 100.0% 100.0%
48 5dBm 48.8% 61.6% 92.4% 90.1% 100.0% 98.8%
48 15dBm 58.0% 71.7% 94.5% 86.3% 98.2% 99.4 %
14,48 5dBm 94.8% 93.5 % 88.9% 91.2% 99.4% 100.0%
14,48 15dBm 93.3% 89.1% 96.7% 91.1% 100.0% 98.8%
Table 7.4: Packet delivery rates for single-path (SP) and anypath (AP) routing.
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Figure 7.8: Route snapshot with destination node 48 and 5dBm transmit power. Top:
single-path route, bottom: anypath route.
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7.6 Summary
In this chapter, we have described the design and implementation of a complete any-
path routing protocol for low-rate, low-power multi-hop wireless networks. Evaluation
on a 50-node testbed indicates that anypath routing is robust, stable, and increases
energy efficiency of low-power nodes by a significant factor over the equivalent system
using single-path routing.
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Chapter 8
Multi-hop Error Correction with
Packet Combining
The previous chapters have viewed communication at the granularity of a packet:
either a packet is received entirely, or it is entirely lost. However, some of the packets
that we previously viewed as “lost” may in fact be received, but with a few bit errors
that cause them to be dropped by (software or hardware) decoding mechanisms at
the link or network layers.
Considering packets as our finest-grained unit of information ignores these situa-
tions, and so in this chapter we step down to a lower level of granularity, and “peel
open” packets to take into account what happens at a bit level.
One option to increase the reliability of links prone to bit errors is forward error
correction (FEC): each packet is sent with some redundant bits allowing to correct
(a limited number of) errors. The class of error-correcting codes is vast [67] [10], and
many have been applied to wireless communications. These instances have typically
addressed point-to-point communications. In other words, they work over a single
link at a time. But in a multi-hop wireless network, interactions may happen across
several links at a time. A novel aspect of the scheme proposed in this chapter is that
it takes advantage of these multi-hop interactions by using overheard packets at nodes
other than the packet’s destination. For example, when a node sends a packet to the
next hop in a route, it is possible that an upstream node already receives some of the
bits in the packet. Traditional error-correction techniques are unable to exploit such
information that arises from multi-hop interactions.
To answer this question, we have designed, implemented, and measured Simple
Packet Combining (SPaC), a cooperative diversity system that performs error cor-
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rection by combining corrupt packets. The proposed design is primarily targeted to
the class of low-rate sensor networks where nodes sleep most of the time and where
channel utilization is very low. Packet loss in such networks is primarily caused by
fading and attenuation rather than congestion and collisions. Consequently our de-
sign is geared toward corruption consisting of small numbers of errors rather than
packets with long error bursts due to interference.
Nodes buffer corrupt packets upon reception, and when two or more corrupt ver-
sions of a packet have been received, a packet combining procedure attempts to recover
the original packet from the corrupt copies. If these corrupt copies correspond to iden-
tical transmissions of a same packet, then combining them corresponds to decoding
a repetition code. With three corrupt packets, repetition decoding can be done by
a simple majority voting scheme. With only two corrupt packets, we use a different
scheme called merging and for which we develop an efficient implementation based on
incremental CRC computation. A repetition code has weak error-correcting power;
it is preferable when possible that multiple corrupt copies have different encodings,
so that combining them becomes a decoding operation with greater error-correcting
power. Specifically, our system uses a systematic, invertible block code, and trans-
forms some packets into parity packets with this code before transmission. Note that
the original bits can be recovered from a parity packet if it is received without errors,
and that a parity packet has the same length as the original. Therefore, a noteworthy
aspect of the scheme is that it never imposes redundant overhead on transmissions
which are received without errors.
On point-to-point links, packet combining behaves similarly to a class of techniques
known as Hybrid ARQ (HARQ), that originated in the work of Sindhu [94]. SPaC
further generalizes HARQ to multi-hop settings using a novel form of error correction
that exploits overhearing packets from the broadcast wireless medium. As such, SPaC
is a transparent extension to the link layer that increases the efficiency of upper layer
protocols. It works either in conjunction with link-layer retransmissions, if those are
enabled, or without link-layer retransmissions.
We report on experimental results for single-hop with retransmissions, single-path
routing, anypath routing, and routing with hop-by-hop retransmissions. Gains in-
crease automatically as one or more of the underlying links traversed becomes more
and more lossy. Broadcasting experiments and integration into a real deployment fur-
ther show that the gains are highly dependent on the underlying links and topology.
Because packet combining transmits no overhead, it never decreases performance,
allowing it to be deployed uniformly through a network without penalty.
We also examine the energy cost of CPU processing. Profiling shows that compu-
tation energy cost cannot be entirely be neglected in comparison with communication
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cost, contrary to common assumptions.
Summary of contributions
We are not the first to propose using packet combining in conjunction with multi-hop
network primitives. However, there is a sizeable gap between the design and analysis
of coding schemes in abstract terms, and their realization in a running system. To
the best of our knowledge, this work is the first to design and implement a complete
system for multi-hop wireless networks. Specifically, the contributions of this chapter
include:
• Designing a complete error-correction system using multihop packet combining.
• Going from this design to a full implementation running on low-power, low-
complexity wireless sensor nodes. This requires a careful investigation of pream-
ble detection mechanisms, and motivates a new method for incremental CRC
with that recomputes a CRC on a packet with one operation per changed bit.
• Evaluating the performance benefits of this packet combining on three separate
wireless testbeds.
This chapter is organized as follows. Section 8.1 gives an overview of packet
combining in different situations. Section 8.2 shows detailed bit-level measurements
indicating that many errors can be corrected with simple channel codes, and intro-
duces an error-tolerant preamble detection scheme motivated by these measurements.
A detailed presentation of SPaC is in Section 8.3, Section 8.4 discusses our implemen-
tation. Experimental performance, results are given in Section 8.5, and a summary
in Section 8.6.
8.1 Overview
Before entering technical specifics, we explain how packet combining comes into play
under three networking primitives. We only assume at this point the existence of an
algorithm that can recover (with some probability) the original packet from two or
more corrupt copies. The network primitives used to illustrate packet combining are
single-hop, multi-hop routing, and broadcasting. These are also the ones used for the
micro-benchmark evaluation of Section 8.5.
Other networking primitives can also benefit from packet combining, for example
multicast, anycast or multi-path routing. The examples presented here are chosen
to be simple and general, and to capture a broad class of networking primitives
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Primitive Nodes that can exploit received corrupt packets.
Single-hop Destination
Multi-hop All nodes on route between sender and destination
Broadcast All nodes
Table 8.1: Interaction spans.
present in sensor networks. Note that further protocol-specific are possible for each
individual primitive. For example multi-hop routing may be improved by an end-
to-end reliability mechanism; and flooding can be made more efficient by duplicate
suppression. We should emphasize that packet combining in no way precludes the use
of such protocol-specific optimizations, but rather that it is an underlying link layer
mechanism that applies transparently to upper layer protocols.
8.1.1 Examples
Single-hop packet combining. In a standard ARQ system, the receiver immedi-
ately discards a packet received with errors. Hybrid ARQ (HARQ) schemes improve
upon ARQ by buffering a corrupt packet at the receiver whilst awaiting retransmis-
sion, and combining multiple corrupt copies to do error recovery. The idea of HARQ
originated in the work of Sindhu [94], who first considered the idea of merging two
non-coded packets to correct errors. Rather than retransmit the original packet as
is, the sender may retransmit the parity bits produced by applying an encoding op-
eration to the original packet. This allows the packet combining decoder to recover
from more errors than if the same bits had been transmitted twice. The idea of using
plain and parity packets, which we use here, has been studied in various forms using
increasingly complex codes [67] [19]. The contribution of this work is to generalize the
ideas of hybrid ARQ to multi-hop primitives and apply them in a practical setting.
Multi-hop packet combining. When a packet traverses a multi-hop route,
HARQ may happen on a hop-by-hop basis anywhere along the path. But beyond
this, packet combining also enables a novel form of multi-point interaction that occurs
whenever an upstream node beyond next hop overhears a corrupt packet. This corrupt
packet is buffered and used for error correction when the next hop forwards the packet.
By exploiting this multi-point interaction in addition to single-hop combining, the
effect of packet combining on a route is greater than the sum of packet combining on
constituent hops.
The top row of Fig. 8.1 depicts a three-hop route with a sender A, relays B and
C, and destination D. In Fig. 8.1(b), the sender transmits a packet to B, who receives
it without error. Though the link from A to C is too lossy to be used by the protocol,
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Figure 8.1: Packet combining with multi-hop routing.
it still delivers a large number of corrupt packets, and C receives a corrupt copy of
this packet. In Fig. 8.1(c), node B forwards the packet, which is received with errors
at C. Since C now has two corrupt copies of the packet (one sent by A, one by B) it
can combine them and (with some probability) recover the original packet. Finally
C forwards the packet which arrives with errors at D, who now has three corrupt
copies and recovers the packet by combining them. Note that C may occasionally
overhear A’s packet without errors. The use of an anypath routing protocol that
can exploit such packets is orthogonal to packet combining, and both may be used
in complement. We should emphasize that no network layer state need be exposed
to the packet combining layer; this layer simply accepts corrupt packets blindly and
attempts to combine them, without using topological information from the network
layer.
b) c)a) d)
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Figure 8.2: Packet combining with network broadcasting.
Broadcast Packet Combining. We now turn to the network broadcast primi-
tive, where one node seeks to disseminate a packet to all others. We consider a simple
flooding protocol that forwards each flooded packet once (with duplicate detection
by a sequence number or random identifier). Other, more efficient approaches to
broadcasting are possible [65] [40]. We note that packet combining can enhance other
broadcasting protocols in a manner similar to flooding, and study flooding because
it is a simple mechanism found in many applications (such as Surge, tinyDB [69], or
directed diffusion [43]).
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Fig. 8.2(a) shows a 5-node topology. In Fig. 8.2(b), node A originates a flood
packet that is received without errors by B, and with some errors by C and D. B
now transmits the packet (Fig. 8.2(c) ); it is received with errors by nodes E and D.
Node D now has two error copies of the same packet, from which the packet combiner
decodes the original packet. Finally in Fig. 8.2(d), node D transmits the packet.
Node C receives the packet without errors, and can therefore discard the corrupt
packet held in its buffer. Node E however receives a corrupt packet, and combines
the two previous corrupt copies to correct the errors.
Unlike multi-hop routing, flooding never uses link-layer retransmissions, and there-
fore cannot benefit from the single-hop interaction of HARQ. However packet com-
bining can take advantage of a larger number of bad packets in flooding than routing,
since a bad packet received at any node may be exploited (Table 8.1).
8.1.2 Comparison with FEC
An alternative solution to packet combining would be to use standard FEC techniques.
It is therefore natural to ask: Why not use FEC instead of packet combining?
The answer is two-fold. The first part concerns link variability. For any link with
known and stationary error characteristics (bit-error rate, burstiness), one can design
a channel code which optimally matches those characteristics. However, as soon as the
link deviates from the characteristics the code was designed for, performance drops
sharply: if the link is more error-prone than expected the code cannot recover the
errors, and if it is better than expected, transmitting parity bits becomes redundant
overhead. In particular, appending any error-correcting bits to a packet which arrives
without errors is highly wasteful. Sensor network measurement studies [114] [13] have
shown that link variability is high both in time and across space, in particular for
those very links which are error-prone and most require FEC. Therefore, it is difficult
to design an efficient static FEC system for the wide range of channel conditions seen
in a sensor network.
Adaptive FEC can provide a solution to time-varying channel conditions, but re-
quires frequent, costly channel measurements to obtain a timely and accurate estimate
of the channel bit-error rate. These measurements are especially costly when the traf-
fic rate is low and the channel potentially changes between every packet transmission.
In comparison, packet combining provides a simple form of adaptive channel coding
that requires no explicit channel measurements: if the channel is good, the initial
transmission is received correctly with no redundant error correction bits having been
transmitted. If the channel is poor, then the retransmission needs only to contain
additional error-correction bits to “elevate” the two combined packets at the receiver
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to a lower-rate code, with which more errors can be corrected.
The second part of the answer is that packet combining naturally transposes to
multi-hop scenarios, whereas FEC is inherently geared toward point-to-point links.
In the case of multi-hop routing, FEC can improve the performance of each individual
links, but can not take advantage of overheard corrupt packets at downstream nodes.
In contrast, packet combining can do both. In the case of broadcasting, a node
receiving multiple corrupt copies from different nodes cannot combine them with
standard FEC.
8.2 Channel Measurements
Before designing any error correction system, it is necessary to know the error char-
acteristics of the channel being addressed. In the case of packet combining, we are
interested in the following two aspects:
• Error characteristics: What bit error rates do we have in corrupt packets?
How bursty are error patterns? We will see that error characteristics are such
that a simple channel code can already correct a large number of error patterns.
• Sources of packet loss: What portion of packet loss is due to packets that
are received corrupt and discarded by the link layer, and what portion is due
to missed packets, i.e., those packets that were not received at all? This break-
down is critical: if loss is primarily attributable to missed packets, then an
error-correction scheme will see too few corrupt packets to be effective. These
measurements motivated the design of a new error-tolerant preamble detection
scheme (ETPD) that we present in the final part of this section.
We consider an asynchronous, random-access channel. A known preamble pattern,
serving to achieve receiver synchronization, precedes each transmitted packet. A node
in receive mode continuously draws in bits from the radio until the previously received
bits exactly match the preamble sequence; once a preamble has been detected the full
packet is drawn in. If a preamble is received with any bit errors, then the entire
packet is missed1. The notations are as follows:
• pd is the probability of error-free packet delivery.
• pc is the probability of corrupt packet delivery (packet received with one or
more bit errors).
1This mechanism is used in 802.11 and 802.15.4 as well as non-standard radios like the CC1000.
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• pm = 1−pd−pc is the probability ofmissed packet (packet not received at all,
because the preamble was mis-detected). We therefore have pm + pd + pc = 1,
and the overall packet loss probability is pc + pm.
• Rcm = pc/pm is the ratio of corrupt to missed packets. Packet combining
will work better with high values of Rcm; the ideal case is when pm is close to
0.
• Lpre, L, and Ltot = Lpre+L are respectively the preamble length, packet length
(including headers and payload), and total transmission length, in bits.
• pˆd (resp. pˆc, pˆm, and Rˆcm) denotes the estimated value of pd (resp. pc, pm and
Rcm) made on the empirical data for a given link.
We used two testbeds: a 39-node indoor testbed with nodes attached to the ceilings
across several offices on one floor of UCLA’s Boelter Hall and a 10-node outdoor
testbed installed in a UCLA courtyard. Each node is a Crossbow Mica2, which has
an Atmel ATmega128L microcontroller with 4KB of RAM, 128KB of Flash, and a
CC1000 radio [14]. The radio operates in the 433Mhz band, uses narrowband 2-
FSK modulation, and runs at a bit rate of 19.2Kbps (bits are Manchester-encoded,
resulting in a 38.4kbps symbol rate). In our experiments each node was in turn the
sender; other nodes listened and logged received packets via a wired backchannel. We
ran experiments varying two parameters: transmission power (-15dBm and -5dBm)
and packet length (16 and 128-byte payloads, with a 5 byte header and a 2 byte
trailer), giving us a total of four configurations and 150,000 packets transmitted.
Error characteristics are very different on a congested network, where a large
number of errors are due to interference bursts from concurrent transmissions, and on
a network with low channel occupancy. Our aim is to improve performance of low-
power, low-rate applications, and we consequently made measurements on a “silent”
network with no concurrent background traffic. Note that in the presence of external
RF sources (other wireless devices, electronics), burst interferences are still possible
even in a silent network.
8.2.1 Bit-level Error Measurements
We now examine the error characteristics of our channel, starting with the number
of bit error rates observed in corrupt packets. Figure 8.3(a) shows the distribution
of BER over all corrupt packets. Most corrupt packets have few bit errors: the
proportion of corrupt packets with a bit error rate below 0.05 is 85% both for short
and long packets. The proportion of packets with a bit error rate greater than 0.1 is
6% for short packets and 10% for long packets.
With two or more corrupt copies of a packet, we effectively have an encoding that
8.2. Channel Measurements 207
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5
P(
BE
R 
< x
 | B
ER
 > 
0)
BER
Empirical CDF of bit error rates
Outdoor
Indoor
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 20 15 10 5 1 0
P(
R c
m
 
<
 x
)
x
Empirical CDF of Rcm
16 byte payload (all links)
128 byte payload (all links)
16 byte payload (weak links only)
128 byte payload (weak links only)
a) The empirical CDF of bit error rates, for
all packets with at least one error. Most
corrupt packets have few bit errors.
b) Empirical CDF of Rˆcm, the ratio of cor-
rupt to missed packets. ”Weak” links are
those with pˆd < 0.4.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0.01  0.1  1  10  100  1000
P(
R c
m
 
<
 x
)
x
Empirical CDF of Rcm with error-tolerant preamble detection
Npe = 0Npe = 1Npe = 2Npe = 3
c) Empirical CDF of Rˆcm with error-
tolerant preamble detection (ETPD).
Figure 8.3: Bit error rate and preamble detection measurements.
is half-rate or lower. Bit error rates of 0.05 are within corrective reach of half-rate
codes [67]. This indicates that many corrupt packets should be recoverable through
packet combining. But bit error rate alone does not completely characterize the error
process; in particular burstiness is an important factor to guide the choice of error-
correction mechanism. Assume for example the use of a code which can correct one
error in every 8-bit codeword, and a BER well below 1/8. If errors are uniformly
distributed, then most codewords will have 0 or 1 errors and will be recovered. For
the same BER, but with bursty errors, the probability of a packet containing a
uncorrectable codeword with more than one error is increased.
Figure 8.4 shows the empirical bit-error probability conditional on an error having
occurred K bits earlier. Horizontal lines show the average bit-error rate for each data
set, or equivalently, the auto-conditional error probability of an i.i.d. error process
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Figure 8.4: Empirical bit-error probability conditional on an error having occurred k bits
earlier. Horizontal lines show the average bit-error rate for each data set. Top and center:
packets with BER < 0.05. Bottom: packets with BER > 0.05.
with same BER. These plots suggest that one can coarsely classify corrupt packets
into two categories: packets with a low bit-error rate and low error burstiness, and
packets with higher error rates and a bursty error process. Since the former category
represents nearly 90% of all corrupt packets, (see Fig. 8.3(a)) and since the latter
has higher error rates which are harder to correct with low computational complexity,
we design Section 8.3 an error-correction coding which is designed to correct the low
BER majority of packets, but not the highly bursty ones.
The top and center plots are computed over the subset of packets with BER <
0.05. Of these two plots, the outdoor is least bursty: the presence of an error at bit
i slightly increases the probability of errors in the following two bits, but after that
the error probability is the same as for an i.i.d. process. The indoor trace is slightly
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more bursty, with the probability of an error immediately following a previous one
at approximately 0.09. This difference between indoor and outdoor burstiness, may
be due to interfering RF sources which are more likely to be found inside a building
than outside. The bottom plot is computed over the much smaller subset of packets
with BER > 0.05. Here, the picture changes sharply: the error process is much more
bursty, over a range of at least 50 bits. For these packets, the short code discussed
above would not suffice, since the probability of at least one codeword in the packet
having multiple errors is high.
While we have chosen, due to complexity constraints, to “ignore” the class of
packets with highly bursty errors, we note that two simple techniques are possible
two improve error correction with bursty errors. The first is interleaving. The second
is to use codes with block lengths larger than the burst lengths. Unfortunately, it is not
feasible to implement either technique in software with simple microcontrollers. For
increased burst-tolerance and robustness, both interleaving and longer-block decoding
are possible in a hardware implementation.
8.2.2 Sources of Packet Loss and ETPD
We now turn to the breakdown of packet loss between corrupt and missed packets.
Fig. 8.3(b) shows the empirical CDF of Rˆcm, the observed ratio of corrupt to missed
packets, for short and long packets. We observe that Rˆcm is lower for short packets
than for long packets. For example no links have Rˆcm > 5 with short packets, whereas
with long packets over 40% of our links have Rˆcm > 5. This observation can be
explained by noting that pm is independent of packet length (because preamble length
is constant), whereas pc increases with packet length, since for a given BER, the
probability that at least one bit in the packet is corrupt increases with the number
of bits. From this observation, we expect packet combining to give more gains with
long than short packets.
Fig. 8.3(b) further distinguishes Rˆcm over weak links, which we defined as those
with pˆd < 0.4. Rˆcm is lower when considering only the weak links. Yet, links with
a low delivery rate are those where packet combining is most needed, and if packet
combining sees too few corrupt packets its utility will be limited. Since a receiver
misses a packet whenever its preamble is received with errors, these measurements
motivated the design of ETPD, to increase Rcm by allowing the reception of a packet
in the presence of preamble bit errors.
Our initial implementation of ETPD accepted preambles with up to Npmax = 4 bit
errors (out of 4 preamble bytes). We set this initial value for Npmax because packets
with more preamble errors are likely to have too high a bit error rate to be corrected
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with a half-rate code, and furthermore allowing a greater number of errors would
increase the probability of false positives. We added the additional constraint that
no single byte could have more than 1 bit errors, to further reduce the probability of
false positives and allow for more efficient software implementation.
We ran experiments identical to those of Section 8.2.1, except that the received
preamble was also dumped out along with each packet. We then classified received
packets according to the number Ne of preamble bit errors. Figure 8.3(c) compares
the empirical CDF of Rˆcm with and without ETPD for 1 ≤ Npe ≤ 4. The data for all
CDFs originate from the same packet traces: by examining the received preambles,
we can see which packets would be received with a given preamble error-tolerance.
ETPD allows a significant increase in Rˆcm: we go from having Rˆcm > 10 for only 20%
of links without ETPD, to 60-70% with ETPD (depending on the setting of Npe ).
The observed increase in Rˆcm does not demonstrate alone that ETPD is worth-
while. Under the assumption that the channel does not vary dramatically over the
duration of a packet, we expect that packets with error(s) in the preamble will have
a higher bit-error rate than those without. If those packets have a sharply increased
BER, then receiving them may be pointless. We therefore classified corrupt packets
by the number of preamble errors each one had, and computed in Table 8.2 the ob-
served bit-error rate for each set of corrupt packets. This table shows that the packet
BER increases with the preamble BER, in line with the intuition that BER does
not vary widely over the duration of a packet.
Our final ETPD implementation can be configured for maximum allowed preamble
errors Npmax between 0 and 3. We set N
p
max = 2 for all further experiments reported
in this chapter, since with higher error tolerance, the marginal increase in packet yield
is small (Fig. 8.3(c)), and the additional packets have a very high bit error rate (Table
8.2).
A final aspect to consider with ETPD concerns the increased probability of false
positive preamble detections. When placed in receive mode, a radio transceiver con-
tinuously reads and demodulates bits from the RF front-end. If no transmission is
ongoing, this effectively amounts to reading random bytes. By increasing the pream-
ble detection’s error-tolerance, we increase the probability of having a sequence of
random bytes that is falsely detected as a preamble. We must therefore take into
account the probability of spurious packet receptions due to false positive pream-
ble detections. The probability of a spurious reception P (Npe ), when tolerating ex-
actly Npe errors in the preamble can be simply computed by counting the number
of possible 32 bit sequences with Npe errors, and no more than 1 error per byte:
P (Npe ) = 2
−32
∑i=Npe
i=0
(
Npe
4
)
8N
p
e . For our chosen setting Npmax = 2, this evaluates
to a probability on the order of 10−7, meaning that the number of spurious packet
8.3. Decoding and Merging 211
Preamble BER Packet BER
Npe N
p
e /Lpre (L = 16) (L = 128)
0 0 0.029 0.032
1 0.031 0.052 0.084
2 0.063 0.073 0.128
3 0.094 0.095 0.165
Table 8.2: Observed bit-error rate as a function of number of preamble bit errors Npe ,
for two different payload lengths L.
receptions occurring in practice is negligible.
8.3 Decoding and Merging
Section 8.1 showed how a node may come to receive corrupt packets in various settings.
We now describe the packet combining algorithms used on the receive path and the
corresponding packet encoding functions on the transmit path.
8.3.1 Linear Block Codes
The class of error-correcting codes is vast. We focus in this work on linear block
codes, which can be implemented efficiently in software using table-based methods
(unlike, for example, convolutional codes). A (n, k) linear block code is defined by its
generator matrix G, of size k xn. The encoder multiplies each input block with the
matrix G, transforming k input bits into a codeword of length n. The decoder, given
a received codeword of n bits, finds the closest codeword (in the set generated by G)
and returns the information bits corresponding to that codeword. If the number of
bit errors is higher than the half-distance between two codewords, then the decoder
returns the wrong information bits (that can then be detected with high probability
by an outer CRC checksum). If two closest codewords are at equal distance to the
received word, the decoder cannot infer which was the transmitted codeword, and
declares a failure. For a general overview of decoding algorithms, we refer to [67].
Within the class of linear block codes, we further restrict our attention to invertible
and systematic linear block codes. A block code is systematic if the first k bits of a
codeword are the same as the input message bits, in other words the generator matrix
of a systematic code is of the form G = [I|P ] where I is the k × k identity matrix and
P is a k × (n−k) matrix called the parity matrix. A block code is invertible if n = 2k
and the matrix P is invertible. Note that an invertible code is half-rate since n = 2k.
Given this matrix P , and an input word m (of length k bits), the encoder outputs the
2k-bit codeword Gm = [I|P ]m = [m|Pm]. This codeword is the concatenation of the
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unmodified input m, which we call the plain bits, and Pm, which we call the parity
bits. Note that since P is invertible, there is a one-to-one mapping from Pm back to
m, and therefore one can recover the plain bits from the parity bits of a codeword
and vice-versa.
8.3.2 Packet Encoding and Decoding
In a standard block-coded FEC system, the encoder transmits the plain and parity
bits of a codeword together. This comes at the expense of increasing the number
of transmitted bits by a factor of two, in the case of a half-rate code. As discussed
in Section 8.1.2, imposing this overhead on every packet transmissions is prohibitive,
given that many packets are received without errors and do not need parity bits.
The key intuition allowing one to use a code without transmitting redundant over-
head is to observe that we can simply send some “plain” packets which are not en-
coded, and some “parity” transmissions containing only the parity part of each code-
word. Specifically, consider an input packet m = m1m2 . . .ml, where each block mi
is of length k bits. The encoder outputs either m unmodified (a plain packet), or the
packet m∗ = Pm1Pm2 . . . Pml (a parity packet). How the encoder chooses between
outputting a plain or a parity packet is discussed in Section 8.3.4. The motivation for
using a systematic, invertible code is now apparent:
1) If a parity packet m∗ is received without errors, the original m is obtained simply
by multiplying the packet by P−1:
P−1m∗ = P−1Pm1P
−1Pm2 . . . P
−1Pml
= m1m2 . . .ml = m.
Note that since a parity packet has the same length as the corresponding plain packet,
the system does not transmit any redundant overhead on good links, whether it trans-
mits a plain or a parity packet.
2) Two corrupt copies of a packet (one plain and one parity) can be jointly decoded
by taking k bits at a time from each packet, and decoding the concatenated word.
This operation is illustrated in Fig. 8.5.
Our implementation uses the Hamming (7, 4) code, extended to (8, 4) with an addi-
tional error-detecting bit. The (7, 4) code can correct up to one error per 7-bit block;
the extended (8, 4) code allows in addition to detect (but not correct) any 2 bit error
per 8-bit block. The primary motivation for using the extended code was to have
byte-aligned blocks, given that unaligned operations are inefficient to implement in
software. The additional error detection capability of the extended code allows the
decoding operation to ’abort’ as soon as it encounters an uncorrectable error, in which
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Plain and parity blocks are interleaved and passed to the decoder.
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Figure 8.5: Packet Decoding: Recovering the original packet from two corrupt packets,
when one is plain and the other is parity.
0 010 000 01000 0 000 001 00000
0 000 001 01000
0 010 000 00000 0 000 000 0000 1 0 000 000 00000
0 0 000000 00 0
0 010 001 01000 0 010 001 00000
0
Set of candidate packets considered by packet merging
Transmitted data packet Two received corrupt packets
Figure 8.6: Packet Merging: Recovering the original packet from two corrupt packets
of same type.
case wasted CPU cycles are saved.
Our choice of a short code was dictated by the practical constraints on decoding
overhead: the most efficient software implementation is based on table-lookups, and
table size is exponential in block length. With more processing power, syndrome
decoding would alleviate these memory requirements. Beyond this constraint, any
other systematic and invertible block code can be used with minimal modifications.
For example a longer Hamming code, an extended Golay code (with block length
24), or a Reed-Solomon code all have more error-correcting power than the Hamming
(8, 4) we used.
8.3.3 Packet Merging
The preceding section showed how two corrupt packets of different types (one plain,
one parity) are jointly decoded. What if the receiver has two corrupt packets of same
type? We call the corresponding operation packet merging. Given that it essentially
corresponds to decoding a repetition code, it is not surprising that merging can correct
fewer errors than decoding.
Let m1 and m2 be corrupt copies of an original packet m; ie m1 = m + e1 and
m2 = m+e2, where e1 6= 0, e2 6= 0, and additional is modulo 2. Note that m1+m2 =
e1 + e2. Therefore by XORing m1 and m2, the receiver obtains a merged error mask
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with a 1 in all bits that are errors in either m1 or m2. Note that the merged error
mask does not show an error bit that occurred in identical positions in both packets.
We call such an error a hidden error.
Assume that the merged error mask contains ne non-zero bits. There are then
2ne − 2 candidate error patterns that may have occurred. The packet merging pro-
cedure corrects each candidate error pattern on one of the corrupt packets, and re-
computes the checksum to verify if it matches the transmitted CRC checksum in the
packet trailer2. Figure 8.6 illustrates a case with ne = 3 and shows all 2
3 − 2 candi-
date corrected packets. We distinguish three cases, based on the number k of error
patterns for which the checksum is valid:
k = 0. None of the candidate error patterns, corrected on the corrupt packet, yield
a valid checksum. Packet merging cannot recover the original packet. This case can
only happen if there are hidden errors, since otherwise of the candidate error patterns
corresponds to the effective error pattern.
k = 1. A unique error pattern yields a valid checksum. The resulting packet is passed
up the stack.
k > 1. Multiple error patterns can recover a packet with a valid checksum. Which
(if any) corrected packet is the original packet is undecidable; a failure is declared.
Since the number of candidate error patterns increases exponentially with ne, the
computational overhead becomes prohibitive if we attempt to merge two packets that
differ in a large number of bits. The probability of hidden errors increases with ne,
and furthermore, so does the probability of the case k > 1 occurring. We can see
this intuitively by considering the extreme case where both packets differ in all bits,
in which case we would iterate through all 2L possible packets. For these reasons,
we introduce an algorithm parameter nmax that upper-bounds the largest value of ne
for which packet merging is attempted. If the merged error mask contains more than
nmax errors, merging is not attempted and a failure is declared. Besides bounding
the number of candidate packets searched, this parameter also controls the two key
performance metrics that are probability of merging success, and probability of false
positives. We shall see in Section 8.4 that the effective choice in our implementation
is dictated by the computational constraints of merging more than the probability of
false positives.
For a given set of parameters (bit error rate, packet length), the error correction
performance of this merging algorithm is characterized by two measures. The first is
the probability of success (the original packet is correctly recovered from two corrupt
2Merging is not attempted if the two received packets have differing checksums, since this means that
either both packets are different (in which case combining is pointless), or that one of the checksums has
errors, and we cannot know which (if any) is correct.
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copies), and second the probability of false positives (the algorithm produces a ’re-
paired’ packet that is different than the original packet, but for which the checksum
is correct). Clearly we wish to maximize probability of success whilst minimizing
probability of false positives. Note that even without packet merging, the probability
of false positives is never zero, because a CRC checksum cannot detect every possible
error pattern. The key is then to ensure that merging does not significantly increase
the probability of false positives with respect to a standard receiver.
Merging increases the probability of false positives by at most a factor of 2nmax .
Note that in the absence of hidden errors, the error pattern that effectively occurred
is present in the set of candidates. Therefore a false positive can only occur in the
presence of hidden errors: if there are no hidden errors, and if there is an additional
’false positive’ error pattern giving the correct checksum is correct, then the algorithm
finds more than one candidate repaired packet and declares a failure (case k > 1).
This further reduces the probability by a factor of at least nmax/L.
Decoding and merging failure probability
We consider i.i.d. bit errors with bit error probability pe. With the (8, 4) Hamming
code which can correct up to one error per codeword, jointly decoding two packets
fails if any codeword has more than one error. The decoding failure probability ρ is
thus:
ρ = 1− ((1 − pe)8 + 8pe(1 − pe)7)L/4. (8.1)
where the the exponent is L/4 because the decoder operates over two packets of length
L bits, or equivalently L/4 codewords of 8 bits each.
Merging fails in the presence of hidden errors or when both corrupt copies contain
together more than nmax errors. For simplicity, we approximate the probability ρ˜ of
this event by the probability that two corrupt packets contain less than nmax errors,
noting that the probability of hidden errors approaches 0 for small values of nmax.
ρ˜ = 1−
nmax∑
i=0
(
2L
i
)
pe
i(1− pe)2Lpkt−n (8.2)
Efficient CRC computation
The overhead of the CRC computation is critical, because for each candidate error
pattern, packet merging must re-compute the CRC on the packet corrected with the
error pattern. For example, in MRD [76] the CRC is computed in a non-incremental
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fashion, and was found to be the bottleneck for the entire combining process. Since
the set of bits that change between each candidate packet is small (at most nmax),
recomputing the CRC over the entire packet is redundant. However, existing incre-
mental CRC algorithms (such as those for ATM/IP networks [11]) do not apply here
because they assume that only bits at fixed positions (in packet headers) can change
at each hop. In our case, the candidate errors can be anywhere in the packet.
We now describe an incremental algorithm that recomputes the CRC on a packet
with one operation per changed bit. It can be seen as a extension of [11] which
removes any constraints on the changed bit’s location in the packet. We denote, as
polynomials over GF(2), the packet M(x), and E(x) the candidate errors bits (for
which we wish to recompute the CRC), we would like to compute the CRC over the
message M c(x) =M(x) + E(x):
xr(M(x) + E(x)) mod G(x) =
xrM(x) mod G(x)︸ ︷︷ ︸
fixed
+ xrE(x) mod G(x)︸ ︷︷ ︸
variable
, (8.3)
where G(x) is the CRC generator. The separation of (8.3) into a sum is possible
because the CRC is linear. Defining Ek(x) as the vector containing a single 1 at
position k and zeros elsewhere, we can further decompose the variable part of (8.3)
as
xrE(x) mod G(x) =
L∑
i=0
1i(x
rEi(x) mod G(x)), (8.4)
where the indicator variable 1i is equal to 1 iff E(x) contains a 1 at bit i. So with a pre-
computed lookup table T with entries defined as T [i] = xrEi(x) mod G(x), we can
recompute the CRC in one operation per changed bit. The table T has length L and
can be stored in ROM; in exchange we make a linear gain of L/ne in computational
overhead. As the profiling results of Section 8.4.1 will show, packet merging would
be computationally infeasible (in software) without this reduction.
8.3.4 When to Send a Plain or Parity Packet
Decoding can correct more errors than merging, and uses fewer CPU cycles (as we
shall see in Section 8.4.1). We therefore wish to maximize the probability that two
corrupt packets received successively at a node are of different types (plain and parity),
so that they can be decoded. In the case of retransmissions, this is straightforward:
the sender alternates between parity and plain. For multi-hop and flooding however,
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m Action
Plain None
Parity Invert
m n Action
Plain Plain Merge
Plain Parity Decode
Parity Plain Decode
Parity Parity Merge, invert
a) b)
Table 8.3: Receiver processing actions: a) for a valid packet m, b) for two corrupt
packets m and n.
there are multiple potential receivers, and the sender cannot know the type of any
corrupt packets already buffered at a neighbor. For a node relaying a multi-hop
packet, the initial transmission is of opposite type to the last received packet. For a
flooded packet, the sender randomly chooses between plain or parity.
Receiver processing depends on the type of packet received. A valid plain packet
is passed directly up the stack; a valid parity packet must first be inverted. Two
corrupt packets of same type are merged, and then inverted if they are parity; two
corrupt packets of different type are decoded. These actions are summarized in Table
8.3.
8.3.5 Extensions
Two simple improvements can be made to the current design. We outline them for
completeness and note that they can be implemented as extensions to SPaC. The
first is to allow the receiver to buffer more than two corrupt packets. With multiple
corrupt copies, the receiver has more candidate pairs to combine. The probability of
successful combining thus increases as
(
n
2
)
, where n is the number of packets at hand.
Note however that this also implies an increase in the worst-case computational cost.
The second improvement is to use a higher order (mn, n) code with a generator
matrix of form G = [G1|G2| . . . |Gm], where each Gi is an invertible matrix of dimen-
sion n× n. This generalizes the notion of plain and parity packets tom distinct packet
types, each being invertible in the absence of errors. A further desirable property is
that any two sub-matrices taken together form a half-rate invertible code such as the
ones considered previously in this section, so that the combiner can jointly decode
any two packets of different types. With all m packets of distinct types, the encoding
rate 1/m allows to correct yet more errors. The general form of such codes is not
known, but some specific examples exist such as the work of Alfaro and Meo [19],
who propose a third-order (24, 8) code. Though the 24-bit block length means that
decoding three packets jointly would be hard in software on sensor nodes, such a code
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is advantageous even if we only decode two packets at a time (giving a (16, 8) code),
because it decreases likelihood that any two corrupt packets are of same type. With
such a code, merging operations are attempted less frequently and the combining
success rate is increased.
8.4 Implementation
We implemented ETPD and SPaC in TinyOS and evaluated it with mica2 wireless
nodes3. The SPaC component currently works over B-MAC, a MAC layer that im-
plemnets the asynchronous duty cycling mechanism of described in Chapter 2. Our
implementation uses simple packet interfaces, and can be integrated with other link
layers such as S-MAC [110] or T-MAC [102] with minimal modifications. The ETPD
implementation is part of the lowest part of the MAC and is not cleanly portable.
We embed the type of each packet (parity or plain) in the preamble so that it does
not require additional bits.
Fig. 8.7 shows a high-level block diagram of the necessary functions. Link-layer
acknowledgement and retransmission functions are shown for completeness. Shaded
components are those required to support SPaC; white components are also present
in a non-packet combining system. On the send path, the inner encoder block imple-
ments the plain/parity decision of section 8.3.4. On the receive path, the combiner
block performs decoding or merging depending on the types of the input packets. The
receive path decision sequence is represented in Fig. 8.8.
Buffer management. Given two received corrupt packets, a node does not know if
they correspond to the same original packet, or two different packets. A buffer man-
agement strategy is therefore important to reduce the number of attempts to combine
two different packets. The current implementation records a timestamp with each re-
ceived corrupt packet, and discards a corrupt packet after a given timeout, which is
determined based on the traffic load and statically configured into the application.
Note also that combining is not attempted for packets with differing CRCs (except
for multi-hop packets). There are no explicit mechanisms to detect if two corrupt
packets come from different originals – whenever the receiver has two corrupt pack-
ets, combining is attempted. This means that combining two different packets, which
will fail and is a waste of CPU cycles, can sometimes happen.
Our assumption of a low-rate application is key to this design choice: with a
short enough timeout, cache pollution and cross-traffic (where two different corrupt
3This work predates our work on anypath routing; and consequently uses an earlier generation of
wireless sensor nodes and different testbeds.
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Figure 8.7: Block diagram of packet combining functions on transmit/receive paths.
packets arrive in a smaller interval than the timeout value) are infrequent. More
sophisticated buffer management strategies are possible. For example, determining
the timeout adaptively, or not buffering a corrupt packet that can only be sent once
(such as local broadcast packets sent by a routing protocol). Another option would
be to add a randomly chosen identifier (with error protection) to each packet, but the
overhead of adding a fixed field to each packet would outweigh the gain from making
a few less unnecessary combining attempts.
Multi-hop packets. Routing headers on multi-hop packets usually contain fields
that change at each hop, such as next-hop address or distance to destination. Com-
bining packets with differing contents would fail, and so it is necessary to take into
account the header fields which may change at each hop. Our current implementa-
tion treats multi-hop packets differently from single-hop and broadcast packets, and
ignores these fields from the CRC and combining operations. A future improvement
will consist of applying the incremental CRC to the modified fields rather than ignor-
ing them.
Memory Footprint. Wherever possible, we used pre-computed table lookups for
encoding, decoding and merging. The memory overhead depends on the maximum
packet length defined for the application. With the default value of 29 bytes, the
ROM footprint of our implementation is 5580 bytes, including code and lookup ta-
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Figure 8.8: Receiver Flowchart.
bles. The RAM footprint includes two packet buffers and totals 158 bytes. A detailed
breakdown is given in Table 8.4.
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Component RAM ROM (code) ROM (tables)
ETPD 8 450 256
Pkt Combining 2L + 78 3674 16L + 512
Table 8.4: Memory footprint in bytes, as a function of maximum packet size L.
Equivalent
CPU Cycles transmitted bits
Function L=29 bytes 128 29 128
Encode/Invert 436 1673 1.1 4.3
Decode 2155 9234 5.6 24.1
Diff 1228 4396 3.2 11.4
Merge (ne = 2) 172 172 0.5 0.5
Merge (ne = 4) 1563 1563 4.1 4.1
Merge (ne = 6) 9305 9305 24.2 24.2
Table 8.5: Worst-case CPU overhead of SPaC functions. The CPU energy used for
each function is compared with the number of bits that the radio would transmit to use
equivalent energy.
8.4.1 CPU Overhead
We evaluated the CPU overhead of all packet combining functions using a combi-
nation of manual inspection and scripts that we derived from the PowerTossim [93]
distribution. We also converted the computation cost of each function into equivalent
communication cost4 to allow easy comparison between CPU and radio energy costs.
The scripts disassembled the binary image (compiled at -O3 gcc optimization
level) and annotated each line in the c sources with the number of corresponding
CPU cycles. When a line or function was inlined at different places in the assembly
code, with different cycle counts, the script computed the average of the different
counts. We then manually summed the total cycles for each function, being careful
to account properly for loops (counting the initialization assembly once, and the loop
test as many times as the loop is executed).
For most functions, the cycle count depends on the input packets and error pat-
terns. For example, in the case of a packet merging, the procedure exits early if it
encounters two candidate error patterns resulting in the same CRC (case k > 1, Sec-
tion 8.3.3), or yet earlier if the merged error mask has more than nmax errors. In the
case of a packet decoding, the decoding loop exits early if the (8, 4) Hamming code
4This translation was computed for the case where the radio sends at 0 dBm, using the constants
measured in [93]; converting to other transmit powers is simply a matter of multiplying the cycle count by
a different constant.
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detects an uncorrectable error. We present here the worst-case cycle counts for all
functions with input-dependent behavior.
Table 8.5 shows worst-case cycles and energy-equivalent radio transmitted bits for
each function. Encoding, inverting, and decoding are linear in packet size. Encoding
and inverting use negligible CPU energy in comparison to transmission, representing
less than 0.5% of the energy to transmit the packet. Decoding is barely more costly
in CPU energy, requiring less than 2.5% of a packet transmission cost.
Merging two packets requires first a “diff” operation to compute the merged error
mask (Section 8.3.3) by XORing two packets. It is then followed by a search through
all candidate error patterns and has cost exponential in ne. The overhead of merging
is sharply higher than that of other functions. We set nmax = 6 in our experiments,
as the worst-case overhead for ne > 6 becomes non-negligible in comparison with a
packet transmission cost. For ne = 6, merging is comparable to 7% of the transmission
cost for a packet with 29 byte payload, or 2% with a 128 byte payload.
In summary, the energy overhead of SPaC shown by these measurements is far
lower than the energy cost of sending a packet, even with the worst-case numbers
given in this section. It is nonetheless not negligible, in particular when considering
the simplicity of the codes used and the table-driven implementation; computation
must therefore be carefully considered in the design of more future, more complex
schemes.
8.5 Evaluation
In this section we present performance results for the three networking primitives
of Section 8.1 (single-hop with retransmissions, multi-hop routing, and flooding),
as well as end-to-end results on a live network. The results in this Section cover
the two testbeds of Section 8.2, as well as a 5-node testbed and a semi-permanent
deployment, both at EPFL’s BC building. Three very different physical environments
have therefore been considered; while they cover a substantial ground they are by no
means exhaustive.
8.5.1 Single-hop with Retransmissions
We used B-MAC’s acknowledgement mechanism with sender-side ACK timeouts in-
creased by 2 radio byte transmission periods to account for the increased receiver
processing time (this results in a maximum throughput reduction of less than 4%, in
the worst-case where the receiver must merge every two packets with ne = 6). We
built a simple retransmission scheme based on the acknowledgement mechanism that
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Figure 8.9: Single-hop throughput efficiency η as a function of raw throughput efficiency
pd.
is implemented in B-MAC. When acknowledgements are enabled, a node acknowl-
edges reception of a valid unicast packet addressed to it by transmitting a short (4
byte) “ACK” code. The sender waits a short period for the acknowledgement, and sets
ack field in the the packet structure appropriately before signalling the sendDone()
event, allowing the upper layer to take some action (e.g., retransmit the packet) if
the packet is unacknowledged.
We define the single-hop throughput efficiency η (or simply throughput) as 1/Nt,
where Nt is the average number of packets transmitted until the packet is successfully
accepted at the receiver. The throughput without combining is therefore pd. The
retransmission mechanism retransmits a packet up to a maximum number of attempts
Tmax, until a transmission is positively received. We set Tmax = 5 for the experiments
of this section. We ran these experiments over 20 pairwise links (using a 5-node
subset of the testbed), with varying transmission power and packet lengths. Nodes
dumped all sent and received packets via the serial backchannel, as for our bit-level
measurements. When a node successfully combined two corrupt packets into a valid
one, this packet was also logged, allowing us to distinguish in the logs which valid
packets were the result of a combining operation. In addition, the sender logs showed
how many retransmissions were needed for each sent packet.
Fig. 8.9 shows the observed throughput efficiency η as a function of underlying link
delivery pd, as well as the theoretical curve from Appendix 8.7. The theoretical curve
qualitatively matches the empirical data, and is a good approximation for pd > 0.6.
For lower values of pd, the theoretical curve has an upward bias. This is due, at least
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Figure 8.10: Shortcut link measurements and impact of SPaC on multi-hop routing
performance.
in part, to the finite number of retransmissions Tmax used in the experiments.
The empirical results show that many links with a raw PDR of 5-20% see a
throughput increase of over 100%; for some links the increase is more than five-fold.
Links with a raw PDR between 30% and 70% see a throughput increase between 5%
and 50%. Single-hop combining makes little difference on links above 90% PDR. As
expected from the analysis of Section 8.7, the strongest gains come on links with low
delivery rate. Single-hop packet combining is therefore most useful on links that are
persistently poor, or when links are temporarily degraded by environmental changes.
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Figure 8.11: Shortcut link on a two-hop segment.
8.5.2 Multi-hop Routing
In multi-hop routing, packet combining can happen using overheard corrupt packets
at upstream nodes in the route, in addition to combining hop-by-hop retransmissions.
We first consider routing without hop-by-hop retransmissions, in order to see what
gains are possible only via multi-hop overhearing. We used trace-driven simulations
over traces generated from every node in turn (in a 25-node subset of our testbed)
sending a broadcast packet, up to a total of 200 packets per node. Receivers dumped
received packets (including corrupt ones) through the backchannel. This was repeated
ten times, for three transmission powers, giving us a total of 30 connectivity snapshots.
We use Hull et al’s metric of multi-hop efficiency [42] and define ηm as the number
of hops useful packets travel divided by the total number of packet transmissions.
Multi-hop efficiency is a key measure because energy is a scarce resource in low-rate
sensor networks. We also consider end-to-end reliability of two-hop paths.
For simplicity we consider only the corrupt packets heard one hop ahead of the
next hop (i.e., the corrupt packet overheard at node C in Fig. 8.11); the results given
here therefore do not incorporate possible gains when a node more than two hops out
overhears a packet. We consider a two-hop route segment with three nodes A,B,C
as in Fig. 8.11. We note pABd and p
BC
d the packet delivery rate on the segment’s two
hops, and pACd the delivery rate from A directly to C. Many approaches to link cost
estimation and route selection are possible. Due to lack of space, we focus here only
on a simple routing metric that maximizes end-to-end delivery rate, with link quality
estimation being the average delivery rate seen on that link in the full 200-packet
trace. Using the empirical pairwise delivery matrix, we identified all feasible two-hop
segments that might be chosen by such a protocol, that is those segments for which
pABd p
BC
d > p
AC
d . The schemes examined in this section are evaluated over all such
feasible segments.
How often the multi-hop form of packet combining from Fig. 8.1 occurs depends
on the link between A and C. On a route A,B,C, what quality link exists (if any)
between A and C? Does C overhear many packets, good or corrupt, from A? Fig.
8.10(a) shows the CDF of pACd and of p
AC
c . In many route segments, corrupt packets
from A are frequently received at C. For example, in half of the route segments
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considered, C receives over 40% of A’s transmissions (with errors). The number of
packets overheard at C without errors is much smaller.
We consider two routing schemes: single-path routing and anypath routing. The
difference between both schemes is that in anypath routing, packets from A overheard
without errors at C are counted as successful transmissions5. Using the packet traces,
we then evaluated the efficiency of both schemes with and without packet combining.
The results are shown in Fig. 8.10(b) (omitting segments for which pABd ≥ 0.99 and
pBCd ≥ 0.99, since these already have near-perfect delivery). This data shows that even
using only multi-hop combining and no hop-by-hop combining, packet combining often
improves the efficiency of two hop route segments. There are two main regions in Fig.
8.10(b). The right half is the region with high efficiency paths. These paths have good
links and there is little opportunity for packet combining to improve performance. The
left half is the region with low efficiency paths. In this region packet combining is
more frequently invoked. With packet combining, less than one-third of paths have
ηm < 0.4, whereas nearly half of paths have ηm < 0.4 without packet combining.
Anypath routing offers a comparatively smaller advantage. Figure 8.10(c) shows the
effect of packet combining on end-to-end delivery rates for single-path routing. Since
SPaC does not transmit more data than the equivalent link-layer without SPaC, it
never decreases performance. As in the case of single-hop with retransmissions, gains
are strongest with long packets.
Routing with hop-by-hop retransmissions
We now look at the gains from combining when hop-by-hop retransmissions are used
at each hop. The acknowledgement and retransmission mechanism is the same as in
Section 8.5.1, with the setting Tmax = 3. Figure 8.12 shows the CDF of multi-hop
efficiency ηm for single-path routing, with and without combining. It is qualitatively
similar to Fig. 8.10(b), with an overall improvement in efficiency for both protocols. In
comparison with Fig. 8.10(b), packet combining offers greater gains with hop-by-hop
retransmissions than without. Gains increase with retransmissions because there are
more opportunities to combine packets. The third curve in Fig. 8.12 shows efficiency
when only hop-by-hop packet combining is allowed, in other words when corrupt
transmissions from A overhead at C are not exposed to SPaC. This curve shows that
the additional gains from multi-hop combining are appreciable in comparison to the
gains from hop-by-hop HARQ.
5In further work, one could assume a distributed coordination scheme which allows B to learn when C
overhears a direct transmission [9]. We do not assume the use of such a scheme, and so B forwards the
packet even when C has received it successfully.
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with hop-by-hop packet combining only (SP-SPaC-H), and unrestricted packet combining
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8.5.3 Flooding
We now turn to the network flooding primitive described in Section 8.1.1. The proto-
col used was the standard TinyOS broadcast implementation (tos/lib/Broadcast/),
which is a simple flooding protocol with sequence-number based duplicate suppression.
We made 6 interleaved runs, with one run consisting of a series of 1000 consecutive
floods followed by a second series of 1000 floods with SPaC. The originator was a node
in the center of the network, who originated floods at one second intervals. In our first
experiments, we observed that with the default backoff timer settings of B-MAC [84],
a large number of packets were lost due to collisions. This observation was inferred
from the bit-error distribution of received packets: corrupt packets had sharply higher
numbers of bit errors than observed in Section 8.2.1, and these bit errors were often
present in large bursts. We then increased the MAC layer backoff timers to operate
in a non-congested and hence more efficient regime.
Fig. 8.13(a) shows the delivery rate for all 39 nodes, with and without packet
combining, with node 22 being the originator. Nodes 19 and 34 were not responding
properly and show up as having received no flood packets. A first observation is that
packet combining increases the delivery rate for all nodes that did not already have
100% delivery without packet combining. For nodes 1-14, the delivery increased by
over 75%, while for nodes 15-18 and 37, delivery increased by over 25%. A second ob-
servation is that the graph has marked plateaus (nodes 1-14 and 20-33), within which
the increase in delivery rate due to packet combining is constant. These observations
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Figure 8.13: Flooding delivery rate (left) and scatter plot of end-to-end delivery rate in
SensorScope (right).
indicate that the network is heterogeneous, with well connected sub-clusters within
which a packet is reliably propagated to every node. Inter-cluster connectivity how-
ever is weaker, and it is at the border nodes between clusters that packet combining
makes a difference to the overall reception rate. We tested this hypothesis by running
similar experiments with different flood originators, and saw that indeed, within ei-
ther group (nodes 1-14 and 20-33), nodes had similar delivery rates independently of
the originator.
The impact of packet combining on flooding clearly depends on the network topol-
ogy. In a dense (homogeneous) network (and assuming that protocol parameters are
properly set to avoid excessive collisions), nodes will receive most flooded packets cor-
rectly and packet combining functions are rarely invoked. In a sparse (homogeneous)
network with a large number of poor links (such as the example of Figures 8.2), packet
combining will operate at many nodes, since they frequently receive more than one
corrupt copy of a flooded packet. In the case of a heterogeneous topology such as
the one we used, packet combining operates at a small subset of nodes, essentially on
either side of the weak links between sub-clusters.
8.5.4 Breakdown of Combining Attempts
The results given above relate the performance improvement from packet combining
with the underlying link or path delivery rate. They allow us to compare theoretical
and empirical performance, and to evaluate the effect of underlying topologies and
channel conditions on the behavior of the scheme.
We now investigate the behavior of packet combining at a more fine-grained level,
to gain insight on how frequently merging and combining operations respectively come
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Attempted Successful
Operation Single-hop Multi-Hop Single-hop Multi-Hop
Decode 83% 64% 44% 48%
Merge 17% 36% 14% 22%
Table 8.6: Breakdown of attempted and successful combine operations between decode
and merging.
into play, and what their associated success rates are.
Table 8.6 gives the breakdown. The left side shows the proportion of attempted
merging versus decoding operations. In the single-hop case, merging is attempted
less frequently than decoding because the sender alternates between plain and par-
ity packets, and therefore the receiver only has two packets of same type when a
packet (or an acknowledgement) is missed and the two adjacent transmissions are
corrupt. For multi-hop, the sender randomly chooses between plain and parity for
each transmission, and so the breakdown is roughly even.
The second part of Table 8.6 shows the success rate for decoding and merging op-
erations. Overall, combining has a success rate below 40%, underscoring the potential
for further gains in systems using more powerful codes or multiple packets. Decoding
has a significantly higher success rate than merging. While this difference is explained
by the larger number of error patterns that can be corrected with two packets of differ-
ent types, the overall success rate for merging is still low. We processed our traces to
further understand why merging fails so frequently, and found that in a vast majority
of cases (over 90%), merging aborts because the number of differing bits between both
corrupt packets is greater than nmax. Note that in these cases merging aborts at the
“diff” step, whose processing requirements are much lower than a full merging (see
Table 8.5). Hidden errors account for fewer than 10% of merging failures, suggesting
that nmax could be increased if more CPU processing power were available, or in a
more efficient hardware-based implementation.
8.5.5 End-to-end Performance
We integrated our packet combining implementation into SensorScope [90], an indoor
monitoring network deployed at EPFL. SensorScope is a long-running deployment
consisting of 18 mica2dot nodes installed throughout a 4 story campus building. The
radio stack uses our ETPD implementation, an ACK-based retransmission mecha-
nism, and B-MAC asynchronous duty cycling ( [84]). One experiment consisted of
logging all sensor data packets received at the basestation over a duration of 40 hours.
The network was re-configured at hourly intervals (via broadcast commands) to alter-
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nate between enabling and disabling packet combining. This entire experiment was
repeated twice, changing the maximum number Tmax of link layer retransmissions.
We chose SensorScope for our experiment for practical reasons: it was available
and under our control. This network should a priori see little gains from packet
combining, due to three reasons. The first is the network’s density: most nodes have
high quality paths to the sink most of the time. The second reason is that the network
is shallow, with an average sink distance of less than two hops, and the third is that
packets are relatively short (19 byte payloads).
Figure 8.13(b) shows the end-to-end data delivery rate for each node, averaged
over all 20 runs, with and without packet combining, for two different maximum
retransmission values. We see that delivery rate with packet combining is increased
for a large majority of nodes, with 30% of the nodes seeing a delivery increase of
over 10%. Though such gains are worthwhile given the negligible overhead of packet
combining, they are weaker than the microbenchmark gains, due to the unfavorable
characteristics of SensorScope discussed above.
The question is then whether SensorScope is representative of all deployed sensor
networks. An attempt to answer this question is beyond the scope of this dissertation,
and probably premature given that sensor networks are still a nascent field. We simply
note in comparison that one of the few well-documented large-scale deployments to
date (Great Duck Island [98]) has characteristics making it far more susceptible to
packet combining gains: it is larger, has a greater proportion of multi-hop nodes, as
well as a larger proportion of weak to intermediate links.
8.6 Summary
This chapter has introduced a novel scheme for error-correction that exploits temporal
and spatial diversity through packet combining. Beside hop-by-hop communication,
the scheme also works on multi-hop interactions present in routing or broadcasting.
As such, it is fundamentally coupled to the broadcast nature of the wireless medium,
in contrast to traditional point-to-point FEC techniques that work identically in wired
and in wireless networks.
The performance gains of packet combining are promising in light of the extremely
simple codes and reduced computation that our system uses. Much room remains to
explore systems that employ more powerful codes, and that operate over more than
two corrupt packets. Integrating our merging algorithm with the block combining [76]
technique of Miu et. al. may lead to improved performance on bursty channels. While
a software implementation has low overhead for the short codes used in our scheme,
more powerful coding schemes may require hardware support for fast decoding oper-
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Figure 8.14: Markov chain model for packet combining over a single-hop unicast link.
State transitions happen at each packet (re-)transmission.
We analyze the performance gains offered by packet combining as a function of
the underlying link quality and of packet length. Our analysis explicitly considers
the probability of missed packets, which means that two consecutively received pack-
ets may be of same type, even when the sender alternates between plain and parity.
We consider a retransmission scheme where the sender repeats the transmission of
a packet, alternating between plain and parity encodings, until it has successfully
received an acknowledgement from the receiver6. A reliable feedback channel is as-
sumed.
We model the sender-receiver pair with a Markov chain (Fig. 8.14) that (self-
)transitions at each packet transmission. State 1 is when the receiver has an empty
buffer. State 2 is when the receiver has a valid packet, either received directly or as a
result of combining two corrupt packets. In states 3 and 4, the receiver has a corrupt
packet. In state 3, the sender will next transmit a packet of type opposite to the
one in the receiver’s buffer; in state 4 the sender will transmit a packet of same type.
The Markov chain is irreducible and positive recurrent, and therefore has a unique
stationary distribution π.
The receiver successfully receives or combines a packet at every transition spent
in state 2. Therefore the throughput efficiency is immediately obtained from the
chain’s stationary distribution. We omit the the explicit form of π and show here
6In practice the maximum number of retransmissions is finite; therefore the theoretical throughput
considered here is an upper bound on the achievable throughput with finite retransmissions.
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only η = π(2):
η =
(1−pm)((ρ˜−1)p2m+(ρ−ρ˜+ρ˜pd) pm−ρ+pdρ+1)
(ρ˜−2) p2m+(ρ+ρ˜pd−pd−ρ˜)pm−ρ+pdρ−pd+2
(8.5)
Note that for fixed L and Lpre, all the quantities in (8.5) are a function of the single
parameter pe (or equivalently, pd), allowing us to compare the theoretical value of
η with empirical results in Fig. 8.9. Substituting ρ = ρ˜ = 1 (8.5), gives pd, the
throughput without packet combining. In the case when pm = 0, that is, if preambles
are always correctly detected, then states 1 and 4 of the Markov chain are never
visited, and (8.5) considerably simplifies:
η =
1− pcρ
1 + pc(1− ρ) . (8.6)
We observe that (8.6) does not depend on ρ˜: if pm = 0, the receiver never invokes the
merging operation.
Chapter 9
Conclusions
We close this dissertation with an enumeration of some remaining research challenges,
some avenues of future work, and a discussion of the outlook for anypath routing.
9.1 Limitations and Open Problems
This dissertation addresses the problem of point-to-point routing in multi-hop wireless
networks. Routing is a key component of a networked system’s performance, but not
the only one, and anypath routing is certainly not a panacea for all the difficulties of
building robust and scalable multi-hop wireless systems. Some prior problems that
are open with single-path routing remain to be solved for anypath routing. Anypath
routing also introduces some new design problems, in particular related to the redesign
of upper-layer protocols that are in some way (explicitly or implicitly) predicated on
single-path routing. We list some of these open problems here.
Maximizing energy lifetime
Our anycast forwarding methods for asynchronous duty cycling seek to reduce sender
energy costs by allowing shorter preambles at a given duty cycle. Note that minimizing
a node’s overall energy expenditure is not equivalent to minimizing its transmission
cost at a given duty cycle. As we have seen, a node consumes energy while listening,
and so to maximize lifetime we must jointly minimize the duty-cycle and the trans-
mission costs. Therefore, we do not claim to have found the optimal operating regime:
our technique decreases energy consumption of nodes relative to single-path routing
at the same duty cycle, but it might be possible to reduce consumption further by
jointly minimizing transmitter costs and receiver costs.
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However, this joint minimization requires knowledge of traffic pattern and of net-
work topology. Furthermore even with single-path routing, techniques to compute
the optimal operating points are known only for certain special cases. Still, even if
the absolute minimum cannot be found, it remains likely that improved energy per-
formance can be obtained if we consider, in the computation of receiver duty cycles,
the expected reduction of preamble lengths due to anycast forwarding.
Congestion
We have assumed from the outset networks with limited congestion, where links are
not consistently saturated. Beyond noting that the reduction in transmissions (under
ETX) or preamble lengths (under asynchronous duty cycling) will push back the
point of congestion, we have neither proposed nor evaluated the operation of anypath
routing with high-rate traffic inputs.
Reliability
We have also not tackled the problem of end-to-end reliability. End-to-end reliability
is typically implemented as part of a transport layer protocol, and as such operates
on top the routing layer. In an ideal layered architecture, we could simply re-use
existing reliability schemes with anypath routing; in practice this is rarely the case, as
the difficulty of making TCP work effectively over a single wireless hop has shown [5].
Note that the reverse path, used as a back-channel from receiver to sender, is not the
same with anypath routing as with single-path routing. Options include selecting one
path in the anypath and using it as the reverse path (in which case we need a strategy
for establishing this path), or using anypath routing for the reverse path itself.
Search Heuristics
For the cost metrics considered in this dissertation, finding optimal candidate relay
set fortunately did not require the worst-case search of all 2|N(i)| possibilities. Fur-
thermore, even for cost metrics where the simplifications of Section 5.4.2 do not apply,
density is unlikely to increase sharply, and thus a brute-force strategy should remain
a feasible (if not ideal) approach. However, search heuristics remain to be developed
for situations where the number of neighbors is large and where the simplifications of
Chapter 5 do not apply.
9.2 Future Directions
In this section we discuss some possible avenues of future work.
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Anypath routing in wired networks
As we have shown with synchronous duty cycling, anycast forwarding does not require
a broadcast channel in order to be useful. And, as we outlined in Chapter 3, anycast
forwarding may be useful in certain wired networks. One such example is a peer-to-
peer network where nodes are frequently disconnected; the cost (e.g., delay) to reach
any node in a group of neighbors is lower than the cost to reach a specific next hop.
This remains little more than an intuition, and it remains to be seen in more detail
if, and how, anypath routing can be exploited in such a setting.
Another possible application domain is that of delay tolerant networks (DTNs),
also known as disruption tolerant networks [27]. Traditional routing techniques do
not apply directly to a DTN because connectivity is intermittent, typically as a result
of node mobility. If node mobility patterns are periodic, then each node can has
some set of neighbors that each come and go at specific times. Deciding to use a
single neighbor to reach a destination is suboptimal from the point of view of latency;
anypath routing can be used in a manner similar as with synchronous duty cycling
in order to reduce path latency. Of course, few mobility patterns are deterministic
and periodic; an interesting challenge is to extend anypath routing to DTNs where
temporal connectivity patterns have both periodic and random components.
Alternative formulations
Anypath routing is a method for finding paths in communication network. Quite
naturally, the language, concepts, and all-around viewpoint used in this dissertation
are those of the communications and networking disciplines.
We speculate that there may be a more general formulation of anypath routing,
and that such a formulation may allow us to relate anypath routing to other graph-
centric algorithmic problems. One more abstract way to formulate anypath routing
may be to construct an expanded version of our base graph, where each node i has
2|N(i)| neighbors corresponding to each of the candidate relay sets it is “connected”
to. The difficulty lies in finding a way to express this graph expansion further than
the neighborhood of node i, i.e., defining the neighbors of node i’s neighbors, and the
links between them. This appears somewhat reminiscent of the problem of minimum-
weight traversals in hypergraphs [55].
Cooperative communication
We believe that the use of anypath routing as an underlying substrate opens up prac-
tical roads to explore novel approaches collectively known in theoretical settings as
“cooperative communication” [1]. One key aspect of many of these schemes is that
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they abandon (partially or altogether) the notion of unicast, point-to-point commu-
nication, as does anycast forwarding.
Packet combining is one such example of an error-correction mechanism that
matches anycast forwarding very naturally. Other approaches are also worth explor-
ing. One example is the integration of network coding with anypath routing. Network
coding [52, 56] allows and encourages mixing (i.e., coding) of packets at intermediate
network nodes. The use of network coding requires revisiting existing routing notions
in order to achieve this mixing of different sources.
Another example is the use of distributed source coding [87] (also known as dis-
tributed compression). Distributed source codes allow nodes having correlated data
to take advantage of the correlation and each transmit a compressed version of their
data, without any form of coordination being necessary. If we consider a packet trans-
mission to be correlated data received by multiple candidate relays, and if each relay
receives this packet with some errors, then it may be more efficient to for receivers
forward compressed versions of these noisy packets using distributed source coding
than to retransmit. We would effectively have multiple relays forwarding data from
one sender, once again this has similarities with anycast forwarding.
9.3 Discussion and Outlook
An essential feature of anypath routing, in our view, is that all of its concepts and
constructs are generalizations of single-path routing. This explains why shortest any-
path routes are found using algorithms directly derived from the standard Dijkstra
or Bellman-Ford single-path algorithms.
This feature also explains why in the worst case, anypath routing behaves iden-
tically to single-path routing, either because link costs are not decreased by adding
candidates, or because the topology is such that the shortest anypath route is a single
path. Outside of this worst case scenario, anypath routing and anycast forwarding
jointly result in less costly multi-hop communications than single-path.
Furthermore, the resulting routes are more stable than with other forms of routing,
essentially due to the integrative nature of anypath routing cost metrics. This means,
in practical terms, that an anypath routing protocol is more robust, must devote less
overhead to computing and updating routes, and is more stable with a “noisy” view
of network topology than its single-path brethren.
Finally, anypath routing also provides load balancing, since packets are spread
over different paths. Load balancing is not a primary goal of anypath routing, unlike
many multipath routing algorithms; it is in a sense provided “for free” as a side effect
of anycast forwarding.
9.4. Summary 237
These attributes, in our view, make a strong and broad case for anypath routing.
Our choice of wireless sensor networks for the protocol design of Chapter 7 reflects our
belief that these are an attractive target: energy longevity is a true challenge in many
applications, and furthermore the difficult and expensive step of relay arbitration
can be avoided in the context of low-power, low-rate link layers. Of course the true
measure of success for any networking protocol lies in its adoption and long-term use.
We have at this point laid the foundation of a promising new approach, but only time
will allow us to see whether and how this approach matures into a set of enduring
and operational network protocols.
9.4 Summary
In this dissertation, we have shown that anycast forwarding is a general and practical
way to exploit spatial diversity in multi-point wireless communication. In order to
take full advantage of anycast forwarding, we have had to revisit the notion of a
path, its associated metrics, and the protocols used to compute these paths. This
results in a generalization of single-path routing that we call anypath routing. We
have also designed, implemented, and evaluated a novel scheme for error-correction
that exploits temporal and spatial diversity through packet combining.
238 Chapter 9.
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