Color constancy is a phenomenon of perceiving the same color regardless of a scene illuminant. In the computational world, this is achieved by estimating the illuminant chromaticity and then correcting the captured image using a color correction technique. Already, various statistic-and learning-based unitary algorithms were proposed to estimate illuminant chromaticity. The computational time of the statistic-based methods varies with the statistical assumptions used and most of the learning-based methods have a very high computational time.
INTRODUCTION
The output from a digital camera is affected by the surface reflectance, camera sensitivity and illuminant spectral properties. Therefore, the same scene captured under a different illumination spectrum results in a different image color. However, the human eye can perceive a relatively similar object color across various illuminants and this phenomenon is referred to as color constancy. Compu-IS&T Members. tational color constancy aims to replicate the same color stability by estimating the illuminant chromaticity from the captured image, and correcting the image. 1 Many illuminant estimation methods have been proposed and these methods can be classified into two types: (1) statistic-based methods, and (2) learning-based methods. 2 The first type of algorithms makes use of assumptions based on the statistical properties of the scene illuminant. One of the well-known statistic-based methods is White Patch algorithm (WP) 3 which uses the assumption that the highest luminance in RGB channels corresponds to the illuminant RGB values. Another well-known statistic-based illuminant estimation method is the Gray World algorithm, which is based on the assumption that the average reflection in a scene is achromatic. 4 Shades of Gray (SoG) 5 is a modified form of Gray World method which uses instantiation of the Minkowski p-norm instead of regular averaging. Gray Edge 6 is the latest algorithm of this category which assumes that the average reflection difference in a scene is achromatic. All these statistic-based methods mentioned above are derived from the Retinex theory by Land and McCann. 7 Recently, Shaobing et al. 8 proposed a statistic-based method with an assumption that the ratio of global surface reflectance to the summation of locally normalized reflectance in a scene is achromatic.
The second type of illuminant estimation method has a learning phase and this learning phase information is used to estimate the illuminant. Gamut mapping algorithm 9 is one of the first algorithms of this type which is based on the assumption that only a limited number of colors can be observed in an image captured under a given illuminant. Several extensions of these methods have been proposed which include Color-by-Correction, 10 Gamutconstrained illuminant estimation 11 and derivative-based gamut mapping. 12 In addition to this, there are some methods which use machine learning algorithms [13] [14] [15] [16] [17] [18] and probabilistic models 19, 20 for illuminant estimation. Recently, Hamid et al. 21 proposed an Exemplar-Based (EB) method that uses texture and color features to find a matching surface from the training data and estimate the possible illuminant from the matching surface. In Ref. 22 , Finlayson has proposed a learning-based method that makes use of corrected color and edge information. Since the illuminant estimation is an under-constrained problem, all the abovementioned unitary methods are based on either a statistical assumption or a trained model. Therefore, there is no unique algorithm which can be considered to perform well on images with different settings and scenes. In Ref. 23 , Hordley has done an excellent review of illuminant estimation methods and suggested that illuminant estimation can be improved by the combination of different algorithms. Later, researchers started focusing more on combinational methods and published different strategies to combine unitary methods. [24] [25] [26] [27] In Ref. 28 , Li et al. surveyed the existing combinational methods and classified them into two categories-direct combination (DC) and guided combination (GC). DC methods combine different algorithms either using the weight learned from a supervised training to combine the algorithm or directly combines the algorithm, and GC method selects the best color constancy algorithm for a specific image depending on image characteristics and estimate the illuminant using the selected algorithm. Since the weights of DC methods were optimized for a specific set of images, they are incapable of processing a wide range of images. Unlike DC methods, GC methods are free from this error-prone weight and capable of processing a wide range of image scenes. Natural image statistic (NIS), 24 image classification (IC), 25 indoor-outdoor classification, 29 3D Scene Geometry 30 and High level visual Information (HVI) 26 are some of the GC methods.
The main challenge of this GC method is to efficiently classify the images according to the image characteristics. Li et al. 28 has done an excellent study on the classification accuracy of GC methods. According to this study, there are some potential difficulties which limit the performance of GC methods. The first is the difficulty in choosing an image feature which can differentiate and correlate the images to the best unitary method (i.e., conventional statistic-and learning-based methods). Second, an increase in the number of unitary methods reduces the classification accuracy. Since the real world images consist of a wide range of image settings, it is difficult to formulate a GC method with limited number of unitary methods.
Therefore, in this article, a hierarchical classification model is proposed for selecting the optimum color constancy algorithm with higher accuracy rate. In this hierarchical model, the classifiers are arranged like a tree-like structure and the main role of this classifier is to check whether a unitary method is apt for the given image. For more understanding, a generic model of the proposed method is shown in Figure 1 . In this tree structure, every node is a classifier and leaf node is a unitary algorithm. For example, consider C 1 (i.e., first node) classifier-this classifier is trained to check whether the algorithm A 1 is suitable for the given image. If the output of C 1 classifier is true, A 1 algorithm is used to estimate the illuminant. If not it goes to the next node. Here, every classifier is trained only to classify two classes and image feature is selected according to the immediate nodes. Hence, this hierarchical model can increase the overall accuracy of GC method by sharing the classification load to multiple binary classifiers. In this method we have used computational time as the criteria to arrange the leaf node algorithm. That means the computational time of A 1 will be less than all other leaf node algorithms (A 1 -A N ). As a result the illuminant of the easiest images can be estimated using the fastest statistic-based algorithm and hard images are processed by the lowest-level leaf node algorithm. The concept of arranging the algorithm with respect to the computational time is inspired by a recent work that classifies real world images into easy and hard ones. 31 Hard images are those where multiple statistical methods are unable to estimate the illuminant within the permissible angular error (AE) and easy images are images whose illuminant can be estimated within the permissible AE by most of the statistical methods. The key contribution of this article is the hierarchical classification model which can select the fastest unitary method for the easy images and the complex unitary method for the hard images in a top down approach. The remaining part of this article is organized as follows: the performance analysis of unitary color constancy methods on a benchmark data set is discussed in ''Analysis of Unitary Methods.'' The hierarchical classification model is presented in ''Hierarchical Classification Model'' and in ''Experimental Results'' the proposed model is evaluated on real world data sets. In ''Discussion,'' comparison of a proposed hierarchical method with GC methods, run time comparison and parameter selection of a hierarchical model is discussed. Finally, ''Conclusion'' concludes the article and discusses the future work.
ANALYSIS OF UNITARY METHODS
The performance of computational color constancy methods is benchmarked using different real world data sets namely Gehler-Shi data set 32, 33 and NUS 8-camera data set. 34 Among these data sets, Gehler-Shi data set is the most commonly used data set in the color constancy literature. Therefore, this article uses the results on Gehler-Shi data set for analyzing unitary methods (i.e., statistic-and learning-based methods). The color constancy website by Gijsenji and Gevers 35 had already reported the results of many color constancy algorithms. We have used these results for in-depth performance comparison. To analyze the performance of unitary method, we select seven statistics-based methods and best performing three learning-based methods. The statistical methods include WP or Max RGB, 3 Gray World, 4 SoG, 5 first-and second-order Gray Edge, 6 Local surface Reflectance method 36 and Modified White Patch (MWP) algorithm. 37 Learning-based method includes EB methods, 21 Convolutional Neutral Network (CNN)-based method 18 and an illuminant estimation method using an ensemble of decision (ED) tree. 17 This article used AE as the statistical measure to compare the above-mentioned methods. 38 The mathematical representation of the AE is shown in Eq. (1) .
(1) Figure 2 (a) shows mean and median AE bar graph of 10 unitary methods on Gehler-Shi data set images. This graph clearly shows that the learning-based methods have outperformed all the statistic-based methods in terms of mean and median AE. However, the learning-based methods take more computational time compared to the statisticbased methods. Unlike EB and CNN-based methods, ED learning-based method uses a simple feature for estimating the illuminant. Therefore, the computational time of ED method is competitive with most of the statistical method. To compare the computational time of unitary method, the source code of the statistical algorithm is downloaded from the color constancy website and the source code of the ED method is downloaded from its author's web page. Then the run time of all these methods were measured on a Windows 7 PC with Intel i5 3.4 Ghz using Matlab 2010. The bar graph representation of the measured run time is shown in Fig. 2(b) . Since the source codes of CNN and EB methods are unavailable, the run time of these two methods is not included here. However, in Ref. 31 , the author has mentioned that the run time of CNN-based and EB method is much higher compared to ED. From this run time and AE measures, the ED can be the most efficient color constancy algorithm, although an in-depth comparison of these methods shows that some of the worst performing statistical methods in terms of mean and median AE are capable of correcting some sets of images better than the best performing algorithms.
For more understanding, we have shown the AE histogram of seven statistic-and three learning-based methods applied on Gehler-Shi data set in Figure 3 illuminant of 168 images with an AE less than 3 • which is higher compared to best performing Gray Edge algorithm. Therefore, the WP algorithm has the potential to estimate the scene illuminant. However, there are some scenes in which WP algorithm performs worse than all other algorithms due to noise or limited exposure range of camera. MWP algorithm introduced by Kloss et al. improved the illuminant estimation in a noisy environment. In MWP algorithm, RGB coordinates of image pixels are transformed into CIELab space 39 and the illuminant is estimated as the mean RGB triplet value of N% pixels with maximum lightness value. While comparing the error histogram of WP and MWP, MWP has significantly improved in illuminant estimation. The local surface reflectance method has corrected 310 images with an AE less than 3 • , which is close to the complex EB method, i.e., 353. Among all learning-based algorithms, ED method is computationally faster and its statistical metrics are close to the complex EB and CNN-based methods. However, an error histogram shows that ED method has performed worse on eight images with an AE greater than 12 • and this is more while compared to EB and CNN-based methods which are only two and five images, respectively.
Among all combination-based methods, GC methods are free from error-prone weights and capable of processing a wide range of image scenes. However, the challenge of this GC method is to efficiently classify the images according to the image characteristics. Li et al. 28 has done an excellent study on the classification accuracy of GC methods and performed an experiment to demonstrate the influence of the number of classes on classification accuracy. In this experiment, three GC-based methods, namely NIS, IC and HVI were retained with increased number of classes and recorded the performance of each algorithm on Gehler-Shi data set, SFU data set 40 and Barcelona set. 41 The classification accuracy of all three methods for three image data sets was always below 25% in this experiment and in some cases it went below 10%. Therefore, an increase in number of unitary methods of GC method will reduce the classification accuracy which in turn leads to poor illumination estimates. Since the real world images consist of a wide range of image settings, it is difficult to formulate a GC method with a limited number of unitary methods.
Further study shows that, for a given image there will be multiple algorithms which can estimate the illuminant with AE less than the permissible limit. In Refs. 42, 43, the authors have experimentally shown that the AE of estimated illuminant less than 3 • is acceptable. Based on this, the proposed method decides whether an illuminant estimation algorithm is apt for the given image. We have analyzed the performance of 10 unitary methods considered in this section on Gehler-Shi data set images. For each Gehler-Shi data set image, we have recorded the number of algorithms which can estimate the illuminant with an AE less than 3 • . These results are represented in a bar graph shown in Figure 4 . As per graph, more than half of the image scene's illuminant can be estimated by at least four algorithms. This article makes use of these findings to frame a hierarchical combinational model to select an algorithm from a set of best performing illuminant estimation algorithms for the given image. The detailed explanation of the proposed model is given in the next section. The main criteria we have considered to design this model is to reduce the classification complexity of classifiers. To achieve this, the proposed method shares the classification load to multiple binary classifiers instead of using a single multi-class classifier.
HIERARCHICAL CLASSIFICATION MODEL
This section describes the hierarchical classification framework which can be used to select one among the best algorithms for the given image. Fig. 1 shows the generic model of the proposed hierarchical classification method. In this hierarchical model the binary classifiers are arranged in a tree-like structure and the main role of this classifier is to check whether a unitary method is apt for the given image. Unlike other GC methods such as NIS, IC and HIV, the proposed method is not trained to select the best algorithm for the given image. Instead, the proposed model is trained to choose one among the available best algorithms for the input images. As mentioned in the previous section, for a given image there will be multiple algorithms which can estimate the illuminant with AE less than the permissible limit. Consider the generic model of the proposed method shown in Fig. 1 . Here there are n classifiers and n + 1 algorithms and these algorithms A 1 to A n are arranged in the increasing order of the run time. The classifier C i | i=1:n is trained to check whether the algorithm A i is good enough to estimate the illuminant of input images. Suppose more than one algorithm in the hierarchical model can estimate the illuminant with AE less than the permissible limit of a given image; then the proposed model will select the one with lower run time. Therefore, the proposed model is to choose the fastest among the available best algorithms for the given image.
The hierarchical model designed for Gehler-Shi data set is shown in Figure 5 . For this model, we have chosen four unitary methods. This selection of unitary method is based on the analysis results shown Analysis of Unitary Methods. Fig. 3 and Table I show the in-depth comparison of the unitary method. Based on this comparison, we have chosen ED method as a representative of the learning-based method. The main reason to select ED method is that it is the best among all the learning-based methods in terms of both computation speed and performance. In addition, we have also chosen three statistical algorithms namely WP, SoG and MWP algorithms. Later, these statistical algorithms are arranged in the proposed hierarchical structure based on its computational speed and the last leaf node is assigned with ED learning-based method. Fig. 2(b) shows the run time of the selected algorithms. WP algorithm is the fastest among the selected algorithms which is followed by SoG and MWP. Therefore, the first leaf node is assigned with the WP algorithm and the subsequent leaf nodes are assigned with SoG, MWP and ED algorithms. The detailed explanations on classifier node training and selection of image feature for Table I this node are given in the Classifier and Image Features. To reduce the computational complexity the proposed method uses simple features and these simple features vary with each classifier node.
Classifier and Image Features
This article uses a Gaussian support vector machine (SVM) classifier as the classifier nodes and train the classifier with the real world data set. To decide the input feature for each classifier, firstly a pool of features that consist of an illuminant estimated using statistical algorithm are used in the model (i.e., WP, SoG and MWP methods) and also the input features used in the ED learning-based method (i.e., average color chromaticity, brightest color chromaticity which is same as the illuminant estimated using WP, dominant color chromaticity and the chromaticity mode of the color palette) is created. The main reason to choose this as the feature candidate for the classifiers is to reduce the overall run time.
Later, the combination of the best features for each classifier is selected from this pool. In the proposed model, C 1 (i.e., first node) classifier is trained to check whether the WP algorithm is suitable for the given image. Before training C 1 classifier, the trained images are labeled according to the ability of the WP algorithm to correct the specific image. We set the AE threshold to check the suitability of the algorithm as 3 • . If the WP is able to estimate the illuminant of a trained image with AE less than 3 • then that image is labeled as true and if it is greater than 3 • it is labeled as false.
The rg chromaticity of the estimated illuminant illum wp est by the WP algorithm is used as the input feature for C 1 classifier. The main reason to choose this simple feature for C 1 classifier is to reduce the computational cost. While choosing the C 1 SVM classifier parameter we have given the first priority to avoid the misclassification of images in which WP algorithm performs worse. This means that instead of tuning the C 1 classifier to classify the maximum number of images which can be solved by WP correctly, we have tuned the C 1 classifier to reduce misclassification probability of those images in which WP miserably fails. As we discussed in the previous section, the illuminant of most images can be efficiently detected by multiple algorithms. Therefore, in this hierarchical model, misclassified images in the upper level classifiers can be assigned to the next best algorithm. Another advantage of this hierarchical model is the flexibility in choosing a simple feature which can reasonably classify the images rather than going for precise high level features. Figure 6 shows rg chromaticity distribution of an estimated illuminant using WP algorithm for a set of images in which WP algorithm performs worse (red) and effectively (blue). This distribution shows two distinct clusters of points that can be separable. This shows that illum wp est is a reasonably good image feature for the C 1 classifier.
The second leaf node in the proposed model is to check the suitability of the SoG algorithm for the input image. We have used the same principle as that of C 1 classifier to label the data set images for training the C 2 classifier. The rg chromaticity of the estimated illuminant illum SoG est by the SoG algorithm is used as the input feature C 2 classifier. Figure 7 shows distinguishable rg chromaticity distribution of illum SoG est . Similar to C 1 classifier, C 2 classifier parameters are tuned to reduce the misclassification probability of images in which SoG algorithm fails badly.
The C 3 classifier is the last classifier node in this model. This classifier decides whether the modified WP algorithm (MWP) or the illuminant estimation method using ED tree method is suitable for the input image. For the C 3 classifier training, the training images are labeled according to the ability of the MWP algorithm to correct the images. Similar to C 1 and C 3 classifiers, the AE threshold is kept at 3 • . Unlike the preceding node classifier, C 3 classifier used three image features. The rg chromaticity of the illuminant estimated 
using MWP, Gray World (GW) and SoG algorithms was used as the image feature. We have tried a different combination of illuminant estimated by the simple statistic-based method and the rg illuminant chromaticity combination of MWP, GW and SoG algorithms worked reasonably well. The selection of these image features and the tuning of C 3 classifier parameters have been done to reduce the misclassification probability of images in which MWP algorithm underperforms. In this proposed model, lowest end node is the learningbased algorithm, i.e., ED algorithm. For the image feature selection of all classifier modes, we have given good leniency to reduce the overall complexity. Due to this, some of the images cannot be appropriately classified to the preceding end node algorithms. Therefore, ED algorithm is retrained to handle this set of images more accurately. Since more training images with ground illuminant are expensive to get, in this article, we use data argumentation to obtain more training data. The idea of extending the number of training images is inspired by Lou et al. 44 For the extension of training set images to train ED algorithm, initially we have recorded the illuminant at which all the classifier nodes fail to classify the images to one of the statistical leaf node algorithm and also the illuminant that is hard for WP, SoG and MWP algorithms to estimate. For the remaining training data set images, we correct the illuminant chromaticity using the diagonal model with the help of its ground truth illuminant. The recorded illuminant is then applied to the corrected images using a diagonal model to generate more training images. Thus, we have used a combination of data set images and newly generated images to retrain the ED method. Table II illustrates the individual performance comparison of C 1 , C 2 and C 3 classifiers. C 1 , C 2 and C 3 classified 108, 175, and 194 images to WP, SoG and MWP algorithms, respectively. Out of this, WP, SoG and MWP can solve 79%, 80% and 83% of images with an AE less than 3 • . The mean, median and mean of Worst 25% AE of these classified images shows how efficiently this classifier chooses the images for the respective algorithm. More discussion on the performance of the proposed method on Gehler-Shi and NUS data sets, and result analysis are given in the Experimental Results.
The overall framework of the proposed hierarchical model can be seen in Figure 8 . In the training phase, all the SVM classifier models are trained with a different set of image features and class labels extracted from the training images. In test phase, the image features are extracted from the test image and used with the hierarchical classifier to predict one of the best algorithms for the test image.
EXPERIMENTAL RESULTS
In this section, the proposed hierarchical model is compared to the state-of-the-art methods on Gehler-Shi and NUS 8-Camera data sets. The Gehler-Shi data set consists of 568 images with a wide range of scenes that include both indoor and outdoor scenes. NUS data set consist of 1736 images captured using eight different cameras. The color checker board in the data set images were masked during the experiments for an unbiased comparison of the proposed method with the state-of-the-art algorithms. For each data set, we give a performance statistic of the proposed method and other state-of-the-art methods. This article used AE as the statistical measure to evaluate the methods as it is most widely used. Unlike the previous work, this article provides a thorough comparison with AE histogram and statistical metrics such as mean AE, median AE, mean of the best 25% AE, mean of the worst 25% AE and tri-mean AE.
Gehler-Shi Data Set
This data set is the largest color constancy data set to date which includes a wide variety of challenging scenes. This data set suits learning-based method due to the large number of images. The proposed method was compared against 22 previous methods which included unitary and combinational methods. The color constancy website by Gijsenji and Gevers 35 has already reported a performance comparison of many color constancy algorithms. The results of the Gray World, WP, SoG, first-and second-order Gray Edge and CNN-based methods are referred from this website. For MWP algorithm, we had implemented in Matlab and recorded the AE of estimated illuminant for Gehler-Shi data set images. The results of the remaining method were referred from the journal article of ED 17 method.
For testing the performance of the proposed hierarchical method, the data set images are labeled according to the labeling criteria mentioned in ''Classifier and Image Features.'' Later, training and test image sets are made by three-fold cross validation, i.e., in each fold training and test set consist of 379 and 189 images, respectively. This training set is used to model the SVM classifier network and efficiency of the model is checked on the test image sets. This process is repeated three times so that all the images come once in a test image set. Table III shows the statistical metrics of the proposed model and state-of-the-art algorithms. The Table III . Performance comparison of proposed hierarchical method against various other illuminant estimation methods on Gehler-Shi data set.
proposed method surpassed all prior art results in terms of mean AE and worst 25% mean AE. ED method has a slightly better median AE, best 25% mean AE and tri-mean AE compared to the proposed approach. However, the worst 25% AE of the proposed method is far better than ED algorithm. For an in-depth comparison, AE histogram of some best performing methods and the proposed method is shown in Figure 9 . The proposed method estimated the illuminant of 78.7\% images with AE less than 3 • and 96.3% images with AE less than 6 • . This is far better than other state-of-the-art methods. Therefore, the proposed method is more robust and capable of estimating an illuminant with lower AE for a wide range of image scenes.
NUS 8-Camera Data Set
NUS 8-camera data set is the most recent color constancy data set which consists of 1736 images captured using eight cameras. This consists of more than 210 individual scenes and each scene is captured using different cameras. The proposed method was compared against 17 previous methods which include unitary and combinational methods. The results of these methods on NUS data set are taken from Ref. 34 and Ref. 17 , except for the MWP algorithm. For MWP, we had implemented in Matlab and recorded the AE of the estimated illuminant for NUS data set images.
During the selection of algorithm for the formulation of the hierarchical model, we have found that the statistical algorithm combination of GW and MWP has the similar performance as that of the WP, SoG and MWP combination. Therefore, in addition to the 4-node model, a 3-node model using GW, MWP and ED was proposed for NUS data set. Figure 10 shows the hierarchical 3-node model used for the NUS data set. The proposed models are 3-fold trained and tested on each camera subset. Table IV shows the statistical metrics of the proposed models and prior state-of-the-art algorithms. The two proposed models have similar performances on NUS data set images and both the models surpassed all prior art results in all five metrics. The mean, median and best 25% AE of the ED and the proposed method are less than the permissible AE . However, this does not mean that these algorithms have similar performances. Since the real world consists of a wide range of scenes, the main criteria to choose an algorithm is the ability of the algorithm to estimate the illuminant with AE less than 3 • for a wider range of image scenes, i.e., robustness of the algorithm. AE histogram of the best performing ED method and the proposed 3-node and 4-node models is shown in Figure 11 . Out of 1736 images, the proposed 3-node and 4-node models estimated the illuminant of 1449 and 1464 images, respectively, with an AE less than 3 • , i.e., 83.47% and 84.33% of images. Therefore, the proposed method is more robust. In addition, the proposed method has significantly less worst 25% AE which is also the measure of robustness. 48 Table IV . Performance comparison of proposed approach against Gray World (GW), 4 White Patch (WP), 3 Shades of Gray (SoG), 5 General Gray World (GGW), 6 first-order Gray Edge (GE1), 6 second-order Gray Edge (GE2), 6 Bright-and-dark Colors PCA (BD), 34 Local Surface Reflectance Statistics (LSR), 36 Modified White Patch (MWP), 37 Pixels-based Gamut (PG), 46 Edge-based Gamut (EG), 46 Bayesian framework (BF), 32 Spatio-spectral Statistics (SS), 48 Natural Image Statistics (NIS), 24 Corrected-moment method (CM), 22 Color dog (CD) 49 and ensemble of decision (ED) tree-based method 17 on NUS data set.
The ''Worst 25'' measure is of particular interest for color correction applications, since it is the grossest errors which are least acceptable to the viewers of photographs. 32 
DISCUSSION

Comparison with Guided Combination (GC) Color Constancy Method
Here, NIS is selected as the representative for GC methods. For comparison, we have retrained the NIS algorithm to select the best algorithm from GW, MWP and ED algorithms with Weibull parameters as the input feature and Mondrian images 35 as the training images. Also, we trained a hierarchical model with Weibull parameters as the input feature for all node classifiers and training images are labeled based on the permissible AE (i.e., 3 • ). Table V shows the results of these two trained models applied on NUS data set images captured using Canon EOS-1Ds. The hierarchical model has outperformed the multi-class NIS algorithm in all six matrices. In addition, while comparing the statistical metrics of the model trained with simple features mentioned in ''NUS 8-camera data set,'' there is no significant improvement by using the Weibull parameter as the image feature. Therefore, the selection of a different set of image features for each node classifier has significant effect in the proposed hierarchical model rather than using a single set of high level features.
Timing Comparison
The run time required to train and test a machine learningbased method is important to check the suitability of a method for a practical application. The training and test time were measured on a Windows 7 PC with Intel i5 3.4 Ghz using Matlab 2010. Table VI shows the training and testing time of the proposed 3-node and 4-node models for the NUS data set images captured using Canon EOS-1Ds. The proposed method has multiple classifiers and a learning-based end node algorithm. The training time of the proposed method mentioned in Table VI includes training of all node algorithms as well as training of learning-based end node algorithm. Therefore, the training time of the proposed method is slightly higher. The testing time of the proposed method depends on the end node algorithm chosen by the hierarchical model. The minimum and maximum run time for the 3-node model is 0.67 sec and 2.43 sec, respectively and the 4-node model is 0.72 sec and 2.76 sec, respectively. Since the end node algorithms are arranged in ascending order of run time, easy images are processed quickly by the fastest algorithm and hard images are handled by a learning-based or complex statistical method.
Parameter Selection of the Hierarchical Model
To finalize the number of classifier nodes and leaf node algorithms, we had done an experiment on Gehler-Shi data set images. Gehler-Shi data set is the most commonly used data set in the color constancy literature. Here, we have considered two factors for the selection of the algorithm. One is the computational complexity and the other one is the capability of algorithms to estimate an illuminant with AE less than 3 • . We have considered conventional statisticand learning-based algorithms to model the hierarchical method. Among all statistical methods, WP and Gray world (GW) algorithms are the ones with least run time. Among these two algorithms, WP algorithm is capable of estimating an illuminant of 158 images out of 568 Gehler-Shi data set images with an AE less than 3 • , whereas GW algorithm is capable of only 96 images. Therefore, WP algorithm is a straight selection for the first node of the hierarchical model. In addition to that, final node algorithm of the hierarchical model is a learning-based algorithm and ED algorithm is the best option for that, considering its good computational speed and performance. Since, the last node algorithm is a learning-based method, the hard images which cannot be handled by statistical method can be assigned to it. Therefore, WP and ED algorithms are the first choice for the hierarchical structure. The next task is to decide how many more node algorithms have to be added to this hierarchical structure, so that images which can be solved with the statistical method are assigned to one of the statistical algorithm and the hard ones are assigned to the learning-based algorithm, i.e., ED. For that we tried a different combination of the remaining statistical methods with WP. The bar graph shown in Figure 12 represents the maximum number of images that the best two-algorithm, three-algorithm and four-algorithm combinations can estimate an illuminant with AE less than 3 • . Among these, the three-algorithm combination can estimate an illuminant of 400 images out of 568 with an AE less than the permissible limit which is very close to the four-algorithm combination. Since the overall speed of the proposed model reduces with an increase in the number of node algorithm and three-and four-algorithm combination has high correlation, the three algorithm combinations had chosen to model the hierarchical method. The member algorithms of three-algorithm combination which shows the best performance are WP, SoG and MWP. Therefore, the proposed 4-node model for Gehler-Shi data set consists of WP, SoG, MWP and ED algorithms. Unlike Gehler-Shi data set, the statistical algorithm combination of GW and MWP has a similar performance as that of WP, SoG and MWP algorithm combination in NUS data set. As a result, 3-node algorithm with GW,MWP and ED also proposed for NUS data set. The 3-node model has lower run time compared to the 4-node model (Table VI) . Therefore, this article used 3-node and 4-node hierarchical model for NUS data set. The 4-node model is the generic model which has good performance on both Gehler-Shi and NUS data set. Hence, the 4-node mode can deal with diverse set of images.
To decide the classifier for each node in the hierarchical model, we considered five classification algorithms, namely linear SVM, radial SVM, decision tree, k nearest neighbor (kNN) classifier and weighted kNN for the node classifier in the hierarchical model. To select the classifier for the proposed model, we have used all the classification algorithms in the place of C 1 , C 2 and C 3 node and recorded the 3-fold cross validation accuracy on Gehler-Shi data set images. The graph in Figure 13 shows a 3-fold cross validation accuracy of each classification algorithm on C 1 , C 2 and C 3 classifier node. We found that the radial SVM showed the best accuracy in all the node positions and used it in our overall framework.
CONCLUSION
This article analyzed the performance of different unitary methods to examine the effectiveness of each algorithm. The analysis revealed that no algorithm is bad or good at estimating an illuminant for all set of images. Based on these observations, this article proposed a hierarchical classification model to select one of the best algorithms for the given image. The classification load of the combination algorithm is reduced by using this hierarchical classification model and also by an efficient way of labeling. This model is designed to choose the fastest among the suitable algorithms for an input image. The proposed method is evaluated using Gehler-Shi and NUS 8-camera data sets. Experiments showed that the proposed approach outperformed all the prior art algorithms. In the future, we plan to extend our idea to combine a statistic-and learning-based method. Therefore, both the algorithms can support each other to handle hard images.
