Abstract. In this work we present finite element approximations of relaxed systems for nonlinear diffusion problems, which can also tackle the cases of degenerate and strongly degenerate diffusion equations. Relaxation schemes take advantage of the replacement of the original partial differential equation (PDE) with a semilinear hyperbolic system of equations, with a stiff source term, tuned by a relaxation parameter ε. When ε → 0 + , the system relaxes onto the original PDE: in this way, a consistent discretization of the relaxation system for vanishing ε yields a consistent discretization of the original PDE. The numerical schemes obtained with this procedure do not require solving implicit nonlinear problems and possess the robustness of upwind discretizations. The proposed approximations are based on a discontinuous Galerkin method in space and on suitable implicitexplicit integration in time. Then, in principle, we can achieve any order of accuracy and obtain stable solutions, even when the diffusion equation becomes degenerate and solution singularities develop. Moreover, when needed, we can easily incorporate slope limiters within our schemes in order to handle spurious oscillatory phenomena. Some preliminary theoretical results are given, along with several numerical tests in one and two space dimensions, both for linear and nonlinear diffusion problems, including a degenerate diffusion equation, that provide numerical evidence of the properties of the presented approach.
PDE with a stiff system of equations is only apparent because it is possible to manage the discretization in an efficient way.
Relaxation approximations for conservation laws were deeply investigated in [29, 38, 31] and extended to the diffusive case of parabolic equations in [28, 23, 37] ; high order numerical schemes were introduced in [11, 12, 44] . Moreover, relaxation models based on the Bhatnagar-Gross-Krook (BGK) kinetic approach were developed in [30, 2] . We notice that the relaxation approximation is analogous to the regularization of the Euler equations by the Boltzmann or BGK kinetic equation [14, 18, 19, 22, 40, 7] .
The aim of this paper is to analyze from both theoretical and computational viewpoints a finite element approximation of some relaxation systems for diffusion equations of the form ∂u ∂t − Δp(u) = 0 in Ω × (0, +∞),
where Ω is a convex, polyhedral domain in R d , d = 1, 2, 3, with boundary ∂Ω = Γ D ∪ Γ N . We denote by n Ω the unit normal vector to ∂Ω pointing outside Ω, and g D = g D (x, t), g N = g N (x, t), u 0 = u 0 (x). The considered time domain is (0, +∞). Moreover, p : R → R is a possibly nonlinear function. To our knowledge, this is the first finite element approximation proposed for diffusive relaxation models.
As a typical example of this model, we might consider a homogeneous, isotropic, rigid porous medium filled with a fluid. If absorption and chemical, osmotic, and thermal effects are ignored, and if we consider for horizontal flow, it is possible to deduce the equation In the case Γ N = ∅, the variational formulation of problem (1.1) reads as follows: find u with
2. The relaxation model. Jin and Xin first proposed in [29] a way to approximate nonlinear conservation laws through semilinear hyperbolic systems with stiff source terms. The idea was to linearize the differential operator by introducing an auxiliary variable and a small positive relaxation parameter ε such that when ε → 0 + , the original equation be retrieved. For example, taking into account the scalar conservation law in one space dimension, (2.1) ∂u ∂t + ∂f (u) ∂x = 0, the following relaxation approximation was proposed:
where a is a constant. Formally, if we let ε → 0 + in the second equation, we find v = f (u), which substituted into the first equation gives back the original PDE. Moreover, it can be shown that (2.2) is a O(ε 2 ) approximation of the scalar conservation law
provided that a verifies the inequalities
which is called the subcharacteristic condition (or Whitham condition). In [29] it was also shown how the above approach could be generalized to multidimensional systems of conservation laws in a natural way by adding further auxiliary variables and equations. Subsequently, the idea to approximate nonlinear PDEs by relaxation has been extended to diffusion and convection diffusion equations; see, for example, [1, 2, 28, 29, 32, 36, 37, 11, 13] . In particular, for nonlinear diffusion equations like (1.1), a relaxation system can be obtained introducing two auxiliary variables, as described in [36] . The first step consists in rewriting the second order differential equation as a first order system through the vector auxiliary variable v and the relaxation parameter ε, obtaining Formally, in the small relaxation limit ε → 0 + , the second equation of (2. It is easy to see that when ε → 0 + we formally retrieve (1.1), which is now approximated by a semilinear hyperbolic system. If, for small values of ε, a Chapman-Enskog expansion is performed, it is easy to see that the original equation (1.1) with a negative fourth order additional term of order O(ε 2 ) is retrieved, which results in a stable perturbation of the diffusion equation. For more details on Chapman-Enskog expansion, see [15] .
Appropriate boundary conditions for system (2.4) can be deduced from those of (1.1) and are
similarly, suitable initial conditions are
We are interested in developing a numerical approximation for (2.4) in the relaxed limit, i.e., when ε = 0 (the so-called relaxation schemes), but the characteristic velocities of system (2.6) become stiff as ε → 0 + . As described in [37] , this numerical issue can be dealt with by introducing a constant (dimensional) vector α = (
whose diagonal elements coincide with the components of α. The relaxation system can be rewritten as (2.6)
where Id is the identity matrix. In the previous systems, the parameter ε 2 has the physical dimension of a time, while the dimension of w is equal to the dimension of u times length×length over time, and each component of v has the dimension of u times a velocity; finally, the dimension of the diagonal elements α 
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We notice that since for sufficiently small values of the relaxation parameter ε, the relaxation system (2.6) gives a good approximation of the original equation (1.1), integrating (2.6) becomes a convenient way to develop numerical approximation of (1.1). In fact, thanks to the simple linear structure of characteristic fields and the localized lower order term, one can easily develop numerical schemes that are simple and general and that deal with a wide class of nonlinearities. In previous works (see [11, 13] ), high order methods both in time and space were developed using finite difference schemes, while in this work we investigate the possibility of using finite element methods in order to consider more general domains. In particular, since the solutions of degenerate parabolic equations can show some behaviors that are common to hyperbolic conservation laws, like the loss of regularity and the appearance of fronts that travel at finite speed, we choose DG finite elements in order to exploit the capabilities and the flexibility of this method in convection dominated problems; see, for example, [17] . Continuous finite elements could be used instead; in this case, suitable stabilization techniques need to be employed. We do not further enter into details; we only mention that in [8] , for first order linear hyperbolic systems, a theoretical framework for the design and analysis of both stabilized continuous and DG finite element space discretizations has been studied.
For the time discretization, we use IMEX-RK (implicit-explicit Runge-Kutta) schemes. We use IMEX-type methods because of the presence of two different scales in (2.6), namely, a nonstiff one on the (linear) left-hand side, which can be safely treated by explicit methods, and a stiff one on the (nonlinear) right-hand side, which requires implicit methods. Since we consider the relaxed limit (ε = 0) like in [11, 13] , the IMEX schemes reduce to explicit ones (see (3.6) below).
Explicit time stepping offers some advantages. First, we can avoid solving nonlinear systems; then, it is possible to recover desirable properties of the solutions (positivity and monotonicity), for instance, by including slope limiters (see the end of sections 3.2 and 5.2). A drawback is that stability requires the standard parabolic CFL condition, which constrains the time step to be proportional to the square of the mesh size.
3. Numerical schemes. High order numerical schemes for systems like (2.6) were developed in [11] , first integrating in time and then approximating in space with finite differences. As mentioned, we follow these ideas and obtain first a semidiscrete scheme applying an IMEX-RK time integrator and then a fully discrete scheme by using a DG spatial discretization.
Time semidiscretization.
System (2.6) can be recast into the form
where s := (u, v, w) T and (s) . We highlight that g is a linear function, whereas h ε is a nonlinear function.
A high order time semidiscretization of (3.1) can be achieved by using an IMEX scheme as described in [5, 39] , which allows us to treat implicitly the stiff term on the right-hand side and to keep explicit the linear left-hand side of (3.1). Moreover, since the adopted IMEX scheme is only diagonally implicit, each implicit equation can be solved autonomously and does not match with the other equations.
For simplicity, we consider a uniform time step Δt: denoting with s n the numerical approximation of the variable s at time t n = nΔt, for n = 0, 1, . . . , a ν-stages IMEX scheme for (3.1) has the form
The coefficients (a
represents the two Butcher's tableaux of, respectively, the explicit and the diagonally implicit parts of the IMEX pair. The time advancing is carried out by solving the implicit equations (3.2a) for i = 1, . . . , ν and then updating s n at time t n+1 with (3.2b). Since we are looking for relaxed schemes, we let ε → 0 + in each equation of system (3.2), having
So at each time stage k and for each component j, we have that
Substituting (3.3) into (3.2), we find
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In the following, we will use the particular family of TVD-RK (total variation diminishing Runge-Kutta) methods introduced in [45] . This class of schemes is able to preserve some spatial stability properties, like TVD, TVDM (TVD in the mean), or TVB (total variation bounded), also after the time integration process, while a generic RK scheme can generate oscillations, even for a TVD spatial discretization (see [24] for details). Thus, we can rewrite the generic (n + 1)th time step as follows:
where, as explained in [24] , the coefficients a ik and b ik must satisfy
We point out that in order to recover a discretization for (1.1), we need to advance in time only the first component [s (i) ] 1 = u of (3.4), since it is the only physically relevant variable of the problem. Moreover, the components [s (i) ] k for k ≥ 2 do not need to be updated, since they would be immediately overridden in the next stage by the implicit computation. To sum up, at each time step, we can see a relaxation scheme as an iteration of the following steps:
1. Initialization:
2. For i = 1, . . . , ν, Relaxation:
3. Update:
Space discretization.
Having integrated the relaxation system in time, we need to detail the space discretization of (3.6), for which we propose a DG method. Let us introduce some notation.
Let T h be a triangulation of Ω, where the mesh parameter h is defined by h = max K∈T h h K , where h K = diam(K). Define n K as the unit normal vector to ∂K Downloaded 10/07/15 to 159.149.197.147. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php pointing outside K. To fix the ideas, we assume the elements K to be tetrahedra in the three-dimensional case, triangles in two dimensions, and, obviously, intervals in the one-dimensional case. In two and three dimensions, we assume T h to be shaperegular and, for simplicity, conformal, i.e., with no hanging nodes.
be the sets of internal and boundary "faces" (nodes in one dimension, edges in two dimensions, and faces in three dimensions), respectively, of T h ; we denote by F h the union F Let f be a face of F h . We denote by n f the unit normal vector to f such that
is not parallel to f , or either one of the two normal vectors (e.g., the one pointing from the element with smaller index to the one with larger index in the list of elements, if f ∈ F Let ψ and ϕ be, respectively, a piecewise smooth function and a vector field on T h . On the face ∂K − ∩ ∂K + , we define the averages: { {ψ} } := (ψ
We consider trial and test functions in the following discontinuous finite element space:
where P (K) is the space of polynomials of degree at most on K. The problem consists in finding an approximation u h ∈ V h of the solution u of system (2.6) by the relaxation scheme (3.6a)-(3.6d). To that end, we introduce v h ∈ V d h and w h ∈ V h to approximate the auxiliary variables v, w and the test
h . Now we can describe in detail the spatial approximations of a generic step n.
Relaxation step. We start by considering a single relaxation step in (3.6b). The discretization of the first equation of (3.6b) can be written as follows: find w 
For the second equation of (3.6b), since we are using a discontinuous finite element space, we cannot simply take the piecewise gradient of the approximating function on the right-hand side; otherwise the jumps at the interelement boundaries would be out of control. We use instead a standard DG gradient approximation, which also includes jump terms and which is constructed as follows. We multiply equation (3.8) by discrete test functions, integrate by parts, element by element, the right-hand side, and approximate the interelement traces by numerical fluxes, which include information from the neighboring elements and the Dirichlet boundary condition. In this way, we obtain
By defining the numerical fluxes w
and integrating by parts element by element once more, we obtain the following discretization of the second equation of (3.6b): find v
h , where ∇ h denotes the elementwise application of the ∇ operator. We set t n,(i) := t n + c i Δt for some coefficients c i , 0 ≤ i ≤ ν, with c 0 = 0, which are the elements of the vector c of the Butcher tableau (clearly, t n,(0) = t n ).
This means that w (i)
h and v
h by solving the algebraic linear systems (3.8) and (3.10) with coefficient matrices given, respectively, by the mass matrices in
h in the case of p(u) = u. Transport step. The discretization of the transport step (3.6c) at the generic ith stage of the nth time step is performed in a DG fashion: find u 
where v
are the numerical fluxes, which still have to be defined; the dependence on the (time-dependent) boundary data g D and g N is contained in the definition of the numerical fluxes on ∂Ω.
In order to define the numerical fluxes for the v variable, we go back to the system (2.6) and perform the following steps:
1. Diagonalize the operator on the left-hand side of system (2.6) along each spatial direction and construct the characteristic variables. 
It is easy to see that by introducing the characteristic variables U j , V j , W j defined by
for j = 1, . . . , d, the expression in (3.13) can be diagonalized into the numerical fluxes for v j can be directly derived from those of U j and V j ; more precisely, in (3.12) we will set
thus, in order to complete the definition of the method, all we need to define are the fluxes for the characteristic variables U j and V j .
The first two components of (3.15) are linear transport operators with opposite transport directions. Assume, with no loss of generality, that α j > 0 (α j enter the physical system (2.6) only through its square). It is therefore natural to use upwind fluxes from left to right for the U j variables and from right to left for the V j variables.
In order to define the numerical fluxes U
h , we need to consider a new orientation of the faces, depending on the component we are considering, defined as follows.
where the superscripts − and + denote, respectively, the restrictions to K − f,j and K + f,j . Therefore, on interior faces, the numerical fluxes v
where, with abuse of notation, we set
h is needed, we can write the vector-valued fluxes v (k) h in the following more standard way:
In fact, simple calculations show that on interior faces, the normal component of the flux defined in (3.17) coincides with the normal component of the flux in (3.18).
On Dirichlet boundary faces, v
h is defined in a similar way taking into account the boundary condition w = p(g D (·, t n,(k) )), while on Neumann boundary faces, we simply define the fluxes as the Neumann boundary condition.
Summarizing, the numerical fluxes v (k) h are defined on each face f ∈ F h as follows: 
Notice that these boundary fluxes are consistent. Taking into account the definition of v (3.12) are the following:
Integrating by parts the first term on the right-hand side of (3.20) ,
As we are going to prove in section 4, our scheme is L 2 -stable: this kind of stability is not sufficient to grant that the scheme be, for example, monotonicity and positivity preserving. To try to regain these properties, one can make use of slope limiting techniques. There are several limiting approaches that can be found in the literature; here, we simply recall what a slope limiter is, after [17] . Downloaded 10/07/15 to 159.149.197.147. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
h through (3.8) and (3.10). An "ideal" slope limiter projection ΛΠ h : V h → V h is a nonlinear operator devised in such a way that if u
where |·| T V denotes the total variation seminorm. A slope limiter satisfying property (3.22) is said to be TVD. On the other hand, most of the limiters present in the literature are not TVD; in particular, the min-mod limiter described in [17] , which we are going to use in our numerical simulations, is only TVDM. For the way our scheme is written, inserting a slope limiter is straightforward: it is just a projection process that takes place after each transport step.
We do not further enter the discussion on slope limiters, since our aim here is only to point out how a slope limiter could be employed in our schemes in order to try to recover, at least partially, some lost properties of the continuous problem.
Fully discrete relaxation scheme.
In order to write the complete IMEX RKDG-relaxation method for (1.1), we assume we have the functions
the first two representing the relaxation step, the third the transport step (see (3.6b) and (3.6c)), and the last the application of a slope limiter, i.e.,
• relax w : u 
h ∈ V h as in [17] . The complete IMEX RKDG-relaxation method for (1.1) reads as follows.
Initialize:
) and v
).
Stability analysis.
In this section, we perform the stability analysis of the relaxation scheme described in section 3.3 in its basic version, where sl projection is the identity function. We will also take
with a independent of the mesh size h and the polynomial approximation degree (see Remark 4.1). We start in section 4.1 by reformulating the method in a more compact form, eliminating the v unknown from the system; then we proceed in section 4.2 by stating some preliminary results needed in the proof of the L 2 -stability which is developed in section 4.3.
Reformulation.
In order to perform the stability analysis, it is convenient to rewrite the relaxation scheme described in section 3.3 in a more compact form by eliminating the unknown v from the final system: in order to do that, we need to introduce the so-called lifting operators (see [3] ).
For w piecewise smooth on T h , we introduce the lifting
With these definitions, we can write the relaxation steps as 
and the form B h (see Remark 3.2) as
(4.5)
By inserting (4.4) into (4.5), we obtain
where
The method then reads as follows: [17] ) where the semidiscretization in space is performed by a modified local discontinuous Galerkin (LDG) method (see [3] and [10] ).
Comparing our definition of numerical fluxes (see (3.9) and (3.19) ) with that of [10] , it is clear that our space discretization in the linear case is an LDG-type method with
(In the notation of [10] , C 12 is only defined on interior faces, C 11 on interior and Dirichlet boundary faces, and C 22 on interior and Neumann boundary faces.) For stability reasons, the stabilization parameter C 11 needs to match with an inverse inequality; this leads to the standard choice
h with the constant a independent of the mesh size h and the polynomial approximation degree (see, e.g., [26, 41] ).
Preliminary results. Let us define
, where H 1 (T h ) denotes the space of functions in Ω whose restrictions to K belong to H 1 (K) for all K ∈ T h . In order to prove that expression (4.8) actually defines a norm, we will make use of [16, Lemma 3.2] . Even if [16] was focused on the multidimensional case, the proof of [16, Lemma 3.2] clearly also covers the case d = 1. We report this result for completeness.
where n i is the outward normal unit vector of f i .
Proposition 4.3. The expression (4.8) defines a norm in V h , and thus
Proof. It is clear that · DG is a seminorm. In order to show that it is a norm, we only need to prove that ψ DG = 0 implies ψ = 0.
In order to do that, notice that 
In each K ∈ T h , we choose ϕ = Z given by Lemma 4.2 with σ := ∇ψ,
where 
. . , d, and we obtain
Proof. First, we recall from [41, Proposition 3.2] and [42, Proposition 4.2] that the lifting operator L satisfies the following stability bound: there exists a constant C lift > 0 only dependent on the shape regularity of the mesh such that
Using (4.12) and the standard hp-version inverse estimates (see, e.g., [43] and [26] ), for all ψ ∈ V h we have
with C only depending on the shape regularity of the mesh and on |a|; taking C lift = √ C completes the proof. We set, for brevity, 
Proof. We estimate the three terms of |P n h (ψ)| (see (4.7)) separately. For the first one, the weighted Cauchy-Schwarz inequality immediately gives
where C > 0 depends on the continuity constant of the nonlinearity p and on |a| but is independent of h and .
We consider now the second term. We observe that since
with the constant C Ω > 0 only depending on Ω. This can be easily seen by considering the auxiliary problem 
and thus we have the bound
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The lifting G n,(k) D
of the Dirichlet boundary condition satisfies a bound similar to the bound (4.12) for the lifting L and which can be proved in a similar way:
Therefore, for the third term, we have
Considering together (4.13), (4.14), and (4.15) completes the proof.
Proof of L 2 -stability.
In the following proof, we restrict ourselves to the case of the one-stage time discretization (forward Euler method). The general case is not a straightforward consequence and is still an open issue.
The method in this case reads as follows:
For the stability analysis, it is useful to rewrite the method as follows:
where μ is an arbitrary parameter such that 0
We notice that these two algorithms are equivalent; in fact, q We prove our stability result following [34] . First, we introduce some notation.
Given an absolutely continuous function λ : R → R such that λ(0) = 0 and 0 ≤ λ ≤ Λ < +∞, define the convex function
Then Φ λ satisfies
The function Φ p thus satisfies (4.21). Moreover, setting
we have that
and thus Φ β also satisfies (4.21) with Λ = 1. (1 − ξ),
for every time step m we have
where we set
Before proceeding with the proof of Theorem 4.7, we highlight that the constant ξ in (4.22) and (4.23) can be chosen arbitrarily in (0, 1). Clearly, if we choose a smaller ξ, the condition (4.22) on Δt is less restrictive, but the price to pay is a larger stability constant in (4.23). For ξ = 0.5, for instance, we have both reasonable CFL conditions and stability constants.
Proof of Theorem 4.7. We denote by (·, ·) the L 2 (Ω)-inner product, for simplicity, and by Π h the L 2 (Ω)-projection onto V h . Step 1. Take ψ h = Δt q n h in (4.19) . Using (4.20), we obtain ) following [34] . For completeness, we report here the complete proof.
From (4.20) and q
and, taking into account the definition β = I − μp, we can write
Therefore, using Φ λ = λ and the convexity of Φ λ , for both λ = p and λ = β, the fact that β ≥ 0, and the identity
we obtain
Adding over n = 0, . . . , (m − 1) gives 
with η > 0, and thus
Therefore, inserting (4.25) and (4.26) into (4.24), we obtain
(4.27)
Step 2. Take (4.19) . By applying the continuity of A h (·, ·), Proposition 4.5, and the inverse inequality of Lemma 4.4, we obtain
and, due to (4.20) ,
Let ξ ∈ (0, 1); since
we have
Step 3. Insert (4.28) into (4.27). We get 
and thus
which, taking into account (4.22), gives
which concludes the proof.
In the following corollary, we transfer to {u m h } the stability result proved for {p(u m h )}. A strict monotonicity of the nonlinearity p toward +∞ is needed in the proof; this is guaranteed by assumption (1.4).
Corollary 4.8. Provided that condition (4.22) is satisfied, for every time step m we have
where we have denoted by C p the continuity constant of
and Theorem 4.7 allows us to conclude.
Numerical results.
In this section, we show the results of several numerical simulations for both the linear and the nonlinear diffusion equation (1.1), in one and two space dimensions. In the matter of coupling spatial and temporal approximation orders, we notice that if the solution of the continuous problem is smooth enough, when we use polynomial reconstructions of degree , we expect a O(h +1 ) error (measured in the L 2 -norm), while when we integrate in time using a Runge-Kutta scheme of order r, we expect a O(Δt r ) error. Since the time integration step Δt is subdued to the parabolic stability constraint (4.22), i.e., Δt = O(h 2 ), the order of convergence of the time discretization is given by O(Δt r ) = O(h 2r ). In accordance with this, to match in an optimal way the spatial and the temporal reconstructions, when the solution is regular it is natural to couple spatial elements of degree together with Runge-Kutta schemes of order r = ( + 1)/2 . In particular, for the time integration, the coefficients of the explicit parts of the IMEX schemes we use are 2 , coupled with Dirichlet boundary conditions:
with analytical solution u(x, y, t) = x + exp (−2π 2 t) sin(πx) sin(πy).
We compute the errors and test the convergence rates of the scheme described in section 3 as we vary the polynomial degree of the spatial discretization and the order r of the Runge-Kutta scheme used for the time integration.
In section 4, we proved L 2 -stability in the case of α defined by (4.1). This analysis was restricted to the case of one-stage time discretization, but the numerical results reported below seem to indicate that the scheme is stable also when several time stages are used.
In the following simulations, we are also going to test the effects of the choice of the stabilization parameter α independent of the mesh size h (i.e., |α| . Despite the lack of theoretical result for the case of piecewise constant elements, we also tested our scheme for = 0; it seems that in this case, first order convergence is achieved, at least with the choice |α| = O(1). Very similar results were also obtained on structured grids constructed by dividing each element of Cartesian grids into two triangles.
In the next simulation, we investigate the effect of the stabilization coefficient α · n f , which is a nonstandard DG-stabilization (there is no stabilization on edges parallel to α). In order to do this, we consider the following linear heat equation with analytical solution
If in this situation we choose α = (1, 0) T , α · n f vanishes on the whole Γ D . Since the stabilization coefficient is not present on the Neumann boundary (see (3.19) , (3.20) , and (3.21)), no boundary edge is stabilized. In order to reduce as much as possible the number of interior edges on which the stabilization acts, the domain Ω is discretized through structured meshes obtained from Cartesian grids as before. The proof we gave in section 4 stated that in this situation the scheme is stable. We tested numerically the evidence of this fact, and in Figure 5 .1 we can see the stable numerical solution obtained for (5.2) at time T = 0.1 on a grid with 512 triangles, using a piecewise discontinuous quadratic elements and the second order Runge-Kutta method.
As mentioned in Remark 4.1, in the linear case our space discretization is a modified LDG method. More precisely, it is an LDG method with reduced stabilization, again with the notation of [10] , while in the standard LDG method the stabilization parameter C 11 is strictly positive in all the interior and Dirichlet boundary faces, in our scheme (C 11 ) | f = 0 whenever α · n f = 0. There are other LDG methods with reduced stabilization in the literature. We mention here the one proposed in [16] , where an artificial wind is introduced, and choosing the coefficient C 12 in a suitable way allows for removing the stabilization from interior and inflow boundary faces, without altering the convergence properties. A similar approach is the one studied in [35] : on structured quadrilateral meshes, it is proved that it is enough to stabilize only on the part of the Dirichlet boundary which is inflow with respect to the vectorvalued coefficient C 12 . (Also in this case, the role of C 12 is important.) A different philosophy is applied in [9] . There, the LDG method with C 12 = 0 is considered, like in our case, and the stabilization reduction consists in penalizing only some of the jump modes (either the lower or the higher ones), but on all faces. Provided that the number of the penalized modes is suitably chosen, this method possesses the same convergence properties as the original LDG method.
Nonlinear diffusion tests. We consider in Ω = [−4, 4]
2 the porous media equation
with homogeneous Dirichlet boundary conditions. Equation (5.3) degenerates for u = 0, since p (u) = 0; thus, compactly supported initial data give rise to solutions with interfaces that travel with finite speeds, as the well-known similarity solution studied by Barenblatt (see, for example, [6] Simulations show that our scheme applied to problem (5.3) is stable and accurate. In Figure 5 .2, we report the solution of (5.3) with m = 2 obtained evolving the Barenblatt solution until final time T = 0.5. The simulation uses piecewise discontinuous cubic elements and forward Euler for the time integration; we choose the stability parameter α = h −1 (1, 0). As we can see, the shape and the symmetry of the solution are correctly represented, and the speed of the traveling front is correctly approximated by the numerical scheme. We have observed that these properties are independent from the choice of the direction of the parameter α.
Another interesting nonlinear test also involves (5.3), but in this case we consider m = 3 and we take as initial datum the C 1 function
This test is a two-dimensional version of that proposed in [25] . As shown in [4] for the one-dimensional case, the solution with initial condition (5.4) develops a discontinuity in ∇u at some finite time T 0 > 0 and has a front that initially stands still and then starts expanding at a certain finite time T 1 . In Figure 5 .3, we can see four different situations of the evolution of (5.4): first the solution is regular, then it starts losing regularity, and finally the front expands. We remark that since the exact solutions of the tests we performed on (5.3) present discontinuities in both ∇u and ∂ t u, we cannot expect to increase the convergence rate by raising the approximation orders: in fact, all the simulation we performed achieved the 1.5 limit convergence rate. However, we observe that in some applications, for example, in image processing methods based on PDEs, we have to handle a fixed computational grid; then one could take advantage of a higher order method to get a lower error.
We consider now problem (5.3) with m = 2 in one space dimension with initial condition given by the one-dimensional Barenblatt function. In Table 5 .3, we compare the errors of the simulations at the same final time t = 2 for two different fixed numbers of spatial elements (N = 20 and N = 640) and for several spatial and temporal approximations with stabilization parameter α = h −1 (1, 0) . Also in this case, rotating α does not significantly affect the simulation results. We can see that increasing the degree of the spatial reconstruction considerably decreases the error, while passing from explicit Euler to higher order Runge-Kutta schemes seems not to give much benefit: we remark that explicit Runge Kutta schemes are very sensitive with respect to the regularity of the solution. As pointed out at the end of section 3.2, the L 2 -stability does not grant that the discrete solution reproduce some properties of the continuous one, like positivity or monotonicity preserving. All the solutions we computed in the nonlinear tests showed oscillations near the fronts and the positivity of the solution was not preserved. This can be recovered at least partially with the use of suitable limiting techniques, as described in section 3.2. In Figure 5 .4, we compare the solutions obtained for the above one-dimensional problem, with piecewise linear polynomial approximation in space and explicit Euler, with and without slope limiter (we have used the min-mod slope limiter described in [17] ): the oscillations of the nonlimited solution are smeared out by the slope limiter.
We remark that the slope limiter we used in this simulations does not grant that the resulting scheme be positivity preserving, since, as shown in [17] , it only grants that the scheme be total variation diminishing in means. We do not further elaborate here on slope limiters, and thus we do not test slope limiters in two dimensions nor different limiting approaches in one dimension.
Finally we present the following test:
∂x 2 The previous equation is the adaption of a similar test for convection-diffusion equations which can be found in [20] . In our analysis, we did not address the possibility for a strongly degenerate equation to present more than a weak solution, among which one physical solution has to be selected by introducing an entropy function, as in the case of hyperbolic conservation laws. For a detailed presentation of the entropy issue for the parabolic equations, see [20] and references therein.
The entropic solution of problem (5.5) is showed in Figure 5 .5, left, and is computed with an entropic scheme on a very fine grid. In Figure 5 .5, right, the solution obtained with a nonentropic finite difference scheme is reported. With our symmetric scheme, using piecewise linear elements on a mesh of 80 elements, and forward Euler in time, either with or with no slope limiter, the right entropy solution is obtained, as reported in Figure 5 6. Conclusions. In this work we have introduced the first finite element schemes for the approximation of linear and nonlinear diffusion problems, based on diffusive relaxation framework. Our methods couple explicit Runge-Kutta time stepping and DG space discretizations. Preliminary theoretical results are provided and some comparisons with other DG methods are discussed. Several one-and two-dimensional numerical tests are discussed in order to point out the main properties and the effectiveness of these schemes for linear and nonlinear (degenerate) diffusion.
For nonlinear problems, some of the advantages of the presented method are that we do not need to solve nonlinear systems and that the numerical solutions inherit positivity and monotonicity (at least in the means) properties of the analytical solutions. On the other hand, its stability requires the standard parabolic CFL condition, which constrains the time step to be proportional to the square of the mesh size.
In future work, we plan to further analyze the nonlinear stability and the convergence of these schemes to investigate different slope limiting techniques, also in the multidimensional case, and to look for the possibility of implicit time discretizations, in order to avoid the time step restriction given by the parabolic CFL condition. This approach can be extended to the discretization of convection-diffusion equations and to nonlinear fourth order diffusion equations, like the thin film equation, in the presence of degenerate and strongly degenerate diffusion.
