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Abstract
In this introductory paper we study nearly Frobenius algebras which are general-
izations of the concept of a Frobenius algebra which appear naturally in topology:
nearly Frobenius algebras have no traces (co-units). We survey the most basic foun-
dational results and some of the applications they encounter in geometry, topology
and representation theory.
1 Frobenius Algebras
A Frobenius algebra is a pair (A, θ) where A is a (graded, unital) k-algebra, and θ is
a trace θ : A → k (meaning that 〈a|b〉 := θ(a · b) is a non-degenerate bilinear form
defined on A) [5, 12, 13]. Frobenius algebras play an important role in the theory of
representations of groups and also in topology. To illustrate this, let us point out the
two most basic examples of Frobenius algebras:
a) For a given finite group G, the group algebra A := k[G] of a finite group together
with the trace θ(
∑
agg) := a1, is a Frobenius algebra.
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b) For a given d-dimensional compact, closed manifold M , the cohomology algebra
A = H∗(M,R) together with the trace θ(ω) :=
∫
M ω, is also a Frobenius algebra.
Verifying the first assertion is immediate, while the second is equivalent to Poincaré
duality.
To motivate the notion of a nearly Frobenius algebra (NFA form now on), let us
consider two families of algebras that, while very similar to the two previous instances
of Frobenius algebras, cannot be made into Frobenius algebras themselves:
a’) The group algebra of the infinite group Z of integers, A := k[Z] ∼= k[t, t−1], which
coincides with the algebra of Laurent polynomials in one variable t.
b’) The cohomology algebra A := H∗(M,k) for a non-compact manifold M .
In the first case, if we define θ(
∑
ait
i) = a0, then
〈
∑
ait
i|
∑
bit
i〉 =
∑
aib−i,
whose value can easily take infinite values, for example, by taking ai = bi = 1 for all i.
In the second case the situation is similar, for one can find a differential form defined
on M so that θ(ω) =
∫
M ω = +∞.
As we will show below, both examples are NFAs, a concept that generalizes that of
a Frobenius algebra in many natural examples.
2 Topological Quantum Field Theories
To motivate the definition of an NFA let us revisit a famous reformulation of the defini-
tion of a Frobenius algebra, that is, the definition of a 2-dimensional topological quan-
tum field theory (TQFT2 form now on) [4, 11]. First we need to define the category
Cob2 of 2-dimensional cobordisms. The objects ofCob2 are non-negative integer num-
bers n ≥ 0 thought of as disjoint unions of n copies of the circle. The arrows are triples
(n, g,m) of non-negative integers thought of as topological 2-dimensional surfaces with
n incoming circles, m outgoing circles and genus g. The case n = 0 (respectively m = 0)
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Figure 1: The gluing condition
We will also request that reflecting a picture ⌃ in a mirror (changing the orientation) to
obtain ⌃, change the operator  ⌃ by dualizing it
 ⌃ =  
⇤
⌃
Σ Σ
Finally, and without loss of generality we will assume that the cylinder
S x I1
corresponds to the identity operator
 S1⇥I = idA
The structure of a TQFT on A automatically endows A with the structure of a Frobenius alge-
bra, where we have the product as the operator induced by the pair of pants, and the trace as
the operator induced by the right sided cap:
µ θ
A⌦A µ ! A A ✓ ! k
Figure 2: The Frobenius algebra structure
Notice that for a closed   (so that @⌃ = ;) the linear mapping  ⌃ : C ! C is simply a
number, known as the partition function of the theory at ⌃.
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Figure 1: The morphism (2, 1, 3) : 2→ 3, here Σ = (2, 1, 3) in Cob2
•• ••••• •• • 
•• 
•• 
Figure 2: The composition (2, 0, 2) ◦ (2, 0, 3) = (2, 1, 3) in Cob2
should be interpreted as a surface without incoming boundary components (resp. out-
going boundary components).
The composition law for morphisms in Cob2 is given by glueing surfaces:
(n′, g′,m′ = n) ◦ (n, g,m) := (n′, g + g′ + n− 1,m).
Definition 2.1. A 2-dimensional TQFT is a functor
Z : Cob2 → Vect
from the category of 2-dimensional cobordisms to the category Vect of k-vector spaces
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so that:
Z(n+m) ∼= Z(n)⊗ Z(m).
Functoriality can be expressed by the matrix factorization:
Z(n′, g′,m′ = n) ◦ Z(n, g,m) = Z(n′, g + g′ + n− 1, n).
This is referred to as the glueing axiom.
We will also require Z(1, 0, 1) : A → A to be the identity map. This requirement
immediately implies the adjoint relation:
Z(n, g,m)∗ = Z(m, g, n),
and the existence of a canonical isomorphism A∗ ∼= A. It also implies the finite dimen-
sionality of A as a k-vector space.
Clearly if we set once and for all A := Z(1), then Z(n) = A⊗n is completely de-
termined. It is also immediate to check that µ := Z(1, 0, 2) : A ⊗ A → A defines an
associative product on A.The map θ := Z(1, 0, 0) : A → k is a trace on A making it into
a Frobenius algebra. To prove the associativity of µ, for example, one uses the glueing
axiom together with Figures 4 and 5.
εμ
Figure 3: The multiplication µ : A⊗A→ A and the trace map θ : A→ k for A = Z(1).
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Figure 4: (ab)c
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Figure 6: Each one of these cobordisms in Cob2 implies an algebraic property of A.
From top to bottom: a(bc) = (ab)c, ab = ba, 1a = a and finally, the non-degeneracy of θ
It is a famous theorem that this construction defines an isomorphism of categories:
F : TQFT2→ Frob, (1)
form the category of TQFT2 to the category of Frobenius algebras (e.g. [11]).
So far, the algebras A thus obtained could be non-commutative; for instance, the
matrix algebra A = Matn×n(k) together with θ(aij) =
∑
i aii is an example of this
situation. From now on, we will add the braiding morphism τ : 2 → 2 in Cob2,
having the effect at the level of vector spaces of adding a structure map to A of the
form, Z(τ) : A ⊗ A → A ⊗ A, given by Z(τ)(a ⊗ b) = (−1)|a||b|b ⊗ a. In other words,
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all the algebras A that we will consider in the following will be super-commutative
(second row of Figure 6).
To proof of the isomorphism of categories TQFT2 ∼= Frob one has to show that
given a Frobenius algebra (A, θ), one can reconstruct the linear map Z(n, g,m) for any
given Σ = (n, g,m). To do this one first decomposes by induction Σ into the elementary
cobordisms (2, 0, 1), (0, 0, 1), (1, 0, 1), (1, 0, 0) and (1, 0, 2). That such a decomposition
exists is easy to prove using Morse theory, but one must bear in mind that it is far from
unique.
; ; ;;
Figure 7: The elementary cobordisms (2, 0, 1), (0, 0, 1), (1, 0, 1), (1, 0, 0) and (1, 0, 2).
They correspond under the functor Z to the maps µ = Z(2, 0, 1), u = Z(0, 0, 1), IdA =
Z(1, 0, 1), and their duals, θ = Z(1, 0, 0) and ∆ = Z(1, 0, 2).
Notice that the multiplicative unit element 1 ∈ A can be thought of as a map u :
k → A written as u(λ) = λ · 1 ∈ A, and therefore as u = Z(0, 0, 1). The topological
interpretation of the unital property of 1 ∈ A is depicted in the third row of Figure 6.
Using the canonical isomorphism A ∼= A∗ we can write maps θ = Z(1, 0, 0) =
Z(0, 0, 1)∗ = u∗ and ∆ = Z(1, 0, 2) = Z(2, 0, 1)∗ = µ∗. It is reasonable to expect ∆ to be
a co-product with co-unit θ, and indeed this is the case.
A co-associative, co-commutative, co-unital co-product ∆: A→ A⊗A on a k-vector
space A ∈ Vect is the same thing as an associative, commutative, unital product on
the corresponding element A ∈ Vectop of the opposite category. In other words, for
example, the diagram that defines co-associativity for A:
A
∆ //
∆

A⊗A
∆⊗1

A⊗A
1⊗∆
// A⊗A⊗A
is obtained by inverting the arrows of the usual diagram for associativity of a product.
We will write ∆(x) =
∑
x1 ⊗ x2 rather than ∆(x) =
∑
i(x1)i ⊗ (x2)i omitting at
every chance the summation indices. We prefer the use of diagrams, for even with
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this notational simplification, the co-associtivity property for ∆ looks complicated in
explicit form:
(∆⊗ 1)(∆(x)) = ∑x11 ⊗ x12 ⊗ x2 = ∑x1 ⊗ x21 ⊗ x22 = (1⊗∆)(∆(x)).
There is a third way of representing this co-associativity: using topological cobordisms
in Cob2. Just as the usual associativity of A can be interpreted as the equality between
the two different factorizations of Z(3, 0, 1) given by the sliding the saddle point x1 past
the saddle point x2 in Figures 4 and 5, the co-associativity of ∆ is likewise proved by
means of Figure 8: it amounts to the ability to slide the saddle point x2 past the saddle
point x1.
x
x1
2
Id
Δ=
Id
Δ
Δ
Δ
x2
x1
Figure 8: Co-associativity for A: (∆⊗ 1)((∆(x))) = (1⊗∆)(∆(x)).
From the discussion above, we have managed to associate an operator Z(n, g,m)
to every decomposition of Σ = (n, g,m) into elementary cobordisms, but we do not
know that this operator does not depend on the decomposition; in fact, it doesn’t. The
proof of this independence can be divided into two steps: the first step being an alge-
braic lemma, and the second step being an argument in combinatorial topology. The
algebraic lemma is as follows (cf. [1]):
Lemma 2.1. Given a fixed k-algebra (A,µ, 1), there is a one-to-one correspondence between
Frobenius structures θ : A→ k onA, and co-associative, co-commutative, co-unital co-products
∆: A→ A⊗A that happen to be A-bi-module maps.
The bi-module action on A⊗A on decomposable elements is described by:
a(b⊗ b′)a′ = (ab)⊗ (b′a′).
To prove the lemma, it is very easy to see that having ∆ its co-unit mapA→ k is pre-
cisely θ: the non-degeneracy of the trace is an immediate consequence of the following
two commutative diagrams relating the product and the coproduct:
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A⊗A µ //
1⊗∆

A
∆

A⊗A µ //
∆⊗1

A
∆

A⊗A⊗A
µ⊗1
// A⊗A A⊗A⊗A
1⊗µ
// A⊗A
Both diagrams can be better encoded in figures 9 and 10.
a
b
Δ
μx
x1
2
Id
Id
Figure 9: a⊗ b 7−→ ∆(a)b
a
b
Δμx x12
Figure 10: a⊗ b 7−→ ∆(ab)
What these pictures (equivalently, the above commutative diagrams) tell us is that
we can “slide” the critical point x1 past x2 exchanging their positions. In any case,
by capping off with a unit a input boundary and with a co-unit an output boundary
component, we can readily imply the non-degeneracy of the trace.
Conversely if we have a non-degenerate trace, as a consequence we have that A ∼=
A∗ and therefore we can simply define ∆ as the dual of the product, µ∗.
Lemma 2.1 above is then equivalent to the assertion that we are allowed to slide
critical points past one another in a given cobordism, changing in the process the cor-
responding pair-of-pants decomposition. We make this more explicit shortly.
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To complete the proof of the fact that there is an equivalence of categories Frob →
TQFT2, we need to use Cerf-Morse’s theory [6]. Remember, this will be proved once
we know that the linear mapping associated to a cobordism do not depend on the par-
ticular pair-of-pants decomposition used to define it.
Let us briefly review the consequences of Cerf’s theory that we will be using. First
we fix the topological surface with boundary Σ. We will consider the (connected) space
M of pairs (Σ, f) where f : Σ → R is a Morse function so that f restricted to the
input boundary components has constant value 0, and restricted to the output bound-
ary components has constant value 1. To such a pair we can associate a well-defined
pants-decomposition of Σ by cutting it up in between critical points (such points will be
labeled x1, . . . , xr, and will be ordered by the value that f takes on them). This setting
is depicted in figure 11 below.
Figure 11: To every Morse function f with distinct critical points we associate a decom-
position of the surface Σ.
As we vary f in M, the pants-decomposition changes: this happens as any two
consecutive critical points xi, xi+1, f(xi) < f(xi+1), cross a wall (such wall defined by
the condition that f takes the same value on both points f(xi) = f(xi+1)), and then,
as f changes, they exchange places xi ↔ xi+1, f(xi+1) < f(xi). It is a remarkable
consequence of Cerf’s theory that this procedure connects all possible pair-of-pants decom-
positions; all of them can be reached by exchanging critical points. This happens because
the connected space of Morse functions is divided into thick chambers of functions for
which f(xi) 6= f(xj) for all pairs i 6= j; the complement of this generic condition forms
walls, and moreover, it is enough to cross a finite number of walls to get from any f0
to any other f1 in the spaceM, for example every decomposition can always be taken
into a "canonical form" as in figure 12.
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Figure 12: Two critical points x4 and x5 cross as we move f inM(Z), taking fa into its
final canonical form fb. The algebraic change between the decomposition (a) and (b) is
calculated by Lemma 2.1.
As we have seen, given a TQFT, defining a Frobenius algebra structure on the vec-
tor space A associated to the connected boundary circle is very straighforward. Con-
versely, to associate a TQFT to a Frobenius algebra in a functorial way we proceed as
follows: given a Frobenius algebra A and a cobordism Σ (with n incoming circles and
m outgoing circles) we pick any f whatsoever inM, and then we use the correspoding
pair-of-pants decomposition induced in Σ to define the multi-linear operatorAn → Am.
Finally because of the algebraic lemma 2.1 and Cerf’s theory we immediately conclude
that the assigment is well defined (independent of the decomposition) and functorial,
finishing the proof that that there is an equivalence of categories Frob→ TQFT2.
3 Nearly Frobenius algebras
We are ready to define the main object of this paper: nearly Frobenius algebras.
Definition 3.1. A nearly Frobenius algebra is a pair ((A, ·),∆) of an algebra (over a field k)
together with a co-associative (possibly not co-unital) co-multiplication ∆ : A⊗A→ A
that is a bi-module map form A⊗A to A.
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The very last property of the definition can be succinctly defined by the Frobenius
conditions (cf. figures 9 and 10):
a∆(b) = ∆(ab) = ∆(a)b.
Some examples are in order.
Example 3.1. First, every Frobenius algebra (A,µ, θ) is a nearly Frobenius algebra. For
θ induces an isomorphismA ∼= A∗ and the dual of the multiplication, ∆ := µ∗, is the co-
multiplication of the nearly Frobenius algebra structure. It is straighforward to check
the Frobenius identities for this example in view of 2.1.
Not every nearly Frobenius algebra is a Frobenius algebra, the easiest example is
the algebra for which the multiplication µ is identically zero: the identically zero co-
multiplication ∆ := 0 makes it into a nearly Frobenius algebra. A more interesting
example is below, while Frobenius algebras have an essentially unique Frobenius trace,
nearly Frobenius algebras can have a whole space of nearly Frobenius co-products.
Example 3.2. ConsiderA to be a truncated polynomial algebra in one variableK[x]/xn+1m
for K a field. We can endow A with many nearly Frobenius algebra structures.
We will fix the basis {1, x, . . . , xn} forA. Any k-linear map ∆ : A→ A⊗A evaluated
at 1 takes the form:
∆(1) =
n∑
i,j=1
aijx
i ⊗ xj .
To make this map into an A-bimodule morphism we need the following to hold:
∆(xk) = (xk ⊗ 1)∆(1) = ∆(1)(1⊗ xk), ∀ k ∈ {0, . . . , n}. (2)
Specializing to k = 1 we get
n∑
i,j=1
aijx
i+1 ⊗ xj =
n∑
i,j,=1
aijx
i ⊗ xj+1.
Which occurs when a0,j−1 = 0, j = 1, . . . , n; ai−1,0 = 0, i = 1, . . . , n and ai,j−1 = ai−1,j
otherwise. Then
∆(1) =
n∑
k=0
akn
 ∑
i+j=n+k
xi ⊗ xj
 .
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We will define ak := akn. To conclude that ∆ is an A-bimodule morphism, we need to
show that ∆(xk) =
(
xk ⊗ 1)∆(1) = ∆(1)(1⊗ xk).
∆(1)
(
1⊗ xl) = n∑
k=0
ak
 ∑
i+j=n+k
xi ⊗ xj
(1⊗ xl) = n∑
k=0
ak
 ∑
i+j=n+k
xi ⊗ xj+l

=
n∑
k=0
ak
( ∑
i+m=n+k+l
xi ⊗ xm
)
=
n∑
k=0
ak
( ∑
r+m=n+k
xr+l ⊗ xm
)
=
(
xl ⊗ 1) n∑
k=0
ak
( ∑
r+m=n+k
xr ⊗ xm
)
=
(
xl ⊗ 1)∆(1).
Next we verify the coassociativity axiom: Let xl ∈ A with l ≥ 0.
(
∆⊗ 1)(∆(xl)) = (∆⊗ 1)
 n∑
k=0
ak
 ∑
i+j=n+k+l
xi ⊗ xj
 = n∑
k=0
ak
 ∑
i+j=n+k+l
∆
(
xi
)⊗ xj

=
n∑
k,m=0
akam
 ∑
i+j=n+k+l
∑
r+s=n+m+i
xr ⊗ xs ⊗ xj

=
n∑
k,m=0
akam
 ∑
r+s+j=2n+m+k+l
xr ⊗ xs ⊗ xj

(
1⊗∆)(∆(xl)) = (1⊗∆)
 n∑
k=0
ak
 ∑
i+j=n+k+l
xi ⊗ xj
 = n∑
k=0
ak
 ∑
i+j=n+k+l
xi ⊗∆(xj)

=
n∑
k,m=0
akam
 ∑
i+j=n+k+l
∑
r+s=n+m+j
xi ⊗ xr ⊗ xs

=
n∑
k,m=0
akam
 ∑
r+s+j=2n+m+k+l
xr ⊗ xs ⊗ xj
.
Therefore
(
A,∆
)
is a nearly-Frobenius algebra. Moreover, any coproduct ∆ is a
linear combination of the coproducts ∆k defined by the formula:
∆k
(
xl
)
=
∑
i+j=n+k+l
xi ⊗ xj , for k ∈ {0, . . . , n}
Notice that ∆0 is the Frobenis coproduct of A where the trace map θ : A → C
is given by θ
(
xi
)
= δi,n. The remaining coproducts, ∆k k 6= 0, do not come from a
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Frobenius algebra structure: for k 6= 0, it doesn’t exist a trace map θ : A → C such that(
A,∆k, θ
)
is a Frobenius algebra. Indeed, otherwise:
m(θ ⊗ 1)(∆k(xl)) = ∑
i+j=n+k+l
θ
(
xi
)
xj ,
with j > l, so m(θ ⊗ 1)∆k
(
xl
) 6= xl.
In view of the previous example, we make a definition.
Definition 3.2. The Frobenius dimension FrobDim(A) of an algebra (A,µ) is the dimen-
sion of the moduli variety N (A) of nearly Frobenius structures ∆ on A which are com-
patible with µ.
In the previous example the Frobenius dimension of A = C[x]/xn+1 is n + 1 and
coincides with the dimension of A as a vector space over C.
While Frobenius algebras are bound to be finite dimensional, nearly Frobenius al-
gebras are free to be infinite dimensional.
Example 3.3. Let us consider A to be the algebra C
[[
x, x−1
]]
of formal Laurent series.
The coproducts given by:
∆j
(
xi
)
=
∑
k+l=i+j
xk ⊗ xl
define infinitely many nearly Frobenius structures on A that do not come from a Frobe-
nius structure.
Theorem 3.4. If
(
A,∆1
)
and
(
B,∆2
)
are nearly-Frobenius algebras then
(
A ⊗ B,∆) is a
nearly-Frobenius algebra where
∆ = (1⊗ τ ⊗ 1) ◦ (∆1 ⊗∆2), (here τ is the transposition).
Proof. The map ∆ is coassociative because the external diagram is commutative since
the internal diagrams commute:
A⊗B ∆1⊗∆2 //
∆1⊗∆2

A⊗A⊗B ⊗B 1⊗τ⊗1 //
∆1⊗1⊗∆2⊗1

(A⊗B)⊗ (A⊗B)
∆1⊗∆2⊗1⊗1

A⊗A⊗B ⊗B 1⊗∆1⊗1⊗∆2//
1⊗τ⊗1

A⊗A⊗A⊗B ⊗B ⊗B 1⊗τ⊗1 //
1⊗τ⊗1

A⊗A⊗B ⊗B ⊗A⊗B
1τ⊗1⊗1⊗1

A⊗B ⊗B ⊗A⊗B
1⊗1⊗1⊗∆1⊗∆2
// A⊗B ⊗A⊗A⊗B ⊗B
1⊗τ⊗1⊗1⊗1⊗1
// A⊗B ⊗A⊗B ⊗A⊗B
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The linear map ∆ satisfies the Frobenius identities because the next external diagram is
commutative using that the internal diagrams commute:
(A⊗B)⊗ (A⊗B) 1⊗τ⊗1 //
∆1⊗∆2⊗1

A⊗A⊗B ⊗B m1⊗m2 //
∆1⊗1⊗∆2⊗1

(A⊗B)
∆1⊗∆2

A⊗A⊗B ⊗B ⊗A⊗B 1⊗τ⊗1 //
1⊗τ⊗1⊗1

A⊗A⊗A⊗B ⊗B ⊗B1⊗m1⊗1⊗m2 //
1⊗τ⊗1⊗1

A⊗A⊗B ⊗B
1τ⊗1

A⊗B ⊗A⊗B ⊗A⊗B
1⊗1⊗τ⊗1
// A⊗B ⊗A⊗A⊗B ⊗B
1⊗m1⊗m2
// A⊗B ⊗A⊗B
Let be
(
A,∆
)
a nearly-Frobenius algebra.
Definition 3.3. A linear subspace J in A is called a nearly-Frobenius ideal if
(a) J is an ideal of A and
(b) ∆(J) ⊂ J ⊗A+A⊗ J .
Proposition 3.5. Let be
(
A,∆
)
a nearly-Frobenius algebra, J a nearly-Frobenius ideal and
p : A → A/J the natural projection. Then, A/J admits a unique nearly-Frobenius structure
such that p is a coalgebra morphism.
Proof. Since (p ⊗ p)∆(J) ⊂ (p ⊗ p)(J ⊗ A + A ⊗ J) = 0, it follows that there exists a
unique morphism of vector spaces
∃! ∆ : A/J → A/J ⊗A/J
for which the diagram:
A
p //
∆

A/J
∆

A
p⊗p
// A/J ⊗A/J
is commutative. This map is defined by ∆(a) =
∑
a1 ⊗ a2 where a = p(a), i.e. ∆ =
(p⊗ p) ◦∆.
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The fact that
(
∆ ⊗ 1)∆(a) = (1 ⊗ ∆)∆(a) = ∑ a1 ⊗ a2 ⊗ a3 follows immediately
from the commutativity of the diagram.
The coproduct is a bimodule morphism, for:
A/J ⊗A/J m //
∆⊗1

A/J
∆

A/J ⊗A/J ⊗A/J
1⊗m
// A/J ⊗A/J
A/J ⊗A/J m //
1⊗∆

A/J
∆

A/J ⊗A/J ⊗A/J
m⊗1
// A/J ⊗A/J
Notice that ∆(a) =
∑
a1 ⊗ a2, ∆(b) =
∑
b1 ⊗ b2.
∆m(a ⊗ b) = ∆(p(ab)) = (p ⊗ p)∆(ab) = (p ⊗ p)((1 ⊗ m)(∆ ⊗ 1)(a ⊗ b)) = (p ⊗
p)
(∑
a1 ⊗ a2b
)
=
∑
a1 ⊗ a2b.
Also, (1⊗m)(∆⊗ 1)(a⊗ b) = (1⊗m)(∑ a1⊗a2⊗ b) = ∑ a1⊗a2b. Making the first
diagram commutative.
4 Nearly Frobenius Semisimple Algebras
Whenever A is a semisimple algebra we can fully classify all compatible nearly Frobe-
nius structures on A.
4.1 Non-commutative fields
Let k be a non-commutative field with center Z(k).
If a linear map ∆ : k→ k satisfies the Frobenius identities then we have:
∆(x) = ∆(1)(1⊗ x) = (x⊗ 1)∆(1), ∀ x ∈ k.
Writing the coproduct in an anzats: ∆(1) = a1⊗ 1 = a⊗ 1, with a ∈ kwe have:
∆(x) = a⊗ x = ax⊗ 1 = xa⊗ 1⇔ ax = xa⇔ a ∈ Z(k).
This coproduct is coassociative:
(∆⊗ 1)∆(x) = ∆(1)⊗ ax = a⊗ 1⊗ ax = a2x⊗ 1⊗ 1
(1⊗∆)∆(x) = ax⊗∆(1) = ax⊗ a⊗ 1 = axa⊗ 1⊗ 1
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Since a ∈ Z(k) we have that a2x = axa, and then (∆⊗ 1)∆(x) = (1⊗∆)∆(x), ∀x ∈ k.
Thus, the algebra A := k is a nearly-Frobenius algebra and we have as many nearly-
Frobenius structures on k as elements in the center of k.
Note that all structures come from Frobenius structures where the trace map is θ : k→ k
is given by θ(1) = 1.
4.2 Matrix algebras
More generally let A be the matrix algebra Mn×n(k), with k a commutative field. We
write the canonical basis of A as:
{
Eij : i, j = 1, . . . , n
}
, where Eij =
(
ekl
)
kl
with
ekl =
{
1 if k = i, l = j
0 in other case
.
Notice that: EijEkl =
{
Eil if j = k
0 in other case
. In particular EiiEij = Eij and EijEjj =
Eij , then:
∆
(
Eij
)
= ∆
(
Eij
)(
1⊗ Ejj
)
=
(
Eii ⊗ 1
)
∆
(
Eij
)
and
∆
(
Eij
)
= ∆
(
Eii
)(
1⊗ Eij
)
=
(
Eij ⊗ 1
)
∆
(
Ejj
)
.
The the last equations immeditely imply that:
∆
(
Eij
)
=
n∑
k,l=1
aijklEik ⊗ Elj =
n∑
k,l=1
aiiklEik ⊗ Elj =
n∑
k,l=1
ajjklEik ⊗ Elj ,
and then, aijkl = a
ii
kl = a
jj
kl , for all k, l = 1 . . . , n. This in turn implies:
∆
(
Eij
)
=
n∑
k,l=1
aklEik ⊗ Elj , ∀ i, j.
Finally, we need to check that this coproduct is coassociative:
(∆⊗ 1)∆(Eij) = n∑
k,l=1
akl∆
(
Eik
)⊗ Elj = n∑
k,l=1
n∑
r,s=1
aklarsEir ⊗ Esk ⊗ Elj
(1⊗∆)∆(Eij) = n∑
r,s=1
arsEir ⊗∆
(
Esj
)
=
n∑
r,s=1
n∑
k,l=1
arsaklEir ⊗ Esk ⊗ Elj
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As k is commutative, we have that (∆⊗ 1)∆(Eij) = (1⊗∆)∆(Eij).
Note that Mn×n(k) admits n× n independent coproducts, one for each akl, namely:
∆
(
Eij
)
=
n∑
k,l=1
akl∆kl
(
Eij
)
, where ∆kl
(
Eij
)
= Eik ⊗ Elj .
4.3 Cyclic algebras
Let G be a cyclic finite group. The group k[G] is a nearly-Frobenius algebra. A basis, as
vector space, of k[G] is
{
gi : i = 1, . . . , n
}
where |G| = n. As before, if we determine
the value of the coproduct in the unit of the group, we have the value over all element
of the algebra.
A general expression of ∆(1) is:
∆(1) =
n∑
i,j=1
αijg
i ⊗ gj .
Using that ∆
(
gk
)
= ∆(1)
(
1⊗ gk) = (gk ⊗ 1)∆(1), we have that:
n∑
i,j1
αijg
k+i ⊗ gj =
n∑
i,j=1
αijg
i ⊗ gj+k.
then, αi−kj = αij−k, also α1j−1 = αnj and αin = αi−11. This permit us to express the
coproduct as:
∆(1) =
n∑
i=2
αi
{
i−1∑
k=1
gk ⊗ gi−k +
n∑
k=i
gk ⊗ gn+i−k
}
.
This implies that:
∆
(
gk
)
= ∆(1)
(
1⊗ gk)
=
n∑
i=2
αi
{
i−1∑
k=1
gk+l ⊗ gi−k +
n∑
k=i
gk+l ⊗ gn+i−k
}
∆
(
gk
)
=
(
gk ⊗ 1)∆(1)
=
n∑
i=2
αi
{
i−1∑
k=1
gk ⊗ gi+l−k +
n∑
k=i
gk ⊗ gn+i+l−k
}
.
These two expressions for ∆
(
gk
)
coincide. The same type of argument proves coasso-
ciativity of the coproduct.
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4.4 General semisimple algebras
To forma general semisimple algebra it is enough to consider the following situation:
Remark. Assume thatA1 andA2 are k-algebras. The product of the algebrasA1 andA2 is
the algebraA = A1×A2 with the addition and the multiplication given by the formulas
(a1, a2) + (b1, b2) = (a1 + b1, a2 + b2) and (a1, a2)(b1, b2) = (a1b1, a2b2), where a1, b1 ∈ A1
and a2, b2 ∈ A2. The identity of A is the element 1 = (1A1 , 1A2) = e1 + e2 ∈ A1 × A2,
where e1 = (1A1 , 0) and e2 = (0, 1A2). If
(
A1,∆1
)
and
(
A2,∆2
)
are nearly Frobenius
algebras then A admits a natural structure of Nearly Frobenius algebra. In the next
paragraph we describe this structure.
First, we define ∆(e1) =
∑
(a1, 0)⊗ (a2, 0), where ∆1(1A1) =
∑
a1⊗a2 and ∆(e2) =∑
(0, b1)⊗ (0, b2), where ∆2(1A2) =
∑
b1 ⊗ b2. Then
∆(1) =
∑
(a1, 0)⊗ (a2, 0) +
∑
(0, b1)⊗ (0, b2) ∈ A⊗A.
To prove that this defines a bimodule morphism it is necessary to guarantee that ∆(1)
satisfies that
(c⊗ 1)∆(1) = ∆(1)(1⊗ c), ∀ c ∈ A.
Denote c = (c1, c2) ∈ A, then
(c⊗ 1)∆(1) = (c1, c2)⊗ (1, 1)
[∑
(a1, 0)⊗ (a2, 0) +
∑
(0, b1)⊗ (0, b2)
]
=
∑
((c1, c2)⊗ (1, 1)) ((a1, 0)⊗ (a2, 0)) +
∑
((c1, c2)⊗ (1, 1)) ((0, b1)⊗ (0, b2))
=
∑
(c1a1, 0)⊗ (a2, 0) +
∑
(0, c2b1)⊗ (0, b2).
On the other hand
∆(1)(1⊗ c) =
[∑
(a1, 0)⊗ (a2, 0) +
∑
(0, b1)⊗ (0, b2)
]
((1, 1)⊗ (c1, c2))
=
∑
((a1, 0)⊗ (a2, 0)) ((1, 1)⊗ (c1, c2)) +
∑
((0, b1)⊗ (0, b2)) ((1, 1)⊗ (c1, c2))
=
∑
(a1, 0)⊗ (a2c1, 0) +
∑
(0, b1)⊗ (0, b2c2).
Remember that ∆A1 and ∆A2 are bimodule morphisms, then
(c1 ⊗ 1)∆A1(1A1) =
∑
c1a1 ⊗ a2 =
∑
a1 ⊗ a2c1 = ∆A1(1A1)(1⊗ c1)
18
and
(c2 ⊗ 1)∆A2(1A2) =
∑
c2b1 ⊗ b2 =
∑
b1 ⊗ b2c2 = ∆A2(1A2)(1⊗ c2)
This proves that (c⊗ 1)∆(1) = ∆(1)(1⊗ c). Then A is a nearly Frobenius algebra.
Corollary 4.1. If char(k) does not divide the order of G, then k[G] is a nearly-Frobenius
algebra.
Proof. Applying Maschke’s theorem, we have that k[G] is semisimple, then it is a prod-
uct of simple algebras Mni×ni(k). Therefore, by the Theorem ??, we conclude that k[G]
is a nearly-Frobenius algebra. Moreover, we can determine all the nearly-Frobenius
structures that it admits.
From what we have seen, we conclude that, in the case of semi-simple algebras,
the Frobenius space of A is a vector space of dimension equal to the dimension of A,
and that it has a one dimensional subspace (minus the origin) of bona fide Frobenius
structures.
5 Nearly Frobenius Quiver Algebras
Quiver algebras provide a large collection of examples of nearly-Frobenius algebras as
have been shown in [2] by Artenstein, Lanzilotta and the first author of this paper. Let
us summarize briefly these results (see [3]).
First, recall that a quiver Q =
(
Q0, Q1, s, t
)
consists of two sets: Q0 (whose elements
are called vertices) and Q1 (whose elements are called arrows), and two maps s, t : Q1 →
Q0, which associate to each arrow α ∈ Q1 its source s(α) ∈ Q0 and its target t(α) ∈ Q0,
respectively.
Definition 5.1. Let Q =
(
Q0, Q1, s, t
)
be a quiver and a, b ∈ Q0. A path of length l ≥ 1
with source a and target b (or, more briefly, from a to b) is a sequence
(
a|α1, α2, . . . , αl|b
)
,
where αk ∈ Q1 for all 1 ≤ k ≤ l, and we have s
(
α1
)
= a, t
(
αk
)
= s
(
αk+1
)
for each
1 ≤ k < l, and finally t(αl) = b. Such a path is denoted briefly by α1α2 . . . αl.
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Definition 5.2. Let Q be a quiver. The path algebra kQ is the k-algebra whose under-
lying k-vector space has as its basis the set of all paths
(
a|α1, α2, . . . , αl|b
)
of length
l ≥ 0 in Q and such that the product of two basis vectors (a|α1, α2, . . . , αl|b) and(
c|β1, β2, . . . , βk|d
)
of kQ is defined by:
(
a|α1, α2, . . . , αl|b
)(
c|β1, β2, . . . , βk|d
)
= δbc
(
a|α1, . . . , αl, β1, . . . , βk|d),
where δbc denotes the Kronecker delta. In other words, the product of two pathsα1 . . . αl
and β1 . . . βk is equal to zero if t
(
αl
) 6= s(β1) and is equal to the composed pathα1 . . . αlβ1 . . . βk
if t
(
αl
)
= s
(
β1
)
. The product of basis elements is then extended to arbitrary elements
of kQ by distributivity.
Example 5.1. If Q is the following quiver:
1 2
α
3
α
4
α
nn-1
2 α1 3 n-1
Then the path algebra A = kQ
kQ = 〈e1, e2, . . . , en, αi . . . αi+j : i = 1, . . . , n, j ≥ 0〉.
admits a unique nearly-Frobenius structure, where the coproduct is defines as follows:
∆(e1) = aα1 . . . αn−1 ⊗ e1,
∆(en) = aen ⊗ α1 . . . αn−1,
∆(ei) = aαi . . . αn−1 ⊗ α1 . . . αi−1,
∆(αi . . . αj) = aαi . . . αn−1 ⊗ α1 . . . αj ,
where a ∈ k.
Theorem 5.2. Let A = kQ with Q a finite, connected quiver with no oriented cycles. Then
A has a nearly-Frobenius structure if and only if Q = An with all the arrows in Q having the
same orientation.
If we introduce relations in the quiver Q, then the nearly-Frobenius structures over
Q are very interesting.
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Proposition 5.3. The path algebra associated to the quiver
2 31
QR : 0
ααα1 2 m
m
β1 βn
mm+1 +n
with the relation αmβ1 = 0, admitsmn+2 independent nearly-Frobenius structures; these are:
∆
(
e1
)
= aα1 . . . αm ⊗ e1 ∆
(
em+1
)
= bβ2 . . . βn ⊗ β1
...
...
∆
(
ei
)
= aαi . . . αm ⊗ α1 . . . αi−1 ∆
(
em+i
)
= bβi+1 . . . βn ⊗ β1 . . . βi
...
...
∆
(
em
)
= aαm ⊗ α1 . . . αm−1 ∆
(
em+n
)
= bem+n ⊗ β1 . . . βn
∆
(
αi . . . αj
)
= aαi . . . αm ⊗ α1 . . . αj ∆
(
βi . . . βj
)
= bβi . . . βn ⊗ β1 . . . βj
∆
(
e0
)
= ae0 ⊗ α1 . . . αm + bβ1 . . . βn ⊗ e0 +
m∑
i=1
n∑
j=1
cijβ1 . . . βj ⊗ αi . . . αm
where a, b, cij ∈ k.
Theorem 5.4. The path algebra A associated to the cyclic quiver Q
1
2
3 n
n
n +1
n +2
n +3
n +n +1
n +... +n
m
n +n
α
α
α α
1
1
2
2
3
3
n
1
1
1
11
1
1 1
α
α
α α
α
α
2
2
2
1
1
1 2
2
21 2
3
n
m1
m
with m maximal paths of length ni, i = 1, . . . ,m admits R nearly-Frobenius structures, where
R = m+
m∑
i=1
nini+1
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with nm+1 = m1.
6 Almost TQFTs
Just as Frobenius algebras correspond to TQFTs, nearly Frobenius algebras correspond
to almost TQFTs.
Definition 6.1. An almost TQFT is a functor Z from the full subcategoryCob+2 ofCob2,
whose objects are positive integers n > 0 (standing, as before, for the disjoint union of
n circles), into the category Vect∞ of (possibly infinite dimensional) vector spaces.
It could be the case that an almost TQFT is also a TQFT, but this happens rarely.
Almost TQFTs often have no traces, but they always have coproducts.
Theorem 6.1. The category of nearly Frobenius algebras is equivalent to the category of almost
TQFTs.
Proof. Notice that the way we set up the proof that F in equation 2 works as well to
prove this theorem. Again, given an almost TQFT it is easy to define on A := Z(S1)
a nearly Frobenius algebra structure. Conversely, the construction of the almost TQFT
from a nearly Frobenius algebra works by using an arbitrary f inM(Σ) to produce a
pair-of-pants decomposition, and the independence of the decomposition follows from
Cerf’s theory.
7 String Topology
The following is a fundamental example: The cohomology of a compact manifold is
always a Frobenius algebra, but this fails to be the case for non-compact manifolds.
Example 7.1. The Poincaré algebra A := H∗(M) of a non-compact manifold M admits
a nearly Frobenius algebra structure induced from the smooth structure inM . Consider
the diagram:
M
∆ //
∆

M ×M
1×∆

M ×M
∆×1
//M ×M ×M
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From transversality it follows that:
(∆× 1)∗(1×∆)! = ∆!∆∗,
where ∆∗ : H∗(M) ⊗ H∗(M) = H∗(M × M) → H∗(M) is the map induced by the
diagonal map in cohomology, and ∆! : H∗(M)→ H∗(M)⊗H∗(M) is the Gysin map for
the diagonal map. Then: (
∆∗ ⊗ 1)(1⊗∆!) = ∆!∆∗.
Therefore H∗(M) is an algebra with a coproduct which is a module homomorphism.
Non-compact manifolds lack a fundamental class in homology, and so we don’t have
a trace in cohomology. The coproduct ∆ is a substitute for Poincaré duality in this
context: it plays the role of the Poincaré dual for the cup product.
For an n-dimensional compact manifoldM , the free loop space is the mapping space
LM := C0(S1,M). Chas and Sullivan in [7] used the intersection product to define an
intersection product of the form:
• : Hl(LM)⊗Hm(LM)→ Hl+m−n(LM).
This is defined as follows: given singular simplices of loops σ˜1 ∈ Cl(LM) and σ˜2 ∈
Cm(LM) we can evaluate each loop at zero, to obtain two singular simplices σ1 ∈
Cl(M) and σ2 ∈ Cm(M), then (perhaps using transversality) we can intersect both
simplices to define a singular chain σ3 := σ1 ∩ σ2 ∈ C1+m−n(M). At every point p ∈ σ3
we can concatenate the loop σ˜1(p) ∈ LM with the loop σ˜2(p) ∈ LM in that order (both
loops pass through p at time 0), to obtain a loop σ˜3(p), thus defining a singular chain
of loops σ˜3 ∈ Cl+m−n(LM). This definition works even if M is non-compact (see, for
example, the paper by Cohen and Jones [9] where they make this definition rigurous).
The point for us is that even though H∗(LM) is almost never a Frobenius algebra, it
always is a nearly Frobenius algebra as the following theorem by Cohen and Godin [8]
states:
Theorem 7.2. The Chas-Sullivan algebra H∗(LM) admits a nearly Frobenius algebra structure
(induced by the smooth structure of M ) whose coproduct extends that of (H∗(M),∆).
In particular H∗(LM) is the space state of an almost TQFT (whose structure is in-
duced by the smooth structure of M ).
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This defines a functor from the category of smooth manifolds to the category of
nearly Frobenius algebras. While the Chas-Sullivan algebra happens to be homotopy
invariant (see [?]), the nearly Frobenius algebra is not. Whether the coproduct depends
on the diffeomorphism type or only on the homeomorphism type is an interesting ques-
tion.
8 The moduli variety N (A) of nearly Frobenius structures on
an algebra A
Let A be an algebra, the Frobenius identities make the set of all possible nearly Frobe-
nious coproductsN (A) on A into a possibly infinite dimensional algebraic variety over
k.
The following fact is somewhat surprising:
Theorem 8.1. For a k-algebraA, the varietyN (A) of nearly Frobenius coproducts ofAmaking
it into a nearly Frobenius algebra is a linear k-vector space.
First, the category of A bimodules will be written as AMA. For an object M ∈ AMA
we write
I(M) =
{
m ∈M : a ·m = m · a ∀a ∈ A}
to denote the sub–bimodule of invariants.
The proof consists of two lemmas.
Lemma 8.2. For an arbitrary k–algebra A, the map e : EA → I(A ⊗ A) defined as e(∆) =
∆(1), is a bijection.
Proof. First observe that the map e makes sense. We have that ∆(x) = ∆(x1) = ∆(1x) =
(x⊗ 1)∆(1) = ∆(1)(1⊗ x) for all x ∈ A. This shows that the map e is injective and also
its codomain is I(A ⊗ A). Given an element ξ = ∑ ai ⊗ bi ∈ I(A ⊗ A), if we define
∆ξ(x) = x · ξ = ξ · x it is clear that ∆ξ is a nearly Frobenius structure in A and that
e(∆ξ) = ξ. We check that it is nearly Frobenius, for example: ∆ξ(xy) = (xy) · ξ =
x ·∆ξ(y) and similarly for the action on the left. As to the coassociativity of ∆ first we
observe that if the element ∆(1) =
∑
ai⊗bi it is clear that: (∆⊗id)∆(1) =
∑
∆(ai)⊗bi =∑
aj ⊗ bjai ⊗ bi =
∑
aj ⊗∆(bj) = (id ⊗∆)(∆(1)). The coassociativity for a general x
follows from the basic property ∆(x) = x ·∆(1) = ∆(1) · x.
24
Lemma 8.3. The set NA of nearly Frobenius structures in A is a vector space. Moreover,
dimNA ≤ (dimA)2.
Proof. Clearly, once the above bijection is established, we can induce from the linear
structure of I(A⊗A) a linear structure inNA: the structure that is induced is the sum in
the space of linear maps from A into A⊗A. The bound of the dimensions is innediate.
One final remark: for most simple examples we have:
FrobDim(A) := dimN (A) = dimk(A),
but, as the examples of quiver algebras show, this is not always tha case. In any case the
previous lemma provides a bound. This suggests that an investigation of the meaning
of the invariant FrobDim(A) is a worthwhile question.
9 Acknowledgments
The second author would like to thank the Moshinsky Foundation, Conacyt, FORDECYT-
265667, the Samuel Gitler International Collaboration Center, the Laboratory of Mirror
Symmetry NRU HSE, RF Government grant, ag. No. 14.641.31.0001 and the kind hos-
pitality of the Universities of Geneva and of Miami.
We would like to thank the referee for very careful and useful remarks that im-
proved this paper.
References
[1] Lowell Abrams. Two-dimensional topological quantum field theories and Frobenius alge-
bras. J. Knot Theory Ramifications, 5(5): 569-587, 1996.
[2] D. Artenstein, A. González, and M. Lanzilotta. Constructing Nearly Frobenius Alge-
bras, Algebras and Representation Theory (2015) Volume 18, 339-367.
[3] Ibrahim Assem, Daniel Simson and Andrzej Skowron`ski. Elements of the Representa-
tion Theory of Associative Algebra 1 Techniques of Representation Theory Volume 1, Cam-
bridge University Press, 2006.
25
[4] Michael Atiyah. Topological quantum field theories. Inst. Hautes Études Sci. Publ.
Math., (68): 175-186 (1989), 1988.
[5] R. Brauer and C. Nesbitt. On the regular representations of algebras. Proc. Nat. Acad.
Sci. USA, 23: 236-240, 1937.
[6] J. Cerf. La stratification naturelle des espaces de fonctions différentiables réelles et le
théorème de la pseudo-isotopie. Inst. Hautes Études Sci. Publ. Math., 39:5-173, 1970.
[7] M. Chas and D. Sullivan. String Topology. arXiv:math.GT/9911159.
[8] Ralph L. Cohen and Véronique Godin, A polarized view of string topology. Topology,
geometry and quantum field theory. Proceedings of the 2002 Oxford symposium in
honour of the 60th birthday of Graeme Segal. London Math. Soc. Lecture Note Ser.,
vol. 308, Cambridge Univ. Press, Cambridge, 2004, pp. 127-154.
[9] R. L. Cohen and J. D. S. Jones. A homotopy theoretic realization of string topology. Math.
Ann. 324(4):773-798, 2002.
[10] Ralph L.Cohen, John R. Klein and Dennis Sullivan. The homotopy invariance of the
string topology loop product and string bracket. Journal of Topology, 1(2):391-408, 2008.
[11] Gregory Moore and Graeme Segal. D-branes and K-theory in 2D topological field
theory. http://arxiv.org/abs/hep-th/0609042.
[12] T. Nakayama. On Frobeniusean algebras I. Ann. of Math, 40:611-633, 1939.
[13] T. Nakayama. On Frobeniusean algebras II. Ann. of Math, 41:1-21, 1941.
26
