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Abstract Spatially aggregated data is frequently used in geographical applications.
Often spatial data analysis on aggregated data is performed in the same way as on
exact data, which ignores the fact that we do not know the actual locations of the data.
We here propose models and methods to take aggregation into account. For this
we focus on the problem of locating clusters in aggregated data. More specifically,
we study the problem of locating clusters in spatially aggregated health data. The
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data is given as a subdivision into regions with two values per region, the number of
cases and the size of the population at risk. We formulate the problem as finding a
placement of a cluster window of a given shape such that a cluster function depending on
the population at risk and the cases is maximized. We propose area-based models to
calculate the cases (and the population at risk) within a cluster window. These models
are based on the areas of intersection of the cluster window with the regions of the
subdivision. We show how to compute a subdivision such that within each cell of the
subdivision the areas of intersection are simple functions. We evaluate experimen-
tally how taking aggregation into account influences the location of the clusters found.
Keywords Cluster · Aggregated data · Algorithm · Public health
1 Introduction
Spatial data often do not include exact location information. Instead data are
aggregated into areas corresponding to regions like counties, zip codes, census blocks
or enumeration districts, or come from sources like anonymous questionnaires where
only approximate locations (like partial zip codes) are provided. Even if information
about exact locations is available, there may be privacy and confidentiality consider-
ations for not disclosing for instance exact address information of patients [1, 5, 6].
Aggregated data is frequently used in application areas such as criminology [23],
sociology [26], political science [4, 13], geography [21], and public health [12]. A
known problem with aggregated data analysis is that it suffers from the modif iable
areal unit problem: it can be problematic to use aggregated data when the aggregation
units have nothing to do with the phenomenon being analyzed (e.g., spreading of
disease is oblivious to municipality boundaries) [21]. However, it is often the case
that the only data available for analysis is aggregated data.
In this paper we focus on aggregated data, and in particular, on locating clusters
in disease data. The health application is relevant and interesting in its own, but
in addition, it serves to illustrate the models and methods that we propose to deal
with aggregated data. Our methods can be applied to many other situations where
aggregated spatial data is used, and reduce the effect of the modifiable areal unit
problem when compared to existing methods.
The study of geographical patterns of diseases is an important aid for the investi-
gation of outbreaks. Analyzing the geographic nature of disease cases has been a key
factor in finding the source of many outbreaks. Since the famous case of geographical
analysis of John Snow in 1854 [3, 29], numerous examples have been documented in
the literature of several fields like epidemiology, public health, preventive medicine,
and medical geography.
Investigation of outbreaks due to both infectious and non-infectious causes (e.g.,
toxic exposure) can greatly benefit from the use of spatial information. Even though
the role played by geography in the identification of outbreaks depends entirely
on the disease, spatial factors have a major importance for many outbreaks related
to exposure to pollution or radiation sources (for a wide range of diseases, from
respiratory illnesses to different types of cancer), as well as for airborne diseases like
Legionella [7] or Q fever [8].
In the public health domain, detecting clusters in aggregated data is done by statis-
tical methods [27, 31]. These methods, however, typically represent the aggregation
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regions by their centroids. One of the most widely used approaches, which also uses
centroids, is the spatial scan statistic [14, 16]. Another well-known method for cluster
detection is the Geographical Analysis Machine [22]. This method assumes non-
aggregated point data and tests cluster centers based on grid points. In this paper
we argue and verify that such point-based methods may not perform well, and area-
based alternatives can be used instead.
1.1 Aggregated data
The centroids of regions are not necessarily good representatives for the regions.
Large parts of a region might be closer to the centroids of other regions than to the
centroid of their own region. This happens for instance for regions that are larger
than neighboring regions, or for elongated regions. The centroid of the elongated
region in Fig. 1(right), which corresponds to the municipality of Rotterdam in the
Netherlands, does not even lie in the region. The figure is a snapshot from our
experiments, which are detailed in Section 4. For now, we distributed an imaginary
illness at random over the inhabitants of the Netherlands, and created an artificial
cluster by giving everyone inside a given circle (shown dashed in the figure) a
higher probability of being ill. The figure also shows the cluster found by a standard
centroid-based method (SaTScan1). At first sight, it may be surprising that the cluster
does not include the municipality of Rotterdam, although most of the cases of the
cluster lie there. The reason for this is that the centroid of Rotterdam is not close to
the centroids of the other regions in the cluster, and moreover, the centroid-based
method, in order to include the cases in Rotterdam, is forced to include the whole
municipality, which has a relatively large population and makes the likelihood of
the cluster decrease. The figure also shows the result found by one of our methods,
which tries to take the actual area of the regions into account (thus we refer to it
as area-based). Figure 2 shows another example using real data from an outbreak
of Salmonella that took place in the Netherlands in 2006 [11]. Also in this case, the
area-based method is able to provide a more precise location for the outbreak.
Clearly, the problems that occur when using centroids to represent whole regions
also occur for any other representative point one might use, since they are inherent
to concentrating area-based information into one single point. Despite being a
practical simplification, representing regions by arbitrary points may lead to artifacts
or distorted results, especially if we are interested in geometric properties of the data.
1.2 Contribution
The issues described in the previous section arise from representing areal—two-
dimensional—features by single points (e.g. centroids). It is clear that representing
whole regions by single points can lead to a loss of valuable information, especially
when analyzing aggregated data for cluster location. Therefore we propose alter-
natives to point-based methods that take the area of the regions into account. We
refer to our methods as area-based, because they treat aggregated regions as areas
and not as points. Taking the full geometry of the regions into account, as opposed
to considering data on regions simply as data concentrated at single points, implies
1http://www.satscan.org
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Fig. 1 Estimating the location of a cluster on artificial data aggregated into Dutch municipalities,
with two point-based method (centroid-based, discrete and continuous variants) or with the two pro-
posed area-based methods (area-based, homogeneous or non-homogeneous variants). All methods
use a a Poisson likelihood test
Fig. 2 Estimating the location of a cluster on real data from the Netherlands, with population and
cases either concentrated at the centroids of regions (centroid-based) or uniformly distributed (area-
based). All methods use a Poisson likelihood test
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that algorithms can become more complex and require a higher running time than
algorithms for point-based methods. We show how to efficiently handle these more
complex models by using tools from computational geometry [2].
We begin by formulating the problem as a polygon placement problem (for
illustration a rectangle will be used at first; later we will explain how to handle any
polygonal shape). This polygon represents a possible location for the cluster, and a
placement that contains many cases compared to the population is an indication that
we may have found the cluster. By choosing regular polygons, we can approximate a
circular cluster region arbitrarily well. We refer to the polygon as the cluster window.
When the cluster window contains a region completely, then it contains the
complete population and all cases of that region. When the cluster window contains
only part of a region, we face the problem that the data was aggregated and must
make assumptions on how the data (in our case, the population at risk and the disease
cases) are distributed inside the regions. We first propose a homogeneous model,
where we assume that both the population and the cases are uniformly distributed
inside each region. In some situations, assuming a uniform case distribution can be
inappropriate, thus we also propose a second, non-homogeneous model, where cases
have the tendency to cluster. We present these models in the next section.
The cluster window placement that we seek is one that maximizes some cluster
function depending on the cases and population inside the window; the precise
function depends on the model. We refer to this window placement as the optimal
window. To find the optimal window we need to compute an arrangement of the
combinatorially different placements of the window and optimize the cluster function
within each cell of the arrangement.
This allows us to consider all possible placements of the cluster window over a
subdivision with n regions. This is an important difference to previous approaches,
which restrict the search to a finite number of locations. The optimization per cell
can be performed exactly for simple functions such as the case-to-population ratio, or
numerically for more complex functions. Assuming the optimization takes constant
time, the total worst-case running time of the resulting algorithm is O(N2), where
N is the number of vertices in the subdivision. However, we prove that under
reasonable, practical assumptions on the resolution of the regions and the cluster
window, the running time is only O(N log N).
While the focus of this paper is on algorithmic techniques for aggregated data,
we also provide an experimental comparison of area-based versus centroid-based
cluster detection. The goal of the experiments is to study which methods are best
in estimating the location of a cluster. To compare the methods we use the same
statistical test for all experiments but different methods to obtain case and population
counts. The results suggest that area-based models indeed capture the geometry of
the data better than centroid-based methods. In other words, they suffer less from
the modifiable areal unit problem than centroid approaches.
2 Modeling the problem
In this paper we abstract the problem of finding the location of a cluster as a polygon
placement problem. We will first represent the cluster area by a rectangle W and
later extend our results to general polygons. The objective is to find a placement
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of W such that a cluster function is maximized. The cluster functions will depend
on the population at risk and the cases covered by W. The number of cases in W
will be estimated using various models. We assume that we have access only to
aggregated location and population data, meaning that the exact location of the cases
and population is not known. The rectangle W will have some fixed size and we
will assume that it is axis-aligned. Moreover, we address the situation with different
subdivisions for the case and population data.
2.1 Models for the case distribution
In the models proposed next, we are given one subdivision of the plane, consisting
of a set P of n regions P1, . . . , Pn, and for each region Pi in the subdivision we are
given two values ci and pi. The first value ci represents the number of disease cases
within Pi, whereas the second value pi represents the population at risk of Pi (for
example, the number of people at risk for the disease in question).
We propose two basic models. The first model assumes that the distribution of the
cases is homogeneous inside each region. The second model assumes a more non-
homogeneous distribution of the cases, that is, for a region that is partially covered by
the cluster window, we take into account that the case density in the cluster window
might be higher than the case density outside the cluster window.
The problem of estimating the number of cases and the population at risk in
the cluster window is closely related to the problem of areal interpolation. Areal
interpolation is the problem of determining—based on aggregated data from a
source subdivision—the aggregated values of the data on a target subdivision.
It is needed when data aggregated on different subdivisions is integrated. Our
problem is similar in the sense that we have a source subdivision and target areas,
i.e., the cluster windows. There are volume-preserving and non-volume-preserving
areal interpolation methods, with the volume-preserving methods considered to be
superior [18]. Common areal interpolation methods are areal weighting, the pycno-
phylactic method [30], and methods using ancillary data. Areal weighting assumes
a homogeneous distribution of the data within the cells of the source subdivision.
In contrast the pycnophylactic method assumes that the data value is a smooth
function of the location, on the domain of the subdivision. Areal interpolation can
be improved by using ancillary data like satellite imagery or the road network. See
[9] for a comparison of different areal interpolation methods.
In the following we will always assume that the population is distributed uniformly
in each region. The cases will be assumed to be distributed uniformly for the
homogeneous model, while in the non-homogeneous model cases will be assumed
to cluster. Thus, in spirit this is very similar to areal weighting. Nonetheless, the
techniques proposed in this paper can be combined with further assumptions on
the population and case distribution by preprocessing the data to redistribute the
population and cases to a finer subdivision according to the assumptions made.
2.1.1 Homogeneous model
We will assume for the first model that the distributions of both the cases and the
population are uniform.
More formally, let (x, y) be the position of the center of window W. We will write
W(x, y) to refer to the window W translated in such a way that its center lies at (x, y).
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See Fig. 3 for an illustration. Finding a placement of W is equivalent to finding a value
for x and y. We can express the number of cases c(x, y) and the population p(x, y) in




ci · fi(x, y) and p(x, y) =
∑
i=1...n
pi · fi(x, y) (1)
where fi(x, y) ∈ [0, 1] denotes the fraction of the area of Pi intersected by W(x, y):
fi(x, y) = Area(Pi ∩ W(x, y))/Area(Pi).
This model seems reasonable given that we are dealing with aggregated data and
the location of the cases is not known. However, there are situations in which the
result obtained is not what one would expect. As an example, consider the example
depicted in Fig. 4. Assume we would want to find the window with the highest
cases-to-population ratio. Under the homogeneous model, the optimal window lies
completely inside the most dense region, like W1. However, the situation suggests
that the window with the highest ratio might actually be close to the intersection
of the three shaded regions since such a window W2 can contain all twelve cases,
whereas W1 cannot. The next model we propose handles such situations better.
2.1.2 Non-homogeneous model
There are various ways to address the situation illustrated in Fig. 4. From a global
perspective the situation can often be avoided by a suitable model for the overall
case (and population) distribution. For instance, one might assume that the cases-to-
population ratio changes continuously. Using the pycnophylactic method for areal
interpolation this would result in a finer subdivision (i.e., grid) which might give
preference to a cluster window closer to the intersection of the regions depending
on the global situation. As mentioned earlier, we see the techniques proposed in this
paper independent to this global view of redistributing population and cases, since
this redistribution is independent of the clustering and can be done in a preprocessing
step.
From a more local perspective, we might want to know by how much our
homogeneous model is off in a pessimistic scenario, i.e., if the cases in a region
are clustered such that a larger proportion than expected falls into the currently
inspected cluster window. In a worst-case scenario this could mean that all cases of a
region are in the cluster although the cluster window only partially covers the region.
In this approach the total number of cases in a region is preserved, but how they are
distributed is decided only after querying for a cluster window.
Fig. 3 Example for the
homogeneous model: for each
region Pi, (ci, pi) is shown;
shading shows the cases-
to-population ratio. The cases
and population are assumed to
be uniformly distributed inside
each region. The location of W
maximizes the density of cases
under the homogeneous model
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Fig. 4 The numbers in each
region indicate number of
cases and population. The
homogeneous model will
result in a window like W1,
whereas the non-homogeneous
model will yield one like W2
In our second model we give a formalization of this local perspective. It is
worth stressing that this model represents only one possible way to address the
assumption of a non-homogeneous distribution, but many others are possible. In
the homogeneous model the number of cases contributed by a region to a cluster is
proportional to the area of intersection between the region and the cluster window.
To allow for a larger proportion of cases in the cluster window, we express the
proportion by an increasing function g : [0, 1] → [0, 1] with g(z) ≥ z. The population
is assumed to be distributed uniformly as in the homogeneous model. For instance,
if the cluster window covers half of a region, the homogeneous model would take
half of the cases. The second model would instead take a fraction g(1/2) of the cases,
which by assumption is at least 1/2. We can express the number of cases c(x, y) and




min {ci · g( fi(x, y)), pi · fi(x, y)} and p(x, y) =
∑
i=1...n
pi · fi(x, y)
(2)
where again fi(x, y) ∈ [0, 1] denotes the fraction of the area of Pi intersected by
W(x, y).
In the formula for the number of cases, the minimum accounts for situations in
which the estimated number of cases would actually be higher than the estimated
population. Taking the minimum guarantees that these two estimates are consistent.
For computational reasons we will restrict ourselves to piecewise linear functions g.
Piecewise linear functions can be used to approximate other choices of g.
2.2 Different subdivisions for population and cases
Population information and case information might be aggregated differently. In
this case, we have one subdivision for the population data and another one for the
number of cases. See Fig. 5 for an example. In fact, such asymmetry between the case
and population data is not uncommon, since case data is often aggregated to larger
geographical units than population data (see e.g. [10, 19]).
We handle this situation by areal interpolation in a preprocessing step. More
specifically, we use areal weighting, i.e., we determine the overlay of the two
subdivisions and distribute population and cases by area. In this section we address
the following problem: areal weighting might result in inconsistent estimates for the
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Fig. 5 A variant of the
problem is where two different
subdivisions are given, one for
the case data and one for the
population data W
population and the number of cases in regions of the overlay, in particular, the
number of cases might be larger than the population. In the following we explain
how to compute numbers for the cases and the population of the overlay that are
consistent and in accordance with the input data.
We are given a subdivision P of the plane comprised of n regions P1, . . . , Pn,
and for each region Pi we are given a population value pi, and in addition, we are
given a second subdivision C comprised of m regions C1, . . . , Cm, each with a case
count value ci. Let B be the overlay of the subdivisions P and C. All regions in B
are such that they are part of only one region from P and only one region from
C. Let B be some region of B, and assume it is part of a region P(B) in P and
C(B) in C. Assuming equal population density in the regions of P implies that the
population of B is equal to the population of P(B) times the ratio of the areas of
B and P(B), and a similar statement holds for the cases. However, the two equal
density assumptions are conflicting if this implies that the number of cases in B is
greater than its population. We will define a reasonable way to assign a population
and a number of cases to B. The following three conditions define a valid assignment
of population and cases to the regions of B.
– If a region P from P is partitioned into a set of regions in B, then the total
population in these regions must be equal to the population of P.
– If a region C from C is partitioned into a set of regions inB, then the total number
of cases in these regions must be equal to the number of cases in C.
– For each region in B, its population is at least the number of cases.
These conditions do not uniquely determine how to assign a population and
case count to the regions. In fact, in general, it could happen that these three
conditions cannot be fulfilled at the same time, but this can only occur if the data
are inconsistent. If the data come from a real situation, there will always be at least
one solution, namely the real population and the real number of cases for the regions
of B. However, since these values are not given, we still need to determine a solution.
To choose the “most likely” solution, we will try to spread population and cases as
uniformly as possible. Recall that for any region B ∈ B, P(B) is the region of P that
contains B, and C(B) is the region of C that contains B. Furthermore, let Pop(P(B))
and Case(C(B)) be their population and case counts, to be computed.
In order to distribute the population and cases as uniformly as possible, we
formulate the problem as a minimization problem. The minimization is over all
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possible population and case counts of all regions in B, restricted to the three
conditions specified before. The minimization problem yields zero exactly when
population and cases are uniformly distributed in the subregions of each region from
P and C.
We can solve the minimization problem optimally by linear programming, al-
though fractional population and cases may arise. To obtain a linear programming
formulation we will introduce extra variables to be able to remove the absolute-
value aspect in the current formulation. For any region B ∈ B, let ErrPop(B) be














Then we can use the following linear inequalities in our linear program:





Pop(P(B)) − Pop(B) ;
ErrPop(B) ≥ 0 .
Analogous inequalities are used for ErrCase(B). The equalities and inequalities
that arise from the three conditions stated before in the list are also linear. Our











The parameter w is used to weigh uniformly distributed population more heavily
than uniformly distributed cases, which appears to make sense. It should then be
chosen smaller than 1. The minimization (objective function of the linear program)
is linear, and hence we conclude that a linear programming formulation is obtained.
Due to minimization, any optimal solution must set the extra variables ErrPop and
ErrCase to match their definition, and hence the linear programming formulation is
equivalent to the original formulation that uses the absolute-value function.
It may be possible to avoid fractional population and case counts in the re-
gions B ∈ B, but this implies using integer programming instead of linear program-
ming [28]. Since linear programming is computationally much easier, and good
solvers are available, a linear programming formulation is definitely preferable [34].
Intuitively, it seems that a fractional solution does not have a negative effect on the
cluster eventually found, and may even have a positive effect. Also observe that the
optimal location of the cluster window generally also corresponds to fractional case
and population counts, and hence we do not consider fractional values to be a real
problem.
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2.3 Cluster functions
So far, our models up to now describe how the population and cases are distributed
over the plane, given the aggregated input data that we have. In order to actually
detect clusters, we will try to find a cluster window, which is a region in the plane
(such as a circle or a square) that is most likely to define a cluster. The distributions
of population and cases allow us to compute the number of each quantity inside a
candidate cluster window. To determine whether it really is a cluster, though, we
also need a so-called cluster function. A cluster function takes these two numbers,
the population and case count, as input. It returns a number that should be higher if
the population and case count indicate a cluster.
A very simple cluster function would consist in simply dividing the number of cases
by the population in the window. But this quotient has little statistical significance.
A better cluster function is the likelihood of a cluster under a statistical model. For
instance, in the experiments presented in Section 4, the likelihood test assumes a
Poisson model [14]. Several other tests, based on different statistical models, exist,
and our methods can be adapted to most of them, as long as the test itself can be
performed efficiently. A thorough comparison of several clustering models used for
disease clustering can be found in [17].
3 Geometric structure and algorithm
To solve the cluster finding problems defined in the previous section, we can
compute the arrangement of combinatorially different placements of the window W.
Sections 3.1 and 3.2 detail what this arrangement looks like, and how to compute it
efficiently. In Section 3.3 we will use the arrangement to compute a placement of the
window that maximizes the case-to-population ratio. We will then describe how to
adapt the method to work with other polygonal cluster windows. Finally, we discuss
alternative algorithms and extensions.
3.1 Arrangement of placements
Given a subdivision P and a window W, we say two placements of W are combina-
torially dif ferent if the set of pairs of edges of W and P that intersect are different.
For example, the placements in Fig. 6a and b are combinatorially the same, but the
W W W
(a) (b) (c)
Fig. 6 Placements in a and b are are combinatorially the same, but in c it is combinatorially different:
the set of regions intersected by W is different
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one in Fig. 6c is different because the top left corner of W has moved from one cell
to another. When two placements are the same, we can write the area of overlap
between W and any cell P ∈ P as a closed-form function in x and y (the coordinates
of the center of W), which will allow us to optimize functions that involve this area
of overlap efficiently for all combinatorially equal placements.
This combinatorial relation between placements subdivides the placement space—
the set of possible positions for the center point of W—into a number of regions such
that inside each region, all placements are combinatorially equal. We can define and
compute this arrangement for each cell P ∈ P , and the total arrangement will be the
overlay of these.
For a given cell P, a placement of W changes whenever a corner of W moves
across an edge of P (as in Fig. 6), or when an edge of W moves across a vertex of P.
This means that the edges of the arrangement are defined by the line segments that
arise when sliding a corner of W along an edge of P, as in Fig. 7b, or an edge of W
along a vertex of P, as in Fig. 7c. The arrangement of this region is then the overlay
of those two, as shown in Fig. 7d. Note that the final arrangement of placements, as
shown in Fig. 7d, is composed of the overlay of a number of translated copies of the
window W and a number of translated copies of the cell P.
If we compute this arrangement for all cells P1, . . . , Pn of the subdivision, and
compute the overlay of all of them, then this gives a partition of the whole plane
referred to as the arrangement A. For any cell of A, if the center of W is in
that cell, the pairs of one edge from P and one edge from W that intersect are
fixed (placements of W are combinatorially the same as long as the centers lie
in the same cell of A). To compute this arrangement, we collect all translated
copies of the cells and of W, and note that their total number of vertices is O(N)
(as long as W has constant complexity). We can compute the overlay of all these
polygons in O(N log N + K log N) time using standard methods (see for example [2],
Section 2.4), where K is the complexity of the final arrangement. In the worst
case, K can be (N2). In the situation where the population and cases are given
in two separate subdivisions P and C, things get even worse: since the overlay of
the subdivisions can have quadratic complexity, the algorithm may take O(N4 log N)









(a) (b) (c) (d)
Fig. 7 a A cell of the subdivision (shaded), and a window W (dashed). b The positions of the center
point of W as a vertex of the window slides along an edge of the cell. c The positions of the center
point of W as an edge of the window slides along a vertex of the cell. d The total arrangement is the
overlay of the previous two figures
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3.2 Efficiency analysis in practical situations
The near-quadratic complexity obtained in the previous section is based on a worst-
case analysis. Most likely, such analysis will not reflect the actual complexity of the
arrangement A of placements in practice. Therefore in this section we consider a
more realistic scenario. In particular, we will make a resolution assumption. Define
r as the shortest distance between any two vertices of the region subdivision P , so
r is a measure for the detail level of the data. Our resolution assumption states that
there are positive constants c1, c2, c3, and c4 such that (i) the distance between any
vertex and any edge not incident to that vertex in P is at least c1r, (ii) the length
of any edge in P is at most c2r, and (iii) the diameter of W is at least c3r and at
most c4r. This assumption will allow to prove that in practice, the algorithms have
a considerably better running time than what is provable otherwise. The algorithm
itself and its correctness do not depend on the resolution assumption.
The assumption essentially states that the distances between the vertices and
edges of the subdivision and the window W are all of the same order of magnitude.
There are therefore two factors that contribute to the resolution assumption. First,
the regions themselves should not be modeled using too many edges and vertices.
That is, the input subdivision needs to be chosen at an appropriate scale. Second,
the extent of the cluster that the algorithm is searching for should be at most a few
factors larger than the extent of the regions. For example, it would be impractical to
have regions that are city neighborhoods with an outbreak region of the size of the
whole country. Moreover, if the cluster window becomes very large compared to the
regions, then many regions will actually lie completely within the window and as a
consequence the problem of spatial misalignment becomes less relevant. Therefore,
the more interesting case is indeed the one in which the region and cluster extents do
not differ too much.
Lemma 1 The resolution assumption implies that any angle between two adjacent
segments of P is bounded from below by a positive constant.
Proof Let v be a vertex of P , suppose there are two edges with angle α that have
v as an endpoint, and let the shorter have length l. Then the distance d between
the endpoint of the shorter and the longer edge will be d = l sin α. But we know
that l ≤ c2r and d ≥ c1r, which implies that sin α ≥ c1c2 . Since c1 and c2 are positive
constants, the lemma follows. unionsq
Note that Lemma 1 implies that vertices in P have constant degree. Under the
resolution assumption, we can prove that the complexity of the arrangement A is
actually O(N).
Lemma 2 The complexity of A under the resolution assumption is O(N).
Proof As noted, A is formed by the set of line segments that are translated copies
of edges of P and W. Every vertex of P gives rise to four line segments in the
arrangement which are translates of the edges of W, and every edge of P gives rise
to four translates due to the four corners of W. The arrangement is therefore formed
by O(N) line segments.
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Take any line segment l that definesA: it is either a translate of an edge of P , or a
translate of one of the four edges of W. In either case, it has length (r) since c1, c2,
c3, and c4 are constants. Assume it is a translate of an edge e of P ; the case where it
is a translate of an edge of W is handled in exactly the same way.
We analyze the number of intersections of l in the arrangement (with translates of
other edges of P and W), and will bound it from above by a constant depending on
c1, c2, c3, and c4. Observe that any intersection on l is with a line segment generated
by a vertex or edge ofP that is at most O(r) away from e. The region within c r from e
(for some constant c) is a region of area O(r2). Since the resolution assumption holds
inside this region, a straightforward packing argument shows that only O(1) vertices
and edges can intersect this region. Hence, l contains at most O(1) intersection points
in A. Since this argument holds for all O(N) edges that define the A, it has O(N)
complexity. unionsq
When the information about the population and the disease cases are given in
separate subdivisions P and C, we can compute the overlay of the two and treat this
as if it was a single subdivision. As mentioned, the algorithm now takes O(N4 log N)
time. However, this will hardly occur in practice. In fact, under the resolution
assumption we can prove that the complexity of the arrangement A is still linear.
Lemma 3 In the two-subdivision variant of the problem, under the resolution assump-
tion, the complexity of A is O(N).
Proof Let e be an edge ofP . We will show that e intersects at most a constant number
of edges of C.
We know that the length of e is at most c2r. Sort the edges of C according to the
order in which they intersect e. If two consecutive edges do not share an endpoint,
then the distance between them is at least c1r. If they do share an endpoint, then their
distance can be small, but there can be only a constant number of such edges sharing
the same endpoint, because the resolution assumption for C and Lemma 1 imply that
C has constant vertex degree. Therefore there are O(1) edges of C intersecting e.
Now the same arguments used to prove Lemma 2 can be applied. In particular,
since the overlay of the two subdivisions splits each edge in C and P into a constant
number of pieces, it is still the case that the window W contains a constant number
of vertices and edges. Therefore the result follows in a similar way as in the proof of
Lemma 2. unionsq
3.3 Computing the optimal placement
Using the arrangement A of combinatorially different placements we can find the
placement of the cluster window maximizing the cluster function by maximizing the
function in each cell of the arrangement. Since we are considering cluster functions
that depend on the number of cases and the population in the cluster window, it
is important to efficiently compute the expression for the number of cases and the
population for each cell of the arrangement. In the following we will show how to
efficiently compute these expressions for all cells of the arrangement.
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3.3.1 Computing the optimal placement in the homogeneous model
The optimization within a cell depends on which cluster function is used. We will
illustrate the optimization by a simple function, the ratio of cases-to-population. Note
that for more complex functions it might be infeasible to compute the exact optimum.
In such a case we numerically approximate the optimum.
To optimize the ratio c(x, y)/p(x, y) using Formula 1 over the arrangement, we
first need to be able to optimize it inside a single cell. The only part of the formula
that depends on x and y is the fraction fi(x, y) that describes which part of each
region P in P is covered by W. We can decompose the intersection between the
cluster window and a subdivision cell into trapezoids, see Fig. 8. The locations of
the corners of these trapezoids are linear functions in x and y, so the area of each
trapezoid is a quadratic function. In other words, fi(x, y) is a quadratic funtion in
x and y for every i. Recall from Formula 1 that c(x, y) = ∑i=1...n ci · fi(x, y) and
p(x, y) = ∑i=1...n pi · fi(x, y), where ci and pi are constants that do not depend on
x and y, so c(x, y) and p(x, y) are also quadratic functions in x and y. Then the ratio
c(x, y)/p(x, y) is a fraction of two quadratic functions, i.e., is of this form:
max
(x,y)∈R2
a1x2 + a2xy + a3 y2 + a4x + a5 y + a6
b 1x2 + b 2xy + b 3 y2 + b 4x + b 5 y + b 6 (3)
This formula can be optimized in constant time by using standard algebraic methods,
or it can be numerically approximated fast, for instance by using a computational
software package like Mathematica2 [33].
To find the optimum over the whole arrangement A, we need to determine
Formula 3 for every cell, which means that we determine the six ai and the six bi
coefficients. Of course, we can just do this from scratch for each cell individually, but
that could require up to O(N) time per cell, since the cluster window belonging to
each cell could intersect up to O(N) edges ofP .3 This then leads to a total of O(NK)
time (where K is the complexity of the arrangement). We can do better by traversing
the cells of the arrangement from cell to adjacent cell while maintaining some
information. We maintain the formulas for the number of cases and the population
separately (represented by six coefficients each), and update both when we move
the center point over the arrangement to an adjacent cell. This approach was used
previously by [20]. Recall that the combinatorial structure of the intersection changes
when a corner of W moves over an edge of P, or vice versa. When this happens,
most of the subdivision cells do not change, and of the ones that do, most of the
trapezoids that make up the intersection stay the same. We only need to subtract
the functions of the trapezoids that are no longer valid, and add the functions of the
new ones that came into existence. This number is typically a constant and therefore
the update takes constant time. Even in the unrealistic case that it is not a constant,
we can precompute some information that still allows us to update the function in
constant time (the ideas are the same as used by [24]). The basic idea is to subtract
the contribution of quadratic functions that no longer give a trapezoid, and add
the contribution of quadratic functions that give a new trapezoid. Since we can do
2http://www.wolfram.com
3This bound applies without making the resolution assumption.
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Fig. 8 The intersection
between W and a subdivision
cell P is the union of four
trapezoids W
P
updates in constant time, we spend O(K) time in total. Therefore, we spend only
O(K) time to determine the expressions for the number of cases and the population
in Formula 3 for all cells, to find the maximum. With the resolution assumption, we
spend only O(N log N) time in total.
3.3.2 Computing the optimal placement in the non-homogeneous model
To solve the problem in the non-homogeneous model, our arrangements become
slightly more complicated, because there is another event where the functions
involved change. Recall that the model depends on a function g that describes how
many cases there can be among a certain percentage of the population. When the
window starts containing enough area to go from one linear part of g to the next,
we also have an event. This means we must add some extra curves to the placement
space: the curves where the area of overlap has this value. Generally this gives one
closed curve for each value at which a new linear part of g begins (as W moves
around Pi, keeping the area of overlap constant), but it could also be a collection
of curves. Figure 9a shows how this looks in our example. In fact, the points where
the pieces of this curve change coincide with the lines of the other parts of the
arrangement, since this happens exactly when the combinatorial structure of the
area of overlap changes. Within one piece, the curve is a level-set (or iso-contour)
of a quadratic function, so it is a quadratic curve in the plane. Figure 9b shows the
total arrangement. The functions we need to optimize over the new arrangement
remain the same, only now we have to optimize them over cells with non-linear
boundaries. Standard numerical methods, as the ones provided by computational
software packages like Mathematica, can be used to solve this problem.
Fig. 9 a New curves
introduced in the second
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3.4 The shape of the cluster window
When the window W is not a rectangle, but some polygon with a constant number
of sides, the algorithm still works without any modifications. In the algorithm the
shape of the cluster window is used in the construction of the arrangement and for
calculating the area of overlap between the window and a region. In the computation
of the arrangement we simply replace the rectangle by the polygon as can be seen in
Fig. 10. We used the center point to specify the location of a (rectangular) window,
but we can in fact choose any point as its reference point. The number of vertices of
W will appear in the running time, but not asymptotically if it remains constant. For
calculating the area of overlap we again decompose the intersection of the window
with subdivision cells into trapezoids. The adaptations needed for this extension are
straightforward, and hence, we do not describe them any further.
If the window is not a polygon, we approximate it by a polygon. For instance, a
circle can be approximated arbitrarily well by regular polygons. In our experiments
we approximate circular cluster windows by regular 16-gons.
3.5 Alternative algorithms and extensions
Using the arrangement of combinatorially different placements we can find the
optimal placement of the cluster window. The main tool needed to implement the
algorithm is a robust implementation of arrangements, which is available in several
software libraries. For example, the Computational Geometry Algorithms Library
Fig. 10 a A cell of the
subdivision (shaded), and a
polygonal window W (dashed).
b The positions of the
reference point of W as a
vertex of the window slides
along an edge of the cell. c The
positions of the reference
point of W as an edge of the
window slides along a vertex
of the cell. d The total
arrangement is the overlay of
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(CGAL)4 is an open-source library that provides easy access to efficient and reliable
geometric algorithms in the form of a C++ library. It provides a class for arrange-
ments of line segments that offers all necessary methods to deal with the construction
and manipulation of arrangements in a transparent and simple way [32]. In particular,
the arrangement class provides the two methods our algorithm requires, namely
inserting line segments and traversing the faces of the arrangement.
It is also possible to use our models without the arrangement of combinatorially
different placements, but the resulting algorithms will no longer give the exact
location of the optimal clustering window. We expect that in many cases a nearly
optimal placement can be found by sampling.
A sampling-based algorithm for finding an approximate solution can use the same
framework as the Geographical Analysis Machine and SaTScan: The cluster window
is first placed at a discrete set of regularly spaced grid points covering the subdivision.
At locations where the cluster function scores high, we test nearby locations using
a finer grid. The refinement can be repeated several times in order to improve
the quality of the solution (see for instance [22] for more details). Another simple
approach is to rasterize the subdivision, which requires areal interpolation of both the
population and case data. We can then test different locations of the cluster windows
efficiently using standard image operations on graphics hardware. However, for the
areal interpolation we need to fix the distribution of the cases within the regions in
advance. Thus, we can use this algorithm with the homogeneous model, but not with
the non-homogeneous model.
Our algorithm locates spatial clusters with respect to a cluster window of fixed
size. Two important extensions are locating spatial clusters with respect to a variable-
size window and locating space-time clusters. Such extensions can be incorpo-
rated by adding extra dimensions (that is, window size, time) to the arrangement.
Thus the corresponding arrangements of combinatorially different locations are no
longer two-dimensional. However, most available practical algorithms that deal with
arrangements are restricted to two dimensions. Therefore we suggest to use sampling
in this case as well. For instance, in our experiments we use a discrete set of radii for
the (circular) cluster window. To locate space-time clusters, a possibility is to use the
space-time permutation scan statistic framework by [15], but using areas of overlap
instead of centroids. The locations for the cluster window should be sampled over
the subdivision as described above (and not only placed at centroids).
4 Experiments
In this section we test how well our methods estimate the location of the center of
the cluster. We compare our area-based models with centroid-based models.
4.1 Data set
The experiments were run on real regions with artificially generated case data. The
region subdivision consists of a map with the 458 municipalities of the Netherlands in
4http://www.cgal.org
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the year 2006. The population of each region consists of the municipality’s population
in 2006, whereas the cases are randomly generated for each run.
The artificial disease clusters created are circles of 20 km radius, located at a
random location in the Netherlands. This radius was chosen so that typically, a small
number of regions is completely inside a cluster. The median number of completely
covered regions over all runs was six. The size of clusters is also similar to the
estimated size of the cluster on real case data in the introductory example (Fig. 2).
For each run, we first assigned relative risks to regions and then assigned 6,000
cases to regions independently from each other. We assigned a relative risk R
to the cluster, i.e., a person in the cluster has an R times higher probability to
contribute a case. Regions partially covered by the circle were assigned a relative risk
corresponding to the situation that the population in the part of the region covered
by the circle had the relative risk R, while the remaining part had a relative risk of 1.
This assumes a homogeneous distribution of the population in the region. To allow
us to focus on a comparison of the estimated cluster location, the combination of
cluster radius and relative risks was chosen in such a way that the methods tested are
very likely to detect the existence of a cluster. Furthermore, we also comment on the
statistical power of the methods. We used three different values for the relative risk
R, namely 2.5, 4.0 and 10.0. For a power comparison we also tested a radius of 10 km
with R = 4.0. For each combination of radius and relative risk, we generated 10,000
test sets. Additionally, we generated 10,000 test sets without a cluster to estimate the
statistical power of the methods tested.
4.2 Methods
Since we want to evaluate the effect of area-based in contrast to centroid-based
calculations, we use the same cluster function for all methods, namely the likelihood
function assuming a Poisson model [17]. This is one of the functions used in SaTScan,
which is one of the most widely used software packages for disease cluster detection.
Thus, the choice of this function allows us to compare our methods directly with
methods provided by SaTScan.
In order to compare area-based and centroid-based methods, we select four
different methods, two belonging to each group. To ease the presentation, we refer to
the methods by the following keyword combinations: “area, homogeneous”, “area,
non-homogeneous”, “centroid, discrete”, and “centroid, continuous”. The two area-
based methods correspond to the homogeneous and non-homogeneous models of
Section 2.1. The method “area, non-homogeneous” uses our non-homogeneous
model with g(x) = min{ax, 1 − 1/a + x/a}, for a = 3/2, that is, if a fraction x of
the region is covered, a fraction g(x) of the cases can be included. Increasing the
parameter a ≥ 1 allows to include a larger fraction of the cases. For a = 1 the function
g corresponds to the homogeneous model. With the value a = 3/2 = 1.5 that was
used in the experiments the model is still close to the homogeneous model, but
notably different: it allows to include up to 50% more cases than in the homogeneous
model, for the same fraction of area. This is the value chosen for our experiments.
Note that larger values of a (i.e. 1.75, 2, etc.) would result in allowing even more
cases to be included (i.e. 75% more, 100% more, etc.). Further studies are needed to
determine what the best options are for a (and, more generally, for g(x)), although
we expect them to depend on the specific nature of the data.
516 Geoinformatica (2012) 16:497–521
The centroid-based methods include whole regions depending on whether their
centroids are included or not in the cluster window. The difference between the two
methods considered, “centroid, discrete” and “centroid, continuous”, is whether the
cluster windows can be placed only at region centroids—thus there is a discrete set
of possible locations—, or it can be freely moved to any point. Both centroid-based
methods are part of SaTScan. The “centroid, continuous” method in SaTScan tests
a prespecified set of grid points as circle centers. To allow for a more continuous
placement of the circle, we re-implemented this method such that after testing a set
of grid points the method is re-run with a finer grid around the location of the cluster
found in the first step as described in Section 3.5. Thus, our implementation finds
the same solution as SaTScan in the first step but then searches locally for better
solutions. Since the centroid-based methods report a set of regions as cluster, we
take the centroid of the union of these regions as cluster center.
For all methods we use a circular cluster window. For the area-based methods we
approximate the circle by a regular 16-gon. Our area-based methods are designed to
look for clusters of a fixed radius. Therefore our implementation—which does not
know the real cluster radius, of course—tries several different potential cluster radii,
and for each run it chooses the result with the highest likelihood.
4.3 Results
The results of the experiments are shown in Tables 1 and 2. Table 1 shows the
mean value and the standard deviation of the distance between the real cluster
center and the cluster center found by the methods. Table 2 shows the mean value
and the standard deviation of the radius of the cluster found by the methods. All
methods detected all clusters at a confidence level of 0.05, except for the “area, non-
homogeneous” method, which missed 3 of the 10,000 clusters. For these three cases
we nonetheless included the location returned by the method.
We performed several additional tests. We used a signed rank test for a pairwise
comparison between the methods [25]. For each method we again considered the dis-
tance between the real and the estimated cluster center and for every pair of methods
we took the difference between these distances. As alternative hypothesis we used
that this difference is positive, where the order of the methods is chosen according to
the mean values in Table 1. All of the pairwise differences are statistically significant
with p-values below 10−14. We also tested for the estimated size of the clusters. All
methods slightly overestimate the size of the cluster as can be seen in Table 1. Only
for relative risk 2.5 the method “area, non-homogeneous” slightly underestimates the
radius (19.94 km). For comparing the statistical power of the methods we performed
Table 1 Distance between the real and the estimated cluster center (mean and standard deviation)
Method Distance to cluster center (km)
R 2.5 R 4 R 10
Centroid, discrete 4.19 ± 2.52 3.84 ± 2.22 3.72 ± 2.11
Centroid, continuous 3.13 ± 1.86 2.71 ± 1.54 2.59 ± 1.43
Area, homogeneous 2.64 ± 1.56 2.34 ± 1.28 2.28 ± 1.22
Area, non-homogeneous 2.51 ± 1.53 1.82 ± 0.98 1.76 ± 0.89
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Table 2 Radius of estimated cluster (mean and standard deviation)
Method Distance to cluster center (km)
R 2.5 R 4 R 10
Centroid, discrete 20.81 ± 2.94 21.09 ± 2.47 21.81 ± 2.33
Centroid, continuous 20.60 ± 2.04 20.98 ± 1.79 21.65 ± 1.74
Area, homogeneous 21.29 ± 1.78 21.66 ± 1.61 22.49 ± 1.66
Area, non-homogeneous 19.94 ± 1.54 20.40 ± 1.01 21.21 ± 1.12
an additional set of experiments with radius 10 km and R = 4.0. All methods have a
power above 0.99, except “area, non-homogeneous” which has a power of 0.91.
We conclude that in our experiments the area-based methods outperform
centroid-based methods in determining the center of the cluster. The method “area,
homogeneous” is a reliable method to determine the location of the cluster with a
high power.
The best estimates for the location of a cluster were obtained by the “area, non-
homogeneous” method. However, this method has a low power. We conjecture that
this low power is due to the fact that this method has an in-built clustering of the
cases. This makes sense in the case that there is a cluster but otherwise not. This
method should therefore not be used to detect whether there is a cluster in the data.
We suggest to use a different method to test whether there is a cluster. If this test is
positive then the “area, non-homogeneous” method can help to get a better estimate
for the location of the cluster.
5 Discussion
In this paper we studied the problem of locating clusters in aggregated health data.
Unlike most existing approaches that represent the regions as centroids, we proposed
models and methods that take the area of the regions into account. We introduced
two area-based models: a homogeneous model, which assumes that case data is
distributed uniformly within regions, and a non-homogeneous model, which assumes
that cases have a tendency to cluster.
Treating regions as geometric objects requires geometric algorithms to handle
them efficiently. Based on analyzing the problem geometrically as a placement prob-
lem, we provided an exact algorithm that is based on computing the arrangement
of possible locations for the cluster window. As opposed to most existing methods,
which only try a discrete number of locations for the cluster, our method considers
all possible placements.
We performed experiments over a real geographic area using real population data
and synthetic case data. In these experiments the proposed area-based methods give
a better estimate for the location of a cluster than the corresponding centroid-based
method. This paper shows that it is possible, and worthwhile, to take the shape of the
regions into account when dealing with aggregated data.
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