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We report the formation of alternating strings and clusters in a binary suspension of repulsive
charged colloids with double layers larger than the particle size. Within a binary cell model we
include many-body and charge-regulation effects under the assumption of a constant surface po-
tential, and consider their repercussions on the two-particle interaction potential. We find that
the formation of induced dipoles close to a charge-reversed state may explain the formation of
these structures. Finally, we will touch upon the formation of dumbbells and small clusters in a
one-component system, where the effective electrostatic interaction is always repulsive.
PACS numbers: 81.16.Dn, 82.70.Dd, 64.75.Yz
I. INTRODUCTION
A common theme in soft condensed matter physics and
biological physics is the formation of large ordered struc-
tures from smaller building blocks [1, 2] that are some-
times analogs of ordered phases in (hard) condensed mat-
ter. These structures can be macroscopic in size, such as
bulk (liquid) crystals [3, 4], plastic crystals [5, 6], qua-
sicrystals [7, 8] and ferrofluids [9], but also mescoscopic
structures are found, such as the double-stranded he-
lix in DNA molecules [10], the secondary (and ternary)
structures in proteins [11], micelles and membranes [1],
and periodic structures in block copolymers [12]. In this
paper, we will show that like-charged colloidal spheres
can form also mesoscopic structures, such as alternating
strings and clusters, which we will investigate both in
experiment and in theory.
In general, charged colloidal particles are interesting
due to their highly tunable effective interactions [13, 14].
For example, their charge is often highly adaptable since
its microscopic origin is due to the ionic adsorption on
or desorption from the colloidal surface, a phenomenon
called charge regulation [15], and there are many pos-
sibilities for tuning the dielectric and screening proper-
ties of the surrounding medium [16]. Not only energetic
effects (Coulomb interactions) are thus important, but
also the entropic effects of the (adsorbed and bulk) ions,
which can be taken into account by integrating them out
of the partition sum [17–22]. For low electrostatic po-
tentials, the resulting effective interaction between pairs
of colloids is of the Yukawa type, and the strength and
range can be tuned by varying temperature, the salt con-
centration and density of particles. Taken together with
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the attractive van der Waals force, which can be signifi-
cantly reduced by matching the dielectric constants of the
particles and solvent in the visible range of frequencies
[23], the effective pair potential is known as Derjaguin-
Landau-Verwey-Overbeek (DLVO) potential [24, 25].
Just adding an additional colloidal species can already
induce local ordered structures in charged colloidal sys-
tems, as was shown in Ref. [26] for a binary system
of positively charged sub-micron polystyrene and sil-
ica spheres. These particles could become negatively
charged, however, as a function of surfactant concen-
tration due to charge regulation, but the exact concen-
tration for which this occurs is different for the two
species. Hence, clusters were observed when only one
of the two species became negatively charged, since op-
posite charges attract.
If the charge itself is inhomogeneously distributed on
the particle surface, it can be shown that the effective in-
teraction can be decomposed in multipoles [27–30], which
provide to leading order monopole-monopole (DLVO),
monopole-dipole and dipole-dipole interactions. These
inhomogeneities can have a large impact on the self-
assembly, as we shall see in this paper. The fact that
higher order moments of the charge distribution are im-
portant, was already hinted towards in Ref. [31]. Here
a binary mixture of colloidal species that are both posi-
tively charged was considered, such that one expects (at
least on the mean-field level) that the effective monopole-
monopole interaction is repulsive. However, when an
external electric field is applied, dipoles are induced on
these particles, that can drive the formation of various
structures, showing that the dipole-dipole interaction can
become more important than the monopole-monopole in-
teraction, see for experimental examples Refs. [32, 33].
Moreover, theoretical work shows that a long-range re-
pulsion, combined with a short-distance attraction, can
lead to a regime where microphase separation occurs in-
stead of bulk phase separation [34–39], which will be a
theme here as well.
An external electric field is not the only way to induce
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2dipole moments in charged colloidal particles. For exam-
ple, for a binary mixture of oppositely charged particles
it is known that dielectric effects can give rise to string
formation [40]. In the calculation of Ref. [40], however,
salt was not included, which appears to be a severe ap-
proximation in systems where charge regulation plays a
significant role.
Charge-regulating particles usually discharge when the
interparticle distance is reduced [18, 41], which weakens
electrostatic repulsion. When the particle surroundings
are anisotropic, this will lead to an inhomogeneous charge
distribution, and hence to a self-induced dipole moment.
The adjective “self” is used here to make a distinction
with dipoles that are, for example, induced by an exter-
nal electric field. Self-induced dipoles will turn out to
be important for the formation of alternating strings and
clusters in a binary system of colloidal particles, which
we report here. Our particles are positively charged for
one-component suspensions in the low-polar solvent cy-
clohexylbromide (CHB) that we use, as was shown earlier
by electrophoresis measurements [42]. In low-polar sol-
vents the electrostatic interactions can play an even more
important role than in water, since the Coulomb interac-
tions are stronger (dielectric constant is lower) and the
screening lengths are longer [16, 43]. We will show that
a combination of charge regulation and an asymmetry in
the charge distribution of both species can lead to a short-
distance attraction on top of the long-range repulsion.
This rationalizes the formation of the observed strings,
while more compact clusters are formed when one of the
two species becomes (almost) negatively charged in bulk.
We close this paper with the observation of dumbbells in
one-component systems, that were also earlier observed
[44] and for which self-induced dipoles do not seem to
give an explanation.
II. EXPERIMENTAL METHOD
We prepared dispersions of poly(methyl methacry-
late) (PMMA) colloidal spheres in cyclohexyl bromide
(CHB), sterically stabilized by a comb-graft copolymer
of poly(12-hydroxystearic acid) (PHSA) grafted onto a
PMMA backbone. The colloids (red r and green g in
this work) had radii ar = 0.79 µm and ag = 0.99 µm, and
were labeled by the fluorescent dyes rhodamine isothio-
cyanate and 7-nitrobenzo-2-oxa-1,3-diazol, respectively.
This system is the same as sample 6 in Ref. [42], mean-
ing that the green particles underwent a locking pro-
cedure, and hence have a higher charge than the red
particles [42]. We performed electrophoresis measure-
ments on this binary mixture one day after mixing. We
found that the measured surface potentials at volume
fractions ηr = ηg = 0.028 are φg = 6.5 ± 0.1 and
φr = 3.29± 0.09 (in units of kBT/e, with kBT the ther-
mal energy and e the proton charge), with corresponding
charges Zg = 1015 ± 40 and Zr = 153 ± 9 in units of
e. Although for the conversion from mobility profiles to
these quantities a one-component theory is used, we do
believe that this procedure gives rather realistic results.
Further experimental details can be found in Ref. [42].
III. FORMATION OF ALTERNATING STRINGS
AND CLUSTERS
When checking a sample that had been prepared two
days earlier, we observed strings that consist of alternat-
ing green and red particles (see Fig. 1(a)). The strings
consisted almost exclusively of this alternating sequence:
red particles had green neighbours and green particles
had red neighbours. Sometimes we encountered a red
particle flanked by a green and a red neighbour. We as-
cribe this to the incorporation of a pre-existing red-red
dumbbell into the string, as we occasionally also observed
free red-red dumbbells in the binary suspensions. The
strings were not rigid: the bond angles in a string were
still fluctuating (see movies in the supplementary mate-
rial [45]). From the image in Fig. 1(a) it is clear that the
interactions between particles in a string and free parti-
cles are still long-range repulsive: the green particles stay
far apart.
One explanation for the occurrence of these alternating
strings could be that the two species became oppositely
charged when mixed together. To check this, we per-
formed electrophoresis measurements on a binary mix-
ture in which a few green-red clusters had formed (one
day after mixing), however, we saw no indication that
the particles had acquired net charges of opposite sign.
We take the presence of a few green-red clusters as an
indication that the interactions in this measured sample
were close to those in the sample where extensive string
formation took place (two days after mixing). As there
were far more single particles than clusters, the clusters
presumably had a negligible effect on the measured mo-
bility profiles. Thus, the system contained two species of
like-charged (positively charged) particles, which spon-
taneously formed alternating strings (alternating mean-
ing here that green particles had red neighbours and
vice versa). From the electrophoresis measurements on
the one-component suspensions and the mixture [42], we
know that the green particles had a higher charge than
the red particles. We hypothesize that a higher-charged
green particle, upon approaching a lower-charged red
particle, could induce a patch of opposite charge on the
red particle, inducing a dipole moment on the particle,
which then caused the green and red particle to attach.
This hypothesis will be investigated quantitatively below.
We also prepared a sample containing the binary sus-
pension of red and green particles adjacent to a deionised
water phase, which is expected to act as a sink for
the ions. Surprisingly, the presence of the water phase
strongly promoted the formation of extended alternating
strings and clusters (see Figs. 1(b) and (c)). Close to the
water phase (Fig. 1(c)) we observed “alternating” clus-
ters that were more compact than strings, yet still quite
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Figure 2.4: Alternating strings formed in binary suspensions of large (green) and small (red) particles in a system (a) without
deionised water; two days after mixing. (b) In contact with deionised water; 0.2 mm from CHB-water interface, ≥ 6.5 hours after
mixing. (c) Extended clusters near CHB-water interface; ≥ 4.5 hours after mixing. Particles are adsorbed to the CHB-water
interface, making the interface clearly visible; the water phase is on the right, the CHB phase, containing the clusters, is on the left.
Scale bars indicate 10 µm.
Figure 1. Alternating strings formed in binary suspensions of large (green, with radius ag = 0.99 µm) and small (red, with
radius ar = 0.79 µm) particles in CHB (a) without deionised water; two days after mixing, (b) in contact with deionised water;
0.2 mm from CHB-water terfac , ∼ 6.5 hours after mixing, a d (c) w re extended clusters are found near the CHB-water
interface; ∼ 4.5 hours after mixing. Particles are adsorbed to the CHB-water interface, making the interface clearly visible;
the water phase is on the right, the CHB phase, containing the clusters, is on the left. Scale bars indicate 10 µm. Movies are
available for (a)-(c) as movie 1-3, respectively, in the supplementary information.
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Figure 2. Two sequences of four confocal images (a)–(d) and (e)–(h) showing the attachment of a large (green) and small
(red) particle. The images were taken 1.3 mm and 1.1 mm from the CHB-water interface, ∼ 1 hours and ∼ 4 hours after
mixing, respectively. In each case we show, from left to right, two images that were taken before attachment, followed by two
images taken after attachment. The time step between two consecutive images was 1.04 s and the scale bars indicate 5 µm.
An uncropped version of this Figure is available in the Supplementary information [45]. The corresponding movies (movie 4
for (a)-(d) and movie 5 for (e)-(h), uncropped) are also available in the supplementary information [45]. In these movies the
attachments shown in this figure occur after 5 seconds.
extended. Further from the water phase we observed a
network of alternating strings (Fig. 1(b)). These strings
appeared less flexible than in the sample without wa-
ter (Fig. 1(a)), see movies 1 and 2 in the supplementary
information [45]. At other places in the capillary, be-
low and above the network of strings, we encountered
shorter strings, small clusters and single green and sin-
gle red particles (see Fig. S1 for typical images). At
this point, we do not know the mechanism behind the
enhanced formation of clusters in the presence of water.
Previous work showed that the water phase may take up
ions from the CHB phase [46], reducing the ionic strength
in the suspension and thus changing the particle inter-
actions. A lower ionic strength corresponds to a larger
Debye length κ−1 and may lead to a lower charge on the
particles through particle discharging [47]. It seems un-
likely that water itself plays a role in string formation, as
we also observed clusters and strings in suspensions made
of purified CHB (from which water, ions and other (po-
lar) chemicals were removed following the procedure of
Ref. [42]) without any contact with a water phase (Fig.
1(a)).
Further information on the mechanism of cluster for-
mation could come from analysis of the attachment pro-
4Figure 3. Colloidal charges for the (a) red particles Zr using a constant surface potential of φr = 4.4 and (b) green particles
Zg using a constant surface potential of φg = 6.7 at κ
−1 = 6 µm and at a lower ionic strength of κ−1 = 10 µm in (c) and
(d), respectively. We see that the lower charged particle can become negatively charged at sufficiently high packing fractions
of both red (ηr) and green (ηg) particles, as indicated in blue in (a) and (c). The green particle is always positively charged as
can be seen in (b) and (d).
cesses. We succeeded in capturing a few of the rare at-
tachment events with confocal microscopy. We prepared
a sample containing the binary suspension and deionised
water and put this vertically, with the water phase on top
and gravity pointing along the length of the capillary.
The particles (having a lower density than CHB) sedi-
mented towards the CHB-water interface. We recorded
movies of ∼ 1000 frames at a rate of ∼ 1 frame per sec-
ond. By careful inspection of the movies we were able to
find a few attachment events where a green particle and
a red particle approached each other and attached. Fig.
2 shows two series of images depicting such attachment
events. In the first series (Figs. 2(a)–(d)) a green mem-
ber of a green-red dumbbell attached to a red particle,
which is part of a alternating string. Note that the red
member of the green-red dumbbell is not visible in frames
(a) and (b) and only barely visible in frames (c) and (d).
In the second series (Figs. 2(e)–(h)) a single red particle
attaches to a green particle, which is part of a green-
red dumbbell. In both cases the white arrows indicate
the two attaching particles in the frame right before and
right after attachment. Dynamically, the attachment was
simply visible as a transition from two particles moving
rather independently of each other to two particles mov-
ing coherently and staying at short distance from each
other (see movies 4 and 5 in the supplementary informa-
tion [45]). A more detailed investigation of these events,
and more statistics, would be needed to better character-
ize the cluster and string formation experimentally, but
this was beyond the experimental possibilities.
5IV. SPHERICAL CELL APPROXIMATION
Before we rationalize the formation of the alternating
strings theoretically, we will first investigate the charge
regulation properties of the binary suspension discussed
in Section III. For this we use the spherical-cell approxi-
mation [48–52]: every colloid of type i = r, g is situated
in a spherical cell of type i with radius R, and the cells fill
the whole system volume, such that 4piR3/3 = V/(Nr +
Ng), with Ni the particle number of the respective species
and V the volume. Consequently, we may relate the vol-
ume fraction ηi = Ni(4pi/3)a
3
i /V to the number fraction
xi = Ni/(Nr + Ng) via ηi = xi(ai/R)
3. The ionic den-
sity profiles around a particle of species i are described
by the Boltzmann distributions ρi±(r) = ρs exp[∓φi(r)],
with 2ρs the ion concentration in a (hypothetical) ion
reservoir in osmotic contact with the suspension. To-
gether with the Poisson equation for φi(r), it gives the
spherically symmetric Poisson-Boltzmann equations
φ′′i (r) +
2
r
φ′i(r) = κ
2 sinh[φi(r)], r ∈ [ai, R], (1)
with κ−1 = (8piλBρs)−1/2 the Debye length and λB =
e2/4pi0skBT the Bjerrum length, where 0 is the per-
mittivity in vacuum, and s the relative dielectric con-
stant of the oily medium. Throughout this paper, we
will use the value for CHB, s = 7.92. Naively, one
would argue based on this number that ion-ion corre-
lations are important in this system. However, because
the ion density is low (∼ 10−10M), we are still in the
ideal-gas regime, and therefore Poisson-Boltzmann can
be applied without even the need of including Bjerrum
pair formation (see, for example Fig. 4 in Ref. [53]).
For the boundary conditions, we denote x = xg,
and express global charge neutrality by xφ′g(R) + (1 −
x)φ′r(R) = 0. Note that in our formulation a single cell
is not necessarily charge neutral, however, the weighted
average of two types of cells is neutral, in contrast to the
approach in Ref. [54]. This has the added advantage
that no minimization to the cell radii is needed and that
numerical problems are circumvented when the colloids
tend to be oppositely charged. Moreover, we impose the
continuity condition φr(R) = φg(R) ≡ φD, with φD/βe
the Donnan potential that is found self-consistently. Fi-
nally, we also impose constant-potential boundary con-
ditions: φi(ai) = φi, and by applying Gauss’ law, we can
evaluate the charge Zi = −a2iφ′i(ai)/λB . Note that in
the constant-potential approximation the colloidal parti-
cles resemble active capacitors because they adjust their
charge to ensure that their surface potential is constant.
Furthermore, assuming a constant potential is a very
good approximation for a charge-regulation model for
which cations and anions can simultaneously adsorb on
the colloidal surface [55], which is thought to be relevant
for the types of particles that we consider, see Ref. [42].
First, we tried to use the measured values of the sur-
face potentials φg = 6.5 ± 0.1 and φr = 3.29 ± 0.09 at
ηr = ηg = 0.028 to determine the dependence of Zr and
;s[M]
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Figure 4. Colloidal charges for green particles Zg (radius
ag = 0.99 µm) and red particles Zr (radius ag = 0.79 µm)
as a function of salt concentration ρs at packing fractions
ηr = ηg = 0.028 and constant surface potentials φg = 6.7
(green particles) and φr = 4.4 (red particles). The dotted
line indicates the line Z = 0. Highest plotted value of ρs
corresponds with κ−1 = 6 µm.
Zg on overall packing fraction and composition. For this
condition, we found that Zr < 0, while it was established
that all species in the suspension are positively charged
at this state point. For this reason, we instead use the ex-
perimentally measured charges Zr = 153 and Zg = 1015
at ηr = ηg = 0.028 as known quantities and determine
the surface potentials that gave the best correspondence,
yielding φg = 6.7 and φr = 4.4, which is in reasonable
agreement with the experimentally determined zeta po-
tentials.
Using these values of φr and φg for all state points we
determine Zr and Zg as a function of ηr and ηg from
the binary cell model. The resulting Zr and Zg are pre-
sented in Fig. 3, in (a) and (b) for κ−1 = 6 µm, and in
(c) and (d) for κ−1 = 10 µm. We see that the green par-
ticle has always a relatively high positive charge, while
the red particle can discharge appreciably and even be-
come negative if ηr and/or ηg are tuned to higher values.
Moreover, when the ionic strength is reduced, there is a
larger region for which Zr < 0.
For the experimentally reported packing fractions ηr =
ηg = 0.028, we show in Fig. 4 how the charges Zr and
Zg vary with ionic strength. We see that charge inversion
occurs at ρs ≈ 7 · 10−11 M, which is about three times
lower than the initial salt concentration ρs ≈ 2 ·10−10 M.
This inversion can also be achieved at a higher ρs for
larger ηr and ηg, as can be deduced from Fig. 3.
60 0.5 1
<
i(
#
)
[7
m
!
2
]
-300
-200
-100
0
100
200
300
#/:
0 0.5 1 0 0.5 1
d = 2 7m 4 7m3 7m
d [7m]
0 5 10 15 20
-
)
(d
)
-300
-200
-100
0
100
d [7m]
0 5 10
Z
i
-3
-2
-1
0
1
d [7m]
0 5 10
p i
=j
pm
ax
i
j
-0.02
0
0.02
0.04
0.06
0.08
0.1
Zg=jZ1g j
Zr=jZ1r j
pg=jpmaxg j
pr=jpmaxr j
0 0.5 1
<
i(
#
)
[7
m
!
2
]
-150
-100
-50
0
50
100
150
#/:
0 0.5 1 0 0.5 1
4 7m3 7md = 2 7m
d [7m]
0 5 10 15 20
-
)
(d
)
0
200
400
600
800
d [7m]
0 5 10
Z
i
0
0.2
0.4
0.6
0.8
1
d [7m]
0 5 10
p i
=j
pm
ax
i
j
-0.5
0
0.5
1
Zr=jZ1r j
pg=jpmaxg j
pr=jpmaxr j
Zg=jZ1g j
d [7m]
0 10 20 30 40 50
-
)
(d
)
0
200
400
600
800
1000
1200
d [7m]
0 5 10
Z
i=
jZ
1 i
j
0.5
0.6
0.7
0.8
0.9
1
d [7m]
0 5 10
p i
=j
pm
ax
i
j
-1
-0.5
0
0.5
1
Zr=jZ1r j
pr=jpmaxr j
pg=jpmaxg j
Zg=jZ1g j
0 0.5 1
<
(#
)
[7
m
!
2
]
-100
-50
0
50
100
150
#/:
0 0.5 1 0 0.5 1
d = 2 7m 5 7m2:5 7m
0 0.5 1
<
(#
)
[7
m
!
2
]
-1 0
-50
0
50
100
#/:
0 0.5 1 0 0.5 1
d = 2 7m 5 7m2:5 7m
d [7m]
0 10 20 30 40 50
-
)
(d
)
-40
-20
0
20
40
60
80
100
d [7m]
0 5 10
Z
i=
jZ
1 i
j
-1.5
-1
-0.5
0
0.5
1
1.5
d [7m]
0 5 10
p i
=j
pm
ax
i
j
-0.2
0
0.2
0.4
0.6
0.8
1
Zg=jZ1g j
Zr=jZ1r j
pr=jpmaxr j
pg=jpmaxg j
(a) (b) (c) (d)
(e) (f) (g) (h)
d
#
#
(a)
(b) (c) (d)
(e)
(f) (g) (h)
 r
 r
 r
 r
 r  r
 g
 g  g
 g g g
Figure 5. Interaction potentials between a red and green particle of radius ar = 0.79 µm and ag = 0.99 µm, respectively, at
Debye lengths κ−1 = 6 µm as a function of their center-to-center distance d for (a) surface potentials φg = 6.7 and φr = 4.4
and (e) φg = 5.5 and φr = 1.2. In the left insets we plot the total charge Zi (i = r, g) normalized by the absolute value of the
charge Z∞i at d → ∞. In (a) we have Z∞g = 1356 and Z∞r = 582 , while in (e) we have Z∞g = 1005 and Z∞r = 152 for the
full lines. In the right inset we plot the dipole moments pi normalized by the absolute value of the maximum dipole moment
pmaxi . The corresponding charge distributions are plotted in (b)-(d) for φg = 6.7 and φr = 4.4 and in (f)-(h) for φg = 5.5 and
φr = 1.2. The dashed vertical grey line in (a) and (e) indicate the distance below which hard-sphere repulsion sets in, while
the horizontal dashed grey line in (b)-(d) and (f)-(h) indicates σi(ϑ) = 0.
V. TWO-BODY APPROXIMATION
The spherical symmetry in the cell-model calculations
of the previous section cannot directly explain the forma-
tion of the alternating strings, since this requires direc-
tionality that breaks the spherical symmetry. The sim-
plest extension is the two-body problem, which was inves-
tigated earlier within linear Poisson-Boltzmann [56] and
later within non-linear Poisson-Boltzmann theory [57].
Therefore, we now consider two colloids with radii ai,
surface potentials φi and centre-of-mass coordinates Ri
(i = r, g) that are a distance d = |Rr −Rg| apart, dis-
persed in a solvent with monovalent positive and nega-
tive ions described by the density profiles ρ±(r). The
solvent is again assumed to be in osmotic contact with a
reservoir characterized by a total ion concentration 2ρs,
with Bjerrum length λB and Debye screening length κ
−1.
When we denote the region outside the two colloids by
R, the system is described within mean-field theory by
the grand potential density functional
βΩ[ρ±; d] =
∑
α=±
∫
R
d3r ρα(r)
[
ln
(
ρα(r)
ρs
)
− 1
]
+
1
2
∫
R
d3r Q(r)φ(r)−
2∑
i=1
φi
∫
Γi
d2r σi(r), (2)
with the total charge density (in units of e) Q(r) =
ρ+(r)− ρ−(r) +
∑
i∈{r,g} σi(r)δ(|r−Ri| − ai) and eσi(r)
the colloidal surface charge density of sphere i, and φ(r)
the dimensionless electrostatic potential. Note that we
performed a Legendre transformation to an ensemble
where the surface potentials φi are fixed, as we will
consider constant-potential boundary conditions below.
The Euler-Lagrange equations δΩ/δρ±(r) = 0 yield the
equilibrium density profiles ρ±(r) = ρs exp[∓φ(r)] for
r ∈ R. Together with the Poisson equation for the elec-
7trostatic potential, this results in the non-linear Poisson-
Boltzmann equation
∇2φ(r) = κ2 sinh[φ(r)], r ∈ R, (3)
together with the constant-potential boundary condi-
tions supplied for the colloidal surfaces Γi for i = r, g,
φ(r) = φi, r ∈ Γi. (4)
Far from the colloids we assume that the electric field
vanishes, and inside the colloid the Laplace equation
∇2φ(r) = 0 is to be satisfied. From the solution of the
closed set of Eq. (3) and (4), it is then straightforward
to obtain the charge densities eσi(r) by evaluating
n · [c∇φ|in − s∇φ|out]/s = 4piλBσi(r), r ∈ Γi, (5)
with n the outward-pointing unit surface normal, and
c = 2.6 the dielectric constant of the colloid (PMMA).
Note that for the constant-potential boundary condition
that we use, the first term in the square brackets in Eq.
(5) vanishes. The effective interaction Hamiltonian of the
colloidal pair can then be found by
H(d) = ϕHS(d) + min
ρ±
Ω[ρ±; d], (6)
where the first term is the bare non-electrostatic colloid-
colloid potential, for which we take a hard-sphere poten-
tial with contact distance ar + ag, while the last term is
the Legendre-transformed equilibrium ionic grand poten-
tial. This leads to
βH(d) = βϕHS(d)− 1
2
2∑
i=1
φi
∫
Γi
d2r σi(r)
+ ρs
∫
R
d3r
{
φ(r) sinhφ(r)− 2[coshφ(r)− 1]
}
. (7)
Finally, we calculate the total charge Zi and the dipole
moment pi of a colloidal particle with respect to Ri,
defined by
Zi =
∫
Γi
d2r σi(r),
pi =
∫
Γi
d2r (r−Ri)σi(r), i = 1, 2. (8)
Note that the definition of the dipole moment requires
a specific point of reference that we set to Ri, because
pi is only independent of the reference point for charge
neutral particles.
In Fig. 5 we plot (a) the interaction potential Φ(d) =
H(d)−H(∞) for the surface potentials φg = 6.7 and φr =
4.4 that were determined from the cell calculations, and
we also show the charge Zi (left inset in (a)), the dipole
moment pi = pizˆ (right inset (a)), where zˆ is the unit
vector pointing in the same direction as Rr−Rg, and the
charge distributions eσi(ϑ) for various separations d ((b)-
(d)). As can be seen in Fig. 5(a), Φ(d) is repulsive for d &
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Figure 6. Effective interaction potentials Φ as a function of
surface-to-surface distance ∆d for various configurations of
red particles, with surface potential φr = 1.2 and radius ar =
0.79 µm and green particles with surface potential φg = 5.5
and radius ag = 0.99 µm at Debye length κ
−1 = 6 µm. In (a)
we show as the dashed orange line the interaction between
a red-green dumbbell and a green particle approaching the
green part of the dumbbell. We abbreviate this by rg-g. We
compare this effective interaction with the green-green (g-g)
repulsion as the full line. Similarly, we show in (b) the r-r
and gr-r repulsion and in (c) the effective interactions r-g, gr-
g and rg-r that feature short-range attraction and long-range
repulsion.
2 µm at these parameter values, which is reflected also
in the equal sign of the charges Zr and Zg for both red
and green species for all d and the anti-aligned induced
dipole moments (although the red particle does acquire
a small negative charge density at its southpole for small
enough d, which can be seen in Fig. 5(b)). Close to
the point where both particles touch, d . 2 µm, we see
an attraction that is accompanied by the alignment of
the induced dipoles, while the particles remain positively
charged.
However, this calculation does not include many-body
effects. This can be seen from the observation that
for d large the particles have charges Z∞r = 582 and
Z∞g = 1356 which are larger than the charges deter-
mined from the cell model at the experimentally mea-
sured packing fractions, and these charges are even much
higher when d is on the order of the inter-particle dis-
tance d = 3 − 5 µm. To include the fact that parti-
cles discharge when the density is increased, we set the
charges of the pair at infinite distance to coincide with
the charges determined from the cell model calculations
at ηr = ηg = 0.028 from which we find approximate “ef-
fective” surface potentials φg = 5.5 and φr = 1.2. When
we use these parameters to determine Φ(d) shown in Fig.
5(e), we see a much stronger “short-distance” attraction
than in Fig. 5(a), which extends to distances on the order
8of a few microns, beyond which the long-range repulsion
sets in. The attraction is again accompanied by the align-
ment of the induced dipoles, shown in the inset of Fig.
5(e). In fact, at lower d we even see that Zr < 0, although
Zr + Zg > 0 at contact, so that the resulting dumbbell
is positively charged. We emphasize that although the
effective potential of Fig. 5(e) resembles in some sense
the DLVO potential, the situation here is rather differ-
ent. The short-distance attraction here is not due to the
Van der Waals attraction which is induced by electronic
polarization, but occurs here purely due to ionic electro-
statics. This is also reflected by the micron-range of the
present attraction, which is much longer than that of a
typical van der Waals attraction.
Finally, we calculated the effective interaction poten-
tial between a red-green dumbbell and a red or green
particle in Fig. 6, with φr = 1.2 on the “red” part of the
dumbbell and φg = 5.5 on a “green” surface. We always
let the spherical colloid approach the dumbbell along its
symmetry axis, such that we can still exploit cylindri-
cal symmetry. When we determine Φ as a function of
the surface-to-surface distance ∆d we see in Fig. 6(a)
that the “rg-g” repulsions between a red-green dumbbell
and a green colloid approaching the green part of the
dumbbell is little different from the “g-g” (green-green)
repulsion. In contrast, the “gr-r” repulsion between a
green-red dumbbell and a red particle is rather different:
Fig. 6(b) shows that red particles are more strongly re-
pelled from the red parts of the dumbbell than the “r-r”
repulsion between two single red particles. The “r-g” at-
traction between red and green particles shown in Fig.
6(c) is however similar to the red-green and red attrac-
tion “rg-r”, with the only difference that the net free en-
ergy gain is larger at contact for the interaction between
single red and green particles. The “gr-g” repulsion at
large d between a green-red dumbbell and a green parti-
cle is, however, stronger than the r-g and rg-r repulsion
at large d and the energy barrier is higher. The calcu-
lation as presented in this section and the previous one
will now be related to the experiments of section II.
VI. SPECULATION ON ALTERNATING
STRING AND CLUSTER FORMATION IN
BINARY SYSTEMS
Using the results from the binary cell model of section
IV and the two-body calculations of section V, we can
now give an explanation for the observation of the al-
ternating strings and clusters from section III. In Fig.
5(b), we have seen that a short-distance attraction is
produced by matching the charges of the two colloids
at d → ∞ to the charges as obtained from the binary
cell model of Fig. 3, emphasizing the important role of
many-body effects in this system. The energy barrier is,
however, quite high, ∆E ∼ 80 kBT . For an attempt fre-
quency per particle of ν = 1 s−1, the production rate of
a red-green dumbbell per particle present in the system
2r + 2g
0.05 0.1 0.15
-
"
E
0
25
50
75
2r + 2g
0.05 0.1 0.15
Z
g
,
Z
r
0
200
400
600
800
1000
(b)(a)
Zr
Zg
Figure 7. (a) Energy barrier that separates a regime of short-
distance attraction and long-range repulsion for various state
points using the bulk charges from the binary cell model of
Fig. 3 with ηr = ηg. The lines are used to guide the eye. The
upper line is for κ−1 = 6 µm, while the lower one (two points
at the bottom) is for a lower ionic strength, κ−1 = 10 µm,
and in (b) we plot the corresponding charges of red (Zr) and
green (Zg) particles. The full lines are for κ
−1 = 6 µm and
the dashed lines are for κ−1 = 10 µm, and the symbols match
the state points of (a).
is ν exp(−β∆E) ∼ 10−35 s−1, which is too low compared
to the experimental time scales.
Similar to the reasoning why the short-distance attrac-
tion can be enhanced by including discharging due to
many-body effects, we hypothesize that the energy bar-
rier can be sufficiently lowered if we allow for variations
in the local volume fraction. To demonstrate this, we
use the charges as obtained from the binary cell model
of Fig. 3 at κ−1 = 6 µm and κ−1 = 10 µm as function of
ηr+ηg with ηr = ηg. Using effective surface potentials to
match the charges of the cell model to the charges within
the two-body approximation at d → ∞, we determined
∆E in Fig. 7(a) for various state points. Furthermore,
we plot the corresponding (bulk) charges in Fig. 7(b).
We see that (local) variations in the volume fraction can
lower ∆E through particle discharging, and in particu-
lar the energy barrier is lowest when the red particle is
close to being charge neutral. If the total (local) volume
fraction is twice as large, we find ∆E ∼ 10 kBT , with a
corresponding production rate per particle of a red-green
dumbbell ∼ 10−5 s−1, which means that a single green-
red dumbbell is produced within ∼ 6 hours per particle,
close to the experimentally observed time scales. The
production rate is even larger at a higher local volume
fraction, showing the sensitivity of the energy barrier to
the local colloid density. At a slighly lower ionic strength,
we see that the energy barrier is even only a few kBT ,
see Fig. 7, and that charge inversion of the red particle
occurs above ηr + ηg ∼ 0.6.
Because of a short-distance attraction which is accom-
panied by the alignment of the net dipole moments of
9the two particles, we speculate that we find strings in-
stead of (spherically symmetric) clusters. Moreover, van
der Waals forces are only important on length scales of
a few nanometers, which is much smaller than the range
of attractions set by κ−1 we observe here. Furthermore,
it is important that the alignment of the dipole moments
occurs at a larger d than the one for which charge in-
version of the red particle takes place, see section IV.
This implies that the energy barrier for a particle with
an aligned dipole moment is lower, and hence, it is more
probable for particles approaching an existing dumbbell
along its symmetry axis. Other possibilities, say an ap-
proach of a particle not exactly along the symmetry axis
of an existing dumbbell, can have an energy barrier that
is only a few kBT higher, and may therefore also occur,
rationalizing why the bond angle within a string is not al-
ways 180 degrees. An ion sink such as water reduces the
energy barrier even more (compare bottom symbols and
top symbols in Fig. 7(a)), explaining the more extended
strings in Fig. 1(b) compared to Fig. 1(a).
Why (extended) clusters are found near the oil-water
interface can also be understood from our calculations.
Close to the interface, we observed a larger local den-
sity, and hence from Fig. 7, we find that ∆E is even
lower than it would be in bulk (filled circle). The energy
barriers between various angles on which a particle can
approach a green-red dumbbells may differ only by a few
kBT and hence all of them can occur within an appre-
ciable timescale, explaining the clusters. We hypothesize
that there is still a small energy barrier, because the clus-
ters were linearly extended and not spherically symmet-
ric. Although it is not clear how much the ionic strength
is reduced due to the presence of the water phase, our
results do suggest that a larger Debye length will indeed
promote the formation of the clusters through charge reg-
ulation, in line with Ref. [26]. Finally, the relatively
favourable rg-r and gr-g interactions support the fact that
the strings and clusters are alternating, although more
calculations are needed to study the height of the barrier
that separates the long-range repulsions from the shorter
ranged attractions, for example, also within a true three-
dimensional geometry, where the cylindrical symmetry
cannot be exploited.
VII. OPEN QUESTIONS ON DUMBBELL
FORMATION IN ONE-COMPONENT SYSTEMS
In previous experiments [44] we compressed dispersions
of sterically stabilized charged PMMA particles in CHB
by centrifugation, and subsequently followed the system
over several months. We found that a significant frac-
tion of the particles had formed small clusters during the
centrifugation step. The fraction of clustered particles
decreased in time due to spontaneous dissociation of the
clusters, as the ionic strength in the dispersion increased
due to decomposition of the solvent CHB. We found sim-
ilar behaviour (cluster formation and dissociation) when
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Figure 2.5: Clusters (mostly dumbbells) formed in a suspension of locked PMMA
particles (‡ = 2.23 µm) in CHB; 0.3 mm from CHB-water interface, two days after
sample preparation. Image size: 125.1 µm ◊ 31.3 µm.
enhanced formation of clusters in the presence of water. Previous work showed
that the water phase may take up ions from the CHB phase [40], reducing the
ionic strength and thus changing the particle interactions. A lower ionic strength
corresponds to a larger (Ÿ‡)≠1 and may lead to a lower charge on the particles
through particle discharging [29]. It seems unlikely that water itself plays a role
in string formation, as we also observed clusters and strings in suspensions made
with purified CHB in samples in which no water phase was present (Fig. 2.4a).
Further information on the mechanism of cluster formation could come from
analysis of the attachment processes. We succeeded in capturing a few of the rare
attachment events with confocal microscopy. We prepared a sample containing
the binary suspension and deionised water and put this vertically, with the water
phase on top and gravity pointing along the length of the capillary. The particles
(having a lower density than CHB) sedimented towards the CHB-water interface.
We recorded movies of ≥ 1000 frames at a rate of ≥ 1 frame per second. By careful
inspection of the movies we were able to find rare attachment events where a green
particle and a red particle approached each other and attached. Fig. 2.6 shows
two series of images depicting attachment events. In the first series (Figs. 2.6a–d)
a green member of a green-red dumbbell attaches to a red particle, which is part
of a alternating string. Note that the red member of the green-red dumbbell
is not visible in frames a and b and only barely visible in frames c and d. In
the second series (Figs. 2.6e–h) a single red particle attaches to a green particle,
which is part of a green-red dumbbell. In both cases the white arrows indicate
the two attaching particles in the frame right before and right after attachment.
Dynamically, the attachment was simply visible as a transition from two particles
moving rather independently of each other to two particles moving coherently
and staying at short distance from each other (see movies in the supplementary
information [95]). A more detailed investigation of these events would be needed
to better understand the mechanism of cluster and string formation.
Figure 8. Clusters (mostly dumbbells) formed in a suspension
of locked PMMA particles (radius a = 1.12 µm) in CHB at
a distance 0.3 mm from the CHB-water interface, two days
after sample preparation. The scale bar indicates 10 µm.
the particles were pressed together by an electric field
[44].
Interestingly, in a one-component dispersion of green
particles with radius a = 1.12 µm and surface potential
φ0 = 4.6 (system 7 in Ref. [42]), we also observed the
formation of dumbbells similarly to the system of Ref.
[44], provided that the system was brought into contact
with a water phase, see Fig. 8, where a few green-green
dumbbells are shown. This observation cannot be ex-
plained by the two-body approximation of the previous
section, because we found that the r-r and g-g interac-
tion between a pair of the same species is always repul-
sive. There are now a few possible scenarios that we will
consider. The first one is that adding a water phase ad-
jacent to the oil-phase generates a Donnan potential [58]
across the oil-water interface due to ion partitioning, and
hence a local electric field near the interface is generated
that may induce dipole moments on the particles that
in tur generate an attraction when these are aligned.
However, we do not observe any alignment of the dumb-
bells in a preferred direction, so t is seems an unlikely
mechanism. The second one is t at the water p ase acts
as an ion sink that increases κ−1 in the oil, leading to
discharging of the green particles. The repulsions then
become weaker and this may render the an der Waals
attraction to be more important, such t at th observed
cl sters could be a consequence of microphase separa-
tion within conventional DLVO theory [38, 39]. To test
this hypothesis, we estimate the strength of the van der
Waals interaction ΦVdW between two equal-sized spheres
within Hamaker-de Boer theory, which describes the pair
potential (neglecting retardation and screening) as
βΦVdW(d) = −AH
3
[
a2
d2 − 4a2 +
a2
d2
+
1
2
ln
(
1− 4a
2
d2
)]
.
(9)
As is well known, this expression fails at very short dis-
tances d ≈ 2a where the atom-atom Born repulsion plays
an important role, and for large distances where retarda-
tion becomes important due to the finite speed of light.
In general, a cutoff for the surface-to-surface distance of
0.16 nm [23] is used to estimate the maximum attrac-
tion that is possible due to van der Waals. We approx-
imate the Hamaker constant AH by the static contribu-
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tion within Lifschitz theory [59], such that
βAH =
3
4
(
s − c
s + c
)2
, (10)
which gives the lower bound βAH = 0.2, since we ne-
glected the (positive) contribution from the summation
over all frequencies . On this basis, we then estimate that
the attraction on closest approach ΦVdW ∼ −100 kBT .
However, the PHSA-PMMA particles that we use have
a steric layer that reduces the van der Waals attraction
even further (closest approach ∼ 10 nm), which makes
the van der Waals attraction on contact even weaker,
namely ∼ −2 kBT . To test whether this attraction is
strong enough to overcome the electrostratic repulsions,
we used for all state points a spherical cell model with
a surface potential φ0 = 4.6 [42]. From it we deter-
mined effective surface potentials to be used within the
two-body approximation with the condition that the two-
body Z(d) coincides with the cell model result for d→∞.
In Fig. 9 we show the resulting pair potentials Φ(d) with
the van der Waals attraction of Eq. (9) added and with
Z(d) in the inset. We see that the screening length in oil
must be increased to κ−1 ∼ 50 µm for a (metastable)
bound state to occur with an energy barrier of ∼ 5 kBT .
For a stable bound state the ionic strength must be re-
duced even further through the uptake of ions by the
water phase. In Fig. 9 we show for example the resulting
Φ for κ−1 = 100 µm, showing a stable bound state sepa-
rated from the bulk with an energy barrier of ∼ 1 kBT .
Note that the values of κ−1 are quite large, but can still
give rise to a sufficient charge Z for the colloids within
a two-body approximation. One could think that such
long Debye lengths are rather unrealistic in a true many-
body suspension, where the spheres would be completely
discharged at such a state point. However, we stress that
κ−1 is the Debye length of the reservoir. We have only
performed many-body corrections to the surface poten-
tial, but not to the Debye length. In principle, this can
be taken into account within the cell model by defining
κ¯2 = κ2 cosh(φD). This is also the quantity one needs
to use in Debye-Hu¨ckel theory to correct for non-linear
effects involving charge renormalization [50] and κ¯−1 can
therefore be seen as an effective screening length due to
double layer overlaps. Indeed, for a reservoir screening
length of κ−1 = 100 µm at η = 0.02 and φ0 = 4.6, we
find using the cell model κ¯−1 = 13 µm, a numerical value
that is maybe more intuitive in a true many-body system
regarding the values of Z involved. Therefore, the calcu-
lation as performed in Fig. 9 is maybe a poor estimate
for the range of the interactions. However, because the
charges are not so sensitive to ρs in the dilute limit, Fig.
9 is a good estimate for the height of the energy barrier
, which is more of interest at this stage.
Finally, Fig. 8 shows that the dumbbells seem to order
in a plastic crystal, at a volume fraction η ∼ 0.02. We
test this hypothesis by calculating the OCP coupling pa-
rameter Γ for this system within a cell model for κ−1 = 6
µm. The procedure for such a calculation can be found
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Figure 9. Colloid-colloid effective pair potentials Φ as function
of surface-to-surface distance ∆d for two colloids of radius
a = 1.12 µm at various Debye screening length κ−1 . A
sphere-sphere van der Waals attraction has been added with
Hamaker constant AH = 0.2 kBT , while for ∆d < 10 nm
there is a hard-sphere repulsion to model the effect of steric
layer with a thickness of 5 nm. For each κ−1, we used an
effective surface potential that gives a Z that coincides at
∆d → ∞ with the result of a spherical-cell model where we
used a surface potential φ0 = 4.6 for all state points.
in Refs. [55, 60], where it is shown that Γ > 106 is a re-
liable freezing criterion. We found that decreasing ρs at
fixed ηg reduces Γ, so the presence of water will actually
impede crystallization. However, we remark that within
such a calculation we assume that each lattice point is oc-
cupied by a single particle, while dumbbells have a larger
charge and hence their existence tends to increase Γ. In
fact, we find that our results are rather sensitive to the
precise values of the parameters such as κ−1, the local
colloid density and the charges of the constituent parti-
cles. Hence, we could not precisely assess whether the
system is in a crystalline state or not within the theory.
However, considering the reported surface potential for
these particles φ0 = 4.6 [42] we see that Γ varies between
Γ = 260 at κ−1 = 6 µm, to Γ = 137 at κ−1 = 10 µm and
Γ = 70 at κ−1 = 15 µm, For the metastable bound state
at κ−1 = 50 µm in Fig. 9, however, we find Γ = 3.1,
and hence according to the theory the system is actually
far from being crystalline for repulsions that can be over-
come by a small van der Waals attraction of ∼-2 kBT .
However, given the sensitivity to κ−1 there is certainly
a possibility that the system is close to a crystallization
transition. Therefore, another alternative explanation is
that the dumbbell formation can be seen as the formation
of a Wigner crystal with a double occupancy of particles
for some of the lattice sites, which shows a striking re-
semblance to the one discussed in Ref. [61] for a much
shorter-ranged repulsion.
The precise mechanism for the formation of these
dumbbells is thus still an open question. However,
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we are tempted to favour the multiple-occupancy crys-
tal over the formation of a (meta-)stable dimer state by
a residual van der Waals attraction. Namely, in the latter
case one needs (i) finetuning of the system parameters to
enter a regime in which clusters would form and (ii) one
would also expect higher order clusters. For a multiple
occupancy crystal, however, no finetuning is needed as
it can be driven purely by repulsions. Secondly, higher
order occupancy of lattice sites is limited in this case
by the hard-core and electrostatic repulsion of the par-
ticles. It is therefore conceivable that many-body effects
not only select the lattice spacing, but also the mean oc-
cupancy number of the lattice sites. It is interesting to
investigate the dumbbell formation systematically in ex-
periments and theory, which we will both leave for future
work.
VIII. DISCUSSION AND CONCLUSION
We investigated a system of size- and charge-
asymmetric colloids with constant-potential boundary
conditions. We found that within the two-body ap-
proximation it is possible to have a net attraction
between the two like-charged particles that induces the
formation of alternating strings if (i) the charge of one
of the two particles is low enough and (ii) the induced
dipole moments are aligned. We studied many-body
effects in the effective pair interaction by using effective
surface potentials that stem from a spherical-cell model,
providing short-distance attractions through charge
regulation. Moreover, another additional feature is the
formation of aligned induced dipoles that may favor
alternating strings over compact clusters. Such strings
are not to be expected from standard DLVO theory
where the charge is assumed to be spatially constant
over the colloidal surface. Moreover, we have shown that
enhanced cluster formation is expected to occur upon
lowering the ionic strength of the binary suspensions,
which enlarges the regime of composition and overall
packing fraction in which the colloids are found to be
oppositely charged. It would be interesting to investigate
the induced-dipole interactions in a true many-body
system, although this is a challenging problem in general.
Perhaps an engaging way to tackle this is through the
Car-Parinello like simulation techniques first proposed
by Fushiki [62] and Lo¨wen et al. [63, 64], which offers
the possibility to include the effects of deformed ionic
screening clouds and the fact that the effective potential
between N colloids depends on the many-body con-
figuration of colloids through charge regulation. We
hypothesize that these effects are of utmost importance
for the formation of alternating strings and clusters
in binary suspensions of charged colloids at the large
screening lengths in these systems. This is left for
future work. Finally, we have speculated that dimers
and trimers found in single-component dispersions of
PHSA-PMMA particles can be seen as the result of a
multiple-occupancy Wigner crystal, and also this hy-
pothesis can be tested with the methods of Refs. [62–64].
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Figure 2.6: Two sequences of four confocal images (a)–(d) and (e)–(h) showing the attachment of a large (green) and small
(red) particle. The images were taken 1.3 mm and 1.1 mm from the CHB-water interface, ≥ 1 hours and ≥ 4 hours after mixing,
respectively. In each case we show, from left to right, two images that were taken before attachment, followed by two images taken
after attachment. The arrows indicate the two particles involved before and after attachment. The time step between two consecutive
images was 1.04 s. The scale bars indicate 10 µm. The corresponding movies are available in the supplementary information [95].
Figure S1. An uncropped version of Fig. 2, with scale bars that indicate 10 µm. As in Fig. 2, we show two sequences of four
confocal images (a)–(d) and (e)–(h) showing the attachment of a large (green) and small (red) particle. The arrows indicate
the particles that are involved in the attachment. The images were taken 1.3 mm and 1.1 mm from the CHB-water interface,
∼ 1 hours and ∼ 4 hours after mixing, respectively. In each case we show, from left to right, two images that were taken before
attachment, followed by two images taken after attachment. The time step between two consecutive images was 1.04 s.
We also added the following movies that support the main text. Supplementary movie 1 corresponds to Fig. 1(a)
and is shown in real time 5x speeded up. Movie 2 corresponds to Fig. 1(b), also as function of real time, but 7x
speeded up. Supplementary movie 3 shows the suspension close to an oil-water interface for various values of the
height z (the stacks are made over a total height of 50 µm), and corresponds to to Fig. 1(c). Supplementary movie 4
shows the particle attachment (7x speeded up) of Fig. 2(a)-(d) (uncropped Fig. S1(a)-(d)), and a similar attachment
process is shown in movie 5 for Fig. 2(e)-(h) (uncropped Fig. S1(e)-(h)). The attachment in both movies occurs after
roughly 5 seconds.
