The goal of this article (letter to the editor) is to emphasize the value of exploring ranking stability when using the importance measures, mean decrease accuracy (MDA) and mean decrease Gini (MDG), provided by Random Forest. We illustrate with a real and a simulated example that ranks based on the MDA are unstable to small perturbations of the dataset and ranks based on the MDG provide more robust results.
the paper. Our data consists of 723 single nucleotide polymorphisms (SNPs) in the inflammatory pathway, acting as independent variables in the Random Forest, and a binary-dependent variable indicating the recurrence of the tumour in the first 5 years after diagnosis. Our surprise was the different behaviour in stability displayed by MDA and MDG rankings. Indeed, while MDG was robust to small perturbations of the data, MDA rankings behaved completely unstable. In Figures 1 and 2 , we show the scatter plot among the original rankings, based on the original dataset, (x-axis) and 100 Jackknife rankings (y-axis) where, for each Jackknife sample, a 10% of the observations were randomly selected and removed from the dataset. In Figure 1 , it is clear that MDG perturbed and original rankings are correlated and that the stability is more important in the tails of the original ranking. Instead, in Figure 2 , one can realize that, after a small perturbation of the data, any variable, irrespective of its original MDA ranking, can virtually have any MDA ranking in the perturbed sample.
In addition to the scatter plots, we also explored the average percentage of overlap in the top-k list between the original rankings and the rankings of the perturbed datasets as a function of k, for both ranking methods ( Figure 3 ). MDG reaches a stable overlap around 75% for k >25, while MDA maximum coverage is 60% for k approximately equal to 13, but decreasing quickly to only 50% as k increases.
Similar results were obtained when we applied the Random Forest algorithm to the analysis of susceptibility of bladder cancer (the same set of SNPs and a case-control dependent variable). Again, MDG rankings performed much better in terms of stability than MDA rankings (data not shown).
However, as it is also discussed in Boulesteix's paper, though stability is a necessary property of a good ranking procedure, stability alone does not ensure a good behaviour of the ranking in the sense that it may not identify the correct variables. To explore the ability of both ranking measures to capture real known associations, we performed a small simulation. We simulated a dataset, similar to our bladder cancer dataset, with 1000 SNPs and a binary-dependent variable. Ten SNPs were associated with the response, following a recessive model with specified odds ratios (OR), and the rest were generated at random and independently with different minor allele frequencies. Tables 1 and 2 show, for each of the 10 associated SNPs, the OR, P-value, original ranking and a summary of the perturbed rankings (min, max and quartiles) for MDG and MDA, respectively. As before, also in this simulated dataset, we observe much more variability of the MDA ranking than the MDG ranking. Also, we observe a nice behaviour of the MDG original ranking, capturing the decreasing association order of the simulated SNPs. Instead, MDA ranking was not able to capture the order in the association effect.
Finally, Table 3 shows, for each SNP, its probability of being in the top-k list, with k ¼ 10, 20 and 50. MDG picks up the first four SNPs in the top-10 list and the first seven SNPs in the top-20 list in 90% of the cases. MDA is only able to select SNP1 with this high probability in the top-10 list and the first three SNPs in the top-20 list. MDG puts almost always the first eight SNPs in the top-50 list, whereas MDA only picks up the first four SNPs in the top-50 list with probability near 1. Neither MDG nor MDA will assign low ranks to SNP9 and SNP10.
In addition to stability problems, there are other aspects that can affect the good performance of a ranking procedure. Strobl et al. [5, 6] discuss different aspects, such as correlation between the predictor variables and the scale or the number of categories of these predictors that can induce bias in the Random Forest importance measures. According to Strobl et al. [5] , an inconvenience of the MDG importance compared to the MDA importance is its stronger bias when the scale of measurements or number of categories vary. This aspect is irrelevant in the case of SNPs (at least if they all have three categories), but should be considered if other clinical or environmental predictors with different measurement scales are included in the analysis.
In absence of these sources of bias, the two specific examples, although not pretending to be representative of the wide range of possible situations, clearly illustrate that the stability of rankings is an important issue that should be routinely explored and that the ranks based on the MDG provide more robust results. A possible reason for the bad performance of MDA is that the accuracies that this measure compares for each variable X do not only depend on the original and permuted values of the variable of interest, but also on all the values of the variables that are placed below X in the tree. The variables that are below X and their values can vary substantially from one tree to another and from one individual to another giving rise to the large variability observed in MDA measurements.
Key Points
Random Forest ranks based on the MDA are unstable to small perturbations of the dataset. Random Forest ranks based on the MDG provide more robust results. Ranking stability is an important issue that should be routinely explored. 
