Abstract. Classic wavelet methods were developed in the Euclidean spaces for multiscale representation and analysis of regularly sampled signals (time series) and images. This paper introduces a method of representing scattered spherical data by multiscale spherical wavelets. The method extends the recent pioneering work of Narcowich and Ward [Appl. Comput. Harmon. Anal., 3 (1996), pp. 324-336] by employing multiscale rather than single-scale spherical basis functions and by introducing a bottom-up procedure for network design and bandwidth selection. Decomposition and reconstruction algorithms are proposed for efficient computation. An analytical investigation confirms the localization property of the resulting spherical wavelets. The proposed method is illustrated by numerical examples. It is also employed to analyze and compress a real-data set consisting of the surface air temperatures observed on a global network of weather stations.
1. Introduction. The past decade has witnessed a phenomenally rapid development of wavelet theory and methods in mathematical, statistical, biomedical, and engineering communities [1, 6, 8, 31, 32] . Wavelets in the Euclidean spaces have been proven particularly powerful for compressing images [9, 23, 29] , for detecting transient patterns and singularities [1, 24] , for estimating signals of complex structures from noisy measurements [10, 11] , and for multiscale dynamic modeling and forecasting of time series [20] .
Similar applications, including data compression, singularity detection, function estimation, and multiscale space-time modeling and forecasting, also demand wavelet methods for handling spherical data that frequently occur in climatology and environmental sciences. This paper introduces a general spherical wavelet (SW) method for the representation and analysis of spherical data. The method is particularly applicable to scattered data that are irregularly distributed on the sphere.
Among the existing methods of spherical data analysis, spherical harmonics have an important use in climatology as part of the numerical scheme in many general circulation models (GCMs) [4, 36] . They also constitute a convenient basis set for representing and archiving data and for detecting and analyzing spatial trends [21, 30] . In addition to having meaningful physical interpretations, spherical harmonics are effective in representing large-scale phenomena and optimal for analyzing homogeneous fields that comprise stationary global waves. However, in handling multiscale phenomena and nonhomogeneous fields, spherical harmonics become less effective. For example, regional anomalous activities of a field may take many spherical harmonics to represent, and slight local perturbations of a field can affect all coefficients in its spherical harmonic (SH) representation, making it difficult to detect the local singularities by a spectral analysis. For nonhomogeneous fields, effective modeling and analysis often require multiple spatial scales. The need for both national and local weather forecasts is just such an example. Spherical harmonics, being global waves in nature, are ineffective in representing fields made up from components of different spatial scales.
An optimal method for representing nonhomogeneous fields is to employ the eigenfunctions of the fields' covariance kernel when the fields are viewed as stochastic processes. This method, known as Karhunen-Loève (KL) representation, is efficient because it provides the best approximation of the field (in mean square) for any given degree of freedom. If the covariance kernel is estimated from a training data set, as in many practical applications, the resulting eigenfunctions are known as empirical orthogonal functions (EOFs). The EOFs have been successfully used in climate modeling, analysis, and change detection (e.g., [16] ). However, widespread application of the KL method is limited by its heavy computational burden. For example, a high-dimensional eigenvalue problem has to be solved to obtain the EOFs; the KL coefficients are also burdensome to compute as compared to the SH coefficients, which can be efficiently computed by the FFT algorithms. Another problem with the EOFs is that they may suffer from abrupt changes in response to the statistical variation in different training data.
SWs provide an alternative method for the representation and analysis of nonhomogeneous fields. Although not necessarily as efficient as the KL method or as physically interpretable as spherical harmonics, the SW representation possesses a number of advantages over the SH and KL representations. First, SWs can be made spatially well localized, so that regional activities are more efficiently represented and local anomalies more easily detected by spherical wavelets than by spherical harmonics. Second, unlike the SH method, which decomposes a field into global meridional and zonal waves, the SW method organizes the field's activities in terms of their spatial scales and locations. In so doing, it becomes particularly powerful for extracting patterns of different scales at different locations. The multiscale, or multiresolution, concept of the wavelet method has already shown great promise in helping to improve the accuracy of climate modeling and prediction [3] . Third, the coefficients in an SW representation can be efficiently computed, thanks to the existence of recursive algorithms. The computational efficiency is attractive especially for forecasting and data retrieval.
The proposed SW method is based on the pioneering work of Narcowich and Ward [25] , in which they introduced the spherical basis functions for representing scattered spherical data. In this paper, the original idea of Narcowich and Ward (NW) is reformulated in the context of regression analysis, which leads to a more appropriate interpretation of the resulting SW decomposition and a more explicit procedure of constructing SWs. Then, as one of the major contributions of the paper, a new multiscale SW method is introduced that overcomes the single-scale problem of the NW method and truly represents spherical fields of multiscale structure. Recursive algorithms are provided, with simulation examples, for efficient computation of the multiscale SW decomposition and reconstruction. An analytical investigation justifies the localization property of the multiscale spherical wavelets. Finally, the proposed method is demonstrated with a real-data example concerning the representation, analysis, and compression of surface air temperature observed by a global network of weather stations. A different approach of SW analysis was recently taken by Freeden and Windheuser [12, 13] , in which a continuous wavelet transform needs to be approximated by discretization schemes on regular gridpoints. Motivated by data compression for computer graphics, Schröder and Sweldens [27] also proposed an algorithm for SW analysis on the basis of regular gridpoints. Our approach, like that of NW, assumes scattered data that may not be regularly distributed on the sphere. Such scattered data are often encountered in global environmental studies, based either on ground stations or on satellites [15, 17, 22, 33] . An example of scattered weather stations is shown in Figure 1 .1. Furthermore, by using the least-squares (LS) principle rather than interpolation, the proposed method is able to produce reliable representations from noisy data. The interested reader is referred to [19] for a more comprehensive review of different SW methods.
The main focus of this paper is on the development of general methodology. The mathematical analysis of the localization property provides a necessary justification of the proposed method. Due to the limited space, other theoretical issues, including the error bounds and condition numbers of the SW representation for different classes of spherical functions and the statistical characteristics of wavelet coefficients for different models of spherical stochastic fields, will be addressed elsewhere. For the same reason, practical issues on the implementation of the method are explored by the author in [19] with great detail.
2. SWs for scattered data. In applications such as climatology, the earth is often regarded as a sphere of unit radius so that a meteorological variable T (n), such as the surface air temperature, can be treated as a spherical field. In this expression, n := [cos φ cos θ, cos φ sin θ, sin φ]
T denotes the unit vector that points to a location on the earth from the center of the sphere, with φ and θ being the latitude and longitude of the location. Throughout the paper, we assume a simple mathematical model for T (n), namely, T (n) belongs to the family of square-integrable functions on the sphere.
In many applications, the field T (n) is observed only at a finite number of ob-serving sites. If the observations, denoted by {(T j , n j )} J j=1 , are free of measurement error, then T j = T (n j ). A more realistic model is T j = T (n j )+ǫ j , where ǫ j represents the additive noise. In the following, the additive noise is ignored because it does not affect the presentation of the proposed methodology. Estimation in the presence of additive noise is discussed in [19] Given the observed samples, which are often irregularly distributed with data voids of various sizes, an important problem is to use the data to represent the field at any location on the sphere where no observations are made. In climatology, this problem is known as the objective analysis [7] . A solution to the problem provides the essential input required by all applications discussed in the introduction.
Least squares with spherical harmonics.
A simple way of representing the field at an unobserved location is to approximate it by a linear combination of spherical harmonics Y ℓm (n) [2, 21] ,
In this expression, the coefficients ξ ℓm can be found by LS, for example. It is easy to show that the LS estimator of T (n) can be expressed aŝ
y(n) := vec{Y ℓm (n)}, and Y := [y(n 1 ), . . . , y(n J )] H , with superscript H standing for the Hermitian transpose. Equations (2.2) and (2.3) comprise an SH representation of T (n).
As can be seen, the observation at n j is extrapolated in (2.2) by a spherical function G(n, n j ). This function does not necessarily decay rapidly as n moves away from n j , but the particular structure of (2.2) points to a direction for constructing spatially localized representations.
Spherical basis functions. Spatial localization can be achieved by using
SWs. An example of SWs, introduced by NW [25] , is derived from spherical basis functions (SBFs). Unlike G(n, n j ) in (2.3), SBFs take the form G(n, n j ) = G(n·n j ), where n · n j is equal to the cosine of the angle between n and n j . With the SBFs in place of G(n, n j ), the extrapolation becomeŝ
We refer to (2.4) as an SBF representation of T (n). A major difference between (2.4) and (2.2) is that the SBFs in (2.4) depend solely on the angles between the location n and the observing sites n j , so that the SBF representation is invariant to any rotations of the spherical coordinate system, thus avoiding the problem caused by the artificial poles associated with the SH representation. The formulation in (2.4) 
, which satisfiesG(1; η) = 1, against the angle between n and m. The parameter η controls the bandwidth: the nearer η is to unity, the smaller the bandwidth.
is also instrumental to achieving spatial localization. For example, one can choose a function G(n · n j ) that decays to zero rapidly as the angle between n and n j grows, so the influence of the field's activities near n j in the resulting SBF representation will be effectively kept within its neighborhood of a predetermined size.
Another major difference between (2.4) and (2.2) is that the SBFs in (2.4) are all related to each other by rotation and induced from a single function, G(x), which is independent of the observing network. The function from LS, on the other hand, depends not only on n j but also on the location of other stations, as can be seen from (2.3). The network independence may or may not be an advantage; it certainly makes the extrapolation easier to control and compute. But in many cases efficiency can be improved by treating sparse sites differently from dense sites. This latter concern leads to a multiscale approach that will be discussed later.
A simple and useful example of SBF is the generating function of Legendre polynomials,
where η ∈ (0, 1) is a bandwidth parameter and P n (x) is the Legendre polynomial of degree n, satisfying More examples of SBF are provided by NW [25] and by Freeden and Windheuser [13] . In principle, the SBFs can be any square-integrable functions that satisfy the conditions discussed in Appendix A and decay sufficiently rapidly with desired theoretical properties such as smoothness (see section 5 for more comments). ] is latitude and θ ∈ (−π, π] is longitude.
In addition to (2.4), we also consider a more general SBF representation
The major difference between (2.6) and (2.4) is that the coefficients β j in (2.6) need not be the observed data. This generalization enhances the flexibility of the SBF representation and enables one to approximate T (n) by different methods. As an example, consider the LS fit of the observed data t := vec{T (n j )} byT (n) in (2.6). The solution, with β :
, gives rise to an SBF representation that passes through all data points at the observing sites. In this caseT (n) in (2.6) becomes an interpolating function. Other methods of obtaining the β j are discussed by the author in [19] .
2.3.
A multiresolution analysis. The multiresolution analysis considered by NW was derived from the problem of characterizing the loss in an SBF representation as more and more stations, and hence more and more SBFs, are progressively removed from the original network in the representation.
To reformulate the idea, let N 1 := {n j } J j=1 be the original network employed to represent T (n), and let N 2 := {n j } K j=1 , (K < J), be a smaller network obtained by removing, for example, the last J − K stations from N 1 . Given the observed data, let
be an SBF representation of T (n), where
. By freely varying the β 1j , (2.7) can generate a collection of spherical functions, V 1 := span{G(n · n j ) : n j ∈ N 1 }. Similarly, the SBF representation based on the smaller network N 2 is 
where
Since T 1 (n) is known throughout the sphere, one can choose
, where the integral is over the entire sphere. This LS method leads to a solution T 2 (n) with
where, with G(n, m) := G(n · m), the matrices A 2 and b 2 are given by
The inner product in (2.10) is defined as
, where the asterisk stands for spherical convolution (see Appendix A).
With β 2 given by (2.9), T 2 (n) becomes the projection of
The space W 1 represents the new information (or innovation) in V 1 that is not contained in the smaller space V 2 ; it also represents the information that is lost by using the smaller network N 2 instead of N 1 to describe T 1 (n).
Any field T 1 (n) ∈ V 1 can be decomposed as
where T 2 (n) ∈ V 2 and D 1 (n) ∈ W 1 . Equation (2.11) was regarded by NW as a "multiresolution" analysis of T 1 (n) perhaps for the reason that T 1 (n) stems from a larger (possibly denser) network and thus has a higher "spatial resolution" than T 2 (n). Based on this interpretation, D 1 (n) may be regarded as the lost "high-resolution" detail when representing T 1 (n) by T 2 (n).
We provide an alternative interpretation that seems more appropriate, especially for scattered data. Due to the structure of the networks and the localization property 
2(a). (a)
of the SBFs, we interpret D 1 (n) as the local, or regional, activities of T 1 (n) near the removed stations that cannot be accounted for by the activities represented by T 2 (n), i.e., the global activities of T 1 (n) extrapolated from the remaining stations. Based on this new interpretation, we refer to D 1 (n) as the local component of T 1 (n) and refer to T 2 (n) as the global component of T 1 (n).
Extracting local anomalies from global trends by progressively removing stations from a network is an important problem in climatology and environmental sciences. It provides a solution not only for a sampling mission planner who is interested in the lower limit on the number of stations required to effectively represent a field in question, but also for a climate analyzer who wants to detect the regional activities of a meteorological variable in a target area that are "uncorrelated" with those in other areas. It also helps a climate modeler who needs to model and forecast a meteorological variable in different scales and to compress the enormous amount of data at minimal loss of fidelity. The decomposition (2.11) can be easily generalized to a nested sequence of networks
The corresponding spaces of spherical functions are also nested:
In particular, (2.14) where ℓ = 2, . . . , L. 
SW representation. Now consider the composition of D ℓ (n).
For simplicity, let L = 2 again. Recall that T 2 (n) takes the form (2.8) with β 2 given by (2.9). Let
where A 2 is given by (2.10). Then,
If g 1 (n) and β 1 are similarly partitioned such that g 1 (n) = vec{g 2 (n), h 1 (n)} and
Since the space of D 1 (n) can be expressed as
We define these basis functions as SWs.
In the general case of L > 2, let M ℓ := N ℓ \ N ℓ+1 denote the subnet consisting of the stations removed from N ℓ to obtain N ℓ+1 . Then, W ℓ = V ℓ ⊖ V ℓ+1 can be characterized by SWs W ℓ (n, n k ), where n k ∈ M ℓ . Note that the SWs do not depend on the observed data; they depend solely on the SBF and the nested networks. Also note that for a given level ℓ, the number of SWs W ℓ (n, n k ) is equal to the number of stations in M ℓ .
As an example, According to (2.14), the field T 1 (n) =T (n) can be decomposed aŝ
where T L (n) ∈ V L corresponds to the smallest network and the D ℓ (n) are linear combinations of the SWs. We refer to (2.16) as an SW representation of T (n).
3. Multiscale SW representation. The decomposition (2.13) was regarded by NW as multiresolution analysis probably because T ℓ+1 (n) employs fewer (possibly sparser) stations than T ℓ (n). However, with the Poisson kernel (2.5), their multiresolution interpretation produces a rather paradoxical result: the wavelets W ℓ (n, n k ) always have the same "size" that depends solely on the predetermined bandwidth parameter η regardless of the intended "resolution level" ℓ or the distribution of the stations.
In the following, we propose a method that overcomes this "single-scale problem." The method leads to SWs that have true multiresolution interpretations.
3.1. The single-scale problem of NW wavelets. To see the single-scale problem of the NW wavelets, consider the case of L = 2 without loss of generality, and assume |W 1 (n, n k )| 2 dΩ(n) = 1 so that |W 1 (n, n k )| 2 can be regarded as a probability density function defined on the sphere. As in NW [25] , let the location of W 1 (n, n k ) be measured by the "mean" vector
and let the concentration of W 1 (n, n k ) around its mean be measured by the "variance"
For the Poisson kernel (2.5), it can be shown ( [25] ; see also section 3.5 of this paper) that
This result, first, confirms what has been observed from Figure 2 .5: the Poissonkernel-induced wavelets are indeed located near the corresponding stations, and the degree of localization is determined by the closeness of η to unity.
However, the result in (3.3) also reveals that the variance σ 2 k is constant and independent of the networks. In fact, even if the density of N ℓ decreases with the increase of ℓ, the resulting NW wavelets may become increasingly separated in space, but still maintain the same size as measured by their constant variance. This problem of the NW wavelets can be easily observed by comparing Because the NW wavelets have a constant variance, all local activities in D ℓ (n), and hence in the decomposition (2.14), are described by a fixed-size neighborhood regardless of where the stations are located, how closely they are spaced, or what the intended resolution level is. This defect of the NW method can be seen by comparing 
same spatial bandwidth for all stations. An advantage of this choice is the computational simplicity. However, real spherical fields, such as the surface air temperature, are often observed by stations of variable density (e.g., [17, 22] ). In these cases, a single bandwidth becomes inadequate for representation and analysis because a large bandwidth is needed for sparse stations, whereas a small bandwidth is required for describing local activities in data-rich areas. Moreover, the fields themselves can be made up from components of variable sizes. All these considerations demand a representation with multiple bandwidths rather than a single bandwidth. In the following, we propose a true multiscale method that overcomes the single-scale problem of the NW wavelets.
Instead of a single function, we propose to employ a set of SBFs with different bandwidths that are properly adapted to the stations. To be more specific, let the Multi-Scale SBF Representation Fig. 3.3 . A simulated field that has the multiscale SBF representation (3.4). The networks of increasing density shown in Figure 2 
nested networks in (2.12) be denoted by N ℓ := {n j : j = 1, . . . , N ℓ }, where 0 < N L < · · · < N 2 < N 1 := J. To estimate T (n), we propose to use the multiscale SBF representation of the formT
where N L+1 := 0. In this expression, the same SBF, G ℓ (x), is employed by all stations in the ℓth subnet M ℓ = {n k : N ℓ+1 < k ≤ N ℓ }, but different SBFs (i.e., SBFs with different bandwidths) are allowed for the L subnets.
In general, the networks can be designed such that the density of N ℓ , defined in terms of the smallest distance among the stations in N ℓ , decreases with the increase of ℓ; the multiscale SBFs can be chosen accordingly, so that the bandwidth of G ℓ (x), defined by the standard deviation of |G ℓ (x)| 2 when normalized properly and viewed as a probability density, increases as ℓ is increased (and the density of N ℓ is decreased). These requirements can be achieved by the following bottom-up design (BUD) procedure:
(a) Start with a sparse network M L := N L .
(b) Choose a suitably large bandwidth for G L (x) so that V L has sufficient spatial coverage (i.e., there exists at least one function in V L whose support is equal to the entire sphere).
. . , 1, so that the density of N ℓ increases with the decrease of ℓ. (d) Choose progressively reduced bandwidths for the SBFs so that the bandwidth of G ℓ (x) decreases as the density of N ℓ is increased. As a major benefit of the BUD procedure, the index ℓ in (3.4) becomes a true scale parameter. Indeed, if the scale of an SBF representation is defined by the smallest bandwidth of the SBFs employed, then, by following the BUD procedure, an increase in ℓ corresponds to an increase in the SBF bandwidth and thus an increase in the scale of the SBF representation. Figure 2 .3 shows a simple example of networks designed by the BUD procedure, which starts with the sparsely located squares and then sequentially generates two larger (nested) networks of increasing density by first adding the circles and then the triangles. If the SBF bandwidth decreases with the increase of the network density, the multiscale SBF representation (3.4) is able to produce multiscale fields like the one shown in Figure 3. 3.
In practice, the BUD procedure can be implemented with the help of suitably partitioned regular grids on the sphere. The bandwidth selection should be well adapted to the network density. One of the objectives of the BUD procedure is to ensure that (3.4) is a stable representation, i.e., that
, where λ 2 ≥ λ 1 > 0 are constants. The stability is guaranteed if the smallest eigenvalue of A := [G ℓ * G ℓ ′ (n i · n j )] stays away from zero. This requires that the bandwidths of closely spaced SBFs be sufficiently small or different. Due to the limited space, these topics cannot be elaborated here. Further discussion of the practical implementation of the BUD procedure can be found in [19] .
3.3. True multiresolution analysis. Given the networks N ℓ , let us define the nested spaces V ℓ by
where ℓ = 1, . . . , L. In words, the space V ℓ is formed by linear combinations of the SBFs whose scale indices are greater than or equal to ℓ. With the nested spaces so defined, the orthogonal decompositions (2.13), (2.14), and (2.16) can be obtained by a procedure similar to the single-scale case, but the real meaning of the resulting decompositions is fundamentally different.
The difference lies in the structure of V ℓ and thus the corresponding interpretation. Because the BUD procedure ensures that the scale index ℓ represents the actual scale of the SBF representation, the space V ℓ defined by (3.5) contains spherical fields whose scales are smaller (resolutions higher) than any field in V ℓ+1 ; the complement space W ℓ thus contains the smaller scale (higher resolution) information on V ℓ that cannot be described by V ℓ+1 . Because of this interpretation, the decompositions (2.13), (2.14), and (2.16) become a true multiresolution analysis, which is consistent with the classic wavelet theory (e.g., [8] ). We use the adjective "true" to distinguish the multiresolution analysis based on the multiscale SBFs from that proposed by NW [25] . For the same reason, we refer to (2.16) as a multiscale SW representation if derived from the multiscale SBFs. 
Decomposition and reconstruction.
The decomposition (2.16) can be efficiently computed by a recursive algorithm. To describe the algorithm, let g ℓ (n) denote the vector formed by the SBFs associated with N ℓ , i.e.,
. . .
where h ℓ (n) := vec{G ℓ (n · n k )} N ℓ k=N ℓ+1 +1 is formed by the SBFs (of identical bandwidth) associated with M ℓ . Furthermore, let j=1 be formed by the SBF coefficients of T ℓ (n) ∈ V ℓ so that
Then, for ℓ = 1, . . . , L − 1, any field T ℓ (n) ∈ V ℓ can be decomposed as (2.13) with
where β ℓ = vec{α ℓ+1 , γ ℓ }, (3.10)
Among these formulas, (3.9) and (3.12) compute the component fields, (3.10) and (3.11) determine the SBF and SW coefficients in (3.9).
The recursion needed to obtain the β ℓ and γ ℓ from β 1 can be depicted as follows:
Note that only the first line in (3.13) involves computation, which is given by (3.11), and γ ℓ = vec{β ℓk } N ℓ k=N ℓ+1 +1 can be obtained from β ℓ without computation. Also note that if observations are available on N 1 , then the recursion can start simply with β 1 = t. Other (better) methods of obtaining β 1 from the data are discussed in [19] .
If (3.13) is regarded as an analysis procedure that decomposes the data vector t into the multiscale components {γ 1 , . . . , γ L−1 , β L } by gradually removing local activities from global trends, then the procedure can be reversed to reconstruct, or synthesize, the data t from these components by sequentially adding the local activities back to the global trends. The synthesis procedure is depicted in the following.
It is easy to see from (3.11) that α ℓ+1 can be computed by
, 1). (3.15)
Equations (3.10) and (3.15), together with (3.8), constitute the recursive algorithm for reconstruction.
The computationally most demanding step in the decomposition and reconstruction algorithms is that of calculating the "filters" E ℓ := [e ℓ (j, k)], which requires us to solve the normal equations A ℓ+1 E ℓ = B ℓ . Because most of the SBFs decay rapidly, A ℓ+1 and B ℓ are, or can be approximated by, sparse matrices. Therefore, the normal equations can be solved by more efficient algorithms that take advantage of the sparse structure. In applications such as meteorology, the same networks are often used repeatedly for analyzing different sets of observations. In this case, the E ℓ , being independent of the observations, need to be computed and saved only once. In the worst-case scenario where the sparseness is not utilized, the complexity of the recursive algorithm (3.13) is approximately O(J 3 ), whereas that of directly computing the β ℓ from β 1 is approximately O(J 3 log J). The recursion is clearly more efficient, especially for large J.
3.5. Multiscale SWs. As can be seen from (3.9), the space W ℓ is characterized by w ℓ (n) in (3.12) . Let the components of w ℓ (n) be denoted by W ℓ (n, n k ) so that
where ℓ = 1, . . . , L − 1. These functions completely determine W ℓ , and we refer to them as multiscale SWs. According to (3.12), the multiscale SWs can be expressed as
where I ℓ+1 is defined as in Appendix B.
Equations (3.12) and (3.17) describe a Gram-Schmidt procedure that orthogonalizes h ℓ (n) with respect to g ℓ+1 (n), the former being the set of SBFs employed in T ℓ (n) but not in T ℓ+1 (n), and the latter being the set of SBFs employed in T ℓ+1 (n) only. These two groups of SBFs now have different scales. The orthogonalization procedure removes all lower resolution components from h ℓ (n) using g ℓ+1 (n), so the resulting wavelets contain only the higher resolution residuals (of level ℓ) that cannot be attributed to the lower resolution SBFs. Because the spatial resolution of W ℓ (n, n k ) is determined by the bandwidth of G ℓ (x), as will be further justified in section 3.6, the multiscale SW not only take into account the local activities near the stations in M ℓ , as do the NW wavelets, but also express the locality of the activities with the appropriate scales. Furthermore, the Gram-Schmidt procedure makes the multiscale wavelets orthogonal across the scales:
Such wavelets are also known as prewavelets [5] . The classic one-dimensional Haar wavelets (e.g., [8] ) can be constructed by the procedure described above. To see this, consider the case of L = 2 and assume that N 2 consists of all even integers 2i for i = 0, 1, . . . , 
, which is equal to − The multiscale SWs are determined solely by the multiscale SBFs and the nested networks of stations. To compute the multiscale SWs in (3.17) and the decompositions in (3.9), one only needs the matrix A 1 , which is defined in (3.7). This matrix is composed of all inner products among the multiscale SBFs. The inner products can be expressed as
For the Poisson kernel, it is easy to show that if one defines G ℓ (x) = G(x; η ℓ ) and 
In other words, the Poisson kernel is invariant under spherical convolution. This property, together with its closed-form expression (2.5), makes the Poisson kernel computationally attractive.
3.6. Localization property. An important requirement for wavelets is the localization property: a wavelet should decay sufficiently rapidly from its "center." As in the single-scale case discussed by NW [25] , the localization property of the proposed multiscale spherical SWs can be assessed in terms of their mean and variance, when viewed as probability densities.
For any (square-integrable) spherical function, the mean m and the variance σ 2 , as defined by (3.1) and (3.2), are related to each other such that σ 2 = 1 − m 2 . It therefore suffices to compute the mean of |W ℓ (n, n k )| 2 , which can be expressed as
It is easy to show from (3.12) that
which can be easily computed. The major task in the following is to evaluate φ ℓ (k, k).
To that end, let us define
Furthermore, for p = 1, 2, 3, let ξ ℓ,ℓ ′ ,p (n i , n j ) be the pth coordinate of ξ ℓ,ℓ ′ (n i , n j ), and for fixed ℓ and p, let Ξ ℓ,p := [ξ ℓ,ℓ ′ ,p (n i , n j )] be formed by ξ ℓ,ℓ ′ ,p (n i , n j ) in the same way as A ℓ is formed by a ℓ,ℓ ′ (i, j). One can show by using (3.17) that the pth coordinate of φ ℓ (k, k), denoted by φ ℓ,p (k, k), is equal to the kth diagonal element of
As can be seen, the vectors ξ ℓ,ℓ ′ (n i , n j ) are crucial to the computation of φ ℓ (k, k), and hence, of m ℓk . The following propositions are helpful to the evaluation of ξ ℓ,ℓ ′ (n i , n j ).
The first proposition provides an expression of ξ ℓ,ℓ ′ (n i , n j ) in terms of the convolution of the SBFs. A proof of this proposition is given in Appendix C. Proposition 3.2. Let G ℓ (x) and G ℓ ′ (x) be multiscale SBFs and let ξ ℓ,ℓ ′ (n i , n j ) be defined by (3.24). Then, for any n i and n j ,
and
Alternatively, the next proposition expresses ξ ℓ,ℓ ′ (n i , n j ) in terms of Legendre series. A proof of this result is given in Appendix D. Proposition 3.3. Let {g ℓ,n } and {h ℓ,n } be the Legendre coefficients of G ℓ (x) and H ℓ (x), respectively, as defined by (A.1). Then,
, g ℓ,−1 := 0.
In principle, the mean vector m ℓk can be evaluated numerically by using the expressions of ξ ℓ,ℓ ′ (n i , n j ) given by Propositions 3.2 and 3.3 together with (3.20)-(3.23) and (3.25). However, for simple analytical results that help to improve our understanding of the localization property of the multiscale SWs, it is necessary to specify the SBFs. The Poisson kernel is an easy choice for this purpose.
The Poisson case. In the following, let
, where G(x; η) is given by (2.5) and F (x; η) is defined by
ℓ ′ )/η ℓ η ℓ ′ , and t ℓ,ℓ ′ := p ℓ ′ − p ℓ . With this notation, an exact expression of ξ ℓ,ℓ ′ (n i , n j ) can be obtained in the following; see Appendix E for derivation.
Proposition 3.4. For the Poisson kernel, the vector ξ ℓ,ℓ ′ (n i , n j ) can be expressed as (3.26) with
Note that R ℓ,ℓ (x) = 0 and hence U ℓ,ℓ (x) = p ℓ G ℓ * G ℓ (x). Proposition 3.4 enables us to investigate two "asymptotic" cases. In the first case, the bandwidth is assumed to increase gradually with the scale index ℓ. More precisely, let the bandwidth parameters satisfy
Then, the following theorem can be obtained; see Appendix F for a proof.
Theorem 3.5. Under the assumptions (3.28) and (3.29), it follows that
ℓ,ℓ ) for all ℓ, then the resulting multiscale SWs would be located near the corresponding stations and the bandwidths of the multiscale SWs would be proportional to 1 − η ℓ . Moreover, the formulas in Theorem 3.5 are exact (without the O terms) if the bandwidths are identical. This last result was also obtained by NW [25] .
In the second "asymptotic" case, we assume that the bandwidth of the SBFs is adapted to the density of the networks, as determined by the BUD procedure. More precisely, define
which can be regarded as the smallest "distance" between the removed stations and the remaining ones at scale ℓ. Then, the assumption in the second case is 
for k = N ℓ+1 + 1, . . . , N ℓ and ℓ = 1, . . . , L − 1. These expressions also hold for ǫ = 1
To see the implication of Theorem 3.6, let us assume that the bandwidth increases with ℓ such that η ℓ+1 < η ℓ and 1 − η ℓ+1 = O((1 − η ℓ ) ρ ) for some ρ ∈ (0, 1). Since
, it follows from Theorem 3.6 that the bias in m ℓk (i.e., the O term) and the variance σ This implies that the bandwidth of the resulting multiscale SWs is proportional to (1 − η ℓ ) 1−ǫ . As can be seen, the bandwidth of the scale-ℓ multiscale SWs is a power function of 1 − η ℓ . Therefore, the degree of localization of the wavelets can be controlled by properly selecting the bandwidth parameter η ℓ . Generally, Theorem 3.6 suggests that the multiscale SWs should have the desired localization property, as shown by the examples in Figures 3.4 and 3 .5, if the networks and the bandwidth parameters are designed properly by following the BUD procedure.
4. An application example. In this section, the proposed method of multiscale analysis is applied to a real data set that contains the average surface air temperatures (in • C) observed by a network of weather stations during the period of December 1967 to February 1968. See [15] and [22] for more information about the data. The objectives of this analysis include (a) constructing a multiscale SBF representation of the scattered data; (b) decomposing the constructed field into multiscale components to discover local anomalies at different scales; (d) compressing the data by approximation using a subset of wavelet coefficients.
From the original network of size 939, the BUD procedure selects stations that fall into a gradually reduced neighborhood of, and are nearest to, the gridpoints generated by progressively bisectioning the longitude and latitude. Some excessive stations at high latitudes are removed manually from the selected network to overcome the unequal coverage problem of the partitions. • , 30
• , 60
• , and 120
• , respectively. A penalized LS method, known as ridge regression, is employed to obtain β 1 . For a given penalty parameter λ > 0, ridge regression minimizes
The generalized cross-validation (GCV) technique is employed to select an optimal λ that balances the goodness of fit and the stability of the SBF representation; see Wahba [35, Chap. 4] or Hastie and Tibshirani [14, section 3.4] for discussions of GCV. The optimal value of λ in this experiment turns out to be λ = 1, with which the LS fit yields an R-square of 97.5% and a root mean-squared error of 3.51
• C, with an effective degree of freedom equaling 105. For other statistical methods of obtaining the SBF representation, see [19] .
The decomposition shown in This example of anomaly detection serves only for the purposes of demonstration; it should not be considered as a formal analysis of the temperature data. Further analysis should incorporate geographical information and meteorological constraints into the BUD procedure so as to enhance the interpretability of the decomposition.
The pure geometric approach employed here is still useful for exploratory analysis and for data compression. An example of data compression is shown in Figure 4 .3. For illustration purposes, the results are obtained by a simple technique of data compression: retaining a given percentage of the largest wavelet coefficients γ ℓk within each scale and discarding the remaining ones. The retained wavelet coefficients, together with β L , are saved instead of the original data. To reconstruct the SBF representation, the discarded coefficients are replaced by zero in the reconstruction algorithm (3.13). This technique of "lossy" compression intends to preserve most significant features of the uncompressed data while tolerating a certain loss of fidelity. The compression ratio is defined here as the size of the uncompressed data (i.e., J) divided by the number of retained coefficients. The root mean-squared error values in Figure 4 .3(a) are computed in terms of the difference between the compressed and uncompressed SBF representations. As can be seen, the field in Figure 4 .3(b), with compression ratio 2:1 and root mean-squared error 0.43
• C, is able to preserve the major features, in both large and small scales, of the uncompressed field in Figure 4 .1(b).
Concluding remarks.
We have proposed a general wavelet method for the representation and analysis of scattered spherical data. The multiscale SW derived in this paper possess the localization property with intended scales and thus overcome the single-scale problem of the SW suggested by [25] . Together with the multiscale SBF representation, we have also proposed a bottom-up procedure for the design and selection of the analysis networks and the bandwidth parameters. In addition, we have developed recursive algorithms to efficiently decompose a given field into multiscale SW components and to reconstruct a field from its wavelet coefficients. Although similar to those of Schröder and Sweldens [27] in appearance, the proposed algorithms are different in essence, not only because they do not require regular gridpoints but also because they are based on the LS principle rather than interpolation, and the resulting decompositions are orthogonal.
An analytical study of the localization property has confirmed the simulation results and shown that the proposed Poisson-kernel-based wavelets are indeed spatially localized, with the bandwidth easily controlled by a bandwidth parameter. The analytical study not only serves as a justification of the proposed method but also provides the necessary foundation for future research on the statistical properties of the wavelet coefficients and the utility of the SWs for detecting regional singularities from global trends, for smoothing and compression of spherical data, and for multiscale space-time modeling and forecasting of spherical fields. The potential usefulness of the proposed method is further enhanced by the real-data example.
Just as no simple rules exist for determining the smoothing kernels in nonparametric regression problems, simple rules that tell a practitioner how to select the SBFs are yet to be developed. In addition to rapid decaying, smoothness is often considered a requirement. Some SBFs, such as spherical splines [35] , have interesting optimization properties. Others, such as the Poisson kernel employed in this paper, have desirable computational properties and meaningful physical interpretations. How to select the SBFs so that the resulting wavelets satisfy a given set of requirements is an interesting theoretical issue that deserves further investigation. Another theoretical question is how to quantify the condition number of the SW representation. This question was addressed recently by Narcowich, Sivakumar, and Ward [26] for the single-scale case. Extension of their results to the multiscale cases is certainly an interesting subject for future research. In principle, a stable representation with bounded condition numbers requires that the SBF bandwidth be judiciously selected to avoid the multicollinearity problem. This requirement can be satisfied by using SBFs of small bandwidth. But a bandwidth that is too small, as compared with the density of stations, loses the ability of representation. A trade-off thus takes place. For practical purposes, the cross-validation techniques, such as GCV, can be employed, together with the BUD procedure, to help select optimal bandwidths that balance the stability and the goodness of fit. Elaborate discussions along these lines, with examples, are given in [19] .
Appendix A. Further remarks on the SBFs. In addition to the squareintegrability, the SBFs also have to satisfy other conditions. To motivate a useful constraint, consider the SH representation (2.2). With G(n i , n j ) given by (2.3), we have G := [G(n i , n j )] g n P n (x) (A.1) must be absolutely summable and strictly positive for all but finitely many of them that may be equal to zero [28] . According to this definition, the spherical splines considered by Wahba [34] can also be regarded as SBFs. A drawback of the spherical splines is that their bandwidth lacks the desirable flexibility (as compared to the Poisson kernel, for example).
A useful way of generating SBFs is via spherical convolution. If G(x) and H(x) are SBFs, having Legendre series expansions of the form (A.1) with coefficients g n and h n , then their spherical convolution, defined as G * H(n · m) := G(n · ν)H(ν · m) dΩ(ν), (A.2) with the integration computed over the entire sphere, is also an SBF. This result can be easily justified upon noting that (A.2) has a Legendre series expansion
where the coefficients are absolutely summable and strictly positive except for possibly finitely many that are equal to zero. Equation (A.3) also shows that the convolution is a symmetric operator: G * H(n · m) = H * G(n · m) = G * H(m · n).
The Poisson kernel (2.5) is attractive computationally because of its closed-form expression and its invariance under spherical convolution, as shown in (3.19) . The Poisson kernel also has an interesting physical interpretation in potential theory. To see this, let us assume that a point mass M := (1 − η 2 )η −1 is located at ηn j (within the unit sphere). Then, the (gravitational) Newtonian potential at n for the point mass takes the form Φ(n) := M (1 − 2η(n · n j ) + η 2 ) −1/2 . Since n · n j is equal to the projection of n onto n j , it follows that ∂Φ(n) ∂n j = M η (1 − 2η(n · n j ) + η 2 ) 3/2 = G(n · n j ; η).
In words, the Poisson kernel G(n · n j ; η) can be interpreted as the gradient of the Newtonian potential at n in the direction of n j . Furthermore, since Φ(n) satisfies the Laplace equation ∇ 2 Φ(n) = 0, so does the Poisson kernel: ∇ 2 G(n · n j ; η) = ∂(∇ 2 Φ(n))/∂n j = 0. Therefore, the corresponding SBF representations and SWs also satisfy the Laplace equation. assertion can be proved by rewriting these expressions according to the partitions defined by (3.6) and (3.10).
It is not surprising that ξ ℓ ′ ,ℓ (n i , n j ) has the same "asymptotic" form.
To proceed with the proof, let ℓ = 1 and L = 2 without loss of generality. It is easy to show from (F.1) that
