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CONNECTED SUMS OF SIMPLICIAL COMPLEXES AND EQUIVARIANT COHOMOLOGY
TOMOO MATSUMURA AND W. FRANK MOORE
Abstract. In this paper, we discuss the connected sum K1 #Z K2 of simplicial complexes K1 and K2, as well as
define the notion of a strong connected sum. Geometrically, the connected sum is motivated by Lerman’s symplec-
tic cut applied to a toric orbifold, and algebraically, it is motivated by the connected sum of rings introduced by
Ananthnarayan-Avramov-Moore [1].
We show that the Stanley-Reisner ring of a connected sum K1 #Z K2 is the connected sum of the Stanley-Reisner
rings of K1 and K2 along the Stanley-Reisner ring of K1 ∩ K2. The strong connected sum K1 #Z K2 is defined in
such a way that when K1, K2 are Gorenstein, and Z is a suitable subset of K1 ∩ K2, then the Stanley-Reisner ring
of K1 #Z K2 is Gorenstein, by work appearing in [1]. These algebraic computations can be interpreted in terms of
the equivariant cohomology of moment angle complexes and we describe the symplectic cut of a toric orbifold in
terms of moment angle complexes.
1. Introduction
The moment angle complex ZK associated to a simplicial complex K was introduced by Buchstaber and
Panov in [4] as a disc-circle decomposition of the Davis-Januszkiewicz universal space. It has been actively
studied in toric topology and its connections to symplectic and algebraic geometry, and combinatorics. The
original aim of introducing such a space is to generalize symplectic or algebraic toric manifolds to topological
toric manifolds that are now called quasi-toric manifolds introduced in [6].
The goals of this paper are to introduce a notion of the connected sum of simplicial complexes by understand-
ing the combinatorial aspect of Lerman’s symplectic cut [12] of a symplectic toric orbifold, and to understand
the algebra structure of the (equivariant) cohomology of the corresponding moment angle complex in the frame-
work of the connected sum of rings introduced by Ananthnarayan-Avramov-Moore [1]. The connected sum of
simplicial complexes introduced in this paper is a more general operation than just the connected sum along a
facet.
In the first part of this paper (Section 2), we study a symplectic cut of a toric orbifold in terms of moment
angle complexes and describe the (equivariant) cohomology ring of the toric orbifold in terms of the ones of
the cut pieces, using the notion of the connected sum of rings:
Theorem 1.1 (Theorem 2.15). Let X+ and X− be the toric orbifold defined by a symplectic cut of a toric
orbifold X. Let g± : Xo ֒→ X± be the toric sub-orbifold corresponding to the section of the cut. Let # denote
the connected sum of rings (See Definition 4.1) which is defined using the pushforward and pullback maps g±∗
and g∗±. We have
H∗R(X;Z)  H∗R(X+,Z) #
H∗R(Xo;Z)
H∗R(Xo;Z)
H∗R(X−;Z)
Furhter more this descends to the non-equivariant cohomology over Q:
H∗(X;Q)  H∗(X+;Q) #H
∗(Xo;Q)
H∗(Xo;Q)H
∗(X−;Q).
This holds over Z-coefficients if all of the cohomology rings are concentrated in even degrees.
Our method is to identify the toric orbifolds as quotient stacks of moment angle complexes by a torus action
and we regard the (equivariant) cohomology of toric orbifolds as the (equivariant) cohomology of moment
angle complexes with appropriate torus actions. We also give a description of the cohomology ring of X−
in terms of X+ and X in a similar fashion (Theorem 2.17), which can be interpreted as a special case of the
work previously done by Hausmann-Knutson [10]. This description is also useful, since the cutting process
sometimes creates more complicated yet interesting examples.
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In the second part, we introduce the connected sum of simplicial complexes (Section 3) for general simplicial
complexes, abstracting the combinatorial aspect of cutting polytope by a generic hyperplane. Namely, let K1
and K2 be simplicial complexes on [m] and let Z ⊂ K1 ∩K2 be a subset. We define the connected sum K1 #Z K2
of K1 and K2 by
K1 #ZK2 := DelZ(K1 ∪ K2) (Definitions 2.1 and 3.1).
Furthermore, we introduce the strong connected sum of K1 and K2 by assuming
(⋆) Z = K1\(K1\W) = K2\(K2\W)
where W := K1 ∩K2. We show that if ∆+ and ∆− are simple polytopes obtained by cutting a simple polytope ∆
with a generic hyperplane Ho, then the simplicial complex K associated to ∆ is a strong connected sum of the
simplicial complexes K± associated to ∆±. Interestingly, K− is also a strong connected sum of K+ and K.
In Section 4, we show that (Theorem 4.4) the Stanley-Reisner ring Z[K1 #Z K2] of a connected sum K1 #Z K2
is the connected sum of Stanley-Reisner rings Z[K1] and Z[K2] of K1 and K2 respectively, in the sense of [1].
More explicitly, let gi : Z[Ki] → Z[W] and fi : Z[K1 ∪ K2] → Z[Ki] be the natural quotient maps of Stanley-
Reisner rings associated to the corresponding inclusions of simplicial complexes. Let IZ be the ideal in Z[W]
generated by the monomials corresponding to elements of Z. Then
Z[K1♯ZK2] 
ker(g1 − g2 : Z[K1] × Z[K2] → Z[W])
(f1, f2)(IZ) .
The extra assumption (⋆) required for the strong connected sum is motivated by the algebraic facts (see Corol-
lary 4.8) that if K1 and K2 are Gorenstein and W is Cohen-Macaulay, then the assumption (⋆) implies that
the ideal IZ is a canonical module of Z[W]. As a consequence, by the work of [1], we can show purely al-
gebraically that if K1 #Z K2 is a strong connected sum, K1 and K2 are Gorenstein, W is Cohen-Macaulay, then
K1 #ZK2 is Gorenstein.
In the last section, we discuss how these algebraic structures behave if we take the torsion module of the
Stanley-Reisner ring. Let [m] = {1, · · · ,m} be the common vertex set of K1, K2 and K so that the corre-
sponding Stanley-Reisner rings are the quotients of Z[x1, · · · , xm] by monomials given by non-faces. Let
B = (Bi j) ∈ Matn,m(Z) be an integral matrix of rank n, then we have a polynomial ring Z[u] := Z[u1, · · · , un]
sitting inside of = Z[x1, · · · , xm] where ui =
∑m
j=1 Bi j. In Section 4.3, we observe that if Tor
Z[u]
1 (Z[L],Z) = 0 for
L = K, K1, K2,W , then Tor
Z[u]
∗ (Z[K1♯ZK2],Z) is again a connected sum of the Torsion algebras TorZ[u]∗ (Z[K1],Z)
and TorZ[u]∗ (Z[K2],Z). Those torsion algebras correspond to the (equivariant) cohomology of moment angle
complexes (c.f. [3], [14]). The connected sum of simplicial complexes can be used to construct interesting
spaces (c.f. [8]) and the techniques developed in this paper can be used to compute the (equivariant) cohomo-
logical invariants of these spaces.
Acknowledgements. The authors want to thank M. Franz, T. Holm, Y. Karshon, A. Knutson, T. Ohmoto, K.
Ono, D. Suh for important advice and useful conversations. The first author is particularly indebted to K. Ono
for providing him an excellent environment at Hokkaido University where he had spent significant time for this
paper in July and August 2011. The first author would like to show his gratitude to the Algebraic Structure
and its Application Research Center (ASARC) at KAIST for its constant support starting 2011 September. The
first author is also supported by the National Research Foundation of Korea (NRF) grant funded by the Korea
government (MEST) (No. 2012-0000795, 2011-0001181).
2. Symplectic cut of toric orbifolds
In this section, we will first review the construction of moment angle complexes and their cohomology rings.
Then we describe the symplectic cut of a toric orbifold in terms of moment angle complexes and show the main
theorem (Theorem 2.15) of the first part of this paper.
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2.1. Moment Angle Complex. In this section, we review the basic construction of the moment angle com-
plexes for polytopes and general simplicial complexes. For the details, we refer to [3] or [15].
Definition 2.1 (c.f. p.25 [3]). A simplicial comlex on the vertex set S is a collection K of subsets (called faces)
of S such that if σ ∈ K, then all subsets including the empty ∅ of σ are in K. A simplicial complex K is
called pure if all its maximal faces have the same dimension where the dimension of a face σ ∈ K is |σ| − 1. A
maximal face is also called a facet. The set of all facets is denoted by F (K). A vertex x is called a ghost vertex
if {x} < K. Let Z be a subset of a simplicial complex K such that ∅ < Z. The closure of Z in K is the smallest
subcomplex containing Z. The open neighborhood of Z in K is the set of all σ ∈ K such that σ contains some
τ ∈ Z. Note that OK(Z) = Z if and only if K\Z is a subcomplex of K. The star of Z in K and the deletion of Z
from K are the subcomplexes defined by starK(Z) := OK(Z) and DelZ(K) := K\OK(Z) respectively. If K1 and
K2 are simplicial complexes on the same vertex set S, then we can naturally take the intersection K1 ∩ K2 and
the union K1 ∪ K2 that are also simplicial complexes on S.
Definition 2.2. Throughout this paper, we use the following notation for convenience. Let X be a set and Y, Z
subsets of X. Let σ ⊂ [m] be a subset. Then Yσ × Z[m]\σ ⊂ Xm denotes the direct product of Y and Z’s where
i-th component is Y if i ∈ σ and Z if i ∈ [m]\σ.
Definition 2.3 (Moment Angle Complexes). Let K be a simplicial complex on the vertex set [m] := {1, · · · ,m}
(with possible ghost vertices). Define the moment angle complex ZK,[m] ⊂ Cm by
ZK,[m] :=
⋃
σ∈K
Dσ × ∂D[m]\σ =
⋃
σ∈F (K)
Dσ × ∂D[m]\σ
where D = {z ∈ C | |z| ≤ 1} and ∂D = {z ∈ C | |z| = 1}. The standard action of T := U(1)m on Cm can be
restricted to the one on ZK,[m].
Definition 2.4 (Moment Angle Manifolds). Let ∆ be a rational n-dimensional simple polytope in Rn given by
the inequalities:
∆ = {~x ∈ Rn | 〈~x, λi〉 + ηi ≥ 0, i = 1, · · · ,m}, λi ∈ Zn, ηi ∈ Z (2.1)
We allow this description to be “reducible”, i.e. some of the inequalities may be redundant. Or equivalently, let
Hi := ∆ ∩ {〈~x, λi〉 + ηi = 0} and Hi is a facet or empty. We call such an empty Hi a ghost facet. The associated
simplicial complex K∆,[m] is a simplicial complex on [m] and σ ∈ K∆,[m] if and only if ∩i∈σHi , ∅. Here a
ghost facet corresponds to a ghost vertex. Let B := [λ1, · · · , λm] and η = (η1, · · · , ηm) and define an affine
embedding ιB,η : Rn → Rm by
ιB,η := B∗(~x) + η. (2.2)
Define the moment angle manifold Z∆,B,η for ∆ given in (2.1) by the following fiber diagram:
Z∆,B,η
⊂ //

Cm
µT

∆
ιB,η|∆
// Rm
where µT(~z) = (|z1|2, · · · , |zm|2) is the standard moment map of the action of T := U(1)m on Cm. It is indeed a
smooth manifold (Construction 6.8 and Lemma 6.2 [3]) and the standard T-action on Cm can be restricted to a
T-action on Z∆,B,η.
It is also possible to define Z∆,B,η as a quotient space. Namely, let Tσ := U(1)σ × {1}[m]\σ ⊂ T for a subset
σ ⊂ [m]. Then there is a T-equivariant homeomorphism Z∆,B,η  (T × ∆)/∼, where (t, p) ∼ (s, q) if and only if
p = q and ts−1 ∈ Tσ with p ∈ ∩i∈σHi.
Remark 2.5 (II.1 [15] or Section 6.1 [3]). There is a T-equivariant homeomorphism
Θ∆,B,η : Z∆,B,η  ZK∆,[m]. (2.3)
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Namely, consider a cubical subdivision of ∆ defined in Construction 4.5 [3] and the corresponding decomposi-
tion of Z∆,B,η:
∆ =
⋃
σ∈F (K∆)
Cσ, Z∆,B,η =
⋃
σ∈F (K∆)
Bσ.
where Bσ := µ−1T (ιB,η(Cσ)). Each Bσ is T-equivariantly homeomorphic to Dσ × (∂D)[m]\σ and these homeomor-
phisms are patched together to define Θ∆,B,η.
Remark 2.6. We describe the parts of ZK∆,[m] corresponding to a vertex and a facet of ∆ through Θ∆,B,η. For
σ ∈ F (K∆), let v := ∩i∈σHi be a vertex of ∆. Then
Θ∆,B,η(µ−1T (ιB,η(v))) = {0}σ × (∂D)[m]\σ.
For a facet Hi of ∆, we have
Θ∆,B,η(µ−1T (ιB,η(Hi))) =
⋃
i∈σ∈F (K∆)
{0}{i} × Dσ\{i} × (∂D)[m]\σ.
Definition 2.7. For a simplicial complex K on [m], the Stanley-Reisner ring is defined by
Z[K] := Z[x1, · · · , xm]
〈xσ, σ < K〉
where xσ :=
∏
i∈σ xi. We identify Z[x1, · · · , xm] with the cohomology of the classifying space of T, Z[T∗] :=
H∗(BT,Z). Therefore we set deg xi := 2.
The basic fact about the T-equivariant cohomology ring of ZK,[m] is
Theorem 2.8 (Davis-Januszkiewicz [6]). There is an isomorphism of graded rings Z[K]  H∗T(ZK,[m];Z). This
isomorphism is natural in a sense that, for a subcomplex W ⊂ K, we have the commutative diagram of short
exact sequences
0 // IK\W //


Z[K]


// Z[W]


// 0
0 // H∗T(ZK,[m],ZW,[m];Z) // H∗T(ZK,[m];Z) // H∗T(ZW,[m];Z) // 0
where IK\W is the ideal in Z[K] generated by monomials xσ, σ ∈ K\W and H∗T(ZK,[m],ZW,[m];Z) is the relative
equivariant cohomology for ZW,[m] ⊂ ZK,[m] . The vertical isomorphism on the left is induced from the other
two isomorphisms and the short exactness of rows.
2.2. Symplectic Cutting of a Toric Orbifold. In this section, to fixed the notation, we recall the construction
of toric orbifolds from labeled polytopes [13] and the symplectic cut [12] applied to a toric orbifold.
A labeled polytope (∆, b) is an n-dimensional rational simple polytope ∆ in Rn where each facet Hi, i =
1, · · · ,m is labeled by a positive integer bi. Here, we assume that the Hi are not ghost facets. Let T := U(1)m
and R := U(1)n and t and r their Lie algebras. We identify t∗ = Rm and r∗ = Rn. Suppose that ∆ is described as
∆ = {~x ∈ r∗ | 〈biβi, ~x〉 + ηi ≥ 0, i = 1, · · · ,m} (2.4)
where βi is the primitive inward normal vector to each facet Hi. We regard η := (η1, · · · , ηm) is an element of
t∗. Let B be the integer n×m matrix defined by B := [b1β1, · · · , bmβm] and regard it as the linear map B : t→ r
and also as the induced map on tori B : T → R. The surjectivity of B : T → R follows from the simplicity of
∆. The kernel G of B : T → R is connected if and only if B : Zm → Zn is surjective. Let A : G → T be the
inclusion and let A : g→ t be the induced map on the Lie algebras (A∗ : t∗ → g∗).
The symplectic toric (effective) orbifold X for (∆, b) is given by reducing Cm by the standard action of G at
the regular value A∗(η). Namely, if µT : Cm → t∗ is the standard moment map, then the moment map for the
G-action on Cm is given by µG := A∗ ◦ µT and X is defined as a quotient stack
X := [M/G], where M := µ−1G (A∗(η)).
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Using the affine embedding ιB,η : r∗ → t∗ defined at (2.2), the moment map µR for the residual R-action
on X is given by µR : M
µT
−→ ιB,η(r∗)
ι−1B,η
−→ r∗. Note that µ−1T (ιB,η(∆)) = M since (A∗)−1(η) = ιB,η(r∗) and
ιB,η(∆) = ιB,η(r∗) ∩ t∗≥0 where t∗≥0 := µT(Cm).
The symplectic cut of X with respect to the action of a 1-dimensional subtorus L ⊂ R produces two toric
orbifolds X+ and X− with corresponding polytopes ∆+ and ∆− that are obtained by cutting the polytope ∆ by a
generic rational hyperplane H . Let γ ∈ r be an integral primitive normal vector to H and find ξ ∈ Z to write
H =
{
~x ∈ r∗ | 〈γ, ~x〉 + ξ = 0}
∆+ =
{
~x ∈ r∗ | 〈γ, ~x〉 + ξ ≥ 0} ∩ ∆
∆− =
{
~x ∈ r∗ | 〈γ, ~x〉 + ξ ≤ 0} ∩ ∆.
The element γ ∈ r defines 1-dimensional subtorus L := Rγ/Zγ ⊂ R and its Lie algebra l := Rγ ⊂ r. With
the natural identification l = R, let µ : C → l∗ be the standard moment map w 7→ |w|2 and let µ : C →
l∗ (w 7→ −|w|2) be the moment map for the standard L-action on C with the opposite symplectic structure. The
symplectic cut is to reduce X × C and X × C with respect to the anti-diagonal action of L at the regular value
−ξ. Namely, let d : L ֒→ R × L be the anti-diagonal map sending l 7→ (l, l−1) and consider the moment map
ϕ+ : M × C
(µR,µ)
−→ r∗ ⊕ l∗
d∗
−→ l∗ (~z,w) 7→ µL(~z) − |w|2
ϕ− : M × C
(µR,µ)
−→ r∗ ⊕ l∗
d∗
−→ l∗ (~z,w) 7→ µL(~z) + |w|2.
Then −ξ is a regular value for both ϕ+ and ϕ−. Thus we define
M+ := ϕ−1+ (−ξ), M− := ϕ−1− (−ξ) and X+ := [M+/ ˜G], X− := [M−/ ˜G],
where ˜G is the preimage of d(L) ⊂ R × L under the map (B, id) : T × L → R × L.
Let α : R × L → R be defined by α(r, l) := rl so that kerα = Im d. Define an affine embedding ια,ξ : r∗ →
r∗ ⊕ l∗ by ια,ξ(~x) := α∗(~x) + (~0, ξ) = (~x, 〈~x, γ〉 + ξ) so that ια,ξ(r∗) = (d∗)−1(−ξ). Then we have
M+ = (µR, µ)−1(ια,ξ(∆+)) and M− = (µR, µ)−1(ια,ξ(∆−)).
Thus the moment map for the R-action on X+ and X− are given by
µR,+ : M+
(µR,µ)
−→ ια,ξ(r∗)
ι−1α,ξ
−→ r∗ and µR,− : M−
(µR,µ)
−→ ια,ξ(r∗)
ι−1α,ξ
−→ r∗.
2.3. M± as Quotients of Moment Angle Complexes by ˜G. We use the notation from the previous section.
Consider the integral n × (m + 1) matrix ˜B := [b1β1, · · · , bmβm, γ] regarded as a map of tori ˜B : T × L → R.
Then we have the commutative diagram of surjective maps
T × L
(B,id) $$■■
■■
■■
■■
■
˜B // R
R × L
α
<<②②②②②②②②
Since ker α = d(L), we have ker ˜B = ˜G. Let ˜A : ˜G → T × L be the inclusion. We also denote the map on Lie
algebras by ˜A : g˜→ t ⊕ l.
Lemma 2.9. X+ and X− are obtained by reducing Cm × C and Cm × C by the action of ˜G at the regular value
˜A∗(η˜) ∈ g˜ where η˜ = (η1, · · · , ηm, ξ). More precisely, consider the moment maps
µ
˜G,+ : C
m × C
(µT,µ)
−→ t∗ ⊕ l∗
˜A∗
→ g˜∗ and µ
˜G,− : C
m × C
(µT,µ)
−→ t∗ ⊕ l∗
˜A∗
→ g˜∗.
Then we have
M+ = µ−1
˜G,+( ˜A
∗(η˜)) and M− = µ−1
˜G,−( ˜A
∗(η˜)).
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Proof. Define the affine embedding ι
˜B,η˜ : r
∗ → t∗ ⊕ l∗ by ι
˜B,η˜(~x) := ˜B∗(~x) + η˜ similarly as in (2.2) so that
( ˜A∗)−1( ˜A∗(η˜)) = ι
˜B,η˜(r∗). We observe that ι ˜B,η˜ = (ιB,η, id) ◦ ια,ξ. Indeed,
ι
˜B,η˜(~x) = ˜B∗(~x) + η˜ = (B∗(~x) + η, 〈~x, γ〉 + ξ) = (ιB,η(~x), 〈~x, γ〉 + ξ) = (ιB,η, id) ◦ ια,ξ(~x).
Now consider the fiber diagrams:
M+
µR,+

⊂
// M∆,b × C
(µR,µ)

⊂
// Cm × C
(µT,µ)

r∗
ια,ξ
//
ι
˜B,η˜
66r
∗ ⊕ l∗ (ιB,η˜,id)
// t∗ ⊕ l∗
and M−
µR,−

⊂
// M∆,b × C
(µR,µ)

⊂
// Cm × C
(µT,µ)

r∗
ια,ξ
//
ι
˜B,η˜
66r
∗ ⊕ l∗ (ιB,η˜,id)
// t∗ ⊕ l∗
Since the outer circuit of each diagram is also a fiber diagram, we obtain M+ = (µT, µ)−1(ι ˜B,η˜(r∗)) = µ−1˜G,+( ˜A
∗(η˜))
and M− = (µT, µ)−1(ι ˜B,η˜(r∗)) = µ−1˜G,−( ˜A
∗(η˜)). 
Let K+ and K− be the simplicial complexed associated to ∆+ and ∆− respectively. Here the common vertex
set of K± is [˜m] := [m] ∪ {o}.
Corollary 2.10. Since ˜B and η˜ defines ∆+ as in (2.4), we have M+ = Z∆+, ˜B,η˜ as in Definition 2.4. Therefore
there is a T × L-equivariant homeomorphism Θ
∆+, ˜B,η : M+ →ZK+,[˜m] defined at (2.3).
Corollary 2.11. There is a canonical T × L-equivariant homeomorphism Ψ : M−  ZK−,[˜m].
Proof. The map J : Cm × C → Cm × C (~z,w) 7→ (~z,w) is a T × L-equivariant homeomorphism with respect
to the involution j : T × L → T × L, (t, l) 7→ (t, l−1). The image J(M−) is naturally Z∆−, ˜B′,η˜′ where ˜B′ :=
[b1β1, · · · , bmβm,−γ] and η˜′ := (η1, · · · , ηm,−ξ). Since J also induces a T× L-equivariant involution of ZK−,[˜m]
with respect to j : T × L → T × L, we have an honest T × L-equivariant homeomorphism:
Ψ : M−
J
−→ J(M−) = Z∆−, ˜B′,η˜′
Θ
∆−, ˜B′ ,η˜′
−→ ZK−,[˜m]
J
−→ ZK−,[˜m].

Corollary 2.12. Topologically X+  [ZK+,[˜m]/ ˜G] and X−  [ZK−,[˜m]/ ˜G]
2.4. Gluing along the toric suborbifold. Let Ho = ∆+ ∩ ∆− ⊂ r∗. Consider the obvious inclusions h+ :
Cm × {0} → Cm × C and h− : Cm × {0} → Cm × C. Let M+o := (µT, µ)−1(ι ˜B,η˜(Ho)) ⊂ Im h+ and M−o :=
(µT, µ)−1(ι ˜B,η˜(Ho)) ⊂ Im h−. Define the suborbifold corresponding to H0 in X+ and X− by
Xo := [Mo/ ˜G] where Mo := h−1+ (M+o ) = h−1− (M−o ).
together with the embedding h+ : Mo ֒→ M+ and h− : Mo ֒→ M−. We obtained the space M+ ∪Mo M− which
is given by gluing M+ and M− along Mo with respect to h+ and h−.
On the other hand, since K+ and K− have the common vertex set [˜m], we can naturally glue them to obtain
a simplicial complex K+ ∪ K− where W := K+ ∩ K− = starK+(o) = starK−(o) where starK±(o) is the smallest
simplicial complex containing all faces in K± that contain o. It follows from Definition 2.3 that ZK+∪K− =
ZK+ ∪ ZK− and ZW = ZK+ ∩ ZK− where we suppressed the vertex set [˜m]. The image of Mo under Θ∆+, ˜B,η˜
and Ψ coincide with
Z◦W :=
⋃
o∈σ∈F (K+)
{0}{o} × Dσ\{o} × (∂D)[˜m]\σ = {0}{o} ×
 ⋃
o∈σ∈F (K+)
Dσ\{o} × D[˜m]\σ
 .
It is a subspace of
ZW =
⋃
σ∈F (W)
Dσ × (∂D)[˜m]\σ = D{o} ×
 ⋃
o∈σ∈F (W)
Dσ\{o} × D[˜m]\σ
 .
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Therefore the ˜T-equivariant homeomorphism Θ+ := Θ∆+, ˜B,η˜ and Ψ induces a ˜T-equivariant map
Φ : M+ ∪Mo M− →ZK+∪K− .
Lemma 2.13. For any subgroup Q ⊂ ˜T, the pullback Φ∗ : H∗Q(ZK+∪K− ,Z) → H∗Q(M+ ∪Mo M−,Z) is an
isomorphism.
Proof. We observe that there is a ˜T-equivariant deformation retract fromZW toZ◦W , thereforeΦ|∗Mo : H∗Q(ZW ) 
H∗Q(Mo). The claim follows from the diagram of the Mayer-Vietoris sequences and the Five Lemma:
H∗−1Q (M+)⊕H∗−1Q (M−)
h∗+−h∗− // H∗−1Q (Mo) // H∗Q(M+ ∪Mo M−) // H∗Q(M+)⊕H∗Q(M−)
h∗+−h∗− // H∗Q(Mo)
H∗−1Q (ZK+)⊕H∗−1Q (ZK−)
(Θ∗+,Ψ∗)
OO
// H∗−1Q (ZW) //

OO
H∗Q(ZK+∪K−)
Φ
∗
OO
// H∗Q(ZK+)⊕H∗Q(ZK−)
(Θ∗+,Ψ∗)
OO
// H∗Q(ZW)

OO

Lemma 2.14.
2.5. Computing the Cohomology of X. The original toric orbifold X can also be defined by adding one more
trivial inequality for ∆:
〈~x, γ〉 + ξ′ ≥ 0, ξ′ ≫ 0.
Let η˜′ := (η1, · · · , ηm, ξ′) and reduce Cm × C by the action of ˜G at the regular value ˜A∗(η˜′). We have
X = [M′/ ˜G] where M′ := µ−1
˜G ( ˜A
∗(η˜′)).
Then M′ = Z∆, ˜B,η˜′ and so we have the ˜T-equivariant homeomorphism Θ := Θ∆, ˜B,η˜′ : M′ → ZK∆,[˜m]. Thus we
can identify X  [ZK∆,[˜m]/ ˜G].
Now for any subgroup Q ⊂ ˜T, there are two long exact sequences to compute the (equivariant) cohomology
of M′  ZK∆,[˜m]. One is the Mayer-Vietoris Sequence as in the proof of Lemma 2.13 and the other is the
relative cohomology sequence
· · · // H∗Q(ZK+∪K− ,ZK∆) r∗1
// H∗Q(ZK+∪K−) r∗2
// H∗Q(ZK∆) // · · · (2.5)
Note that there is an isomorphism T : H∗−2Q (ZW ) → H∗Q(ZK+∪K− ,ZK) defined through the Thom isomorphism
for Z◦W ⊂ ZW and obvious pullback maps:
H∗−2Q (ZW)  // H∗−2Q (Z◦W) 
Thom // H∗Q(ZW ,ZW\Z◦W)  // H∗Q(ZW ,ZDelo W) H∗Q(ZK+∪K− ,ZK∆).oo
Furthermore, we also have the natural maps T± : H∗−2Q (ZW) → H∗Q(ZK±) given as a composition of T and
obvious pullback maps:
T± : H∗−2Q (ZW )
T

// H∗Q(ZK+∪K− ,ZK∆) r∗1
// H∗Q(ZK+∪K−) // H∗Q(ZK±).
If the Mayer-Vietoris sequence and the relative cohomology sequence split into short exact sequences, more
precisely, if the odd degrees of the cohomology of ZW ,ZK± and ZK∆ vanish, then H∗Q(ZK∆) is isomorphic to
the quotient of the kernel of H∗Q(ZK+∪K− ) → H∗Q(ZK+)⊕H∗Q(ZK−) by the image of (T+,T−). Since T± can be
identified with the pushforward maps h±+ respectively, we also have that H∗Q(M′) is isomorphic to the quotient
of the kernel of h∗+ − h∗− by the image of (h+∗, h−∗). We state this result for the case that we are interested in:
Theorem 2.15. Recall the embedding h± : Mo → M±. We have
H∗
˜T(M′;Z) 
ker
(
h∗+ − h∗− : H∗˜T(M+;Z) ⊕ H∗˜T(M−;Z) → H∗˜T(Mo;Z)
)
Im
(
(h+∗, h−∗) : H∗
˜T(Mo;Z) → H
∗
˜T(M+;Z) ⊕ H
∗
˜T(M−;Z)
)
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Furthermore
H∗
˜G(M
′;Q) 
ker
(
h∗+ − h∗− : H∗˜G(M+;Q) ⊕ H
∗
˜G(M−;Q) → H
∗
˜G(Mo;Q)
)
Im
(
(h+∗, h−∗) : H∗
˜G(Mo;Q) → H
∗
˜G(M+;Q) ⊕ H
∗
˜G(M−;Q)
) ,
which is also true over Z-coefficients if the cohomology rings of Mo, M±, M′ are concentrated in even degrees.
Proof. The first claim follows, since the odd degree of ˜T-equivariant cohomology vanishes. The second claim
follows from the fact that the odd degree of rational ordinary cohomology of toric orbifolds vanishes [5, 11]. 
Remark 2.16. Let T act on M and suppose the action of G ⊂ T is locally free. This defines an R := T/G-
action on an orbifold [M/G]. The cohomology H∗([M/G];Z) is defined to be H∗G(M;Z) and the equivariant
cohomology H∗R([M/G];Z) is defined to be H∗T(M;Z). We refer to Edidin [7] for the details. With the notation
of the connected sum of rings which is explained in Definition 4.1, Theorem 2.15 is exactly our main theorem
described in the introduction.
2.6. Computing Cohomology of X−. Similarly we can consider the following two long exact sequences in
terms of moment angle complexes and interpret them in terms of level sets of moment maps. Again we suppress
the vertex set [˜m] from the notation of moment angle complexes. Let ˜K := K+ ∪ K− = K ∪ K+. We have the
Mayer-Vietoris Sequence
· · · → H∗−1Q (ZK+∩K) → H∗Q(Z ˜K) → H∗Q(ZK+) ⊕ H∗Q(ZK) → H∗Q(ZK+∩K) → H∗+1Q (Z ˜K) → · · · ; (2.6)
and the relative cohomology sequence
· · · → H∗−1Q (ZK−) → H∗Q(Z ˜K,ZK−) → H∗Q(Z ˜K) → H∗Q(ZK−) → H∗+1Q (Z ˜K,ZK) → · · · . (2.7)
Let ˜B, η˜′ and M′ be the ones defined in Section 2.5. Let N+ := (µT, µ)−1(ι ˜B,η˜′(∆+)). Since ∆+ ⊂ ∆, we have
the obvious inclusion f : N+ ⊂ M′. We can choose a cubic subdivision of ∆ in such a way that Θ∆, ˜B,η˜′(N+) =
ZK∩K+ . Let g+ : N+ → M+ be the natural inclusion defined by N+  ZK∩K+ ֒→ ZK+  M+. Thus the map
H∗Q(ZK+) ⊕ H∗Q(ZK) → H∗Q(ZK+∩K) in (2.6) can be replaced by
H∗Q(M+) ⊕ H∗Q(M′)
g∗+−f∗
−→ H∗Q(N+);
On the other hand, observe that the inclusions of pairs (K, K ∩ K−) ⊂ ( ˜K, K−) ⊃ (K+,W) ⊃ (K+ ∩ K,W ∩ K)
induces isomorphism by pullback on relative cohomology:
H∗Q(Z ˜K ,ZK−)  H∗Q(ZK ,ZK∩K−)  H∗Q(ZK+ ,ZW)  H∗Q(ZK+∩K ,ZW∩K).
Let N− := (µT, µ)−1(ι ˜B,η˜′(∆−)) and No := (µT, µ)−1(ι ˜B,η˜′(H0)) so that, with the same cubic subdivision of ∆
used above, we have Θ
∆, ˜B,η˜′(N−) = ZK∩K− and Θ∆, ˜B,η˜′(No) = ZK∩W . Then by the functoriality, the map
H∗Q(Z ˜K,ZK−) → H∗Q(Z ˜K) → H∗Q(ZK+) ⊕ H∗Q(ZK) can be replaced by the following map:
δ : H∗Q(N+, No)
diag
−→ H∗Q(N+, No) ⊕ H∗Q(N+, No)  H∗Q(M+,Θ−1∆+, ˜B,η˜(ZW)) ⊕ H
∗
Q(M, N−) → H∗Q(M+) ⊕ H∗Q(M).
Thus similarly to Theorem 2.15, we obtain the following theorem:
Proposition 2.17 (c.f. [10]). We have
H∗
˜T(M−;Z) 
ker
(
(g∗+,−f∗) : H∗˜T(M+;Z) ⊕ H
∗
˜T(M;Z) → H
∗
˜T(N+;Z)
)
Im
(
δ : H∗
˜T(N+, No;Z) → H∗˜T(M+;Z) ⊕ H∗˜T(M;Z)
) .
Furthermore, if H∗
˜G(M;Z) → H
∗
˜G(N+;Z) or H
∗
˜G(M+;Z) → H
∗
˜G(N+;Z) is surjective, then
H∗
˜G(M−;Z) 
ker
(
(g∗+,−f∗) : H∗˜G(M+;Z) ⊕ H
∗
˜G(M;Z) → H
∗
˜G(N+;Z)
)
Im
(
δ : H∗
˜G(N+, No;Z) → H
∗
˜G(M+;Z) ⊕ H
∗
˜G(M;Z)
)
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Remark 2.18. The above proposition is a special case of what is proved by Hausmann-Knutson [10] for more
general symplectic cuts. They used the projection p : N+ → M+ by quotienting the boundary of N+ by a circle
action, instead of the inclusion g+ : N+ ֒→ M+ in our case. It is actually easy to see that p and g+ are homotopy
equivalent. Namely,
N+  ZK∩K+,[˜m] = (∂D)
{o} ×ZK∩K+,[m].
is a deformation retract of
N•+  Z•K∩K+,[˜m] = (D\
1
2
D){o} ×ZK∩K+,[m]
where D\12 D = {z ∈ C |
1
2 ≤ |z| ≤ 1}. Define ht : N
•
+ → ZK+,[˜m], 0 ≤ t ≤ 1 by sending D\
1
2 D → D via
re2πiθ 7→
(
1
1 + t
) (
r −
1
2
)
e2πiθ.
3. Connected sum of simplicial complexes
In this section, we define the (strong) connected sum K1 #Z K2 of simplicial complexes K1 and K2 on a vertex
set [m]. It is motivated by the simplicial complexes of the polytopes obtained by the symplectic cut of a toric
orbifold. We show that the case of the cutting polytope defines a strong connected sum of simplicial complexes.
3.1. (Strong) Connected Sums.
Definition 3.1 (Connected Sum). Recall our notation from Definition 2.1. Let K1 and K2 be simplicial com-
plexes on [m]. Let Z ⊂ K1∩K2 be a subset not containing the empty set and suppose that OK1∪K2 (Z) ⊂ K1∩K2.
The connected sum K1 #Z K2 of K1 and K2 along Z is defined by
K1 #Z K2 := DelZ(K1 ∪ K2).
Note that since OK(Z) ⊂ K1 ∩ K2 and K1 ∩ K2 is a subcomplex, starK(Z) = OK(Z) ⊂ K1 ∩ K2.
Example 3.2 (Connected sum along a facet p.24 [3]). Let K1 and K2 be two pure simplicial complexes. Let
σi ∈ F (Ki). If we identify the vertex sets of σ1 and σ2, we have K1 ∩ K2 = σ where we denote σ = σ1 = σ2.
Let Z := {σ} and then OK1∪K2 (Z) = {σ} ⊂ K1 ∩ K2. The connected sum K1 #σK2 := K1 ∪ K2\{σ} is exactly the
“connected sum” defined in [3].
Example 3.3. Let v(K1) = {a, b, c, d} and v(K2) = {a, b, c, e}. Let F (K1) = {abc, bcd} and F (K2) = {abc, ace}.
Then F (W) = {abc} and let Z = {abc} = OK(Z). This is a connected sum which is a connected sum in the sense
of [3]. The result is not pure.
The strong connected sum is a connected sum with an extra condition on the part Z we delete from the union
K1 ∪ K2. The algebraic justification comes in the later section and here we show the following lemma.
Lemma 3.4. Let W be a subcomplex of a simplicial complex K. Let
Z := {τ ∈ K | τ ∪ σ < K,∀σ ∈ K\W}. (3.1)
Then OK(Z) = Z and Z = W\(K\W).
Proof. By definition, if τ ∈ OK(Z), then there is τ′ ∈ Z such that τ′ ⊂ τ. Thus for all σ ∈ K\W , σ ∪ τ < K,
because if otherwise σ ∪ τ′ ∈ K. This shows OK(Z) = Z. To show Z = W\(K\W), first observe that Z ⊂ W .
Indeed, if τ ∈ K\W , then τ ∪ τ = τ ∈ K and so τ < Z. If τ ∈ K\W , then there is σ ∈ K\W such that
τ ⊂ σ and so τ ∪ σ = σ ∈ K. Thus Z ⊂ W\(K\W). On the other hand, let τ ∈ W\K\W. If τ < Z, then
there is σ ∈ K\W such that τ ∪ σ ∈ W . This means τ ∈ starK(K\W). However, recall from Definition
2.1 that starK(K\W) = OK(K\W) = K\W . Thus τ ∈ K\W which is a constradiction. Thus τ ∈ Z and so
W\K\W ⊂ Z. 
Definition 3.5 (Strong connected sum). A connected sum K1 #Z K2 is called strong if K1, K2 and K1 ∩ K2 are
pure with the same dimension and
Z = W\(K1\W) = W\(K2\W)
Algebraic justification of the following definition will be explained in Section 4.2.
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3.2. Polytope cutting and connected sum.
Definition 3.6 (c.f. Section 1.1 [3]). A polytope ∆ is defined to be the convex hull of a finite set of points in
Rn. Suppose that
∆ = {~x ∈ Rn | 〈~x, λi〉 + ηi ≥ 0, i = 1, · · · ,m}.
for some λi ∈ (Rn)∗ and λi ∈ R. A polytope ∆ is simple if the bounding hyperplanes ˜Hi := {〈~x, λi〉 + ηi = 0}
are in general position, i.e. if the dimension of ∆ is r, then there are exactly r hyperplanes ˜Hi meeting at each
vertex of ∆. We call Hi := ∆ ∩ ˜Hi a facet for each i = 1, · · · ,m. Note that Hi is r − 1 dimensional or empty. If
Hi is empty, we call it a ghost facet.
For a simple polytope ∆ with facets Hi, i = 1, · · · ,m, the associated simplicial complex K∆ is a simplicial
complex on [m] defined by
σ ⊂ K∆ ⇔ σ = ∅ or
⋂
i∈σ
Hi , ∅.
Definition 3.7 (Generic cut). Let ∆ ⊂ Rn be a n-dimensional simple polytope with non-ghost facets Hi, i =
1, · · · ,m. Consider a hyperplane
H := {~x ∈ Rn | 〈~x, λ0〉 + ξ = 0}
and the corresponding closed half spaces ˜H+ = {〈~x, λ0〉 + ξ ≥ 0} and ˜H− = {〈~x, λ0〉 + ξ ≤ 0}. A generic cut of
∆ is given by the pair (∆,H) such that H , ˜H1, · · · , ˜Hm are in general position and Ho := H ∩ ∆ , ∅. In this
case, ∆+ := ∆ ∩ ˜H+ and ∆− := ∆ ∩ ˜H+ are non-empty simple polytopes.
The simplicial complexes K∆, K+, K− associated to ∆,∆+,∆− to be defined as simplicial complexes defined
on the vertex set [˜m] := [m] ∪ {o}:
K∆ := {σ ⊂ [˜m] | σ ⊂ [m] and ∩i∈σ Hi , ∅} ∪ {∅}
K+ := {σ ⊂ [˜m] | ∩i∈σ (Hi ∩ ∆+) , ∅} ∪ {∅}
K− := {σ ⊂ [˜m] | ∩i∈σ (Hi ∩ ∆−) , ∅} ∪ {∅}.
Lemma 3.8.
K+ ∩ K− = starK+∪K−(o) = starK+(o) = starK−(o) (3.2)
(K+ ∪ K−)\K∆ = OK+∪K−(o) = OK+(o) = OK−(o) (3.3)
Proof. By definition, σ ∈ K+ ∩ K− iff σ = ∅ or (∩i∈σHi) ∩ ∆+ ∩ ∆− , ∅. Since ∆+ ∩ ∆− = Ho, σ ∈ K+ ∩ K−
iff σ = ∅ or (∩i∈σHi ∩ ∆+) ∩ Ho = (∩i∈σHi ∩ ∆−) ∩ Ho , ∅. Therefore
K+ ∩ K− = {σ ∈ K+ | σ ∪ {o} ∈ K+}︸                         ︷︷                         ︸
starK+ (o)
= {σ ∈ K− | σ ∪ {o} ∈ K−}︸                         ︷︷                         ︸
starK− (o)
.
By definition and ∆+ ∪ ∆− = ∆, σ ∈ (K+ ∪ K−)\K∆ iff σ ∈ K+ ∪ K− and o ∈ σ. Thus
(K+ ∪ K−)\K∆ = {σ ⊂ ˜[m] | o ∈ σ, and σ ∈ K+ ∪ K−} = OK+∪K−(o).
On the other hand, when o ∈ σ, σ ∈ K+ iff σ ∈ K−. Indeed, ∩i∈σ(Hi ∩ ∆+) = (∩i∈σHi)∩ Ho = ∩i∈σ(Hi ∩ ∆−) if
o ∈ σ. Thus OK+∪K−(o) = OK+(o) = OK−(o). 
Theorem 3.9. If (∆, ˜Ho) is a generic cut, then K∆ is the strong connected sum K+ #ZK− where Z = OK+∪K− (o).
Proof. From Lemma 3.8, it is clear that K∆ is the connected sum K+ #Z K−. We need to show OK±(o) =
W\(K±\W) where W := K+ ∩ K− = starK+(o) = starK−(o) (See Lemma 3.8). Suppose τ ∈ OK+(o). Since
{o} ∪ σ < K+ for all σ ∈ K+\W , we have τ ∪ σ < K+ for all σ ∈ K+\W . Thus OK+(o) ⊂ W\(K+\W) (See
Lemma 3.4). To prove W\(K+\W) ⊂ OK+(o), we show that τ ∈ starK+(o)\OK+(o) implies τ ∈ K+\ starK+(o).
Since τ ∈ starK+(o) and o < τ, we have τ ⊂ B such that (∩i∈τHi) ∩ Ho , ∅. Since the cutting is generic,
dim∩i∈τHi ≥ 1 and ∩i∈τHi has a vertex contained in ∆+ but not contained in H0. Let ∩i∈σHi be such a vertex.
Then σ ∈ K+\W . Since τ ⊂ σ, τ ∈ K+\W. The same argument may be used to prove OK−(o) = W\(K−\W). 
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Lemma 3.10. For σ ⊂ [˜m], let Fσ := ∩i∈σHi. Let Z = {σ ⊂ [˜m] | Fσ , ∅ and Fσ ⊂ ∆+\Ho}.
K+ ∩ K∆ = Z (3.4)
(K+ ∪ K∆)\K− = Z (3.5)
Proof. K+ ∩ K∆ consists of ∅ and σ ⊂ [m] such that Fσ ∩ ∆+ , ∅. Since Z ⊂ K+ ∩ K∆, we have Z ⊂ K+ ∩ K∆.
Suppose that σ ∈ K+ ∩ K∆ and σ < Z. Since Fσ 1 ∆+\Ho and Fσ ∩ ∆+ , ∅, we have Fσ ∩ Ho , ∅. Thus
dim Fσ ≥ 1 and so there is a vertex Fτ of Fσ contained in ∆+\Ho, which means τ ∈ Z. Since σ ⊂ τ, we have
σ ∈ Z. Thus K+ ∩ K∆ ⊂ Z.
Since Fσ ⊂ ∆+\Ho iff Fσ ∩ ∆− = ∅, it follows that (K+ ∪ K∆)\K− = Z. 
Lemma 3.11. Let Z = {σ ⊂ [˜m] | Fσ , ∅ and Fσ ⊂ ∆+\Ho}.
K+\Z = OK+(o) (3.6)
K∆\Z = {σ ⊂ [˜m] | Fσ , ∅ and Fσ ⊂ ∆−\Ho}. (3.7)
Proof. By definition and (3.6), σ ∈ K+\Z if and only if o ∈ σ and Fσ , ∅. Thus K+\Z = OK+(o). Also by
definition and (3.6), σ ∈ K∆\Z if and only if Fσ , ∅ and Fσ ⊂ ∆−\Ho. 
Theorem 3.12. Let (∆, ˜Ho) be a generic cut and let Z = {σ ⊂ [˜m] | Fσ , ∅ and Fσ ⊂ ∆+\Ho}. Then K− is the
strong connected sum K+ #Z K∆.
Proof. From Lemma 3.10, K− is the connected sum K+ #Z K∆. We only need to prove it is strong. Let W :=
Z = K+ ∩ K∆. First we show that Z = W\(K+\W) = W\starK+(o). Suppose σ ∈ Z. If σ ∈ starK+(o), then there
must be τ ∈ OK+(o) such that σ ⊂ τ. Since o ∈ τ, we have Fσ ∩ Ho , ∅ which contradicts with Fσ ⊂ ∆+\Ho.
Thus Z ⊂ W\starK+(o). On the other hand, if σ ∈ W\starK+(o), then Fσ ∩ ∆+ , ∅ and there is no vertex of
Fσ that lies on Ho. Therefore Fσ ⊂ ∆+\Ho, i.e. σ ∈ Z. Finally we show that W\(K+\W) = W\(K∆\W). Let
∅ , σ ∈ W ∩K+\W . Then σ ⊂ [m] and Fσ ∩Ho , ∅. Thus dim Fσ ≥ 1 and there is a vertex Fτ of Fσ that lies
in ∆−\Ho. Since τ ∈ K∆\Z, we have σ ∈ K+\W. On the other hand, suppose that ∅ , σ ∈ W ∩ K∆\W, then
Fσ∩∆+ , ∅ and there is a vertex of Fσ that lies in ∆−\Ho. Thus Fσ∩Ho , ∅which implies σ ∈ starK+(o). 
4. Stanley-Reisner Rings and Connected Sum
We study the algebraic structure of the Stanley-Reisner ring of the connected sum K1 #ZK2 defined in the
previous section. The algebraic model is the connected sum of rings introduced and studied by Ananthnarayan-
Avramov-Moore [1]. In Section 4.1, we review the definitions and show that the Stanley-Reisner ring Z[K1 #Z K2]
is the connected sum of the Stanley-Reisner ring of K1 and K2. In Section 4.2, we study the Gorensteinness
of Z[K1 #Z K2] in terms of the ones of of K1, K2 and K1 ∩ K2 for strong connected sums. Here Corollary 4.8
is our motivation to define strong connected sums. In Section 4.3, we discuss how those properties descend to
Torsion algebras of Stanley-Reisner rings.
4.1. Connected Sum of Rings.
Definition 4.1 (Fiber Product and Connected Sum of Rings). Let ǫA : A → C and ǫB : B → C be ring
homomorphisms. Then the fiber product A ×C B is the subring of A ⊕ B defined by A ×C B := {(x, y) ∈
A⊕B | ǫA(x) = ǫB(y)}. Now take a C-module V and regard it as a A-module and a B-module through ǫA and ǫB.
Consider the commutative diagram
V
ιB

ιA // A
ǫA

B
ǫB
// C
(4.1)
where ιA and ιB are homomorphisms of A-modules and B-modules. The connected sum of the diagram (4.1) is
given by
A #VCB :=
A ×C B
{(ιA(v), ιB(v)) ∈ A ⊕ B | v ∈ V} .
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Remark 4.2. One may also view the definition of the connected sum of rings as arising via the following exact
sequences:
0 −→ A ×C B −→ A ⊕ B
(ǫA,−ǫB)
−→ C (4.2)
V −→ A ×C B −→ A #VCB −→ 0 (4.3)
Theorem 4.3. Let ˜K := K1∪K2 and W := K1∩K2 where K1 and K2 are simplicial complexes on [m]. There is
a natural isomorphism θ : Z[ ˜K] → Z[K1] ×Z[W] Z[K2] defined by θ(r) = (f1(r), f2(r)) where f1 : Z[ ˜K] → Z[K1]
and f2 : Z[ ˜K] → Z[K2] are the obvious quotient maps.
Proof. Observe Z
˜K = ZK1 ∪ ZK2 and ZW = ZK1 ∩ ZK2 . Then we can apply the Mayer-Vietoris Sequence
for T-equivariant cohomology. Since there are no odd degree classes, the sequence splits into short exact
sequences. By Theorem 2.8, we have
0 → Z[ ˜K] (f1,f2)−→ Z[K1] ⊕ Z[K2]
(g1,−g2)
−→ Z[W] → 0
where g1 and g2 are the obvious quotient maps. The kernel (g1, g2) is the fiber product and so θ gives the
isomorphism. 
Theorem 4.4. Let K1 #Z K2 be a connected sum. Then there is a natural isomorphism ξ : Z[K1] #JZZ[W]Z[K2] →
Z[K1 #Z K2] where JZ is the ideal in Z[W] generated by xσ, σ ∈ Z.
Proof. Let K := K1 #Z K2 = DelZ( ˜K). The relative cohomology sequence for the pair (Z ˜K ,ZK) splits into
short exact sequence. By Theorem 2.8 and Theorem 4.3, we obtain
0 → IZ
θ|IZ
−→ Z[K1] ×Z[W] Z[K2]
h◦θ−1
−→ Z[K] → 0
where h : Z[ ˜K] → Z[K] is the obvious quotient map and IZ is the ideal in Z[ ˜K] generated by xσ, σ ∈ Z. Since
O
˜K(Z) ⊂ W , j : IZ → JZ , xσ 7→ xσ is an isomorphism of Z[x1, · · · , xm]-modules. Since the connected sum
Z[K1] #JZZ[W]Z[K2] is defined to be Z[K1] ×Z[W] Z[K2]/θ ◦ j−1(JZ), the map ξ is the isomorphism induced from
h ◦ θ−1. 
4.2. Connected sum of Gorenstein rings. Let W be a subcomplex of a simplicial complex K on [m]. Let
IK\W be a kernel of the quotient map Z[K] → Z[W].
Lemma 4.5. The annihilator (0 :Z[K] IK\W ) is generated by xσ, σ ∈ W\(K\W).
Proof. The annihilator is generated by xσ where σ ∈ K s.t. σ ∪ τ < K,∀τ ∈ K\W . The claim is a corollary of
Lemma 3.4. 
The following is a basic fact about the canonical module of a Cohen-Macaulay ring [2, Theorem 3.3.7]:
Lemma 4.6. Suppose that W and K are pure with the same dimension. If K is Gorenstein and W is Cohen-
Macaulay, then (0 :Z[K] I) is a canonical module of Z[W].
From [1], we have the following theorem.
Theorem 4.7. In the definition 4.1, A #VCB is Gorenstein if A and B are Gorenstein, C is Cohen-Macaulay and
V is a canonical module of C.
As a corollary, together with Lemma 4.5 and 4.6, we have
Corollary 4.8. Let K1 and K2 are simplicial complexes on [m] such that K1, K2 and W := K1 ∪ K2 are pure
with the same dimension. Assume that K1, K2 are Gorenstein and W is Cohen-Macaulay. If K1 #Z K2 is a strong
connected sum, then Z[K1 #Z K2] is Gorenstein.
The above corollary is the algebraic motivation to have Definition 4.1 of the strong connected sum.
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4.3. Tor algebra of connected sums. Let K1 #ZW K2 be a connected sum and let ˜K = K1∪K2 and K = K1 #
Z
W K2.
Let [m] = {1, · · · ,m} be the vertex set of ˜K. Theorem 4.3 and Theorem 4.4 imply that there are two short exact
sequences of algebras and modules over Z[x1, · · · , xn]:
0 → Z[ ˜K] → Z[K1] ⊕ Z[K2] → Z[W] → 0 (4.4)
0 → IZ → Z[ ˜K] → Z[K] → 0 (4.5)
Consider an integer n × m matrix B of rank n. The choice of such B bijectively corresponds to a choice of a
surjective map T := U(1)m → R := U(1)n. Denote Z[T∗] := Z[x1, · · · , xm]. Let ui := ∑mj=1 Bi jx j and denote
Z[R∗] := Z[u1, · · · , un] ⊂ Z[T∗]. Consider the Koszul complex KR given by the exterior algebra generated by
ξ1, · · · , ξn over Z[R∗]. By tensoring KR to the short exact sequences above, we obtain the short exact sequences
of complexes, therefore we have the long exact sequences:
· · · → TorZ[R
∗]
i+1 (Z[W],Z) → TorZ[R
∗]
i (Z[ ˜K],Z) → TorZ[R
∗]
i (Z[K1],Z)⊕TorZ[R
∗]
i (Z[K2],Z) → TorZ[R
∗]
i (Z[W],Z) → · · ·(4.6)
· · · → TorZ[R
∗]
i+1 (Z[K],Z) → TorZ[R
∗]
i (IZ ,Z) → TorZ[R
∗]
i (Z[ ˜K],Z) → TorZ[R
∗]
i (Z[K],Z) → · · · (4.7)
The following claims can be easily observed:
Lemma 4.9. Suppose that TorZ[R
∗]
1 (Z[W],Z) = 0. Then TorZ[R
∗]
1 (Z[ ˜K],Z) = 0 if and only if TorZ[R
∗]
1 (Z[K1],Z) =
TorZ[R
∗]
1 (Z[K2],Z) = 0. In this case,
TorZ[R
∗]
0 (Z[ ˜K],Z) = TorZ[R
∗]
0 (Z[K1],Z) ×TorZ[R∗]0 (Z[W],Z) Tor
Z[R∗]
0 (Z[K2],Z).
Lemma 4.10. If TorZ[R∗]1 (Z[K1],Z) = TorZ[R
∗]
1 (Z[K2],Z) = TorZ[R
∗]
1 (Z[K],Z) = TorZ[R
∗]
1 (Z[W],Z) = 0, then
TorZ[R
∗]
0 (Z[K],Z) = TorZ[R
∗]
0 (Z[K1],Z) #
TorZ[R
∗]
0 (IZ ,Z)
TorZ[R
∗]
0 (Z[W],Z)
TorZ[R
∗]
0 (Z[K−],Z).
Remark 4.11. By Proposition 2.3 [9], Tor1 = 0 implies Tori = 0 for all i > 0. Therefore, in the above lemmata,
we actually have TorZ[R
∗]
0 (Z[ ˜K],Z) = TorZ[R
∗]
∗ (Z[ ˜K],Z) and TorZ[R
∗]
∗ (Z[K],Z) = TorZ[R
∗]
0 (Z[K],Z).
Lemma 4.12. Suppose that K1, K2 are defined by a generic cut of a polytope and TorZ[R∗]1 (Z[W],Z) = 0. If
TorZ[R
∗]
1 (Z[K],Z) = 0, then TorZ[R
∗]
1 (Z[K1],Z) = TorZ[R
∗]
1 (Z[K2],Z) = 0.
Proof. In this case, observe that IZ  Z[W] as Z[T∗]-modules. Thus TorZ[R∗]1 (Z[W],Z) = TorZ[R
∗]
1 (Z[K],Z) = 0
implies TorZ[R
∗]
1 (Z[ ˜K],Z) = 0 and hence TorZ[R
∗]
1 (Z[K1],Z) = TorZ[R
∗]
1 (Z[K2],Z) = 0. 
Remark 4.13. The opposite statement of Lemma 4.12 is not true. We give an example which shows that
TorZ[R
∗]
1 (Z[W],Z) = TorZ[R
∗]
1 (Z[K1],Z) = TorZ[R
∗]
1 (Z[K2],Z) = 0 does not imply TorZ[R
∗]
1 (Z[K],Z) = 0.
Consider the following simplicial complexes
K •4
PPP
PPP
PPP
PPP
PPP
•1
⑤⑤⑤⑤⑤⑤⑤⑤
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
•3
◦5
•2
K1 •4
PPP
PPP
PPP
PPP
PPP
•1
⑤⑤⑤⑤⑤⑤⑤⑤
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
✵
•3
•5
⑤⑤⑤⑤⑤⑤⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
•2
K2 ◦4
◦1 •3
•5
⑤⑤⑤⑤⑤⑤⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
•2
K is a strong connected sum of K+ and K− along W := K1 ∩ K2. Consider the following 2 × 5 matrix B:
B =
(
1 0 −2 0 −1
0 2 0 −1 1
)
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By direct computation (we used Macaulay2), we find that
TorZ[R
∗]
1 (Z[W],Z) = TorZ[R
∗]
1 (Z[K1],Z) = TorZ[R
∗]
1 (Z[K2],Z) = 0
but TorZ[R
∗]
1 (Z[K],Z) , 0.
The above example comes from cutting a labeled polytope (∆, b) that corresponds to the direct product of
weighted projective space, CP112 × CP112:
∆ •
H4
H1
◦ •
H3◦ ◦
•
H2
◦
H5
•
∆1 • H4
H1
◦ •
H3
◦ •
•
H2
•
H5 ⑧⑧⑧⑧⑧⑧⑧
◦
∆2 ◦ H4
H1
◦ ◦
◦ •
H3
◦ •
H5 ⑧⑧⑧⑧⑧⑧⑧
H2
•
The polytope ∆ is labeled by b = (1, 2, 2, 1), the cutting facet H5 is labeled by 1, and the matrix B actually
corresponds to the extended B-matrix ˜B in the notation of Section 2.
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