A new facility instrument, the Large APEX Bolometer Camera (LABOCA), developed by the Max-PlanckInstitut für Radioastronomie (MPIfR, Bonn, Germany), has been commissioned in May 2007 for operation on the Atacama Pathfinder Experiment telescope (APEX), a 12 m submillimeter radio telescope located at 5100 m altitude on Llano de Chajnantor in northern Chile. For mapping, this 295-bolometer camera for the 870 micron atmospheric window operates in total power mode without wobbling the secondary mirror. One LABOCA beam is 19 arcsec FWHM and the field of view of the complete array covers 100 square arcmin. Combined with the high efficiency of APEX and the excellent atmospheric transmission at the site, LABOCA offers unprecedented capability in large scale mapping of submillimeter continuum emission. Details of design and operation are presented.
INTRODUCTION
The capability to observe the continuum emission at millimeter and submillimeter wavelengths is a powerful tool with applications in several field of astrophysics. Most of the astronomical sources of millimeter and submillimeter radiation have a complex morphology, can have an extended structure and can present several details at smaller angular scale. The ideal instrument to study them, therefore, must be able to map sky areas large up to a few degrees with high angular resolution and in a reasonable amount of time.
During the last 10 years there was an increasing effort in the development of receivers for continuum emission at millimeter and submillimeter wavelengths. The biggest step forward has been the introduction of arrays of bolometers, devices made of several bolometers joint together in a larger structure (the array) where they perform simultaneous multi-beam observations.
The Atacama Pathfinder Experiment telescope (APEX)
1 , a collaborative effort between the Max-PlanckInstitut für Radioastronomie of Bonn (MPIfR), the European Southern Observatory (ESO) and the Onsala Space Observatory (OSO), as the name implies, serves as a pathfinder for the Atacama Large Millimeter Array (ALMA) by performing large angular scale observations for later ALMA follow-up studies on selected small angular scale regions.
LABOCA, the Large APEX Bolometer Camera, is a new bolometric receiver, commissioned in May 2007 as facility instrument on APEX. It is an array of bolometers specifically designed for fast mapping of large sky areas at high resolution and with high sensitivity. Developed by the Bolometer Group at MPIfR, LABOCA is the most complex system ever developed by this group. The design of this new facility takes advantage of the experience accumulated over several years developing bolometers for millimetric and submillimetric atmospheric windows and by their operation on ground based telescopes.
LABOCA has been specifically designed to work using the fast scanning 2 observing technique. When observing with an array, the bolometers composing the array look simultaneously at different positions on the sky. Moving the telescope across the source produces modulation of the signal, required to identify the source through the atmospheric emission, The atmospheric contribution will be strongly correlated in all bolometers and a post-detection analysis of the correlation across the array will allow to extract the astronomical signals from the atmospheric foregrounds. The large number of bolometers (nominally 295, see Fig. 1 ) allows a very efficient removal of the correlation from the signals. Another important design point is the large and stable post-detection bandwidth, extending down to 0.1 Hz. In parallel to the development of the instrument, new software was developed: the Bolometer Data Analysis package (BoA, Schuller et al., in prep.), able to reduce data acquired with LABOCA in any of the possible observing modes.
LABOCA benefits from being installed on the APEX telescope and not only for the excellent atmospheric conditions available at the 5100 meter high site on Llano de Chajnantor, where it is located. APEX, in fact, is the ideal telescope for using the fast scanning technique: this new-generation 12 m telescope can move extremely fast and its control software allows new observing patterns which fit well to this technique (see Sect. 3).
INSTRUMENT OVERVIEW

Detector
The bolometer array of LABOCA is made of 295 composite bolometers with semiconducting thermistors, arranged in a hexagonal layout consisting of a center channel and 9 concentric hexagons (see Fig. 1 ). The array is manufactured on a 4-inch silicon wafer coated on both sides with a silicon-nitride film by thermal chemical vapor deposition. On one side of the wafer, 295 squares are structured into the silicon-nitride film used as a mask for the alkaline KOH etching of the silicon, producing free-standing, unstructured silicon-nitride membranes, only 400 nm thick (see the center picture in Fig.2 ). On the other side, the wiring is created by microlithography of niobium and gold layers. The bolometer array is mounted inside a gold-coated copper ring where it is supported by thin gold bonding wires (see Fig.2 , left) providing the required electrical and thermal connection. On the same copper ring are also mounted the backshort reflector, at λ/4 distance from the array, and 12 printed circuit boards hosting the load resistors and the first electronic circuitry (see Sect. 2.3). The absorbing element is made of a thin film of titanium deposited on the silicon-nitride membranes. Neutron-transmutation doped (NTD) germanium semiconducting chips are used as thermistors. The chips are optimized to work at a temperature of about 300 mK, where they show an electric impedance of a few MOhms. The thermistors are soldered on the bolometer membranes to gold pads connected to the outer edge of the silicon wafer through a pair of patterned niobium wires, superconducting at the operation temperature (see Fig.2 , right).
Cryogenics
The bolometer array of LABOCA is designed to be operated at a temperature lower than 300 mK. This temperature is provided by a cryogenic system made of a cryostat, using liquid nitrogen and liquid helium, in combination with a two-stage sorption cooler. An 8-inch cryostat (Infrared Labs, Tucson, USA) has been customized at MPIfR to accommodate the double stage sorption cooler, the bolometer array, cold filters and cold electronics. The cryostat of LABOCA incorporates a 3-liter reservoir of liquid nitrogen and a 5-liter reservoir of liquid helium. At APEX the liquid nitrogen provides thermal shielding at ∼ 73 K (at 5107 m above the sea level the air pressure is almost one half of the standard one) and the liquid helium provides a thermal shielding at ∼ 3.7 K. The system must be refilled on a daily basis. The cryostat incorporates a commercial two-stage closed-cycle sorption cooler, model SoCool 3 manufactured by Air-Liquide (Sessenage, France). In this device a helium-4 sorption cooler is used to liquefy helium-3 gas in the adjacent, thermally coupled, helium-3 cooler. The condensed liquid helium-3 is then sorption pumped and can reach a temperature of 250 mK, in the absence of a thermal load. The two sorption coolers are closed-systems, which means they do not require any refilling of gas and can be operated from the outside of the cryostat, just by applying electrical power. The double stage design allows to cool LABOCA to the required operation temperature lower than 300 mK starting from the temperature of the liquid helium bath at atmospheric pressure. making the ordinary maintenance of the system relatively simple.
Cold electronics
Given the high impedance of the NTD thermistors, the electric scheme of the first bolometer circuitry requires high impedance load resistors, used to current bias the bolometers. These bias resistors are 312 identical 30 MOhm chips, made of a nichrome thin film deposited on silicon substrate (model MSHR-4 produced by Mini-Systems Inc., N. Attleboro, USA) mounted on 12 identical printed circuit boards, to form 12 groups of 26 resistors. In order to decrease the impedance of the electric lines down to a few kOhms before they reach the high-gain amplification units at room temperature Junction Field Effect Transistors (JFET) are used as source followers. The JFETs are soldered onto 12 printed circuit boards, thermally connected to the liquid nitrogen tank, and electrically connected to the corresponding bias resistors by 12 flat cables made of manganin traces embedded in Kapton (manufactured by VAAS Leiterplattentechnologie GmbH, Germany), thermally shunted to the liquid helium tank. The circuit boards are structured in order to optimize the thermal conductivity and, during regular operation, the 78 JFETs of each board are self-heated to a temperature of about 110 K, where they show a minimum of their intrinsic noise. Through the connections in the JFET boxes, the wiring scheme of 12 groups of 26 channels is translated to a new scheme of 4 groups of 80 channels.
Cold optics
A set of cold filters, mounted inside the cryostat on the liquid nitrogen and liquid helium shields, is used to define the spectral passband, centered at a wavelength of 870 µm (345 GHz) and about 150 µm (60 GHz) wide (see Fig.  3 ). The filters have been designed and manufactured at MPIfR in collaboration with V. Hansen (Theoretische Elektrotechnik Universität Wuppertal) who provided theoretical support and electromagnetic simulations. The passband is formed by an interference filter made of inductive and capacitive meshes embedded in polypropylene. The low frequency edge of the band is defined by the cut-off of a cylindrical waveguide. A free-standing inductive mesh behind the window-lens provides shielding against radio frequency interference.
A monolithic array of conical horn antennas, placed in front of the bolometer wafer, concentrates the radiation onto the bolometers. 295 conical horns have been machined into a single aluminum block by the machine shop at MPIfR. In combination with the tertiary optics, the horn antennas are optimized for coupling to the the telescope's main beam at a wavelength of 870 µm. The grid constant of the hexagonal array step is 4.00 mm. Each horn antenna feeds into a circular wave guide with a diameter of 0.54 mm, acting as a high-pass filter.
Tertiary Optics
The receiver works at the Cassegrain focus of the APEX telescope (see Fig. 5 ) and the optical coupling to the telescope is provided by a series of metal mirrors and a lens. The restricted space inside the Cassegrain cabin of APEX and the requirement of a common first mirror (M3) with the ASZCa 4 experiment introduced many boundary conditions into the optical design. A very satisfactory solution was found, featuring three aspherical off-axis mirrors (M3, M5, M7), two plane mirrors (M4, M6) and an aspherical lens acting as the entrance window of the cryostat (see Fig. 4 ). Meeting the spatial constraints is facilitated considerably by the plane mirrors, without sacrificing optical quality.
The design of the optics for LABOCA was done at MPIfR in coordination with N. Halverson (formerly at University of California at Berkeley, now at University of Colorado, Boulder, USA) who did the design of the optics for the ASZCa experiment. Coordination was mainly required with respect to sharing the large M3 mirror which can be rotated around the telescope's optical axis to switch between the two bolometer cameras. The main task of the tertiary optics is to transform the f-ratio from f/8 at the Cassegrain focus to f/1.75 at the horn array, while correcting the aberrations over the whole field of LABOCA under the constraint of having parallel output beams. The final design is diffraction limited even for 350 µm wavelength, the Strehl ratio is better than 0.994 and the maximum distortion at the focal plane is less than 10% over the entire field of view of LABOCA. All the mirrors of LABOCA (with exception of M3) and the receiver itself are mounted on hexapod positioners provided by VERTEX Antennentechnik (see Fig. 5 ).
Warm electronics and signal processing
The signals exiting the cryostat of LABOCA are distributed to 4 identical, custom made, amplification units, providing 80 channels each, for a total of 320 amplified signals (see also 2.3). Of these, 295 are bolometers, the other are used for technical purposes (like noise monitoring and calibrations). Each amplification unit is made of 16 identical printed circuit boards and each board provides 5 low noise, high gain amplifiers. Each unit also includes a low noise battery used to generate the bias voltage and the circuitry to produce the AC biasing and perform real time demodulation of the 320 signals. The AC bias reference frequency is not internally generated but provided by the data acquisition system as a sub-multiple of the sampling frequency, thus synchronizing the bias to the data sampling. The 320 output signals from the 4 amplification units are digitized over 16 bits by 4 multifunction DAQ boards (National Instruments M-6225-PCI) providing 80 analog input each To ensure the time synchronization of the data to the APEX control software, the data acquisition system is connected to the station GPS clock via IRIG-B time code signal. The data acquisition software is entirely written using LabVIEW (National Instruments). The drivers for the data acquisition hardware are provided by the NI-DAQmx package. Custom drivers for LabVIEW have been developed to access the GPS clock interface. The backend software runs a TCP server to stream the output data and allows remote control and monitor of the operation via a CORBA object (Common Object Request Broker Architecture) interfaced to the APEX control software through the local area network.
At the usual data sampling rate of 1 kHz the data output stream is about 4 MB/s and has been found to be too fast for the capabilities of the data writer embedded in the telescope's control software. However, the high sampling rate is only needed to avoid extra noise in the data due to aliasing of frequencies higher than the frequencies of the astronomical signals, which are not higher than 25 Hz, at the usual telescope scanning speed of 2 arcminutes per second. The so-called bridge computer has been introduced with the task to perform real-time Fourier filtering and downsampling of the data to lower rate before sending them to the data writer of APEX. This scheme is fundamental for the stability of the post-detection signals at low frequencies (see Fig.  6 ). Another computer, called frontend computer, communicates with the hardware of LABOCA through the local area network. It is devoted to monitor and control most of the electronics of the instrument (e.g. monitor of all the temperature stages, control of the sorption cooler, removal of the DC offsets, calibration unit, power lines,...) and also provides a CORBA interface to the APEX control software, allowing remote operation of the system. The frontend software is entirely written using LabVIEW and custom drivers have been developed to communicate with some of the devices embedded in LABOCA.
OBSERVING WITH LABOCA
Mapping modes
In order to reach the best signal-to-noise ratio using the fast scanning technique with LABOCA, the frequencies of the signal produced by scanning across the source need to match the white noise part of the post-detection frequency band (0.1 -20 Hz, see Fig. 6 ), mostly above the frequencies of the atmospheric fluctuation. The maximum telescope scanning speed for LABOCA is limited by the time resolution in the position information given by the APEX control system and is about 4 /s. The minimum scanning speed required for a sufficient source modulation depends on the atmospheric stability and on the source structure and is typically about 30 /s. The APEX control system currently supports two basic scanning modes: on-the-fly maps (OTF) and spiral scanning patterns.
One observing mode frequently used with LABOCA is based on a spiral scanning pattern. As spirals are done with a constant angular speed, the linear scanning velocity is not constant but increases with the increasing radius. We have selected two spiral modes with 20 and 35 seconds integration time which both produce fully sampled maps for the full field of view (FoV) with scanning velocities limited between 1 /s and 4 /s. These spirals are the preferred observing modes for pointing scans on sources with flux up to a few Jy. For fainter sources these basic spiral pattern can be combined with a raster mapping mode (raster-spirals) on a grid of pointing positions resulting in an even denser sampling of the maps and longer integration time (see Fig. 7 ). The raster-spirals lead to excellent results for sources smaller than the FoV of LABOCA and are even suitable for integrations of very faint sources.
Another scanning strategy used for mapping is called on-the-fly mode (OTF). OTF scans are rectangular scanning patterns with a constant scanning speed, in horizontal or equatorial coordinates. OTF patterns have been tested for maps on the scales of the FoV up to long slews across the plane of the Milky Way (2 degrees). Small OTFs (size FoV of LABOCA) give very comparable results to the raster-spirals but the overheads are much larger at scanning speed of 2 /s. For larger OTFs the relative overheads decrease.
The advantage of spirals compared to the OTFs is that the scanned area on the sky is only slightly larger than the FoV and the most of the integration time is spent on the central 11 arcminutes. A second advantage is that the overheads from the APEX control system are much smaller for the spirals compared to the OTFs because the time consuming turns of the telescope at the edges of the OTFs do not occur for spiral maps: in a 80 s raster-spirals the overheads are about 25%, in a comparable 80 s OTF of 10 arcminutes the overheads are about 150%.
Ancillary modes
The standard pointing procedure consists of one subscan in spiral observing mode and results in a fully sampled map of the FoV of LABOCA. The pointing offsets relative to the pointing model are computed via a bi-dimensional Gaussian fit to the source position in the map using a BoA pipeline script (see Sect. 4). This pointing procedure is not limited to pointing scans of the central channel of the array but works for any choice of the reference pixel, thus allowing pointing scans centered on the most sensitive part of the array.
The default focusing procedure is made of 10 subscans at 5 different subreflector positions and 5 seconds of integration time each. This is the only observing mode without scanning the telescope across the source, therefore we are currently restricted to sources brighter than the atmosphere (Mars, Venus, Saturn and Jupiter).
The attenuation of the astronomical signals due to the atmospheric opacity is determined with skydips. These scans measure the power of the atmospheric emission as a function of the airmass while tipping the telescope from high to low elevation. A skydip procedure consists of two steps: a hot-sky calibration scan, to provide an absolute measurement of the sky temperature followed by a continuous tip scan in elevation.
Performance on the sky and sensitivity
At the time of the commissioning, the number of channels with sky response was 266 (90% of the nominal 295 bolometers). Of these, 6 channels show cross-talk and 12 channels have low sensitivity (less than 10% of the mean responsivity). Two additional bolometers have been blinded by blocking their horn antennas with absorber material so they can be used to monitor the temperature fluctuations of the array. The number of channels used for astronomical observations is therefore 248 (84% yield, see Fig. 8 ).
Positions and relative gains of each bolometer are derived from fully sampled maps (hereafter called beam maps) on the planets Mars and Saturn. Variations among maps were found to be within a few arcsec for positions and below 10% for peak flux densities. An average receiver parameter file (RCP) is periodically computed from beam maps (see Fig. 8 ) and implemented in the BoA software. The accuracy of the relative bolometer positions from this master RCP were estimated to be typically below 1.5 for each bolometer (less than 10% of the beam size) and the gain accuracy to be better than 5%.
The shape of the LABOCA beam was derived for individual bolometers from fully sampled maps on Mars (see Fig. 8 ) as well as on pointing scans on Uranus and Neptune. Both methods lead to comparable results and give an almost circular Gaussian with a FWHM of 19.2 ± 0.7 (deconvolved by the source and pixel size). We also investigated the error beam pattern of LABOCA on beam maps on Mars and Saturn (see Fig. 9 ). The beam starts to deviate from a Gaussian at -20 dB (1% of the peak intensity). The first error beam pattern can be approximated by a Gaussian with a peak of -18.3 dB and a FWHM of 70 ± 5 , the support legs of the sub-reflector are visible at -25 dB (0.3% level).
The astronomical calibration was achieved on Mars, Neptune and Uranus and has been found to be a constant conversion factor between LABOCA response and flux density. For the determination of the calibration factor we have used planet fluxes determined with the software ASTRO (GILDAS package). At the time of the commissioning, the calibration factor (derived from 80 scans on planets) was 6.3 +/-0.5 Jy/µV. We have also defined a list of secondary calibrators and calibrated them against the planets. The overall calibration accuracy for LABOCA is about 10%. .*-elII. The mean point-source sensitivity of the array, determined from on-sky integrations, is 53 mJy √ s (sensitivity per channel, weighted 1/rms 2 ). This value is achieved only by filtering the low frequencies (hence large scale emission) to reject residual sky-noise. For extended emission, without low frequency filtering, there is a degradation of sensitivity to a mean array sensitivity of 120 mJy √ s. However, there are significant variations of the sensitivity from pixel to pixel (see Fig. 10 ).
DATA REDUCTION
LABOCA data are stored in MB-FITS format (Multi-Beam FITS) by the data writer embedded in the APEX Control Software. 5 A new software package has been specifically developed to reduce LABOCA data: the Bolometer array data Analysis software (BoA). This program was mostly written using the Python language, except for the most demanding tasks, which were written in Fortran90. BoA was first installed and integrated in APECS in early 2006. An extensive description of its functionalities is given in a separate paper (Schuller et al. in prep.).
During the observations, the on-line data calibrator (as part of APECS) performs a quick data reduction of each scan, to provide the observer with a quick preview of the maps being observed. This is of particular importance for the basic pointing and focus scans, for which the on-line calibrator computes and sends back to the observer the pointing offsets or focus corrections to be applied. The focus correction is derived from a parabolic fit to the peak flux measured by the reference pixel as a function of the sub-reflector position. For pointing scans, the signals of all usable channels are combined into a map of the central 5 × 5 area, in horizontal coordinates. A two-dimensional elliptical Gaussian is then fitted to this map, which gives the pointing offsets, as well as the peak flux and the dimensions of minor and major axis of the source.
The BoA software can also be used off-line to process any kind of bolometer data acquired at APEX. The off-line BoA runs in the interactive environment of the Python language. The common steps involved in the processing of LABOCA data are: flux calibration, flagging of bad channels, flagging of bad samples, correlated noise removal (this can be done using a Principal Components Analysis or a median noise removal method), despiking, data weighting and map making. To build a map in horizontal or equatorial coordinates, the data of all usable channels are projected onto a pixel grid and co-added, using a weighted average, with weights computed as 1/rms 2 c , where rms c refers to the rms of an individual channel. The map resulting from a full reduction can be used as a model of the astronomical source to mask the data, in order to repeat some computations without using data points corresponding to the source in the map. This iterative scheme helps in the difficult task to recover the extended emission and reduces the generation of artifacts around strong sources. In a typical off-line data reduction session, several scans can be combined together, for instance to improve the noise level on deep integrations, or to do mosaicing of maps covering adjacent areas. The result of any data reduction can be stored in a FITS file using standard world coordinate system (WCS) keywords, which can then be read in other softwares for further processing (e.g. source extraction, or overlay with ancillary data). In addition to the data processing capabilities, BoA allows to visualize the data in different ways (signal vs. time, correlation between channels, Fourier spectra or datagrams), as well as the telescope pattern, speed and acceleration. and also includes a simulation module, which can be very useful to optimize the scanning strategies.
