This report provides a summary of the work completed in the Source Code Assurance Tool project. This work was done as part of the Laboratory Directed Research and Development program.
INTRODUCTION
This Laboratory Directed Research and Development (LDRD) project was funded for three years starting in October 1999 and finishing in September 2001 and was designed to advance the start of the art in software surety science. The goal of the project was to develop a software application, the Source Code Assurance Tool (SAT), that would assist an analyst, or team of analysts, in the assessment of a system, both software and non-software.
In information system security, the emphasis is on the system. Processes external to the information system, such as human machine interactions, the information system's operating location, the lifecycle of its components, and a range of other concerns must all be addressed in order to assure that a system that incorporates information technology is safe, secure, and reliable.
Because any system of reasonable size contains a range of technologies, the assessment of such a system typically requires a team of analysts who each bring to the table a unique body of expertise. For efficiency's sake, the responsibility for various assessment activities is often partitioned. For example, one team member might be given responsibility for the mechanical aspects of the system, another may address physical security issues, a third may inspect the software, a fourth analyze the networking, another consider electrical engineering problems, and yet another handle system issues. While this arrangement is efficient from a project management viewpoint, it introduces problems in the assessment of the system. While each analyst may understand his own portion of the system very well, he may not understand how behaviors associated with his portion of the system play together with the rest of the system to deliver undesirable outcomes. For this reason, there is a need for a tool that will help analysts answer the following questions of other analysts:
• What happens if my portion of the system delivers this kind of event to your portion of the system? • How could your part of the system deliver this kind of event to my part?
Currently, assessments do not have a tool to help answer these intra-partition questions. With this new tool at hand, a larger context can be addressed, namely, studying the entire system. Moving to this point is one goal of the Source Code Assurance Tool LDRD project.
SUMMARY OF WORK
The scope of the work changed over the three-year period as the application requirements became clearer and we understood that the required resources exceeded the available project resources. The irony is that we needed the very tool we were developing to help us in its development. We developed a prototype software application, wrote several papers and reports, and generated three Technical Advance Disclosures.
Prototype Tool
We developed a prototype of the Source Code Assurance Tool (SAT) using available commercial-ofthe-shelf (COTS) software. We used a slicing engine, CodeSurfer from GrammaTech, and a custom graph editor, created with Graph Editor Toolkit (GET) from Tom Sawyer Software (TSS). The user constructs a graph of the system by using GET and then slices it using CodeSurfer. Bringing both tools together into a new tool allows the user to construct and slice across what we call a "system" since their communication is not through labeled sections of memory.
As an example of what we mean by "system", let two programs, A and B, communicate via a disk file; A writes to the file and, sometime later, B reads from the file; the collection of A and B constitute the minimum for what we call a system. A more complex but relevant example to our industry would be a nuclear weapons system that consists of the weapon, a cable, a notebook computer, and a human. Existing tools can analyze each of the system components. But current tools do not allow analysis of the system in its entirety. It is in their integration that systems have problems, because of a lack of tools that address this area.
The significance of our tool is that it enables analysis of a system that exists in the real world but has not been, prior to our tool, analyzable in an automated way. The following describes how the analyst uses our tool. First, he uses the graph editor to draw a graph (i.e., nodes and edges) to represent software components. He then draws arcs to represent dependencies, attaching the source of an arc to an output statement in one component and attaching the target of an arc to an input statement in another component. He then uses the graphical representation of the system to analyze it. He specifies a starting position (for a forward slice), or a stopping position (for a backward slice), or both (for a chop). The tool then uses the graphical representation to move the slice forward (or backwards) and uses CodeSurfer to analyze each software component.
We experimented with several other COTS products to determine their feasibility in developing the graphical user interface (GUI) for the tool, namely Visio Professional, Microsoft Visual Studio, and Platinum Paradigm Plus, an object-oriented (OO) computer-aided software engineering (CASE) tool. Each had their various strengths and weaknesses, but we decided to build the prototype GUI using the TSS Graph Editor Toolkit instead. We needed a flexible and speedy tool that would allow the user to create, modify, and nest graph representations of their desired systems. GET also comes in several languages (Java, ActiveX, C++) allowing for cross-platform independence.
We hired a technician at GrammaTech to help develop the socket-based control of GrammaTech's product, CodeSurfer. We also hired a Java programmer to help connect the graph editor from Tom Sawyer Software with the socket-based controller so that a user can analyze a system. At the level of abstraction we were working, it would not have been possible for us to develop the constituent software ourselves. For example, the C parser that CodeSurfer uses would, by itself, have consumed all our efforts if we were to have built it ourselves. (Compilers are among the most complex pieces of software.)
SAND Reports
The detailed results of this project are documented in the following SAND reports.
• This report provides a preliminary functional description of a novel software application, the Source Code Assurance Tool, which would assist a system analyst in the software assessment process. An overview is given of the tool's functionality and design; and how the analyst would use it to assess a body of source code. This work was done as part of a Laboratory Directed Research and Development project.
Abstract for "Visual Structure Language." SAND2001-3093
In this paper we describe a new language, Visual Structure Language (VSL), designed to describe the structure of a program and explain its pieces. This new language is built on top of a general-purpose language, such as C. The language consists of three extensions: explanations, nesting, and arcs. Explanations are comments explicitly associated with code segments. These explanations can be nested. And arcs can be inserted between explanations to show data-or control-flow.
The value of VSL is that it enables a developer to better control a code. The developer can represent the structure via nested explanations, using arcs to indicate the flow of data and control. The explanations provide a "second opinion" about the code so that at any level, the developer can confirm that the code operates as it is intended to do.
We believe that VSL enables a programmer to use in a computer language the same model-a hierarchy of components-that they use in their heads when they conceptualize systems.
Abstract for "Source Code Assurance Tool: An Implementation." SAND2001-3094
We present the tool we built as part of a Laboratory Directed Research and Development (LDRD) project. This tool consists of a commercially available, graphical editor front-end, combined with a back end "slicer."
The significance of the tool is that it shows how to slice across system components. This is an advance from slicing across program components.
Other Reports
We submitted a related SAND report (SAND2000-1465, printed June 2000). We submitted an earlier draft of the paper to the DOE Software Quality Forum and submitted the SAND report to the "Journal of Software Maintenance: Research and Practice."
Our ideas also influenced the only vendor in this area, GrammaTech, to obtain funding from DARPA for the next step in their commercial tool. That next step is a product they refer to as SystemSurfer, a term that they first heard from us back in April 1999.
Technical Advance Disclosures
The following Technical Advance Disclosures were submitted:
• Technical Advance Disclosure (SD-6886/S-97,508): "Visual Programming Tool (VPT)" 
APPENDICES
The appendices contain valuable information pertaining to the objectives and deliverables of the SAT LDRD project. The appendices are organized as follows:
• Appendix A.1 -original proposal submitted to the LDRD office.
• 
A.1 Original Proposal

A.1.1 Scientific and Technical Soundness
In the development of high consequence systems, one of the perennially difficult problems is the assurance of software used in these systems. Achieving this assurance invariably rests on human inspection and testing of the software 1 . This process is extremely labor-intensive and, therefore, can be time-consuming and expensive. Given this, safety-and security-critical software projects are often forced into one of two unacceptable outcomes -to slip delivery dates to finish manual inspections or to deliver code that has not been full assessed 2 . The quality of the assessment is also highly dependent on the analyst. Analyst biases and the sheer volume of things to be considered in an assessment can lead to critical problems being overlooked by the analyst. For these reasons, a tool that increases the human analyst's level of performance in software assessment -both in terms of time invested and accuracy -would be of significant benefit.
Effective software assessment in these systems requires that the analyst take a holistic view of the software system and not just focus on an assessment of the software itself. In addition to answering the question:
• Are there weaknesses/vulnerabilities within the software that could lead to system failure or compromise?
The analyst must also determine:
• Can the software fail due to vulnerabilities in the platform (computing device and operating system) on which the software runs? • Can interactions between the system's hardware elements (other than the computing platform) and software lead to failure of the system? To answer these questions the analyst needs to understand the various causal relationships that exist (a) within the software, (b) between the software and the computing platform, and (c) between the software and the rest of the system. The analyst must also know the various failure mechanisms / vulnerabilities that exist in the computing platform.
These two tasks each contribute in their own way to the time-intensiveness of assessment. First, identifying the causal relationships within a system is currently a manual process. While tools are available within "integrated development environments" that help the analyst browse the software, they are usually limited in their capabilities. The analyst typically ends up tracing by hand through the series of function calls and equations that contribute to the state of a variable in question or that depend on this variable. Once these causal chains are identified, it is then up to the analyst to decide whether or not given undesirable states can be reached via those chains. While this latter task re-quires intelligence, the former is essentially mechanistic and, if automated, would significantly reduce the time involved in this portion of the assessment process.
The second source of time-intensiveness is the diffuse nature of the knowledge base regarding the vulnerabilities of various computing platforms. Rather than being centralized so as to be readily usable by the analyst, the vulnerabilities are typically scattered in a divergent set of repositories, many of which may not be known to the analyst. For this reason, the analyst may invest significant amounts of time simply tracking down the vulnerabilities on the Internet, on bulletin boards, in magazines and newsletters, and in a range of other locations. Even when a report regarding a weakness or vulnerability is found, the analyst may have no way of assessing the accuracy of the report; therefore, the analyst may need to take time to verify the report. If a complete knowledge base of validated attacks were available at the analyst's fingertips, a significant amount of time spent in the assessment process would be eliminated.
Finally, it should be noted that when the analyst studies a system to identify the causal relationships with the system, the map of the system that develops remains within the analyst's brain. It is never documented explicitly and, therefore, cannot be examined readily by other analysts. Because of this, it is not clear to an outside observer whether or not the analyst has considered all of the causal relationships in the system. Similarly, when the vulnerability databases that an analyst uses in assessing the weaknesses of a computing platform remain in the analyst's head, one can never be sure whether the analyst does not discuss specific vulnerabilities because they were considered unimportant or because the analyst did not know them.
For these reasons, we want to build a tool that makes the analyst more effective in software assessments, both in terms of the time that it takes to deliver a product and in terms of the quality of the product. To do this we propose to:
• Automate the mechanistic aspects of mapping the system's causal relationships,
• Put at the analyst's fingertips a knowledge base capable of documenting the vulnerabilities of a wide range of platforms, • Enable the analyst to model the software and non-software elements of the system in a common way that supports "integrated" or "whole system" analysis using standard mechanisms such as fault trees and event trees, and • Provide automated coverage analysis to ensure that the analyst addresses all parts of the system in the assessment.
Using this tool the analyst could explore the system in various ways:
• The analyst could select a variable in the software and ask "If this variable is changed at this point in the program, what is the effect on the rest of the software?" or "What is the effect on the system?" • The analyst could also ask, "What things in the software (or system) could cause this variable to assume a specific value at a particular point in the program?" • The analyst could investigate how known vulnerabilities in the computing platform affect the rest of the system.
• The analyst could determine which specific aspects of a system's (or software's) behavior are dependent on those parts of the computing platform known to be vulnerable.
To deliver these capabilities, we will combine several technologies in a way that, as far as we can tell, has not been done before. First, we will use the modeling framework developed in the current LDRD ("An Extensible Object-oriented Framework for Risk and Reliability Analysis [EOOF]") to support the integrated modeling of systems that combine both software and non-software elements. This framework is a subset of the constructs found in standard object-oriented analysis techniques that has been shown to map to standard risk modeling constructs. Second, we will use dependency graphing (a technique used in compilers) to permit the automated mapping of causal relationships in the body of source code being assessed. Third, we will use EOOF constructs to demonstrate the codification of vulnerability information available within and external to SNL. Fourth, we will extend program slicing (a computer science technique for the examination of source code) to permit its use in the examination of the integrated system model. Finally, we will use concepts similar to coverage analysis (used in software testing) to assure completeness in the analyst's assessment.
To analyze a system using this tool, the analyst first passes the source code to be assessed through a dependency-graphing tool. The result is a graph documenting the causal relationships within the software. At the edges of the graphs are input and output stubs representing the interfaces between the software and its environment. For those stubs that correspond to interfaces to the platform, the tool automatically attaches (where applicable) known vulnerabilities as "basic events". For the balance of the stubs -those corresponding to human interfaces and external devices, the tool permits the analyst to build up a system model using EOOF modeling constructs. These constructs document the causal relationships both within and between the software-external devices of the system.
The net effect of these steps is to create a causal "super-graph" that spans the both the software and non-software elements of the system (including the platform on which the software runs). Based on this graph, the analyst then begins the "intelligent" portion of the analysis. The analyst selects a variable in the software or an attribute in the system model and then directs the tool to either show those causal chains that flow into the selected variable or that flow out of the variable. Using program slicing techniques, the tool strips away those portions of the system that do not relate to the problem at hand. The analyst is left with a much-reduced model, whose causal relationships are depicted graphically. When the analyst selects one of the causal chains in the graph, the tool presents the analyst with a highly filtered view of the system (sometimes referred to as a "chop" in the program slicing literature). In this way, the analyst can quickly examine each of the chains to validate or repudiate a given attack hypothesis related to the variable or attribute selected as the anchor for the slices.
As the analyst selects variables for assessment, directs the tool to generate the slices, and then examines each of the chains, the tool monitors the analyst's activities. If chains or variables are left unexamined, the tool questions the analyst as to whether or not these omissions were accidental or intentional. In this way, a greater sense of completeness in assessment is obtained.
As the software portion of this project is programming language specific, we propose the to target the C++ language first, as it allows us to deal with both procedural and object-oriented programming elements. In particular, we will focus on Microsoft's Visual C++ and intend for the tool that we develop to integrate seamlessly into Microsoft's Visual Studio. At the same time, we will design the tool in such as way as to minimize the difficulty of porting to other programming environments.
A.1.2 Creativity and Innovation
As far as we can tell, no capability of this sort exists anywhere today. While the underlying techniques (dependency graphs and program slicing) have been understood for decades, they have not been applied to "whole system" assessments. Similarly, the notion of automatically tying databases of known, platform-specific vulnerabilities to assessment models so as to show how specific attacks affect a specific application running on the platform does not yet seem to have appeared in the literature.
In discussing this proposal with others at Sandia, a common response was "I think something like that already exists." More than once we were referred to a software package called "Refine". Refine is used to parse source code to create a dependency graph that could be used to translate the source code into different languages (e.g., to turn a COBOL program into a C program). Other related packages include a slicer tool from McCabe and Associates, a dependency graph toolkit from Grammatech, and a public domains slicer for the C language, called "Unravel", that was developed by NIST. While all of these tools address part of the software problem in our proposal, none addresses the needs of holistic assessments. We believe that the approach that we propose works because it does not try to replace the analyst but strives to offload from the analyst those mechanistic aspects of assessment that needlessly consume the analyst's time.
A.1.3 Project Plan
The success of the project hinges on three factors:
• Being able to deliver the technical capabilities that we propose.
• Creating an interface that maximizes the tool's ease of use and the user's ability to comprehend the causal relationships in the software and system. • Making the capability accessible to a wide user base.
The greatest challenge in the first is the development of the dependency graph generator for C++. To mitigate risk, our approach is to first build a processor for a basic language subset and to then expand the subset in successive releases. As a starting point, we will choose a subset of the C language. To help, we will also use NIST's Unravel program as a guide. With respect to the user interface, one of the major questions is how to present an integrated model to the user in such a way that relationships between software and non-software portions of the system can be easily assessed. In program slicing, the user is typically shown a collection of source code lines. Given this, it is easy to trace how one line affects it successors. In an integrated model, where a successor may be a component and not another source code line, what is the best way to convey causality information to the analyst? To address the risks here, we will concentrate early on user interface ideas and, with each release of the dependency graph generator, will release the next generation interface for testing by volunteers from outside the project. In order to achieve maximum accessibility, we will take several steps. First, we will architect the system to ensure that the greatest amount of code possible is platform independent. Second, we will architect the dependency graph generator so as to minimize the difficulty of adding additional languages to the tool. Finally, we will design the vulnerability database structure to accommodate both software and hardware processing platform vulnerabilities.
A.1.3.1 Development Schedule
In order to drive the development schedule for the LDRD, the system will be delivered in a number of "releases" rather than as one final product at the end of the project. The releases and associated features are as follows: 
A.1.3.2 Team Structure
Team members and associated responsibilities for this project are:
• Rick Craft (6232) --Principal Investigator. Responsible for system design concepts, integration with EOOF, collection of vulnerability data and design and population of vulnerability database, project management. Rick brings a strong system assessment background to this project based on first hand experience gained in assessing a number of systems developed by SNL and external customers, work done on the EOOF LDRD, and on extensive research of the system assessment literature conducted over the last four years.
• Phil Campbell (6237) -Responsible for parsing and slicing algorithms. Phil has just recently finished his Ph.D. in computer science at UNM. His dissertation was in the area data flow architectures, which have direct applicability to the dependency graphing and program slicing techniques that form the heart of this project.
• John Espinoza (6231) -Responsible for development of the graphical front-end and other tool controls and for integration of the tool into Microsoft Visual Studio development environment. John has significant experience in object-oriented analysis and programming techniques and recent experience in the assessment of network systems.
A.1.3.3 Requested Funding
The project will be funded as follows: 
A.1.4 Impact
Assessment of the sort considered in this proposal is used in a number of places within Sandia. Software in nuclear weapons and ancillary equipment is manually assessed for safety and security concerns. Software-based-security-critical devices produced by Sandia often u ndergo independent human assessment within Sandia before fielding. Red teaming of systems produced external to SNL can also involve assessment of software. Our experience indicates that most (if not all) of this work is done manually as described in the problem section of this proposal. A tool of this sort would benefit SNL's assessment activities.
If the approach proposed in this paper delivers the benefit that we anticipate, it will also be of interest to other organizations that invest heavily in human assessment of software-based systems. Possible candidates, among others, would include the NSA, procurement-related organizations within the DoD, NIST, the FDA, the FAA, and the NRC, as well as organizations interested in the role of software in critical infrastructures. SAT solves the problem of "slicing" on systems that consist of more than a single program. SAT automates the analysis of such systems. At the simplest level, all of the programs constituting the program are written in the same language and run on the same machine. However, the tool can be extended such that the sliceable systems could include those systems that contain more than one independent program, written in one or more different languages, compiled or interpreted on one or more different computers of one or more different manufacture.
b. How does it work in terms of structure or process? Use drawings, schematics, graphs, and tables, if helpful.
SAT consists of a graphical front-end (a user interface) that enables the user to make the data and control flow connections between different parts of the system. It is precisely these data and control flow connections that make a system out of the independent pieces.
SAT also provides the connection to the back-end slicer that performs analysis on each piece of the system.
Finally, SAT provides the bridge between pieces so that a slice that starts in one piece can continue on in another piece. SAT is a qualitative improvement over current technology. It provides an automated capability that is not available: it is not now possible to slice between programs. This is a significant improvement because it enables a slicing to approach real-world systems.
17. COMMERCIAL POTENTIAL of the TA.
a. Where can it be applied (government, industry)?
SAT can be applied anywhere that software systems are developed, maintained, or need to be understood.
b. What additional development and funding would be needed to commercialize it?
There is extensive integration work that would need to be done. This would involve building or at least augmenting a graph editor, such as what Tom Sawyer Software sells, and developing the communications software to a slicer, such as CodeSurfer from GrammaTech. The first problem, we imagine, with such an arrangement would be performance.
Given the energy spent in getting any software to market we imagine that commercializing this tool would take significant effort.
c. Which companies or government agencies have expressed interest?
GrammaTech has expressed interest, obliquely, by making a proposal to DARPA to augment CodeSurfer to SystemSurfer. We have not communicated with any other organizations, such as those listed on the slicing page (see item 14 above).
d. Who are potential vendors?
GrammaTech is a potential vendor simply because they currently have the only program slicer, CodeSurfer, and have received funding to develop SystemSurfer.
e. What would it cost compared with the best existing related product or process?
There is no "existing related product." The current "process" is manual. Our automated tool would provide orders of magnitude improvement in time over the manual process.
f. What is your estimate of the near-term annual value of sales?
We do not believe that sales from CodeSurfer from GrammaTech has supported even its own development. Since GrammaTech has resorted to DARPA funding for SystemSurfer, instead of using inhouse Research & Development funds, we believe that SystemSurfer may find even less commercial support. However, we believe that the capability provided by SAT is such that its value will increase over time. When developers experience the boost from being able to slice automatically over a system, we believe that they will understand the importance of the tool. It solves two problems. First, it increases the human-machine bandwidth. Second, it enables a programmer to show program structure.
(1) One problem with current programming languages is that they are text-based. The problem here is that text is necessarily one-dimensional, confining text to be linear and sequential, thereby limiting the bandwidth of the channel. Pictures, on the other hand, are two-dimensional. For the human, pictures can provide more information and do it faster than text alone. Our tool, VPT, enables programmers to express functionality via graphs, which are inherently two-dimensional. This moves programming from text to pictures, enabling a larger channel between the programmer and the machine.
(2) At the same time, VPT enables the programmer to show program structure at a larger scale than is now convenient. The programmer can recursively nest collections of graph nodes to indicate this higher-level structure. The meaning of these higher-level nodes is program-dependent, so there are no type names for the nodes at these higher levels.
VPT uses a graph-editor. Each node of the graph represents a unit of code-an operation, an expression, a statement, a function, an object, some collection of objects, a collection of a collection of objects, and so on, to whatever degree of nesting the user desires. VPT enables the user to zoom in and out on the program or system (which we define to be a collection of programs that communicate) based on the nodes. VPT provides the user with the following: (a) primitive operations, in the form of graph nodes, (b) the ability to connect, via control flow, instances of those primitive operations to form expressions, statements, functions, and objects, and (c) the ability to group these nodes to arbitrary depth.
Another way of putting all of this is that VPT enables the programmer to make visual the structure that is in anyone's mind who understands the program. When we look over a programmer's shoulder, we just see low-level structure. As a consequence, the nature of the program is hidden. This viewpoint renders the program almost meaningless. What is needed is the higher-level structure, which, because there are no tools to express it, exists in the programmer's mind, not on the screen. VPT enables the programmer to make this part visual. This viewpoint is necessary for anyone developing, understanding, or maintaining the program.
c. How is it technically different from existing technology?
We do not believe that current technology provides primitives at the granularity of operations. But what is more important is that current technology does not provide for arbitrary nesting. This latter feature enables the programmer to express structure without having to create new names for the types of those structures. One could call them "anonymous" structure levels, similar in their anonymity to anonymous functions in many functional languages.
d. In what ways (e.g., performance, economy) is it an improvement over existing technology?
VPT uses a single model for programming. The entire program is a graph. This makes it easier and faster for the programmer to build and maintain a program. The improvement comes because the program, as a graph, is expressed in the way that is best suited for the human to understand. We note that the development of programming languages is based on graphs. The hard work of a compiler is in translating a one-dimensional linear language into a two-dimensional graph. If the language is a graph to begin with, then the compiler's work is simplified. (Perhaps FORTRAN would have started out being a graphical language if the computer terminals at the time had been as capable of displaying graphics as they are now.)
At the same time, VPT does not attempt to replace text-based programming. At the lower levels, such as at the statement level, we believe that text is as efficient as symbol (i.e., icons). After all, text is symbol. Many visual languages attempt to be entirely visual, replacing all text with symbols. The user may gain from the ability to use symbols at higher-levels, but we believe that the user does not gain by having to learn new symbols at the lower-level.
VPT applies to any programming effort, since it is a method of programming. Any text-based languages that build using primitive operations can be programmed via VPT.
The concept would need to be prototyped. It would then need to be developed to the point that it is robust and fully functional, which would be a significant task.
c. Which companies or government agencies have expressed interest?
We have not discussed this concept with anyone, so no one has expressed interest. However, the quest for visual programming has been going on for many years. LabView is an example of a visual programming language. Each statement type in the language is represented by a different symbol. The user joins statements of different types together to form a program. There are many other languages that explore what it means to have a "visual" programming language.
d. Who are potential vendors?
Any company that produces a language editor would be a potential vendor. VPT is not languagespecific: a company could provide a way to adapt any language to the same graphical front-end. (As a result, Tom Sawyer Software, the makers of a graph editing toolkit, might be very interested in this idea.) Since VPT is a superset of most languages, it would be possible to construct programs that would generate code in a given language, based on a program developed via VPT.
There is no "existing related product." The current approach is still text-based. What few graphical approaches there are, are experimental only.
f. What is your estimate of the near-term annual value of sales?
We have no data from which we can calculate this.
g. In which foreign countries would the filing of a patent application be advised? Why?
We have no information that would help answer this question, unfortunately. Variables: A, B, and C are ranges (i.e., scalar, numeric, ordered sets).
A.2.3 Technical
(1) Name: range addition Since RVP is intended for analysis of systems, it can be applied anywhere that software systems are developed, maintained, or need to be understood.
The first step is to develop a range-value language that would enable a user to describe a range. The user would write statements in this language and associate them with variables in components. These new statements would use input value ranges as variables, thereby enabling the user to describe an output range as a function of one or more input ranges (see item 16b above). There is extensive integration work that would need to be done. This would involve building or at least augmenting a graph editor, such as what Tom Sawyer Software sells, and developing the communication software to a slicer, such as CodeSurfer from GrammaTech. The first problem, we imagine, with such an arrangement would be performance. Given the energy spent in getting software to market we imagine that commercializing this tool would take significant effort.
c. Which companies or government agencies have expressed interest?
GrammaTech has expressed interest, obliquely, by making a proposal to DARPA to augment CodeSurfer to SystemSurfer. We have not communicated with any other organizations.
d. Who are potential vendors? GrammaTech is a potential vendor simply because they currently have the only program slicer, CodeSurfer, and have received funding to develop SystemSurfer.
We are not aware of any "existing related product." The current "process" is manual. Our automated tool would provide orders of magnitude improvement in time over the manual process.
This tool breaks new ground so we are unable to estimate annual value of sales. We can see uses for such a tool but have no means of translating that into annual sales.
We have no information that would help answer this question, unfortunately.
A.3 Graph Drawing Tool Survey
One effort within the SAT LDRD project was to determine if a commercial-of-the-shelf (COTS) graph-drawing product could be modified to fit our needs. The COTS application had to meet the following requirements:
• Graph visualization (nodes, edges, color, labels)
• Graph management (new, open, save, delete)
• Graph layout (e.g., Hierarchical, Orthogonal, Symmetric, and Circular)
• Model navigation (zoom-in, zoom-out, zoom-all, pan, expand, collapse)
• Printing support A tool survey was performed via a literature search using the Internet, the SNL Technical Library, and various public and university libraries. The keywords used were: graph, draw(ing), tool, toolkit, and editor. The results of the search turned out to be overwhelming as the term "graph" is used in many applications with several connotations. Those resources describing graph-plotting methods were discarded along with the numerous sites that discussed graph theory but not its visualization or management.
The following table is a comprehensive list of graph drawing tools and is sorted by company and product as of September 15, 2001 . The results of the original tool survey were much larger at the start of the project three years ago but companies and products that have disappeared or with broken websites links have been removed.
Company
Product Version Date Platform
AbsInt Angewandte Informatik GmbH aiSee 2.0 Jan 2000 Unix, Windows aiSee automatically calculates a customizable layout of graphs specified in GDL (graph description language). This layout is then displayed, and can be printed or interactively explored.
http://www.absint.com/aisee/ AT&T Labs Research CIAO 1995 Unix CIAO is a customizable and extensible navigator. It allows users to query, analyze, visualize, and track structures of various software and document repositories. CIAO has been instantiated for C, C++, HTML, Java, Ksh documents, and several business repositories.
http://www.research.att.com/~ciao/ Auburn University VGJ, Visualizing Graphs with Java 1.03 Apr 1998 Java VM Graphs can be input into VGJ in two ways: with a textual description (GML), or through a drawing the user creates using our graph editor. The VCG tool reads a textual and readable specification of a graph and visualizes the graph. If not all positions of nodes are fixed, the tool layouts the graph using several heuristics as reducing the number of crossings, minimizing the size of edges, centering of nodes. The specification language of the VCG tool is nearly compatible to GRL, the language of the edge tool, but contains many extensions. The Graphics Editor Toolkit (GET) from Tom Sawyer Software was selected as our graphdrawing tool as it met all of the stated requirements. We also purchased the Graphics Layout Editor (GLT) as it allowed us to redraw the graph in a variety of structured formats. Figure A. 3-1 is a screenshot of a Visual Basic application developed using GET and GLT. Figure A. 3-2 shows the four different layout methods supported by GLT: hierarchical, orthogonal, symmetric, and circular. Version 4.0 of GET, just recently released in October 2001, now supports tree layouts.
A prototype application was developed using the GET and GLT products. It is documented in the SAND report, "Source Code Assurance Tool: An Implementation." SAND2001-3094. 
A.4 UML Tool Survey
One task of the project was to determine if an object-oriented (OO) computer-aided software engineering (CASE) tool could be programmed to fit our needs. The Unified Modeling Language (UML) is a language for specifying, visualizing, constructing, and documenting the artifacts of software systems, as well as for business modeling and other non-software systems. Therefore, UML was selected as a major requirement for the OO CASE tool as it is fast becoming an industry standard for describing systems, software or otherwise.
The OO CASE tool had to meet the following requirements:
• Graph visualization (see Appendix A.3 for its requirements)
• UML support
• Scripting (for programmability)
• Versioning
• Model navigation
• Printing support A tool survey was performed via a literature search using the Internet, the SNL Technical Library, and various public and university libraries. The keywords used were: UML, tool, objectoriented, and CASE. The single best source of information came from one web site, Objects by Design, http://www.objectsbydesign.com/index.html. Their home page declares, "Our site is dedicated to bringing you valuable information about the world of object-oriented design and programming." They have compiled an impressive array of information on UML-based CASE tools all available at a click from one website. With respect to graph visualization, these tools are not readily amenable to describing nonsoftware systems. It could be done but all of the node elements would have to become classes or objects. We decided that viewing the nodes as classes or objects was not a major concern and proceeded with the product evaluation. Several of the free tools were downloaded and tried out; but you usually got what you paid for, not much. There were a few notable exceptions, like ArgoUML by Tigris; but they just went commercial just before the publication of this report.
Several commercial OO CASE tools were selected and purchased for evaluation. The tools selected were Paradigm Plus by Computer Associates (sold to CA by Platinum Technologies) and Embarcadero Describe (formerly GD Pro). Both products met all of the stated CASE tool requirements and were subsequently evaluated against each other.
Both tools do not require the use of a proprietary language to customize them. Embarcadero Describe provides a customizable environment that allows the user to extend functionality to meet their needs. Scripts can be written in Visual Basic for Applications (VBA) or any Microsoft COM-enabled language, allowing the creation of scripts and add-ins using languages familiar to the user. CA Paradigm Plus allows the user to automate common tasks by adding OLE-based script and applications. Visual Basic can be used to create the user programs and then be added to the taskbar.
In the end, both products were very capable of being customized to meet our project needs. The price and licensing requirements became the deciding factors; however, both products were comparable in cost on a per-license basis (~$3-5K) but annual support and maintenance differed (10-25% of the per-license cost). 
