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1English Symbols
N set of natural number .
R set of real number .
C set of complex number .
K eld of scalars i.e. either C or R .
X vector space over the eld K.
 sigma algebra
 measure dened over .

  nite complete measure space.
 Young's function.
k:k inf f > 0 :
R


(jx

j)d  1g.
L(
) Orlicz function space.
 nonsingular measurable transformation from 
 to itself.
C composition operator formL
(
) to itself generated by  .
    is absolutely continuous with respect to .
k:ke essential norm of a bounded linear operator.
Chapter 1
Introduction
Orlicz spaces have their origin in the Banach space researches of 1920. Indeed, after the de-
velopment of Lebesgue theory of integration and inspired by the function tp in the denitions
of the spaces lp and Lp, Orlicz spaces were rst proposed by Z.W.Birnbaum and W.Orlicz
in[1] and latter developed by Orlicz himself in[7]; [8]. The study and applications of this
theory was picked up again in Poland, USSR and Japan after the war years. Around the
year 1950, H.Nakano [6] studied Orlicz spaces with the name \modulared spaces". However,
the theory became popular for researches in the western countries after the publication of the
book on \Linear Analysis" by A.C.Zaanen. This possibly resulted in the translation of the
monograph of M.A.Krasnoselskii and Ya.B.Rutickii on Convex Function and Orlicz Spaces
by Leo F. Boron from Russian to English, and after the appearance of English version of
this book in 1961, the theory has been eectively used in many branches of Mathematics
and Statistics e.g, dierential and integral equations, harmonic analysis, probability etc.
Prior to the researches of W.Orlicz ,it was W.H.Young [12] who, motivated by the functions
up(u > 0) and vp(v > 0) with 1
p
+ 1
q
= 1 ,1 < p; q < 1, introduced a function v = (u) for
u  0 such that  is continuous and strictly increasing with (0) = 0 and (u) ! 1 as
u!1. if u = 	(v) is the inverse of , he dened
(a) =
R a
0
(u)du , 	(b) =
R b
0
	(v)dv
2
3for a; b  0. These functions are known as Young's function in the literature, and besides
being convex, satisfy the Young's inequality
ab  (a) + 	(b)
for a; b  0. Young introduced the classes Y and Y	 consisting of measurable functions f
for which
R
(jf(x)j)dx < 1 and R 	(jf(x)j)dx < 1, respectively. These spaces failed to
form the vector space. However, if satises 2 condition in the sense that there exists a
constant C > 0 such that (2u)  C(u) hold for all u  0, Y becomes a vector space. In
the process of norming the spaces Y, Y	, Orlicz considered the class L
 of all measurable
functions f satisfying
kfk = supf
R jfgjdx : R 	(jgj)dx  1g <1,
and proved that (L; kk) is a normed linear space. In general, Y  L, however, if 
satises 2 condition dened as above, Y = L, cf.[9]; [10].
In Mathematics, the composition operator C with symbol  is a linear operator dened with
the help of composition of mapping f  by the formula C(f) = f . Most of the recent
interest in composition operators arises from the study of boundedness, compactness of these
operators (see for example [10],[11]). In analysis this operator has of lost of connection with
the Hardy space, space of analytic functions, Lp spaces, for p  1.
The material is divided into three chapters. In chapter 2, the basic theory of Orlicz spaces
is presented. Next, chapter 3 contains some results of composition operator on Orlicz spaces
i.e. it's boundedness and compactness.
Chapter 2
Orlicz Function Spaces
This chapter includes some basic denitions and results which have been used in the next
chapter. We present have the salient features from the theory of Orlicz function spaces,
L(
), generated by the Young's function  on an arbitrary  nite measurable spaces 
.
We will discussed these are the Banach spaces equipped with the equivalent orlicz and gauge
norms.
2.1 Orlicz Spaces
Before going to the main results of this chapter, let us begin with the following denitions.
Denition 2.1.1. A real function  dened on an interval (a; b), where  1  a < b  1
is called convex if the following inequality hold
((1  )x+ y)  (1  )(x) + (y)
whenever a < x < b, a < y < b and 0    1.
Denition 2.1.2. Let  : R! R+ be a convex function such that
i) ( x) = (x)
ii) (x) = 0 i x=0
4
5iii) limx!1(x) =1.
Such a function  is known as a Young function. cf:[9]
Example 2.1.1. i) p(s) :=
jsjp
p
with p 1;
ii) Let (x) = jxjp, p  1. Then  is a continuous Young function such that (x) = 0 if and
only if x = 0, and (x) !1 as x!1 while (x) <1 for all x 2 R.
Denition 2.1.3. A function is called N-function if it admits the representation
M(u) =
R u
0
p(t)dt
Where p(t) is right continuous for t  0, positive for t > 0 and non decreasing which satises
the condition p(0) = 0 and p(1) = limt!1 p(t) =1.
Example 2.1.2. The function M(u) = juj


for  > 1 is a N-function for p(t) = t 1.
Denition 2.1.4. We say that N-function M(u) satises the 2 condition for the large
values of u if there exists constant k > 0, u0  0 such that
M(2u)  kM(u), (u  u0)
Denition 2.1.5. Let 
 = (
;; ) be a -nite measurable space and let  : 
 ! 
 be a
measurable transformation, that is  1(A) 2  for any A 2 . If ( 1(A) = 0 for all
A  with (A)=0, then  is said to be nonsingular.
Denition 2.1.6. An atom of the measure  is an element A2  with (A) > 0 such that
for each F 2 ,if F  A then either (F ) = 0 or (F ) = (A).
6Denition 2.1.7. A set A 2  is an atom for  if (A) > 0 and for each B  A;B 2 
either (B) = 0 or (A   B) = 0. A set D 2  is diuse for  if it does not contain
any atom.i.e. for 0    (D) we can nd a set D1  D;D1 2  such that (D1) = .
Denition 2.1.8. Let ~L(
) be the set of all f : 
 ! R, measurable for , such thatR


(jf j)d <1.
Theorem 2.1.1. 1. The space ~L(
) introduced above is absolutely convex,i.e. if f; g 2
~L(
) and ;  are scalars such that jj + jj  1, then f + g 2 ~L(
). Also
h 2 ~L(
); jf j  jhj, f measurable ) f 2 ~L(
).
2. The space ~L(
) is linear space if  2 2 globally when (
) = 1, and locally if
(
) <1 and 2 condition is necessary if  is diuse on a set of positive measure.
Proof. 1. let f; g 2 ~L(
) and ;  are scalars such that jj+jj  1. let  = jj+jj  1.
Then by using the monotonicity and convexcity of  we get
(jf + gj)  (jjjf j + jjjgj)  ( jj

jf j + jj

jf j) = : jj

(jf j) + : j

(jgj) =
jj(jf j)+ jj(jgj), but by hypothesis right hand side is integrable. Hence f +g 2
~L(
). Since  is monotonically increasing and jf j  jhj hence (jf j)  (jhj).
2. To prove ~L(
) is a vector space it is sucient to prove, for each f 2 ~L(
); 2f 2
~L(
) then nf 2 ~L(
) for any n 2 N and then for each  > 0; f 2 ~L(
). Let a; b
be any scalars, let  = jaj + jbj > 0 then we have af + bg = ( a

f + b

g) 2 ~L(
) for
any f; g 2 ~L(
). Now only remain to prove for each f 2 ~L(
; 2f 2 ~L(
).
Since  2 2 globally, then we have (
) = 1;(2jf j)  K(jf j); K > 0 )R


(2jf j)  K R


(jf j) <1 hence we have 2f 2 ~L(
).
Let  2 2 locally, then we have (
) <1, then (2x)  K(x) for each 0  x0  x.
Now let f1 = f if jf j  x0 and 0 otherwise. Let f2 = f   f1 so that f = f1 + f2 and
(2jf j) = (2jf1j) + (2jf2j)  (2jf1j) +K(jf2j).
7Hence Z


(2jf j)d  (2x0)(
) +K
Z


(jf j)d <1
;
Thus 2f 2 ~L(
). Hence ~L(
) is a vector space when  2 2.
Conversely, let E 2  be a set of positive measure and let  diuse on E and  2 2
is not regular.
To prove necessity of 2 condition we have to construct a f 2 ~L(
) such that 2f =2
~L(
). Let assume that 0 <  < (E)  1. Then by given statement on ,there
is an F  E;F 2  with (F ) = . Since  =2 2, 9 a sequence xn  n such that
(2xn)  n(xn); n  1. Let n0 2 N such that
X
nn0
1
n2
<  and (xn)  1 for all n  n0.
Since  is diuse on F, there is a measurable F0  F such that (F0) =
X 1
n2
< .
We can nd a set D1 2 ; D1  F0 such that (D1) = 1=n20 . Similarly again we can
nd set D2 2 ; D2  F0   D1 such that (D2) = 1=(n0 + 1)2. On repeating this
process, we can nd disjoint sets Dn 2  such that (Dn) = 1=(n0 + n  1)2; n  1.
Let Fk  Dk; Fk 2  such that (Fk) = (DK)(xn) .
Let f =
1X
n=1
xnFn then clearly f is measurable. Now
Z


(jf j)d =
1X
n=1
(xn)(Fn)
=
X
nn0
1=n2 <1
so f 2 ~L(
).
8Now Z


(2f)d =
1X
n=1
(2xn)(Fn)

X
nn0
n(xn)(Fn)
=
X
nn0
1
n
=1
:
so 2f =2 ~L(
) So 2 condition is necessary to prove ~L(
) is a vector space.
Example 2.1.3. Let 
 = f1; 2; :::g; = the power set of 
, and  be the counting measure,
i.e., (fig) = 1, i  1. Let (x) = ex2   1. Then  is a N-function and  2 2. We assume
that ~L(
) is a linear space. In fact, if f2 ~L(
) thenR


(f)d =
1X
n=1
(ejf(n)j
2   1) <1
So terms of right hand side are bounded. Let K > 0 be the bound so that the e(jf(n)j
2) 
K + 1; n  1. ThenZ


(2f)d =
1X
n=1
(e(4jf(n)j
2)   1)

1X
n=1
(ejf(n)j
2   1)(K + 2)((K + 1)2 + 1)
= (K + 2)((K + 1)2 + 1)
Z


(f)d <1:
Hence 2f 2 ~L(
), and the space is linear.
Denition 2.1.9. Let  : [0;1) ! [0;1) be a continuous, non-decreasing and convex
function with (0) = 0, (x) > 0 for x > 0 and (x) ! 1 as x ! 1. Such function is
known as an Orlicz function.
9Denition 2.1.10. Let L(
) be the set of all measurable functions such that
R


(jf j)d <
1 for some  >0. The space L(
) is called Orlicz Space.
Thus L(
) = ff : 
! [0;1], measurable: R


(jf j)d <1 for some  > 0g.
Theorem 2.1.2. The set L(
) is a vector space.
Proof. Let f1; f2 2 L(
).
Then there exist 1 > 0 and 2 > 0 such that
R


(1jf j)d <1 and
R


(2jf j)d <1.
Let  = minf1; 2g, then  > 0.
Now by using convexcity of  we getR


(
2
(f1 + f2))d  12
R


(1f1)d+
1
2
R


(2f2)d.
Hence
R


(
2
(f1 + f2))d <1, Where 2 > 0.
Hence f1 + f2 2 L(
). Thus L(
) is closed under addition.
Now we have to prove L(
) is closed under scalar multiplication.
Let f 2 L(
) ) f + f = 2f 2 L(
), hence nf 2 L(
) for all integers n > 1. Now for
any  2 R there exists n0 2 N such that jj  n0 ) jf j  jn0f j. So by theorem 2.1.1
f 2 L(
). Hence L(
) is a vector space.
Denition 2.1.11. If f; g 2 ~L(
) and ;  are scalars such that jj + jj  1 then
f + g 2 ~L(
). Also h 2 ~L(
), jf j  jhj, f is measurable then f 2 ~L(
). Any space of
function with the above property is called circled and solid space.
Lemma 2.1.1. Let
B = fg 2 ~L(
) :
R


(g)d  1g,
and B is a circled and solid subset of ~L
(
) and f 2 L(
) if and only if f 2 B for
some  > 0.
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Proof. Let f; g 2 B and ;  are scalars such that jj+ jj  1. ThenZ


(jf + gj)d  jj
Z


(jf j)d+ jj
Z


(jgj)d
 jj+ jj
 1
Let f 2 L(
) so that f 2 ~L(
) for some  > 0. Let an & 0 be arbitrary and let
n = minf; ang. Then n & 0 and (nf)  (f) and (nf) ! 0 when  is a
continuous Young function. Hence by dominated convergence then
R


(nf)d ! 0 so that
there is some n0 2 N such that
R


(n0f)d  1. Thus n0f 2 B.
Denition 2.1.12. For f 2 L(
) dene kfk = inff > 0 : I(f)  1g, where I(f) =R


(jf

j)d is called the modular of .
Theorem 2.1.3. (L(
); k:k), is a normed linear space.
Proof. Clearly L(
) is a linear space.
Next we have to verify k:k is a norm on L(
), i.e. to verify the following three conditions.
(i) kfk = 0 i f = 0 a.e.
(ii) kfk = jkfk for all  2 K
(iii) kf + gk  kfk + kgk
Clearly if f = 0 a.e. then kfk = 0.
Conversly, Let kfk = 0, to show that f = 0 a.e. If possible let jf j > 0 on a set of positive
measure. Then there exists a number  > 0 such that A = fx : jf(x)j  g satises
11
(A) > 0) f
k
2 B for all k > 0) nf 2 B for all n  1. Hence, for n  1
(n)(A) =
Z
A
(n)d

Z
A
(nf)d

Z


(nf)d
 1
Since (A) > 0, we have (n)!1 as n!1 which is a contradiction. Hence f = 0 a.e.
for (ii) consider the non-trivial case  6= 0.
kfk =
Z


(jx

j)d  1
= jjinff jj > 0 :
Z


(j f

jj
j)d  1g
= jjinff > 0 :
Z


(jf j)d  1g
= jj: k f k
nally for triangle inquality (iii),by denition of inmum there exists 1 > 0 and 2 > 0
such that kf1k < 1 + 2 and kf2k < 2 + 2 .
Let  = 1 + 2
Since f1 + f2 2 L(
); kf1 + kf2 <1:
consider
R


((f1 + f2)=)d =
R


( f1
1
:1

+ f2
2
:2

)d
 1

R


( f1
1
)d+ 2

R


( f2
2
)( by using convexity of )
 1

+ 2

= 1
) 1

(f1 + f2) 2 L(
)
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Hence k 1

(f1 + f2)k = 1k(f1 + f2)k  1
) k(f1 + f2)k  
But  = 1 + 2; kf1k < 1 + 2andkf2k < 2 + 2
) kf1k + kf2k < 1 + 2 + 
) kf1k + kf2k <  + 
) kf1k + kf2k < j(f1 + f2)k + 
Since  > 0 be arbitrary
) kf1k + kf2k  k(f1 + f2)k
Hence (iii) follows.
Thus kxk = inff > 0 :
R


(jx

j)d  1g is the norm dened on L(
). Hence L(
) is
a normed linear space.
Remark 2.1.1. The above norm k:k dened on the space L(
) is known as Luxemburg-
Nakano Norm.
Lemma 2.1.2. kfk  1 if and only if
R


(f)d  1.
Proof. Let  = kfk; f 2 L(
). If  = 0 then it is trivial so let  > 0. Then by denition,
1

2 B. If   1,then Z


(f)d 
Z


(
f

)d  1
so that kfk  1 implies that left hand side is bounded by 1 on other hand, f 2 B then
by denition kfk  1 holds.
Remark 2.1.2. If  > 1 then
R


( f

)d  1 but R


(f)d = 1 is possible. Thus only
0    1 is possible here.
Theorem 2.1.4. The normed linear space (L(
); k:k) is a Banach Space.
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Proof. Let ffn; n > 1g be a cauchy sequence in L(
) such that kfn fmk ! 0 asm;n!1
we have to construct a f 2 L(
) which satisfy kfn fk ! 0 as n!1. Since we considered
 is a Young function there are two cases.
Let x0 = supfx 2 R+ : (x) = 0g. Then by denition of  the above set dene in the
braces is compact so 0  x0 < 1. Then by hypothesis there exist numbers km;n  0
(k 1m;n  kfn   fmk) such thatZ


(km;njFn   fmj)d  1 (1)
Let dene Amn = f! : km;njFn   fmj(!) > x0g 2  is at most  nite for . Let Bk =
Bmnk = f! : km;njFn   fmj(!) > x0 + k 1g, then clearly Amn = [1k=1Bk and for each k
(Bk) <1. Since by condition(1)
(Bk)  1
(x0 + k 1)
Z
Bk
(km;njFn   fmj)d  1 (2)
Hence each Amn is  nite and let A = [m;n1Amn. Thus on Ac; km;njFn   fmj(!)  x0, so
that ! 2 Ac; jfn(!)   fm(!)j ! 0 uniformly. Thus there is a measurable function g0 on Ac
such that fn(!)! g0(!), and jg0(!)j  x0; ! 2 Ac.
Let us take 
 for A then ffng is a cauchy sequence on L(
) and hence for each B 2
; (B) <1 by condition (2), we have
(B \ fjfn   fmj  g) = (B \ f(kmnjfn   fmj)  (kmn)g)
 1
(kmn)
Z
B
(km;njFn   fmj)d
 [(kmn)] 1
Since  > 0 be xed and and kmn ! 1, from we get that ffng is a cauchy sequence in
 measure on each B by using the  niteness property we have ffng is a cauchy sequence
14
in measure. If fn ! ~f in measure. Then there is subsequence ffnig such that then fni ! f
a.e. But ffnig is a cauchy sequence in kfk, we get kfnk !  and hence kfnik ! . By
using Fatou's lemma we getZ

(
jf j

)  limt!1inf
Z


(
fni
kfnik
)  1
:
Hence f 2 L(
). Let m be xed and k  0 be given, then (jfni   fnj jk)! (jf   fnj jk)
as i!1, a.e. let ni; nj  n0 and kni;nj  k thenZ


(kjFni   fnj j)d 
Z


(k
i;nj jFni   fnj j)d  1
let ni ! 1 then by using Fatou's lemma we get kf   fnjk  1k . Since k > 0 is arbitrary
kf   fnjk ! 0 If fnj is any other subsequence with limit f 0, then ffn0j ; fni ; i  1; j  1g 
ffng so that f = f 0 a.e. because fn ! f in measure. So for every convergent subsequence
and hence for the whole sequence,kfn  fk ! 0. This shows that every cauchy sequence of
(L(
); k:k) converges to an element in the space.
Chapter 3
Composition Operators On Orlicz
Spaces
This chapter is devoted to the study of Composition operators C between Orlicz spaces
L(
) generated by measurable and non-singular transformations  from 
 into itself. We
also investigate the Boundedness and compactness of the composition operators on the Orlicz
spaces by using dierent types of 2 conditions of the orlicz function .
Denition 3.0.13. A measure  on 
 is complete if whenever E 2 
, F  E and (E) = 0,
then F 2 
.
Denition 3.0.14. A measure  on 
 is  nite if for every set E 2 
,we have E = [En
for some sequence fEng such that En 2 
 and (En) <1 for each n.
Example 3.0.4. The Lebesgue measure m dened on R,the class of mesurable sets of R, is
 nite and complete.
Denition 3.0.15. If  and  are measures on the measure space (
;) and (E) = 0
whenever (E) = 0, then we say that  is absolutely continuous with respect to  and we
write   .
Theorem 3.0.5. If (
;; ) is a  nite measure space and  is a  nite measure on 

such that   , then there exists a nite-valued non-negative measurable function f on 
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such that for each E2 , (E) = R
E
fd. Also f is unique in the sense that if (E) =
R
E
gd
for each E 2 
, then f=g a.e.().
Denition 3.0.16. Let  and  be  nite measure on (
;) and suppose that  
. Then the Radon-Nikodym derivative d
d
, of  with respect to , is any measurable
function f such that (E) =
R
E
fd for each E 2 
.
Denition 3.0.17. Let X and Y be two non-empty sets and let F(X) and F(Y) be two
topological vector spaces of complex valued functions on X and Y respectively. Suppose T:
X ! Y is a mapping such that f T 2 F (Y ) whenever F 2 F (X). Then we dene a
composition transformation CT : F (X)! F (Y ) by CT = f  T for every f 2 F (X).If CT is
continuous, we call it a composition operators induced by T.
Denition 3.0.18. Let B be a Banach space and K be the set of all compact operators on
B. For T 2 L(B), the Banach algebra of all bounded linear operators on B into itself, the
essential norm of T means the distance from T to K in the operator norm,namely
kTke = inffkT   Sk : S 2 Kg.
Clearly, T is compact i kTke = 0.
We need the following result for proving continuity of the composition operator.
Theorem 3.0.6. (Closed Graph Theorem) Let X and Y be Banach spaces and F : X !
Y be a closed linear map, then F is continuous.
Theorem 3.0.7. The composition map C : L
(
)! L(
) is continuous.
Proof. Let ffng and fCfng be sequence in L(
) such that fn ! f and Cfn ! g for some
f; g 2 L(
). Then we can nd a subsequence ffnkg of ffng such that
(jfnk   f j)(x)! 0 for  almost all x 2 
.
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from non-singularity of  ,
(jfnk   f j)(x)! 0 for   almost all x 2 
.
From the above two relation, we conclude that Cf = g. This proved that the graph is
closed and by using closed graph theorem C is continuous.
Theorem 3.0.8. Let 
2 consists of innitely many atoms,  be an Orlicz function and 
be a non-singular measurable transformation from 
 into itself. Put
 = inff > 0 : N(h; ) consists offinitely many atomsg
where N(h; ) = fx 2 
 : h(x) > g.If C : L(
)! L(
) is a composition operator, then
1. kCke = 0 if and only if  = 0.
2. kCke   if 0 <   1 and (x)  x.
3. kCke   if  > 1
Proof. 1. From the above theorem we can conclude that C is compact i  = 0.
2. Let 0 <   1 and (x)  x.Let 0 <  < 2 be arbitrary. Let F = N(h;   
2
), then
by denition of  either F contains a non-atomic subset or has innitely many atoms.
If F contains a non-atomic subset then there are measurable subsets En; n 2 N , such
that En+1  En  F; 0 < (En) < 1n . Let us dene fn =  1(1=(En))En . Then
kfnk = 1 for all n 2 N . We have to prove fn ! 0 weakly.To prove this we have to
show that
R


fng ! 0 for all g 2 L	(
), where 	 is the complementary function to .
Let A  F with 0 < (A) <1 and g = A since (x)  x, then we have
j R


fnAdj =  1( 1(En))(A \ En)   1( 1(En))(En) =
 1(1=(En))
1=(En)
! 0; n!1
Since simple functions are dense in L	(
), thus fn is converge to 0 weakly. Now assume
that F consists of innitely many atoms. Let (En)
1
n=0 be disjoint atoms in F. Again on
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putting fn as above. If (En)! 0, then by using the similar argument we had above,R


fnAd! 0. Now we have to prove that kCfnk    2 : Since 0 <   2 < 1 we
have
kCfnk = inff > 0 :
Z


(
jfn   j

)d  1g
= inff > 0 :
Z


h(
jfnj

)d  1g
 inff > 0 :
Z


(  
2
)(
jfnj

)d  1g
 inff > 0 :
Z


(
(  =2)jfnj

)d  1g
= (  =2) inff > 0 :
Z


(
jfnj

)d  1g
=   
2
:
Finally let a compact Operator T on L(
) such that kC   Tk < kCke + 2 . Then
we have
kCke > kC   Tk   
2
 kCfn   Tfnk   
2
 kCfnk   kTfnk   
2
 (  
2
)  kTfnk   
2
:
for all n 2 N . Since a compact operator maps weakly convergent sequences into norm
convergent ones, it follows that kTfnk ! 0. Hence kCke   . Since  is arbitrary,
we obtain kCke  .
3. Let  > 1 and take  > 0 be arbitrary and put K = N(h;  + ). The denition of 
implies that K consist of nitely many atoms. Hence we can writeK = fE1; E2; :::; Emg
19
where E1; E2; :::; Em are distinct. Since (MkCf)(x) =
Pm
i=1 k(Ei)f((Ei)), for all
f 2 L(
), henceMkC has nite rank. Now, let F  X K such that 0 < (F ) <1,
then we have
   1(F ) = R
F
hd  (+ )(F ).
Since  +  > 1 and  1 is a concave function, we obtain that
 1( 1
 1(F ))  1+ 1( 1(F ))
That is
f 1( 1
 1(F ))g 1  ( + )f 1( 1(F ))g 1.
It follows that kF  k  ( + )kFk. Since simple functions are dense in L(
),
we obtain
supkfk1kX=Kf  k  supkfk1kx=kfk   + .
nally, since MKC is a compact operator, we get
kC  MKC = supkfk1k(1  k)Cfk = supkfk1kx=kCfk   + .
Example 3.0.5. Let  be an Orlicz function such that 
 1(2n)
2n
! 0 as n!1. Put 
 and
 as above. Dene (1) = (2) = (3) = 1; (4) = 2; (5) = (6) = 3; (2n + 1) = 5 , for
n  3, (2n) = 2n 2 for n  4, and (x) = 5x for all x 2 ( 1; 0]. Then a simple function
gives h = 7=41 + 1=42 + 3=83 + 1=32n+1:n3 + 1=42n:n4 + 1=5( 1;0], and  = 13 . Thus
kCke  13 on L(
).
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3.1 Modular and norm continuity of composition op-
erators
For the modular and norm continuity of composition operators C in an Orlicz spaces L
(
),
we represent necessary and sucient conditions for any Orlicz function  and any  nite
measure space (
;; ). For any Orlicz function  which satises 2 condition for all u,
the same is done for norm continuity of the composition operator C in L
(
). If  satises
2 condition for large u, then the problem of continuity of the composition operator C in
L(
) is completely solved if the measure space is nonatomic of nite or innite measure.
Without any regularity condition on , the conditions for continuity of C from L
(
) into
itself are explained in terms of the Radon-Nikodym derivative d
 1
d
.
Theorem 3.1.1. Assume that  : 
! 
 is a measurable nonsingular transformation.
1. if 0 < a = b <1 then I(Cx) = I(x) whenever I(x) <1.
2. if 0  a < b  1 then the inequality
I(Cx)  KI(x) (1)
holds for all x such that I(x) <1 with some K > 0 independent of x if and only if
( 1(A))  K(A) (2)
for all A 2  with (A) <1.
Proof. 1. In this case the function  is 0 in the interval [0,a) and 1 on (a;1).
Therefore, I <1 i kxk1  a ) kCxk1  a ) I(Cx) = 0 = I:
2. Let assume that 0  a < b  1.
Necessary condition:
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Let assume that the condition I(Cx)  KI(x) holds. If A 2  and (A) = 0,then
non singularity of  gives ( 1(A)) = 0 and we have ( 1(A)) = K(A). Thus
suppose that A 2  and 0 < (A) <1. Let a 2 (a; b) and taking x = aA. Then
I =
R
A
(a)d(s) = (a)(A) <1:
Since CA =  1(A) then by (1) we have
(a)( 1(A)) = I(Cx)  KI(x) = K(a)(A):
Since 0 < (a) <1, then we have ( 1(A))  K(A).
Sucient condition:
Let assume that 0  a < b  1: and condition (2) satised. From this we have
 1   by Radon-Nikodym theorem we have,  1(A) = R
A
f (t)d(t) for A 2 
and for some function f locally integrable on 
 and f 2 L1(
) and kfk1  K:
Otherwise,there is A 2  with 0 < (A) <1 such that f (t) > K for any t 2 A.This
implies that    1(A) = R
A
f (t)d(t) > K(A), which is a contradiction to (2).
Therefore,
I(Cx) =
Z


(jCx(s)j)d(s)
=
Z


(jx((s))j)d(s)
=
Z
(
)
(jx(t)j)d(   1)(t)

Z


(jx(t)j)d(   1)(t)
=
Z
!
(jx(t)j)f (t)d(t)
 K
Z


(jx(t)j)d(t)
= KI(x):
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Theorem 3.1.2. Assume that  : 
! 
 is a measurable nonsingular transformation. Then
the composition operator C is bounded from an Orlicz space L
(
) into itself, that is, there
exists M > 0 such that
kCxk Mkxk for all x 2 L(
) (3)
If condition (2) holds. If, in addition,  satises the condition 2 for all u > 0,then (3) and
(2) are equivalent.
Proof. Necessary condition:
Let assume that condition (3) hold and by putting x = A where A 2  and 0 < (A) <1
we get
1
 1(1=( 1(A)))  M 1(1=(A))
)  1( 1
(A)
) M 1( 1
( 1(A))) (4)
for all A 2  with 0 < (A) <1
Since  satises 2 condition for all u > 0,it follows that
L := supu>0
(Mu)
(u)
<1,
and (Mu)  L(u) for all u > 0, which gives for u =  1(v) that
(M 1(v))  L( 1(v))  Lv
and so
M 1(v)   1f(M 1(v))g   1(Lv)
for all v > 0
From the condition (4) we get
 1( 1
(A)
) M 1( 1
( 1(A)))   1( L( 1(A)))
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or equivalently ( 1(A))  L(A) for all A 2  with 0 < (A) <1, which nish the proof
of the necessary condition with K=L.
Sucient condition:
From Theorem 3:1:1 we know that if the condition (2) satised with K  1 then condition
(1) holds and
I(
Cx
Kkxk )  1K I( Cxkxk )  I( xkxk )  1:
hence kCxk  Kkxk for all 0 6= x 2 L(
) that is condition (3) hold with M=K.
Remark 3.1.1. The sucient condition of theorem 3.1.2 can be proved in two dierent ways,
namely by using simple functions and by the Orlicz interpolation theorem which is saying that
any Orlicz space L(
) is an exact interpolation space between L1(
) and L1(
).
Remark 3.1.2. Condition (2) is sucient for the continuity of any composition operator
from any symmetric space X into it self if X has either the Fatou property or an absolutely
continuous norm, because X is then an interpolation space between L1 and L1.
Remark 3.1.3. If 0 < a  b < 1, then the Orlicz spaces L is equal to L1 with an
equivalent norm. Hence the composition operator C is norm-continuous on L
(
) for every
nonsingular transformation  . However, in order to obtain modular continuity of C which
is stronger than norm continuity, we need the additional assumption (2) on  as shown in
the above theorem.
3.2 Compact Composition Operators in Orlicz space
Theorem 3.2.1. Let  be an Orlicz function and  be a non singular measurable transfor-
mation from 
 to itself. Then the operator C : L
(
) ! L(
) is compact if and only if
for any  > 0, the set N(h; )=fx 2 
 : h(x) > g consist of nitely many atoms.
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Proof. We shall prove it by method of contradiction. Let assume that  > 0 be given, the set
N(h; ) either contains a non-atomic subset or has innitely many atoms. In both cases we
can nd a sequence of pairwise disjoint measurable subsets fAng with 0 < An <1 for every
n. Let dene fn = 
 1( 1
(An)
)An . Then I(fn) =
R


(jfnj)d =
R


( 1( 1
(An)
)An)d =
1,whence fn 2 L(
) and kfnk = 1. So we have
I(fn  ) =
Z


(jfn   j)d
=
Z


h(jfnj)d
=
Z
An
( 1(
1
(An)
)hd
 
Z
An
1
(An)
)d
= 
whence C 2 L(L(
) and kCfnk  . Consiquently we have for m 6= n:
I(Cfm   Cfn) =
Z


(jfm   fnj)hd
=
Z
Am
(jfmj)hd+
Z
An
(jfnj)hd
= I(fm  ) + I(fn  )
 2
Therefore, kCfm Cfnk   for m,n 2 N with m 6= n. This means that fCfng contains
no Cauchy subsequence, that is C (U(L
(
))) is not relatively compact, where U(L(
))
is the unit ball of L(
). Consiquently, the operator C is not compact, and so this is a
contradiction.
Conversely, let  > 0 be given and the set N(h,) consists of nitely many atoms, M 1AC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is a nite rank operator. Since h <  on 
 A, for each f2 L(
) with kfk  1 we have
I(f      1Af  ) = I((1   1A)f  )
=
Z


j(
 A  )f   jd
=
Z

 A
h(jf j)d

Z

 A
(jf j)d
 kfk  :
it follows that
kC  M 1ACk = supkCf    1ACfk   whenever kfk  1:
Thus C is the limit of some nite rank operators and is therefore compact.
Example 3.2.1. Let  be an Orlicz function and let 
 = ( 1; 0] [ N , where N is the
set of natural numbers. Let  be the Lebesque measure on ( 1; 0] and (n) = 1
2n
if n 2
N . Dene  : N ! N as (1) = 2, (2) = (3) = 3,(4) = (5) = (6) = 4 and
(n) = n for n  7, and (x) = 2
3x
, for all x 2 ( 1; 0]. Direct computation shows that
h = 2f2g + 3f3g + 74f4g + 1fn:n7g +
3
2( 1;0]
,and  = 3
2
.So kCke  32 on L(
).
Theorem 3.2.2. Let C 2 B(L(
)). Then C is compact if and only if L( 1) is
nite dimensional for each  > 0, where  = fx : d 1d (x)  g.
Proof. Let f 2 L(
), then we have
kCfk = inff > 0 :
Z
(
jf   j

)d  1g
= inff > 0 :
Z
(
f

)d 1g
= kfk; 1
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Hence C is a compact operator if and only if I : L
(
 1) ! L( 1) is compact
operator if and only if L(
 1) is nite dimensional, where I is the identity operator.
Lemma 3.2.1. If (
;; ) is a non-atomic measure space, then no non zero composition
operator on L(
) is compact.
Lemma 3.2.2. If (
;; ) is a  nite atomic measure space, then C on L(
) is compact
if and only if the set fn :
X
m2 1(an)
(am)  (an)g is a nite, where a1; a2; ::: are the atoms
of the space.
Theorem 3.2.3. Let  be an Orlicz function vanishing only at zero with nite values, that
is a = 0 and b =1. Let  be a measurable nonsingular transformation from 
 into itself
such that (
) = 
. If C is a compact operator from L
 into itself, then the measure  is
purely atomic.
Proof. Let 
 = 
1 [ 
2 where 
1 and 
2 are disjoint, let 
1 is non atomic and 
2 is
purely atomic. Since    1   , then by Radon-Nikodym theorem there exists a function
h locally integrable on 
1 such that    1(A) =
R
A
h(t)d for any A 2  \ 
1. Let dene
A0 = ft 2 
1 : h(t) > 0g. We have to prove that    1(A0) = 0. We shall prove it by
method of contradiction let assume that the statement is not true i.e.    1(A0) > 0, then
there exist a  > 0 such that the set A1 = ft 2 A0 : h(t)  g has positive measure. Let us
take a sequence Bn of pairwise disjoint subsets of \A1 where 0 < (Bn) < 1=2n for n 2 N.
Let us dene
xn = 
 1(1=(Bn))Bn for n > n0
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Thus I = 1 when xn 2  L(
) and kxnk = 1 for n > n0. For m;n > n0 and m 6= n
I(Cxm   Cxn) =
Z


(jCxm(s)  Cxn(s)j)d(s)
=
Z


(jxm((s))  xn((s))j)d(s)
=
Z
(
)
(jxm(t)  xn(t)j)d   1(t)
=
Z


(jxm(t)  xn(t)j)d   1(t)
=
Z


(jxm(t)  xn(t)j)h(t)d(t)
=
Z
Bm
(jxm(t)jh(t)d(t)) +
Z
Bn
(jxn(t)jh(t)d(t))
 1
(Bm)
(Bm) +
1
(Bn)
(Bn) = 2
Hence,kCxm   Cxnk  2 for m;n > n0 and m 6= n. That means fCxng contains no
cauchy subsequence, that means C (B(L
(
))), where B(L(
)) is the unit ball of L(
)
is not compact.Hence C is not compact which is a contradiction. Hence our assumption is
wrong and    1(A0) = 0. This complete the proof.
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