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Abstract
We introduce a class of h-convex functions which generalize convex, s-convex, Godunova–Levin func-
tions and P -functions. Namely, the h-convex function is defined as a non-negative function f :J → R
which satisfies f (αx + (1 − α)y)  h(α)f (x) + h(1 − α)f (y), where h is a non-negative function,
α ∈ (0,1) and x, y ∈ J . Some properties of h-convex functions are discussed. Also, the Schur-type in-
equality is given.
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1. Introduction
Let I be an interval in R. Let us recall definitions of some special classes of functions.
Definition 1. [3] We say that f : I → R is a Godunova–Levin function or that f belongs to the
class Q(I) if f is non-negative and for all x, y ∈ I and α ∈ (0,1) we have
f
(
αx + (1 − α)y) f (x)
α
+ f (y)
1 − α .
The class Q(I) was firstly described in [3] by Godunova and Levin. Some further properties of
it are given in [2,6] and [7, pp. 410–413]. Among others, it is noted that non-negative monotone
and non-negative convex functions belong to this class of functions.
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304 S. Varošanec / J. Math. Anal. Appl. 326 (2007) 303–311Definition 2. [1] Let s be a real number, s ∈ (0,1]. A function f : [0,∞) → [0,∞) is said to be
s-convex (in the second sense), or that f belongs to the class K2s , if
f
(
αx + (1 − α)y) αsf (x) + (1 − α)sf (y)
for all x, y ∈ [0,∞) and α ∈ [0,1].
An s-convex function was introduced in Breckner’s paper [1] and a number of properties and
connections with s-convexity in the first sense are discussed in paper [4]. Of course, s-convexity
means just convexity when s = 1.
Definition 3. [2] We say that f : I → R is a P -function, or that f belongs to the class P(I), if
f is a non-negative function and for all x, y ∈ I , α ∈ [0,1], we have
f
(
αx + (1 − α)y) f (x) + f (y).
For some results about the class P(I) see, e.g., [8,9].
As we can see, definitions of convex, s-convex, P -functions and Godunova–Levin functions
have a similar form: the term on the left-hand side of the inequality is the same in all defini-
tions while the right-hand side of all inequalities has a form h(α)f (x) + h(1 − α)f (y). This
observation leads us to the unified treatment of these several varieties of convexity.
This paper is arranged as follows. In the following section we will introduce new classes
of functions, noted by SX(h, I ) and SV(h, I ), which generalize convex, s-convex functions, P -
functions and Godunova–Levin functions and we will give some examples and properties of these
classes. Section 3 is devoted to h-convex function whose related function h is supermultiplicative
or submultiplicative. We will prove a theorem about composition and will give some inequalities
of Jensen’s type. Also, in that section we will discuss a connection with the Schur inequality.
2. Definition and basic results
In the sequel of the paper, I and J are intervals in R, (0,1) ⊆ J and functions h and f are
real non-negative functions defined on J and I , respectively.
Definition 4. Let h :J → R be a non-negative function, h ≡ 0. We say that f : I → R is an h-
convex function, or that f belongs to the class SX(h, I ), if f is non-negative and for all x, y ∈ I ,
α ∈ (0,1) we have
f
(
αx + (1 − α)y) h(α)f (x) + h(1 − α)f (y). (1)
If inequality (1) is reversed, then f is said to be h-concave, i.e. f ∈ SV(h, I ).
Obviously, if h(α) = α, then all non-negative convex functions belong to SX(h, I ) and all non-
negative concave functions belong to SV(h, I ); if h(α) = 1
α
, then SX(h, I ) = Q(I); if h(α) = 1,
then SX(h, I ) ⊇ P(I); and if h(α) = αs , where s ∈ (0,1), then SX(h, I ) ⊇ K2s .
Remark 5. Let h be a non-negative function such that
h(α) α
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If f is a non-negative convex function on I , then for x, y ∈ I , α ∈ (0,1) we have
f
(
αx + (1 − α)y) αf (x) + (1 − α)f (y) h(α)f (x) + h(1 − α)f (y).
So, f ∈ SX(h, I ). Similarly, if the function h has the property: h(α) α for all α ∈ (0,1), then
any non-negative concave function f belongs to the class SV(h, I ).
Example 6. Let hk , k < 0, be a function defined as in Remark 5 and let the function f be defined
as follows:
f : I = [a, b] →R, f (x) =
{
1, x = a+b2 ,
21−k, x = a+b2 .
Then f is a non-convex function, but it is hk-convex.
Example 7. Let us consider functions f and hk defined as hk(x) = xk , f (x) = xλ, x > 0,
k,λ ∈ R. Due to Remark 5 and researching of the function F(t) = αktλ + (1 − α)k − (αt +
1 − α)λ, t > 0, 0 < α < 1, we conclude the following:
• the function f is hk-convex if
(1) λ ∈ (−∞,0] ∪ [1,∞) and k  1;
(2) λ ∈ (0,1) and k  λ;
• the function f is hk-concave if
(1) λ ∈ (0,1) and k  1;
(2) λ > 1 and k  λ.
Proposition 8. Let h1, h2 be non-negative functions defined on an interval J with property
h2(t) h1(t), t ∈ (0,1).
If f ∈ SX(h2, I ), then f ∈ SX(h1, I ). If f ∈ SV(h1, I ), then f ∈ SV(h2, I ).
Proof. If f ∈ SX(h2, I ), then for any x, y ∈ I and α ∈ (0,1) we have
f
(
αx + (1 − α)y) h2(α)f (x) + h2(1 − α)f (y)
 h1(α)f (x) + h1(1 − α)f (y),
i.e. f ∈ SX(h1, I ). 
Proposition 9. If f,g ∈ SX(h, I ) and λ > 0, then f + g,λf ∈ SX(h, I ). If f,g ∈ SV(h, I ) and
λ > 0, then f + g, λf ∈ SV(h, I ).
Proof is obvious from definition of the classes SX(h, I ) and SV(h, I ).
Proposition 10. Let f and g be a similarly ordered functions on I , i.e.(
f (x) − f (y))(g(x) − g(y)) 0, (2)
for all x, y ∈ I . If f ∈ SX(h1, I ), g ∈ SX(h2, I ) and h(α) + h(1 − α)  c for all α ∈ (0,1),
where h(t) = max{h1(t), h2(t)} and c is a fixed positive number, then the product fg belongs to
SX(ch, I ).
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for all α ∈ (0,1), where h(t) = min{h1(t), h2(t)} and c > 0, then the product fg belongs to
SV(ch, I ).
Proof. From (2) we have
f (x)g(x) + f (y)g(y) f (x)g(y) + f (y)g(x). (3)
Let α and β be positive numbers such that α + β = 1. Then we obtain
fg(αx + βy)

(
h1(α)f (x) + h1(β)f (y)
) · (h2(α)g(x) + h2(β)g(y))
 h(α)2(fg)(x) + h(α)h(β)f (x)g(y) + h(α)h(β)f (y)g(x) + h(β)2(fg)(y)
 h(α)2(fg)(x) + h(α)h(β)f (x)g(x) + h(α)h(β)f (y)g(y) + h(β)2(fg)(y)
= (h(α) + h(β))(h(α)(fg)(x) + h(β)(fg)(y))
 ch(α)(fg)(x) + ch(β)(fg)(y). 
3. On super(sub)multiplicative function h
A function h :J →R is said to be a supermultiplicative function if
h(xy) h(x)h(y) (4)
for all x, y ∈ J .
If inequality (4) is reversed, then h is said to be a submultiplicative function. If the equality
holds in (4), then h is said to be a multiplicative function.
Example 11. Let h be a function defined by h(x) = (c+x)p−1, x  0. If c = 0, then the function
h is multiplicative. If c 1, then for p ∈ (0,1) the function h is supermultiplicative and for p > 1
the function h is submultiplicative.
If h is a supermultiplicative or a submultiplicative function, then some very interesting results
for h-convex functions are arised. For example, in that case we state results for composition and
some inequalities.
Theorem 12. Let I be an interval such that 0 ∈ I .
(a) Let f ∈ SX(h, I ) and f (0) = 0. If the function h is supermultiplicative, then the inequality
f (αx + βy) h(α)f (x) + h(β)f (y) (5)
holds for all x, y ∈ I and all α,β > 0 such that α + β  1.
(b) Let h be a non-negative function with h(α) < 12 for some α ∈ (0, 12 ). If f is a non-negativefunction such that inequality (5) holds for any x, y ∈ I and all α,β > 0 with α +β  1, then
f (0) = 0.
(c) Let f ∈ SV(h, I ) and f (0) = 0. If the function h is submultiplicative, then the inequality
f (αx + βy) h(α)f (x) + h(β)f (y) (6)
holds for all x, y ∈ I and all α,β > 0 with α + β  1.
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f (0) = 0.
Proof. (a) Let α and β be positive numbers such that α + β = γ < 1. Let us define numbers a
and b as follows: a = α
γ
and b = β
γ
. Then a + b = 1 and we have the following:
f (αx + βy) = f (aγ x + bγy) h(a)f (γ x) + h(b)f (γy)
= h(a)f (γ x + (1 − γ ) · 0)+ h(b)f (γy(1 − γ ) · 0)
 h(a)
(
h(γ )f (x) + h(1 − γ )f (0))+ h(b)(h(γ )f (y) + h(1 − γ )f (0))
= h(a)h(γ )f (x) + h(b)h(γ )f (y) h(aγ )f (x) + h(bγ )f (y)
= h(α)f (x) + h(β)f (y),
where we use that f ∈ SX(h, I ), f (0) = 0 and h is supermultiplicative, respectively.
(b) Let us suppose that f (0) = 0, i.e. f (0) > 0. Putting x = y = 0 in (5) we get
f (0) h(α)f (0) + h(β)f (0) for α,β > 0, α + β  1.
Putting α = β , α ∈ (0, 12 ) and dividing by f (0) we obtain 1 2h(α) for all α ∈ (0, 12 ) what is a
contradiction with assumption of theorem. So, it follows that f (0) = 0.
The proofs for cases (c) and (d) are similar to the previous. 
Corollary 13. Let hs(x) = xs , s ∈ R, x ∈ (0,∞). If f ∈ SX(hs, I ) with s > 0, 0 ∈ I , then in-
equality (5) holds for all α,β > 0 with α + β  1 if and only if f (0) = 0. If f ∈ SV(hs, I ) with
s < 0, 0 ∈ I , then inequality (6) holds for all α,β > 0 with α + β  1 if and only if f (0) = 0.
The statement of Corollary 13 for s ∈ (0,1] is given in [4] as Theorem 3(b).
Theorem 14. Let hi :Ji → (0,∞), i = 1,2, h2(J2) ⊆ J1, be functions such that h2(α) +
h2(1 − α)  1 for all α ∈ (0,1) and let f : I1 → [0,∞), g : I2 → [0,∞) be functions with
g(I2) ⊆ I1, 0 ∈ I1 and f (0) = 0.
If h1 is a supermultiplicative function, f ∈ SX(h1, I1), f is increasing (decreasing) and g ∈
SX(h2, I2) (g ∈ SV(h2, I2)), then the composition f ◦ g belongs to SX(h1 ◦ h2, I2).
If h1 is a submultiplicative function, f ∈ SV(h1, I1), f is increasing (decreasing) and g ∈
SV(h2, I2) (g ∈ SX(h2, I2)), then the composition f ◦ g belongs to SV(h1 ◦ h2, I2).
Proof. If g ∈ SX(h2, I2) and f is an increasing function, then we have
(f ◦ g)(αx + (1 − α)y) f (h2(α)g(x) + h2(1 − α)g(y))
for all x, y ∈ I2 and α ∈ (0,1). Using Theorem 12(a), we obtain that
f
(
h2(α)g(x) + h2(1 − α)g(y)
)
 h1
(
h2(α)
)
f
(
g(x)
)+ h1(h2(1 − α))f (g(y))
= (h1 ◦ h2)(α) · (f ◦ g)(x) + (h1 ◦ h2)(1 − α) · (f ◦ g)(y),
which means that f ◦ g belongs to SX(h1 ◦ h2, I2). 
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of f and g but with weaker assumptions on function f .
Theorem 15. Let f : I1 → [0,∞), g : I2 → [0,∞) be functions with g(I2) ⊆ I1. If the function
g is convex (concave) and the function f is increasing (decreasing), f ∈ SX(h, I1), then the
composition f ◦ g belongs to SX(h, I2). If the function g is convex (concave) and the function f
is decreasing (increasing), f ∈ SV(h, I1), then the composition f ◦ g belongs to SV(h, I2).
Proof. Let us suppose that g is a convex function, f is increasing, f ∈ SX(h, I1). Then for
x, y ∈ I2 and α ∈ (0,1) we have
(f ◦ g)((αx + (1 − α)y)) f (αg(x) + (1 − α)g(y))
 h(α)(f ◦ g)(x) + h(1 − α)(f ◦ g)(y). 
Proposition 16. Let h :J →R be a non-negative supermultiplicative function and let f : I →R
be a function such that f ∈ SX(h, I ). Then for x1, x2, x3 ∈ I , x1 < x2 < x3 such that x3 − x1,
x3 − x2, x2 − x1 ∈ J the following inequality holds:
h(x3 − x2)f (x1) − h(x3 − x1)f (x2) + h(x2 − x1)f (x3) 0. (7)
If the function h is submultiplicative and f ∈ SV(h, I ), then inequality (7) is reversed.
Proof. Let f ∈ SX(h, I ) and x1, x2, x3 ∈ I be numbers which satisfy assumptions of the propo-
sition. Then
x3 − x2
x3 − x1 ∈ (0,1) ⊆ J,
x2 − x1
x3 − x1 ∈ (0,1) ⊆ J and
x3 − x2
x3 − x1 +
x2 − x1
x3 − x1 = 1.
Also
h(x3 − x2) = h
(
x3 − x2
x3 − x1 · (x3 − x1)
)
 h
(
x3 − x2
x3 − x1
)
· h(x3 − x1)
and
h(x2 − x1) h
(
x2 − x1
x3 − x1
)
· h(x3 − x1).
Let h(x3 − x1) > 0. Putting in (1): α = x3−x2x3−x1 , x = x1, y = x3 we have x2 = αx + (1 − α)y
and
f (x2) h
(
x3 − x2
x3 − x1
)
f (x1) + h
(
x2 − x1
x3 − x1
)
f (x3)
 h(x3 − x2)
h(x3 − x1)f (x1) +
h(x2 − x1)
h(x3 − x1)f (x3). (8)
Multiplying above inequality with h(x3 − x1) we obtain inequality (7). 
Remark 17. Inequality (7) with h(x) = h−1(x) = 1x was considered in [3]. They obtained the
following result:
If x1, x2, x3 ∈ I = (0,1) and f ∈ Q(I) = SX(h−1, I ), then
f (x1)(x1 − x2)(x1 − x3) + f (x2)(x2 − x1)(x2 − x3)
+ f (x3)(x3 − x1)(x3 − x2) 0 (9)
holds.
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(9) was researched by Wright [10], but only for monotone and convex functions.
Now, using the function h−k(x) = x−k we obtain an inequality of Schur type for h-convex
and h-concave functions.
Corollary 18. If the function f : I = (0,1) → I belongs to the class SX(h−k, I ), then for x1, x2,
x3 ∈ I , x1 < x2 < x3 the following holds:
f (x1)(x2 − x1)k(x3 − x1)k − f (x2)(x2 − x1)k(x3 − x2)k
+ f (x3)(x3 − x1)k(x3 − x2)k  0. (10)
If f ∈ SV(h−k, I ), then inequality (10) is reversed.
If k = 1 and f (x) = xλ, λ ∈ R, then f ∈ SX(h−1, I ) and inequality (10) becomes Schur’s
inequality. If s = −k ∈ (0,1), then inequality (10) is the inequality of Schur type for s-convex
functions. If f is a convex function then inequality (10) holds for any k −1.
The following theorem is the Jensen-type inequality for an h-convex function.
Theorem 19. Let w1, . . . ,wn be positive real numbers (n 2). If h is a non-negative supermul-
tiplicative function and if f ∈ SX(h, I ), x1, . . . , xn ∈ I , then
f
(
1
Wn
n∑
i=1
wixi
)

n∑
i=1
h
(
wi
Wn
)
f (xi), (11)
where Wn =∑ni=1 wi .
If h is submultiplicative and f ∈ SV(h, I ), then inequality (11) is reversed.
Proof. Let us suppose that f ∈ SX(h, I ). If n = 2, then inequality (11) is equivalent to inequality
(1) with α = w1
W2
and 1 − α = w2
W2
. Let us suppose that inequality (11) holds for n − 1. Then for
n-tuples (x1, . . . , xn) and (w1, . . . ,wn) we have
f
(
1
Wn
n∑
i=1
wixi
)
= f
(
wn
Wn
xn +
n−1∑
i=1
wi
Wn
xi
)
= f
(
wn
Wn
xn + Wn−1
Wn
n−1∑
i=1
wi
Wn−1
xi
)
 h
(
wn
Wn
)
f (xn) + h
(
Wn−1
Wn
)
f
(
n−1∑
i=1
wi
Wn−1
xi
)
 h
(
wn
Wn
)
f (xn) + h
(
Wn−1
Wn
) n−1∑
i=1
h
(
wi
Wn−1
)
f (xi)
 h
(
wn
Wn
)
f (xn) +
n−1∑
i=1
h
(
wi
Wn
)
f (xi) =
n∑
i=1
h
(
wi
Wn
)
f (xi). 
Remark 20. If h(α) = α, then inequality (11) is the classical Jensen inequality for convex func-
tion. Corresponding result for Godunova–Levin functions is given in [6], while if h(α) = αs ,
s ∈ (0,1), we get the Jensen-type inequality for s-convex functions which seems to be a new
one.
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Theorem 21. Let w1, . . . ,wn be positive real numbers, and (m,M) ⊆ I . If h : (0,∞) → R is
a non-negative supermultiplicative function and f ∈ SX(h, I ), then for x1, . . . , xn ∈ (m,M) we
have
n∑
i=1
h
(
wi
Wn
)
f (xi) f (m)
n∑
i=1
h
(
wi
Wn
)
h
(
M − xi
M − m
)
+ f (M)
n∑
i=1
h
(
wi
Wn
)
h
(
xi − m
M − m
)
. (12)
If h is a non-negative submultiplicative function and f ∈ SV(h, I ), then inequality (12) is
reversed.
Proof. Putting in (8): x1 = m, x2 = xi , x3 = M we get
f (xi) h
(
M − xi
M − m
)
f (m) + h
(
xi − m
M − m
)
f (M) for i = 1, . . . , n.
Multiplying above inequality with h( wi
Wn
) and adding all inequalities for i = 1, . . . , n we
have (12). 
Let K be a finite non-empty set of positive integers. Let us define the index set function F by
F(K) = h(WK)f
(
1
WK
∑
i∈K
wixi
)
−
∑
i∈K
h(wi)f (xi),
where WK =∑i∈K wi .
Theorem 22. Let h : (0,∞) →R be a non-negative function and let M and K be finite non-empty
sets of positive integers such that M ∩K = ∅. If h is supermultiplicative and function f : I →R
belongs to the class SX(h, I ), then for wi > 0, xi ∈ I (i ∈ M ∪ K) the following inequality:
F(M ∪ K) F(M) + F(K) (13)
is valid.
If h is submultiplicative and f ∈ SV(h, I ), then inequality (13) is reversed.
Proof. Let f ∈ SX(h, I ). Putting in inequality (1):
x = 1
WM
∑
i∈M
wixi, y = 1
WK
∑
i∈K
wixi, α = WM
WM∪K
and 1 − α = WK
WM∪K
we obtain
f
(
1
Wi∈M∪K
∑
M∪K
wixi
)
 h
(
WM
WM∪K
)
f
(
1
WM
∑
i∈M
wixi
)
+ h
(
WK
WM∪K
)
f
(
1
WK
∑
i∈K
wixi
)
.
Multiplying above inequality with h(WM∪K) we have
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(
1
WM∪K
∑
i∈M∪K
wixi
)
 h(WM)f
(
1
WM
∑
i∈M
wixi
)
+ h(WK)f
(
1
WK
∑
i∈K
wixi
)
.
Subtracting
∑
i∈M∪K h(wi)f (xi) from the both sides of the inequality and using the identity∑
i∈M∪K h(wi)f (xi) =
∑
i∈M h(wi)f (xi) +
∑
i∈K h(wi)f (xi) we obtain (13). 
A simple consequence of Theorem 22 is the following result.
Corollary 23. Let h : (0,∞) →R be a non-negative supermultiplicative function. If wi > 0 (i =
1, . . . , n), Mk = {1, . . . , k} then for f ∈ SX(h, I )
F (Mn) F(Mn−1) · · · F(M2) 0 (14)
and
F(Mn) min
1i<jn
{
h(wi + wj)f
(
wixi + wjxj
wi + wj
)
− h(wi)f (xi) − h(wj )f (xj )
}
. (15)
If h is submultiplicative and f ∈ SV(h, I ), then the reverse inequalities in (14) and (15) with
substitution min → max, hold.
Remark 24. If function f is convex (concave), i.e. h(α) = α, results from Theorem 22 and
Corollary 23 are given in [7, p. 7].
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