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ABSTRACT OF THE DISSERTATION
LEVERAGING SYMBIOTIC RELATIONSHIPS FOR EMULATION OF COMPUTER
NETWORKS
by
Miguel A. Erazo
Florida International University, 2013
Miami, Florida
Professor Jason Liu, Major Professor
The lack of analytical models that can accurately describe large-scale networked sys-
tems makes empirical experimentation indispensable for understanding complex behav-
iors. Research on network testbeds for testing network protocols and distributed services,
including physical, emulated, and federated testbeds, has made steady progress. Although
the success of these testbeds is undeniable, they fail to provide: 1) scalability, for han-
dling large-scale networks with hundreds or thousands of hosts and routers organized
in different scenarios, 2) flexibility, for testing new protocols or applications in diverse
settings, and 3) inter-operability, for combining simulated and real network entities in
experiments. This dissertation tackles these issues in three different dimensions.
First, we present SVEET, a system that enables inter-operability between real and
simulated hosts. In order to increase the scalability of networks under study, SVEET
enables time-dilated synchronization between real hosts and the discrete-event simulator.
Realistic TCP congestion control algorithms are implemented in the simulator to allow
seamless interactions between real and simulated hosts. SVEET is validated via extensive
experiments and its capabilities are assessed through case studies involving real applica-
tions.
Second, we present PrimoGENI, a system that allows a distributed discrete-event
simulator, running in real-time, to interact with real network entities in a federated en-
vi
vironment. PrimoGENI greatly enhances the flexibility of network experiments, through
which a great variety of network conditions can be reproduced to examine what-if ques-
tions. Furthermore, PrimoGENI performs resource management functions, on behalf of
the user, for instantiating network experiments on shared infrastructures.
Finally, to further increase the scalability of network testbeds to handle large-scale
high-capacity networks, we present a novel symbiotic simulation approach. We present
SymbioSim, a testbed for large-scale network experimentation where a high-performance
simulation system closely cooperates with an emulation system in a mutually benefi-
cial way. On the one hand, the simulation system benefits from incorporating the traffic
metadata from real applications in the emulation system to reproduce the realistic traffic
conditions. On the other hand, the emulation system benefits from receiving the continu-
ous updates from the simulation system to calibrate the traffic between real applications.
Specific techniques that support the symbiotic approach include: 1) a model downscaling
scheme that can significantly reduce the complexity of the large-scale simulation model,
resulting in an efficient emulation system for modulating the high-capacity network traf-
fic between real applications; 2) a queuing network model for the downscaled emulation
system to accurately represent the network effects of the simulated traffic; and 3) tech-
niques for reducing the synchronization overhead between the simulation and emulation
systems.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Network researchers use three principal methods to evaluate protocols: live experiments,
emulation, and simulation. Live experiments on existing research testbeds, such as Plan-
etLab [PACR02], provide protocol designers with realistic distributed environments and
traffic conditions that resemble the target system on which the protocols are expected to
be deployed. These testbeds, however, do not provide the level of scalability and flexi-
bility (for dynamically changing the network model, and injecting events to change the
course of the experiments), necessary for testing and benchmarking protocols and ap-
plications under diverse network conditions. Alternatively, emulation testbeds, such as
Emulab [WLS+02] and ModelNet [VYW+02], provide an environment where real im-
plementations of the test applications can run directly in a native operating environment
while the systems mimic the network behavior between the application instances. The
capability of the emulation testbeds, however, is constrained by the physical limitations
of the testbeds, such as the scale of the underlying platform, the processing speed, as well
as the bandwidth and latency of the supporting hardware. In contrast, network simulators,
such as ns-2 [BEF+00], SSFNet [CNO99], and GTNetS [Ril03], offer complete control
over the testing environment. In simulation, the network topologies and workloads are
easy to configure, and events can be readily generated to test the protocols under vari-
ous circumstances. Nevertheless, simulation lacks realism. The protocols are not easily
implemented in simulation without significant effort and, above all, simulation models
must be subjected to rigorous verification and validation tests, without which they may
not necessarily reflect the behavior of the real network.
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None of the aforementioned approaches simultaneously achieves large-scale, flexi-
ble, and realistic environments for testing new network protocols and applications. The
importance of the above mentioned qualities for a network testbed is summarized in the
following paragraphs:
• It is common that researchers ignore the possible differences between small-scale
and large-scale networks. They conduct small-scale experiments and then extrap-
olate the results and make inferences regarding the effect and behavior of large-
scale networks. There are cases, however, where large-scale experiments ca-
pable of showing some interesting behavior are indispensable. For example,
scalability is critical for peer-to-peer applications to examine their “network ef-
fect”, where the behavior of one user can be positively affected when another
user joins the network [RFI02, KS94]. Another example is the study of Inter-
net worms, where a large-scale model is needed to show the dynamics of the
worm propagation [LYPN02]. In these cases, experimenters often favor simula-
tion as it can achieve large-scale topologies and the results can be easily repro-
duced [GR05, SHC+04].
• Live and emulation testbeds offer the advantage of providing the experimenters
with the execution environment for applications and protocols under study. For
example, Emulab [WLS+02] provides the user with a set of OS images that can
be selected for a specific host in the experiment. However, the user has access to
only the edge of the network, i.e., the end hosts. Consequently, it is difficult for a
researcher to conduct in-network measurements to gain complete understanding of
the system’s complex behavior. Also, some studies require complex event schedul-
ing under various settings and scenarios [GR05], which would be impossible in live
and emulation networks. In order to address those needs, a highly flexible testbed
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capable of dynamically changing the network model, and injecting events to
change the course of the experiments is needed.
• Most testbeds are closed to inter-operation with other heterogeneous testbeds. How-
ever, inter-operability can bring several advantages, including: 1) it can enlarge the
size of the experiments that a user can instantiate; 2) in case inter-operability with
an end user is enabled, then online monitoring and steering of the network exper-
iments is possible, i.e., insertion of events at run time; and 3) improved perfor-
mance can result from inter-operability [YKKY08]. Consequently, interoperable
testbeds are needed for large-scale, and flexible experiments.
In this sense, a platform capable of performing large-scale experiments over di-
verse network scenarios and network conditions, maintaining accurate representation of
the target applications and network transactions, and supporting high-throughput high-
capacity network traffic is ostensibly missing and much needed by networking research
community.
1.2 Research Approach
The primary goal of this dissertation is to provide large-scale, flexible, and inter-operable
testbeds for network experimentation. We believe that combining a simulation and an
emulation system, and enabling inter-operability with the end user and with the network
entities, yields large-scale and flexible testbeds:
1. The simulation system runs the full-scale network models with detailed network
topology and protocols for a close representation of the global-scale network traffic
behavior. To simulate potentially massive-scale network system, we can adopt par-
allel simulation and advanced traffic modeling techniques. Furthermore, a number
3
of nodes in the simulated network will be selected as emulated hosts to run unmodi-
fied software in a real operating environment with the designated operating system,
network stack, and software tool chain.
2. Flexibility is readily provided by the simulation system. Network topologies, traf-
fic, and protocols under test can be changed easily by providing a new network
model. Furthermore, complex and choreographed network conditions can be con-
figured to commence at any point in the experiment.
3. Allowing inter-operability with an end user can yield increased flexibility since
online monitoring is possible and the user could insert events at run time.
1.3 Main Contributions
We design and implement three frameworks that attempt to meet the goal in different
dimensions. We thoroughly validate our approaches and the performance of the imple-
mentations. We summarize the contributions of this dissertation as follows:
1. Scalable Virtualized Evaluation Environment [ELL09, EL10a]
Small-scale experiments are insufficient for a comprehensive study of new appli-
cation or protocols. We propose an evaluation testbed, called SVEET, on which
real applications or protocols can be accurately evaluated under diverse network
configurations and workloads in large-scale network settings.
• We apply immersive network simulation techniques, which allow the simu-
lated network to interact with real implementations of network applications,
protocols, and services.
• We extend the real-time simulation capabilities of our network simulator such
that the simulation time can be made to advance either in real time or propor-
tional to real time.
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• We use machine virtualization technologies to provide the exact execution
environment of the target system. To enable network experiments with large
capacity links, we apply the technique of time dilation on the virtual machines
and make the discrete-event simulator to synchronize with the time-dilated
virtual machines accordingly.
• We port thirteen TCP congestion control algorithms to our simulator and thor-
oughly test their accuracy and performance against the ns-2 [BEF+00] simu-
lator and also against the Linux real stack.
• We test the accuracy of SVEET comparing its output to that of physical testbeds
achieving great resemblance . Furthermore, we test the performance of SVEET
under time-dilated conditions and achieve an increased scalability in terms of
throughput.
2. Integrating Real-Time Network Simulation and Emulation in Federated Envi-
ronments [EL10b, VVEL11, VVEL12]
Although live and emulation testbeds provide the necessary realism in prototyp-
ing and testing new network designs, simulation is more effective for studying
complex behaviors of large-scale systems, which are both difficult to handle us-
ing realistic settings and intractable to close-form mathematical and analytical so-
lutions. Our system, PrimoGENI, enables real-time network simulation in a fed-
erated environment by extending an existing network simulator to become part of
the GENI [GEN] federation to support large-scale experiments involving physical,
simulated and emulated network entities.
• We design the PrimoGENI system as a layered system in order to insert it into
the GENI federation.
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• We design and implement the communication infrastructure that allows a user
of PrimoGENI to automatically instantiate network experiments in the GENI
federation through an integrated development environment, called Slingshot.
• We validate the accuracy of our testbed, and determine its performance limi-
tations.
• We achieve a flexible emulation infrastructure that allows both remote client
machines and local cluster nodes running virtual machines to seamlessly inter-
operate with the simulated network. We show the results of our preliminary
validation and performance studies to demonstrate the capabilities and limita-
tions of our approach
3. Leveraging Symbiotic Relationship between Simulation and Emulation for Scal-
able Network Experimentation [EL13]
In order to allow high-fidelity high-performance large-scale experiments, we allow
inter-operability between a simulation and an emulation system at metadata level.
We design and implement SymbioSim, a system that leverages the symbiotic, i.e.,
cooperative, relationship between simulation and emulation and, in doing so, is
capable of studying real network applications and protocols under diverse large-
scale network conditions.
• We use the symbiotic approach for network testbed, which consists of two
subsystems: a simulation system that provides flexible models for represent-
ing large-scale network behaviors, and an emulation system that reproduces
the distributed environment for running real applications.
• We propose a model-downscaling technique that can significantly reduce the
complexity of large-scale simulation models, resulting in an efficient emula-
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tion system for modulating the high-capacity network traffic between the real
applications.
• We propose a queuing network model for the downscaled emulation system
to accurately represent the network effects of the simulated traffic.
• We propose techniques for reducing the synchronization overhead between
the simulation and emulation systems, both for updating the global traffic on
the simulated network from real applications, and for calibrating the emula-
tion system and modulating real application’s traffic under simulated network
conditions.
1.4 Outline of the Dissertation
Chapter 2 describes the background and related work. Section 2.1 presents the definition
and classification of symbiotic systems and describes network emulation testbeds based
on symbiosis. Section 2.2 provides a description of the principal methods that can be
used to test new protocols and applications. Finally, current network emulation testbeds
are described in section 2.3.
Chapter 3 presents our approach to reproduce traffic inside the simulation supported
by our realistic TCP implementation. Section 3.2 describes the incorporation of realistic
TCP congestion control algorithms into the simulator. Section 3.3 describes the design,
implementation, and evaluation of our time-dilated network experimentation system.
Chapter 4 presents PrimoGENI, a system that enables real-time network simulation in
a federated environment. Section 4.1 motivates the use of federated systems. Sections 4.2
and 4.3 introduce and describe the architecture of PrimoGENI. Section 4.4 provides the
workflow for a network experiment. The processes necessary to support the PrimoGENI
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functions are described in section 4.5. Validation and performance experiments are de-
tailed in section 4.6.
Chapter 5 describes our symbiotic approach for achieving large-scale testbeds. Sec-
tion 5.1 describes the symbiotic relationship that we propose. Section 5.2 provides a more
in-detail description of SymbioSim’s architecture, main sub-systems, and core techniques
that yield high accuracy. Our novel approach for emulating network paths is described
in section 5.3. Our novel topology downscaling scheme is presented in section 5.4. Sec-
tion 5.5 provides techniques for reducing SymbioSim’s overhead. In section 5.6, the
practical implementations of SymbioSim are described. SymbioSim validation studies
are presented in section 5.7.
Finally, chapter 6 concludes the dissertation and provides direction for future work.
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CHAPTER 2
LITERATURE REVIEW
In this chapter, we describe the most relevant literature. First, we begin describing
symbiotic systems in general; we later provide examples of symbiotic systems used for
network experimentation. Second, we provide a discussion about current network experi-
mentation testbeds. Finally, we describe some existing network emulation techniques that
later serve as baseline for our approaches.
2.1 Symbiotic Systems
2.1.1 Definition and Classification
In Biology, symbiosis is defined as the association between two or more different organ-
isms. Within that context, Lunceford at al. [FLPU02] define a symbiotic system as
“. . . one that interacts with the physical system in a mutually beneficial way. It is highly
adaptive, in that the simulation system not only performs ”what-if” experiments that are
used to control the physical system, but also accepts and responds to data from the physi-
cal system. The physical system benefits from the optimized performance that is obtained
from the analysis of simulation experiments. The simulation system benefits from the con-
tinuous supply of the latest data and the automatic validation of its simulation outputs.
Such a definition implies continuous execution of the simulation and real time interaction
with the physical system.”.
Aydt et al. [ATCL08] state that the above definition of symbiotic systems is narrow
since it only refers to mutualism. In mutualism, all entities involved in the symbiosis
benefit from each other, which is is implied in the previous definition. They defined
symbiotic a simulation system as “. . . A close association between a simulation system
and a physical system, which is beneficial to at least one of them.”.
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From the above definitions, it is clear how different symbiotic simulation systems are
from classical discrete-event simulations. In classical simulations, there is no feedback
control loop so the user has to input all parameters, trusting his intuition, and then run the
simulation from beginning to end with no changes being possible to the network model
at runtime. Two different types of symbiotic systems were identified in [ATCL08], which
we describe in the following paragraphs.
Closed-loop symbiotic simulation systems are those where a control feedback is cre-
ated to the physical system which affects it. In these systems, the simulator carries out
what-if experiments in particular scenarios and performs decisions based on the results
obtained. This subsystem is called symbiotic simulation decision support system (SS-
DSS). An external subsystem called symbiotic simulation control system (SSCS) is capa-
ble of implementing the decisions made by the SSDSS using actuators. The schematic
view of these kind of systems is shown in Fig. 2.1.
In open-loop symbiotic simulation systems, no feedback is created to the physical
system. Three types of systems can be categorized as belonging to this category: symbi-
otic simulation forecasting system (SSFS), symbiotic simulation model validation system
(SSMVS), and symbiotic simulation anomaly detection system (SSADS). SSFS sytems
predict future states of the physical system but do not interpret results in order to draw
conclusions. SSMVS systems aim to determine a model which describes the behavior
of the physical system subject to measurement. Finally, SSADS systems are used to de-
tect anomalies either in the underlying simulation model or the physical system. These
systems are depicted in Fig.2.2.
2.1.2 Existing Symbiotic Approaches for Computer Network Emulation
An earlier system, ROSENET [Gu07], implemented a close cooperation between an em-
ulation system and a simulator. Gu et al. aimed to achieve scalability, accuracy, and
10
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timeliness for simulation and emulation of computer systems by overcoming the disad-
vantages they identified in existing approaches for both clustered emulation systems and
software emulation systems. For clustered-based emulation systems, e.g., Emulab, they
identified the following limitations (we only list the most relevant):
1. Scalability. Cluster-based emulators are limited by the number of physical nodes
in the cluster.
2. Limited physical bandwidth inside the cluster. This limits the total number of nodes
supported in a simulation.
3. Background traffic generation. Systems either generate synthetic traffic that is not
responsive or imitate the effects of cross-traffic on the link.
4. Accuracy. Simplified network models are often used in emulation clusters trading
accuracy for increased scalability.
For software-based emulators, e.g. PRIME [Liu], ns-2 [BEF+00], the following limi-
tations were also identified (again, we only list the most relevant):
1. Scalability. The network topology of the parallel simulation based emulators is
small.
2. Timeliness. To achieve timeliness, many simulators have to keep the network model
small so that is executes faster than real time.
3. Accessibility. The infrastructure needed to run parallel simulations may not be
locally available.
In ROSENET, close cooperation exists between a simulator and an emulation system.
The simulator can run on a different physical location than the emulator and Gu et al.
claim they can still provide accuracy, scale, and timeliness. The simulator continuously
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updates the model provided to the emulator, i.e., delay, jitter, and packet loss, so that the
environment where real applications run is close to that expected according to the network
model provided. In a symbiotic context, the emulated system benefits from the Low
Fidelity Model provided by the simulator that calibrates the emulated system, realized
by the use of Dummynet [Riz97]. At the same time, the simulator benefits from Traffic
Summary Model provided by the emulated system, which is fed into the simulation. The
ROSENET approach is shown in Fig.2.3.
ROSENET is based on the findings that the Internet traffic exhibits a constancy in
timescales of minutes [ZD01]. This allows that a network model characterize the traffic
dynamics between a time interval without loosing too much accuracy. The low fidelity
model is sent at the end of each internal if it is detected that it is statiscally different from
the previous one.
Gu et al. claim ROSENET achieves accessibility, since real world applications can
run locally while the simulator can run on remote high performance facilities. Allowing
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users to run arbitrary network topologies and traffic loads is that ROSENET provides
flexibility. Scalability, accuracy, and timeliness are claimed to be achieved through the
use of a high-fidelity simulator.
2.2 Network Experimentation Testbeds
2.2.1 Simulation Testbeds
Three principal methods are used to test the new applications and protocols: simulation,
live experiments, and emulation. Federated approaches such as GENI [GEN], put together
all these technologies in a single experimentation platform.
Discrete-event network simulators, such as ns-2 [BEF+00], SSFNet [CNO99], and
GTNetS [Ril03], offer complete control over the testing environment. In simulation, the
network models: topology, traffic and protocols are easy to configure, and events can be
readily generated to test the protocols under various circumstances.
2.2.2 Emulation Testbeds
Emulation of computer networks can be considered as a middle ground approach between
simulation and live networks(described later). Emulation subjects real applications, and
protocols stacks to controllable and synthetic network topologies. In this section we de-
scribe the most salient emulation approaches.
ModelNet [VYW+02] is an emulation facility where unmodified applications run on
edge nodes. Core nodes emulate the target topology and route applications’ traffic. Unlike
other emulation testbeds, ModelNet targets the emulation of large-scale topologies. To
that end, core nodes route packets through queues and links (pipes), which never copy data
since packets are passed by reference. Shortest-path routes are pre-computed between
each virtual edge node (VN). On entering the core network, ModelNet computes the
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set of routes that each packet has to traverse according to the source and destination of
the packet. To achieve even larger experiments, ModelNet trades increased scalability
for accuracy by 1) removing all interior nodes in the network, i.e., collapsing each path
into a single pipe (Distillation), 2) increasing VN multiplexing into physical nodes and
managing concurrency efficiently, 3) directly inserting dummy packets into the emulated
topology instead of running edge applications to generate background traffic.
Often cataloged as an emulation approach, Emulab [WLS+02], an evolution of Netbed[WGN+02],
is a software system composed of local (emulated) and geographically distributed nodes
(wan) nodes. Virtual network topologies, specified with an ns-2 [BEF+00] script, are re-
alized automatically using a subset of available nodes and are largely independent of their
physical realization. The mechanism is simple: local nodes act as either hosts, routers,
or wide-area links (using Dummynet) interconnected by switches which provide isolation
and allow realization of arbitrary topologies. Simulated nodes, links, and traffic interact
with real applications using ns-2’s emulation facility called nse.
2.2.3 Live Experimentation
Different from emulation testbeds, whose main objective is to provide a controlled and
flexible environment for network experimentation, live networks emerged later as a new
class of environments to evaluate emerging applications. A salient example of these kind
of testbeds is PlanetLab [PACR02].
PlanetLab aims to promote the introduction of disruptive technologies into the Inter-
net through the use of overlay networks, i.e., networks built on top of another network.
Its design principles are the following: 1) slice-ability: services should be able to run
continuously in a slice; 2) distributed control over resources; 3) unbundled management;
and 4) application-centric interfaces. In order to achieve slice-ability, each node has a
virtual machine monitor (VMM) to allocate a slice of resources to an overlay network.
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Distributed control means that even though a central authority provides credentials to
researchers to create slices, each node may deny or accept such request based on lo-
cal policy. Largely independent sub-services compose the testbed management. Finally,
overlays support an existing and widely adopted programming interface.
2.2.4 Federated Approaches
GENI [GEN] is a set of network research infrastructure, which aims to be presented as
a single collaborative and exploratory platform for implementing and testing new net-
work designs and technologies. GENI is built on four premises: i) programmability:
researchers shall be able to upload and execute software on GENI nodes deep inside the
network hierarchy; ii) resource sharing: GENI shall be shared among multiple users and
their experiments, possibly through virtualization; iii) federation: GENI shall support in-
teroperability among various types of resources provided by different organizations; and
iv) slice-based experimentation: each user shall be provided with a slice, i.e., a subset of
resources of the GENI infrastructure, and network experiments shall be conducted inde-
pendently on reserved resources within slices. The current GENI design consists of three
main types of entities: clearinghouses, aggregates, and principals. A clearinghouse is
the central location for management of GENI resources for experimenters and adminis-
trators. Specifically, it provides registry services for principals, slices and aggregates, and
authentication services for accessing the resources. An aggregate represents a group of
components encapsulating the GENI sharable resources (including computation, commu-
nication, measurement, and storage). When an experimenter from a research organization
(i.e., a principal) decides to conduct a GENI experiment, she will negotiate with the clear-
inghouse and the associated aggregate managers through an elaborate resource discovery
and allocation process. In response to the experimenter’s request, each participating ag-
gregate will provide a set of requested resources, which are called slivers. Jointly, these
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slivers form a slice, which is the environment where the experimenter conducts experi-
ments, with the help of GENI experiment support services.
Conceived as a GENI Control Framework project, ProtoGENI [PRO] aims to integrate
network systems that provide GENI key functionality. Although it initially relied heavily
on Emulab infrastructure, it provides its own API to instantiate experiments (slices) within
it. Our project, PrimoGENI [VVEL12] [VVEL11] [EL10b] uses the ProtoGENI control
framework to manage, control and access the underlying resources.
2.3 Network Emulation Techniques
2.3.1 Topology Downscaling
Topological downscaling is based in the intuition that only bottleneck links are the ones
that introduce sizeable queuing delay and packet loss, while uncongested links may in
some sense be transparent to the packets that traverse them. Then, if that is true, it may be
possible to construct a smaller replica of the original including only congested links. In
this sense, it may be possible that some flows that share some links in the original do not
do so in the replica. This phenomena poses the question whether the replica captures all
the correlations among flows. However, earlier studies concluded that only the congested
links along the path of each flow introduce dependencies among flows and sizeable queu-
ing delays [BTI+02] [FML+03] [PMF+02] [FTD03]. Furthermore, in recent years it has
been shown that links with capacities large enough to carry many flows without getting
congested, are in a sense, transparent to the flows that pass across them [Eun03].
Supported by the findings listed above, is that Papadopoulos [PPG06] et al. proposed
a performance preserving topological downscaling approach. In that work, they define a
bottleneck link as that which changes the arrival process of the packets that traverse them.
On the contrary, an uncongested link introduces no packet loss and its average queuing
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delay is much smaller than the end-to-end queuing delay, mainly due to propagation delay.
It is the objective of the authors that this downscaled topology enables researchers to
study the behavior of new applications in a smaller replica that preserves most important
sizeable characteristics of the original.
The two methods proposed by Papadopoulos et al. operate on any given topology with
known traffic. The first one, DSCALEd, accounts for the missing links by adding fixed
delays to packets, while the second method, DSCALEs does so by adjusting the capacities
and propagation delays of the replica. In the following paragraphs we summarize both
proposed methods.
DSCALEd is the method proposed to downscale a network topology by retaining
only the congested links. In this way, only those flows that traverse congested links are
preserved in the replica while the others are ignored. Fixed delays are added to all flows
in the replica, if necessary, so that the end-to-end delay for all of them is the same as in
the original network. To illustrate their method, let’s use Fig. 2.4. In Fig. 2.4(i), the link
R1−R2 is the uncongested link and as such it is not preserved in the downscaled topology
shown in Fig. 2.4(ii). Consequently, the set of flows contained in grp2 is ignored in the
replica. However, by ignoring the link R1−R2, the end-to-end delay for flows in grp1
is being altered in the replica so a fixed delay is added to them equal to the propagation
delay (P1) plus the transmission delay (packetSize(grp1)/C1).
DSCALEs is method which is aims to create a slower replica of the original one.
Again, only the congested links are preserved together with the flows that traverse them.
This method is based on a downscaling law: If network flows are sampled with some
factor and fed into a network replica whose link speeds are multiplied by and propagation
delays by , then performance extrapolation is possible. However, it is based on two
assumptions: 1) Packet arrivals must be Poisson, and 2) End-to-end queuing delays are
small in comparison to total end-to-end delays.
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2.3.2 Emulation of Internet Paths
Network emulators subject real applications to previously configured network conditions.
They work by forwarding packets from applications under test through a set of queues
that approximate the behavior of router queues. Salient network emulators include Dum-
mynet [Riz97], ModelNet [VYW+02], NIST Net [CS03], and Emulab[WLS+02]. These
emulators focus on emulating a link with all detail. However, most applications are con-
cerned with the end-to-end characteristics of the path and not with faithfully emulating
every link. These fact poses a need for a path emulator.
An approach to construct a path emulator is to have sequence of the above listed
emulators so that each instance will emulate a link within a path. However, if the objective
is to recreate Internet paths from the end-points, i.e., the hosts, obtaining the complete
topology with bandwidths, delays, and queue sizes is very difficult if not impossible.
Another alternative is to approximate the path as a single link with a given packet loss
and delay. A salient survey [VV08], points out that many papers published in top venues
[BPS06], [BBSW05], [GSS06], [PAK07], [TKAP06], use the approach of approximating
a path with a single link. However, as pointed out in [SDRL09], this fails even the simplest
tests. This is due to the fact that emulators model link capacity and not availability of
bandwidth. Furthermore, this approach does not model interaction between flows, e.g.,
shared bottlenecks, and reactivity of background flows.
Sanaga et al. in [SDRL09], identified four basic principles for emulating Internet
paths:
1. Model capacity and available bandwidth separately. It is not sufficient that emu-
lators model capacity, also the available bandwidth (that will ultimately decide the
data transfer rate) must be modeled and both must be modeled separately.
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2. Pick appropriate queue sizes. From the end hosts, they propose mechanism to find
the upper and lower bounds for queue sizes.
3. Model the reactivity of background flows. The reactivity of background flows is
modeled as a function of the offered load, i.e., the foreground traffic.
4. Model shared bottlenecks. When modeling a set of paths from the end-hosts, it may
be the case that these paths share bottleneck links. This effect must be modeled
since it will affect the properties of the network seen by end hosts.
With the aforementioned four principles, Sanaga et al. [SDRL09] have five input pa-
rameters to their model that aims to model Internet paths:
1. Base RTT. This is propagation time that a packet would experiment from the source
to the destination and back (approximated by the minimum observed RTT). The
total RTT is given by the the base RTT plus the maximum delay that can be intro-
duced by the queues in the bottleneck links:
RT Tmax = RT Tbase +
q f
C f
+
qr
Cr
(2.1)
In Eq. 2.1, q f and qr are the queue size in the forward and reverse direction re-
spectively. C f and Cr are the capacities (bandwidth) in the forward and reverse
direction.
2. Capacity and available bandwidth (ABW). From the end-hosts, the available band-
width is visible and not capacity. However, if we use the available bandwidth in-
stead of the capacity, the estimated total RTT may be much higher than the real one.
Consequently they propose to model both parameters separately. In this way, if it is
the objective to model a path with C ≥ ABW , there must be background flows that
partially fill the bottleneck link so that only the ABW is available to foreground
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flows. They propose not to model background flows in detail, but instead focus on
its rate and reactivity.
3. Queue size. Again, from the endpoints it is very difficult to get the queue size at
the bottleneck links. Instead, they propose to compute lower and upper bounds for
the queue sizes at the bottleneck links. They model the queue size in terms of size
and time, i.e., the maximum queueing delay they may introduce. The lower bound
is given under the assumption that a router queue should be able to enable that all
flows that traverse it achieve the ABW[Kes04]. In consequence, the lower bound
for the queues is given by:
q > ∑
f εF
min(w f ,wmax) (2.2)
In Eq. 2.2, w f is the window size of a TCP flow f , roughly equal to the bandwidth-
delay product (BDP). The maximum RTT that can be tolerated by a TCP flow
before it is limited by itself, i.e., its congestion window, is given by [PFTK00]:
RT Tmax =
wmax
ABW
(2.3)
In steady state, Reno flows tend to reach a state in which the bottleneck queues are
nearly full [PFTK00]. In consequence, those flows will experience a RTT near that
given by Eq. 2.1 and for the emulation to be correct the RTT must be less than or
equal to the maximum. Also setting the capacities to be the same in both directions
we get:
q f +qr <=C ∗ ( wmaxABWf −RT Tbase) (2.4)
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After all this considerations, the bottleneck is modeled with a queue that is within the
lower and the upper bound which drains at a fixed rate in presence of constant bit-rate
cross-traffic. In this way, the draining rate of the queue is the capacity and the difference
between the capacity and the injection rate of cross traffic is the available bandwidth.
Also, shared bottlenecks are modeled by first detecting them [KKS+04], to then make that
paths that share bottlenecks share the same bandwidth queue in the emulated topology.
Finally, the reactivity of background traffic is modeled by finding analytical expressions
for the available bandwidth (ABW) as a function of the offered load.
2.3.3 Network Traffic Generation
Traffic generation is important in several scenarios, including: queue management stud-
ies [LAJS03], capacity planning [MTS+02], bandwidth estimation tools, network emula-
tion [WLS+02][WGN+02][VYW+02], and network simulation [BEF+00].
A salient example of a traffic generator is Harpoon [SB04]. Harpoon is a traffic gen-
erator capable of recreating IP traffic flows, i.e., an IP/port pair using a specific transport
protocol (TCP/UDP). Harpoon models background traffic starting with measured distri-
butions of flow behavior on a target link. Harpoon is designed to match distributions from
the underlying trace at a coarse granularity (minutes) and thus does not either extract or
playback network characteristics. Harpoon has two components: client threads that make
file transfer requests and server threads that transfer the requested files using either TCP
or UDP.
Swing [VV09] is a traffic generator that aims at generating realistic traces that accu-
rately represent the following charactestics of the original traffic: 1) packet interarrival
rate and burstiness, 2) packet size distribution, 3) flow characteristics, and 4) destination
IP address and port distributions. Venkatesh [VV09] et al. defined an structural model to
capture interactions across multiple layers of the protocol stack. They divided the param-
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eter space in four categories: 1) users, 2) sessions (network activity to carry out some high
level task), 3) connections, and 4) network characteristics. Compared to Harpoon [SB04],
Swing considers the characteristics of individual applications, thus enabling them to vary
the mix of, for example, HTTP versus P2P traffic; thus providing more flexibility.
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CHAPTER 3
ON ENABLING TRAFFIC REPRODUCTION IN SIMULATION
In this chapter, we present our performance evaluation testbed, on which real appli-
cations can be accurately evaluated under diverse network configurations and workloads
in large-scale network settings. This testbed combines real-time simulation, emulation,
machine and time virtualization techniques. We validate the testbed via extensive experi-
ments and assess its capabilities through case studies involving real web services.
3.1 PRIME’s OpenVPN-Based Emulation Infrastructure
The PRIME’s [Liu] OpenVPN [OPEa]-based emulation infrastructure forwards the pack-
ets to the PRIME network simulator. From the simulator’s point view, these packets seem
to have been generated directly by the corresponding end-hosts on the virtual network,
i.e., the topology being exercised. This emulation infrastructure is built upon OpenVPN,
which has been customized to tunnel traffic between the virtual machines and the network
simulator [LMVH07a].
Fig. 3.1 illustrates an example of the emulation infrastructure connecting the PRIME
network simulator with two virtual machines—one running a web server sending HTTP
traffic to the other virtual machine running a web client. To set up the experiment, the two
virtual machines need to first establish separate VPN connections with a designated VPN
server, which we call the emulation gateway. OpenVPN is an open-source VPN solution
that uses TUN/TAP devices. The OpenVPN client on each virtual machine creates a
virtual network interface (i.e., the tun0 device), which is assigned with the same IP
address as that of the corresponding end-host on the virtual network. The forwarding
table of each virtual machine is automatically configured to forward traffic destined to the
virtual network IP space via the VPN connection. In this case, data generated by the web
server will be sent down to tun0 via the TCP/IP stack and then given to the OpenVPN
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Figure 3.1: PRIME emulation infrastructure.
client. The OpenVPN client uses IP over UDP to transport packets to the OpenVPN server
at the emulation gateway. Upon receiving the packets, the emulation gateway forwards
the packets via a dedicated TCP connection to the simulator.
The reader thread at the simulator side receives the packets from the emulation gate-
way and then generates simulation events representing the packets sent from the corre-
sponding end-hosts on the virtual network. PRIME simulates the network transactions
as the packets being forwarded on the virtual network. Upon reaching their destinations,
the packets are exported from the simulator and the writer thread sends the packets to
the emulation gateway via another dedicated TCP connection. The OpenVPN server at
the emulation gateway subsequently forwards the packets to the corresponding emulated
hosts via the VPN connections. The OpenVPN client at the target virtual machine receives
the packets and then writes them out to tun0. The web client receives these packets as if
they arrived directly from a physical network.
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3.2 Incorporating Linux TCP Algorithms
Simulation does not produce realistic results if the protocols used are partially imple-
mented and thus do not behave as real ones. With the purpose of increasing our sim-
ulator’s ability to produce realistic results, we port real Linux TCP algorithms into our
simulator, PRIME [Liu]. We perform this task in two steps: in the first one we port the
ns-2[BEF+00] implementation to PRIME; in the second step, we preserve the original al-
gorithms but augment the code in order to enable seamless communication between real
and simulated hosts. We detail the implementation of TCP in the following paragraphs.
We follow the same design principle as that detailed in [WC06] for porting Linux
TCP variants to PRIME. In fact, we reuse as many data structures as possible from the
Linux TCP port to ns-2. The code structure is shown in Fig. 3.2. In PRIME, TCP pro-
tocols on each simulated host are organized as a list of protocol sessions, each repre-
sented as a ProtocolSession object. We created a protocol session that we called
LinuxTcpMaster, to manage all active Linux TCP connections, and another protocol
session called LinuxTcpSimpleSocket, to support a simple interface for applica-
tions to send or receive data over Linux TCP. Consequently, both are derived from the
ProtocolSession class. A TCP connection is structured in the same fashion as in ns-
2: we use LinuxTcpAgent to represent the TCP sender-side logic and SinkTcpAgent
to represent the receiver-side logic. In this way, we achieve maximum reuse of the ex-
isting code from the Linux TCP implementation in ns-2. The congestion control mecha-
nisms of the TCP variants are transplanted directly from the Linux TCP implementation.
ns-linux-util is a set of facilities created by the ns-2 port as an interface between
the Linux TCP functions and the ns-2 simulator.
We validate our implementation by performing a set of tests which are described in
the following subsections.
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Figure 3.2: Linux TCP class structure
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Figure 3.3: Simple topology for baseline validation
3.2.1 TCP Congestion Window Trajectories
Our first set of experiments aims to provide the baseline comparison between pure sim-
ulation results produced by PRIME, ns-2 (whose TCP implementation had already been
benchmarked using a Dummynet [Riz97] testbed [WC06]), and those obtained from run-
ning PRIME with emulated hosts, i.e., hosts running on their real environment. We use a
simple network with two end-hosts connected by two routers, as shown in Fig. 3.3, which
is similar to the one used in a previous study [WC06]. The connection between the two
routers forms a bottleneck link, configured with 10 Mb/s bandwidth and 64 ms delay. The
network interfaces at both ends of the bottleneck link each has a drop-tail queue with a
buffer size of around 66 KB (about 50 packets). The links connecting the routers and the
end-hosts each has 1 Gb/s bandwidth and zero delay, respectively.
We conducted three tests for each TCP variant: the first with the ns-2 simulator, the
second with the PRIME simulator (with emulation disabled), and the third with PRIME
with emulation enabled (we call this system SVEET). Emulation was conducted on the
same platform as was used in the experiments in the previous section. Both end-hosts
were emulated in separate Xen [BDF+03] domains (i.e., virtual machines) located on the
same physical machine. Both PRIME and the simulation gateway were run on another
machine, and the two machines are connected through a gigabit switch.
During each test, we directed one TCP flow from one end-host (H1 to the other H2)
and measured the changes in the TCP congestion window size over time at the sender
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(H1). For both ns-2 and PRIME, we used a script to analyze the trace output from the
simulators; for PRIME with emulation enabled, we used Web100 [WEB] to collect the
congestion window size at the virtual machines. Fig. 3.4 shows the results. The results
from ns-2 and PRIME match well, with only small differences that can be attributed
to the differences between the two simulators in the calculation of transmission delays
as packets traversing the routers. PRIME running with emulated hosts produced results
similar to those from the simulators; the differences are typically more pronounced at the
beginning of the data transfer; which resulted in a slight phase shift in the congestion
window trajectory onward. One of the reasons for this small difference is the initial RTTs
measured in each environment, which is slightly different on emulation mainly due to
the emulation and virtualization infrastructure. However small, this difference causes
VEGAS to behave differently on each trial, as its congestion avoidance mechanism relies
very much on the initial RTTs. In Fig. 3.4, we show 10 separate congestion window
trajectories for VEGAS predicted by emulation and compare them against the results
from PRIME and ns-2. In any case, the results from these tests show conclusively that
PRIME running on emulated environments can accurately represent the behavior of the
TCP variants.
3.2.2 Throughput Versus Packet Loss
We use a second set of experiments to study the accuracy of our implementation in terms
of delivered throughput. In these experiments, we reuse the same network scenario as
in the previous set of experiments. The bandwidth of the bottleneck link is set to 10
Mbps. Random packet drops according to a specified probability are applied. We variy the
packet drop probability between 10−6 and 10−1, and measured the aggregate throughput
of downloading a large data file over TCP for 100 seconds.
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Figure 3.4: Congestion window trajectories of Linux TCP variants
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Fig. 3.5 shows the results both from PRIME, without emulation enabled, and PRIME
with emulation for three TCP variants: TCP Reno, CUBIC, and Scalable TCP, which
were selected for their drastically different congestion control behaviors. In all cases,
very similar results were produced by both platforms.
3.2.3 Recreating TCP Formats and Packet Exchanges
The results obtained so far show conclusively that our implementation of TCP behaves as
the real ones available in Linux. However, this still fails to achieve seamless communica-
tion between emulated and simulated hosts because it was designed for simulation only
and many of its features do not resemble that of real TCP:
• The packet header of TCP packets exchanged between simulated hosts using our
implementation is much simplified and does not include all fields, e.g., options.
Even worse, some simulator-specific fields are included in the packet.
• Sequence and acknowledgment numbers are packet-wise and not byte-wise.
• The sender and receiver windows are just integer variables but in a real implemen-
tation these are complex data structures.
• No state machine is included in the first implementation and therefore no handshake
is being performed between end-hosts. The sender just starts to send packets to the
intended receiver assuming that the connection has already beeen established and
the receiver acknowledges the packets as soon as it gets them. Also, no host can
stop or cancel a TCP session in presence of specific circumstances.
• No real payload is carried between end-hosts. A fake packet size number is included
in the header to cheat the simulator and emulate the intended size.
In order to fix this issue, we augment the first implementation source code signifi-
cantly [ELL09]. The class diagram is shown in 3.6.
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Figure 3.5: Throughput achieved under random packet loss
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Figure 3.6: Class diagram for augmented TCP
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In this new implementation, we performed some fundamental changes:
• To enable bi-directional communication, the old receiver part (that takes care of
acknowledging the data packets) is now merged with the sender one. In this way,
there is no distinction between sender and receiver.
• TCP’s state machine was fully implemented.
• TCPSndWnd and TCPSndWnd are complex data structures that buffer real data.
We validate our extension work in [VVEL11].
3.3 SVEET
In this section, we present SVEET [ELL09], a performance evaluation testbed based on
PRIME’s OpenVPN emulation infrastructure, where real implementations of applications
and protocols can be accurately evaluated under diverse network configurations and work-
loads from real applications in large-scale network settings enabled by the use of time
dilation. SVEET uses our Linux TCP implementation and is used to conduct validation
and testing.
3.3.1 Design Guidelines
We conceived SVEET to meet with the following characteristics:
• It must be able to generate reproducible results. Reproducibility is essential for
protocol development; the users should be able to use the testbed and follow a set
of procedures for regression testing, documenting, and benchmarking.
• It must be able to accommodate a diverse set of networking scenarios, ranging from
small-scale topologies to large-scale configurations. Not only should the researcher
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be able to use the testbed for inspecting the details of the protocol behavior in small,
tightly controlled, choreographic conditions, but also be able to perform studies to
assess large-scale impact, e.g., how much a TCP variant can affect and be affected
by other network traffic in realistic large-scale network settings.
• It must be able to incorporate existing protocol implementations in real systems
rather than develop its own version simply for testing purposes. The protocol de-
velopment process is complicated and error-prone. Furthermore, maintaining a sep-
arate code base entails costly procedures for verification and validation.
3.3.2 Architecture
Fig. 3.7 provides a schematic view of the SVEET architecture. Distributed applications
are executed directly on end-hosts configured as separate virtual machines (e.g., VM1
and VM2) with their own network stacks. We call these end-hosts emulated hosts. Traffic
generated by the applications on these emulated hosts (emulated traffic) is captured by
the virtual network interfaces (NICs), which forward the packets to the PRIME network
simulator via the emulation infrastructure provided by PRIME. Once inside the network
simulator, these packets are treated simply as simulation events. PRIME simulates packet
forwarding according to the virtual network condition regardless whether the packets are
simulated or emulated packets. If the packets reach a destination node that has been emu-
lated, they are exported to the corresponding emulated host, again via PRIME’s emulation
infrastructure. The packets arrive at the virtual network interfaces of the emulated host as
if received from a real network. In the following subsections, we present more details on
the components of SVEET.
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Figure 3.7: SVEET Architecture
3.3.3 Time Dilation
In order to test real applications running on virtual machines, plentiful bandwidth must
be supported in the test network topology. There are two issues that could limit SVEET’s
capabilities of conducting experiments involving high-throughput network connections.
First, high-bandwidth links transmit more packets per unit of time than slower links,
which means more simulation events need to be processed in the network simulator and
thus require more execution time. Second, high-capability links may cause more traffic to
go through the emulation infrastructure situated between the virtual machines that gener-
ate the traffic and the network simulator that carries the traffic. The available bandwidth
depends on the underlying network fabric, which could be substantially smaller than the
bandwidth used in the test scenarios. In both cases, slowing down the progression of time
both in the network simulator and the virtual machines enlarges the available bandwidth
and the number of events that the simulator can process in a dilated second in order to
satisfy the computation and communication demands of the test scenarios.
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We adopt the time dilation technique by Gupta et al. in [GYM+06]. This technology
can uniformly slow the passage of time from the perspective of the guest operating system
(XenoLinux). Time dilation can scale up the perceived I/O rate as well as the perceived
processing power on the virtual machines. The ratio of the rate at which time passes in the
physical world over the operating system’s perception of time is called the time dilation
factor (TDF). In Fig. 3.8, it is shown one system working on real-time on the left and
another system working with TDF of 2, on the right. Each OS receives external events
such as timer and device interrupts. Timer interrupts update the operating systems notion
of time; in the system shown on the right, time dilation halves the frequency of delivered
timer interrupts. Consequently, the dilated system appears to get network events at a
higher rate that the one working on real-time.
Xen [BDF+03] is chosen as the virtualization technique for our implementation. Xen
is a high-performance open-source virtual machine solution. On most machines, Xen
uses a technique called para-virtualization to achieve high performance by modifying
the guest operating systems to obtain certain architectural features not provided by the
host machines to support virtualization. SVEET currently supports Linux (a.k.a. Xeno-
Linux under Xen) as the guest operating system. Specifically, SVEET was developed on
Xen 3.0.4 and Linux kernel 2.6.16.33. This Linux kernel comes with all the TCP vari-
ants we want to include in our experiments. We also equipped the Linux kernel with
Web100 [WEB], so that researchers can easily monitor and change TCP variables during
the experiments.
In order to dilate the whole system, we set the TDF to be the same for all virtual
machines and the network simulator at the start of the experiment in accordance with the
maximum projected simulation event processing rate and emulation throughput.
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Figure 3.8: Comparison of a system operating in real-time (left) and a system running
with a TDF of 2 (right).
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3.3.4 Validation of Accuracy
This section is devoted to evaluate the accuracy of SVEET by examining the fairness
between homogeneous TCP flows (i.e., using the same TCP variant). In order to further
establish the accuracy of SVEET under time dilation, we perform this experiments using
a TDF of 10. To that end, we create a dumbbell topology (similar to the one used in a
recent TCP performance study by Li et al. [LLS07]) by adding another pair of end-hosts
and attaching them separately to the two routers in our simple network model. We set the
bandwidth of the bottleneck link to be 100 Mb/s and the delay to be 50 ms. At the start
of each experiment, we select one of the end-hosts on the left to send data over TCP to
one of the end-hosts on the right across the bottleneck link. After 50 seconds, the other
end-host on the left establishes a separate TCP flow with the other end-host on the right.
In this setting, all end-hosts are emulated and we set the TDF of the virtual machines and
the simulator both to be 10. We measure the changes to the congestion window size over
time at the senders of both flows.
Fig. 3.9 compares the results from SVEET and PRIME for TCP Reno, CUBIC, and
Scalable TCP. In all cases, the emulation results match well with the corresponding sim-
ulation results. The slow convergence of Scalable TCP indicates that this protocol does
not score well in intra-protocol fairness. This is mainly due to its aggressive conges-
tion control mechanism, an multiplicative-increase and multiplicative-decrease (MIMD)
algorithm. Such observations have been confirmed by earlier studies.
3.3.5 Assessing Time Dilation Effectiveness
In this section we evaluate SVEET’s ability to deal with real traffic when running on a
single physical machine [EL10a]. We choose the simple dumbbell network topology with
a one-to-one mapping between the servers on the left side of the dumbbell and the clients
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Figure 3.9: Congestion window sizes of two competing TCP flows
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on the right side. The servers and clients are either simulated or emulated. We fix the
ratio of emulated server-client pairs to simulated pairs to be 1:20. The clients and servers
are connected through two simulated routers in the middle. In this case, the emulated and
simulated traffic are multiplexed at the bottleneck link (middle link). We designate each
emulated server to send a file to the corresponding emulated client using iperf. Likewise,
we set each simulated server to transmit a file to the corresponding simulated client via
FTP. We vary the number of servers and clients according to different traffic demands.
We record the traffic intensity supported by the emulation infrastructure to see whether
the system is still able to produce accurate results.
The experiments were conducted on a Dell Optiplex 745 workstation with Intel Core 2
Duo 2.4 GHz processors and 2 GB of memory. The dumbbell network is designed in such
a way that the maximum achievable traffic through the bottleneck link would be limited
solely by the emulation infrastructure (which is achieved by setting a large bandwidth
for the bottleneck link). More specifically, we set the latency and the bandwidth of the
bottleneck link delay to be 50 ms and 1 Gbps. The branch links (between each router
and the end hosts attached to the router) are set to be 1 ms and 1 Gbps. We set the TCP
maximum congestion window size to be 30 packets and the TCP maximum segment size
to be 960 bytes.
Figures 3.10 and 3.11 depict the aggregate and per-flow throughput on the bottle-
neck link as a function of the number of simulated nodes. We perform 10 runs for each
configuration and plott the throughput with 95% confidence intervals resultant from 100
seconds of experimentation. As expected, as the traffic demand increased, the aggregate
throughput increases linearly up to a certain limit. Beyond that limit, the emulation infras-
tructure can no longer sustain the traffic demand; TCP is scaled back leading to a reduced
throughput. Fig. 3.10 clearly shows the achievable limits when run on a single machine
with different TDFs. Fig. 3.11 shows that the average throughput per flow remains con-
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Figure 3.10: Aggregate throughput as a function of the number of simulated nodes for
different TDFs
stant before degrading progressively as the traffic increased. We observe that the variance
of the throughput measurement is more pronounced when the maximum throughput was
achieved. Also, we observe that, although the throughput increases with higher TDFs,
this increase is not linear. The maximum aggregate throughput is approximately 160,
480, and 670 Mbps, corresponding to TDFs of 1, 5, and 10. In fact, as we increase TDF,
a smaller gain is obtained in terms of the achievable throughput.
3.3.6 Case Studies
In this section, we show the results of case studies that we conduct to show the usability
of SVEET. Background traffic is incorporated to make the setting more realistic.
Background traffic is known to have a significant impact on the behavior of network
applications and protocols. Floyd and Kohler [FK03] have been strongly advocating the
use of better models for network research, including background traffic models, through
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Figure 3.11: Average per-flow throughput as a function of the number of simulated nodes
for different TDFs
careful examination of unrealistic assumptions in modeling and simulation studies. Ha
et al. [HLRX07] conducted a systematic study of high-speed TCP protocols and demon-
strated conclusively that the stability, fairness, and convergence speed of several TCP
variants are clearly affected by the intensity and variability of background traffic. Re-
cently, Vishwanath and Vahdat [VV08] investigated the impact of background traffic on
distributed systems. They concluded that even small differences in the burstiness of back-
ground traffic can lead to drastic changes in the overall application behavior. In this sec-
tion, we describe a set of case studies we conduct to assess the global effect of background
traffic generated by the TCP variants on real applications.
Single Bottleneck
The experiments described in this section are conducted in the dumbbell topology (as
shown in Fig. 3.12). Emulated traffic from real applications using a particular TCP vari-
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Figure 3.12: Single bottleneck topology
ant is the subject of this study. Emulated traffic competes for bandwidth with simulated
background traffic, which is generated by 100 simulated nodes using the same TCP vari-
ant as the emulated traffic from real applications. A systematic study of the impact of
background traffic on the performance of real applications, conducted by Vishwanath and
Vahdat [VV08], was used as our guideline to configure the background traffic. Their
study suggests that simple traffic models, such as constant bit rate (CBR) and Poisson
arrival, cannot capture the complexity of real Internet traffic. Background traffic should
be bidirectional and a good background traffic model is needed to capture traffic bursti-
ness in a range of time scales. To represent the aggregate traffic behavior, we decided to
use the Poisson Pareto Burst Process (PPBP), described by Zukerman et al. in [ZNA03].
PPBP is a process based on multiple overlapping bursts with Poisson arrivals and burst
lengths following a heavy-tailed distribution. The major parameters of PPBP include the
mean arrival rate (µ), the mean session duration (d), and the Hurst parameter (H ). For
self-similar traffic that exhibits long-range dependencies (LRD), 0.5 <H < 1. We con-
figured the background traffic corresponding to a light traffic load scenario (with µ = 1)
and a heavy traffic load scenario (with µ = 100). We setH = 0.8 and d = 1 second.
We place the servers on either side of the dumbbell topology, shown in Fig. 3.12, to
create the bidirectional background traffic. For foreground traffic, we select three appli-
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cations: web downloading, multimedia streaming, and peer-to-peer applications. For web
downloading, we use httperf to measure the response time of downloading web objects
of different size across the bottleneck link from the Apache server, subject to both light
and heavy background traffic conditions. We vary the size of the web objects to be 10
KB, 100 KB, and 1 MB. Fig.3.13 depicts the empirical cumulative distribution function
of the response time, defined as the time between the client’s sending the request and fi-
nally receiving the entire object. We ran 30 independent trials for each TCP variant. The
results show that, although the response time for small objects is almost indistinguishable
among the TCP variants, with larger object sizes, certain TCP variants perform better
than others. For multimedia streaming, we measure jitter (the difference in transit time
between successive packets) as an indication of the perceived quality of a video stream.
We used VLC from VideoLAN as the client playing an MPEG-4 movie streamed from
an Apache server over the dumbbell network. To compute jitter, we capture packets at
both server and client sides. We compute jitter from 100 seconds of video streaming for
15 independent trials for each TCP variant. Fig. 3.14 depicts the empirical cumulative
distribution of jitter. CUBIC exhibits the best performance among the three TCP variants.
For peer-to-peer applications, we measure the time for distributing a large data file. We
use SVEET to evaluate the performance of BitTorrent. The test scenario consisted of one
tracker and one seed, both running on the same emulated machine, and three peers, each
on a different emulated host located on either side of the dumbbell. The peer-to-peer net-
work is used to distribute a data file of 20 MB in size. We consider only the heavy traffic
load condition for this experiment. The results, as shown in Fig. 3.15, clearly indicate
that CUBIC outperforms Reno and Scalable TCP.
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Figure 3.13: Response times for different object sizes
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Synthetic Topology
In order to show SVEET’s capability of dealing with larger and more complex network
scenarios, we conduct another experiment using a synthetic network topology, called the
campus network. The network, consisting of 508 end-hosts and 30 routers, is a scaled-
down version of the baseline network model that has been used for large-scale simulation
studies. The network is shown in Fig. 3.16. It contains four subnets; within net2 and net3,
there are 12 local area networks (LANs), each configured with a gateway router and 42
end-hosts. The LANs are 10 Mbps networks. For links connecting routers within net1
and net2, we set the bandwidth to be 100 Mbps and the link delay to be 10 ms. For other
links connecting the routers, we set the bandwidth to be 1 Gbps and the link delay to be
10 ms. In this experiment, each end-host acts as an on-off traffic source: the node stays
idle for a period of time, which is exponentially distributed with a mean of one second,
before sending data using TCP to a randomly selected end-host in net1 for a duration,
sampled from a Pareto distribution with the mean of one second. We enable time dilation
and set TDF to 10 for both simulation and the virtual machines.
We place an Apache web server at one of the emulated end-host in net1 and selected
another end-host in net2 as an emulated host running httperf to fetch objects from the web
server. We use the same TCP variants for both simulated background traffic and emulated
foreground web KB, 100 KB, and 1 MB in size. We collected measurements of 30 in-
dependent trials. Fig. 3.17 shows the empirical cumulative distributions of the response
time. Results show that different TCP variants produced drastically different results. TCP
Reno achieved the best response time among the three TCP variants. We speculate this is
due to the protocol’s better performance in terms of intra-protocol fairness; in this case,
the foreground traffic could retain a larger share of the link bandwidths for downloading
the objects. Surprisingly, SCALABLE seemed to perform better than CUBIC. The results
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Figure 3.16: A campus network model
suggest that we need to further investigate the details of the background traffic used in this
experiment, as well as its impact on the link utilization. Here we only use this example
to show that SVEET can now enable us to begin studying large-scale TCP behaviors in
fairly complex network settings.
3.4 Summary
In this chapter, we present SVEET, a system that enables network experiments involving
emulated and simulated entities in dilated time. Results conclusively show that our sys-
tem produces accurate results up to a given threshold depending on the TDF used. The
maximum achievable limit by our emulation approach is found to be 160, 480, and 670
Mbps for TDF values of 1,5, and 10 respectively. Also, we demonstrate that the time
dilation technology we adopted does not scale well as the value of TDF increases.
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Figure 3.17: Response time under synthetic network model
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Also, we describe our TCP implementation for our discrete-event simulator. Our TCP
shows nearly identical results to those produced by the network simulator (ns-2); which
was previously benchmarked against real implementations.
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CHAPTER 4
ON ENABLING INTER-OPERATION BETWEEN SIMULATION AND
EMULATION ON FEDERATED ENVIRONMENTS
In this chapter, we present PrimoGENI, a system that enables real-time network simu-
lation by extending an existing network simulator to become part of a federation in order
to support large-scale experiments involving physical, simulated and emulated network
entities.
4.1 Motivation
Real-time simulation allows running a network model in real-time allowing interactions
with real applications. It provides accurate results since it is able to capture detailed
packet-level transactions. Flexibility is another of its advantages since events can be
readily incorporated into the model to answer what-if questions.
Both simulation and real(physical) systems can benefit from each other in many differ-
ent ways in order to achieve more faithful experiments and better testbeds. For instance,
Yao et al. target network protocol configuration as a black-box optimization algorithm
over the parameter state space [YKKY08]. A point in this space corresponds to a sim-
ulation run that evaluates the performance. The simulation imports the current network
topology and traffic patterns from the real network so as to evaluate the utility function.
Rosenet [Gu07] also fosters symbiotic relationships with a closed-loop symbiotic simula-
tion system, where the physical system (in this case, the emulation system) benefits from
the low fidelity model provided by the simulator while the simulator benefits from the the
traffic summary model provided by the physical system.
In this chapter, we propose PrimoGENI, a system which aims at embedding real-time
simulation into the GENI [GEN] federated system. GENI is a federated system composed
of many aggregates. Doing so, enables PrimoGENI to establish symbiotic relationships
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with other real systems of different nature. Many types of symbiotic relationships are
possible in this setup and each one poses different research and practical questions:
1. How to reserve and connect resources from multiple geographically distributed
sites.
2. Once we have the computational resources in place, how to deploy experiments that
enable interactions between real hosts and our simulator.
4.2 Introduction
Real-time simulation complements the GENI concept of federating global resources as a
shared experimental network infrastructure. Our immersive large-scale network simula-
tor, PRIMEX, supports experiments potentially with millions of simulated network enti-
ties (hosts, routers, and links) and thousands of emulated elements running unmodified
network protocols and applications. PrimoGENI [VVEL11] and PRIMEX [VVEL12] are
extended to fulfill all the required features of federated component managers in GENI:
• Programmability. Researchers should be able to download and run software into
the allocated nodes for a slice in an experiment.
• Resource Sharing. Virtualization should allow a testbed to be shared simultane-
ously among users.
• Federation. Different component managers of the GENI federation are operated by
different organizations.
• Slice-based Experimentation. GENI experiments are an interconnected set of re-
served resources (slices) on platforms in diverse locations.
In order to interact with other GENI facilities, PrimoGENI functions as a GENI ag-
gregate or component manager, so that experimenters can use a well-defined interface to
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remotely control and realize network experiments consisting of both physical, simulated
and emulated network entities exchanging real network traffic.
PrimoGENI uses the ProtoGENI[PRO] control framework to manage, control and ac-
cess the underlying resources. In PrimoGENI, we make distinction between meta and
virtual resources. Meta resources include compute nodes and network connectivity be-
tween the compute nodes. We call these resources meta resources to distinguish them
from the physical resources (also known as the substrate), since they could be virtual
machines and virtual network tunnels. Meta resources are managed by and accessible
within the ProtoGENI/Emulab suite. Virtual resources are elements of the virtual net-
work instantiated by PRIMEX, which include simulated hosts, routers, links, protocols,
and emulated hosts. We call these resources virtual resources as they represent the target
(virtual) computing and network environment for the GENI experiments; they encompass
both simulated network entities and emulated hosts; which are run on the virtual ma-
chines. PrimoGENI exports an aggregate interface as defined by the ProtoGENI control
framework, and provides mechanisms for instantiating the virtual network onto the Pro-
toGENI/Emulab facilities as configured and allocated on behalf of the experimenter. In
addition, PrimoGENI provides experiment support services to facilitate large-scale net-
work experiments involving simulated and emulated components; these services include
model configuration, resource specification, simulation deployment and execution, online
monitoring and control, data collection, inspection, visualization and analysis.
4.3 Architecture
The PrimoGENI aggregate can be viewed as a layered system, as shown in Figure 4.1. At
the lowest layer is the physical resources (substrate) layer; which is composed of cluster
nodes, switches, and other resources that constitute the Emulab suite. These resources
are made known to the clearinghouse(s) and can be queried by researchers during the
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resource discovery process. In addition, two servers are set up, the aggregate manager
or master (for exporting an aggregate interface to researchers) and the emulation gate-
way (for communicating with other slivers on other aggregates), respectively. A meta
resources layer is created upon resource assignment in a sliver. PrimoGENI uses the
Emulab suite to allocate the meta resources (including a subset of cluster nodes, VLAN
connectivity among the nodes, and possible GRE [GRE] channels created for communi-
cating with resources on site). Each physical cluster node is viewed by PrimoGENI as
an independent scaling unit loaded with an operating system image that supports virtual
machines (e.g., OpenVZ). Multiple virtual machines are created on the same physical ma-
chine running a PRIME instance. In particular, the simulator runs on the host OS, and the
emulated hosts are mapped to separate virtual machines so that they can run unmodified
applications.
A simulation and emulation execution layer is created according to the virtual network
specification of a sliver. The PRIMEX instances and the emulated hosts are mapped to the
meta resources at the layer below. Currently, VM’s inject packets to the simulator using
OpenVPN[OPEa] and/or emulation device drivers [VVEL12], so that traffic generated by
the emulated hosts is captured by the real-time simulator and conducted on the simulated
network with appropriate delays and losses according to the specified network conditions.
Each real-time simulator instance handles a sub-partition of the virtual network; they
communicate through VLAN channels created by the Emulab suite at the meta resources
layer. They also establish connections to the emulation gateway for traffic to and from
slivers on other aggregates. Once the slivers are created and the slice is operational,
researchers can conduct experiments on the experiment (logical) layer. Experimenters
are able to log into individual emulated hosts, upload software, and launch it. Traffic
between the emulated hosts will be conducted on the virtual network. Traffic originated
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from or destined to other physical network entities, e.g., traffic sent between slivers in
different physical locations, will be redirected through the emulation gateway.
4.4 Experiment Workflow
The mechanics of creating an experiment (slice) start when a user of PrimoGENI specifies
a network model using Java, Python, or XML. She submits this file to our user interface
called Slingshot [VVEL12]. Slingshot, which has embedded the PrimoGENI function-
ality, performs the following steps on behalf of the user against a PrimoGENI-enabled
Emulab/ProtoGENI site:
• It parses the file submitted by the user and then extracts valuable information such
as the number of emulated hosts that have to be instantiated; which will be mapped
later to a virtual container or virtual machine. Also, the number of physical ma-
chines needed to instantiate the intended model is extracted form this file.
• Using the information extracted from the previous step, it creates a file called re-
source specification (RSpec), which is a standard XML-like file used to describe
the requested resources to a ProtoGENI site.
• Using the certificate provided by the user, which is specific to the ProtoGENI site
where the slice will be instantiated, PrimoGENI requests the resources.
• Upon acceptance, ProtoGENI emits a ticket that specifies the resources that a com-
ponent manager (CM) allocated (or promises to allocate) to a given slice.
• After the ticket is received, Slingshot redeems the ticket on the incumbent clearing
house and then the slice is initiated.
• Alternatively, the user may instantiate the slice herself using the ProtoGENI pro-
vided tools like the test scripts [TES] or flack[FLA] and only provide Slingshot the
manifest (a XML file describing the resources already provided to the user).
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Figure 4.2: PrimoGENI’s experiment workflow
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• After the physical resource layer is created by ProtoGENI. Slingshot coordinates
with experimental (physical) nodes to boot up a set of processes in an specific order,
i.e., it creates the meta resource layer.
• At this point, the user may have to manually set up routes and tunnels to other
slivers if necessary.
• Slingshot then starts the simulator and the experiment is ready to use at this point.
The whole experiment workflow is shown in Fig. 4.2. In the current setup, we use
OpenVZ [OPEb] as the virtualization technique to host emulated hosts. To that end,
we use RSpecs to specify the required number physical machines and experiment layer
specific information that we use during ticket redemption. Four different network entities
can be currently instantiated in physical nodes: simulator, emulation gateway, emulated
nodes, and remote nodes (emulated nodes connected through the gateway). During ticket
redemption, we can map one or more aforementioned entities to a physical machine.
4.5 Meta-Controllers
PrimoGENI uses the ProtoGENI control framework to allocate the necessary compute
nodes to run experiments. After the compute nodes are booted from the customized
OpenVZ image, we need a mechanism to configure the compute nodes, create the contain-
ers, set up the emulation infrastructure, start the simulation, and launch the applications
inside the containers. One can use XML-RPC for this purpose. However, since the com-
mands are originated from Slingshot, we created a mechanism that allows the compute
nodes to be coordinated locally on the PrimoGENI cluster to achieve better efficiency. In
this section, we describe a tiered command framework, which we use to set up a network
experiment and orchestrate experiment execution.
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The command framework, as illustrated in Fig. 4.3, uses MINA [MIN], a Java frame-
work for distributed applications. MINA provides both TCP and UDP-based data trans-
port services with SSL/TLS support. It is designed with an event-driven asynchronous
API for high-performance and high scalable network applications. Our implementation
requires each compute node to run a meta-controller daemon process when first booted.
When the meta-controller starts, it waits for an incoming connection. At this point the
meta-controller takes no role, but after the connection is made from Slingshot, the meta-
controller will become either a master or a slave. The difference between a master meta-
controller and a slave meta-controller is that the master meta-controller is the only one
directly connected to Slingshot. Slingshot chooses one compute node to be the master
and establishes a connection to it. After Slingshot successfully connects to the master,
Slingshot instructs it to take control over the remaining compute nodes. Then, the mas-
ter establishes a connection to each of those compute nodes and instructs them to act as
slaves. Commands sent from Slingshot, if they are not destined for the master, will be
relayed to the corresponding slave meta-controller via the master.
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After that, Slingshot sends commands to the master meta-controller, which properly
distributes the commands to the slave meta-controllers, if needed. Each command speci-
fies the target compute node or a virtual machine (hereon referred to as (container)) where
the command is expected to run. A command can be either a blocking command or a non-
blocking command. If it is a blocking command, the meta-controller waits until the the
command finishes execution and sends back the result of the command (i.e., the exit sta-
tus) to Slingshot. If the command is a nonblocking command, the meta-controller forks
a separate process to handle the command and immediately responds to Slingshot. Our
current implementation uses blocking commands to set up the containers and the emu-
lation infrastructure, and uses nonblocking commands to start the simulator and the user
applications within the containers.
To set up the experiments correctly, the meta-controllers on the compute nodes need
to run a series of commands:
1. Set up MPI. The master meta-controller creates the machine file and instructs the
slave meta-controllers to generate the necessary keys for MPI to enable SSH logins
without using passwords.
2. Create containers. The meta-controller creates a container for each collocated em-
ulated host on the compute node. In case the experimenter desires to save disk
space and make all containers to share the same OS, the this step also includes the
creation of union file systems for the containers [FUN].
3. Set up the emulation infrastructure.For collocated emulated hosts, this step includes
installing the virtual Ethernet devices in the containers, creating and configuring the
software bridges and TAP devices, and then connecting the network devices to the
bridges [VVEL12]. For remote emulated hosts, this step includes setting up the
OpenVPN server(s).
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4. Run the experiment. The partitioned network model is distributed among slave
compute nodes. The master meta-controller initiates the MPI run, which starts the
simulator instances on each compute node with the partitioned model.
5. Start applications within containers. Individual commands are sent to the meta-
controllers to run applications at the emulated hosts.
6. Shut down the experiment. At any time, one can shut down the experiment by
terminating the simulator, stopping the containers, and removing the emulation in-
frastructure (such as the bridges and the TAP devices).
All these commands are issued from Slingshot automatically using the meta-controller
command framework.
4.6 Experiments
In this section, we describe the set of experiments we performed to validate the accuracy
of our testbed (in terms of throughout), and determine its performance limitations, in
order to show the utility of our approach. The experiments described in this section are
conducted on a prototype PrimoGENI cluster with eight Dell PowerEdge R210 rack-
mount servers, each with dual quadcore Xeon 2.8 GHz processors and 8 GB memory.
The servers are connected using a gigabit switch.
4.6.1 Validation Studies
We validate the accuracy of the testbed by comparing the TCP performance between
emulation and simulation. We use TCP for validation because it is highly sensitive to the
delay jitters and losses and therefore can magnify the errors introduced by the emulation
infrastructure. Previously, we performed validation studies for the VPN-based emulation
infrastructure [ELL09], which is designed for connecting applications running on remote
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machines. In this study, we focus only on the emulation infrastructure based on software
bridges and TAP devices, which we use to connect the collocated emulated hosts with the
simulator instances run on multiple compute nodes.
We first compare the TCP congestion window trajectories achieved by the real Linux
TCP implementations on the OpenVZ containers against those from our simulation. We
arbitrarily choose three congestion control algorithms−BIC, HIGHSPEED, and RENO−
out of the 14 TCP variants we have implemented in the PRIME simulator [ELL09]. We
use a dumbbell model for the experiments. The dumbbell model has two routers con-
nected with a bottleneck link with 10 Mb/s bandwidth and 64 ms delay. We attach two
hosts to the routers on either side using a link with 1 Gb/s bandwidth and negligible de-
lay. The buffers in all network interfaces are set to be 64 KB. In the experiment, we direct
a TCP flow from one host to the other that traverses the two routers and the bottleneck
link. For each TCP algorithm we test three scenarios. In the first scenario, we perform
pure simulation and use a simulated traffic generator. In the second and third scenario,
we designate the two hosts as emulated hosts and use iperf to generate the TCP flow (and
measure its performance). We run the emulation on one compute node for the second
scenario, in which case the compute node runs simulator in container 0 and two other
containers as the emulated hosts. In the third scenario, we use two compute nodes, each
running one simulator instance and one emulated host. The emulated traffic in this case
has to travel across the memory boundary between the two compute nodes in simulation
(using MPI). For simulation, we use a script to analyze the trace output; for emulation, we
sample the (/proc/net/tcp) file at regular intervals to extract the TCP congestion window
size. Fig. 4.4 shows very similar TCP congestion window trajectories between simulation
and emulation.
Next, we use a TCP fairness test to show whether our approach can correctly inter-
mingle emulated and simulated packets. We use a similar dumbbell model; however, in
65
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
 200
 0  20  40  60  80  100
Co
ng
es
tio
n 
W
in
do
w 
Si
ze
 (M
SS
)
Time (seconds)
BIC
pure simulation
emulation, sequential run
emulation, parallel run
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
 200
 0  20  40  60  80  100
Co
ng
es
tio
n 
W
in
do
w 
Si
ze
 (M
SS
)
Time (seconds)
HIGHSPEED
pure simulation
emulation, sequential run
emulation, parallel run
 0
 50
 100
 150
 200
 250
 0  20  40  60  80  100
Co
ng
es
tio
n 
W
in
do
w 
Si
ze
 (M
SS
)
Time (seconds)
RENO
pure simulation
emulation, sequential run
emulation, parallel run
Figure 4.4: TCP congestion window trajectories for simulation and emulation
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Figure 4.5: TCP fairness behavior for simulation and emulation
this time, we attach two hosts on either side of the routers. We generate two TCP flows
in the same directionone for each of the two hosts on the left side to one of the two hosts
on the right side. We select the TCP HIGHSPEED algorithm for both flows. We start
one flow 20 seconds after the other flow. We compare two scenarios: in the first scenario
we perform pure simulation; and in the second scenario, we designate the two end hosts
of the first TCP flow as emulated hosts. The results are shown in Fig. 4.5. For both sce-
narios, we see that the congestion window size of the first TCP flow reduces when the
second TCP flow starts; both flows eventually converge with a fair share of the bandwidth
(at about 30 seconds after the second flow starts transmitting). Again, we see very similar
results between simulation and emulation.
The emulation infrastructure inevitably puts a limit on the throughput of the emulated
traffic. In the last validation experiment, we look into this limiting effect on the emulated
TCP behavior. Again, we use the dumbbell model. To increase the TCP throughput, we
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reduce the delay of the bottleneck link of the dumbbell model to 1 millisecond. For the
experiment, we vary the bandwidth of the bottleneck link from 10 Mb/s to 450 Mb/s with
increments of 40 Mb/s. Like in the first experiment, we direct a TCP flow from one host
to the other through the bottleneck link and we compare three scenarios: the first using
pure simulation, the second with an emulated flow within one compute node, and the third
with an emulated flow across two compute nodes. Fig. 4.6 shows the results. While the
throughput increases almost linearly with the increased bandwidth for the simulated flow,
the error becomes apparent for emulated traffic at high traffic intensity. The throughput
for the emulated traffic is kept below roughly 250 Mb/s for sequential runs and 130 Mb/s
for parallel runs. The reduced throughput for parallel runs is due to the communication
overhead as the TCP traffic gets exposed to the additional delay between the parallel
simulator instances. Since emulation accuracy heavily depends on the capacity of the
emulation infrastructure. We look into the emulation performance in more detail in the
next section.
4.6.2 Performance Studies
In the previous experiments we show that the emulation infrastructure determines an up-
per limit on the emulation traffic the system can support. Here we use a set of experiments
to measure the capacity of the emulation infrastructure. We use the same dumbbell model
(with a bottleneck link of 1 Gb/s bandwidth and 1 millisecond delay), and attach the same
number of emulated hosts on each side of the dumbbell routers. We start a TCP flow
(using iperf) for each pair of emulated hosts, one from each side of the dumbbell. So the
total number of TCP flows is half the number of emulated hosts. We make same number
of the TCP flows to go from left to right as those from right to left. We vary the number of
emulated hosts in each experiment. We show the sum of the measured throughput (from
iperf) for all emulated TCP flows in Fig. 4.7.
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In the first experiment, we assign all emulated hosts to run on the same compute
node. For one flow, the throughput reaches about 250 Mb/s, as we have observed in
the previous experiment for sequential runs. The aggregate throughput increases slightly
for two flows, but drops continuously as we increase the number of flows all the way
to 64 flows (thats 128 VMs). The slight increase is probably due to TCPs opportunistic
behavior that allows it achieve better channel utilization with more flows. We suspect that
the drop in throughput is because the emulated hosts (OpenVZ containers) are competing
for shared buffer space in the kernel network stack. With a smaller share when the number
of containers gets bigger, the TCP performance degrades.
In the second experiment, we divide the network between two compute nodes (split-
ting the model along the bottleneck link). The throughput for one emulated flow in this
case is around 130 Mb/s, like we have observed before. As we increase the number of
flows, the aggregate throughput increases slightly until 32 flows, after which we start to
see a significant drop. Running the simulation on two compute nodes results in more the
event processing power, the simulator is thus capable of handling more emulated flows
than the sequential case. In the third experiment, we extend the dumbbell model by plac-
ing four core routers in a ring and connecting them using the bottleneck links. We attach
the same number of emulated hosts to each core router. Each TCP flow was sent from
an emulated host attached to one router to another emulated host attached to the next
router in the ring. In this case, we spread the number of emulated flows evenly among
the emulated hosts. Comparing with the scenarios with two compute nodes, the aggregate
throughput for the four-node case is higher. Again we think is is due to the higher pro-
cessing power of the parallel simulator. The throughput starts to drop for 128 flows (thats
32 VMs per compute node) as they compete for the shared buffer space.
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4.7 Summary
In this chapter we introduce PrimoGENI, a system conceived to enable real-time sim-
ulation for the GENI federation. It aims to enable automatic and efficient realization
of large-scale real-time simulation experiments, involving interactions between real and
simulated components. In particular we achieve:
1. PrimoGENI is fully integrated in the Utah ProtoGENI site. Users can instantiate
experiments that include simulated, emulated, and real components in that facility.
2. Slingshot allows experiment creation, editing, instantiation, and display.
3. A network experiment with thousands of hosts between two geographically distant
locations achieving full connectivity between real and simulated hosts. This exper-
iment has tenths of simulated hosts downloading a web page from a real Apache
web server while Slingshot showed the data exchanges; real hosts can download
simple web pages from our simulated servers.
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CHAPTER 5
ON ENABLING SYMBIOTIC RELATIONSHIPS TOWARDS SCALABLE
NETWORK EXPERIMENTS
In this chapter we present SymbioSim, a system that leverages the symbiotic relation-
ship between simulation and emulation and, in doing so, is capable of allowing studies of
real network applications and protocols under diverse large-scale network conditions.
5.1 Introduction
The ability to conduct high-fidelity high-performance network experiments is crucial for
studying future complex network systems. Existing network, simulation, and emulation
testbeds, all have drawbacks, either in scalability (for handling large systems), flexibility
(for dynamically changing the network model, and injecting events to change the course
of the experiments), realism (for reproducing important system and network effects), or
performance (for supporting high-throughput high-capacity data transport):
• Physical testbeds, such as PlanetLab [PACR02] and WAIL [BL03]), provide a re-
alistic operational environment for testing network applications. They can directly
test real applications in-situ with the needed operational realism and possibly even
with live network traffic. However, physical testbeds lack flexibility in testing ap-
plications under network conditions other than the prescribed setup of the physical
platforms. Also, physical testbeds are in general also limited in scale.
• Simulation testbeds, such as ns-2 [BEF+00] and OPNET [OPN], are effective at
capturing overall design issues, answering what-if questions, and revealing com-
plex system behaviors (such as multi-scale interactions, self-organizing character-
istics, and emergent phenomena). Parallel simulation has also demonstrated its
capability of dealing with large-scale detailed models by harnessing the collective
power of parallel computing platforms. However, simulation often lacks a certain
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level of realism, reproducing realistic network traffic and operational conditions in
simulation remains elusive.
• Emulation testbeds, such as ModelNet [VYW+02] and EmuLab [WLS+02], pro-
vide a good balance between flexibility and accuracy, whereas real implementations
of the test applications can run directly in a native operating environment while the
systems mimic the network behavior between the application instances. The capa-
bility of the emulation testbeds, however, is constrained by the physical limitations
of the testbeds, such as the scale of the underlying platform, the processing speed,
the bandwidth and latency of the supporting hardware. Furthermore, significant
effort is needed if complex events need to be inserted in an experiment.
A testbed capable of performing large-scale experiments over diverse network scenar-
ios and network conditions, maintaining accurate representation of the target applications
and network transactions, and supporting high-throughput high-capacity network traffic is
needed. We already explored in chapter 3 the use of time dilation to achieve a large-scale
settings. Also, in chapter 4 we achieved large-scale experiments by inserting a large-scale
simulator in th GENI federation. Here, we explore a new dimension to achieve large-scale
network experiments.
Both simulation and emulation provide good flexibility and reproducibility necessary
for conducting experiments under various network conditions. However, we observe that
their expected capabilities differ significantly. Simulations are typically used to construct
high-level network scenarios with protocols that may not be fully developed (such as those
at the physical and link layers); and a full-scale simulation is often desirable in order
to obtain “the big picture”, especially when a complete understanding of the system’s
complex behavior is absent. In general, simulation offers great flexibility and scalability,
but cannot provide the detailed behavior of the network and the execution environment. In
contrast, emulation offers the important capability of being able to execute code directly
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on a real system that accepts application data as input and produces detailed response as
output. Furthermore, it provides the operational realism, but cannot represent all elements
of a large-scale network experiment due to resource limitations.
To allow high-fidelity high-performance large-scale experiments, we propose to com-
bine the advantages of both simulation and emulation systems by leveraging a symbiotic
relationship between them. The simulation system runs large-scale network models with
network topology and protocols for a close representation of the global-scale network
traffic behavior. The emulation system runs real hosts where real applications and proto-
cols run unmodified in a real operating environment with the designated operating system,
network stack, and software tool chain.
Simulation and emulation form a symbiotic relationship so that both benefit from
each other. The simulation system benefits from the emulation system by incorporating
the behavior of real network traffic generated by the unmodified software running on the
real hosts. The emulation system benefits from the simulation system as it receives up-to-
date information of the global virtual network behavior and traffic conditions, and uses it
to calibrate the emulation model. As a result, the proposed system allows experimenters
to study and analyze applications by embedding them seamlessly in large-scale network
settings.
5.2 SymbioSim
In this section we present SymbioSim, a system that leverages the symbiotic relationship
between simulation and emulation and, in doing so, is capable of allowing studies of real
network applications and protocols under diverse large-scale network conditions.
In SymbioSim, an experiment consists of a virtual network with a detailed specifica-
tion of the network topology, potentially connecting a large number of hosts and routers,
running various network protocols and distributed applications. While it is expected that
74
most of these protocols and applications are simulated (either due to resource conser-
vation, or for better flexibility), some of the hosts can be designated to run unmodified
distributed applications and real implementations of network protocols on real machines.
We name the unmodified applications as emulated applications; we name the real ma-
chines corresponding to the end-hosts on the virtual network that run the emulated appli-
cations as emulated hosts; and we name the network traffic between the emulated hosts as
emulated traffic or emulated flows, to distinguish them from the simulated counterparts.
Fig. 5.1 shows a virtual topology in which four hosts are designated to be emulated hosts,
i.e., they are expected to run as individual physical or virtual machines. All the other end-
hosts are simulated. During the experiment, the real applications at the emulated hosts
may engage in communication over the simulated network; in this example, they establish
three emulated flows, one between H1 and H2, the second between H2 and H3, and the
third one between H2 and H4.
A schematic view of the SymbioSim architecture is shown in Fig. 5.2, which consists
of a simulation and an emulation system in a closed loop (from hereon, we also refer to
the emulation system as physical system). The simulation system runs the full-scale net-
work model with a detailed specification of the network topology, traffic and protocols.
The full-scale network model can be partitioned and mapped onto a high-end comput-
ing platform for parallel simulation in order to capture the detailed transactions of the
large-scale network in real time. The emulation system consists of a set of physical or
virtual machines, each representing an emulated host designated to run real applications;
they are connected via a set of pipes, which are responsible for modulating the network
traffic between the emulated hosts so that they experience the same network delays and
losses as if the they were connected via the virtual network represented in full scale at
the simulation system. The network topology that runs in the emulation system can be a
downscaled version of the full-scale topology that runs in the simulation subsystem.
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Figure 5.1: A network experiment consists of simulated and emulated components
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Figure 5.2: The SymbioSim architecture
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The emulated traffic (i.e., the network traffic between emulated hosts) affects the sim-
ulated traffic (i.e., the traffic between simulated network entities), and vice versa, as they
are mixed on the virtual network and compete for the bandwidth of common links. The
simulation system only needs to periodically update the emulation system with the queu-
ing effects of the simulated traffic on the emulated traffic at the corresponding pipes.
Similarly, the emulation system only needs to periodically update the simulation system
about the state of the emulated flows between the real applications, so that the simulation
system can correctly reproduce the global traffic conditions on the virtual network.
SymbioSim is composed of the subsystems shown in Fig. 5.3 and described in the
following paragraphs:
1. Simulator. The simulator performs what-if simulations in packet-level detail with
background traffic generated by simulated hosts. It receives emulated traffic meta-
data from the Gateway and regenerates the corresponding traffic in simulation using
this data. Also, it exports network queues statistics (raw updates to the Simulator
- External Decision Support System or SimEDSS hereafter. Raw updates include
delay, throughput, and packet loss from each interface (modeled as a queue) in
simulation.
2. Simulator - External Decision Support System (SimEDSS). Gets raw updates com-
ing from the simulator as input. In response, it computes and sends updates to
calibrate the emulation system. In this context, update means that this module pro-
vides the emulation system with a set of parameters to calibrate the downscaled
network topology running in it.
3. Actuator. Receives the updates from the SimEDSS and executes them in the emu-
lation system, i.e., it changes the network model running in the emulation system.
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Figure 5.3: Proposed closed-loop symbiotic simulation system
4. Emulation(Physical) System. Real network topology where real applications run. It
is calibrated in real-time by the updates sent from the simulator. This subsystem is
composed of the network emulator, the real applications running on possibly virtual
machines, and the supporting processes that allow updating the network model.
5. Physical System - External Decision Support System (PhyEDSS). Receives the traf-
fic measurements coming from emulated applications, and sends the corresponding
metadata to the Gateway.
6. Gateway. Receives emulated traffic metadata from the PhyEDSS and injects it into
the simulator.
The effectiveness of the proposed symbiotic system lies in its ability to efficiently and
accurately modulate emulated traffic in accordance with the simulated large-scale network
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conditions. Furthermore, due to the interdependency of the simulation and emulation
systems, the two systems must be effectively synchronized. In the subsequent sections,
we address these specific problems:
• In section 5.3, we present our novel approach to emulate a network path, i.e., ac-
curately represent the network effect of the simulated traffic on the network paths
between the emulated hosts.
• In section 5.4, we present a novel topology downscaling technique conceived to de-
crease the amount of computational resources needed in the emulation system and
reduce the synchronization overhead between the simulation and emulation sys-
tems. The downscaled emulation model is expected to be functionally equivalent to
the full-scale simulation model in terms of conducting traffic between the emulated
hosts.
• In section 5.5, we aim at reducing the overhead for the emulation system to update
the simulation system, and present a technique for capturing the state of the emu-
lated flows. Rather than measuring and transferring the emulated traffic statistics at
individual network devices, we collect the network demand due to the real applica-
tions at the transport layer. The emulated traffic is then reproduced using the same
implementation of the transport-layer protocols in simulation. We also present in
section 5.5 a technique for reducing the computational overhead for capturing net-
work interfaces’ statistics in the simulation system.
5.3 Emulating a Network Path
The effectiveness of SymbioSim depends on how accurately it represents the network
effect of the simulated traffic on the network paths between the emulated hosts. We refer
to this action as emulating a network path.
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Many approaches have been used in the past to model and emulate network paths. The
most intuitive is to use multiple instances of a link emulator, e.g., Dummynet [Riz97], thus
creating a series of links (modeled as queues). However, emulating a network path in this
way requires to have accurate values for queue size, and background traffic for each link
for every time instant, which is very difficult. Another approach, proposed by Sanaga et
al. [SDRL09], consists on approximating a path by modeling the capacity and available
bandwidth separately. In order to mimic the portion of the bandwidth that is being used in
a path, Sanaga et al. emulate a particular level of traffic using non-responsive, constant-
bit-rate traffic. Even though this approach gives a good approximation for modeling a path
when no detailed information about the characteristics of traffic is available (an excellent
approach for modeling Internet paths), it fails to provide accurate results. Modeling a
level of traffic using non-responsive traffic is obviously unfair for TCP flows.
We here propose to emulate a network path using a M/D/1 queuing model. We adopt
the M/D/1 queue model because of its simplicity and easy to manipulate closed forms.
Network paths in the virtual topology in simulation are emulated as queues (pipes) in
the emulation system. The service rate, loss, and delay of these queues are calibrated
every time interval T to offer the traffic of emulated applications the same delay, loss,
and throughput as those experimented by emulated traffic in simulation. In this way, the
details of background traffic do not have to be known since we model only the effects
of it. Also, our approach does not entail that we emulate a particular level of traffic. To
increase the accuracy of our model, we use real time adjustments that make it accurate
for any kind of traffic of any intensity.
Fig. 5.4 depicts simulation and emulation systems showing the parameters we con-
sider for emulating a network path. In our model, we distinguish between simulated and
emulated flows and model them separately. We begin at imposing that emulated traffic in
simulation experiments the same delay as emulated traffic in the emulation system.
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Figure 5.4: Modeling both systems
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The queue length (L) in the M/D/1 model is a function of the load in the system (ρ)
and is given by the expression shown below:
L = ρ+
ρ2
2(1−ρ) (5.1)
Little’s law states that the average time a packet spends in the system (W ) is a function
of the queue length and the arrival rate (λ ). It is given by:
W =
L
λ
(5.2)
Then, we force that both systems impose the same delay in their packets using Eq. 5.2:
L1
λ es +λ ep
=
L2
λ e∗p
(5.3)
Replacing L1 and L2 by their respective expressions using Eq. 5.2, we get,
ρ1 +
ρ21
2(1−ρ1)
λ es +λ ep
=
ρ2 +
ρ22
2(1−ρ2)
λ e∗p
(5.4)
Eq. 5.4 is useful if we estimate the value of W1 (the delay in simulation) from L1.
However, in simulation we can measure W1 precisely and avoid estimation errors. Again,
forcing both systems to have the same waiting time in the system,
W1 =
ρ2 +
ρ22
2(1−ρ2)
λ e∗p
(5.5)
Solving Eq. 5.5 for the load in the emulation system (ρ2) we get the following expres-
sion:
ρ2 = 1+W1 ∗λ e∗p −
√
1+W 21 ∗ (λ e∗p )2 (5.6)
In SymbioSim, we aim at having λ ep = λ e∗p since we precisely measure the packet loss
for emulated flows in simulation and impose the same rate in real traffic. Hence, we have,
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ρ2 = 1+W1 ∗λ ep−
√
1+W 21 ∗ (λ ep)2 (5.7)
In order to get the service rate in the emulation system from our queuing model (srQ)
we use:
ρ =
λ
µ
(5.8)
Then,
srQ =
λ ep
1+W1 ∗λ ep−
√
1+W 21 ∗ (λ ep)2
(5.9)
Using Eq. 5.9, we calibrate, in real time, the emulation system’s queues from mea-
surements in the simulator every period T. This service rate, guarantees that both systems
impose the same delay to emulated traffic in both simulation and emulation systems, when
the input’s inter-arrival times are exponentially distributed. We show empirically in forth-
coming sections that this model provides a good approximation even when the input’s
inter-arrival times are not exponentially distributed. We also impose, when getting equa-
tion 5.7, that emulated traffic in both simulation and emulation systems experiment same
packet drop rate. Then, if the same number of packets in both systems are ready for being
transmitted and both systems impose the same waiting time, then it is also expected the
throughput to be the same in both systems, thus achieving our goal.
The above presented model can be readily extended to emulate a whole path in sim-
ulation as a single queue in the physical system. To that end, W1 in equation 5.9 is the
delay of the whole path and λ ep is the throughput that emulated traffic is achieving in the
bottleneck link of that path. For the packet drop in the whole path we use the following
expression:
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Ppath(loss) =
n
∑
i=1
pi
i−1
∏
j=1
(1− p j) (5.10)
In the above formula, Ppath(loss) is the configured drop probability in the path’s cor-
responding pipe in the emulation system and pi is the drop probability in simulated link i
that composes the path.
5.3.1 Queuing Model Improvement
When the congestion level in simulation is low and thus the queuing delay is close to zero
for a given link or path being emulated, the model presented in the previous section pro-
vides good results. Nevertheless, our model fails to provide accurate results in presence
of congestion in the link being modeled. The reasons are: 1) The model assumes that
the physical system can reach steady state within a period T , and 2) The model does not
consider the current queue level in the emulation system.
The error comes in two forms: the delay in simulation (W1) is greater or less than
that delay in the emulation system (W2). Empirical evidence suggests that the delay in
the physical system tends to be less than that observed in simulation when the path being
emulated has a congested link. In order to overcome this mismatch, we synchronize the
queuing delay in the emulation system to be the same as current one in the simulator. In
this case, we say that the emulation system inherits the queue size from the simulator. To
mimic that, we set that at the end of every period T , all packets in the corresponding pipe,
in the emulation system, to have an extra delay given by:
extra delay in emulation system(t) =W1(t)−W2(t) (5.11)
Equation 5.11 states that the extra delay to be set in the emulation system’s corre-
sponding pipe, at time t, is a function of the difference between the delay in simulation
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at time t and the delay in the emulation system at the same instant of time. Doing this
corrects the effects not considered using the original model.
As a consequence of the delay adjustment given by equation 5.11, there are times
when W2 is greater than W1. In this case, the queue in the emulation system has more
packets than the corresponding path has in all its queues in simulation, thus producing
more delay. Consequently, we “get rid” of the excess number of packets in the emulation
system. First, we estimate the number of packets that cause the delay difference using the
service rate at time t in the emulation system (sr(t)):
Nexcess = sr(t)∗ (W2(t)−W1(t)) (5.12)
Then, we compute the extra service rate in the emulation system (srextra) that we
should have to “get rid of”, i.e., transmit, Nexcess in a time interval T :
srextra =
Nexcess
T
=
sr(t)∗ (W2(t)−W1(t))
T
(5.13)
Then, we configure the service rate in the emulation system as the sum of the service
rate computed from the queuing model using equation 5.9 (srQ) and the extra service rate:
µ∗ = srQ + srextra (5.14)
In this way, we constantly “synchronize” the emulation system to simulation every
period T . On the one hand, when no congestion exists in the path being emulated, the
service rate outputted from equation 5.9 is good enough and small adjustments are ex-
pected from equations 5.13 and 5.11. On the other hand, when paths being emulated are
congested, equations 5.13 and 5.11 provide the adjustments we need to faithfully emulate
network paths.
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5.4 Topology Downscaling
One major disadvantage of network emulators is scalability: every host in the topology
is directly mapped to a physical host and every link to a pair of link emulator instances,
e.g., Dummynet [Riz97]. This fact severely limits the amount of network entities that can
be used in an experiment.
Within the symbiotic scenario described in previous sections, if we used an emulator
such as Emulab to provide the underlying infrastructure to host the emulation system, we
would be using closely as many hosts as those used if the network topology were instan-
tiated directly in Emulab, without SymbioSim. Even worse, the simulator and the sym-
biotic sub-systems need processing capability that would increase even more the number
of physical nodes needed. In order to overcome this problem, and therefore increase to
larger sizes, we propose a novel approach for topology downscaling.
Papadopoulos et al. proposed DSCALEd [PPG06], a method that aims at downscal-
ing a network topology by retaining only the congested links and compensating for the
ignored links adding delays. The big issue of DSCALEd, is that the bottleneck has to be
known in advance in order to downscale the topology, a luxury that we cannot allow if
new protocols or applications are evaluated.
Inspired by previous efforts, we here propose a new downscaling method that we
call DSCALER, which stands for downscale in real time. The actual downscaling of
the original topology indeed happens before the experiment starts, but the core of it is
based on real time calibration of the downscaled model. DSCALER is based on the fact
that simulated hosts are not instantiated in the emulation system and thus the links that
carry only simulated traffic can be extracted off the original topology thus yielding the
downscaled topology, i.e., the topology instantiated in the emulation system. DSCALER
lays upon the following two assumptions:
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1. Routing does not change during the simulation. Thus, we currently do not support
routing experiments.
2. Traffic main characteristics change little within each within a specific time inter-
val [ZD01]. In [ZD01], it is concluded that for packet loss, delay and throughput,
one can generally rely on constancy on at least the time scale of minutes.
DSCALER consists of three components: 1) the first takes the original topology as
input and yields a pruned topology, which contains only those links that may be traversed
by emulated flows, 2) the second produces the downscaled topology from the output of the
previous step, and 3) based on the approach described in the previous section, queues in
the downscaled topology are calibrated in real time to reflect present network conditions
in simulation.
In order to get the pruned topology, a simple experiment is setup where are all emu-
lated hosts in simulation send a packet to all other emulated hosts in the virtual topology.
Hereon we regard packets originated from and destined to virtual hosts as virtual pack-
ets. All links which have been traversed by these packets are included into the pruned
topology. The output is the graph Gp in the form of an adjacency matrix (Ap).
The second component of DSCALER further downscales the pruned topology. Any of
the remaining links can be a bottleneck link and thus cannot be extracted off the pruned
topology at first instance. However, we can still reduce a set of links (a path) in simulation
into a single queue to be instantiated in the emulation system if, starting from the first
vertex that composes this path, all other vertices (hosts or routers) have only one child,
i.e., all connect to another of degree less than or equal to two. We can picture this path as
having all links forming an straight line. On the contrary, we cannot abstract a set of links
attached to routers of degree greater than two because we would be artificially changing
the original topology and consequently some TCP/UDP flows would end up sharing a
88
link in the downscaled topology when they actually do not do so in the original model. Of
course, this would dramatically change the results obtained from the downscaled network.
Our algorithm gets the pruned topology in the form of a graph Gp, composed of the
set of vertices Vp and edges Ep, as input and outputs the final downscaled topology to be
instantiated in the emulation system (Gd). Our algorithm uses a combination of BFS and
DFS to visit all vertices at most once. DFS is used instead of BFS whenever a vertex with
a degree of two is found; which indicates that a set of edges(links) will be downscaled
to a single one. After all the adjacent edges to vertices of degree two are discovered via
DFS, only one edge is added to Vd (the set of vertices in the downscaled topology). If an
edge is attached to a vertex of degree greater than two, then this edge is added directly to
Vd .
Fig. 5.5 shows an example of how the first two components of DSCALER operate over
a specific topology. Fig. 5.5i) shows the original topology, with a label for each link’s
bandwidth and delay. On Fig. 5.5ii), the pruned topology is shown containing only those
links necessary for emulated hosts to send packets to each other. The downscaled topol-
ogy is shown in Fig. 5.5iii). Notice how BW2 and BW3 were downscaled to BW ′1 and d2
and d3 were to d′1. At run time, DSCALE
R’s real time component computes µ∗, additional
delay (if any), and measures packet loss for each link represented in the emulation system
and passes the computed values to the Actuator. The Actuator composes commands to
impose the current simulation traffic state using the passed values.
5.5 Reducing Synchronization Overhead
In this section, we present two techniques for reducing the overhead originated by the
symbiotic relationship imposed at both simulation and emulation systems.
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Figure 5.5: Downscaling the network topology
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5.5.1 Limiting Incoming Traffic
Our proposed scheme is based in that the traffic from real (emulated), distributed appli-
cations can be regenerated in the simulator so that the simulator mingles emulated and
simulated traffic and calibrate the emulation system. For this to happen, the traffic com-
ing from real applications has to be injected into the simulator in real time. Previous
approaches, such as nse [Fal99], the ns-2 emulator [BEF+00], and PRIME [LMVH07b],
insert every packet generated from real applications into the simulator. As a direct conse-
quence, while the output generated is accurate (see [ELL09] or [EL10a] for comparison
between simulation and real systems), the scalability is seriously compromised by the
maximum rate at which packets can be inserted into simulation.
Given that ns-2 runs on a single node, the scale of the network topology and the
amount of traffic that can be simulated in real time is very limited. PRIME with its dis-
tributed simulation capabilities, still suffers from reduced rate between real applications
and the simulator [EL10a].
SymbioSim addresses this issue by not transferring entire packets generated by emu-
lated applications to the simulator. Instead, we capture only an integer that corresponds
to the amount of bytes that are transmitted from the applications to the transport layer in
the emulation system. Then, this metadata (hereon referred to as appBytes) is sent to the
simulator. Inside the simulator, we have one simulated host for each real application in
the emulation system. These simulated hosts, via the symbiotic infrastructure (see sec. 5.6
for implementation details), receive appBytes. Then, they send appBytes number of bytes
to the transport layer beneath them on behalf of real applications. Upon receiving a trans-
mission request, our realistic simulated TCP implementation transmits appBytes using
the congestion control algorithm that matches that used by the corresponding emulated
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Figure 5.6: Limiting incoming traffic
application in the emulation system. In this way, we can scale better by series never
sending payload data between the emulation system and the simulator.
We depict emulated hosts in simulation in Fig. 5.6. These hosts have in their stack
a symbiotic application, which upon receiving the amount of bytes sent from emulated
applications to TCP (appBytes), generate the corresponding traffic. For this approach
to work accurately, our simulated TCP implementation has to be able to behave very
similarly to the TCP algorithm running in the emulation system. We ported Linux TCP
and tested its behavior in previous papers [ELL09][EL10a].
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5.5.2 Generating Updates
Calibrating the emulation system entails computing λ ep as input to equation 5.9 for every
link in the original topology running in the simulator, every period of time T . Then,
the simulator can update the emulation system with the service rates values µ∗ for each
queue. Doing this adds some overhead to the simulator thus decreasing the number of
events that can be executed per unit of time and consequently preventing our platform to
scale to larger sizes. Going into the details, computing λ ep involves counting the number
of bytes originated from virtual hosts for every interface inside the model. This brute
force approach is of order O(L); where L is the number of links in the network model
which have a corresponding queue in the emulation system.
In order to decrease the number of computations, we use sampling. We follow a
similar technique to that proposed in [CPZ03] and [CPZ02]. The brute force approach
entails that during every period of time T we count the number of virtual packets that
traverse every link i (m). Then the throughput attributed to virtual hosts (λ ep) in link i is
∑mj=1 X j; where X is a random variable denoting the packet size. Instead of capturing the
size of every packet that traverses each link, our objective is to sample n out of those m
packets so that the estimated throughput would be given by λˆ ep = mn ∑
n
j=1 X j. Our target is
to bound the error of λˆ ep:
P
[
| λˆ
e
p−λ ep
λ ep
|> ε
]
≤ η (5.15)
Equation 5.15 enforces that the probability that the relative error be greater than
epsilon to be less than η . Using the central limit theorem for random samples [BL96],
Choi et al. found an expression for the number of samples required to meet the boundaries
imposed by equation 5.15:
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n≥ n∗ =
(
Φ−1(1− η2 )
ε
ρ
µ
)2
(5.16)
In the above equation, ρ and µ are the standard deviation and the mean of the packet
size seen at that interface. Also, Φ is the cumulative distribution function (c.d.f.) of the
standard normal distribution (N(0,1)). The optimal sampling probability is given by:
p∗ =
n∗
m
(5.17)
From the above equations, the sampling probability must be at least p∗ in order to
achieve a predefined accuracy determined by the pair (ε,η). However, we still have to
know the values for ρ and µ for the packet size corresponding to a period of time T in
order to compute n∗ using equation 5.16. For each period of time T we measure ρ and
µ an and keep these values for each period. Then, we use autoregression methods for
estimating the future ρ and µ values so that we can compute from the above equations
the optimal sampling probability for a bound error.
We conduct a simple experiment in which we measure the overhead of running the
brute force approach and the sampling-autoregression one for computing the total simu-
lation traffic at each interface. A simple topology with one host at each end connected
via a configurable number of routers are used for this purpose. As the number of routers
between the two hosts grows in size, the wall-clock time needed by the simulator for
completing a large file transfer is measured and plotted in the first plot of Fig. 5.7. Each
point corresponds to the average of 20 runs with its corresponding 95% error bars. As
expected, as the size grows, the method that uses sampling and autoregression methods
outperforms the brute force approach. Furthermore, the second plot of Fig. 5.7 shows
the number of events achievable as the number pf routers grows for the simulator with
no symbiotic code, the brute force, and the sampling-autoregression method. Again, for
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roughly more than 40 routers, the samling-autoregression method is computationally less
intensive that the brute force method.
In order to test our approach to correctly estimate λ ep we set up a simple experiment
using two hosts connected through a router. The sender increases its transmission rate
at 5, 15, and 25 seconds after the experiment starts as depicted in Fig. 5.8. The error
boundary for the first plot of Fig. 5.8 is 50%, 25% for the second, and 10% for the last
plot. Notice that as the error boundary decreases the better is our approach to correctly
estimate λ ep, which is indicated by the AR curve better matching the one produced using
the brute-force approach. Of course, the more error we tolerate the less packets we have
to sample and consequently the more events we can process per unit of time. Finally,
we show in Fig. 5.9 how the average sampling probability decreases as ε increases. For
example, if we are in position to tolerate a relative error in estimation of 10%, then we
would only have to sample approximately 50% of the packets.
5.6 Implementation
In this section, we describe our fully simulated and physical implementations of Sym-
bioSim. The simulated version is needed because it provides great flexibility for rapidly
changing the setups. Using the real implementation, we can test real applications.
5.6.1 Simulated SymbioSim
We implemented a reduced version of SymbioSim fully in simulation for validation and
rapid prototyping purposes. This version has a simulator sub-system composed of a
sender and a receiver connected through a series of queues. The simulated emulation
system has a single queue which is calibrated every period of time T. The simulated
SimEDSS collects all the necessary statistics from the simulator sub-system every pe-
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Figure 5.7: Performance comparison between the system without extensions, brute-force
approach, and sampling-autoregression approaches
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Figure 5.8: Transmission rate computed for various error boundaries
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Figure 5.9: Sampling probability as as function of ε
riod of time T, and updates the simulated emulation system with the computed service
rates, extra delay, and measured drop rates. To compute the service and drop rates, the
SimEDSS collects statistics for a configurable interval of time WIN.
Both the simulator and the simulated emulation sub-systems can be configured to have
constant, and exponentially distributed inter-arrival times. Furthermore, our system can
replay traces obtained from using TCPDUMP [TCP] over a network interface.
5.6.2 Prototype System
The current current SymbioSim implementation is depicted in Fig. 5.10. As shown, the
SimEDSS and the PRIME network simulator may be co-located, which improves the
timeliness of the arrival of the statistics exported from the simulator. PRIME exports
these statistics every configurable period of time without any pre-processing. A set of
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Figure 5.10: SymbioSim’s current implementation
statistics is sent per each interface in the original topology which has a corresponding one
in the downscaled model.
For single links emulated by a single queue, the SimEDSS computes a command and
dispatches it immediately. Instead, when a whole path is emulated as a single queue, the
SimEDSS gathers statistics for all links that compose the path, and then computes and up-
date. After an update is computed, the SimEDSS dispatches it to the corresponding delay
node, i.e., a physical node that runs Dummynet instances to emulate links. Currently, we
use Emulab to host our emulated system because of the easiness for instantiating network
topologies with routers and end-hosts inter-connected via Dummynet. Every Dummynet
instance emulates a queue in our emulated system that is calibrated in real time by the
SimEDSS. Emulab may map many links (a pair of queues or pipes) to a single physical
node. Consequently, the SimEDSS has to be aware of the IP address of the target delay
node for a corresponding pipe (identified by a pipe id). When the actuator receives the up-
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date, it extracts the < pipe id,extra delay,service rate,drop probability> and constructs
a command that is immediately executed.
The PhyEDSS is in essence a TCP server bootstrapped at each physical machine host-
ing real applications. It listens for all appBytes updates coming from real hosts. Currently,
we change the source code of applications so that every time they send a chunk of bytes to
TCP, they also do so to the PhyEDSS. The PhyEDSS sends this metadata to the Gateway,
which inserts these values to the simulator. Upon receiving the metadata, the simulator
has appropriate virtual hosts re-generate traffic accordingly.
5.7 Validation
In this section, we present the results of our experiments to assess the accuracy of our
SymbioSim system.
5.7.1 Single Link Validation
The first set of experiments aims to examine whether the M/D/1 model can be used as a
valid approximation for general situations, especially when the packet arrival of the input
flows is not Poisson. To that end, we validate our model with the packet inter-arrival time
to be exponentially distributed, a combination of constant and exponentially distributed,
and also from the real packet traces. We test whether the model can reproduce the same
packet delays in the downscaled system as those in the original system. Since we only
focus on validation of the queuing model in this study, we experiment with the simulated
system (described in the previous section), in which case we can conveniently explore
different parameter settings, and stay clear from potential system-related artifacts in the
real implementation.
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The setup for the experiments is show in Fig. 5.11. To simulate the original system,
we designate two flows at a network interface: one as “simulated flow” and the other as
“emulated flow”, each with an independent input process for the packet arrival rate λs and
λp, respectively. We measure at each second the drop probability p, the effective arrival
rate of emulated flow λ ep, and the average packet delay of both flows W1, at the network
interface. The measurements are collected in a trace file and later used by a subsequent
simulation of the downscaled system. To simulate the downscaled system, we include
only the “emulated flow” using the same input process as that in the original system. The
downscaled system implements the queuing model as described in previous section.
Poisson Arrivals
We first set the packet inter-arrival time of both simulated and emulated flows to be ex-
ponentially distributed. We set the bandwidth of the network interface to be 10 Mb/s and
the queue length to be 1.5 MB. We also fix the packet size to be 1500 bytes in this study
(we use variable packet sizes when experimenting with real traces later). We examine
the accuracy of the system by comparing the packet delays between the original and the
downscaled systems. We vary the aggregate arrival rate of both simulated and emulated
flows to be 10%, 50%, and 90% of the bandwidth for different service utilization levels,
and we vary the proportion of the emulated flow to be 20%, 50%, and 80%, respectively.
Figures 5.12, 5.13, and 5.14 show the average packet delays measured at each second
during the experiment for the low, mid, and high service utilization scenarios. In all cases,
both systems match quite well. The difference is around 10 microseconds on average for
10% utilization, 40 microseconds for 50% utilization, and well under one millisecond for
90%.
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Figure 5.11: Experiment setup for single link validation
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Figure 5.12: Comparing packet delays for Poisson arrivals under 10% utilization
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Figure 5.13: Comparing packet delays for Poisson arrivals under 50% utilization
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Figure 5.14: Comparing packet delays for Poisson arrivals under 90% utilization
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Mixed Poisson and Constant Arrivals
Next, we use different arrival processes for simulated and emulated flows. We set the
packet inter-arrival time of the emulated flow to be constant and that of the simulated
flow to be exponentially distributed, and vice versa. We use the same experiment setting
as that in the previous experiment. Again, we vary the aggregate arrival rate of both
simulated and emulated flows to be 10%, 50%, and 90% of the total bandwidth, and the
proportion of the emulated flow to be 20%, 50%, and 80%, respectively.
Figures 5.15, 5.16, and 5.17 show the average packet delays for different service uti-
lizations when the packet inter-arrival time of the emulated flow is constant and that of the
simulated flow is exponentially distributed. In all cases, both systems match quite well.
The difference is under one millisecond.
Real Packet Traces
The simulator is able to read packet traces generated by TCPDUMP so that it can repro-
duce similar traffic conditions as in the real system. We add the functions to either dilate
or contract packet inter-arrival times by a constant factor in order to artificially adjust the
traffic intensity as needed.
The first trace is obtained from one of our local servers during a relative idle period
and has a low traffic intensity. Figure 5.18 shows the results comparing the original and
downscaled systems when the bandwidth of the original system is 1Mbps, the queue size
is 150000 bytes, the simulated flow is replayed from the traces, and the emulated traffic
is exponentially distributed and of a rate of 0.5Mbps. Fig. 5.18 shows the delay for the
emulated flow in both systems for factor values of 0.1, 1, 10, 100, and 1000. Fig. 5.18
shows that when the dilation factor is very small, more traffic is generated in a shorter
time interval, thus producing a bottleneck very early in the experiment. As the factor
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Figure 5.15: Comparing packet delays for mixed constant and exponential inter-arrival
times for simulated and emulated flows under 10% utilization
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Figure 5.16: Comparing packet delays for mixed constant and exponential inter-arrival
times for simulated and emulated flows under 50% utilization
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Figure 5.17: Comparing packet delays for mixed constant and exponential inter-arrival
times for simulated and emulated flows under 90% utilization
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increases, the bottleneck moves to a later time in the experiment until it totally disappears
for a value of 1000. For all values, our model produces very good match between the
delay obtained in the original and the downscaled system.
A second round of experiments is performed keeping the previous setting but changing
the bandwidth to 10Mbps. Fig. 5.19 shows the delay for the emulated flow in both systems
for factor values of 0.1, 1, 10, 100, and 1000. Again, we achieve a good match between
the delay obtained in the original and the downscaled system.
We also gathered a real trace from the The CAIDA Anonymized Internet Traces 2011
Dataset [CAI], corresponding to a OC192 link (9953Mbps) link. The trace consists of
twenty million packet headers and payloads, which we parsed to obtain a flat file con-
taining the time the packet is seen and its size. We replay the CAIDA traces as simulated
traffic; the emulation traffic is exponentially distributed.
Replaying the traces as given at a service rate of 10Gbps does not produce a significant
queuing delay, thus yielding minimal variations in delay. In consequence, we created
two different alternative scenarios to test our approach: for the first one, we dilated the
trace by a factor of 30; for the second, we dilated the trace by a factor of 100. For both
scenarios, we used a queue of 8300 packets, and made the emulated traffic rate to be 50%
of the service rate; the service rate for the first scenario is 1Gbps and for the second is
100Mbps.
Fig. 5.20 shows the delay and the received packets history for the emulated flow in
both the original and the downscaled subsystems for the first scenario. No congestion ex-
ists for this scenario and thus no packet loss; most of the delay is propagation delay(3ms).
In this non-congested scenario, our model achieves great accuracy in terms of delay and
received packets history.
Fig. 5.21 shows the delay, drop, and the received packets history for the emulated
flow in both the original and the downscaled subsystems for the second scenario. As
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Figure 5.18: Comparing packet delays using low-intensity trace with different dilation
factors for 1Mbps bandwidth
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Figure 5.19: Comparing packet delays using low-intensity trace with different dilation
factors for 10Mbps bandwidth
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Figure 5.20: Delay and received packets history for the first scenario with CAIDA traces
observed, this is a highly congested scenario characterized by a total occupation of the
queue between seconds 5 and 33 (Fig. 5.21 a)). Fig. 5.21b) shows that packets are only
lost in this saturation stage. Finally, Fig. 5.21c) shows the history of received packets. For
all three metrics, our model provides great accuracy.
Exploring Various Network Settings
In order to quantitatively evaluate the effectiveness of our model to emulate a single link,
with and without congestion, we run a batch of experiments for different bandwidth and
buffer sizes, and compare the average packet delay, the number of packets dropped, and
the number of received packets, between the original system and the downscaled system.
For the experiment, we set the link bandwidth to be either 1, 10, or 100 Mb/s, and the
buffer size to be 100, 500, or 1000 packets. For each bandwidth and buffer size pair,
we independently set the packet arrival rate for the emulated and simulated flows to be
12, 25, 50, or 75% of the link bandwidth, and consequently we conduct a total of 16
experiments. Each experiment lasts 100 seconds, and both simulated and emulated flows
start from time zero.
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Figure 5.21: Delay and received packets history for the second scenario with CAIDA
traces
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Table 5.1: Errors for different link bandwidth and buffer size combinations
Bandwidth Buffer Size Packet Delays Packet Losses Received Packets
1 Mb/s 100 pkts 8 ms (7.96%) 2.06 (0.22%) 3.25 (0.07%)
1 Mb/s 500 pkts 8 ms (7.63%) 5.93 (0.56%) 7.12 (0.16%)
1 Mb/s 1000 pkts 7 ms (7.57%) 2.93 (0.49%) 3.00 (0.07%)
10 Mb/s 100 pkts 2 ms (8.83%) 18.56 (0.13%) 21.37 (0.04%)
10 Mb/s 500 pkts 2 ms (7.93%) 34.18 (0.29%) 32.12 (0.07%)
10 Mb/s 1000 pkts 2 ms (7.78%) 24.43 (0.22%) 21.00 (0.04%)
100 Mb/s 100 pkts 0.3 ms (5.04%) 141.50 (0.62%) 56.75 (0.01%)
100 Mb/s 500 pkts 0.4 ms (3.90%) 183.12 (0.17%) 98.56 (0.02%)
100 Mb/s 1000 pkts 0.4 ms (3.67%) 209.00 (0.19%) 113.12 (0.02%)
Table 5.1 shows the average errors for packet delays, packet losses, and throughput
across the 16 experiments using different packet arrival rates for the emulated and simu-
lated flows for each combination of link bandwidth and buffer size.
The average percentage error for the number of dropped packets and the number of
received packets is very small, indicating a near perfect match between the two systems.
For emulating a link with a bandwidth of 100 Mb/s, the error in the packet delay is less
than one millisecond. It goes up to 2 milliseconds for a 10 Mb/s link, and 8 milliseconds
for a 1 Mb/s link, which is mainly due to the slower packet transmission time. The
results show conclusively that our queuing model provides a very good approximation
for emulating a link of different bandwidth and buffer size, regardless of the congestion
level.
Effect of Queuing Model Improvement
In section 5.3.1, we describe our improvement to the simple M/D/1 queuing model to
deal with the link congestion more accurately. In the previous sections, we show that our
model is able to accurately represent the queuing behavior whether the link is congested
or not. In this section, we examine the effect of this improvement in more detail.
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In the experiment, we create an artifical scenario, by fixing the Poisson arrival rate
of the simulated and emulated flows to be 30 packets/s and 10 packets/s, respectively,
and changing the link bandwidth from 60 packets/s (for no congestion), to 40 packets/s
(for mild congestion), and then to 20 packets/s (for heavy congestion). In Figure 5.22,
we compare the results with and without the improved queuing model. In Figure 5.23,
we switch the arrival rate of the simulated and emulated flows and again compare the
results with and without the improved queuing model. In both cases, we can observe the
dramatic improvement of the model in terms of accurracy.
5.7.2 Multiple Links Validation
In the previous section we assess the accuracy of our queuing model for emulating a single
link. In this section we examine the model for emulating a network path with multiple
links. Again, we use with the simulated system as in the previous section, so that we can
conveniently explore different parameter settings.
The setup for the experiments is shown in Figure 5.24. In the original system, the
network path consists of three links each represented using a network queue with distinct
bandwidth. We designate an “emulated flow” to traverse all three links. We also designate
three “simulated flows”, each going through a separate network queue. All simulated and
emulated flows have independent input source with potentially different packet arrival
rate. Similar to the setup for the single link validation, we measure at each second the
drop probability and the effective arrival rate of the emulated flow at each network queue.
We also calculate the average packet delay of all packets going through the system. These
measurements are collected and stored in a trace file to be used by the subsequent simula-
tion of the downscaled system. For the downscaled system, we include the emulated flow
as in the original system and apply the queuing model using data stored in the trace file.
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Figure 5.22: Model improvement shown with higher emulated flow arrival rate
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Figure 5.23: Model improvement shown with higher simulated flow arrival rate
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Staggered Arrivals
In the first experiment, we set the bandwidth to be 1, 10, and 100 Mb/s, respectively for
the three links. The buffer size of all network queues is set to be 200 packets. We fix
the packet size to be 1.5 KB. All flows use Poisson arrivals. We set the arrival rate of
the emulated flow to be 50 packets/s (i.e., 600 Kb/s); we start the flow at the beginning
of the experiment and let it persist throughout the whole experiment. We set the arrival
rate of the simulated flows to be 600 Kb/s, 9.6 Mb/s, and 99.6 Mb/s. We start the third
simulated flow at the beginning of the experiment and let it last for 40 seconds. The
second simulated flow starts at 30 seconds and ends at 50 seconds. The first simulated
flow starts at 60 seconds and ends at 80 seconds. In this way, we created three congestion
points in the network paths. The experiment runs for 120 seconds in total.
Figures 5.25, 5.26, and 5.27 show the average packet delay, the cumulative packet
loss, and the throughput of the emulated flow over time. We can see clearly from the
delay plot that congestion happens between 30 and 50 seconds, and between 60 and 100
seconds. It takes time to clear up a congestion: the figure shows that the average delay
waits until 106 seconds to come back to normal. Since the first link is the slowest link,
as expected, it results in more significant packet delay during the congestion (between
time 60 and 106), which is caused by the longer packet transmission time at the first
queue. The packet loss is also significant between 60 and 100 seconds; this is because the
emulated and simulated flows are mixed up with the same proportion at the first queue
and therefore would share the loss equally, while at the other two queues the simulated
flow dominates the emulated flow. In all cases, the original system and the downscaled
system match very well. Our queuing model works correctly for multiple links.
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Figure 5.24: Experiment setup for multiple links validation
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 0
 50
 100
 150
 200
 250
 300
 0  20  40  60  80  100  120
cu
m
m
u
la
tiv
e 
pa
ck
et
 lo
ss
time [seconds]
original
downscaled
Figure 5.26: Cumulative packet loss of the emulated flow
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Figure 5.27: Throughput of the emulated flow
Exploring Various Network Settings
Like before, in order to quantitatively evaluate the effectiveness of our queuing model
to emulate multiple links, we run a batch of experiments using different bandwidths for
the links. To assess accuracy, we again compare the average packet delay, the number of
dropped packets, and the number of received packets, between the original system and
the downscaled system.
For this experiment, we independently set the bandwidth of the three links to be either
10 or 100 Mb/s. For each of the eight permutations of the link bandwidths setting, we
conduct six separate experiments, each by setting the packet arrival rate of the simulated
flows or the emulated flow to be 12, 25, 50, 100, 125, or 150% of the link bandwidth at
the flow’s entry point. For example, for the experiment where the link bandwidth of the
first queue (µ1) is 10 Mb/s, and the bandwidth of both the second and third queue (µ2
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Table 5.2: Errors for different link bandwidth settings
µ1 µ2 µ3 Packet Delays Packet Losses Throughput
1 Mb/s 1 Mb/s 1 Mb/s 1.72% 0.30% 0.28%
1 Mb/s 1 Mb/s 10 Mb/s 1.96% 0.59% 0.28%
1 Mb/s 10 Mb/s 1 Mb/s 1.91% 2.47% 0.21%
1 Mb/s 10 Mb/s 10 Mb/s 0.85% 0.40% 0.15%
10 Mb/s 1 Mb/s 1 Mb/s 0.54% 0.32% 0.99%
10 Mb/s 1 Mb/s 10 Mb/s 0.55% 0.18% 0.79%
10 Mb/s 10 Mb/s 1 Mb/s 0.19% 0.37% 0.97%
10 Mb/s 10 Mb/s 10 Mb/s 1.8% 0.23% 0.10%
and µ3) is 100 Mb/s, and the arrival rate of all the flows is 50%, the packet arrival rate of
the simulated flow (λp) and the first simulated flow (λs1) would both be 5 Mb/s, and the
packet arrival rate of the second and the third simulated flow (λs2 and λs3) would be 50
Mb/s. In this experiment, we run the simulation for 500 seconds, and we set all flows to
start at time zero and run for the entire duration of the experiment.
Table 5.2 shows the differences between the original and the downscaled systems, for
packet delays, packet losses, and throughput across the six experiments for each of the
eight permutations of the link bandwidths setting. The errors are all below 2%, indicating
that our queuing model can correctly emulate the network path with multiple queues in
this case.
5.7.3 Real System Validation
We implemented a prototype of SymbioSim extending our PRIME network simulator
and we have it currently running in ProtoGENI [PRO]/Emulab [WLS+02]. We use Pro-
toGENI for hosting our simulator and the SIMEDSS because it gives us the possibility
of owning an experiment for a long period of time, thus saving a lot of time for installa-
tion. Emulab is easier to handle when delay nodes are needed so it is used for hosting the
Actuator, the PhyEDSS, and the emulation (physical) system (including the real hosts).
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In this section, we use the SymbioSim prototype to validate the accuracy of our ap-
proach when using real applications and protocols. To that end, we compare the delay
and throughput produced by a real application running in SymbioSim’s emulation sys-
tem against those produced by a simulated application, of similar characteristics as the
real application, running entirely in simulation. We conduct this test using the parking
lot topology shown in Fig. 5.28. In Fig. 5.28a), we show the network topology used for
both the purely simulated experiment and for the one using SymbioSim. When using
SymbioSim, all hosts are simulated hosts except hosts 1 and 2, which are emulated hosts.
Fig. 5.28b) shows the downscaled network topology, used in the SymbioSim experiment,
which only includes real hosts 1 and 2 connected through a link, i.e., two pipes in the
emulation system. Finally, Fig. 5.28c) shows the real implementation of the downscaled
topology which includes a Dummynet instance to emulate a link.
In simulation, F1 is a TCP flow generated by a HTTP application that transfers a
large object. In SimbioSim, we use a home crafted Java application that also transfers a
large object to generate F1. We make our HTTP application to resemble the Java one by
tuning it to use the same TCP congestion window and the same TCP congestion control
algorithm (Reno). At the beginning of each experiment, we initiate the transfer between
hosts 1 and 2; this transfer lasts for the whole experiment lifetime. At second 10, other
5 TCP flows, depicted as F2 in Fig. 5.28, start transferring 0.5MB each. At second 30,
other 5 TCP flows (depicted as F3) start transferring 2MB each. Before these finish, other
10 TCP flows (composing F4) start transferring 1MB each. Flows F3 and F4 overlap
and create two simultaneous points of congestion. Finally, at second 50, 5 TCP flows
(depicted as F5) start transferring 1MB each as shown in Fig. 5.28.
Fig. 5.29 shows the results. The first plot of Fig. 5.29 shows the RTT for both the
purely simulated experiment and SymbioSim. For the former, we extracted the RTT from
the trace files outputted by our simulated TCP version. For the latter, we used ping in
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Figure 5.28: Model and experimental setup for baseline validation
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Figure 5.29: Results for prototype validation
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parallel with the TCP transfer (generated by our Java application) to get the RTT. We plot
both the average RTT from SymbioSim for fifteen runs and all the cloud of points corre-
sponding to raw results from the emulation system. As shown there, SymbioSim outputs
a delay curve that very closely follows that from the purely simulated experiment. The
average delay from simulation is 148ms and that obtained from SymbioSim is 152ms,
achieving an error of around 3%. As expected, the curve from SymbioSim is smoother
since we update the physical system every 1 second. Observe that for all four congestion
points we created, SymbioSim reacts accordingly, thus yielding the appropriate delay. If
the delay and packet loss rate imposed by SymbioSim to the real flow are very similar to
those experimented by the corresponding flow in simulation, then the sequence number
history must match as well. The second plot of Fig. 5.29 shows the average sequence
number history for the real TCP flow as well as the cloud of points that originate it for
fifteen runs. Also, the corresponding one for simulation is depicted. As observed, the
sequence number history curve from our simulated TCP is almost indistinguishable from
the average sequence number history curve (corresponding to the real TCP flows origi-
nated by the Java application). The maximum sequence number seen at the end of the
experiment in simulation is 20,843,961 against 20,748,458 in SymbioSim, yielding an
error of around 0.5%. Some runs yield less or more final throughput depending on the
exact instant appBytes values are injected into the simulator.
Confirming the results obtained in our SymbioSim’s purely simulated version, the
results shown above confirm that our model is valid for correctly emulating a network
path. Also show, that our prototype reasonably and timely imposes the updates into the
physical system.
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5.8 Test Case
Previous approaches advocate for a class of protocols where multi-path routing is enabled
in the Internet to take advantage of path diversity [HSH+06, RWH09]. Using congestion
feedback signals from the routers, Han et al. [HSH+06] presented a transport protocol
implemented at the sources to split the flow between each source-destination pair. In
this section, we use SymbioSim to test a simple home-crafted multipath protocol inspired
by the above mentioned research studies [HSH+06, RWH09]. Here we do not aim at
conducting a thorough study of a full-fledged protocol; instead, we aim at exposing Sym-
bioSim as an approach to test new applications and protocols by leveraging the symbiotic
cooperation between real systems and simulation.
The simple protocol we aim to test is based on source routing, i.e., the end host
chooses its routing paths using the periodic updates it receives from dedicated routers.
These special routers would provide multi-path service to subscribed end-hosts. The pe-
riodic updates may include network path drop rate, available bandwidth, or RTT. Using
these updates, the end-host can decide what approach to use in order to maximize its
target utility function.
The network topology we use for testing is shown in Fig. 5.30. In that topology, we
place one special router the sender is subscribed to and we mark it as the special router,
which sends periodic updates reporting the average packet loss probability and available
bandwidth for each network path to the sender. Each alternative path is depicted as a
cloud in Fig. 5.30, which represents the set of network links that compose a path from
the special router to the aggregation router. Our simple protocol is implemented at the
application layer on top of the TCP protocol. As such, the sender establishes independent
TCP flows with the receiver. For all our tests, at any given time, two TCP flows are active
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Figure 5.30: Topology for test case
between the sender and the receiver, each using a different network path. The specific
approach implemented at the sender makes it switch one network path for another.
According to Fig. 5.30, the link that connects the receiver to the topology cannot be
congested because the sender can only send at a maximum speed of 50 Mbps, dictated by
the capacity of its access links. In consequence, this link is in some sense transparent to
the TCP flows that traverse it [PPG06]. Therefore, we can we extract off that link from
the topology to be implemented. Also, since the TCP flows do not share any more links
from the special router up to the aggregation router, the network effects resemble those
obtained from a topology where the flows would be established against three different
receivers as shown in Fig. 5.31. This fact allows us to model the data exchanges using
three different receivers as destinations and thus avoid injecting special information in
the packets from the sender to the receiver that would be read by the special router to
use an specific network path. Also, this fact saves us from providing specific logic at the
special router. In a nutshell, we aim to model and test the logic at the sender to choose
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network paths and not the control plane data exchanges. Also, Fig. 5.30 shows that each
path from the special router to the aggregation router, depicted previously as a cloud, is
modeled as three network links, which can be downscaled to a single link in the physical
system implementation. Finally, we place one simulated host at each end of each cloud
to generate background traffic.
Fig. 5.31 can be downscaled using the approach proposed in section 5.4. The resulting
topology is shown in Fig. 5.32.
At the implementation side, the sender is a Java application which runs three threads
to send data to the receiver, one for each network path. Also, the sender listens on a UDP
port for updates from the corresponding delay node. Upon receiving updates, the sender
updates a shared data structure shared by all threads and the logic determines which pair
of paths is used. Without SymbioSim, it would be difficult for a router to measure a
precise value for drop packet rate or available in a network path. Also, SymbioSim is
used to impose background traffic using simulated flows.
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We test three different strategies for using multipath routing. The first approach is the
simplest one and in a real implementation would impose the least computational burden in
the participating routers, and least number of control packets exchanged between routers
and end-hosts. In this case, the sender subscribes with the special router so that the
latter routes the sender’s packets through two different paths, which remain static during
the whole experiment. In this way, aside from the initial packet exchange, no further
packet exchanges are necessary. Although this approach has the potential of increasing
the throughput when using just one flow (when having an spare network path when one of
them is experimenting congestion), it has the drawback that when the two network paths
used are congested, the throughput decays until at least one them becomes uncongested.
At the beginning of the experiment, the sender establishes two independent TCP flows
with the receiver. At second 20, ten TCP background flows start at each network path
previously used, the average throughout history is depicted in Fig. 5.33 together with the
95% confidence interval corresponding to 20 trials. The throughput history was obtained
from SymbioSim TCP traces files, so no other measurement tools were needed in the
physical system. SymbioSim provides a set of parameters that may be customized by the
user for specific needs. Linux default configuration including Reno as the TCP congestion
control are used. From Fig. 5.33, it can be noted that before the first loss, TCP believes it
can send packets at a higher rate than the configured bandwidth thus producing the peak at
second at second 3. After that, TCP flows suffer the first loss, decrease the throughput and
then recover and adjust. After second 20, the throughput decreases continuously since the
sender is not able to recover from the loses given that both paths are congested, and the
sender cannot find other paths during the experiment.
The second strategy makes effective use of the updates and uses the drop rate as the
criteria to choose between network paths. When the experiment starts, the sender chooses
the two paths with the lowest RTTs (see Fig. 5.30). Again, from second 20, these two net-
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Figure 5.33: Throughput history for first approach
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work paths start dropping packets because background flows start to run in the simulation
system, with 10 TCP flows in each path. These simulated TCP flows have a large conges-
tion window and thus can impose heavy packet drops over the network links they traverse.
There is a substantial throughput decay at second 21 because the sender started sending
packets using the third path and TCP needs some RTTs to reach its optimal transmission
rate. After that, the throughout goes up to almost the previous levels. This is not possible
however, because the sender needs to use one congested path among the two available.
Another factor that causes the throughput not to reach its optimal is the multiple switches
from one path to another after second 21. This happens because after initial loss, TCP
adapts and even if the available bandwidth is low, the packet loss may be zero until TCP
suffers another loss, thus deceiving the sender that the path is not congested when actually
it is. We tested our second argument for decreased throughput, i.e., multiple switches, and
thus correlate the number of switches with the average throughput obtained in a single run
and obtained a weak correlation coefficient of -0.24; which indicates that indeed as the
number of switches increases, the average throughput decreases.
Finally, the third strategy uses available bandwidth as the criteria to choose paths. It
uses the two paths with higher available bandwidth. The setup is similar to the other two
cases previously described and the results are shown in Fig. 5.35. Now, we can observe a
big improvement from the second approach that uses path drop probability to determine
the paths to use. In this case, the sender does not switch paths as in the second approach
and thus achieves better throughput. In a real implementation, this approach could be the
hardest the implement and the one that demands more control packets exchanges between
special routers and end hosts and the trade-offs would have to be carefully evaluated.
From the above test case, we show that SymbioSim may be used to thoroughly eval-
uate new protocols and applications. Not only SymbioSim provides the network model
where new designs can be tested, with potentially detailed and complex background traf-
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Figure 5.34: Throughput history for second approach
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Figure 5.35: Throughput history for third approach
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fic, but also provides means to measure and thus evaluate the performance of such new
designs.
5.9 Summary and Conclusions
In this chapter we present SymbioSim, our approach towards achieving more scalable
network emulation experiments using the symbiotic simulation paradigm.
We describe our closed-form model, and extension, that guarantees that both the
original and the downscaled models impose same delay and packet loss to emulated
flows. Aiming towards reducing the number of computational resources needed, we
present our approach for downscaling the original model and allow real-time calibrations
(DSCALEdR). A dynamic sampling approach is also described and tested which aims
at reducing the overhead of running DSCALEdR. We describe how we scale better than
current approaches by never sending payloads between the physical system and the sim-
ulator. We extensively validate our model in presence of different traffic intensities and
conclude that our model model behaves correctly even if the inputs are not exponentially
distributed. Finally, we validate our prototype implementation in Emulab. We compare
the output of our system to that of pure simulation in terms of sequence number histo-
ries, and RTTs. Our results confirm the validity of our model and the correctness of the
implementation.
SymbioSim’s capabilities are used to rapidly prototype and test a simple multi-path
protocol. The fact that the model in simulation can be easily and quickly changed without
affecting the topology used in the physical system, plus the easiness for imposing back-
ground traffic with specific characteristics, and also the number of statistics and measure-
ments that are exported from the simulation system, make SymbioSim a suitable tool for
testing new protocols and applications.
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CHAPTER 6
CONCLUSIONS
This chapter presents a brief summary of this dissertation and future directions the
research could be taken.
6.1 Summary
The focus of this dissertation is on improving large-scale network simulation and emula-
tion. Specifically, we:
1. Identify and quantify the limitations of current software-based emulators. First,
we measure the maximum rate at which packets can be inserted into the simulator
and determine that it is around 200Mbps for our simulator. Second, we realize that
large-scale network emulation experiments are severely bounded by the available
hardware constraints. In order to address these issues we do the following:
• We propose a mechanism to reproduce traffic inside the simulator from traffic
matadata. In this way, the payload of packets and most of the header never gets
inserted into the simulator thus overcoming its inherent limitations measured
previously.
• We propose a novel approach for downscaling networks, which does not need
knowing the bottleneck link in advance as previous approaches. In conse-
quence, only a shorter version of the original target network topology needs
to be instantiated in the physical network.
2. Expose the drawbacks of current approaches for modeling a network path, i.e.,
using a sequence of link emulators and filling a link with unresponsive traffic. In
response:
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• We propose a novel way for emulating a network path based on a M/D/1
queuing model. We test our approach in diverse scenarios for many types of
inputs, with and without congestion, and conclude that it provides a very good
approximation yielding small errors in terms of delay, drop, and throughput.
• We incorporate this approach into our SymbioSim simulator. SymbioSim is a
system based on the symbiotic simulation paradigm that allows larger network
experiments than those possible with current software-based emulators.
3. Address the lack of a mechanism to instantiate network experiments, with flexible
and configurable network conditions, in large-scale settings. In particular we:
• Design, and develop the PrimoGENI system as part of the GENI project. This
system is composed of a high performance distributed simulator, a front end
that we call Slingshot, and a customized OS image installed in GENI sites.
• Instantiate network experiments, involving simulated and real entities, encom-
passing geographically distant locations. In order to achieve seamless com-
munication between simulated and real hosts, and vice versa, we port sixteen
Linux TCP congestion control algorithms to our simulator and extend them to
handle real packets.
4. Enhance the scalability of software-based emulators by increasing the number of
events that a discrete-event simulator can process per second. In particular, we:
• We design, implement, and test SVEET, a performance evaluation testbed
where real implementations of applications and protocols can be accurately
evaluated under diverse network configurations and workloads from real ap-
plications in large-scale network settings enabled by the use of time dilation.
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6.2 Future Directions
The research presented in this dissertation can be extended in the following directions:
1. Although the accuracy and usefulness of time dilation was tested for TDF factors
less than 10, the improvement was shown not to be linear. PRIME, specifically
SVEET, could achieve much greater network experiments from a more scalable,
linear, time dilation approach.
2. The accuracy of our TCP implementation has been validated thoroughly in different
scenarios. However, the implementation is very detailed, including complex data
structures for bookkeeping, thus preventing the simulator to scale to larger sizes. A
systematic profiling of the code, under diverse circumstances, may lead to identi-
fication of bottlenecks and eventually to a highly optimized implementation. Fur-
thermore, if scalability if the ultimate goal, a more radical approach may be needed
to decrease the complexity of the implementation without sacrificing accuracy.
3. In our research group, we observed that when dealing with thousands of simultane-
ous TCP flows, some unfair behavior is observed favoring those flows that started
earlier. We have not gathered enough evidence to claim whether this behavior is the
expected. A large-scale real testbed (with a set of scripts and processes in place)
is needed to determine whether this phenomena is an artifact. In that sense, a bold
move is needed to validate simulated TCP fairness behavior in large-scale settings.
4. We currently have two ways of injecting real packets into PRIME, which may be
further optimized, thus benefiting the PrimoGENI and PRIME systems.
5. Currently, we use DummyNet to emulate a link. Extending its code to further un-
derstand PRIME demands regarding drop rate, and delay, would allow SymbioSim
to achieve even more accurate and tight results. Furthermore, DummyNet could
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be extended to include code to output several necessary statistics that may help
experimenters, e.g., delay.
6. The real testbed controlled by SymbioSim’s simulation system is currently closed
to interaction with other testbeds not calibrated by the instance of SymbioSim’s
simulation system. A new approach that accomplishes this task would greatly in-
crease the scale of experiments, thus insertion of SymbioSim in a federation, such
as GENI, would be possible. Also, interconnecting testbeds calibrated by different
simulators would ne possible.
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