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Résumé – Nous présentons dans cet article une nouvelle méthode de détection d’événements rares basée sur l’analyse des mouvements saillants
dans une scène. La méthode vise à localiser automatiquement toutes les régions d’une scène où se déroulent des événements rares. Un événement
rare s’oppose aux événements fréquents en ce sens qu’on y intégre tout événement nouveau dans la scène. Elle exploite les propriétés de la
transformée en cosinus discrète (TCD) qui, appliquée à une image, permet d’y détecter des irrégularités spatiales. En appliquant successivement
la transformée et son inverse aux données de magnitude et d’orientation du flot optique, notre méthode permet de localiser tous les mouvements
irréguliers. Une modélisation de ces mouvements, grâce à la version "one class" de l’algorithme SVM, permet d’identifier sur les événements
rares parmi ceux fréquents. La méthode a été testée sur la base publique UCSD [1] et présente des résultats satisfaisants.
Abstract – We present, in this paper, a new method for rare events détection based on salient motion analysis. The method aims to automatically
locate all regions of a scene where rare events occur. A rare event is an event that not occurs frequently in the scene. It exploits properties of
the discrete cosine transform (DCT) that can detect spatial irregularities in images. By performing the DCT and its inverse on the magnitude and
orientation of the optical flow, our method makes it possible to locate any salient motion. Modeling of the salient motions thanks to the "one
class" version of the support vector machine (SVM) allow the identification of rare events between salient motion. The method has been tested
on the UCSD dataset and shows that it’s promising.
1 Introduction
La détection automatique de mouvements saillants dans une
scène est une tâche importante pour de nombreuses applica-
tions en vision par ordinateur, tels les systèmes de vidéo sur-
veillance. Pour de tel système, ces méthodes visent à réduire
l’effort cognitif des surveillants en proposant des zones d’acti-
vités irrégulières de la scène car comme le soulignent Green et
al. [2], l’attention des opérateurs de vidéosurveillance tend à se
dégrader après une longue période de surveillance. Les zones
mises en évidence peuvent être le siège du déroulement d’évé-
nements rares. La localisation des événements rares est donc
une couche supérieure dans le sytème. Elle implique une classi-
fication des mouvements saillants en identifant clairement parmi
les mouvements saillants à un instant t, ceux qui n’ont jamais
été observé auparavant. Dans ce papier, nous proposons une
méthode qui part de la détection des mouvements saillants dans
une scène à un instant précis pour déboucher sur la détection
des événements rares. La mise en place d’un tel système né-
cessite de relever de nombreux défis, en particulier dans le do-
maine de la vision par ordinateur.
De nombreuses approches ont été proposées dans la litté-
rature pour efficacement détecter et localiser les événements
rares dans des vidéos de scène naturelle. Dans leur revue, Thida
et al. [3] ont identifiés deux catégories d’approches : les ap-
proches de modélisation macroscopiques et celles microsco-
piques. Notre approche appartient à la deuxième catégorie. Les
récentes approches de la littérature essaient d’améliorer les per-
formances de la localisation des événements plutôt que l’iden-
tification des séquences d’images contenant d’éventuels évé-
nements rares. Shi et al. dans [4] ont proposé de modéliser les
événements normaux en utilisant comme caractéristique l’his-
togramme multi-échelle du flot optique. À des fins de localisa-
tion, ils ont utilisé un algorithme de saillance visuelle spatio-
temporel pour sélectionner les régions d’extraction de ces ca-
ractéristiques. Lei et al. [5] ont proposé un nouveau descripteur
dénommé "Spatial Associated Multi-scale Histogram of Opti-
cal Flow" (SA-MHOF). Le descripteur a pour objectif de ré-
soudre le problème de déformation perspective lié aux objets
éloignés de la caméra en intégrant la position de l’extraction
du descripteur dans la scène lors de l’étape de calcul du flot
optique. De nombreux autres articles [6, 7, 8] ont proposé dif-
férents descripteurs.
Notre méthode s’inspire de la méthode de détection d’ob-
jets saillants de Hou et al. [9] basée sur l’analyse d’image avec
la transformée en cosinus discrète. Elle utilise les informations
d’orientation et de vitesse du flot optique pour d’une part détec-
ter les mouvements saillants puis identifie ceux correspondant
à un événement rare.
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FIGURE 1 – Méthodologie de l’approche proposée
2 Approche proposée
L’approche peut être scindée en quatre étapes complémen-
taires, comme indiqué sur la Fig 1. Elle prend en entrée deux
images consécutives et donne en sortie la carte des événements
rares qui met en surbrillance les différentes régions d’intérêt de
la scène. Les différentes étapes sont décrites ci-dessous :
— On commence par calculer le flot optique de deux images
consécutives afin d’estimer le champ de mouvement dans
la scène.
— La deuxième étape consiste à calculer la signature de
l’orientation et de la magnitude du champ de mouve-
ment.
— A partir des signatures de l’orientation et de la magni-
tude, nous estimons la distribution des mouvements en
générant une carte de saillance. Cette carte est par la suite
divisée en des blocs parmi lesquels seuls ceux suffisam-
ment saillants sont retenus pour l’étape suivante.
— La dernière étape consiste à construire un vecteur de ca-
ractéristiques pour chaque bloc retenu. Ce vecteur est ob-
tenu par vectorisation de la matrice de score de saillance
de tous les pixels du bloc. Pour la phase d’apprentissage,
l’algorithme SVM one-class est utilisé pour construire
un modèle d’événements à partir uniquement d’événe-
ments fréquents.
2.1 Estimation du champ de mouvement
On désigne par champ de mouvement l’ensemble des dé-
placements dans la scène. Il fournit les informations telles que
la direction et la vitesse de chaque pixel dans l’image et peut
être estimé avec de nombreuses approches. Dans cet article,
nous avons utilisé l’algorithme de Horn et al. [10]. Soit Ix,y,t
la valeur d’intensité du pixel (x, y) à l’instant t. Les données
d’orientation ϕx,y,t et de magnitude rx,y,t du vecteur de flot
associé à chaque pixel sont exprimées suivant la formulation
suivante :
ϕx,y,t = arctan
(
Vx
Vy
)
(1)
et
rx,y,t =
√
V 2x + V
2
y (2)
où Vx et Vy sont les composantes horizontale et verticale du
vecteur de flot.
Le but de notre méthode étant de détecter les événements
rares en fonction des mouvements dans le scène, nous émet-
tons l’hypothèse qu’une fusion des données d’orientation et de
magnitude apporterait plus d’information. En effet, les événe-
ments rares peuvent être causés soit par l’orientation du mou-
vement ou soit par sa vitesse ou par les deux à la fois. Prenons
l’exemple du mouvement saillant de la figure 1. Dans ce cas,
l’événement est généré par le mouvement saillant du cycliste
dont la vitesse est plus importante que celle des piétons sur la
scène.
2.2 La signature du flot et la génération de la
carte de saillance
Dans notre approche, nous proposons d’utiliser la transfor-
mée en cosinus discrète (TCD) pour détecter les irrégularités
dans les informations de flot optique. Considérons chaque com-
posante du flot optique qui est un mélange entre les mouve-
ments réguliers et irréguliers selon la structure suivante :
y = r + i y, r, i ∈ RN (3)
r représente les mouvements réguliers et est supposé être re-
présenté dans la base spatiale standard. i représente les mou-
vements irréguliers et est supposé être représenté dans la base
de la TCD. Hou et al. ont démontré dans [11] qu’il est possible
d’isoler approximativement l’arrière-plan dans une image en
prenant la transformée inverse du signe de la TCD de l’image.
A partir de cette hypothèse, nous définissons la signature de flot
optique par 4 qui est le sign de la TCD. La signature de flot re-
jette les informations d’amplitude sur toute la fréquence et est
très compacte car est représenté avec un seul bit par composant.
FlotSignature(y) = sign(DCT (y)) (4)
où y est soit l’information d’orientation ou soit l’information
de magnitude du flot optique.
A la suite du calcul de la signature de l’orientation et de la
magnitude, les données du flot sont reconstruites à partir de
ces signatures via l’intermédiaire de la Transformée Inverse en
Cosinus Discrète.
y¯ = IDCT (FlotSignature(y)) (5)
La carte de saillance est ensuite générée en lissant le carré de
la carte reconstruite ci-dessus avec la formulation de 6 où g est
un noyau gaussien. Le filtrage est une étape importante car il
élimine le bruit introduit par la quantification du signe.
S = g ∗ (y¯ ◦ y¯) (6)
Les cartes d’orientation Sϕ et de magnitude Sr sont générées
en suivant le même processus. La combinaison des deux types
d’informations se fait en multipliant Sϕ par Sr :
Sf = Sϕ ◦ Sr (7)
2.3 Extraction de caractéristiques et construc-
tion du modèle d’événements
La carte des mouvements saillants Sf est une matrice de
score de même dimension que l’image d’entrée. Les pixels ayant
comme score 0 appartiennent à des régions de la scène où au-
cun mouvement saillant ne se produit tandis que les pixels de
mouvement saillant ont des valeurs élevées. Il est important
de souligner que les mouvements sont considérés saillants re-
lativement aux mouvements dans la scène à l’instant t. Ils ne
peuvent donc pas automatiquement être considérés comme gé-
nérant les événements rares. Le but de cette étape est de construire
un modèle d’événements fréquents à partir d’un jeu d’appren-
tissage qui ne contient que ces événements. Pour ce faire, chaque
carte de saillance est divisée en blocs de taille fixe parmi les-
quels seuls les blocs dont la moyenne des scores des pixels est
supérieure à un seuil seront pris en compte pour la construc-
tion du modèle. La valeur de ce seuil est empiriquement fixée
à deux fois la moyenne des scores de l’image courante. Cette
étape permet de réduire le nombre de blocs nécessaires à la
modélisation. Pour chaque bloc, le vecteur caractéristique est
obtenu en vectorisant la matrice des scores du bloc :
FeatureV ecti = vect(score(block[i])) (8)
où vect est la fonction de vectorisation.
Le modèle d’événements est construit avec l’algorithme SVM
one-class. Le but de cet algorithme est de trouver une fron-
tière autour de l’ensemble d’apprentissage. Différents types de
frontières peuvent être utilisés : linéaire, circulaire, etc. Dans
cet article, nous utilisons un noyau linéaire. Pour identifier le
bloc d’événements rares, nous utilisons comme score la dis-
tance entre le vecteur de caractéristique et l’origine dans l’es-
pace du SVM. Plus la distance est grande, plus la probabilité
que le bloc contienne un événement rare est élevée.
3 Résultats Expérimentaux
L’évaluation de notre approche a été faite sur la base UCSD 1.
La base UCSD est composée de deux ensembles de données
distincts : Ped 1 qui contient 34 vidéos d’entraînement et 36
vidéos de test et Ped 2 qui contient 16 vidéos d’entraînement
et 13 vidéos de test. Pour l’évaluation quantitative, nous avons
utilisé l’aire sous la courbe ROC (AUC) associée à l’EER (Equal
1. http://www.svcl.ucsd.edu/projects/anomaly/
dataset.html
Error Rate) et au taux de détection RD (Rate Detection) comme
mesures de performance. Plus l’AUC et le RD sont élevés et
l’EER est faible, meilleure est la méthode. Dans cet article,
nous avons effectué des évaluation de deux niveaux : niveau
image et niveau pixel. Pour l’évaluation niveau image, c’est
l’image dans sa totalité qui est classée soit contenant d’événe-
ments fréquents ou soit contenant des événements rares, en pre-
nant le score le plus élevé de ses blocs comme score de classi-
fication. Cette évaluation ne permet pas d’apprécier les perfor-
mances de localisation de la méthode. Ainsi, pour y rémédier,
l’évaluation niveau pixel est approprié. Pour cette évaluation,
une image est classée comme contenant des événements rares
si les événements rares détectés couvrent au moins 40% de la
vérité terrain.
TABLE 1 – Résultats d’évaluation sur la base Ped 1
Niveau d’évaluation
Image Pixel
Méthodes
Critères AUC EER AUC RD
MDT temporel[6] 0,82 0,23 0,57 0,59
MDT spatial[6] 0,6 0,43 0,66 0,5
Social Force[6] 0,69 0,36 0,22 0,41
MPPCA[6] 0,67 0,35 0,22 0,23
Adam (MHL)[6] 0,63 0,38 0,16 0,42
Energy-based [7] 0,7 0,35 0,49 0,67
Zhang et al. [12] 0,86 0,19 0,76 0,74
SA-MHOF [5] 0,86 0,19 0,63 0,68
Notre Méthode 0,78 0,28 0,58 0,56
Les tableaux 1 et 2 montrent les performances de notre mé-
thode comparées à celles de la littérature. De ces résultats, on
peut remarquer que notre méthode surpasse certains travaux
antérieurs comme la version spatiale du "Mixture of Dynamic
Texture" (MDT), l’approche de la force sociale, la méthode ba-
sée sur MPPCA, la méthode d’Adam [6] et la méthode basée
sur Energy [7] sur les deux bases. Cependant, comparée aux
méthodes de Zhang et al. [12], SA-MHOF [5], TCP [13] et
Amraee et al. [14] notre méthode est moins performante.
Les principaux avantages de notre méthode sont sa simplicité
et sa rapidité. Le descripteur proposé est très simple à com-
prendre, à implémenter et rapide à calculer. Il faut noter que
notre descripteur est utilisé pour la sélection des blocs, ce qui
offre un avantage en terme de complexité par rapport à d’autres
approches qui emploient des algorithmes différents pour la sé-
lection des régions et la construction du modèle. Malheureuse-
ment, il sera difficile de comparer le temps de calcul de notre
méthode avec d’autres en raison de l’accès difficile à leur code.
TABLE 2 – Résultats d’évaluation sur la base Ped 2
Niveau d’évaluation
Image Pixel
Méthodes
Critères AUC EER AUC RD
MDT temporel [6] 0,76 0,28 0,52 0,57
MDT spatial [6] 0,75 0,29 0,66 0,63
Social Force [6] 0,7 0,35 0,22 0,28
MPPCA [6] 0,71 0,36 0,22 0,22
Adam (MHL) [6] 0,58 0,46 0,16 0,22
Energy-based [7] 0,86 0,16 0,72 0,84
TCP [13] 0,88 0,18 - -
Amraee et al. [14] 0,93 - 0,85 -
Notre Méthode 0,8 0,3 0,79 0,69
4 Conclusion
Dans cet article, nous avons proposé une nouvelle méthode
qui localise les événements rares dans une vidéo. L’approche
proposée utilise la notion de signature de flot qui correspond à
la fonction de signe de la transformée en cosinus discret d’une
image. Une carte des mouvements saillants est générée via la
transformée inverse du TCD de la signature des données du flot
optique. Nous avons proposé d’utiliser cette dernière carte pour
sélectionner les régions saillantes de la scène mais aussi de mo-
déliser les événements. La modélisation des événements fré-
quents se fait avec l’algorithme SVM "one-class". Nous avons
effectué deux niveaux d’évaluation basés sur le score de classi-
fication des régions. Les résultats expérimentaux montrent que
la méthode proposée est compétitive par rapport aux travaux
antérieurs. Elle offre une bonne localisation sur la base Ped 2
mais est mitigée pour sur la base Ped 1.
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