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Abstract
We prove an inequality for completely bounded maps on unital C*-algebras, which gen-
eralizes the Grüss inequality and a trace inequality for bounded operators on Hilbert spaces
proved by P.F. Renaud.
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1. Introduction
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where f and g are bounded integrable functions on [a, b] such that m1  f (x) 
M1, m2  g(x)  M2, for all x ∈ [a, b].
Generalizing the Grüss inequality (1), Renaud [10] showed that
|Tr(T AB)− Tr(T A)Tr(T B)|  4rs, (2)
where A and B are bounded linear operators on a Hilbert space H , T is a positive
linear operator with trace 1 and where numerical ranges W1(A) and W1(B) are con-
tained in circular discs of radii r and s, respectively. If A and B are normal, the
constant 4 in (2) can be replaced by 1. In either case the inequality (2) is sharp.
Equality holds in (2) for some choices of matrices A, B and T .
The additional motivation for this paper can be found in [2], where they proved
that
r0(A) =
√
sup
{‖Ax‖2 − |〈Ax, x〉|2 : ‖x‖ = 1}, (3)
for every A ∈ B(H) (for the definition of r0(A) see the following section). Notice
that ‖Ax‖2 − |〈Ax, x〉|2 = 〈A∗Ax, x〉 − 〈A∗x, x〉〈Ax, x〉.
The purpose of this paper is to establish an inequality for completely bounded
maps on unital C∗-algebras, which generalizes inequality (2) and refines this in-
equality.
2. The main results
We recall some definitions and facts concerning completely positive and com-
pletely bounded maps on C∗-algebras, and set up some notations [8,9].
Suppose that A is a C∗-algebra. We denote by Mn(A) the C∗-algebra of n× n
matrices with entries in A. For C∗-algebras A and B, a (linear) map  :A→
B is called: positive if (a)  0 for every a  0; completely positive if (n) :
Mn(A)→ Mn(B) is positive for every n ∈ N, where(n)([ai,j ]) = [(ai,j )]; com-
pletely bounded if ‖‖cb = supn ‖(n)‖ <∞.
As usual, for a Hilbert space H , we denote by B(H) the C∗-algebra of bounded
operators on H . By S− we denote the topological closure of a set S ⊆ C and by
K(z; r) ⊂ C the circular disc with center at z and with radius r .
A generalization of Stinespring’s representation theorem (attributed to G. Witt-
stock, V. Paulsen, U. Haagerup; see [8,9] and references therein) is as follows: For
every completely bounded map  :A→ B(H), where A is a C∗-algebra with
unit, there exists a Hilbert space K , a unital ∗-homomorphism π :A→ B(K) and
bounded operators V1, V2 : H → K with ‖‖cb = ‖V1‖‖V2‖, such that (a) =
V ∗1 π(a)V2, for every a ∈A. Also, if(a) = V ∗1 π(a)V2, for π , V1 and V2 as above,
then  is completely bounded and ‖‖cb  ‖V1‖‖V2‖.
Stinespring’s characterization of completely positive maps is obtained if V1 = V2
in above statements (see [12]).
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The generalized numerical range W 1(a), for a ∈A, is defined by W 1(a) =
{φ(a) : φ is a state}, where state is a positive map φ :A→ C with ‖φ‖ = 1.
For A ∈ B(H), q ∈ C, |q|  1, we denote by Wq(A) the q-numerical range of
A, defined by Wq(A) = {〈Ax, y〉 : ‖x‖ = ‖y‖ = 1, 〈x, y〉 = q}. The q-numerical
radius is defined by rq(A) = sup{|z| : z ∈ Wq(A)}. Recall that forA ∈ B(H) the fol-
lowing properties hold: (a) σ(A) ⊆ W 1(A) = W1(A)− [11]; (b) W0(A) is a circular
disc with center at the origin and with radius r0(A) = infλ∈C ‖A− λI‖, particularly,
for A normal, r0(A) is the radius of the smallest disc containing σ(A) [6,13]; (c)
r0(A)  diamW1(A)  diamW0(A) (the proof given in [1] also works in the infinite
dimensional case); (d) 12‖A‖  r1(A)  ‖A‖, and if A is normal, then r1(A) = ‖A‖
[4].
Our main result is contained in the following theorem.
Theorem 1. Let A be a C∗-algebra with unit e and let  :A→ B(H) be a com-
pletely bounded map such that (e) = I. Then
‖(ab)−(a)(b)‖  ‖‖2cb diamW 1(a) diamW 1(b), (4)
for every a, b ∈A.
If a and b are normal elements in A, W 1(a) ⊆ K(z1; r), W 1(b) ⊆ K(z2; s),
for some z1, z2 ∈ C, r, s  0, then
‖(ab)−(a)(b)‖  ‖‖2cbrs. (5)
Proof. Suppose that a, b ∈A are given. It is easy to check that
((a − λe)(b − µe))−(a − λe)(b − µe) = (ab)−(a)(b), (6)
for every λ,µ ∈ C. Using (6) and generalization of Stinespring’s representation the-
orem we have
‖(ab)−(a)(b)‖
= ∥∥((a − λe)(b − µe))−(a − λe)(b − µe)∥∥
= ∥∥V ∗1 π((a − λe)(b − µe))V2 − V ∗1 π(a − λe)V2V ∗1 π(b − µe)V2∥∥
= ∥∥V ∗1 (π(a)− λI)(I − V2V ∗1 )(π(b)− µI)V2∥∥. (7)
Notice that I = (e) = V ∗1 π(e)V2 = V ∗1 V2. This implies that I − V2V ∗1 is idempo-
tent. Using [7] we have ‖I − V2V ∗1 ‖ = ‖V2V ∗1 ‖  ‖V2‖‖V1‖. Using (7) we obtain
‖(ab)−(a)(b)‖  ‖‖2cb‖π(a)− λI‖‖π(b)− µI‖, (8)
for every λ,µ ∈ C, so
‖(ab)−(a)(b)‖
 ‖‖2cb inf
λ∈C ‖π(a)− λI‖ infµ∈C ‖π(b)− µI‖
= ‖‖2cbr0(π(a))r0(π(b)) (9)
 ‖‖2cb diamW1(π(a)) diamW1(π(b)). (10)
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Since for x ∈ K , ‖x‖ = 1, the functionals φ(a) = 〈π(a)x, x〉 are states on A, we
obtain W1(π(a)) ⊆ W 1(a). The inequality (4) now follows from (10).
Now, suppose that a and b are normal in A. The assumptions obviously imply
that W1(π(a)− z1I ) ⊆ K(0; r) and W1(π(b)− z2I ) ⊆ K(0; s). Since π(a)− z1I ,
π(b)− z2I are also normal, we have: ‖π(a)− z1I‖ = r1(π(a)− z1I ), ‖π(b)−
z2I‖ = r1(π(b)− z2I ). The inequality (5) now follows from (8). 
Corollary 1. Let H1 and H be Hilbert spaces and let  : B(H1)→ B(H) be a
map such that (I ) = I.
If  is completely bounded, then
‖(AB)−(A)(B)‖  ‖‖2cbr0(A)r0(B), (11)
for every A,B ∈ B(H1).
If  is completely positive, then
‖(AB)−(A)(B)‖  r0(A)r0(B), (12)
for every A,B ∈ B(H1).
Proof. (11) follows from (9), since r0(π(A))  r0(A) for any A ∈ B(H1). (12) fol-
lows from (11) and 1 = ‖I‖ = ‖(I )‖ = ‖‖cb (see [8]). 
Remark 1. There is a unital completely bounded map, which is not completely
positive, for which equality is attained in (11). Define(A) = V ∗1 AV2, where V1 =[
0
1
x2
]
, V2 =
[
ix1
x2
]
and A = B =
[
0 a
a 0
]
, where x1, x2, a > 0. Then, ‖(A2)−
2(A)‖ = ‖V1‖2‖V2‖2r20 (A) = x
2
1+x22
x22
a2.
In the next corollary, using Corollary 1, we present some applications of the gen-
eral result in Theorem 1.
Corollary 2. Suppose that A,B ∈ B(H). Then:
|Tr(T U∗ABU)− Tr(T U∗AU)Tr(T U∗BU)|  r0(A)r0(B), (13)
where T is a positive operator with Tr(T ) = 1 and U is a unitary operator.
|〈ABx, x〉 − 〈Ax, x〉〈Bx, x〉|  r0(A)r0(B), (14)
where ‖x‖ = 1.
‖V ∗ABV − V ∗AVV ∗BV ‖  r0(A)r0(B) (15)
where V : H0 → H is an isometry, H0 a Hilbert space.
The inequality (13) is an obvious generalization and improvement of (2). Also,
the inequality (1) is an easy consequence of (14).
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Consider the following special case of the inequality (14):
|〈A∗Ax, x〉 − 〈A∗x, x〉〈Ax, x〉|  r20 (A). (16)
It is easy to see that this inequality is sharp. From Fujii–Nakamoto result (see [2] and
(3)) follows, that this inequality is also the best possible for every operator A.
The inequality (15) holds also if V is a partial isometry (the proof follows the
proof of Theorem 1). This shows that the condition (e) = I can be weakened in
some sense.
Numerous other applications of Theorem 1 can be given. For example, suppose
that X is a positive square matrix with diagonal entries equal to 1. Define SX(A) =
X ∗ A, the Schur product of matrices. It is obvious that SX(I) = I . It is also known
that SX is completely positive, so ‖SX‖cb = 1 (see [8]). From Corollary 1 we have
‖SX(AB)− SX(A)SX(B)‖  r0(A)r0(B). (17)
Using X = I , it is easy to see that (17) is a sharp inequality (notice that in previ-
ous examples of sharp inequalities of the type (12), completely positive maps were
states).
3. Concluding remarks and examples
Li in [5] showed that for A =
[
0 a
b 0
]
, 0  b  a and 0  q  1, Wq(A) ={
x + iy : x2
a21
+ y2
b21
 1
}
, where a1 = a+b+
√
1−q2(a−b)
2 , b1 = a−b+
√
1−q2(a+b)
2 . It
follows that r0(A) = a, r1(A) = a+b2 . This shows that our estimate |Tr(T A2)−
Tr2(T A)|  a2 is generally better then the estimate |Tr(T A2)− Tr2(T A)| 
(a + b)2 obtained by Renaud in [10].
We remark also, that even estimate |Tr(T A2)− Tr2(T A)|  diam2 W1(A) (see
Theorem 1) is generally better then Renaud’s estimate |Tr(T A2)− Tr2(T A)|  4r2.
It is easy to give examples with diamW1(A) < 2r (for notations see the Introduction
and the inequality (2)).
Finally, suppose that  : M2(C)→ M2(C) is defined by (A) = AT (the trans-
pose map). It is obvious that is a positive map and it is known that is completely
bounded with ‖‖cb = 2 (so  is not completely positive since (I ) = I ) (see [8,
9]). Take for 0 < λ1 < λ2, A =
[
λ1
√
λ1λ2√
λ1λ2 λ2
]
, B =
[
λ1 0
0 λ2
]
. Since σ(A) =
{0, λ1 + λ2}, σ(B) = {λ1, λ2}, we have r0(A) = 12 (λ1 + λ2), r0(B) =
1
2 (λ2 − λ1). Also, it is easy to see that ‖(AB)−(A)(B)‖ = (λ2 − λ1)
√
λ1λ2.
This implies that estimate
‖(AB)−(A)(B)‖  Cr0(A)r0(B) (18)
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holds for every 0 < λ1 < λ2 iff C  2 = ‖‖cb. This shows that positivity is not a
sufficient condition for the estimate (18) to hold with C = 1 (compare for example
(12)). The similar conclusion can be deduced using the norm of the inner derivation.
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