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Введение
В процессе передачи сведений в информационно-телекоммуникационных 
системах важной задачей является защита передаваемой информации. С этой целью в 
настоящее время совместно с методами криптографии широко используется 
стеганографическое внедрение информации в изображения, обеспечивающее скрытие 
самого факта наличия защищаемых данных. Скрытное внедрение сведений в 
изображения основывается на психовизуальной избыточности графической 
информации, что позволяет осуществлять ее изменение без существенной потери 
визуального качества [1].
Большинство методов скрытного внедрения информации в графические данные 
подразделяются на методы стеганографии в пространственной и частотной областях. 
Методы, основанные на использовании результатов преобразований изображения- 
контейнера в частотной области, более устойчивы [2] к внешним воздействиям, 
направленных, как правило, на разрушение внедренной информации. Для проведения 
сравнительных экспериментов в данной работе из указанной группы методов выбран 
один из наиболее распространенных методов стеганографии в частотной области при 
условии, что при восстановлении отсутствует информация о внедренных сведениях, -  
метод относительной замены коэффициентов (ОЗК) дискретного косинусного 
преобразования (ДКП) [2].
Целью данной работы является сравнительный анализ влияния внешних 
воздействий в виде «белого» аддитивного шума различной интенсивности на 
погрешность восстановления информации, внедренной в изображения на основе метода 
скрытного субполосного внедрения, разработанного авторами [3], и метода ОЗК.
В исследуемых методах внедрение информации осуществляется в изображение- 
контейнер, которое задается в виде матрицы Ф  = ( f ik) ,  i = 1,2 ,...,N , k = 1,2 ,...,N 2, 
значения элементов которой соответствуют яркости пикселей изображения.
Основные положения метода относительной замены  
коэффициентов Д К П
Исходной информацией в методе ОЗК [2] является изображение-контейнер Ф и 
встраиваемое (внедряемое) в него сообщение, представляемое в виде последовательности
Матрица изображения-контейнера разбивается на N непересекающихся блоков
бит B  = (bm) ,  m = 1,2 ,...,N b .
(матриц) Ф  m = (f k  ) , m = ^ . . ^  N b  , i  =  ^ . . ^  N B1 > k  =  N B2 >
в общем случае, содержащих N B1xN B2 элементов (в большинстве реализаций метода 
Nb1 = N B2 = 8 ).
Отдельный бит bm вектора B  = (bm) ,  m = 1,2 ,...,N b , внедряется в соответствующую 
матрицу Ф т изображения-контейнера следующим образом.
К элементам матрицы Ф т применяется ДКП. В результате преобразования имеем 
матрицу Ym = (y v  ) , n  = 1,2 ,...,N B1, n2 = 1,2 ,...,N B2, значения элементов которой 
определяются следующим выражением [2]
Vb1 Nb2 Г  n  .. L . ,ж n  1
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УщП2 = £  S  f m С08(^ Г ^  — ^ )) COS( - - ^ (k — - )) , (1)
i=1 k=1 N 2 2 N 2 2
1/^ n  , n  = 0, |1/^ n 2 , n2 = 0,
“  =1 _ 10 ЛГ , a  =•
, n  = 1,2,...,N —1, IV 2/ N 2, n2[^2/ N , , n2 [4 /  = 1,2,...,N2 — 1,
n 1 = l ,2,..., N B 1 . n 2 = lA ..^  N B 2 ■
Вычисленная матрица преобразуется в матрицу Y~ ,
Y  = Y  ,/и /и “
элементы которой (коэффициенты ДКП) с предварительно заданными индексами (щ , v  ) 
и (щ , v  ) изменяются таким образом, чтобы выполнялись следующие условия:
у  — у  < — R , при b = 0, (2)U1V1\ 2^^2 1 m ?
у  — у  > R , при b = 1,2^^2 1 m
где R -  заданное пороговое значение.
Значения элементов модифицированной матрицы Ф и = ( f ^ ) , i = 1,2 ,..., N B1, 
k = 1 ,2 ,...,N  , определяются на основе применения обратного ДКП к измененной 
матрице :
^ 1 Nb1 Nb 2 тг n 1 тг n 1
fm =  S  S  a  a n Упп cos( 1 (i — —))cos( - (£ — —) ) ,
2n S  S  n1 n2 ( n  v 2 )) ( n  2
i = 1,2,..., , k  = 1,2,..., Nb2 .
Контейнер с внедренной информацией представляется в виде объединения 
модифицированных матриц Ф т , m = 1,2,..., N ,
N B
ф  = U  f - .
m=1
Восстановление информации осуществляется в обратном порядке.
Основные положения метода субполосного внедрения
При реализации метода субполосного внедрения информации изображение- 
контейнер Wo, размерности М х ^ , будем задавать с помощью матрицы яркости Жо=(ш0;^ ), 
1=1,2,...,N1, k=1,2,...,N2. В работе [3] показано, что обработка изображения-контейнера и 
внедряемой информации, представленной в виде матрицы Y , на основе субполосного
анализа-синтеза выполняется в центрально-симметричных подобластях 
пространственных частот (ППЧ), образуемых при разбиении области пространственных 
частот (ПЧ) D22-k,
D ln =  v) \—г ^ щ v < г } , (3)
на R1R2 равновеликих ППЧ ППг2, ri=1,2,..., R1, Г2=1,2,..., R2,
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п гл : {(u, v) | (u e  [и? , «Г [, v e  К 2, v22 [) U (u  e  [ u ? , u^ [, v  e  [-v^ 2 - v [ 2 [) U
U  (u  e  [ - m21 ,-и Г 1 [, v  e  [-v^ 2 ,- v [ 2 [) U  (u e  [-u* , - <  [, v e  [v[2, v j  [)}
(4)
и1Г1 = (г1 - 1)
n
R
и  = г
n
1 R  г  = 1,2,..., R
v12 = (Г  -  1
n
R
v 2 = г
n
R Г = 1,2 ,..., R
Реализация субполосных преобразований [4] изображений в подобласти ПЧ Ппг2, 
ri=i,2,..., Ri, Г2=1,2,_, R2, осуществляется с помощью субполосных матриц Ari=(ari;ii2), ii, 
12=1,2,...N i, и Ar2=(ar2kik2), ki, к2=1,2,...,N2, соответствующих выбранной для внедрения 
ППЧ, элементы которых вычисляются на основании следующих выражений,
S in ( a 2r2(ky -  к 2)) -  S in ( a 2(г2 -  1 ) ( k  -  к 2))
<i = 112
Sin(alrl (i1 -  i2)) -  Sin(CT1(r1 -  1)(i1 -  i2))
n(i1 -  i2)
i2 = 0,- 1, i  -. n
i  -  1^  Ф 0,
икгк2
ж(к\ -  к 2) (5)
— , к  -  к  =  о,
n
П n
w V2 = е г 1 ^о(ег2)T
а ,  =  —  =
1 R , 2 R .
В [5] показано, что субполосные матрицы являются симметрическими, 
следовательно, они обладают системой ортогональных собственных векторов. Создадим 
матрицы Q i r i и Qi r2 , столбцы которых составлены из собственных векторов субполосных 
матриц A ri  и A r2, соответствующих единичным собственным числам рассматриваемых 
матриц A r i  и A r2. Матрицы Qi r i  и Qi r2  имеют размерности (N i ,Ji ) и (N2, J 2) соответственно, 
где J i  и J 2 -  количество единичных собственных чисел матриц A r i  и A r2.
В работе [3] показано, что выражение
'  Г2' T (6)
определяет метод преобразования матрицы Yo , содержащей внедряемую информацию, 
при котором энергия ее образа Wn r 2  сосредоточена в ППЧ П п г е . Очевидно, что 
изображение Wr ir2  имеет размерность N l хN 2, размерность внедряемого изображения Yo 
определяется количеством J i  и J 2 единичных собственных чисел субполосных матриц, 
соответствующих ППЧ внедрения.
Соотношение
^ W  = Wo -  ГПГ2 + K Г1Г2 WV 2  (7)
определяет изображение W , являющееся результатом внедрения матрицы Yo в 
контейнер Wo , при котором энергия внедряемой в виде изображения информации 
сосредоточена в заданном частотной подобласти ПЧ Qrir2. Наряду с величиной Wrir2 (6) в 
выражении (7) использованы следующие величины:
- Yr ir2  -  результат субполосной фильтрации [6] изображения Wo в ППЧ Q.nr2,
Y = A T •W  • A1  Г1Г2 Ar W0 АГ2 , (8)
- K rir2  -  коэффициент изменения величины энергии внедряемого изображения в 
выбранную подобласть, используется для регулирования погрешности восстановления 
внедренного изображения,
E  rr (W0)К — К  Г1Г2 °У
K  Г1Г2 = K общ E (W^  ) , (9)
- К общ  -  общий коэффициент внедрения (коэффициент, обеспечивающий равномерность 
изменения энергии внедряемого изображения в различных ППЧ),
- E(W r ir 2 ) -энергия внедряемого изображения в выбранную подобласть ПЧ,
E ( W „ J  = tr (W ,,(W , F2)T ),
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- Enr2(Wo) -  часть энергии контейнера в выбранной ППЧ [7],
E ^  (Wo ) = tr (A i T • Wo • A r2 W  ) ,  (10)
Чтобы получить результат Y  восстановления матрицы Fo, внедренной в
подобласть ПЧ Дпг2 изображения-контейнера W , следует выполнить преобразование [3]
~  = ( Q P f W Q ?  ■ (11)
Вычислительные эксперименты
Для исследования влияния внешних воздействий на погрешность восстановления 
информации при ее скрытном субполосном внедрении в изображения представляет 
интерес получение на основе вычислительных экспериментов сравнительной оценки 
устойчивости скрытного субполосного внедрения информации в отдельной подобласти 
пространственных частот изображения-контейнера к воздействию шума различной 
интенсивности в сравнении с методом относительной замены коэффициентов ДКП.
Целью вычислительных экспериментов является определение погрешностей 
представления контейнера-изображения с внедренной информацией и погрешностей 
восстановления внедренного изображения при различных условиях:
- внедрение при различных значениях порога Р  и коэффициента внедрения К общ,
- восстановление при различных параметрах аддитивного шума (отношение шум- 
сигнал).
В ходе вычислительных экспериментов погрешность представления изображения
(матрицы) W  = (wik) , 1=1,2,.. . ,N1, 1=1,2,. . . ,N2, относительно другого изображения
(матрицы) W =(w ik) той же размерности определяется
среднеквадратического отклонения а ,
на основании
N N N N
m se = , Е  £  ( * *  -  w o 2 / Е  Е (12)
=1 к=1 =1 к=1
При проведении вычислительных экспериментов в качестве изображения- 
контейнера выбрано изображение, размером 25бх25б пикселей, приведенное на рисунке 
1a, на котором представлен фрагмент земной поверхности с изображением горы Богда, 
Турфанская низменность (Китай). Внедряемая информация, заданная в виде матрицы 
32x32 однобитовых элементов (значения о и 1) представлена в виде изображения на 
рисунке 1б.
а б
Рис. 1. Исходное изображение-контейнер (а) и внедряемая информация в виде изображения (б)
При внедрении информации на основе метода относительной замены 
коэффициентов (ОЗК) ДКП были использованы следующие рекомендуемые в 
литературных источниках параметры:
2
2014 № 1 (172). Выпуск 29/1
-  р а з м е р ы  б л о к о в ,  н а  к о т о р ы е  р а з б и в а е т с я  и з о б р а ж е н и е - к о н т е й н е р ,  -  8  п и к с е л е й ,
-  к о о р д и н а т ы  и з м е н я е м ы х  к о э ф ф и ц и е н т о в  Д К П :  ( щ ,  v  ) =  (4 ,5) и  ( и2, v2 ) =  (5,4 ) ,
-  в ы б р а н о  н е с к о л ь к о  р а з л и ч н ы х  з н а ч е н и й  п о р о г а  Р :  { 5 ,  2 5 ,  5 0 } .
П р и  с у б п о л о с н о м  в н е д р е н и и  ( С В )  и с п о л ь з о в а н о  р а з б и е н и е  о б л а с т и  П Ч  D 22n  н а  4 х 4  
р а в н о в е л и к и х  ч а с т о т н ы х  и н т е р в а л о в  ( K i = ^ 2 = 4 ) -  В  к а ч е с т в е  п о д о б л а с т и  П Ч ,  и с п о л ь з у е м о й  
д л я  в н е д р е н и я ,  б ы л а  в ы б р а н а  н е и н ф о р м а ц и о н н а я  [ 3 ]  п о д о б л а с т ь  П Ч  П 1 3  ( э н е р г и я ,  
с о о т в е т с т в у ю щ а я  д а н н о й  П П Ч ,  н е  в х о д и т  в  9 9 %  с у м м а р н о й  э н е р г и и  и з о б р а ж е н и я -  
к о н т е й н е р а ) .
К о э ф ф и ц и е н т  К о б щ  в ы б и р а л с я  т а к и м  о б р а з о м ,  ч т о б ы  п о г р е ш н о с т ь  и з м е н е н и я  
к о н т е й н е р а  п о с л е  в н е д р е н и я  и н ф о р м а ц и и  н а  о с н о в е  м е т о д а  с у б п о л о с н о г о  в н е д р е н и я  б е з  
н а л о ж е н и я  ш у м а  с о в п а д а л а  с  п о г р е ш н о с т ь ю  к о н т е й н е р а  п о с л е  в н е д р е н и я  и н ф о р м а ц и и  н а  
о с н о в е  м е т о д а  О З К  т а к ж е  б е з  а д д и т и в н о г о  ш у м а  с  з а р а н е е  в ы б р а н н ы м  з н а ч е н и е м  п о р о г а  Р .
Д л я  в ы б р а н н ы х  з н а ч е н и й  п о р о г а  Р  и  с о о т в е т с т в у ю щ и х  з н а ч е н и й  к о э ф ф и ц и е н т а  
К о б щ  в  т а б л и ц е  п р и в е д е н ы  в е л и ч и н ы  п о г р е ш н о с т и  п р е д с т а в л е н и я  и з о б р а ж е н и я -  
к о н т е й н е р а  п о с л е  в н е д р е н и я  и н ф о р м а ц и и  н а  о с н о в е  а н а л и з и р у е м ы х  м е т о д о в  п р и  
н а л о ж е н и и  а д д и т и в н о г о  б е л о г о  ш у м а  с  р а з л и ч н ы м  о т н о ш е н и е м  ш у м - с и г н а л ,  а  т а к ж е  
с о о т в е т с т в у ю щ а я  п о г р е ш н о с т ь  в о с с т а н о в л е н и я  и н ф о р м а ц и и .
Т а б л и ц а  1
Погрешность представления контейнера MSEkoht и восстановления
информации MSEbo^ x
Серия История. Политология. Экономика. Информатика.
Отношение шум-сигнал 5
Метод ОЗК Метод СВ
МЯЕконт | МЯЕвосст МЯЕконт | МЯЕвосст
P =5 К общ =о .о о87
0 0.0314 0 0.0313 0
0,01 0.033 0 0.0329 0
0,03 0.0434 0.1936 0.0434 0
0,05 0.059 0.4721 0.0591 0
0,07 0.0766 0.6281 0.0767 0
0,09 0.0953 0.7202 0.0953 0.0511
0,11 0.1144 0.755 0.1144 0.1445
0,13 0.1338 0.7982 0.1338 0.2704
0,15 0.1533 0.8249 0.1532 0.3824
P=25 К о б щ =о.0128
0 0.0415 0 0.0414 0
0,07 0.0813 0 0.0813 0
0,09 0.0993 0.0628 0.0991 0
0,11 0.1176 0.1662 0.1175 0
0,13 0.1365 0.2221 0.1365 0.0511
0,15 0.1557 0.3635 0.1555 0.1022
0,17 0.1751 0.3872 0.1749 0.2107
0,19 0.1945 0.47 0.1944 0.2227
P=50 К о б щ =о.0197
0 0.0601 0 0.0595 0
0,19 0.1993 0.0888 0.199 0
0,2 0.2088 0.1332 0.2087 0.0511
0,21 0.2183 0.1473 0.2183 0.0885
0,22 0.228 0.1986 0.2281 0.0723
0,23 0.2377 0.2129 0.2375 0.1143
0,24 0.2475 0.235 0.2473 0.1022
0,25 0.2572 0.2265 0.2568 0.1533
Д л я  п о в ы ш е н и я  н а г л я д н о с т и  п р и  с р а в н е н и и  р е з у л ь т а т о в ,  п о л у ч е н н ы х  п р и  
и с п о л ь з о в а н и и  р а з л и ч н ы х  м е т о д о в ,  н а  о с н о в а н и и  д а н н ы х ,  п р е д с т а в л е н н ы х  в  т а б л и ц е 1 ,  
п о с т р о е н ы  п р и в е д е н н ы е  н а  р и с .  2  г р а ф и к и .  Д л я  н а г л я д н о с т и  г р а ф и к о в  д и а п а з о н ы  
з н а ч е н и й  в д о л ь  в е р т и к а л ь н о й  ш к а л ы  р а з л и ч н ы х  г р а ф и к о в  ( р и с .  2 )  о т л и ч а ю т с я .
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P il c . 2 . Зависимость погрешности восстановления внедренной информации от параметров
аддитивного шума ( т -метод ОЗК, -  метод СВ):
а -  Р=5, Кобщ=0.0087; б -  Р=25, Кобщ=0.0128; в -  Р=5 0 , Кобщ=0.0197
а
б
в
Данные, представленные на рисунке 2, наглядно показывают, что при 
восстановлении информации, внедренной на основе метода субполосного внедрения, 
практически отсутствует погрешность постановления данных при большей величине 
отношения сигнал-шум применяемого аддитивного шума, чем при использовании метода 
ОЗК.
Данные, приведенные в таблице 1 и на рисунке 2, показывают, что погрешность 
восстановления информации, внедренной на основе метода субполосного внедрения, 
значительно меньше соответствующей погрешности восстановления информации, 
внедренной на основе метода ОЗК, при различных отношениях шум-сигнал и близких 
соответствующих значениях погрешности представления изображения-контейнера.
Выводы
Таким образом, результаты проведенных вычислительных экспериментов 
продемонстрировали преимущество метода субполосного внедрения в сравнении с 
методом относительной замены коэффициентов ДКП при восстановлении внедренной 
информации и показали высокую устойчивость внедренной в изображения информации
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при ее скрытном субполосном внедрении к влиянию внешних воздействий в виде 
аддитивного шума.
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