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A New Definition, a Generalisation and an
Approximation for a Fractional Derivative with
Applications to Stochastic Time Series Modeling
Jonathan Blackledge

Abstract—A brief review of fractional differentiation, fractional integration and differo-integral operators is given based
on the properties of the Fourier transform. This is undertaken
to provide the reader with a quick-guide and a short background to the fractional calculus and includes a brief discussion
on some of the principal characteristics of fractional differointegral operators. The paper then presents a new definition
for a fractional differo-integral based on the properties of
the sign function and explores some related results. Using
the properties of the Dirac delta function, a generalisation is
developed in order to quantify the issue as to whether there is
an upper bound to the number of definitions for a fractional
differo-integral operator that can be developed. Finally, an
approximation of a fractional differential is considered and
used in the construction of a self-affine stochastic time series
model based on the Kolmogorov-Feller equation for the memory
function t−α /Γ(1 − α), α ∈ (0, 1).
Index Terms—Fractional Differo-Integral Operators, Sign
Function, Approximation of a Fractional Derivative, Stochastic
Time Series Modelling.

I. I NTRODUCTION
HE idea of a fractional derivative and/or a fractional
integral (the fractional calculus) goes back to the time
when (integer) calculus was being developed in the late
seventeenth century. In a letter from Guillaume l’Hospital
to Gottfried von Leibnitz written in 1695, l’Hospital asked
the following question: ‘Given that dn f /dxn exists for all
integers n, what if n be 12 ’. The reply from Leibnitz was all
the more interesting: ‘It will lead to a paradox ... From this
paradox, one day useful consequences will be drawn’.
The foundations of fractional calculus were constructed
later in the nineteenth century by mathematicians such
as Joseph Liouville [1], and, in particular, the Norwegian
mathematician, Niels Abel [2], who’s work arguably led
to the birth (or re-birth) of the subject [3]. During this
period, many of the fundamental elements of the subject
were conceived including the mutual inverse relationships
between fractional-order integrals and differentials in terms
of the same generalised operation - a fractional ‘differointegral operator’, [4]. In terms of applications, one of the
first was introduced by Oliver Heaviside, who considered
the use of fractional differential operators in the analysis of
electrical transmission lines in 1890.
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Although both the theory and applications of fractional
calculus continued to be developed over the twentieth century, relatively few papers, journals, conferences and books
were devoted to the subject compared to other areas of
mathematics. However, since the start of twenty-first century,
there has been a considerable expansion of interests in the
subject area coupled with a growing range of applications
[5]. Some of these applications are based on modifications to
the fundamental field equations of physics, namely, fractional
partial differential equations that may be time and/or space
fractional, and, in some cases, of variable order [6]. This
includes, for example, the study of certain fractional calculus
operators for specific functions [7], the evaluation of fractional integrals and derivatives of elementary functions [8],
studies on the theory of discrete fractional calculus [9], time
fractional systems of coupled equations [10], applications involving singularly perturbed nonlinear fractional differential
equations [11], [12] and the use of time fractional differential
equations in economics [13], [14].
A significant feature in the contributions that are prevalent
in the development of fractional calculus, is the numerous
new definitions for fractional derivatives and integrals that
are based on different themes and/or generalisations of more
standard results. In each case, the approach used to conceive
and define a fractional integral/derivative is based on what is
in effect, a generalisation of a corresponding result obtained
using integer calculus.
If a definition for the multiple differentiation and/or integration of a function can be achieved (e.g. the differentiation
of a function n times where n is a positive integer), then
the equivalent definition for the fractional case is often
taken to be given by letting n be a non-integer value. This
is undertaken on the strict basis that conformity and selfconsistency is achievable when n is re-assigned to be an integer, ideally within the context of a closed-form expression.
This approach provides the basis for defining a fractional
differo-integral operator.
A similar approach is taken in this paper to develop a new
operator using the properties of the sign function. The result
is then explored using some example sigmoid-type functions
to obtain corresponding definitions of a fractional differential
as a limiting case. In this context, and, given the growth
in the number of definitions for a fractional differo-integral
operator, a conjecture is presented whose argument leads to
the concept that there may be an unlimited number of such
operators.
The paper then considers an approximation to a fractional
integral using a generalisation of a fractional derivative
through application of the delta which is used to develop
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a model for a non-Ergodic stochastic times series field. This
is based on using the Kolmogorov-Feller equation for the
memory function t−α /Γ(1 − α), α ∈ (0, 1) and applying an
asymptotic analysis to derive a time-only dependent equation
for the density function.
II. S TRUCTURE OF THE PAPER
The structure of this paper is based on the following
principal components:
(i) We begin by revisiting some of the standard definitions
for a fractional integral, a fractional differential and
generalised fractional differo-integral operators, all of
which are shown to be related to the properties of the
Fourier transform;
(ii) a short discussion on the properties of such operators
is presented;
(iii) after providing a short list of some non-standard definitions for a fractional integral and differential, a new
definition of a fractional differo-integral is presented
which is based exclusively on the properties of the sign
function;
(iv) given the rate of increase in which new definitions of
such operators are being introduce (inclusive of those
given in this paper), a conjecture is presented and
justified (but without a formal proof) which implies that
there may be an infinity of such definitions;
(v) an approximation to a factional differential is developed
that provides a non-singular kernel;
(vi) asymptotic solutions are introduced that yield a model
for a self-affine stochastic time series based on the
Generalised Kolmogorov-Feller Equation coupled with
a memory function that specifically determines the selfaffine characteristics of the time series;
(vii) example results are presented which are based on the
application of this approximation and time series model
to simulate a non-Ergodic random walk field.
III. N OTATION AND F UNDAMENTAL R ESULTS
We define the Fourier and inverse Fourier transforms in
the ‘non-unitary form’ as
Z∞
F (k) = F[f (x)] ≡

f (x) exp(−ikx)dx
−∞

and
f (x) = F

−1

1
[F (k)] ≡
2π

Z∞
F (k) exp(ikx)dk
−∞

respectively, where F is the forward Fourier transform operator, F −1 is the inverse Fourier transform operator, x denotes
the independent variable in a one-dimensional space and k
is the spatial frequency. These integral transforms define a
Fourier transform pair which, in this paper, we express using
the notation F (k) ↔ f (x). Using this notation, we note the
following Fourier transform pairs [15]:
H(x) 1
1
↔
, 0<α<1
α
(ik)
Γ(α) x1−α

(1)

where H(x) is the Heaviside step function
(
1, x ≥ 0;
H(x) =
0, x < 0.
and Γ(α) is the Gamma function defined as
Z∞
Γ(α) = xα−1 exp(−x)dx, Re[α] > 0.
0

For the Dirac delta function denoted by δ(k),
1
+ πδ(k).
ik
For the sign function denoted by sgn(x),
H(x) ↔

sgn(x) ↔
where

2
ik



+1,
x
= −1,
sgn(x) =
|x| 

0,

(2)
x > 0;
x < 0;
x = 0.

Finally, for the function | x |α , −1 < α < 0,

Γ(1 + α)
2 sin πα
α
2
|x| ↔−
1+α
|k|

(3)

IV. C ONVENTIONAL D EFINITIONS FOR A F RACTIONAL
I NTEGRAL AND D IFFERENTIAL
In order to provide a context to the remit of this paper,
some conventional definitions for a fractional integral and
(fractional) differential are introduced that are based exclusively on the inter-related properties of the Fourier transform
and the convolution integral.
A. Formulation based on the Fourier Transform
For a function f (x) with Fourier transform F (k), it is well
known that multiple differentiation or integration (applied
in the sense of integration being the anti-derivative and any
constant of integration is ignored) yields the relationship
d±n
f (x) ↔ (ik)±n F (k)
dx±n
where n is an integer. Because the order of the differential
is ±n, the differential is an integer differo-integral operator.
The key to deriving a Fourier transform based definition
for a fractional differo-integral is to simply generalise this
result to the case when n is replaced by a non-integer n + α
where α ∈ (0, 1). Thus, suppose we wish to solve (i.e. to
fractionally integrate) the fractional differential equation (for
n = 0)
dα
g(x) = f (x)
dxα
to obtain a solution for g(x) in terms of f (x). Fourier
transforming, we have
G(k) =

F (k)
, F (k) ↔ f (x), G(k) ↔ g(x)
(ik)α

and using the convolution theorem, we can write
Z∞
g(x) = h(x) ⊗ f (x) ≡
h(x − y)f (y)dy
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where

D. The Caputo Fractional Derivative
h(x) =

1
2π

Z∞

The Caputo fractional derivative is given by

exp(ikx)
H(x) 1
dk =
α
(ik)
Γ(α) x1−α

−∞

ν
a Dx f (x)

using Relationship (1).

Zx
=

Kν (x − y)f (n) (y)dy

a

B. The Riemann-Liouville Fractional Integral
Expressing g(x) in terms of the convolution integral
h(x) ⊗ f (x) provides a primary definition for a fractional
integral. The Riemann-Liouville fractional integral specifies
limits on the convolution integral and is usually defined in
terms of an anti-derivative operator denoted by D−α as
Zx
f (y)
1
−α
dy
(5)
a Dx f (x) ≡
Γ(α)
(x − y)1−α

where
Kν (x − y) =

(x − y)n−ν−1
, n−1<ν <n
Γ(n − ν)

This result is easily formulated via application of the
inverse Fourier transform if we consider the result
−ν
−∞ D∞ f (x)

1
=
2π

a

Equation (5) expresses the fractional integral in terms of
an inverse differential operator D−α where the limits of the
integral are from a to x. This can include the case when
a = −∞ subject to suitable restrictions on the function f (x).
The integral −∞ Dx−α was originally studied by Liouville
who was one of the first mathematicians to re-engage with
the concept of fractional calculus in 1832. Similarly, the Wyle
fractional integral is defined as
Z∞
f (y)
1
−α
dy
x D∞ f (x) =
Γ(α)
(x − y)1−α
x

Dα f (x) = D1 Dα−1 f (x) = D1 D−(1−α) f (x)
The precise definition of a fractional derivative is then
specific to the limits associated with the fractional integral.
For the case when x ∈ [a, b], using Leibniz integral rule,
1
d
Γ(1 − α) dx

=

Zb

f (y)
dy
(x − y)α

a

−α
Γ(1 − α)

=

Zb

f (y)
dy
(x − y)1+α

(6)

a

Given that Γ(1+α) = αΓ(α), we can consider a definition
for a differo-integral operator of the type
±α
a Db f (x)

1
=
Γ(∓α)

Zb

f (y)
dy
(x − y)1±α

(7)

a

Note that because convolution is a commutative operation,
we can also write this operator in the form
±α
a Db f (x)

1
=
Γ(∓α)

Zb

f (x − y)
dy
y 1±α

a

Also note that
±α
−∞ D∞ f (x)

1
=
Γ(∓α)

1
2π

exp(ikx)
F (k)dk
(ik)ν

−∞
Z∞

(ik)n exp(ikx)
F (k)dk
(ik)n+ν

−∞

so that we can write, using Relationship (1), as
−ν
−∞ D∞ f (x)

Z∞

1 dn
=
2π dxn

exp(ikx)
F (k)dk
(ik)n+ν

−∞

dn H(x)
1
= n
⊗ f (x)
dx Γ(n + ν) x1−(n+ν)
where n + ν ∈ (0, 1) and thus

C. Definition of a Fractional Derivative
A fractional differential, denoted by the operator Dα ≡
α
d /dxα , can be defined in terms of a fractional integral given
that

α
a Db f (x)

=

Z∞

Z∞
−∞

f (y)
dy
(x − y)1±α

(8)

ν
−∞ D∞ f (x)

H(x) dn
1
⊗ f (x)
Γ(n − ν) dxn x1−(n−ν)
H(x)
1
=
⊗ f (n) (x)
1−(n−ν)
Γ(n − ν) x
=

where n − ν ∈ (0, 1) ⇒ ν ∈ (n − 1, n), the relationship
between ν and α being given by ν = n − α.
E. Discussion
From the examples given above for formulating a definition of the operators a Dxα and a Dx−α , is it clear that they
are based on a generalisation of the Fourier transform under
differentiation and integration, respectively. This approach is
analogous to the generalisation of the factorial of an integer
number to that of a non-integer which yields the Gamma
function, a function that arises as a natural consequence in
the generalisations used to define many fractional differointegral operators.
Traditional (integer) calculus goes hand-in-hand with a geometrical interpretation of the associated operations, starting
with a differential defining the gradient of a function at a
point, at least for a piecewise continuous function. This is
not the case for generalised functions that are differentiable
only in a distributional sense and classes of functions that
are non-differentiable everywhere.
With the fractional calculus, the generalisations used do
not easily lend themselves to a geometrical interpretation.
Nevertheless, geometric and physical interpretations of a
fractional derivative have been attempted, e.g. [16] and [17],
including the connection between fractional calculus and
fractal geometry [18].
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A fundamental kernel of such interpretations is that the
function g(x) defined by Equation (4) is scale invariant, given
that for some scale length λ > 0,
gλ (x) =

•

•

Atangana-Baleanu operator [25]:
−α
a Dx f (x)

1−α
α
1
=
+
N (α) N (α) Γ(α)

Zx

1
y

f (y)dy
(x − y)1−α

for normalization condition N (0) = N (1) = 1.
In general, fractional integral operators of the RiemannLiouville type and the Wyle type have the general forms
(through induction)
−α
−∞ Dx f (x)

=x

Zx

α−1

Φ

y
x

y −α f (y)dy

−∞

and

Z∞  
x
Φ
y α−1 f (y)dy
y

−α
−α
x D∞ f (x) = x

x

respectively, where the kernel Φ is an arbitrary continuous
function so that the integrals above make sense in sufficiently
large functional spaces.
Fractional Derivatives (q = n + α, 0 < α < 1)
•

Wyle derivative:
Dxq f (x)

∞
X

=

an (in)q exp(inx)

n=−∞

where a0 = 0.
•

Reisz derivative:
Dxq f (x)

Z∞

1
=−
2π

| k |q F (k) exp(ikx)dk

−∞

where F (k) is the Fourier transform of f (x).
Laplace transform based derivative (using the Bromwich
integral):
Dxq f (x)

c+i∞
Z

1
=
2πi

pq exp(px)F (p)dp

c−i∞

where F (p) is the Laplce transform of f (x) given by
Z∞
F (p) =

f (x) exp(−px)dx
0

Hadamard operator [22]:
1
=
Γ(α)

Zx
a

Fractional Integrals (0 < α < 1)

−α
a Dx f (x)

y −α−ν
dy
(y − x)1−α

which is a generalization of the Riemann-Liouville and
Wyle fractional integrals.

There have been and continue to be an increasing number
of definitions of fractional integrals and derivatives. These
results are typically based on generalisations of results which
includes the multiple differentiation and/or integration of a
function through a closed-form definition or transformation.
Examples include the following:

•

Zx
0

•

F. Further Example Definitions

x1−α−ν
Γ(α)

−α
0 Dx f (x) =

g(λx)
1
⊗ f (λx) =
Γ(α)x1−α
λα

This scaling property is a characteristic of self-affine functions and is consistent with a Power Spectral Density Function (PSDF) for g(x) that is characterised by | k |−2α ,
assuming that the PSDF of f (x) is a constant. This spectrum
is a principal ‘signature’ for a ‘fractal signal’, the relationship
between α and the fractal dimension D ∈ (1, 2) being given
by α = 2.5 − D [19]. In this context, g(x) can be taken to
be a fractal signal and the solution to a fractional differential
equation considered to yield a self-affine function.
The ‘process’ of generalising the differo-integral properties for the Fourier transform from integer to non-integer
order is just one such generalisation that can be made. The
same approach can be used for other integral transforms
such as the Mellin transform. Thus, the operators defined
by Equations (5) and (6), for example, are not unique and
there are many definitions and generalisations of a fractional
derivative which have been developed [20] and continue to
be so [21]. In this context, a new example of a fractional
differo-integral is provided in Section V and in Section VI,
a generalised definition is considered.
Irrespective of the non-unique definition of a fractional
derivative, there is one fundamental difference between a
classical and a fractional derivative which is characterised by
Equations (7) and (8), for example. A nth order derivative
of a piecewise continuous function f (x) can be defined at
a single point on x at x0 say, and, is independent of any
other values of f (x) for x < x0 or x > x0 . However, given
that a fractional derivative involves the convolution of the
function f (x) with 1/x1+α , for example, its value at a point
x0 depends on a priori values of f (x), x < x0 . In this
context, the n + α derivative of a fractionally differentiable
function at a point x0 is only a local property of the function
when α is 0 or 1. In other words, the fractional derivative
at a point x0 of a function f (x) does not depend on values
of f (x) close to x0 in the way that integer order derivatives
do. The value of a fractional derivative of f (x) depends on
the ‘history’ of the function and therefore, unlike an integer
derivative, a fractional derivative has ‘memory’.

Erdélyi-Kober operator [23], [24]:



x
ln
y

•

α−1

Mellin transform based derivative [26]:

f (y)dy, x > α
Dxq f (x)

a

where ln ≡ loge denotes the natural logarithm.
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where F (s) is the Mellin transform of f (x), i.e.
Z∞
x

F (s) =

s−1

1
f (x)dx, f (x) =
2πi

0

C OROLLARY 1

c+i∞
Z

Using the result

x−s F (s)ds

1
1
sgn(1+γ) (x) ⊗ f (x) = sgn(1+γ) (x) ⊗ f (x) ⊗ δ(x)
2
2

c−i∞

and it is noted that
dq −s
Γ(q + s) −(q+s)
x = (−1)q
x
, q≥0
dxq
Γ(s)
•

=

Caputo-Fabrizio derivative [27]:
α
a Dx f (x)

1
=
1−α

Zx 




d
x−y
f (x) exp −α
dy,
dx
1−α

a

(9)

1
1
sgn(x)⊗f (1+γ) (x)⊗δ(x) = sgn(x)⊗f (x)⊗δ (1+γ) (x)
2
2

we can consider the following specific cases to illustrate
the compatibility of the definition given by Equation (10)
with conventional Fourier based definitions of an integer
derivative and (integer) integral.
For γ = 1:

a definition whose kernel is non-singular.
•

1
1
sgn(2) (x) ⊗ f (x) = sgn(x) ⊗ f (x) ⊗ δ (2) (x)
2
2
1 2
↔
F (k)(ik)2 = ikF (k)
2 ik

Grünwald-Letnikov derivative [28]:
Dq f (x) =
1
×
∆→0 ∆q
lim

X

(−1)m

0≤m<∞

Γ(1 + q)f [x + (q − m)∆]
Γ(1 + m)Γ(1 + q − m)

For γ = −1:
1
1
sgn(0) (x) ⊗ f (x) = sgn(x) ⊗ f (x) ⊗ δ (0) (x)
2
2
1 2
F (k)
↔
F (k) =
2 ik
ik

V. N EW D EFINITION OF A F RACTIONAL D IFFERENTIAL
BASED ON THE S IGN F UNCTION
Given the increasing number of definitions for a fractional
differo-integral, we now consider another example of such a
case which is based on the following theorem.

Also, for γ = 0:
1
1
sgn(1) (x) ⊗ f (x) = sgn(x) ⊗ f (x) ⊗ δ (1) (x)
2
2
1 2
↔
ikF (k) = F (k)
2 ik

T HEOREM
The fractional differo-integral f (γ) (x) of a function f (x) can
be written, without loss of generality, as
f (γ) (x) =

1
f (x) ⊗ sgn(1+γ) (x), γ ∈ (−∞, ∞)
2

C OROLLARY 2
If we write

P ROOF

n
F (k)
1 1 Y 2
=
F
(k)
(ik)n+α
(ik)α 2n m=1 (ik)

For any positive or negative integer n (including n = 0),
f (n) (x) ↔ (ik)n F (k)

where
n
Y
2 2
2n
2
≡
... =
ik
ik ik
(ik)n
m=1

and since we can write
(ik)n F (k) =

1 2
(ik)1+n F (k),
2 ik

then, with the application of Relationship (2) and the convolution theorem, we have

f

1 2
1
(ik)1+n F (k) ↔ sgn(x) ⊗ δ (1+n) (x) ⊗ f (x)
2 ik
2
=

n
Y

Hence, generalizing this result for any integer or non-integer
value γ, we can write
1
sgn(1+γ) (x) ⊗ f (x)
2

−(n+α)

n
Y
1
1 H(x)
⊗
(x) = n f (x) ⊗
sgn(x) ⊗
2
Γ(α)
x1−α
m=1

where, for n convolutions,

1
sgn(1+n) (x) ⊗ f (x)
2

f (γ) (x) =

then, using the convolution theorem and noting Relationship (1), we obtain

(10)

⊗

sgn(x) ≡ sgn(x) ⊗ sgn(x) ⊗ ... ⊗ sgn(x)

m=1

This provides an expression for the fractional integral of n+α
in terms of n convolutions of the sign function.
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C OROLLARY 3

Then, since

To define a fractional differential of order n − α, n > α
using the same principle, we note that
n−α

F (k)(ik)

1
1
1
= F (k)(ik)2n
= F (k)(ik)
α
n
(ik)
(ik) (ik)α
n
1 1 Y 2
= F (k)(ik)2n
(ik)α 2n m=1 (ik)

=

n

and thus, using the convolution theorem,
f (n−α) (x) =
=

n
Y
1 (2n)
1 H(x)
⊗
f
(x)
⊗
sgn(x) ⊗
2n
Γ(α)
x1−α
m=1

1
f (x) ⊗
2n

n
Y
⊗

sgn(2) (x) ⊗

m=1

1 H(x)
Γ(α) x1−α

which expresses the fractional derivative in terms of n
convolutions of the second differential of the sign function.
In this context, noting that sgn(x) ' tanh(ax), a >> 1, we
can use the approximation
sgn(2) (x) ' −2a2 sech2 (ax)tanh(ax)
for application in the numerical computation of a (n − α)order fractional derivative based on the application of multiple convolution sums.
C OROLLARY 4
Since sgn(x) = 2H(x) − 1, for γ ≥ 0, the convolution
kernel in Equation (10) can be written as
1
sgn(1+γ) (x) = H (1+γ) (x)
2
Moreover, because

1
1
sgn(1+γ) (x) = sgn(x) ⊗ δ (1+γ) (x)
2
2


1
(1+γ)
+ πδ(k) (ik)1+γ = (ik)γ
= H(x) ⊗ δ
(x) ↔
ik

given that
πδ(k)(ik)

(
0, | k |= 0;
=
0, | k |> 0.

and hence, we can write Equation (10) as
f (γ) (x) = H (1+γ) (x) ⊗ f (x), γ ≥ 0
R EMARK 1
Relationship (2), as used in the derivation of Equation (10),
can be obtained by noting that
rect(ax) =

1
[exp(ika) − exp(−ika)]
ik

we can write
2
2
− exp(−ika)
ik
ik
Thus, using the shift theorem for the Fourier transform, i.e.
sgn(x + a) − sgn(x − a) ↔ exp(ika)

f (x ± a) ↔ exp(±ika)F (k)
it is clear that
sgn(x + a) ↔ exp(±ika)

2
2
⇒ sgn(x) ↔
ik
ik

R EMARK 2
Compared to other definitions of a fractional derivative,
Equation (10) places emphasis on computing a fractional
differential through the convolution of a function with the
fractional derivative of the sign function. In addition to
Corollary 2 and Corollary 3, this result is sufficient to deserve
further investigation in order to establish its value and/or
role (if any) in the fractional calculus. A first approach to
initiating such an investigation, is to derive the nth derivative
for different Sigmoid-type functions (the Hyperbolic tangent,
Gudermannian function and the Error function, for example), and, where appropriate (in regard to generated a selfconsistent and closed-form formula) generalise the result for
the non-integer case. In this context, some example definitions based on Sigmoid-type functions are derived below.
D EFINITION USING THE I NVERSE TANGENT F UNCTION

sgn(x) '

then

1+γ

sin(ka)
ka

Suppose we work with the inverse tangent Sigmoid-type
function tan−1 (x) given that

1
+ πδ(k)
H(x) ↔
ik

where

rect(ax) ↔ 2asinc(ka) = 2a

1
[sgn(x + a) − sgn(x − a)]
2

(
1, | x |≤ a;
rect(ax) =
0, | x |> a.

2
tan−1 (aπx)
π

In this case, a closed form formula for the nth derivative of
tan−1 (x) is [29]
dn
(−1)n−1 (n − 1)!
−1
tan
(x)
=
dxn
(1 + x2 )n/2



1
−1
√
× sin n sin
, n = 1, 2, 3, ...
1 + x2
Thus, given Equation (10), we can write the convolution
kernel as (for γ ≥ 0)
1
(−π)γ a1+γ Γ(1 + γ)
sgn(1+γ) (x) '
2
[1 + (aπx)2 ](1+γ)/2
"
!#
1
sin (1 + γ) sin−1 p
1 + (aπx)2

(11)

thereby providing yet another new and original (judging from
the open literature) definition of a fractional differential. To
fractionally integrate using this definition, if we let γ = n −
α, α ∈ (0, 1), then the convolution kernel for a fractional
integral can be written in the form
1
1
1
sgn(1−γ) (x) = sgn(1−n) (x) ⊗ sgn(1+α) (x)
2
2
2
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D EFINITION BASED ON THE L OGISTIC F UNCTION
By way of another example, the sign function can be
approximated by the logistic function, i.e.
1
sgn(x) ' f (x) =
,
1 + exp(−x)
This function has the property
d
f (x) = f (x)[1 − f (x)]
dx
or alternatively,

VI. F ORMULATION AND G ENERALISATION OF A
F RACTIONAL D ERIVATIVE BASED ON THE D ELTA
F UNCTION
The continued number and and variable types of definitions for a fractional differo-integral operator, raises the
question as to whether there is a finite or infinite class of
such operators. In this section, we discuss this question by
considering another related approach to defining a fractional
differential through application of the delta function.
Given that
f (x) = δ(x) ⊗ f (x)
we have
f (n) (x) = δ(x) ⊗ f (n) (x) = δ (n) (x) ⊗ f (x)

d
ln[f (x)] = 1 − f (x)
dx

where

dn
f (x)
dxn
Generalizing this result to the non-integer case, we write

Thus,

f (n) (x) ≡

d
d2
f (x) = − 2 ln[f (x)]
dx
dx

f (α) (x) = δ (α) (x) ⊗ f (x)

d2+n
dn
f
(x)
=
−
ln[f (x)], n = 1, 2, 3, ...
⇒
dxn
dx2+n

where, given that

so that upon generalising this results, we can write

δ

dγ
d2+γ
f
(x)
=
−
ln[f (x)]
dxγ
dx2+γ

1 d3+γ
1
sgn(1+γ) (x) ' −
ln[f (x)], γ ≥ 0
2
2 dx3+γ

ln[f (y)]
dy
(x − y)1−α

−∞

Z∞

Z∞

1
(x) =
2π

(ik)α exp(ikx)dk

We can then write, using Relationship (1),
Z∞
d 1
d (α−1)
1
(α)
δ
(x) =
exp(ikx)dk
δ (x) =
dx
dx 2π
(ik)1−α
−∞

=

ln[(1 + exp(−y)]
dy
(x − y)1−α

(α)

−∞

If we now let γ = n − α, then

1 d3+n 1
=
2 dx3+n Γ(α)

(ik)n exp(ikx)dk

we consider the case when
δ

Z∞

Z∞

1
(x) =
2π

−∞

leading to the result

1
1 d3+n 1
sgn(1+γ) (x) ' −
2
2 dx3+n Γ(α)

(n)

1
d H(x)
1
δ(x)
α
H(x)
=
−
Γ(1 − α) dx xα
Γ(1 − α) xα
Γ(1 − α) x1+α
C ONJECTURE

(13)

−∞

The associated fractional integral is then obtained through
Equation (12).

There is no upper bound to the number of self-consistent
definitions that can be derived to define a fractional differential.
J USTIFICATION

D EFINITION USING THE H YPERBOLIC TANGENT
F UNCTION
The logistic function f (x) defined above, is related to the
hyperbolic tangent function tanh by

The basis for this conjecture is that
Z∞
f (α) (x) =
δ (α) (x − y)f (y)dy
−∞

where we let
1
f (x) = [1 + tanh(x/2)]
2

δ (α) (x − y) = D1 a Dx−(1−α) δ(x − y)
Consider a class of linear differential operators L, for which
there exits a corresponding Green’s function g(x, y) such that

and thus, from Equation (13), we can write
1
sgn(1+γ) (x) '
2
3+n

1 d
1
2 dx3+n Γ(α)

Z∞
−∞

Lg(x, y) = δ(x − y)

0.6931 − ln [1 + tanh(y/2)]
dy
(x − y)1−α

(14)

(15)

where the operator is taken to operate on the independent
variable x alone. If the operator has constant coefficients
with respect to x and is thereby translation invariant, then this
Green’s function can be taken to be a convolution kernel, i.e.
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g(x, y) = g(x − y). Irrespective of this property, the linear
operation on the Green’s function defines the delta function.
Thus, in principle, we can consider the definition
f (α) (x) = f (x) ⊗ [D1 a Dx−(1−α) Lg(x, y)]
Zx
d
Lg(x, y)
1
dy
= f (x) ⊗
Γ(1 − α) dx
(x − y)α

(16)

a

so that if we assume that there is an unlimited number of
linear differential operators L for which the Green’s function
exists, then the conjecture can be supported. However, this
presupposes a limitless number of linear operators and corresponding Green’s function for which Equation (15) holds
and this is not proven.
A. Interpretation based on the Green’s Function
A better way of interpreting this result is to consider the
Green’s function in terms of providing a solution to the
equation
Lu(x) = f (x), x ∈ [a, b]
(17)

and thus, by comparing this result with Equation (18),
g(x, y) =

which gives the Green’s function in terms of the eigenvalues
and eigenfunctions of the operator L. Further, from this bilinear expansion of the Green’s function,
Lg(x, y) =

Zb

In the context of Equation (21), the conjecture relies on
an assumed unlimited number of linear operators whose
eigenfunctions are complete when, for any such function
φ(x),
x

a

Lu(x) = λu(x)

(19)

as shall now be demonstrated.
B. Complete Eigenfunctions Analysis
If we let
∞
X
u(x) =
cn φn (x)

(20)

n=0

and
f (x) =

Zb
fn φn (x), fn =

n=0

f (y)φ∗n (y)dy

a

then, given Equations (17), (18) and (19),
∞
∞
X
X
Lu(x) = L
cn φn (x) =
cn Lφn (x)
n=0

=

∞
X

cn λn φn (x) =

n=0

n=0
∞
X

fn φn (x)

n=0

so that after equating the coefficients of the independent
eigenfunctions we can write
cn =

1
fn
=
λn
λn

Zb

f (y)φ∗n (y)dy

a

From Equation (20),
 b

Z
∞
X
1 
u(x) =
f (y)φ∗n (y)dy  φn (x)
λ
n
n=0
a

=

Zb " X
∞
a

(α)

Z
∞
φ∗n (y)
d X
1
φn (x)
dy
(x) = f (x) ⊗
Γ(1 − α) dx n=0
(x − y)α

(18)

The critical issue here, is that the Green’s function can always
be obtained if the equivalent eigenvalue problem can be
solved for the same operator L, i.e.

#
1 ∗
φ (y)φn (x) f (y)dy
λ n
n=0 n

(21)

n=0

a

g(x, y)f (y)dy

u(x) =

∞
X

∞
∞
X
X
1 ∗
φn (y)Lφn (x) =
φ∗n (y)φn (x)
λ
n
n=0
n=0

Hence we can write the delta function in the form
∞
X
δ(x − y) =
φn (x)φ∗n (y)

f

when

∞
X
1 ∗
φ (y)φn (x)
λ n
n=0 n

(22)

C. A Quantum Mechanical Argument
In (non-relativistic) quantum mechanics, the linear operator L is the Hamiltonian energy operator H, the eigenvalues
are the (discrete) energy levels En and the eigenfunctions ψn
are the wave functions of the electrons. The linear operator
and hence, the eigenfunctions, are determined by the potential energy V through the time-independent Schrödinger
equation.
For the three-dimension case, when r ∈ R3 , this equation
is given by


~2 2
Hψn (r) = −
∇ + V (r) ψn (r) = En ψn (r)
2m
where ~ is the Dirac constant and m is the mass of an electron. The eigenfunctions describe the standing wave patterns
of the electrons. There are many one-dimensional models
used in quantum mechanics which allows the problem to be
reduced to the simpler form (for ~ = m = 1)


1 d2
−
+ V (x) ψn (x) = En ψn (x)
2 dx2
Numerous potentials [i.e. different model functions for the
potential V (x)] are then considered and, where possible, the
eigenfunctions (and corresponding eigenvalues) computed
analytically, if possible, and numerically, as necessary. Such
models are a very limited representation of reality in terms of
the dimensionality that is used and the potentials considered.
In quantum chemistry, the (three dimensional) Hamiltonian operator depends upon the total potential energy
associated with the arrangement of nuclei in the atoms of a
molecule. The eigenfunctions describe the shapes and orientations of orbitals that characterise electrons in the molecule.
Analytical solutions for the eigenfunction are only possible
for nuclei with one electron (i.e. ‘hydrogenic systems’) and
for all other cases, approximation methods and/or numerical
methods of computation are required. Irrespective of this, for
any stable molecular structure, the electrons form a complete

Volume 29, Issue 1: March 2021

Engineering Letters, 29:1, EL_29_1_16
______________________________________________________________________________________
set of eigenfunctions, each eigenfunction corresponding to
different energy levels for which there are an infinite number
beyond which an electron become a free ion. The point
here, is that there are, in principle, a limitless number of
stable molecular structures that can be formed, each structure
relating to a different Hamiltonian for which there exists
a complete set of eigenfunctions. Thus, on the basis of
non-relativistic quantum chemistry alone, there are as many
potentials as there are stable molecular structures. In each
case, we can construct a Hamiltonian for which there is an
infinite number of eigenfunctions to satisfy the equation
∞
X
3
δ (r − s) =
φn (r)φ∗n (s)

B. Asymptotic Analysis
For n = 0, Equation (23) can be written in the form
Z∞
Z∞
(−α)
f
(x) ∼
f (x − y)g(y)dy =
f (y)g(x − y)dy
−∞

−∞

where
g(x) =

H(x)
[1 − exp(− | x |α−1 )]
Γ(α)

Consider the case when y << 1, so that upon applying a
Taylor series to g(x − y), we can write
g(x − y) ' g(x) − y

n=0

even though the eigenfunctions can not be derived analytically (for non-hydrogenic cases). In this context, the
infinity of definitions for a fractional differential based on
Equations (16) and (21) may be conjectured albeit for the
one-dimensional case.
VII. A PPROXIMATION TO A F RACTIONAL D IFFERENTIAL
An approximation is considered that is based on the result
∞
X
1
F1−1 [exp(− | k |α )] = F1−1 [1] +
(−1)n F1−1 [| k |nα ]
n!
n=1
"
#

∞
πnα
sin 2 Γ(1 + nα)
1X
n 1
= δ(x) −
(−1)
π n=1
n!
| x |1+nα
∼

1
, | x |→ ∞
| x |1+α

d
g(x), | y |<< 1
dx

Noting that
d
δ(x)
g(x) =
[1 − exp(−xα−1 )]
dx
Γ(α)
+ H(x)[(α − 1)xα−2 exp(−xα−1 )]
= (α − 1)xα−2 exp(−xα−1 ), x > 0
we obtain an approximation for f (−α) (x) given by
f

(−α)

1
(x) ∼
[1 − exp(− | x |α−1 )]
Γ(α)

Zx
f (y)dy
a

+

1
(α − 1)xα−2 exp(− | x |α−1 )
Γ(α)

Zx
yf (y)dy, a > 0
a

using Relationship (3) when we can write
1
exp(− | x |α−1 ) ↔
, | k |→ ∞
| k |α
as a first order approximation.

(24)
It is then clear that as α → 1,
Zx
Zx
(−α)
f
(x) ∼ [1 − exp(−1)] f (y)dy = 0.6231 f (y)dy
a

a

given that Γ(α) → 1 as α → 1, and
f (−α) (x) ∼ 0, α → 0

A. Approximation Method
Using the approximation

given that Γ(α) → ∞ as α → 0. Further, ∀ α ∈ (0, 1)

exp(− | x |α−1 ) ∼ 1− | x |α−1 , | x |<< 1
we can write
H(x) H(x)
1
H(x)
exp(− | x |α−1 ) ∼
−
Γ(α)
Γ(α)
Γ(α) | x |1−α
or
1
H(x)
H(x)
∼
[1 − exp(− | x |α−1 )]
Γ(α) | x |1−α
Γ(α)
and hence,
H(x)
1
f (−α) (x) = f (x) ⊗
Γ(α) | x |1−α
H(x)
∼ f (x) ⊗
[1 − exp(− | x |α−1 )]
Γ(α)
Thus, for n > α we obtain the approximation
H(x)
f (n−α) (x) ∼ f (n) (x) ⊗
[1 − exp(− | x |α−1 )] (23)
Γ(α)
This approximation eliminates the singularity of the convolution kernel associated with other definitions of fractional
differentials. In this context, the approximation has a synergy
with Equation (9).

f

(−α)

α−1
(x) ∼
Γ(α)x2−α

Zx
yf (y)dy, x → 0
a

and
f

(−α)

1
(x) ∼
Γ(α)

Zx
f (y)dy, x → ∞
a

where, in the latter case, when α = 1
Zx
(−1)
f
(x) ≡ f (y)dy
a

thereby re-establishing a conventional integral as an antiderivative.
VIII. A PPLICATION : S TOCHASTIC T IMES S ERIES
The purpose of this section is to show how Equation (24)
can be used to model a stochastic time series. This is
accomplished in the context of the evolution equation, and,
specifically the evolution equation for a memory function
that provides a self-affine time series to which Equation (24)
can then be applied.
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A. The Evolution Equation
For Probability Density Function (PDF) p(x), the density
field u(x, t) describing the density (particles per unit length)
of a canonical ensemble of particles undergoing independent
random motion due to elastic interactions is given by
u(x, t + τ ) = p(x) ⊗ u(x, t) + s(x, t)

(25)

where s(x, t) is a stochastic source function. For any instant
in time t, Equation (25) shows that the spatial behaviour
of the density field at some future time τ is given by the
convolution of the density of particles at a previous time with
the PDF of the system that governs its ‘statistical evolution’.
In this sense, p(x) is analogous to the Impulse Response
Function of a linear stationary system when, for an initial
condition u0 (x) ≡ u(x, t = 0), say,
u(x, t) = g(| x |, t) ⊗ u0 (x)

∂
u(x, t)
∂t



Z∞ 
y2 ∂ 2
∂
'
p(y) u(x, t) − y u(x, t) +
u(x, t) dy
∂x
2 ∂x2
−∞

+s(x, t) = u(x, t) +

∂2
u(x, t)
∂x2

Z∞

y2
p(y)dy + s(x, t)
2

−∞

given that p(x) is symmetric so that
Z∞

Z∞
p(y)dy = 1 and

−∞

yp(y)dy = 0
−∞

Hence, we derive the diffusion equation for diffusivity D
given by [with s(t) := s(t)/τ ]
∂2
1
∂
u(x, t) = D 2 u(x, t) + s(x, t), D =
∂t
∂x
τ

B. The Kolmogorov-Feller Equation
Consider the following Taylor series for the function
u(x, t + τ ) in Equation (25):
u(x, t + τ ) = u(x, t) + τ

τ 2 ∂2
∂
u(x, t) + ...
u(x, t) +
∂t
2! ∂t2

For τ << 1
∂
u(x, t)
∂t
and from Equation (25), we obtain the
Kolmogorov-Feller Equation (CKFE) [32], [33]
u(x, t + τ ) ' u(x, t) + τ

Classical

∂
u(x, t) = −u(x, t) + u(x, t) ⊗ p(x) + s(x, t) (26)
∂t
which is a representation of Equation (25) when τ << 1.
Equation (26) is based on a critical assumption which
is that the time evolution of the density field u(x, t) is
influenced only by short time events and that longer term
events have no influence on the behaviour of the field at
any later time. This is to say that the ‘system’ described
by Equation (26) has no ‘memory’. This statement is the
physical basis upon which the condition τ << 1 can be
imposed thereby facilitating the Taylor series expansion of
the function u(r, t + τ ) to first order alone. It means that if
a time series is taken to be described by u(x0 , t) (for some
fixed position in space x0 ) then the behaviour at a time t
is not influenced by the behaviour at some earlier time < t.
This is the basis for understanding classical diffusion, for
example.
Given that Equation (26) is memory invariant, the question
arises as to how longer temporal influences can be modelled,
other than by taking an increasingly larger number of terms
in the Taylor expansion of u(r, t+τ ) which is not analytically
consequential, i.e. writing Equation (25) in the form
τ

where g(| x |, t) is the characteristic free-space Green’s function of the system [30]. However, in this case u(x, t) denotes
a deterministic function associated with the behaviour of
a deterministic system, whereas in Equation (25), u(x, t)
is the density function associated with the evolution of a
distribution for a stochastic system. This ‘system’ is taken
to be stationary in a statistical sense because it is assumed
that p(x) does not vary in time. The time evolution model
given by Equation (25) therefore assumes that the system is
‘Ergodic’.
Equation (25) is an evolution equation first derived by
Albert Einstein in 1905 [31] from which he derived the
diffusion equation. This was achieved by applying a Taylor
series in time to the function u(x, t + τ ) to first order and
applying a Taylor series in space to the function u(x, t) in
the convolution integral to second order as follows:
u(x, t) + τ

can be used derive a range of models for the density function
u(x, t) other than the diffusion equation. In this respect, the
Kolmogorov-Feller equation provides a valuable framework.

Z∞

y2
p(y)dy
2

−∞

This is a derivation of the diffusion equation (a parabolic
partial differential equation) without reference to physical
laws such as the heat flux being proportional to temperature
gradient (Fourier’s Law) coupled with the continuity equation
which yields the heat equation and describes how heat
diffuses through a given region. In this context, Equation (25)
is a fundamental field equation of statistical physics which

∞
X
τ n ∂n
u(x, t) = −u(x, t) + u(x, t) ⊗ p(x) + s(x, t)
n! ∂tn
n=1

The key to solving this problem is to consider the idea of
expressing the infinite series on the left hand side of the
equation above in terms of a ‘memory function’ m(t) and
write
∂
τ m(t)⊗ u(x, t) = −u(x, t)+u(x, t)⊗p(x)+s(x, t) (27)
∂t
This is the Generalised Kolmogorov-Feller Equation
(GKFE). In addition to specifying the source function s(x, t)
and the PDF p(x) in order to develop a solution for u(x, t),
this equation also requires a memory function to be specified.
In this case, if a time series is taken to be described by
u(x0 , t) then the behaviour at a time t is influenced by the
behaviour at some time < t according to the characteristics
of the memory function. This is an example of a stochastic
process in which the past influences the future. The time
scale over which this effect is possible then depends on the
‘width’ in time of the memory function where it is noted that
the GKFE reduces to the CKFE when m(t) = δ(t) which is
equivalent to applying the condition τ << 1.
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C. Orthonormal Memory Functions
For any inverse function or class of inverse functions of
the type n(t), say, such that
n(t) ⊗ m(t) = δ(t),
the GKFE can be written in the form
∂
τ u(x, t)
∂t
= −n(t)⊗u(x, t)+n(t)⊗u(x, t)⊗p(x)+n(t)⊗s(x, t) (28)
where the CKFE is again recovered when n(t) = δ(t). The
function n(t) is a orthonormal function of m(t). Writing the
GKFE in this form facilitates the development of solutions
for u(x, t) when n(t) can be derived from m(t). This is
possible, given that in Fourier space, the orthonormality
relationship between m(t) and n(t) is (using the convolution
theorem)
1
(29)
N (ω) =
M (ω)
where N (ω) and M (ω) are the Fourier transforms of n(t)
and m(t), respectively.
D. Time Series Models
Equation (28) is a description for a density field that is
dependent on both space and time. If we are interested in
using this equation for simulating and analysing data that
are time series alone, it is necessary to develop a time-only
series model. A method of doing this is to note that when
p(x) = δ(x), we can write
τ

the term −n(t) ⊗ u(t), respectively. In the former case, the
spectral response of u(t) to s(t) is determined by the Transfer
Function
N (ω)
T (ω) =
N (ω) + iωτ
In the latter case the Transfer Function is
T (ω) =

N (ω)
iωτ

In both cases, the stochastic behaviour of the density field
u(t) depends on the source function s(t) and the memory
function m(t).
IX. S ELF -A FFINE R ANDOM WALK F IELDS
The solution to Equation (30) requires the distribution of
the source term to be quantified and the memory function to
be specified. In the latter case, let the memory function be
given by
1
, t > 0, α ∈ (0, 1)
Γ(1 − α)tα

m(t) =

(32)

The reason for adopting this particular function is that the
solution to Equation (30) then yields a self-affine time-series.
To show this, we note, from Relationship (1) (for independent
variable t rather than x), that
1
(iω)1−α

m(t) ↔

⇒ N (ω) = (iω)1−α

given Equation (29).

d
u(t) = n(t) ⊗ s(t)
dt

(30)

where

A. Solution for Equation (30)
Z
u(t) ≡

Z
u(x, t)dx and s(t) ≡

s(x, t)dx

A more general method is to consider an asymptotic result
for the spatial component of Equation (28). To do this,
we note that using a Taylor expansion for the convolution
integral, we can write
Z
u(x, t) ⊗ p(x) = p(x − y)u(y, t)dy

In Fourier space, Equation (30) is given by (using the
convolution theorem)
iωτ U (ω) = N (ω)S(ω)
where U (ω) and S(ω) are the Fourier transforms of u(t) and
s(t), respectively. Thus, we can write
U (ω) =


Z 
d
=
p(x) − y p(x) + ... u(y, t)dy
dx
Z

Z
d
= p(x) u(y, t)dy +
p(x)
yu(y, t)dy + ...
dx
If the PDF is such that p(n) (x) ∼ 0 as x → ∞, ∀ n =
0, 1, 2, ... then,
u(x, t) ⊗ p(x) ∼ 0 as x → ∞
The contribution of the term n(t) ⊗ u(x, t) ⊗ p(x) in Equation (28) then becomes insignificant, and we can consider
the time-only dependent asymptotic equation
d
u(t) = −n(t) ⊗ u(t) + n(t) ⊗ s(t)
(31)
dt
where u(t) ≡ u(x, t), x → ∞ and s(t) ≡ s(x, t), x → ∞.
The essential difference between Equation (31) and Equation (30) is compounded in the inclusion or otherwise of

1
(iω)1−β S(ω), β ∈ (0, 1)
iωτ

or, using the convolution theorem again,
u(t) =

1
⊗ s(t)
τ Γ(β)t1−β

(33)

where we change the notation for the parameter α to β in
regard to the analysis given in the following section which
will require differentiation between two such parameters.
The solution for u(t) is then expressed in terms of the
Riemann-Liouville integral subject to a scaling constant τ1 .
Further, given the function u(t), it is possible to compute β
through application of a regression method since, for some
real constant C,

τ

ln | U (ω) |2 = C − 2β ln(ω), ω > 0

(34)

where | U (ω) |2 is the power spectrum of u(t) and it is
assumed that the PSDF of s(t) is the constant C.
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Fig. 1. Surface plot of β(α, τ ), α ∈ (0, 1), τ ∈ (0, 10] based on
Equation (37) illustrating that for τ >> 1, there is a linear relationship
between α and β.

Fig. 2. Example of a stochastic field consisting of 100 signals un , n =
1, 2, ..., N obtained through application of Equation (38) using Euler’s
method for computing the integrals with a = 1 for N = 100 and a step
length of 1.

B. Solution for Equation (31)
Given Equation (32), and, following the analysis provided
in Section IX.A, the solution to Equation (31) becomes
u(t) = −

1
1
⊗ u(t) +
⊗ s(t)
τ Γ(α)t1−α
τ Γ(α)t1−α

(35)

which has the transfer function
T (ω) =

1
1 + τ (iω)α

(36)

Since the transfer function for Equation (33) is 1/τ (iω)β ,
if we can relate α in Equation (35) to β, then it becomes
possible to compare the solution given by Equation (33) and
the solution we now require to Equation (35) for u(t). To
do this, we equate the power spectra of the two transfer
functions. This yields a relationship between α and β for
τ given by

Fig. 3. A stochastic field consisting on 100 signals given by | un | obtained
using Equation (38) with variable values of τ ∈ [1, 10] conforming to a
uniform distribution.

in the previous section, this is equivalent to computing the
function u(t) based on the approximation
1
u(t) ∼
[1 − exp(−tβ−1 )]
τ Γ(β)

1
ln[1 + τ 2 exp(2α) + 2τ exp(α) cos(απ/2)] − ln τ
2
(37)
Figure 1 shows a plot of β for α ∈ (0, 1) and τ ∈ (0, 10]
based on Equation (37) illustrating that as τ > 1 increases,
there develops a linear relationship between α and β, e.g.
for τ = 10, a linear fit between the two parameters yields
β = 0.9016α + 0.09393. Since Equation (33) and Equation (35) are both scaled by 1/τ , this result implies that for
τ >> 1 the two equations become effectively equivalent in
the sense that the solution for u(t) given by Equation (33) is
equivalent to a solution for u(t) given by Equation (35) with
α ' 1.1β − 0.1. Further, any estimate for β obtained from
knowledge of u(t) based on Equation (33) and application of
a regression method using Equation (34) becomes equivalent
to estimating α from u(t) defined by Equation (35).
β=

C. Example Numerical Results
We consider some example numerical simulations based
on computing u(t) for Equation (35) using the approximation
defined by Equation (24). On the basis of the analysis given

s(ξ)dξ
a

τ 2 | ω |2β = 1 + τ 2 | ω |2α +2τ | ω |α cos(απ/2)
which is a transcendental equation for ω. Since this equation
is applicable for any value of ω, we let ω = e giving the
equation

Zt

1
+
(β − 1)tβ−2 exp(−tβ−1 )
τ Γ(β)

Zt
ξs(ξ)dξ, t > 0 (38)
a

where β ' 0.9α + 0.1, α ∈ (0, 1). Figure 2 shows an
example of a discrete stochastic field consisting of 100
signals un , n = 1, 2, ..., N for N = 100 where: (i) τ = 10;
(ii) sn is zero mean Gaussian distributed with a standard
deviation of ∼ 0.2; (iii) values of α ∈ (0, 1) conform to
a Gaussian distribution with a mean of ∼ 1 and standard
deviation ∼ 0.2; (iv) application of the MATLAB function
randn for computing random Gaussian number streams; (v)
application of Euler’s method for computing both integrals
for a step size of 1 with an initial condition a = 1. From
Figure 2, it is clear that the field is concentrated around zero
when β ∼ 0.1 and Γ(β) ∼ 9.5. This is an example of a
non-Ergodic field which is due to the random variations in
the values of α considered.
Figure 3 shows an example of a stochastic field generated
using exactly the same conditions and methods as those
itemised above but where τ ∈ [1, 10] varies randomly for
each signal and conforms to a uniform distribution. In this
case, the plot of each signal is | un | and the vast majority
of the field is clustered close to zero relative to a few signals
whose scale is significantly greater due to those cases when
both τ and β are close to or equal to 1.
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X. S UMMARY AND C ONCLUSIONS
The principal contributions that have been made in this
paper are given in the proof of Equation (10), the approximation compounded in Equation (23) and the conjecture
introduced in Section VI. Equation (10) puts the ‘focus’
for evaluating a fractional differential of a function on the
fractional differentiation of a sign function. The implications
of this focus requires further consideration. In this context,
Equation (11) provides an example of a Sigmoid-type function through which an explicit definition can been obtained
for the fractional differentiation of the sign function as a
limiting case, a result that is complemented through the
definitions given by Equations (13) and (14).
The approximation given by Equation (23) coupled with
the asymptotic analysis presented in Section VII.B yields
a new result compounded in Equation (24). This equation
replaces the need to compute a convolution integral to evaluate a fractional differential with the computation of integrals
over the function itself, i.e. integration of the functions f (x)
and xf (x). On the basis of the evolution equation discussed
in Section VIII and the asymptotic analysis used to derive
a time-only dependent model, Equation (24) has been used
to develop a stochastic time series model. In the context of
Equation (38), if | u(t) | is taken to be a model for any
non-Ergodic field over a uniform period of time, then the
amplitude of this function is reduced as τ → ∞ and α → 0.
In the latter case, this implies that the memory function given
by Equation (32) reduces to a constant.
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