Abstract. Let Mn,r = ( n i=1 q i x r i ) 1 r , r = 0 and M n,0 = lim r→0 Mn,r be the weighted power means of n non-negative numbers x i with q i > 0 satisfying n i=1 q i = 1. For a real number α and mutually distinct real numbers r, s, t, we define
Introduction
Let M n,r (x; q) be the weighted power means: M n,r (x; q) = (
r , where M n,0 (x; q) denotes the limit of M n,r (x; q) as r → 0, x = (x 1 , . . . , x n ), q = (q 1 , . . . , q n ) with x i ≥ 0, q i > 0 for all 1 ≤ i ≤ n and n i=1 q i = 1. In this paper, unless otherwise specified, we let q = min q i , n ≥ 2 and we assume that 0 ≤ x 1 < x 2 < · · · < x n .
We define A n (x; q) = M n,1 (x; q), G n (x; q) = M n,0 (x; q), σ n = n i=1 q i (x i − A n ) 2 . We shall write M n,r for M n,r (x; q) and similarly for other means when there is no risk of confusion.
For a real number α and mutually distinct real numbers r, s, t, we define , where we interpret M 0 n,r as ln M n,r for any r. We also define ∆ r,s,t to be ∆ r,s,t,1 . For r > s > t ≥ 0, α > 0, consider inequalities of the following types: C r,s,t ((1 − q) α ) ≥ ∆ r,s,t,α , (1.1) ∆ r,s,t,α ≥ C r,s,t (q α ), (1.2) where for 0 < x < 1, By considering the case n = 2, x 1 = 0, x 2 = 1, q 1 = 1−q or q 1 = q, we see that the constants C r,s,t ((1−q) α ) and C r,s,t (q α ) are best possible when inequalities (1.1)-(1.2) are valid. For any set {a, b, c} with a, b, c mutually distinct and nonnegative, we let r = max{a, b, c}, t = min{a, b, c}, s = {a, b, c}/{r, t}. By saying that (1.1) (resp., (1.2)) is valid for {a, b, c}, α > 0, we mean that (1.1) (resp., (1.1)) is valid for r > s > t ≥ 0, α > 0.
Inequalities (1.1)-(1.2) are generalizations of a result of Diananda ([2] , [3] ), which shows that inequalities (1.1)-(1.2) are valid for {1, 1/2, 0}, α = 1. Other cases of inequalities (1.1)-(1.2) are studied in [5] - [8] . For example, it is shown in [8, Theorem 1.2] and the discussions before the statement of [8, Theorem 1.2] that (via a change of variables x i → x 1/r i ) when α > 0, inequality (1.1) is valid for {1, 1/r, 0}, r ≥ 2 if and only if α ≤ 1/(qr), inequality (1.2) is valid for {1, 1/r, 0}, 1 < r ≤ 2 if and only if α ≥ 1/((1 − q)r).
On the other hand, the case t = 1 of [5, Theorem 3.1] implies that inequality (1.1) (resp. (1.2)) is valid for {1, 1/r, 0}, α = 1 when 1 < r ≤ 2 (resp. r ≥ 2). As [6, Theorem 3.2] asserts that when inequality (1.1) (resp. (1.2)) is valid for {r, s, 0}, α > 0, then it is also valid for {r, s, 0}, kα with 0 < k < 1 (resp. k > 1), the above result leads to the following natural question: whether inequality (1.1) (resp. (1.2)) is valid for {1, 1/r, 0}, α > 1 (resp. α < 1) when 1 < r ≤ 2 (resp. r ≥ 2).
Our first result in this paper gives a partial answer to the above question as we prove in the next section the following:
and we define a r (0) = lim t→0 + a r (t). Then when 1 < r ≤ 2, inequality (1.1) is valid for {1, 1/r, 0}, α = 1 + a for all a > 0 satisfying a ≤ min 0≤t≤1 a r (t). When r ≥ 2, inequality (1.2) is valid for {1, 1/r, 0}, α = 1 − a for all 0 < a < 1 satisfying a ≤ min{1 − 1/r, min 0≤t≤1 a r (t)}.
We shall not worry about the exact value of min 0≤r≤1 a r (t) for the function a r (t) defined in the statement of Theorem 1.1. Instead, we derive from Theorem 1.1 the following Corollary 1.1. For 1 < r < 2, let t 1 = t 1 (r) denote the unique number that satisfies
For 2 < r < 3, let t 2 = t 2 (r) denote the unique number that satisfies
)/r, 1 < r < 2 and a 2 (r) = (r − 2 − t 2 )/r, 2 < r < 3. Then both a 1 (r) and a 2 (r) are positive and inequality (1.1) is valid for {1, 1/r, 0}, α ≤ 1 + a 1 (r) when 1 < r < 2. Inequality (1.2) is valid for {1, 1/r, 0} and α satisfying
Our next result is motivated by the seek for Diananda-type inequalities in the reversed direction. For example, the original Diananda inequalities are given as
It is then natural to ask whether one can establish certain types of upper bound (resp. lower bound) for
. This is achieved in [10, Theorem 1] , where it is shown that
The above types of bounds are motivated by the following inequalities for the differences of means:
The case r = 1, s = 0 of (1.7) is due to Cartwright and Field [1] . It is known that the constant (r − s)/2 is best possible (see [4] ) when the above inequalities are valid. However, the above inequalities are not always valid. Consider the case s = 0 for example, in which case inequalities (1.7) become
It is shown in [10, Theorem 2] that the right-hand side inequality of (1.8) holds if and only if 0 < r ≤ 2 and the left-hand side inequality of (1.8) holds if and only if 1 ≤ r ≤ 3. For a close study on (1.7), we refer the reader to [9] .
Note that we can recast inequality (1.5) as
from which we see that inequality (1.5) can be interpreted as a comparison between different inequalities in (1.7). We can give a similar interpretation for inequality (1.6). These observations now motivate us to seek further investigations in this direction. Note that inequalities (1.5) and (1.6) can be regarded as inequalities involving with three weighted power means, in which we fix two of them (A n , G n ) and vary M n, 1 r . We can then consider bounding linear combinations of three other weighted power means with two of them being fixed and one varying. For this purpose, we note that it is shown in [8 
On taking p = 2 and making a change of variables
i , r → 2r, we can recast the above inequalities as
The expressions involved in the above inequalities provide another candidates to be considered for establishing bounds analogues to those given in (1.5) and (1.6). We shall do so in Section 4 as we prove the following Theorem 1.2. Let r 0 be the unique number such that 1/2 < r 0 < 1 and
Then for r 0 ≤ r ≤ 1, we have
with equality holding if and only if
We note here that one can recast inequality (1.11) as
This can be regarded as an analogue to inequality (1.9). As an similar expression exists for inequality (1.12), we see that inequalities (1.11)-(1.12) can be regarded as the same type of bounds of those given in (1.5)-(1.6).
Proof of Theorem 1.1
We first consider inequality (1.1). By a change of variables x i → x r i , we see that the validity of inequality (1.1) for {1, 1/r, 0}, α = 1 + a, 1 < r ≤ 2, a > 0 is equivalent to h 1 (x, q) ≤ 1 − (1 − q) (r−1)p1/r , where
Following the approach in the proof of [8, Theorem 1.2] , it suffices to show ∂h 1 /∂x 1 ≥ 0. We have
By setting
we can recast the right-hand side expression in (2.1) as
where we set z = w 1 (1)/x 1 , s = q/(1 − q) and the inequality above follows from the observation that the function
is a decreasing function of z ≥ x r 1 when p 1 ≥ r and that x 1 ≤ w 1 (1) ≤ w 1 (r). Thus, it remains to show that for z > 1,
Note that when z > 1, we have
It follows from this that the left-hand side expression of (2.2) is an increasing function of 0 ≤ s ≤ 1. Thus, it suffices to establish inequality (2.2) for s = 1. In this case, we use p 1 = r + ar with a > 0 to recast inequality (2.2) for s = 1 as
We further set t = 1/z to recast the above inequality as
The assertion of the theorem for inequality (1.1) now follows easily.
We now consider inequality (1.2). By a change of variables x i → x r i , we see that the validity of inequality (1.2) for {1, 1/r, 0}, α = 1 − a, r ≥ 2, 0 < a < 1 is equivalent to h 2 (x, q) ≥ 1 − q (r−1)p2/r , where p 2 = (1 − a)r and
Following the approach in the proof of [8, Theorem 1.2] , it suffices to show ∂h 2 /∂x n ≥ 0. We have
we can recast the right-hand side expression in (2.4) as
where we set z = x n /w 2 (1), s = (1 − q)/q and the inequality above follows from the observation that the function
Thus, it remains to show that for z > 1,
Note that the assumption that a ≤ 1 − 1/r implies that p 2 ≥ 1 and it is easy to see that the left-hand side expression above is an increasing function of s ≥ 1 when p 2 ≥ 1. It suffices to establish the above inequality for s = 1. In this case, we use p 2 = r − ar with 0 < a < 1 to recast the above inequality for s = 1 as
The assertion of the theorem for inequality (1.2) now follows easily.
Proof of Corollary 1.1
Note that when ar ≤ 1, we have by Taylor's expansion,
Thus, we deduce from (2.3) and (2.5) that when 1 < r < 2, it suffices to find values of a such that
When 1 < r < 2, we note that the left-hand side expression of (1.3) is a decreasing function of t which takes a positive value when t = 0 and a negative value when t = 1, while the right-hand side expression of (1.3) is easily checked to be an increasing function of t which takes value 0 when t = 0 and a positive value when t → 1 − . It follows from the definition of t 1 that such a t 1 exists and is unique. This also implies that a 1 (r) = (2 − r − t
Thus we have
We conclude that inequality (3.1) is valid when a ≤ a 1 (r) when 1 < r < 2. Since a 1 (r) ≤ 1/r when r ≥ 1, the choice of a satisfies ar ≤ 1 and this proves the assertion of Corollary 1.1 for inequality (1.1) when 1 < r < 2. We now consider the case when r > 2. For any real number x, we let [x] denote the largest integer not exceeding x. We then have
On the other hand, by the Taylor expansion, we have
It follows that when r ≥ 4,
(3.2)
We deduce from (3.2) that in order for inequality (3.1) to hold, it suffices to choose a so that
.
As (1 − t r )/(1 − t) ≤ r for 0 < t < 1, we can take a ≤ (r − 2)/r 2 in order for the above inequality to hold. Since (r − 2)/r 2 ≤ min{1 − 1/r, 1/r} when r ≥ 1, the choice of a satisfies ar ≤ 1 and p 2 ≥ 1 and this proves the assertion of Corollary 1.1 for inequality (1.2) when r ≥ 4. Now we let φ(r, t) = (1 + t)
, where ϕ(r, t) = ln(1 + t)(t −r − 1) + ln t.
We further let
We have ∂ψ ∂t = ξ(r, t) (1 + t) 2 , ξ(r, t) = 1 − r − rt + rt r−1 + (r − 1)t r .
As ξ(r, t) is a convex function of t when r ≥ 2 and that ξ(r, 0) ≤ 0, ξ(r, 1) = 0, we deduce that ξ(r, t) ≤ 0 for all 0 ≤ t ≤ 1 when r ≥ 2. It follows that ψ(r, t) ≤ 0 since ψ(r, 0) = 0. This implies that ϕ(r, t) ≥ 0 for 0 < t < 1 since ϕ(r, 1) = 0. We then conclude that when 3 ≤ r < 4, we have φ(r, t) ≥ φ(3, t) so that
Thus, we see that inequality (3.1) is valid when a ≤ 1/(3r) when 3 ≤ r < 4. Since 1/(3r) ≤ min{1 − 1/r, 1/r} when r ≥ 1, the choice of a satisfies ar ≤ 1 and p 2 ≥ 1 and this proves the assertion of Corollary 1.1 for inequality (1.2) when 3 ≤ r < 4.
When 2 < r < 3, we note that the left-hand side expression of (1.4) is a decreasing function of t which takes a positive value when t = 0 and a negative value when t = 1, while the right-hand side expression of (1.4) is easily checked to be an increasing function of t which takes value 0 when t = 0 and a positive value when t → 1 − . It follows from the definition of t 2 that such a t 2 exists and is unique. This also implies that a 2 (r) = (r − 2 − t 2 )/r > 0.
When t ≤ t 2 , we use
to see that
When t 2 ≤ t ≤ 1, we have
We conclude that inequality (3.1) is valid for a ≤ a 2 (r) when 2 < r < 3. Since a 2 (r) ≤ min{1 − 1/r, 1/r} when 2 < r < 3, the choice of a satisfies ar ≤ 1 and p 2 ≥ 1 and this proves the assertion of Corollary 1.1 for inequality (1.2) when 2 < r < 3.
Proof of Theorem 1.2
Throughout this section, we assume n ≥ 2, x 1 = 1 and 1 < x 2 < . . . < x n . We will omit the discussion on the conditions for equality in each inequality as one checks easily that the desired conditions hold by going through our arguments in what follows. As the cases of r = 1 is treated in [10, Theorem 1], we shall assume that r = 1. We first prove inequality (1.11) and we define f n (x; q, q) = M n,
It suffices to show f n (x; q, q) ≤ 0 and we have 1
It suffices to show g n (x; q, q) ≤ 0 as it implies f n (x; q, q) ≤ lim xn→xn−1 f n (x; q, q). By adjusting the value of q in the expression of lim xn→xn−1 f n (x; q, q) (note that it follows from (1.8) that ∂fn ∂q ≥ 0 ) and repeating the process, it follows easily that f n (x; q, q) ≤ 0.
Similarly, in order to show g n (x; q, q) ≤ 0, it suffices to show that ∂g n /∂x n ≤ 0. Now we have
We make a change of variable x i → y 1/r i to recast the right-hand side expression above as
where
, and
We further denote z = y n /A 
where the inequality above follows from the observation that 1/2 − rq 2−1/r ≥ 0, M ′ 1/r n−1,1/(2r) ≥ 1 and the arithmetic-geometric inequality with the observation that 1 − 2r ≤ 0.
When q n − 1/2 > 0, we set t = z (qn−1/2)/r to see that
We want to show ∂u 1 /∂t ≤ 0 for t, w ≥ 1. As ∂ 2 u 1 /∂t 2 ≤ 0, it suffices to show that
Note that
Thus, it remains to show the right-hand side expression above is non-positive, or equivalently, v 1 (q) ≤ 1/2, where
As one checks that v ′′ 1 (q) has exact one root in (0, 1/2) and that
We then conclude that in this case, we have S(z, w) ≤ u 1 (1, w) .
When q n − 1/2 < 0, we set t = z (qn−1/2)(1−2r)/r to see that
:=u 2 (t, w).
We want to show ∂u 2 /∂t ≤ 0 for t ≥ 1. As ∂ 2 u 2 /∂t 2 ≤ 0, it suffices to show that
Thus, it remains to show the right-hand side expression above is non-positive, or equivalently, v 2 (q) ≤ 1/2, where
As it is easy to check that the left-hand side expression above is an increasing function of 0 < q ≤ 1/2, it suffices to prove v 2 (1/2) ≤ 1/2, which is easily verified. We then conclude that in this case, we have S(z, w) ≤ u 2 (1, w) = u 1 (1, w).
As it is also easy to verify that when q n = 1/2, S(z, w) ≤ u 1 (1, w) , we see that it remains to show that u 1 (1, w) ≤ 0. Note that
We note that when n = 2, w = 1 and l(1) = 1. When n ≥ 3, it suffices to show that l(x) ≤ 0 for x ≥ 1. To achieve this, we observe that it is enough to show that l
, where
Note that in our case we have q ≤ 1/3. As one checks that m ′′ (q) has at most one root in ( It is easy to see that the left-hand side expression above is a decreasing function of 1/2 ≤ r ≤ 1. This implies that the number r 0 defined in (1.10) is unique and the above inequality holds when r 0 ≤ r ≤ 1, which completes the proof of inequality (1.11). Now, to prove inequality (1.12), we use the same notations as above to see that in this case, it suffices to show f n (x; q, 1 − q) ≥ 0. Again, this follows from ∂gn(x;q,1−q) ∂xn ≥ 0. Similar to our arguments above, it is easy to see that in this case the left-hand side expression of (4.1) (with q replaced by 1 − q there) becomes
When q n ≥ 1/2, we note that
As in our case r(1 − q) 2−1/r − 1/2 ≥ 0, it is easy to see that y
is an increasing function of y n , hence is minimized at y n = A ′ n . When q n < 1/2, we first note that lim yn→∞ d(y n ) ≥ 0 when 1 < r ≤ 2. If d(y n ) is minimized at some y n = y > A ′ n−1 , then we must have d ′ (y) = 0, which yields
This allows us to rewrite the expression for d(y) as
Observe that the expression above is an increasing function of y when 1 ≤ r ≤ 2, hence it is
We then conclude from our discussions above that regardless of the value of q n , in order to show that
, we see that the above inequality is a consequence of the following inequality: It follows that e(3/4, r) is an increasing function of r. As e(3/4, 1) > 0, we conclude that e(1 − q, r) ≥ 0 when n ≥ 4 and hence inequality (4.3) holds trivially when n ≥ 4. When n = 3, we want to show that the second expression in (4.2) is ≥ 1. To do so, we may assume that (1 − q n )(1 − (1 − q) 2−1/r ) − (r(1 − q) 2−1/r − 1/2) > 0 for otherwise the desired conclusion holds trivially. We then write y = y 2 ≥ y 1 = 1 to recast what is needed to prove as η(y) := y As the function (r − 1 − 2x)(1 − x 2−1/r ) is easily checked to be decreasing for 1/2 ≤ x ≤ 1, it follows that (r + 1 − 2q)(1 − (1 − q) 2−1/r ) ≤ r(1 − ( 1 2 ) 2−1/r ) ≤ r − 1 2 .
We then deduce that for y ≥ 1,
Thus, we conclude that for y ≥ 1, η(y) ≥ η(1) = 0.
This completes the proof of inequality (1.12).
