Abstract. We extend Hamilton-Jacobi theory to Lagrange-Dirac (or implicit Lagrangian) systems, a generalized formulation of Lagrangian mechanics that can incorporate degenerate Lagrangians as well as holonomic and nonholonomic constraints. We refer to the generalized Hamilton-Jacobi equation as the Dirac-Hamilton-Jacobi equation. For non-degenerate Lagrangian systems with nonholonomic constraints, the theory specializes to the recently developed nonholonomic Hamilton-Jacobi theory. We are particularly interested in applications to a certain class of degenerate nonholonomic Lagrangian systems with symmetries, which we refer to as weakly degenerate Chaplygin systems, that arise as simplified models of nonholonomic mechanical systems; these systems are shown to reduce to non-degenerate almost Hamiltonian systems, i.e., generalized Hamiltonian systems defined with non-closed two-forms. Accordingly, the Dirac-HamiltonJacobi equation reduces to a variant of the nonholonomic Hamilton-Jacobi equation associated with the reduced system. We illustrate through a few examples how the Dirac-Hamilton-Jacobi equation can be used to exactly integrate the equations of motion.
1. Introduction 1.1. Degenerate Lagrangian Systems and Lagrange-Dirac Systems. Degenerate Lagrangian systems are the motivation behind the work of Dirac [16, 17, 18] on constrained systems, where degeneracy of Lagrangians imposes constraints on the phase space variables. The theory gives a prescription for writing such systems as Hamiltonian systems, and is used extensively for gauge systems and their quantization (see, e.g., Henneaux and Teitelboim [26] ).
Dirac's theory of constraints was geometrized by Gotay et al. [25] (see also Gotay and Nester [22, 23, 24] and Künzle [35] ) to yield a constraint algorithm to identify the solvability condition for presymplectic systems and also to establish the equivalence between Lagrangian and Hamiltonian descriptions of degenerate Lagrangian systems. The algorithm is extended by de León and Martín de Diego [14] to degenerate Lagrangian systems with nonholonomic constraints.
On the other hand, Lagrange-Dirac (or implicit Lagrangian) systems of Yoshimura and Marsden [52, 53] provide a rather direct way of describing degenerate Lagrangian systems that do not explicitly involve constraint algorithms. Moreover, the Lagrange-Dirac formulation can address more general constraints, particularly nonholonomic constraints, by directly encoding them in terms of Dirac structures, as opposed to symplectic or Poisson structures.
1.2.
Hamilton-Jacobi Theory for Constrained Degenerate Lagrangian Systems. The goal of this paper is to generalize Hamilton-Jacobi theory to Lagrange-Dirac systems. The challenge in doing so is to generalize the theory to simultaneously address degeneracy and nonholonomic constraints. For degenerate Lagrangian systems, some work has been done, built on Dirac's theory of constraints, on extending HamiltonJacobi theory (see, e.g., Henneaux and Teitelboim [26, Section 5.4 ] and Rothe and Scholtz [44] ) as well as from the geometric point of view by Cariñena et al. [8] . For nonholonomic systems, Iglesias-Ponte et al. [28] generalized the geometric Hamilton-Jacobi theorem (see Abraham and Marsden [1, Theorem 5.2.4] ) to nonholonomic systems, which has been studied further by de León et al. [15] , Ohsawa and Bloch [42] , Cariñena et al. [9] , and Ohsawa et al. [43] . However, to the authors' knowledge, no work has been done that can deal with both degeneracy and nonholonomic constraints.
1.3.
Applications to Degenerate Lagrangian Systems with Nonholonomic Constraints. We are particularly interested in applications to degenerate Lagrangian systems with nonholonomic constraints. Such systems arise regularly, in practice, as model reductions of multiscale systems: For example, consider a nonholonomic mechanical system consisting of rigid bodies, some of which are significantly lighter than the rest. Then, one can make an assumption that the light parts are massless for the sake of simplicity; this often results in a degenerate Lagrangian. While naïvely making a massless approximation usually leads to unphysical results 1 , a certain class of nonholonomic systems seem to allow massless approximations without such inconsistencies. See, for example, the modelling of a bicycle in Getz [20] and Getz and Marsden [21] (see also Koon and Marsden [33] and Example 3.5 of the present paper).
1.4. Outline. We first briefly review Dirac structures and Lagrange-Dirac systems in Section 2. Section 3 introduces a class of degenerate nonholonomic Lagrangian systems with symmetries that reduce to nondegenerate Lagrangian systems after symmetry reduction; we call them weakly degenerate Chaplygin systems. Section 4 gives Hamilton-Jacobi theory for Lagrange-Dirac systems, defining the Dirac-Hamilton-Jacobi equation, and shows applications to degenerate Lagrangian systems with holonomic and nonholonomic constraints. We then apply the theory to weakly degenerate Chaplygin systems in Section 5; we derive a formula that relates solutions of the Dirac-Hamilton-Jacobi equations with those of the nonholonomic HamiltonJacobi equation for the reduced weakly degenerate Chaplygin systems. Appendix A discusses reduction of weakly degenerate Chaplygin systems by a symmetry reduction of the associated Dirac structure.
Lagrange-Dirac Systems
Lagrange-Dirac (or implicit Lagrangian) systems are a generalization of Lagrangian mechanics to systems with (possibly) degenerate Lagrangians and constraints. Given a configuration manifold Q, a Lagrange-Dirac system is defined using a generalized Dirac structure on T * Q, or more precisely a subbundle D of the Whitney sum T T * Q ⊕ T * T * Q.
Dirac Structures. Let us first recall the definition of a (generalized) Dirac structure on a manifold
Note that the notion of Dirac structures, originally introduced in Courant [12] , further satisfies an integrability condition, which we have omitted as it is not compatible with our interest in nonintegrable (nonholonomic) constraints. Hereafter, we refer to generalized Dirac structures as simply "Dirac structures." 2.2. Induced Dirac Structures. Here we consider the induced Dirac structure D ∆ Q ⊂ T T * Q ⊕ T * T * Q introduced in Yoshimura and Marsden [52] . See Dalsmo and van der Schaft [13] for more general Dirac structures, Bloch and Crouch [4] and van der Schaft [49] for those defined by Kirchhoff current and voltage laws, and van der Schaft [50] for applications of Dirac structures to interconnected systems.
Let Q be a smooth manifold, ∆ Q ⊂ T Q a regular distribution on Q, and Ω the canonical symplectic two-form on T * Q. Denote by ∆
• Q the annihilator of ∆ Q and by Ω : T T * Q → T * T * Q the flat map induced by Ω. The distribution ∆ Q ⊂ T Q may be lifted to the distribution ∆ T * Q on T * Q defined as
If we choose local coordinates q = (q i ) on an open subset U of Q and denote by (q,q) = (q i ,q i ) (respectively, (q, p) = (q i , p i )), the corresponding local coordinates on T Q (respectively, T * Q), then a local representation for the Dirac structure is given by
2.3. Lagrange-Dirac Systems. To define a Lagrange-Dirac system, it is necessary to introduce the Dirac differential of a Lagrangian function. Following Yoshimura and Marsden [52] , let us first introduce the following maps, originally due to Tulczyjew [47, 48] , between the iterated tangent and cotangent bundles.
Let L : T Q → R be a Lagrangian function and let γ Q : T * T Q → T * T * Q be the diffeomorphism defined as
In local coordinates,
Definition 2.3. Let L : T Q → R be a Lagrangian (possibly degenerate) and ∆ Q ⊂ T Q be a given regular constraint distribution on the configuration manifold Q. Let
be the image of ∆ Q by the Legendre transformation and X be a (partial) vector field on T * Q defined at points of P . Then, a Lagrange-Dirac system is the triple (L, ∆ Q , X) that satisfies, for each point z ∈ P ⊂ T * Q,
where u ∈ ∆ Q such that FL(u) = z. In local coordinates, Eq. (2.2) is written as
which we would like to call the Lagrange-Dirac equations.
2.4. Lagrange-Dirac Systems on the Pontryagin Bundle T Q⊕T * Q. We may also define a LagrangeDirac system on T Q ⊕ T * Q as well. We will use the submanifold K of the Pontryagin bundle introduced in Yoshimura and Marsden [52] and the (partial) vector fieldX on T Q ⊕ T * Q, associated with a (partial) vector field X on T * Q, defined in Yoshimura and Marsden [53] . Let us recall the definition of these two objects.
Given a Lagrangian L : T Q → R, the generalized energy, E : T Q ⊕ T * Q → R, is given by
The submanifold K is defined as the set of stationary points of E(q, v, p) with respect to v, with v ∈ ∆ Q (q). So, K is represented by
This submanifold can also be described as the graph of the Legendre transformation restricted to the constraint distribution ∆ Q . We can also obtain the submanifold K as follows. Let pr T Q : T Q ⊕ T * Q → T Q be the projection to the first factor and π T Q : T * T Q → T Q be the cotangent bundle projection. Consider the map ρ T * T Q : T * T Q → T Q ⊕ T * Q (see [52, Section 4.10] ) which has the property that pr T Q • ρ T * T Q = π T Q ; this map is defined intrinsically to be the direct sum of π T Q :
(see Section 4.10 in [52] ), where τ T * Q : T T * Q → T * Q is the tangent bundle projection. Then, we can consider the map
whose local expression is
Therefore, we have
Now, given a (partial) vector field X on T * Q defined at points of P , one can construct a (partial) vector fieldX on T Q ⊕ T * Q defined at points of K as follows (see Section 3.8 in [53] ).
and X(q, p) is tangent to the curve (q(t), p(t)) in T * Q. This (partial) vector fieldX is not unique; however it has the property that,
where pr T * Q : T Q ⊕ T * Q → T * Q is the projection to the second factor. On the other hand, from the distribution ∆ Q on Q, we can define a distribution
where
Then, as pr * T * Q Ω is a skew-symmetric two-form on T Q ⊕ T * Q, we can consider the following induced (generalized) Dirac structure on T Q ⊕ T * Q:
Then, we have the following result.
Proof. It is not difficult to prove that the condition (
that is, the Lagrange-Dirac equations (2.3). So, we have the equivalence.
As a consequence, we obtain the following result which was obtained by Yoshimura and Marsden (see Theorem 3.8. in [52] ). Corollary 2.6. If (q(t), p(t)) = FL(q(t), v(t)), t 1 ≤ t ≤ t 2 , is an integral curve of the vector field X on P , then ρ T * T Q • dL(q(t), v(t)) is an integral curve ofX on K. Conversely, if (q(t), v(t), p(t)), t 1 ≤ t ≤ t 2 , is an integral curve ofX on K, then pr T * Q (q(t), v(t), p(t)) is an integral curve of X.
Therefore, a Lagrange-Dirac system on the Pontryagin bundle is given by a triple (E, K,X) satisfying the condition
for all x ∈ K.
Degenerate Lagrangian Systems with Nonholonomic Constraints
If one accurately models a mechanical system, then one usually obtains a non-degenerate Lagrangian, since the kinetic energy of the system is usually written as a positive-definite quadratic form in their velocity components. However, for a complex mechanical system consisting of many moving parts, one can often ignore the masses and/or moments of inertia of relatively light parts of the system in order to simplify the analysis. This turns out to be an effective way of modeling complex systems; for example, one usually models the strings of a puppet as massless moving parts (see, e.g., Johnson and Murphey [29] and Murphey and Egerstedt [40] ). With such an approximation, the Lagrangian often turns out to be degenerate, and thus the Euler-Lagrange or Lagrange-d'Alembert equations do not give the dynamics of the massless parts directly; instead, it is determined by mechanical constraints. In other words, the system may be considered as a hybrid of dynamics and kinematics.
We are particularly interested in systems with degenerate Lagrangians and nonholonomic constraints, because they possess the two very features that Lagrange-Dirac systems can (and are designed to) incorporate but the standard Lagrangian or Hamiltonian formulation cannot.
In this section, we introduce a class of mechanical systems with degenerate Lagrangians and nonholonomic constraints with symmetry that yield non-degenerate almost Hamiltonian systems 2 on the reduced space when symmetry reduction is performed.
3.1. Chaplygin Systems. Let us start from the following definition of a well-known class of nonholonomic systems:
Definition 3.1 (Chaplygin Systems; see, e.g., Koiller [32] and Hochgerner and García-Naranjo [27] ). A nonholonomic system with Lagrangian L and distribution ∆ Q is called a Chaplygin system if there exists a Lie group G with a free and proper action on Q, i.e., Φ :
(ii) for each q ∈ Q, the tangent space T q Q is the direct sum of the constraint distribution and the tangent space to the orbit of the group action, i.e.,
where O q is the orbit through q of the G-action on Q, i.e.,
This setup gives rise to the principal bundle
and the connection A : T Q → g, (3.1) with g being the Lie algebra of G such that ker A = ∆ Q , i.e., the horizontal space of A is ∆ Q . Furthermore, for any q ∈ Q andq := π(q) ∈Q, the map T q π| ∆ Q (q) : ∆ Q (q) → TqQ is a linear isomorphism, and hence we have the horizontal lift hl
We will occasionally use the following shorthand notation for horizontal lifts:
. Then, any vector W q ∈ T q Q can be decomposed into the horizontal and vertical parts as follows:
, where wq := T q π(W q ) and ξ Q ∈ X(Q) is the infinitesimal generator of ξ ∈ g. 2 An almost Hamiltonian system is a generalized Hamiltonian system defined with a non-closed two-form as opposed to a symplectic form (which is closed by definition) [2, 27] .
Suppose that the Lagrangian
where g is a possibly degenerate metric on Q. We may then define the reduced Lagrangian
whereḡ is the metric on the reduced spaceQ induced by g as follows:
and the reduced potentialV :Q → R is defined such that V =V • π.
3.2.
Weakly Degenerate Chaplygin Systems. The following special class of Chaplygin systems is of particular interest in this paper:
Definition 3.2 (Weakly Degenerate Chaplygin Systems). A Chaplygin system is said to be weakly degenerate if the Lagrangian L : T Q → R is degenerate but the reduced LagrangianL : TQ → R is non-degenerate; more precisely, the metric g is degenerate on T Q but positive-definite (hence non-degenerate) when restricted to ∆ Q ⊂ T Q, i.e., the triple (Q, ∆ Q , g) defines a sub-Riemannian manifold (see, e,g., Montgomery [39] ), and the induced metricḡ onQ is positive-definite and hence Riemannian.
Remark 3.3. This is a mathematical description of the hybrid of dynamics and kinematics mentioned above: The dynamics is essentially dropped to the reduced configuration manifoldQ := Q/G, and the rest is reconstructed by the horizontal lift hl ∆ , which is the kinematic part defined by the (nonholonomic) constraints.
We will look into the geometry associated with weakly degenerate Chaplygin systems in Section 5.1.
Example 3.4 (Simplified Roller
Racer; see Tsakiris [46] and Krishnaprasad and Tsakiris [34] and Bloch [3, Section 1.10]). The roller racer, shown in Fig. 1 , consists of two (main and second) planar coupled rigid bodies, each of which has a pair of wheels attached at its center of mass. We assume that the mass of the second body is negligible, and hence so are its kinetic and rotational energies 3 . Let (x, y) be the coordinates of the center of mass of the main body, θ the angle of the line passing through the center of mass measured from the x-axis, φ the angle between the two bodies; d 1 and d 2 are the distances from centers of mass to the joint, m 1 and I 1 the mass and inertia of the main body.
The configuration space is Q = SE(2) × S 1 = {(x, y, θ, φ)}, and the Lagrangian L : T Q → R is given by
which is degenerate because of the massless approximation of the second body. The constraints are given bẏ
Defining the constraint one-forms
we can write the constraint distribution ∆ Q ⊂ T Q as
Roller Racer (taken from Bloch [3] with permission from the author). The mass of the second body is assumed to be negligible.
The Lagrange-Dirac equations (2.3) give
where λ is the Lagrange multiplier. Let G = R 2 and consider the action of G on Q by translations on the x-y plane, i.e.,
Then, the tangent space to the group orbit is given by
with q = (x, y, θ, φ). It is easy to check that this defines a Chaplygin system in the sense of Definition 3.1. The quotient space isQ := Q/G = {(θ, φ)}, and the horizontal lift hl
Hence, the reduced LagrangianL : TQ → R is given bȳ
which is non-degenerate; hence the simplified roller racer is a weakly degenerate Chaplygin system. Therefore, the dynamics of the variables θ and φ are specified by the equations of motion, which together with the (nonholonomic) constraints, Eq. (3.3), determine the time evolution of the variables x and y. Example 3.5 (Bicycle; see Getz [20] , Getz and Marsden [21] , and Koon and Marsden [33] ). Consider the simplified model of a bicycle shown in Fig. 2 : For the sake of simplicity, the wheels are assumed to be massless, and the mass m of the bicycle is considered to be concentrated at a single point; however we take into account the moment of inertia of the steering wheel.
The configuration space is Q = SE(2) × S 1 × S 1 = {(x, y, θ, φ, ψ)}; the variables x, y, θ, and ψ are defined as in Fig. 2 and φ := tan σ/b; also let J(φ, ψ) be the moment of inertia associated with the steering action. The Lagrangian L : T Q → R is given by
which is degenerate. The constraints are given by Defining the constraint one-forms
Let G = R 2 and consider the action of G on Q by translations on the x-y plane, i.e.,
with q = (x, y, θ, φ, ψ). It is easy to check that this defines a Chaplygin system in the sense of Definition 3.1. The quotient space isQ := Q/G = {(θ, φ, ψ)}, and the horizontal lift hl
which is non-degenerate, and so this is a weakly degenerate Chaplygin system as well.
4. Hamilton-Jacobi Theory for Lagrange-Dirac systems 4.1. Hamilton-Jacobi Theorem for Lagrange-Dirac systems. We now state the main theorem of this paper, which relates the dynamics of the Lagrange-Dirac system with what we refer to as the DiracHamilton-Jacobi equation.
with a vector field X : Q → T Q and a one-form γ : Q → T * Q, and assume that it satisfies
and
Then, the following are equivalent: (i) For every integral curve c(t) of X, i.e., for every curve c : R → Q satisfyinġ
is an integral curve of the Lagrange-Dirac equations (2.3). (ii) Υ satisfies the following Dirac-Hamilton-Jacobi equation: 4) or, if Q is connected and ∆ Q is completely nonholonomic 4 ,
with a constant E.
Proof. Let us first show that (ii) implies (i). Assume (ii) and let c(t) be an integral curve of X, and then set
Then, clearly v(t) =ċ(t) = X(c(t)). Also, Eq. (4.1) implies that
So it remains to showṗ − ∂L/∂q ∈ ∆
• Q . To that end, first calculatė
and so, for any w ∈ ∆ Q , we havė
and also Eq. (4.1) gives X(q) ∈ ∆ Q (q). On the other hand,
where we used the following relation that follows from Eq. (4.1):
So the Dirac-Hamilton-Jacobi equation (4.4) with Eq. (4.6) implies
Since w ∈ ∆ Q is arbitrary, this impliesṗ
Therefore, (i) is satisfied. 4 A distribution ∆ Q ⊂ T Q is said to be completely nonholonomic (or bracket-generating) if ∆ Q along with all of its iterated Lie Conversely, assume (i); let c(t) be a curve in Q that satisfies Eq. (4.3) and set v(t) ⊕ p(t) := Υ • c(t) = (X ⊕ γ) • c(t). Then, by assumption, (c(t), v(t), p(t)) is an integral curve of the Lagrange-Dirac system (2.2), and soṗ
For an arbitrary point q ∈ Q, we can consider an integral curve c(t) of X such that c(0) = q. Therefore, the above equation implies that d(E • Υ)(q) · w q = 0 for any q ∈ Q and w q ∈ ∆ Q (q), which gives the DiracHamilton-Jacobi equation (4.4). If Q is connected and ∆ Q is completely nonholonomic, then by the same argument as in the proof of Theorem 3.1 in Ohsawa and Bloch [42] , (i) For every curve c(t) such thatċ
is an integral curve ofX, and so it is an integral curve of the Lagrange-Dirac equations (2.3).
(
Proof. The equivalence of (i) with that of Theorem 4.1 follows from the relation T pr Q •X • Υ = X, which is easily checked by coordinate calculations.
On the other hand, for (ii), first observe that pr *
This proves the equivalence of (ii) with that of Theorem 4.1.
4.2.
Nonholonomic Hamilton-Jacobi Theory as a Special Case. Let us show that the nonholonomic Hamilton-Jacobi equation of Iglesias-Ponte et al. [28] and Ohsawa and Bloch [42] follows as a special case of the above theorem. Consider the special case where the Lagrangian L : T Q → R is non-degenerate, i.e., the Legendre transformation FL : T Q → T * Q is invertible. Then, we may rewrite the definition of the submanifold K ⊂ T Q ⊕ T * Q, Eq. (2.4), by
where we recall that P := FL(∆ Q ). It implies that if Υ = X ⊕ γ then X = (FL) −1 • γ, and thus
with γ taking values in P and the Hamiltonian H :
Then, the Lagrange-Dirac equations (2.3) become the nonholonomic Hamilton's equationṡ
or, in an intrinsic form,
Furthermore, it is straightforward to show that
where X H is the Hamiltonian vector field of the unconstrained system with the same Hamiltonian, i.e., i X H Ω = dH; hence we obtain
Therefore, Theorem 4.1 specializes to the nonholonomic Hamilton-Jacobi theorem of Iglesias-Ponte et al. [28] and Ohsawa and Bloch [42] :
Corollary 4.3 (Nonholonomic Hamilton-Jacobi [28, 42] ). Consider a nonholonomic system defined on a configuration manifold Q with a Lagrangian of the form Eq. (3.2) and a nonholonomic constraint distribution ∆ Q ⊂ T Q. Let γ : Q → T * Q be a one-form that satisfies γ(q) ∈ P q for any q ∈ Q, and dγ| ∆ Q = 0, i.e., dγ(v, w) = 0 for any v, w ∈ ∆ Q . Then, the following are equivalent:
(i) For every curve c(t) in Q satisfyinġ
is an integral curve of X nh H , where X H is the Hamiltonian vector field of the unconstrained system with the same Hamiltonian, i.e., i X H Ω = dH.
(ii) The one-form γ satisfies the nonholonomic Hamilton-Jacobi equation:
or, if Q is connected and ∆ Q is completely nonholonomic,
4.3.
Applications to Degenerate Lagrangian System with Holonomic Constraints. If the constraints are holonomic, then the distribution ∆ Q ⊂ T Q is integrable, and so there exists a local submanifold S ⊂ Q such that T s S = ∆ Q (s) for any s ∈ S. Let ι S : S → Q be the inclusion. Then, the Dirac-HamiltonJacobi equation (4.4) gives ι *
and thus d(E • Υ • ι S ) = 0, which implies that we have
7) with a constant E.
On the other hand, the condition (4.2) becomes
and so γ • ι S = dW for some function W defined locally on S.
Example 4.4 (LC circuit; see Yoshimura and Marsden [52, 54] ). Consider the LC circuit shown in Fig. 3 . The configuration space is the 4-dimensional vector space Q = {(q , q c1 , q c2 , q c3 )}, which represents charges Figure 3 . LC circuit (see Yoshimura and Marsden [52] ).
in the circuit elements. Then T Q ∼ = Q × Q and f q = (f , f c1 , f c2 , f c3 ) ∈ T q Q represents the currents in the corresponding circuit elements. The Lagrangian L : T Q → R is given by
which is clearly degenerate. The generalized energy E :
The Kirchhoff current law gives the constraints −f + f c2 = 0 and f c1 − f c2 + f c3 = 0, or in terms of constraint one-forms, ω 1 = −dq + dq c2 and ω 2 = dq c1 − dq c2 + dq c3 . Thus, the constraint distribution
Hence, the generalized energy constrained to K is
Notice that the constraints are holonomic, i.e., the constraints can be integrated to give
with some constants a 0 and a 1 . So we define a submanifold S ⊂ Q by
and the inclusion ι S : S → Q; (q , q c1 ) → (q , q c1 , q − a 0 , q c2 − q c1 − a 1 ). Now, the Dirac-Hamilton-Jacobi equation for holonomic systems, Eq. (4.7), gives
with some constant E, where
and thus condition (4.8) gives ∂X ∂q c1 = 0, and henceX (q , q c1 ) =X (q ). The Dirac-Hamilton-Jacobi equation (4.9) then becomes 1 2 X (q ) 2 + 1 2
We impose the condition that X = 0 when q = q c1 = 0 and E = 0, which corresponds to the case where nothing is happening in the circuit. Then, we have
which gives a 0 = a 1 = 0, since c 2 and c 3 are both positive. Therefore, Eq. (4.10) becomes
Taking the derivative with respect to q c1 of both sides and solving for q c1 , we have
Substituting this into Eq. (4.11) gives
Solving forX (q ), we obtain
Taking the positive root, Eq. (4.3) for q giveṡ
which can be solved easily:
, where
and α is a phase constant to be determined by the initial condition.
Remark 4.5. In the conventional LC circuit theory, one often simplifies problems by "combining" capacitors. Using this technique, the above example simplifies to an LC circuit with an inductor with inductance and a single capacitance C, that satisfies the following equation:
,
Then, the equation for the current i :=q is given by
which coincides the one defined above. The general solution of the above ODE is
for some constants A and α. Therefore, our solution is consistent with the conventional theory. 
and the generalized energy constrained to K is
The distribution ∆ Q is easily shown to be completely nonholonomic, and thus we may use the DiracHamilton-Jacobi equation (4.5), which gives 1 2
Now, we assume the following ansatz
However, substituting them into Eq. (4.12) and solving for X θ shows that X θ does not depend on θ either; hence we set X θ (θ, φ) = X θ (φ). Then, solving Eq. (4.12) for X φ , we have
Substituting the first solution into condition (4.2), we have
We choose X θ (φ) = 0 and hence X θ (φ) = v θ , where v θ is the initial angular velocity in the θ-direction. This is consistent with the Lagrange-Dirac equations (3.5), which giveθ = 0. Substituting this into the first case of Eq. (4.14), we obtain
where v r := (2E − I 1 v 2 θ )/m 1 . Then, the condition X(q) ∈ ∆ Q (q) gives the other components of the vector field X, and hence Eq. (4.3) givesẋ = v r cos θ,ẏ = v r sin θ,
We can solve the last equation by separation of variables, and the rest is explicitly solvable.
4.5.
Lagrangians that are Linear in Velocity. There are some physical systems, such as point vortices (see, e.g., Chapman [11] and Newton [41] ), which are described by Lagrangians that are linear in velocity, i.e., L(q,q) = α(q),q − h(q), (4.15) where α is a one-form on Q. The Lagrangian is clearly degenerate and Lagrange-Dirac equation (2.3) gives the following equations of motion (see Rowley and Marsden [45] and Yoshimura and Marsden [54] ):
where X is a vector field on Q; hence the Lagrange-Dirac equation (2.3) reduces to the first-order dynamicṡ q = X(q) defined on Q. Now, the assumption in (4.1) of Theorem 4.1 implies γ(q) = α(q) and thus
so the Dirac-Hamilton-Jacobi equation (4.4) gives
which simply defines a constant energy surface of the dynamics on Q, i.e., the Dirac-Hamilton-Jacobi equation (4.5) does not give any information on the dynamics on Q. This is because the original dynamics, which is naturally defined on Q with the one-form α and the function h, is somewhat artificially lifted to the tangent bundle T Q through the linear Lagrangian (4.15). In fact, for point vortices on the plane, one has Q = R 2 , and the two-form −dα is a symplectic form; hence Q = R 2 is a symplectic manifold and Eq. (4.16) defines a Hamiltonian system on Q with the Hamiltonian h. Therefore, for such systems, the Hamilton-Jacobi equation should be naturally formulated on Q, not on the Pontryagin bundle T Q ⊕ T * Q.
Hamilton-Jacobi Theory for Weakly Degenerate Chaplygin Systems
In this section, we first show that a weakly Chaplygin system introduced in Section 3.2 reduces to an almost Hamiltonian system on T * Q with a reduced HamiltonianH : T * Q → R. Accordingly, we may consider a variant of the nonholonomic Hamilton-Jacobi equation [28, 42] for the reduced system, which we would like to call the reduced Dirac-Hamilton-Jacobi equation. We then show an explicit formula that maps solutions of the reduced Dirac-Hamilton-Jacobi equation to those of the original one. Thus, one may solve the reduced Dirac-Hamilton-Jacobi equation, which is simpler than the original one, and then construct solutions of the original Dirac-Hamilton-Jacobi equation by the formula.
5.1. The Geometry of Weakly Degenerate Chaplygin Systems. For weakly degenerate Chaplygin systems, the geometric structure introduced in Section 3.1 is carried over to the Hamiltonian side. Specifically, we define the horizontal lift hl P q : T * qQ → P q by (see Ehlers et al. [19] ) hl
q , or by requiring that the diagram below commutes.
It is easy to show that the following equality holds for the pairing between the two horizontal lifts (see Lemma A.1 in Ohsawa et al. [43] ): For any αq ∈ T * qQ and vq ∈ TqQ,
We also define a map hl
Since the reduced LagrangianL is non-degenerate, we can also define the reduced Hamiltonian 6H :
with vq = (FL) −1 q (pq). Lemma 5.1. The generalized energy E : T Q ⊕ T * Q → R and the reduced HamiltonianH are related as follows:
6 Recall that we cannot define a Hamiltonian H : T * Q → R for the original system because the original Lagrangian
Proof. Follows from the following simple calculation: For an arbitrary αq ∈ T * qQ , let q ∈ Q be a point such that π(q) =q. Then, we obtain
where we used Eq. (5.1) and the definition ofH in Eq. (5.2) .
Furthermore, as shown in Theorem A.4 of the Appendix A (see also Koiller [32] , Bates and Sniatycki [2] , Cantrijn et al. [7] , Hochgerner and García-Naranjo [27] ), we have the reduced system
on T * Q defined with the reduced HamiltonianH and the almost symplectic form
where Ξ is the non-closed two-form on T * Q defined in Eq. (A.9).
5.2.
Hamilton-Jacobi Theorem for Weakly Degenerate Chaplygin Systems. The previous subsection showed that a weakly degenerate Chaplygin system reduces to a non-degenerate Lagrangian and hence an almost Hamiltonian system (5.3). Moreover, Lemma 5.1 shows how the generalized energy E is related to the reduced HamiltonianH; see also the upper half of the diagram (5.5) below. The lower half of the diagram suggests the relationship between the reduced and original Dirac-Hamilton-Jacobi equations alluded above. Specifically,γ is a one-form onQ := Q/G and is a solution of the reduced Dirac-Hamilton-Jacobi equation (5.6) defined below, and the diagram suggests how to define the map Υ : Q → K so that it is a solution of the original Dirac-Hamilton-Jacobi equation (4.4).
The whole diagram (5.5) leads us to the following main result of this section:
. Consider a weakly degenerate Chaplygin system on a connected configuration space Q and assume that the distribution ∆ Q is completely nonholonomic. Let γ :Q → T * Q be a one-form onQ that satisfies the reduced Dirac-Hamilton-Jacobi equation
with a constant E, as well as
where Ξ is the two-form on T * Q that appeared in the definition of the almost symplectic formΩ nh in Eq. (5.4) (see also Eq. (A.9) ). Define Υ = X ⊕ γ : Q → K by (see the diagram (5.5))
whereq := π(q), i.e., Proof. This proof is very similar to that of Theorem 4.1 in Ohsawa et al. [43] .
The diagram (5.5) shows that if the one-formγ satisfies Eq. (5.6) then the map Υ defined by Eq. (5.8) satisfies the Dirac-Hamilton-Jacobi equation (4.5) .
To show that it also satisfies the condition (4.2), we perform the following calculations: Let Y h , Z h ∈ X(Q) be arbitrary horizontal vector fields, i.e., Y h q , Z h q ∈ ∆ Q (q) for any q ∈ Q. We start from the following identity:
The goal is to show that the right-hand side vanishes. Let us first evaluate the first two terms on the righthand side of the above identity at an arbitrary point q ∈ Q:
Hence, writing γ Z =γ(Z) for short, we have γ(
Hence, we have 
, where we used the following relation between the connection A and its curvature B that holds for horizontal vector fields Y h and Z h :
As a result, we have the decomposition 11) where the second equality follows from Eq. (5.1) and the definition of the momentum map J; the last equality follows from the definition of Ξ in Eq. (A.9): Let πQ : T * Q →Q be the cotangent bundle projection; since πQ •γ = idQ and thus T πQ • Tγ = id TQ , we havē
Substituting Eqs. (5.10) and (5.11) into Eq. (5.9), we obtain
Example 5.3 (Simplified Roller Racer; see Examples 3.4 and 4.6). The Lie algebra g of G = R 2 is identified with R 2 ; let us use (ξ, η) as the coordinates for g. Then, we may write the connection A : T Q → g as
where ω 1 and ω 2 are the constraint one-forms defined in Eq. (3.4); hence its curvature is given by
Furthermore, the momentum map J : T * Q → g * is given by
Since the reduced LagrangianL (see Eq. (3.6)) is non-degenerate, we have the reduced Hamiltonian H : T * Q → R given byH
We assume the ansatzγ φ (θ, φ) =γ φ (φ). Then, the reduced Dirac-Hamilton-Jacobi equation (5.6) gives
which implies thatγ θ (θ, φ) =γ θ (φ). Solving this forγ θ (φ) gives
Substituting the first case into Eq. (5.7), we obtain
which givesγ φ (φ) = C csc φ for some constant C. Therefore,
It is straightforward to check that, with the choice Remark 5.4. Notice that the ansatz we used here is less elaborate compared to the one, Eq. (4.13), used for the Dirac-Hamilton-Jacobi equation without the reduction. Specifically, accounting for the R 2 -symmetry is not necessary here, since the reduced Dirac-Hamilton-Jacobi equation is defined for the R 2 -reduced system.
Conclusion and Future Work
Conclusion. We developed Hamilton-Jacobi theory for degenerate Lagrangian systems with holonomic and nonholonomic constraints. In particular, we illustrated, through a few examples, that solutions of the Dirac-Hamilton-Jacobi equation can be used to obtain exact solutions of the equations of motion. Also, motivated by those degenerate Lagrangian systems that appear as simplified models of nonholonomic mechanical systems, we defined a class of degenerate nonholonomic Lagrangian systems that reduce to nondegenerate almost Hamiltonian systems. We then showed that the Dirac-Hamilton-Jacobi equation reduces to the nonholonomic Hamilton-Jacobi equation for the reduced non-degenerate system.
Future Work.
• Relationship with discrete variational Dirac mechanics. Hamilton-Jacobi theory has been an important ingredient in discrete mechanics and symplectic integrators from both the theoretical and implementation points of view (see Marsden [36, 37] .
• Hamilton-Jacobi theory for systems with Lagrangians linear in velocity. As briefly mentioned in Section 4.5, the Dirac-Hamilton-Jacobi equation is not appropriate for those systems with Lagrangians that are linear in velocity. However, Rothe and Scholtz [44, Example 4] illustrate that their formulation of the Hamilton-Jacobi equation can be applied to such systems. We are interested in a possible generalization of our formulation to deal with such systems, and also a link with their formulation.
• Asymptotic analysis of massless approximation. Massless approximations for some nonholonomic systems seem to give good approximations to the full formulation. It seems that the nonholonomic constraints "regularize" the otherwise singular perturbation problem, and hence makes the massless approximations viable. We expect that asymptotic analysis will reveal how the perturbation problem becomes regular, particularly for those cases where massless approximations lead to weakly degenerate Chaplygin systems.
• Hamilton-Jacobi theory for general systems on the Pontryagin bundle. Section 2.4 naturally leads us to consider systems on the Pontryagin bundle described by an arbitrary Dirac structure. We are interested in this generalization, its corresponding Hamilton-Jacobi theory, and its applications.
where Ω P : T P → T * P is the flat map induced by Ω P . Then, we have the constrained Lagrange-Dirac system defined by
where X P is a vector field on P , L c := L| ∆ Q the constrained Lagrangian, and DL c (u) := DL(u)| T P for any u ∈ ∆ Q . If the constrained Lagrangian L c is non-degenerate, i.e., the partial Legendre transformation FL| ∆ Q : ∆ Q → P is invertible, then we may define the constrained Hamiltonian H P : P → R [54] by
where v q := (FL| ∆ Q ) −1 (p q ). Then, the constrained Lagrange-Dirac system (A.2), is equivalent to the constrained implicit Hamiltonian system defined by
be the restriction of Ω P to H ⊂ T P and hence a skew-symmetric bilinear form in H. . This special case of Dirac reduction to follow gives a Dirac point of view on the nonholonomic reduction of Koiller [32] , and hence provides a natural framework for the reduction of weakly degenerate Chaplygin systems. See Yoshimura and Marsden [55] for reduction of Dirac structures without constraints, Jotz and Ratiu [30] for the relationship between Dirac and nonholonomic reduction of Bates and Sniatycki [2] ; see also Cantrijn et al. [6, 7] for a theory of reducing degenerate Lagrangian systems to non-degenerate ones.
Let Φ : G × Q → Q be the action of the Lie group G given in Definition 3.1 and
It is easy to show that the G-symmetries of the Lagrangian L and the distribution ∆ Q imply that the submanifold P ⊂ T * Q is invariant under the action of the cotangent lift. Hence, we may restrict the action to P and define Φ P : G × P → P , i.e., Φ P g : P → P by Φ P g := T * Φ g −1 | P for any g ∈ G. This gives rise to the principal bundle π P G : P → P/G. The geometric structure of weakly degenerate Chaplygin systems summarized in Section 5.1 gives rise to a diffeomorphism ϕ : T * Q → P/G; this then induces the map ρ : P → T * Q so that the diagram below commutes (see Hochgerner and García-Naranjo [27] ). Lemma A.2. The two-form Ω P is invariant under the G-action, i.e., for any g ∈ G,
Proof. Using the relation T
where we used the fact that the cotangent lift T * Φ g −1 is symplectic. Now, consider the action of G on the Whitney sum T P ⊕ T * P defined by
Then, we have the following:
Proposition A.3. The constrained Dirac structure D P is invariant under the action Ψ defined above.
Proof. Let z ∈ P be arbitrary and (v z , α z ) ∈ D P (z). Then, v z ∈ H z and α z − Ω P (v z ) ∈ H
• z . Now, the G-invariance of H = ker A P implies T Φ g (v z ) ∈ H gz . Also, for any w gz = T z Φ P g (w z ) ∈ H gz with w z ∈ H z , we have where J : T * Q → g * is the momentum map corresponding to the G-action, and B is the curvature two-form of the connection A.
Lemma A.5. Define, for any z ∈ P ,
that is, f z = Bφ z using the notation in [5] ; hence the image f (D P ) ⊂ T T * Q ⊕ T * T * Q is a Dirac structure.
Proof of Lemma A.5. Let (v z , α z ) ∈ T z P ⊕ T * z P and (ṽ gz ,α gz ) := Ψ g (v z , α z ) for g ∈ G, i.e., v gz = T z Φ 
On the other hand, for any w Remark A.7. Again, this result is essentially a restatement of the nonholonomic reduction of Koiller [32] (see also Bates and Sniatycki [2] , Cantrijn et al. [7] , and Hochgerner and García-Naranjo [27] ) in the language of Dirac structures and implicit Hamiltonian systems.
