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Abstract. We study Jacobi pairs in details and obtained some properties. We also study the natural Poisson algebra
structure (P , [·, ·], ·) on the space P := C[y]((x−
1
N )) for some sufficient large N , and introduce some automorphisms
of (P , [·, ·], ·) which are (possibly infinite but well-defined) products of the automorphisms of forms e adH for H ∈
x1−
1
N C[y][[x−
1
N ]] and τc : (x, y) 7→ (x, y − cx
−1) for some c ∈ C. These automorphisms are used as tools to study
Jacobi pairs in P . In particular, starting from a Jacobi pair (F,G) in C[x, y] which violates the two-dimensional
Jacobian conjecture, by applying some variable change (x, y) 7→
(
xb, x1−b(y + a1x
−b1 + · · · + akx
−bk)
)
for some
b, bi ∈ Q+, ai ∈ C with bi < 1 < b, we obtain a Jacobi pair still denoted by (F,G) in C[x
± 1
N , y] with the form
F = x
m
m+n (f+F0), G = x
n
m+n (g+G0) for some positive integersm,n, and f, g ∈ C[y], F0, G0 ∈ x
− 1
N C[x−
1
N , y], such
that F,G satisfy some additional conditions. Then we generalize the results to the Weyl algebra W = C[v]((u−
1
N ))
with relation [u, v] = 1, and obtain some properties of pairs (F,G) satisfying [F,G] = 1, referred to as Dixmier pairs.
Key words: Poisson algebras, Weyl algebras, Jacobian conjecture, Dixmier conjecure
Mathematics Subject Classification (2000): 17B63, 14R15, 14E20, 13B10, 13B25
Contents
1 Introduction 2
2 Definition of the prime degree p, notations and preliminaries 3
2.1 Notations and definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Some preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Jacobi pairs and Jacobian elements 10
3.1 General discussions on Jacobi pairs in B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Jacobi pairs in C((x−1))[y] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Some examples of Jacobi pairs with p ≤ 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Reducing the problem to the case p ≤ 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Newton polygons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Poisson algebras 32
4.1 Poisson algebra C[y]((x−
1
N )) and exponential operator e adH . . . . . . . . . . . . . . . . . . 32
4.2 Jacobi pairs in C[y]((x−
1
N )) satisfying (3.80)–(3.83) . . . . . . . . . . . . . . . . . . . . . . . 34
5 Weyl algebras 39
Acknowledgements 45
References 45
1Supported by NSF grant 10825101 of China, the Fundamental Research Funds for the Central Universities
Mathematics Subject Classification (2000): 14R15, 14E20, 13B10, 13B25, 17B63
2 Y. Su: Dixmier Conjecture (arXiv:1107.1115, Prepared July 6, 2011, Revisited August 28, 2018)
1 Introduction
It is a well known fact that if n polynomials f1, ..., fn are generators of the polynomial ring
C[x1, ..., xn], then the Jacobian determinant J(f1, ..., fn) = detA ∈ C\{0} is a nonzero constant,
where A = (∂xjfi)
n
i,j=1 is the n × n Jacobian matrix of f1, ..., fn. One of the major unsolved
problems of mathematics [24] (see also [5, 9, 29]), viz. the Jacobian conjecture, states that the
reverse of the above statement also holds, namely, if J(f1, ..., fn) ∈ C\{0}, then f1, ..., fn are
generators of C[x1, ..., xn].
This conjecture relates to many aspects of mathematics [1, 12–14, 23–26] and has attracted
great attention in mathematical and physical literatures during the past 60 years and there have
been a various ways of approaches toward the proof or disproof of this conjecture (here we simply
give a short random list of references [2, 6, 8, 11, 15–18, 20, 28–30]). Hundreds of papers have
appeared in connection with this conjecture, even for the simplest case n = 2 [3, 21, 22]. However
this conjecture remains unsolved even for the case n = 2.
Let Wn be the rank n Weyl algebra, which is the associative unital algebra generated by 2n
generators u1, ..., un, v1, ..., vn satisfying the relations [ui, uj ] = [vi, vj ] = 0, [vj, ui] = δij, where the
commutator [·, ·] is defined by
[a, b] = ab− ba for a, b ∈Wn. (1.1)
Under the commutator, Wn becomes a Lie algebra, denoted by W
L
n , called the rank n Weyl
Lie algebra. With a history of 40 years, the Dixmier conjecture [10] states that every nonzero
endomorphism Wn is an automorphism. This conjecture remains open for n ≥ 1. It is well known
[4, 7] that the rank n Dixmier conjecture implies the n-dimensional Jacobi conjecture and the
2n-dimensional Jacobi conjecture implies the rank n Dixmier conjecture.
In this paper, we study Jacobi pairs in details and obtained some properties. We also study
the natural Poisson algebra structure (P, [·, ·], ·) on the space P := C[y]((x−
1
N )) for some sufficient
large N , and introduce some automorphisms of (P, [·, ·], ·) which are (possibly infinite but well-
defined) products of the automorphisms of forms e adH for H ∈ x1−
1
N C[y][[x−
1
N ]] and τc : (x, y) 7→
(x, y − cx−1) for some c ∈ C. These automorphisms are used as tools to study Jacobi pairs in
P. In particular, starting from a Jacobi pair (F,G) in C[x, y] which violates the two-dimensional
Jacobian conjecture, by applying some variable change (x, y) 7→
(
xb, x1−b(y+a1x
−b1+· · ·+akx
−bk)
)
for some b, bi ∈ Q+, ai ∈ C with bi < 1 < b, we obtain a Jacobi pair still denoted by (F,G) in
C[x±
1
N , y] with the form F = x
m
m+n (f + F0), G = x
n
m+n (g + G0) for some positive integers m,n,
and f, g ∈ C[y], F0, G0 ∈ x
− 1
N C[x−
1
N , y], such that F,G satisfy some additional conditions (see
Theorem 3.30).
Then we generalize the results to the Weyl algebra W = C[v]((u−
1
N )) with relation [u, v] = 1,
and obtain some properties of pairs (F,G) satisfying [F,G] = 1, referred to as Dixmier pairs.
In particular, one can define the Newton polygon NP(F ) of F as for the case of Jacobi pairs
(cf. Subsection 3.5 and arguments after (5.17)). We can suppose NP(F ) has a vertex (m0,m)
with 0 < m0 < m. First (as in the case of Jacobi pairs), from the pair (F,G), by applying
some automorphism, we obtain a Dixmier pair still denoted by (F,G) in C[u±
1
N , v] with the
form F = u
m
m+n (f + F0), G = u
n
m+n (g + G0) for some positive integers m,n, and f, g ∈ C[v],
F0, G0 ∈ u
− 1
N C[u−
1
N , u], such that F,G satisfy some additional conditions (cf. Theorem 5.2).
By applying the automorphism (u, v) 7→ (v,−u), we can assume F has a vertex (m0,m) with
m0 > m > 0, and we can further assume that the slope of the edge located at the right bottom
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side of SuppF and with the top vertex being (m0,m) is positive (as for the case of Jacobi pairs),
which turns out to be 1 (cf. (5.17) and Theorem 5.3). Furthermore, the coefficient of the term
um0−1vm−1 is always m0m2 (if we assume Coeff(F, u
m0vm) = 1). We remark that this is the place
where the great difference between Newton polygons of Jacobi pairs and Dixmier pairs occurs; for
the Jacobi pairs, an edge of the Newton polygon can never have slope 1 (cf. Theorem 3.25).
The main results in the present paper are summarized in Theorems 3.6, 3.25, 3.30, 4.1, Corollary
4.2 and Theorems 5.2, 5.3.
2 Definition of the prime degree p, notations and preliminaries
In this section, we first give some notations and definitions, then we present some preliminary
results.
2.1 Notations and definitions
Denote by Z,Z+,Z−,N,Q,Q+,C the sets of integers, non-negative integers, negative integers,
positive integers, rational numbers, non-negative rational numbers, complex numbers respectively.
Let C(x, y) = {P
Q
|P,Q ∈ C[x, y]} be the field of rational functions in two variables. We use A, B, C
to denote the following rings (they are in fact fields and A, C are algebraically closed fields):
A = {f =
∑
i∈Q
fix
i | fi ∈ C, Suppxf ⊂ α−
1
β
Z+ for some α, β ∈ Z, β > 0},
B = A((y−1)) = {F =
∑
j∈Z
Fjy
j |Fj ∈ A, SuppyF ⊂ α− Z+ for some α ∈ Z}, (2.1)
C = {F =
∑
j∈Q
Fjy
j |Fj ∈ A, SuppyF ⊂ α−
1
β
Z+ for some α, β∈Z, β>0}, (2.2)
where
Suppxf = {i ∈ Q | fi 6= 0} (the support of f),
SuppyF = {j ∈ Z |Fj 6= 0} (the support of F with respect to y).
Denote ∂x =
∂
∂x
or d
dx
, ∂y =
∂
∂y
. For F =
∑
i∈Q,j∈Z fijx
iyj ∈ B, we define
SuppF = {(i, j) | fij 6= 0} (called the support of F ), (2.3)
and define
degxF = max{i ∈ Q | fij 6= 0 for some j} (called the x-degree of F ),
degyF = max{j ∈ Z | fij 6= 0 for some i} (called the y-degree of F ),
degF = max{i+ j ∈ Q | fij 6= 0} (called the total degree of F ).
Note that a degree can be −∞ (for instance, F = 0), or +∞ (for instance, degxF = degF = +∞
if F =
∑∞
i=0 x
2iy−i). An element F =
∑∞
i=0 fiy
m−i is monic if f0 = 1.
For any h = xα +
∑∞
i=1 hix
α− i
β ∈ A with α ∈ Q, β ∈ N, and for any a ∈ Q, we define ha to be
the unique element in A:
ha = xaα
(
1 +
∞∑
i=1
hix
− i
β
)a
= xaα
∞∑
j=0
( a
j
)( ∞∑
i=1
hix
− i
β
)j
= xaα +
∞∑
i=1
ha,ix
aα− i
β , (2.4)
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where the coefficient of x
aα− i
β , denoted by Coeff(h
a, x
aα− i
β ), is
Coeff(h
a, xaα−
i
β ) = ha,i =
∑
r1+2r2+···+iri=i
r1,...,ri≥0
( a
r1, r2, ..., ri
)
hr11 h
r2
2 · · · h
ri
i ,
and ( a
r1, r2, ..., ri
)
=
a(a− 1) · · · (a− (r1 + · · ·+ ri) + 1)
r1! · · · ri!
,
is a multi-nomial coefficient. Note that if Suppxh ⊂ α−
1
β
Z+, then Suppxh
a ⊂ aα− 1
β
Z+. Similarly,
for any F =
∑∞
i=0 fiy
m−i ∈ B with f0 6= 0, and for any a, b ∈ Z, b 6= 0 with b|am, we can define
F
a
b to be the unique element in B (note that if b 6 | am, we can still define F
a
b , but in this case it is
in C instead of B):
F
a
b = f
a
b
0 y
am
b
(
1 +
∞∑
i=1
f−10 fiy
−i
) a
b = f
a
b
0 y
am
b +
∞∑
j=1
fa,b,jy
am
b
−j , (2.5)
where
fa,b,j = Coeff(F
a
b , y
am
b
−j) =
∑
r1+2r2+···+jrj=j
r1,...,rj≥0
( a
b
r1, r2, ..., rj
)
f r11 · · · f
rj
j f
a
b
−(r1+···+rj)
0 . (2.6)
Definition 2.1 (cf. Remark 2.2) Let p ∈ Q and F =
∑∞
i=0fiy
m−i ∈ B with f0 6= 0. If
degxfi ≤ degxf0 + pi for all i with equality holds for at least one i ≥ 1, (2.7)
then p, denoted by p(F ), is called the prime degree of F . We set p(F ) = −∞ if F = f0y
m, or set
p(F ) = +∞ if it does not exist (clearly, p(F ) < +∞ if F is a polynomial).
Note that the definition of p := p(F ) shows that the support SuppF of F , regarded as a subset
of the plane R2, is located at the left side of the prime line LF := {(m0,m) + z(p,−1) | z ∈ R}
(where m0 = degxf0) passing the point (m0,m) and at least another point (i, j) of SuppF (thus
−p−1 is in fact the slope of the prime line LF ):
(m0,m)
LF
◦
(i, j)
◦PPPPPPPP
Supp F
◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
F [0]
PPPPPPPP
F [r]
PPPPPPPP
PPPPPPPP
Components
(2.8)
Remark 2.2 It may be more proper to define the prime degree p to be
sup
i≥1
degxfi − degxf0
i
. (2.9)
Then in case F ∈ C[x±1, y±1], both definitions coincide. However, when F /∈ C[x±1, y±1], it is
possible that the prime line LF defined as above only passes through one point of SuppF . Since
we do not like such a case to happen when we consider Jacobi pairs in later sections, we use (2.7)
to define p instead of (2.9). (For example, for F = y +
∑∞
i=0 x
iy−i, if we use (2.9) to define p, it
would be 1; but if we use (2.7) to define p, it is +∞.)
Y. Su: Dixmier Conjecture (arXiv:1107.1115, Prepared July 6, 2011, Revisited August 28, 2018) 5
Let p 6= ±∞ be a fixed rational number. We always assume all elements under consideration
below have prime degrees ≤ p (and in the next section, we always take p = p(F )).
Definition 2.3 (1) Let
F =
∞∑
i=0
fiy
m−i ∈ B with f0 6= 0.
In what follows, we always use m to denote m = degyF and use m0 to denote degxf0 = m0
until (3.79). We call xm0ym the first term of F . Suppose p(F ) ≤ p. For r ∈ Q, we define
the p-type r-th component (or simply the r-th component) of F to be
F [r] =
∞∑
i=0
Coeff(fi, x
m0+r+ip)xm0+r+ipym−i, (2.10)
which simply collects those terms fijx
iyj of F with (i, j) located in a line parallel to the
prime line (cf. (2.8). One immediately sees that F [r] = 0 if r > 0 and F [0] 6= 0. We remark
that if p(F ) > p then it is possible that F [r] 6= 0 for r > 0.
(2) Suppose F =
∑m
i=0 fiy
m−i∈C((x−1))[y] with f0 being a monic Laurent polynomial of x and
p(F ) = p.
(i) We call F [0] the leading polynomial of F , and F [<0] :=
∑
r<0 F [r] the ignored polynomial
of F .
(ii) We always use the bold symbol F ∈ C[x±1][y] to denote the unique monic polynomial of y
(with coefficients being Laurent polynomials of x) such that F [0] = x
m0Fm
′
withm′ ∈ N
maximal (we always usem′ to denote this integer). Then (a polynomial satisfying (2.11)
is usually called a power free polynomial),
F 6= Hk for any H ∈ C[x±1][y] and k > 1. (2.11)
We call F the primary polynomial of F . We always use d to denote
d = degyF , thus m
′ =
m
d
. (2.12)
(3) An element of the form
H =
∞∑
i=0
cix
r0+ipyα0−i ∈ B with ci ∈ C, r0 ∈ Q, α0 ∈ Z+,
(i.e., its support is located in a line) is called a p-type quasi-homogenous element (q.h.e.),
and it is called a p-type quasi-homogenous polynomial (q.h.p.) if it is a polynomial.
Lemma 2.4 (1) p(F ) = p(F
a
b ) if a, b 6= 0.
(2) p(FG) ≤ max{p(F ), p(G)} with equality holds if one of the following conditions holds:
(i) p(F ) 6= p(G) or
(ii) F,G both are polynomials, or
(iii) F,G are p-type q.h.e. such that FG is not a monomial.
(3) Suppose p(F ) ≤ p. Then p(F ) = p if and only if F [0] is not a monomial.
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Proof. (1) We immediately see from (2.6) that degxfa,b,i ≤ degxf
a
b
0 + ip(F ), i.e., p(F
a
b ) ≤ p(F ).
Thus also, p(F ) = p
(
(F
a
b )
b
a
)
≤ p(F
a
b ). Hence p(F
a
b ) = p(F ).
(2) and (3) are straightforward to verify. 
Note that the equality in Lemma 2.4(2) does not necessarily hold in general; for instance,
F = (y + x2)(y + x3) = y2 + (x2 + x3)y + x5, G = (y + x3)−1,
with p(F ) = p(G) = 3, but FG = y + x2 with p(FG) = 2.
2.2 Some preliminary results
We remark that the requirement that any element under consideration has prime degree ≤ p is
necessary, otherwise it is possible that in (2.14), there exist infinite many r > 0 with H [r] 6= 0 and
the right-hand side becomes an infinite sum.
Lemma 2.5 (1) Suppose F =
∑∞
i=0 Fi, where Fi =
∑∞
j=0 f˜ijy
m˜i−j ∈ B (and all have prime
degree ≤ p) with f˜i0 6= 0, degxf˜i0=m˜i0 such that m˜0>m˜1>... (in this case
∑∞
i=0 Fi is called
summable). Then
F [r] =
∞∑
i=0
(Fi)[r+m˜00−m˜i0+p(m˜0−m˜i)]. (2.13)
(2) An element is a p-type q.h.e. ⇐⇒ it is a component of itself.
(3) If F is a p-type q.h.e. with degyF = m, then F
a
b is a p-type q.h.e. if b|am.
(4) Let H,K ∈ B with prime degrees ≤ p, and r ∈ Q. Then (where “ [r] ” is defined as in (2.10))
(HK)[r] =
∑
r1+r2=r
H [r1]K [r2]. (2.14)
(5) Let F be as in Definition 2.3(2). Let ℓ ∈ Z with d|ℓ. Then for all r ∈ Q, x−
m0ℓ
m (F
ℓ
m )[r]
∈ C(x, y) is a rational function of the form FaP for some a ∈ Z and P ∈ C[x±1][y].
(6) Let P,Q ∈ B with prime degrees ≤ p and Q 6= 0. Then each p-type component of the rational
function R = P
Q
is a rational function. Furthermore, there exists some α ∈ N such that the
p-type r-th component R[r] = 0 if r /∈
1
α
Z.
Proof. Using (2.10), (2.5) and (2.6), it is straightforward to verify (1)–(3).
(4) Suppose H =
∑∞
i=0 hiy
α−i, K =
∑∞
i=0 kiy
β−i with degxh0 = α0, degxk0 = β0. Then
HK =
∑∞
i=0χiy
α+β−i with χi =
∑
s1+s2=i
hs1ks2 . Thus
Coeff(χi, x
α0+β0+r+ip) =
∑
r1+r2=r
∑
s1+s2=i
Coeff(hs1 , x
α0+r1+s1p)Coeff(ks2 , x
β0+r2+s2p).
Hence we have (4).
(5) We have F =
∑
0≥s∈Q F [s] and F [0] = x
m0Fm
′
. Thus
x−
m0ℓ
m F
ℓ
m = F
ℓ
d
(
1 +
∑
s<0
x−m0F [s]F
−m′
) ℓ
m
=
∑
0≥r∈Q
∑
s1t1+···+sktk=r
0>s1>···>sk
ti∈Z+, k≥0
( ℓ
m
t1, ..., tk
)
x−(t1+···+tk)m0
k∏
i=1
(
F [si]
)tiF ℓd−(t1+···+tk)m′ .
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By (4), if the j-th component of (F [si])
ti is nonzero, then j = siti. By (2) and (3), if the j-th
component of F
ℓ
d
−(t1+···+tk)m
′
is nonzero, then j = 0. Thus by (1) and (4), the r-th component of
x−
m0ℓ
m F
ℓ
m for r ≤ 0 is
x−
m0ℓ
m (F
ℓ
m )[r] =
∑
s1t1+···+sktk=r
0>s1>···>sk
ti∈Z+, k≥0
( ℓ
m
t1, ..., tk
)
x−(t1+···+tk)m0
k∏
i=1
(
F [si]
)tiF ℓd−(t1+···+tk)m′ , (2.15)
which is a finite sum of rational functions of y with coefficients in C[x±1] by noting that every
component F [si] is a polynomial of y and that the powers of F in (2.15) are integers and {r |F [r] 6=
0} is a finite set.
(6) By (4) and (5),
R[r] =
∑
r1+r2=r
P [r1](Q
−1)[r2]. (2.16)
Since every component of the polynomial P is a polynomial, and P has only finite nonzero com-
ponents, thus the sum in (2.16) is finite. By (5), (Q−1)[r2] is a rational function. Thus we have
the first statement of (6). The second statement follows from (2.15) and (2.16). 
Equation (2.15) in particular gives
(F
ℓ
m )[0] = x
m0ℓ
m F
ℓ
d . (2.17)
Remark 2.6 Suppose F = P
Q
is a rational function such that degyF 6= 0 and P,Q have the same
prime degree p and the same primary polynomial F , then P [0] = x
aF b, Q[0] = x
cF d for some
a, b, c, d ∈ Z, so F [0] = x
a−cF b−d. In this case we also call F the primary polynomial of F if b 6= d.
The result in Lemma 2.5(5) can be extended to rational functions as follows.
Lemma 2.7 Let F,G ∈ C((x−1))[y] with prime degree p and primary polynomial F. Let xm0ym,
xn0yn be the first terms of F and G. Let a, b ∈ Z, Fˇ = F aGb ∈ C((x−1))(y) with mˇ := degyFˇ =
am+bn 6= 0. Set mˇ0 = am0+bn0. Let ℓ ∈ Z with d|ℓ. Then for all r ∈ Q, x
−
mˇ0ℓ
mˇ (Fˇ
ℓ
mˇ )[r] ∈ C(x, y)
is a rational function of the form FαP for some α ∈ Z and P ∈ C[x±1][y].
Proof. By Lemma 2.5(5) (by taking ℓ = am or bm), each component of F a, Gb is a rational
function of the form F αP . Thus the “ˇ” version of (2.15) (which is still a finite sum by Lemma
2.5(6)) shows that we have the result. 
The following result generalized from linear algebra will be used in the next section.
Lemma 2.8 Suppose H ∈ C((x−1))[y] such that degyH > 0. Let m ∈ N. Suppose there exists a
finite nonzero combination
P :=
∑
i∈Z
piH
i
m ∈ C((x−1))(y) for some pi ∈ C((x
−1)). (2.18)
Then H = H
m
d
1 is the
m
d
-th power of some polynomial H1 ∈ C((x
−1))[y], where d = gcd(m, i | pi
6= 0) is the greatest common divisor of the integer set {m, i | pi 6= 0}.
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Proof. We thank Dr. Victor Zurkowski who suggested the following simple proof. Applying
operator H
∂yH
∂y to (2.18) iteratively, we obtain a system of equations (regarding piH
i
m as unknown
variables). Solving the system shows piH
i
m ∈C((x−1))(y) for all i. Then induction on #A (where
A={i | pi 6=0}) gives the result (when #A=1, it is a well-known result of linear algebra, one can also
simply prove as follows: Suppose H
n
m = R
Q
for some coprime polynomials R,Q, then QmHn=Rm.
Since C((x−1))[y] is a uniquely factorial domain, by decomposing each polynomial into the product
of its irreducible polynomials, we see that H is the m
d
-th power of some polynomial). 
We shall also need the following lemma.
Lemma 2.9 Let β ∈ C\{0}. Let A∞ = C[z1, z2, ...] be the polynomial ring with ∞ variables, and
denote z0 = 1. Set
hβ(x) =
(
1 +
∞∑
i=1
zix
i
)β
=
∞∑
j=0
hβ,jx
j ∈ A∞[[x]], (2.19)
where
hβ,i = Coeff(hβ(x), x
i) =
∑
i1+2i2+···+mim=i
m∈N, i1,...,im∈Z+
( β
i1, ..., im
)
zi11 · · · z
im
m for i ∈ Z+.
Then for all r ∈ Z+, we have
∞∑
s=0
(s(β + 1)− r)zshβ,r−s = 0 and
∞∑
s=0
zshβ,r−s = hβ+1,r. (2.20)
Proof. Taking derivative with respect to x in (2.19), we have
∞∑
j=0
jhβ,jx
j−1 = β
( ∞∑
i=0
zix
i
)β−1( ∞∑
j=0
jzjx
j−1
)
.
Multiplying it by
∑∞
i=0 zix
i and comparing the coefficients of xr−1 in both sides, we obtain
∞∑
s=0
(r − s)zshβ,r−s = β
∞∑
s=0
szshβ,r−s,
i.e., the first equation of (2.20) holds. To prove the second, simply write hβ+1(x) as hβ+1(x) =
hβ(x)h1(x) and compare the coefficients of x
r. 
Let F,G ∈ B such that
F =
∞∑
i=0
fiy
m−i, G =
∞∑
j=0
gjy
n−j for some fi, gj ∈ A, f0g0 6= 0, (2.21)
with m = degyF > 0 and n = degyG, we can express G as
G =
∞∑
i=0
biF
n−i
m for some bi ∈ A, (2.22)
where by comparing the coefficients of yn−i, bi can be inductively determined by the following
(cf. (2.6)):
bi = h
−
m′0(n−i)
m
(
gi −
i−1∑
j=0
bjfn−j,m,i−j
)
, or more precisely, (2.23)
bi=h
−
m′0(n−i)
m
(
gi−
i−1∑
j=0
bj
∑
r1+2r2+···+mrm=i−j
r1,...,rm≥0
( n−j
m
r1, r2, ..., rm
)
f r11 · · · f
rm
m h
m′0(n−j)
m
−(r1+···+rm)m′0
)
. (2.24)
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Similarly, we can express the polynomial y as
y =
∞∑
i=0
b¯iF
1−i
m , (2.25)
where b¯i ∈ A is determined by
b¯i=h
−
m′0(1−i)
m
(
δi,0−
i−1∑
j=0
b¯j
∑
r1+2r2+···+mrm=i−j
r1,...,rm≥0
( 1−j
m
r1, r2, ..., rm
)
f r11 · · · f
rm
m h
m′0(1−j)
m
−(r1+···+rm)m′0
)
. (2.26)
We observe a simple fact that if F,G ∈ A[y] then F−1 does not appear in the expression of G in
(2.22) (we would like to thank Professor Leonid Makar-Limanov, who told us the following more
general fact and the suggestion for the simple proof).
Lemma 2.10 Let F,G ∈ A[y] be any polynomials with degyF = m, degyG = n. Express G as
in (2.22). We always have bim+n = 0 for i ≥ 1, namely, all negative integral power of F cannot
appear in the expression.
Proof. The proof can be obtained by regarding F and G as polynomials in y, from an observation
that
∫
GdF is a polynomial while the term with F−1 would require the logarithmic term in
integration. Iteration of this observation of course shows that the coefficients with all negative
integral powers of F are zeros. 
More generally, we have
Lemma 2.11 Let F ∈ B with degyF = m > 0 and k, ℓ ∈ Z with m 6= −k. Then in the expression
yℓF
k
m =
∞∑
i=0
cℓ,iF
k+ℓ−i
m with cℓ,i ∈ A, (2.27)
the coefficient of F−1 is
cℓ,m+k+ℓ = −
ℓ
m+ k
Coeff(F
m+k
m , y−ℓ). (2.28)
In particular, the coefficient cℓ,i in y
ℓ =
∑∞
i=0 cℓ,iF
ℓ−i
m is
cℓ,i = −
ℓ
i− ℓ
Coeff(F
i−ℓ
m , y−ℓ) for all ℓ 6= i. (2.29)
We also have c0,0 = 1 and
cℓ,ℓ=−
1
m
∞∑
s=0
sCoeff(F, y
m−s)Coeff(F
−1, y−m−ℓ+s)=
1
m
Coeff(F
−1∂yF, y
−ℓ) if ℓ>0. (2.30)
Proof. For any A ∈ B with degyA = a, we always use (until the end of this proof) Ar to denote
the homogenous part of A of y-degree a− r, i.e.,
Ar = Coeff(A, y
a−r)ya−r, r ∈ Z. (2.31)
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Comparing the homogenous parts of y-degree k + ℓ− (r − s) in (2.27), multiplying the result by
(s(k+ℓ
m
+ 1) − r)Fs and taking sum over all s, we obtain (note that both sides are homogenous
polynomials of y of degree m+ k + ℓ− r)
∑
s∈Z+
(
s
(k+ℓ
m
+1
)
−r
)
Fs(y
ℓF
k
m )r−s=
∞∑
i=1
cℓ,i
∑
s∈Z+
(
s
(k+ℓ
m
+1
)
−r
)
Fs(F
k+ℓ−i
m )r−i−s, (2.32)
where on the right-hand side, the terms with i = 0 vanish by (2.20) (we take zr =
Fr
F0
, β = k+ℓ
m
in
(2.20)), and (yℓF
k
m )r−s, (F
k+ℓ−i
m )r−i−s are the notations as in (2.31). Note from definition (2.31)
that (yℓF
k
m )r−s = y
ℓ(F
k
m )r−s. For i 6= m+ k + ℓ, we write s(
k+ℓ
m
+ 1
)
− r in both sides of (2.32)
respectively as
s(
k + ℓ
m
+ 1
)
− r =
m+ k + ℓ
m+ k
(
s
( k
m
+ 1
)
− r
)
+
rℓ
m+ k
, (2.33)
s(
k + ℓ
m
+ 1
)
− r =
m+ k + ℓ
m+ k + ℓ− i
(
s
(k + ℓ− i
m
+ 1
)
− (r − i)
)
+
(r −m− k − ℓ)i
m+ k + ℓ− i
, (2.34)
and substitute them into (2.32) (using (2.20) again, the first terms in the right-hand sides of (2.33)
and (2.34) then become vanishing), we obtain (where the first equality follows from the second
equation of (2.20))
rℓ
m+k
yℓ(F
m+k
m )r =
rℓ
m+k
yℓ
∑
s∈Z+
Fs(F
k
m )r−ℓ−s
=
∑
1≤i 6=m+k+ℓ
cℓ,i
∑
s∈Z+
(r−m−k−ℓ)i
m+k+ℓ−i
Fs(F
k+ℓ−i
m )r−i−s
+ cℓ,m+k+ℓ
∑
s∈Z+
(
s
(k + ℓ
m
+ 1
)
− r
)
Fs(F
−1)r−m−k−ℓ−s. (2.35)
Take r = m+ k + ℓ in (2.35), then the first summand in the right-hand side is 0. As for the last
summand, if s 6= 0, then r−m−k− ℓ− s < 0 and so (F−1)r−m−k−ℓ−s = 0 (the definition of (2.31)
shows Ar = 0 if r < 0). Thus (2.35) gives
(m+ k + ℓ)ℓ
m+ k
yℓ(F
m+k
m )m+k+ℓ = −cℓ,m+k+ℓ(m+ k + ℓ)F0(F
−1)0 = −(m+ k + ℓ)cℓ,m+k+ℓ. (2.36)
Since m + k + ℓ > 0 by our assumption (cf. (2.35)), (2.36) together with definition (2.31) shows
we have (2.28). To prove (2.30), assume ℓ > 0. We take k = −m, r = ℓ in (2.32) (but we do not
substitute (2.33) into the left-hand side of (2.32)), then the left-hand side of (2.32) becomes (using
the fact
∑
s∈Z+
Fs(F
−1)ℓ−s = (F
1−1)ℓ = 0 by the second equation of (2.20))
yℓ
∑
s∈Z+
s
ℓ
m
Fs(F
−1)ℓ−s. (2.37)
Thus the left-hand side of (2.36) should be (2.37). Hence we have (2.30). 
3 Jacobi pairs and Jacobian elements
In this section, we discuss properties of Jacobi pairs and Jacobian elements in details. The main
results of this section are Theorems 3.6, 3.25 and 3.30.
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3.1 General discussions on Jacobi pairs in B
Definition 3.1 (1) Define the Lie bracket [·, ·] on B by the Jacobian determinant
[F,G] = J(F,G) = (∂xF )(∂yG)− (∂yF )(∂xG) for F,G ∈ C[x, y]. (3.1)
It is well-known (e.g., [19, 27]) that the triple (B, [·, ·], ·) (where · is the usual product in B)
is a Poisson algebra, namely (B, [·, ·]) is a Lie algebra, (B, ·) is a commutative associative
algebra, and the following compatible Leibniz rule holds:
[F,GH] = [F,G]H +G[F,H] for F,G,H ∈ B. (3.2)
(2) A pair (F,G) is called a quasi-Jacobi pair (or simply a Jacobi pair), if the following conditions
are satisfied:
(i) F,G ∈ B are of the form (2.21) such that [F,G] ∈ C\{0},
(ii) F has prime degree p 6= ±∞,
(iii) p(G) ≤ p.
Remark 3.2 (1) We always denote (until (3.79))
m := degyF, m0 := degxf0, n := degyG, n0 := degxg0, (3.3)
and use notations bi, b¯i in (2.22)–(2.26). We always assume m ≥ 1 and m0 ≥ 0 (but not
necessarily m0 ∈ Z). Note that we always have m0 6= m (by Lemma 3.6 since (−
m0
m
,−1) ∈
SuppF−
1
m ). Also note that n can be negative, but the nonzero Jacobian determinant requires
that m+ n ≥ 1 (cf. Lemma 3.8).
(2) If F,G ∈ C[x, y] with [F,G] ∈ C\{0}, then (F,G) is called a (usual) Jacobi pair. In this case
if necessary by exchanging F and G, we can always suppose p(G) ≤ p (in fact p(G) = p if
m+ n ≥ 2 by Lemma 3.14). Thus a usual Jacobi pair is necessarily a quasi-Jacobi pair.
(3) We always suppose f0, g0 are monic (i.e., the coefficients of the highest powers of x in f0, g0
are 1). If f0 ∈ C[x] and f0 6= 1, let x = a be a root of f0. By applying the automorphism
(x, y) 7→ (x+a, y), we can suppose f0 does not contain the constant term. In this case, we
also let h∈C[x] be the unique monic polynomial such that f0=h
m′0 with m′0∈N maximal,
and set d0=
m0
m′0
. Then
h 6= hk1 for any h1 ∈ C[x], k > 1. (3.4)
If f0=1, we set h=x, d0=1, m
′
0=m0=0. If f0 /∈C[x], we simply set h=f0, d0=m0, m
′
0=1.
(4) We always fix notations h, m′0, d0.
Example 3.3 For any m0,m ∈ N, a, b ∈ C with m0 > m and a, b 6= 0, the pairs
(F,G) =
(
xm0ym + axm0−1ym−1, (xm0ym + axm0−1ym−1)2 + bx1−m0y1−m
)
,
(F1, G1) =
(
x4(y2 + x−1)3, x−2(y2 + x−1)−2y
)
,
are Jacobi pairs with p(F ) = −1 (but if m0 < m, then p(G) = −
3m0−1
3m−1 > −1), and p(F1) =
p(G1) = −
1
2 . Note that p(G) can be smaller than p(F ); for instance, if we replace G by x
1−m0y1−m
then p(G) = −∞ < p(F ) (but in this case degyF + degyG = 1).
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Definition 3.4 (1) We introduce a notion, referred to as the trace, of an element F ∈ B to be
(cf. (5.27) and (5.28) for the reason why we call it “trace”)
trF = ResxResy F = Coeff(F, (xy)
−1) for F ∈ B. (3.5)
If trF = 0, we say F has the vanishing trace property.
(2) An element F ∈ B is called a Jacobian element if there is G ∈ B such that [F,G] ∈ C\{0}.
Remark 3.5 Note that it is important to consider the residue of an element in a specific space,
otherwise the residue may be different; for instance, if we regard the element H = 1
xy+(xy)2
as in
C[x±1]((y)) then H = −
∑∞
i=−1(−xy)
i and its residue (with respect to x) is y−1, but if we consider
it as in the space C[x±1]((y−1)) then H =
∑∞
i=2(−xy)
−i and its residue is zero.
The following Theorem 3.6(2) characterizes Jacobian elements.
Theorem 3.6 (1) Assume (F,G) is a Jacobi pair in A[y]. Suppose
Resx(F∂xG) := Coeff(F∂xG,x
−1) = 0. (3.6)
Let x = u(t), y = v(t) ∈ C((t−1)), then Rest(F
dG
dt
) = JRest(u
dv
dt
).
(2) An element F ∈ B is a Jacobian element if and only if F /∈ C and (F − c)a has the vanishing
trace property for all a ∈ Q and c ∈ C (note that (F − c)a might not be in B but in C ).
(3) Let F ∈ B be a Jacobian element, and H ∈ B. There exists some K ∈ B such that H = [K,F ]
if and only if HF a has the vanishing trace property for all a ∈ Q.
(4) Let (F,G) be a Jacobi pair in B with [F,G] = 1. One has
tr([H,F ]G) = trH for any H ∈ B. (3.7)
Proof. (1) Assume F =
∑
i∈Q,j∈Z+
fijx
iyj and G =
∑
k∈Q,ℓ∈Z+
gkℓx
kyℓ. Then [F,G] = J and (3.6)
imply ∑
i+k=a, j+ℓ=b
(iℓ− jk)fijgkℓ = δa,1δb,1J,
∑
i+k=0, j+ℓ=b
kfijgkℓ = 0, ∀ a, b ∈ C. (3.8)
Denoting ∂t =
d
dt
, and considering 4 cases (noting that j = ℓ = 0 if j+ ℓ = 0): (i) i+k = 0 = j+ ℓ;
(ii) i+ k = 0 6= j + ℓ; (iii) i+ k 6= 0 = j + ℓ; and (iv) i+ k 6= 0 6= j + ℓ, we obtain from (3.8),
Rest(F∂tG) = Rest
( ∑
i,j,k,ℓ
fijgkℓ(ku
i+k−1vj+ℓ∂tu+ ℓu
i+kvj+ℓ−1∂tv)
)
= Rest
( ∑
i+k 6=0, j+ℓ>0
fijgkℓ
( ℓ
j + ℓ
∂t(u
i+kvj+ℓ) +
jk − iℓ
j + ℓ
ui+k−1vj+ℓ∂tu
))
= JResx(v∂tu).
One can also give the following simple proof as suggested by Dr. Victor Zurkowski: (3.6) means
F∂xG = ∂xU for some U ∈ A[y]. Then ∂y∂xU = −J + ∂x(F∂yG), so ∂yU + Jx − F∂yG is
a polynomial in y, denoted by g, and we can write F∂yG − ∂yU = Jx + ∂yg. Thus F∂tG =
F∂xG∂tu + F∂yG∂tv = ∂t(U + g) + Ju∂tv. Taking the residue with respect to t, the term from
the exact derivative drops and one gets the result.
(2) “=⇒ ”: First note that by computing the coefficient of x−1y−1 in the Jacobian determinant
[H,K], one immediately sees
tr([H,K]) = 0 for any H,K ∈ C. (3.9)
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Suppose F,G ∈ B such that [F,G] = 1. Then (F−c)a = [ (F−c)
a
a
, (F−c)2−aG] (assume a 6= 0), we
obtain the necessity by (3.9).
“⇐=”: First assume degyF 6= 0. Replacing F by F
−1 if necessary, we can suppose m :=
degyF ∈ N. Express y as in (2.25), then in fact b¯i is c1,i in (2.27). Thus (2.29) and the sufficiency
condition show that x−1 does not appear in b¯i for all i 6= 1. Therefore there exist bi ∈ A such that
∂xbi = −
1−i
m
b¯i for all i ≥ 0 (cf. (3.11)). Set G =
∑∞
i=0 biF
1−m−i
m . Then the proof of Lemma 3.8
shows [F,G] = 1.
Now assume degyF = 0. Let fi := Coeff(F, y
i) for i ≤ 0. By replacing F by F − c for some
c ∈ C if necessary, we can suppose f0 6= 0 does not contain the constant term. We can write
f−1 = β∂xf0 + h for some β ∈ C and h ∈ A such that either h = 0 or else i := degxf0 − 1 6= j :=
degxh. If h 6= 0, by taking a :=
i−j
i+1 6= 0 (i + 1 = degxf0 6= 0 since Coeff(f0, x
0) = 0), we have
F a = (f0+f−1y
−1+ · · · )a = fa0
(
1+af−10 (β∂xf0+h)y
−1+ · · ·
)
= fa0 +(β∂x(f
a
0 )+af
a−1
0 h)y
−1+ · · · ,
and (−1,−1) ∈ SuppF a by noting that ∂x(f
a
0 ) does not contain the term x
−1 but degxf
a−1
0 h = −1,
a contradiction. Thus h = 0. Now one can uniquely determine g1 = (∂xf0)
−1 and g−i for i ≥ 1
inductively such that G = g1y +
∑∞
i=1 g−iy
−i satisfying [F,G] = 1, by comparing the coefficients
of y−i for i ≥ 0.
(3) Suppose H = [K,F ]. Then by (3.7), we see HF a = [KF a, F ] has the vanishing trace
property for all a ∈ Q. Conversely suppose HF a has the vanishing trace property for all a ∈ Q.
Let G be as constructed in the proof of (1) such that [F,G] = 1 and m + n = 1, m0 + n0 = 1
(cf. notation (3.3)). Using (2.25) and the fact that FG has the highest term xy, we see that any
element xiyj with i, j ∈ Q can be written as F kGℓ + F1, where k, ℓ ∈ Q satisfy km0 + ℓn0 = i,
km + ℓn = j, and some F1 ∈ C with degyF1 < j. Thus by induction on degyH, we see that H
can be expressed as H =
∑
i,j∈Q cijF
iGj for some cij ∈ C. Note that tr(F
kGℓ) = 0 if and only if
(k, ℓ) 6= (−1,−1). Thus G−1 cannot appear in the expression of H, otherwise HF−i−1 would have
nonzero trace if ci,−1 6= 0. Taking K =
∑
i,j∈Q
cij
j+1F
iGj+1, we obtain H = [K,F ].
(4) one has
tr([H,F ]G) = tr(∂xH∂yFG− ∂yH∂xFG)
= tr
(
−H(∂x∂yFG+ ∂yF∂xG) +H(∂y∂xFG+ ∂xF∂yG)
)
= trH.
This completes the proof of the theorem. 
As a by-product of the above theorem, one can easily obtain
Corollary 3.7 (1) If (F,G) is a Jacobi pair in C[x, y] such that SuppF has a vertex (m0,m)
with m0,m > 0 (cf. (3.64)), then F,G are not generators of C[x, y] (thus in particular, the
proof of the two-dimensional Jacobian conjecture is equivalent to proving that a Jacobi pair
(F,G) in C[x, y] with SuppF having a vertex (m0,m) with m0,m > 0 does not exists).
(2) Any σ in (3.84) regarded as an automorphism of C[x±
1
N ]((y−
1
N )) does not change the van-
ishing trace property.
Proof. (1) Say [F,G] = 1 and assume F,G are generators of C[x, y]. Then H = xm0−1ym−1 =∑
i,j∈Z+
aijF
iGj for some aij ∈ C, and so H = [K,F ] for K =
∑
i,j∈Z+
aij
j+1F
iGj+1. However,
tr(HF−1) 6= 0, a contradiction with Theorem 3.6(3).
(2) An automorphism σ of the form (3.84) is a product of automorphisms of forms σ1 : (x, y) 7→
(x, y+λx−
p
q ) and σ2 : (x, y) 7→ (x
q
q−p , x
−p
q−p y) for some λ ∈ C and p, q ∈ Z with p < q. Thus we can
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suppose σ = σ1 or σ2. In the first case, σ is simply the exponential operator e
adh for h = qλ
q−px
1− p
q
(cf. (4.3)), which does not change the vanishing trace property by (3.9). As for the later case, one
can check directly that σ2(x
iyj) = x
qi−pj
q−p yj 6= (xy)−1 if (i, j) 6= (−1,−1). 
Now let (F,G) be a Jacobi pair in B and we use notations in (2.22)–(2.26). From (2.25), we
obtain
1
∂yF
=
∞∑
i=0
1− i
m
b¯iF
1−i
m
−1. (3.10)
Lemma 3.8 We have m+ n ≥ 1, and bi∈C if i<n+m−1. Furthermore,
∂xbi+m+n−1 = −
(1− i)J
m
b¯i if i ≥ 0. (3.11)
In particular,
∂xbm+n−1 = −
J
m
b¯0 = −
J
m
h−
m′0
m (by (2.26)). (3.12)
Proof. By (2.22), ∂xG = A+B∂xF , ∂yG = B∂yF , where
A =
∞∑
i=0
(∂xbi)F
n−i
m , B =
∞∑
i=0
n− i
m
biF
n−i
m
−1.
We obtain
J = −A∂yF , i.e.,
∞∑
i=0
(∂xbi)F
n−i
m = −
J
∂yF
. (3.13)
The lemma follows from (3.10) by comparing the coefficients of F
n−i
m in (3.13) for i ∈ Z+. 
Remark 3.9 From Lemma 3.8, we see that in case F,G ∈ C[x, y] and m = 1 then we can replace
G by G−
∑n−1
i=0 biF
n−i to reduce degyG to zero, thus obtain F,G are generators of C[x, y] and F
is a monic polynomial of y. Since eventually we shall consider a usual Jacobi pair, from now on
we suppose m ≥ 2. Furthermore, we can always suppose n ≥ m and m 6 |n.
Using (2.26), we obtain degxb¯0 = −
m0
m
6= −1 (by Theorem 3.6 since (−m0
m
,−1) /∈ SuppF−
1
m ),
and for i > 0,
degxb¯i ≤ −
m0(1− i)
m
+ max
0≤j<i
{degxb¯j +
m0
m
(1− j) + (i− j)p}
≤ σi, where σi := i
(
p+
m0
m
)
−
m0
m
, (3.14)
where, the last inequality follows from induction on i. Thus
1 + σ0 ≤ degxbm+n−1 ≤ max{0, 1 + σ0}, degxbm+n−1+i ≤ max{0, 1 + σi} for i ≥ 1. (3.15)
We denote
ηi = degxbm+n−1+i for i ≥ 0. (3.16)
We shall use (2.13) and (2.22) to compute G[r]. Thus we set Fi = biF
n−i
m . Then p(Fi) ≤ p by
Lemma 2.4(1) and (2). Assume m + n ≥ 2. Then b0 ∈ C, and we have the data (m˜i0, m˜i) in
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Lemma 2.5(1) being m˜i = n− i, and
m˜i0 =
m0(n− i)
m
if i < m+ n− 1, and
m˜m+n−1+i,0 =
m0(1−m− i)
m
+ ηi if i ≥ 0.
Then (2.13) gives
G[r] =
∞∑
i=0
(Fi)[r+m˜00−m˜i0+p(m˜0−m˜i)]
=
m+n−2∑
i=0
(Fi)[r+(p+m0
m
)i] +
∞∑
i=0
(Fm+n−1+i)[αr,i], where (3.17)
αr,i := r + (p+
m0
m
)(m+ n− 1) +
m0
m
+ σi − ηi. (3.18)
Lemma 3.10 Assume m+ n ≥ 2. If p < −m0
m
, then bi = 0 for 1 ≤ i < m+ n− 1.
Proof. Suppose there exists the smallest i0 with 1 ≤ i0 < m+n−1 such that bi0 6= 0 (i.e., Fi0 6= 0).
Then setting r = −(p+ m0
m
)i0 > 0 in (3.17) gives a contradiction (cf. statements after (2.10)):
0 = G[r] = bi0(F
n−i0
m )[0] + · · · 6= 0, (3.19)
where the last inequality follows from the fact that yn−i0 appears in (F
n−i0
m )[0] but not in any
omitted terms. 
We denote
b′i = Coeff(bi, x
0) (which is bi if i < m+ n− 1). (3.20)
We always suppose that our Jacobi pair (F,G) satisfies the condition (by Lemma 3.14, this con-
dition will be automatically satisfied by Jacobi pairs in C[x, y])
p 6= −
m0
m
. (3.21)
We always denote µ to be (until the end of this section)
µ = m+ n−
1 + p
m0
m
+ p
∈ Q. (3.22)
Lemma 3.11 Assume m + n ≥ 2 and p < −m0
m
. Then b′i = 0 for all i ≥ 1 (thus in particular
ηi = 1 + degxb¯i ≤ 1 + σi for all i ≥ 0).
Proof. Suppose b′i0 6= 0 for smallest i0 ≥ 1. Then i0 ≥ m + n − 1 by Lemma 3.10. Setting
r = −(m0
m
+ p)i0 > 0 in (3.17) gives a contradiction as in (3.19). 
Lemma 3.12 Assume m+n≥2. Then p≥−m0
m
+ m−m0
m(m+n−1)=−
m0+n0−1
m+n−1 , where n0 :=degxg0.
Proof. First by letting i = 0 in (2.23), we have n0 = degxg0 =
m0
m
n, from which we have
−m0
m
+ m−m0
m(m+n−1) = −
m0+n0−1
m+n−1 .
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Assume conversely p < −m0
m
+ m−m0
m(m+n−1) . Then
r := −
(
(p+
m0
m
)(m+ n− 1) +
m0
m
+ σ0 − η0
)
> −(1 + σ0 − η0) = −1 +
m0
m
+ η0 = 0,
where the last equality follows by noting that eitherm0 > m (so in this case p < −
m0
m
+ m−m0
m(m+n−1) <
−m0
m
and b′m+n−1 = 0 by Lemma 3.11, thus η0 = 1 −
m0
m
by (3.12)), or else m0 < m (in this case
η0 = 1 −
m0
m
again by (3.12)). By Lemma 3.10, we have either p + m0
m
≥ 0 or bi = 0 for
0 < i < m+ n− 1. Thus (3.17) gives a contradiction:
0=G[r] = F [r]+(Fm+n−1)[αr,0]+· · · = (Fm+n−1)[0]+· · · 6= 0. 
Note from Lemma 3.12 that (m0
m
+ p)(m+ n)− (1 + p) ≥ 0. Thus we obtain
µ = m+ n−
1 + p
m0
m
+ p
≤ 0 if p < −
m0
m
. (3.23)
Remark 3.13 (1) It is very important to assume m + n ≥ 2 (otherwise b0 /∈ C) and assume
p(G) ≤ p (otherwise G[r] can be nonzero for r > 0).
(2) Note that if p is sufficiently small, one cannot replace G by Gˇ := F ℓ +G for ℓ > 0 without
changing p(G); for instance, if p < −m0
m
then p(Gˇ) = −m0
m
> p.
Lemma 3.14 If F,G ∈ C[x, y] with m+ n ≥ 2, then p > −m0
m
and p(G) = p (thus the positions
of F and G are symmetric).
Proof. If m0 < m the result follows from Lemma 3.12. Thus suppose m0 > m. Note that in order
for [F,G] ∈ C\{0}, x must appear as a term in F or G. If F contain the term x, then degxfm ≥ 1
and
p ≥
degxfm − degxf0
m
≥ −
m0
m
+
1
m
> −
m0
m
.
If G contains the term x, then
p ≥ p(G) ≥
degxgn − degxg0
n
≥
1− n0
n
=
1
n
−
m0
m
> −
m0
m
,
where n0 = degxg0 =
m0
m
n. Thus p > −m0
m
. Now letting r = 0 in (3.17) shows G[0] = (F
m
n )[0]
which is not a monomial by (2.17). Thus p(G) = p by Lemma 2.4(3). 
Lemma 3.15 Suppose F,G ∈ C[x](y) with m + n ≥ 2. If bi 6= 0 and i < m + n − 1, then
m|m′0(n− i). In particular, m|m
′
0n and m|m
′
0i.
Proof. The lemma is trivial if m′0 = 0. Suppose i0 < m + n − 1 is minimal such that bi0 6= 0
and m 6 |m′0(n− i0). Multiplying (2.24) by h
m′0(n−i0)
m , we see that h
m′0(n−i0)
m is a rational function of
x, which contradicts Lemma 2.8 and (3.4). Thus m|m′0(n − i0). Since b0 6= 0 by (2.24), we have
m|m′0n. 
Lemma 3.16 Suppose F,G ∈ C[x](y) and 0<m0≤m or m 6 |m0. Then h=x, i.e., d0=1, m
′
0=m0.
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Proof. From (2.24) and Lemma 3.15, we see bm+n−1 has the form bm+n−1 = h
−
m′0
m
−ag for some
a ∈ Z and 0 6= g ∈ C[x] (since bm+n−1 6= 0 by (3.12)) such that h6 | g. Since degxb¯0 = −
m0
m
, we
have degxbm+n−1 = 1−
m0
m
or 0. If degxbm+n−1 = 1−
m0
m
, then
dg := degxg = degxbm+n−1 +
(m′0
m
+ a
)
degxh = 1 + ad0 (by (3.12)). (3.24)
If degxbm+n−1 = 0 and m0 6= m (which can happen only when m < m0 and dg =
m0
m
+ ad0), then
m|m0, a contradiction with our assumption in the lemma.
Thus we have (3.24), which implies either a ≥ 0 or a = −1, d0 = 1. In the latter case, we have
h = x (since h is monic without the constant term). Thus suppose a ≥ 0. Now (3.12) shows
αh−a−1g∂xh+ h
−a∂xg = h
m′0
m ∂ybm+n−1 = −
J
m
h−
m′0
m b¯0 = −
J
m
, where α = −
m′0
m
− a. (3.25)
Factorize h, g as products of irreducible polynomials of x:
h = hi11 · · · h
iℓ
ℓ , g = g0h
j1
1 · · · h
jr
r g
jr+1
r+1 · · · g
js
s , (3.26)
for some ℓ, s, i1, ..., iℓ, j1, ..., js ∈ N and 0 ≤ r ≤ min{s, ℓ}, 0 6= g0 ∈ C, where
g1 :=h1, ..., gr :=hr, hr+1, ..., hℓ, gr+1, ..., gs ∈ C[x],
are different irreducible monic polynomials of x (thus, of degree 1). Multiplying (3.25) by ha+1,
using (3.26), and canceling the common factor
hi1+j1−11 · · · h
ir+jr−1
r h
ir+1−1
r+1 · · · h
iℓ−1
ℓ ,
noting that ∂xhη = ∂xgη = 1 for all η, we obtain(
− (m′0 + am)gr+1 · · · gs
ℓ∑
η=1
iη
h1 · · · hℓ
hη
+mhr+1 · · · hℓ
s∑
λ=1
jλ
g1 · · · gs
gλ
)
g
jr+1−1
r+1 · · · g
js−1
s
= −Jhi1a+1−j11 · · · h
ira
′′+1−jr
r h
ir+1a+1
r+1 · · · h
iℓa+1
ℓ . (3.27)
If ℓ > r, then hℓ divides all terms except one term corresponding to η = ℓ in (3.27), a contradiction.
Thus ℓ = r. Since gr+1, ..., gs do not appear in the right-hand side of (3.27), we must have
jr+1 = ... = js = 1, and since the left-hand side is a polynomial, we have
ika+ 1− jk ≥ 0 for k = 1, ..., ℓ. (3.28)
If ika+ 1− jk > 0 for some k, then hk divides all terms except two terms corresponding to η = k
and λ = k in (3.27), and the sum of these two terms is a term (not divided by hk) with coefficient
−(m′0 + am)ik +mjk. This proves
ika+ 1− jk = 0 or − (m
′
0 + am)ik +mjk = 0 for k = 1, ..., ℓ. (3.29)
If a ≥ 1, then either case of (3.29) shows ik ≤ jk, and thus, h|g, a contradiction with our choice of
g. Hence a = 0.
Now (3.24) shows dg = 1. Write g = g0x+ g1 for some g1 ∈ C. Then (3.25) gives∫
dh
h
=
m
m′0
( J
m
+ g0
) ∫ dx
g0x+ g1
, thus h = c(g0x+ g1)
m
m′0g0
(g0+
J
m
)
for some c 6= 0.
Since h ∈ C[x], we must have β := m
m′0g0
(g0 +
J
m
) ∈ N, then (3.4) shows β = 1 (and so m 6=m′0
since J 6=0), and h=x (since h is monic without the constant term). 
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Remark 3.17 If F,G ∈ C[x, y] and p ≤ 0, then by (2.7) (cf. (2.8)), we have degxF = m0 > 0,
and by exchanging x and y if necessary, we can sometimes suppose m0 > m and p < 0 (i.e.,
Coeff(F, x
m) = ym0 by Lemma 3.16) or sometimes suppose m0 < m and p ≤ 0.
3.2 Jacobi pairs in C((x−1))[y]
From now on we shall suppose F,G ∈ C((x−1))[y] with m,m+ n ≥ 2. Then each component F [r]
is in C[x±1, y]. Let F be the primary polynomial as in Definition 2.3(2)(ii) and µ be as in (3.22).
Lemma 3.18 If µ < 0 (so p < −m0
m
by (3.22)) then d|n (recall notation d in (2.12)), and p(G) = p
(thus the positions of F and G are symmetric in this case).
Proof. Note that if the equality holds in Lemma 3.12 then one can obtain µ = 0, thus inequality
holds in Lemma 3.12. Setting r = 0 in (3.17) gives (cf. (2.17))
G[0] = (F
n
m )[0] = x
m0n
m F
n
d , (3.30)
by noting the following facts:
(i) bi=0 for 1≤ i<m+n−1 by Lemma 3.10;
(ii) H [a]=0 for H∈C((x
−1))[y] and all a>0;
(iii) by (3.18), α0,i = (p+
m0
m
)(m+n− 1)+ m0
m
+σi− ηi >
m−m0
m
+ m0
m
+σi− ηi = 1+σi− ηi ≥ 0
for i ≥ 0, where the part “> ” is obtained by Lemma 3.12, and the part “≥ ” is by Lemma
3.11.
Since G[0] is a polynomial on y, we have d|n by (2.11), (3.30) and Lemma 2.8. By Lemma 2.4(3),
p(G) = p. 
Lemma 3.19 If 0 ≤ i < µ and b′i 6= 0, then d|(n − i).
Proof. By Lemma 3.11, we can suppose p > −m0
m
. Assume i0 ∈ Z+ is smallest such that i0 < µ
with b′i0 6= 0 and d6 | (n− i0). We shall use (3.17) to compute G[r] for r = −(p+
m0
m
)i0.
First suppose i0 ≥ m+ n − 1. Then µ > m + n − 1. Thus we must have m0 > m by (3.22).
Set i′0 = i0 − (m+ n− 1). Then using i0 < µ = m+ n−
1+p
m0
m
+p
, we obtain
i′0 < 1−
1 + p
m0
m
+ p
=
m0
m
− 1
m0
m
+ p
, so 1 + i′0(
m0
m
+ p)−
m0
m
< 0,
i.e., 1+σi′0 < 0 (cf. (3.14)). Thus by (3.15), we have ηi′0 ≤ 0. Since b
′
m+n−1+i′0
6= 0 (recall notation
b′i in (3.20)), we have ηi′0 = 0. Note from (3.14) that when i ≫ 0, we have 1 + σi > 0. Thus by
(3.15), ηi ≤ σi + 1, and so by (3.18),
αr,i = (p+
m0
m
)(m+ n− 1− i0) +
m0
m
+ σi − ηi
= (p+
m0
m
)(m+ n− 1− i0) +
m0
m
+ σi′0 − ηi′0 + σi − ηi − (σi′0 − ηi′0)
= σi − ηi − (σi′0 − ηi′0) ≥ −1− σi′0 > 0 if i≫ 0.
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Say the above holds when i > i1. Then (3.17) gives (using (Fi)[s] = 0 for all s > 0)
G[−(p+m0
m
)i0]
=
m+n−2∑
i=0
bi(F
n−i
m )[(i−i0)(p+m0m )]
+ b′i0(F
n−i0
m )[0] +
∑
0≤i<i1
i 6=i′0, αr,i≤0
(Fm+n−1+i)[αr,i]. (3.31)
Let a ≥ 0 be any rational number. Similar to (3.31), we also have
G[−(p+m0
m
)i0+a]
=
m+n−2∑
i=0
bi(F
n−i
m )[(i−i0)(p+m0m )+a]
+
∑
0≤i≤i1, αi=−a
b′m+n−1+i(F
1−m−i
m )[0]
+
∑
0≤i≤i1, αr,i+a<0
(Fm+n−1+i)[αr,i+a]. (3.32)
Note that G[−(p+m0
m
)i0+a]
is a polynomial on y. Set
A := max{−(i − i0)(p +
m0
m
), −αr,j | 0 ≤ i ≤ m+ n− 2, 0 ≤ j ≤ i1, αr,j ≤ 0}.
If we first take a = A in (3.32), then the last summand vanishes and the first summand is summed
over those i’s such that (i−i0)(p+
m0
m
)+a = 0, so we can use Lemma 2.8 to obtain that all nonzero
terms in (3.32) are rational. Now by taking a < A (and a ≥ 0) in (3.32) and by induction on A−a
(note that there are only finitely many a’s with 0 ≤ a ≤ A such that there exist nonzero terms
in (3.32)), we can see that all nonzero terms in (3.32) (thus in (3.31)) are rational. In particular,
F
n−i0
d = x−
m0(n−i0)
m (F
n−i0
m )[0] (cf. (2.17)) is rational, a contradiction with (2.11).
Now suppose 0 ≤ i0 < m + n − 1. As above, noting from (3.14) that when i ≫ 0, we have
1 + σi > 0 and σi − ηi ≥ −1 by (3.15). Thus
αr,i = r + (p +
m0
m
)(m+ n− 1) +
m0
m
+ σi − ηi ≥ (p+
m0
m
)(m+ n− 1− i0) +
m0
m
− 1 > 0,
where the part “>” is obtained by using i0 < µ = m + n −
1+p
m0
m
+p
. As in (3.31), say the above
inequality holds for i > i1. Then (3.17) shows (in this case b
′
i0
= bi0 by (3.20))
G[−(p+m0
m
)i0]
=
∑
0≤i<i0
bi(F
n−i
m )[(i−i0)(p+m0m )]
+ bi0(F
n−i0
m )[0] +
∑
0≤i≤i1, αr,i≤0
(Fm+n−1+i)[αr,i].
Thus as in (3.31), we obtain a contradiction. 
We always set
b˜µ =
{
bµ if µ ∈ Z+ and µ < m+ n− 1,
0 otherwise.
(3.33)
Let (cf. notation σi in (3.15))
R0 := b˜µ(F
n−µ
m )[0] +
∞∑
i=m+n−1
Coeff(bi, x
1+σi−(m+n−1))x1+σi−(m+n−1)(F
n−i
m )[0]
= b˜µx
m0(n−µ)
m F
n−µ
d −
J
m
∞∑
i=0
1−i
1+σi
b¯i,0x
1−m0+ipF
1−i−m
d , where b¯i,0=Coeff(b¯i, x
σi)∈C, (3.34)
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where the last equality follows from (2.17) and Lemma 3.8 (if 1+σi = 0, i.e., i = µ−(m+n−1) ≥ 0,
then b˜µ = 0 by (3.33), in this case we use the convention that −
J(1−i)
m(1+σi)
b¯i,0 is regarded as the limit
limi→µ−(m+n−1)−
J(1−i)
m(1+σi)
b¯i,0 which is defined to be b
′
µ, cf. (3.20)). We claim that
R0 6= 0, and degyR0 =
1 + p
m0
m
+ p
−m, or 1−m. (3.35)
This is because: if b˜µ 6= 0 (then µ ∈ Z+) then Coeff(R0, y
n−µ) = b˜µ 6= 0; if b˜µ = 0 then
Coeff(R0, y
1−m) = 11+σ0 b¯0,0x
1−m0 6= 0 (b¯0,0 = Coeff(f0, x
m0) = 1 by (2.26)).
Lemma 3.20 We have
R0 = G[−µ(p+m0
m
)] − δb0(F
n
m )[−µ(p+m0
m
)] −
∑
0≤i<µ
b′i(F
n−i
m )[(i−µ)(p+m0
m
)] = F
−a−m′P , (3.36)
for some a ∈ Z, P ∈ C[x±1][y], such that F6 |P , where δ = 1 if µ < 0 or 0 otherwise.
Proof. The last equality follows from Lemmas 2.5(5), 3.15 and 3.19. To prove the first equality of
(3.36), set r = −µ(m0
m
+ p) in (3.17), we obtain
G[−µ(m0
m
+p)] =
m+n−2∑
j=0
bj(F
n−j
m )[(j−µ)(p+m0
m
)] +
∞∑
i=0
(Fm+n−1+i)[1+σi−ηi]. (3.37)
First assume p > −m0
m
. Compare the i-th term of (3.37) with corresponding terms of (3.34) and
(3.36):
(1) If 1 + σi ≥ 0 (so m+ n− 1 + i ≥ µ and (3.36) does not have such a term), then either
(i) ηi = 1 + σi: the i-th term of (3.37) corresponds to the i-th term of (3.34), or
(ii) ηi < 1 + σi: the i-th terms of (3.37) and (3.34) are both zero.
(2) If 1 + σi < 0 (so m+ n− 1 + i < µ and (3.34) does not have such a term), then either
(i) ηi = 0: the i-th term of (3.37) corresponds to the i-th term of (3.36), or
(ii) ηi < 0: the i-th terms of (3.37) and (3.36) are both zero.
This proves the lemma in this case. Assume p < −m0
m
. Then by Lemmas 3.11 and 3.18, the
summand in (3.36) is empty and the first summand in (3.37) has only one term corresponding to
j = 0. We again have the lemma. 
By (3.35) and (3.36),
dP := degyP = da+
1 + p
m0
m
+ p
(in case b˜µ 6= 0) or da+ 1 (in case b˜µ = 0). (3.38)
Computing the zero-th component of (2.25), using (2.17), similar as in (3.17), we obtain
y =
∞∑
i=0
(b¯iF
1−i
m )[0] =
∞∑
i=0
Coeff(b¯i, x
σi)xσi(F
1−i
m )[0] =
∞∑
i=0
b¯i,0x
ipF
1−i
d .
Taking ∂y gives
1 =
∞∑
i=0
1− i
d
b¯i,0x
ipF
1−i
d
−1∂yF . (3.39)
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Lemma 3.21 (F [0], R0) = (x
m0Fm
′
,F−a−m
′
P ) is a Jacobi pair.
Proof. First note that R0 is a p-type q.h.e., thus p(R0) = p (or −∞ if it is a monomial). By
(3.36), R0 ∈ C(x, y) has the form (2.21). From (3.34) and (3.39), we see [F [0], R0] = J ∈ C\{0}
(cf. proof of Lemma 3.8), which can be also proved as follows: Denote G1 =
∑∞
i=0 b
′
iF
n−i
m and
H = G − G1. Then [F,H] = J . Note that [F [0],H [0]] has the highest term 1 (up to a scalar)
since F has the highest term xm0ym and H has the highest term x1−m0y1−m. Thus [F[0],H[0]] is a
p-type q.h.e. whose support lies in a line passing the point (0, 0). Comparing the 0-th components
in [F,H] = J , we obtain [F[0],H[0]] = J. Since H[0] and R0 only differ by some C-combinations of
rational powers of F , we have [F[0], R0] = [F[0],H[0]] = J. 
Multiplying (3.34) by F
µ−n
d , taking ∂y and using (3.36), (3.22) and (3.39), we have (cf. the
remark after (3.44))(
− a−m′ +
µ− n
d
)
F−a−m
′+µ−n
d
−1P∂yF + F
−a−m′+µ−n
d ∂yP
= ∂y(R0F
µ−n
d ) = −
J
m
∞∑
i=0
1− i
1 + σi
b¯i,0x
1−m0+ip∂y
(
F
−
1+σi
d(p+
m0
m )
)
=
Jx1−m0
mp+m0
∞∑
i=0
1− i
d
b¯i,0x
ipF
1−i
d
−1∂yF ·F
− 1+p
d(p+
m0
m ) =
Jx1−m0
mp+m0
F
− 1+p
d(p+
m0
m ) . (3.40)
We write p = p
′
q
for some coprime integers p′, q such that q > 0. Note that F being a monic p-type
q.h.e., has the form
F = yd +
d∑
i=1
cix
ipyd−i ∈ C[x±1][y] for some ci ∈ C. (3.41)
Noting that xm0Fm
′
= F [0] 6= x
m0ym since p 6= −∞, we have ci 6= 0 for some i. Hence at least
one of p, 2p, ..., dp is an integer. Thus
1 ≤ q ≤ d. (3.42)
Multiplying (3.40) by F
1+p
d(p+
m0
m ) , we obtain the following differential equation on F and P ,
α1F
−a−1P∂yF + α2F
−a∂yP = α3, or α1P∂yF + α2F∂yP = α3F
a+1, (3.43)
where
α1 = −aα2 −m
′(p′ + q), α2 = p
′m+m0q, α3 = qJx
1−m0 . (3.44)
We remark that the only purpose of (3.40) is to prove (3.43), which can be also directly proved by
the following formal arguments: Noting that F , P are p-type q.h.e., so x∂xF , x∂xP are combina-
tions of F, y∂yF and P, y∂yP , using this in [x
m0Fm
′
,F−a−m
′
P ]=J , one can easily deduce (3.43)
for some α1, α2∈C and some 0 6=α3∈C[x
±1]. Note that the first term of R0 in (3.34) does not con-
tribute to (3.43), and whether or not P is a polynomial on y does not affect (3.43) either, thus for
the purpose of proving (3.43) with αi satisfying (3.44), if necessary by changing the coefficient b˜µ,
we may suppose that the y-degree of P is degyP =ad+
1+p
m0
m
+p
=ad+ (p
′+q)m
m0q+p′m
. Then by comparing the
coefficients of the highest degree of y in (3.43), we immediately obtain α1d+α2(ad+
(p′+q)m
m0q+p′m
)=0.
Thus up to a scalar, we can suppose α1, α2 have the forms as in (3.44) (what is α3 is not important
since later on we only need the fact that α3 6=0).
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Lemma 3.22 (1) For every irreducible factor Q ∈ C[x±1][y] of F or P , we have degyQ = 1 or
q|degyQ. If Q is monic and q 6 |degyQ, then Q = y.
(2) If d = q > 1, then F is irreducible and F = yq + xp
′
(up to rescaling x).
Proof. (1) Note that R0 is a p-type q.h.e., and F is a p-type q.h.e. (cf. the right-hand side of
(3.41)). By Lemma 2.5(4), P = R0F
a+m′ must be a p-type q.h.e. By Lemma 2.5(4) again, every
irreducible factor Q of F or P must be q.h.e. of the form
∑γ
i=0 uix
piyγ−i, where γ = degyQ and
ui ∈ C. If q 6 | γ, then pγ =
p′γ
q
cannot be an integer, thus uγ = 0, and Q contains the factor y.
(2) It follows from (1) and (2.11) (cf. (3.41)). 
3.3 Some examples of Jacobi pairs with p ≤ 0
Example 3.23 Below we obtain some Jacobi pairs starting from a simple one by adding some
powers of F (or G) to G (or F ).
(1) (xy2, y−1)→ (xy2, xy2+ y−1)→ (x2y4+ xy2+2xy+ y−2, xy2 + y−1) := (F,G). In this case,
p = −13 , m0 = 2, m = 4, F [0] = (xy
2 + y−1)2 and n = 2.
(2) (x
1
2 y, x
1
2 )→ (x
1
2 y, xy2 + x
1
2 )→ (x2y4 + 2x
3
2 y2 + x+ x
1
2 y, xy2 + x
1
2 ) := (F,G). In this case,
p = −14 , m0 = 2, m = 4, F [0] = (xy
2 + x
1
2 )2 and n = 2.
In Example 3.23, we have m|n or n|m. If this holds in general, then the two-dimensional
Jacobian conjecture can be proved by induction on m. However, the following example shows that
this may not be the case.
Example 3.24 (1) F = xy2 + 2x
5
8 y = F [0], p = −
3
8 , m0 = 1, m = 2, and G = x
3
2 y3 + 3x
9
8 y2 +
3
2x
3
4 y − 12x
3
8 = R0, n = 3.
(2) F = x2y10+2xy4 = F [0], p = −
1
6 , m0 = 2, m = 10, and G = x
3y15+3x2y9+ 12xy
3− 12y
−3 =
R0, n = 15.
For the above examples, we observe that ifm0 < m then either F,Gmust contain some negative
power of y or contain some non-integral power of x.
In case F,G ∈ C[x, y], by Remark 3.17, we can suppose m0 < m if p ≤ 0. To better understand
Jacobi pairs, we first suppose m0 > m and obtain the following two lemmas. We rewrite F,G as
(where f00 = 1)
F =
m∑
i=0
fiy
m−i =
∑
(m0−i,m−j)∈SuppF
fijx
m0−iym−j , (3.45)
G = G1 +R, G1 =
∑
0≤i<µ
b′iF
n−i
m , R =
∑
min(m+n−1,µ)≤j<∞
b′′jF
n−j
m , (3.46)
where b′i is defined in (3.20), and b
′′
j = bj − b
′
j if j < µ and b
′′
j = bj if j ≥ µ (recall notation µ in
(3.22)). Then [F,G] = [F,R].
Theorem 3.25 (1) Suppose F,G is a Jacobi pair in C[x, y]. Then p 6= −1.
(2) Suppose F,G ∈ C[x±1, y] with m0 > m and p < 0. Then p ≤ −1. Furthermore, if p = −1
then Resx(F∂xG) 6= 0 and F [0] = x
m0(y − βx−1)m for some β ∈ C\{0}. Thus by replacing
y by y + βx−1 for some β ∈ C if necessary, we can suppose p < −1.
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Proof. (1) If m0 < m, then p > −
m0
m
> −1 by Lemma 3.12. Thus assume m0 > m > 0. Suppose
p = −1. Then µ = m+ n and b˜µ = 0 (cf. (3.33)). So (3.35) shows degyR0 = 1−m, and (3.34) in
fact shows R0 = R[0]. Thus we can write
R =
∞∑
i=0
riy
1−m−i =
∑
(1−m0−i,1−m−j)∈SuppR
rijx
1−m0−iy1−m−j , ri ∈ C((x
−1)), ri,j ∈ C. (3.47)
By Lemma 2.10 and (3.46), we see F−1 does not appear in R, thus we can write
R = r′0F
1−m
m +
∞∑
i=1
r′iF
−m−i
m for some r′i ∈ A.
Since F
1−m
m = f
1−m
m
0 (y
1−m + 1−m
m
f−10 f1y
−m+ · · · ), comparing the coefficients of y1−m and y−m in
the above equation on R, we obtain r0 = r
′
0f
1−m
m
0 and
r1 =
1−m
m
r′0f
1−m
m
0 f
−1
0 f1 =
1−m
m
r0f
−1
0 f1. (3.48)
If necessary, by replacing x by x + β for some β ∈ C (which does not affect p), we can suppose
f10 = 0. Thus
0 = f10 = f01, (3.49)
where the second equality follows from p < 0. Computing the coefficients of x−1y0 and x0y−1 in
J = [F,R], using (3.46), (3.47) and (3.49), we obtain r10 = r01 = 0. This and (3.48) give
r11 =
1−m
m
r00f11. (3.50)
Note that we obtain (3.50) only by (3.49) (and is independent of p). Thus by symmetry (exchanging
x and y), we also have r11 =
1−m0
m0
r00f11. Therefore
r11 = f11 = 0, (3.51)
which can be also obtained by using Resx(F∂xG) = Resy(F∂yG) = 0. Since F [0] and R0 are p-type
q.h.e with p = −1, of the form F =
∑m
i=0 fiix
m0−iym−i and R0 =
∑∞
i=0 riix
1−m−iy1−m−i, we can
easily deduce
x∂xF [0] − y∂yF [0] = (m0 −m)F [0], x∂xR0 − y∂yR0 = −(m0 −m)R0.
Using this in J = (∂xF [0])(∂yR0)− (∂yF [0])(∂xR0), we obtain xJ = (m0 −m)∂y(F [0]R0). For con-
venience, we can suppose J = m0 −m. Therefore,
F [0]R0 = xy + a0 for some a0 ∈ A. (3.52)
Since F [0]R0 is a p-type q.h.e., we have a0∈C. By (3.51), a0=0. Using (3.46), we have (here and
below, all equalities associated with integration mean that they hold up to some elements in A)∫
G(∂yF )dy =
m+n−1∑
i=0
m
m+ n− i
b′iF
m+n−i
m +Q, where Q =
∫
R(∂yF )dy.
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As in (3.34) and (3.36), this shows Q[0] =
∫
R0(∂yF [0])dy ∈ A(y) by Lemma 3.19. Factorize
F [0] = a
′
0
∏k
i=1(y − ai)
λi in A(y), where ai ∈ A, a
′
0 6= 0, λi > 0 and a1, ..., ak are distinct. Then
(3.51) and the fact that F [0] is not a monomial show k > 1 and some ai 6= 0. Then (3.52) gives
Q[0] =
k∑
i=1
λix
∫
ydy
y − ai
=
k∑
i=1
λix
(
y + ai ln(y − ai)
)
,
which cannot be a rational function on y. A contradiction.
(2) Consider (3.43) and (3.44). If d = 1 then (3.41) shows p ∈ Z. Thus p ≤ −1. So suppose
d ≥ 2. If a ≤ −2, then F divides the left-hand side of the first equation of (3.43), a contradiction.
Thus a ≥ −1.
If a = −1, then the second case of (3.38) cannot occur since dP ≥ 0 and d ≥ 2. Thus b˜µ 6= 0,
i.e., µ < m+ n− 1, which implies m0 < m, a contradiction with our assumption.
Now suppose a ≥ 0. Similar to the proof of Lemma 3.16, we factorize F , P as products of
irreducible polynomials of y in the ring A[y]:
F = f i11 · · · f
iℓ
ℓ , P = h0f
j1
1 · · · f
jr
r h
jr+1
r+1 · · · h
js
s , (3.53)
for some ℓ, s, i1, ..., iℓ, j1, ..., js ∈ N and 0 ≤ r ≤ min{s, ℓ}, 0 6= h0 ∈ A, where
h1 :=f 1, ..., hr :=f r, f r+1, ..., f ℓ, hr+1, ..., hs ∈ A[y],
are different irreducible monic polynomials of y of degree 1. As in (3.27), we obtain (where
α1, α2, α3 are as in (3.44))
h0
(
α1hr+1 · · · hs
ℓ∑
η=1
iη
f 1 · · · f ℓ
f η
+ α2f r+1 · · · f ℓ
s∑
λ=1
jλ
h1 · · · hs
hλ
)
h
jr+1−1
r+1 · · · h
js−1
s
= α3f
i1a+1−j1
1 · · · f
ira+1−jr
r f
ir+1a+1
r+1 · · · f
iℓa+1
ℓ . (3.54)
Similar to the arguments after (3.27), we have r = ℓ and
jr+1 = ... = js = 1. (3.55)
Also for all k ≤ ℓ,
ika+ 1− jk ≥ 0, and (3.56)
ika+ 1− jk = 0 or α1ik + α2jk = 0. (3.57)
First assume a = 0. Then (3.56) shows jk = 1 for all k. Thus s = dP , and (3.54) is simplified to
hℓ+1 · · · hs
ℓ∑
η=1
(α1iη + α2)
f 1 · · · f ℓ
f η
+ α2f 1 · · · f ℓ
s∑
λ=ℓ+1
hℓ+1 · · · hs
hλ
= α3. (3.58)
If ℓ = 1, then (3.53) shows that i1 = d and F = f
d
1. Write f 1 = y + f 11 for some 0 6= f 11 ∈ A
since F 6= yd. Comparing the coefficients of yd−1 in both sides of (3.41) gives df 11 = c1x
p, we
see c1 6= 0, thus p ∈ Z (since F ∈ C[x
±1, y]), i.e., p≤−1. Thus suppose ℓ≥ 2. Comparing the
coefficients of the terms with highest y-degree (i.e., degree s−1, which is ≥ℓ−1≥1) in (3.58) shows
(using (3.44) and a=0)
0 =
ℓ∑
η=1
(α1iη + α2) +
s∑
λ=ℓ+1
α2 = α1d+ sα2 = −m(p
′ + q) + s(p′m+m0q),
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i.e., dP = s =
m(p′+q)
m0q+p′m
, and the first case of (3.38) occurs, a contradiction with m0 > m.
Now suppose a ≥ 1. If p′ + q > 0, then either case of (3.57) shows ik < jk for all k (note
from (3.44) that −α1 > α2), i.e., F |P , a contradiction with our choice of P . Thus p
′ + q ≤ 0, i.e.,
p = p
′
q
≤ −1. Now assume p = −1. If necessary, by replacing y by y + βx−1 for some β ∈ C, we
can suppose f11 = 0 (cf. notations in (3.45)). Note that we still have (3.50) since its proof does
not require F,G to be polynomials on x. Thus we have (3.51). Then as in the proof of Theorem
3.25, we have p 6= −1. This completes the proof of the theorem. 
3.4 Reducing the problem to the case p ≤ 0
In this subsection, we want to show that the proof of the two-dimensional Jacobian conjecture can
be reduced to the case p≤0.
Lemma 3.26 Suppose (F,G) is a Jacobi pair in C[x±1, y] with p = p
′
q
> 0 and m0 ≥ 0. Then the
primary polynomial F satisfies one of the following (up to re-scaling variable x):
(i) F = y + xp
′
and q = 1.
(ii) F = yq + x and q > 1, m0 = 0.
(iii) F=(yq+x)i1(y+δq,1αx)
i2 for some 1 6=α∈C, i1, i2 6=0, gcd(i1, i2)=1, (i1, i2) 6=(1, 1), m0=0.
Proof. If d = 1, then we have (i) (cf. (3.41)). Thus suppose d ≥ 2. If a ≤ −2, then F divides the
left-hand side of the first equation of (3.43), a contradiction. Thus a ≥ −1.
Suppose a = −1. Then the second case of (3.38) cannot occur since dP ≥ 0 and d ≥ 2. Thus
d+ dP =
m(p′ + q)
p′m+m0q
≤
m(p′ + q)
mp′
= 1 +
q
p′
≤ 1 + q ≤ 1 + d. (3.59)
So dP ≤ 1. If dP = 0, i.e., ∂yP = 0, then the second equation of (3.43) shows d = 1, a contradiction.
If dP = 1, then all equalities must hold in (3.59), i.e., m0 = 0, p
′ = 1, d = q. Thus we have (ii) by
Lemma 3.22(2).
Now suppose a ≥ 0. As in the proof of Theorem 3.25, we have (3.53)–(3.58). If a > 0, then
either case of (3.57) shows ik < jk for all k (note from (3.44) that −α1 > α2 since p
′+ q > 0), i.e.,
F |P , a contradiction with our choice of P . Thus a = 0. If ℓ = 1, as in the arguments after (3.58),
we obtain d = 1 (since F is power free, cf. (2.11)). Thus ℓ ≥ 2 (and so s ≥ ℓ ≥ 2). Again, as in
the arguments after (3.58), we have
0 < dP = s =
m(p′ + q)
m0q + p′m
≤ 1 +
q
p′
. (3.60)
Thus we have the first case of (3.38). Note that any irreducible polynomial Q in the ring C[x±1][y]
does not contain an irreducible factor of multiplicity ≥ 2 in A[y]. If dP < q (then q > dp = s ≥
ℓ ≥ 2), by Lemma 3.22(1), P has only one different irreducible factor, i.e., s = 1, a contradiction.
Thus dP ≥ q. Assume q = dP , which is equal to s ≥ 2. Then p
′ = 1 by (3.60) because: if p′ ≥ 3
then 1+ q
p′
≤ 1+ q3 < q; if p
′ = 2 then q > 2 (since p′, q are coprime) and 1+ q
p′
= 1+ q2 < q. Hence
(3.60) gives m = q2m0. However, since we have the first case of (3.38), we see bµ 6= 0 by (3.33),
and m0
m
µ is integral by Lemma 3.15. Then by (3.22), m0
m
· m(p
′+q)
m0q+p′m
(which, by (3.60), is equal to
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m0
m
dP =
m0
m
q = 1
q
) is integral, a contradiction with the fact that q = dP ≥ 2. Thus dP > q and by
(3.60),
dP = q + 1, p
′ = 1, m0 = 0. (3.61)
First suppose dP ≥ 3. Let H ∈ C[x
±1][y], a monic polynomial of y of degree k, be an irreducible
factor of F (in the ring C[x±1][y]). Then Lemma 3.22 shows that either degyH = 1 (and H = y
by noting that q ≥ 2), or q|k (in this case H has k different irreducible factors in A[y]). Since F
has only ℓ different irreducible factors in A[y] and ℓ ≤ dP = q + 1, we see that F has to have the
form (up to re-scaling x)
F = (yq + x)i1yi2 for some i1, i2 ∈ Z+ with qi1 + i2 = d. (3.62)
If dP = s=2, then q= dP−1=1, p=
p′
q
=1, and ℓ=2 since 2≤ ℓ≤ s. Thus F =(y+x)i1(y+αx)i2
(up to re-scaling x) for some 1 6=α∈C, i1, i2∈Z+ by noting that each irreducible factor (in A[y])
of the p-type q.h.e. F is a p-type q.h.e., hence, of the form y + βxp = y + βx for some β ∈ C.
In any case, i1, i2 are coprime by (2.11). If i1=0 (then i2=1) or i2=0 (then i1=1), or i1= i2=1,
we see that F |P , a contradiction. Thus we have (iii). (We can also prove i1 6= i2 as follows: If
i1= i2, then using m0 = 0 and Definition 2.3(2)(ii), we have F [0]=F
m′=(yq+x)i1m
′
(y+δq,1αx)
i1m
′
,
which is a Jacobian element by Lemma 3.21. By re-denoting yq+x, y+δq,1αx to be x, y respectively,
we obtain from F [0] that H := x
i1m
′
yi1m
′
is a Jacobian element, but (−1,−1) ∈ SuppH
− 1
i1m
′ , a
contradiction with Theorem 3.6.) This proves the lemma. 
Now for any Jacobi pair (F,G) in C[x±1, y], if we have Lemma 3.26(i), then by applying the
automorphism (x, y) 7→ (x, y−xp
′
), F becomes an element with prime degree < p
′
q
. If we have
Lemma 3.26(ii) or (iii), then by applying the automorphism (x, y) 7→ (x−yq, y), F becomes an
element with a lower y-degree. Thus by induction on degyF and on the prime degree p, after a
finite steps (note that we have only finite possible choices of p= p
′
q
since 1≤q≤degyF by (3.42)),
we can suppose either F has y-degree ≤ 1, or else, p≤ 0 (this implies m0 > 0, otherwise, by the
definition of the prime degree p in Definition 2.1, we would obtain F,G ∈ C[x−1, y] and (F,G)
cannot be a Jacobi pair). Thus from now on, we can suppose m0> 0 and p≤ 0. Note that if the
original F,G are in C[x, y], then after the above process, the resulting F,G are still in C[x, y]. In
this case, by Remark 3.17, we can suppose 0<m0<m and p≤0. The above have in fact proved
Lemma 3.27 If there exists a Jacobi pair in C[x, y] which violates the two-dimensional Jacobian
conjecture, then there exists a Jacobi pair (F,G) in C[x, y] satisfying 0 < m0 < m and p ≤ 0.
For our purpose of discussions, from now on we assume
F,G ∈ C[x±1, y] with 0 < m0 < m, and p ≤ 0. (3.63)
In case p< 0, we always write p=−p
′′
q
for some coprime positive integers p′′, q. We can suppose
d≥2 because (cf. (3.41)): If p=0, by replacing y by y+λ, where y=λ is root of F , we can suppose
cd=0 (in case F becomes a monomial after the replacement, this means that p becomes < 0); if
p<0, then since p>−m0
m
>−1 by Lemma 3.12 and (3.63), we have p /∈Z, and c1 has to be zero.
We can use similar arguments as those in the proof of Lemma 3.26 to obtain a = −1, 0 in
(3.43) (even though in our case here p ≤ 0, some arguments in the proof of Lemma 3.26 does not
depend on p; for instance, we again have (3.56) and (3.57), so if a ≥ 1, then either of (3.57) again
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shows ik < jk because by Lemma 3.12, p > −
m0
m
> −1, i.e., p′ + q > 0 still holds). If we drop the
condition F 6 |P , we can always suppose a = 0 because if a = −1 we can re-denote P to be FP so
that a become zero. Furthermore, if we consider p ≤ 0 and use similar arguments as in the proof
of Lemma 3.26 (cf. (3.54)–(3.57)), we can obtain
Lemma 3.28 Every irreducible factor of F in C[x±1, y] is a factor of P , and every irreducible
factor of P has multiplicity 1. So 2 ≤ d ≤ dP := degyP =
1+p
m0
m
+p
∈ Z (thus bµ 6= 0, cf. (3.22)).
Furthermore, if F6 |P , then every irreducible factor of P in C[x±1, y] is also a factor of F.
Lemma 3.29 We can suppose y|P .
Proof. If p = 0, then since we can suppose cd = 0, i.e., y|P . So assume p = −
p′′
q
< 0. Since
bµ 6= 0, we see µ,
m0
m
µ are integers (cf. Lemma 3.15). By (3.22), m(q−p
′′)
m0q−mp′′
, m0(q−p
′′)
m0q−mp′′
are integers.
Subtracting them by 1, we see (m−m0)q
m0q−mp′′
, (m−m0)p
′′
m0q−mp′′
are integers. Since p′′, q are coprime, we see
r = m−m0
m0q−mp′′
is an integer. Since dP = qr+ 1 (cf. (3.38)), by Lemma 3.22(1), we see P must have
a monic irreducible factor of degree 1, which has to be y. 
3.5 Newton polygons
In this subsection, we start from a Jacobi pair (F,G) satisfying (3.63), and 2≤m<n, m 6 |n, and
regard F,G as in C[x±
1
N , y] for some sufficient largeN ∈N (at the beginning we can take N=1, later
on we may need to enlarge N after we apply some variable changes). We define the Newton polygon
of F to be the minimal polygon such that the region surrounded by it contains (SuppF ) ∪ {0}.
Thus the Newton polygon of F may look as in (3.64), where, m0, m˙0, m¨0∈Q+, m, m˙, m¨∈N, and
points such as τ, τ˙ , τ¨ , ... are called vertices of SuppF , and line segments such as L, L˙, L¨,... are
called edges of SuppF ; we shall always use (n0, n), (n˙0, n˙), (n¨0, n¨), ... to denote corresponding
vertices of G.
✲
0 x
✻
y
◦
 
 
 
  
◦
◗
◗
◗◦
◦
τ=(m0,m)∈SuppF
◦
τ˙=(m˙0,m˙)∈SuppF✁
✁
✁✁
◦ τ¨=(m¨0,m¨)∈SuppF
 
 
◦
SuppF
L¨: slope q¨
p¨
L˙: slope q˙
p˙
L
(3.64)
We always assume p, q together with their different versions (e.g., the “ ˙ ” version, the “¨” version,
etc.) are in Z+, and q together with its different versions are nonzero.
The next lemma says that starting from any (not necessarily the top most) vertex τ˙ = (m˙0, m˙),
we can find a lower vertex (m¨0, m¨) as long as the edge L satisfies some condition.
Theorem 3.30 Suppose τ˙ = (m˙0, m˙)∈ SuppF is a vertex of SuppF such that 0< m˙0 < m˙ with
m˙0 ∈ Q+, m˙ ∈ N, and L˙ is the edge of SuppF as shown in (3.64) such that its slope is either
q˙
p˙
>0 (cf. the statement before (2.8)) or ∞ (in this case, we write its slope as q˙
p˙
with p˙=0, q˙=1).
Suppose correspondingly (n˙0, n˙) is a vertex of SuppG such that
n˙0
m˙0
= n˙
m˙
= n
m
, and the edge of
SuppG whose top vertex is (n˙0, n˙) also has slope
q˙
p˙
. Assume m˙≥2 and (cf. Lemma 3.12)
−
p˙
q˙
> −
m˙0
m˙
+
m˙− m˙0
m˙(m˙+ n˙− 1)
= −
m˙0 + n˙0 − 1
m˙+ n˙− 1
. (3.65)
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Then either F˙〈0〉 (the part of F with support being the edge L˙) has only one irreducible factor,
or else, if necessary by changing (x, y) to (x, y + α0x
− p˙
q˙ ) for some α0 ∈ C, there is a vertex
τ¨=(m¨0, m¨)∈SuppF and a corresponding vertex (n¨0, n¨) of SuppG such that
n¨0
m¨0
= n¨
m¨
= n
m
and
0 < m¨0 < m¨ < m˙ with m¨0 ∈ Q+, and 2 ≤ m¨ ∈ N. (3.66)
Proof. Suppose F =
∑
i,j fijx
iyj ∈ C[x±
1
N , y] for some fij ∈ C, and τ˙ , L˙ are as shown in (3.64).
Then m˙0−m¨0
p˙
= m˙−m¨
q˙
, and F˙〈0〉 =
∑
(i,j)∈L˙ fijx
iyj, which can be re-written as
F˙〈0〉 =
m˙∑
j=0
f ′jx
m˙0−j
p˙
q˙ ym˙−j, where f ′j = fm˙0−j p˙q˙ ,m˙−j
. (3.67)
Thus F˙〈0〉 is a −
p˙
q˙
-type q.h.p (cf. Definition 2.3(3)). Now regard − p˙
q˙
as the “prime degree” of F
and F˙〈0〉 as the leading polynomial of F , and define −
p˙
q˙
-type r-th component F˙〈r〉 of F as in (2.10)
(with the data (p,m0,m) being (−
p˙
q˙
, m˙0, m˙)). We can write F and define F
a ∈ C for a ∈ Q as
(where F˙〈<0〉 =
∑
r<0 F˙〈r〉 is the ignored polynomial, cf. Definition 2.3(2)(i))
F = F˙〈0〉 + F˙〈<0〉, F
a =
∞∑
s=0
(
a
s
)
F˙
a−s
〈0〉 F˙
s
〈<0〉, (3.68)
i.e., we expand F a according to its − p˙
q˙
-type components. This is well-defined. In fact, if we let
z ∈ C\{0} be an indeterminate, and replace x, y by zx, z−
p˙
q˙ y, and regard elements as in the field
(cf. (2.2))
Cz = {F =
∑
j∈Q
Fjz
j |Fj ∈ C, SuppzF ⊂ a−
1
b
Z+ for some a, b ∈ Z, b > 0},
then the − p˙
q˙
-type r-th component F˙〈r〉 is simply a z-homogenous element of Cz, and (3.68) simply
means that we expand F a as an element in Cz. Then we can use all arguments before and define
R˙0 as in (3.34) such that (F˙〈0〉, R˙0) is a Jacobi pair (cf. Lemma 3.21), and in case F˙〈0〉 has at least
two irreducible factors, we have (cf. (3.35), Lemmas 3.20 and 3.28)
R˙0 = F˙
−1
〈0〉 P˙ for some P˙ ∈ C[x
± 1
N , y] of y-degree dP˙ =
(q˙ − p˙)m˙
m˙0q˙ − m˙p˙
≥ 2. (3.69)
To be more precise, we give detailed arguments below. Write G = G˙〈0〉 + G˙〈<0〉 as in (3.68), and
suppose G˙〈0〉 has the highest term x
n˙0yn˙ for some n˙0 ∈ Q+, n˙ ∈ N such that
m˙0
n˙0
= m˙
n˙
. Denote
F˜ = z
p˙
q˙
m˙−m˙0F (zx, z−
p˙
q˙ y), G˜ = z
p˙
q˙
n˙−n˙0G(zx, z−
p˙
q˙ y), J˜ := [F˜ , G˜] = z−µ˙J, (3.70)
where µ˙ = m˙0 + n˙0 − 1−
p˙
q˙
(m˙+ n˙− 1) > 0 (cf. (3.65)), J = [F,G]. Then clearly, for any r ∈ Q+,
the − p˙
q˙
-type r-th components F˙〈r〉 of F and G˙〈r〉 of G are simply the coefficients of z
r in F˜ and G˜
respectively. As in (2.22), we can write G˙〈0〉 =
∑∞
i=0 b˜i0F˙
n˙−i
m˙
〈0〉 for some b˜i0 ∈ A with b˜00 = 1. Denote
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G˜1 = G˜−
∑∞
i=0 b˜i0F˜
n˙−i
m˙ . Then degzG˜
1 ∈ Q is < 0, denoted by −r1. Write G˜
1 = z−r1(G˙1〈0〉+G˙
1
〈<0〉)
as in (3.68), and suppose degyG˙
1
〈0〉 = kr1 . Then again we can write
G˙1〈0〉 =
∞∑
i=0
b˜i,r1F˙
kr1−i
m˙
〈0〉 for some b˜i,r1 ∈ A with b˜0,r1 6= 0. (3.71)
Continuing this way, we can write (note that if µ˙ = 0, the following still holds with the first
summand vanishing)
G˜ =
∑
r∈Q+, r<µ˙
z−r
∞∑
i=0
b˜irF˜
kr−i
m˙ + z−µ˙R˜, (3.72)
for some kr ∈ Z, b˜ir ∈ A with k0 = n˙, and some R˜ ∈ Cz with degzR˜ ≤ 0. As in Lemma 2.5(6), there
exists some α ∈ N such that b˜ir = 0 if r /∈
1
α
Z+. Assume there exists r0 < µ˙ being smallest such
that ∂xb˜i0,r0 6= 0 for some i0 ∈ Z+ (and we take i0 to be smallest). Comparing the coefficients of
z−r0 in the last equation of (3.70), we easily obtain a contradiction (we have an equation similar to
the first equation of (3.13)). Thus b˜ir ∈ C. Since G˙
1
〈0〉 in (3.71) is a −
p˙
q˙
-type q.h.e. (cf. Definition
2.3(3)) and Supp F˙
kr1−i
m˙
〈0〉 lies in a different line with slope
q˙
p˙
for different i, there is at most one
i such that b˜i,r1 6= 0. Thus we can assume b˜i,r1 = 0 for i > 0, and (3.72) can be rewritten as
(although we do not need the actual value of kr, one can compute that kr = n˙−
q˙m˙r
m˙0q˙−m˙p˙
if b˜r 6= 0
by using the fact that Supp F˙
kr
m˙
〈0〉 lies in the line passing through (n˙0 − r, n˙) with slope
q˙
p˙
, i.e.,
( m˙0
m˙
kr, kr) = (n˙0 − r − i0
p˙
q˙
, n˙− i0) for some i0 ∈ Z)
G˜ =
∑
r∈ 1
α
Z+, r<µ˙
z−r b˜rF˜
kr
m˙ + z−µ˙R˜ for some b˜r ∈ C. (3.73)
Hence, [F˜ , R˜]=zµ˙[F˜ , G˜]=zµ˙J˜=J . Write R˜= R˙〈0〉+R˙〈<0〉 as before. Then we obtain [F˙〈0〉, R˙〈0〉]=J .
As before, we use F˙ to denote the primary polynomial of F˙〈0〉. Then as in the proof of Lemma
3.19, we see from (3.73) that F˙
kr
m˙
〈0〉 is an integral power of F˙ if b˜r 6= 0. Hence R˙〈0〉 is a rational
function on y of the form F˙−b〈0〉 P˙ for some b ∈ Z, P˙ ∈ C[x
± 1
N , y] (as in Lemma 3.20). Noting that
(degxR˙〈0〉,degyR˙〈0〉)= (n˙0−µ˙, n˙)+β(
p˙
q˙
, 1) for some β ∈Q (by considering Supp R˙〈0〉), which must
be also equal to either (1−m˙0, 1−m˙) or γ(m˙0, m˙) for some γ∈Q (by the fact that [F˙〈0〉, R˙〈0〉]=J),
we can solve that degyR˙〈0〉 = 1 − m˙ or
(q˙−p˙)m˙
m˙0q˙−m˙p˙
− m˙ (as in (3.35)). Thus, if F˙ has at least two
irreducible factors (in A[y]), we can obtain (3.69) by taking R˙0 = R˙〈0〉 (cf. Lemmas 3.21 and 3.28).
We may suppose F˙ has at least 2 irreducible factors (in A[y]). Otherwise
F˙〈0〉 = x
m˙0(y − α0x
− p˙
q˙ )m˙ for some 0 6= α0 ∈ C. (3.74)
By replacing y by y+α0x
− p˙
q˙ (in this case since x−
p˙
q˙ ∈ C[x±
1
N , y] we must have q˙|N and we do not
need to enlarge N), F becomes an element with the “prime degree”, denoted −p
′
q′
, being smaller
than − p˙
q˙
. Since −p
′
q′
≥ − m˙0
m˙
(as in the proof of Lemma 3.12) and 1 ≤ q′ < Nm˙ (cf. (3.42), noting
that F is now in C[x±
1
N , y]), we only have finite possible choices of −p
′
q′
. Thus F can eventually
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become an element such that either the “> ” in (3.65) becomes equality (i.e., µ˙ becomes zero),
or else (3.65) still holds but F˙ has at least 2 irreducible factors. Let us assume the later case
happens (remark: if F,G ∈ C[x±1, y] and (3.74) occurs, then p˙
q˙
∈ Z and so p˙ = 0 since the
right-hand side of (3.65) is > −1, and thus after the above replacement, p˙ becomes nonzero, and
we still have the following three facts: (i) F,G ∈ C[x±1, y]; (ii) F˙〈0〉 ∈ xC[x, y] since in (3.67),
m˙0 − j
p˙
q˙
≥ m˙0 − m˙
p˙
q˙
> 0 (whether or not the “> ” in (3.65) becomes equality, we always have
− p˙
q˙
> − m˙0
m˙
), analogously, G〈0〉 ∈ xC[x, y]; (iii) µ˙ > 0 (which is equivalent to (3.65)), otherwise
(3.72) with µ˙ = 0 shows G˜= R˜ and so (F〈0〉, G〈0〉)=(F˙〈0〉, R˙〈0〉)=J , a contradiction with fact (ii),
thus fact (iii) shows that we always have the later case, and in particular after the variable change
(3.79), we always have a side L˙ with negative slope in (3.82)).
If p˙ = 0, then Lemma 3.28 shows m˙0|m˙ (in general, for a, b ∈ Q with a 6= 0, notation a|b means
b
a
∈ Z), dP˙ =
m˙
m˙0
, and the leading polynomial F˙〈0〉 has at most dP˙ irreducible factors, thus at least
an irreducible factor of F˙〈0〉 has multiplicity ≥
m˙
d
P˙
= m˙0. If every irreducible factor of F˙〈0〉 has
multiplicity m˙0, then F˙ must be a power of P˙ , which contradicts the dot version of (3.43). Thus
at least one irreducible factor, say,
f˙ 1 = y − α0 for some α0 ∈ C, has maximal multiplicity, say, m¨ > m˙0. (3.75)
Now replacing y by y + α0, we obtain that (m¨0, m¨) (with m¨0 = m˙0) is a vertex of F satisfying
0<m¨0<m¨<m˙ (we remark here that if our starting pair (F,G) is in C[x, y], then the resulting
pair after the variable change is still in C[x, y]). Now assume p˙>0. As above, suppose the following
irreducible factor (in A[y]) of F˙ ,
f˙ 1=y−α0x
− p˙
q˙ has maximal multiplicity, denoted m¨ (thus m¨ < m˙). (3.76)
Then m¨ > m˙
d
P˙
= q˙m˙0−p˙ m˙
q˙−p˙ (cf. (3.38)). Applying the variable change (if necessary we enlarge N by
q˙ times to ensure that after the variable change, all elements under consideration are in C[x±
1
N , y])
σ : (x, y) 7→ (x, y + α0x
− p˙
q˙ ), (3.77)
we obtain a vertex (m¨0, m¨), where 0<m¨0=m˙0−(m˙−m¨0)
p˙
q˙
<m¨<m˙.
In any case, we have (3.66) except that we have not yet proved 2 ≤ m¨. Using (3.17), (3.65)
and (3.73), as in the proof of Lemma 3.12, we have G˙〈0〉 = F˙
n
m
〈0〉, and so
n¨0
m¨0
= n¨
m¨
= n˙
m˙
= n
m
. Finally,
if m¨ = 1, we would obtain n = m n¨
m¨
= mn¨, a contradiction with the assumption that m 6 |n. 
The proof of Theorem 3.30 shows that we can eventually obtain a vertex, denoted (m¨0, m¨),
such that (where q¨
p¨
is the slope of the edge L¨ with top vertex (m¨0, m¨))
m¨ ≥ 2,
p¨
q¨
=
m¨0
m¨
−
m¨− m¨0
m¨(m¨+ n¨− 1)
, (3.78)
and if F¨ is the part of F with support being the edge L¨ and G¨ is the part of G analog to F¨ , then
(F¨ , G¨) is a Jacobi pair (cf. (3.73) with µ˙ replaced by µ¨ = 0 and statements after (3.73)).
Now we apply the variable change (as before, if necessary we enlarge N by q¨−p¨ times)
(x, y) 7→ (x
q¨
q¨−p¨ , x−
p¨
q¨−p¨ y). (3.79)
Y. Su: Dixmier Conjecture (arXiv:1107.1115, Prepared July 6, 2011, Revisited August 28, 2018) 31
Note that any line with slope q¨
p¨
is mapped under (3.79) to a line parallel to the y-axis, so the above
pair (F¨ , G¨) determined by the edge L¨ in (3.64) are mapped to a pair (xaf, xbg) for some a, b ∈ Q
and f, g ∈ C[y] with degyf = m¨, degyg = n¨. Using [x
af, xbg] ∈ C\{0}, we obtain a+b = 1, a
m¨
= b
n¨
,
i.e., a = m¨
m¨+n¨ , b =
n¨
m¨+n¨ . Note also that any line with slope >
q¨
p¨
is mapped to a line with a negative
slope, thus the edge L˙ with slope q˙
p˙
> q¨
p¨
in (3.64) is mapped to an edge L˙ with a negative slope,
denoted − 1
α˙
(cf. (3.82)). Thus, by exchanging symbols L¨, τ¨ , m¨, n¨ and L, τ,m, n, we see that F and
G become (up to nonzero scalars) elements of the forms in (3.80) and (3.81) (so from now on, m
and n do not denote the y-degrees of F and G), such that the Newton polygon of F looks as in
(3.82), where the existence of the edge L˙ with negative slope − 1
α˙
follows from the remark in a few
lines after (3.74).
F = x
m
m+n
(
f +
M1∑
i=1
x−
i
N fi
)
, where, f = f(y) = ym +
m∑
i=1
ciy
m−i with c1 = 0, (3.80)
G = x
n
m+n
(
g +
M2∑
i=1
x−
i
N gi
)
, where, g = g(y) = yn +
n∑
i=1
diy
n−i, (3.81)
for some m,n ∈ N (with 2 ≤ m < n), M1,M2 ∈ Z+, ci, di ∈ C (we can always assume c1 = 0 by
replacing y by y − c for some c ∈ C if necessary) and fi, gi ∈ C[y] (note that x
m
m+n f is the part of
F whose support is the edge L, and that the point ( m
m+n , 0) may not belong to the edge L, i.e.,
cm can be zero, cf. the last statement of this section).
✲
0 x
✻y
◦
 
 
 
 
 
 
 
τ¨
◦
PPPP
❅
❅❅
◦
τ˙L¨
◦ τ=( m
m+n
,m)
L: slope ∞
SuppF
L˙: slope − 1
α˙
(3.82)
Furthermore, the proof of Theorem 3.30 shows that the part f˙0 of F whose support is the edge L˙
with slope − 1
α˙
has the form
f˙0 = x
m
m+n ym
e∏
i=1
(aix
−α˙y + 1)mi , (3.83)
for some e,mi ∈ N, ai ∈ C\{0} andmi ≤ m with inequality holds for at least some i (sincem is the
maximal multiplicity among all irreducible factors of f˙0, cf. (3.76)), furthermore,m,mi, i = 1, ..., e,
have at least a common divisor (otherwise, n must be a multiple of m, and so, for the original F
and G, we also have m|n, a contradiction with the assumption).
From (3.75) (and the remark after it), (3.77), (3.79), and proof of Theorem 3.30, and Corollary
3.7(2), we obtain
Corollary 3.31 (1) The pair (F,G) is in fact obtained from a Jacobi pair, denoted by (F,G),
in C[x, y] by applying an automorphism of the form
σ : (x, y) 7→ (x
q
q−p , x−
p
q−p y + λ1x
−
p1q
q1(q−p) + · · ·+ λsx
− psq
qs(q−p) ), (3.84)
for some 0 6= λi ∈ C, p, q, pi, qi ∈ N with
pi
qi
< pi+1
qi+1
< p
q
< 1 for 1 ≤ i < s.
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(2) For any i, j ∈ Q, we have tr (xiyjF¯ ) = 0 if and only if
trH = 0, where H = x
qi−pj
q−p (y + λ1x
q1p−p1q
q1(q−p) + · · · + λsx
qsp−psq
qs(q−p) )jF. (3.85)
Note that since F¯ , G¯ ∈ C[x, y], we clearly have tr (xiyjF¯ ) = 0 if (i, j) /∈ Z2− (we wish that
one may obtain some condition on F from (3.85)).
We can decompose F and G as sums of α˙-type q.h.e. (cf. Definition 2.3(3))
F =
∑
i∈Q+
f˙ i, where f˙ i = x
m
m+n ym−i
∞∑
j=max{0,i−m}
fijx
−α˙jyj for some fij ∈ C, (3.86)
G =
∑
i∈Q+
g˙i, where g˙i = x
n
m+n yn−i
∞∑
j=max{0,i−n}
gijx
−α˙jyj for some gij ∈ C, (3.87)
where all sums are finite. We call α˙ the leading degree of F and G.
From (3.80) and (3.81), we see that (x
m
m+n f, x
n
m+n g), being obtained from the pair (F¨ , G¨) under
the mapping (3.79), is a Jacobi pair, i.e.,
m
m+ n
fg′ −
n
m+ n
f ′g = J, (3.88)
for some J ∈ C\{0}, where the prime stands for the derivative d
dy
. Thus f and g do not have
common irreducible factors and all irreducible factors of f and g have multiplicity 1.
4 Poisson algebras
In this section, we use the natural Poisson algebra structure on C[y]((x−
1
N )) to discuss Jacobi
pairs. The main results of this section are Theorem 4.1 and Corollary 4.2.
4.1 Poisson algebra C[y]((x−
1
N )) and exponential operator e adH
Let P := C[y]((x−
1
N )) (cf. notation in (2.1)), where N is some fixed sufficient large integer (such
that all elements considered below are in P). By Definition 3.1(1), P is a poisson algebra. For
H ∈ P, we use adH to denote the operator on P such that
adH(P ) = [H,P ] for P ∈ P. (4.1)
If H has the form
H = x(a0y + a1) + H˜, where degxH˜ < 1, a0, a1 ∈ C, (4.2)
then we can define the following exponential operator on P:
e adH :=
∞∑
i=0
1
i!
adiH , (4.3)
which is well defined in P, and is in fact an automorphism of the Poisson algebra (P, [·, ·], ·) with
inverse e ad−H , i.e.,
(e adH )−1=e ad−H , e adH (PQ)=e adH (P )e adH (Q), e adH ([P,Q])=[e adH (P ), e adH (Q)], (4.4)
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for P,Q ∈ P. For any H1,H2 ∈ P having the form (4.2), one can verify
e adH1 · e adH2 = e adK · e adH1 , where K = e adH1 (H2). (4.5)
Note that for any Hi ∈ x
1− i
N C[y][[x−
1
N ]], i = 1, 2, ..., both operators
∏
↽
e adHi := · · · e adH2e adH1 ,
∏
⇁
e adHi := e adH1e adH2 · · · , (4.6)
are well defined on P: For any giving P ∈ x
a
N C[y][[x−
1
N ]] for some a ∈ Z, to compute, say,
Q =
∏
⇁
e adHi (P ), we can write Q as Q =
∑∞
j=0 x
a−j
N Qj with Qj ∈ C[y]. Then the computation of
Qj for each j only involves finite numbers of operators: e
adHi , i ≤ j. This together with (4.5) also
shows that for any Hi as above, we can find some Ki ∈ x
1− i
N C[y][[x−
1
N ]] such that
∏
↽
e adHi =
∏
⇁
e adKi . (4.7)
Theorem 4.1 Suppose (F,G) is a Jacobi pair in P satisfying (3.80) and (3.81). There exist
H = x+
∞∑
i=1
x1−
i
N hi, K = y +
∞∑
i=1
x−
i
N ki ∈ P with hi, ki ∈ C[y], (4.8)
such that [H,K] = 1 and
F = H
m
m+n f(K), G = H
n
m+n g(K). (4.9)
Proof. Let F,G ∈ P be as in (3.80) and (3.81). Let i be the smallest positive integer such that
(fi, gi) 6= (0, 0). By computing the terms with x-degree −
i
N
in [F,G] = J , we obtain
m
m+ n
fg′i − (
n
m+ n
−
i
N
)f ′gi + (
m
m+ n
−
i
N
)fig
′ −
n
m+ n
f ′ig = 0, (4.10)
where the prime stands for the derivative d
dy
. First assume i 6= N . Taking h¯i =
1
J
(fig
′ − f ′gi),
k¯i =
1
(m+n)J (mfgi − nfig), using (3.88) and (4.10), we have(
1−
i
N
)
h¯i + k¯
′
i = 0, fi =
m
m+ n
h¯if + f
′k¯i, gi =
n
m+ n
h¯ig + g
′k¯i. (4.11)
Take Qi =
−N
N−ix
1− i
N k¯i. Then
x
m
m+n
− i
N fi = −[Qi, x
m
m+n f ], x
n
m+n
− i
N gi = −[Qi, x
n
m+n g]. (4.12)
Thus if we apply the automorphism e adQi to F and G, we can suppose fi = gi = 0.
Now assume i = N . Then (4.10) gives mfgi−nfig = (m+n)cJ for some c ∈ C. This together
with (3.88) implies m(gi− cg
′)f = n(fi− cf
′)g. Since f and g are coprime (cf. the statement after
(3.88)), we have g|(gi − cg
′) in C[y], i.e., there exists k˜i ∈ C[y] such that
gi − cg
′ =
n
m+ n
gk˜i, thus, fi − cf
′ =
m
m+ n
fk˜i. (4.13)
Now if we first apply e adQi to F,G (with Qi =
∫
k˜idy), and then applying the automorphism
τc : (x, y) 7→ (x, y − cx
−1), (4.14)
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we can suppose fi = gi = 0.
The above shows that by applying infinite many automorphisms e adQi , τc, i ≥ 1, the pair (F,G)
becomes (x
m
m+n f, x
n
m+n g). Thus F = σ(x
m
m+n f) = H
m
m+n f(K), G = σ(x
n
m+n g) = H
n
m+n g(K) for
some automorphism σ of the form (cf. (4.4) and (4.7))
σ := · · · e
adPj · · · e adPN+1 τ−c e
adPN · · · e adP1 = (· · · e
adQj · · · e adQN+1 τc e
adQN · · · e adQ1 )−1, (4.15)
for some Pi ∈ x
1− i
N C[y][[x−
1
N ]], where H = σ(x), K = σ(y) have the forms as in the theorem
since degxQi < 1 for all i ≥ 1. 
Theorem 4.1 can be generalized as follows (one may wish to obtain some information on F,G
from this result).
Corollary 4.2 For any Jacobi pair (F,G) in C[x±
1
N , y], and any line L which meet the boarder
of SuppF (either meet an edge of SuppF or a vertex of SuppF ) such that L does not pass the
origin. Regarding L as the prime line, one can start from F [0] = FL, the part of F corresponding
to L, to obtain that there exists an automorphism σ of D = C[y]((x−
1
N )) of the form (4.15) (we
need to change D to D = C[y]((x
1
N )) if L is an edge at the left side of SuppF ) with Pi, Qi in the
localized ring D[F−1[0] ] such that σ(F ) = F [0] and σ(G) = φ(F [0]) + R0, where R0 is as in Lemma
3.21, and φ(F [0]) is a function of F [0] of the form φ(F [0]) =
∑
i∈Q+
aiF
i
[0] with ai ∈ C and F
i
[0] is
a rational function if ai 6= 0.
4.2 Jacobi pairs in C[y]((x−
1
N )) satisfying (3.80)–(3.83)
Now let F,G∈C[x±
1
N , y] be a Jacobi pair satisfying (3.80)–(3.83). Let H,K∈P be as in Theorem
4.1 (note that H,K are not necessarily in C[x±
1
N , y]).
Lemma 4.3 There exist a unique α, called the leading degree of H and K (as in (3.86)), such
that H =
∑
i∈ 1
β
Z+
H〈−i〉, K =
∑
∈ 1
β
Z+
K〈−i〉 for some β ∈ N, where H〈−i〉,K〈−i〉 are respectively
the α-th −i -th components of H,K of the following forms (cf. Definition 2.3(1)),
H〈−i〉 = xy
−i
∑
j≥i
hijx
−jαyj, K〈−i〉 = y
1−i
∑
j≥max{0,i−1}
kijx
−jαyj, (4.16)
for some hij , kij ∈ C with k10 = 0 (note that K does not contain the constant term by (4.8)) and
at least some h0j or k0j is nonzero for some j ≥ 1.
Remark 4.4 We remark here that when some negative power of y appears in an expression (as
in (4.16)), we always regard the element as in a proper space which is a subspace of the space
P˜ := C((y−1))((x−
1
N )) (cf. notation in (2.1)). (4.17)
Proof of Lemma 4.3. For i ≥ 0, we inductively define Qi, F
(i) = x
m
m+n (f+
∑∞
j=1 x
− j
N f
(i)
j ) and
G(i) = x
m
m+n (g+
∑∞
j=1 x
− j
N g
(i)
j ) as follows: Q0 = 0, F
(0) = F , G(0) = G (in particular, f
(0)
j = fj,
g
(0)
j = gj). For i ≥ 1, Qi is defined as in the proof of Theorem 4.1 with (F,G) replaced by
(F (i−1), G(i−1)), and set
F (i) = e adQi (F (i−1)), G(i) = e adQi (G(i−1)).
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We remark that since our purpose here is to prove (4.16), from the discussions below, we see it
does not matter whether or not τc defined in (4.14) is involved in (4.15). Thus for convenience, we
may assume τc is not involved. Alternatively, one can also formally regard the automorphism τc as
e
ad
QN with QN = lnx and regard QN as an element with x-degree and y-degree being zero, and
∂xQN = x
−1, ∂yQN = 0. In this way, QN can be regarded as another QN , and we define F
(N)
=
e
ad
QN (F (N)), G
(N)
= e
ad
QN (G(N)) and F (N+1) = e adQN+1 (F
(N)
), G(N+1) = e adQN+1 (G
(N)
), etc.
Now we choose γ to be the minimal rational number such that (thus at least one equality holds
below)
degyQi ≤ 1 + iγ, degyfi ≤ m+ iγ, degygi ≤ n+ iγ for 0 ≤ i ≤ N +M1 +M2, (4.18)
where M1,M2 are as in (3.80), (3.81). Note from the edge L˙ in (3.82), we see that γ ≥
1
Nα˙
> 0.
We claim that for all i ≥ 0, we have
degyQi ≤ 1 + iγ, degyf
(i)
j ≤ m+ jγ, degyg
(i)
j ≤ n+ jγ for all j ≥ 0. (4.19)
By (4.18), the claim holds for i = 0 (note that f
(0)
j = g
(0)
j = 0 if j > M1 +M2 by (3.80) and
(3.81)). Inductively assume that (4.19) holds for some i = i0 − 1 ≥ 0. Now assume i = i0. We
want to prove
degyQi0 ≤ 1 + i0γ. (4.20)
If i0 ≤ N , we already have (4.20) by (4.18). Assume i0 > N . By the inductive assumption,
degyf
(i0−1)
i0
≤ m + i0γ. Then the first equation of (4.12) with i = i0 − 1 shows that either
degyf
(i0−1)
i0
= degyQi0 +degyf − 1 or else (1−
i0
N
,degyQi0) = β(
m
m+n ,degyf) for some β ∈ Q. The
later case cannot occur since i0 > N (i.e., 1 −
i0
N
< 0). The first case implies (4.20). This proves
(4.20) in any case. Now by definition of e
adQi0 (cf. (4.3)), we know
x
m
m+n
− j
N f
(i0)
j = a combination of elements of forms ad
j1
Qi0
(x
m
m+n
−
j2
N f
(i0−1)
j2
), (4.21)
for j1, j2 ∈ Z+ satisfying j1i0 + j2 = j. Thus for all j,
degyf
(i0)
j ≤ max
{
j1(degyQi0 − 1) + degyf
(i0−1)
j2
∣∣ j1, j2 ∈ Z+, j1i0 + j2 = j} ≤ m+ jγ,
where the last inequality is obtained by the inductive assumption. Analogously, degyg
(i0)
j ≤ n+jγ.
This completes the proof of (4.19). Now let i1 ≥ 1 be minimal such that when i = i1, at least one
equality holds in (4.18). We claim
degyQi1 = 1 + i1γ. (4.22)
Otherwise degyQi1 < 1 + i1γ and, say, degyfi1 = m+ i1γ. We want to prove by induction on ℓ,
degyf
(ℓ )
i1
= m+ i1γ for 0 ≤ ℓ ≤ i1 − 1. (4.23)
By definition, (4.23) holds for ℓ = 0. Inductively assume (4.23) holds for ℓ− 1 < i1− 1. Similar to
(4.21), x
m
m+n
−
i1
N f
(ℓ )
i1
is a combination of adj1Qℓ(x
m
m+n
−
j2
N f
(ℓ−1)
j2
) (for j1, j2 ∈ Z+ with j1ℓ+ j2 = i1),
whose y-degree is either < m+ i1γ if j1 6= 0, or else = m+ i1γ if j1 = 0 (note that x
m
m+n
−
i1
N f
(ℓ−1)
i1
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does indeed appear as a term in x
m
m+n
−
i1
N f
(ℓ )
i1
). Thus (4.23) holds. However, (4.12) with (fi, Qi)
replaced by (f
(i1−1)
i1
, Qi1) implies that degyf
(i1−1)
i1
≤ degyQi1−1+degyf < m+i1γ, a contradiction
with (4.23) (with ℓ = i1 − 1). This proves (4.22).
Using (4.4) and (4.5), we can explicitly determine Pi in terms of Q1, ..., Qi, τc from (4.15); for
instance,
P1 = −τc(Q1), P2 = −τc(e
adP1 (Q2)), P3 = −τc(e
adP2e adP1 (Q3)), ...
In particular, if we write Pi =
∑∞
j=i x
1− j
N pij for some pij ∈ C[y], using (4.19) and (4.22), one can
show that degypij ≤ 1 + jγ for all i, j and degypij < 1 + jγ if j < i1, and furthermore, i1 is the
minimal integer such that the equality degypi,i1 = 1 + i1γ holds when i = i1. This implies (using
H = σ(x), K = σ(y) and definitions of hi, ki in (4.8), as discussions above)
degyhi ≤ iγ, degyki ≤ 1 + iγ for i ≥ 1, and the equalities hold when i = i1.
Thus we have (4.16) by choosing α = 1
γN
. 
Clearly, we have α ≤ α˙ (otherwise from (4.9), we would obtain f˙0 = x
m
m+n ym, a contradiction
with (3.83)). We rewrite F =
∑∞
i=0 F〈−i〉 according to the leading degree α of H and K (but not
according to the leading degree α˙ of F and G; in particular if α = α˙ then F〈−i〉 = f˙
i, cf. (3.86)),
and call F〈−i〉 the α-type −i -th component of F . Then (cf. (3.83))
H
m
m+n
〈0〉 K
m
〈0〉 = F〈0〉 =
 x
m
m+n ym
e∏
i=1
(aix
−α˙y + 1)mi if α = α˙,
x
m
m+n ym if α < α˙.
(4.24)
Note that (H
m
m+n
〈0〉 K
m
〈0〉,H
n
m+n
〈0〉 K
1−m
〈0〉 ) is a Jacobi pair, also (F〈0〉, F
−1
〈0〉 P〈0〉) is a Jacobi pair, where
P〈0〉 has the form (cf. (3.69), (3.83), Lemmas 3.21 and 3.28)
P〈0〉 =
 xy
e+e′∏
i=1
(aix
−α˙y + 1) if α = α˙,
xy if α < α˙,
(4.25)
for some e′ ≥ 0 and ai ∈ C. Thus up to a nonzero scalar, H
n
m+n
〈0〉 K
1−m
〈0〉 must have the form
F−1〈0〉 P〈0〉 + ψ with [F〈0〉, ψ] = 0, and so ψ is a function on F〈0〉 (noting from (2.22) that in case
[G,F ] = 0, we can obtain that each bi does not depend on x, i.e., G is a function on F ). Since
H
n
m+n
〈0〉 K
1−m
〈0〉 is an α-type q.h.e. (cf. Definition 2.3(3)), ψ must be of the form θ0F
µ
〈0〉 for θ0 ∈ C and
µ ∈ Q (we do not need to know the exact value of µ, however by noting that Supp(F−1〈0〉 P〈0〉+ψ) is
on a line with slope − 1
α
, the term x
µm
m+n yµm in Fµ〈0〉 must be of the form x
n
m+n
−i0αy1−m+i0 for some
i0 ∈ N since F
−1
〈0〉 P〈0〉 + ψ has a term x
n
m+n y1−m, one can compute µ = n+(m+n)(1−m)α
m(1+(m+n)α) ). Thus we
can solve (up to nonzero scalars)
H〈0〉 = F
− m+n
m(m+n−1)
〈0〉 (P〈0〉 + θ0F
µ+1
〈0〉 )
m+n
m+n−1 ,
K〈0〉 = F
m+n
m(m+n−1)
〈0〉 (P〈0〉 + θ0F
µ+1
〈0〉 )
− 1
m+n−1 , H〈0〉K〈0〉 = P〈0〉 + θ0F
µ+1
〈0〉 . (4.26)
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In particular, if α < α˙, then θ0 6= 0 (otherwise H〈0〉 = x, K〈0〉 = y, a contradiction with the
definition of α). Applying ∂x, ∂y to (4.9), using (3.88), we have
H∂xK =
1
(m+ n)J
(mF∂xG− nG∂xF ), H∂yK =
1
(m+ n)J
(mF∂yG− nG∂yF ), (4.27)
which imply that they are polynomials (i.e., elements in C[x±
1
N , y]). In particular, by (4.16),
H〈0〉K〈0〉 = yH〈0〉∂yK〈0〉 +
1
α
xH〈0〉∂xK〈0〉 is a polynomial. Thus the last equation of (4.26) shows
that if θ0 6= 0, then F
µ+1
〈0〉 is a polynomial (thus (µ+1)m
′ ∈ Z+, where m
′ is the greatest common
divisor of m,mi, i = 1, ..., e, cf. (4.24)). Note that in any case (either α = α˙ or α < α˙), each
irreducible factor (in C[x±
1
N , y]) of F〈0〉 is an irreducible factor of H〈0〉K〈0〉 with multiplicity 1 by
(4.24) and (4.25). Also note that since H〈−i〉,K〈−i〉 are α-type q.h.e. (cf. Definition 2.3(3)) of the
form (4.16), we always have
x∂xH〈−i〉+αy∂yH〈−i〉=(1−iα)H〈−i〉, x∂xK〈−i〉+αy∂yK〈−i〉=(1−i)αK〈−i〉 for all i∈
1
β
Z+. (4.28)
In particular, we can obtain
1 = [H〈0〉,K〈0〉] =
1
αy
(αK〈0〉∂xH〈0〉 −H〈0〉∂xK〈0〉), (4.29)
where the first equality follows by comparing the α-type 0-th components in 1 = [H,K]. We
always denote
ν0 = 1 +
1
α
. (4.30)
Now let
ν > 0 be smallest such that (H〈−ν〉,K〈−ν〉) 6= (0, 0). (4.31)
Then (4.27) gives that (using (2.14) and (4.28))
R1 := (1− ν)H〈0〉K〈−ν〉 +H〈−ν〉K〈0〉
= y(H〈0〉∂yK〈−ν〉+H〈−ν〉∂yK〈0〉)+
x
α
(H〈0〉∂xK〈−ν〉+H〈−ν〉∂xK〈0〉) is a polynomial (4.32)
Lemma 4.5 There exists a unique element
Qν =
∑
j≥ν−1
qνjx
1−jαy1+j−ν ∈ P for some qνj ∈ C, and degxQν < 1, (4.33)
with q10 = 0 (if ν = 1) and qν0,ν0−1 = 0 (if ν0 ∈ N), such that
H〈−ν〉 = [Qν ,H〈0〉] =
1
αy
(
H〈0〉∂xQν − (1 + α(1− ν))Qν∂xH〈0〉
)
, (4.34)
K〈−ν〉 = [Qν ,K〈0〉] =
1
αy
(
αK〈0〉∂xQν − (1 + α(1 − ν))Qν∂xK〈0〉
)
. (4.35)
Proof. First we set qν,ν−1 = 0 and inductively choose unique qν,j ∈ C for j ≥ ν to satisfy
(1 + j − ν)qνj +
∑
i≥1
(
(1− iα)(1 + j − i− ν)− i(1− (j − i)α)
)
h0iqν,j−i = hν,j , j ≥ ν,
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which implies [Qν ,H〈0〉] = H〈−ν〉. Set Kν = K〈−ν〉 − [Qν ,K〈0〉]. Then by (4.31), we have
1 = [H,K] = [H〈0〉,K〈0〉] + [[Qν ,H〈0〉],K〈0〉] + [H〈0〉, [Qν ,K〈0〉] +Kν ] + · · · , (4.36)
which implies [H〈0〉,Kν ] = 0 since the omitted terms are those components whose component
indices are < −ν. Thus as in the arguments after (4.25), Kν = λνH
aν
〈0〉 for some λν ∈C and aν ∈Q.
Since SuppKν and SuppK〈−ν〉 are on the same line, we have x
aν = x−i0αy1−ν+i0 for some i0, thus,
aν = (1 − ν)α. First assume ν 6= ν0 (cf. (4.30)). Then K〈−ν〉 = [Qν +
λν
1+α(1−ν)H
1+α(1−ν)
〈0〉 ,K〈0〉].
Thus by re-denoting Qν +
λν
1+α(1−ν)H
1+α(1−ν)
〈0〉 to be Qν , we can suppose λν = 0 (note that we still
have degxQν < 1 since if ν > 1 then degxH
1+α(1−ν)
〈0〉 < 1, and if ν = 1 then H〈0〉 contains the term
x, but since K does not contain the constant term, i.e., λν = 0).
Now assume ν = ν0. Then aν0 = −1. Noting from (4.16) that among all components of K,
only K〈−ν0〉 can possibly contain the term x
−1, also we can deduce from (4.16) and (4.33) that
[Qν0 ,K〈0〉] =
1
y
K〈0〉∂xQν0 cannot contain the term x
−1. Thus Coeff(K,x
−1) = Coeff(Kν , x
−1) =
Coeff(λνH
−1
〈0〉 , x
−1) = λν . If necessary by replacing y by y − λx
−1 for some λ ∈ C, we can always
suppose Coeff(K,x
−1) = 0, i.e., λν = 0 (noting that since the original pair (F,G) satisfies (3.6),
and (3.6) is also satisfied by the Jacobi pair (x
m
m+n f, x
n
m+n g), by Theorem 3.6(1) and (4.9), we see
Resx(H∂xK) = 0, from this we in fact have Coeff(K,x
−1) = 0). Hence in any case, we have the
first equalities of (4.34) and (4.35), and the above proof also shows that such Qν is unique. Now
using (4.33) we obtain as in (4.28),
∂yQν =
1
αy
((1 + α(1− ν))Qν − x∂xQν), (4.37)
from this and (4.28), we have the second equalities of (4.34) and (4.35). 
Computing the α-type −ν -th component F〈−ν〉 of F in (4.9) gives that (cf. (3.80) and (4.31))
R2 := H
m
m+n
〈0〉 K
m
〈0〉
( mH〈−ν〉
(m+ n)H〈0〉
+
mK〈−ν〉
K〈0〉
+ cνK
−ν
〈0〉
)
is a polynomial. (4.38)
Now we first assume ν 6= ν0. Using (4.24), (4.26), (4.34), (4.35) and (4.37), we obtain that
α
1+α(1−ν)R1 and
(m+n)α
m
R2H
1− m
m+n
〈0〉 K
1−m
〈0〉 are respectively equal to
R3 :=
1
y
H〈0〉K〈0〉∂xQν −
1
y
(
(1− ν)H〈0〉∂xK〈0〉 +K〈0〉∂xH〈0〉
)
Qν , (4.39)
R4 :=
1
y
(1 + (m+n)α)H〈0〉K〈0〉∂xQν −
1
y
(1 + α(1−ν))
(
(m+n)H〈0〉∂xK〈0〉 +K〈0〉∂xH〈0〉
)
Qν
+
(m+ n)α
m
cνH〈0〉K
1−ν
〈0〉 . (4.40)
Multiplying the first equation by −(1+(m+n)α) then adding it to the second equation, and using
(4.29), we solve
Qν = qν + βH〈0〉K
1−ν
〈0〉 , where β = −
m+ n
m(m+ n− 1 + ν)
cν , (4.41)
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and qν =
(1+(m+n)α)R3−R4
α(m+n−1+ν) . Thus if cν = 0, we obtain that Qν is rational (i.e., an element of the
form P
Q
with P,Q ∈ P). Assume cν 6= 0 (thus ν ≥ 2 by (3.80)). Similar to (4.32), we obtain that
(note from (4.31) that the α-type −2ν -th components of H∂yK and H∂xK only involve H〈0〉,
K〈0〉, H〈−ν〉, K〈−ν〉, H〈−2ν〉, K〈−2ν〉)
R5 := (1− 2ν)H〈0〉K〈−2ν〉 + (1− ν)H〈−ν〉K〈−ν〉 +H〈−2ν〉K〈0〉, (4.42)
R6 := H〈0〉∂xK〈−2ν〉 +H〈−ν〉∂xK〈−ν〉 +H〈−2ν〉∂xK〈0〉, (4.43)
are rational. Our attempt was to use (4.27)–(4.41) to prove:
(i) Suppose ν 6= ν0. Then Qν is a rational function. Furthermore, K
ν
〈0〉 is rational if cν 6= 0;
(ii) Suppose ν = ν0 (then
1
α
∈ N). Then ∂yQν0 = −
x
αy
∂xQν0 , and H〈−ν0〉 =
1
αy
H〈0〉∂xQν0 ,
K〈−ν0〉 =
1
y
K〈0〉∂xQν0 . Furthermore,
m(1+(m+n)α)
(m+n)αy ∂xQν0 + cν0K
−ν0
〈0〉 is rational.
We claim that if (i) and (ii) hold, then it would imply that a Jacobi pair (F,G) in C[x±
1
N , y] satisfy-
ing (3.80)–(3.83) does not exist (which implies the two-dimensional Jacobi conjecture). Although
(i) or (ii) might not necessarily be true, one may get some information from this.
5 Weyl algebras
In this section, we first generalize results of the previous sections. All undefined notations can be
found in the previous sections. The main results in this section are Theorems 5.2, 5.3.
We denote
Au = {f =
∞∑
i=0
fiu
α− i
β | fi ∈ C and some α, β ∈ Z, β > 0}, (5.1)
Buv = {F =
∞∑
i=0
uα−
i
βFi |Fi ∈ C((v
−1)) and some α, β ∈ Z, β > 0}, (5.2)
so that Au is a field, and Buv is an associative unital algebra (which is in fact a divisible ring) such
that the product obeys the following law:
viuj =
∑
s∈Z+
s!
(
i
s
)(
j
s
)
uj−svi−s for i ∈ Q, j ∈ Z, (5.3)
or more generally,
vif =
∑
s∈Z+
(
i
s
)
f
(s)
u vi−s, guj =
∑
s∈Z+
(
j
s
)
uj−sg(s), where f (s)u = ∂
s
uf, g
(s) = ∂svg. (5.4)
for i ∈ Z, j ∈ Q, f ∈ Au, g ∈ C((v
−1)). Thus, the Weyl algebra W1 is the subalgebra of Buv
generated by u, v. We remark that an element F of Buv is a combination of rational powers of u
with coefficients in C((v−1)), and we always write an element F in its standard form, namely, u
always appears before v in any term of F . Then we can define a linear map
−→ : Buv → B such that
−→u = −x and −→v = y. (5.5)
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We also denote ←− the inverse map of −→. Then clearly, for any F,G ∈ Buv, we have
FG =
←−−−−→
F
−→
G + · · · , [F,G] =
←−−−−
[
−→
F ,
−→
G ] + · · · , (5.6)
where the omitted terms in the first (resp., second) equation have u-degrees < deguFG (resp.,
degu[F,G]), and the bracket in the left-hand side is the usual commutator in Buv defined by (1.1),
the bracket in the right-hand side is the bracket in B defined by the Jacobian determinant (3.1).
If we define the bracket [·, ·]W in B as
[F,G]W =
∞∑
i=1
1
i!
(
(∂ixF )(∂
i
yG)− (∂
i
yF )(∂
i
xG)
)
for F,G ∈ C[x, y], (5.7)
then clearly, the two Lie algebras (Buv, [·, ·]) and (B, [·, ·]W) are isomorphic under the map
−→ in
(5.5).
Now consider the Weyl algebra Buv. Any element F =
∑∞
i=0 u
α− i
β fi ∈ Buv with f0 6= 0 being
monic has the inverse F−1, which is defined to be the unique element H =
∑∞
i=0 u
−α− i
β hi with
h0 = f
−1
0 and
1 = FH =
∑
i,j,s∈Z+
(
−α− i
β
s
)
u−
i+j
β
−sf
(s)
i hj (cf. (5.4)). (5.8)
Note that hi is uniquely determined for all i. Further assume f0 has degree degvf0 = m > 0, then
for any a, b ∈ Z, b > 0 with b|am, we can define F
a
b to be the unique element E =
∑
i≥0 u
aα
b
− i
β ei
in Buv such that e0 = f
a
b
0 (which is defined as in (2.4)) and
F a = Eb = uaαeb0 +
b−1∑
s=0
(u
aα
b e0)
s(u
aα
b
− 1
β e1)(u
aα
b e0)
b−1−s + · · · . (5.9)
Using (5.4), we see that when writing the right-hand side of (5.9) as a standard form, the coefficient
of u
aα
b
− s
β is (where we use ∗ to denote some coefficients which can be determined but not needed
for our purpose),
Coeff(E
b, u
aα
b
− s
β ) = eb−10 es +
∑
0≤i0≤i1≤···≤is<s
i0+···+is+k0+···+ks=s
∗ e
(k0)
i0
e
(k1)
i1
· · · e
(ks)
is
, (5.10)
Thus for each s ≥ 1, (5.9) has a unique solution for es, which has the form
es = e
k
0h = f
ak
b h for some k ∈ Z, h ∈ C((v−1)). (5.11)
Note that if F 6= 0, then we have 0 = [F,FF−1] = F [F,F−1], which implies [F,F−1] = 0. Then
for any a, b ∈ Q, we can write a = c
q
, b = d
q
∈ Q with c, d, q ∈ Z, q > 0, and if we write H = F
1
q ,
then (say c, d > 0)
[F a, F b]=[Hc,Hd] =
c−1∑
i=0
H i[H,Hd]Hc−i−1 =
c−1∑
i=0
d−1∑
j=0
H i(Hj[H,H]Hd−j−1)Hc−i−1 = 0. (5.12)
Now suppose (F,G) is a Dixmier pair in W1, i.e., F,G ∈ W1 with [F,G] = 1. As before, we
can express G as
G =
∞∑
i=0
biF
n−i
m for some bi ∈ Au. (5.13)
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We define p = p(F ) as before. First we assume p > −1. Then from (5.3), we can easily observe
HK = KH + ⌈ignored⌉ for any H,K ∈ Buv, (5.14)
where, we use ⌈ignored⌉ to denote terms whose component lines are located below the prime line
of the proceeding term, cf. (2.8)). Similar as in Definition 2.3, we define F ∈ C[u±1][v] to be the
p-type q.h.e. such that
F [0] = u
m0Fm
′
+ ⌈ignored⌉, (5.15)
with m′ maximal. Then from
∑∞
i=0[F, bi]F
n−i
m =
∑∞
i=0[F, biF
n−i
m ] = [F,G] ∈ C∗, we see,
bi ∈ C (i ≤ m+ n− 2), degubm+n−1 = 1 + σ0, degubm+n−1+i ≤ 1 + σi (i ≥ 0), (5.16)
where σi is defined in (3.14), and the last equation follows by comparing the p-type component.
Using (5.14), as in the proof of (5.11), we see that the analogous result of Lemma 2.5(5) also holds,
i.e., for all ℓ ∈ Z with d|ℓ, where d = degvF , and all r ∈ Q, the element u
−moℓ
m (F
ℓ
m )[r] of Buv
is of the form F aP for some a ∈ Z, P ∈ C[u±1][y]. Using this and (5.14), we obtain d|(n − i) if
i ≤ m+ n− 2 with bi 6= 0 (cf. Lemma 3.19), and we have analogous results of Lemmas 3.21, 3.26
and Theorem 3.25. In particular, we can assume
p ≤ 0, and furthermore, p ≤ −1 if m0 > m > 0. (5.17)
We remark that the following discussions will be similar to Subsection 3.5. We define the
Newton polygon of F as in Subsection 3.5. Let (m0,m) be any (not necessarily the top most)
vertex of SuppF such that m0 ≥ 0, and (n0, n) is the corresponding vertex of SuppG (then
m0
m
= n0
n
). As before, we always assume 2 ≤ m < n and m 6 |n. We can assume m0 ≤ m (if
necessary by using the automorphism (u, v) 7→ (v,−u), cf. Remark 3.17). Note that in our case
here, we cannot assume m0 6= m (which will be clear later). Also note that the arguments below
do not need to assume m0 > 0. As in Subsection 3.5, we regard F,G as elements in C[u
± 1
N , v]
for some sufficient large N . We define the prime degree p as in Theorem 3.30, such that −1
p
is
the slope of the unique edge (denoted by L) of SuppF which is located at the right bottom side
of SuppF with top vertex (m0,m). Note that if F has the form F =
∑∞
i=0 u
α− i
β fi ∈ Buv with
f0 6= 0, we can rescal F so that f0 becomes a monic polynomial of v (however we can only rescal
u by au, and in the meantime rescal v by a−1v for some 0 6= a ∈ C in order for u, v to satisfy
[v, u] = 1). First we need the following.
Lemma 5.1 p > −m0
m
.
Proof. Suppose conversely, p ≤ −m0
m
. First assume m0 < m. Define the automorphism σ of
C[u±
1
N , v] to be
σ : (u, v) 7→
(m−m0
m
u
m
m−m0 , u
m0
m−m0 v
)
.
Note that under σ, the edge L is mapped to the v-axis, and that F,G are mapped to some
elements in C[u−
1
N , v]. However, any pair of elements in C[u−
1
N , v] cannot form a Jacobi pair, a
contradiction. Now assume m0 = m. As in the proof of Theorem 3.30: Let z ∈ C\{0} be an
indeterminate, and apply the automorphism (u, v) 7→ (zu, z−1v). As in (3.70), we have (note that
if we use notation p˙
q˙
as in (3.70), then here we define − p˙
q˙
to be −1 = −m0
m
, but not to be p)
F˜ = zm−m0F (zx, z−1y), G˜ = zn−n0G(zx, z−1y), J˜ := [F˜ , G˜] = zµJ,
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where µ = m+n−m0−n0 > 0. Note that since p < −1, both F˜ and G˜ only contain non-positive
(rational) powers of z, thus the last equation cannot hold, a contradiction. This proves the
lemma. 
Now by Lemma 5.1, we have p > −m0
m
≥ −1, so we can always apply the automorphism
(cf. (3.79), note that p is the − p¨
q¨
there)
(u, v) 7→ ((1 + p)u
1
1+p , u
p
1+p v), (5.18)
so that the edge L becomes an edge in the first quadrant, which is parallel to the y-axis. Thus we
can always assume 0 < m0 ≤ m and p = 0. Hence we can write F as F =
∑M1
i=0 u
m0−
i
N fi for some
fi ∈ C[v] such that f0 is a polynomial (which can be assumed to be monic) of v of degree m > 0,
which contains at least two terms. We can further suppose that f0 has at least two different roots,
otherwise by change v to v+α (where α is the root of f0), f0 becomes v
m, i.e., p becomes negative
(and we repeat the above to use (5.18) to change p to zero, this repeating can only last finite times,
as in the proof of Theorem 3.30, cf. statement after (3.74)). In particular, we can obtain m0 6= m.
Analogously, we write G =
∑M2
i=0 u
n0−
i
N gi with g0 being a polynomial of v-degree n. We always
regard F,G as in Buv. Note from [F,G] = J 6= 0 that m0 + n0 ≥ 1.
First assumem0+n0 > 1. Using (5.6) and Comparing the coefficients of u
m0+n0−1 in [F,G] = J ,
we obtain
g0 = b0f
n
m
0 for some nonzero b0 ∈ C. (5.19)
Write f = Fm
′
with m′ maximal. Then (5.19) proves F
nm′
m is a polynomial. Denote G1 =
G −
∑∞
i=0 bi0F
n−i
m . Discussing as above (with G replaced by G1 and using (5.5)) and continuing
(similar to the arguments before (3.72)), we can eventually write G as
G =
∑
s∈ 1
N
Z+, s<m0−1
bsF
ks
m + u1−m0R, (5.20)
for some ks ∈ Z, bs ∈ C with k0 = n, and some R ∈ Buv with deguR ≤ 0, so that R can be
written as R0 =
∑∞
i=0 u
− i
N ri. Using (5.9), (5.11) and (5.19), as in the proof of Lemma 3.15, we
see from (5.20) that F
ks
m is rational if bs 6= 0 (here an element H =
∑∞
i=0 u
a− i
N hi is rational
if each hi is a rational function of v), and r0 is a rational function of the form r0 = F
−m′−aP
for some a ∈ Z, P ∈ C[v]. Using (5.5), we have J = [F,G] = [F, u1−m0R], which implies that
(xm0
←−
f , x1−m0←−r0) is a Jacobi pair in B by comparing the coefficients of u
0 and using (5.12). Namely,
we have (where the prime stands for ∂v)
−(m′ + am0)F
−1−aPF ′ +m0F
−aP ′ = m0fr
′
0 − (1−m0)f
′r0 = J ∈ C, (5.21)
which has exactly the same form of (3.43) (with p′ = 0, q = 1). Thus as the discussions after
(3.75), we can find a lower vertex of SuppF . Continuing the above process (from (5.18)), F,G can
finally become elements such that m0 + n0 = 1, so we can write m0, n0 as m0 =
m
m+n , n0 =
n
m+n .
Thus in fact we have proved the following
Theorem 5.2 Suppose there exists a Dixmier pair (F,G) in C[u, v] such that the Newton polygon
of F has a vertex (m0,m) with m0,m > 0 (we can assume m0 ≤ m by using the automorphism
(u, v) 7→ (v,−u) if necessary, cf. Remark 3.17), and (n0, n) is the corresponding vertex of SuppG
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satisfying m0
m
= n0
n
and 2 ≤ m < n and m 6 |n. Then there exists an automorphism σ of C[u±
1
N , v],
such that the pair (σ(F ), σ(G)), again denoted as (F,G), having the form (3.80)–(3.83) (with x, y
replaced by −u, v) such that 2 ≤ m < n and m 6 |n.
From now on, we assume that (F,G) is a Dixmier pair in C[u, v] such that the Newton polygon
of F has the a vertex (m0,m) with m0 > m > 0.
Regarding the edge at the right bottom side of SuppF with top vertex (m0,m) as the prime
line, we can expression G as in (5.13). We rewrite it as
G =
m+n−1∑
i=0
b′iF
n−i
m +R, (5.22)
where b′i ∈ C is defined similarly as in (3.20). Then all elements G,F
n−i
m , R are in C[u±1]((v−1)).
We denote
w = uv. (5.23)
It is easy to verify that
wiuj = uj(w + j)i for i, j ∈ Z. (5.24)
Note that for i, j ∈ Z,
uivj =
{
ui−jw(w − 1) · · · (w − j + 1) if j ≥ 0,
ui−j
(
(w + j′)(w + j′ − 1) · · · (w + 1)
)−1
if j = −j′ < 0.
(5.25)
Thus we can regard the above elements as in C[u±1]((w−1)). Then
G∂wF =
m+n−1∑
i=0
b′iF
n−i
m ∂wF +R∂wF. (5.26)
For F ∈ C[u±1]((w−1)), as in (3.5), we define the trace of F to be
tr(F ) = Coeff(F, u
0w−1) = Coeff(F, u
−1v−1), (5.27)
where the second equality follows from (5.25) by regarding F as an element in C[u±1]((v−1)).
Using (5.24), we see
tr(HK) = tr(KH) for H,K ∈ C[u±1]((w−1)). (5.28)
Because of this property, we call it “trace”. Now we shall compute the trace of (5.26). Obviously
tr(G∂wF ) = 0 since F,G ∈ C[u
±1][w]. Let H = F
1
m , then
tr(F
n−i
m ∂wF ) = tr(H
n−i∂w(H
m)) =
m
m+ n− i
tr(∂w(H
m+n−i)) = 0,
by noting that ∂w is a derivation of C[u
±1]((w−1)) (using (5.24) to verify) and for i ≤ 0, we have
∂wH
i =
∑i−1
s=0H
s∂w(H)H
i−1−s, and ∂w(H
−1) = −H−1∂w(H)H
−1 by using HH−1 = 1, and using
(5.28). This proves
tr(R∂wF ) = tr(G∂wF ) = 0. (5.29)
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Since we can assume p ≤ −1 by (5.17), if we take p′ = −1 ≥ p, then we can consider the p′-type
components. So up to a nonzero scalar, we can assume
F [0] = u
m0vm + αum0−1vm−1 + (lower terms),
R[0] = r0(u
1−m0v1−m + βu−m0v−m) + (lower terms),
(5.30)
for some α, β ∈ C (if p < p′ then F [0] = u
m0vm and so α = 0) and r0 =
1
m−m0
(by condition
[F [0], R[0]] = 1). Thus (using (5.24))
F [0] = u
m0−mw(w − 1) · · · (w −m+ 1 + α) + ... = um0−m
(
wm −
((m
2
)
− α
)
wm−1
)
+ ..., (5.31)
R[0] = r0u
m−m0
(
((w +m− 1) · · · (w + 1))−1 + β((w +m) · · · (w + 1))−1
)
+ ...
= r0u
m−m0
(
w1−m −
((m
2
)
− β
)
w−m
)
+ ..., (5.32)
where the omitted terms do not contribute to the trace. Hence (using (5.24) and (5.28))
(m−m0)R∂wF = m
(
(w +m0 −m)
1−m −
((m
2
)
− β
)
(w +m0 −m)
−m
)
wm−1
−(m− 1)
((m
2
)
− α
)
w−1 + ...
= −
(
(2m0 − 1)
(
m
2
)
−mβ − (m− 1)α
)
w−1 + ...
Note that for r < 0, (R∂wF )[r] does not contain the term u
0w−1, thus
0 = (m0−m)tr(R∂wF ) = (m0−m)tr(R[0]∂wF [0]) = (2m0 − 1)
(
m
2
)
−mβ − (m− 1)α. (5.33)
Since we can also regard elements in (5.22) as in C[w±1]((v−1)) (to distinguish the difference, we
use ∂vw to denote the derivative ∂w in C[w
±1]((v−1))). Computing as above, we obtain
0 = (m0 −m)tr(F∂
v
wR) = (2m− 1)
(
m0
2
)
−m0β − (m0 − 1)α. (5.34)
This together with (5.33) proves Theorem 5.3(1) below.
Theorem 5.3 (1) Assume (F,G) is a Dixmier pair such that SuppF has a vertex (m0,m) with
m0 > m > 0. Then the edge L at the right bottom side of SuppF with top vertex (m0,m)
always has slope 1. Furthermore, if we denote F [0] to be the part of F corresponding to L,
then F [0] = u
m0vm + m0m2 u
m0−1vm−1 + · · · . More precisely, in (5.30), α, β are equal to
α =
m0m
2
, β =
(1 −m0)(1−m)
2
. (5.35)
(2) If we write F [0], R[0] as F [0] = u
m0−mf(w), R[0] = r(w)u
m−m0 . Then
f(w)r(w) =
1
m−m0
(w +
m0 −m+ 1
2
). (5.36)
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(3) Assume [F,G] = 1. An analogous result to Theorem 3.6(1) holds, namely, for any automor-
phism σ of Buv, we have
tr(σ(G)∂wσ(F )) = tr(σ(v)∂wσ(u)). (5.37)
Remark 5.4 (1) We remark that Lemma 5.3 is the place where the great difference between
Newton polygons of Jacobi pairs and Dixmier pairs occurs; for the Jacobi pairs, an edge of
the Newton polygon can never have slope 1 (cf. Theorem 3.25).
(2) The operators ∂w, ∂
v
w are in fact the unique derivatives in Buv such that
∂w(u) = 0, ∂w(v) = u
−1, ∂vw(u) = v
−1, ∂vw(v) = 0. (5.38)
To compute ∂vw(u
p
q ) with p
q
/∈ Z, p, q>0, we set h = u
p
q and assume ∂vw(h) =
∑∞
i=1 ciu
p
q
−iv−i
for some ci ∈ C, and use ∂w(u
p) = ∂w(h
q) =
∑q−1
i=0 h
i(∂wh)h
q−i−1 to determine ci. Similarly,
we can use hh−1 = 1 to determine ∂vw(h
−1). One can obtain
∂vw(u
a) = aua−1v−1 −
(
a
2
)
ua−2v−2 + · · · for any a ∈ Q. (5.39)
Proof of Theorem 5.3. (1) has been proved. To prove (2), using
1=[F [0], R[0]]=u
m0−mf(w)r(w)um−m0−r(w)f(w)=f(w+m−m0)r(w+m−m0)−r(w)f(w),
from this and (5.35), we obtain (5.36).
(3) Denote u¯ = σ(u), w¯ = σ(w) (then w¯u¯ = u¯(w¯ + 1)), a = m0 −m, and
′ = ∂w. Using (5.35)
and (5.36), one can see f ′(w¯)r(w¯) = 0. Then (“≡ ” means equality under taking tr)
σ(G)∂wσ(F ) ≡ ∂w(σ(F [0]))σ(R[0]) ≡
(
(u¯a)′f(w¯) + u¯af ′(w¯)
)
r(w¯)u¯−a
≡
a−1∑
i=0
u¯a−i−1u¯′u¯if(w¯)r(w¯)u¯−a + f ′(w¯)r(w¯)
≡
a−1∑
i=0
u¯′u¯if(w¯)r(w¯)u¯−i−1 ≡ u¯′u¯−1
a−1∑
i=0
f(w¯−i−1)r(w¯−i−1)
≡ u¯′u¯−1w¯ ≡ u¯′v¯ ≡ σ(v)∂wσ(u).
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