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LOCALIZED OPERATIONS ON T -EQUIVARIANT ORIENTED
COHOMOLOGY OF PROJECTIVE HOMOGENEOUS VARIETIES
KIRILL ZAINOULLINE
Abstract. In the present paper we provide a general algorithm to compute
multiplicative cohomological operations on algebraic oriented cohomology of
projective homogeneous G-varieties, where G is a split reductive algebraic
group over a field k of characteristic 0. More precisely, we extend such opera-
tions to the respective T -equivariant (T is a maximal split torus of G) oriented
theories, and then compute them using equivariant Schubert calculus tech-
niques. This generalizes an approach suggested by Garibaldi-Petrov-Semenov
for Steenrod operations. We also show that operations on the theories of ad-
ditive type commute with classical push-pull operators up to a twist.
1. Introduction
Cohomological operations can be viewed as morphisms between algebraic ori-
ented cohomology theories (AOCTs). A classical example of such operation is the
Chern character which gives a morphism between the K-theory and the Chow
theory with rational coefficients. Another celebrated examples are the Steenrod
(Landweber-Novikov) operations which can be viewed as endomorphisms of the
Chow theory with finite coefficients (resp. of cobordism). Observe that follow-
ing a general Riemann-Roch formalism to each cohomological operation one can
assign the respective Riemann-Roch type formula which essentially describes its
behaviour with respect to push-forwards (see e.g. Panin [Pa04]). In this way
the Chern character leads to the classical Grothendieck-Riemann-Roch theorem
[SGA6], the Steenrod operations for closed embeddings give the Wu formula and
for projections – various versions of the Rost degree formulas (see Levine [Le07]
and Merkurjev [Me03]).
When dealing with operations one of the major problems is to effectively compute
them for some given class of varieties. For example, the problem of computing the
Steenrod operations on Chow groups of twisted flag varieties has been a subject of
intensive investigations until recently. Motivated by the use of Steenrod operations
in the proof of the Milnor conjecture by Voevodsky, it became an important tool
(see Brosnan [Br03] and Merkurjev [Me03]) in the study of algebraic cycles and
motives of quadrics and Severi-Brauer varieties. In the recent paper by Garibaldi-
Petrov-Semenov [GPS] the Steenrod operations have been used to describe motivic
decomposition types of twisted flag varieties. As for Landweber-Novikov operations,
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we refer to pioneer works by Vishik (see e.g. [Vi17]) where these operations have
been successfully applied to study algebraic cobordism.
In the present paper we provide a general algorithm to compute such operations
on projective homogeneous G-varieties, where G is a split reductive algebraic group
over a field k of characteristic 0. Its main point is
(i) to lift a given operation to the ‘T -equivariant cohomology level’, where T
is a maximal split torus of G, and then
(ii) to apply equivariant Schubert calculus techniques to compute it.
Observe that in the case of Chow groups and Steenrod operations such algorithm
has been already proposed in [GPS] which can be viewed as a starting point of the
present work.
Our key tools are the Riemann-Roch formalism for AOCTs by Panin [Pa04] and
Levine-Morel [LM07], Vishik’s results [Vi17] on the correspondence between (multi-
plicative) operations and morphisms of formal group laws, equivariant localization
techniques of Kostant-Kumar [KK86, KK90] and their generalizations to arbitrary
AOCTs [HMSZ, CZZ, CZZ1, CZZ2].
As for (i) note that equivariant extensions of the Chern character have been
studied before in the context of the Grothendieck-Riemann-Roch theorem by many
authors (see e.g. [EG00] and recently [AGP]). Our main result (Theorem 4.8) states
that any operation on AOCTs (e.g. the Chern character or the Steenrod operation)
can be extended to the T -equivariant oriented cohomology in a way compatible with
forgetful and characteristic maps.
As for (ii) we describe explicit formulas and steps needed to compute the op-
erations on both the Schubert and the dual bases (Section 5). We also show that
multiplicative operations on theories of additive type commute with classical push-
pull operators up to a twist (Proposition 6.2).
The paper is organized as follows. In section 2 we recall basic properties of
formal group laws, algebraic oriented cohomology theories and multiplicative op-
erations. In the next section 3 we provide examples of multiplicative operations
(e.g. Landweber-Novikov and Steenrod operations) using the techniques of twisted
theories. In section 4 we discuss T -equivariant oriented cohomology theories, for-
getful and characteristic maps and we state and prove our main Theorem 4.8. In
section 5 we describe the algorithms used to compute cohomological operations. In
the last section, we study operations on theories of additive type and its behaviour
with respect to push-pull operators.
Acknowledgements. Partially supported by the NSERC Discovery grant RGPIN-
2015-04469, Canada.
2. Formal group laws, oriented cohomology and operations
2.1. Formal group laws. We recall definition and basic properties of one-dimensional
commutative formal group laws following [La55].
Let R be a commutative unital ring. By a formal group law F over R (FGL
F/R) we call a power series in two variables F (x, y) ∈ R[[x, y]] also denoted x+F y
which is commutative x+F y = y+F x, associative (x+F y) +F z = x+F (y+F z)
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and has neutral element x+F 0 = x. By definition, we have
x+F y = x+ y +
∑
i,j>0
aijx
iyj , for some coefficients aij ∈ R.
The ring R is called the coefficient ring of F .
The quotient of the polynomial ring in aijs modulo relations imposed by the
commutativity and associativity gives the Lazard ring L. The universal FGL over
L is denoted FU . For any FGL F overR there is the map L→ R given by evaluating
the coefficients aij of FU .
By a morphism F1/R1 → F2/R2 between FGLs we call a pair (φ, γ), where
φ : R1 → R2 is a ring homomorphism and γ ∈ R2[[x]] such that
φ(F1)(γ(x), γ(y)) = γ(F2(x, y)).
Example 2.1. Basic examples of FGLs are
(i) The additive FGL x+F y = x+y over R = Z with FU → F given by aij 7→ 0;
(ii) The multiplicative FGL x+F y = x+ y − βxy over R = Z[β] with FU → F
given by a11 7→ −β, aij 7→ 0 for all i + j > 2. If β is invertible and R = Z[β±1],
then the respective F is called multiplicative periodic.
2.2. Algebraic oriented cohomology. Let h be a graded algebraic oriented cohomol-
ogy theory over a field k of characteristic 0 introduced in [LM07, §1], i.e. h is a
contravariant functor from the category Smk of smooth quasi-projective varieties
over k to the category of graded commutative rings which satisfies the axioms of
[LM07, Definition 1.1.2] (see also [Vi17, Definition 2.1]). We assume in addition that
h satisfies the localization axiom [Vi17, §2.(EXCI)] and it is generically constant in
the sense of [Vi17, §2.(CONST)].
The word ‘oriented’ here reflects the fact that there is a 1-1 correspondence
between the Euler structures (characteristic classes) on h (see [Pa04]):
To each line bundle L over a varietyX one assigns the characteristic
(Euler) class ch1(L) := s
∗s∗(1X) ∈ h1(X), where s is the zero-section
of L and s∗ (resp. s∗) is the induced pull-back (resp. push-forward);
and the choices of a local parameter xh (orientations):
Choose xh = ch1(O(1)) ∈ h
1(P∞) = R[[x]](1), where R = h(pt),
pt = Spec k and deg x = 1. Observe that xh = c0x + c1x
2 + . . .,
where c0 is invertible in R and deg ci = −i.
Any such theory satisfies the Quillen formula [LM07, Lemma 1.1.3]. Namely,
given two line bundles L1, L2 over X one has
ch1(L1 ⊗ L2) = c
h
1(L1) +F c
h
1(L2),
where F is the FGL over the coefficient ring R. To respect the grading on h we set
deg aij = 1− i− j for the coefficients aij of F .
Example 2.2. Examples of AOCTs are
(i) The Chow theory h(X) = CH(X ;Z) (Chow groups modulo rational equiva-
lence) which corresponds to the additive FGL over R = Z [LM07, Ex.1.1.4];
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(ii) The gradedK-theory h(X) = K0(X)[β
±1], where β is a formal variable (here
we assign deg β = −1 and deg x = 0 for all x ∈ K0(X)), which corresponds to the
multiplicative periodic FGL over R = Z[β±1] [LM07, Ex.1.1.5].
(iii) The algebraic cobordism h(X) = Ω(X) of Levine-Morel [LM07] which cor-
responds to the universal FGL over R = L.
In the opposite direction, given a FGL F/R one defines an AOCT called a free
theory by changing the coefficients
h(−) = Ω(−)⊗L R.
Observe that both the Chow theory and the graded K-theory are free theories.
2.3. Multiplicative operations. Following [Vi17] we now introduce multiplicative op-
erations as follows.
Let h1 and h2 be AOCTs. According to [Vi17, Definition 3.6], a multiplicative
operation C : h1 → h2 is a natural transformation between h1 and h2 considered as
contravariant functors from Smk to the category of rings (not necessarily graded).
We will extensively use [Vi17, Theorem 6.9] which says that
If h1 is a free theory, then there is a 1-1 correspondence between
multiplicative operations h1 → h2 and morphisms F1/R1 → F2/R2
of FGLs.
Namely, let F1/R1 and F2/R2 be the FGLs corresponding to h1 and h2 respec-
tively. To a multiplicative operation C one assigns the morphism of FGLs
(C(pt), γC) : F1/R1 → F2/R2,
where C(pt) : R1 → R2 is the induced map on the coefficient rings and γC ∈ R2[[x]]
is the power series which expresses C(xh1) in terms of xh2 . The series γC(x) defines
the inverse Todd genus itd(x) = γC(x)/x (see e.g. [Pa04]). Observe that the com-
position of multiplicative operations corresponds to the composition of morphisms
of FGLs.
Example 2.3. Set h1(−) = K0(−)[β] to be the graded K-theory and h2(−) =
CH(−;Q) the Chow theory with rational coefficients. The Chern character is the
multiplicative operation ch: h1 → h2 with γch(x) = 1− e−x.
In the opposite direction (following [Vi17]), given a morphism (φ, γ) : F1/R1 →
F2/R2 of FGLs, one defines homomorphisms for all r ≥ 0
(1) C : R1[[x
h1
1 , . . . , x
h1
r ]]→ R2[[x
h2
1 , . . . , x
h2
r ]]
by the rule
C(f(xh11 , . . . , x
h1
r )) := φ(f)(γ(x
h2
1 ), . . . , γ(x
h2
r )).
Identifying Ri[[x
hi
1 , . . . , x
hi
r ]] with hi((P
∞)×r) one obtains an operation C on prod-
ucts of projective spaces which one then extends uniquely to an operation C on
Smk by [Vi17, Theorem 5.1].
In the present work we exploit the same idea: Replacing h((P∞)×r) by a T -
equivariant AOCT of a point (here T stands for a split torus of rank r) we extend
C to a natural transformation CT of T -equivariant AOCTs which we call a localized
multiplicative operation.
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3. Twisted cohomology and multiplicative operations
3.1. Twisted cohomology. We recall the notion of a twisted theory h˜(X) which goes
back to [Qu71]. In the presentation we follow [LM07, §4.1.9] and [Me02, §4].
Let h be a (graded) AOCT with coefficient ring R. Set R[t] = R[t1, t2, . . .] to be
the graded polynomial ring in variables ti with deg ti = −i (here we denote by t
the set of all variables). Consider a generic power series
λt(x) = x+
∑
i≥1
tix
i+1 ∈ R[t][[x]].
It has a formal inverse λ−1
t
(x) = x− t1x2 + (2t21 − t2)x
3 + o(x3) defined by
λt(λ
−1
t
(x)) = x = λ−1
t
(λt(x)).
We define a theory h˜ twisted by means of λt as follows:
First, we extend coefficients over R[t] and obtain an AOCT
h[t](X) = h(X)⊗R R[t]
with the same formal group law but considered over R[t] which we denote by F [t].
Then, we set h˜(X) to be the same graded ring as h[t](X) but we redefine the
characteristic classes as
ch˜1(L) := λt(c
h
1(L))
and the formal group law as
F˜ (x, y) := λt(F [t](λ
−1
t
(x), λ−1
t
(y))).
By definition, λt : F [t]→ F˜ is a morphism of FGLs over R[t].
Example 3.1. Observe that a matrix expressing the coefficients a˜ij ∈ R[t] of the
twisted FGL
F˜ (x, y) = x+ y +
∑
i,j≥1
a˜ijx
iyj
in terms of the coefficients ai′j′ is a unitriangular matrix with coefficients pi′j′ ∈ R[t]
given by homogeneous polynomials:
a˜ij = aij +
∑
i′+j′<i+j
ai′j′pi′j′ , deg pi′j′ = i+ j − i
′ − j′.
In particular, for the first two coefficients we have
a˜11 = a11 + 2t1, a˜12 = a12 + a11t1 − 2t
2
1.
Remark 3.2. The theory h˜ has the same pull-backs as h (but it has twisted push-
forwards). Moreover, the twisted theory C˜H can be viewed as an approximation
for the algebraic cobordism Ω (the Lazard ring L embeds into C˜H(pt)).
3.2. Landweber-Novikov operations. Consider the algebraic cobordism Ω. Following
[Me02, §10] we define the total Landweber-Novikov (LN) operation CΩ : Ω → Ω[t]
and the LN operations
CΩI : Ω
∗(X)→ Ω∗+|I|(X)
corresponding to partitions I = (i1 ≥ i2 ≥ . . . ≥ im > 0), where |I| = i1 + . . .+ im
is the degree of I, as follows:
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Consider the twisted theory Ω˜. Since it is the AOCT, by universality of Ω there
is the ring homomorphism Ω(X)→ Ω˜(X) which maps cΩ1 (L) to c
Ω˜
1 (L). Identifying
Ω˜(X) with Ω[t](X) as graded rings we obtain the total LN operation CΩ which is the
graded multiplicative operation corresponding to the morphism (φ, λt) : FU → FU [t]
of FGLs, where φ(aij) = a˜ij (cf. [Vi17, Example 3.9]).
Taking the coefficient at the monomial tI = ti1ti2 . . . tim of the image of C
Ω gives
the group homomorphism CΩI : Ω
∗(X)→ Ω∗+|I|(X). In other words, we have
CΩ(x) =
∑
I
CΩI (x)tI .
Example 3.3. In particular, if X = pt, then CΩI (aij) is the coefficient at tI in the
expansion of a˜ij in terms of ai′j′ of Example 3.1.
Suppose X = Pn. Then Ω(X) = L[c]/(cn+1) ∈ Ω1(X), where c = cΩ1 (O(1)) ∈
Ω1(X). By definition CΩ : Ω(X)→ Ω[t](X) is the graded ring homomorphism which
maps aij 7→ a˜ij and c 7→ λt(c) = c+ t1c2 + t2c3 + . . ..
More generally, instead of taking the coefficient at tI we can apply an arbitrary
graded L-linear map ψ : L[t]→ L of degree l. This gives a group homomorphism
CΩψ : Ω
∗(X)
CΩ
−→ Ω[t](X)
−⊗ψ
−→ Ω∗+l(X)
which is a L-linear combination of LN operations corresponding to partitions.
Remark 3.4. Following [Vi17] an additive operation is a natural transformation of
functors hn1 → h
m
2 with values in the category of abelian group. The LN operations
corresponding to partitions provide examples of additive operations. Moreover, by
[Vi17, Theorem 3.18] all additive operations can be described as certain L ⊗Z Q-
linear combinations of LN operations corresponding to partitions.
3.3. Chow traces of LN operations. We follow [Me03, §3]. Fix a prime p. Consider
the Chow theory with coefficients in R = Fp denoted by Ch(−). Set R[t′] =
R[tp−1, tp2−1, . . .], where t
′ denote the subset of t consisting of all variables indexed
by integers of the form pr − 1, r ≥ 1. Consider the theory C˜h twisted by means of
λt′(x) = x+ tp−1x
p + tp2−1x
p2 + . . . ∈ R[[x]].
It turns out that the twisted FGL F˜ coincides with F [t′], hence it is also additive.
By universality of Ch (among all theories with additive FGL) there is a ring homo-
morphism Ch(X)→ C˜h(X). Identifying C˜h(X) with Ch[t′](X) as graded rings we
obtain a graded multiplicative operation CCh : Ch→ Ch[t′] which we call the total
Chow trace (of LN operation). Observe that CCh corresponds to the morphism
(id, λt′) : F → F [t′] of FGLs.
Let I be a partition which consist only of integers of the form pr−1, r ≥ 1. Taking
the coefficient at the monomial t′I we obtain a Fp-linear map C
Ch
I : Ch(X)→ Ch(X)
which we call the Chow trace corresponding to I and by definition, we have
CCh(x) =
∑
I
CChI (x)t
′
I .
Observe that if I consists of i ≥ 1 integers p − 1, then CChI is the usual i-th
Steenrod operation Sti mod p.
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Example 3.5. For the projective space X = Pn of Example 3.3 we have Ch(X) =
Fp[c]/(c
n+1) and CCh(c) = c+ tp−1cp + tp2−1c
p2 + . . ..
There is a commutative diagram of morphisms of FGLs
FU
(φ,λt)
//
(φ0,id)

FU [t]
t→t′

F
(id,λ
t′
)
// F [t′],
where φ(aij) = a˜ij , φ0(aij) = 0, which gives rise to a commutative diagram of the
respective operations
Ω∗(X)
CΩI
//

Ω∗+|I|(X)

Ch∗(X)
CChI
// Ch∗+|I|(X)
.
Remark 3.6. The Steenrod operations can be also constructed as follows (see
[Vi17, §6.4]):
Consider a multiplicative operation St: Ch → Ch[t], deg t = 1, corresponding
to the morphism of FGLs (id,−tp−1x + xp) : F → F [t], where F [t] is the additive
FGL over Fp[t]. Observe that St does not preserve the grading. Then St
i : Chm →
Chm+i(p−1) is given by taking the coefficient at t(m−i)(p−1) of the image of St.
4. Localized operations on T -equivariant theories
4.1. Equivariant coefficient rings. Let Λ be a free abelian group of finite rank and
let F be a FGL over a ring R. Following [CPZ, §2] consider the polynomial ring
R[xλ]λ∈Λ in variables corresponding to elements of Λ. Let R[[xλ]]λ∈Λ be its com-
pletion with respect to the kernel of the augmentation map xλ 7→ 0. Set
SF (Λ) := R[[xλ]]λ∈Λ/J,
where J is the closure of the ideal of relations x0 = 0 and xλ+µ = xλ +F xµ,
λ, µ ∈ Λ. The ring SF (Λ) is called the formal group ring associated to the lattice
Λ and to the FGL F over R.
Example 4.1. (i) For the additive FGL SF (Λ) = SymR(Λ)
∧ is the usual completed
symmetric algebra of Λ over R [CPZ, Example 2.19].
(ii) For the multiplicative periodic FGL, SF (Λ) = R[Λ]
∧ is the completed group
ring of Λ over R [CPZ, Example 2.20].
The following Lemma 4.2 provides an analogue of the map (1) for formal group
rings
Lemma 4.2. Let (φ, γ) : F1/R1 → F2/R2 be a morphism of FGLs.
Then there is an induced ring homomorphism C : SF1(Λ) → SF2(Λ) such that
C(xλ) ∈ xλSF2(Λ), for all λ ∈ Λ.
We call the map C the operation on formal group rings corresponding to (φ, γ).
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Proof. By [CPZ, §2] the formal group ring is functorial with respect to all the
parameters: coefficients, lattices and FGLs. Set C = γ⋆ ◦ φ⋆ to be the composite of
functorial maps of [CPZ, Lemma 2.6] induced by φ : R1 → R2 and γ : F2 → φ(F1).
Since φ⋆ : SF1(Λ)→ Sφ(F1)(Λ), xλ 7→ xλ and γ
⋆ : Sφ(F1)(Λ)→ SF2(Λ), xλ 7→ γ(xλ),
we obtain C(xλ) ∈ xλSF2(Λ). 
Following [HM13, §5] given a free AOCT h with the FGL F/R, a split torus
T and a smooth T -variety X over k, one constructs the associated equivariant
oriented cohomology hT (X) as the limit of usual oriented cohomology taken over
a certain system of T -representations (the Borel construction). We refer to [To99,
EG98, Br97] for the definition and properties of the equivariant Chow theory and
K-theory; and to [Kr12] for the T -equivariant algebraic cobordism. All such T -
equivariant theories satisfy the axioms of [CZZ2, §2]. For simplicity of the exposition
we assume that our theories are Chern-complete, i.e. hT (pt) = hT (pt)
∧.
According to [CZZ2, §3] the formal group ring of the character group Λ = T ∗
can be identified with the T -equivariant coefficient ring hT (pt), i.e.
hT (pt) ≃ SF (T
∗).
Under this identification xλ in the definition of the formal group ring corresponds
to the first characteristic class ch1(Lλ) of the associated T -equivariant line bundle
Lλ over pt.
4.2. The fixed loci. Let G be a split semi-simple linear algebraic group G over a field
k of characteristic 0 together with a a split maximal torus T and a Borel subgroup
B containing T . Consider the associated finite crystallographic (semisimple) root
datum Σ together with its subset of simple roots ∆ and the character lattice Λ = T ∗.
The Weyl groupW of Σ acts on T ∗ and, hence, by functoriality on the formal group
ring SF (T
∗). This action coincides with the natural action of W on hT (pt).
Set S = SF (T
∗). We define the twisted group algebra SW to be the free left
S-module S⊗RR[W ] so that each element of SW can be written uniquely as a linear
combination
∑
w∈W pwδw, where {δw}w∈W is the standard basis of the group ring
R[W ] and pw ∈ S. It has the product induced by that of R[W ] and the twisted
commuting relation w(p)δw = δwp, p ∈ S.
Consider its S-linear dual S⋆W = HomS(SW , S). By definition S
⋆
W is a free S
module with basis {fw}w∈W given by fw(v) = δw,v. It can be identified with
HomS(SW , S) = Hom(W,S) =
⊕
w∈W
S,
∑
w
pwfw 7→ (pw)w∈W ,
so that S⋆W is a commutative S-algebra where the product is given by the usual
point-wise multiplication of functions W → S. In particular, the unit in S⋆W is
given by
∑
w fw.
Now let Θ ⊂ ∆ and WΘ be the subgroup of W generated by simple reflections
corresponding to Θ. Similar to SW we define the parabolic S-module SW/WΘ (see
[CZZ1, §11]) so that its dual S⋆W/WΘ is a commutative S-algebra with a basis
{fw¯}w¯ ∈W/WΘ indexed by cosets W/WΘ.
Definition 4.3. Let (φ, γ) : F1/R1 → F2/R2 be a morphism of FGLs. Let Si =
SFi(T
∗), i = 1, 2 denote the respective formal group ring. Taking the direct sum
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over W/WΘ of the operations of Lemma 4.2 defines a ring homomorphism
CW/WΘ : (S1)
⋆
W/WΘ
→ (S2)
⋆
W/WΘ
, CW/WΘ(
∑
w¯
pw¯fw¯) =
∑
w¯
C(pw¯)fw¯
which we call the operation on fixed loci induced by (φ, γ).
4.3. Equivariant cohomology. Following [CZZ, CZZ1, CZZ2] we recall computa-
tions (which generalize computations by Kostant-Kumar [KK86, KK90]) of the
T -equivariant AOCT of the variety of complete flags hT (G/B). For these compu-
tations to work we need to assume that
The formal group ring SF (T
∗) is Σ-regular of [CZZ, Definition 4.4].
In particular, this holds if 2 is a regular element in R or if the root system does not
contain any symplectic root subsystem as an irreducible component.
As the first step consider the localizations at all xα’s, α ∈ Σ
Q = S[ 1xα , α ∈ Σ] and QW = Q⊗R R[W ].
Following [HMSZ, §6] we define the formal affine Demazure algebra DF to be the
subalgebra of the localized twisted group algebra QW generated by elements of
S ⊂ QW and by the push-pull elements
Yα =
1
x−α
+ 1xα δsα ∈ Q,
for all roots α and the corresponding reflections sα ∈W .
Example 4.4. (cf. [HMSZ, §7]) For the additive FGL, DF is the (completed) nil-
Hecke algebra. For the multiplicative FGL, DF is the (completed) 0-affine Hecke
algebra.
Now by [CZZ1, Theorem 10.7] the natural inclusion SW →֒ DF induces a ring
inclusion D⋆F →֒ S
⋆
W on the S-linear duals (called a restriction to fixed locus).
By [CZZ2, Theorem 8.2] the T -equivariant AOCT of G/B can be identified with
D⋆F in such a way that the restriction to fixed locus coincides with the pull-back
hT (G/B) →֒ hT ((G/B)T ).
Finally, consider the projective homogeneous space X = G/PΘ, where Θ ⊂ ∆
and PΘ is the standard parabolic subgroup containing B. There is the parabolic
analogue of all the above results (see [CZZ1] and [CZZ2]) which says that there is
the ring inclusion
hT (G/PΘ) ≃ D
⋆
F,Θ →֒ S
⋆
W/WΘ
≃ hT ((G/PΘ)
T ),
where DF,Θ is the respective parabolic module defined in [CZZ1, §11].
4.4. The forgetful map. We now recall the construction of the forgetful map (see
e.g. [CZZ, §11]). We assume for simplicity Θ = ∅.
Let I denote the kernel of the augmentation map ǫ : S → R. Consider the
quotient map (here D⋆F is an S-module)
ε : D⋆F → D
⋆
F /ID
⋆
F .
Given w ∈W and its reduced expression
w = sαi1 sαi2 . . . sαil , αij ∈ ∆,
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we set Iw = (i1, i2, . . . , il) and YIw = Yαi1 . . . Yαil in QW . By [CZZ, Prop. 7.7]
the set {YIw}w forms an S-basis of the algebra DF . By [CZZ1, §10] the Q-dual
set {Y ∗Iw}w forms an S-basis of the dual D
⋆
F . Finally, the set {ε(Y
∗
Iw
)}w forms an
R-basis of the quotient which can be identified with the usual AOCT h(G/B) (see
e.g. [CZZ, §11]).
Remark 4.5. Instead of the basis {Y ∗Iw}w we can take any of the S-bases of D
⋆
F
discussed in [CZZ1, §15]. In each case the map f sends the respective coefficients
pw ∈ S to their ‘constant terms’ ǫ(pw) ∈ R. For instance, we can take the Schubert
basis {ζIw = YIw ([pt])}w which is Poincare´ dual to {Y
∗
Iw
}w.
In view of the above identifications the map ε coincides with the usual forgetful
map
hT (G/B) ≃ D
⋆
F −→ D
⋆
F /ID
⋆
F ≃ h(G/B).
As before, this description can be extended to the parabolic situation in which case
we obtain the forgetful map
ε : hT (G/PΘ) ≃ D
⋆
F,Θ −→ D
⋆
F,Θ/ID
⋆
F,Θ ≃ h(G/PΘ).
Remark 4.6. The fact that the quotient D⋆F,Θ/ID
⋆
F,Θ for the additive FGL co-
incides with the usual Chow ring CH(G/PΘ) and the map ε coincides with the
forgetful map CHT (G/PΘ)→ CH(G/PΘ) can be also found in [KK86, (5.12)].
4.5. The characteristic map. The Weyl group W acts by Z-linear automorphisms
of Λ and any such automorphism extends to an automorphism of the formal group
ring S = SF (Λ). Let Θ ⊂ ∆ and WΘ be the subgroup of W generated by simple
reflections corresponding to Θ. Denote by SWΘ the subring of invariants. Consider
the characteristic map
c : SWΘ −→ S⋆W/WΘ , p 7→ (w(p))w
and the Borel map
ρ : S ⊗SW S
WΘ −→ S⋆W/WΘ , p1 ⊗ p2 7→ p1c(p2).
Since the functorial maps on formal group rings induced by W -automorphisms
commute with the maps induced by morphisms of formal group laws, we obtain
Lemma 4.7. Operations on fixed loci commute with the characteristic map and
the Borel map, i.e. c ◦ C = CW/WΘ ◦ c and ρ ◦ (C ⊗ C) = CW/WΘ ◦ ρ.
We are now ready to state and to prove our key result
Theorem 4.8. Let (φ, γ) : F1/R1 → F2/R2 be a morphism of FGLs. Let G be a
split semisimple linear algebraic group over a field of characteristic 0 together with a
maximal split torus T and a Borel subgroup B containing T . Let Σ be the respective
root system together with a subset Θ of the set of simple roots ∆. Let PΘ be the
parabolic subgroup for Θ and G/PΘ the respective projective homogeneous variety.
Let S1 and S2 be the formal group rings associated to F1, F2 and the character
lattice Λ = T ∗. Assume that both S1 and S2 are Σ-regular.
(i) The operation on fixed loci CW/WΘ : (S1)
⋆
W/WΘ
→ (S2)⋆W/WΘ restricts to a ring
homomorphism between the respective T -equivariant oriented cohomology theories
CT : (h1)T (G/PΘ)→ (h2)T (G/PΘ),
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where h1 is a free theory for the FGL F1 and h2 is a theory with the FGL F2.
Moreover, CT commutes with the characteristic and the Borel map.
(ii) There is a commutative diagram
(h1)T (G/PΘ)
CT

ε
// h1(G/PΘ)
C

(h2)T (G/PΘ)
ε
// h2(G/PΘ)
where ε is the forgetful map and C is the multiplicative operation induced by (φ, γ).
Definition 4.9. We call the map CT a localized multiplicative operation on T -
equivariant AOCTs induced by (φ, γ).
Proof. (i) Assume Θ = ∅, i.e. G/PΘ = G/B. By [CZZ1, Thm. 10.7] the image of
the restriction to fixed locus D⋆F →֒ S
⋆
W and, hence, the equivariant cohomology
can be described as
hT (G/B) ≃ {
∑
w
pwfw ∈ S
⋆
W | pw − psαw ∈ xαS, α ∈ Σ
+, w ∈ W}.
By Lemma 4.2 we have
C(pw)− C(psαw) ∈ C(xαS1) ⊂ xαS2.
So the operation CW preserves the above relations and, therefore, it restricts to
the equivariant cohomology. We denote the restriction by CT . By Lemma 4.7 it
commutes with the characteristic and Borel maps.
The case of a general Θ follows by the same arguments using the parabolic
analogue [CZZ1, Thm. 11.9] of [CZZ1, Thm. 10.7].
(ii) Since C preserves the augmentation ideal, the operation CT induces the map
on quotients
C˜ : h1(G/PΘ) ≃ D
⋆
F1,Θ/I1D
⋆
F1,Θ −→ D
⋆
F2,Θ/I2D
⋆
F2,Θ ≃ h2(G/PΘ)
which also commutes with the characteristic map.
Observe that the multiplicative operation C corresponding to the morphism
(φ, γ) : F1/R1 → F2/R2 maps c
h1
1 (L) to γ(c
h2
1 (L)) for any line bundle L over G/B
(e.g. see [Pa04, §2.5]) and the same holds for the operation C˜ since it commutes
with the characteristic map.
Consider the canonical map g : Ω → h1. It maps the L-basis {ε(Y ∗Iw)}w of
Ω(G/B) to the respective R1-basis of h1(G/B) and coefficients in L to the co-
efficients of F1 in R1. It also maps c
Ω
1 (L) 7→ c
h1
1 (L). Both operations C˜ and C
can be uniquely extended to the operations Ω(G/B)→ h2(G/B) via g. Moreover,
these extensions will coincide on characteristic classes of line bundles. Since the
characteristic classes cΩ1 (L) generate Ω(G/B) rationally by [CPZ, Corollary 13.9],
the operations C˜ and C coincide over G/B.
Finally, observe that the pull-back π∗ : h(G/PΘ)→ h(G/B) is the inclusion and
both operations C and C˜ commute with π∗ by definition. 
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4.6. Localized LN operations and their Chow traces. By Theorem 4.8 we can extend
the LN operations and their Chow traces as follows:
Recall that both these operations are projections of the graded multiplicative
operations CΩ : Ω→ Ω[t] and CCh : Ch→ Ch[t′] induced by the morphisms of FGLs
(φ, λt) : FU → FU [t] and (id, λt′) : Fa → Fa[t′] respectively (here Fa denotes the
additive FGL). We call the associated localized multiplicative operations
CΩT : ΩT (G/PΘ)→ Ω[t]T (G/PΘ) and C
Ch
T : ChT (G/PΘ)→ Ch[t
′]T (G/PΘ)
the localized total LN operation and the localized total Chow trace operation,
respectively.
Finally, let ψI be the L-linear projection L[t] → L to the respective monomial
tI . We call the composite of the total operation CΩT with the induced projection
−⊗ ψI : Ω[t]T (G/PΘ) = ΩT (G/PΘ)⊗L L[t] −→ ΩT (G/PΘ)
by the localized LN operation corresponding to the partition I.
Similarly, we call the composite of CChT with the induced projection
−⊗ ψ′I : Ch[t
′]T (G/PΘ) = ChT (G/PΘ)⊗Fp Fp[t
′]→ ChT (G/PΘ)
by the localized Chow trace corresponding to the partition I (here ψ′I : Fp[t
′]→ Fp
is the projection corresponding to t′I).
5. Computation of localized operations
In the present section we describe an algorithm that can be used to compute
multiplicative operations on AOCTs of projective homogeneous varieties. This
extends the algorithm provided in [GPS] for the Steenrod operations on Chow
groups.
Our setup is as follows. Suppose we are given a multiplicative operation h1 →
h2 corresponding to the morphism (φ, γ) : F1/R1 → F2/R2 of FGLs. Consider
the respective (localized) multiplicative operations CT : (h1)T (G/B)→ (h2)T (G/B)
and C : h1(G/B)→ h2(G/B). Set S1 = (h1)T (pt) and S2 = (h2)T (pt).
We choose an S1-basis B1 of (h1)T (G/B) and an S2-basis B2 of (h2)T (G/B). We
want to compute the action of CT on elements of B1 and express it in terms of B2,
i.e. for each f ∈ B1 we want to compute the coefficients cf,g ∈ S2 such that
CT (f) =
∑
g∈B2
cf,gg.
Applying the forgetful map ε we then restrict it to the respective R1-basis of
h1(G/B) and the R2-basis of h2(G/B) and, hence, compute the usual multiplicative
operation
C(ε(f)) =
∑
g∈B2
ǫ(cf,g)ε(g).
Below we focus on the cases when both B1 and B2 are either the Q-dual bases
{Y ∗Iw}w or the Schubert bases {ζIw}w. Note that our algorithms can be easily
extended to a general parabolic case, i.e. operations on G/PΘ using the results of
[CZZ1].
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5.1. The Q-dual basis. Consider the basis of hT (G/B) given by the Q-dual elements
{Y ∗Iw}w. Dualizing the presentation δv =
∑
w≤v bv,IwYIw , bv,Iw ∈ S = hT (pt) we
obtain (see [CZZ1, (7.1)])
Y ∗Iw =
∑
v
bv,Iwfv ∈ h
l(w)
T (G/B), where
(i) bv,Iw = 0 for all v 6≥ w, and
(ii) bw,Iw =
∏
α∈Σ+∩wΣ− xα (see [CZZ1, Lemma 3.3]).
Hence, the transformation matrix C = (bv,Iw )v,w over S whose columns are the
basis vectors Y ∗Iw is low-triangular with monomials bw,Iw ∈ S
(l(w)) on the main
diagonal.
Consider the inverse matrix C−1 = (aIv ,w)v,w overQ, where YIv =
∑
w≤v aIv ,wδw
with aIw ,w = 1/bw,Iw . By definition C
−1 · (pv)v expresses x =
∑
v pvfv, pv ∈ S in
terms of the basis {Y ∗Iw}w. Since C
−1 is also low-triangular, we obtain
(iii) If x =
∑
v pvfv is such that pv = 0 for all v 6≥ w, then aIw,w · pw ∈ S.
Remark 5.1. The algorithm for the Chow theory in [GPS] uses the notation ZTw
for Y ∗Iw , x = (pv)v, α = xα, ıu(x) = pv, ıv(Z
T
w ) = bv,Iw . The statements (1-3)
of [GPS, Lemma 5.5] are precisely the properties (i-iii) above in the case of the
additive FGL.
Remark 5.2. The coefficients bv,Iw and, hence, the matrix C can be efficiently
computed using the root polynomial method of [Bi99], [Wi04] for the Chow theory
and the K-theory, respectively. The generalization of this approach to the case of
a hyperbolic FGL can be found in [LZ17, Theorem 4.4].
5.2. The elimination procedure. We now extend the elimination procedure of [GPS,
5.6] to an arbitrary FGL and the associated structure algebra. Roughly speaking,
this procedure computes the product (aw)w = C
−1 · (pv)v using the divisibility
property (iii). We follow closely [GPS]:
We first extend the Bruhat order to a linear order on the Coxeter groupW . Given
a non-zero x =
∑
v pvfv ∈ h
m
T (G/B) let u ∈ W be the minimal element such that
pu 6= 0. Then by (iii) pu is divisible by the monomial bu,Iu . Since bu,Iu ∈ S
(l(u)),
we get l(u) ≤ m.
Assume l(u) < m. Then we compute the quotient bu := pu/bu,Iu ∈ S
(m−l(u))
and set x′ = x− buY ∗Iu . Repeat the procedure to x
′ =
∑
v p
′
vfv and so on. Observe
that by construction p′u = 0 and p
′
w = 0 for all w < u. Hence, this procedure will
stop when either x = 0 or l(u) = m.
Suppose l(u) = m. Consider all v ∈ W such that l(v) = m. For all such v’s
bv := pv/bv,Iv ∈ S
(0). Set y := x−
∑
l(v)=m bvY
∗
Iv
.
Assume y =
∑
v yvfv 6= 0. Let u be the minimal element such that yu 6= 0, so
l(u) > m. Then yu/bu,Iu ∈ S so m ≥ l(u), a contradiction. Hence, y = 0.
5.3. Algorithm for the Q-dual basis. The action of CT on the basis {Y
∗
Iw
}w of
(h1)T (G/B) can be computed as follows:
I. First, one computes the matrix C = (bv,Iw)v,w, hence, expressing each Y
∗
Iw
as an
element
∑
v bv,Iwfv of (h1)T (G/B).
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II. Then one finds pv = C(bv,Iw) in S2 for each of the coordinates and obtains the
element x =
∑
v pvfv of (h2)T (G/B).
III. Finally, one applies the elimination procedure to x and computes (aw)w =
C−1 · (pv)v, hence, expressing x in terms of the basis {Y ∗Iw}w in (h2)T (G/B).
5.4. Algorithm for the Schubert basis. Set xΠ =
∏
α∈Σ− xα ∈ S = hT (pt). By the
(virtual) class of a point denoted [pt] we call the element xΠf1 ∈ hT (G/B). Define
(2) ζIw = YI−1w ([pt]) = Yαil (Yαil−1 (. . . Yα1([pt]))).
The family {ζIw}w forms an S-basis of hT (G/B) called the Schubert basis. It has
the following properties:
(i) By [CZZ1, Theorem 12.4] it is Poincare´ dual to the Q-dual basis {Y ∗Iw}w,
namely
AΠ(Y
∗
Iw · ζIv ) = δw,v1, where 1 =
∑
u
fu, AΠ(
∑
v
pvfv) = (
∑
v
pv
v(xΠ)
) · 1.
(ii) If ζIw =
∑
v p
Iw
v fv, then p
Iw
v = 0 for all v 6≤ w.
(iii) ζIw ∈ h
N−l(w)
T (G/B), where N = dimG/B.
(iv) By [CZZ1, Lemma 7.3] we have pIwv = v(xΠ)aIw,v. In particular, we have
pww = p
Iw
w = w(xΠ)/bw,Iw .
All these conditions imply that the transformation matrix D := (pIwv )w,v over S
(the rows of D are the Schubert classes) is low-triangular with the elements pww on
the main diagonal.
In the opposite direction, let D−1 = ( 1v(xΠ)bv,Iw)v,w be the inverse matrix over Q
(the rows of D−1 are the Schubert coordinates of (δu,v)u in Q). Then the Schubert
coordinates of an element
∑
v pvfv ∈ hT (G/B) are given by (pv)v ·D
−1.
The action of CT on the Schubert basis {ζIw}w of (h1)T (G/B) can be computed
as follows:
I. First one computes the matrix D expressing ζIw as
∑
v p
Iw
v fv of (h1)T (G/B). For
this one uses the inductive formulas (2).
II. Then one computes pv = C(pIwv ) in S2 for each of the coordinates and obtains
the element x =
∑
v pvfv of (h2)T (G/B).
III. Finally, one finds the matrix D−1 using the formulas for the coefficients bv,Iw
and computes (pv)v ·D−1, hence, expressing x in terms of the Schubert basis {ζIw}w
in (h2)T (G/B).
6. Cohomological operations and push-pull operators
In this section we study behaviour of cohomological operations on oriented coho-
mology of additive types with respect to the (Hecke) action by push-pull operators.
Following [CZZ1, §4] we define the Hecke action of QW on Q∗W = HomQ(QW , Q)
as follows:
(z • f)(z′) := f(z′z), z, z′ ∈ QW , f ∈ Q
∗
W .
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By definition, this action is left Q-linear, i.e. z • (qf) = q(z • f) and it induces a
Q-linear action of W on Q∗W via w(f) := δw • f . We have q • fw = w(q)fw and
w(fv) = fvw−1 for any q ∈ Q and w, v ∈W . By [CZZ1, Theorem 10.13] this action
restricts to the action of DF on D
⋆
F ≃ hT (G/B) so that hT (G/B) becomes a free
DF -module of rank one.
Consider the push-pull element Yα =
1
x−α
+ 1xα δsα ∈ DF . It acts on D
⋆
F as follows
Yα • (
∑
v
pvfv) =
∑
v
pv
v(x−α)
fv +
∑
v
pv
vsα(xα)
fvsα
=
∑
v
( pvx−v(α) +
pvsα
xv(α)
)fv
=
∑
v
(κv(α)pv +∆v(α)(pv))fv,
where pv ∈ S, κv(α) =
1
x−v(α)
+ 1xv(α) ∈ S and ∆v(α)(pv) = (psv(α)v − pv)/xv(α) ∈ S
by [CZZ1, Thm. 10.7].
Definition 6.1. We say that a FGL F is of additive type if its formal inverse
coincides with the usual additive inverse, i.e. −Fx = −x.
Observe that any F of the form F (x, y) = (x+ y)g(x, y) for some g ∈ R[[x, y]] is
of additive type.
We are now ready to prove the following
Proposition 6.2. Suppose (φ, γ) : F1/R1 → F2/R2 is a morphism of FGLs of
additive type. Let CT : (h1)T (G/B) → (h2)T (G/B) be the localized multiplicative
operation induced by (φ, γ). Let Yα be the push-pull element acting on the respective
oriented cohomology by means of the Hecke action.
Then we have
itd(xα) • CT (Yα • z) = Yα • CT (z), for all z ∈ (h1)T (G/B).
Proof. Since F1 and F2 are of additive type, κv(α) = 0 for all α and v.
Let z =
∑
v pvfv ∈ (h1)T (G/B). Then we obtain
itd(xα) • CT (Yα • z) = itd(xα) • CT
(∑
v
∆v(α)(pv)fv
)
=
∑
v
γ(xv(α))
xv(α)
C(∆v(α)(pv))fv =
∑
v
C(psv(α)v)−C(pv)
xv(α)
fv.
On the other side we have
Yα • CT (z) = Yα • (
∑
v
C(pv)fv) =
∑
v
∆v(α)(C(pv))fv =
∑
v
C(psv(α)v)−C(pv)
xv(α)
fv. 
Remark 6.3. Theorem 6.2 obviously holds for the Chow traces of LN operations
as well as for Steenrod operations.
In these cases it can be viewed as an extension of the classical formulas for the
Steenrod operations (see e.g. [Me03, Prop. 5.3]) with respect to the push-forward
Ch(G/B) → Ch(G/PΘ) induced by projection onto the flag variety corresponding
to the minimal parabolic subgroup PΘ with Θ = {α}.
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