Abstract. The present paper concerns the semicardinal quadrature formulae introduced in Part III of the reference [3] . These were the limiting forms of Sard's best quadrature formulae as the number of nodes increases indefinitely. Here we give a new derivation and characterization of these formulae. This derivation uses appropriate generating functions and also allows us to compute the coefficients very accurately.
Introduction. The present paper is a slightly shortened version of the MRC report [5] . Let m be a natural number and let (1) S2+m_i = {Six)} denote the class of functions S(x) satisfying the three conditions: (2) Six) E C2m-2(R), is well defined for every S(x) satisfying (5).
In the same paper [3, Theorem 6, Section 10], the following theorem was established.
Theorem 1. We consider a quadrature formula (9) [ fix) dx = ¿ B.fiv) + Rf with perfectly arbitrary constant coefficients B, subject only to the condition (7). Among these formulae, there is exactly one with the property that (10) Rf = 0 whenever fix) E SL-i C\ LX(R+).
We denote this unique formula by (11) [ Kx)dx = ¿ Hlm)fiv) + Rf Jo 0
and call it the semicardinal quadrature formula of order m. For the derivation of (11) by integra ing the semicardinal interpolation formula, see [3, Section 10] , wherein its connection with some conjectures due to L. F. Meyers and A. Sard concerning best quadrature formulae is explained (see also [4, Lecture 8] ). The purpose of the present note is the accurate computation of the values of the coefficients H.im) for m = 1, 3, ■ • ■ , 7. The tables of Sections 7 and 8 are based on computations beautifully performed by Mrs. Julia Gray, of the Computing Staff of the Mathematics Research Center, on the CDC 3600. They were done in double precision and all decimals listed should be correct, as we had anywhere from 17 to 24 correct decimals throughout. The zeros of the Euler-Frobenius polynomials of Section 7 were found by the algorithm due to D. H. Lehmer. It seems of some interest to observe that 77l7) < 0.
We also give a new proof of Theorem 1 which is simpler than the proof presented in [3, Section 10] where the main emphasis was in establishing the harder MeyersSard conjectures.
We conclude this Introduction by mentioning two further remarkable semicardinal formulae: The first is the Euler-Maclaurin formula
The second is the so-called complete semicardinal formula
Both formulae are uniquely defined among quadrature formulae of their type (i.e., when all their terms are provided with arbitrary coefficients subject only to the condition that the coefficients of f(v) should form a bounded sequence) by the condition of being exact, hence Rf = 0, whenever f(x) is any spline of degree 1m -1 in the interval [0, +»), with knots at 1, 2, • • • , such that f(x) E EX{W+). Among the formulae (11), (12), and (13), the formula (13) is, as a rule, the most accurate in numerical applications (after an appropriate change of step), while (11) is the least accurate. The computation of the coefficients of the complete formula (13) is the subject of Silliman's forthcoming paper [6] . The reader will see that the use of the 5-splines (Section 1) transforms a fairly formidable problem into one that is within easy reach of the Euler-Laplace method of generating functions.
I. The Construction of the Semicardinal Quadrature Formula. 1. B-Splines and Euler-Frobenius Polynomials. Here we collect tools and results that have proved to be indispensable in the study of cardinal splines. Writing x+ = max(0, x), the forward B-spline is defined by (see [ 
This is a frequency function. More precisely,
Euler's generating function
x -e o (x -1) n! defines the polynomial nn(x) of degree n -1, called the Euler-Frobenius polynomial.
For proofs of its properties described below in Lemma 1, we refer to [2, Lemma 7], Lemma 1. (i) n"(x) is a reciprocal monk polynomial of degree n -1 with integer coefficients satisfying the recurrence relation (1.5) n"+1(x) = (i + «x)n"(x) + x(i -x)n^(x) (n,(x) = i).
(ii) The identity
holds.
(iii) The zeros X" o/Tln(x) are all simple and negative. We label them so that
(iv) The identity
The identity (1.8) shows the close relation between Ä-splines and Euler-Frobenius polynomials. In Section 7, the reader will find the polynomials IIu^^x) and their zeros for m = 1,3, 4, 5, 6, and 7.
2. A Recurrence Relation. In Sections 2, 3, and 4, we determine the Q.F. (9) satisfying conditions (7) and (10). To begin with, we ignore condition (7) and argue as follows.
We integrate the B-spline (1.2) m times so as to preserve the vanishing of the function in 'm, + » ). This condition uniquely defines the integral (2.1) cr(x) = <rm(x) = ¿¿¿-^ ± (-Iffy, -x)2.""1 having the properties
Moreover, since ßm(x) = 0 if x ^ 0, we conclude that
Clearly, this property of cr(x) will remain valid if we shift its graph to the right by an integer amount, hence
We conclude: The coefficients B. of an arbitrary Q.F. (9), (7), that enjoys the property (10), must satisfy the relations
The series on the right side indeed breaks off as indicated because of the second relation (2.2).
3. The Summation of Certain Power Series. The structure of the relations (2.5) suggests the use of generating functions for the determination of the B.. Indeed, the right side of (2.5) is seen to be equal to the coefficient of x"+m_1 in the product of power series -^=(^^S(-iKr>+"-^)-
As in (3.2), we introduce the new quantities
Jo and wish to sum the series co (3.7) ^ 7Jn+m_1xn+m_1.
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From (3.6) we obtain 
by (1.6). Here, V.ix) is an element of 7rm_2. Substituting this into (3.8), we obtain
Evidently, V(x) is such as to cancel the first m -1 terms of the power series expansion of the first term on the right side. The relations (2.5) may now be written as n (3.10) F" = 2 B,sn-, for n =■ m -1.
We Wí2j Aere se/ecí the first m -I terms T/ere, i/(x) is an arbitrary element ofirm-2. 4. Determining the Coefficients H.im). This will be done by requiring the coefficients (B,) of (3.17) to satisfy (7) or
The order of magnitude of the B. for large v is controlled by the location of the poles of the rational function Rm(x). Let us first transform its expression slightly. From the recurrence relation (1.5), we find that
and, substituting into (3.18), we obtain that
From (1.7) we know that the 2m -1 zeros X, of It^-^x) are simple and negative. It is now easy to decompose Rj(x) into partial fractions. Observing that Rm(x) is regular at x = », we find that We see that Uix) exists uniquely, because (4.6) describes an ordinary Lagrange interpolation problem. This establishes Theorem 3. There is a unique Q.F. where Uix) = am_2xm~2 + lower degree terms, is the solution of the interpolation problem (4.6).
In order to complete a proof of Theorem 1, we are still to show that the remainder functional Rf of the formula (4.7) satisfies the condition (10) of Theorem 1. For a proof of this, we refer to [5, Section 5] . 5 . Final Computational Details. We return to the rational function RJ,x), defined hy (4.9), that generates the H,(m) by (4.8). For even moderately large values of m, the zero X, is small and its reciprocal X2m_2 is correspondingly large (e.g., for m = 7, we find that \x = -.0001251). It is therefore important from the computational point of view to express the right side of (4.9) in terms of the zeros X1( • • • , Xm_,. This is easily done by the following device: We define the new polynomials U* and n2»,-i* by setting (5.1) u*ix) = xm-2uix-\ n2*m_i(x) = *2-snL-i(*_1).
In terms of these polynomials, (4.9) becomes 
