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This dissertation explores the notion of multiplicity and its generalizations within the
theory of commutative algebra. In a Noetherian local ring (R,m), Hilbert-Samuel
multiplicity is an invariant of m-primary ideals which has become ubiquitous in the
literature. The Hilbert function FI(n) of such an ideal, I, measures the length of R/In
and is equal to a polynomial, PI(n) for all sufficiently large n. The Hilbert-Samuel
multiplicity of I is the leading coefficient of PI(n), whose degree is d = dim(R). One










Over the years, mathematicians have found ways to apply the power of this invariant
outside the context of m-primary ideals through the proper definition of a sequence
of lengths. For example, Buchsbaum-Rim multiplicity applies to submodules of free
modules with finite colength, and j and ε-multiplicities use the local cohomology
functor to give multiplicities of ideals with maximal analytic spread. General j and ε
multiplicities are given by Ulrich and Validashti which absorb all these multiplicities
into a theory of relative multiplicity of algebras.
Chapter 2 is dedicated to calculating the limits which give rise to Buchsbaum-Rim
multiplicities. We provide a formula for the multiplicity of a module in terms of its
summands. An example demonstrates that multiplicity, dimension and rank alone are
insufficient to give the multiplicity of a specified power of the module. We perform
some explicit calculations for the special case of the module I⊕ J. Finally, we give a
iii
method of approximating the multiplicity of an arbitrary module using a direct sum of
ideals.
In the following chapter, we examine lengths given by a filtration, rather than powers
of an ideal. We consider filtrations as generalizations of both valuations and ideal
powers and identify a class of Rees valuations as Noetherian filtrations. We define a
general j-multiplicity for Noetherian filtrations and prove some of its characteristics.
Chapter 4 is dedicated to ideals of submaximal analytic spread which remain nonzero
when we apply the local cohomology functor. We determine that λ (H0m(I
n/In+1)),
as a sequence in n, is also a polynomial for all large n and explore the relationship
between the degree of this polynomial and the analytic spread of the ideal.
The final chapter is joint work with Tony Se. We analyze subrings of two-variable
polynomial rings generated over a field, k, by monomials. We explicitly describe the
asympototic behavior of a system of parameters and relate this to the Cohen-Macaulay
property of the ring. We also give an algorithm describing a k-basis for the quotient of
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Chapter 1
A History of Multiplicities in Commutative
Algebra
As a preliminary matter, we will review the current state of multiplicity theory and some of its ap-
plications. We begin with the development of Hilbert-Samuel multiplicity, a numerical invariant of
an m-primary ideal in a local ring. This invariant is typically calculated using the Hilbert function
of an ideal and takes its modern form in a 1951 paper of Samuel [35]. While studying general-
ized Koszul complexes, Buchsbaum and Rim [5] identified an analogous invariant for finite length
modules in 1964. This Buchsbaum-Rim multiplicity has come to be interpreted as a more direct
generalization of Hilbert-Samuel multiplicity by defining the invariant with respect to modules of
finite colength in a free module. In 1993, Achilles and Manaresi presented a multiplicity for ideals
of maximal analytic spread in a local ring and showed that this new multiplicity still described the
intersection of algebraic varities. Finally, Simis, Ulrich and Vasconcelos [36] define a relative mul-
tiplicity of algebras in 2001. Through the use of Rees algebras associated to ideals and modules,
each of the previously defined multiplicities may be studied through this unified framework.
1
1.1 Hilbert-Samuel Multiplicity
Throughout the text, R will be used to denote a commutative Noetherian ring with identity. Most
rings will be assumed to be local, in which case m will denote the maximal ideal and k will denote
the residue field. We use the notation (R,m) or (R,m,k) as a reminder of this convention. λR(−)
will indicate the length of a module over the ring R. The indication of the ring will frequently be
suppressed when context makes this clear.
One of the most important properties of length is its additivity. That is, if we have an exact
sequence of R-modules, 0→M1→M2→ . . .→Mn→ 0, then ∑ni=1(−1)iλ (Mi) = 0. In particular,
we will often deal with short exact sequences and use that if 0→M′→M→M′′→ 0 is exact and
λ (M)< ∞, then λ (M) = λ (M′)+λ (M′′).
Many of the lengths with which we work are related to polynomial functions. We frequently
find this well-known computational lemma of use.
Lemma 1.1 ([4], 4.1.2). Let F :Z→Z be a numerical function and d≥ 0 an integer. The following
conditions are equivalent:
(i) ∆dF(n) = c,c 6= 0 for all n 0.
(ii) There exists a polynomial of degree d such that P(n) = F(n) for all n 0.
Here ∆ is the difference operator ∆F(n) = F(n)−F(n− 1) and ∆d is the difference operator
iterated d times. We frequently use the following formulation of this result. If F(n) equals a
polynomial of degree d for all n 0, then ∑ni=1 F(i) = G(n) is equal to a polynomial of degree
d +1 for n 0 since ∆G = F .
1.1.1 Graded and Local Rings
A ring is graded by a semigroup G if there exist Rg ⊂ R for each g ∈G with the following proper-
ties:
(i) R =⊕g∈GRg
(ii) if a ∈ Rg and b ∈ Rh, then ab ∈ Rg+h
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When these hold, R is referred to as G-graded. The most common index semigroups are Z and N.
It is worth noting that when R is a graded ring, R0 is a subring since it is closed under addition and
multiplication.
Example 1.2. R = k[x,y] may be considered an N-graded ring with Ri equal to the set of polyno-
mials whose terms all have total degree i. This ring may also be considered an N2-graded ring in
which the graded pieces are in one-to-one correspondence with monomials of R. Under the first
grading, x3y2 + x2y3 would be in R5 and under the second x3y2 and x2y3 would fall into different
graded pieces, R(3,2) and R(2,3) respectively.
An element of a graded ring, R, is said to be homogeneous if it is contained in a single graded
piece of R. An ideal of R is said to be homogeneous if it may be generated by homogeneous
elements of R. If R is graded by N or Z and is generated over R0 by elements of degree 1, we
call R a standard graded ring. The polynomial ring above taken with the N-grading described is
standard graded. You may note in Example 1.2 that x3y2+x2y3 is homogeneous in the first grading
but not in the second.
A graded ring R is called a graded local ring if there is a unique homogeneous maximal
ideal. This differs from the standard definition of ‘local’ since R may well have another maximal
ideal which is not homogeneous. The standard example is again a polynomial ring over a field.
If R = k[x], then (x) and (x− 1) are both maximal ideals, though (x) is the only homogeneous
maximal ideal. The behavior of these rings is similar enough to local rings that this nomenclature
is ubiquitous.
Given a (non-graded) ring R and an ideal I ⊂ R, there are three graded rings which are fre-
quently constructed in the study of multiplicity. Letting t denote a new variable, R[It] is called the
Rees algebra of I. The ring has a natural standard N-grading by powers of t, giving R[It]n ∼= In
as R-modules. Quotient the Rees algebra by the ideal IR[It] and we obtain what is known as the
associated graded ring of I: G(I) = R[It]/IR[It] ∼= ⊕∞i=0Ii/Ii+1. A third critical construction is
the extended Rees algebra, which proved pivotal in much of Rees’ work: R(I) := R[It, t−1].
This is Z-graded by powers of t with R[It, t−1]n ∼= R for any n ≤ 0. In the extended Rees ring,
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(IR(I))n = (t−1R(I))n for all n ≥ 0, so that we may recover G(I) as the quotient of R(I) by a
principal ideal: G(I) = R[It, t−1]/t−1R[It, t−1].
Proposition 1.3 ([17], 5.1.4). Let R be a ring with dim(R) = d. Let R(I) denote the extended Rees
ring of an ideal I in R. Then dim(R(I)) = d+1 and dim(R(I)/t−1R(I)) = d. If I is contained in
a prime P with dim(R/P) = dim(R), then dim(R[It]) = d. Otherwise, dim(R[It]) = d +1.
Example 1.4. Let I = (3) ⊂ Z. R[It] = R[3t], R(I) = R[t−1,3t]. The graded pieces of G(I) are
each Z/3Z-modules: G(I)n = (3n)/(3n+1). Each graded piece has length 1 as a Z/3Z-module.
Using these constructions, we interpret questions about multiplicity of ideals in a local ring as
questions about standard graded local rings. The formal proof of results begins with a multiplicity
of modules over a standard graded ring.
A module over a graded ring may also be graded. M is a graded module of an H-graded
ring, R, if M may be written as ⊕g∈HMg such that for every a ∈ Rg,m ∈Mh we find am ∈Mg+h.
In the following theorem on graded modules, we use the convention that the degree of the zero
polynomial is -1 and the degree of a nonzero constant is 0.
Theorem 1.5 ([4], 4.1.6). Let M be a finitely generated graded module over a standard graded
local Noetherian ring R with R0 an Artinian subring. If λ (Mi) is finite, then λ (Mn) for large n is
given by a polynomial in n of degree dim(M)−1.
Proof. Let us proceed by induction on dim(M) = d. We use a prime filtration of M; there exist a
sequence of modules {A0, . . . ,At} such that 0 = A0 ⊂ A1 ⊂ . . . ⊂ At = M and for each 0 ≤ i < t,
there is a graded prime ideal pi and a shift in the grading by ai for which Ai+1/Ai ' (R/pi)(ai).
By additivity of λ , λ (Mn) = ∑t−1i=0 λ ((R/pi)(ai)n). If λ (R/pi) is eventually polynomial, then this
polynomial has a positive leading coefficient and ∑t−1i=0 λ (R/pi) will be a polynomial whose degree
is the maximum of the dimensions of R/pi. Hence we need only prove the statement for M = R/p.
If dim(R/p) = 0, then p is the unique homogeneous maximal ideal and (R/p)n = 0 for n > 0.
If dim(R/p) > 0, then there exists x ∈ R/p homogeneous of positive degree. Since R is stan-
dard graded, we may choose an x of degree 1. Now we consider the exact sequence given by
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multiplication with x:
0 −−−→ (R/p)(−1) x−−−→ R/p −−−→ R/(x)+ p −−−→ 0
This gives λ ((R/p)n)−λ ((R/p)n−1) = λ ((R/(x)+ p)n). Note that dim(R/(x)+ p) = d−1. By
induction, we assume that λ ((R/(x) + p)n) is a polynomial of degree d − 2 for n 0. Name
this polynomial L(n). Now λ ((R/p)n) = ∑ni=k L(i) + c for some constants k,c and Lemma 1.1
completes the proof.
Given a graded module M whose graded pieces have finite length, we define the Hilbert func-
tion of M as F(i) := λ (Mi). By Theorem 1.5, i 0 gives F(i) = P(i) for some polynomial P(i) of
degree d− 1. We also consider the cumulative Hilbert function formed by ∑ni=0 λ (Mi). For large
n, we may consider ∑ni=1 F(i) to be a fixed constant added to a sum of polynomials. By Lemma
1.1, this cumulative function is eventually polynomial of degree d. Either of these may be called
the Hilbert polynomial of the module M. When the leading coefficients of these polynomials are
normalized with multiplication by (d−1)! and d! respectively, the coefficients are equal. This co-
efficient is a critical invariant called the graded multiplicity of M, denoted e0(M) or simply e(M).
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Example 1.6. Let k be a field and let R = k[x,y,z] be given the standard N-grading. Each graded
piece of R is an R0-module, so Rn is a vector space over k whose length is the number of monomials






2 . In this case, the Hilbert function is
equal to the Hilbert polynomial for all n. The multiplicity of R as a graded R-module is 2! times
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the leading coefficient: e(R) = 1.
Every generalization of multiplicity may be formulated in terms of a graded multiplicity, with
various difficulties arising in the analysis of the appropriate graded rings and modules. The sim-
plest modules of finite length are found by examining m-primary ideals in a local ring. The fol-
lowing proposition is well-known.
Proposition 1.7. Let (R,m,k) be a Noetherian local ring and I an ideal. Then R/I has finite length
over R if and only if I is m-primary.
Proof. Without loss of generality, we may replace R/I by R and I by (0). The statement becomes
R has finite length if and only if (0) is m-primary. A module has a finite composition series exactly
when that module satisfies ascending and descending chain conditions. Hence R has finite length
if and only if R is Artinian if and only if (0) is m-primary.
Let I be an m-primary ideal in a local ring R. We consider the standard graded local ring
R(I). Its homogeneous maximal ideal is given by M with M ∩R = m and Ri ⊂M for i > 0.
The associated graded ring of I is a graded module over this ring. By Theorem 1.5, λ (In/In+1) is
eventually a polynomial of degree dim(R)−1. It follows, as before, that λ (R/In)=∑ni=1 λ (Ii−1/Ii)
is eventually a polynomial of degree dim(R). This construction produces what is known as the
Hilbert-Samuel polynomial of the ideal I with leading coefficient e(I).
In developing the theory of multiplicity, it is helpful to define it more generally, in terms of
R-modules.
Definition 1.8 ([17], 11.1.5). Let R be a local ring of Krull dimension d, I an m-primary ideal, and










We recover the standard multiplicity e(I) by assigning M = R. We conclude our introduction
of multiplicity by observing its behavior on exact sequences.
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Proposition 1.9 ([17], Theorem 11.2.3). Let (R,m) be local and let I ⊂ R be an m-primary ideal.
Let 0→ M′ → M → M′′ → 0 be a short exact sequence of finitely-generated R-modules. Then
e(I,M) = e(I,M′)+ e(I,M′′).
Proof. Let P(n),P′(n),P′′(n) be polynomials which asymptotically define the lengths of M/InM,
M′/InM′ and M′′/InM′′, respectively. By identifying M′ with its image in M, we may consider
M′′ = M/M′ and rewrite the quotient M′′/InM′′ as M/(M′+ InM).
P(n) =λ (M/InM)
=λ (M/(M′+ InM))+λ ((M′+ InM)/InM)
=P′′(n)+λ (M′/(InM∩M′))
By the Artin-Rees lemma, there exists a constant c such that for n > c, InM′ ⊂M′∩ InM ⊂ In−cM′.
This gives P′(n)≥ λ (M′/(M′∩ InM))≥ P′(n− c) for all sufficiently large n. Hence P(n)−P′′(n)
is a polynomial whose leading term is identical to that of P′(n).




d! , respectively. Therefore,
e(M) = e(M′)+ e(M′′).
1.1.2 Integral Closure and Reductions
One of the most famous results of David Rees establishes a correspondence between the Hilbert-
Samuel multiplicity of an ideal and its integral closure. We shall give a quick introduction to
integral closure and reductions. A more complete treatment of the subject is available in [17].
Definition 1.10 ([17], 1.1.1). Let R be a ring. An element r ∈ R is said to be integral over an ideal
I if there exist elements ai ∈ Ii such that
rn + rn−1a1 + rn−2a2 + . . .+ ran−1 +an = 0 (1.1)
We refer to this as an equation of integral dependence. We define the integral closure of an
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ideal I := {r ∈ R|r is integral over I}. This set is again an ideal of R and is integrally closed in the
sense that I = I.
Closely related to the notion of integral closure is the reduction of an ideal.
Definition 1.11 ([17], 1.2.1). Let J ⊂ I be ideals. We say that J is a reduction of I if there exists
an integer t such that JIt = It+1.
Proposition 1.12 ([17], 1.2.2). Let J be an ideal in a ring R. Then an element r ∈ R is integral
over J if and only if J is a reduction of J+(r).
Proof. Suppose r is integral over J. We have rk = rk−1a1 + rk−2a2 + . . .+ak for some ai ∈ Ji. We













+(r)k = J(J+(r))k−1 +(rk)
The equation of integral dependence demonstrates rk ∈ J(J+(r))k−1 so (J+(r))k = J(J+(r))k−1
as desired.
Suppose J is a reduction of J+(r). There exists k such that J(J+(r))k−1 =(J+(r))k. In particular,
rk ∈ J(J +(r))k−1 so there exists an equation of integral dependence of r over J whose degree is
k.
Using this proposition and basic properties of reductions, it is easy to extend the result to
finitely generated ideals. That is, for J ⊂ I ideals and I finitely generated, J is a reduction of I if
and only if I ⊂ J.
The following is an important link between reductions and Rees rings.
Proposition 1.13 ([17], 8.2.1). Let R be a ring and let J ⊂ I ⊂ R be ideals. Let I be finitely
generated. J is a reduction of I if and only if R[It] is module-finite over R[Jt].
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Proof. Suppose JIn−1 = In so that J is a reduction of I. Our rings are Noetherian, so I is finitely
generated and a finite number of elements is needed to generate It, I2t2, . . . , In−1tn−1 over R[Jt].
Then for each α ∈ Im for m ≥ n, α ∈ Jm−n+1In−1 which lies in the R[Jt] module generated in
degree i by Iit i for 0 < i < n.
Conversely, let R[It] be module-finite over R[Jt]. In particular, let the R[Jt] module generated
by x1t p1 , . . . ,xkt pk be R[It]. Then for n > maxi(pi),
In =Jn + Jn−p1x1 + . . .+ Jn−pkxk
=J(Jn−1 + Jn−p1−1x1 + . . .+ Jpk−1xk) = JIn−1
We may also speak of the integral closure of rings. Let R⊂ S be rings. We say that an element
s ∈ S is integral over R if there exists an equation as in 1.1 with ai ∈ R. When no overring is
specified, the integral closure of the domain R is taken to be the integral closure of R in its field of
fractions; that is, the localization of R at the prime ideal (0).
Rings and ideals generated by monomials provide the clearest examples of integral closure.
Example 1.14. Let R = k[x,y], I = (x2,y2). The equation (xy)2+(xy) ·0−x2 ·y2 = 0 demonstrates
that xy is integral over I. The integral closure of I is (x2,xy,y2).
Example 1.15. Let S = k[x2,y2] ⊂ R = k[x,y]. The integral closure of S in R is R, since R is
generated as a ring by elements integral over S. However, S is integrally closed as a ring since
elements such as x,y,xy are not in the field of fractions of S.
Integral closures arise naturally in a variety of settings. The following theorem gives strong
motivation for studying the multiplicity by connecting the two theories. A proper statement of
Rees’ Theorem requires a somewhat technical definition which will recur later in the work.
Definition 1.16 ([19], 1.1). Let (R,m) be a local ring and let R̂ be its m-adic completion. A ring
R is unmixed if dim(R̂) = dim(R̂/P) for any associated prime P ⊂ R̂. R is quasi-unmixed if
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dim(R̂/P) = dim(R̂) for any minimal prime P⊂ R̂.
Theorem 1.17 (Rees, [30]). Let R be a quasi-unmixed local ring and let J⊂ I be m-primary ideals.
I ⊂ J if and only if e(I) = e(J).
Example 1.18. Let R = k[x,y] and J = (x3,y3)⊂ R. Then J = (x3,x2y,xy2,y3). Any ideal between
the two, like I = (x3,x2y,y3), has the same multiplicity as these ideals.
We may count λ (R/(x3,x2y,xy2,y3)n) as the number of monomials in two variables of degree








As a k-vector space, R/(x3,y3)n includes all monomials of degree less than 3n. It also in-
cludes monomials x3(n−i)−1y3i+1,x3(n−i)−2y3i+2,x3(n−i)−1y3i+2 for 0 ≤ i < n. We may calculate
λ (R/(x3,y3)n) = λ (R/(x,y)3n)+3n = 92n
2 + 92n.
Any ideal I with J ⊂ I ⊂ J will have λ (R/Jn) ≤ λ (R/In) ≤ λ (R/Jn). Hence, the multiplicity
of any such ideal is 9.
In the case of monomial ideals in a polynomial ring, the integral closure and multiplicity each
have geometric interpretations which help to illuminate this connection. Let R= k[x1, . . . ,xd]. Each
monomial in R may be considered a point in the lattice Nd by letting the ith coordinate correspond
to the power of xi in the monomial. Let I be an ideal of R generated by monomials. We may
consider the collection of points in Nd corresponding to all the monomials in the ideal. Define the
Newton polyhedron of I to be the convex hull of these points.
Example 1.19. Let I = (x3,y4) ⊂ k[x,y]. In Figure 1.1, monomials in I correspond to the lattice
points along or above the red line. The bounded face of the Newton polyhedron of I is in blue, so
that any lattice points between the red and blue lines lie in I \ I.
Now, the integral closure of I is described visually by all the lattice points of Nd which lie in the
Newton polyhedron of I. Moreover, it is shown in [39] that the multiplicity of an m-primary ideal is
given by the volume of the complement of its Newton polyhedron. In figure 1.1, this is the area of
the blue and black triangle. This gives a simple proof in the monomial case that J ⊂ I have equal
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Figure 1.1: I = (x3,y4)
multiplicity exactly when I ⊂ J. If their integral closures are different, then the complementary
volumes must be different since the polyhedron for I strictly contains the polyhedron for J.
1.1.3 Valuations
We find the theory of Rees valuations helpful for studying multiplicity and integral closure. We
now define a valuation and describe how to form the Rees valuation of an ideal.
Let K be a field whose multiplicative group K \{0} is K′ and let G be a totally ordered abelian
group. A valuation is a group homomorphism v : K′→ G with the following properties:
(i) v(x)+ v(y)≥min(v(x),v(y))
(ii) v(xy) = v(x)+ v(y)
We are most interested in valuations which develop from rings. When R is a domain, any map
v : R\{0}→G with the given properties extends uniquely to a valuation on the fraction field of R.
Thus, such a map is referred to as a valuation on R.
Example 1.20. Let R= k[x,y,z]. A rank one discrete valuation of R is a map v : k(x,y,z)\{0}→Z.
Let v be such a map with the additional assumption that the valuation of any polynomial equals
the minimum valuation of its terms. In this case, we say that v is a monomial valuation and is
determined by v(x),v(y),v(z). If v is a monomial valuation with v(x) = 2,v(y) = 3,v(z) = 4, then
v(x2y−3y3 +8z2) = min(7,9,8) = 7.
We may also consider (multiplicative) group homomorphisms v : R→ G∪{∞} which satisfy
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v(x+ y) ≥ min(v(x),v(y)) and v(xy) = v(x) + v(y). Since v(0) = v(0 · x) = v(0) + v(x) for any
a ∈ R, it follows that v(0) = ∞ or v(x) = 0 for all x ∈ R. By extension, v(x) = ∞ for all x in some
minimal prime P⊂ R, so such homomorphisms correspond to valuations on R/P.
Definition 1.21 ([17], 6.1.8). We say that two valuations, v : K′→ Gv and w : K′→ Gw are equiv-
alent if there exists an order-preserving isomorphism φ : image(v)→ image(w) such that for all
α ∈ K′, φ(v(α)) = w(α).
In terms of discrete valuations, this equivalence identifies maps like v : K′→Z and 2v : K′→Z.
Let V be a subring of a field K such that for each x ∈ K,x ∈ V or x−1 ∈ V . Then V is called
a valuation ring of K. As a subring of a field, valuation rings are always domains. For each
valuation v of K, we may produce a valuation ring by V := {a ∈ K|v(k)≥ 0}. Conversely, we have
the following proposition.
Proposition 1.22 ([17], Proposition 6.2.3). Let V be a valuation domain with field of fractions K.
Let K′, V ′ be the respective multiplicative groups of units. Then there is a group homomorphism
v : K′→ K′/V ′ and a total order on K′/V ′ such that v is a valuation with value group K′/V ′.
If v is a valuation with valuation ring V , then the valuation produced by applying 1.22 is equiv-
alent to v. Similarly, the natural valuation associated to a valuation ring V by 1.22 has V as its
valuation ring. Thus sets of valuations and their corresponding valuation rings are often used
interchangeably.
Of particular interest in our context are discrete valuation rings of rank one (DVRs).
Proposition 1.23 ([17], Proposition 6.4.4). Let R be a local domain, K its field of fractions and
R 6= K. The following are equivalent:
(i) R is a Noetherian valuation domain
(ii) R is a principal ideal domain
(iii) R is Noetherian and the maximal ideal is principal
(iv) R is Noetherian and there is no ring between R and K
(v) R is Noetherian, integrally closed and dim(R) = 1
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(vi) ∩nmn = 0 and m is principal
(vii) R is a valuation ring with value group isomorphic to Z.
Example 1.24. Let R = k[x,y](x,y) and let I = (x2,y3). Adjoin x
2
y3 to form S
′ := R[x
2
y3 ] = k[x,y,
x2
y3 ].
Take S to be the integral closure of S′ (in k(x,y)). We will claim S = S′[xy ] by showing that
x
y is





= y · x2y3 ∈ S
′, so xy ∈ S. Then




y3 ], but since x = y · (
x
y), x is not necessary as a generator of S











This ring is a domain with height 1 primes (y,a) and (b,a). Localization at (0) gives a field and
localization at the height one primes gives a ring whose maximal ideal is principally generated by
(a). Hence we have Serre’s condition R1. Being a complete intersection, S′[xy ] satisfies S2 and,
thus, is normal. Therefore, S = S′[xy ].
Now IS = (y3)S is principal and is contained in one of the height one primes: P = (y,a). We
have observed that SP has a principal maximal ideal (a), so by Proposition 1.23 (iii) it is a DVR.
Note that x
2










3. This DVR gives the monomial valuation on
R with v(x) = 3,v(y) = 2.
Given any ideal I in a Noetherian ring, there exists a finite collection of DVRs which determine
the integral closures of I and its powers. That is, ∃V1, . . . ,Vr discrete valuation rings of rank 1 such
that for each i there is a minimal prime Pi ⊂ R with R/Pi ⊂Vi ⊂ κ(Pi), where κ(Pi) is the quotient
field of R/Pi. Given these valuation rings we have
In = ∩ri=1(InVi∩R) (1.2)
These ‘ideal valuations’ were discovered and investigated by David Rees [29] and have since be-
come known as Rees valuations of an ideal. If mi is the maximal ideal of Vi, then Qi =mi∩R is a
prime ideal of R which is called the center of the Rees valuation.
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The DVR in Example 1.24 is a Rees valuation of the ideal (x2,y3). In fact, Rees valuations in
general may be constructed by following the process in that example.
Construction 1.25. Let R be a ring and I ⊂ R an ideal.
• Choose a minimal prime P of R and let {g1, . . . ,gt} be a minimal generating set of I +P/P.
• Adjoin fractions of the form I/gk to the quotient ring as S := (R/P)[I/gk].
• Take the integral closure, S, of S.
• Let V be the localization of S at a prime minimal over gkS.
V is the DVR of a Rees valuation of I.
Different Rees valuations may arise from the same ideal by selecting a different minimal prime
of R for the quotient, a different generator of (I +P)/P to invert or a different prime of S at which
to localize.
Rees expressed multiplicity in terms of the Rees valuations. In describing this connection, we
first wish to reduce the calculation of multiplicity to the calculation of multiplicity over a domain.
The following theorem gives what is commonly called the ‘associativity formula’ for multiplicity.
Theorem 1.26 ([17], 11.2.4). Let (R,m,k) be a local ring, I an m-primary ideal, M a finitely




Proof. We may replace R by R/Ann(M) and thus consider dim(M) = dim(R) and Λ the set of
primes P with dim(R/P) = dim(R).
Fix a prime filtration of M: 0 = M0 ⊂ M1 ⊂ M2 ⊂ . . . ⊂ Mn = M with Mi+1/Mi ∼= R/Pi for
some prime Pi. Let FM(n),Fi(n) be the Hilbert polynomials of M, R/Pi, respectively. By 1.9, the
leading coefficients are additive on short exact sequences. We have 0→Mi→Mi+1→ R/Pi→ 0,
so FM(n) = ∑i Fi(n). Fi(n) does not contribute to the leading term if dim(R/Pi) < dim(R), so the
only terms which need be considered are the Pi ∈Λ. Each Pi may not be distinct, so we must count
the number of times each P ∈ Λ appears in the filtration. Consider MP, localized at P ∈ Λ. Since
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P does not properly contain any prime ideals, P is the only prime of RP. The number of times
e(I,R/P) is added to the leading term is λ (MP).
The following lemma is a reformulation of [31], Lemma 9.36. In context it is part of an
argument which extends its result to Noetherian filtrations of m-primary ideals. The more general
result is cited in Theorem 3.26, after we have developed the background on Noetherian filtrations.
We use one new piece of notation: for a valuation v and an ideal I, we denote min(v(x)|x ∈ I)
by v(I).
Lemma 1.27 ([31]). Let (R,m,k) be a local domain of dimension d. Let I = (x1, . . . ,xd) be an
m-primary ideal of R. Let v1, . . . ,vs be the Rees valuations of I, and K j the fraction field of v j.
Then, letting y ji be the image of xixd in K j for 1 ≤ i ≤ d− 1, {y j1, . . . ,y j(d−1)} is a transcendence
basis for K j over k. Furthermore, e(I) = ∑sj=1[K j : k(y j1, . . . ,y j(d−1))]v j(I)
1.2 Buchsbaum-Rim Multiplicity
In their study of Koszul complexes, Buchsbaum and Rim [5] produced a multiplicity which could
be applied to certain finite length modules over a local ring. The study of this invariant became
more popular after Kirby applied their result to modules defined by a cokernel matrix between free
modules in [21]. Following work in which Gaffney and others found applications of this invariant,
Kleiman and Thorup provided a comprehensive presentation of Buchsbaum-Rim multiplicity in
the context of algebraic geometry [23].
Another approach to defining the same invariant was more recently provided by Simis, Ulrich,
Vasconcelos [36]. The authors define a multiplicity criterion characterizing when a standard graded
algebra is integrally closed within a containing standard graded algebra. Given a submodule M of
a free module, we may define a Rees algebra of M similar the Rees algebra of an ideal. When
applied to these algebras, this relative multiplicity specializes to the existence of Buchsbaum-Rim
multiplicity. Viewing modules as algebras significantly simplifies the presentation of this invariant
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and provides an alternative heuristic for calculating the multiplicity. This is the approach my
studies have followed.
Let R ring and let M ⊂ Rr be an R-module. The symmetric algebra of Rr is S := R[x1, . . . ,xr],
which has the standard grading according to the total degree of monomials. Note that S1 ∼= Rr and
Sn ∼= R(
n+r−1
r−1 ) as R-modules. We define the Rees algebra, R(M), of a module, M, as a subalgebra
of S using the natural inclusion of M ⊂ Rr. For each m ∈M, the image of m in Rr is an r-tuple
(m1, . . . ,mr).
Definition 1.28 ([17], 16.2.1). The Rees algebra of the module M is defined to be the subalgebra
of S which is generated in degree 1 over R by {∑ri=1 mixi|(m1, . . . ,mr) ∈ im(M)⊂ Rr}.
One will note that the inclusion map of M ⊂ Rr need not be unique. Indeed this definition is
ambiguous in general, though all rings produced this way are equal up to a nilpotent ideal. For a
proof of this fact and a more general definition of the Rees algebra, see [10].
In parallel to the ideal case, we identify the graded pieces of R(M) with ‘powers’ of M. For ex-
ample, M2 := R(M)2 is identified with a submodule of R(
r+1
2 ), with each copy of R corresponding
to a monomial in the r variables of total degree 2. In this way Mk is the kth power of M1 within the
symmetric algebra. These are formally known as the torsion-free symmetric powers of a module,
though I will continue to refer to them simply as powers.










. If S = R[t,s], then
R(M) := R[xyt + y2s,x3t + ys]. Now M2 = R(M)2 is generated as an R-module by the following
polynomials:
x2y2t2 +2xy3ts+ y4s2
x4yt2 + xy2ts+ x3y2ts+ xy2s2
x6t2 +2x3yts+ y2s2





















We may now define the relative multiplicity of algebras and take the Buchsbaum-Rim multi-
plicity as a special case. I follow the presentation in [17], section 16.5.
Let A⊂ B be standard graded algebras over a local Noetherian ring R. By abuse of notation, we
will let A1 denote the ideal in B generated by the image of A1 under the given inclusion. Let G be
the associated graded ring of A1 in B. Note that G :=
B[A1t]
A1B[A1t]
has a natural bigrading, as B is graded
and B[t] has a grading with respect to t. Denote this grading by G(1,0) = B1 while G(0,1) = A1t.
Define a single grade on G by Gn =⊕i+ j=nG(i, j).
Theorem 1.30 (Simis, Ulrich, Vasconcelos, [36]). Let A⊂ B be a homogeneous inclusion of stan-
dard graded algebras over a local ring R. Let d denote dim(B). Suppose that λR(B1/A1)< ∞. Fix
t > 0.
(i) For every n≥ t−1, λR(Bn/An−t+1Bt−1) = λ ((BtG)n)
(ii) For n 0, λ (Bn/An−t+1Bt−1) is given by a polynomial pt(n) of degree
dim(BtG)−1 = dim(G/(0 :G BtG))−1≤ dimG−1 = dimB−1 = d−1





with et(A,B) = e(BtG) if dim(G/(0 :G BtG)) = d and et(A,B) = 0 if dim(G/(0 :G BtG))< d.
(iv) For t 0, et(A,B) = e(G/(0 :G B1G∞)) or = 0. Thus we may define e∞(A,B).
(v) If B is integral over A, then e∞(A,B) = 0
(vi) If B is equidimensional, universally catenary and e∞(A,B) = 0, then B is integral over A.
In order to define Buchsbaum-Rim multiplicity, we are interested in the lengths λ (Bn/An),
which appear in the above theorem for t = 1. Thus we will prove the more limited case shown in
the next proposition.
Proposition 1.31. Let A ⊂ B graded algebras over R as above. Again, let G be considered with
the N-grading described. Let d = dim(B) and suppose λR(B1/A1)< ∞.
(i) λR(Bn/An) = λR((B1G)n)
17
(ii) For n 0, λR(Bn/An) is a polynomial function P(n) of degree dim(B1G)−1≤ d−1
(iii) We may write the polynomial P(n) = e(A,B)(d−1)!n
d−1+O(nd−2). If dim(G/(0 :G B1G)) = d, then
e(A,B) = e(B1G) and if dim(G/(0 :G B1G))< d, then e(A,B) = 0.
Proof. Consider Gn ∼= BnA1Bn−1 ⊕
A1Bn−1
A2Bn−2




. Length is additive, so when we take λ ((B1G)n) we get a telescoping sum.
This yields λ ((B1G)n) = λ (BnAn ).
Next, B1G is a graded module over G/(0 :G B1G). Since (0 :G B1G)∩R = (A1 :R B1) and
λ (B1/A1) < ∞, (G/(0 :G B1G))0 is an Artinian ring. By Theorem 1.5, the graded components of
(B1G)n have finite length and are given by a polynomial P(n) of degree dim(G/(0 :G B1G))− 1.
Therefore, dim(G/(0 :G B1G))≤ dimG = dim(B) = d.
This notation allows us to define Buchsbaum-Rim multiplicity.
Definition 1.32 ([17], 16.5.5). Let M ⊂ N ⊂ Rr be R-modules with λ (N/M) < ∞. Following
the notation above, let A := R(M) and B := R(N), each of which lie in S = R[x1, . . . ,xr]. The
relative Buchsbaum-Rim multiplicity of M and N, denoted br(M,N), is defined to be e(B1G).
The Buchsbaum-Rim multiplicity of the module M ⊂ F = Rr, denoted br(M), is the relative
Buchsbaum-Rim multiplicity br(M,F).
We give one application of the Buchsbaum-Rim multiplicity. Many of the results on the integral
closure of ideals may be extended to more general modules. As we lack a multiplication between
module elements, an equation of integral dependence between elements of a module is impossible.
However, a definition of integral closure and reduction of modules may be stated in terms of
valuation rings, similar to equation 1.2 on page 13. In this definition κ(P) for a prime ideal P
denotes the field (R/P)P.
Definition 1.33 ([17], 16.1.3). Let N ⊂M be modules over a ring R. We say N is a reduction of
M if for all P, a minimal prime of R, and all κ(P)-valuation rings V containing R/P, the image of
M in M⊗κ(P) is contained in the V -span of the image of N.
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Let N ⊂ M ⊂ F be finitely generated R-modules with F free. Using the definition of Rees
algebras given above and working with ‘nice’ objects (that is, when R is a domain or M,N have
rank), N is a reduction of M exactly when R(M) is integral over R(N).
Theorem 1.34 ([17], Corollary 16.5.7). Let (R,m) be a formally equidimensional local Noetherian
ring with dimension d > 0, and let N ⊂M ⊂ F = Rr be R-modules with λ (F/N) < ∞. Then N is
a reduction of M in F if and only if br(M,N) = 0 if and only if br(M) = br(N).
1.3 j and ε Multiplicities
Achilles and Manaresi [1] first proposed a multiplicity of ideals which are not m-primary, known
as the j-multiplicity. Its properties were studied by various authors and led to development of ε-
multiplicity by Katz, Validashti [20] and Ulrich, Validashti [42]. Although the ε-multiplicity has a
similar form to the j-multiplicity, the differing action of the local cohomology functor in each case
leads to critical differences in the theory.
We continue the development of reductions in order to introduce analytic spread and, in turn,
these generalized multiplicities.
Definition 1.35 ([17], 5.15). Given a local ring (R,m) with ideal I, we may define the fiber cone
of I as FI := R/m⊕ I/mI⊕ I2/mI2⊕ . . .. The analytic spread of I, `(I), is defined as dim(FI).
Let GI be the associated graded algebra of an ideal I. One may note that FI = GI/mGI so that
`(I) = dim(FI) ≤ dim(GI) = dim(R). When equality holds, I is said to have maximal analytic
spread.
In Proposition 1.13, we observed that J ⊂ I is a reduction of ideals if and only if R(I) is a finite
module over R(J). Because of the relationship between Rees algebras and reductions, we are able
to use the fiber cone to study minimal reductions.
Proposition 1.36 ([17], 8.2.4). Let (R,m) be a local ring, and let J, I be ideals with J ⊂ In, and B
the subalgebra of FIn(R) generated by (J +mIn)/mIn. Then J ⊂ In is a reduction if and only if
FI is module-finite over B.
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Proof. Since FI is module-finite over FIn , it is enough to prove the case n = 1.
Suppose J ⊂ I is a reduction. By 1.13, R[Jt] ⊂ R[It] is module-finite. This property is pre-
served for R[Jt]/(mR[It]∩R[Jt]) ⊂ R[It]/mR[It]. But R[Jt]/(mR[It]∩R[Jt]) is isomorphic to B
and R[It]/mR[It] is FI(R).
Suppose FI(R) is module-finite over B. Let the homogeneous generators of F lie in degree d
or smaller. Then Id+1/mId+1 ⊂ (J +mI)/mI)(Id/mId). Since Id+1 ⊂ JId +mId+1, Nakayama’s
lemma demonstrates that Id+1 ⊂ JId .
Corollary 1.37 ([17], 8.2.5). Let R be a Noetherian local ring and let J ⊂ I be a reduction. The
minimal number µ(J) of generators of J is at least `(I).
We say that J ⊂ I, a reduction, is a minimal reduction if there is no ideal K properly contained
in J which is a reduction of I. If J is a minimal reduction of an ideal I, it also has no proper
reductions of itself.
Proposition 1.38 ([17], 8.3.3). Let (R,m) be a Noetherian local ring and let J be a minimal
reduction of I. Then
(i) J∩mI =mJ
(ii) For any ideal K such that J ⊂ K ⊂ I, any minimal generating set of J may be extended to a
minimal generating set of K.
Proof. Let L = J ∩mI. Since mJ ⊂ L, we may set t to be λR/m(J/L). Then J = (x1, . . . ,xt)+L
for some x1, . . . ,xt in J. It may be shown ([17], Lemma 8.18) that (x1, . . . ,xt) is also a reduction of
I. Therefore, if J is a minimal reduction, then J = (x1, . . . ,xt). Since t is the minimal number of
generators of J, L⊂mJ, giving (i).
For (ii), note that J∩mK =mJ. The t generators of J are thence part of a minimal generating
set of K.
Tying this result to the properties of the fiber cone, we get a strong characterization of minimal
reductions.
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Corollary 1.39 ([17], 8.3.5). Let (R,m,k) be a local Noetherian ring and let J ⊂ I be a reduction
such that µ(J) = `(I).
(i) J is a minimal reduction of I
(ii) The fiber cone of J is canonically isomorphic to the subalgebra of FI generated over k by
(J+mI)/mI. This algebra is isomorphic to a polynomial ring in `(I) variables over k.
(iii) For any integer a, Ja∩mIa =mJa.
Proof. Let K ⊂ J be a reduction of I. By 1.38 (ii), a minimal generating set of K may be extended
to a minimal generating set of J. By 1.37, K may not have fewer than `(I) generators. Hence
`(I) = µ(J) gives K = J, verifying (i).
Proposition 1.36 tells us that the fiber cone, FI , is module-finite over B, the subalgebra gener-
ated over k by (J +mI)/mI. Hence dimB = `(I). Since J is also generated by `(I) elements, B is
a polynomial ring over k in `(I) variables. There is a natural surjective map FJ → B. Given that
FJ is also generated by `(I) = `(J) elements, the kernel of this surjection to k[x1, . . . ,xt ] must be
0, proving (ii).
To see (iii), note that this isomorphism on the graded pieces of FJ → B restricts to maps
Ja/mJa→ (Ja +mIa)/mIa with kernel 0. Hence Ja∩mIa =mJa.
Noetherian local rings always admit minimal reductions. When R has a finite residue field, it
may occur that no reduction exists with `(I) generators. We may often reduce problems to the
case of an infinite residue field (see [17] Section 8.4), in which case every minimal reduction J has
µ(J) = `(I).
Proposition 1.40 ([17], 8.3.7). Let (R,m,k) be a Noetherian local ring, I ⊂ R an ideal, `(I) = t,
the analytic spread of I. If k is infinite, then every reduction of I contains a reduction generated by
t elements.
Proof. Let FI be the fiber cone of I. Let J ⊂ I be a reduction. If B is the subalgebra of FI
generated by (J +mI)/mI, then by 1.36 FI is finite over B. Using Noether Normalization, there
exist x′1, . . . ,x
′
t ∈ B1 such that B is module-finite over A = k[x′1, . . . ,x′t ]. (Note that if k is not infinite,
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we may not guarantee x′1, . . . ,x
′
t lie in degree 1 of B.) Hence FI is module-finite over A. Choose
xi ∈ J in the class of x′i and let K = (x1, . . . ,xt)R. Then K ⊂ J and K is a reduction of I by 1.36.
Using this proposition, we may establish another bound on `(I). Recall that FI is a standard
graded k-algebra generated by I/mI. Thus dimFI ≤ µ(I), the minimum size of a generating set
of I. Now let J be a minimal reduction of I with µ(J) = `(I). Reductions preserve the height of
an ideal, so ht(I) = ht(J) ≤ µ(J) = `(I). Hence for any I, ht(I) ≤ `(I) ≤ dim(R). As a special
case of this, we note that if I is m-primary, then ht(L)≤ `(L)≤ dim(R) = ht(L) and I has maximal
analytic spread.
As a final preliminary to j-multiplicity, we introduce an important functor. For an ideal J ⊂ R,
define a functor on R-modules, H0J , by H
0
J (M) := {z ∈M|Jn · z = 0 for some n}. This is a left exact
functor so when H0J is applied to a short exact sequence of R-modules, it produces a long exact
sequence of cohomologies. For this reason, H0J (−) is known as the zeroth local cohomology
functor of J. For a local ring (R,m), we henceforth denote H0m(−) by Γ(−).
The j-multiplicity of [1] may be defined by applying Γ to ideal quotients of the form In−1/In.
Since In−1 is finitely generated, there is a fixed power of m for each n with maΓ(In−1/In) = 0. In
fact, since the associated graded ring of I, GI , is finitely generated over R/I, there is a fixed power
ma which annihilates Γ(GI). That is, there exists a ∈ N such that maΓ(In−1/In) = 0 for all n. The
graded pieces of Γ(GI) have finite length which is eventually given by a polynomial.







The annihilator of Γ(GI) contains maGI , so the dimension of Γ(GI) is at most the Krull di-
mension of FI = GI/mGI . If dim(FI) < dim(R), then λ (Γ(In−1/In)) is eventually given by a
polynomial of degree less than d−1 and limn→∞ λ (Γ(I
n−1/In))
nd−1 = 0. In fact, j(I) is nonzero exactly
when `(I) = dim(R).
It should be noted that if I is an m-primary ideal, then λ (In−1/In) is finite. In this case
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Γ(In−1/In) = In−1/In and the j-multiplicity corresponds to the Hilbert-Samuel multiplicity.
Many of the useful properties of Hilbert-Samuel multiplicity are shared by the j-multiplicity.
Geometrically, the j-multiplicity corresponds to an intersection of varieties. Algebraically, it char-
acterizes ideal reductions. We have a formula given by Katz and Validashti relating the Rees
valuations of an ideal to its j-multiplicity.
Theorem 1.42 ([20], Theorem 3.9). Let (R,m) be a local ring and I ⊂ R an ideal with maximal




where v(I) denotes the least value under v of the elements from I.
In [41], Ulrich and Validashti define a multiplicity which includes j-multiplicity of ideals and















Furthermore, for R not necessarily local, they define ji(E,N) := ∑q j(Eq,Nq), where q is taken
over all primes q ∈ SuppR(FN/EN) with dimNq = i. Using these definitions, they show:
Theorem 1.43 ([41], 4.3). Let R be a universally catenary Noetherian ring, U ⊂ E submodules of
a free R-module F := Re, and N a finitely generated locally equidimensional R-module. Assume
that Up = Fp for every minimal prime p in SuppR(N). The following are equivalent:
(i) j(Uq,Nq) = j(Eq,Nq) for every prime ideal q of R.
(ii) j(Uq,Nq)≤ j(Eq,Nq) for every prime ideal q of R.
(iii) ji(U,N) = ji(E,N) for 1≤ i≤ dim(N)
(iv) ji(U,N)≤ ji(E,N) for 1≤ i≤ dim(N)
(v) U is a reduction of E on N
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becomes λΓ(In−1/In). When M ⊂ Rr has finite
colength, this is the Buchsbaum-Rim multiplicity.
In the case of Hilbert-Samuel multiplicity, additivity of length gives a natural relationship be-
tween λ (R/In) and λ (In−1/In). This relationship does not extend to the j-multiplicity, as Γ(−) is
not additive. In particular, we have the following exact sequences:
0→ In−1/In→ R/In→ R/In−1→ 0
0→ H0m(In−1/In)→ H0m(R/In)→ H0m(R/In−1)→ H1m(In−1/In)→ . . .
We can see by induction on n that λ (H0m(R/I
n))≤ ∑ni=1 λ (H0m(In−i/In−i+1)).
By focusing on Γ(R/In) instead of the consecutive ideals, Katz and Validashti define a new




nd is not known
to converge for a general ring, but the limsup is sufficient to give a criterion for integral closure.











Theorem 1.44 ([42], Theorem 2.3). Let R be a universally catenary ring and let A ⊂ B ⊂ C be
homogeneous inclusions of standard graded Noetherian R-algebras. Assume C is locally equidi-
mensional and AP = CP for every prime P of R that is contracted from an associated prime of C.
The following are equivalent:
(i) B is integral over A
(ii) ε(AP|CP) = ε(BP|CP) for all P ∈ Spec(R)
(iii) ε(AP|CP)≤ ε(BP|CP) for all P ∈ SuppR(B1/A1) with dimAP/PAP = dimAP−1
(iv) ε(AP|BP) = 0 for all P ∈ Spec(R)
(v) ε(AP|BP) = 0 for all P ∈ SuppR(B1/A1) with dimAP/PAP = dimAP−1.
One can see that the equation presenting ε-multiplicity is simpler than that of the generalized
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j-multiplicity. Also, by the subadditivity of Γ, ε(A|B) ≤ j(A|B). Hence, the fact that `(I) < d
implies j(I) = 0 means that it also implies ε(I) = 0. Ulrich and Validashti give a non-vanishing
condition, [42] Theorem 4.4: If M ⊂ F = Rr and `(M) = d + r−1, then ε(M) 6= 0.
Considerable work was performed by Cutkosky and others on when the limsup converges
as a limit. In [7], it was shown that the limits may converge to irrational numbers, which also
demonstrates that the lengths are not eventually polynomial. Quite generally, Cutkosky shows
that the limit defining ε always converges for R an analytically unramified local ring of positive
dimension; [6], 11.3.
In [18], Jeffries and Montano have given geometric interpretations of the j and ε multiplicities
when I is a monomial ideal. The j-multiplicity is given by the normalized volume of the cone of
the bounded faces with the origin. The ε-multiplicity is given by the normalized volume of the
region bounded above by the bounded faces of the Newton polyhedron and below by the extension
of the unbounded faces.
Example 1.45. Let R = k[x,y](x,y). We may consider the monomials as lattice points in the plane
xa · yb ∼ (a,b) ∈ N2. Consider (x3,x2y,y4).
Figure 1.2: I = (x3,x2y,y4) Figure 1.3: I′ = (x4y,x3y2,xy5)
In figure 1.2, the area of the region bounded by the Newton polyhedron and the axes is 112 , so
e(I) = 11.
Now consider I′ = (x4y,x3y2,xy5) as shown in figure 1.3. This ideal is not m-primary, but has
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maximal analytic spread.
The area of the green cone is 9, which by Theorem 3.2 of [18] gives j(I′) = 18. The region
bounded below by the extension of the unbounded faces is identical to the region found in the first
example. By [18] Theorem 5.1, ε(I′) = 11.
In Chapter 4, we shall investigate the behavior of λ (Γ(R/In)) for ideals I with `(I)< d. In all
cases, this length will be eventually polynomial, though the leading coefficient is no longer useful





Buchsbaum-Rim multiplicity is known to give useful information on the integral closure of mod-
ules and singularities of complete intersections, but the complexity of its calculation is signifi-
cantly higher than the complexity of a calculation of Hilbert-Samuel multiplicity. Nevertheless,
frequent parallels between the two theories encourage us to continue exploring generalizations
of results from Hilbert-Samuel theory. This work is initially motivated by the familiar formula
e(In) = nde(I), in which the multiplicity of a power of an ideal I is given in terms of e(I) and
d = dim(R).
As there is no multiplication defined between elements of an arbitrary module, there is not a
‘power of a module’ which corresponds precisely to the power of an ideal. However, for submod-
ules of free modules, there is a practical analogue which follows naturally from the definition of
the Rees algebra. Let M ⊂ F = Rr, a free module of rank r. Recall we defined the Rees algebra






∈ M. Define R(M) j to be the jth torsion-free symmetric power of M, henceforth
referred to as the jth power of M. By an abuse of notation, M j will denote this power; since we
do not impose a grading directly on M this notation should not cause confusion. Note that this is
a true generalization of ideal powers, since the Rees algebra of I in R is the Rees algebra of I as a
submodule of R1, and R[It] j ∼= I j as R-modules.
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In section 2.1, we define independent mixed Buchsbaum-Rim multiplicities and give a formula
for the multiplicity of a direct sum of modules in terms of the independent multiplicities of its
summands. Section 2.2 introduces combinatorial functions which produce the multiplicity of the
powers of I⊕ J in terms of the mixed Hilbert-Samuel multiplicities of the m-primary ideals I,J.
This is illustrated by direct calculations for the case M = (I⊕ J)t up to dim(R) = 4 and t = 4.
Finally, we provide a construction which gives an upper bound on the Buchsbaum-Rim multiplicity
of a general module in terms of a direct sum of ideals. This last result sharpens a known bound.
We now introduce the complications which arise from using submodules of free modules, Rr,
with r > 1. In his thesis [33], Rice suggests a formula for calculating Buchsbaum-Rim multiplic-
ities in his study of symmetric torsion-free powers of a module. We reproduce his calculation of
Buchsbaum-Rim multiplicity of a module and its powers in the simplest case.
Example 2.1 ([33], 6). Let M =⊕ri=1I for an m-primary ideal I, so that R(M)∼= R[Ix1, . . . , Ixr].

























































Here, we have a formula for the Buchsbaum-Rim multiplicity of any power of M based on rank
of F , dimension of R and br(M). We show in section 2.2 that these three invariants of M alone
are insufficient for calculating the multiplicity of symmetric torsion-free powers of M. In fact, the
difficulties arise in the next simplest type of module: a direct sum of two different ideals.
We first require a little more background. We will be concerned only with the case of modules
M ⊂ Rr = F which have λR(F/M)< ∞. We wish to analyze limn→∞ λ (Fn/Mn).
Lemma 2.2. Let (R,m) be a local ring. Let M ⊂ Rr = F be a finitely generated R-module. If
λR(F/M)< ∞, then λR(Fi/Mi)< ∞ for all i ∈ N.
Proof. Let R(M) ⊂ R[x1, . . . ,xr] be the Rees algebra of M. In fact, R(M)1 defines an ideal
I ⊂ R[x1, . . . ,xr] which is homogeneously generated in degree 1. Furthermore (In)n ∼= Mn as R-
modules. Since F/M∼= (R[x1, . . . ,xr]/I)1 and λR(F/M)<∞, (I :R (R[x1, . . . ,xr])1) is an m-primary
ideal. Moreover, (I :R (R[x1, . . . ,xr])1)i⊂ (Ii :R (R[x1, . . . ,xr])i), so the latter ideal is also m-primary
and λ (Fi/Mi)< ∞.









, where j(t) =(r+t−1
t−1
)
. Our next example gives an indication of how this changes the asymptotic lengths in
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question.
Example 2.3. Let M = I⊕ J ⊂ F = R2, which has R(M)∼= R[Ix,Jy].
R[Ix,Jy]n = Inxn + In−1Jxn−1y+ . . .+ Jnyn
Hence Mn ∼=⊕ni=0In−iJi. Now consider M2 as a submodule of R3. We introduce a third variable, z,
and define R(M2) = R[I2x, IJy,J2z]. Observe that
R(M2)2 = I4x2 + I3Jxy+ I2J2xz+ I2J2y2 + IJ3yz+ J4z2
In particular,
(M2)2 = I4⊕ I3J⊕ I2J2⊕ I2J2⊕ IJ3⊕ J4
6= I4⊕ I3J⊕ I2J2⊕ IJ3⊕ J4 = M4
and the powers of M2, after the first, do not coincide with any power of M. When we consider
R(M3) = R[I3x, I2Jy, IJ2z,J3w], we find more contrast:
(M3)4 =⊕12i=0I12−iJi⊕10i=2 I12−iJi⊕9i=3 I12−iJi⊕8i=4 I12−iJi⊕ I6J6
(M2)6 =⊕12i=0I12−iJi⊕10i=2 I12−iJi⊕8i=4 I12−iJi⊕ I6J6
M12 =⊕12i=0I12−iJi
While the powers of In are a subsequence of powers of I, powers of a module’s powers form
disjoint sequences, which makes relating their asymptotic behavior more difficult.
As Example 2.3 indicates, in order to consider asymptotic sequences of such Mn, we must
be prepared to consider lengths of the form λk(R/IkJn−k). The study of mixed Hilbert-Samuel
multiplicities has been well developed though it is perhaps less familiar than other results which
have been presented.
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Let (R,m,k) be a local ring of Krull dimension d and let I1, . . . , It be a set of m-primary ideals.
We may consider the length λ (R/∏ Ipii ). For p1, . . . , pt sufficiently large, this length is given by




terms of highest degree, each of which gives one of the mixed multiplicities of the ideals. Indexing
the leading coefficients of P by t-tuples of integers, ā = (a1, . . . ,at), with ∑ti=0 ai = d, we may
write











Definition 2.4 ([17], 17.4.3). The coefficients e(ā) as above define the mixed Hilbert-Samuel
multiplicities of {I1, . . . , It}.
This concept has been generalized to modules [22], [23]. Let {Mi|Mi ⊂ Rr for 1≤ i≤ t} be a
set of modules of finite colength in Rr. For each i, R(Mi)⊂R(Rr) = R[x1, . . . ,xr] defines an ideal,
Ii, generated by homogeneous elements of degree 1. We consider
λ
(






= λ ((R[x1, . . . ,xp]/I
n1







For n1, . . . ,nt each sufficiently large, this length is a polynomial, P(n1, . . . ,nt), of total degree
d + p− 1 in t variables. Summing over ā ∈ Nt which have ∑ti=1 ai = d + p− 1, we may describe
the leading form as
∑
ā









These eā are known as the mixed Buchsbaum-Rim multiplicities of {Mi} in, for example,
[23]. One may see by considering I1x, . . . , Itx⊂ R[x] that this is a generalization of Hilbert-Samuel
mixed multiplicities. Unfortunately, these constants are not suitable for our purposes in Section
2.1. We give an alternative generalization of the mixed Hilbert-Samuel multiplicities which we
call independent mixed Buchsbaum-Rim multiplicities following Theorem 2.12.
The work in this chapter relies on direct calculations of the leading terms of polynomials. We
have many expressions which represent polynomials and we wish to proceed from one expression
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to another based not on whether the polynomials are equal, but on whether the polynomials have
the same leading form. Therefore, we establish the following notation for the remainder of the
chapter.
Definition 2.5. Define≈ to be the equivalence relation between polynomials in the same variables
defined by P≈ Q if P and Q have the same degree and the leading forms of P and Q are equal.
Example 2.6. Let R =Q[x,y]. Then 3x2 +5xy+2y2 ≈ 3x2 +5xy+2y2−7x+5y−1.
2.1 Multiplicity of Direct Sums
As we have seen, the simplest nontrivial submodules of Rr are formed by direct sums of ideals;
that is, direct sums of submodules of R1. Direct sums form a natural means of decomposing
complicated modules; moreover, the powers of a module which is a direct sum may be expressed as
a direct sum of symmetric products of its summands. We now seek a formula for the Buchsbaum-
Rim multiplicity of a general direct sum in terms of some multiplicities of its summands. We
specifically discuss the implications of this result for M = (I⊕ J)t in Section 2.2.
The work is most clear when we calculate multiplicity for the direct sum of two ideals over a
ring of dimension 1. The proof of our main theorem, 2.18, develops along the same lines.
Note that in the following work, λ (−) is always λR(−).
Example 2.7. Let (R,m) be a local ring with Krull dimension 1 and let I,J ⊂ R be m-primary ide-
als. The polynomial, P, governing the mixed multiplicities of I and J is degree 1 in two variables:
P(x,y) = e(I)x+ e(J)y+ a. Here, e(I) and e(J) are the respective Hilbert-Samuel multiplicities
and a ∈Q. We claim br(I⊕ J) = e(I)+ e(J).
The Rees algebra of M = I⊕ J ⊂ R2 is R[Ix,Jy]. As a submodule of Rn+1, the nth power of M
has the form
Mn = In⊕ In−1J⊕ . . .⊕ IJn−1⊕ Jn
We seek λ (R[x,y]n/Mn) = ∑ni=0 λ (R/I
n−iJi).
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There exist r,q ∈ N such that λ (R/IaJb) = P(a,b) for any a ≥ r and b ≥ q. Since P is degree






















Given i ∈ N, there exists c ∈ N such that λ (R/In−iJi) ≤ λ (R/In+c) by the Artin-Rees lemma.





n2 = 0. A





i=0 P(n− i, i)−∑ni=0 λ (R/In−iJi)
n2
= 0 (2.2)




may be calculated as limn→∞ 2!n2 ∑
n




















Thus, we have shown br(I⊕ J) = e(I)+ e(J).
In order to proceed further, we need to define the independent mixed Buchsbaum-Rim multi-
plicities of a collection of modules.
Definition 2.8. Let R be an Nt-graded algebra. We use ēi ∈ Nt to denote the element with a 1 in
the ith position and zeros elsewhere. We will say that R is a standard t-graded algebra if it is
generated in degrees ē1, . . . , ēt . We will call a prime ideal P⊂ R relevant if it does not contain any
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of Rē1, . . . ,Rēt . A module M over R has relevant dimension given by
max{dim(R/P)|P is a relevant prime and MP 6= 0}
Theorem 2.9 ([13], Section 4). Let R be a standard t-graded algebra over R0, an Artinian ring. If
M is a t-graded R-module, then λR0(Mn̄) is a polynomial of degree (rdim(M)− t) for n̄ 0.
For an alternative formulation of this kind of result, see [34], 2.1.7.
Lemma 2.10. Let R be a standard t-graded algebra over R0, an Artinian ring. For any nonempty
subset A = {a1, . . . ,as} ⊂ {1, . . . , t}, there exist integers m1, . . . ,ms such that λR0(Rn̄) is a polyno-
mial in the s variables na1, . . . ,nas when nai > mi for all 1≤ i≤ s and n j = 0 for j /∈ A.
Proof. Let A ⊂ {1, . . . , t} be as described. Let S be the Ns-graded algebra generated over R0 by
Ra1⊕Ra2⊕. . .⊕Ras . By definition, S is a standard s-graded algebra over an Artinian ring. Applying
Theorem 2.9, there exist integers m1, . . . ,ms such that λ (S(na1 ,...,nas)) is a polynomial in s variables,
na1, . . . ,nas , when nai ≥ mi for each i. Moreover, S(na1 ,...,nas)
∼= Rn̄ as R0-modules, when ni = 0 for
all i /∈ A.
The following theorem allows us to define the independent mixed Buchsbaum-Rim polynomial.
The argument is inspired by the proof of Theorem 1.30.
Theorem 2.11. Let A ⊂ B be an inclusion of t-graded algebras over A0 = B0 = R, a local ring.
Further suppose that A,B are generated in degrees ē1, . . . , ēt and that λR(Bēi/Aēi) < ∞ for all i.
Then there exists ā ∈ Nt such that λR(Bn̄/An̄) is equal to a polynomial in t variables, P(n̄), for all
n̄ > ā (that is, ni > ai for all i). Moreover, the degree of P is given by dim(B)− t.
Proof. Let I1, . . . , It be the ideals in B generated by Aē1, . . . ,Aēt , respectively. Let R be the multi-
graded Rees algebra of these ideals, B[I1x1, . . . , Itxt ]. This ring has an N2t grading in which the first
t indices indicate the natural grading within B and the next t give the grading in terms of x1, . . . ,xt .








respectively. Note that R(n̄|s̄) = Bn̄I s̄xs̄.
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I jBn̄−ē j I
s̄xs̄ n j ≥ 1
Bn̄I s̄xs̄ n j = 0
(2.3)




Just as in the proof of Proposition 1.31, we observe that











Since Bē jG( j) is annihilated by (Aē j :R Bē j), it is a graded module over the Artinian ring R/(Aē j :R
Bē j). Therefore, Theorem 2.9 demonstrates that the graded piece (Bē jG( j))(n̄|s̄′) is a polynomial in
2t−1 variables for (n̄|s̄′) sufficiently high.
We want to show λ (Bn̄/An̄) = λ ((B/I
n1
1 · · · I
nt
t )n̄) is a polynomial. We demonstrate this through
the intermediate expression








2 )n̄)+ . . .




1 · · · I
nt
t )n̄)
One may see that the jth term of the above sum is given by the appropriate graded piece of
Bē jG( j) as defined above.




1 · · · I
n j
j )n̄) = λ
(
(Bē jG( j))(0,...,0,n j,n j+1,...,nt |n1,...,n j−1,0,...,0)
)
By Lemma 2.10, this is eventually polynomial in n1, . . . ,nt . Since this holds for all j, there exists
ā1, . . . , āt such that if n̄ > āi for all i, then λ (Bn̄/An̄) is the sum of t polynomials in the variables n̄
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and is itself a polynomial in those variables.
By Theorem 2.9, we have the degree of the polynomial given by rdim(Bē jG( j))− (2t−1). We
think of Bē jG( j) as
Bē jR
IR . Suppose P is a relevant prime of R containing I. P does not contain Bē j ,
so if aBē j ⊂ I ⊂ P, then a ∈ P. Hence rdim(Bē jG( j)) = dim(R/IR).
Consider the following construction of R/IR using the associated graded ring of B with re-
spect to I. Note that dim(B[I jx j]I j ) = dim(B). Adjoin to
B[I jx j]
I j
the remaining ideals and variables:
B[I jx j]
I jB[I jx j]
[I1x1, . . . , Itxt ]. This is a Rees algebra in t−1 ideals and since λ (Bēi/Ii)< ∞, none of these




Therefore, rdim(Bē jG( j))− (2t−1) = dim(B)+ t−1− (2t−1) = dim(B)− t gives the degree
of the polynomial.
In defining the independent mixed Buchsbaum-Rim multiplicities and in the proofs which fol-
low, we will find these notations convenient:
• Index modules by superscripts: M1, . . . ,Mt
• Denote the nth torsion-free symmetric power of Mi by Min
• Indicate an element of Zt by (n1, . . . ,nt) = n̄
• Define |n̄|= ∑ti=1 ni
• For M1, . . . ,Mt subsets of Rr1 , . . . ,Rrt , respectively, the symmetric product ∏ti=1 Mini will be
written Mn̄
• In this same context, Fn̄ will be used to denote a free module over R of the appropriate rank




. For example, if M1,M2 ⊂ R3 and M = M1⊕M2 ⊂ R6, then







Theorem 2.12. Let (R,m) be a local ring of Krull dimension d. Let M1, . . . ,Mt be a collection
of modules for which λR(Rri/Mi) < ∞. Let F = R∑
t
i=1 ri . Let the variables of R(F) be denoted by
x(1,1), . . . ,x(1,r1),x(2,1), . . . ,x(2,r2), . . . ,x(t,rt) = x̄1, x̄2, . . . , x̄t . We may define a subalgebra of R(F)
by R[M1x̄1, . . . ,Mt x̄t ]. Then there exists a polynomial P(n̄) = λ (Fn̄/Mn̄) for all n̄ 0. The degree
of P is d +(∑ti=1 ri)− t.
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Proof. Let A = R[M1x̄1, . . . ,Mt x̄t ] and B =R(F) be t-graded by the total degree in the x̄1 variables
through total degree in the x̄t variables. Then Theorem 2.11 shows that λ (Bn̄/An̄) is a polynomial
for n̄ 0 of the appropriate degree.
Definition 2.13. Let P be as in Theorem 2.12. For ∑|ā|=D D!nD e(ā), the leading form of P, we take
e(ā) to be the independent mixed Buchsbaum-Rim multiplicities of M1, . . . ,Mt .
We briefly consider an alternative method of verifying the degree, which sheds more light on the
leading form of the polynomial. Following [33] 1.3, there is no difficulty in assuming Mi ⊂ mRri
for each i. Since λ (Rri/Mi) < ∞, there exists an m-primary ideal ai such that aRri ⊂Mi ⊂ mRri .
We may choose a such that aF ⊂⊕Mi ⊂mF . Now let |n̄|= N and note that
λ (Fn̄/mNFn̄)≤ λ (Fn̄/M1n1 · · ·M
t
nt )≤ λ (Fn̄/a
NFn̄)




. This α may be considered a polynomial in t
variables, ni, whose leading form is ∏ti=1
nri−1i
(ri−1)! . It follows that λ (Fn̄/a
NFn̄) = αλ (R/aN), where















The polynomial defining λ (Fn̄/mNFn̄) is identical, except that e(a) is replaced with e(m). Thus,
the polynomial defining λ (Fn̄/M1n1 · · ·M
t
nt ) must have the same degree: dim(R) + (∑
t
i=1 ri)− t.
Additionally, equation 2.4 indicates that e(ā) = 0 if there exists i for which ai > d + ri−1.
We note that the independent mixed Buchsbaum-Rim multiplicities are again a generalization
of the mixed Hilbert Samuel multiplicities of an ideal. If M1, . . . ,Mt are each submodules of R,
then F = Rt under the Nt grading has Fn̄ = R for all n̄ ∈ Nt . We provide examples to illustrate the
difference between mixed Buchsbaum-Rim multiplicities and the independent mixed Buchsbaum-
Rim multiplicities.





⊂ R2. The Buchsbaum-Rim polynomial of M
is PM(n) = 52(n
2+n). The mixed Buchsbaum-Rim polynomial of {M,M}may be derived from this
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polynomial by observing λ (Ra+b+1/MaMb) = λ (Ra+b+1/Ma+b) = 52((a+b)
2 +(a+b)). Hence,
there are 3 mixed Buchsbaum-Rim multiplicity terms which yield br0(M,M) = br1(M,M) =
br2(M,M) = 5.
The independent mixed Buchsbaum-Rim multiplicities are given by examining the graded
pieces of R(M ⊕M) ⊂ R[s, t,u,v]. The number of monomials in s, t,u,v associated with the
R[s, t,u,v](a,b) is (a+ 1)(b+ 1). Thus, λ (R(a+1)(b+1)/MaMb) =
5
2((a+ 1)(b+ 1)(a+ b)). This
a polynomial of total degree 3 in a,b and the independent mixed Buchsbaum-Rim multiplicities
are 0,5,5,0.
Example 2.15. Let R = k[x,y], the polynomial ring in two variables over a field. Let m be the
homogeneous maximal ideal. Consider M =
[
x3 x2y xy2 y3 0 0
0 0 0 0 x y
]
⊂ R2 and N =
[
x y 0 0
0 0 x y
]
⊂ R2. One
may calculate br(M) = 13 and br(N) = 3.





Using the fact that λ (R/mn)≈ n2/2 for n 0, one may deduce that the leading form of the mixed




3. Therefore, the mixed Buchsbaum-Rim multiplicities
are 13,5,3,3.
The independent mixed multiplicities arise from (R[s, t,u,v]/(m3s,mt)a(mu,mv)b)(a,b). This
polynomial is degree 4 and the five independent mixed multiplicities are 0,13,8,3,0.





⊂ R2 and I = (x2,y) ⊂ R. Since M is a
parameter module, it is easy to see that br(M) = 3. The Hilbert-Samuel multiplicity of I is 2.
Mixed Buchsbaum-Rim multiplicities are not defined in this situation.
The independent mixed Buchsbaum-Rim multiplicities of I and M are given by examining
λ (Ra+1/MaIb). The mixed multiplicities associated to a3,a2b,ab2,b3 are, respectively, 3,2,2,0.
Recalling the argument of example 2.7, we wish to extend the observation in equation 2.2.
We wish to replace λ (Fn̄/Mn̄) with the independent mixed Buchsbaum-Rim polynomial P(n̄) for
all values of n̄ with N = |n̄| instead of only for n̄ with each ni sufficiently large. The following
lemma says that this replacement will not change the value of the limit by which we calculate
Buchsbaum-Rim multiplicity.
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Lemma 2.17. Let K be a field. Let f : Nr → K be a nondecreasing function and suppose there
exists a polynomial P(x1, . . . ,xt) with coefficients in K of total degree d and an integer a such that
f (n1, . . . ,nt) = P(n1, . . . ,nt) when ni > a for each i. Further suppose that, leaving any proper
subset of {x1, . . . ,xt} fixed, f (x1, . . . ,xt) is a polynomial of degree ≤ d in the remaining variables






Proof. The total number of elements n̄ ∈ Nr with |n̄|= N is ∑Ni1=0 ∑
N−i1
i2=0 . . .∑
N−∑ j<r−1 i j
ir−1=0 1 which is
on the order of Nr−1. Therefore, ∑|n̄|=N P(n̄) has degree d + r−1 as a polynomial in N.
There exists a such that if ni ≥ a for all i, then P(n̄) = f (n̄). Let ΛN ⊂ Nr be the collection of
all n̄ ∈ Nr such that |n̄|= N and ni ≤ a. There are ∑ai1 ∑
N−i1
i2=0 . . .∑
N−∑ j<r−1 i j
ir−1=0 1 elements of ΛN with
i1 ≤ a, which is on the order of aNr−2. Multiplying this number by r over-counts |ΛN | by all n̄
such that ni,n j ≤ a for i 6= j and is still a polynomial in N of degree r−2.
Since f is nondecreasing and is eventually polynomial in whichever variables are not fixed,
each term f (n̄) is bounded above by a polynomial of degree at most d: Qn̄(n̄).
∑
|n̄|=N

















This is the difference between two polynomials in N of total degree d+ r−2, so it is a polynomial







The following is the main theorem of this section.
Theorem 2.18. Let (R,m) be a local ring with dim(R) = d. Let A =⊕ti=1Mi be the direct sum of
modules Mi with Mi ⊂ Rri and λ (Rri/Mi)< ∞ for each i. Let D = d +(∑ti=1 ri)− t. Then we may
take A ⊂ R∑ri = F with λ (F/A) < ∞ and br(A) = ∑|ā|=D e(ā): the sum of all independent mixed
Buchsbaum-Rim multiplicities of the modules {Mi}.
In the calculations which follow, we apply a pair of lemmas used by Verma. Verma’s calcula-
tion, producing e(I ·R[Jt]) for a pair of m-primary ideals in R, strongly resembles the calculation
of br(I⊕ J) in a ring of arbitrary dimension.














Verma also cites Sivaramakrishnan for:











Proof. (of Theorem 2.18) By definition, br(A) = limN→∞
(D+t−1)!
ND+t−1 λ (FN/AN). We seek to char-
acterize the leading terms of a polynomial defining λ (FN/AN) and begin by observing that the
powers of a direct sum are the direct sum of the products of its summands.
λ (FN/AN) = ∑
n̄=N
λ (Fn̄/Mn̄)
By Theorem 2.12, there exists a polynomial, P, such that λ (FN/AN) = λ (Fn̄/M1n1M
2
n2 · · ·M
t
nt ) =
P(n1, . . . ,nt) for n1, . . . ,nt each sufficiently large. Furthermore, we know that when any proper
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subset of {n1, . . . ,nt} is fixed, λ (Fn̄/M1n1M
2
n2 · · ·M
t
nt ) is eventually polynomial in the remaining










We now calculate the leading form of ∑|n̄|=N P(n̄) from the leading form of P, which is











By definition, e(ā) are the independent mixed Buchsbaum-Rim multiplicities of {M1, . . . ,Mt}. We
















We focus our attention on nat−1t−1 ,n
at























































































by Lemma 2.20, the leading term of ∑ki=0 i

































































The summation ∑atj=0 resembles the construction in Lemma 2.19. Rearranging the multinomial
coefficient will produce the missing terms.
(
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to satisfy the condi-





























































This has a similar form to 2.5. The first sum is over (t − 1)-tuples instead of t-tuples, we have
t− 2 terms in the multinomial coefficient and we have only t− 1 terms in the product. We may




at−1+at+1, as in equation

































Thus br(M) = ∑ā e(ā): the sum of all independent mixed Buchsbaum-Rim multiplicities of the
modules {Mi}.
Letting M1, . . . ,Mt each be submodules of R, we immediately recover a result proven by Kirby
and Rees, [22], Prop. 4.1.
Corollary 2.21. Suppose A =⊕ti=1Ii for m-primary ideals Ii. Then A has a natural embedding into
Rt with finite colength and br(A) = ∑ā e(ā): the mixed Hilbert-Samuel multiplicities of {Ii}.
2.2 Powers of Ideal Sums
In this section, we pursue the consequences of Corollary 2.21 for the evaluation of the Buchsbaum-
Rim multiplicity of the powers of the module I⊕ J for m-primary ideals I 6= J. The sum of the
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mixed Hilbert-Samuel multiplicities of I and J give br(I⊕ J) and the sum of the mixed multi-
plicities of It , It−1J, . . . ,Jt give br((I⊕ J)t). We give two approaches to calculating br((I⊕ J)t).
Theorem 2.25 is proven by direct calculation following the pattern of the proof of 2.18 and The-
orem 2.27 is proven by enumerating the mixed multiplicities of It , . . . ,Jt in terms of the mixed
multiplicities of I,J. These calculations lead us to Example 2.26 which shows that for M ⊂ Rr,
br(M), r and n are insufficient to describe br(Mn).
The following observation is used to simplify an expression in the direct calculations.
Lemma 2.22. Let r1, . . . ,rn be positive rational numbers such that ∑ni=0 ri = 1. Then for any j ∈N,
0≤ ∑ni=1 rii j ≤ n j.
Proof. Since i j ≤ i j+1 for all terms i, j in this sum, the maximum value of ∑ni=1 rii j is achieved
when (r0, . . . ,rn) = (0, . . . ,0,1) and the minimum is achieved when (r0, . . . ,rn) = (1,0, . . . ,0).
Let I,J be m-primary ideals in a local ring. Let M = (I⊕J)t ⊂ Rt+1, so that Mn lives in R(
n+t
t ).
Since M is the direct sum of submodules of R1, so is Mn. In particular, Mn is the direct sum of




ideals which are direct summands of Mn
and nt +1 ideals of the form Int−iJi, so some of these ideals correspond to multiple summands of
Mn. We will need to count the number of summands which correspond to each ideal.
Definition 2.23. Let Q : Z3→ Z be the function which counts the number of monomials of total
degree n in R[Itx0, . . . ,Jtxt ] associated to Int−iJi. Define Q(n, t, i) = 0 unless 0 < n,0 < t and




, since this corresponds
to the total number of monomials in R[x0, . . . ,xt ]n.
Focusing on the exponent of J, Q(n, t, i) can be thought of as the integer partitions of i with
length at most n (the number of factors) and size at most t (the highest power of J which can be the
contribution of a single factor). Note that Q(n, t, i) is symmetric in i; that is Q(n, t, i)=Q(n, t,nt− i)
by taking the bijection of partitions (a1, . . . ,an)↔ (t−a1, . . . , t−an).













1−qi . For integers n, t, this may be simplified to a polynomial in q
44
of degree nt. Then Q(n, t, i) is the integer coefficient of qi in this polynomial. Of more direct use
for our purposes is the following observation.
Lemma 2.24. Q(n, t, i) = Q(n, t−1, i)+Q(n−1, t, i− t)
Proof. We divide the integer partitions of i into two classes. The partitions which contain no part
of size t are counted by Q(n, t−1, i). The partitions of i with at least one part of size t are counted
by the number of ways to partition the remaining integer i− t using the remaining n−1 available
parts.
Let us now examine how this function interacts with our calculation of br((I⊕ J)t). For this
calculation, it is convenient to index the variables of R(Rt+1) from 0: R[x0, . . . ,xt ]. We now write





Q(n, t, i)λ (R/Int−iJi) (2.10)
Theorem 2.25. Let I,J be m-primary ideals in a local ring, (R,m), of dimension d. There exist
real numbers qt,a,b with 0 < qt,a,b ≤ 1 for all (t,a,b) with 0≤ b≤ a≤ d with such that



















Proof. Let M = (I⊕ J)t and let P(x,y) be the mixed Hilbert-Samuel polynomial for I and J. We




i=0 Q(n, t, i)λ (R/I
nt−iJi). As in Theorem 2.18, our first step will be









Q(n, t, i)(λ (R/Int−iJi)−P(nt− i, i))
)
By the definition of the mixed Hilbert-Samuel multiplicities of I and J, there exists an a for which
nt− i > a and i > a gives λ (R/Int−iJi) = P(nt− i, i). We abbreviate λ (R/Int−iJi)−P(nt− i, i) as
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Q(n, t, i)(λ −P)
)




and Q(n, t, i) is weakly increasing for 0 ≤ i ≤ nt2 to place
an upper bound on Q(n, t,a) = Q(n, t,nt − a). We may assume a+ 1 ≤ nt4 , so that 4a+ 4 ≤ nt












































































As in the proof of Lemma 2.17, we may bound each λ by a polynomial of degree d, and take the
sums over the polynomial which gives a maximum total value. We have the sum of a finite number





i=0 Q(n, t, i)P(nt− i, i).













































































































id−k+ j ≤ (nt)d−k+ j. However, we know that this is bounded below by a
polynomial of degree d− k+ j in n by the existence of the Buchsbaum-Rim multiplicity, so there
exists a real number 0 < qt,k, j < 1 for which limn→∞ ∑nti=0
Q(n,t,i)
(n+tt )
id−k+ j = qt,k, j(nt)d−k+ j.

































































































The exact value of the constants qt,k, j remains elusive. To illuminate them, we shall calculate
expressions for Q(n, t, i) when t = 2,3,4. This will allow us to write down the multiplicity of sev-
eral powers of (I⊕ J) and demonstrate that br(M), rank of F and dim(R) are together insufficient
to determine br(Mn).
In the following calculations, we use the relatively common notation bac to indicate the greatest
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integer z such that z≤ a. We use dae to indicate the least integer z such that z≥ a.
The case t = 1 is trivial: Q(n,1, i) = 1 if 0≤ i≤ n and = 0 otherwise.
By Lemma 2.24, Q(n,2, i) = Q(n,1, i)+Q(n−1,2, i−2) = ∑nj=0 Q(n− j,1, i−2 j). For i≤ n,
the terms of this sum are 1 until 2 j > i, so the entire sum is b i2c+ 1. By symmetry, we may say




2c+1 0≤ i≤ n
b2n−i2 c+1 n < i≤ 2n
We proceed to write down expressions for Q(n,3, i) and Q(n,4, i). Applying Lemma 2.24,
Q(n,3, i) = ∑nj=0 Q(n− j,2, i−3 j) and we may use symmetry to only consider 0≤ i≤ 3n2 . Every
term is zero if 3 j > i or if i− 3 j > 2(n− j), but the latter case is excluded by the condition that









j=0 Q(n− j,2,3n− i−3 j)
3n
2 < i≤ 3n
In order to replace Q(n− j,2, i−3 j) with our formula in terms of i, we need to separate terms
with n− j < i−3 j from those with n− j ≥ i−3 j.
∑
d i−n2 e−1
j=0 Q(n− j,2, i−3 j)+∑
b i3 c
j=max(0,d i−n2 e)
Q(n− j,2, i−3 j) 0≤ i≤ 3n2
∑
d 2n−i2 e−1
j=0 Q(n− j,2,3n− i−3 j)+∑
b 3n−i3 c
j=max(0,d 2n−i2 e)
Q(n− j,2,3n− i−3 j)) 3n2 < i≤ 3n
A simpler formula may be obtained by returning to our consideration of integer partitions. For




2 c+ 1) counts the total number of partitions of i
into parts of size at most 3. If we correct this term by subtracting the number of such partitions
with more than n parts, we will be counting Q(n,3, i).
Consider a partition of i into n+a parts of size at most 3. Subtracting one from each nonzero
















































j=0 Q(n,3, i−4 j) 0≤ i≤ n
∑
b i4 c
j=0 Q(2n,3, i−4 j)−∑
i−n−1
j=0 Q(n,3, j) n < i≤ 2n
∑
b 4n−i4 c
j=0 Q(2n,3,4n− i−4 j)−∑
3n−i−1
j=0 Q(n,3, j) 2n < i < 3n
∑
b 4n−i4 c
j=0 Q(n,3,4n− i) 3n≤ i≤ 4n
For the purposes of calculating multiplicity, we do not need to use the exact values of these
functions, but only the coefficient of nd−k+ j+t in ∑nti=0 Q(n, t, i)i
d−k+ j. Consider the piecewise




2 0≤ i≤ n
2n−i
2 n < i≤ 2n







(Q(n,2, i)−F(n,2, i)) id−k+ j = 0





b i−3 j2 c+1
)





that for a given residue of i modulo 3, this defines a polynomial in i. Further, Lemma 2.20 may be

















12 . In this way,
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2 < i≤ 2n
(3n−i)2
12 2n < i≤ 3n
Substituting each instance of Q(n,3, i) in the formula for Q(n,4, i) with F(n,3, i) and simplify-












36 2n < i≤ 3n
(4n−i)3
144 3n < i≤ 4n
We now return to the expression 2.12, in which we wish to understand ∑nti=0 Q(n, t, i)i
d−k+ j. To
simplify the notation, let c = d− k+ j.




















































have q2,k, j = 2
d−k+ j+2−2
2d−k+ j(d−k+ j+1)(d−k+ j+2) . This gives us the following formula.
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2d−k+ j(d− k+ j+1)(d− k+ j+2)



















2−3 ·2c+4 +2 ·3c+4−2 ·4c+3
) β
3







These expressions yield, respectively,









































(2−3 ·2c+4 +2 ·3c+4−2 ·4c+3)
We fix d and evaluate the expressions, producing coefficients necessary to calculate br((I⊕J)t)
from e0, . . . ,ed , the mixed Hilbert-Samuel multiplicities of I,J.
d=1 d=2 d=3 d=4
(I⊕ J)2 3e0 +3e1 7e0 +10e1 +7e2 15,25,25,15 31,56,66,56,31
(I⊕ J)3 6e0 +6e1 25,40,25 90,180,180,90 301,686,861,686,301
(I⊕ J)4 10e0 +10e1 65,110,65 350,770,770,350 1701,4396,5726,4396,1701
Example 2.26. Let R = k[x,y] and consider the ideals I = (x3,xy,y3), J = (x3,y) and K = (x2,y2).
Let M = I⊕ J and observe that br(M) = e(I)+ e(I|J)+ e(J) = 6+3+3 = 12.
Since e(K) = 4, br(K⊕K) = 12.
However, br((I⊕ J)2) = 7(6)+10(3)+7(3) = 93 and br((K⊕K)2) = 7(4)+10(4)+7(4) = 96.
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This demonstrates that dim(R), rank(M), and br(M) alone are insufficient to determine br(Mn).
The preceding work has been focused on simplifying the direct calculation of the lengths in
terms of the mixed Hilbert-Samuel polynomial of I,J. We now turn to the alternative technique of
writing the mixed multiplicities of It , It−1J, . . . ,Jt in terms of the mixed multiplicities of I,J. Since
br((I⊕ J)t) is equal to the sum of these former mixed multiplicities by Corollary 2.21, this will
give us another expression of br(I⊕ J)t in terms of the mixed multiplicities of I,J.
Let n̄ ∈Nt . We recall our use of the notation ∑|n̄|=N to indicate the sum over all elements of Nt
which have ∑ti=1 ni = N. For the following statement and proof, we define 0
0 := 1.
Theorem 2.27. Let (R,m) be a local ring of dimension d and let I,J be m-primary ideals. Let
e0(I|J), . . . ,ed(I|J) denote the mixed Hilbert-Samuel multiplicities of I,J in R.











(t− j)p j−u j ju j
where the second sum is over {ū ∈ Nt+1 s.t. |ū|= i and u j ≤ p j}.
Proof. We start by comparing the lengths which define the mixed multiplicities of It , . . . ,Jt with
the lengths defining multiplicities of I,J.
λ
(






Let X0, . . . ,Xt be variables and define polynomials P(X),Q(X) which exchange wi for Xi in the










If F(z1,z2) is the mixed Hilbert polynomial of I,J, then F(P(X),Q(X)) is the mixed Hilbert poly-
nomial of It , It−1J, . . . ,Jt . F is degree d and P,Q are degree 1, so the composition is again degree
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d. There are now t +1 variables, so the number of leading terms increases accordingly.













+ lower order terms (2.14)
This expression is written in terms of the mixed multiplicities ei of I,J. Rearranging to gather terms
associated to the same monomial in X0, . . . ,Xt will reveal the mixed multiplicities of It , . . . ,Jt . Let
p̄ be an exponent vector in Nt+1 with ∑ti=0 pi = d. Fix i, 0 ≤ i ≤ d and we will calculate the
common coefficient of ei(I|J) and X p̄. We must choose i factors of X p̄ from Q(X) and choose the





















































(t− j)p j−u j ju j
We have introduced a factor C(p̄, ū) which counts the product of the number of permutations




p1−u1, . . . , pt−ut
)(
i
















p1−u1, . . . , pt−ut
)(
i













represents the multinomial coefficient over the 2t integer terms which add up to d.
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(t− j)p j−u j ju j
















(t− j)p j−u j ju j
The mixed multiplicity of It , . . . ,Jt associated with p̄ is obtained by multiplying this quantity
by d!
(dp̄)














(t− j)p j−u j ju j
Example 2.28. Let d = 2, t = 3. P(X) = 3x0 + 2x1 + x2 and Q(X) = x1 + 2x2 + 3x3 and F(a,b)








e0(3x0 +2x1 + x2)2 +2e1(3x0 +2x1 + x2)(x1 +2x2 +3x3)+ e2(x1 +2x2 +3x3)2
)
To calculate the coefficient of x1x2, we use p̄ = (0,1,1,0). For i = 0, ū = (0,0,0,0) and we





indicating that we find two copies of 2x1x2 in P(X)2, so that 4x1x2e0 is one term of the polynomial
in parantheses. Continuing in this way, we find (2e0 + 5e1 + 2e2) to be the coefficient of x1x2 in
F(P(X),Q(X)). The mixed Hilbert-Samuel multiplicity associated to I2J, IJ2 is obtained from this































(t− j)p j−u j ju j
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2.3 A New Upper Bound
Given a module M ⊂ Rr of finite colength, Rr/M has an m-primary annihilator a. In [37] page 642,




e(a) is a starting point for estimating these
multiplicities which invites improvement. In this section, we provide a refinement of this bound
through an estimation of M by a direct sum of ideals.
In fact, the bound estimate above is an estimate by a direct sum of ideals. As in equation 2.1,(n+r−1
r−1
)
e(a) = br(aRr) = br(⊕ri=1a). It is natural to search for a suitable choice of ideals Ii with
br(M)≤ br(⊕ri=1Ii)≤ br(aRr). Rather than having every ideal annihilate the entire module F/M,







Let g′1, . . . ,g
′
r be standard basis elements of the free module F =R
r containing M. Let g1, . . . ,gr
be their image under the natural inclusion in F/M. Consider the map φr : R→ F/M given by
φr(a) = agr. As F/M has finite length, ker(φr) is an m-primary ideal, Ir. Moreover, Ir is the
annihilator of the last coordinate of Rr/M, so a ⊂ Ir. Let Cr−1 be defined as the cokernel of φr so
that we have an exact sequence
0 −−−→ Ir −−−→ R
φr−−−→ Rr/M −−−→ Cr−1 −−−→ 0
Now Cr−1 has a natural embedding into Rr−1 and can be seen to have finite length by the exact
sequence 0→ R/Ir → Rr/M → Cr−1 → 0. In the same manner, we may define Ir−1 from Cr−1
using multiplication by gr−1. More precisely, let cr−1,i be the image of gi in Cr−1 for 0 < i < r.
The elements of {cr−1,i} generate Cr−1 as a finite length R-module of the form Rr−1/M′. Let
Ir−1 := ker(φr−1) where φr−1 : R→ Cr−1 takes φr−1(a) = acr−1,r−1. Continuing until we reach
C1 = R/M∗, we find I1 := M∗ is an m-primary ideal and C0 = 0.
Definition 2.29. Given a finite colength module M ⊂ Rr, a set of m-primary ideals {I1, . . . , Ir}
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satisfying exact sequences of the form
0 −−−→ Ir −−−→ R
φr−−−→ Rr/M −−−→ Cr−1 −−−→ 0
0 −−−→ Ir−1 −−−→ R
φr−1−−−→ Cr−1 −−−→ Cr−2 −−−→ 0
...
0 −−−→ I2 −−−→ R
φ2−−−→ C2 −−−→ C1 −−−→ 0
0 −−−→ I1 −−−→ R
φ1−−−→ C1 −−−→ 0
will be called an annihilating sequence of M in Rr.
























∈M, so ker(φ2) = (x4). Then C1 = R/M∗ ∼= R(x3)+(x) = R/(x) is






, we calculate I′1 = (x
2) and I′2 = (x
3). Hence {(x),(x4)} and {(x2),(x3)} are
both annihilating sequences of M in R2.















= x [ yx ]− y [ x0 ] ∈M, so φ2 = (x2,y). Omitting the second row of the matrix, φ1 = (x,y).
Another annihilating sequence is (x,y2),(x,y).
Theorem 2.32. Let (R,m) be a local ring. Let M be a module of finite colength in F = Rr, and let
{I1, . . . , Ir} be an annihilating sequence. Then ∑ri=1 λ (R/Ii) = λ (F/M) and br(M)≤ br(⊕ri=1Ii).
Proof. By definition of the annihilating sequence, for each 0 < k ≤ r we have a short exact se-
quence
0 −−−→ R/Ik
φk−−−→ Ck −−−→ Ck−1 −−−→ 0
By additivity of λ , we get λ (F/M) = λ (R/Ir)+λ (Cr−1) = ∑ri=1 λ (R/Ii)+λ (C0) = ∑
r
i=1 λ (R/Ii).
In order to prove the inequality, we must examine the cokernel modules more closely. It is
helpful for this purpose to consider elements of M as homogeneous degree 1 polynomials of
R(M) ⊂ R[x1, . . . ,xr]. Denote by M[k], the submodule of Rk formed from M by substituting 0
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We establish the lexicographic ordering on monomials in the variables x1, . . . ,xr which have
the same total degree. That is, let ∑ri=1 pi = ∑
r








i if and only
if p1 = q1, p2 = q2, . . . , pk−1 = qk−1 and pk > qk for some 1 ≤ k ≤ r. With this ordering, we
may form an annihilating sequence Jn̄ of MN in FN . The ideals Jn̄ are indexed by r-tuples with
∑
r









i so that a=∏
N
k=1 ak. For each ak ∈ Ii, there exists a polynomial in R(M)1 of the
form fk = akgi +∑rj=i+1 s jg j. For 1≤ i≤ r, akgi is the least term in exactly ni of the polynomials




i . All the later monomials
will be truncated at the formation of Js̄ for some s̄ > n̄, so a will be added to Jn̄. Thus, ∏ I
ni
i ⊂ Jn̄.
Since Jn̄ is an annihilating sequence for MN ⊂ FN , λ (FN/MN) = ∑|n̄|=N λ (R/Jn̄). Now we
apply ∏ Inii ⊂ Jn̄ to find







i )) = λ (FN/(⊕Ii)N)











Corollary 2.33. Let (R,m) be a local ring. Let M⊂Rr and let I1, . . . , Ir be an annihilating sequence
of M. Then br(M)≤∑|ā|=dim(R) eā(I1, . . . , Ir), where eā are the mixed Hilbert-Samuel multiplicities
of I1, . . . , Ir.
Proof. Apply Corollary 2.21 to the result of Theorem 2.32.
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It is also worth noting that if α ∈ (M :R Rr), then α ∈ Ik for any ideal in an annihilating se-
quence. Thus λ (R/Ik) ≤ λ (R/a) and br(⊕ri=1Ii) ≤ br(⊕ri=1a). Corollary 2.33 gives a way to
calculate estimates of Buchsbaum-Rim multiplicity that are closer than those given by a while still
working with Hilbert-Samuel multiplicities.
Example 2.30 concerns a simple enough module to calculate the Buchsbaum-Rim multiplicity





. We directly calculate br(R2/M) by studying
the lengths k[x,t,s]n
(x3t,xt+x2s)n where deg(x) = 0,deg(t) = deg(s) = 1.
In := (x3t,xt + x2s)n = (x3ntn,x3n−2tn−1 + x3n−1tn−1s, . . . ,xntn + . . .+ x2nsn)
It may be observed that x3n is the smallest power of x that multiplies tn into In. By the second
generator, tn−1s is multiplied into linear dependence with a multiple of tn by (x3n−1). Proceeding





= ∑ni=0 3n− i = 3n(n+1)−
n(n+1)
2 , and br(R
2/M) = 5.
Now consider the annihilating sequences of M, {(x4),(x)} and {(x2),(x3)}. To calculate





. Since (xat,xbs)n = (xantn,x(a−1)n+btn−1s, . . . ,xbnsb),




2 . Twice the leading coef-
ficient is a+b.
The two annihilating sequences have a = 1,b = 4 and a = 2,b = 3, respectively, so that both
estimates give the multiplicity exactly. The annihilator of R2/M is (t4); using a = 4,b = 4 gives
an upper bound of 8 on br(M).
Similarly, one may perform the same calculations with Example 2.31. Here, M is a parameter
module so its Buchsbaum-Rim multiplicity is known to be 3. The two annihilating sequences each





We wish to generalize to certain filtrations notions belonging to the theory of multiplicity of ideals.
We first define filtrations as a generalization of valuations and of the sequence of powers of an
ideal. There is already a great deal of literature on filtrations, from which we highlight Noethe-
rian filtrations, reductions of filtrations and a ‘multiplicity’ for filtrations of m-primary ideals. In
Section 3.2, we examine the question of whether the Rees valuations of an ideal are Noetherian fil-
trations. Finally, we extend results on the j-multiplicity of ideals to a j-multiplicity for Noetherian
filtrations.
3.1 Introduction
Given a ring R, we say that a map f : R→ R∪ {∞} is a filtration if it satisfies the following
conditions:
(i) f (1)≥ 0
(ii) f (0) = ∞
(iii) f (x · y)≥ f (x)+ f (y)
(iv) f (x+ y)≥min( f (x), f (y))
Following [31] 2.1, we say two filtrations f ,g are equivalent if there exists a constant K with
| f (x)−g(x)|<K for all x∈R. It follows that every filtration is equivalent to a map f : R→Z∪{∞}.
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We now assume all filtrations give integer-valued functions.
A filtration naturally gives rise to a sequence of ideals fi ⊆ R, by fi = {r ∈ R| f (r)≥ i}. From
the above properties we may see that
(a) f0 = R
(b) fi+1 ⊆ fi
(c) fi · f j ⊆ fi+ j
We may also define a filtration as a sequence of ideals on R indexed by the integers which sat-
isfy (a),(b) and (c). These two definitions of a filtration are equivalent, although more recent
papers tend to use the latter definition. In the former definition, equality in property (iii) gives a
valuation; in the latter definition, equality in property (c) shows that fi = f i1. Hence filtrations are
generalizations both of ideal powers and of valuations.
The most common examples of filtrations besides powers of ideals are the symbolic powers of
primes. One may also consider the filtration In, which is not in general equal to the powers of I.
Definition 3.1. Let f be a filtration on a ring R. The Rees ring of the filtration is defined to be
R( f ) := R[t−1, f1t, f2t2, . . .]
One may note that if fi = f i1, this is simply the extended Rees ring of the ideal f1. Examples of
filtrations that follow will often be defined by a description of this Rees ring. Notice that, given a
ring R and a graded extension R = R[t−1,x1ta1,x2ta2, . . . ,xntan] where xi ∈ R and ai ∈ N, the latter
ring defines a filtration. Here fn = {x∈ R|xtn ∈R} and f (x) is the highest integer i such that x∈ fi.
For any x ∈ R, f (x) = f (1 · x) ≥ f (1)+ f (x). If f (1) > 0, then the filtration degenerates with
f (x) = ∞ for all x ∈ R. We will assume that f (1) = 0 for all future filtrations. The following
lemma of Rees gives us some justification for assuming that our filtrations will be homogeneous;
that is, f (xn) = n f (x). The lemma produces a natural homogenization of an arbitrary filtration
which preserves the equivalence of filtrations.
Lemma 3.2 ([31], 2.11). If f is a filtration on a ring R, then limn→∞ f (xn)/n exists for all x ∈ R
if ∞ is allowed as a limit. If we denote this limit as f(x), then f is a homogeneous filtration.
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Furthermore, if h is any homogeneous filtration with h(x)≥ f (x) for all x ∈ R, then h(x)≥ f(x) for
all x ∈ R.
Our work on filtrations in Section 3.2 revolves around Rees valuations. The following definition
is a critical component of the proof that Rees valuations are unique.
Definition 3.3. A filtration is known as a subvaluation if there exists a finite set of valuations
{v1,v2, . . . ,vs} such that f (a) = min{v1(a), . . . ,vs(a)} for any a ∈ R.
Example 3.4. Let R = k[x,y] and let f be the filtration whose Rees ring is R( f ) = R[t−1,xyt]. f is
a subvaluation with f (α) = min(vx(α),vy(α)) where vx,vy are monomial valuations which assign
values vx(x) = 1,vx(y) = 0 and vy(x) = 0,vy(y) = 1.
We reproduce the proof of another lemma of Rees which employs the concept of f -compatible
sets.
Definition 3.5. Let f be a filtration on a ring R. A⊂ R is an f -compatible set if for any a,b ∈ A,
f (ab) = f (a)+ f (b).
Note that for any valuation v, {x ∈ R such that v(x) = f (x)} is f -compatible.
Lemma 3.6 ([31], Lemma 2.12). Let f be a filtration on a ring R. Assume f is a subvaluation and
suppose that {v1, . . . ,vs} is irredundant for the purpose of defining f . That is, for each 1 ≤ i ≤ s,
there exists xi ∈ R such that f (xi) 6= min j 6=i(v j(xi)). Then {v1, . . . ,vs} is uniquely determined by f .
Proof. If f (z) = ∞, then vi(z) = ∞ for all i. Hence we concern ourselves only with F ⊂ R, the set
on which f is finite. If F is empty, then f is trivially a valuation; assume F 6= /0.
f -compatible subsets of F form a nonempty set, as every singleton is included by the homo-
geneity of f . Further, these sets may be ordered by inclusion and we may apply Zorn’s Lemma to
obtain F as the union of its maximal f -compatible subsets.
Let Si be the set of all elements y ∈ F such that vi(y) = f (y). This set is f -compatible since for
all x,y ∈ Si,
f (xy)≥ f (x)+ f (y) = vi(x)+ vi(y) = vi(xy)≥ f (xy)
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We claim that {S1, . . . ,Ss} is the set of maximal f -compatible subsets of F . Suppose S is an f -
compatible subset which is not contained in any Si. Then for each i there is an xi ∈ S\Si, in which




























But this contradicts the fact that S is f -compatible. We conclude that every f -compatible set is
contained in Si for some i.
Fix 1≤ i≤ s. We may choose xi such that f (xi) = vi(xi)< v j(xi) for all j 6= i. Hence Si is not
contained in the union of sets S j, j 6= i. Therefore the sets Si are exactly the maximal f -compatible
subsets of F .
Now we show that each Si uniquely determines the values of vi. Consider Σi to be the subset of
F with a ∈ Σi if and only if aSi∩Si 6= /0. Σi contains all elements a with vi(a) 6= ∞. Indeed, let xi
be an element of Si \∪ j 6=iS j. v j(axmi )− vi(axmi ) = v j(a)− vi(a)+m(v j(xi)− vi(xi)) can be made
positive for any a with vi(a)> ∞, so axmi ∈ Si.
Further, for a ∈ Σi, vi(a) is determined by f as follows: since there are y,z ∈ Si with ay = z,
vi(a) = vi(z)− vi(y) = f (z)− f (y).
Among the most natural classes of filtrations are those arising from a valuation on a ring. Of
particular importance are the Rees valuations, which may be defined from a ring by a specific
sequence of operations, as in 1.25. Recall the definition of Rees valuations.
Definition 3.7 ([17], 10.1.1). Let R be a ring and I an ideal of R. Suppose that there exist finitely
many discrete valuation rings V1, . . . ,Vr of rank one satisfying the following properties:
(i) For each i there exists a minimal prime ideal P of R such that R/P ⊆ Vi ⊆ (R/P)P. Let
fi : R→Vi be the natural ring homomorphism.





(iii) The set {V1, . . . ,Vr} satisfying (ii) is minimal possible.
The V1, . . . ,Vr are called Rees valuation rings of I, and the corresponding valuations are called the
Rees valuations of I.
By [17] 10.2.2, we know that every ideal in a Noetherian ring has a set of Rees valuations. The
Rees valuations associated to an ideal are unique. We prove this using the rational powers of an
ideal, as this approach more closely resembles our work in Section 3.2.
Definition 3.8. Let I be an ideal in a ring R and let α = pq be a positive rational number with
p,q ∈ N. Define Iα := {x ∈ R|xq ∈ Ip}.
We first note that Iα is an ideal. Since Ip is an ideal for any p, we have Iα is closed under
multiplication from R. That is, if xq ∈ Ip then (zx)q ∈ Ip. Let x,y ∈ Iα .
(x+ y)q = xq +a1xq−1y+a2xq−2y2 + . . .+ yq
But each xq− jy j lies in (xq,yq)⊂ Ip = Ip so (x+ y)q ∈ Ip. Hence Iα is an ideal in R.
Proposition 3.9 ([17], 10.5.2). Iα ⊂ R is well-defined as an ideal and the sequence of all rational
powers is a subvaluation on R.
Proof. Let α = piqi . x ∈ I
α means xqi ∈ Ipi, but an equation of integral dependence satisfying this
condition also demonstrates that xq ∈ Ip. Since xq ∈ Ip gives xqi ∈ Ipi for all i, Iα is well-defined.
Let pq = α ≤ β =
s
t be positive rational numbers. Then x ∈ Iβ gives x
t ∈ Is so that xt p ∈ Ips.
Since pt ≤ qs, xqs ∈ Ips which shows that xq ∈ Ip and x ∈ Iα . Thus for all α ≤ β , Iβ ⊆ Iα .
It remains to show that Iα Iβ ⊂ Iα+β . Let x ∈ Iα and y ∈ Iβ . Since α +β = pt+sqqt , we wish to
show that (xy)qt ∈ Ipt+sq. Rearranging the exponents, (xy)qt = xqtyqt = (xq)t(yt)q. By hypothesis
xq ∈ Ip and yt ∈ Is. Hence (xq)t ∈ Ipt and (yt)q ∈ Isq. Since Ipt ·Isq⊂ Ipt+sq, we have the conclusion.
Therefore, the rational powers of I are a filtration.
We now show that this filtration is also a subvaluation. There exist Rees valuations of I,
v1, . . . ,vs which determine the integral closures of {In}. By definition, x ∈ In if and only if
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vi(x)≥ nvi(I) for all 1≤ i≤ s. Let x ∈ I p
q
. xq ∈ Ip so vi(xq)≥ pvi(I) exactly when vi(x)≥ pq vi(I).
Hence the greatest fraction α for which x ∈ Iα is the least fraction such that vi(x) = αvi(I) for
some 1≤ i≤ s. Therefore the filtration {Iα} is a subvalution determined by the Rees valuations of
I.
In particular, the Rees valuations of I are unique by Lemma 3.6, since they are the unique
valuations associated to the subvaluation Iα .
From this proof, one can see that the rational powers of an ideal only change in discrete steps.
More specifically, let I>α be the ideal of all elements in R which lie in a rational power of I strictly
greater than α . Then Iα/I>α = 0 for all α 6= iw for some integer i, where w is the least common
multiple of v1(I), . . . ,vs(I). The consequences of this observation are spelled out in the following
theorem.
Theorem 3.10 ([17], 10.5.6). Let R be a Noetherian ring, let I be an ideal of positive height, and
let u be a variable. Let {v1, . . . ,vs} be the Rees valuations of I, and w the least common multiple of
v1(I), . . . ,vs(I). Put t = uw. Let T be the integral closure of the extended Rees algebra S=R[It, t−1]
in R[u,u−1].
(1) T is a Z-graded ring of the form ⊕i∈ZJiui, where Ji are ideals of R and Ji = R for i≤ 0.
(2) For i > 0, Ji = I i
w
.
(3) T/u−1T '⊕α∈Q≥0Iα/I>α is an N-graded algebra with degree zero piece equal to R/
√
I.
(4) u−1T is radical, i.e.,
√
u−1T = u−1T .
3.1.1 Noetherian Filtrations and Reductions
As in many aspects of commutative algebra, we impose a finiteness condition on our filtrations,
which we then call Noetherian. The most basic finiteness condition is put forth in [2] as a filtration
whose associated graded ring G f := ⊕n∈Z( fn/ fn+1) is a Noetherian ring. We use an alternative
condition which appears in the same work as ‘essentially powers,’ but appears in later work ([14],
[28]) as ‘Noetherian.’ This condition is slightly stronger than the original definition, as was shown
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in [3] Corollary 3.9.
Definition 3.11. Let R be a ring. A filtration, f , on R is said to be Noetherian if there exists an
integer d such that fn = ∑di=1 fn−i fi.
The following theorem provides characterizations of a Noetherian filtration which we find use-
ful.
Theorem 3.12 ([3], 2.2 and 3.6). Let R be a Noetherian ring. The following conditions are equiv-
alent
(i) f is a Noetherian filtration
(ii) R( f ) is a Noetherian ring
(iii) R( f ) is finitely generated over R
(iv) There exists a z such that fz fn = fn+z for all n≥ z
We will frequently use part (iv) of 3.12 to identify a subsequence of { fi} which consists of
powers of an ideal: fnz = f nz for all n.
A natural definition for the reduction of filtrations is explored by Okon and Ratliff.
Definition 3.13 ([28], 2.1). Consider two Noetherian filtrations f , g on a ring R. We say g ≤ f
if gn ⊂ fn for all n. We say g is a reduction of f if g ≤ f and there exists an integer d with
fn = ∑di=1 gn−i fi for all n.
We say g is a z-reduction of f if g≤ f and there fn+z = gz fn for n sufficiently large. We say g is
a z-repeating filtration if fnz+1 = fnz+2 = . . .= f(n+1)z 6= f(n+1)z+1 for all n ∈ N.
The following proposition is simply a particular concatenation of results on this subject whose
conclusion is useful in Section 3.3.
Proposition 3.14. If g ≤ f is a reduction of Noetherian filtrations, then there exists z such that
gnz = gnz , fnz = f
n
z and gz ⊂ fz is a reduction of ideals.
Proof. Let g ≤ f be Noetherian filtrations. By Theorem 3.12, there exists z1 such that fnz1 = f nz1
for all n ∈ N.
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By Theorem 2.9 of [28], there exists z2 such that fn+z2 = gz2 fn for all sufficiently large n. Let z be
the least common multiple of z1,z2.
There exists i, be the least integer such that fiz 6= gz f(i−1)z. Thus, f nz = fnz = gn−iz fiz = gn−iz f iz and
gz may be seen to be a reduction of fz.
As we have noted, every Noetherian filtration f has an integer z for which fnz = f nz . Consider
the z-repeating filtration g given by g` = f
d `z e
z . Here, dqe= a for a rational number q when a is the
smallest integer with a ≥ q. We observe that gn− j f j = fz·d n− jz e f j ⊂ fn for any j. Additionally, if
n≥ z, then consider n = qz+ r with r < z. Hence gn−z−r fz+r = f q−1z fr = fn. Then g is a reduction
of f since ∑2zi=1 gn−i fi = fn for all n.
Further, fp·az = f
p
az and faz ⊂ fbz for any b < a, so the az-repeated filtration is a proper re-
duction of the z-repeated filtration. This shows that every Noetherian filtration will have a proper
Noetherian reduction. However, we may still define a minimal z-reduction.
Definition 3.15 ([28]). Let g, f be filtrations on a ring R. We say that g is a minimal z-reduction
of f if for all n 0, gz fn = fn+z and g has no proper reductions with this property.
Theorem 3.16 ([28], Theorem 2.12). Let f be a Noetherian filtration in a local ring and let z be a
positive integer such that fz fn = fz+n for all n≥ z. There exists a minimal z-reduction of f .
The minimal z-reduction in this case is the z-repeating filtration gn = Jd
n
z e where J is a minimal
reduction of fz as ideals. Interestingly, a z-repeating reduction appears implicitly in the earlier
work of Rees, cf. [31] 9.3.7.
3.1.2 Multiplicity of Noetherian Filtrations
We will review the development of a ‘multiplicity’ of filtrations which may be seen as a generaliza-
tion of Hilbert-Samuel multiplicity. These notions will motivate and support our work in section
3.3, which explores a more general multiplicity analogous to the j-multiplicity of Achilles and
Manaresi.
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The multiplicity of a filtration was first defined in the thesis of Bishop [2] in 1971. Given
a filtration f on a ring R, Bishop studies the ‘multiplicity’ of a filtration f with respect to an
R-module M: e( f ,M). He defines this as




where the lengths are finite and the limit exists. This ‘multiplicity’ is not necessarily an integer.
Developments of the theory allow a more concise and comprehensible explanation of these
results, so we shall begin with later material. Let (R,m) be a local ring and let f be a filtration on R
with f1 an m-primary ideal. Since f i1 ⊆ fi for all i > 1, each ideal in the filtration is m-primary. If
we assume further that f is Noetherian, then the limit as above exists. Asymptotically, the lengths
in question are given by a quasi-polynomial.
Definition 3.17. We say that a function Q defined on the integers is a quasi-polynomial of period
k if there exist polynomials {P0,P1, . . . ,Pk−1} such that Q(ak+ i) := Pi(ak+ i) for 0 ≤ i ≤ k− 1.
We say that the degree of Q is maxi(deg(Pi)).
Q is a uniform quasi-polynomial if each polynomial Pi has the same degree and leading
coefficient.
If Q is a quasi-polynomial of degree d, then limn→∞ 1nd Q(n) exists if and only if Q is a uniform
quasi-polynomial. In this case, the limit is equal to the common leading coefficient.
Theorem 3.18 ([8], Theorem 2.7). Let A be an N-graded noetherian ring of finite Krull dimension.
Assume that A = A0[x1, . . . ,xr], where each xi is homogeneous of degree ki ≥ 1 and that A0 is Ar-
tinian. Let M be a finitely generated N-graded A-module and let d = dimM. If k = LCM(k1, . . . ,kr)
then for n 0:
(i) The Hilbert function H(M,n) := λ (Mn) is a quasi-polynomial function of period k and degree
d−1.
(ii) The cumulative Hilbert function H?(M,n) := ∑ni=0 H(M, i) is a uniform quasi-polynomial of
degree d and period k.
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Corollary 3.19. If (R,m) is a local ring of Krull dimension d, f is a Noetherian filtration, and f1 is
an m-primary ideal, then λ ( fn/ fn+1) is given by a quasi-polynomial of degree d−1 and λ (R/ fn)
is given by a uniform quasi-polynomial of degree d for n >> 0.
Proof. Since f is Noetherian, the associated graded ring G f := ⊕ fi/ fi+1 is a finitely generated
algebra over R/ f1. Moreover, f1 is m-primary, so G0 is Artinian. The result now follows from
Theorem 3.18.
Definition 3.20. Let (R,m) be a local ring and let f be a Noetherian filtration with f1 an m-primary
ideal. We may define the multiplicity of f with respect to an R-module M by





Example 3.21. Let R= k[x,y] and consider the 3-repeating filtration based on powers of I =(x2,y).
That is, let f be the filtration on R with f3i+1 = f3i+2 = f3i+3 = Ii+1.
The sequence λ ( fi/ fi+1) for i ∈ N is given by λ (R/I),0,0,λ (I/I2),0,0,λ (I2/I3), . . .. Since
λ (Ii/Ii+1)= 2i+2 we see that λ ( fi/ fi+1) is a quasi-polynomial of period 3. The three polynomials
defining λ ( fi/ fi+1) are {p0(i) = 2 i3 +2, p1(i) = 0, p2(i) = 0}.






















By applying the identity ∑ai=1 i =
i(i+1)





























The following formula for the multiplicity of Noetherian m-primary filtrations appears in the
earliest work on the subject. Our proof emphasizes the modern notation.
Theorem 3.22 ([2], 2.22). Let f be a Noetherian filtration on a local ring (R,m). Further suppose
that f1 is m-primary so that λ (R/ fi) < ∞ for all i. For any z such that fz fn = fn+z for all n ≥ z,
e( f ) = e( fz)zd , where e( fz) is the Hilbert-Samuel multiplicity of the ideal fz.
Proof. Form the associated graded ring of the filtration: G( f ) = R( f )/t−1R( f ). G( f ) is finitely
generated as an algebra over the Artinian ring R/ f1, so the length of its graded pieces fi/ fi+1 is
eventually a quasi-polynomial of degree d− 1. Hence λ (R/ fn) is eventually given by a uniform























= z−d · lim
n→∞
d!λ (R/ f nz )
(n)d
= z−d · e( fz)
In the Theorem 3.22, it is worth noting that the z for which fnz = f nz is not unique. Any
choice of such a z will result in the same multiplicity, as may be inferred from a quick calculation.
For example, if fnz = f nz , then fn·2z = f
n
2z. But e( f2z) = e( f
2
z ) = 2
de( fz). Hence e( f2z)/(2z)d =
e( fz)/zd . We extend this to a more general observation on the multiplicity of a subsequence of a
filtration in Proposition 3.47.
There again occurs a natural associativity formula for this multiplicity; there is no substantial
change in the proof from the ideal case.
Proposition 3.23 ([31], 8.2 (iv)). Let R be a local ring, M a finitely generated R-module and f a
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Noetherian filtration of m-primary ideals. Let Λ = {P⊂ R prime|dim(R/P) = dim(R)}.
e( f ,M) = ∑
P∈Λ
e( f ,R/P)λ (MP)
In a further analogue of the ideal case, we wish to associate to a filtration certain rank one
discrete valuation rings. The remaining material of this section may be found in the work of Rees
[31], though the presentation is different so that specific citations are not possible for every result.
Definition 3.24 ([31]). Let R be a domain. We may form a valuation ring by taking the integral
closure of R( f ) in its field of fractions and localizing at a prime minimal over (t−1). We say V is
a Rees valuation ring of a filtration f on R when V is obtained by the intersection of such a ring
with the fraction field of R.
When R is not a domain, we may identify the Rees valuations of f by applying this construction
to the image of f on R/P for each minimal prime P of R.
One may see that if f is the filtration of powers of f1, then V is a Rees valuation of f1 and this
definition is a generalization of the Rees valuations of an ideal. We shall see that the multiplicity
of the filtration may be expressed in terms of these valuation rings in Theorem 3.49.
Proposition 3.25 ([31]). Let f be a Noetherian filtration on a domain R. Let z be a positive integer
with fnz = f nz = I
n. The set of Rees valuations of f is the set of Rees valuations of I = fz.
Proof. We may find the Rees valuations of I by examining R[t−1, It]. Each such valuation is
formed by localizing the integral closure of R[t−1, It] at a prime minimal over (t−1). Now consider
R[t−z, Itz]. Since no power of t which is not a multiple of z lies in the quotient field of this domain,
the ring isomorphism, ψ : R[t−1, It]→ R[t−z, Itz] with ψ(t−1) = t−z and ψ(x) = x for all x ∈ R
extends to an isomorphism, ψ ′, on the respective integral closures. Therefore, the prime ideals have
a one-to-one correspondence. Let P be a prime of R[t−1, It] and let P′ = ψ ′(P). Then the valuation
rings V = R[t−1, It]P and V
′ = R[t−z, Itz]P′ are isomorphic. When we omit t by intersecting with
the fraction field K of R, we find {V ∩K} = {V ′ ∩K}. In particular, this holds for the primes P
minimal over t−1 so the Rees valuations of I may be calculated from either ring.
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Next, note that S1 := R[t−z, Itz] ⊂R( f ) := S2 is an integral extension of rings. S1 is an inte-
grally closed domain and S2 is an integral extension of S1. Therefore, we may apply the Incompa-
rability and Going Down theorems ([17], 2.2.3 and 2.2.7) to prove that Q⊂ S2 is a minimal prime
over (t−1 if and only if P = Q∩S1 is a minimal prime over (t−z).
Suppose Q⊂ S2 is a prime with P = Q∩S1 a minimal prime over (t−z). If Q′ is a prime ideal
with (t−1) ⊂ Q′ ⊂ Q, then P′ = Q′∩S1 is a prime ideal of S1 with (t−z) ⊂ P′ ⊂ P so that P′ = P.
By incomparability, Q′∩S1 = Q∩S1 and Q′ ⊂ Q implies Q′ = Q. Hence Q is minimal over (t−1).
Suppose there exists a prime P′ 6= P such that (t−z)⊂ P′ ⊂ P = Q∩S1. By going down, there
exists a chain of primes Q′ ⊂ Q with Q′ ∩ S1 = P′. Since (t−z) ∈ P′, (t−1) ∈ Q′ and Q is not a
minimal prime over (t−1).
Letting K′ denote the fraction field of S1, we have (S2)Q ∩K′ = (S1)P. Hence the Rees val-
uations of the filtration, formed by (S2)Q ∩K for Q minimal over (t−1), are isomorphic to the
valuations (S1)P∩K which we have already shown are the Rees valuations of I.
The following theorem generalizes Rees’ association between the multiplicity and the valua-
tions of an ideal, recorded in 1.27, to the case of m-primary Noetherian filtrations.
Theorem 3.26 ([31], 9.31). Let (R,m,k) be a local domain. Let f be a Noetherian filtration of
m-primary ideals. There exist positive rational numbers d( f ,vi) such that





for v1, . . . ,vs Rees valuations of f .
3.2 Are Rees Valuations Noetherian?
Noetherian filtrations have come under considerable study. In this section we seek to add to the
number of concrete classes of filtrations which are known to have this property. In particular,
there are two natural questions which follow from the observations of Lemma 3.6 and Proposition
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3.9. If f is a Noetherian subvaluation, are the valuations uniquely associated to f also Noetherian
filtrations? And, what is in most cases a specialization of this, are Rees valuations of an ideal in a
Noetherian ring Noetherian filtrations?
In this section we investigate the second question: Let R be a Noetherian local ring and let
I ⊂ R be an ideal. Let V be a Rees valuation ring of I with maximal ideal mV . The corresponding
valuation on R is a filtration, f , with ideals fn = mnV ∩R. When can we say that f is a Noetherian
filtration?
When I is a monomial ideal in a polynomial ring R, it is known that the ideals mV ∩R are
also monomial. We offer a variation on the proof of this fact in Theorem 3.30 and note that this
implies that the filtration is Noetherian. In Theorem 3.32, we identify a strong set of conditions on
an ideal which allow us to directly calculate the ideals mnV ∩R and show that the Rees valuation is
a Noetherian filtration. Finally we explore a technique of constructing Noetherian rings which in
some cases are the Rees rings of Rees valuations, culminating in Theorem 3.38.
Before this, we make a general observation concerning the Rees valuations of a valuation.
Recall that we define the Rees valution of a filtration in 3.24.
Proposition 3.27. Let v be a valuation on a domain R. As a filtration, v has one Rees valuation,
which is v.
Proof. Let fi = {x ∈ R|v(x)≥ i} and consider the Rees ring: R(v) = R[t−1, f1t, f2t2, . . .]. Since v
is a valuation, t−1R(v) is a prime ideal. Localizing at t−1 inverts elements of the form xtv(x) for
x ∈ R. We consider V = R(v)(t−1)∩K where K is the fraction field of R.
Let m be the maximal ideal of V , ms = (t−sR(v)∩K). Since x ∈ R has x ∈ ms if and only if
v(x)≥ s, V is the valuation ring of v.
Let R = k[x1, . . . ,xd] be a polynomial ring. For each Rees valuation v of I = (r1, . . . ,rn) ⊂ R,





=V , the valuation
ring of v. We will prove that if I is a monomial ideal, then mnV ∩R is a monomial ideal for each n.
First, an example to demonstrate that the assumption of monomial on I is necessary.
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Example 3.28. Let R = k[x,y] and let I = (x2,x+ y,y2). We calculate R[I/x2] = k[x,y, x+yx2 ,
y2
x2 ].
One may see that yx lies in the integral closure of R[I/x











x ] = k[x,
x+y
x2 ]. Furthermore, since x,y are independent
variables, these two generators have no relations.
We have R[I/x2] = k[x, x+yx2 ] is a regular ring with (x) a height one prime. We localize at (x) to
find the Rees valuation ring V . The valuation of x is 1, and since y = x(x x+yx2 −1), v(y) = 1 as well.
However, x+y = x+(x2 x+yx2 −x) = x
2 x+y
x2 has value 2. Since x,y /∈m
2
V ∩R and x+y ∈m2V ∩R, this
ideal is not homogeneous.
Put another way, R(v) = R[t−1,xt,(x+ y)t2]. Hence v2 = t−2∩R∼= (x2,x+ y), which is not a
monomial ideal.
The following statement is known, though we provide our own proof using a ‘homogeneous
localization’.
Proposition 3.29 ([17], 10.3.4). Let R = k[x1, . . . ,xd] and let I = (m1, . . . ,mt) be a monomial ideal.
Let v be a Rees valuation of I. The valuation ideals fn = {r ∈ R|v(r)≥ n} are monomial.
Proof. Define S = R[ Im1 ], take the integral closure S of S. Then for any prime P minimal over m1S,
SP = V is one of the Rees valuations of I. We establish a grading on S and use this to show that
fn = PnV ∩R is a monomial ideal.
Since m1 is a monomial, S is contained in k[x1, . . . ,xd,x−11 , . . . ,x
−1
d ] and inherits its natural Z
d
grading.
This grade descends to R, in which an ideal is homogeneous if and only if it is monomial. Since
S is a domain, the grading extends to S by [17] Proposition 2.3.5.
The principal ideal m1S is Zd-graded, so the minimal primes containing it will be homoge-
neous. Let P = (π,r1, . . . ,rs) ⊂ S be one of these primes, where π,r1, . . . ,rs are a set of homo-
geneous generators. Let U be the set of homogeneous elements of S which are not in P, and
take the localization SU . Since we invert only elements which are homogeneous, we preserve the
Zd-grading of S.
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We claim that PSU is principal. For the discrete valuation ring V := SP, PV is principal;
we may assume it is generated by π . For each generator, ri of P, there exists siqi ∈ V such that
ri = π · siqi for some qi /∈ P. Clearing the denominator gives a relation in S: ri ·qi = π · si. Because
πS is a homogeneous ideal, each homogeneous component of qi is in (π :S ri). Since at least one
homogeneous component, q′i, is not in P, we have q
′
i /∈ P with q′i · ri ∈ πS. This implies ri ∈ πSU .
Therefore, PSU = πSU is principal.
Since every homogeneous element outside P has been inverted PSU contains every homo-
geneous prime of SU . In particular, P is the only homogeneous height 1 prime of SU . Be-
ing normal, SU satisfies S2 and thus πnSU is P-primary. We may complete the localization
at P, giving (πnSU )P = πnSP = πnV . Since πnSU is P-primary, πnSU = πnV ∩ SU . Now
fn = πnV ∩R = πnSU ∩R. Since SU is graded and πnSU is homogeneous, fn is homogeneous. In
R, a homogeneous ideal in this Zd-grading is monomial.
Theorem 3.30. Let I ⊂ k[x1, . . . ,xd] be a monomial ideal and let v be a Rees valuation of I. Then
v is a Noetherian filtration.
Proof. We will show that R(v) = R[t−1,x1tv(x1), . . . ,xdtv(xd)]. By Proposition 3.29, R(v) may be
generated in each degree by a finite number of monomials. Since v is a valuation, the valuation of
any monomial is given by v(∏di=1 x
pi
i ) = ∑
n
i=1 pi ·v(xi). But this shows that every term of R(v) may
be generated over R[t−1] by x1tv(x1), . . . ,xdtv(xd). Therefore, v satisfies condition (iii) of Theorem
3.12.
Given a more general ideal, the filtration ideals will no longer be monomial, but we may still
investigate whether the resulting filtration is Noetherian. We return to Example 3.28 and directly
calculate the sequence of ideals associated to a Rees valuation.
Example 3.31. Let R = k[x,y], I = (x+y,x2) and consider the Rees valuation of I found by adjoin-
ing x+yx2 to R. We may observe that the Rees valuation will be a Noetherian filtration since I may
be made monomial by a change of variable. Here we demonstrate the same fact by calculating the
filtration ideals.
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− x, R[x+yx2 ] = k[x,
x+y
x2 ] which is isomorphic to a polyno-
mial ring over k in two variables. Hence R[x+yx2 ] is regular and normal.
The localization of R[x+yx2 ] at a height 1 prime containing x
2R[z] is the Rees valuation ring
(V,m). This prime, xR[x+yx2 ], is a principal prime, so its powers are all xR[
x+y
x2 ]-primary. In particu-
lar, mnV ∩R[z], which defines the nth symbolic power of xR[x+yx2 ], is simply x
nR[x+yx2 ].
We seek the filtration of ideals generated by this valuation, namely
fn =mnV ∩R =mnV ∩R[
x+ y
x2
]∩R = xnR[x+ y
x2
]∩R




x2d . This characterization shows a ∈ x
nR[x+yx2 ]∩R if and only if
xnId = ax2d for some d. Thus, xnR[x+yx2 ]∩R = ∪
∞
d=0(x
nId : x2d). Fixing n, the ideals in the union
are an ascending chain of ideals in R. Thus, the union is their stable value. Moreover, for d > n/2,
this simplifies to (Id : x2d−n) since R is a domain.
Because I is generated by a regular sequence, we also have
(Id : x2d−n) =((x2d,x2d−2(x+ y), . . . ,(x+ y)d) : x2d−n)
=(x2d : x2d−n)+(x2d−2(x+ y) : x2d−n)+ . . .+((x+ y)d : x2d−n)




2 . Grouping the terms








2 . Similarly, for n even,
(Id : x2d−n) = I
n
2 . This gives m2V ∩R = I and I(mnV ∩R) = mn+2V ∩R for all n. Therefore, this
filtration is Noetherian by 3.12 (iv).
We now give a description of the general Rees valuation which may be determined to be
Noetherian by calculating the valuation ideals in this manner.
Theorem 3.32. Let R be a Noetherian normal domain and let I = (a1, . . . ,an,b). Suppose that
S := R[ Ib ] is integrally closed and there exists β ∈ R with β
p = b and βS a prime ideal. Suppose
further that for 0 < r ≤ p and for all d ∈N, (Id : β r) = β p−rId−1 + Id . Then the Rees valuation of
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I obtained by localizing S at βS is a Noetherian filtration.
Proof. Let V be the valuation ring obtained by localizing S at βS. We directly calculate mnV ∩R.
The maximal ideal of V is generated by the image of β . Hence mnV ∩S = β nS(β )∩S = (βS)(n),
the nth symbolic power of the prime βS. Since βS is a principal prime, its symbolic powers are
equal to its powers. This allows us to rewrite the original ideals as mnV ∩R =mnV ∩S∩R = β nS∩R.
Consider S = ∪∞d=0
Id
β pd
. We observe from this that a ∈ β nS∩R if and only if aβ pd ∈ β nId for
some d. We may characterize the valuation ideals by (β )nS∩R = ∪∞d=0(β nId : β pd). This is the
union of an increasing sequence of ideals in d, so the union is equal to its stable value. For pd > n,
we may write mnV ∩R = (Id : β pd−n).
To show that fn := (Id : β pd−n) is a Noetherian filtration, we claim that fp fn = fn+p for all
n≥ p as in (iv) of Theorem 3.12.
Note that by hypothesis with r = p, (Id : β p) = Id−1 for any d.
Let n = pq− r for integers q,r with 0 < r ≤ p. Rewrite (Id : β pd−n) as (Id : β p(d−q)+r). If
α ∈ (Id : β p(d−q)+r), then
α ·β p(d−q−1)+r ∈ (Id : β p) = Id−1
Hence α ∈ (Id−1 : β p(d−q−1)+r). Applying this reduction d−q times leaves (Iq : β r). That is, for
n = pq− r, fn = (Iq : β r).
Let n = p. Then p = 2p− p has q = 2, r = p and fp = (I2 : β p). Our hypothesis gives us
fp = (I2 : β p) = β 0I + I2 = I.
Let n = pq− r > p so that q ≥ 2. By our characterization above, fn+p = (Iq : β r). Our
hypothesis gives (Iq : β r) = β p−rIq + Iq+1. Thus, I(β p−rIq−1 + Iq) = fp fn by factoring I out of
both terms. Since fn+p = fn fp for all n≥ p, this filtration is Noetherian.
Example 3.33. Let R = Q[x,y,z] and consider I = (x2,y2 + z2). Letting b = x2, we see (Id : x) =
xId−1 +(y2 + z2)d and (Id : x2) = Id−1. Hence the associated filtration is Noetherian.
However, if b = y2 + z2, then bS is not prime so we may not conclude that the valuation asso-
ciated to R[ x
2
y2+z2 ] is Noetherian.
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As one can see above, the method of directly calculating the ideals is only productive in the
context of strong hypotheses. We explore another method which is based on constructing graded
rings which ‘ought’ to be the Rees rings of Rees valuations.
In Proposition 3.9, we established that the rational powers formed a subvaluation. It would
seem natural that the valuations determined by a Noetherian subvaluation would all be Noetherian,
but this is not known. In the following work, our goal is to construct a collection of Noetherian
filtrations from the subvaluation of rational powers. These filtrations are the Rees valuations of
I if and only if they are valuations. The following is a helpful condition for recognizing when a
Noetherian filtration, defined in terms of its Rees algebra, is a valuation.
Lemma 3.34. Let R be a local ring and P a prime ideal which may be generated by a regular se-
quence: P = (a1, . . . ,an). Then R = R[t−1,a1t p1, . . . ,ant pn] is the Rees ring of a discrete valuation
over R.
Proof. We may define a filtration f from R by f (x) = n if and only if xtn ∈R and xtn+1 /∈R. It
remains to show that f (xy) = f (x)+ f (y) for all x,y ∈ R. This is equivalent to saying that t−1R is
a prime ideal of R.
Let S = R[T,U1, . . . ,Ur] be the R-algebra with r + 1 independent variables and consider the
R-linear homomorphism ψ : S→R given by ψ(T ) = t−1 and ψ(Ui) = ait pi . Let K be the kernel
of ψ .
Define C := (T p1U1− a1, . . . ,T prUr− ar) and note that C is a submodule of K. Consider a
monomial µ = ∏ri=1U
wi
i . Rewrite T
∑i piwi µ by replacing each T piUi with (T piUi− ai + ai). The
monomial may then be expressed as H +∏ri=1 a
wi
i where H ∈C. Hence, any homogeneous form
F(U1, . . . ,Ut) has T nF(U1, . . . ,Ur) = H + F(a1, . . . ,ar) with H ∈ C. If we further assume that
F ∈ K, then we see that F(a1, . . . ,ar) = 0. Thus, K = (C : T ∞).
This argument that K = (C : T ∞) does not require that a1, . . . ,ar be a regular sequence. We
claim that when the sequence is regular, C = K.
Let P ⊂ S be a prime ideal containing C. If T ∈ P, then a1, . . . ,ar,T ∈ P and SP has depth at
least r+1. If T /∈ P, then Ui− aiT pi ∈ P so depth(SP)≥ r.
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Since C is generated by r elements, this also shows that C must be generated by a regular se-
quence. For any P∈Ass(S/C), we have depth(SP) = r. Hence T is not contained in any associated
primes of S/C, so K = (C : T ∞) =C.
Now let I ⊂ R be the ideal generated by (a1, . . . ,ar). Since K =C, K +(T ) = I+(T ) as ideals
in S. Therefore, R/t−1R ∼= S/(K +(T ))S∼= R/I[U1, . . . ,Ur]. This last ring is r variables adjoined
to a domain R/I, so it is a domain. In particular, t−1R is a prime ideal of R.
We now assume that R is a UFD and construct the Rees ring of a new filtration based on the
irreducible factors of generators of I.
It is worth noting that our established notations for filtrations and for valuations leads to a
possibly confusing juxtaposition. Given two filtrations, we have said g≤ f if gi ⊆ fi for all i. This
is equivalent to f (x)≤ g(x) for any x ∈ R. We continue with this incongruity in mind.
Construction 3.35. Let (R,m) be a local UFD and let f be a Noetherian filtration on R. Let
R( f ) =R[t−1,q1t p1, . . . ,qnt pn] and let a1, . . . ,am be the set of all irreducible factors of the elements
q1, . . . ,qn. We write qi =∏mj=1 a
ci j
j . We will construct filtrations h1, . . . ,hs with constants w1, . . . ,ws
such that h` ≤ w` f and h`(qi) = ∑mj=1 ci jh`(a j) for all `, i.
Any such filtration h` satisfies n+m linear inequalities on the m unknowns h`(a1), . . . ,h`(am)
given by h`(qi) = ∏mj=1 ci jh`(a j)≥ w f (qi) and h`(a j)≥ w f (a j) for all 1≤ i≤ n and 1≤ j ≤ m.
From these n+m inequalities, we form an (n+m)× (m+ 1) matrix. For 1 ≤ i ≤ m, column
i will correspond to coefficients of h`(ai) and column m+ 1 will be given by f (qi) or f (ai) as
appropriate. For example, the row that corresponds to h`(q1) = ∏mj=1 c1 jh`(a j) ≥ w f (q1) will be
given by [ c11 c12 ... c1m f (q1) ].




choices of m rows to place at the top of this matrix and name the resulting
matrix M. Consider the m×m submatrix A in the top left corner; that is, with Ai j = Mi j for
1 ≤ i ≤ m,1 ≤ j ≤ m. Apply row operations (over Q) to the whole matrix M which place A in
reduced row echelon form. We will assume that A is invertible so that we have the m×m identity
matrix. Note that although all entries were integers at the start, column m+ 1 may now contain
rational entries. After this row reduction, form M′ by adding multiples of rows 1 through m to the
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remaining rows to obtain an n×m zero submatrix; the entries of column m+ 1 may not be zero.
Assume that M′i(m+1) ≤ 0 for m < i≤ n+m.
Now suppose we have a rational function α on R with α(ai) = M′i(m+1) for 1 ≤ i ≤ m and
α(qi) = ∑mj=1 ci jα(a j). This function satisfies the inequalities associated to the first m rows of M
with equality and satisfies the remaining n inequalities since they are equivalent to 0≥M′i(m+1) for
m < i≤ n+m. Let w be the least common multiple of the denominators of M′i(m+1) for 1≤ i≤ m.
Then let g be defined as the filtration whose Rees ring is
R(g) =R[t−1,q1twp1 , . . . ,qntwpn,a1t
wM′1(m+1), . . . ,amt
wM′m(m+1)]
=R[t−1,a1t
wM′1(m+1), . . . ,amt
wM′m(m+1)]
Thus g≤ w f and g(qi) = ∑mj=1 ci jg(a j) by construction.
For each choice of m initial rows, we may be able to construct such a filtration. If a given choice
of rows results in a submatrix A which is not invertible or if M′i(m+1) > 0 for some i > m, then we
omit this choice of initial rows from consideration. After computing such matrices for every choice
of initial rows, we will have a finite set of filtrations h1, . . . ,hs with associated integers w1, . . . ,ws
for which h` ≤ w` f and h`(qi) = ∑mj=1 ci jh(a j) for all `, i.
Example 3.36. Let R = k[x,y] and consider R( f ) = R[t−1,xyt]. In this case, n = 1 and q = xy. It
has two irreducible factors, a1 = x, a2 = y. These take the values f (xy) = 1, f (x) = 0 and f (y) = 0.

























The first two matrices identify two filtrations h1,h2 whose Rees rings are R[t−1,yt] and R[t−1,xt],
respectively. Note that h1,h2 are the Rees valuations of the ideal (xy) as we showed in Example
3.4. The third matrix suggests the filtration h3 with h3(x) = h3(y) = h3(xy) = 0, but the positive 1
at (M′3)33 indicates that this choice does not satisfy our initial inequalities.
Lemma 3.37. Let R be a UFD and let f be a Noetherian filtration on R. Then Construction 3.35
produces at least one filtration.
Proof. Denote R( f ) = R[t−1,q1t p1 , . . . ,qnt pn ] for some qi ∈ R and pi ∈N. Let {a1, . . . ,am} be the
union of irreducible factors of each qi; qi = ∏mj=1 a
ci j
j .
We need only show that we may produce a matrix M whose top left m×m submatrix is invert-
ible and for which the reduced matrix M′ has M′i(m+1) ≤ 0.
We may interpret the problem geometrically by associating a function g having g(a j) = r j to
(r1, . . . ,rm) ∈Qm. In order to have g(a j)≥ f (a j) and g(qi) = ∑nj=1 ci jg(a j)≥ f (qi), we choose a
point in the intersection of n+m half-spaces. Since every ci j ≥ 0, choosing g(a j) = maxi( f (qi))
for all 1 ≤ j ≤ m gives one such point. Hence we have a nonempty polytope of solutions in Qm.
In order to have a matrix of the required form, we simply need the boundary of this polytope to
contain a vertex, which will be the intersection of at least m hyperplanes. The (n+m)×m matrix
of coefficients has full rank, so such a point exists.
Recall in Theorem 3.10 we found that the set of Rees valuations, {v1, . . . ,vs}, of an ideal I is the
unique set of valuations defining the subvaluation, f , of rational powers of I. For each valuation vi,
there is a corresponding set Si ∈ R such that vi(x) = f (x) if and only if x∈ Si. The sets S1, . . . ,Ss are
exactly the maximal f -compatible sets of R. We will use these notions to prove our next theorem.
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Theorem 3.38. Let I be an ideal in an unramified Noetherian unique factorization domain R. Let
f be the filtration of rational powers of I. We may construct a finite set of Noetherian filtrations
h1, . . . ,hs such that if h j is a valuation then h j is a Rees valuation of I.
Proof. Since R is unramified, the Rees algebra of rational powers of I is a finitely generated al-
gebra over R by [17] Theorem 9.2.2. Let w be the least common multiple of {v1(I), . . . ,vs(I)}
where v1, . . . ,vs are the Rees valuations of I. The rational powers of I are given by R[t−1, Itw] =
R[t−1,q1t p1, . . . ,qnt pn] which defines a Noetherian subvaluation, f . Hence we may construct
h1, . . . ,hs from f as in 3.35.
Suppose g = hi is a valuation for some i and consider the set S := {x ∈ R|g(x) = f (x)}. Since
g is a valuation, S is f -compatible and is contained in a maximal f -compatible set, S j. Since f is
a subvalution, there is a valuation v j with v j(x) = f (x) on S j. Hence g(x) = f (x) implies v j(x) =
f (x). By construction g(a1), . . . ,g(am) are the unique integers such that g(q j) = ∑mk=1 c jkg(ak) for
1 ≤ j ≤ n, g(x) ≥ f (x) for all x ∈ R, and g(y) = f (y) for any y in the specific size m subset of
{a1, . . . ,am,q1, . . . ,qn} associated with g. Since v j satisfies these properties, v j(ak) = g(ak) for
1 ≤ k ≤ m. Now R(g) = R[t−1,a1tg(a1), . . . ,amtg(am)], so each generator of R(g) is an element
of R(v j). This means that g(x) ≤ v j(x) for all x ∈ R so that v j(x) = f (x) implies g(x) = f (x).
Therefore, S j = S.
If g 6= v j, then there exists x∈R with f (x) 6=mini6= j(vi(x),g(x)). In this case g(x)< f (x), which
contradicts the construction of g, or f (x) = v j(x)< g(x) which contradicts S= S j. Therefore g= v j
is a Rees valuation of I.
The following example gives an ideal which is not described by previous results, but for which
we may now conclude that all of its Rees valuations are Noetherian.
Example 3.39. R = R[x,y,z], I = (x3(y2 + z2),(y2 + z2)2). We may not rewrite I as a monomial
ideal by change of variables and for b = (y2 + z2)2 it is not true that (I2 : b) = I. Hence neither of
Theorems 3.30 or 3.32 demonstrate that the Rees valuations are Noetherian.
However, R( f )=R[t−1,x3(y2 + z2)t6,(y2 + z2)2t6] and the irreducible factors of the generators
81
x3(y2 + z2),(y2 + z2)2 are x,(y2 + z2). These factors form a regular sequence in R and generate a
prime ideal. Therefore, we may apply Lemma 3.34 to see that every filtration formed in Theorem
3.38 is a valuation.
Let β = (y2 + z2). We may calculate R( f ) = R[t−1,β t3,xβ t4,x2β t5,x3β t6]. We apply Con-
struction 3.35 with a1 = x,a2 = β ,q1 = xβ ,q2 = x2β ,q3 = x3β . We obtain two Noetherian Rees
valuations R(v1) = R[t−1,xt,β t3] and R(v2) = R[t−1,β t6].
3.3 j-Multiplicities of Filtrations
Our next goal is to define j-multiplicity of Noetherian filtrations and to prove a result for Noethe-
rian filtrations of maximal analytic spread which corresponds to Theorem 3.26. This follows nat-
urally once we establish that this j-multiplicity is additive and is preserved under reductions of
filtrations.
Let (R,m) be a local ring of Krull dimension d, I an ideal, and M a finitely generated R-module.
We write Γ(−) for the zeroth local cohomology functor H0m(−). The multiplicity introduced in [1]





If we directly replace In with fn from a Noetherian filtration, f , λΓ( fn−1M/ fnM) defines a
quasi-polynomial of degree at most d−1 as n gets large. As in the case of an m-primary filtration,
taking ∑ni=0 λΓ( fi−1M/ fiM) produces a uniform quasi-polynomial in n of degree at most d. By
the subadditivity of Γ, ∑ni=1 λΓ( fi−1M/ fiM)≥ λΓ(M/ fnM), where we had equality when f1 was
m-primary. Analysis of the latter expression would seem to generalize the ε-multiplicity of Katz,
Ulrich, Validashti and would be an interesting topic for future study.
In expounding the basic properties of j-multiplicity for filtrations, we follow the work of Flen-
ner, O’Carroll and Vogel [11]. We first define a version of j-multiplicity for a graded ring which
may not have a standard grading. Applying this to G f := R( f )/(t−1)R( f ) will give us the j-
multiplicity of a filtration.
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Let G be a graded ring with G0 = R which is finitely generated over (R,m), a local ring. Let M
be a finitely generated graded G-module. We have that Γ(M) embeds into M/msM for sufficiently
high s, so dim(Γ(M))≤ dim(M/msM). Since Γ(M) is a graded module of G/msG, whose zeroth
graded piece is an Artinian ring, λ (Γ(M)n) is eventually quasi-polynomial. We may obtain a
uniform quasi-polynomial by taking P(n) = ∑ni=0 λ (Γ(M)n).
Definition 3.40. Let (R,m) be a local ring with Γ = H0m. Let G be a graded ring which is finitely
generated over G0 = R with dim(G) = d. Let M be a graded G-module. Define j(G,M) to be the
rational number α for which αd! is the common coefficient of n












In contrast with the classical graded j-multiplicity, we remove the assumption that G is gener-
ated over G0 in degree 1. Hence we have a quasi-polynomial instead of a polynomial function, and
a rational ‘multiplicity’ instead of an integer.
Lemma 3.41. Let P(n) be a quasi-polynomial of period k and degree d−1. Let it be determined
by the polynomials P0, . . . ,Pk−1. Let e0, . . . ,ek−1 denote (d− 1)! times the coefficient of nd−1 in






















We need only consider the leading term of Pj(ik+ j),
e j
(d−1)!(ik+ j)
d−1. In fact, Lemma 2.20 asserts
that the leading term of ∑ni=0 i
d is nd+1/(d+1). The only term, then, of the binomial expansion of
















d . The same leading coefficient is ob-
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Example 3.21 is also an example of this lemma.
The additivity of the graded j-multiplicity in this setting follows along the same lines as that of
Flenner, O’Carroll, Vogel. In their proof of [11] 6.1.2, the authors use neither the fact that P(n) is
a polynomial nor that G is standard graded.
Proposition 3.42. Let G be a graded ring and let 0→ M′ → M → M′′ → 0 be a short exact
sequence of graded G-modules. Then j(M) = j(M′)+ j(M′′).
Proof. By the exact sequence, dim(Γ(M))≥ dim(Γ(M′)),dim(Γ(M′′)). Both sides of the desired
equality are 0 whenever dim(G)> dim(Γ(M)). Now suppose dim(G) = dim(Γ(M)).
We begin by noting that Γ(−) is left exact and claim that C, the cokernel of Γ(M)→ Γ(M′′),
has dimension smaller than dim(Γ(M)). Localization is exact and commutes with Γ, so we may
consider the sequences 0→ M′P → MP → M′′P → 0. For P a prime of dimension d, Γ(MP) is







It follows that if dim(R/P) = d, 0→ Γ(M′P)→ Γ(MP)→ Γ(M′′P)→ 0 so that CP = 0. Hence
dim(C)< d.
We now consider the exact sequence
0→ Γ(M′)→ Γ(M)→ Γ(M′′)→C→ 0
Length is additive, so λ (Γ(M)i)+λ (Ci) = λ (Γ(M′)i)+λ (Γ(M′′)i) and for n 0, these are quasi-
polynomials. For the sums, ∑ni=0 λ (Γ(M)i) + ∑
n







Lemma 3.41 gives that each sum is determined by a uniform quasi-polynomial when n  0.
By adding the degree d terms of each quasi-polynomial, j(M) + j(C) = j(M′) + j(M′′). Now
dim(C)< d implies that j(C) = 0 and j(M) = j(M′)+ j(M′′).
We now define the j-multiplicity of a filtration.
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Definition 3.43. Let (R,m) be a local ring of Krull dimension d and let f be a Noetherian filtration
on R. The Rees ring of an R-module, M, with respect to f is R f (M) :=⊕i∈Z fiM ⊂M[t−1, t]. The
associated graded module is G f (M) := R f (M)/t−1R f (M) =⊕∞i=0
fiM
fi+1M
. We define j( f ,M) for a
filtration f on R by j( f ,M) = j(G f (M)). We denote j( f ,R) by j( f ).
Recall that for an ideal I in a local ring R, j(I) 6= 0 if and only if I has maximal analytic
spread. The analytic spread of f is defined by dim(G f /mG f ) = dim(Γ(G f )). If dim(R) = d, then
j( f ) = j(G f ) = limn→∞ d!nd ∑
n
i=0 λ (Γ((G f ))i) 6= 0 if and only if dim(Γ(G f )) = d, in which case f
has maximal analytic spread.
In order to analyze this multiplicity in the manner of the traditional j-multiplicity, we must
prove a version of the Artin-Rees lemma for filtrations. This proof is a modified version of the
proof in Matsumura ([27] Theorem 8.5).
Lemma 3.44. Let f be a Noetherian filtration on a ring R. Let N ⊂ M be finitely generated R-






Proof. The Rees ring of f , R( f ) is finitely generated over R by a1, . . . ,ar. Similarly, let M be
generated by m1, . . . ,ms. Any α ∈ fnM may be written as ∑si=1 ritnmi where ritn ∈ R( f ). We
consider Jn = {(r1tn, . . . ,rstn) ⊂ R( f )s|∑i ritnmi ∈ N}. Finally, let L ⊂ R( f )s be generated by
∪i≥0Ji.
Since R( f ) is Noetherian, L is a finitely generated R-submodule of R( f )s. Hence it is gen-
erated by a finite collection u1, . . . ,up with u j = (u j1,u j2, . . . ,u js) ∈ Jd j . By Theorem 3.12, there
exists a b with fn+b = fn fb for all n > b. Set c = max j(b
d j
b c).
Let n > bc and α ∈ fnM ∩N, α = ∑rimi with (r1tn, . . . ,rstn) ∈ Jn. We may write this as
(r1tn, . . . ,rstn) = ∑ j p ju j with p j ∈R( f )n−d j . Now,




ui jmi ∈ fn−d j( fd jM∩N)
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Since bc > d j, there exists z j < b with fn−d j( fd jM ∩N) = fn−bc−z j( fbc+z jM ∩N). Hence we
conclude α ∈ ∑bz=1 fn−bc−z( fbc+zM∩N).
This modified Artin-Rees condition is sufficient to preserve the argument of [11] Lemma 1.2.6.
This result bears the weight of our proof that the j-multiplicity of Noetherian filtrations is additive.
Lemma 3.45. Let f be a Noetherian filtration on a ring R. Let 0→M′→M→M′′→ 0 be an exact
sequence of R modules. Then the modules ker(G f (M′)→ G f (M)) and ker(
G f (M)
im(G f (M′))
→ G f (M′′))
have the the same minimal primes on Spec(G f (R)).
Proof. Let R(M) be the Rees algebra of the module M and consider K := ker(R(M)→R(M′′)).
Consider the diagram
0 −−−→ K(1) −−−→ R(M)(1) −−−→ R(M′′)(1) −−−→ 0yt−1 yt−1 yt−1
0 −−−→ K −−−→ R(M) −−−→ R(M′′) −−−→ 0
Since (t−1) is a non-zero-divisor on R(M′′), the snake lemma gives us a short exact sequence of
cokernels.
0→ K/t−1K→ G(M)→ G(M′′)→ 0
Let L be the cokernel of the inclusion map R(M′) ↪→ K. Apply the snake lemma to the following
diagram:
0 −−−→ R(M′)(1) −−−→ K(1) −−−→ L(1) −−−→ 0yt−1 yt−1 yt−1
0 −−−→ R(M′) −−−→ K −−−→ L −−−→ 0
We obtain the exact sequence 0→U → G(M′)→ K/t−1K→V → 0
U is the cokernel of L(1)→ L as well as ker(G(M′)→ G(M)). V is the ker(L(1)→ L) as well
as ker(G(M)/G(M′)→ G(M′′)).
Observe that Kn = M′∩ fnM1 by definition, so L =⊕n(M′∩ fnM)/ fnM′. Hence there exists a
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power a with t−aL = 0 by Lemma 3.44. By the exact sequence
0→U → L(1)→ L→V → 0
the minimal primes of L are also minimal primes of U and V . In addition, λ (Up) = λ (Vp) for all
such primes.
Now we see that the j-multiplicity of filtrations is additive.
Theorem 3.46. Let f be a Noetherian filtration on a local ring R. Let 0→M′→M→M′′→ 0 be
an exact sequence of R-modules. Then j( f ;M) = j( f ;M′)+ j( f ;M′′).
Proof. Let N := K/t−1K as in the previous proof. Recall from the previous proof the exact se-
quences
0→ K/t−1K→ G f (M)→ G f (M′′)→ 0
and
0→U → G f (M′)→ K/t−1K→V → 0
By Proposition 3.42, the first exact sequence yields j(G f (M)) = j(G f (M′′))+ j(N). The second
exact sequence gives j(U)+ j(N) = j(G f (M′))+ j(V ). However, j(U) = j(V ) by 3.45, and we
conclude that j(N) = j(G f (M′)). Now, j(G f (M)) = j(G f (M′))+ j(G f (M′′)) follows from the
first equality.
Since j( f ;M) = j(G f (M)), we have the desired result.
While the proof of additivity is only a slight modification of the proof for the original j-
multiplicity, it is better to follow a new line of thought when we turn to reductions of filtrations.
For g ≤ f a reduction of filtrations, there exists z such that gz fn = fn+z for n 0, but we must
deal with a sequence of terms gz fz,gz fz+1, . . . ,gz f2z−1 before we increment the power of gz. We
avoid significant complications in the direct approach by relating the j-multiplicity of a Noetherian
filtration to that of an ideal. The next proposition is a generalization of the fact that for I an ideal
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in a ring of Krull dimension d, j(Iz) = zd j(I) which may be found in [20] Corollary 3.11. In fact,
this argument provides a new proof of that statement.
Proposition 3.47. Let R be a local ring of dimension d and let f a Noetherian filtration on R. Fix
z ∈ N and let g be the filtration defined by gi = fzi. Then j(g) = zd j( f ).
Proof. Consider the graded ring of g: Gz = ⊕∞i=0
gi
gi+1







































by B` for each 0 ≤ ` ≤ z− 1. These B` are graded modules over Gz, so each
module has a well-defined j-multiplicity. Moreover, j-multiplicity is additive on exact sequences
by Theorem 3.46, so j(g) = ∑z−1`=0 j(B`).











each of these limits converges, we may regard the sum as a single limit in which the z-tuple









































= zd j( f )
Proposition 3.48. Let g ≤ f be a reduction of Noetherian filtrations on a local ring R. Then
j(g) = j( f ).
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Proof. By Proposition 3.14, there exists z ∈ N such that gnz = gnz , fnz = f nz and gz is an ideal
reduction of fz.
Apply Proposition 3.47 to f and g to get j(g) = j(gz)/zd and j( f ) = j( fz)/zd . Since j(gz) =
j( fz) as a reduction of ideals, we have the result.
For a valuation v on a ring R, recall that v(I) denotes the min{v(x)|x∈ I} for any ideal I⊂R. We
may similarly define v( f ) := v( f1). With this definition, we may relate j( f ) to vi( f ) for v1, . . . ,vs
the Rees valuations of f , just as Katz and Validasthi related j(I) to vi(I); [20]. This is one of the
main results of this section.
Theorem 3.49. Let f be a Noetherian filtration on a local ring R. Let v1, . . . ,vs be the Rees
valuations of f . There exist nonnegative rational numbers d( f ,vi) such that




d( f ,vi)vi( f )
Proof. Let I = fz such that fnz = In. By 1.42, there exist nonnegative integers d(I,vi) such that







Now vi( f ) is an integer with vi( f ) ≤ vi(I), so j( f ) = ∑si=1
d(I,vi)vi(I)
zdvi( f )
· vi( f ). We may choose




The fact that vi(I)vi( f ) is a factor of our constant is somewhat dissatisfying. However, it is not
possible to give a more specific relationship between the formula for j( f ) and the formula for j(I).
Consider the following example.
Example 3.50. Let R = k[x,y] and f the filtration for which R( f ) = R[t−1,xyt,x3y2t3,x2y3t3].
f has a 3-repeating reduction g defined by R(g) = R[t−1,x3y2t3,x2y3t3]. One Rees valuation
of f and g is the monomial valuation v with v(x) = 1,v(y) = 0. Then v( f ) = v(xy) = 1 and
v(g) = v(x3y2 + x2y3) = 2. Indeed for any n ∈ N, we may define gn as the minimal 3n-repeating
reduction of f and v(gn) = v((x3y2,x2y3)n) = 2n.
Alternatively, we may define f ′ by R( f ′) = R[t−1,x2yt,x3y2t3,x2y3t3] and f ′ has the same
reductions and Rees valuations, except v( f ′) = 2.
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Chapter 4
Ideals of Submaximal Analytic Spread
In this chapter, we let (R,m) be a local ring of dimension d. We have defined one generalization of










The study of such limits has be restricted to ideals of maximal analytic spread by the following
result.
Theorem 4.1 ([42]; [20], Theorem 4.7). Let (R,m) be a local ring and let I ⊂ R be an ideal. Then
ε(I) 6= 0 if and only if I has maximal analytic spread.
In this chapter, we begin to investigate the asymptotic behavior of λ (Γ(R/In)) for ideals with
`(I)< dim(R). We find that for any such I, these lengths are eventually polynomial. When they are
nonzero, the polynomial has degree at most `(I)− 1. In Theorem 4.8, we show there exist ideals
of any analytic spread t with 1 < t < dim(R) for which λ (Γ(R/In)) is eventually polynomial of
degree a for any 0≤ a < t−1.
By definition x ∈ Γ(R/In) if x ∈ R/In and mkx = 0 for some k ∈ N. These are the images
of elements from R which lie in (In : mk) for some k ∈ N. Since (In : mk) ⊂ (In : mk+ j) for any
j ∈N, the ∪∞k=0(In : mk) is eventually equal to the stable value of these ideals, which we denote by




We find the following well-known proposition useful.
Proposition 4.2. (I : m∞) 6= I if and only if m is an associated prime of I.
Proof. Let I ⊂ R be an ideal and consider the primary decomposition of I = ∩ti=1 pi. If p1 is
m-primary then ∩ti=2 pi ⊂ (I : m∞).
Inversely, if m is not an associated prime of I, then m does not consist of zero divisors on R/I
so I = (I : m∞).
We have several results connecting analytic spread to associated primes.
Theorem 4.3 ([17], 5.4.6 and 5.4.7). If R is a Noetherian local ring and `(I) = dim(R), then
m ∈ Ass(R/In) for all large n. If R is also quasi-unmixed, then m ∈ Ass(R/In) for some n if and
only if `(I) = dim(R).
In particular, if `(I) < d and I is normal, then m is not associated to any power of I and
Γ(R/In) = 0 for all n.
A common construction in combinatorics is the edge ideal of a graph. Proposition 3.3 of [26]
shows that for I, the edge ideal of a graph, m ∈ Ass(R/Ik) for some k if and only if m ∈ Ass(R/It)
for some t. Together with Theorem 4.3, this demonstrates that Γ(R/In) = 0 for all n if I is the edge
ideal of a graph with `(I)< dim(R).
Some conditions sufficient to guarantee Γ(R/In) = 0 if and only if Γ(R/I) = 0 are given by
Zarzuela ([44], Thm 3.1 + Thm 4.3) and Herzog, Rauf, Vladoiu ([15], Cor 4.5). For such ideals,
Γ(R/In) 6= 0 for large n exactly when m ∈ Ass(I).
The following characterization of unmixedness given by Katz is particularly helpful. Recall
that ‘unmixed’ is defined in 1.16.
Theorem 4.4 ([19], Theorem 4.1). Let (R,m) be a local ring. The following are equivalent:
(i) R is unmixed.
(ii) For each ideal of the principal class I, with height I < dimR, ⊕n≥0(In : m∞) is a finite R[It]-
module.
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(iii) For each ideal I with `(I)< dim(R), ⊕n≥0(In : m∞) is a finite R[It]-module.
By [9], if I contains a non-zero divisor, then Ass(In/In−1) = Ass(R/In) for n 0. Therefore,
the sequences Γ(In/In+1) and Γ(R/In) are non-vanishing for the same ideals. By (iii) of Theorem
4.4, we have ⊕n≥0(In : m∞) is finite over the standard graded R-algebra ⊕n≥0In. By Theorem 1.5,
λ ( (I
n:m∞)
In ) is eventually polynomial. Moreover, we have (I
n : m∞) ⊂ In− j. As was pointed out to
me in conversation with Jack Jeffries and Youngsu Kim, we may combine this observation with
the subadditivity of Γ(−) to obtain
λΓ(In−1/In)≤ λΓ(R/In)≤ λΓ(In−1/In)+λΓ(In−2/In−1)+ . . .+λΓ(In− j/In− j+1)
For n 0, λ (Γ(In−1/In)) is given by a polynomial, P(n− 1). Since this polynomial has a
positive leading coefficient, we may assume





≤ jP(n−1) = jλ (Γ(In−1/In))
Hence we obtain
λΓ(In−1/In)≤ λΓ(R/In)≤ jλ (Γ(In−1/In)) for n 0
Therefore the polynomials which eventually give λ (Γ(In−1/In)) and λ (Γ(R/In)) have the same
degree. To find this degree, we consider the dimension of the A-module H0J (A), for an arbitrary
ring A.
Lemma 4.5. Let A be a ring and J ⊂ A an ideal.
dim(H0J (A)) = max(dim(A/Q)|J ⊂ Q ∈ Ass(A))
Proof. Let P ∈ Supp(H0J (A)) if and only if there exists α 6= 0 in AP which is annihilated by JP.
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Since JP ⊂ (0 :AP α), JP ⊂ Q′ for some Q′ ∈ Ass(AP). Lifting back to A, we find Q ∈ Ass(A) with
J ⊂ Q⊂ P.
Therefore, Supp(H0J (A)) = {P ∈ Spec(A)|∃Q ∈ Ass(A),J ⊂ Q⊂ P}.
Letting A = G(I) := ⊕n≥0 I
n
In+1 and J := mG(I), we find that the polynomials asymptotically
defining λ (H0m(I
n/In+1)) and λ ((In : m∞)/In) have degree equal to the highest dim(G(I)/P)− 1
such that mG(I) ⊂ P ∈ Ass(G(I)). We are assuming that `(I) = dim(G(I)/mG(I)) < dim(G(I)),
so the degree of the polynomial is given by an embedded associated prime of G(I). Since our
prime may not be minimal over mG(I), the degree of growth may be strictly less than `(I)−1.
In fact, such behavior may be observed. We give a theorem to show that the various combina-
tions of analytic spread and degree of the growth of λΓ(R/In) which this indicates as possible will
occur. We first construct an exact sequence which will aid in verifying the properties of our ideals.
Construction 4.6. Let (R,m) be an unmixed local ring of Krull dimension d. Let I be an ideal
with `(I) = t < d and suppose I has a minimal reduction J = (g1, . . . ,gt).
Since ⊕n(In : m∞) is a finite module over R[It] which is a finite module over R[Jt], there exists
s such that (Iw+s : m∞) = Jw(Is : m∞) for all w∈N. Since J is also a reduction of I, we may choose




Jn−zIz . Now let U1, . . . ,Ut be new variables and consider
the exact sequence:





JnIz −−−→ 0 (4.1)
where ψ is defined by taking ψ(Ui) = gi. Note that ψ is a graded homomorphism
(
(Iz : m∞)[U1, . . . ,Ut ]












, a polynomial in n of degree t−1.
Understanding ker(ψ) will tell us about the length we desire.
To help the reader digest the calculations which follow, it is helpful to consider an example.
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3) + (x4)(x1,x2,x3,x4) and define
I = L+mL. It is shown in the forthcoming proof that (Ip : m∞) = (x1, . . . ,x4)2p and we wish to
characterize the monomials which lie in (Ip : m∞) and outside Ip = Lp +mLp−1L+ . . .+mpLp.






4 ∈ (I5 : m∞) with ∑
4
i=1 αi = 10. First observe that if
α4 > 1, then µ ∈ L5 ⊂ I5. Suppose α4 ≥ 3, then we may factor out xix4 for any i with αi odd;
hence µ ∈ L5. If α4 = 2, then two or zero of α1,α2,α3 are odd and we may again conclude that
µ ∈ L5.
Similarly, if α4 = 1 and exactly one of α1,α2,α3 is odd, then µ ∈ L5. If all three are also odd,
then µ /∈ L5. One may observe that by factoring out a single term x1x2 ∈ L\L, we find a monomial
in L4. Thus m ·µ ∈ mL4L ⊂ I5. Likewise, if α4 = 0, {α1,α2,α3} may have 0 or 2 odd terms and
µ falls into L5 or L4L, respectively. From this one deduces that all elements of (I5 : m∞)/I5 have
degree exactly 10 and so will have no factors of x5.
Denote by r(µ) the number of exponents from α1,α2,α3 which are odd. We may summarize
our results by saying: if µ ∈ (I5 : m∞), then µ /∈ I5 if and only if ∑5i=1 αi−10 <
r(µ)−α4
2 .
Theorem 4.8. Let k be a field and let k[x1, . . . ,xd] be the polynomial ring in d independent vari-
ables. Let R be the localization of k[x1, . . . ,xd] at the homogeneous maximal ideal. There exists an
ideal I ⊂ R with analytic spread t and λ (Γ(R/In)) equal, for n 0, to a polynomial of degree a
for any 2≤ t ≤ d−1 and any 0≤ a≤ t−1.
Proof. Let J = (x21, . . . ,x
2
t ). J is generated by a regular sequence of length t, so it has analytic
spread t. Moreover, Jn = (x1, . . . ,xt)2n = J
n for all n. Each I we construct will have J ⊂ I ⊂ J, so
that J is a reduction of I and `(I) = t.
We investigate the kernel of ψ from the exact sequence described in equation 4.1






where ψ(rUi) = rx2i for all r ∈
(Iz:m∞)
Iz . Since J
nIz is a monomial ideal, the kernel of ψ will be
a ‘monomial’ submodule in the variables U1, . . . ,Ut . That is, a homogeneous form f (U1, . . . ,Ut)
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belongs to K if and only if each term r ∏ti=1U
qi
i ∈ K.
In each of the following cases, we will pursue a numerical criterion on the exponents of a
monomial µ ∈ (Ip : m∞) which will determine whether µ ∈ Ip. Since this criterion behaves nicely
under multiplication by x2i for 1≤ i≤ t, this will give a characterization of K.
Case 1: a = t−1.
Let I = J+mJ.
Ip = Jp +mJJp−1 + . . .+mpJp
Since J = (x1, . . . ,xt)2, one may quickly observe that J
p
= Jp. Since `(J)< d, Theorem 4.3 tells us
(Jp : m∞) = Jp. By the above description of Ip, we have mpJp ⊂ Ip so that (Jp : m∞)⊂ (Ip : m∞).
On the other hand, I ⊂ J so that (Ip : m∞)⊂ (Jp : m∞) = Jp. Hence Jp = (Ip : m∞) = (x1, . . . ,xt)p.
Let µ = ∏di=1 x
αi
i be a monomial with ∑
t
i=1 αi ≥ 2p so that µ ∈ (Ip : m∞). We will track three




















where r2(c) ∈ {0,1} denotes the residue of the integer c modulo 2. This last sum merely counts
the number of exponents among the first t variables which are odd.




2 , which is always an integer since r2(∑
t
i=1 αi)
∼=∑ti=1 r2(αi) modulo 2. Rewriting this








2 . Then j =
r(µ)−δp,t(µ)
2
is the smallest integer such that µ ∈ Jp− jJ j. Hence µ ∈m jJp− jJ j ⊂ Ip if δp,d(µ)≥ j. Conversely,
if µ ∈ Ip, then µ ∈mgJp−gJg for some 0 < g < p, so that µ has the described form.
if µ ∈ (Ip : m∞), then µ ∈ Ip if and only if δp,d(µ)≥
r(µ)−δp,t(µ)
2
Now let z ∈N be as in equation 4.1 and consider µ ∈ (Iz : m∞)\ Iz. We wish to determine whether
ψ(µUb11 · · ·U
bt
t ) = 0. Denote ∑
t
i=1 bi = B and µ ·∏ti=1 x
2bi
i = µ
′. We claim that µ ′ /∈ Iz+B.
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(αi +2bi)−2(z+B) = δz+B,t(µ ′)
Similarly, one may see that δz,d(µ) = δz+B,d(µ ′). Since all new factors are even powers of xi, we
also have r(µ) = r(µ ′). Therefore if δz,d(µ) <
r(µ)−δz,t(µ)




µ ′ /∈ Iz+B. Therefore, the kernel of ψ is zero.
























which is a polynomial in n of degree t−1, as promised.
Case 2: 1≤ a < t−1
Define a new ideal L = (x21, . . . ,x
2
a+1) + (x1, . . . ,xt)(xa+2, . . . ,xt). Let our new I := L+mL.
Since J ⊂ L ⊂ I ⊂ J, J is a reduction of I and L and we have the same exact sequence as in
equation 4.1.
Set µ = ∏di=1 x
αi
i . Let δp,t , δp,d be as in Case 1 and redefine r(µ) = ∑
a+1
i=1 r2(αi): the number
of odd exponents among the first a+1. Additionally, define σa,t(µ) = ∑ti=a+2 αi.
Since mixed terms involving xa+2, . . . ,xt lie in L, we have more flexibility in identifying gen-
erators of L which are factors of µ . We again seek the largest number of such factors. Whenever
σa,t(µ)≥ r(µ), each odd exponent from among the first a+1 terms may be factored out as a mixed
term as we showed in Example 4.7. This demonstrates µ ∈ Lp ⊂ Ip. If r(µ) > σa,t(µ), then we
have at most 12(∑
t













(r(µ)−δp,t(µ)−σa,t(µ)) = p− j
Taking this last equation as the definition of j, j is the least integer such that µ ∈ Lp− jL j. In
this case, µ ∈ Ip if δp,d(µ) ≥ j. We again have the converse by observing that µ ∈ Ip implies
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µ ∈mgLp−gLg for some 0≤ g≤ p.




Note that by taking the residues modulo 2, we have























so that the right side of the inequality is always an integer.
We now wish to apply this criterion to analysing the kernel of ψ . Again let µ ∈ (Iz :m∞)\Iz and
consider ψ(µ ·∏ti=1U
bi
i ) = µ
′. As in case 1, we have δz+B,d(µ ′) = δz,d(µ), δz+B,t(µ ′) = δz,t(µ)
and r(µ ′) = r(µ). The only term of our criterion which may change is σa,t .
If ba+2 = ba+3 = . . . = bt = 0, then σa,t(µ) = σa,t(µ ′) and µ ′ /∈ Iz+B. This indicates that the









≤ λ ((Iz+n : m∞)/In+z).
On the other hand, we note that if bi 6= 0 for any a+ 1 < i, then σa,t(µ) < σa,t(µ ′) while all
the other terms remain the same. Therefore, there exists w such that if ∏ti=1U
bi
i ∈ (Ua+2, . . . ,Ut)w,
then ψ(µ ·∏ti=1U
bi
i ) = 0 for all µ ∈ (Iz : m∞).
Consider the following sum, which represents an upper bound for the number of monomials in






























Since we have an upper bound and a lower bound of our length which are polynomials of degree a
and λ ( (I
n:m∞)
In ) is a polynomial, we conclude that λ (
(In:m∞)
In ) is a polynomial of degree a in n.
Case 3: a = 0
Let L be generated by all monomials in the first t < d variables of total degree 3, except x21x2.
Again set I = L+mL = L+(x21x2)(xt+1, . . . ,xd), so that λ ((I : m
∞)/I) = 1. J = (x31,x
3
2, . . . ,x
3
t ) is
a minimal reduction of L and I; J = (x1, . . . ,xt)3.
For any n, one may see that x3n−11 x2 ∈ (In : m∞)\ In). However, for any other monomial of total
degree 3n in the first t variables, we may factor out all copies of x2 into terms of degree 3 without
using x21x2. Such monomials lie in I
n.
Therefore, λ (In : m∞)/In) = 1 for all n.
Further exploration is needed on the applications of these lengths. The first fact that is clear
is that we will not have a Rees-type characterization of integral closures using the leading terms
of these polynomials. The ideals in cases 1 and 2 of Proposition 4.8 demonstrate that we may
change the degree of the polynomial without changing the integral closure of the ideal. We may
even change the leading coefficient while preserving the degree of the polynomial and the integral
closure of the ideals.
Example 4.9. Let J1 = (x4,y4) ⊂ J2 = (x4,x2y2,y4). I1 = J1 +mJ1 and I2 = J2 +mJ2. Then
λ (In1 : m
∞/In1 ) and λ (I
n
2 : m
∞/In2 ) are given by polynomials 4n− 1 and 2n respectively. Although
the leading coefficients are different, I1 = I2.
I hope to expand on this work by comparing the leading coefficients of the polynomials giving
these lengths to results concerning the secondary Hilbert coefficients of m-primary ideals. For
example, given a Hilbert-Samuel polynomial in n of degree d, the coefficient of nd−1 is called the
Chern number and has been well-studied, as in [25].
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Chapter 5
Affine Semigroup Rings of Dimension 2
This chapter consists of joint work with Tony Se. We study monomial rings of the form
R = k[xa,xp1ys1, . . . ,xpt yst ,yb]
The principal motivation is the question of identifying when such rings are Cohen-Macaulay (or
CM).
An important special case of this problem is given by k[xn,xn−a1ya1, . . . ,xn−at yat ,yn] for integers
0 < a1 < .. . < at < n. These are projective monomial curves and the descriptor ‘Cohen-Macaulay’
arises in the context of their study. For example, the following is a famous example of Macaulay
[24, p. 98].
Example 5.1. Let R = k[x4,x3y,xy3,y4]. The ring has dimension 2 since 0 ⊂ (x4,x3y,xy3) ⊂
(x4,x3y,xy3,y4) are all prime ideals. However, R contains no regular sequence of length 2. For
example, if I = (x4), then (x3y)2 ∈ R \ I since x2y2 /∈ R. However, x6y2 · y4 ∈ (x4), so y4 is a zero
divisor in R/(x4). Hence every element of R/(x4) is a unit or a zero divisor.
Alternatively, Macaulay and others noticed that many ‘nice’ rings have the property that for an
m-primary ideal I with the least number of generators for being m-primary, we have λ (R/I) = e(I).
In R, a system of parameters is I = (x4,y4), but e(I) = 4 and λ (R/(x4,y4)) = 5.
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An essential manner of viewing this problem is by considering the semigroup of monomials
which lie in the ring. For a polynomial ring with n variables, we let each monomial m be a point in
Zn corresponding to its exponent vector log(m). These points form a semigroup inside Zn whose
generators correspond to the monomials generating R over k.
One of the most important breakthroughs in the study of the CM property of these rings was
made by Hochster.
Theorem 5.2 ([16, Theorem 1]). If M is a monomial semigroup in the variables x1, . . . ,xn and
k[M]⊂ k[x1, . . . ,xn] is normal, then R[M]⊂ R[x1, . . . ,xn] is CM for any CM ring R.
While this settles a great number of cases, there are plenty of monomial semigroups for which
k[M] is not normal. In particular, the projective monomial curves described in the first paragraph
are never normal unless t = n− 1. To see this, note that we may assume gcd(a1, . . . ,at ,n) = 1,
so that xy is in the fraction field of R. Each monomial of the form x
iyn−i is in the fraction field of
R and satisfies the equation of integral dependence (xiyn−i)n− (xn)i(yn)n−i = 0. In a similar way,
many rings of the form k[xa,xp1ys1, . . . ,xpt yst ,yb] are not normal. For example, the fraction field of
R = k[x2,x11y,xy11,y3] contains x
11y
(x2)5 = xy and (xy)
6 ∈ R.
In the case of simplicial affine semigroups, Goto, Suzuki and Watanabe give another criterion
by which to evaluate CM. A semigroup is affine if it may be embedded in Zn for some n. For
any affine semigroup, one may consider the cone: C(S) = {α ∈ Rn|k ·α ∈ S for some 0 ≤ k ∈
R}. The semigroup is said to be simplicial if the cone may be generated in Rn by rank(S)-many
linearly independent elements of S as Rn vectors. Since rational cones of rank 2 always have two
generators, our semigroups will be simplicial.
Theorem 5.3 ([12, Theorem 5.1]; [38, Theorem 6.4]). Let S be a simplicial affine semigroup. Let
e1, . . . ,es be elements which span CS. Then k[S] is CM if and only if
{x ∈ G|x+ ei ∈ S and x+ e j ∈ S for some i 6= j}= S
Goto and Watanabe defined a similar extension S′ for a general affine semigroup S and showed
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that S′ = S is necessary for k[S] to be CM. Later, Trung and Hoa [40, Theorem 4.1] identify a
topological criterion which, together with S = S′, is necessary and sufficient for CM.
The criterion of Theorem 5.3 is straightforward to check for a single ring, but does not lend
itself to analysing classes of rings. Reid and Roberts [32] introduce a related notion of a maximal
projective monomial curve in order to demonstrate a large class of CM curves. The special case of
projective monomial curves continues to be studied.
In considering affine semigroup rings in dimension 2, our work emphasizes the congruence
classes of the exponent vectors. This allows us to calculate the Hilbert polynomial of (xa,yb)
in section 5.1. We continue using these classes to construct a basis for R/(xa,yb) over k. The
multiplicity of (xa,yb) and dimk(R/(xa,yb)) come together to form a classical criterion for the CM
property.
Theorem 5.4 ([27, Theorem 17.11]). Let (R,m) be a local ring. The following are equivalent:
(i) R is a Cohen-Macaulay ring.
(ii) λ (R/I) = e(I) for every I generated by a system of parameters.
(iii) λ (R/I) = e(I) for some I generated by a system of parameters.
5.1 Asymptotic Behavior of the System of Parameters
For this section R = k[xa,xp1yq1 ,xp2yq2, . . . ,xpt yqt ,yb] and the system of parameters of interest is
xa,yb. In the following discussion, we assign x to have weight b and y to have weight a, so that
xαyβ will be said to have degree bα +aβ . This is so that xa and yb will have equal degree. When
we wish to specifically highlight the exponent vector, we will use log: log(xαyβ ) = (α,β ) ∈ Z2.
Remark 5.5. There exists a ring isomorphism φ : R → R′ in which φ(x) = xb, φ(y) = ya and
R′ = k[xab,xbp1yaq1, . . . ,yab]. Without loss of generality, we might have assumed that a = b. On the
other hand, for a 6= b we may freely assume gcd(a, p1, p2, . . . , pt) = gcd(b,q1, . . . ,qt) = 1.
Notation 5.6. As we consider (xa,yb)n, we find it convenient to denote X := xa and Y := yb.
Let H ⊂ (Z/aZ)⊕ (Z/bZ) be the subgroup of residues which are the image of log(α) for some
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monomial α ∈ R. For each (p,q) ∈H, we choose αp,q to be one monomial of minimal (weighted)





by the number of elements in
An := ∪(p,q)∈H{αp,qXn,αp,qXn−1Y, . . . ,αp,qY n}
The set of monomials of (X ,Y )n outside of both (X ,Y )n+1 and An will be denoted Bn.
Set αp,q = x`a+pymb+q = 0β = β0. For i < n, let iβ := x(`−i)a+py(m+ j)b+q with j the least
possible integer such that iβ ∈ R. It may be that there is no such monomial, in which case we do
not consider iβ to be defined. Similarly, βi := x(`+ j)a+py(m−i)b+q.
Example 5.7. Let R = k[x2,x7y,xy8,y3]. In this case, H = (Z/2Z)⊕ (Z/3Z). We may identify
minimal elements x7y = α1,1 and xy8 = α1,−1. Since x7y · xy8 ∈ (x2,y3), the only monomials
of R outside (x2,y3) are the first 5 powers of x7y and xy8. These are x14y2,x21y3,x28y4,x35y5 and
x2y16,x3y24,x4y32,x5y40. Since (7,1)≡ (5,40), we write x5y40 = 1,1,1β . Similarly, (14,2)≡ (4,32)
and we write x14y2 = α1,2 and x4y32 = 0,2,5β , etc.
We need to distinguish between monomials of the form βiX iY n−i which lie in (X ,Y )n and those
which do not, so that we may count |Bn|.
Lemma 5.8. Let i > j. If deg(βi) ≤ deg(βh) for all h > j such that βh is well-defined, then
βiXn−i+hY i−h /∈ (X ,Y )n+1 for i≥ h > j.
Proof. If βiXn−i+hY i−h ∈ (X ,Y )n+1, then there exists γ ∈ R with γXn+1−cY c = βiXn−i+hY i−h for
some c ∈ N. By the minimality of the β ’s, βh+c divides γ , so that deg(βh+c)< deg(βi).
Lemma 5.9. Fix (p,q) ∈ H. Let sp,q = s be the highest integer such that βs is defined. Let u be
the maximum value of i− j− 1, s ≥ i > j ≥ 0 such that deg(βi) < deg(βh) for all i > h > j. Let
Up,q,n = Un = {βiXn−cY c|0 < i ≤ s,0 ≤ c ≤ n}. Then |Bn ∩Un| ≤ s with equality if and only if
n≥ u.
Proof. We first claim |Bn∩Un| ≤ s. By definition, Bn ⊂ (X ,Y )n \ (X ,Y )n+1 which means at most
one monomial in Un of a given y-exponent may lie in Bn. If c ≥ i, then αp,qXn−c+iY c−i divides
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βiXn−cY c, so βiXn−cY c cannot be in Bn. There are only s-many other y-exponents the monomials
in Un might take.
Let s = iv > iv−1 > .. . > i0 = 0 be integers such that deg(βiv)≥ deg(βiv−1)≥ . . .≥ deg(β0) and
deg(βiz)< deg(βh) for all iz > h > iz−1.
Note that each pair iz, iz−1 satisfies the defining condition of u. Moreover, deg(βiz) ≤ deg(βh)
for any h > iz, so any pair i, j with i > iz > j fails the condition that defines u. Therefore, we find
u = maxz(iz− iz−1−1).
Suppose n≥ u and consider the following monomials:
βsXn,βsXn−1Y, . . . ,βsXn−(s−iv−1−1)Y s−iv−1−1,
βiv−1X
n, . . . ,βiv−1X
n−(iv−1−iv−2−1)Y iv−1−iv−2−1,
. . . ,
βi1X
n, . . . ,βi1X
n−(i1−1)Y i1−1
By Lemma 5.8, each of these monomials lies outside (X ,Y )n+1, so |Bn∩Un|= s.
Suppose n < u and let i, j be indices satisfying i− j− 1 = u and deg(βi) < deg(βh) for all
i > h > j. Consider the set of monomials βhX i−h−1Y h−i+n+1 with i > h ≥ i− n− 1. By the
assumption on n, deg(βi)< deg(βh) for i> h≥ i−n−1 so βiY n+1 divides each βhX i−h−1Y h−i+n+1.
Moreover, these βhX i−h−1Y h−i+n+1 are the only monomials in Un with the same y-exponent as
βiY n+1. Hence Bn∩Un does not contain a monomial with this y-exponent and |Bn∩Un|< s.
Symmetry allows us to apply this result to tβ , . . . ,0β . Define u′ for tβ , . . . ,0β as u is defined
for βs, . . . ,β0. For n≥ np,q := max(u,u′), this yields |Bn∩{γ| log(γ)≡ (p,q) ∈ H}|= s+ t.
Proposition 5.10. For any n > 0, |Bn| ≤∑(p,q)∈H(tp,q+ sp,q). Moreover, equality holds if and only
if n≥max(p,q)∈H(np,q).




. Now Lemma 5.9 shows
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Not only is |Bn| constant for large values of n, it determines the constant of the Hilbert polyno-
mial P(n) = λ ((X ,Y )n/(X ,Y )n+1) for n 0. We demonstrate this by calculating the multiplicity
from the growth of |An|.
Theorem 5.11. Let R = k[xa,xp1yq1,xp2yq2 , . . . ,xpt yqt ,yb]. The Hilbert polynomial of (xa,yb) is
P(n) = |H|(n+1)+∑(p,q)∈H(tp,q+sp,q) where H ⊂ (Z/aZ⊕Z/bZ) is the subgroup generated by
(p1,q1),(p2,q2), . . . ,(pt ,qt). In particular, e((xa,yb)) = |H|, and the Hilbert function equals the
Hilbert polynomial for n≥max(p,q)∈H(np,q).
Proof. Applying the notation from 5.6, we have P(n) = |An|+ |Bn|.
Since An =∪(p,q)∈H{αp,qXn−iY i|0≤ i≤ n}, we have |An|= |H|(n+1) for any n. With Lemma
5.9, we have P(n) = |An|+ |Bn| = |H|(n+1)+∑(p,q)∈H(tp,q + sp,q) for all n ≥ max(p,q)∈H(np,q).
Example 5.12. Returning to example 5.7, we may identify the Hilbert polynomial as follows.
Note that for each αp,q, either iβ is undefined for all i > 0 or βi is undefined for all βi. In fact, the
sequence i0, . . . , iv has v = 0 or v = 1 for every (p,q) ∈ (Z/2Z)⊕ (Z/3Z).
(p,q) αp,q β i1 = tp,q +1 or sp,q +1
(0,0) 1 0
(1,1) x7y x5y40 1
(0,2) x14y2 x4y32 5
(1,0) x3y24 x21y3 7
(0,1) x2y16 x28y4 4
(1,2) xy8 x35y5 1
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Thus, the Hilbert polynomial of R = k[x2,x7y,xy8,y3] is P(n) = 6n+6+18 and is equal to the
Hilbert function if and only if n≥ 6.
Taken together, Theorem 5.11 and Proposition 5.10 allow us to construct rings with arbitrary
conditions on the Hilbert polynomial and the level of its stabilization.
Corollary 5.13. Given any subgroup 0 6= H ⊂ (Z/aZ)⊕ (Z/bZ) and integers C,m ≥ 0, there
exists R such that (xa,yb) has Hilbert polynomial P(n) = |H|(n+1)+C which equals the Hilbert
function exactly for n≥ m.
Proof. Fix (0,0) 6= (p0,q0) ∈ H and an integer N ≥ C +m+ 1. For any (0,0) 6= (p,q) ∈ H we
let αp,q = xpyqXNY N+C+m. Let βp0,q0, j = x
p0yq0XN+ jY N+C+m− j for j = 0,1,2, . . . ,C− 1,C+m.
Let S′ = {αp,q | (0,0) 6= (p,q) ∈H}∪{βp0,q0, j | j = 0,1,2, . . . ,C−1,C+m}, S = S′∪{xa,yb} and
R = k[S]. We will show that (xa,yb)⊂ R has the required Hilbert polynomial.
Let γ,δ ∈ S′, and let logx, logy denote the respective exponents of a monomial. We have
logx(γδ )≥ 2Na≥ (N+C+m+1)a > (N+C+m)a+ p and logy(γδ )≥ 2Nb > (N+C+m)b+q
for any 0 ≤ p < a and 0 ≤ q < b. In particular, logx(γδ ) > logx(αp,q) and logy(γδ ) > logy(αp,q)
for any αp,q. Therefore, there is no p,q,iβ for any (p,q)∈H or βp,q, j for any (p,q) 6= (p0,q0) or for
(p,q) = (p0,q0) with j >C+m. Similarly, logx(γδ )> logx(βp0,q0, j) and logy(γδ )> logy(βp0,q0, j)
for any j = 0,1,2, . . . ,C−1,C+m.
Thus, deg(βp0,q0, j) > deg(βp0,q0,C+m) for all j = C,C + 1, . . . ,C +m− 1, and, in particular,
βp0,q0, j = βp0,q0,C+mY
C+m− j.
The maximum u as in Lemma 5.9 is (C+m)− (C− 1)− 1 = m. Therefore (xa,yb) ⊂ R has
Hilbert polynomial P(n) = |H|(n+ 1)+C which equals the Hilbert function exactly at n ≥ m by
Proposition 5.10.
Let us return to consideration of the CM property. In general, λ (R/(X ,Y )) ≥ e((X ,Y )) and
equality implies CM by 5.4.
Proposition 5.14. The following are equivalent:
(i) R is CM
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(ii) Bn = /0 for all n.
(iii) Bi = /0 for some i.
Proof. (i)⇒ (ii) If R is CM, then by Theorems 5.4 and 5.11, λ (R/(X ,Y )) = |H|. Then every
monomial of R may be written as αp,qX iY j for some i, j ∈ N. Hence Bn = /0 for all n.
(iii)⇒ (i) If R is not CM, then λ (R/(X ,Y )) > |H|. By the pigeonhole principle, some con-
gruence class (p,q) ∈ H must be associated with two monomials in R \ (X ,Y ). That is, for some
(p,q) ∈ H, there is iβ or β j. If s > 0 is the highest integer such that βs is defined, then βsX i ∈ Bi
for all i.
An alternative manner of viewing this result helps to motivate the calculations in the following
sections. Impose the reverse lexicographic order on monomials in R. Let µp,q be the least mono-
mial in this order such that log(µp,q)≡ (p,q). We use B0 to indicate the collection of µp,q for all
(p,q) ∈ H. Alternatively, we may use the lexicographic order of the monomials, and form a set
B′0 of elements µ
′
p,q.
Proposition 5.15. The following are equivalent:
(i) R is CM
(ii) B0 = B′0
(iii) µp,q = µ ′p,q for all (p,q) ∈ H.
Proof. (i)⇒ (ii): If R is CM, then λ (R/(xa,yb)) = e((xa,yb)) = |B0| = |B′0| by Theorem 5.11.
Elements of B0 are outside (X ,Y ) by construction, so B0 is a k-basis for R/(X ,Y ). But the same
is true for B′0 and there is only one k-basis consisting of monomials.
(ii)⇒ (iii): Suppose B0 = B′0. For each congruence class in H, B0 and B′0 contain exactly
one element whose log lies in that class. Since µp,q ∈B′0, it must be that µp,q = µ ′p,q.
(iii)⇒ (i): Suppose µp,q = µ ′p,q, so that µp,q has the smallest x-exponent and the smallest
y-exponent of any monomial in its congruence class. In this case, Bn∩{β | log(β ) = (p,q)} = /0.
Since this holds for all (p,q) ∈ H, Bn = /0 and R is CM by Proposition 5.14.
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5.2 Semigroup rings with four generators
In this section, we will consider semigroup rings of the form R = k[xd,xey`,x f ym,yn] with d,n > 0,
e, f , `,m≥ 0 and (e, `) 6= (0,0). Our first main result in this section is Theorem 5.28, which gives
a simple criterion to determine whether R is Cohen-Macaulay. The second main result is Theo-
rem 5.31, which gives an algorithm to generate a k-basis of R/(xd,yn). As noted in Remark 5.5,
one may assume that d = n for most results in this section, whereas Corollary 5.34 is probably best
stated without assuming d = n.
Notation 5.16. Given a group G and an element g ∈ G, we write ord(g,G) to denote the order of g
in G. For elements (g,h),(g′,h′) ∈ Z2 we let ≺ denote the reverse lexicographic order.
Throughout this section, we fix ai,bi ∈ N and (gi,hi) ∈ dZ⊕ nZ, i = 1,2,3 as follows. Let
(g1,h1) ∈ dZ⊕nZ be the smallest element with respect to ≺ such that there are positive integers
a1,b1 with b2 ≥ b1 (b2 to be defined below) and
a1(e, `)+b1( f ,m) = (g1,h1) (5.1)
Let b2 be the smallest positive integer such that there exist a2 ≥ 0 and (g2,h2) ∈ dZ⊕nZ with
either at least one of g2,h2 being positive or (g2,h2) = (0,0) such that
−a2(e, `)+b2( f ,m) = (g2,h2) (5.2)
We choose a2 < ord((e, `),(Z/dZ)⊕ (Z/nZ)).
Let a3 be the smallest positive integer such that there exist b3 ≥ 0 and (g3,h3) ∈ dZ⊕nZ with
g3,h3 ≥ 0 and g3,h3 not both 0 such that
a3(e, `)−b3( f ,m) = (g3,h3) (5.3)
We choose b3 < ord(( f ,m),(Z/dZ)⊕ (Z/nZ)).
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Lemma 5.18. We have a3 > a2 and b2 > b3.
Proof. If a3 ≤ a2, then (5.2)+ (5.3) gives
(b2−b3)( f ,m) = (g2 +g3,h2 +h3)+(a2−a3)(e, `)
By the definitions of b2 and a3, at least one of g2 + g3 or h2 + h3 is positive, so b2− b3 > 0. If
b3 = 0, then the definition of a3 gives ord((e, `),(Z/dZ)⊕ (Z/nZ)) = a3 ≤ a2, contradicting the
choice of a2, so b3 > 0. But then b2 > b2− b3 > 0 contradicts the minimality of b2 in (5.2).
Therefore a3 > a2.
If b2 ≤ b3, then (5.2)+ (5.3) gives
(a3−a2)(e, `) = (g2 +g3,h2 +h3)+(b3−b2)( f ,m)
Again at least one of g2 + g3 or h2 + h3 is positive, so a3− a2 > 0. If a2 = 0, then the definition
of b2 gives ord(( f ,m),(Z/dZ)⊕ (Z/nZ)) = b2 ≤ b3, contradicting the choice of b3, so a2 > 0. If
g2+g3 and h2+h3 are both nonnegative, then a3 > a3−a2 > 0 contradicts the minimality of a3 in
(5.3). So without loss of generality, suppose that h2+h3 > 0 and g2+g3 < 0, so g2 < 0 and h2 > 0.
Let q ∈ Z, q > 1 be such that a3− (q−1)a2 > 0 but a3−qa2 ≤ 0. Then (q−1)(5.2)+ (5.3) gives
(a3− (q−1)a2)(e, `) = ((q−1)g2 +g3,(q−1)h2 +h3)+(b3− (q−1)b2)( f ,m)
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Then (q−1)g2 +g3 < 0 gives b3− (q−1)b2 > 0. Next, q(5.2)+ (5.3) gives
(qb2−b3)( f ,m) = (qg2 +g3,qh2 +h3)+(qa2−a3)(e, `)
Since qh2 +h3 > 0 and qa2−a3 ≥ 0 we have qb2−b3 > 0.
Then qb2− b3 = b2− (b3− (q− 1)b2) < b2 contradicts the minimality of b2 in (5.2). Therefore
b2 > b3.
Lemma 5.19. If u,v ∈ Z are such that a3 > u≥ 0, b2 > v≥ 0 and (u,v) 6= (0,0), then
u(e, `)− v( f ,m) /∈ dZ⊕nZ.
Proof. Suppose that u(e, `) = (g,h)+ v( f ,m) for some (g,h) ∈ dZ⊕ nZ. If g,h ≥ 0 and g,h are
not both 0, then u > 0, contradicting the minimality of a3.
Otherwise we have v( f ,m) = (−g,−h)+ u(e, `) with −g > 0, −h > 0 or (−g,−h) = (0,0),
contradicting the minimality of b2. Therefore such (g,h) does not exist.
Lemma 5.20. Suppose that a,b ∈ N and (g,h) ∈ dZ⊕nZ are such that
a(e, `)+b( f ,m) = (g,h) (5.4)
(i) If a2 = a = 0, then b2 | b. If b3 = b = 0, then a3 | a.
(ii) If a≥ a3 and b > b2, then g≥ g2+g3 and h≥ h2+h3. If a > a3−a2 or ( f ,m) 6= (0,0), then
(g,h) 6= (g2 +g3,h2 +h3).
(iii) Suppose that a≥ a3, b≤ b2 and (a,b) 6=(a3−a2,b2−b3). If either b≥ b2−b3 or b2−b3 > b
and b3,b are not both 0, then g≥ g2 +g3, h≥ h2 +h3 and (g,h) 6= (g2 +g3,h2 +h3).
(iv) If a≤ a3, b≤ b2, a2,a are not both 0 and b3,b are not both 0, then (a,b) = (a3−a2,b2−b3)
or (0,0), or a > a3−a2 and b > b2−b3. In fact, there exists q ∈N such that a = q(a3−a2)
and b = q(b2−b3).
In particular, we have (5.1) = (5.2)+ (5.3).
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Proof. (i): If a2 = 0, then b2 = ord(( f ,m),(Z/dZ)⊕ (Z/nZ)), so if a = 0, then b2 | b. Similarly,
if b3 = b = 0, then a3 = ord((e, `),(Z/dZ)⊕ (Z/nZ)) | a.
(ii) and (iii): Now since a3 > a2 and b2 > b3, (5.2)+ (5.3) gives
(a3−a2)(e, `)+(b2−b3)( f ,m) = (g2 +g3,h2 +h3) (5.5)
Suppose that a≥ a3≥ a3−a2 and b≥ b2−b3. Then (5.4)−(5.5) gives g≥ g2+g3 and h≥ h2+h3.
Suppose furthermore that (a,b) 6= (a3−a2,b2−b3). If a> a3−a2, then g> g2+g3 or h> h2+h3.
If a = a3− a2 so that b > b2− b3, then b2 ≤ ord(( f ,m),(Z/dZ)⊕ (Z/nZ)) | b− (b2− b3), so
b > b2. So suppose that a≥ a3, b < b2−b3 and b3,b are not both 0. If g < g2 +g3 or h < h2 +h3
or (g,h) = (g2 +g3,h2 +h3), then (5.5)− (5.4) gives
(b2−b3−b)( f ,m) = (g2 +g3−g,h2 +h3−h)+(a−a3 +a2)(e, `),
contradicting the minimality of b2. So g≥ g2 +g3, h≥ h2 +h3 and (g,h) 6= (g2 +g3,h2 +h3).
(iv): Now suppose that a3 ≥ a, b2 ≥ b, that a2,a are not both 0, that b3,b are not both 0, that
(a,b) 6=(a3−a2,b2−b3) and that (a,b) 6=(0,0). Then by Lemma 5.19, we cannot have a≥ a3−a2
and b ≤ b2−b3, or a ≤ a3−a2 and b ≥ b2−b3. So suppose that a < a3−a2 and b < b2−b3. If
a 6= 0, then (5.3)− (5.4) gives
(a3−a)(e, `)− (b+b3)( f ,m) = (g3−g,h3−h),
contradicting Lemma 5.19. Similarly, b 6= 0 and (5.4)− (5.2) gives a contradiction. Therefore
a > a3−a2 and b > b3−b2.
In such a case, let q ∈ N be such that a− (q−1)(a3−a2),b− (q−1)(b2−b3)> 0 but one of
a−q(a3−a2) or b−q(b2−b3) is nonpositive.
Therefore, (a− (q−1)(a3−a2),b− (q−1)(b2−b3)) = (a3−a2,b2−b3), so a = q(a3−a2) and
b = q(b2−b3).
110
Notation 5.21. Let a,b denote natural numbers. We let
B0 = {(a,b) | a < a1 and b < b2}∪{(a,b) | a < a3 and b < b1}
= {(a,b) | a < a3 and b < b2}\{(a,b) | a≥ a1 = a3−a2 and b≥ b1 = b2−b3}
Let us write 〈a,b〉= a(e, `)+b( f ,m). We write 〈a,b〉 ≡ 〈a′,b′〉 to mean 〈a,b〉−〈a′,b′〉 ∈ dZ⊕nZ.
We let H be the subgroup of (Z/dZ)⊕ (Z/nZ) generated by (e, `) = 〈1,0〉 and ( f ,m) = 〈0,1〉.
Remark 5.22. We may visualize the set B0 as follows. For (a,b) ∈ N×N, the first coordinate a














Case a2 = 0, b3 6= 0
a3
b2 = b1 a1 a2
•(a1,b1)




Case a2 = b3 = 0
Lemma 5.23. We have |B0|= |H|.
Proof. |B0| ≥ |H|: We will show that for every 〈a′,b′〉 with a′,b′ ∈N, there exists (a,b) ∈ B0 such
that 〈a,b〉 ≡ 〈a′,b′〉. First, we show that there exist a′′,b′′ ∈ N such that 〈a′,b′〉 ≡ 〈a′′,b′′〉 and
b′′ < b2. Let q,r ∈ N be such that b′ = qb2 + r as in the Euclidean algorithm. Then from (5.2) we
have 〈0,b2〉 ≡ 〈a2,0〉, so 〈a′,b′〉 ≡ 〈a′+qa2,r〉 with b2 > r ≥ 0.
So assume that b′ < b2. We will now reduce to the case that a′ < a3. It suffices to show that if
a′ ≥ a3, then there exist a′′,b′′ ∈ N such that 〈a′,b′〉 ≡ 〈a′′,b′′〉, a′′ < a′ and b′′ < b2.
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Case 1: b′ ≥ b1
From (5.1) we have 〈a1,b1〉 ≡ 〈0,0〉, so 〈a′,b′〉 ≡ 〈a′−a1,b′−b1〉 with a′ > a′−a1 ≥ a′−a3 ≥ 0
and b2 > b′ > b′−b1 ≥ 0.
Case 2: b′ < b1 and b′+b3 < b2
From (5.3) we have 〈a3,0〉 ≡ 〈0,b3〉, so 〈a′,b′〉 ≡ 〈a′−a3,b′+b3〉.
Case 3: b′ < b1 and b′+b3 ≥ b2
From (5.3) and (5.2) we have 〈a′,b′〉 ≡ 〈a′−a3 +a2,b′+b3−b2〉 with a′ > a′−a1 = a′−a3 +a2
and b2 > b′ > b′−b1 = b′+b3−b2 ≥ 0.
So suppose that a′ < a3 and b′ < b2 but that a′ ≥ a1 and b′ ≥ b1. Now choose q ∈ N such
that a′−qa1,b′−qb1 ≥ 0 but a′− (q+1)a1 or b′− (q+1)b1 is negative, so that a′−qa1 < a1 or
b′−qb1 < b1. Then 〈a′,b′〉 ≡ 〈a′−qa1,b′−qb1〉 and (a′−qa1,b′−qb1) ∈ B0.
|B0| ≤ |H|: Suppose that (a,b),(a′,b′) ∈ B0 and (a,b) 6= (a′,b′). If a′− a ≥ 0 and b′− b ≤ 0
then 〈a,b〉 6≡ 〈a′,b′〉 by Lemma 5.19. If a′− a,b′− b ≥ 0 then 〈a,b〉 6≡ 〈a′,b′〉 by Lemma 5.20.
Therefore |B0| ≤ |H|.
Notation 5.24. Given a,b ∈ N, we define the monomial
~x〈a,b〉 = (xey`)a(x f ym)b = xae+b f ya`+bm
We also define the set of monomials B0 = {~x〈a,b〉 | (a,b) ∈ B0}.
Remark 5.25. Let a,b,a′,b′ ∈ N.
(i) If a′ ≥ a, b′ ≥ b and 〈a′,b′〉−〈a,b〉= (g,h), then g,h≥ 0.
(ii) Equations (5.1) and (5.3) show that ~x〈a1,b1〉 ∈ (xd,yn) and ~x〈a3,0〉 ∈ ~x〈0,b3〉(xd,yn). Hence
~x〈a
′,b′〉 ∈ (xd,yn) if a′ ≥ a3, or a′ ≥ a1 and b′ ≥ b1.
(iii) If a′ ≤ a, b′ ≤ b and (a,b) ∈ B0, then (a′,b′) ∈ B0.
Lemma 5.26. Given a set S⊆N×N, the set of monomials {~x〈a,b〉 | (a,b) ∈ S} is linearly indepen-
dent in R/(xd,yn) over k if and only if:
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(i) if (a,b)∈ S, a′,b′ ∈N and 〈a,b〉−〈a′,b′〉= (g,h)∈ dZ⊕nZ, then g < 0 or h < 0 or (g,h) =
(0,0), and
(ii) if (a,b),(a′,b′) ∈ S and (a,b) 6= (a′,b′), then 〈a,b〉 6= 〈a′,b′〉.
Proof. Every monomial in (xd,yn) can be written as a scalar multiple of xg~x〈a,b〉yh for some a,b∈N
and (g,h) ∈ dZ⊕nZ with g,h≥ 0 and (g,h) 6= (0,0).
Lemma 5.27. The set B0 is linearly independent in R/(xd,yn) over k.
Proof. By Lemma 5.23, we only need to verify (i) in Lemma 5.26 for (a,b) ∈ B0 and (a′,b′) /∈ B0.
By Remark 5.25, we may assume that a′ < a or b′ < b. If a′ < a, then by Remark 5.25 we have
b′ > b, so 〈a− a′,0〉 = 〈0,b′− b〉+ (g,h). By the minimality of a3 we have g < 0, h < 0 or
(g,h) = (0,0). Similarly, if b′ < b, then a′ > a and 〈0,b− b′〉 = 〈a′− a,0〉+(g,h) and the result
follows from the minimality of b2.














(ii) dimk R/(xd,yn)≥ |H|= |B0|
(iii) The ring R is Cohen-Macaulay iff B0 is a basis of R/(xd,yn) over k iff g2,h2 ≥ 0.
Proof. (i): We have |B0|= |B0|= |H| by Lemma 5.23. The definition of B0 gives
|B0|= a3b2− (a3−a1)(b2−b1) = a3b2−a2b3
The rest again follows from (5.1) = (5.2)+ (5.3).
(ii): By Lemma 5.27, the set B0 is linearly independent in R/(xd,yn) over k.
(iii): If g2 < 0 or h2 < 0, then (a,b) = (0,b2) and (a′,b′) = (a2,0) satisfy Lemma 5.26 by (5.2).
Let us verify Lemma 5.26(i) for (0,b2) and (a′,b′) /∈ B0. By Remark 5.25 we may assume that
b′ < b2. If b′ > 0, then 〈0,b2−b′〉= 〈a′,0〉+(g,h) and (i) is satisfied by the linear independence
of B0 in R/(xd,yn) over k. If b′ = 0, then a′ ≥ a3 > a2. If 〈0,b2〉 = 〈a′,0〉+(g,h) with g,h ≥ 0,
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then g2,h2 ≥ 0 in (5.2), contradicting our assumption. Therefore Lemma 5.26(i) holds for (a,b) =
(0,b2) and hence B0∪{~x〈0,b2〉} is linearly independent in R/(xd,yn) over k.
If g2,h2 ≥ 0, then ~x〈0,b2〉 =~x〈a2,0〉 or ~x〈0,b2〉 ∈~x〈a2,0〉(xd,yn). In the first case, for a,b ∈ N we
have~x〈a,b〉 =~x〈a+qa2,b−qb2〉 for any q ∈ Z. So by the definition of B0 and Remark 5.25 we see that
for all (a′,b′) /∈ B0 either~x〈a
′,b′〉 ∈ (xd,yn) or~x〈a′,b′〉 =~x〈a,b〉 for some (a,b) ∈ B0. Therefore B0 is
a basis of R/(xd,yn) over k.
Finally, Theorems 5.4 and 5.11 show that R is Cohen-Macaulay iff dimk R/(xd,yn) = |H|. By
(ii), dimk R/(xd,yn) = |H| iff B0 is a basis of R/(xd,yn) over k iff g2,h2 ≥ 0.
Remark 5.29. In part (iii) of Theorem 5.28, instead of using Theorems 5.4 and 5.11, one can also
prove the result using the fact that R is Cohen-Macaulay iff xd,yn is a regular sequence.
Corollary 5.30. The ring k[xd,xey`,yn] is Cohen-Macaulay, where d,n > 0 and (e, `) 6= (0,0).
Proof. Take ( f ,m) = u1(d,0)+u2(e, `)+u3(0,n) for any u1,u2,u3 ∈ N.
Theorem 5.31. We can use the following algorithm to obtain a basis of R/(xd,yn) over k.
1 Let B = B0.
2 Let base = a1, a∗ = a2, b∗ = b2, g∗ = g2 and h∗ = h2.
3 While g∗ < 0 or h∗ < 0, do the following steps.
4 If a∗ ≥ a1, then:
Replace B by B∪{(0,b∗)+(u,v) | u < base and v < b1}.
Replace a∗ by a∗−a1, b∗ by b∗+b1, g∗ by g∗+g1 and h∗ by h∗+h1.
5 If a∗ ≤ a1−base, then:
Replace B by B∪{(0,b∗)+(u,v) | u < base and v < b2}.
Replace a∗ by a∗+a2, b∗ by b∗+b2, g∗ by g∗+g2 and h∗ by h∗+h2.
6 If a1−base < a∗ < a1, then:
Replace B by B∪{(0,b∗)+(u,v) | (u < base and v < b1) or (u < a1−a∗ and v < b2)}.
Replace a∗ by a∗+a2, b by b∗+b2, g∗ by g∗+g2, h∗ by h∗+h2 and base by a1−a∗.
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After the algorithm stops, the set of monomials B = {~x〈a,b〉 | (a,b)∈ B} forms a basis of R/(xd,yn)
over k.
Remark 5.32. Theorem 5.31 only needs to use information from (5.1) and (5.2), or equivalently,
from (5.2) and (5.3). Given the equation
−a∗(e, `)+b∗( f ,m) = (g∗,h∗), (5.6)
Step 4 corresponds to (5.6)+ (5.1) and Steps 5 and 6 correspond to (5.6)+ (5.2). Furthermore, in
each iteration of the algorithm, the new elements added to the set B are in one-to-one correspon-
dence with those in {(a,b) ∈ B0 | a∗ ≤ a < a∗+base}.
Proof of Theorem 5.31. First, we note by induction that throughout the algorithm,
(a) a∗+base≤ a3,
(b) the value of base is always positive and weakly decreasing, and
(c) if a,b,a′,b′ ∈ N, a′ ≤ a, b′ ≤ b and (a,b) ∈ B, then (a′,b′) ∈ B.
Let u denote the updated value of a variable after an iteration of the algorithm. We note also that
in Steps 4, 5 and 6:
(d) Let C = Bu \B and (a,b) ∈C. Then 〈a,b〉 ≡ 〈a+a∗,b−b∗〉 and (a+a∗,b−b∗) ∈ B0. Hence
if (a′,b′) ∈C such that (a,b) 6= (a′,b′), then 〈a,b〉 6≡ 〈a′,b′〉.
We will now prove by induction on the number of iterations that after each iteration of the
algorithm,
(e) the set Bu = {~x〈a,b〉 | (a,b) ∈ Bu} is linearly independent in R/(xd,yn) over k, and
(f) ~x〈a
′,b′〉 ∈ (xd,yn) for all (a′,b′) /∈ Bu such that b′ < b∗u.
The base case of B = /0, i.e. Bu = B0, is given by Theorem 5.28(ii) and Remark 5.25. In the
induction step, we will first show (e) by using Lemma 5.26.
Let (a,b) ∈C = Bu \B and (a′,b′) ∈ B such that 〈a,b〉 ≡ 〈a′,b′〉. If (a′,b′) ∈ B0, then we find
(a′,b′) = (a+a∗,b−b∗) and 〈a,b〉−〈a+a∗,b−b∗〉= (g∗,h∗). By assumption, g∗ < 0 or h∗ < 0,
115
so (a,b) and (a′,b′) satisfy Lemma 5.26. If (a′,b′) /∈ B0, then we have 〈a,b− b2〉 ≡ 〈a′,b′− b2〉
and by the linear independence of B, (a,b) and (a′,b′) again satisfy Lemma 5.26.
So suppose that (a′,b′) /∈ B and 〈a,b〉−〈a′,b′〉= (g,h) ∈ dZ⊕nZ. We verify Lemma 5.26(i).
By the proof of Lemma 5.27, we may assume that b′ < b.
Case 1: b′ ≥ b2
Lemma 5.26(i) holds from 〈a,b−b′〉−〈a′,0〉= (g,h) and the linear independence of B.
Case 2: b2 > b′ ≥ b1
By the definition of B0 we have a′ ≥ a1. Let q ∈ N be such that a′− qa1,b′− qb1 ≥ 0 but one of
a′− (q+1)a1 or b′− (q+1)b1 is negative. Thus
〈a,b〉−〈a′−qa1,b′−qb1〉= 〈a,b〉−〈a′,b′〉+q〈a1,b1〉= (g+qg1,h+qh1)
If (a′−qa1,b′−qb1) ∈ B0, then g+qg1 = g∗ < 0 or h+qh1 = h∗ < 0, so Lemma 5.26(i) holds for
(a,b) and (a′,b′). Otherwise, replacing (a′−qa1,b′−qb1) by (a′,b′), we are reduced to the case
where b′ < b1.
Case 3: b1 > b′
By the definition of B0 we have a′ ≥ a3. In this case,
〈a′,b′〉−〈a+a∗,b−b∗〉= 〈a′,b′〉−〈a,b〉+ 〈a,b〉−〈a+a∗,b−b∗〉= (g∗−g,h∗−h)
If b′ ≥ b−b∗, then 0 > g∗ ≥ g or 0 > h∗ ≥ h and Lemma 5.26(i) is satisfied. If b′ < b−b∗, then
〈0,b−b∗−b′〉= 〈a′− (a+a∗),0〉+(g−g∗,h−h∗). By the minimality of b2 we have g−g∗ and
h−h∗ ≤ 0 and again we are done.
Now we verify (f). Let (a′,b′) /∈ Bu with b′ < b∗u. By induction, we may assume that b′ ≥ b∗
and by Remark 5.25 we may assume that a′ < base, so we only need to consider Step 6 with
a′ ≥ a1− a∗ and b′ ≥ b∗+ b1. We have 〈a1− a∗,b∗+ b1〉 = 〈a1,b1〉+ (g∗,h∗) ∈ dZ⊕ nZ, so
~x〈a1−a
∗,b∗+b1〉 ∈ (xd,yn) and the result follows from Remark 5.25.
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Finally, the algorithm must stop at or before b∗ = ord(( f ,m),(Z/dZ)⊕ (Z/nZ)). After the




∗〉 ∈~x〈a∗,0〉(xd,yn). By (f) and Remark 5.25 we see that for all (a′,b′) /∈ B
either~x〈a
′,b′〉 ∈ (xd,yn) or~x〈a′,b′〉 =~x〈a,b〉 for some (a,b) ∈ B. Therefore B is a basis of R/(xd,yn)
over k.
Remark 5.33. Each iteration of the algorithm gives 〈0,b∗〉 ≡ 〈a∗,0〉. Since the algorithm must stop
at or before b∗ = ord(( f ,m),(Z/dZ)⊕ (Z/nZ)), we cannot have 〈0,b1∗〉 ≡ 〈0,b2∗〉 for different
values b1∗,b2∗ of b∗. Hence a3 ≤ ord((e, `),(Z/dZ)⊕ (Z/nZ))≤ |H| ≤ dn is an upper bound on
the number of iterations of the algorithm.
Corollary 5.34. We have dimk R/(xd,yn)≤ |H|(|H|+1)/2≤ dn(dn+1)/2.
Proof. Let us set a∗ = 0 in Step 1. In each iteration, at most ia∗ = |{(a,b) ∈ B0 | a≥ a∗}| elements
are added to the set B by Remark 5.32. We have 1≤ ia∗ ≤ |B0|= |H| ≤ dn and that the map a∗ 7→ ia∗
is injective. Since there exist at most |H| possible values of a∗ before the stopping criterion is
reached, we have dimk R/(xd,yn) = |B| ≤ ∑
|H|
i=1 i = |H|(|H|+1)/2≤ dn(dn+1)/2.
Example 5.35. Here we give examples showing that the algorithm is “best possible”, in the sense
that the maximum number of iterations can be attained. In the second example, we will show that
the upper bound in Corollary 5.34 is also attained. Let p,q be distinct prime numbers.
(a) Let R = k[xp,x jpq−1y,xy jpq−1,yq] with j ∈ N, j > 1. The successive values of 〈0,b∗〉 are
(1, jpq−1), (2,2( jpq−1)), . . . , (pq−1,(pq−1)( jpq−1)), (pq, pq( jpq−1))
and those of 〈a∗,0〉 are
((pq−1)( jpq−1), pq−1), ((pq−2)( jpq−1), pq−2), . . . , ( jpq−1,1), (0,0)
When j = 2, p = 2 and q = 3, we display the elements of 〈B〉= {〈a,b〉 | (a,b)∈ B}= log(B)
as follows.
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(b) Let R = k[xp,x jpq+1y,xy jpq+1,yq] with j ∈ N, j > 0. The successive values of 〈0,b∗〉 are
(1, jpq+1), (2,2( jpq+1)), . . . , (pq−1,(pq−1)( jpq+1)), (pq, pq( jpq+1))
and those of 〈a∗,0〉 are
( jpq+1,1), (2( jpq+1),2), . . . , ((pq−1)( jpq+1), pq−1), (0,0)
When j = 1, p = 2 and q = 3, we display the elements of 〈B〉 as follows.
(0,0) (7,1) (14,2) (21,3) (28,4) (35,5)
(1,7) (8,8) (15,9) (22,10) (29,11)





Remark 5.36. Having found the basis B of R/(xa,yb) as in Theorem 5.31, one may sort the mono-
mials in B and find the Hilbert polynomial P(n) for (xa,yb) by Theorem 5.11 and the least integer
m such that the Hilbert polynomial equals the Hilbert function for all n≥ m by Proposition 5.10.
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5.3 Projective monomial curves in P3
In this section, we consider rings of the form R = k[xn,xn−`y`,xn−mym,yn] with 0 < ` < m < n. We
will apply the results from Section 5.2 to obtain stronger results for such rings R. In particular, The-
orem 5.42 gives a simple criterion to determine whether R is Cohen-Macaulay and Theorem 5.46
gives a simple algorithm to generate a k-basis of R/(xn,yn).
Notation 5.37. In this section, we fix ai,bi,ci,hi ∈ N, i = 1,2,3 as follows. Let c1 be the smallest
integer such that there are m/gcd(`,m)≥ a1 > 0 and b1 > 0 with
a1`+b1m = c1n = h1 (5.7)
Let b2 be the smallest integer such that there are n/gcd(`,n)> a2 ≥ 0 and c2 > 0 with
−a2`+b2m = c2n = h2 (5.8)
Let a3 be the smallest positive integer such that there are n/gcd(m,n)> b3 ≥ 0 and c3 ≥ 0 with
a3`−b3m = c3n = h3 (5.9)
Remark 5.38. For any d ∈ Z we have
ord((n−d,d),(Z/nZ)⊕ (Z/nZ)) = ord((−d,d),(Z/nZ)⊕ (Z/nZ)) = n/gcd(d,n)
Lemma 5.39. Let a,b,c,d ∈ N.
(i) If −a(n− `,`)+b(n−m,m) = (cn,dn), b > 0 and c≥ 0, then d > 0.
(ii) If a(n− `,`)−b(n−m,m) = (cn,dn), a > 0 and d ≥ 0, then c > 0.
Proof. (i): Since b > 0 we have (a,c) 6= (0,0). If c ≥ 0, then b(n−m) = cn + a(n− `), but
cn+a(n− `)> (c+a)(n−m), so b > c+a. Hence dn =−a`+bm = (b−a− c)n > 0.
(ii): Replace a by b, b by a, ` by n−m, m by n− `, c by d and d by c in (i).
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Lemma 5.40. The definitions of ai,bi,hi, i = 1,2,3 in Section 5.2 and in this section coincide.




i, i = 1,2,3 for the definitions of ai,bi,hi in this section. We
have e = n− ` and f = n−m. Let us first consider (5.2). Suppose that g2 ≥ 0. By Lemma 5.39(i)
we have h2 > 0, so the conditions that g2 > 0 or (g2,h2) = (0,0) become redundant. Hence b2 = b′2,
a2 = a′2 and h2 = h
′
2.
Similarly, in (5.3) suppose that h3 ≥ 0. By Lemma 5.39(ii), g3 ≥ 0 and (g3,h3) 6= (0,0) are
redundant conditions. Hence a3 = a′3, b3 = b
′
3 and h3 = h
′
3.
Now (5.8)+ (5.9) gives
(a3−a2)`+(b2−b3)m = (c2 + c3)n = h2 +h3
Let us show that c1 = c2 + c3. First we have a3− a2 ≤ a3 ≤ m/gcd(`,m). Now suppose that
a,b,c ∈N are such that a,b > 0, a`+bm = cn and (a,b) 6= (a3−a2,b2−b3). By Remark 5.25 we
may assume that a < a3− a2 or b < b2− b3. If b < b2− b3, then c ≥ c2 + c3 by Lemma 5.20. If
c = c2 + c3, then (a− (a3−a2))`= (b2−b3−b)m, so we have (m/gcd(`,m)) | a− (a3−a2) and
a > m/gcd(`,m). If a < a3− a2, then b > b2− b3 by Lemma 5.20 and hence c > c2 + c3 by the
minimality of a3. Therefore h1 = h′1, a1 = a
′
1 and b1 = b
′
1.
Notation 5.41. We let B0,H,~x〈a,b〉,B0 be as in Section 5.2.
Theorem 5.42. Let R = k[xn,xn−`y`,xn−mym,yn] and d = gcd(`,m,n). Then:








































(iv) dimk R/(xd,yn)≥ n/d = |B0|
(v) The ring R is Cohen-Macaulay iff B0 is a basis of R/(xd,yn) over k iff b2 ≥ a2 + c2.
Proof. We may identify H with the subgroup of Z/nZ generated by ` and m, so |H|= n/d. There-
fore (iv) and (i) follow from (i) of Theorem 5.28, and (ii) and (iii) follow from Cramer’s rule. Using
(iii) of Theorem 5.28, we have g2 ≥ 0 iff −a2(n− `)+ b2(n−m) ≥ 0 iff (b2− a2− c2)n ≥ 0 iff
b2 ≥ a2 + c2, so (v) follows from Lemma 5.39(i).
Corollary 5.43. Let ` = 1 and n = qm+ r as in the Euclidean algorithm. If r = 0, then R is
Cohen-Macaulay. If r 6= 0, then R is Cohen-Macaulay if and only if q+ r ≥ m.
Proof. If r = 0, then a2 = 0, b2 = q and c2 = 1, so b2 = q≥ 1 = a2+c2. If r 6= 0, then a2 = m− r,
b2 = q+1 and c2 = 1, so R is Cohen-Macaulay iff q+1≥ m− r+1 iff q+ r ≥ m.
Corollary 5.44. If gcd(`,m) = 1 and `+m = n, then R is Cohen-Macaulay if and only if m = `+1.
Proof. Since gcd(`,m) = 1 and `+m = n we have gcd(m,n) = 1. From b2m−a2(n−m) = c2n we
get (b2+a2)m= (c2+a2)n. By the minimality of b2 we get b2+a2 = n and c2+a2 =m, so c2 = 1,
a2 = m− 1 and b2 = n− (m− 1). Then b2 ≥ a2 + c2 iff n− (m− 1) ≥ m− 1+ 1 iff n ≥ 2m− 1.
But n = m+ `≤ m+m−1 = 2m−1, so R is Cohen-Macaulay iff n = 2m−1 iff m = `+1.
Remark 5.45. We therefore recover Macaulay’s result that k[x4,x3y,xy3,x4] is not Cohen-Macaulay.
Theorem 5.46. We can use the following algorithm to obtain a basis of R/(xn,yn) over k.
1 Let B = B0.
2 Let base = a1, a∗ = a2, b∗ = b2 and c∗ = c2.
3 While b∗ < a∗+ c∗, do the following steps.
4 If a∗ ≥ a1, then:
Replace B by B∪{(0,b∗)+(u,v) | u < base and v < b1}.
Replace a∗ by a∗−a1, b∗ by b∗+b1 and c∗ by c∗+ c1.
5 If a∗ ≤ a1−base, then:
Replace B by B∪{(0,b∗)+(u,v) | u < base and v < b2}.
Replace a∗ by a∗+a2, b∗ by b∗+b2 and c∗ by c∗+ c2.
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6 If a1−base < a∗ < a1, then:
Replace B by B∪{(0,b∗)+(u,v) | (u < base and v < b1) or (u < a1−a∗ and v < b2)}.
Replace a∗ by a∗+a2, b by b∗+b2, c∗ by c∗+ c2 and base by a1−a∗.
After the algorithm stops, the set of monomials B = {~x〈a,b〉 | (a,b)∈ B} forms a basis of R/(xn,yn)
over k.
Example 5.47. Let R = k[x23,x21y2,x5y18,y23]. We will use Theorem 5.46 to calculate the size of
the monomial k-basis B of R/(x23,y23) and find the elements of B.
Step |B| base Equation Remark
2×18 =−5×2+2×23 (5.7)
1 23 5 3×18 = 4×2+2×23 (5.8)
6 34 1 6×18 = 8×2+4×23 Add equation (5.8) (to previous).
4 36 1 8×18 = 3×2+6×23 Add equation (5.7).
5 39 1 11×18 = 7×2+8×23 Add equation (5.8).
4 41 1 13×18 = 2×2+10×23 Add equation (5.7) and stop.
We display the second coordinates of 〈B〉 = log(B), i.e. the y-degrees of elements of B, as
follows.
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0 2 4 6 8 10 12 14 16
18 20 22 24 26 28 30 32 34
36 38 40 42 44
54 56 58 60 62









For a general ring of the form R[xd,xey`,x f ym,yn], it was shown that the bound in Corollary 5.34
is sharp. However, it may easily be deduced, say by observing that {(xn−`y`) j|0 ≤ j ≤ n− 1} is
never disjoint from (xn,yn), that no projective monomial curve achieves this bound. One may hope,
then, to identify a tighter bound in this special case.
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