Abstract. We describe various approaches to Cole-Herrera products of residue currents R j (of Cauchy-Fantappiè-Leray type) associated to holomorphic mappings f j . More precisely, we study to which extent (exterior) products of natural regularizations of the individual currents R j yield regularizations of the corresponding Cole-Herrera products. Our results hold globally on an arbitrary pure-dimensional complex space.
Introduction
Let f = (f 1 , . . . , f p ) be a holomorphic mapping from the unit ball B ⊂ C n to C p . If p = 1 and f is a monomial it is elementary to show, e.g., by integrations by parts or by a Taylor expansion, that the principal value current ϕ → lim →0 |f | 2 > ϕ/f , ϕ ∈ D n,n (B), exists and denes a (0, 0)-current 1/f . From Hironaka's theorem it then follows that such limits exist in general for p = 1 and also that B may be replaced by a complex space, [19] . The∂-image,∂(1/f ), is the residue current of f . It has the useful property that its annihilator ideal is equal to the principal ideal f and by Stokes' theorem it is given by ϕ → lim →0 |f | 2 = ϕ/f , ϕ ∈ D n,n−1 (B). For p > 1, Cole-Herrera, [16] , proposed the following generalization. Dene the residue integral → 0 for all k ∈ N, then the limit of I ϕ f ( ) exists and denes a (0, p)-current. We call this current the Cole-Herrera product associated to f .
If f denes a complete intersection, Cole-Herrera showed that the Cole-Herrera product associated to f depends only in an alternating fashion on the ordering of f , (see [15] and [28] for stronger results implying this). Moreover, in the complete intersection case, it has turned out that the Cole-Herrera product is a good notion of a multivariable Date: February 25, 2010. residue of f . In particular, its annihilator ideal is equal to f , ( [17] , [23] ). Moreover, the Cole-Herrera product is the minimal extension to a current of Grothendieck's cohomological residue (see, e.g., [23] for the denition) in the sense that it is annihilated by anti-holomorphic functions vanishing on {f = 0}. This is also related to the fact that the Cole-Herrera product has the so called Standard Extension Property, SEP , which means that it has no mass concentrated on the singular part of {f = 0}, (see, e.g., [14] and [16] ).
The Cole-Herrera product in the complete intersection case has also found applications, e.g., to explicit division-interpolation formulas and Briançon-Skoda type results ( [2] , [9] ), explicit versions of the fundamental principle ( [12] ), the∂-equation on complex spaces ( [5] , [18] ), explicit Green currents in arithmetic intersection theory [11] , etc.
However, if f does not dene a complete intersection, then the ColeHerrera product does not depend in any simple way on the ordering of f . For example, the Cole-Herrera product associated to (zw, z) is zero while the Cole-Herrera product associated to (z, zw) is equal tō ∂(1/z 2 )∧∂(1/w), which is to be interpreted simply as a tensor product.
Nevertheless, it has turned out that the Cole-Herrera product indeed describes interesting phenomena also in the non-complete intersection case. For instance, the Stückrad-Vogel intersection algorithm in excess intersection theory can be described by the Cole-Herrera method of multiplying currents; this is shown in a forthcoming paper by M.
Andersson, the second author, E. Wulcan, and A. Yger.
In this paper, we describe various approaches to Cole-Herrera type products, both in general and in the complete intersection case. More precisely, we study to which extent (exterior) products of natural regularizations of the individual currents 1/f j and∂(1/f j ) yield regularizations of the corresponding Cole-Herrera products. Moreover, we do this globally on a complex space and we also consider products of Cauchy-Fantappiè-Leray type currents.
Let Z be a complex space of pure dimension n, let E * 1 , . . . , E * p be hermitian holomorphic line bundles over Z, and let f j be a holomorphic section of E
The right hand side is a well-dened and analytic current-valued function for Re λ j 1 and we will see in Section 2 that it has a currentvalued analytic continuation to λ j = 0; it is well-known and easy to show that this denition of the current 1/f indeed coincides with the principal value denition of Herrera-Lieberman described above, (see, e.g, Lemma 5 below). The residue current of f j is then dened as the
.
It follows that∂(1/f j ) coincides with the limit of the residue integral associated to f j . A conceptual reason for this equality is that∂|f j | 2λ j /f j in fact is the Mellin transform of the residue integral. The technique of using analytic continuation in residue current theory has its roots in the work of Atiyah, [7] , and Bernstein-Gel'fand, [13] , and has turned out to be very useful. In the context of residue currents it has been developed by several authors, e.g., Barlet-Maire, [8] [25] , and recently by the second author in [28] .
We use this technique to dene products of the residue currents
The existence of the right hand side of (2) follows from the fact that this type of products of residue currents are pseudomeromorphic, see Section 2 for details.
A natural way of regularizing the current∂(1/f j ) inspired by Passare, [22] , is as∂χ(|f j | 2 / )/f j , where χ is a smooth approximation of 1 [1,∞) , (the characteristic function of [1, ∞) ). This regularization corresponds to a mild average of the residue integral I ϕ f j ( ) and again, it is wellknown and easy to show that lim →0∂ χ(|f j | 2 / )/f j =∂(1/f j ), (see, e.g., Lemma 5) . We dene the regularized residue integral associated to f by (3) becomes (1). Theorem 1. With the notation of Denition 10, we havē
Moreover, if we allow χ = 1 [1,∞) in (3) , then the limit of (3) 
prefer to add the requirement.
Theorem 1 thus says that the Cole-Herrera product associated to f equals the successively dened current in (2) and also that it can be smoothly regularized by (3) . It also follows that∂
Theorem 1 is a special case of Theorem 12 below, where we show a similar result for products of Cauchy-Fantappiè-Leray type currents, which can be thought of as analogues of the currents 1/f j and∂(1/f j ) in the case when the bundles E j have ranks > 1. Products of such currents were rst dened in [30] , but the denition of the products given there is in general not the same as our. The proof of Theorem 1 (and Theorem 12) is very similar to the proof of Proposition 1 in [22] but it needs to be modied in our case since extra technical diculties arise when the metrics of the bundles E j are not supposed to be trivial.
To give some intuition for Theorem 1, we recall Björk's realization of the Cole-Herrera product, see, e.g., [14] , [3] , or [15] for proofs.
Given a holomorphic function f 1 in B ⊂ C n , there exists a holomorphic dierential operator Q, a holomorphic function h, and a holomorphic (n − 1)-form dX such that
where χ = 1 [1,∞) or a smooth approximation thereof. This representation makes it possible to dene the principal value of 1/f 2 on the
ists and denes a current (1/f 2 )∂(1/f 1 ). The∂-image of this current is then well-dened and, (e.g., by Theorem 1), it equals∂(1/f 2 )∧∂(1/f 1 ). But∂(1/f 2 ) ∧∂(1/f 1 ) has a representation similar to (4) and one can thus dene the principal value of 1/f 3 on∂(1/f 2 ) ∧∂(1/f 1 ), and so on. Intuitively, this procedure corresponds to rst letting 1 → 0 in (1) (or (3)), then letting 2 → 0 etc. We now turn to the case that the sections f j dene a complete intersection on Z. Then we know that the Cole-Herrera product is anti-commutative but we have in fact the following result generalizing Theorem 1 in [15] . Theorem 3. Assume that f 1 , . . . , f p dene a complete intersection. Then
where the positive constants M and ω j only depend on f , Z, and supp ϕ while C also depends on the C M -norm of the χ-functions appearing in the regularized residue integral I ϕ f , (3) .
We also have a similar statement for products of Cauchy-Fantappiè-Leray currents, Theorem 13 below. Notice that it is necessary that the χ-functions are smooth; if p ≥ 2 and χ = 1 [1,∞) in (3), then the corresponding statement is false in view of the examples by PassareTsikh, [24] , and Björk, [14] .
We also have a generalization of Theorem 1 in [28] to products of Cauchy-Fantappiè-Leray currents, namely our Theorem 14 in Section 2.
In the special case of line bundles discussed here, Theorem 14 becomes the following Theorem 4. However, Theorem 4 also follows from the results in [28] ; the presence of non-trivial metrics does not cause any additional problems.
Theorem 4. Assume that f 1 , . . . , f p dene a complete intersection. If ϕ is a test form, then
has an analytic continuation to a neighborhood of the half space {Re λ j ≥
0}.
In the classical case, Γ ϕ (λ) is the iterated Mellin transform of the residue integral (1) and it is well known that it has a meromorphic continuation to C p that is analytic in ∩ p 1 {Re λ j > 0}; (this is also true in the non-complete intersection case). The analyticity of Γ ϕ (λ) in a neighborhood of 0 when p = 2 was proved by Berenstein-Yger (see, e.g., [9] ).
In Section 2, we give the necessary background and the general formulations of our results. Section 3 contains the proof of Theorems 1 and 12. The proof of Theorems 3, 13, and 14 is the content of Section 4; the crucial part is Lemma 19 which enables us to eectively use the assumption about complete intersection.
Formulation of the general results
Let E * 1 , . . . , E * q be holomorphic hermitian vector bundles over a reduced complex space Z of pure dimension n. 
, is the dual of D n−p,n−q (Z); see, e.g., [21] for a more thorough discussion.
We recall from [6] the denition of pseudomeromorphic currents,
PM.
A current is pseudomeromorphic if it is a (locally nite) sum of push-forwards of elementary currents under modications of Z. A current, T , is elementary if it is a current on C n x of the form Lemma 5. Let f be a holomorphic function, and let T ∈ PM(Z).
Iff is a holomorphic function such that {f = 0} = {f = 0} and v is a smooth non-zero function, then (|f v| 2λ /f )T and (∂|f v|
have current-valued analytic continuations to λ = 0 and the values at λ = 0 are pseudomeromorphic and independent of the choices off and
, or a smooth approximation thereof, then (6) |f v|
where χ = χ(|f v|
Proof. The rst part is essentially Proposition 2.1 in [6] , except that there, Z is a complex manifold,f = f and v ≡ 1. However, with suitable resolutions of singularities, the proof in [6] goes through in the same way in our situation, as long as we observe that in C |x α v| By Leibniz rule, it is enough to consider the rst equality in (6), since if we have proved the rst equality, then
To prove the rst equality in (6), we observe rst that in the same way as in the rst part, we can assume that f = x γ u andf = xγũ, where u andũ are non-zero holomorphic functions. Since T is a sum of pushforwards of elementary currents, we can assume that T is of the form
Thus, we can assume that supp γ ∩ supp β = ∅. By a smooth (but non-holomorphic) change of variables, as in Section 3 (equations (15)), we can assume that |ũv| 2 ≡ 1.
which is Lemma 2 in [15] .
Let f j be a holomorphic section of E * j , j = 1, . . . , q, and let s j be the section of E j with pointwise minimal norm such that f j · s j = |f j | 2 .
It is easily seen that if
and f j is a non-vanishing section, then u
is smooth across {f j = 0}. We let
, wheref j is any holomorphic section of E * j such that {f j = 0} = {f j = 0}. The existence of the analytic continuation is a local statement, so we can assume that f j = f j,k e * j,k , where e * j,k is a local holomorphic frame for E * j . After principalization we can assume that the ideal f j,1 , . . . , f j,k j is generated by, e.g., f j,0 . By the representation u
k , the existence of the analytic continuation of U j in (7) then follows from Lemma 5. Let U j k denote the term of U j that takes
One readily checks that
, where, as above,f j is a holomorphic section such that {f j = 0} = {f j = 0}.
Remark 6. Notice that if E j has rank 1, then U j simply equals 1/f j
We now dene a non-commutative calculus for the currents U i k and R j recursively as follows.
Denition 7. If T is a product of some U i k :s and R j :s, then we dene
wheref j is any holomorphic section of E * j with {f j = 0} = {f j = 0}.
Note rst that U j and R j are pseudomeromorphic. Hence, in the same way as the analytic continuation in the denition of U j and R j exist, we see that the analytic continuations in the denition of the currents in Denition 7 exist and also are pseudomeromorphic.
Remark 8. Under assumptions about complete intersection, these
products have the suggestive commutation properties, e.g., if codim ). For a permutation ν of {1, . . . , q} we dene
We will describe various natural ways to regularize products of this kind. For q = 1 we see from (7) and (8) that we have a natural λ-regularization, P λ j , of P j and from Denition 7 we have (U R)
We have the following result that is proved in a forthcoming paper by M. Andersson, the second author, E.
Wulcan, and A. Yger.
Theorem 9. Let a 1 > · · · > a q > 0 be integers and λ a complex variable. Then we have
We see that one does not need to put λ 1 = 0 rst, then λ 2 = 0 etc., one just has to ensure that λ 1 tends to zero much faster than λ 2 and so on. The current (U R) ν can thus be obtained as the value at zero of a one-variable ζ-type function. From an algebraic point of view, this is desirable since one can derive functional equations and use Bernstein-Sato theory to study (U R)
ν .
There are also natural -regularizations of the currents U i k and R j inspired by [16] and [22] . Let χ = 1 [1,∞) , or a smooth approximation thereof that is 0 close to 0 and 1 close to ∞. It follows from [27] , or after principalization from Lemma 5, that
and similarly for k = 0; as usual, {f j = 0} = {f j = 0}. Of course, the limits are in the current sense and if χ = 1 [1,∞) , then is supposed to be a regular value for |f j | 2 and∂χ(|f j | 2 / ) is to be interpreted as integration over the manifold |f j | 2 = . We denote the regularizations given by (10) and (11) Remark 11. The paths considered here are very similar to the admissible paths of Cole-Herrera, but we also allow paths where, e.g., 1
attains the value 0 before the other parameters tend to zero.
We have the following analogue of Theorem 9. } be collections of currents dened in (7) and (8) . Let ν be a permutation of {1, . . . , q} and let (U R) ν be the product dened in (9) . Then ) and P j ν(j) is an -regularization dened in (10) and (11) of P ν(j) . If χ = 1 [1,∞) , we require that → 0 along an admissible path.
2.1. The complete intersection case. Now assume that f 1 , . . . , f q denes a complete intersection, i.e., that codim {f 1 = · · · = f q = 0} = e 1 + · · · + e q , where e j = rank E j . Then we know that the calculus dened in Denition 7 satises the suggestive commutation properties, but we have in fact the following much stronger results.
Theorem 13. Assume that f 1 , . . . , f q denes a complete intersection on Z, let (P 1 , . . . , P q ) = (R
, . . . , U q kq ), and let P j j be an -regularization of P j dened by (10) and (11) with smooth χ-functions. Then we have
where M and ω only depend on f 1 , . . . , f q , Z, and supp ϕ while C also depends on the C M -norm of the χ-functions. Theorem 14. Assume that f 1 , . . . , f q denes a complete intersection on Z, let (P 1 , . . . , P q ) = (R
, . . . , U q kq ), and let P λ j j be the λ-regularization of P j given by (7) and (8) . Then the current valued function
a priori dened for Re λ j 1, has an analytic continuation to a neighborhood of the half-space ∩ q 1 {Re λ j ≥ 0}.
Remark 15. In case the E j :s are trivial with trivial metrics, Theorems 13 and 14 follow quite easily from, respectively, Theorem 1 in [15] and Theorem 1 in [28] by taking averages. As an illustration, let ε 1 , . . . , ε r be a nonsense basis and let f 1 , . . . , f r be holomorphic functions. Then we can write s =f · ε and so
where dV is the (normalized) Fubini-Study volume form and A is holomorphic with A(0) = 1. It follows that
Elaborating this formula and using Theorem 1 in [28] one can show Theorem 14 in the case of trivial E j :s with trivial metrics. The general case can probably also be handled in a similar manner but the computations become more involved and we prefer to give direct proofs.
Proof of Theorem 12
We start by making a Hironaka resolution of singularities, [20] , of Z such that the pre-image of ∪ j {f j = 0} has normal crossings. We then make further toric resolutions (e.g., as in [26] ) such that, in local charts, the pullback of each f i is a monomial, x α i , times a non-vanishing holomorphic tuple. One checks that the pullback of P j is of one of the following forms:
where ξ is smooth and positive, suppα = supp α, and ϑ is a smooth bundle valued form; by localizing on the blow-up we may also suppose that ϑ has as small support as we wish. If the χ-functions are smooth, the following special case of Theorem 12 now immediately follows from Lemma 5:
For smooth χ-functions we put
where q ≤ q, ϕ is a smooth (n, n − p)-form with support close to the origin, and χ j = χ(|xα j | 2 ξ j / j ) for smooth positive ξ j . We note that we may replace the∂ in I( ) by d for bidegree reasons. In case χ = 1 [1,∞) we denote the corresponding integral by I( ). We also put I ν ( 1 , . . . , q ) = I( ν(1) , . . . , ν(q) ) and similarly for I ν . In view of (12), the special case of Theorem 12 when the χ-functions are smooth will be proved if we can show that
exists. The case with χ = 1 [1,∞) will then follow if we can show
where δ → (δ) is any admissible path. For notational convenience, we will consider I ν ( ) (unless otherwise stated), but our arguments apply just as well to I ν ( ) until we arrive at the integral (18) .
Denote byÃ the q × n-matrix with rowsα i . We will rst show that we can assume thatÃ has full rank. The idea is the same as in [16] and [22] , however because of the paths along which our limits are taken, we have to modify the argument slightly. The following lemma follows from the proof of Lemma III.12.1 in [29] . Lemma 16 . Assume that α is a q × n-matrix with rows α i such that there exists (v 1 , . . . , v q ) = 0 with v i α i = 0. Let j = min{i; v i = 0}. Then there exist constants C, c > 0 such that if j < C( j+1 . . . q ) c , then 
In particular, if ν(j 0 ) (δ) is suciently small compared to ( ν(j 0 )+1 (δ), . . . , q (δ)), then by Lemma 16, if j 0 ≤ p, the factor∂χ j 0 is identically 0, and if j 0 ≥ p + 1, the factor χ j 0 is identically 1 and thus is equal to I ν ( ) for such . Similarly, if ν(j 0 ) = 0, we have that I ν ( ) is dened as a limit along ν(j 0 ) → 0, with ν(j 0 )+1 , . . . , q xed and in the limit we get again that for suciently small ν(j 0 ) , we can replace I ν ( ) by I ν ( ). Thus we have
and we have reduced to the case thatÃ is a (q − 1) × n-matrix of the same rank. We continue this procedure untilÃ has full rank.
By re-numbering the coordinates, we may suppose that the minor A = (α ij ) 1≤i,j≤q ofÃ is invertible and we put A −1 = B = (b ij ). We now use complex notation to make a non-holomorphic, but smooth change of variables:
. One easily checks that dy ∧dȳ = ξ (15) 
where χ j = χ(|yα j | 2 / ν(j) ) and ϕ (y) = |I|+|J|=2n−p ψ IJ dy I ∧ dȳ J . By linearity we may assume that the sum only consists of one term ϕ (y) = ψdy K ∧ dȳ L , and by scaling, we may assume that supp ψ ⊆ ∆, ∆ being the unit polydisc. By Lemma 2.4 in [16] , we can write the function ψ as (17) ψ(y) =
where a < b for tuples a and b means that a i < b i for all i. In the decomposition (17) each of the smooth functions ψ IJ in the rst sum on the left hand side is independent of some variable. We now show that this implies that the rst sum on the left hand side of (17) does not contribute to the integral (16) . In case ϕ (y) has bidegree (n, n−p) this is a well-known fact but we must show it for an arbitrary (2n−p)-form.
We change to polar coordinates: (16) is independent of θ, it follows that we must have full degree = n in dθ. The only terms in the expansion of dy K ∧ dȳ L above that will contribute to (16) 
1 α j +γ < 0 and ψ IJ is independent of some y j = r j e iθ j . Integrating over θ j ∈ [0, 2π) thus yields J IJ = 0
Summing up, we see that we can write (16) 
where χ j = χ(r 2α j / ν(j) ), J is smooth, and |M | = n − p.
After these reductions, the integral (18) we arrive at is the same as equation (16) in [22] , and we will use the fact proven there, that 
p , but extended according to Denition 10,  where
(where the sign is chosen such that I k (0) = I ν ( k )). Since m < q and J k is smooth, we have by induction that
where (δ) is any admissible path, and the rst equality follows by denition of I k (0). We x an admissible path (δ). For each k we can choose δ k such that if
k forms a subsequence of an admissible path. Since
where the second equality follows from the existence and uniqueness of I ν ( (δ)) along any admissible path. Hence we have shown that the limit in (13) exists and is well-dened.
Finally, if we start from (18) , as (23) in [22] shows, either
or the limit is 0, depending only on α. If we consider I ν ( ) instead, we get the same limit, see [29, p. 7980] , and (14) follows.
Proof of Theorems 13 and 14
Recall that (P 1 , . . . , P q ) = (R
, . . . , U q kq ) and that P j j and P λ j j are the -regularizations with smooth χ (given by (10) , (11)) and the λ-regularizations (cf. (7), (8)) respectively of P j . We will consider the following two integrals:
where ϕ is a test form on Z, supported close to a point in
In the arguments below, we will assume for notational convenience thatf j = f j (cf., e.g., (7)); the modications to the general case are straightforward.
The crucial parts of the proofs of Theorems 13 and 14 are contained in the following propositions.
Proposition 17. Assume that f 1 , . . . , f q dene a complete intersection. For p < s ≤ q we have
Note that I( 1 , . . . , s−1 , 0, . . . , 0) is well-dened; it is the action of U Using that (19) 
the proof of Theorem 14 follows from Proposition 18 in a similar way as Theorem 1 in [28] follows from Proposition 4 in [28] .
We indicate one way Proposition 17 can be used to prove Theorem 13. To simplify notation somewhat, we let R j denote any R j k and R j denotes a smooth -regularization of R j ; U j and U j are dened similarly. The uniformity in the estimate of Proposition 17 implies that we have estimates of the form
where, e.g., R m+1 ∧ · · · ∧ R p a priori is dened as a Cole-Herrera product. We prove (a slightly stronger result than) Theorem 13 by induction over p. Let R * denote the Cole-Herrera product of some R j :s with j > p and let U * and U * denote the product of some U j :s and U j :s respectively, also with j > p but only j:s not occurring in R * .
We prove
i.e., we prove Theorem 13 on the current R * . The induction start, p = 0, follows immediately from (20) . If we add and subtract R 1 ∧ · · · ∧ R p ∧ R * ∧ U * , the induction step follows easily from (19) (construed in setting of -regularizations) and estimates like (20) .
Proof of Propositions 17 and 18. We may assume that ϕ has arbitrarily small support. Hence, we may assume that Z is an analytic subset of a domain Ω ⊆ C N and that all bundles are trivial, and thus make the identication f j = (f j1 , . . . , f je j ), where f ji are holomorphic in Ω.
We choose a Hironaka resolutionẐ → Z such that the pulled-back ideals f j are all principal, and moreover, so that in a xed chart with coordinates x onẐ (and after a possible re-numbering), f j is generated byf j1 andf j1 = x α j h j , where h j is holomorphic and non-zero.
We then have
, where ξ j is smooth and positive and v j is a smooth (bundle valued) form. We thus get
whereχ j (t) = tχ j (t), and
It follows that I( ) and Γ(λ) are nite sums of integrals which we without loss of generality can assume to be of the form
where ρ is a cuto function.
Recall thatf j1 = x α j h j and let µ be the number of vectors in a maximal linearly independent subset of {α 1 , . . . , α m }; say that α 1 , . . . , α µ are linearly independent. We then can dene new holomorphic coordinates (still denoted by x) so thatf j1 = x α j , j = 1, . . . , µ, see [22, p. 46] for details. Then we get
where the last equality follows because dx
. . , α µ , α j are linearly dependent. From the beginning we could also have assumed that ϕ = ϕ 1 ∧ ϕ 2 , where ϕ 1 is an anti-holomorphic (n − q 1 k j + q − p)-form and ϕ 2 is a (bundle valued) (n, 0)-test form on Z. We now dene
Using (23) we can now write (21) and (22) as
For any xed r ∈ N, one can replace Φ in (24) and (25) by
without aecting the integrals. Moreover, for any I ⊆ K, we have that
We replace Φ by Φ in (24) and (25) and we write d = d K + d K c , where d K dierentiates with respect to the variables x i ,x i for i ∈ K and d K c dierentiates with respect to the rest. Then we can write (dx α 1 /x α 1 ) ∧ · · · ∧ (dx αµ /x αµ ) ∧ Φ as a sum of terms, which we without loss of generality can assume to be of the form
where Φ is C r -smooth and of bidegree (0, n − ν − |K|) (possibly, Φ = 0). Thus, (24) and (25) are nite sums of of integrals of the following type (26) (27) 
where ψ is C r -smooth and compactly supported.
We now rst nish the proof of Proposition 18. First of all, it is well known that Γ(λ) has a meromorphic continuation to C q . We have
Let us assume that I = {1, . . . , ν} ⊆ K c and consider the contribution to (27) corresponding to this subset. This contribution equals (28)
It is well known (and not hard to prove, e.g., by integrations by parts as in [1] , Lemma 2.1) that the integral on the right hand side of (28) has an analytic continuation in λ to a neighborhood of ∩ q 1 {Re λ j ≥ 0}. (We thus choose r in Lemma 19 large enough so that we can integrate by parts.) If p = 0, then the coecient in front of the integral is to be interpreted as 1 and Proposition 18 follows in this case. For p > 0, we see that the poles of (28) , and consequently of Γ(λ), in a neighborhood of ∩ q 1 {Re λ j ≥ 0} are along hyperplanes of the form 0 =
. . , q}. Thus, the hyperplanes are of the form 0 = p 1 λ j α ji and Proposition 18 is proved except for the statement that at least for two j:s, the α ji are non-zero. However, we see from (28) that if for some i we have α ji = 0 for all j but one, then the appearing λ j in the denominator will be canceled by the numerator. Moreover, we may assume that the constant C I = det(α ji ) 1≤i,j≤ν is non-zero which implies that we cannot have any λ 2 j in the denominator.
We now prove Proposition 17. Consider (26) . We have that α 1 , . . . , α ν are linearly independent so we may assume that A = (α ij ) 1≤i,j≤ν is invertible with inverse B = (b ij ). We make the non-holomorphic change of variables (15) , where the q of (15) now should be understood as ν. Then we get x α j = y α j η j , where η j > 0 and smooth and η
of terms of the form
where ν ≤ ν, ψ 1 is a C r -smooth compactly supported form, and K and K are disjoint sets such that K ∪ K = K. In order to give a contribution to (26) we see that ψ 1 must contain dy. In (29) we write d = d K + d K c , and arguing as we did immediately after Lemma 19 , (29) is a nite sum of terms of the form 
where Ψ is a C r -smooth compactly supported (n − |K| − ν)-form; the equality follows since χ j = χ j (|y α j | 2 / j ), j = 1, . . . , ν. Now, (30) is essentially equal to equation (24) of [15] and the proof of Proposition 17 is concluded as in the proof of Proposition 8 in [15] .
Proof of Lemma 19. The proof is similar to the proof of Lemma 9 in [15] but some modications have to be done. First, it is easy to check by induction over |K| that Φ ∧ Λ i∈I (dx i /x i ) is C r -smooth for any I ⊆ K; for |K| = 1 this is just Taylor's formula for forms. It thus suces to It has bidegree (0, n − j∈L c k j + q − q ) so F has a vanishing pullback to ∩ j∈L c {f j = 0} since this set has dimension n − j∈L c e j < n − j∈L c k j +q −q by our assumption about complete intersection. Thus, F has a vanishing pullback to {x I = 0} ⊆ ∩ j∈L c {f j = 0}. In fact, this argument shows that = 0
and we are done.
