On a locally finite point set, a navigation defines a path through the point set from one point to another. The set of paths leading to a given point defines a tree known as the navigation tree. In this article, we analyze the properties of the navigation tree when the point set is a Poisson point process on R d . We examine the local weak convergence of the navigation tree, the asymptotic average of a functional along a path, the shape of the navigation tree and its topological ends. We illustrate our work in the small-world graphs where new results are established.
1. Introduction.
Navigation: definition and perspective.
Let N be a locally finite point set and O a point in R d , taken as the origin. For X, Y ∈ R d , |X| will denote the Euclidean norm and X, Y the usual scalar product. A navigation is the ancestor mapping of a rooted tree, the navigation tree T O = (N, E O ), which is defined by
In this paper, we examine decentralized navigation algorithms over a random point set. The concept of decentralization is loosely defined in a mathematical framework and we will introduce another property of these mappings,
Regenerative navigation on a Poisson point process.
Throughout this paper, N = n∈N δ Tn is a Poisson point process (PPP ) of intensity 1 on R d . If δ X is the Dirac mass at X ∈ R d , we will define N O = N + δ O and N O,X = N + δ X + δ O . From Slyvniak's theorem, N O (resp. N O,X ) is a PPP in its Palm version at O [resp. (O, X)]. Up to a scaling, it is not restrictive to assume that the intensity of N is 1.
In this paper, we analyze the properties of decentralized navigation trees on N O . The decentralization property on a PPP is captured by the notion of regeneration. Regenerative navigation is defined via memoryless navigation. For a directed navigation A e 1 , let X k = A k e 1 (X) and F k = σ{X 0 , . . . , X k } be the filtration associated with the process (X k ) k∈N . A e 1 is memoryless if, for all X ∈ R d , k ∈ N, P(X k+1 − X k ∈ ·|F k ) = P(A e 1 (O) ∈ ·). (1) In other words, a directed navigation is memoryless if the process (X k+1 − X k ) k∈N is an i.i.d. sequence which does not depend on the initial position X 0 = X. In dimension 1, a memoryless directed navigation with nonnegative directed progress defines a renewal point process. Similarly, for a navigation A on N O , let X k = A k (X). A is a memoryless navigation if, for all X ∈ R d , k ∈ N, P(X k+1 ∈ ·|F k ) = P(X k+1 ∈ ·|X k ). (2) the sequence (X k ) k∈N is then a Markov chain with O as absorbing state.
Definition 1.2.
A directed navigation A e 1 is regenerative if there exists a stopping time θ > 0 such that X → A θ e 1 (X) is a memoryless directed navigation and the distribution of θ is independent of X.
A navigation A is regenerative if there exist x 0 > 0 and a stopping time θ > 0 such that X → A θ (X) is a memoryless navigation and the distribution of θ is independent of X for |X| ≥ x 0 .
The stopping time θ will be called a regenerative time. As we will see, the analysis of regenerative navigation algorithms is easy. Then, using coupling techniques, we will exhibit a method to prove that a decentralized navigation on a PPP is regenerative. This provides a tool to analyze decentralized navigation algorithms on a PPP. This is the cornerstone of this paper. . For e 1 ∈ S d−1 and X ∈ R d , H e 1 (X) = {Y : Y − X, e 1 > 0}. ℓ 0 (R d ) [resp. ℓ ∞ (R d )] will denote the set of measurable functions s : R d → R + such that lim |X|→∞ s(X) = 0 (resp. +∞). For a real random variable Z, if F (t) = P(Z ≤ t), then F (t) = P(Z > t). We will write Z 1 ≤ st Z 2 if, for all t ∈ R, P(Z 1 > t) ≤ P(Z 2 > t) (stochastic domination). For a discrete set A, |A| is the cardinality of A.
We will use C 0 to denote a positive constant to be thought of as small and C 1 to denote a positive constant to be thought of as large. The exact values of C 0 and C 1 may change from one line to the next. However, C 0 and C 1 will never depend on parameters of the problem.
Let X k = A k (X). Throughout this work, we will pay attention to the path from X to O: π(X) = {X 0 , . . . , X H(X) = O} and to the distance of X from O in the navigation tree, H(X) = inf{k ≥ 0 : A k (X) = O}.
1.5.
Examples. For a few other examples, see [7] .
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Small-world navigation. The small-world graph is a graph G = (N O , E) such that for all X, Y ∈ N O , (X, Y ) ∈ E with probability f (|X − Y |), independently of everything else, where f is a nonincreasing function with values in [0, 1] . We will assume, as t tends to infinity, that
with c > 0 and β > 0. More formally, to each pair (X, Y ) ∈ N O × N O , X = Y , we associate an independent random variable U (X, Y ), uniform on [0, 1], independent of N and such that
It is easily checked that the degree of a vertex X is a.s. finite if and only if β > d. The small world graph G is sometimes referred to as the long range percolation graph. Small-world navigation is the maximal progress navigation on G:
A(X) = arg min{|Y | : (X, Y ) ∈ E}.
As such, the small-world graph has isolated points and navigation is illdefined on nonconnected graphs. To circumvent this difficulty, given N , for each X ∈ N , we condition the variables (U (X, Y ), Y ∈ N O ∩ B(O, |X|)), on the event that V X = {Y ∈ N O ∩ B(O, |X|) : (X, Y ) ∈ E} is not empty. This conditioning on U is not problematic since, given N , for all
In particular, the sets V X and V X ′ are independent given N . If β > d, the directed navigation with direction e 1 is defined similarly:
The directed navigation is properly defined if the set of neighbors of X in H e 1 is a.s. nonempty and finite. Hence, when dealing with A e 1 , we will assume that the variables U are conditioned on the event that a positive directed progress is feasible at any point X of N .
Compass routing on the Delaunay triangulation. Compass routing was introduced by Kranakis et al. in [18] ; see also Morin [22] . Let G = (N O , E) denote a locally finite connected graph. Compass routing on G to O is a navigation defined by
A(X) is the neighboring point of X in G which is the closest in direction to the straight line OX. As pointed out by Liebeherr et al. in [20] , on a Delaunay triangulation, compass routing is a proper navigation. The associated
Radial navigation. For X, Y ∈ N O , X = O, |Y | < |X|, the radial navigation is defined by
A(X) is the closest point to X which is closer to the origin. Radial navigation has an a.s. positive progress and A(X) is a.s. uniquely defined. The corresponding navigation tree is the radial spanning tree and it is analyzed in [3] . The directed navigation associated with radial navigation is as follows: if X, Y ∈ N and Y − X, e 1 > 0, then
1.6. Overview and organization of the paper. In this paper, we illustrate our results on the small world navigation on N O . In this paragraph, we state the main results that our analysis implies for this navigation.
Local weak convergence of the navigation tree. In Section 2, for the small world navigation, we prove that the navigation tree converges to a directed navigation forest for the local weak convergence on graphs as defined by Aldous and Steele [1] . More precisely, for a graph G = (N, E), we define S Y • G = (S Y N, E) as the graph obtained by translating all vertices N by Y and keeping the same edges. For the small world graph, let T e 1 (N ) [resp. T O (N )] denote the directed navigation forest with direction e 1 (resp. navigation tree) built on the point set N . Path average. Let g be a measurable function from
In Section 3, we will state various convergence results for G(X) as |X| tends to ∞ for a regenerative navigation.
Proving that a navigation is regenerative. Section 4 is the main contribution of this paper, wherein we prove that the small world navigation is regenerative. The method relies on the geometric properties of the navigation and tail bounds in the GI/GI/∞ queue. It is based on a coupling which is related to the pseudo-regenerative times in Markov chains; see Athreya and Ney [2] . We prove that the small world navigation on N O has good regenerative properties for β ≤ d and β > d + 2. We cannot extend this method to the case d < β ≤ d + 2. The method can, however, be extended to other navigation algorithms; see [7] .
Theorem 1.4. For the small world navigation on
• if β = d, then there existsμ such that a.s.
The constant µ ′ is not computed explicitly; an expression will be given in the forthcoming Theorem 4.1. µ ′ is the asymptotic mean directed progress. We will exhibit an analytical expression for the constantμ.
Path deviation and tree topology. In Section 5, we examine the path from X to O in the navigation tree. For regenerative navigation algorithms, we establish an upper bound on the maximal deviation of this path with respect to the straight line OX:
where X k = X k , X/|X| X/|X| is the projection of X k on the straight line OX.
An important feature of a tree is its set of ends. An end is a semi-infinite self-avoiding path in T O , starting from the origin: (O = Y 0 , Y 1 , . . .). The set of ends of a tree is the set of distinct ends (two semi-infinite paths are not distinct if they share an infinite subpath). A semi-infinite path (O = Y 0 , Y 1 , . . .) has an asymptotic direction if Y n /|Y n | has a limit in the unit sphere S d−1 . Following Howard and Newman [15] , some properties of the ends of T O will follow from tail bounds on ∆(X). For X ∈ N , let Π out (X) be the set of offsprings of X in T O , namely the set of points Y ∈ N such that X ∈ π(Y ). [15] ). Given f ∈ ℓ 0 (R + ), a tree is said to be f -straight at the origin, if, for all but finitely many vertices,
where, for all X ∈ R d and ǫ ∈ R + , C(X, ǫ) = {Y ∈ R d : θ(X, Y ) ≤ ǫ} and θ(X, Y ) is the angle (in [0, π]) between X and Y .
[Recall that ℓ 0 (R + ) is the set of functions tending to 0 at +∞.] f -straight trees have a simple topology described by Proposition 2.8 of [15] and restated in the following proposition. f -straightness will be related to ∆(X). On the small world navigation, we obtain the following proposition. 
Shape of the navigation tree. Finally, in Section 6, we will state a shape theorem for regenerative navigation algorithms. We define
On the small-world graph, we will obtain the following proposition. • If β > (C + 1)d + 2C and k ≥ K, then
Moreover, a.s. and in L 1 ,
2. Local convergence of navigation to directed navigation.
2.1.
Local weak convergence and proof of Proposition 1.3. We now introduce stable functionals (see Lee [19] or Penrose and Yukich [24, 25] ). For a Borel set B, F N B denotes the smallest σ-algebra such that the point set N ∩ B is measurable. Definition 2.1. Let G = (N, E) be a graph on N and F (X, G) be a measurable function valued in R. F is stable on G if, for all X ∈ R d , there exists a random variable R > 0 such that F (X, G) is F N B(X,R) -measurable and the distribution of R does not depend on X.
Recall that T e 1 denotes the directed navigation forest associated with A e 1 on N and T O the navigation tree associated with A on N O .
Theorem 2.2. (For the small-world navigation on a PPP and β > d.)
Let F be a stable functional on T −e 1 . As x tends to +∞, the distribution of F (xe 1 , T O ) converges in total variation toward the distribution of F (O, T −e 1 ). Proposition 1.3 is a corollary of Theorem 2.2. Using coupling, we start with an upper bound for the total variation distance between the distribution of A(X) (built on N O,X ) and A e 1 (X) (built on N X ). The proof of the next lemma is postponed to the Appendix. There exists a function ε ∈ ℓ 0 (R + ) and a coupling of A(X) and A −e 1 (X) such that
Proof of Theorem 2.2. We set X = xe 1 , x > 0 and build T O on N O,X and T −e 1 on N X . For all t > 0, we define the event J t (X) = {T O ∩ B(X, t) = T −e 1 ∩ B(X, t)}. F is a stable functional on T −e 1 with associated radius R = R(X) and we have
where we have used Lemma 2.3. It follows easily that lim x→∞ P(F (xe 1 , T O ) = F (xe 1 , T −e 1 )) = 0. To complete the proof, note that T −e 1 is stationary: F (xe 1 , T −e 1 ) and F (O, T −e 1 ) have the same distribution.
Progress distribution in the small world.
We consider the smallworld navigation A and the directed small world navigation A e 1 . This directed navigation is defined if and only if β > d. Let F denote the distribution function of the directed progress P e 1 (X) = A e 1 (X) − X, e 1 (which does not depend on e 1 and X) and F X the distribution function of the progress at X in the small world P (X) = |X| − |A(X)|. 
converges weakly and
, thenF X converges weakly to a cumulative distribution functioñ F with F (s) ds =μ ∈ (0, +∞) and, moreover, (P X ½(P X < ∞)) X∈R d is uniformly integrable.
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The distributionF in statement 4 is given by (38) and the weak limit of |A(X)|/|X| 1−(d−β)/2 has a distribution obtained in (37). For d ≥ 3 and 0 < β < d − 2, similar convergence results hold. To avoid longer computations, we will not state them. The proof is postponed to the Appendix.
3. Path average for memoryless and regenerative navigation. In this section, under various assumptions, we derive the asymptotic behavior of H(X), the generation of X in the navigation tree T O when A is a regenerative navigation.
Finite mean progress.
Proposition 3.1. Let A be a memoryless navigation with nonnegative progress. Let F X (t) = P(P (X) ≥ t) and assume that F X converges weakly to F as |X| tends to ∞ and that (F X ) X∈R d is uniformly integrable. Then, a.s.
Before proving this proposition, we state a simple lemma.
Lemma 3.2. Let A be a navigation with nonnegative progress on a PPP. Let
Proof. The progress is a.s. positive:
Proof of Proposition 3.1. Assume, first, that µ > 0. Letting 0 < η < µ/2, we may find x 0 ≤ x 1 and a function h such that if |X| ≥ x 1 , then
where h(t) dt ≤ η, h(t) ≤ F (t) and
We deduce that
We have EU n ≤ µ + η and EV n ½(V n ≤ x 0 ) ≥ µ − 2η. By the renewal theorem, a.s.
By (5) and (6) we obtain a.s. lim inf X τ (X)/|X| ≥ 1/(µ+η) and lim sup X τ (X)/ |X| ≤ 1/(µ − 2η). Then, by Lemma 3.2, H(X)/|X| tends a.s. to 1/µ. If µ = 0, consider only τ − (X).
Remark 3.3.
Using results on renewal processes, the case F (t) ∼ t→∞ ct −α , α ∈ (0, 1), c > 0 is treated in [7] and the scaling obtained for H(X) is |X| α for α ∈ (0, 1) and |X|/ ln |X| for α = 1.
Scaled progress.
In this paragraph, we discuss cases when (|X| − P (X))|X| −α converges for some 0 < α ≤ 1.
3.2.1. Scale-free progress. (For a definition of scale-free navigation, see Franceschetti and Meester in [10] .) LetP (X) = − ln(1 − P (X)/|X|) ∈ R + ∪ {+∞} andF X (t) = P(P (X) ≤ t). Note that P(P (X) = ∞) may be positive. Proposition 3.4. Let A be a memoryless navigation with nonnegative progress. IfF X converges weakly toF as |X| tends to infinity and
The corresponding path in R ∪ {−∞} isπ(X) = {ln |X|, ln |X| −P 0 , . . . , −∞}. Let τ (X) = sup{n : ln |X n | < 0}. From Lemma 3.2, a.s. τ (X) and H(X) are equivalent as |X| tends to infinity (provided that they tend to infinity). We may apply Proposition 3.1 to the path {ln |X|, . . . , ln |X τ (X) |}.
Sublinear scaling.
We study the case when Q(X) = |A(X)||X| −α = (|X| − P (X))|X| −α has a nondegenerate limit for some 0 < α < 1.
Proposition 3.5. Let A be a memoryless navigation with nonnegative progress. Assuming that
with (8) is a geometric drift condition on a Markov chain (see (V4), page 371 in Meyn and Tweedie [21] ).
a Markov chain and
From the Borel-Cantelli lemma and (9), a.s. for n large enough,
. Therefore, for n large enough, from (7), we have
and it follows that a.s.
lim sup
The same computation can be carried out with K(n, −ǫ) to get a lower bound. g(X i , X i+1 ), where g is a measurable function on R d × R d . The proof of the next lemma is omitted since it is identical to the proof of Proposition 3.1.
Lemma 3.6. Let A be a memoryless navigation with nonnegative progress. Assume that H(X) tends almost surely to infinity, that (g(X, A(X))) X∈R d converges weakly as |X| tends to infinity and that (g(X, A(X))) X∈R d is uniformly integrable. Then, a.s.
Path average for regenerative navigation.
The next lemma is elementary, but nevertheless useful. Let A be a regenerative navigation, θ(X) its regenerative time and 
s(X) . LettingÃ = A θ , we can apply Lemma 3.6 to g(X,Ã(X)) = θ(X) to obtain that θ H θ (X) /H θ (X) converges almost surely to θ.
4. Proof of Theorem 1.4. The method of proof of Theorem 1.4 can be extended to a broader context and can be applied to, for example, radial navigation; see [7] . 4.1. Directed navigation on a small world. In this paragraph, we prove that the small-world directed navigation is regenerative. We consider the model introduced in Section 1.5 with β > d. The maximal progress navigation from X ∈ N with direction e 1 ∈ S d−1 is A e 1 (X) = arg max{ Y, e 1 :
As above, F is the distribution function of the directed progress P e 1 (X) = A e 1 (X) − X, e 1 (which does not depend on e 1 and X), X k = A k e 1 (O) and P e 1 ,k = P e 1 (X k ). • if β > d + 1, then A e 1 is regenerative for a stopping time θ;
• if β > d + 2, then Eθ < ∞ and a.s.
The regenerative time θ is built with the help of coupling techniques, θ is a stopping time on an enlarged filtration
where (ω k ) are independent PPP's of intensity 1, independent of N . The remainder of the paragraph is devoted to the proof of Theorem 4.1.
Proof of Theorem 4.1.
Step 1: Coupling. Let N X = N ∩ H e 1 (X) − X. N O is a PPP of intensity 1 in H e 1 (O). However, due to the dependency structure, N X k is not a PPP of intensity 1 in H e 1 (O). The idea of the proof is to enlarge the filtration F k to build a sequence (Z k ), Z k ∈ R + such that X k , e 1 ≤ Z k and N Z k e 1 is a PPP of intensity 1. It can then easily be checked that if X k , e 1 = Z k , then θ = k is a regenerative time.
Proof. The proof is by induction. Set X 0 = O and assume that N O is a PPP of intensity λ 0 (x) dx. It is sufficient to prove that N X 1 is a PPP of intensity Proof. Since X 0 = X, N ∩ H e 1 (X 1 ) is a PPP of intensity (1 − f (|x − X|)) dx. LetṼ (X) be a PPP with intensity f (|X − x|) dx and independent of N . Then, (Ṽ (X) + N ) ∩ H e 1 (X 1 ) is a PPP of intensity 1 on H e 1 (X 1 ).Ṽ (X) is a.s. a finite point set and letting ρ(X) = inf{r > 0 :Ṽ (X) ⊂ B(X, r)}, we have
We define
is a PPP of intensity 1, we deduce (10). Now, letṼ (X k ), k ∈ N * be an independent sequence of PPP's, independent of N X k , with intensity f (|X k −x|) dx. We define
Let F k be the σ-algebra generated by ((X 1 , Y 1 ) , . . . , (X k , Y k )). For the sake of simplicity, we will simply write F k for F k . Using the same argument as in Lemma 4.3,
Note also that, since ρ k is independent of N , we have
We endow the set of point processes with the natural partial order relation: N ≤ st N ′ if, for all Borel sets A and t ∈ N, P(N (A) ≥ t) ≤ P(N ′ (A) ≥ t). 
and, for some C 0 > 0:
Proof. Equation (14) is a direct consequence of the fact that N X k is a nonhomogeneous PPP of intensity
. By Lemma 4.2, we have
f (|x|) dx
[We have used the inequality (1 − e −u )/(1 − e −U ) ≥ u/U for all 0 < u ≤ U . The last inequality following easily from the fact that λ k (|x|) is a nondecreasing function of |x| in H e 1 (O).]
Note that (13) and Lemma 4.4(ii) imply that there exists a variable σ such that
Step 2: Regenerative time. We define W n = Z n − X n , e 1 ≥ 0, W 0 = 0. With the convention that inf over an empty set is +∞ and letting θ 0 = 0,
where (σ k ) k∈N is a sequence of i.i. Step 3: Embedded memoryless directed navigation. Assume β > d + 2. From Step 2, there exists an increasing sequence (θ n ), n ∈ N with θ 0 = 0, θ 1 = θ and such that (θ n+1 − θ n ) n∈N is i.i.d. and Eθ < ∞. We define
The sequence (P θ e 1 ,k ), k ∈ N is i.i.d. It remains to check that EP θ e 1 ,0 < ∞. Note that (E θ−1 n=0 W n < ∞ is due to the cycle formula or Kac's formula; see, e.g. Section 3.1 of Baccelli and Brémaud [4] .) Then, Theorem 4.1 follows from the strong law of large numbers.
4.2.
Proof of Theorem 1.4. The proof is an extension of the ideas presented in the previous paragraph. We will only point out the differences with the proof of Theorem 4.1. We set X k = A k (X) and
Step 1: Coupling. on B(O, |X| − P (X)).Ṽ (X) is a.s. a finite point set. Letting ρ(X) = inf{r ≥ 0 :Ṽ (X) ⊂ B(X, r)}, for some C 1 > 0 (not depending on X), we have
Lemma 4.5. There exists a random variable
We then define Y (X) = (|X| − max(P (X), ρ(X))) + .
LetṼ (X k ) be a PPP with intensity f (|X k − x|) dx, independent of N , and
The next lemma is the analog of Lemma 4.4. The proof is omitted. (20) and for some C 0 > 0:
Lemma 4.6. For all Borel sets
Since ρ k and X k are independent, P(
Thus, Lemma 4.6(ii) implies that there exists a variable σ such that, if |X| ≥ 1, then
Step 2: Regenerative time. We define W n = |X n | − Z n ≥ 0, W 0 = 0 and for n ≥ H(X), W n = 0. Then,
where (σ k ) k∈N is a sequence of i.i.d. copies of σ given in (21) and (τ k ) k∈N is a sequence of i.i.d. copies of τ with τ = 1 with probability C 0 and 0 otherwise, as in Lemma 4.6.
By (22) , W n is upper bounded by the largest residual service time in a GI/GI/∞ queue (see Appendix A.3). LetW n be the right-hand side of (22) and let θ = inf{k ≥ 1 :W k = 0}. By Lemma A.1 (in the Appendix), if β > d + 1, then θ is a.s. finite and if β > d + 2, then Eθ < ∞. By (19) , θ is a regenerative time for the small-world navigation [for |X| < 1, we set θ(X) = H(X)].
Step 3: Embedded memoryless navigation. A θ is a memoryless navigation and we define P θ (X) = |X| − |X θ | = θ−1 k=0 P k ,
where
The last step is to identify lim |X|→∞ EP θ (X). For the directed navigation with direction e 1 , the same regenerative time θ was introduced. Theorem 4.1 gives EP θ e 1 (O) = µ ′ Eθ. Moreover, P θ e 1 (X) is a stabilizing functional of the small world directed navigation tree T e 1 and the distribution of P θ e 1 (O) does not depend on e 1 . Hence, from Theorem 2.2, P θ (X) converges weakly to P θ e 1 (O). Since (P θ (X)) X∈R d is uniformly integrable, we obtain
Thus, we can apply Proposition 3.1 and Lemma 3.7 and deduce that H(X)/|X| tends a.s. to 1/µ ′ .
4.3.
Proof of Theorem 1.4: β = d. We define the scaled progressP k = − ln(1 − P k /|X k |). We have ln |X k | = ln |X| − k−1 i=0P k . Up to this scaling, the proof is analogous to the case β > d. We need to be careful with the event {P (X) = ∞} = {P (X) = |X|}: in this section, we use the convention "ln 0 0 = +∞."
Step 1: Coupling. We define Y (X) = min(|A(X)|, sup{r ≥ 0 : B(O, r)∩Ṽ (X) = ∅}), whereṼ (X) is a PPP intensity f (|x − X|), independent of everything else. As in Lemma 4.5, we obtain the following.
Lemma 4.7. For all Borel sets A with
A ⊂ B(O, Y (X)), t ∈ N, P(N (A) = t|(X 1 , Y (X))) = P(N (A) = t).
Moreover, for all
We define the sequence (Y k ) k∈N * and (Z k ) k∈N * as previously:
B(O, t) ∩Ṽ (X k ) = ∅} andṼ (X k ) is a PPP with intensity f (|x − X k |) and independent of everything else. Equation (19) still holds, and the analog of Lemma 4.6 is as follows.
Lemma 4.8. For all Borel sets
and for some C 0 > 0:
We deduce that then there exists a r.v. σ such that if |X k | ≥ e, then ln
Step 2: Regenerative time. We define H ′ (X) = inf{k ≥ 0, |X k | ≤ e or Y k = 0}. By Lemma 3.2, if H ′ (X)/ ln |X| converges then H(X)/ ln |X| converges, to the same limit. Now, for n ≤ H ′ (X), set W n = ln(|X n |/Z n ) ≥ 0 and we have
It then follows that
where (σ k ) k∈N is a sequence of i.i.d. copies of σ given in (24) and (τ k ) k∈N is a sequence of i.i.d. copies of τ with P(τ ≥ 1) ≥ C 0 . W n is upper bounded by the largest residual service time in a GI/GI/∞ queue (see Appendix A.3). Let θ be the first positive time at which the queue appearing on the lefthand side of (25) is empty. By Lemma A.1 (in the Appendix), θ is a.s. finite and, for some C > 0,
Step 3: Embedded memoryless navigation. We defineP θ (X) = θ−1 k=0P k . From (26) , (23) and Lemma 2.4, we deduce that (½(P θ (X) < ∞)P θ (X)) X∈R d is uniformly integrable. We assume for now thatP θ (X) converges weakly as |X| tends to infinity. Defineμ ′ = lim |X|→∞ EP θ (X)/Eθ. From Proposition 3.4, we obtain P-a.s.
lim
It remains to prove thatP θ (X) converges weakly as |X| tends to infinity (since β = d, we cannot apply Theorem 2.2). As already pointed out N ∩ B(O, |X 1 |) is a PPP of intensity λ X 0 (y) dy = (1 − f (|X 0 − y|)) dy. The set of neighbors of X 1 in B(O, |X 1 |) is a PPP of intensity λ X 0 (y)f (|X 1 − y|) dy with an extra atom at O with probability f (|X 1 |), conditioned on not being empty, hence
With the change of variable z = y/|X 1 | and e i = X i /|X i |, we obtain
Since 
is a PPP with intensity f (|x − X k |) and independent of everything else. We define the sequences (Y k ) k∈N * and (Z k ) k∈N * as usual:
The remainder of the proof is similar to Section 4.3, with obvious changes.
5. Navigation tree topology. Proof. If N = n δ Tn , then let K be the number of points T n of N such that ∆(T n ) ≥ |T n | γ . From the Slivnyak-Campbell formula,
Maximal deviation, tree topology and f -straightness. Let
We define B γ,x = {∃ X ∈ N : |X| ≤ 2x and |X − A(X)| > x γ }. Using the in-
From the Borel-Cantelli lemma, it follows that there is some finite random x 0 such that for X ∈ N \B(O, x 0 ), |X − A(X)| ≤ |X| γ . The rest of the proof uses the same argument as Lemma 2.7 of [15] (with 1 − δ replaced by γ).
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C. BORDENAVE
Memoryless isotropic navigation.
For e 1 , e 2 ∈ S d−1 , we define U(e 1 , e 2 ) = {R ∈ U : R(e 2 ) = e 1 }, where U is the orthogonal group of R d , that is, U(e 1 , e 2 ) is the set of isometries which maps e 2 to e 1 .
Definition 5.2. A navigation
Let X = O and e 1 , e 2 in S d−1 , with e i , X/|X| = 0 for i = 1, 2. If A is isotropic, then A(X), e 1 L = A(X), e 2 . In particular, with e 1 = −e 2 , we obtain E A(X), e 1 = 0. All examples in Section 1.5 are isotropic. 
The straightness of T O is a consequence of Proposition 5.1. As an immediate corollary, we have the following. 
and T O is f -straight with f (x) = |x| −1/2+η .
5.3.
Proof of Theorem 5.3. Let e 1 , e 2 ∈ S d−1 , with e 1 , e 2 = 0, and assume that X = |X|e 1 . We define
Let F = vect(e 1 , e 2 ), X F k be the orthogonal projection of X k on F and (cos θ k , sin θ k ) be the coordinates of the projection of X F k /|X F k | on the basis (e 1 , e 2 ). Let R k ∈ U be such that R k X k = |X k |e 1 and e k 2 = R −1 k e 2 . We de- Figure 1) .
We have p k ≥ 0 [since the navigation has nonnegative progress, X k+1 ∈ B(O, |X k |)] and
If the navigation is isotropic and memoryless, then the distribution of p k and q k depends only on |X k |, and E(q k cos θ k ) 2n+1 = 0. We define
(where, by convention, the sum over an empty set is equal to 0).
Proof. We prove this result by iteration. Assume that the inequality holds for k − 1 and θ k−1 ∈ (0, π). Then, by (27) 
Proof. This lemma is a consequence of Theorem 3.1, equation (3. 3) of Gut [14] (see also Theorem 2 in Baum and Katz [6] ). This theorem is stated for a sum of independent variables, but it applies here as well. Indeed, note that:
. Since the proofs of Gut, Baum and Katz rely only on the Markov inequality and truncation, their proofs apply here as well.
Lemma 5.7. Letting A be as in Theorem 5.3, there exist positive constants C 1 and C 0 such that P(H(X) ≥ |X|/µ) ≤ C 1 exp(−C 0 |X|).
Proof. Let τ (X) = inf{k : |X k | ≤ x 0 } and (B k ), k ∈ N be an i.i.d. sequence of Bernoulli variables with P(B 1 = 0) = 1 − ǫ and P(B 1 = 1) = ǫ [ǫ, c and x 0 were defined in assumption (ii) of Theorem 5.7] . Letting µ ′ < cǫ, η > 0 and µ be such that 1/µ = 1/µ ′ + η, we have
, where we have used the inequality P (N (B(O, x 0 ) ) ≥ t) ≤ exp(−t ln(t/(eπ d x d 0 ))) and Hoeffding's inequality: for t < nǫ, P(
We now conclude the proof of Theorem 5.3. Let t > 0 and
Note that max 0≤k≤n M k = max 0≤k≤n
ℓ=0 Q ℓ and so Lemma 5.6 gives P(max 0≤k≤n M k ≥ tx γ /3) ≤ C t n 1−γr ′ . We deduce that
From the isotropy of the navigation, we obtain
If r ′ < r is close enough to r, then γr ′ − 1 > d and this concludes the proof of Theorem 5.3.
5.4.
Isotropic regenerative navigation and proof of Theorem 1.7. Let A be a regenerative navigation on N O with regenerative time θ so that A θ is a memoryless navigation. We define
We have the following corollaries of Theorem 5.3. Proof of Corollary 5.8. LetÃ(X) = A θ (X),X k =Ã k (X),H(X) be the length and∆(X) be the deviation of the path {X,X 1 , . . . , O = XH (X) }. Note that Theorem 5.3 applies toÃ and∆(X). Therefore, Corollary 5.8 follows easily from Lemma 5.7 and the inequality, for all 0 < r ′ < r,
As an application, for the small-world navigation, we obtain Theorem 1.7. Indeed, for β > d + 2, the small world navigation is isotropic regenerative with nonnegative progress. Moreover, we have P(|X − A(X)| ≥ t) ≤ C 1 t d−β and the tail of θ is bounded by a constant times t 2+d−β . 6.1. Shape of memoryless navigation. Let A be a navigation and let T O (k) = {X ∈ N : A k (X) = O}, the set of points at tree-distance less than k from the origin. 
In the literature, the constant µ is known as the volume growth. The intuition behind Theorem 6.1 is as follows: from Proposition 3.1, a point k jumps away from the origin is asymptotically at Euclidean distance D k ∼ kµ from the origin. The ball of radius
k points in N , asymptotically. In order to prove Theorem 6.1, we need an estimate of the tail of H(X) around its mean. 
Similarly, for ν > µ,
In particular, if ν > µ, consider n = ⌊x/(2ν)⌋. We obtain
(and similarly for ν < µ). Similarly, if assumption (i) is replaced by (i ′ ) sup X∈R d E exp(sP (X)) < ∞ for some s > 0, then we may prove an exponential tail bound for H(X) (see [7] ).
Proof of Theorem 6.1. We define
. G k is the size of the ball of center O and radius k for the graph-distance in T O . We start with the proof of (29) . Letting ǫ ∈ (0, 1), we write
From the Slyvniak-Campbell formula, using (30) for ν = µ(1 + ǫ/2), we obtain
From the Borel-Cantelli lemma, we obtain that almost surely I k = 0 for k large enough. Similarly, letting ν = (1 − ǫ/2)µ, we obtain
We deduce that almost surely L k = 0 for k large enough. Then, the ergodic properties of the PPP imply that
converges almost surely and in L 1 toward 2dπ d (µǫ) d−1 . We have thus proved that for all ǫ > 0, almost surely lim sup
Hence, almost surely
The convergence in L 1 is a consequence of Scheffe's lemma. Equation (28) holds since a.s. for k large enough, I k and L k are both equal to 0. I k is the cardinality of
6.2. Proof of Theorem 6.2. The following lemma is proved as Theorem 4 in Baum and Katz [6] . For details, see [7] .
We assume that EY 1 = 0 and E|Y 1 | r < ∞ for some r > 1. Then, for all 1 < r ′ < r and t 0 ≥ 0, there exists C 1 such that, for all t > t 0 and n ≥ 1,
As usual, for 1 ≤ k ≤ H(X), we define the progress P k (X) = |X k−1 | − |X k | and for k ≥ H(X), P k (X) = 0. We fix r ′ < r ′′ < r.
Case ν < µ. There exists ν ′ > 0 such that ν ′ < ν < µ and |X| < ν ′ n − 1. Since (P (X)) is uniformly integrable, there exists x 0 such that
Letting l < n, we have
where, in the last inequality, we have used (31). We define Y k = P k −E(P k |X k ). By assumption (i),
The sequence (Y k ) k∈N is not independent, however:
We can apply Lemma 6.3 to (Y k ). It is stated for i.i.d. variables, but also holds in this case since the proof relies only on truncation and the Markov inequality. If m ≥ 1 and ν − |X|/m > t 0 , t 0 > 0, then we obtain
Hence, using this last inequality in (32) and setting l = ⌊(ν ′ /ν − 1)n⌋, we obtain [since (n − l)ν ≥ nν ′ > |X|]
Then since n ≥ (nν ′ − |X|)/ν ′ , we obtain our result (with ν ′ instead of ν).
Case ν > µ. This case is slightly simpler. There exists x 1 such that
Then, arguing as in the case ν < µ, we have
6.3. Shape of regenerative navigation. Let A be a regenerative navigation on N O and θ its associated regenerative time. We define P θ (X) = |X| − |X θ | = |X| − |A θ (X)| and F θ X to be the distribution of P θ (X). We assume As an example, for the small world navigation, we deduce Theorem 1.8.
Proof of Corollary 6.4. As in the proof of Theorem 6.1, it is sufficient to show that the conclusions of Theorem 6.2 hold true. Let (θ k ) denote the regenerative sequence,Ã(X) = A θ (X) and H θ (X) = inf{k : X θ k = 0} = sup{k :Ã k (X) = 0}. We first assume that |X| < nν − 1 and ν < µ. We may find 0 < δ < θ such that ν ′ = νθ/δ < µ and |X| < ν ′ n − 1. We obtain
2 applies toÃ andν = ν ′ θ < µθ. The first term in the latter inequality (34) is thus bounded by C 1 nδ −1 (nν ′ θ/δ −|X|) −r ′ = C 1 nδ −1 (nν −|X|) −r ′ . We can also apply Lemma 6.3 to the sequence of i.i.d. variables Y k = θ k+1 − θ k − θ. Thus, the second term in (34) is upper bounded by C 1 (1 − θ/δ − 1/n) −r ′ n 1−r ′ for n large enough to guarantee 1 − θ/δ − 1/n > t 0 with 0 < t 0 < 1 − θ/δ. Finally, we obtain [since n ≥ (nν − |X|)/ν], for n large enough,
By suitably increasing C 1 , we obtain the result for all n ≥ 1.
where the variablesŨ are independent and uniformly distributed on [0, 1]. We defineρ(X, N X ) = inf{r > 0 :Ṽ (X, N X ) ⊂ B(X, r)}.Ṽ (X, N X )\{X} is a PPP of intensity f (|X − x|) dx, hence, for t ≥ 0,
We now define
where the variables U are independent and uniformly distributed on [0, 1], conditioned on the event
Similarly, we define
where the variables U −e 1 are independent and uniformly distributed on [0, 1], conditioned on the event Ω −e 1 (X) = {V e 1 (X, N X ) ∩ H −e 1 (X) = ∅} = {P −e 1 (X) > 0}. We have
Hence, the directed small-world navigation A −e 1 is a.s. defined if and only
We will now couple the variables U and U −e 1 viaŨ in order to obtain the statement of the lemma. Without loss of generality, we may assume θ > 0 and X = xe x , with x > 0, e x ∈ S d−1 . Let K(X, e 1 ) = {Y ∈ R d : |Y | ≥ |X|, Y − X, e 1 ≤ 0}, L(X, e 1 ) = {Y ∈ R d : |Y | ≤ |X|, Y − X, e 1 ≥ 0} and M (X, e 1 ) = B(O, |X|)\L(X, e 1 ). The sets K(X, e 1 ) and L(X, e 1 ) are depicted in Figure 2 . Set S e 1 (X) = N ∩ B(X, ρ −e 1 (X, N X )) and
If S e 1 (X) ∩ K(X, e 1 ) = ∅ and S O (X) ∩ L(X, e 1 ) = ∅, then both A(X) and A −e 1 (X) are in N ∩ M (X, e 1 ). Hence, if S e 1 (X) ∩ K(X, e 1 ) = ∅ and S O (X) ∩ L(X, e 1 ) = ∅, for all Y ∈ N ∩ M (X, e 1 ), we may set U (X, Y ) = U −e 1 (X, Y ) =Ũ (X, Y ), whereŨ (X, ·) is conditioned on the eventΩ(X, e 1 ) = {Ṽ (X, N X ) ∩ M (X, e 1 ) = ∅}. It follows that
We first upper bound the second term of the right-hand side of (36). Note that L(X, e 1 ) is contained in a cone of apex θ (see Figure 2 ). Letting C θ be a cone issuing from 0 with apex θ, we have
The first term of (36) is upper bounded similarly:
If 1/ |X| ≤ θ, we choose t = |X|, otherwise we choose t = 1/ √ θ. It remains to bound the last term of (36). For Y ∈ B(X, ρ(X)), let K ′ (Y, X, e 1 ) = {Z ∈ B(X,ρ(X, N X )) : |Z| ≥ |Y |, Z − Y, e 1 ≤ 0}, that is, the set of points with a larger norm but a smaller projection on e 1 ; we have K ′ (X, X, e 1 ) = K(X, e 1 ). We obtain
We choose t = min(|X|, 1/θ) 1/3d , n = |X| 1/2 . Then, using the inequality P(N (B(X, t)) > n) ≤ exp(−n ln n C 1 t d ), we obtain the required bound.
A.2. Proof of Lemma 2.4. Since the proof relies on explicit computation and does not involve any subtle arguments, we skip most of the details. Let V (X, N X ) = {X} ∪ {Y ∈ N :Ũ (X, Y ) ≤ f (|X − Y |)}, where the variables U are independent and uniformly distributed.Ṽ (X, N X )\{X} is a nonhomogenous Poisson point process of intensity f (|X − x|) dx. Statement 1. Conditioning on the event {Ṽ (X, N X ) ∩ H e 1 (O) = ∅}, we have
f (y) dy as t tends to infinity. Let Λ t = H(te 1 ) f (y) dy. Writing y = r cos θe 1 + r sin θe 2 , with e 1 , e 2 = 0 and e 2 ∈ S d−1 , we obtain 
as s tends to +∞. Statement 4 follows.
A.3. Tail inequality in the GI/GI/∞. Let {σ n , τ n }, n ∈ Z be an i.i.d. sequence of R + × R + -valued random variables representing the service times and interarrival times in a GI/GI/∞ queue. The random variables (σ n ) and (τ n ) are independent. We set T 0 = 0 as the arrival time of customer 0; for n ≥ 1, T n = n−1 k=0 τ k is the arrival time of the nth customer. Let Y ∈ R + be a nonnegative initial condition, independent of the {σ n , τ n } sequence. We set W n is the largest residual service time just after the arrival of the nth customer in the GI/GI/∞ queue with initial condition Y . Let F n be the σ-field generated by the random variables Y and {(σ k , τ k ), k = 0, . . . , n − 1}. Consider the {F n }-stopping time θ is the time needed to empty all queues. The proof of the next lemma follows from a classical computation in queueing theory; see [7] . Moreover, for all n, W
[0]
n ≤ st M , where M is the stationary workload and P(M > t) ≤ C 1 t 1−α .
If assumption ( i) is replaced by (i ′ ) there exists s > 0 such that E exp(sσ 1 ) < ∞ and E exp(sY ) < ∞, then there exists C 0 > 0 such that E exp(C 0 θ) < ∞ and E exp(C 0 M ) < ∞.
