ABSTRACT
Introduction
The concerns of the paper are best illustrated by a 2 2 example. Consider the nonnegative matrix
where is small and is of order of magnitude one (e.g., = where is small compared to one, but not necessarily small compared to . If we seek the eigenvalues of I Ã 2 in the form 1 = + and 2 = + , then from the equation 1 Finally, we note that the perturbation in the example does not leave the matrix stochastic. At rst blush, this generality may seem super uous, since in applications to Markov chains we should expect both the matrix and its perturbation to be stochastic. However, it turns out that certain numerical algorithms, among them Gaussian elimination, introduce perturbations that render the matrix in question nonstochastic.
The paper is organized as follows. In the next section, we will introduce some preliminary transformations of the problem. In Section 3 we will establish a general perturbation bound, and in Section 4 we will discuss its consequences.
Throughout this paper k k stands for the Euclidean vector norm and the subordinate matrix norm de ned by kAk = sup kxk=1 kAxk:
The Transformed Problem
To state our problem more precisely, let the matrix A of (1.2) and its submatrices A 11 and A 22 be irreducible, and let y = (y A technical di culty presents itself immediately. If E 12 is small, the matrix A 11 is near a stochastic matrix and has an eigenvalue near one. Hence I A 11 is very nearly singular, and this near singularity prevents us from applying standard perturbation theory directly. We will circumvent the problem by transforming the matrix A into a form in which the o ending eigenvalue is isolated.
Let 
The Perturbation Bound
In this section we will establish perturbation bounds forp 3 . It will be convenient to have an abbreviated notation for the norms occurring in the bounds. Accordingly, we set kBk = kAk; kHk = kGk; i k(I B ii )k; (i = 2; 3):
The equalities in the above de nitions follow from the fact that a transformation by the orthogonal matrix U does not change the spectral norm. The same symbols with tildes denote the norms of the perturbed quantities; e.g.,~ = kBk.
We begin by collecting some standard results from the perturbation of linear systems (see, e.g., 1, 3]). The third term of the bound follows from (3.3) under the assumption that 2 < 1. Since from (3.2) we have~ 2 Thus if =ky T 2 k is near one, the factor controlling the size of the perturbation is 3 ; i.e., the norm of (I A 22 ) 1 Since is of order one, we see that the bound can become large when f 13 to be small compared with the matrix E 12 .
Finally, we return to the case whereÃ is not stochastic. The problem here is that we have assumed the existence of a null vector for I Ã in deriving (2.2). We will circumvent this problem by perturbingÃ so that I Ã is singular. Consequently, the asymptotic bounds (4.1) and (4.2) continue to hold with replaced by (1 + ky T 1 k).
