Abstract. Recently, a new compact representation for suboptimal alignments was proposed by Naor and Brutlag (1993) . The kernel of that representation is a minimal directed acyclic graph (DAG) containing all suboptimal alignments. In this paper, we propose a method that computes such a DAG in space linear to the graph size. Let F be the area of the region of the dynamic-programming matrix bounded by the suboptimal alignments and W the maximum width of that region. For two sequences of lengths M and N , it is shown that the worst-case running time is O(MN + F log log W ). To exploit the computed DAG, we employ a variant of Aho-Corasick pattern matching machine (Aho and Corasick, 1975) to locate all occurrences of specified patterns, and then find a path in the DAG that maximizes the sum of the scores of the non-overlapping patterns occurring in it. An example illustrates the utility.
Introduction
Biologically significant alignments are not necessarily mathematically optimized. It has been shown that sometimes the neighborhood of an optimal alignment reveals additional interesting biological features (Waterman and Byers, 1985; Saqi and Sternberg, 1991) . Besides, the most strongly conserved regions can be effectively located by inspecting the range of variation of suboptimal alignments (Vingron and Argos, 1990; Zuker, 1991; Chao et al., 1993) . While rigorous statistical analysis for the mean and variance of an optimal alignment score is not yet available, suboptimal alignments have been successfully used to informally estimate the significance of an optimal alignment. However, it is essentially impractical to enumerate all suboptimal alignments since the number could be enormous. Therefore, a more compact representation of all suboptimal alignments is indispensable. A 0-1 matrix can be used to indicate if a pair of positions is in some suboptimal alignment or not (Vingron and Argos, 1990; Zuker, 1991) . As pointed out by Naor and Brutlag (1993) , this approach misses some connectivity information among those pairs of positions. They then used a set of "canonical" suboptimal alignments to represent all suboptimal alignments. The kernel of that representation is a minimal directed acyclic graph (DAG) containing all suboptimal alignments. Although their work was based on a simple scoring scheme, it is also applicable for affine gap penalties. (''Affine'' means that a gap of length k is penalized α + k × β , i.e., it costs α to open up a gap plus β for each symbol in the gap.)
In this paper, we propose a method that computes the DAG representing all suboptimal alignments. The space requirement is linear to the size of the DAG. The time, however, is output-sensitive. Let F be the area of the region of the dynamic-programming matrix bounded by the suboptimal alignments and W the maximum width of that region. For two sequences of lengths M and N , it is shown that the worst-case running time is O(MN + F log log W ).
To exploit the computed DAG, we employ a variant of Aho-Corasick pattern matching machine (Aho and Corasick, 1975) to locate all occurrences of specified patterns, and then find a path in the DAG that maximizes the sum of the scores of the non-overlapping patterns occurring in it. This is useful in delivering a more "meaningful" alignment. For instance, if there is more than one optimal alignment, we would prefer the one revealing more motifs of interest.
The rest of the paper is organized as follows. In Section 2, we present a relatively simple linear-space algorithm for computing the DAG in time O(MN + F log W ). In Section 3, the algorithm is refined to compute the DAG in time O(MN + F log log W ). In Section 4, we discuss an algorithm that finds a path in the computed DAG with the maximum pattern score. In Section 5, an example illustrates the utility. Section 6 discusses some future research directions.
A Simple Linear-Space Algorithm for Computing the DAG
Given two sequences A = a 1 a 2 . . . a M and B = b 1 b 2 . . . b N , an alignment of A and B is obtained by introducing dashes into the two sequences such that the lengths of the two resulting sequences are identical and no column contains two dashes. Let Σ denote the input symbol alphabet. A score σ (a, b) is defined for each (a, b) ∈ Σ × Σ. A gap of length k is penalized α + k × β . The score of an alignment is the sum of σ scores of all columns with no dashes minus the penalties of the gaps.
It is helpful to think of an alignment as a path in the alignment graph, G A,B , defined as follows. 
It can be shown that alignments of A and B are in one-to-one correspondence with normal s-t paths (Myers and Miller, 1989) . Furthermore, define the score of an s-t path P, denoted as Score(P), to be the sum over the weights of its edges. Score(P) is the score of the alignment corresponding to P.
Suppose we are given a threshold score ∆ that does not exceed the optimum score. A ∆-suboptimal path (or ∆-path) is an s-t path with score at least as large as ∆. A ∆-suboptimal grid point (or ∆-point) is a grid point where at least one of its nodes appears in some ∆-path. Obviously, both (0, 0) and (M, N ) are ∆-points. A ∆-suboptimal edge (or ∆-edge) is an edge that appears in some ∆-path.
Our goal is to compute a directed acyclic graph, denoted by DAG ∆ = (V ∆ , E ∆ ), where V ∆ is the set of nodes in all ∆-points and E ∆ is the set of all ∆-edges. In the following, we will show how to construct
Let Score − (i, j) X be the maximum score of any path from s to (i, j) X , where X ∈ {D, I , S}. With proper initializations, these scores can be computed by the following recurrence relations (Myers and Miller, 1988) :
Similarly, let Score + (i, j) X be the maximum score of any path from (i, j) X to t, where X ∈ {D, I , S}. With proper initializations, these scores can be computed by the following recurrence relation:
Proof. Omitted.
Let [T , B] × [L, R] denote the rectangle whose upper left corner is (T , L) and lower right corner is (B, R). We say that
Given a rectangle, denoted by Π, let π be the set of ∆-points on Π's boundaries. If π is not empty, let π i 1 and π i 2 be the minimum and maximum index, respectively, of the rows containing some of π 's elements, and let π j 1 and π j 2 be the minimum and maximum index, respectively, of the columns containing some of π 's elements.
Proof. Suppose there are some ∆-points in Π, and π is empty. Take any such ∆-point. By Lemma 2, we can always trace back from that ∆-point to a boundary ∆-point. A contradiction with the assumption that π is empty.
contains all ∆-points in Π. Indeed, suppose there exists a ∆-point in Π with a row index smaller than π i 1 . We can trace back from that ∆-point to a boundary ∆-point with a row index smaller than π i 1 , contradicting the assumption that π i 1 is the minimum index of the rows that contain some of π 's points. Similar arguments apply to π i 2 ,
is the smallest rectangle that contains all ∆-points in Π.
The algorithm for computing all ∆-points is outlined as follows. For each conducted subproblem, the invariant is that Score − are given for every grid point on the left and upper boundaries, and Score + are given for every grid point on the right and lower boundaries. With these scores, the Score − and Score + for grid points within the subproblem can be computed. Problems with one or two rows or columns, can be solved directly. In general, a larger subproblem is then divided into four non-overlapping subproblems by the middle row and middle column.
To do so, a linear-space forward pass is performed to compute Score − . To maintain the invariant, Score − are stored in every grid point on the two middle rows and two middle columns. To decide a more accurate range of each subproblem, Score for each grid point on the right and lower boundaries is also determined and stored.
Similarly, a linear-space backward pass is performed to compute Score + . To maintain the invariant, Score + are stored in every grid point on the two middle rows and two middle columns. Score for each grid point on the left and upper boundaries is also determined and stored.
At this point, the Score for each grid point on the boundaries of the four subrectangles, divided by the middle row and middle column, can be determined in constant time. Take one subrectangle for example, we determine the minimum and maximum indices of the rows and the minimum and maximum indices of the columns that contain at least one ∆-point on the subrectangle's boundaries. Lemma 3 says that the rectangle bounded by these rows and columns contains all ∆-points in the subrectangle. It is therefore enough to consider only the "shrunken" subrectangle. Figure 1 illustrates the approach. Figure 2 gives the pseudo code for constructing V ∆ in linear space. Let Sub[i] be a linked list to store all ∆-points in row i for 0 ≤ i ≤ M. Initially, they are set to be empty. Each time when a ∆-point is found, the function append is called to add the point to its Sub list. We assume that Score − and Score + are stored in each ∆-point. for i ← I 1 to I 2 do 10.
A linear-space forward computation is performed to compute Score − : store Score
A linear-space backward computation is performed to compute Score + : store Score Π 4 ← the set of the grid points on the boundaries of [midI + 1,
Compute Score − for row i 1 and column j 1 28.
Compute Score + for row i 2 and column j 2 29.
sub_opt(i 1 , j 1 , i 2 , j 2 , new boundary score vectors); } } } Proof. Let S(m, n) denote the worst-case space requirement for the boundary score vectors of all pending subproblems when applying sub_opt to a subproblem with m rows and n columns. Since each of its four possible subproblems is solved independently,
for m ≤ 2 or n ≤ 2 for m > 2 and n > 2 where c is a constant.
It follows S(M, N ) = O(M + N ).
Since |V ∆ | is Ω(max {M, N }), the space for the boundary score vectors and computed ∆-points is O(|V ∆ |). To see that this dominates the algorithm's space requirements, we need to consider the maximum size of the procedure activation stack, which depends on the maximum recursion depth. The number of rows (and columns) of the problem at a recursive call to sub_opt is at most half that of the containing problem (rounded up), so the maximum stack depth is O(min{ log M, log N }). Proof. Since the right extent of ∆-paths is monotonically increasing, it is easy to see that if
Time analysis
does not contain any ∆-points, or the minimum index of the rows that contain some ∆-points in [I 1 , I 2 ] × [midJ + 1, J 2 ] is larger than i. In either case, (i, midJ + 1), . . . , (i, J 2 ) will not be included in any subsequent subproblem. The case when L[i] > midJ can be proved in a similar way.
Theorem 7. Let T be the total number of grid points in all the calls to sub_opt.
Proof. Let subproblems with no more than two rows or two columns be trivial subproblems. Since each grid point can be included in at most one trivial subproblem, O(MN ) grid points are included in such subproblems.
Fix a row i, consider all nontrivial subproblems that include some row i's grid-points. Before reaching the first subproblem with the property
, all its containing subproblems include in total O(N ) row i's grid points. This is because all its containing subproblems is either with the property 
It follows that all subproblems include O(N + W row [i] log W row [i] ) row i's grid points. Therefore, we have
In a similar way, we can derive
Since F ≤ MN and W ≤ min {M, N }, T = O(MN log min {M, N }). This remains even when DAG ∆ is sparse because the width of DAG ∆ could be independent of its density. On the other hand, Theorem 7 implies that if
To complete the construction of DAG ∆ , we need to build E ∆ . Let e be an edge from node u to node v. Define Score(e) to be Score − (u) + weight(e) + Score + (v). It can be shown that e is a ∆-edge if and only if Score(e) ≥ ∆. Obviously, if e is a ∆-edge, both u and v are at some ∆-point. Constructing all ∆-edges from the Sub lists takes O(|V ∆ |) time.
It should be noted that not every s-t path in DAG ∆ has score at least ∆. Howev er, methods of Waterman and Byers (1985) or Naor and Brutlag (1993) can be applied to DAG ∆ to generate ∆-paths efficiently.
As defined by Naor and Brutlag (1993) , an s-t path P is called canonical if there exists an edge e in P such that Score(e) = Score(P). They further showed that canonical ∆-paths can represent all ∆-paths and their number is far less than the number of all ∆-paths. It can be shown that their theorems for canonical paths also hold for DAG ∆ .
An Improved Linear-Space Algorithm
For each conducted subproblem, the invariant is that Score − are given for every grid point on the left and upper boundaries, and Score + are given for every grid point on the right and lower boundaries. Instead of partitioning a subproblem into four subproblems, we partition it into a different number of subproblems, depending on the recursion depth of a subproblem. Let L(i) and W (i) be the number of rows and columns of a subproblem in recursion depth i, respectively. In general,
where T (i) is determined by the following recurrence relation.
where b > 2 is a constant. It can be shown that
One can show that L(i) = Proof. Let c(n + m) be the space required to store boundary score vectors for an n × m subproblem, where c is a constant. Let S(k) be the total space for the boundary score vectors of all pending subproblems when the recursion depth is k. Lemma 9. The maximum recursion depth is O(log log min {M, N }).
S(k) =
Proof. The recursive procedure stops at recursion depth i when L(i) ≤ 1 or W (i) ≤ 1. Since L(i) = ( 2 b ) 2 i −1 1 2 i (M + 1) and b > 2, it can be shown that L(i) ≤ 1 for some i = c log log M, where c is a constant. Thus, L(i) decreases to 1 in O(log log M) steps. Similarly, we can show that W (i) decreases to 1 in O(log log N ) steps. Therefore, the maximum recursion depth is O(log log min {M, N }).
Theorem 10. The total running time is O(MN log log min {M, N }).
Proof. It takes in total O(MN ) time for all the subproblems at the same recursion depth. Lemma 9 shows that the recursion depth is bounded by O(log log min {M, N }). It follows that the total running time is O(MN log log min {M, N }).
