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On the Problem of Coding with Minimal Costs 
ABu-BAKR EL-SAvED 
Department of Mathematics, University of Kuwait, Kuwait 
The problem of minimal expense coding (in particular for R6nyi entropies, 
including the Shannon entropy) is discussed, and a new lower bound for the 
average cost of encoding the messages to be transmitted is obtained. 
In order to present he problem of minimal expense coding, we first give some 
definitions and known results (cf. Act61 (1974)). 
Let Y={y l  .... ,y~} be a finite set of messages, Q ={q l  ..... q~} be an 
associated istribution of probabilities uch that 
P(Y  = Y~) = qk, k = 1, 2,..., m 
• qk=l ,q~)O,  k=t ,  2, . . . ,m.  
k=l  
Let the messages in Y be represented by codewords, i.e. by finite sequences of 
elements of a given set, where D = number of elements of the coding alphabet 
(D > 1). There is a uniquely deciPherable code (cf. Reza (1961)) which 
represents YT~ (k = 1, 2,..., m) by a codeword of length vk if and only if the set 
V = {%, % .... , v,~} of positive integer codeword lengths satisfies the Kraft 
inequality 
D -vk ~< 1 (1) 
k=l  
Let ¢: [1, oo)~ R be a continuous strictly increasing function. Then a 
quasiarithmetic mean co&word length is defined by: 
L := L(Q, v, ¢) = ¢-1 q~¢(v,3 
= 
(2) 
for all V satisfying (1). (The symbol :~  will be used for defining the quantity 
on its left side, and = : for defining the quantity on its right side). 
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When 4(x) ~- x =:  4o(X), then 
£ = ~ q~vk =:£0 (3) 
lc=l 
and is called the arithmetic mean codeword length. 
When ¢(x) = D TM= : ~bt(x ) (t =/= 0), then 
L=) - I  lOgD ~ qkD t~ =:  Lt , (4) 
k=l  
and is called the exponential mean codeword length. 
Let X = {xl, x 2 ..... xn} and Y = {YI ,..-, Y~} be two independent sets of 
messages with associated probability distributions P = {Pl, P2 ,--., Pn} and 
Q = {ql .... , q~} respectively. Since X and Y are independent, therefore 
• rik ~ P (X  = x i ,  Y = Yk) = P iqk ,  i = 1,.,., n; k = l , . . . ,  m. Let PQ denote 
the probability distribution {Plql  ,..., Pmqm ; " "  ; Pnql .... , Pnqn~}. 
Let x i be represented by a codeword of length u i , i = 1, 2,..., n and Yk be 
represented by a codeword of length v k , k -= 1, 2,..., m. Assume that the same 
set of coding symbols is used in all these representations. We will try to represent 
the pair (x i ,  y~) by a codeword of length u i + v k where i = 1, 2,..,  n and 
k=l ,  2 , . . . ,m.  
Let U = {u I ,..., u,~}, V = {v 1 ,..., vm} and 
U -~- V = {u I -@ v I , . . . ,  u I @- v m ; u 2 -{- V l , . . . ,  u 2 + v m ; - ' -  ; u~ a -1- v I , . . . ,  u n -~ Vm}. 
I f  U and V satisfy the Kraft inequality, then so does U + V, because if 
i V - " '  ~< 1 and ~ D-~ ~< 1 (5) 
i=1 k=l 
then 
i ~ D -(~+~k) ~< 1. 
i=1 k=l  
Thus, there exists a uniquely decipherable code of X × Y = (x ly  a ..... x ly  m ; 
• "" ; x~y l  ,..., x~y~} with codeword lengths ui + vk. 
The average codeword length/S is said to be addit ive if 
i.e., 
L(PQ, u + v, 4) = L(P, u, 4) + L(9, v, ¢), 
¢-1 piq~¢(u~ + v~ = 4 -1 p#(u~ + 4 -1 q~4(v~ , 
k=l  "= ~= 
for all positive integers ui and v~ satisfying (5). 
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The function ¢ in (2) can be interpreted as a cost function where ¢(n) is the 
cost of using a codeword of length n. The average cost of encoding the messages 
Y = {Y l  ,...,Y,,~} with the probability distribution Q = {ql ,..., qm} by a 
distribution V = {vj ,..., v~} of the codeword lengths is 
c-- ~ q~¢(v~). 
(For similar notions see also Campbell (1966)). 
The minimal expense coding problem is to minimize the cost c by an appro- 
priate choice of the distribution V, subject to the condition (1). Also, since 
/2 = ¢-1(c) and 4 -1 is (continuous and) strictly increasing, an equivalent problem 
is to minimize the mean codeword length/~. A code that minimizes the average 
codeword length, or, alternatively, the cost of encoding the messages i said to 
be an optimal code. 
The average ncoding cost is said to be normalized if the unit cost is assigned 
to using a codeword of length one and the zero cost for an (idealized) codeword 
of length zero. Then 4o and 4t are replaced by 
D tx - -  1 for t =/= 0 (x e [1, or)). ~o(X) = x(=4o(X)) and ~t(x) - -  D* - -  1 
Let e := Xk qk~(Vk). 
In Acz61 (1974), it was proved that the arithmetic mean codeword length/20 
and the exponential mean codeword length/,~ are the only additive quasi- 
arithmetic mean codeword lengths. Furthermore, he also proved that, under 
the conditions of the additivity and quasiarithmeticity of the mean codeword 
lengths and the normalization of the average costs, the average costs of encoding 
the messages Y = {Yl ,..., Y~} of probability distribution {ql ,..., q,~} should 
have the lower bounds given by 
d(t) = Co = - -  ~ qk l°g qk for t ~0 
k=l  
-~m 1/ ( t+ l ) \ t+ l  
z..e=~ qe ) - -  1 for t > - - l ,  t =/= 0 = Cl ( t )  = D ~ -- 1 
1 - -M 
= c2(t) = 1 - -  D ~ for t ~< --1, 
where M = max(q1 ,..., q~). 
(Note: The bound for t ~< --1 was proved by Campbell (unpublished, but 
see section 5.4 in Acz61-Dardczy (t975))). 
In the following we shall give a further lower bound, which is independent 
of t, for the above lower bounds of the average ncoding costs. 
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Since it is impractical to use an encoding set with a number of elements D 
greater than the number m of the messages to be encoded, we exclude the case 
D>m.  
THEOREM. Let the quasiarithmetic mean codeword lengths be additive, and the 
average cost of encoding the set Y of messages be normalized. I f  (I) the messages are 
equiprobable and D ~ m, or (II) a binary coding (D = 2) is used and M ~ 1/2, 
then the average costs cannot be less than 1 -- M, Le. 
d(t) >/ 1 - -  M for all t E R. 
Proof. We shall first show that lim~_, oq(t) = c o . 
Let 
in ¢(t) = (t @ 1)In ( ~ q~/(t+l)) 
\k=l 
¢'(t) (t @ 1) 1 
_1/(~+1)~ +1 
- -  1 qk) 
.~  (q~m+t). (t + 1) ~ ' l n  
. ___~ (ql/(t+l)In q~)_ 
ET~ q1/.+1) 
We notice that 
Lim cl(t ) = Lim 
t-~O t-*O 
¢'(t) ¢'(o) 
D ~ In D In D 
1 l ad  [- q ln 
= - -y '  q~ loge qk = Co. 
k 
Also it is clear that c 2 is increasing with t, and Limt_,_oo c~(t) = 1 -- M. Thus 
ca(t ) >/ 1 - -M.  
(a) Let the messages be equiprobable, i.e. 
1 ql = q~ . . . . .  q~ = - -  
m 
CODING WITH MINIMAL COSTS 295 
Thus,  M = 1/m 
~,( t )  = 
[m. (1 /m)t / ( t+ l ) ]  e+l -  1 m t -  1 
D t -  1 D t -  1 
I f  D = m, then c l ( t  ) ~- 1. 
I f  D < m, then c 1 wiU be increasing with t, and this can be shown by con- 
sidering the derivative c'l(t ). 
c~(t) = (D* - -  1)me in m - -  (m e - -  1 )D  t In D 
(D t -  1) 2 
c'l(t ) > 0 ~=> (D e - -  1 )m t in  m > (m e - -  1)D* In D 
D t -  1 m e -  1 
D e ln~ ~ m t In D 
The  last inequal ity will be true if we show that the function 
x t -  1 
f (x )  - -  x t l nx  
is decreasing (notice that D < m). 
l - - x - t  
f (x )  - -  l nx  
1 
i f (x )  - -  (ln x) ~ 
_ 1 
(ln x) 2 
[ ix -t-1 in x - -  x 1 (1 - -  x-t)]  
[ x -e - l lnx t - l ( l x  - -x - t ) ]  
But In x t ~ x t - -  1 (the equality holds only if x t = 1, and in our case D e ~: 1 
and m t ~ 1, and therefore we will consider only the strict inequality). 
1 
i f (x )  < (in x) 2 
1 
(ln x) 2 
[x - t - , (x t  _ 1) - , -~(1  - * -91  
[x -1 - -  x -t-1 - -  x -1 + x - t -q  = 0 
Thus,  f is decreasing and, accordingly, c1 is increasing with t. I t  then follows 
that q > 1 - -  M,  because Lime_,_ ~ c2(t ) -~ 1 - -  M and both Cl and c 2 are 
increasing and Limt-,_l  q( t )  = (m -~ - -  1)/(D -1 - -  1) = (1 - -  M)/(1 - -  D -1) = 
c2(--1 ). Hence, for equiprobable messages, the function d is bounded below 
by the quantity 1 - -  M.  
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(b) Next, consider the case of messages with probabil i t ies that may be 
different. Assume first that m = 2 and accordingly D = 2. 
Let  Q ~- {ql,  q2} = {q, 1 - q} and let q ~> 1 - -  q, i.e. q >~ ½. In  other words, 
M ~ max(q1 , q2) - -  q >~ ½. The  inequality 
(~-~n= 1 ql/(t+l)) t+l - -  1 
D t - -  1 ~ 1 - -  m (6) 
which we want to prove, would in our present case mean 
[ql/,+l) + (1 - -  q ) i / ( t+ l ) ] t+ i  _ 1 
2~_1 ~>l - -q  
i.e., 
[ql/(t+l) _]_ (1 - -  q)l/(,+l)jt+l _ 1 ~> (2 * - -  1)(1 - -  q) if 
(2' - -  1)(1 - -  q) if 
i.e.~ 
[q i / ( t+ i )  ~_ (1 - -  q)ll(t+i)]t+l >~ q + 2,(1 _ q) if 
~< q + 2*(1 - -  q) if' 
t>0 
- - l<t<0 
t>0 
- - l<t<0 
(7) 
Div id ing both sides by q(! >~ q >~ 1) and letting (1 - -  q)/q = r, 0 <~ r ~ 1 
(q >/ 1 - -  q), we have to prove that 
( l+r l / ( *+a) )  *+1 >/ 1+2 t ' r  if t >0  
~<l+2*- r  if - -1 <t<O 
Let  L( r )= (1 + ri/"+i)) t+a and R(r )= 1 + 2* ' r .  The  function R is a 
straight line with R(0) - -  1, R(1) = 1 + 2 ~ and slope = 2 t. 
1 
L'(r)  = (t + 1)(1 + rl/"+l)) t" (t + 1------~" r-*/"+l) = r-*/"+l)(1 + F/.+I))* 
1 
L"(r) = r - , / ,+l)  • t(1 + rll(t+l)) ~-a • - - "  r -(t/(~+l)) 
t+ l  
- - t  + (1 + ra/(t+l)) * " - - "  r (-2t-1)/(t+1) 
t+ l  
t _ _ _  . r ( -~-a)/ ,+l)(1 + rl/(t+l)) t-1. 
t+ l  
(i) Let  - -1 < t < 0 
L(0) ---- 1 ---- R(0) 
L(1) = 2 t+ l  = 2 * -~- 2 t < 1 -~ 2 t = R(1) 
L'(r) > 0, i.e. L is increasing. 
L'(O) = O, L"(r) > 0, L'(1) = 2 t (½ < 2 t < 1) 
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Hence, it is clear (see Figure 1) that 
L(r) ~R(r) for all r, 0 ~r  ~ 1. 
(ii) Fort ~0:  
L(0)  = 1 = R(0)  
L(1) ---- 2 *+1 > 1 + 2 * := R(1) 
L'(r) > O, L'(O) --  +0% L'(1) = 2 ~, 
In this case we conclude (see Figure 2) that 
L(r) >/R(r) for all r, 0~r  ~ 1. 
Hence, for all t > --1, t ¢ 0 the inequality (7) is true. 
L"(r) < 0 
297 
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FIGURE 1 
i+2  t 
2 t+ l  
I '  
t>O 
FIGURE 2 
2t+l  
i+2 t 
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Let us now turn to the case of m messages (m~ 2). Assume that a binary 
code alphabet (D = 2) is used and that M >/½. Since the quantity ~kml q~/(t+l) 
is symmetric with respect o the ql~s, we can assume without loss of generality 
that ql ~ M. 
Letp~ =q l  =M 
P2=q2+qz+'"+q~- -1 - -M,  i.e. P l+P2= 1 
(i) 
Since 
If  --1 < t < 0: 
<~ ai w for w ~< 1 
~z 
~ ~ ai ~ for w~l  
i~ l  
(where ai >~ 0, i = l, 2,..., n), therefore 
p~/( t+l )  > ql/(t+l)_~ ... 2[- qll(t+l) 
Thus, 
1 ~ r~ > + +'"+ 
2 m . , \ t+ l  
(i~=lPli/(t+l))t+l)(k~=lql/(t+l)) 
(Zz2.=l pl/(t+l))t+a _ 1 (Z~=~ q~/(t+a))t+l _ 1 
2 t -  1 2 t -  1 
2 
Noticing that ~i=1 Pi = 1, then by applying the inequalitY (7), we get 
x7'2 4~l/(t+l)~t+l 1 
z..i=lri J - -  ~ 1 - -max(p l ,p~)  l - -p1= l - -q1= 1- -M 
2 t -  1 
Combining this inequality with the last one, we get 
> I - -M.  2 t -  1 
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(ii) I f t  >0:  
Following similar steps, we get 
Hence, 
xp ~l/(,+~t - -  1 
i=1 / 
(~L1  ql/{t+l))t+a __ 1 v-.~=1[~-~2 tui'hl/Ct+l)~t+l} --  1 
> >/1 - -M 
2 ~-  1 2 ~-  1 
2 ~-  1 
> 1 - -M for all t >- -1 ,  t=/=0 
This completes the proof of the Theorem. 
Remark. It is not generally true that: I f  m >/D and M >/½, then d(t) >~ 
1 --  M for all t e R. This will be shown by presenting counter examples. In 
the first example we take the number of messages equal to the number of 
elements of the coding set. 
EXAMPLE 1. Let m = D = 3, 
Q = {0.6, 0.0001, 0.3999} 
Then, l - -M= 1- -0 .6  =0.4  
q(3) = (X~=; q~/4)4--1 
1 
1 
= 26 [(0"6~/4 q- 0"0001*/4 + 0"3999~/4)4 --  1] 
= 0.3433 < 0.4 
Note: The above and the following calculations are accurate to three decimal 
points. 
EXAMPLE 2. This example, in which we have the number of messages 
greater than the number of coding alphabets, is a slight modification of the 
previous one. Instead of the probability qa (=0.3999), we have four probabilities 
whose sum is equal to the value of qa. One of these four probabilities 
(0.39989997) is very close to qa (thus giving almost the same contribution q~/4 
to the total sum ~2k q~/4) and the other three are very small (10 -8 each), thus 
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increasing q slightly but  still keeping it less than 0.4 (=1 - -M) .  
m = 6 > D = 3, Q = {0.6, 0.0001, 0.39989997, 10 -s, 10 -s, 10-8}. 
1 - M = 0.4 (as before) 
(E~=t q~/4)4 _ 1 9.6146 
q(3) = 3 z - -  1 - -  26 - -  0.3698 < 0.4 
So, let 
EXAMPLE 3. In  this example, we use a large number  of messages and coding 
symbols. 
Le tm = 130, D = 50 
Q = {0.5728, 0.4144, 10 -4, 10 -4 ..... 10-4}. 
128 t imes 
Then,  1 - -  M = 0.4272 
q(3) = (0"57281/4 + 0"41441/4 + 128 × 10-1) 4 - -  1 
503-  1 
(0.87 + 0.81 + 12.8) 4 
< 
503 
[ a - - ,  ~] note: (b > 1 and a < b) ~ ~_~-  < 
Thus,  
(14.48) 4 154 
q(3) < 50 ~ < 50 ~ -  - -  0.405 < 0.4272 = 1 - -  M. 
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