Abstract. A new deterministic factorization algorithm for polynomials over finite fields was recently developed by Niederreiter. The bottleneck in this algorithm is the last stage in which the irreducible factors of the polynomial are derived from the solutions of a system of linear equations. In this paper, we consider finite fields of characteristic 2, and we show that in this case there is a more efficient approach to the last stage of the Niederreiter algorithm, which speeds up the algorithm considerably.
Introduction and background
A new factorization algorithm for polynomials over finite prime fields was recently developed by Niederreiter [9] and soon generalized to fields of prime characteristic [10, 11] . For further work on this algorithm we refer to Fleischmann [3] , Lee and Vanstone [5] , Miller [8] , and Niederreiter and Göttfert [12] . This paper deals primarily with the important special case of the Niederreiter algorithm in which the underlying field is a finite field of characteristic 2. But for the present, let F be an arbitrary perfect field of characteristic 2.
Let / e F[x] be a monic polynomial of degree deg(/) -d > 1 with its canonical factorization
(1) f = g?---gemm over F, i.e., g\, ... , gm are distinct monic irreducible polynomials in F [x] and e\, ... ,em are positive integers. The polynomial / is given as (2) f(x) = fdxd + fd-ixd~x + ■ ■ ■ + fix + fo £ F [x] with fd = 1. To factor / means to determine the representation ( 1 ) from the representation (2). The core of the characteristic 2 version of the Niederreiter algorithm is the differential equation (3) (fh)' = h2,
where / e F[x] is the given polynomial to be factored and h £ F[x] an unknown polynomial to be determined. If hi and h2 are polynomials in F [x] that satisfy (3), then so does hi + h2. Therefore, the solutions h of (3) form a linear subspace L(f) of the vector space F[x] over the binary field F2. In [10] , Niederreiter shows that the solutions of the differential equation (3) In view of these facts, two strategies to factor / suggest themselves. In the first strategy, a solution polynomial h of (3) with h ^ 0 and h ^ f is determined. For this polynomial, gcd(/, h) is a nontrivial factor of f. One then applies the factorization algorithm to this nontrivial factor and its complementary factor of / and iterates.
In the second strategy, all 2m solution polynomials h of (3) are calculated. The corresponding polynomials f/gcd(f,h) then produce all 2m monic factors b of the squarefree part gi ■■ ■ gm of / and, in particular, all irreducible factors of /.
Although only the first strategy leads to a polynomial-time algorithm, the second strategy is more efficient in most practical cases. In this paper we develop a third strategy. We shall show that the m polynomials of any basis of L(f) are already sufficient to produce the irreducible factors g\, ... , gm of f and with that the complete canonical factorization (1) of /. Our method leads to a polynomial-time algorithm, which is also very efficient for polynomials / of small degree. In contrast to the 2m greatest common divisor calculations necessary in the second strategy, our method requires at most m2 gcd calculations.
An important part of the Niederreiter algorithm is the actual computation of the polynomials h £ F[x] which satisfy (3), or, to put it differently, the determination of a basis of L(f). We shall discuss this matter only very briefly here and refer to the original papers [9, 10, 11] .
It follows from (3) or (4) that any polynomial h £ F[x] satisfying (3) must have degree < d = deg(/), so that we can set h(x) = yo + y\X H-\-yd-iXd~x with all yj £ F. Since F has characteristic 2, the first derivative (fh)' is always a polynomial in x2 , and h2 is also a polynomial in x2 for all h £ F[x]. Thus, (3) holds if and only if the coefficients of x2j, 0 < j < d -1, agree on both sides. The comparison of coefficients yields a system of d equations for the unknowns yo, ... , yd-i £ F . This system of equations has the form When the underlying perfect field F of characteristic 2 actually is a finite field of characteristic 2, then the system (5) can be turned into a homogeneous system of linear equations over the binary field F2.
If F = ¥2, we have y2 = y¡ for all ; , and the system (5) is already linear. In this case, we can write (5) in the form (7) (N(f)-Id)hT = 0, with Id the d x d identity matrix and h = (y0, ... , yd_i). If F = ¥q is a finite field of order q = 2' > 2, a normal basis B = {a, a2 a aql2} of ¥q over F2 is used (see [10, 11] ) to transform (5) into a dt x dt system of linear equations The first row of the table consists solely of the polynomial bi. The second row consists of two or three polynomials, namely of the nonconstant polynomials among bi b2 gcd(Z>2, bx), gcd(¿>2, ¿>i)' gcd(Z>2, ¿>0'
In the general step, the polynomials of the A;th row, 1 < k < m, are derived from bk and the polynomials of the (k-l)st row in the following manner: Let ri, ... , rs be the polynomials in the (k -l)st row. Compute d¡ -gcd(e¿, rf) for / = 1,... , s. The fcth row is then made up of the nonconstant polynomials in the list (9) rf, -
It is immediate that the polynomial array constructed in this way has the following properties:
(i) The polynomials in any single row are pairwise relatively prime monic squarefree factors of / ; (ii) The polynomial bk occurs in the kth row, either in its original form or split up into some nontrivial factors; (iii) Every polynomial in the (k -l)st row also occurs in the kth row, either in its original form or split up into two nontrivial factors.
It is clear from property (i) that the procedure can (and should) be stopped as soon as a row containing m polynomials has been reached. For, the m polynomials of that row must necessarily be the polynomials gi, ... , gm, the monic irreducible factors of /.
Usually, the kth row will contain more polynomials than the (k -l)st, but that is not guaranteed. For instance, when bk happens to be identical with a polynomial r¡ of the (Ac -l)st row, both rows will contain exactly the same polynomials. However, the procedure always succeeds, i.e., leads to a row with m polynomials, as is seen from the following theorem. from which we can see that at least one of the polynomials bi, ... ,bm must be divisible by g¡. This fact together with (i), (ii), and (iii) implies that the product of all polynomials in the mth row is equal to gi--gm. Now let us assume to the contrary that the mth row contains fewer than m polynomials. Then at least one polynomial in the mth row must be divisible by two different g¡ 's, say by gi and g2. We claim that this implies that each of the polynomials bk , 1 < k < m , is either divisible by both gi and g2 or relatively prime to gi g2. For, suppose some bk were divisible by only one of the two polynomials gi or g2 , but not by the other; then the kth row would contain a polynomial with the same property. But this, because of (iii), contradicts the appearance of a polynomial in the last row which is a multiple of gi g2 .
By the argument at the beginning of the proof, we have, in particular, where the sum is extended over all gj 's which divide b. Using ( 11 ), we see that the right-hand side of (10) can be viewed as a sum of terms g'j/gj. Because of the left-hand side of (10), the term g[/gi must occur an odd number of times in this sum, whereas all the other terms-in particular g2/g2-occur an even number of times. But this contradicts the fact that each polynomial bk is a multiple of gi g2 or relatively prime to gig2. D
The Niederreiter algorithm for binary polynomials now takes the following form: Let f £ ¥2[x] be the polynomial to be factored of degree d > 1.
Step 1. Set up the binary dxd matrix N(f) -Id , where N(f) is the Niederreiter matrix corresponding to / (see (6) ) and Id is the dxd identity matrix over F2. By a rank computation, we determine the number m of distinct irreducible factors of / in F2[x], namely m = d -rank(JV(/) -Id).
Step 2. Solve the homogeneous system of linear equations
Each solution vector h = (yo, J>i,..., yd-\) £^2 of (12) gives rise to a binary polynomial yo + y\x-\-Yyd-ixd~x. From m arbitrary linearly independent (over F2 ) solution vectors hi, ... , hm of (12), in this manner, m polynomials hi, ... , hm£¥2[x] are obtained. We note that the method described in Step 4 to compute the kth row from the (k -l)st is equivalent to the method described earlier, i.e., the polynomials dj in (13) are the same as in (9), and cs+i = bk/(di ---ds).
If the underlying field F is the finite field of order q = 2' > 2, in the factorization algorithm of Niederreiter one first has to set up the dt x dt matrix (f, B) ). Next, the homogeneous system of linear equations (8) over F2 has to be solved. Any m linearly independent (over F2 ) solution vectors H € ¥2it of (8) One now has to apply the method described in Steps 3 and 4 of the binary Niederreiter algorithm to hi, ... , hm, which yields all monic irreducible factors of / in F [x] .
If the underlying perfect field F of characteristic 2 is infinite, one has to solve the nonlinear system of equations (5) over F . Once a basis of L(f) is found, the method described in Steps 3 and 4 above can again be used to get all monic irreducible factors of / in F[x].
Complexity analysis
Throughout this section the underlying field is a finite field ¥q of order q = 2' > 2. Suppose m polynomials h\, ... ,hm forming a basis of L(f) have already been determined. In order to produce from these the monic irreducible factors gi, ... , gm of / in the manner described in §2, we need only to compute gcd's and perform divisions, in either case of polynomials in ¥q , and a somewhat better estimation may be derived from Grigoriev [4] or Lempel et al. [6] .
We now estimate the total cost of the binary Niederreiter algorithm, that is, for the case q = 2 . Since the matrix N(f) can be read off immediately from the coefficients of the polynomial /, there is no setup cost for the matrix N(f) -Id in (12) . The system (12) itself, being a d x d system of linear equations over F2, can be solved with 0(doe) arithmetic operations in F2, where co < 2.38 is the exponent of fast matrix multiplication. The cost of Steps 3 and 4 of the algorithm has already been estimated above. Hence, the following theorem is proved.
Theorem 2. The total cost of calculating all m irreducible factors of a binary polynomial of degree d by the Niederreiter algorithm is 0(d0} + m2M2(d)\ogd) arithmetic operations in ¥2, where co < 2.38 is the exponent of fast matrix multiplication and M2(d) is the arithmetic complexity of multiplying two binary polynomials of degree < d.
There is some hope for the binary Niederreiter algorithm to be further accelerated, owing to the special form of the matrix N(f). In [10] Niederreiter posed the problem of developing a method for solving (12) with 0(d2) arithmetic operations in F2 . If this succeeded, the binary Niederreiter algorithm would be an 0(d2) algorithm for random polynomials, since the average order of magnitude of the number m of distinct irreducible factors of / is \ogd according to [7, pp. 239-241] .
If the underlying field ¥q is of order q = 2' > 2, one first of all has to set up the matrix Kq(f, B) . It was shown in [10] In order to express the total cost of computation in terms of arithmetic operations in the binary field F2 , we use the fact that any arithmetic operation in the finite field of order 2' can be accomplished with at most 0(?(logi) log log t) arithmetic operations in F2. The latter follows from the theorem in Cantor and Kaltofen [2] . Using also the estimation for Mq(d) given earlier, we can restate Theorem 3 in the following manner. The corresponding polynomials are given by hi(x) = x10+x4, h2(x)=x9+xs+x3+x+l, hi(x) = x9+x&+x7+x5+x2, from which we obtain the polynomials bi(x) = x7 + x5 + x4 + x2 + 1, b2(x) = x2 + x + 1, b3(x) = x4 + x3-l-1.
The table of polynomials in Step 4 is 1st row: x7 + x5 + x4 + x2 + 1 2nd row: x7 + x5 + x4 + x2 + 1, x2 + x + 1 3rd row: x4 + x3 + 1, x3 + x2 + 1, x2 + x + 1
Since deg(/) =11 the canonical factorization of / over F2 must be f(x) = (x4 + X3 + l)(x3 + x2 + l)(x2 + X + l)2.
