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Abstract
This paper presents a small-gain theorem for networks composed
of a countably infinite number of finite-dimensional subsystems. As-
suming that each subsystem is exponentially input-to-state stable, we
show that if the gain operator, collecting all the information about the
internal Lyapunov gains, has a spectral radius less than one, the over-
all infinite network is exponentially input-to-state stable. The effec-
tiveness of our result is illustrated through several examples including
nonlinear spatially invariant systems with sector nonlinearities and a
road traffic network.
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1 Introduction
Existing tools for controller synthesis do not scale to nowadays’ complex
large-scale systems. In large-scale vehicle platooning, for instance, classi-
cal distributed/decentralized control designs result in nonuniformity in the
∗C. Kawan is with the Institute of Informatics, Ludwig Maximilian University of Mu-
nich, Germany; e-mail: christoph.kawan@lmu.de. His work is supported by the German
Research Foundation (DFG) through the grant ZA 873/4-1.
†A. Mironchenko is with Faculty of Computer Science and Mathematics, University of
Passau, 94032 Passau, Germany; e-mail: andrii.mironchenko@uni-passau.de. His work
is supported by the DFG through the grant MI 1886/2-1.
‡A. Swikir is with Department of Electrical and Computer Engineering, Technical
University of Munich, Germany; e-mail: abdalla.swikir@tum.de.
§N. Noroozi is with the Otto-von-Guericke University Magdeburg, Labora-
tory for Systems Theory and Automatic Control, Magdeburg, Germany; e-mail:
navid.noroozi@ovgu.de. His work is supported by the DFG through the grant WI
1458/16-1.
¶M. Zamani is with the Computer Science Department, University of Colorado Boulder,
CO 80309, USA. M. Zamani is also with the Computer Science Department, Ludwig
Maximilian University of Munich, Germany; email: majid.zamani@colorado.edu. His
work is supported in part by the DFG through the grant ZA 873/4-1 and the H2020 ERC
Starting Grant AutoCPS (grant agreement No. 804639).
1
ar
X
iv
:1
91
0.
12
74
6v
2 
 [m
ath
.O
C]
  2
9 O
ct 
20
19
convergence rate of solutions; i.e., as the number of participating subsys-
tems goes to infinity, the resulting network becomes unstable [1]. Infinite
networks, composed of interconnections of infinitely many finite-dimensional
subsystems, appear naturally as over-approximations of finite but very large
networks with possibly unknown numbers of subsystems [1].
Infinite networks appear in a wide variety of applications. Spatially
invariant systems consisting of an infinite number of components intercon-
nected to each other in the same pattern are studied in [2, 3] together with
applications to, e.g., vehicle platoon formation [4]. Infinite systems also
appear as representations of the solutions of linear and nonlinear partial
differential equations over Hilbert spaces in terms of series expansions with
respect to orthonormal or Riesz bases, see e.g. [5]. A closely related approach
relies on approximations of the system dynamics by partial differential and
difference equations [6, 7], which relies on a continuum approximation in
space or in time and is particularly useful for consensus or coverage type
problems. Another application of infinite networks is the representation of
nonlinear finite-dimensional systems as linear infinite-dimensional systems
by means of the Koopman operator [8]. In addition, a closely related field
is the ensemble control [9], where the key objective is a simultaneous con-
trol of an infinite (and often uncountable) number of systems (neurons in
the brain, flocks of birds, ensembles of quantum systems of the order of
Avogadro’s number 6 · 1023) by a control signal, same for all subsystems.
Most of the results on stability of infinite networks is devoted either to
spatially invariant or to linear systems. Recently, several attempts have been
made to relax such strong restrictions [10, 11, 12], by introducing max-form
small-gain theorems for infinite networks, where each subsystem is individ-
ually input-to-state stable (ISS) [13]. In [10] it is shown that a countably
infinite network of continuous-time ISS systems is ISS, provided that the
gain functions capturing the influence from the neighboring subsystems are
all less than identity which is conservative. By means of examples, it is
shown in [11] that classic max-form small-gain conditions (SGCs) developed
for finite-dimensional systems [14] do not hold in the case of infinite net-
works, even for linear ones. To address this issue, more restrictive robust
strong SGCs are developed in [11]. While the small-gain theorems in [10, 11]
are formulated in terms of ISS Lyapunov functions, a trajectory-based small-
gain theorem for infinite networks is provided in [12].
In general, the main idea behind an ISS small-gain theory is to consider
a large-scale system (possibly an infinite network) and decompose it into
smaller subsystems and then analyze each subsystem individually. In this
way, it is assumed that each subsystem is ISS with respect to the neighbor-
ing subsystems, i.e., the inputs from other subsystems act as disturbances.
Then, if the influence of the subsystems on each other is small enough, which
is mathematically described by a SGC, stability of the overall system can
be concluded. Small-gain theorems for finite-dimensional continuous-time
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systems can be found in [15, 16, 14].
In this paper, we develop computationally efficient SGCs for networks
consisting of countably infinite numbers of finite-dimensional continuous-
time systems. We assume that each subsystem is exponentially ISS with
respect to internal and external inputs and equipped with an exponential
ISS Lyapunov function. The associated gain functions reflecting the in-
teraction with neighbors are assumed to be linear. Such a scenario leads
to several nontrivialities. In particular, the gain operator, which collects
all the information about the internal gains, acts in an infinite-dimensional
space, in contrast to couplings of just N ∈ N systems of arbitrary nature
(possibly infinite-dimensional). This calls for a careful choice of an infinite-
dimensional state space of the overall network, and motivates the use of
the theory of positive operators on ordered Banach spaces for the small-
gain analysis. We establish that if the gain operator, which is a positive
operator, has spectral radius less than one, then the whole interconnection
is exponentially ISS. Furthermore, in our main result (cf. Theorem 6.1),
we construct a so-called coercive exponential ISS Lyapunov function for the
overall network.
Our main result is a nontrivial generalization of Proposition 3.3 in [17]
from finite networks to infinite networks. The result in [17] basically relies
on [17, Lem. 3.1], which is a consequence of the Perron-Frobenius theorem.
However, existing infinite-dimensional versions of the Perron-Frobenius the-
orem including the Krein-Rutman theorem [18], are not applicable to our
setting as they require at least quasi-compactness of the gain operator, which
is a quite strong assumption. Based on the classic results on the spectral ra-
dius of positive operators [19], we derive a technical lemma (cf. Lemma 5.10)
showing under certain conditions the existence of an infinite vector of scaling
coefficients which is instrumental for the construction of a coercive exponen-
tial ISS Lyapunov function for the overall system.
The proposed small-gain criterion for the stability analysis of the network
(the spectral radius of the gain operator is less than one) can be checked in
a computationally efficient way for a large class of systems. In addition, the
coercivity of the constructed Lyapunov function ensures a uniform decay
rate of solutions for the network. We illustrate the effectiveness of our
results by applying them to nonlinear spatially invariant systems with sector
nonlinearities and a road traffic network.
The work in [11] is close in spirit to the present work, since in both
the stability of the network is studied on the basis of the knowledge of
ISS Lyapunov functions for the subsystems and the knowledge of the gain
structure. Moreover, the Lyapunov gains both in [11] and in our work are
assumed to be linear. However, in [11], the ISS Lyapunov functions for the
subsystems are defined in an implication form and the gain operator is used
in a max formulation, which makes it nonlinear, even if all the gains are
linear. In contrast to [11], in the present work we assume the existence
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of exponential ISS Lyapunov functions for the subsystems in a dissipative
form and assume that the gain operator is defined in a sum form. These
differences make the results of this paper and the methods employed in our
analysis quite different from those of [11].
This paper is organized as follows: First, relevant notation and the prob-
lem statement are given in Section 2. In Section 3, we briefly discuss well-
posedness of infinite networks. The notion of exponential ISS for infinite-
dimensional systems in a Banach space and related Lyapunov properties
are presented in Section 4. The technical results on the gain operator are
made precise in Section 5. The main small-gain theorem is presented in Sec-
tion 6. The effectiveness of our results is verified through several examples
in Section 7. Section 8 concludes the paper.
2 Notation and problem statement
2.1 Notation
We write N = {1, 2, 3, . . .} for the set of positive integers. R denotes the
reals and R+ := {t ∈ R : t ≥ 0} the nonnegative reals. For vector norms on
finite- and infinite-dimensional vector spaces, we write | · |. For associated
operator norms, we use the notation ‖ · ‖. We write A> for the transpose of
a matrix A (which can be finite or infinite). We typically use Greek letters
for infinite matrices and Latin ones for finite matrices. Elements of Rn are
by default regarded as column vectors and we write x> · y for the Euclidean
inner product of two vectors x, y ∈ Rn. We use the same notation for dot
products of vectors with infinitely many components. If V : Rn → R is a
differentiable function, we write ∇V (x) for its gradient at x, which is a row
vector by convention. By `p, p ∈ [1,∞], we denote the Banach space of
all real sequences x = (xi)i∈N with finite `p-norm |x|p < ∞, where |x|p =
(
∑∞
i=1 |xi|p)1/p for p < ∞ and |x|∞ = supi∈N |xi|. We write L∞(R+,Rn)
for the Banach space of essentially bounded measurable functions from R+
to Rn. If X is a Banach space, we write r(T ) for the spectral radius of a
bounded linear operator T : X → X and L(X) for the space of all bounded
linear operators on X. The notation C0(X,Y ) stands for the set of all
continuous mappings f : X → Y between metric spaces X and Y . Given a
metric space X, we write intA for the interior of a subset A ⊂ X. The right
upper Dini derivative of a function γ : R→ R at t ∈ R is defined by
D+γ(t) := lim sup
h→0+
1
h
(
γ(t+ h)− γ(t)),
and is allowed to assume the values ±∞. Analogously, the right lower Dini
derivative of γ at t is defined by
D+γ(t) := lim inf
h→0+
1
h
(
γ(t+ h)− γ(t)).
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Finally, we introduce the following classes of comparison functions which
are frequently used in Lyapunov stability theory.
P := {γ ∈ C0(R+,R+) : γ(0) = 0, γ(r) > 0, ∀r > 0},
K := {γ ∈ P : γ is strictly increasing},
K∞ :=
{
γ ∈ K : lim
t→∞ γ(t) =∞
}
,
L := {γ ∈ C0(R+,R+) : γ is strictly decreasing with lim
t→∞ γ(t) = 0
}
,
KL := {β ∈ C0(R+ × R+,R+) : β(·, t) ∈ K ∀t ≥ 0, β(r, ·) ∈ L ∀r > 0}.
2.2 Infinite interconnections
We study the interconnection of countably many systems, each given by
a finite-dimensional ordinary differential equation (ODE). Using N as the
index set (by default), the i-th subsystem is written as
Σi : x˙i = fi(xi, x¯i, ui). (1)
The family (Σi)i∈N comes together with sequences (ni)i∈N, (mi)i∈N of pos-
itive integers and finite index sets Ii ⊂ N\{i}, i ∈ N, so that the following
assumptions hold.
• The state vector xi of Σi is an element of Rni .
• The vector x¯i is composed of the state vectors xj , j ∈ Ii. The order
of these vectors plays no particular role (as the index set N does not),
so we do not specify it.
• The external input vector ui is an element of Rmi .
• The right-hand side is a continuous function fi : Rni × RNi × Rmi →
Rni , where Ni :=
∑
j∈Ii nj .
• Unique local solutions of the ODE (1) (in the sense of Carathe´odory)
exist for all initial states xi0 ∈ Rni and all locally essentially bounded
functions x¯i(·) and ui(·) (which are regarded as time-dependent in-
puts). We denote the corresponding solution by φi(t, xi0, x¯i, ui).
In the ODE (1), we consider x¯i(·) as an internal input and ui(·) as an external
input (which may be a disturbance or a control input). The interpretation
is that the subsystem Σi is affected by finitely many neighbors, indexed by
Ii, and its external input.
To define the interconnection of the subsystems Σi, we consider the state
vector x = (xi)i∈N, the input vector u = (ui)i∈N and the right-hand side
f(x, u) := (f1(x1, x¯1, u1), f2(x2, x¯2, u2), . . .). The interconnection is then
formally written as
Σ : x˙ = f(x, u). (2)
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To handle this infinite-dimensional ODE properly, we choose appropriate
Banach spaces X ⊂ ∏i∈NRni and U ⊂ ∏i∈NRmi and restrict f to X × U .
As a natural choice, we use `p-type spaces for both X and U , and impose
assumptions on f to guarantee the existence and uniqueness of solutions.
Our goal is then to show that Σ is exponentially input-to-state stable (eISS)
if each Σi admits an eISS Lyapunov function and, additionally, a small-gain
condition is satisfied.
3 Well-posedness
We want to model the state space X of Σ as a Banach space of sequences
x = (xi)i∈N with xi ∈ Rni . The most natural choice is an `p-space. To define
such a space, we first fix a norm on each Rni (that might not only depend
on the dimension ni but also on the index i). For brevity, we omit the index
in our notation and simply write | · | for each of these norms. Then, for every
p ∈ [1,∞), we put
`p(N, (ni)) :=
{
x = (xi)i∈N : xi ∈ Rni ,
∑
i∈N
|xi|p <∞
}
and equip this space with the norm |x|p := (
∑
i∈N |xi|p)1/p.1 Additionally,
we introduce
`∞(N, (ni)) :=
{
x = (xi)i∈N : xi ∈ Rni , sup
i∈N
|xi| <∞
}
,
and equip this space with the norm |x|∞ := supi∈N |xi|. The following
proposition is proved with standard arguments, see e.g. [20]. Hence, we
omit the details.
Proposition 3.1 The following statements hold.
(a) For each choice of norms on Rni, i ∈ N, and each p ∈ [1,∞], the
associated space `p(N, (ni)) equipped with the norm | · |p is a Banach
space.
(b) For each 1 ≤ p <∞, the Banach space `p(N, (ni)) is separable.
(c) For each pair (p, q) with 1 ≤ p < q ≤ ∞, the space `p(N, (ni)) is
continuously embedded into `q(N, (ni)).
As the state space of the system Σ, we consider X := `p(N, (ni)) for a
fixed p ∈ [1,∞] (in the stability analysis, only finite p will be considered).
Similarly, for a fixed q ∈ [1,∞], we consider the external input space U :=
1The notation `p(N, (ni)) should not be confused with `p, which denotes the standard
`p-space of real sequences with finite `p-norm.
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`q(N, (mi)), where we fix norms on Rmi that we simply denote by | · | again.
The space of admissible external input functions is defined by2
U := {u : R+ → U : u is strongly measurable
and essentially bounded
}
, (3)
where we recall that a strongly measurable function is defined as a (Borel)
measurable function with a separable image. Since `q(N, (mi)) is separable
for all finite q, strong measurability reduces to measurability (and even to
weak measurability, see [21, Cor. 2, p. 73]) in all of these cases.
A continuous mapping ξ : I → X, defined on an interval I = [0, T∗) with
T∗ ∈ (0,∞], is called a solution of the infinite-dimensional ODE (2) with
initial value x0 ∈ X for the external input u ∈ U provided that the two
conditions
f(ξ(t), u(t)) ∈ X and ξ(t) = x0 +
∫ t
0
f(ξ(s), u(s))ds,
hold for all t ∈ I, where the integral is the Bochner integral for Banach
space valued functions.
If for each x0 ∈ X and u ∈ U , a unique local solution exists, we say
that the system is well-posed and write φ(·, x0, u) for any such solution. As
usual, we consider the maximal extension of φ(·, x0, u) and write Imax(x0, u)
for its interval of existence. We say that the system is forward complete if
Imax(x
0, u) = R+ for all (x0, u) ∈ X × U .
Denoting by pii : X → Rni the canonical projection onto the i-th compo-
nent (which is a bounded linear operator) and writing u(t) = (u1(t), u2(t), . . .),
we obtain
piiφ(t, x
0, u) = x0i +
∫ t
0
piif(φ(s, x
0, u), u(s))ds
= x0i +
∫ t
0
fi(piiφ(s, x
0, u), (pijφ(s, x
0, u))j∈Ii , ui(s))ds,
which implies that t 7→ piiφ(t, x0, u) solves the ODE x˙i = fi(xi, x¯i, ui) for
the internal input x¯i(·) := (pijφ(·, x0, u))j∈Ii and the external input ui(·).
Hence,
piiφ(t, x
0, u) = φi(t, x
0
i , x¯i, ui) for all t ∈ Imax(x0, u).
Sufficient conditions for the existence and uniqueness of solutions (and
forward completeness) can be obtained from the general theory of Carathe´odory
2We use the letter u both for elements of U and U . Since it should become clear from
the context if we refer to an input value or an input function, this should not lead to
confusion.
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differential equations on Banach spaces, see [22] as a general reference for
systems with bounded generators.
The following theorem provides a set of conditions which is sufficient for
well-posedness.
Theorem 3.2 Assume that the system Σ with state space X = `p(N, (ni))
and external input space U = `q(N, (mi)) satisfies the following assumptions.
(i) f(x, u) ∈ X for all (x, u) ∈ X × U .
(ii) For every u ∈ U , the mapping f(·, u) : X → X is continuous.
(iii) For every x ∈ X, the mapping f(x, ·) : U → X is continuous.
(iv) For each u ∈ U , there exist locally integrable functions `, `0 : R+ → R+
such that
|f(x1, u(t))− f(x2, u(t))|p ≤ `(t)|x1 − x2|p, (4a)
|f(0, u(t))|p ≤ `0(t) (4b)
hold for almost all t ∈ R+ and all x1, x2 ∈ X.
Then for every initial value x0 ∈ X and every external input u ∈ U a
unique solution φ(·, x0, u) : R+ → X exists and for any u ∈ U , the mapping
(t, x0) 7→ φ(t, x0, u) is continuous on R+ ×X.
Observe that Assumption (iii) in Theorem 3.2 implies that the function
t 7→ f(x, u(t)), R+ → X is strongly measurable for each x ∈ X and u ∈ U ,
since it is the composition of the strongly measurable function u and the
continuous function u 7→ f(x, u). The theorem then follows immediately
from [22, Thm. 2.4].
Remark 3.3 We note that well-posed systems (2) are control systems in
the sense of [23, Def. 1], and thus a number of results in the general ISS
theory of infinite-dimensional systems [24] are valid also for the system (2).

Example 3.4 Assume that the subsystems Σi are linear:
Σi : x˙i = Aixi + A˜ix¯i +Biui,
with matrices Ai ∈ Rni×ni , A˜i ∈ Rni×Ni , and Bi ∈ Rni×mi . Given a choice
of norms on Rni and RNi =
∏
j∈Ii R
nj , consider the product norm
|x¯i| :=
∑
j∈Ii
|xj |.
We make the following assumptions.
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• The operator norms (with respect to the chosen vector norms on Rni ,
RNi and Rmi) of the linear operators Ai, A˜i, and Bi are uniformly
bounded over i ∈ N.
• 1 ≤ p = q <∞.
• There exists m ∈ N such that Ii ⊂ [i−m, i+m] ∩ N for all i ∈ N.
Now, we show that Assumptions (i)-(iv) in Theorem 3.2 are satisfied. Take
x ∈ X = `p(N, (ni)) and u ∈ U = `p(N, (mi)).
By using the inequality (a + b)p ≤ 2p−1(ap + bp) (which holds for all
a, b ≥ 0 due to the convexity of a 7→ ap) repeatedly, we obtain
∞∑
i=1
|Aixi + A˜ix¯i +Biui|p ≤ C1
∞∑
i=1
|xi|p + C2
∞∑
i=1
∑
j∈Ii
|xj |p + C3
∞∑
i=1
|ui|p
≤ C1|x|pp + C2(2m+ 1)|x|pp + C3|u|pp <∞,
where C1, C2, C3 > 0 are appropriately chosen constants. This shows that
Assumption (i) in Theorem 3.2 is satisfied.
To see that Assumption (ii) holds, observe that for any x1, x2 ∈ X and
u ∈ U we have
|f(x1, u)− f(x2, u)|pp =
∞∑
i=1
∣∣Ai(x1i − x2i ) + A˜i(x¯1i − x¯2i )∣∣p
≤ C1
∞∑
i=1
|x1i − x2i |p + C2
∞∑
i=1
|x¯1i − x¯2i |p ≤ C|x1 − x2|pp, (5)
for some constant C > 0. Furthermore,
|f(x, u1)− f(x, u2)|pp ≤ C3
∞∑
i=1
|u1i − u2i |p = C3|u1 − u2|pp,
which implies that Assumption (iii) is satisfied.
Finally, for Assumption (iv), note that the inequality (4a) is valid with
a constant function `, due to (5). For (4b), note that
|f(0, u(t))|pp ≤ C3
∞∑
i=1
|ui(t)|p = C3|u(t)|pp.
By assumption, u is essentially bounded as a function from R+ into `p(N, (mi)),
which implies that |u(·)|p is locally integrable. 
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4 Exponential input-to-state stability
Having a well-posed interconnection (2) with state space X = `p(N, (ni))
and external input space U = `q(N, (mi)), it is natural to study its stability
with respect to both initial conditions and external inputs. The concept of
input-to-state stability is suitable for both of these purposes.
We equip the (linear) space U of external inputs with the sup-norm
|u|q,∞ := ess sup
t≥0
|u(t)|q
and work with the following definition of input-to-state stability (cf. [25,
Def. 6]).
Definition 4.1 The system Σ is called input-to-state stable (ISS) if it is
forward complete and there exist functions β ∈ KL and γ ∈ K such that for
any initial state x0 ∈ X and any u ∈ U the corresponding solution satisfies
|φ(t, x0, u)|p ≤ β(|x0|p, t) + γ(|u|q,∞) for all t ≥ 0.
If the decay of the norm of φ(t, x0, u) is exponential in t, the system
is called exponentially input-to-state stable. The precise definition reads as
follows.
Definition 4.2 The system Σ is called exponentially input-to-state stable
(eISS) if it is forward complete and there are constants a,M > 0 and γ ∈ K
such that for any initial state x0 ∈ X and any u ∈ U the corresponding
solution satisfies
|φ(t, x0, u)|p ≤Me−at|x0|p + γ(|u|q,∞) for all t ≥ 0.
We note that, by the causality of Σ, eISS implies the following inequality:
|φ(t, x0, u)|p ≤Me−at|x0|p + γ
(
ess sup
0≤s≤t
|u(s)|q
)
.
For any continuous function V : X → R, let us define the orbital deriva-
tive at x ∈ X for the external input u ∈ U by
D+Vu(x) := D
+V (φ(t, x, u))|t=0,
where the right-hand side is the right upper Dini derivative of the function
t 7→ V (φ(t, x, u)), evaluated at t = 0.
Exponential input-to-state stability is implied by the existence of an
exponential ISS Lyapunov function, which we define in a dissipative form as
follows.
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Definition 4.3 A continuous function V : X → R+ is called an eISS Lya-
punov function for the system Σ if there exist constants ω, ω, b, κ > 0 and
γ ∈ K∞ such that
ω|x|bp ≤ V (x) ≤ ω|x|bp, (6a)
D+Vu(x) ≤ −κV (x) + γ(|u|q,∞), (6b)
hold for all x ∈ X and u ∈ U .
The importance of eISS Lyapunov functions is due to the following result
(the proof is a variation of the arguments given in [25, Thm. 1], and thus
only some of the steps are provided).
Proposition 4.4 If there exists an eISS Lyapunov function for Σ, then Σ
is eISS.
Proof: Let V be an eISS Lyapunov function as in Definition 4.3 with
corresponding constants ω, ω, b, κ > 0 and a function γ ∈ K∞.
Pick any ε ∈ (0, κ) and define χ(r) := 1κ−εγ(r). For all x ∈ X and u ∈ U ,
we obtain
V (x) ≥ χ(|u|q,∞) ⇒ D+Vu(x) ≤ −εV (x).
By arguing similarly to [25, Thm. 1], we obtain the following inequality for
all x ∈ X, u ∈ U , and t ≥ 0:
V (φ(t, x, u)) ≤ e−εtV (x) + χ(|u|q,∞).
In view of (6a), we get
ω|φ(t, x, u)|bp ≤ e−εtω|x|bp + χ(|u|q,∞),
which, by the monotonicity of γ, implies that
|φ(t, x, u)|p ≤
(
e−εt
ω
ω
|x|bp + χ(|u|q,∞)
) 1
b
≤
(
2
ω
ω
) 1
b
e−
ε
b
t|x|p +
(
2χ(|u|q,∞)
) 1
b
,
showing the exponential ISS property for Σ. 
Remark 4.5 One can find some variations of the eISS property in [26,
p. 2736]. Observe that in our definition of eISS Lyapunov functions, in
addition to the exponential decay along the trajectory, we also assume that
bounds of the form (6a) hold. The inequalities (6a) are needed to ensure that
the existence of an eISS Lyapunov function implies eISS. The exponential
decay of a Lyapunov function along trajectories alone is not sufficient for
this implication. 
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5 The gain operator and its properties
Our main objective is to develop conditions for input-to-state stability of
the interconnection of countably many subsystems (1), depending on certain
stability properties of the subsystems.
5.1 Assumptions on the subsystems
We assume that each subsystem Σi, given by (1), is exponentially ISS and
there exist continuous eISS Lyapunov functions with linear gains for all Σi.
Restating the concept of an eISS Lyapunov function (Definition 4.3) for the
subsystem Σi, we see that the gain γ in this definition indicates the influence
of the aggregated input onto the system. For our purposes, this information
is not sufficient as we would like to know how each j-th subsystem influences
each i-th subsystem as in the next assumption.
Assumption 5.1 For each i ∈ N there exists a continuous function Vi :
Rni → R+, satisfying for certain p, q ∈ [1,∞) the following properties.
• There are constants αi, αi > 0 so that for all xi ∈ Rni
αi|xi|p ≤ Vi(xi) ≤ αi|xi|p. (7)
• There are constants λi, γij , γiu > 0 so that the following holds: for each
xi ∈ Rni, ui ∈ L∞(R+,Rmi) and each internal input x¯i ∈ C0(R+,RNi)
and for almost all t in the maximal interval of existence of φi(t) :=
φi(t, xi, x¯i, ui) one has
D+(Vi ◦ φi)(t) ≤ −λiVi(φi(t)) +
∑
j∈Ii
γijVj(xj(t)) + γiu|ui(t)|q, (8)
where we denote the components of x¯i by xj(·).
• For all t in the maximal interval of the existence of φi
D+(Vi ◦ φi)(t) <∞.
We furthermore assume that the following uniformity conditions hold for
the constants introduced above.
Assumption 5.2 (a) There are constants α, α > 0 so that for all i ∈ N
α ≤ αi ≤ αi ≤ α. (9)
(b) There is a constant λ > 0 so that for all i ∈ N
λ ≤ λi. (10)
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(c) There is a constant γu > 0 so that for all i ∈ N
γiu ≤ γu. (11)
Assumption 5.1 enforces stability properties of the subsystems Σi. In
order to speak about the interconnection of all subsystems in (1), we should
define the state space for the interconnection as well as the space of input
values. The inequalities (7) and (8) suggest the following choice: X =
`p(N, (ni)) and U = `q(N, (mi)).
We thus make the following well-posedness assumption.
Assumption 5.3 The system Σ with state space X = `p(N, (ni)) and ex-
ternal input space U = `q(N, (mi)) is well-posed.
Remark 5.4 We define the state and input space for the overall intercon-
nected system based on the values of the parameters p, q which we obtain
from Assumption 5.1. However, the choice of the state space depends also
on the physical meaning of the variables xi. For example, if xi represents
a mass, and we are interested in the dynamics of the total mass of a sys-
tem, then a reasonable choice of the state space for the interconnection is
X = `1(N, (ni)), and if xi represents a velocity and we are interested in
the dynamics of the total kinetic energy of the system, then it is natural to
choose X = `2(N, (ni)). Therefore, to meet the needs of applications, one
should construct the ISS Lyapunov functions Vi for some specific values of
p, q. 
We note that inequalities (7) in terms of the K∞-functions r 7→ αrp
and r 7→ αrp turn out to be crucial for a sum-type construction of an eISS
Lyapunov function for Σ.
In order to formulate a small-gain condition, we further introduce infinite
nonnegative matrices by collecting the coefficients from (8) as follows:
Λ := diag(λ1, λ2, λ3, . . .), Γ := (γij)i,j∈N,
where we put γij := 0 whenever j /∈ Ii. We also introduce the infinite matrix
Ψ := Λ−1Γ = (ψij)i,j∈N, ψij =
γij
λi
. (12)
Under an appropriate boundedness assumption, the matrix Ψ acts as a
linear operator on `1 by
(Ψx)i =
∞∑
j=1
ψijxj for all i ∈ N.
We call Ψ : `1 → `1 the gain operator associated with the decay rates λi
and coefficients γij .
We make the following assumption, which is equivalent to Γ being a
bounded operator from `1 to `1.
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Assumption 5.5 The matrix Γ = (γij) satisfies
‖Γ‖1,1 = sup
j∈N
∞∑
i=1
γij <∞, (13)
where the double index on the left-hand side indicates that we consider the
operator norm induced by the `1-norm both on the domain and codomain of
the operator Γ.
Remark 5.6 Assumption 5.5 implies that there is a constant γ > 0 such
that 0 < γij ≤ γ for all i ∈ N and j ∈ Ii. 
Under Assumptions 5.5 and 5.2(b), the gain operator Ψ is bounded.
Lemma 5.7 Suppose that Assumptions 5.5 and 5.2(b) hold. Then Ψ : `1 →
`1, defined by (12), is a bounded operator.
Proof: It holds that
‖Ψ‖1,1 = sup
j∈N
∞∑
i=1
ψij = sup
j∈N
∞∑
i=1
γij
λi
≤ 1
λ
sup
j∈N
∞∑
i=1
γij <∞,
which is equivalent to boundedness of Ψ. 
A sufficient (though not necessary) condition for (13) is provided by the
following lemma. The proof is simple and is omitted here.
Lemma 5.8 If there exists m ∈ N so that Ii ⊂ [i − m, i + m] ∩ N for all
i ∈ N and γij ≤ γ for all i, j ∈ N with a constant γ > 0, then (13) holds.
5.2 Spectral radius of the gain operator
In this subsection, we prove an auxiliary result which yields the existence
of an infinite vector µ ∈ `∞ that can be used to construct an eISS Lya-
punov function for Σ from the individual Lyapunov functions Vi, under the
assumption that r(Ψ) < 1 (the small-gain condition) holds for the spectral
radius of Ψ.
For an overview of the concepts from functional analysis used in the
following pages, see Appendix A.
The adjoint operator of Ψ acts on `∞ (which is canonically identified
with the dual space (`1)∗) and can be described by the transpose Θ := Ψ>,
Θ = (θij) = (ψji) as
(Θx)i =
∞∑
j=1
θijxj =
∞∑
j=1
γji
λj
xj ∀x ∈ `∞.
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On the Banach space `∞, we define the cone
K := {(xi)i∈N ∈ `∞ : xi ≥ 0, ∀i ∈ N} ,
and observe that the interior of K is nonempty and given by
intK = {x ∈ `∞ : ∃x > 0 s.t. xi ≥ x, ∀i ∈ N} .
Clearly, Θ maps the cone K into itself, hence, is a positive operator with
respect to this cone. The partial order on `∞, induced by K, is given by
x ≤ y ⇔ xi ≤ yi, ∀i ∈ N.
We now consider a perturbation of Θ of the form Θε := Θ + Sε, Sε =
(εij)i,j∈N, where εij > 0 for all i, j ∈ N. We assume that Sε satisfies the
following assumptions:
• There exists ε > 0 so that
sup
i∈N
∞∑
j=1
εij ≤ ε. (14)
• For every j ∈ N there is εj > 0 with
εij ≥ εj for all i ∈ N.
An example for an operator as introduced above is
Sε =

1
2ε
1
4ε
1
8ε . . .
1
2ε
1
4ε
1
8ε . . .
...
...
...
. . .
 .
The following result states the crucial properties of the operator Θε.
Lemma 5.9 The operator Θε acts as a bounded and strictly positive linear
operator on the ordered Banach space (`∞,K). Moreover, ‖Sε‖ ≤ ε.
Proof: Boundedness and ‖Sε‖ ≤ ε easily follow from (14). To show
that Θε is strictly positive, i.e., Θε(K\{0}) ⊂ intK, let 0 6= x ∈ K. Since
xi∗ > 0 for some i∗ ∈ N, we obtain
(Θεx)i =
∞∑
j=1
θijxj +
∞∑
j=1
εijxj ≥ εii∗xi∗ ≥ εi∗xi∗ > 0,
for all i ∈ N. Hence, Θεx ∈ intK. 
Theorem A.3 in the Appendix shows that the spectral radius of Θε sat-
isfies
r(Θε) ≥ inf {λ ≥ 0 : ∃0 6= x ∈ K with Θεx ≤ λx} . (15)
The next technical result will be used to show the main result of the paper
(cf. Theorem 6.1).
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Lemma 5.10 Assume that the spectral radius of Θ satisfies r(Θ) < 1 and
that there exists a constant λ > 0 such that λi ≤ λ for all i ∈ N. Then
(i) there exist a vector µ = (µi)i∈N ∈ intK and a constant λ∞ > 0 so that
[µ>(−Λ + Γ)]i
µi
≤ −λ∞ for all i ∈ N;
(ii) for every ρ > 0 we can choose the vector µ and the constant λ∞ so
that
λ∞ ≥ (1− r(Θ))λ− ρ.
Proof: (i). Since Θε → Θ as ε → 0, and the spectral radius depends
upper semicontinuously on the operator (see, e.g., [27, Thm. 1.1(i)]), the
assumption r(Θ) < 1 implies r(Θε) < 1 for every sufficiently small ε > 0.
By (15), for every δ > 0 one can find 0 6= η ∈ K with
Θεη ≤ r˜η, r˜ := r(Θε) + δ, (16)
where we choose ε > 0 and δ > 0 small enough so that r˜ < 1. Since Θε maps
K\{0} into intK, one obtains η ∈ intK implying that we have a positive
uniform lower bound on the entries of η.
Now recall that Θε = Θ + Sε = (Λ
−1Γ)> + Sε. Hence, transposing
(16) yields η>(Λ−1Γ + S>ε ) ≤ r˜η>, where the inequality ‘≤’ is understood
component-wise. By defining µ> := η>Λ−1, the previous inequality can be
written as µ>(−r˜Λ + Γ + ΛS>ε ) ≤ 0.
We transform this inequality into
µ>(−Λ + Γ) ≤ µ>(−(1− r˜)Λ− ΛS>ε )
and thus obtain
[µ>(−Λ + Γ)]i ≤ −(1− r˜)λiµi ≤ −(1− r˜)λµi,
and the first statement follows with λ∞ := (1 − r˜)λ. Here, we use the
assumption λi ≤ λ, guaranteeing that the components of µ satisfy µi =
λ−1i ηi ≥ λ
−1
ηi, which implies µ ∈ intK.
(ii). This follows from the upper semicontinuity of the spectral radius.

6 Small-gain theorem
In this section, we prove that the interconnected system Σ is exponentially
ISS under the given assumptions, provided that the spectral radius of the
gain operator satisfies r(Ψ) < 1.
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By Proposition 4.4, our objective is reduced to finding an eISS Lyapunov
function for the interconnection Σ under the small-gain condition r(Ψ) < 1.
This is accomplished by the following small-gain theorem, which is the main
result of the paper.
Theorem 6.1 Consider the infinite interconnection Σ, composed of subsys-
tems Σi, i ∈ N, with fixed p, q ∈ [1,∞), and let the following assumptions be
satisfied.
(i) Σ is well-posed as a system with state space X = `p(N, (ni)), space
of input values U = `q(N, (mi)), and the external input space U , as
defined in (3).
(ii) Each Σi admits a continuous eISS Lyapunov function Vi so that As-
sumptions 5.1 and 5.2 are satisfied.
(iii) The operator Γ : `1 → `1 is bounded, i.e., Assumption 5.5 holds.
(iv) The spectral radius of Ψ satisfies r(Ψ) < 1.
Then Σ admits an eISS Lyapunov function of the form
V (x) =
∞∑
i=1
µiVi(xi), V : X → R+, (17)
for some µ = (µi)i∈N ∈ `∞ satisfying µ ≤ µi ≤ µ with some constants
µ, µ > 0. In particular, the function V has the following properties.
(a) V is continuous.
(b) There is a λ∞ > 0 so that for all x0 ∈ X and u ∈ U
D+Vu(x
0) ≤ −λ∞V (x0) + µγu|u|qq,∞.
(c) For every x ∈ X the following inequalities hold:
µα|x|pp ≤ V (x) ≤ µα|x|pp. (18)
In particular, Σ is eISS.
Proof: First, we prove the result for the case that there is a constant
λ > 0 with
λi ≤ λ for all i ∈ N. (19)
Inequality (19) means that the decay rates of the eISS Lyapunov functions
for all subsystems are uniformly bounded. Afterwards, we treat the general
case.
The proof proceeds in five steps.
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Step 1 (Definition and coercivity of V ): First observe that the spectral
radii of Ψ = Λ−1Γ : `1 → `1 and Θ = Ψ> : `∞ → `∞ are the same, since
the second operator is the adjoint of the first. Hence, Lemma 5.10 yields a
positive vector µ = (µi)i∈N ∈ `∞ whose components are uniformly bounded
away from zero, and a constant λ∞ > 0 so that
[µ>(−Λ + Γ)]i
µi
≤ −λ∞ ∀i ∈ N. (20)
To check that V constructed as in (17) is well-defined, note that for all
x ∈ X we have
0 ≤ V (x) ≤
∞∑
i=1
µiαi|xi|p ≤ α|µ|∞|x|pp <∞.
This also shows the upper bound for (18). The lower bound for (18) is
obtained analogously, and thus inequality (6a) holds for V (with b = p).
Step 2 (Continuity of V ): Fix a point x = (xi)i∈N ∈ X and some ε > 0.
Choose δ0, ε
′ > 0 so that
µα2p−1(δp0 + ε
′) ≤ ε
4
and ε′ ≤ ε
4αµ
.
Subsequently, choose N ∈ N large enough such that ∑∞i=N+1 |xi|p ≤ ε′.
Finally, choose δ ∈ (0, δ0] so that for every yi ∈ Rni the following implication
holds:
|xi − yi| < δ ⇒ |Vi(xi)− Vi(yi)| < ε
2Nµ
, i = 1, . . . , N,
where we use continuity of Vi at xi. Now let y = (yi)i∈N ∈ X be chosen so
that |x − y|p < δ. In particular, this implies |xi − yi| < δ for i = 1, . . . , N .
Then
|V (x)− V (y)| ≤
∞∑
i=1
µi|Vi(xi)− Vi(yi)| ≤ ε
2
+ µ
∞∑
i=N+1
|Vi(xi)− Vi(yi)|.
The remainder sum can be estimated as
∞∑
i=N+1
|Vi(xi)− Vi(yi)| ≤ α
∞∑
i=N+1
|xi|p + α
∞∑
i=N+1
|yi|p
≤ αε′ + α
∞∑
i=N+1
2p−1 (|yi − xi|p + |xi|p) ≤ αε′ + α2p−1
(
δp0 + ε
′) ≤ µ−1 ε
2
,
where we use (a + b)p ≤ 2p−1(ap + bp) for all a, b ≥ 0, p ≥ 1, which follows
from the convexity of a 7→ ap. Altogether, one obtains |V (x) − V (y)| < ε,
showing that V is continuous at x.
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Step 3 (Estimate of the orbital derivative): Fix an initial state x0 ∈ X
and an external input u ∈ U . We write φ(t) = φ(t, x0, u), φi(t) = piiφ(t),
x¯i(t) = (pijφ(t))j∈Ii , where pii denotes the projection to the i-th component.
Then for any t > 0 (where φ(t) is defined), we obtain
1
t
(
V (φ(t))− V (x0)) = 1
t
∞∑
i=1
µi
[
Vi(φi(t))− Vi(φi(0))
]
.
Since the inequalities (8) are valid for almost all positive times, the function
on the right-hand side of (8) is Lebesgue integrable, and since we assume
that D+(Vi ◦ φi)(t) < ∞ for all t, we can proceed using the generalized
fundamental theorem of calculus (see [28, Thm. 9 and p. 42, Rmk. 5.c] or
[29, Thm. 7.3, p. 204]) to
1
t
(
V (φ(t))− V (x0)) ≤ 1
t
∞∑
i=1
∫ t
0
µi
[
−λiVi(φi(s))
+
∑
j∈Ii
γijVj(φj(s)) + γiu|ui(s)|q
]
ds.
We now apply the Fubini-Tonelli theorem in order to interchange the infinite
sum and the integral (interpreting the sum as an integral associated with the
counting measure on N). To do this, it suffices to prove that the following
integral is finite.∫ t
0
∞∑
i=1
∣∣∣µi[−λiVi(φi(s)) +∑
j∈Ii
γijVj(φj(s)) + γiu|ui(s)|q
]∣∣∣ds.
Using (7), (9), (11), and (19), we can upper bound the inner term by
µ
[
λα|φi(s)|p +
∑
j∈Ii
γijα|φj(s)|p + γu|ui(s)|q
]
.
By summing the three terms over i, one obtains
λα
∞∑
i=1
|φi(s)|p ≤ c1|φ(s)|pp,
∞∑
i=1
∑
j∈Ii
γijα|φj(s)|p ≤ c2
∞∑
j=1
|φj(s)|p
∞∑
i=1
γij ≤ c3|φ(s)|pp,
γu
∞∑
i=1
|ui(s)|q = c4|u(s)|qq,
for some constants c1, c2, c3, c4 > 0. In the inequality for the middle term,
we used the boundedness assumption on the operator Γ. Hence,∫ t
0
∞∑
i=1
∣∣∣µi[−λiVi(φi(s)) +∑
j∈Ii
γijVj(φj(s)) + γiu|ui(s)|q
]∣∣∣ds
19
≤ c
∫ t
0
(|φ(s)|pp + |u(s)|qq) ds <∞
for some constant c > 0, where we use the fact that the integrand in the
last term is essentially bounded (s 7→ |φ(s)|pp is continuous and s 7→ |u(s)|qq
is essentially bounded).
Using the notation
Vvec(φ(s)) := (V1(φ1(s)), V2(φ2(s)), . . .)
>
and applying the Fubini-Tonelli theorem, we can then conclude that
1
t
(
V (φ(t))− V (x0))
≤ 1
t
∫ t
0
∞∑
i=1
µi
[
−λiVi(φi(s)) +
∑
j∈Ii
γijVj(φj(s)) + γiu|ui(s)|q
]
ds
=
1
t
∫ t
0
[
µ>(−Λ + Γ)Vvec(φ(s)) +
∞∑
i=1
µiγiu|ui(s)|q
]
ds
≤ 1
t
∫ t
0
[
−λ∞V (φ(s)) + µγu|u|qq,∞
]
ds
=
1
t
∫ t
0
−λ∞V (φ(s)) ds+ µγu|u|qq,∞,
where we use (20) to show the second inequality above. Since s 7→ V (φ(s))
is continuous, one obtains
D+Vu(x
0) = lim sup
t→0+
1
t
(
V (φ(t))− V (x0)) ≤ −λ∞V (x0) + µγu|u|qq,∞.
Hence, (6b) holds for V with κ = λ∞ and γ(r) = µγurq.
Step 4 (Proof of eISS): We showed that properties (a)–(c) are satisfied
for V . Thus, V is an eISS Lyapunov function for Σ and Σ is eISS by
Proposition 4.4. Hence, for the case of uniformly upper-bounded λi the
theorem is proved.
Step 5 (Unbounded decay rates λi): Assume that (19) does not hold for
any λ. Pick any h > 0 and define the reduced decay rates λhi := min{λi, h}.
Thus, λhi ≤ h for all i ∈ N, which allows us to invoke the previous analysis.
Indeed, as the inequalities (8) hold with λi, they also hold with λ
h
i . Now
let us define the modified operators Λh, Ψh by
Λh := diag(λh1 , λ
h
2 , . . .), Ψ
h := (Λh)−1Γ.
Considering (Λh)−1 as an operator from `1 to `1, it is easy to see that
(Λh)−1 → Λ−1 as h → ∞. As Γ is a bounded operator by assumption, it
also holds that Ψh → Ψ as h→∞.
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By the small-gain condition, we have r(Ψ) < 1. As the spectral radius is
upper semicontinuous on the space of bounded operators on a Banach space
(see e.g. [27, Thm. 1.1(i)]), it holds that r(Ψh) < 1 for h large enough. As
the coefficients λhi are uniformly bounded, by feeding the operator Ψ
h to
Lemma 5.10, we obtain a vector µ = µ(h) and a coefficient λ∞ = λ∞(h), so
that (by the first four steps of this proof) (17) is an eISS Lyapunov function
for Σ with decay rate λ∞. 
Remark 6.2 Theorem 6.1 provides a so-called dissipative form small-gain
theorem. For large-but-finite networks, this form of SGCs has received con-
siderable attention [30, 31, 17] and has been applied to distributed control
design [30], compositional construction of (in)finite-state abstractions [32,
33], cyber-security of networked systems [34], and networked control sys-
tems with asynchronous communication [35]. Our result is a generalization
of [17, Prop. 3.3] where the corresponding small-gain condition is a con-
sequence of the Perron-Frobenius theorem; cf. [17, Lem. 3.1]. It basically
relies on Lemma 5.10 which can be viewed as an infinite-dimensional exten-
sion of [17, Lem. 3.1]. 
Remark 6.3 The parameters µ and λ∞, used for the construction of an
eISS Lyapunov function V , are not uniquely determined, and depend, in
particular, on the disturbance Sε, the constant ρ (in Lemma 5.10) and (in
case of unbounded λi) on the parameter h, introduced in Step 5 of the proof
of Theorem 6.1. 
Remark 6.4 Often the eISS Lyapunov functions Vi for the subsystems (1)
are assumed to be continuously differentiable. In this case, the dissipative
conditions for the ISS Lyapunov functions Vi can be formulated in a com-
putationally simpler style, namely
∇Vi(xi) · fi(xi, x¯i, ui) ≤ −λiVi(xi) +
∑
j∈Ii
γijVj(xj) + γiu|ui|q. (21)
These conditions have to be valid for all xi ∈ Rni , ui ∈ Rmi and x¯i ∈ RNi .
The expression on the left-hand side of inequality (21) represents a formula
for the computation of the orbital derivative of Vi under the assumption that
Vi is smooth enough. The proof of the corresponding small-gain theorem
goes along the same lines as in Theorem 6.1. 
6.1 Necessity of the required assumptions and tightness of
the small-gain result
Assumptions (7) and (9) are necessary for the overall eISS Lyapunov func-
tion V to be well-defined and coercive. If we remove the lower bound in (7)
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or (9), we might still be able to prove ISS (though not eISS) of the inter-
connection by using results on non-coercive ISS Lyapunov functions, cf. [24,
Thm. 2.18], but additional assumptions on boundedness of reachable sets
might be necessary.
Without Assumption (10) we do not have a uniform decay rate for the
solutions of the subsystems, which prevents us from getting already asymp-
totic stability for the interconnection, even if the system is linear and all
internal and external gains are zero. Consider, e.g., the infinite network
x˙i = −1
i
xi + u, i ∈ N,
with the input space U := L∞(R+,R), state space X = `p for any p ∈
[1,∞], and with Lyapunov functions Vi(z) = z2 for all i ∈ N and z ∈
R. With this choice of Lyapunov functions, all the assumptions which we
impose for the small-gain theorem will be satisfied, except for (10). At the
same time, the network is not even exponentially stable in the absence of
inputs. Furthermore, inputs of arbitrarily small magnitude may lead to
unboundedness of trajectories, as mentioned, e.g., in [36, Sec. 6, p. 247].
Assumption (13) is again crucial for the validity of the small-gain theo-
rem, as shown by the following simple example
x˙i = −xi + iu, i ∈ N,
where we again choose X = `p for any p ∈ [1,∞]. Choosing Vi(z) = z2
for all i ∈ N and z ∈ R, after some elementary manipulations we can again
see that all the assumptions of the small-gain theorem are fulfilled, but the
overall system is not ISS.
Finally, the spectral radius condition cannot be removed or relaxed. This
is already well-known for (nonlinear) planar systems; see [37, Sec. 1.5.4] for
the tightness analysis of the small-gain condition.
7 Examples
In this section we apply our results to three examples: linear spatially in-
variant systems, nonlinear spatially invariant systems with a nonlinearity
satisfying the sector condition, and to a road traffic model. In all cases, we
construct eISS Lyapunov functions with linear gains for all subsystems, and
then apply our small-gain result to construct an exponential ISS Lyapunov
function for the overall network.
7.1 A linear spatially invariant system
Consider an infinite network of systems Σi, given by
Σi : x˙i = −biixi + bi(i−1)xi−1 + bi(i+1)xi+1
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=: fi(xi, xi−1, xi+1),
where xi ∈ R, bii > 0, bi(i−1), bi(i+1) ∈ R for each i ∈ N and b10 = 0. We
consider the standard Euclidean norm on R for each i ∈ N and assume that
there is a constant b > 0 so that
max{bii, |bi(i−1)|, |bi(i+1)|} ≤ b for all i ∈ N.
From Example 3.4, it immediately follows that the composite system is well-
posed with p = 2. For each subsystem Σi, we choose the eISS Lyapunov
function candidate Vi(xi) =
1
2x
2
i satisfying (7) and (9). Using Young’s in-
equality, one can simply verify (8) as follows.
∇Vi(xi) · fi(xi, xi−1, xi+1) = xi(−biixi + bi(i−1)xi−1 + bi(i+1)xi+1)
≤ −(bii − εi − δi)x2i +
b2i(i−1)
4εi
x2i−1 +
b2i(i+1)
4δi
x2i+1
= −2(bii − εi − δi)Vi(xi) +
b2i(i−1)
2εi
Vi−1(xi−1) +
b2i(i+1)
2δi
Vi+1(xi+1),
for appropriate choices of εi, δi > 0. Hence, we can choose
λi := 2(bii − εi − δi), γi(i−1) :=
b2i(i−1)
2εi
, γi(i+1) :=
b2i(i+1)
2δi
,
and assume that εi, δi are such that (10) and (13) are satisfied. It follows
that the infinite matrix Ψ has the form
Ψ = Λ−1Γ =

0 ψ12 0 0 0 0 . . .
ψ21 0 ψ23 0 0 0 . . .
0 ψ32 0 ψ34 0 0 . . .
0 0 ψ43 0 ψ45 0 . . .
...
. . .
. . .
. . .
. . .
. . .
. . .
 , (22)
where ψij = γij/λi. We estimate the spectral radius r(Ψ) by the operator
norm ‖Ψ‖ as
r(Ψ) ≤ ‖Ψ‖ = sup
j∈N
∞∑
i=1
ψij ≤ 2γ
λ
.
Altogether, the following set of sufficient conditions guarantee that the
interconnection defined above is eISS.
• max{bii, |bi(i−1)|, |bi(i+1)|} ≤ b for all i ∈ N with a constant b > 0 (for
well-posedness).
• The constants εi, δi > 0 are chosen such that
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– Assumptions (ii) and (iii) in Theorem 6.1 hold with 0 < λ ≤
2(bii − εi − δi),
b2
i(i−1)
2εi
+
b2
i(i+1)
2δi
≤ γ < ∞ for all i ∈ N with
constants λ, γ;
– the small-gain condition r(Ψ) < 1 holds, for which it suffices to
have
b2
i(i−1)
2εi(bii−εi−δi) < 1 and
b2
i(i+1)
2δi(bii−εi−δi) < 1 for all i ∈ N.
Remark 7.1 As we argued in Remark 5.4, the choice of the “right” Lya-
punov functions depends on the physical sense of the variables, and thus
quadratic Lyapunov functions, and the corresponding state space X =
`2(N, (ni)) may not be physically appropriate for some applications. How-
ever, there are other natural options for Lyapunov functions for the subsys-
tems Σi, for example Wi(xi) := |xi|, which would lead to other values of the
gains, and to another expression for the small-gain condition. 
7.2 A nonlinear multidimensional spatially invariant system
Here, we analyze a class of nonlinear control systems which widely appeared
in many applications, including neural networks, analysis and design of op-
timization algorithms, Lur’e problem, and so on (see [38] and the references
therein).
Consider an infinite network whose subsystems are described by
Σi : x˙i = Aixi + Eiϕi(Gixi) +Biui +Dix¯i,
where Ai ∈ Rni×ni , Ei ∈ Rni , G>i ∈ Rni , Bi ∈ Rni×mi , Di ∈ Rni×Ni with
Ni =
∑
j∈Ii nj and I1 = {i+ 1}, Ii = {i− 1, i+ 1} for all i ≥ 2.
We consider the standard Euclidean norm on each Rni , Rmi and RNi , and
assume that Ai, Ei, Gi, Bi, Di are uniformly bounded for all i ∈ N. That is,
‖Ai‖ ≤ a, ‖Ei‖ ≤ e, ‖Gi‖ ≤ g, ‖Bi‖ ≤ b, ‖Di‖ ≤ d. Additionally, we assume
that the nonlinear functions ϕi : R→ R satisfy(
ϕi(Gixi)− riGixi
)(
ϕi(Gixi)− liGixi
) ≤ 0 (23)
for all xi ∈ Rni with ri > li, li, ri ∈ R. Moreover, we assume that the
nonlinear functions ϕi : R → R have some regularity properties such that
the interconnected system Σ with state space X := `2(N, (ni)) and input
space U := `2(N, (mi)) is well-posed.
Now let for all i ∈ N the function Vi be defined as Vi(xi) := xi>Mixi,
where Mi ∈ Rni×ni is a symmetric and positive definite matrix with ‖Mi‖ ≤
m and 0 < m ≤ λmin(Mi) ≤ λmax(Mi) ≤ m <∞, where λmin(·) and λmax(·)
denote the smallest and largest eigenvalues, respectively.
Assume that for all i ∈ N, xi ∈ Rni , and ϕi : R→ R satisfying (23), the
inequality
2x>i Mi(Aixi + Eiϕi(Gixi)) ≤ −κix>i Mixi (24)
holds for some κi with 0 < κ ≤ κi for some κ.
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Remark 7.2 Note that inequality (24) is equivalent to[
xi
ϕi(Gixi)
]> [
A>i Mi+MiAi+κiMi MiEi
E>i Mi 0
] [
xi
ϕi(Gixi)
]
≤ 0
for all i ∈ N and xi ∈ Rni , where 0 is a zero matrix of appropriate dimen-
sions. Now note that inequality (23) is equivalent to[
xi
ϕi(Gixi)
]> [
riliG
>
i Gi − ri+li2 G>i
− ri+li2 Gi 1
] [
xi
ϕi(Gixi)
]
≤0. (25)
Hence, by using (25) and the S-procedure [39], a sufficient condition for the
validity of (24) is the validity of the matrix inequality[
A>i Mi+MiAi+κiMi − riliG>i Gi MiEi+τi ri+li2 G>i
E>i Mi+τi
ri+li
2 Gi −τi
]
0
for some τi ∈ R+. 
Then
λmin(Mi)|xi|2 ≤ Vi(xi) ≤ λmax(Mi)|xi|2
and
∇Vi(xi) · fi(xi, x¯i, ui) = 2x>i Mi(Aixi + Eiϕi(Gixi) +Biui +Dix¯i)
= 2x>i Mi
(
Aixi + Eiϕi(Gixi)
)
+ 2x>i MiBiui + 2x
>
i MiDix¯i.
Using Cauchy-Schwarz and Young’s inequalities, respectively, we obtain (for
any εi > 0)
2x>i MiBiui = 2x
>
i
√
Mi
√
MiBiui ≤ 2|
√
Mixi| · |
√
MiBiui|
≤ 2|
√
Mixi| · ‖
√
MiBi‖|ui| ≤ εi|
√
Mixi|2 + ‖
√
MiBi‖2|ui|2
εi
= εix
>
i Mixi +
‖√MiBi‖2|ui|2
εi
,
and analogously,
2x>i MiDix¯i ≤ εix>i Mixi +
‖√MiDi‖2|x¯i|2
εi
. (26)
Therefore, we have
∇Vi(xi) · fi(xi, x¯i, ui) ≤ −(κi − 2εi)x>i Mixi
+
‖√MiBi‖2|ui|2
εi
+
‖√MiDi‖2
εi
(|xi−1|2 + |xi+1|2)
≤ −(κi − 2εi)Vi(xi) + ‖
√
MiBi‖2
εi
|ui|2
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+
‖√MiDi‖2
εi
( Vi−1(xi−1)
λmin(Mi−1)
+
Vi+1(xi+1)
λmin(Mi+1)
)
.
Hence, the function Vi(xi) = xi
>Mixi is an eISS Lyapunov function for the
subsystem Σi satisfying (7) and (8) with
αi := λmin(Mi), αi := λmax(Mi), λi := κi − 2εi,
γij :=
‖√MiDi‖2
λmin(Mj)εi
, γiu :=
‖√MiBi‖2
εi
.
With α := m and α := m, (9) is satisfied. With a uniformity condition on
εi, say 0 < ε ≤ εi ≤ ε < ∞ so that κ − 2ε > 0, we see that (10) also holds
with λ := κ− 2ε. Finally, we have
0 < γij ≤ md
2
mε
=: γ <∞,
showing that (13) is satisfied by Lemma 5.8, and
γiu ≤ mb
2
ε
=: γu for all i ∈ N,
which implies (11). Clearly, the infinite matrix Ψ := Λ−1Γ, for Λ and Γ as
in (12), has the same form as the one in (22).
In that way, with the same arguments as in Section 7.1, one can conclude
that any choice of the numbers εi such that
md2
(κ−2ε)mε <
1
2 for all i ∈ N leads
to r(Ψ) < 1.
Hence, by Theorem 6.1 there exists µ = (µi)i∈N ∈ `∞ satisfying 0 < µ ≤
µi ≤ µ <∞ with constants µ, µ such that function V (x) =
∑∞
i=1 µixi
>Mixi
is an eISS Lyapunov function for the interconnected system Σ.
Remark 7.3 In this example, we have used the Euclidean norm for the
space RNi of x¯i-vectors. However, one could utilize in computations also
more specific norms, based on our choice of the Lyapunov functions Vi,
which lead to more precise bounds on the gains.
For example, note that
√
Vi−1(·) is a norm on Rni , and thus one can
define a norm on RNi by
x¯i 7→ |||x¯i||| :=
√
Vi−1(xi−1) + Vi+1(xi+1).
Now instead of (26), we could obtain the estimate
2x>i MiDix¯i ≤ εix>i Mixi +
‖√MiDi‖2|||·|||,2|||x¯i|||2
εi
,
where the double index on the left-hand side indicates that we consider the
operator norm induced by the norm |||·||| on the domain and by Euclidean
norm on the codomain of the corresponding operator. Proceeding further,
we can again verify that the function Vi(xi) = xi
>Mixi is an eISS Lyapunov
function for the subsystem Σi, and at the same time avoid a rather rough
estimate of |xi|2 by Vi−1(xi−1)λmin(Mi−1) . 
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7.3 A road traffic model
In this example, we apply our approach to a variant of the road traffic model
from [40]. We consider a traffic network divided into infinitely many cells,
indexed by i ∈ N. Each cell i represents a subsystem Σi described by a
differential equation of the following form
Σi : x˙i = −
(vi
li
+ ei
)
xi +Dix¯i +Biui, xi, ui ∈ R, (27)
with the following structure
− ei = 0, Di = cvi+1li+1 , x¯i = xi+1, Bi = 0 if i ∈ S1 := {1, 3};
− ei = 0, Di = cvi+4li+4 , x¯i = xi+4, Bi = r > 0 if i ∈ S2 := {4 + 8c : c ∈
N ∪ {0}};
− ei = 0, Di = cvi−4li−4 , x¯i = xi−4, Bi = r2 if i ∈ S3 := {5+8c : c ∈ N∪{0}};
− ei = 0, Di = c(vi−1li−1 ,
vi+4
li+4
)>, x¯i = (xi−1, xi+4), Bi = 0 if i ∈ S4 :=
{6 + 8c : c ∈ N ∪ {0}};
− ei = e ∈ (0, 1), Di = c(vi−4li−4 ,
vi+1
li+1
)>, x¯i = (xi−4, xi+1), Bi = 0 if i ∈
S5 := {9 + 8c : c ∈ N ∪ {0}};
− ei = 0, Di = c(vi+1li+1 ,
vi+4
li+4
)>, x¯i = (xi+1, xi+4), Bi = 0 if i ∈ S6 :=
{2 + 8c : c ∈ N ∪ {0}};
− ei = 0, Di = c(vi−4li−4 ,
vi−1
li−1 )
>, x¯i = (xi−4, xi−1), Bi = 0 if i ∈ S7 :=
{7 + 8c : c ∈ N ∪ {0}};
− ei = 2e,Di = c(vi−1li−1 ,
vi+4
li+4
)>, x¯i = (xi−1, xi+4), Bi = 0 if i ∈ S8 :=
{8 + 8c : c ∈ N ∪ {0}};
− ei = 0, Di = c(vi−4li−4 ,
vi+1
li+1
)>, x¯i = (xi−4, xi+1), Bi = 0 if i ∈ S9 :=
{11 + 8c : c ∈ N ∪ {0}};
where, for all i ∈ N, 0 ≤ vi ≤ v, 0 < l ≤ li ≤ l, and c ∈ (0, 0.5). In (27),
li is the length of a cell in kilometers (km), and vi is the flow speed of the
vehicles in kilometers per hour (km/h). The state of each subsystem Σi,
i.e. xi, is the density of traffic, given in vehicles per cell, for each cell i of
the road. The scalars Bi represent the number of vehicles that can enter
the cells through entries which are controlled by ui. In particular, ui = 1
means green light and ui = 0 means red light. Moreover, the constants ei
represent the percentage of vehicles that leave the cells using available exits.
The overall system and subsystems are illustrated by Figure 1.
Clearly, the interconnected system Σ with state space X := `2(N, (ni))
and input space U := `2(N, (mi)) is well-posed (cf. Example 3.4).
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Figure 1: Model of a road traffic network composed of infinitely many sub-
systems.
Furthermore, each subsystem Σi admits an eISS Lyapunov function of
the form Vi(xi) =
1
2x
2
i . The function Vi satisfies (7) and (8) for all i ∈ N with
αi = αi =
1
2 , λi = 2(
vi
li
+ ei − 2εi), γij = ‖cDi‖
2
2εi
for all j ∈ Ii, γiu = B
2
i
2εi
, for
an appropriate choice of 0 < ε ≤ εi ≤ ε such that 0 < λ := 2
(
v/l−2ε) ≤ λi.
In that way, one can readily observe that
0 < γij ≤ (cv)
2
ε l2
=: γ <∞, 0 < γiu ≤ r
2
2ε
=: γu <∞.
Additionally, the infinite matrix Ψ := Λ−1Γ = (ψij)i,j∈N = (γij/λi)i,j∈N,
for Λ and Γ defined in (12), has the following structure.
− i ∈ S1 ⇒ (γij 6= 0 ⇔ j = i+ 1);
− i ∈ S2 ⇒ (γij 6= 0 ⇔ j = i+ 4);
− i ∈ S3 ⇒ (γij 6= 0 ⇔ j = i− 4);
− i ∈ S4 ⇒ (γij 6= 0 ⇔ j ∈ {i− 1, i+ 4});
− i ∈ S5 ⇒ (γij 6= 0 ⇔ j ∈ {i− 4, i+ 1});
− i ∈ S6 ⇒ (γij 6= 0 ⇔ j ∈ {i+ 1, i+ 4});
− i ∈ S7 ⇒ (γij 6= 0 ⇔ j ∈ {i− 4, i− 1});
− i ∈ S8 ⇒ (γij 6= 0 ⇔ j ∈ {i− 1, i+ 4});
− i ∈ S9 ⇒ (γij 6= 0 ⇔ j ∈ {i− 4, i+ 1}).
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The spectral radius r(Ψ) can be estimated by
r(Ψ) ≤ ‖Ψ‖ = sup
j∈N
∞∑
i=1
ψij ≤ 2γ
λ
.
Hence, any choice of the constants εi such that
(2(cv)2/ε l2)/((v/l)− 2ε) < 1,
for all i ∈ N, leads to r(Ψ) < 1.
Hence, by Theorem 6.1 there exists µ = (µi)i∈N ∈ `∞ satisfying µ ≤
µi ≤ µ with constants µ, µ > 0 such that the function V (x) = 12
∑∞
i=1 µix
2
i
is an eISS Lyapunov function for the interconnected system Σ.
8 Conclusions
In this paper, we developed sufficient small-gain type conditions for show-
ing exponential ISS of networks consisting of countably infinite numbers of
exponentially ISS subsystems. Our main mathematical tool is the theory of
positive linear operators in ordered Banach spaces. The proposed small-gain
conditions, expressed in terms of the spectral radius of the resulting gain
operator, can be checked in a computationally efficient way for large classes
of systems. We applied our results to some linear and nonlinear systems.
Our results can be extended in several directions. A challenging open
question is whether similar conditions can be derived for (generally, non-
exponential) input-to-state stability of countable interconnections of merely
ISS subsystems. One of the questions arising on this direction is to relate the
condition “spectral radius is less than one” with the robust strong small-gain
condition introduced in [11].
Another direction is to use our results for the development of scale-free
distributed/decentralized control design, which is now under investigation.
In the spirit of [41], our future work also investigates the necessity of such
small-gain conditions.
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A Positive operators
In this section, we recall some results about positive operators on ordered
Banach spaces and prove a result about their spectral radii. We start with
some elementary facts about bounded operators. A general reference is [20].
Let X be a real Banach space with norm | · | and T : X → X be
a bounded linear operator. Recall that the complexification of X is the
complex Banach space XC = {x + iy : x, y ∈ X} equipped with the norm
|x + iy| := supt∈[0,2pi] |(cos t)x + (sin t)y|. The complexification of T is the
bounded operator TC(x + iy) := Tx + iTy, TC : XC → XC. The resolvent
of T is the function R(λ, T ) := (λI − TC)−1, defined for all λ ∈ C so that
the inverse exists and is a bounded operator. The resolvent set of T is
ρ(T ) = {λ ∈ C : R(λ, T ) exists and is bounded} and the spectrum is σ(T ) =
C\ρ(T ), which is a nonempty compact set. The spectral radius of T is defined
as
r(T ) := max{|λ| : λ ∈ σ(T )}.
A way to compute r(T ) is provided by Gelfand’s formula [20]:
r(T ) = lim
n→∞ ‖T
n‖1/n = inf
n∈N
‖Tn‖1/n. (28)
Let X∗ denote the topological dual space of X, i.e., the Banach space of all
bounded linear functionals x∗ : X → R, equipped with the operator norm
|x∗| = sup|x|=1 |x∗(x)|. The adjoint operator of T is defined as (T ∗x∗)(x) :=
x∗(Tx) for all x∗ ∈ X∗ and x ∈ X. The adjoint operator satisfies σ(T ∗) =
σ(T ) and ‖T ∗‖ = ‖T‖.
A nonempty subset K ⊂ X is called a cone if it is closed3 and convex
and satisfies the following properties:
3Sometimes the closedness is not part of the definition of a cone, and cones satisfying
this assumption are called closed cones.
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• If x ∈ K and λ ≥ 0, then λx ∈ K.
• If x,−x ∈ K, then x = 0.
In particular, the former of these properties together with the convexity
implies that for any x, y ∈ K and λ, µ ≥ 0 also λx+ µy ∈ K.
The specification of a cone in X defines a partial order:
x ≥ y ⇔ x− y ∈ K, ∀x, y ∈ X.
The pair (X,K) is thus called an ordered Banach space.
We say that a cone K is generating if it spans X, i.e., if every element
of X is a finite linear combination of elements of K. It is easy to see that
this is equivalent to K −K = X, where K −K := {x− y : x, y ∈ K}.
Once a cone K has been specified, a bounded linear operator T : X → X
is called positive if T (K) ⊂ K. In this case, we write T > 0. The positivity
of an operator T can also be expressed by the implication
x ≥ y ⇒ Tx ≥ Ty.
We define the dual cone4 of K as
K∗ := {x∗ ∈ X∗ : x∗(x) ≥ 0 for all x ∈ K} .
Now, one can easily establish the following lemma (see also [42, Lem. 1.34]).
Lemma A.1 Let K be a generating cone in X. Then K∗ is a cone in X∗.
If T > 0, then T ∗(K∗) ⊂ K∗, i.e., T ∗ is a positive operator with respect to
the cone K∗.
In general, it is not clear whether K∗ contains nonzero elements if K
does. However, if K has nonempty interior, this is the case as shown in the
next propostion.
Proposition A.2 Assume that the cone K has nonempty interior. Then
K is generating and K∗ contains elements different from zero.
See [43, Lem. 1.1.4] and [18] for the proof.
To derive a result about the spectral radius of a positive operator T , we
introduce the following numbers:
λ(T ) := sup{λ ∈ R : ∃x ∈ K\{0} s.t. Tx ≥ λx},
λ(T ) := inf{λ ∈ R : ∃x ∈ K\{0} s.t. Tx ≤ λx}.
Clearly, λ(T ), λ(T ) ≥ 0. The following theorem is essentially derived from
the analysis in [19, Sec. 6].
4It would be more accurate to call K∗ the dual wedge, because in general it does not
have the property that x∗,−x∗ ∈ K∗ implies x∗ = 0. However, in our applications it is
always a cone, so we consider this as a negligible subtlety.
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Theorem A.3 Let T : X → X be a positive bounded linear operator on the
Banach space X. Further assume that intK 6= ∅. Then r(T ) ≥ λ(T ∗) ≥
λ(T ).
Proof: Since K has nonempty interior, it is generating by Proposition
A.2. Then, by Andoˆ’s Theorem [42, Thm. 2.42], there exists a constant
q > 0 so that 0 ≤ x∗ ≤ y∗ in X∗ implies |x∗| ≤ q|y∗|. Also, by Lemma A.1,
the operator T ∗ is positive.
The proof now proceeds in two steps.
Step 1 : We show that r(T ) ≥ λ(T ∗): assume that 0 6= x∗ ∈ K∗ and λ ≥ 0
such that T ∗x∗ ≥ λx∗. We may assume that |x∗| = 1. Then (T ∗)nx∗ ≥ λnx∗
for all n ∈ N and thus
λn = |λnx∗| ≤ q|(T ∗)nx∗| ≤ q‖(T ∗)n‖.
This implies ‖(T ∗)n‖1/n ≥ λ
q1/n
. As λ was chosen arbitrarily, by Gelfand’s
formula (28), r(T ) = r(T ∗) ≥ λ(T ∗).
Step 2 : Note that Step 1, in particular, shows that λ(T ∗) ∈ [0, r(T )].
We complete the proof by showing that λ(T ∗) ≥ λ(T ). Let λ := λ(T ∗) + ε
for some ε > 0. Then for no 0 6= x∗0 ∈ K∗ it holds that T ∗x∗0 − λx∗0 ≥ 0.
Let us define P := {λx − Tx : x ∈ K}. Note that this set is convex and
nonempty. Clearly, 0 ∈ P ∩K. If P ∩K 6= {0}, then there is 0 6= x0 ∈ K
with Tx0 ≤ λx0, implying λ(T ) ≤ λ = λ(T ∗)+ε. We assume to the contrary
that P ∩K = {0}. Since both P and K are convex and K has nonempty
interior, Eidelheit’s Separation Theorem [44, Thm. 2.2.16] guarantees the
existence of 0 6= x∗0 ∈ X∗ and c ∈ R such that x∗0(λx − Tx) ≤ c and
x∗0(x) ≥ c for all x ∈ K. Choosing x := 0, we see that c = 0. Hence,
x∗0 ∈ K∗ and (λx∗0 − T ∗x∗0)(x) ≤ 0 for all x ∈ K, implying T ∗x∗0 − λx∗0 ≥ 0,
which is a contradiction. Hence, λ(T ) ≤ λ(T ∗) + ε for all ε > 0, implying
λ(T ) ≤ λ(T ∗). 
From [19, Thm. 17] it actually follows that r(T ) = λ(T ) provided that
T is a strictly positive operator, i.e.,
T (K\{0}) ⊂ intK,
and some mild assumption on the norm in X is satisfied.
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