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SPECTRUM OF THE IWATSUKA HAMILTONIAN AT THRESHOLDS
PABLO MIRANDA AND NICOLAS POPOFF
ABSTRACT. We consider the bi-dimensional Schro¨dinger operator with unidirectionally constant
magnetic field,H0, sometimes known as the “Iwatsuka Hamiltonian”. This operator is analytically
fibered, with band functions converging to finite limits at infinity. We first obtain the asymptotic
behavior of the band functions and its derivatives. Using this results we give estimates on the
current and on the localization of states whose energy value is close to a given threshold in the
spectrum of H0. In addition, for non-negative electric perturbations V we study the spectral
density ofH0˘V, by considering the Spectral Shift Function associated to the operator pair pH0˘
V,H0q. We compute the asymptotic behavior of the Spectral Shift Function at the thresholds,
which are the only points where it can grows to infinity.
1. INTRODUCTION
1.1. Context and motivation. Let b be a scalar magnetic field in R2 that is translationally in-
variant in the sense that it does not depend on one of the spatial variables: bpx, yq “ bpxq. Let
a : R Ñ R be the function apxq “ şx
0
bptqdt. Then the potential Apxq :“ p0, apxqq satisfies
curlA “ b. In this article we study the magnetic Schro¨dinger operator
H0 :“ p´i∇´ Aq2 “ ´B2x ` p´iBy ´ apxqq2
acting in L2pR2q.
In [19] Akira Iwatsuka considered this class of Hamiltonians in order to show new examples of
magnetic Schro¨dinger operators with purely absolutely continuous spectrum. This model has
many interesting properties, and some of them have been well studied in the past. For instance,
in the physics literature it can be seen as an open quantum waveguide in the sense that the
presence of such magnetic field generates transport for a spinless particle in a plane (see [24]
for references). Rigorous propagation properties of this model are described for example in
[22, 21, 10, 18]. Additionally, the spectral properties ofH0 have also been studied. In this sense,
one important conjecture on the spectrum ofH0 is that it should be purely absolutely continuous
as long as b is non-constant. However, although it have been found different conditions on b that
ensure this property, the general result remains unproved (see [19, 22, 14, 30]).
In order to describe the problems that we propose to study in this article it is necessary to write a
well known decomposition of the operator H0.
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Fiber decomposition of H0. Let F be the partial Fourier transform with respect to the transla-
tionally invariant variable y P R:
pFuqpx, kq “ 1p2πq1{2
ż
R
e´ikyupx, yq dy, for u P C80 pR2q.
Then
(1) FH0F
˚ “
ż ‘
R
hpkq dk,
where hpkq is a self-adjoint operator acting in L2pRq, defined by
(2) hpkq “ ´ d
2
dx2
` papxq ´ kq2, k P R.
For any k P R, under hypotheses (3) below, hpkq has compact resolvent, therefore its spectrum
is discrete, and moreover, it is simple. We denote the increasing sequence of eigenvalues by
tEnpkqu8n“1. For any n P N, the band function Enp¨q is analytic as a function of k P R [19].
In a broad sense, the results of this article are valid for magnetic fields that satisfy:
(3)
aq b P C8pRq.
bq b is increasing.
cq limxÑ˘8 bpxq “ b˘, for b` ą b´ ą 0.
Even more, each one of these hypotheses can be relaxed, but the results are much easier to read
for these kind in magnetic fields.
Set En :“ b´p2n´ 1q and En :“ b`p2n´ 1q, then, condition (3) implies that En ď Enpkq ď En
for all k P R. Furthermore, Enp¨q is strictly increasing for any n P N, and limkÑ`8Enpkq “ En;
limkÑ´8Enpkq “ En for all n P N, see [19, 22]. In particular, the spectrum of H0, σpH0q, is
purely absolutely continuous and
(4) σpH0q “
ď
ně1
EnpRq “
ď
ně1
rEn, Ens.
Moreover, using decomposition (1) and the monotonicity of En it is possible to see that the
multiplicity of the spectrum ofH0 changes at any point in the set of points tEn, Enu8n“1. This set
of points will be refered as thresholds in σpH0q. We denote it by TH0 .
1.2. Description of the main results of the article. The first step in the physical description
of our magnetic system at energies near thresholds, requires to precise the behavior of the band
functions when k Ñ ˘8. Therefore, our first task in this article is to describe qualitatively
this behavior. We will do this for magnetic fields converging to their limits as power decaying
functions, with similar hypotheses on its derivatives (see (5)). In Theorem 2.2 we obtain the first
three asymptotic terms of k ÞÑ Enpkq, which are roughly given by p2n ´ 1qbp kb` q. We also give
the asymptotic behavior of the first and second derivative, which can be formally obtained as the
derivatives of the asymptotic term of En. A byproduct of our analysis in section 2 is an estimate
of the eigenfunctions by a linear combination of Hermite’s functions.
In section 3, we exploit these results to obtain properties of functions localized in energy near
a given threshold. This problematic arises from physical consideration: it consists in taking a
3quantum state of a given energy, and to study its evolution under the magnetic system consid-
ered. We are particularly interested in the propagation properties in the translationally invariant
direction (that is the y direction). As explained in [22, 18], a state localized in energy away from
thresholds bear a current which can be bounded from below. Moreover, it is localized in the x
variable, i.e. it decays in the direction in which the magnetic field varies. On the contrary, when
the energy interval contains a thresholds, no lower bound on the current is available. Inspired
by the approach of [17], we study the bulk component of a quantum states localized in energy
near a given threshold. Using the asymptotics of the band functions and its derivatives, we are
able to provide a quantitative control on the current carried by the given state, as the distance
from its energy to the threshold goes to 0 (see Proposition 3.1). Further, the asymptotics of the
eigenfunctions of the fiber operator allow us to prove that a state localized in a energy near a
threshold is concentrated in a zone where the magnetic field is close to its limit. See Theorem
3.3.
In sections 4–6 we will perturb the operatorH0, and consider the spectral density of the resulting
operator. More specifically, we will take a non-negative decaying electric potential V and will
define H :“ H0 ˘ V . Under these hypotheses the essential spectrum of H coincide with the
essential spectrum of H0. However, discrete eigenvalues may appear. Counting the number of
such eigenvalues has been considered for b constant and non-constant (for the Landau case, b “
constant, see for instance [27, 28, 26, 29], and for Iwatsuka [31, 11, 23]). In this article we study
an extension of this problem to the continuous spectrum ofH , namely, we describe the properties
of the spectral shift function (SSF) for the operator pair pH,H0q. (The connection between the
eigenvalue counting function and the SSF is given by (38)).
In Theorem 4.1 we prove that the SSF is continuous everywhere except at the thresholds in TH0
and the eigenvalues of H . Moreover, we show that it is a bounded function in compact subsets
of RzTH0 . Subsequently, Theorem 4.3 states that the SSF is bounded at the thresholds as well, as
long as the rate of convergence of V to zero is large compared to the rate of convergence of bpxq
to b˘. On the contrary, in Theorem 4.4 we describe the behavior of the SSF at the thresholds,
for certain potentials V that decay moderately at infinity. In this case, the SSF is unbounded
as a fixed threshold is approached. This result is given by the semiclassical formula (45) which
relates the behavior of the SSF with a volume in phase space determined by the potential V ,
and partly extend some of the results obtained in the above articles on the Landau and Iwatsuka
Hamiltonians.
The approach we use here to study the SSF comes somehow from [27], where the discrete spec-
trum of the Landau Hamiltonian was described. This approach was also used to analyze the
discrete spectrum of the Iwatsuka Hamiltonian in [23]. However, in the aforementioned articles
it was not necessary to make a detailed analysis of the corresponding band functions; they are
constants in the Landau case and some variational estimates are enough for the Iwatsuka case.
There are other models where the asymptotics of band functions was necessary to make the spec-
tral analysis, the closest one being a half-plane submitted to a constant magnetic field ([5, 17, 4]).
One of the differences with our situation is that we consider a whole class of varying magnetic
field, and in these references the magnetic field is constant, allowing, for instance, the use of
special functions to study the fiber operator.
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In this article, we will state almost all of our results for the thresholds tEnu8n“1. Since this are
thresholds corresponding to the fact that bpxq Ñ b` as xÑ `8, we only write the assumptions
on b for x Ñ `8. It is clear that the same assumptions as x Ñ ´8 would lead to symmetric
results for the thresholds tEnu8n“1.
2. ASYMPTOTICS OF THE BAND FUNCTIONS
We will assume:
(5)
aq D x0 P R, @p P N, @x ě x0, bppqpxq ‰ 0.
bq b1pxq “ opb` ´ bpxqq, and@p P N, bpp`1qpxq “ opbppqpxqq; xÑ `8.
cq pb1q2pxq “ opb2pxqq; xÑ `8.
These hypothesis will be naturally satisfied for magnetic fields that converge to b` as a negative
power of x. Therefore, in the following sections we will exploit our results for this kind of
magnetic fields (see assumption (10) below).
Notation 2.1. Denote by xk :“ a´1pkq, the point where the potential papxq ´ kq2 attains its
minimum; bk :“ bpxkq and for p ě 1, bppqk :“ bppqpxkq.
For σ ą 0 and τ ą 0, define the function
(6) ǫσ,τ pkq :“ pb1kq2 ` sup
xPpσk,`8q
t|b1b2pxq| ` |bp3qpxq|u ` e´τk2.
For readibility, we will write ǫpkq :“ ǫσ,τ pkq.
Theorem 2.2. Assume that b satisfies (3) and (5), then for any n P N, there exist σ ą 0 and
τ ą 0 such that
(7) Enpkq “ bkΛn ` γnb´1k b2k `Opǫpkqq, k Ñ8,
with Λn :“ 2n ´ 1 and γn :“ 14p2n2 ´ 2n` 1q.
Moreover, the derivatives have an asymptotic expansion that is the formal derivative of En, up
to the remainder:
(8) E 1npkq “ b´1k Λnb1k `Opǫpkqq, k Ñ8,
and
(9) E2npkq “ b´2k Λnb2k `Opǫpkqq, k Ñ8.
In the above asymptotics, the remainders depends on n.
Remark 2.3. It is possible to precise the range of values of the constants involved in Definition
(6): The theorem holds true at least for all constants pσ, τq P p0, 1
b`
´ σ0
pb`q1{2
q ˆ p0, σ20
2
q, where
σ0 P p0, 1pb`q1{2 q.
We exploit Theorem 2.2 in the following model case:
(10) Dx0 ą 0, @x ě x0, b` ´ bpxq “ 1
xM
with M ą 0.
5Here we again impose a condition much stronger than necessary in order to write the results of
the following sections concisely.
Corollary 2.4. Assume (3) and (10). Set η “ minp2M ` 2,M ` 3q, then, as k Ñ `8:
Enpkq ´ En “ ´Λnb
M
`
kM
`O
ˆ
1
kM`2
˙
.
E 1npkq “M
Λnb
M
`
kM`1
`O
ˆ
1
kη
˙
and E2npkq “ ´MpM ` 1q
Λnb
M
`
kM`2
`O
ˆ
1
kη
˙
.
Although this corollary is a direct consequence of Theorem 2.2, it can also be seen as the
first terms of the asymptotics provided by the harmonic approximation for a semi-classical
Schro¨dinger operator (see Remark 2.5).
2.1. Construction of quasi-modes. In order to prove Theorem 2.2 we will apply the standard
procedure of constructing quasi-modes, for hpkq in (2) which is a Sturm-Liouville operator. The
potential papxq ´ kq2 vanishes only at the point x “ xk “ a´1pkq. Near this point, its formal
Taylor expansion is b2kpx´ xkq2 `Opx3q, where the remainder depends on k. Therefore, guided
by the semiclassical approximation, we perform the change of variables
(11) t “ b1{2k px´ xkq,
and the operator hpkq becomes
(12) bk
`´B2t ` wpt, kq˘ , t P R,
where
wpt, kq :“ b´1k papb´1{2k t ` xkq ´ kq2.
We compute the derivatives of w, with the notation x “ b´1{2k t` xk:
w1pt, kq “ 2b´3{2k papxq ´ kqbpxq
wp2qpt, kq “ 2b´2k pbpxq2 ` papxq ´ kqb1pxqqq
wp3qpt, kq “ 2b´5{2k p3bpxqb1pxq ` papxq ´ kqb2pxqq
wp4qpt, kq “ 2b´3k p3b1pxq2 ` 4bpxqb2pxq ` papxq ´ kqbp3qpxqq .
In consequence, the Taylor expansion of the normalized potential w near t “ 0 writes
(13) wpt, kq “ t2 ` α1pkqt3 ` α2pkqt4 `R4pt, kq,
with
(14) α1pkq “ b´3{2k b1k and α2pkq “
1
4
b´3k pb1kq2 `
1
3
b´2k b
2
k.
Remark 2.5. The tools used here are closed to those of the semi-classical harmonic approxima-
tion ([9]). Notice that by trying the scaling X “ xkx and setting ~ “ x´2k , we are led (up to
factor) to an operator of the form ´~2B2X `W pX, hq, where the potential W has a unique non
degenerate minimum, and a Taylor expansion near the minimum in powers of X , depending on
h but also on b
ppq
k . The hypotheses (5) express then conditions of the potential W so that this
operator enters indeed in the framework of harmonic approximation. Under condition (10), the
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potentialW has an expansion with powers of X , and with various powers of ~ (and therefore in
k´1), but due to the different scales, it is not clear that a full asymptotic expansion in power of
k´1 exists.
From (12) and (13) we are led to compute the spectrum of the formal operator h0`w1`w2`R4
with
(15) h0 “ ´B2t ` t2, w1 “ α1t3, w2 “ α2t4, R4pt, kq “ wpt, kq ´ pt2 ` α1t3 ` α2t4q.
We will consider these operators formally, and construct a quasi eigenpair of the form
(16) pµ0 ` µ1 ` µ2, ϕ0 ` ϕ1 ` ϕ2q,
where this ansatz is adapted to perturbation theory, as follows:
2.1.1. The engine. Let Ψn be the n-th normalized Hermite’s function, starting from n “ 1 (see
for example [1]).
The order 0 term leads to ph0 ´ µ0qϕ0 “ 0, which is solved by taking
µ0 “ Λn and ϕ0 “ Ψn.
2.1.2. First order. We look for a pair pµ1, ϕ1q such that ph0 ´ µ0qϕ1 “ pµ1 ´ w1qϕ0. The
Fredholm alternative writes xpµ1 ´ w1qΨn,Ψny “ 0, therefore, using the symmetry of Ψn and
the oddness of w1, we get
µ1 “ 0 and ϕ1 “ ´ph0 ´ µ0q´1pw1Ψnq.
Taking into account that
(17) tΨnptq “
c
n ´ 1
2
Ψn´1 `
c
n
2
Ψn`1,
we obtain
(18) t3Ψn “ 2´3{2
`apn´ 1qpn´ 2qpn´ 3qΨn´3 ` 3pn´ 1q?n´ 1Ψn´1
` 3n?nΨn`1 `
a
npn` 1qpn` 2qΨn`3
˘
.
Hence
(19) ϕ1 “ ´α1pkq2´5{2
´
´ 1
3
a
pn ´ 1qpn´ 2qpn´ 3qΨn´3 ´ 3pn´ 1q
?
n ´ 1Ψn´1
` 3n?nΨn`1 ` 13
a
npn` 1qpn` 2qΨn`3
¯
.
2.1.3. Second order. We have that w1ϕ1 “ Opα21q, therefore we shall give priority to the term
w2ϕ0 since α
2
1 “ opα2q, see (5). These considerations bring us to solve the equation ph0 ´
µ0qϕ2 “ pµ2´w2qϕ0, and as above we get µ2 “ xw2ϕ0, ϕ0y and ϕ2 “ ph0´E0q´1pµ2´w2qϕ0.
Computations using (17) and (18) provides
xt4Ψn,Ψny “ xt3Ψn, tΨny “ 34p2n2 ´ 2n` 1q :“ γn,
7implying that
µ2 “ 3
4
p2n2 ´ 2n` 1qα2.
Moreover, ϕ2 has the form
ϕ2 “ α2pkq
2ÿ
p“´2
cpΨn`2p,
where, by construction c0 “ 0 and
(20) @n ě 1,
$’’’’&’’’’’%
c´2 “ ´ 132
a
pn ´ 1qpn´ 2qpn´ 3qpn´ 4q
c´1 “ ´ 116
a
pn ´ 1qpn´ 2qp4n ´ 6q
c1 “ 116
a
npn` 1qp4n` 2q
c2 “ 132
a
npn` 1qpn` 2qpn` 3q .
2.2. Application of the spectral theorem and proof of the asymptotics of the band function.
Denote by pµ, vqmn p¨, kqq the quasimodes constructed above according to the ansatz (16). Note
that vqmn is obviously in the domain of ´B2t ` w. Then, by construction
pp´B2t ` wq ´ µqvqmn “ w1ϕ1 ` w1ϕ2 ` w2ϕ1 ´ µ2ϕ1 ´ µ2ϕ2 ` ω2ϕ2 `R4vqmn .
Let ηnpkq be the norm of the above quantity. Accordingly
(21) ηnpkq “ }R4vqmn } `Opα21q `Opα1α2q “ }R4vqmn } `Opα21q.
where we have used condition (5). Recalling that R4 is the fourth order Taylor remainder of w,
we get a constant C ą 0 such that
@k P R, }R4vqmn p¨, kq}2 ď C
ż
R
˜
sup
|s|ăt
|wp5qps, kq| |t5|
¸2
vqmn pt, kq2dt,
with
wp5qpt, kq “ 2b´7{2k p10b1pxqb2pxq ` 5bpxqbp3qpxq ` papxq ´ kqbp4qpxqq.
Let σ0 P p0, 1pb`q1{2 q, we consider the above integral in two pieces, |t| ă σ0k and |t| ą σ0k. First
we treat the part |t| ă σ0k, where the potential wp5q is small: We have |apxq ´ k| ď c|t| for all
pt, kq P R ˆ R with c ą 0 a constant, see (11). Therefore, there exists a polynomial Pn (whose
coefficients do not depend on k) such that
I1 :“
ż
|t|ăσ0k
˜
sup
|s|ăt
|wp5qps, kq||t|5
¸
2vqmn pt, kq2dt
ďC
˜
sup
|t|ăσ0k
p|b1b2| ` |bp3q| ` |bp4q|qpxq
¸
2
ż
|t|ăσ0k
Pnptqe´t2dt.
Let σ P p0, 1
b`
´ σ0
pb`q1{2
q. Recalling (11), we see that |t| ă σ0k is equivalent to |x´ xk| ď σ0
b
1{2
k
k.
Using that xk ě kb` , we obtain x ą p 1b` ´ σ0b1{2
k
qk ě σk for k large enough, since bk Ñ b` as
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k Ñ 8. Then, by assumption on b, we have bp4q “ opbp3qq and we find another constant C ą 0
such that for k large enough
I1 ď C sup
pσk,`8q
p|b1b2| ` |bp3q|q2.
For the part |t| ą σ0k, we will use that the quasi-mode has exponential decay. By similar
estimates as above, we obtain
I2 :“
ż
|t|ąσ0k
˜
sup
|s|ăt
wp5qps, kqt5
¸2
vqmn pt, kq2dt
ďC
ż
|t|ąσ0k
Pnptqe´t2dt ď Cpτqe´τk2,
for all τ P p0, σ20q. Therefore, using that I1 ` I2 “ }R4vqmn }2, we get
(22) }R4vqmn } “ Op sup
pσk,`8q
pb1b2 ` bp3qq ` e´τ k
2
2 q.
Combining (22) with (21), and recalling the definition of ǫ in (6), we can see that
(23) ηnpkq “ Opǫpkqq.
Finally, noticing that }vqmn } “ 1` op1q and applying the spectral theorem
|Enpkq ´ bkµ| “ Opǫpkqq,
which together with (5) c) implies the asymptotics (7).
Denote by qk the quadratic form associated with hpkq. Each Enpkq is a simple eigenvalue of
hpkq, and since each Enpkq converge to En from below, there exists c ą 0 and kn such that
@k ě kn, distpEnpkq, σphpkqqztEnpkquq ě c.
This spectral gap allows us to precise that the constructed quasi-modes are closed to the eigen-
functions of hpkq in the following sense (see [16, Proposition 2.5]):
(24) }un ´ uqmn } `
a
qkpun ´ uqmn q “ Opǫpkqq,
where uqmn is the quasi-mode in the original variable, i.e.,
(25) uqmn px, kq :“ b1{4k vqmn pb1{2k px´ xkq, kq,
and un is a normalized eigenfunction of hpkq associated with Enpkq.
2.3. Asymptotics of the derivatives. The standard Feynman-Hellman (FH) formula writes
E 1npkq “ ´ 2
ż
R
papxq ´ kqunpx, kq2dx
“´ 2
ż
R
papxq ´ kquqmn px, kq2dx` 2
ż
R
papxq ´ kqpunpx, kq2 ´ uqmn px, kq2qdx.
9The last term is easily controlled:ˇˇˇˇż
R
papxq ´ kqpunpx, kq2 ´ uqmn px, kq2qdx
ˇˇˇˇ
ď
ˆż
R
papxq ´ kq2punpx, kq ´ uqmn px, kqq2dx
ż
R
punpx, kq ` uqmn px, kqq2dx
˙1{2
ď Cqkpun ´ uqmn q1{2,
and is therefore Opǫpkqq, see (24). Now we have to compute the main term. We do the same
change of variable (11) as above and we expand the potential:
aptb´1{2k ` xkq ´ k “ b1{2k
´
t ` β1t2 ` β2t3 ` R˜3
¯
,
with β1 “ α12 and β2 “ α22 ´ α
2
1
8
, see (14). Recall that the quasi mode in these variables writes
vqmn “ ϕ0 ` ϕ1 ` ϕ2, where ϕp are defined in Subsection 2.1. Then we get
´2
ż
R
papxq ´ kquqmn px, kq2dx
“ ´2b1{2k
ż
R
´
t ` β1t2 ` β2t3 ` R˜3ptq
¯
pϕ0ptq ` ϕ1ptq ` ϕ2ptqq2dt.
Expanding the above integrand, we use that some terms are odd functions and their integral
cancels, obtaining
(26) E 1npkq “ ´2b1{2k pT1 ` T2 ` T3q `Opǫnpkqq,
where
T1 “
ż
R
pt` β1t2qpϕ0ptq ` ϕ1ptqq2dt,
T2 “
ż
R
2tϕ1ϕ2` 2β1t2ϕ0ϕ2`β1t2ϕ22` 2β2t3ϕ1pϕ0`ϕ2qdt, and T3 “
ż
R
R˜3ptqvqmn pt, kq2dt.
The term T1 satisfies
T1 “ 2xtϕ0, ϕ1y ` β1}tϕ0}2 `Opα21q,
and it is known that }tϕ0}2 “ Λn2 . More tedious compuations provides xtϕ0, ϕ1y “ ´38α1Λn, so
that
T1 “ ´12α1Λn `Opα21q.
Moreover, using our assumptions on the magnetic field, T2 “ Opα1α2q “ Opb1kb2kq “ oppb1kq2q.
Finally, we estimate the term T3 using the same arguments leading to (22), which give us T3 “
Opsupprσk,`8q bp3qpkq ` e´τk2q. Equation (8) is obtained by combining these last estimates with
(26).
Concerning the second derivative, we have the formula:
E2npkq “ ´2
ˆ
´1` 2
ż
R
papxq ´ kqBkunpx, kqunpx, kqdx
˙
.
Note that Bkun satisfies the following ODE:
phpkq ´ EnpkqqBkunpx, kq “ pE 1npkq ` 2papxq ´ kqqunpx, kq.
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Due to the FH formula, the r.h.s. is orthogonal to un and therefore we get
Bkunp¨, kq “ phpkq ´ Enpkqq´1ppE 1npkq ` 2pap¨q ´ kqqunp¨, kqq.
We are left with the task of estimating
(27)
ż
R
papxq ´ kqunpx, kqphpkq ´ Enpkqq´1ppE 1npkq ` 2pap¨q ´ kqqunqpxqdx.
We proceed in the same change of variables and Taylor expansion as above and we use resolvent
formulas in order to apply phpkq ´ Enpkqq´1. We don’t give all details here since these com-
putations are rather tedious and redundant with those given above. First, arguing as before, we
can replace un by u
qm
n in formula (27). The factor papxq ´ kquqmn px, kq is easily expressed with
Hermite’s function as in the previous section. Further, we get (the terms are ordered and grouped
by decreasing order as k Ñ `8):
(28)
p2papxq ´ kq ` E 1npkqquqmn px, kq
“ 2b1{2k tϕ0 `
´
E 1nϕ0 ` 2b1{2k tϕ1 ` b1{2k α1t2ϕ0
¯
`
´
2b
1{2
k tϕ2 ` 2b1{2k β2t3ϕ0
¯
`R3pt, kq
:“ τ0 ` τ1 ` τ2 `R3,
with obvious notations, and where R3 is a remainder. We want to apply the resolvent phpkq ´
Enpkqq´1 to the above expression. Using the resolvent formula we obtain formally
phpkq ´ Enpkqq´1
“ b´1k ph0 ´ Λnq´1
`
I´pb´1k Enpkq ´ Λn ´ pα1t3 ` α2t4 `R4qqph0 ´ Λnq´1
˘´1
“ b´1k ph0 ´ Λnq´1
`
I`pb´1k Enpkq ´ Λn ´ pα1t3 ` α2t4 `R4qqph0 ´ Λnq´1 `Opα21q
˘
This formula is useful for applying the resolvent on τ0 given in (28). For the terms τ1 and
τ2, which are respectively Opα1q and Opα2q, we can apply directly b´1k ph0 ´ Λnq´1 instead of
phpkq ´ Enpkqq´1 since the remainder will be Opǫq.
As above, we express everything in the basis of Hermite’s functions, neglecting all the term that
are controlled by α21. The above constructions insures that there is no ϕ0 in each of these terms,
so that it is possible to apply ph0 ´ Λnq´1. The same estimates as above lead to the asymptotics
of E2npkq announced in Theorem 2.2.
3. STATES LOCALIZED NEAR THE THRESHOLDS
To begin we introduce some notations. Let Un : L
2pRq ÞÑ L2pRˆRq be the isometry defined by
pUnwqpx, kq :“ wpkqunpx, kq. Its adjoint is pU˚nvqpkq “ xunp¨, kq, vp¨, kqy, and we consider the
projectors Πn :“ UnU˚n and πn :“ F˚ΠnF . We know that
ř
ně1 πn “ I.
Let I be a Borel subset of σpH0q. A function ϕ P DompH0q is localized in I if it satisfies
PIpH0qϕ “ ϕ, where PIpH0q is the spectral projector for H0 associated with I . It is easy to
see that ϕ is localized in I if and only if for all n P N, supppU˚nFϕq Ă E´1n pIq. Assume that
I is bounded and that I contains exactly one threshold En (or that the distance from I to En is
small). Then all πmϕ with m ‰ n have standard edge state properties (see [18]), whereas πnϕ
would be called the bulk component of ϕ in the terminology of [8, 17] (notice that the bulk-edge
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terminology is a priori irrelevant here since the system has no boundary). The edge states are
known to be functions localized in a bounded region (in the x direction) of the plane, whose
current (representing their transport properties in the y direction) is bounded from below by a
constant that depends only of the energy interval I , see (29) below. On the contrary, current of
bulk states cannot be bounded from below, and they are not localized in general.
The appearance of bulk states is linked to one of the main original property of this model: the
band functions are not proper (therefore this model does not enter the theory developed in [15]).
Indeed, if I contains a threshold En, the set E
´1
n pIq is not bounded (or gets large if I gets close
to En). To treat the properties of quantum states localized in energy near a given threshold En,
it is necessary to have good understanding of the corresponding band function at infinity. In this
section we will describe some properties of the bulk component of πnϕ, namely we will show
that its current is small and that it is localized in the zone of configuration space where H0 is
closed to the Landau Hamiltonian with constant magnetic field b`.
3.1. Estimates on the current. The current operator is Jy :“ ´irH0, ys, defined as a self adjoint
operator on DompH0q. Easy computations show that Jy “ ´iBy ´ a. We introduce some
notations in order to link Jy with the derivative of the band functions.
The Feynman-Hellmann formula shows that the velocity operator satisfies
xJyπnϕ, πnϕy “ xE 1nU˚nFϕ,U˚nFϕy,
see [22]. Notice that this form is reminiscent of [33, Section 5.2], stating that in a Fourier
basis adapted to the diagonalization of H0, the velocity operator is unitarily equivalent to the
multiplication by the derivative of the band functions.
Let I Ă σpH0q and let ϕ be such that PIpH0qϕ “ ϕ. Then the above identities yield
(29) inf
E´1n pIq
E 1n ď
xJyπnϕ, πnϕy
}πnϕ}2 ď supE´1n pIq
E 1n.
Therefore, as explained in [22, 18], a state πnϕ localized in energy away from the thresholds En
and En has a positive current, whereas when I contains such a threshold, no lower bound on the
current is available.
Define ̺n : p0, En ´ Enq Ñ R, as the inverse function of En ´ En. Under the assumption (10),
we deduce from Corollary 2.4 the following asymptotics, as δ Ñ 0:
(30) ̺npδq “ αδ´ 1M `Opδ 1M q and ̺1npδq “ ´βδ´
1
M
´1 `Opδ ηM q,
with α “ b`Λ
1
M
n and β “ b`Λ
1
M
n
M
, and η defined in Corollary 2.4.
Following the approach introduced in [17], we consider an energy interval Ib :“ pEn´δ1, En´δ2q
with 0 ă δ1 ă δ2, and provide quantitative upper and lower bound for the current of states
localized in energy in Ib, as δi Ñ 0.
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Proposition 3.1. Assume (3) and (10). Then there exists η ą 0 such that for all ϕ P DpH0q
satisfying PIbpH0qϕ “ ϕ, there holds, as δi Ñ 0:
δ
1` 1
M
1
β
`Opδ
η
M
1 q ď
xJyπnϕ, πnϕy
}πnϕ}2 ď
δ
1` 1
M
2
β
`Opδ
η
M
2 q.
Here the remainders are uniform with respect to δi and ϕ.
Proof. Note that pE 1n ˝ E´1n qpyq “ ´ 1̺1npEn´yq . Let I Ă σpH0q, assume that TH0 X I “ H, and
define the set τpIq :“ ´I ` En. Let ϕ be such that PIpϕq “ ϕ. Then, (29) provides directly
(31) inf
yPτpIq
´1
̺1npyq
ď xJyπnϕ, πnϕy}πnϕ}2 ď supyPτpIq
´1
̺1npyq
.
We now apply this estimate with I “ Ib and we conclude using (30). 
Remark 3.2. Formula (31) is very general and gives estimates on the current depending on in-
trinsic quantities. Using Theorem 2.2, we could show under more general conditions that ̺1n
behaves roughly as δ ÞÑ b`{pΛnb1p̺npδqb` qq, as δ Ó 0, and we could give the corresponding ver-
sion of Proposition 3.1. However, to keep the statements simple, we preferred to consider more
explicit magnetic fields.
3.2. (De)localization of states at energy near thresholds . It is known that states whose energy
is far from thresholds are localized in x-direction, in the sense that they have exponential decay at
infinity, and this decay can be estimated using the distance from their energy to the threshold, see
[18]. Such states are usually called edge states, because they typically arise in quantum systems
with a boundary, although it is known that open magnetic system such as the one considered
here can exhibit this kind of behavior ([13]). On the contrary, states whose energy is close to
the thresholds are called bulk states since they are usually located far from the boundary, if this
exists. Here we give quantitative estimates on states, as their energy tends to the limit of a band
function, showing that they are located in a region where the variation of the magnetic field is
small.
Theorem 3.3. Set Ibpδq :“ pEn ´ δ, Enq, and assume (3) and (10). Then, there exists positive
constants c, C and δ0, such that @δ P p0, δ0q:
(32) @ϕ P RanpPIbpδqpH0qq,
ż cδ´ 1M
´8
ż
R
|πnϕpx, yq|2dy dx ď Cδ
η
M }πnϕ}2,
where η has been defined in Corollary 2.4.
Proof. Consider the function ǫ defined in (6), and set rnpδq :“ supkP̺npp0,δqq ǫpkq and k´pδq :“
inf ̺npp0, δqq “ ̺npδq. For ν ą 1, let
xpδq :“ xk´pδq ´
ν
b`
a
| log rnpδq|.
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We will prove the more precise result:
(33) @ϕ P RanpPIbpδqq,
ż xpδq
´8
}πnϕpx, ¨q}2L2pRqdx ď Crnpδq}πnϕ}2.
From Corollary 2.4 one can easily prove that there exist A,B ą 0 such that
(34)
xk´pδq “ Aδ´1{Mp1` op1qq
rnpδq “ Bδ ηM p1` op1qq, δ Ó 0,
and therefore xpδq ě cδ´ 1M for δ small enough with c ą 0 a constant. Thus, (32) is implied
using (33) and (34).
Now, let us prove (33). We use that }πnϕpx, ¨q}L2pRq “ }ϕnunpx, ¨q}L2pRq, where ϕn :“ U˚nFϕ.
Moreover, PIbpδqpH0qϕ “ ϕ implies that supppϕnq Ă ̺npp0, δqq, and thereforeż xpδq
´8
}πnϕpx, ¨q}2L2pRqdx “
ż
̺npp0,δqq
ϕnpkq2
ż xpδq
´8
unpx, kq2dxdk
“
ż
̺npp0,δqq
ϕnpkq2
ż xpδq
´8
uqmn px, kq2dxdk `Opǫpkqq,
(35)
where uqmn is the quasimode constructed in Section 2.1, see (25). Thus, we are left with the
task of estimating
şxpδq
´8
uqmn px, kq2dx for k P ̺npp0, δqq. To this end, we use the same change of
variables (11), and noticing that xpδq Ñ `8 as δ Ñ 0 we found thatż xpδq
´8
uqmn px, kq2dx “
ż b1{2
k
pxpδq´xkq
´8
vqmn pt, kq2b´1{2k dt “ p1`Opα1pkqqb´1{2k
ż b1{2
k
pxpδq´xkq
´8
Ψnptq2dt.
Since a´1 is increasing, by definition of k´, xk´ ´ xk ď 0 for all k P ̺npp0, δqq. Then,
b
1{2
k pxpδq ´ xkq ď b1{2k pxpδq ´ xk´q “ ´ν
´
bk
b`
¯1{2a
| log rnpδq| ă 0.
Moreover, as LÑ ´8 , there holdsż
tďL
Ψnptq2dt “ OpL2n`1e´L2q.
Accordingly, for a constant C ą 0 and δ small:
@k P ̺npp0, δqq,
ż xpδq
´8
uqmn px, kq2dx ď C
a
| log rnpδq|2n`1rnpδq
ν2
ˆ
bk
b`
˙
.
Finally, for δ small enough, ν2
´
bk
b`
¯
ą 1 for all k P ̺npp0, δqq, which implies
@k P ̺npp0, δqq,
ż xpδq
´8
uqmn px, kq2dx ď Crnpδq.
We get (33) by combining the last inequality with (35) and
ş
k
ϕnpkq2dk “ }πnϕ}2. 
Remark 3.4. Using the more precise (and more general) estimate (33), it is possible to get the
best possible constant c in (32), up to a correction term in
?
log δ. We have preferred to state (32)
for readability.
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4. THE SPECTRAL SHIFT FUNCTION
Consider an electric potential V : R2 Ñ r0,8q, that is a Lebesgue measurable function satisfying
(36) V px, yq ď Cxx, yy´m, px, yq P R2,
for some positive constant C, m ą 2, and where xx, yy :“ p1 ` x2 ` y2q1{2. On the domain of
H0 introduce the operator
H :“ H0 ` V,
self-adjoint in L2pR2q. Estimate (36) combined with the diamagnetic inequality imply that for
any real E0 ă inf σpHq the operator V 1{2pH0 ´ E0q´1 is Hilbert–Schmidt, and hence the resol-
vent difference pH ´ E0q´1 ´ pH0 ´ E0q´1 is a trace-class operator. This last property implies
that there exists a unique function ξ “ ξp¨;H,H0q P L1pR; p1 ` E2q´1dEq, called the Spectral
Shift Function (SSF) for the operator pair pH,H0q, that satisfies the Lifshits-Kreı˘n trace formula:
TrpfpHq ´ fpH0qq “
ż
R
ξpE;H,H0qf 1pEqdE,
for each f P C80 pRq, and vanishes identically in p´8, inf σpHqq [32].
The SSF can be seen as the scattering phase of the operator pair pH,H0q, namely we have the
Birman-Kreı˘n formula:
(37) detpSpEqq “ e´2πiξpEq, E P σacpH0q a.e.,
where SpEq is the scattering matrix of the operator pair pH,H0q.
In addition, we have the following relation between the SSF and the eigenvalue counting func-
tion. Condition (36) implies that the essential spectrum of H is given by
Ť
ně1rEn, Ens. Then, if
we suppose that there is a finite gap in this set, let say En ă En`1, we may define:
Nnpλq “ RankPpEn`λ,En`1qpHq,
which is the function that counts the number of discrete eigenvalues of H on the interval pEn `
λ, En`1q. From (65) below and the Birman-Schwinger principle we can see that
(38) Nnpλq “ ξpEn ` λ;H0 ` V,H0q `Op1q, λ P p0, En`1 ´ Enq
i.e., outside the essential spectrum both functions agree up to a bounded term, and therefore the
SSF could be seen as an extension ofNn to the whole real line
†. As we already mentioned in the
introduction, there exist considerable works that study the distribution of the discrete eigenvalues
of H by giving the asymptotic behavior of Nnpλq, particularly for the constant magnetic field
case. For b non-constant there exist some works as well, but to the best knowledge of the authors,
the spectral density inside the continuous spectrum has not been considered yet.
In this article, for the class defined by the SSF in L1pR; p1 ` E2q´1dEq, we are going to take
Pushnitski’s representative given by (65) below, and our main theorems will refer to it.
Our goal is to study the behavior of the SSF when a thresholds is approached by below or by
above, for negative or positive perturbations. In what follows, we have stated our results for
thresholds En, corresponding to the limit in `8 of the band functions, in link with the fact that
†Although we have to be aware that the SSF is only defined as an element of L1pR; p1 ` E2q´1dEq.
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bpxq Ñ b` as x Ñ `8. If there exists p P N such that En “ Ep, the results are more difficult
to read, because the possible singularity of the SSF at En will not come only from the n-th band
function, but also from the fact that limkÑ´8Eppkq “ En . For that reason, from now on we will
assume
(39) @p P N, En ‰ Ep,
which is equivalent to say that
b´
b`
is not a ratio of odd integers.
The following theorem shows that for some non-constant magnetic fields and suitable conditions
on V , the SSF “extends” the properties of continuity and boundedness of the eigenvalue counting
function into the continuous spectrum of H .
Theorem 4.1. Suppose that V ě 0 satisfies (36) and that b satisfies (3) and (10). Set H˘ :“
H0 ˘ V , then:
(1) On any compact set C Ă RzTH0 , supEPC ξpE;H˘, H0q ă 8, i.e. the SSF is bounded
away from the thresholds. Moreover, as λ Ó 0:
(40) ξpEn ´ λ;H˘, H0q “ Opλ´1 ` λ´2{Mq, ξpEn ` λ;H`, H0q “ Opλ´1q,
(41) ξpEn ` λ;H´, H0q “ Op1q.
(2) The SSF ξp¨;H˘, H0q is continuous on Rz
`
σppH˘qY TH0
˘
, where σppH˘q denote the set
of eigenvalues of H˘.
Remark 4.2. It is obvious that under conditions of Theorem 4.1, the functionNnpλq satisfies the
same boundedness and continuity properties, wherever it is defined. Similar results for different
magnetic Hamiltonians have been obtained before, see for example [6, 3, 4].
From Theorem 4.1 we know that the only possible points for ξpE;H˘, H0q to be unbounded,
are the thresholds in TH0 . In the following two Theorems we show that this also depends on the
relation between the decaying rate of V and and the convergence rate of bpxq to b`. Furthermore,
in the unbounded case we will obtain the explicit asymptotic behavior of ξ at the thresholds.
Theorem 4.3. Assume that V ě 0 satisfies (36). Suppose also that b satisfies (3) and (10) with
m ąM ` 2. Then, as λ Ó 0,
ξpEn ` λ;H˘, H0q “ Op1q and ξpEn ´ λ;H˘, H0q “ Op1q.
This theorem covers four different cases. One of these was already stated, under weaker asump-
tion on V , in (41), and is conceptualy very different. For the proof of this theorem is not necessary
that condition (36) holds isotropically. It is enough if for some x0 P R it holds for x ą x0 with
m ą M ` 2, and for x ă x0 withm ą 2. Notice that the conditions of the Theorem include the
case where V is compactly supported.
To obtain the asymptotic behavior of ξ in the unbounded case, we need to impose more restrictive
conditions on V . First, we will assume that for any pair pα, βq P Z2` (Z` :“ t0, 1, 2, ...u), there
exists a positive constant Cα,β satisfying
(42) |BβxBαy V px, yq| ď Cα,βxx, yy´m´α´β for all px, yq P R2,
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wherem ą 2.
Next, let f : R2 Ñ R be a measurable function and for λ ą 0 set
N0pλ, fq :“ 1
2π
voltpx, yq P R2; fpx, yq ą λ, x ą 0u,
where vol denotes the Lebesgue measure in R2.
Then, we will suppose that for some positive constants C and λ0
(43) N0pλ, V q ě Cλ´2{m, 0 ă λ ă λ0,
and that N0pλ, V q satisfies a homogeneity condition of the form
(44) lim
ǫÓ0
lim sup
λÓ0
λ2{m pN0pλp1´ ǫq, V q ´N0pλp1` ǫq, V qq “ 0.
Conditions (42), (43) are necessary to have some control of the function V at infinity, from above
and below (Note that if V satisfies (42), then N0pλ, V q “ Opλ´ 2m q, as λ Ñ 0). Meanwhile, (44)
is a regularity condition. They are usually assumed in the study of this kind of asymptotics (see
for example [7, 27, 20, 31]). The existence of a limit of the form
lim
px,yqÑ8
xx, yymV px, yq “ ω
ˆ px, yq
|px, yq|
˙
,
where ω : S1 Ñ rǫ,8q is smooth and ǫ ą 0, guarantees that V satisfy (42), (43) and (44).
Theorem 4.4. Assume that V ě 0 satisfies (42) with m ą 2 and N0pλ, V q satisfies (43), (44).
Suppose also that b satisfies (3) and (10) withM ą m. Then, the following asymptotic formula
at the thresholds holds true:
(45) ξpEn ˘ λ;H˘, H0q “ ˘b`N0pλ, V qp1` op1qq, λ Ó 0.
Remark 4.5. Equation (45) is similar to the results obtained in [4] for the SSF of some magnetic
Schro¨dinger operators defined in a Half-plane, and in [27], [23] for the eigenvalue counting
function of the perturbed Landau Hamiltonian and Iwatsuka Hamiltonian, respectively.
Moreover, (45) could be written in the form
(46) ξpEn˘λ;H˘, H0q “ ˘
ż
 px, yq P R2; V px, yq ą λ, x ą 0(
bpxq dxdy p1`op1qq, λ Ó 0,
which is in accordance with the formula obtained for the function that counts number of discrete
eigenvalues of the perturbed Pauli operator near zero (see [20]). This formula shows that the
asymptotic behavior of ξ depends on the whole magnetic field, but if bpxq converges to b` fast
enough it is only necessary to consider the limit b`. On the contrary, if the convergence of bpxq
to b` is slow in comparison with the decaying rate of V , the formula (46) is no longer true, as is
shown by Theorem 4.3, because the term in the right hand side of (46) is unbounded as λ Ó 0,
for example when V px, yq “ xx, yy´m and m ą M ` 2. Then Theorem 4.3 is somehow a
non-semiclassical result.
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Remark 4.6. Using the results of [17] combined with the methods of [4], it should be possible to
prove (45) for a magnetic field satisfying bpxq “ b` for x ą 0, and bpxq “ b´ for x ă 0. Note
that this magnetic field does not satisfy (10) nor (5).
The proofs of Theorems 4.1, 4.3 and 4.4 appear in the following two sections. They are inspired
by [4] and [3].
5. A PRELIMINARY LIMITING ABSORPTION PRINCIPLE AND OTHER RESULTS
Let pSp, } ¨ }pq, p ě 1, be the Schatten – von Neumann class of compact operators. Define the
operator valued function Gn : RÑ S2pL2pR2q;Cq, by
Gnpkqf :“ 1?
2π
ż
R
ż
R
e´ikyV 1{2px, yqunpx, kqfpx, yq dxdy, f P L2pR2q,
the function un being the normalized eigenfunction of hpkq as in section 2.
Lemma 5.1. For any n P N:
(1) The function }G˚nGn} is in L1pRq,
(2) The operator functionG˚nGn satisfies a Liptschitz condition at infinity: There exist C ą 0
and k0 P R such that for all k and k1 in pk0,8q
}G˚nGnpkq ´G˚nGnpk1q} ď C|k ´ k1|.
Proof. Since G˚nGnpkq is of finite rank, we can use the different norms indistinctly. The first
statement follows using that for some τ ą 0
(47) sup
px,kqPR2
|unpx, kqeτpx´xkq2 | ă 8,
[31, Lemma 4.7], and (36), which imply
||Gnpkq˚Gnpkq||22 “
1
2π
ż
R2
ż
R2
V px, yqV px1, y1q |unpx, kqunpx1, kq|2 dxdx1 dydy1
ď 1
2π
ˆż
R
xyy´m{2 dy
˙2ˆż
R
xxy´m{2unpx, kq2 dx
˙2
ď C
ˆż
R
xxy´m{2e´2τpx´xkq2dx
˙2
.
The last integral is in L1pRkq by Young’s inequality andm ą 2.
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For the second statement, recalling the definition of Πn at the beginning of section 3, we can see
that
}Gnpkq˚Gnpkq ´Gnpk1q˚Gnpk1q}2
ď 1
2π
ˆ
sup
xPR
ż
R
V px, yq dy
˙
}Πnpkq ´ Πnpk1q}2
ď C
¿
γ
}phpkq ´ ωq´1 ´ phpk1q ´ ωq´1} d|ω|
ď C|k ´ k1|
¿
γ
››phpkq ´ ωq´1papxq ´ k1qphpk1q ´ ωq´1›› d|ω|,
where the contour γ is such that the only eigenvalues of hpkq and hpk1q inside it are Enpkq and
Enpk1q. In order to find a uniform bound of
ű
γ
}phpkq ´ ωq´1papxq ´ k1qphpk1q ´ ωq´1} d|ω| for
k, k1 big, it is enough to use the inequalities
}papxq ´ kqphpkq ´ ωq´1g}L2pRq
ď }phpkq ´ ωq´1g}L2pRq ` }papxq ´ kq2phpkq ´ ωq´1g}L2pRq
ď }phpkq ´ ωq´1g}L2pRq ` C}phpkq ` 2b`qphpkq ´ ωq´1g}L2pRq,
valid for any g P L2pRq. In the last inequality we have used [12, Theorem 1]. 
By Lemma 5.1, for any z P C` and l P N, it is posible to define the integral
ş
R
Glpkq
˚Glpkq
Elpkq´z
dk,
which is a trace class operator. On the other side, we can define
T pzq :“ V 1{2pH0 ´ zq´1V 1{2,
and, from (1) it is easy to see that
(48) T pzq “
ÿ
lPN
ż
R
Glpkq˚Glpkq
Elpkq ´ z dk.
We will show that T pzq admits a limit as z Ó E, for E P σpH0qzTH0 . This limit is linked to the
SSF through the Pushnitski representation (65) given below.
Recall that ̺l : p0, E l ´ E ls Ñ R is defined as the inverse function of E l ´El. Therefore, for any
l P N:
@z P CzσpH0q,
ż
R
Glpkq˚Glpkq
Elpkq ´ z dk “
ż El´El
0
Glp̺lpsqq˚Glp̺lpsqq
s` z ´ E l
̺1lpsqds.
Proposition 5.2. Assume that V satisfies (36). Then, for E P RzTH0 the limit
lim
δÓ0
T pE ` iδq “ T pE ` i0q
exists in the norm sense. Moreover:
I. The operator function ImT p¨ ` i0q is continuous in the trace class norm in RzTH0 . Fur-
ther, the rank of ImT pE ` i0q is finite and constant between two consecutive thresholds.
II. The real part ReT p¨ ` i0q is continuous in the operator norm in RzTH0 .
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Proof. Define γ´n as the nearest threshold below En i.e., γ
´
n :“ maxtγ P TH0 , γ ă Enu, and
consider the set
(49) Ln :“ tl P N; pγ´n , Enq X ElpRq ‰ Hu.
Note that, for instance, Ln “ tnu, when γ´n “ En and Ln “ tn, n ` 1u, when γ´n “ En`1.
Seting γ´1 :“ ´8, we have RzTH “
Ť
nPNpγ´n , Enq Y pEn, γ´n`1q. We will show the proof of the
proposition on the set pγ´n , Enq. The other intervals can be treated similarly.
Define the projection Pn :“
ř
lRLn
πl, where πl was defined at the beginning of section 3. Then,ÿ
lRLn
ż
R
Glpkq˚Glpkq
Elpkq ´ z dk “ V
1{2PnpH0 ´ zq´1PnV 1{2
depends analytically on z P C` Y pγ´n , Enq, in consequence, the limit
(50) lim
δÓ0
V 1{2PnpH0 ´ E ´ iδq´1PnV 1{2 “ V 1{2ppH0 ´ EqPnq´1V 1{2
exists for E P pγ´n , Enq. The operator in the rhs of the last equality is a self-adjoint Hilbert-
Schmidt operator since T pzq is Hilbert-Schmidt. Additionally, it is continuous with respect to
E.
Further, thanks to Lemma 5.1 and the definition of Ln, for E P pγ´n , Enq we have the following
limit:
(51)
lim
δÓ0
ÿ
lPLn
ż
R
Glpkq˚Glpkq
Elpkq ´ E ´ iδ dk “
ÿ
lPLn
p.v.
ż El´El
0
Glp̺lpsqq˚Glp̺lpsqq
s´ E l ` E
̺1lpsq ds
`iπ
ÿ
lPLn
Glp̺lpE l ´ Eqq˚Glp̺lpE l ´ Eqq̺1lpE l ´ Eq,
which combined with (50) and (48) give us the existence of limδÓ0 T pE ` iδq. Therefore, from
the previous decomposition we get that
@E P pγ´n , Enq, ImT pE ` i0q “ π
ÿ
lPLn
Glp̺lpE l ´ Eqq˚Glp̺lpE l ´ Eqq̺1lpE l ´ Eq,
thus
(52) @E P pγ´n , Enq, Rank pImT pE ` i0qq “ #Ln.
Furthermore, the continuity of G˚lGl and of ̺
1
l for any l P N, imply the trace norm continuity of
ImpT p¨ ` i0qq. We have the results concerning ImpT p¨ ` i0qq altogether.
Standard properties of the principal value show that the real part of the r.h.s. of (51) is continuous
(in the operator norm) with respect to E P pγ´n , Enq. In consequence, ReT p¨ ` i0q is continuous
in pγ´n , Enq. 
To continue we need the following lemma:
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Lemma 5.3. For λ P p0, En ´ Enq and ǫλ P p0, λq we define :
P pλq :“ p.v.
ż λ`ǫλ
λ´ǫλ
Gnp̺npsqq˚Gnp̺npsqq
s´ λ ̺
1
npsqds.
Then, there exists C0 ą 0 independent of λ such that
(53) @λ P p0, En ´ Enq, }P pλq}1 ď C0 ǫλ
λ2{M`1
.
Proof. Write
P pλq “ p.v.
ż λ`ǫλ
λ´ǫλ
Gnp̺npsqq˚Gnp̺npsqq
s´ λ ̺
1
npsq ds “ p.v. pM1pλq `M2pλqq .
with$’’’’&’’’’%
M1pλq “
ż ǫλ
0
pGnp̺npλ` sqq˚Gnp̺npλ` sqq ´Gnp̺npλ´ sqq˚Gnp̺npλ´ sqqq ̺1jpλ` sq
ds
s
M2pλq “
ż ǫλ
0
Gnp̺npλ´ sqq˚Gnp̺npλ´ sqq p̺1npλ` sq ´ ̺1npλ´ sqq
ds
s
.
Since bothM1pλq andM2pλq are convergent integrals, there holds
p.v.
ż λ`ǫλ
λ´ǫλ
Gnp̺npsqq˚Gnp̺npsqq
s´ λ ̺
1
npsq ds “M1pλq `M2pλq.
From Lemma 5.1, we have
}M1pλq}1 ď C
ż ǫλ
0
ˇˇˇˇ
̺npλ` sq ´ ̺npλ´ sq
s
ˇˇˇˇ
|̺1npλ` sq| ds
For each λ ą 0 and ǫλ P p0, λq fixed, we have that for s P p0, ǫλq, ̺npλ`sq´̺npλ´sq “ ̺1pcλ,sqs
where cλ,s P pλ ´ s, λ ` sq Ă pλ ´ ǫλ, λ ` ǫλq Ĺ p0, 2λq. From (30), we get |̺1npλ ` sq| ď
Cpλ` sq´1´1{M ă Cpλ´ sq´1´1{M and |̺1npcλ,sq| ď Cpcλ,sq´1´1{M ă Cpλ ´ sq´1´1{M . Then,
we deduce
}M1pλq}1 ď C
ż ǫλ
0
pλ´ sq´2´2{Mds
ď C˜ ǫλ
λ2{M`1
.
ForM2 we compute the asymptotics of ̺
2
npsq in 0 as in (30) and we get
}M2pλq}1 ď C
ż ǫλ
0
ˇˇˇˇ
̺1npλ` sq ´ ̺1npλ´ sq
s
ˇˇˇˇ
ds
ď C˜ ǫλ
λ2{M`1
.

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For A P p0, En ´ Ens and λ P p´8, Aqzt0u, set
(54) Tn,Apλq :“ p.v.
ż A
0
Gnp̺npsqq˚Gnp̺npsqq
s ´ λ ̺
1
npsqds.
Note that for λ ă 0, it is not necessary to define this operator as a principal value integral.
In the same manner as γ´n is the nearest thresholds below En, define γ
`
n as nearest thresholds
above En.
Proposition 5.4. Assume the hypotheses of Theorem 4.1. Let n P N, and A´ P p0, En ´ γ´n q,
A` P p0, γ`n ´ Enq. For δ P p0, 1q, take I˘δ Ă p0, δA˘q. Then, for λ P I˘δ , we can write
(55) ReT pEn ˘ λ` i0q “ Tn,A˘p¯λq ` T˜˘n pλq,
where the operators Tn,A˘, T˜
˘
n satisfy that there exists C0 ą 0 such that
(56)
||Tn,A`p´λq||1 ď C0|λ|´1, @λ P I`δ ,
||Tn,A´pλq||1 ď C0p|λ|´1 ` |λ|´2{Mq, @λ P I´δ ,
(57) }T˜˘n pλq}2 ď C0, @λ P I˘δ .
Proof. Let us start with ReT pEn ´ λ` i0q. From Proposition 5.2 and (54) we can write
(58) ReT pEn ´ λ` i0q “ Tn,A´pλq ` T˜´n pλq,
with
(59)
T˜´n pλq “
ż En´En
A´
Gnp̺npsqq˚Gnp̺npsqq
s´ λ ̺
1
npsq ds
`
ÿ
lPLn,l‰n
p.v.
ż El´El
0
Glp̺lpsqq˚Glp̺lpsqq
s´ E l ` En ´ λ
̺1lpsq ds
` V 1{2ppH0 ´ En ` λqPnq´1V 1{2,
where Ln was defined in (49).
Now, to prove (57), if λ is in I´δ , the S1-norm of the first term of T˜
´
n pλq can be estimated as
follows:›››››
ż En´En
A´
Gnp̺npsqq˚Gnp̺npsqq
s´ λ ̺
1
npsq ds
›››››
2
ď sup
sPrA´,En´Enq
1
|s´ λ|
ż ̺npA´q
´8
}Gnpkq˚Gnpkq}2 dk
ď pp1´ δqA´q´1
ż 8
´8
}Gnpkq˚Gnpkq}2 dk.
Therefore, using Lemma 5.1, we can see that this term is uniformly bounded for λ in I´δ . A
similar procedure can be performed to find a uniform bound for the second term of (59).
For the third term in (59) we use
}V 1{2ppH0 ´ En ` λqPnq´1V 1{2}2 ď }V 1{2H´10 }2 }H0ppH0 ´ En ` λqPnq´1V 1{2},
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and the uniform boundedness of }H0ppH0 ´ En ` λqPnq´1} for λ P I´δ .
Finally, we write
(60)
Tn,A´pλq “ p.v.
ż 3λ{2
λ{2
Gnp̺npsqq˚Gnp̺npsqq
s´ λ ̺
1
npsq ds
`
ż ̺np3λ{2q
̺npA´q
Gnpkq˚Gnpkq
Enpkq ´ En ` λ
dk `
ż 8
̺npλ{2q
Gnpkq˚Gnpkq
Enpkq ´ En ` λ
dk.
Using the monotonicity ofEnpkq´En, we getEnpkq´En`λ ą λ2 for all k P p̺npλ{2q,`8q and
Enpkq ´ En ` λ ă ´λ2 for all k P p̺npA´q, ̺np3λ{2qq. By the integrability of ||Gnpkq˚Gnpkq||
we conclude that the S1-norms of the last two terms in (60) are controlled by λ
´1. The first
term in (60) can be bounded applying Lemma 5.3 with ǫλ “ λ2 , obtaining that it is controlled by
λ´2{M . This concludes the proof of (56). The case ReT pEn`λ` i0q is simpler: we prove in the
same way that T˜`n satifies (57) for all λ P I`δ , and we can read directly on (54) that Tn,A`p´λq is
a well defined integral for λ ą 0, satsifying (56). 
6. PROOF OF THE BEHAVIOR OF THE SPECTRAL SHIFT FUNCTION
In this section, we prove Theorems 4.1, 4.3 and 4.4.
6.1. Preliminary.
6.1.1. Some results on the counting function of compact operators. For T being a compact self-
adjoint operator set
n˘pr;T q :“ RankPpr,8qp˘T q;
thus the functions n˘p¨;T q are respectively the counting functions of the positive and negative
eigenvalues of the operator T . If T is compact but not necessarily self-adjoint we will use the
notation
n˚pr;T q :“ n`pr2;T ˚T q, r ą 0;
thus n˚p¨;T q is the counting function of the singular values of T . Evidently,
(61) n˚pr;T q “ n˚pr;T ˚q, n`pr;T ˚T q “ n`pr;TT ˚q, r ą 0.
Besides, for r1, r2 ą 0, we have the Weyl inequalities
(62) n˘pr1 ` r2;T1 ` T2q ď n˘pr1;T1q ` n˘pr2;T2q,
where Tj , j “ 1, 2, are linear self-adjoint compact operators (see e.g. [2, Theorem 9.2.9]), as
well as the Ky Fan inequality
(63) n˚pr1 ` r2;T1 ` T2q ď n˚pr1;T1q ` n˚pr2;T2q,
for compact but not necessarily self-adjoint Tj , j “ 1, 2, (see e.g. [2, Subsection 11.1.3]).
Further, since for T P Sp, }T }p “
`´ ş8
0
rp dn˚pr;T q
˘1{p
, the Chebyshev-type estimate
(64) n˚pr;T q ď r´p}T }pp
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holds true for any r ą 0 and p P r1,8q.
6.1.2. A useful representation of the SSF. Let us recall the Pushnitski’s representation of the
SSF. For z P C` and V ě 0, we have defined T pzq “ V 1{2pH0 ´ zq´1V 1{2. As shown in
Proposition 5.2, the norm limits limδÓ0 T pE ` iδq “ T pE ` i0q exist for every E P RzTH0 ,
provided that V satisfies (36). Then, by [25, Theorem 1.2]: For almost all E P R, the SSF
ξpE;H˘, H0q admits the representation
(65) ξpE;H˘, H0q “ ˘ 1
π
ż
R
n¯p1; ReT pE ` i0q ` t ImT pE ` i0qq dt
1` t2 .
6.2. Boundedness and continuity of the SSF. Thanks to representation (65) and (63), for any
ǫ P p0, 1q
(66) |ξpEn ´ λ;H˘, H0q| ď n˚p1´ ǫ; ReT pEn ´ λqq ` 1
π
ż
R
n˚pε; tImT pEn ´ λqq dt
1` t2 .
Due to Proposition 5.2, the second term is uniformly bounded for λ in p0, En ´ γ´n q. Let I´δ be
an interval as in Proposition 5.4. Using (55) and the Ky Fan inequality (63) we get:
(67) @ǫ P p0, 1q, n˚p1´ ǫ; ReT pEn ´ λqq ď n˚
ˆ
1´ ǫ
2
;Tn,Apλq
˙
` n˚
ˆ
1´ ǫ
2
; T˜´n pλq
˙
.
Combining (64), (57) and (68) we can see that for all ǫ P p0, 1q and all λ P I´δ
n˚p1´ ǫ; ReT pEn ´ λqq ď 4p1´ ǫq2 }Tn,Apλq}1 ` C0.
By Proposition 5.4, if K is any compact set contained in I´δ , }Tn,Apλq}1 is uniformly bounded
for λ inK. Moreover, using (56), we get
n˚p1´ ǫ; ReT pEn ´ λqq ď C0p1` λ´1 ` λ´2{Mq, @λ P I´δ ,
implying the first part of (40). The second part is similar.
Likewise, from (65)
(68) @ǫ P p0, 1q, |ξpEn ` λ;H´, H0q| ď n`
ˆ
1´ ǫ
2
;Tn,Ap´λq
˙
`Op1q,
and
Tn,Ap´λq “ ´
ż 8
̺npAq
Gnpkq˚Gnpkq
En ´ Enpkq ´ λ
,
which is clearly non-positive self adjoint operator, see (54). Therefore we have n`p1´ǫ2 , Tn,Ap´λqq “
0, and we get (41).
The continuity of the SSF follows from [25, Corollary 2.6] together with Proposition 5.2, and is
similar to the proof of [6, Proposition 2.5].
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6.3. Precise behavior at thresholds. For λ P R and I Ă p0, En ´ Enqztλu let us introduce
SV rIs : L2p̺npIqq Ñ L2pR2q as the integral operator with kernel
p2πq´1{2V px, yq1{2eikyunpx; kq|Enpkq ´ En ` λ|´1{2,
that is:
pSV rIsfqpx, yq “ p2πq´1{2
ż
kPI
V px, yq1{2eikyunpx; kq|Enpkq ´ En ` λ|´1{2fpkqdk.
The next lemma link the behavior of the SSF at the threshold with SV rIs.
Lemma 6.1. Let λ P p0, En ´ Enq, ǫλ P p0, λq and A´ P p0, En ´ γ´n q. Then, for all δ P p0, 1q:
(69)
n`p1` δ, SV S˚V rp0, λ´ ǫλqsq´n`pδ{2, SV S˚V rpλ` ǫλ, Aqsq `O
`
ǫλ
λ2{M`1
˘
ď ´ξpEn ´ λ;H´, H0q
ď n`p1´ δ, SV S˚V rp0, λ´ ǫλqsq `O
`
ǫλ
λ2{M`1
˘
,
(70)
n`p1` δ, SV S˚V rpλ` ǫλ, Aqsq ´ n`pδ{2, SV S˚V rp0, λ´ ǫλqsq `O
`
ǫλ
λ2{M`1
˘
ď ξpEn ´ λ;H`, H0q
ď n`p1´ δ, SV S˚V rpλ` ǫλ, Aqsq `O
`
ǫλ
λ2{M`1
˘
,
and
(71)
n`p1` δ, SV S˚V rp0, Aqsq
ď ξpEn ` λ;H`, H0q
ď n`p1´ δ, SV S˚V rp0, Aqsq,
where the remainders are uniform with respect to λ and ǫλ.
Proof. The proof of (69), (70) and (71) follows the same lines. Let us prove (69). Proposition
5.4 together with the representation (65) and the inequality (62) implies that for all r1 ă 1 ă r2,
as λ Ó 0:
(72) n`pr2;Tn,Apλqq `Op1q ď ´ξpEn ´ λ;H´, H0q ď n`pr1;Tn,Apλqq `Op1q,
Note the decomposition
Tn,Apλq “ p.v.
ż λ`ǫλ
λ´ǫλ
Gnp̺npsqq˚Gnp̺npsqq
λ´ s ̺
1
npsqds´ SV S˚V rpλ` ǫλ, Aqs ` SV S˚V rp0, λ´ ǫλqs.
Then, the Weyl inequalities (62) together with Lemma 5.3 imply that for any η P p0, 1q:
n`pr1, Tn,Apλqq ď n`pr1p1´ ηq, SV S˚V rp0, λ´ ǫλqsq `O
´ ǫλ
λ2{M`1
¯
.
Now, for δ P p0, 1q being given, we settle the parameters so that 1 ´ δ “ r1p1 ´ ηq and we get
the upper bound by using (72).
In the same way, we have for any η P p0, 1q and a P p0, 1q:
n`pr2, Tn,Apλqq ě n`pr2p1`ηq, SV S˚V rp0, λ´ǫλqsq´n`pr2aη, SV S˚V rpλ`ǫλ, Aqsq`O
´ ǫλ
λ2{M`1
¯
,
and we get the lower bound by chosing the parameters so that 1 ` δ “ r2p1 ` ηq and δ2 “ r2aη
and using (72). 
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6.3.1. Proof of Theorem 4.3. From (64), (47) and (36)
(73)
n`pr, SV S˚V rλ, p0, λ´ ǫλqsq “ n`pr, S˚V SV rp0, λ´ ǫλqsq ď 1r2 }SV rp0, λ´ ǫλqs}22
“ 1
2πr2
ż
̺np0,λ´ǫλq
ż
R2
|Enpkq ´ En ` λ|´1unpx; kq2V px, yqdxdydk
ď C
ż 8
p̺npλ´ǫλq
ż
R2
|Enpkq ´ En ` λ|´1e´τpx´xkq2xx, yy´m dxdydk
Making the change of variables k “ ̺npsq and using (30) we can control the last integral as
follows:
“
ż λ´ǫλ
0
ż
R2
|s´ λ|´1|̺1npsq|xx, yy´me´τpx´a
´1p̺npsqqq2 dxdyds
“ C
ż λ´ǫλ
0
|s´ λ|´1|̺1npsq|
ż
R
xxy1´me´τpx´a´1p̺npsqqq2 dxds
ď C
ż λ´ǫλ
0
|s´ λ|´1|̺1npsq|xa´1p̺npsqqy1´mds
ď C
ż λ´ǫλ
0
|s´ λ|´1s´1´1{Msp´1`mq{Mds.
Making s “ λu and using that m´2´M
M
ą 0:ż λ´ǫλ
0
|s´λ|´1s´1´1{Msp´1`mq{Mds “ λm´2´MM
ż 1´ ǫλ
λ
0
p1´uq´1um´2´MM du ď C logp ǫλ
λ
qλm´2´MM
Setting ǫλ “ λθ, we have proved:
n`pr, S˚V SV rp0, λ´ ǫλqsq ď C logpλqλ
m´2´M
M ,
and if θ ą 2
M
` 1, using Lemma 6.1, we conclude the proof of Theorem 4.3 for the behavior of
ξpEn ´ λ,H´, H0q as λ Ó 0.
For he cases ξpEn´λ,H`, H0q and ξpEn`λ,H`, H0q we use (70) and (71), respectively, where
each different term is controlled exactly in the same way as above.
Remark 6.2. From the above inequalities we can see that the proof is still true if we only assume
(36) valid only for x ą 0.
6.3.2. Proof of Theorem 4.4. In what follows we will present the proof of Theorem 4.4 for
the operator pair pH´, H0q. The case pH`, H0q is similar and simpler, since the corresponding
effective Hamiltonian SV S
˚
V rp0, Aqs does not contain a principal value term (see (71)).
Consider the class of symbols Sqp defined as the set of smooth functions f such that for any
pα, βq P Z2` the quantity
(74) n
p,q
α,βpfq :“ sup
px,yqPR2
|xxypxx, yyq`αBαy Bβxfpx, yq|
is finite.
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For f P Sqp we define the operator OpW pfq using the Weyl quantization
pOpW pfquqpxq :“ 1
2π
ż
R2
f
ˆ
x` k
2
, y
˙
e´ipx´kqyupkq dk dy,
where u in the Schwartz space SpRq.
Define QV : L
2pRq Ñ L2pR2q as the integral operator with kernel
(75) p2πq´1{2V px, yq1{2eikyunpx, kq.
Notice that for any I Ă p0, En ´ Enqztλu,
(76) SV rIs “ QV 1Ipkq|Enpkq ´ En ` λ|´1{2.
Since V P Sm0 , we know from [31, Lemma 5.1] that for any n P N, the operator Q˚V QV :
L2pRq Ñ L2pRq satisfies
(77) Q˚V QV “ OpW pwnq, with wn P Sm0 .
Moreover the symbol wn satisfies
(78) wnpx, yq “ V pa´1pxq,´yq `R1px, yq, with R1 P Sm`10 .
In the two following lemmas, we will control the terms appearing in Lemma 6.1, (69). The core
argument is to approximate SV S
˚
V rp0, λ ´ ǫλqs by pseudodifferential operators, whose symbols
involve both V and a.
Lemma 6.3. For any r ą 0, θ ą 1 and p ą m
n`pr, SV S˚V rpλ` λθ, Aqsq “ Opλ´pp{M`θq{mq, λ Ó 0.
Proof. Due to minkP̺pλ`λθ ,Aq |En ´ Enpkq ´ λ| “ λθ, and using (76), we have the inequality
SV S
˚
V rpλ` λθ, Aqs ď pλθq´1QV 1̺pλ`λθ,AqpkqQ˚V . Therefore,
(79)
npr, SV S˚V rpλ` λθ, Aqsq ď nprλθ, QV 1̺pλ`λθ,AqpkqQ˚V q
ď nprρλλθ, QV xky´pQ˚V q
“ nprρλλθ, xky´p{2Q˚V QV xky´p{2q,
where ρλ “ psupkP̺pλ`λθ ,Aqxkypq´1. Next, (77) together with the composition formula, imply
that xky´p{2Q˚V QV xky´p{2 is a pseudodifferential operator whose Weyl symbol belongs to Smp .
Since for any f P Smp holds true that n`pλ,OpW pfqq “ Opλ´1{mq if p ą m (see Lemma 4.3 in
[4]), having in mind (30) we will obtain
(80)
npρλλθ, x¨y´p{2Q˚V QV x¨y´p{2q “ Oppρλλθq´1{mq
“ Opλ´pp{M`θq{mq, λ Ó 0.
Gathering (79) with (80) we get the result. 
Let ε ą 0 and take a smooth function ηε with bounded derivatives such that 0 ď ηεpxq ď 1 for
all x P R, ηεpxq “ 0 for x ď ´2ε and ηεpxq “ 1 for x ě ´ε. We define then
Vηpx, yq :“ ηεpxqV px, yq.
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Lemma 6.4. Assume that V ě 0 satisfies (42) with m ą 2, N0pλ, V q satisfies (43), (44) and b
satisfies (3), (10). Then, for any r ą 0, δ P p0, 1q, θ ą 1, p ą m
n`
`p1` δqrλ, OpW pVηpa´1pxq,´yq˘`O `λ´pp{M`θq{m˘` opλ´2{mq
ď n`pr, SV S˚V rp0, λ´ λθqsqq
ď n`
`p1´ δqrλ, OpW pVηpa´1pxq,´yq˘`O `λ´pp{M`θq{m˘` opλ´2{mq, λ Ó 0.
Proof. First, note that using (75) we can define the operator QVη , and similarly to (77), Q
˚
Vη
QVη
has a symbolwη,n in S
m
0 which satisfies (78), with Vη instead of V . Therefore we will be allowed
to use arguments similar to those of Lemma 6.3.
It is clear that S˚V SV ´ S˚VηSVη “ S˚V´VηSV´Vη , and the function V ´ Vη is equal to zero for
x ě ´ε. Then, using Remark 6.2, the proof of Theorem 4.3 and the Weyl’s inequalities, we
conclude that for any r ą 0, δ P p0, 1q and θ ą 1
(81)
n`prp1` δq;SVηS˚Vηrp0, λ´ λθqsq
ď n`pr;SV S˚V rp0, λ´ λθqsq
ď n`prp1´ δq;SVηS˚Vηrp0, λ´ λθqsq, λ Ó 0.
Now, for δ P p0, 1q write
(82) SVηS
˚
Vη
rp0, λ´ λθqs “ SVηS˚Vηrp0, δλqs ` SVηS˚Vηrpδλ, λ´ λθqs.
Here, arguing as in the proof of Lemma 6.3 we obtain
(83) n`pr, SVηS˚Vη rpδλ, λ´ λθqsq “ Opλ´pp{M`θq{mq.
Combining (81), (82), (83) and using (61), we get that for all r ą 0 and δ P p0, 1q,
(84)
n`prp1` δq;SVηS˚Vηrp0, δλqsq `Opλ´pp{M`θq{mq
ď n`pr;SV S˚V rp0, λ´ λθqsq
ď n`prp1´ δq;SVηS˚Vηrp0, δλqsq `Opλ´pp{M`θq{mq, λ Ó 0.
Next, to estimate n`pr, SVηS˚Vηrp0, δλqsq we use use (76):
(85) λ´11̺p0,δλqQVη Q
˚
Vη
1̺p0,δλq ď SVηS˚Vηrp0, δλqs ď pp1´ δqλq´1QVη Q˚Vη .
To get the lower bound, since QVη 1̺p0,δλqQ
˚
Vη
“ QVη Q˚Vη `QVη p1´ 1̺p0,δλqqQ˚Vη , by (62)
(86)
n`pr;1̺p0,δλqQVη Q˚Vη1̺p0,δλqq “ n`pr;QVη 1̺p0,δλqQ˚Vηq
ě n`prp1` δq;QVη Q˚Vηq ` n`prδ, QVη p1´ 1̺p0,δλqqQ˚Vηq
“ n`prp1` δq;QVη Q˚Vηq `Opλ´pp{M`θq{mq.
where the last estimate is obtained arguing again as in the proof of Lemma 6.3.
Then, (85), (86) and the min-max principle yield
(87)
n`prp1` δqλ;Q˚Vη QVηq `O
`
λ´pp{M`θq{m
˘
ď n`pr;SV S˚V rp0, δλqsq
ď n`prp1´ δqλ; Q˚Vη QVηq `O
`
λ´pp{M`θq{m
˘
, λ Ó 0.
Using (78), we apply Lemma 4.5 in [7] and we have n`pλ,Q˚Vη QVηq “ n`pλ,OpW pVηpa´1pxq,´yqqq`
opλ´2{mq. We combine this with (84) and (87) to conclude. 
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Putting together Lemmas 6.1, 6.3 and 6.4 we obtain that for any r ą 0 and δ P p0, 1q
n`pp1` δqrλ, OpW pVηpa´1pxq,´yqq `O
`
λ´pp{M`θq{m
˘`O `λθ´1´2{M˘` opλ´2{mq
ď ´ξpEn ´ λ,H´, H0q
ď n`pp1´ δqrλ, OpW pVηpa´1pxq,´yqq `O
`
λ´pp{M`θq{m
˘`O `λθ´1´2{M˘` opλ´2{mq.
Then, if m ă M , m ă p and θ ą 1, the biggest term between λθ´1´2{M and λ´pp{M`θq{m is the
last one. Minimizing both p and θ, this term becomes λ´p1{m`1{Mq. Therefore, we obtain that for
all δ P p0, 1q
(88)
n`
`p1` δqλ;OpW pVηpa´1pxq,´yqq˘` opλ´2{mq
ď ´ξpEn ´ λ;H´, H0q
ď n`
`p1´ δqλ;OpW pVηpa´1pxq,´yqq˘` opλ´2{mq, λ Ó 0.
Next, it can be proved that Vηpa´1pxq,´yq P Sm0 and that N0pλ, V q satisfying (43)-(44) implies
the same for Npλ, Vηq, where Npλ, Vηq :“ 12πvoltpx, yq P R2;Vηpx, yq ą λu ([23, Lemmas 3.7
and 3.8]). Then, by [7, Theorem 1.3], we know that there exists ν ą 0 such that
(89) n`pλ,OpW pVηpa´1pxq,´yqqq “ Npλ, Vηpa´1pxq,´yqqp1`Opλνqq, λ Ó 0.
Easy computations ([23, Lemma 3.8]) show that
(90)
lim
λÓ0
Npλ, Vηpa´1pxq,´yqq
b`N0pλ, V q “ 1;
lim
δÓ0
lim inf
λÓ0
N0pλp1` δq, V q
N0pλ, V q “ limδÓ0 lim supλÓ0
N0pλp1´ δq, V q
N0pλ, V q “ 1.
As a consequence, (88), (89) and (90) altogether imply (45).
REFERENCES
[1] M. Abramowitz and I. Stegun. Handbook of Mathematical Functions with Formulas, Graphs, and Mathemat-
ical Tables. National Bureau of Standards, Applied Mathematics Series, 1964.
[2] M. Sh. Birman and M. Z. Solomjak. Spectral theory of selfadjoint operators in Hilbert space. Mathematics
and its Applications (Soviet Series). D. Reidel Publishing Co., Dordrecht, 1987.
[3] Ph. Briet, G. Raikov, and E. Soccorsi. Spectral properties of a magnetic quantum Hamiltonian on a strip.
Asymptot. Anal., 58, 2008.
[4] V. Bruneau and P. Miranda. Threshold Singularities of the Spectral Shift Function for a Half-Plane Magnetic
Hamiltonian. arXiv:1609.07121, 2016.
[5] V. Bruneau, P. Miranda, and G. Raikov. Dirichlet and Neumann eigenvalues for half-plane magnetic Hamilto-
nians. Rev. Math. Phy., 26, 2014.
[6] V. Bruneau, A. Pushnitski, and G. Raikov. Spectral shift function in strong magnetic fields. St. Petersburg
Math. J., 16:207–238, 2005.
[7] M. Dauge and D. Robert. Weyl’s formula for a class of pseudodifferential operators with negative order on
L2pRnq. In Pseudodifferential operators (Oberwolfach, 1986), volume 1256 of Lecture Notes in Math., pages
91–112. Springer, 1987.
[8] S. De Bie`vre and J. Pule´. Propagating edge states for a magnetic Hamiltonian.Math. Phys. Elec. J., 5, 1999.
[9] Mouez Dimassi and Johannes Sjo¨strand. Spectral asymptotics in the semi-classical limit, volume 268 of Lon-
don Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 1999.
[10] N. Dombrowski, F. Germinet, and G. Raikov. Quantization of edge currents along magnetic barriers and mag-
netic guides. Ann. Henri Poincare´, 12:1169–1197, 2011.
29
[11] N. Dombrowski, P. Hislop, and E. Soccorsi. Edge currents and eigenvalue estimates for magnetic barrier
Schro¨dinger operators. Asymptot. Anal., 89:331–363, 2014.
[12] W. N. Everitt and M. Giertz. Some inequalities associated with certain ordinary differential operators. Math.
Z., 126:308–326, 1972.
[13] P. Exner, A. Joye, and H. Kovarˇı´k. Edge currents in the absence of edges. Physics Letters A, 264:124–130,
1999.
[14] P. Exner and H. Kovar˘ı´k. Magnetic strip waveguides. J. Phys. A, 33:3297–3311, 2000.
[15] C. Ge´rard and F. Nier. The Mourre theory for analytically fibered operators. J. Funct. Anal, 152:202–219,
1998.
[16] B. Helffer and J. Sjo¨strand. Multiple wells in the semiclassical limit. I. Comm. Partial Differential Equations,
9:337–408, 1984.
[17] P. Hislop, N. Popoff, and E. Soccorsi. Characterization of bulk states in one edge quantum Hall systems. Ann.
Henri Poincare´, 17:36–62, 2016.
[18] P. Hislop and E. Soccorsi. Edge states induced by Iwatsuka Hamiltonians with positive magnetic fields. J.
Math. Anal. Appl., 422:594–624, 2015.
[19] A. Iwatsuka. Examples of absolutely continuous Schro¨dinger operators in magnetic fields. Publ. Res. Inst.
Math. Sci., 21:385–401, 1985.
[20] A. Iwatsuka and H Tamura. Asymptotic distribution of eigenvalues for Pauli operators with nonconstant mag-
netic fields. Duke Math. J., 93:535–574, 1998.
[21] H. Leschke, S. Warzel, and A. Weichlein. Energetic and dynamic properties of a quantum particle in a spatially
random magnetic field with constant correlations along one direction. Ann. Henri Poincare´, 7:335–363, 2006.
[22] M. Ma˘ntoiu and R. Purice. Some propagation properties of the Iwatsuka model. Comm. Math. Phys., 188:691–
708, 1997.
[23] P. Miranda. Eigenvalue asymptotics for a Schro¨dinger operator with non-constant magnetic field along one
direction. Ann. Henri Poincare´, 17:1713–1736, 2016.
[24] F. M. Peeters and J. Reijniers. Snake orbits and related magnetic edge states. Journal of Physics: Condensed
Matter, 12(47):9771–9786, 2000.
[25] A. Pushnitski. Representation for the spectral shift function for perturbations of a definite sign. St.Petersburg
Math. J., 6:1181–1194, 1998.
[26] A. Pushnitski and G. Rozenblum. On the spectrum of Bargmann-Toeplitz operators with symbols of a variable
sign. J. Anal. Math., 114:317–340, 2011.
[27] G. Raikov. Eigenvalue asymptotics for the Schro¨dinger operator with homogeneous magnetic potential and
decreasing electric potential. I. Behaviour near the essential spectrum tips. Commun. Partial Differential Equa-
tions, 15:407–434, 1990.
[28] G. Raikov and S. Warzel. Quasi-classical versus non-classical spectral asymptotics for magnetic Schro¨dinger
operators with decreasing electric potentials. Rev. Math. Phys., 14:1051–1072, 2002.
[29] G. Rozenblum. On lower eigenvalue bounds for Toeplitz operators with radial symbols in Bergman spaces. J.
Spectr. Theory, 1:299–325, 2011.
[30] M. Tusˇek. On an extension of the Iwatsuka model. J. Phys. A, 49, 2016.
[31] S. Shirai. Strong-electric-field eigenvalue asymptotics for the Iwatsuka model. J. Math. Phys., 46, 2005.
[32] D. Yafaev.Mathematical scattering theory: general theory. Number 105. American Mathematical Soc., 1992.
[33] D. Yafaev. On spectral properties of translationally invariant magnetic Schro0¨dinger operators. Ann. Henri
Poincare´, 9:181–207, 2008.
DEPARTAMENTO DE MATEMA´TICA Y CIENCIA DE LA COMPUTACIO´N, UNIVERSIDAD DE SANTIAGO DE CHILE,
LAS SOPHORAS 173. SANTIAGO, CHILE.
E-mail address: pablo.miranda.r@usach.cl
UNIVERSITE´ DE BORDEAUX, IMB, UMR 5251, 33405 TALENCE CEDEX, FRANCE
E-mail address: Nicolas.Popoff@math.u-bordeaux1.fr
