In this paper, we propose a novel family of high-order numerical schemes for the gradient flow models based on the scalar auxiliary variable (SAV) approach, which is named the high-order scalar auxiliary variable (HSAV) method. The newly proposed schemes could be shown to reach arbitrarily high order in time while preserving the energy dissipation law without any restriction on the time step size (i.e., unconditionally energy stable). The HSAV strategy is rather general that it does not depend on the specific expression of the effective free energy, such that it applies to a class of thermodynamically consistent gradient flow models arriving at semi-discrete high-order energy-stable schemes. We then employ the Fourier pseudospectral method for spatial discretization. The fully discrete schemes are also shown to be unconditionally energy stable. Furthermore, we present several numerical experiments on several widely-used gradient flow models, to demonstrate the accuracy, efficiency and unconditionally energy stability of the HSAV schemes. The numerical results verify that the HSAV schemes can reach the expected order of accuracy, and it allows a much larger time step size to reach the same accuracy than the standard SAV schemes.
Introduction
The dynamics of many dissipative systems could be driven by an effective free energy that is decreasing with time, where the decreasing path is controlled by a certain dissipation mechanism [32, 33, 51, 46] . To study such dynamics in the macroscopic level, a gradient flow model is usually used. In general, consider the state variables Φ(x, t) for a dissipative system on the domain Ω. The evolution (kinetic) equation for Φ(x, t) could be formulated as [39] ∂ t Φ(x, t) = G δF δΦ ,
where G is a negative semi-definite differential or integral operator which might depend on the state variables Φ. Here F is the effective free energy, and The system (1.1) is a general gradient flow model, which has an intrinsic energy dissipation law. Actually, if we take inner product of (1.1) with the chemical potential thanks to the negative semi-definite property of G.
Note that the gradient flow model could be specified once the triple (Φ, G, F ) is given. It turns out many dissipative PDE models could be classified as a special case of the general gradient flow model in (1.1). For instance, if we specify the state variable as φ, the mobility as G = −M (with M a positive constant) and the free energy as F = Ω 1 2 |∇φ| 2 + 1 4ε 2 (φ 2 − 1) 2 dx (with ε a free parameter), the general gradient flow model (1.1) reduces to the well-known Allen-Cahn equation [1] ∂ t φ = −M − ∆φ + 1 ε 2 (φ 3 − φ) .
If we use the same free energy and specify the mobility as G = M ∆, we end up with the well-known Cahn-Hilliard equation [4] ∂ t φ = M ∆ − ∆φ + 1 ε 2 (φ 3 − φ) .
(1.4)
Moreover, there are many more examples which could be cast as special cases of (1.1), including molecular beam epitaxy (MBE) growth models [42, 6] , phase field crystal models [19] , dendritic crystal growth models [44] , multiphase models [3, 27] . For a detailed discussion, readers can refer to [51] and the references therein. Along with the broad applications of gradient flow models, many accurate, efficient and stable numerical schemes are developed for longtime dynamic simulations of the dissipative systems. As the dynamics follow a specified trace of dissipating the effective free energy, one essential indication of stable numerical schemes is to preserve the energy dissipation law at the discrete level. A numerical scheme that possesses such property is known as energy stable. If such numerical stability does not have any restrictions on the time step size, it is then usually named unconditionally energy stable. In practice, energy dissipation preserving schemes are always desirable as they mimic the physical structures of the original problem and thus perform excellent numerical stability even with large marching time step size. Due to its practical significance, a large number of innovative work have been developed, please see [10, 42, 43, 40, 36, 20, 2, 31, 25, 26, 8, 22, 48, 47] and the references therein. However, most of these existing schemes have strict restrictions on G and F , i.e., they only work for particular gradient flow models. Recently, Yang et al. [50, 51, 17, 18, 24] propose an energy quadratization (EQ) approach to bypass the restrictions and obtain linear energy stable schemes, which can be applied for almost all gradient flow problems. Shen et al. [39, 38] further extend the EQ idea to develop the scalar auxiliary variable (SAV) approach, where the resulting linear schemes can be solved quickly by the fast Fourier transform (FFT). The primary idea of both EQ and SAV is to introduce some auxiliary variables to reformulate a gradient flow model into an equivalent form, such that the effective free energy is a quadratic functional in the reformulated equivalent system. Then linear and unconditionally energy stable schemes could be constructed easily for the reformulated system, which in turn solves the original gradient flow model. Due to the generality of the EQ and SAV approaches, they have been applied for many existing gradient flow models [48, 47, 50, 39, 38, 6, 21] .
However, most of the existing energy stable schemes are up to second-order accurate in time. There is little work on developing higher order energy stable schemes. Since gradient flow models usually require longtime dynamic simulations to reach the steady state, high order accurate energy stable schemes are always desirable, which makes large marching steps practical while preserving the accuracy. Several seminal works on developing high-order energy-stable numerical schemes include [41, 15] . In this paper, we take advantage of the SAV idea [39, 38] to develop arbitrarily high-order energystable numerical schemes for gradient flow models in two steps: firstly, we utilize the SAV technique to transform the gradient glow model into an equivalent form. The transformed equivalent system turns out to have a quadratic free energy functional along with a modified energy dissipation law; secondly, we exploit the structure-preserving Gaussian collocation and RK methods to derive high-order scalar auxiliary variable (HSAV) schemes, which are proved rigorously to preserve the discrete modified energy dissipation law. Note that the newly proposed high-order schemes overcome all the drawbacks of the convex-splitting RK scheme in [41] . For instance, by utilizing the SAV technique, our approach does not have any restrictions on specific forms of the mobility G and effective free energy F , making it applicable to all the existing gradient flow models. Moreover, by employing the Gaussian collocation method, our approach can reach arbitrarily high-order accuracy in time with optimal RK stages.
The rest of this paper is organized as follows. In Section 2, we will present the general gradient flow model and its equivalent reformulation based on the SAV approach. In Section 3, we derive the high-order time discretization for the reformulated system and prove its unconditional energy stability. In Section 4, we use the Fourier pseudo-spectral method for spatial discretization to arrive at fully discrete schemes, which are shown to be unconditionally energy stable as well. Several numerical examples are presented in Section 5. In the end, we give the concluding remarks.
Gradient Flow Models and Their SAV Reformulation
In this section, we start from general gradient flow models and apply the SAV approach to derive an equivalent form, which has a quadratic energy functional and an energy dissipation law for the new system. We call this approach energy quadratization reformulation (or SAV reformulation). The EQ/SAV reformulation for the gradient flow models provides an elegant platform for developing arbitrarily high-order unconditionally energy stable schemes, which is the major focus of this paper.
General gradient flow models
Consider the material domain Ω with enough regularity on the boundary. The L 2 inner product and its norm are defined as ∀f, g ∈ L 2 (Ω), (f, g) = Ω f gdx and f 2 = (f, f ), respectively. For simplicity, we consider a single state variable φ. The dynamics of φ is driven by an effective free energy or Lyapunov function F and a negative semi-definite mobility operator G. Thus the gradient flow model is formulated as
The generic form of the effective free energy F could be written as
where L is a linear, self-adjoint operator, and g is a potential functional that might depend on φ and its low order spatial derivatives. For instance, given the widely used Ginzburg-Landau free energy functional for the two phase immersible materials
where γ is the surface tension, and ε is the interfacial thickness, we can cast
where γ 0 is a non-negative constant (stabilization parameter [6] ), by assuming periodic boundary conditions or other proper boundary conditions such that the boundary integral terms are canceled out.
With the specific form of effective free energy F in (2.2), the gradient flow model (2.1) could be rewritten as
Here we note that L is self-adjoint and G is negative semi-definite, i.e., under proper boundary conditions they satisfy
Therefore, the gradient flow system (2.5) satisfies the following energy dissipation law
Model reformulation using the SAV approach
For simplicity of notations, we assume g only depends on φ, but not its spatial derivatives. But we note the SAV approach works for a more general g. We first introduce a scalar auxiliary variable
where C 0 is a positive number such that g(φ), 1 + C 0 > 0. Then we can reformulate the original gradient flow system (2.5) into the following equivalent PDEs 9) with the consistent initial condition
It is obvious that the new system (2.9) along with the consistent initial condition (2.10) is equivalent to the original gradient flow system (2.5). So in our latter discussion, we are going to design arbitrarily high-order numerical approximations for the equivalent model (2.9), which in turn solves the original gradient flow problem (2.5).
In the reformulated system (2.9), the modified free energy could be defined as 11) which is equal to the free energy F of the original system (2.5) in the continuous level, by noticing (2.8). As we have been emphasizing, the free energy of the equivalent system (2.9) is a quadratic functional with respect to the new variables. And the new system (2.9) satisfies the modified energy dissipation law
Next we will focus on the SAV reformulated system (2.9)-(2.10) to develop arbitrarily high-order unconditionally energy stable numerical approximations, which in turn solve (2.5).
High Order Time Discretization
In this section, we first derive the RK method and the collocation method in time for the SAV reformulated system (2.9), respectively. Then both a class of RK methods and the collocation methods with the Gaussian quadrature nodes are proved to preserve the corresponding energy dissipation law and thus unconditionally energy stable. Note that the proposed methods can reach arbitrarily high order while preserving the modified energy dissipation law.
Applying an s-stage RK method to solve the system (2.9), we obtain the following HSAV-RK scheme. 
The RK coefficients are usually displayed by a Butcher table
For general HSAV-RK methods, we have the following energy-stability theorem.
Theorem 3.1. If the coefficients of an HSAV-RK method satisfy
then it is unconditionally energy stable, i.e., it satisfies the following energy dissipation law
b i k i and noticing that the operator L is linear and self-adjoint, we have
a ij k j to the right of (3.5), we can deduce
where
Adding (3.6) and (3.7) leads to
we can arrive at (3.4) . This completes the proof.
Applying an s-stage collocation method for the system (2.9), we obtain the following HSAV-Collocation scheme. For given (φ n , q n ), the collocation polynomials u(t) and v(t) is two polynomials of degree s satisfying
where t i n = t n + c i ∆t and i = 1, · · · , s. And then the numerical solution is defined by φ n+1 = u(t n + ∆t) and q n+1 = v(t n + ∆t). Theorem 1.4 on page 31 of [23] indicates that the collocation method yields a special RK method. If the collocation points c 1 , · · · , c s are chosen as the Gaussian quadrature nodes, i.e., the zeros of the s-th shifted Legendre polynomial
2 is called the Gaussian collocation method. Based on the Gaussian quadrature nodes, the interpolating quadrature formula has order 2s, and the Gaussian collocation method shares the same order 2s. For instance, the RK coefficients of fourth order and sixth order HSAV schemes are given explicitly below (see [23] for coefficients of higher orders). For conservative systems with quadratic invariants, the Gaussian collocation methods have been proven to conserve the corresponding discrete quadratic invariants [23] . Here we show that they are also unconditionally energy stable for dissipative systems with quadratic free energy. Theorem 3.2. The s-stage HSAV Gaussian collocation Scheme 3.2 is unconditionally energy stable, i.e., it satisfies the following energy dissipation law
where E n = 1 2 (Lφ n , φ n ) + (q n ) 2 − C 0 and t i n = t n + c i ∆t, c i (i = 1, · · · , s) are the Gaussian quadrature nodes, b i ≥ 0 (i = 1, · · · , s) are the Gauss-Legendre quadrature weights, u(t), v(t) are the collocation polynomial of the Gaussian collocation methods.
Proof. Noticing φ n = u(t n ), q n = v(t n ) and φ n+1 = u(t n+1 ), q n+1 = v(t n+1 ), we have
The integrand u(t), Lu(t) andv(t)v(t) are polynomial of degree 2s − 1, which is integrated without error by the s-stage Gaussian quadrature formula. It therefore follows from the collocation condition that
which leads to (3.12) . This completes the proof.
Remark 3.1. The proposed high-order energy stable schemes don't depend on the specific form of the mobility G and the effective free energy F , i.e., they work for all the gradient flow models (2.1).
Remark 3.2. At each time step, even though solving an HSAV scheme takes longer than solving the SAV scheme, much larger time step size could be used for the HSAV scheme than the SAV scheme to reach the same accuracy (due to the high-order accuracy of the HSAV scheme). Overall, for simulations reaching similar accuracy, the HSAV scheme will take less CPU time than the SAV scheme, making the HSAV scheme superior for long time dynamic simulations.
Spatial discretization
To make the order of accuracy in space compatible with the arbitrarily high-order in time, we employ the Fourier pseudospectral method in space for Scheme 3.1 and Scheme 3.2 to arrive at fully discrete HSAV-RK methods and fully discrete HSAV collocation methods. Then the fully discrete HSAV-RK methods with (3.3) and the fully discrete HSAV Gaussian collocation methods can be proved similarly to preserve the corresponding energy dissipation law in the fully discrete level.
Firstly, we recall the two-dimensional Fourier pseudospectral method [5, 16] . To make the paper self-explanatory, we briefly reintroduce the following notations (see [16] for more details). Let N x , N y be two positive even integers. 
We define
as the interpolation space, where X j (x) and Y k (y) are trigonometric polynomials of degree N x /2 and N y /2, given respectively by
and µ x = 2π/L x , µ y = 2π/L y . We define the interpolation operator I N : C(Ω) → S N as follows:
where u j,k = u(x j , y k ). The key of spatial Fourier pseudospectral discretization is to obtain derivative ∂ s 1 x ∂ s 2 y I N u(x, y) at collocation points. Then, we differentiate (4.3) and evaluate the resulting expressions at point (x j , y k ) as follows
where D x s 1 and D y s 2 are N x × N x and N y × N y matrices, respectively, with elements given by
Define three operators , x and y as follows:
where u, v ∈ V h . It is easy to show that these three operators possess the following properties:
Then we have ∂ where F Nα is the discrete Fourier transform, and F
−1
Nα is the discrete inverse Fourier transform.
Lemma 4.2. For real matrix A ∈ R N pha ×N pha , pha = x or y, and u, v ∈ V h ,
Using identity (4.5), anti-symmetry of D a 2s−1 and symmetry of D a 2s , ∀a ∈ {x, y}, s ∈ Z + , we obtain
which implies that the Fourier pseudospectral method preserves discrete integrationby-parts formulae. Here we note that the retention of discrete integration-by-parts formulae is the key to constructing the spatial structure-preserving algorithm because the properties of the operators L and G are defined by the integration-by-parts formulae. Therefore, we can apply the Fourier pseudospectral method to obtain the corresponding discrete self-adjoint operator L h and the negative semi-definite operator G h , i.e., they satisfy
Applying the Fourier pseudospectral method for Scheme 3.1, we obtain the following fully discrete scheme. 
Applying the Fourier pseudospectral method for Scheme 3.2, we obtain the following fully discrete scheme.
Scheme 4.2 (Fully Discrete HSAV Collocation Method).
Let c 1 , · · · , c s be distinct real numbers (0 ≤ c i ≤ 1). For given φ n ∈ V h and q n , u(t) is a N x × N y matrix polynomial of degree s and v(t) is a polynomial of degree s satisfying
where t i n = t n + c i ∆t and i = 1, · · · , s. And then the numerical solution is defined by φ n+1 = u(t n + ∆t) and q n+1 = v(t n + ∆t).
Similarly, we have the following theorems. 
Theorem 4.2. The fully discrete HSAV Gaussian collocation Scheme 4.2 is unconditionally energy stable, i.e., it satisfies the following energy dissipation law
where 
Numerical examples
In this section, we conduct several numerical tests to verify the theoretical results in the previous section. We emphasize that the newly proposed HSAV schemes could reach arbitrarily high order accuracy in time (with proper choice of the Gaussian collocation points), and they are all unconditionally energy stable. For simplicity, in the rest of this paper, we only use 4th and 6th order for demonstration purpose. Moreover, the CPU time is calculated with a 3.2 GHz Intel Core i7 using Matlab R2018b on MacOS Mojave version 10.14.2.
Example 1: the Allen-Cahn equation. First of all, we test the proposed numerical schemes for solving the widely-used Allen-Cahn (AC) equation [1] . Mainly, the AC equation is proposed as
where M is the mobility parameter and ε controls the interfacial thickness. We choose the broadly embraced benchmark problem [7] , i.e. set the initial profile for φ as:
which is a disk centered at the origin, and use the domain [−128 128] 2 . The parameters are chosen as M = ε = 1. It is known that the area of the disk will shrink, following the linear dynamics V = πR 2 0 − 2πt asymptotically, with R 0 the initial radius. Here we test the dynamics using the proposed HSAV schemes. The numerical results are summarized in Figure 5 .1. We observe that the HSAV schemes can use much larger time step to capture the correct volume shrinking dynamics than the classical SAV schemes.
Example 2: the Cahn-Hilliard equation. Next, we study the widely-used Cahn-Hilliard equation with the Ginzburg-Landau free energy. Specifically, given the Ginzburg-Landau free energy F = (− ε 2 2 ∆φ, φ) + ( 1 4 (1 − φ 2 ) 2 , 1) and constant mobility λ, the model is proposed as
|Ω| , where C 0 is a constant such that (g, 1) > 0. By introducing the scalar auxiliary variable q = (g, 1), the Cahn-Hilliard equation (5.3) could be rewritten as the reformulated gradient flow form of (2.9)
, ∂ t φ), (5.4) with the consistent initial condition for q, i.e. q(t = 0) = (g, 1)| t=0 .
First of all, we conduct a time-step refinement test to verify the accuracy of our proposed high order schemes. We choose the domain as [0, 1] × [0, 1] and spatial meshes N x = N y = 256. The parameters are chosen as λ = 10 −3 , = 0.01, γ 0 = 1, C 0 = 1. The initial profile for φ is given as φ(x, y, t = 0) = sin(2πx) sin(2πy). Both the SAV CrankNicolson (SAV-CN) scheme (see [39, 38] ) and the newly proposed HSAV Scheme 3.2 with fourth order and sixth order collocation points are tested. The numerical errors in L 2 norm at t = 1 are summarized in Figure 5 .2. We observe that the two HSAV schemes reach the fourth and sixth order accuracy respectively. In particular, the L 2 errors of HSAV schemes are significantly (in several orders of magnitudes) smaller than the SAV-CN scheme. In addition, to assure the L 2 norm of the numerical error for φ at t = 1 smaller than 10 −10 , the approximately minimum time steps are δt = 10 −5 for the SAV scheme, δt = 0.004 for the HSAV 4th-order scheme, δt = 0.02 for the HSAV 6th-order scheme. The total CPU time is summarized in Table 5 .1, where we observe the HSAV scheme takes much less CPU time than the SAV scheme. It indicates the HSAV schemes are superior to the SAV schemes for accurate long-time dynamic simulations. where rand(x, y) generates random number between −1 and 1. The predicted energy evolution using different SAV schemes with various time steps are summarized in Figure  5 .3. We observe that for the SAV-CN scheme, it can predict the correct energy evolution with time step ∆t = 0.00025 (where the predicted energy evolution with time step ∆t = 0.0005 is noticeably inaccurate). For the fourth order HSAV scheme, it can predict accurate energy evolution even with time step ∆t = 0.05; and for the sixth order HSAV scheme, it even works well with time step ∆t = 0.1, which is more than 10 3 bigger than the one with the SAV-CN scheme. Then we use the HSAV schemes to conduct the long-time dynamic simulations of coarsening. We use the same parameters as above, and choose the initial profile φ(x, y, t = 0) = φ 0 + 10 −3 rand(x, y), (5.6) where φ 0 is a constant and rand(x, y) generates a random number in the range of −1 to 1. Then we choose φ 0 = 0, 0.1, 0.5. We use the sixth order HSAV scheme with the time step ∆t = 0.1. The simulation results are summarized in Figure 5 .4, where we present the profile of φ at different times. We can observe the HSAV schemes can capture the phase transition dynamics accurately even with such time step time size.
In particular, when φ 0 is small, i.e., the two components have similar total volume, the spinodal decomposition takes effect. When the volume of one phase is dominant, (for instance, φ 0 = 0.5), the nucleation takes effects. These findings are a strong agreement with reports in [13] . Next, we study the power-law coarsening dynamics. Here we set λ = 0.02, ε = 0.05, and domain [0 4π] 2 , and use the initial profile φ(x, y, t = 0) = 0.001rand(−1, 1). It is known that the effective free energy decreases asymptotically following a power law E(t) ≈ O(t −1/3 ). We use the 4th, 6th order HSAV schemes and the SAV-CN scheme to calculate it, with 256 2 meshes and γ 0 = 1, C 0 = 1. The obtained results are summarized in Figure 5 .5. We observe that all the numerical schemes can capture the power law dynamics very well when the time step is small enough, saying when δt = 10 −3 . However, the maximum time step of capturing the correct dynamics using the HSAV scheme is much larger than that of the SAV-CN scheme. Example 3: The Molecular Beam Epitaxy Model. In the last case, we consider the molecular beam epitaxy (MBE) growth model without slop selection [42] . There is a huge amount of work in literature on investigating the MBE models analytically and numerically [42, 37, 34, 35, 9, 12, 26, 38, 49, 11, 45, 28, 30, 29] .
Given the height profile of MBE denoted as φ, the evolution equation reads as
with periodic boundary condition. This model could be viewed as a L 2 gradient flow with respect to the effective free energy 
|Ω| , and introduce the scalar auxiliary variable q = (g, 1), (5.9) and the intermediate function
the equation can be reformulated as 11) with the consistent initial condition for q, i.e. q(t = 0) = (g, 1)| t=0 .
First of all, we would like to test the convergence rate for our proposed scheme. Following the strategy in example 1, we use Cauchy sequences, where the errors are calculated as the differences between numerical solutions with adjacent time steps. Wet set M = 1, ε = 1 and the domain [0 2π] 2 . We use a smooth initial condition φ(x, y, 0) = sin(x) sin(y), and choose γ 0 = 1, C 0 = 1, 256 2 meshes. The refinement-test results are summarized in Figure 5 .6. We observe that all the schemes reach their expected orders of convergence when the time-step is small enough. However, the HSAV schemes have dramatically smaller numerical errors (with several magnitudes smaller) than the SAV-CN scheme, which highlights the advantages of the newly proposed HSAV schemes. Then, the proposed 4th-order and 6th-order HSAV schemes are tested via a benchmark problem [49] , Consider the domain [0, 2π] 2 , and parameters ε 2 = 0.1, M = 1. We pick the initial profile φ(x, y, t = 0) = 0.1(sin(3x) sin(2y) + sin(5x) sin(5y)). This is a classic example that has been studied intensively [42, 6] . The effective free energy dynamics using different schemes with various time steps are plotted. We notice that even though all schemes assure the energy dissipation properties, the SAV-CN scheme requires a much smaller time step size (around δt = 10 −4 ) to predict accurate energy dissipation. In the meanwhile, the HSAV scheme could predict energy evolution accurately even with the time step δt = 0.05, which is 500 larger than the SAV scheme. Besides, the total CPU times using each scheme to calculate the MBE model till t = 15 is summarized in Table 5 .2, where we observe the HSAV scheme is much faster than the SAV scheme, as much larger time steps can be used for HSAV scheme while preserving the desired accuracy. One simulation using fourth order HSAV scheme with the time step δt = 0.025 is shown in Figure 5 .8, where the height profile of φ at different times are shown. The patterns agree very well with other numerical solvers in literature, while we could use an extremely larger time step than the time-step used in other literature. 
Conclusion
In this paper, we combine the SAV approach with the structure-preserving discretization to propose a new class of energy stable methods for gradient flow models, which we name it the HSAV scheme. The proposed HSAV scheme could reach arbitrarily highorder accuracy in time while respecting the discrete energy dissipation law in term of the modified free energy of the SAV equivalent system. Therefore, the proposed schemes can be used to conduct longtime dynamic simulations for gradient flow problems with larger time steps. Some numerical benchmarks are presented to illustrate the excellent performance of the proposed numerical methods. Note that the proposed HSAV method is rather general to be applied for any gradient flow models derived through energy vari-ation. Furthermore, it could also be generalized to study thermodynamically-consistent hydrodynamic models, which will be pursued in our later research.
