A linear model in which the mean vector and covariance matrix depend on the same parameters is connected. Limit results for these models are presented. The characteristic function of the gradient of the score is obtained for normal connected models, thus, enabling the study of maximum likelihood estimators. A special case with diagonal covariance matrix is studied.
Introduction
A linear model y = Xβ + e with y-an n dimensional random vector, X-an n × k known fixed matrix of rank k < n, β-an k dimensional vector of unknown parameters and e-an n dimensional unobservable random vector with null mean value is connected when V [y] = V [e] = V depends on X, β and, possibly, nuissance parameters. In this case we write V = [g ij (λ)], with λ = [β |τ ]-an s dimensional vector and τ -an h dimensional unknown vector. The g ij (λ), i, j = 1, ..., n are real valued functions of λ and the observed constants, present in the matrix X.
The special case in which y is normal and V is diagonal with principal elements that depend on X through the corresponding line vectors was already studied (see [7] ). We now obtain limit results that apply in the general case as well as the expression of the characteristic function of the score's gradient when errors are normal. This expression is useful in checking assumptions required in the limit results. We also show how to use the Newton-Raphson method to obtain maximum likelihood estimates in normal connected models. Lastly, we apply our results to a special case similar to the one considered in [7] , so that comparisons can be made.
Limit Results
We will use the notation N l (λ) = {a : ||a−λ|| < 1l} and N l (λ) * for the closure of N l , and with
. I n will stand for the order n identity matrix, with J-a matrix, J + is the Moore-Penrose inverse, if J is square, |J| will stand for the determinant and i = √ −1. We will also use R p to represent the p dimensional Euclidean space. P → and L → will denote convergence in probability and law, respectively. Unless otherwise specified, all limits will be taken as n → ∞. The Appendix presents or at least outlines the proofs of:
We write Z n (λ)
Corollary 23. If, whenever λ ∈ B, the conditions of Proposition 21 hold for {Z n (λ)} and if λ n Proposition 24. If, whenever λ ∈ B, the conditions of Proposition 21 hold for {Z n (λ)}, if g(λ) has a sole maximum; λ 0 ∈ B and there is C ⊂ B, such that λ 0 ∈ C and that
If, following Amemiya in [1, Chapter 4], we assume that ∂Z n (λ)/∂λ and ∂ 2 Z n (λ)/∂λ∂λ are continuous in λ, from Proposition 24 follows
The next corollary allows us to obtain the same asymptotic result forλ n , but now by checking the conditions of Proposition 21 over the second order partial derivative of Z n (λ) with respect to λ.
Proposition 24 and its two corollaries will play a central part in our study.
Score function for normal models
We now assume the errors e m , m = 1, ..., n, to be normal with null mean values. The score function divided by n will be
the maximum likelihood estimates being derived from this function.
To check the convergence in law of √ n∂Z n (λ 0 )/∂λ, required in Corollaries 25 and 26, we will use later on the characteristic function φ n (t) of the s dimensional vector H = √ n∂Z n (λ 0 )/∂λ. It is easy to write the components of 
where B is a matrix with line vectors b 1 , ..., b s and G is such that GJG = I n and G(
with D diagonal, about these matrices see [9, pages 6-7] . It can be shown that D does not depend on matrix G.
Usually, an explicit maximum likelihood estimator derived from (3.1) is very difficult to obtain. However, under mild conditions, we can use the Newton-Raphson method to obtain a root of the first order partial derivative with respect to λ, that is we can use the equation
to generate a sequence convergent to a local maximum of Z n (λ).
To check on assumptions and how to solve some problems regarding the convergence of the method, see for instance [4, 5, 3] and [2] .
A Special case
We will now add the assumptions: In this case, we have for the limit of the natural logarithm of expression (3.2)
where D(µ 0 ) is a diagonal matrix, whose main diagonal has components x m β 0 , m = 1, ..., n, and so, it's immediate that √ n∂Z n (λ 0 )/∂λ converges in distribution to a normal random vector with null mean vector.
Another nice property of this example is that we don't need to calculate the expected value of the second order partial derivatives of (3.1), because, we know that (see [1, pages 14-17] or [12, page 366 
is negative definite, each is a necessary condition for the convergence of the sequence defined by (3.3) . In this case, we can conclude that
We now conduct a simple Monte Carlo study similar to the one presented in [7] , making use of expression (3.3) to obtain estimates for the parameter vector λ = [10, 4, −2, θ] with θ taking values in {0.1, 0.2, 0.4, 1, 10} (see tables below). We will use the same (40×3) X matrix as in [7] with the first column a column of ones, the second and third columns extracted from, respectively, Table E1 and Table E6 in [11] , from this matrix we obtain a second (80 × 3) X matrix, by duplication of the first one. For each case, 200 multivariate normal e vectors were generated. We used as first element of the sequence (3.3)
whereŷ = Xβ and D(μ) is a diagonal matrix, whose main diagonal has components x mβ , m = 1, ..., n.
The following tables summarize our study, where we used Avrg and V ar for shorthands of, respectively, the estimates' average and variance.
We obtain, for the sample size 40: We can immediately check that, even for large values of θ, the Monte Carlo study is consistent with the large-sample theory, while in [7] large variances are not considered. These conclusions continue to hold when the asymptotic covariance matrices are considered. For instance, in the extremes cases of our study; θ = 0.1 and θ = 10, we have for expression (4.1), respectively: 5 Appendix
and
The last three inequalities, taken simultaneously, imply
P roof of P roposition 22. If σ 2 n (λ) → 0, we will have
and the first part of the thesis is established. According to Proposition 21, g(λ) will be continuous in B and so, given > 0, and λ ∈ B, there will be N t (λ) such that 
and so P sup
since, according to the first part of the thesis, Z n (λ) [8, Chapter 5] ). Now C is a compact contained in B and so, from the open cover
the thesis follows from being arbitrary and from
which can be achieved with l small enough, it will be a compact contained in B and so, according to Proposition 22
Since, according to Proposition 21, g(λ) is continuous in B the Slutsky theorem enables us to write g(λ n )
. The thesis follows from being arbitrary and from
P roof of P roposition 24. First, note that the existence of a supremum,λ n of Z n (λ), which depends on the random vector y in a measurable way, is guaranted by [6, page 637] .
and define the event
But, due to the definition ofλ n , Z n (λ n ) ≥ Z n (λ 0 ), being so, the first of the implications in (5.2) allows us to write
by adding both sides of the inequalities in the second implication of (5.2) and (5.3) we obtain 
