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Abstract 
Multiple target tracking has immense application in areas such as surveillance, air traffic control, defense and computer vision. 
The aim of a target tracking algorithm is to estimate the target position precisely from the partial noisy observations available. 
The real challenges of multiple target tracking are to accomplish the same in the presence of measurement origin uncertainty and 
clutter. Optimal solutions are available by way of Kalman filters for the special case of linear dynamical systems with Gaussian 
noise. For a more general scenario, we resort to the suboptimal solutions like Particle filters which implement stochastic filtering 
through a sequential Monte Carlo approach. Measurement origin uncertainty is resolved by using a suitable data association 
technique prior to the filtering. This paper explores the possibilities of applying a variant of Ensemble Square Root Filters 
(EnSRF) in a multiple target tracking scenario and its tracking performance is compared with those of conventional Bootstrap 
and Auxiliary Bootstrap particle filters. The filtering scheme proposed here incorporates Sample based Joint Probabilistic Data 
Association (SJPDA) in the EnSRF framework for dealing with measurement origin uncertainty. 
© 2016 The Authors.Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of ICETEST – 2015. 
Keywords: Target tracking; Ensemble Square Root Fiter; Particle Filter. 
1. Introduction 
    In multiple target tracking, the positions of individual targets are estimated in presence of noisy partial 
observations arising from a number of indistinguishable targets moving about. The random measurements received 
might belong to any of the targets and an appropriate mapping between the targets and their corresponding 
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measurements is necessary before state estimation. The measurement originating from any non-target is regarded as 
clutter which deteriorates the performance of the tracker. Multiple Target Tracking seeks solution to two major 
problems encountered in this scenario: problem of data association and state estimation. Data association algorithms 
are the solutions for overcoming the inherent problem of measurement origin uncertainty associated with a 
multitarget environment. State estimation technique helps in tracking the multiple state processes of this dynamical 
problem. 
    The optimal solution to state estimation is available only when the system and measurement model considered are 
linear and the noise processes involved are Gaussian. This optimal solution, the Kalman filter [1] is regarded as the 
seminal work on which all the state estimation techniques that followed were based. When the system model 
considered is nonlinear, the solution of the state estimation algorithm cannot be obtained analytically. Hence, any 
practical solution turns out to be suboptimal. There are several variants of Kalman filter leading to such suboptimal 
solutions. An extension of Kalman filter to the case of nonlinear system model is the Extended Kalman Filter (EKF) 
[2], in which a linearization technique is applied to the Kalman filter by means of Taylor series approximation 
followed by Gaussian approximation. This method hinges on the approximation that the deviation from linearity is 
first order and hence the performance deteriorates when nonlinearity is severe. Another variant is the Ensemble 
Kalman Filter (EnKF) [3] widely used in weather prediction applications. Ensemble Square Root Filters (EnSRF) 
[4] can be rightly placed in this family that combines the statistical Monte Carlo sampling technique with the 
analyticity of Kalman Filter. It has the advantage of being computationally simple due to the low rank 
representations of the involved statistics. 
    Particle filters [5] make use of a Bayesian approach towards state estimation in a nonlinear, non-Gaussian 
scenario. In Bayesian framework, the probability density function (pdf) of the state is estimated based on all 
available information. Since this pdf embodies all available statistical information, it may be said to be the complete 
solution to the estimation problem. Particle filters have this common feature that they approximate the posterior 
density by means of a set of particles and their associated weights. At least two models, a system model, modeling 
the evolution of the system with time and a measurement model are required for efficient estimation. The particles 
are propagated through the system model and weights are calculated recursively via the noisy observations received. 
The Particle filter algorithms estimate the posterior density incorporating Monte Carlo sampling and approximation 
techniques and they are also referred as Sequential Monte Carlo (SMC) filters. The main advantage of this approach 
is that it makes no restrictions on the system and measurement models or the distribution of the noise. The weight 
collapse or the particle impoverishment that arises after a few iterations had been the main disadvantage. To avoid 
this, the concept of Sampling Importance Resampling (SIR) was incorporated in the conventional Bootstrap Filter 
[5]. While Bootstrap filter performs resampling at the end of every time step, a variant of it, the Auxiliary Particle 
filter [7] does it at the beginning and nearly eliminates the particle diversity issue. 
    The paper is organized as follows. Section 2 presents the problem formulation. Section 3 briefly discusses the 
filtering techniques used in the paper and Sample based JPDA algorithm. Section 4 presents simulation results using 
a variant of EnSRF and its comparison with Bootstrap filter and Auxiliary Bootstrap filter and the concluding 
remarks are stated in Section 5. 
2. Problem Formulation 
     A multiple tracking problem is modeled through a nonlinear system and measurement model. The nonlinear 
dynamic system model (target motion model) describes how the state of the target is evolving with time. The 
tracking precision depends on how effectively the chosen model represents the actual target motion. 
The system model can be generally represented via a state space model as, 
  
ݔ݇൅ͳ ൌ  ݂݇ ሺݔ݇ ǡ ݅݇ ǡݑ݇ሻሺͳሻ 
  
where xk  and ik  represents the state vector and control input vector at time instant k,  fk  represents the nonlinear 
system transition function according to which the state vector evolves and uk represents a zero mean, white noise 
sequence independent of the states. 
    At each discrete time instant k, measurements yk become available according to the measurement model as, 
 
ݕ݇ ൌ݄݇ሺݔ݇ ǡ ݒ݇ሻሺʹሻ 
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where hk represents the measurement function and vk  represents a zero mean, white noise sequence independent of 
the states and the system noise. These discrete time models are obtained by discretizing the original continuous time 
models of the problem. 
    The target motion uncertainty stems from the fact that, although we know the general system model, the 
information about the exact control input, the parameters of the model and the statistics of the process noise 
involved might be unknown. Generally, the control input vector is taken to be a random white noise. In this paper, 
we have adopted a coordinate turn model with an unknown turn rate.                 
2.1. Coordinate Turn Model 
    Coordinate Turn Model [16] is a two dimensional manoeuver model, where the target state vector, xk is 
represented by ൣܺ݇ ǡܺ݇ ǡሶ ܻ݇ ǡ ܻ݇ሶ ൧ with Xk and Yk representing the cartesian coordinates of the target and ܺሶ݇  and ܻ݇ሶ  
representing the target velocities along x and y axis respectively. Since, the turn rate is taken as an unknown 
parameter, it is incorporated along with the state vector and is estimated for each time instant. The system model is 
given by, 
11
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    Here, T is the sampling interval and is the turn rate in rad/sec. The turning rate is expressed as a nonlinear 
function of target speed and the model is nonlinear. 
    Hence, the state vector along with the turn rate as an augmented state can be represented as                
 
ݔ݇ ൌ ൣܺ݇ ǡܺ݇ ǡሶ ܻ݇ ǡ ܻ݇ ǡπሶ ൧ሺͶሻ  
 
and the system transition function as. 
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    Another major assumption made all through this work is that the observer is positioned at the origin so that the 
observation can be modeled by the bearing angle measurement given by, 
 
݄݇ ൌ 
ܻ݇
ܺ݇
ሺ͸ሻ 
 
    In a multiple target tracking environment, multiple observations arise from various targets and clutter. Inorder to 
facilitate tracking, each obtained measurement is either associated with a target or is discarded as an invalid 
measurement. In this paper, a variant of Joint Probabilistic Data Association (JPDA) technique [12] is chosen for 
this purpose. 
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3. Filtering Techniques 
    The states of the individual targets are estimated in multiple target tracking via stochastic filtering algorithms.  
Bootstrap filters generally are a realisation of Bayesian recursive filtering. Bayesian recursive filtering consists of 
two stages namely, prediction and updation. Basic aim of the filtering is to recursively estimate the pdf of the 
current state vector with all available information. The pdf of the state provides the statistical characterisation of the 
estimated state. In target tracking, the estimated position of the state is the expected value of the posterior pdf. Major 
disadvantage of Bootstrap filtering is the requirement of a large particle size when the estimated pdf is unevenly 
distributed. 
    Auxiliary Bootstrap Filters use an auxiliary variable that helps to select the most representative particles. 
Auxiliary Bootstrap Filter algorithm comprises of a selection step that generates a new set of particles by jointly 
simulating the particle index and a mutation step for generating the particle values. An auxiliary variable retains the 
information from particle set and uses it in the selection step. ABF is found to demonstrate a superior performance 
over BF in many target tracking applications, especially with low process noise. 
3.1. Ensemble Square Root Filters 
    Ensemble Square Root Filters (EnSRF) [4] are derived from Ensemble Kalman Filters (EnKF). Its main 
advantage is the low rank representations of the involved statistics. Square Root Filters generally transform the 
forecast phase parameters in to analysis phase parameters using some non-unique transformation. 
    In EnSRF, an m-member ensemble say ሼݔ݅ ǡ ሺ݅ ൌ ͳǡǥ ǡ݉ሻሽ  is used to represent an n-dimensional state space. The 
ensemble mean used in filter is given by, 
 
ݔҧ ൌ ͳ݉ ෍ݔ݅
݉
݅ൌͳ
ሺ͹ሻ 
  
whereas the ensemble perturbation matrix is, 
 
ܺ ൌ ͳ
ξ݉ െ ͳ
ሾݔͳ െ ݔҧݔʹ െ ݔҧ ǥ ݔ݉ െ ݔҧሿሺͺሻ 
 
The ensemble covariance matrix is represented as, 
 
ܲ ൌ ܺܺܶ ሺͻሻ 
 
Here, the ensemble perturbation matrix is in fact, the matrix square root of the ensemble covariance matrix. Hence, 
the EnSRF has the advantage of dealing with low dimensional perturbation matrices which convey the same 
information about the statistics of the ensemble. The observation in a p-dimensional observation space is denoted by 
y and pxp observation error covariance matrix is denoted by R. 
    EnSRF involves a forecast phase as well as an analysis phase (The forecast and analysis quantities are denoted by 
superscripts ‘f’ and ‘a’ respectively). The forecast step is identical to the prediction performed in particle filtering. 
Forecast observation ensemble is defined by 
 
݅ݕ݂ ൌ ܪ൫ݔ݅
݂൯ሺͳͲሻ 
 
with an ensemble mean (݂ݕതതത ) and an ensemble perturbation matrix (ܻ݂). 
    The analysis parameters are obtained as 
 
ܲܽ ൌ ሺ݂ܺ െ ܭܻ݂ሻሺ݂ܺሻܶ ሺͳͳሻ 
 
ݔҧܽ ൌݔҧ ݂ ൅ ܭሺݕ െ ݕത݂ሻሺͳʹሻ 
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ܭ ൌ݂ܺሺܻ݂ሻܶܦെͳሺͳ͵ሻ 
 
ܦ ൌ ܻ݂ሺܻ݂ሻܶ ൅ ܴሺͳͶሻ 
 
    If the forecast and observation models are linear, then as݉ ՜ ∞ , the above given update equations converge to 
those of conventional Kalman Filter. 
3.1.1. A Particle wise Update version of Ensemble Square Root Filter (PUESRF) 
 
    Particle wise Update version of Ensemble Square Root Filter (PUESRF) [9] is a variant of EnSRF where the 
ensemble is propagated through the analysis stage of EnSRF. It has the advantage of not relying on the Gaussian 
distributed assumption for the analysis ensemble in each time step. The analysis ensemble can be obtained from the 
forecast ensemble as 
 
ݔ݅ܽ ൌݔ݅
݂ ൅ ܭ൫ݕ െ  ݅ݕ݂൯ሺͳͷሻ 
   
where i denotes the ensemble index. In EnSRF, it is the mean of the forecast ensemble that contributes to the 
analysis ensemble mean, but in this version, each of its elements makes a contribution. 
3.2. Sample based JPDA 
    A variant of JPDA, namely sample based JPDA (SJPDA), has been used in this paper for removing measurement 
origin uncertainty. In SJPDA, the idea of data association based on joint probabilities has been integrated in to 
particle filters for state estimation. Here, each sample has been represented by a tuple ሺݔ݅ ǡ݊݇ ǡݓ݅ ǡ݊݇ ሻ where ݓ݅ ǡ݊݇  is the 
importance factor or weight associated with the state ݔ݅ ǡ݊݇ . In JPDA, the weights ݆ߚ ݅ are evaluated, that represent the 
probability that measurement j is caused by target i. In sample based JPDA, this factor is given by, 
 
݆ߚ ݅  ൌ ෍ ߙߛሺ݉݇െȁߠ ȁሻ ෑ
ͳ
ܰ෍݌ሺ݆ݕ ሺ݇ሻȁݔ݅ ǡ݊
݇ ሻ
ܰ
݊ൌͳሺ݆ ǡ݅ሻ߳ߠߠ߳ߠ݆݅
ሺͳ͸ሻ 
 
    In the JPDAF framework, θ represents the joint association event that uniquely determines the association 
between each of the observation to its corresponding target. ݉݇ denotes the number of validated measurements, α a 
normalizing factor and  γ denotes the probability that an observed measurement is a false alarm. 
    Once the assignment probabilities are available, the weights of the samples are computed as, 
 
ݓ݅ ǡ݊݇ ൌ ߙ෍݆ߚ݅ ݌൫݆ݕ ሺ݇ሻหݔ݅ ǡ݊݇ ሻ
݉݇
݆ൌͲ
ሺͳ͹ሻ 
 
The normalising factor α ensures that the weights sum up to one over all samples. Then, bootstrap resampling is 
used to obtain N new samples from the current samples. 
3.2.1. Sample based JPDA along with PUESRF 
 
    The obtained assignment probabilities݆ߚ ݅  (equation (16)) can be incorporated in the PUESRF framework in 
order to take care of multiple observations. Using SJPDA, the analysis particles are obtained by 
 
ݔ݅ܽ ൌݔ݅
݂ ൅ ܭ෍ ݆ߚ ݅ 
݆
൫ݕ െ  ݅ݕ݂൯ሺͳͺሻ 
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    A weight modification of this kind will emphasize the contribution of the most appropriate measurement in the 
innovation and simultaneously reduce the effect of all the other measurements. 
4. Simulation 
    Our works in multiple target tracking include simulation and comparison of three filters mainly Bootstrap Filter, 
Auxiliary Bootstrap Filter and Particle wise Update version of the Ensemble Square Root Filter (PUESRF) in a two 
target scenario. 
 
 
 
    In the two target scenario, each of the two tracks follows a coordinated turn model. Simulation results are plotted 
for 30 time steps for a particle size of 50. Initial position coordinates of each track is taken as (-5,-4) and (2.5, 1.4) 
and their corresponding initial turn rate is taken as 0.7 and 0.8 respectively. The initial position of the target is 
indicated by a plus sign. 
    Root mean square error (RMSE) and sample variance are plotted for 100 Montecarlo runs and are used to 
compare the performance of the three filters. Figures 1 and 2 shows tracking performance of BF, ABF and PUESRF 
in the two target scenario. It is evident from these plots that PUESRF shows superior tracking performance when 
compared to Bootstrap and Auxiliary Bootstrap filters. The corresponding RMSE plots for the track 1 and 2 are 
given in Figure 3. PUESRF evidently exhibits lowest RMSE values compared to other two filters. 
    RMSE curve for ABF closely follows that of PUESRF for the given scenario, but its performance is inconsistent, 
clearly indicated by the sample variance plot for track 2 (Figure 4(b)). The reason for inconsistency is based on the 
fact that ABF relies heavily on the initial prediction stage. As expected, Auxiliary Bootstrap filter gives much better 
performance than Bootstrap filter in terms of RMSE for both scenarios. 
    PUESRF clearly gives the lowest RMSE values in all the given illustrations and give a consistent tracking 
performance, as evident from the sample variance plots. Though Auxiliary Bootstrap Filter provides better 
performance over Bootstrap filter, it is found to be slower than PUESRF and BF. A comparison of execution times 
of the three filters is provided in Table 1. BF is faster than PUESRF but its tracking performance is poor. Hence, 
PUESRF can be claimed to be a faster, reasonably accurate and consistent solution to the problem at hand. 
    PUESRF clearly gives the lowest RMSE values in all the given illustrations and give a consistent tracking 
performance, as evident from the sample variance plots. Though Auxiliary Bootstrap Filter provides better 
performance over Bootstrap filter, it is found to be slower than PUESRF and BF. A comparison of execution times 
of the three filters is provided in Table 1. BF is faster than PUESRF but its tracking performance is poor. Hence, 
PUESRF can be claimed to be a faster, reasonably accurate and consistent solution to the problem at hand. 
 
 
  
Fig. 1. (a) Tracking using Bootstrap filter; (b) Tracking using Auxiliary Bootstrap filter. 
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Fig. 2. Tracking using PUESRF 
  
Fig. 3. (a) RMSE of track 1; (b) RMSE of track 2 
  
Fig. 4. (a) Sample Variance of track 1; (b) Sample Variance of track 2 
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                            Table 1. Execution Time. 
Filter Total time (s) Self time (s) 
ABF 1.612 1.441 
BF 0.251 0.221 
PUESRF 0.246 0.217 
     
5. Conclusion 
    This paper focuses on the development of a filtering framework incorporating the aspects of JPDA into PUESRF, 
a variant of EnSRF in a multitarget scenario. Precisely, data association is accomplished by incorporating Sample 
based JPDA in to the state estimation algorithm. The results via the proposed filter are compared against BF and 
ABF algorithms. The simulation studies show that the proposed PUESRF with JPDA gives a more accurate and 
consistent results in comparison with BF and ABF. Sample based JPDA proves to be an efficient method for data 
association when combined with PUESRF. PUESRF offers a computationally simple method for multiple target 
tracking. Also, it is faster than the other filters used for the study. The ensemble size required for providing a 
reasonable tracking performance is much lesser for PUESRF than the particle size used by BF and ABF. Though, 
ABF requires more number of particles than PUESRF, it is found that the number is lesser than those in basic 
bootstrap filtering. 
    The scope of the present JPDA scheme is limited to scenarios with known number of targets. Suitable 
methodologies are to be derived in order to deal with the problems of track appearances and disappearances in 
scenarios with unknown number of tracks. 
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