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Abstract
In this paper we consider a class of fully nonlinear forced and reversible Schro¨dinger equations and
prove existence and stability of quasi-periodic solutions. We use a Nash-Moser algorithm together with
a reducibility theorem on the linearized operator in a neighborhood of zero. Due to the presence of the
highest order derivatives in the non-linearity the classic KAM-reducibility argument fails and one needs
to use a wider class of changes of variables such has diffeomorphisms of the torus and pseudo-differential
operators. This procedure automtically produces a change of variables, well defined on the phase space of
the equation, which diagonalizes the operator linearized at the solution. This gives the linear stability.
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1 Itroduction
In this paper we study a class of reversible forced fully non linear Schro¨dinger equations of the form
iut = uxx + εf(ωt, x, u, ux, uxx), x ∈ T := R/2piZ, (1.1)
where ε > 0 is a small parameter, the nonlinearity is quasi-periodic in time with diophantine frequency vector
ω ∈ Rd and f(ϕ, x, z), with ϕ ∈ Td, z = (z0, z1, z2) ∈ C3 is in Cq(Td+1 × C3;C) in the real sense (i.e. as
function of Re(z) and Im(z)). For this class we prove existence and stability of quasi-periodic solutions with
Sobolev regularity for all λ in an appropriate positive measure Cantor-like set. The study of this kind of
solutions for the “classic” autonomous semi-linear NLS (where the nonlinearity f does not contain derivatives)
was one of the first successes of KAM theory for Pde’s. See for instance [41, 30, 33]. More recently a series
of papers have appeared concerning dispersive semi-linear Pde’s where the nonlinearity contains derivatives of
order δ ≤ n− 1, here n is the order of the highest derivative appearing in the linear constant coefficients term.
We mention in particular [42] for the reversible NLS and [34] for the Hamiltonian case. The key point of the
aforementioned papers is to apply KAM theory by using an appropriate generalization of the so called ”Kuksin
Lemma”. This idea has been introduced by Kuksin in [32] to deal with non-critical unbounded perturbations,
i.e. δ < n − 1, with the purpose of studying KdV type equations, see also [29]. The previously mentioned
results require that the equation is semi-linear and dispersive; in the ”weakly dispersive” case of the derivative
Klein-Gordon equation we mention the results [12]-[13], also based on KAM theory. Note that our equation
is fully nonlinear, namely the second spatial derivative appears also in the nonlinearity. Hence the KAM
approach seems to fail and one has to develop different strategies. The first breakthrough result for fully
nonlinear Pde’s is due to Iooss-Plotnikov-Toland who studied in [26] the existence of periodic solutions for
water-waves; we mention also the papers by Baldi [1], [2] on periodic solutions for the Kirchoff and Benjamin-
Ono equations. These papers are based on Nash-Moser methods and the key point is to apply appropriate
diffeomorphism of the torus and pseudo-differential operators in order to invert the operator linearized at an
approximate solution. Note that these results do not cover the linear stability of the solutions and they do not
work in the quasi-periodic case. Quite recently this problem has been overcome by Berti, Baldi, Montalto who
studied fully nonlinear perturbations of the KdV equation first in [3], for the forced case, then in [4] for the
autonomous. This was the first result for quasi-periodic solutions for quasi linear Pde’s and the main purpose
of the present paper is to generalize their strategy to cover the NLS.
We now give an overview of the main problems and strategies which appear in the study of quasi-periodic
solutions in Pde’s referring always, for simplicity, to the forced case. A quasi-periodic solution, with frequency
ω ∈ Rd, for an equation such as (1.1) is a function of the form u(t, x) = u(ωt, x) where
u(ϕ, x) : Td ×T→ C.
In other words we look for non-trivial (2pi)d+1−periodic solutions u(ϕ, x) of
iω · ∂ϕu = uxx + εf(ωt, x, u, ux, uxx) (1.2)
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in the Sobolev space
Hs := Hs(Td ×T;C) := {u(ϕ, x) =
∑
(`,k)∈Zd×Z
u`,ke
i(`·ϕ+k·x) : ||u||2s :=
∑
i∈Zd+1
|ui|2〈i〉2s < +∞}. (1.3)
where s > s0 := (d + 2)/2 > (d + 1)/2, i = (`, k) and 〈i〉 := max(|`|, |k|, 1), |`| := max{|`1|, . . . , |`n|}. For
s ≥ s0 Hs is a Banach Algebra and Hs(Td+1) ↪→ C(Td+1) continuously. As in [3] we consider the frequency
vector
ω = λω¯ ∈ Rd, λ ∈ Λ :=
[
1
2
,
3
2
]
, |ω¯ · `| ≥ γ0|`|d , ∀ ` ∈ Z
d\{0}. (1.4)
We impose the reversibility condition
Hypothesis 1. Assume that f is such that
(i) f(ϕ,−x,−z0, z1,−z2) = −f(ϕ, x, z0, z1, z2).
(ii) f(−ϕ, x, z0, z1, z2) = f(ϕ, x, z¯0, z¯1, z¯2),
(iii) f(ϕ, x, 0) 6= 0 , ∂z2f ∈ R\{0},
where ∂z = ∂Re(z) − i ∂Im(z).
Our main result is stated in the following:
Theorem 1.1. There exists s := s(d) > 0, q = q(d) ∈ N such that for every nonlinearity f ∈ Cq(Td+1×C3;C)
that satisfies Hypothesis 1 and for all ε ∈ (0, ε0), with ε0 = ε0(f, d) small enough, there exists a Cantor set
Cε ⊂ Λ of asymptotically full Lebesgue measure, i.e.
|Cε| → 1 as ε→ 0, (1.5)
such that for all λ ∈ Cε the perturbed NLS equation (1.2) has solution u(ε, λ) ∈ Hs such that u(t, x) =
−u¯(−t,−x), with ||u(ε, λ)||s → 0 as ε→ 0. In addition, u(ε, λ) is linearly stable.
Finding such a solution is equivalent to finding zeros of a nonlinear functional on the prescribed Sobolev
space. In forced cases, the starting point is to consider functionals F (λ, ε, u) that for ε = 0 are linear with
constant coefficients and have purely imaginary spectrum which accumulate to zero. See (1.8) for the NLS case.
Note that this is a perturbative problem since F (λ, 0, 0) = 0. However the linearized operator duF (λ, 0, 0) is
not invertible and one needs to use a generalized Implicit Function Theorem.
Typically this method is based on a Newton-like scheme, which relies on the invertibility of the linearized
equation in a whole neighborhood of the unperturbed solution, in our case u = 0; see Figure 1.1.
On a purely formal level one can state an abstract “Nash-Moser” scheme (see for instance [9],[10] and our
Section 2) which says that if λ is such that for all n the operator (duF (λ, ε, un))
−1 is well-defined and bounded
from Hs+µ to Hs for some µ, then a solution of (1.2) exists. Then the problem reduces to proving that such
set of parameters λ is non-empty, or even better that it has asymptotically full measure.
If we impose some symmetry such as a Hamiltonian or a reversible structure the linearized operator
duF (λ, ε, u) is self-adjoint and it is easy to obtain lower bounds on its eigenvalues, implying its invertibility
with bounds on the L2-norm of the inverse for “most” parameters λ, this is the so called first Mel’nikov
condition. However this information is not enough to prove the convergence of the algorithm: one needs
estimates on the high Sobolev norm of the inverse, which do not follow only from bounds on the eigenvalues.
Naturally, if duF (λ, ε, u) were diagonal, passing from L
2 to Hs norm would be trivial, but the problem is
that the operator which diagonalizes duF (λ, ε, u) may not be bounded in H
s. The property of an operator
to be diagonalizable via a “smooth” change of variables is known as reducibility and in general is connected
to the fact that the matrix is regular semi-simple, namely its eigenvalues are distinct (see [21] for the finite
3
F (u)
u0u1u2
Figure 1.1: Three steps of the Newton algorithm un+1 := un − (duF (λ, ε, un))−1[F (λ, ε, un)]
dimensional case). When dealing with infinite dimensional matrices, one also has to give quantitative estimates
on the difference between two eigenvalues: this is usually referred to as the second order Mel’nikov condition
(note that this can be seen as a condition on λ). Naturally one does not need to diagonalize a matrix in order
to invert it, indeed in the case of Pde’s on tori, where the eigenvalues are multiple, the first results have been
proved without any reducibility. See for instance Bourgain in [14, 15, 17], Berti-Bolle in [6, 8], Wang [40].
These papers rely on the so called “multi-scale” analysis based on first Mel’nikov condition and geometric
properties of “separation of singular sites”. Note that this method does not imply reducibility and linear
stability of the solutions. Indeed there are very few results on reducibility on tori. We mention Geng-You in
[25] for the smoothing NLS, Eliasson-Kuksin in [22] for the NLS and Procesi-Procesi [37, 38] for the resonant
NLS. All the aforementioned papers, both using KAM or multiscale, are naturally on semi linear Pde’s with
no derivatives in the non linearity. This problem is at this moment completely open and all the results are in
the one dimensional case. Here as we said the first results were obtain by KAM methods using the Kuksin
lemma. Roughly speaking the aim of a reducibility scheme is to iteratively conjugate an operator D + εM ,
where D is diagonal, to D+ + ε
2M+ where D+ is again diagonal. Clearly the conjugating transformation must
be bounded. The equation which defines the change of variables is called the homological equation while the
operators D,D+ are called the normal form. When M contains derivatives it turns out that D+ can only be
diagonal in the space variable (with coefficients depending on time). The purpose of the Kuksin Lemma is to
show that such an algorithm can be run, namely that one can solve the homological equation also when the
normal form is diagonal only in the space variable (as is D+). Unfortunately, if M has the same order (of
derivatives) as D this scheme seems to fail and one is not able to find a bounded solution of the Homological
equation. The breakthrough idea taken from pseudo-differential calculus is to conjugate D+εM to an operator
D+ + εM+ where D+ is again diagonal while M+ is of lower order w.r.t. M . After a finite number of such
steps one obtains an operator of the form DF + εMF where DF is diagonal and MF is bounded. At this point
one can apply a KAM reducibility scheme in order to diagonalize. Note that in principle one needs only to
invert DF + εMF which could be done by a multiscale argument, however since we are working in one space
dimension one can show that the second Mel’nikov condition can be imposed. This gives the stronger stability
result. This scheme, i.e. Nash Moser plus reducibility of the linearized operator, is very reminiscent of the
classical KAM scheme. The main difference is that we do not apply the changes of variables that diagonalize
the linearized operator. The KAM idea instead, is to change variables at each step in order to ensure that the
linearized operator is approximately diagonal (and the solution is approximately at the origin). Unfortunately
this changes of variables destroy the special structure of the linearized operator of a Pde, but this property is
strongly needed in the first part of our strategy namely in order to conjugate D + εM to DF + εMF .
Regarding our reversibility condition (actually a very natural condition appearing in various works, starting
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from Moser [35]) some comments are in order. First of all some symmetry conditions are needed in order to
have existence, in order to exclude the presence of dissipative terms. Also such conditions guarantee that
the eigenvalues of the linearized operator are all imaginary. All this properties could be imposed by using a
Hamiltonian structure, however preserving the symplectic structure during our Nash-Moser iteration is not
straightforward. Another property which follows by the reversibility is that the spectrum of the operator
linearized at zero is simple, this is not true in the Hamiltonian case, see [24]. A further step is to consider
autonomous equations as done in [4]. In this paper we decided to restrict our attention to the forced case where
one does not have to handle the bifurcation equation. In the paper [7] (see also [4]) the authors show that one
can reduce the autonomous case to a forced one, by choosing appropriate coordinates at each Nash-Moser step.
Since the forced case contains all the difficulties related to the presence of derivatives, we are fairly confident
that this set of ideas can be used to cover the case of the autonomous NLS.
1.1 Notations and scheme of the proof
Vector NLS. We want to “double” the variables and study a “vector” NLS. Let us define
u := (u+, u−) ∈ Hs ×Hs. (1.6)
On the space Hs × Hs we consider the natural norm ||u||s := max{||u+||s, ||u−||s} (we denote by || · ||s the
usual Sobolev norm on Hs(Td+1;C)). We consider also the real subspace
U :=
{
u = (u+, u−) : u+ = u−
}
(1.7)
in which we look for the solution.
Definition 1.2. Given f ∈ Cq, we define the ”vector” NLS as
F (u) := ω · ∂ϕu + i(∂xxu + εf(ϕ, x,u)) = 0, f(ϕ, x,u) :=
(
f1(ϕ, x, u
+, u−, u+x , u
−
x , u
+
xx, u
−
xx)
f2(ϕ, x, u
+, u−, u+x , u
−
x , u
+
xx, u
−
xx)
)
(1.8)
where the functions f = (f1, f2) extend (f, f¯) in the following sense. The fj are in C
q(Td+1 ×R6 ×R6;R2),
and moreover on the subspace U they satisfy
f = (f, f¯)
∂z+2
f1 = ∂z−2
f2, ∂z+i
f1 = ∂z−i
f2, i = 0, 1, ∂z−i
f1 = ∂z+i
f2, i = 0, 1, 2,
∂
z+i
f1 = ∂z+i
f2 = ∂z−i
f1 = ∂z−i
f2 = 0 where ∂zσj
= ∂Re zσj + i∂Im zσj , σ = ±,
(1.9)
Note that this extension is trivial in the analytic case.
By Definition 1.2 the (1.8) reduces to (1.2) on the subspace U (see the first line in (1.9)). The advantage
of working on (1.8) is that the linearized operator dF (u) := L(u) for u ∈ U is self-adjoint. Note that the
linearized operator of (1.2) is actually self-adjoint, but even at ε = 0 is not diagonal. To diagonalize one needs
to complexify and then to give meaning to f ∈ Cq, thus we introduce the extension.
By Hypothesis 1 one has that (1.8), restricted to U , is reversible with respect to the involution
S : u(t, x)→ −u¯(t,−x), S2 = 1, (1.10)
namely, setting V (t, u) := −i(uxx + εf(ωt, x, u, ux, uxx)) we have
−SV (−t, u) = V (t, Su).
Hence the subspace of “reversible” solutions
u(t, x) = −u¯(−t,−x). (1.11)
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is invariant. It is then natural to look for “reversible” solutions, i.e. u which satisfy (1.11). To formalize this
condition we introduce spaces of odd or even functions in x ∈ T. For all s ≥ 0, we set
Xs :=
{
u ∈ Hs(Td ×T) : u(ϕ,−x) = −u(ϕ, x), u(−ϕ, x) = u¯(ϕ, x)} ,
Y s :=
{
u ∈ Hs(Td ×T) : u(ϕ,−x) = u(ϕ, x), u(−ϕ, x) = u¯(ϕ, x)} ,
Zs :=
{
u ∈ Hs(Td ×T) : u(ϕ,−x) = −u(ϕ, x), u(−ϕ, x) = −u¯(ϕ, x)} , (1.12)
Note that reversible solutions means u ∈ Xs, moreover an operator reversible w.r.t. the involution S maps Xs
to Zs.
Definition 1.3. We denote with bold symbols the spaces Gs := Gs ×Gs ∩ U where Gs is Hs, Xs, Y s or Zs.
We denote by Hsx := H
s(T) the Sobolev spaces of functions of x ∈ T only, same for all the subspaces Gsx and
Gsx.
Remark 1.4. Given a family of linear operators A(ϕ) : Hsx → Hsx for ϕ ∈ Td, we can associate it to an
operator A : Hs(Td+1)→ Hs(Td+1) by considering each matrix elements of A(ϕ) as a multiplication operator.
This identifies a subalgebra of linear operators on Hs(Td+1). An operator A in the subalgebra identifies uniquely
its corresponding “phase space” operator A(ϕ). With reference to the Fourier basis this sub algebra is called
“To¨pliz-in-time” matrices (see formulæ (4.14), (4.15)).
Remark 1.5. Part of the proof is to control that, along the algorithm, the operator duF (λ, ε, u) maps the
subspace X0 into Z0. In order to do this, we will introduce the notions of ”reversible” and “reversibility-
preserving” operator in the next Section.
The proof is based on four main technical propositions. First we apply an (essentially standard) Nash-
Moser iteration scheme which produces a Cauchy sequence of functions converging to a solution on a possibly
empty Cantor like set.
Proposition 1.6. Fix γ ≤ γ0, µ > τ > d. There exist q ∈ N, depending only on τ, d, µ, such that for any
nonlinearity f ∈ Cq satisfying Hypothesis 1 the following holds. Let F (u) be defined in Definition 1.2, then
there exists a small constant 0 > 0 such that for any ε with 0 < εγ
−1 < 0, there exist constants C?, N0 ∈ N,
a sequence of functions un and a sequence of sets Gn(γ, τ, µ) ≡ Gn ⊆ Λ such that
un : Gn → X0, ||un||s0+µ,γ ≤ 1, ||un − un−1||s0+µ,γ ≤ C?εγ−1(N0)−(
3
2 )
n
(18+2µ). (1.13)
Here ||·||s,γ is an appropriate weighted Lipschitz norm, see (2.1). Moreover the sequence converges in ||·||s0+µ,γ
to a function u∞ such that
F (u∞) = 0, ∀ λ ∈ G∞ := ∩n≥0Gn. (1.14)
In the Nash-Moser scheme the main point is to invert, with appropriate bounds, F linearized at any un.
Following the classical Newton scheme we define
un+1 = un −ΠNn+1L−1(un)ΠNn+1F (un), L(u) := duF (u) (1.15)
where ΠN is the projection on trigonometric polynomials of degree N and Nn := (N0)
( 32 )
n
. In principle we
do not know whether this definition is well posed since L(u) may not be invertible. Thus one introduce Gn
as the set where such inversion is possible and bounded in high Sobolev norms. Unfortunately this sets are
often difficult to study. In order to simplify this problem we prove that L(u) can be diagonalized in a whole
neighborhood of zero. A major point is to prove that the diagonalizing changes of variables are bounded in
high Sobolev norms. This reduction procedure is quite standard when the non linearity f does not contain
derivatives. In this simpler case L(u) is a diagonal matrix plus a small bounded perturbation. In our case this
is not true, indeed
L(u) = ω · ∂ϕ1 + i(1 +A2(ϕ, x))∂xx + iA1(ϕ, x)∂x + iA0(ϕ, x) (1.16)
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where Ai : H
s → Hs are defined in (2.40) and 1 is the 2 × 2 identity. Hence the reduction requires a careful
analysis which we perform in Sections 3 and 4. More precisely in Section 3 we perform a series of changes of
variables which conjugate L to an operator L4 which is the sum of an unbounded diagonal operator plus a
small bounded remainder. Then in section 4 we perform a KAM reduction algorithm. Putting this two steps
together, in Section 5 we obtain:
Proposition 1.7. Fix γ ≤ γ0, τ > d. There exist η, q ∈ N, depending only on τ, d, such that for any
nonlinearity f ∈ Cq satisfying the Hypotheses 1, there exists 0 > 0 such that for any ε with 0 < εγ−1 < 0,
for any set Λo ⊆ Λ and for any Lipschitz family u(λ) ∈ X0 defined on Λo with ||u||s0+η,γ ≤ 1 the following
holds. There exist Lipschitz functions µ∞h : Λ→ iR of the form
µ∞h := µ
∞
σ,j = −σimj2 + r∞σ,j , m ∈ R, h = (σ, j) ∈ C ×N, sup
h
|r∞h |γ ≤ Cε, (1.17)
with C := {+1,−1}, such that µ∞σ,j = −µ∞−σ,j and setting
Λ2γ∞(u) :=
{
λ ∈ Λo : |λω¯ · `+µ∞σ,j(λ)−µ∞σ′,j′(λ)| ≥
2γ|σj2 − σ′j′2|
〈`〉τ , ∀` ∈ Z
d,∀(σ, j), (σ′, j′) ∈ C ×N
}
,
(1.18)
we have:
(i) For λ ∈ Λ2γ∞ there exist linear bounded operators W1,W2 : Xs0 → Xs0 with bounded inverse, such that L(u)
defined in (1.15) satisfies
L(u) = W1L∞W−12 , L∞ = ω · ∂ϕ1 +D∞ with D∞ = diagk∈C×N{µ∞h }, (1.19)
for any k = (σ, j) ∈ C × N. Moreover, for any s ∈ (s0, q − η), if ||u||s+η,γ < +∞, then W±1i are bounded
operators Xs → Xs.
(ii) under the same assumption of (i), for any ϕ ∈ Td the Wi define changes of variables on the phase space
Wi(ϕ),W
−1
i (ϕ) : X
s
x → Xsx, i = 1, 2, (1.20)
see Remark 1.4. Such operators satisfy the bounds
||(W±1i (ϕ)− 1)h||Hsx ≤ εγ−1C(s)(||h||Hsx + ||u||s+η+s0 ||h||H1x). (1.21)
Remark 1.8. The purpose of item (ii) is to prove that a function h(t) ∈ Xsx is a solution of the linearized
NLS (1.16) if and only if the function v(t) := W−12 (ωt)[h(t)] ∈ Hsx solves the constant coefficients dynamical
system (
∂tv
∂tv¯
)
+
(D∞ 0
0 −D∞
)(
v
v¯
)
=
(
0
0
)
⇔ v˙j + µ∞+,jvj = 0 j ∈ N, (1.22)
Since the eigenvalues are all imaginary we have that
||v(t)||2Hsx =
∑
j∈N
|vj(t)|2〈j〉2s =
∑
j∈N
|vj(0)|2〈j〉2s = ||v(0)||2Hsx , (1.23)
that means that the Sobolev norm in the space of functions depending on x, is constant in time.
Once L(u) si diagonal it is trivial to invert it in an explicit Cantor like set. In section 5 we prove
Lemma 1.9. (Right inverse of L) Under the hypotheses of Proposition 1.7, set
ζ := 4τ + η + 8. (1.24)
where η is fixed in Proposition 1.7. Consider a Lipschitz family u(λ) with λ ∈ Λo ⊆ Λ such that
||u||s0+ζ,γ ≤ 1. (1.25)
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Define the set
P 2γ∞ (u) :=
{
λ ∈ Λo : |λω¯ · `+ µ∞σ,j(λ)| ≥
2γj2
〈`〉τ , ∀` ∈ Z
d, ∀ (σ, j) ∈ C ×N
}
. (1.26)
There exists 0, depending only on the data of the problem, such that if εγ
−1 < 0 then, for any λ ∈ Λ2γ∞(u) ∩
P 2γ∞ (u) (see (1.18)), and for any Lipschitz family g(λ) ∈ Zs, the equation Lh := L(λ,u(λ))h = g, where L is
the linearized operator in (1.15), admits a solution
h := L−1g := W2L−1∞W−11 g ∈ Xs, (1.27)
such that
||h||s,γ ≤ C(s)γ−1 (||g||s+2τ+5,γ + ||u||s+ζ,γ ||g||s0,γ) , s0 ≤ s ≤ q − ζ. (1.28)
By formula (1.28) we have good bounds on the inverse of L(un) in the set Λ2γ∞(un) ∩ P 2γ∞ (un). It is easy
to see that this sets have positive measure for all n ≥ 0. Now in the Nash-Moser proposition 1.6 we defined
the sets Gn in order to ensure bounds on the inverse of L(un), thus we have the following
Proposition 1.10 (Measure estimates). Set γn := (1 + 2
−n)γ and consider the set G∞ of Proposition 1.6
with µ = ζ defined in Lemma 1.9 . We have
∩n≥0 Λ2γn∞ (un) ∩ P 2γn∞ (un) ⊆ G∞, (1.29a)
|Λ\G∞| → 0, as γ → 0. (1.29b)
Formula (1.29a) is essentially trivial. One just need to look at Definition 2.13 and item (N1)n of Theorem
2.14, which fix the sets Gn. The (1.29b) is more delicate. The first point is that we reduce to computing the
measure of the left hand side of (1.29a). It is simple to show that each Λ2γn∞ (un) ∩ P 2γn∞ (un) has measure
1 − O(γ), however in principle as n varies this sets are unrelated and then the intersection might be empty.
We need to study the dependence of the Cantor sets on the function un. Indeed Λ
2γ
∞(u) is constructed by
imposing infinitely many second Melnikov conditions. We show that this conditions imply a finitely many
second Melnikov conditions on a whole neighbourhood of u.
Lemma 1.11. Under the hypotheses of Proposition 1.7, for N sufficiently large, for any 0 < ρ < γ/2 and for
any Lipschitz family v(λ) ∈ X0 with λ ∈ Λo such that
sup
λ∈Λo
||u− v||s0+η ≤ εCρN−τ , (1.30)
we have the following. For all λ ∈ Λ2γ∞(u) there exist invertible and reversibility-preserving (see Section 2.2
for a precise definition) transformations Vi for i = 1, 2 such that
V −11 L(v)V2 = ω · ∂ϕ1 + diagh∈C×N{µ(N)h }+ E1∂x + E0 : X0 → Z0, (1.31)
where µ
(N)
h have the same form of µ
∞
k in (1.19) with bounds
|r∞h − r(N)h |γ ≤ εC||u− v||s0+η,γ + CεN−κ, (1.32)
for an appropriate κ depending only on τ . More precisely Λ2γ∞(u) ⊂ Λγ−ρN (v) with
Λγ−ρN (v) :=
{
λ ∈ Λo : |λω¯ · `+µ(N)σ,j (λ)−µ(N)σ′,j′(λ)| ≥
(γ − ρ)|σj2 − σ′j′2|
〈`〉τ , ∀ |`| < N, ∀(σ, j), (σ
′, j′) ∈ C ×N
}
.
Finally the Vi satisfy bounds like (1.21) and the remainders satisfy
||E0h||s + ||E1h||s ≤ εCN−κ(||h||s + ||v||s+η||h||s0). (1.33)
Since the un are a rapidly converging Cauchy sequence this proposition allows us to prove that G∞ has
asymptotically full measure.
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2 An Abstract Existence Theorem
In this Section we prove an Abstract Nash-Moser theorem in Banach spaces. This abstract formulation
essentially shows a method to find solutions of implicit function problems. The aim is to apply the scheme to
prove Proposition 1.6 to the functional F defined in (1.8).
2.1 Nash-Moser scheme
Let us consider a scale of Banach spaces (Hs, ‖ ‖s)s≥0, such that
∀s ≤ s′, Hs′ ⊆ Hs and ‖u‖s ≤ ‖u‖s′ , ∀u ∈ Hs′ ,
and define H := ∩s≥0Hs.
We assume that there is a non-decreasing family (E(N))N≥0 of subspaces of H such that ∪N≥0E(N) is
dense in Hs for any s ≥ 0, and that there are projectors
Π(N) : H0 → E(N)
satisfying: for any s ≥ 0 and any ν ≥ 0 there is a positive constant C := C(s, ν) such that
(P1) ‖Π(N)u‖s+ν ≤ CNν‖u‖s for all u ∈ Hs,
(P2) ‖(1−Π(N))u‖s ≤ CN−ν‖u‖s+ν for all u ∈ Hs+ν .
In the following we will work with parameter families of functions in Hs, more precisely we consider u = u(λ) ∈
Lip(Λ,Hs) where Λ ⊂ R. We define:
• sup norm: ||f ||sups := ||f ||sups,Λ := sup
λ∈Λ
||f(λ)||s,
• Lipschitz semi-norm: ||f ||lips := ||f ||lips,Λ := sup
λ1,λ2∈Λ
λ1 6=λ2
||f(λ1)− f(λ2)||s
|λ1 − λ2| ,
and for γ > 0 the weighted Lipschitz norm
||f ||s,γ := ||f ||s,Λ,γ := ||f ||sups + γ||f ||lips . (2.1)
Let us consider a C2 map F : [0, ε0]× Λ×Hs0+ν → Hs0 for some ν > 0 and assume the following
(F0) F is of the form
F (ε, λ, u) = Lλu+ εf(λ, u)
where, for all λ ∈ Λ, Lλ is a linear operator which preserves all the subspaces E(N).
(F1) reversibility property:
∃As, Bs ⊆ Hs closed subspaces of Hs, s ≥ 0, such that F : As+ν → Bs . (2.2)
We assume also the following tame properties: given S′ > s0, ∀s ∈ [s0, S′), for all Lipschitz map u(λ) such
that ‖u‖s0,γ ≤ 1, (ε, λ) ∈ [0, ε0)× Λ,
(F2) ‖f(λ, u)‖s,γ , ‖Lλu‖s,γ ≤ C(s)(1 + ‖u‖s+ν,γ),
(F3) ‖duf(λ, u)[h]‖s,γ ≤ C(s)
(‖u‖s+ν,γ‖h‖s0+ν,γ + ‖h‖s+ν,γ),
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(F4) ‖d2uf(λ, u)[h, v]‖s,γ ≤ C(s)
(‖u‖s+ν,γ‖h‖s0+ν,γ‖v‖s0+ν,γ + ‖h‖s+ν,γ‖v‖s0+ν,γ + ‖h‖s0+ν,γ‖v‖s+ν,γ),
for any two Lipschitz maps h(λ), v(λ).
Remark 2.12. Note that (F1) implies duF (ε, λ, v) : As+ν → Bs for all v ∈ As.
We denote
L(u) ≡ L(λ, u) := Lλ + εduf(λ, u) , (2.3)
we have the following definition.
Definition 2.13 (Good Parameters). Given µ > 0, N > 1 let
κ1 = 6µ+ 12ν, κ2 = 11µ+ 25ν , (2.4)
for any Lipschitz familty u(λ) ∈ E(N) with ||u||s0+µ,γ ≤ 1, we define the set of good parameters λ ∈ Λ as:
GN (u) :=
{
λ ∈ Λ : ||L−1(u)h||s0,γ ≤ C(s0)γ−1||h||s0+µ,γ , (2.5a)
||L−1(u)h||s,γ ≤ C(s)γ−1 (||h||s+µ,γ + ||u||s+µ,γ ||h||s0,γ) ,∀s0 ≤ s ≤ s0 + κ2 − µ, (2.5b)
for all Lipschitz maps h(λ)} .
Clearly, Definition 2.13 depends on µ and N .
Given N0 > 1 we set
Nn = (N0)
( 32 )
n
, Hn := E(Nn) , An := As ∩Hn
same for the subspace B.
In the following, we shall write a ≤s b to denote a ≤ C(s)b, for some contant C(s) depending on s. In
general, we shall write al b if there exists a constant C, depending only on the data of the problem, such that
a ≤ Cb.
Theorem 2.14. (Nash-Moser algorithm) Assume F satisfies (F0) − (F4) and fix γ0 > 0, τ > d + 1. Then,
there exist constants 0 > 0, C? > 0, N0 ∈ N, such that for all γ ≤ γ0 and εγ−1 < 0 the following properties
hold for any n ≥ 0:
(N1)n there exists a function
un : Gn ⊆ Λ→ An, ||un||s0+µ,γ ≤ 1, (2.6)
where the sets Gn are defined inductively by G0 := Λ and Gn+1 := Gn ∩ GNn(un), such that
||F (un)||s0,γ ≤ C?εN−κ1n . (2.7)
Moreover one has that hn := un − un−1 (with h0 = 0) satisfies
||hn||s0+µ,γ ≤ C?εγ−1N−κ3n , κ3 := 9ν + 2µ. (2.8)
The Lipschitz norms are defined on the sets Gn. (N2)n the following estimates in high norms hold:
||un||s0+κ2,γ + γ−1||F (un)||s0+κ2,γ ≤ C?εγ−1Nκ1n . (2.9)
Finally, setting G∞ := ∩n≥0Gn, the sequence (un)n≥0 converges in norm || · ||s0+µ,G∞,γ to a function u∞
such that
F (λ, u∞(λ)) ≡ 0, sup
λ∈G∞
||u∞(λ)||s0+µ ≤ Cεγ−1. (2.10)
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Proof. We proceed by induction.
We set u0 = h0 = 0, we get (N1)0 and (N2)0 by fixing C? ≥ max
{||f(0)||s0Nκ10 , ||f(0)||s0+κ2N−κ10 } .
We assume inductively (Ni)n for i = 1, 2, 3 for some n ≥ 0 and prove (Ni)n+1 for i = 1, 2, 3.
By (N1)n, un ∈ An satisfies the conditions in Definition 2.13. Then, by definition, λ ∈ Gn+1 implies that
Ln := L(un) is invertible with estimates (2.5), (used with u = un and N = Nn).
Set
un+1 := un + hn+1 ∈ An+1, hn+1 := −Πn+1L−1n Πn+1F (un), (2.11)
which is well-defined. Indeed, F (un) ∈ Bs implies, since Ln maps As+ν → Bs that hn+1 ∈ An+1. By definition
F (un+1) = F (un) + Lnhn + εQ(un, hn+1), (2.12)
where, by condition (F0) we have
Q(un, hn+1) := f(un + hn+1)− f(un)− duf(un)hn+1 , (2.13)
which is at least quadratic in hn+1. Then, using the definition of hn+1 in (2.11) we obtain
F (un+1) = F (un)− LnΠn+1L−1n Πn+1F (un) + εQ(un, hn+1)
= Π⊥n+1F (un) + LnΠ⊥n+1L−1n Πn+1F (un) + εQ(un, hn+1)
= Π⊥n+1F (un) + Π
⊥
n+1LnL−1n Πn+1F (un) + [Ln,Π⊥n+1]L−1n F (un) + εQ(un, hn+1),
(2.14)
hence, by using the fact that by (F0) [Ln,Π⊥n+1] = ε[duf(λ, un),Π⊥n+1], one has
F (un+1) = Π
⊥
n+1F (un) + ε[duf(un),Π
⊥
n+1]L−1n Πn+1F (un) + εQ(un, hn+1). (2.15)
Now we need a technical Lemma to deduce the estimates (2.7) and (2.9) at the step n + 1. This Lemma
guarantees that the scheme is quadratic, and the high norms of the approximate solutions and of the vector
fields do not go to fast to infinity.
Lemma 2.15. Set for simplicity
Kn := ||un||s0+κ2,γ + γ−1||F (un)||s0+κ2,γ , kn := γ−1||F (un)||s0,γ . (2.16)
Then, there exists a constant C0 := C0(µ, d, κ2) such that
Kn+1 ≤ C0N2µ+4νn+1 (1 + kn)2Kn, kn+1 ≤ C0N−κ2+µ+2νn+1 Kn(1 + kn) + C0N2ν+2µn+1 k2n (2.17)
Proof. First of all, we note that, by conditions (F2)− (F4), Q(un, ·) satisfies
||Q(un, h)||s,γ ≤ ||h||s0+ν,γ (||h||s+ν,γ + ||un||s+ν,γ ||h||s0+ν,γ) , ∀h(λ) (2.18a)
||Q(un, h)||s0+ν,γ ≤s N2νn+1||h||2s0+ν,γ , ∀h(λ) ∈ Hn+1 (2.18b)
where h(λ) ∈ An+1 is a Lipschitz family of functions depending on a parameter. The bound (2.18b) is nothing
but the (2.18a) with s = s0 +ν, where we used the fact that ||un||s0+ν ≤ 1 and the smoothing properties (P1),
that hold because un ∈ An by definition and h ∈ An+1 by hypothesis.
Consider hn+1 defined in (2.11). then we have
||hn+1||s0+κ2,γ
(2.5b)
≤s0+κ2 γ−1Nµn+1 (||F (un)||s0+κ2,γ + ||un||s0+κ2,γ ||F (un)||s0,γ) , (2.19a)
||hn+1||s0,γ
(2.5a)
≤s0 γ−1Nµn+1||F (un)||s0,γ , (2.19b)
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Moreover, recalling that by (2.11) one has un+1 = un + hn+1, we get, by (2.19),
||un+1||s0+κ2,γ ≤ ||un||s0+κ2,γ
(
1 + γ−1Nµn+1||F (un)||s0,γ
)
+ γ−1Nµn+1||F (un)||s0+κ2,γ . (2.20)
Now, we would like to estimate the norms of F (un+1). First of all, we can estimate the term Rn :=
[duf(un),Π
⊥
n+1]L−1n Πn+1F (un) in (2.15), without using the commutator structure,
||Rn||s,γ ≤s γ−1Nµ+2νn+1 (||F (un)||s,γ + ||un||s,γ ||F (un)||s0,γ) , (2.21a)
||Rn||s0,γ ≤s0+κ2,γ γ−1N−κ2+µ+2νn+1 (||F (un)||s0+κ2,γ + ||un||s0+κ2,γ ||F (un)||s0,γ) , (2.21b)
where we used the (2.5) to estimate L−1n , the (F3) for duf and the smoothing estimates (P1) − (P2). By
(2.15), (2.21b), (2.18b) and using εγ−1 ≤ 1 we obtain,
||F (un+1)||s0,γ ≤s0 ||Π⊥Nn+1F (un)||s0,γ + +εN2νn+1||h||2s0,γ
+ εγ−1N−κ2+µ+2νn+1 (||F (un)||s0+κ2,γ + ||un||s0+κ2,γ ||F (un)||s0,γ)
(P2)
≤s0+κ2N−κ2+µ+2νn+1 (||F (un)||s0+κ2,γ + ||un||s0+κ2,γ ||F (un)||s0,γ)
+ εγ−2N2ν+2µn+1 ||F (un)||2s0,γ .
(2.22)
Following the same reasoning as in (2.22), by using the estimates (2.21a), (2.18a), (2.19) and (P2), we get the
estimate in high norm
||F (un+1)||s0+κ2,γ≤(||F (un)||s0+κ2,γ+||un||s0+κ2,γ ||F (un)||s0,γ)
(
1+Nµ+2νn+1 +N
2µ+4µ
n+1 γ
−1||F (un)||s0,γ
)
. (2.23)
From the (2.22) follows directly the second of the (2.17), while collecting togheter (2.20) and (2.23) one obtain
the first of (2.17).
By (2.7) we have that
kn ≤ εγ−1C?N−κ1n ≤ 1, (2.24)
if εγ−1 is small enough. Then one has, for N0 large enough,
Kn+1
(2.24),(2.17)
≤ N4ν+2µn+1 2Kn ≤ C?εγ−1N
3
2 (4ν+2µ)
n N
κ1
n ≤ C?εγ−1Nκ1n+1 (2.25)
where we used the fact that, by formula (2.4), one has 3(2ν + µ) + κ1 =
3
2κ1. This proves the (N3)n+1. In
the same way,
kn+1
(N2)n,(2.17)≤ 2N−κ2+µ+2νn+1 εγ−1Nκ1n C0 + ε2γ−2C0N
3
2 (2ν+2µ)
n N
−2κ1
n ≤ εγ−1C?N−k1n+1 , (2.26)
where we used again the formula (2.4). This proves the (N2)n+1. The bound (2.8) follows by (N2)n and by
using Lemma 2.15 to estimate the norm of hn. Then we get
||un+1||s0+µ,γ ≤ ||u0||s0+µ,γ +
n+1∑
k=1
||hi||s0+µ,γ ≤
∞∑
k=1
C?εγ
−1N−κ3k ≤ 1, (2.27)
if εγ−1 is small enough. This means that (Ni)n+1, i = 1, 2, hold.
Now, if εγ−1 is small enough, we have by (N1)n that the sequence (un)≥0 is a Cauchy sequence in norm
|| · ||s0+µ,γ , on the set G∞ = ∩n≥0Gn. Hence, we have that u∞ := limn→∞ un solves the equation since
||F (u∞)||s0+µ,γ ≤ lim
n→∞ ||F (un)||s0+µ,γ ≤ limn→∞N
µ
nC?εN
−κ1
n = 0. (2.28)
This concludes the proof of Theorem 2.14.
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2.2 Reversible Operators
We now specify to Hs = Hs := Hs(Td+1,C) ×Hs(Td+1,C) ∪ U , with the notations of Definition 1.3; recall
that
||h||s,γ := ||h||Hs×Hs,γ = max{||h+||s,γ , ||h−||s,γ}. (2.29)
Since we are working one the space of functions which are odd in space, it is more convenient to use the
sine basis in space instead of the exponential one. Namely for u odd in space we have the two equivalent
representations:
u(ϕ, x) =
∑
`∈Zd,j∈Z
uj(`)e
i(`·ϕ+jx) =
∑
`∈Td,j∈N
u˜j(`)e
i`·ϕ sin jx,
setting u˜j(`) = 2iuj(`), since uj = −u−j . Then we have also two equivalent Hs norms differing by a factor 2.
In the following we will use the second one which we denote by ‖ · ‖s, because it is more suitable to deal with
odd functions and odd operators. The same remark holds also for even functions, in that case we will use the
cosine basis of L2x.
We will also use this notation. From a dynamical point of view our solution u(ϕ, x) ∈ Hs(Td ×T) can be
seen as a map
Td 3 ϕ→ h(ϕ) := u(ϕ, x) ∈ Hsx := Hsx(T)×Hsx(T) ∩ U . (2.30)
In other words words we look for a curve in the phase space Hsx that solves (1.8). We will denote the norm of
h(ϕ) := (u(ϕ, x), u¯(ϕ, x))
||h(ϕ)||2Hsx :=
∑
j∈Z
|uj(ϕ)|2〈j〉2s. (2.31)
It can be interpreted as the norm of the function at time a certain time t, with ωt↔ ϕ. The same notation is
used also if the function u belongs to some subspaces of even or odd functions in Hsx.
Let ai,j ∈ Hs(Td ×T), on the multiplication operator A = (ai,j)i,j=±1 : Hs → Hs, we define the norm
||A||s := max
i,j=±1
{||ai,j ||s}, ||A||s,γ := max
i,j=±1
{||ai,j ||s,γ} (2.32)
Recalling the definitions (1.12), we set,
Definition 2.16. An operator R : Hs → Hs is “reversible” with respect to the reversibility (1.10) if
R : Xs → Zs, s ≥ 0 (2.33)
We say that R is “reversibility-preserving” if
R : Gs → Gs, for Gs = Xs, Y s, Zs, s ≥ 0. (2.34)
In the same way, we say that A : Xs → Zs, for s ≥ 0 is “reversible”, while A : Gs → Gs, for Gs = Xs,Ys,Zs,
s ≥ 0 is “reversibility-preserving”.
Remark 2.17. Note that, since Xs = Xs × Xs ∩ U , Definition 2.16 guarantees that a reversible operator
preserves also the subspace U , namely (u, u¯) R→ (z, z¯) ∈ Hs ×Hs ∩ U .
Lemma 2.18. Consider operators A,B,C of the form
A :=
(
a11(ϕ, x) a
−1
1 (ϕ, x)
a1−1(ϕ, x) a
−1
−1(ϕ, x)
)
, B := i
(
a11(ϕ, x) a
−1
1 (ϕ, x)
−a1−1(ϕ, x) −a−1−1(ϕ, x)
)
, C := B∂x.
One has that A is reversibility-preserving if and only if aσ
′
σ ∈ Y s for σ, σ′ = ±1. Moreover B is reversible if
and only if A is reversibility-preserving. Finally C is reversible if and only if aσ
′
σ ∈ Xs.
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Proof. The Lemma is proved by simply noting that for u ∈ Xs
aσ
′
σ u ∈ Xs, iσaσ
′
σ · u ∈ Zs, ∀ aσ
′
σ ∈ Y s, iaσ
′
σ · ux ∈ Zs, ∀ aσ,σ′ ∈ Xs, (2.35)
using that ux ∈ Y s if u ∈ Xs. The fact that the subspace U is preserved, follows by the hypothesis that
aσ
′
σ = a
σ
σ′ , that guarantees, for instance Ru = (z1, z2) with z1 = z2.
2.3 Proof of Proposition 1.6
We now prove that our equation (1.8) satisifies the hypotheses of the abstract Nash-Moser theorem. We fix
ν = 2 and consider the operator F : Hs → Hs−2,
F (u) := F (λ,u) =
(
λω¯ · ∂ϕu+ i∂xxu
λω¯ · ∂ϕu¯− i∂xxu¯
)
+ ε
(
if1(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx)
−if2(ϕ, x, u¯, u, u¯x, ux, u¯xx, uxx)
)
(2.36)
For simplicity we write
F (u) := F (λ,u) = Lωu + εf(u) (2.37)
where (recall ω = λω¯)
Lλ ≡ Lω :=
(
ω · ∂ϕ + i∂xx 0
0 ω · ∂ϕ − i∂xx
)
, f(u) :=
(
if1(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx)
−if2(ϕ, x, u¯, u, u¯x, ux, u¯xx, uxx)
)
(2.38)
Hypothesis (F0) is trivial. Hypothesis (F1) holds true with As = X
s, Bs = Z
s by Hypothesis 1.
Hypotheses (F2) − (F4) follow from the fact that f is a Cq composition operator, see Lemmata A.49, A.50.
Let us discuss in detail the property (F3), which we will use in the next section.
Take u ∈ Xs, then by our extension rules we have
εduf(u) := i
2∑
j=0
Aj(ϕ, x,u)∂
j
x (2.39)
where, by (1.9), the coefficients of the linear operators Aj = Aj(ϕ, x,u) have the form
A2 :=
(
a2 b2
−b¯2 −a2
)
, A1 :=
(
a1 b1
−b¯1 −a¯1
)
, A0 :=
(
a0 b0
−b¯0 −a¯0
)
. (2.40)
with
ai(ϕ, x) := ε(∂z+i
f1)(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx),
bi(ϕ, x) := ε(∂z−i
f1)(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx).
(2.41)
Thanks to Hypothesis 1, and Remark 2.12 one has that duf(u) : X
0 → Z0 and hence
ai, bi ∈ Y s, i = 0, 2, a1, b1 ∈ Xs. (2.42)
By (2.40) and Lemma 2.18, the (2.42) implies
iA2, iA0 : X
0 → Z0, iA1∂x : X0 → Z0. (2.43)
then the operator L = duF maps X0 to Z0, i.e. it is reversible according to Definition 2.16.
The coefficients ai and bi and their derivative duσai(u)[h] with respect to u
σ in the direction h, for h ∈ Hs,
satisfy the following tame estimates.
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Lemma 2.19. For all s0 ≤ s ≤ q − 2, ||u||s0+2 ≤ 1 we have, for any i = 0, 1, 2, σ = ±1
||bi(u)||s, ||ai(u)||s ≤ εC(s)(1 + ||u||s+2), (2.44a)
||duσbi(u)[h]||, ||duσai(u)[h]||s ≤ εC(s)(||h||s+2 + ||u||s+2||h||s0+2). (2.44b)
If moreover λ→ u(λ) ∈ Hs is a Lipschitz family such that ||u||s,γ ≤ 1, then
||bi(u)||s,γ , ||ai(u)||s,γ ≤ εC(s)(1 + ||u||s+2,γ). (2.45)
Proof. To prove the (2.44a) it is enough to apply Lemma A.49(i) to the function ∂zσi f1, for any i = 0, 1, 2 and
σ = ±1 which holds for s+ 1 ≤ q. Now, let us write, for any i = 0, 1, 2 and σ, σ′ = ±,
duσai(u)[h]
(2.40)
= ε
2∑
k=0
(∂2
zσk z
+
i
f1)(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx)∂
k
xh,
duσbi(u)[h]
(2.40)
= ε
2∑
k=0
(∂2
zσk z
−
i
f1)(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx)∂
k
xh,
(2.46)
Then, by Lemma A.49(i) applied on ∂2
zσ
′
k z
σ
i
f1 we obtain
||(∂2
zσ
′
k z
σ
i
f1)(ϕ, x, u, u¯, ux, u¯x, uxx, u¯xx)||s ≤ C(s)||f ||Cs+2(1 + ||uσ||s+2), (2.47)
for s+2 ≤ q. The bound (2.44b) follows by (A.5) using the (2.47). To prove the (2.45) one can reason similarly.
This Lemma ensures property (F3). Properties (F2) and (F4) are proved in exactly in the same way, for
property (F4) just consider derivatives of f of order 3.
We have verified all the Hypotheses of Theorem 2.14, which ensures the existence of a solution defined on
some possibly empty set of parameters G∞. This concludes the proof of Proposition 1.6.
3 The diagonalization algorithm: regularization
For u ∈ X0 we consider the linearized operator
L(u) := Lω + εduf(u) = ω · ∂ϕ1 + i(E +A2(ϕ, x,u)∂xx + iA1∂x + iA0 , E =
(
1 0
0 −1
)
(3.1)
with duf(u) defined in formula (2.39) and ‖u‖s0+2 small. In this Section we prove
Lemma 3.20. Let f ∈ Cq satisfy the Hypotheses of Proposition 1.6 and assume q > η1 + s0 where
η1 := d+ 2s0 + 10. (3.2)
There exists 0 > 0 such that, if εγ
−1
0 ≤ 0 (see (1.4) for the definition of γ0) then, for any γ ≤ γ0 and for all
u ∈ X0 depending in a Lipschitz way on λ ∈ Λ, if
||u||s0+η1,γ ≤ 1, (3.3)
then, for s0 ≤ s ≤ q − η1, the following holds.
(i) There exist invertible maps V1,V2 : H0 → H0 such that L4 := V−11 LV2 with
L4 := ω · ∂ϕ1 + i
(
m 0
0 −m
)
∂xx + i
(
0 q1(ϕ, x)
−q¯1(ϕ, x) 0
)
∂x + i
(
q2(ϕ, x) q3(ϕ, x)
−q¯3(ϕ, x) −q¯2(ϕ, x)
)
. (3.4)
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The Vi are reversibility-preserving and moreover for all h ∈ X0
||Vih||s,γ + ||V−1i h||s,γ ≤ C(s)(||h||s+2,γ + ||u||s+η1,γ ||h||s0+2,γ), i = 1, 2. (3.5)
(ii) The coefficient m := m(u) of L4 satisfies
|m(u)− 1|γ ≤ εC, (3.6a)
|dum(u)[h]| ≤ εC||h||η1 . (3.6b)
(iii) The operators qi := qi(u), are such that
||qi||s,γ ≤ εC(s)(1 + ||u||s+η1,γ), (3.7a)
||du(qi)(u)[h]||s ≤ εC(s)(||h||s+η1 + ||u||s+η1 + ||h||s0+η1), (3.7b)
Finally L4 is reversible.
The rest of the Section is devoted to the proof of this Lemma. We divide it in four steps. at each step we
construct a reversibility-preserving change of variable Ti that conjugates1 Li to Li+1 where L0 := L and
Li := ω · ∂ϕ1 + i
(
1 + a
(i)
2 (ϕ, x) b
(i)
2 (ϕ, x)
−b¯(i)2 (ϕ, x) −1− a(i)2 (ϕ, x)
)
∂xx+i
(
a
(i)
1 (ϕ, x) b
(i)
1 (ϕ, x)
−b¯(i)1 (ϕ, x) −a¯(i)i (ϕ, x)
)
∂x+
(
a
(i)
0 (ϕ, x) b
(i)
0 (ϕ, x)
−b¯(i)0 (ϕ, x) −a¯(i)0 (ϕ, x)
)
.
(3.8)
On the transformation we need to prove bounds like
||Ti(u)h||s,γ + ||T −1i (u)h||s,γ ≤ C(s)(||h||s,γ + ||u||s+κi,γ ||h||s0), (3.9a)
||duTi(u)[h]g||s, ||duT −1i (u)[h]g||s ≤ εC(s) (||g||s+1||h||s0+κi + ||g||2||h||s+κi + ||u||s+κi ||g||2||h||s0) , (3.9b)
for suitable κi. Moreover the coefficients in (3.8) satisfy
||a(i)j (u)||s,γ , ||b(i)j (u)||s,γ ≤ εC(s)(1 + ||u||s+κi,γ), (3.10a)
||duσa(i)j (u)[h]||s, ||duσb(i)j (u)[h]||s ≤ εC(s)(||h||s+κi + ||u||s+κi + ||h||s0+κi), (3.10b)
for j = 0, 1, 2 and i = 1, . . . , 4.
Step 1. Diagonalization of the second order coefficient
We first diagonalize the term E+A2 in (3.1). By a direct calculation, one can see that the matrix (E+A2)
has eigenvalues λ1,2 = ±
√
(1 + a2)2 − |b2|2. Hence we set a(1)2 (ϕ, x) = λ1 − 1. We have that a(1)2 ∈ R because
a2 ∈ R and ai, bi are small. The diagonalizing matrix is
T −11 :=
1
2
(
2 + a2 + a
(1)
2 b2
−b¯2 −(2 + a2 + a(1)2 )
)
⇒ T −11 (E +A2)T1 =
(
1 + a
(1)
2 (ϕ, x) 0
0 −1− a(1)2 (ϕ, x)
)
(3.11)
The tame estimates (3.10) for a
(1)
2 and the (3.9) on T −11 follow with κ1 = 2 by (2.44a), (3.3) and (A.5).
The bound on T1 follows since detT −11 = (|b2|2 − (2 + a2 + a(1)2 )2)/4, and by using the same strategy as for
a
(1)
2 .
One has
L1 := T −11 LT1 = ω · ∂ϕ1 + iT −11 (E +A2)T1∂xx + i
[
2T −11 (E +A2)∂xT1 + T −11 A1T1
]
∂x
+ i
[−iT −11 (ω · ∂ϕT1) + T −11 (E +A2)∂xxT1 + T −11 A1∂xT1 + T −11 A0T1] ; (3.12)
1Actually in the third step we only are able to conjugate L2 to ρL3, where ρ is a suitable function. This is the reason why L
is semi-conjugated to L4.
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the (3.12) has the form (3.8) and this identifies the coefficients a
(1)
j , b
(1)
j . Note that the matrix of the second
order operator is now diagonal. Moreover, by (A.5), (3.10) on a
(1)
2 , (2.44a) and (2.44b) one obtains the
bounds (3.10) for the remaining coefficients a
(1)
j , b
(1)
j with κ1 := 5. Then we can fix κ1 = 5 in all the bounds
(3.9a)-(3.10b) even if for some of the coefficients there are better bounds.
Finally, since the matrix T −11 is E + A2 plus a diagonal matrix with even components, it has the same
parity properties of A2, then maps Y
s to Ys and Xs to Xs, this means that it is reversibility-preserving and
hence L1 is reversible. In particular one has that a(1)2 , a(1)0 , b(1)0 ∈ Y 0 and a(1)1 , b(1)1 ∈ X0 then by Lemma 2.18.
Remark 3.21. We can note that in the quasi-linear case this first step can be avoided. Indeed in that case
one has ∂z¯2f ≡ 0, so that the matrix A2 is already diagonal, with real coefficients.
Step 2. Change of the space variable
We consider a ϕ−dependent family of diffeomorphisms of the 1−dimensional torus T of the form
y = x+ ξ(ϕ, x), (3.13)
where ξ is as small real-valued funtion, 2pi periodic in all its arguments. The change of variables (3.13) induces
on the space of functions the invertible linear operator
(T2h)(ϕ, x) := h(ϕ, x+ ξ(ϕ, x)), with inverse (T −12 v)(ϕ, y) = v(ϕ, y + ξ̂(ϕ, y)) , (3.14)
where y → y + ξ̂(ϕ, y) is the inverse diffeomorphism of (3.13). With a slight abuse of notation we extend the
operator to Hs:
T2 : Hs → Hs, T2h =
(
(T2h)(ϕ, x)
(T2h¯)(ϕ, x)
)
. (3.15)
Now we have to calculate the conjugate T2−1L1T2 of the operator L1 in (3.12).
The conjugate T −11 aT2 of any multiplication operator a : h(ϕ, x)→ a(ϕ, x)h(ϕ, x) is the multiplication operator
(T −12 a) : v(ϕ, y)→ (T −12 a)(ϕ, y)v(ϕ, y). The conjugate of the differential operators will be
T −12 ω · ∂ϕT2 = ω · ∂ϕ + [T −12 (ω · ∂ϕξ)]∂y, A−1∂xT2 = [T −12 (1 + ξx)]∂y,
T −12 ∂xxA = [T −12 (1 + ξx)2]∂yy + [T −12 (ξxx)]∂y,
(3.16)
where all the coefficients are periodic functions of (ϕ, x). Thus we have obtained L2 = T2−1L1T2 where L2
has the form (3.8). Note that the second rows are the complex conjugates of the first, this is due to the fact
that T2 trivially preserves the subspace U . We have
1 + a
(2)
2 (ϕ, y) = T −12 [(1 + a(1)2 )(1 + ξx)2], b(2)1 (ϕ, y) = T −12 [b(1)1 (1 + ξx)],
a
(2)
1 (ϕ, y) = T −12 ((1 + a(1)2 )ξxx)− iT −12 (ω · ∂ϕξ) + T −12 [a(1)1 (1 + ξx)],
a
(2)
0 (ϕ, y) = T −12 [a(1)0 ], b(2)0 (ϕ, y) = T −12 [b(1)0 ].
(3.17)
We are looking for ξ(ϕ, x) such that the coefficient of the second order differential operator does not depend
on y, namely
T −12 [(1 + a(1)2 )(1 + ξx)2] = 1 + a(2)2 (ϕ), (3.18)
for some function a
(2)
2 (ϕ). Since T2 operates only on the space variables, the (3.18) is equivalent to
(1 + a
(1)
2 (ϕ, x))(1 + ξx(ϕ, x))
2 = 1 + a
(2)
2 (ϕ). (3.19)
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Hence we have to set
ξx(ϕ, x) = ρ0, ρ0(ϕ, x) := (1 + a
(2)
2 )
1
2 (ϕ)(1 + a
(1)
2 (ϕ, x))
− 12 − 1, (3.20)
that has solution ξ periodic in x if and only if
∫
T
ρ0dy = 0. This condition implies
a
(2)
2 (ϕ) =
(
1
2pi
∫
T
(1 + a
(1)
2 (ϕ, x))
− 12
)−2
− 1 (3.21)
Then we have the solution (with zero average) of (3.20)
ξ(ϕ, x) := (∂−1x ρ0)(ϕ, x), (3.22)
where ∂−1x is defined by linearity as
∂−1x e
ikx :=
eikx
ik
, ∀ k ∈ Z\{0}, ∂−1x = 0. (3.23)
In other word ∂−1x h is the primitive of h with zero average in x. Thus, conjugating L1 through the operator
T2 in (3.15) , we obtain the operator L2 in (3.8).
Now we start by proving that the coefficient a
(2)
2 satisfies tame estimates like (3.10) with κ2 = 2. Let us
write
a
(2)
2 (ϕ) = ψ
(
G[g(a
(1)
2 )− g(0)]
)
− ψ(0), ψ(t) := (1 + t)−2, Gh := 1
2pi
∫
T
hdx, g(t) := (1 + t)−
1
2 . (3.24)
Then one has, for ε small,
||a(2)2 ||s
(A.10)
≤ C(s)||G[g(a(1)2 )− g(0)]||s ≤ C(s)||g(a(1)2 )− g(0)||s
(A.10)
≤ C(s)||a(1)2 ||s. (3.25)
In the first case we used (A.10) on the function ψ with u = 0, p = 0, h = G[g(a
(1)
2 )− g(0)], while in the second
case we have set u = 0, p = 0, h = a
(1)
2 and used the estimate on g. Then we used the (3.10) and the bound
(2.44a), with s0 = s0 which holds for s+ 2 ≤ q. By (3.24), we get for σ = ±1
duσa
(2)
2 (u)[h] = ψ
′
(
G[g(a
(1)
2 )− g(0)]
)
G
[
g′(a(1)2 )duσa
(1)
2 [h]
]
(3.26)
Using (A.5) with s0 = s0, Lemma A.49(i) to estimate the functions ψ
′ and g′, as done in (3.25)), and by the
(2.44b) we get (3.10b). The (3.10a) follows by (3.25), (3.10b) and Lemma A.50. The second step is to give
tame estimates on the function ξ = ∂−1x ρ0 defined in (3.20) and (3.22). It is easy to check that, estimates
(3.10) are satisfied also by ρ0. They follow by using the estimates on a
(2)
2 and the estimates (3.10), (2.44a),
(2.44b), (2.45) for a
(1)
2 . By defining |u|∞s := ||u||W s,∞ and using Lemma A.48(i) we get
|ξ|∞s ≤ C(s)||ξ||s+s0 ≤ C(s)||ρ0||s+s0 ≤ εC(s)(1 + ||u||s+s0+2), (3.27a)
|duσξ(u)[h]|∞s ≤ εC(s)(||h||s+s0+2 + ||u||s+s0+2||h||s0+2), (3.27b)
and hence, by Lemma A.50 one has
|ξ|∞s,γ ≤ εC(s)(1 + ||u||s+s0+2,γ), (3.28)
for any s+ s0 + 2 ≤ q. The diffomorphism x 7→ x+ ξ(ϕ, x) is well-defined if |ξ|1,∞ ≤ 1/2, but it is easy to note
that this condition is implied requiring εC(s)(1 + ||u||s0+3) ≤ 1/2. Let us study the inverse diffeomorphism
(ϕ, y) 7→ (ϕ, y + ξ̂(ϕ, y)) of (ϕ, x) 7→ (ϕ, x+ γ(ϕ, x)). Using Lemma A.51(i) on the torus Td+1, one has
|ξ̂|∞s ≤ C|ξ|∞s ≤ εC(s)(1 + ||u||s+s0+2). (3.29)
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By definition we have that ξ̂(ϕ, y) + ξ(ϕ, y + ξ̂(ϕ, y)) = 0, which implies, for σ = ±1,
|duσ ξ̂(u)[h]|∞s ≤ εC(||h||s0+2 + ||u||s+s0+3||h||s0+2). (3.30)
Now, thanks to bounds (3.29) and (3.30), using again Lemma A.50 with p = s0 + 3, we obtain
|ξ̂|∞s,γ ≤ εC(s)(1 + ||u||s+s0+3,γ). (3.31)
We have to estimate T2(u) and T −12 (u). By using (A.18c), (3.28) and (3.31), we get the (3.9a) with
κ2 = s0 + 3, Now, since
du(T2(u)g)[h] := dug(ϕ, x+ ξ(ϕ, x; u)) = (T2(u)gx)duξ(u)[h],
we get the (3.9b) using the (A.7), (3.27b) and (3.9a). The (3.9b) on T −12 follows by the same reasoning.
Finally, using the bounds (A.7), (3.9), (3.31), (2.45), Lemma 2.19 and ||u||s0+η1,γ ≤ 1, one has the (3.10a) on
the coefficients a
(2)
j , b
(2)
j for j = 0, 1 in (3.17). Now, by definition (3.17), we can write
a
(2)
1 = T −12 (u)ρ1, ρ1 := (1 + a(1)2 )ξxx − iω · ∂ϕξ + a(1)1 (1 + ξx), (3.32)
so that, thanks to bounds in Lemma 2.19, and (3.27a), (3.27b), (A.7) and recalling that ||u||s0+η1 ≤ 1, we
get the (3.10a) on ρ1. Now, the (3.10b) on a
(2)
1 follows by using the chain rule, setting κ2 = s0 + 5 and for
s+ s0 + 5 ≤ q. The same bounds on the coefficients a(2)0 , b(2)0 are obtained in the same way.
Remark 3.22. Note that ξ is a real function and ξ(ϕ, x) ∈ X0 since a ∈ Y 0. This implies that the operators
T2 and T −12 map X0 → X0 and Y 0 → Y 0, namely preserves the parity properties of the functions. Moreover
we have that a
(2)
2 , a
(2)
0 , b
(2)
0 ∈ Y 0, while a(2)1 , b(2)1 ∈ X0. Then then by Lemma 2.18, one has that the operator
L2 is reversible.
Step 3. Time reparametrization
In this section we want to make constant the coefficient of the highest order spatial derivative operator
∂yy of L2, by a quasi-periodic reparametrization of time. We consider a diffeomorphism of the torus Td of the
form
θ = ϕ+ ωα(ϕ), ϕ ∈ Td, α(ϕ) ∈ R, (3.33)
where α is a small real valued function, 2pi−periodic in all its arguments. The induced linear operator on the
space of functions is
(T3h)(ϕ, y) := h(ϕ+ ωα(ϕ), y), with inverse (T −13 v)(θ, y) = v(θ + ωα̂(θ), y), (3.34)
where ϕ = θ + ωα̂(θ) is the inverse diffeomorphism of θ = ϕ+ ωα(ϕ). We extend the operator
T3 : Hs → Hs, (T3h)(ϕ, x) =
(
(T3h)(ϕ, x)
(T3h¯)(ϕ, x)
)
. (3.35)
By conjugation, we have that the differential operator becomes
T −13 ω · ∂ϕT3 = ρ(θ)ω · ∂θ, T −13 ∂yT3 = ∂y, ρ(θ) := T −13 (1 + ω · ∂ϕα). (3.36)
We have obtained T3−1L2T3 = ρL3 with L3 as in (3.8) where
1 + a
(3)
2 (θ) := (T −13 (1 + a(2)2 ))(θ),
ρ(θ)a
(3)
j (θ, y) := (T −13 a(2)j )(θ, y), ρ(θ)b(3)j (θ, y) := (T −13 b(2)j )(θ, y), i = 0, 1.
(3.37)
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We look for solutions α such that the coefficients of the highest order derivatives (iω · ∂θ and ∂yy) are propor-
tional, namely
(T −13 (1 + a(2)2 ))(θ) = mρ(θ) = mT −13 (1 + ω · ∂ϕα) (3.38)
for some constant m, that is equivalent to require that
1 + a
(2)
2 (ϕ) = m(1 + ω · ∂ϕα(ϕ)), (3.39)
By setting
m =
1
(2pi)d
∫
Td
(1 + a
(2)
2 (ϕ))dϕ, (3.40)
we can find the (unique) solution of (3.39) with zero average
α(ϕ) :=
1
m
(ω · ∂ϕ)−1(1 + a(2)2 −m)(ϕ), (3.41)
where (ω · ∂ϕ)−1 is defined by linearity
(ω · ∂ϕ)−1ei`·ϕ := e
i`·ϕ
iω · ` , ` 6= 0, (ω · ∂ϕ)
−11 = 0.
thanks to this choice of α we have T −13 L2T3 = ρL3 with 1 + a(3)2 (θ) = m.
First of all, note that the bounds (3.6) on the coefficient m in (3.40) follow by the (3.10) for a
(2)
2 . Moreover
the function α(ϕ) defined in (3.41) satisfies the tame estimates:
|α|∞s ≤ εγ−10 C(s)(1 + ||u||s+d+s0+2), (3.42a)
|duα(u)[h]|∞s ≤ εγ−10 C(s)(||h||s+d+s0+2 + ||u||s+d+s0+2||h||d+s0+2), (3.42b)
|α|∞s,γ ≤ εγ−10 C(s)(1 + ||u||s+d+s0+2,γ). (3.42c)
Since ω = λω¯ and by (1.4) one has |ω¯ ·`| ≥ 3γ0|`|−d, ∀ ` 6= 0, then one has the (3.42a). One can prove similarly
the (3.42c) by using (3.10a), (3.6) and the fact (ω · `)−1 = λ−1(ω¯ · `)−1. To prove (3.42b) we compute
duα(ϕ; u)[h] = (λω¯ · ∂ϕ)−1
(
du(1 + a
(2)
2 (u))[h]m− (1 + a(2)2 )dum(u)[h]
m2
)
(3.43)
and use the estimates (3.10a), (3.10b) and (3.6). Finally, the diffeomorphism (3.33) is well-defined if |α|∞1 ≤
1/2. This is implied by (3.42a) and (3.3) for ε small enough.
The inverse diffeomorphism θ → θ + ωα̂(θ) of (3.33) satisfies the same estimates in (3.42) with d + s0 + 3.
The (3.42a), (3.42c) on α̂ follow by the bounds (A.16), (A.17) in Lemma A.51 and (3.42a), (3.42c). As in the
second step the estimate on duα̂(u)[h] follows by the chain rule using Lemma A.51(iii), (A.6), (3.42a), (3.42b)
on α and (A.2) with a = d+ s0 + 3, b = d+ s0 + 1 and p = s− 1, q = 2 one has the (3.42b) for α̂.
We claim that the operators T3(u) and T −13 (u) defined in (3.34), satisfy for any g,h ∈ Hs the (3.9) with
κ3 := d+ s0 + 3. Indeed to prove estimates (3.9a), we apply Lemma A.51(ii) and the estimates (3.42a), (3.42c)
on α and α̂ obtained above. Now, since
du(T3(u)g)[h] = T3(u)(ω · ∂ϕg)duα(u)[h] (3.44)
then (A.7), (3.42b) and (3.9a), imply (3.9b). Reasoning in the same way one has that (3.42a), (3.9b) imply
(3.9b) on T −13 .
By the (3.36) one has ρ = 1 + T −13 (ω · ∂ϕα). By using the (A.19a), (A.19b), the bounds (3.42) on α and (3.3)
one can prove
|ρ− 1|∞s,γ ≤ εγ−10 C(s)(1 + ||u||s+d+s0+4,γ) (3.45a)
|duρ(u)[h]|∞s ≤ εγ−10 C(s)(||h||s+d+s0+3 + ||u||s+d+s0+4||h||d+s0+3). (3.45b)
20
Bounds (3.10) on the coefficients a
(3)
j , b
(3)
j follows, with κ3 := d+ s0 + 5, by using the (3.45) on ρ, the (3.9) on
T3 and T −13 , the (A.5)-(A.7) and the condition (3.3).
Remark 3.23. Note that α is a real function and α ∈ X0, then the operators T3 and T −13 map X0 → X0 and
Y 0 → Y 0. Moreover we have that m ∈ R , a(3)0 , b(3)0 ∈ Y 0, while a(3)1 , b(3)1 ∈ X0. Then then by Lemma 2.18,
one has that the operator L3 is reversible.
In the following we rename y = x and θ = ϕ
Step 4. Descent Method: conjugation by multiplication operator
The aim of this section is to conjugate the operator L3 to an operator L4 which has zero on the diagonal
of the first order spatial differential operator.
We consider an operator of the form
T4 :=
(
1 + z(ϕ, x) 0
0 1 + z¯(ϕ, x)
)
, (3.46)
where z : Td+1 → C is small enough so that T4 is invertible. By a direct calculation we have that L4 has the
form (3.8) where the second order coefficients are those of L3 while2
a
(4)
1 (ϕ, x) := 2m
zx(ϕ, x)
1 + z(ϕ, x)
+ a
(3)
1 (ϕ, x), q2(ϕ, x) ≡ a(4)0 (ϕ, x) :=
−i(ω · ∂ϕz)(ϕ, x) +mzxx
1 + z(ϕ, x)
+ a
(3)
0 (ϕ, x),
q1(ϕ, x) ≡ b(4)1 (ϕ, x) := b(3)1 (ϕ, x)
1 + z¯(ϕ, x)
1 + z(ϕ, x)
, q3(ϕ, x) ≡ b(4)0 (ϕ, x) := b(3)0 (ϕ, x)
1 + z¯(ϕ, x)
1 + z(ϕ, x)
.
(3.47)
We look for z(ϕ, x) such that a
(4)
1 ≡ 0. If we look for solutions of the form 1 + z(ϕ, x) = exp(s(ϕ, x)) we have
that a
(4)
1 = 0 becomes
(Re(s))x(ϕ, x) = − 1
2m
Re(a
(3)
1 )(ϕ, x), (Im(s))x(ϕ, x) = −
1
2m
Im(a
(3)
1 )(ϕ, x), (3.48)
that have unique (with zero average in x) solution
(Res)(ϕ, x) = − 1
2m
∂−1x Re(a
(3)
1 )(ϕ, x), (Ims)(ϕ, x) = −
1
2m
∂−1x Im(a
3
1)(ϕ, x) (3.49)
where ∂−1x is defined in (3.23).
The function s defined in (3.49) satisfies the following tame estimates:
||s||s,γ ≤ εC(s)(1 + ||u||s+d+s0+5,γ), (3.50a)
||dus(u)[h]||s ≤ εC(s)(||h||s+d+s0+4 + ||u||s+d+s0+5||h||d+s0+4). (3.50b)
The (3.50) follow by (3.6), used to estimate m, the estimates (3.10), on the coefficient of a
(3)
1 , and (3.3). Since
by definition one has
z(ϕ, x) = exp(s(ϕ, x))− 1,
clearly the function z satisfies the same estimates (3.50a)-(3.50b).
The estimates (3.50a)-(3.50b) on the function z(ϕ, x) imply directly the tame estimates in (3.9) on the operator
T4 defined in (3.46). The bound (3.9a) on the operator T −14 follows in the same way. In order to prove the
(3.9b) we note that
duT −14 (u)[h] = −T −14 (u)duT4(u)[h]T −14 (u),
2We use T4 to cancel a(4)1 , then to avoid apices we rename the remaining coefficients coherently with the definition of L4.
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then, using the (3.3) and the (3.9b) on T4 we get the (3.9b) on T −14 . We show that the coefficients in (3.47),
for i = 1, 2, 3 satisfy the tame estimates in (3.10) with κ4 = d+ s0 + 7 that simply are the (3.7a), (3.7b). The
strategy to prove the tame bounds on qi is the same used in (3.32) on a
(2)
1 . Collecting together the loss of
regularity at each step one gets η1 as in (3.2).
Remark 3.24. Since a
(3)
1 ∈ X0, then s(ϕ, x) ∈ Y 0, so that the operator T4 does not change the parity
properties of functions. This implies that the operator L4, defined in (3.4), is reversible.
The several steps performed in the previous sections (semi)-conjugate the linearized operator L to the
operator L4 defined in (3.4), namely
L = V1L4V−12 , V1 := T1T2T3ρT4, V2 = T1T2T3T4. (3.51)
where ρ is the multiplication operator by the function ρ defined in (3.36). Now by Lemma A.52, the operators
V1 and V2 defined in (3.51) satisfy, using (3.3), the (3.5). Note that we used that η1 > d + 2s0 + 7. The
estimates in (ii) and (iii) heve been already proved, hence the proof of Lemma 3.20 has been completed.
The following Lemma is a consequence of the discussion above.
Lemma 3.25. Under the Hypotheses of Lemma 3.20 possibly with smaller 0, if (3.3) holds, one has that
theTi i 6= 3 identify operators Ti(ϕ), of the phase space Hsx := Hs(T). Moreover they are invertible and the
following estimates hold for s0 ≤ s ≤ q − η1:
||(T ±1i (ϕ)− 1)h||Hsx ≤ εC(s)(||h||Hsx + ||u||s+d+2s0+4||h||H1x), i = 1, 2, 4, (3.52a)
Proof. T1 and T4 are multiplication operators then, it is enough to perform the proof on any component (Ti)σ′σ ,
for σ, σ′ = ±1 and i = 1, 4, that are simply multiplication operators from Hsx → Hsx. One has
||(Ti)σ′σ (ϕ)h||Hsx
(A.5)
≤ C(s)(||(Ti)σ′σ (ϕ)||Hsx ||h||H1x + ||(Ti)σ
′
σ (ϕ)||H1x ||h||Hsx)
≤||(Ti)σ′σ ||s+s0 ||h||Hsx + ||(Ti)σ
′
σ ||1+s0 ||h||Hsx)
(3.9a)
≤ C(s)(||h||Hsx + ||u||s+s0+2||h||H1x),
(3.53)
where we used also (3.3). In the same way one can show that
||((Ti)σ′σ (ϕ, ·)− 1)h||s ≤ εC(s)(||h||Hsx + ||u||s+s0+2||h||H1x). (3.54)
and hence the bound (3.52a) follow. Note that we used the simple fact that given a function v ∈ Hs(Td+1;C)
then ||v(ϕ)||Hsx ≤ C||v||s+s0 . Now, for fixed ϕ ∈ Td one has T2(ϕ)h(x) := h(x + ξ(ϕ, x)). We can bound, by
using the (A.18a) on the change of variable T→ T, x→ x+ ξ(ϕ, x),
||T2(ϕ)h||Hsx ≤ C(s)(||h||Hsx + |ξ(ϕ)|W s,∞(T)||h||H1x)
(3.27a)
≤ C(s)(||h||Hsx + ||u||s+s0+2||h||H1x)
(3.55)
where we have used also the fact |ξ(ϕ)|W s,∞(T) ≤ |ξ|∞s+s0 . One can prove (3.52a) by using (A.18b), (3.3) and
(3.27a). The estimates (3.52a) hold for T −12 (ϕ) : h(y)→ h(y + ξ̂(ϕ, y)) thanks to the (3.29).
Note that the fact that T3 maps Hsx → Hsx is trivial.
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4 The diagonalization algorithm: KAM reduction
In this section we diagonalize the operator L4 in (3.4) in Section 3. In order to implement our procedure we
pass to Fourier coefficients and introduce an ”off diagonal decay norm” which is stronger that the standard
operatorial one. We also define the reversibility properties of the operators, in terms of the Fourier coefficients.
Consider the bases {ek = ei`·ϕ sin jx : k = (`, j) ∈ Zd ×N} and {ek = ei`·ϕ cos jx : k = (`, j) ∈ Zd × Z+}
for functions which are odd (resp. even) in x. Then any linear operator A : G01 → G02, where G01,2 = X0,Y0,
Z0, can be represented by an infinite dimensional matrix
A := (Ai
′
i )i,i′∈C×Z+×Zd , (A
σ′
σ )
k′
k = (Aek′ , ek)L2(Td+1), (A
σ′
σ )u =
∑
k,k′
(Aσ
′
σ )
k′
k uk′ek,
where (·, ·)L2(Td+1) is the usual scalar product on L2, we are denoting i = (σ, k) = (σ, j, p) ∈ C ×Z+×Zd and
C := {+1,−1}.
In the case of functions which are odd in x we set the extra matrix coefficients (corresponding to j = 0)
to zero.
Definition 4.26. (s-decay norm). Given an infinite dimensional matrix A := (Ai
′
i )i,i′∈C×Z+×Zd we define
the norm of off-diagonal decay
|A|2s := sup
σ,σ′∈C
|Aσ′σ |2s := sup
σ,σ′∈C
∑
h∈Z+×Zd
〈h〉2s sup
k−k′=h
|Aσ′,k′σ,k |2 (4.1)
If one has that A := A(λ) for λ ∈ Λ ⊂ R, we define
|A|sups := sup
λ∈Λ
|A(λ)|s, |A|lips := sup
λ1 6=λ2
|A(λ1)−A(λ2)|s
|λ1 − λ2| , |A|s,γ := |A|
sup
s + γ|A|lips . (4.2)
The decay norm we have introduced in (4.1) is suitable for the problem we are studying. Note that
∀ s ≤ s′ ⇒ |Aσ′σ |s ≤ |Aσ
′
σ |s′ .
Moreover norm (4.1) gives information on the polynomial off-diagonal decay of the matrices, indeed
|Aσ,k′σ,k | ≤
|Aσ′σ |s
〈k − k′〉s , ∀ k, k
′ ∈ Z+ ×Zd, and |Aii| ≤ |A|0, |Aii|lip ≤ |A|lip0 . (4.3)
We have the following important result:
Theorem 4.27. Let f ∈ Cq satisfy the Hypotheses of Proposition 1.6 with q > η1 + β + s0 where η1 defined
in (3.2) and β = 7τ + 5 for some τ > d. Let γ ∈ (0, γ0), s0 ≤ s ≤ q − η1 − β and u(λ) ∈ X0 be a family of
functions depending on a Lipschitz way on a parameter λ ∈ Λo ⊆ Λ : [1/2, 3/2]. Assume that
||u||s0+η1+β,Λo,γ ≤ 1. (4.4)
Then there exist constants 0, C, depending only on the data of the problem, such that, if εγ
−1 ≤ 0, then
there exists a sequence of purely imaginary numbers as in Proposition 1.7, namely
µ∞h := µ
∞
σ,j(λ) := µ
∞
σ,j(λ,u) = −σimj2 + r∞σ,j , ∀ h = (σ, j) ∈ C ×N, ∀ λ ∈ Λ, (4.5)
where m is defined in (3.40) with
|r∞σ,j |γ ≤ εC, ∀ σ ∈ C, j ∈ N. (4.6)
23
and such that, for any λ ∈ Λ2γ∞(u), defined in (1.18), there exists a bounded, invertible linear operator Φ∞(λ) :
Hs → Hs, with bounded inverse Φ−1∞ (λ), such that
L∞(λ) := Φ−1∞ (λ) ◦ L4 ◦ Φ∞(λ) = λω¯ · ∂ϕ1 + iD∞,
where D∞ := diagh∈C×N{µh(λ)},
(4.7)
with µh definend in (4.5) and L4 in (3.4). Moreover, the transformations Φ∞(λ), Φ−1∞ satisfy
|Φ∞(λ)− 1|s,Λ2γ∞ ,γ + |Φ−1∞ (λ)− 1|s,Λ2γ∞ ,γ ≤ εγ−1C(s)(1 + ||u||s+η1+β,Λo,γ). (4.8)
In addition to this, for any ϕ ∈ Td, for any s0 ≤ s ≤ q−η1−β the operator Φ∞(ϕ) : Xsx → Xsx is an invertible
operator of the phase space Xsx := X
s(T) with inverse (Φ∞(ϕ))−1 := Φ−1∞ (ϕ) and
||(Φ±1∞ (ϕ)− 1)h||Hsx ≤ εγ−1C(s)(||h||Hsx + ||u||s+η1+β+s0 ||h||H1x). (4.9)
Remark 4.28. It is important to note that thanks to Reversibility Hypothesis 1, the operator L∞ : X0 → Z0
i.e. it is reversible.
The main point of the Theorem 4.27 is that the bound on the low norm of u in (4.4) guarantees the bound
on higher norms (4.8) for the transformations Φ±1∞ . This is fundamental in order to get the estimates on the
inverse of L in high norms.
Moreover, the definition (1.18) of the set where the second Melnikov conditions hold, depends only on the
final eigenvalues. Usually in KAM theorems, the non-resonance conditions have to be checked, inductively,
at each step of the algorithm. This formulation, on the contrary, allow us to discuss the measure estimates
only once. Indeed, the functions µh(λ) are well-defined even if Λ∞ = ∅, so that, we will perform the measure
estimates as the last step of the proof of Theorem 1.1.
4.1 Functional setting and notations
4.1.1 The off-diagonal decay norm
Here we want to show some important properties of the norm | · |s. Clearly the same results hold for the norm
| · |Hs := | · |Hs×Hs . Moreover we will introduce some charatterization of the operators we have to deal with
during the diagonalization procedure.
First of all we have following classical results.
Lemma 4.29. Interpolation. For all s ≥ s0 > (d+ 1)/2 there are C(s) ≥ C(s0) ≥ 1 such that if A = A(λ)
and B = B(λ) depend on the parameter λ ∈ Λ ⊂ R in a Lipschitz way, then
|AB|s,γ ≤ C(s)|A|s0,γ |B|s,γ + C(s0)|A|s,γ |B|s0,γ , (4.10a)
|AB|s,γ ≤ C(s)|A|s,γ |B|s,γ . (4.10b)
||Ah||s,γ ≤ C(s)(|A|s0,γ ||h||s,γ + |A|s,γ ||h||s0,γ), (4.10c)
Lemma 4.29 implies that for any n ≥ 0 one has
|An|s0,γ ≤ [C(s0)]n−1|A|ns0,γ , and |An|s,γ ≤ n[C(s0)]n−1C(s)|A|s,γ , ∀ s ≥ s0. (4.11)
The following Lemma shows how to invert linear operators which are ”near” to the identity in norm | · |s.
Lemma 4.30. Let C(s0) be as in Lemma 4.29. Consider an operator of the form Φ = 1+ Ψ where Ψ = Ψ(λ)
depends in a Lipschitz way on λ ∈ Λ ⊂ R. Assume that C(s0)|Ψ|s0,γ ≤ 1/2. Then Φ is invertible and, for all
s ≥ s0 ≥ (d+ 1)/2,
|Φ−1|s0,γ ≤ 2, |Φ−1 − 1|s,γ ≤ C(s)|Ψ|s,γ (4.12)
Moreover, if one has Φi = 1 + Ψi, i = 1, 2 such that C(s0)|Ψi|s0,γ ≤ 1/2, then
|Φ−12 − Φ−11 |s,γ ≤ C(s) (|Ψ2 −Ψ1|s,γ + (|Ψ1|s,γ + |Ψ2|s,γ)|Ψ2 −Ψ1|s0,γ) . (4.13)
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Proof. One has that (1+ Ψ)−1 =
∑
k≥0
(−1)k
k! Ψ
k, then by (4.11) we get bounds (4.12). Now, we can note that
|Φ−12 − Φ−11 |s,γ = |Φ−11 (Ψ1 −Ψ2)Φ−12 |s,γ
(4.10a)
≤ C(s)|Φ−11 |s0,γ |Ψ1 −Ψ2|s0,γ |Φ−12 |s,γ
+ C(s)|Φ−11 |s0,γ |Ψ1 −Ψ2|s,γ |Φ−12 |s0,γ + C(s)|Φ−11 |s,γ |Ψ1 −Ψ2|s0,γ |Φ−12 |s0,γ
(4.12)
≤ C(s)(|Ψ1 −Ψ2|s,γ + (|Ψ1|s,γ + |Ψ2|s,γ)|Ψ1 −Ψ2|s0,γ)
that is the (4.13).
4.1.2 To¨pliz-in-time matrices
We introduce now a special class of operators, the so-called To¨pliz in time matrices, i.e.
Ai
′
i = A
(σ′,j′,p′)
(σ,j,p) := A
σ′j′
σ,j (p− p′), for i, i′ ∈ C ×Z+ ×Zd. (4.14)
To simplify the notation in this case, we shall write Ai
′
i = A
k′
k (`), i = (k, p) = (σ, j, p) ∈ C × Z+ × Zd,
i′ = (k′, p′) = (σ′, j′, p′) ∈ C ×Z+ ×Zd, with k, k′ ∈ C ×Z+.
They are relevant because one can identify the matrix A with a one-parameter family of operators, acting
on the space Hsx, which depend on the time, namely
A(ϕ) := (Aσ
′,j′
σ,j (ϕ))σ,σ′∈C
j,j′∈Z+
, Aσ
′,j′
σ,j (ϕ) :=
∑
`∈Zd
Aσ
′,j′
σ,j (`)e
i`·ϕ. (4.15)
To obtain the stability result on the solutions we will strongly use this property.
Lemma 4.31. If A is a To¨pliz in time matrix as in (4.14), and s0 := (d+ 2)/2, then one has
|A(ϕ)|s ≤ C(s0)|A|s+s0 , ∀ ϕ ∈ Td. (4.16)
Proof. We can note that, for any ϕ ∈ Td,
|A(ϕ)|2s := sup
σ,σ′∈C
∑
h∈Z+
〈h〉2s sup
j−j′=h
|Aσ′,j′σ,j (ϕ)|2 ≤ C(s0) sup
σ,σ′∈C
∑
h∈Z+
〈h〉2s sup
j−j′=h
∑
`∈Zd
|Aσ′,j′σ,j (`)|2〈`〉2s0
≤ C(s0) sup
σ.σ′∈C
∑
h∈Z+
sup
j−j′=h
|Aσ;jσ,j (`)|2〈`, h〉2(s+s0) ≤ C(s0) sup
σ,σ′∈C
∑
h∈Z+
`∈Zd
sup
j−j′=h
|Aσ′,j′σ,j (`)|2〈`, h〉2(s+s0)
(4.1)
≤ C(s0)|A|2s+s0 ,
(4.17)
that is the assertion.
Definition 4.32. (Smoothing operator) Given N ∈ N, we the define the smoothing operator ΠN as
(ΠNA)
σ′,j′,`′
σ,j,` =
{
Aσ
′,j′,`′
σ,j,` , |`− `′| ≤ N,
0 otherwise
(4.18)
Lemma 4.33. Let Π⊥N := 1−ΠN ,
if A = A(λ) is a Lipschitz family λ ∈ Λ, then
|Π⊥NA|s,γ ≤ N−β |A|s+β,γ , β ≥ 0. (4.19)
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Proof. Note that one has,
|Π⊥NA|2s = N−2β sup
σ,σ′∈C
∑
h∈Z+
|`|>N
sup
j−j′=h
|Aσ′,j′σ,j (`)|2〈`, h〉2sN2β
≤ N−2β sup
σ,σ′∈C
∑
h∈Z+
|`|>N
sup
j−j′=h
|Aσ′,j′σ,j (`)|2〈`, h〉2(s+β) ≤ N−2β |A|2s+β ,
(4.20)
The estimate on the Lipschitz norm follows similarly.
Remark 4.34. (Multiplication operator) We have already seen that if the decay norm is finite the operator
has a ”good” out diagonal decay. Although this this property is strictly stronger than just being bounded, this
class contains many useful operators in particular multiplication ones. Indeed, let Ta : Gs1 → Gs2, where
Gs1,2 = X
s, Y s, Zs, be the multiplication operator by a function a ∈ Gs with Gs = Xs, Y s, Zs, i.e (Tah) = ah.
Then one can check, in coordinates, that it is represented by the matrix T such that
|T |s ≤ ||a||s. (4.21a)
Moreover, if a = a(λ) is a Lipschitz family of functions,
|T |s,γ ≤ ||a||s,γ . (4.22)
At the beginning of our algorithm we actually deal with multiplication operators, so that one should try to
control the operator by using only the Sobolev norms of functions. Unfortunately, it is not possible since the
class of multiplication operators is not closed under our alghorithm. This is the reason we have introduced the
decay norms that control decay in more general situations.
4.1.3 Matrix representation
In this paragraph we give a caratherizations of reversible operators in the Fourier space. We need it to deal
with a more general class of operators than the multiplication operators.
Lemma 4.35. We have that, for Gs = Xs, Y s, Zs,
R : Gs → Gs ⇔ Rj′j (`) = Rj
′
j (`), ∀` ∈ Zd, ∀ j, j′ ∈ Z+. (4.23)
Moreover,
R : Xs → Zs ⇒ Rj′j (`) = −Rj
′
j (`), ∀` ∈ Zd, ∀ j, j′ ≥ 1. (4.24)
Proof. One can consider a function a(ϕ, x) ∈ Gs where Gs = Xs, Y s, Zs, and develop it in a suitable basis
e`,j , (`, j) ∈ Zd×Z+ (to fix the idea we can think e`,j = ei`ϕ sin jx, that is the correct basis for Xs). One has
that the coefficients of the function a satisfies aj(`) = aj(`) for G
s = Xs, Y s while aj(`) = −aj(`) if Gs = Zs.
Then (4.23) and (4.24) follow by applying the definitions of reversibility or reversibility preserving in (2.33)
and (2.34).
Lemma 4.36. Consider operators A : Gs → Gs with Gs = Xs, Y s, Zs of the form A := (Aσ′σ )σ,σ′=±1, then(
A11 A
1
−1
A1−1 A
−1
−1
)(
u
u¯
)
=
(
w
w¯
)
∈ Gs, for any (u, u¯) ∈ Gs (4.25)
if and only if
Aσ
′,j′
σ,j (`) = A
σ′,j′
σ,j (`), and A
σ′,j′
σ,j (−`) = A−σ
′,j′
−σ,j (`), ∀ σ, σ′ = ±1, ` ∈ Zd, j, j′ ∈ Z+. (4.26)
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An operator B : Xs → Zs if and only if
Bσ
′,j′
σ,j (`) = −Bσ
′,j′
σ,j (`), and B
σ′,j′
σ,j (−`) = B−σ
′,j′
−σ,j (`), ∀ σ, σ′ = ±1, ` ∈ Zd, j, j′ ≥ 1. (4.27)
Proof. Lemma 4.35 implies only that Aσ
′,j′
σ,j (`) = A
σ′,j′
σ,j (`). Since we need that the complex conjugate of the
first component of Au, with u ∈ Gs, is equal to the second one, the components of A have to satisfy
Aσ
′,j′
σ,j (−`) = A−σ
′,j′
−σ,j (`), ∀σ, σ′ = ±1, ` ∈ Zd, j, j′ ∈ Z+. (4.28)
In this case we say that the operator A : Gs → Gs is reversibility-preserving.
Following the same reasoning we have that for reversible operators the (4.27) hold.
4.2 Reduction Algorithm
We prove Theorem 4.27 by means of the following Iterative Lemma on the class of linear operators
Definition 4.37.
ω · ∂ϕ1 +D +R : X0 → Z0, (4.29)
where ω = λω¯, and
D = (−iσm(λ,u(λ))D2)σ=±1, R = E1D + E0 (4.30)
with D := diagj∈N{j}, and where, if we write k = (σ, j, p) ∈ C ×N×Zd,
Eq =
(
(Eq)
k′
k
)
k,k′∈C×N×Zd
=
(
(Eq)
σ′,j′
σ,j (p− p′)
)
k,k′∈C×N×Zd
, q = 0, 1,
(E1)
σ,j′
σ,j (p− p′) ≡ 0, ∀ j, j′ ∈ N, p, p′ ∈ Zd.
(4.31)
Note that the operator L4 has the form (4.29) and satisfies the (4.30) and (4.31) as well as the estimates
(3.7a) and (3.7b). Note that each component (Eq)
σ′
σ , q = 0, 1, represent the matrix of the multiplication
operator by a function. This fact is not necessary for our analysis, and it cannot be preserved during the
algorithm.
Define
N−1 := 1, Nν := N
χ
ν−1 = N
χν
0 , ∀ ν ≥ 0, χ =
3
2
. (4.32)
and
α = 7τ + 3, η2 := η1 + β, (4.33)
where η1 is defined in (3.2) and β = 7τ + 5. Consider L4 = L0 = ω · ∂ϕ1+D0 +R0 with R0 = E01D+E00 , we
define
δ0s := |E01 |s,γ + |E00 |s,γ , for s ≥ 0. (4.34)
Lemma 4.38 (KAM iteration). Let q > η1 + s0 + β. There exist constant C0 > 0, N0 ∈ N large, such that
if
NC00 γ
−1δ0s0+β ≤ 1, (4.35)
then, for any ν ≥ 0, one has:
(S1.)ν Set Λ
γ
0 := Λo and for ν ≥ 1
Λγν :=
{
λ ∈ Λγν−1 : |ω · `+µν−1h (λ)−µν−1h′ (λ)| ≥
γ|σj2 − σ′j′2|
〈`〉τ ,∀|`| ≤ Nν−1,h, h
′ ∈ C ×N
}
, (4.36)
For any λ ∈ Λγν := Λγν(u), there exists an invertible map Φν−1 of the form Φ−1 = 1 and for ν ≥ 1, Φν−1 :=
1 + Ψν−1 : Hs → Hs, with the following properties.
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The maps Φν−1, Φ−1ν−1 are reversibility-preserving according to Definition 2.16, moreover Ψν−1 is To¨plitz
in time, Ψν−1 := Ψν−1(ϕ) (see (4.14)) and satisfies the bounds:
|Ψν−1|s,γ ≤ δ0s+βN2τ+1ν−1 N−αν−2, (4.37)
Setting, for ν ≥ 1, Lν := Φ−1ν−1Lν−1Φν−1, we have:
Lν = ω · ∂ϕ1 +Dν +Rν , Dν = diagh∈C×N{µνh},
µνh(λ) = µ
ν
σ,j = µ
0
σ,j(λ) + r
ν
σ,j(λ), µ
0
σ,j(0) = −σim(λ,u(λ))j2,
(4.38)
and
Rν = Eν1 (λ)D + Eν0 (λ), (4.39)
where Rν is reversible and the matrices Eνq satisfy (4.31) for q = 1, 2. For ν ≥ 0 one has rνh ∈ iR, rνσ,j = −rν−σ,j
and the following bounds hold:
|rνh|γ := |rνh|Λγν ,γ ≤ εC. (4.40)
Finally, if we define
δνs := |Eν1 |s,γ + |Eν0 |s,γ , ∀s ≥ 0, (4.41)
one has ∀ s ∈ [s0, q − η1 − β] (α is defined in (4.33)) and ν ≥ 0
δνs ≤ δ0s+βN−αν−1,
δνs+β ≤ δ0s+βNν−1.
(4.42)
(S2)ν For all j ∈ N there exists Lipschitz extensions µ˜νh(·) : Λ→ R of µνh(·) : Λγν → R, such that for ν ≥ 1,
|µ˜νh − µ˜ν−1h |γ ≤ δν−1s0 , ∀ k ∈ C ×N. (4.43)
(S3)ν Let u1(λ), u2(λ) be Lipschitz families of Sobolev functions, defined for λ ∈ Λo such that (4.4), (4.35)
hold with R0 = R0(ui) with i = 1, 2. Then for ν ≥ 0, for any λ ∈ Λγ1ν ∩ Λγ2ν , with γ1, γ2 ∈ [γ/2, 2γ], one has
|Eν1 (u1)− Eν1 (u2)|s0 + |Eν0 (u1)− Eν0 (u2)|s0 ≤ εN−αν−1||u1 − u2||s0+η2 , (4.44a)
|Eν1 (u1)− Eν1 (u2)|s0+β + |Eν0 (u1)− Eν0 (u2)|s0+β ≤ εNν−1||u1 − u2||s0+η2 , (4.44b)
and moreover, for ν ≥ 1, for any s ∈ [s0, s0 + β], for any k ∈ C×N and for any λ ∈ Λγ1ν ∩ Λγ2ν ,
|(rνh(u2)− rνh(u1))− (rν−1h (u2)− rν−1h (u1))| ≤ |Eν−10 (u1)− Eν−10 (u2)|s0 , (4.45a)
|(rνh(u2)− rνh(u1))| ≤ εC||u1 − u2||s0+η2 . (4.45b)
(S4)ν Let u1, u2 be as in (S3)ν and 0 < ρ < γ/2. For any ν ≥ 0 one has
εCNτν−1 sup
λ∈Λo
||u1 − u2||s0+η2 ≤ ρ ⇒ Λγν(u1) ⊂ Λγ−ρν (u2), (4.46)
Proof. We start by proving that (Si)0 hold for i = 0, . . . , 4.
(S1)0. Clearly the properties (4.40)-(4.42) hold by (4.29), (4.30) and the form of µ
0
k in (4.38), recall that
r0k = 0 . Moreover, m real implies that µ
0
k are imaginary. In addition to this, our hypotheses guarantee that
R0 = E01∂x + E00 and L0 are reversible operators.
(S2)0. We have to extend the eigenvalues µ
0
k from the set Λ
γ
0 to the entire Λ. Namely we extend the
funtion m(λ) to a m˜(λ) that is lipschitz in Λ, with the same sup norm and Lipschitz semi-norm, by Kirszbraun
theorem.
(S3)0. It holds by (3.7b) for s0, s0 + β using (4.4) and (4.33).
(S4)0. By definition one has Λ
γ
0(u1) = Λo = Λ
γ−ρ
0 (u2), then the (4.46) follows trivially.
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4.2.1 Kam step
In this Section we show in detail one step of the KAM iteration. In other words we will show how to define
the transformation Φν and Ψν that trasform the operator Lν in the operator Lν+1. For simplicity we shall
avoid to write the index, but we will only write + instead of ν + 1.
We consider a transformation of the form Φ = 1 + Ψ, with Ψ := (Ψσ
′
σ )σ,σ′=±1, acting on the operator
L = ω · ∂ϕ1 +D +R
with D and R as in (4.38), (4.39). Then, ∀ h ∈ Hs, one has
LΦh = ω · ∂ϕ(Φ(h)) +DΦh +RΦh
= Φ (ω · ∂ϕh +Dh) + (ω · ∂ϕΨ + [D,Ψ] + ΠNR) h +
(
Π⊥NR+RΨ
)
h,
(4.47)
where [D,Φ] := DΦ−ΦD, and ΠN is defined in (4.18). The smoothing operator ΠN is necessary for technical
reasons: it will be used in order to obtain suitable estimates on the high norms of the transformation Φ.
In the following Lemma we will show how to solve the homological equation
ω · ∂ϕΨ + [D,Ψ] + ΠNR = [R], where [R]k′k :=
{
(E0)
k
k = (E0)
σ,j
σ,j(0), k = k
′,
0 k 6= k′,
(4.48)
for k, k′ ∈ C ×N×Zd.
Lemma 4.39 (Homological equation). For any λ ∈ Λγν+1 there exists a unique solution Ψ = Ψ(ϕ) of the
homological equation (4.48), such that
|Ψ|s,γ ≤ CN2τ+1γ−1δs (4.49)
Moreover, for γ/2 ≤ γ1, γ2 ≤ 2γ, and if u1(λ), u2(λ) are Lipschitz functions, then ∀ s ∈ [s0, s0 + β], λ ∈
Λγ1+ (u1) ∩ Λγ2+ (u2), one has
|∆12Ψ|s ≤ CN2τ+1γ−1 ((|E1(u2)|s + |E0(u2)|s)||u1 − u2||s0+η2 + |∆12E1|s + |∆12E0|s) , (4.50)
where we define ∆12Ψ = Ψ(u1)−Ψ(u2).
Finally, one has Ψ : Xs → Xs, i.e. the operator Ψ is reversible preserving.
Proof. On each component k = (σ, j, p), k′ = (σ′, j′, p′) ∈ C ×N×Zd, the equation (4.48) reads
iω · (p− p′)Ψk′k +DkkΨk
′
k −Ψk
′
k Dk
′
k′ +Rk
′
k = [R]k
′
k . (4.51)
then, by defining
dk
′
k := iω · (p− p′) + µk − µk′
(4.38)
= iω · (p− p′)− im(σj2 − σ′j′2) + rσ,j − rσ′,j′ (4.52)
we get
Ψk
′
k =
−Rk′k
dk
′
k
, k 6= k′, |p− p′| ≤ N, (4.53)
and Ψk
′
k ≡ 0 otherwise. Clearly the solution has the form Ψσ
′,j′,p′
σ,j,p = Ψ
σ′,j′
σ,j (p− p′) and hence we can define a
time-dependent change of variables as Ψσ
′,j′
σ,j (ϕ)) =
∑
`∈Zd Ψ
σ′,j′
σ,j (`)e
i`·ϕ.
Note that, by (4.36) and (1.4) one has for all k 6= k′ ∈ C ×N×Zd, setting k = (σ, j, p), k′ = (σ′, j′, p′) and
` = p− p′
|dk′k | ≥

γ(j2 + j′2)
〈`〉τ , σ = −σ
′,
γ(j + j′)
〈`〉τ , if σ = σ
′ j 6= j′,
γ
〈`〉τ , if σ = σ
′ j = j′ p 6= p′
(4.54)
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This implies that, for σ 6= σ′, we have
|Ψk′k | ≤ γ−1|`|τ
(
|(E1)k′k |+ |(E0)k
′
k |
) j
j2 + j′2
, (4.55)
while, for σ = σ′,
|Ψk′k | ≤
 γ
−1〈`〉τ |(E0)k′k |
1
j + j′
, j 6= j′,
γ−1〈`〉τ |(E0)k′k |, j = j′,
(4.56)
and we can estimate the divisors δk
′
k from below, hence, by the definition of the s−norm in (4.1) in any case
we obtain the estimate
|Ψ|s ≤ γ−1Nτδs. (4.57)
If we define the operator A as
Ak
′
k = A
σ′,j′
σ,j (`) :=
{
Ψσ,jσ,j(`), (σ, j) = (σ
′, j′) ∈ C ×N, ` ∈ Zd,
0, otherwise,
(4.58)
we have proved the following Lemma
Lemma 4.40. The operator Ψ−A is regularizing, indeed,
|D(Ψ−A)|2s := sup
σ,σ′∈C
∑
k∈N,
`∈Zd
sup
j−j′=k
j 6=j′
|Ψσ′,j′σ,j (`)|2〈`, k〉2s,
(4.36)
≤s γ−2N2τδs, (4.59)
where D is defined in (4.31).
This Lemma will be used in the study of the remainder of the conjugate operator. In particular we will
use it to prove that the reminder is still in the class of operators described in (4.30).
Now we need a bound on the lipschitz semi-norm of the transformation. Then, given λ1, λ2 ∈ Λγν+1, one
has, for k = (σ, j, p), k′ = (σ′, j′, p′) ∈ C ×N×Zd, and ` := p− p′,
|Ψk′k (λ1)−Ψk
′
k (λ2)| ≤
|Rk′k (λ1)−Rk
′
k (λ2)|
|dk′k (λ1)|
+ |Rk′k (λ2)|
|dk′k (λ1)− dk
′
k (λ2)|
|dk′k (λ1)||dk′k (λ2)|
, (4.60)
Now, recall that ω = λω¯, by using that γ|m|lip = γ|m− 1|lip
(3.6a)
≤ εC, and by (4.40), we obtain
|dk′k (λ1)− dk
′
k (λ2)|
(4.52),(4.38)
l |λ1 − λ2| ·
(|`|+ εγ−1|σj2 − σ′j′2|+ εγ−1) . (4.61)
Then, for σ, σ′ = ±1, j 6= j′ and εγ−1 ≤ 1,
|dk′k (λ1)− dk
′
k (λ2)|
|dk′k (λ1)||dk′k (λ2)|
(4.61),(4.36)
l |λ1 − λ2| N
2τ+1γ−2
|σj2 − σ′j′2| (4.62)
for |`| ≤ N . By using that, for any |`| ≤ N , j, j′ ≥ 1, j 6= j′, σ, σ′ = ±1
|Rk′k |/|σj2 − σ′j′2| ≤ |(E1)k
′
k |+ |(E0)k
′
k |
for any λ ∈ Λγν+1, the (4.62), the fact that |dk
′
k | ≥ γ/〈`〉−τ for σ = σ′ and j = j′, one has and finally the (4.57),
we get
|Ψ|s,γ := |Ψ|sups + γ sup
λ1 6=λ2
|Ψ(λ1)−Ψ(λ2)|s
|λ1 − λ2| ≤ γ
−1CN2τ+1 (|E1|s,γ + |E0|s,γ) , (4.63)
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and hence the (4.49) is proved.
Let us check the (4.50). For λ ∈ Λγ1ν+1 ∩ Λγ2ν+1, if k = (σ, j, p) 6= (σ′, j′, p′) = k′, one has
|∆12Ψk′k | ≤
|∆12Rk′k |
|dk′k (u1)|
+|Rk′k (u2)|
|∆12dk′k |
|dk′k (u1)||dk′k (u2)|
(3.6b),(4.45b)
≤ N2τγ−1
(
|(∆12E1)k′k |+ |(∆12E0)k
′
k |
+
(
|(E1)k′k (u2)|+ |(E0)k
′
k (u2)|
)
||u1 − u2||s0+η2
) (4.64)
where we used εγ−1 ≤ 1 γ−11 , γ−12 ≤ γ−1, hence (4.64) implies the (4.50).
Since µσ,j = −µσ,j and the operator R is reversible (see (4.27)), by (4.53), we have that
Ψk
′
k = Ψ
σ′,j′
σ,j (`) =
−Rσ′,j′σ,j (`)
−iω · `+ µσ′,j′ − µσ,j =
Rσ′,j′σ,j (`)
−(iω · `+ µσ′,j′ − µσ,j) = Ψ
σ′,j′
σ,j (`) = Ψ
k′
k , (4.65)
so that, by Lemma 4.35, for any σ, σ′ = ±1, the operators Ψσ′σ are reversibility preserving. In the same way,
again thanks to the reversibility of R, one can check Ψσ′,j′σ,j (−`) = Ψ−σ
′,j
−σ,j (`) which implies Ψ : X
s → Xs, i.e.
Ψ is reversibility preserving.
By Lemma 4.30, for δs0 small enough, we have by (4.49) for s = s0
C(s0)|Ψ|s0 ≤
1
2
, (4.66)
then, the operator Φ = I + Ψ si invertible. In this case we can conjugate the operator L to an operator L+ as
shown in the next Lemma.
Lemma 4.41 (The new operator L+). Consider the operator Φ = I + Ψ with Ψ definend in Lemma 4.39.
Then, one has
L+ := Φ−1LΦ := ω · ∂ϕ1 +D+ +R+, (4.67)
where the diagonal operator D+ has the form
D+ := diagh∈C×N{µ+h },
µ+h := µh + (E0)
h
h(0) = µ
0
h + rh + (E0)
h
h =: µ
0
h + r
+
h ,
(4.68)
with h := (σ, j) ∈ C ×N and the remainder,
R+ := E+1 D + E+0 (4.69)
where E+i are linear bounded operators of the form (4.31) for i = 0, 1.
Morever, the eigenvalues µ+h satisfiy
|µ+h − µh|lip = |r+h − rh|lip = |(E0)hh(0)|lip ≤ |E0|lips0 , h ∈ C ×N, (4.70)
while the remainder R+ satisfies
δ+s := |E+1 |s,γ + |E+0 |s,γ ≤s N−βδs+β +N2τ+1γ−1δsδs0 ,
δ+s+β ≤s+β δs+β +N2τ+1γ−1δs+βδs0 .
(4.71)
Finally, for γ/2 ≤ γ1, γ2 ≤ 2γ, and if u1(λ), u2(λ) are Lipschitz functions, then ∀ s ∈ [s0, s0 + β], λ ∈
Λγ1+ (u1) ∩ Λγ2+ (u2), setting |∆12E1|s + |∆12E0|s = ∆s, we have:
∆+s ≤ |Π⊥N∆12E0|s + |Π⊥N∆12E1|s
+N2τ+1γ−1(δs(u1) + δs(u2))(δs0(u1) + δs0(u2))||u1 − u2||s+η2
+N2τ+1γ−1(δs(u1) + δs(u2))∆s0 +N
2τ+1γ−1(δs0(u1) + δs0(u2))∆s,
(4.72)
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Proof. The expression (4.68) follows by (4.48), the bound (4.70) follows by (4.3).
The bound (4.71) is more complicated. First of all we note that, by (4.47) and (4.48), we have
R+ := Φ−1
(
Π⊥NR+RΨ−Ψ[R]
)
:= E+1 D + E
+
0 , (4.73)
where
E+1 := Φ
−1 (Π⊥NE1 + E1A) ,
E+0 := Φ
−1 (Π⊥NE0 + E0Ψ−Ψ[R] + E1D(Ψ−A)) , (4.74)
where A is defined in (4.58).
We can estimate the first of the (4.74) by
|E+1 |s,γ
(4.10a),(4.12)
≤s 2|Π⊥NE1|s,γ + (1 + |Ψ|s,γ)
(|Π⊥NE1|s0,γ + |E1|s0,γ |A|s0,γ)+ 2(|E1|s,γ |A|s0,γ + |E1|s0,γ |A|s,γ)
(4.49),(4.19)
≤s N−β |E1|s+β,γ +N2τ+1γ−1δs0δs.
(4.75)
The bound on E+0 is obtained in the same way by recalling that, by Lemma 4.40,
|D(Ψ−A)|s,γ ≤ γ−1N2τ+1δs. (4.76)
The second bound in (4.71) follows exactly in the same way.
Now, consider ∆12E1 + ∆12E0, that is defined for λ ∈ Λγ1(u1) ∩ Λγ2(u2). Define also E1,i := E1(ui) and
E0,i := E0(ui), for i = 1, 2. We prove the bounds only for E
+1
0 , which is the hardest case, the bounds on E
+
1
follow in the same way. By Lemma 4.29 and the definition of E+0 (see (4.74)) one has
|∆12E+0 |s
(4.49),(4.50)
≤s |Π⊥N∆12E0|s +N2τ+1γ−1(δs0(u1) + δs0(u2))(δs(u1) + δs(u2))||u1 − u2||s+η2
+N2τ+1γ−1(δs(u1) + δs(u2))|∆12E0|s0 +N2τ+1γ−1(δs0(u1) + δs0(u2))|∆12E0|s,
(4.77)
We prove equivalent bounds for E+1 ; then, we obtain (4.72) using the bounds given in Lemmata 4.39 and 4.30.
to estimate the norms of the transformation Φ .
In the next Section we will show that it is possible to iterate the procedure described above infinitely many
times.
4.2.2 The iterative Scheme
Here we complete the proof of the Lemma 4.38 by induction on ν ≥ 0. Hence, assume that (Si)ν hold. Then
we prove (Si)ν+1 for i = 1, 2, 3, 4. We will use the estimates obtained in the previous Section.
(S1)ν+1 The eigenvalues µ
ν
h of Dν are defined on Λγν , then also the set Λγν+1 is well defined. Then, by Lemma
4.39, for any λ ∈ Λγν+1 there exists a unique solution Ψν of the equation (4.48), such that, by inductive
hypothesis (S1)ν ,
|Ψν |s,γ
(4.49)
l γ−1N2τ+1ν δνs
(4.42)
≤ γ−1N2τ+1ν N−αν−1δ0s+β , (4.78)
hence the (4.37) holds at the step ν + 1. Moreover, by (4.78) and hypothesis (4.35), one has for s = s0
C(s0)|Ψν |s0,γ ≤ C(s0)γ−1N2τ+1ν N−αν−1δ0s0+β ≤
1
2
, (4.79)
for N0 large enough and using, for ν = 1 the smallness condition (4.35). In this case, by Lemma 4.30, we have
that the transformation Φν := I + Ψν is invertible with
|Φ−1ν |s0,γ ≤ 2, |Φ−1ν |s,γ ≤ 1 + C(s)|Ψν |s,γ . (4.80)
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Now, by Lemma 4.41, we have Lν+1 := Φ−1ν LνΦν = ω · ∂ϕ1 +Dν+1 +Rν+1, where
Dν+1 := diagh∈C×N{µν+1h }, µν+1h := µνh + (Eν0 )hh(0) = µ0h + rν+1h ,
Rν+1 = Φ−1ν
(
Π⊥NνRν +RνΨν −Ψν [Rν ]
)
= Eν+11 D + E
ν+1
0 ,
(4.81)
where Eν+1i  E+i , see (4.74). Let us check the (4.42) on the reminder Rν+1. By (4.71) in Lemma 4.41, we
have
δν+1s ≤s N−βν δνs+β + γ−1N2τ+1ν δνs0δνs
(4.42)
≤s N−βν Nν−1δ0s+β + γ−1N2τ+1ν N−2αν−1 δ0s0+βδ0s+β
(4.33),(3.20),(4.35)
≤s δ0s+βN−αν ,
(4.82)
that is the first of the (4.42) for ν  ν + 1. In the last inequality we used that χ = 3\2, β > α + 1 and
χ(2τ + 1 + α) < 2α, and this gives us a reason for the choices of β and α in (4.33). Now, by using the (4.71)
we have
δν+1s+β ≤s+β δνs+β + γ−1N2τ+1ν δs0δνs+β ≤s+β δ0s+βNν , (4.83)
for N0 = N0(s, β) large enough. This completes the proof of the (4.42).
By using (4.70) in Lemma 4.41, we have, ∀ h ∈ C ×N,
|µν+1h − µνh|γ = |rν+1h − rνh|γ ≤ δνs0
(4.42)
≤ δ0s0+βN−αν−1, (4.84)
hence, we get the (4.40) by |rν+1h |γ ≤
∑ν
i=0 |rν+1h − rνh|γ
(4.84)
≤ δ0s0+βK.
Finally, we have to check that µν+1σ,j = −µν+1σ,j = µν+1−σ,j . It follows by the inductive hypotheses since, by
(4.27), one has
(Eν0 )
σ,j
σ,j(0) = −(Eν0 )σ,jσ,j(0) = (Eν0 )−σ,j−σ,j(0)
(S2)ν+1 Thanks to (4.84), we can extend, by Kirszbraun theorem, the function µ
ν+1
h −µνh to a Lipschitz funtion
on Λ. Defining µ˜ν+1k in this way, this extension has the same Lipschitz norm , so that the bound (4.43) hold.
(S3)ν+1. Let λ ∈ Λγ1ν (u1) ∩ Λγ2ν (u2), then by Lemma 4.39 we can construct operators Ψiν := Ψν(ui) and
Φiν = Φν(ui) for i = 1, 2. Using the (4.50), we have that
|∆12Ψν |s0
(4.42),(4.44)
l N2τ+1ν N
−α
ν−1γ
−1 (δ0s0+β + ε) ||u1 − u2||s0+η2
(4.35)
l N2τ+1ν N
−α
ν−1||u1 − u2||s0+η2
(4.33)
≤ ||u1 − u2||s0+η2 ,
(4.85)
where we used the fact that εγ−1 is small. Moreover, one can note that
|∆12Φ−1ν |s
(4.13),(4.85)
≤s
(|Ψ1ν |s + |Ψ2ν |s) ||u1 − u2||s0+η2 + |∆12Ψν |s, (4.86)
then, by using the inductive hypothesis (4.37), the (4.35) and the (4.86) for s = s0, one obtain
|∆12Φ−1ν |s0 l ||u1 − u2||s0+η2 . (4.87)
The (4.72) with s = s0, togeter with (4.35), (4.42) and (4.44) implies
|∆12Eν+11 |s0 + |∆12Eν+10 |s0 ≤s0
(
εNν−1N−βν +N
2τ+1
ν N
−2α
ν−1 ε
2γ−1
) ||u1 − u2||s0+η2
≤ εN−αν ||u1 − u2||s0+η2 ,
(4.88)
for N0 large enough and εγ
−1 small. Moreover, consider the (4.72) with s = s0 +β, then by (4.35), (4.44) and
(4.42), we obtain for N0 large enough
|∆12Eν+11 |s0+β + |∆12Eν+10 |s0+β ≤s0+β (δνs0+β(u1) + δνs0+β(u2))||u1 − u2||s+η2 + |∆12Eν1 |s0+β + |∆12Eν0 |s0+β
≤ C(s0 + β)εNν−1||u1 − u2||s0+η2 ≤ εNν ||u1 − u2||s0+η2 .
(4.89)
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Finally note that the (4.45) is implied by (4.70) that has been proved in Lemma 4.41.
(S4)ν+1. Let λ ∈ Λγν+1, then by (4.36) and the inductive hypothesis (S4)ν one has that Λγν+1(u1) ⊆ Λγν(u1) ⊆
Λγ−ρν (u2) ⊆ Λγ/2ν (u2). Hence the eigenvalues µνh(λ,u2(λ)) are well defined by the (S1)ν . Now, since λ ∈
Λγν(u1) ∩ Λγ/2ν (u2), we have for h = (σ, j) ∈ C ×N and setting h′ = (σ′, j′) ∈ C ×N
|(µνh − µνh′)(λ,u2(λ))− (µνh − µνh′)(λ,u1(λ))|
(3.6)
≤ |(µ0h − µ0h′)(λ,u2(λ))− (µ0h − µ0h′)(λ,u1(λ))|
+ 2 sup
h∈C×N
|rνh(λ,u2(λ))− rνh(λ,u1(λ))|
(4.45)
≤ εC|σj2 − σ′j′2|||u2 − u1||s0+η2 ,
(4.90)
The (4.90) implies that for any |`| ≤ Nν and j 6= j′,
|iω · `+ µνh(u2)− µνh′(u2)|
(4.36),(4.90)
≥ γ|σj2 − σ′j′2|〈`〉−τ − C|σj2 − σ′j′2|||u2 − u1||s0+η2
(S4)ν≥ (γ − ρ)|σj2 − σ′j′2|〈`〉−τ ,
(4.91)
where we used that, for any λ ∈ Λ0, one has CεNτν ||u1 − u2||s0+η2 ≤ ρ. Now, the (4.91), imply that if
λ ∈ Λγν+1(u1) then λ ∈ Λγ−ρν+1(u2), that is the (S4)ν+1.
4.2.3 Proof of Theorem 4.27
We want apply Lemma 4.38 to the linear operator L0 = L4 defined in (3.4) where R0 := E01D+E00 defined in
(4.31), and we have defined for s ∈ [s0, q − η1 − β], δ0s := |E01 |s,γ + |E00 |s,γ , then
δ0s0+β
(3.7)
≤ εC(s0 + β)(1 + ||u||β+s0+η1,γ)
(4.4)
≤ 2εC(s0 + β), ⇒ NC00 δ0s0+βγ−1 ≤ 1, (4.92)
if εγ−1 ≤ 0 is small enough, that is the (4.35). We first prove that there exists a final transformation Φ∞.
For any λ ∈ ∩ν≥0Λγν we define
Φ˜ν := Φ0 ◦ Φ1 ◦ . . . ◦ Φν . (4.93)
One can note that Φ˜ν+1 = Φ˜ν ◦ Φν+1 = Φ˜ν + Φ˜νΨν+1. Then, one has
|Φ˜ν+1|s0,γ
(4.10b)
≤ |Φ˜ν |s0,γ + C|Φ˜ν |s0,γ |Ψν+1|s0,γ
(4.37)
≤ |Φ˜ν |s0,γ(1 + ε(s0)ν ), (4.94)
where we have defined for s ≥ s0,
ε(s)ν := Kγ
−1N2τ+1ν+1 N
−α
ν δ
0
s , (4.95)
for some constant K > 0. Now, by iterating (4.94) and using the (4.35), (4.37), we obtain
|Φ˜ν+1|s0,γ ≤ |Φ˜0|s0,γ
∏
ν≥0
(1 + ε(s0)ν ) ≤ 2 (4.96)
The estimate on the high norm follows by
|Φ˜ν+1|s,γ
(4.10a),(4.96)
≤ |Φ˜ν |s,γ(1 + C(s0)|Ψν+1|s0,γ) + C(s)|Φ˜ν |s0,γ |Ψν+1|s,γ
(4.37),(3.20)
≤ |Φ˜ν |s,γ(1 + ε(s0)ν ) + ε(s)ν ≤ C
 ∞∑
j=0
ε
(s)
j + |Φ˜0|s,γ
 (4.37)≤ C(s) (1 + δ0s+βγ−1) (4.97)
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where we used the inequality
∏
j≥0(1 + ε
(s0)
j ) ≤ 2. Thanks to (4.97) we can prove that the sequence Φ˜ν is a
Chauchy sequence in norm | · |s. Indeed,
|Φ˜ν+m − Φ˜ν |s,γ ≤
ν+m−1∑
j=ν
|Φ˜j+1 − Φ˜j |s,γ
(4.10a)
≤ C(s)
ν+m−1∑
j=ν
(|Φ˜j |s,γ |Ψj+1|s0,γ + |Φ˜j |s0,γ |Ψj+1|s,γ
(4.37),(4.96),(4.97),(4.35)
≤ C(s)
∑
j≥ν
δ0s+βγ
−1N−1j ≤ C(s)δ0s+βγ−1N−1ν .
(4.98)
As consequence one has that Φ˜ν
|·|s,γ→ Φ∞, Moreover, (4.98) used with m = ∞ and ν = 0 and |Φ˜0 − 1|s,γ =
|Ψ0|s,γ ≤ γ−1δ0s+β imply
|Φ∞ − 1|s,γ ≤ C(s)γ−1δ0s+β , |Φ−1∞ − 1|s,γ
(4.12)
≤ C(s)γ−1δ0s+β . (4.99)
Hence the (4.8) is verified.
Let us now define for k = (σ, j) ∈ C ×N,
µ∞k := µ
∞
σ,j(λ) = lim
ν→+∞ µ˜
ν
σ,j(λ) = µ˜
0
σ,j(λ) + lim
ν→+∞ r˜
ν
σ,j . (4.100)
We can note that, for any ν, j ∈ N, the following important estimates on the eigenvalues hold:
|µ∞k − µ˜νk|Λ,γ ≤
∞∑
m=ν
|µ˜m+1k − µ˜mk |Λ,γ
(4.43),(4.42)
≤ Cδ0s0+βN−αν−1, (4.101)
and moreover,
|µ∞k − µ˜0k|Λ,γ ≤ Cδ0s0+β . (4.102)
As seen in Lemma 4.38, the corrections rνσ,j = (E
ν
0 )
k
k = (E
ν
0 )
σ,j
σ,j(0).
The following Lemma gives us a connection between the Cantor sets defined in Lemma 4.38 and Theorem
4.27.
Lemma 4.42. One has that
Λ2γ∞ ⊂ ∩ν≥0Λγν . (4.103)
Proof. Consider λ ∈ Λ2γ∞ . We show by induction that for any ν > 0 then λ ∈ Λγν , since by definition we have
Λ2γ∞ ⊂ Λγ0 := Λo. Assume that Λ2γ∞ ⊂ Λγν−1. Hence µνh are well defined and coincide with their extension.
Then, for any fixed k = (σ, j, p), k′ = (σ′, j′, p′) ∈ C ×N×Zd, we have
|ω · `+ µνσ,j − µνσ′,j′ |
(1.18),(4.101)
≥ 2γ|σj
2 − σ′j′2|
〈`〉τ − 2Cδ
0
s0+βN
−α
ν−1. (4.104)
Now, by the smallness hypothesis (4.35), we can estimate for |p− p′| = |`| ≤ Nν ,
|ω · `+ µνσ,j − µνσ′,j′ | ≥
γ|σj2 − σ′j′2|
〈`〉τ , (4.105)
that implies λ ∈ Λγν .
Now, for any λ ∈ Λ2γ∞ ⊂ ∩ν≥0Λγν (see (4.103)), one has
|Dν −D∞|s,γ = sup
k∈C×N×Zd
|µνσ,j − µ∞σ′,j′ |γ
(4.101),(4.102)
≤ Kδ0s0+βN−αν−1, δνs
(4.42)
≤ δβs+βN−αν−1, (4.106)
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that implies
Lν (4.38)= Dν +Rν |·|s,γ→ D∞ =: L∞, D∞ := diagk∈C×N×Znµ∞k . (4.107)
By applying iteratively the (4.38) we obtain Lν = Φ˜−1ν−1L0Φ˜ν−1 where Φ˜ν−1 is defined in (4.93) and, by
(4.98), Φ˜ν−1 → Φ∞ in norm | · |s,γ . Passing to the limit we get
L∞ = Φ−1∞ ◦ L0 ◦ Φ∞, (4.108)
that is the (4.7), while the (4.6) follows by (4.92), (4.101) and (4.102). Finally, (4.10a), (4.10c), Lemma 4.31
and (4.8) implies the bounds (4.9). This concludes the proof.
5 Conclusion of the diagonalization algorithm and inversion of L(u)
In the previous Section we have conjugated the operator L4 (see (3.4)) to a diagonal operator L∞. In conclusion,
we have that
L = W1L∞W−12 , Wi = ViΦ∞, V1 := T1T2T3ρT4, V2 = T1T2T3T4. (5.1)
We have the following result
Lemma 5.43. Let s0 ≤ s ≤ q − β − η1 − 2, with η1 define in (3.2) and β in Theorem (4.27). Then, for εγ−1
small enough, and
||u||s0+β+η1+2,γ ≤ 1, (5.2)
one has for any λ ∈ Λ2γ∞ ,
||Wih||s,γ + ||W−1i h||s,γ ≤ C(s) (||h||s+2,γ + ||u||s+β+η1+4,γ ||h||s0,γ) , (5.3)
for i = 0, 1. Moreover, Wi and W
−1
i are reversible preserving.
Proof. Each Wi is composition of two operators, the Vi satisfy the (3.5) while Φ∞ satisfies (4.8). We use (4.10c)
in order to pass to the operator norm. Then Lemma A.52 and (A.2) with p = s− s0, q = 2 implies the bounds
(5.3). Moreover the transofrmations Wi and W
−1
i are reversibility preserving because each transformations
Vi,V−1i and Φ∞, Φ−1∞ is reversibility preserving.
5.1 Proof of Proposition 1.7
We fix η = η1 + β + 2 and q > s0 + η. Let µ
∞
h be the functions defined in (4.100). Then by Theorem 4.27 and
Lemma 5.43 for λ ∈ Λ2γ∞ we have the (1.19). Hence item (i) is proved.
Item (ii) follows by applying the dynamical system point of view. We have already proved that
L = T1T2T3ρT4Φ∞L∞Φ−1∞ T −14 T −13 T −12 T −11 . (5.4)
By Lemma 3.25 all the changes of variables in (5.4) can be seen as transformations of the phase space Hsx
depending in a quasi-periodic way on time plus quasi periodic reparametrization of time (T3). With this point
of view, consider a dynamical system of the form
∂tu = L(ωt)u. (5.5)
Under a transformation of the form u = A(ωt)v, one has that the system (5.5) become
∂tv = L+(ωt)v, L+(ωt) = A(ωt)
−1L(ωt)A(ωt)−A(ωt)−1∂tA(ωt) (5.6)
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The transformation A(ωt) acts on the functions u(ϕ, x) as
(Au)(ϕ, x) := (A(ϕ)u(ϕ, ·))(x) := A(ϕ)u(ϕ, x), (A−1u)(ϕ, x) = A−1(ϕ)u(ϕ, x). (5.7)
Then the operator on the quasi-periodic functions
L := ω · ∂ϕ − L(ϕ), (5.8)
associated to the system (5.5), is transformed by A into
A−1LA = ω · ∂ϕ − L+(ϕ), (5.9)
that represent the system in (5.6) acting on quasi-periodic functions. The same considerations hold for trans-
formations of the type
τ := ψ(t) := t+ α(ωt), t = ψ−1(τ) := τ + α˜(ωτ),
(Bu)(t) := u(t+ α(ωt)), (B−1v)(τ) = v(τ + α˜(ωτ)).
(5.10)
with α(ϕ), ϕ ∈ Td is 2pi−periodic in all the d variables. The operator B is nothing but the operator on the
functions induced by the diffeomorfism of the torus t→ t+ α(ωt). The transformation u = Bv transform the
system (5.5) into
∂tv = L+(ωt)v, L+(ωτ) :=
(
L(ωt)
1 + (ω · ∂ϕα)(ωt)
)
|t=ψ˜(τ)
(5.11)
If we consider the operator B acting on the quasi-periodic functions as (Bu)(ϕ, x) = u(ϕ + ωα(ϕ), x) and
(B−1u)(ϕ, x) := u(ϕ+ ωα˜(ϕ), x), we have that
B−1LB = ρ(ϕ)L+ = ρ(ϕ) (ω · ∂ϕ − L+(ϕ)) = ρ(ϕ)
(
ω · ∂ϕ − 1
ρ(ϕ)
L(ϕ+ ωα˜(ϕ))
)
, (5.12)
and ρ(ϕ) := B−1(1+ω ·∂ϕα), that means that L+ is the linear system (5.11) acting on quasi-periodic functions.
By these arguments, we have simply that a curve u(t) in the phase space of functions of x, i.e. Hsx, solves
the linear dynamical system (1.16) if and only if the curve
v(t) := Φ−1∞ T −14 T3−1T2−1T −11 (ωt)h(t) (5.13)
solves the system (1.22). This completely justify Remark 1.8. In Lemma 3.25 and the (4.9) we have checked
that these transformations are well defined.
The result of Proposition 1.7 holds for λ in a suitable Cantor set.
5.2 Proof of Lemma 1.9
As explained in the Introduction, we now study the invertibility of
L∞ := diagk∈C×N×Zd{iω · `+ µ∞σ,j}, µ∞σ,jλ = −iσm(λ)j2 + r∞σ,j(λ). (5.14)
in order to obtain a better understanding of the set G∞ of the Nash-Moser Proposition 1.6. .
Lemma 5.44. For g ∈ Zs, consider the equation
L∞(u)h = g. (5.15)
If λ ∈ Λ2γ∞(u)∩P 2γ∞ (u) (defined respectively in (1.18) and (1.26)), then there exists a unique solution L−1∞ g :=
h = (h, h¯) ∈ Xs. Moreover, for all Lipschitz family g := g(λ) ∈ Zs one has
||L−1∞ g||s,γ ≤ Cγ−1||g||s+2τ+1,γ . (5.16)
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Proof. By solving the (5.15) one obtain the solution h := (h+, h−) of the form
h+(ϕ, x) :=
∑
`∈Zd,j≥1
gj(`)
iω · `+ µ∞1,j
ei`·ϕ sin jx,
h−(ϕ, x) :=
∑
`∈Zd,j≥1
gj(−`)
iω · `+ µ∞−1,j
ei`·ϕ sin jx =
∑
`∈Zd,j≥1
gj(`)
−iω · `+ µ∞−1,j
e−i`·ϕ sin jx.
(5.17)
Now, by the hypothesis of reversibility, we have already seen that µ∞1,j = −µ∞1,j and µ∞−1,j = −µ∞1,j , then one
has that h− = h+ := h. Moreover, one has
hj(`) =
gj(`)
iω · `+ µ∞1,j
=
−gj(`)
−(iω · `+ µ∞1,j)
= hj(`) (5.18)
then the Lemma (4.35) implies that h ∈ Xs.
Now, since λ ∈ Λ2γ∞(u) ∩ P 2γ∞ (u) then, by (1.26), we can estimate the (5.17)
||h||s ≤ Cγ−1||g||s+τ . (5.19)
The Lipschitz bound on h follow exactly as in formulæ(4.60)-(4.62) and we obtain
||h||s,γ = ||h||sups + γ||h||lips l γ−1||g||s+2τ+1,γ , (5.20)
that is the (5.16).
Since W±1i are reversibility preserving, we show in the next Lemma how to solve the equation Lh = g for
g ∈ Zs:
PROOF OF LEMMA 1.9. By (5.1) one has that the equation Lh = g si equivalent to L∞W−12 h = W−11 g.
By Lemma 5.44 this second equation has a unique solution W−12 h ∈ Xs. Note that this is true because W−11
is reversibility-preserving, so that W−11 g ∈ Zs if g ∈ Zs. Hence the solution with zero average of Lh = g is of
the form
h := W2L−1∞W−11 g, (5.21)
Moreover, one has that h ∈ Xs, because W2 is reversibility-preserving, and because, by Lemma 5.44 one has
that L−1∞ : Z0 → X0.
Now we have
||h||s,γ
(5.3)
≤ C(s) (||L−1∞W−11 g||s+2,γ + ||u||s+β+η1+4,γ ||L−1∞W−11 g||s0,γ)
≤ C(s)γ−1 (||g||s+2τ+5,γ + ||u||s+4τ+β+10+η1,γ ||g||s0,γ) ,
(5.22)
where, in the second inequality we used (5.16) on L−1∞ , again the (5.3) for W−11 and (1.25). Finally we used
the (A.2) with a = s0 + 2τ + η1 + β + 7, b = s0 and p = s− s0, q = 2τ + 3. The (5.22) implies the (1.28) with
ζ defined in (1.24) where we already fixed η := η1 + β + 2 in the proof of Proposition 1.7.
6 Measure estimates and conclusions
The aim of this Section is to use the information obtained in Sections 3 and 4, in order to apply Theorem 2.14
to our problem and prove Theorem 1.1. First of all we prove the approximate reducibility Lemma 1.11.
PROOF OF LEMMA 1.11. We first apply the change of variables defined in (3.51) to L(v) in order to
reduce to L4(v). We know that Lemma 4.38 holds for L4(u), now we fix ν such that Nν−1 ≤ N ≤ Nν
and apply (S3ν) − (S4ν) with u1 = u, u2 = v. This implies our claim since, by Lemma 4.42, we have
Λ2γ∞(u) ⊆ Λγν(u) ⊆ Λγ−ρν (v). Finally for all λ ∈ Λγ−ρν+1(v) we can perform ν + 1 steps in Lemma 4.38. Fixing
κ = 2α/3 we obtain the bounds on the changes of variables and remainders, using formulæ (4.80) and (4.84).
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6.1 Proof of Proposition 1.10.
Recall that we have set
γn := γ
(
1 +
1
2n
)
,
(un)≥0 is the sequence of approximate solutions introduced in Theorem 2.14. which is well defined in Gn and
satisfies the hypothesis of Proposition 1.7. Gn in turn is defined in (N1)n and Definition 2.13. For notational
convenience we extend the eigenvalues µ∞σ,j(un) introduced in Proposition 1.7) , which are defined only for
j ∈ N, to a function defined for j ∈ Z+ in the following way:
Ωσ,j(un) := µ
∞
σ,j(un), (σ, j) ∈ C ×N, Ωσ,j(un) ≡ 0, σ ∈ C, j = 0. (6.1)
We now define inductively a sequence of nested sets Gn ⊆ Gn for n ≥ 0. Set G0 = Λ and
Gn+1 :=
λ ∈ Gn : |iω · `+ Ωσ,j(un)− Ωσ′,j′(un)| ≥
2γn|σj2 − σ′j′2|
〈`〉τ ,
∀` ∈ Zn, σ, σ′ ∈ C, j, j′ ∈ Z+
 , (6.2)
The following Lemma implies (1.29a).
Lemma 6.45. Under the Hypotheses of Proposition 1.10, for any n ≥ 0, one has
Gn+1 ⊆ Gn+1. (6.3)
Proof. For any n ≥ 0 and if λ ∈ Gn+1, one has by Lemmata 5.44 and 1.9, (recalling that γ ≤ γn ≤ 2γ and
2τ + 5 < ζ)
||L−1(un)g||s,γ ≤ C(s)γ−1 (||g||s+ζ,γ + ||un||s+ζ,γ ||g||s0,γ) ,
||L−1(un)||s0,γ ≤ C(s0)γ−1Nζn||g||s0,γ ,
(6.4)
for s0 ≤ s ≤ q − µ, for any g(λ) Lipschitz family. The (6.4) are nothing but the (2.5) in Definition 2.13 with
µ = ζ . It represents the loss of regularity that you have when you perform the regularization procedure in
Section 3 and during the diagonalization algorithm in Section 4. This justifies our choice of µ in Proposition
1.10.
By Lemma 6.45, in order to obtain the bound (1.29b), it is enough to prove that
|Λ\ ∩n≥0 Gn| → 0, as γ → 0. (6.5)
We will prove by induction that, for any n ≥ 0, one has
|G0\G1| ≤ C?γ, |Gn\Gn+1| ≤ C?γN−1n , n ≥ 1. (6.6)
First of all, write
Gn\Gn+1 :=
⋃
σ,σ′∈C,j,j′∈Z+
`∈Zn
Rσ,σ
′
`jj′ (un)
Rσ,σ
′
`jj′ (un) :=
{
λ ∈ Gn : |iλω¯ · `+ Ωσ,j(un)− Ωσ′,j′(un)| < 2γn|σj2 − σ′j′2|〈`〉−τ
}
.
(6.7)
Assume in the following that, if σ = σ′, then j 6= j′, since one has Rσ,σ`jj (un) = ∅. Important properties of the
sets Rσ,σ
′
`jj′ are the following. The proofs are quite standard and follow very closely Lemmata 5.2 and 5.3 in [3].
For completeness we give a proof in the Appendix C.
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Lemma 6.46. For any n ≥ 0, |`| ≤ Nn, one has, for εγ−1 small enough,
Rσ,σ
′
`jj′ (un) ⊆ Rσ,σ
′
`jj′ (un−1). (6.8)
Moreover,
if Rσ,σ
′
`jj′ 6= ∅, then |σj2 − σ′j′2| ≤ 8|ω¯ · `|. (6.9)
Lemma 6.47. For all n ≥ 0, one has
|Rσ,σ′`jj′ (un)| ≤ Cγ〈`〉−τ . (6.10)
We now prove (6.5) by assuming Lemmata 6.46 and 6.47. By (6.7) one has Rσ,σ
′
`jj′ (un) ⊂ Gn, and at the
same time for all |`| ≤ Nn one has Rσ,σ
′
`jj′ (un) ⊆ Rσ,σ
′
`jj′ (un−1) by (6.8). Hence, if |`| ≤ Nn, one has Rσ,σ
′
`jj′ (un) = ∅
since Rσ,σ
′
`jj′ (un−1) ∩Gn = ∅ by definition (6.2). This implies that
Gn\Gn+1 ⊆
⋃
σ,σ′∈C,j,j′∈Z+
|`|>Nn
Rσ,σ
′
`jj′ (un) (6.11)
Now, consider the sets Rσ,σ
′
`jj′ (0). By (6.9), we know that if R
σ,σ′
`jj′ (0) 6= ∅ then we must have j+j′ ≤ 16|ω¯||`|.
Indeed, if σ = σ′, then
|j2 − j′2| = |j − j′|(j + j′) ≥ 1
2
(j + j′), ∀j, j′ ∈ Z+, j 6= j′, (6.12)
while, if σ 6= σ′, one has (j + j′)/2 ≤ (j2 + j′2) ≤ 8|ω¯||`| see (6.9). Then, for τ > d+ 2, we obtain the first of
(6.6), by
|G0\G1| ≤
∑
σ,σ′∈C,
j,j′∈Z+
`∈Zd
|Rσ,σ′`jj′ (0)| ≤
∑
σ,σ′∈C,
(j+j′)≤16|ω¯||`|
`∈Zd
|Rσ,σ′`jj′ (0)|
(6.10)
≤ Cγ
∑
`∈Zd
〈`〉−(τ−1) ≤ Cγ. (6.13)
Finally, we have for any n ≥ 1,
|Gn\Gn+1|
(6.11)
≤
∑
σ,σ′∈C,
(j+j′)≤16|ω¯||`|
|`|>Nn
|Rσ,σ′`jj′ (un)|
(6.10)
≤
∑
|`|>Nn
Cγ〈`〉−(τ−1) ≤ CγN−τ+d+1n ≤ CγN−1n ,
(6.14)
that implies the (6.6). Now we have
|Λ\ ∩n≥0 Gn| ≤
∑
n≥0
|Gn\Gn+1| ≤ Cγ + Cγ
∑
n≥1
N−1n ≤ Cγ → 0, as γ → 0. (6.15)
By (6.3), we have that ∩n≥0Gn ⊆ G∞. Then, by (6.15), we obtain then (1.29b).
6.2 Proof of Theorem 1.1
Fix γ := εa, a ∈ (0, 1). Then the smallness condition εγ−1 = ε1−a < 0 of Theorem 2.14 is satisfied. Then we
can apply it with µ = ζ in (1.24) (see Lemma 1.10). Hence by (2.10) we have that the function u∞ in Xs0+ζ
is a solution of the perturbed NLS with ω = λω¯. Moreover, one has
|Λ\G∞| (1.29b)→ 0, (6.16)
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as ε tends to zero. To complete the proof of the theorem, it remains to prove the linear stability of the solution.
Since the eigenvalues µ∞σ,j are purely imaginary, we know that the Sobolev norm of the solution v(t) of
(1.22) is constant in time. We show that the Sobolev norm of h(t) = W−12 v(t), solution of (1.16) does not
grow on time. To do this we first note that, by (3.52a) and (4.9), one has
||T ±1i (ωt)g||Hsx + ||(T4Φ∞)±1(ωt)g||Hsx ≤ C(s)||g||Hsx , ∀t ∈ R, ∀g = g(x) ∈ Hsx,
||(T ±1i (ωt)− 1)g||Hsx + ||((T4Φ∞)±1(ωt)− 1)g||Hsx ≤ εγ−1C(s)||g||Hs+1x , ∀t ∈ R, ∀g ∈ Hsx.
(6.17)
with i = 1, 2. In both cases, the constant C(s) depends on ||u||s+s0+β+η1 . Now, we will show that there exists
a constant K > 0 such that the following bounds hold:
||h(t)||Hsx ≤ K||h(0)||Hsx , (6.18a)
||h(0)||Hsx − εbK||h(0)||Hs+1x ≤||h(t)||Hsx ≤ ||h(0)||Hsx + εbK||h(0)||Hs+1x , b ∈ (0, 1). (6.18b)
The (6.18) imply the linear stability of the solution.
Recalling that T3f(t) := f(t+ α(ωt)) = f(τ) and T −13 f(τ) = f(τ + α̂(ωτ)) = f(t), fixing τ0 = α(0), one has,
||h(t)||Hsx
(5.13)
= ||T1T2T3T4Φ∞v(t)||Hsx
(6.17)
≤ C(s)||T3T4Φ∞v(t)||Hsx = ||T4Φ∞v(τ)||Hsx
(6.17)
≤ C(s)||v(τ)||Hsx
(1.23)
= C(s)||v(τ0)||Hsx
(5.13)
= C(s)||Φ−1∞ T −14 T3−1T2−1T −11 h(τ0)||Hsx
(6.17)
≤ C(s)||T3−1T −12 T −11 h(τ0)||Hsx = C(s)||T2−1T −11 h(0)||Hsx
(6.17)
≤ C(s)||h(0)||Hsx ,
(6.19)
Then (6.18a) is proved. Following the same procedure, we obtain
||h(t)||Hsx
(5.13)
= ||T1T2T3T4Φ∞v(t)||Hsx ≤ ||T3T4Φ∞v(t)||Hsx + ||(T1T2 − 1)T3T4Φ∞v(t)||Hsx
(6.17)
≤ ||v(τ)||Hsx + ||(T4Φ∞ − 1)v(τ)||Hsx + εγ−1C(s)||T4Φ∞v(τ)||Hs+1x
(1.23),(6.17)
≤ ||v(τ0)||Hsx + εγ−1C(s)||v(τ0)||Hs+1x ,
(5.13),(6.17)
≤ ||h(0)||Hsx + εγ−1C(s)||h(0)||Hs+1x ,
(6.20)
where we used τ0 = α(0) and in the last inequality we have performed the same triangular inequalities used
in the first two lines only with the T −1i . Then, using that γ = εa, with a ∈ (0, 1), we get the second of (6.18b)
with b = 1− a. The first is obtained in the same way. This concludes the proof of Theorem 1.1.
A General Tame and Lipschitz estimates
Here we want to illustrate some standard estimates for composition of functions and changes of variables that
we use in the paper. We start with classical embedding, algebra, interpolation and tame estimate in Sobolev
spaces Hs := Hs(Td,C) and W s,∞ := W s,∞, d ≥ 1.
Lemma A.48. Let s0 > d/2. Then
(i) Embedding. ||u||L∞ ≤ C(s0)||u||s0 , ∀ u ∈ Hs0 .
(ii) Algebra. ||uv||s0 ≤ C(s0)||u||s0 ||v||s0 , ∀ u, v ∈ Hs0 .
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(iii) Iterpolation. For 0 ≤ s1 ≤ s ≤ s2, s = λs1 + (1− λ)s2,
||u||s ≤ ||u||λs1 ||u||1−λs2 , ∀ u ∈ Hs2 . (A.1)
Let a, b ≥ 0 and p, q > 0. For all u ∈ Ha+p+q and v ∈ Hb+p+q one has
||u||a+p||v||b+q ≤ ||u||a+p+q||v||b + ||u||a||v||b+p+q. (A.2)
Similarly, for the |u|∞s :=
∑
|α|≤s ||Dαu||L∞ norm, one has
|u|∞s ≤ C(s1, s2)(|u|∞s1 )λ(|u|∞s2 )1−λ, ∀ u ∈W s2,∞, (A.3)
and ∀ u ∈W a+p+q,∞, v ∈W b+p+q,∞,
|u|∞a+p|v|∞b+q ≤ C(a, b, p, q)(|u|∞a+p+q|v|∞b + |u|∞a |v|∞b+p+q). (A.4)
(iv) Asymmetric tame product. For s ≥ s0 one has
||uv||s ≤ C(s0)||u||s||v||s0 + C(s)||u||s0 ||v||s, ∀ u, v ∈ Hs. (A.5)
(v) Asymmetric tame product in W s,∞. For s ≥ 0, s ∈ N one has
|uv|∞s ≤
3
2
||u||L∞ |v|∞s + C(s)|u|∞s ||v||L∞ ,∀ u, v ∈W s,∞. (A.6)
(vi) Mixed norms asymmetric tame product. For s ≥ 0, s ∈ N one has
||uv||s ≤ 3
2
||u||L∞ ||v||s + C(s)|u|s,∞||v||0,∀ u ∈W s,∞, v ∈ Hs. (A.7)
If u := u(λ) and v := v(λ) depend in a lipschitz way on λ ∈ Λ ⊂ R, all the previous statements hold if
one replace the norms || · ||s, | · |∞s with || · ||s,γ , | · |∞s,γ .
Now we recall classical tame estimates for composition of functions.
Lemma A.49. Composition of functions Let f : Td×B1 → C, where B1 := {y ∈ Rm : |y| < 1}. it induces
the composition operator on Hs
f˜(u)(x) := f(x, u(x), Du(x), . . . , Dpu(x)) (A.8)
where Dk denotes the partial derivatives ∂αx u(x) of order |α| = k.
Assume f ∈ Cr(Td ×B1). Then
(i) For all u ∈ Hr+p such that |u|p,∞ < 1, the composition operator (A.8) is well defined and
||f˜(u)||r ≤ C||f ||Cr (||u||r+p + 1), (A.9)
where the constant C depends on r, p, d. If f ∈ Cr+2, then, for all |u|∞s , |h|∞p < 1/2, one has
||f˜(u+ h)− f˜(u)||r ≤ C||f ||Cr+1(||h||r+p + |h|∞p ||u||r+p),
||f˜(u+ h)− f˜(u)− f˜ ′(u)[h]||r ≤ C||f ||Cr+2 |h|∞p (||h||r+p + |h|∞p ||u||r+p).
(A.10)
(ii) the previous statement also hold replacing || · ||r with the norm | · |∞.
Proof. For the proof see [2] and [35].
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Lemma A.50. Lipschitz esitmate on parameters Let d ∈ N, d/2 < s0 ≤ s, p ≥ 0, γ > 0. Let
F : Λ×Hs → C, for Λ ⊂ R, be a C1−map in u satisfying the tame esitimates: ∀ ||u||s0+p ≤ 1, h ∈ Hs+p,
||F (λ1, u)− F (λ2, u)||s ≤ C(s)|λ1 − λ2|(1 + ||u||s+p), λ1, λ2 ∈ Λ (A.11a)
sup
λ∈Λ
||F (λ, u)||s ≤ C(s)(1 + ||u||s+p), (A.11b)
sup
λ∈Λ
||∂uF (λ, u)[h]||s ≤ C(s)(||h||s+p + ||u||s+p||h||s0+p). (A.11c)
Let u(λ) be a Lipschitz family of functions with ||u||s0+p,γ ≤ 1. Then one has
||F (·, u)||s,γ ≤ C(s)(1 + ||u||s+p,γ). (A.12)
The same statement holds when the norms || · ||s are replaced by | · |∞s .
Proof. We first note that, by (A.11b), one has supλ||F (λ, u(λ))||s ≤ C(s)(1 + ||u||s+p,γ). Then, denoting
h = u(λ2)− u(λ1), we have
||F (λ2, u(λ2))−F (λ1, u(λ1))||s ≤ ||F (λ2, u(λ2))− F (λ1, u(λ2))||s + ||F (λ1, u(λ2))− F (λ1, u(λ1))||s
≤ |λ2 − λ1|C(1 + ||u(λ2)||s+p) +
∫ 1
0
||∂uF (u(λ1) + t(u(λ2)− u(λ1)))[h]||sdt
(A.11c)
≤ C(s)
[
||h||s+p + ||h||s0+p
∫ 1
0
((1− t)||u(λ1)||s+p + t||u(λ2)||s+p) dt
]
+ |λ2 − λ1|C(1 + ||u(λ2)||s+p),
(A.13)
so that
γ sup
λ1,λ2∈Λ
λ1 6=λ2
||F (u(λ1, λ1))− F (λ2, u(λ2))||s
|λ1 − λ2| ≤ Cγ(1 + supλ2∈Λ
||u(λ2)||s+p)
+ C(s)
[
||u||s+p,γ + ||u||s0+p,γ
1
2
sup
λ1,λ2
(||u(λ1)||s+p,γ + ||u(λ2)||s+p,γ)
]
≤ C(s) [||u||2s+p,γ + ||u||s0+p,γ ||u||s+p,γ]+ C(s)(1 + ||u||s+p,γ),
(A.14)
since ||u||s0+p,γ ≤ 1, then the lemma follows, because
sup
λ∈Λ
||F (λ, u(λ))||s + γ sup
λ1,λ2∈Λ
λ1 6=λ2
||F (u(λ1, λ1))− F (λ2, u(λ2))||s
|λ1 − λ2| ≤ C(s)(1 + ||u||s+p,γ). (A.15)
In the following we will show some estimates on changes of variables. The lemma is classical, one can see
for instance [2].
Lemma A.51. (Change of variable) Let p : Rd → Rd be a 2pi−periodic function in W s,∞, s ≥ 1, with
|p|∞1 ≤ 1/2. Let f(x) = x + p(x). Then one has (i) f is invertible, its inverse is f−1(y) = g(y) = y + q(y)
where q is 2pi−periodic, q ∈W s,∞(Td;Rd) and |q|∞s ≤ C|p|∞s . More precisely,
|q|L∞ = |p|L∞ , |dq|L∞ ≤ 2|dp|L∞ , |dq|∞s−1 ≤ C|dp|∞s−1, (A.16)
where the constant C depends on d, s.
Moreover, assume that p = pλ depends in a Lipschitz way by a parameter λ ∈ Λ ⊂ R, an suppose, as above,
that |dxpλ|L∞ ≤ 1/2 for all λ. Then q = qλ is also Lipschitz in λ, and
|q|∞s,γ ≤ C
(
|p|∞s,γ +
[
sup
λ∈Λ
|pλ|∞s+1
]
|p|L∞,γ
)
≤ C|p|∞s+1,γ , (A.17)
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the constant C depends on d, s (it is independent on γ).
(ii) If u ∈ Hs(Td;C), then u ◦ f(x) = u(x+ p(x)) ∈ Hs, and, with the same C as in (i) one has
||u ◦ f ||s ≤ C(||u||s + |dp|∞s−1||u||1), (A.18a)
||u ◦ f − u||s ≤ C(|p|L∞ ||u||s+1 + |p|∞s ||u||2), (A.18b)
||u ◦ f ||s,γ ≤ C(|u|s+1,γ + |p|∞s,γ ||u||2,γ). (A.18c)
The (A.18a), (A.18b) and (A.18c) hold also for u ◦ g.
(iii) Part (ii) also holds with || · ||s replaced by | · |∞s , and || · ||s,γ replaced by | · |∞s,γ , namely
|u ◦ f |∞s ≤ C(|u|∞s + |dp|∞s−1|u|∞1 ), (A.19a)
|u ◦ f |∞s,γ ≤ C(|u|∞s+1,γ + |dp|∞s−1,γ |u|∞2,γ). (A.19b)
Lemma A.52. (Composition). Assume that for any ||u||s0+µi,γ ≤ 1 the operator Qi(u) satisfies
||Qih||s,γ ≤ C(s)(||h||s+τi,γ + ||u||s+µi,γ ||h||s0+τiγ), i = 1, 2. (A.20)
Let τ := max{τ1, τ2}, and µ := max{µ1, µ2}. Then, for any
||u||s0+τ+µ,γ ≤ 1, (A.21)
one has that the composition operator Q := Q1 ◦ Q2 satisfies
||Qh||s,γ ≤ C(s)(||h||s+τ1+τ2,γ + ||u||s+τ+µ,γ ||h||s0+τ1+τ2,γ). (A.22)
Proof. It is sufficient to apply the estimates (A.20) to Q1 first, then to Q2 and using the condition (A.21).
B Proof of Lemmata 6.47 and 6.46
Proof of Lemma 6.47. Define the function ψ : Λ→ C,
ψ(λ) := iλω¯ · `+ Ωσ,j(λ)− Ωσ′,j′(λ) (4.5)= iλω¯ · `− im(λ)(σj2 − σ′j′2) + r∞σ,j(λ)− r∞σ′,j′(λ), (B.1)
where with abuse of notation we set r∞σ,0 ≡ 0. Note that, by (N1)n of Theorem 2.14, we have ||un||s0+µ2,γ ≤ 1
on Gn. Then (4.6) holds and we have
|Ωσ,j − Ωσ′,j′ |lip ≤ |m|lip|σj2 − σ′j′2|+ |r∞σ,j |lip + |r∞σ′,j′ |lip ≤ Cεγ−1|σj2 − σ′j′2|
(6.9)
≤ Cεγ−1|ω¯ · `|. (B.2)
We can estimate, for any λ1, λ2 ∈ Λ,
|ψ(λ1)− ψ(λ2)|
|λ1 − λ2|
(6.9),(B.2)
≥
(
1
8
− Cεγ−1
)
|ω¯ · `| ≥ |σj
2 − σ′j′2|
9
, (B.3)
if εγ−1 is small enough. Then, using standard measure estimates on sub-levels of Lipschitz functions, we
conclude
|Rσ,σ′`jj′ | ≤ 4γn|σj2 − σ′j′2|〈`〉−τ
9
|σj2 − σ′j′2| ≤ Cγ〈`〉
−τ . (B.4)
Proof of Lemma 6.46. We first prove the (6.9); note that if (σ, j) = (σ′, j′) then it is trivially true. If
Rσ,σ
′
`jj′ (un) 6= ∅, then, by definition (6.7), there exists a λ ∈ Λ such that
|Ωσ,j(un)− Ωσ′,j′(un)| < 2γn|σj2 − σ′j′2|〈`〉−τ + 2|ω¯ · `|. (B.5)
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On the other hand, for ε small and since (σ, j) 6= (σ′, j′),
|Ωσ,j(un)− Ωσ′,j′(un)|
(3.6a),(4.6)
≥ 1
2
|σj2 − σ′j′2| − Cε ≥ 1
3
|σj2 − σ′j′2|. (B.6)
By the (B.5), (B.6) and γn ≤ 2γ follows
2|ω¯ · `| ≥
(
1
3
− 4γ〈`〉τ
)
|σj2 − σ′j′2| ≥ 1
4
|σj2 − σ′j′2|, (B.7)
since γ ≤ γ0, by choosing γ0 small enough. It is sufficient γ0 < 1/48. Then, the (6.9) hold.
In order to prove the (6.8) we need to understand the variation of the eigenvalues Ωσ,j(u) with respect to the
function u. We have to study the difference
Ωσ,j(un)−Ωσ,j(un−1) = −i(m(un)−m(un−1))(σj2 − σ′j′2) + (r∞σ,j(un)− r∞σ,j(un−1)) (B.8)
Indeed if we assume that
|(Ωσ,j − Ωσ′,j′)(un)− (Ωσ,j − Ωσ′,j′)(un−1)| ≤ Cε|σj2 − σ′j′2|N−αn , (B.9)
then, for j 6= j′, |`| ≤ Nn, and λ ∈ Gn, we have
|iλω¯ · `+ Ωσ,j(un)− Ωσ′,j′(un)|
(B.9)
≥ 2γn−1|σj2 − σ′j′2|〈`〉−τ − Cε|σj2 − σ′j′2|N−αn
≥ 2γn|σj2 − σ′j′2|〈`〉−τ ,
(B.10)
because Cεγ−1Nτ−αn 2
n+1 ≤ 1 if εγ−1 small enough. In order to complete the proof of the (6.8) we only need
to verify the (B.9).
By Lemma 4.38, using the (S4)n+1 with γ = γn−1 and γ− ρ = γn, and with u1 = un−1, u2 = un, we have
Λ
γn−1
n+1 (un−1) ⊆ Λγnn+1(un), (B.11)
since, for εγ−1 small enough,
εCNτn sup
λ∈Gn
||un − un−1||s0+µ
(2.8)
≤ ε2γ−1CC?Nτ−κ3n ≤ γn−1 − γn =: ρ = γ2−n. (B.12)
where κ3 is defined in (2.8) with ν = 2, µ defined in (1.24) with η = η1 + β, µ > τ (see Lemmata 1.10, 6.45
and (4.33), (3.2)). We also note that,
Gn
(6.2),(1.18)
⊆ Λ2γn−1∞ (un−1)
(4.103)
⊆ ∩ν≥0Λγn−1ν (un−1) ⊆ Λγn−1n+1 (un−1)
(B.11)
⊆ Λγnn+1(un). (B.13)
This means that λ ∈ Gn ⊂ Λγn−1n+1 (un−1) ∩ Λγnn+1(un), and hence, we can apply the (S3)ν , with ν = n + 1, in
Lemma 4.38 to get
|r∞σ,j(un)−r∞σ,j(un−1)| ≤ |rn+1σ,j (un)− rn+1σ,j (un−1)|+ |r∞σ,j(un)− rn+1σ,j (un)|+ |r∞σ,j(un−1)− rn+1σ,j (un−1)|
(4.101),(3.7a),(4.45b)
≤ εC||un − un−1||s0+η2 + ε (1 + ||un−1||s0+η1+β + ||un||s0+η1+β)N−αn
(2.8)
≤ Cε2γ−1N−µ3n + ε (1 + ||un−1||s0+η1+β + ||un||s0+η1+β)N−αn .
(B.14)
Now, first of all µ3 > α by (2.8), (4.33), moreover η1 +β < η5 then by (S1)n, (S1)n−1, one has ||un−1||s0+η5 +
||un||s0+η5 ≤ 2, we obtain
|r∞σ,j(un)− r∞σ,j(un−1)|
(B.14)
≤ εN−αn . (B.15)
Then, by (B.8), (3.6b) and (B.15) one has that the (B.9) hold and the proof of Lemma (6.46) is complete.
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