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Electron-electron interactions in half-filled high Landau levels in two-dimensional electron gases
in a strong perpendicular magnetic field can lead to states with anisotropic longitudinal resistance.
This longitudinal resitance is generally believed to arise from broken rotational invariance, which is
indicated by charge density wave (CDW) order in Hartree-Fock calculations. We use the Hartree-
Fock approximation to study the influence of externally tuned Landau level mixing on the formation
of interaction induced states that break rotational invariance in two-dimensional electron and hole
systems. We focus on the situation when there are two non-interacting states in the vicinity of the
Fermi level and construct a Landau theory to study coupled charge density wave order that can
occur as interactions are tuned and the filling or mixing are varied. We examine in detail a specific
example where mixing is tuned externally through Rashba spin-orbit coupling. We calculate the
phase diagram and find the possibility of ordering involving coupled striped or triangular charge
density waves in the two levels. Our results may be relevant to recent transport experiments on
quantum Hall nematics in which Landau-level mixing plays an important role.
PACS numbers: 73.43.-f, 73.20.Qt, 73.43.Nq
I. INTRODUCTION
The integer1 and fractional2 quantum Hall effects have been studied extensively in two-dimensional electron systems
(2DES).3 It has been proposed4,5 and observed6 that the states at half odd integer filling fraction in low Landau levels
(LLs) have distinct behaviour from states at odd denominator filling fractions. This distinction extends to higher
LLs, where anisotropic transport has been observed at half odd integer filling fractions,7–9 which is believed to arise
from broken rotational symmetry due to electron-electron interactions.10–23 The experimental evidence for broken
rotation symmetry at half odd integer filling fractions is large peaks in the longitudinal resistivity, which vanish as
the direction of applied current is rotated by ninety degrees.
Hartree-Fock calculations of the effects of electron-electron interactions in high Landau levels indicated a transition
to a striped charge density wave (CDW) phase at half odd integer filling fractions.11–14 It has been argued by Fradkin
and Kivelson and others that the anisotropy is evidence of an electronic nematic phase.15,18–23 However there continues
to be debate as to whether the states are electronic nematics or smectics.23–25
There have been several recent experiments on two-dimensional electron or hole systems that are in or close to
the regime where anisotropic quantum Hall states are expected for which Landau level mixing is believed to be
either appreciable or tunable via an external parameter.26–28 LL mixing can arise from a variety of sources, such as
disorder, geometric confinement effects in a quantum well, interactions or spin-orbit coupling29 but has generally been
ignored in theoretical studies of anisotropic quantum Hall states.10–12,15 A couple of exceptions are investigations of
the effects of LL mixing from electron-electron interactions30 or disorder31 on CDW formation which may be relevant
for experiments showing re-entrant behaviour of quantum Hall states in the lowest LL.32 There has also been recent
interest in LL mixing in the context of non-Abelian quantum Hall states.33–35
We investigate the effects of Landau level mixing on the formation of quantum Hall states with broken rotation
symmetry by using the Hartree-Fock approximation to study CDW formation in a two-dimensional system of charged
fermions (electrons or holes) when LL mixing and interactions are present. This neglects quantum and thermal
fluctuations,19 but can be hoped to be as informative as Hartree-Fock studies on single Landau levels.11,12 We assume
that there is a term in the Hamiltonian that mixes LLs, leading to non-interacting single-particle eigenstates that are
linear combinations of LLs. We explore the effects of interactions on CDW ordering within these eigenstates. We
specialize to the situation when two energy levels lie close to the Fermi energy, EF , of the system, which can lead
to competition between CDW phases of various symmetries originating in different non-interacting states. To study
this, we construct a Landau theory for CDW ordering in the presence of LL mixing when there are two states that are
close to the Fermi energy. In the range of energies where the two states are close to degenerate we also consider the
possibility of quantum Hall ferromagnetism, but for the example we consider here, CDW ordering occurs at higher
temperatures within the Hartree-Fock approximation.
In order to study the effects of LL mixing on CDW formation experimentally in a systematic way, some external
tuning parameter that can mix LLs is required. Neither disorder nor interactions are particularly suitable for this
task. However, Rashba spin-orbit coupling can be tuned experimentally in a quantum well by parameters such as
2applied gate voltage. This motivates us to investigate the phase diagram as a function of filling fraction, LL mixing
and temperature when LLs are mixed via Rashba spin-orbit coupling when two states are relatively close to the Fermi
level. We find that at half-integer filling fractions there can be triangular CDW ordering in both levels simultaneously
when the filling of the higher energy level is non-zero.
This paper is organized as follows. In Sec. II we investigate electron-electron scattering in the presence of LL mixing
in high LLs, using a similar approach to Moessner and Chalker,12 to argue that there is still an instability towards
CDW ordering in the presence of LL mixing. In Sec. III we construct a Landau theory for striped and triangular
CDW order when there are two states close to the Fermi energy. In Sec. IV we display numerically calculated phase
diagrams for LL mixing due to Rashba spin orbit coupling and also discuss possible quantum Hall ferromagnetism
near degeneracy. We discuss our results and their possible connection to experiment in Sec. V.
II. INTERACTIONS IN THE PRESENCE OF LANDAU LEVEL MIXING
We consider fermions (electrons or holes) confined to two dimensions in a perpendicular magnetic field. We label
single-particle basis states as |nkjz〉, where n labels LL index, k is the pseudomomentum, and jz is the spin eigenvalue.
The projection of the orbital part of the eigenstates onto real-space is the LL wavefunction
ψ
(n)
k (r) =
1√
2nn!
√
πl0L
eikyφn
(
x− kl20
l0
)
, (1)
where we work in the Landau gauge A (r) = B (−y, 0, 0), with L the spatial extent of the system and l0 =
√
h/eB
the magnetic length.
We assume that there is some source of mixing of the basis states, such as spin-orbit coupling, which leads to a set
of non-interacting single-particle eigenstates of the form
|Φk〉 =
∑
α={nα,jαz }
CΦα |αk〉 , (2)
where the CΦα are the coefficients of the basis states and |αk〉 is shorthand for |nαkjαz 〉.
We now allow for interactions between fermions via a potential V (r), which has Fourier transform V˜ (q), leading
to the interaction Hamiltonian
HI =
1
2
∑
{Φ1,Φ2,Φ3,Φ4}
∑
{k1,k2,k3,k4}
a†Φ1k1a
†
Φ2k2
aΦ3k3aΦ4k4
×
∫
d2q
(2π)
2 V˜ (q)
〈
Φ1k1; Φ2k2
∣∣∣eiq·(r2−r1)∣∣∣Φ3k3; Φ4k4〉
=
1
2
∑
{Φ1,Φ2,Φ3,Φ4}
∑
{k1,k2,k3,k4}
a†Φ1k1a
†
Φ2k2
aΦ3k3aΦ4k4
∑
αβσρ
C∗Φ1αC
∗
Φ2σCΦ3ρCΦ4βδjαz −j
β
z+j
γ
z−jδz
×
∫
d2q
(2π)2
V˜ (q)
〈
nαk1
∣∣e−iq·r1 ∣∣nβk4〉 〈nσk2 ∣∣eiq·r2∣∣nρk3〉 , (3)
where aΦk is the annihilation operator of |Φk〉, and the four single particle states involved in the interaction are
labelled {Φ1,Φ2,Φ3,Φ4} with corresponding pseudomomenta {k1, k2, k3, k4}. The orbital matrix elements have been
evaluated by Raikh and Shahbazyan36 to be
〈
nαk1
∣∣e−iq·r1 ∣∣nβk2〉 = 2π
L
δ (k1 − k2 − qy)Anαnβ
(
1
2
q2l20
)
ei[
1
2 l
2
0qx(k1+k2)+(nα−nβ)(θ−pi2 )],
(4)
where
Anαnβ (x) =
(
n
′
αβ !
nαβ !
) 1
2
x
∆nαβ
2 e−
x
2L∆nαβ
n
′
αβ
(x) ,
3with nαβ = max (nα, nβ), n
′
αβ = min (nα, nβ), ∆nαβ = |nα − nβ |, and θ = arctan (qy/qx). Equation (3) can be
rewritten as
HI =
1
2
∑
{Φ1,Φ2,Φ3,Φ4}
∑
klm
M{Φ1,Φ2,Φ3,Φ4} (m, l)a
†
Φ1k+l
a †Φ2k+maΦ3k+l+maΦ4k, (5)
where
M{Φ1,Φ2,Φ3,Φ4} (m, l) =
∑
αβσρ
C∗Φ1αC
∗
Φ2σCΦ3ρCΦ4βδαβδσρIασρβ (m, l) , (6)
and
Iασρβ (m, l) =
2π
L
∫
d2q
(2π)
2 V˜ (q) δ (qy − l)Anαnβ
(
1
2
q2l20
)
Anσnρ
(
1
2
q2l20
)
×e−il20qxmei(θ−pi2 )(nα−nβ+nσ−nρ). (7)
The function M{Φ1,Φ2,Φ3,Φ4} (m, l) describes the strength of the interaction between the eigenstates Φ1,Φ2,Φ3, and
Φ4 (illustrated in Fig. 1), with the function Iασρβ (m, l) describing the overlap between the orbital part of the basis
states. The strength of the interactions between particular eigenstates can be tuned by using external parameters to
vary the coefficients, CΦiα.
F4, k
F1, k + l
F3, k + m
F2, k + l + m
l
FIG. 1: Interaction between states Φ1, Φ2, Φ3, and Φ4. k, l, and m are pseudomomenta.
A. Hartree-Fock Approximation
We now investigate the self-energy and two particle scattering vertex using the Hartree-Fock approximation. Moess-
ner and Chalker12 showed that for fermions interacting with the hard-core potential V˜ (q) = −vq2 within a single LL,
the Hartree-Fock approximation is exact in the limit of large LL index. We generalize this result to electrons with
different LL indices interacting via a hard-core interaction. Provided the difference in LL index is much less than
the maximum LL index, then in the limit that the maximum LL index is large, the Hartree-Fock approximation is
asymptotically exact for the hard-core potential. We return to consider Coulomb interactions in Sec. III.
To take the large-LL limit, we follow Moessner and Chalker and replace Anαnβ (x) by its WKB envelope:
Anαnβ (x) =
1√
π

 n′αβ !(
n′αβ +∆nαβ
)
!


1/2
1[
4n′αβx− (x−∆nαβ)2
]1/4 . (8)
The envelope is defined for xαβ− < x < x
αβ
+ , where
xαβ± =
(
2n′αβ +∆nαβ
)1±
√√√√1−
(
∆nαβ
∆nαβ + 2n′αβ
) .
We now turn to the properties of the interaction vertex M{Φ1,Φ2,Φ3,Φ4} in the limit of large LLs; specifically, we
study the properties of function Iασρβ (m, l) [Eq. (7)]. The function Iασρβ (m, l) gives the strength of the interaction
4between eigenstates in terms of the constituent basis states. For the single-particle and two-particle vertices, we focus
on the situation when there are two eigenstates lying near the Fermi level.
Substitution of Eq. (8) into Eq. (7) yields
Iασρβ (m, l) =
4
Ll0

 n′αβ !(
n′αβ +∆nαβ
)
!


1/2 [
n′σρ!(
n′σρ +∆nσρ
)
!
]1/2 ∫ qmaxx
qminx
dqx
2π
×
V˜ (qx, l) cos
[
l20qxm− (nα − nβ + nσ − nρ)
(
arctan
(
l
qx
)
− π2
)]
[
8n′αβ (q
2
x + l
2)−
(
q2x + l
2 − 2∆nαβ
l20
)2]1/4 [
8n′ρσ (q
2
x + l
2)−
(
q2x + l
2 − 2∆nρσ
l20
)2]1/4 .
(9)
As the eigenstates in the presence of LL mixing are not Landau levels, when we refer to the large-LL limit, we mean
that the non-interacting single-particle eigenstates near the Fermi energy are dominated by contributions from Landau
levels with large indices. If ∆nαβ 6= 0, and ∆nαβ ≪ n′αβ , then
√
n′αβ !
(n′αβ +∆nαβ)!
∼
(
1
n′αβ
)∆nαβ
2
→ 0
as n′αβ →∞, which causes the interaction vertex Iασρβ (m, l) to vanish. Thus, in this limit, Iασρβ (m, l) is finite only
when ∆nαβ = ∆nσρ = 0, in which case
Iασρβ (m, l) =
4
Ll0
δnα,nβδnσ,nρ
∫ qmaxx
0
dqx
2π
V˜ (qx, l) cos
[
l20qxm
]
√
q2x + l
2 [8nα − (q2x + l2)]1/4 [8nσ − (q2x + l2)]1/4
,
(10)
where
qmaxx =
√
(qmax)
2 − l2,
qmax = max
{√
8na,
√
8nσ
}
.
If nα = nσ, the envelopes in Eq. (10) associated with nα and nσ overlap exactly, whereas when nα 6= nσ there is less
than perfect overlap, so Iαααα(m, l) will be an upper bound on the interaction vertex.
Let N denote the index of the highest LL basis state that contributes to occupied non-interacting eigenstates.
Moessner and Chalker showed that for a contact potential Iαααα(m, l) is non-zero only when m = 0 in the large-LL
limit, hence, as we have established that Iαααα(m, l) is an upper bound for Iασρβ (m, l), it follows that Iασρβ (m, l) is
nonzero only when m = 0, and obeys the bound
−
∑
qy
Iασρβ (0, qy) ≤ 2vN
π
.
Thus, in the large-LL limit, only exchange terms are important in the interactions between basis states for a contact
potential. The results of MC for other classes of diagrams can also be applied here as an upper bound to other types
of diagrammatic contributions. Thus, diagrams with crossed interaction lines and closed fermion loops vanish in the
large-LL limit. When we consider the case where the relevant constituent LL indices are not necessarily large, we
apply the Hartree-Fock approximation directly. In this situation, both Hartree terms and Fock terms are important.
To avoid divergence of the bound on Iασρβ as the number of constituent basis states increases, we scale v with N
such that vN is constant. Assuming that each eigenstate Φ is a linear combination of P LL basis states (for example
for Rashba spin-orbit coupling considered in Sec. IV, P = 4), we obtain the following upper bound on the interaction
vertex:
−
∑
l
M{Φ1,Φ2,Φ3,Φ4} (0, l) ≤
2vPN
π
.
51. Single-particle propagator: Self-energy
We now turn to consider the self-energy in the presence of LL mixing. The finite-temperature Green’s function for
an eigenstate Φ is
G (Φ, ωn) =
1
iωn − ξΦ − ΣΦ ,
where ωn = (2n+ 1)π/β is the n
th Matsubara frequency, ξΦ = EΦ − µ, where EΦ is the energy of non-interacting
eigenstate Φ, µ is the chemical potential, and ΣΦ is the self-energy. We note that the bare Green’s function,
G0 (Φ, ωn) = (iωn − ξΦ)−1 is independent of pseudomomentum k: the LL mixing is chosen so that the energy is
independent of k, as for single LLs.
In this section we determine ΣΦ using the Dyson equation, keeping only terms which do not vanish in the large-LL
limit. Note that all Hartree diagrams vanish for the special choice of a contact potential, so we need only consider the
Fock diagrams. For a diagram with a single propagator and a single interaction line, the summations over Matsubara
frequencies and momenta l decouple. Then
ΣΦ = − 1
β
∑
Φα
∑
j,ωm
G (Φα, ωm)MΦΦαΦΦα (0, j) . (11)
The interaction vertex corresponding to MΦΦαΦΦα (0, j) is illustrated in Fig. 1. Since we consider only exchange
interactions in Eq. (11), we adopt the notation MΦΦαΦΦα (0, j) =MΦΦα (0, j) for brevity.
The full Green’s function can be expressed in terms of the bare propagator, G0 (Φ, ωn) as
G (Φ, ωn) = G0 (Φ, ωn) +
1
β
G0 (Φ, ωn)
2
∑
Φα
∑
j,ωm
G0 (Φα, ωm)MΦΦα (0, j)
+
1
β2
G0 (Φ, ωn)
2
∑
Φα,Φβ
∑
j,k
∑
ωm,ωp
G0 (Φα, ωm)MΦΦα (0, j)G0 (Φβ , ωp)MΦαΦβ (0, k)
+ . . . .
We can simplify each term in the expansion by noting that the sums over Matsubara frequencies and momenta
decouple. LetMΦαΦβ =
∑
jMΦαΦβ (0, j). Then
ΣΦ = − 1
β
∑
Φα
∑
ωn
G0 (Φα, ωn)MΦΦα −
1
β2
∑
Φα,Φβ
∑
ωn,ωm
G0 (Φα, ωn)
2MΦΦαG0 (Φβ , ωm)MΦαΦβ
− 1
β3
∑
Φα,Φβ ,Φγ
∑
ωn,ωm,ωp
G0 (Φα, ωn)
2MΦΦαG0 (Φβ , ωm)2MΦαΦβG0 (Φγ , ωp)MΦβΦγ .
Noting 1β
∑
ωn
G0 (Φ, ωn)=f (ξΦ − µ), 1β
∑
ωn
G0 (Φ, ωn)
2
=−βf (ξΦ − µ) [1− f (ξΦ − µ)], and νΦ=f (ξΦ − µ), we get
ΣΦ = −
∑
Φα
νΦαMΦΦα + β
∑
Φα,Φβ
νΦα (1− νΦα)MΦΦανΦβMΦαΦβ
−β2
∑
Φα,Φβ ,Φγ
νΦα (1− νΦα)MΦΦανΦβ
(
1− νΦβ
)MΦαΦβνΦγMΦβΦγ + . . . . (12)
2. Two-particle vertex: CDW Instability
We now turn to investigate the two-particle vertex, which was shown by Moessner and Chalker to indicate an
instability towards charge density wave (CDW) order in the case of a single Landau level. We show that such an
instability persists when two levels are involved and identify temperature scales corresponding to CDW ordering in
the specific example when there are only two states, Φ1 and Φ2, near the Fermi energy. Moreover, we identify a third
temperature scale related to the possibility of mixed order, which we discuss in more detail in Sec. III.
6G G
F4, k F1, k + q
F2, k F3, k + q
F4, k
Ω + D
FΑ, k +l
Ω + Λ
F1, k + q
Ω + W
F2, k
D
FΒ, k + l
Λ
F3, k + q
W
F1, k + q
Ω + W
F2, k
D
F3, k + q
W
F4, k
Ω + D
= +
FIG. 2: Diagrammatic representation of Bethe-Salpeter equation.
Consider the two-particle vertex, which can be determined via the Bethe-Salpeter equation (Fig. 2):
ΓΦαΦβΦγΦδ (q, ω) = MΦαΦβΦγΦδ (0, q)
− 1
β
∑
ΦjΦk
∑
λ,l
MΦkΦβΦjΦδ (0, l)G0 (Φk, ω + λ)G0 (Φj, λ) ΓΦαΦjΦγΦk (q − l, ω) .
(13)
The summations run over all momenta, Matsubara frequencies, and eigenstates.
First, we examine the case when ω 6= 0. We rewrite the sum over states as two separate sums: a single sum over
Φj for the terms where Φj = Φk along with a sum over Φj 6= Φk. The first sum vanishes when ω 6= 0, whereas for the
second sum, − 1β
∑
λG0 (Φk, ω + λ)G0 (Φj , λ) =
νΦk−νΦj
iω−(ξΦk−ξΦj )
. Then, the two-particle vertex is
ΓΦαΦβΦγΦδ (q, ω) = MΦαΦβΦγΦδ (0, q)
+
∑
Φj 6=Φk
∑
l
MΦkΦβΦjΦδ (0, l) ΓΦαΦjΦγΦk (q − l, ω)
νΦk − νΦj
iω − (ξΦk − ξΦj ) .
(14)
Now, consider ω = 0. We separate the summation over eigenstates into two cases: Φj = Φk and Φj 6= Φk. If
Φj = Φk, then
1
β
∑
λG0 (Φj , λ)
2
= −βνΦj
(
1− νΦj
)
. If Φj 6= Φk, then 1β
∑
λG0 (Φj , λ)G0 (Φk, λ) =
νΦk−νΦj
ξΦk−ξΦj
. This
leads to
ΓΦαΦβΦγΦδ (q, 0) = MΦαΦβΦγΦδ (0, q) + β
∑
Φj ,l
νΦj
(
1− νΦj
)
MΦjΦβΦjΦδ (0, l) ΓΦαΦjΦγΦj (q − l, 0)
−
∑
Φj ,Φk
∑
l
νΦk − νΦj
ξΦk − ξΦj
MΦkΦβΦjΦδ (0, l) ΓΦαΦjΦγΦk (q − l, 0) . (15)
Equations (14) and (15) are exact expressions for the two-particle vertex at finite and zero frequency, respectively.
The expressions in Eqs. (14) and (15) are somewhat cumbersome. Hence, it is instructive to investigate a simpler
case than the general situation, in particular, the case where only two states are located near the Fermi energy.
3. Two states near the Fermi energy
Let Φ1 and Φ2, with energies ξΦ1 ≤ ξΦ2 , label the two states that lie nearest the Fermi surface and assume that
both νΦ1 and νΦ2 are non-zero. We will ignore other states that are either fully occupied or empty. Furthermore,
orthogonality of Φ1 and Φ2 leads to the simplification that only four vertices contribute to the one- and two-particle
propagators: MΦ1Φ1Φ1Φ1 (0, q), MΦ2Φ2Φ2Φ2 (0, q), MΦ1Φ2Φ2Φ1 (0, q), and MΦ2Φ1Φ1Φ2 (0, q).
The form of the vertices that are non-vanishing implies that MΦαΦβ = MΦαΦαδΦαΦβ , so from Eq. (12) the self-
energy of the state Φ is
ΣΦ = − νΦMΦΦ
1− βνΦ (1− νΦ)MΦΦ .
7Since M is negative, the self-energy has no poles, and hence is well-behaved for a contact potential.
We can also obtain simple expressions for the two-particle propagator. The condition of orthogonality of Φ1 and
Φ2 limits the possible non-zero terms to ΓΦ1Φ1Φ1Φ1 , ΓΦ1Φ2Φ2Φ1 , ΓΦ2Φ1Φ1Φ2 , and ΓΦ2Φ2Φ2Φ2 . First, consider the case
of finite frequency. Taking the Fourier transform of each expression with respect to q with conjugate variable s, we
can solve for each of the two-particle propagators explicitly. We find that Γ˜Φ1Φ1Φ1Φ1 (s, ω) = M˜Φ1Φ1Φ1Φ1 (0, s), and
Γ˜Φ2Φ2Φ2Φ2 (s, ω) = M˜Φ2Φ2Φ2Φ2 (0, s) which have no poles, and
Γ˜Φ1Φ2Φ2Φ1 (s, ω) =
M˜Φ1Φ2Φ2Φ1 (0, s)
1 + M˜Φ1Φ2Φ2Φ1 (0, s)
νΦ2−νΦ1
iω+(ξΦ2−ξΦ1)
, (16)
Γ˜Φ2Φ1Φ1Φ2 (s, ω) =
M˜Φ2Φ1Φ1Φ2 (0, s)
1− M˜Φ2Φ1Φ1Φ2 (0, s) νΦ2−νΦ1iω−(ξΦ2−ξΦ1)
. (17)
The Γ˜Φ1Φ2Φ2Φ1 (s, ω) and Γ˜Φ2Φ1Φ1Φ2 (s, ω) propagators have poles at finite ω when νΦ1 6= νΦ2 . Since there are no poles
in the Re (ω) > 0 half-plane, we can analytically continue Matsubara frequencies to real frequencies, iω → ω+ iδ. By
symmetry, M˜Φ1Φ2Φ2Φ1 (0, s) = M˜Φ2Φ1Φ1Φ2 (0, s) so Eqs. (16) and (17) indicate that the system is most susceptible to
ordering in states Φ1 and Φ2 at the same wavelength sCDW (ω, T ).
Let ∆ν = νΦ2 − νΦ1 and ∆ξ = ξΦ2 − ξΦ1 , and assume ξΦ2 > ξΦ1 . After analytical continuation, the frequency at
which Γ diverges is
ωc = ∆ξ
[
1 + M˜Φ1Φ2Φ2Φ1 (0, s)
∆ν
∆ξ
]
.
At low temperatures, ωc ∝ β, which implies that ω diverges as T → 0 unless ω → 0 at finite temperature. This
motivates us to consider the static (ω = 0) limit.
In the static limit, all four two-particle vertices are modified by the interaction. The vertices are
Γ˜Φ1Φ1Φ1Φ1 (s, 0) =
M˜Φ1Φ1Φ1Φ1 (0, s)
1− βνΦ1 (1− νΦ1) M˜Φ1Φ1Φ1Φ1 (0, s)
, (18)
Γ˜Φ2Φ2Φ2Φ2 (s, 0) =
M˜Φ2Φ2Φ2Φ2 (0, s)
1− βνΦ2 (1− νΦ2) M˜Φ2Φ2Φ2Φ2 (0, s)
, (19)
and
Γ˜Φ1Φ2Φ2Φ1 (s, 0) =
M˜Φ1Φ2Φ2Φ1 (0, s)
1 +
νΦ2−νΦ1
ξΦ2−ξΦ1
M˜Φ1Φ2Φ2Φ1 (0, s)
, (20)
and by symmetry of the interaction vertices, Γ˜Φ1Φ2Φ2Φ1 (s, 0) = Γ˜Φ2Φ1Φ1Φ2 (s, 0) . We see in Eqs. (18) and (19) that
the system is unstable to CDW formation in Φ1 at a temperature
T11 = νΦ1 (1− νΦ1) M˜Φ1Φ1Φ1Φ1 (0, s1)
and in Φ2 at a temperature
T22 = νΦ2 (1− νΦ2) M˜Φ2Φ2Φ2Φ2 (0, s2) ,
where s1 and s2 maximize M˜Φ1Φ1Φ1Φ1(0, s) and M˜Φ2Φ2Φ2Φ2(0, s) respectively.
If ξΦ2−ξΦ1 is small, then the filling fractions νΦ1 and νΦ2 are almost equal. Expanding νΦ2 about ξΦ1 to first order,
νΦ2 ≈ νΦ1 + f ′ (ξΦ1 − µ) (ξΦ2 − ξΦ1 ). Then νΦ2−νΦ1ξΦ2−ξΦ1 ≈ −βνΦ1 (1− νΦ1) + O (f
′′′ (ξ1)) . Eq. (20) allows us to find a
third temperature scale, associated with interactions between states 1 and 2:
T12 = νΦ1 (1− νΦ1) M˜Φ1Φ2Φ2Φ1 (0, s12) ,
where s12 maximizes M˜Φ1Φ2Φ2Φ1(0, s). Whilst we have derived these results for a contact potential, we will see that
multiple temperature scales also arise for a Coulomb potential in Sec. IV.
8III. LANDAU THEORY FOR MIXED CDW ORDERING
There has been considerable work on the Landau theory for interaction induced CDWs in the lowest Landau
level,10,37 and higher Landau levels.11,12 Here we allow for ordering of CDWs of states that arise from Landau level
mixing and focus on the situation in which there are two states close to the Fermi energy. We use similar notation to
that of Fukuyama et al. (FPA).10 Furthermore, we modify the notation of previous sections and write
∑
Φi
→ ∑i.
The analysis in this section leads to a Landau theory where coupling between order parameters of different states
becomes important.
A. Hartree-Fock Hamiltonian
We consider an interaction v(q) and start from the interaction Hamiltonian
HI =
1
2
∑
q 6=0
v (q)
[
ρˆ (q) ρˆ (−q) + Sˆx (q) Sˆx (−q)− f (q)
]
, (21)
which is a natural generalization of the FPA interaction Hamiltonian to a situation with multiple states.38 The
operator ρˆ (q) is the charge density operator of the two-state system, expressed as
ρˆ (q) =
2∑
i=1
∑
X
ρiX (q) a
†
iX+
aiX− , (22)
where
ρiX (q) =
∫
d2r e−iq·rφ∗iX(r)φiX (r) = e
−iqxXAii(q), (23)
where φiX(r) =
∑
α Ciαψ
(nα)
X (r), with ψ defined in Eq. (1), and with
Aij (q) =
∑
α
√
n′ijα !(
n′ijα + δnijα
)
!
C∗iαCjαe
−i(niα−njα )(θ−π/2)e−
(ql0)
2
4
[
(ql0)
2
2
]δnij/2
Lδnijαn′ijα
[
(ql0)
2
2
]
, (24)
where n′ijα = min (niα , njα), δnijα = |niα − njα |, and θ = arctan (qy/qx). The operator Sx (q) is a pseudospin density
operator
Sˆx (q) =
2∑
i,j=1
∑
X
sij,X (q) a
†
iX+
ajX− , (25)
where
sij,X (q) = σ
ij
x
∫
d2r e−iq·rφ∗jX(r)φiX (r) = σ
ij
x e
−iqxXAij(q), (26)
and σx is the Pauli matrix. The first term in HI describes interactions between fermions in the same eigenstate,
while the second term describes interactions between fermions in differing eigenstates. Such a term can generically be
expected to be present in the situation we consider here,38 but usually will have a smaller magnitude than the first
term in HI (which is the case here). The final term in HI is
f (q) =
2∑
i=1
Aii (q)
2 ρi(0). (27)
We use different notation from the notation in Sec. II by labeling states with X = kl20 rather than pseudomomentum k,
and X± = X± 12qyl20. The indices i and j take values of 1 or 2 and label states Φi and Φj . The operators a†iX± (aiX± )
create (annihilate) a fermion in the non-interacting eigenstate Φi with guiding centre coordinate X± = X ± qyl
2
0
2 , and
satisfy the usual anticommutation relations
{
aiX± , a
†
jY±
}
= δijδX±,Y± . In the limit of no mixing, and when restricted
to the lowest LL, the interaction Hamiltonian reduces to the form considered by FPA.
9The total number of fermions in the two-state system is N = N1 +N2 =
L2
2πl20
, where
Ni =
〈∑
X
a†iXaiX
〉
, (28)
is the number of electrons in state Φi. Similarly to FPA, we define the order parameter for a CDW in eigenstate Φi,
∆i (Qi) by〈
a†iX+ajX−
〉
=
2π
L
δijPi
∑
Qi
[
∆∗i (Qi) e
i(Qi)xXδ
(
(Qi)y − qy
)
+∆i (Qi) e
−i(Qi)xXδ
(
(Qi)y + qy
)]
, (29)
where Pi = Ni/N is the fraction of the fermions that occupy state Φi. Each order parameter depends on a unique
set of wavevectors {Qi}, where Qi =
(
(Qi)x , (Qi)y
)
. The summation over wavevectors allows for CDW ordering at
several wavevectors. For instance, a triangular CDW can be described by a set of three wavevectors of equal length,
oriented at angles 2π3 with respect to each other,
10 whereas a striped CDW is described by a single wavevector.12
Furthermore, note that the order parameters are defined such that ∆∗i (Qi) = ∆i (−Qi), which follows from Eq. (29).
Next, we use the Hartree-Fock approximation to rewrite the Hamiltonian as:
H = H0 +HCDW +N
2∑
i=1
∑
{Qi}
P 2i Uii (Qi) |∆(Qi)|2,
(30)
where
H0 =
2∑
i=1
∑
X
ǫ0i a
†
iXaiX ,
is the non-interacting Hamiltonian with ǫ0i the energy of single particle eigenstate Φi, and
HCDW = −


2∑
i=1
∑
[Qi}
PiUii (Qi)
∑
X
[
∆i (Qi) e
i(Qi)xXa†iX−aiX+ +∆
∗
i (Qi) e
−i(Qi)xXa†iX+aiX−
]
+
2∑
i=1
∑
j 6=i
PiUij (Qi)
∑
X
[
∆i (Qi) e
i(Qi)xXa†jX−ajX+ +∆
∗
i (Qi) e
−i(Qi)xXa†jX+ajX−
]
 .
(31)
We let Qi = |Qi| and θi = arctan
[
(Qi)y
(Qi)x
]
and henceforth we absorb l0 in the definition of q, i.e. ql0 → q. In the
summations over wavevectors, we sum over {Qαi }nα=1, where n is the number of wavevectors describing the CDW
state. Furthermore, we define the following functions, which describe the Hartree-Fock interaction potentials:
Uii (Qi) =
∫
dq q v (q)Aii (q)
2
J0 (qQi)− v (Qi)Ai (Qi)2 ,
Uij (Qi) =
1
2π
∞∑
m=−∞
∫
d2qv (q)Aij (q)Aji (q)Jm (qQi)− v (Qi)Ai (Qi)Aj (Qi) ,
The potentials Uii and Uij represent the most significant contributions to the Hartree-Fock Hamiltonian. We ignore
other terms generated by the Hartree-Fock approximation, as their contributions are negligible.
B. Landau theory
We construct a Landau theory in the spirit of FPA by considering the difference in free energy between a uniform
system and an ordered system for a fixed total number of electrons, N . We write the difference in free energy, δF , in
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terms of the grand potentials of each system,
δF = ΩCDW (µ)− Ω0 (µ) + 1
2
(µ− µ0)2 ∂
2Ω0 (µ0)
∂µ20
,
where ΩCDW and Ω0 are the grand potentials of the CDW and uniform systems, respectively, and the chemical
potentials of the uniform and CDW systems are µ0 and µ, respectively, and we expand in powers of the CDW order
parameters ∆1 (Q1) and ∆2 (Q2).
The grand potential when there is CDW ordering is
ΩCDW (µ) = −β−1 ln
{
Tr
[
e−β(H−µ
∑
i
∑
X nˆiX)
]}
= Ω0 (µ)− β−1 ln
〈
e−βHCDW
〉
0
+N
2∑
i=1
∑
{Qi}
P 2i Uii (Qi) |∆i (Qi)|2 ,
where 〈. . .〉0 indicates an average with respect to the uniform state, HCDW is defined above in Eq. (31), and
Ω0 (µ) = −Nβ−1
∑
i
ln
[
1 + e−β(ǫ
0
i−µ)
]
.
We now develop the perturbative expansion of the free energy in terms of the order parameters ∆1 (Q1) and
∆2 (Q2). We expand the logarithm, which gives
δF
N
=
2∑
i=1
∑
{Qi}
P 2i Uii (Qi) |∆i (Qi)|2 −
1
N
∞∑
p=1
(−1)p βp−1
p!
〈(HHF)p〉0 +
1
2N
(µ− µ0)2 ∂
2Ω0 (µ0)
∂µ20
. (32)
The p = 1 term in the expansion vanishes, since it involves averages of the form
〈
a†iX+aiX−
〉
0
= δX+X− which imply
Qi = 0. We consider Eq. (32) to fourth order in both order parameters and write the CDW order parameters in the
form ∆k = ∆k (Qk). The general form of the free energy density when Q1 6= Q2 is
F = P 21 a1 (Q1, T ) |∆1|2 + P 22 a2 (Q2, T ) |∆2|2 + P 31 b1 (Q1, T ) |∆1|3 + P 32 b2 (Q1, T ) |∆2|3
+P 41 c1 (Q1, T ) |∆1|4 + P 42 c2 (Q2, T ) |∆2|4 + P 21P 22 γ (Q1,Q2, θ, T ) |∆1|2|∆2|2, (33)
where F = δF/N . We calculate the coefficients ai, bi, ci and γ explicitly within the Hartree-Fock approximation
allowing for the possibility of either striped or triangular CDW order in either state 1 or state 2. The striped phase
is described by a single wavevector while the triangular CDW is described by a set of three wavevectors of equal
magnitude, oriented at 120◦ with respect to each other. The expressions for these coefficients are quite lengthy and
we present them in full detail in Appendix A. The phase behaviour of free energies of the form in Eq. (33) when
b1 = b2 = 0 was studied in detail by Imry.
39 In general, there are three possible critical points, with free energies
F1, F2, and FM . If F1 is globally minimum, then ∆1 6= 0, and ∆2 = 0 and vice versa for F2. If FM is the global
minimum, then both ∆1 6= 0 and ∆2 6= 0. In the case we consider, the phases associated with F1 and F2 are CDW
ground states in either state Φ1 or Φ2, respectively. The phases associated with FM are mixed CDW states. The
mixed CDW phase exists only when the parameter γ, which couples ordering in states 1 and 2 is finite. If γ > 0, then
there is competition between order parameters of each state; if γ < 0, then ordering in one state serves to enhance
ordering in the other.39 The phases of the order parameters are important only for triangular CDWs.10 If the phases
corresponding to the three different order parameters are denoted by {φi}3i=1, then for a state Φ, φ1+φ2+φ3 = 0 (π)
if νΦ < 1/2 (> 1/2).
There are additional terms in the free energy that are allowed when Q1 = Q2, which take the form
δFQ1=Q2 = P1P2α |∆1| |∆2|+ P 21P2η |∆1|2 |∆2|+ P1P 22ϕ |∆1| |∆2|2 + P 21P 22 γ˜ |∆1|2 |∆2|2
+P 31P2σ |∆1|3 |∆2|+ P1P 32 ρ |∆1| |∆2|3 . (34)
The coefficients α, η, ϕ, γ˜, σ, and ρ depend on the magnitude of the ordering wavevectors Q1 = Q2 = Q and the
relative phases of the order parameters. Note that γ˜ modifies γ (Q,Q, 0, T ) in the case of equal wavevectors. These
coefficients are displayed in Appendix B.
We adopt the following notation for describing the possible phases. For ordering in a single state, we label according
to the symmetry and state index. For example, striped (triangular) ordering in Φ1 is denoted S1 (T1). For mixed
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CDW ordering, we label according to the symmetry of the order parameter for each phase with order in Φ1 preceding
that in Φ2. For example, mixed CDW ordering between striped phases in both states is labeled SS. If the wavevectors
for each phase are equal, we add an extra “E” to the end of the label. In all, we allow for the possibility of 12 types of
CDW ordering: S1, S2, T1, T2, SS, TT, ST, TS, SSE, TTE, STE, and TSE. We present results for specific numerical
examples in Sec. IV.
IV. NUMERICS
The Landau theory developed in Sec. III makes no assumptions about the source of LL mixing, and does not specify
the interaction v(q). There are many possible sources of LL mixing in 2DEGs that can affect CDW order, such as
electron-electron interactions30 or disorder.31 However, we focus on the specific example of Rashba spin-orbit coupling,
since this may give a way to tune levels into degeneracy controllably and create a situation of the form discussed in
Sec. III. Electron-electron interactions are described by an unscreened Coulomb potential – we expect that screening
may lead to small quantitative changes in our results, but that our qualitative results will be robust as we discuss in
Sec. IVA2
A. Model and parameters
1. Rashba spin-orbit coupling
Rashba spin orbit coupling can be significant in GaAs quantum wells and leads to LL mixing. For holes near the Γ
point in GaAs there are four j = 3/2 spin states in the valence band, which separate into two heavy-hole (HH) and
two light-hole (LH) states with different effective masses. The heavy hole states correspond to angular momentum
jz = ±3/2 and the light hole states correspond to jz = ±1/2. The strength of Rashba coupling can be tuned through
external means, such as a back gate, which allows tuning of levels into and out of degeneracy. Generically, Dresselhaus
spin-orbit coupling will also be present in GaAs, however, we focus on the regime where Rashba coupling is dominant
and ignore additional (non-tunable) mixing that may arise from Dresselhaus coupling.
We specify the single-particle Hamiltonian, which includes Rashba coupling and Zeeman splitting, as
Hnon−interacting = H0 +Hz +HSO, (35)
and diagonalize to find the non-interacting eigenstates as a function of the strength of the magnetic field and the
Rashba coupling. We then consider a specific example in which there are two energy levels that are close to degeneracy
at a particular value of Rashba coupling, and explore the effects of interactions on the phase diagram as a function of
temperature, filling and Rashba coupling.
We take the free-particle Hamiltonian to be
H0 =
∑
jz
~ω(|jz |)
(
nˆjz +
1
2
)
,
where
ω(|jz|) =


ωHH for jz = ± 32
ωLH for jz = ± 12
,
and the number operator nˆjz = a
†
jz
ajz , with a
†
jz
the LL raising operator for a hole with Jz eigenvalue jz. ωHH and
ωLH are the cyclotron frequencies of the heavy and light hole states, respectively. The Zeeman splitting term is given
by
HZ = −g∗µBBJˆz ,
where the effective g-factor for the holes is g∗. The third operator may be written as
HSO = −αR8v8v
〈E0z 〉 (k× J)z ,
which introduces Rashba spin-orbit coupling into the Hamiltonian. The parameter R8v8v is a material-dependent
Rashba coefficient;
〈E0z 〉 = e2ǫρ is the electric field due to the fermions in the absence of a substrate field.29 We use
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parameters that are closely related to those relevant to Fischer et al.’s experiments. We choose material parameters
g∗ = 1.2, R8v8v = 14.62 eA˚2, and ǫ = 12.4 ǫ0, appropriate to bulk GaAs;29 we set the heavy- and light-hole masses
equal to mH = 0.51m0 and mL = 0.08m0, respectively;
40 and we set the in-plane carrier density to ρ = 3.5 × 1011
cm−2.41
We model the effect of tuning via external means (such as a back gate) by the parameter α. The magnetic field
B is fixed according to the total filling fraction of the system, νT = 2πρl
2
0. The term α
〈E0z 〉 may be compared to
the average confinement electric field seen by fermions in a triangular potential, as discussed by Fischer et al.28 The
parameter α then corresponds to the enhancement of the average electric field by increasing the substrate electric
field, Es. That is, α = 1 + Es〈E0z 〉 . For no substrate field, α = 1, whereas in the Fischer et al. experiments, α ≈ 2-3
corresponding to nonzero Es. For the levels we study here, a crossing takes place for α0 ≃ 20. The values of α at which
level crossings occur are very sensitive to the model parameters. In particular, the values of the material parameters,
such as the effective masses and the carrier density, and the presence or absence of Dresselhaus coupling can alter
the positions of crossings and the nature of the levels that cross dramatically. Fischer et al. construct a Hamiltonian
from the Γc6, Γ
v
8 , and Γ
v
7 bands, whereas we consider the Γ
v
8 band only. Second, they include both the Rashba and
Dresselhaus spin-orbit coupling terms, whereas we consider Rashba coupling only. Third, we set the carrier density
to the upper limit studied by Schmult et al.,41 which is larger than any of the densities studied by Grayson et al.
This choice of carrier density increases the energy gap between the energy levels comprising the two-state system and
the nearby energy levels, as shown in Fig. (3), thereby allowing us to focus on states Φ1 and Φ2 only. Whilst our
numerical calculations are not adequate for a quantitative discussion of the experiments in Ref. 28, the crossings we
are able to induce with increasing α in our simplified model should lead to a qualitative understanding of the effect
of LL mixing on CDW formation. As we point out in Sec. IVC3 there are certain features in the phase diagram we
expect to be generic and others that may depend more sensitively on details of LL mixing.
We diagonalize the Hamiltonian shown in Eq. (35) and find the eigenvectors and associated eigenvalues as functions
of α and magnetic field. The non-linear dependence of the energy levels on magnetic field allows for energy crossings.29
Cubic and tetrahedral corrections can modify these crossings to anti-crossings.28 Motivated by the results of Fischer
et al.
28 we focus on parameter values at which there are two energies that are close to degenerate and located near
the Fermi energy. This is the situation we discussed in Sec. III. In the vicinity of such a crossing, we write the
filling fraction ν = ν¯ + ν0, where ν¯ is an integer, corresponding to the number of fully occupied energy levels, and
ν0 = ν1 + ν2 is the total filling fraction of the two partially filled energy levels. We label the crossing states Φ1 and
Φ2, their associated energies E1 and E2, and their filling fractions ν1 and ν2. Our analysis is not greatly affected
if crossings are replaced by anti-crossings, as the key point is that there be non-zero filling in the two states, which
will be the case when the temperature is not too low for an anti-crossing. As T → 0, only the lowest energy state is
occupied, which decouples the two states, except when E1 = E2.
2. Interactions
We choose the interactions between holes to be given by the unscreened Coulomb interaction, similarly to FPA10
v (q) =
2π
A
e2
4πǫ |q| ,
where A is the area of the 2DHS (the factor 2π/A comes from the Fourier transform of the real-space Coulomb
potential). This allows for a somewhat more realistic interaction than the contact potential considered in Sec. II.
When there are multiple filled Landau levels, the filled levels can act as a background that screens the bare Coulomb
interaction. It was found by Aleiner and Glazman42 (AG) that the screening from filled Landau levels can be accounted
for by replacing ǫ with
ǫAG (q) =
{
1 +
2
qaB
[
1− J0 (qRL)2
]}
ǫ0, (36)
where RL = vF /ωc and aB are the Larmor radius and Bohr radius, respectively. Fogler, Koulakov and Shklovskii
13
used this screened interaction to show that electrons in a partially filled LL near half-filling preferentially order in
a striped CDW phase in a weak magnetic field. Away from half-filling, they found ordering in a triangular CDW
phase.13
In the nth LL at wavevectors ql0 ≈ 1/√n, ǫAG ≈ RL/aB; at low magnetic fields, ǫAG is large and screening effects
are appreciable. However, at wavevectors ql0 & 1 or ql0 . 1/n, screening is negligible. In the example considered in
this paper, the CDW ordering generally occurs when ql0 & 1 for an unscreened Coulomb interaction. This is outside
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FIG. 3: Plot of energy of non-interacting eigenstates Φ1 and Φ2 versus tuning parameter α at νT = 7.5. Energy is in units
of E0 = ~eB/m0 and α is dimensionless. The nearest energy levels above and below E1 and E2 are labeled E4 and E3,
respectively. Inset: Energy levels E1 and E2 for α ∈ [α0 − 0.01, α0 + 0.01].
the region where the effects of screening would be seen clearly if we considered the modified dielectric constant in
Eq. (36). For the purpose of this work, we consider the bare Coulomb interaction as we focus on non-interacting
states for which the dominant constituent LLs have n ≤ 4, hence we expect our phase diagrams to be qualitatively
correct, although screening may lead to small quantitative corrections.
3. States
Our approach to finding phase diagrams numerically starts by identifying a pair of states which have a crossing.
In Fig. 3, we plot the energy of states that we label Φ1 and Φ2 for a magnetic field B corresponding to νT = 8
for our chosen electron density. In addition to these states, we also plot the nearest energy levels above and below
Φ1 and Φ2. At B ≈ 1.8 T the minimum energy gap to the levels above and below Φ1 and Φ2 is approximately
0.23 meV ∼ 2.7 K, which is large compared to the spacing between Φ1 and Φ2, which is approximately 2.3 µeV. In
comparison, the transition temperature we calculate for the CDW phase is ∼ 10 K. The Hartree-Fock approximation
thus overestimates the transition temperatures observed in experiment, in which anisotropic transport develops for
T . 100 mK.19 Nevertheless, we ignore adjacent energy levels and construct a two-state system from the crossing
energy levels, and make only qualitative predictions about the possibility of CDW ordering as a function of νT and
α. In the situation shown in Fig. 3 there are seven filled levels, and we investigate CDW ordering in the two states
near the Fermi energy for 0.5 ≤ ν0 ≤ 1.
B. Quantum Hall Ferromagnetism
We have focused primarily on the possibility of CDW ordering when two energy levels are in the vicinity of the Fermi
energy, and each level has nonzero filling. When two levels are degenerate or close to degenerate then the physics
of quantum Hall pseudospin ferromagnetism can also be important.43,44 Following Jungwirth and Macdonald,44 we
determine the Landau theory for quantum Hall pseudospin ferromagnetism when there is Landau level mixing using the
Hartree-Fock approximation. This allows us to compare the ordering temperature for quantum Hall ferromagnetism
with the temperature we have determined for CDW formation in the vicinity of degeneracy for the non-interacting
states.
We define the psuedospin operators in terms of the creation and annihilation operators of the non-interacting
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eigenstates:
mˆI,q =
∑
X
a†iX+σ
(ij)
I ajX−e
−iqxX , (37)
where σI is the Pauli spin matrix and I = 0, x, y, and z are pseudospin labels (σ0 is the two-dimensional identity
operator). By construction, mˆ†I,qy = mˆI,−qy . We focus on q = 0 order, so the order parameter is defined as
mI =
2π
L
δq,0
〈
a†iX+σ
(ij)
I ajX−
〉
. (38)
Since the total filling fraction of the two-state system is fixed, m0 = νT .
We rewrite the creation and annihilation operators of states Φ1 and Φ2 in terms of the pseudospin operators and
proceed using the Hartree-Fock approximation in the same manner as outlined in Sec. III or Ref. 44. This leads to
the effective Hamiltonian
HQHF =
∑
I=0,z
bImI −
∑
IJ=0,x,y,z
WIJmImˆJ,0 +
N
2
∑
IJ=0,x,y,z
WIJmImJ , (39)
where b0 =
ǫ01+ǫ
0
2
2 − 12
∑
I WII and bz =
ǫ01−ǫ
0
2
2 −W0z . The potentials WIJ are defined explicitly in Appendix C. We
note that for the eigenstates relevant to the numerical example shown below, W0I = WzI = 0, I = x, y, and so m0
and mz do not couple to mx and my.
To second order in the pseudospin order parameters, the change in free energy associated with ordering in a QHF
takes the form:
δfQHF =
∑
I=0,z
bImI +
∑
IJ=0,z
WIJmI 〈mˆJ,0〉0
+
1
2
∑
IJ
WIJmImJ − β
2
∑
IK,JL
WIKWJLmImJ 〈mˆK,0mˆL,0〉0 . (40)
The 〈...〉0 notation indicates that we average over non-interacting states. Thus, 〈mˆ0,0〉0 = ν1+ ν2 = νT and 〈mˆz,0〉0 =
ν1 − ν2 = δν. It follows that
δfQHF =
1
2
W00m
2
0
[
1 + (f ′1 + f
′
2)
(
W00 +
W 2z0
W00
)
+ (f ′1 − f ′2)W0z
]
+
1
2
Wxxm
2
x [1− β (νT − 2ν1ν2)Wxx]
+
1
2
Wyym
2
y [1− β (νT − 2ν1ν2)Wyy]
+
1
2
Wzzm
2
z
[
1 + (f ′1 + f
′
2)
(
Wzz +
W 2z0
Wzz
)
+ (f ′1 − f ′2)W0z
]
+ [νTW00 + δνW0z − b0]m0 + [νTW0z + δνWzz + bz]mz
+
[
W0z (f
′
1 + f
′
2) (W00 + Uzz) + (f
′
1 − f ′2)
(
W00Uzz +W
2
0z
)]
m0mz. (41)
Since m0 is constant, ∂δfQHF /∂m0 = 0. Thus, terms containing m0 only act to shift the minimum of the free energy,
and can be ignored safely. Let us then write the remaining terms as follows:
δfQHF =
1
2
∑
I=x,y,z
aI (T )WIIm
2
I + b˜z (T )mz.
The coefficients aI determine the temperature scales for a second-order phase transition into a quantum Hall ferro-
magnetic state, whilst the coefficient b˜z acts as a symmetry-breaking field. We include the transition temperatures
TQHF obtained from the condition aI = 0 in the numerical examples in Sec. IVC below.
C. Phase Diagrams
We study the phase diagram as a function of α, νT and T in two different directions in parameter space. First we
vary νT from 7.5 to 8.0 when the energy levels are degenerate. Second, we vary α at fixed νT = 7.5 and 8.0. It should
be noted12 that the free energy expansion is strictly only valid when the order parameters are small and is hence most
applicable near the transition temperature into an ordered state. Thus, at a given α and νT , we consider the ground
state to be the state with the highest ordering temperature.
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FIG. 4: Phase diagram in the νT − T plane when energy levels are degenerate. Temperature is in units
e
2
4πǫl0kB
. Text is the
extrapolation of the line separating the TTE and SSE phases to low temperature.12 Inset: The SSE phase has a slightly higher
ordering temperature than the TTE phase in a very narrow range around νT = 8.00.
1. Degenerate energy levels
In Fig. 4 we show the phase diagram as a function of νT for the energy levels found in Sec. IVA3 when the two
states are degenerate. As shown in the inset, when νT ≃ 8.0, there is a transition from the uniform phase to the
SSE phase. As νT is decreased from 8.0, the transition from uniform to CDW ordering prefers the TTE phase.
Below the transition temperature, the transition between the SSE and TTE phases is first-order, and is a function of
temperature and total filling fraction. Note that the Quantum Hall ferromagnetism temperature TQHF is lower than
the CDW ordering temperature for all νT considered. Thermal and quantum fluctuations might change this ordering
of transition temperatures.
For each of the mixed states we find numerically that the order parameters ∆1 and ∆2 do not have the same
phase. This can be understood by considering the lowest order term in the free energy that contains ∆1 and ∆2 (see
Appendix B):
δF (2)Q1=Q2 = P1P2U12 (Q) [1 + U11 (Q) f ′ (E1 − µ) + U22 (Q) f ′ (E2 − µ)] |∆1||∆2| cos (δφ12) . (42)
Here, δφ12 is the relative phase between the order parameters. The term in Eq. (42) changes sign at T = T12 =
ν1 (1− ν1)U11 (Q12) + ν2 (1− ν2)U22 (Q12). Since U12 (Q12) is negative for the values of Q12 that minimize the free
energy near the transition, the sign of this term below T12 depends on the sign of cos (δφ12). In the SSE state,
δφ12 = π, while for the TTE state, φ2i − φ1i = π, i = 1, 2, 3. Thus, the SSE and TTE CDW states can be thought
of as coexisting CDW phases in Φ1 and Φ2 ordered at the same wavevector, but π out of phase with one another.
It is possible to determine another characteristic temperature associated with equal wavevector ordering in addition
to T12. Truncating the free energy to O
(
∆2i
)
and minimizing with respect to both of the order parameters and their
relative phases leads to the following quadratic equation whose solution yields a characteristic temperature Tm(Q):
(1− β)T 2 − 2
(
T12 − βT1 + T2
2
)
T +
(
T 212 − βT1T2
)
= 0, (43)
where T1 = U11 (Q) ν1 (1− ν1) + U12 (Q)2 /U11 (Q) ν2 (1− ν2) (similar for T2), T12 is defined from Eq. (42), and
β = 4U11 (Q)U22 (Q) /U12 (Q)
2
. Solving Eq. (43) for T = Tm (Q) gives us an estimate of the transition temperature
at which equal wavevector CDW ordering becomes relevant. Furthermore, maximizing Tm (Q) with respect to Q gives
us the critical value of the wavevector at the transition temperature. When terms beyond Eq. (42) are included in the
free energy, it is not possible to obtain an analytical solution as we have above, and a numerical solution is required.
T12 as defined above is larger than the ordering temperatures we find numerically and the presence of cubic terms in
the free energy generically leads to a first order transition to the TTE state.
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For the particular example we consider here, at the ordering wavevector Q, U11(Q)/U22(Q) ∼ 2, and we find that
the ordering temperature for TTE is marginally higher than the ordering temperature for T1 which is much larger
than the ordering temperature for T2. The tendency towards ordering is much stronger in state 1 than state 2, but
the small energy gain from out of phase equal wavevector ordering in the two states implies that that the TTE phase
has the highest ordering temperature.
2. Phase diagram at fixed νT
An orthogonal trajectory in phase space to that considered in Sec. IVC1 is to fix νT and then vary α and T . As α
is varied, the filling fractions of the two states vary, which allows for phase transitions between CDW states at fixed
temperature. Away from degeneracy, temperature also tunes the relative filling of the two states, with the filling of
the higher energy state going to zero at low temperature. We plot phase diagrams for νT = 7.50 and 8.00. These are
shown in Figs. 5 and 6 respectively.
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FIG. 5: Phase diagram at νT = 7.5 in the α − T plane. Temperature is in units of
e
2
4πǫl0kB
and α is dimensionless. The
degeneracy point is indicated by a dotted black line on the α axis.
At νT = 7.50, we see that the TTE phase dominates around the degeneracy point. At νT = 8.00, the SSE state is
favoured at values of α close to the degeneracy point, and the TTE phase is favoured away from degeneracy and near
the transition temperature. Transitions between triangular and striped phases are first-order in nature. Away from
degeneracy and at low enough temperatures, we expect only the state with lowest energy to have non-zero filling,
leading to an integer quantum Hall state. The quantum Hall ferromagnetic ordering temperature is below the CDW
ordering temperatures in both cases. Similarly to the degenerate case, ordering in state 1 appears to be the main
driver of the transition with ordering in state 2 contributing a small lowering of the free energy. The balance of the
contribution to ordering of the two states is non-generic and will depend on the details of the two non-interacting
states that are participating in the ordering.
3. Generic features of the phase diagram
In our numerical example, we have focused on a particular pair of levels crossing at a particular filling fraction, so it
is natural to ask to what extent the features we observe in the phase diagram are generic to when there is Landau level
mixing as opposed to specific to the two individual levels that we selected. In general, the choice of two particular
levels will affect the coefficients in the Landau theory through the mixing coefficients CΦα (as introduced in Eq. (2)).
These in turn determine the allowed phases, the ordering temperatures and associated wavevectors, and the relative
magnitudes of the relevant order parameters in mixed states. We considered several other crossings in less detail than
the one presented here, and these investigations, combined with general expectations, allow us to outline the features
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FIG. 6: Phase diagram at νT = 8.0 in the α − T plane. Temperature is in units of
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and α is dimensionless. The
degeneracy point is indicated by a dotted black line on the α axis. The shaded region indicates where SSE ordering is preferred
over TTE ordering. Temperature Tzz is below the temperature range.
we believe to be more or less generic for CDW ordering when there are two levels close to degeneracy. The νT -T phase
diagram we show in Fig. 4 is qualitatively very similar to the temperature-filling phase diagrams found in the case of a
s ingle LL by Fogler et al. (FKS)13 and Moessner and Chalker (MC)12 if we divide ν0 = ν1+ ν2 by 2. In both of these
works it was found that for ν close to 12 in the valence LL, there is a striped CDW, with a transition to a triangular
CDW at zero temperature for νc & 0.35 (FKS) or νc & 0.39 (MC). Taking a similar approach, we extrapolate the
line separating the SSE and TTE phases in Fig. 4 to zero temperature and find that the SSE phase is stable when
the effective filling fraction of each state is approximately νc & 0.45. As MC point out, the perturbative expansion of
the free energy is not valid at very low temperatures, so our estimate of νc is only approximate. Additionally, we can
reasonably expect that the precise estimate of νc may depend on which two levels are being studied. In this sense,
the results here for degenerate energy levels are consistent with known results on single-LL systems. However, there
is an important difference, in that there are effectively two half-filled states and there is co-ordinated ordering in both
of them, as opposed to the single half-filled Landau level studied by FKS and MC.
Away from degeneracy the TTE phase tends to be dominant. As ν0 increases towards unity, the SSE phase has a
higher transition temperature just near degeneracy. In all of the phases where there is ordering in both states 1 and
2, we observed that the wavevectors Q1 = Q2, which can be understood as arising from the extra free energy that
can be gained when the wavevectors are equal in the two states and the order parameters are in phase, as illustrated
in Eq. (42).
At degeneracy, we compared the transition temperatures of the CDW states to the QHF states, and found that the
system preferred CDW ordering over the QHF ordering. We are uncertain as to the extent to which this behaviour
is generic, however, our results appear to indicate that the CDW state can be competitive with quantum Hall
ferromagnetism.
V. DISCUSSION AND CONCLUSIONS
We have considered charge density wave ordering in a 2D hole system in a perpendicular magnetic field when
Landau level mixing is important. The motivation for this work is recent transport experiments in quantum Hall
systems where Landau level mixing was induced by spin-orbit coupling.26,28 Our work is related to the situations
investigated by Manfra et al.26 and Fischer et al.28 There has been some previous theoretical work on both hole
striped states45 and hole FQHE states,46 but these works do not focus on the situation when two levels are close to
degenerate and the possible orderings in such a case, as we do here.
Recently, Manfra et al.26 studied the transport properties of a two-dimensional hole system in a perpendicular
magnetic field. They found anisotropic resistivity at some, but not all, half-integer filling fractions; in particular, they
observed isotropic charge transport at ν=9/2, flanked by anisotropic transport at ν=7/2 and ν=11/2. They argue that
LL mixing caused by spin-orbit coupling in the valence band of GaAs may be responsible for this pattern of isotropic
and anisotropic transport. From a self-consistent calculation of the Landau levels in the Hartree approximation, they
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suggested that the contribution from the N = 0 and N = 1 LLs to the wavefunction of the ν = 9/2 state in their
particular device likely suppresses the tendency towards charge density wave order.
In Fig. 5 we study the situation in which ν0 = 0.5 and find that well away from degeneracy so long as there is some
occupation of the upper energy level ν1 ≫ ν2 6= 0 the effect of LL mixing can be to stabilize a mixed triangular CDW
state over the striped CDW state we would expect for an unmixed Landau level. This is another mechanism that
could lead to the absence of anisotropic transport at ν0 = 0.5.
Fischer et al.28 observed anomalous transport in the lowest Landau level at what they interpreted to be a field-
induced level anti-crossing. At a temperature of 320 mK there was a peak in the longitudinal resistivity that disap-
peared at 50 mK. As we do not expect our theory to be applicable to the lowest Landau level, we do not speculate
on the origin of this anomalous transport. However, we do note that their experiment exhibits a level anti-crossing
that occurs because they study a two-dimensional hole rather than a two dimensional electron system. Rashba and
Dresselhaus coupling play an important role in determining the energy levels in their device, and if they tuned the
Rashba coupling, they would be able to explore the effects of tuning mixing at ν0 = 0.5 and ν0 = 1 directly.
Our calculations generalize existing work on 2DEGs in high-LLs to the situation when LL mixing is important,
and we show that for a contact potential the Hartree-Fock approximation is exact in the high LL limit even in the
presence of LL mixing. We specialize to the situation in which two levels are near the Fermi energy and perform a
diagrammatic analysis of the two-particle vertex. This leads us to predict three relevant temperature scales where
the uniform system becomes unstable to charge-density wave formation. Two of these correspond to CDW formation
in either of the two levels, and the third corresponds to an instability to a mixed CDW phase. Having established a
tendency towards CDW ordering, we derive a Landau theory for CDW ordering in the two levels using the Hartree-
Fock approximation. We then focus on the specific example of LL mixing induced by Rashba spin-orbit coupling
(which could provide a tuning parameter for experimental investigations of the effects of LL mixing on anisotropic
transport in the quantum Hall regime).
The effect of Landau level mixing goes beyond changing the character of the single-particle states in the system to
also changing the spectrum and the spacing in energy of the single-particle states. We find that it is the second of
these that appears to have the most effect on anisotropic quantum Hall states, once the single-particle states have
little N = 0 or 1 character. In particular, at the level of Hartree-Fock, if there are two states relatively near the Fermi
energy, only when the filling of one or both states is very close to ν = 0.5 is there striped CDW ordering. At other
fillings there is triangular CDW ordering. A competing phase when there are two close to degenerate states is that
of quantum Hall ferromagnetism, and while in the example we consider here we find the ordering temperature to be
less than that for a CDW, thermal fluctuations may treat the two states differently.
We hope that our work stimulates further theoretical and experimental study of anisotropic Quantum Hall states
in which externally tuned LL mixing is used as a parameter to investigate the phase diagram.
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Appendix A: Full expressions for coefficients in Landau theory
In this Appendix, we give exact expressions for the coefficients in the Landau free energy theory for each case
discussed in Sec. III when Q1 6= Q2. In solving for the ci and γ terms, we determine the chemical potential by setting
the number of fermions in the non-interacting system equal to the number of fermions in the interacting system.
Then,
µ− µ0 = − 1
T
∑
kk′
∑
{Qk}
P 2k |Ukk′ |2 νk′ (1− νk′) (1− 2νk′)∆2k∑
k νk (1− νk)
. (A1)
1. Mixed unidirectional-unidirectional CDW system
The general form of the free energy for striped phases is
F = P 21 a1 (Q1, T ) |∆1|2 + P 22 a2 (Q2, T ) |∆2|2 + P 41 c1 (Q1, T ) |∆1|4 + P 42 c2 (Q2, T ) |∆2|4
+P 21P
2
2 γ (Q1,Q2, θ, T ) |∆1|2 |∆2|2 , (A2)
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Note that terms involving ∆3i are not allowed by symmetry. The parameters for the free energy theory in the case of
mixed unidirectional-unidirectional CDW ordering are
aiS (Qi, T ) = Uii (Qi) + Uii (Qi)
2 f ′ (Ei − µ) +
∑
j 6=i
Uij (Qi)
2 f ′ (Ej − µ) , (A3)
ciS (Qi, T ) =
1
4
[
Uii (Qi)
4
f ′′′ (Ei − µ) +
∑
j 6=i
Uij (Qi)
4
f ′′′ (Ej − µ)
]
− 2∑
k f
′ (Ek − µ)
{
Uii (Qi)
4
f ′′ (Ei − µ)2 +
∑
j 6=i
[
Uij (Qi)
4
f ′′ (Ej − µ)2
+2Uii (Qi)
2
Uij (Qj) f
′′ (Ei − µ) f ′′ (Ej − µ)
]}
, (A4)
and
γSS (Q1,Q2, T ) =
1
3
U11 (Q1)U12 (Q2)
2 f ′′′ (E1 − µ)
[
2 + cos
(
Q˜1Q2 sin θ
)]
+
1
3
U12 (Q1)
2
U22 (Q2)
2
f ′′′ (E2 − µ)
[
2 + cos (Q1Q2 sin θ)
]
− 1∑
i f
′ (Ei − µ)
[
f ′′ (E1 − µ) f ′′ (E2 − µ)U11 (Q1)2 U22 (Q2)2
+f ′′ (E1 − µ)2 U11 (Q1)2 U12 (Q2)2 + f ′′ (E2 − µ)2 U12 (Q1)2 U22 (Q2)2
+f ′′ (E1 − µ) f ′′ (E2 − µ)U12 (Q1)2 U21 (Q2)2
]
. (A5)
2. Mixed triangular-triangular CDW
The free energy when there is mixed triangular-triangular ordering is
F = P 21 a1 (Q1, T ) |∆1|2 + P 22 a2 (Q2, T ) |∆2|2 + P 31 b1 (Q1, T ) |∆1|3 + P 32 b2 (Q1, T ) |∆2|3
+ P 41 c1 (Q1, T ) |∆1|4 + P 42 c2 (Q2, T ) |∆2|4 + P 21 P 22 γ (Q1,Q2, θ, T ) |∆1|2 |∆2|2 , (A6)
A triangular CDW is described by a set of three wavevectors
{
Q
j
k
}3
j=1
lying on a circle of radiusQk oriented
2π
3 radians
apart. Allowing for non-collinear CDW ordering between two triangular CDW states, we define θ as the angle between
wavevectorsQ11 and Q
1
2. Then, the angle between any two wavevectors in Φ1 and Φ2 is θ
(
Q
j
1,Q
j′
2
)
= θ+ 2π3 (j
′ − j) .
There are three possible angles between wavevectors: {θi}3i=1 =
{
θ, θ + 2π3 , θ − 2π3
}
.
The parameters in this free energy model are
aiT (Qi, T ) = 3
[
Uii (Qi) + Uii (Qi)
2
f ′ (Ei − µ) +
∑
j 6=i
Uij (Qi)
2
f ′ (Ej − µ)
]
, (A7)
bi (Qi, T ) = −2 cos
(√
3Q2i
4
)[
Uii (Qi)
3
f ′′ (Ei − µ) +
∑
j 6=i
Uij (Qi)
3
f ′′ (Ej − µ)
]
, (A8)
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ciT (Qi, T ) =
15
4
Uii (Qi)
4
f ′′′ (Ei − µ)− Uii (Qi)4 f ′′′ (Ei − µ)
[
1− cos
(√
3
2
Q2i
)]
+
∑
j 6=i
{
15
4
Uij (Qi)
4
f ′′′ (Ej − µ)− Uij (Qi)4 f ′′′ (Ej − µ)
[
1− cos
(√
3
2
Q2i
)]}
− 9
2
∑
i f
′ (Ei − µ)
{
Uii (Qi)
4
f ′′ (Ei − µ)2
+
∑
j 6=i
[
f ′′ (Ej − µ)2 Uij (Qi) + 2f ′′ (Ei − µ) f ′′ (Ej − µ)Uii (Qi)2 Uij (Qi)
]}
, (A9)
and
γTT (Q1,Q2, T ) =
[
U11 (Q1)
2
U12 (Q2)
2
f ′′′ (E1 − µ) + U11 (Q1)2 U12 (Q2)2 f ′′′ (E1 − µ)
]
×
{
6 + cos (Q1Q2 sin θ) + cos
[
Q1Q2 sin
(
θ +
2π
3
)]
+ cos
[
Q1Q2 sin
(
θ − 2π
3
)]}
− 9∑
i f
′ (Ei − µ)
[
f ′′ (E1 − µ) f ′′ (E2 − µ)U11 (Q1)2 U22 (Q2)2
+f ′′ (E1 − µ)2 U11 (Q1)2 U12 (Q2)2 + f ′′ (E2 − µ)2 U12 (Q1)2 U22 (Q2)2
+f ′′ (E1 − µ) f ′′ (E2 − µ)U12 (Q1)2 U22 (Q2)2
]
. (A10)
3. Mixed unidirectional-triangular CDW
Without loss of generality, assume that there is unidirectional CDW ordering in Φ1 and triangular CDW ordering
in Φ2. Then the free energy is
F = P 21 a1 (Q1, T ) |∆1|2 + P 22 a2 (Q2, T ) |∆2|2 + P 32 b2 (Q1, T ) |∆2|3
+P 41 c1 (Q1, T ) |∆1|4 + P 42 c2 (Q2, T ) |∆2|4 + P 21P 22 γ (Q1,Q2, θ, T ) |∆1|2 |∆2|2 , (A11)
All coefficients except γ remain unchanged for each type of ordering. The coupling parameter is
γST (Q1,Q2, T ) =
1
3
[
U11 (Q1)
2
U12 (Q2)
2
f ′′′ (E1 − µ) + U11 (Q1)2 U12 (Q2)2 f ′′′ (E1 − µ)
]
×
{
6 + cos (Q1Q2 sin θ) + cos
[
Q1Q2 sin
(
θ +
2π
3
)]
+ cos
[
Q1Q2 sin
(
θ − 2π
3
)]}
− 3∑
i f
′ (Ei − µ)
[
f ′′ (E1 − µ) f ′′ (E2 − µ)U11 (Q1)2 U22 (Q2)2
+f ′′ (E1 − µ)2 U11 (Q1)2 U12 (Q2)2 + f ′′ (E2 − µ)2 U12 (Q1)2 U22 (Q2)2
+f ′′ (E1 − µ) f ′′ (E2 − µ)U12 (Q1)2 U22 (Q2)2
]
. (A12)
Appendix B: Full expressions for coefficients in Landau theory when Q1 = Q2
In the previous appendix we gave exact expressions for the coefficients in the Landau free energy theory for each
case discussed in Sec. III. When the ordering wavevectors Q1 = Q2 = Q then there are additional terms in the free
energy, as described in Eq. (34) as δFQ1=Q2 . We give expressions for the coefficients in Eq. (34) in this Appendix.
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1. Mixed unidirectional-unidirectional CDW system
The extra terms that appear in the free energy theory for SSE ordering are of the form
δfSSE = P1P2αSSE (Q, δφ, T ) |∆1| |∆2|+ P 31 P2σSSE (Q, δφ, T ) |∆1|3 |∆2|
+P 21P
2
2 γSSE (Q, δφ, T ) |∆1|2 |∆2|2 + P1P 32 ρSSE (Q, δφ, T ) |∆1| |∆2|3 . (B1)
Here, Q is the magnitude of the ordering wavevector, δφ the relative phase between order parameters ∆1 (Q) and
∆2 (Q), and T the temperature. The values of the coefficients are
αSSE (Q, δφ, T ) = 2U12 (Q)
[
1 + U11 (Q) f
′ (E1 − µ) + U22 (Q) f ′ (E2 − µ)
]
cos (δφ) , (B2)
σSSE (Q, δφ, T ) =
{
U11 (Q)
3
U12 (Q) f
′′′ (E1 − µ) + U12 (Q)3 U11 (Q) f ′′′ (E2 − µ)
− 1∑2
i=1 f
′ (Ei − µ)
[
U11 (Q)
2 f ′′ (E1 − µ) + U12 (Q)2 f ′′ (E2 − µ)
]
× [U11 (Q)U12 (Q) f ′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]
}
cos (δφ) , (B3)
γSSE (Q, δφ, T ) =
{
1
2
[
U11 (Q)
2 U12 (Q)
2 f ′′′ (E1 − µ) + U12 (Q)2 U22 (Q)2 f ′′′ (E2 − µ)
]
− 1∑2
i=1 f
′ (Ei − µ)
× [U11 (Q)U12 (Q) f ′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
}[
1 + 2 cos2 (δφ)
]
− 1∑2
i=1 f
′ (Ei − µ)
[
U11 (Q)U22 (Q)− U12 (Q)2
]2
f ′′ (E1 − µ) f ′′ (E2 − µ) , (B4)
and
ρSSE (Q, δφ, T ) =
{
U11 (Q)U12 (Q)
3
f ′′′ (E1 − µ) + U12 (Q)U22 (Q)3 f ′′′ (E2 − µ)
− 1∑2
i=1 f
′ (Ei − µ)
[
U22 (Q)
2
f ′′ (E2 − µ) + U12 (Q)2 f ′′ (E1 − µ)
]
× [U11 (Q)U12 (Q) f ′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
}
cos (δφ) . (B5)
2. Mixed triangular-triangular CDW system
The order parameter for the triangular CDW state depends on a set of three wavevectors, {Qαi }3α=1. We associate
ordering at each wavevector with a particular phase φαi , such that ∆i (Q
α
i ) = ∆ie
iφαι . Thus, when Q1 = Q2, we end
up with six new parameters to consider when minimizing the free energy. We may reduce the number of parameters
from six to four in the following manner (where i = 1, 2, 3):
δφi = φ
i
1 − φi2, (B6)
φ˜1 =
3∑
i=1
φi1, (B7)
φ˜2 = φ˜1 −
3∑
i=1
δφi (B8)
22
The new terms in the free energy theory for TTE ordering are
δfTTE = P1P2αTTE (Q, δφ1, δφ2, δφ3, T ) |∆1| |∆2|+ P 21P2ηTTE
(
Q, δφ1, δφ2, δφ3, φ˜1, T
)
|∆1|2 |∆2|
+P1P
2
2ϕTTE
(
Q, δφ1, δφ2, δφ3, φ˜2, T
)
|∆1| |∆2|2 + P 31P2σTTE (Q, δφ1, δφ2, δφ3, T ) |∆1|3 |∆2|
+P 21P
2
2 γTTE (Q, δφ1, δφ2, δφ3, T ) |∆1|2 |∆2|2 + P1P 32 ρTTE (Q, δφ1, δφ2, δφ3, T ) |∆1| |∆2|3 . (B9)
Here, Q is the magnitude of the ordering wavevector, δφ the relative phase between order parameters ∆1 (Q) and
∆2 (Q), and T the temperature. The values of the coefficients are
αTTE (Q, δφ1, δφ2, δφ3, T ) = U12 (Q)
[
1 + U11 (Q) f
′ (E1 − µ) + U22 (Q) f ′ (E2 − µ)
] 3∑
i=1
cos (δφi) , (B10)
ηTTE
(
Q, δφ1, δφ2, δφ3, φ˜1, T
)
= −6
[
U11 (Q)
2 U12 (Q) f
′′ (E1 − µ) + U11 (Q)U12 (Q)2 f ′′ (E2 − µ)
]
× cos
(√
3
4
Q2
)
3∑
i=1
cos
(
φ˜1 − δφi
)
, (B11)
ϕTTE
(
Q, δφ1, δφ2, δφ3, φ˜1, T
)
= −6
[
U12 (Q)
2 U11 (Q) f
′′ (E1 − µ) + U12 (Q)U22 (Q)2 f ′′ (E2 − µ)
]
× cos
(√
3
4
Q2
)
3∑
i=1
cos
(
φ˜2 + δφi
)
, (B12)
σTTE (Q, δφ, T ) =
{
1
3
[
11 + 4 cos
(√
3
2
Q2
)][
U11 (Q)
3 U12 (Q) f
′′′ (E1 − µ) + U22 (Q)U12 (Q)3 f ′′′ (E2 − µ)
]
− 6∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
×
[
U11 (Q)
2
+ U12 (Q)
2
]}∑
α
cos (φ1α − φ2α) , (B13)
γTTE (Q, δφ, T ) =
{
1
2
[
U11 (Q)
2
U12 (Q)
2
f ′′′ (E1 − µ) + U12 (Q)2 U22 (Q)2 f ′′′ (E2 − µ)
]
− 1∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
}
×
3∑
i=1
[
1 + 2 cos2 (δφi)
]
+
{
2
3
[
U11 (Q)
2
U12 (Q)
2
f ′′′ (E1 − µ) + U12 (Q)2 U22 (Q)2 f ′′′ (E2 − µ)
]
×
[
2 + cos
(√
3
2
Q2
)]
− 2∑2
i=1 f
′ (Ei − µ)
× [U11 (Q)U12 (Q) f ′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
}
×
3∑
i=1
∑
j 6=i
[1 + 2 cos (δφi) cos (δφj)]
− 9∑2
i=1 f
′ (Ei − µ)
[
U11 (Q)U22 (Q)− U12 (Q)2
]2
f ′′ (E1 − µ) f ′′ (E2 − µ) , (B14)
23
and
ρTTE (Q, δφ, T ) =
{
1
3
[
11 + 4 cos
(√
3
2
Q2
)][
U12 (Q)
3 U22 (Q) f
′′′ (E2 − µ) + U11 (Q)U12 (Q)3 f ′′′ (E1 − µ)
]
− 6∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]
×
[
U12 (Q)
2
+ U22 (Q)
2
]}∑
α
cos (φ1α − φ2α) . (B15)
3. Mixed unidirectional-triangular CDW system
We consider mixing between a unidirectional phase in Φ1 and a triangular phase in Φ2. Without loss of generality,
we let Q1 = Q
1
2. Thus, we end up with two new parameters:
δφ = φ1 − φ2, (B16)
φ˜2 =
3∑
i=1
φi2, (B17)
The new terms in the free energy theory for STE ordering are
δfSTE = P1P2αSTE (Q, δφ, T ) |∆1| |∆2|+ P1P 22ϕSTE
(
Q, δφ, φ˜2, T
)
|∆1| |∆2|2 + P 21P 22 γSTE (Q, δφ, T ) |∆1|2 |∆2|2
+P 31P2σSTE (Q, δφ, T ) |∆1|3∆2 + P1P 32 ρTTE (Q, δφ, T ) |∆1| |∆2|3 . (B18)
The coefficients are
αSTE (Q, δφ, T ) = 2U12 (Q)
[
1 + U11 (Q) f
′ (E1 − µ) + U22 (Q) f ′ (E2 − µ)
]
cos (δφ) , (B19)
ϕSTE
(
Q, δφ, φ˜2, T
)
= −2
[
U12 (Q)
2 U11 (Q) f
′′ (E1 − µ) + U12 (Q)U22 (Q)2 f ′′ (E2 − µ)
]
× cos
(√
3
4
Q2
)
cos
(
φ˜2 + δφ
)
, (B20)
σSTE (Q, δφ, T ) =
{
1
3
[
19 + 8 cos
(√
3
2
Q2
)][
U11 (Q)
3
U12 (Q) f
′′′ (E1 − µ) + U22 (Q)U12 (Q)3 f ′′′ (E2 − µ)
]
− 1∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
×
(
U11 (Q)
2
+ U12 (Q)
2
)}
cos (δφ) , (B21)
γSTE (Q, δφ, T ) =
{
1
2
U11 (Q)
2
U12 (Q)
2
f ′′′ (E1 − µ) + U12 (Q)2 U22 (Q)2 f ′′′ (E2 − µ)
− 1∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
}
×
[
1 +
2
3
cos2 (δφ)
]
+
{[
3 + 2 cos
(√
3
2
Q2
)]
U11 (Q)
2
U12 (Q)
2
f ′′′ (E1 − µ) + U12 (Q)2 U22 (Q)2 f ′′′ (E2 − µ)
− 3∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]2
}
, (B22)
24
and
ρSTE (Q, δφ, T ) =
{
1
3
[
19 + 8 cos
(√
3
2
Q2
)][
U12 (Q)
3
U22 (Q) f
′′′ (E2 − µ) + U11 (Q)U12 (Q)3 f ′′′ (E1 − µ)
]
− 1∑2
i=1 f
′ (Ei − µ)
[U11 (Q)U12 (Q) f
′′ (E1 − µ) + U22 (Q)U12 (Q) f ′′ (E2 − µ)]
×
[
U12 (Q)
2
+ U22 (Q)
2
]}
cos (δφ) . (B23)
Appendix C: Hartree-Fock potentials for quantum Hall ferromagnets
In this appendix, we derive expressions for the potentials WIJ in the Hartree-Fock approximation. We use notation
similar to Sec. III, but note that lower-case letters label the individual states Φi while upper-case letters label the
pseudospin indices. Let
Fij (q) =
∑
α
C∗iαCjαe
−i(niα−njα)(θ−π/2)Aniαnjα
[
(ql0)
2
2
]
, (C1)
where
Amn (x) =
√
m!
n!
x
n−m
2 Ln−mm (x) , m ≤ n.
Then
ρ (q) = e−
(ql0)
2
4
2∑
ij=1
Fij (q)
∑
X
e−iqxXa†iX+ajX−
We invert Eq. (37) to solve for a†iX+ajX− in terms of the mˆI,q operators and rewrite ρ (q) as follows:
ρ (q) = e−
(ql0)
2
4
∑
IJ=0,x,y,z
FI (q) mˆI,q,
where FI (q) = 12σ(ij)I Fij (q). The density-density Hamiltonian is then
HQHF =
1
2
∑
q
∑
IJ
e−
(ql0)
2
2 VIJ (q)mˆI,qmˆJ,−q, (C2)
where VIJ (q) = v (q)FI (q)Fj (−q), v (q) being the electron-electron interaction potential.
We apply the HF approximation to Eq. (C2) to obtain Eq. (39). The HF potentials WIJ are defined as follows:
W00 =
1
2π
∫
d2q e−
(ql0)
2
2
[
V00 (q) − V00 (0)− 1
2
u (q)
]
,
WII =
1
2π
∫
d2q e−
(ql0)
2
2
[
VII (q)− VII (0) + 1
2
u (q)
]
,
WIJ =
1
2π
∫
d2q e−
(ql0)
2
2 [VIJ (q)− VIJ (0)] ,
where
u (q) = F11 (q)F22 (q) − F12 (q)F21 (q).
For each potential, conservation of LL index in the basis state interactions must be observed. Thus, for the eigenstates
considered in Sec. IV, the only nonzero potentials are W00, Wzz , W0z =Wz0, and Wxx =Wyy.
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