Abstract-The scientific and clinical importance of cerebral hemodynamics has generated considerable interest in their quantitative understanding via computational modeling. In particular, two aspects of cerebral hemodynamics, cerebral flow autoregulation (CFA) and CO 2 vasomotor reactivity (CVR), have attracted much attention because they are implicated in many important clinical conditions and pathologies (orthostatic intolerance, syncope, hypertension, stroke, vascular dementia, mild cognitive impairment, Alzheimer's disease, and other neurodegenerative diseases with cerebrovascular components). Both CFA and CVR are dynamic physiological processes by which cerebral blood flow is regulated in response to fluctuations in cerebral perfusion pressure and blood CO 2 tension. Several modeling studies to date have analyzed beat-to-beat hemodynamic data in order to advance our quantitative understanding of CFA-CVR dynamics. A confounding factor in these studies is the fact that the dynamics of the CFA-CVR processes appear to vary with time (i.e., changes in cerebrovascular characteristics) due to neural, endocrine, and metabolic effects. This paper seeks to address this issue by tracking the changes in linear time-invariant models obtained from short successive segments of data from ten healthy human subjects. The results suggest that systemic variations exist but have stationary statistics and, therefore, the use of time-invariant modeling yields "time-averaged models" of physiological and clinical utility.
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I. INTRODUCTION
M ULTIPLE physiological factors affect cerebral blood flow during normal variations in the cerebral perfusion pressure and blood CO 2 tension that constitute the physiological regulatory processes of cerebral flow autoregulation (CFA) and CO 2 vasomotor reactivity (CVR), respectively. These regulatory processes maintain variations in cerebral blood flow within physiologically acceptable bounds in the presence of spontaneous or induced variations in the cerebral perfusion pressure and blood CO 2 tension. Because of its vital importance for survival and the proper functioning of the brain, CFA has received considerable attention for many years starting with the pioneering work of Lassen [1] and Fog [2] . In most studies to date, the dynamic relationship between the arterial blood pressure and the cerebral blood flow velocity is analyzed and modeled as a time-invariant either linear or a nonlinear input-output system using time-series measurements [3] - [20] . These models include implicitly the effects of the myogenic mechanism [21] , [22] , flow-mediated endothelial mechanisms [23] , and perivascular innervation [24] - [26] without yet being able to draw a direct correspondence between physiological mechanisms and specific model characteristics. Such input-output models often incorporate end-tidal CO 2 (ETCO 2 ) measurements to account for the known effects of blood CO 2 tension on this physiological process, especially in the low-frequency range from 0.02 to 0.08 Hz [8] , [10] , [12] , [27] - [31] . Previous studies have shown that the characteristics of CFA and CVR are altered by orthostatic stress, hypertension, hypoxia, hypercapnia, head injury, stroke, early Alzheimer's disease, and pharmaceutical interventions that affect the autonomic nervous system or vascular tone [11] , [12] , [28] , [32] - [38] . Some of the recent findings were made possible by Volterra-type nonlinear modeling with two inputs (arterial blood pressure and ETCO 2 ) [10]- [12] . Among the variants of Volterra-type modeling methods, the most promising for cerebral hemodynamics appears to be the one based on the use of principal dynamic modes (PDMs), which has been developed in recent years and applied successfully to various physiological domains [39] . The PDM-based modeling approach represents the evolution of the general Volterra modeling approach toward improving model compactness and physiological interpretability. It has been shown to have significant advantages over other Volterra-like model representations [8] , [39] . This is the methodological approach that will be followed in this paper (see the Appendix). Although these previous time-invariant modeling studies have yielded promising results, there have been indications that the dynamic characteristics of the CFA and CVR processes may vary over time due to neural, endocrine, or metabolic factors [40] . The time-varying nature of CFA and CVR has not been examined so far with regard to the estimation of databased models of cerebral hemodynamics. There has been an implicit assumption that these possible variations are random with stationary statistics and, therefore, time-invariant modeling yields time-averaged models of cerebral hemodynamics. This paper examines the validity of this implicit assumption by performing analysis of the time-varying characteristics of segment-wise time-invariant models (over a sliding time window) of the dynamic CFA-CVR processes in healthy human subjects. The obtained time-invariant models for each position of the sliding time window reveal the time-varying dynamic characteristics of the CFA-CVR processes. The length of the sliding time window is kept short (60 s) with a sliding step of 5 s in order to track possible time-varying changes with sufficient temporal resolution. For this reason, the segment-wise time-invariant modeling is limited to the linear case so that the number of free model parameters remain low (six in this case) relative to the available data in order to avoid over-fitting. In this regard, the use of the PDM-based modeling methodology offers a significant advantage by allowing model compaction. In addition to examining the key assumption of time-invariant modeling, the presented time-varying analysis offers additional insight into the functional characteristics of the dynamic CFA-CVR processes that is expected to advance our understanding of fundamental aspects of cerebral hemodynamics.
II. METHODS

A. Experimental Methods
This study involved ten healthy subjects who voluntarily participated in this study and signed the informed consent form that has been approved by the Institutional Review Boards of the University of Texas Southwestern Medical Center and Texas Health Presbyterian Hospital Dallas, where the data were collected (Institute for Exercise and Environmental Medicine). The arterial blood pressure was measured continuously and noninvasively with finger photoplethysmography (Finapres, Ohmeda, Colorado) and the cerebral blood flow velocity was measured in the middle cerebral artery using a 2-MHz transcranial Doppler probe (Multiflow, DWL, Germany) placed over the temporal window and fixed at a constant angle with a custom-made holder. The heart rate was monitored by the electrocardiogram and the ETCO 2 tension was obtained via a nasal cannula using a mass spectrometer (Marquette Electronics). All the experiments were performed in the morning in a quiet, environmentally controlled laboratory. After 20 min of supine rest, 6 min of recordings were made under resting conditions in the supine position. These clinical measurements are reliable, noninvasive, safe, and comfortable for the subjects. The experimental procedure and the demographics of the healthy subjects have been described in detail in previous publications of our group [19] .
B. Data Preprocessing
Beat-to-beat time-series data of mean arterial blood pressure (MABP), ETCO 2 , and mean cerebral blood flow velocity (MCBFV) were obtained from continuous recordings over 6 min in each of ten healthy subjects (in the supine position) by averaging the recorded signals over each R-R interval (heartbeat) and resampling the beat-to beat values every 0.5 s using cubic-spline interpolation. Occasional outliers due to measurement artifacts were removed by applying a threshold on the maximum change between successive beat-to-beat values that is deemed physiologically possible for these variables, and by clipping the resampled data at +/−2 standard deviations. The resulting time-series data were detrended via high-pass filtering to remove the constant offset (average) and the very low frequencies below 0.008 Hz. Fig. 1 shows illustrative time-series data over 6 min and the respective spectra for a typical subject.
C. Modeling Methods
In this paper, we employ the novel concept of PDMs to obtain reliable linear models from short data records (60 s) of the causal relationship between two input signals, MABP and ETCO 2 , and the output signal of MCBFV. The preprocessed time-series data over 6 min from each of ten healthy subjects were used to estimate the PDM-based model. The utility of the PDMs is found in the fact that they make the models more compact and facilitate the physiological interpretation of the obtained model [8] . We briefly outline below the proposed PDM-based variant of Volterra modeling that is utilized in this paper in a linear context. For the many details of Volterra-type modeling and PDM-based modeling of nonlinear systems, the reader is referred to the monograph [39] . To assist the reader, the basics of this modeling approach are summarized in the Appendix. Although the PDMbased modeling approach is generally applicable to dynamic nonlinear systems, it is utilized in this paper for linear (first order) modeling using 60-s data segments to allow tracking of the time-varying system characteristics with sufficient temporal resolution without risking overfitting by keeping the number of free parameters in the model low (namely six). This valuable compaction of the PDM-based model is achieved by utilizing the "global" PDMs of this system, as described below.
In the Volterra modeling approach, the output is expressed in terms of the input(s) by means of a functional expansion that represents the hierarchical nonlinear interactions among values of the input epochs as they affect the output (i.e., a second-order Volterra functional represents the quantitative pattern by which two values of input epoch(s) interact in order to influence the output). The nth-order kernel is convolved with n values in the input epoch(s) to form the nth-order Volterra functional. The first-order kernel quantifies the linear dynamics of the system and the respective first-order functional represents the linear component of the Volterra model prediction. The latter (firstorder model) is used in this paper.
In the case of systems/models with two input signals, x(t) and p(t), the general second-order Volterra expression of the output signal, y(t), is given by [39] 
where y(t) denotes the MCBFV output data and p(t) and x(t) denote the MABP and ETCO 2 input data, respectively. As indicated previously, this study employs only the two first-order terms in (1)-i.e., a linear model approximation.
In general, to compact the model representation of (1) and facilitate the estimation task, we use kernel expansions on Laguerre (or other suitable) basis of functions [39] , [41] . The model compactness can be further improved by expanding the kernels on the system-specific basis of PDMs [39] , [42] . When data from multiple subjects are analyzed, then a set of PDMs is generally obtained for each subject. For maximum model compactness, we employ the "global" PDMs of the system that are obtained (for each input) by "fusing" the subject PDMs via a process using singular value decomposition (SVD) [8] .
In this study, the subject PDMs are derived from initial expansions of the system kernels on the Laguerre basis using five Laguerre functions for the MABP input and three Laguerre functions for the ETCO 2 input (both with Laguerre parameter alpha = 0.7, determined through a search procedure) and subsequent SVD of a rectangular matrix (one for each input) composed of the first-order kernels and the significant eigenvectors of the second-order self-kernels weighted by the respective Eigenvalues [8] . The "global" PDMs are subsequently derived by fusing all subject PDMs (for each input separately) via SVD of a rectangular matrix composed of all subject PDMs weighted by their respective singular values [8] . The term "global" implies that all subject PDMs are fused to derive the most significant PDMs valid for all subjects. In a recent study of this system [8] , it was found that three global PDMs were adequate for the kernels of each input. In the nonlinear modeling case, the significant cross-terms are also determined and included in the PDM-based model [8] . However, in this paper, we use linear models and, therefore, we do not need to include cross-terms.
The advocated PDM-based modeling methodology can yield linear or nonlinear models of the CFA-CVR system that have predictive capability. The nonlinear models typically provide more accurate predictions of the output, provided that sufficient data exist to estimate the kernels of these nonlinear models (which have more free parameters than the linear models) with sufficient accuracy. Since this paper explores the possible timevarying characteristics of the CFA-CVR system and we are forced to use short data records (60 s), we limit ourselves to linear time-invariant models from each 60-s data-segment that is sliding in steps of 5 s in order to track the time-varying characteristics of the system. The global PDM-based linear timeinvariant model (for each sliding data-segment) has only six free parameters-the coefficients of the six PDM outputs that compose the model-predicted output. The temporal changes of these six coefficients for successive sliding data-segments reflect the time-varying dynamic characteristics of the CFA-CVR system. The general linear time-varying model of the CFA-CVR system can be expressed as
The time-varying kernels, h(t, τ ) and g(t, τ ), describe the time-varying dynamics of the system with respect to the MABP and ETCO 2 inputs, respectively. The estimated linear timeinvariant model for each ith sliding data-segment is
We wish to examine the changes of the first-order kernels (impulse response functions), h i (τ ) and g i (τ ), over the various segments i. To estimate the linear model of (3) for each datasegment, we use the three pairs of global PDMs shown in Figs. 2 and 3 for the MABP and ETCO 2 inputs, respectively, that were derived from our analysis of the CFA-CVR system [8] . The possible physiological interpretation of the form of these global PDMs is discussed in the last section. The time-invariant 1st-order kernels, h i and g i , are obtained at each data-segment by estimating the expansion coefficients {c i,m ,j } via linear regression of the input-output equation
where u i,m ,j (t) denotes the convolution of the jth PDM with the mth input (p(t) for m = 1 and x(t) for m = 2) for the ith data-segment. Having obtained the regression coefficients {c i,m ,j }, we can construct the sequence of the kernel estimates for the two inputs via the respective PDMs as where MABP.PDM j and ETCO 2 .PDM j denote the jth PDMs for the MABP and ETCO 2 inputs, respectively. The results of PDM-based time-varying linear modeling of the CFA-CVR system (with MABP and ETCO 2 inputs) are presented below.
III. RESULTS
Using the outlined procedure and the three pairs of global PDMs shown in Figs. 2 and 3 for the two inputs (MABP and ETCO 2 respectively), we obtain the sequence of first-order kernel estimates for all the ten subjects. An illustrative example of a sequence of first-order kernel estimates for the MABP input in a typical subject is shown in Fig. 4 (sliding step of 5 s) , along with their frequency-domain counterparts (magnitude of the transfer functions or gain functions). Each kernel estimate in the sequence is the impulse response function for the respective 60-s segment of data which has an overlap of 55 s with the previous data-segment. Thus, the changes in this time-varying kernel are gradual and localized within a 60-s time window. The respective gain functions [magnitudes of their fast Fourier transforms (FFTs)] depict some resonant characteristics (e.g., around 0.15 and 0.04 Hz), which are intermittent as they appear and disappear within a few seconds, but always reemerge at the same frequency band. For the ETCO 2 input, the sequence of estimated kernels in the same subject is shown in Fig. 5 . It is evident that the first-order kernel estimates (and the corresponding gain functions) undergo changes over time, although with no apparent pattern. These gain functions exhibit intermittent low-pass (integrative) characteristics with a cutoff (half-max) frequency of about 0.04 Hz.
In order to assess the predictive performance of the obtained sequences of segment-wise linear models, we computed the normalized mean-square error (NMSE) of the linear model prediction for each 60-s segment and for the linear time-invariant model prediction over the entire data record for each subject. The mean and standard deviation values of the NMSE sequences for the 60-s segment models are shown in Table I along with the NMSE values for the linear time-invariant model over the entire data record. It is evident that the NMSE values are generally lower for the time-varying models, as expected, since the latter have collectively more free parameters (50 times more for each dataset, since the six model parameters are allowed to vary in each 60-s segment).
We wish to examine the temporal structure of the variations of the obtained first-order kernels in order to assess the timevarying dynamic characteristics of the CFA-CVR system. Instead of the kernels themselves, it is easier to examine the time variations in the sequence of PDM output coefficients for each input. The FFT magnitude of these sequences may reveal possible periodicities in the temporal variation of these coefficients. The results for the dominant first PDM of each input for all the ten subjects are shown in Fig. 6 for the MABP input and in Fig. 7 for the ETCO 2 input. In each case, the sequence of coefficient estimates is shown over 6 min of data for a 5-s sliding step. Since each data-segment is 60 s, there are 50 segments in each sequence (the first 50 s of the data record are used for the transient response). We observe no specific temporal structure in these sequences and considerable intersubject variability. Nonetheless, the FFTs indicate some periodicities of the coefficient sequences in very low frequencies below 0.01 Hz (periods longer than 100 s), with occasional periodicities of ETCO 2 dynamics extending to slightly higher frequencies (up to 0.03 Hz). These results reveal the presence of some cyclical variations in the linear dynamics of these processes over the time scale indicated by the respective first-order kernels and gain functions in each case (see Figs. 4 and 5) . In order to illustrate the extent of temporal variation in the coefficients of the six PDM outputs (three for each input), we present in Figs. 8 and 9 population-wide results in the form of the mean and standard deviation bounds of the FFT magnitudes over all ten subjects for the PDMs of the MABP input and ETCO 2 input, respectively. It is evident from these population-wide results that some cyclical variations exist in the linear dynamics of this system in the very low frequencies below 0.01 Hz.
IV. DISCUSSION
In this paper, we seek to gain quantitative understanding of the time-varying characteristics of cerebral hemodynamics and, in particular, the temporal variations of linear dynamics of the CFA and CVR processes. This understanding is pursued by tracking the time-varying dynamics of the CFA-CVR processes with a sequence of estimated linear time-invariant input-output dynamic models based on PDMs using short sliding data windows of 60 s with sliding step of 5 s-resulting in a sequence of 50 linear time-invariant models for the 60-s data-segments of each data record. The models have two inputs: MABP, ETCO 2 , and one output: MCBFV. Three "global" PDMs were employed for each input that were found in a recent study [8] to compose an adequate "functional coordinate system" for representing the dynamics of the CFA-CVR process for all subjects. The existence of such a common reference set of global PDMs facilitates Fig. 6 . Estimated sequences of the first PDM output coefficients for the MABP input in the time domain (top ten panels) and in the frequency domain (bottom ten panels) for the ten subjects. No specific temporal pattern is evident in the variations of these coefficients. However, most subjects exhibit considerable Fourier components of these variations in frequencies <0.01 Hz, which correspond to periods of 100 s or more, revealing the presence of cyclical variations over the indicated time scales.
the study of time variations in the dynamics of the CFA-CVR system. The results were evaluated by examining the sequence of 50 coefficients of the PDM outputs in each case that define Fig. 7 . Estimated sequences of the first PDM output coefficients for the ETCO 2 input in the time domain (top ten panels) and in the frequency domain (bottom ten panels) for the ten subjects.
the linear time-invariant models for each 60-s data-segmentsee (5) and (6) . Fourier analysis of these sequences revealed some intrinsic periodicities in the very low frequencies below 0.01 Hz. Occasionally, some cyclical variation power extends up to 0.03 Hz for the ETCO 2 input. Although there is considerable intersubject variability in the time-varying characteristics of the CFA-CVR system, some conclusions can be drawn that are summarized below.
A. Dynamic CFA-CVR Processes are Time-Varying With Cyclical Characteristics
The results of the time-varying analysis of the dynamics of the CFA-CVR system indicate significant time-variations of system characteristics in the form of the sequences of the kernel expansion coefficients on a suitable PDM basis. Fourier analysis of these sequences revealed some intrinsic periodicities in the frequency range below 0.01 Hz (see Figs 8 and 9 for populationwide results). Weaker periodicities appear occasionally up to 0.03 Hz for the ETCO 2 -to-MCBFV relation. The dynamics associated with the ETCO 2 input seem to have stronger time variations. Considerable intersubject variability is observed in terms of the relative size of the estimated model coefficients (defining the system dynamics). Indications of nonstationarities in the CFA process also have been reported previously using different methodology [11] , [40] , [43] - [57] .
B. Possible Physiological Interpretation of the Modeling Results and Future Tests
Although the specific physiological mechanisms underlying the observed features of the global PDMs must be examined in future studies, it appears that the first MABP-PDM is mostly related to passive cerebrovascular flow characteristics (akin to the Windkessel model of cerebral hemodynamics that exhibits high-pass characteristics), while the other PDMs may be influenced by active mechanisms of CFA which sense and react to changes in the blood pressure. The time-varying characteristics of all PDM components are comparable, although they appear stronger and more broadband for the ETCO 2 -to-MCBFV relation. Only the coefficient sequences of the first MABP-PDM and of the first ETCO 2 -PDM have consistently positive values, while the coefficient sequences of all other PDMs fluctuate around zero. The origin of these nonstationary system characteristics must be examined in future studies. However, their very low frequency (<0.01 Hz) suggests the possibility of rhythmic changes of the neuroendocrine mechanisms for regulation of perivascular smooth muscle tone leading to cyclic changes of the CFA-CVR process. These hypotheses can be explored in the future by blocking or stimulating specific physiological mechanisms and examining the effects on the time-varying characteristics of the CFA-CVR system. We note that this modeling approach can elucidate the discrepancy between pressure autoregulation and cerebrovascular reactivity, first described in [58] .
C. Linear Time-Invariant Model Describes the "Time-Averaged" Dynamics of the CFA-CVR System
The obtained results indicate that the temporal variations of the CFA-CVR dynamics may be significant and exhibit some periodicities at very low frequency (<0.01 Hz). A linear timeinvariant model obtained over the entire data record (6 min in this application) is a "time-averaged" representation of the linear time-varying dynamics of the CFA-CVR system, as expected (see Fig. 10 ). Whether this "time-averaged" model remains practically unbiased by the intrinsic nonstationarities of the system (and retain physiological and clinical utility) will depend on the specific form of the nonstationarities in each case. If the criterion of predictive capability is used for the validation of these models, then the results of this paper suggest that a linear timeinvariant model of the CFA-CVR system over data records of several minutes has a predictive capability that is comparable to the time-average of the predictive capabilities of segmentwise linear time-varying models (over data segments of 60 s) and, therefore, it is not seriously biased and retains potential physiological and clinical utility.
APPENDIX BASICS OF VOLTERRA MODELING AND PDM ANALYSIS
The proposed modeling methodology is based on the general nonparametric Volterra approach that is applicable to all finite-memory dynamic nonlinear systems and covers almost all physiological systems (with the exception of chaotic systems or nondissipating oscillators). In the Volterra approach, the output y(t) of a single-input nonlinear system is expressed as a functional expansion involving multiple convolution integrals of the input x(t) with kernel functions {k n } of various orders as [39] 
This functional expansion represents the hierarchical nonlinear interactions among different parts of the input epochs as they affect the output (e.g., a second-order Volterra functional represents the pattern in which all pairs of values of the input past epoch interact in order to influence the output. The specific pattern of such nonlinear interactions for a given system is codified by the respective Volterra "kernel." The first-order kernel quantifies the linear dynamics of the system and the respective first-order functional (single convolution) represents the linear component of the Volterra model. The modeling task consists of estimating these kernels from input-output data. The Volterra representation is extended easily to nonlinear systems with two or more inputs (and outputs) [39] . For instance, the secondorder Volterra model of the two-input CFA-CVR system is given by (1) . Practical problems arise from the high dimensionality of high-order kernels which makes their estimation difficult and their physiological interpretation daunting. For this reason, most applications to date have been limited to second order. To mitigate this practical limitation, we have utilized kernel expansions on the Laguerre basis that simplify the kernel estimation and yield significant computational benefits [41] . For instance, a r (j 1 , . . . , j r )v j 1 (t) · · ·v j r (t) (A3) where the signals v j (t) are the convolutions of the Laguerre basis function b j with the respective input and Q is the nonlinear order of the model. The fact that the Laguerre expansion coefficients enter linearly in the nonlinear Volterra model of (A3) allows their estimation via least-squares regression (a simple and robust numerical procedure). Having estimated the Laguerre expansion coefficients, we can construct the Volterra kernel estimates using (A2) and compute the model prediction for any given input using (A1). Although the Laguerre expansion technique brings considerable model estimation efficiencies, it does not remove the "curse of dimensionality" associated with the multidimensional structure of high-order kernels. In order to overcome this practical limitation, we have introduced the concept of PDMs, which aims at identifying the minimum set of "basis" functions (distinct and characteristic for each system) that are capable of representing adequately the system dynamics (i.e., provide satisfactory expansions of the kernels). The computation of the PDMs from self-kernel estimates, for each input separately, employs SVD of a rectangular matrix composed of the first-order kernel estimate (as a column vector) and the second order self-kernel estimate weighted by the standard deviation of the respective input. The singular vectors corresponding to the top singular values are selected as the PDMs of the system.
The resulting PDMs form a filter-bank that receives the respective input signal and generates (via convolution) signals that are subsequently transformed by properly defined "Associated Nonlinear Functions" (ANFs) which represent the nonlinear characteristics of the system for the respective PDMs. The ANFs are typically represented by polynomials and their coefficients are estimated via regression on the output signal [10] , [11] . The degree of the ANF polynomial is constrained by the length of the available data to prevent overfitting problems (i.e., cubic degree is the maximum in this application). In this application, the restrictive data requirements imposed by the 60-s data-segments have dictated the use of linear PDM-based models. This simplifies the model for each data-segment to the one shown in (3) .
