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A result of Hadamard lists conditions forcing -a continuously differentiable map 
f: R” + R” to be a homeomorphism onto R”: 
HADAMARD'S THEOREM. Let M > 0. If the derivative f’(p) is invertible and 
11 f’(p)- ’ II< M for each p in R”, then f is a homeomorphism onto R”. 
In this paper we suppose f is only locally Lipschitzian and search for analogous 
conditions. Replacing the derivative f ‘(p) (which now may not exist on a set of 
measure zero) with a set-valued derivative af(p), we prove this result: 
THEOREM. Let M > 0. If A is invertible and IIA -’ 11 Q M for each linear map A 
in irf(p) and each p in R”, then f is a homeomorphism onto R”. 
1. INTROOU~TI~N 
If the derivativef’(p) of a continuously differentiable mapffrom R” into 
itself is an invertible linear transformation for each p, then by the classical 
inverse function theorem f is a local homeomorphism: every p has a 
neighborhood U mapped homeomorphically onto its image f(U). A natural 
and intriguing question-under what further conditions will f be a 
homeomorphism of R” onto itself-was answered in one way by Hadamard 
[8] in 1906, using a condition on the norms ]]B]] = max{]Bh]: ]h] = I} of the 
inverses B = f ‘(p)-‘: 
HADAMARD'S THEOREM. Suppose f is a continuously dmrentiable map 
from R” into R” and let M > 0. Iff ‘(p) is invertible and 1) f’(p)- ’ (( < Mfor 
each p in R”, then f is a homeomorphism from R” onto R”. 
What happens to this state of affairs if we weaken the smoothness 
hypothesis on f? Can we still pose a similar question, and if so, is there a 
Hadamard-like answer? We shall, in fact, face this problem when f is locally 
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Lipschitzian, that is, when every p has a neighborhood where f is Lipschitz 
continuous. (All continuously differentiable maps are locally Lipschitzian.) 
In this case, there may be points p where the derivativef’(p) does not exist, 
a malady which motivates our use of a set-valued erivative. To each p we 
shall assign a certain collection 8f (p) of linear transformations from R” into 
R” called the generalized erivative at p. Now this notion of differentiability 
has many nice properties, as we shall see, but only two need to be singled 
out in this introduction. For one thing, the collection i?f(p) reduces to the 
singleton (f’(p)) whenever f is continuously differentiable on a 
neighborhood of p. Theorems involving the generalized derivative therefore 
extend their continuously differentiable counterparts. The other property we 
wish to mention, an extension of the classical inverse function theorem, 
provides an example: if the generalized derivative ijf(p) of a locally 
Lipschitzian map f is invertible (that is, if each linear transformation A in 
af(p) is invertible) at every p, then f is a local homeomorphism. 
Naturally this prompts us to ask the question we asked beforeunder 
what further conditions must f be a homeomorphism of R” onto itself-and 
our answer is just what one might hope for: 
LIPSCHITZIAN HADAMARD THEOREM. Suppose f is a locally Lipschitzian 
map from R” into R” and let M > 0. If af(p) is invertible and 11 A- ’ 1) < M 
for each p in R” and each A in af (p), then f is a homeomorphism from R” 
onto R”. 
After discussing the generalized erivative in Section 2, we shall prove this 
theorem in Section 3. 
2. THE GENERALIZED DERIVATIVE 
Let R” be real euclidean n-space and let L(R”, Rk) be the space of linear 
transformations from R” into Rk. Whenever x E R”, A E L(R”, Rk), S c R”, 
and 6 > 0, then 1x1 denotes the euclidean norm of x, /(A )( the familiar norm 
max(JAxJ: (xl = 1) of A,B,(x) the &ball (z E R”: Iz -xl < S} about x, and 
B,(S) the b-neighborhood u {BJz): z E S} of S. The convex hull, closure of 
the convex hull, and (when S is measurable) the n-dimensional Lebesgue 
measure of S will be denoted by co S, ES, and p(s), respectively. 
With the notation set, we can move to the definition of the generalized 
derivative. Suppose f maps R” into R k. We say f is locally Lipschitzian 
provided each point x has a neighborhood U where some number M satisfies 
I.%,) - f(r,)l G M I zi - z2) for all z, and z2 in U. In this case, by a deep 
theorem of Rademacher, the (Frtchet) derivative f’(x) exists at ,u-almost 
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every x. (See Frederer [6].) Moreover, l-almost every x is a Lebesgue point 
of the derived mapping f ‘. By definition such x satisfy 
1 - 
lim - 
r-0 PB,(X) J 
IIf’ -f’(x)ll &(z) = 0. 
B,(X) 
Let Lu’) stand for the set of all these Lebesgue points and let p belong to 
R”. Then the generalized erivative 6”(p) offat p is the nonempty, compact, 
convex subset 
n ASUP) 
8>0 
of L(R”, Rk), where AJf, p) denotes the collection 
G{ff(~): x E B,(p) n Ldf’)}. 
Clarke, in [2], introduced the generalized erivative (without the Lebesgue 
point restriction) to study nonlinear optimization problems with nonsmooth 
data. Since then, Clarke and others have continued to work with various 
generalized derivatives to extend results in nonlinear programming, the 
calculus of variations, optimal control theory, and differential equations. See. 
for instance, Auslander [ 11, Clarke [3,4,5], Goldstine 171, Halkin (9-111, 
Hiriart-Urruty [ 12-141, Penot [ 161, Pourciau [ 18-201, Sweetzer [21], and 
Warga [22-241. In the present work we use Clarke’s generalized erivative 
with a Lebesgue point condition. This added condition allows us to ignore 
null sets in forming the generalized derivative. For more on this, see 
Pourciau [ 191. 
The generalized derivative defined above enjoys many nice properties; 
many are proved in Pourciau [ 191. For the proof of our Hadamard theorem. 
two basic results are especially important. In the calculus of differentiable 
functions the Mean Value Theorem is fundamental; in the calculus of locally 
Lipschitzian maps we have a parallel, due to Lebourg [ 15 ] and Pourciau 
[ 181. To write down this result, we need to define the generalized erivative 
of a segment. Given any points p and q in R”, let [p, q] stand for the line 
segment (( 1 - t)p + tq: 0 < t < 1). Whenever f is locally Lipschitzian on a 
neighborhood of [p, q ], we abbreviate the collection 
cou W(x>:xE IPA? 
by af([p, q]) and call it the generalized erivative of the segment [p, q]. The 
collection af( [ p, q]) is nonempty, convex, and compact. Now we can record 
the 
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MEAN VALUE THEOREM. Suppose U is an open subset of R”, f is a 
locally Lipschitzian map from U into R k, and [ p, q] c II. Then 
f(q)-f(p)=A(q-p)forsomeA in af([p,ql). 
The second basic result we need to record here is a Lipschitzian version of 
the classical inverse function theorem. Consult Clarke [4] or Pourciau [ 191 
for the proof. 
INVERSE MAP THEOREM. Let U c R” be a neighborhood of p, and 
suppose f: U + R” is Lipschitzian, with an invertible generalized derivative 
af(p). Then p has a neighborhood V c U that f maps homeomorphically onto 
its image f( V). The local inverse g is Lipschitzian on this image, and 
g’[fWl =f ‘(W 
for p-almost every x in V. 
3. THE LIPSCHITZIAN HADAMARD THEOREM 
Let us begin the proof of the Lipschitzian Hadamard Theorem with some 
strategy. Suppose f maps R” into itself. We say f lifts line segments if for any 
c in the image f (R”), any d in R”, and any a in f - ‘(c) there is a continuous 
a: [0, 1 ] + R” satisfying a(O) = a and f o a = j? on [0, 11, where /3(t) = 
(1 - t)c + td. Plastock [ 171 has shown the pair (R”, f) is a covering space 
for R” when and only when f is a local homeomorphism and lifts line 
segments. As a corollary, a local homeomorphism is a homeomorphism onto 
R” provided it lifts line segments. But a map f enjoying the hypotheses of the 
Lipschitzian Hadamard Theorem must be a local homeomorphism, by the 
Inverse Map Theorem above, so to demonstrate that f carries R” 
homeomorphically onto itself, we need only prove that f lifts line segments. 
Choose any c in f(R”), any d in R”, and suppose /I: [0, l] + R” is the 
segment /3(t) = (1 - t)c + td. As a local homeomorphism, f must lift at least 
an initial piece of p: there must be a number S in (0, 1) and a continuous 
map a: [0, s3 -+ R” satisfying f o a = /3 on [0, 5). In fact, setting a = g o /3, 
where g is the local inverse off about c =/I(O), provides a suitable a. Let S 
stand for the least upper bound of those numbers s in [0, I] such that a 
extends to a continuous map on [0, s) with f 0 a =/3. 
For any t in [0, S), if g is the local Lipschitzian inverse off defmed on a 
neighborhood of P(t), then a = g o /I on a neighborhood of t, so a is locally 
Lipschitzian on [0, S). If a is actually Lipschitzian on [0, S), that is, if a has 
a uniform Lipschitz constant on [0, S), we can show f lifts line segments. 
For in this case, the limit E = lim,,,- a(t) exists (R” is complete), and 
putting a(S) = G makes a continuous and satisfy f 0 a =/3 on [0, S]. But 
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since f is a local homeomorphism, a would then extend to some c > S, 
contradicting the definition of S, unless S = 1. 
So, to finish the proof, we must show a is Lipschitzian on (0, S). Assume, 
for the moment, there is a constant K such that for every t in [0, S) and 
every A in aa( we have (]A ]] Q K. Then surely for every r’ and t” in [0, S) 
and every A in 
f%([r’, t”]) = co U {aa( t E [t’, t”]} 
we have ](A ]] < K. But for each such pair t’, t” the Mean Value Theorem 
implies a(t”) - a(t’) = A(t” - t’) for some A in &([t’, t”]), and therefore K 
is a uniform Lipschitz constant for a on [0, S). 
We are thus reduced to finding a constant K such that for all t in [O,S) 
and all A in i?a(t), we have ]]A ]] < K. Choose any t in [0, S). Let V be the 
neighborhood of a(f) and g the local Lipschitzian inverse advertised in the 
Inverse Map Theorem. Then a = g o p on some neighborhood of t. We have 
a chain rule for generalized erivatives (consult Clarke [3] or Pourciau [ 191 
for the proof), and it implies 
WV = M/W)1 0 P’W (*I 
for every real number h. (The right side of the inclusion is the set of all 
compositions.) Let us then study the collection ag]P(t)]. By definition, 
~gw)i = n 3 g’b9: yE B,P~)I nug3. 6>0 
Whenever 6 is sufficiently small, say 0 < 6 Q 8, the image of V under f 
contains B,[P(r)]. Now by the Inverse Map Theorem, the set 
N = (x E V: either f ‘(x) or g’ [f (x)] does not exist} 
has ,u-measure 0. Since locally Lipschitzian maps carry null sets onto null 
sets, f (N) also has p-measure 0, and this means ,u-almost every y in B&?(t) ] 
satisfies y = f (x) for some x in V and g’ [f (x)] = f ‘(x)-l. Let Y stand for 
the set of all such y. Recall the Lebesgue point restriction in our definition of 
generalized erivative permits us to ignore sets of p-measure 0. (See Pourciau 
[ 191, Proposition 4.2.) This means 
&M01 = n q g’(Y): YE B&WI n w) n Yb o<s<z 
Yet by hypothesis there is a number M such that ]] f ‘(x)-l II< M for every x 
in R" wheref’(x) exists, and it follows that IlBll Q M for every B in ag[P(t)]. 
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Noting that M is independent of t and recalling the inclusion (*), we infer 
IlAll<Mld- I h c w enever A E &x(t) and t E [0, S). Thus M Id - cl is the 
constant K we needed, and the proof is complete. 
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