Abstract. The subject of this paper is a first-order system least-squares formulation for the Stokes equation which remains uniformly valid in the limit of vanishing viscosity. For this so-called Darcy-Stokes flow problem we establish continuity and coercivity of the corresponding least-squares functional in appropriate norms. Two types of finite element spaces for the approximation of the velocity field are investigated in detail: the well-known Raviart-Thomas elements and an element recently introduced by Mardal, Tai and Winther specifically for mixed approaches to Darcy-Stokes flow. The computational results derived with next-to-lowest order Raviart-Thomas elements as well as the Mardal-Tai-Winther elements confirm the analysis.
1. Introduction. Our purpose in this paper is to present a least-squares finite element method for Darcy-Stokes flow which remains valid for arbitrarily small viscosity. This type of singular perturbation problem was studied before in [11] where a successful mixed finite element approach is presented. The mixed variational formulation of [11] is of saddle point structure with its well-known limitation on the admissible combinations of finite element spaces. One of the motivations for the development of the least-squares approach presented in this paper is the greater flexibility in the choice of finite element spaces which is not restricted by a compatibility condition.
In the limit of vanishing viscosity, our least-squares formulation turns into the one proposed in [8] . The approach in [8] constructs approximations for the pressure and the velocity in H 1 (Ω) and H(div, Ω), respectively. In the viscous case, however, an approximation for the velocity is sought in H 1 (Ω) 2 instead. This is achieved by an augmentation with a least-squares functional along the edges of the triangulation over the jump of the tangential component and by introducing the velocity gradient as an additional variable. The case of small viscosity is handled by an appropriate weighting of the components in the least-squares functional.
Our main motivation for this work comes from the treatment of shallow water systems treated with the method of characteristics for time discretization. In this context, linearization of the boundary value problems at each time-step leads to flow problems of Darcy-Stokes type. Shallow water flow is described by the scalar water level and by the velocity field. These process variables are directly approximated by the first-order system least-squares formulation treated in this paper. The extension to shallow water systems including a viscosity term is therefore straightforward. For vanishing viscosity that approach reduces to the first-order system least-squares method investigated in [14] .
Among the most popular methods for the case µ = 0 is the Raviart-Thomas mixed finite element method which couples, for example, lowest-order Raviart-Thomas elements for the flux with piecewise constant functions for the scalar variable. This approach is well studied in the case of the linear first-order Darcy-type system (see e.g. [4, Section III.5]) as well as for the shallow water system without viscosity (see [10] , [13] ). For non-vanishing viscosity different pairs of finite element spaces are used. Among the most common approaches is the Taylor-Hood element pair which combines quadratic conforming elements for the velocity field with linear conforming ones on the same mesh for the scalar variable. Again, this approach is well-known to be stable for the mixed variational formulation of the Stokes problem (see e.g. [4, Section III.7] ). It is also widely used for the numerical treatment of the shallow water equations with viscosity (see e.g. [12] ).
A smooth transition between both of these situations was achieved only recently by Mardal, Tai, and Winther in [11] . Their element is nonconforming for the Stokes system (i.e., with respect to H 1 (Ω) 2 ) and it is conforming in the case of vanishing viscosity (i.e., with respect to H(div, Ω)). The finite element of Mardal-Tai-Winther is represented by three basis functions per edge, two for the normal component and one for the tangential component of the velocity field. It is shown to be stable if combined with a piecewise constant pressure approximation (cf. [11] ). Another nonconforming approach for the Darcy-Stokes problem was studied by Burman and Hansbo in [7] based on a stabilized Crouzeix-Raviart element.
Our approach proposed in this paper is based on a least-squares formulation of the Darcy-Stokes system which is obtained by introducing the velocity flux as an auxiliary variable. For non-vanishing viscosity it is augmented with an edge functional involving the tangential velocity component. If next-to-lowest order (quadratic) Raviart-Thomas elements are used for the velocity field, then approximation order 2 is obtained for the case of zero viscosity. In the presence of positive viscosity, only approximation order 1 is achieved. More precisely, the behavior for small viscosity is such that the error reduction is of order 2 on coarse meshes and eventually reduces to order 1 on finer meshes where the viscous error components are no longer negligible. Of course, the finite elements by Mardal-Tai-Winther can also be inserted into our least-squares formulation. This leads to approximation order 1 independently of the size of the viscosity which is also verified by our numerical computations.
The element-wise evaluation of the least-squares functional constitutes an a posteriori error estimator at no additional cost. This a posteriori error estimator gives rise to adaptive refinement strategies which dramatically increase the accuracy and efficiency of numerical methods in many practical situations. However, we do not report on adaptive computations in this paper and refer to work in progress on the viscous shallow water equations [9] instead.
For the above reasons, among others, least-squares finite element methods have become increasingly popular in recent years for a number of different application problems, see [2] for an overview. Several least-squares formulations for the NavierStokes equations have been studied in [1, 3] where the partial derivatives of the velocity field are also introduced as additional variables.
The structure of this paper is as follows. The first-order system formulation of Darcy-Stokes flow is presented in the next section. Section 3 investigates the nonconforming least-squares formulation which is set in the space H(div, Ω). It is shown that the least-squares functional satisfies continuity and coercicity estimates with respect to suitable norms. Finite element approximation estimates which are uniform in the limit of vanishing viscosity are derived in section 4. Finally, in section 5 the computational results for a test example with varying viscosity parameter µ are reported.
2. First-Order System Formulation of Darcy-Stokes Flow. For a region Ω ⊂ IR 2 with boundary Γ = ∂Ω we consider the boundary value problem
with non-negative parameters δ, µ. For (δ, µ) = (0, 1) this constitutes a stationary Stokes system while for (δ, µ) = (0, 0) (2.1) is simply a first-order reformulation of the Laplace equation. Our aim in this work is the development of a discretization scheme which remains stable uniformly as µ → 0. This involves that the boundary condition for the tangential velocity component must be smoothly faded out for µ → 0. For the solution of (2.1) we propose a least-squares finite element method which starts from the first-order system
resulting from the introduction of U as an additional variable. Our variational formulation will be based on the Sobolev spaces
H(div, Ω) denotes the Sobolev space corresponding to the norm
If we construct a function u N ∈ H 1 (Ω) which satisfies the boundary conditions in (2.1), then our aim is to solve (2.2) 
2 . The associated least-squares variational formulation would consist in finding (p,û,
2 . Before we turn to the investigation of this least-squares formulation, we consider the special case µ = 0 in more detail. Let us denote the first-order system (2.2) corresponding to µ = 0 by
and observe that
holds. For µ = 0, (2.3) reduces to the least-squares minimizaton of
Unfortunately, this formulation is no longer well-posed and needs to be formulated in the larger product space
Moreover, only the normal component n · u N may be prescribed at the boundary for u N which only needs to be in H(div, Ω). The well-posedness of this minimization problem may be deduced from coercivity and continuity of the associated variational formulation. In other words, it is required that there are positive constants α 0 and β 0 such that
As a first step towards such an estimate we observe that
where the mixed terms vanish due to integration by parts. Combined with (2.6), this proves (2.5) with α 0 = min{δ 2 , δ −1 } and β 0 = max{δ 2 , δ −1 }. We have therefore established continuity and coercivity with respect to
For simplicity, we have assumed δ > 0 in our analysis above and we will continue to do so throughout the rest of this paper. The case δ = 0 in (2.2) may be considered by adding a constraint such as Γ p ds = 0 which makes p unique. Of course, the boundary conditions must be compatible in this case which implies that Γ g ds = 0 must hold. Such an example will also be included in our numerical results.
The formulation (2.3) based on the first-order system (2.2) is only meaningful under the assumption µ > 0 while for µ → 0 the problem does not remain uniformly well-posed with respect to
Our goal in this paper is to derive an approach which is valid for the entire parameter range of µ ≥ 0. To this end, a suitable transition from u ∈ H 1 Γ (Ω) 2 to the space H Γ (div, Ω) is required. In the next section, we present an approach which treats the velocity in the space H Γ (div, Ω) in all cases and enforces the condition u ∈ H 1 Γ (Ω) 2 weakly for µ > 0.
A Nonconforming Least-Squares Formulation in H(div, Ω)
. For the nonconforming least-squares formulation we define a family of triangulations T h with a parameter h measuring the mesh resolution. The set of edges associated with the triangulation T h is denoted by E h . For a piecewise polynomial velocity field u ∈ L 2 (Ω) 2 and an edge E ∈ E h , the jump term may be defined as
Here, K l,E and K r,E denote the left and right triangles adjacent to E, respectively. Similarly, the jump term for the tangential velocity component may be defined as
For piecewise polynomial u ∈ H Γ (div, Ω), in fact, since the normal jump component vanishes on all edges,
holds for all E ∈ E h . With this, the least-squares functional may be defined as
The least-squares minimization problem consists of finding (p,û,
2 denote appropriate finite dimensional spaces to be specified in Section 4. The bilinear form associated with the functional (3.2) is given by
The solution of (3.3) also satifies the variational formulation
Similarly, the solution of (3.4) is characterized by
Our aim is to show that the least-squares functional associated with (3.3),
is also continuous and coercive with respect to suitable norms. Clearly, as in (2.6), we have
and therefore
The term in brackets clearly defines a norm on
2 which we may abbreviate as
.
From now on, we use the symbol to indicate that an inequality as above holds with constants which remain bounded as µ tends to 0. The above continuity estimate may therefore be rewritten as follows. Theorem 3.1. For the least-squares functional defined in (3.2),
Naturally, the derivation of a coercivity estimate is more complicated. To this end, we defineR
and observe that (2.6) . This leaves us with the task of deriving a lower bound forR(q, v, V). In fact, since our approximation results will be based on Strang's lemma (see, e.g., [4, Section III.1] or [5, Section 10.1]), it suffices to show coercivity ofR(q, v, V) with respect to the finite element spaces
We start with a technical lemma that will be used later in the analysis. Lemma 3.2. Assume that Θ h ⊂ H(div, Ω) 2 and Σ h ⊂ H Γ (div, Ω) are piecewise polynomial finite element spaces on T h . Then, there is a constant C > 1 such that the inequality
holds for all V h ∈ Θ h and v ∈ Σ h . Proof. Using (3.1) and the Cauchy-Schwarz inequality we are led to
with ρ ∈ (0, 1) still to be chosen appropriately below. Moreover, for all V h ∈ Θ h ,
0,K is due to a scaling argument). Assuming, without loss of generality, C > 1/2 and setting ρ = 1/(2C) in (3.12) finally implies
which also proves (3.11).
We are now ready to establish our coercivity result.
are piecewise polynomial finite element spaces. Then, for the least-squares functional defined in (3.2),
Proof. The definition of the operator in (3.10) immediately leads to
where integration by parts is used at appropriate places. With the constant C from Lemma 3.2, using (3.11) gives
which completes the proof of (3.13).
2 be the exact solution of (3.3), and let (p h , u h , U h ) ∈ Q h × Σ h × Θ h be the nonconforming approximation (3.4). Then, 
We investigate the second term on the right hand side, the so-called consistency error, more closely. For its numerator, due to (3.7), we obtain
Since, for the exact solution (p, u, U), R(p, u, U) = 0 and µ[t · u] E = 0 for all E ∈ E h , the consistency error vanishes which completes the proof. The norm |||(·, ·, ·)||| contains a term which, for µ > 0, couples ∇q and div V. A bound without such a coupling can easily be obtained by noting that
holds. Moreover, using
combined with the interpolation estimates presented in the following section, bounds for the approximation error may be deduced from Theorem 3.15.
Finite Element Approximation
Estimates. An appropriate choice of the combination of finite element spaces for the approximation of the variables in our least-squares formulation is motivated in the following discussion. To this end, let m ≥ 1 be an integer. For the approximation p h of p ∈ H 1 (Ω), we use standard H 1 -conforming finite elements of piecewise polynomials of degree m + 1. We may denote the corresponding subspace as Q h and get 
In addition, [6, Proposition III.3.6] generalizes this estimate to
Let Π h : H Γ (div, Ω) → Σ h be the interpolation operator used in association with the Raviart-Thomas spaces (see [6, Section III.3] ). If, furthermore, Φ h :
denotes the standard finite element interpolation operator, then we have
where the first identity follows from (3.1). This leads to
Thus, (4.2) can be augmented to
The auxiliary variable U ∈ H(div, Ω) 2 may be approximated row-wise by RaviartThomas elements of order m − 1, i.e.,
2 denotes the corresponding finite element subspace, then we obtain, again from [6, Proposition III.
All this finally leads to
In particular, for m = 1, i.e., using quadratic conforming elements for Q h , nextto-lowest order Raviart-Thomas elements for Σ h and lowest-order Raviart-Thomas elements for Θ h ,
is obtained for the finite element approximation.
As an alternative for the velocity approximation space Σ h , the finite element space by Mardal, Tai and Winther [11] is considered. The Mardal-Tai-Winther element was introduced specifically for mixed approaches to Darcy-Stokes flow. In this case, each component of the velocity field is represented by a piecewise polynomial of degree 3,
on each triangle K ∈ T h , with the restriction that div u h is constant on K and that n·u h coincides with a polynomial of degree 1 on each edge. Continuity of n·u h across edges makes this finite element space H(div)-conforming. In addition, the mean value of the tangential component is required to be continuous across edges, in other words,
In order to analyze the approximation properties of the Mardal-Tai-Winther element in association with our least-squares formulation, let Π h : H Γ (div, Ω) → Σ h be the corresponding interpolation operator (see [11, Section 4] ). Estimate (4.5) in [11] gives
Similarly as in the case of the Raviart-Thomas elements, (3.1) gives
where Φ h again denotes the standard finite element interpolation operator. This leads to
where we used (4.5) in [11] once more for the interpolation estimate associated with Π h . Combined with (4.7), this implies
h |u| 2,Ω .
(4.8)
If the Mardal-Tai-Winther elements for the velocity approximation space Σ h are combined with standard conforming linears for Q h and with lowest-order Raviart-Thomas elements for Θ h ,
is obtained for the overall approximation of the least-squares finite element approach.
5. Computational Results. The numerical tests for our least-squares finite element method are performed for the first-order system (2.2) on the square domain
elsewhere on Γ for the boundary conditions. Our interest is in the confirmation of the theoretical estimates for the finite element approximation properties derived in the previous sections of this paper. To this end, the computed values of the least-squares functional F(p h , u h , U h ) are shown in the following tables for variable sizes of µ and h. The coarsest triangulation (l = 0) consists of 12 triangles, 13 nodes and 24 edges and is uniformly refined five times resulting in a finest triangulation (l = 5) with 12288 triangles, 6337 nodes and 18624 edges. The dimensions of the finite element spaces Q h , Σ h and Θ h are also given in the tables in order to allow a comparison with respect to the computational effort. The first two sets of results listed in Tables 5.1 and 5 .2 are computed with (nextto-lowest order) Raviart-Thomas elements for the velocity approximation space Σ h . In order to achieve quadratic approximation order for µ = 0, piecewise quadratic standard H 1 -conforming elements are used for Q h . On the other hand, lowest-order Raviart-Thomas elements are sufficient for (each row of) the finite element space Θ representing the velocity gradient. Table 5 .1 shows the results with this combination of finite element spaces for δ = 1. For µ = 0 quadratic convergence (i.e., the functional behaves like h 4 and, consequently, its square root like h 2 ) can clearly be observed in the last row of Table  5 .1. For µ = 1 it is also obvious that the square root of the functional decreases only proportional to h, i.e., only linear convergence is achieved. For intermediate values of µ it appears that there is an initial phase of almost quadratic convergence which is then slowed down once the viscosity becomes dominant. Note that the functional even increases for certain values during a refinement step. The possibility that this may happen here is due to the nonconformity of the approach and the fact that the 6 .21 e-3 1.57 e-3 1 e-1 1.30 e-1 7.61 e-2 2.92 e-2 8.23 e-3 2.13 e-3 5.37 e-4 1 e-2 4.36 e-2 3.02 e-2 2.90 e-2 1.33 e-2 3.82 e-3 9.85 e-4 1 e-3 2.75 e-2 7.00 e-3 7.78 e-3 1.05 e-2 7.27 e-3 2.46 e-3 1 e-4 2.56 e-2 3.36 e-3 1.13 e-3 1.70 e-3 2.86 e-3 3.19 e-3 1 e-5 2.54 e-2 2.97 e-3 3.49 e-4 1.98 e-4 3.50 e-4 6.54 e-4 1 e-6 2.54 e-2 2.94 e-3 2.70 e-4 3.88 e-5 3.71 e-5 7.08 e-5 1 e-7 2.54 e-2 2.93 e-3 2.62 e-4 2.28 e-5 5.17 e-6 7.24 e-6 1 e-8 2.54 e-2 2.93 e-3 2.61 e-4 2.12 e-5 1.97 e-6 8.32 e-7 1 e-9 2.54 e-2 2.93 e-3 2.61 e-4 2.11 e-5 1.65 e-6 1.90 e-7 1 e-10 2.54 e-2 2.93 e-3 2.61 e-4 2.11 e-5 1.61 e-6 1.26 e-7 µ = 0 2.54 e-2 2.93 e-3 2.61 e-4 2.11 e-5 1.61 e-6 1.19 e-7 spaces are not nested. A closer inspection shows that the tangential jump term of the least-squares functional is actually responsible for this increase. Table 5 .2 shows the results with the same combination of finite element spaces as above for δ = 0. The convergence behaviour is quite similar to the case δ = 1.
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