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PROLOGO
El objetivo del trabajo es elaborar una
teoria de control para un tipo de modelos que se presentan 
en Economia: los modelos con expectativas racionales
para los que no sirven las técnicas habituales.
Estudiamos dos tipos de sistemas con
expectativas racionales:
a) Aquellos en que el valcr de la variable de estado
en el présenté, depende de expectativas sobre el valor
que dicba variable tomarâ en determinados perlodos futuros
(les llamamos modelos con expectativas futuras): b)
Aquellos en que el valor de la variable de estado en
el présente, depende de expectativas que, sobre el valor 
de dicba variable en el présente, fueron tomadas en
periodos pasados (les llamamos modelos con expectativas 
actuales, tomadas en el pasado).
Los problemas que estudiamos se refieren
a sistemas lineales, con funcional objetivo cuadrâtico
y formulados en tiempo discreto, ya que es de esta forma 
como aparecen planteados en la literatura econômica,
como sebalamos en el capitulo I.
El trabajo consta de cinco capltulos:
el primero es de introducclôn; en los capltulos II,III
y IV se desarrolla la teoria matemâtica y en el capitulo 
V se aplican los resultados obtenidos a dos ejemplos
econômicos y se recogen las conclusiones finales. Ademàs, 
bay un apéndice, en que aparecen los programas para 
ordenador utilizados en las aplicaciones del capitulo
V.
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En el capitulo I se parte del trabajo 
de Kydland y Presscot (1977), en el que llegan a la 
conclusion de que la teoria de control no sirve para
modelos econômicos con expectativas racionales. A continua- 
ciôn se analiza el papel de la teoria de juegos y de
las expectativas en modelos econômicos viendo que, en 
general, un sistema con expectatives racionales sera 
no causal, por lo que no serân aplicables las técnicas 
usuales de teoria de control. Se analizan las aportaciones 
de Aoki-Canzoneri, Chqw, Driffil y Buiter y se ve que, 
en determinadas condiciones, si son aplicables las técnicas
usuales de control, que hay algunas aportaciones sobre
nuevas técnicas y que es un campo sobre el que hace 
faite mas investigaciôn.
En el capitulo II se estudia el problème 
de control, caso de informaciôn compléta, para modelos 
con expectatives futuras. Se parte de la soluciôn que 
propone Chow para un caso particular, se analizan y
discuten aspectos de esa soluciôn y luego se resuelve 
el problems para el caso general, en los casos de variables 
exôgenas estocâsticas y determinlsticas, probândose 
que el resultado final al que llegamos es mâs general
que el de Chow y que, bajo determinadas condiciones 
ambos resultados coinciden. Finalmente se estudia la
versiôn deterministica del problema.
El capitulo III se dedica a modelos con 
expectativas futuras, para el caso de informaciôn incomple­
ts. En primer lugar se resuelve el problema de control:
la soluciôn que se obtiene es la misma que en el caso 
de informaciôn compléta, pero apareciendo la esperanza 
condicionada del vector de estado en lugar de dicho
vector de estado. Se estudia tambien el problema de
estimaciôn, para los casos Gaussiano y no Gaussiano,
obteniéndose la generalizaciôn del filtro de Kalman
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para estos modelos. Al relacionar el problema de estimaciôn 
con el problema de control, en el caso Gaussiano, se 
comprueba que, a dlferencia de lo que ocurre en modelos 
sin expectativas, no hay separaciôn entre estimaciôn 
y control.
En el capitulo IV analizamos modelos 
con expectatives actuales tomadas en el pasado. Resolvemos 
el problema de control, para el caso de informaciôn
compléta, cuando las expectativas se han tomado con
uno y dos perlodos de antelaciôn. A continuaciôn, para
el caso de informaciôn incomplete, resolvemos el problema 
de estimaciôn, en los casos Gaussiano y no Gaussiano,
cuando las expectativas se han tomado hasta con p perlodos 
de anticipaciôn, obteniendo la generalizaciôn del filtro 
de ,Kalman para este tipo de modelos.
El capitulo V comienza con un ejemplo
en el que se resuelve un problema de control para un
sistema con expectativas racionales con una variable
de estado (la tasa de inflaciôn) y una variable de control 
(la tasa de variaciôn de la oferta monetaria); el objetivo 
es llevar la tasa de inflaciôn a cero, partiendo de
una tasa inicial dada. En el ejemplo 2 tenemos dos variables 
de estado (tasa de inflaciôn y tipo de interés nominal)
y una variable de control (tasa de variaciôn de la oferta 
monetaria) y el objetivo es que las variables de estado 
se mantengan tan prôximas como sea posible a uno s valores 
prefijados, a partir de una situaciôn inicial. En los 
dos ejemplos se simulan los ruidos, se encuentran las 
soluciones ôptimas utilizando los resultados obtenidos
en los capltulos anteriores y se estudia la influencia 
de determinados cambios en los parâmetros del problema. 
El capitulo termina con las conclusiones finales del
trabajo.
C A P I T U L O - I
INTRODUCCIOW.
El control ôptimo ha sido utillzado 
con éxito en ingenierla y en economia de la empresa: 
asi, ha permitido ganancias importantes de eficiencia 
en la planif icaciôn de la producciôn y en el control 
de inventarios. Ha sido el instrumento bàsico para describir 
el comportamiento de individuos y empresas, cuando la 
actividad econômica se desarrolla a través del tiempo. 
También se ha utilizado en macroeconomia -Kendrick (1976) 
analiza alrededor de noventa aplicaciones- aunque el 
éxito es mâs discutible. Hay gran cantidad de trabajos 
sobre el control ôptimo aplicado a sistemas macroeconômicos: 
por ejemplo, podemos citar los libros de Aoki (1976); 
Chow (1976) y (1981), B. Friedman (1976), Pindyck (1973), 
Pitchford y Turnovsky (1977), Kendrick (1981) y Murata 
(1982).
Kydland y Prescott (1977) investigan 
la aplicabllidad de métodos de control ôptimo a sistemas 
macroeconômicos y llegan a la conclusiôn de que taies 
métodos no sirven para sistemas econômicos formulados 
con expectativas racionales. Vamos a comentar este articule, 
que tomaremos como punto de partida de nuestro trabajo.
1.- EL TRABAJO DE KYDLAND Y PRESCOTT (1977),
Consideran el siguiente modelo:
MAX S (y^,...,y,p, X^ » » » . Xij>) (1 )
Yt = (yi»'--' Yt-I' * 1 ..... Xy), para t=l,2,...,T (2)
x. t C^, para t=l,2 T
— 3 •
en donde x = ( x ^ , x ^ ....  x^J es el conjunto de polltlcas
(variables de decision de la autoridad econômica planificado- 
ra), y»(y.j^ ,y 2 » •. • .Y.J,) es el conjunto de variables de deci —
siôn de los agentes econômicos; S(y .... y.,p, x^,..., x,^ ) es
la funciôn objetivo, sobre la que hay acuerdo social.
Una politica ôptima x*, si existe, es aque- 
11a que es factible y maximiza la funciôn objetivo (1), suje
ta a la restricciôn (2).
A continuaciôn definen el concepto de consis- 
tencia, de la siguiente forma:
Una politica x es consistente si, para cada
période de tiempo t, x^ maximiza (1), tomando como dadas las
decislones previas y , . .., y  ^ t-1 ^ teniendo en
cuenta que las decislones polltlcas futuras ( x g, para s>t), 
se seleccionan de manera similar.
La inconsistencia de la politica ôptima es 
fàcilmente demostrada en el siguiente caso, con T»2.
MAX S(y,j^2* X i» Xg)
< yi= Y^(x ^,x 2 ) 
y?* Toty,. X,, x_)
Vamos a extendernos algo mâs que Kydland y 
Prescott, calculando très soluciones.
1) Soluciôn ôptima: x9 = (xj , x^ )
Suponiendo diferenciabilidad, la soluciôn Ô£ 
tima verificarà las condiciones de optimalidad de primer or—  
den:
3S 3S 3Y2 '^2 3S
3/1 3Xj 3/2 3/1 3x1 3xi_ 3X1
3S 3S
r 3/2 3/2-
3/1 3 X2 3/2 [ 3/1 3X2 3*2. 3x2
0 (:)
0(2)
"* }, x^ )
2) Soluciôn consistente no anticipada: x^=( x ^ ,"2 )
En el période 1 se utiliza la politica ôptima x^ y 
los agentes econômicos toman x^ , politica ôptima en el pé­
riode 2, como expectativa. En cuanto llega el periodo 2, to—  
mando x^, y como dados, la politica ôptima predeterminada - 
résulta subôptima y el planificador tiene incentives para cam 
biar x^, calculândola de manera que cumpla la condicion:
3 S
Y2 3X2
(3)
La soluciôn consistente ignora el efecto de X2 so 
bre y^. Comparando (2) con (3), vemos que la soluciôn consis­
tente coincidirâ con la soluciôn ôptima sôlo si 3 Y,
-= 0
o bien si
3 Y.
3) Soluciôn consistente anticipada: x^* ( xf, xf ).
En t*2, fi jades y^ ,^ Xj^ , el planificador calcularia 
Xg a partir de:
3 S 3S
3 y, 3x,
0 ■* x;
5 -
Los agentes econômicos forman sus expectativas te­
niendo en cuenta que en el periodo 2 se seguirà esa politica, 
funciôn de y de x^, con lo cual la politica ôptima en - 
t=l verificarà:
3 S 3 Yp
T5C
2 I
35 35
3 X—
d X. 
d X,
en donde:
f ’(xj
22l
3X, 3x,
1 -
3 X,
3 X
3*1
3x,
3X2
3/1
d X 3*2
3/1
f'(*, )
(1983)
Consideremos el ejemplo que utilizan Holly-Zarrop
MAX 5= -y^ -( yg-l)^- 2 x 3
/ r  *1+ *2
y X ,- X „
Soluciôn ôptima: x^= i; x^® -» y: %: /: s * — —0.25
- Soluciôn consistente no anticipada: x 
.2_ 1 %
En es­
te caso y.
1 - i : *2= "i
ya que los agentes econômicos habian considéra 
do en t=l, la expectativa de x ); y 3* con lo cual el - 
valor objetivo es: S^= yç - ç * -0.2291 (mejor que para la solu 
ciôn 1 ).
- Soluciôn consistente anticipada: x^, —È; x y  3. -11 11 '
y| = ÎY : S^= -0.619
— 6 •
La inconsistencia en el tiempo reside en el 
hecho de que el plan ôptimo que empieza en t=2 y toma 
lo anterior como dado no es una continuaciôn del plan 
ôptimo que empieza en t=l y toma como dados sôlo los 
sucesos previos a t>l. No es aplicable, por tanto, el 
principio de optimalidad de Bellman.
En el trabajo que estamos comentando, el modelo 
expuesto se aplica a dos problemas econômicos: uno referente 
a la relaciôn entre inflaciôn-desempleo y otro sobre 
politicas de crédite a la inversiôn. En ambos casos, 
la politica ôptima es inconsistante.
Kydland y Prescott consideran que se deberian 
utilizar sôlo politicas en bucle abierto que habria 
que anunciar con anterioridad o al principio de la planifi- 
caciôn y con restricciones a la libertad de elegir la 
politica en cada periodo, de manera que se forzara a 
las autoridades a mantener los planes previamente anuncia- 
dos. Este resultado ha sido utilizado como argumente 
a favor de reglas como tasas de crecimiento monetario 
constantes o presupuestos equilibrados, frente a la 
discreciôn implicada por la utilizaciôn de los métodos 
de control ôptimo para optlmizar la politica en cada 
periodo de decisiôn.
Los trabajos de Calvo (1978) y Prescott (1977) 
estàn en la linea del trabajo que estamos comentando 
y llegan a las mismas conclusiones. Una visiôn general 
del problema de la inconsistencia en el tiempo en sistemas 
econômicos con revislôn de toda la literatura aparece 
en Stutzer (1984).
La conclusiôn radical de Kydland y Prescott
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de que el control ôptimo no es aplicable a sistemas
econômicos con expectativas racionales, es respondida 
y rechazada en trabajos que comentaremos posteriormente. 
De todas formas, en el trabajo que estamos comentando 
tenemos una enseflanza importante y es que, como seflala 
Buiter (1983), algunas técnicas de optimizaciôn, como 
la programaciôn dinémica, désarroiladas y ampliamente
utilizadas en flsica e ingenierla, han sido aplicadas 
directamente, durante algunos ahos, a sistemas sociales 
y, especialmente, a. sistemas econômicos, sin caer en 
la cuenta de que hay, al menos, dos diferencias fundamenta- 
les entre sistemas flsicos y sistemas sociales, que 
hacen que no sea posible una transferencia directa de
las mismas técnicas de unos sistemas a otros: la primera 
de estas diferencias se refiere al elemento de teoria 
de juegos inherente a la mayoria de los sistemas econômicos; 
la segunda, al papel de las expectativas en modelos
econômicos. Estos dos aspectos aparecen claramente en 
el trabajo de Kydland y Prescott. Antes de pasar a comentar 
algunos trabajos posteriores sobre este tema, vamos 
a detenernos para analizar estas dos diferencias importan­
tes .
2.- EL PAPEL DE LA TEORIA DE JUEGOS.
En este comentario vamos a seguir bàsicamente 
a Buiter (1983).
El control ôptimo, en sistemas de flsica o 
de ingenierla, es un juego trivial, con un jugador contro- 
lando un sistema pasivo; es decir, es un juego contra 
la naturaleza. En economia y en ciencias sociales en 
general, se deben de tener en cuenta a muchos agentes
• 8
(jugadores), actuando independientemente, a menudo de 
manera no cooperative, con objetivos diferentes y, posible- 
mente, en conflicto.
En aplicaciones macroeconomicas, los agentes 
pueden representar economies domésticas, empresas, sindica- 
tos, organizaciones empresariales, ramas del gobierno 
o paises extranjeros. Incluso para el anâlisis de una 
economia cerrada, la modellzacion de la interacciôn 
sector publico-sector privado como un juego dinamico 
esta aun en sus primeros pesos.
Para ilustrar las ideas que estamos exponiendo, 
vamos a considérer el siguiente modelo dinamico, en 
el que intervienen los agentes 1,2,...JP
y^^^^/t— 1 * 3 ^Pt*Pt * ^t * *^ t ’ P®^® t*i,2,..., T
P=1
en donde: : es un vector de variables de estado en el
periodo t,
xp^;es un vector de variables de control para 
el agente p, en t. 
b^ : es un vector de variables exôgenas
(u^)• son vectores aleatorios incorrelados, con 
Eut»0, Vt.
Cada jugador p minimisa 
V p * ^ o [ è  (/t-a pt)'Kpt (/t-a pt ) } • para p«1.2 P
Necesitamos définir conceptos de equilibrio apropia_ 
dos para resolver los problemas de este tipo.
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La soluciôn de Stackelberg, muy utilizada, 
se basa en la idea llder-seguldor. Se supone que el seguldor 
o los seguldores (por ejemplo, agentes prlvados) toman 
las acciones del lider (por ejemplo, el gobierno) como 
parâmetros cuando seleccionan sus estrategias ôptimas 
mientras que el lider sabe que el comportamiento de los 
seguidores va a depender de las acciones que tome.
En el modelo que hemos considerado, suponemos que 
el jugador 1 es el lider o jugador dominante y que los juga­
dores 2,3,...,P son los seguidores. El lider reconoce y explo 
ta el hecho de que el comportamiento de los seguidores viene 
expresado por la funciôn de reacciôn:
Xpt-Gft /t-l+Gpt *lt+«;t ' par* %
Sustituyendo, la ecuaciôn del sistema queda, desde 
el punto de vista del lider, en la forma:
que permits calcular fàcilmente la régla de control ôptimo —  
del lider:
^lt“®lt^t-l'^®lt
La ecuaciôn del sistema, desde el punto de vista - 
del seguidor p sera:
P P P
yt"(At+ ;^CjtGjt)yt_i+Cpt*pt+(Cit+ CjtSjt^Jt
j^ p
que permite calcular t^-l'^ '^ pt *lt+Gpt ' P*r® P=2,...,P
Los valores de t-Sit’^ pt’“^pt ’®pt ' ®P®recen en - 
Buiter (1983).
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Soluciôn de Nash: es aquella soluciôn en la que nin 
gûn jugador puede reducir su pérdida esperada, cambiando unl- 
lateralmente su estrategia.
Para el modelo que estamos considerando:
( xj , x| ....... x* ) es una soluciôn de equilibrio de
Nash, si :
V p ' * !  "E "pi lEpWpi":...... "p......... "pi
para p* 1,2..... . P
La soluciôn de Nash, para el ejemplo que estamos - 
considerando, es de la forma: Xp^»Gp^y^_^+gp^ , y aparece ex 
plicitada en el articule de Buiter. En este caso la estrate­
gia ôptima de cada jugador se détermina conjuntamente con —  
las estrategias ôptimas de los demâs jugadores y depende de 
ellas. Para P«l, esta soluciôn de Nash coincide con la solu­
ciôn conocida del problema.
Chow (1981) calcula las soluciones Stackelberg y - 
Nash para un modelo anàlogo al considerado aqui, con P=2 y, 
ademàs, trata el tema de la estimaciôn de paramètres en ambos 
casos.
Otros tipos de soluciones propuestas han sido la del 
comportamiento lider-lider y también soluciones cooperatives 
(por ejemplo, en Fisher (1980)).
En el trabajo de Kydland y Prescott (1977) que hemos 
analizado se sigue la idea de soluciôn de Stackelberg, con la 
autoridad planificadora como lider y los demàs agentes econômi^ 
COS como seguidores.
— 11 —
3.- EXPECTATIVAS.
En la mayoria de las decislones econômicas 
no triviales interviens la variable tiempo. En economia, 
las decislones de los individuos en un momento del tiempo 
dependen de su visiôn del futuro, es decir, de sus expectati­
ves. Lo mismo ocurre en el comportamiento de los agregados 
econômicos que forman los modelos macroeconômicos.
Las expectatives van a ser importantes en nuestro 
trabajo, ya que nos proponemos estudiar el problema de 
control, cuando el sistema contiens "expectatives racionales" 
de las variables de estado, caso en el que no son aplicables 
las técnicas matemàticas conocidas.
Veamos algunos ejemplos sencillos, que nos 
ayuden a ilustrar el tema:
Consideremos la teoria del comportamiento 
del consumidor. Una decisiôn de ahorrar implies la decisiôn 
de posponer el consumo al futuro. Asi, en decidir si 
ahorrar o no o en decidir cuanto ahorrar en un periodo 
dado, se necesitaria considérer la tasa future de inflaciôn 
y la expectativa de ingreso futuro.
Cuando los contratos salariales se fijen 
en términos nominales, pero las empresas y los trabajadores, 
sin tener ilusiôn monetaria, se preocupen sôlo de salaries 
reales, sera necesario que los negociadores tengan en 
cuenta la tasa de inflaciôn que prevean a lo largo del 
periodo que dure el contrato.
Consideremos una decisiôn de inversiôn: el
inverser se preguntarâ. ^Cuênto vale la pena pagar para 
adquirir un bien de capital duradero con el que se va
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a fabricar un product© que se destinarâ a la venta?. 
La teoria nos dice que el valor présente V, que indlca 
lo quemerece la pena pagar es:
V.
^  (PgQg-U^Xl-tg)  ^ ......   ^ (fnOn-"n)(l-tn)
(l+i)l (1+i)^ ' ' (1+i)"
•^ n (1-tn)
(1 + i)'
en donde n es la vida, en aflos, del bien de capital, Q es el
output, P el precio de venta; U el coste; J el valor
al final; t el impuesto; i la tasa de interés.
Un intent© racional de calcular el valor présente 
del activo, requerirâ evaluar, de alguna forma, los
valores que tomaràn en el futuro n,J,Q,P,U,t,i.
Podriamos poner muchos mâs ejemplos, pero 
los anteriores resultan suflcientes para ilustrar el
tema. Es clara la necesidad de que la teoria econômica 
incorpore las expectatives y los factores que dan lugar 
a cambios en ellas.
Shaw (1984) sefiala que, desgraciadamente,
en general las expectatives no han sido tratadas de 
manera acorde con su importancia. Muchos modelos econômicos 
no tratan para nada de expectativas o las tratan sôlo
implicitamente, suponiendo que ya van incorporadas en 
los valores de los parâmetros.
Veamos ahora brevemente la consideraciôn que
se ha dado al tema de las expectatives y su modelizaciôn, 
en economia.
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Keynes y las expectativas.
Una de las aportaciones de Keynes fué reconocer 
que la teoria macroeconomics necesitaba» incorporer el 
papel de las expectatives. Segûn él, haciendo referencia 
a asuntos econômicos, "el conocimiento del futuro es 
fluctuante, vago e incierto"; sobre el futuro econômico 
incierto no caben càlculos razonables, a diferencia 
de lo que ocurre en un juego de poker o en una loterie.
Para Keynes las expectativas no pueden ser
tratadas como variables endôgenas en un modelo econômico 
formai. El decidiô tratarlas como variables exôgenas. 
En su Teoria General, analiza el comportamiento de las
variables endôgenas, en un momento del tiempo, condicionadas 
a un conjunto de expectatives exôgenas sobre el futuro. 
Es entonces naturel analizar las propiedades de estàtica 
comparative del modelo, suponiendo un cambio exôgeno 
en las expectatives.
Este apartado aparece mucho mâs desarrollado 
en Begg(1982) y Shaw (1984).
-Expectativas estâticas.
Constituyen la manera mâs simple de introducir 
expectativas en un modelo. Se supone que las condiciones 
de hoy se mantendrân en el futuro. Por tanto, las expectati­
ves de las variables futuras, serân indentificadas con
los valores actuales.
Las expectatives se pueden referir a variables 
como precios o niveles de output futuros (identificados 
con sus valores actuales) o a ritmos de crecimiento 
de variables (asi tendremos, por ejemplo, tasa de inflaciôn
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futurs o tasa de crecimiento econômico future, identlfIcados 
con tasa de inflaclôn o tasa de crecimiento econômico 
actuales). En cualquier caso, la hipôtesis de expectatives 
estàticas supone que la economia ha alcanzado un estado 
de equilibrio astable. Gran parte de la economia clàsica, 
suponia tàcitamente la existencia de expectatives estàticas.
Por tanto, en expectativas estàticas: / t+k/t^^ t'
yt/t_k*yt-k ' k»l,2,3,... en donde es la expectat^
va que en t«j se tiene del valor que la variable y, tomarà - 
en t-i.
Un anàlisis de las ventajas e inconvenientes de - 
las expectativas estàticas aparece en el libro de Shaw.
- Expectativas adaptatives.
Esta modelizaciôn de las expectativas fué 
ideada por Cagan (1956) en el contexte de una situaciôn 
de hiperinflaciôn. La doctrine de las expectativas adaptati­
ves supone que los agentes econômicos formaràn sus expecta­
tivas a la luz de la experiencia pasada y que, en particular, 
aprenderàn de sus propios errores. La hipôtesis establece 
que:
n/t-l - 't.l/t.2 • “< 't-1 - ‘’t-l/t-2> • '
en donde Vj/j la expectative que se tiene en t=j, del valor 
que tomarà la variable y, en t=i.
Teniendo en cuenta que ' ^t-2/t-3 *
+ o( y% _ 2  - yt-2/t-3^ ’ y sustituyendo de mane
ra recursive, obtenemos:
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y%/t-l ° a Yt-1 )yt-2+ yt-3 ■"...... " *(!'*)"
•l^t-n-1 * ) yt-n-l/t-n-2
Todos los sumandos, excepto el ultimo, son observa 
bles. A1 ser 0<a < 1, (1-o es menor cuanto mayor es n.
Suponiendo que el valor de esta expectative final es finito, 
podemos despreciar este ultimo sumando, considerando un valor 
de n suficientemente grande. Por tanto, y se considéra,
en la hipôtesis de expectativas adaptativas, como un valor - 
obtenido a partir de los valores pasados ponderados de la propia 
variable.
La hipôtesis de expectativas adaptativas supuso 
un avance considerable, pero encontrô objeciones importan­
tes, entre las que destacamos las siguientes: 1*} La
hipôtesis sôlo tiene en cuenta lo ocurrido en el pasado. 
Supongamos que la OPEC tiene una reuniôn la prôxima 
semana pero el resultado de sus deliberaciones es un 
asunto formai, ya que se sabe que anunciarân que se 
doblan los precios del petrôleo. SCguramente los économistes 
estarân prediciendo mayor inflaciôn desde el momento 
en que aparecen las primeras noticias sobre la subida 
del petrôleo. La hipôtesis de expectativas adaptativas 
establece que los agentes econômicos alzan las expectativas 
de inflaciôn, sôlo después de que inflaciôn mas alta 
ha tenido ya lugar. ^tilizando una régla asi, los individuos 
cometerân errores sistemâticos, infravalorando la tasa 
de inflaciôn real, algunos périodes después de que suban 
los precios del petrôleo. 2*) En la hipôtesis de expectati­
vas adaptativas se supone que las ûnicas variables que 
tienen que considerarse son valores pasados de la variable 
sobre la que se van a tomar las expectativas. Este anàlisis
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de equilibrio parcial no se ajusta a la tradiciôn macroeco- 
nofflica en la que el equilibrio general o efectos globales 
en el sistema son de gran importancia. Por ejemplo, 
datos sobre tasas pasadas de crecimiento monetario pueden 
complementar a datos de tasas de inflaciôn pasadas en 
predecir inflaciôn futurs.
Un anàlisis màs detallado aparece en los libros 
de Begg, Shaw y Attfield-Demery-Duck (1985).
- Expectativas racionales.
La insatisfacciôn con la hipôtesis de las 
expectativas adaptativas diô lugar a la bûsqueda de 
formulaciones alternatives, surgiendo la hipôtesis de 
las expectativas racionales, ideada por Muth (1961), 
formalizando un trabajo anterior de Modigliani y Grunberg 
(1954). El primero en aplicar la hipôtesis a la macroecono- 
mia fué Lucas en 1972.
El punto de partida de las expectativas racionales 
es que los agentes econômicos no deben cometer errores 
sistemâticos, lo cual quiere decir que sus pronôsticos 
sobre el future deben ser correctes, en media, si los
individuos estàn satisfechos con su mécanisme de formaciôn
de expectativas. Si no es asl, cambiaràn el mécanisme.
Existent varias versiones de la hipôtesis de 
expectativas racionales, dependiendo de la informaciôn 
que se supone poseen los agentes econômicos. La que
nos interesa a nosotros es la versiôn de Muth, que es
la que màs se ha utilizado en discusiones académicas 
y la que ha generado mayores implicaciones y conclusiones 
en polltica econômica. Esta versiôn, que es la màs fuerte 
en cuanto a exigencies, supone que los agentes conocen
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la estructura compléta del modelo y los valores prevlos
de todas las variables relevantes en el modelo, ademàs
de las politicas del gobierno en operaciôn. Ademàs, 
si el modelo es estocàstico, se supone que los agentes
conocen las propiedades estadisticas de las perturbaciones 
aleatorias.
DEFINICION:
La hipôtesis de expectativas racionales, en 
el sentido de Muth, supone que la expectativa que tienen
los agentes econômicos en un instante t, sobre el valor 
que tomarà una variable en el futuro (que es subjetiva 
e inobservable), es la esperanza matemàtica condicionada 
a la informaciôn que se posee en t, implicada por el 
modelo.
La hipôtesis supone, por tanto, que los individuos 
actûan como si conocieran el modelo y formaran sus expecta­
tivas de acuerdo con él.
Debemos seflalar que, aunque la definiciôn
que hemos dado anteriormente es la que aparece normalmente 
en la literatura, es màs restringida que la que diô 
Muth. En efecto: en su trabajo original de 1961, Muth
establece que las expectativas de los agentes (o màs 
generalmente, la distribuciôn de probabilidad subjetiva 
de los resultados), coinciden, para el mismo conjunto
de informaciôn, con las predicciones de la teorla (o 
la distribuciôn de probabilidad "objetiva" de los resulta­
dos.), El hecho de que la mayorla de los trabajos sobre
expectativas racionales indentifiquen las expectativas 
de los agentes con las esperanzas matemâticas implicadas 
por el modelo, lo justifica Shiller (1978), diciendo
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por una parte que, para el caso lineal, modelos que incluyen 
simplemente esperanzas matemâticas de variables son fâcilmen 
te manejados y, por otra, que la mayor parte de las caracte- 
rizaciones del comportamiento humano en la literatura macroeco 
nômica prâctica que precediô al desarrollo de los modelos con 
expectativas racionales, depende de simples esperanzas matemà 
ticas de futures variables, y de ningûn otro momento.
Por tanto:
yUk/t ' ^ ( Pt+k/it )
en donde el conjunto de informaciôn disponible en el tiempo t 
contiene el conocimiento de la estructura del modelo y de to­
das las variables del modelo que son conocidas por los agentes 
en el tiempo t.
Veamos un ejemplo:
Consideremos el siguiente modelo macroeconômico, - 
que aparece en el libro de Minford y Peel (1983):
n>t-Pt-^ yt (1)
Pt"Pt/t-i+*(yt- y ) (2)
m^* ® + E (3)
en donde m^, p^, y^, son los logaritmos de la oferta monetaria, 
del nivel de precios y del output, respectivamente; ÿ es el ob 
jetivo del output; m es el objetivo monetario (ambos valores 
se supone que son constantes conocidas). {e^}se supone que son 
variables aleatorias normales, de media cero, incorreladas. - 
p*l^_j es la expectativa que, en el periodo t-1, tienen los 
agentes sobre el valor que tomarà la variable p en el periodo t
La primera ecuaciôn del modelo es una funciôn
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de demanda de dinero, con elastlcldad de Interés cero 
y elastlcldad de ingreso uno. La segunda ecuaciôn es 
una curva de Phillips, que establece que la tasa de 
inflaciôn iguala a la expectativa de inflaciôn del periodo 
anterior més una funciôn del exceso de demanda. La tercera 
ecuaciôn del modelo es una funciôn de oferta de dinero. 
Los periodos se supone que son trimestres.
La hipôtesis de expectativas racionales establece
que
Pt/t-1 =E(Pt' It-1 )
en donde I^_^, en este caso, se refiere al conocimiento de - 
las ecuaciones del modelo y a los valores pasados de todas - 
las variables. Veamos cuanto valdria:
Tomando esperanzas condicionadas a en (2):
E (p,i ). E (ptiifi (yt'it-i E(yt'it-^
Haciendo lo mismo en (3), y teniendo en cuenta que
E ('t'It-1 ; E (mt'It-1 ™
A partir de (1):
'-E >• : (yt'it-i '
Por tanto: = E (p^l^t-l ) * ® - ÿ
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En nuestro trabajo vamos a construir la teorla 
de control sobre modelos que contlenen expectativas
racionales de las variables endôgenas. Nos ocuparemos 
de dos tipos de sistemas:
(para t» 1,2 T)
en donde: es un vector de variables endôgenas
x^  es un vector de variables de control
b^ es un vector que recoge los efectos combinados
de las variables exôgenas no sujetas a control
es un vector aleatorio.
Las expectativas son racionales. Por tanto: 
yI+i/t-1 " E( yt+illt_i) . para 1-0,1 
P
en donde ^t/t-i " E ( ftllt-i ) ' para i =
El tema de las expectativas racionales es 
de mucha importancia y actualidad, en economia. Incluso 
ha dado lugar a una importante escuela de pensamiento,
representada principalmente por R. Lucas y T. Sargent, 
llamada la escuela de las expectativas racionales o
de los nuevos macroeconomistas clâsicos. Debemos aclarar, 
como seAalan Dornbush y Fisher (1985), que una cosa 
son las expectativas racionales como teorla de las expecta­
tivas, y otra la escuela de las expectativas racionales,
que mantiene posiciones que van màs allà de la identifica- 
ciôn de la expectativa con la esperanza condicionada,
como son su enfoque de equilibrio de los mercados, su
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opinion sobre el papel de la polltica monetaria y de 
la politics fiscal, su posture ante el desempleo o su 
criteria sobre la capacidad que tienen las autoridades 
econômicas en influir en las variables reales.
Un anàlisis de las critlcas a la hipôtesis 
y de los argumentes de los defensores aparece en el 
libro de Begg.
Entre la abqndante bibliografia sobre expectativas 
racionales, podemos citer: Begg (1982), Minford y Peel
(1983), Sheffrin (1983), Shaw (1984), Attfield-Demery 
y Duck (1985), sobre descripciôn de la hipôtesis y sus 
implicaciones en econometria y macroeconomia. El libro 
de Mishkin (1983) tiene un enfoque emplrico. Whiteman 
(1983) presents un enfoque tàcnico de manejo de sistemas 
lineales con expectativas racionales. El libro editado 
por Fisher (1980) recoge una serie de trabajos de diverses 
autores sobre implicaciones en politics econômica. El 
libro editado por Lucas y Sargent (1981) contiene una 
selecciôn de 34 articules importantes sobre el tema. 
El articule de Shiller (1978) revisa criticamente la 
literatura existante.
4.- SISTEMAS CAUSALES Y NO CAUSALES.
Vamos a distinguir entre el tipo de sistemas 
usuales en la literatura de control (que llamaremos 
sistemas causales) y otro tipo de sistemas que no cumplen 
una de sus hipôtesis fundamentales (a los que llamaremos 
no causales), entre los que se encontraràn los modelos 
econômicos con expectativas racionales. Estos modelos 
y su utilizaciôn en problèmes de control ôptimo, van 
a constituir el objeto de nuestro trabajo.
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Una de las hipôtesis fundamentales sobre la 
funciôn de transiciôn de estados en la teorla de sistemas 
usual es que es causal ; dada una funciôn input admisible 
X, la transiciôn del estado y (to) en el instante t-to, 
al estado y(t^)-0 ( t^,to,y(to),x) en el instante t^, sôlo —  
puede depender de x, a través de los valores que toma x des­
de el instante to al instante t^. Si dos funciones input to­
man los mismos valores entre to y t^, entonces deben llevar 
al sistema al mismo estado en t^. Asi, el sistema y +
+Cx^+ u^ es causal y su utilizaciôn en optimizaciôn dinàmi- 
ca no présenta ningûn problema (es aplicable el principio de 
optimalidad de Bellman).
En algunos sistemas que aparecen en la literatura 
econômica esa hipôtesis no se verificarâ. Veamos un impor­
tante caso que nos sirva para ilustrar esa caracterlstica - 
fundamental :
Consideremos el modelo de ecuaciôn:
Pt"Ayt-i + +CXt + Lt
en donde: y^ es un vector de variables endôgenas
x^ es un vector de variables de control (instrumen 
tos politicos)
{u^ son vectores aleatorios, mutuamente incorreladoa 
de media cero.
^t+l/t expectativa que, en el periodo t, tie
nen los agentes sobre el valor que la varia 
ble y tomarà en el periodo t+1.
El modelo anterior puede ser interpretado como el 
de una economia en la que los agentes privados son seguido—  
res Stackelberg, que toman como dadas las acciones del gobier 
no, que contrôla con las variables x^.
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Supongamos:
a) Que las expectativas se consideran estàticas. 
Entonces y y  «1 sistema queda:
yç-(I-B)"^^ç_j + (I-B)"^Cx^. + (I-B)’  ^u^, luego es un 
sistema causal.
b) Expectativas adaptativas:
En tal caso: y ^+0(1-0)y
El sistema queda: 
y%"Ay^ ^*B0y^+B0(I-0)y^ ^+B0(I-0)^y^_2+""'*+Cx^+
** y^ -(I-B0)“^  [a+B0(I-0)] y^ _j+(l-B0)"^ B0(I-0)^ y^ _2*
+ (I-B*)"lB0(I-0)3y^_g ♦..... ♦d-B0)"^Cx^+ (I-B0)"^u^
que es un sistema causal.
c) Expectativas racionales:
Entonces y'^^y^ -E( yt+illt) , en donde el con—  
Junto de informaciôn incluye la estructura del modelo y —  
todos los valores présentes y pasados de las variables endôge 
nas y de las variables exôgenas.
Tenemos, por tanto, el sistema:
(1) yj.A>,.,.BE( y,..11,1
Vamos a resolverlo, utilizando el método llamado de 
coeflcientes Indeterminados, usual en la literatura sobre ex-
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pectatlvas racionales.
Establecemos la hipôtesis de que la soluciôn toma­
rà la siguiente forma:
(2) ?t" ^^t-l* "2*t+ " 3 " t +  OiEfXt+ilI;)
Ahora vamos a calcular los valores de y de n^.
Para ello, a partir de (2):
?t+l * ^ï^t* ^2*t+l* ^3 *t+l* GlE(*t+i + lt^t)">
*  ’ ,y,. % E  O f i l l ,  '♦ M
Sustituyendo en (1):
(3) y^-{I-B %i)"^Ayt_i + (l-B ir ^  )~^Cx^+(I-B tt u^<
+ (I-B %i)-lB *2E(Xt + i|It)+ (I-B*i)-1 Bn^
E(*t+l+illt)
Igualando los coeficientes de (2) y (3), obtenemos:
*2*(I-B C
TT  ^ ^
Jîj«(I-B iT ^ B Ti 2
If )“^B Pj_i» para j > 1
La ecuaciôn (3) represents a un sistema en 
el que su estado en un momento del tiempo es funciôn
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de inputs pasados y présentas 1 % 0) Y de in­
puts futures anticipsdos i> 0). La ecuaciôn (3)
puede que no ses no causal en el sentido estricto del térmi- 
no, porque E(x^^^^^il^), i > 0  , es sôlo funciôn da la infor
maciôn disponible en el tiempo t. En el caso en que el sia- 
tema ses deterministico expectativas racionales equivalen s 
previsiôn perfects y, para el modelo que estamos viendo:
• y ^ - d - B  *i)"^Ayt_i+(l-B *i)"^CXt+(I-B* j)"^B Xj^t+l *
r d - B  tr j) B n 
l'I
que ya es claramente no causal en el sentido estricto
del término. Independientemente de lo apropiado del término 
no causal para sistemas del tipo (1) o (3), el hecho 
de que expectativas actuales de variables de control
futures afecten al estado actual, hace que el sistema 
sea cualitativamente diferente del sistema standard causal, 
cuando vaya a utilizarse para control ôptimo.
En general, para modelos econômicos con expectati­
vas no habri ningûn problema en la utilizaciôn de las
técnicas usuales de control ôptimo si las expectativas 
no son rscionales. En el caso de expectativas racionales,
el modelo es cualitstivsmente diferente del tipo de sistemas 
usuales en la literatura de control y no son aplicables 
sus métodos (al menos directamente aplicables). Kydland 
y Prescott llegsron a la conclusiôn de que esas técnicas 
no se pueden utilizer, en ningûn caso y bajo ninguna forma 
en sistemas econômicos con expectativas racionales. Hay 
trabajos posteriores que discuten y rechazan esta conclusiôn. 
A continuaciôn vamos a comentar algunos de ellos.
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5.- TRABAJOS POSTERIORES AL DE KYDLAND Y PRESCOTT.
Vamos a comentar los trabajos de Aokl-Canzonerl 
(1979), Chow (1980) Driffill (1981) y Bulter (1983). 
Todos ellos tratan el problema de control ôptimo, cuando 
el sistema contiene expectativas racionales de variables 
futures.
Aokl-Canzoneri; En su trabajo tratan fundamental- 
mente otro tipo de sistemas con expectativas racionales 
(de variables actuales, tomadas en el pasado), que comenta- 
remos en el apartado siguiente. Como extensiôn consideran 
también el caso que nos ocupa:
yt=4/t-l+9y;+i/t_i +Cx^+ Ut con y^i/t-i“E ^Yt^illfl^
suponen que x^«G^y^_^+v^ , en donde {G^ es una secuencia de 
matrices politicas deterministicas y {'yson vectores aleato—  
rios incorreladoa, de media cero. Los conjuntos de informa—  
ciôn son: Yt-i’ *t-i' ^t-i-l’ *t-i-l)......
Efectuan transformaciones en el sistema, obtenien-
do:
y t"Ayt-l+Byt+l+CXt-B( %'t + l+CVt + i) + (I-BWi)ut-BWiCvt
en donde no esté especificado. Imponen (arbitrariamente) - 
W^-0, con lo cual se puede poner:
y, en esta forma, el sistema ya puede ser utilizado para con 
trol.
Tratan también el caso en que B es singular y sefia 
lan las transformaciones a realizar.
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A continuaciôn estudian modelos del tipo:
yt"Ayt-i+*y;/t-i+Dy%/t.i +c*t+ "t 
*t"Gtyt-i+ ''t
en donde -E [^^i.t-^i.t / t - 1 ' ^ t - l ]
y reducen el sistema a una forma adecuada para utilizer las 
técnicas usuales de control.
Chow:
Formula el problema en los siguientes térmlnos:
T
"I" Bo (y,-,)'K,(y,-.,) Ill
suponiendo que las expectativas son racionales.
(y^ son variables endôgenas: x^ variables de con—  
trol; b^ variables exôgenas; v^ perturbaciones aleatorias, - 
mutuamente incorreladas, de media cero).
Estudia: a) Evalusciôn polltica (tratamiento del - 
sistema (2)). b) Optimizaciôn.
a) Evalusciôn polltica:
Analiza en primer lugar el caso B^-0; luego el caso 
y por ultimo el caso no lineal.
Para el caso lineal: efectua transformaciones en el
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sistema, de manera que desaparezcan las expectativas de las 
variables endôgenas (variables de estado) apareciendo expec 
tativas de variables exôgenas y de las variables de control. 
Para el caso B^^O, el problema no tiene soluciôn unies, por 
lo que shade una condiciôn adicional para obtener unicidad: 
propone que en T, instante final, Vx+i/T-l igual o pro
porcional a y-j/T-i
Para el caso no lineal, propone linealizar el modelo 
a partir de una soluciôn tentativa, aplicar los métodos para 
sistemas lineales, obtener la soluciôn del modelo linealiza- 
do, vûlver a linealizar a partir de la soluciôn obtenida y - 
seguir iterando hasta llegar a la convergencia.
b) Optimizaciôn.
- Caso lineal; Si B^*0, llega a la conclusiôn de que se pue—  
den aplicar las técnicas usuales de control ôptimo, apoy&ndose 
en la forma del sistema obtenida en a).
Si BjftO, presents un método para resolver el pro—  
blema, cuando y^ puede hacerse estacionario en covarianza a 
través del tiempo. Este método lo comentaremos con detalle, 
criticaremos y generalizaremos en el prôximo capltulo.
Indies cômo hay que plantear el problema para resol^ 
verlo numéricamente en los casos: 1) Se buses una polltica en 
bucle abierto. 2} Se buses una politics en bucle cerrado, de 
la forma: x^-Gy^_^+g, siendo G,g invariantes en el tiempo.
- Caso no lineal: Propone linealizar el modelo y aplicar los 
métodos para sistemas lineales.
Driffll:
Généralisa la formulaciôn del sistema que proponen
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Kydland y Prescott al caso estocàstico. aunque lo restringe al 
caso lineal.
En su trabajo encontramos las très sportaclones s^
gulentes:
- Presents un método de càlculo de la politics ôpti 
ma por el que encuentra la politics que séria ôptima si el —  
sistema fuers deterministico y luego la va corrigiendo s med^ 
da que pass el tiempo y va teniendo informaciôn de los shocks 
que se van produciendo.
*t"*t/l* Tt.l "l* Tt,2 "2*'"'"* ^t.t-l "t-1
- Para el caso lineal demuestrs que no hay inconsis
tencia en el tiempo y, por tanto, son aplicables las técnicas
usuales de control ôptimo, cuando el numéro de variables de 
control independientes coincide con el numéro de variables que 
aparecen en la funciôn objetivo, en los siguientes casos:
a) Las ûnicas variables que aparecen en la funciôn
objetivo son las variables de estado.
b) La funciôn objetivo incluye también ciertos valo 
res présentes descontsdos de las variables de control.
- Para sistemas de tipo Y
+Cx^+ u^ son aplicables Iss técnicas usuales de control ôpti­
mo.
Bulter;
Se refiere sôlo al caso de sistemas lineales.
Hace una presentaciôn exhaustive del problema y re-
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visa toda la literature.
Para un modelo sencillo utilize el método de Drif­
fill para encontrar la soluciôn ôptima.
Sehala que hace faite investigaciôn para encontrar 
nuevas técnicas de optimizaciôn para modelos no causales como 
los que estamos estudiando.
6.- MODELOS CON EXPECTATIVAS RACIONALES DE VARIABLES ACTUALES. 
TOMADAS EN EL PASADO.
En los trabajos de Aoki-Canzoneri (1979), Visco —  
(1981, 1984), Broze-Szafarz (1984) y Schonfeld (1984), apare 
cen modelos con expectativas racionales, de la siguiente for 
ma:
y t - A y t - i ^ V t / t - 1  * V t / t - 2  * ..... + V t / t - p  +
+c%t+ "t
en donde
yt/t-i'E (yt'it-i )
Estos modelos contienen expectativas racionales, - 
pero son diferentes a los que hemos visto en los apartados - 
anteriores. La variable y^ no depende de expectativas (racio 
nales) de variables futuras, sino de expectativas (raciona—  
les) de la propia variable y^, tomadas en periodos anterio—
Veamos un ejemplo, que hemos tomado de Visco (1981):
y,. ïy,.,. “it
y» + u2t
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en donde todas las variables son logaritmos es el nivel de 
output real actual (o la desviaciôn de su nivel "natural"), 
es el nivel de precios sgregado actual; es la oferta mo 
netaria actual; u^^ y u^^ son perturbaciones aleatorias, de 
médis cero y varianzas u^) y Ug). .^a primera ecus
ciôn es una funciôn de oferta sgregsda; la segunda puede ser 
interprets** como una forma especial de uns funciôn de deman­
da sgregsda o uns ecuaciôn que détermina el nivel de precios 
sgregado, siguiendo, por ejemplo, la teorla cuantitstiva de 
dinero.
Los trabajos citados que tratan estos modelos presen 
tan métodos para encontrar una "forma reducida" del sistema, 
entendiendo por tal cualquier representsciôn que no contengs 
ningûn término con expectativas.
Aoki-Canzoneri y Visco, très presenter sus métodos 
respectivos para encontrar la forma reducida del sistema, hacen 
algunos comentarios sobre el problems de control para estos mo 
delos. Ambos llegan a la conclusiôn de que en el caso p-1, la 
forma reducida que obtienen puede utilizarse para resolver el 
problema standard de control. Pars p> 1, la forma reducida —  
que se obtiens no puede ser utilizsds en formulaciones standard 
del problema de control. Visco Indies que si puede ser utili- 
zada en el caso en que apsrezca lugar de x^ en la
formulaciôn del sistema. Ambos seftslan que hace faits que se 
desarrollen nuevos métodos que resuelvan el problema.
7.- PLAN QUE SE SIGUE EN LOS CAPITULOS SIGUIENTES.
En el capltulo 2 estudiamos basicsmente el siguien­
te problema de control:
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BoJ.,
,partiendo de la soluciôn de Chow (1980) para el caso particu­
lar en que el sistema se puede hacer estacionario en convarlan 
za a través del tiempo. Nosotros vamos a resolver el proble­
ms para el caso general. Mantenemos en todo el estudlo la —  
formulaciôn y notaclôn de Chow.
En el capltulo 3 estudiamos el problema para el ca­
so de Informaciôn Incomplets:
MIN E^ (y,-a^)'K,(y,-a,)
yt'Bt)t/t.i+Bity;+i/t_i+Atyt-i+CtXt+bt+"t
't-Mt^t+Vt
Tratamos el problema de estlmaclôn y el problema de control, 
estudiando la separaclôn entre estlmaclôn y control. Estos - 
problèmes no estàn tratados en la literatura que hemos mane- 
jado. Burmelster-Wall (1982), para un modelo particular, con 
expectativas racionales, con slgnlfIcado econômico concreto - 
para cada una de las variables, reformulan el sistema para —  
utilizer el flltro de Kalman
En el capltulo 4 estudiamos en primer lugar el pro 
blema de control siguiente:
T
MIN E^ z (yt-"t)'*t(yt-=t)
yt-Atyt-i+Bity%/t-i+B2ty;/t-2+Ct*t+ \
A continuaciôn estudiamos el problema de estlmaclôn
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para el caso:
y t ' W - i *  r ®it 4/1-1* \
t»1
siendo la formulaciôn del sistema, con expectativas raciona­
les de variables sctuales tomadas en el pasado, anâloga a la 
que aparece en los trabajos de Aoki-Canzoneri y Visco, en —  
los que nos hemos apoyado.
En el capltulo V analizamos dos ejemplos —  
econômicos y establecemos las conclusiones finales del traba 
jo.
C A P I T ü L O - 1 1
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MODELOS COM EXPECTATIVAS FUTURAS. INFORMACION COMPLETA.
1.- CUESTIONES PREVIAS: El problem* standard de control para 
modelos sin expectativas.
PROBLEMA II.1.1.
T
MIN EgW" (y^-s^)'K^(y^-a^), siendo matrix -
t" 1
simétrica definida positiva o semidefinida 
positiva
(1.1) yt"Atyt-l*Ct*t*bt+ "t ’ t-1,2 T
y©, dado
Los vectores aleatorios se supone que
son incorrelsdos, y Eu^-O, Vt
en donde: y^: es un vector de variables endôgenas (variables 
de estado).
x^: es un vector de instrumentes politicos (varia­
bles de control).
b^: es un vector que recoge los efectos combinados 
de las variables exôgenas no sujetas a control.
Vamos a resolver el problema por programaciôn dini 
mica. La ecuaciôn de Bellman, para cada t-1,2 T, sera:
Notaclôn: E^_i(X) - E(X/y^_j)
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Estudiaremos dos casos: a) Las variables exôgenas 
{ b^} son no estocàsticas. b) Las variables exôgenas {b^} —  
son estocàsticas.
a) CASO EN QUE LAS VARIABLES (b^ } SON NO ESTOCASTICAS. Este 
caso es el que aparece usualmente en la literatura.
Suponemos, por tanto, que b^.bg   bp son da
dos, conocldos de antemano.
Vamos a seguir el enfoque de Chow (1975)
TEOREMA II 1.1.
La soluciôn al problema II.1.1. es la siguiente:
A Gt*-(C'H C )-lc'H A
Xt'CtYt-l+St' siendo  ^ t t t ^ t t t
*t"-(C;"tCt) Ct("t»t-ht)
en donde: Ht_p=K^ ^+(A^+C^G^)'H^(A^+C^Gt), con
ht-l=Kt-l»t-l*(At+CtGt)' ), con hy-Kya,
Ct-l""t-lKt-l"t-l*(*t*CtBt)'"t(bt*Ct*t)-2(Ct8t+*t)'ht* 
*St-l"t"t "t*=t' =T"*TKT*T
Ademàs:
Vt(yt_l)-yt-l(At*CtGt)'"t(At+CtGt)yt_i-2y;_i(At+CtGt)'(ht-Htbt)+ 
+(Ctgt+bt)'"t(Ct«t*bt)- 2(Ct*t*bt)'ht*St-l(";"t"t)*:t 
DEM.: Por Inducclôn sobre t 
PARA T
yT^yT-l^*^T-l^^yT~®T^''^T^yT”®T^ > *Et-1 (yTKTyT"2yf*T*T*
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- ^T-l^T”ryT"^yT^T*®T^ ' donde H^-K^; h^-K^e^;
®T"*T*T*T 
podemos poner:
^T^yT-l ^ “^T-1 ^^^yT-l*^T*T*^T* '*^T^^yT-l*^T*T**’T*’^ ^ “
-2(Axyx_i+CpX2+bp+ Uj)*b^+c^ } ■(A^^_j-t-CYX^-*-b^)'H^(A^^_J^♦CYX^♦b^)- 
-2(A,py^_J^♦C^XY♦b^) 'h,p'fE^ _j (u^Hj UpJ+Cp
.* Cond. de mlnlmo:
)Vx A
3TÇ" 0 • 2C^Hp(AYy^_j^-fC^x^-fbj)-2C^hy ^
siendo ,
*T"-(C^HfC,)-^C^( H^b^-h^)
♦C^gj4.b^J-2 |(Ap-fCjG^)y ^ _jt-CYgYfb^|'hj-BEy_j^(u^HjM^)4c
■♦■ (C^g^+b^ ) 'H^(C^gj+b^)- 2 (C^g^-^-b^) ' (u
(Nota: (Ap+C^G^)'HjC,p-0, por lo cual no aparece el sumando —
2yi-l (AT+CpGTi'HrCpg,)
Supongamos que el teorema es cierto para t .
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Vamos a demostrar que se cumplc PARA t-1 
*^t- 2  (yt-lHt-iyt-l"2yt_ibt_i+Ct_i) ' sn donde:
"t-l= Kt_l*(At*CtGt)'Ht(At+CtGt)
ya ^ue por la hipôtesis de inducciôn podemos poner en lugar 
de ( y ) la expresiôn que aparece en el enunciado del teo­
rema.
Podemos poner: 
yt-l^yt-2^*^t-2 ^t-1^t-2*^t-l’'t-l*^t-l*"t-l I "t-1
[ ^ t-iyt-2*^t-l^t-l**^t-l* '^t-l]“ 2 (At-iyt-2*^t-l*t-l*^t-l*"t-l'
(*t-iyt-2*Ct_i*t-i*bt_i)'"t-i(*t-i^t-2*
*^t-l*t-l*^t-l^ ~2 (At-iyt-2*Ct-l*t-l*bt_l)'ht-l*
*^t-2^"t-l"t-l "t-l^*^t-l 
Cond. de mlnimo:
2V» 1
— - -0-2 C^_pH^_p(At_iyt_2+Ct_iXt_i+b^_p) - 2 h(._^
^*t-l*°t-iyt-2*®t-l
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sitndo
- (c: ,c,t— 1 t*l t—1 t— 1 t— 1 t—1 t— 1 t^l
A
Xt-1
*^t-l^t-l^* ^^t-1 ~ Ht-l^t-1^* ^^t-l*t-l'^*’t-l^'^t-l^^t-l*!-!"^ 
 ^ ^^ t-l®t-l'*'*’t-l^'^t-l‘^ ^t-2^'4-l”t-l'\-l ^ *Ct_i 
con lo cual queda demostrado el teorema.
b) CASO EN QUE LAS VARIABLES b^ SON ESTOCASTICAS
Nos parece Interesanteanalizar este case ya que hemos 
comprobado que en la literatura econômlca muchas veces las varia 
bles exogenas se modelizan como variables estocasticas. Mâs —  
adelante, al estudiar modèles con expectatives futures, nos —  
apareceran variables exogenas estocasticas por lo que, como re 
ferencia, analizamos también el caso del problème standard.
Notacion: Para cualquier variable aleatoria V^,
en donde I^  ^ : Es la infonnaciôn de que disponemos al final 
del periodo t-j.
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TEOREMA 11.1.2.
La soluclôn al problème planteado es la sigulente:
11G t -  (c ;h^c ,) ‘c ;h ^a ^
x.-G y .t-g . siendo ,
« t -  ic'
en donde
<
"t_l=Kt-l+(At+CtGt)'"t(At+CtGt) . con H,.K,
ht_i=Kt_iat_i+(At+CtGt) ' ( ^
't-i-
con c^-a^K^aT
Ademâs:
Demostraciôn; Por Inducelôn sobre t.
PARA T ^T-1 ^ *^T-1 “^T-1 ^^T^T^T "
~ 2 y,jh,p+ c^ )
en donde h^ -K.ja.p; c^.a^KTa,
Podemos poneri l^"^T—1 ^ ^ ^T^T—1 * ^ T ^  ^^T^T—1
+ Uj.) - 2 (AT^T^i+C^Xr+b^+u yj'hy+c^j ^
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2(A.j.y^_j+C^x^)'H^ '^ T/T-l'^
•^®T-1^‘’t”t T^^ '*' ^T-l^"f*4"T^ ■  ^ (^tyT-l*CT*T*^T/T-l) ^T*CT
*  condicl6n de minimo (necesaria y auficiente por conve- 
xldad).
3V
“j T ^ O  “ 2 C^H.j.{A.jyj_j+C^.j.)+2 - 2C^h^
^  X . G_y__.+g_ en donde ^ .J.-TT T T T
g,.-(CiHTC,) lcÿHTb*/,_i-hT)
(NOTA: gT'®f/T-l' *" general *T^*T/T-j" 9*^* J > 1  )
^(A^,+CpG^)yp_i+ (b^+C^g^)+u ^ J 
H^^(A^-t’C^G^)yY_j + (b^+C^gY)+ Uj j - 2 |(Ayt-C^Gj)y^_j +
+ (b,+CTg,)+ u,]' hT+c, j .
“y|i_j (Aip+CipO^ ) ' H,j(A^+CjG^)y^_j^ + 2y^_^ (A^+C^G^)'H.p
(Cjigp+bpyT-i) ■*■ ^T-1  ^^ ^t *^T®T^'^T^^T^'^T^T^^ *
(UijH^Ut ) - 2 yp_i (A^+C^G^j'hp - 2(bgYT_i+Cpg^)'h^+ 
♦Ct * y,p_j(A.j.+C^ G,p)'H^ (A^ +Cij,G^ )y,p_j - 2y^ _j^ (A.p+C^ G.j,) '
^T/T-l) * ®T-1 (bT+C^BT^ ^T^^T*^T®T^ ”
- 2 (C^g2+b*y2_i)'hT u^)+c^
NOTA: (A^+C^G^)’H.j,C.j,“0, por lo cual no aparece el sumando 
^^T-1 (A^^G.pG^) 'H^C^gp
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supongamos que el teorema es cierto para t
PARA t-1
Et-2 (yt-i"t-iyt-i-2y;_iht_i+Ct_i
"t-l -Kt-l+(At+CtGt)'"t(At+CtGt) 
ht-l"Kt_l"t-l+(At+CtGt)'(h;/t_i-Htb;/t-l)
^Ct-l=*t-l*t-l*t-l+Et-l(Ct8t+bt)'Ht(Ctgt+bt) -
- 2 Et-l[(bt+Ct*t)'ht] +:t-l("["t"t' +Et_l=t
ya que por la hlpôtesis de inducclôn podemos poner la expre—
Sion del enunciado en lugar de V^(y^
Podemos poner:
'^t-l^yt-2^*^t-2 [(^t-lYt-2tCt-l*t-l*bt_l + "t_l) ^t-1
(*t-iyt-2*Ct_l*t_l+bt_i+ "t_i) “2( At_iyt_2+Ct_iXt-l*bt_l+"t-^
^t-1 At-iyt-2*^t-l*t-l) "t-l^ ^t-l^t-2‘*'^t-l\-l^
■^ 2 ^A^_jy^_2+C^_pX^_j) b%_iyt_2 *^t-2 ^ ‘^ t-l”t-l*^t-l ^ *
■^^t-2^'4-l”t-l '^ t-l^ "  ^ ^^t-l^t-2'^^t-l\-l^'^t-l/t-2“
^^t-2^*^t-l*^t-l^'^^t-2^'^t-1^
^  condicion de minimo:
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**■ *t-i"Gt_iyt-2*®t-i 
en donde
Gt-1" -(C;-l"t-lCt-l)"'c;-l "t-l \ - l
®t-l“ ■^'^t-l"t-l^t-l^ ^t-l^"t-l‘’t-l/t-2‘
~ ^t-l/t-2^
(NOTA: 8t-l*®t-l/t-2’ P®**® ®" general dlatinto de . para
j > 2)
"* ''t-l^yt-2^*^t-2 [^*t-l*Ct-lGt_l)yt-2*(bt-l*Ct_l®t-l)*®t-]
"t-l [}*t-l*Ct_lGt_l)yt-2*(bt_i+Ct_pgt_p)+ " t _ J -
- 2 |^((\_rCt_iGt-l^t-2+(^t-l+(:t-l®t-^""t.l)'\-l"\-j "
* yt-2^^t-i‘^^t-i*'t-i^'"t-i^^t-i‘*’^ t-i°t-i^ ^ t-2 *
* 2 y t _ 2  ^^t-l*^t-l°t-l^ ' "t-l^t-l/t-2 ■*’^ t-2^^t-l'*’^ t-l®t-l^ ' 
"t-l^^t-l^^t-l^t-l)* ^t-2 "t-l"t-l “ t-l
■ ^ yt-2^^t-l'^^t-l°t-l^'*’t-l/t-2 " ^^t-2 |^ *^’t-l'*’^ t-l®t-l^'"t-i]
* Et-2 =t-l =
*yt-2^^t-i‘"^t-i°t-i^’"t-i^^t-i'"^t-i°t-i^yt-2"
2 yt-2^^t-l‘^ ^t-l°t-l^ ' ^ '’t-l/t-2""t-l*’t-l/t-2^
* ^t-2 ^^ t-l'*‘^ t-l*t-l^*"t-l^**t-l'^^t-l®t-l^
- : =t-2 (*t-l+Ct-l®t-l)'ht-l +:t-2=t-l+Et-2 "l-l"t-l "t-l
con lo que queda probado el teorema.
Comentarloa a Id s dos caaos estudlados.
1*) Supongamoa que en el caso b) de variables exôgenas
estocasticas, sustltuimos las b^ por sus esperanzas E^b^^b'y^ 
conocldas y resolvemos el problems como en el caso a). Preten 
demos estudiar si en esta situaciôn particular se verifies el 
principle de equivalencia cierta. Es decir, nos planteamos, - 
^Seran las réglas de decision ôptimas idénticas en ambos ca—  
SOS?. Veamos, con un contraejemplo, que en general no coinci- 
dirân .
Problems MIN E^ty^ + y^)
Vl-Yo-^ I %l+bi+
y2*yi+ i  %2+*2+ ®2
Yo“0
Por tanto: K^^Kg-l ; a^-ag-O; A^-Ag-l; j
“l y “2 variables aleatorias incorreladas de me 
dia 0 y varianza 1.
Suponemos que bp,bg son procesos estocasticos auto- 
regresivos de orden 1. 0 sea:
1^- i  V  ‘^ i
bgm I bp+ Cg I , siendo b^»3
Ep, E2 son variables aleatorias incorreladas entre
si y con ^ , yg, de media 0.
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bl/o" I V  I
*2 /0 - I *i/o - I
a) Consideramos b'y^- ^ ; b|y^> dados. Lo utllizamos en lugar de 
*1 y *2 *1 slstema y resolvemos el problems con el teore
ma II.1.1.
POR TANTO
'2--2yi- I
b) Tratamos ab^, bg como estocasticos. Utllizaremos las
expresiones obtenidas en el teorema II.1.2.
»1- 2  V " l
)g. I  bp+(g
I/o* I
2/0- I
7 1
*1- 4 *»:l- 4
Supongamos que al final del periodo 1 se observa que
*2/1 - i *1 - s
Entonces -2; Gg. -2, como en el apartado a)
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POR TANTO
®2“ " 3  : * 1  " -3
Vefflos, por tanto, que las réglas de decision ôptimas difieren
para x2"
2>) Veamos como en el caso b) de variables exogenas es
tocàsticas se calculan los valores de G.,g. correspondientes
a las réglas de decision ôptimas.
En cuanto a las matrices vemos que son exactamen 
te Iguales que en el caso a) de variables exôgenas no estocasticas. 
La secuencla de matrices que Irlamos calculando serla:
- G. - H* , - G,T-l * "t -2 ^ S - 2
Todos los datos que necesltamos para el càlculo de 
esas matrices son conocldos desde el prlnciplo por lo que ya - 
al comlenzo del periodo 1 se conocen todas las matrices y -
Los vectores g^ son dlferentes al caso a). Veamos 
cômo en el caso b), habrla que Ir efectuando los calculos.
'gy, depends de b^y.p_p. (Podemos poner - 
g.p“ 0T^*T/T-1 ^ * y donde 0 sera cono 
cldo desde el prlnciplo).
’t -1 • depends de y de
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hf-l/T-2: depends de h.p y de b«y, _ 2  *  *,.1 . depends de
y de h«_i/T_ 2  y, por tanto. de b;_iy, _ 2  y de 
*T/T-2*
(0 sea: ♦t -I^*T-l/T-2* *T/T-2^'^T-1 ®°“
nocida).
^T-2' depends de
4U
*T-2/T-3’ depends de b^_jy,p_3 ,b^_j^y^_g ^  gf-a ' depends de b^ gyp,^, 
y de hf_gy, _ 3  y. por tanto, de b;_gy,_3 ,
*T-l/T-3 ’ *T/T-3
vlL ®T-2**T-2 (*f-2/T-3" *T-l/T-3* *T/T-3^
T-2: conocida).
depends de h*y^ y de b*y^
* 1 /0• depends de h|y^ y de b*y^ gj. depends de b*y^ y de h*y^
y. por tanto, de b*y^, b*y^....  bfy^
(0 sea: gj-^iCbfy^. b*y^ b*y^), con ^  ,
conocida.
POR TANTO:
Vt-1,2 T
®t- <k(*t/t-l" *;+l/t-l....  *T/t-l)' *t c°no-
cidos desde el principle.
Para cada t, al final del periodo t-l habrà que calcu­
ler los b*y^_p, j*t,...,T, sustltulr en la fundon con lo que
obtendremos g^.
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3>) Enlazando con el final del comentarlo 2> cabe pre
guntarse. ^En la practice, se conoceran al final del periodo
t-l, los valores ’ Vj"t,t+1 T?. Veamos cômo se —
trabaja normalmente en la practice econométrlca.
Recordemos que b^ represents un vector de variables 
exôgenas no sujetas a control. "Por variables exôgenas quere- 
mos declr que el proceso que determine los valores de b^ no - 
depends de los procesos que determlnan las variables endôge—  
nas y* (Begg, 1982, Pag. 90).
En cualquier Instante t-l, el conslderar b*y^_^, -
conocldo Vj«t,t+1 T es usual en la pràctlca econométrlca
como nos ban conflrmado algunos expertos consultados y como - 
aparece en la literatura que hemos maneJado (Wallis (1980), - 
Pesaran (1981), Begg (1982), Chow (1983)).
En la practice usual se considers que b^ slgue un 
proceso AR(p), es declr:
*t- *l*t-l+C t
en donde es un proceso estocâstlco de media cero, serlal- 
mente Incorrelado, Independlente de las perturbaclones que en 
tran en el slstema que expllca y^, y en donde los coeflclen- 
tes R^ pueden estlmarse a partir de la regreslôn de b^ sobre 
{b^_p, b^_g,...., b^_ } , Haclendo que p tlenda a Inflnlto
y ponlendo restrlcclones a los R^, se puede conslderar que b^ 
slgue un proceso ARMA (p,q). (De hecho sabemos por la descom- 
poslclôn de Wold que todo proceso regular estaclonarlo en co- 
varlanza admlte une representaclôn autoregreslva, qulzà de —  
orden Inflnlto).
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p
b ' y ^ ■ i R^b^_^ , luego es conocido al final 
del periodo t-l.
*t/t-2- *l*t-l/t-2+ 1^ 2 *i*t-i' 1“®8° «» c°n*-
cido al final del periodo t-2
*t/t-r - *l*;-i/t-r+ *i*t-i (»i®bdo rf p).
conocldo al final del perio 
do t-r.
P
*t/t-s *  ^ ^l*t-l/t-8 (slsndo s >p), conocldo
al final del periodo t-s.
Por tanto, en el momento Inlclal se conocen bjy^,
b|y^   b^yg. Al final del periodo 1 se conocen, ademâs —
bp, b*yp, b*yp,...., b^yp . Al flnsl del periodo 2 se conocen, 
ademâs, bg, b^yg, b*yg,  b*yg y asi suceslvamente.
2.- PLAWTEAMIENTO DEL PROBLEMA DE CONTROL OPTIMO EN MODELOS 
CON EXPECTATIVAS RACIONALES DE VARIABLES FUTURAS EN EL 
CASO DE INFORMACION CCH4PLETA.
PROBLEMA II.2.1.
T
MIN EgW. Eg (y^-a^)'K^(y^-a^), siendo matrlz
slmétrlca, deflnlda positiva o semldeflni^ 
da positiva.
(2.1.) y t - B t n / t - i " B i t n . i / t - i " W i " C t V * t "  "t
(para t=l,2.....,T)
en donde:
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es un vector de variables endôgenas (y^, es un - 
vector dado)
es un vector de instrumentes politicos (variables 
de control)
b^ es un vector que recoge los efectos combinados de
las variables exôgenas no sujetas a con
trol.
yp, yg   y.j.: son vectores aleatorios, mutuamente
Incorrelados, de media 0.
^t/k * E ( y^l Ij^ ) , en donde suponemos que Ik'fYk'-'-'yo'
Uk" Uk_l'''" ' Ui'Xk' '
Es declr: Ij^ recoge toda la Informaclôn al final del periodo k, 
segûn el sigulente esquema:
’' i V l  *2 *2 “2 *k *k “k
. 1 1 1 , . 1 1 1 . .  111  111 ........
4 ^  ^
PERIODO 1 PERIODO 2 PER.k-1 PERIODO k
V   ^
Ij^ : Informaclôn de lo ocurrldo en ese tlempo.
Suponemos que los vectores a,., asi como las matri- 
t’"t’"lt'^t’^ t
t
ces ,0+ son datos del problems
Comentarlo general sobre la soluclôn del problems:
Este problems lo resolvlô Chow (1980) para un caso 
particular: aquel en el que los coeflcientes del slstema B^, 
®lt’ ^t ^t como a^, son constantes y ademâs, el slste­
ma (2.1) se puede hacer estaclonarlo en covarlanza a través -
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del tlempo. El problems para el caso general no aparece re- 
suelto en la literatura.W Bulter (1983), tras exponer la so 
luclôn de Chow para el caso particular resuelto, dice: "Aho 
ra faits ver si esta soluclôn puede ser extendlda al caso en
que no sea estaclonarlo en covarlanza".
Nosotros, tras una proposlclôn prevla, partlremos 
del desarrollo de Chow, y luego resolveremos el problems para 
ei caso mâs general.
PROPOSICION 11.2.1. (Chow, 1980)
El slstema (2.1) se puede expresar de la sigulente
forma:
(2.2)y^,»Bp^ y*^l/t_i+ At^t-l^Ct^t/t-l^^t/t-l* *t 
en donde: B, » = (I-B,.)~^ BIt ' t' It 
t'
c\»(I-Bt)'^Ct
DEM:
Partîmes de (2.1):
yt/t-i-Bt^t/t-i+Biiyt+i/t-i+^t^t-i* 
Ct*t/t-i* *t/t-i
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con lo que queda demostrada la preposiciôn.
NOTA 1 ; Chow en su trabajo considéra B, Bp, A, C : matrices 
constantes. Nosotros permltlmos que varien en el —  
tlempo, siendo la proposlclôn igualmente valida, co­
mo hemos demostrado.
NOTA 2; Suponemos que los x^-x*y^_p)+(b^-bJy^_P)+u^,
son Incorrelados en el tlempo, y tlenen media cero, tal 
como hace Chow.
NOTA 3; Suponemos que, para cada t, la matrlz (I-B^) es no - 
singular.
3.- METODO QUE PROPONE CHOW PARA RESOLVER EL PROBLEMA II.2.1 
EN UN CASO PARTICULAR.
Vamos a exponer el método tal como aparece en Chow
(1980).
PROBLEMA II.3.1.
MIN Eg (y^-a)'K(y^-a), siendo K deflnlda po
' sltlva o semldefinida positiva.
(3.1) yt-Bytyt_p+Bpy;+pyt_p+Ayt_p+CXt+bt+Vt
, con Yg, dado
Se supone, ademâs, que el sistema se puede hacer - 
estaclonarlo en covarlanza en el tlempo.
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Por la proposlclôn II.2.1., sabemos que el slstema 
(3.1) se puede expresar como:
(3.2) yt"&iy;+i/t_i+Ayt_i+%Xt/t-i+^t/t-i+* t
En esta expreslôn se considéra a y^+i/t-l como dado 
(tal como si fuera una constante) y, entonces, se aplica la - 
programaclôn dlnâmlca, obteniendo, tras Identlflcar 5^ con —
, la sigulente ecuaclôn de control:
(3.3) x^»Gp^y*^pyç_p+G2^y^_P+g^
Bajo clertas condlclones referentes a los parâmetros 
del slstema, los coeflcientes Git*^2t’*t Pu^den hacerse Inva­
riantes en el tlempo al crecer T. También puede ocurrlr que - 
Gpt y ^2t scan Invariantes y g^ camble en el tlempo para re—  
flejar camblos en pero el slstema bajo control perma-
necerâ estaclonarlo en convarlanza.
Supongamos que el slstema se puede hacer estaclona 
rlo en convarlanza, utlllzando la régla de control dada. Sus- 
tituyendo x^^Xt/t-l dado por (3.3) en el slstema (3.2) se ob­
tiens :
(3.4) yt«Riy;+i/t_i+R2yt-l+r+ ^t' d°nde
Rp=%p+%Gp
RgA+Ôbg
r- ^ t/t-l+tgt
51 el slstema (3.4) es estaclonarlo en covarlanza, 
debe exlstlr un slstema observaclonalmente equivalents:
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(3.5) y^=Oy^_p+q+n^ , en donde los autovslores de
0 son menores que uno, en v*lvr absoluto.
Para encontrar 0 y q utllizamos el método de solu­
clôn llamado de coeflcientes Indetermlnados, para una ecua—  
ciôn en dlferenclas con expectatlvas raclonales:
yt+i"Qyt+s+ bt+i y^i/t-i - *yt/t-i+q
Pero, a partir de (3.5), obtenemos: yt/t_i*Gy^_p+q
Por tanto:
(3.6) y%+i/t_i"Q loyt-i+9]+9=Q^yt-i+(o+i)9 
Sustltuyendo en (3.4)
yt-Ri(9^yt-i-(0+i)q) +R2yt-i+r+*t
0 sea que:
yt*(Ri<3^+R2)yt-i‘*’Ri(G'*'^^d+r+
Identlficando los coeflcientes de esta ultima ecuaclôn con los 
del sistema (3.5), tenemos
0-(I-RpO)’^R2
q.(I-Rp(Q+I)r^r
Hablendo calculado Q y q a partir de estas expresio 
nés, podemos obtener yt+i/t_i an (3.6) y llevarlo a la expre- 
siôn (3.3), para obtener x^, obteniendo una expreslôn de la —  
forma x^^F^y^_p+f^, con lo que el problems queda resuelto.
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4.- COMENTARIOS Y CRITICA AL TRABAJO DE CHOW.-
Como hemos visto en el apartado anterior, lo prime 
ro que hace Chow es conslderar a Yt+i/t-l como dado en el sis 
tema (3.2) y apllcar la programaclôn dlnâmlca, obteniendo, -- 
tras Identlflcar x. con x*y^_p la expreslôn (3.3), en donde - 
Gpt, Gg^, g^ se calculan a partir de los datos Inlclales del 
problems. A contlnuaclôn sustltuye en el slstema dado el va—  
1er obtenldo para el control ôptlmo, obteniendo un slstema de 
ecuaclones en dlferenclas con expectatlvas raclonales, sin va 
rlables de control. Neceslta, entonces, resolver el slstema - 
y lo hace por el método de coeflcientes Indetermlnados para - 
lo cual neceslta Imponer las condlclones de partlda seflaladas 
en el apartado anterior. Tras resolver el slstema puede calcu 
lar yj+i/t-i y llevarlo a la expreslôn de x^, con lo que el - 
problems queda resuelto.
Nosotros baslcamente vamos a tomar las Ideas de —  
Chow, pero llegados al punto de resolver el slstema, lo va—  
mos a hacer por otro método, preclsamente el que el proplo —  
Chow propone en la primers parte del mlsmo trabajo, al tratar 
de la evaluaclôn politics, para lo cual no necesltamos exlglr 
que el slstema se hags estaclonarlo en covarlanza a través —  
del tlempo, nl que los coeflcientes del slstema nl los de la 
funelôn objetlvo sean constantes, si bien necesltaremos una —  
condlclôn de transversalIdad (utllizaremos la que propone Chow: 
que en el Instante final T: yJ+i/T-i*^y^/T-l^’
Ademâs de las Ideas générales expresadas, tenemos 
que hacer algunas puntuallzaclones al trabajo de Chow.
Escribe en su articule: "Tratando a y* . .  como 
dado en el slstema de ecuaclôn y^«B^y*^^y^ ^+Ay^_i+Cx*y^_^+ 
+ b * y ^ n t *  y mlnlmlzando la esperanza de una funclôn de pér 
dlda cuadrâtlca para T périodes, podemos apllcar la programs
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ciôn dlnâmlca como en Chow (1975 Cap.8), para encontrar una 
ecuaclôn de control ôptlmo en bucle cerrado: _^+
*^2tyt-l*®t ' ^®be pârrafo nos merece los dos comentarlos sj^  
guientes:
1*) La cita anterior signifies que x^ se calcula—  
rla de la slguiente forma:
El slstema dado se puede expresar: yt*Ay^_^+Cx*y 
■ f ( % * y ^  ^  , en donde el termine que aparece en 
tre parentesls séria el b^ del problems standard de control - 
(slstema 1.1).
Identlf Icando x^ con x^/t-l ' hace Chow, y
apiIcando el teorema II.1.1, obtenemos:
(4.1)
en donde:
*t-Gtyt-i+®t
- (C'H^C)"^C'H^A
Définîmes:
(4.2) G
< (4.3)
0.4) gj. -
Gg^- G^. - (C'H^C) "C'H^A
con lo cual (4.1) queda
(4.5) 5t-°ityt>iit-i*°2tyt-i^®t
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en donde las matrices Gg^, dependen de y h^. Vea­
mos cuàles son:
(4.6) H^_^xK^_^+(A+CGg^)'Hj.(A+CGg^) con H.j,=K^
(por tanto, las matrices G^^, Gg^ las podemos ir calculando 
sin problemas, a partir de los coeflcientes del slstema y de 
la funclôn objetlvo).
con h.p=K^ a.j,, que depende de YÊ+i/t-l ' tanto, los vectores g^
no se pueden calcular a partir de los coeflcientes del slste 
ma y de la funclôn objetlvo. Vemos que g^ depende de que 
a su vez, para t < T depende de ^sto no parece tener
lo en cuenta Chow, cuando sustltuye (3.3) en el sistema (3.2),
obteniendo (3.4), que utlllzarâ posterlormente para calcular
^t+l/t-l*
2*) Slgulendo con la exposlciôn que hemos hecho en 
el punto 1*, no séria corrects la IdentlfIcaclôn que hace —
Chow, de que ^t^^t/t-l" efecto:
*t"Gity;+i/t-i+G2tyt-i+®t
pero r g^= -(ÜHt&)-l%' [H^b*/^_^-hJ
\  *t* + ' [ht+i-Ht+i(b* + iyt+Biy%+2/t)]
^t/t-i* ''ityt+i/t-i‘^°2tyt-i'^®t/t-i 
pero Jg^/t-l" - (:'"tC)"'c' [HtbJ/t-i-*î/t-l]
[*t/t-i- *^t®t"^^'^^^2,t+i)' [ *t+i/t-i""t+i(*t+i/t-i^3iyt+2/t-i] 
En general: h^/h«y^_^ ^  ■*
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En nuestro trabajo corregimos estas dos poslbles
deficiencies.
A contlnuaclôn del pârrafo comentado anterior-
mente, escribe Chow: "Bajo clertas condlclones de los parâme
tros del sistema, tal como vienen en Chow (1975 pâg. 170-172),
los coeflcientes Gg^, g^ pueden llegar a ser invariantes
en el tlempo cuando T crece. Puede también ocurrir que G^^,
Gg^ sean invariantes en el tlempo pero que g^ camble para re
flejar camblos en b'y^  ^ pero el slstema bajo control ôptlmo
slga siendo estaclonarlo en covarlanza. Supongamos que el —
slstema dado puede hacerse estaclonarlo en covarlanza utlli-
zando tal régla; es declr, cuando ^t-^lt^t+l/t-l'^^Bt^t-l'^^t
sustltuye a en la ecuaclôn del slstema, obtendremos -
un slstema estaclonarlo en covarlanza: y.=R.y' , . +R,y* , +% % fv t 1 t+1/^-1 2 t-l
+ r en donde Rj^ *Bj+CGj^ ; Rg-A+CGg y r»b'y^_^+Cg^. SI es­
te slstema es estaclonarlo en covarlanza bajo expectatlvas - 
raclonales, debe exlstlr un slstema observaclonalmente équi­
valente: y^mQy^_^+q+ n^, en donde los autovalores de la ma—  
trlz Q son todos ellos menores que uno en valor absoluto". - 
Este pârrafo también nos merece algunos comentarlos.
1‘) Estamos ocupados en un problema en el que T es 
fljo, flnlto. Entendemos que el plantearnos qué ocurre cuando 
T crece y estudiar condlclones de convergencia de las matrl—  
ces corresponde a otro problema, Interesante pero
dlferente al que nos ocupa.
2*) SI se ccnslderan las matrices G^ ^^ , Gg^ deflnldas 
en (4.2) y (4.3) referldas a la matrlz H^, obtenlda en (4.6), 
es fâcll estudiar condlclones de convergencia de G^,Gg y H —  
(se puede utlllzar el teorema que aparece en Bertsekas (1976), 
pâg. 75, adaptado a este caso que résulta mâs riguroso, nos - 
parece, que el anâllsls que hace Chow (1975)). El problema es
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que si fuera asi, el planteamiento séria incorrecte, tal co­
mo hemos sefialado anterlormente, a parte de que no podriamos 
calcular los vectores g^.
Al tratar de correglr estas deficienclas en nues 
tro trabajo, nos encontramos con que las matrices 
guen valiendo lo mismo que en (4.2) y (4.3) pero con respec­
te a una matrlz dlferente a la obtenlda en (4.6). Con elle, 
al plantearnos el problema del tlempo Inflnlto se nos compli­
ce muchfslmo el estudlo de la convergencia de las matrices 
y, por conslgulente dé G^^y Gg^.
3®) Es cierto que, aunque ^Ê/t-l*^®t ^®P®hda del - 
tlempo, el slstema segulrà siendo estaclonarlo en covarlanza.
En ese caso bt/t-l*^®t varlarâ con el tlempo y habrà que ut^ 
llzar la notaclôn r^ y no r. Entendemos que el que ese térm^ 
no sea constante o varie con el tlempo no tlene nada que ver 
con que el slstema sea estaclonarlo en covarlanza o no lo —  
sea pero si tendra que ver con la soluclôn del slstema.
Es declr; SI r es constante ^  La soluclôn del
sistema
yt-^iyt+l/t-l*^2yt-l*'^** t ■ p^ede calcular 
por el método de coeflcientes Indetermlnados, tal como hace 
Chow en su articulo y, por tanto, el slstema observaclonalmen 
te équivalente sera el que alli aparece.
SI r no es constante (r^), el slstema segulrà siendo 
estaclonarlo en covarlanza, pero no es cierto que la soluclôn al 
sistema sea la que expresa Chow en su articulo. En efecto:
Sea el sistema: yt=Riy?+i/t-l" V t - l ^ ’^t* *t
a) Veamos que no puede ser soluclôn: y^=Qy^_^+q+^^ (siendo q: 
constante)
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-» yt+i"Oyt+Q+ nt+i : y%/t-i"Qyt-i+q
y%+i/t-i"*y%/t-i+q-o +q-Q^yt_i*os+q
Sustituyendo este valor en el sistema, queda:
yt=*i[o^yt-i+(o+i)s] +*2yt-i+rt+ nt=(*iO^+*2)yt-i+*i'
+r^+n t *  O-RjQ^+Rg
q«R^ q+r^ q- [l-R^(Q+I )]
Imposible: todo es constante 
excepto r^, que varia en el tlempo.
b) Calculemos la soluclôn corrects
La soluclôn tlene que ser y^*Oy^_j^+q^+n  ^ (con los autovalores
de Q, menores que 1 
en valor absoluto).
■* yt/t-i'Oyt-i+Qt/t-i
yt+i-syt+Qt+i* ht+i y%+i/t-i"Qy%/t-i+s%+i/t-i - 
- <5 [oyt-i+Qt/t-i]
Luego: Vt-Ri [<3^t-l^®'’î/t-l"'îUl/t-l ] " V t - l ^ ^ ^ n t *
- (Rj^ O +R2)yt-l**l(G9t/t-l*9t + i/t-l)*rt+n t
Identlflcando coeflcientes, nos queda:
0«R^O^+Rg "* Q.(I-R^Q)"^Rg
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(Oq;t/t-1 (Si r es constante, 
nos queda q, cons­
tante con el mlsmo 
valor que obtiene 
Chow)
En resumen; SI r no es constante no slrve el - 
método de coeflcientes indetermlnados,al menos tal como lo - 
utiliza Chow. Por tanto, si r cambia con el tlempo la solu—  
ciôn del sistema (el slstema observaclonalmente équivalente que 
el considéra) no sera corrects y ello tlene repercusiones en 
el control y en la evoluciôn del sistema.
Terminamos este apartado seflalando de nuevo, -
porque nos parece muy importante, que la convergencia de --
^lt’^ 2t’®t que ver con la de las matrices y h^ que
no aparecen en el articulo de Chow. Si ,h^ fueran las da—  
das por (4.6) y (4.7), hemos visto deficiencies importantes, 
o sea que el problema estarla mal abordado. Si no son estas 
(.Cuàles son?. En nuestro trabajo hemos encontrado otras y 
h^ con las que eliminamos las deficiencias seAaladas, pero - 
cuando nos planteamos el problema cuando T fuera infini to —  
nos encontramos con énormes dificultades para estudiar la con 
vergencia.
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S.- ESTUDIO DEL CASO GENERAL.-
a) CASO DE VARIABLES EXOGENAS ESTOCASTICAS.
TEOREMA II.5.1.
Consideramos el problema II.2.1. Suponemos 
que para t-T (periodo final), se verifies que y?*!/?.! ^Ty^/T-l' 
Suponemos que las variables b^ son estocasticas.
Tratando a los vectores yj+i/t-i dados,
utllizamos la programaclôn dinàmica, obteniendo.
con lo cual la evoluciôn del sistema controlado, se puede ex­
presar como:
(5.2) yt-Pt^t-i-^V” t 
en donde:
=t- - H V t
“it-
st"(i-*itPt+i)' ( sr*its%+i/t-i)' ®T+i'°
"t •
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, con
♦ ^^t+1 ^ ' con Cy*a^K^a^i
Ademâs, ^(yt.i)*y;.iPtVtyt-i-2yt-iP;(f’î/t-i-»t®t^^®Wt-
Calculando yj+i/t-l ® partlr de (5.2) y sus­
tituyendo en (5.1), queda finalmente:
*t"("tyt-r^t , en donde
ft'Gt+GitPt+iPt
t »t "lt'^t+l=t °t+l/t-l
DEMOSTRACION Por induce ion sobre t.
PARA t-T
Vp(yT_i)*Et -i ^(yip~a^)'Kp,(yp-ap,)| » ^t -1 (y^^Tyi
— 2ypKp,ap+a^K^a,p) * Eq,_^  (y,pHq,yq,—2y,ph,p+c,p ),T-l •'T T-'T -'T T T'
en donde <  hf-KpSy
Sustituyendo y^ por el valor obtenido en (2.2) queda:
'^T^yT-1 ^ *^T-1 ^^BiTyf+l/T-l**TyT-l*GT*f/T-l*^T/T-l*^T)
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HT(BiTyT+l/T-l**ryT-l*^T*T/T-l*^T/T-l*
L'^^T^T-I'^T^T/
“(®lTyT+l/T-l*^TyT-l*^T*T/T-l'*’^ T/T-l ^ ' ^T^^lxyT+l/T-l" 
**TyT-l*^T*f/T-l*^f/T-l)*ET-l(^THT^T) “ 
-2(Bijy^_^l/T_i-*-A^yT_i+CT*Y/T-l*'^T/T-l ^
Condlclôn necesaria de minimo:
^  *f/T-l*GTyT-l+GiTyf+l/T-l*8T
en donde -(C^H^C^) HyAr
- (C^H^Cip)
«T- - (H^b*/^_^-h^)
(Observese que * 8t/T-J ' P*ra j>l)
(En general)
Per estar optimlzando un programa convexo, la condlclôn es tamblén 
suflclente de optlmalldad global
Llevando el valor obtenldo %T/T_i =1 slstema
(2.2), partlcularlzado en T, queda:
yx'^TyT-l * BlTyT+l/T-l*^T*^ T ’ donde
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(Por tanto: ' P*?* j > D
(^ En general)
A1 ser y^+i/T-i “ T'^T/T-I ' dueda:
yT"*TyT-i**iT^yf/T-i*
Entonces: * ^^^T-l^^lT^^T/T-l*^ T *  yf/T-l"(^"^lT^)
(RT^T-l* ^  _  ,
yT'^T/T-l* r^-PT^T-l + ST+^T'
(Nota: ^ t ^^T/T-I ^ ^T/T-j * P**"* J > 1)
En general
yT/T-l'^Ty?-!*®! "* yî+l/T-l * ^  ^T^X-l* ^
Por tanto:
^T/T-l*''TyT-l'^®lT^^ )+g^=F^y^_j^ + f^
e„ dona, / ’'t - V = 1 i J^ '’t
1 ' ®T
■* V^Xy^_i)= (^Ty?.!* s^)'H^(P^y^_j^+s^)+E^_j^(n pH^ n ,p) -
-2(Ppyp_p+Sp)'h^+Cp « y^-l^T^T^iy?-! "^yT-l^T^^T'^T^T^* 
+ ®t”x ®T *  ^ ^ T^T ^  T^ '*’
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que coincide con la expresiôn que aparece en el enunclado, - 
particularized* para T, ya que hp=h*^^_^y Cp=Ep_p(Cp).
Hemos calculado *x/T-l“^ t * ^ T-ll ’ P^ro no 
que es lo que nos interesa. A partir del esquema del apar 
tado 2, se ve que cuando se conoce  ^ no ocurre nlngûn acon 
tecimiento (shock, variable exôgena etc) antes de que actùe 
sobre el slstema. Parece lôglco, por tanto, que tenga que ser 
*T**f/T-l y ' tanto ^x*’'t/T-1' Ademâs, en este caso, esta
identlfIcaclôn no présenta nlngûn problema matemâtico, ya que 
®T*®T/T-1* declr: hacemos
’‘T*SyT-l' ‘^'lTyT+l/T-l*®T 
■*“ *f/T-l=GTyT-l+GiTyf+l/T-l+®T Coincide con x.^ , 
por ser &%/x_i=ST 
(sin embargo, en general , para J > 1, ya que
gT^gT/T_j . para J > 1)
SUPONEMOS QUE EL TEOREMA ES CIERTO PARA t (Segûn la hipôtesls 
de Inducclôn).
Para t-1
^t-2 (yt^i"t-iyt-i"2yt-i^t-i*®t-i)
en donde:
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"t-1-
Podemos poner:
''t-l^yt-2^“^t-2 [(^1 t_iyt/t_2+At-iyt-2+Ct_l*t-l/t-2*^"t-l/t-2*n t-l) 
"t-l (Bl.t-iyt/t-2+*t-iyt-2*Ct_iXt-l/t-2*Pt-l/t-2+ nt-l) 
"2(Bi,t-iyt/t-2**t-iyt-2+Ct_iXt-l/t-2*Pt-l/t-2* n
* ^®i,t-iyt/t-2'^^t-iyt-2'^S-i*t-i/t-2'^pt-i/t-2^'”t-i 
(Bi,t-iyt/t-2**t-iyt-2*Ct_lXt-l/t-2*^t-l/t-2)*Et_2(nt-lHt-l^-1^~
+=t-2(Ct-l)
Condlclôn necesaria de minimo:
3 V
t-l
3 , * 0=2 ^_iy*/t_2+At_iyt_2+Ct_iXt_i/t_2+
t-l/t-2 ^ -V
^^^-l/t-2 ) "  ^Ct_iht_i/t_2
^t-l/t-2* Gt_iyt_2+Gi,t_iy;/t_2+8t_i
68
en donde: )' C
Gl,t-1* "(^t^l"t-l^t-l) ^t-1 "t-l ®l,t-l
«t-i= - ‘^ u"t-i^-i>''^;.i>wi-»/t-j-'':-i/t-2'
<N0TA: f eUi/t-J- cars j ,2)
(En general)
(Es tamblén condlclôn suflclente, por convexldad)
Sustltuyendo el valor obtenldo de '^ \_i/x,-2 slstema (2.2)
partlcularlzado para t-l queda:
yt-i=Bt-iyt-2*^^,t-iyt/t-2*^t-i*?t-i
en donde: "t-l= \-l^V lG t-l
’'l, t-l“®l, t-l^Gt-l^i, t-l
't-l* Pt-l/t-2+Gt-l®t-l
(NOTA: rt_i-r;_i/t_ 2  4 r‘_j/^_., para J >2)
(En general]
Tenlamos; yt*^tyt-l'^®t'^ t
-» yt/t-2* ^tyt-i/t-2*®t/t-2
yt-i/t-2**t-iyt-2+"i,t-iyt/t-2*^t-i* "t-iyt-2*"i,t-i^t^t-i/t-E* 
*"l,t-lSt/t-2*^t-l
yt-i/t-2* ^^~"i,t-i^t^ ("t-iyt-2+"i,t-iSt/t-2*
+ft-i)
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y t-l" y%-i/t-2+ Ot-i" ft-iyt_2+=t-i+ nt-i
*  yt-i/t-2*^t-iyt-2*st-i "* yt/t-2"Pt^t-iyt-2*^t®t-i*®t/t-2 
"* *t-l/t-2"Gt_iyt-2+Gi,t-l(PtPt-iyt-2*Pt®t-l*St/t-2)*®t-l'
-2 S'
ft-i"®t-i*Gi,t-i(Pt®t-i*®t/t-:
'^t-i^yt-2^*^^t-iyt-2*®t-i^ "t-i(^t-iyt-2*®t-i)*
*®t-2^nt-i"t-i nt-i^~^^^t-iyt-2*®t-i^ "t-i/t-2* 
■^^t-2^®t-i^*yt-2^t-i"t-i^t-iyt-2'^^yt-2^t-i"t-i®t-i'^
t-l"t-l®t-l'^^t-2^^t-l"t-l ^t-l) ■ ^ yt-2^t-l"t-l/t-2
t-i"t-i/t-2*^t-2(®t-i)" yt-2^t-i"t-i^t-iyt-2"
” ®yt-2^t-l^"t-l/t-2""t-l®t-l ^ ■^®t-l"t-l®t-l*^ ®t-l*^t-l 11-2*
* ^t-2 (^t-i"t-int-i^*^t-2(®t-i)
Como hemos hecho para el caso T, identlficamos ^t-l*^t-l/t-2’ 
lo cual no nos plantes problemas matemàtlcos por ser 8t_i®8t-l/t-2 
y, ademâs, parece lôglco que asl sea ya que para decldlr no 
se va a dlsponer de mâs Informaclôn que la de I^_2 *
El teorema queda demostrado.
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Coroentarlos al teorema
1») Condlclôn de que yx+i/T_i~yx/T-l ’ ^ matrlz dada,
para T, instante final.
Esta condlclôn la justifies Chow, cuando tra 
ta el problema de evaluaclôn politics econometrics escrlblen- 
do: "Para el propôslto de evaluaclôn politics, considérâmes - 
la ecuaclôn (4) para el periodo T.
yt*By;/t-i+Biyt+i/t-i+Ayt-i+Gxt+bt+vt
Explica y.p, utlllzando yx+i/x_i* Para obtener un ûnlco modelo 
estocéstico para y^, y de hecho para todo y^(t=l,2,...,T ), su 
pondremos que y?*!/?-! una funclôn lineal dada de y^/x-i ~
(y de y^_^ si es necesarlo). Cada funclôn lineal supuesta darâ 
un modelo para y.p y de ahi, para y ^ ( t=l, 2, ... , T ). Esto no su- 
pone proporclonar una respuesta general al problema de solu—  
ciôn multiple, apareclendo en modelos con expectatlvas raclo- 
nales, tal como se discute en Taylor (1977) y en Shlller (1978), 
por ejemplo. Estâmes suglrlendo que para llegar a una ûnica se 
cuencia de predlcclones, un partldarlo de las expectatlvas ra 
cionales neceslta proporclonar una condlclôn adlcional y que la 
ecuaclôn (4) para T, periodo final, es un lugar convenlente - 
para poner y examiner tal condlclôn. Cuando T es suflclente-- 
mente grande, es razonable süponer que elementos escogldos de 
^T+l/T 1 iguales o proporclonales a les elementos corres-
pondientes de yj/x-l* P^^a hacer una evaluaclôn politics en el 
periodo 1. Esta suposlclôn puede ser reemplazada por la supo- 
slclôn de igualdad o proporclonalldad entre y'^^y^ e y^/Q*
(Chow, 1980 pâg. 49-50).
Nosotros tomamos esa condlclôn, que utllizaremos 
como una condlclôn de transversalldad, en la que nos apoyamcs 
para resolver el slstema hacia atrâs en el tlempo. La soluclôn
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del problema, como hemos visto, depende de esta condlclôn. Su 
Influencla en la soluclôn sera tanto menor cuanto mayor sea 
el horlzonte temporal.
SI Yx+i* r yx*"x' slGndo variable aleato_ 
rla de media cero, Incorrelada con entonces yx+i/T-i"
*^^1/1-1 ■ G® puede Interpreter, por tanto, la condlclôn —  
que estamos comentando, como la hipôtesls de que y^^i-ry^* 
u^{*). Esta hipôtesls no sera contrastable.
El método de soluclôn propuesto es vâlldo In 
dependlentemente del supuesto que se haga de la relaclôn (*}. 
En particular se pueden suponer dlstlntas estructuras como —
yT+l*ryx+Y+UT ; y?*!" ^ 1 ??* r2yT-l+"T ®^®' todos los ca- 
sos se resolveria el problema de manera anàloga a la del teo 
rema y llegando slempre a que el slstema controlado evoluclo 
narà de acuerdo con ecuaciones de la forma:
^t'^t^t-l^^t^^t { u^} : Incorrelados, de
media cero.
2®) A la vlsta del gran numéro de ecuaciones que aparecen en 
el teorema, cabe preguntarse si realmente servlrfan en la 
prâctlca para resolver un problema concreto.
Veamos cuâl séria el orden en que habria que 
Ir calculando las expreslones:
PARTIMOS DE: A^, a^, conocidos, Vt»l,2,...,T
Ademâs, al final del periodo t-j, suponemos que 
los b*y^_j son conocidos , Vt» 1,2,...,T
^j®®l,2,....,t
La matrlz T es tamblén conoclda.
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PARA T+1
p T . i - r
Hacer<
!T+1
PARA T
Hacer "T**T
Calculer G,j,. -(C,{.H.pC^ )~^ C,{,H,j,.Aj.
Gif- - (C.}.H,j.C^ )*^ C.}.H,j,B^ ^
Calculer R^aA^+C^G^
-1,
Calculer Px*^^“"lT^T+l^ "t
~ ~ _i ~ r ~ 1 '''
Calculer gip* -(C^H^C^) C,p I x^^ T/T-1”"tJ ~Bt^^ T/T-1^ ’
con g^(.) conoclda
Calculer r_=bZT*"t/T-1+CT®T= ''t ‘^^ T/T-1^’ con r,(.) funclôn
Calcular -R.mP.5p* (I-"iT'T+l
conoclda
,-l
funclôn conoclda 
Calcular ^x* ®T^Gi x ^^T+1 ^ T ^ ^ T / T —1^  ’ cuo fp(«) 
funclôn conoclda
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Estos calcules y los que expresaremos a cont^ 
nuaciôn hay que realizarlos antes de decidir el valor de las 
variables de control en el primer periodo, cuando aûn no cono- 
cemos el valor de b'y^ ^ , por lo que los resultados nos quedan 
en funclôn de P.p/x_x'
Las funciones gp, r^, s.p serân llneales en —  
b*/T_i, por lo que: V^ = l,2...... T se verlflcarâ.
®T/T-1*®T^*^T/T-1 ^ ’ ’"t /T-1°^T^'^T/T-1 ^ ' ®T/T-1*®T^^T/T-1 ^
PARA T-l
Hacer: H,p_j=K.p_j^ +P,J,H^ P.p
Calcular: "^ '^t -I^T-iGt -I^ GT_iHp_^Ay_^
’1,T-1 (^t-i"t-iGt -i  ^ ^t -i"t-iBi ,t -i
Calcular: Bx_i=A.p_^+C.p_^G,p_j^
l,T-l=Bi,T-l+GT_lGl,T-l
Calcular ^t -1*^^“"l,T-i"t  ^ "t -1
Hacer; h.p_^  = K^_^a.p_^+P.^(h^-H.pSp) : depende de b^y^.i
Calcular *^T-1®T-1'*’^ T ^*''t ”"t ^T/T-2 ^ ‘ ^®P®Î2
ce ôe t; ,^_2
'Calcular
®T-1 * c't _i /T-2 j^T/T-2 ^
Calcular r.p_p=b»_^y.p_2+C.p_^g.p_p = r.p_^  ( b*_^yip_2 . P|/T-2 '
Calcular
(b;-"T-l ^^"T-l/T-2' ’^T/T-2' 
Calcular fx-l*®T-l'^Gx ,T-1^^T^T-1'*'"t/T-2^*
^T-l^^T-l/T-2’ ^f/T-2)
en donde las funciones 8x_i»^x_i» ^x-1’ ^T-1 conocidas,
f-i/T-^' ^T/T-2' Vi=1.2,...,T tendremos: 8x_i/x_i-illneales en b
- ®T-1^^T-l/T-1-1* ^T/T-l-i^' ^f-l/T-1-1* ^T-l^^f-l/T-l-l
bi , ,)T/T-l-i
(b"T-l/T-1-1 - "T-l '“T-l/T-l-i* ‘^ T/T-l-l
Seguimos con T-2, T-3,..., y terminâmes con 
t=l de la siguiente forma:
)
PARA t=l
Calcular G.= -(CIH^C,) "CIH.A1"1"1' ^1^'1"1
^Calcular
Gl.l= - (Cl"lCl)''ci"lBl,l
Calcular F^=G^+G^ ,+P.Pi
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hacer ®2^ de h|yj y de
‘*2/1
calcular h*y^- •^l*i**’2^"2/o‘"2 *2/o^ ‘ depende de h-y^
y h / o
calcular g^- - (Ô'^H^C^) (HjbJy^-h*y^) - g^ (bj/c^l/o* ' * '
calcular r^- di/o'*’Gi*i“ *"1 hf/g)
calcular s^- (I-Rj ^Pg) (^1**1,1 *2/0 ) * ®l^^l/o’‘“ ' *’t/o) 
^calculer  ^1 (P2 “i"^^/q) “ ^i ^‘^1/0...... '^/o^
POR TANTO : Vt- 1,2,...,T
*t'^tyt-i*^t
F^: conocido deade el principle 
\ ^ 'v
*‘t“^t^‘*t/t-l’ ^t+i/t-l'....  ^T/t-l)* funciones
conocidas desde el principle. Para cada t, al final del perio­
do t-l, habrâ que calcular los b*y^_^, para J«t,...,T, sustltulr 
en la funclôn f^, con lo que obtendremos el valor de f^.
b) CASO DE VARIABLES EXOGENAS NO ESTOCASTICAS.
A continuaclôn enunclaremos y demostraremos el 
teorema para el caso en que las variables b^ son no estocastlcas. 
Supondremos,por tanto, que las variables exogenas b^,b2 ,..., b^ 
son conocidas de antemano. Segulremos exactamente los mlsmos pa- 
scs que en el caso general. Posteriormente utllizaremos los resul^ 
tados que obtengamos para comparar con la versiôn deterministi-
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ca del problema y estudiar el principle de equlvalencla cler 
ta.
En los trabajos de Bui ter (1983), Driffil - 
(1981) y Aokl-Canzonerl (1979) se considéra un slstema como 
el que nosotros estamos estudiando pero sln que aparezca el 
vector b^ de variables exogenas no sujetas a control. Por —  
otra parte, Shlller (1978) sefiala que, dado el slstema y da­
do el proceso que slgue el vector b^, se puede reformular el 
slstema, de tal forma que no aparezcan variables exogenas no 
sujetas a control. Por todo ello nos parece tamblén Importan 
te estudiar el caso en que b^=0, Vt. Sera un corolarlo del - 
teorema siguiente.
TEOREMA II.5.2.
Consideremos el problema II.2.1, en donde - 
las variables exogenas son no estocàstlcas: o sea, se supone 
que los vectores bt*^t/t-j' Vt*l,2,...,T, Vj=l,2,...,t, son 
conocidos de antemano. Suponemos que, para t=T (instante f^ 
nal), se verifies que yî+i/T-l"^ ^ T/T-l’
Tratando a los vectores y^+i/t-i como dados, 
utllizamos la programaciôn dlnâmlca, obtenlendo:
(5.j) ’^ t*Gtyt-i‘^Gxtyt,.i/t-i'^®t
con lo cual la evoluclôn del slstema controlado vendra dada 
por: (5.4) y^=P^y^_i+s^+ r, en donde:
• = i t -  ' i V i t
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+ fT+l-r
St-d-Rit^t+l)’"^ (rt+*lt"t+l)' *1®"*° *T+1"0
'It
/y, fL
rt"bt+Ct*t
Mt-Kt+f[+l"t+lft+l ' "t - S  
ht"Kt*t+P;+l(*t+l-"t+l*t+l)' W t
con CT-a^Kr*?
Ademâs, )»y^_jP^H^P^y^_j^-2y^_jP^(h^-H^s^)+8^11^8^-
Calculando Yt+i/t.i , » partir de (5.4) y sustituyendo 
en (5.3), queda finalmente
, en donde ft-Gt+GitPt+lPt
ft"®t*Git(Pt+l*t**t+l)
DEMOSTRACION. Por inducciôn sobre t
PARA t*T
(y?_i)=Ex_i {(yx~®T) ' ) )  *®T_i(yx^^yT 
)"®T-1^y^^xyT'^yT^T^^x)
en donde: h^aK^a*; CTaa^K^a^‘T T T ’ T T T T
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Sustituyendo y^ por el valor obtenido en (2.2)
y teniendo en cuenta que bx*^T/T-j' ^j' su^da:
v,j.(yT_i)=Et_i i(BxTyT+i/T_x+ATyT_x+c^x2yT_i+by+ n ?)
(BiTyf+l/T-l**TyT-l+GT*T/T-l*^^*'^ “
-  2(B^2yT+i/T_i+AYyy_^+CTX'y2_i+bT*b *
“(BiTyT+l/T-l'*’ATyT-l'^CxXx/T_i'^b.p) 'H^
(BiTy^^i/^_i+A.j.yT_i+c^x^/,j,_i+b.j,)+ET_i( nJ.H.pn.j.) -
- 2 (BiTy%+i/T_x+ATy2_i+CT*f/T-l*bT)'"T*®T
Condlclôn de minimo; (necesaria y suflclente de optlmalldad - 
global, por convexldad)
3 Vm 'V <V "V "V «V /V
=0- 2 C,J.H^  B^j^ jy*_^ jy^ _^ +A^ y^ _j^ +C,j,x*y,j,_j^ +b^ )-2C,J,h,j.
^  *T/T-l*GTyT-l*GiTyf+l/T-l^®T
en donde:
<
G^= - (C,{,H^ C,j.)"-'c^ H,^ Â,j.
GiT= - (C,J,H.j.C,j,)"^ C,{.H.jBj^
g^= - (C.|.H,j,C,j.)"^ C^ (H.j,b^ -h^ )
Llevando el valor obtenido x'y^_^ al slstema (2.2) particular^ 
zado en T, queda:
yT^^iyT-i^^iTyi+i/T-i"^  ^?'
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% t "V
en donde R^aA^+C^G^ 
r?* bx*^T®T
Al ser yî^i/T-1* Fyf/T-l' QU*** yT"*TyT-l+*lTTyf/T-l+ ^T+%T 
Entonces: y^/T-l * ^Ty?-!**!? ^ yî/T-l*^? *  ^f/T-l"
*  y?" yf/T-i+n T'^T^T-i+'T+n?' . ri H
yr/T-i"®TyT-i**T *  yî+i/T-i* ^ ®TyT-i'*‘^  *T
Por tanto: ^T/T-l'GiyT-l’^ Gijt T Sj)+g^» pTy-.i+f?
’ten donde / p t-Gt *Gi t T'
t^T**T'^GiT^
'* VT(yT_i)"(PTyT_i+Sy) 'H.p(P,py^ _j+s^ )+E^ _j^ (r, ^ H^^)-
~2(Pipyip_x'*’Sx)
= y^.^Px^xPiyT-l'^yT-lPT^"?""?®?)^*?"!*!”^*?"?*
♦ E^_j^ nT^T 1
Identlf Icamos: x,^ » *f/T-l" como Justlf Icamos en el teorema
II.5.1
SUPONEMOS QUE EL TEOREMA ES CIERTO PARA t (hipôtesls de Induc­
clôn)
• 80 —
PARA t-l
+"t-i*t-i*t_i+Vt(yt_i)} *
*®t-2 ^yt-i"t-iyt-i“ ^yt-i"t-i*®t-i)
en donde
Podemos poner;
''t-i^yt-2)*®t-2 ( (®i,t-iyt/t-2**t-iyt-2*Gt_i*t-i/t-2*
+bt_i+ n t-l)’"t-l^®l,t-iyt/t-2**t-iyt-2*Gt_iXt-l/t-2*bt_l+n t-l)■ 
-2(®l,t-iyt/t-2**t-iyt-2+Gt_iXt-l/t-2*bt_l+ rf-l)'"t-l*®t-l} * 
*(®i,t-iyt/t-2*At-iyt-2*Gt_i*t-i/t-2*^t-i)'"t-i 
^®1,t-iyt/t-2**t-iyt-2*Ct-l*t-l/t-2*bt-l)*®t-2(^ t-l"t-l^t-l)■ 
"2(Bi t-iyt/t-2**t-iyt-2+Gt-l*t-l/t-2*bt-l)'"t-l^^t-1 
Condlclôn de minimo
0 V
t-l -C= 2 (B^ ^_iy*yt_2+A^_^y^_2+Ct_iX^_^y^_2+
*°t-l)"2C[_iht-l
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en donde t-l
i.t-i
‘t-l
sustituyendo el valor obtenido de cn el slstema, par­
tlcularlzado para t-l queda:
yt-i"*t_iyt-2+*i,t-iyt/t-2+rt-i+nt_i
en donde *t-l"*t-l*Gt-iGt-i
®1,t-l“^l,t-l+^t-l^i,t-l 
rt-l" ^t-l*^t-l*t-l 
Tenlamos: yt-Pt^t-l'^t^r,t yt/t-2"®tyt-l/t-2*«t
l/t-2-
+R -1,
i,t-i*t* ^t-1 -» yt-i/t-2"(i"*i,t-iPt) (*t-iyt-2*
+*i,t-i*t+ ''t-l)
*  yt-i*yt-i/t-2* nt-i"®t-iyt-2**t- 1 nt-i , en donde:
yt-i/t-2*Pt-iyt-2'^®t-i -*■ yt/t-2*®t^t-iyt-2*pt®t-i~®t
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'^-l/t-2*Gt_iyt-2*Gi,t-l(PtPt-iyt-2*Pt®t-l*®t)* ®t-l' 
= F, ,y, „+f,t-l-'t-2 t-l
en donde I Pt-l*Gt-l-^Gl. t-l^t^t-l
\  ^ t-l*®t-l'*’Gl, t-l^Pf^t-l'^^t )
"* ^t-i(yt-2)*(Pt-iyt-2*®t-i) "t-i(Pt-i^t-2*®t-i)* 
■ ®^t-2^  '^-l"t-l^t-l)"2(Pt-iyt-2*®t-l) '"t-l‘^®t-2^*^t-l) ”
*yt-2Pt-i"t-iPt-iyt-2*^yt-2Pt-i"t-i®t-i*®t-i"t-i®t-i* 
*®t-2^t-i"t-i ht-i)~^yt-2®t-i"t-i“ ^®t-i"t-i"^®t-i* 
*yt-2Pt-i"t-iPt-iyt-2“^yt-2Pt-i^"t-i“"t-i®t-i^■^^t-i^t-i^t-i'
®t-i"t-i^®t-2^it-i"t-int-i)*^t_i
Como en el caso mâs general, identificamos ^t-l*^t-l/t-2' 
teorema queda demostrado.
NOTA;
Para este caso se verifies: rt/t-j" "'f Vt- Vj 
*t/t-j= ® f  Vt- Vj
®;/t-j* ®t' Vt" V.
con lo cual se reducen considerablemente los calculos, en re
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laclôn con el caso general.
COROLARIO: Si b^*0, V^»l,2 T, nos quedan todas las expre
siones exactamente igual que en el teorema que acabamos de —  
ver, ûnicamente g^, r^ quedarân algo mâs sencillas,
gt-(ô';Htc\)-*^'ht
ft-Ct&t
ORDEN DEL CALCULOS PARA ESTE CASO:
Partîmes de : ^t’®lt’Gt'*t’*^ t conocidos, V^«1,2,...,T
conocido, V»#1,2,...,T
conocido
PARA T+1
PARA T
Hacer,/ Pt+i “ r
’T+1
Calcular -{C^H^C,p)’^C^HrA^
Gît*
Calcular
Calcular
Calcular
’it*®it*GtGix
>-1,
P?"*I"®1tPt +1)
Ft *Gt'‘GxxPt +iPt
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PARA T-l
Hacer h^=K^a^
Calcular g,j,=-(C.J,H,pC,j,) ^C^^H^b^-hy) 
<v t
Calcular r,p*b^ +C,j,g,p
,-l
Calcular S^afl-RypP^+x) * r% 
^Calculer fT^ST+G^^PT+l®!
Hacer ^t -i“*^T-1'^Pt "t Pt
Calcular G^_j^a _^)
Gi ,T-i“
Calcular R, 
R
T-l"*T-l*GT_lGT_i
l,T-l*®l,T-l+GT-lGl,T-l
Calcular P x _ i * ^ jT-I^t ) "t -1
Calcular Px -1*Gt - i '^ Gx ^ x -iPt ^T-I
Hacer ht-i»Kt -i®t -i '^ Pt ^"t~"t ®t )
Calcular ê.p_x= (H.j,_j^ b.p_j^ -h.j,_^  )
Calcular ®T-1° ^ ^ ""l, T-l^T ^ ,T-1®T ^
Calcular ^t-1 *®T-1 '^ Gi ,T-1^PT®T-1*®T ^
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£N GENERAL PARA t
Hacer:
Calcular: G.« - (CIh Jc . )“^CÎH.‘X.
= U -
Calcular:
*lt"®lt+CtGit
,-1,
Pt"(I-*ltPt+l) *»tCalcular:
Calcular: Ft"Gt*GitPt+lPt
Hacer: h.*K.a.+Pl ,(h^
Calcular: g^» - (H^&^-h^)
Calcular: *‘t*b^+C^g^
Calculer: St-d-Rit^t+l)'^^''t*®lt*t+l)
Calcular: ft"*t+Gi,t(Pt+l*t+*t+l
Los calculos flnallzan cuando hemos efectua- 
do los câlculos para t*l. Entonces, como es conocido se —  
puede calcular: x^-F^yQ+f^.
de y. ,
A final del periodo 1, al tener conocimiento
En general, al final del periodo t-l, al ser 
conocido y ^ se calcula
x»"F»y,‘f  t/t-i+^t
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6.- C0MPARACI9N DEL RESULTADO FINAL PE CHOW CON EL NUESTRO. 
Trabajo de Chow
Supongamos que al crecer t se hacen
constantes
%t*Gi yt+i/t-i+Ggyt-i+s 
Entonces el slstema de puede expresar:
yt=VUi/t-i*Vt-i*'"^'^t ^  yt=oyt_i+4+'\t
r 0- (1-R,0)~^R2
en donde < ,
] q. (I-R^(0+I))‘-^ r
-  yl+i/t-i*Q^yt-i+(Q+i)4
■* x^*Gj^(Q^y^_j^+(Q+I)q)+G2y^._^+g=(G^0^+G2)y^_j + 
+g+Gj^(0+I)q
Nuestro resultado; (Para poder comparar mejor llamaremos Gg^a 
Ic que en el teorema II.5.1 llamamos G^, analogamente Rg^ P°r 
?.. Qt P°'' P f  ^t ®t)‘
*t*Gityt+i/t-i+G2tyt-l+®t 
^  El slstema se puede expresar: yt=Rityt+l/t-l* 
-pEt^t-l+rt* t^ yt-Ot^t-l+St + ^t
en donde J 0^=(I-Rj^^0 _^^ j^ )“^R2 .^, con Ox+1* ^  
lLqt=(i-PitOt+i)'^(rt+"itql+i/t-i )
con qT+i=0
Supongamos que se verifican condiciones sufi- 
rientes para que G^ ^^ .,G2^. t • ^ 2t • ^ t ’^ t ^ ‘^t ^^an constantes 
er. el tlempo:
=» Q=(I-R^Q)"^R2
q=(I-R^O)'^(r+R^q) q=(I-R^(C+I) ) ”^r
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■* x^*(Gj^0 +G2)y^_j+g+Gj(0+I)q
En estas condiciones nuestro resultado coincl^ 
de con el de Chow. Con ello queda demostrado que nuestro plan 
teamiento y soluciôn es mas general que el de Chow y este coin 
eide con el nuestro en condiciones particulares.
7,- VERSION DETERMIWISTICA DEL PROBLEMA (CASO PE PREVISION PER- 
FECTA).
PROBLEMA II.7.1
T
MIN Wm I (y.-a»)'K.(y.-a*), siendo K,. matrix aimétrica
W W b V W V
definida positiva o semidefinida positiva.
(7.1) yt“Btyt‘^ ®ityt+i*\yt-i'*’Gt*t**’t (?*?* t-1 , 2  d
Fo 4*4°
En primer lugar veremos una proposiciôn que nos 
va a permitir escribir el sistema (7.1) de manera mâs maneja- 
ble. A continuaclôn enunciaremos y demostraremos el teorema 
que nos resuelva el problema planteado.
PROPOSICION II.7.1
Consideramos el sistema (7.1). Supongamos que 
la matriz (I-B^) es no singular para cada t«l,2,...,T. Enton­
ces el sistema se puede expresar de la siguiente forma:
(7-2) 4°"'®
C.-(I-BJ’^C
b..(I-B. )~^b
t'
t' ~t 
t)’\
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DEM;
El sistema (7.1) lo podemos expresar:
(i-Bt)yt"®ityt+i+Atyt-i+Gt*t+*t
yt=(i-®t)'^(®ityt+i+Atyt_i+CtXt+bt)=
= ®ityt+i*Vt-i*G^x^+b^
TEOREMA II.7.1
Consideramos el problema 11.7.1. Suponemos 
que para t=T (periodo final) se verifies que yx+i^T*
Tratando a los vectores y^+j como dados, al 
final del periodo t-l, utllizamos la programaciôn dinâmica, - 
obtenlendo:
(7.3) St'Gtyt-i+Gityt+i+st
con lo cual la evoluclôn del slstema controlado se puede ex­
presar como:
(7.4) yt=Ptyt-i^®t
en donde:
, siendo P
T + 1'
L
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R, ."B,.+C.G
It "It ~t"lt
y \
t"*t+Ctgt
"t"Kt+P;+lHt+iPt*i . con H,.K, 
ht"Kt't+ft+l(ht+l-Ht+l"t+l)' V ‘4 ‘t 
Ct-'tKt't+"t+l"t+l"t+l-2"t+lht+l+:t+l '
Ademi.: ^(yt.i)-yUlPt”t**tyt-l-2yt-l*’t<»'t-«t*t>^»t**t*t’2»i»‘t*c^
Calculando y^+i # partir da (7.4) y sustltu- 
yando an (7.3), quada finalmanta:
Xt'ftPt-l+ft
^ft"#t+Glt(%+i't+'t+l)
DENOSTRACION : For induceiôn aobra t
I PARA T|
VT(yj_l)»(yT-*T^
an donda * o^^a^K^a^
Suatituyando y^ per el valor dado an (7.2) -
para t>T, quada:
♦ Cj.xT*b^) - 'h^+c^
Tracamos a como conocido
Condicion necesarla de n-.lnimo (también suficiente y global,pc: 
convexidad)
"'^ly T -1 1 Ty T +1 ■*■ ®T
en donde
IT'
|-lr'
Sustituyendo en (7.2) el valor obtenido para
x^, obtenemos: 
y?=VT-l"^lTyT+l^^T = Vt-1^^1T^^T+'r ^onde^^
R*p = A,p C ip '-'tp
'V >
r <p=bpi**’C,pg,p
For tanto:
-1
en donde
s^=(I-R^^r
^  ^T+1 ^ ^ T^T-l"^ ^  ^ T
i-uego . x^ = G^y^_^+G^^(T P^,y^,_^+T Sy)+g^ = P^y^_^ + f^
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en donde j F^=
Por tanto V^(y,p_j^ ) = (Pipyij,_j^+s^)'H,p(P,py^_j^+s^)-2(P,py^_j^+s,j,) 
* yT-l^T^T*’T^T-l'^^^T-l*’T^T®T'*'®T^T®T~^yT-l^T*^T“^®T^T'^^T 
*yT-l^T^T^T^T-l~^^T-l^T^^T”^T®T^'*^®T^T®T“ ®^T^ T'*’^ T
SUPONGAMOS QUE EL TEOREMA ES CIERTO PARA t (segûn la hipôtesls 
de Induceiôn)
PARA t-1
Vt_i(yt-2)"(yt-i-*t-i)'Kt-i(yt-i-at-i)+Vt(yt-i)' 
-yt-i"t-iyt-i-2yi-iht_i+=t-i
en donde:
< ht-l"Kt-l*t-l+Ft(ht-Ht=t)
Ct-l-"i-lKt-l't-l+*t"t»t-2»tht+Ct
Podemos poner: (y^_2 ) = ( ^
^®l,t-l^t'"'^t-l^t-2*'^t-l’‘t-l*^t-l^ ■ , t-l^t'"^t-l^t-2‘"
+Ct-l*t-l+*t-l)'ht_l+Ct-l
Condlciôn de mlnimo
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+b. , )
*t-i-Gt_iyt-2+Gi,t_iyt+8t_i
en donde: G^_^ = -(C >
Sustituyendo el valor obtenido para en el sistema (7.2),
obtenemos:
yt-l=*t-iyt-2+*l,t_iyt+rt-l *onde
1=A. _ +C .
^1, t-i“®i, t-i'^^t-i^i, t-1
Teniamos: yt'^t^t-l'^^t
Por tanto: yt_i=«t-iyt-2^'’l. t-1 ^ ^t^t-l'^t ’t-l
yp-l^^^'^l.t-l^t^ ^^t-l^t-2'^^l, t-l®!*'"!-!
Por tanto:
yt-l=Pt-iyt-2+St-l ' donde: t-1 “ l,t-l^t^ ^t-1= (I-R,
:t-l=(^-*l.t-l
. ^1, t-r
.p.)
, -1
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yt-Pt^t-iyt-z+Pt^t-i+st
Luego;
"ft-iyt-2+ft-i
en donde J , t-l^t^t-l
'^t-l^^t-2^“^^t-l^t-2'^®t-l^ '"t-l(^t-iyt-2*®t-l)
"2(Pt-iyt_2*®t-i)'^t-i^^t-i ■ yt-2^t-l*^t-l^t-l^t-2‘^ 
*2yt-2^t-l"t-l®t-l*®t-lHt-l®t-l" 2yt_2^t-l*^t-l“
"2 ®t-l^t-l*dt-l“ yt-2*’t-l”t-l^t-l^t-2
~2yt-2^t-l ^■^®t-l^t-l®t-l"2 ®t-ldt-l'*’dt-l
El teorema queda demostrado.
COROLARIO;
Supongamos que b^=0, Vt*l,2,...,T (No apare- 
cen en el modelo variables exôgenas no sujetas a control)
Entonces nos quedan todas las expresiones co 
mo en el teorema, con la excepciôn de:
«t-
■■t*
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Estudlo de equlvalencia clerta.
El concepto de equlvalencia cierta fue intro 
ducido por Simon (1956), Fue adoptado por Theil (1958) al pro 
blema de polltica macroeconomica.
Consideremos un problema de control estocàs- 
tico. Se dice que se verifies el principio de equlvalencia —  
cierta cuando la solucion optima es la misma que obtendria 
mos si el mismo problema fuera formulado como un problema deter 
ministico, con todas las variables aleatorias sustituidas por 
sus valores esperados.
A la vista de los resultados que hemos obte 
nido, podemos decir que para el caso mas general no se verifi 
cara el principio de equlvalencia cierta para el problema de 
control estocastico con expectatives racionales. Si se verify 
cara el principio para el caso en que b^=b*^^_j, Vt,Vj y, por 
consiguiente, se verificara también para el caso en que en el 
modelo no aparezcan variables exogenos b^. Es decir, se veri­
ficara el principio de equlvalencia cierta solo en el caso en 
que las variables exôgenas { b. } sean no estocasticas.
C A P I T U L O - I I I
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MODELOS CON EXPECTATIVAS FUTURAS, INFORMACION INCOMPLETA.
Tras el estudlo reallzado en el Capitule II 
nos parece natural pasar a estudlar el caso de Informaciôn - 
incomplets, como es usual en los tratados de control estocâs 
tico. Pretendemos estudiar el problema de control optimo y el 
de estimaciôn en modelos con expectativas racionales. Este - 
caso de informaciôn incomplets no aparece en el trabajo de - 
Chow del que hemos partido en el capitulo anterior ni en nin 
gun otro de los trabajos que hemos manejado sobre modelos con 
expectativas racionales.
1.- CUESTIONES PREVIAS; El problema standard de control con 
informaciôn incomplets para modelos sin expectativas.
PROBLEMA III.1.1
T
MIN EqW* (yt-a^)'K^(y^-a^), siendo matriz si-
metrics definida positiva o semidefinida 
positiva
yt=A^yt_i+C^x^+bt+Ut , para t=l,2,...,T 
®t="tyt*^\, para t-0,1,2 T
siendo, y^: vector de variables endôgenas (variables de esta 
do), en el période t. 
x^: vector de instrumentes politicos (variables de - 
control) en el période t. 
b^: vector que recoge los efectos combinados de las 
variables exôgenas, no sujetas a control, en el 
periodo t.
z^: vector de observaciones, en el periodo t.
u^: vector de ruidos del sistema, en el periodo t.
v^: vector de ruidos de observaciôn en el periodo t.
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Suponemos que ,u^  ^,U2 ,.. • ,u.j,, ,. .., son Incorrelados
Ademâs Eu^*0; Ev^»0, Vt
Llaraamos ®k'®k-l .....^o’ *k'*k-l (vector de in
formaciôn en el periodo k)
La ecuacion de Bellman, para cada t=l,2 T,
V^(It_i)-MIN Et_i ( (yt-at)’K t ( y t - V - V i ( ^ t ^  )
. *t
con VT+iflfi-O 
Notacl6n; Para cualquier variable aleatoria
en donde es la informaciôn de que dlsponemcs al final del
periodo t-j.
Al igual que hicimos en el caso de informa—  
ciôn compléta, vamos a estudlar dos sltuaciones distintas: a) 
Aquella en la que las variables exôgenas ib^} son no esto­
casticas. b) Las variables exôgenas (b^) son estocasticas.
a) CASO EN QUE LAS VARIABLES { b^} SON NO ESTOCASTICAS.
Este caso es el que aparece en la literatura.
Suponemos, por tanto, que b^,b2 ,...,b^ son - 
vectores dados, conocidos de antemano.
Vamos a seguir a Chow (1975).
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TEOREMA III.1.1
La soluciôn al problema III.1.1 es la slguien
te;
x^«G^E^_j(y^_j)-t-g^, siendo G^,g^ iguales a las expresio 
nés obtenidas en el caso de informaciôn compléta. Siguen sien 
do validas las mismas expresiones para las matrices y los 
vectores h^.
Ademâs:
-2(bt+Ctgt)'ht+Ct+Et_i(u^HtUt)+
+Et-i [^ÿt-i-yt-i^’°t^tVt°t^ÿt-i-yt-i^'J » aon**:
Ct-l-*t-lKt-l*t_l+(bt+C^gt)'Ht(bt+Ctgt)-2(bt+C^g^).ht+
+ct+Et_i("t"t"t)+:t_i[(ÿt_i-yt_i)'Glc;HtCtGt(ÿt-i-yt_i4
con c.p»ajK^ a.p 
(NOTATION: ))
DEMOSTRACION: Por inducciôn sobre t.
PARA T
'^T^^T-1 ^ ~^T-1 ( ^yx~^T ^ ' *^ T ^ ^T~®T ” ^T-1
♦ a.J,K^ a.j,) * E.j,_^(y^H^y.p-2y^h^+c^), en donde H^=K^ .
bip=K,pa^  f
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Sustituyendo y^ por su valor, queda:
^T^^T-l^'^T-l ^ ' H T t A ^ y ^ . i + C y X T + b x + U p ) } -
-2E^_j { (A^y^_j^+C^x^+b^+u^) *h^  ^ *
= E^_ j  ^^ '_i^^T^yx_i )■*■ (G^x^+b,p ) ' H^ (C^x^+bj ) + 2 (C^x^+b^ ) ' H^ A^ y,j,_^  + 
+E^_j(u,jH,pU,j,)-2y^_j^A^h^-2(C^x^p+b^) 'h^+Cp
Condlciôn de minime:
3V
-Tx; -0- 2C-Hp(CpXp.bp).2C-HpApÿp_p-2C'hp
A _ Gp*-(C^HpCp) C^HpAp
-* *T“SyT-l'*'®T ’ ®" donde
. gp— (C^HpCp)"^C,J(Hpbp-hp)
Entonces, queda:
Vp(Ip_i)=Ep_p {(Apyp_p+CpGpyp_p+bp+Cpgp)'Hp(Apyp_p+CpGpyp_p+ 
*bp+Cpgp)}—2(Apyp_p+CpGpyp 2+bp+Cpgp) hp+Cp+Ep_j(UpHpUp) = •
Ponemos: , y utilizamos: (Ap+CpGp) 'HpCp=0
=Ep-p( |[ Apyp_p+CpGpyp_p+CpGp(yp_p-yp_p)+bp+Cpgpj'
Hp |‘Apyp_p+CpGpyp_p+CpGp{yp_p-yp_p )+bp+Cpgpj Î-
2 ^(Ap+CpGp)yp_p+(Ap+CpGp)(ÿp_^-yp_p)+bp^:pgpj'hp+Cp+
+Ep-i (UpHpUp) = Ep_piyp_^(Ap+CpGp) Hp(Ap-CpGp)yp_p } +
+ E^_P ((yp_p-yp_p)'GpCpHpCpGp(yp_p-yp_p) } +
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+ 2y;_l(Ap+CpGp)•Hpbp+(bp+Cpgp)•Hp(bp+Cpgp)-2yj_p(Ap+CpGp)'hp-
- 2 ( bp+C^gp ) • hp+cp+Ep_ p ( u.J,HpUp ) »
=Ep_p ( Vp_ j ( Ap+CpGp ) ' Hp( Ap+CpGp )yp_p ) -2yp_^ ( Ap+CpGp ).' 
.(hp-Hpbp)+(bp+Cpgp)'Hp(bp+Cpgp) -2(bp+Cpgp)'hp+Cp+
+Ep_i(UpHpUp)+Ep_i ((yx_i~yT-l^'GpCpHpCpGp(yp_p-yp_p)}
el teorema queda demostrado para T
Supongamos que el teorema es clerto para t
Vamos a demostrar que se cumple PARA t-1
De acuerdo con la ecuacion de Bellman:
'^t-l^^t-2^“ ^t-2^ (yt-l"*t-l)'*t-l(yt-l"*t-l)*^t(It-l^t
Por tanto:
'^t-i^^t-2^“^t-2 (yt-iKt-iyt-i"2yt-i*t-i*t-i**t-i*t-i®t-i*
■^^t^^t-i^^ “ ^t-2^yt-i^t-iyt-i~2yt_i*^t-i'^®t-i^ 
en donde:
- 101
Nos queda exactamente lo mlsmo que en el caso T , 
pero con t-1 en lugar de T. Repitiendo lo mlsmo con el camblo de T po: 
t-1 queda demostrado el teorema.
N O T A : El resultado de que el control ôptlmo esx^^G^E(y^_p|I^_p)+g^
para el caso de informaciôn incompleta, siendo el control ôptimo 
para informaciôn compléta: x^=G^y^_p+g^, con G^,g^ idénticos en 
ambos casos es muy importante en teoria del control. Este resul­
tado se verifies por ser el sistema lineal y el funcional objet^ 
vo cuadrâtico. Recibe el nombre de teorema de separaciôn.
b) CASO EN QUE LAS VARIABLES { b^ .} SON ESTOCASTICAS.
Este caso no aparece en la literatura que hemos 
manejado. Al igual que hicimos en el caso de informaciôn compléta 
nos parece interesante analizarlo.
Suponemos, como hemos comentado y justificado 
anteriormente, que
^t' Jl *i*t-i+(t
en donde es un proceso estocâstico, de media cero,serial-
mente incorrelado, independiente de las perturbaciones que entran en 
el sistema que explica y^, de los ruidos de observaciôn y de la 
variable aleatoria y^. (Se puede considerar p fini to, con lo - 
cual {b^} es un proceso AR(p), o bien p=« , con lo que { b^}-
es ARMA (p,q)).
TEOREMA III.1.2
La soluciôn al problema planteado es la si-- 
guiente:x^=G^E^_p(y^_p)+g^, siendo G^,g^ iguales a las expre­
siones obtenidas en el caso de informaciôn compléta, caso de
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(b^} estocasticas. Siguen siendo validas las mismas expresio 
nes para las matrices y los vectores h^.
Ademâs:
Vt(:t_l)-Et_llyi_l(At+CtGt)'Ht(At+CtGt)yt_;| -
-27;_i(A,+CtCt)'(h-^t-l-«t‘’t/t-l)"
+St-i( lCt:t+*t)'"t(Ctgt+bt) }-2:t_i {(bt+Ct*t)'ht) +
+:t_l("t"t"t)+ Et.l(Ct)+=t-l ((ÿt-l-yt_l)'G[ClHtCtGt
(ÿt-1-yt-i)}
en donde:
Ct-l=*t-lKt-l*t_l+Et_i ((bt+Ct*t)'Ht(bt+Ct*t))-
-2E,.i {(b,+C^g,)'h, ;+Et_p(Ct)+Et_i(u^HtUt)+
■^ t^-1^  ^^t-i'^t-i^'®t^t^t^t^t^yt-i"yt-i^  ^
con Cp=a^Kpap
(NOTACION: (y^_p))
DENOSTRACION: Por inducciôn sobre t
PARA T
^^X_1 ”^^T—1  ^ "Ep_2 (ypE^y^—
-2ypK,^X'^x‘^ X®T^° Ep_i(y.J,Hpyp-2y^hx +Cp), en donde
Hp=Kp: hj=Kpapî Cp^apKpSp
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Podemos poner:
^T-1^*^T-1 'Hp(Apyp_p+CpXp+bp+Up)-
-2Ep_p { {Ap,yp_p+CpXp+bp+Up)'hp } +Cp = Ep_^ (yp_pA^HpApyp_p ) + 
+x^C^HpCpXp+Ep_i (b,J,Hpbp )+ Ep_^ (u^HpUp) + 2x^C^HpApyp_p +
+ 2 Ep_p (y^_pAJ,Hpbp) + 2x^CpHpb*^p_p-2y^_pA^hp -2x^C^hp-
Condlciôn de mlnimo: 
3 V
3 Xp'°*2CpHpCpXp+2C^HpApyp_p+2C^Hpb2yp_i-2C^hp 
•* Xp=Gpyp_p+gp
Gp.-(CiHpCp)-lciHpAp
gp=- {C^HpCp ) “ C^,J. ( Hpb*/p_ p-hp )
^T-1^~^T-1  ^(Apyp_p+CpGpyp_p+bp+Cpgp+Up)'Hp 
(Apyp_p+CpGpyp_p+bp+Cpgp+Up ) }-
-2 Ep_p ( A p y p _ p + C p G p y p _ p + b p + C p g p + U p )  hp +Cp=
Ponemos ÿr_i=yT-l+(ÿT-l"yT-l)' y utilizamos:
(Ap+CpGp)'HpCp=0
“ ^T-1 {^Ap+CpGp)yp_p+CpGp(yp_p-yp_p)+bp+Cpgp+Upl'Hp
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^(Ap+CpGp)yp_p+CpGp(yp_p-yp_p)+bp+Cpgp+UpJ}-
-2Ep_p{ Ap+CpGp)yp_p+CpGp(yp_p-yp_^)+bp+G^gp+Upl'hp)+ 
+C1J1 = ^T—1 *
*^ "T-1  ^(yr-l^^T-l ^  ^ ((bT*^T*T^
T T®T)J+Ep_p (u^HpUp) + 2 y^_p (Ap+CpGp) ' Hpb|,^p_p- 
“ 2 yp_ p  (A p + C p G p )'h p — 2Ep_p { ( b p + C p g p ) ' h p } +Cp,
que coincide con la expresiôn que aparece en el enunciado, par 
ticularizada para T, teniendo en cuenta que Cp=Ep_p(Cp) y —
hp» h%yp_p.
NOTA: En la ultima igualdad del desarrollo anterior hemos util^
zado, de acuerdo con la definiciôn de { } , la siguiente pro-
piedad:
^T-1  ^y ^ - i ^  Hpbp } =Ep_p { yp_p(Ap+CpGp)'Hp
(^t/T-l*^T^ " ^T-1 ^yx-l^Ar^^T^X^ 'HT^f/T-l^ "
“ yX-l(Ap+CpGp)'Hpb*/p_i
SUPONGAMOS QUE EL TEOREMA ES CIERTO PARA t
Vamos a demostrarlo para t-1
^t-i(^t-2^^^t-2 {(yt-i"®t-i)'*t-i(yt-i"®t-i)*^t(^t-i)^ " 
^^t-2 {yt-i’^ t-iyt-i~2yt_i’^ t-i®t-i‘"®t-i’^t-i®t-i'^'^t ^
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en donde:
c^_P* a la expresiôn que aparece en el enunciado.
Por tanto:
'^t-l^^.t-2^*^t-2 ^(At-iyt-2*Ct-l*t-l*^t-l*"t-l)'"t-l 
(At-iyt_2+Ct_iXt-i+*t-i+"t-i)} - 
~2®^t-2 {(*t-iyt-2*^t-l*t-l*bt-l*"t-l)'ht-l) "^^t-2^®t-l^“ 
=Gt-2(yt-2*t-l"t_lAt-iyt-2)**t-lCt-l"t-l^t-l*t-l*Et-2(bt_lHt_ibt-l)+
*Et_2("t-l"t-l"t-l)*2Xt_iCt_iH^_pAt_pÿt_2+<E^_2(yt_2At_iHt_pb^_p)+
+2 Xt_iCt_iH^_pb*_py^_2-2Et_2(yt_2At_ih^_p)-2x^_pC^_^h*_pyt_2-
2 Et-2^*^t-l^t-l^‘^ ^t-2^®t-l^
Condiciôn de mlnimo:
=0=2 C-_,H,_,C,_,x,_,+2C;_,H,_,A,_,ÿ,3 X ^  ^ t —1 t—1 t—1 t— 1 t—1 t—1 t—1 t—2
■^‘^ ^t-l”t-l^t-l/t-2"^''t-l^t-l/t-2
'^-i=Gt_iyt-2*Bt-i
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en donde G, ,= - (C- ,)‘^C: ,A,t—1 t"1 t“l t —1 t—1 t — 1 t—1
*(C: "c;
^t-l'^t-l/t-2""t-l/t-2'
”*• ''t-l^^t-2^“^t-2 ( (*t-iyt-2*Ct_lGt_iyt-2*^t-l*^t-lGt-l*"t-l)' 
"t-1(*t-iyt-2*Ct_iGt_iÿt-2*bt-l*^ï-l8t-l*"t-l))" 
^ ^t-2  ^(At-iyt-2*Ct_lGt_iÿt-2*bt-l*^^-l8t-l+"t-l)'ht-l)* 
+St-2(Ct-l)= '
Ponemos ÿt,_2*yt-2‘^^ÿt-2“yt-2) utilizamos:
^^ t-l'*’^ t-l°t-l^ '”t-l^t-l“°
“ ^t-2 {E(*t-l*Ct-lGt_l)yt-2*Ct_lGt_i(ÿt_2"yt-2)*^t-l*^t-lSt-l* 
*"t-i] '^t-1 ^*t-i*Ct-iGt-i)yt-2*^t-iGt-i(ÿt-2"yt-2)*^t-i* 
t^-i®t-i'*''^ t-i]^  ^t-2 ^^^t-i’*'^t-i°t-i^yt-2'^^t-i^t-i^ÿt-2~yt-2^'^
+bt_i+Ct-l8t_l+"t_l]'ht_l} +Et-2(=t-l) =
=^t-2 {yt-2^^t-i‘^ ^t-i°t-i^'*^t-i^^t-i'^^t-i°t-i^yt-2)
+Et_2  ^^ÿt-2~yt-2^'^t-i^t-i^t-i^t-i'^t-i^ÿt-2“yt-2^
+=t-2 { (bt-l+Ct_lSt-l)'"t-l(bt_l+Ct_igt_i)} + Et_2(Ut-l"t-l"t-l)'
+ 2 ÿ;_2 (At-l'*’^ t-l'^t-l ^ '”t-l*^t-l/t-2
- 2 ÿt_2^^t-l‘^^t-l^t-l ^ ’^ t-l/t-2” ^t-2 {(^\-l*^'t-l8t_i)'ht_l} +
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con lo que el teorema esta demostrado
NOTA;
Vemos, tras el resultado que acabamos de pro­
bar, que el teorema de separaciôn tambien se verifies en el ca 
so en que las variables exôgenas { b^} son estocasticas del t^ 
po seflalado.
A continuaciôn vamos a plantearnos y a resolver el 
problema analogo al que acabamos de estudiar, para el caso en que 
el sistema contenga expectativas racionales de variables futures.
En particular nos interesa estudiar si para este caso se verifi­
es el teorema de separaciôn.
2.- EL PROBLEMA DE CONTROL EN MODELOS CON EXPECTATIVAS RACIONA­
LES PE VARIABLES FUTURAS EN EL CASO PE INFORMACION INCOMPLE- 
TA
PROBLEMA III.2.1
T
MIN E W= E„ I (y.-a.)'K.(y.-a*) siendo K,. matriz si-
O O L U  L V L L
metrics definida positiva o semidefinida po­
sitiva.
(2.1) yt=Btyî/t-i"Bity*t+i/t-i^Vt-i^^t^"‘^ t^^t
para t=l,2,....,T
(2.2) z^=M^y^+v^ para t=0,l,2,— ,T
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Suponemos que y^.u^.Ug Up.v^,v^Vg.•...v,
son vectores aleatorios, mutuamente incorrelados, taies que:
Ev^=0 ; Ev^v^=V^
Ey^=m ; E(y^-m)(y^-m)'=S
Ademâs, suponemos que es definida positiva,
para cada t.
EN ESTE CASO y ’ siendo I%={z%.Zk_i.... z^:*^....... ;
 bp}, pero no contiene a  y^ ya
que son desconocidos
PROPOSICION III.2.1:
El sistema (2.1) se puede expresar de la si­
guiente forma:
yt-Bity%+i/t-i+Atyt-i+(At-At)s(yt-ii:t-i)+CtXt/t_i+
+*{/t-i+"t
en donde:
A.=(I-B.)-^A.
t/t-1"' “t' t/t-1
^-Ct(Xt-x;/t_i)+(bt-b:/»_i)+u^
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DEMOSTRACION
Considérâmes el sistema (2.1). Tomando en los 
dos miembros esperanzas condicionadas a queda:
yt/t-i=Btyt/t-i+Bityt+i/t-i**tE(yt-ii^t-i)*^t*t/t-i*
+bt/t-1
yt/t-i=(i"Bc) l^it^t+i/t-i'^^t^^yt-i '^ t-i^■^^t^'t/t-i'^
+b1't/t.
Por tanto:
yt=y;/t-i+Atyt-i-At=(yt-iiit-i)+^t=
=E^tyt+i/t-i+Atyt-i+(Àt-At)E(yt-iiit-i)+
+Ct*;/t-i+bt/t-i+ nt
COROLARIO 1:
En el caso de informaciôn compléta tenemos -
Ij^ = (yk-yk-l y^: *k b^ bp } con lo cual nos
queda: y ^ 1 / t-l"Vt-1^  ^ t^t/t-l^'^ût-l^ t ' ''®”
sultado que coincide con el que obteniamos en ese caso.
COROLARIO 2:
Si en el modelo no aparecen expectativas futuras 
0 sea si Bpt=0. nos queda yt=Atyt_i"(\-At^E(yt-l ' ^ t-1
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COROLARIO 3 :
Si en el modelo no aparecen variables de con 
trol, o sea si ‘'^=0, nos queda:
yt=^ityt+i/t-i**tyt-i^(*t"*t)E(yt_i ' ^ t-i t
COROLARIO 4:
Si las variables exôgenas { b^}son deterministas 
y, por tanto, conocidas de antemano, queda:
yt'Bityt+i/t-i**tyt-i*(*t"*t)E(yt-i'^ t-i)*^t*t/t-i*
+ b t + t  con b^=(I-B^)~^bç
NOTA: Suponemos, como en el caso de informaciôn compléta, que
los vectores q t”*"t 1-1 ^^t”^t/t-l ^ "^ “ t ’ incorrelados
en el tiempo y tienen media cero. Ademâs: y ^ , i • • • .Rx’ 
Vg,Vp,...,Vp son mutuamente incorrelados.
Sea Eq^=0 ; E
Suponemos, tambien, que para cada t la matriz 
(I-B^) es no singular.
Antes de pasar a enunciar y demostrar el teo­
rema que resuelva el problema III. 2.1, vamos a plantearnos un 
problema previo, cuya soluciôn utilizareraos de manera auxiliar 
en el teorema que nos interesa.
Problema previo: Problema de control con informaciôn incomplets 
para una fcrmulaciôn particular del sistema, sin expectativas.
- Ill -
PROBLEMA III.2.2
MIN E^ W=Eg r (y^.-a^)'R^(y^-a^) , siendo K^, matriz
simétrica definida positiva o semidefinida - 
positiva
yt=°tyt-l+(At-Dt)Gt-l(yt-l)+CtXt+bt+Ut , para t=l,2,...,T 
®t= ^t/t+^t para t=0,1,2,...,T
Suponemos que y^,Up.Ug,...,Up,v^,Vp,...,Vp son incorre 
lados
Ademâs Eu^=0 ; Ev^=0,
Vamos a suponer que las variables exôgenas {b^} 
son estocâsticas. Como hemos supuesto anteriormente
^t= \  *ibt_i+ ^t
1=1
en donde ) es un proceso estocâstico, de media cero, serial^ 
mente incorrelado, independiente de las perturbaciones que en- 
tran en el sistema que explica y^, de los ruidos de observaciôn 
y de là variable aleatoria y .
TEOREMA IIL2.1 (Soluciôn al problema III.2.2)
La soluciôn al problema planteado es la si—
guiente:
x^=G^E^_P(y^_P)+g^, siendo G^.g^ iguales a las expresiones ob­
tenidas en el teorema III.1.2, siendo también validas las mis­
mas expresiones para las matrices y los vectores h_.
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Ademâs:
' " ’t / t - l - V l / t - l  >«
'Efl -2^.1 f
[(A^-Dt+C^G^'H^(A^-D^+C^G^)-2(A^+C^G^)'H^(A^-D^)] (ÿ^.i-Yt-i)) 
siendo:
® t - l = ® t - l V l ® t - l * ^ t - l  ((bt+Ct8t)'"t(*t+Ct*t)) -
-2Et-l {(bt+Ctgt)'ht } +St-l(Ct)+:t-l("t"t"t)+
+ : t _ l { (ÿt_l-yt_l)' [(At-Dt+CtGt)'"t(At-Dt+CtGt)-
-2{A^+C^G^)'H^(A^-D^)] (ÿt_i-yt_i) } - con Cp=a'Kpap
DEMOSTRACION: Por inducciôn sobre t
Vt (It_i )=Et -i { } “PARA T
*Ep_p (yipRpyp~2y,pKpap+apKpap) =
=Ep_p(y^Hpyp-2y^hp+Cp) en donde Hp=Kp; hp=Kpap;
‘^t“®t^t ®t
sustituyendo y^ por su valor queda:
^^T-1^~^T-1^ LDxyx_i*(Ap-Dp)yp_p+CpXp*bp+Upj 
Hp [jIlpyp_p + (Ap-Dp)yp_p+CpXp+bp+Upj}-
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"2Ep_i{[Dpyp_p + (Ap-Dp)yp_p+CpXp+bp+Up] ’hp}+Cp =
=Ep_l { [ Dpyp_p+(Ap-Dp)yp_p1 ' Hp [Opyp_p +( Ap-Dp )yp_pj }
+ Xip CpH^  ^b^ H,pb,p ) +E^_^ ( u.pH,j,u,p ) + 2x^ C,pHpA,jiy^ _ ^ +
+ 2Ep_p { LOpyp_p + (Ap-Dp)yp_p3'Hpbp}+
+ 2x,J.CpHTb»/p_i-2y^_lA,J,hp-2x,J,C,J,hp-cb*/T_php+Cp
Condiciôn de mlnimo:
aVp _
gXp =0=2C^HpCpXp+2C^HpA^yp_p+2C^Hpb%yp_p-2 php 
**“ Xp.GT^_l+gp
Gp- - (C,}.HpCp)'^C^HpAp
gp= - (C,J.HpCp)~^C^ (Hpb%yp_p-hp)
Vp(Ip_i ) =Ep_p  ^1- Dpyp_p+ ( Ap-Dp )y.p_p + GpGpy p_p+bp + Cpgp+Up ]' Hp 
^Dpyp_i+(Ap-Dp)yp_i+CpGpyp_i+bT+Cpgp+UT]j 
-2 Ep_p{ rDpyp_p+(Ap-Dp)yp_p+CpGpyp_p+bp+Cpgp+Up3 hp} +Cp
Ponemos ÿp_p=yx_i+(ÿT_i~yT-l^ ^  utilizamos (Ap+CpGp)'HpCp= 0
= Ep_p\ !_ Dpyp_p+( Ap-Dp )yp_p +( Ap-Dp ) (yp_p-yp_p )+CpGpyp_p + 
+CpGp(yp_p-yp_p )+bp+Cpgp+Upj ' Hp [_ Dpyp_p + (Ap-Dp)yp_p +
+ ( Ap-Dp ) (yp_^-yx_i ^ '■CpGpyp_p-CpGp (yx-i'^T-l ^ ~
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-2 ^ D^y^_j^ + (A^-D^)y^_j^ + (A^-D^) )+C^G^y^_j^ +
‘*'^ T®T^ T^-l“^ T-l ^T "
*^T-1 { ^ T-l ' ^T^ T^'*’*'T^ T^ T^-1^  ■*'^T-1^  ^ yT-l~^T-l^’
(A^-D^+CijG^)'H,p(A^-D^+C.pG,p) (y^ _j^ -y,j,_j^ ) } +
+:?_! { (b^+C^g^)'H^(b^-KC^g^) } +E^_j(u^H^u^)-2y^_^(A^+C^G^)'h^- 
-2E,j,_j { (b^+C^g^)’h,jj*-c^ +2y^ _j^  ( A ^ + C , j , G ^ ) +
■*■^ 1^-1 ^ T-1 '^T^^“°T^^yT-l“^ T-l^ }
En el ultimo sumando ponemos yT-l*^^T-l“^T-l^’ ^ Queda de
la slgulente forma:
^T-l{[(*T*^T^T) ^yT-l“ ^^T-l“^ T - l ^ ^ ^ T - 1 ~ ^ T - 1 ^ ^  “
{ (yT_i~yT_i J ^^T-l'^T-l ^  ^
Por tanto:
V^(It _i )»E,j,_j^ { y^_j^(A^+C,pG^) ’H^(A^+C^G^)y^_^^}
~2y,j,_j(A^+C^G^) (h,p-H,j,b^ ,^p_j (b^+C^g^j'H^tb^+C^g^) } -
-2 {(b^+C^g^)'h,p } +c^ +E,j,_j^  (u^ }ij,u^  )+E^ _j^ { (y^ _j^ -y,j,_j^  ) '
Î ( A^-D,p+C^G,p ) ' ( A^-D^+C^G,p )-2 ( A^ +C,pG,j, ) ' H^CA^-D^ ^ ^^yT_i~yx_i^^
Tengase en cuenta que Cj=E^_^ (c.j.) y h^= h*y^_^ . Queda de —  
mostrado el teorema para T.
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SUPONGAMOS EL TEOREMA CIERTO PARA t
Vamos a demostrarlo PARA t-1 
La ecuaciôn de Bellman es:
siendo igual al valor que aparece en el enunciado del
teorema, per la hipotesis de inducciôn en t.
Por tanto: V^_^(I^_2 ^=E^ _ 2  { 
•'2y|_iRt-i®t-i*®t-i'^t-i®t-i'^'^t^^t-i^ )* 
=Et-2(yt_lHt_iyt-l-2yt-lht-l+=t-l)' ^onde:
Ht-l"Kt-l+(At+CtGt)'"t(At+CtGt)
ht-l=Kt-lBt-l*(*t*CtGt)'(^t/t-l'Ht^t/t-l)
c^_^= expresiôn que aparece en el enunciado del 
teorema
Sustituyendo y^_^ por su valor, queda:
Vt-l(^t-2)=Et_2{[Dt-iyt-2*(*t-l"Dt_i)ÿt_2+Ct_i*t-l*bt_i+Ut-ll'
"t-1 [/^-iyt-2^(*t-i"Dt_i)ÿt-2*Ct_i*t-i^bt-i+ut_^^-
-2 Et_2 { ^ t-iyt_2+(At-l-Dt-l)ÿt-2+Ct_lXt_l+bt_i+Ut_ij'ht_i} +
■^ t^-2 = ^t-2'!-°t-l^t-2'^^^t-l“^t-l^^t-2] ’”t-l[°t-l^t-2‘^
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+St_2 ("t-l"t-l"t-l)*2 *t-l^t-l"t-l*t-lÿt-2*^ ^t-2|[^t-l^t-2 * 
*(*t-l"^t-l)ÿt-2] "t-l^\-lj* ^’'t-l^t-l“t-l‘’t-l/t-2"
”  ^^t-2^ L^t-l^t-2'^^^t-l~^t-l ^ ^1-2^ '^t-1^ “ ^^*t-l^t-l^t-l/t-2'
- 2 Et_2(b^_ih^_i)+E^_2(ct_i).
Condlclôn de minime
av,_.
— = 0 = 2  _^ + 2C^_iHt_iAt_iyt_2+
*t-l=Gt_lÿt_2+8t_i
®t-l“ "^^t-l“t-l^t-l^ ^t-l^^t-l^t-l/t-2~^t-l/t-2^
''t-l^^t-2^^^t-2 ^^Dt_iyt_2+(At-l"°t-l)ÿt-2*Ct_iGt_iÿt_2*bt_l + 
^^t-l&t-l*"t-l]' "t-1
[ Dt_iyt-2*(*t-l"°t-l)ÿt-2*Ct_lGt_iÿt-2*bt_l+Ct_i8t-l*"t-i| )■ 
^t-2^[Dt-iyt-2+(*t-l"Dt_i)ÿt-2*Ct_lGt-lÿt-2^^t-l*Ct_l8t_l+ 
+"t-l] 'ht-l) + Et_2(=t-l) = ’
Ponemos ÿt_2"'yt-2'^^^t-2~^t-2^ ^ utilizamos (At_^+C^_^G^_^)'
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*■ ^t-2^[ °t-iyt-2*(*t-i"^t-i)yt-2*(*t-i"Dt-i)(ÿt-2"yt-2)*
■^^t-l^t-l^t-2*^t-l°t-l (ÿt-2"yt-2)*^t-l*Ct_i8t_i+Ut_i] '"t-1 
L°t-l^t-2"’^ ^t-l"^t-l )yt-2*(*t-l"°t-l ^ ^ ^t-2“^t-2^‘'’^ t-l^t-l^t-2*
*Ct-lGt_l(ÿt-2"yt-2)*bt-l*Ct_i8t_i+Ut_i] }-2Et_2 {t,°t-l^t-2"^
•<At-l"^t-l ^ ^t-2‘^ ^^t-l“°t-l^ ^ ^t-2~^t-2^'*’^ t-l°t-l^t-2‘^ 
*Ct_lGt_l(ÿt-2"yt-2)^^t-l*Ct_l8t_i+"t-l] "t-l) ■^^t-2^‘^ t-l^“
“^t-2 ^  ^ t-2^^t-l‘^^t-l^t-l ^ '"t-l^^t-l‘^ ^t-l^t-l^^t-2 
+^t-2 ( ^^t-2~^t-2^ ' ^ ^t-l~^t-l'^^t-l''t-l^ ’"t-l^^t-l*°t-l''’^ t-l®t-l^ 
^^t-2~^t-2^ ^  "^ 1^-2  ^^ t^-l'*’^ t-l®t-l ^ '"t-1 ^ ^t-l‘'’^ t-l®t-l ■*■
■^^t-2^“t-l"t-l^t-l ^ ■^^ÿt-2^^t-l*^t-l°t-l^ '"t-l^t-l/t-2 -
ÿt-2 (*t-l*Ct_lGt_l)'ht_i/t-2"2Et_2 {(tit_i+Ct_i&t-l)'ht_l}+ 
*^^-2(Ct_l)+2E^_2{ y[_2(At-l*^t-lGt-l) "t-l(*t-l"°t-l)(yt-2"yt-2)}
En el ultimo sumando, ponemos: y^_2 =ÿ% 2 “
-(ÿ^_2 ~y^_2 ). y queda de la siguiente forma:
^t-2 {[^t-2~^ÿt-2"yt-2^^ ' ^ t^-l''’^ t-l^t-l^'"t-l^^t-l~°t-l^^^t-2"^t-2h "
“ ”^t-2 ^^t-2"^t-2 ^ ' ^^t-l‘'’^ t-l*^t-l^'"t-l^^t-l~’^ t-l^^^t-2~^t-2^-
POR TANTO:
'^t-l^^t-2^~^t-2 ^t-2^^t-l""''t-l°t-l ^ '"t-l(*t-l*^t-lGt-l)yt-2) "
-2y^_2(At_i*Ct_iGj,_^ ) ' [*^*_i/t_2~"t-l'^t-l/t-2|
+ Et_2 { ^^t-l'"‘'t-l®t-l ' ' "t-1 ' "t-l""^t-i®t-l ^ "‘^ ^t-2’' '^t-l*^t-l®t-l ^ '*'‘t-ir 
^^t-2^^t-l"t-l'^t-l ^ ’^t-2'^t-l
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*^t-2 1^^t-2~^t-2^' i/*t-l"°t-l*Ct_iGt_i)'"t-l(*t-l"Dt_i+ 
*Ct_iGt_i)-2(A^_^+C^_^)'Ht_i(A^_^-D^)] ^ÿt-2“yt-2^j 
con lo que hemos demostrado el teorema.
NOTA; Hemos supuesto que las variables exogenas (b^) son esto 
casticas.
Para el case de variables {b^ determinlsticas 
el resultado es'analogo. Se comprueba facilmente siguiendo exa£ 
tamente los mismos pasos. No lo desarrollamos aqui porque lo con 
sideramos repetitive.
Vamos a enunciar y demostrar a continuaciôn el 
teorema que nos va a resolver el problems III.2.1 para modelos 
con expectativas racionales de variables futures.Vamos a supo- 
ner que las variables exogenas { b^} son estocasticas en las con 
diciones seflaladas en el problems previo.
TEOREMA III.2.2
Considérâmes el problems III.2.1. Suponemos 
que para t=T (instante final), se verifies que Xt+i/t-i" ^^T/T-l
La soluciôn es x^=F^E^_^(y^_^)+f^, en donde 
:on li
informaciôn compléta.
DEMOSTRACION:
F^,f^ coinciden c as expresiones calculadas en el case de
Para el case de informaciôn compléta, veiamos 
que el sistema (2.1) se podia expresar:
yt=Bity;+i/t_i+4^yt_i+Ctx;/t_i+b;/t_i+ nt
Tratabamos a ^como dado y utilizabamos la programacicn
àinâmica, obteniendo:
*t/t-l^'^t^t-l"°lt^t+l/t-l‘'®t 
En el caso que nos ocupa hemos visto en la proposition III.2.1
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que el sistema (2.1) se puede expresar:
(2.3) yt=B^^y*^^y^_i+A^y^_i + (A^-A^)E(y^_iI)+G^x*^^_^ +
+»t/t_i+nt
Tratamos a y^+i/t-l como dado y utilizamos el teorema III.2.1 
que nos resuelve lo que hemos llamado problems previo (proble 
ma III.2.2) obteniendo.
(2.4) Xt/t-l*°t^t-l^yt-l^'^^ltyt+l/t-l'*'®t
en donde coinciden con las expresiones obtenidas en el
caso de informaciôn compléta.
Llevando este resultadoa(2.3), obtenemos
yt*Bityt+i/t-i**tyt-i*(*t"*t)E(yt-i ' ^ t-i^‘^^t^®t^t-i^yt-i^'*‘^ it^t+i/t-i'
+*t)+*t/t-l+% t"(B^t+C^Git)y;+i/t_i+Atyt_i+(At-At+CtGt)Et_i(yt_i)+
+ (CtSt+bt/t-l)+ %t
(2.5)-»yt=*ity;+i/t_i+Atyt-i+(*t-At)=t-i(yt_i)+rt+ ^t ,
"lt=®lt"^t°lt
(NOTA: r\=rt/t-l' general ’ P^ra j >1)
Vamos a resolver este sistema. Demostraremos por inducciôn, - 
que el sistema (2.5) se puede expresar:
(2-G) yt=Atyt-i+(Pt-At):t-i(yt_i)+St+ ^t
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en donde: para t*l,2,...,T con P^^^=r
®t“^^~"lt"t+l^ (rt+RitS*^l/t_i).
para t»l,2 T, con s-^,=0
PARA T I Particularizamos (2.5) en T:
^T“"iT^T+1/T-1‘*'^ T^-1'*'^ "t “^ ^  Et_i (Yt_i P t
Al ser yf+l/T-1*^^f/T-l ' ^ueda:
^T“"iT ryT/T-l**TyT-l*("T"*r)^T-l(yT-l)*^T* ^ T 
^T/T-l“"lT ^ yf/T-l*^T^T-l(yT-l)*(^T"*T^^T-l^yT-l)*^T 
"* yf/T-l'(^""lT ^ ) ("T^T-l^^T-l^*^?)
Lue go
^T*^T/T-l'^^^T-l~^^T-l^^T-l^'*’ '^ T*
PT=(I-*1T 
en donde  ^ i
ST=(I-RiT r)-iry
SUPONGAMOS QUE ES CIERTO EL ENUNCIADO (2.6) PARA t+1
yt+i=*t+iyt*(^t+i"*t+i)Et(yt)+St+i+n t+i
Vamos a demostrarlo PARA t
Partîmes de (2.5) Vt'^ity^i/t-l'^t^t-1*^ V^t^^t-1 t-1 P t
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A partir de la hipôtesis de inducciôn para t+1, tenemos: 
yt+l/t-l"^t+l^t/t-l*^"t+l~^t+l^^t/t-1*®t+1/t-1*
*^t+l^t/t-l*®t+l/t-l
Llevando este resultado a (2.5)^ queda:
^t“"it^^t+iyt/t-i*®t+i/t-i^*^t^t-i*^"t~'^t^^t-i(yt-i^*^t*^t 
yt/t-l**'lt"t+l^t/t-l*"lt®t+l/t-l*^t^t-l^yt-l^*
*(Rt-A^)Et-i(yt-i)*rt
yt/t-l“^^"*^lt^t+l^ ^^t^t-l^^t-l^**'t*"lt®t+l/t-l^
Queda:
yt*yt/t-i*Atyt-i-At=t-i(yt-i)*nt=Atyt-i*(Pt-At)Et-i(yt-i)* 
*®t* %t
Pt=(:-*itft+i)"'*t
®t*(i""it^t+i) (^t*"it®t+i/t-i)
Queda asi demostrada la expresiôn de la soluciôn para el siste 
ma (2.6)
Los valcres de P^,s^ que hemos obtenido coin­
ciden con los calculados en el caso de informaciôn compléta.
Tenemos:
(2.6) yt=A,yt_i+(Pt-At)Et_i(yt_i)+St+ n+
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"» yt+i/t-i**t+iyt/t-i*("t+i"*t+i)yt/t-i*®t+i/t-i*
*^t+iyt/t-i*®t+i/t-i
De (2.6) obtenemos: yt/t-l“V t - l  ^ ^t-l ^^t-1 ^ ^t-l ^ *®t=
*Vt-l^yt-l^*®t
Por tanto:
yt+i,/t-i*^t+i^t^t-i^yt-i^*^t+i®t*®t+i/t-i 
Llevando este resultado a (2.4),queda:
’‘t/t-i*°t^t-i^yt-i^*°it^^t+i^t^t-i^yt-i^***t+i®t*®t+i/t-i^*®t’ 
*^°t*°it^t+i^t^^t-i^yt-i^*Bt*°it**t+i®t*^it®t+i/t-i 
For tanto: x^/t_i-*t“^^t-l^^t-l
en donde
^t*®t*°lt^^t+l®t*®t+l/t-l^
Vemos, por tanto, que F^,f^ coinciden con las 
expresiones obtenidas en el caso de informaciôn compléta y el 
teorema queda demostrado.
NOTA: En la demostraciôn del teorema hemos supuesto que las -
variables exôgenas { b^ } son estocasticas, del tipo 
P
bt'i^l "ibt-i*^t ■ teorema es igualmente cierto para el 
caso de variables (b^} deterministicas y la demostraciôn es - 
anâloga.
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Hemos resuelto el problems de control ôptimo 
para el caso de informaciôn incomplets pero, tanto en el caso 
standard como en el caso de modelos con expectativas raciona­
les de variables futures, necesitamos calculer 
Este câlculo en general no es fâcil; ahora bien, en el caso - 
standard sabemos que si se cumple la hipôtesis adicional de 
que todos los ruidos, asi como la variable aleatoria y^,son 
Gaussianos, esas esperanzas condicionadas se pueden calculer 
fécilmente utilizando el filtro de Kalman. En el siguiente - 
apartado vamos a partir del filtro de Kalman y luego tratare 
mos de generalizarlo para el caso de modelos con expectatives 
racionales de variables futures.
3.- EL PROBLEMA DE ESTIMACION EN MODELOS SIN EXPECTATIVAS.
En este apartado vamos a seguir el enfoque - 
de Bertsekas (1976).
a) RESULTADOS PREVIOS:
Seen x,y vectores aleatorios, tomando valo- 
res en R^ y r"*, respectivamente.
Sea x*(y) el estimador minimo cuadrâtico de 
X, dado y. Verifica, por tanto:
E (|x-x*(y)(l ^/y)= MIN E(% x-z U^/y), para cada y& R *  
X Z & R  X
PROPOSICION III.3.1. x*(y)=E(x/y), Vy^R*"
X
Sea x(y)=Xy+b, estimador lineal minimo cuadrâ 
tico de X , dado y. Verifica, por tanto:
E (ttx-Ây-b l( ^ ) = E { (x-Ây-b) ' (x-Ây-b) ) = M I N E  (Jx-Ay-bï^) 
x,y x,y A,b x,y
PROPOSICION III.3.2. Sean x,y conjuntamente Gaussianos
x'(y)=x(y)
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PROPOSICION III.3.3
Sean x,y vectores aleatorios, tomando valo- 
res en R" y R™, respectivamente, con distribuciôn de prObab^ 
lidad conjunta dada.Los valores esperados y las matrices de 
covarianza de x,y se supone que existen y son denotadas por:
E {x } =x E {y} *ÿ
E { (x-3c)(x-x)'} » E { (y-ÿ) (y-ÿ)'} =Zyy
E { (x-x)(y-ÿ)'} » r^y E \ (y-y)(x-x)'J = Iy^= I '
Suponemos también que existe I ^
xy
Entonces:
x(y)=x+ Z ^y (y-ÿ)
E {[x-x(y)] [x-x(y)] ’) =E (x(y) x(y)') =
‘•1 ■ '1
^xx"^ xy^ yy  ^yx 
en donde: x(y)*x-x(y) es el error de estimaciôn.
COROLARIO 1:
E { x(y))= X 
1
COROLARIO g :
x(y)=x-x(y) es incorrelado con y , y tambien 
incorrelado con x(y).
COROLARIO 3:
Sea z=Cx^+Dx^+Ex^(y)+Fx^(y)+h+u
en donde: C,D,E,F son matrices de constantes; h es un vector 
de constantes, x^,x^,x^,x^,u son vectores aleatorios. El vector 
u tiene media 0 y es incorrelado con y
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z(y)=Cx^(y)+Dx^(y)+Ex^(y)+Fx^(y)+h
COROLARIO 4;
Sea z, tomando valores en R^, incorrelado con y. 
■* x{y,z).x(y)+x(z)-x
COROLARIO 5;
Sea z, tomando valores en R^, sin que y,z sean 
necesarlamente incorrelados
S. x(y,z)=x(y)+x ]z-z(y)] -x
b) EL FILTRO DE KALMAN 
PROBLEMA III.3.1
Consideremos el sistema:
(3.1) yt=0tyt-l*9t-l*^t ' para t=l,2,... ,T 
y el sistema de observaciôn:
(3.2) z^=M^y^+v^ , para t=0,l,2..... T
Suponemos que y^.rij^.ngi h.p. son vectores
aleatorios mutuamente Incorrelados, tales que:
E n t=0 . E ^ t ="t
E v^=0 . Ev^v- =V^
EyQ=m , E(y^-m) (y^-m)'=S
Ademâs, suponemos que es definida positiva, para cada t.
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Se trata de encontrar el estimador lineal mf[ 
nimo cuadrâtico de dados los valores de  z^
Considérâmes el vector I^*(z^,z^.....z^)'
Notaciôn: y^dt^^yt/f general: y^dr^^yt/r
El siguiente teorema nos da la soluciôn al pro 
blema III.3.1, obtenida de manera recursiva.
TEOREMA III.3.1 (El filtro de Kalman)
En las condiciones de problems III.3.1, se
obtiens :
yt/t*yt(it)*(i-DtMt)(Qtyt-i/t_i*4t_i)+DtZt 
CON yo/_i-m -  yo/o*(I-Do"o)**DoZo
Siendo D,= I t/t-l^i^^t ^ t/t.l"t+Vt)"'
^t/t-l*®t  ^t-l/t-l®t*"t
Zt/t*Zt/t-l" Zt/t-l"t ("t Zt/t-l"t*Vt) M^Z^/t-l 
CON Zo/_i=S
DEMOSTRACION
Supongamos que hemos calculado y^/t-i' Junto 
con Zt/t_i=E(yt-yt/t_i)(yt"yt/t-l)'" instante t, rec£
bimos la medida adicional Zt=M^y^+v^.
Utilizamos el corolario 5 de la proposiciôn III.
3.3 para calcular el estimador lineal minimo cuadrâtico de y^, 
dados I^-l’^ t’ Tendremos
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yt/t-yt/t-l+St [ (ft)
De acuerdo con el corolario 3 de la misma pro 
posiciôn: %t(It_l)=Mtyt/t-l ^ ^^t-1 M  =
=E
utilizando la proposiciôn III.3.3 tenemos:
9t [=t-:^(It-l)] *yt [ =t(It-l)] 'E(yt)+2: yZ z É
siendo:
:yrE{[yt-E(yt)]['t-'tdt-i)] ’> *
=E {[yt-E(yt)| [Mt(yt-yt/t_i)+vtj -} .
=E { yt(yt-yt/t_i)'M^ = ^^(yt-yt/t-i*^/t-i^^yt-yt/t-i^'"i>
= I t/t-i"t
^zz*^ ( Zt-=t(:t-l^ [:t-:t(It-l{| Mt(yt-yt/t.l)+Vt]
[Mt(yt-yt/t_i)*vt]'i- "t Ct/t_iMl+Vt
por tanto: y^ [ ^t'^t^^t-l^] =^^yt^*°t^^"Vt/t-l ^
en donde D^= Z t/t-l"[("t  ^t/t-l"t*''t^"^ 
Queda: yt/t=yt/t-l*Ot(:t-Mty\/t-l)=(:-DtMt)yt/t-l*Dt:t
Aplicando el corolario 3 de la proposiciôn
III.3.3 al sistema (3.1), obtenemos;
^t/t-i^c^yt-i/t-i^St-i  ^ yt"yt/t-i*C't(yt-i~yt-i/t-it
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-»zt/t_i*E {(yt-yt/t_i)(yt-yt/t-i)'} *%( ®t^yt-i-yt-i/t-i^*^t]
|ot(yt-i-yt_i/t_i)*^ t]‘} z t-i/t-iQt**t 
Calculemos ahora I ^/t'E ( ) ' )
yt-yt/t*yt-yt/t-i-°t^H-Vt/t-i^*yt-yt/t-i-
-°t"t^yt-yt/t-i^-°t''t 
Por tanto:
 ^t/t"  ^t/t-l~  ^t/t-l^t^t “°t"t ^  t/t-l*°t"t  ^t/t-1
"t^l +DtVtO; . Z :t/t_iMt("t :t/t_i"t+Vt)"'Mt S / t - i
COROLARIO:
Si los ruidos {n ^  y { son, ademâs, Gaussianos
V A
t/t=y^(I^)=E(y^|I^), de acuerdo con la proposiciôn -
III.3.2
4.- EL PROBLEMA PE ESTIMACION EN MODELOS CON EXPECTATIVAS RA­
CIONALES PE VARIABLES FUTURAS.CASO PE RUIDOS GAUSSIANOS.
PROBLEMA III.4.1
Considérâmes el modelo:
(4-1) yt"Btyt/t-i+Bityt+i/t-i*Atyt-i**t+"t'  ^
con el sistema de observaciôn:
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(4.2) z^=M^y^+v^, para t=0,1,2, . . . , T
Suponemos que y ^ ,u ,u^, • . • ,u-j., v^.v^,---
son vectores aleatorios, mutuamente incorrelados, tales que:
EyQ=m ; E(y^m)(y^-m)'=S
Ademâs, suponemos que es definida positiva.
para cada t.
En este caso: y^y%=E(y^|I^J, siendo
1*....... ' Pk'"""'^l^ ’ pero no
contiene a • • • • >yQ • ya que son desconocidos.
Se trata de encontrar el estimador lineal —  
minimo cuadrâtico de y^, dada la informaciôn I^.
En primer lugar efectuaremos unastransforma- 
ciones en el sistema (4.1).
Luego para el sistema (4.1) en su nueva for- 
mulaciôn y el sistema (4.2), seguiremos un proceso anâlogo al 
del apartado anterior, para obtener las ecuaciones de la gene 
ralizaciôn del filtro de Kalman a este nuevo problems, aunque 
necesitaremos imponer la hipôtesis adicional de que les ruidos 
sean Gaussianos
PROPOSICION III.4.1
Considérâmes el sistema (4.1) Suponemos que
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yf+l/T-l* Pyf/T-l' siendo T el perlodo final. El sistema se 
puede expresar de la siguiente forma;
T
y t * V t - i * ^ V \ ^ = ^ y t - i ‘^-i^* iEt Mt,i*l/t-i+* t
en donde
Ot"(:-BltOt+l)"^At. con Qf+i' F
"t.t-(:-%itQt+i)"'
"t,i“^^~®lt®t+l^ ®lt"t+l,i ' P*ra i=t+l,...,T
Siendo
DEMOSTRACION:
Partimos del sistema (4.1). Como ya hemos de 
mostrado anteriormente en el corolario 3 de la proposiciôn III.
2.1, el sistema (4.1) se puede expresar:
yt*Bityt+i/t-i**tyt-i*(*t"*t)E(yt-i* ^ t-i^*^t/t-i*^t 
Vamos a probar la proposiciôn, por inducciôn:
PARA T,
yT*BiTyf+l/T-l**TyT-l*( T'^T^^^^T-l^^T-1^*^T/T-1* ^  T' 
*®1T^ yf/T-l**TyT-l*(*T"*T)^(yT-l'^T-1 ^*Pt /T-1* ^  T
^T/T-l*®!!P yf/T-l**T^(yT-l^^T-l^^^^T'^T^^^^T-l^^T-1 
*Pt /t -i *
*®1T Z yT/T-l*\^^yT-l ' ^ T-1 ^ *Pt /T-1
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Per tanto: y • (I-3^ ,j, " ) '  j A.jE(y,j,_^ i
Entonces: y x = y T / T - l * S y T - l “'^T^^yT-l ' ^ T-1 '^T *
= A . p y . j , _ ^  +  (  Q , j , - A . p  ) E ( y . p _ ^  I  I . p _ l  )  ,T^T/T-1*
en donde )"^Ay
SUPONGAMOS LA PROPOSICION CIERTA PARA t+1
yt+i=At+iyt*(Ot+i-At+i)s(ytiit);.\+iMt+i.ibl/t^t+i
PARA t
Partimos del sistema, particularizado en t.
"u "V %
yt=®ity;+i/t-i*Vt-i*^^t-^t^^^yt-ii^t-i^*p*t/t-i* \
utilizamos la hipôtesis de inducciôn en t+1, y 
tomamos esperanzas condicionadas a I^ ,_^:
yt+i/t-i*At+iyt/t-i*(Ct+i"*t+i^yt/t-1* j^+^^t+i,i^i/t-i* 
T ^
*Ct+iyt/t-l*i=t+l"t+l,iPi/t-l
sustituyendo en y :t
T
yt*®it^®t+iyt/t-i*i=t+f t+1,i^i/t-i^*^tyt-i*
*(At-At) Elyt-lllt-l)*t;/t-l*" t
t/t-i*®it^®t+iyt/t-i*i='t+i'^t+i, i^l/t-i ^ *^t“ 'yt-i ■ -"t-i '■
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*(At-At)E(yt_i I ^ t-1^*** t/t-1
"» yt/t-i"(i ^it^t+i) I^t^^yt-i*^t-i^*iJ't+i®it"t+i,i*’î/t-i'*‘
+%;/t.i]
"  yt"yt/t-i*Vt-i-^t^^yt-i'^-i^*'’ t-
T ~
"*tyt-l*(Ot-At)E(yt_ilIt_i) + ,St *t,l^l/t-l*^' t
en donde: ^"^lt® t + i ^ " ^ \
 I)
con lo que le proposiciôn queds demostredm.
COROLARIO 1:
En el ceso de informaciôn complete, sabemos 
que los vectores yjt^yjt.i • • • • »yo pertenecen a Ij^ . En tel caso; 
E(y^.j^|I^.j)-yt_i. con lo cual queda:
I
COROLARIO 2:
Si los vectores ( )  son determinfsticos •* 
b?,. ,-b,-(I-B,)"^b,. Vj-t-l T
i/t-1 “i "1' "i
V^-1.2 T
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NOTA:
Como hemos hecho anteriormente, suponemos - 
que los vectores  ^ son conocidos, Vt, al final del période
t-1. Vamos a utilizer la notaciôn:
^t-1* "t.i^^i/t-l
Por tanto, el sistema (4.1) se puede expre-
(4.3) yt"Atyt-i*(0t-At):(yt-il:t-i)+4t-i*^t
Suponemos que y^, , n^,.....n,p, Vg,v^,...,
son vectores aleatorios mutuamente incorrelados.
Suponemos que Eq ^=0 ; E =R^
TEOREMA III.4.1 (Generalizaciôn del filtro de Kalman para es 
te tipo de modelos).
Considérâmes el problems III.4.1. Suponemos, 
ademâs que/y^,{u^ } ,{  ^ son Gaussianos y que los vectores
b^ son determinfsticos, o bien estocâsticos de la forma - 
P
b. = Z R,b. ,+E » en donde (b ) es un proceso estocâsti t . . i t - i  t t
ce Guassfano, de media cero, serialmente incorrelado, indepen 
diente de {u^  } , { j , y^.
En estas condiciones, se obtienen las siguien 
tes ecuaciones récurrentes:
yt/t=(:-DtMt)(Qtyt-i/t-i*qt-i)+DtZt
CON yo/_i=m -» yo/o=(I-CoMo)m+DoZo
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^/t-l“^t  ^t-l/t-l*t**t
®0"
DEMOSTRACION
Partimos del sistema (4.1) en la forma dada por 
la proposiciôn III.4,1 que aparece en (4.3) y del sistema de - 
observaciôn (4.2).
yt"Atyt-l*(Qt-At)G(yt_ilIt-l)+9t_i+ nt • par* t"1.2.... ?
®t"*tyt**t ' para t=0,l,2,..,T
Vamos a seguir los mismos pasos que en el teo
rema III.3.1
Supongamos que hemos calculado yt/t-i' Junto 
con I t/t-l"G(yt-yt/t-l)(yt"yt/t-l)'' perlodo t, recl-
bimos la medida adicional z^=M^y^+v^. Ademâs q ^ es conocido.
*t/t - yt/t-l+Pt L :t-:t(It-l) ] -:(yt)
Al igual que en el teorema III.3.1
®t^^t-i^“^^t^t/t-i y ^ (*t**t^^t-i^^ “
-E {Mt(yt-yt/t-i)+*t > * 0
También:
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% r  ^t/t-i";
con
"t " t/t-i“h \
Por tanto;
5t [n-*t‘^t-i>] “t- %t/t-i
";<"t
Queda, por tanto, igual que en el teorema III.3.1:
yt/t"yt/t-i+Dt(zt-Mtyt/t.i)"(:-DtMt)yt/t-i*Dt:t
Conslderamos ahora el sistema (4.3):
yt=Atyt-l*(0t-At)S(yt-llIt-l)*9t-l+ nt como por hi 
pôtesis estâmes en el caso Gaussiano, sabemos que
E(yt_iIIt_i)=yt_i/t_i por lo que podemos aplicar el corolario 
3 de la proposiciôn III.3.3, obteniendo:
yt/t-i"Atyt-i/t-i*(Ot-At)yt-i/t-i+St-i*
*G^yt-i/t-i*Qt-i*Ot^(yt-i*^ t-i 
^  yt-yt/t-i*At(yt-i-yt_i/t_i)+ "t 
<»:kvt-i=c {(yt-yt/t_i)(yt-yt/t-i)')"=(i At(yt_i-yt-i/t-i)* t^j
t''t^yt-i”yt-i/t-i^* ^tj'} =A^ ^t-i/t-i^t*^t
queda exactamente igual que en el teorema III.3.1.
Es decir:
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t/t-1” ^t/t-l"t^"t^ t/t-l"t*^t) "t t/t-1
Por tanto, agrupando términos, queda:
yt/t*(i”DtMt)(Qtyt-i/t-i+qt-i)*Dt:t
CON yo/-l-m yo/o*(I”DoMo)**OoZo
siendo D^, Z Z t a l  como aparecen en el enunciado con
Z 0 /-I-S
NOTA:
Vamos a comprobar que al final del perlodo t-1 
conocemos O^’^ t^-l'
Recordemos que:
A^, para t-1,2 T, con
St-i"iSt Nt,i‘’i/t-i* Mt,t-(:”BitOt+i)
.... :
Las matrices 0^ y "t i 1** podemos calcular al 
comienzo del perlodo 1, Vt»l,2,...,T, Vi-t+1,,..,T, ya que -
todos los datos que necesitamos para su c&lculo son conocidos 
desde el principle. El orden de los calcules serla el que viene 
expresado por el siguiente esquema:
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T-1T+1
T-l.T
T-2, T-2
't -2' T-1
Por otra parte los vectores Vi=t,...,T
se conocen al final del perlodo t-1, como hemos razonado en -
apartados anteriores. Por tanto, Q»,q 
del perlodo t-1.
t'^t-1 se conocen al final
En el ultimo teorema hemos tenido que exigir 
normalldad en los ruidos. Nos preguntamos si es posible elimi- 
nar esa hipôtesis. Vamos a ver a continuaciôn que si es posible 
quitarla, pero a cambio tendremos que sustituir por
con lo cual el sistema (4.1) ya no sera , en general, un modelo 
con expectativas racionales. Vamos a estuciar ese caso en el - 
apartado siguiente:
138 -
5.- EL PROBLEMA DE ESTIMACION EN MODELOS EN QUE APARECEN ESTI- 
MADORES LINEALES MINIMO CUADRATICOS DE VARIABLES FUTURAS.
PROBLEMA III.5.1.
Conslderamos el modelo
(5.1) yt“®tyt/t-l^®ltyt+l/t-l^Vt-l*‘’t*^f para t-1.2.....T 
con el sistema de observaciôn:
(5.2) para t»0,l,2.... T
Suponemos que yg.Ui.Ug u^, v^.v^....
son vectores aleatorios, mutuamente incorrelados con médias y 
covarianzas anâlogas al problema III.4.1.
En este caso es el estimador lineal min^
mo cuadrâtico de y^, dada la informaciôn Ij^ « ^z^^z^ ^,....,2 ,^
• • • • « ^  •
Se trata de encontrar el estimador lineal mi­
nimo cuadrâtico de y^, dada la informaciôn % .
En primer lugar efectuaremos unas transforma- 
ciones en el sistema (5.1). Luego, para el sistema (5.1) en su 
nueva formulaciôn y el sistema (5.2), seguiremos un proceso —  
anâlogo al de los dos apartados anteriores, para obtener las - 
ecuaciones de la generalizaciôn del filtro de Kalman a este —  
problema.
PROPOSICION III.5.1.
El sistema (5.1) se puede expresar de la siguien
te forma:
(5.3) yt-Bityt+i/t_i+Atyt_i+(Àt-At)yt_i/t_i+bt/t_i+n %
%
en donde
bt/t-l'(T-Bt)bt/t_i 
 ^ t-(*t-bt/t_l)+"t
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DEMOSTRACION
Partîmes del sistema (5.1). Aplicando el co- 
rolarlo 3 de la proposiclon III.3.3, queda:
yt/t-l“®t^t/t-l*®lt^t+l/t-l'^^t^t-l/t-l**^t/t-l
■> yt/t-l*^^"®t^ ^®lt^t+l/t-l'^^t^t-l/t-l‘^‘^ t/t-l)
For tanto:
yt-yt/t-l+At^tll-At/t-l/t-l+bt-bt/t-l+Ut"
*Bityt+i/t-i+Atyt_i+(At-At)yt-i/t-i+bt/t_i+^ t
NOTA
A
Suponemos que los vectoresq^=(b^-b^y^_^)+u^ 
son incorrelados en el tiempo y tienen media cere. Ademas, 
 ^T'^o'^1' '^ T mutuamente incorrelados.
E n ^  n ..Rt
PROPOSICION III.5.2:
Considérâmes el sistema (5.1). Suponemos que
A  A
^T+l/T-l*  ^ ^T/T-l' siendo T el perlodo final. El sistema se
puede expresar de la siguiente forma:
T A
yt=Atyt-i+(Ot-At)yt-i/t-i+ i^t”t.i^/t-i" \
en donde
Mt.t-(:-%itOt+i)"'
i , para i=t,l..
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siendo
DEMOSTRACION;
Partîmes del sistema (5.1). Como hemes demos- 
trado en la proposiciôn anterior el sistema se puede expresar:
^  A A A
^t" ityt+i/t-i*Atyt_i+(At"*t)yt-i/t-i*^t/t-i* ^t 
Vamos a demostrar la proposiciôn per indue—
ciôn:
PARA T. tenemos:
~ A
yT"*lTyT+l/T-l*ATyT-l*(%T"Ar)yT-l/T-l*bT/T-l* ^T“
*^1T^ yT/T-l**TyT-l*(*T"^T)yT-l/T-l*^T/T-l*^ T 
Aplicando el corolario 3 de la proposiciôn III.3.3, queda:
A A A ~ A %
yT/T-l“®lT yT/T-l*^yT-l/T-l*'^"\^yT-l/T-l‘*'**T/T-l
\  _A 2" ^  t
“®1T "yT/T-l^^yT-l/T-l^^T/T-l ^
Portante: yT/T-i*^^~®iT  ^^ ^^yT-l/T-l‘*’^ T/T-l ^
Entonces: yT"yT/T-l*^TyT-l"*TyT-l/T-l* '^ T*
A A
»A^yT_i + (®t *^T^^T-l / T - l ,T^^/T-1*^ T
Oj.(i-Bjt " r %
en donde
SUPONGAMOS LA PROPOSICION CIERTA PARA t+1
- 141 -
PARA t
yt+i=*t+iyt+(Qt+i"*t+i)yt/t*iJ^,^t+i,it^/t+ ^t+i 
Partîmes del sistema, particularlzado en t 
yt'Bityt+i/t-i+*tyt-i*(*t"*t)yt-i/t-i*^t/t-i* ^t
utilisâmes la hipôtesls de inducciôn en t+1 y 
aplicamos el corolario 3 de la proposiciôn III.3.3
T ~
yt+i/t-i"*t+iyt/t-i*(Qt+i"*t+i)yt/t-i*i.%+i"t+i.i^i/t-i'
Sustituyendo en y^:
A, T ~ ~
yt*®it^®t+iyt/t-i'^ i«E+iMt+i ^bi/t_i)+Atyt-i+(*t"*t)yt-i/t-i* 
%
+bt/t_l+^ t
yt/t-i=Bit(Qt+iyt/t-i*i*t+i "t+i,i^i/t-i)**tyt-i/t-i*
%
+(At-*t)yt-l/t-l +bt/t-l
s - 1 ,  A
yt/t-l“^^~®lt®t+l^ (^t^t-l/t-l^^t/t-l* i = t„®lt”t+l,i*^i/t-l^
yt-yt/t-i+Atyt_i-Atyt_i/t-i+ t =
T %
-Atyt_i+(Ot-At)yt_i/t_i+ "t.i*i/t-i+^t
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en donde ^
ll-t'l T )
con lo que la proposiciôn queda probada.
COROLARIO 1;
Si las variables exôgenas {b^} son determines
ticas, entonces:
AdemAs, en tal caso, n^«u^
COROLARIO 2:
Si las variables exôgenas {b^} son de la for
ma:
b^« 1«1 ^ i^t-i"*”^ t* donde {e^} es un proceso estocast^ 
co Gaussiano de media cero, serialmente incorrelado
‘*i/t-l"^î/t-l
NOTA;
'\- Ccmo hemos hecho anteriormente, suponemos que 
los vectores b^y» son conocidos, al final del periodo —
t-1. Vamos a utilizar la notaciôn:
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T
9t_l= "t.lbl/t-1
Por tanto, el sistema (5.1) se puede expre­
sar:
(5-.4) yt-Atyt_i + (0t-At)St_i/t_l+5t_l+% t
Suponemos que y^, , ngf-.h-p, v^,Vj,...,v^
son vectores aleatorios mutuamente incorrelados. Sea En^«0,
E \
De acuerdo con los dos corolarios anteriores 
en el caso en que las variables {b^} sean deterministicas, o 
bien sean estoc&sticas en la forma seflalada en el corolario 2, 
tendremos:
T \  T
9t-l" i«t ”t,i‘’i/t-l“ 1»t ”t,l^î/t-l“‘^t-l
TEOREMA III.5.1: (Generalizaciôn del filtro de Kalman para es 
tos modelos)
La soluciôn al problems III.5.1 viene dada - 
por las siguientes ecuaciones récurrentes:
yt/t"yt(:t)"(:-DtMt)(Qtyt-i/t-i+ôt-i)+DtZt
CON yo/_i=m -> yo/o-(I-DoMo)m+DoZo
en donde D^, valen lo mismo que en los teoremas -
III.3.1 y III.4.1
DEMOSTRACION:
Partimos de (5.4) y (5.2)
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yt-Atyt-i+(0t-At)yt_i/t-i+4t-i+ ^t 
't-MtPt+Vt
De manera Idéntlca a los teoremas III.3.1 y
III.4.1, llegamos a:
yt/t"(:-°t"t)yt/t-i+°t't
A partir del sistema dado y^-A^y^i+tQ^-A^) 
yt-l/t-l*9t_i+ ^t’ y aplicando el corolario 3 de la proposl—  
ciôn III.3.3, queda:
yt/t-i"Atyt-i/t-i*(Qt"At)yt-i/t-i*9t_i"0tyt^i/t-i*9t_i 
yt-yt/t-i"At(yt-i-yt-i/t-i)+ t
Zt/t-l' Zt/t Igual que en los teoremas III.3.1 y
III.4.1
Flnalmente: yt/t“<^-°t” t^  ^^t^t-l/t-l^Vl^^
CON yo/.i-m
COROLARIO 1;
SI los vectores de variables exôgenas ^on de 
termlnfstlcos, o bien, son estocasticos de la forma 
siendo {c ^  Gaussiano, de media cero, serialmente incorrelado e 
independlente de { u. } , {v } , y entonces, al ser ,.or ,
V O t—1 t—1
como hemos visto en la nota anterior, el resultado al problems
III.4.1, siendo {u^} , {v^} normales, dado por el teorema -
III.4.1 coincide con el resultado obtenido en el teorema ante-
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COROLARIO 2:
Si, ademàs de las condiciones del corolario 
1, suponemos que y^ ,{ u^ , { v^} son Gaussianos, al verificar- 
se que • Para i=t,t+l, el problema III.4.1 y el
problema III.5.1 coinciden. Los resultados dados por los teo 
rémas III.4.1 y III.5.1 tambien coinciden.
6.- EL PROBLEMA DE ESTIMACION EN MODELOS CON EXPECTATIVAS RA- 
CIONALES DE VARIABLES FUTURAS QUE INCLUYEN VARIABLES DE - 
CONTROL. CASO DE RUIDOS GAUSSIANOS.
En los problèmes analizados en los apartados 
3,4 y 5 no aparecen variables de control. A continuaciôn va—  
mos a introducir variables de control en modelos con expecta­
tives racionales de variables futuras y deduciremos la genera 
lizaciôn del filtro de Kalman a este caso, que necesitaremos 
posteriormente para relacionar el problema de estimaciôn con 
el problema de control.
PROBLEMA III.6.1
Consideramos el modelo:
(G'i) yt"Btyt/t-i+Bity;+i/t-i+Atyt-i+CtXt+bt+"t •
para t = l,2,... , T 
con el sistema de observaciôn:
'6.2) z . = M . y .fV,, p a r a  t = C . 1, 2 T
- 146
Suponemos que ,Uj^  .Ug,.. . ,u.p, ,... , v.p
son vectores aleatorios, mutuamente incorrelados, taies que:
Eu^«0 , Eu^u^»U^
Ev^-0 , Ev^v'.V^
Eyg*m , E(y^-m)(y^-m)'»S
Ademâs, suponemos que V es definida positiva.
para cada t.
En este caso yt/k"E(yt/I%), con ^k-1* * * * *
Zq , ,  ...x^,bj^,.,.,b^}
Se trata de encontrar el estimador lineal mln^ 
mo cuadràtico de y^, dada la informaciôn
Vamos a seguir un tratamiento anàlogo al del
apartado 4.
PROPOSICION III.6.1:
Consideramos el sistema (6.1) Suponemos que 
yf+l/T-l"r yî/T-l' *i*ndo T el instante final. El sistema se - 
puede expresar de la siguiente forma:
yt“\yt-i‘*'^®t"\^^^yt-i*^t-i^* iSt *^t,i*î/t-i‘N-t”t,i*’î/t-i''
en donde:
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” t,i = ^ ^-®lt®t^l^"3it” t*l,i* para i = t + l  T
DEMOSTRACION:
Partîmes del sistema (6.1). Como hemos demos 
trado en la proposiciôn III.2.1 el sistema se puede expresar:
-x, -\- ~ ,v
Vamos a demostrar la proposiciôn por induc--
PARA T, tehemos:
y.p=BiTy^^l/.j_l+A.pyT_i+(AT-A.j,)E(yT_i 1 ) + C ^ x 2 ^ 2 _ ^  + 
*^f/T-l^' T~®1T ryT/T-l^^T^T-l^^^T'^T^^^yT-ll^T-l^*
+C.pX*y.j,_l+b*/T_i+ ^ T
yf/T-l'^iT  ^yî/T-l'^^T^^yT-l ' ^ T-1  ^^ T-1
+C.j,x»/.j,_l-nb|/T_i
'r/T-l I A^^^yT-l ' ^ T-1'‘^C'p’^T/T-l'^ '^ T/T-l'i
Queda:
yT=yj/T_i‘^A.pyT_i-A^ E,y.j,,_^  I /-r 7? =
=A^ y.n_3^ -" )E(y.j._^  ' ^ T-1 /'^^,T*f/T-l"^T,T"T/T-l^ ' T
en donde:
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,-1.
Queda demostrada la proposiciôn para T.
SUPONGAMOS LA PROPOSICION CIERTA PARA t+1
yt+i=*t+iyt*(Ot+i-At+i)E(ytiit)*  ^ Nt+i_iXî/t"
i = t+l
PARA t
yt"Bityt+i/t-i**tyt-i*(*t"*t)^(yt-i i^'t-i^+Ct^t/t-i* 
+b;/t_i+" t
Pero utilizando la hipotesis de inducciôn en t+1, tenemos:
T
yt+i/t-i=At+iyt/t-i*(Ot+i"*t+i)yt/t-i*iJ^%Nt+i,i*î/t-i+
T
+ I 
i=t + l
T T
” t+l,i^I/t-l^®t+iyt/t-lt j-^^^t+l,i’‘î/t-l'"._;_^ ” t + l,i i/t-1
i = t+l
Sustituyendo:
yt-Bit'3t+iyt/t-i+:j^^Nt+i,ix;/t_i+^^^j%t+i,ib'/t-i)+ 
'^yt-i^(*t"*t'^(yt-ii^t-i'^Ct*t/t-i"^t/t-i^ t
-A.z (y. .11. :/t-l
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1/t-l'
yt=y^/t-i"^tyt-i-v^yt-i ' ^ - i  ^  * %
en donde;
i*t+l,•••,T
(l=t+l,..,T)
con lo que la proposiciôn queda demostrada.
COROLARIO 1;
En el caso de informaciôn compléta, sabemos 
que los .... y^ pertenecen a
E (y^.il^t-l^ *yt-l* Cual nos queda
Pt-Ot^t-l* Mt,i*I/t-l+ ,it”t,i^î/t-l" \
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COROLARIO 2;
Si los vectores {b^} son determinîsticos la 
expresiôn se simplifies, ya que, en tal caso b'y^_^=b^=(I-B^)"^b^, 
Vt*l,2 T, Vi.t-1..... T.
COROLARIO 3:
Si en el modelo no aparecen variables de con 
trol; o sea si C^*0 queda;
yt**tyt-i+(Ct"*t)E' (yt-i^^t-i) *;^;"t,ibî/t-i* nt
que, logicamente coincide con la proposiciôn III.4.1
NOTA: Utilizando la mlsma notaciôn que en el apartado 4, po-
demos poner:
J
‘’t-1- lit "t,i*i/t-i 
Por tanto, el sistema (6.1) se puede expresar:
(6.3) yt"Atyt_i+(Qt-At)E(yt_ilIt_i)+qt_i+ i*I/t-l+ nt
Suponemos que y^, .... . n.j.,v^ ,Vj^ ,.... ,v^ son vectores
aleatorios, mutuamente incorrelados. Sea E n^=0 ; E n^ n^=R^.
TEOREMA III.6.1: (Generalizaciôn del filtro de Kalman para el 
modelo que estamos considerando).
Partimos del problema III.6.1. Suponemos, —  
ademâs,que {u^} , {v^} son Gaussianos y que los vectores b^ 
son determinlsticos o bien son estocasticos de la forma
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b.= R.b. .+£. en donde (e.} es un proceso estocâsticoL | » |  1 L—1 L L
Gaussiano, de media cero^ serialmente incorrelado, inoependiente 
de tu^} , {v^i , y^. Ademâs suponemos que las variables de - 
control son de la forma x^= en donde Q^es un
vector constante yc^XI^_^) es el subespacio vectorial generadc 
por It_i.
En estas condiciones se obtienen las siguien 
tes ecuaciones récurrentes:
yt/t°(I"CtMt)(9tyt_i/t_i+qt-l+ Z ^t,i^i/t-l^'*’°t^t
i-t
CON 9o/_i=m -  yo/o-(^-Vo^"‘^ V o
siendo
^t/t-l=*t Ct-l/t-l*t+*t 
CON ’^ o/_i = S
DEMOSTRACION:
Partimos del modelo en la formadada por la ex 
presion (6.3) y del sistema de observaciôn.
yt=Atyt-i+(Ot-At)=(yt-i':t-i)+qt-i+ ^ ^t,i^Vt-i* h
i-t
Por las condiciones que hemos impuesto: 
=(yt-ii:t-i)-yt_i/t-i y *i/t_i-*i/t-i' yi=t,t+i,..
Vt=l,2.......T
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luego el sistema se puede expresar 
yt-AtyL_i*(Ot-At)yt_i/i_i+qt-i+,:, "t,i*i/t_i+ \  
Aplicando el corolario 3 de la proposiciôn 111.3.3,obtenemos: 
y\/t_i=Atyt_i/t-i+(Ot-At)yt-i/t-i+St-i+;:^Nt.i*i/t-i=
'Otyt-l/t-l*9t-l+  ^*^t,i*i/t-l 
I-t
Pero yt-yt/t_i=At(yt-l-yt-l/t-l)+ nt ^romo en los teoremas III,
3.1 y III.4.1).
El resto de la demostraciôn es idéntica a la 
de los teoremas III.3.1 y III.4,1.
NOTA:
Vemos cômo en este caso,la estimaciôn del es- 
tado del sistema en t depende de las expectatives que en el —  
periodo t-1 se tienen del valor que tomaràn las variables de -
control en todos los periodos futuros: x*y^_^, x^+i/t-l  “
*T/t-l" Trataremos de llegar a resultados mâs concretos, anal^ 
zando dos casos particulares.a) Polltica en but le abierto (x^, 
X2 ,...,Xpp) conocida de antemano. b) Politics en bucle cerrado 
de la forma x^-T^E(y^_^|I^_^)+f^, suponlendo que { 7^ } y { f^ } , 
para t«l,2,....,T son tambien conocidos de antemano.
COROLARIO 1:
Supongamos que se sigue uns politics en bucle 
abierto (x^.Xg,.... x^), conocida de antemano. En tal caso —
'i/t-1 *i" Vi-t,t+l,
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Queda, por tanto; 
yt/t"yt(:t)"(:-Dt"t)(Qtyt_i/t.i+qt-i*:;
siendo D^, ^t/t ^8u®les a las expresiones que apare
cen en el enunclado del teorema.
Tambien y^/.i-m ; Z q /.i-S
COROLARIO 2;
Consideremos la politics en bucle cerrado —  
x^»r^E(y^_j )+f ^ , suponlendo queiF^} y { f son conoci­
dos desde el principio Vt-1,2 T.
Entonces el problems se reduce al tipo estu- 
diado en el apartado 4.
DEMOSTRACION;
Partimos del sistema (6.1)
yt"*tyt/t-i+Bity%+i/t-i+Atyt-i+CtXt+*t+"t t-i-z.....?
Sustituyendo x^ por su valor, queda: 
yt-^t^t/t-i'^^it^t+i/t-i'^^t^t-i'^'^t ^t^(ytrii^t-i)*^tj 
-Btyt/t-i*Bityt+i/t-i**tyt-i*Ct^tE(yt-iHt-i)*bt*Ct?t*"t 
'*■ yt/t-i^^t^t/t-i’^^it^t+i/t-i'^^t'^^yt-i ' ^ t-i^+Ct^t^^yt-ii^t-i)*
•* ^t/t-i*^^“®t^ t^it^t+i/t-i^^^t^^yt-i*^ t-1 ^ “^ ^t^t^^^t-i*^ t-1
+b t/t_1+Ct?t1
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yt-yt/t-i+Atyt-i-At:(yt-i':t-i)+(bt-b;/t-i)*"t *
"Bity;+i/t-i+Atyt-i+(Àt-At)E(yt_iiit_i)+%[/t_i+
en donde
It
%t/t.i-(:-Bt)''(»t/t_i+Ct?t) 
%t-Ct(Xt-*t/t-l)+(bt-bt/t-l)+"t"(*t-bt/t-l)+"t
por lo que el problema se reduce al tipo ya estudiado en el 
apartado 4.
7.- ESTIMACION Y CONTROL. MODELOS CON EXPECTATIVAS RACIONALES 
DE VARIABLES FUTURAS.
Consideremos el problema III.2.1
Al analizar el problema de control para este 
tipo de modelos, en el teorema III.2.2, obteniamos que: 
Xt=F^E^_^(y^_^)+f^, en donde F^,f^ coincidfan con las expresio 
nes obtenidas en el caso de informaciôn compléta, problema que 
teniamos ya resuelto. Tras estudiar el problema de estimaciôn 
en la secciôn anterior, en donde veiamos como calculer las ex­
presiones E^_^(y^_^) en determinadas condiciones, volvemos otra 
vez al problema de control.
Sabemos que en el caso en que todos los ruidos 
son Gaussianos E^_^(y^_^)-y^_^y^_^, que podemos calculer recur 
slvamente, utilizando el filtro de Kalman. En el caso standard, 
sin expectatives, estos valores los calculabamos independientemen
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te de cual fuera el control ôptimo. En el caso que nos ocupa 
no ocurre asi. Veamos, a la vista de los resultados de los - 
apartados anteriores como habrla que ordenar los càlculos pa 
ra resolver el problema que tenemos planteado.
!•) Calculamos las matrices y los vectores
{ f } para t*l,2,...,T
2«) Sabiendo que x^=F^E^_^(y^_^)+f^, utilizamos el 
filtro de Kalman de acuerdo con el corolario 2 del teorema III.
6.1. En el caso de ruidos Gaussianos, obtenemos los valores 
yt-l/t-l-Et-l(yt-l)' llevando a (y^_^ )+f ^ nos dan
los contrôles ôptimos que nos resuelven el problema. Vemos, por 
tanto, que, de manera diferente al caso en que no hay expecta 
tivas, en el problema que nos ocupa, necesitamos conocer los 
F^,f^ para resolver el problema de estimaciôn (câlculo de los
^t-l/t-l^ (en el caso de ruidos Gaussianos ^t-i/t-l^^t-l^^t-l^^’ 
que a su vez necesitamos para calcular el control ôptimo:
*t"ftEt-i(yt-i)+ft
Vamos a especificar con mayor detalle los pa
SOS a seguir:
-Suponemos que todos los ruidos son Gaussianos. Sabemos que - 
*t-^\yt-i/t-i*ft-^t^t-i(yt-i)*^t
a) Calculâmes las matrices F^
Calculamos los vectores ^t*^t^*^t/1-1 ’ ‘ ” ’*^T/t-l ^ 
para t*l,2,....,T
,tal como hemos seAalado al estudiar el problema de control en 
el caso de informaciôn compléta para modelos con expectatives 
racionales de variables futuras.
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Sabemos que las matrices F^, y las funciones 
f ^ ( , s o n  conocidas al principio del periodo 1.
b) Sabiendo que x^-F^E^_^(y^_^)+f^^, el sistema (1) 
lo expresamos en la forma.
'V % %
yt*^^tyt+i/t-i*Atyt-i*(*t"*t)^t-i(yt-i)*^^/t-i* t^ 
en donde J A^*( )“  ^( A.+C^F^, )
Por tanto, las matrices A^, t*l,2 T las podemos calcular de
manera que sean todas conocidas al principio del periodo 1.Los
vectores serân conocidos al final del periodo t-1, para
cada t-1,2, T.
c) Expresamos el sistema (1) en la forma
~ T % ~
yt"Atyt-i+(Ot-At)Et-i(yt-i)+ ”t , i4 / t - i^ \
en donde
<
It'^+l' "t ' *T+1"
•y t
t,i-(I"^lt^t+l) ®lt”t+l,i ’ i=t+l,..,T
Por tanto, 0^, Vt=l,2......T,
Vi-t+l,...,T son conocidos al principio del periodo 1.
% T
Llamamos q^_^=.*[ i^î/t-l’ sera cono
cido al final del periodo t-1. Por tanto, el sistema se puede 
expresar,
% % 
yt=Atyt-i+(Ot-At)=t-i(yt-i)+st-i+^^-i
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d) Utilizamos el teorema que generalize el filtro 
de Kalman, que aparece en el apartado 4, por lo que obtenemos 
recursivamente los valores de y^.^/t-l"
e ) conocido al final del periodo
t-1, con lo que el problema queda resuelto.
C A P I T U L O  IV
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MODELOS CON EXPECTATIVAS ACTUALES TOMADAS EN EL PASAPO.
1.- EL PROBLEMA DE CONTROL OPTIMO.CASO DE INFORMACION COMPLE- 
TA.
PROBLEMA IV.1.1;
T
MIN * siendo matriz
simétrica definida positiva o semidefinida 
positiva
P
(1.1) ^it^t/t-i^^t^t"^ ^  t
(para t-p,p+l,...,T)
fo'fl V l ’ dados
los vectores aleatorios j se supone que
son incorrelados con Vt
yt/k-^^^t^^k^’ ik"{ yk'yk-1.... y©’
*k'*k-l...... . k* %k-l"-)
Este problema aparece planteado, aunque no 
resuelto, para p > l  en la literatura economics. Asf lo sefialan, 
Indicando que harian falta nuevos métodos que lo resolvieran, 
los trabajos de Aoki-Canzoneri (1979) y de Visco (1981). Por 
otra parte, diferente tratamiento de modelos de tipo (1.1), - 
aunque sin plantear el problema de control, aparece en los —  
trabajos de Broze-Szafarz (1984), Visco (1984) y SchGnfeld —  
(1984).
Nosotros vamos a resolver el problema para el 
caso en que p»2, inspirandonos en el tratamiento que utiliza - 
Visco (1981) para sistemas del tipo (1.1) y tomando la idea de 
Chow (1980) que ya hemos utilizado en modelos con expectatives 
futuras.
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Veremos en primer lugar una proposiciôn previa, 
que utilizaremos posteriormente en el teorema que nos va a —  
Par la soluciôn al problema que nos ocupa.
PROPOSICION IV.1.1:
Consideramos el siguiente sistema:
P
yt"*tyt-i+ iii t.p.p+i........ t
CO" yo-^l yp-1 - dados
r^ es un vector de constantes para cada t son
vectores aleatorios incorrelados, de media cero.
Entonces,el sistema se puede expresar:
yt-Dpt*tyt-l+Dptrt+ "t" *tPt n t-i
en donde:
Dkt=(I-Rit-R2t""'"'"*kt)"^' Psrs k=l,2,...,p
Pt'*t(°i-l,t-l*t-l°i-2,t-2*t-2 °l,t-i + l*t-i + l'
Ademâs:
k
yt/t-i*DptRtyt-i*°pt^t* ”t t-k ’K«1
D P^ , para k-1,2,— ,i-1
en donde
‘ ' s . ts'i? P^ para k=i p-1
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DEMOSTRACION:
K
Définîmes  ^ J Para k-1,2.....p
Es Inmedlato comprobar que 
A partir del sistema dado, tenemos
yt/t-p"*tyt-i/t-p+Sptyt/t-p+rt "  yî/t-p-^pt^t^t-i/t-p^^pt^
Para j < p: 
yt/t-j"*tyt-i/t-j+Sjtyt/t-j+ ^ .s+i Rit^t/t-i+^t
Definimos ahora: ^ J ) “yt/t-j'^t/t-j-1 ’ 
tenemos X (t,0)-y^-y*y^_^- t
P
X(t,j)-(Rty%_i/t_j+Sjtyt/t-j+ Bit^t/t-l+rt)
"(*tyt-i/t-j-i+Sj+i,tyt/t-j-i*  ^ Bit^t/t-i+^t) "
1=j+2
.Rt%t-l,j-l)+Sjt%(t,J) -* X lt,J)=Dj^R^_X(t-l,J-l)
Por otra parte, podemos poner:
yt"(yt-yt/t-i)+(yt/t-i-yt/t-2)+'"''+(yt/t-p+i-yt/t-p)+yt/t-p" 
p-i
. jigX (t.i)+y%/t_p
yt-i"(yt-i-yt-i/t-2)+(yt-i/t-2-y;-i/t-3)+'-'+ (^t-i/t-p+i- 
■yt-i/t-p^'^yt-i/t-p* x(t-i,i-i)+y%_iyt_p
yt"X(t.O)+ V  X(t,i)+DptRtyt-l/t-p+°ptrt -
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t-1.1-11] [ ' t . I- ]i| X
*‘>pt''t-“pt''ti't-r“pt''t* It* ii'i <°it-°pt:*tx<i-i'i-i'
Pero:
P
»lt-Opt'l*Slt°lt-l-SptOpt'Slt»lt-Spt°pt-S.t»lt-(S.t*jj;.i*jtlOpt' 
-Sit'»it-°pt'-j.,;, *jt°pt ■* »it-Opt'-»it "jtDpt- 4  
Por otra parte:
R,x(t-l.i-l)-R, [ Di_i t.i*t_iX(t-2.1-2) ]-
t_2Bt-2*(t"3, i-3)J -
-’’t [ ^l-l,t-l”t-l°i-2,t-2*’t-2’• • •’°l,t-i + l^t-i + l 
i(t-i.O)] -Pjp
Oueda. por tanto yt-DptRtyt-l+°ptft+ ^t^t" t-i
A partir de la expresiôn obtenida, calculamos: 
yt/t-i-DptBtXt-l/t-i+Dptrt* k^ l ^tPt ^t-k 
Podemos poner:
yt-i-(yt-i"yt-i/t-2)*(yt-i/t-2"yt-i/t-3)*— (yt-i/t-i+i' 
1-1
-yt-i/t-i)+yt-i/t-i" x(t-i.k-i)+y;_i/t_i yt-i/t-i"
'yt-1- À  x(t-i.k-i)
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Por tanto:
't-i- X(t-i.k-i)] '“p t v  'i'"Î Pt-k- 
-Opt 2^ RtK(t-i,k-i).[i] afpt nt-k"
P* 1
-Opt«tft..*Op,rt-D,,/i; P? J, "t-k ■
• Opt"t>'t-rOpt''t* [o' "Ï "t-k
con lo que la proposiciôn queda demostrada.
COROLARIO (Caso p»2)
Consideramos el siguiente sistema:
2
yt-^t^t-l* il, Rit^t/t-i+rt+n t ' par* '^*2.3 T
con yp.yj, dados.
r^ es un vector de constantes, para cada t.
son vectores aleatorios incorrelados, de media cero
Entonces el sistema se puede expresar: 
yt-ftyt_i+*t+ nt+?t "t-1
en donde: ^ t-^^“^lt~^2t^~^*^t
®t"‘l-"lt-''2t>’*''t 
V-<l-"lt>''"2t<l-"lt-"2t>'*''t- 
-<:-*it''^"t-':-"it-*2t'''*t
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Ademés: y*t/t-l* r, t-1
nt -1
El problems anterior particularizado para p=2 
quedarâ en la siguiente forma:
PROBLEMA IV.1.2:
T
MIN EqW»E^ I (y^-a^)'K^(y^-a^), siendo matriz si 
f  1
métrica definida positiva o demidefinida po 
sitiva.
(1.2) y^« Atyt-i*Bityt/t-i*B2tyt/t-2*Ct*t*^t
(t.2,3 T)
yQ.yi, dados
Los vectores aleatorios {n^ } se supone que son 
incorrelados con E n^=0, Vt
y;/k==(yti:k)' ik" (^k'^k-i fo"
*k'*k-l'" "  ^ k'  ^k-1’•• • ^
Vamos a resolver el problems IV.1.2. Tratare- 
mos, en primera instancia, a los vectores y*y^_^ como si fueran 
vectores de variables conocidas. Utilizaremos las ecuaciones de 
Bellman:
0,(y,.i)=MIN Et_i { (yt-.t)'Kt(yt_at)+St+i(yt%,
con V^^^(y^)=0
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Elio nos permltirâ encontrar los contrôles ôptimos 
en funclôn de los vectores yj/t-i* Sustituyendo estos contrôles 
por los valores obtenidos podremos conocer la evoluclôn del sis 
tema, en funclôn de los valores y * y ^ P e r o ,  por el corolario 
de la proposiciôn anterior podremos calculer los valores de y*y^ 
que sustituiremos en la expresiôn de los contrôles ôptimos, que 
dando éstos en funclôn de cantidades observables con lo cual —  
tendremos resuelto el problems.
TEOREMA IV.1.1;
Para el problems IV.1.2 y, tratando a los vec­
tores yj/t-i como conocidos, utilizamos la programaciôn dinàml^ 
ca, obteniendo:
*t"Gtyt-i+ J, °ityi/t-i*8t
con lo cual, la evoluclôn del sistema se puede expresar como:
yt=Vt-i*ii, *ityt/t_i+rt+ ^t
en donde:
Git"
*t=At+CtGt
*it'*it+CtGit
rt"Ct#t
it :i=i.2)
(1=1,2 )
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P^iS^.T^: toman los valores que se indican en el corolario 
de la proposiciôn IV.1.1
"t'*t*Pt+l"t+l^t+l'
Gt"Ktat+ft+l(Gt+l-"t+l=t+l)' V V t 
Ct"*t*t»t+(*t+l+Tt+l f^)'"t+l(*t+l+?t+l ’I t)-
"2(St+l*^t+l^t) ^t+l*^t(^t+l"t+l ^t+l^'
Por el corolario de la proposiciôn anterior, 
podemos calculer los valores de yt/t-2’ 9"* llevaremos
a la expresiôn de x^, obteniendo finalmente.
en donde <
ft"Gt+Gltft+G2,tPt
ft-«t+Gl.t"t+G2.t"t
**t“Gl,t^t“G2,t^t
Ademas:
*2Et_i(nt^t bt)*^t-i(^t)
DEMOSTRAClOW;
Como ya hemos utilizado y justificado en ca­
pitules anteriores, vamos a identiflcar; *t“*t/t-l ’
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Vamos a demostrar el teorema por Inducciôn
sobre t
PARA T
Cyip_ j {(y«ji~aj ) ' (y,p-a^) }
* E,j,_j(y^ H,j,y^ -2y^ h^ +c,j,) en donde h^»K^a^;
Podemos, por tanto, poner:
2
V^(yi_i )*Et _i { (A,j.yT_i+ ®iT^T/T-i*GT*T/T-l'^ '^T
(A^yî_i+ .Zj BiTyT/T-l + GTXf/T-1* “ 2(A,j,y^ _j+ ^iT^T/T-i*
+ C^x*^^_l+n t )'h.p+CT } =(A,j,yT_i+ .E^  ®iT^T/T-l'^S’^ T/T-l^'^T^^T^T-l'*’ 
2 2
+ r BiT^f/T-i^^t^T/T-l^^^T-l^T^T n E ®iT^T/T-i'^
i-1 i-1
*GT*T/T-l)^T*CT 
Condlclôn de minlmo:
0-2C^H^(A^y^_j^+ _E^  ®lTyT/T-l'^GT*T/T-l
* S..2T"*f/T-l"GTyT-l+ GlT^T/T-l**:
en donde (1=1,2)
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Entonces, el sistema (1.2) se puede expresar;
^T'^ryT-l* Z BlT^T/T-l^^T+n T ' 
i-1
RT-AT+CyG,
**iT*®iT'^GT°iT (i*1.2)
Ademas;
en donde^
Por el corolario de la proposiciôn anterior, podemos poner:
^T-1
^T/T-l*®T^T-i'^®T‘*’'^ T ^  T-i 
yT/T-2*®T^T-l'^®T“*’T ^  T-1 
Por tanto: x,j,-G^yj_j+Gjj(P^y^_j+s,j,+ n j+T^ n )+G2 j(Pjy^_j +
+ s^-Pt n ,p_j^ )-t-g^ -(G,j,+Gj^ P^^ +G2q.Pj)y^ _j^  + (gY+GjjSj+G2^S^) +
+(GitTt "G2tPt ) ^t-1 *
T-1’
en donde
F^-G^fGj,pP^+G2^PY
■* ^^T^T-1'^®T‘*'^ T ^ t-1 ^ *^T^^T^T-1'^*T‘*'^ T ^  t-1 ^
-2(P^y^_j+s,p+T^ n^_j^)'h^+ ET_i(nTHT%T)+CT=yT_iPTHyP2yT_i + 
■*’2yT_i^T^T^®T*'^T ^  T-1 %T-1^ ^T^^T*^T ^T-1 ^ ~^^T-1®T^T~
-2(s^+T,p Tij_j^)'h^+c^+E,p_j(Ti^H^H^)-y^_j^P.^HpP^y^_j -2y,J,_jP,J,
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siendo ^t “^T 
@,=0
con Cj,—E^_^(c^) 
Oueda demostrado el teorema para T.
SUPONGAMOS QUE EL TEOREMA ES CIERTO PARA t
Vamos a demostrarlo PARA t-1
''t-1 ^ ^t-2^“®t-2 f ^^t-l"“t-l^'*^t-l^^t-l”*t-l^‘^''t^^t-l^ )
'®t-2^yt-l”t-l^t-l“^^t-l'’t-l'^ '^ t-l^
en donde: 
H.
<
‘ t-l~^t-l“t-l *^ t' ‘t "t=t "t t 't-1'
Ct-l-'[_lKt-l't-l + ('t+Tt" t-l)'"t(»t+Tt^-l)-2("t+Tt't-l)'ht< 
+:t-i(^;"t*t)+2Et.i(*t*t'\)+:t-i(:t)
Podemos poner:
^t-l*^t-l"^t-l^t-l, en donde
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-> ''t-l^^t-2^*®t-2 { ^^t-l^t-2'^ Z ®i,t-l^t-l/t-l-i'^t-l*t-l/t-2'^
2 :-i
♦ Ht-1^ ’^ t-l^^t-l^t-B* ;Ei ®i,t-l^t-l/t-l-l‘^ Gt_i*t-l/t-2‘*’^t-l^~ 
-2(A^_iy^_2'^ Z^  ®i,t-iyt-l/t-l-i*^t-l’‘t-l/t-2* ^t-1^'
(^t-l"*t-l^t-l)*Ct_i} “^^t-l^t-2"^ ;E^®1, t-l^t-l/t-l-i*^t-l*t-l/t-2^ '
"t-i(*t-iyt-2*jE^ ®i,t-iyt-i/t-i-i*ct_i*t-i/t-2)*®t-2^i t-i"t-i^t-i)
-2(At_iyt_2+ ®l,t-iyt-l/t-l-l*Ct_i*t-l/t-2)'^t-l*
t-l®t-l^t-l^'*’®t-2'*^t-l^
Condiclon de mfnimo:
5xT[Y/t_2"°"^^t-l"t-l(At-iyt-2*;E, ®i,t-iyt-l/t-l-i*Gt-i*t-l/t-2^‘
Por tanto;
*t-l'*t-l/t-2""t-lft-2G»_iy»_3+ I G 
!•!
1,t—1^t—1/t—1—i *t—1
en donde
=1. . t-1
(1=1,2 )
Entonces:
)* E^  ®i,t-iyt-l/t-l-l*^t-l*^t-l
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en donde;
1
(1-1,2)
yt-i=ft-iyt-2+=t-i+ ^-i^'^t-iV2
Por el corolario de la proposiciôn anterior:
'Pt-lf g ' l*  
yt-i/t-2"®t-iyt-2**t-i*^\-i%t-2 
yt-l/t-3*^t-l^t-2*®t-l~^t-l^ t-2
Por tanto:
*t-l“Gt-iyt-2'*’Gl, t-l^®t-l^t-2‘^ ®t-l*^t-l "\-2)*G2,t-l(Pt-iyt-2*
**t-l"®t-l%t-2)**t-l'(Gt_i+Gi t_iPt_i+G2 t_iPt_i)yt_2+ 
*(*t-l*Gl,t-lSt-l*G2,t-lSt-l)*(Gi t-lTt-l"G2,t-l^t-l)*t-2=
en donde:
^t-l“Gt-l*Gl,t-l^t-l*G2,t-l^t-1
^t-l'*t-l*Gi, t-l®t-l"^G2, t-l®t-l 
^t-l*°l,t-l^t-l"G2,t-l^t-1
^  ''t-l^^t-2^*^^t-l^t-2'^®t-l'^^t-l\-2^ '^t-l^^t-l^t-2*®t-l'*‘ 
■^^t-l^t-2^*®t-2^ '^ t-l‘^t-l'^  t-l^"^^^t-l^t-2'^®t-l'^^t-l^t-2^ '^t-l +
‘^ t-2®t-l”t-l^t-l^t-2~^yt-2^t-l^^t-l~”t-l®t-l"”t-l^t-l^t-2^"^
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*(®t-l*Tt-l^t-2)'"t-l(®t-l**t-l^t-2)"2(St_i+Tt_i^t-2^'^t-l'
t-l"t-l^t-l^*^®t-2(^t-l*t-l^ t-1 ^ ■*'®t-2^®t-l ^ 
con lo cual queda demostrado el teorema.
COMEWTARIOS AL TEOREMA.
1*) El método que resuelve el problems no sirve para p> 2.
2*) En la proposition previa y en el teorema hemos supuesto que
^^~®lt^ ^ ^^~®lt~®2t^ exlsten, Vt. En tel caso, la solution
del sistema que se obtlene: y^-R^y^ ^* .Z^  *^ it^ t/t-l'^''t*’'t *® ~ 
units a diferencla de lo que ocurria es modelos con expectatl—  
vas de variables futures, en donde, para quedamos con una unlca 
solution afladfamos la condition adiclonal de que el instante f^ 
nal T, yf+i/T-l" Esta es una propledad conoclda en mo­
delos con expectatives rationales: los slstemas en que aparecen 
expectatives rationales de variables futures no tlenen solution 
unite en tambio los slstemas con expectatives solo de variables 
actuales tomadas en el pasado tlenen, en general, solution unlca 
(suponlendo no singularldad en algunas matrices).
3>) A1 Igual que hemos hecho en casos anteriores, vamos a ver to 
mo habrla que ordenar los câltulos:
PARTIMOS DE: At'®lt'®2t'^t'®t'*t conocidos, Vt*2,3,
PARA T
^ hater
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G jt*-
Calculer R^-A^+C^G^
*2T*®2T'^Gt G2t
Calculer Py-tl-Rip-Rg?)" R?
Hacer ®^»0
Calculer Fy—G^+G^^P^+Gg^P^,
Nt -GjjTt -GjtPt
Hacer
< Calculer r^-C^g?
Calculer s^-(l-Rj^j-R2 j)~^r,y 
Calculer f^—g^+G^^s^+Ggi^s^,
PARA T-1
Hacer
■^ T-1**^ T-1"^ ®T*^ T^ T
■Ir.
Gt -1“~^Gt _i^T-iGt -1^  GT-l"T-l*T-l 
‘'I ,T-1“'^Gt>i*^ T-iGt-1 ) ^T-1
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-Ir*
®1,T-1*®1,T-I^Gt -I®!,T-1 
®2,T-l'®2,T-l+GT_lG2,T-l
T-1"'* ‘'1,T-1“®2,T-1^ ®T-1
1,
)"^RnT-1"'* “1,T-1^ Rr_i"(I"*i,T-l"®2,T-l' ‘‘T-1
®t-i“®t”t '^t
Et-i'G^.j+Gi ^T-iPt-I'^Gj ^T-iPt-I
**T-1“Gi ,T-i ‘^ T-1"G2,T-iPt-1
Hacer: ^T-1“*S-1®T-1*Pt ^^T“^®T^
^T-1“Gt-1*T-1
’T-1 ■ d-R, ,T-1"®2,T-1^ ^^T-l
fT-l"*T-l*Gi,T-l®T-l*G2,T-l®T-l
segulmos con T-2, T-3,... y terminâmes con t-2, de la siguiente 
forma:
PARA t-2
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= 1 .2-“= 2 V 2 > ‘‘'=2»S®1.2
‘=2.2-l'=2'*2=2>'''=2»2®2,2
Rg-Ag+CgGg
*l,2"®l,2+G2'Gi,2
*2,2"®2,2*G2G2,2
f2'l:-"l.2-*2.2'''*2
V< I-« l,2 '' ‘V ‘-"l,2-»2,2>'*"j
®2- n V s
p2'G2+Gi_2P2*G2,2P2 
''2*Gi ,2'^2~G2.2P2
Hacer: hg-Kgag+Pgfhg-HgSg)
g,-(ClH,C,)*^C'h,
r2-G2«2
V - 1 .
®2'(I-*1.2-®2,2) ^2
^2“®2'*'Gi ,2®2'^G2,2®2
Todas estas cantidades las podemos calculer 
al comlenzo del primer periodo pues dlsponemos de datos para
• 17S •
Clio. Per tanto: para todo t, sc conoccn al principle.
4*) L* versiôn deterministic* del problems (prevision perfects) 
es trivial, no solo para p-2, sino para cualquler p.
En efecto
P
El sistema (1.1) serà z B^^y^+C^Xt
♦  Pt'DptAtyt-l+DptCt*,
,-l
 t^ 1 p  t t 
P
en donde Dp^-(I-.Z,B^^)'
(Suponemos que existe para cada t)
Por tanto, el problema es el siguiente:
MINW. (yt-at)'Kt(yt_at)
yt"DptAtyt-l+Dpt*t
que es un problems standard lineal cuadratlco de control deter 
minlstlco.
2.- EL PROBLEMA PE ESTIMACION EM ESTOS MODELOS.CASO PE RUIDOS 
GAUSSlAlfOS.
PROBLEMA IV.2.1:
Considérâmes el modelo:
(2.1) yt-Atyt_i+ .Z, Bity%/t_i+ . Para t=p,p+l.... T
con el sistema de observation.
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(2.2) , para t-0,1,2,...,T
Suponemos que y^y ^ , ...., y^ ^, hp • n
Vg.v^.Vg Vj son vectores aleatorlos normales, mutuamente -
incorrelados, tales que:
En^-O , E (para t-p,p+l,...,T)
Ev^-0 , Ev^v^-v^ (para t-0,1,2 T)
Eyt=mt , E(y^-m^)(y^-m^)'-S^ (para t=0,1,2,...,p-l)
En este caso y%/k=E(ytlI%), pero !%-{
. ...,Zg} , pero no contiens a yj^ »yjt_i • • • •-yQ* y® son des
conocidos.
Se trata de encontrar el estlmador lineal mi- 
nlmo cuadràtico de y^, dada la informaciôn I^.
Segulremos exactamente el mismo desarrollo que 
en el caso de slstemas sln expectatlvas, y llegaremos a una ex 
preslôn del flltro de Kalman, que sera funclôn de los vectores
^t/t-i’ no son dlrectamente observables. Ahora bien, en el
caso particular que nos ocupa: yt/t_i*E(y^ 1  ^, por
lo que podemos calculer esas expectatlvas utlllzando preclsa- 
mente el predictor de Kalman.
Procederemos de la siguiente manera:
A  A A  A
-Câlculo de Yq /q - A contlnuaclon, calculo de yi/o*y2/o’---- ’^ p/o
-Câlculo de y^y^. A continuaclôn, câlculo de yg/i'yg/i..... ’^ p+1/1
-Câlculo de Yt-i/t-i' A continuaclôn, câlculo de yt/t-l’^ t+l/t-1' 
 ^t+p-l/t-1
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-Câlculo de (que ademâe de y^.iyt-i* dependerâ de y'y^,}.
 yt/t-p" ° Q"* " lo "1""°' “e Ytyt_i yt/t-p* 9"®
ya habremos calculado previamente). A continuaclôn, câlculo de
i^t+i/t’^ t+a/t...... ^t+p/t
TEOREMA IV.2.1 (Generallzaclôn del flltro de Kalman para el 
tlpo de modelos que estamos conslderando).
Para el problema IV.2.1, se obtlenen las sl- 
gulentes ecuaciones récurrentes:
yt/t-y\(it)"(:-DtMt)(Atyt-i/t-i+.Ç, ^it^t/t-i^^Vt
(PARA t.p,p+l T)
CON: yo/-l""o yo/o'(:-Do"o)"o+Do:o 
yi/o“®i ■** yi/i-(i-Di"i)*i+DiZi 
y2/o“y2/i*“2
yp-i/o'Fp-i/i"— “yp-i/p-2*”p-i Fp-i/p-i'
'(I"°p-l*p-l)"p-l*°p-l®p-l
siendo t/t-i«;(«t c t/t-i"l+Vt)
Zt/t-l**t z t-l/t-l*t**t
-1
- 1.
rt/t*  ^t/t-i~ ^t/t-i*t(*t^t/t-i*t*^t) ”t t/t-i
GON  ^ o/-l*®o= S / o = ® l ’  ^ 2/l"®2'
P-1
p-l/p-2
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Ademàs v-1yt+l/t"(l"®l,t+l) (At+l^t/t* i^ 2 .t+ll't+l/t+l-i^
v - 1 ,
yt+2/t"(l"®l,t+2"®2,t+2) (*t+2yt+l/t* [£3®i,t+2
A .
yt+2/t+2-i‘
^  ®i,t+p) At+p^t+p-l/t
OENOSTRACION:
Supongamos que hemos calculado y^/t-i*yt/t-2’ 
-yt/t-p- También conocemos [y^-yt/t-i] [yt-yt/t-l]’
En el periodo t, recibimos la observaciôn ad^ 
cional z^=M^y^+v^.
Como en el teorema III.3.1, tenemos;
yt/t-yt/t-i+yt [®t-®t^it-iO
®t(it-i^“V t / t - i
: (:t-=t(it-i)) (Mt(yt-yt/t-i)+vt}
yt [®t-®t(it-iO '  yt [ ^ t^t-iU  ( yt)+:y2 : [ =t-
-:t(it-i)]
en donde Zy2" Z t/t-l'H
^îî“**t ^  t/t-l^t*^t ' como en el teorema III.3.1.
Por tanto:
yt [:t-:t(It-l)] -E(yt)+®t[ Zt-"tyt/t-l] ' dond*
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Oueda:
Considérâmes ahora el sistema (2.1). Tomando 
en los dos mlembros esperanzas condlclonadas a y tenlen
do en cuenta que y^y^-i'/t/t-l' Queda:
A P A ^ Ayt/t-i'yt/t-i'At^t-i/t-i* ;Ei ®ityt/t-i**tyt-i/t-i*;2i ^it^t/t-i
yt-yt/t-i"At(yt-i-yt-i/t-i)+ ^t *i c*®° =1*
expectatlvas)
^t/t-l'^t  ^ t-l/t-l*t**t
*  : t/t- ^/t-1
Por tanto:
yt/t*<i-°t”t^^Vt-i/t-i* j^®ityt/t-i^^Vt (PARA t.p.p+i.....T)
Calculemos ahora Yt+z/t..... ^t+p/t "
(suponlendo que t+pë T)
A A A
Si no es asl, calculâmes yt+i/t'yt+2/t’ ’^ T/t^
De acuerdo con (2.1):
P
yt+i^At+i^t* i-1 ®i,t+iyt+i/t+i-i* ^t+1
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Tomando esperanzas condlclonadas a l ^  en los dos mlembros:
;Ei ®i.t+iyt+i/t+i-i"
'At+i^t/t* .Zj ®i,t+iyt+i/t+i-i
A A
*  yt+i/t-yt+i/t-(:-»i.t+i)"^ (At+iyt/t+iÇz ®i,t+i
A
yt+i/t+i-i'
Anâlogamente:
P
yt+2**t+2yt+i* ;5i®i,t+2yt+2/t+2-i* ^t+2 
■» yt+2/t"*t+2yt+i/t*®i,t+2yt+2/t*®2,t+2yt+2/t*
■3
o lo que es lo mlsmo
P
;L ®l,t+2yt+2/t+2-l
yt + 2/t“yt+2/t“^l"®l,t+2~®2,t+2^ (*t+2y^+l/t* ®1,t+2y\ + 2/t+2-l^
En general, para kg {1,2, p)
^t+k^^t+k^t+k-l* Z ®i, t+k^t+k/t+k-l"*”  ^t+k
i-1
k P
yt+k/t^^t+k^t+k-l/t* ®1,t+k^t+k/t"^ ®1,t+k^t+k/t+k-l
k P
~  ?t+k/t i-1 Bi,t+k)-l(At+kDt+k_i/t+ ^j»,Bi.t+k 3^ +k/t+k_i)
Al Igual que hlclmos en el apartado 6 del ca­
pitule III, vamos a ver que es poslble qultar la hlpôtesls de 
norroalldad, pero a camblo tendremos que sustltulr y * y ^ p o r  - 
^t/t-l’ oon lo cual el sistema ya no serà, en general un mode­
lo con expectatlvas rationales. Estudiaremos este caso en el - 
apartado siguiente.
P
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3.- EL PROBLEMA DE ESTIMACION EN MODELOS EN QUE APARECEN ESTl- 
MADORES LINEALES MINIMO CUADRATICOS EN LUGAR DE ESPERANZAS 
CONDICIONADAS.
PROBLEMA IV.3.1;
Considérâmes el modelo:
(3.1) nt . par. t-p.p+1 T
con el sistema de observaciôn:
(3.2) ^t'Ht^t+^t para t-0.1,2 T
Suponemos que y^iy^,.... *yp_i »n p « n.p_ j »••••• h ^ ,
v^,v^......,v^ son vectores aleatorlos, mutuamente Incorrelados,
taies que:
E n » E n gn (par* t»p,p+l...... T)
Ev^-0 , Ev^v^-V^ (para t-0,1,2, T)
Ey^-m^ , E(y^-m^)(y^-m^)'-S^ (para t-0,1,2,...,p-l
En este caso yt/k“B^yt* ^k"^®k’®k-l’* *'’®o^
Se trata de encontrar el estlmador lineal min^ 
mo cuadràtico de y^, dada la Informaciôn I^.
PROPOSICION IV.3.1.
Sea z-Cx^+Dx®(y^)+u
en donde z,x^,x®,u son vectores aleatorlos, C,D son matrices - 
de constantes
"* z(yi.y2)=Cxl(y^,y2)+Dx®(y^)
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Suponemos que el vector u tiene media cero y es incorrelado 
con y^.yg.
DEMOSTRACION;
Vamos a apoyarnos en la proposiciôn III.3.3. 
Por el corolario 5:
kyi.ygi-zCyii+z [y2-y2(yi)]-ï
Sea ygtyij-yg-yztyi)' el corolario 2, es 
incorrelado con y^ y tamblén con ygCy^).
Por el corolario 3; z(y^)-Cx^(y^)+Dx®(y^)
Ademàs: z(y^)=Cxl(y^)+D [^^(y^ (1^ 2^
[ x^(yi)] Z ^ 3 ^  z  yg/yi) y® Q"®
 ^ x®(y^)y(y^) “°
Por tanto:
z(y% .ygj-Cx^fy^j+Dx^fy^ )+Cx^ (ygCy^  ^) )+xG-z ■
=c ^xl(yi)+x^(y2 -y2 (yi))-%^ ] +Dx®(y^)«Cx^(yj,y2 )>DxG(y^)
TEOREMA IV.3.1.: (Generallzaclôn del flltro de Kalman para -
el tlpo de modelos que estamos conslderando)
Para el problema IV.3.1 se obtlenen las siguien 
tes ecuaciones récurrentes:
yt/t-yt(:t)-(i-Dt"t)(Atyt_i/t-i+jÉ ®ityt/t-i^*®t®t
(para t*p,p+l,...,T)
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Siendo:
Ademàs:
yo/-l""o *  yo/o"(I-DoMo)*o+Do:(
^i/o'^i yl/l-(I-DiMi)mi^DiZi
y2/o"y2/l"*2 y2/2-(:-D2"2)"2+*2*2
^p-i/o”yp-i/i* *yp-i/p-2“®p-i ^  yp-i/p-i"
• (I"®p-l*p-l)"p-l*Dp-l*p-l
-1
Et/t-l"*t ^t-l/t-l^t * ®t
Et/t" E t/t-l" %t/t-l*t  ^  ^t/t-1
P-1
p-l/p-2
yt+i/t"(i"*i,t+i) (*t+iyt/t* \iz ®i,t+iyt+i/t+i-i) 
yt+p/t"(i";5i *t+pyt+p-i/t
DEMOSTRACION;
Procediendo exsctsmente como en el teorema Iv.
2.1. llegamos a que:
yt/t"(:-Dt"t)yt/t-i+Ot:t
Conslderamos ahora el sistema (3.1). Apllcando la proposiciôn IV.
3.1. obtenemos:
— 185 —
A  ^ A
reraa IV.2.1. Asl obtenemos las mismas expreslones paral y
E t / f
Oueda,por tanto:
(para t-p.p+l.....,T)
A A A
Calculemos ahora yt+i/t = yt+2/t.......
(suponlendo que t+pèT. SI no es asl, calculamos y^^i/t'^t+a/t’ 
 'yf/t^'
De acuerdo con (3.1)
P .
yt+i'*t+iyt* ®i,t+iyt+i/t+i-i* ^t+i
Apllcando la proposiciôn anterior
yt+i/t**t+iyt/t+ ;Ei ®i,t+iyt+i/t+i-i
p
"* yt+i/t*(i"®i,t+i) (*t+iyt/t*;f2^i,t+iyt+i/t+i-i)
En general, para k»l,2,....,p 
yt+k**t+kyt+k-l* l,t+kyt+k/t+k-l* ^t+k
yt+k/t**t+kyt+k-l/t* ®l,t+kyt+k/t*
P A
+ Z B,,t+kyt+k/t+k-l
i-k+1 1
y\+k/t*(i-i5i ®i,t+k)"^(At+kyt+k-i/t+ 
p
i-E+1 ® 1 ,t+kyt+k/t+k— 1 ^
- 186
COROLARIO;
SI los vectores aleatorlos y^.y^.... ^p-l’
Tip* Tip^2******* # Vg,v^,#..,v^ son normales al verl fi car
se que yj/t-l'yt/t-l' problems IV.2.1 y el IV.3.1. colncl^ 
den. Los resultados dados por los teoremas IV.2.1 y IV.3.1, 
tambien colnclden.
4.- EL PROBLEMA DE ESTIMACION CUANDO EL MODELO INCLUYE VARIA­
BLES DE CONTROL. CASO DE RUIDOS GAUSSIANOS.
PROBLEMA IV.4.1.
Consideremos el modelo:
P
(4.1) yg-A^y^.i-^ *ltyt/t-i+GtXt+* t (far® t-p.p^l.... T)
con el sistema de observaciôn:
(4.2) %t"*tyt**t (par* t-0,1,2,...,T)
Suponemos que y^.yi. • • • .yp.j. ^p.Tip^^j, n?.
Vg,v^ v^ son vectores aleatorlos normales, mutuamente Inco
rrelados, taies que:
E Ti ^ -0
Ev^-0
Eyt-«t
E Ti^n^-R^ (para t-p,p+l,...,T) 
®*t* t"^t (P®r® t-0,1,2,...,T) 
E(y^-m^)(y^-m^)'- S^
(para t-0,1,2,....,p-l)
En este caso y*y%-E(ytlIk) con Ij^ -{ z^, Zj^ _^ , 
• *0’ *k'*k-l''""}
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Se trata de encontrar el estlmador lineal - 
minlmo cuadràtico de y^, dada la Informaciôn I^.
TEOREMA IV.4.1.: (Generallzaclôn del flltro de Kalman para - 
este tlpo de modelos).
Conslderamos el problems IV.4.1. Suponemos, 
ademàs, que las variables de control son de la forma: x^*a^+ 
+ ^ (I^_j), en donde a ^  es un vector constante y =((I^ _^  ^) es el 
subespaclo vectorial generado por I^_^.
En estas condlclones se obtlenen las slgulen 
tes ecuaciones récurrentes:
yt/t"yt(it'"(i"®t*t)(*tyt-i/t-i* ;Si ®ityt/t-i*^t*t/t-i)*®t®t 
(para t-p,p+l ,T)
siendo D^, Z^/t ^ ^as condlclones Inlclales anâlogas
al teorema IV.2.1.
Ademàs:
yt+i/t"(i"®i,t+i) t^+i^t/t* i^z^ .^t+iyt+i/t+i-i+Gt+iEfxt+iiit)
- A
yt+2/t'(I"®l,t+l"®2,t+2) i*t+2yt+l/t* i^ 3 ®l,t+2yt+2/t+2-l*
L *t+p^t*p-l/t*^t*p^^*t+p^^t0
DEMOSTRACION:
Es exactamente Igual que en el teorema IV.2.1.,
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sôlo que ahore:
P
i-1 ®ityt/t-l*Gt*t* 
yt/t-i'^t^t-i/t-i* ®ityt/t-i*Gt*t/t-i
Anâlogamente:
yt+i'^t+iyt* jZ^  ®i,t+iyt+i/t+i-i*Gt+i*t+i* %t+i 
yt+i/t"At+i®(ytiit)* ^  ®i,t+iyt+i/t+i-i*Gc+iE(x^^.ii^)
 ^yt*i/t"(i"®i,t+i) l^t+iyt/t*;Ç2 ®i,t+iyt+i/t+i-i*Gt+i®(*t+iiitE
p
yt+2"*t+2yt+l* E t+2yt+2/t+2-i*Gt+2*t+2+ ^t+2 
i-1
yt+2/t"At+2yt+i/t*®i,t+2yt+2/t*®2,t+2yt+2/t*
* E ®l,t+2yt+2/t+2-i*Gt+2®(*t+2lIt)
1-3
Por tanto: ^
yt+2/t"(I"*l,t+2"®2,t+2) ^[*t+2yt+l/t* J^fl,t+2yt+2/t+2-l* 
+Ct+2:('t+2':t)]
k
En general, para k-1.2 p y t ^ k -Vk^t^k-l* ,!:,®l.t+kyl+k/t+k-i+
+ Gt+kXt+k+n t+k
K P *
^^ yt+k/t'^ t+k/t+k-l/t+ ^E^ Biit+k^ t+k/t* ^ E^ ®1,t+k^ t+k/t+k-l'^
*Gt+k®(*t+klIt)
Por tanto:
^t+k/t "(I";i^®l.t+k)  ^ [^t+k^t+k-l/t*
*Gt+k®(*t+klIt)j
C A P I T U L O  - V
EJEMPLO 1:
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EJENPLOS Y CONCLUSIONES
MIN E, I n; 
1 t»2 ^
nt *®1 nt+i/t-i+A%t-i+c=t+Vt .......
en donde: con n jdedo
n^:es la t«s« de Inflaciôn en el période t (es, por - 
tanto, una variable escalar).
m^:es la tasa de variaciôn de la oferta monetaria en 
el periodo t. Es la variable de control, también escalar.
v^:perturbacl6n aleatoria en el periodo t. Suponemos
que Vg.Vg ,v^ son variables aleatorias mutuamente incorre-
ladas.de media cero, y varianza £ idénticamente distribuidas.
B^.A.C: son numéros reales dados.
Vamos a resolver el problems, aplicando el teo- 
rema II.5.2. Tras un anilisis general, daremos valores a los parà 
métros, simularemos los ruidos y calcularemos la soluciôn.
PARTIMOS DE : B^.A.G, a«0, K-1, b«0,F conocidos
Segulmos el orden de cilculos que hemos seflala-
•V "V "v
do a continuaciôn del teorema. En este caso B^^«B^; A^>A; C^>C, 
siendo numéros reales.
PARA T+1
Hacer
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PARA T
PARA T-1
Ht -i
'IT* - T
Rit»o
^T-1
'T-1
'l.T-l
°1
“C
En general
PARA t
*l.T-l"0
‘T-1 *T-1 ‘T-1 *T-1 ‘•T-1
It
®1
T
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*lt"0
POR TANTO:
nt-i-°t "t-l" - C "t-l]
AdemAs, como se demuestra en el teorema II.5.2, 
al utllizar ese control, la evolucion del sistema controlado, - 
vendrâ dada por:
|n t“**t ^  t-l'*^ “t'*^ ''t*''t] ' P*r* t-2,3, T
y el valor de la funciôn objetlvo en el ôptimo, seré:
V (n,)-E. I v2. £ E.(vf)-(T-1) £
 ^  ^t-2 ' t-2 '
Los resultados obtenidos merecen algunos COMEN-
TARIOS:
1*) La soluciôn del problems coincide con la que se obtendria 
en el mismo sistema, sin que aparecleran las expectativas (es 
decir, con B^«0 )
"t“^t "t-l'^t'^ t-1
Este resultado tiene explicaclôn: como hemos 
vlsto, Vt«2,3,...,T la evoluciôn del sistema controlado viene 
dada porzn^.vt *  nt+i"*t+i'
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^  nl/t-i'E ( Vt'it-i) 
n%+i/t-i"E (vt+ilit_i) «0
luego las expectativas son cero. Esto es asl porque desde el - 
periodo 2, al utllizar el control ôptimo, el sistema alcanza el 
valor objetlvo cero, salvo perturbaciones aleatorias de media 
cero.
2*) La soluciôn del problems es Independiente de r .
El significado de r es que, para t*T, periodo 
final, RT+l/T-l"TRT/T-l 9*^°' =0** hemos vlsto en el comenta 
rio 1® ). -» nf+l/T-l"°' y r no Juega ningun papel.
A continuaciôn vamos a plantearnos diferentes 
posibilidades sobre CAMBIOS EN LOS PARAMETROS DEL PROBLEMA, pa 
ra estudiar en que medida variera la soluciôn obtenida:
1*) Supongamos que K»D > 0, en lugar de ser K*l.
Esta modificaciôn no influirô en la soluciôn
del problems.
Si révisâmes las operaciones que hemos reali- 
zado anteriormente para la situaciôn inicial (con K>1), D apa 
recerâ multiplicande y dividiendo en los calcules de G^’^ lt 
por tanto, no influirà. El resultado es lôglco ya que, para - 
D > 0,
T 2 T 2
MIN Ej £ D n ( *D(MIN E^ % y el valor de las varia
t“2 t"2
bles de decisiôn ^ue permiten alcanzar ese minime es el mismo
que para MIN E. i nf .
t«2
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2*) Anallcenos «hora qua ocurrlria si en el sistema aparecie- 
ra un nuevo sumando: B At/1-1’ B^O, B^l.
Como hemoa visto en la proposicion II.2.1, en 
este caso hay que utilizer
®l“ : Cm , en lugar de B^,A,C,
respectivamente.
Obtenemos por tanto, Vtm2,3,....,T
c
A
A A
T=B 
1 " T T
IFB
*t"*lt"Pt"0
? ^  *t" - C % t-1
La evoluciôn del sistema controlado viene dada por: q 
Luego la soluciôn es la misma que para el problème inicial.
El resultado es lôgico ya que, como hemos ex- 
plicado en el comentario 1*) t/t-i*®’.... Vt«2,3,... T
3*) Supongamos shore que a^ma^O, y , b^«b^O, Vt"2,3,...,T
Entonces: ®t“^t ^ t-l‘*’^ f  donde los valo­
res Fç siguen iguales al caso inicial pero los ya no val—  
dran cero. Vamos a calcularlos:
PARA T
PARA T-1
h^»a
«T* ■
TT-a
s»«a
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b-a
T-1
»T-1 *T
b-a
PARA t«2,3uu.
T-1 “T-1
b-a -B,
‘T-1
,T-1
b-a
t “t
b-a — B -
T "  ^ I T
Por tanto;
A A b-a “1 „“t- * ü Rt-1 ■ ir * ~r  ^^
ê" b-at-1 - ~ r para t*2 ,3,...,T-1
La evoluciôn del sistema controlado viene dada por; 
T»„»a+v , para t=2,3,....,T
Si a«0, b^O
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"t" - c ^ t-1- c "°t " t-l+*t ' P* ' t-2'3 T
y la soluciôn al problema es la misma que si no apareciera el 
sumando con la expectativa de la inflaciôn (0 sea, si B^«0).
Si a^O
A
-a ®t"°t n t-l+^t' P*r* t»2,3,...,T, con (su-
poniendo que B^fO)
Veamos por qué:
Vt>2,3,...,T, el sistema controlado evoluciona se-
gùn:
n t=a+v^ , Vt«2,3,.... T
I# n t+l"**'^t^l ’ Vtm2,3,««..,T—1
•a nt+l/t-l"G [''tfl|I^_j] -a
Por otra parte, por hipôtesls: n f+i/T-i'^nT/T-l 
. a
Luego la soluciôn ôptima coincide con la del 
siguiente sistema sin expectativas:
"t"A n t-l+C®t+ 6 t+^t
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b-fB^a , para t*2,3.... ,T— 1
en donde g  ^r p+B^ ra . para t-T
4») Supongamos ahora que, con respecte al problemai inicial, - 
®lt’^ t’^ t varian en el tiempo.
Entonces, Vt*2,3,...,T
At
Per tanto : ["t'ft ht-l'Gt "t-l* - ü; "t-lj
En tal caso, la evolucion del sisttema viene ■ 
dada por: n t*''t ^ valor ôptimo de la funciôn cobjetivo si-
gue siendo Vgtn ^)*{T-1)
5®) Veamos que si cambia la dimensiôn deq^, varia totalmente 
la forma de la soluciôn y su manera de calcularla.
Supongamos que n ^  es de dimensiôn i nxl
Partimos de B^ (nxn); A(nxn); C(nxl); a*0; K^»I(nxm), b-Of , 
conocidos.
PARA T+1
^T+l'I
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PARA T
-(C’C)"^C’A
.-(C'C)-^C'B“IT
R,p-A+CG^-A-C ( C ' C ) ■ • A
RiT-Bi+CGi^-Bi-C(C'C)'^C'Bj
pero, en general, R^, Rj^  ^no serin cero.
Asi, por ejemplo: Sean A# ( 
-» Ry-a+cg^-a-c(C'C)“^c’a-|
Cm (h
P^«(I-Rjj r )"^RT que, en general, no aerâ cero.
Fj-G^+Gj^Pj^^Pj
En general: varlarâ con t ^  G^, G^^ varia
rân con t •* R^, R^^, P^ varlarin con t y, en general, no -
serân cero. F^ variarî con t y, en general, aerà distinta de
problems:
Vamos a resolver, en concrete, el siguiente - 
10
MIN E. ' n ?
'1 t-2 t
Ht" %nt+i/t-i* %nt-i*(^* t P***® t*2,3,...,5o
n^-12
Para cada t, V^«n (0,1), siendo Vg/v^, 
correlados.
'*50
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De acuerdo con los razonamientos prevlos, el control ôptimo se 
obtendrà de la siguiente forma:
m^« - % t + 1  ^ t-1 ’ t"2,3,----,50
y la evoluciôn del sistema controlado vendrâ dada porn^*v^ 
t«2, 3 5 0
Hemos simulado con ordenador, valores para 
las variables v^, de acuerdo con las condiciones del enuncia- 
do y hemos obtenido para el control ôptimo los resultados que 
se recogen en el gràflco 1. Los valores de la variable de es- 
tado, correspondientes al sistema controlado, aparecen en el 
gràfico 2.
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3.8
2.3
0.8
-.7
-1.5
-2.2
3 8
-3.7
-4.5
201 -
16.si-
9.0
7.5
6.0
4.3
3.8
•3.8
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EJEMPLO 2
MIN Ej w. E^ Z  (yit-*i)^+(y2t-*2)'
t=2
'It'
'2t I \ '-'21 22/r2, t+l/t-l/ \®21 *22/ 1^2,t-1/ \ 2^I '^'2t
(Para t»2,3, T)
2,1 ?2,1
en donde;
es la tasa de Inflaciôn en el période t.
yg^: es el tipo de Interés nominal, en el periodo t.
^^lt’^ 2t les variables de estado)
m^: es la tasa de variaciôn de la oferta monetaria. Es 
la variable de control.
V, : son vectores aleatorios normales, de media cero 
( ) 2
'^ 2t y covarianza f I serialmente incorrelados.
Interpretaclôn del problema.
Es bien conocido en Economie el hecho de que exis 
ten correlaciones intertemporales significatives entre 
la tasa de variaciôn de la oferta monetaria y las variables 
tasa de inflaciôn y tipo de interés nominal. Una interpreta- 
ciôn es que la autoridad econômica contrôla, con bastante 
aproximaciôn, la tasa de variaciôn de la oferta monetaria 
y esta tiene efectos sobre los precios, tanto contemporanea- 
mente como a lo largo de un n® de perlodos. A su vez.
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el tipo de interés nominal es la suma del tipo de Interés 
real (que se supone aproximadamente constante), y la
tasa esperada de inflaciôn. El sistema anterior sugiere
que tanto la tasa de inflaciôn como el tipo de interés
nominal dependen: 1) de su propio pasado. 2} de las expecta­
tivas de sus valores futures. 3) de la actuaciôn de la
autoridad econômica. 4) de shocks exôgenos.
El significado de la funciôn objetivo es
que se penalizan las desviaciones de las variables de
estado de los objetivos prefijados a^ y ag respectivamente.
Con el objeto de llevar a cabo simulaciones numé- 
ricas, vamos a concretar los valores de los coeficientes, de 
los objetivos prefijados y del horizonte temporal:
MIN Ej W- E^ ^  (yit-S)^+(y2t-3)^
t-2
it) fyi,t+i/t-i\^f*  ^ /"It
siendo /^\t\ : vectores aleatorios normales, de media cero 
i*2t' y covarianza I, serialmente incorrelados.
2t/ ^ / lyl.t+l/t-l/ \° \*2t
(para t-2,3.....,40)
CON y^ 1*10
^2,1-1°
Vamos a resolver el problème,utilizando el teorema 
II.5.2. Una vez obtenidas realizaciones de los procesos de per- 
turbaciôn, podremos calculer los valores de m^ y de las varia 
bles de estado para el sistema controlado. Antes de analizar los
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resultados numéricos obtenidos, vamos a plantear algunas eues 
tiones que nos parece interesante estudiar.
1) Cabe observer que el sistema comienza en un es 
tado diferente el que queremos llegar, por lo que tiene senti^ 
do preguntarse:
1) Si podremos llevar el sistema cerca de los va­
lores objetivo prefijados para cada variable de estado. Nôtese 
que séria la soluciôn que minimizaria la funciôn 
objetlvo sin restricciones. Sin embargo, la existencia de res 
tricciones harâ, en general, inaccesible tal soluciôn.
ii) Si existe punto de equilibrio (estado estacio 
nario), para la parte determinfstica del sistema controlado.
iii) Si el sistema controlado es asintôticamente 
astable, ya que si existe estado estacionario y el sistema - 
controlado es asintôticamente estable, al sistema convergera
al estado estacionario, que en general sera distinto del (5,3).
iv) Si el sistema converge, (.A qué velocidad?. Es 
decir j,Cuântos périodes tardaremos en estar "suficientemente" 
cerca?.
v) La relaciôn entre la distancia al estado al - 
que se tiende y el tamafio de los shocks exôgenos del sistema
2) Efectos que sobre la soluciôn, tiene la modi­
ficaciôn de algunos paramétrés del sistema. En particular:
i) Cambio en los coeficientes de la variable de 
control m^. Si se increments, por ejemplo, la primera compo­
nents del vector coeficiente de m^, estâmes incrementando el
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efecto de sobre por lo que se necesltaré,por una par
te, una Intervenciôn menor de la autoridad monetaria para con 
seguir un objetivo determinado en y ^i pero, por otra parte, 
esa menor intervenciôn harâ dificil el logro del objetivo de
2t' Si por el contrario, hacemos prioritario la consecuciôn
del objetivo de yg^, entonces el mayor coeficiente de m^ en 
la variable y^^ puede producir cierta inestabilidad en el —  
sistema.
ii) Cambio, en la matriz de coeficientes de las - 
expectativas, para permitir la posibilidad de efectos cruza­
dos entre y^^,
La Teoria Econômica sugiere que si la inflaciôn 
esperada sube, ello provoca una subida en los tipos de Inte­
rés nominales, por lo que nos plantearemos el caso en que le 
matriz vale r4 0 \ 
U  1/4/
iii) Los coeficientes de m^ varlan en el tiempo. 
Es decir, el efecto de la variable de politics varia en el - 
tiempo.
iv) Comparaciôn con el caso en que la matriz
fuera cero. Es decir, con el caso del sistema
I sin expectativas.
>21 O2 2  '
Para el problema dado, hemos simulado las pertur 
baciones aleatorias, en las condiciones del enunciado, obte- 
niendo para m^, control ôptimo, los valores que aparecen en 
el grâfico 3, siendo los valores de y^^, y^^ del sistema con 
trolado, los que aparecen en el grâfico 4,
La evoluciôn del sistema controlado viene dada -
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e.e
.6
-.9
.2
,SI
-2 . 1
CONTROL
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12.0
10.5
9.0
7.5
6.0
4.3
0.0
'It
'2t
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por;
t't-i
por los parametros del problema. En los listados observamos 
que se estabilizan en los valores:
0.29 -0.is\ . g I 4.61
-0.36 0.18/ ' i 2.36
por lo que podemos calcular el estado estacionario (o punto
de equilibrio) de la parte determinlstlca del sistema contro
lado: y^=Py, ,+s, obteniendo - /6.48\ . Ademas, los autova-
y~\0.03/
lores de P son > ^^ «0 ; ^^^0.47 (son menores que uno en va­
lor absoluto), por lo que el sistema es asintôticamente es—  
table, lo cual qulere decir que cualqulera que sea el estado 
inicial, el sistema controlado se aproximarà al estado esta­
cionario, exceptuando la influencia de las perturbaciones —  
aleatorias.
En los resultados vemos que en el periodo 2 (el 
primero en el que se actûa sobre el sistema), el valor de la 
variable de control es grande, en valor absoluto, (hay con—  
tracciôn de la oferta monetaria), con lo que se consigue lie 
var al sistema cerca del estado estacionario ya en el perio­
do 2. En los demàs periodos parece que la variable de control 
solo contrarresta los valores de las perturbaciones 
aleatorias (hay acomodaciôn de la oferta monetaria) 
y el sistema controlado se mantiene en torno al valor 
que ya alcanzaba en el periodo 2.
Observamos también, a la vista de los ruidos 
que hemos obtenido, que desviaciones mayores o menores 
del estado estacionario se correspondent exactamente 
con valores mayores o menores de las variables v^ . Por
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otra parte _ hemos hecho otras pruebas para diferentes 
covarianzas de los vectores v^  , de la forma ttl, en 
lugar de I, notando que el efecto sobre el sistema consiste 
simplemente en ampliar esas desviaciones si ol7 1 y disminuir- 
las si<<l sin cambiar en lo demàs, la forma del gràfico.
A continuaciôn vamos a estudiar los casos 
seflalados en el apartado 2).
i) A la vista de que en el caso estudiado 
anteriormente, la variable de estado y2 t se aproximaba 
al valor estacionario 0.03, en lugar del valor 3, objetivo 
prefijado, y por tanto quedaba por debajo de lo que 
deseariamos, nos plantearnos el caso en que se increments 
el efecto de m ^  sobre Y 2t ’ awmentando su coeficiente 
en el sistema, para ver si de esa manera nos podemos 
aproximar màs al objetivo prefijado.
Por tanto, modificamos el problema original, cam 
biando (J ), coeficiente de m^, por (j). Los resultados que 
hemos obtenido, para los mismos ruidos que han aparecido en 
el caso anterior, aparecen en los graficos 5 y 6.
En este caso la evoluciôn del sistema controlado 
viene dada por
t t/t-1 t t 
y los vectoresLas matrices P,.,  s,, se estabilizan en los va­
lores:
p. [ "G*
-.36
.11\ 3 /2.78\
.06/ \2.98/
ii) Caso en que hay efectos cruzados entre y^^.
'^ 2t
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,5
.1
e.e
,2
.3
.£
,9
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12.0
7.5
6.0
3.8
e.e
-3.0
It
2t
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Suponemos que cambiaroos la matriz de coeficientes 
de las expectativas teniendo ahora (% 0 \ , en lugar
1/4
de / 0 \ . Volvemos al vector ( ^ ) como coefi
,0 % 
ciente de m
Para las mismas realizaciones de las perturbacio 
nés aleatorias que en los casos anteriores obtenemos los re­
sultados, que aparecen en los grâficos 7 y 6.
En el grâfico 8 se observa, a diferencia de los 
casos anteriores una gran correlaciôn entre yg^. Se ve
que y^ x, siguiendo" a y^^ con un poco de retraso.
El estado estacionario es, en este caso,
El sistema controlado es, ademâs, asintôticamente estable. - 
Como en los casos anteriores vemos que hay una fuerte contrac 
ciôn de la oferta monetaria en el periodo 2 y acomodaciôn en 
los demàs periodos. El sistema controlado se aproxima al esta 
do estacionario desde el periodo 2.
iii) Caso en que los coeficientes de m^ varian -
en el tiempo.
 ^  ^ Hemos estudiado, a) caso en que los coeficientes
son , es decir, disminuyen en el tiempo. b) Caso en
i   ^  ^ ^
que los coeficientes aumentan en el tiempo, siendo f ^
\l-l/t
En ambos casos hemos obtenido que el sistema con 
trolado no cambia con respecto al caso de coeficientes (J) y 
que el control ôptimo, en este caso es:
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« --- 2--- , siendo control ôptimo para
el caso de coeficientes (J) y siendo c^«l+ ^ ' C n c l  caso a) 
c^= 1 - i , en el caso b).
Se obtiene, por tanto, un resultado de neutrali- 
dad, en el sentido de que estos cambios no influyen para na- 
da en los valores de las variables de estado.
iv) Caso de que en el sistema no aparecieran expec 
tativas, o lo que es lo mismo, bn**^i2“’21*^22*'^’ Estamos an 
te un problema habitual de optlmlzaclôn dlnâmlca lineal cuadrâ 
tlco.
Expresamos los resultados en los graflcos 9 y 10
En este caso el sistema es asintotlcamente asta­
ble y el estado estaclonarlo es ÿ » ^3*22^
Hay que destacar el hecho de que, a dlferencla de 
los casos anterlores tlene que haber una expansion monetaria 
mantenlda.
Para terminer con este apartado queremos comen—  
tar el caso en que el sistema es
(*) l^ltj 'Itl
(slmplemente Memos camblado Sgg, ponlendo '4, en lugar de 1/4),
En este caso el sistema controlado evoluclona se 
gun la ecuaclôn
yt-Pt/t-i+'t+vt
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pero para cada t
Prescidlendo de las perturbaciones aleatorias v
y, partiendo de unas condiciones iniciales 
para el période 1, vemos que:
21 ■B, -
-'4 4
4 -4
-'4 '4
/A-B+4\
B-A+4
ü^.4'
fA-B +4^ 
I  B-A *4 I
yt=yQ=y; Vt 7 3
Estâmes claramente ante un sistema ne contrôlable 
Si en el sistema dado exceptuames las expectativas y las per 
turbacienes aleatorias, nos queda el sistema
(**)
'It
\^2t 
La matrix
/y
rango 1
l.t-1
'2,t-l
tlene
luego es un sistema no contrôlable. Es posible, por tanto, - 
que exista relaciôn entre la no controlabilidad de este sis­
tema (*) y la del sistema {••), aunque no tenemos resultados 
teôricos que nos lo aseguren. Es un problema que queda abler 
to.
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C O N C L U S I O N E S
Nuestro trabajo, en la llnea de los articulos 
de Aokl-Canxoneri (1979), Chow (1980), Drlffill (1981) 
y Bui ter (1983) y en contra de la idea defendida por 
Kydland y Prescott (1977), confirma que los métodos 
de control ôptimo si son aplicables a sistemas econômicos 
formulados con expectativas racionales, aunque requieren 
un tratamiento especial. En algunos casos necesitamos 
operar de determinada manera en el sistema y expresarlo 
de otra forma adecuada para poder utilizar los métodos 
usuales en teoria de control, en otros casos tenemos 
que elaborar unas variantes especiales de esos métodos 
para que se puedan utilizar en modelos con expectativas 
racionales.
La clase de modelos tratada en este trabajo 
es de gran interés en Economie: Bajo ciertas condiciones, 
el equilibrio general de una economia puede obtenerse 
como la soluciôn a un problema de optimizaciôn resuelto 
por un agente planificador.
Generalmente, se asigna un significado negativo 
a las fluctuaciones que las variables econômicas mâs 
relevantes como tasa de inflaciôn, nivel de actividad 
o tipo de Interés (vector de estado), experimentan alrededor 
de sus valores objetivo, lo que puede representarse 
por una funciôn de pérdida cuadrâtica como la que hemos 
considerado. Por otra parte, en un contexte de incertidum- 
bre, el valor actual del vector de estado, dependerà 
no solo de su proplo pasado, asi como del control que 
se aplique sobre el sistema, sino también de las expectati­
vas que los agentes econômicos tengan, acerca de la 
evoluciôn futura de dicho vector. Todo ello puede representar 
se por un modelo como el aqui considerado.
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Los principales resultados que hemos obtenido 
en este trabajo son los siguientes:
Para modelos con expectativas futuras 
(aquellos en que el valor de la variable de estado dépen­
de de las expectativas y*y^_^ e y^+i/t-l^'
Se generalize el resultado de Chow (1980)
para el caso general (sin exigir coeficientes constantes 
ni que el sistema se haga estacionario en covarianza
a través del tiempo), eliminando algunas imperfecciones 
que aparecian en su trabajo y que dlscutimos en el nuestro. 
Se demuestra que nuestro resultado es mâs general que
el de Chow y que, bajo determinadas condiciones ambos
resultados coinciden. Se estudia, como caso particular, 
la version deterministica del problema. Se aplican los
resultados obtenidos a unos ejemplos econômicos.
Se plantes, estudia y resuelve el problema
de estimaciôn, el problema de control y la relaciôn
entre ambos, en el caso de informaciôn incomplets. Estos 
problemas no aparecen desarrollados en la literatura. 
A pesar del consens© existente entre économistes en 
el sentido de que las series de datos econômicos tienen 
siempre un components de error de observaciôn, es muy
escaso el tratamiento que se ha dado en Economia a los 
modelos de optimizaciôn estocâstica con informaciôn 
incomplets.
Para modelos que incorporan expectativas
de variables actuales tomadas en el pasado (aquellos 
en que el valor de la variable de estado y^  depende
de las expectativas y^/t_i. yt/t-2 ’^ t/t-p^^
Se resuelve el problema de control para 
el caso de informaciôn compléta, con p=2. Se resuelve
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el problema de estimaciôn para el caso de informaciôn
incomplets, con p cualquiera.
Entre las posibles llneas de trabajo, a 
partir de los resultados obtenidos, podemos seftalar:
- El caso de horizonte infinite:
Para modelos con expectativas futuras nos
hemos planteado el problema de control para horizonte
Infinite, suponiendo que el problema: es deterministico;
tiene a^=b^»0, Vt; las matrices -
son constantes en el tiempo. Es decir, hemoîS considerado el 
siguiente problema:
MIN V(.g
t=l
yt=Biyt+i+Ayt_l+C*t' o^' dado.
Hemos intentado resolver ell problema por 
dos métodos distintos: el que se utillzza en Bertsekas
(1976) y el que aparece en Gihman-Skorofhod (1979). Por 
los dos métodos llegamos a una situaclôn em que necesitamos 
establecer condiciones que nos aseguren la convergencia 
de las matrices M^siguientes:
I- [Bi+C -(C'H^C) "C'H^BJ P%_i )
[a +c [ -(C'Hj^ C)"^C*Hj^ a ] ] )'
[l -[b,.C [ -(C'H^C)-:C'H^J fk_i1 
[m c I-(c’Hj^c)-'c'h a^ ]]]
con las relaciones de dependencia siguientes;:
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problema que no hemos resuelto.
- Para modelos con expectativas de variables
actuales tomadas en el pasado , falta por estudlar el 
problema de control en informaciôn compléta para py 2 
asi como el problema de control en informaciôn incomplets 
para cualquier p.
Estudiar los mismos problemas para el 
caso de tiempo continuo. Su interés séria, en principio, 
puramente teôrico, ya que, para facilitar su relaciôn 
con el trabajo empirico, la mayor parte de trabajos 
sobre expectativas racionales y su aplicaciôn a modelos
concretos, se refieren a tiempo discreto.
- Estudiar el caso en que algunos coeficientes 
del sistema sean estocâsticos.
Estudiar los sistemas con expectativas 
racionales en dominio frecuencia (como en Whiteman, 
1983) y estudiar las estrategias de control de minima
varianza, en la linea del capitulo VI de Astrom (1970).
Analizar lineas adicionales de aplicaciôn
de la metodologia aqui desarrollada a modelos econômicos 
concretos.
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- En cuanto al caso de sistemas no lineales,
el problema es mucho mâs complicado (exceptuando los
anâllsis que se hacen a partir de la aproximaciôn lineal 
del sistema). Los métodos desarrollados en este trabajo 
no sirven para sistemas no lineales, ya que en ese caso
no se pueden eliminar las expectativas de las variables
endôgenas , como en el caso lineal. Sobre modelos no 
lineales con expectativas racionales hay muy poco hecho, 
casl nada.
A P E N D I C E
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A P E N D I C E
PROGRAMAS DE ORDENADOR PARA LOS EJEMPLOS 1 y 2 DEL CAPITULO V.
Hemos trabajado en un crdenador personal IBM, con 
512K, equipado de un coprocesador matemâtico 8087, utllizando 
el paquete RATS. Version 1.11 , 11/30/84.
PROGRAMA PARA EL EJEMPLO 1.
cal 40 1 1 
ail 20 89,1 
eqv 1 to 7
V vaux y yaux control conaux f
dec vec shock (50) 
seed 45
matrix shock » ran (1.0) 
do i=l,50
eval vaux(i)= shock (i) 
end do i
set V 1 50 = vaux (t) 
print 2 50 V 
eval yaux (i) = 12.0 
do i=2,50
eval tryl=i 
eval try2 =2*i+2 
eval try3 =tryi/try2 
set f i i = -try3 
set yaux i i = v(i) 
set conaux i i =f(i)* yaux (i-1) 
end do i
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set y 1 50 * yaux (t) 
set control 2 50 * conaux (t) 
print 1 50 y control 
graph 1
# y 1 50 
graph 1
# control 2 50 
end
PROGRAMA PARA EL EJEMPLO 2.
bma compile 1500 global 500
EXP - 60
OPE - 10
DAT - 200
MAT - 30
GLO - 500
LOG - 10
CON - 50
COM - 1500
cal 40 1 1
all 25 79,1
clear
eqv 1 to 25
hll hl2 h21 h22 pll pl2 p21 p22 fl f2 ylaux y2aux vl v2 co­
naux
yl y2 control vlaux v2aux si s2 hpl hp2 fp
dec rect shock (40,2) 
seed 20
matrix shock » ran (1.0) 
do i * 1,40
eval vlaux (1) * shock (i,l) 
eval v2aux (i) * shock (i,2) 
end do i
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set vl 1 40 * vlaux (t)
set v2 1 40 m v2aux (t)
print 2 40 vl v2 
eval yiaux (1) = 10. 
eval y2aux (1) ■ 10.
dec vec c (2) 
dec rect a (2,2) 
dec rect b (2,2)
eval lambda - .50
eval c (1) * 1.
eval c (2) * l.
eval a (1,1) = lambda
eval a (2,2) = .50*lambda
eval a (1,2) = .0
eval a (2,1) = .0
dec rect id2(2,2)
matrix id2 = iden (1.0)
eval b (1,1) = .50
eval b (1,2) = .0
eval b (2,1) = .0
eval b (2,2) = .50
dec vec ap{2) 
eval alfa = 5. 
eval rbeta = 3. 
eval ap(l) = alfa 
eval ap(2) » rbeta
eval hll ((79,1)).1.0 
eval h22 ((79,1))=1.0 
eval hl2 ((79,1)) = .0 
eval h21 ((79,1)) « .0
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dec vec hp(2) 
eval hp(l) . alfa 
eval hp(2) * rbeta
dec vec g(2) 
dec vec gg (2) 
dec vec f(2) 
dec rect r (2,2) 
dec rect rr (2,2) 
dec rect p (2,2) 
dec vec rp(2) 
dec vec s(2)
matrix g * (tr (a)•(inv(tr(c)*))
matrix gg * (tr(b)*c)"(lnv(tr(c)'c))
matrix r * a-(c*tr(g))
matrix rr * b-(c*tr(gg))
matrix p « (inv (id2-rr))*r
dec vec faux (2)
matrix faux « g+(tr(p)*gg)
eval f(l) m -faux(l)
eval f(2) . -faux(2)
dec vec gp(l) 
dec vec fpm(l)
matrix gp . (inv(tr(c)*c))*(tr(c)*hp)
matrix rp « c*gp
matrix s * (inv(id2-rr))*rp
matrix fpm . gp+( tr(gg))*s
eval pll (40) . p (1,1) 
eval pl2 (40) . p (1,2) 
eval p2l (40) = p (2,1) 
eval p22(40) . p(2,2) 
eval fl (40) - f(l) 
eval f2 (40) * f(2)
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eval si (40) = s(l) 
eval s2 (40) * s(2) 
eval fp (40) m fpm(l) 
eval hpl (40) = hp(l) 
eval hp2 (40) » hp(2)
dec rect hold(2,2) 
dec rect pold(2,2) 
dec rect hnew(2,2) 
dec rect pnew(2,2)
dec vec hpold(2) 
dec vec sold(2) 
dec vec hpnew(2) 
dec vec snew(2)
do 1=1,39 
eval c(l)=l. 
eval c(2)=l.
eval pold(l,l) = pll(4l-i 
eval pold(2,2) = p22(41-i 
eval pold(2,l) = p21(4l-i 
eval pold(l,2) » pl2(4l-i
eval hold(l.l) = hll(4l-i 
eval hold(l,2) = hl2(41-l 
eval hold(2,l) = h21(41-i 
eval hold(2,2) = h22(41-i
eval hpold(l) * hpl(4l-i) 
eval hpold(2) = hp2(4l-i) 
eval sold(l) » si(41-1) 
eval sold(2) * s2(41-i)
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matrix hnew ■ ld2+tr(pold)•(hold'pold)
matrix g » (tr(a)*hnew»c)•(lnv(tr(c)•(hnew*c)) )
matrix gg ■ {tr(b)•hnew«c)•(lnv(tr(c)•(hnew*c)))
matrix r * a-(c*tr(g))
matrix rr » b-(c*tr(gg))
matrix pnew » lnv(ld2-(rr*pold))*r
matrix faux = g+(tr(pold*pnew)*gg)
eval f(l) * -faux(l)
eval f(2) * -faux(2)
matrix hpnew = ap+(tr(pold))*(hpold-(hold*sold)) 
matrix gp = (lnv(tr(c)*hnew»c))•(tr(c)'hpnew) 
matrix rp * c'gp
matrix snew * (lnv(ld2-(rr'pold)))•(rp+(rr'sold)) 
matrix fpm = gp+(tr(gg)•((pold'snew)+sold))
eval
eval
eval
eval
eval
eval
eval
eval
eval
eval
eval
eval
eval
eval
pll(40-i
pl2(40-i
p21(40-l
p22(40-l
hll(40-l
hl2(40-l
h21(40-l
h22(40-l
hpl(40-1 
hp2(40-i 
sl(40-l) 
s2(40-l) 
f1(40-1) 
f2(40-1)
= pnew(l.l)
* pnew(l,2) 
- pnew(2,l) 
= pnew(2,2)
« hnew(l.l) 
» hnewd, 2) 
« hnew(2,l) 
= hnew(2,2)
= hpnew(l)
• hpnew(2) 
snew(1) 
snew(2) 
f(l)
f (2)
eval fp(40-l) = fpm(l)
end do 1
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do 1=2,40
eval ylaux(i) = pll(1)*ylaux(1-1)+pl2(1)*y2aux(1-1)+vl(1)+sl(1) 
eval y2aux(i) = p21(1)*ylaux(1-1)+p22(1)*y2aux(1-1)+v2(1)+s2(1) 
end do 1
do 1=2,40
eval conaux (1) = f1(1)*ylaux(1-1)+f2(1)*y2aux(1-1)+fp(1) 
end do 1
set yl 1 40 = ylaux(t) 
set y2 1 40 * y2aux(t) 
set control 1 40 « conaux (t)
print 1 40 yl y2 control 
graph 2
# yl 1 40
# y2 1 40 
graph 1
# control 2 40
end
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