Bayesian Networks (BNs) have the ability to perform inference on uncertain variables given evidence 10 on observed quantities, which makes them relevant mathematical tools for the updating of ground-11 motion fields based on strong-motion records or macroseismic observations. Therefore the present 12 article investigates the use of BN models of spatially correlated Gaussian random fields as an accurate 13 and scalable method for the generation of ground-motion maps. The proposed BN model is based on 14 continuous Gaussian variables, as opposed to discrete variables as in previous formulations, and it is 15 built to account for cross-correlated ground-motion parameters as well as macroseismic observations. 16
INTRODUCTION 26
Over the past decade, rapid loss assessment following earthquakes has emerged as a crucial research 27 topic, with the objective of providing emergency responders and critical facility operators with 28 accurate estimates of intensity levels or probable damage across the affected area (e.g., Wald et al., 29
2008; Erdik et al., 2011) . For instance, at the hazard level, the updating of the spatially-distributed 30 ground-motion field, or ground-motion map, is achieved by combining estimates from ground-motion 31 prediction equations (GMPEs) and field observations (Wald et al., 2005; Worden et al., 2010) . A 32 comparison of the most common statistical techniques is provided by Douglas (2007) for the Les 33 Saintes (Guadeloupe, France) 2004 earthquake. Worden et al. (2010) also provide valuable insights 34 into pending issues, namely: the treatment of uncertainties near the observations, the quality of the 35 estimates for poorly-observed events and the computation of joint distributions for correlated intensity 36 measures (IMs). A rigorous probabilistic analysis of the relation between macroseismic intensity and 37 peak ground acceleration (PGA) has been proposed by Ebel and Wald (2003) , but without accounting 38 for correlation between spatially-distributed ground motions. 39
The inference abilities of Bayesian Networks (BNs) appear to be appealing for such a problem because 40 they use observations as evidence in order to update directly the prior distributions of various 41 variables, such as estimates from GMPEs or the damage distribution (Jaiswal et al., 2011) . The 42 application of BNs to earthquake engineering has been formalized by Bensi et al. (2011a) for the 43 analysis of infrastructure systems of interdependent elements, which requires the estimation of 44 statistics for joint events over spatially-distributed assets. Besides forward risk analyses (Bensi et al., 45 2013), BNs may also be used for the backward analysis of a system when a partial knowledge of 46 losses is available immediately after an earthquake (e.g., Pozzi and Der Kiureghian, 2013; Gehl et al., 47 2017). Most proposed BN formulations are, however, hampered by scalability and computational 48 issues, which complicate their application to real-world systems . 49
Therefore, the present paper builds upon the original BN approach by Bensi et al. (2011a) , while 50 applying the Bayesian framework to the ground-motion assessment part only. It is expected that the 51 removal of the variables related to damage and system performance estimation will greatly reduce the 52 computational difficulties, mostly by enabling the use of continuous Gaussian BNs, as opposed to the 53 discrete BNs used in previous studies. Moreover, the BN formulation is augmented with additional 54 variables representing secondary cross-correlated IMs and even macroseismic intensities, so that the 55 Bayesian updating can be performed with diverse sources of field observations. The proposed 56 developments pursue multiple objectives: (i) to demonstrate the accuracy of the BN approach for the 57 generation of ground-motion maps, which is a pre-requisite before complete BNs enabling loss 58 estimation may be used in a decision support system, (ii) to verify the feasibility and scalability of the 59 BN approach for large spatial grids in the case of real-world earthquakes, and (iii) to investigate the 60 potential benefits that can be gained from inferring ground-motion fields with a BN, especially in 61
Hence, the BN structure may be greatly simplified with respect to the original BN formulation by 136 Since all the BN variables may be expressed as normal distributions (i.e., W and Ui are standard 140 normal variables, and the normal distribution of the parameters Yi is a very common assumption in 141 ground-motion prediction), it is possible to define the BN in Figure 1 as a Gaussian Bayesian Network 142 (GBN), as introduced by Murphy (2002) . In this case, all BN nodes become continuous normal 143 variables with parameters expressed as a linear combination of the values of the parent nodes. In the 144
proposed example, the root nodes Ui and W are defined by a marginal distribution (i.e., normal 145 
where σζ and ση respectively represent the standard deviations of the intra-event and inter-event error 151 terms, which are provided by the GMPE. The coefficients t (1) ij and t (2) ij respectively represent the 152 elements of the transformation matrices T1 and T2. If it is assumed that Y1,i and Y2,i are completely 153 determined by knowledge of Ui and W, a value close to zero has to be assumed for their standard 154 deviation ε to achieve convergence. A standard deviation corresponding to the record-to-record 155 variability may also be assigned, if it is specified by the GMPE. 156
In the case that an earthquake event is recorded by a set of accelerometers, the recorded ground 157 motions may be used to update the predicted ground-motion field. Thanks to the proposed Bayesian 158 approach, an inference can be performed through the Ui and W variables, which are used to pass the 159 message to the neighboring sites. To this end, the original BN formulation is augmented with the 160 addition of the nodes representing the observed ground motions (i.e., red nodes and edges in Figure 1) , 161 which are then used as evidence for the Bayesian inference. It can be seen, therefore, that the spatial 162 correlation structure between the IMs plays a major role in the propagation of the observations to the 163 grid points in the vicinity. Such a BN has the merit of providing probabilistic distributions of the 164 ground-motion estimates, while ensuring that the joint distribution of the predicted parameters 165 complies with the spatial correlation of the intra-event residuals. 166
Once the Yi distributions are obtained at the grid points, they may be interpolated at the locations of 167 the vulnerable sites (e.g., built areas or infrastructure elements), while local amplification factors may 168 also be added to account for site effects. The expression of the problem as a GBN has the merit of 169 manipulating only continuous variables, which do not require a preliminary discretization and the 170 creation of conditional probability tables that grow exponentially with the number of parents. 171
Single-IM Bayesian inference on a synthetic example 172
A trivial synthetic example is introduced in order to demonstrate how the ground-motion map is 173 updated with the BN approach. It consists of a 3 x 3 square grid (grid step = 1 km) with a Mw 5.5 174 earthquake occurring in its vicinity (at coordinates [-3; 5]), while two ground-motion records are 175 assumed to be available (see the spatial configuration in Figure 2a ): the two observations (i.e., Yobs1 176 and Yobs2) are assumed to be 15% smaller and 10% larger than the predictions, respectively. For 177 simplification purposes, only a single IM is considered here, which is the PGA estimated using the 178 GMPE of Chiou and Youngs (2008) . 179
[Figure 2 about here] 180
The corresponding BN is detailed in Figure 2b Once the junction tree is built, the BN is considered as initialized and it can be used to perform 199 inference on any scenarios. In the proposed example, the evidence is set on the Yobs1 and Yobs2 200 variables and propagated through the junction tree, as shown in Figure 3 Table 1 . 212
[ Table 1 about here] 213
As expected, the ground-motion grid is modified by the field observations, i.e. lower values are found 214 towards the lower left of the grid where the assumed observation Yobs1 is lower than the initial 215
prediction. An analysis of the distributions of the BN variables after the inference reveals two 216 complementary levels of updating ( Figure 4) : 217  On a global level, the distribution of the W variable, which represents the inter-event error η 218 that is common to all grid points, is updated to provide a biased GMPE prediction that 219 balances the general under-or over-estimation of the ground motion when compared with the 220 observations. In the present example, the two hypothetical ground-motion records are globally 221 lower than the initial GMPE estimates with an unbiased inter-event error: as a result, the 222 variable η is updated to account for the observed bias; the standard deviation ση is also 223 reduced, even though it does not converge towards zero due to the limited number of 224 observations. 225  On a local level, the distribution of the Ui variables, which are used to map the spatially-226 correlated intra-event errors ζi, is updated in order to match the local variations of the ground 227 motion in the vicinity of each of the two hypothetical stations. For instance, the closest grid 228 point to observation #1 is heavily influenced by the parent variable U1 according to the 229 corresponding element in the transformation matrix T (i.e., t1,1 = 1). Therefore, the posterior 230 distribution of U1 is shifted towards the left to represent over-estimation of PGA by the initial 231 GMPE prediction when compared to the observation. The same effect is observed for the grid 232 points close to observation #2, where the recorded PGA is higher than the initial GMPE 233 prediction: the distribution of U8, which has a strong weight in the transformation matrix (i.e., where σobs,j is the standard deviation assigned to the j th observation and σGMPE is the standard deviation 262 of the GMPE estimate. As stated by Worden et al. (2010) , if enough observations are used to update 263 the event magnitude, σGMPE may be taken as equal to σζ (i.e., intra-event variability only), which has 264 been assumed here. 265
In order to apply the ShakeMap algorithm, one must ensure that comparable correlation models are 266 applied to both ShakeMap and BN-based approaches (Equation 2). In the ShakeMap method, the 267 influence of the observations on the grid predictions is modelled by a weighting function F = 268 σobs/σGMPE, which tends towards zero when the inter-site distance is zero, and towards infinity for large 269 distances. However, it appears that using the influence distances that are advocated in the ShakeMap 270 manual (i.e., rROI = 10 km and rMAX = 15 km) corresponds to correlation coefficients that are much 271 larger than the ones generated by Equation 2, with b = 13.5 km. Some numerical tests have shown 272 that, in order to yield comparable results, the weighting function should follow the same shape as the 273 proposed correlation model, with an exponentially decreasing rate. The mathematical link between the 274 weighting function F and the correlation coefficient ρ is investigated in Appendix A, where equivalent 275 models for both the ShakeMap and the BN approaches are presented. 276
On the other hand, the use of the spatial correlation matrix in the BN approach in order to update the 277 intra-and inter-event error distributions is conceptually similar to the analytical resolution of a 278 conditional multivariate normal distribution, as proposed by Vanmarcke (1983) and Stafford (2012) . 279
This method directly computes the means and standard deviations of the intra-and inter-event error 280 terms through vector and matrix multiplications. Therefore, it is straightforward to implement and fast 281 to execute. All three methods are applied to the synthetic example, for the updating of PGA 282 distributions across a 3 x 3 grid: the updated ground-motion values and their associated uncertainties 283 are detailed in Table 2 . 284
[ Table 2 about here] 285
Regarding the prediction of the ground-motion means, it appears first that the BN results are identical 286 to the analytical solution, thus validating the accuracy of the proposed approach. The ShakeMap 287 method, however, does not provide exactly the same means, which might be due to the way the 288 updating is modelled, i.e., through an interpolation instead of accounting for the full spatial correlation 289 matrix. Moreover, both BN and analytical methods provide the same value for the inter-event error 290 term η and its standard-deviation, while the ShakeMap approach results in a lower value with zero 291 uncertainty: this is explained by the bias removal through an optimization process, without accounting 292 for the prior distribution and the associated likelihood function, as opposed to conditional updating 293
methods. 294
On the other hand, the uncertainties in Table 2 are not exactly identical between the different methods, 295 since the analytical method yields higher standard-deviations than both the BN and ShakeMap 296 methods, especially for grid points that are close to observations. In the BN method, the global 297 uncertainty appears to be sometimes lower than the inter-event standard-deviation ση, which is in 298 contradiction to the widespread assumption of the quadratic combination of inter-and intra-event 299
dispersions. In order to investigate this aspect, another synthetic example is considered, where points 300 are fixed along a line at increasing distances from a given observation, thus measuring the evolution of 301 the ground-motion uncertainty with distance (see Figure 5) . 302
[Figure 5 about here] 303
Many noteworthy observations can be made from this result: 304  Far from the observation, both BN and analytical solutions converge to the same asymptote, 305 which correspond to the quadratic combination of the updated inter-event dispersion and the 306 far-field intra-event dispersion. Conversely, the global dispersion is underestimated by the 307 ShakeMap method, which converges toward the intra-event dispersion only: this result is due 308 to the assumption that sufficient observation points lead to an inter-event term with zero 309 dispersion (Worden et al., 2010) , while the alternative methods have shown that this is not 310 necessarily the case. 311  Close to the observation, both BN and ShakeMap methods yield a global dispersion that tends 312 towards zero: this behavior is consistent with a correlated Gaussian random field, where 313 predictions in the immediate vicinity of an observation are almost certain, with negligible 314 dispersion. On the other hand, if the analytical solution is used, the dispersion tends towards 315 the inter-event standard-deviation ση, which results in predictions that keep a significant 316 dispersion even when very close to an observation. This discrepancy is explained by the 317 following rationale: 318 o The analytical solution uses a two-step set of separate equations to compute the 319 updated distributions of inter-and intra-event error terms. 320 o These terms may then be used to compute the global dispersion thanks to a quadratic 321 combination, under the assumption that the variables are independent. 322 o However, it appears that the intra-event error terms are dependent on the estimation of 323 the inter-event error, thus breaking the independency assumption and preventing the 324 use of the quadratic combination. Therefore, while the analytical solution is perfectly 325 valid for the separate estimation of inter-and intra-event error terms, it does not 326 provide any means of accurately computing the global dispersion. 327 o The BN method, on the other hand, implicitly accounts for the correlation between the 328 intra-and inter-event residuals through the multiplication of conditional probabilities: 329 as a result, a stronger correlation close to an observation leads to a smaller global 330 dispersion, which ultimately tends towards zero. 331 Therefore, the comparison between the different approaches has demonstrated that the BN method is 332 as accurate as the analytical solution for the updating of mean values, while the ShakeMap method 333 cannot provide the same values due to its interpolation scheme that is conceptually different to the use 334 of spatial correlation models. Moreover, in terms of uncertainties, the BN method also provides the 335 best solution to account for both inter-and intra-event dispersions, whether the predictions are made 336 close or far from an observation. 337
338

COMPUTATIONAL PERFORMANCE 339
The following sub-sections study the feasibility of the proposed approach for large spatial grids, while 340 different strategies are investigated in order to facilitate its use in real-world applications. If such a 341 method is to be used to develop an operational decision support system, it has to be accurate enough 342 (i.e., high resolution grid) over a spatial extent that covers most of the earthquake's effects, thus 343 possibly leading to a huge correlation matrix. Moreover, such a system is expected to deliver updated 344 ground-motion fields almost immediately after the occurrence of an earthquake, in order to provide 345 situational awareness to emergency responders. 346
Scalability 347
As stated above, the BN has been implemented in the Bayes Net toolbox, which enables the inference 348 of GBNs through a junction-tree algorithm. Thanks to the Gaussian formulation that enables the use of 349 continuous variables, the computation time is expected to remain much lower than the same BN 350 structure with discrete variables, which would lead to the creation of conditional probability tables and 351 clique potentials with an intractable number of elements. The execution time of a single inference 352 operation (i.e., updating of one Y node) is detailed in Figure 6 As a result, even with the use of GBNs, the proposed BN approach is eventually bound to reach its 362 limits for very large grids, usually due to elongated computation times that no longer meet the 363 demands of a near real-time information system. This issue becomes especially pressing when high-364 resolution maps are required, e.g. grid steps around 1 km for areas spanning several hundreds of 365 kilometers, which would lead to tens of thousands of grid points. 366
Optimization strategies 367
To make the problem tractable, several optimized BN formulations for correlated Gaussian random 368 that the approximation of the correlated Gaussian random field can be expressed as follows: 372
where T is the approximated n × m transformation matrix, V is a n × 1 vector of independent standard 374 normal variables and it is multiplied by a diagonal n × n transformation matrix S, whose elements si 375 are used to correct the global variance of the variables in Ẑ :
This approximation may be seen as a generalization of a Dunnett-Sobel (DS) class of Gaussian 378 random variables: the ik t elements are found through a numerical optimization, with the objective of 379 minimizing the difference between the actual correlation matrix R and its approximation t T T .
380
Finally, once the transformation matrix has been optimized, further simplifications may be carried out, 381 such as the removal of nodes (i.e., columns in T ) or links (i.e., elements in T ) from the BN: all these elimination strategies, based on importance measures checking the respective influence of each 383 variable, are detailed in Bensi et al. (2011b) . This strategy is tested on the synthetic example detailed 384 above, with the aim of comparing its accuracy and computational efficiency. The scalability is also 385 investigated by increasing the grid extent with different scenarios (see Table 3 ). The discrepancy 386 between the exact solution (i.e., BN with Cholesky decomposition over the full grid) and the various 387 approximations is measured with two metrics, namely the average of the absolute errors in predicting 388 the PGA mean over the grid points, and the maximum error. 389
[ Table 3 about here] 390
It appears that the optimization strategy does not lead to any computational time gain, even at the cost 391 of less accurate results (i.e., around 20% error rate on the prediction of the mean PGA for larger grids). 392
For smaller grids, the accuracy loss is negligible; however, as the number of grid points increases 393 relatively to the number m, the quality of the approximation diminishes greatly, unless a very costly 394 optimization is carried out with a large enough m value. This observation is in strong contrast with the 395 and they require a highly accurate correlation matrix. 409
Alternatively, a more radical and straightforward strategy is proposed in the present paper, where the 410 initial grid containing n × n points is divided into k sub-grids of m × m points, where k = (n / m) 2 . As a 411 result, k BNs need to be created and solved before all the predictions at the grid points are aggregated 412 and projected on the same map (Figure 7) . 413
[ Figure 7 about here] 414
As shown in Figure 7 , all observations must be used as evidence within each BN in order to ensure 415 that the updating of the variables is at the same level for each sub-grid. This approach is justified by 416 the fact that the BN inference appears to be robust with respect to the number and location of the Yi 417 variables, as long as the evidence nodes remain unchanged (i.e., whatever the extent of the grid, the 418 updated ground-motion field should remain stable). This grid subdivision may be seen as an extreme 419 case of the numerical optimization detailed above, in the sense that grid points from two different sub-420 grids are similar as nodes between which links have removed. However, the main difference lies in the 421 fact that all observations are kept for all sub-grids in order to maintain the same inference across all 422 sub-grids. This strategy is tested on the largest grid of the synthetic example (i.e., 24 x 24 grid with 16 423 observations), which is divided in different sets of sub-grids: the average and maximum error 424 measures are estimated for both the PGA mean and standard-deviation (see Table 4 ). 425
[Table 4 about here] 426
The grid sub-division provides a dramatic decrease in computational times, while the accuracy of the 427 estimations remains very high and stable, i.e. always below 0.1% of maximum error. This preliminary 428 observation is investigated further by checking the evolution of the error rate with the correlation 429 length, defined as dcorr = b/3 if the correlation model from Equation 2 is used. The spatial extent of the 430 sub-grid with respect to the correlation distance appears to govern slightly the evolution of the error 431 rate. For small correlation distances, there are almost no differences between the various grids; while 432 greater error rates, albeit still very small, may be observed when the grid extent (i.e., its total 433 dimension) becomes much smaller than the correlation distance. Globally, these small deviations from 434 the initial grid appear to be negligible, especially when considering that such a strategy enables almost 435 any map size and resolution to be handled, with few computational constraints. Additional overlapping 436 sub-grids might also be considered in order to correct any boundary effects; however the present 437 configuration, with standard correlation lengths (e.g., up to a couple of dozen km) and 1 km grid steps, 438 results in excellent accuracy, especially when compared to the much larger error rates obtained with 439 the optimized transformation matrix. One significant caveat, however, is that the use of sub-grids 440 requires the construction of independent BNs, thus preventing the computation of joint statistics for 441 locations that do not belong to the same sub-grid: such a feature is essential in the context of 442 infrastructure risk analysis (i.e., presence of interdependent assets at various locations). It may be 443 overlooked, however, if the main objective is to generate a ground-motion map following an 444 earthquake. 445
446
APPLICATION TO THE Mw 6.2 KUMAMATO EARTHQUAKE (APRIL 14 2016) 447
The inference abilities of the proposed BN approach are demonstrated in the following sub-sections, 448
where strong-motion data from the Mw 6.2 earthquake that occurred near Kumamoto (Japan) on April 449 14 th 2016 (this was the foreshock of the destructive Mw 7.0 event that occurred two days later in the 450 same region) are exploited. This earthquake was recorded by a dense network of strong-motion 451 stations in the near field. Its smaller magnitude than the mainshock enables a point-source event to be 452
assumed. 453
Single-IM Bayesian inference 454
The Mw 6.2 Kumamoto earthquake (see Data and Resources) was recorded by a total of 192 local 455 strong-motion instruments. For demonstration purposes, a distributed ground-motion field is predicted 456 across a 100 by 100 km square area, which contains 26 strong-motion observations (Table 5 and 457 The updated ground-motion field from the ShakeMap method is also displayed on Figure 9 right. It 484 can be seen that the outcomes from both approaches are very similar: over all grid points, the averaged 485 error rate between the ShakeMap and BN results is 6.5%, with a maximum of 32.2%. There is a slight 486 over-estimation by the BN method, since the initial inter-event variability of the GMPE (i.e., prior 487 distribution) tends to constrain the updating of the distribution from the relatively small number of 488 observations. Conversely, the ShakeMap algorithm has adjusted the event magnitude down to 5.952 to 489 even out the global bias introduced by the observations. In the GMPE used, the relation between Mw 490 and the Yi estimates is not linear, so lowering the magnitude is not exactly the same as lowering the 491 inter-event error. Other differences are due to the fact that the spatial correlation between grid points in 492 not taken into account by the ShakeMap method, which relies on interpolation only, as discussed in 493
Section "Demonstration of the Bayesian network approach". 494
The total standard-deviation of the PGA estimates by the two methods is also displayed in Figure 10 . 495
The results confirm the discussion in Section "Demonstration of the Bayesian network approach" (see 496 Figure 5 ): the dispersion of the predictions far from the observations is lower for the ShakeMap, due to 497 the assumption that the inter-event standard-deviation can be set to zero if enough observations are 498 present. On the contrary, the BN method provides an updated inter-event standard-deviation of 0.101 499 (instead of the initial value of 0.296), which has to be included in the field of intra-event dispersions. 500
[ Figure 10 about here] 501
To summarize, the discrepancy in the estimation of the uncertainty fields derives from the way 502 posterior distributions are computed in the BN: the ground-motion inference relies entirely on the 503 updating of the intra-and inter-event error terms, which are globally affected by the number and the 504 spatial distribution of observations. On the other hand, the interpolation that is performed in the 505
ShakeMap algorithm is strongly influenced by the observations in the immediate vicinity. 506
Joint inference on two cross-correlated IMs 507
The Mw 6.2 Kumamoto earthquake is used again to demonstrate the inference of cross-correlated 508 ground-motion fields, namely PGA as the primary IM and SA(1.0s) as the secondary IM. Therefore 509 the vector-valued ground-motion field may be updated from 25 PGAs and 26 values of SA(1.0s), 510 according to Table 5 . Assuming a correlation distance of 20 km for SA(1.0s) and a period-to-period 511 cross-correlation coefficient of ρ12 = 0.587 (Baker & Cornell, 2006) , the inferred ground motions are 512 displayed in Figure 11 for both cross-correlated IMs. It should be noted that another BN configuration 513 has been tested, where SA(1.0s) becomes the primary IM and PGA the secondary one: the results are 514 identical whatever the selected order of IMs, thanks to the message passing ability of BNs (i.e., the 515 propagation of evidence is not necessarily influenced by the direction of the link between two 516 variables). 517
[ Figure 11 about here] 518
Slight differences may be observed between the PGA field that has been estimated as a single-IM 519 prediction (Figure 9 ) and the one that is cross-correlated with a secondary IM (Figure 11) . In 520 particular, the PGA field appears to be altered at the location of station #8, which has no record of 521 PGA, thanks to the contribution of the SA(1.0s) observations, which provide additional constraints. 522
This effect is demonstrated through a cross-validation study (see Table 6 ) on the 25 stations for which 523 PGA observations are available: for each station, the PGA observation is removed from the analysis 524 and the prediction at this station's location. This process is repeated for three approaches, namely the 525 ShakeMap method, the BN inference with PGA only and the BN inference with both PGA and 526 SA(1.0s), in order to compare their predictive abilities. 527
[ Table 6 about here] 528
The difference between the ShakeMap method and the single-IM BN inference is not very significant, 529 as already suggested by the comparison of the respective ground-motion maps in the previous sub-530 section. The multi-IM BN approach, however, introduces non-negligible changes in the PGA field and 531 improves the prediction with respect to the observation in most cases. Aside from better constraining 532 the ground-motion map, the ability of the BN approach to generate multiple-IM fields is very useful 533 for the rapid post-earthquake damage assessment of different types of exposed assets. 534
Integration of macroseismic intensities and site conditions 535
To demonstrate the operational capabilities of the proposed BN approach, a ground-motion map is 536 generated for a wider area, i.e. a 200 by 200 km square surrounding the epicenter of the Mw 6.2 537
Kumamoto foreshock, with a step grid of around 2 km. Within this area, 90 strong-motion 538 observations are found, along with 14 aggregated reports of macroseismic intensity. As with the 539 ShakeMap algorithm, macroseismic data may be exploited in complement to strong-motion data, 540 through the use of ground-motion intensity conversion equations (GMICEs) (Wald et al., 1999) . 541
Starting from the BN in Figure 1 , another set of BN nodes representing the macroseismic intensity is 542 created, with a link pointing from each primary IM (i.e., PGA) node to each macroseismic intensity 543 node. In the present example, the global GMICE developed by Caprio et al. (2015) has been used, thus 544 the expression of the modified Mercalli intensity (MMI) takes the following form: 545
where α and β are GMICE coefficients and εMMI represents the error term of the regression, which 547 follows a normal distribution with zero mean and standard deviation σMMI. 548
Therefore, in the BN, the conditional probability distribution of each MMi node, which is the child of a 549 Y1,i node representing PGA, can be expressed as: 550
As a result, the BN is able to collect evidence from various sources and pass the inference message in 552 a two-way manner, i.e. (i) from a PGA observation up to the neighboring grid points and finally to the 553 converted intensities on the grid, or (ii) from the reported intensity up to the converted PGA at the 554 same location and finally to the neighboring grid points. The generated ground-motion maps for both 555 PGA and MMI are displayed in Figure 12 , after a site correction has been applied to the inferred 556 variables at "rock" conditions. 557
[ Figure 12 about here] 558
CONCLUSIONS 559
The BN formulation presented in this paper, which makes use of the spatial distribution of the intra-560 and inter-event errors in the GMPE, has been successfully tested on a real-world example, thus 561 validating the way the ground-motion inference is performed in the proposed Bayesian framework. 562 Therefore, such a result lays a solid foundation for the development of more elaborate BNs that 563 integrate damage and loss assessments, which may be used as part of an operational decision support 564 system for emergency responders. 565
The comparison with the ShakeMap algorithm has provided valuable lessons on the respective merits 566 of each approach. Although computationally costlier, the BN method offers a different philosophy 567 when treating uncertainties because a more refined estimation of the posterior distribution of the inter-568 event error is possible. It may be imagined to use such an approach in complement to the current 569
ShakeMap algorithm, to adjust the value of inter-event error with respect to the number of 570 observations, for instance. On the other hand, there is no obvious link between the weighted 571 interpolation used in the ShakeMap algorithm and the spatial correlation coefficient used in the BN 572 method, which complicates the direct comparison of the two approaches. However, the analysis and 573 the comparison of maps generated with these two complementary approaches could be useful to help 574 constrain the current correlation models. 575
Moreover, the ability of the BN approach to compute vector-valued IM fields and to access the joint 576 probabilities of IMs across several locations should prove highly beneficial when dealing with the loss 577 prediction of infrastructure systems, whose components are often susceptible to different IMs. Such 578 inferences come at a high computational cost, which are currently not suitable for the near real-time 579 applications that are covered by the ShakeMap framework. Conversely, in the case of the risk 580 management of spatially-distributed infrastructure systems, where the ground-motion prediction has to 581 be carried out for a limited number of sites, the BN approach might provide a rigorous probabilistic 582 framework for the rapid loss assessment of interdependent components. 583
Finally, the proposed BN has mainly been focused on the treatment of aleatory variabilities (i.e., 584 GMPE error terms); however, other variables representing epistemic uncertainties may be added to the 585 BN, such as different GMPE candidates or different source or site assumptions. Provided that 586 sufficient field observations are gathered, the BN inference would then be able to better constrain 587 these parameters. 588
DATA AND RESOURCES 589
The metadata on the Mw 6.2 Kumamoto earthquake for the generation of the ground-motion map have 590 The numbers in bold correspond to the evidence from the observations. The error measures, applied to both the mean PGA and global standard-deviation, are computed with respect to 702 the full grid solution. The accuracy is quantified for three correlation lengths dcorr, the first one corresponding to representing respectively the inter-event error (left), an overestimated intra-event error (middle) and 768 an underestimated intra-event error (right 
690
