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1. Introduction
In this paper we deal with linear second order partial differential operators of the kind
H =
N∑
i, j=1
qi, j(z)∂
2
xi ,x j +
N∑
k=1
qk(z)∂xk + q(z) − ∂t, (1.1)
in a strip
S = {z = (x, t): x ∈ RN , T1 < t < T2}, −∞ T1 < T2 ∞.
We assume the coeﬃcients qi, j = q j,i , qk , q of class C∞ , q bounded from above and the characteristic
form
qH(z, ξ) =
N∑
i, j=1
qi, j(z)ξiξ j, ξ = (ξ1, . . . , ξN) ∈ RN ,
nonnegative deﬁnite and not totally degenerate, i.e., qH(z, ·) 0, qH(z, ·) ≡ 0 for every z ∈ S . We also
assume H is hypoelliptic and endowed with a fundamental solution
(z, ζ ) → Γ (z, ζ )
smooth out of the diagonal of S × S . We agree to call Γ a fundamental solution for H if
(i) Γ (·, ζ ) ∈ L1loc(S) and H(Γ (·, ζ )) = −δζ , the Dirac measure at {ζ }, for every ζ ∈ S;
(ii) for every compactly supported continuous function ϕ on RN and for every x0 ∈ RN , τ ∈ ]T1, T2[,
we have ∫
RN
Γ (x, t, ξ, τ )ϕ(ξ)dξ → ϕ(x0), as (x, t) → (x0, τ ), t > τ. (1.2)
Our aim is to develop a potential analysis for H “only” assuming Gaussian estimates for Γ . The
prominence of two-sided Gaussian estimates for heat kernels in Riemannian setting, is very well
known: see the monograph [25] and the exhaustive list of references therein. Here we show that
even in sub-Riemannian, or even in more general settings, the Gaussian estimates axiomatically imply
deep analytic and geometric properties of the relevant second order partial differential operators.
To precisely ﬁx our basic assumptions, we need some deﬁnition and notation. Given a metric d
in RN we denote by B(x, r) the d-ball of center x and radius r > 0:
B(x, r) = {y ∈ RN : d(x, y) < r}.
On the metric space (RN ,d) we make the following assumptions:
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x ∈ RN , d(x, ξ) → ∞, if (and only if)1 ξ → ∞ with respect to the usual Euclidean norm.
(D2) (RN ,d) is a doubling space w.r.t. the Lebesgue measure, i.e., there exists a constant cd > 1 such
that
∣∣B(x,2r)∣∣ cd∣∣B(x, r)∣∣ ∀x ∈ RN , ∀r > 0.
Hereafter, if A ⊆ RN (A ⊆ RN+1), |A| denotes the N-dimensional ((N+1)-dimensional) Lebesgue
measure of A.
(D3) (RN ,d) has the segment property, i.e., for every x, y ∈ RN there exists a continuous path γ :
[0,1] → RN such that γ (0) = x, γ (1) = y and
d(x, y) = d(x, γ (t))+ d(γ (t), y) ∀t ∈ [0,1].
We extend d to S by setting
dˆ(z, ζ ) = (d(x, ξ)4 + (t − τ )2) 14 , z = (x, t), ζ = (ξ, τ ) ∈ S,
and we call dˆ the parabolic counterpart of d. The corresponding balls
{
ζ ∈ S: dˆ(z, ζ ) < r}, z ∈ S, r > 0,
will be called parabolic balls and denoted by B̂(z, r). For a ﬁxed a > 0 we call d-Gaussian of exponent a
the function
Ga(z, ζ ) = Ga(x, t, ξ, τ ) =
{
0 if t  τ ,
1
|B(x,√t−τ )| exp(−a
d(x,ξ)2
t−τ ) if t > τ.
Our crucial assumption on the fundamental solution Γ is the following one: there exist three positive
constants a0, b0 and Λ such that
(H)
1
Λ
Gb0(z, ζ ) Γ (z, ζ )ΛGa0(z, ζ ) ∀z, ζ ∈ S.
Given an operator H satisfying (H) w.r.t. a metric d verifying (D1)–(D3), we set
|H| = Λ + a−10 + b0 + cd.
Together with a basic potential theory for H, our analysis includes:
(i) Estimates at the boundary of the Perron–Wiener–Brelot–Bauer solutions (PWBB solutions, in
short) of the Dirichlet problems related to H, besides an exterior cone criterion and other reg-
ularity criteria both for cylindrical domains and general domains.
(ii) Estimates of the d-Hölder continuity modulus of the solutions to Hu = 0.
(iii) Global invariant Harnack inequality for nonnegative solutions to Hu = 0.
1 “Only if” follows from the Euclidean continuity of d(x, ·).
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|H| and the distance d. This allows to extend our main results to operators H with non-smooth
coeﬃcients deﬁned in S , provided that they can be suitably approximated with sequences of operators
(H j) like (1.1) with smooth coeﬃcients and equibounded constants |H j |.
Section 10 contains examples of operators with non-smooth coeﬃcients to which the previous
approximation argument applies. In particular in such section we shall prove (i)–(iii) for operators in
the non-divergence form
m∑
i, j=1
ai, j(x, t)Xi X j +
m∑
k=1
ak(x, t)Xk − ∂t,
with Hölder continuous coeﬃcients ai, j , ak , and structured on a system of vector ﬁelds X1, . . . , Xm
which satisﬁes the Hörmander rank condition in a bounded domain of RN (see Theorem 10.1). These
operators arise in many theoretical and applied settings sharing a sub-Riemannian underlying geom-
etry: e.g., in diffusion theory, mathematical models for ﬁnance and for human vision, control theory,
geometric theory of several complex variables (see, e.g., [11,12,17,21–23,27] and references therein).
In particular the operators in this nonvariational form appear as linearizations of some fully non-
linear second order PDEs, known as Levi curvature equations. These (non-elliptic) equations are the
complex-analogue of the classical Monge–Ampère ones, as their solutions are functions whose graphs
are CR manifolds in Cn+1 with prescribed Levi curvatures (see, e.g., [22] and references therein).
This paper is actually part of a project aimed to provide the linear framework for such Levi–Monge–
Ampère equations (see also [3–5,8] and references therein).
The complete plan of the paper is as follows. In Section 2 we ﬁrst show several properties of
the measure of the d-balls, which are direct consequences of hypotheses (D1) and (D2). Then, we
use these results to prove some simple properties of the d-Gaussian functions, that will be used
throughout the paper. In Section 2 we will also show some topological consequences of the segment
property (D3). We would like to stress that (D3), and its consequences, will be only used in Sections 6
and 7.
The aim of Section 3 is to prove that the operator H endows the strip S with a structure of
β-harmonic space satisfying the Doob convergence property (see Theorem 3.9). Here we follow the
deﬁnitions and use several results from potential theory in abstract harmonic spaces as presented
in [2] and [13]. From this general theory, and from Theorem 3.9, we get the existence of a generalized
solution, in the sense of Perron–Wiener–Brelot–Bauer, to the Dirichlet problem for H in an arbitrary
bounded open set Ω with closure Ω ⊂ S . In this section a crucial role is played by the hypoellipticity
of H and by the not totally degeneracy of the characteristic form qH(z, ·) at any point z ∈ S . We use
some ideas ﬁrst appeared in the celebrated paper [6] by Bony (see also [20], where the Bony’s idea is
used for operators like (1.1)).
In Section 4 a basic balayage theory for H is developed: the goal here is to prove some regu-
larity criteria for the boundary points—related to the PWBB solutions—in terms of the balayage of
the complementary set of Ω (see Theorem 4.6). Then, these results are applied to prove a geomet-
rical regularity criterion extending, to our general setting, the parabolic exterior cone condition ﬁrst
proved by Effros and Kazdan in [15] for the classical heat equations (see Theorem 4.11).
Our balayage theory results are also used in Section 5 to prove precise estimates at the boundary
points of the PWBB solutions, in terms of H-Wiener functions, see the beginning of Section 5 for
the relevant deﬁnition. The main achievements here are Theorems 5.2 and 5.4. We would also like
to explicitly mention Proposition 5.7, giving a Hölder-type estimate at the boundary of the PWBB
solution. We stress that for this last result we need an extra assumption: the reverse doubling condition
for the measure of the d-balls (see Deﬁnition 5.5).
Section 6 contains one of the most important achievements of the paper: the construction of
cylindrical domains whose parabolic boundary points are regular for the H-Dirichlet problem. The main
results here are Theorems 6.3 and 6.5. The ﬁrst one gives a suﬃcient condition for the H-regularity
of lateral boundary points of a cylinder. The latter one, roughly speaking, shows that: close as we want to
any given cylindrical bounded domain there are cylindrical domains whose parabolic boundaries are regular
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boundary points of the cylinders B(x0, r) × ]a,b[ are H-regular, even in particularly important cases:
see the counterexample in [10], related to the boundary points of the Carnot–Carathéodory balls in
the Heisenberg group.
Section 7 presents a quite axiomatic approach to the d-Hölder estimates and to the parabolic Har-
nack inequality for the operator (1.1) with zero order term q ≡ 0. The source idea of this approach
goes back to the “old idea” of Nash, as implemented by Fabes and Stroock in [16]. This approach
allows to obtain Hölder estimates and Harnack inequality from two-sided Gaussian estimates of the
Green functions of suitable cylindrical domains. For the operators in our class, these last estimates
basically follow from the results in Section 6 and the segment property (D3) of d, besides the dou-
bling condition (D2) and the Gaussian bounds in (H). We would like to stress the crucial role played
here by Theorem 6.5. What allows the Fabes–Stroock arguments to work in our context is indeed the
possibility of ﬁnding “H-regular cylinders” closed to cylinders based on metric balls: these domains keep
all the needed metric content while allowing to apply comparison arguments. We want to mention
that, as in [16], our axiomatic approach also relies on some ideas ﬁrst used by Krylov and Safonov in
studying classical parabolic operators in non-divergence form with bounded coeﬃcients. After Fabes
and Stroock, these same ideas were also used by Kusuoka and Stroock in [18] and, much more re-
cently, by Bonﬁglioli and the second author in [5].
Section 8 is devoted to the analysis of the Γ -potentials of Radon measures. The results of this
section are propaedeutic to the ones of Section 9, where uniform boundary estimates of the PWBB so-
lutions are proved, for open sets satisfying an exterior d-cone condition. The estimates are uniform in
the following sense: they only depend on the constant |H|, the metric d and the constants appear-
ing in the exterior cone condition. The estimates are proved by using in a crucial way the Wiener
functions of Section 5 and the d-Hölder estimates of Section 7.
In Section 10, together with some important examples to which our theory apply, we show how to
extend our results to some important class of operators with non-smooth coeﬃcients. Our examples,
both in divergence and in non-divergence form, are modeled on families of vector ﬁelds satisfying the
celebrated Hörmander rank condition.
Some of the results in this paper were announced in [19].
2. Some elementary properties of the d-Gaussian functions
To begin with, we show some consequences of the assumptions (D1)–(D2). First of all, from (D1)
we have: for every x ∈ RN and r > 0 there exists δ = δx,r > 0 such that
B(x, δ) ⊆ Be(x, r), Be(x, δ) ⊆ B(x, r). (2.1)
Hereafter Be(x, r) denotes the Euclidean ball of RN with center x and radius r. It follows that
lim
δ↘0
∣∣B(x, δ)∣∣= 0 for every x ∈ RN , (2.2)
and
∣∣B(x, r)∣∣> 0 for every x ∈ RN and r > 0. (2.3)
Moreover, the continuity of d gives
lim
R→∞
∣∣B(x, R)∣∣= ∞ for every x ∈ RN . (2.4)
From (D2), with an easy and standard argument, one obtains
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)Q ∣∣B(x, r)∣∣, Q = log2 cd, (2.5)
for every x ∈ RN and 0< r  R < ∞. This inequality gives
∣∣B(x, R)∣∣ cdt−Q ∣∣B(x, tR)∣∣ ∀t ∈ ]0,1[,
so that, thanks to (2.2),
∣∣B(x, R)∣∣< ∞ for every x ∈ RN and R > 0. (2.6)
We would like to explicitly remark that (2.6) also follows from the boundedness of every d-ball w.r.t.
the Euclidean norm (see the second part of (D1)). We also want to note that the d-balls are Euclidean
open sets whose d-boundary is the Euclidean boundary. Then ∂B(x0, R) = ∅ for every x0 ∈ RN and
R > 0. Moreover, by (D3) and the continuity of d, we have ∂B(x0, R) = {x: d(x, x0) = R}. We also have
the following proposition.
Proposition 2.1. For every compact set K ⊆ RN and for every R > 0 there exists m = m(K , R,d) > 0 such
that
∣∣B(x, r)∣∣mrQ for every x ∈ K and 0< r < R. (2.7)
Proof. In light of inequality (2.5), it is enough to prove that
inf
x∈K
∣∣B(x, R)∣∣> 0. (2.8)
We argue by contradiction and assume |B(x j, R)| → 0 for a suitable sequence (x j) in K converging,
w.r.t. the Euclidean distance, to a point x ∈ K . Since d is continuous, d(x j, x) → 0 as j → ∞. Thus
B(x j, R) ⊇ B(x, R2 ) for every j suﬃciently large. It follows that, also keeping in mind (2.3),
0= lim
j→∞
∣∣B(x j, R)∣∣ ∣∣∣∣B(x, R2
)∣∣∣∣> 0.
This contradiction shows the assertion. 
From inequality (2.5) one also gets a kind of symmetry property of the d-Gaussian functions w.r.t.
the spatial variables. More precisely, we have the following proposition.
Proposition 2.2. For every 0< a < b there exists c = c(a,b, cd) > 0 such that
Gb(x, t, ξ, τ ) cGa(ξ, t, x, τ ) (2.9)
for every x, ξ ∈ RN and t, τ ∈ R.
Proof. We may assume t > τ . Setting r = √t − τ , inequality (2.9) can be written as follows
|B(ξ, r)|
|B(x, r)|  c exp
(
(b − a)d(x, ξ)
2
r2
)
. (2.10)
E. Lanconelli, F. Uguzzoni / J. Differential Equations 248 (2010) 2329–2367 2335On the other hand, since B(ξ, r) ⊆ B(x, r + d(x, ξ)), inequality (2.5) gives
|B(ξ, r)|
|B(x, r)|  cd
(
1+ d(x, ξ)
r
)Q
. (2.11)
Then (2.10) follows by taking
c = cd max
s0
(1+ s)Q exp((a− b)s2). 
To prove next proposition, we need the following lemma.
Lemma 2.3. For every a > 0 and x ∈ RN we have
∫
RN
exp
(−ad(x, ξ)2)dξ = 2a ∞∫
0
ρm(x,ρ)exp
(−aρ2)dρ,
where m(x,ρ) = |B(x,ρ)|.
Proof. For every ε > 0 one has (integrating by parts)∫
ε<d(x,ξ) 1ε
exp
(−ad(x, ξ)2)dξ
=
∫
ερ 1ε
exp
(−aρ2)dm(x,ρ)
= exp
(
− a
ε2
)
m
(
x,
1
ε
)
− exp(−aε2)m(x, ε) + 2a ∫
ερ 1ε
m(x,ρ)ρ exp
(−aρ2)dρ. (2.12)
On the other hand, (2.5) and (2.2) imply
exp
(
− a
ε2
)
m
(
x,
1
ε
)
= exp
(
− a
ε2
)
O
(
ε−Q
)
as ε → 0
and
exp
(−aε2)m(x, ε) = o(1) as ε → 0.
Then, letting ε go to zero in the right-hand side of (2.12), the assertion follows. 
Proposition 2.4. Let 0< a1 < a2 < ∞. Then there exists β = β(a1,a2, cd) > 0 such that
1
β

∫
RN
Ga(x, t, ξ, τ )dξ  β
for every x ∈ RN , −∞ < τ < t < ∞ and a ∈ ]a1,a2[.
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∫
RN
Ga(x, t, ξ, τ )dξ = 2a
r2|B(x, r)|
∞∫
0
ρ
∣∣B(x,ρ)∣∣ exp(−aρ2
r2
)
dρ
= 2a|B(x, r)|
∞∫
0
∣∣B(x,σ r)∣∣σ exp(−aσ 2)dσ .
Then, by using (2.5), for every a ∈ ]a1,a2[ we get
∫
RN
Ga(x, t, ξ, τ )dξ  2a2cd
∞∫
0
(1+ σ)Q +1 exp(−a1σ 2)dσ =: β1.
Moreover
∫
RN
Ga(x, t, ξ, τ )dξ  2a1
∞∫
1
σ exp
(−a2σ 2)dσ =: β2.
Then, the assertion follows by choosing β =max{β1, 1β2 }. 
Proposition 2.5. Let K be a compact set contained in the strip RN × ]−T , T [, T > 0. For every a > 0 there
exists a positive constant M = M(K , T ,a,d) such that
Ga(z, ζ ) Mdˆ(z, ζ )−Q (2.13)
for every z ∈ K and for every ζ ∈ RN × ]−T , T [.
Proof. Let z = (x, t) ∈ K and ζ = (ξ, τ ) ∈ RN × ]−T , T [. If t  τ (2.13) is trivial since, in this case,
Ga(z, ζ ) = 0. Then, assume −T < τ < t < T and use Proposition 2.1. For suitable positive constants
m =m(K , T ,d) and M = M(m,a, Q ), we have
Ga(z, ζ )
1
m
(t − τ )− Q2 exp
(
−ad(x, ξ)
2
t − τ
)
 M(t − τ )− Q2
(
1+
(
d(x, ξ)2
t − τ
)2)− Q4
= M((t − τ )2 + d(x, ξ)4)− Q4 = Mdˆ(z, ζ )−Q . 
Corollary 2.6. For every ﬁxed z ∈ S we have Γ (z, ζ ),Γ (ζ, z) → 0, as ζ → ∞.
Proof. It follows from (2.4), (2.13), Proposition 2.2, Hypotheses (H) and (D1). We explicitly remark
that (2.4) is used to treat the case when |t − τ | → ∞. 
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We begin with giving a Maximum Principle for H.
Proposition 3.1. Let Ω ⊆ S be open and such that Ω ⊆ S. For a ﬁxed T ∈ ]T1, T2[ let us deﬁne
ΩT = Ω ∩
{
(x, t)
∣∣ t < T } and ∂TΩ = ∂Ω ∩ {(x, t) ∣∣ t  T }.
Suppose we are given a function u ∈ C2(Ω) such that
(i) Hu  0 in Ω;
(ii) limsupΩT z→ζ u(z) 0 for every ζ ∈ ∂TΩ;
(iii) limsupΩT z→∞ u(z) 0 if ΩT is unbounded.
Then, u  0 in ΩT .
Proof. We split the proof into two steps.
(I) Assume q < 0 in S . Let (z j) be a sequence in ΩT such that u(z j) → supΩT u, as j → ∞. We
may assume one of the following conditions is satisﬁed: (a) z j → ∞, (b) z j → z0 ∈ ΩT , (c) z j → z0 ∈
Ω ∩ {t = T }, (d) z j → z0 ∈ ∂TΩ . In cases (a) and (d) we are done since by the assumptions (ii) and
(iii) we get
sup
ΩT
u = lim
j→∞
u(z j) 0.
In cases (b) and (c), u is of class C2 in a neighborhood of z0 and u(z0) = supΩT u = maxΩ∩{t=t0} u.
Then
0Hu(z0) q(z0)u(z0) − ∂tu(z0) q(z0)u(z0)
so that, since q < 0, u(z0) 0. Hence, in ΩT ,
u  sup
ΩT
u = u(z0) 0.
(II) Assume q just bounded above. Let m ∈ R, m > supS q and deﬁne θ(x, t) = emt . Then θ > 0 andHθ
θ
= q −m < 0 in S . Let us put v = u
θ
. A direct computation shows that
Hu
θ
=
N∑
i, j=1
qi, j∂
2
xi ,x j v +
N∑
i=1
qi∂xi v + q˜v − ∂t v =: H˜v,
where q˜ = Hθ
θ
. Then: H˜v  0, limsupΩT z→ζ v(z) 0 for every ζ ∈ ∂TΩ , limsupΩT z→∞ v(z) 0 if
ΩT is unbounded. As a consequence, since q˜ < 0 in S , for what proved in step (I), it follows that
v  0 in ΩT . This completes the proof since u = vθ and θ > 0. 
Given an open set Ω ⊆ S we denote by H(Ω) the family of the H-harmonic functions on Ω , i.e.,
H(Ω) = {u ∈ C∞(Ω) ∣∣Hu = 0 in Ω}.
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C(Ω), the space of the continuous functions in Ω (hereafter we use the standard notation of potential
theory in abstract harmonic spaces, as presented, e.g., in [13]). A bounded open set V ⊆ S is called
H-regular if for every continuous function ϕ : ∂V → R there exists a function u : V → R, H-harmonic
in V and such that
lim
x→y u(x) = ϕ(y) for every y ∈ ∂V .
Due to the Maximum Principle of Proposition 3.1, this function u is unique, and nonnegative if ϕ  0.
It will be denoted by HVϕ . Then, if V is an open H-regular set and z ∈ V , the map
ϕ → HVϕ (z)
deﬁnes a linear and positive functional on C(∂V ). As a consequence, there exists a Radon measure
μVz supported on ∂V such that
HVϕ (z) =
∫
∂V
ϕ(ζ )dμVz (ζ ) ∀ϕ ∈ C(∂V ).
We call μVz the H-harmonic measure related to V and z. Since the characteristic form of H is not
totally degenerate, it follows that the family
V = {V ⊆ S | V open and H-regular}
is a basis of the Euclidean topology of S (see [6]). Let Ω ⊆ S be open. A function u : Ω → ]−∞,∞]
will be called H-hyperharmonic in Ω if u is lower semi-continuous and
u(z)
∫
∂V
u(ζ )dμVz (ζ ) ∀z ∈ V , (3.1)
for every H-regular open set V ⊂ V ⊆ Ω . We would like to explicitly remark that condition (3.1) is
equivalent to the following one
HVϕ  u in V for every ϕ ∈ C(∂V ), ϕ  u|∂V . (3.2)
We shall denote by H∗(Ω) the family of the H-hyperharmonic functions in Ω . If u ∈ H∗(Ω) and
u < ∞ in a dense subset of Ω , then we say that u is H-superharmonic in Ω and write u ∈ H(Ω). We
also put
H∗(Ω) = −H∗(Ω) and H(Ω) = −H(Ω).
A function v ∈ H(Ω) (H∗(Ω)), will be called H-subharmonic (H-hypoharmonic). From the Maximum
Principle in Proposition 3.1, we easily obtain the following characterization of the H-superharmonic
functions of class C2.
Proposition 3.2. LetΩ ⊆ S be open and let u : Ω → R be a C2 function. Then u ∈ H(Ω) if and only if Hu  0
in Ω .
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ϕ  u, we have: H(u − HVϕ )  0 in V and lim infx→y(u(x) − HVϕ (x)) = u(y) − ϕ(y)  0 for every
y ∈ ∂V . Then, by Proposition 3.1, u  HVϕ in V . Therefore u ∈ H(Ω). Vice versa, suppose u ∈ H(Ω)
and assume by contradiction Hu(z0) > 0 for some z0 ∈ Ω . Then, there exists an H-regular open
set V , with V ⊆ Ω , such that Hu > 0 in V . Then, for what we have already proved, u ∈ H(V ) so that,
since u ∈ H(V ), u is H-harmonic in V . This contradicts Hu > 0 in V . 
Next result, which is a weak distributional form of Proposition 3.2, is essentially contained in [24].
Proposition 3.3. Let Ω be an open subset of S and let u : Ω → ]−∞,∞]. The following statements are
equivalent.
(i) There exists v ∈ H(Ω) such that u = v a.e.
(ii) u ∈ L1loc(Ω), Hu  0 in D′(Ω).
Proof. One can follow the same arguments as in [24]. We explicitly remark that Ω can be supposed
bounded and the hypothesis [24, (iv), p. 86] can be replaced by the assumption that H is hypoelliptic.
Moreover, the hypothesis [24, (v), p. 86] is satisﬁed by taking θ(x, t) = e(m+1)t , θ∗(x, t) = e−(m∗+1)t ,
where m = maxΩ |q| and m∗ = maxΩ |q∗|, being q∗ the zero order term of the formal adjoint opera-
tor H∗ . Indeed, with this choice of θ and θ∗ we have: θ, θ∗ > 0 and Hθ,H∗θ∗ < 0 in Ω . 
Proposition 3.4. Let ζ0 ∈ S be ﬁxed. Letting
u(z) = Γ (z, ζ0), z ∈ S,
we have:
(i) u ∈ H(S), u  0;
(ii) if h ∈ H(S) and h u, then h 0.
Proof. (i) Since Γ  0, u  0. Let V be an H-regular open set and let ϕ ∈ C(∂V ), ϕ  u on ∂V . If
ζ0 = (ξ0, τ0) /∈ V , then
lim inf
z→ζ
(
u(z) − HVϕ (z)
)
 u(ζ ) − ϕ(ζ ) 0 ∀ζ ∈ ∂V ,
and u − HVϕ is H-harmonic in V . Thus, by Proposition 3.1, u  HVϕ in V . Let us now suppose ζ0 ∈ V .
Since u = 0 on ∂τ0V we have ϕ  0 on ∂τ0V so that, by Proposition 3.1, HVϕ  0 in Vτ0 . Thus
HVϕ (ζ0) 0. As a consequence, letting W = V \ {ζ0}, lim infz→ζ (u(z) − HVϕ (z)) 0 for every ζ ∈ ∂W .
On the other hand, u − HVϕ ∈ H(W ). Then, by Proposition 3.1, u  HVϕ in W . This inequality extends
to V since u(ζ0) = 0 HVϕ (ζ0). This completes the proof of (i).
(ii) By Corollary 2.6, we have u(z) = Γ (z, ζ0) → 0, as z → ∞. Thus limsupz→∞ h(z)  0 and the
assertion follows from the Maximum Principle of Proposition 3.1. 
Remark 3.5. A nonnegative superharmonic function for which any nonnegative H-harmonic minorant
is identically zero is called an H-potential (see [13, p. 37]). Then, by Proposition 3.4, we can say that
Γ (·, ζ0) is an H-potential on S , for every ﬁxed ζ0 ∈ S .
From Proposition 3.4 and Remark 3.5 we easily obtain the following separation result.
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u(z1)v(z2) = u(z2)v(z1).
Proof. Let z1 = (x1, t1), z2 = (x2, t2) and assume t1  t2. For every ε ∈ ]0, t1 − T1[ we set zε =
(x1, t1 − ε) and
uε = Γ (·, zε).
We have
lim
ρ→0
(
uε(z1)uρ(z2) − uρ(z1)uε(z2)
)= Γ (z1, zε)Γ (z2, z1) − Γ (z2, zε) lim
ρ→0Γ (z1, zρ) = −∞,
since Γ (z2, zε) > 0 and, by hypothesis (H) and (2.2),
Γ (z1, zρ)
1
Λ|B(x1,√ρ )| → ∞ as ρ → 0.
Then, there exist ε,ρ > 0 such that
uε(z1)uρ(z2) = uρ(z1)uε(z2).
This proves the proposition since uε and uρ are H-potentials. 
From the hypoellipticity of H, verbatim proceeding as in the proof of [6, Theorem 7.1], one obtains
the next proposition.
Proposition 3.7. The harmonic sheaf H has the Doob convergence property. Precisely: the limit of any increas-
ing sequence of H-harmonic functions in an open set Ω ⊆ S is H-harmonic whenever it is ﬁnite in a dense
subset of Ω .
This proposition and the Gaussian bounds of Γ given by hypothesis (H) allow to prove the follow-
ing positivity result.
Proposition 3.8. Let T ∈ ]T1, T2[ and deﬁne
u : RN × ]T , T2[ → R, u(x, t) =
∫
RN
Γ (x, t, ξ, T )dξ.
Then
(i) u is harmonic in RN × ]T , T2[,
(ii) there exists a positive constant β0 = β0(|H|) such that 1β0  u(x, t)  β0 for every x ∈ RN and T <
t < T2 .
Proof. Deﬁne un : RN × ]T , T2[ → R,
un(x, t) =
∫
|ξ |<n
Γ (x, t, ξ, T )dξ, n ∈ N.
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is H-harmonic in S \ {(ξ, T )}, (un) is an increasing sequence of H-harmonic functions in RN ×]T , T2[.
Hypothesis (H) and Proposition 2.4 imply the existence of a positive constant β0 = β0(|H|) such that
1
β0
 u  β0 in RN × ]T , T2[. Then, by Proposition 3.7,
lim
n→∞un(x, t) =
∫
RN
Γ (x, t, ξ, T )dξ = u(x, t)
is H-harmonic in RN × ]T , T2[ and satisﬁes the estimates in (ii). 
Propositions 3.6, 3.7 and 3.8, along with the existence of a basis for the Euclidean topology of S
formed by H-regular sets, immediately give the following theorem.
Theorem 3.9. (S,H) is a β-harmonic space satisfying the Doob convergence property.
Proof. For reading convenience we recall that (S,H) is a β-harmonic space satisfying the Doob con-
vergence property if it veriﬁes the following axioms.
Axiom of positivity. For every z0 ∈ S there exist an open set Ω  z0 and a strictly positive function
u ∈ H(Ω). This follows from Proposition 3.8.
Axiom of convergence. (Doob) The limit of any increasing sequence of H-harmonic functions in an
open set Ω ⊆ S is H-harmonic whenever it is ﬁnite in a dense subset of Ω . This is precisely the
statement of Proposition 3.7.
Axiom of regularity. The family
V = {V ⊆ S: V open and H-regular}
is a basis for the Euclidean topology of S . We have already remarked that this axiom can be veriﬁed
by using the same argument as used by Bony in [6], the hypoellipticity of H and the nondegeneracy
of its characteristic form at any point of S .
Axiom of separation. For every z1, z2 ∈ S , z1 = z2, there exist two H-potentials u and v such that
u(z1)v(z2) = u(z2)v(z1).
This is precisely the statement of Proposition 3.6. 
Theorem 3.9 allows us to use several results from abstract potential theory. In particular we have
the following minimum principle for H-hyperharmonic functions on every bounded open set Ω such
that Ω ⊆ S:
u ∈ H∗(Ω), lim inf
z→ζ u(z) 0 ∀ζ ∈ ∂Ω ⇒ u  0 in Ω (3.3)
(see [13, Theorem 1.3.1]). Starting from (3.3) we can easily derive the following extension of Proposi-
tion 3.1.
Proposition 3.10. Let Ω ⊆ S be an open set such that Ω ⊆ S, and let T ∈ ]T1, T2[. Suppose we are given a
function u ∈ H∗(Ω) such that
(i) lim infΩT z→ζ u(z) 0 for every ζ ∈ ∂TΩ;
(ii) lim infΩT z→∞ u(z) 0 if ΩT is unbounded.
Then, u  0 in ΩT .
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u(x, t) + ε exp(M/(T − δ − t)), where M is the maximum of the function (x, t) → (T − δ − t)2q(x, t)
on the compact set ΩT−δ . Let us now suppose ΩT unbounded and denote by M1 an upper bound of
q in S . For every ε > 0 there exists Rε > 0 such that u(z)−ε exp(M1T1) for every z ∈ Ω , |z| Rε .
We can suppose Rε → ∞, as ε → 0. Now we apply what we have already proved to the function
uε(x, t) = u(x, t) + ε exp(M1t) on the bounded open set Ω(ε) = {z ∈ Ω: |z| < Rε}. We obtain uε  0
in Ω(ε)T . Letting ε go to zero, we obtain u  0 in ΩT . 
For our purposes, some of the most important results we use from abstract potential theory are
the ones related to the Perron–Wiener generalized solution to the Dirichlet problem. Let Ω ⊆ S be a
bounded open set such that Ω ⊆ S and let ϕ ∈ C(∂Ω). The function
HΩϕ = inf
{
u
∣∣∣ u ∈ H∗(Ω), lim inf
z→ζ u(z) ϕ(ζ ) ∀ζ ∈ ∂Ω
}
(3.4)
is H-harmonic in Ω and can also be deﬁned as follows
HΩϕ = sup
{
v
∣∣∣ v ∈ H∗(Ω), limsup
z→ζ
v(z) ϕ(ζ ) ∀ζ ∈ ∂Ω
}
. (3.5)
See [13, Theorem 2.4.2]. HΩϕ is the Perron–Wiener–Brelot–Bauer solution (PWBB solution, in short) to
the Dirichlet problem {Hu = 0 in Ω,
u|∂Ω = ϕ.
A point z0 ∈ ∂Ω will be called H-regular for Ω if
lim
z→z0
HΩϕ (z) = ϕ(z0) ∀ϕ ∈ C(∂Ω).
Our main purpose in the next sections is to study the boundary behavior of HΩϕ . We will use several
devices and results from balayage theory in abstract harmonic spaces.
4. Basic balayage theory forH and some regularity criteria for boundary points
In this section we shall denote by u0 a ﬁxed H-harmonic function on S such that, for a suitable
β ∈ ]0,∞[,
1
β
 inf
S
u0  sup
S
u0  β. (4.1)
By shrinking the strip S , if necessary, the existence of such function is granted by Proposition 3.8 and
we can choose β only depending on |H|. Given a compact set K ⊆ S we set
WK = inf{v: v ∈ ΦK },
where ΦK = {v ∈ H(S): v  0 in S , v  u0 in K }. Moreover we deﬁne2
2 We agree to let
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ζ→z WK (ζ ), z ∈ S.
We would like to explicitly remark that, in the usual terminology and notation of potential theory,
WK = RKu0 and V K = R̂ Ku0 ,
where RKu0 and R̂
K
u0 are, respectively, the reduced function and the balayage of u0 on K . The following
proposition collects some crucial properties of the functions WK and V K .
Proposition 4.1.
(i) 0 V K WK  u0 .
(ii) V K = WK in S \ ∂K .
(iii) WK = u0 in K , V K = u0 in K˚ = interior of K .
(iv) WK |∞ = V K |∞ = 0.
(v) V K ∈ H(S) ∩H(S \ ∂K ).
(vi) V K = 0 on the strip S−K = {(x, t) ∈ S: t  τ ∀(ξ, τ ) ∈ K }.
(vii) V K1∪K2  V K1 + V K2 for every pair of compact sets K1, K2 ⊆ S.
Proof. The statements (i)–(iii), (v) and (vii) are consequences of general results from balayage theory
in abstract harmonic spaces, see [13, Proposition 5.3.1] (see also [2, pp. 50–53, Korollar 2.3.5 and
Satz 3.2.4]). Then, we have just to prove (iv) and (vi). For every ﬁxed ζ0 in the interior of S
−
K deﬁne
m =max
K
u0
Γ (·, ζ0) and v =mΓ (·, ζ0).
By Proposition 3.4, v ∈ ΦK so that v WK  V K . On the other hand, Γ (ζ0, ζ0) = 0 and Γ (z, ζ0) → 0
as z → ∞, by Corollary 2.6. Thus WK |∞ = 0 and WK = 0 in the interior of S−K . From the very deﬁni-
tion of V K this proves (iv) and (vi). 
For what follows, it is convenient to recall some other results from general balayage theory.
Proposition 4.2.
(i) If K1 ⊆ K2 ⊆ S are compact sets, then
V K1 ⊆ V K2 .
(ii) Let K be a compact subset of S such that K ⊆⋃n∈N Kn, where (Kn)n∈N is a sequence of compact subsets
of S. Then
V K 
∞∑
n=1
V Kn .
Proof. (i) is quite obvious. (ii) follows from [13, Theorem 4.2.2 and Corollary 4.2.2]. 
Proposition 4.1(vi) and the sub-additivity property of the balayage immediately give the following
corollary.
lim inf
ζ→z w(ζ ) = supV∈Uz
(
inf
V
w
)
being Uz a basis of neighborhoods of z.
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V K (z0) = V Kt0 (z0),
where Kt0 = {(x, t) ∈ K : t  t0}.
Proof. By Proposition 4.1(vii) we have
V K  V Kt0 + V Kt0 ,
where Kt0 = {(x, t) ∈ K : t  t0}. Moreover, by Proposition 4.1(vi), V Kt0 (z0) = 0. Then V K (z0) 
V Kt0 (z0). Since the reverse inequality is obvious, the assertion follows. 
Corollary 4.4. Let K ⊆ S be compact and let z0 = (x0, t0) ∈ K˚ . Then
V Kt0 (z0) = u0(z0).
Proof. It follows from Proposition 4.1(iii) and the previous corollary. 
It is well known, in potential theory, that the regularity of the boundary points of an open set Ω
can be characterized in terms of the balayage on the complementary of Ω . Here we want to quote a
result essentially contained in [24, Theorem 14]. To state this result, we need to recall another notion
and to prove a lemma. A set A ⊆ S will be called H-polar if there exists h ∈ H(S), h  0, such that
A ⊆ h−1({∞}).
Lemma 4.5. Every singleton {z0}, z0 = (x0, t0) ∈ S, is H-polar.
Proof. For 0 < ε < t0 − T1 let us denote zε = (x0, t0 − ε). From the lower Gaussian bound of Γ , we
get
Γ (z0, zε)
1
Λ|B(x0,√ε )| .
Thanks to (2.2) we can choose a sequence εn ↘ 0 such that
Γ (z0, zεn ) 4n for every n ∈ N. (4.2)
Let us now deﬁne
h(z) =
∞∑
n=1
Γ (z, zεn )
2n
, z ∈ S.
Obviously h 0. Moreover, using Proposition 3.4(i), it is standard to verify that h ∈ H∗(S). On the other
hand, if z = z0, there exists n ∈ N such that dˆ(z0, zεn ) < 12 dˆ(z, z0) for every n > n. As a consequence,
by the upper Gaussian bound of Γ , and by Proposition 2.5, we have
Γ (z, zεn ) c
(
dˆ(z, z0) − dˆ(z0, zεn )
)−Q  c2Q dˆ(z, z0)−Q for every n n.
Hence
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n∑
n=1
Γ (z, zεn )
2n
+ c2Q dˆ(z, z0)−Q
∞∑
n=n+1
1
2n
< ∞.
Then h < ∞ in S \ {z0}, so that h ∈ H(S). Moreover, by (4.2),
h(z0)
∞∑
n=1
4n
2n
=
∞∑
n=1
2n = ∞,
that is {z0} = h−1({∞}). This completes the proof. 
From now on Ω will denote a bounded open set such that Ω ⊆ S and z0 = (x0, t0) a point of ∂Ω .
For every r > 0 deﬁne
Ω ′r(z0) =
{
z = (x, t) ∈ S \ Ω: t  t0, dˆ(z, z0) r
}
. (4.3)
Theorem 4.6. The following statements are equivalent.
(i) z0 is not H-regular for Ω .
(ii) VΩ ′r(z0)(z0) < u0(z0) for a suitable r > 0.
(iii) limr→0 VΩ ′r(z0)(z0) = 0.
Proof. We ﬁrst remark that, by Corollary 4.3, V Kr (z0) = VΩ ′r(z0)(z0), where Kr = {z ∈ S \ Ω:
dˆ(z, z0)  r}. On the other hand, by [2, Satz 4.3.1], z0 is H-regular if and only if V Kr (z0) = u0(z0)
for every r > 0. Moreover, by [24, Theorem 14],3 z0 is not H-regular if and only if V Kr (z0) → 0 as
r → 0. Then the assertion follows. 
We call bottom boundary point of the open set Ω , with Ω ⊆ S , any point z0 = (x0, t0) ∈ ∂Ω such
that, for a suitable r > 0,
Ω ∩ B̂(z0, r) ∩ {t  t0} = ∅.
Then, from Corollaries 4.3 and 4.4, and from Theorem 4.6, we immediately obtain the following result.
Proposition 4.7. Every bottom boundary point of a bounded open set Ω , with Ω ⊆ S, is H-regular.
Proof. Since z0 = (x0, t0) is a bottom boundary point, for a suitable r > 0 we have
Ω ′r(z0) = B̂(z0, r) ∩ {t  t0}.
On the other hand, by Corollaries 4.3 and 4.4,
VΩ ′ρ(z0)(z0) = V B̂(z0,ρ)(z0) = u0(z0) infS u0 > 0
for every ρ ∈ ]0, r[. Then
3 See also the Addendum in [24, p. 107] where an alternative proof of such theorem is given, by using some results from [9].
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ρ→0 VΩ
′
ρ(z0)(z0) > 0
and, by Theorem 4.6, z0 is H-regular. 
The regularity of the bottom boundary points will also follow from a general regularity criterion,
that we will call of the exterior cone. This criterion is based on the following lemma.
Lemma 4.8. Let F ⊆ RN be a compact set contained in the d-ball B(x0, r), x0 ∈ RN , r > 0. Assume there exists
θ ∈ ]0,1[ such that
|F | θ ∣∣B(x0, r)∣∣.
Let t0 ∈ R and M, λ > 0 be such that T1 < t0 − λ < t0 < T2 and
1
M
r2  λ Mr2.
Finally, denote by K the compact subset of RN+1
K = F × {t0 − λ}.
Then there exists a positive constant c, only depending on θ , M, |H| and the constant β in (4.1), such that
V K (x0, t0) c.
Proof. Let μ = dξ ⊗ δt0−λ and deﬁne
w(z) = w(x, t) =
∫
K
Γ (z, ζ )dμ(ζ ) ≡
∫
F
Γ (x, t, ξ, t0 − λ)dξ.
From the smoothness of Γ out of the diagonal of S × S , the Gaussian bounds in (H) and Proposi-
tions 2.2 and 2.5, it follows that w ∈ H(Sλ) and w(z) → 0 as Sλ  z → ∞, where Sλ = RN ×]t0−λ, T [,
being T ∈ ]t0, T2[ ﬁxed. Moreover, by Proposition 3.8, w  β0 = β0(|H|). Then, if we set β1 = ββ0, one
has w  β1u0. Therefore, for every u ∈ ΦK , we have
u − w
β1
∈ H(Sλ), lim inf
z→ζ
(
u(z) − w(z)
β1
)
 0
at any point ζ = (ξ, t0 − λ), ξ ∈ RN , and
lim inf
Sλz→∞
(
u(z) − w(z)
β1
)
 0.
The Maximum Principle of Proposition 3.10 implies u − w
β1
 0 in Sλ . It follows that, in Sλ , u  wβ1 for
every u ∈ ΦK , so that V K  wβ . On the other hand,1
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∫
F
Γ (x0, t0, ξ, t0 − λ)dξ  1
Λ
∫
F
Gb0(x0, t0, ξ, t0 − λ)dξ
= 1
Λ|B(x0,
√
λ )|
∫
F
exp
(
−b0 d(x0, ξ)
2
λ
)
dξ
 1
Λ|B(x0, r
√
M )|
∫
F
exp(−b0M)dξ
 1
Λ
exp(−b0M)θ |B(x0, r)||B(x0, r
√
M )| 
θ
Λ
exp(−b0M)M
−Q /2
cd
=: c0.
As a consequence
V K (z0)
w(z0)
β1
 c0
β1
and the proof is complete. 
The following deﬁnition extends to our setting the parabolic cone condition ﬁrst introduced by Effros
and Kazdan in the case of the classical heat operator [15].
Deﬁnition 4.9 (Exterior d-cone condition). Let Ω ⊆ S be open and let z0 = (x0, t0) ∈ ∂Ω . We say that
Ω satisﬁes the exterior d-cone condition at z0 if there exist M, r0, θ > 0 such that∣∣{x ∈ B(x0,Mr): (x, t0 − r2) /∈ Ω}∣∣ θ ∣∣B(x0,Mr)∣∣ (4.4)
for every 0 < r  r0.
Remark 4.10. It is quite obvious that every open set satisﬁes the exterior d-cone condition at any
bottom boundary point.
Lemma 4.8, together with Theorem 4.6, immediately gives the following H-regularity criterion.
Theorem 4.11. Let Ω ⊆ Ω ⊆ S be a bounded open set satisfying the exterior d-cone condition at a point
z0 = (x0, t0) ∈ ∂Ω . Then z0 is H-regular for Ω .
Proof. We keep the notation of Deﬁnition 4.9 and we set ρ = (1+ M4)1/4r. Then
Kr =
(
B(x0,Mr) ×
{
t0 − r2
}) \ Ω ⊆ Ω ′ρ(z0).
On the other hand, by condition (4.4) and Lemma 4.8,
V Kr (z0) c > 0
with c independent of r. It follows that
lim
ρ↘0 VΩ
′
ρ(z0)(z0) c.
Hence, by Theorem 4.6, z0 is H-regular for Ω . 
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Proposition 4.12. Let Ω be a bounded open set such that Ω ⊆ S and z0 ∈ ∂Ω . Let r > 0 and let (Fn)n∈N be a
sequence of compact subsets of S such that
(i) z0 /∈ Fn for every n ∈ N,
(ii) (
⋃
n∈N Fn) ∪ (B(x0, r) × {t0} \ Ω) = Ω ′r(z0).
If
∞∑
n=1
V Fn (z0) < ∞,
then z0 is not H-regular for Ω .
Proof. For every ε > 0 there exists p = pε ∈ N such that
∑
np
V Fn (z0) < ε.
Let us now deﬁne
Fn(ρ) = Fn ∩ B̂(z0,ρ), n ∈ N, 0< ρ  r.
Hypothesis (ii) implies
(⋃
n∈N
Fn(ρ)
)
∪ ( B(x0,ρ) × {t0} \ Ω)= Ω ′ρ(z0).
Since the balayage of u0 on B(x0,ρ) × {t0} \ Ω is equal to zero at z0 (see Proposition 4.1(vi)), from
the sub-additivity property in Proposition 4.2(ii), we obtain
VΩ ′ρ(z0)(z0)
∞∑
n=1
V Fn(ρ)(z0).
On the other hand, since z0 /∈ Fn for every n ∈ N, there exists ρ = ρ(p) < r such that Fn(ρ) = ∅ for
every n ∈ {1, . . . , p}. Then
VΩ ′ρ(z0)(z0)
∑
np
V Fn(ρ)(z0)
∑
np
V Fn (z0) < ε.
This shows that limρ↘0 VΩ ′ρ(z0)(z0) = 0. Hence, by Theorem 4.6, z0 is not H-regular for Ω . 
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In this section Ω will always denote a ﬁxed bounded open set with closure contained in S and
z0 = (x0, t0) a point of its boundary. Let (rk)k∈N be a ﬁxed sequence of positive real numbers such
that rk ↘ 0 as k goes to inﬁnity. Let us denote by Vk the balayage of u0 on the compact set
Fk = Ω ′rk (z0) =
{
z = (x, t) ∈ S \ Ω: t  t0, dˆ(z0, z) rk
}
.
Finally, let p > 1 be ﬁxed and deﬁne
W =
∞∑
k=1
u0 − Vk
pk
.
We shall call W an H-Wiener function for Ω at z0. Since 0 Vk  u0, we have
0W  u0
∞∑
k=1
1
pk
= u0
p − 1 .
Moreover,
w(ρ) = inf{W (z): z ∈ Ω, dˆ(z0, z) ρ}> 0 (5.1)
for every ρ > 0. This is a consequence of the following lemma.
Lemma 5.1. Let θ > 0 and r ∈ ]0,1] be such that
B̂
(
z0, (1+ θ)r
)⊆ S (5.2)
and denote by V the balayage of u0 on B̂(z0, r). Then
V (z) c |B(x0, r)|
dˆ(z0, z)Q
(5.3)
for every z ∈ Ω such that dˆ(z0, z) (1+ θ)r. The constant c only depends on θ , Ω , β , d and |H|.
Proof. The inclusion (5.2) implies that
zr = (x0, tr) =
(
x0, t0 − (1+ θ/2)2r2
) ∈ S.
Let z = (x, t) ∈ B̂(z0, r). Then
t − tr = (t − t0) + (t0 − tr)−r2 + (1+ θ/2)2r2  θr2
and
d(x, x0)2  r
2
2
= 1 .t − tr θr θ
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Γ (z, zr) c1
1
|B(x0,2r(1+ θ/2))| exp(−b/θ)
1
c2|B(x0, r)|
for suitable positive constants ci and b only depending on θ and |H|. Since Γ (·, zr) is a nonnegative
H-superharmonic function on S (Proposition 3.4), the above inequality implies
V  c2
∣∣B(x0, r)∣∣Γ (·, zr) supu0 in S. (5.4)
We now use Propositions 2.2 and 2.5 and the second inequality in (4.1) to obtain
V (z) c3
|B(x0, r)|
dˆ(z, zr)Q
for every z ∈ Ω,
with c3 only depending on θ , Ω , β , d and |H|. Since dˆ(z, zr)  dˆ(z, z0) − dˆ(z0, zr)  dˆ(z, z0) −
(1+ θ2 )r  θ2(1+θ) dˆ(z, z0) if dˆ(z, z0) (1+ θ)r, the assertion follows. 
Let z ∈ Ω be such that dˆ(z, z0)  ρ > 0. If rk min{1, ρ2 } is such that B̂(z0,2rk) ⊆ S , from (5.3)
we obtain
Vk(z) c
|B(x0, rk)|
ρQ
, c = c(Ω,β,d, |H|)> 0. (5.5)
Then, keeping in mind (2.2), there exists kρ only depending on ρ , x0, Ω , S , β , d, |H| and the sequence
(rk)k∈N such that Vk(z) u0(z)2 for every k kρ . Therefore
W (z)
∑
kkρ
u0(z) − Vk(z)
pk
 u0(z)
2
∑
kkρ
1
pk
 u0(z)
2
(
1
p
)kρ
so that
w(ρ) c
(
1
p
)kρ
, c = c(β) > 0. (5.6)
This proves (5.1). Given a continuous function ϕ : ∂Ω → R, deﬁne
ωϕ(z0,ρ) = sup
dˆ(z,z0)ρ
∣∣ϕ(z)u0(z0) − ϕ(z0)u0(z)∣∣ (5.7)
and
ϕ(z0, s) = inf
ρ>0
(
ωϕ(z0,ρ) +ωϕ(z0, R) s
w(ρ)
)
, (5.8)
where u0 is given in (4.1) and R = diamdˆ(∂Ω). The function s → ϕ(z0, s) is monotone increasing for
s > 0. Thus
m0 = lim
s↘0ϕ(z0, s)
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0m0  lim
s↘0
(
ωϕ(z0,ρ) +ωϕ(z0, R) s
w(ρ)
)
= ωϕ(z0,ρ) ∀ρ > 0.
Letting ρ go to zero we obtain m0 = 0. Thus we have proved that
lim
s↘0ϕ(z0, s) = 0. (5.9)
The next theorem is a key step toward the characterization of the regular boundary points in terms
of the Wiener functions.
Theorem 5.2. For every ϕ ∈ C(∂Ω) we have
∣∣HΩϕ (z) − ϕ(z0)∣∣ β3(∣∣ϕ(z0)∣∣∣∣u0(z) − u0(z0)∣∣+ ϕ(z0,W (z))) ∀z ∈ Ω, (5.10)
where β  1 is the constant in (4.1).
Proof. For every ﬁxed ρ > 0 let us consider
u(z) = (ϕ(z0) + βωϕ(z0,ρ)) u0(z)
u0(z0)
+ βωϕ(z0, R)W (z)
w(ρ)
.
This function is H-harmonic in Ω (by the Doob convergence property) and satisﬁes, for every ζ ∈ ∂Ω ,
lim inf
Ωz→ζ u(z) ϕ(z0)
u0(ζ )
u0(z0)
+ βωϕ(z0, R) ϕ(ζ )
if dˆ(z0, ζ ) > ρ , and
lim inf
Ωz→ζ u(z)
(
ϕ(z0) + βωϕ(z0,ρ)
) u0(ζ )
u0(z0)
 ϕ(ζ )
if dˆ(z0, ζ ) ρ . Then HΩϕ  u in Ω , that is
HΩϕ (z) − ϕ(z0)
ϕ(z0)u0(z) − ϕ(z0)u0(z0)
u0(z0)
+ β
(
ωϕ(z0,ρ)
u0(z)
u0(z0)
+ωϕ(z0, R)W (z)
w(ρ)
)
.
A similar inequality holds if we replace ϕ with −ϕ . Then, since HΩ−ϕ = −HΩϕ , ω−ϕ = ωϕ , and
u0,
1
u0
 β , we obtain
∣∣HΩϕ (z) − ϕ(z0)∣∣ β3(∣∣ϕ(z0)∣∣∣∣u0(z) − u0(z0)∣∣+ωϕ(z0,ρ) +ωϕ(z0, R)W (z)w(ρ)
)
.
Taking the inﬁmum w.r.t. ρ at the right-hand side, we obtain (5.10). 
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(5.7) gives
ωϕ(z0,ρ) = sup
dˆ(z,z0)ρ
∣∣ϕ(z) − ϕ(z0)∣∣
and (5.10) becomes
∣∣HΩϕ (z) − ϕ(z0)∣∣ ϕ(z0,W (z)) ∀z ∈ Ω. (5.11)
We are ready to give our characterization of the H-regular boundary points in terms of W .
Theorem 5.4. The following statements are equivalent.
(i) z0 is H-regular for Ω .
(ii) W (z) → 0 as z → z0 .
(iii) ϕ(z0,W (z)) → 0 as z → z0 .
Proof. (i) ⇒ (ii) If z0 is H-regular then, by Theorem 4.6, Vk(z0) = u0(z0) for every k ∈ N. Since
Vk  u0 everywhere, this implies
limsup
z→z0
Vk(z) limsup
z→z0
u0(z) = u0(z0) = Vk(z0) lim inf
z→z0
Vk(z).
Therefore
lim
z→z0
Vk(z) = u0(z0) ∀k ∈ N.
As a consequence
lim
z→z0
W (z) = lim
z→z0
∞∑
k=1
u0(z) − Vk(z)
pk
= 0.
(ii) ⇒ (iii) It follows from (5.9).
(iii) ⇒ (i) This follows from Theorem 5.2. 
We close this section by giving estimates of ϕ(z0, ·) in some particular cases. We ﬁrst show that
w(ρ) can be estimated from below in term of a power of ρ , if the measure of the d-ball satisﬁes the
following reverse doubling condition.
Deﬁnition 5.5 (Reverse doubling). We say that the d-balls satisfy the reverse doubling condition if for
every compact set K ⊆ RN there exist θK ∈ ]0,1[ and RK > 0 such that
∣∣B(x, r)∣∣ θK ∣∣B(x,2r)∣∣ (5.12)
for every x ∈ K and 0< r  RK .
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∣∣B(x, r)∣∣ 1
θK
(
r
R
)Q K ∣∣B(x, R)∣∣, Q K = log2 1
θK
, (5.13)
for every x ∈ K and 0< r  R  RK . In the sequel, if K ⊆ S is compact, we shall denote by θK , RK , Q K
the constants θK˜ , R K˜ , Q K˜ , where K˜ is the projection of K on R
N . Then we have the following propo-
sition.
Proposition 5.6. Assume the reverse doubling condition is satisﬁed. If the sequence (rk) satisﬁes the condition
rk  λk for every k ∈ N and for some λ ∈ ]0,1[, then there exist c0,α > 0 only depending on λ, p, Ω , S , θΩ ,
RΩ , β , d, |H| such that
w(ρ) c0ρα for 0< ρ  diamdˆ(Ω). (5.14)
Proof. By Lemma 5.1 we know that (5.5) holds. On the other hand, if rk  RΩ ,
∣∣B(x0, rk)∣∣ 1
θΩ
(
rk
RΩ
)QΩ ∣∣B(x0, RΩ)∣∣.
It follows that, since rk  λk ,
Vk(z) c1
λkQΩ
ρQ
if dˆ(z, z0) ρ  2λk, z ∈ Ω,
and rk  RΩ is such that B̂(z0,2rk) ⊆ S . Here c1 can be chosen only depending on Ω , θΩ , RΩ , β , d,
|H|. Then there exists a positive constant α = α(λ, p,Ω, S, θΩ, RΩ,β,d, |H|) such that the exponent
kρ in (5.6) can be estimated as follows
kρ  α logp
1
ρ
+ α2 for 0< ρ  diamdˆ(Ω).
By using this estimate in (5.6) we obtain (5.14). 
From Proposition 5.6 it follows a power-like estimate of ϕ(z0, ·) if ϕ is Hölder continuous at z = z0.
Proposition 5.7. Assume the hypotheses of Proposition 5.6 are satisﬁed and the zero order term of H is iden-
tically zero. Let ϕ ∈ C(∂Ω) be such that
sup
dˆ(z,z0)ρ
∣∣ϕ(z) − ϕ(z0)∣∣ cϕρδ ∀ρ > 0, (5.15)
for suitable constants cϕ > 0 and 0 < δ  1. Then there exists c > 0, only depending on δ, R = diamdˆ(∂Ω)
and on the constants c0,α in (5.14), such that
ϕ(z0, s) ccϕs
δ
α+δ ∀s > 0. (5.16)
2354 E. Lanconelli, F. Uguzzoni / J. Differential Equations 248 (2010) 2329–2367Proof. Since q in H is ≡ 0, we may choose u0 ≡ 1. Then, from (5.7), (5.15), (5.14), and (5.8) we obtain
ϕ(z0, s) inf
ρ>0
{
cϕρ
δ + cϕRδ s
cρα
}
 c1cϕ inf
ρ>0
{
ρδ + R
δ
ρα
s
}
= cϕc(α, δ, R, c0)s δα+δ . 
6. H-regular cylindrical domains
In this section we show how to construct cylindrical domains whose parabolic boundary points
are H-regular. We call cylindrical domain any open set Ω of the form
Ω = D × ]a,b[ (6.1)
with D ⊆ RN , open, and T1 < a < b < T2. We call parabolic boundary of Ω in (6.1) the set
∂pΩ =
(
D × {a})∪ (∂D × [a,b]).
We say that D ⊆ RN satisﬁes condition (A) at a point x0 ∈ ∂D if there exist r0, θ > 0 such that
(A)
∣∣B(x0, r) \ D∣∣ θ ∣∣B(x0, r)∣∣ for 0 < r  r0.
Proposition 6.1. If D satisﬁes condition (A) at x0 ∈ ∂D, then D × ]a,b[ satisﬁes the exterior d-cone condition
at any point z0 = (x0, t0), with a t0  b.
Proof. For every r ∈ ]0, r0] we have
∣∣{x ∈ B(x0, r): (x, t0 − r2) /∈ Ω}∣∣ ∣∣B(x0, r) \ D∣∣ θ ∣∣B(x0, r)∣∣.
Then the assertion follows. 
Theorem 6.2. If D is bounded and satisﬁes condition (A) at x0 ∈ ∂D, then every point z0 = (x0, t0), with
a t0  b, is H-regular for D × ]a,b[.
Proof. It follows from the previous proposition and Theorem 4.11. 
Theorem 6.3. If D is bounded and satisﬁes condition (A) at any point of its boundary, then every point of
∂p(D × ]a,b[) is H-regular for D × ]a,b[.
Proof. It follows from the previous theorem and Proposition 4.7. 
The segment property (D3) allows to show that the complementary set of a d-ball veriﬁes condi-
tion (A) at any point of its boundary. Indeed, the following lemma holds.
Lemma 6.4. There exists a positive constant θ only depending on the doubling constant cd such that
∣∣B(x0, r) ∩ B(y0, R)∣∣ θ ∣∣B(x0, r)∣∣ (6.2)
for every y0 ∈ RN , 0< r  R and x0 ∈ ∂B(y0, R).
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of a continuous path γ : [0,1] → RN such that γ (0) = y0, γ (1) = x0 and
d(x0, y0) = d
(
x0, γ (t)
)+ d(γ (t), y0) ∀t ∈ [0,1]. (6.3)
Let us now ﬁx r ∈ ]0, R] and choose a point xr = γ (tr) such that
d(x0, xr) = r/2.
The existence of such a point is granted by the continuity of d w.r.t. the Euclidean topology. Since
R = d(x0, xr) + d(xr, y0) by (6.3), we have
B(xr, r/2) ⊆ B(y0, R) ∩ B(x0, r).
Then ∣∣B(x0, r) ∩ B(y0, R)∣∣ ∣∣B(xr, r/2)∣∣. (6.4)
On the other hand, since B(x0, r) ⊆ B(xr,3r/2), the doubling condition implies (see (2.5)):
∣∣B(xr, r/2)∣∣ 1
cd
(
1
3
)Q ∣∣B(x0, r)∣∣.
This inequality, together with (6.4), gives (6.2). 
Theorem 6.5. Let D be a bounded open subset of RN . Then, for every δ > 0 there exists an open set Dδ ⊆ RN
such that
(i) {x ∈ D: d(x, ∂D) > δ} ⊆ Dδ ⊆ D,
(ii) |B(x0, r) \ Dδ |  θ |B(x0, r)| for every x0 ∈ ∂Dδ and 0 < r  δ. Here θ = θ(cd) > 0 is the constant in
Lemma 6.4.
In particular, for T1 < a < b < T2 , the parabolic boundary points of
Ωδ = Dδ × ]a,b[
are H-regular for Ωδ .
Proof. Let us put
Dδ = D \
p⋃
j=1
B(x j, δ),
where x j ∈ ∂D and {B(x j, δ): j = 1, . . . , p} is a ﬁnite covering of ∂D . Then Dδ satisﬁes (i). To prove
(ii) let us now ﬁx x0 ∈ ∂Dδ . There exists j ∈ {1, . . . , p} such that x0 ∈ ∂B(x j, δ). Hence, by Lemma 6.4,∣∣B(x0, r) \ Dδ∣∣ ∣∣B(x0, r) ∩ B(x j, δ)∣∣ θ ∣∣B(x0, r)∣∣
for every r ∈ ]0, δ]. This completes the proof of (ii). The last assertion of the theorem follows from (ii)
and Theorem 6.3. 
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Let us ﬁx δ0 ∈ ]0,1[. By Theorem 6.5, for every ξ0 ∈ RN and R > 0, there exists an open set A(ξ0, R)
satisfying the inclusions
B(ξ0, δ0R) ⊆ A(ξ0, R) ⊆ B(ξ0, R),
and such that the parabolic boundary points of the cylindrical domains
A(ξ0, R) × ]a,b[
are H-regular, for every a,b with T1 < a < b < T2. Arguing as in [5], for any A = A(ξ0, R) we can
deﬁne a continuous function G = GA on the set
{
(z, ζ ) ∈ (A × ]T1, T2[)× (A × ]T1, T2[) ∣∣ z = ζ}
such that 0 G  Γ and
H(G(·, ζ ))= 0 in A × ]T1, T2[ \ {ζ },
G(·, ζ ) = 0 in ∂ A × ]T1, T2[,
for every ﬁxed ζ ∈ A × ]T1, T2[. Then G is the Green function for the cylinders based on A in the
following sense.
Theorem 7.1. For every ϕ ∈ C(A) such that ϕ = 0 in ∂ A and for every ﬁxed τ ∈ ]T1, T2[, the function
u(x, t) =
∫
A
G(x, t, ξ, τ )ϕ(ξ)dξ, x ∈ A, t ∈ ]τ , T2[,
is continuous on A × [τ , T2[ and it solves
Hu = 0 in A × ]τ , T2[, u = 0 in ∂ A × [τ , T2[, u(·, τ ) = ϕ in A.
Proof. For every test function ψ ∈ C∞0 (A × ]τ , T2[), we have∫
uH∗ψ =
∫
ϕ(ξ)
(∫
G(x, t, ξ, τ )H∗ψ(x, t)dxdt
)
dξ = 0
since H(G(·, ξ, τ )) = 0 in the support of ψ . Therefore Hu = 0 in A × ]τ , T2[. The rest of the theorem
follows from hypothesis (1.2) arguing as in [5]. 
Exploiting the Gaussian bounds (H) of Γ , the doubling property (2.5) and the segment prop-
erty (D3) of the metric d, one can adapt the arguments in [5] in order to prove a Gaussian bound
from below for the Green function G . Let γ ∈ ]0, δ0[ and R0 > 0. There exist positive constants
β = β(γ , δ0, |H|) and c = c(γ , δ0, |H|, R20 supS q) such that
GA(ξ0,R)(x, t, ξ, τ ) 1Gβ(x, t, ξ, τ ) (7.1)
c
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(7.1) we can prove the following Hölder estimate.
Theorem 7.2. Let us suppose q = 0 (recall that q is the zero order term of H). For every γ ∈ ]0,1[ there exist
c = c(γ , |H|) > 0 and α = α(γ , |H|) ∈ ]0,1[, for which the following statement holds for every cylinder
D = D(ξ0, τ0, R) = B(ξ0, R)×]τ0 − R2, τ0[ with D ⊆ S. For every u ∈ C(D) such that Hu = 0 in D, we have
∣∣u(z) − u(z′)∣∣ cmax
D
|u|
(
dˆ(z, z′)
R
)α
∀z, z′ ∈ Dγ , (7.2)
where Dγ = B(ξ0, γ R) × ]τ0 − γ 2R2, τ0[.
Proof. Arguing as in [5], one can derive the following estimate from the Gaussian bound (7.1). For
every δ ∈ ]0,1[ there exists μ = μ(δ, |H|) ∈ ]0,1[ such that
oscDδ u μoscD u (7.3)
for every function u as in the hypothesis of the theorem. We can then prove (7.2) by iterating (7.3)
with δ = 1− γ . Let z = (x, t), z′ = (x′, t′) be such that t  t′ and 0 < dˆ(z, z′) < δR . Setting r = dˆ(z, z′)
we have δk+1  rR  δk for some k ∈ N. A simple computation gives D(z, δ1−kr) ⊆ D . Moreover, we
have z′ ∈ D(z, r). Thus we can apply (7.3) to the cylinders D(z, δ1− jr) and obtain
∣∣u(z) − u(z′)∣∣ oscD(z,r) u μoscD(z,δ−1r) u  · · ·
μk−1 osc
D(z,δ1−kr) u  2μ
k−1 max
D
|u| 2μ−2
(
r
R
)α
max
D
|u|,
where we have deﬁned α = (log δ)−1 logμ. On the other hand, if dˆ(z, z′)  δR , (7.2) follows trivially
from |u(z) − u(z′)| 2maxD |u| and the proof is completed. 
We can now follow again the arguments in [5], with slight adaptations taking into account the
doubling property (2.5) of the metric, and obtain the following Harnack inequality for H.
Theorem 7.3. Let us suppose q = 0. For every γ ∈ ]0,1[ and 0 < h1 < h2 < 1 there exists a positive constant
c = c(γ ,h1,h2, |H|) such that
max
Dγ ,h
u  cu(ξ0, τ0)
for every u ∈ C(D) such that Hu = 0, u  0 in D, where D = B(ξ0, R) × ]τ0 − R2, τ0[ is a cylinder with
closure contained in S and Dγ ,h = B(ξ0, γ R) × ]τ0 − h2R2, τ0 − h1R2[.
We close this section with the following proposition, which can be derived from the Hölder esti-
mate (7.2). We shall need this result in Section 9.
Proposition 7.4. Let us suppose q = 0. For every M, η > 0 there exists a positive constant δ = δ(η,M, |H|)
such that ∣∣∣∣ Γ (z, ζ )Γ (z , ζ ) − 1
∣∣∣∣ η (7.4)
0
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d(x0, ξ)2  M(t0 − τ ) > 0.
Proof. We shall apply the Hölder estimate in Theorem 7.2 to the function u = Γ (·, ζ ) in the cylinder
D = B(x1, R) × ]t1 − R2, t1[, where R = √t0 − τ/2 and z1 = (x1, t1) denotes the point z0 if t  t0, the
point z otherwise. From the hypotheses we get
d(x, x0) dˆ(z, z0) δdˆ(z0, ζ ) δ
(
M2 + 1)1/4√t0 − τ = 2δ(M2 + 1)1/4R. (7.5)
The same estimate holds for
√|t − t0|. Then, if δ is chosen small enough, we have d(x, x0) R/2 and
|t − t0| R2/4, so that z, z0 ∈ D 1
2
= B(x1, R/2) × [t1 − R2/4, t1]. Since t1 − R2  t0 − R2 > τ , we also
have Hu = 0 in D , u ∈ C(D) and D ⊆ S . Therefore, from (7.2) we obtain
∣∣Γ (z, ζ ) − Γ (z0, ζ )∣∣ c(|H|)( dˆ(z, z0)
R
)α(|H|)
max
D
|u| c(M, |H|)δα(|H|) max
D
|u|. (7.6)
In the last inequality we have used (7.5). On the other hand, from the Gaussian bounds (H) of Γ and
Proposition 2.2 it follows that for every w = (y, s) ∈ D we have
Γ (w, ζ ) c(|H|)|B(ξ,√s − τ )| 
c(|H|)
|B(ξ,√3(t0 − τ )/4 )| ,
Γ (z0, ζ )
exp(−c(|H|)d(x0, ξ)2/(t0 − τ ))
c(|H|)|B(ξ,√t0 − τ )| 
1
c(M, |H|)|B(ξ,√t0 − τ )| ,
since s− τ  t1 − R2 − τ  t0 − τ − R2 = 3(t0 − τ )/4 and d(x0, ξ)2  M(t0 − τ ). It is now suﬃcient to
recall the doubling property (D2) of the metric d, in order to get
∣∣u(w)∣∣= Γ (w, ζ ) c(M, |H|)Γ (z0, ζ ) ∀w ∈ D.
Thus (7.6) becomes
∣∣Γ (z, ζ ) − Γ (z0, ζ )∣∣ c(M, |H|)δα(|H|)Γ (z0, ζ ) ηΓ (z0, ζ ),
if δ is chosen small enough. 
8. Riesz potentials
In the sequel we shall denote by M the set of the (positive) Radon measures on S , compactly
supported in S . Moreover, for any given compact set K ⊆ S , we shall denote by M(K ) the set of
the measures μ ∈ M supported in K . In the following proposition we collect some properties of the
Γ -potentials of measures μ ∈ M.
Proposition 8.1. Let μ ∈ M and deﬁne
Γ ∗μ(z) =
∫
S
Γ (z, ζ )dμ(ζ ), z ∈ S.
Then we have
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Γ ∗μ ∈ H(S \ suppμ), (8.2)
Γ ∗μ ∈ H(S), (8.3)
Γ ∗μ(z) → 0 as z → ∞. (8.4)
Proof. We ﬁrst observe that Γ ∗ μ is l.s.c., by Fatou lemma, since Γ (·, ζ ) is l.s.c. Moreover (8.1) is
an easy consequence of the deﬁnition of fundamental solution, of the Gaussian bounds (H) and of
the estimates in Proposition 2.4 and (2.9) (and of the Fubini–Tonelli reduction theorem). We now set
K = suppμ, Ω = S \ K . By means of (8.1) and the hypoellipticity of H, there exists v ∈ H(Ω) such
that Γ ∗μ = v a.e. in Ω . In order to get (8.2), it is now suﬃcient to observe that Γ ∗μ is continuous
in Ω since Γ is smooth out of the diagonal of S × S . (8.3) easily follows from Proposition 3.4. Indeed,
changing the order of integration, we get∫
∂V
Γ ∗μdμVz0 =
∫
S
∫
∂V
Γ (z, ζ )dμVz0(z)dμ(ζ )
∫
S
Γ (z0, ζ )dμ(ζ )
for every H-regular set V such that V ⊆ S and for every z0 ∈ V . Thus Γ ∗ μ ∈ H∗(S). Since we have
already proved that Γ ∗ μ ∈ L1loc(S), we obtain Γ ∗ μ ∈ H(S). Finally, (8.4) follows from Corollary 2.6,
by dominated convergence, using the Gaussian bounds (H), the hypothesis (D1) and the estimates in
Proposition 2.5 along with (2.9) and (2.8). 
Let Ω ⊆ S be an open set and let u ∈ H(Ω). From Proposition 3.3, we infer the existence of a
(unique) Radon measure μ[u] on Ω such that Hu = −μ[u] in D′(Ω) (the Riesz measure of u).
Moreover, using also the hypoellipticity of H and (8.1), it is standard to derive the following Riesz-
type representation theorem.
Theorem 8.2. Let Ω ⊆ S be an open set and let u ∈ H(Ω). For every bounded Borel set A such that A ⊆ Ω ,
there exists h ∈ H( A˚) such that u = h + Γ ∗ (μ[u]|A) a.e. in A˚.
From now on we shall assume that the zero order term q of H is identically zero and we shall
choose u0 ≡ 1 in the constructions of Section 4. We shall also denote for brevity by μK = μ[V K ]
the Riesz measure of the balayage V K of u0 ≡ 1 on a compact set K ⊆ S . Then μK ∈ M(K ), by
Proposition 4.1. Moreover we have:
Proposition 8.3. Suppose that q = 0 in S. For any given compact set K ⊆ S, we have
V K = Γ ∗μK a.e. in S, (8.5)
V K = Γ ∗μK in S \ ∂K , (8.6)
Γ ∗μK  1 in S, Γ ∗μK = 1 in K˚ . (8.7)
Proof. We shall use the results in Proposition 4.1. Let us set for brevity UK = Γ ∗ μK . Let Ω be a
bounded open set containing K and such that Ω ⊆ S . Since V K ∈ H(S), by the Riesz-type representa-
tion Theorem 8.2 there exists h ∈ H(Ω) such that V K = h+ UK a.e. in Ω (recall that μK is supported
in K ⊆ Ω). We can extend h outside Ω so that h ∈ H(S), by setting h = V K − UK in S \ Ω , observ-
ing that V K ,UK ∈ H(S \ K ) (recall (8.2)). Let now T1 < t1 < t2 < T2 be such that t1 < τ for every
(ξ, τ ) ∈ Ω . Then h vanishes in RN × {t1}. On the other hand, h(z) → 0, as |z| → ∞, recalling also
(8.4). Thus we can apply Proposition 3.1 and obtain h = 0 in RN × ]t1, t2[. By the arbitrariness of t1,
t2, this proves (8.5) and V K = UK in S \ K .
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we infer that
Γ ∗μK (z) =
∫
∂K
Γ (z, ζ )dμK (ζ ) ∀z ∈ K˚ .
It is easy to see that this function is continuous in K˚ , by dominated convergence, since Γ is smooth
out of the diagonal. Since we already know that (8.5) holds, this yields UK = V K = 1 in K˚ and com-
pletes the proof of (8.6). Moreover, from (8.6) and V K  1 we get (8.7), recalling that UK is l.s.c. in S
(see (8.3)). 
9. Uniform boundary estimates of PWBB solutions
Throughout this section we shall assume that the zero order term q of H is identically zero.
Moreover, Ω will be a ﬁxed bounded open set such that Ω ⊆ S , z0 = (x0, t0) a ﬁxed point of ∂Ω and
we shall assume that Ω satisﬁes the exterior d-cone condition at z0 (see Deﬁnition 4.9). Then there
exist M, λ0, θ > 0 such that, for every λ ∈ ]0, λ0[, we have
|˜Fλ| θ
∣∣B(x0,√Mλ )∣∣, where F˜λ = {x ∈ B(x0,√Mλ ): (x, t0 − λ) /∈ Ω}. (9.1)
In the following we shall denote Fλ = F˜λ × {t0 − λ}. It is not restrictive to suppose λ0 < 12 small
enough so that T1 < t0 − λ0. Starting from Theorem 5.2 we shall prove the following result.
Theorem 9.1. Under the above hypotheses, let ϕ ∈ C(∂Ω,R) and let us denote by u = HΩϕ the PWBB solution
to the Dirichlet problem {Hu = 0 in Ω,
u = ϕ in ∂Ω.
Then, for every ε > 0 there exists a positive constant ρ only depending on ε, on the modulus of continuity
ωϕ(z0, ·) of ϕ at z0 , on the constants M, λ0 , θ in the cone condition (9.1), on x0 , Ω , S , d and |H|, such that
∣∣u(z) − ϕ(z0)∣∣ ε(1+max
∂Ω
∣∣ϕ − ϕ(z0)∣∣) ∀z ∈ Ω: dˆ(z, z0) ρ.
Let us ﬁx some notation. For every ζ = (ξ, τ ) ∈ RN+1 and R > 0, we set P R(ζ ) = {(x, t) ∈ RN+1 |
d(x, ξ)2  R(t − τ )}, P−R (ζ ) = {(x, t) ∈ RN+1 | d(x, ξ)2  R(τ − t)}. For every λ ∈ ]0, λ0], we set
Gλ =
(
P−M(z0) ∩RN × [t0 − λ, t0]
) \ Ω.
The next lemma is a consequence of Proposition 7.4.
Lemma 9.2. For every η > 0 there exists a natural number qη = c(η,M, |H|) such that the following
statement holds for every λ ∈ ]0, λ0[, p,q ∈ N such that q  qη . There exists a positive constant ρ =
ρ(η,λ, p,q,M, |H|) such that, setting
w =
p∑
k=1
vk, vk = Γ ∗μF
λkq
,
we have
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w(z) (1− η)w(z0) ∀z ∈ S: dˆ(z, z0) ρ.
Proof. We set for brevity Fk = Fλkq , Pk = P−2M(z0)∩ {t  t0 − λkq}. Let 1 k p − 1, z = (x, t) ∈ Pk+1,
ζ = (ξ, τ ) ∈ Fk . We have z ∈ P16M(ζ ). Indeed
d(x, ξ)2 
(
d(x, x0) + d(x0, ξ)
)2  (√2M(t0 − t) +√M(t0 − τ ) )2  8Mλkq
 16Mλkq
(
1− λq)= 16M(t0 − λ(k+1)q − (t0 − λkq)) 16M(t − τ ).
We clearly also have z0 ∈ P16M(ζ ). Moreover, letting δη = δ(η,16M, |H|) be the constant in Proposi-
tion 7.4, we have
dˆ(z, z0)
4 
(
4M2 + 1)(t0 − t)2  (4M2 + 1)λ2(k+1)q  (4M2 + 1)λ2qdˆ(z0, ζ )4

(
4M2 + 1)2−2qdˆ(z0, ζ )4  δ4ηdˆ(z0, ζ )4
dˆ(z0, ζ )
4 
(
M2 + 1)(t0 − τ )2 = (M2 + 1)λ2kq  (M2 + 1)2−2q  δ4η
if qη is chosen large enough. Henceforth we can use (7.4) and obtain Γ (z, ζ ) (1+ η)Γ (z0, ζ ). As a
consequence,
vk(z) =
∫
Fk
Γ (z, ζ )dμFk (ζ ) (1+ η)
∫
Fk
Γ (z0, ζ )dμFk (ζ )
= (1+ η)vk(z0) ∀k ∈ {1, . . . , p − 1}, ∀z ∈ Pk+1.
On the other hand, vk(z) = 0 if z ∈ P−2M(z0) \ Pk , 1 k  p, since Γ (x, t, ξ, τ ) = 0 if t  τ . Therefore,
for every z ∈ P−2M(z0) there exists kz ∈ {0, . . . , p} such that
w(z) = vkz (z) +
kz−1∑
k=1
vk(z) 1+ (1+ η)
kz−1∑
k=1
vk(z0) 1+ (1+ η)w(z0).
We have used here (8.7).
Let now z = (x, t) ∈ S be such that dˆ(z, z0)  ρ . For every ζ = (ξ, τ ) ∈ Fk we clearly have z0 ∈
P8M(ζ ). Moreover also z ∈ P8M(ζ ), since
d(x, ξ)2 
(
d(x, x0) + d(x0, ξ)
)2  (ρ +√M(t0 − τ ) )2  (√Mλpq +√Mλkq )2
 4Mλkq  8M
(
λkq − λpq/2) 8M(λkq − ρ2) 8M(λkq − |t − t0|)
 8M(t0 − τ + t − t0) = 8M(t − τ )
if ρ is chosen small enough. Furthermore (letting δη = δ(η,8M, |H|) be the constant in Proposi-
tion 7.4) we have
δ−2η dˆ(z, z0)2  δ−2η ρ2  λpq  (t0 − τ ) dˆ(z0, ζ )2
 (t0 − τ )
√
M2 + 1 2−q
√
M2 + 1 δ2η
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(1− η)Γ (z0, ζ ). As a consequence,
w(z) =
p∑
k=1
∫
Fk
Γ (z, ζ )dμFk (ζ ) (1− η)w(z0). 
Lemma 9.3. For every η > 0 and λ ∈ ]0, λ0[ there exists a positive constant ρ = ρ(λ,η,M, θ, |H|) such that
VGλ (z) 1− η for every z ∈ S such that dˆ(z, z0) ρ .
Proof. Let q = qη ( 2) be as in Lemma 9.2 and let us keep the notation of such lemma. Since
z0 /∈ ∂ Fk , (8.6) gives
w(z0) =
p∑
k=1
∫
Fk
Γ (z0, ζ )dμFk (ζ ) =
p∑
k=1
V Fk (z0).
Since the cone condition (9.1) holds, we can now use Lemma 4.8 and obtain
w(z0) c
(
M, θ, |H|)p.
It is now easy to see that we can choose p = p(η,M, θ, |H|) large enough so that
(
1+ (1+ η)w(z0)
)−1
w(z0) (1+ 2η)−1. (9.2)
Given any u ∈ ΦGλ (we are using the notation at the beginning of Section 4, deﬁnition of bal-
ayage), we want to apply the H-hyperharmonic minimum principle to the function f = u − (1+ (1+
η)w(z0))−1w in the set E = RN × ]t0 − λ0, T2[ \ F , where F =⋃pk=1 Fk . We have f ∈ H(E), by (8.2).
Moreover f (x, t)  0 if t  t0 − λ (since Γ (x, t, ξ, τ ) = 0 when t  τ ), and lim infz∈E, |z|→∞ f (z)  0
by (8.4). Finally, Lemma 9.2 yields f (z) u(z) − 1 for every z ∈ P−2M(z0), so that lim infEz→ζ f (z)
u(ζ ) − 1 0 for every ζ ∈ F , since u  1 in Gλ . We can then apply Proposition 3.10 and obtain f  0
in E . Recalling the deﬁnition of balayage, we deduce that VGλ  (1+ (1+η)w(z0))−1w in E . Let now
z ∈ S be such that dˆ(z, z0) ρ . Using Lemma 9.2, (9.2) and the just proved inequality, we obtain
VGλ (z)
(
1+ (1+ η)w(z0)
)−1
w(z)
(
1+ (1+ η)w(z0)
)−1
(1− η)w(z0)
 (1+ 2η)−1(1− η)
if ρ is chosen small enough. This completes the proof of the lemma. 
We are now in position to give the
Proof of Theorem 9.1. We shall use the notation and the results of Section 5. Our staring point is the
estimate (5.11), i.e.,
∣∣u(z) − ϕ(z0)∣∣ ϕ(z0,W (z)) ∀z ∈ Ω. (9.3)
Here W =∑∞k=1 1−Vk2k is the H-Wiener function introduced in Section 5, with p = 2, u0 ≡ 1 and the
following choice of rk = (M2 + 1)1/4
√
2−kλk0. Vk denotes the balayage of u0 ≡ 1 on Ω ′r (z0). Recallingk
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ϕ
(
z0,W (z)
)
ωϕ(z0,σ ) + c1W (z)max
∣∣ϕ − ϕ(z0)∣∣ ∀σ > 0, (9.4)
where c1 = c1(σ ,M, λ0, x0,Ω, S,d, |H|). Since ϕ is continuous at z0 we can choose σ > 0 such that
ωϕ(z0, σ ) < ε. We now set η = (2c1)−1ε and we choose q ∈ N such that 2−q < η. For every k ∈ N,
we set λk = 2−kλk0 and we let ρk = ρ(λk, η,M, θ, |H|) > 0 be as in Lemma 9.3. Finally we deﬁne
ρ =min{ρ1, . . . , ρq}. From Lemma 9.3 we infer that
∞∑
k=1
2−k
(
1− VGλk (z)
)

q∑
k=1
2−k
(
1− VGλk (z)
)+ ∞∑
k=q+1
2−k < η
q∑
k=1
2−k + η < 2η
for every z ∈ Ω such that dˆ(z, z0) ρ . We now observe that VGλk  VΩ ′rk (z0) = Vk being Gλk ⊆ Ω
′
rk
(z0)
by deﬁnition of rk . Therefore we get
W (z) =
∞∑
k=1
1− Vk(z)
2k

∞∑
k=1
1− VGλk (z)
2k
< 2η (9.5)
for every z ∈ Ω such that dˆ(z, z0) ρ . Collecting (9.3), (9.4) and (9.5) we obtain the desired estimate
of |u(z) − ϕ(z0)|. 
10. Some examples of application
Example 1. Let (RN ,d) be a Riemannian manifold satisfying (D1). Assume the measure of the d-balls
satisﬁes the doubling condition and that the following Poincarè-type inequality holds: there exists a
constant CP > 0 such that ∫
B
| f − f B |2  CP r2
∫
B
|∇ f |2
for all f ∈ C∞(B), and for every d-ball B = Bd(x, r).
Then, the heat kernel, i.e., the fundamental solution of the operator −∂t , where  is the Laplace–
Beltrami operator of M , satisﬁes a two-sided Gaussian estimate w.r.t. the geodesic distance d. For this
deep result, basically due to Grigoryan and to Saloff-Coste, see [25, Theorem 5.5.3].
Thus, all our results apply to the operator H =  − ∂t . We stress that, in this case, the constant
|H| only depends on the doubling constant of the metric d and on the constant CP of the Poincarè
inequality. We would also like to stress that, in this context, two-sided Gaussian estimate and global
invariant Harnack inequality actually are equivalent properties [25, Theorem 5.5.3].
Remark. The previous example also contains the case of the classical parabolic operators in divergence
form
H =
N∑
i j=1
∂xi
(
aij(x)∂x j
)− ∂t,
with smooth coeﬃcients aij = a ji such that
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λ
|ξ |2 
N∑
i j=1
aij(x)ξiξ j  λ|ξ |2 ∀x ∈ RN , ∀ξ ∈ RN .
In this case, a two-sided Gaussian estimate, with respect to the Euclidean distance, of the fundamental
solution of H was proved by Aronson in [1]. In Aronson’s result, which holds true for coeﬃcients aij
depending on x, t , not only on x, the constants appearing in the Gaussian bounds only depend on λ.
Then, with a standard approximation procedure, all our results apply to the operators with merely
measurable coeﬃcients aij .
Example 2. In [26] the following operator is considered
H = L − ∂t =
q∑
i, j=1
X∗i
(
aij(x)X j
)− ∂t,
where X1, X2, . . . , Xq is a system of real smooth vector ﬁelds generating the Lie algebra of a Lie
group G, in RN , with polynomial growth. The coeﬃcients aij are smooth and, for a suitable λ > 0,
satisfying
λ−1|ξ |2 
q∑
i, j=1
aij(x)ξiξ j  λ|ξ |2
for every ξ ∈ Rq, and x ∈ RN . In [26] it is proved that H has a global fundamental solution satisfying
a two-sided Gaussian estimate w.r.t. the distance in G. The constants in these estimates only depend
on G and on the constant λ. As a consequence, our theory apply to H and the constant |H| only
depends on λ and on the group G.
Our newest and main example is the following one.
Example 3. In the paper [8] the following operator in a cylindrical domain of RN+1 is considered:
H =
m∑
i, j=1
aij(z)Xi X j +
m∑
k=1
ak(z)Xk − ∂t,
where
(H1) X1, X2, . . . , Xm is a system of real smooth vector ﬁelds which are deﬁned in some bounded
domain Ω ⊆ RN and satisfy the Hörmander’s condition in Ω:
rank Lie{Xi | i = 1,2, . . . ,m} = N at any point x ∈ Ω;
(H2) A = (aij(z))i, j=1,...,m is a real symmetric matrix with smooth entries satisfying, for some positive
constant λ,
λ−1|ξ |2 
m∑
i, j=1
aij(z)ξiξ j  λ|ξ |2
for every ξ ∈ Rm, and z = (x, t), with x ∈ Ω , t ∈ ]T1, T2[ for some −∞ < T1 < T2 < ∞.
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note by dˆ its corresponding parabolic counterpart. Under assumptions (H1), (H2), in [8] it is proved
the existence of a fundamental solution Γ for the operator H, satisfying a two-sided Gaussian bound
with respect to the control distance d. The constants appearing in the estimates depend on the co-
eﬃcients aij and ak only through their dˆ-Hölder norms and the constant λ. To be more precise, an
explanation is in order here. The operator H is originally deﬁned only on the cylinder Ω × ]T1, T2[.
Then, in [8] the operator is extended to the whole RN+1, in such a way that, outside a compact set
in the space variables, it coincides with the classical heat operator. Accordingly, the system of vector
ﬁelds {X1, . . . , Xm} is extended to a new system { X˜1, . . . , X˜q}, q =m + N , in the whole RN in such a
way that:
• outside of a compact set of RN the system { X˜1, . . . , X˜q} coincides with the Euclidean system
{∂x1 , . . . , ∂xN ,0, . . . ,0};• if we still denote by d the control distance related to the extended vector ﬁelds, (RN ,d) becomes
a metric space satisfying the axioms (D1), (D2) and (D3). We stress that our extension allows to
prove that the global doubling condition holds. We also remark that any control distance satisﬁes
the segment property (D3). Due to the fact that d is a control distance, it also satisﬁes the reverse
doubling condition (5.12) (see [14, Section 2.4]);
• there exists a natural number p such that the extended system { X˜1, . . . , X˜q} satisﬁes the Hör-
mander rank condition of step p at any point of RN . Precisely, at any point x ∈ RN , we can
ﬁnd N linearly independent vector ﬁelds of step  p in Lie{ X˜1, . . . , X˜q} (note: in particular, H is
hypoelliptic).
Moreover, the dˆ-Hölder norms of the coeﬃcients aij and ak of the extended operator can be bounded
by an absolute constant C times the original ones.
In [8] it is proved that the extended operator H has a global fundamental solution Γ (smooth out
of the diagonal of RN+1) satisfying the following two-sided estimate
1
Λ
Gb0(z, ζ ) Γ (z, ζ )ΛGa0(z, ζ ) ∀z, ζ ∈ S = RN × ]T1, T2[,
where Ga(z, ζ ) = Ga(x, t, ξ, τ ) = 0 if t  τ , and
Ga(x, t, ξ, τ ) = 1|B(x,√t − τ )| exp
(
−ad
2(x, ξ)
t − τ
)
if t > τ . Here d is the control distance related to the extended system of vector ﬁelds, |B(x, r)| denotes
the Lebesgue measure of the d-ball B(x, r). Λ,a0,b0 are positive constants only depending on the
original vector ﬁelds, the constant λ in (H2) and the dˆ-Hölder norm of the original coeﬃcients aij
and ak .
Then all the results of the previous sections apply to the extended operator and, obviously, the
local ones to the original operator H.
Example 4. With an approximation argument, one can extend the results in the previous example to
operators with non-smooth coeﬃcients.
Let X1, . . . , Xm be a system of Hörmander vector ﬁelds in some bounded domain O ⊆ RN and let
us denote by d the related Carnot–Carathéodory control distance and by B(x, r) the relevant d-balls.
Let us also ﬁx the parameters α ∈ ]0,1[, λ > 1. In a bounded cylinder C = O × ]T1, T2[, we consider
the operator (in non-divergence form)
H =
m∑
i, j=1
aij(x, t)Xi X j +
m∑
k=1
ak(x, t)Xk − ∂t, (10.1)
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λ−1|η|2 
m∑
i, j=1
aij(z)ηiη j  λ|η|2 ∀η ∈ Rm, ∀z ∈ C,
‖aij‖Γ α(C),‖ak‖Γ α(C)  λ. (10.2)
Here we have set
‖u‖Γ α(C) = sup
C
|u| + sup
z =z′∈C
|u(z) − u(z′)|
dˆ(z, z′)α
.
Given an open set Ω ⊆ C , it is natural to consider H acting on the intrinsic regularity class Γ 2(Ω),
the space of continuous functions u : Ω → R having continuous Lie-derivatives along the vector ﬁelds
X1, . . . , Xm up to second order, and along ∂t up to ﬁrst order. We say that u has Lie-derivative along
X j at z0 ∈ Ω , if u ◦ γ is differentiable at 0, where γ is the integral curve of X j such that γ (0) = z0.
Using the crucial results in [7,8], one can prove the following theorem with more or less standard
arguments.
Theorem 10.1.
(i) (Exterior d-cone criterion) Let Ω be a bounded open set with closure contained in C and let us denote
by ∂cΩ the set of the points of ∂Ω satisfying the exterior d-cone condition (see Deﬁnition 4.9). Then, for
every ϕ ∈ C(∂Ω), there exists a solution u ∈ Γ 2(Ω) ∩ C(Ω ∪ ∂cΩ) to the problem{Hu = 0 in Ω,
u = ϕ in ∂cΩ.
Moreover, at any boundary point z0 ∈ ∂cΩ , we have the following uniform estimate of the modulus of
continuity of u. For every ε > 0 there exists ρ > 0 such that
∣∣u(z) − ϕ(z0)∣∣ ε(1+max
∂Ω
∣∣ϕ − ϕ(z0)∣∣) ∀z ∈ Ω: dˆ(z, z0) ρ, (10.3)
where ρ depends on the operator H only through λ, α and the vector ﬁelds X1, . . . , Xm, and depends on
ϕ only through its modulus of continuity at z0 .
(ii) (Hölder estimate) Let C′ ⊆ C′ ⊆ C . For every γ ∈ ]0,1[ there exist constants c > 0 and β ∈ ]0,1[, for
which the following statement holds for every cylinder D = B(ξ0, R) × ]τ0 − R2, τ0[ with D ⊆ C′ . For
every u ∈ Γ 2(D) ∩ C(D) such that Hu = 0 in D, we have
∣∣u(z) − u(z′)∣∣ cmax
D
|u|
(
dˆ(z, z′)
R
)β
∀z, z′ ∈ Dγ ,
where Dγ = B(ξ0, γ R)×]τ0 −γ 2R2, τ0[. The constants c and β depend on the operator H only through
λ, α and the vector ﬁelds X1, . . . , Xm. We stress that such constants may depend on C′ and C .
(iii) (Harnack inequality) Let C′ ⊆ C′ ⊆ C . For every γ ∈ ]0,1[ and 0 < h1 < h2 < 1 there exists a positive
constant c such that
max
Dγ ,h
u  cu(ξ0, τ0)
E. Lanconelli, F. Uguzzoni / J. Differential Equations 248 (2010) 2329–2367 2367for every u ∈ Γ 2(D) ∩ C(D) such that Hu = 0, u  0 in D, where D = B(ξ0, R) × ]τ0 − R2, τ0[ is a
cylinder with closure contained in C′ and Dγ ,h = B(ξ0, γ R) × ]τ0 − h2R2, τ0 − h1R2[. The constant c
depends on the operator H only through λ, α and the vector ﬁelds X1, . . . , Xm.We stress that the constant
c may depend on C′ and C .
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