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Abstract
A smooth l(1)-norm based function to obtain a sparse representation of the orbital coefficients is
introduced. This sparseness function is further parametrized with respect to unitary transformations
among the occupied orbitals. Thus the function can be straightforwardly included in an optimization
scheme or used on the fly during self-consistent field iterations to induce or maintain the sparsity of the
orbital coefficients. As practical examples, we induce sparsity in the orbital coefficients of liquid water
and bulk silicon. We also report the sparsity of the orbital coefficients of 1024 water molecules along a
short Born-Oppenheimer molecular dynamics trajectory. It is observed that, after a stabilization period,
the sparsity of the orbitals can be kept stable along the dynamics with small additional computational
effort. 
A smooth 1-norm sparseness function for orbital based linear scaling
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A smooth 1-norm based function to obtain a sparse representation of the orbital coefficients is
introduced. This sparseness function is further parametrized with respect to unitary transformations
among the occupied orbitals. Thus the function can be straightforwardly included in an optimization
scheme or used on the fly during self-consistent field iterations to induce or maintain the sparsity of
the orbital coefficients. As practical examples, we induce sparsity in the orbital coefficients of liquid
water and bulk silicon. We also report the sparsity of the orbital coefficients of 1024 water molecules
along a short Born–Oppenheimer molecular dynamics trajectory. It is observed that, after a
stabilization period, the sparsity of the orbitals can be kept stable along the dynamics with small
additional computational effort. © 2008 American Institute of Physics. DOI: 10.1063/1.2828507
I. INTRODUCTION
Localized orbitals have a long history in quantum chem-
istry and solid state physics. This powerful tool has been
used to study chemical bonding, electric properties, excited
electronic states, nuclear magnetic resonance chemical shifts,
and electron transport, to name a few. In the last decade new
computational approaches in electronic structure theory
based on localized orbitals have emerged, where the com-
plexity of the calculation increases only linearly with system
size.1–5
Early developments of localization schemes have fo-
cused on the extremization of appropriate functional of the
orbitals, such as the Boys–Foster minimal spread of the or-
bital centroids,6 Edmiston–Ruedenberg maximal Coulomb
self-repulsion energy within orbitals,7 von Niessen maximal
charge density overlap integral between orbitals,8 and the
Pipek–Mezey method which minimizes the number of atoms
over which an orbital is spread.9 Localization methods for
condensed phase systems have recently gained prominence
due to their connection with the Berry-phase theory of bulk
polarization and with the development of algorithms to de-
rive localized orbitals in the framework of first-principle
electronic structure calculations. A number of general and
efficient algorithms for obtaining localized orbitals have
been proposed.10–12
Rubio et al.13 have introduced a direct method for ob-
taining localized self-consistent field SCF molecular orbit-
als without explicitly rotating the canonical orbitals. Re-
cently, Sharma et al.14 have proposed an on the fly
localization of the orbitals in the context of Car–Parrinello
molecular dynamics. At each time step the orbitals are relo-
calized with a damped dynamics minimization of the Boys–
Foster functional. Iftimie et al.15 have proposed an alterna-
tive where localization of the orbitals is induced by rotation
at each Car–Parrinello step using the first step of a Newton
minimization of the Boys–Foster functional. Kirchner and
Hutter16 have also presented an efficient implementation for
the calculation of localized orbitals during Car–Parrinello
molecular dynamics simulations. Their method consists of
inserting, between Car–Parrinello steps, a direct minimiza-
tion of the Boys–Foster functional with respect to 22
Jacobi rotations.
In this paper, we introduce a sparseness function that
aims at providing a representation of the orbitals as maxi-
mally sparse as possible. One possibility to achieve this goal,
among many other choices, is to seek the solution whose
orbitals have minimal 1-norm. We exploit the invariance of
the total energy with respect to unitary transformation of the
occupied orbitals to parametrize the sparseness function.
From a technical point of view, the 1-norm needs to be
smoothened to have at least a contiguous first derivative,
allowing gradient based algorithms such as the steepest de-
scent or the conjugate gradient CG methods to be em-
ployed. We show that this is a valuable approach, as it indeed
leads to a sparse representation of the orbitals. An important
aspect is that the computational cost of the proposed algo-
rithm scales linearly with the number of basis functions for
sufficiently large insulating systems. The proposed sparse-
ness function may provide, in conjunction with an efficient
orbital based total energy minimization scheme, an alterna-
tive to the powerful linear scaling purification and density
matrix minimization methods.
As practical examples, we show the usefulness of the
proposed function to introduce sparsity in the orbital coeffi-
cients of liquid water and bulk silicon. A critical discussion
of the sparsity of the orbital coefficients and the density ma-
trix is presented. We also follow the sparsity of the orbital
coefficients of 1024 water molecules along a short Born–
Oppenheimer molecular dynamics MD trajectory.
The article outline is as follows. First we introduce the
sparseness function and its parametrization with respect to
unitary transformation. Thereafter, we extend the method to
induce or maintain the sparsity of the orbitals along the SCFaElectronic mail: valeryweber@hotmail.com.
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iterations. Some examples for density functional theory cal-
culations will be shown to validate the new method. Finally,
the last section contains the discussions and conclusions.
II. SPARSENESS FUNCTION
Among many different sparseness functions, let us take a
look at the following function:17
qx =
1
m − 1m − x1x2 ,
where xRm \ 	
, m1, x1=i=1
m xi is the 1-norm, x2
= i=1
m xi
21/2 is the Euclidean norm, and qx a real number
within 0, 1. By inspection, we can easily see that if x is a
uniform vector with xi=const, ∀i, then qx=0 and qx=1
correspond to a vector with a single nonzero element. This
function varies continuously in its domain and is a simple
and convenient sparsity measure.
We propose to introduce sparsity in the orbital coeffi-
cients with the help of the following general function:
U = 
j=1
M
sCjU , 1
where U is an MM unitary matrix, CjU is the jth orbital,
i.e., the jth column vector of CU=CU, CRNM, N is the
number of basis functions, M the number of occupied states
and s: RN→R is a suitable sparseness function. The unitary
parametrization in Eq. 1 preserves the orthogonality of the
orbitals, i.e., CTSC=1. For nonorthogonal orbitals, the uni-
tary transform needs to be replaced by a nonsingular trans-
form A,18,19 that satisfies iAik
2
=1.
The problem that defines the sparseness procedure con-
sists of finding an optimizer U* that maximizes the function
U, i.e.,
U* = arg max
U
U . 2
In this work, we choose the 1-norm to introduce spar-
sity in the orbital coefficients, i.e., sx=−x1. Of course this
choice is not unique and many other sparseness functions
might be used instead. With this choice Eq. 1 becomes
U = − 
j=1
M
CjU1 = − 
j=1
M

i=1
N 
k=1
M
CikUkj . 3
From a technical point of view, the maximization of Eq. 3
is not simple due to the discontinuity of the derivative of the
absolute value at zero, at least with derivative based optimi-
zation approaches. To circumvent this problem we propose to
replace the absolute value function by a smooth function,
such as the Huber function, which is
f1y = y − 1/2, y 1y2/21, y 1, 4
or the infinitely continuously derivable function,
f2y = y2 + 2, 5
where 1 and 2 are chosen parameters. Other approxima-
tions of the absolute value function such as the dead zone
function20 can be used as well. In conjunction with one of
these proposed smooth functions Eq. 4 and 5, it be-
comes possible to employ Eq. 3 beyond a gradient-free
optimization scheme.
A. Exponential parametrization
In the following, we choose to parametrize the unitary
transform as UX=exp X, where X is an antisymmetric ma-
trix. With this parametrization, the gradient of Eq. 1 with
respect to X simply reads
UX
Xop
= 
mn=1
M

Umn
Umn
Xop
. 6
The evaluation of  /Umn and U /Xop= exp X /Xop are
straightforward.12 In the current work the matrix exponential
and its derivative are computed through Taylor
expansions.21–23
B. Total energy minimization and sparseness function
The problem that often arises in tight-binding, Hartree–
Fock or Kohn–Sham theories is the minimization of a total
energy functional EC under orthogonality constraints,
C* = arg min
C
	 EC  CTSC = 1 
 , 7
where C* is a minimizer of the problem and S the overlap or
metric matrix. The energy functional is invariant under uni-
tary transformation of the occupied orbitals C. To introduce
or maintain sparsity in the orbital coefficients along the SCF
iterations, we propose to insert, in the energy minimization
Eq. 7, an optimization of Eq. 3. This may read
C* = arg min
C
	 EC arg max
U
U  CTSC = 1 
 , 8
where it is understood that for each C a rotation matrix U*
=arg maxU U is generated that makes the product CU*
maximally sparse in the sense of U.
Some care is required in the implementation of Eq. 8
beyond a steepest descent or gradient-free algorithms. Here,
we show as an example, how to modify the simple but pow-
erful nonlinear conjugate gradient NLCG method to mini-
mize Eq. 8 with respect to the coefficients C. For a com-
plete description of the conjugate gradient method the reader
can refer to standard text books see, for example, Refs. 24
and 25. A nonlinear conjugate gradient minimization of the
energy functional Eq. 8 is presented in Algorithm 1.
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Algorithm 1. NLCG minimization of Eq. 8. See text for
explanation.
Compute G0=GC0
D0=−G0
for i=0,1 ,2 , . . . until convergence do
Find i that minimizes EfCi+iDi
Ci+1= fCi+iDi
Find Ui that maximizes Ui ,Ci+1
Ci+1←Ci+1Ui
Di←DiUi
Gi←GiUi
Compute Gi+1=GCi+1
Apply the preconditioner M−1Gi+1
Compute i e.g. Polak-Ribière update
Di+1=−Gi+1+iDi
end
The nonlinear conjugate gradient algorithm can be de-
scribed as follows. After an initialization step, the iterations
start and a value i that minimizes the energy functional
EfCi+Di is found. A new set of orbitals Ci+1 is gener-
ated by enforcing their orthogonality with the help of a func-
tion f see, e.g., Ref. 26, and then the unitary transformation
Ui is built by maximizing the sparseness function Ui ,Ci+1
by any optimization method. Now the unitary transformation
Ui must also be applied to the previous descent direction Di
and gradient Gi. This critical step ensures equivalence of the
minimization of Eqs. 7 and 8. A proof by recurrence can
be used to demonstrate the equivalence. Thereafter, the new
gradient Gi+1 is computed and a preconditioner M can be
applied if needed. Finally, the parameter i is evaluated with,
e.g., the Polak–Ribière formula and the new descent Di+1
computed. The iterative procedure is carried out until
convergence.
We implemented these modifications to the nonlinear
conjugate gradient in the recently proposed algorithm for
direct total energy minimization of the single-particle orbit-
als under orthogonality constraints.26 The orthogonality con-
straints are imposed with the help of an iterative refinement
of the approximate congruence transformation. The minimi-
zation algorithm has been shown to be robust, numerically
stable, and very fast, requiring only few matrix multiplies per
SCF iteration.
III. NUMERICAL EXAMPLES
All developments were implemented in QUICKSTEP
which is part of CP2K.27 CP2K is a freely available GPL
general program to perform atomistic and molecular simula-
tions of solid state, liquid, and molecular and biological sys-
tems. A description of QUICKSTEP can be found in Ref. 28.
The code was compiled using the Portland Group F90 com-
piler PGF90 V6.1 Ref. 29 with the -03 -Mscalarsse -Mvect
=sse -Mcachealign options. The AMD Core MATH LIBRARY
ACML V3.0 Ref. 30 which incorporates BLAS and LAPACK
routines was used. The calculations were carried out on a
Cray XT3 containing 1664 AMD Opteron™ processor
2.60 GHz with 2 Gbytes memory per processor.
In the following calculations, the relative energy and the
root mean square of the electronic gradient were converged
to 10−10 and 10−6 a.u., respectively. The
Goedecker–Teter–Hutter31 pseudopotentials were used in all
the calculations.
The high quality basis sets recently proposed by Vande-
Vondele and Hutter32 were used for most calculations. This
new generally contracted basis set family includes diffuse
primitives e.g., with exponents 	min of about 0.02, 0.05, and
0.07 a.u.2 for H, O, and Si, respectively and has very small
basis set superposition error down to 0.2 kcal /mol for hy-
drogen bonded complexes. Contrary to typical augmented
basis sets, there are no near linear dependencies for molecu-
lar systems in the basis, so that the overlap matrix is always
well conditioned, which is particularly important for con-
densed phase systems. In the following, we shall refer to this
basis set family as m-X, where X is the quality of the basis
set, e.g., DZVP or TZV2P.
The recently proposed algorithm for direct energy
minimization26 was used in all the following calculations.
The convergence of the two point line search nonlinear con-
jugate gradient in conjunction with the Polak–Ribière update
with restart was combined with a kinetic energy based pre-
conditioner.
In order to demonstrate the capabilities of our implemen-
tation, we investigate in this section the sparsity of the orbital
coefficients of liquid water and bulk silicon. We also follow,
along a short molecular dynamics simulation, the sparsity of
the orbitals of a box of 1024 water molecules.
In the following, we sometimes use the occupation of a
matrix instead of its sparsity. The occupation is defined as
the ratio between the number of nonzero elements and the
total number of elements in the matrix. The numerical
thresholds are directly applied on matrix elements.
A. Liquid water
The calculations were all started from a diagonal guess
of the atomic density matrices. The local density approxima-
tion LDA was used along with an auxiliary basis set cutoff
of 280 Ry. The different systems are composed of 512, 1024,
and 2048 water molecules under periodic boundary condi-
tions with box sizes of 24.9, 31.3, and 39.5 Å, respectively.
The numbers of basis functions are, from the smallest to the
largest systems, 11 776, 23 552, and 47 104 for the DZVP
and 20 480, 40 960, and 81 920 for the TZV2P basis set. The
calculations consist of a single point energy minimization
followed by the maximization of the smooth 1-norm based
sparseness function Eqs. 3 and 5 with 2=10−2 a.u.
The occupations of the orbital coefficients obtained with
the smoothened 1-norm and Boys–Foster methods as a
function of the matrix thresholds are presented in Fig. 1. The
calculations were performed with the m-TZV2P basis set.
For comparison, we also report the occupation of the density
matrix. While the smoothened 1-norm and Boys–Foster
methods give approximately the same occupation, the den-
sity matrix shows a systematically lower occupation with,
e.g., about 3.4 times less occupation for a threshold of 10−5
and the 2048 water system.
Figure 2 shows the occupation of the orbital coefficients
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of the system containing 2048 water molecules as a function
of numerical thresholds for the DZVP, m-DZVP, and
m-TZV2P basis sets. As previously noted, the occupations
obtained with the smoothened 1-norm and Boys–Foster
methods are very similar. The occupations are only slightly
affected by the basis set size. Thus there is an increase, in the
occupation, up to 1.5 times while switching the basis set
from the m-DZVP to the m-TZV2P.
B. Bulk silicon
The calculations were all restarted from previously con-
verged runs with the m-SZV basis set. The
Becke–Lee–Yang–Parr33,34 BLYP functional was used as
well as the m-DZVP basis set and an auxiliary plane wave
cutoff of 280 Ry. The cubic systems are composed of 2744,
4096, and 5832 atoms with a unit cell lattice parameter a0
=5.427 Å. The number of basis functions are, from the
smallest to the largest systems, 35 672, 53 248, and 75 816.
The calculations consist of a single point energy minimiza-
tion followed by the maximization of the smooth 1-norm
function with a 2=10−2 a.u.
The occupations of the orbital coefficients obtained with
the 1-norm and Boys–Foster methods as a function of the
matrix thresholds are presented in Fig. 3. For comparison,
we also report the occupation of the density matrix. While
the smooth 1-norm and Boys–Foster methods give approxi-
mately the same occupation, the density matrix shows a sys-
tematically lower occupation with, e.g., about 1.5 times less
occupation for a threshold of 10−5 and the 5832 atoms sys-
tem. We can also note that the occupation decrease is much
slower, with respect to system size, than the previously stud-
ied water systems. This can be understood by the small en-
ergy gap of bulk silicon leading to a slow spatial exponential
decay of the density matrix and Wannier function.
C. Sparsity within Born–Oppenheimer molecular
dynamics
This calculation was carried out at the LDA/m-DZVP
level of theory with an auxiliary basis cutoff of 280 Ry and a
diagonal guess of atomic density matrices. A steepest ascent
step along the gradient of the sparseness function with a
2=10−2 a.u. was taken at each CG step i.e., every second
SCF iteration for the first part of the simulation. The mo-
lecular dynamics is carried out in the microcanonical en-
semble with an initial temperature of 300 K, and a time step
of 0.5 fs is taken to integrate the ionic equations of motion.
The sparsity of the orbital coefficients as a function of
the global SCF iteration is presented in Fig. 4 for different
numerical thresholds. While the first molecular dynamics
step requires 89 SCF iterations to converge the energy, the
subsequent ones only need between 5 and 13 iterations. Dur-
ing the first 25 MD steps left side of the vertical line a one
ascent step along the gradient of the smooth 1-norm sparse-
ness function is taken at each CG step. The orbital coeffi-
cients need about 200 SCF iterations to reach a stable spar-
sity. Thereafter, the sparseness function is turned off for the
FIG. 1. Color online Occupation of the orbital coefficients obtained with
the 1-norm and Boys–Foster method as a function of the matrix thresholds
for different boxes of water. The occupation of the density matrix DM is
also presented for comparison. Calculations were performed at the LDA/m-
TZV2P level of theory.
FIG. 2. Color online Occupation of the orbital coefficients obtained with
the 1-norm and Boys–Foster method as a function of the matrix thresholds
for a box of 2048 waters for the DZVP, m-DZVP, and m-TZV2P basis sets.
The occupation of the DM is also presented for comparison. Calculations
were performed with the LDA functional.
FIG. 3. Color online Occupation of the orbitals obtained with the 1-norm
and Boys–Foster method as a function of the matrix thresholds for different
supercells of silicon. The occupation of the DM is also presented for com-
parison. Calculations were performed at the BLYP/m-DZVP level of theory.
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last 25 MD steps right side of the vertical line. We can
observe that no significant changes arise in the sparsity at
least within these 25 MD steps. Thus the need to maintain
sparsity in the orbitals at each CG step might be relaxed
when the sparsity becomes stable along the dynamics. The
possibility of relaxing the localization criterion at each step
in either Car–Parrinello molecular dynamics or during SCF
run was also observed in previous works.15,35 The stabiliza-
tion period could be greatly reduced by using, e.g., a sparse
initial guess for the orbital coefficients36 or a more aggres-
sive numerical threshold during the first few MD steps.
IV. DISCUSSION AND CONCLUSIONS
We have introduced a sparseness function based on a
smoothened 1-norm. This function has been used, first, to
enforce sparsity in the orbital coefficients of liquid water and
bulk silicon, and second, to maintain sparsity in the orbitals
of liquid water along a short Born–Oppenheimer molecular
dynamics simulation.
A critical investigation of the occupation of both the or-
bital coefficients and the density matrix has been presented
for different systems. It is shown that the orbital coefficients
have a slightly lower sparsity than the density matrix in all
the presented test cases. In spite of this apparent weakness,
the orbital coefficients have about 2–10 times less nonzero
elements than the density matrix depending on the system
under study, basis set and numerical threshold used. This is
obviously due to the smaller dimension of the orbital coeffi-
cient matrix. It is worth mentioning that the larger the basis
set, the more efficient the orbital based algorithms become
compared to density matrix methods.
This very promising result may lead to efficient linear
scaling sparseness function based optimization algorithms
which could compete with the most powerful purification37
or density matrix minimization methods.38,39
Thus the proposed sparseness function in conjunction
with the direct energy functional minimization algorithm26
will provide a very efficient linear scaling total energy opti-
mization scheme requiring only very few sparse matrix-
matrix multiplies. An extension to reduced complexity linear
scaling calculations for large systems is on its way.
A major limitation of our current implementation of the
maximization of the 1-norm function is the use of the
simple steepest ascent method. While the approach works
reasonably well for maintaining the sparsity of the orbital
coefficients during SCF iterations, it leads to slow conver-
gence if a direct maximization of the 1-norm function is
required. An improvement of the method is possible by em-
ploying a conjugate gradient method.
We can finally mention that the orbitals obtained with
the proposed 1-norm function, at least for the systems stud-
ied in this work, are similar in shape to the orbitals found by
minimizing the Pipek–Mezey functional.
ACKNOWLEDGMENTS
The authors would like to thank P. Munih, C. J. Tymc-
zak, and K. Németh for useful discussions. We acknowledge
support from the Swiss National Science Foundation
200020-111895. Computer resources were provided by the
Swiss National Supercomputing Center CSCS in Manno.
1 F. Mauri, G. Galli, and R. Car, Phys. Rev. B 47, 9973 1993.
2 P. Ordejón and D. A. Drabold, Phys. Rev. B 48, 14646 1993.
3 J. Kim, F. Mauri, and G. Galli, Phys. Rev. B 52, 1640 1995.
4 J.-L. Fattebert and F. Gygi, Comput. Phys. Commun. 162, 24 2004.
5 C.-K. Skylaris, P. D. Haynes, A. A. Mostofi, and M. C. Payne, J. Chem.
Phys. 122, 084119 2005.
6 J. M. Foster and S. F. Boys, Rev. Mod. Phys. 32, 296 1960.
7 C. Edmiston and K. Ruedenberg, Rev. Mod. Phys. 35, 457 1963.
8 W. von Niessen, Rev. Mod. Phys. 56, 4290 1972.
9 J. Pipek and P. G. Mezey, J. Phys. Chem. 60, 4916 1989.
10 N. Marzari and D. Vanderbilt, Phys. Rev. B 56, 12847 1997.
11 P. L. Silvestrelli, Phys. Rev. B 59, 9703 1999.
12 G. Berghold, C. J. Mundy, A. H. Romero, J. Hutter, and M. Parrinello,
Phys. Rev. B 61, 10040 2000.
13 J. Rubio, A. Povill, J. P. Malrieu, and P. Reinhardt, J. Chem. Phys. 107,
10044 1997.
14 M. Sharma, Y. Wu, and R. Car, Int. J. Quantum Chem. 95, 821 2003.
15 R. Iftimie, J. W. Thomas, and M. E. Tuckerman, J. Chem. Phys. 120,
2169 2004.
16 B. Kirchner and J. Hutter, J. Chem. Phys. 121, 5133 2004.
17 P. O. Hoyer, J. Mach. Learn. Res. 5, 1457 2004.
18 S. Liu, J. M. Perez–Jorda, and W. Yang, J. Chem. Phys. 112, 1634
2000.
19 H. Feng, J. Bian, L. Li, and W. Yang, J. Chem. Phys. 120, 9458 2004.
20 S. Boyd and L. Vandenberghe, Convex Optimization Cambridge Univer-
sity Press, Cambridge, 2004.
21 C. Moler and C. V. Loan, SIAM Rev. 20, 801 1978.
22 C. Moler and C. V. Loan, SIAM Rev. 45, 3 2003.
23 I. Najfeld and T. F. Havel, Adv. Appl. Math. 16, 321 1995.
24 Y. Saad, Iterative Methods for Sparse Linear Systems, 2nd ed. Society
for Industrial and Applied Mathematics, Philadelphia, PA, 2003.
25 H. A. van der Vorst, Iterative Krylov Methods for Large Linear Systems
Cambridge University Press, Cambridge, 2003.
26 V. Weber, J. VandeVondele, J. Hutter, and A. M. Niklasson, “Direct en-
ergy functional minimization under orthogonality constraints,” J. Chem.
Phys. submitted.
27 The CP2K developers group 2007, URL http:/cp2k.berlios.de/.
28 J. VandeVondele, M. Krack, F. Mohamed, M. Parrinello, T. Chassaing,
and J. Hutter, Comput. Phys. Commun. 167, 103 2005.
29 The Portland Group, PGF90 V6.1 2006, URL http://www.pgroup.com/.
FIG. 4. Color online Sparsity of the orbital coefficients OCs as a func-
tion of the global SCF iteration along 50 MD steps for 1024 water mol-
ecules. Three different numerical thresholds are shown. The sparsity of the
DM is also presented for comparison. During the first 25 MD steps, left side
of the vertical line, a one ascent step along the gradient of the 1-norm
sparseness function is taken at each CG step. The sparseness function is
turned off for the last 25 steps right side of the vertical line. The calcula-
tion was performed at the LDA/m-DZVP level of theory.
064107-5 Orbital linear scaling J. Chem. Phys. 128, 064107 2008
Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
30 The AMD Core Math Library, ACML V3.0 2005, URL http://
www.amd.com/acml/.
31 S. Goedecker, M. Teter, and J. Hutter, Phys. Rev. B 54, 1703 1996.
32 J. VandeVondele and J. Hutter, J. Chem. Phys. 127, 114105 2007.
33 A. D. Becke, Phys. Rev. A 38, 3098 1988.
34 C. T. Lee, W. T. Yang, and R. G. Parr, Phys. Rev. B 37, 785 1988.
35 J. W. Thomas, R. Iftimie, and M. E. Tuckerman, Phys. Rev. B 69,
125105 2004.
36 G. F. Smits and C. Altona, Theor. Chim. Acta 67, 461 1985.
37 A. M. N. Niklasson, Phys. Rev. B 66, 155115 2002.
38 X. P. Li, R. W. Nunes, and D. Vanderbilt, Phys. Rev. B 47, 10891 1993.
39 A. H. R. Palser and D. E. Manolopoulos, Phys. Rev. B 58, 12704 1998.
064107-6 V. Weber and J. Hutter J. Chem. Phys. 128, 064107 2008
Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
