The aim of this paper is twofold. First, we show a connection between the LagrangianGrassmannian variety geometry de ned over a nite eld with q elements and the q-ary Low-Density ParityCheck codes. Second, considering the Lagrangian-Grassmannian variety as a linear section of the Grassmannian variety, we prove that there is a unique linear homogeneous polynomials family, up to linear combination, such that annuls the set of its rational points.
Introduction
The Lagrangian-Grassmannian variety (LG-variety) L(n, n) parametrizes the set of all maximal isotropic subspaces of a symplectic vector space E of dimension n over arbitrary eld F. In [1] it was given for the rst time a set of linear homogeneous polynomials Πα rs such that L(n, n) = G(n, n) ∩ Z Πα rs , where G(n, n) denote the Grassmannian variety, i.e., the linear section as a set of zeros of Πα rs . In this paper we prove that there is Πα rs a unique linear homogeneous polynomials family, up to linear combination, such that annuls the set of its rational points.
On the other hand, in [4] it was shown that the linear functionals Πα rs can be grouped into a special type of Boolean matrices (matrices with components ones or zeros), with this we have Boolean matrices in the geometry of LG-variety. In this article, we emphasize that these matrices have importance by themselves, that is, they can be considered from the beginning and then study their properties. With this in mind, we show a connection between the LG-variety geometry de ned on a nite eld with q elements and the q-ary LowDensity Parity-Check codes, i.e., we give a way to build regular and irregular LDPC-codes in LG-variety. More precisely, we give the construction of two families of Boolean Fq-matrices (( , )-matrix in any eld) and we prove that they are families of low density matrices. Speci cally, for each n integer number, is constructed an irregular q-ary Low-Density Parity-Check code from r = n+ regular q-ary Low-Density Parity-Check codes, where x denote the greatest integer less than or equal to x. With this construction it is very possible to obtain coding and decodi cation algorithms of the irregular LDPC-code from coding and decodi cation algorithms of the regular LDPC-codes.
The paper is organized as follows. In section 2 we give the construction of two special classes of ( , )-matrices L k and B which are key in the development of the work and we characterize when these matrices has maximum rank whenever its coe cients are considered in any eld, see Theorem 6. In section 3 we see that the ( , )-matrices L k and B are associated with the q-ary Low-Density Parity-Check codes (LDPC-codes). In section 4 we proof that there is a unique linear homogeneous polynomials family, up to linear combination, such that annuls the set of its rational points, see Theorem 16. We also show that using the matrices L k and the rule to construct the matrix B we can give a matrix invariant to each symplectic vector space of nite dimension.
Construction of a class ( , )-matrices.
Let A = (a ij ) be an n × m matrix with coe cients in arbitrary eld F. If every entry a ij ∈ { , }, then A is called ( , )-matrix (or a Boolean matrix). In this section we give the construction of a special class of ( , )-matrices which are key in the development of this work.
Throughout this paper Is will denote the s × s identity matrix, and we denote by C a b = a b a binomial coe cient. For any integer s ≥ , write s = ( , . . . , ) a row matrix with s entries equal to . For arbitrary integer k ≥ de ne the (k + ) × C k+ matrix A k as
where I k , I k− , . . . , I , I , I are the corresponding identity matrices and the non-marked spaces on the upper right blocks are lled-in with zeroes. Now consider the following + k + C k+ × C k+ matrix given by adding an identity matrix of size C k+ in the bottom part of the above A k matrix, that is the matrix
Next, de ne the block stepped matrix A k by joining the matrices A k (I C k+ ) side-by-side and aligning the bottoms of the corresponding identity matrices, that is
where means joining together side-by-side and aligning the bottoms of the corresponding identity matrices and lling the non-marked spaces on the upper right blocks with zeroes. Notice that this is a matrix of size 
where, as before, means joining together side-by-side and aligning the bottoms of the corresponding identity matrices, and lling the non-marked spaces on the upper right blocks with zeroes.
. A special class of ( , )-matrices L k Assume that n ≥ is an even integer and consider all even integers m such that ≤ m ≤ n. For k = , choose a ( , )-matrix L of size × C n n having two entries equal to and the remaining ones equal to . Now, for k = (m + )/ , let L k be the ( , )-matrix given by
where we observe that its number of rows is
and its number of columns is 
. The ( , )-matrix B
Here given an integer n and considering its parity, we give a rule R to construct a matrix B, diagonal by block of order n n− × n n . Explicitly, R refers to the rule for n even number and R refers to the rule for n odd number. Rule 1) R : For n ≥ even integer, r = (n + )/ and ≤ k ≤ r − . We de ne the following set of indices
and m k = |M k | denotes the number of elements of M k . Then we de ne a matrix B of order n n− × n n diagonal by blocks as follows
Rule 2) R : For n ≥ odd integer, r = (n + )/ and ≤ k ≤ r − . We de ne the following set of indices
and n k = |N k | denotes the number of elements of N k . Then we de ne a matrix B of order
Using the de nition
Remark 4. Note that the matrix B is of combinatorial construction based over the sets M k and N k .

Remark 5. It is well known that an invariant of a matrix is its rank, a natural question is, what are the values of the rank (B) and rank (L k ) when its coe cients are considered in an arbitrary eld F?
In this regard we have the following 
Since Lr has maximum rank and by induction hypothesis char(F) = or char(F) ≥ r − , then r − ≠ thus we obtain that char(F) = or char(F) ≥ r. ( ) ⇒ ( ) Suppose char(F) = or char(F) > r − . Applying elementary row operations on Lr, it is easy to see that 
Thus, in B there are 7 submatrices L , submatrices L and submatrices L , that is,
Keep the notation of Theorem 6, note that rank (B) = C = i rank (L ) = C = and rank (L ) = C = i char (F) = or char (F) ≥ + = . That is B, L and L has maximum rank i char (F) = or char (F) = p ≥ .
Remark 8. If the matrix B and L k has coe cients in any eld F, then the values of its ranks depends on char (F).
LDPC codes associated with matrices L k and B
A H matrix is called Low Density Matrix if containing mostly 0's and relatively few 1's, the density d of the matrix H is the quotient of the total number of ones in the matrix H between the order of the matrix. Let Fq be a nite eld with q elements and q is a power of a prime number p. A q-ary Low-Density Parity-Check code (LDPC-code) is block code of length N, given by the null space over Fq of a sparce parity-check matrix H over Fq. An LDPC-code is regular if the sparce parity-check matrix has in each column a xed number i of 1's and each row a xed number j of 1's, and the parameters of regular LDCP-code are (N, i, j) where N, i, j are as above. It is said to be irregular LDCP-code, if it is not regular. The Low-Density Parity-Check (LDPC) codes are a type of linear code whose main characteristic is that its Parity Checking Matrix is scattered i.e., it is a binary matrix that has few ones and many zeros, see [6] . Thus we have demonstrate the following. 
Proof. The code C
} have matrix L k as parity check matrix, by the Lemma 9, L k it is low density matrix, then C L k is a regular LDPC code (see Remark 1) . By Theorem we obtain L k has maximum rank i char (Fq) ≥ r.
Proposition 11. With the notation of subsection 2.2 , B is a low density matrix.
Proof. Since the direct sum of low-density matrices is low density, the result is followed by Lemma . Proof. It follows from the Proposition and Theorem .
Theorem 12. The matrix B is parity check matrix of a irregular LDPC codes with parameters (C
Remark 13. Note that the dimension of the q-ary Low-Density Parity-Check codes C L k and C B depend strongly of the characteristics of the eld.
Remark 14. For each n integer number, is constructe an irregular q-ary Low-Density Parity-Check code from r = n+ regular q-ary Low-Density Parity-Check codes. With this construction it is very possible to obtain coding and deco cation algorithms of the irregular LDPC-code from coding and deco cation algorithms of the regular LDPC-codes.
A characterization of the linear homogeneous polynomials that annuls the rational points LG-variety
If we assign an appropriate coordinate system we can show that each row of the matrix B can be seen as a linear functional of type (1), see below. In this section we will show, as a main result, that these linear functional are unique, up to linear combination, such that annul the Lagrangian-Grassmannian variety.
In the sequel E = (E, , ) will be a symplectic vector space i.e., E is a n-dimensional vector space over Fq and , is a symplectic form on E. The Grassmannian G(n, n) is an algebraic variety and can be embedded in a projective space P c− where c = n n , by the Plücker embedding. A subspace W of E is said to be isotropic if x, y = for all x, y ∈ W. The Lagrangian-Grassmannian (LG), parameterizes to all the maximal isotropic subspaces of a symplectic vector space i.e., L(n, n) = {U ≤ E : U is isotropic and dim Fq U = n}.
By choosing a basis v , . . . , vn for each W ∈ G(n, n) and sending this basis to (the equivalence class of) v ∧ · · · ∧ vn ∈ P(∧ n E) to have the following description of the Grassmannian
. . , vn are linearly independent} and hence the Lagrangian-Grassmannian is given by
For integers k < m de ne the set
, we de ne the support of α as the set
Remark 15. Throughout this paper, we must consider α = (α , . . . , α k ) ∈ I(k, m) means to a permutation on the indices of α.
where a means that the corresponding term is omitted. For w ∈ ∧ k E written in Plücker coordinates as w = α∈I(k,m) Pα wα, and for α st ∈ I(k − , m) de ne the linear polynomials which we call symplectic linear relations given by
where
In the rest of this section we consider m = n and k = n − . Below we de ne the contraction mapping
Moreover w ∈ ker f if and only if n i= P iαrs n−i+ = for all αrs ∈ I(n, n), where P iαst( n−i+ ) := P iα ··· αr··· αs···αn( n−i+ ) is element in F.
With this notation, the generators of ker f are the polynomials Πα st , with αrs ∈ I(k − , m). On the other hand, if w = α∈I(k,m) Pα wα ∈ P(∧ k E), then w ∈ G(n, E) if and only if for each pair of successions ≤ α < · · · < α k− ≤ m and ≤ β < · · · < β k− ≤ m the Plücker coordinate of w satisfy the quadratic relation see [5, Section 4] .
where the index β i means that the corresponding term is omitted. The quadratic equation
where α ∈ I(k − , m) and β ∈ I(k + , m) are called Plücker relation (quadratic) . So have characterization of L(n, n), as the common zeros of the quadratic polynomials Q α ,β and the symplectic linear relations Πα rs , that is
where α ∈ I(n − , n), β ∈ I(n + , n) and αrs ∈ I(n − , n). 
Proof. By induction on n, assume rst that n = . Then,
and notice that {e , e , e , e } ⊆ L( , )(Fq) since they are totally decomposable and isotropic. Now, 
αrs ∈ I(k − , k) , must be of the form h = Aα rs Πα rs , for αrs ∈ I(k − , k). Assume that h ∈ (∧ n E) * and L(n, n)(Fq) ⊆ Z h, Πα rs : αrs ∈ I(n − , n) . If h ∈ Πα rs : αrs ∈ I(n − , n) , we nish the proof. Otherwise, write h = α∈I(n, n) Aα Xα, with A α ≠ , where α = (α , . . . , α k , . . . , αn) ∈ I(n, n) is a xed index and α k is chosen arbitrarily and without loss of generality we can suppose that ≤ α k ≤ n. Then usual basis eα of ∧ n E, for α ∈ I(n, n), can be written as
Aα Xα , where clearly h , h ∈ (∧ n E) * and h = h + h . Let be the isotropic line generated by e α k and let
Consider the map − ∧ e α k :
given by wedging with e α k on basis elements and then extending linearly. Composing this map with the contraction f : ∧ n E → ∧ n− E, explicitly we have, for β∈(n− , n− ) p β e β ∈ ∧ n− E,
Moreover the matrix associated with the systems {Πα rs : αrs ∈ C (Σ )}, {Πα rs : αrs ∈ Σ{α , α } } and
where there are 60 submatrices L , and 240 submatrices L .
Remark 18.
In the previous example, we can see that the matrix B associated to the set of linear homogeneous polynomials {Πα rs | αrs ∈ I( , )} is composed of blocks of matrices L , L and L , this fragmentation is due to the fact that I( , ) is expressed as a disjoint partition. Following the order of ideas, in general, for each n integer number, the set I(n − , n) can be expressed as a disjoint partition and each part of this partition is associated with a subset of {Πα rs | αrs ∈ I(n − , n)}, with this we obtain a description of the linear section of L(n, n), all the details can be found in [4] .
. An invariant of a symplectic vector space
We de ne A(n) = (R, Lr , . . . , L ) an array of matrices, where R is the rule that allows to construct the matrix B as in section 2.2. Let E be a symplectic vector space of dimension n and denote by [E] the class of symplecticmorphism vector spaces to the sympletic vector space E. = r which implies n = n or n = n + . If n = n , then E ∼ = E (symplectic), because if (W , W ), (W , W ) are decompositions symplectic of E and E respectively, then each isomorphism W ∼ = W is extends to a symplecticmorphisms f, i.e., E ∼ = E . If n = n + , we obtain Rn ≠ Rn , that is A(n ) ≠ A(n ).
Remark 20. We can say that A(n) = (R, Lr , . . . , L ) is an invariant of a symplectic vector space of dimension n. If follows from the content of the work, using A(n) = (R, Lr , . . . , L ) we can construct: matrix B, LDPC codes and see to the LG-variety as L(n, n) = G(n, n) ∩ P(ker B).
