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ABSTRACT
Malaria dynamics are closely tied to climate, as rainfed water pools provide the habitat for the
Anopheles mosquitoes, and temperature influences this vector’s ability to spread disease. Climate
change drives shifts in microtopographic controls on the persistence of mosquito habitat and the
life cycles of Anopheles vector and Plasmodium parasite, which affect the transmission of malaria.
The ability to accurately predict malaria dynamics in the future requires the consideration of the
impacts of modifications in ecohydrologic system under climate change on these shifts.
The primary goal of this research is to investigate the relationships between the dynamics of
malaria and changes in the ecohydrologic system due to the acclimation of vegetation under ele-
vated atmospheric CO2 condition and temperature increase. We also aim to understand how the
dominant controls of malaria interact under environmental perturbations by quantitatively analyz-
ing changes in malaria incidence rates. Here, a coupled ecohydrology–malaria dynamics model is
developed to predict malaria dynamics under projected climate change. The impacts of ecologic ac-
climation on soil moisture and persistence of ponded water that provide habitat for mosquitoes are
captured using a coupled multi-layer canopy and physically-based flow surface–subsurface modeling
approach. The transmission of malaria in response to these impacts and temperature increase are
assessed by using a stochastic meta-popolation simulation model. We show that impacts of elevated
CO2 and temperature have opposing effects on malaria prevalence. While air temperature increase
shortens the life cycles of Anopheles and Plasmodium and increases the risk of spreading the disease,
lower soil moisture resulting from increasing evapotranspiration reduces the habitat suitability for
mosquitoes. The interplay between air temperature increases and soil moisture reduction under
climate change leads to a smaller net increase in environmental suitability for malaria transmission
than previously thought. In addition, we found larger net increase of malaria incidence under high
temperature increase due to its nonlinear effects on the life cycles of vectors and parasites. The
models and methods used are generalized and can be applied to other mosquito-borne diseases.
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CHAPTER 1
INTRODUCTION
Malaria, caused by one of four species of the single-celled parasites called Plasmodium, is one of
the most widespread and debilitating of vector-bone diseases, accounting for approximately 214
million clinical cases and 438,000 deaths worldwide in 2015, of which ∼70% are children below 5
years old (World Health Organization, 2015). It is transmitted between people by female Anopheles
mosquitoes of several species, depending on locality (Ross, 1910). In addition to illness and death,
the disease creates a significant barrier to economic development and contributes to the cycle
of poverty (Sachs & Malaney, 2002). This is particularly acute in sub-Saharan Africa, where
malaria is a major public health challenge and a leading cause of human mortality and morbidity
(see Figure 1.1).
The spatial limits of the distribution and seasonal activity of malaria are sensitive to climate
factors, as well as the local capacity to control the disease (Caminade et al., 2014). As a result,
climate change appears to be a major concern for malaria risk in tropical regions. It is believed that
global warming will shorten the life cycles of both malaria vectors and parasites and thus increase
the risk of this disease, especially in areas with poor access to effective health care and inefficient
vector control measures (Pascual, Ahumada, Chaves, Rodo, & Bouma, 2006; Patz & Olson, 2006;
Paaijmans & Thomas, 2011). Like many infectious diseases transmitted by anthropods, the trans-
mission of malaria is highly uncertain and depends greatly on climatic factors. However, the female
Anopheles mosquitoes involved in the transmission of Plasmodium parasites are also sensitive to
hydrological conditions as three of the mosquitoes’ four life stages are aquatic (Clements, 1992,
1999). In order to capture the dynamics of malaria under environmental changes, mathematical
models to simultaneously predict environmental change impacts on hydro-ecological processes and
the life cycles of both malaria vectors and parasites must be developed.
The relationships between hydro-climatological dynamics and the transmission of malaria are
well-established (see, e.g., Cash et al. (2013); Siraj et al. (2014)). Despite the fact that there has
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2
been substantial study of global warming’s impacts on malaria (Martens et al., 1999; Yamana
& Eltahir, 2013b; Pascual et al., 2006; Hay et al., 2002; Gething et al., 2010), hydrologic and
climate models incorporated into malaria analyses have often ignored the acclamatory responses of
vegetation, a major part of the landscape, under climate change. Recent studies have shown that
this process alters the hydrological conditions belowground and on the land surface (Drewry et al.,
2010b; Le, Kumar, & Drewry, 2011), which has indirect impacts on the ecology and habitat for the
mosquitoes. This thesis is directed toward bridging this gap between the acclimatory responses in
ecohydrologic system and the dynamics of malaria under climate change.
1.1 Background
The linkages between environmental variability and the ecology of vectors and pathogens are crit-
ical for determining the future impacts of climate change on the dynamics of transmission, and
developing strategies for tackling outbreaks of vector-borne diseases. These links are particularly
complex for malaria (see Figure 1.2) in which three main issues arise. First, the underlying re-
sponses of malaria parasites and vectors to ambient temperature change are intertwined and highly
nonlinear. For instance, low air temperature may cease the sporogonic development of Plasmod-
ium within the Anopheles mosquitoes. However, warmer weather nonlinearly shortens this process
and makes mosquitoes become infectious sooner (Patz & Olson, 2006). In addition, a half-degree
centigrade increase in ambient temperature can potentially translate into 30 − 100% increase in
mosquito abundance (Pascual et al., 2006). The Anopheles mosquitoes also bite more frequently as
the air gets warmer (Brower, 2001), which increases the rate of contact between human and vectors.
Second, the risk of malaria is also affected by extrinsic drivers determined largely by a wide array
of anthropogenic factors such as quality of housing, access to health care, and mosquito-control
interventions (Paaijmans & Thomas, 2011). In parts of Africa where malaria is endemic, the intro-
duction of interventions such as bed nets for sustained periods reduced mortality from all causes
among children under five by 20% (Lengeler, 2004). However, incorporating the changes of these
factors, in a quantitative manner, to predict the risk of malaria remains a challenging task. Finally,
environmental changes also have both direct and indirect impacts on the ecology and habitat for the
mosquitoes. Climate change driven alteration in the magnitude, duration, timing, seasonality, and
frequency of rainfall has large influences on the spatial and temporal persistence of stagnant water
pools where mosquitoes breed. It also affects malaria through the induction of land-cover change
3
and vegetation acclimation (Leakey et al., 2009). These alter the distribution and abundance of
nectar sources as well as runoff during and after rainfall events, further affecting stagnant water
pools and their spatial distribution. Recent studies (Drewry et al., 2010b; Le et al., 2011) have
emphasized that these associated feedbacks have potential to modify microclimate, hydrology, and
surface energy exchange in significant ways including soil-moisture states and, therefore, runoff and
flow accumulations in micro-topographic hollows (e.g. ponds and swamps).
A large number of studies have investigated the linkage between climate change and the dynam-
ics of malaria, especially in Africa. Early studies reported predictions of a widespread increase
in malaria transmission (Martens et al., 1999; Tanser, Sharp, & le Sueur, 2003), whereas recent
works tend to suggest shifts in geographical distribution of the disease rather than a large net
increase (Peterson, 2009; Lafferty, 2009; Ermert, Fink, Morse, & Paeth, 2012; Yamana & Eltahir,
2013b). Much attention has been focused on air temperature increase as the main feedback of
climate change that influences the dynamics of malaria (Martens et al., 1999; Tanser et al., 2003;
Peterson, 2009; Lafferty, 2009; Ermert et al., 2012). A few studies showed the ability to explicitly
incorporate and translate the effects of alterations in rainfall patterns under global warming on the
habitat of Anopheles mosquitoes and consequently on malaria transmission (Parham & Michael,
2010; Yamana & Eltahir, 2013b). However, none addressed the impacts of the acclimatory re-
sponses of vegetation under elevated atmospheric carbon dioxide concentration [CO2] and their
combined effects with air temperature increase on ecohydrologic processes, hydrologic connectivity,
and micro-climate, which strongly affect the habitat of the malaria vectors. As a result, the partic-
ular underlying mechanisms of climate change on malaria remains poorly understood in part due to
overemphasis on direct impacts of changing temperature and precipitation patterns on this disease
while down playing potential indirect impacts via changes in micro-climate, ecology, biodiversity,
and land use.
In most malaria studies, climatic and socio-economic (or non-climatic) factors, while intertwined,
were considered independently (Paaijmans & Thomas, 2011). Recent work suggested that the global
recession of malaria in the 20th century largely determined by anthropogenic factors rather than
climatic (or intrinsic) conditions (Gething et al., 2010). In another work, Beguin et al. (2011)
argued that the increase in climatic suitability for malaria that is anticipated to occur over the 21st
century should indeed have little effect on the malaria burden in areas with high per capita gross
domestic product. In areas that are poor, however, changes in climate suitability will remain a big
4
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challenge and burden for public health. Moreover, the shifts in socio-economic factors are usually
linked to land-use changes in poor, vulnerable, and malaria-endemic areas. Therefore, the grand
challenge for future prediction of malaria under global climate change is to understand the complex
network of interactions, and estimate the net effects when both climatic and socio-economic factors
change simultaneously using an interdisciplinary approach. In this work, we focus on the poor rural
regions where the impacts of environmental changes on the transmission of malaria are significant.
1.2 Research Objectives and Contribution
This work was undertaken in response to the important impacts of climate change on the trans-
mission of malaria and the inadequacies of its indirect effects on the dynamics of the disease. Our
hypothesis is that vegetation acclimation to elevated [CO2] and temperature manifests in (i) changes
in persistence and distribution of moisture in micro-topographic depressions; and (ii) life cycle of
vectors, which interact in complex ways to affect the incidence of malaria. The work, therefore,
involves two distinct phases. In phase one, we explore how the microtopographic variability on the
landscape is structured and develop a new three-dimensional coupled multilayer-canopy vegetation
– flow model (MLCan3D) to capture the ecohydrologic dynamics associated with this variability.
Taking advantages of this new capability, in phase two we link this model with a stochastic lattice-
based integrated malaria model (SLIM) to investigate impacts of changes in ecohydrologic systems
under global warming on the transmission of malaria. To overcome the challenge of dealing with
fine resolution large-scale simulation problems, we use hybrid CPU-GPU parallel computing for
simulations.
The specific objectives of this study can be summarized as follows:
• To characterize the structure of microtopographic variability on the landscape using lidar
data in order to quantify the impacts of changes in ecohydrologic dynamics on vector habitat
across scales;
• To develop and apply an integrated vegetation dynamics and surface–subsurface flow model
for capturing the acclimatory responses of vegetation under climate changes on persistence
of moisture in topographic depressions;
• To develop and apply a stochastic malaria model for studying the dynamics and uncertainty
of malaria transmission under environmental change;
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• To investigate the role that ecohydrologic alterations under climate change will play on the
transmission of malaria.
The original contributions of this study are:
• Using high-resolution topographic data, we show that the probability distributions of micro-
topographic variability follow scaling laws indicative of a structure in which a large fraction
of land surface areas can consist of a high number of topographic depressions that can serve
as the potential habitat for the mosquitoes;
• The coupled multilayer-canopy vegetation–flow model (MLCan3D) allows us to capture the
acclimatory response of vegetation over a heterogeneous landscape that explicitly incorporate
microtopographic variability;
• For the first time stochastic, lattice-based integrated malaria models incorporating both epi-
demiology and vector population dynamics have been used to study the transmission of
malaria;
• For the first time the indirect impacts of climate change via ecohydrologic modifications
on malaria dynamics are characterized. We show that changes in soil moisture dynamics
associated with climate change play an equally important role as air temperature increase in
the transmission of malaria;
• This work improves on previous understanding of the impacts of climate change on malaria
transmission in Kenya. We show that the regions of coastal Kenya are likely to become hotter
and slightly drier in the coming decades, resulting in small net increase of malaria incidence.
1.3 Thesis Organization
The thesis is organized as follows. Chapter 2 presents the power-law scaling relationship of topo-
graphic depressions on the landscape, where natural habitat of mosquitoes are formed. We perform
this work in the United States where high-resolution topographic data (∼1 m) is available. Chapter
3 begins by presenting the theory for integrated surface – sub-surface flow modeling. At the core of
this chapter, a high-performance computing integrated flow model incorporating micro-topographic
variability is presented. In Chapter 4, a multi-layer canopy model is coupled with the integrated
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surface–subsurface flow model to investigates the impacts of vegetation acclimation under climate
change on ecohydrologic dynamics. Chapter 5 shifts the focus to malaria modeling and presents a
stochastic, lattice-based integrated malaria model to address the complexity of malaria transmis-
sion under environmental changes. Chapter 6 presents the impacts of alterations in ecohydrologic
dynamics on malaria transmisson under climate change in Kilifi county, Kenya. Finally, Chapter 7
summarizes the most important findings and conclusions of the study and provides future avenues
of research based on the findings of this work.
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CHAPTER 2
POWER-LAW SCALING OF TOPOGRAPHIC DEPRESSIONS
AND THEIR HYDROLOGIC CONNECTIVITY
2.1 Introduction
†Several hydrological and ecological studies have indicated that depressions arising from micro-
topographic variability can have significant effects on streamflow generation (Dunne, Zhang, &
Aubry, 1991; Frei, Lischeid, & Fleckenstein, 2010; Thompson, Katul, & Porporato, 2010; Loos &
Elsenbeer, 2011), soil moisture dynamics (Simmons, Ben Wu, & Whisenant, 2011), and vegetation
patterns (Moser, Ahn, & Noe, 2007; Scanlon, Caylor, Levin, & Rodriguez-Iturbe, 2007; McGrath,
Paik, & Hinz, 2012). Based on studies involving synthetic microtopographic features, it has been
suggested that ignoring these features may lead to significant biases in the prediction of hydro-
logical partitioning of rainfall into infiltration and runoff (Dunne et al., 1991; Thompson et al.,
2010). However, existing methods of topographic analyses based on lower resolution digital ele-
vation models (DEMs) have relied on “depression filling” algorithms (O’Callaghan & Mark, 1984;
Planchon & Darboux, 2002) to focus on stream network extraction and analyses, and have not
focused on the attributes of the topographic depressions themselves. The increasing availability of
high resolution (∼1–3 m grid spacing) topographic data from light detection and ranging (lidar)
data has offered new opportunities for broader exploration of landscape structures at fine scales
(Lefsky, Cohen, Parker, & Harding, 2002; Schwarz, 2010; Ussyshkin & Theriault, 2011) and new
algorithms have been developed for automatic extraction of geomorphic features on both natu-
ral and human-modified landscapes (Lashermes, Foufoula-Georgiou, & Dietrich, 2007; Vianello,
Cavalli, & Tarolli, 2009; Passalacqua, Do Trung, Foufoula-Georgiou, Sapiro, & Dietrich, 2010;
Passalacqua, Belmont, & Foufoula-Georgiou, 2012; Li et al., 2011). In the present work we use a
depression identification model (Chu, Zhang, Chi, & Yang, 2010; Shaw, Pietroniro, & Martz, 2012;
Chu, Yang, Chi, & Zhang, 2013) to analyze lidar-based DEM data across five different landscapes
†This chapter is published as Le, P. V. V., & Kumar, P. (2014). Power law scaling of topographic depressions and
their hydrologic connectivity. Geophysical Research Letters, 41(5), 1553–1559. doi: 10.1002/2013GL059114
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and develop quantitative characterization of the geometric attributes of topographic depressions
such as surface area, storage volume, and distance to the nearest neighbor, which are critical to
understanding and linking landscape patterns and processes. This study for the first time presents
the scaling relationships for attributes of topographic depression that are obtained from lidar-based
DEM data.
2.2 Methods
2.2.1 Topographic Depression Identification
Topographic depression identification (TDI) is accomplished using the conceptual framework that
have been recently published (Chu et al., 2010; Shaw et al., 2012; Chu et al., 2013) but with
performance improvement achieved through implementation of a new algorithm that uses connected
component labeling (Rosenfeld & Pfaltz, 1966) and morphological approach (Serra, 1983; Haralick,
Sternberg, & Zhuang, 1987; Giardina & Dougherty, 1988) for the computations (See Appendix B
for details). The TDI models use the D8 algorithm proposed by O’Callaghan and Mark (1984) for
identifying depressions (Chu et al., 2010; Shaw et al., 2012; Chu et al., 2013). This approach uses
flow directions, assigned from each cell to one of its eight neighbors with the steepest downward
slope, to identify the lowest elevation points (local elevation minima) of each depression. From these
minima, local search algorithms are then implemented to identify depression cells and the elevation
thresholds for overflow for every depressions on the land surface (Chu et al., 2010). Thresholds
are the highest points (local elevation maxima) of depression through which ponded water in the
depressions spills to surrounding areas (Figure 2.1). Depressions are assumed to merge or split as
water level reaches the common elevation thresholds from incoming rainfall and runoff, or outgoing
infiltration and evaporation, respectively, which alter the “level” of the depressions. Following Chu
et al. (2010), we use the following notation for delineating different levels of depression. The simplest
depression with a single local minima and a spill-over threshold defined by a single local maxima
is identified as level 1 (l1). Depressions of higher level (lm+1) are created when two depressions
at level lm and ln merge (under the assumption of more water accumulation, and lm > ln) (see
Figure 2.1).
lDEM data at 1 m and 1.5 m resolutions, depending on study sites, are used as the inputs for
the enhanced TDI model. lDEM data for five locations (with the same dimension of 4 km × 4 km)
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Figure 2.1: Schematic of topographic depression identification (TDI) processes on land surface using lidar
data (adapted from (Chu et al., 2010; Shaw et al., 2012; Chu et al., 2013)). (a) An illustration of land surface
with depressions (red circles). (b) Definition of geometric attributes characterizing topographic depressions.
Rainfall and runoff fill water in depressions to create transient ponds on the land surface. Ponds are subject
to infiltration and evapotranspiration that drain the water. (c) and (d) illustrate the role of different levels of
depressions through fill-merging processes due to rainfall and runoff, and draining-splitting processes due to
evaporation and infiltration. (e) An example of shaded relief map of lidar data in Bird’s Point-New Madrid
Floodway with identified topographic depressions (red polygons) at level 4.
across the United States (U.S.), representing different landscapes (Table 2.1) were obtained from
the OpenTopography project (see http://www.opentopography.org) and the U.S. Army Corps of
Engineers. In dense vegetation cover areas, lidar data collected during leaf-off periods is chosen to
avoid the impacts of vegetation cover. These datasets contain missing data in the range 0–2% of the
grid points, depending on the sites. Image inpainting interpolation (Bertalmio, Sapiro, Caselles, &
Ballester, 2000) and simple nearest-neighbor interpolation techniques are used for gap filling and
correction of missing data. We also assume that topographic features are fixed and no erosion or
deposition occurs in short timescales. The analysis using the TDI approach results in a spatial
grid for each level of depression, with each grid point identified as a depression or not at that level
(Figure 2.1e).
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Table 2.1: Characteristics of different study sites in the United Statesa.
Site Name
Latitude/ Accuracyz n γ S¯a Landscape
Longitude [cm] [-] [-] [mm]
Christina River Basin, PA
39.49◦N,
3 − 5 8310 0.06 20.4 Natural
75.51◦W
Iowa River Floodplain, IA
41.41◦N,
3 − 10 2447 0.04 4.3 Human-modified
91.58◦W
Bird’s Point-New Madrid 36.97◦N,
10− 15 12069 0.15 15.9 Human-modified
(BPNM) Floodway, MO 89.16◦W
Ohywee River Basin, OR
43.21◦N,
5 − 15 4214 0.02 7.1 Natural
117.55◦W
Mojave Desert, CA
34.73◦N,
5 − 15 3582 0.02 4.9 Desert
115.65◦W
aAll sites are 4km× 4km in area. Accuracyz represents the vertical accuracy of lidar data on each site. n represents
the number of depressions on each site. γ represents the density of depressions on each site. S¯a represents the average
abstraction in each site.
2.2.2 Topographic Depression Characterization
Geometric attributes of the depression are estimated from the TDI model’s outputs. The surface
area of any depression represents the largest surface area of ponded water assuming that water
levels are at the threshold elevations (Figure 2.1b). The surface area of the kth depression at level
l, say A
(l)
k [L
2], is the sum of areas of all individual grid cells within that depression. Similarly, the
storage volume of topographic depressions is the corresponding maximum storage of ponded water
assuming water level is at the threshold elevation. The storage volume of the kth depression at
level l, denoted as V
(l)
k [L
3], is given by:
V
(l)
k =
mk∑
i=1
(z
(l)
k,t − z(l)k,i)∆x∆y (2.1)
where mk is the number of cells, z
(l)
k,t[L] is the elevation of the threshold, and z
(l)
k,i[L] is the elevation
of ith cell, respectively, in the kth depression at level l. ∆x[L] and ∆y[L] are the uniform horizontal
resolution of the lDEM data (∆x = ∆y = 1 m in our data, except for Bird’s Point New Madrid
(BPNM) Floodway where ∆x = ∆y = 1.5 m). The maximum (or deepest) depth of a depression at
level l, denoted as h
(l)
k,max[L], is the difference in elevation between the lowest cell and the threshold
(Figure 2.1b), i.e.,
h
(l)
k,max = max1≤i≤mk
(
z
(l)
k,t − z(l)k,i
)
(2.2)
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To avoid errors limited by the achievable accuracy of lidar data, we only considered depressions
whose maximum depth is greater than or equal to 10 cm. The vertical accuracy of lidar data at
each site is presented in Table 2.1. The average depth of the kth depression at level l, denoted as
h¯
(l)
k [L], is given by:
h¯
(l)
k = V
(l)
k
/
A
(l)
k (2.3)
Depression storage, Sa[L], resulting from maximum depression storage volume (at the highest level
lmax) on land surface with respect to rainfall of depth P [L], is calculated as:
Sa =
(
n∑
k=1
min(h¯
(lmax)
k , P )×A(h,lmax)k
)/
Atot (2.4)
where Atot[L
2] is the total area of the domain of study, and n is the number of depressions at
level lmax found in the domain. The distance between two topographic depressions are defined as
the Euclidean distance between their lowest cells. The distance to the nearest neighbor (shortest
distance, D(l)[L]) of every depressions at different levels are also calculated for cluster size analysis.
2.3 Results
Figure 2.2 shows the exceedance probability in log-log scale for surface area A(l), storage vol-
ume V (l), and distance to the nearest neighbor D(l) of the topographic depressions identified at
four levels for each of five landscapes obtained from the TDI model. We fitted least-square linear
regression lines to each of these probability distributions. In addition, the goodness-of -fit test us-
ing p-value estimated from the Kolmogorov-Smirnov statistic (Clauset, Shalizi, & Newman, 2009)
is used for testing power-law fit. In general, these probability distributions approximate power-law
fits, P (X ≥ x) ∝ x−α, over a wide range of scales at all sites, with the exception of A(l) in
Mojave Desert (R2 = 0.85 to 0.93) and V (l) in Christina River Basin (RB) (R2 = 0.80 to 0.84)
sites, where the distributions more closely follow the exponential relationships. The p-values are
statistically significant (p-value ≥ 0.05) for all sites at most of the levels, further indicating that
these distributions are consistent with a power-law distribution. The coefficients of determination
(R2), slopes (α) and intercepts (β) for regression lines and p-values obtained from goodness-of -fit
test at all levels for each study sites are presented in Table 2.2. Our result suggests that, with
some exceptions, surface area A(l), storage volume V (l), and distance to the nearest neighbor D(l)
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Figure 2.2: Exceedance probability distributions of topographic depression features including surface area
(A, left column), storage volume (V , middle column), and the distance to the nearest neighbor (D, right
column) at four levels for each of five landscapes. Solid lines are best-fitting linear functions with slopes (α)
and intercepts (β) on the figure along with coefficients of determination (R2).
at all level generally have a power-law scaling structures on a variety of landscapes used in this
study, which are consistent with previous findings based on laboratory work (Abedini, Dickinson,
& Rudra, 2006; Vidal Va´zquez, Miranda, & Paz-Ferreiro, 2010; Chi, Yang, Bogart, & Chu, 2012).
Simulations of the filling-spilling-merging-splitting processes of surface depressions (Chu et al.,
2013) provide further insights into the structure of the microtopography. Here we examine the
effects of changing depression level on the probability distribution of A(l), V (l), and D(l) on dif-
ferent landscapes. In general, differences between probability distributions of these attributes, as
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the depression level changes, were observed at all study sites (Figure 2.2), indicating the effects of
merging-splitting processes on topography structures and hydrologic connectivity on these land-
scapes. The merging processes not only combine but also expand the topographic dimensions of
merged depressions. Thus, exceedance probability distributions of topographic depressions for A(l)
and V (l) are generally shifted to the right with smaller slopes (α) as the depression level increases.
These processes increase nonlinearly the maximum surface area and storage volume capacity of the
land surface. However, the distributions of D(l) do not strictly follow this trend, implying that the
distance to the nearest neighbor remains stable under merging and splitting processes
We also found that the number of depressions identified in the Iowa River Floodplain (RF),
Ohywee River Basin, and Mojave Desert landscapes are much smaller than other sites. As a
result, the densities of topographic depressions in these three landscapes are lower (Table 2.1).
Possibly, diffusive processes associated with sediment transport in the floodplain and the wind
driven movement of sand on desert landscapes may reduce the topographic variation and the
number of topographic depressions.
To understand the links and spatial distributions of topographic depressions, we examine the
the shortest distance (or distance to the nearest neighbor) D(l) between depressions at all levels.
Figure 2.2 (right column, a3-e3) also presents the power-law relationships of D(l) in log-log scale at
all study sites. The p-values are found to be statistically significant (p-value ≥ 0.05 - See Table 2.2)
for all sites at all levels. In addition, high values of coefficients of determination (R2 = 0.92-0.99)
were observed for all fitted linear regression lines. Similar properties of regression lines were also
observed (α = −3.72 to −2.63, β = 0.76 to 1.73), indicating scaling for nearest neighbor distance
variable D(l) as well on the landscapes. The means (µ) of shortest distance are in the range from
1.48 to 3.56 m with standard deviations (σ) between 1.13 to 1.94 m (Table 2.2).
Equation (2.4) suggests that the abstraction from rainfall of land surface is proportional to the
storage volume capacity and depression density. The scaling structure of A(l) and V (l) indicate
a much higher value of abstraction in a landscape which has high density of large depressions.
Figure 2.3 shows the simple abstraction due to surface depression storage capacity as a function
of rainfall depth in the five landscapes. We found that, under a rainfall event and completely dry
conditions of landscapes, the Mojave Dessert and the Iowa River Floodplain sites can abstract only
4-5 mm of rainfall, whereas abstraction in Christina River Basin can be as high as 21 mm of rainfall
(Table 2.1) as a result of high density of large topographic depressions.
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Figure 2.3: Abstraction estimation due to depression storage capacity as a function of rainfall depth at
level l4.
2.4 Discussion
The scaling characteristics of A(l), V (l), and D(l) bear important implications for the climate-soil-
vegetation dynamics and its underlying hydrologic mechanisms in which land surface wetness or soil
moisture plays a dominant role (Rodriguez-Iturbe, 2000; Chen & Avissar, 2013; Koster et al., 2004).
Recently, Thompson et al. (2010) have articulated that microtopographic variation on sinusoidal
land surfaces may increase the proportion of rainfall infiltrating to the soils. Results obtained
from the TDI model further show that a surprisingly large number of topographic depressions
across scales can be found on both natural and human-modified landscapes, thus increasing surface
storage abstraction. In addition to canopy interception loss (up to 16 mm (Carlyle-Moses & Gash,
2011)), this abstraction is larger in areas which have high microtopographic variability (Figure 2.3),
implying that hydrological partitioning of rainfall into runoff can be further reduced significantly
by surface depressions. These increases are more important in water-controlled ecosystems where
water may be a limiting factor or in regions where small intensity rainstorm events dominate the
precipitation patterns. Moreover, low negative topographic scaling factors of A(l) (α = -1.25 to
-3.31) and V (l) (α = -0.84 to -3.09) indicate that smaller-scale depressions on landscapes, which
are often neglected in previous studies, tend to produce larger total water storage volume and
open surface area. This suggests that the impacts of small-scale topographic depressions in the
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landscapes on evaporation and the redistribution of surface energy fluxes are quite significant and
a microtopographic factor should be included along with local topographic features, e.g. slope
and aspect that influence surface energy and water balances (Vico & Porporato, 2009), and other
processes in the study of climate-soil-vegetation interactions.
The distance to the nearest neighbor D(l) exhibits scaling characteristics, which may affect hy-
drologic connectivity that controls the transports of water and other material fluxes on landscape
(Pringle, 2001). Generally, topographic depressions are localized, collecting and storing water from
specific contributing areas. As water elevations reach the overflow thresholds, surface runoff links
topographic depressions to the channel system or other depressions, thus increasing hydrologic con-
nectivity. The relatively high number of small-scale topographic depressions on land surface imply
that, in dry condition, hydrologic connectivity is lower than we previously thought. However, the
universal power-law distributions of D(l) indicate that whereas most topographic depressions on
land surface are generally linked by short distances, a few link to the neighbors by long distances.
This pattern of transient water bodies may quickly increase hydrologic connectivity as the system
becomes wet. Nevertheless, hydrologic connectivity is also largely controlled by channel and sub-
surface systems. Comprehensive theory that link depressions to these systems using networks must
therefore be investigated with caution.
2.5 Conclusion
We have applied a depression identification model, using lDEM data, to develop quantitative char-
acterization of the geometric attributes of topographic depressions on natural and human-modified
landscapes. These attributes, including surface area A(l), storage volume V (l), and distance to
the nearest neighbor D(l), have been shown to follow the power-law distributions in their spatial
variations over a broad range of scales in five different landscapes in the U.S. We showed that a
large fraction of land surface can consist of relatively high number of topographic depressions across
scales. The scaling relationships of these attributes also suggest that small-scale topographic de-
pressions may have significant impacts on the interactions between climate, soil, vegetation and the
underlying hydrologic mechanisms. Moreover, the results demonstrated that surface topographic
depressions are generally linked by short distances, implying impacts on hydrologic connectiv-
ity. Understanding how the scaling characteristics of topographic depressions on landscapes affect
land-atmosphere interaction, hydrologic connectivity, and land-surface processes is of critical im-
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portance and a challenge for ecohydrological sciences. This study extends our understanding of
scaling characteristics of landscapes such as river networks (Rodriguez-Iturbe & Rinaldo, 1997; Ri-
naldo, Rodriguez-Iturbe, & Rigon, 1998) and topography as fractal surfaces (Dodds & Rothman,
2000; Gagnon, Lovejoy, & Schertzer, 2006; Turcotte, 1997).
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CHAPTER 3
HIGH-PERFORMANCE COMPUTING FOR INTEGRATED
SURFACE - SUB-SURFACE FLOW MODELING
3.1 Introduction
‡The interaction between surface and sub-surface flow is an important component of the hydrologic
cycle (Winter, Harvey, Franke, & Alley, 1998; Sophocleous, 2002). Capturing these interactions
in models is thus critical to predicting soil moisture states and the responses of ecohydrological
processes to global change across various scales (Rodriguez-Iturbe, 2000). Several conjunctive hy-
drologic models have been developed to integrate surface and sub-surface flow and are being used
to address a range of science questions (Paniconi & Wood, 1993; Morita & Yen, 2002; Panday
& Huyakorn, 2004; Ivanov, Vivoni, Bras, & Entekhabi, 2004; M. Kumar, Duffy, & Salvage, 2009;
Camporese, Paniconi, Putti, & Orlandini, 2010; Shen & Phanikumar, 2010). These models have
evolved into a family of coupling schemes that can represent the relevant physical processes influ-
encing hydrologic responses from small catchment to larger river basin scales (Maxwell et al., 2014).
In addition, these conjunctive models are being coupled to vegetation-hydrology dynamics (Ivanov,
Bras, & Vivoni, 2008), solute transport (VanderKwaak & Sudicky, 1999; Weill, Mazzia, Putti,
& Paniconi, 2011), and land-surface and atmospheric models (Maxwell & Miller, 2005; Maxwell,
Chow, & Kollet, 2007). However, existing models have not been applied to capture the micro-
topographic controls revealed by lDEM data (Le & Kumar, 2014). The goal of this paper is to
present numerical scheme suited for Graphic Processing Unit (GPU) based computation to enable
studies using lDEM over large areas.
The increasing availability of high-resolution topographic data from lidar technique has offered
new opportunities for broader exploration of the control of landscape variability at fine scales
such as water and nutrient dynamics (Lefsky et al., 2002; Schwarz, 2010; Ussyshkin & Theriault,
‡This chapter is published as Le, P. V. V., Kumar, P., Valocchi A. J., & Dang H.-V. (2015). GPU-based high-
performance computing for integrated surface–sub-surface flow modeling. Environmental Modelling & Software, 73,
1–13. doi: http://dx.doi.org/10.1016/j.envsoft.2015.07.015
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2011; Le & Kumar, 2014) and to explore behavioral response (P. Kumar, 2011). Previous studies
have shown that depressions arising from micro-topographic variability can have significant effects
on streamflow generation (Dunne et al., 1991; Frei et al., 2010; Thompson et al., 2010; Loos &
Elsenbeer, 2011), soil moisture dynamics (Simmons et al., 2011), and the surface - sub-surface
flow interactions (Frei & Fleckenstein, 2014). Recent work has begun to identify and characterize
the spatial distribution of topographic depressions as power laws for size and volume, using lidar
data (Le & Kumar, 2014). Dynamics associated with these micro-topographic features need to be
incorporated into conjunctive surface - sub-surface flow models to understand their impacts on the
hydrologic and biogeochemical processes. This incorporation also leads to a significant increase in
computational cost for numerical models due to the size of the computational grid and the iterative
nature of the algorithms in the coupled models.
A number of effort have contributed to the development of parallel formulation for some existing
surface - sub-surface flow (Hwang, Park, Sudicky, & Forsyth, 2014; Kollet et al., 2010; Maxwell,
2013) and other coupled hydrologic systems (Gasper et al., 2014; Hammond, Lichtner, & Mills,
2014). This has established the feasibility of high-resolution simulations at regional and continental
scales. In addition, several studies have dealt with the computational scaling issues ranging from
multi-cores to thousands of CPU cores on supercomputing systems (Gasper et al., 2014; Hammond
et al., 2014; Kollet et al., 2010). This has also established the feasibility of high performance CPU
computing for a range of applications for hydrologic modeling.
For the past few years, the graphics processing units (GPUs) have become increasingly pop-
ular and an integral part of today’s mainstream computing systems (Owens et al., 2008). The
increased capabilities and performance of recent GPU hardware in combination with high level
GPU programming languages such as NVIDIA’s Compute Unified Device Architecture (CUDA)
and Open Computing Language (OpenCL) has provided massively parallel processing power for
numerically intensive scientific applications, and made general purpose GPU computing accessible
to computational scientists. It also opens a possibility for simulations over larger computational
grids, for example, detailed ecohydrologic modeling over large domains at lidar-data resolution and
large-scale computational fluid dynamics (Vanka, 2013). In comparison with central processing
units (CPUs), however, GPUs have a distinct architecture centered around a large number of fine-
grained parallel processors (Kirk & Hwu, 2010). Therefore, numerical models must be specifically
structured such that processes are executed concurrently across many fine-grained processors.
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This study aims to present an integrated flow model that couples two-dimensional overland
flow and three-dimensional variably saturated sub-surface flow on a GPU-based parallel computing
architecture (GCS-flow). The goal is to support simulations over large areas using fine resolution
lDEM to reveal flow and accumulation associated with microtopographic features. Because the
programmable units of GPU follow a single-instruction multiple-data (SIMD) model, we use finite
difference alternating direction implicit (ADI) approach for discretizing independent tridiagonal
linear systems and efficiently solving the governing equations. Though ADI for multi-dimensional
nonlinear problems has been rarely used in favor of fully implicit methods using Krylov-based
solvers with preconditioning due to stability, its has advantages over Krylov solvers in terms of
scalability for large domains and computational cost as tridiagonal linear systems can be solved
directly. Since data parallelism in ADI is abundant, there is high potential for this scheme to be
advantageous on the throughput-oriented design of GPU.
The rest of the chapter is organized as follows. In section 3.2 and 3.3, we provide an overview
of the theory and numerical formulation of the GCS-flow model using ADI for GPU computing
structure. Benchmark tests for model verification against other published solutions are presented
in section 3.4. Results and analyses for simulations using lidar topographic data are shown in
section 3.5. We demonstrate that the implemented model in GPU enables much faster execution
than single-threaded performance in CPU. In section 3.6, the paper closes with the summary and
discussion of the key points.
3.2 Theory and Numerical Methods
The theory of coupled surface - sub-surface flow has been an important area of research in the field
of hydrology. Overview and details of the literature may be found in previous work (Paniconi &
Wood, 1993; Morita & Yen, 2002; Panday & Huyakorn, 2004; Camporese et al., 2010; Sulis et al.,
2010; Maxwell et al., 2014). We only provide a brief summary of the governing equations that form
the basis for the set of coupled equations, the numerical method structured specifically for GPU
architecture, and the coupling strategy between surface and sub-surface domains.
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3.2.1 Overland flow
Overland flow is described by the depth-averaged flow equations commonly referred to as St. Venant
equations that consist of a continuity (mass conservation) and two momentum equations. The
continuity equation is written as:
∂h
∂t
+∇ · (νh) + qe + qr = 0 (3.1)
where h is water depth on the surface [L], t is the time [T ], ν is depth averaged velocity vector
[L T−1], qe represents exchange fluxes between surface and sub-surface domains [L T−1], and qr
is a general source/sink term [L T−1] such as precipitation and evaporation. In diffusion flow, the
momentum equations for overland flow reduce to:
Sf,i = Sn (3.2)
where Sf,i = ∂H/∂xi are friction slopes [-], i stands for the x- and y-directions, and Sn is the slope
of the water [-] computed as
√
(∂H/∂x)2 + (∂H/∂y)2. The term H = h + z is the water above a
datum [L] and z is ground elevation above a datum [L] (Lal, 1998a, 1998b).
Hromadka and Lai (1985) showed that Manning’s equation can be used to establish a flow depth-
discharge relationship:
νi = − h
2/3
nb
√
Sn
∂H
∂xi
= −D
h
∂H
∂xi
(3.3)
in which D is the diffusion coefficient [L2 T−1] and described by:
D =

h5/3
nb
√
Sn
, for |Sn| > Smin and h > hmin
0, otherwise
(3.4)
where nb is the Manning’s coefficient [L
−1/3 T ]. The condition h > hmin is used to facilitate wetting
and drying, and Smin is used to maintain D within finite limits (Lal, 1998a). Using Equation (3.3),
the governing continuity equation of the overland flow in two spatial dimensions can be expressed
as:
∂H
∂t
=
∂
∂x
(
D
∂H
∂x
)
+
∂
∂y
(
D
∂H
∂y
)
− qe − qr (3.5)
where x and y are the horizontal coordinates [L]. The term D is useful in linearizing and simplifying
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the diffusion flow equations. A variety of numerical algorithms can be used to solve the linearized
diffusion overland flow equation (Lal, 1998a).
3.2.2 Variably saturated groundwater flow
The governing equation for variably saturated groundwater flow is represented on the basis of the
mixed form Richards equation (Richards, 1931) as:
Ss
θ
φ
∂ψ
∂t
+
∂θ
∂t
= ∇ ·K(θ)
[
∇ψ + kˆ
]
+ qs + qe (3.6)
where ψ is the sub-surface pressure head [L], θ is the soil moisture [-], φ is the porosity [-], kˆ
is the unit-upward vector, Ss is the specific storage coefficient [L
−1], K is unsaturated hydraulic
conductivity [L T−1], qs is a general source/sink term representing pumping or injection [T−1], and
qe represents the unit exchange fluxes between surface and sub-surface domains [T
−1] The ratio
θ/φ is known as the degree of saturation.
The mixed form of the variably saturated flow equation has been shown to possess conservation
property to maintain mass balance (M. B. Allen & Murphy, 1985; Celia, Bouloutas, & Zarba,
1990). Different numerical methods can be used for solving variably saturated groundwater flow
(Huyakorn & Pinder, 1983). In the mixed form Richards formulation presented here, a closed-form
model by van Genuchten (1980) is used to describe the constitutive relationships between θ, ψ, and
K. The water retention curve is given by:
Θ =
θ(ψ)− θr
θs − θr =
[
1
1 + (αψ)n
]1−1/n
(3.7)
where Θ is the relative saturation [-], θr is residual water content [-], θs is saturated water content [-]
(often approximated by the porosity φ), n is the pore-size distribution [-], and α is a parameter
related to the inverse of the air entry suction [L−1]. The unsaturated hydraulic conductivity
function is given by (Mualem, 1976):
K(θ) = KsΘ
1
2
[
1−
(
1−Θ1+ 1n−1
)1− 1
n
]2
(3.8)
where Ks is the saturated hydraulic conductivity [L T
−1] identified from soil physical properties.
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3.2.3 Discretization and numerical implementation
The ADI method is used for numerical solutions in both surface and sub-surface flow models in
GCS-flow. This approach has advantages over the fully implicit methods in terms of simplicity and
cost (on a per iteration basis) because only tridiagonal linear systems are required to provide direct
solutions. In addition, the discretization of ADI is more scalable (O[N ]) than fully implicit approach
(O[N d]) as the problem dimensions increase, in which N and d represent the size and the num-
ber of dimensions of the domain. An, Ichikawa, Tachikawa, and Shiiba (2011) have compared the
performances between ADI and preconditioned conjugated gradient methods for multi-dimensional
variably saturated flow implemented on CPU. They showed that ADI method is faster than fully
implicit method while still yielding very similar results. However, the main disadvantage of ADI is
the constrains in stability which requires smaller time steps than unconditionally stable fully im-
plicit methods. ADI has better stability condition than explicit method without hard requirements
on the time step. Morita and Yen (2002) showed the stability criterion of ADI for 2D overland flow,
ξ1 = D∆t
(
∆x−2 + ∆y−2
)
< 5, and 3D subsurface flow, ξ2 = K∆t
(
∆x−2 + ∆y−2 + ∆z−2
)
< 1.25,
where ∆x, ∆y, ∆z are the grid spacing in their respective directions and D and K are shown in
Equations (3.5) and (3.6), respectively.
The mass balance condition with Crank-Nicolson type scheme forms the basis for the ADI for-
mulation in overland flow. Using the ADI method, Lal (1998a) showed that the continuity equation
(3.1) for overland flow can be expressed in the following split formulation in sequence:
(1− δx)Hn+
1
2
i,j =(1 + δy)H
n
i,j −
∆t
2
(qe + qr) (3.9a)
(1− δy)Hn+1i,j =(1 + δx)H
n+ 1
2
i,j −
∆t
2
(qe + qr) (3.9b)
where n is the time step, (i, j) denotes spatial location, δx and δy are the standard second-
order centered differencing operators in x and y direction, respectively. In our model, the coupled
Equations (3.9) are solved as two 1-D problems for each row and column of the 2-D domain for
tridiagonal matrices at every half time step ∆t2 . Linearized implicit methods use D values of the
previous time step (Lal, 1998a). Right-hand sides of these equation consist of entirely known values
at the time of computation. The detailed derivation and numerical form of Equations (3.9) are
presented in the Appendix A.
A simple mass-conservative numerical approach based on the backward Euler scheme associated
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with Picard iteration (Celia et al., 1990) is modified for 3-D sub-surface flow using the ADI method
in this study. Because the relationship between θ and ψ is highly non-linear, iterative calculation
and linearization are needed to solve these systems. The backward Euler approximation for 3-D
variably saturated groundwater flow can be written as:
Ss
φ
θn+1,m
[
ψn+1,m+1 − ψn
∆t
]
+
[
θn+1,m+1 − θn
∆t
]
=
∂
∂xi
(
Kn+1,m
∂ψn+1,m+1
∂xi
)
− ∂K
n+1,m
∂x3
+ qe + qs = 0 (3.10)
where m is the Picard iteration level. Values at level m are known while at level m+1 are unknown.
Here xi denotes spatial coordinates.
Using ADI, we sequentially solve Equation (3.10) at every ∆t3 time step, keeping one direction
implicit and the other two explicit. The implicit direction is then changed to the next direction
(or axis), and so on until the next time step. The derivation and full numerical form of Equations
(3.10) separated in x, y, and z direction using ADI are presented in Appendix B. The iteration
process to solve Equations (3.10) continues until the difference between the calculated values of
the pressure head of two successive iteration levels become less than the user-defined tolerance for
convergence: ∣∣ψn+1,m+1 − ψn+1,m∣∣ ≤ ψ (3.11)
Independent linear systems obtained from ADI for the two models are suitable for parallelizing in
a large number of fine-grained processors in GPU devices.
3.2.4 GPU Parallelization
We implement the integrated surface - sub-surface flow model on a GPU parallel computing struc-
ture. The model supports the use of different generations and types of CUDA-capable GPUs,
which consists of a sequential host program that may execute parallel programs known as kernels
on a parallel device. While data processing is performed on the host using C++ programming
language, all model computation is executed in parallel on NVIDIA’s GPUs (device) using CUDA
programming language (Nickolls, Buck, Garland, & Skadron, 2008). CUDA virtualizes multipro-
cessors as blocks and processors as threads, which enables users to run a potentially large number
of parallel threads and blocks across different generations of GPUs regardless of the number of
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physical processors (Zhang, Cohen, & Owens, 2010). Each thread runs the same scalar sequential
program for solving tridiagonal linear systems (ADI solvers).
We sequentially solve the 2-D overland flow and 3-D sub-surface flow sub-models in parallel us-
ing these ADI solvers and couple them through an iterative strategy presented in the next section.
More specifically, for each model we set up and solve simultaneously a large number of systems
of n linear equations of the form Ax = b, where A is the tridiagonal matrix, and x and b are
vectors. This approach discretizes each governing equation for both sub-models into a number of
independent tridiagonal linear systems which can be solved simultaneously using parallel cyclic re-
duction (PCR) method (Hockney & Jesshope, 1988) and the tridiagonal matrix algorithm (TDMA)
or Thomas algorithm (Thomas, 1949). To efficiently solve these systems in parallel, we map the
PCR solvers to the GPU’s two-level hierarchical architecture with systems mapped to blocks and
equations mapped to threads to utilize shared memory. If matrix size is small enough (i.e. in
vertical z direction), TDMA solvers are mapped directly to threads to utilize local and register
memory (Figure 3.1). The number of systems for large simulation domain we solve is usually far
larger than the number of multiprocessors, so that all multiprocessors are fully utilized.
At the thread level, the total storage consists of five main vectors: three for the matrix diagonals,
one for the right-hand side, and one for the solution vector. These five vectors store the data of all
systems continuously, with the data of the first system stored at the beginning of the arrays, followed
by the second system, the third system, and so on. For each system, we load the three diagonals
and right-hand side from global memory to register, local, or shared memories (Figure 3.1), solve
and store the solution back to global memory on device. Therefore, global memory communication
only occurs at the beginning and end of each time step in ADI solver. Other vectors (i.e. for the
linearization of diffusion coefficients and van Genuchten relationship) can be generated in threads for
the solutions of surface and sub-surface flow. As data is stored in global memory, no communication
between CPU and GPU is needed as the direction (or axis) of calculation is changed.
3.2.5 Coupled surface - sub-surface formulation
A boundary condition switching procedure (Paniconi & Wood, 1993; Camporese et al., 2010; Sulis
et al., 2010; Camporese, Daly, Dresel, & Webb, 2014) is used for coupling the surface and sub-
surface flow in GCS-flow model. Specifically, the boundary condition at any surface ground nodes
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of the sub-surface domain is allowed to switch between a Dirichlet and a Neumann type, depending
on the saturation (or pressure head) state of that node. A Neumann (or specified flux) boundary
condition corresponds to atmosphere-controlled infiltration or exfiltration with the flux equal to the
rainfall or potential evaporation rate given by the atmospheric input data. In contrast, a Dirichlet
(specified head) boundary condition is activated when the surface node reaches a threshold level
of saturation (and ponding) or lower moisture deficit and the infiltration and exfiltration processes
become soil-limited. This switching algorithm is applied for both rainfall and evaporation cases. We
refer to previous studies (Camporese et al., 2010, 2014) for further details on boundary condition
switching approach.
Flows between the sub-surface and overland flow domains are represented through the unit
interactive flux qe across ground surface in Equations (3.1) and (3.6). Through this term, the
coupling strategy we used partitions potential (atmospheric) fluxes into actual fluxes across the land
surface and changes in surface storage. In the surface model, the surface to sub-surface contribution
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Figure 3.1: Parallel implementation of the ADI solvers in GPU computing. (a) Computational grid domain
in three-dimensional space. (b) ADI approach discretizes the computational domain into 1-D problems
involving independent tridiagonal linear systems. Each is assigned into a single thread (system mapped
to threads) or block (system mapped to block) for numerical solution. A large number of fine-grained
GPU processors can solve these systems in parallel. (c) Illustration of actual speed-up in GPU parallel
computing. Thread synchronization is required at all time step, which reduces the speed-up from a linear
trend for iterative ADI solver.
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and water depth are determined after solving the overland flow equation for subsequent input to
the sub-surface flow equation, while the sub-surface to surface contribution is determined after
solving the sub-surface flow equation for subsequent procedure for the solution of the coupled
equation. The atmospheric fluxes are resolved only in subsurface model. The exchange of flux
performed via the switching algorithm in the sub-surface module and the simple mass balance
calculation in the surface module resolves the coupling in the model without the need to introduce
new parameters representing an exchange process or an interface property but still guarantees the
necessary continuity of flux and pressure head at the ground surface (Camporese et al., 2010).
3.3 GPU Computing Performance
To demonstrate the efficiency of GPU computing for ADI approach, we compared the performance
of iterative ADI solvers in 5 simulations for unsaturated sub-surface flow between a single-threaded
sedec-core CPUs (16 Intel Xeon 2.67 GHz processors, written in C++) and each of two NVIDA
GPUs (Tesla C2070 and Tesla K40, written in CUDA C++). The simulation domains are isotropic,
rectangular, and set at different dimensions (Nx ×My × Pz): (i) 78× 78× 10; (ii) 128× 128× 16;
(iii) 256×256×16; (iv) 512×512×16, and (v) 1024×1024×16, whereNx,My, and Pz are the numbers
of soil layers or grids in x, y, and z directions, respectively. The mesh discretization and time
stepping are identical for all 5 cases: ∆x = 5 [m], ∆y = 5 [m], ∆z = 0.2 [m], and ∆t = 0.05 [hr].
Simulations are run for 48 [hr]. Parameters for the closed-form equation for the soil water retention
curve and unsaturated hydraulic conductivity function are obtained from previous study (Celia et
al., 1990), where α = 0.0335 [cm−1], θs = 0.368, θr = 0.102, n = 2, K = 0.0332 [m/hr]. Initial
and boundary conditions were taken as ψ(x, y, z, 0) = −5.0 [m], ψ(x, y, Pz, t) = ψbottom = −3.0
[m], ψ(x, y, 0, t) = ψtop = −1.0 [m], no-flow boundaries are used for horizontal flow, and no source
and sink terms are included. While C2070 devices (second-generation) have 448 CUDA cores and
deliver up to 515 gigaflops of double-precision peak performance, K40 devices (third-generation)
are configured with 2,880 CUDA cores and deliver up to 1,430 gigaflops of double-precision peak
performance (NVIDIA Corporation, 2011).
Figure 3.2 shows the relative speed-up for solving ADI using tridiagonal matrix systems in two
GPU devices over that in CPU. The average speed-up of the simulations for C2070 and K40 are
26.3 and 83.2, respectively. The speedup comes from the ability of single instruction, multiple
thread architecture (Kirk & Hwu, 2010) in GPUs to simultaneously execute thousands of linear
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Figure 3.2: Relative speedup of the iterative ADI solver for tridiagonal matrix systems at different sizes
of problem between GPUs (C2070 and K40) and CPUs (Xeon 2.67GHz). The speedup is the ratio between
simulation time in CPU and in each GPU.
systems solver. However, since each GPU core is clocked at as low as few hundreds Mhz, and
latency due to fetching for matrix entries is limited by the memory subsystems, the speedup is not
close to the number of GPU cores. Nevertheless, we achieve a performance typically seen in GPU
computing (Lee et al., 2010). We also see a large difference between the two GPU generations
in this comparison. The K40 device with improved architecture to accelerate computation, higher
theoretical peak-performance and number of processors is 3 to 6 times faster than the C2070 device.
The discrepancy in performance is also found among the size of the computational grid. Larger
domains of simulation tend to get better speed-up than smaller domains as the occupancy of GPUs
processor is higher. Our scalable ADI solver implemented in this work is also expected to utilize
the architecture improvement of next CUDA-capable GPU generations.
3.4 Benchmark Simulation Tests
Due to the lack of an analytical solution for coupled surface - sub-surface flow, we use a set of
benchmark test cases summarized below to compare our model with those published by others
for verification. We use direct value comparison method (Bennett et al., 2013) for measuring the
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quantitative performance among models in all test cases. Detailed information about these tests
can be found in previous work (Gottardi & Venutelli, 1993; Panday & Huyakorn, 2004; Kollet
& Maxwell, 2006; M. Kumar et al., 2009; Sulis et al., 2010; Maxwell et al., 2014). The test
cases include: (i) tilted V-catchment, (ii) infiltration excess, (iii) saturation excess, (iv) slab tests,
and (v) return flow. These involve simple geometries associated with other features (topography,
hydraulic and hydrogeological properties, and atmospheric forcing), but with complex physical re-
sponses designed to thoroughly compare model behavior (Maxwell et al., 2014). The test cases also
feature step functions of rainfall followed by a recession period. The response variables analyzed
include domain outflow, saturation conditions, and location of intersection between the water table
and land surface (Maxwell et al., 2014). Model parameters used for these tests are similar to the
set shown in two inter-comparison studies by (Maxwell et al., 2014) and (Sulis et al., 2010) and
presented in Table 3.1. To avoid confusion, we only select four representative models based on
similarities and differences for comparison in this paper: ParFlow (Parallel Flow) - uses fully im-
plicit finite difference method for numerical solution (Kollet & Maxwell, 2006); Cathy (Catchment
HYdrology) - uses finite element method and the boundary condition switching approach for cou-
pling strategy (Paniconi & Wood, 1993; Paniconi & Putti, 1994); tRIBS+VEGGIE (Triangulated
Irregular Network (TIN)-Based Real Time Basin Simulator) - uses an irregular spatial discretiza-
tion and first-order exchange for coupling strategy (Ivanov et al., 2004); and PAWS (Process-based
Adaptive Watershed Simulator) - uses asynchronous linking and couples 1-D Richard equation in
unsaturated zone with saturated domain (Shen & Phanikumar, 2010). Additional comparisons for
similar tests from other available models can be found in previous studies (Maxwell et al., 2014;
Qu & Duffy, 2007).
3.4.1 Tilted V-catchment
The tilted V-catchment problem is a standard test case for the overland flow model. The domain
consists of two inclined planar rectangles of width 800 [m] and length 1000 [m] connected together
by a 20 [m] wide sloping channel as shown in Figure 3.3a & b. This test only considers the surface
flow processes and is used to assess the behavior of the surface routing component without any
contribution from the sub-surface by assuming that no infiltration occurs. The slope of the planes
is 5% and the slope of the channel is 2%. The simulation consists of a 90 [min] rainfall event (at
a uniform intensity of 1.8× 10−4 [m/min]) followed by 90 [min] of recession (Figure 3.3c).
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Figure 3.3: Benchmarking outflow response using a tilted V-catchment for overland and channel flow [after
(Sulis et al., 2010; Maxwell et al., 2014)]. (a) Tilted V-catchment domain - three-dimensional view. (b)
Tilted V-catchment domain - top view. (c) Rainfall series consists of a uniform rainfall event from 0 to 90
[min] followed by 90 [min] of no rainfall. (d) Comparisons of overland and channel outflow at the outlet
between GCS-flow and other models.
The comparisons of outflow result from GCS-flow with other four models in the tilted V-
catchment test case are shown in Figure 3.3d. The GCS-flow model generally predicts quite similar
behaviors to the four models selected. GCS-flow exhibits agreement with tRIBS-VEGGIE for ris-
ing limb, prediction of time to steady state, peak flow, and recession phases. However, the largest
model differences during the rising phase are found in the predictions of GCS-flow and Parflow
model. We have also found that outflow in GCS-flow occurs slightly earlier than all other models
during the rising limb phase of the hydrograph. This discrepancy may be attributed to the time-
splitting treatment of ADI for diffusive flow in comparison with other overland routing models.
Nonetheless, there is a greater agreement among all models during the recession phase.
3.4.2 Infiltration Excess
The infiltration excess tests aim to investigate the Hortonian runoff produced before complete
saturation of the soil column. This is achieved by specifying homogeneous saturated hydraulic
conductivity Ks smaller than the rainfall rate. We test the model with two different low values of
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Ks as shown in Table 3.1. The domain is an inclined planar rectangle of width 400 [m] and length
320 [m] (Figure 3.4a) with a uniform soil depth of 5 [m]. The slope of the planes in x−direction
and y−direction are 0.05% and 0%, respectively. No-flow boundary is prescribed at bottom of the
domain, and the initial water table is set at 1 [m] depth. A rainfall event 200 [min] in duration
with a rate of 3.3×10−4 [m/min] was applied to generate runoff, followed by 100 [min] of recession
period (Figure 3.4b). Model outflow is measured at the outlet of the grey strip of cells (Maxwell
et al., 2014; Sulis et al., 2010).
Figure 3.4c shows the outflow rate of GCS-flow as a function of time from the infiltration excess
test as compared with other models. In general, the four models produce very similar hydrograph
behavior throughout all phases as well as the magnitude of the outflow for both values of Ks.
For the lower Ks test case, the largest difference in outflow is found again between GCS-flow and
Parflow during the rising limb phase. We observe that the outflow is larger than Parflow at the
beginning but the two models tend to converge at the end of the rising limb. This discrepancy is
similar to the overland V-catchment test case shown above. For the higher Ks test case, in which
overland flow is less dominant, the outflow obtained from GCS-flow is in better agreement with the
four models. However, we also see that the recession curve drops slightly faster than other models
and most discrepancy is with Parflow in the last 60 [min] of the simulation time. Associated with
overland flow, the sharper drop of the recession curve may be attributed to the infiltration that is
treated using ADI and boundary switching algorithm in GCS-flow model.
3.4.3 Saturation Excess
The saturation excess tests are designed to investigate the Dunne runoff produced by ensuring
complete saturation of the soil column from below and the intersection of the water table with the
land surface. This is also achieved by specifying a homogeneous saturated hydraulic conductivity
(Ksat = 6.94×10−4 [m/min]) which is larger than the rainfall rate (Table 3.1). Boundary conditions
and domain of simulation are the same as the infiltration excess test (Figure 3.4a). However, we
run the model for two different values of initial water table depth at: 0.5 [m] and 1.0 [m] as shown
in Table 3.1. The test case with water table depth near the ground is expected to produce runoff
earlier and will be associated with larger flow magnitude than the test with deeper water table level.
As in the previous test, a rainfall event 200 [min] in duration with a rate of 3.3 × 10−4 [m/min]
was applied to generate runoff, followed by 100 [min] of recession Figure 3.4b.
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Figure 3.4: Benchmarking outflow response using homogeneous sloping tests [after Sulis et al. (2010);
Maxwell et al. (2014)] (a) Illustration of the domain for sloping tests. Outflow is measured at the outlet of
the grey strip of cells. (b) Rainfall series consists of a uniform rainfall event from 0 to 200[ min] followed
by 100 [min] of no rainfall. (c and d) Comparisons of outflow at the outlet between GCS-flow and other
models for two test cases: (c) Infiltration excess with two different values of hydraulic conductivity; and (d)
Saturation excess with two different values of water table depth.
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Figure 3.4d shows the outflow rate of GCS-flow as a function of time from the saturation excess
test and how it compares with other four models. We observe that the hydrograph produced from
GCS-flow model is in most agreement with tRIBS+VEGGIE and PAWS for both tests. In addition,
difference between GCS-flow and Cathy and Parflow is smaller than in the infiltration excess test,
especially for shallow water table case. Outflow occurs at very similar time for both shallow water
table tests (∼20 [min]) and deep water table test (∼120 [min]). Peak flow is also found in good
agreement with all models in the shallow test. For deep water table test case, GCS-flow is in largest
disagreement with Cathy during the rising limb. The difference in peak flow between GCS-flow
and Cathy is about 1.1 [m3/min] (12%). This is quite surprising as the two models use the same
boundary switching approach for calculating infiltration. But we note that Cathy has the lowest
peak flow among all the models. The discrepancy may comes from the numerical method used for
both overland and subsurface flow in the models that need further investigations.
3.4.4 Slab Test
The slab test illustrates the effect of spatial heterogeneity of soil hydraulic conductivity in the
same domain as in the infiltration and saturation excess tests. In this simulation, the soil is
generally uniform (with a Ks value of 6.94 × 10−4 [m/min]) except for a 100-m long, 0.05-m
thick, very low conductivity slab with Ks = 6.94 × 10−6 [m/min] as shown in Figure 3.5a. The
saturated hydraulic conductivity of the slab is designed to generate infiltration excess runoff while
the hydraulic conductivity of the rest of the domain is large and will only generate surface runoff
through saturation excess. Boundary conditions and domain of simulation are the same as the
previous two tests, and water table is set at 1 [m] depth. As in the infiltration excess case, a
rainfall event 200 [min] in duration with a rate of 3.3 × 10−4 [m/min] was applied to generate
runoff, followed by 100 [min] of recession (Figure 3.5b). We expect the combination of both
infiltration excess and saturation excess runoff in outflow for this test.
The comparisons of outflow result from GCS-flow with other models in the slab test case are
shown in Figure 3.5c. We found differences between the GCS-flow model and all others in this
test. First, runoff occurs after 80 [min] which is later than tRIBS+VEGGIE model but earlier
than PAWS, Parflow, and Cathy models. Second, During the rising limb phase, the hydrograph
curve from GCS-flow is quite smooth while ones produced from other models are quite flat. Finally,
the peak flow from GCS-flow model is closer to Cathy model (1.1 [m3/min]) and lower than the
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Figure 3.5: Benchmarking flow response using heterogeneous (slab) sloping tests [after (Sulis et al., 2010;
Maxwell et al., 2014)] (a) Domain and hydraulic conductivity distribution for slab test. (b) Rainfall series
consists of a uniform rainfall event from 0 to 200 [min] followed by 100 [min] of no rainfall. (c)Comparison
of outflow at the outlet between GCS-flow and other models.
other two models. Both GCS-flow and Cathy models are similar in using the boundary condition
switching approach, which might explain this similarity in the response of runoff. During the
recession phase, similar to other tests, outflow in GCS-flow model is in much better agreement
with other models.
Snapshots of saturation profile obtained from GCS-flow model at: 0, 60, 90, and 150 [min] are
presented in Figure 3.6. These moments of time, before the recession period, are chosen to show
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the complex physical responses of heterogeneous soil columns to infiltration, saturation, and lateral
unsaturated flow. While water table in soil columns with uniform Ks rises quickly due to saturation
excess, water table in the soil columns with heterogenous Ks (slab on top) rises very slowly due to
infiltration capacity limits. Lateral unsaturated flow is also observed due to gradient of moisture
in the sub-surface. Saturation profile for other models can be found in Maxwell et al. (2014, see
Figure 8). We also found some differences in saturation profiles among all models. These may
likely be explained due to the different coupling strategies and numerical scheme for solving the
models.
Figure 3.6: Saturation profile for the slab test at time 0, 60, 90, and 150 [min] obtained from GCS-flow
model.
3.4.5 Return flow
This test case uses the same hillslope domain as for the infiltration and saturation excess tests (see
Figure 3.4a) but with much higher values of hydraulic conductivity (6.94× 10−2[m/min]) to allow
rapid rise and fall of the water table. The water table is initially set at 0.5 [m] depth. Return
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flow is generated by an atmospheric forcing sequence formed by an initial 200 [min] rainfall event
of uniform intensity 1.5 × 10−4[m/min] followed by 200 [min] of evaporation at a uniform rate
of 5.4 × 10−6[m/min] (Figure 3.7a). Two hillslope inclinations are considered (0.5% and 5%) to
highlight the effect of different characteristic times scales of the surface and subsurface processes
(Maxwell et al., 2014; Sulis et al., 2010). The dynamics of return flow are evaluated by tracking
the evolution of the intersection point between water table and the land surface. The model is also
run with a uniform discretization comprising 100 vertical layers as done in other studies.
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Figure 3.7: Benchmarking the evolution of the intersection point between the water table and the land
surface [after (Sulis et al., 2010; Maxwell et al., 2014)]. (a) Atmospheric forcing consist of a uniform rainfall
event from 0 to 200 [min] followed by 200 [min] of uniform evaporation in log scale. (b, c) Simulation results
for the return flow test using hillslope inclination of (b) 0.5% slope and (c) 5 % slope.
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Figure 3.7b-c show the intersection point between the water table and the land surface as a func-
tion of time for hillslope inclination of 0.5% and 5%, respectively. For the 0.5% slope case, in which
infiltration and subsurface flow remain predominant, although the prediction of time for steady
state is similar for all models, we observe that water table along the hillslope obtained from GCS-
flow rises and intersects the ground more uniformly than other models. During evaporation phase,
the recession of the water table is slower than other models, except for Cathy (sheet flow). For the
5% inclination case, in which the catchment drains faster, we do see more disagreements among
GCS-flow and others during all rising, quasi-steady equilibirum, and recession phases. Specifically,
the intersection point in GCS-flow are closer to the upslope point during steady state than others
which implies that the moisture gradient resulting from the surface slope was not captured well in
GCS-flow. This could be due to the discretization of finite difference in ADI for solving the variably
saturated equation. This issue may also explain the uniform rising of water table before reaching
steady state in both cases. The recession of the water table is faster than the gentler-slope case
and exhibits better agreement with PAWS and Parflow.
In general, the GCS-model performs quite similarly to other conjunctive models that have been
published in literature. Although, we observe greater differences among models in more complex
tests and owing to different numerical approach, all model are very consistent in more simple tests.
These results support the rationale for the modeling scheme developed using GPUs for larger scale
simulation presented in the next section.
3.5 Simulations with Lidar Data
We run the GCS-flow model for an observed topography in the Goose Creek watershed of the
Sangamon River Basin, in central Illinois, USA (Figure 3.8). This watershed is intensively man-
aged for agriculture and is part of the Critical Zone Observatory for Intesively Managed Land-
scapes (http://imlczo.org). Lidar data used is available from the Illinois State Geological Survey
(https://www.isgs.illinois.edu). The domain of simulation is 6.6 km × 7.4 km with 2.0 m soil depth.
Topographic resolution of the simulation domain is 1.2 m × 1.2 m (Figure 3.8c). This results in
over 35 million grid points on the surface and 350 million grid points over the entire subsurface do-
main. At this high resolution, micro-topographic features can be observed on the land surface such
as road-side ditches, small depressions, etc. Topographic gradient in the study site is quite small as
elevation variation is very small (from 205 to 222 [m] above sea level, average slope ≈ 0.25%). Soil
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Figure 3.8: Area of simulation used to illustrate the GCS-flow model at lidar-data resolution. (a and b)
Map of Goose Creek watershed of the Sangamon River Basin in central Illinois, USA. (c) Lidar data in
Goose Creek watershed. Red rectangle shows the area used in illustration in Figure 3.9.
physical properties are available from Soil Survey Geographic database (SSURGO) distributed by
Natural Resources Conservation Service (http://websoilsurvey.sc.egov.usda.gov). The average val-
ues of soil properties used in our simulation is follow: Ks = 0.0054 [m/min], θs = 0.37, θr = 0.10,
α = 3.35 [cm−1], and n = 1.25.
Observed atmospheric forcing data obtained from nearby Bondville flux tower is used to drive the
GCS-flow model. We use precipitation collected at 30 min intervals during a three week period in
May 2005 for running the simulations (Figure 3.9a). Evaporation rate is assumed at constant rate
1 [mm/day] for the domain. Initial soil moisture is set uniformly at 0.26 over the entire domain. In
surface domain, no-flow boundaries are applied at the lateral boundaries. In sub-surface domain, we
use a fixed boundary pressure head at -4 [m] for the bottom and no-flow boundaries for the lateral
interfaces. In terms of computational efficiency, the simulation domain results in approximately
3.5 ×108 unknowns (grid cells) for computation. The model takes about 19.6 [hr] on Tesla K40
GPUs for completion. Given using a single GPU device, this computational efficiency is significant
and makes hydrologic simulations feasible over large areas.
A smaller area (900 m×1080 m) within the simulation domain is chosen (red box in Figure 3.8c)
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Figure 3.9: Profile of the spatial distribution of soil-moisture for the rectangle domain shown in Figure 3.8c.
(a) Precipitation time series used for the simulation period; (b) Water depth simulated on the study area by
GCS-flow at 320 hr; and (c) Corresponding soil moisture profile at layers over depth simulated by GCS-flow
at 320 hr.
to show for detailed illustration of the vertical variation of soil-moisture as impacted by micro-
topographic features. The snapshot of overland spatial flow in this reduced area after 320 [h] is
presented in Figure 3.9b. The model shows flow accumulation in topographic depressions and in
the road-side ditches which carries significant flows in these agricultural landscapes. These features
are often ignored in modeling with lower resolution and coarser computational grid. The profile of
soil moisture over depth at the same time is shown in Figure 3.9c. While the top boundary of the
domain is controlled by surface water availability and atmospheric fluxes, the low values of bottom
boundary allow water to drain significantly to soil layers below the simulation domain. We however
observe the positive correlation between micro-topographic depressions on the land surface and soil
moisture distribution below-ground. Areas where water is accumulated due to low elevation on the
landscape provide more moisture for infiltration than other area.
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3.6 Conclusion
A formulation of coupled surface - sub-surface flow model using lidar-resolution topographic data
that is implemented on GPU parallel computing architecture has been presented. The numerical
solution for both overland flow and sub-surface flow model is based on the ADI method. While 2-D
classic ADI is applied for overland flow model, an iterative ADI associated with Picard iteration
approach is used for 3-D sub-surface model due to the non-linearity in the relationship in the mixed
form of Richards equation. This approach combines benefits in simplicity and cost for computation
because only tridiagonal linear systems are involved for providing direct solution and the ability to
decompose into fine-grain tasks for GPU parallel structure. The model has been compared with
others using several standard benchmark test cases. The results from benchmark tests generally
show good agreements among all the model for a wide variety of benchmark test cases. Some model
differences are found in complex tests due to different coupling strategies and numerical solution.
The GCS-flow model has been used to simulate an intensively managed landscape in the Goose
Creek watershed, Illinois, USA. The lidar-derived topographic data at 1.2 m resolution is used
for detailed hydrologic simulation. Results presented indicate that this performance is faster than
CPU and has the potential to apply for detailed ecohydrologic modeling in large areas.
We suggest that future work should aim to expand this model to understand the dynamics and
linkages between soil moisture and microtopographic features on a range of applications including
ecohydrology, agriculture, etc. In addition, with rapid advances in GPU computing, the model
can be used as a starting point to explore: (i) possible alternative formulations (i.e. fully im-
plicit scheme, iterative methods) based improved computational libraries for GPU developed by
the community; (ii) new memory structures and capabilities released in the next GPU generations
for parallel computing in general and for hydrologic modeling in particular; and (iii) implementa-
tions and scaling behaviors of hydrologic and integrated flow modeling on multiple-GPUs. Such
efforts will lead to an improved understanding and a more robust generation of integrated surface-
subsurface flow modeling using high-performance GPU computing.
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CHAPTER 4
UNDERSTANDING ECOHYDROLOGIC DYNAMICS UNDER
CLIMATE CHANGE
4.1 Introduction
Amongst the most important potential environmental changes is the elevation of atmospheric car-
bon dioxide concentrations ([CO2]), predicted to increase to 550 ppm by 2050 and probably exceed
700 ppm by the end of the 21th century (Houghton, 2001). This rising rate of [CO2] is the net con-
sequence of anthropogenic carbon emissions plus ecosystem processes that release or remove carbon
from the atmosphere. The acclimation of vegetation in direct response to rising [CO2] has long been
of interest and called for the development of Free-Air CO2 Enrichment (FACE) technology (Lewin,
Hendrey, & Kolber, 1992; Lewin, Hendrey, Nagy, & LaMorte, 1994; Hendrey & Miglietta, 2006).
Growing evidences from FACE experiments indicate that increasing [CO2] affects stomatal con-
ductance and stimulates enhancements of photosynthesis in C3 plants (Ainsworth & Long, 2005;
Ainsworth & Rogers, 2007; Long, Ainsworth, Rogers, & Ort, 2004; Leuzinger & Krner, 2007).
These experiments have also shown insensitivity of key photosynthetic enzymes of maize (C4) to
elevated [CO2] and pointed to the alleviation of water stress as the primary benefit (Leakey et al.,
2009; Leakey, 2009). The disparity in these acclimatory responses under elevated [CO2] can be
attributed to the differences of the photosynthetic pathways between C3 and C4 plants (Campbell
& Norman, 1998; Hopkins & Huner, 2008). Rising [CO2] is thus expected to affects water-use
efficiency or the rate of carbon uptake per unit of water lost which quantifies how much water an
ecosystem uses relative to carbon gained (Keenan et al., 2013).
One of the primary concerns with the impacts of vegetation acclimation under climate change is
its potential to alter hydrologic cycle through modifications in evapotranspiration (ET). Modeling
assessments at vertical scales incorporating acclimatory mechanisms suggest substantial changes
of ET losses in response to higher [CO2] and temperature increases (Drewry et al., 2010a, 2010b;
Le et al., 2011). However, the spatial characterizations of these effects on eco-hydrologic dynamics
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controlled by microtopographic variability on the land surface, such as soil moisture content, pond-
ing persistence in topographic depressions (Le & Kumar, 2014) and surface runoff, remain poorly
understood. Capturing these characterizations is critical to understand how ecosystem and biogeo-
chemical processes are influenced under global change. These eco-hydrologic dynamics often arise
from large-scale space and time integrated impact of small-scale processes which requires detailed
modeling that is coupled at a range of scales.
A number of modeling studies have been conducted to investigate the spatial heterogeneity and
process complexity of the soil-vegetation-atmosphere interactions in ecosystems (Maxwell & Miller,
2005; Maxwell et al., 2007; Ivanov et al., 2008; Niu et al., 2014; Shi, Davis, Duffy, & Yu, 2013).
The common approach among these models is the coupling of a land surface model (LSM) with
a distributed, either physically-based or simplified, hydrological model to capture the feedback
cycles between the biosphere and atmosphere. In these LSMs, the surface layer is often simplified
by using a bulk canopy or ‘big-leaf’ parameterization and other assumptions, usually based on the
Monin–Obukhov-type similarity theory (Oke, 1988). These simplifications do not resolve gradients
in biological functioning or physical microenvironment vertically through the canopy and therefore
cannot consider plant biochemical, ecophysiological, and structural acclimation to modifications
of the ambient environment under climate change (Drewry et al., 2010a). This can result in er-
rors in mass and energy exchange estimation (Sinclair, Murphy, & Knoerr, 1976; Pyles, Weare, &
Pawu, 2000), and may be particularly problematic for understanding the impact of canopy struc-
tural changes, and biochemical and ecophysiological acclimation to climate change (Drewry et al.,
2010a). In addition, existing distributed hydrologic models used have not been incorporated capa-
bilities to capture processes dominated by micro-topographic features on the land surface. This can
be attributed to the fact that data and computational capacity to support such investigations over
large areas have not been widely available until recently. As a result, sub-grid parameterization
is often used in coarser scale models to develop insights, resulting in large uncertainties about the
complex interaction of processes associated with the systems. It has been shown that ignoring
micro-topographic variability may lead to significant biases in the estimation of streamflow gener-
ation (Dunne et al., 1991; Frei et al., 2010; Thompson et al., 2010; Loos & Elsenbeer, 2011), soil
moisture dynamics (Simmons et al., 2011), and the surface - sub-surface flow interactions (Frei &
Fleckenstein, 2014).
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The objective of this study is to evaluate spatial and temporal changes in ecohydrologic systems
induced by the acclimatory responses of vegetation under climate change. We predict that chang-
ing plant water-use efficiency due to vegetation acclimation will affect soil moisture and associated
hydrologic dynamics at scales dominated by micro-topographic features. We test this prediction
through the coupling of a multi-layer canopy (MLCan) model (Drewry et al., 2010a; Le, Kumar,
Drewry, & Quijano, 2012) with a distributed hydrologic flow (GCS-flow) model (Le, Kumar, Val-
occhi, & Dang, 2015). While MLCan is a biophysical model that simulates the eco-physiological
acclimations of vegetation under climate change, GCS-flow is an integrated surface–sub-surface
flow model utilizing lidar-resolution topographic data to capture the micro-topographic controls on
hydrologic processes. The coupled model is tested for maize (C4) in central Illinois over the growing
seasons in 2005. This study for the first time presents the impacts of vegetation acclimation under
climate change on ecohydrologic dynamics associated with micro-topographic variability revealed
from lidar data.
4.2 Materials and Methods
4.2.1 Integrated modeling framework
In this section, we describe the main features of MLCan and GCS-flow and a coupling scheme
between the two models (see Figure 4.1) for large-scale simulations of vegetation acclimation and
ecohydrologic dynamics at fine-resolution under climate change.
Multi-layers canopy model
The MLCan model simulates the linkage between above- and below-ground ecohydrologic processes
using a multi-layer modeling approach. It incorporates explicit coupling between leaf-level ecophys-
iological processes (photosynthesis and stomatal conductance), physical processes (energy balance
and boundary layer conductance) and below-ground water and thermal statuses (soil moisture and
temperature) as shown in Figure 4.1. The model resolves both the shortwave and longwave radiation
regimes for each layer using a Beer–Lambert–Bouguer law relationship that incorporates vegetation
clumping, separating leaves in direct sunlight from those in diffuse and shaded light throughout
the vertical canopy space (Campbell & Norman, 1998). It provides predictions of photosynthetic
CO2 assimilation and respiratory losses, as well as latent and sensible heat fluxes for each canopy
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Figure 4.1: Schematic of the coupled multi-layer canopy (MLCan) and conjunctive surface-subsurface flow
(GCS-flow) models. In above ground, shortwave radiation components (photosynthetically active and near
infrared radiation) are attenuated through the canopy, accounting for absorbed, transmitted, and reflected
fractions at each layer. The longwave radiation regime accounts for absorption and emission by the foliage
in each canopy layer. At leaf-level scale, ecophysiological (photosynthesis and stomatal conductance) and
physical (boundary layer conductance and energy balance) components are coupled to determine the flux
densities of CO2, water vapor, and heat as function of ambient environmental conditions and radiation
drivers. Rainfall and dew accumulate on foliage, resulting in evaporation and a reduction in throughfall
to the soil. Rainfall and dew replenish the subsurface moisture store that supplies the root water uptake.
In below-ground system, soil heat and moisture are modeled using 3D heat transport and the mixed form
Richards equations, respectively. While ground heat fluxes drive the soil temperature model, soil infiltration
and plant transpiration control the soil moisture dynamics as source and sink terms. Runoff formed on
the land surface due to infiltration and saturation excess mechanisms are routed using depth-averaged flow
equations. The MLCan and GCS-flow models are fully coupled through the exchanging information of soil
moisture, infiltration, and ET rate every time step between each other.
layer through considerations of energy balance for both sunlit and shaded leaf fractions. The rate
of photosynthetic CO2 assimilation is directly linked to the water use or transpiration of plants.
Within-canopy gradients of wind speed are calculated using the mean momentum equation (Poggi,
Porporato, Ridolfi, Albertson, & Katul, 2004). Gradients of humidity, temperature, and CO2 are
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computed using a temporally averaged conservation of mass equation and assuming negligible stor-
age within the canopy airspace (Katul, Mahrt, Poggi, & Sanz, 2004). An iterative surface energy
balance procedure is used to estimate heat flux entering and leaving the soil system at the ground
surface. MLCan model is available as open source (Le et al., 2012) and has been validated for a
number of plant species, including both C3 and C4, in natural and agricultural ecosystems (Drewry
et al., 2010a; Le et al., 2011; Quijano, Kumar, & Drewry, 2013; Quijano & Kumar, 2015). We
refer the reader to the work of Drewry et al. (2010a) for the complete mathematical formulation of
MLCan model, including all parameters describing the species-specific physiological and physical
characteristic for maize. Simulations at vertical scales capturing the ecohydrological responses of
C3 (soybean) and C4 (maize, switchgrass, miscanthus) crops under ambient and elevated [CO2]
using MLCan are presented in previous studies (Drewry et al., 2010b; Le et al., 2011).
Conjunctive surface–sub-surface flow model
The GCS-flow model is used to the simulate hydrologic and thermal processes below the canopy (Le
et al., 2015). The model is developed with capabilities to utilize lidar-resolution topographic data
for simulating conjunctive surface flow and subsurface transports of soil heat and moisture in the
below-ground system. The overland flow on the surface is simulated by the depth-averaged flow
equations. Variably saturated subsurface flow in the soil domain is represented on the basis of the
mixed form Richards equation. This mixed form has been shown to possess conservation property
to maintain mass balance (M. B. Allen & Murphy, 1985; Celia et al., 1990). The unsaturated
hydraulic conductivities are calculated using a closed-form model (Mualem, 1976; van Genuchten,
1980). Soil temperature regimes affected by ground heat fluxes are modeled by well-known diffusive
heat equation (Lienhard, 1981). To accurately capture the ponding in topographic depressions and
soil infiltration fluxes on the ground surface, a boundary condition switching procedure is used for
coupling the surface and sub-surface flow in GCS-flow model. Specifically, the boundary condition
at any surface ground nodes of the sub-surface domain is allowed to switch between a Dirichlet
(specified head) and a Neumann (specified flux) type, depending on the current saturation state
of that node, which is iteratively identified from infiltration capacity, evaporation, and moisture
availability at the top soil layers in the model. Fully implicit and ADI numerical schemes are
options to use in GCS-flow model to numerically solve the governing partial differential equations.
GCS-flow model has been benchmarked with other models using a set of test cases and shown
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to be efficient for hydrologic simulations at lidar-resolution scale (Le et al., 2015). The model is
implemented on a graphics processing unit (GPU) parallel computing architecture which supports
the use of different generations and types of CUDA-capable GPUs. We refer the reader to the work
of Le et al. (2015) for further detail information on GCS-flow model.
Coupled multi-layer canopy ecohydrologic model
GCS-flow is fully coupled with MLCan through the exchange of soil moisture, infiltration, and ET
rate between each model. The vertically resolved MLCan model is integrated into every GCS-
flow model’s grids covered by vegetation, and information exchange is iteratively performed at
every time step. The hydrologic and the multi-layer canopy components share the same model
parameters at subsurface (e.g., soil physical properties). At each time step, MLCan first provides
GCS-flow with throughfall reaching soil surface, ET loss and heat fluxes as boundary conditions
and source/sink terms. In turn, simulations obtained from GCS-flow at the same time step provide
MLCan model with updated soil moisture, soil temperature, and overland flow for computations
in subsequent time steps.
For efficient simulations at large-scale, we couple the two models on a hybrid CPU-GPU parallel
computing framework (Figure 4.2). Specifically, MLCan is implemented at all nodes covered by
vegetation using Message Passing Interface (MPI). A load balancing strategy is used to distribute
the domain of computation evenly among MPI tasks for canopy simulations. Each MPI task
implements MLCan on its own grid cells independently and simultaneously on each CPU processor.
The MPI model is designed to be scalable for utilizing supercomputing resources across scales.
Information obtained from MLCan model in each MPI tasks are gathered to GPU devices for
driving GCS-flow modeling in the same time step. Simulation obtained from GCS-flow model are
then scattered to MPI tasks for driving canopy simulations in the next time steps.
4.2.2 Study area and Data
The study is performed in the Goose Creek watershed of the Upper Sangamon River Basin (USRB)
in central Illinois, USA (Figure 4.3). This watershed is intensively managed for agriculture and is
part of the Critical Zone Observatory for Intensively Managed Landscapes (IML-CZO). Maize and
soybean are two major crops planted in rotation every year in the study area. Lidar topographic
data used for this study (at resolution 1.2 m × 1.2 m) is available from the Illinois State Geological
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MLCan GCS-flow
Figure 4.2: Scalable hybrid CPU-GPU framework for the coupling of MLCan and GCS-flow models. While
simulations of MLCan are implemented in CPU using MPI (left), simulations of GCS-flow are implemented
in GPU (right). The two models are fully coupled at every time step of the simulations.
Survey (ISGS, http://www.isgs.illinois.edu). Topograhic gradient in the Goose Creek water-
shed is very small (average slope ≈ 0.25%), highlighting the important role of microtopographic
variability on the landscape. Land use and land cover data at 10 m × 10 m resolution is obtained
from the U.S. Geological Survey (USGS). Soil physical properties at 10 m × 10 m resolution are
obtained from the Soil Survey Geographic database (SSURGO) distributed by Natural Resources
Conservation Service (NRCS, see http://websoilsurvey.sc.egov.usda.gov).
Meteorological forcing data measured at half-hourly intervals from a nearby AmeriFlux tower
located in Bondville, Illinois, USA (40.01◦N, 88.29◦E) is used to drive the coupled models. Eco-
physiological data, including leaf area index (LAI), measured approximately at biweekly intervals
is also collected at Bondville Ameriflux tower. Observations collected in growing season 2005 are
used for simulations in this study. Key model parameters in the canopy and root systems for maize
used in MLCan model are chosen from our prior studies (Drewry et al., 2010a). Summary of the
data used for model simulations is presented in Table 4.1.
Table 4.1: Summary of data used for model simulations
Data Resolution Time (year) Location(s) Sources
Meteorological forcing Half-hourly 2005 Bondville, IL Ameriflux
Ecophysiology Biweekly 2005 Bondville, IL Ameriflux
Lidar topographic data 1.2 m × 1.2 m 2008 Goose Creek ISGS
Lidar topographic data 10 m × 10 m 2008 Goose Creek USGS
Soil physical properties 10 m × 10 m 2007 Goose Creek SSURGO
Model parameters n/a n/a Bondville, IL Drewry et al. (2010a)
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Figure 4.3: Map of location and land cover for the Goose Creek watershed of the Upper Sangamon River
Basin in central Illinois, USA. The watershed is intensively managed for agriculture and is part of the Critical
Zone Observatory for Intensively Managed Landscapes. Rotation maize and soybean the two major crops
in the study area.
4.2.3 Model Implementation
We run the coupled model for maize over the growing season in 2005. The model is run over a
domain of 1.5 km × 2.0 km with 3.0 m soil depth which is discretized into 14 layers. At each
node, MLCan model is discretized into 15 layers vertically for simulating canopy processes. This
discretization has been shown to be sufficient to accurately capture canopy-atmosphere mass and
energy exchange for maize canopy (Drewry et al., 2010a). This results in approximately 60 millions
grid points for computations which lead to several hundred millions unknowns for numerical solution
in the entire system at each time step.
The model runs are performed with 3 different scenarios contrasted to evaluate the impacts of
vegetation acclimation on ecohydrologic dynamics under climate change. First, for the present con-
ditions, [CO2] is set equal to 385 ppm to correspond to the observed data in 2005 growing season,
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which are used for the baseline scenario (S1). Second, under climate change, [CO2] is set equal to
550 ppm projected for 2050 in the Midwestern U. S. under business as usual outlook (Wuebbles &
Hayhoe, 2004) and no increase in air temperature is assumed for this scenarios (S2). This scenario
emphasizes on the impacts of solely elevated [CO2] on ecohydrological dynamics. Finally, in the
third scenario (S3), the likely increase of air temperature at 3◦C is also considered along with
high [CO2] set at 550 ppm. Scenario S3 highlights the effects of expected air temperature change
from elevated [CO2] on ecohydrological responses. In all simulations, free-flow boundary conditions
are prescribed in GCS-flow model at the lower boundaries of the soil domain. No-flow boundary
conditions are set at the lateral interfaces of the simulation domain. C4 plant photosynthesis has
been shown to be insensitive to the elevated [CO2] (Leakey et al., 2009; Leakey, 2009), we further
assume no change in canopy structure and LAI values of maize in our simulations for S2 and S3
scenarios. Summary of the baseline and projected climate change scenarios for model simulations
are shown in Table 4.2.
Table 4.2: Climate change scenarios for driving the coupled MLCan–GCS-flow model.
Scenario [CO2] (ppm) ∆T (
◦C)
S1 - baseline 385 0.0
S2 - projected 550 0.0
S3 - projected 550 3.0
∗∆T represents air temperature increase
4.2.4 Topographic Depression Identification
Here, we separately use the TDI model to pre-identify and isolate micro-topographic depressions
on the landscape (Le & Kumar, 2014). We refer the reader to Chapter 2 for details on the TDI
model. The long residence time of water in these micro-topographic depressions are critical for
studying hydrologic and biogeochemical processes. Grid cells identified as topographic depressions
from the TDI model are used with results obtained from MLCan and GCS-flow models for ponding
depth and residence time analyses.
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4.3 Results
4.3.1 Canopy simulations
The diurnally-averaged profiles and acclimatory responses of photosynthetic (An) and transpiration
(TR) rates of maize over the entire simulation domain under projected climate change are presented
in Figure 4.4. We observe quite similar vertical profiles of both An and TR under present climate
condition S1 for the growing season 2005 (Figure 4.4a & e) as An is tightly linked with the heat
and ET fluxes in the canopy which controls soil heat and moisture regimes belowground. As
photosynthetically active radiation is the primary driver of An, the diurnal distributions of An
and TR are strongly influenced by leaf area density (LAD) and incoming shortwave radiation over
the course of the day. An and TR are found to be highest (2.67 µmol m
−2s−1 and 0.75 mm/d,
respectively) at the very top of the canopy around mid-noon where shortwave intensity is strongest.
The attenuation of radiation within the canopy leads to exponential decreases of An and TR along
the canopy height and decrease of soil evaporation at the ground. These gradients are captured in
MLCan through the multi-layer approach.
The diurnally averaged net-canopy An and TR are presented in Figure 4.4b & f, respectively.
Net-canopy An and TR are found to be highest at noon (18.1 ± 13.9 µmol m−2 s−1 and 5.62 ±
4.84 mm/d, respectively) as well. In contrast, the smallest values of net-canopy An are found
after sunset at 8 pm (-1.4 ± 1.0 µmol m−2 s−1) and the smallest values of net-canopy TR are
found before sunrise at 5 am (0.01 ± 0.035 mm/d). Negative values of An shows activities of
dark respiration of vegetation during the nighttime modeled by MLCan. During the daytime, An
and TR, however, show large variabilities of photosynthesis and evapotranspiration as functions of
downward radiation.
The differences in diurnally averaged net-canopy of An and TR between S1 and S2 scenarios are
shown in Figure 4.4c & g. We find small increases of An (largest at 1.3%) and much larger decreases
of TR (largest at 26%) under elevated [CO2] condition, in agreement with previous hypothesis on the
impact of elevated [CO2] on the functioning of C4 plants (Ghannoum, Caemmerer, Ziska, & Conroy,
2000). The differences of An and TR between S1 and S3 scenarios are shown in Figure 4.4d & h,
respectively. Under both elevated [CO2] and increased air temperature, An is found to decrease
slightly (largest at 1.5%) which leads to an increase of TR (largest at 20%). The variability of
diurnally averaged net-canopy An is also found much higher in scenario S3 than in scenario S2.
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4.3.2 Impacts of elevated CO2 on soil water dynamics
Ecohydrological changes under vegetation acclimation are coupled with micro-topographic vari-
ability and hydrologic dynamics through numerical simulations modeled in GCS-flow. Changes in
ecohydrological dynamics dominated by micro-topographic features in response to elevated [CO2]
and air termperature increase are presented in Figure 4.5. Specifically, Figure 4.5a shows the to-
pographic data at lidar-scale of a smaller area (900 m × 600 m) within the simulation domain.
Using the TDI model, topographic depressions are characterized on the land surface for ponding
dynamics and persistence time analyses. We found that micro-topographic depressions exist at
many sizes and are quite ubiquitous in the study areas as represented by red polygons in Fig-
ure 4.5b. This feature is often ignored in previous studies due to lower resolutions of topographic
data. While bigger topographic depressions are located more frequently near the stream and as
road-side ditches, smaller depressions tend to be distributed more randomly across the landscape,
following the power-law scaling relationship (Le & Kumar, 2014). Because the residence time of
surface water in topographic depressions is often longer than in other cells, the high density of
micro-topographic depressions found will likely affect soil infiltration and increase the residence
time of water in the domain.
Figure 4.5c shows a snapshot of the soil moisture profile in a short cross-section within the
simulation domain. In areas covered by maize, we observe drier soil moisture content in the root
zone (top 1m) and below where plants uptake water for transpiration. The mean soil moisture
θ in the root zone at the time of this snapshot is 0.34 which is lower than θ found in the same
layers in non-vegetated areas (0.38). We also found that higher soil moisture content accumulates
in zones under the topographic depressions for both vegetation covered and non-vegetated areas
(θ = 0.40 - 0.45). This can be attributed to the higher infiltration rate of water accumulated
in topographic depressions from rainfall and overland flow. The residence time of water in these
topographic depression cells are often much longer than in non-depression cells. High soil moisture
content below topographic depressions creates positive gradient for lateral moisture redistribution
in the soil domain.
Figure 4.5d & e show the difference in θ in term of percentage change between S1 and S2 and
between S1 and S3 scenarios, respectively. Under higher [CO2], the changes in canopy energy flux
of C4 (maize) are found significantly larger than those for C3 (soybean). This is due in part to
the lack of structural or biochemical acclimation in C4 plants under elevated [CO2] (Drewry et al.,
55
209
215
214
213
212
211
210
216 Topographic Depressions
(a) (b)
A A
Crop cover
Crop cover
Crop cover
Topographic
depression
(c)
(d)
(e)
Figure 4.5: Comparison of soil moisture (θ) profile under present (S1) and elevated (S2) [CO2] conditions.
(a) Lidar data of a smaller area (900 m × 600 m) within the simulation domain. (b) Map of topographic
depressions identified from the TDI model using lidar data in Goose Creek watershed. (c) Snapshot of
soil moisture profile over depth in cross-section A-A at DOY 230 in growing season. (d) Difference of soil
moisture profile over depth between S1 and S2 scenarios. (e) Difference of soil moisture profile over depth
between S1 and S3 scenarios.
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2010b). As a result, this leads to a decrease in plant transpiration under higher [CO2]. Indeed,
we observed wetter soil moisture profile under elevated [CO2] simulations in comparison with the
baseline S1 (Figure 4.5d). The largest differences of soil moisture content (∆ ≈ 20%) between S1
and S2 are often found in soil layers under topographic depression cells and right below the active
root zone due to [CO2] enrichment repsonse of maize. In non-vegetated covered areas, the changes
in θ over the entire soil column are much smaller than in areas covered by vegetation as no changes
happens in the root zone. Small positive changes observed in these areas can be attributed to
the horizontal movement of moisture in the soil domain. However, when higher air temperature is
also considered, the increase of transpiration TR led to drier soil moisture profile in S3 than in S1
(Figure 4.5e). Increasing air temperature likely controls the root water potential which increase
plant transpiration, offsetting the benefit of rising [CO2].
Comparison of the domain-layer averaged soil moisture profiles along time over the entire growing
season among simulations in S1, S2, and S3 scenarios are presented in Figure 4.6. Key meteoro-
logical forcing data including rainfall (PPT ), air temperature (Ta), and incoming global radiation
(Rg) observed in growing season 2005 are shown in Figure 4.6a. The variation of the domain-layer
averaged soil moisture along time over the entire growing season under present climate condition
(scenario S1) is shown in Figure 4.6b. We observe that soil moisture profile in each layer is also
tightly linked with the root fraction in the soil. Dry soil moisture layers are typically found at
depths of 0.5 m - 1.0 m. However, dry soil moisture may exist near the land surface due to soil
evaporation after a long period of no rainfall. ET and soil moisture dynamics are also controlled
by LAI (Figure 4.6b)
Under elevated [CO2] condition (S2), we see a wetter soil moisture profile in comparison with the
one in scenario S1 over the entire season (Figure 4.6c). The increases of soil moisture at all layers
comes from the reduction of plant transpiration under elevated [CO2]. These changes nonlinearly
increase the hydraulic conductivity that allow faster exchange of moisture between the top layers
and zones below the soil domain. However, in S3 scenario, we have observed significant decreases
of soil moisture over the season (Figure 4.6d). Air temperature change increases demand for ET
for root zone water uptake and direct soil evaporation from solar energy.
Comparison of the mean soil moistures among all scenarios and ponding depths are presented in
Figure 4.7. In S2 scenario, accumulation of moisture increase is observed over the growing season,
leading to an 8-9% increase in the entire domain at the end of the season. This water conservation
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Figure 4.6: Variations of mean soil moisture profiles over the entire simulation domain during the growing
season. (a) Key meteorological forcing data, including precipitation (PPT ), air temperature (Ta), and
global radiation (Rg), observed in 2005 for driving the models. (b) Mean soil moisture profile through soil
column over the simulation domain under present [CO2] condition in scenario S1 during growing season
2005. The solid line represents the root fraction over depth. Open circle line represent the variation of leaf
area index, LAI, over time. (c) Mean soil moisture profile through soil column over the simulation domain
under elevated [CO2] condition in S2. (d) Mean soil moisture profile through soil column over the simulation
domain under elevated [CO2] and temperature increase condition in S3.
effect is positive for crop production from the viewpoint of agriculture. In S3 scenarios, when air
temperature is considered, significant decreases of soil moisture are observed during and at the end
of the season, leading to a decrease of ≈ 20%. The variations of ponding depth are closely related
to rainfall distribution and intensity. Large values of ponding depth are found during large storm
events and when infiltration excess surface flow occurs. The longest ponding time found in S1, S2,
and S3 is about 20 ± 3 days. The dynamics of ponding depth over time is also nonlinear as shown
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Figure 4.7: (Top) Mean-column soil moisture variation over the growing season averaged over the domain
for S1 (Ambient), S2 (elevated) and S3 (elevated and temperature increase). Vertical black bars represent
observed precipitation (PPT ). (Bottom) Corresponding averaged ponding depth and residence time over
the entire domain found in topographic depression cells for S1, S2, and S3 simulations.
in Figure 4.7. The long tail of recession of water in topographic depressions can be attributed to
changes in infiltration rate when ponding heads are small and top soil layers are near the saturation
point.
4.3.3 Statistical Analyses
The exceedance probabilities (EP) in semi log-scale of soil moisture for the entire domain over the
growing season for the 3 different scenarios are shown in Figure 4.8. The soil moisture value at
which EP = 0 is defined as the minimum soil moisture θmin of the entire domain. Under present
climate condition (S1), θmin = 0.25. This value slightly increases (θmin = 0.27) under elevated
[CO2] as shown by the S2 curve that lead to higher EP of moisture. A large decrease of the
minimum soil moisture are found in S3 (θmin = 0.15) that pulls the curve down away from S1
curve, implying drier soil moisture. In general, changes in EP are observed most frequently in the
range {0.3− 0.4} among all three EP curves, where the frequency of soil moisture is highest in this
range. Also, the slopes of these lines are found to change significantly at EP in the range {0.4−0.6}
corresponding to the most prevalent values of soil moisture.
Boxplots showing the statistics and variability of ponding time in depression cells obtained from
the coupled model are shown in Figure 4.9. The mean ponding time observed in S1 is 0.97 day, S2
is 0.94 day, and S3 is 0.87 day, respectively. We observe slight differences of the mean and standard
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Figure 4.8: Exceedance probability of soil moisture for the entire domain over the growing season for S1,
S2, and S3 scenarios.
Figure 4.9: Boxplots showing statistical information of ponding time. (a) Boxplot of ponding time for S1,
S2, and S3 scenarios. (b) Boxplot of changes in ponding found in S2 and S3 in comparison with S1.
deviation of ponding time between all scenarios (Figure 4.9a). Theses changes can be attributed to
alterations in ET and infiltration rate under climate change. In addition, the changes in ponding
time in terms of percentage (%) between projected climate (S2, S3) and baseline (S1) scenarios are
presented in Figure 4.9b. While the change between S1 and S2 are small (median = -5%), changes
in ponding time between S1 and S3 scenarios are much larger (median = -14%). These changes
may have impacts on ecosystem processes which require saturation and standing water on the land
surface (i.e. biogeochemical processes and water-borne diseases).
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4.4 Discussions
The elevation of [CO2] and air temperature increase are expected to affect plant water-use effi-
ciency, a key characteristic of ecosystem functioning that is central to the cycles of water, energy
and carbon (Keenan et al., 2013). Characterizing alterations in ecohydrologic dynamics associated
with vegetation acclimation is critical to understand how ecosystem and biogeochamical processes
are influenced under global change. Previous efforts have demonstrated a correlation between envi-
ronmental changes and water use of vegetation in agricultural ecosystem at vertical scale (Drewry
et al., 2010b; Le et al., 2011). In this work, our simulations incorporating acclimatory mecha-
nisms and lateral transports of surface and subsurface flow using lidar topographic data indicate
quite large differences of the hydrologic dynamics associated with microtopographic variability on
landscape in response to projected climate change scenarios. Considering the complexities and
heterogeneities of hydrologic processes and their links with others, these acclimatory responses of
vegetation under global warming would have significant impacts on ecosystems, particularly those
in the dense vegetated critical zones where these changes are large and many forms of life occur.
The model results obtained from different scenarios show that elevated [CO2] has little to no
impacts on C4 plant photosynthesis. However, higher [CO2] strongly affects C4 plant ET through
the decreasing of opening frequency of the leaf stomata. As a result, the reduction of transpiration
rate or increase of water-use efficiency in C4 plant under elevated [CO2] condition will lead to an
increase in soil moisture. This change has positive effects on the ecosystem under global change
as it could contribute to foster vegetation productivity or alleviate water stresses under drought
conditions. Given the trends in population growth and the need for doubling the food production
by the the middle of the century (United Nations, 2011), rising [CO2] would have significant impacts
on water-use of crops and the productivity and expansion in agriculture under climate change.
Although we observe positive impacts of vegetation acclimation through the suppression of ET,
this benefit exists only under solely elevated [CO2]. As increasing air temperature is consider
along with elevated [CO2], this combined effect increases ET and offsets the benefit of vegetation
acclimation under climate change. Consequently, soil moisture is found lower under projected
elevated [CO2] and increased air temperature condition than under the present climate. The
increase of moisture flux from terrestrial to the atmosphere at large-scales are likely to modify
hydrologic cycle. This increase further raises the concerns for water use of crop under climate
change as more water will be needed to maintain current productivity. Because global shortwave
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radiation (Rg) is the primary driver of plant photosynthesis and transpiration, the attenuation of
Rg along the canopy, affected by LAD, is an important factor to control these processes. Recent
studies have proposed improvements in productivity, water-use, and albedo in crops through vertical
modifications in the canopy structure (Drewry, Kumar, & Long, 2014). The link between this
improvement and water use-efficiency and ecohydrologic dynamics at higher-dimension should be
investigated with cautions for larger scales.
The impacts of vegetation acclimation on surface runoff and ponding dynamics also bear im-
portant implications for ecosystem functioning. Alterations in ponding dynamics could change
hydrologic connectivity and affect a number of surface water dependent processes, i.e. expanding
or destroying the habitat for species. In addition, these alterations could also modify infiltration
and soil moisture availability for below ecophysiological and biogeochemical processes. (Le & Ku-
mar, 2014) have shown that a surprisingly large number of microtopographic depressions across
scales, following power law scaling relationships, can be found on the landscape. These relation-
ships imply that small-size topographic depressions, often ignored in previous studies, can produce
equivalent or larger total water storage and open surface area than large-size depressions. Given
that small-size topographic depressions are more vulnerable to changes in soil moisture, it is pos-
sible that alterations in ponding dynamics resulting from vegetation acclimation could have quite
significant impacts on ecosystem processes.
4.5 Conclusion
A multi-layer canopy (MLCan) model is coupled with a distributed hydrologic flow (GCS-flow)
model to capture the impacts of vegetation acclimation under climate change on ecohydrologic dy-
namics controlled by micro-topographic variability. Model simulations are conducted at lidar-data
resolution for maize (C4) under present and projected higher [CO2] and air temperature scenarios.
Model simulations indicated significant changes in soil moisture and ponding dynamics and per-
sistence on the landscape. While the elevation of [CO2] shows positive impacts on plant water-use
efficiency, associated air temperature increase reveals opposite effects. In this study, we are able to
quantify changes in hydrologic and soil moisture dynamics in response to vegetation acclimation
under climate change, however, the consequences to crop productivity and other processes related
to hydrologic fluxes remain uncertain. In addition, alterations to soil moisture at large-scale could
potentially impact nutrient dynamics in the root-soil system and alter the water-carbon cycle. The
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potential impacts of vegetation acclimation on ecohydrologic system could drive large-scale changes
in the hydrologic and nutrient cycles and should be accounted for in future scenarios. Future work
should include nutrient dynamics in soil and plant systems to improve the understanding of changes
in hydrologic systems on ecosystem functioning.
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CHAPTER 5
STOCHASTIC LATTICE-BASED MODELING OF MALARIA
DYNAMICS
5.1 Introduction
Malaria is a vector-borne disease with complex nonlinear dynamics (Miller, Baruch, Marsh, &
Doumbo, 2002). The disease, caused by protozoan parasites of the genus Plasmodium, is trans-
mitted between human by female Anopheles mosquitoes. Many factors are determinants for the
transmission of malaria such as climate suitability, vector density, and local capacity to control the
mosquitoes (Anderson, 1982; Anderson & May, 1992; Paaijmans & Thomas, 2011; Caminade et al.,
2014). The fundamental basis for malaria risk prediction and early warning lies in the predictability
of weather, standing water habitat, population dynamics of vectors, and circulations of pathogen
within the human populations.
Mathematical models have been used to provide an explicit framework for predicting and un-
derstanding malaria transmission dynamics for over 100 years, starting with the pioneering work
of Ross (1910). Since then, more sophisticated models, including such factors as latent peri-
ods (MacDonald, 1957; Anderson & May, 1992), aging structure (Anderson & May, 1992), varying
human population size and migration (Ngwa & Shu, 2000; Chitnis, Cushing, & Hyman, 2006), socio-
economics developments (Yang, 2000), temporary immunity (Filipe, Riley, Drakeley, Sutherland,
& Ghani, 2007), and weather effects (Parham & Michael, 2009), have been included. In addition,
classes of agent-based and meta-population models have been used to allow simulations of hetero-
geneous communities subject to realistic transmission scenarios (Ariey, Duchemin, & Robert, 2003;
Bomblies, Duchemin, & Eltahir, 2008; Gu & Novak, 2009). Over the last 60 years, much scientific
research was undertaken and progress made in understanding the biology of malaria vectors and
host-parasite-vector interactions. Systematic reviews of mathematical modeling have become avail-
able in the literature for malaria in particular (Mandal, Sarkar, & Sinha, 2011) and mosquito-borne
diseases in general (Reiner et al., 2013; Smith et al., 2014).
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Climate variability and spatial distributions of vectors and hosts play important roles in the
transmission of malaria. Studies have shown that mosquito population response to extrinsic fac-
tors such as environmental perturbations is highly nonlinear (Pascual et al., 2006; Patz & Olson,
2006), leading to higher density of vector in warmer climates. This issue is partially alleviated
in wealthier areas where more effective vector control measures are available. However, global
warming and increases in climate suitability still remain big challenges for malaria prevention in
poor and undeveloped areas (Paaijmans & Thomas, 2011). Although there have been substantial
studies of global warming impacts on malaria (Martens et al., 1999; Yamana & Eltahir, 2013b;
Pascual et al., 2006; Hay et al., 2002; Gething et al., 2010), hydrologic and climate models used
in malaria analyses generally ignore the acclamatory responses of vegetation to climate change.
Recent works have shown that vegetation acclimation to climate change may alter the near- and
on-surface hydrological conditions (Drewry et al., 2010b; Le et al., 2011). These can have direct
and indirect impacts on the ecology and habitat distribution for the mosquitoes. In addition, land
use, land cover, and topography contribute significantly to the spatial heterogeneity of transmission
intensity of malaria in a community (Minakawa et al., 2005; Stefani et al., 2013). The distance
to larval habitats is found to be associated with vector abundance in a house and, therefore, with
malaria risks (Minakawa, Seda, & Yan, 2002; Cano et al., 2006). The combined effects from all
of these factors suggest that simple, lump-population studies of malaria prevalence with climate
variables may not suffice, and a more sophisticated approach is necessary in order to adequately
predict the complex responses of malaria to anthropogenic and environmental changes.
Deterministic models of the susceptible-exposed-infected-recovered (SEIR) type, often based on
ordinary differential equations (ODEs), are the standard framework for estimating the transmission
potential for a wide range of infectious diseases, including malaria. They are useful in understand-
ing the temporal dynamics of infection cycles and in coping with different epidemiological situations
including both epidemicity and endemicity. Nevertheless, deterministic SEIR models ignore the
aquatic stage of mosquitoes and their spatial dynamics when resources are heterogeneously avail-
able. Further, they cannot directly cope with fluctuations dominated by the random nature of
population events, environmental conditions, and variability in the controlling parameters, which
inevitably occur in a real system (Azaele, Maritan, Bertuzzo, Rodriguez-Iturbe, & Rinaldo, 2010).
To that end, stochastic models have proved valuable in estimating asymptotic expressions for the
probability of occurrence of major outbreaks as well as stochastic extinctions (Herwaarden & Gras-
65
man, 1995; van Herwaarden, 1997). Furthermore, the interplay between nonlinearity and noise can
yield stochastic amplifications which may give rise to population oscillations in childhood infec-
tious diseases that are comparable to those due to seasonal forcing in deterministic systems (Alonso,
McKane, & Pascual, 2007; Rozhnova & Nunes, 2009).
This chapter aims to develop a stochastic, lattice-based integrated malaria model (SLIM) to
investigate the dispersal of Anopheles mosquitoes and the dynamics of malaria transmission in
time and space. The SLIM model is coupled with the ecohydrological model shown in Chapter 4
to capture the impacts of global warming and vegetation acclimation under climate change on
malaria transmission dynamics. We hypothesize that ecohydrologic acclimation induced under
hydro-climatic variability and changes can be an important factor for mosquito habitat structures
and dynamics, thereby governing mosquito density and malaria prevalence.
5.2 Model Development
The presented model is developed to evaluate the complexities in mosquito population dynamics and
malaria transmission in response to climatic variability and anthropogenic factors (Figure 5.1). The
model couples and extends formulations such as lattice-based dispersal vector dynamics (Lutambi,
Penny, Smith, & Chitnis, 2013) and compartmental malaria transmission (Ngwa & Shu, 2000;
Chitnis et al., 2006) with consideration of random movements of Anopheles mosquitoes in space
and stochastic interactions among hosts, vectors, parasites, and environment. The model is driven
by human distribution (density, locations), atmospheric forcing (air temperature Ta, precipitation
PPT , vapor pressure ea), and hydrological conditions (spatial soil moisture and ponding persis-
tence) obtained from the ecohydrological model. In each grid cell, aquatic mosquito density is
directly linked with soil moisture and stagnant water on the ground. Anophelinae life begins with
eggs laid singly by gravid female mosquitoes on surface water, which hatch into larvae under suitable
conditions. Larvae exoskeletons four times, growing larger after each molt, then develop into pupae.
When pupal development is complete, the pupal skin splits and the adult mosquito emerges. The
developmental rates of aquatic mosquitoes are controlled by air temperature (Depinay et al., 2004)
and humidity (Yamana & Eltahir, 2013a). This formulation allows us to examine the impacts of not
just climatic factors on vector density, but also the inflences of hydrological conditions on vector dis-
tribution and dynamics, and how vegetation acclimation under climate change modifies mosquito
habitat structure, and thus affects malaria incidence. Our formulation includes stochasticity in
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Figure 5.1: Schematic of the stochastic lattice-based integrated malaria model that couples a vector
dispersal model with a malaria dynamics model. (a) Ponding and moisture index obtained from the ecohy-
drologic model provide habitat for gravid female mosquitoes to deposit eggs. The dispersal of host seeking
mosquitoes is based on host searching index calculated as a function of human density in each grid cell.
The movement rates of mosquitoes among adjacent cells are also wind-influenced. (b) In each cell, the
changes of sub-populations in both models over time period ∆t are described by transition probabilities.
(c) Sub-population of compartmental malaria dynamics model in each grid cell. (d) Sub-population of vec-
tor dynamics model in each grid cell. The vector dispersal and malaria dynamics models share the adult
mosquito population which affects both the aquatic density and malaria transmission in human hosts.
each vector component that accounts for uncertainties in the life cycle of mosquitoes in nature.
The density and dispersal of adult mosquitoes in environment are influenced by both aquatic
mosquito development and human host distribution. Female adults after oviposition or newly
emerged from pupae tend to seek human hosts for blood feeding to get protein needed for egg
development. The blood feedings, represented by the contact rate between vectors and hosts, are
assumed to occur more frequently in the nighttime when hosts are sleeping and immobile and their
defensive responses are low. In addition, most Anopheles mosquitoes are crepuscular or nocturnal.
After taking blood meals, adult mosquitoes enter a resting stage for nutrient digestion in which
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they usually hide and are immobile. As a result, mortality rates of adults in the resting stage
is assumed lower than other stages. After digesting blood meals for nutrient, female mosquitoes
become gravid and enter oviposition site searching state. In this state, gravid female mosquitoes
search for water habitat to deposit eggs, repeating the cycle. Here, we use a weighted diffusion
formulation for simulating the dispersal of adult mosquito in space, corrected for host and water
seeking behaviors and wind influence.
At every grid cell, the dispersal vector model is tightly coupled with the compartmental malaria
dynamics model. The two models share the common adult vector population, which controls the
dynamics of malaria as well as the aquatic population. Unlike the dispersal vector model, the
vector population in the malaria model includes 3 other types of class: susceptible, exposed, and
infectious. We also assume that infectious mosquitoes will not be recovered and remain infected for
life. However, the host population in the malaria model includes 4 classes: susceptible, exposed,
infectious, and recovered. In our model, all infectious hosts become recovered for a short period
(acquired temporary immunity, increased awareness) before they return to susceptibility. There is
a low probability that recovered hosts can transmit the parasites to susceptible mosquitoes through
their blood meals. Our approach includes stochasticity in each component of the malaria model
that accounts for uncertainties in the transmission of pathogen in all sub-populations.
In our formulations, we use the approximation of Itoˆ stochastic integrals with respect to Brownian
motion (E. Allen, 2007; L. Allen, 2010) to derive the Itoˆ stochastic differential equations (SDEs) for
the lattice-based coupled vector and malaria dynamics model. An overview of stochastic processes
and definitions of general Itoˆ integrals and SDEs is briefly presented in Appendix C. Details on
the formulations of vector dispersal and malaria dynamics models and how they are coupled with
the ecohydrological model shown in Chapter 4 are discussed in the next sections.
5.2.1 Dispersal Vector Dynamics Model
The formulation of the stochastic dispersal vector model is based on the deterministic system
presented by Lutambi et al. (2013). The deterministic ODE model includes six distinct stages
of the mosquito life and feeding cycle, including three aquatic stages: egg (E), larval (L), pupal
(P ) and three adult stages: host seeking (Ah), resting (Ar), and oviposition site searching (Ao).
Hereafter the model is named ELP-As. Schematic representation of the life and feeding cycle of
Anopheles mosquitoes in ELP-As model are illustrated in Figure 5.2.
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Figure 5.2: Schematic representation of Anopheles mosquito life and feeding cycles. The model includes
six stages: eggs (E), larvae (L), pupae (P ), host seeking adults (Ah), resting adults (Ar), and oviposition
site searching adults (Ao). The first three stages are aquatic, which require high moisture to survive. The
last three stages are adult, which are able to carry the pathogens. Modified from Lutambi et al. (2013).
In the presence of human hosts (H) for blood feedings and of breeding habitat (W) for oviposition
in the domain, the general deterministic ELP-As model system describing mosquito dynamics at
every grid cell is given in the ODE form (Lutambi et al., 2013):
dE
dt
= bψWρAoAo − (µE + ρE)E (5.1a)
dL
dt
= ρEE − (µL1 + µL2L+ ρL)L (5.1b)
dP
dt
= ρLL− (µP + ρP )P (5.1c)
dAh
dt
= ρPP + ψ
WρAoAo − (µAh + ψHρAh)Ah +
∑
ζo∈N
βHζo
Ah +
( ∑
ζi∈N
βHζiA
ζi
h
)
(5.1d)
dAr
dt
= ψHρAhAh − (µAr + ρAr)Ar (5.1e)
dAo
dt
= ρrAr − (µAo + ψWρAo)Ao +
( ∑
ζo∈N
βWζo
)
Ao +
( ∑
ζi∈N
βWζi A
ζo
o
)
(5.1f)
Here, βij [T
−1] represent the movement rates of host seeking (i ≡ H) and oviposition site searching
(i ≡ W ) adults from center grid cell to its surrounding eight neighbors (j ≡ ζo ∈ N ) or from the
surrounding eight neighbors (j ≡ ζi ∈ N ) into the center grid cell, respectively (Lutambi et al.,
2013). The definitions of associated parameters shown in system (5.1) and their ranges of values
are given in Tables 5.1. Mosquito survival and mortality rates in each stage and the progression
periods from one stage to the next are assumed to be dependent on environmental conditions.
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Table 5.1: Description and values of parameters of the ELP-As model (From Lutambi et al. (2013)).
Names Description Unit Range
b
integer number of female eggs laid per oviposition. − 50 - 300
50% of the eggs are assumed to hatch into female mosquitoes
ψW parameter represent water availability in the domain − 0.0 - 1.0
ψH binary parameter represent human presence in the domain − 0 - 1
ρE egg hatching rate into larvae d
−1 0.33 - 1.0
ρL rate at which larvae develop into pupae d
−1 0.08 - 0.17
ρP rate at which pupae develop into adult/emergence rate d
−1 0.33 - 1.0
µE egg mortality rate d
−1 0.32 - 0.80
µL1 density-independent larvae mortality rate d
−1 0.30 - 0.58
µL2 density-dependent larvae mortality rate d
−1mosq−1 0.0 - 1.0
µP pupae mortality rate d
−1 0.22 - 0.52
ρAh rate at which host seeking mosquitoes enter the resting state d
−1 0.322 - 0.598
ρAr rate at which resting mosquitoes enter oviposition searching state d
−1 0.30 - 0.56
ρAo oviposition rate d
−1 3.0 - 4.0
µAh mortality rate of mosquitoes of searching for hosts d
−1 0.125 - 0.233
µAr mortality rate of resting mosquitoes d
−1 0.0034 - 0.01
µAo mortality rate of mosquitoes searching for oviposition sites d
−1 0.41 - 0.56
The dynamics and distribution of ponding and soil moisture used in ELP-As are obtained from
ecohydrological model presented in Chapter 4. However, the size of mosquito breeding sites are
usually found smaller than the minimum resolution of topographic data. To address this scale mis-
match problem, we incorporate a power-law function of soil moisture to estimate water availability
parameter, ψW [-], for oviposition in each model grid cell:
ψW = 10α(1−Θ) (5.2)
in which Θ is the saturation degree of the first soil layer, α ∈ R− is the average slope of linear
regression lines obtained from the power-law scaling relationship of topographic depressions (See
Chapter 2 for details). Equation (5.2) implies that ψW drops exponentially in non-ponded cells.
We further assume that Θ of 0.9 is the minimum threshold for aquatic mosquitoes to survive in
natural environment.
The developmental rates, dk [T
−1], of mosquitoes in aquatic environment (including eggs, larvae,
pupae) are calculated using a model proposed by Depinay et al. (2004):
dk = r(Ttk) ·∆tk (5.3)
where Ttk is the mean temperature (K) over the time interval k and r(Ttk) is the development rate
per unit time at temperature Tk. For details of the temperature dependence for each species, the
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reader is referred to the work by Depinay et al. (2004). In our model, the developmental rates of
Anopheles mosquitoes in aquatic stage are driven by direct forcing data and hydro-climatic outputs
from the ecohydrological model.
In each grid cell, the ELP-As model shown in system (5.1) is epidemiologically and mathemati-
cally well-posed in the domain:
D =


E
L
P
Ah
Ar
Ao

∈ R6
E ≥ 0
L ≥ 0
P ≥ 0
Ah ≥ 0
Ar ≥ 0
Ao ≥ 0

(5.4)
The boundary of domain D is denoted by ∂D. Given the initial conditions of system (5.1):

E(t0) = E0, L(t0) = L0, P (t0) = P0,
Ah(t0) = Ah0, Ar(t0) = Ar0, Ao(t0) = Ao0
lie in region D, there exists a unique solution for (5.1) that remains in D for all time t ≥ 0 (The
details of the proof are shown in the work of Lutambi et al. (2013)).
Definition 5.2.1 (Population reproduction number) The population reproduction number, R0,
defined as the expected number of female mosquitoes produced by a single female mosquito in her
life time in the absence of density-dependence is given as:
R0 =
b
∏
j
(
ρj
µj+ρj
)
1−∏Ai ( ρAiµAi+ρAi ) (5.5)
where j = E,L, P,Ah, Ar, Ao and i = h, r, and o.
Lutambi et al. (2013) additionally showed that there exist:
(i) exactly one mosquito-free equilibrium point on ∂D which is locally asymptotically stable when
R0 < 1 and unstable otherwise,
(ii) exactly one persistent positive equilibrium point in the interior of D which is locally asymp-
totically stable when R0 > 1 and unstable otherwise.
71
The deterministic, ODE-based, spatially distributed ELP-As model is useful in understanding the
dynamics and distribution of vector population both in time and space. We incorporate Brownian
motion white noises ξ(t) to formulate a new stochastic ELP-As model based on aforementioned
deterministic systems. We only consider the stochastic noises for vector population within each cell
and calculate the movement rate of vector among cells in a separate diffusion model as suggested
by Lutambi et al. (2013).
Let E(t), Li(t), Pi(t), Ah(t), Ar(t), and Ao(t) denote continuous random variables for the density
of eggs, larvae, pupae, host seeking adults, resting adults, and oviposition site searching adults,
respectively. The stochastic ELP-As model depends on the state variables:
X(t) =
[
E(t),Li(t),Pi(t),Ah(t),Ar(t),Ao(t)
]T
, (5.6)
where Xi(t), i = 1, . . . , 6 has an associated probability density function pi(x, t),
P{a ≤ Xi(t) ≤ b} =
∫ b
a
pi(x, t)dx, (5.7)
Let ∆X(t) = X(t+ ∆t)−X(t). For small ∆t, there are thirteen possibilities for a unit change in
population of ∆X(t). The matrix of possible unit changes is shown the Table 5.2 along with
their corresponding probabilities. The Itoˆ SDEs for ELP-As model is given in the following
form (L. Allen, 2010):
dX(t) = F
(
t,X(t),px(t,Cx(t),Sx(t))
)
dt+G
(
t,X(t),px(t,Cx(t),Sx(t))
)
dW (t) (5.8)
Table 5.2: Probabilities associated with changes in ELP-As model.
i Change, ∆X Probability, p Description
1 [1, 0, 0, 0, 0, 0]T bψW ρAoAo∆t A new egg E is deposited by Ao
2 [−1, 0, 0, 0, 0, 0]T µEE∆t An egg E dies
3 [−1, 1, 0, 0, 0, 0]T ρEE∆t An egg E hatches into a larva L
4 [0,−1, 0, 0, 0, 0]T (µL1 + µL2L)L∆t A larva L dies
5 [0,−1, 1, 0, 0, 0]T ρLL∆t A larva L develops into a pupa P
6 [0, 0,−1, 0, 0, 0]T µPP∆t A pupa P dies
7 [0, 0,−1, 1, 0, 0]T ρPP∆t A pupa P develops into a host seeking adult Ah
8 [0, 0, 0, 1, 0,−1]T ψW ρAoAo∆t A oviposition adult Ao enters host seeking state
9 [0, 0, 0,−1, 0, 0]T µAhAh∆t A host seeking adult Ah dies
10 [0, 0, 0,−1, 1, 0]T ψHρAhAh∆t A host seeking adult Ah enters resting state
11 [0, 0, 0, 0,−1, 0]T µArAr∆t A resting adult Ar dies
12 [0, 0, 0, 0,−1, 1]T ρArAr∆t A resting adult Ar enters oviposition searching state
13 [0, 0, 0, 0, 0,−1]T µAoAo∆t A oviposition searching adult Ao dies
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in which F : R6 → R6, G : R6 → R6×13, W (t) is n-dimensional vector (n = 13) of independent
Wiener processes, and px is the vector of parameters which are functions of time t, climate factors
Cx(t), and socio-economic factors Sx(t).
Following the approach by E. Allen (2007), the drift term F in (5.8) is equal to the expectation
of the possible changes in ELP-As model which are computed as the functions of their associated
transition probabilities p, written as:
F = 〈∆X(t)〉 ≡
13∑
j=1
pj
(
∆X(t)
)
i
=

bψWρAoAo − (µE + ρE)E
ρEE − (µL1 + µL2L+ ρL)L
ρLL− (µP + ρP )P
ρPP + ψ
WρAoAo − (µAh + ψHρAh)Ah
ψHρAhAh − (µAr + ρAr)Ar
ρrAr − (µAo + ψWρAo)Ao

∆t (5.9)
To avoid finding the square root of large matrix systems in the diffusion terms, we include
additional Wiener processes into the stochastic systems to simplify the derivation (E. Allen, 2007;
L. Allen, 2010). This alternate approach is often used to identify the diffusion term in complex
systems. The form of diffusion term G can be written as:
G = ∆X × p1/2 (5.10)
In particular, the covariance matrix associated with transition probabilities to form the diffusion
term is computed as:
Gij = ∆Xijp
1/2
j , for 1 ≤ i ≤ 6; 1 ≤ j ≤ 13 (5.11)
where ∆Xij is the matrix of possible of unit changes shown in Table 5.2 and pj is the associated
probability for a given change, respectively. The diffusion term G in the stochastic ELP-As is
obtained as follow:
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GT =

√
bψW ρAoAo 0 0 0 0 0
−√µEE 0 0 0 0 0
−√ρEE
√
ρEE 0 0 0 0
0 −√µL1L+µL2L2 0 0 0 0
0 −√ρLL
√
ρLL 0 0 0
0 0 −√µPP 0 0 0
0 0 −√ρPP
√
ρPP 0 0
0 0 0
√
ψW ρAoAo 0 −
√
ψW ρAoAo
0 0 0 −√µAhAh 0 0
0 0 0 −√ψHρAhAh √ψHρAhAh 0
0 0 0 0 −√µArAr 0
0 0 0 0 −√ρArAr √ρArAr
0 0 0 0 0 −√µAoAo

∆t
(5.12)
It can be seen that the SDE vector dynamics model is constructed consistently with the ODE
system. The ELP-As model incorporates environmental variability and stochastic interactions
among groups of sub-populations, which consists of six Itoˆ SDEs for describing the evolution of
aquatic and adult mosquitoes. In addition, the movements of adult mosquitoes searching for host
and water are included in the model using diffusion approach (Lutambi et al., 2013). The ELP-As
model provides the basis to study stochastic processes in mosquito population dynamics for malaria
or other mosquito-borne diseases.
5.2.2 Malaria Transmission Model
The formulation of the stochastic malaria transmission model is based on the deterministic systems
as well (Ngwa & Shu, 2000; Chitnis et al., 2006). In the ODE models, human host population is
partitioned into four distinct classes: susceptible (Sh), exposed (Eh), infectious (Ih), and recovered
(Rh). Adult mosquito population is divided into three classes: susceptible (Sv), exposed (Ev),
and infectious (Iv). The adult mosquito population is linked with the ELP-As model, and the
aquatic stage of mosquitoes is simulated in ELP-As model only. Hereafter the model is named
SEIR. Schematic representation of the malaria dynamics model is shown in Figure 5.3.
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Figure 5.3: Schematic representation of malaria transmission. The model divides the human population
into four classes: susceptible, Sh; exposed, Eh; infectious, Ih; and recovered (immune), Rh. Vector population
is divided into three classes: susceptible, Sv; exposed, Ev; and infectious, Iv. Both species follow a logistic
population model, with humans having additional immigration and disease-induced death. Birth, death, and
migration into and out of the population are not shown in the figure. Adapted from Chitnis et al. (2006).
The ODEs system in the non-fraction population form that describes the dynamics of malaria is
written as:
dSh
dt
= Λh + ψhNh + ρhRh − λh(t)Sh − fh(Nh)Sh (5.13a)
dEh
dt
= λh(t)Sh − νhEh − fh(Nh)Eh (5.13b)
dIh
dt
= νhEh − γhIh − fh(Nh)Ih − δhIh (5.13c)
dRh
dt
= γhIh − ρhRh − fh(Nh)Rh (5.13d)
dSv
dt
= ψvNv − λv(t)Sv − fv(Nv)Sv (5.13e)
dEv
dt
= λv(t)Sv − νvEv − fv(Nv)Ev (5.13f)
dIv
dt
= νvEv − fv(Nv)Iv (5.13g)
where fh(Nh) = µ1h + µ2hNh is the per capita density-dependent death and emigration rate for
humans and fv(Nv) = µ1v + µ2vNv is the per capita density-dependent death rate for mosquitoes.
The total population sizes for humans and mosquitoes are Nh = Sh + Eh + Ih + Rh and Nv =
Sv + Ev + Iv, respectively. The infection rate from mosquitoes to humans is defined as:
λv =
σvσh
σvNv + σhNh
×
(
βvhIh + ˜βvhRh
)
(5.14)
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Table 5.3: The parameters for SEIR malaria model (From Chitnis et al. (2006)).
Name Description Unit∗
Λh Immigration rate of humans. H × T−1
ψh Per capita birth rate of humans. T
−1
ψv Per capita birth rate of mosquitoes. T
−1
σv Number of times one mosquito would want to bite humans per unit time, if T
−1
humans were freely available. This is a function of the mosquito’s gonotrophic
cycle (the amount of time a mosquito requires to produce eggs) and its
anthropophilic rate (its preference for human blood).
σh The maximum number of mosquito bites a human can have per unit time. T
−1
This is a function of the human’s exposed surface area.
βhv Probability of transmission of infection from an infectious mosquito to a susceptible −
human, given that a contact between the two occurs.
βvh Probability of transmission of infection from an infectious human to a susceptible −
mosquito, given that a contact between the two occurs.
β˜hv Probability of transmission of infection from a recovered (asymptomatic carrier) −
human to a susceptible mosquito, given that a contact between the two occurs.
νh Per capita rate of progression of humans from the exposed state to the infectious T
−1
state. 1/νh is the average duration of the latent period.
νv Per capita rate of progression of mosquitoes from the exposed state to the infectious T
−1
state. 1/νv is the average duration of the latent period.
γh Per capita recovery rate for humans from the infectious state to the recovered state. T
−1
1/γh is the average duration of the infectious period.
δh Per capita disease-induced death rate for humans. T
−1
ρh Per capita rate of loss of acquired temporary immunity for humans. 1/ρh is the T
−1
average duration of the immune period.
µ1h Density-independent part of the death (and emigration) rate for humans. T
−1
µ2h Density-dependent part of the death (and emigration) rate for humans. H × T−1
µ1h Density-independent part of the death (and emigration) rate for mosquitoes. T
−1
µ2h Density-dependent part of the death (and emigration) rate for mosquitoes. M × T−1
∗In the Unit, H represents Humans, M represents Mosquitoes, and T represents time.
The infection rate from humans to mosquitoes is defined as:
λh =
σvσh
σvNv + σhNh
× βhvIv (5.15)
Parameters associated with system (5.13) are shown in Table 5.3. All parameters described are
strictly positive with the exception of the disease-induced death rate, δh, which is non-negative. The
mosquito death rate and population mosquito birth rate are greater than the density-independent
ψv > µ1v, ensuring that we have a stable positive mosquito population (Chitnis et al., 2006).
Acquired temporary immunity represents the enhancement of the defense mechanism of human
host as a result of a previous encounter with the pathogen (Doolan, Dobao, & Baird, 2009).
The developmental rate of Plasmodium parasites within human, or the intrinsic incubation pe-
riod, is assumed to be temperature independent. However, the developmental rate of Plasmodium
within mosquitoes, or extrinsic incubation period, is highly dependent on air temperature. Here,
we incorporate the fitted the temperature-development function for the developmental rates of
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parasites within the vector (Detinova, 1962; Briere, Pracros, Le Roux, & Pierre, 1999; Paaijmans,
Read, & Thomas, 2009) to our model:
νv(Ta) = 0.000112× Ta × (Ta − 15.384)
√
35− Ta (5.16)
where νv(Ta) is the progression rate of mosquitoes from exposed to infectious state [T
−1], Ta is air
temperature (◦C) and Ta ≤ 35.
The model (5.13) is epidemiologically and mathematically well-posed in the domain:
D =


Sh
Eh
Ih
Rh
Sv
Iv
Rv

∈ R7
Sh ≥ 0
Ih ≥ 0
Eh ≥ 0
Rh ≥ 0
Sv ≥ 0
Iv ≥ 0
Ev ≥ 0

(5.17)
Given the initial conditions of (5.13):

Sh(t0) = Sh0, Eh(t0) = Eh0, Ih(t0) = Ih0, Rh(t0) = Rh0
Sv(t0) = Sv0, Ev(t0) = Ev0, Iv(t0) = Iv0
lie in region D, there exists a unique solution for (5.13) that remains in D for all time t ≥ 0. Readers
are referred to the work of Chitnis et al. (2006) for further details of this proof.
Definition 5.2.2 (Reproductive number) The reproductive number, R0, is defined as the mean
number of secondary infections that one infectious individual would create over the duration of the
infectious period, provided that everyone else is susceptible
Derivation and mathematical forms of R0 for deterministic SEIR malaria model are shown in
previous studies (Ngwa & Shu, 2000; Chitnis et al., 2006). In addition, Chitnis et al. (2006) showed
that there:
(i) exist exactly one disease-free equilibrium point which is locally asymptotically stable when
R0 < 1 and unstable if R0 > 1,
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(ii) exist at least endemic equilibrium point for all R0 > 1,
(iii) is a possible existence of a subcritical bifurcation at R0 = 1,
(iv) is a possible existence of a saddle-node bifurcation at R∗0 < 1.
The existence of bifurcation points at R0 ≤ 1 implies that endemic equilibrium can be stable
even if R0 is smaller than the endemic threshold, which is epidemiologically important for malaria
control. These stability and bifurcation are expected to be sensitive with associated noises in
stochastic systems.
The deterministic SEIR model provides an effective framework for understanding the temporal
dynamics of malaria transmission. Here, we also incorporate Brownian motion white noises to
formulate a new SDE SEIR model based on its ODE deterministic systems. The stochastic SEIR
model is also assumed to follow Itoˆ SDEs as the vector dynamics model (See Appendix C).
Let Si(t), Ei(t), Ii(t), andRh(t) denote continuous random variables for the density of susceptible,
exposed, infectious for human (i = h) and vector (i = v), and recovered human, respectively. The
stochastic SEIR model depends on the state variables:
Y (t) = [Sh(t), Eh(t), Ih(t),Rh(t),Sv(t), Ev(t), Iv(t)]T , (5.18)
where Yi(t), i = 1, . . . , 7 has an associated probability density function pi(x, t) as shown in Equa-
tion (5.7).
Let ∆Y (t) = Y (t+ ∆t)− Y (t). For small ∆t, there are fifteen possibilities for a unit change in
the population of ∆Y (t). The matrix of possible unit changes is shown in Table 5.4 along with
their corresponding transition probabilities.
In a similar way, the Itoˆ SDEs for SEIR model can be written in the form:
dY (t) = F
(
t,Y (t),py(t,Cy(t),Sy(t))
)
dt+G
(
t,Y (t),py(t,Cy(t),Sy(t))
)
dW (t) (5.19)
in which F : R7 → R7, G : R7 → R7×15, W (t) is 15-dimensional vector of independent Wiener
processes, and py is the vector of parameters which is also a function of time t, climate factors
Cy(t), and socio-economic factors Sy(t).
Similarly, the drift term F in Equation (5.19) is the expectation of the possible changes in SEIR
model, calculated as:
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Table 5.4: Probabilities associated with changes in SEIR model.
i Change, ∆Y Probability, p Description
1 [1, 0, 0, 0, 0, 0, 0]T (Λh + ψhNh)∆t A new host enter the human susceptible class
2 [1, 0, 0,−1, 0, 0, 0]T ρhRh∆t A recovered host becomes susceptible again
3 [−1, 1, 0, 0, 0, 0, 0]T (σvσhβhvIvSh)/(σvNv + σhNh)∆t A susceptible host enters exposed state
4 [−1, 0, 0, 0, 0, 0, 0]T (µ1h + µ2hNh)Sh∆t A susceptible host dies
5 [0,−1, 1, 0, 0, 0, 0]T νhEh∆t An exposed host enters infectious state
6 [0,−1, 0, 0, 0, 0, 0]T (µ1h + µ2hNh)Eh∆t An exposed host dies
7 [0, 0,−1, 1, 0, 0, 0]T γhIh∆t An infectious host enters recovered state
8 [0, 0,−1, 0, 0, 0, 0]T (µ1h + µ2hNh + δh)Ih∆t An infectious host dies
9 [0, 0, 0,−1, 0, 0, 0]T (µ1h + µ2hNh)Rh∆t A recovered host dies
10 [0, 0, 0, 0, 1, 0, 0]T ψvNv∆t A new mosquito enter the vector susceptible class
11 [0, 0, 0, 0,−1, 1, 0]T (σvσhβhvIvSh)/(βvhIh + β˜vhRh)∆t A susceptible vector enters exposed state
12 [0, 0, 0, 0,−1, 0, 0]T (µ1v + µ2vNv)Sv∆t A susceptible vector dies
13 [0, 0, 0, 0, 0,−1, 1]T νvEv∆t An exposed vector enters infectious state
14 [0, 0, 0, 0, 0,−1, 0]T (µ1v + µ2vNv)Ev∆t An exposed vector dies
15 [0, 0, 0, 0, 0, 0,−1]T (µ1v + µ2vNv)Iv∆t An infectious vector dies
F = 〈∆Y (t)〉
=
15∑
j=1
pj
(
∆Y (t)
)
i
=

Λh + ψhNh + ρhRh − (λh + µ1h + µ2hNh)Sh
λhSh − (νh + µ1h + µ2hNh)Eh
νhEh − (γh + µ1h + µ2hNh + δh)Ih
γhIh − (ρh + µ1h + µ2hNh)Rh
ψvNv − (λv + µ1v + µ2vNv)Sv
λvSv − (νv + µ1v + µ2vNv)Ev
νvEv − (µ1v + µ2vNv)Iv

∆t (5.20)
where λh, λv are defined in Equations (5.14) and (5.15). The covariance matrix associated with
transition probabilities p to form the diffusion term is computed as:
Gij = ∆Yijp
1/2
j , for 1 ≤ i ≤ 7; 1 ≤ j ≤ 15 (5.21)
The diffusion term in the stochastic SEIR model is obtained as follow:
79
GT =

√
Λh+ψhNh 0 0 0 0 0 0
√
ρhRh 0 0 −
√
ρhRh 0 0 0
−√λhSh
√
λhSh 0 0 0 0 0
−√fhNhSh 0 0 0 0 0 0
0 −√νhEh
√
νhEh 0 0 0 0
0 −√fhEh 0 0 0 0 0
0 0 −√γhIh
√
γhIh 0 0 0
0 0 −√(fh+δh)Ih 0 0 0 0
0 0 0 −√fhRh 0 0 0
0 0 0 0
√
ψvNv 0 0
0 0 0 0 −√λvSv
√
λvSv 0
0 0 0 0 −√fvSv 0 0
0 0 0 0 0 −√νvEv
√
νvEv
0 0 0 0 0 −√fvEv 0
0 0 0 0 0 0 −√fvIv

∆t (5.22)
The stochastic SEIR model incorporates environmental perturbation and stochastic interactions
among sub-populations in different states. It consists of seven Itoˆ SDEs for describing the evolu-
tion of the parasites within the host and mosquitoes. The model provides a framework to study
stochastic dynamics of malaria transmission as well other mosquito-borne diseases.
Finally, the SEIR model is coupled with the ELP-As presented in previous section through the
constraint of equality of adult vector population in each model for every cell. During the coupling
at every time step, the ratio of sub-populations in all SEIR vector classes remain unchanged. This
coupling approach allows us to simulate the spatial dynamics of both vector population and malaria.
The coupled stochastic vector dispersal and malaria model can be written as follow:

dX(t) = F1
(
t,X(t),px(t,Cx(t),Sx(t))
)
dt+G1
(
t,X(t),px(t,Cx(t),Sx(t))
)
dW (t)
dY (t) = F2
(
t,Y (t),py(t,Cy(t),Sy(t))
)
dt+G2
(
t,Y (t),py(t,Cy(t),Sy(t))
)
dW (t)
6∑
i=4
Xi(t) =
7∑
i=5
Yi(t)
(5.23a)
(5.23b)
(5.23c)
in which X(t) and Y (t) are vector of random variables described in (5.6) and (5.18).
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5.3 Model Performance
We ran stochastic simulations and compared with the deterministics to evaluate the performances of
ELP-As and SEIR models. First, stochastic simulations of ELP-As model at different magnitudes
of the vector population were implemented to analyze the effects of random processes on the
population dynamics. Second, a large number of stochastic simulations of SEIR model with the
same initial conditions were compared with deterministic model to investigate the dynamics of
malaria transmission in noise-dominated systems. Parameter sets summarized in previous studies
were used for running the stochastic ELP-As (Lutambi et al., 2013) and SEIR (Ngwa & Shu, 2000;
Chitnis et al., 2006) models, respectively. Furthermore, to separate the effects of stochastic noise
on the dynamics of vector population and pathogen transmission, we excluded the variability of
environmental forcings on model parameters in these simulations.
Figure 5.4a shows the fluctuations in log-scale of total adult mosquitoes at different sizes of
vector population under the effects of random processes simulated in ELP-As model. It can be
seen that larger population sizes are affected only slightly by noise terms, with dynamics tend
to be closed to those predicted by the deterministic model. In contrast, smaller population sizes
experience proportionally more noise and their behaviors tend to be further from the deterministic
systems. Linking these similarities and difference between stochastic and deterministic systems in
meta-population and lattice-based models is important to study the dynamics of vector density in
large areas, where populations at various size are interconnected.
The predictions for the number of infected human malaria cases for both stochastic and deter-
ministic SEIR models are shown in Figure 5.4b. Unlike the deterministics, stochastic simulations
provide a range of possibilities for malaria transmission under the same initial conditions. Gener-
ally, the mean values of stochastic simulations are found to be closed with those in the deterministic
simulation. However, the shaded region implies that there is a probability that local outbreaks can
be disrupted as well as the intensity of the outbreaks is larger than the theoretical endemic equi-
librium point shown in deterministic model. This information, usually ignored in deterministic
approach, is important for preparing malaria control in reality.
To run simulations over large areas with high spatial resolution and long time periods, we develop
a parallel computing structure using Message Passing Interface (MPI) for the presented stochastic
ELPAs-SEIR model. The parallel algorithm is designed to be scalable to support supercomputers
at different scales (small, medium, and large). Here, a load balancing strategy is used to distribute
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Figure 5.4: The dynamics of ELP-As and SEIR models with white noise. (a) Simulation of total adult
mosquitoes at different magnitudes of population. The graph shows how the oscillatory behavior becomes
disrupted by noise in smaller populations, whereas large populations conform close to the deterministic. (b)
Comparison of the malaria infected cases in humans between deterministic and stochastic simulations. The
red curve shows the mean, and the gray shaded region shows the range for simulations of stochastic SEIR
model. The blue curve is from the original deterministic SEIR model. While deterministic simulation tends
to an endemic equilibrium, stochastic simulations show a possible extinction of the disease as expected.
the domain of computation evenly among MPI tasks. Each MPI task implements its own grid
cells independently and simultaneously on each CPU processor, including stochastic simulations in
both ELP-As and SEIR models. The movements of mosquitoes and humans among cells located
on the boundary of each subdomain are exchanged and updated between relevant processors. A
strong scaling parallel performance of the coupled model over a 400 km2 region for 5 years is
presented in Figure 5.5. The curve shows a gradually decreasing trend of the parallel efficiency
when more computing resources (processors) is available. This decrease in efficiency is attributed
to communications between processors (and computing nodes) for exchanging data during the
computation. The efficiency curve shows that the model is capable of utilizing a large number of
computing processors for simulating areas at larger scales.
5.4 Conclusion
In summary, we have presented a stochastic vector dispersal (ELP-As) and malaria dynamics
(SEIR) model to predict mosquito population dynamics and malaria transmission response to en-
vironmental heterogeneity and variability. It is well known that climatic and hydrological conditions
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Figure 5.5: Actual efficiency of the ELP-As–SEIR model utilizing different numbers of processors.
strongly control Anopheles mosquito populations and thus influences malaria incidence, and indeed
the associations have been demonstrated repeatedly. The details of malaria-environment interac-
tions are highly nonlinear and uncertain both in time and space, thus predictive ability arises from
complex model that involves processes in hydroclimatology and entomology is necessary.
We have developed a large-scale, stochastic lattice-based model based on the deterministic model
systems to simulate and identify the determinants of malaria transmission. The model is coupled
with a high spatial and temporal resolution ecohydrological model used to capture standing water
and soil moisture dynamics on the ground, which play important roles on the dynamics of vec-
tor population and malaria transmission. In this manner, the presented stochastic lattice-based
ELPAs-SEIR model augments existing models by explicitly simulating all of the aforementioned
complexities and incorporating a range of possible outcomes to the dynamics of vector population
and transmission. The model is also implemented on a parallel computing framework that allows
us to run simulations on large-scale problems over long time periods.
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CHAPTER 6
PREDICTING THE IMPACTS OF CLIMATE CHANGE ON
MALARIA IN COASTAL KENYA
6.1 Background
The ecology of malaria is markedly complex, involving two different replication cycles of the Plas-
modium parasite alternately in human hosts and Anopheles vectors, which depends on both climate
and human capacity to prevent disease transmission (MacDonald, 1957; Anderson & May, 1992).
The ability to access health care and efficient vector control measures are critical to block the
circulations and break the life cycles of Plasmodium for malaria intervention. For example, the use
of insecticide treated nets (ITNs) is one of the most powerful interventions that reduced mortality
from all causes among children under five by 20% for sustained periods in Africa (Lengeler, 2004).
In addition, air temperature and humidity are the most important climatic factors for mosquito
abundance and whether the vector survives long enough for the parasite to complete its sporogonic
cycles (Miller et al., 2002; Pascual et al., 2006; Patz & Olson, 2006). Therefore, climate change
will likely affect the dynamics of malaria and other mosquito-borne diseases in the future (Patz,
Campbell-Lendrum, Holloway, & Foley, 2005; Altizer, Ostfeld, Johnson, Kutz, & Harvell, 2013).
The impacts of global warming on malaria transmission, however, remain a subject of intense de-
bate (Reiter et al., 2004; Chaves & Koenraadt, 2010). Several studies have shown that observations
of global malaria declined over the 20th century and the local resurgences of this disease in East
Africa were mainly owing to human interventions rather than climatic factors (Rogers & Randolph,
2000; Hay et al., 2002; Shanks, Hay, Omumbo, & Snow, 2005; Gething et al., 2010; Stern et al.,
2011). Conversely, other works have reported evidence for the increase in the altitude of malaria
distributions in warmer years and predictions of widespread increases and geographical shifts in dis-
tribution of malaria in the highlands of Africa and South America under climate change (Martens
et al., 1999; Hales & Woodward, 2003; Tanser et al., 2003; Lafferty, 2009; Ermert et al., 2012;
Yamana & Eltahir, 2013b; Siraj et al., 2014). This divergence could be attributed to the hetero-
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geneity in malaria trends and the fact that most of the studies on the effects of climate change
on malaria have tended to consider climatic and anthropogenic factors independently (Paaijmans
& Thomas, 2011). In a recent study, Beguin et al. (2011) used statistical modeling to show the
opposing effects of climate change and socio-economic development on the global distribution of
malaria. While malaria risk could be limited by economic growth, changes in climate suitability in
poor areas remain a big challenge for malaria control (Paaijmans & Thomas, 2011).
At sub-regional scales, biological and mechanistic models are often used to separate out and
investigate the impacts of global warming on malaria risk. Most of these models incorporate
the relationships between temperature and malaria transmission that are relatively well under-
stood. For instance, air temperature is used to estimate the developmental rates of Anopheles
mosquitoes in aquatic stages (Depinay et al., 2004; Bomblies et al., 2008) and Plasmodium par-
asites within the cold-blooded mosquitoes (Detinova, 1962; Paaijmans et al., 2009). Few malaria
models have attempted to incorporate the causal relationship among rainfall, humidity, soil mois-
ture, and mosquito breeding sites (Craig, Snow, & le Sueur, 1999; Martens et al., 1999; Montosi,
Manzoni, Porporato, & Montanari, 2012; Yamana & Eltahir, 2013a). The processes by which rain-
fall is partitioned into infiltration and stagnant water pools suitable for Anopheles breeding are
strongly dependent on rainfall patterns, micro-topographic features, soil characteristics and vege-
tation cover. However, existing models are limited in their ability to capture the changes in the
hydrologic cycle induced by vegetation acclimation under elevated atmospheric CO2 concentration
[CO2]. These acclimatory responses have been shown to affect soil moisture and the persistence of
ponding through changes in evapotranspiration (ET) (Drewry et al., 2010b; Le et al., 2011), thus
habitat structure and distribution for vector’s breeding sites.
The objective of this study is to investigate the indirect impacts of climate change on malaria
transmission through modifications in ET and soil moisture. We predict that the acclimatory re-
sponses of vegetation under elevated [CO2] will affect mosquito’s habitat structure and distribution
for breeding sites, thus influencing the vector abundance and malaria dynamics. These impacts
will be further complicated by changes in air temperature which affect both ecohydrologic and
malaria dynamics. Our hypothesis is tested through the use of a lattice-based malaria model in
a coastal area in Kenya at sub-regional scales. In addition, we address the uncertainty of malaria
transmission in response to climate change in this region through a stochastic modeling approach.
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6.2 Methods
6.2.1 Model description
The stochastic lattice-based integrated malaria (SLIM) model presented in Chapter 5 is used to pre-
dict the transmission of malaria under climate change. SLIM links the sub-populations of Anopheles
mosquitoes on a grid structure with the spatial demographic distribution for simulating malaria
transmission. The model incorporates explicit coupling between entomological and parasitologi-
cal processes, epidemiological statuses, and hydro-climatic conditions to capture the dynamics of
malaria. The entomological submodel resolves the SDEs representing the life cycles of Anopheles
mosquitoes in aquatic and adult stages using ELP-As (Egg, Larvae, Pupae, and Adults) struc-
ture (Lutambi et al., 2013). The coupled epidemiology-parasitology submodel simulates stochas-
tically the circulation of Plasmodium parasites within human hosts and adult Anopheles vectors
using the well-known SEIR (Susceptible, Exposed, Infected, and Recovered) approach (Ngwa &
Shu, 2000; Chitnis et al., 2006). These two submodels are iteratively coupled through the com-
mon adult vector population. The SLIM model is linked with the ecohydrologic (MLCan-GCSflow)
model presented in Chapter 3 and Chapter 4 to incorporate the acclimatory responses of vegetation
on soil moisture and Anopheles vector habitat for evaluating the indirect impacts of climate change
on malaria. Projected climate change scenarios (Christensen et al., 2007) and simulations of the
ecohydrologic models under these projections for the regions are used to drive the SLIM model for
predicting the changes of malaria transmission from current climate conditions.
6.2.2 Study area
The study is conducted in a rural area north west of Malindi town (3.22◦S, 40.12◦E), Kilifi county,
Kenya (see Figure 6.1). The region has high levels of malnutrition and incidence rate of P. falci-
parum parasites in which the An. gambiae is the main vector (Nyakeriga, Troye-Blomberg, Chemtai,
Marsh, & Williams, 2004). In rural areas, we assume that natural water on the ground is the main
habitat of Anopheles mosquitoes. The average day time temperature varies between 28◦C and
34◦C and mean annual precipitation is approximately 1,180 mm divided into a long (April - July)
and short (November - December) rainy season. The major livelihoods are subsistence farming
and 84.5 percent of the population lives below the poverty line. Maize is the main agricultural
crop in the region. Other crops most commonly intercropped with maize include millet, cassava,
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and beans (Kenya Agricultural Research Institute, 2004; Snow et al., 2015). In this work, we also
assume that maize was the dominant vegetation in each grid point in the ecohydrologic model. The
domain of simulation covers approximately 440 square kilometers (22 km North to South and 20
km East to West) with medium to high percentage cover of vegetation.
6.2.3 Data
Malaria
Observations of malaria incidence was collected from three elementary schools in the study area:
Burangi (3.15◦ S, 40.08◦ E), Majahani (-3.06◦ S, 40.05◦ E), and Mumagani (-3.11◦ S, 40.01◦ E) from
2008 to 2013 for model validation. Blood samples collected from the participants were tested for
malaria parasites using microscopy or rapid diagnostic tests (RDT). Additional community-based
data of malaria parasite prevalence found in the study area from the Malaria Atlas Project (Hay
& Snow, 2006) was also used for model validation.
Meteorological Data
Meteorological data collected every three hours from global reanalysis by European Centre for
Medium-range Weather Forecasts (ECMWF) were obtained for the study region. Data collected
from year 2005 to 2014 were used for baseline scenario simulations.
Ecophysiological Data
The leaf area index (LAI) data at 8-day interval were obtained from Moderate Resolution Imaging
Spectroradiometer (MODIS) satellite images for ecohydrologic modeling. Key model parameters
in the canopy and root systems of maize crop used for the ecohydrologic model were chosen from
our prior studies (Drewry et al., 2010a).
Topography and soil
Topographic data at 30m × 30m resolution from Advanced Spaceborne Thermal Emission and
Reflection radiometer (ASTER) global digital elevation model were used for modeling surface runoff
and belowground soil moisture dynamics. The study area is flat (slope ≈ 1%) with elevation varying
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from 5 to 179 m above sea level (Figure 6.2a). Soil properties and characteristics in the area were
obtained from the International Soil Reference and Information Centre (ISRIC).
Census Data
Human population census data at 100 m spatial resolution is obtained from the population maps
for low income nations (Tatem et al., 2007). The current distribution of human population in the
study domain was shown in Figure 6.2b. We assume that human hosts are immobile for simulations
and the annual population growth rate at 4.6% is applied for future demographic predictions in
2050 (Zulu et al., 2012).
6.2.4 Mosquito habitat identification
Habitat for mosquitoes or breeding index in each model grid cells is estimated using the power-law
scaling relationship of topographic depressions on the landscape. Topographic depressions and
their distribution in the study area are identified using the TDI model (see Chapter 2).
6.2.5 Climate change scenarios
We run the model at current climate conditions and contrasted with simulations performed un-
der projected elevated [CO2] and air temperature increase at different magnitudes for the re-
gion (Christensen et al., 2007). Although climatic variability plays a large role on malaria trans-
mission, this study mainly emphasizes on the changes in the means of important climatic factors.
However, changes in climatic variability under global warming can be incorporated to this work in
the future for investigating its impacts on the dynamics of malaria. Summary of climate scenarios
for model simulations are shown in Table 6.1.
Table 6.1: Climate change scenarios for model predictions
Scenario [CO2] (ppm) ∆T (
◦C)
S0 - baseline 385 0.0
S1 - projected 550 0.0
S2 - projected 550 1.0
S3 - projected 550 2.0
∗∆T represents air temperature increase
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6.3 Results
6.3.1 Power-law scaling of vector habitat
Figure 6.3 shows the exceedance probability in log-log scale for the surface area A of the topo-
graphic depressions found at four different levels in the study site. We fit least square linear
regression lines to these distributions at each level (R2 = 0.93 − 0.96). The results show that the
probability distribution approximates the power law fits P (X ≥ x) ∝ x−α with slope α ranging
from -2.26 to -2.06. We assume that this power law relationship holds at all topographic scales.
Here, the mean slope α¯ also represents the likelihood of having smaller size topographic depressions
that are below the resolution observed by topographic data in the area. Water and material fluxes
accumulated in these depressions provide potential habitat for mosquito’s breeding, and thus affect
vector population. The mean slope value α¯ = −2.17 is used for estimating water availability index
ψW shown in Equation (5.2).
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Figure 6.3: Scaling law relationship of topographic depressions at different ponding levels. Lines are fitted
to the distributions using least square linear regression. R2, α, β represent the coefficient of determination,
intercept, and slope, respectively. The mean slope α¯ is used for estimating water availability index ψW in
the ELP-As model.
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6.3.2 Model validation
We perform stochastic simulations for the SLIM model under present climate condition (S0 - base-
line) in the study site using reanalysis data from 2006 to 2014. Malaria prevalence observed at three
elementary schools and obtained from the Malaria Atlas Project is averaged for the entire study
for model comparison. Comparisons of modeled and observed mean monthly malaria prevalence
(%) demonstrate the ability of SLIM model to capture the dynamics of malaria transmission under
the effects of weather and climate (Figure 6.4). While variability in modeled results comes from
stochastic simulations, variability in observed data (in Oct-08) comes from collections at multiple
sites in the study area. We find that modeled results are in good agreement with observations mea-
sured in September 2008 and October 2013. Although a large difference is found between modeled
(1.62%) and observed (3.8%) mean monthly malaria prevalence in October 2008, modeled results
remain within the range of variation of observed data.
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Figure 6.4: Comparison of malaria prevalence modeled by SLIM and observed data over the entire study
area. Vertical line represents ± standard deviation. Variability in modeled results come from stochasticity.
Malaria prevalence data were collected in three elementary schools and from the Malaria Atlas Project in
the area.
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Figure 6.5: Mean annual evapotranspiration of the study region obtained from model simulations for each
climate scenario. Boxplots display 10th, 25th, 50th, 75th and 90th percentiles, and black dots represent the
mean value of annual ET.
6.3.3 Ecohydrologic dynamics
We compare the mean annual ET in the study area for present [CO2] condition at 385 ppm (S0) with
elevated [CO2] at 550 ppm associated with additional increase of air temperature at ∆Ta = 0
◦C
(S1), ∆Ta = 1
◦C (S2), and ∆Ta = 2◦C (S3) conditions, respectively. The boxplots showing the
statistics and variability of mean annual ET of the study domain for all scenarios obtained from
model simulations are presented in Figure 6.5. The mean annual ET found in present condition S0
was 541.1 ± 130.5 mm. We observe significant change of annual ET, a key driver of soil moisture
and ponding persistence, under all projected climate change scenarios. In scenario S1, the decrease
of annual ET (442.3 ± 100.7 mm) can be attributed to the increase of water-use efficiency under
elevated [CO2] condition. In scenarios S2 and S3, however, we find that mean annual ET is higher
than one found in scenario S0. These increase are directly dependent on the increases of air
temperature at different magnitudes, offsetting the benefits of improving water-use efficiency under
the enrichment of [CO2] condition. Changes in ET are expected to affect soil moisture and ponding
persistence which control the habitat for Anopheles mosquitoes.
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6.3.4 Malaria transmission
Figure 6.6 presents the variation of total aquatic and adult mosquito populations in ELP-As sub-
model in log scales. The results show that the variation of mosquito population in both aquatic
and adult stages are highly dependent on climatic factors. The largest and smallest total mosquito
population during the years are found correspondingly with the highest and lowest air temperature
and rainy seasons, respectively, with several days of time lag. In aquatic stage, the sensitivity of
larvae development to air temperature change is found much lower than those of egg and pupae
shown in previous studies (Depinay et al., 2004). Figure 6.6c implies that the mortality rate of
mosquito subjected to predators and other environmental risks are high. The total population of
Anopheles eggs (E) is approximately 7 and 50 times higher than the larval (L) and pupal (P ) pop-
ulations, respectively. The population of adult Anopheles mosquitoes is also sensitive to climatic
conditions (Figure 6.6d). We find that the fraction of host seeking mosquitoes (Ah) in adult stage is
high, consisting of ∼ 70−80% of the total adult population. The sub-population of oviposition site
searching mosquitoes (Ao) are usually 2−3 times larger than the resting mosquitoes (Ar). The high
numbers of egg deposited by female Anopheles during reproduction are likely a key factor for the
high density of vector in both aquatic environment, thus mosquito population. The total number
of adult mosquitoes are equal to one in the SEIR model and play a key role in malaria transmission.
Simulations of malaria dynamics in present climate (S0) conditions is used to compare with results
obtained from simulations under climate change scenarios shown in the next sections.
The dynamics of malaria in host and mosquito populations in the study area are presented in
Figure 6.7. The results show that, similarly to vector population, the variation of malaria cases,
including both exposed and infected cases, in the region is sensitive to climatic factors as it is
directly dependent on vector density. The transmission of malaria in the study region is year-
round. The largest values of exposed human cases (Eh) are usually found after rainy seasons start
and air temperature was high. The peaks of Eh are also followed by the largest values of infected
human cases (Ih) in several days (Figure 6.7c). During the peaks and troughs of the season, the
rates of infected cases are about 2.5% and 1.0%, respectively. This results are quite in agreement
with observations of P. falciparum rate of incidences in Kilifi district shown in previous work (Hay
et al., 2010).
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Figure 6.6: Key meteorological forcing data and variations of total mosquito population under present
[CO2] condition. (a) Daily precipitation (b) Mean daily air temperature (c) Population dynamics of aquatic
mosquitoes in ELP-As model. (d) Population dynamics of adult mosquitoes in ELP-As model.
6.3.5 Impacts of climate change on malaria transmission
Stochastic simulations are performed to investigate the uncertainty of climate change impacts on
malaria transmission. Figure 6.8 shows the comparison of malaria incidence (exposed and infected)
between simulations under present [CO2] conditions (S0) and future climate change projections
(scenarios S1, S2, and S3). Under elevated [CO2] condition (S1), we find that the increase of soil
moisture due to the changes in water-use efficiency of vegetation or evapotranspiration led to higher
habitat index for Anopheles vector. As a result, we generally observe an increasing trend of both
exposed and infected cases under scenario S1 (∆E ≈ 5%, ∆I ≈ 4.5%).
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Figure 6.7: Key meteorological forcing data and the dynamics of malaria under present [CO2] condition.
(a) Daily precipitation (b) Mean daily air temperature (c) Dynamics of malaria in host population modeled
in SEIR model. (d) Dynamics of malaria in vector population modeled in SEIR model.
Under elevated [CO2] condition and air temperature increase at ∆Ta = 1
◦C (S2), while increasing
air temperature shortens the life cycle of both Anopheles and Plasmodium, the decrease of soil
moisture and associated habitat index reduces vector abundance, thus contributes to alleviate the
increase of malaria under global warming. Consequently, in scenario S2, we find a small increasing
trend of malaria incidence (≈ 2 − 3%) in comparison with present climate conditions (∆E ≈ 2%,
∆I ≈ 3%, See Figure 6.8c-d).
In scenario S3 , larger increase of air temperature at 2◦C leads to further reduction of soil
moisture, thus the habitat index for Anopheles mosquitoes. However, we find an increasing trend
of malaria incidence under this scenario (∆E ≈ 11%, ∆I ≈ 8%). The increase of malaria incidence
found in S3 can be attributed to the non-linear effects of air temperature on the life cycles of malaria
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vectors and parasites. In all scenarios, we observe similar changing patterns in both exposed and
infected cases in human population.
400 600 800 1000
Eh (current)
4
0
0
6
0
0
8
0
0
1
0
0
0
E
h
 (
fu
tu
re
)
(a)
[CO2] = 550 ppm 
∆Ta = 0 ◦C 
(S1)
400 600 800 1000
Eh (current)
4
0
0
6
0
0
8
0
0
1
0
0
0 (c)
[CO2] = 550 ppm 
∆Ta = 1 ◦C 
(S2)
400 600 800 1000
Eh (current)
4
0
0
6
0
0
8
0
0
1
0
0
0 (e)
[CO2] = 550 ppm 
∆Ta = 2 ◦C 
(S3)
1200 1600 2000 2400
Ih (current)
1
2
0
0
1
6
0
0
2
0
0
0
2
4
0
0
I h
 (
fu
tu
re
)
(b)
[CO2] = 550 ppm 
∆Ta = 0 ◦C 
(S1)
1200 1600 2000 2400
Ih (current)
1
2
0
0
1
6
0
0
2
0
0
0
2
4
0
0 (d)
[CO2] = 550 ppm 
∆Ta = 1 ◦C 
(S2)
1200 1600 2000 2400
Ih (current)
1
2
0
0
1
6
0
0
2
0
0
0
2
4
0
0 (f)
[CO2] = 550 ppm 
∆Ta = 2 ◦C 
(S3)
10
0
10
20
30
∆
E
h
(%
)
10
5
0
5
10
15
20
∆
I h
(%
)
10
0
10
20
30
∆
E
h
(%
)
10
5
0
5
10
15
20
∆
I h
(%
)
10
0
10
20
30
∆
E
h
(%
)
10
5
0
5
10
15
20
∆
I h
(%
)
Figure 6.8: Comparison of exposed and infected malaria cases under climate change scenarios. Left column
(a-b): One-to-one comparison between cases under present (S0) and elevated [CO2] (S1) conditions. Middle
column (c-d): One-to-one comparison between cases under present (S0) and elevated [CO2] (S1) conditions.
Right column (e-f): One-to-one comparison between cases under present (S0) and elevated [CO2] (S1)
conditions. Top row (a, c, e) shows the values of exposed cases, bottom row (b, d, f) shows the values of
infected cases.
6.4 Discussion
The elevation of [CO2] condition and air temperature increase are expected to affect ecohydrologi-
cal dynamics (Drewry et al., 2010b; Le et al., 2011). Characterizing such alterations is important
to understand the impacts of climate change on malaria transmission. A number of studies have
shown the relationships between air temperature and precipitation changes on the dynamics of
malaria (Martens et al., 1999; Hales & Woodward, 2003; Tanser et al., 2003; Lafferty, 2009; Ermert
et al., 2012; Yamana & Eltahir, 2013b; Siraj et al., 2014). In this work, our model incorporating
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the acclimatory mechanisms of vegetation under climate change is used to predict the dynamics of
malaria. The model results indicated the opposing effects of elevated [CO2] and air temperature
increase on the dynamics of malaria. Given the complexity of malaria transmission under environ-
mental disturbances, these effects would play an important role to better understand how malaria
will be likely altered under climate changes, thus contribute to the intervention of this disease.
Simulations obtained from three projected scenarios show that elevated [CO2] condition increases
the habitat index for mosquito reproduction, which leads to the higher density of vector and malaria
incidence. Unlike elevated [CO2] condition, the increase of air temperature has two distinct effects
on malaria dynamics. Firstly, higher air temperature reduces soil moisture, thus decreases the
habitat index for the vector. Secondly, it also nonlinearly shortens the life cycles of Anopheles and
Plasmodium. Under low air temperature increase, the effects of air temperature change on these
life cycles are not much stronger than the impacts of soil moisture decrease on vector abundance.
As a result, the trend of increasing malaria incidence is small. However, under high air temperature
increase, nonlinear effects of air temperature are stronger than the impacts of soil moisture decrease
on vector abundance, resulting in larger changes of malaria incidence.
The main findings from this work shed light on the linkage between climate change and the
dynamics of malaria. Results demonstrate that the proposed modeling approach is robust and can
also be used to investigate how other changes in natural environment affect malaria transmission.
Additionally, this work can be applied to analyze the impacts of environmental change on other
mosquito-borne diseases in particular and vector-borne diseases in general. While changes in the
mean of climatic factors are the main focus of this study, changes in climatic variability under
global warming play a key role in the transmission of malaria as well. This variability should be
incorporated into analyses in the future. Finally, the model can be further extended to study the
impacts of anthropogenic factors on the dynamics of malaria through sensitivity analyses in the
model parameters.
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CHAPTER 7
RESEARCH SUMMARY
This work focuses on the indirect impacts of global warming on malaria transmission in rural
regions. The main objective is to better understand the acclimatory mechanisms of vegetation in
response to elevated [CO2] and temperature increase that influence the vector habitat for breeding
and thus the life cycles of Anopheles vectors and Plasmodium parasites. In the first phase of this
study, we explored the scaling characteristics of microtopographic depressions on the landscape that
provide insights into the vector habitat at scales limited by topographic data, and we developed
a new coupled multilayer-canopy vegetation – flow model to capture the ecohydrologic dynamics
associated with this microtopographic variability. During the second phase, we coupled this model
with a stochastic lattice-based integrated malaria model to investigate the impacts of changes
in ecohydrologic system under global warming on malaria transmission. Using this model, we
predicted the dynamics of malaria in response to changing environment in the Kilifi district on the
Kenyan coast. This chapter provides a brief summary of the study and the obtained results and
discusses future works based on the findings of this study.
7.1 Power-law Scaling of Topographic Depressions
Topographic depressions, areas of no lateral surface flow, are ubiquitous characteristics of the land
surface that provide natural habitat for mosquitoes. Here, we presented the power-law scaling
relationship of topographic depression’s attributes, such as surface area, storage volume, and the
distance to the nearest neighbor. We extended the previous topographic depression identification
(TDI) methods by using image processing and morphological approach, which provided significant
improvements in performance for analyses in large areas using high-resolution lidar data. We were
interested in understanding the structure of the spatial distribution of topographic depressions for
incorporation into vector habitat analyses. The results showed that:
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• A surprisingly large number of topographic depressions across scales could be found on both
natural and human-modified landscapes that can serve as potential habitat for vectors.
• The probability distribution of topographic depressions’ attributes follow scaling laws indica-
tive of a structure in which a large fraction of land surface area can consist of high number of
topographic depressions of all sizes. This implied that the impacts of small-scale topographic
depressions in the landscapes, which are limited by current resolution of topographic data
are quite significant in the redistribution of material fluxes.
• In areas where the resolution of topographic data is low, a power-law scaling relationship could
be used to provide insights into small-size micro-topographic depressions for understanding
the structure of the vector habitat.
7.2 Integrated Surface–Sub-surface Flow Modeling
In this work, we presented a distributed physically-based integrated flow model that couples two-
dimensional overland flow and three-dimensional variably saturated sub-surface flow. One of the
innovative features of this model is the utilization of GPU architecture for parallel computing. This
work provided a feasibility for fully distributed, physics-based hydrologic modeling over large areas
using emerging lidar topographic data. We verified the algorithm using five benchmark problems
that have been widely adopted in literature and tested the model with a large-scale simulation
using lidar data in Goose Creek watershed in central Illinois, USA. The main results of this work
showed that:
• The method used in the new GPU-based integrated surface - sub-surface flow model was
computationally efficient and produced physically consistent solutions;
• The results from benchmark tests generally showed good agreements among our model and
others that use CPU computing for a wide variety of benchmark test cases;
• The new GPU-based integrated surface - sub-surface flow model has the potential to apply for
detailed ecohydrologic modeling in large areas. Particularly, it can be coupled with canopy
model to study the vegetation-land-atmospheric interactions at finer scales.
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7.3 Ecohydrologic Dynamics under Climate Change
The first objective of this work was the coupling between the distributed physically-based integrated
flow presented in Chapter 3 with a multi-layer canopy model shown in our prior studies (Drewry et
al., 2010a, 2010b). In the second objective, we presented the analyses of ecohydrological dynamics
under climate change that are influenced by the acclimatory of vegetation in response to the
elevation of [CO2]. We aimed to quantify how changes in water-use efficiency of vegetation under
the fertilization of [CO2] affect soil moisture and ponding dynamics on the landscape. We performed
simulations for corn crop (C4 photosynthesis) in the Goose Creek watershed in central Illinois, USA
under projected climate change for the region. The main results from this work showed that:
• There are positive impacts of [CO2] enrichment on water-use efficiency of vegetation by re-
ducing evapotranspiration (ET), thus preserve soil moisture;
• Air temperature increase associated with elevated [CO2] revealed opposing effects by increas-
ing the demand for ET, thus decreasing moisture in the soil;
• Alterations in ET and soil moisture showed changes in ponding depth and persistence, im-
plying impacts for mosquito habitat.
7.4 Lattice-based Stochastic Modeling of Malaria
The backbone of this work was the development of a new stochastic, lattice-based integrated malaria
(SLIM) model. It was derived and coupled from the deterministic ELP-As and SEIR models using
the Itoˆ SDE. SLIM was also coupled with the ecohydrologic model shown in Chapter 4 to capture
the impacts of climate change on vector habitat and therefore malaria dynamics. The model allowed
for uncertainty analysis and stochastic simulations of malaria, including both entomological and
epidemiological processes, at large-scale. The most significant results of this work are:
• The aquatic stages of Anopeles mosquitoes, highly sensitive to hydro-climatological condi-
tions, were incorporated into malaria transmission;
• SLIM model augmented existing models by explicitly simulating all of the aforementioned
complexities and incorporating a range of possible outcomes to the dynamics of vector pop-
ulation and transmission;
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• The model was also implemented on a parallel computing framework that allows us to run
simulations on large-scale problems over long time periods.
7.5 Impacts of Climate change on Malaria
The indirect impacts of climate change through modification in soil moisture and ponding persis-
tence on the landscape are often ignored in understanding the transmission of malaria. In this
work, we showed that these impacts are equally important as air temperature increase. Using
topographic, demographic, and reanalysis data, this work showed that:
• The increase in soil moisture reveals negative impacts on malaria cases in the study area.
Our study found that there is a general increasing trend of malaria incidences under only
elevated [CO2] condition.
• Although air temperature increases nonlinearly shorten the life cycles of vectors and parasites,
it also reduces soil moisture and ponding for vector habitat. Our study showed the opposing
effects of temperature on the dynamics of malaria.
• At high air temperature increase, the nonlinear effects of air temperature on malaria are
stronger than the changes in ecohydrologic dynamics. We general found increasing trends in
malaria incidences under this scenarios. However, at areas that are currently hot, high air
temperature increase may cause negative effects on the life cycle of mosquitoes and parasites.
7.6 Future Work
The work presented in this dissertation was begun as combined parts of larger efforts to understand
the roles that ecohydrologic modifications under climate change play in many ecosystem and an-
thropogenic processes. Keeping this long-term goal in mind, we propose future research directions
that extend from the findings of this thesis.
7.6.1 Understanding the impacts of climate change and microtopographic variability on
nutrient dynamics
In the Midwestern United States, land use conversion, modification of soil-moisture regimes, geo-
morphic changes, and intensive agricultural practices have led to the unintended consequences of
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high nutrient loading in rivers and receiving water bodies that lead to environmental pollution, i.e.
the hypoxia in the Gulf of Mexico. These and other similar societal scale sustainability challenges
often arise from large-scale space and time integrated impacts of small-scale practices and prob-
lems. However, models that explicitly resolve the small/micro-scale processes (∼1 m) over large
areas that can then be coupled with the mesoscale (∼1-100km) and regional scale (∼100-1000 km)
processes do not exist, as the data to support such explorations over large areas have not been
widely available until recently. In the absence of this characterization of microscale processes, they
are parameterized as sub-grid processes, which are then used to develop insights, often resulting in
large uncertainties about the complex interaction of processes associated with the Earth system.
The ecohydrological modeling shown in this study has provided a fundamental tool that can be
extended to investigate the problems of sustainability of watershed processes, particularly those
under stress from anthropogenic drivers. By incorporating the theory of nutrient dynamics, and
using high-performance computing for large-scale simulations, we can quantify how environmental
and anthropogenic changes will affect ecosystem functioning. This future work will provide new
tools and insights in the hands of decision-makers so that emerging measurement and knowledge
systems are well integrated into the process.
7.6.2 Explore the dynamics of vector-borne diseases
The stochastic lattice-based malaria model shown in this dissertation has opened up novel avenues
to study the dynamics of mosquito-borne diseases in particular and vector-borne disease in general.
We aim to extend this work to study the “silent” spread of Zika virus disease in which we investigate
the stochastic combination of climatic and anthropogenic factors that have led to the sudden
outbreaks of this disease in late 2015. Our work can be also extended to study Dengue, another
public health burden in tropical regions. While malaria is transmitted by the female Anopheles
mosquitoes, the principal vectors of Zika and Dengue is the female Aedes mosquitoes. Anopheles
mosquitoes prefer natural habitat and usually bite during the night, whereas Aedes mosquitoes
tend to lay their eggs in containers and attack human host during daytime. Unlike malaria that is
a protozoan parasitic disease caused by Plasmodium genus, the microorganism causing dengue is
from the arbovirus family whereas that causing Zika is from the flavivirus family. These differences
must be addressed in the extended model for investigating the dynamics of these two viral infectious
diseases. Finally, the model can be extended to link with climate models at continental and global
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scales to study the seasonal patterns of vector borne diseases affected by the migrations of birds and
animals that involve with the transmission of the diseases. The ability to capture heterogeneities in
the landscape and habitats at large scales will provide powerful approach to address such problems
that have been limited by computational resources in the past.
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APPENDIX A
THE MORPHOLOGICAL APPROACH FOR TOPOGRAPHIC
DEPRESSION IDENTIFICATION
A new algorithm for the detection of connected objects and identification of surrounding neigh-
bor pixels using morphological approach (Serra, 1983; Haralick et al., 1987; Giardina & Dougherty,
1988), described below, was applied to the enhanced topographic identification model (TDI). Aside
from the modifications to this algorithm, the model implementation is the same as reported in the
Methods section of the paper (also see Figure 1). Topographic data obtained from high resolution
LiDAR based digital elevation model (lDEM) is considered as a many-valued image, whereas topo-
graphic depression maps at different levels are treated as binary (two-valued) images of the same
grid size as lDEM.
A.1 Detection of Connected Objects
We applied the D8 method (O’Callaghan & Mark, 1984) to convert LiDAR topographic data
into images of flow direction of each pixel represented by integer values from 0 to 8. The value
0 represents no flow direction which implies the lowest elevation points of the depressions, and
values from 1 to 8 represent flow direction from each pixel to the lowest point in one of its eight
neighbors pixels (rotate counter clockwise starting from the north direction). Connected-component
labeling algorithm (Rosenfeld & Pfaltz, 1966; Di Stefano & Bulgarelli, 1999) was applied on the
flow direction images to identify single and multiple lowest cells of every depressions (represented
by the values 0 of flow direction images and their connectivity). This process returns the locations
and shapes of the lowest elevation points of each depressions prior to the local searching algorithm
for identifying other depression cells and overflow thresholds shown in the paper.
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A.2 Identification of Neighbor Pixels Surrounding Depressions
Neighbor pixels surrounding the connected objects were used to control the local searching process
for identifying depression cells and overflow thresholds. In this study, we used a fast and efficient
technique to select the neighbor pixels based on set theory using morphological transformation
derived from Minkowski operations (Mattioli, 1995).
First, we dilated the binary maps of the depressions, A, with the unit structuring element, Bd.
Here, the structuring element Bd is itself a binary image and its domain is given by the set:
Bd = {(−1,−1), (−1, 0), (−1, 1), (0,−1), (0, 1), (1,−1), (1, 0), (1, 1)}
The dilation of A by Bd, denoted as D(A,Bd), is defined as Minkowski addition (Giardina &
Dougherty, 1988):
A⊕Bd =
⋃
b∈Bd
A+ b (A.1)
The dilation expands the original binary map A in all directions one unit into the dilated map Ad
(See Figure A.1 a-b for detail).
Second, we eroded the dilated maps Ad with the unit structuring element Be to obtain the
neighbor pixels of the original image A (Figure A.1c), where:
Be = {(−1, 0), (0,−1), (0, 1), (0, 0), (0,−1)}
The erosion of Ad by Be, denoted as E (Ad, Be), is equal to the Minkowski subtraction (Giardina
& Dougherty, 1988):
Ad 	Be =
⋂
b∈Be
Ad + b (A.2)
The set of neighbor cells obtained from the dilation and erosion processes will be used for search-
ing new depression cells and identifying overflow thresholds in our enhance TDI model. This
algorithm avoids iterations in large connected objects to obtain speed-up for large areas.
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Figure A.1: Illustration of the dilation and erosion in mathematical morphology to identify neighbor cells
of topographic depressions. (a) Examples of original images in different shapes. (b) Dilation of original
images using Bd structuring element. (c) Erosion of dilated images using Be structuring element to obtain
neighbor cells.
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APPENDIX B
ALTERNATING DIRECTION IMPLICIT DISCRETIZATION
B.1 ADI Discretization for 2D Overland Flow
The mass balance condition with Crank-Nicolson type scheme forms the basis for the ADI formu-
lation in overland flow model. Following a study by (Lal, 1998a), the discretization of overland
flow continuity equation may be written as:
Hn+1i,j = H
n
i,j + ∆t
[
α
Qnet(H
n+1)
∆x∆y
+ (1− α)Qnet(H
n)
∆x∆y
− qe − qr
]
(B.1)
in which α is the weighting factor for numerical scheme (α = 0.5 for Crank-Nicolson), n is the
time step, (i, j) denotes spatial location, and Qnet [L
3] is the net inflow to the cell as a function of
potential head, computed as:
Qnet = Di+ 1
2
,j(Hi+1,j −Hi,j) +Di− 1
2
,j(Hi−1,j −Hi,j)
+Di,j+ 1
2
(Hi,j+1 −Hi,j) +Di,j− 1
2
(Hi,j−1 −Hi,j) (B.2)
where D is diffusion coefficient [L2 T−1] (See equation (??) in the main text). The spatial differ-
encing operators used in the derivation are as follows:
δxH
n
i,j =0.5
∆t
∆x∆y
[
Di+ 1
2
,j(H
n
i+1,j −Hni,j) +Di− 1
2
,j(H
n
i−1,j −Hni,j)
]
(B.3a)
δyH
n
i,j =0.5
∆t
∆x∆y
[
Di,j+ 1
2
(Hni,j+1 −Hni,j) +Di,j− 1
2
(Hni,j−1 −Hni,j)
]
(B.3b)
After rearranging the unknown values to the left-hand side, Equations (B.1) and (B.2) can be
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now expressed using the standard second-order centered differencing operators as:
(1− δx − δy)Hn+1i,j = (1 + δx + δy)Hni,j − (qe + qr)∆t (B.4)
By neglecting higher-order terms, Equation (B.4) can also be split into sequences:
(1− δx)Hn+
1
2
i,j =(1 + δy)H
n
i,j −
∆t
2
(qe + qr) (B.5a)
(1− δy)Hn+1i,j =(1 + δx)H
n+ 1
2
i,j −
∆t
2
(qe + qr) (B.5b)
The ADI finite-difference expressions for the overland flow can be written as:
H
n+ 1
2
i,j − 0.5
∆t/2
∆x∆y
[
Di+ 1
2
,j
(
H
n+ 1
2
i+1,j −H
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2
i,j
)
+Di− 1
2
,j
(
H
n+ 1
2
i−1,j −H
n+ 1
2
i,j
)]
=
Hni,j + 0.5
∆t/2
∆x∆y
[
Di,j+ 1
2
(Hi,j+1 −Hi,j) +Di,j− 1
2
(Hi,j−1 −Hi,j)
]
+ (qe + qr)
∆t
2
(B.6)
Hn+1i,j − 0.5
∆t/2
∆x∆y
[
Di,j+ 1
2
(
Hn+1i,j+1 −Hn+1i,j
)
+Di,j− 1
2
(
Hn+1i,j−1 −Hn+1i,j
)]
=
H
n+ 1
2
i,j + 0.5
∆t/2
∆x∆y
[
Di+ 1
2
,j
(
H
n+ 1
2
i+1,j −H
n+ 1
2
i,j
)
+Di− 1
2
,j
(
H
n+ 1
2
i−1,j −H
n+ 1
2
i,j
)]
+ (qe + qr)
∆t
2
(B.7)
The coupled Equations (B.6) and (B.7) are solved as two 1D problems for each row and column
of the 2D domain using the TDMA or PCR algorithms for tridiagonal matrices at half time step
∆t
2 . Right-hand sides of these equation consist of entirely known values at the time of computation.
The values of H
n+ 1
2
i,j are obtained from Equation (B.6) in the first-half time step and then used to
solve Equation (B.7) in the second-half time step.
B.2 ADI Discretization for 3D Variably Saturated Sub-surface Flow
The backward Euler scheme associated with Picard iteration is one of the most widely used time
approximation for the Richards equation and applied in this study. The two terms in the left-hand
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side of the variably saturated sub-surface flow equation are approximated as:
Ss
θ
φ
∂ψ
∂t
+
∂θ
∂t
≈ Ss
φ
θn+1,mi,j,k
[
ψn+1,m+1i,j,k − ψni,j,k
∆t
]
+
[
θn+1,m+1i,j,k − θni,j,k
∆t
]
(B.8)
Here, (i, j, k) denote spatial location in x, y, and z directions, respectively, n and m denote the
time and the Picard iteration levels, respectively. After (Celia et al., 1990), moisture content at
new time step and a new iteration level θn+1,m+1i,j,k is expanded using first-order truncated Taylor
series, in terms of pressure-head perturbation, about the expansion point ψn+1,m as follow:
θn+1,m+1i,j,k = θ
n+1,m
i,j,k +
dθ
dψ
∣∣∣∣n+1,m
i,j,k
(ψn+1,m+1i,j,k − ψn+1,mi,j,k ) +O(δ2) (B.9)
The specific water capacity function of the soil C(ψ) [L−1] is defined as:
C(ψ) =
dθ
dψ
(B.10)
Using equation (B.9) and (B.10), the Equation (B.8) can be expressed as:
Ss
θ
φ
∂ψ
∂t
+
∂θ
∂t
≈ Ss
φ
θn+1i,j,k
[
ψn+1,m+1i,j,k − ψni,j,k
∆t
]
+
θn+1,mi,j,k − θni,j,k
∆t
+ Cn+1,mi,j,k
[
ψn+1,m+1i,j,k − ψn+1,mi,j,k
∆t
]
(B.11)
Rearranging and use the increment in iteration: δm = ψn+1,m+1 − ψn+1,m, the finite difference
alternating direction implicit formulation at every ∆t/3 can be written as follow:
• Time splitting in z direction
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(B.12)
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• Time splitting in x direction
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(B.13)
• Time splitting in y direction
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(B.14)
Similarly, the coupled Equations (B.12), (B.13), and (B.14) are solved as three 1D problems for
each directions of the 3D domain using the TDMA or PCR algorithms for tridiagonal matrices at
one-third time step ∆t3 . Right-hand sides of these equation consist of entirely known values at the
time of computation.
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APPENDIX C
ITO STOCHASTIC DIFFERENTIAL EQUATIONS
Stochastic differential equations (SDEs) arise when random noises are introduced into ODE sys-
tems. In this appendix, we review briefly stochastic processes and definitions of general Itoˆ SDEs
and integrals used in the model formulations. Readers are referred to numerous classic work in
literature for further details on these topics (Papoulis, 1965; Bailey, 1990; Taylor & Karlin, 1994;
Beichelt & Fatti, 2001; Øksendal, 2003; E. Allen, 2007; L. Allen, 2010; Van Kampen, 2011).
Definition C.1 (Stochastic process) A family of random variables {X(t, s) : t ∈ T ,
s ∈ S} is called a stochastic process with parameter space T and state space S.
Here, we only consider stochastic processes continuous in time and in state in which both T and S
are intervals. In addition, all stochastic processes are assumed Markov process defined as follow:
Definition C.2 (Markov process) Assume {X(t) : t ∈ [0,+∞)} is a stochastic process that is
continuous in time. Then {X(t) : t ∈ [0,+∞)} is a Markov process if, given any sequence of times,
0 < t1 < . . . < tn−1 < tn,
P
{
X(tn) ≤ y
∣∣ X(0) = x0, X(t1) = x1, ..., X(tn−1) = xn−1}
= P
{
X(tn) ≤ y
∣∣ X(tn−1) = xn−1} (C.1)
The future state of a Markov process only depends on the most recent or current state and not
its past history. This condition is known as the Markov property (Papoulis, 1965; Gillespie, 1992;
L. Allen, 2010).
Definition C.3 (Wiener process) The stochastic process {W (t) : t ∈ [0,+∞)} is a Wiener
process (standard Brownian motion) if W (t) depends continuously on t, W (t) ∈ (−∞,+∞), and
the following three conditions hold:
(i) For 0 ≤ t1 ≤ t2 <∞, W (t2)−W (t1) is normally distributed with mean 0 and variance t2−t1;
that is W (t2)−W (t1) ∼N(0, t2 − t1),
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(ii) For 0 ≤ t1 ≤ t2 <∞, the increments W (t1)−W (t0) and W (t2)−W (t1) are independent,
(iii) P
{
W(0) = 0
}
= 1.
Definition C.3 implies that Wiener process has stationary and independent increments. In our
formulations, we introduce the white noise ξ(t) to the deterministic systems, which is a derivative
of the Wiener process W (t):
ξ(t) =
dW (t)
dt
The Itoˆ integral is defined as:
Definition C.4 (Itoˆ integral) Assume f(t) is a random function satisfying the following condi-
tion: ∫ b
a
〈f2(t)〉dt <∞
provided that 〈f2(t)〉 exists. Let a = t1 < t2 < ... < tk = b be a partition of [a, b], ∆t = ti+1 − ti =
(b− a)/k, and ∆W (ti) = W (ti+1)−W (ti), where W (t) is the standard Wiener process. Then the
Itoˆ integral of f is defined as:
∫ b
a
f(t)dW (t) = l.i.m.k→∞
k∑
i=1
f(ti)∆W (ti), (C.2)
where l.i.m. denotes mean square convergence.
In general, an Itoˆ stochastic integrals allows one to integrate a stochastic process (the integrand)
with respect to another stochastic process (the integrator), and the result of the integration is
another stochastic process (Øksendal, 2003; E. Allen, 2007; L. Allen, 2010; Van Kampen, 2011).
Definition C.5 (Itoˆ stochastic differential equation) The stochastic process {X(t) : t ∈ [0,+∞)}
is said to satisfy an Itoˆ stochastic differential equation, written as,
dX(t) = α
(
t,X(t)
)
dt+ β
(
t,X(t)
)
dW (t) (C.3)
if for t ≥ 0 it is a solution of the integral equation,
X(t) = X(0) +
∫ t
0
α
(
τ,X(τ)
)
dτ +
∫ t
0
β
(
τ,X(τ)
)
dτ
where the first integral is a Riemann integral and the second integral is an Itoˆ stochastic integral.
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The conditions needed for existence and uniqueness of SDEs are discussed in great details in
literature (Beichelt & Fatti, 2001; Øksendal, 2003; E. Allen, 2007; L. Allen, 2010). For multi-
dimension systems, an d-dimension SDEs can be written in Itoˆ form as follow:
dX(t) = F (t,X(t))dt+G(t,X(t))dW (t) (C.4)
where F : Rd → Rd is called the drift term, G : Rd → Rd×m is called the diffusion term of the SDEs,
respectively. These terms are estimated based on deterministic ODE systems presented in the next
sections. W (t) is an m-dimensional Wiener process where Wi(t) and Wj(t) are independent if
i 6= j; i, j ∈ Z+; and 1 ≤ i, j ≤ m. Here, m represents the total possibilities of changes in X(t) as
∆t→ 0. In case the diffusion terms G are equal to zeros, the SDEs becomes ODEs.
It is often difficult to find the analytical solutions for complex and high-dimensional SDEs. We
use Euler-Maruyama explicit method to solve numerically such multi-dimensional SDE systems in
each of the two model coupled. Details on numerical methods to solve SDE systems can be found
elsewhere (Øksendal, 2003; E. Allen, 2007; L. Allen, 2010; Kloeden & Platen, 2011).
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