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ПРЕДИСЛОВИЕ
Предлагаемое пособие основано на односеместровом курсе лек-
ций, читаемых в течениемногих лет вУральском государственномтех-
ническом университете для студентов физико-технического факульте-
та, специализирующихся в областях радиационной безопасности че-
ловека и окружающей среды, защиты от излучений, радиационной
экологии, медицинской физики и т.п. Пособие может быть полезно
и для студентов других родственных специальностей. В книге рас-
смотрены вопросы классической теории переноса ионизирующего из-
лучения, касающиеся основных закономерностей прохождения ней-
тронного и фотонного излучений в «реакторном» диапазоне энергий:
уравнение диффузии нейтронов, кинетическое уравнение Больцмана,
уравнение Пайерлса, многоскоростное уравнение переноса, а также
некоторые методы и вычислительные схемы разностной аппроксима-
ции уравнений переноса (методы сферических гармоник и дискретных
ординат) и основы применения методаМонте-Карло в задачах теории
переноса. Обсуждаются основы применения теории возмущений в за-
дачах оптимизации характеристик полей излучений.
Следует отметить, что теория переноса ионизирующего излуче-
ния представляет собой весьма обширную, динамично развивающу-
юся область знаний. В данное пособие включен лишь ограниченный
круг вопросов, выбор и глубина освещения которых продиктованы,
в первую очередь, требованиями государственных образовательных
стандартов высшего профессионального образования по направлени-
ям 140300 – «Ядерные физика и технологии», 200300 – «Биомедицин-
ская инженерия» и 200400 – «Биомедицинская техника».
Впервой главеобсуждаютсябазовыепонятия, необходимыевдаль-
нейшем для построения математических моделей переноса излучения.
Вторая глава посвящена диффузионному подходу, изложенному
напримере односкоростного диффузионногоуравненияпереноса ней-
тральныхчастиц (нейтроныилифотоны).Обсуждается использование
диффузионного подхода для решения типовых задач расчета источни-
ков излучения и критического размера шарового гомогенного ядер-
ного реактора.
В третьей главе дается представление о кинетическом интегродиф-
ференциальном уравнении Больцмана. На примере односкоростного
уравнения обсуждается специфика его представления в различных гео-
метрических моделях и системах координат.
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Предисловие
Четвертая глава посвящена интегральному уравнению Пайерлса.
Рассматриваются два подхода к выводу этого уравнения: вывод "из
первых принципов"и вывод путем редукции кинетического уравнения
Больцмана.
В пятой главе обсуждается метод решения уравнения Больцмана
путем разложения в ряд по сферическим гармоникам. Даются пред-
ставления о сеточных функциях и конечно-разностной аппроксима-
ции дифференциальных уравнений в целях получения численного ал-
горитма решения уравнения Больцмана.
В шестой главе обсуждается совокупность методов численного ре-
шения уравненияБольцмана, объединенных общим названием "метод
дискретных ординат". В качестве примера рассматриваются метод ха-
рактеристик (метод Владимирова) и Sn-метод (метод Карлсона).
В седьмой главе обсуждается метод Монте-Карло и основы его
применения в теории переноса.
В восьмой главе обсуждаетсямногоскоростное уравнение переноса
и ряд специальных вопросов, таких как групповой подход в решении
уравнений переноса, сопряженные функции и уравнения, теория воз-
мущений и др.
В девятой главе продемонстрировано использование изученных
ранее методов и технологий для оптимизации характеристик полей
излучения при решении типовой задачи из области расчета защиты от
ионизирующих излучений.
При составлении программы и подготовке лекционного курса на-
ми широко использовался многолетний опыт преподавания и мето-
дические материалы для аналогичного курса лекций, читаемого в Об-
нинском институте атомной энергетики [7, 8], а также компактный, но
достаточно строгий университетский курс теории переноса [11], ко-
торый мы рекомендуем студентам для углубленного изучения теории
переноса, подготовки к зачетам и экзаменам.
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ГЛАВА 1
ОСНОВНЫЕ ПОЛОЖЕНИЯ
В данном вводном разделе будут изложены физические аспекты
моделирования прохождения излучения в средах.
1.1. Среда и излучение
1.1.1. Термины и определения
Напротяжении всего курса мыбудем использовать систему единиц
СГС (сантиметр, грамм, секунда). Такая система является предпочти-
тельной при теоретическом описании многих физических процессов.
Приведем для начала формальное определение некоторых терминов,
которые будем употреблять в дальнейшем при обсуждении явлений
переноса частиц и энергии. В этих определениях будем использовать
традиционные обозначения: t – время, N – количество частиц, V –
объем, S – площадь поверхности, E – энергия.
Плотность частиц – количество частиц в единице объема, [см−3],
n= dN/dV.
Поток частиц – количество частиц, падающих на произвольную
поверхность в единицу времени, [с−1],
Φ= dN/dt.
Плотность потока частиц – поток частиц, падающих на единичную
поверхность, [см−2с−1],
ϕ= dΦ/dS.
Перенос (флюенс) частиц – количество частиц, падающих на еди-
ничную поверхность за все время облучения, [см−2],
Φ=
∫
ϕ(t)dt.
Плотность энергии – энергия поля, заключенная в единице объема,
[Дж·см−3],
W = dE/dV.
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Поток энергии – количество энергии, падающей на произвольную
поверхность в единицу времени, [Дж·с−1] = [Вт],
Φ= dE/dt.
Плотность потока энергии – поток энергии, падающей на единич-
ную поверхность, [Дж·см−2с−1] = [Вт·см−2],
ϕ= dΦ/dS.
Перенос (флюенс) энергии – количество энергии, падающей на еди-
ничную поверхность за все время облучения, [Дж·см−2],
Φ=
∫
ϕ(t)dt.
Излучение – поток энергии или частиц.
Сила – направленный поток энергии.
Интенсивность излучения (яркость) – плотность потока энергии
или частиц.
Поле ионизирующего излучения – поток энергии или частиц иони-
зирующего излучения.
1.1.2. Излучение и частицы
Обсудим теперь физическое наполнение некоторых терминов и по-
нятий, которые будут использоваться на протяжении всего курса.
Излучение – это фотонное (электромагнитные волны) или кор-
пускулярное (частицы) поле, наблюдаемое вдали от породивших его
источников. Мы будем рассматривать перенос только нейтрального
(с точки зрения электрического заряда) излучения, т.е. перенос ней-
тронов или фотонов (γ-квантов). Прохождение заряженных частиц,
вообще говоря, также может быть описано уравнениями переноса. Но
нейтронное ифотонное излучения представляют наибольшийинтерес
как с практической точки зрения (проникающие излучения, “вынос”
энергии из реактора и пр.), так и с теоретической (перенос в “чистом”
виде, не осложненном наличием электрического заряда). В дальней-
шем изложении под выражением “перенос частиц” будет пониматься
как перенос нейтронов, так и перенос фотонов, если не оговорен кон-
кретный тип излучения.
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Фотоны – это элементы поля: частицы с нулевой массой покоя
и единичным спином. Они подчиняются статистике Бозе-Эйнштейна.
Энергия фотона E = hν и его импульс p связаны соотношением
E = c · p, где c – скорость света. (1.1)
Нейтроны – точечные частицы, не несущие электрический заряд.
Приведенная длина волны нейтрона обычно мала по сравнению с
его макроскопическими размерами и средним пробегом, поэтому ней-
трон полностью описывается своим местоположением (координатой)
и скоростью v. Для нейтронов очень низких энергий длина волны
становится достаточно большой и он не может быть локализован.
Однако в физике реакторов вклад таких нейтронов обычно не явля-
ется сколько-нибудь существенным. Энергия нейтрона E=m·v2/2 и его
импульс p связаны обычным соотношением
E =
p2
2m
, где m – масса покоя нейтрона. (1.2)
Нейтрон имеет также спин и магнитныймомент, что может приводить
к поляризации, оказывающей влияние на перенос нейтронов. Данные
вопросыотносятсяккатегории специальныхиобсуждаютсявомногих
основополагающих монографиях по теории переноса ионизирующих
излучений, например в [4]. В большинстве случаев в теории переноса
этим эффектом можно пренебречь.
Энергия. При получении уравнений переноса и формулировке за-
дач будет подразумеваться “реакторный” диапазон энергии E частиц,
т.е. 0 < E ≤ 18 МэВ для нейтронов и 0 < E ≤ 11 МэВ для фотонов.
Это энергетический диапазон для “традиционной” теории переноса, в
которой квантовыми эффектами пренебрегают.
Плотности частиц и ядер также соответствуют переносу в “нор-
мальных”, “земных” условиях, когда плотности переносимых частиц
несоизмеримы с плотностью ядер среды. Плотность нейтронов в око-
лореакторном пространстве обычно не превышает (1012÷ 1016) см−3,
что ничтожно мало по сравнению с плотностью ядер материальной
среды (1022÷1023) см−3. То же самое можно сказать и о плотности фо-
тонов в задачах переноса. Такое соотношение плотностей переноси-
мых частиц и ядер/атомов среды позволяет воспользоваться линейной
теорией переноса, т.е. теорией, не учитывающей нейтрон-нейтронные
(фотон-фотонные) взаимодействия.
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Взаимодействие частиц со средой. Для формулировки уравнений
вполне достаточна “трехканальная” схема взаимодействия нейтронов
с ядрами среды (рис. 1.1). Что касается фотонов – схема может быть
еще проще: она состоит из двух каналов (рис. 1.2).
Рис. 1.1. Схема взаимодействия нейтрона с ядром
Рис. 1.2. Схема взаимодействия фотона с атомом материальной среды
Нейтроны в среде. Представим себе некоторый объем V, в кото-
ром “вдруг” появляются нейтроны. Если в среде нет делящегося ма-
териала, то нейтроны, испытывая рассеяние и поглощение, частично
захватятся, а частично выйдут из данного объема (рис. 1.3). В нашей
модели траектории нейтронов изображаются отрезками прямых: точ-
ки излома соответствуют точкам взаимодействия с ядрами среды. Вза-
имодействие предполагается мгновенным, так как время взаимодей-
ствия действительно ничтожно в сравнении со временем прохождения
отрезка траектории.
Если же в среде есть делящийся материал, то картина усложня-
ется (рис. 1.4). Конкурирующие процессы: выход за пределы объема
и поглощение, с одной стороны, и появление новых нейтронов в ре-
зультате деления, с другой, – могут привести к двум полярным ре-
зультатам: а) исчезновение нейтронов, как и в среде без делящегося
материала; б) “лавинообразное” увеличение количества нейтронов –
“взрыв”.Впринципе возможноравновесноеположение, когда количе-
ство нейтронов, поглощенных в объеме, плюс количество нейтронов,
вынесенных за пределы этого объема, равно количеству нейтронов,
созданных в результате реакции деления: это, очевидно, “реактор”.
Рисунок 1.5 иллюстрирует все три сценария развития событий, а
также и возможный “рецепт” изготовления “реактора” и “бомбы” по-
средством окружения исходного объема, в котором реакция затухает,
дополнительными слоями делящегося материала.
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Рис. 1.3. Пример траектории нейтрона в объеме V, не содержащем
делящегося материала:A – выход нейтрона после рассеяний из объема
V ; B – поглощение нейтрона внутри объема V
Рис. 1.4. Примеры траекторий нейтронов A и B в среде с делящимся
материалом
Рис. 1.5. Три возможных сценария в среде с делящимся материалом:
A – затухание; B – реактор; C – взрыв
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1.2. Функции и производные
Для дальнейшего изложения нам потребуется некоторое представ-
ление о многомерных областях и функциях областей. Рассмотрим, на-
пример, четырехмернуюобластьG(V,ΔE), являющуюся объединением
переменного объемаV и переменного диапазона энергии ΔE = E2−E1,
где E1 и E2 – некоторые произвольные точки на шкале энергии. Ко-
личество нейтронов F(V,ΔE) в объемеV , энергии которых заключены
в диапазоне ΔE, является функцией области G: F(G). Функции типа
“количество нейтронов” называются аддитивными (лат. additio – при-
бавляю); важнейшие их свойства следуют из определения аддитивной
функции области и ее производной.
Функция области F(G) называется аддитивной при выполнении
следующих условий:
а) если F(G) определена для областей G1 и G2, то она определена
и для их объединения G1∪G2;
б) если G1 и G2 не имеют общих внутренних точек, т.е. не пере-
секаются, то F(G1∪G2) = F(G1)+F(G2).
Примерыаддитивныхфункций:площадьпеременнойобластинаплос-
кости, масса материального тела переменного объема и т.п. – практи-
чески все встречающиеся в приложениях функции.
Производная аддитивной функции F(G) определяется сле-
дующим образом. Пусть область G стягивается к точке
M0(G→M0, |G| → 0, где |G| – мера области G). Если существу-
ет предел отношения F(G)/|G| при |G| → 0, то он называется
производной аддитивной функции F(G) по области G:
lim
G→M0
F(G)
|G| ≡
dF
dG
.
Эта производная будет уже функцией точки.
Подобного рода производные в физике являются обычно плотно-
стями. Так, если F(G) – масса тела G, то dF/dG – плотность вещества
этого тела и т.п. В примере, рассмотренном выше, производная ко-
личества нейтронов в объеме V , энергии которых лежат в диапазоне
ΔE:
lim
G→M0
F(G)
|G| ≡
dF
dG
= n(M0)≡ n(x0,y0,z0;E0), (1.3)
называется плотностью нейтронов. Здесь M0 – четырехмерная точка:
M0(r0,E0)≡M0(x0,y0,z0;E0),
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принадлежащая области G, а мерой области служит произведение
|G|=V · |E0|.
По заданной функции точки f (M) можно восстановить функцию
области F(G):
F(G) =
∫
G
f (M)dG. (1.4)
Если областьG достаточно мала, то можно воспользоваться теоремой
о среднем из математического анализа:
F(G)≈ f ( ¯M) · |G|, (1.5)
где ¯M – некоторая произвольная точка области G.
Знание плотности нейтронов во всех точках области является ис-
черпывающим для многих задач переноса – с помощью плотности
могут быть вычислены большинство интересующих нас величин. В
частности, количество нейтронов в области V , энергии которых ле-
жат в диапазоне ΔE, получается интегрированием:
F(V,ΔE) =
∫
ΔE
dE
∫
V
n(r,E)dV. (1.6)
Подобным же образом могут быть определены и другие характери-
стики поля излучения в среде. Для всех этих характеристик функция
плотности нейтронов вида (1.3) или более сложная, включающая уг-
ловую и временную зависимости, является опорной. В общем случае,
если X = {Xi} – вектор переменных функции n(.), то любая характери-
стика Ik поля излучения может быть записана таким образом:
Ik =
∫
G
n(X) ·K(X)dX , (1.7)
гдеG – некоторая область изменения переменных, а K – характеристи-
ка интересующего нас процесса.
Из этого следует, что определение поля плотности частиц может
считаться основной задачей в теории переноса.
В дальнейшем изложениинампонадобится представление о симво-
лической дельта-функцииДирака δ(x)для действительнойпеременной
x. Среди ее свойств напомним следующие:
b∫
a
δ(x− x0)dx=
{
1, если a< x0 < b,
0, если x0 < a или x0 > b,
(1.8)
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b∫
a
f (x) ·δ(x− x0)dx =
{ f (x0), если a< x0 < b,
0, если x0 < a или x0 > b,
(1.9)
δ(λx) = 1|λ|δ(x). (1.10)
1.3. Источники и геометрии
Источники излучения можно классифицировать по геометриче-
ским параметрам и по энергетически угловому распределению испус-
каемого излучения. Рассмотрим наиболее простые, “элементарные”
источники, суперпозицией которых можно в принципе “собрать” все
многообразие встречающихся на практике источников.
1. Тонкий луч – точечный мононаправленный источник в точке с
координатой, коллимированный в направлении Ω0 (рис. 1.6,a). Если
нормировка излучения “одна частица в секунду”, то выражение для
источника
S(r,Ω,E) = δ(r−r0) ·δ(Ω− Ω0) ·δ(E−E0), (1.11)
где δ – символическая дельта-функция Дирака.
Рис. 1.6. Схематическое изображение источников: а – плоский моно-
направленный; б – точечный изотропный; в – плоский мононаправ-
ленный
2.Точечныйизотропныймоноэнергетическийисточник (рис. 1.6,б).
В точке с координатойr0 помещенисточник, интенсивностьизлучения
которого в единицу телесного угла во всех направлениях одинакова,
[с · стер−1]:
S(r,E) = 1
4π
δ(r−r0) ·δ(E−E0). (1.12)
Излучение нормировано на одну частицу в секунду в один стерадиан.
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3.Плоскиймононаправленныймоноэнергетическийисточник изоб-
ражен на рис. 1.6,в. Он может быть получен суперпозицией точечных
мононаправленных источников на плоскости. Излучение источника
может быть направлено параллельно нормали к плоскости (именно в
такой ситуации обычно употребляется термин “плоский мононаправ-
ленный источник”) или составлять некоторый угол θ0 с плоскостью.
Обратившись к выражению (1.11), модифицируем его для данно-
го источника. Плоскость, перпендикулярная некоторому единичному
векторуn, задается уравнениемn ·r = const. Равенствоn ·r =n ·r0 опи-
сывает плоскость, перпендикулярнуюn и проходящую через точкуr0.
Излучение плоского мононаправленного источника, испускающего
одну частицу в секунду с единицы поверхности, описывается выраже-
нием, [см−2 · с−1]:
S(r,Ω,E) = δ(rn−r0n) ·δ(Ω− Ω0) ·δ(E−E0). (1.13)
Направление вылета частиц коллимировано в направлении Ω0, при-
чем угол между нормалью к плоскости источника и направлением
вылета определяется его косинусом: cosθ0 = (Ω0 ·n).
Ограничимся рассмотренными тремя основными источниками. В
тех случаях, когда в ходе изложения возникнут источники более слож-
ной конфигурации, они будут определены дополнительно.
Для дальнейшего изложения понадобятся представления об основ-
ных геометрических моделях среды. Напомним связь сферической си-
стемы координат с декартовой прямоугольной (рис. 1.7). Как видно
из рис. 1.7, плоскопараллельная задача характеризуется симметрией
по азимутальному углу ψ; решение задачи зависит от координаты z
и полярного угла θ. На рис. 1.7,б изображены два смежных слоя из
различных материалов, размеры которых по осям х и у бесконечны;
изменению азимутального угла ψ соответствует поворот вектораr во-
круг оси z.
Рис. 1.7. Сферическая и прямоугольные системы координат (a) и схема
плоскопараллельной задачи (б)
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КаждаяточкаP(x,y,z)≡P(r)можетбыть задана своимрадиус-
векторомr:
r = xi+ yj+ zk, (1.14)
формулы преобразования (связи) между системами координат:
r =
√
(x2+ y2+ z2), x= r · sinθ · cosψ;
cosθ= z/r, y= r · sinθ · sinψ;
tgψ= y/x, z= r · cosθ. (1.15)
1.4. Реакции и сечения
Введем понятие “сечение ядерной реакции”, рассмотрев простую
модель:
а) в веществе возможен только радиационный захват;
б) вещество состоит из ядер одного сорта, т.е. является эле-
ментом.
Далее вообразим очень тонкий – толщиной в 1 атом – слой веще-
ства и мысленно вырежем из него пластинку. Пусть поверхностная
плотность атомов (ядер) Na на 1 см2 (рис. 1.8). На рисунке изображен
участок такой пластинки с поверхностной плотностью 18 ядер·см−2.
Подсчитаем, какова вероятность нейтрону, пущенному перпендику-
лярно к пластинке, поглотиться в ней.
Рис. 1.8. Условная схема одноатомной пластинки для введения поня-
тия “сечение реакции”
Ясно, что эта вероятность зависит от энергии нейтрона. Можно
себе представлять, что чем выше энергия (скорость) падающего ней-
трона, тем меньше размер изображенных на рис. 1.8 кружков (эффек-
тивных размеров ядер ), тем меньше вероятность для нейтрона погло-
титься. Нейтрон как бы “не успевает” провзаимодействовать с ядром
на более высокой скорости.
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Пусть J0 – плотность потока падающего пучка нейтронов, т.е. ко-
личество нейтронов, падающих на 1 см2 пластинки в 1 с. Если J1 –
плотность потока выходящего из пластинки пучка, то количество ак-
тов поглощения в 1 с в пластинке на рис. 1.8: C = J0− J1. Частота
события (поглощения): C/J0 = (J0− J1)/J0; при большой величине J0,
т.е. при большом количестве испытаний, частота события близка к
его вероятности P:
P=C/J0 = 1− J1/J0. (1.16)
Если, обратившись к рис. 1.8, подсчитаем площадь, перекрываемую
ядрами, расположенными в пластинке, каждое из которых имеет эф-
фективнуюплощадь σ, и отнесем суммарнуюплощадь ядер к площади
пластинки 1 см2: σ ·Na/1 см2, то эту величину можно также считать
вероятностью для нейтрона поглотиться при прохождении одноатом-
ной пластинки. Приравняем обе вероятности:
σ ·Na = 1− J1/J0. (1.17)
Отсюда выразим величину σ:
σ=
1− J1/J0
Na
≡ C
Na · J0 . (1.18)
Последнее выражение принимают обычно за определение микроско-
пического сечения поглощения, и величина сечения должна снабжать-
ся индексом “a”: σa. Понятие сечения распространим и на остальные
реакции:
σa – микроскопическое сечение поглощения (“a” – absorption);
σs – микроскопическое сечение рассеяния (“s” – scattering);
σ f – микроскопическое сечение деления (“ f” – fission),
причем σa+σs = σ, где σ – полное микроскопическое сечение взаимо-
действия. Из определения (1.18) следует, что размерность микроско-
пического сечения σ равна [см2]. В результате рассмотрения понятия
сечения сформулируем его основное свойство:
микроскопическое сечение ядра σ по отношению к какой-либо ре-
акции есть характеристика ядра, зависящая от энергии налета-
ющего нейтрона.
Определенные выше микроскопические сечения реакций σ(r,Ω,E)
называются также интегральными сечениями. За единицу измерения
сечения принят 1 барн = 10−24 см2. Помимо интегральных сечений в
описании явлений переноса используют дифференциальные и дважды
дифференциальные сечения реакций.
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Дифференциальными сечениямиреакцииназываютпроизводныепер-
вого порядка от интегрального сечения
dσ(r,Ω,E)
dE
,
dσ(r,Ω,E)
dΩ . (1.19)
Физический смысл такого сечения – вероятность выхода реакции в
расчете на один нейтрон либо в заданный телесный угол dΩ вблизи
Ω, либо в заданный энергетический интервал от E до E + dE.
Дваждыдифференциальное сечениереакциипредставляет собой сме-
шанную производную второго порядка от интегрального сечения
d2σ(r,Ω,E)
dΩdE . (1.20)
Физический смысл такого сечения – вероятность выхода реакции в
расчете на один нейтрон одновременно в заданный телесный угол
dΩ вблизи Ω и заданный энергетический интервал от E до E + dE. В
экспериментальных измерениях чаще всего получают именно дважды
дифференциальные сечения реакций, на основании которых далее рас-
считывают дифференциальные и интегральные сечения.
1.5. Барьер и пучок
Введенное описанным выше способом понятие сечения (см. (1.18))
не является конструктивным: оно не дает “рецепта” получения или
измерения сечения. Рассмотрим задачу, решение которой может под-
сказать путь для экспериментального определения σ.
Пусть слой толщиной H (рис. 1.9, по осям x и y этот слой бесконе-
чен) состоит из материала со следующими свойствами:
а) в веществе слоя возможно только поглощение;
б) вещество слоя состоит из ядер одного сорта, т.е. из элемен-
тов периодической таблицы.
На грань слоя z= 0 падают перпендикулярно нейтроны, причем плот-
ность потока равна J0. Если бы среда не поглощала нейтроны, то в
каждом сечении оси z плоскостью, перпендикулярной этой оси, интен-
сивность излучения была бы постоянной: J(z) = J0 = const. Из-за по-
глощения плотность пучка будет убывать. Рассчитаем величину J(z) –
количество нейтронов, за 1 с пересекающее 1 см2 плоскости, имеющей
горизонтальную координату z.
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Рис. 1.9. Схема для расчета ослабления излучения в плоскопараллель-
ном слое
Введем объемную плотность ядер N = (ρ ·N0)/A, [cm−3] – количе-
ство ядер в 1 см3 (ρ – плотность вещества (удельный вес), г·см3; A –
атомная (молекулярная) масса; N0 =6.022·1023 моль−1 – число Аво-
гадро). Рассмотрим слой вещества внутри слоя, заключенный между
плоскостями z и z+Δz, где z и Δz – произвольны. Количество ядер в
1 см2 пластины толщиной Δz равно N ·Δz · 1 · 1. Мысленно устремим
толщину выделенного слоя Δz к нулю: Δz→ 0; при этом для одноатом-
ного слоя величину N ·Δz можно рассматривать как поверхностную
плотность ядер Na. К выделенному слою применим формулу (1.18),
где C = J(z)− J(z+Δz), a J0 = J(z):
σNa = (1− J1/J0)→ σN ·Δz= [J(z)− J(z+Δz)]/J(z)→
→ [J(z+Δz− J(z))]/Δz+σN · J(z) = 0; (1.21)
при Δz→ 0 из выражения (1.21) получается дифференциальное урав-
нение
dJ
dz
+σN · J(z) = 0, (1.22)
общее решение которого имеет вид
J(z) = A · exp(−σ ·N · z) . (1.23)
Константа A определяется из граничных условий J(z= 0) = J0:
J(z) = J0 · exp(−σ ·N · z) . (1.24)
Выражение (1.24) является “фундаментальным” результатом – это за-
кон ослабления плоского (т.е. узкого, нерасходящегося) пучка в од-
нородной среде. Этот результат может подсказать идею эксперимен-
тального определения величины σ. Если в формулу (1.24) подставить
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фиксированное значение z= H, то получим, что для эксперименталь-
ного определения величины сечения σ необходимо измерить только
одну экспериментальную величину – коэффициент ослабления пучка
k = log(J0/JH) . (1.25)
Действительно, из (1.24) непосредственно следует
J(z= H) = JH = J0 · exp(−σ ·N · z) . (1.26)
Тогда очевидно выражение для микроскопического сечения:
σ=
1
N H
log
(
J0
JH
)
=
k
N H
. (1.27)
Объемная плотность ядер N при этом полагается известной величи-
ной. Далее мы чаще будем пользоваться макроскопическим сечением
Σ= σ ·N, причем для всех реакцийΣa, Σs и Σ f : Σ= Σa+Σs. Эта величина
есть суммарная площадь сечений всех ядер в 1 см3 и имеет размерность
[Σ] = [σ ·N] = cм2·см−3 = см−1.
С учетом новых обозначений перепишем формулы (1.24) и (1.27) в
следующем общепринятом виде:
J(z) = J0 · exp(−Σ · z) , (1.28)
Σ=
1
H
log
(
J0
JH
)
=
k
H
. (1.29)
Если теперь в (1.29) формально положить H = 1, то получим очень
простое соотношение Σ= k. Отсюда следует еще одна физическая ин-
терпретация макроскопического сечения: Σ – это коэффициент ослаб-
ления пучка на единице длины, или линейный коэффициент ослабления.
Этот термин используется довольно часто и для него иногда применя-
ют обозначение µ. В курсе теории переноса излучения мы везде будем
использовать только термин макроскопическое сечение Σ. Итак, поды-
тожим новые термины:
Σa = σa ·N – макроскопическое сечение поглощения;
Σs = σs ·N – макроскопическое сечение рассеяния;
Σ f = σ f ·N – макроскопическое сечение деления;
Σ = Σa+Σs – полное макроскопическое сечение или линей-
ный коэффициент ослабления пучка.
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Снимем введенные выше ограничения “односортности” вещества:
если вещество состоит из ядер нескольких типов, то полное макроско-
пическое сечение вещества формируется аддитивно:
Σ= N1 ·σ1+N2 ·σ2+ . . .+NM ·σM =
M
∑
i=1
Ni ·σi, (1.30)
где Ni – число ядер i-го сорта в 1 см3 вещества; σi – микроскопическое
сечение некоторого типа для этого сорта ядер. Формула (1.24) для
макросечения будет выглядеть так:
J(z) = J0 · exp(−Σ · z) . (1.31)
Если слой неоднороден, но сечение Σ зависит только от z, то уравнение
(1.22) несколько усложняется:
dJ
dz
+Σ(z) · J(z) = 0. (1.32)
В этом случае решение таково:
J(z) = J0 · exp
⎡⎣− z∫
0
Σ(ξ)dξ
⎤⎦ . (1.33)
1.6. Средняя длина свободного пробега
Обратим внимание на размерность макросечения [Σ]=см−1. Это не
случайно, сечение действительно связано с другой важной макроско-
пической характеристикой излучения, имеющей размерность длины,
– средней длиной свободного пробега.
Для вычисления этой характеристики вернемся к рис. 1.9 и мыслен-
но устремим “правую” границу слоя в бесконечность: H → ∞. Пада-
ющий на пластину нейтрон с некоторой вероятностью может погло-
титься как вблизи координаты z= 0, так и в глубине слоя. Расстояние,
пройденноенейтрономдопоглощения, является случайной величиной
непрерывного типа. Для ее расчета найдем прежде всего вероятность
P(Δz) того, что нейтрон, упавший на грань z= 0, поглотится в слое Δz
(см. рис. 1.9).
P(Δz) =
(
1− J0− J(z)
J0
)
· J(z)− J(z+Δz)
J(z)
=
J(z)− J(z+Δz)
J0
. (1.34)
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Первый множитель – выражение в круглых скобках – здесь означает
вероятность для данного нейтрона пройти слой [0; z] без поглощения.
Второй множитель означает вероятность того, что нейтрон, достиг-
ший координаты z, поглотится в слое Δz. С помощью формулы (1.31)
легко определить явный вид P(Δz):
P(Δz) = J(z)− J(z+Δz)
J0
= exp(−Σz) · [1− exp(−Σ ·Δz)] . (1.35)
Величина P аддитивна относительно Δz; целесообразно вычислить ее
производную – плотность вероятности поглотиться, которая является
функцией точки и определяет вероятность поглотиться в единичном
интервале около точки z:
f (z) = lim
Δz→0
P(Δz)
Δz = limΔz→0
J(z)− J(z+Δz)
J0 ·Δz =−
J ′(z)
J0
= Σ ·exp(−Σz) . (1.36)
Легко видеть, что на интервале z ∈ [0,∞] плотность вероятности f (z)
нормирована на единицу.
∞∫
0
f (z)dz=
∞∫
0
Σ · exp(−Σz) dz= 1. (1.37)
Эта нормировка отражает простой физический факт, что в полубес-
конечной среде вероятность поглощения частицы равна единице, т.е.
частица обязательно поглотится.
Следующий этап в вычислении средней глубины проникновения
нейтрона в вещество – разбиение полупространства [0,+∞] на элемен-
тарные слои (zi,zi+Δzi); можно считать, что на рис. 1.9 представлен
один из них (на рисунке этот слой не индексирован). Узлы разбиения
расставлены произвольно, но интервалы Δz достаточно малы. Коли-
чество поглощений в элементарном слое (zi,zi+Δzi):
C(Δzi) = J0
zi+Δzi∫
zi
f (z ′)dz ′ ≈ J0 · f (ξi) ·Δzi, zi ≤ ξi ≤ zi+Δzi. (1.38)
Здесь мы воспользовались теоремой о среднем, т.е. в выражении (1.38)
предполагается, что все нейтроны, поглощенные в слое δzi, поглоти-
лись в точке ξi. Вычислим суммарный путь, пройденный нейтронами,
поглощенными в рассматриваемом элементарном слое:
ξi ·C(Δzi) = ξi · J0 · f (ξi) ·Δzi. (1.39)
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Если просуммировать (1.39) по всем элементарным слоям, то опреде-
лится путь, пройденный всеми J0 нейтронами до поглощения (ибо в
бесконечном слое они поглотятся все):
∑
i
ξi ·C(Δzi) =∑
i
ξi · J0 · f (ξ) ·Δzi = J0 ·∑
i
· f (ξi) ·Δzi. (1.40)
Устремив сумму (1.40) к пределу при стремлении максимума разбие-
ния к нулю: max
i
Δzi → 0, перейдем к интегралу – точному значению
суммарного пути всех нейтронов:
L= lim
max
i
Δzi→0
[
J0 ·∑
i
ξi · f (ξi) ·Δzi
]
= J0
∞∫
0
ξ · f (ξ)dξ. (1.41)
Отсюда средний путь, т.е. путь, приходящийся на один нейтрон, равен
среднему арифметическому
l = L
J0
=
∞∫
0
ξ · f (ξ)dξ. (1.42)
Величина l называется средней длиной свободного пробега нейтрона
(относительно поглощения). На языке теории вероятностей это есть
математическое ожидание непрерывной величины z, т.е. расстояния,
пройденного нейтроном до поглощения.
Воспользовавшись явным выражением (1.36) для функции f (z), вы-
числим величину l, взяв интеграл по частям:
l =
∞∫
0
ξ ·Σ · exp(−Σξ)dξ≡−
∞∫
0
ξd [exp(−Σξ)] =−ξ · exp(−Σξ)
∞∣∣∣
0
+
+
∞∫
0
exp(−Σξ)dξ= (0−0)− 1
Σ
· exp(−Σξ)
∞∣∣∣
0
=
1
Σ
. (1.43)
Размерность [l] = [Σ]−1 = см, т.е. величина, обратная макросечению,
имеет прозрачный физический смысл: она равна средней длине сво-
бодного пробега (слово “средний” обычно опускается). Итак, резю-
мируем:
la = 1/Σa – длина свободного пробега относительно поглощения;
ls = 1/Σs – длина свободного пробега относительно рассеяния;
l f = 1/Σ f – длина свободного пробега относительно деления;
l = 1/Σ – длина свободного пробега 1/l = 1/la+1/ls.
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1.7. Плотность столкновений
Рассмотрим некоторый объем, заполненный хаотически движущи-
мися нейтронами; элементарная ячейка этого объема изображена на
рис. 1.10. Введем нижеследующие ограничения.
1. Скорости нейтронов одинаковы по абсолютной величине: v= const.
2. В среде допускается только поглощение.
3. В выделенном объеме среды ΔV отсутствуют какие бы то ни было
источники нейтронов (например, источники “работали” до какого-то
момента t0, а потом “выключились”, наше же рассмотрение началось
с момента t0).
4. Стенки объема ΔV непроницаемы для нейтронов, т.е. можно счи-
тать, что нейтроны, падая на поверхность элементарного объема
изнутри или извне, отражаются как упругие шарики.
Напомним, что если нам известна плотность нейтронов в среде в мо-
мент времени t, а именно n(x,y,z,t), то по формуле (1.5) можно вычис-
лить количество нейтронов F в объеме ΔV в момент времени t:
F(ΔV,t)≈ n(x,y,z,t) ·ΔV. (1.44)
Подсчитаем, какое количество нейтроновC(ΔV,Δt) поглотится в объе-
ме ΔV за промежуток времени Δt. Мысленно развернем все хаотически
Рис. 1.10. Иллюстрация хаотического движения нейтронов в элемен-
тарном объеме материальной среды ΔV
движущиеся в объеме ΔV нейтроны в одном направлении и бросим их
на поверхность полубесконечной среды того же материального соста-
ва. Нейтроны падают нормально к поверхности, они распределены
равномерно на площади 1 см2. Несложно убедиться, что нейтроны
мысленного эксперимента и нейтроны в объеме ΔV находятся в оди-
наковых условиях: скорости их одинаковы, рассеяние же на стенках
объема ΔV , по условию, не изменяет состояния нейтрона. Напомним,
что мы рассматриваем линейную модель переноса, в рамках которой
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Рис. 1.11. Пояснение к мысленному эксперименту
взаимодействие “нейтрон-нейтрон” отсутствует. Из сказанного следу-
ет, что количество поглощений нейтронов в мысленном эксперименте
для призмы с основанием 1 см2 за промежуток времениΔt должнобыть
равно интересующей нас величинеC(ΔV,Δt). Это количество нетрудно
подсчитать. Высота призмы Δl = v ·Δt (рис. 1.11); пусть Δt → 0, соот-
ветственно Δl устремится к нулю. Ограничимся прохождением одно-
атомного слоя, как в задаче о расчете сечения; тогда количество ядер
в одноатомной пластинке площадью 1 см2, по определению, равно
Na ≡ N ·ΔV ≡ N ·ΔS ·Δl = N ·Δl = N · v ·Δt. Воспользуемся полученной
ранее формулой (1.18) и проделаем очевидные выкладки:
C= J0 ·σa ·Na= [F(ΔV,t)]︸ ︷︷ ︸
=J0
·σa ·[N ·Δl]︸ ︷︷ ︸
=Na
=(n ·ΔV )·σa ·(N ·v·Δt) = nv·Σa ·ΔVΔt.
(1.45)
Снимем ограничение на наличие источников в объеме ΔV . Допустим,
чтовобъемеΔV действуютисточникинейтроновплотностью q(x,y,z,t).
За промежуток времени Δt эти источники добавят в объем ΔV следую-
щее количество нейтронов:
Qv =
∫
Δt
dt
∫
ΔV
q(x,y,z,t)dV ≈ q(x,y,z,t)ΔVΔt. (1.46)
Эта добавка пропорциональна произведению ΔVΔt; “основное” ко-
личество (1.44), пропорциональное ΔV , “пропущенное” через процесс
поглощения (1.45), получило множитель Δt. Этот же множитель по-
лучит и добавка, обусловленная источниками, при расчете поглоще-
ний. В результате добавка в количество поглощений, определяемая
нейтронами источника, будет такова: ΔCq ∼ (ΔV ·Δt) ·Δt = ΔV · (Δt)2,
т.е. будет иметь более высокий порядок малости. Запишем ее так:
ΔCq = A ·ΔV · (Δt)2. Обратимся к ограничению по проницаемости сте-
нок. Если нейтронам “позволить” пересекать поверхность выделен-
ного объема ΔV во всех направлениях, это приведет к добавкам в ΔV ,
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пропорциональнымвеличине поверхностиΔSи величинеΔt. Для оцен-
ки добавки расположим внутри рассматриваемого объема элементар-
ную площадку ΔS, задаваемую нормалью n (рис. 1.12). Нейтроны в
среде движутся хаотически, часть из них пересекает площадку ΔS в
Рис. 1.12. Иллюстрация к вычислению результирующего перетекания
нейтронов
сторону нормали, часть – в противоположном направлении. Разность
этих “перетеканий” представляет собой результирующее перетекание
в сторону нормали; эта разность может быть как положительной, так
и отрицательной. Результирующее перетекание через площадку ΔS
за промежуток времени Δt в направлении нормали пропорционально
произведению ΔS ·Δt: jn(r) ·ΔS ·Δt, где jn(r) – коэффициент пропорци-
ональности, зависящий от координатыr и от ориентации площадки
ΔS. Переместим площадку вдоль вектораn параллельно самой себе на
малое расстояние ε. Результирующее перетекание в новом положении
площадки равно jn(r+ εn) ·ΔS ·Δt.
Будем считать, что объем ΔV имеет форму параллелепипеда – это
не нарушает общности рассуждений. Выберем две противоположные
гранипараллелепипеда.Можно считать, чтооднаиз двух гранейполу-
чается смещением другой гранипараллельно самой себе (см. рис. 1.12).
Добавка Qs в объем ΔV за счет выбранных двух граней равна, есте-
ственно, разности перетеканий:
Qs = [ jn(r)− jn(r+ εn)] ·ΔS ·Δt. (1.47)
Если функция j достаточно гладкая, а ε мало, выразим разность в
(1.47) через производную:
Qs = [ jn(r)− jn(r+ εn)]
ε
· ε ·ΔSΔt ≈−∂ jn∂ε
∣∣∣
ε=0
· ε ·ΔS ·Δt =−∂ jn∂ε
∣∣∣
ε=0
·ΔV ·Δt,
(1.48)
где ΔV = ε ·ΔS – объем параллелепипеда, равный, по условию, исход-
ному элементарному объему ΔV (см. рис. 1.12). Для других двух пар
противоположных граней рассуждения могут быть повторены, вклад
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через них также пропорционален произведению ΔV ·Δt. Вспомнив, что
получено выше для добавки в количество поглощений, определяемой
нейтронами источника, запишем добавку за счет проницаемости сте-
нок объема ΔV : ΔCs ∼ (Δ ·Δt) ·Δt, или ΔCs = B ·ΔV · (Δt)2.
Итак, при снятии ограничений 3 и 4 количество поглощений C
получает добавки ΔCq и ΔCs соответственно. Соберем компоненты:
Ct =C+ΔCq+ΔCs = nv ·Σa ·ΔVΔt+A ·ΔV · (Δt)2+B ·ΔV · (Δt)2. (1.49)
Напомним, что величины A и B не зависят от ΔV и Δt. Как видно
из выражения (1.49), Ct является аддитивной функцией переменной
области G в четырехмерном пространстве (x,y,z,t). Мерой области G
служит произведение ΔV ·Δt. Найдем производную функцииCt(ΔV,Δt)
по области G:
dCt
dG
= lim
|G|→0
Ct(ΔV,Δt)
ΔV ·Δt = lim|G|→0
C+ΔCq+ΔCs
ΔV ·Δt =
= lim
|G|→0
nv ·Σa ·ΔVΔt+A ·ΔV · (Δt)2+B ·ΔV · (Δt)2
ΔV ·Δt = n · v ·Σa. (1.50)
Величина n · v ·Σa называется плотностью поглощающих столкнове-
ний. Из выражения (1.50) видно, что вклады в плотность поглоще-
ний, определяемые нейтронами внутренних источников и нейтрона-
ми, пересекающими поверхности выделенного объема, равны нулю,
поскольку вклады ΔCq и ΔCs имеют более высокий порядок малости
(квадратичный по t).
Произведение n ·v обозначается традиционно ϕ≡ n ·v и называется
плотностью потока нейтронов. Уравнения переноса обычно пишут
именно для функции плотности потока ϕ.
Количество поглощений в некотором объеме V за конечный про-
межуток времени Δt = t2− t1 определится интегралом
C(V,t2− t1) =
t2∫
t1
dt
∫
V
ϕ(r,t) ·ΣadV. (1.51)
Аналогично плотности поглощающих столкновений могут быть вве-
дены плотности рассеивающих столкновений и делений. Плотность
столкновений ϕ · Σ как сумма плотностей рассеяний и поглощений
также является важной характеристикой:
ϕ ·Σ= ϕ ·Σa+ϕ ·Σs. (1.52)
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Резюмируем основные результаты данного параграфа:
ϕ(r,t)≡ n(r,t) · v – плотность потока частиц;
ϕ(r,t) ·Σa – плотность поглощающих столкновений;
ϕ(r,t) ·Σs – плотность рассеивающих столкновений;
ϕ(r,t) ·Σ f – плотность делящих столкновений;
ϕ(r,t) ·Σ= ϕ ·Σa+ϕ ·Σs – полная плотность столкновений.
В заключение отметим, что исчерпывающее знание поля излуче-
ния означает, что функция n(X) – или, что то же самое, функция ϕ(X)
– задана при всех значениях X , где X – совокупность переменных за-
дачи, например X = {x,y,z,t}. Знание плотности нейтронов во всех
точках области является исчерпывающим для многих задач переноса
– с помощью плотности могут быть вычислены большинство интере-
сующих нас величин. В этой связи определение поля плотности частиц
может считаться основной задачей в теории переноса.
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ГЛАВА 2
ОДНОСКОРОСТНОЕ ДИФФУЗИОННОЕ УРАВНЕНИЕ
2.1. Оператор Лапласа
Уравнение диффузии нейтронов, которым мы будем заниматься
в данном разделе, – дифференциальное уравнение второго порядка
по пространственным переменным. Напомним в связи с этим запись
дифференциального оператора Лапласа, определяющего двукратное
дифференцирование, в некоторых важных системах координат. Опе-
ратор Лапласа, или лапласиан ∇ ·∇≡ ∇2 ≡ Δ, имеет следующий вид:
декартова прямоугольная
система координат (x,y,z)
Δ= ∂
2
∂x2 +
∂2
∂y2 +
∂2
∂z2
цилиндрическая система
координат (ρ,ψ,z) Δ=
1
ρ
∂
∂ρ
[
ρ ∂∂ρ
]
+ 1ρ2
∂2
∂ψ2 +
∂2
∂z2
сферическая система
координат (r,θ,ψ)
Δ= 1
r2
∂
∂r
[
r2 ∂∂r
]
+ 1
r2 sinθ
∂
∂θ
[
sinθ ∂∂θ
]
+
+ 1
r2 sin2θ
∂2
∂ψ2
2.2. Плотность диффузионного тока нейтронов
Траекториюхаотическогодвижениянейтроновв средеможнопред-
ставлять в виделоманойлинии, в вершинахкоторойпроисходят “мгно-
венные” события – рассеяние или поглощение. Ломаная линия может
закончиться внутри рассматриваемого объема (поглощение) или же
выйти через поверхность этого объема (см. рис. 1.3). Диффузионное
уравнение, которое будет получено далее, описывает поведение очень
большого количества нейтронов.Индивидуальные траектории как бы
“усредняются” при выводе уравнения.
Уравнение диффузии, как и большинство уравнений математиче-
ской физики, является уравнением баланса (сохранения) нейтронов.
Общая схема составления уравнения для какого-либо объемаV схема-
тически изображена на рис. 2.1. Буквы q и Σa внутри объема V услов-
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но обозначают работу источников и процесс поглощения; стрелки,
направленные наружу, – выход нейтронов из рассматриваемого объ-
ема. Ниже объема V на рис. 2.1 изображено соотношение баланса
для процессов в объеме. Отметим, что знак у “выхода” может быть
и положительным; тогда это “вход” частиц в объем V , и направление
стрелок должно измениться. Работу источников и количество погло-
Рис. 2.1. Пояснение к выводу уравнения баланса
щений подсчитать несложно. Для расчета выхода нейтронов из объ-
ема V необходимо ввести еще одну характеристику поля излучения
– плотность тока, которая позволит определить перетекание частиц
через поверхность (см. п.1.7).
Для расчета плотности тока нейтронов рассмотрим материальную
среду, в которой движутся нейтроны. Поле n(r,t) задано. Введем ни-
жеследующие ограничения.
1. Среда бесконечна и однородна.
2. В среде нет источников.
3. Рассеяние изотропно в лабораторной системе координат.
4. Среда преимущественно рассеивающая, т.е. Σa Σs, Σa ≈ σ.
5. Среднее время между двумя актами рассеяния много меньше
времени T , за которое существенно (например, в e ≈2.71 раз)
изменяется функция n(r,t), т.е. τ= ls/v≤ T .
Плотность тока частиц может быть вычислена посредством под-
счета количества нейтронов N−, которые за промежуток времени от t
до t+Δt пересекут площадку ΔS, перетекая из верхнего (z > 0) полу-
пространства в нижнее (z< 0) полупространство (рис. 2.2). Площадка
ΔS расположена в плоскости (х,у) нормально к оси z. Результирующая
плотность тока в направлении (−z) при этом будет определяться соот-
ношением
j_(r = 0,t) = dN−
d(ΔSΔt) = limΔS→0
Δt→0
N−
|ΔS ·Δt|. (2.1)
ФункцияN−(ΔSΔt) являетсяфункциейобласти, тогда верхнееполупро-
странство можно разбить на элементарные объемы Vi и представить
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Рис. 2.2. Пояснение к расчету плотности тока нейтронов
результирующий ток N− как сумму
N−(ΔS,Δt) =∑
i
ΔNi(ΔS,Δt), (2.2)
где ΔNi – вклад элементарного объема Vi в результирующий ток N−
через площадку ΔS. Однако не все частицы, находящиеся в объеме ΔVi,
дадут вклад в ΔNi. Вероятность такого “удачного” события p опреде-
ляется тремя независимыми событиями:
a) в результате столкновения произойдет рассеяние, а не поглощение
нейтрона (пусть вероятность этого события равна p1);
б) направление движения рассеявшегося нейтрона будет ориентиро-
вано на площадку ΔS (вероятность этого события обозначим p2);
в) ориентированный нейтрон не будет выведен из “пучка” при дви-
жении к площадке (вероятность этого события обозначим p3).
Очевидно, вероятность реализации “удачного” столкновения равна
произведению вероятностей трех независимых событий:
p= p1 · p2 · p3. (2.3)
При заданном поле n(r,t) количество частиц в элементарном объеме
Vi любой момент времени t ′ будет
F
(
ΔVi,t ′
) n(r,t ′) ·ΔVi. (2.4)
Для того чтобы нейтрон “попал” во временно´е “окно” регистрации
от t до t+Δt, он должен претерпеть рассеяние заранее, в промежутке
времени от t ′ до t ′+Δt , причем t ′ = t− τ. Здесь опережение τ = r/v –
время, необходимое нейтрону, движущемуся со скоростью v, для про-
хождения расстояния r от объема ΔVi до площадки ΔS (взаимодействие
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предполагается мгновенным). Тогда можно определить вероятность
p из отношения
p=
ΔNi(ΔS,Δt)
F (ΔVi,t ′)
. (2.5)
Если количество частиц, рассеянных в объемеVi за время от t ′ до t ′+Δt
обозначить через Ci (ΔVi,Δt), то по определению
p1 =
Ci (ΔVi,Δt)
F (ΔVi,t ′)
. (2.6)
Подставляя эти соотношения в (2.3) и сократив знаменатели в левой и
правой частях, получим
ΔNi(ΔS,Δt) =Ci (ΔVi,Δt) · p2 · p3. (2.7)
Количество рассеяний в объеме ΔVi за промежуток времени Δt полу-
чается интегрированием плотности рассеяний:
Ci =
∫
Δt
dt
∫
ΔVi
Σs ·ϕ(r,t− r/v)dV ≈ Σs ·ϕ(r,t− r/v) ·ΔVi ·Δt. (2.8)
Здесь, в силу малости промежутков ΔVi и Δt, дважды применена теоре-
ма о среднем.
Рассеяние, по условию 3, изотропно. Это означает, что в единич-
ный телесный угол вылетает после рассеяния одинаковое количество
нейтронов, а именно 1/4π нейтронов. Рассмотрим точечный изотроп-
ный источник мощностью q нейтрон/с, окруженный сферой радиуса r
(рис. 2.3). Пусть источник расположен в вакууме, т.е. взаимодействие
со средой отсутствует. Вычислим количество нейтронов, пересекаю-
щих в 1 с площадку размером 1 см2 на поверхности сферы. Пусть эта
величина равна j. Если ее умножить на площадь поверхности сферы
4πr2, найдем число нейтронов, пересекающих в 1 с поверхность всей
сферы. Нейтроны не взаимодействуют внутри сферы, поэтому мощ-
ность источника равна мощности выхода нейтронов с поверхности
сферы:
j ·4πr2 = q, отсюда j = q
4πr2
. (2.9)
Вернувшись к задаче ориентации нейтрона в сторону площадки ΔS,
найдем вероятность для нейтрона вылететь в направлении площадки:
p2 =
ΔS · cosθ
4πr2
. (2.10)
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Рис. 2.3. Точечный изотропный источник в вакууме, окруженный сфе-
рой r
Множитель 1/4π объяснен выше (см. (2.9)). Множитель ΔS ·cosθ пред-
ставляет собой “видимый размер” площадки ΔS из точкиr, который,
очевидно, зависит не только от величины площадки ΔS, но и от ее
ориентации относительно точкиr.
Осталось “довести” нейтроны (2.10) до площадки ΔS. На пути от
точки r до площадки нейтроны будут претерпевать и рассеяния, и
поглощения.Некоторые рассеяния незначительно отклонят нейтроны
от первоначального направления, и они пересекут площадку ΔS. Надо
ли их учитывать?Да, и они будут учтеныпосредством интегрирования
по объему, когда будут суммироваться вклады всех рассеивающих
точек. Поэтому следует считать, что каждое столкновение выводит
нейтроны из пучка (2.10). Вспомнив закон ослабления пучка (1.30),
запишем
p3 =
j(r)
J0
= exp(−Σ · r) . (2.11)
Собирая все вместе и подставляя в (2.7), получим
ΔNi(ΔS,Δt) =
ΔS · cosθ
4πr2
·Σs ·ϕ(r,t− r/v) · exp [−(Σa+Σs) · r]ΔViΔt. (2.12)
Остается просуммировать вклад объема ΔVi (2.12) по всем объемам
ΔVi верхнего полупространства. Уменьшая объемы разбиения полу-
пространства: max
i
(ΔVi)→ 0, переходим к интегралу:
∫
V
z>0
ΔN dV ≡ ΣsΔSΔt
4π
∫
V
z>0
cosθ
r2
· exp [−(Σs+Σa) · r] ·ϕ(r,t− r/v)dV. (2.13)
Как следует из выражения (2.13), количество нейтронов, пересекаю-
щих площадку за промежуток времени Δt, – величина аддитивная. Ее
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производная j_ называется плотностью тока нейтронов, пересекаю-
щих единичную площадку в плоскости (х,у) за единичный промежу-
ток времени в направлении (−z). Интеграл (2.13) запишем в сфериче-
ской системе координат, где ΔV = r2dr · sinθdθdψ:
j_ ≡ lim
ΔS→0
Δt→0
⎧⎨⎩ 1ΔSΔt
∫
V
CSGPdV
⎫⎬⎭= Σs4π
∞∫
0
dr
2π∫
0
dψ
π/2∫
0
[
ϕ(r,t− r/v)×
×exp [−(Σs+Σa) · r]cosθsinθ
]
dθ. (2.14)
Подынтегральное выражение в (2.14) содержит быстро убывающую
функцию exp(−.): при расстояниях r > 3 · l, где l = 1/(Σs+Σa) – дли-
на свободного пробега, экспонента убывает более чем в 20 раз. Из
этого следует, что основной вклад в интеграл дают рассеяния вблизи
площадки. Разложим функцию ϕ в ряд Тейлора вблизи начала коор-
динат и сформулируем еще одно ограничение диффузионной теории.
Предположим,
что на расстояниях до трех длин свободного пробега функция
плотности потока нейтронов ϕ(r,t) хорошо описывается члена-
ми нулевого и первого порядка разложения в ряд Тейлора.
По условию 5 на данных расстояниях плотность потока меняется
незначительно и можно приближенно считать ϕ(r,t− r/v)≈ ϕ(r,t). За-
пишем цепочку упрощений:
ϕ(r,t− r/v)≈ ϕ(r,t)≈ ϕ0+ x ·
[∂ϕ
∂x
]
0
+ y ·
[∂ϕ
∂y
]
0
+ z ·
[∂ϕ
∂z
]
0
. (2.15)
Здесь индекс “0” означает, что соответствующая величина берется в
начале координат. Наконец, вспомним ограничение 4 и заменим в
показателе экспоненты: Σs+Σa ≈ Σs.
Для вычисления интеграла (2.14) подставим разложение (2.15) в
выражение (2.14) и рассмотрим каждый член получившейся суммы:
Σs
4π
∞∫
0
dr
2π∫
0
dψ
π/2∫
0
(
ϕ0+ x
[∂ϕ
∂x
]
0
+ y
[∂ϕ
∂y
]
0
+ z
[∂ϕ
∂z
]
0
)
· e−Σs·r cosθ · sinθdθ=
= A+B+C+D. (2.16)
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1. Вычисления начнем с интеграла A:
Σs
4π
∞∫
0
dr
2π∫
0
dψ
π/2∫
0
ϕ0 · e−Σs·r cosθ · sinθdθ= Σsϕ04π 2π
∞∫
0
e−Σs·r dr
0∫
π/2
cosθd(cosθ) =
=−cos
2θ
2
0∣∣∣∣∣
π/2
· Σsϕ0
2
∞∫
0
1
Σs
d(e−Σsr) =−ϕ0
4
e−Σsr
∞∣∣∣∣∣
0
=
ϕ0
4
. (2.17)
2. Обратимся к вычислению интеграла B, вспомнив связь (1.15)
x= r · sinθ · cosψ:
Σs
4π
∞∫
0
dr
2π∫
0
dψ
π/2∫
0
x ·
[∂ϕ
∂x
]
0
· e−Σs·r cosθ · sinθdθ=
=
[∂ϕ
∂x
]
0
· Σs
4π
∞∫
0
r · e−Σs·r dr
π/2∫
0
cosθ · sin2θdθ
2π∫
0
cosψdψ=
= sinψ
2π∣∣∣
0︸ ︷︷ ︸
=0
·
[∂ϕ
∂x
]
0
· Σs
4π
∞∫
0
r · e−Σs·r dr
π/2∫
0
cosθ · sin2θdθ= 0. (2.18)
3. ИнтегралC равен нулю, поскольку он представляет собой инте-
грал от периодической по ψ функции на интервале периода 2π.
4. Остается вычислить интеграл D, заменив z= r · cosθ:
Σs
4π
∞∫
0
dr
2π∫
0
dψ
π/2∫
0
z ·
[∂ϕ
∂z
]
0
· e−Σs·r cosθ · sinθdθ=
=
Σs
4π
[∂ϕ
∂z
]
0
2π
∞∫
0
r · e−Σs·r dr
π/2∫
0
cos2θ · sinθdθ=
=
[∂ϕ
∂z
]
0
· Σs
2
·
∞∫
0
r · e−Σs·r dr
0∫
π/2
cos2θd(cosθ) =
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=
cos3θ
3
0∣∣∣
π/2
·
[∂ϕ
∂z
]
0
· Σs
2
·
∞∫
0
r · e−Σs·r dr =
=−Σs6 ·
[∂ϕ
∂z
]
0
·
∞∫
0
r
Σs
d(e−Σs·r) =−16 ·
[∂ϕ
∂z
]
0
· r · e−Σs·r
∞∣∣∣
0︸ ︷︷ ︸
=0
+
+
1
6
[∂ϕ
∂z
]
0
·
∞∫
0
e−Σs·r dr =
1
6
[∂ϕ
∂z
]
0
·
∞∫
0
1
Σs
d(e−Σs·r) =
1
6Σs
[∂ϕ
∂z
]
0
. (2.19)
При вычислениях применена формула интегрирования по частям. За-
пишем окончательное выражение для диффузионной плотности тока,
направленного против оси z:
j_ = ϕ04 +
1
6Σs
·
[∂ϕ
∂z
]
0
. (2.20)
Отличия вычислений плотности тока в положительном направлении
оси z состоят в изменении пределов интегрирования по углу θ: в этом
случае интегрируется от π/2 до π и диффузионная плотность тока j+
отличается только знаком:
j+ = ϕ04 −
1
6Σs
·
[∂ϕ
∂z
]
0
. (2.21)
Результирующая плотность тока в положительном направлении оси z
равна разности между j+ и j_:
j+z = j+− j_ =− 13Σs ·
[∂ϕ
∂z
]
0
=−D ·
[∂ϕ
∂z
]
0
, (2.22)
где D= (3Σs)−1 – обычное обозначение коэффициента диффузии.
При получении формул для плотности тока были введены ограни-
чения, которые могут быть в значительной степени сняты. Это будет
сделано ниже, после вывода диффузионного уравнения.
Обобщим полученный результат. Если площадка ΔS ориентирова-
на произвольно (рис. 2.4), то можно убедиться, что плотности тока
нейтронов в направлении нормали и в противоположном направле-
нии таковы: ⎧⎪⎪⎨⎪⎪⎩
j+ = ϕM4 −
1
6Σs
·
[
∂ϕ
∂n
]
M
,
j_ = ϕM4 −
1
6Σs
·
[
∂ϕ
∂n
]
M
.
(2.23)
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Рис. 2.4. Произвольная ориентация элементарной площадки ΔS
Здесь ∂ϕ/∂n – производная по нормали: индекс M означает, что соот-
ветствующая величина берется в точкеM ∈ ΔS. Результирующая плот-
ность тока в точке M в направленииn
jn = j+− j_ =− 13Σs ·
[∂ϕ
∂n
]
M
=−D ·
[∂ϕ
∂n
]
M
. (2.24)
Изформулы (2.24) следует, в частности, что результирующее перетека-
ниенейтроновпроисходитизобласти сбольшейплотностьювобласть
с меньшейплотностью: если jn> 0, то с необходимостью ∂ϕ/∂n< 0, т.е.
ток положителен в сторону убывания функции ϕ, а значит, и функции
плотности нейтронов n(.) (ϕ≡ n(.) · v)
Воспользовавшись известной формулой ∂ϕ/∂n=n ·∇ϕ, перепишем
выражение (2.24) в виде
jn =−D ·
[∂ϕ
∂n
]
M
=−D ·n ·∇ϕ. (2.25)
Величина (−D ·n ·∇ϕ) называется векторным током нейтронов j:
j =−D ·n ·∇ϕ≡−D ·gradϕ, (2.26)
и результирующая плотность тока (2.25) может быть записана как
скалярное произведение:
jn = (j ·n). (2.27)
Отметим, чтовсе выражениядляплотностидиффузионного тока (2.22)–
(2.27) с точки зрения математики представляют собой первый закон
Фика (Адольф Фик, 1855).
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2.3. Вывод диффузионного уравнения
Обратимся к рис. 2.1 и получим компоненты балансного соотно-
шения для конечного объемаV за малый промежуток времени Δt. При
заданном поле n(r,t) количества нейтронов в объеме V в момент вре-
мени t и в момент времени t+Δt соответственно равны
Nv(t) =
∫
V
n(r,t)dV ; Nv(t+Δt) =
∫
V
n(r,t+Δt)dV. (2.28)
Следовательно, приращение количества нейтронов в объемеV за про-
межуток времени Δt:
ΔNv(Δt) =
∫
V
[n(r,t+Δt)−n(r,t)] dV. (2.29)
Изменение количества нейтронов (2.29) обусловлено: а) источниками;
б) поглощением и в) диффузионным перетеканием через поверхности
объема V . Вычислим последовательно эти компоненты уравнения ба-
ланса:
а) если плотность распределения источников q(r,t), то соответству-
ющий вклад источников ΔNq за промежуток времени Δt
ΔNq = Δt ·
∫
V
q(r,t)dV ; (2.30)
б) количество поглощений в объеме V за промежуток времени Δt Na
вычисляется интегрированием плотности поглощающих столкнове-
ний:
ΔNa = Δt ·
∫
V
Σa ·ϕ(r,t)dV ; (2.31)
в) для вычисления перетекания нейтронов через поверхность S объе-
ма V (рис. 2.5) разобьем поверхность S на элементарные площадки
ΔSi. Через каждую площадку ΔSi за промежуток времени Δt в на-
правлении нормали выходит, в соответствии с выражением (2.25),
Δt · (−D ·n ·∇ϕ) ·ΔSi нейтронов. Для определения количества нейтро-
нов ΔNsur, выходящих через всю поверхность объема V за время Δt,
необходимопросуммировать вклады всех площадок. Устремив, далее,
максимум разбиения ΔSi к нулю, приходим к интегралу по замкнутой
поверхности S, ограничивающей объем V :
ΔNsur = Δt ·
∮
S
(−D ·n ·∇ϕ(r,t)) dS. (2.32)
36
2.3. Вывод диффузионного уравнения
Рис. 2.5. Элементарная ориентированная площадка ΔSi на поверхно-
сти S объема V
Воспользуемся теоремой Остроградского-Гаусса и переведем поверх-
ностныйинтеграл в объемный, так как величины всех остальных вкла-
дов ΔNv,q,a – объемные интегралы:
ΔNsur = Δt
∮
S
(−D ·n ·∇ϕ(r,t)) dS = Δt
∫
V
∇ (−D ·n ·∇ϕ(r,t)) dV. (2.33)
Запишем, наконец, соотношение баланса (см. рис. 2.1):
ΔNv = ΔNq−ΔNa−ΔNsur→
∫
V
[n(r,t+Δt)−n(r,t)] dV =
= Δt ·
∫
V
[q(r,t)−Σa ·ϕ(r,t)+∇D∇ϕ(r,t)] dV. (2.34)
Поделим обе части (2.34) на Δt и, устремив Δt→ 0, получим
∫
V
[∂n(r,t)
∂t −q(r,t)+Σa ·ϕ(r,t)−∇D∇ϕ(r,t)
]
dV = 0. (2.35)
Ввидупроизвольностиобъемаинтегрированияинепрерывностиподын-
тегральной функции из (2.35) следует
∂n
∂t −∇D∇ϕ+Σa ·ϕ−q= 0. (2.36)
Перейдем к одной функции ϕ≡ n · v и получим диффузионное уравне-
ние
1
v
· ∂ϕ∂t = ∇D∇ϕ−Σa ·ϕ+q. (2.37)
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В однородной среде коэффициент диффузии D не зависит от коорди-
нат: D= const, поэтому уравнение упрощается:
1
v
· ∂ϕ∂t = D ·Δϕ−Σa ·ϕ+q, (2.38)
где Δ ≡ ∇2 – оператор Лапласа, о котором см. п.2.1. Очень часто в
приложениях возникают стационарные задачи (например, при работе
реактора на постоянной мощности), в которых плотность потока не
изменяется во времени, т.е. ∂ϕ/∂t = 0. В этом случае рассматривают
стационарное диффузионное уравнение
D ·Δϕ−Σa ·ϕ+q= 0. (2.39)
Отметим, что уравнение диффузии с точки зрения математики пред-
ставляет собой второй закон Фика (Адольф Фик, 1855).
2.4. Ограничения диффузионного приближения
Обратимся теперь к ограничениям, сделаннымперед выводомфор-
мулы для диффузионного тока, и рассмотрим, могут ли они быть сня-
ты или ослаблены. Кратко повторим здесь эти ограничения.
1.Среда бесконечна и однородна.
2. В среде нет источников.
3. Рассеяние изотропно в L.
4. Σa Σs, Σs ≈ Σ.
5. τ= 1/v≤ T .
Ограничение 1 может быть снято в
том смысле, что среда может быть
и конечной, но оптические разме-
ры ее в длинах свободного пробега
должны быть достаточно велики.
Более того, удовлетворительными
следует считать те результаты, полученные по диффузионной теории,
которые относятся к областям, удаленным от границ не менее чем на
2-3 длины свободного пробега.
Ограничение 2 такжеможет быть ослаблено, если плотность источ-
ников в среде относительно плотности рассеивающих столкновений
мала, т.е. q(r) ϕ ·Σs, что на практике обычно наблюдается. В прак-
тических задачах обычно соблюдается и ограничение 5.
Окончательно сформулировать условия применимости диффузи-
онного приближения можно следующим образом:
38
2.5. Граничные условия для диффузионного уравнения
Диффузионное приближение применимо и результаты решения
уравнения диффузии являются корректными для областей, уда-
ленных на расстояние не менее трех длин свободного пробега
от сильных источников, поглотителей и границ. Среда, для ко-
торой применяется приближение, должна быть диффузионной,
т.е. преимущественно рассеивающей, причем рассеивающей изо-
тропно. Источники должны быть равномерно распределены в
пространстве, а их угловое распределение должно быть изо-
тропно.
2.5. Граничные условия для диффузионного уравнения
Диффузионное уравнение (2.38) является дифференциальным по
времени и координатам, поэтому для решения уравнения оно должно
быть дополнено начальными и граничными условиями. Эти условия
в совокупности с диффузионным уравнением составляют краевую за-
дачу.
1. Начальные условия налагаются на функцию ϕ следующим обра-
зом: в момент времени t = 0 задается начальное распределение плот-
ности потока ϕ(r,t) = f (r), где f (r) – известная функция.
2. Граничные условия в отличиеот начальныхболее разнообразны;
рассмотрим простейшие из них.
Прежде всего отметим фундаментальное противоречие диффузи-
онной теории: с одной стороны, диффузионное приближение кор-
ректно для областей, удаленных от границ не менее чем на ≈ 3 дли-
ны свободного пробега; с другой стороны, мы должны формулиро-
вать какие-то условия на границе. Это противоречие принципиально
неразрешимо. Возможны лишь частные формулировки, например:
а) рассмотрим границу выпуклого (невогнутого) односвязного те-
ла с пустотой. Предположим, что в пустоте нет источников. Опи-
санная ситуация эквивалентна границе тела произвольной формы с
абсолютно черным телом (абсолютным поглотителем). Такие гранич-
ные условия с хорошим приближением реализуются, например, на
поверхности плотной среды (слоев защиты, окружающих реактор) с
разреженной средой (воздухом).Отсутствие источников вне тела озна-
чает, что плотность тока j_, направленного против внешней нормали,
равна нулю (см. (2.23)):
j_ =
[
ϕ
2
+D · ∂ϕ∂n
]
S
= 0; (2.40)
б) важным видом граничных условий являются контактные, т.е.
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условия на границе плотно соприкасающихся диффузионных сред. В
данном случае целесообразно предположить, что граница не поглоща-
ет и не испускает нейтронов. Можно, например, положить, что плот-
ность результирующего тока на любом участке границы непрерывна
при переходе из одной среды в другую. Но поскольку диффузионное
уравнение (2.36) – дифференциальное уравнение второго порядка по
пространственным переменным, для полной определенности краевой
задачи необходимо два, а не одно граничное условие. Поэтому в дан-
ном случае естественно сформулировать требования непрерывности
плотностей односторонних токов через любой участок границы раз-
дела, т.е. непрерывность j+ и j_ при переходе из среды A в B и обратно
(рис. 2.6). Для простоты представим два плоскопараллельных смеж-
ных слоя A и B. Условия непрерывности односторонних токов могут
быть записаны таким образом:{
( j+)S−0 = ( j+)S+0,
( j_)S−0 = ( j_)S+0, (2.41)
где S−0, S+0 обозначают соответственно левосторонний и правосто-
ронний пределы на поверхности раздела. Используя выражения (2.23),
получим ⎧⎪⎪⎨⎪⎪⎩
[
ϕ
2 −D ·
∂ϕ
∂n
]
S−0
=
[
ϕ
2 −D ·
∂ϕ
∂n
]
S+0
,[
ϕ
2 +D ·
∂ϕ
∂n
]
S−0
=
[
ϕ
2 +D ·
∂ϕ
∂n
]
S+0
.
(2.42)
Если сначала сложить выражения (2.42), а затем вычесть друг из друга,
получим
(ϕ)S−0 = (ϕ)S+0; DA ·
[∂ϕ
∂n
]
S−0
= DB ·
[∂ϕ
∂n
]
S+0
. (2.43)
Рис. 2.6. Поверхность раздела S двух сред A и B:n – внешняя нормаль
к поверхности среды A
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Итак, получено два независимых граничных условия, имеющих про-
зрачный физический смысл: это непрерывность функций плотности
потока и плотности тока (см. также (2.24)).
Граничные условия типа (2.40) и (2.43) не являются единственно
возможными; могут быть сформулированы условия внешнего облу-
чения, отражения и т.п. Граничные и начальные условия замыкают
краевую задачу для диффузионного уравнения.
2.6. Задачи на уравнение диффузии
Рассмотрим решение простейших стационарных задач при помо-
щи диффузионной теории в приближении постоянных сечений (од-
носкоростное стационарное диффузионное уравнение). Подобные за-
дачи могут быть решены аналитическими методами. Более сложные
задачи требуют мощных численных методов.
2.6.1. Точечный изотропный источник в однородной
бесконечной среде
Воднороднуюбесконечную среду поместим точечный изотропный
источник, испускающий q частиц в секунду. Если совместить начало
координат с этим источником, то задача будет обладать сферической
симметрией (рис. 2.7). В этом случае все точки сферы радиуса r с цен-
тром в начале координат являются равноправными и значения плот-
ности потока в этих точках одинаковы. Рассмотрим задачу в порядке
усложнения условий.
Рис. 2.7. Точечный изотропный источник q, окруженный сферой
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Среда без взаимодействия. В среде без взаимодействия макроско-
пические сечения равны нулю, т.е. Σa = Σs = Σ = 0. Эта модель соответ-
ствует вакууму. Окружим источник сферой радиуса r и обозначим ϕ –
количество частиц, пересекающих за секунду площадку сферы в 1 см2.
По определению – это плотность тока частиц j. В отсутствие взаи-
модействия частиц со средой эта величина равна плотности потока ϕ.
Если ее умножитьнаплощадьповерхности сферы4πr2, найдемколиче-
ство частиц, пересекающих за секунду поверхность всей сферы. Части-
цы не взаимодействуют внутри сферы, поэтому мощность источника
равна мощности выхода частиц с поверхности сферы q = j(r) · 4πr2.
Отсюда получим
ϕ(r) = j(r) = q ·G, где G= 1
4πr2
. (2.44)
Ослабление плотности потока с расстоянием происходит по закону
обратного квадрата расстояния и обусловлено исключительно гео-
метрическим фактором G.
Среда споглощением. Усложниммодель, допустив взаимодействие:
рассмотрим “чистый поглотитель”, т.е. Σs = 0; Σ = Σa. В данном случае
наряду с фактором геометрического ослабления G необходимо учесть
и материальное ослабление P в соответствии с законом ослабления
узкого пучка
ϕ(r) = j(r) = q ·G ·P, где P= exp (−Σar) . (2.45)
Диффузионная среда. Перейдем к рассмотрению диффузионной
среды, т.е. Σs  Σa = 0; Σ ≈ Σs. Стационарное уравнение диффузии
имеет вид
D ·Δϕ−Σa ·ϕ+q= 0. (2.46)
Для сферически симметричной задачи с источником, расположенным
в начале координат, лапласиан представим в виде суммы радиально-
го и углового членов Δ = Δr +ΔΩ. В силу изотропности источника и
однородности среды все производные по угловым переменным равны
нулю, поэтому ΔΩ = 0, а оператор Лапласа имеет вид
Δ= Δr ≡ 1
r2
d
dr
(
r2
d
dr
)
. (2.47)
В этом случае получаем одномерную задачу для уравнения диффузии:
D · 1
r2
d
dr
(
r2
dϕ(r)
dr
)
−Σa ·ϕ(r)+q(r) = 0 при r ∈ [0,+∞[. (2.48)
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Для того чтобы избежать особенности при r = 0, рассмотрим уравне-
ние в открытом интервале r ∈]0,+∞[, исключив точку r = 0. Поскольку
вне точки r = 0 в системе нет источников, уравнение диффузии (2.48)
примет вид
D · 1
r2
d
dr
(
r2
dϕ(r)
dr
)
−Σa ·ϕ(r) = 0 при r ∈ ]0,+∞[. (2.49)
Поделим обе части уравнения (2.49) на D = 0, обозначим λ2 ≡ Σa/D=
= 3ΣaΣs > 0 :
1
r2
d
dr
(
r2
dϕ(r)
dr
)
−λ2ϕ(r) = 0 при r = 0. (2.50)
Применим “стандартную” подстановку ϕ(r) = u(r)/r:
1
r2
d
dr
(
r2
d(u(r)/r)
dr
)
−λ2(u(r)/r) = 0 при r = 0. (2.51)
Выполнив дифференцирование, приведем уравнение (2.51) к виду
d2u
dr2
−λ2u= 0. (2.52)
Из справочника по дифференциальным уравнениям найдем общее ре-
шение уравнения (2.52):
u(r) = A · exp(−λr)+B · exp(λr) . (2.53)
В соответствии с подстановкой плотность потока частиц:
ϕ(r) = A · exp(−λr)
r
+B · exp(λr)
r
. (2.54)
При r→∞ решение должнооставаться ограниченным, поэтому с необ-
ходимостью B = 0. Отсюда плотность потока частиц будет
ϕ(r) = A · exp(−λr)
r
. (2.55)
Для определения постоянной A окружим источник сферой малого ра-
диуса, устремим этот радиус к нулю и воспользуемся соотношением
сохранения числа частиц:
q= lim
r→0
{
j(r) ·4πr2
}
. (2.56)
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Здесь предполагается, что радиус r настолько мал, что взаимодействи-
ями можно пренебречь. Подставим (2.55) в выражение для плотности
диффузионного тока частиц:
j(r) =−D dϕ
dr
= A ·D · 1+λr
r2
· exp(−λr) . (2.57)
Подставив j(r) из (2.57) в (2.56) и взяв предел, получим q= 4π ·A ·D.
Отсюда легко получить значение константы A и окончательное выра-
жение для плотности потока частиц:
ϕ(r) = q
4πD
· exp(−λr)
r
. (2.58)
Из (2.57) определим окончательный вид выражения для плотности
диффузионного тока частиц:
j(r) = q(1+λr)
4πr2
· exp(−λr) . (2.59)
Отметим, что константуA можно искать на основе другого принципа.
Поскольку процесс стационарен и утечки частиц из среды нет (вслед-
ствие ее бесконечной протяженности), то инициируемые источником
частицы должны быть скомпенсированы частицами, поглощенными
во всем объеме среды. Используя выражение для плотности поглоща-
ющих столкновений Σaϕ, этот баланс запишем в виде
q=
∫
V
Σaϕ(r)dV = AΣa
2π∫
0
dψ
π∫
0
sin ϑdϑ
∞∫
0
exp(−λr)
r
r2dr = 4πAΣa/λ2.
(2.60)
Отсюда получим прежний результат: q= 4π ·A ·D. Следует также отме-
тить, что результат (2.58) зависит только от величины r, т.е. определя-
ется расстоянием от исследуемой точки до источника. Если источник
расположен не в начале координат, а в некоторой точкеr0, то плот-
ность потока частиц в произвольной точкеr будет иметь вид
ϕ(r) = q
4πD
· exp(−λ |r−r0|)|r−r0| . (2.61)
2.6.2. Бесконечный плоский источник
Представим себе бесконечный плоский источник, испускающий
равномерно q частиц с 1 см2 площади за секунду в бесконечной одно-
родной среде. Предполагается, что каждая точка плоского источника
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испускает частицы изотропно. Выберем систему координат так, что-
бы плоскость источника была плоскостью x = 0. В этом случае при
x = 0 уравнение (2.46) в декартовых координатах примет вид
d2ϕ
dx2
−λ2ϕ= 0. (2.62)
Здесь использовано ранее введенное обозначение λ2 ≡ Σa/D > 0. В
силу симметрии задачи относительно плоскости x = 0 ограничимся
рассмотрением только области x ∈ ]0,+∞[. Из справочника по диффе-
ренциальным уравнениям найдем общее решение уравнения (2.62):
ϕ(x) = A · exp(−λx)+B · exp(λx) . (2.63)
Учитывая условие ограниченности плотности потока частиц на бес-
конечности, полагаем B = 0:
ϕ(x) = A · exp(−λx) . (2.64)
Чтобы найти константу A, используем заданную в условии плотность
источника q. Около плоского источника результирующая плотность
тока частиц j(x) равна q/2:
q/2= lim
x→0
j(x). (2.65)
Подставим (2.64) в выражение для плотности диффузионного тока
частиц:
j(x) =−D dϕ
dx
= λ ·A ·D · exp(−λx) . (2.66)
Подставив j(x) из (2.66) в (2.65) и взяв предел, получим λ ·D ·A= q/2.
Отсюда легко можно получить окончательное выражение для плотно-
сти потока частиц:
ϕ(x) = q
2λD · exp(−λx) . (2.67)
Из (2.66) определим окончательный вид выражения для плотности
диффузионного тока частиц:
j(x) = q
2
· exp(−λx) . (2.68)
Разумеется, константу A можно получить, как и в п. 2.6.1, на основе
второго принципа:
q/2=
∫
V
Σaϕ(r)dV. (2.69)
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Формулу (2.67) можно получить и другим путем. Для этого рассмот-
рим наш плоский источник как составленный из бесконечного числа
точечных источников.ПустьΔsi – один из таких элементарных “точеч-
ных” источников (рис. 2.8). Интенсивность его равна qΔsi. Иницииру-
Рис. 2.8. К расчету поля излучения от плоского источника методом
суперпозиции точечных источников
емая выделенным источником плотность потока частиц ϕi(x) в точке
x находится с помощью выражения для точечного источника (2.58):
ϕi(x) =
qΔsi
4πD
· exp(−λri)
ri
. (2.70)
Полная плотность потока получится суммированием (2.70) по всем
площадкам Δsi:
ϕ(x) =∑
i
ϕi(x) =
q
4πD
∫∫
exp(−λr)
r
ds=
q
4πD
∞∫
0
ρdρ
2π∫
0
exp(−λr)
r
dψ.
(2.71)
Перейдем от переменной интегрирования ρ к переменной r. Имеем
r2 = ρ2+ x2, rdr = ρdρ. Следовательно
ϕ(x) = q
4πD
∞∫
x
rdr
2π∫
0
exp(−λr)
r
dψ= q
2D
∞∫
x
exp(−λr) dr= q
2λD ·exp (−λx) .
(2.72)
Полученный результат полностью совпадает с найденным ранее вы-
ражением (2.67).
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2.6.3. Вычисление критического размера шарового
гомогенного реактора
Пусть имеется некоторая материальная однородная среда, в состав
которой входит делящееся вещество (например, уран). Предположим,
далее, что нейтроны в рассматриваемой среде могут появляться толь-
ко в результате реакции деления в уране, т.е. посторонних источников
нейтронов нет. Если обозначить ν среднее количество нейтронов, воз-
никающих на один акт деления, и предположить, что все процессы
моноэнергетичны (в частности, возникающие при делении нейтроны
имеют ту же энергию, что и нейтроны, блуждающие в среде), то урав-
нение диффузии примет следующий частный вид:
1
v
· ∂ϕ∂t = D ·Δϕ−Σa ·ϕ+νΣf ·ϕ, (2.73)
где Σa = Σc +Σf ; Σc – макроскопическое сечение захвата, не приводя-
щего к делению.
Сформулируем теперь следующую физическую задачу: можно ли
(а если можно, то при каких условиях) из рассматриваемого вещества
сделать шар, в котором поддерживалась бы стационарная цепная ре-
акция?
Математически эта задача формулируется так: можно ли (а если
можно, то при каких условиях) в некоторой сфере конечного ради-
уса получить отличное от нуля положительное решение следующего
однородного стационарного уравнения диффузии:
D ·Δϕ+(νΣf−Σa) ·ϕ= 0, (2.74)
подчиненное граничному условию на поверхности шара: j_ = 0 . Про-
анализируем эту задачу сначала физически.
Если νΣf < Σa, то это означает, что в каждом элементе объема чис-
ло нейтронов, воспроизводимых в результате деления урана, меньше
числа нейтронов, поглощаемых в этом элементе объема. Член D ·Δϕ,
ответственный за перемещение нейтронов в среде, “работает” в том
же направлении, что и захват нейтронов, – в среде конечных размеров
имеет место утечка нейтронов из нее. Очевидно, что стационарной
цепной реакции в этом случае не может быть.
Если νΣf = Σa, то в каждом элементе объема число нейтронов, вос-
производимых в результате деления урана, в точности равно числу
нейтронов, выбывающих из этого элемента вследствие захвата. Ста-
ционарная цепная реакция может идти, если исключить утечку ней-
тронов из среды, т.е. сделать среду бесконечно протяженной.
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Если νΣf > Σa, то в каждом элементе объема число нейтронов, вос-
производимых в результате деления урана, превышает число нейтро-
нов, поглощаемых в этом элементе объема. Избыток рождающихся
нейтронов над поглощенными можно попытаться скомпенсировать
утечкой нейтронов из конечной среды. В этом случае есть надежда
получить стационарную цепную реакцию в среде конечных размеров.
Дадим теперь строго математическое обоснование всем трем слу-
чаям, рассмотренным выше.
Случай I. νΣf < Σa. Уравнение (2.74) примет при этом вид
1
r2
d
dr
r2
dϕ
dr
−λ2ϕ= 0, (2.75)
где λ2 = (Σa− νΣf )/D > 0. Полученное уравнение точно совпадает с
уравнением (2.50), общее решение которого дается формулой (2.54).
Прежде всего для нашей задачи легко написать граничное усло-
вие при r→ 0. Поскольку плотность тока нейтронов ϕ должна быть
ограничена в центре сферы, из общего решения сразу следует A=−B,
откуда получаем
ϕ(r) = A · shλr
r
. (2.76)
Если теперь допустить, что имеется некоторая сфера радиусаR, в пре-
делах которой задачаимеет положительное, отличноеот нулярешение
(2.76) приA> 0, то на границе с пустотой должно еще удовлетворяться
условие j_ = 0. Подставляя (2.76) в условие для j_ = 0, получаем
1/2λD+ cthy−1/y= 0, y≡ λR> 0, (2.77)
или F(y) = 1/2λD, где (2.78)
F(y)≡ 1/y− cthy= shy− y · chy
у · shу . (2.79)
Функцию F(y) доопределим при y= 0 равенством
F(0) = lim
y→0
F(y). (2.80)
С помощьюправилаЛопиталя (ГийомФрансуаЛопиталь, 1696) (при-
меняя его дважды) легко находим F(0) = 0. На основании неравенства
sh y > y при y> 0 находим
dF(y)
dy
=− 1
y2
+
1
sh2 y
< 0 при y> 0. (2.81)
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Следовательно, функция F(y) монотонно убывает, начиная с F(0) = 0,
а потому не может при y> 0 принять положительного значения 1/2λD
в соответствии с уравнением (2.78). Таким образом, поставленная за-
дача не имеет решения.
Случай II. νΣf = Σa. Уравнение (2.74) примет при этом вид
1
r2
d
dr
r2
dϕ
dr
= 0 . (2.82)
Общее решение этого уравнения легко получить:
ϕ(r) = A/r+B. (2.83)
Из ограниченности в центре шара следует A = 0, а из условия j_ = 0
на внешней границе среды: B = 0. Итак, интересующей нас сферы ко-
нечного радиуса не существует.
Отметим, что в бесконечном пространстве (r→ ∞) из (2.83) имеем
ϕ(r) = B= const.
Случай III. νΣf > Σa. Уравнение (2.74) примет при этом вид
1
r2
d
dr
r2
dϕ
dr
+λ2ϕ= 0, (2.84)
где λ2= (νΣf−Σa)/D> 0. Из справочника по дифференциальнымурав-
нениям находим общее решение уравнения (2.84) в виде
ϕ(r) = A sin λr
r
+B
cos λr
r
. (2.85)
Требованию ограниченности решения в центре сферы можно удовле-
творить, положив B= 0, т.е.
ϕ(r) = A sin λr
r
. (2.86)
На границе искомой сферы r = R воспользуемся условием j_ = 0. Это
приводит к трансцендентному уравнению
F1(y) = 1/2λD, y> 0, (2.87)
где y≡ λR и F1(y)≡ 1/y− ctgy= siny− y · cosyу · sinу . (2.88)
Доопределим функцию F1(y) при y = 0. Как и в первом случае, здесь
легко получить F1(0) = 0. При изменении y от 0 до ∞ функция F1(y)
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претерпевает разрывы в точках yk = kπ (k = 1,2, . . .). Рассмотрим по-
дробно первый интервал непрерывности F1(y), т.е. 0≤ y≤ π. С учетом
неравенства sin y< y для y> 0 получим
dF(y)
dy
=− 1
y2
+
1
sin2 y
> 0 при y> 0. (2.89)
Таким образом, на промежутке 0 ≤ y ≤ π функция F1(y) монотонно
возрастает от 0 до +∞ [F1(0) = 0, F1(π) = +∞]. Следовательно, график
функции F1(y) на интервале 0 ≤ y ≤ π пересечет горизонтальную пря-
мую y= 1/2λD> 0, причем в силу монотонного характера изменения
функции F1(y) такое пересечение произойдет только один раз. Итак,
на промежутке 0≤ y≤ π уравнение (2.87) имеет единственный корень
y0 < π. Корень y0 – наименьший из бесконечного множества положи-
тельных корней уравнения (2.87) и определяет критический размер
сферического реактора R0 = y0/λ: при R< R0 тривиальное стационар-
ное состояние реактора ϕ(r) = 0 устойчиво и цепная реакция в сфере
отсутствует; при R > R0 стационарное состояние ϕ(r) = 0 абсолютно
неустойчиво и цепная реакция в сфере неизбежно зародится и превра-
тится в лавинообразный процесс.
В заключение отметим, что при R≤ R0 величина λr не превосходит
λR0 = y0 < π, а потому плотность нейтронов (2.86) при A > 0 будет
строго положительной. Если же рассмотреть любой из промежутков
0 ≤ r ≤ Rk, где Rk – радиус сферы, отвечающий какому-либо другому
корню yk = y0 уравнения (2.87), то из равенства (2.86) легко убедиться,
что ϕ(r) будет принимать как положительные, так и отрицательные
значения. Этот анализ еще раз показывает, что только величина R0
имеет физический смысл, т.к. плотность потока нейтронов не может
быть отрицательной.
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ГЛАВА 3
ОДНОСКОРОСТНОЕ КИНЕТИЧЕСКОЕ УРАВНЕНИЕ
ПЕРЕНОСА
3.1. Вводные понятия
В данном разделе будет рассмотрено кинетическое уравнение пе-
реноса, восходящее к газокинетическому уравнению, полученному
в 1872 г. великим немецким физиком Людвигом Больцманом. Это
уравнение называют также кинетическим уравнением Больцмана. С
соответствующими оговорками оно пригодно для расчета характери-
стик полей как нейтронов, так и фотонов; имеются его модификации
для расчета переноса заряженных частиц.
Ограничения, свойственные диффузионной теории, существенно
сужают круг задач, доступных решению с помощью уравнения диффу-
зии (УД). В “чистом” виде УД применимо только для приближенного
решения некоторых реакторных задач, пространственно ограничен-
ных обычно пределами активной зоны. Для расчета сколько-нибудь
значимого переноса в околореакторном пространстве по диффузион-
ной теории ее приходится существенно модифицировать.
Диффузионноеприближениеопираетсянапредположениеизотроп-
ностиисточниковирассеяния.Модельизотропности совершеннонепри-
годна для описания переноса нейтронов, характеризующегося значи-
тельными градиентами плотности потока и анизотропностью рассе-
яния. В такой ситуации основная характеристика поля нейтронов –
плотность частиц n(r,t) – неадекватна. Список переменных функции
n(.) должен быть расширен для учета более дифференциальных ха-
рактеристик поля нейтронов; дополнительные переменные должны
информировать о направлении движения частиц. Введем единичный
вектор направления движения нейтрона Ω, связанный с вектором ско-
рости нейтронаv соотношениемv= v ·Ω. В декартовой системе коор-
динат вектор Ω и его компоненты записываются так (рис. 3.1):
Ω=Ωx ·i+Ωy ·j+Ωz ·k, где
{Ωx = sinθ · cosψ,
Ωy = sinθ · sinψ,
Ωz = cosθ.
(3.1)
Обобщим понятия, введенные ранее в п.1.1. По аналогии с введен-
ной выше функцией числа нейтронов F(ΔV,t), введем ее обобщение –
функцию F(ΔV,ΔΩ,t), представляющую собой количество нейтронов
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Рис. 3.1. Вектор Ω в декартовой системе координат
в объеме ΔV около некоторой точкиr в момент времени t, причем на-
правления скоростей нейтронов заключены в телесном угле ΔΩ около
некоторого направления Ω. Очевидно, что функция F(.) – аддитивная
функция области ΔG= (ΔV,ΔΩ) и ее производная по области ΔG
lim
|ΔG|→0
{
F(ΔG)
|ΔG|
}
≡ lim
ΔV→0
ΔΩ→0
{
F(ΔV,ΔΩ,t)
ΔV ·ΔΩ
}
≡ dF
dG
= n(r,Ω,t). (3.2)
Определение 1.Фазовой плотностьюнейтронов n(r,Ω,t)называется
производная функции F(ΔV,ΔΩ,t) по области ΔG, где ΔG≡ (ΔV,ΔΩ).
Фазовая плотность нейтронов является обобщением ранее введен-
ной функции плотности нейтронов n(r,t) и связана с ней простым
соотношением
n(r,t) =
∫
4π
n(r,Ω,t)dΩ, где dΩ= sinθ · dθdψ. (3.3)
Определение 2. Введем как аналогию плотности потока ϕ(r,t) плот-
ность фазового потока нейтронов ϕ(r,Ω,t):
ϕ(r,Ω,t) = v ·n(r,Ω,t), (3.4)
причем ϕ(r,t) =
∫
4π
ϕ(r,Ω,t)dΩ. (3.5)
Определение 3. Введем понятие пучка нейтронов (ΔΩ)Ω, определив
его как совокупность нейтронов, направления скоростей которых за-
ключены в элементарном телесном угле ΔΩ около направления Ω.
При выводе уравнения переноса (УП) рассмотрим баланс нейтро-
нов, принадлежащих пучку (ΔΩ)Ω.
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Пусть Ci(r,Ω,t) – число актов i-гo процесса (i = a, s, f ), вызывае-
мого нейтронами пучка (ΔΩ)Ω в объеме ΔV за промежуток времени
Δt. Эта величина естественным образом обобщает величинуCi(r,Ω,t),
введенную в п.1.7 (1.50), причем очевидно, что
Ci(ΔV,Δt) =
∫
4π
Ci(ΔV,ΔΩ,Δt)dΩ. (3.6)
ВеличинаCi(ΔV,ΔΩ,Δt) является аддитивной функцией области G, где
G≡ (ΔV,ΔΩ,Δt).
Определение 4. Производную функции Ci(r,Ω,t) по области G =,
гдеG≡ (ΔV,ΔΩ,Δt) будем называть, по аналогии, фазовой плотностью
столкновений относительно i-гo процесса.
Вычисляется фазовая плотность столкновений таким образом:
dCi
dG
= Σi(r,t) ·ϕ(r,Ω,t), где i= a,s, f . (3.7)
Выражение (3.7) получить очень просто, проще, чем получена плот-
ность столкновений в п.1.7, поскольку теперь рассматриваемые ней-
троны имеют одинаковое направление скоростей, тогда как в п.1.7
пришлось перестраивать хаотически движущиеся нейтроны в плоско-
параллельный пучок.
3.2. Плотность кинетического тока нейтронов
Как и перед выводом уравнения диффузии (п.2.3), рассмотрим
предварительно задачу о плотности тока нейтронов в кинетической
модели. Подсчитаем, сколько нейтронов из пучка (ΔΩ)Ω пройдет за
промежуток времени Δt через элементарную площадку ΔS в сторону
ее нормали n (рис. 3.2). Если пренебречь взаимодействием в пучке за
малый промежуток времени Δt, а также приходом в пучок и вкла-
дом источников за этот промежуток времени, то все нейтроны пучка,
пересекшие площадку ΔS за интервал Δt, заполнят изображенный на
рис. 3.2 цилиндр с основанием ΔS и образующей Δl = v ·Δt, причем
образующая параллельна вектору Ω. Объем этого цилиндра ΔV
ΔV = ΔS · (v ·Δt) · (Ω ·n), (3.8)
где (Ω ·n) – косинус угла между нормалью к площадке и направлением
скорости нейтрона, как следует из формулы для объема наклонного
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Рис. 3.2. Перенос нейтронов через элементарную площадку ΔS в на-
правлении вектора Ω
цилиндра. Искомое количество C переносимых нейтронов в предпо-
ложении малости объема
C = n(r,Ω,t) ·ΔΩ ·ΔV = n(r,Ω,t) ·ΔΩ ·ΔS · vΔt ·Ωn=
= (Ωn) ·ϕ(r,Ω,t) ·ΔΩΔtΔS. (3.9)
К сожалению, не удалось избежать пересечения в обозначениях фазо-
вой плотности n(r,Ω,t) и вектора нормали n. Итак, перенос оказался
пропорционален произведению (ΔΩ ·ΔV ).
Если теперь снять ограничения о неизменности пучка (т.е. допу-
стить “работу источников” Cq, приход из других пучков Cs и взаимо-
действия в пучкеCa), то дополнительные вклады в суммарное количе-
ство нейтроновCΣ могут быть оценены следующим образом:
CΣ =C+Cq+Cs+Ca. (3.10)
Рассмотрим эти дополнительные вклады более детально.
1. Вклад источников, распределенных с плотностью q(r,Ω,t), про-
порционален геометрическому объему, величине пучка и времени “ра-
боты” источников, т.е., используя выражение (3.8), получим
ΔCq = q(r,Ω,t) ·ΔVΔΩΔt = q(r,Ω,t) · (ΔS · vΔt) · (Ωn) ·ΔΩΔt =
= A1 ·ΔS ·ΔΩ · (Δt)2. (3.11)
2. Оцениммеханический перенос через поверхности цилиндра. Для
этого введем векторнуювеличинуj(r,Ω,t) – числочастиц, движущихся
в направлении Ω в интервале единичного телесного угла и пересека-
ющих в момент времени t за единичный интервал времени единичную
площадку, нормаль к которой совпадает с векторомΩ. Скалярноепро-
изведение (j ·n) определяет плотность вклада нейтронов пучка (ΔΩ)Ω
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в перенос вдоль нормали n. Если рассматривать n как нормаль к по-
верхности цилиндра (см. рис. 3.2), то вклад нейтронов, пересекающих
поверхность, пропорционален поверхностному интегралу:
ΔCs = Δt ·ΔΩ
∮
S
j(rs,Ω,t) ·ndS. (3.12)
Здесь S – полная поверхность цилиндра. Преобразуем поверхност-
ный интеграл в объемный в соответствие с теоремой Остроградского-
Гаусса
∮
S
j(rs,Ω,t) ·ndS≡
∮
S
j(rs,Ω,t)dS =
∫
ΔV
∇j(r,Ω,t)dV (3.13)
и оценим вклад (3.12):
ΔCs = Δt ·ΔΩ ·
∫
ΔV
∇j(r,Ω,t)dV = b ·Δt ·ΔΩ ·ΔV =
= b ·Δt ·ΔΩ · (ΔS · (v ·Δt) · (Ω ·n)) = A2 ·ΔS ·ΔΩ · (Δt)2. (3.14)
3. Наконец, убыль за счет поглощений оценим так:
ΔCa = Σa(r,t) ·ϕ(r,Ω,t) ·ΔV ·ΔΩ ·Δt = Σa(r,t) ·ϕ(r,Ω,t)×
×(ΔS · (v ·Δt) · (Ω ·n)) ·ΔΩ ·Δt = A3 ·ΔS ·ΔΩ · (Δt)2. (3.15)
Из оценок (3.11) – (3.15) следует, что вклады не учтенных вначале
процессов имеют более высокий порядок малости, чем основное ко-
личество переносимых нейтронов (3.9), а именно неучтенные вклады
пропорциональны не произведению ΔS ·ΔΩ ·Δt, а ΔS ·ΔΩ · (Δt)2.
В соответствии со смыслом введенной величины j(r,Ω,t) скаляр-
ное произведение (j ·n) определяет плотность вклада нейтронов пучка
(ΔΩ)Ω в перенос вдоль вектораn, т.е. это и есть искомая производная
количества переносимых нейтронов:
(j ·n)≡ dCΣ
dG
= lim
ΔS→0
ΔΩ→0
Δt→0
C+Cq+Cs+Ca
ΔS ·ΔΩ ·Δt =
= lim
ΔS→0
ΔΩ→0
Δt→0
⎧⎪⎪⎨⎪⎪⎩(Ω ·n) ·ϕ(r,Ω,t) ·
ΔΩΔtΔS
ΔΩΔtΔS︸ ︷︷ ︸
=1
+(A1+A2+A3) · ΔΩΔS(Δt)
2
ΔΩΔSΔt︸ ︷︷ ︸
=0
⎫⎪⎪⎬⎪⎪⎭ .
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(j ·n) = (Ω ·n) ·ϕ(r,Ω,t). (3.16)
Из выражения (3.16) следует, что
j = Ω ·ϕ(r,Ω,t). (3.17)
Величину j(r,Ω,t) будем называть векторной фазовой плотностью то-
ка. Теперь можно легко вычислить величины j+ и j−, введенные выше
(2.2), определяющие перенос частиц пучка (ΔΩ)Ω соответственно в по-
ложительном и отрицательном направлении относительно нормали
n. Для этого необходимо проинтегрировать модули соответствующих
скалярных произведений |(j ·n)|
j+ =
∫
(Ω·n)>0
|(j ·n)|dΩ ≡
∫
(Ω·n)>0
(Ω ·n) ·ϕ(r,Ω,t)dΩ;
j− =
∫
(Ω·n)<0
|(j ·n)|dΩ≡−
∫
(Ω·n)<0
(Ω ·n) ·ϕ(r,Ω,t)dΩ (3.18)
по направлениям, дающим вклад в перенос в направлении нормали
n и против нормали n; знак “−” у функции j− компенсирует отрица-
тельный косинус (Ω ·n) < 0, так как величина j_ (количество частиц)
положительна. Как и ранее, вычислим плотность результирующего
тока в положительном направленииn:
jn(r,t) = j+− j− =
∫
(Ω·n)>0
(Ω ·n) ·ϕ(r,Ω,t)dΩ +
∫
(Ω·n)<0
(Ω ·n) ·ϕ(r,Ω,t)dΩ =
=
∫
4π
(Ω ·n) ·ϕ(r,Ω,t)dΩ. (3.19)
Отметим, что введенная выше (2.26) плотность векторного тока выра-
жается следующим образом:
j(r,t) =
∫
4π
j(r,Ω,t)dΩ =
∫
4π
Ω ·ϕ(r,Ω,t)dΩ. (3.20)
3.3. Вывод кинетического уравнения
Составим, как и при выводе диффузионного уравнения (2.2), эле-
ментарный баланс нейтронов пучка (ΔΩ)Ω) для некоторого произ-
вольного, но конечного объема V , “погруженного” в область V0, за-
полненную нейтронами. Баланс составляется для малого промежутка
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времени Δt. Ограничения, введенные при получении диффузионного
уравнения, снимаются. Остаются более “фундаментальные” ограни-
чения.
1. Все нейтроны имеют одинаковую энергию (скорость).
2. Нейтроны не взаимодействуют между собой.
3. Квантовыми свойствами частиц пренебрегаем.
Ограничение 1 сохраняется для простоты. В дальнейшем будет рас-
смотрено многоскоростное уравнение, в котором ограничение 1 сни-
мается.
Ограничение 2 определяется тем, что плотности нейтронов и ядер
несоизмеримы. Из ограничения 2, в частности, следует линейность
уравнения переноса.
Ограничение 3 означает, что при выводе УП эффекты, связанные с
поляризацией нейтронов за счет спин-орбитального взаимодействия,
не учитываются вследствие их пренебрежимо малого влияния.
Итак, при заданном поле n(r,Ω,t) приращение количества нейтро-
нов пучка (ΔΩ)Ω в объеме ΔV за промежуток Δt
ΔNV = ΔΩ ·
∫
V
[
n(r,Ω,t+Δt)−n(r,Ω,t)
]
dV. (3.21)
Это приращение обусловлено нижеследующими факторами.
1. Прибыль нейтронов: 2. Убыль нейтронов:
1a) работа источников; 2a) поглощение;
1b) переход из других пучков. 2b) рассеяние из пучка;
2c) механическое перемещение.
Рассмотрим последовательно компоненты баланса.
1a). Если фазовая плотность источников q(r,Ω,t), то соответству-
ющий вклад в пучок ΔNq за промежуток времени Δt
ΔNq =
∫
Δt
dt
∫
ΔΩ
dΩ
∫
V
q(r,Ω,t)dV = ΔΩ ·Δt
∫
V
q(r,Ω,t)dV. (3.22)
При вычислении вклада дважды применена теорема о среднем в силу
малости интервалов Δt и ΔΩ. То же самое было без упоминания вы-
полнено и при получении выражения (3.21). Далее теорема о среднем
будет применяться “автоматически”, т.е. без упоминания.
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1b). Вычисление прибыли ΔNΩ за счет перехода из других пучков
(ΔΩ ′)Ω ′ требует описания механизма перехода при рассеянии. Отме-
тим, что здесь следует помнить о приближенном характере нашей од-
носкоростной модели: в соответствии с ней рассеяние не будет сопро-
вождаться потерей энергии.
Рассмотрим вероятность того, что нейтрон, имеющий до рассея-
ния направление движения Ω ′, после рассеяния попадет в наш пучок
(ΔΩ)Ω. На рис. 3.3 изображен отрезок AC траектории нейтрона до рас-
сеяния. Начало вектора направления движения нейтрона до рассеяния
Рис. 3.3. К расчету индикатрисы рассеяния
Ω ′ совмещено с точкой рассеяния C; Ω – “ось” пучка (ΔΩ)Ω, для ко-
торого составляется баланс. Процесс рассеяния “Ω ′ → Ω” обладает
центральной симметрией относительно точкиC: в силу однородности
и изотропности пространства векторы можно вращать вокруг точки
C, не меняя угол между ними. Отсюда с необходимостью следует, что
вероятность попадания в нашпучок зависит не от каждого из векторов
направления в отдельности, а от угла между ними, т.е. от скалярного
произведения (Ω ·Ω ′). Далее, эта вероятность P зависит от величины
“кармана” ΔΩ, в который должны попадать нейтроны при рассеянии,
и в общем случае от координаты, т.е. P(r,Ω ·Ω ′,ΔΩ). Эта вероятность
попадания в конечный “карман” ΔΩ, очевидно, аддитивна по ΔΩ. Ее
производная по ΔΩ называется индикатрисой рассеяния g(.) и явля-
ется вероятностью для нейтрона рассеяться из единичного телесного
угла с “осью” Ω ′ в единичный телесный угол с “осью” Ω:
g(r,Ω ·Ω ′) = lim
ΔΩ→0
P(r,Ω ·Ω ′,ΔΩ)
ΔΩ . (3.23)
Для простоты можно считать, что если Р определяет вероятность рас-
сеяния в “карман” ΔΩ, то индикатриса g определяет вероятность рас-
сеяния из направления Ω ′ в направление Ω. Нормировка индикатри-
сы рассеяния учитывает тривиальный факт “сохранения нейтрона”
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а именно: нейтрон, рассеявшись, попадет в какое-либо направление,
принадлежащее полному телесному углу 4π:
∫
4π
g(r,Ω ·Ω ′)dΩ= 1. (3.24)
Для учета вклада в наш пучок нейтронов из других пучков сначала
подсчитаем количество нейтронов, направления движения которых
лежат в элементарном телесном угле dΩ ′ с “осью” Ω ′, рассеявшихся в
элементарном объеме dV за промежуток времени Δt:
ΔCs = Δt ·Σs(r) ·ϕ(r,Ω ′,t)dV dΩ ′. (3.25)
Далее необходимо нейтроны (3.25) “развернуть” в направление Ω, ис-
пользуя оператор индикатрисы рассеяния Ω ′ → Ω (3.23)
ΔCs ·g(r,Ω ·Ω ′) = Δt ·Σs(r) ·ϕ(r,Ω ′,t) ·g(r,Ω ·Ω ′)dV dΩ ′, (3.26)
и просуммировать элементарный вклад (3.26) по всему объему V , по
всем исходным направлениям до рассеяния Ω ′ и по величине “карма-
на” ΔΩ; в последнем интеграле по dΩ применим теорему о среднем:
ΔNΩ ≡
∫
ΔΩ
dΩ
∫
V
dV
∫
4π
ΔCs ·g(r,Ω ·Ω ′)dΩ ′ =
= ΔΩ ·Δt ·
∫
V
dV
∫
4π
Σs(r) ·ϕ(r,Ω ′,t)dΩ ′. (3.27)
2a). Расчет убыли нейтронов начнем с интегрирования плотности
поглощений в пучке:
ΔNa = ΔΩ ·Δt ·
∫
V
Σa(r) ·ϕ(r,Ω,t)dV. (3.28)
2b). Аналогично учитывается убыль из пучка за счет рассеяний:
ΔNs = ΔΩ ·Δt ·
∫
V
Σs(r) ·ϕ(r,Ω,t)dV. (3.29)
Возможно рассеяние на малые углы, которое сохраняет направление
в пределах пучка (ΔΩ)Ω. Оценим его вклад, предполагая закон рассея-
ния, близкий к изотропному. В этом предположении, не очень сильно
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влияющем на результат оценки, доля остающихся ΔR в пучке (ΔΩ)Ω из
всех рассеявшихся ΔNs пропорциональна величине пучка ΔΩ:
ΔR∼ ΔNs ·ΔΩ= (ΔΩ)2 ·Δt ·
∫
V
Σs(r) ·ϕ(r,Ω,t)dV ∼ (ΔΩ)2 ·Δt, (3.30)
т.е. доля остающихся в пучке имеет порядок малости (ΔΩ)2 ·Δt, а все
остальные компоненты баланса имеют порядок малости ΔΩ ·Δt. Ясно,
что поправкой (3.30) следует пренебречь.
2c). Механический увод из объемаV подсчитывается, как и при вы-
воде диффузионного уравнения (2.30), интегрированием скалярного
произведения (3.19) по всей поверхности S данного объема. С учетом
величин пучка ΔΩ и интервала времени Δt запишем вклад:
ΔNsur = ΔΩ ·Δt
∮
S
(j ·n)dS ≡ ΔΩ ·Δt
∮
S
(Ω ·n) ·ϕ(r,Ω,t)dS. (3.31)
Запишем, наконец, соотношение баланса:
ΔNv = ΔNq+ΔNΩ−ΔNa−ΔNs−ΔNsur, (3.32)
или подробнее:
ΔΩ ·
∫
V
[
n(r,Ω,t+Δt)−n(r,Ω,t)
]
dV = ΔΩΔt
⎧⎨⎩−
∮
S
(j ·n) ·ϕ(r,Ω,t)dS+
+
∫
V
[
q(r,Ω,t)+
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′ −Σ(r) ·ϕ(r,Ω,t)
]⎫⎬⎭ dV,
(3.33)
где Σ(r) = Σa(r)+Σs(r) – полное сечение взаимодействия. Для преоб-
разования поверхностного интеграла в объемный воспользуемся, как
и при выводе диффузионного уравнения, теоремой Остроградского-
Гаусса: ∮
S
(j ·n)dS ≡
∮
S
jdS =
∫
V
∇jdV ≡
∫
V
∇(Ω ·ϕ)dV, (3.34)
в последнем интеграле продифференцируем произведение (Ω ·ϕ):∫
V
∇(Ω ·ϕ)dV =
∫ [
Ω ·∇ϕ+ϕ ·∇Ω
]
dV =
∫
V
(Ω ·∇ϕ)dV +
+
∫
V
[
ϕ ·
(∂Ωx
∂x +
∂Ωy
∂y +
∂Ωz
∂z
)]
dV =
∫
V
(Ω ·∇ϕ)dV. (3.35)
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Второй из интегралов (3.35) зануляется в силу равенства нулю подын-
тегральной функции ϕ ·divΩ (3.1). Перепишем с учетом преобразова-
ний соотношение баланса (3.33):
ΔΩ ·
∫
V
[
n(r,Ω,t+Δt)−n(r,Ω,t)
]
dV =
= ΔΩ ·Δt ·
∫
V
[
q(r,Ω,t)+
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′ −
−Σ(r) ·ϕ(r,Ω,t)−Ω ·∇ϕ(r,Ω,t)
]
dV = 0. (3.36)
Поделим обе части равенства на произведение ΔΩ ·Δt = 0, перейдем к
пределу при Δt→ 0 и перенесем все члены влево:
∫
V
[
∂n
∂t +
Ω ·∇ϕ+Σ ·ϕ−q−
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′
]
dV = 0.
(3.37)
Ввидупроизвольностиобъемаинтегрированияинепрерывностиподын-
тегральнойфункциииз выражения (3.37) следуетравенствонулюподын-
тегрального выражения:
∂n
∂t +
Ω ·∇ϕ+Σ ·ϕ−q−
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′ = 0. (3.38)
Перейдем к одной функции ϕ≡ n · v и запишем уравнение переноса :
1
v
· ∂ϕ(r,
Ω,t)
∂t +
Ω ·∇ϕ(r,Ω,t)+Σ ·ϕ(r,Ω,t) =
=
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′+q(r,Ω,t). (3.39)
Интеграл в правой части (3.39) называется интеграл рассеяния. Запи-
шем также стационарное уравнение переноса для тех задач, в которых
плотность фазового потока ϕ не зависит от времени:
Ω∇ϕ(r,Ω)+Σ ·ϕ(r,Ω)=
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′)dΩ ′+q(r,Ω). (3.40)
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3.4. Граничные условия для кинетического уравнения
Уравнение переноса (3.39) должно быть дополнено начальными и
граничными условиями. Начальные условия достаточно тривиальны:
в момент времени t = 0 задается распределение плотности фазового
потока ϕ(r,Ω,0) = f (r,Ω), где f (r,Ω) – известная функция.
Формулировка граничных условий для кинетического уравнения
достаточно произвольна. Она должна быть корректна с математиче-
ской точки зрения и отражать специфику решаемой краевой задачи.
В качестве примера формулирования граничных условий рассмотрим
простейшие из них, подобные сформулированным для диффузионно-
го уравнения (2.5).
Рассмотрим контактные граничные условия на поверхности раз-
дела двух сред A и B (рис. 3.4). Для простоты будем считать, что эта
поверхность – плоскость, что не уменьшает общности выводов. Выбе-
рем на поверхности раздела произвольную площадку S и заключим ее
в объем V , образованный, например, плоскостями. Рассмотрим соот-
Рис. 3.4. Поперечный разрез объема V , охватывающего участок по-
верхности раздела S двух сред A и B
ношение баланса (3.33) при “стягивании” объема к поверхности S (при
этом S1→ 0, S2→ 0, S→ 0). Все объемные интегралы в соотношении
(3.33) обращаются в нуль, остается интеграл по поверхности призмы.
Он также обращается в нуль, причем поскольку обе пары противоле-
жащих граней, кроме пары S1 и S2 как имеющие площадь поверхности
более высокого порядка малости, исключаются из рассмотрения, то
lim
S1→S
∫
S1
(Ω ·n1) ·ϕ(r,Ω,t)dS+ limS2→S
∫
S2
(Ω ·n2) ·ϕ(r,Ω,t)dS =
=
∫
S1
[
(Ω ·n1) ·ϕ(r+0,Ω,t)+(Ω ·n2) ·ϕ(r−0,Ω,t)
]
dS= 0. (3.41)
Посколькуплощадка Sпроизвольна, подынтегральноевыражениерав-
но нулю. В пределеn1 =−n2; обозначимn1 =n, гдеn – нормаль к пло-
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щадке S, и запишем контактные граничные условия на поверхности
раздела двух сред:
(Ω ·n) ·ϕ(r−0,Ω,t) = (Ω ·n) ·ϕ(r+0,Ω,t). (3.42)
Условия на поверхности раздела невогнутого тела с пустотой, если
в пустоте нет источников, могут быть получены подобным же обра-
зом. Пусть среда A на рис. 3.4 – пустота. Рассмотрев выражение (3.42)
для входящего излучения, т.е. для (Ω ·n) ≤ 0, запишем условие отсут-
ствия облучения извне:
(Ω ·n) ·ϕ(rs,Ω,t) = 0 при (Ω ·n)≤ 0. (3.43)
3.5. Кинетическое уравнение в декартовой системе координат
Уравнение (3.39) записано в общем виде, без конкретизации систе-
мы координат. Для решения УП необходим выбор пространственной
и угловой координатных систем. Этот выбор определяется соображе-
ниями удобства, прежде всего стремлением к максимальной простоте.
Степень “упрощения” представления уравнения переноса зависит от
конкретной задачи, для решения которой привлекается УП. Макси-
мальное упрощение достигается максимальным отображением сим-
метрии задачи. Так, например, для решения задачи о прохождении из-
лучения от точечного изотропного источника, окруженного однород-
ными шаровыми слоями, целесообразно использовать сферическую
систему координат. Отметим, что для записи единичного вектора Ω
всегда используется сферическая система координат.
Основная проблема при записи УП в конкретной системе коорди-
нат – представление дифференциального оператора (Ω ·∇). Рассмот-
рим скалярное произведение (Ω ·∇) в прямоугольной декартовой си-
стеме координат (рис. 3.5). Вспомним запись вектора Ω в декартовой
системе координат (3.1):
Ω=Ωx ·i+Ωy ·j+Ωz ·k. (3.44)
Соответствующая запись вектора ∇:
∇= ∇x ·i+∇y ·j+∇z ·k, (3.45)
где ∇x ≡ ∂/∂x и т.д. Отсюда скалярное произведение (Ω ·∇)
(Ω ·∇) =Ωx ·∂/∂x+Ωy ·∂/∂y+Ωz ·∂/∂z. (3.46)
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Рис. 3.5. К записи оператора (Ω ·∇) в прямоугольной декартовой си-
стеме координат
Запишем, наконец, уравнение переноса (3.39) в прямоугольной декар-
товой системе координат (3.1):
1
v
∂ϕ
∂t + sinθ ·
[
cosψ · ∂ϕ∂x + sinψ ·
∂ϕ
∂y
]
+ cosθ · ∂ϕ∂z +Σ ·ϕ=
= Σs ·
2π∫
0
dψ ′
π∫
0
g(x,y,z,µ0) ·ϕ(x,y,z,θ ′,ψ ′,t) · sinθ ′dθ ′+q(x,y,z,θ,ψ).
(3.47)
Здесь косинус угла между направлением движения до рассеяния и на-
правлением после рассеяния обозначен µ0 = (Ω ·Ω ′). Вычислим эту
величину:
µ0 = (Ω ·Ω ′) =
(
Ωx ·i+Ωy ·j+Ωz ·k
)
·
(
Ω ′x ·i+Ω ′y ·j+Ω ′z ·k
)
=
=
(
Ωx ·Ω ′x+Ωy ·Ω ′y+Ωz ·Ω ′z
)
= (sinθ · cosψ) · (sinθ ′ · cosψ ′)+
+(sinθ · sinψ) · (sinθ ′ · sinψ ′)+ cosθ · cosθ ′ =
= cosθ · cosθ ′+ sinθsinθ ′ · cos(ψ−ψ ′)≡
≡ µ ·µ ′+
√
1−µ2 ·
√
1− (µ ′)2 cos(ψ−ψ ′),
µ≡ cosθ. (3.48)
3.6. Плоскопараллельные задачи
Рассмотрим запись УП для широкого класса плоскопараллельных
задач – задач переноса излучения в плоских слоях. Пусть функции
g(µ0) и q, а также Σ и Σs не зависят от координат x и y и являются
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функциями z, θ и ψ. Такая ситуация реализуется в среде, состоящей из
бесконечных по х и у слоев. В этом случае стационарное УП таково:
µ
∂ϕ
∂z +Σ ·ϕ= Σs ·
2π∫
0
dψ ′
1∫
−1
g(z,µ0) ·ϕ(z,µ ′,ψ ′)dµ ′+q(z,µ,ψ). (3.49)
Уравнение (3.49) получено из стационарного уравнения (3.40), при-
чем сделана обычная в теории переноса замена угловой переменной
µ = cosθ. Если функция источника q и сечения Σ и Σs не зависят от
угла ψ, то от этого угла не будет зависеть и решение ϕ. Это означает,
что задача обладает азимутальной симметрией, т.е. все точки, лежа-
щие на окружности, образованной концом вектора Ω при вращении
его вокруг оси z (рис. 3.6), равноправны и неразличимы. В этом слу-
чае в интеграле рассеяния в уравнении (3.49) от угла ψ зависит только
Рис. 3.6. Плоскопараллельная среда, состоящая из двух бесконечных
по x и y слоев;Ω – единичный вектор движения нейтрона; θ – полярный
угол
индикатрисарассеяния g(z,µ0), которая заранее известна.Поэтому вы-
полним интегрирование (3.48):
g¯(z,µ,µ ′) =
2π∫
0
dψ ′g(z,µ0), (3.50)
и уравнение (3.49) примет вид
µ
∂ϕ
∂z +Σ ·ϕ= Σs ·
1∫
−1
g¯(z,µ,µ ′) ·ϕ(z,µ ′)dµ ′+q(z,µ). (3.51)
Здесь функция ϕ(z,µ ′) есть интеграл по dψ:
ϕ(z,µ ′) =
2π∫
0
dψ ′ϕ(z,µ ′,ψ). (3.52)
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Уравнение (3.51) должно быть дополнено граничными условиями, ко-
торые легко получаются из общих условий (3.43) и (3.42).
Если слои на рис. 3.6 граничат с пустотой, то на свободных поверх-
ностях z= 0 и z= H условия отсутствия облучения таковы:{
µ ·ϕ(z= 0,µ) = 0, при µ> 0;
µ ·ϕ(z= H,µ) = 0, при µ< 0. (3.53)
Контактные условия на поверхности смежных слоев z= S:
µ ·ϕ(z= S−0,µ) = µ ·ϕ(z= S+0,µ). (3.54)
Возможно еще большее упрощение УП, если предположить, что рас-
сеяние нейтронов изотропно в лабораторной системе координат.Изо-
тропное рассеяние означает, что вероятность рассеяния P из направ-
ления Ω ′ в “карман” ΔΩ, введенная выше в п.3.3,
P(r,Ω ·Ω ′,ΔΩ) = ΔΩ
4π
(3.55)
и индикатриса рассеяния имеет вид
g(r,Ω ·Ω ′) = lim
ΔΩ→0
P(r,Ω ·Ω ′,ΔΩ)
ΔΩ =
1
4π
. (3.56)
Подставимявныйвидизотропнойиндикатрисы (3.56) в интеграл (3.50)
g¯(z,µ,µ ′) =
2π∫
0
dψ ′g(z,µ0) =
1
4π
·
2π∫
0
dψ ′ = 1
4π
·2π= 1
2
(3.57)
и запишем УП для азимутально-симметричных задач с изотропным
рассеянием (3.51):
µ
∂ϕ
∂z +Σ ·ϕ=
Σs
2
·
1∫
−1
ϕ(z,µ ′)dµ ′+q(z,µ). (3.58)
Уравнение (3.58), в силу своей относительной простоты, является тра-
диционным объектом теоретических исследований. Результатом та-
ких исследований являются доказательства, например, существования
и единственности решения задачи переноса в той или иной постанов-
ке. Полученные при этом аналитические решения УП могут быть ис-
пользованы для приближенных оценок характеристик реальных по-
лей излучений, а также в качестве “пробных функций” (начальных
приближений) для более точных моделей переноса, опирающихся на
численное решение УП.
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3.7. Кинетическое уравнение в цилиндрической системе
координат
Цилиндрическая система координат оказывается особенно удоб-
ной, если задача цилиндрически-симметричная. ВекторΩ всегда задает-
ся сферическими координатами и его можно определить углами θ и ψ,
первый из которых отсчитывается от оси цилиндра, а второй является
углом между проекцией вектора Ω на плоскость поперечного сечения
цилиндра и лучом в этой плоскости, проходящим через ось цилиндра
и точку M =M(ρ,ω,z) местонахождения нейтрона (рис. 3.7). Наличие
цилиндрической симметрии предполагает, что все функции не зависят
Рис. 3.7. Система координат для цилиндрически-симметричных задач
от азимутального угла ω. В стационарном случае плотность потока
нейтронов ϕ зависит только от четырех переменных: ϕ= ϕ(ρ,z,θ,ψ).
Если фиксированы координаты θ и ψ вектора Ω, то это вовсе не
означает, что вектор Ω сохраняет свою ориентацию в пространстве.
Действительно, если перемещать точку M(ρ,ω,z) вдоль окружности
ρ = const, z = const, то при фиксированных значениях θ и ψ вектор Ω
будет менять свое направление. И наоборот, если вектор Ω сохраняет
в пространстве свое направление, то определяющая его совокупность
координат (θ,ψ) изменяется. Это обусловлено тем, что угол θ хотя и
остается постоянным, ноψ меняется при перемещении точкиM(ρ,ω,z)
вдоль, например, той же окружности ρ= const, z= const.
При выводе уравнения переноса полагалось, что направление пуч-
ка произвольно, но фиксировано. Это означает, что в выбранных ко-
ординатах оператор градиента действует не только на координаты ρ и
z функции ϕ(ρ,z,θ,ψ), но и на координатуψ, зависящую от азимуталь-
ного угла ω. Используя выражение для градиента в цилиндрической
системе координат, получим
∇ϕ= ∂ϕ∂ρ ·eρ+
1
ρ
∂ϕ
∂ψ
∂ψ
∂ω ·eω+
∂ϕ
∂z ·ez, (3.59)
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где eρ, eω, ez – единичные векторы цилиндрической системы коорди-
нат. Из геометрических соображений легко видеть, что dψ = −dω.
Если учесть, что по определению
Ω= sin θ cos ψ ·eρ+ sin θ sin ψ ·eω+ cos θ ·ez, (3.60)
то получим результирующее выражение
Ω∇ϕ= sin θ ·
(
cos ψ · ∂ϕ∂ρ −
sin ψ
ρ ·
∂ϕ
∂ψ
)
+ cos θ · ∂ϕ∂z . (3.61)
С учетом µ = cos θ стационарное уравнение переноса в цилиндриче-
ской системе координат примет вид√
1−µ2 ·
(
cos ψ · ∂ϕ∂ρ −
sin ψ
ρ ·
∂ϕ
∂ψ
)
+µ · ∂ϕ∂z +Σϕ=
= Σs
2π∫
0
dψ ′
1∫
−1
g(ρ,z,µ0) ·ϕ(ρ,z,µ ′,ψ ′)dµ ′+q. (3.62)
Граничные условия без труда можно записать в цилиндрических ко-
ординатах, если использовать (3.60) и учесть, что на концентрических
границах цилиндра n = eρ, а на перпендикулярных к оси цилиндра
плоских границахn=±ez.
3.8. Кинетическое уравнение в сферической системе
координат
К сферической системе координат целесообразно переходить в за-
дачах со сферической симметрией. Напомним, что наибольшие труд-
ности вызывает запись оператора (Ω·∇) в конкретной системе коорди-
нат. Рассмотрим переход подробнее. Вектор ∇ϕ есть вектор-градиент
функции ϕ:
∇ϕ≡i · ∂ϕ∂x +
j · ∂ϕ∂y +
k · ∂ϕ∂z , (3.63)
указывающий направление максимальной скорости возрастания ϕ, а
его модуль
|∇ϕ| ≡
√[∂ϕ
∂x
]2
+
[∂ϕ
∂y
]2
+
[∂ϕ
∂z
]2
(3.64)
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равен величине производной по направлению dϕ/ds, в котором эта
максимальная скорость возрастаниядостигается.Произведение (Ω ·∇ϕ)
есть скалярное произведение двух векторов:
(Ω ·∇ϕ) = |Ω| · | ∇ϕ| · cos
( ̂Ω,∇ϕ) . (3.65)
Рассмотрим направление ξ, совпадающее с направлением движения
нейтрона, которое задается единичнымвекторомΩ, т.е.ξ= ξ ·Ω (рис. 3.8).
Если ξ – координата вдоль луча, то скалярное произведение (3.65) мо-
Рис. 3.8. Векторыξ и Ω и вектор-градиент ∇ϕ
жет быть записано следующим образом:
(Ω ·∇ϕ) = dϕ
ds
cos
( ̂Ω,∇ϕ)= dϕ
ds
cos
( ̂ξ,∇ϕ)= dϕ
dξ , (3.66)
т.е. (Ω ·∇ϕ) есть проекция вектор-градиента на направление ξ, или
производная по направлению ξ, совпадающему с направлением Ω.
Для записи (Ω ·∇ϕ) в сферической системе координат осталось ввести
сферические координаты и вычислить производную по направлению.
Мы не будем рассматривать эту процедуру в общем случае. Огра-
ничимся примером вычисления производной по направлению в част-
ном случае, изображенном на рис. 3.9. На этом рисунке сферическая
система координат введена следующимобразом: r – расстояние от цен-
тра сферически-симметричной системыдо рассматриваемой точки; θ –
угол между радиус-вектором r и направлением движения нейтрона Ω.
По правилам дифференцирования определим производную функции
ϕ зависящей от переменных r и µ (от µ= cosθ):
dϕ
dξ =
∂ϕ
∂r ·
dr
dξ+
∂ϕ
∂µ ·
dµ
dξ . (3.67)
Пусть исходная точка с координатами (r,θ) сместилась на бесконечно
малое расстояние dξ вдоль направления Ω. Из рис. 3.9 очевидно, что
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Рис. 3.9. Система координат для сферически-симметричных задач
координаты новой точки будут: r ′ = r+ dr и θ ′ = θ− dθ. Все прираще-
ния бесконечно малые, поэтому θ ′ ≈ θ. Из прямоугольного треуголь-
ника, образованного сторонами r dθ, dr и dξ (слева от вектора Ω),
получаем
dr
dξ = cosθ= µ. (3.68)
Далее вычисляем вторую компоненту:
dµ
dξ =
dµ
dθ ·
dθ
dξ =
d(cosθ)
dθ ·
(−sinθ)
r
=
1−µ2
r
. (3.69)
Второй сомножитель в (3.69) определяется из того же треугольника:
sinθ= −(r · dθ)/dξ, где знак “−” компенсирует разные знаки dθ и dξ.
Итак, производная по направлению (3.67) записывается так:
dϕ
dξ = µ ·
dϕ
dr
+
1−µ2
r
· dϕ
dµ
. (3.70)
В соответствии с этимуравнениепереносадля сферически-симметричных
задач принимает вид
µ · dϕ
dr
+
1−µ2
r
· dϕ
dµ
+Σ(r)ϕ= Σs ·
1∫
−1
g¯(r,µ,µ ′) ·ϕ(r,µ ′)dµ ′+q(r,µ). (3.71)
Уравнение дополняется граничными условиями – например такими:
а) отсутствие облучения свободной поверхности r = R из пустоты:
µ ·ϕ(r = R,µ) = 0 при µ< 0; (3.72)
б) контактные условия на поверхности смежных слоев r = S:
µ ·ϕ(r = S−0,µ) = µ ·ϕ(r = S+0,µ). (3.73)
На этом рассмотрение теоретических аспектов, связанных с интегро-
дифференциальным уравнением переноса, окончено.
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ГЛАВА 4
ИНТЕГРАЛЬНОЕ УРАВНЕНИЕ ПЕРЕНОСА
4.1. Ограничения, связанные с интегральным уравнением
Кинетическое уравнениепереносаполученоприминимальныхогра-
ниченияхна геометрию среды, характер рассеяния нейтронови типис-
точников. Результатом решения кинетического УП является функция
ϕ(r,Ω,t) – плотность фазового потока, дающая исчерпывающую ин-
формацию о поле излучения. Диффузионное приближение опирается
на существенные ограничения, значительно сужающие сферу приме-
нимости диффузионного уравнения; функция ϕ(r,t), являющаяся ре-
шением УД, менее информативна (нет информации об угловом рас-
пределении) и, что гораздо важнее, недостоверна вблизи всякого рода
особенностей (границ разнородных материалов, мощных источников
и стоков).
Существует значительный круг задач переноса излучений, в кото-
рых, с одной стороны, наличествуют “кинетические” признаки (источ-
ник, сосредоточенный в небольшой области, неоднородности и т.д.),
а с другой стороны, пригодна модель изотропности источников и рас-
сеяния, что характерно для диффузионной теории. Для таких задач
интегродифференциальное УП может быть значительно упрощено и
сведенокинтегральномууравнениюпереноса (ИУП).МестоИУП,как
следует из изложенного, находится между ДУ и ИДУП (рис. 4.1). Как
ясно из изложенного, в интегральном уравнении искомой функцией
является плотность потока ϕ(r,t), не зависящая от угловых перемен-
ных:
ϕ0(r,t) =
∫
4π
ϕ(r,Ω,t)dΩ. (4.1)
1. Среда однородна.
2. Тело невогнуто.
3. Рассеяние изотропно.
4. Источники изотропны.
Ниже ИУП будет получено непо-
средственноиз анализапереносаней-
тронов. Здесьже сформулируемогра-
ничения на характеристики среды.
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Рис. 4.1. Субординациядиффузионного, интегральногои интегродиф-
ференциального уравнений.Условно показаны типыисточников, рас-
сеяния и характер пространственного распределения плотности пото-
ка ϕ
4.2. Вывод интегрального уравнения переноса
Пусть однородная невогнутая область V заполнена нейтронами.
Поле нейтронов n(r,Ω,t) в объеме V задано. Фиксируем некоторую
точку с координатами r0 ∈ V и окружим ее элементарным объемом
ΔV0. Подсчитаем количество нейтронов пучка (ΔΩ)Ω в этом объеме в
момент времени t0:
ΔN = n(r0,Ω,t0) ·ΔΩ ·ΔV0. (4.2)
Какбылопоказано выше, такоеже количество нейтроновпучка (ΔΩ)Ω
пересечет за промежуток времени от t0 до t0+Δt площадку ΔS, ориен-
тированную нормально к “оси” пучка, если величины ΔS и Δt будут
связаны с величиной элементарного объема ΔV0 из (4.2) таким обра-
зом:
v ·ΔS ·Δt = ΔV0. (4.3)
Подсчитаем величину (4.2) непосредственно, регистрируя пересече-
ния нейтронами элементарной площадки, расположенной в точке r0
(рис. 4.2). На расстоянии ρ нейтроны пучка (ΔΩ)Ω должны быть со-
браны с участка сферической поверхности ΔΓ:
ΔΓ= ρ2 ·ΔΩ. (4.4)
Полагая толщину сферической поверхности dρ, оценим объем шаро-
вого слоя ΔV под участком сферической поверхности ΔΓ:
ΔV = ΔΓ ·Δρ= ρ2 ·Δρ ·ΔΩ. (4.5)
Необходимо также учесть временно´й лаг ρ/v – время пролета нейтро-
на от поверхности ΔΓ до площадки ΔS. В момент времени t0 площадку
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Рис. 4.2. К расчету количества нейтронов, испускаемых поверхностью
ΔΓ и пересекающих площадку ΔS
ΔS пересекают частицы, покинувшие поверхность ΔΓ в более ранний
момент времени t = t0−ρ/v. Вероятность p, что частица из шарового
слоя ΔΓ пересечет площадку ΔS, определяется отношением
p=
ΔN(ρ)
C(ρ) , (4.6)
где ΔN(ρ) – количество частиц из шарового слоя ΔΓ, которые пере-
секли площадку ΔS за промежуток времени от t0 до t0+ Δt; C(ρ) –
количество частиц в шаровом слое ΔΓ в момент времени t = t0−ρ/v.
Процесс сбора частиц разобьем на три независимых этапа, каждый
из которых характеризуется своей вероятностью: а) создание нейтро-
нов в шаровом слое ΔΓ – вероятность p1; б) выход нейтронов из шаро-
вого слоя в направлении площадки ΔS – вероятность p2; в) транспорт
нейтроновотшарового слоя до площадкиΔS – вероятность p3. Полная
вероятность процесса определяется произведением этих вероятностей:
p= p1 · p2 · p3. (4.7)
Для расчета вероятностей рассмотрим эти этапы более подробно:
а) в отсутствие делящегося материала создание нейтронов в шаро-
вом слое ΔΓ происходит только в результате изотропного рассеяния
глобального потока ϕ0 и вследствие работы изотропных источников в
этом объеме. Количество нейтронов, созданных при этом за интервал
времени от t до t+Δt (t = t0−ρ/v), таково:
ΔNQ =
[
Σs ·ϕ0(r,t)+q(r,t)
]
·ρ2 ·Δt ·Δρ ·ΔΩ, (4.8)
гдеr – координаты некоторой точки;r ∈ ΔΓ;r=r0−ρ ·Ω; ϕ0 – глобаль-
ныйпоток (4.1); q(r,t) –функцияизотропныхисточников.Вероятность
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p1 создания в шаровом слое новых частиц, которые в дальнейшем да-
дут вклад в рассматриваемый процесс сбора, таково:
p1 =
ΔNQ
C(ρ); (4.9)
б) созданные в шаровом слое нейтроны имеют изотропное рас-
пределение, поэтому вероятность p2 выхода нейтронов в направлении
площадки ΔS определяется только геометрическим соотношением
p2 =
ΔS
4πρ2 ; (4.10)
в) на пути от точки r до площадки нейтроны будут претерпевать
и рассеяния, и поглощения. Вероятность p3 успешного транспорта
нейтронов от поверхности ΔΓ до площадки ΔS определим из закона
ослабления плоского пучка (1.30):
p3 =
j(ρ)
J0
= exp (−Σρ) . (4.11)
Подставив (4.6), (4.9) – (4.11) в выражение (4.7), после очевидных со-
кращений получим, что в результате площадку ΔS пересечет ΔN(ρ)
нейтронов из шарового слоя ΔΓ:
ΔN(ρ) = ΔSΔΩΔt
4π
·
[
Σsϕ0(r,t)+q(r,t)
]
· exp(−Σρ)Δρ. (4.12)
Теперь остается просуммировать выражение (4.12) по всем шаровым
слоям, на которые разбит объем тела V , и приравнять полученное
выражение к величине (4.2). Устремив максимум разбиения к нулю,
перейдем к интегралу по ρ от нуля (т.е. от точкиr0) до внешней гра-
ницы области вдоль вектора (−Ω):
ΔN = n(r0,Ω,t0)ΔΩΔV0 =
ΔSΔΩΔt
4π
R(r0,−Ω)∫
0
F(r,t) · exp(−Σρ)dρ, (4.13)
где F(r,t)≡ Σsϕ0(r,t)+q(r,t), (4.14)
а R(r0,−Ω) – расстояние от точки r0 до внешней границы области V
вдоль вектора (−Ω). Аргументы функции F(.) являются функциями
переменной интегрирования ρ:{
t = t0−ρ/v,
r =r0−ρ ·Ω. (4.15)
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Подставим в выражение (4.13) значение ΔV0 из (4.3) и поделим обе
части (4.13) на произведение ΔS ·ΔΩ ·Δt = 0. Вспомнив, что ϕ ≡ n · v,
запишем преобразованное выражение (4.13):
ϕ(r0,Ω,t0) =
1
4π
·
R(r0,−Ω)∫
0
F(r,t) · exp(−Σρ)dρ. (4.16)
Проинтегрируем выражение (4.16) по угловой переменной Ω, опреде-
лив таким образом вклад всех пучков в пересечение теперь уже еди-
ничной площадки (также выражение (4.1) для глобального потока):
ϕ0(r0,t0) =
1
4π
·
∫
4π
dΩ
R(r0,−Ω)∫
0
F(r,t) · exp(−Σρ) · ρ
2
ρ2 dρ. (4.17)
Подынтегральноевыражениеумноженонаρ2/ρ2 для записиинтеграла
в сферической системе координат с радиусом ρ (напомним, что в сфе-
рической системе dV = r2dr · sinθdθdψ = ρ2dρsinθdθdψ ≡ ρ2dρdΩ).
Запишем (4.17) как интеграл по объему в сферической системе коор-
динат:
ϕ0(r0,t0) =
1
4π
·
∫
V
F(r,t) · exp(−Σρ)ρ2 dV, dV = ρ
2dρdΩ. (4.18)
Этот интеграл имеет особенность при ρ= 0 (т.е. в точкеr0, в которой
размещается единичная площадка, рис. 4.2). В интеграле (4.18) перей-
дем к переменной интегрированияr, выразив переменные ρ и t черезr
в соответствии с формулами (4.15):⎧⎨⎩ρ= |r−r0|,t = t0− |r−r0|v . (4.19)
При замене переменной учтем dV = r2dr · sinθdθdψ = ρ2dρsinθdθdψ.
Запишем интеграл (4.18) для новой переменной интегрирования, под-
ставив вместо F(.) выражение (4.14):
ϕ0(r0,t0) =
1
4π
·
∫
V
[
Σs ·ϕ0
(
r,t0− |r−r0|
v
)
+
+q
(
r,t0− |r−r0|
v
)]
· exp(−Σ · |r−r0|)|r−r0|2 dV. (4.20)
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Уравнение (4.20) для плотности потока ϕ(r,t) и называется интеграль-
ным уравнением переноса (ИУП) или уравнением Пайерлса (Рудольф
Эрнст Пайерлс, 1946). В случае независимости ϕ от времени ИУП
упрощается и называется стационарным интегральным уравнением
переноса:
ϕ0(r0) =
1
4π
·
∫
V
[
Σs ·ϕ0(r)+q(r)
]
· exp(−Σ · |r−r0|)|r−r0|2 dV. (4.21)
Обратившись к ограничениям, сделанным перед выводом ИУП в
п.4.1, убеждаемся, что ограничение однородности среды может быть
безболезненно снято: проследив весь вывод ИУП, отмечаем, что в
случае неоднородной среды изменения коснутся только члена, ответ-
ственного за материальное ослабление, и ИУП запишется так:
ϕ0(r0,t0) =
1
4π
·
∫
V
[
Σs ·ϕ0
(
r,t0− |r−r0|v
)
+q
(
r,t0− |r−r0|v
)]
|r−r0|2 ×
×exp
⎡⎣− |r−r0|∫
0
Σ
(
r−ξ · r−r0|r−r0|
)
dξ
⎤⎦ dV. (4.22)
Существеннымявляется ограничение на невогнутость тела, по объ-
ему которого выполняется интегрирование: в интегралах (4.17), (4.18)
неявно учитывается а) невогнутость объемаV и б) отсутствие внешне-
го облучения на поверхности этого объема. Следует отметить также,
что интегральное уравнение переноса может быть применено и к бес-
конечной среде – интеграл (4.17) будет сходиться при ограниченной
на бесконечности функции F(.), т.е. ограниченных плотностях пото-
ка и источников. Сходимость обеспечивается тем обстоятельством,
что экспоненциальный множитель в интеграле (4.17) при стремлении
переменной интегрирования ρ к нулю также обращается в нуль.
4.3. Редукция интегродифференциального уравнения
Интегральное уравнение может быть получено и непосредственно
из интегродифференциального УП при учете сформулированных в
п.4.1 ограничений. Если рассеяние и источники изотропны, уравнение
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(3.39) может быть записано таким образом:
1
v
∂ϕ(r,Ω,t)
∂t +
Ω ·∇ϕ(r,Ω,t)+Σ ·ϕ(r,Ω,t) = Σs
4π
·ϕ0(r,t)+ 14π ·q(r,t).
(4.23)
Здесь интеграл рассеяний вычислен в предположении изотропной ин-
дикатрисы g(r,Ω ·Ω ′) = 1/4π:
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′ = Σs4π
∫
4π
ϕ(r,Ω ′,t)dΩ ′ = Σs
4π
·ϕ0(r,t),
(4.24)
а изотропная функция источников представлена так:
q(r,Ω,t)≡ 1
4π
·q(r,t), (4.25)
т.е. ее нормировка
q(r,t) =
∫
4π
q(r,Ω,t)dΩ. (4.26)
Свяжем переменныеr и t в уравнении (4.23) следующим образом:
r = r0+ v · (t− t0) ·Ω. (4.27)
Это векторное соотношение описывает движение нейтрона, который
в момент времени t0 находился в точке r0; Ω – направление движения
нейтрона (рис. 4.3). Вспомним (4.15):
t = t0−ρ/v; r0−ρ ·Ω. (4.28)
Ясно, что после наложения связи (4.27) функцию ϕ в уравнении (4.23)
можно считать функцией ρ. Запишем производную этой функции по
параметру ρ, имея в виду, что ϕ – функцияr = (x,y,z) и t:
∂ϕ
∂ρ =
∂ϕ
∂t ·
dt
dρ+
∂ϕ
∂x ·
dx
dρ+
∂ϕ
∂y ·
dy
dρ+
∂ϕ
∂z ·
dz
dρ . (4.29)
Рис. 4.3. К уравнению движения нейтрона (4.27)
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Для вычисления dt/dρ воспользуемся первым выражением (4.28):
dt
dρ =−
1
v
, (4.30)
а для вычисления остальных компонент (4.29) воспользуемся поком-
понентной записью второго (векторного) соотношения (4.28):
x= x0−ρ ·Ωx; y= y0−ρ ·Ωy; z= z0−ρ ·Ωz, (4.31)
отсюда
dx
dρ =−Ωx;
dy
dρ =−Ωy;
dz
dρ =−Ωz. (4.32)
Запишем, наконец, производную (4.29):
∂ϕ
∂ρ =−
1
v
· ∂ϕ∂t +−Ωx ·
∂ϕ
∂x +−Ωy ·
∂ϕ
∂y +−Ωz ·
∂ϕ
∂z ≡−
[1
v
· ∂ϕ∂t +
Ω∇ϕ
]
. (4.33)
Итак, производная ∂ϕ/dρ равна сумме двух первых членов уравнения
(4.23) со знаком минус. Запишем уравнение (4.23) для переменной ρ:
∂
∂ρϕ(r0−ρ
Ω,Ω,t0−ρ/v)−Σ ·ϕ(r0−ρΩ,Ω,t0−ρ/v) =
=− 1
4π
F(r0−ρΩ,t0−ρ/v), где (4.34)
F(r0−ρΩ,t0−ρ/v)≡Σs ·ϕ0(r0−ρΩ,t0−ρ/v)+q(r0−ρΩ,t0−ρ/v). (4.35)
Для фиксированныхr0,Ω и t0 уравнение (4.35) есть обыкновенное диф-
ференциальное уравнение первого порядка, решение которого таково:
ϕ(r0−ρΩ,Ω,t0−ρ/v) = ϕ(r0−ρ0Ω,Ω,t0−ρ0/v) · exp((ρ−ρ0) ·Σ)−
− 1
4π
ρ∫
ρ0
F(r0−ρ ′Ω,t0−ρ ′/v) · exp
(
(ρ−ρ ′) ·Σ) dρ ′. (4.36)
В этом решении, не нарушая общности, можно положить ρ = 0, а ρ0
поместить на границу ρ0 = R(r0,−Ω). В предположении отсутствия
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облучения внешней невогнутой поверхности первый член в правой
части (4.36) ϕ(.) = exp(.) не даст вклад в решение, и окончательно:
ϕ(r0,Ω,t0) =
1
4π
·
R(r0,−Ω)∫
0
F(r,t) · exp(−Σρ)dρ. (4.37)
Полученное выражение (4.37) полностью совпадает с промежуточным
выражением (4.16), полученным при выводе интегрального уравнения
переноса. Дальнейшие выкладки могут быть полностью повторены в
соответствии с (4.17)–(4.20).
4.4. Интегральное уравнение для плоскопараллельной задачи
В качестве примера рассмотрим интегральное уравнение перено-
са для плоскопараллельной задачи. За основу возьмем стационарное
интегральное уравнение переноса (4.21):
ϕ0(r0) =
1
4π
·
∫
V
[
Σs ·ϕ0(r)+q(r)
]
· exp(−Σ · |r−r0|)|r−r0|2 dV. (4.38)
В случае плоскопараллельной геометрии уравнение переноса (4.38)
перепишем для однородной бесконечной по x и y пластины, распре-
деление источников в которой зависит только от координаты z (см.
рис. 3.6). В этих условиях стационарное уравнение переноса в коорди-
натной форме запишется так:
ϕ0(z0) =
1
4π
H∫
0
F(z)dz
∞∫
−∞
dx
∞∫
−∞
exp
[
−Σ ·√(x− x0)2+(y− y0)2+(z+ z0)2]
(x− x0)2+(y− y0)2+(z+ z0)2 dy.
(4.39)
Здесь H – “правая” граница пластины, функция F(z):
F(z)≡ Σs ·ϕ0(z)+q(z). (4.40)
Введем на плоскости XOY полярные координаты полюсом в фикси-
рованной точке (x0,y0):{
ρ2 = (x− x0)2+(y− y0)2,
tgψ= y/x.
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В полярной системе координат уравнение (4.39) примет вид
ϕ0(z0) =
1
4π
·
H∫
0
F(z)dz
2π∫
0
dψ
∞∫
0
exp
[
−Σ ·√ρ2+(z− z0)2]
ρ2+(z− z0)2 ·ρdρ=
=
1
2
·
H∫
0
F(z)dz
∞∫
0
exp
[
−Σ ·√ρ2+(z− z0)2]
ρ2+(z− z0)2 ·ρdρ. (4.41)
Напомним, что если в декартовой системе dS = dx ·dy, то в полярной
системе (ρ,ψ): dS= ρdρ ·dψ.
Длядальнейшегоупрощенияуравнения (4.41) перейдемотинтегри-
рования по ρ во внутреннем интеграле к интегрированию по парамет-
ру λ= λ(ρ), который введем следующим образом. Пусть r– расстояние
от фиксированной точки полюса (x0,y0,z0) до рассматриваемой точки
(x,y,z): r2 = ρ2+(z− z0)2. При фиксированном (z− z0) расстояние r из-
меняется от |z− z0| (при ρ= 0) до ∞ (ρ=∞). Введем новую переменную
λ: r = λ · (z− z0). Тогда
λ2 = ρ
2+(z− z0)2
(z− z0)2 , (4.42)
отсюда, дифференцируя λ= λ(ρ) и вычисляя нижний предел по λ, по-
лучим
2λ ·dλ= 2ρ ·dρ
(z− z0)2 ; при ρ= 0 λ= 1. (4.43)
Легко видеть, что
ρdρ= λ · (z− z0)2dλ,
√
ρ2+(z− z0)2 = λ · |z− z0|. (4.44)
Подставим (4.44) во внутренний интеграл, упростим его:
ϕ0(z0) =
1
2
·
H∫
0
F(z)dz
∞∫
1
exp(−λ ·Σ · |z− z0|)
λ dλ. (4.45)
Теперь внутренний интеграл представляет собой специальную функ-
цию, называемую интегральной показательной функцией или функ-
цией Плачека (Георг Плачек, 1946) первого порядка. Эти функции
определяются так:
En(x) =
∞∫
1
exp(−xt)
tn
dt, n≥ 0, t > 0; (4.46)
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соответственно для Е1(x):
E1(x) =
∞∫
1
exp(−xt)
t
dt. (4.47)
При вычислениях можно пользоваться табличными значениями инте-
гральных показательных функций, которые легко получаются по про-
стым рекуррентным соотношениям. Вспомнив выражение для функ-
ции F (4.40) и учитывая представление (4.46), запишем интегральное
уравнение для плоскопараллельной задачи:
ϕ0(z0) =
1
2
·
H∫
0
[
Σs ·ϕ0(z)+q(z)
]
·E1(Σ · |z− z0|)dz. (4.48)
Переобозначим переменные для более привычного вида уравнения:
z0 ≡ z, так как мы хотим записать интегральное уравнение для любой
точки z; переменную интегрирования обозначим ξ:
ϕ0(z0) =
1
2
·
H∫
0
[
Σs ·ϕ0(ξ)+q(ξ)
]
·E1(Σ · |ξ− z|)dξ. (4.49)
Возможно обобщение ИУ на плоскопараллельную задачу с неодно-
родными (но только по оси z !) слоями.
Для решения интегральных уравнений существуют специальные
методы. Один из методов, пригодных для решения нашего односко-
ростного уравнения в плоскопараллельной геометрии (4.49), лежит на
поверхности. Уравнение (4.49) может быть переписано в таком виде:
ϕ0 = I(ϕ0)+Q, где (4.50)
I(ϕ0) =
1
2
H∫
0
Σs ·ϕ0(ξ) ·E1(Σ · |ξ− z|)dξ; Q= 12
H∫
0
q(ξ) ·E1(Σ · |ξ− z|)dξ.
(4.51)
Компонента Q вычисляется просто (плотность источника q задана).
Опишем схему простейшего варианта метода последовательных при-
ближений. Зададимся начальным приближением I−1 ≡ 0, тогда
ϕ(0)0 (z) = Q(z). (4.52)
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Далее вычисляем I0 ≡ I(ϕ(0)0 ), подставляем в уравнение (4.50) для по-
лучения следующего приближения функции плотности потока:
ϕ(1)0 (z) = I(ϕ
(0)
0 )+Q. (4.53)
Тем самым общая схема итерационного процесса
ϕ(n)0 (z) = I(ϕ
(n−1)
0 )+Q, (4.54)
а критерий его остановки может быть, например, таким:
max
z
|ϕ(n)0 (z)−ϕ(n−1)0 (z)|
ϕ(n)0 (z)
< ε, (4.55)
где ε – малое число, соответствующее требуемой точности расчетов.
На этом рассмотрение теоретических аспектов, связанных с инте-
гральным уравнением переноса, окончено.
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ГЛАВА 5
МЕТОД СФЕРИЧЕСКИХ ГАРМОНИК
Исторически, по-видимому, метод сферических гармоник (МСГ) –
один из первых методов, примененных к решению уравнений перено-
са (Джинс, перенос излучения в звездах, 1917; Плачек, Плутониевый
проект, 1943 и др.). Метод сферических гармоник состоит в представ-
лении угловой зависимости искомой функции в виде ряда Фурье по
специальным функциям – сферическим гармоникам.
5.1. Специальные функции
Предварим дальнейшее изложение некоторыми сведениями о спе-
циальных функциях, которые применяются в МСГ. Поскольку эти
функции будут использоваться в разложениях угловой зависимости,
аргументами их сразу же будем считать угловые переменные: косинус
полярного угла µ= cos θ и азимутальный угол ψ.
Полиномы Лежандра Pn(µ) могут быть определены как решения
гипергеометрического уравнения, частный случай которого имеет вид
(1−µ2)d
2ω
dµ2
−2µdω
dµ
+n(n+1) ·ω= 0, (5.1)
где −1< µ <1; n ≥0. Эти же полиномы могут быть явно определены
формулой Родрига:
Pn(µ) =
1
2n!
dn
dµn
{
(1−µ2)n
}
. (5.2)
Далее нам понадобится рекуррентное соотношение
(n+1)Pn+1(µ)−µ(2n+1)Pn(µ)+n ·Pn−1(µ) = 0, (5.3)
позволяющее последовательно вычислять полиномыначиная сP2. Вы-
пишем несколько первых полиномов:
P0(µ) = 1; P3(µ) =
5µ3−3µ
2 ;
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P1(µ) = µ; P4(µ) =
35µ4−30µ2+3
8 ; (5.4)
P2(µ) =
3µ2−1
2
; P5(µ) =
63µ5−70µ3+15µ
8 .
На отрезке [−1, 1] последовательность полиномов Лежандра образует
полную ортогональную систему:
1∫
−1
Pn(µ) ·Pm(µ)dµ=
⎧⎨⎩0, если m = n;22n+1, если m= n. (5.5)
Присоединенные функции Лежандра P(m)n (µ) могут быть определе-
ны как решения гипергеометрического уравнения в частном случае:
(1−µ2)d
2ω
dµ2
−2µdω
dµ
+
[
n(n+1)− m
2
1−µ2
]
·ω= 0, (5.6)
где −1< µ <1; n≥0; 0≤ m≤ n. Эти же функции могут быть явно опре-
делены через полиномы Лежандра:
P(m)n (µ) = (1−µ2)m/2 d
m
dµm
Pn(µ), (5.7)
откуда следует, что P(0)n (µ)≡ Pn(µ) и, далее, P(m)n (µ)≡0 при m> n. Нам
понадобится рекуррентное соотношение
(n−m+1)P(m)n+1(µ)−µ(2n+1)P(m)n (µ)+(n+m) ·P(m)n−1(µ) = 0. (5.8)
Это соотношение переходит в (5.3) при m = 0. Выпишем несколько
первых присоединенных функций Лежандра:
P11 (µ) = (1−µ2)1/2; P22 (µ) = 3(1−µ2);
P12 (µ) = 3µ(1−µ2)1/2; P13 (µ) = (3/2)(5µ2−1)(1−µ2)1/2; (5.9)
P23 (µ) = 15µ(1−µ2); P33 (µ) = 15(1−µ2)(1−µ2)1/2.
На отрезке [−1, 1] присоединенные функции Лежандра при фиксиро-
ванном m образуют полную ортогональную систему:
1∫
−1
P(m)n (µ) ·P(m)k (µ)dµ=
⎧⎨⎩0, если k = n;22n+1 · (n+m)!(n−m)!, если k = n. (5.10)
При m=0 соотношение (5.10) переходит в (5.5).
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Сферические функции (сферические гармоники – СГ) Y (m)n (µ,ψ)
связаны с решением уравнения Лапласа в сферической системе ко-
ординат и могут быть определены через присоединенные функции
Лежандра следующим образом:
Y (m)n (µ,ψ) = P(m)n (µ) sin mψ; Y (−m)n (µ,ψ) = P(m)n (µ) cos mψ.
(5.11)
Сферические функции образуют полнуюортогональную систему в об-
ласти −1≤ µ≤1, 0≤ ψ≤2π:
2π∫
0
dψ
1∫
−1
Y (m)n (µ,ψ) ·Y (p)k (µ,ψ)dµ =
⎧⎨⎩ 2π(1+δm0)2n+1 · (n+m)!(n−m)! , если a);0, если b).
(5.12)
Здесь условие a) соответствуетm= p и n= k; условие b) – все остальные
случаи. Также использовано обозначение дельта-символа Кронекера
δi j:
δi j =
{
0, при i = j;
1 при i= j. (5.13)
5.2. Разложение по сферическим гармоникам
Теперь можно изложить суть метода сферических гармоник. Рас-
смотрим стационарное односкоростное УП:
Ω ·∇ϕ(r,Ω)+Σ ·ϕ(r,Ω) =
∫
4π
Σs(r) ·g(r,Ω ·Ω ′)dΩ ′+q(r,Ω). (5.14)
Здесь, как обычно, ϕ(r,Ω) – плотность фазового потока нейтронов;
Ω – единичный вектор направления движения нейтрона; Σ – полное
макросечение взаимодействия нейтрона с ядрами среды; Σs – мак-
росечение рассеяния; g(r,Ω ·Ω ′) – индикатриса рассеяния нейтронов,
определяющая плотность вероятности рассеяться из направления Ω в
направление Ω ′; q(r,Ω) – плотность источников.
На рис. 5.1 изображено взаимное расположение двух единичных
векторов Ω и Ω ′, поясняющее угловые аргументы функций, входящих
в УП. Пусть функция ϕ определена во всех точках поверхности сферы
единичного радиуса, ϕ = ϕ(M), M ∈ x2+ y2+ z2− 1 = 0. Запись ϕ(Ω)
эквивалентна ϕ(M), где Ω – единичный радиус-вектор, проведенный
из центра сферы. Если поместить начало координат в центр сферы, то
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Рис. 5.1. Взаимноерасположение векторовΩиΩ ′ в декартовой системе
координат
функция ϕ(Ω) будет зависеть от двух аргументов θ и ψ (рис. 5.1) или,
как принято, от двух аргументов µ и ψ (µ ≡ cosθ). Поэтому функция
ϕ(Ω) может быть представлена своим рядом Фурье по сферическим
функциям:
ϕ(Ω) =
∞
∑
n=0
n
∑
m=−n
2n+1
2π(1+δm0)
· (n−|m|)
(n+ |m|) ϕnm ·Y
(m)
n (µ,ψ); (5.15)
ϕnm =
2π∫
0
dψ
1∫
−1
ϕ(Ω) ·Y (m)n (µ,ψ)dµ. (5.16)
Здесь ϕnm – коэффициенты ряда, которые часто называют моментами
решения. Для определения этих коэффициентов следует подставить
разложение (5.15) в уравнение переноса (5.14), в котором функцию
источника q также следует представить в виде ряда по сферическим
функциям. После выполнения тождественных преобразований исход-
ное интегродифференциальноеУП записывается в виде ряда по беско-
нечной ортогональной системе функций (Y (m)n ). Если это разложение
умножать поочередно на каждую из сферических функций и интегри-
ровать по µ и ψ, то в силу ортогональности сферических гармоник
получим бесконечную систему уравнений, связывающих ϕnm. В об-
щем случае выкладки довольно громоздки, поэтому ниже рассмотрим
простейшие модели.
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5.3. МСГ для плоскопараллельной задачи
Для проведения описанных выше преобразований уравнения пере-
носа рассмотрим простейшую плоскопараллельную задачу. Напом-
ним, что в плоскопараллельной задаче с азимутальной симметрией
g(µ0) и q, а также Σ и Σs не зависят от координат x, y, ψ и являются
функциями z и θ(µ). Такая ситуация реализуется в среде, состоящей из
бесконечных по x и y однородных слоев, которые могут различаться
составом материалов (рис. 5.2). Задача обладает азимутальной сим-
Рис. 5.2. Векторr в прямоугольной и сферической системах координат
(a) и плоскопараллельная задача для двухслойной композиции (b)
метрией, т.е. вращение вектора Ω вокруг оси z (рис. 5.2,b) не влияет на
решение. Уравнение переноса в данном случае выглядит так:
µ
∂ϕ
∂z +Σ ·ϕ= Σs ·
1∫
−1
g¯(z,µ,µ ′) ·ϕ(z,µ ′)dµ ′+q(z,µ). (5.17)
Здесь µ= cosθ; g¯(z,µ,µ ′) =
2π∫
0
g(z,µ0)dψ ′. (5.18)
µ0 = (Ω ·Ω ′) = µµ ′+(1−µ2)1/2 · (1− (µ ′)2)1/2 · cos(ψ−ψ ′).
Плотность потока нейтронов ϕ в уравнении (5.17) не зависит от ψ,
поэтому разложение (5.15) переходит в разложение по полиномам Ле-
жандра. Действительно, все коэффициенты (5.16) дляm = 0 обращают-
ся в нуль (как интегралы от 2π-периодической функции на интервале
периода), а P(0)n (µ)≡ Pn(µ). Итак, будем искать решение УП в виде
ϕ(z,µ) =
∞
∑
n=0
2n+1
2
·ϕn(z) ·Pn(µ); (5.19)
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ϕn =
1∫
−1
ϕ(z,µ) ·Pn(µ)dµ. (5.20)
Следует сразу отметить, что первые коэффициентыразложения имеют
простой физический смысл (соотношения (5.4)):
ϕ0(z) =
1∫
−1
ϕ(z,µ) ·P0(µ)dµ=
1∫
−1
ϕ(z,µ)dµ; (5.21)
ϕ1(z) =
1∫
−1
ϕ(z,µ) ·P1(µ)dµ =
1∫
−1
ϕ(z,µ)µdµ, (5.22)
т.е. ϕ0(z) и ϕ1(z) с точностью до множителя 2π представляют собой
плотность полного потока и результирующего тока.
Итак, умножим уравнение (5.17) на Pk(µ) (k = 0) и проинтегрируем
по µ в пределах от−1 до 1. Рассмотрим преобразования почленно, для
простоты не записывая явно разложения ϕ. Используя формулы (5.3)
и (5.19), преобразуем градиентный член:
1∫
−1
µ
∂ϕ
∂z ·Pk(µ)dµ=
d
dz
1∫
−1
dµϕ(z,µ) (k+1)Pk+1(µ)+ kPk−1(µ)
2k+1 =
=
1
2k+1
[
(k+1) dϕk+1
dz
+ k dϕk−1
dz
]
. (5.23)
Второй член уравнения с использованием (5.19) преобразуется триви-
ально:
1∫
−1
Σ ·ϕ(z,µ) ·Pk(µ)dµ= Σ ·ϕk(z). (5.24)
Для преобразования интеграла рассеяния разложим прежде всего из-
вестную функцию g(z,µ0) (5.18) в ряд по полиномам Лежандра:
g(z,µ0) =
∞
∑
n=0
2n+1
2
·gn(z) ·Pn(µ0); (5.25)
gn(z) =
1∫
−1
g(z,µ0) ·Pn(µ0)dµ0. (5.26)
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Согласно (5.18), функция g¯(z,µ,µ ′) примет вид
g¯(z,µ,µ ′) =
∞
∑
n=0
2n+1
2
·gn(z) ·
2π∫
0
Pn(µ0)dψ ′, µ0 = (Ω ·Ω ′). (5.27)
Для дальнейшего преобразования этого выражения воспользуемся
теоремой сложения для полиномов Лежандра:
Pn(Ω ·Ω ′) =Pn(Ω) ·Pn(Ω ′)+2
n
∑
m=1
(n−m)!
(n+m)!
·P(m)n (µ) ·P(m)n (µ ′) ·cosm(ψ−ψ ′).
(5.28)
Подставляя (5.28) в (5.27) и интегрируя, получаем
g¯(z,µ,µ ′) = 2π
∞
∑
n=0
2n+1
2
·gn(z) ·Pn(µ) ·Pn(µ ′). (5.29)
Теперь обратимся непосредственно к преобразованию интеграла рас-
сеяния:
Σs
1∫
−1
g¯((z,µ,µ ′) ·ϕ(z,µ ′)dµ ′ =
= 2πΣs
∞
∑
n=0
2n+1
2
·gn(z) ·Pn(µ) ·
1∫
−1
ϕ(z,µ ′) ·Pn(µ ′)dµ ′ =
= 2πΣs
∞
∑
n=0
2n+1
2
·gn(z) ·ϕn(z) ·Pn(µ). (5.30)
Умножив (5.30) на Pk(µ) и проинтегрировав по µ в пределах −1, 1,
получим
2πΣs ·gk(z) ·ϕk(z). (5.31)
Функцияисточника q(z,µ)преобразуетсяподобновторомучлену (5.25).
Собрав преобразованные члены, запишем систему дифференциаль-
ных уравнений относительно величин ϕk(z):
k dϕk−1
dz
+(k+1) dϕk+1
dz
+(2k+1)Σkϕk = (2k+1) ·qk; (5.32)
Σk = Σ−2πΣs ·gk. (5.33)
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Для более простого уравнения с изотропным рассеянием
µ
∂ϕ
∂z +Σ ·ϕ=
Σs
2
·
1∫
−1
ϕ(z,µ ′)dµ ′+q(z,µ) (5.34)
получается такая же система (5.32), но Σk определяется иначе:
Σk =
{
Σa при k = 0,
Σ при k = 0, (5.35)
так как в (5.33) величина gk:
gk =
1
4π
1∫
−1
Pk(µ0)dµ0 =
1
4π
1∫
−1
P0(µ0) ·Pk(µ0)dµ0 = 0, если k = 0. (5.36)
5.4. Граничные условия в МСГ
Систему уравнений (5.32) следует дополнить граничными условия-
ми. Контактные условия на поверхности смежных слоев z= S таковы:
µ ·ϕ(z= S−0,µ) = µ ·ϕ(z= S+0,µ). (5.37)
Умножим (5.37) на Pk(µ) и проинтегрируем по µ ∈ [−1,1]. Практически
повторяя преобразования первого члена (5.23), получим условия на
поверхностях разрыва коэффициентов:
(k+1)ϕk+1(S−0)+ k ·ϕk−1(S−0) = (k+1)ϕk+1(S+0)+ k ·ϕk−1(S+0),
k=0, 1, 2, . . . . (5.38)
Если слои на рис. 5.2 граничат с пустотой, то на свободных поверхно-
стях z= 0 и z= H условия отсутствия облучения таковы:{
µ ·ϕ(z= 0,µ) = 0 при µ> 0,
µ ·ϕ(z= H,µ) = 0 при µ< 0. (5.39)
Напрямую применить МСГ к граничным условиям (5.39) невозмож-
но, поскольку условие (5.39) имеет смысл на полуинтервале µ ∈ [−1,0],
а не на интервале µ ∈ [−1,1], на котором ортогональна выбранная
система полиномов. Необходима искусственная конструкция гранич-
ных условий, выходящая за рамки МСГ. Таких конструкций можно
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придумать множество, но наилучшими считаются условия Марша-
ка (Роберт Юджин Маршак, 1947). Они отвечают условию баланса
(“полный ток извне равен нулю”):
j−z(H) =−2π
0∫
−1
µ ·ϕ(H,µ)dµ= 0. (5.40)
Требованию (5.40) удовлетворяет четныйнаборполиномовЛежандра,
и граничное условие (5.39) заменяется равенствами
0∫
−1
µ ·ϕ(H,µ) ·P2k(µ)dµ = 0, k = 0,1,2, . . . , (5.41)
которые с помощью рекуррентного соотношения (5.3) для полиномов
Лежандра приводятся к виду
0∫
−1
ϕ(H,µ) ·P2k+1(µ)dµ = 0, k = 0,1,2, . . . , (5.42)
где запись ϕ(H,µ) подразумевает разложение (5.19). Условия (5.42) и
называются условиями Маршака.
Полученная бесконечная система уравнений, дополненная гранич-
ными условиями, требует дальнейших упрощений. Даже для простей-
шей плоскопараллельной задачи, рассматриваемой в данном разделе,
решение полной системы (5.38) возможно только в исключительных
случаях, абсолютно неинтересных для практики.
Разумным является допущение, что первые (n+1) членов ряда опи-
сывают искомую функцию с достаточной точностью: остальные чле-
ны ряда отбрасываются. Полученная таким образом система уравне-
ний определяет Pn -приближение МСГ. Наиболее употребительны в
практике низшие приближения МСГ, так как трудоемкость вычисле-
ний возрастает с порядком приближения очень быстро.
5.5. P1 -приближение МСГ
Рассмотрим P1 -приближение МСГ. В соответствии с вышесказан-
ным в разложении (5.19) удерживается (n+ 1)→ 1+ 1 = 2 члена и ис-
комая функция представляется в виде
ϕ(z,µ) =
∞
∑
n=0
2n+1
2
·ϕn(z) ·Pn(µ)≈
1
∑
n=0
2n+1
2
·ϕn(z) ·Pn(µ) =
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=
1
2
[
ϕ0(z)+3µ ·ϕ1(z)
]
. (5.43)
Уравнения P1 -приближения получим из соотношений (5.32):⎧⎪⎪⎨⎪⎪⎩
k=0:
dϕ1
dz
+Σ0 ·ϕ0 = q0;
k=1:
dϕ0
dz
+3Σ1 ·ϕ1 = 3q1,
(5.44)
а компоненты граничных условий получим а) из (5.38) для поверхно-
стей S разрыва коэффициентов УП:{
k = 0 : ϕ1(S−0) = ϕ1(S+0);
k = 1 : ϕ0(S−0) = ϕ0(S+0) (5.45)
и б) из (5.42) для “правой” z = H (рис. 5.2,b) свободной поверхности
при k = 0:
0∫
−1
ϕ(H,µ) ·P1(µ)dµ = 12
0∫
−1
[
ϕ0((H)+3µϕ1(H)
]
µdµ;
ϕ0(H)−2ϕ1(H) = 0. (5.46)
Для “левой” свободной поверхности z = 0 изменяется интервал инте-
грирования (по входящему излучению, [0, +1]), и условия получаются
такими:
ϕ0(z= 0)+2ϕ1(z= 0) = 0. (5.47)
Решив систему уравнений (5.44) с соответствующими граничными
условиями, получим функции ϕ0(z) и ϕ1(z). С помощью этих функций
(моментов решения) восстанавливается искомая функцияϕ(z,µ) (5.43).
Далее будет подробно рассмотрено получение конечно-разностных
аналогов системы (5.44) и их решение.
5.6. Связь P1-приближения МСГ с диффузионным
приближением
Пусть функция источника в уравнении (5.17) изотропна, т.е.
q(z,µ) =
1
2
·q(z). (5.48)
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Это означает, что ее нормировка такова:
q(z) =
1∫
−1
q(z,µ)dµ. (5.49)
Из изотропности функции источников следует, что все моменты раз-
ложения q в ряд по полиномам Лежандра равны нулю, т.е. в системе
(5.44) q1 = 0. Из второго уравнения этой системы получим
ϕ1 =− 13Σ1 ·
dϕ0
dz
≡−D dϕ0
dz
[
D=
1
3Σ1
]
, (5.50)
т.е. плотность тока (5.50) с точностью до коэффициента диффузии D
совпадает с плотностью результирующего диффузионного тока, рас-
смотренного ранее:
j+z =− 13Σs ·
dϕ0
dz
≡−D dϕ0
dz
[
D=
1
3Σs
]
. (5.51)
Совпадение будет полным, если мы наложим дополнительные огра-
ничения, диктуемые диффузионной теорией: изотропное рассеяние в
лабораторной системе координат и слабое поглощение Σa Σs, отсю-
да на основании (5.33) Σ1 = Σ≈ Σs и 1/3Σ1 ≈ 1/3Σs. Далее подставляем
(5.50) в первое уравнение системы (5.44) и получаем дифференциаль-
ное уравнение второго порядка относительно ϕ0:
d
dz
D
dϕ0
dz
−Σ0ϕ0 =−q0 (Σ0 ≡ Σa), (5.52)
а это и есть стационарное уравнение диффузии
∇D∇ϕ−Σa ·ϕ+q= 0, (5.53)
полученное ранее непосредственно для диффузионной плотности по-
тока ϕ. Граничные условия (5.45) – (5.47) с помощью равенства (5.50)
переходят в диффузионные условия. В частности, для условия (5.46)
получается
ϕ0+2D · dϕ0
dz
= 0, (5.54)
в то время как соответствующее диффузионное граничное условие на
свободной поверхности
j−z =
[
ϕ/2+D · dϕ
dz
]
z=0
= 0. (5.55)
Следует отметить, что такая редукция возможна для любой геометрии
задачи, т.е. в любой системе координат.
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5.7. P2 - приближение МСГ
Получим более высокое P2 - приближениеМСГ. Искомая функция
представляется в виде
ϕ(z,µ)≈
2
∑
n=0
2n+1
2
ϕn(z)Pn(µ) =
1
2
[
ϕ0(z)+3µϕ1(z)+
5
2
(3µ2−1)ϕ2(z)
]
.
(5.56)
Из соотношений (5.32) следует:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
k = 0 : dϕ1
dz
+Σ0 ·ϕ0 = q0,
k = 1 : dϕ0
dz
+2 dϕ2
dz
+3Σ1 ·ϕ1 = 3q1,
k = 2 : 2 dϕ1
dz
+5Σ2 ·ϕ2 = 5q2,
(5.57)
а компоненты граничных условий получим а) из (5.38) для поверхно-
стей разрыва коэффициентов УП:
k = 0,2 : ϕ1(S−0) = ϕ1(S+0), (5.58)
т. е. один и тот же результат для k = 0 и k = 2;
k = 1 : ϕ0(S−0)+2ϕ2(S−0) = ϕ0(S+0)+2ϕ2(S+0) (5.59)
и б) из (5.42) для “правой” свободной поверхности при k = 0,1,2:
a0ϕ0(H)+a1ϕ1(H)+a2ϕ2(H) = 0; ak = (2k+1)
0∫
−1
µ ·Pk(µ)dµ. (5.60)
Для P2-приближения количество граничных условий такое же, как и
для P1 - приближения, а количество уравнений (5.57) на единицу боль-
ше. Но это не свидетельствует о недоопределенности задачи: в системе
(5.57) на самом деле два, а не три дифференциальных уравнения (см.
ниже уравнения (5.69)).
5.8. P3 - приближение МСГ
Искомая функция представляется в виде
ϕ(z,µ)≈ 1
2
[
ϕ0(z)+3µϕ1(z)+
5
2
(3µ2−1)ϕ2(z)+ 72(5µ
3−3µ)ϕ3
]
. (5.61)
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Из соотношений (5.32) следует:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
k = 0 : dϕ1
dz
+Σ0 ·ϕ0 = q0,
k = 1 : dϕ0
dz
+2 dϕ2
dz
+3Σ1 ·ϕ1 = 3q1,
k = 2 : 2 dϕ1
dz
+5Σ2 ·ϕ2 = 5q2,
k = 3 : 3 dϕ2
dz
+7Σ3 ·ϕ3 = 7q3.
(5.62)
Из граничныхусловий (5.38) получимнепрерывность следующихфунк-
ций: ϕ1, 2ϕ2+ϕ0, 3ϕ3+2ϕ1 и ϕ2; отсюда ясно, что непрерывна каждая
из функций:
ϕ0(S−0) = ϕ0(S+0); ϕ1(S−0) = ϕ1(S+0);
ϕ2(S−0) = ϕ2(S+0); ϕ3(S−0) = ϕ3(S+0). (5.63)
На “правой” свободной поверхности z= H из (5.42) получим
3
∑
k=0
ak ·ϕk(H) = 0,
3
∑
k=0
bk ·ϕk(H) = 0, где a3 = b1 = 0. (5.64)
ak = (2k+1)
0∫
−1
Pk(µ) ·P1(µ)dµ, bk = (2k+1)
0∫
−1
Pk(µ) ·P3(µ)dµ.
5.9. Редукция P2 - уравнений МСГ к P1 - уравнениям
Уравнения P2 - приближения могут быть приведены к виду, фор-
мально совпадающему с уравнениями в P1 - приближении МСГ. Из
последнего уравнения системы (5.57) выразим функцию ϕ2:
ϕ2 =− 25Σ2 ·
dϕ1
dz
+
q2
Σ2
, (5.65)
а из первого уравнения – производную (dϕ1/dz):
dϕ1
dz
= q0−Σ0 ·ϕ0. (5.66)
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Подставимпоследовательно (5.66) в (5.65) и вовтороеуравнение (5.57):
dϕ0
dz
+2
d
dz
[
2
5 ·
Σ0
Σ2
ϕ0− 25Σ2 q0+
q2
Σ2
]
+3Σ1 ·ϕ1 = 3q1. (5.67)
Далее в уравнении (5.67) упорядочим члены следующим образом:
d
dz
[(
1+
4
5 ·
Σ0
Σ2
)
·ϕ0− 45Σ2 q0+2
q2
Σ2
]
+3Σ1 ·ϕ1 = 3q1. (5.68)
Теперь первые два уравнения системы (5.57) могут быть записаны так:⎧⎪⎪⎨⎪⎪⎩
dΦ0
dz
+α ·Σ0 ·Φ0 = α ·Q0,
1
3
dΦ0
dz
+Σ1 ·Φ1 = Q1,
(5.69)
где Φ1 ≡ ϕ1, Φ0 =
(
1+ 45 ·
Σ0
Σ2
)
·ϕ0;
α=
(
1+
4Σ0
5Σ2
)−1
; Q0 = q0+2Σ0Σ2 ·q2; Q1 = q1. (5.70)
Граничные условия преобразуются аналогично. Система уравнений
(5.69) формально близка системе уравнений P1 - приближения МСГ
(5.44). Располагая алгоритмом решения P1 - уравнений, можно скор-
ректировать значения Σ0 и q0 из (5.44), умножив их на α:
¯Σ0 ≡ α ·Σ0; q¯0 ≡ α ·
(
q0+
2Σ0
Σ2
q2
)
. (5.71)
Решив получившиеся “квази-P1-уравнения” для функций Φ0 и Φ1, по-
лучим функции плотности потока и тока (5.70):
ϕ=Φ1; ϕ0 = α ·
[
Φ0+
2
5Σ2
(
5q2−2q0
)]
. (5.72)
Таким образом, практически без увеличения объема вычислительной
работы можно повысить точность вычисления плотности потока ϕ0 и
плотности тока ϕ1. Подчеркнем еще раз, что два уравнения системы
(5.69) свидетельствуют о том, что исходная система (5.68) в действи-
тельности содержит только два дифференциальных уравнения.
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5.10. Разностная аппроксимация P1 - уравнений
В качестве примера реализации вычислительных схем низких при-
ближений МСГ рассмотрим подробнее схему для уравнений P1 - при-
ближения применительно к плоскопараллельной задаче.
Функции плотности потока, тока и источника аппроксимируем
следующим образом: w ∼ ϕ0, v ∼ ϕ1, f0 ∼ q0, f1 ∼ q1; пространствен-
ную координату обозначим x. Эти переобозначения сделаны для того,
чтобы подчеркнуть, во-первых, что задача разностной аппроксима-
ции является новой независимой задачей, и, во-вторых, что аппрок-
симирующие функции будут ниже интерпретироваться как сеточные
функции, отличающиеся от тех функций, которые фигурируют в урав-
нении. Запишем аппроксимирующую систему уравнений:⎧⎪⎪⎨⎪⎪⎩
dv
dx
+Σ0 ·w= f0,
1
3 ·
dw
dx
+Σ1 · v= f1.
(5.73)
Зададимся граничными условиями (5.46), (5.47) на свободных поверх-
ностях {
w(x= 0)+2v(x= 0) = 0,
w(x= H)−2v(x= H) = 0. (5.74)
Предполагается, что расчетная область (рис. 5.3) состоит из плос-
ких однородных слоев, т.е. Σ0 и Σ1 в уравнениях (5.73) – кусочно-
постоянные функции.
Покроем расчетную область сеткой узлов (xi) таким образом, что-
бы узлы попадали на поверхности разрыва коэффициентов Σ0 и Σ1
уравнения (см. рис. 5.3). Задание расчетных узлов на поверхностях
разрыва позволяет “автоматически учесть” условия непрерывности
(5.45). Для получения конечно-разностных уравнений проинтегриру-
Рис. 5.3. Схема расчетной области
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ем уравнения (5.73) по произвольному отрезку [xk−1,xk]. К интегралам
в левой части уравнений применим квадратурную формулу Эйлера:
xk∫
xk−1
udx=
uk−1+uk
2
Δxk+
(Δxk)2
12
[( du
dx
)
k−1
−
( du
dx
)
k
]
+O
(
(Δx)5
)
. (5.75)
Эта формула позволит аппроксимировать уравнения (5.73) с повы-
шенной точностью O
(
(Δx)5
)
, т.е. с учетом членов порядка (Δx)4. От-
метим, что обычно применяемая аппроксимация не учитывает членов
с производными в (5.75), т.е. ее точность порядка O
(
(Δx)2
)
. Итак, для
достаточно гладких функций получим⎧⎪⎪⎪⎨⎪⎪⎪⎪⎩
vk− vk−1+Σ0
[
Δxk
2 (wk+wk−1)+
(Δxk)2
12
(( dw
dx
)
k−1
−
( dw
dx
)
k
)]
= ¯f0,
wk−wk−1
3 +Σ1
[
Δxk
2 (vk+wv−1)+
(Δxk)2
12
(( dv
dx
)
k−1
−
( dv
dx
)
k
)]
= ¯f1,
где ¯f1 =
xk∫
xk−1
fidx, i= 0,1, (5.76)
– среднее значение моментов известной функции источника на интер-
вале. Выразим производные из уравнений (5.73):( dv
dx
)
k
=
(
f0−Σ0 ·w
)
k
,
( dw
dx
)
k
= 3 ·
(
f1−Σ1 · v
)
k
(5.77)
и подставим соответственно в уравнения (5.10):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎩
Δvk+Σ0
[
Δxk
2 (wk+wk−1)+
(Δxk)2
12 ·3
(
−Δ f1k+Σ1Δvk
)]
= ¯f0,
1
3Δwk+Σ1
[
Δxk
2 (vk+ vk−1)+
(Δxk)2
12
(
−Δ f0k+Σ0Δwk
)]
= ¯f1.
(5.78)
Выполнив необходимые тождественные преобразования, получим⎧⎪⎪⎨⎪⎪⎩
P ·Δvk+Σ0Δxk2 (wk+wk−1) = F0,
1
3 ·P ·Δwk+Σ1
Δxk
2 (vk+ vk−1) = F1,
(5.79)
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где k = 1, . . . , N−1 (см. рис. 5.3);
P= 1+
Σ0Σ1
4
(Δxk)2, F0 = ¯f0+ Σ1(Δxk)
2
12
Δ f1k , F1 = ¯f1+
Σ0(Δxk)2
12
Δ f0k .
Система двухточечных разностных уравнений (5.79) должна быть до-
полнена аппроксимацией граничных условий (5.74):
v0+
1
2
w0 = 0; vN− 12wN = 0. (5.80)
Уравнения (5.79), (5.80) образуют замкнутую систему, которуюможно
решить каким-либо численным методом. Но обычно из системы (5.79)
исключают функцию v и получают трехточечное разностное уравне-
ние диффузионного типа только для функции w, т.е. для плотности
потока. Трехточечные разностные схемы обычно, при прочих равных
условиях, устойчивее двухточечных.
5.11. Трехточечные разностные уравнения диффузионного
типа
Эти уравнения могут быть получены непосредственно разностной
аппроксимацией диффузионного уравнения
∇D∇ϕ−Σa ·ϕ+q= 0, (5.81)
но поскольку двухточечные разностные уравнения повышенной точ-
ности (5.79), (5.80) уже получены, целесообразнее использовать в каче-
стве “полуфабриката” их, а не уравнение (5.81). Из первого уравнения
системы (5.79) выразим vk:
vk = vk−1+
F0
P
− Σ0 ·Δxk
2P
(wk+wk−1), (5.82)
а из второго уравнения той же системы выразим vk−1:
vk−1 =
F1− 13P ·Δwk
Σ1
Δxk
2
− vk. (5.83)
Подставим vk−1 из (5.83) в (5.82):
vk =
F1− 13P ·Δwk
Σ1
Δxk
2
+
F0
P
− Σ0 ·Δxk
2P
(wk+wk−1)− vk (5.84)
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и получим отсюда выражение для vk:
vk =
1
2P
[
F0− Σ0Δxk2 (wk+wk−1)
]
+
1
Σ1Δxk
(
F1− 13P ·Δwk
)
. (5.85)
Вернемся к (5.83) и подставим в него vk из (5.85):
vk−1 =− 12P
[
F0− Σ0Δxk2 (wk+wk−1)
]
+
1
Σ1Δxk
(
F1− 13P ·Δwk
)
. (5.86)
На данном этапе следует вспомнить, что расчетная область состоит
из слоев с различными ядерно-физическими свойствами, т.е. значения
Σ0, Σ1 и P зависят от номера слоя; величины же F0 и F1, составленные
из моментов источника и сечений, зависят, вообще говоря, от номера
расчетного узла. Поэтому в общем случае необходимо величины Σ0,
Σ1, P, F0 и F1 снабдить индексами, отражающими номер расчетного
узла. Перепишем с учетом сказанного (5.86): дробный индекс “k−1/2”
означает, что данная величина является средней на интервале [xk−1,xk]
и условно “приписана” к середине интервала:
vk−1 =− 12Pk−12
[
F0
k−12
−
Σ0
k−12
Δxk
2
(wk+wk−1)
]
+
+
1
Σ1
k−12
Δxk
(
F1
k−12
− 13Pk−12Δwk
)
. (5.87)
Перепишем также (5.85) для vk через величины, определенные на ин-
тервале [xk−1,xk]:
vk =
1
2Pk−12
[
F0
k−12
−
Σ0
k−12
Δxk
2
(wk+wk−1)
]
+
+
1
Σ1
k−12
Δxk
(
F1
k−12
− 13Pk−12Δwk
)
. (5.88)
Индекс k номера узла изменяется от 0 до N. Перейдем в (5.88) к следу-
ющему узлу, т.е. изменим k→ k+1:
vk =− 12Pk+12
[
F0
k+12
−
Σ0
k+12
Δxk+1
2
(wk+1+wk)
]
+
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+
1
Σ1
k+12
Δxk+1
(
F1
k+12
− 13Pk+12Δwk+1
)
. (5.89)
Приравняем (5.88) и (5.89) для vk:
1
2Pk−12
[
F0
k−12
−
Σ0
k−12
Δxk
2
(wk+wk−1)
]
+
+
1
Σ1
k−12
Δxk
(
F1
k−12
− 13Pk−12Δwk
)
=
=− 1
2Pk+12
[
F0
k+12
−
Σ0
k+12
Δxk+1
2
(wk+1+wk)
]
+
+
1
Σ1
k+12
Δxk+1
(
F1
k+12
− 13Pk+12Δwk+1
)
. (5.90)
В (5.90) перегруппируем члены:
−13
Pk+12
Δwk+1
Σ1
k+12
Δxk+1
+
1
3
Pk−12
Δwk
Σ1
k−12
Δxk
+
Σ0
k+12
Δxk+1
4Pk+12
(wk+1+wk)+
+
Σ0
k−12
Δxk
4Pk−12
(wk+wk−1) =
=
F1
k−12
Σ1
k−12
Δxk
−
F1
k+12
Σ1
k+12
Δxk+1
+
F0
k−12
2Pk−12
+
F0
k+12
2Pk+12
. (5.91)
Обычная запись системы трехточечных уравнений:
−αk ·wk+1+βk ·wk− γk ·wk−1 = δk, k = 0,1, . . . ,N. (5.92)
Сопоставив (5.92) и (5.91), получим коэффициенты уравнения (5.92):
αk =
1
3
Pk+12
Σ1
k+12
Δxk+1
−
Σ0
k+12
Δxk+1
4Pk+12
;
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γk =
1
3
Pk−12
Σ1
k−12
Δxk
−
Σ0
k−12
Δxk
4Pk−12
;
βk = 13
Pk+12
Σ1
k+12
Δxk+1
+
Σ0
k+12
Δxk+1
4Pk+12
+
1
3
Pk−12
Σ1
k−12
Δxk
+
Σ0
k−12
Δxk
4Pk−12
;
δk =
F1
k−12
Σ1
k−12
Δxk
−
F1
k+12
Σ1
k+12
Δxk+1
+
F0
k−12
2Pk−12
+
F0
k+12
2Pk+12
, (5.93)
k = 1, . . . ,N−1. Обратимся к граничным условиям (5.80) при k = 1:
v0 =−12w0. (5.94)
Из (5.87), положив k = 1, подставим v0 в (5.94):
− 1
2P1
2
[
F01
2
−
Σ01
2
Δx1
2
(w1+w0)
]
+
+
1
Σ11
2
Δx1
(
F11
2
− 13P12Δw1
)
=−1
2
w0. (5.95)
После “подгонки” (5.95) к виду (5.92) запишем коэффициенты уравне-
ния (5.92) для точки на “левой” границе:
α0 =
1
3
P1
2
Σ11
2
Δx1
−
Σ01
2
Δx0
4P1
2
;
β0 = 12+
1
3
P1
2
Σ11
2
Δx1
+
Σ01
2
Δx0
4P1
2
;
γ0 = 0;
δ0 =−
F11
2
Σ11
2
Δx1
+
F01
2
2P1
2
. (5.96)
На “правой” границе условия (5.80) при k = N имеют вид
vN =
1
2
wN. (5.97)
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Воспользовавшись (5.88) для vk при k = N, перепишем (5.97):
1
2
wN =
1
2PN−12
[
F0
N−12
−
Σ0
N−12
ΔxN
2
(wN−wN−1)
]
+
+
1
Σ1
N−12
ΔxN
(
F1
N−12
− 13PN−12ΔwN
)
. (5.98)
Выполнив знакомыеужепреобразования, получимкоэффициентытрех-
точечного уравнения для точки, лежащей на “правой” границе:
αN = 0;
βN = 12+
1
3
PN−12
Σ1
N−12
ΔxN
+
Σ0
N−12
ΔxN
4PN−12
;
γN =
1
3
PN−12
Σ1
N−12
ΔxN
−
Σ0
N−12
ΔxN
4PN−12
;
δ0 =−
F1
N−12
Σ1
N−12
ΔxN
+
F0
N−12
2PN−12
. (5.99)
Итак, расчет коэффициентов трехточечного уравнения окончен. От-
метим, что при расчете коэффициентов для узлов, лежащих между
поверхностями разрыва сечений (см. рис. 5.3), выражения несколь-
ко упрощаются, что позволяет экономить вычислительную работу. В
частности, для узлов внутри слоя вычисление коэффициентов выпол-
няется однократно: αk = γk =const (5.93).
Далее, все выражения для коэффициентов содержат особенность в
знаменателе при Σ1 = 0. Это означает, что составленный алгоритм бу-
дет потенциально содержать “авостную” (Авост=аварийныйостанов)
ситуацию: при задании, например, вакуума в качестве слоя (все сече-
ния равны нулю) алгоритм не будет выполнен (“деление на нуль”).
Избежать “аварийной ситуации” в данном случае нетрудно тожде-
ственным преобразованием: необходимо обе части уравнения (5.92)
умножить на одно и то же число, а именно на Σ1
k−12
Σ1
k+12
=const для
каждого узла. Это означает умножение на указанное число всех коэф-
фициентов α, β, γ и δ.
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5.12. Решение уравнений методом “прогонки”
Систему уравнений
−αk ·wk+1+βk ·wk−γk ·wk−1= δk, αN = γ0= 0, k= 0,1, . . . ,N (5.100)
с коэффициентами, определяемыми (5.93), (5.96) и (5.99), будем решать
методом “прогонки”. Прежде всего представим решение в очередном
узле через решение в предшествующем узле таким образом:
wk = Ek ·wk+1+Fk, k = 0,1, . . . ,N−1. (5.101)
Подставим (5.101) в уравнение (5.100) при k = 0:
−α0 ·w1+β0 · (E0 ·w1+F0) = δ0. (5.102)
Приравняв в (5.102) коэффициенты при w1 и свободные члены, полу-
чим
E0 =
α0
β0 ; F0 =
δ0
β0 . (5.103)
Далее, (5.101) при k = k− 1 : wk−1 = Ek−1 ·wk+Fk−1 тоже подставим в
уравнение (5.100):
−αk ·wk+1+βk ·wk− γk · (Ek−1 ·wk+Fk−1) = δk. (5.104)
Выразив в (5.103) wk через wk+1, получим
wk =
αk
βk− γk ·Ek−1 ·wk+1+
δk+ γk ·Fk−1
βk− γk ·Ek−1 . (5.105)
Сопоставив (5.101) и (5.105), получим
Ek =
αk
βk− γk ·Ek−1 ; Fk =
δk+ γk ·Fk−1
βk− γk ·Ek−1 , 1≤ k ≤ N. (5.106)
Итак, процесс решения разбивается на два этапа.
1.Прямая прогонка (расчет коэффициентов Ek и Fk):
E0 =
α0
β0 ; F0 =
δ0
β0 ; Ek =
αk
βk− γk ·Ek−1 ;
Fk =
δk+ γk ·Fk−1
βk− γk ·Ek−1 , 1≤ k ≤ N. (5.107)
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2. Обратная прогонка (расчет сеточной функции wk):
wN = FN ; wk = Ek ·wk+1+Fk, k = 0,1, . . . ,N−1. (5.108)
Задача расчета функции плотности потока решена. Если требуется
наряду с функцией w знание функции плотности тока v, т.е. решение
системы P1 - уравнений МСГ (5.44), (5.73), то в этом случае следует
воспользоваться граничными условиями (5.94) и (5.97), а также (5.88)
с уже полученными значениями сеточной функции wk:
v0 =−12w0; vN =
1
2
wN;
vk =
1
2Pk−12
[
F0
k−12
−
Σ0
k−12
Δxk(wk+wk−1)
2
]
+ (5.109)
+
1
Σ1
k−12
Δxk
(
F1
k−12
− 13Pk−12Δwk
)
, k = 1, . . . ,N−1.
Описанный алгоритм решения P1 – уравнений МСГ реализован в
известной отечественной программе приближенного решения уравне-
ния переноса, которая называется REMP1. Эта серийная программа
основана на методе “выведение+P1”. Аббревиатура REMP1 происхо-
дит от “Removal+P1” - метод. Основные преимущества описанного
алгоритма:
a) разностная схема повышенной точности позволяет использовать
более редкую сетку узлов;
б) безытерационный метод решения разностных уравнений (“метод
прогонки”) также приводит к значительной экономии вычисли-
тельной работы.
Все это обеспечивает высокое быстродействие программы REMP1.
В настоящее время используется достаточно много серийных про-
грамм, предназначенных для расчета характеристик полей излучений.
Помимо программы REMP1 метод“выведение+P1” реализован в сле-
дующих отечественных серийных программах:
òáðéä – позволяет рассчитывать протяженную защиту с примене-
нием комплексных методик;
áôéëá – осуществляет расчет источников сложной формы, харак-
теризуется развитым сервисом.
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Из зарубежных программ, реализующих метод “выведение+P1”,
отметим программуSABINA, которая также позволяет задавать внеш-
ние источники сложной формы.
На этом закончим рассмотрение метода сферических гармоник
применительно к решению уравнения переноса. Остается только на-
помнить, что МСГ является исторически первым методом, применен-
ным в задачах переноса реакторного излучения. В настоящее время
широко распространены другие методы: методы дискретных орди-
нат, метод Монте-Карло и т.п. Но МСГ продолжает, тем не менее,
применяться для решения УП: в программах приближенного расчета
прохождения излучений, основанных на комплексных методиках, в
теоретических исследованиях, т.е. там, где преимущества МСГ (про-
стота ималая трудоемкость низшихP1÷P3 - приближений)могут быть
эффективно использованы.
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ГЛАВА 6
МЕТОД ДИСКРЕТНЫХ ОРДИНАТ
6.1. Общие положения
Метод дискретных ординат (МДО) является в настоящее время ос-
новнымметодом численного решения уравнений переноса излучений.
Он применяется в задачах атмосферной оптики, астрофизики, физи-
ки реакторов и т.п. Наиболее широкую область применения МДО
составляют задачи радиационной защиты.
Различные варианты МДО реализованы в известных программах
òïú, òáäõçá, ëáóëáä, DOT, ANISN, PALLAS и др. С помощью этих
программ ведутся массовые расчеты задач с одномерными геометри-
ческими моделями, решается много важных задач для двумерных и
отдельных трехмерных моделей.
Некоторые варианты МДО настолько отличаются друг от друга,
что их следует различать скорее не как варианты, а как методы дис-
кретных ординат. Эти методы претерпевают развитие, появляются
их модификации; предпринимаются специальные методологические
исследования по адаптацииМДО к решению новых классов задач пе-
реноса и т.д. Всем этим проблемам посвящена обширная, в основном
журнальная литература. Следует отметить, что удовлетворительной
теории этого класса методов еще не создано, многие возникающие
вопросы требуют дальнейших расчетно-теоретических исследований.
Обычно энергетическая зависимость в УП описывается при по-
мощи группового подхода, при котором задача сводится к решению
системы единообразных групповых уравнений. Поэтому с полным ос-
нованием можно считать, что все вычислительные трудности сосредо-
точены в решении группового УП. Без нарушения общности можно
излагать основы МДО, опираясь на односкоростное уравнение пере-
носа
Ω ·∇ϕ(r,Ω)+Σ ·ϕ(r,Ω)=
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′)dΩ ′+q(r,Ω), (6.1)
которое описывает распределение плотности фазового потока данной
энергии ϕ(r,Ω) в точкахr рассматриваемой областиG по всем направ-
лениям Ω. На внешней граничной поверхности Γ области G задаются
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краевые условия, которые в общем виде записываются так:
ϕ(rΓ,Ω)
∣∣∣∣∣
(Ω·n)<0
= q(rΓ,Ω)+
∫
Γ
dr ′
∫
(Ω·n)<0
R(r ′Γ,Ω ′;rΓ,Ω) ·ϕ(r ′Γ.Ω ′)dΩ ′. (6.2)
Эти условия определяют входящее в область G излучение, которое
складывается из излучения внешних источников q(rΓ,Ω) и излуче-
ния, отраженного средой, окружающей область G. В (6.2) n – внеш-
няя к поверхности Γ нормаль, R – коэффициент отражения излучения
окружающей средой, зависящий от характеристик выходящего из G
(при (Ω ·n) > 0) излучения ϕ(rΓ,Ω). На поверхностях раздела зон G j,
j = 1,2, . . . ,J, составляющих область G, решение ϕ(rΓ,Ω) предполага-
ется непрерывным поr в направлении Ω. Полное сечение Σ, сечение
рассеяния Σs и индикатриса рассеяния обычно не зависят отr в преде-
лах зоныG; функцияисточниковQ в пределахGобладает достаточной
гладкостью.
Метод дискретных ординат основан на сеточной аппроксимации
краевой задачи (6.1), (6.2), т.е. на дискретномпредставлении простран-
ственной и угловой зависимостей входящих в УП функций плотности
потока, источника и индикатрисы рассеяния. В разделе о методе сфе-
рических гармоник описана разностная аппроксимация уравнений P1
- приближения МСГ по пространственной переменной; угловая же
зависимость в МСГ представляется в виде ряда по сферическим функ-
циям. В отличие от МСГ, в методах дискретных ординат угловая за-
висимость, так же как и пространственная, представляется дискретно.
ВпервыеМДОбылприменен в 40-х годахпрошлоговекаДж.Виком
и С.Чандрасекаром для решения задач об однородных плоскопарал-
лельных слоях, т.е. для простейших моделей переноса с изотропным
рассеянием.Вотсутствиеисточниковусловияоблучения задаются гра-
ничными условиями:
µ
∂ϕ
∂z +Σ ·ϕ=
Σs
2
1∫
−1
ϕ(z,µ ′)dµ ′. (6.3)
ВведемобозначениеΣs ·ϕ≡F .ПриреализацииМДОбылопредложено
заменить интеграл рассеяния в УП квадратурной суммой
1
2
1∫
−1
F(µ ′)dµ ′ ∼=
N
∑
j=1
A j ·F(µ j). (6.4)
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Здесь A j и µ j – соответственно веса и узлы квадратурной формулы,
причем
N
∑
j=1
A j = 1, −1≤ µ j ≤ 1, j = 1,2, . . . ,N. (6.5)
Уравнение (6.3) должно быть решено, в соответствии с дискретным
представлением, в узлах µi, т.е. это уравнение заменяется системой
обыкновенных дифференциальных уравнений (зависимость только от
z, поэтому ∂/∂z→ d/dz):
µi
dϕ(z,µi)
dz
+Σ ·ϕ(z,µi) = 12
N
∑
j=1
A j ·F(µ j), i= 1,2, . . . ,N. (6.6)
Для такой простой модели переноса при кусочно-постоянных коэф-
фициентах Σ система (6.6) допускает аналитическое решение, общий
вид которого следующий:
ϕ(z,µi) =∑
s
Bs,i · exp(γs ·Σ · z). (6.7)
Величины Bs,i и γs получаются подстановкой (6.7) в (6.6) с учетом кон-
кретных граничных условий и т.п. Анализ решений системы (6.6) пред-
ставляет собой отдельную задачу, входить в детали которой здесь не
будем. Отметим, что даже незначительное усложнение модели перено-
са сразу же исключает возможность аналитического решения и при-
водит к необходимости применения численных методов. В частности,
практически всегда применяется, наряду с дискретизацией по угловым
переменным, дискретизация по пространственным переменным.
Если схема МДО применяется в общем случае, т.е. для дискрети-
зации угловой зависимости плотности потока ϕ(r,Ω) из УП общего
вида (5.14), то интеграл рассеяния заменяется квадратурной суммой
по формуле вида
1∫
−1
dµ ′
2π∫
0
dψ ′F(µ ′,ψ ′)∼=
M
∑
m=1
Am ·F(µm,ψm). (6.8)
6.2. Особенности практических задач переноса излучения
Подстановка (6.8) в уравнение (6.1) и дискретизация по простран-
ственным переменным приводят к весьма сложным и громоздким си-
стемам уравнений, требующим применения мощных современных ал-
горитмов решения. Значительные трудности в создании алгоритмов
109
Глава 6. Метод дискретных ординат
и программ решения УП определяются следующими особенностями
практических задач переноса излучений:
• сложная структура пространственной, энергетической и угловой
зависимостей коэффициентов уравнения переноса Σ, Σa и g ведет
к сложной структуре решения;
• из-за больших размеров расчетной области диапазон изменения
решения обычно очень велик: так, ослабление потоков в реаль-
ных защитах может составлять десять и более порядков;
• разнообразие потребностей широкого круга пользователей ве-
дет к необходимости создания высокоуниверсальных алгорит-
мов и программ, обеспечивающих полноту, точность и эффек-
тивность обработки расчетной информации.
6.3. Основные требования к современному алгоритму МДО
Для больших вычислительных задач сложилась определенная си-
стема требований к численному алгоритму. Применительно к задачам
переноса эти требования могут быть сформулированы следующим об-
разом. Должны быть обеспечены:
а) консервативность, т.е. отражение в принятой аппроксимации УП
законов сохранения ("соотношений баланса") частиц;
б) устойчивость (см. определение) расчетного алгоритма в практиче-
ски используемом диапазоне шагов (это, например, величина Δx
в (5.59) – (5.92));
Определение
Будем называть алгоритм устойчивым, если малые измене-
ния во входной информации не могут приводить, в результа-
те исполнения алгоритма, к большим изменениям в выходной
информации.
в) неотрицательность и монотонность решения (см. определение).
Определение
Функция f (x) называется монотонной на некотором интер-
вале, если для любых двух точек x1 и x2 интервала либо из
x1 < x2 всегда следует f (x1) < f (x2) (возрастающая функ-
ция), либо из x1> x2 всегда следует f (x1)< f (x2) (убывающая
функция). Схема монотонна в достаточной степени, если
сохраняет монотонность сеточной функции при разумной
густоте сеток.
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Эти требования можно считать основными. Система требований
(а)–(в) может быть дополнена менее “жесткими” и менее категори-
ческими требованиями, которые создатели алгоритмов и программ
все же всегда стремятся выполнить. Некоторые из этих требований-
рекомендаций могут быть здесь указаны.
1. Арифметическаяилогическаяпростота алгоритмарасчета ячей-
ки (это, например, один “k-й шаг” в алгоритме (5.59) – (5.92)).
Простота и компактность элементарного алгоритма – “сердце-
вины” программы – позволяет относительно просто его моди-
фицировать, заменять, отлаживать, исправлять и пр.
2. Универсальность вычислительной схемы, позволяющая с помо-
щью данного алгоритма решать широкий круг разнообразных
задач.
Поясним последнее требование простым примером. Диффузионное
уравнение для одномерных областей может быть записано в таком
виде:
1
rα
d
dr
rα ·D dϕ
dr
−Σ ·ϕ+q= 0, (6.9)
где α=
{0 – для плоской геометрии,
1 – для цилиндрической геометрии,
2 – для сферической геометрии.
Если в вычислительной схеме решения уравнения использовать имен-
но эту общую запись, т.е. “протащить” α в конечно-разностную схему
и рассматривать как параметр, задаваемый “извне”, то и алгоритм,
и программа решения диффузионного уравнения будут универсальны
относительно геометрии задачи.
Определение
Схема называется положитель-
ной, если она дает неотри-
цательное решение при неотри-
цательных источниках.
Определение
Схема называется линейной, ес-
ли ее параметры не зависят от
решения.
Последовательностьперечисле-
ния требований к алгоритму (а) –
(в) и (1), (2) примерно соответству-
ет степениихважности.Введем еще
два важных понятия, которые по-
надобятся в дальнейшем. Это по-
нятия положительности и линейно-
сти разностных схем. Так, схема
(5.92) – (5.93), аппроксимирующая
уравнение диффузии, положительна и линейна. Она положительна
при положительных источниках и при соблюдении условий α ≥ 0,
γ≥ 0, β> α+ γ, где α, β, γ – коэффициенты трехточечной схемы:
−αkϕk+1+βkϕk− γkϕk−1 = δk. (6.10)
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Если обратиться к формулам для коэффициентов (5.93), то можно убе-
диться, что они не зависят от решения, следовательно, схема (5.92) –
(5.93) линейна. Если схема не является положительной, т.е. могут, на-
пример, для некоторых “k” возникать отрицательные решения, при-
меняется коррекция – пересчет коэффициентов схемы по алгоритмам,
гарантирующимв данных условиях положительность.При этом схема
чаще всего становится нелинейной.
При реализации схем МДО могут возникать и другие неприятно-
сти, в частности осцилляции решения и лучевые эффекты:
а) осцилляции возникают в областях с резко меняющимися гради-
ентами решения, что характерно для переноса в неоднородных средах.
При большом градиенте в решении может получиться значительный
локальный выброс, который дальше распространяется (из-за баланс-
ности схем) в виде осцилляций (рис. 6.1). Эти осцилляциимогут сильно
Рис. 6.1. Осцилляции в решении ϕ(x): 1 – выброс; 2 – осцилляции
искажать решение, причем в довольно больших по размеру областях.
Самое очевидное средство борьбы с осцилляциями – сгущение сетки
в области больших градиентов решения, там, где возникает выброс.
К сожалению, сгущение сеток не всегда дает достаточный эффект.
Полностью снимают проблему только схемы высокой степени моно-
тонности;
б) лучевые эффекты (ray-effects) возникают в результате исполь-
зования редкой угловой сетки в задачах с источниками, сосредото-
ченными в некотором объеме (т.е. не заполняющими равномерно всю
расчетную область). Из сказанного выше (п.6.1) ясно, что алгоритм
МДО состоит в расчете по направлениям. Так, в (6.8) это направление
Ωm задается парой углов µm, ψm. Расчет выполняется для последо-
вательности пространственных узлов, задаваемых пространственной
сеткой. На рис. 6.2 условно обозначены три последовательных про-
странственных узла rk−1,rk иrk+1, из которых выходят лучи, задавае-
мые направлением Ωm. При изображенных на рис. 6.2 узлах простран-
ственной сетки и направлении угловой сетки Ωm информация о сосре-
доточенном источнике G поступит только в узелrk, т.е. в узлыrk−1 и
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Рис. 6.2. Схема возникновения лучевого эффекта:rk – последователь-
ные узлы пространственной сетки; Ωm – рассматриваемое направле-
ние; G – сосредоточенный источник
rk+1 поступит искаженная информация, нарушающая баланс. Борьба
с лучевыми эффектами состоит в правильном подборе угловых и про-
странственных сеток, причем положительный эффект не всегда может
быть достигнут за счет простого сгущения сеток: необходим специ-
альный анализ, для того чтобы выбрать угловые и пространственные
сетки разумной размерности, хорошо видящие все сосредоточенные
источники.
6.4. Геометрические модели
Итак, для практической реализации какого-либо варианта МДО
необходимо введение пространственной и угловой координатных си-
стем. Для пространственного описания расчетной области обычно ис-
пользуются прямоугольная декартова, цилиндрическая и сферическая
системы координат. В некоторых задачах используются и такие экзо-
тические системы координат, как гексагональная, тороидальная и пр.
Напомним, что выбор системы координат определяется симметрией
задачи.
Как уже говорилось, основное затруднение при переходе от об-
щего вида УП к уравнению в той или иной геометрии – определение
вида оператора (Ω ·∇). Вышеполученычастные видыоператора (Ω ·∇)
для прямоугольной декартовой системы координат и для сферической
системы (только для сферически-симметричной задачи). С помощью
правил векторного анализа может быть получен явный вид оператора
(Ω ·∇) для любых криволинейных систем координат. Здесь же приве-
дем явный вид оператора (Ω ·∇) в трех системах координат: прямо-
угольной, цилиндрической и сферической. Этот оператор для задач,
обладающих различной симметрией, приведен в таблице ниже, и эта
симметрия передается аргументами функции плотности потока ϕ(.).
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Вид оператора (Ω ·∇) в трех системах координат
Геометрия Плотность Оператор(Ω ·∇)
потока
Прямоугольная
ϕ(z,µ) µ∂ϕ∂z
ϕ(x,y,z,µ,ψ) ξ∂ϕ∂x +η
∂ϕ
∂y +µ
∂ϕ
∂z
Цилиндрическая ϕ(r,z,µ,ψ) 1
r
ξ∂ϕ∂r +µ
∂ϕ
∂z −
1
r
∂(rϕ)
∂ψ
Сферическая ϕ(r,µ) µ
r2
∂(r2ϕ)
∂r +
1
r
∂[(1−µ2)ϕ]
∂µ
µ= cosθ; ξ=√1−µ2 · cosψ; η=√1−µ2 · sinψ.
На рис. 6.3 приведена декартова система координат и единичный век-
тор направления движенияΩ. В декартовой системе координат вектор
Ω записывается так:
Ω=Ωx ·i+Ωy ·j+Ωz ·k. (6.11)
Компоненты вектора Ω:{Ωx = sinθ · cosψ,
Ωy = sinθ · sinψ,
Ωz = cosθ.
(6.12)
Рис. 6.3. Вектор Ω в декартовой системе координат
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Данные таблицы, поясняемые рис. 6.3, позволяют записать УП в кон-
кретной системе координат. Так, уравнение (6.3) записано для функ-
ции ϕ(z,µ), т.е. для плоскопараллельной геометрии и задачи с азиму-
тальной симметрией: решение не зависит от угла ψ (см. рис. 6.3).
К настоящему времени создан целый ряд высокоэффективных про-
грамм для решения УП в одномерных геометриях с помощью тех или
иных вариантов МДО. Дальнейшее развитие алгоритмов МДО в од-
номерных геометриях направлено на повышение быстродействия (за
счет перехода к схемам высокого порядка точности, использования
более эффективных итерационных методов и т.д.).
С повышением эффективности ЭВМ и развитием МДО происхо-
дит постепенный переход к более общим, двумерным и трехмерным
геометрическим моделям.
В практических задачах область G, в которой исследуется перенос
излучения, обычно является частью большой системы. Влиянием сре-
ды,окружающейобластьG, пренебрегаютилиучитываютприближен-
но – введением упрощенных законов отражения. Задачи об областях
больших размеров разбиваются на последовательности задач для под-
областей сравнительно простой структуры. Эти задачи связываются
между собой краевыми условиями.
Для расчетных подобластей обычно используются одномерные и
двумерные геометрические модели. Обоснование правильного выбо-
ра геометрической модели, достаточно точной, с одной стороны, и
не слишком сложной, с другой стороны, требует специального иссле-
дования. Это исследование опирается на результаты пробных расче-
тов, на опыт и интуицию расчетчика. Как уже говорилось, свойства
симметрии исходной задачи обычно позволяют снизить размерность
геометрической модели.
6.5. Аппроксимация интеграла рассеяния
Общим для всех вариантов МДО является, как уже было указано
в п.6.1, переход к дискретному описанию угловой зависимости. Для
этого вводится квадратурная сетка (wm,Ωm), m= 1, . . . ,M, где wm – вес
направления Ωm. Это направление может быть задано сферическими
координатами (θm,ψm) или направляющими косинусами (ξm,ηm,µm).
Обратимся к стационарному уравнению переноса для функции
плотности фазового потока ϕ(r,Ω,t). В МДО, как уже говорилось вы-
ше, интеграл рассеяния заменяется квадратурной суммой (запишем
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интеграл в сферической системе координат):
∫
4π
Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t)dΩ ′ →
1∫
−1
dµ ′
2π∫
0
dψ ′F(µ ′,ψ ′). (6.13)
1∫
−1
dµ ′
2π∫
0
dψ ′F(µ ′,ψ ′)
M
∑
m=1
wm ·F(µm,ψm). (6.14)
Если подынтегральная функция
F(µ ′,ψ ′)≡ F(Ω)→ Σs(r) ·g(r,Ω ·Ω ′) ·ϕ(r,Ω ′,t) (6.15)
обладает определенной симметрией, то интегрирование в (6.14) может
быть сведено к интегрированию по части сферы. В плоскопараллель-
ных и сферически-симметричных задачах с азимутальной симметрией
интегрирование в (6.14) сводится к однократному интегрированию по
µ, так как решение в этих задачах не зависит от азимутального угла ψ
(см. рис. 6.1):
1∫
−1
dµ ′F(µ ′)
M
∑
m=1
wm ·F(µm). (6.16)
От выбора квадратуры, т.е. системы узлов “m” и весов wm, в большой
степени зависит точность решения задачи в рамках МДО. В случае
азимутальной симметрии задачи в качестве квадратуры (6.16) чаще
всего выбираются квадратуры типа Гаусса, веса которых равны
wk =
2
(1−ξ2k)[P ′m(ξk)]2
. (6.17)
Здесь m значений аргумента ξ являются корнями полинома Лежандра
Pm(ξ), где P ′m ≡ ∂Pm/∂ξ. Квадратуры Гаусса порядка M точно интегри-
руют полином (2M− 1)-й степени. Итак, узлы гауссовой квадратуры
порядка M есть нули полинома Лежандра Pm степени M.
Для двумерных квадратур типа (6.14) обычно выбираются квад-
ратуры с равномерным расположением узлов по поверхности сферы.
Опишем кратко пример построения такой квадратуры, называемой
ESn-квадратурой, и приведем формулы для весов и узлов этой квадра-
туры.
На рис.6.3 изображен единичный вектор Ω в прямоугольной и сфе-
рической системах координат. Сфера единичного радиуса, описывае-
мая вектором Ω, разбивается на восемь октантов; опишем построение
квадратуры для первого октанта: ψ ∈ [0,π/2]; µ ∈ [0,1].
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Рис. 6.4. Построение узлов ESn - квадратуры (n= 8), равномерно рас-
положенных на поверхности единичной сферы (первый октант)
Разобьем октант на рис. 6.4 на n · (n+2)/8 частей одинаковой пло-
щади S0, причем
S0 =
4π
8 :
n · (n+2)
8 =
4π
n · (n+2). (6.18)
Здесь n = 2,4,6, . . . – порядок квадратуры. Разбиение выполняем па-
раллелями µ= µl+12
, l = 0,1,2, . . . ,n/2 и меридиональными дугами ψ=
= ψl,m+12
, m = 0,1,2 . . . ,n/2− l+ 1 так, чтобы 1-й слой по µ состоял из
n/2− l+1 частей одинаковой площади S0. Если wl – ширина l-го слоя
по µ, то площадь l-го слоя Sl может быть вычислена интегрированием
по поверхности единичной сферы таким образом:
Sl =
∫
ΔS1
dS =
∫
Δµ
dθ sinθ
π/2∫
0
dψ=−π
2
µ
l−12∫
µ
l+12
d(cosθ) =π
2
(
µl+ 12 −µl− 12
)
=
π
2
wl.
(6.19)
Напомним, что при вычислении интеграла угол θ отсчитывается от
положительного направления оси z. Веса квадратуры, или ширины
l-го слоя wl, вычисляются по формуле
wl =
4(n−2l+2)
n(n+2)
, l = 1,2, . . . ,n/2;
n/2
∑
l=1
wl = 1. (6.20)
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Координаты границ слоя µl−12
определяются по формуле
µl−12
= 1− (n−2l+2)(n−2l+4)
n(n+2)
, l = 1,2, . . . ,n/2, (6.21)
а координаты середины слоя µ¯l:
µ¯l =
µl−12
+µl+12
2
= 1− (n−2l+2)
2
n(n+2)
, (6.22)
l = 1,2, . . . ,n/2.
Координаты µl узлов квадратуры рассчитываются по формуле
µl = µ¯l+ f ·µl−12 , (6.23)
где параметр f определяется из условия
n/2
∑
l−1
wl ·µ2l =
1
3 . (6.24)
Координаты квадратурных узлов по азимутальному углу ψl,m, где l –
номер слоя; m – номер сектора в слое (сектора нумеруются по возрас-
танию ψ), определяются по формуле
ψl,m =
π
2
[
2m− l
n−2l+2 ·An+
1
2
(1−An)
]
, (6.25)
m= 1,2, . . . ,n/2− l+1.
Обычно принимают A = 1, но существуют и другие рекомендации,
основанные на принципах сохранения, т.е. на точной передаче каких-
либо интегралов.
Здесь представлено краткое описаниеESn -квадратуры для первого
октанта. На остальные семь октантов квадратура распространяется
тривиально, из условия симметрии квадратуры относительно отра-
жений: µ→ −µ; ψ→ −ψ; π/2−ψ→ π/2+ψ. Если подынтегральная
функция F(.) в (6.14) обладает какой-либо симметрией, то квадратура
строится для меньшего чем 8 количества октантов. Так, для плоскопа-
раллельной задачи с азимутальной зависимостью может быть исполь-
зована ESn -квадратура, построенная для четырех октантов: ψ ∈ [0,π];
µ ∈ [−1,1]. Для плоскопараллельной задачи без азимутальной зависи-
мости можно использовать, наряду с квадратурой типа Гаусса (6.14),
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и одномерную ESn - квадратуру, узлы и веса которой на интервале
[0,1] определяются формулами (6.20) и (6.23), а для интервала [−1,0]
соответствующие узлы и веса находятся из условия симметрии квад-
ратуры.
При решении УП в средах, состоящих из материалов с резко раз-
личающимися ядерно-физическими свойствами, особенно если в сре-
де есть сосредоточенные источники, используются составные квад-
ратуры: поверхность единичной сферы разбивается на подобласти, в
каждой из которых применяется своя квадратура. Ориентированные
угловые сетки составной квадратурыпозволяют сэкономить вычисли-
тельные затраты и, что существеннее, избежать “лучевых эффектов”
(см. рис. 6.2), выбрав в соответствующих подобластях сетку достаточ-
ной густоты.
6.6. Метод характеристик (метод Владимирова)
Рассмотрим простейшую реализацию одного из вариантов МДО
– метода характеристик (МХ) (метод Владимирова) – в плоскопарал-
лельной геометрии для задачи с азимутальной симметрией. Односко-
ростное УП в плоскопараллельной геометрии для задач с азимуталь-
ной симметрией имеет такой вид (см. (5.17)):
µ
∂ϕ
∂z +Σ ·ϕ= Σs ·
1∫
−1
g¯(z,µ,µ ′) ·ϕ(z,µ ′)dµ ′+q(z,µ). (6.26)
Пусть плоскопараллельные слои помещены в вакуум, причем “слева”
(рис. 6.5) на барьер падают нейтроны источника, т.е. на поверхности
z= 0 задано граничное условие внешнего облучения (см. (6.2)):
ϕ(z= 0,µ) = f (µ) для µ> 0. (6.27)
Рис. 6.5. Плоскопараллельная задача для УП
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На “правой” граничной поверхности задано условие отсутствия вхо-
дящего извне излучения:
ϕ(z= H,µ) = 0 для µ< 0. (6.28)
Уравнение (6.26) может быть упрощенно записано таким образом:
µ
∂ϕ
∂z +Σϕ= S(z,µ)+q(z,µ). (6.29)
Применение МДО к уравнению (6.29) означает переход к дискретно-
му по угловой переменной представлению и к системе уравнений для
функций ϕm(z)≡ ϕ(z,µm), т.е. для плотностей потоков в направлениях
Ωm, составляющих углы θm, m = 1,2, . . . ,M с осью z, µm = cosθm. Запи-
шем эту систему уравнений:
µm
∂ϕm(z)
∂z +Σ(z)ϕ(z) = Sm(z)+qm(z), (6.30)
где Sm(z) ≡ S(z,µm); qm(z) ≡ q(z,µm) – интеграл рассеяния и источник
при дискретном, пусть и фиксированном значении µm. К этой системе
необходимо добавить граничные условия внешнего облучения (6.27),
также записанные для дискретных значений µm:
ϕm(z= 0) = fm, m= 1,2, . . . ,M1, (6.31)
где M1 – количество положительных значений µm, а также граничные
условия отсутствия облучения на поверхности H:
ϕm(z= H) = 0, m=M1+1, . . . ,M. (6.32)
Введем разностнуюсетку попеременной z (рис. 6.6), устроеннуютаким
образом, чтобы границы зон (т.е. поверхности S1 на рис. 6.5) совпали
с какими-либо целыми значениями узлов. При реализации схемыМХ
будем считать, что правая часть уравнения (6.29) и соответственно
правая часть уравнения для дискретного значения (6.30) – известные
функции. Для функции источника это очевидно, q(.) не зависит от
решения. Для интеграла рассеяния это не так, S(.) зависит от реше-
ния ϕ(.). Тем не менее при получении уравнений MX примем, что вся
Рис. 6.6. Разностная сетка по переменной z для МХ
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правая часть S(.)+q(.) известна. Итерационный способ решения урав-
нений MX, описанный ниже, позволит учесть зависимость интеграла
рассеяния от решения. Проинтегрируем уравнение (6.30), записанное
таким образом:
µm
dϕm(z)
dz
+Σ(z) ·ϕm(z) = Fm(z), (6.33)
Fm(z)≡ Sm(z)+qm(z).
Интегрирование ведем вдоль характеристики µm на интервале [zi,zi+1],
опуская индекс “m”. Запишем интегралы в явном виде:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ϕi+1 = ϕi · exp(−Σ ·Δz/µ)+ 1µ
zi+1∫
zi
F(z)exp(−Σ · (zi+1−ξ)/µ) dξ, µ> 0,
ϕi = ϕi+1 · exp(−Σ ·Δz/|µ|)+ 1|µ|
zi+1∫
zi
F(z)exp (−Σ · (ξ− zi)/|µ|) dξ, µ< 0,
(6.34)
где Δz ≡ (zi+1− zi) – шаг разностной сетки. Обычно предполагается,
что подынтегральная функция F(z) линейна на шаге Δz и возможна
интерполяция между узлами. Применим, например, параболическую
интерполяционную формулу Лагранжа
F(z ∈ [zi+1− zi]) = z− ziΔz ·Fi+1+
zi+1− z
Δz ·Fi. (6.35)
Если представление (6.35) подставить в интегралы (6.34), то в резуль-
тате получим расчетные формулы для схемы МХ:
ϕ+ = ϕ− · exp
(
−Σ ·Δz
µ
)
+
F−
Σ
·
[
−exp
(
−Σ ·Δz
µ
)
+
+
|µ|
Σ ·Δz ·
(
1− exp
(
−Σ ·Δz
µ
))]
+
+
F+
Σ
·
[
1− |µ|
Σ ·Δz ·
(
1− exp
(
−Σ ·Δz
µ
))]
, (6.36)
где для компактности записи введены следующие обозначения:
ϕ+ =
{
ϕi+1, µ> 0,
ϕi, µ< 0, ϕ
− =
{
ϕi, µ> 0,
ϕi+1, µ< 0,
F+ =
{
Fi+1, µ> 0,
Fi, µ< 0,
F− =
{
Fi, µ> 0,
Fi+1, µ< 0.
(6.37)
Итак, двухточечная разностная схема МХ получена.
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6.7. Sn-метод (метод Карлсона)
ВторымосновнымвариантомМДОявляетсяSn -метод (методКарлсо-
на). Рассмотрим его реализациюдля тойже задачи в плоскопараллель-
ной геометрии с азимутальной симметрией. Как и для МХ, исходным
уравнением для Sn-метода является уравнение (6.33). Однако разност-
ная аппроксимация дифференциального оператора в Sn-методе суще-
ственно иная.
Введем разностную сетку по переменной z (рис. 6.7), устроенную
таким образом, чтобы границы зон (т.е. поверхности Si на рис. 6.5)
совпали с какими-либо полуцелыми значениями узлов, а целые точки
Рис. 6.7. Разностная сетка по переменной z для Sn - метода
zi совпали с центрами интервалов [zi−12
,zi+12
]. Проинтегрируем урав-
нение (6.33) по z на интервале [zi−12
,zi+12
]:
|µ| · (ϕ+m−ϕ−m)+Σ ·Viϕi,m ·Fi,m; (6.38)
ϕ+m =
{ϕi+12 , µm > 0,
ϕi−12
, µm < 0, ϕ
−
m =
{ϕi−12 , µm > 0,
ϕi+12
, µm < 0,
Vi = Δzi = zi+12
− zi−12 . (6.39)
Выражения ϕi,m и Fi,m – средние значения плотности потока и источ-
ника в ячейке соответственно:
ϕi,m =
1
Vi
·
z
i+12∫
z
i−12
ϕm(z)dz; Fi,m =
1
Vi
·
z
i+12∫
z
i−12
Fm(z)dz. (6.40)
Уравнение (6.38) – точное уравнение баланса. Для его определенно-
сти необходимо дополнительное соотношение, связывающее ϕ+, ϕ,
ϕ−. Это соотношение выбирается из соображений аппроксимации и
устойчивости. Обычно принимают такую связь ϕ+, ϕ, ϕ− (далее целые
индексы опускаются как малоинформативные в данном контексте):
ϕ+ = (1+ p) ·ϕ− p ·ϕ−, 0≤ p≤ 1. (6.41)
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В зависимости от значений p получаются различные варианты раз-
ностной схемы:
a) p = 1 – “алмазная” схема; б) 0 < p < 1 – “взвешенная” схема;
в) p= 0 – “шаговая” схема.
Используя (6.38) и (6.41), выразимϕ+ и среднее значение плотности
потока в ячейке ϕ через ϕ−:
ϕ= |µ| · (1+ p) ·ϕ
−+V ·F
|µ| · (1+ p)+Σ ·V , (6.42)
ϕ+ =
[
|µ| · (1+ p)− p ·Σ ·V
]
·ϕ−+(1+ p) ·V ·F
|µ| · (1+ p)+Σ ·V . (6.43)
Следует отметить, что схема Sn-метода, в отличие от разностной схемы
метода характеристик, является трехточечной (ϕ−, ϕ и ϕ+) и баланс-
ной.
Связь ϕ−, ϕ и ϕ+ в виде (6.41) не является единственно возможной.
Если предположить, что в пределах ячейки плотность потока ведет се-
бя экспоненциально, т.е. ϕ∼ a · exp(δz), дополнительное соотношение
связи выглядит так:
ϕ=
√
ϕ+ ·ϕ−. (6.44)
Используя (6.38) и (6.44), получим
ϕ= 2ϕ
− · (|µ| ·ϕ−+V ·F)
Σ ·Vϕ−+√(Σ ·V ·ϕ−)2+4|µ| ·ϕ− · (|µ| ·ϕ−+V ·F), (6.45)
ϕ+ = ϕ
2
ϕ− . (6.46)
Выражения (6.44) – (6.46) дают формулы метода среднего геометриче-
ского или экспоненциального метода.
Ясно, что при положительных источниках F > 0 и ϕ> 0 схема экс-
поненциального метода положительна, т.е. при счете не может возни-
кать отрицательное значение плотности потока. То же можно сказать
и о шаговой схеме. При расчете по алмазной схеме отрицательные
значения плотности потока могут возникать при определенных со-
отношениях величины шага, источника и сечения. Алгоритм расчета
ячейки может быть, например, таким: если на очередном шаге в рас-
чете по алмазной схеме обнаружилось, что значение плотности пото-
ка отрицательно, происходит возврат на шаг назад и расчет данной
ячейки повторяется по заведомо положительнойшагoвoй схеме; далее
расчет идет снова по алмазной схеме.
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6.8. Итерационное решение разностных уравненийМДО
Обратимся к уравнениям (6.30) – (6.32). В результате примене-
ния к этим уравнениям МХ и Sn - метода получены формулы, выра-
жающие “последующие” значения ϕ через “предыдущие” (см. (6.36),
(6.42),(6.43), (6.45),(6.46)). Итерационный алгоритм решения уравне-
ний может быть построен, например, нижеследующим образом.
1. В уравнении (6.30) положить нулевое приближение интеграла
рассеяния таковым: S(0)m ≡ 0, m= 1, . . . ,M.
2. “Привязавшись” к граничным условиям (6.31), осуществить рас-
чет функцииϕ(0) для νm> 0,m= 1, . . . ,M1 (рис. 6.8). Этот расчет в обеих
Рис. 6.8. Схема последовательности расчета функции плотности пото-
ка методом дискретных ординат
схемах осуществляется нижеследующим образом.
2a).Для схемыМХвоспользуемся (6.34) для µ> 0, причемнапервом
шаге формула для вычисления такова:
ϕ(0)1,m = fm · exp((−Σ ·Δz)/µm)+
1
µm
·
z1∫
z0
qm(ξ) · exp(−(z1−ξ) ·Σ/µm) dξ,
(6.47)
где fm – интенсивность внешнего облучения из граничных условий
(6.31). Вычисления выполняются для всех µm > 0, m = 1,2, . . . ,M1. На
рис 6.8 этот шаг соответствует переходу с горизонтали z= 0; в правой
части рисунка для µ> 0.
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Переход к следующему узлу по z осуществляется по формуле
ϕ(0)2,m = ϕ
(0)
1,m · exp [(−Σ ·Δz)/µm]+
1
µm
·
z2∫
z1
qm(ξ) · exp(−(z1−ξ) ·Σ/µm) dξ
(6.48)
и так далее, пока не будут вычислены значения ϕ(0)k,m во всех узлах сетки
в правой части рисунка.
2b). Для схемы Sn -метода следует использовать (6.42) и (6.43) для
среднего значения потока по ячейке ϕ и значения ϕ+ соответственно.
С учетом граничных условий для первого шага запишем:
ϕ(0)1,m =
µm · (1+ p) · fm+V1 ·F1,m
µm · (1+ p)+Σ ·V1 , (6.49)
ϕ+(0)1,m =
[
µm · (1+ p)− p ·Σ ·V1
]
· fm+(1+ p) ·V1 ·F1,m
µm · (1+ p)+Σ ·V1 , (6.50)
причем V1 = z3/2− z1/2; F1,m =
1
V1
·
z1/2∫
z3/2
qm(ξ)dξ,
так как на нулевой итерации по источнику интеграл рассеяния по-
ложен равным нулю. В формулах (6.49) и (6.50) обычно принимают
p = 1, т.е. ведут расчет по алмазной схеме. Если вдруг оказывается,
что ϕ+ < 0, то данный шаг пересчитывается по шаговой схеме с p= 0
(именно для этого вычисляется среднее по ячейке ϕ, см. (6.41)).
При переходе к следующему пространственному узлу используют-
ся следующие формулы:
ϕ(0)2,m =
µm · (1+ p) ·ϕ(0)1,m+V2 ·F2,m
µm · (1+ p)+Σ ·V2 , (6.51)
ϕ+(0)2,m =
[
µm · (1+ p)− p ·Σ ·V2
]
·ϕ(0)1,m+(1+ p) ·V2 ·F2,m
µm · (1+ p)+Σ ·V2 , (6.52)
причем m= 1,2, ·,M1; V2 = z5/2− z3/2; F2,m =
1
V2
·
z3/2∫
z5/2
qm(ξ)dξ.
Далее процесс продолжается до заполнения всех значений ϕk,m в пра-
вой части рис. 6.8. Если на каком-либо шаге алмазная схема дает
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отрицательное значение ϕ+, происходит пересчет данной ячейки по
шаговой схеме, которая заведомо положительна.
3. “Привязавшись” к условиям (6.32), фиксирующим отсутствие
облучения поверхности z = H “извне”, осуществим расчет функции
ϕ для µm < 0, m = M1+ 1, . . . ,M. Расчет осуществляется “сверху вниз”
на левой половине рис. 6.8 по тем же формулам, но интерпретируе-
мым для µ < 0. Рассмотрим для примера первый шаг по схеме МХ.
Воспользовавшись второй формулой из (6.34) для расчета функции в
предпоследнем “I−1” - м узле (см. рис. 6.6) и тем, что в силу отсутствия
внешнего облучения ϕm,i ≡ ϕm,I = 0, получим
ϕ(0)m,I−1 =
1
|µm| ·
zI∫
zI−1
qm(ξ) · exp(−(ξ− zI−1) ·Σ/|µm|) dξ. (6.53)
4. Получив “нулевое” приближение плотности потока ϕ(0), можно
вычислить “нулевое” приближение интеграла рассеяния S0(.):
S(0)(z,µ) = Σs ·
1∫
−1
g¯(z,µ,µ ′) ·ϕ(0)(z,µ ′)dµ ′, (6.54)
или, в дискретных значениях µm:
S(0)m (z) = Σs ·
M
∑
m ′=1
wm ′ ·Cm,m ′ ·ϕ(0)m ′ (z). (6.55)
Формула (6.55) не до конца “правильная”: следует иметь в виду, чтоϕ –
сеточная функция и по µ и по z, т.е. ϕi,m. В (6.55)wm – веса квадратурной
формулы, а Cm,m ′ – матрица рассеяния, связанная с интегрированной
по ψ индикатрисой рассеяния:
Cm,m ′(z) = g¯(z,µm,µ ′m ′)≡
2π∫
0
dψ ′g(z,µm,m
′
0 ), (6.56)
где µm,m
′
0 = µm ·µm ′+
√
(1−µ2m) · (1− (µ ′m)2) · cosψ−ψ ′,
т.е. индикатриса интегрируется по азимутальному углуψ для дискрет-
ных по µ значений.
5. Итак, уточнен источник F(0)m (z) = S(0)m (z)+ qm(z). Повторив вы-
числения, описанные в пп. 2–3, получим первое приближение сеточ-
ной функции плотности потока ϕ(1)k,m. Далее пересчитываем интеграл
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рассеяния и получаем S(1)m (z) и т.д. Критерий прекращения итераций
может быть, например, таким: “n+1”-я итерация не выполняется, если
для “n”-й итерации
max
k,m
|ϕ(n)k,m−ϕ(n−1)k,m |
ϕ(n)k,m
< ε, (6.57)
где ε – заданное малое число, определяющее точность расчета.
В случае медленной сходимости метода Владимирова, Sn-метода
или любого другого, основанного на итерационном принципе, при-
ходится прибегать к приемам ускорения сходимости. Один из таких
приемов называется балансным методом ускорения сходимости. Ба-
лансный метод характеризуется простотой и глубоким физическим
содержанием. Он применяется как при решении односкоростных за-
дач, так и в проблемах многоскоростной теории.
Рассмотрим вышеописанный сходящийся итерационный процесс,
который коротко может быть записан в операторной форме
ˆAϕ(n) = ˆBϕ(n−1) +Q. (6.58)
Здесь
Q≡ q/Σ; (6.59)
ˆAϕ≡ 1
Σ
Ω∇ϕ+ϕ; (6.60)
ˆBϕ≡
∫
g(r,Ω)Ω ′)ϕ(r,Ω ′)dΩ ′. (6.61)
Предположим, что в уравнении подставлено решение, в результате
чего получено тождество. Умножим это тождество скалярно на неко-
торую функцию p(r,Ω)> 0:(
[ ˆA− ˆB]ϕ, p)= (Q, p). (6.62)
Если итерационный процесс (6.58) при данном n еще нельзя оборвать
(разность |ϕ(n−1)−ϕ(n)|) заметно отличается от нуля), то на рассмат-
риваемом итерационном этапе функция ϕ(n), вообще говоря, не удо-
влетворяет равенству (6.62), так как она в этом случае подчиняется
другому соотношению:(
[ ˆA− ˆB]ϕ, p)= (Q, p)+( ˆB[ϕ(n−1)−ϕ(n)], p). (6.63)
Из последней формулы видно, что требуемое равенство (6.62) заве-
домо удовлетворяется только при n→ ∞. Для ускорения сходимости
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полученную функцию ϕ(n) умножают на некоторую константуCn, по-
добраннуютакимобразом, чтобыфункцияCn ·ϕ(n) удовлетворяла тож-
деству (6.62). В итоге приходим к следующему модифицированному
процессу:
A ϕ˜(n) = Bϕ(n−1) +Q; ϕ(n) =Cn · ϕ˜(n), (6.64)
где ϕ˜(n) следует рассматривать как некоторый промежуточныйрезуль-
тат, а константа
Cn =
(Q, p)(
[ ˆA− ˆB]ϕ˜(n), p) . (6.65)
В полученной формуле (Q, p) = 0, так как p > 0, а функция источни-
ков Q неотрицательна и не равна тождественно нулю. Следовательно,
константа Cn = 0. Хотя доказательство сходимости предложенного
модифицированного процесса в общем случае не получено, практиче-
ское применение алгоритма (6.64) в ряде случаев весьма эффективно.
Описанные схемыМХи Sn -метода реализованыв современнойоте-
чественной программе òïú-6, позволяющей получать решение урав-
нения переноса не только в плоскопараллельной (z,µ) геометрии, но и
в одномерных сферической (r,µ)и цилиндрической (r,µ,ψ) геометриях.
Из других отечественных серийных компьютерных программ от-
метим программы òáäõçá и ëáóëáä.
òáäõçá – основная отечественная программа для двумерных рас-
четов, представляющая собой целое семейство компьютерных кодов
с широкими функциональными возможностями.
ëáóëáä – новая быстродействующая программа для двумерных
расчетов, использующая эффективные алгоритмические схемы.
Из зарубежных компьютерныхпрограмм, реализующихметод дис-
кретных ординат, отметим две программы:
ANISN – реализует одномерную расчетную схему по изложенной
выше расчетной схеме и характеризуется развитым сервисом и уни-
версальными файлами;
DOT – основная зарубежная программа для двумерных расчетов по
методу дискретных ординат.
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ГЛАВА 7
МЕТОД МОНТЕ-КАРЛО
Метод Монте-Карло (ММК) (метод статистических испытаний)
зародился в середине прошлого века в США в ходе работы по созда-
нию атомного оружия. Его применение стало возможным благодаря
появлению первых электронно-вычислительных машин.
7.1. Основы метода ММК
Моделирование различных “случайных” величин на ЭВМ основа-
но на использовании датчика случайных чисел. Так называются под-
программы, которые в качестве выходного параметра выдают зна-
чение si случайного числа s, равномерно распределенного на интер-
вале [0,1]. Для вычисления si используют какую-либо рекуррентную
формулу, например умножение по модулю M предыдущего значения
последовательности ni−1 на заданную константу L:
ni = L ·ni−1 (modM) ; (7.1)
si = ni/M, (7.2)
где L и M – некоторые большие числа, например L = 517 и M = 240.
Числа si при этом не являются, строго говоря, случайными и поэтому
в теории ММК называются псевдослучайными. Использование их в
расчете обеспечивает возобновляемость результатов при повторных
расчетах одной и той же задачи, что очень полезно при отладке про-
грамм. Качество псевдослучайных чисел, то есть их равномерность,
обязательно проверяют с помощью специальных тестов.
Имея одно или несколько случайных чисел, равномерно распреде-
ленных на интервале [0,1], можно построить алгоритм моделирования
(розыгрыша, выбора) случайной величины ξ с произвольной функ-
цией распределения F(x) (рис. 7.1). Сложность алгоритма розыгрыша
зависит от вида функции F(x). Рассмотрим несколько простых приме-
ров.
Метод обратных функций. Для непрерывных случайных величин
с простой функцией распределения применим метод обратных функ-
ций, который состоит в том, что записывается уравнение
F(ξ) = s, s ∈ [0,1], (7.3)
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F(ξ) =
ξ∫
−∞
f (x)dx
f (x) = F ′(ξ)
∞∫
−∞
f (x)dx=1
Рис. 7.1. Пояснение к алгоритму моделирования: F(x) – кумулятивная
функция распределения и f (x) – плотность распределения для случай-
ной величины ξ
которое разрешается относительно ξ, если это возможно:
ξ= F−1(s). (7.4)
Это и есть общий вид моделирующей формулы для выбранного зна-
чения случайной величины ξ.
Например, для показательного распределения
F(x) = 1− exp(−Σ · x) , x≥ 0 (7.5)
решение соответствующего уравнения
1− exp(−Σ ·ξ) = s (7.6)
дает известную моделирующую формулу
ξ=−1
Σ
· ln(1− s) =−1
Σ
· ln s. (7.7)
Здесь учтена эквивалентность случайных величин (1− s) и s по отно-
шению к формуле моделирования.
Метод отбора (метод исключений). Это более универсальный ме-
тод отбора или исключения. Пусть плотность распределения f (x) слу-
чайной величины ξ имеет сложный для моделирования вид и пусть
также существует некоторая мажорирующая функция g(x), такая, что
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f (x) ≤ g(x), и для нормированной плотности которой известен алго-
ритм моделирования случайной величины η. Частным случаем явля-
ется g(x) = const = max( f (x)). Тогда алгоритм моделирования может
быть следующий.
Выбираем значение ηi по нормированной плотности
g(x)∫
g(x)dx
. (7.8)
Для очередного случайного числа si, равномерно распределенного на
интервале [0,1], проверяем условие: если si · g(ηi) < f (ηi), то есть зна-
чение si · g(ηi) лежит ниже кривой f (x), то полагаем ξi = ηi, иначе –
выбранное значение ηi отбрасываем, и процесс повторяется.
Метод суперпозиции относится к к плотности распределения f (x),
которую можно представить в виде суперпозиции плотностей fi(x):
f (x) =
n
∑
k=1
pi fi(x), где
n
∑
k=1
pi = 1. (7.9)
Он состоит в том, что сначала пропорционально вероятностям p1 вы-
бирается одна из плотностей fi, входящих в сумму, а затем из нее
осуществляется розыгрыш значения ξ.
7.2. Вычисление интегралов
Применение метода Монте-Карло для вычисления интегралов ос-
новано на том, что практически любой интеграл можно представить
как математическое ожидание некоторой случайной величины.Пусть,
например, необходимо оценить интеграл
J =
∫
X
g(x)dx (7.10)
по мере Лебега в n-мерном евклидовом пространстве X . Умножим и
разделим подынтегральное выражение на некоторую плотность рас-
пределения f (x) n-мерной случайной величины ξ и введем обозначение
q(x) =
g(x)
f (x) , тогда (7.11)
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J =
∫
X
f (x) · g(x)f (x) dx=
∫
X
f (x) ·q(x)dx =M[q(ξ)]. (7.12)
Очевидно, что интеграл, стоящий справа, по определению является
M[q(ξ)] – математическим ожиданием функции q(ξ). Значение матема-
тического ожиданияM[q(ξ)]можно вычислить как среднеарифметиче-
ское значение. Действительно, если мы теперь разыграем N значений
ξ1, ξ2, . . ., ξN случайной величины ξ по плотности f (x) и вычислим для
них значения функции q(ξi), то среднеарифметическое этих значений
JN =
1
N
·
N
∑
k=1
q(ξk) (7.13)
будет оценкой интеграла J по результатам N испытаний. Согласно
закону больших чисел, JN → J при N→ ∞ по вероятности. А согласно
центральной предельной теореме, истинное значение интеграла J с
вероятностью
p(β) = 1√
2π
+β∫
−β
exp
(
−x
2
2
)
dx (7.14)
лежит в доверительном интервале JN±β ·σN, где σN = σ/
√
N – средне-
квадратическая погрешность оценки JN; σ =
√
D[q(ξ)] – стандартное
отклонение, а D[q(ξ)] = ∑(q(ξi)− JN)2 – дисперсия.
Важным достоинством ММК является возможность оценки по-
грешности σN по результатам моделирования. В качестве β обычно
используют значения β=1, 2, 3, которым соответствуют значения ве-
роятностей p(β): 0.68, 0.95, 0.997. Это означает, что с вероятностью
0.68 значение J лежит в интервале JN±σN , с вероятностью 0.95 – внут-
ри интервала JN ± 2σN и с вероятностью 0.997 – внутри интервала
JN±3σN.
Из выражения для погрешности следует, что сходимость метода
Монте-Карло имеет порядок 1/
√
N, то есть для того, чтобы повы-
сить точность в два раза, число испытаний надо увеличить в четыре
раза. При этом зависимость погрешности от N не чувствительна к ви-
ду подынтегральной функции и, что особенно ценно, не зависит от
кратности интеграла. Поэтому метод Монте-Карло является основ-
ным методом для вычисления интегралов большой размерности.
В качестве примера рассмотрим определенный интеграл
J =
b∫
a
g(x)dx (7.15)
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от непрерывной функции g(x) на отрезке [a,b]. Частным случаем плот-
ности распределения f (x) является равномерная плотность:
f (x) = 1
(b−a), x ∈ [a,b], (7.16)
для которой интеграл J выражается в виде
J =
∫
X
f (x)g(x)f (x) dx=
∫
X
f (x) g(x)
1/(b−a) dx= (b−a) ·M[g(ξ)]. (7.17)
Нетрудно заметить, что полученное выражение соответствует извест-
ной из математического анализа теореме о среднем. Оценка вычисле-
ния интеграла по (7.17) равна
JN =
(b−a)
N
N
∑
k=1
g(ξk), (7.18)
где ξk – равномерно распределенные на отрезке [a,b] случайные числа.
Еще одним способом оценки интеграла является бросание точек на
плоскости равномерно по площади прямоугольника, накрывающего
область под кривой g(x), и вычисление доли точек, лежащих внутри
этой области. Отметим, что такой способ является универсальным
способом вычисления объемов произвольных трехмерных тел.
7.3. ММК в задачах переноса излучения
Рассмотрим задачу переноса излучения с источником , общую по-
становку которой можно сформулировать следующим образом. Во-
первых, имеется источник излучения с известными пространственны-
ми, энергетическими и угловыми распределениями испускаемых ча-
стиц. Во-вторых, заданы свойства среды, то есть описаны ее геометрия
и химический состав материалов, из которых состоит среда. И нако-
нец, заданы искомые характеристики излучения, то есть определены
геометрия области детектирования и вид оцениваемого результата.
При этом источник может быть локализован в какой-либо части сре-
ды или распределен по всей среде (геометрически может изменяться от
точки до размеров всей среды). Аналогично и размеры области детек-
тирования могут варьироваться от малых размеров до размеров всей
среды.
Любая математическая модель явления строится при некоторых
предположениях. В теории переноса нейтронов они следующие:
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– нейтрон между столкновениями движется прямолинейно и с по-
стоянной скоростью;
– длянейтрона, движущегося с определенной скоростьюводнород-
ной среде, вероятность столкновения на единице длины постоянна;
– изменение направления и скорости движения нейтрона происхо-
дит при столкновении с атомными ядрами;
– вторичные нейтроны рождаются в той же точке пространства,
где произошло столкновение;
– взаимное столкновение нейтронов отсутствует.
Существует дваразличныхподходакиспользованиюметодаМонте-
Карло в теории переноса излучения:
1) моделирование физических процессов распространения излуче-
ния в среде и накоплении некоторой статистической информации об
искомых величинах без привлечения математического аппарата тео-
рии переноса;
2) метод формального математического решения уравнения пере-
носа излучения, при которомрешение представляется в виде рядаНей-
мана и далее этот ряд суммируется при помощи методаМонте-Карло.
В данном разделе мы сосредоточим внимание на втором подходе,
а именно – на использовании метода Монте-Карло для решения урав-
нений переноса. Продемонстрируем технологию ММК на примере
стационарного уравнения Пайерлса.
ϕ(r) = 1
4π
·
∫
V
(
Σs ·ϕ(r ′)+q(r ′)
)
· exp(−Σ · |r
′ −r|)
|r ′ −r|2 dr
′. (7.19)
Перепишем уравнение (7.19) в виде суммы двух интегралов.
ϕ(r) =
∫
V
[
Σs · exp(−Σ · |r ′ −r|)
4π · |r ′ −r|2
]
·ϕ(r ′) dr ′+
+
∫
V
[
exp(−Σ · |r ′ −r|)
4π · |r ′ −r|2
]
·q(r ′) dr ′. (7.20)
Первый интеграл (7.20) можно трактовать как интегральное преобра-
зование с известным ядром k(r,r ′):
k(r,r ′) = Σs · exp(−Σ · |r
′ −r|)
4π · |r ′ −r|2 . (7.21)
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Второй интеграл (7.20) представляет собой интегральную функцию
f (r) от известной функции источника q(r):
f (r) =
∫
V
[
exp(−Σ · |r ′ −r|)
4π · |r ′ −r|2
]
·q(r ′) dr ′. (7.22)
С учетом введенных обозначений перепишем уравнение (7.20) в виде
ϕ(r) =
∫
V
k(r,r ′) ·ϕ(r ′) dr ′+ f (r). (7.23)
В операторной форме это уравнение выглядит следующим образом:
ϕ= ˆKϕ+ f . (7.24)
В п. 4.4 была приведен итерационный алгоритм решения стационар-
ного уравнения Пайерлса. Перепишем этот алгоритм в операторной
форме с учетом новых обозначений. Общая формула итерационного
процесса
ϕ(i) = ˆKϕ(i−1) + f , (7.25)
где i – номер итерации. Схема итерационного процесса выглядит сле-
дующим образом. Отметим, что функция в правой части нулевой ите-
рацииможет быть, вообще говоря, произвольной стартовойфункцией
ϕ0(r). Выбор ϕ0(r) = f удобен с точки зрения последующей системати-
зации и обобщения итерационной схемы.
ϕ(0)(r) = ˆKϕ0(r) = f ,
ϕ(1)(r) = ˆKϕ(0)(r)+ f = ˆK f + f ,
ϕ(2)(r) = ˆKϕ(1)(r)+ f = ˆK2 f + ˆK f + f ,
. . . . . .
ϕ(i)(r) = ˆKϕ(i−1)(r)+ f = ˆKi f + ˆKi−1 f + . . .+ ˆK f + f .
(7.26)
Последовательные приближения ϕ(i)(r) сходятся при t→∞ к решению
ϕ(r) уравнения тогда и только тогда, когда это решение представимо
в виде ряда Неймана
ϕ(r) =
∞
∑
i=0
ˆKi f (r). (7.27)
Члены ряда Неймана представляют собой кратные интегралы. При-
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ведем в явном виде несколько первых членов ряда Неймана.
ϕ(1)(r) =
∫
V
k(r,r ′) ·ϕ0(r ′) dr ′+ f (r);
ϕ(2)(r) =
∫
V
k(r,r ′) ·ϕ(1)(r ′) dr ′+ f (r) =
=
∫
V
∫
V
k(r,r ′) · k(r ′,r ′′) · f (r ′′) dr ′′ dr ′+ ∫
V
k(r,r ′) · f (r ′) dr ′+ f (r).
(7.28)
Интегралы высокой степени кратности можно вычислить только по
методу Монте-Карло. Выше уже было отмечено, что технология вы-
числения кратных интегралов по методу Монте-Карло не зависит от
кратности этих интегралов.
Обобщим рассмотрение уравнения переноса. В общем случае это
уравнение является интегральным уравнением Фредгольма второго
рода. Ему соответствует однородная марковская цепь событий с за-
данной переходной плотностью, которая зависит от элементарных
процессов взаимодействия излучения с веществом, а начальное рас-
пределение – от источника излучения. Все это определяет аналоговый
процесс случайных блужданий частицы. Для обсуждения этого про-
цесса введем новые понятия.
Траектория – это звено марковской цепи. Для ее определения на-
помним, что интегральное уравнениепереноса в общем случае зависит
от семи независимых переменных. В n-мерном фазовом пространстве
области G зададим n-мерную точку Q(r,Ω,E) ∈ G. Обозначим Q0 на-
чальную точку движения частицы в n-мерном пространстве. Тогда
Ti = (Q0→ Q1→ . . .→ Qi)−
это траектория в области G блуждания частицы от начальной точки
Q0 до точки Qi. Плотность вероятности перехода между двумя сосед-
ними точками Qi−1 и Qi траектории в фазовом пространстве описыва-
ется функцией p(Qi−1,Qi). Ядро оператора этого перехода обозначим
ˆK(Qi−1,Qi). В этих обозначениях определим весовые коэффициенты
Wj, функции от траектории
ˆWj =
ˆK(Q0,Q1) · ˆK(Q1,Q2) · . . . · ˆK(Q j−1,Q j)
p(Q0,Q1) · p(Q1,Q2) · . . . · p(Q j−1,Q j) , j = 1 . . . i. (7.29)
Легко заметить, что при ˆW0 = 1 имеет место рекуррентное соотноше-
ние для коэффициентовWj:
ˆWj =
ˆK(Q j−1,Q j)
p(Q j−1,Q j) ·
ˆWj−1. (7.30)
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7.3. ММК в задачах переноса излучения
В задачах переноса излучения интерес, как правило, представляет не
само решение уравнения переноса, а некоторые линейные функциона-
лы J от него следующего вида:
J = 〈ϕ,Ψ〉=
∫
G
ϕ(Q) ·Ψ(Q)dG, (7.31)
где интегрирование ведется по области G фазового пространства, а
Ψ(Q) – функция связи, определяющая тип функционала. Для функции
Ψ(Q) определим случайную величину, зависящую от траектории
ξ(Ψ) =
[
Ψ(Q0)
p(Q0)
]
·
∞
∑
i=1
ˆWi · f (Qi), (7.32)
где p(Q0) – плотность вероятности для появления частицы в началь-
ной точке Q0 траектории; f – интегральное преобразование (7.22) от
известной функции источника. В теории метода Монте-Карло дока-
зывается, что для набора из N траекторий, где s – номер траектории,
имеет место соотношение
〈ϕ,Ψ〉=M[ξ(Ψ)]∼= 1N ·
N
∑
s=1
ξ(Ψ)s. (7.33)
Для расчета линейного функционала требуется моделировать различ-
ные траектории. Метод Монте-Карло — наглядный метод расчета
переноса излучения. Программа моделирует большое число незави-
симых траекторий частиц. Моделирование каждой траектории начи-
нается с розыгрышаQ(r,Ω,E) ∈G частицы источника и продолжается
моделированием отдельных звеньев траектории, объединенных в цепь
Маркова. Моделирование звена траектории включает в себя:
– розыгрыш длины свободного пробега;
– определение расстояния до границы области;
– фиксирование пересечения границы области;
– фиксирование столкновения частицы;
– розыгрыш типа взаимодействия при столкновении;
– розыгрыш параметров вторичной частицы;
– фиксирование результата в детекторе.
В заключение сформулируем преимущества метода Монте-Карло.
1. Отказ от упрощающих приближений. Достоверность результа-
тов определяется точностью теоретического описания и эксперимен-
тальных данных о взаимодействии частиц с веществом.
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2. Слабая зависимость трудоемкости расчета и требуемого объема
оперативной памяти от размера задачи: моделирование траекторий
частиц изначально ведется в трехмерном пространстве.
3. Простота организации параллельных вычислений, причем с ко-
эффициентом распараллеливания, близким к единице, т.к. траектории
моделируются независимо друг от друга.
Метод Монте-Карло реализован во многих серийных компьютер-
ных программах. Из отечественных разработок отметим компьютер-
ные программы MCU и ðòéúíá.
MCU – это российская универсальная программа расчёта потоков
частиц методом Монте-Карло.
ðòéúíá – это универсальная программа для решения линейных за-
дач переноса излучения методомМонте-Карло, которая обеспечивает
моделирование раздельного и совместного переноса нейтронов, фото-
нов, электронов, позитронов и ионов на основе спектрометрических
данных о взаимодействии частиц с веществом в одно- двух- и трех-
мерной геометрии. Серийная программа ðòéúíá обеспечивает расчет
для следующих диапазонов энергий частиц:
10−4 эВ – 150 МэВ (нейтроны);
1 кэВ – 100 МэВ (фотоны);
10 кэВ – 100 МэВ (электроны и позитроны);
100 эВ – 300 МэВ (ионы).
Из зарубежных разработок наиболее популярной остается про-
граммаMCNP (MonteCarloN-Particle TransportCode), которая предна-
значена для моделирования протекания ядерных процессов с исполь-
зованием методов Монте-Карло. ПрограммаMCNP была разработа-
на более 30 лет назад в Лос-Аламосской национальной лаборатории
США на языке программирования фортран. В настоящее время про-
грамма способна моделировать также взаимодействие с участием ней-
тронов, фотонов и электронов, а не только реакции ядерного распада,
для которых она первоначально разрабатывалась.
ПрограммаMCNP версии 5 поддерживает платформы IRIX, DEC
Alpha, AIX, SPARC, x86 (GNU/Linux и Microsoft Windows). В насто-
ящее время в Лос-Аламосе развивается также программа MCNPX,
являющаяся сочетанием транспортного кода MCNP с программой
LAHET, предварительно моделирующей расщепление ядер мишени
под действием протонов и легких ядер. Обе программы позволяют
судить о степени критичности ядерной системы.
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ГЛАВА 8
МНОГОСКОРОСТНОЕ УРАВНЕНИЕ ПЕРЕНОСА
В разделе 3 было получено кинетическое УП в односкоростном
приближении. На односкоростной модели были продемонстрирова-
ны методы решения УП. Действительно, все приемы разностной ап-
проксимации УП и решения разностных аналогов вполне могут быть
показаны на односкоростном УП. Но при анализе практических за-
дач переноса излучений энергетической зависимостью параметров и
решения УД пренебречь невозможно. Все методы решения УП, опи-
санные выше, естественно, пригодны и для решения УП с энергетиче-
ской зависимостью в том случае, если эта зависимость представлена в
“групповом приближении” (см. п. 8.2).
Энергетическая переменная в задачах переноса неменее существен-
на, чем пространственные и угловые переменные. Дело в том, что ха-
рактеристики взаимодействия нейтронов с ядрами (сечения) имеют
сложную, специфическую и трудно учитываемую в расчетах зависи-
мость от скорости (энергии) нейтрона.
8.1. Уравнение с энергетической зависимостью
Получим УП в предположении, что рассеяние нейтрона, изменяя
направление его движения, изменяет (уменьшает) и его скорость. Та-
кая модель вполне оправдана: реакция упругого рассеяния нейтронов,
например, однозначно связывает изменение направления движения и
изменение величины скорости.
Прежде всего необходимо расширить понятие функции фазовой
плотности нейтронов, дополнив список ее аргументов еще одним –
скоростью. Пусть F(ΔV,Δv,ΔΩ,t) – количество нейтронов в объеме ΔV
около некоторой точки r, абсолютные значения скоростей которых
заключены в интервале (v,v+Δv), а направления скоростей – в интер-
вале ΔΩ около некоторого направления Ω; все это зафиксировано в
момент времени t. Очевидно, что функция F(.) аддитивна относитель-
но области ΔG = (ΔV,Δv,ΔΩ). Производная функции F(.) по области
ΔG называется фазовой плотностью нейтронов:
lim
ΔG→0
F(ΔV,Δv,ΔΩ,t)
|ΔV ·Δv ·ΔΩ| = n(r,v,
Ω,t). (8.1)
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Обобщим следующие основные понятия, ранее полученные в одно-
скоростном приближении:
a) плотность фазового потока нейтронов по определению
ϕ(r,v,Ω,t)≡ v ·n(r,v,Ω,t);
b) пучок нейтронов (ΔvΔΩ)
v,Ω – это совокупность нейтронов, направ-
ления движения которых заключены в телесном угле ΔΩ около
направления Ω, а абсолютные значения скоростей заключены в
интервале δv около значения v.
Составим элементарный баланс нейтронов пучка (ΔvΔΩ)
v,Ω для неко-
торого произвольного, но конечного объема v, “погруженного” в об-
ласть V0, заполненную нейтронами. Баланс составляется для малого
промежутка времени Δt. Ограничение на одинаковую скорость для
нейтронов снимается, остальные ограничения, введенные при получе-
нии односкоростного УП, остаются.
1. Нейтроны не взаимодействуют между собой.
2. Квантовыми свойствами, частиц пренебрегаем.
Ограничение 1 определяется тем, что плотности нейтронов и ядер
несоизмеримы ((1012÷I019)1024).Из ограничения 1, в частности, сле-
дует линейность уравнения переноса.
Ограничение 2 означает, что при выводе УП эффекты, связанные с
поляризацией нейтронов за счет спин-орбитального взаимодействия,
не учитываются вследствие их пренебрежимо малого влияния.
Итак, при заданном поле n(r,v,Ω,t) приращение количества ней-
тронов пучка (ΔvΔΩ)
v,Ω в объеме V за промежуток Δt можно предста-
вить в виде
ΔNv = ΔΩ ·Δv
∫
V
[
n(r,v,Ω,t+Δt)−n(r,v,Ω,t)
]
dV. (8.2)
Это изменение обусловливают:
1. Прибыль нейтронов: 2. Убыль нейтронов:
1.1. “работа” источников; 2.1. поглощение;
1.2. переход из других пучков; 2.2. рассеяния из пучка;
1.3. деления ядер. 2.3. механическое перемещение.
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Рассмотрим последовательно компоненты баланса.
1. Расчет прибыли нейтронов
1.1. Если q(r,v,Ω,t) есть фазовая плотность источников, то соот-
ветствующий вклад ΔNq в пучок за промежуток времени Δt
ΔNq =
∫
Δt
dt
∫
ΔΩ
dΩ
∫
Δv
dv
∫
V
q(r,v,Ω,t)V dV = ΔΩ ·Δv ·Δt
∫
V
q(r,v,Ω,t)dV. (8.3)
При вычислении вклада трижды применена теорема о среднем в силу
малости интервалов δt, ΔΩ и Δv. Кстати, теорема о среднем, без упоми-
нания, была дважды применена и при получении (8.2). Далее теорема
о среднем будет применяться “автоматически”, т.е. без упоминания.
1.2. Вычисление прибыли ΔNv,Ω за счет перехода из других пучков
(Δv ′ΔΩ ′)
v ′,Ω ′ требует описания механизма перехода при рассеянии.
Рассмотрим вероятность того, что нейтрон, имеющийдо рассеяния
скоростьv ′, в результате рассеяния изменит скорость по направлению
и абсолютной величине и попадет в пучок (ΔvΔΩ)
v,Ω. Вероятность по-
падания в наш пучок зависит не от каждого из векторов направления
в отдельности, а от угла между ними, т.е. от скалярного произведения
(Ω ·Ω ′). Далее, эта вероятность Рs зависит от величины “карманов” Δv
и ΔΩ, в которые должны попадать нейтроны при рассеянии (очевид-
но, эта вероятность тем больше, чем больше величина “карманов”), от
значений каждой из скоростей v ′ и v и, в общем случае, от координа-
ты, т.е. Ps(r,v,v ′,Ω ·Ω ′,Δv,ΔΩ). Эта вероятность попадания в конечные
“карманы” Δv и ΔΩ, очевидно, аддитивна по Δv и ΔΩ. Ее производная
по области Δv ·ΔΩ называется индикатрисой рассеяния g(r,v,v ′,Ω ·Ω ′)
и является вероятностью для нейтрона рассеяться из направления Ω ′
при скорости v ′ в единичный телесный угол с “осью” Ω и в единичный
интервал скоростей около скорости v:
g(r,v,v ′,Ω ·Ω ′) = lim
Δv→0
ΔΩ→0
Ps(r,v,v ′,Ω ·Ω ′,Δv,ΔΩ)
|Δv ·ΔΩ| . (8.4)
Нормировка индикатрисы рассеяния учитывает тривиальный факт
“сохранения нейтрона”, а именно: нейтрон, рассеявшись, попадет в
какое-либо направление, принадлежащее полному телесному углу 4π:
∞∫
0
dv ′
∫
4π
g(r,v,v ′,Ω ·Ω ′)dΩ ′ = 1. (8.5)
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Для учета вклада в наш пучок нейтронов из других пучков сначала
подсчитаем количество нейтронов, направления движения которых
лежат в элементарном телесном угле dΩ ′ с “осью” Ω ′, а скорости – в
элементарном интервале dv ′ около v ′, рассеявшихся в элементарном
объеме dV за промежуток времени Δt:
ΔCs = Δt ·Σs(r,v ′) ·ϕ(r,v ′,Ω ′,t)dV dΩ ′dv ′. (8.6)
Далее необходимо нейтроны (8.6) “развернуть” в направлении Ω и
“придать” им скорость v, что можно сделать при помощи оператора
индикатрисы рассеяния (8.4):
ΔCs ·g(r,v,v ′,Ω ·Ω ′) = Δt ·Σs(r,v ′) ·ϕ(r,v ′,Ω ′,t) ·g(r,v,v ′,Ω ·Ω ′)dV dΩ ′dv ′.
(8.7)
Проинтегрировать элементарный вклад (8.7) по всему объему V , по
всем исходным направлениям до рассеяния Ω ′ и по исходным ско-
ростям v ′, а также по величинам “карманов” ΔΩ и Δv; в последних
интегралах по dΩ и dv применим теорему о среднем:
ΔNv,Ω = ΔΩ ·Δv ·Δt
∫
V
dV
∞∫
0
dv ′
∫
4π
Σs(r,v ′) ·ϕ(r,v ′,Ω ′,t) ·g(r,v,v ′,Ω ·Ω ′)dΩ ′.
(8.8)
1.3. В среде могут находиться делящиеся материалы – ядра неко-
торых изотопов урана и плутония. Для простоты предположим, что в
данном случае присутствует один делящийся изотоп.
Пусть ν – среднее число вторичных нейтронов на один акт деления,
вызванный нейтроном, имеющим скорость v ′: ν(v ′).
Рассмотрим вероятность того, что нейтрон, имеющий до захвата
делящимся изотопом скорость v ′ и направление движения Ω ′, в ре-
зультате деления высвободит вторичный нейтрон, который попадет в
пучок (ΔvΔΩ)
v,Ω. Как показывает эксперимент, угловое распределение
вторичных нейтронов изотропно, т.е. не зависит ни от угла между Ω ′
и Ω, ни от каждого из векторов Ω ′ и Ω в отдельности. Эта вероятность
Р зависит, естественно, от величины “карманов” Δ v и ΔΩ, в которые
должны попадать вторичные нейтроны (чем больше величины Δ v и
ΔΩ, тем больше вероятность), от значений каждой из скоростей v ′ и v
и, в общем случае, от координаты, т.е. Pf (r,v,v ′,Δv,ΔΩ). Вероятность
попадания в результате деления в конечные “карманы” Δ v и ΔΩ, оче-
видно, аддитивна по Δ v и ΔΩ. Ее производная по области Δ v ·ΔΩ
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называется плотностью вероятности деления χ(r,v,v ′)/4π:
χ(r,v,v ′)
4π
= lim
Δv→0
ΔΩ→0
Pf (r,v,v ′,Δv,ΔΩ)
|Δv ·ΔΩ| . (8.9)
Теперь несложно подсчитать прибыль в пучок ΔNf за счет деления:
ΔNf =
ΔΩ ·Δv ·Δt
4π
∫
V
dV
∞∫
0
dv ′ν(v ′) ·Σ f (r,v ′) ·χ(r,v,v ′)
∫
4π
dΩ ′ϕ(r,v ′,Ω ′,t).
(8.10)
2. Расчет убыли нейтронов
2.1. Расчет убыли нейтронов начнем с интегрирования плотности
поглощений в пучке:
ΔNa = ΔΩ ·Δv ·Δt
∫
V
Σa(r,v) ·ϕ(r,v,Ω,t)dV. (8.11)
2.2. Аналогично учитывается убыль из пучка за счет рассеяния:
ΔNs = ΔΩ ·Δv ·Δt
∫
V
Σs(r,v) ·ϕ(r,v,Ω,t)dV. (8.12)
Возможно рассеяние на малые углы, которое сохраняет направле-
ние в пределах пучка (ΔvΔΩ)
v,Ω. Вклад таких рассеяний может быть
оценен (см. (3.30)) – этот вклад оказывается величиной более высо-
кого порядка малости, чем вклады остальных компонентов баланса,
поэтому учитываться не будет.
2.3. Механический увод из объемаV подсчитывается интегрирова-
нием скалярногопроизведенияплотности векторного токананормаль
к поверхности, ограничивающей объем, по всей поверхности S данно-
го объема. С учетом параметров пучка Δv и ΔΩ и интервала времени
Δt запишем величину увода:
ΔNsur = ΔΩ ·Δv ·Δt
∮
S
(j ·n)dS ≡
∮
S
(Ω ·n) ·ϕ(r,v,Ω,t)dS. (8.13)
Здесь использована связь плотности векторного тока и плотности по-
тока: j = Ω ·ϕ. Запишем, наконец, соотношение баланса:
ΔNV = ΔNq+ΔNv,Ω+ΔNf −ΔNa−ΔNs−ΔNsur, (8.14)
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или подробнее:
ΔΩΔv
∫
V
[
n(r,v,Ω,t+Δt)−n(r,v,Ω,t)
]
dV =
= ΔΩΔvΔt
⎧⎨⎩−
∮
S
(Ω ·n) ·ϕ(r,v,Ω,t)dS+
+
∫
V
⎡⎣q(r,v,Ω,t)+ ∞∫
0
dv ′
⎡⎣∫
4π
Σs(r,v ′) ·ϕ(r,v ′,Ω ′,t) ·g(r,v,v ′,Ω ·Ω ′)dΩ ′ +
+
1
4π
ν(v ′) ·Σ f (r,v ′) ·χ(r,v,v ′)
∫
4π
dΩ ′ϕ(r,v ′,Ω ′,t)
⎤⎦−
−Σ(r,v) ·ϕ(r,v,Ω,t)
]
dV
⎫⎪⎬⎪⎭ , (8.15)
где Σ(r,v) = Σa(r,v)+Σs(r,v) – полное сечение взаимодействия.
Для преобразования поверхностного интеграла в объемный вос-
пользуемся, как и при выводе односкоростногоУП, теоремой Острог-
радского-Гаусса
∮
S
(j ·n)dS ≡
∮
S
jdS=
∫
V
∇jdV ≡
∫
V
∇(Ω ·ϕ)dV (8.16)
и в последнем интеграле (8.16) выполним дифференцирование произ-
ведения (Ω ·ϕ):
∫
V
∇(Ω ·ϕ)dV =
∫
V
[
Ω∇ϕ+ϕ∇Ω
]
dV =
=
∫
V
Ω∇ϕdV +
∫
V
[
ϕ ·
[∂Ωx
∂x +
∂Ωy
∂y +
∂Ωz
∂z
]]
dV =
∫
V
(Ω∇ϕ)dV. (8.17)
Второй из интегралов (8.17) зануляется в силу равенства нулю подын-
тегральной функции ϕ ·divΩ.
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Поделим, с учетом преобразования поверхностного интеграла, обе
части равенства (8.15) на произведение ΔΩ ·Δv ·Δt = 0, перейдем к пре-
делу при Δt→ 0 и перенесем все члены влево:
∫
V
⎡⎣∂n
∂t +
Ω∇ϕ+Σϕ−q−
∞∫
0
Σs(r,v ′)dv ′
∫
4π
g(r,v,v ′,Ω ·Ω ′) ·ϕ(r,v ′,Ω ′,t)dΩ ′−
− 1
4π
∞∫
0
ν( ′) ·Σ f (r,v ′) ·χ(r,v,v ′)
∫
4π
dΩ ′ϕ(r,v ′,Ω ′,t)
⎤⎦ dV = 0. (8.18)
Ввидупроизвольностиобъемаинтегрированияинепрерывностиподын-
тегральной функции из (8.18) следует равенство нулю подынтеграль-
ного выражения:
∂n
∂t +
Ω∇ϕ+Σϕ−q−
∞∫
0
Σs(r,v ′)dv ′
∫
4π
g(r,v,v ′,Ω ·Ω ′) ·ϕ(r,v ′,Ω ′,t)dΩ ′−
− 1
4π
∞∫
0
ν(v ′) ·Σ f (r,v ′) ·χ(r,v,v ′)
∫
4π
dΩ ′ϕ(r,v ′,Ω ′,t) = 0. (8.19)
Перейдем к одной функции ϕ≡ n · v и запишем многоскоростное урав-
нение переноса:
1
v
∂ϕ(r,v,Ω,t)
∂t +
Ω ·∇ϕ(r,v,Ω,t)+Σ(r,v) ·ϕ(r,v,Ω,t) =
=
∞∫
0
Σs(r,v ′)dv ′
∫
4π
g(r,v,v ′,Ω ·Ω ′) ·ϕ(r,v ′,Ω ′,t)dΩ ′+
+
1
4π
∞∫
0
ν(v ′) ·Σ f (r,v ′) ·χ(r,v,v ′)
∫
4π
dΩ ′ϕ(r,v ′,Ω ′,t)+q(r,v,Ω,t). (8.20)
Для задач, в которых плотность фазового потока ϕ не зависит от
времени, т.е. ∂ϕ/∂t = 0, используется стационарное многоскоростное
уравнение.
Уравнение переноса (8.20) должно быть дополнено начальными и
граничными условиями.Эти условия совпадаютпоформе с условиями
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для односкоростного УП, добавляется только параметрическая зави-
симость от скорости v. Итак, начальные условия: в момент времени
t = t0 задается распределение плотности фазового потока:
ϕ(r,v,Ω,t0) = f (r,v,Ω), (8.21)
где f (r,v,Ω) – известная функция. Контактные граничные условия на
поверхности раздела двух сред:
(Ω ·n) ·ϕ(rs−0,v,Ω,t) = (Ω ·n) ·ϕ(rs+0,v,Ω,t). (8.22)
Соответственно условия на поверхности раздела невогнутого тела с
пустотой, если в пустоте нет источников, записываются так:
(Ω ·n) ·ϕ(rs,v,Ω,t) = 0 при (Ω ·n)≤ 0. (8.23)
Для многоскоростного УП формулируются соответствующие крае-
вые задачи, в которых искомая функция плотности фазового потока
зависит от скорости (энергии).
8.2. Групповой подход в задачах переноса
Наиболее широко распространенный способ упрощения энерге-
тической зависимости плотности потока в УП – групповой подход,
при котором нейтроны (или фотоны) с достаточно близкими энерги-
ями объединяются в группы. При групповом подходе весь диапазон
изменения энергии E, начиная с области высоких энергий (E0 – макси-
мальная энергия, учитываемая в расчете, например E0=18 МэВ), раз-
бивается на отдельные смежныеинтервалы (группыэнергий)шириной
ΔEi= [Ei−1−Ei] так, что Ei−1> Ei, где i= 1,2, . . . ,N номер группы.При-
ведем конкретный пример разбиения на группы, принятый при одном
варианте практического расчета защиты ядерного реактора.
Номер группы i 1 2 3 4 5 6 7 8
Ei, МэВ 14.0 10.5 6.5 4.0 2.5 1.4 0.8 <0.8
ΔEi, МэВ [E0,14.0 ] 3.5 4.0 2.5 1.5 1.1 0.6 0.8
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Искомой функцией становится кусочно-постоянная аппроксимация
плотности потока – “плотность группового потока” – как интеграла
по энергии:
ϕi(r,Ω) =
Ei−1∫
Ei
ϕ(r,E,Ω)dE. (8.24)
В групповой модели энергетическая зависимость сечений и источ-
ников также аппроксимируется кусочно-постоянными на энергетиче-
ском интервале групповыми функциями.
Запишем стационарное уравнение переноса:
Ω ·∇ϕ(r,v,Ω,t)+Σ(r,v) ·ϕ(r,v,Ω,t) =
=
∞∫
0
Σs(r,E ′)dE ′
∫
4π
g(r,E,E ′,Ω ·Ω ′) ·ϕ(r,E ′,Ω ′,t)dΩ ′+q(r,E,Ω,t).
(8.25)
Здесь как обычно:
ϕ(r,E,Ω,t) – плотность фазового потока нейтронов;
Σ – полное макросечение взаимодействия ней-
тронов с ядрами среды;
Σs – макросечение рассеяния;
g(r,E,E ′,Ω ·Ω ′) – индикатриса рассеяния нейтронов, определя-
ющаяплотность вероятностирассеянияизна-
правленияΩ ′ в направлениеΩ с потерей энер-
гии от E ′ до E;
q(r,E,Ω,t) – плотность источников.
Перепишем уравнение (8.25), несколько его упростив:
Ω ·∇ϕ(r,v,Ω,t)+Σ(r,v) ·ϕ(r,v,Ω,t) =
=
∫
4π
dΩ ′
∞∫
0
dE ′Σs(r,E ′ → E,Ω ′ → Ω) ·ϕ(r,E ′,Ω ′,t)+q(r,E,Ω,t), (8.26)
где величина Σs(r,E ′ → E,Ω ′ → Ω)≡ Σs(r,E ′) ·g(r,E,E ′,Ω ·Ω ′) пропор-
циональна произведению вероятности рассеяться при энергии E ′ (это
Σs(r,E ′)) и вероятности рассеяться из направления Ω ′ в направление
Ω с изменением энергии от E ′ до E (это g(r,E,E ′,Ω ·Ω ′)).
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Проинтегрируем (8.26) по энергии в пределах i-й энергетической
группы и получим “групповое” уравнение, а точнее – систему груп-
повых уравнений:
Ω ·∇ϕi(r,Ω)+σir,Ω) ·ϕir,Ω) =
=
i
∑
j=1
∫
4π
Σ j→is (r,Ω ′ → Ω) ·ϕ j(r,Ω ′)dΩ ′+qi(r,Ω), i= 1, . . . , I. (8.27)
Здесь
Σi(r,Ω) =
∫
ΔEi
Σ(r,E) ·ϕ(r,E,Ω)dE
∫
ΔEi
ϕ(r,E,Ω)dE
; qi(r,Ω) =
∫
ΔEi
q(r,E,Ω);
Σ j→is (r,Ω ′ → Ω) =
∫
ΔEi
dE
∫
ΔE j
dE ′Σs(r,E ′ → E,Ω ′ → Ω) ·ϕ(r,E ′, Ω ′)
∫
ΔE j
ϕ(r,E ′, Ω ′)dE ′
.
(8.28)
В выражении (8.27) интеграл по dE ′ по всему диапазону энергий заме-
нен суммой интегралов по групповым диапазонам, причем поскольку
рассеяние может приводить только к потере энергии, эта сумма начи-
нается интегралом по первому энергетическому интервалу (по первой
группе). Отметим, что нумерация групп – обычно от больших энергий
кменьшим.В первом энергетическом интервалеΔEi= E0−E1 значение
максимальной энергии E0 обычно выбирается достаточно большим:
10–18 МэВ. Последний член суммы – интеграл по данной i-й энерге-
тической группе.
Система групповых уравнений (8.27) строго эквивалентна (относи-
тельно групповых потоков) многоскоростному уравнению (8.26) в том
случае, если групповые величины (групповые сечения) выраженыфор-
мулами (8.28), т.е. усредняются с весом искомой функции ϕ(r,E,Ω),
которая, естественно, заранее неизвестна. Отсюда следует, что для
получения групповых значений сечений необходима какая-то оценка
неизвестного решения ϕ(r,E,Ω). Положение несколько облегчается
тем, что неизвестное решение входит в числитель и знаменатель груп-
пового сечения (8.28), из чего следует относительно малая чувстви-
тельность групповых сечений к ошибкам в ϕ(r,E,Ω). Методы получе-
ния групповых сечений представляют собой обширную квазинезави-
симую сферу исследований, на подробностях которой задерживаться
148
8.3. Сопряженные функции и уравнения
не будем, сосредоточившись только на теории возмущений, дающей,
в частности, и общий формализм подхода к константной проблеме.
8.3. Сопряженные функции и уравнения
Если известно значение функции плотности потока ϕ(r,E,Ω), то
любую физическую величину, линейно связанную с этой функцией,
можно выразить в виде линейного функционала
Ip =
∫
dr
∫
dE
∫
dΩϕ(r,E,Ω) · p(r,E,Ω)≡ 〈ϕ, p〉. (8.29)
Здесь для краткости угловыми скобками обозначено интегрирование
по всем переменным. Функция p(r,E,Ω) характеризует связь рассмат-
риваемой физической величины Ip с плотностью потока ϕ(r,E,Ω). Ее
физический смысл – вклад единичной плотности потока в измеряемую
величину Ip. Приведем примеры типичных функционалов.
1. Количество столкновений в некоторой фиксированной точкеr ′
в единицу времени
Ip(r ′) =
∫
dΩ
∫
dE
∫
ϕ(r,E,Ω) ·Σ(E) ·δ(r−r ′)dr. (8.30)
Здесь p(r,E,Ω) = Σ(E) ·δ(r−r ′), где δ(r−r ′) – дельта-функция.
2. Доза в некоторой произвольно фиксированной точкеr ′:
Ip(r ′) =
∫
dΩ
∫
dE
∫
ϕ(r,E,Ω) ·D(E) ·δ(r−r ′)dr, (8.31)
где D(E) – доза, определяемая единичным потоком излучения с энер-
гией E. Здесь p(r,E,Ω) = D(E) ·δ(r−r ′).
3.Плотность потокаизлучения в произвольнофиксированнойточ-
кеr ′ с направлением скорости Ω и энергией E ′:
Ip(r ′) =
∫ ∫ ∫
ϕ(r,E,Ω) ·δ(r−r ′) ·δ(E−E ′) ·δ(Ω−Ω ′)drdE dΩ. (8.32)
Здесь p(r,E,Ω) = δ(r−r ′) ·δ(E−E ′) ·δ(Ω−Ω ′).
Значениефункционала (8.29) и егоконкретныхмодификаций (8.30)-
(8.32) можно определить также с помощью функции ϕ∗(r,E,Ω), сопря-
женной потоку ϕ(r,E,Ω):
Ip = Iq =
∫
dr
∫
dE
∫
dΩϕ∗p(r,E,Ω) ·q(r,E,Ω)≡ 〈ϕ∗p,q〉. (8.33)
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Здесь q(r,E,Ω)–источниквУП(8.25), аϕ∗p(r,E,Ω)–решение сопряжен-
ного уравнения. Это уравнение будет получено ниже. Здесь отметим,
что, в отличие от универсальной сопряженной функции, фигурирую-
щей при расчете критичности реактора, – функции «ценности» ней-
тронов, при расчете характеристик защиты от излучения используют-
ся различные сопряженные функции, каждая из которых относится к
определенному функционалу. В расчетах защиты сопряженную функ-
цию ϕ∗p(r,E,Ω) принято называть функцией «опасности» нейтронов.
«Опасность» нейтроновϕ∗p(r,E,Ω) характеризует вклад в исследуемый
функционал Ip от единичного нейтронного потока в точкеr с энерги-
ей E по направлению Ω. Так, существует «опасность» нейтронов по
отношению к дозе в какой-либо точке, «опасность» по отношению к
полному потоку внутри слоя или на границе и т.д.
Получим сопряженное уравнение. Для этого запишем уравнение
(8.25) в операторном виде
ˆLϕ= q. (8.34)
Тогда сопряженное уравнение запишется следующим образом:
ˆL∗ϕ∗ = p. (8.35)
Здесь ˆL∗ – сопряженныйпоЛагранжуоператор, которыйопределяется
из соотношения
∫ ∫ ∫
ϕ∗ ˆLϕdrdE dΩ=
∫ ∫ ∫
ϕ ˆL∗ϕ∗drdE dΩ, (8.36)
ϕ∗ – сопряженная по потоку нейтронов функция «опасности» нейтро-
нов; p – произвольная пока функция. В краткой записи (8.36) будет
выглядеть следующим образом:
〈ϕ∗, ˆLϕ〉= 〈ϕ, ˆL∗ϕ∗〉. (8.37)
Запишем последнее выражение, воспользовавшись (8.34),(8.35):
〈ϕ∗,q〉= 〈ϕ, p〉. (8.38)
Сопоставляя (8.27) и (8.38), запишем
Ip [ϕ] = 〈ϕ, p〉= 〈ϕ∗,q〉= Iq [ϕ∗] , (8.39)
т.е. здесь соотношение (8.33) получено строго, один и тот же функци-
онал можно получить двумя способами.
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Из этого следует, что каждому линейному функционалу Ip [ϕ] мо-
жет быть поставлена в соответствие функция ϕ∗, удовлетворяющая
уравнению (8.35), причем в качестве свободного члена этого уравне-
ния следует использовать именно функцию p, характеризующую ин-
тересующий нас процесс. Поэтому функциюϕ∗ следует индексировать
ϕ∗p.
Получим сопряженное уравнение, т.е. найдем вид сопряженного
оператора ˆL∗, исходя из условия (8.36). Рассмотрим левую часть урав-
нения (8.36), используя явный вид оператора ˆL из (8.25):
∫ ∫ ∫
ϕ∗ ˆLϕdrdE dΩ=
∫
dr
∫
dΩ
∫
dEϕ∗ ·
[
Ω∇ϕ+Σϕ−
−
∫
dΩ ′
∞∫
E
dE ′Σs(r,E ′ → E,µ ′ → µ)ϕ(r,E ′,Ω ′)
]
. (8.40)
Рассмотрим следующий интеграл:
∫
drϕ∗Ω∇ϕ. (8.41)
Воспользовавшись теоремой Остроградского-Гаусса
∫
V
dr
(
Ω∇
)
ϕϕ∗ =
∫
S
drs|Ωn|ϕϕ∗, (8.42)
гдеn – единичный вектор внешней нормали к поверхности S, получаем
∫
V
drϕ∗Ω∇ϕ=−
∫
V
drϕΩ∇ϕ∗+
∫
S
drs|Ωn|ϕϕ∗. (8.43)
Для простоты рассмотрим случай нулевых граничных условий (отсут-
ствия внешнего облучения):
ϕ(rs,E,Ω) = 0 при (Ω ·n)< 0. (8.44)
Если теперь потребовать, чтобы
ϕ∗(rs,E,Ω) = 0 при (Ω ·n)> 0, (8.45)
то, с учетом (8.44), будем иметь
∫
S
drs|Ω ·n|ϕϕ∗ = 0. (8.46)
151
Глава 8. Многоскоростное уравнение переноса
Следовательно, первый член правой части (8.40) можно записать так:
∫
dr
∫
dΩ
∫
dE ϕ∗Ωϕ=−
∫
dr
∫
dΩ
∫
dE ϕΩϕ∗. (8.47)
В третьем члене правой части (8.40) изменим порядок интегрирования
по углам:
−
∫
dr
∫
dΩ
∫
dE ϕ∗(r,E,Ω)
∫
dΩ ′
∞∫
E
dE ′Σs(r,E ′ → E,Ω ′ → Ω)ϕ(r,E ′,Ω ′) =
=−
∫
dr
∫
dΩ ′
∞∫
E
dE ′ϕ(r,E ′,Ω ′)
∫
dΩ
∫
dEΣs(r,E ′ → E,Ω ′ → Ω)ϕ∗(r,E,Ω).
(8.48)
Для удобства переобозначим переменные интегрирования и изменим
соответствующим образом пределы интегрирования по энергиям:
−
∫
dr
∫
dΩ
∫
dE ϕ(r,E,Ω)
∫
dΩ ′
E∫
0
dE ′Σs(r,E→E ′,Ω→Ω ′)ϕ∗(r,E ′,Ω ′).
(8.49)
Учитывая (8.47) и (8.49), выражение (8.40) перепишем в виде
∫
dr
∫
dΩ
∫
dEϕ∗ ˆLϕ=
∫
dr
∫
dΩ
∫
dEϕ ·
[
−Ω∇ϕ∗+Σϕ∗−
−
∫
dΩ ′
E∫
0
dE ′Σs(r,E → E ′,µ→ µ ′)ϕ∗(r,E ′,Ω ′)
]
. (8.50)
Окончательно сопряженное уравнение (8.35) будет выглядеть так:
−Ω∇ϕ∗+Σϕ∗=
∫
dΩ ′
E∫
0
dE ′Σs(r,E→E ′,µ→ µ ′)ϕ∗(r,E ′,Ω ′)+ p(r,E,Ω),
(8.51)
а соответствующее “нулевое” граничное условие:
ϕ∗(r,E,Ω) = 0 при
(
Ω ·n
)
> 0. (8.52)
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8.4. Теория возмущений
Получим соотношения теории возмущений для линейных функ-
ционалов. Если свойства среды изменяются, т.е. оператор уравнения
(8.34) переходит в “возмущенное” состояние:
ˆL ′ = ˆL+ ˆδL, (8.53)
то изменяется и решение задачи – ϕ, следовательно,
ϕ→ ϕ ′; Ip[ϕ]→ I ′p = Ip+δIp. (8.54)
Не будем фиксировать пока конкретно “способ” изменения оператора
ˆL. Это может быть, например, изменение размеров области (т.е. воз-
действие на градиентныйчлен) илиизменение составаматериалов (т.е.
воздействие на плотность столкновений и интеграл рассеяния) и т.д.
Установим связь изменения оператора и функционала. Возмущённая
система описывается уравнением
ˆL ′ϕ ′ =
(
ˆL+ ˆδL
)
ϕ ′ = q ′, (8.55)
где q ′ = q+δq – возмущенный источник. Сопряженная функция невоз-
мущенной системы, соответствующая функционалу Ip , описывается
уравнением
ˆL∗ϕ∗p = p. (8.56)
Умножим (8.55) на ϕ∗p, а (8.56) – на ϕ ′ и проинтегрируем получен-
ные выражения по всем переменным. Затем вычтем одно из другого
и, пользуясь определением сопряженного оператора (8.37), получим
слева
〈ϕ∗p,
(
ˆL ′ ∗ϕ ′)〉−〈ϕ ′,( ˆL∗ϕ∗p)〉= 〈ϕ∗p,( ˆδLϕ ′)〉, (8.57)
а справа, в силу (8.38), будем иметь
〈ϕ∗p,q ′〉− 〈ϕ ′, p〉= 〈ϕ∗p,q〉+ 〈ϕ∗p,δq〉−〈ϕ ′, p〉=
= 〈ϕ∗p,q〉−〈ϕ ′,(p+δp)〉+ 〈ϕ∗p,δq〉+ 〈ϕ ′,δp〉. (8.58)
Здесь δр – некоторое возмущение источника сопряженной задачи:
p ′ = p+δp. (8.59)
Воспользуемся выражением для возмущенного функционала
I ′p
[
ϕ ′
]
= 〈ϕ ′, p ′〉= I ′q
[
ϕ∗′
]
= 〈ϕ∗′,q ′〉. (8.60)
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Приравнивая выражения (8.57) и (8.58), в соответствии с формулами
(8.39), (8.59) и (8.60), находим
〈ϕ∗p,
(
ˆδLϕ ′
)
〉= Ip− I ′p+ 〈ϕ∗p,δq〉+ 〈ϕ ′,δp〉. (8.61)
Отсюда, используя формулу (8.54), получим общее соотношение тео-
рии возмущений
δIp = 〈ϕ∗p,δq〉+ 〈ϕ ′,δp〉−〈ϕ∗p,
(
ˆδLϕ ′
)
〉. (8.62)
Если вместо уравнений (8.55) и (8.56) рассмотреть сопряженное урав-
нение (
ˆL∗+ ˆδL
)
ϕ∗′p = p ′ (8.63)
и невозмущенное основное кинетическое уравнение (8.34), аналогич-
ным путем можно получить выражение, эквивалентное выражению
(8.62):
δIp = 〈ϕ,δp〉+ 〈ϕ∗′p ,δq〉−〈ϕ,
(
ˆδL∗ϕ∗′p
)
〉. (8.64)
При отсутствии возмущения величин источников р и q , т.е. δp = 0,
δq= 0, формулы теории возмущений (8.62) и (8.64) существенно упро-
щаются:
δIp =−〈ϕ∗p,
(
ˆδLϕ ′
)
〉.δIp =−〈ϕ,
(
ˆδL∗ϕ∗′p
)
〉. (8.65)
Запишем эти соотношения теории возмущений в явном виде через
изменения параметров среды. Пусть различные возмущения в рас-
сматриваемой системе приводят к изменению сечений взаимодействия
нейтронов с веществом:
Σ→Σ+δΣ, Σs(E ′ →E,µ ′ → µ)→Σs(E ′ →E,µ ′ → µ)+δΣs(E ′ →E,µ ′ → µ).
(8.66)
При этом изменяется оператор как основного кинетического урав-
нения ( ˆL → ˆL+ ˆδL), так и сопряженного уравнения ( ˆL∗ → ˆL∗+ ˆδL∗),
причем
ˆδL= δΣ−
∫
dΩ ′
∞∫
E
dE ′δΣs(E ′ → E,µ ′ → µ), (8.67)
ˆδL∗ = δΣ−
∫
dΩ ′
E∫
0
dE ′δΣs(E→ E ′,µ→ µ ′). (8.68)
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Подставив эти выражения в уравнения (8.65) и (8.66) соответственно,
получим формулы теории возмущений в виде
δIp =−
∫
dr
∫
dΩ
∫
dE ϕ∗p
⎡⎣δΣϕ ′−
−
∫
dΩ ′
∞∫
E
dE ′δΣs(E ′ → E,µ ′ → µ)ϕ ′(r,E ′,Ω ′)
⎤⎦ , (8.69)
δIp =−
∫
dr
∫
dΩ
∫
dE ϕ
⎡⎣δΣϕ∗′p−
−
∫
dΩ ′
E∫
0
dE ′δΣs(E → E ′,µ→ µ ′)ϕ∗′p (r,E ′,Ω ′)
⎤⎦ . (8.70)
Теория малых возмущений, часто применяемая в расчетах реактора и
защиты, состоит в следующем. Если возмущение оператора ˆL (а следо-
вательно, и ˆL∗) мало, так что оно не очень сильно искажает функции
ϕ и ϕ∗p, то в формулах (8.62) - (8.70) можно заменить ϕ ′ → ϕ и ϕ∗′p → ϕ∗p.
При этом получаются формулы теории малых возмущений. В частно-
сти,
δIp =−
∫
dr
∫
dΩ
∫
dE ϕ∗p ˆδLϕ, (8.71)
δIp =−
∫
dr
∫
dΩ
∫
dE ϕ ˆδL∗ϕ∗p. (8.72)
Эквивалентность этих соотношений следует из сопряженности опера-
торов ˆδL и ˆδL∗.
Вариация оператора ˆδL означает изменение (возмущение) свойств
среды. Характер этих изменений может быть как естественным (вы-
горание делящегося вещества со временем в работающем ядерном ре-
акторе и накопление в нем продуктов деления; погружение регулиру-
ющих стержней в активную зону реактора или извлечение их оттуда;
аварийный режим при прорыве, например, канала с жидким тепло-
носителем в реакторе и т.д.), так и искусственным, когда, например,
уточняются сечения нейтрон-ядерных реакций на основе более совер-
шенного эксперимента (в этом случае объективные свойства веществ
не меняются, а меняются лишь наши сведения о них) или фиктивно
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меняются параметры среды для упрощения математического моде-
лирования (в частности, это относится к методам гомогенизации ге-
терогенной активной зоны реактора, к получению многогрупповых
констант при многогрупповом методе решения уравнений переноса
излучения и т.д.).
Полученные формулы можно использовать для анализа влияния
различных факторов при оценке небольших изменений в конструкции
системы без расчетов для возмущенной системы. Формулы теории
возмущений используют при оптимизации реакторных и защитных
композиций, при групповом анализе уравнения переноса, в расчетах
чувствительности функционалов к возмущениям и т.д.
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ГЛАВА 9
ЗАДАЧИ ОПТИМИЗАЦИИ ХАРАКТЕРИСТИК ПОЛЯ
ИЗЛУЧЕНИЯ
Рассмотрим простейшую иллюстрацию применения теории малых
возмущений в задачах оптимизации характеристик поля излучения.
9.1. Общая формулировка задачи
Пусть плоскопараллельная защита от излучения облучается “сле-
ва” (рис. 9.1) первичными нейтронами и гамма-квантами, падающи-
ми нормально к поверхности. При прохождении нейтронов в слоях
генерируется вторичное гамма-излучение. На “правой” поверхности
x = H измеряется мощность дозы излучений (как нейтронов, так и
гамма-излучения). Типичная задача оптимизации формулируется та-
ким образом:
Формулировка I. Посредством варьирования толщин слоев Xk = xk−
− xk−1 при сохранении постоянной полной толщины защит минимизи-
ровать мощность дозы D= Dn+Dγ+Dnγ на поверхности x= H.
Индексы у обозначений мощности дозы соответствуют нейтронной и
гамма-компоненте излучения.
В задачах оптимизации характеристик защиты транспортных ре-
акторных установок часто фиксируется не размер защиты, а ее масса.
Поэтому приведенная выше формулировка задачи изменяется:
Рис. 9.1. Плоскопараллельная задача оптимизации
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Формулировка II. Посредством варьирования толщин слоев Xk = xk−
− xk−1 при сохранении постоянной полной массы защиты минимизиро-
вать мощность дозы D= Dn+Dγ+Dnγ на поверхности x= H.
Возможнаи “обратная”формулировка, прикоторойфиксируется уро-
вень интенсивности излучений, а варьированием переменных задачи
минимизируется, например, масса защиты или ее частей:
Формулировка III.Посредством варьирования толщин слоев Xk = xk−
− xk−1 при сохранении заданного уровня мощности дозы D=Dn+Dγ+
Dnγ на поверхности x= H минимизировать полную массу защиты.
Вернемся к формулировке I и рассмотрим подходы к решению сфор-
мулированной таким образом задачи оптимизации.
9.2. Оптимизация функции
Для анализа и решения оптимизационных задач развито несколь-
ко специальных математических дисциплин (в частности, линейное
и нелинейное программирование, теория оптимального управления
и т.д.). Для наших целей достаточно иметь представление о гради-
ентных методах оптимизации. Кратко изложим основные принципы
градиентного метода.
Сущность любого из градиентных методов состоит в использо-
вании производной f ′(ξ) (градиента) оптимизируемой функции f (ξ)
многих переменныхξ : {ξ1,ξ2, . . . ,ξN} для построения последователь-
ности векторовξ0,ξ1, . . .,ξk, удовлетворяющих условию
f (ξ0)> f (ξ1)> .. . > f (ξk)>, (9.1)
т.е. последовательности векторов (точек), обеспечивающих движение
к оптимуму (здесь – к минимуму). Точки последовательности (ξk) вы-
числяются по формуле
ξk+1 =ξk+αk ·hk, (9.2)
гдеhk – направление движения к оптимуму, а αk – длина шага вдоль
этого направления. Градиент функции используется для определения
этого направления.
Как известно из анализа, градиент скалярной функции f (ξ) в неко-
торой точкеξ: {ξ1,ξ2, . . . ,ξN} направлен в сторону наискорейшего воз-
растания функции и ортогонален линии уровня (т.е. поверхности по-
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стоянного значения функции f (ξ), проходящей через точку ξk). Век-
тор, противоположный градиенту f ′(ξk) – антиградиент – направлен в
сторону наискорейшего убывания функции f (ξ). Выбирая в качестве
направления движенияh в (9.2) антиградиент функции f (ξ) в точкеξk,
приходим к итерационному процессу вида
ξk+1 =ξk−αk · f ′(ξk), αk > 0, k = 1,2, . . . (9.3)
В координатной форме этот процесс записывается следующим обра-
зом:
ξik+1 = ξik−αk · ∂ f∂ξi (
ξk), i= 1,2, . . . ,N. (9.4)
Итак, для решения нашей оптимизационнойзадачи необходимо уметь
вычислять градиент минимизируемой функции, в данном конкретном
случае – вектор, составленный производными этой функции по тол-
щинам слоев оптимизируемой композиции (см. рис. 9.1). Покажем,
как при вычислении градиента используются формулы теории возму-
щений.
Далее, вплоть до особых оговорок, все излагаемое можно считать
относящимся как к нейтронам, так и к фотонам.
9.3. Многогрупповая задача
Задача расчета характеристик полей излучений обладает азиму-
тальной симметрией. Для таких задач ранее было получено односко-
ростное уравнение следующего вида (см. (3.51):
µ
∂ϕ
∂x +Σ ·ϕ= Σs ·
1∫
−1
g¯(x,µ,µ ′) ·ϕ(x,µ ′)dµ ′+q(x,µ), (9.5)
где g¯(x,µ,µ ′) – усредненная по азимутальному углу (от которого реше-
ние не зависит) индикатриса рассеяния:
g¯(x,µ,µ ′) =
2π∫
0
dψ ′ g(x,µ0). (9.6)
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В нашем конкретном случае (многогрупповая задача; внешнее облу-
чение) многогрупповые уравнения для нейтронов примут такой вид:
µ
∂ϕ j
∂x +Σ
j ·ϕ j =
j
∑
i=1
Σis ·
1∫
−1
g¯i→ j(x,µ,µ ′) ·ϕi(x,µ ′)dµ ′+q j ·δ(x) ·δ(µ−1),
(9.7)
j = 1,2, . . . , J
Отметим, что все групповые характеристики (сечения Σ j и индикатри-
сы g¯i→ j предполагаются кусочно-постоянными в пределах слоя (см.
рис. 9.1). Задача переноса в данном случае может быть сформулиро-
вана двояко:
а) уравнение (9.7) плюс граничные условия отсутствия внешнего
облучения или
б) уравнение (9.8) плюс условия внешнего облучения (9.9)
µ
∂ϕ j
∂x +Σ
j ·ϕ j =
j
∑
i=1
Σis ·
1∫
−1
g¯i→ j(x,µ,µ ′) ·ϕi(x,µ ′)dµ ′; (9.8)
ϕ j(x= 0,µ) = f j0 ·δ(µ−1); µ> 0,
ϕ j(x = H,µ) = 0; µ< 0. (9.9)
Пусть в точке х = H (см. рис. 9.1) регистрируется мощность дозы из-
лучений
D= 2π ·
J
∑
i=1
1∫
−1
ϕi · pi(x,µ)dµ (9.10)
детектором с характеристикой р j(.) для данной группы “j”, причем
для простоты пусть детектор будет точечным и коллимированным:
p j(.) = D j ·δ(x−H)δ(µ−1) · pi(x,µ)dµ. (9.11)
Из этого следует, что для функции “опасности” нейтронов относи-
тельно мощности дозы в точке x = H может быть сформулирована
краевая задача, сопряженная задаче (9.8) – (9.9). В данном случае со-
ответствующие уравнения будут выглядеть следующим образом:
−µ∂ϕ
∗ j
∂x +Σ
j ·ϕ∗ j =
J
∑
i= j
Σis ·
1∫
−1
g¯ j→i(x,µ,µ ′) ·ϕ∗i(x,µ ′)dµ ′; (9.12)
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ϕ∗ j(x = H,µ) = D j0 ·δ(µ+1); µ< 0,
ϕ∗ j(x = 0,µ) = 0; µ> 0, (9.13)
где D j – “дозовый коэффициент”, т.е. коэффициент, связывающий
плотность потока нейтронов j-й группы с мощностью дозы. Введем,
наконец, последнее усложнение задачи: учтем вторичное гамма-излу-
чение. Дело в том, что без учета вторичного гамма-излучения опти-
мизационная задача теряет практический интерес. Вторичное гамма-
излучение вносит существенный вклад в мощность дозы за защитой,
причем в некоторых случаях увеличение толщины слоев ведет к уве-
личению генерации вторичного гамма-излучения и соответственно к
росту (!) мощности дозы.
Итак, система уравнений (9.8) написана как для нейтронов, так и
для фотонов. Для учета вторичного гамма-излучения, которое изо-
тропно, в правые части уравнения (9.8) для фотонов следует внести
источники f j(x) следующего вида:
f j(γ) = 1
4π
·
J(n)
∑
i=1
Si(n)→ j(γ)(x) ·ϕi(n)0 (x); (9.14)
Si(n)→ j(γ)(x) = ηi(n)→ j(γ)(x) ·Σnγ;
ϕi(n)0 (x) = 2π
1∫
−1
ϕi(n)(x,µ)dµ;
Σi(n)nγ (x) – сечение радиационного захвата нейтронов “i”-й группы;
ηi(n)→ j(γ)(x) – выход фотонов “j”-й энергетической группы при захвате
одного нейтрона “i”-й энергетической группы;
ϕi(n)0 – полный поток нейтронов “i”-й группы.
Запишем систему уравнений для нейтронов и фотонов в операторном
виде:
ˆL(n)ϕ(n) = 0,
ˆL(γ)ϕ(γ) = f (γ).
}
(9.15)
Здесь введены векторы размерностью, равной количеству групп:
ϕ(n) =
{
ϕi(n), . . . ,ϕJ(n)
}
; ϕ(γ) =
{
ϕi(γ), . . . ,ϕJ(γ)
}
;
f (γ) =
{
f i(γ), . . . , f J(γ)
}
,
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где J – полное количество групп для нейтронов и фотонов соответ-
ственно.
Система уравнений (9.15), совместно с граничными условиями ти-
па (9.9), образует “прямую” задачу. Если для системы (9.15) проделать
процедуру сопряжения, аналогичную описанной выше в п. 8.4, полу-
чим следующую систему сопряженных уравнений для функции «опас-
ности» излучений или «ценности» относительно вклада в показания
дозового детектора:
ˆL∗(γ)ϕ∗(γ) = 0,
ˆL∗(n)ϕ∗(n) = f ∗(n).
}
(9.16)
Вид сопряженных операторов ˆL∗ ясен из уравнений (9.12). Система
(9.16), дополненная граничными условиями (9.13), образует сопряжен-
ную задачу. Отметим, что в сопряженной задаче для нейтронов появ-
ляется источник, учитывающий «опасность» нейтронов относительно
генерации вторичного гамма-излучения, которое, в соответствии со
вторым уравнением (9.16), дойдет от точки генерации до детектора.
Вид этого источника таков:
f ∗(n) =
{
f ∗1(n), . . . , f ∗J(n)
}
, (9.17)
f ∗ j(n) = 1
4π
·
J(γ)
∑
i=1
S j(n)→i(γ)(x) ·ϕi(γ)0 (x). (9.18)
Отметим, что при решении сопряженной задачи вначале решается за-
дача для фотонов, а потом для нейтронов (в “прямой” же задаче полу-
ченные сначала потоки нейтронов используются при решении задачи
для фотонов для расчета источников (9.14)). Далее, порядок счета по
группам при решении сопряженной задачи изменяется на обратный: в
“прямой” задаче мы идем “сверху вниз” по энергии, что соответствует
потере энергии движущихся частиц при рассеянии, а в сопряженной
счет начинается с группы J с минимальной энергией частиц.
9.4. Теория возмущений в задаче оптимизации
Обратимся, наконец, к собственно задаче оптимизации. По усло-
вию, мы варьируем толщины слоев и минимизируеммощность дозыD
(см. (9.10)) в точке x = H, причем характеристика детектора выглядит
в соответствии с (9.11). При вариации толщин возмущаются опера-
торы ˆL и правые части f систем уравнений (9.11) и (9.12). Предполо-
жим, что эти возмущения малы настолько, насколько это требуется
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для применимости теории малых возмущений, изложенной в преды-
дущем подразделе. В этом случае для расчета возмущения функцио-
нала (например, показаний детектора в точке x=H на рис. 9.1) можно
воспользоваться формулой (8.64), которая в предположении малости
возмущений запишется так:
δIp = 〈ϕ,δp〉+ 〈ϕ∗p,δq〉−〈ϕ,
(
ˆδL∗ϕ∗p
)
〉. (9.19)
В нашем конкретном случае возмущения правых частей δq и δp – это
возмущения источников вторичного гамма-излучения и соответству-
ющих источников «опасности» этого излучения. Эти источники не яв-
ляются независимыми, поэтому вычисления по формуле (9.19) привели
бы к двойному учету вклада от возмущения источников вторичного
гамма-излучения. Наша расчетная формула, на самом деле, такова:
δIp =−〈ϕ,
(
ˆδL∗ϕ∗p
)
〉+ 〈ϕ,δ f ∗〉. (9.20)
Поскольку мы собираемся воспользоваться градиентным методом ре-
шения оптимизационной задачи, нам нужно получить вектор, состав-
ленный производными полной мощности дозы D по толщинам зон
Xk:
gradD:
{ ∂D
∂X1
,
∂D
∂X2
, . . . ,
∂D
∂Xk
, . . . ,
∂D
∂XN
,
}
. (9.21)
Будем считать, что возмущение вносится сдвигом границы “k”-й зоны
xk, , т.е. или материал “k”-й зоны заменяет собой материал “k+ l”-й
зоны (сдвиг границы вправо, см. рис. 9.1), или, наоборот, материал
“k+ 1”-й зоны заменяет собой материал “k”-й зоны (сдвиг границы
влево). Поскольку изменяется материал, изменяются значения сече-
ний, входящих в оператор ˆL, а также изменяются константы, отвеча-
ющие за генерацию вторичного гамма-излучения (см. (9.14)). Отсюда,
если мы пользуемся формулой (9.20), возмущения вносятся в источ-
ник f ∗ (9.18). Мы можем вычислить производную по координате в
результате сдвига границы “k”-й зоны:
∂D
∂xk
= lim
Δxk→0
ΔD
Δxk
= lim
Δxk→0
1
Δxk
·
[
−〈ϕ,
(
ˆδL∗ϕ∗p
)
〉+ 〈ϕ,δ f ∗〉
]
. (9.22)
Следует учесть, что угловые скобки в данном случае, при групповом
подходе по энергетической переменной, обозначают для двух произ-
вольных функцийΨ и Φ следующее (см. (8.36), (8.37)):
〈Ψ,Phi〉=
J
∑
i=1
H∫
0
dx
1∫
−1
Ψi(x,µ)Φi(x,µ)dµ, (9.23)
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а поскольку возмущения оператора ˆδL∗ и источника ˆδ f ∗ в (9.22) от-
личны от нуля только в области сдвига Δxk, интегрирование в (9.23)
упрощается:
〈Ψ,Phi〉=
J
∑
i=1
xk∫
xk−1
dx
1∫
−1
Ψi(x,µ)Φi(x,µ)dµ ≈ Δxk
J
∑
i=1
1∫
−1
Ψi(x,µ)Φi(x,µ)dµ
(9.24)
и множитель Δxk сокращается со знаменателем в (9.22). Далее, произ-
водная полной мощности дозы будет составляться из компонент:
∂D
∂xk
=
∂Dn
∂xk
+
∂Dγ
∂xk
+
∂Dnγ
∂xk
. (9.25)
После этого, сопоставляя (9.24), (9.2) и (9.18), получаем
∂Dn,γ
∂xk
=−
⎧⎨⎩ J∑i=1
1∫
−1
dµϕi(xk,µ)
⎡⎣ΔΣi(xk)ϕ∗i(xk,µ)−
−
J
∑
j=i
1∫
−1
Δ
[
Σis(xk) · g¯i→ j(xk,µ,µ ′)
] ·ϕ∗ j(xk,µ ′)dµ ′
⎤⎦⎫⎬⎭
n,γ
, (9.26)
что соответствует первому слагаемому в (9.22) и двум первым слагае-
мым в (9.25) для учета независимых нейтронного и гамма компонен-
тов:
∂Dnγ
∂xk
=
J(n)
∑
i=1
1∫
−1
dµϕi(n)(xk,µ)Δ f ∗i(n)(xk), (9.27)
Δ f ∗i(n)(xk) = 14π ·
J
∑
j=1
(γ)ΔSi(n)→ j(γ)(xk) ·ϕ j(γ)0 (xk).
Возмущения в (9.26), (9.27), соответствующие возмущениям коорди-
наты xk, имеют следующий вид:
ΔΣi(xk) = Σik−Σik+1, ΔSi→ j(xk) = Si→ j(xk)−Si→ j(xk+1),
Δ
[
Σi(xk) · g¯i→ j(xk,µ,µ ′)
]
= Σik · g¯i→ jk −Σik+1 · g¯i→ jk+1, (9.28)
причем в правых частях данных равенств фигурируют, по условию,
кусочно-постоянные характеристики среды – константы по слою.
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Для окончательного получения компонент градиента мощности
дозы по толщинам слоев (9.21) осталось связать производные по ко-
ординате (9.26), (9.27) с производными по толщинам слоев. Очевидно,
что связь координат и толщин такова:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1 = X1
x2 = X1 +X2 = x1 +X2
. . . . . . . . . . . . . . . . . .
xk =
k−1
∑
i=1
Xi +Xk = xk−1 +Xk
. . . . . . . . . . . . . . . . . .
xN = H =
N−1
∑
i=1
Xi +XN = xN−1 +XN
(9.29)
Фиксируем, например, координату хk−1 и внесем возмущение сдвигом
координаты хk. Это и означает вариацию толщины “k”-гo слоя δXk.
При этом, в соответствии с (9.29), возмущаются все координаты хi,
i= k,k+1, . . . ,N, причем ΔXk = Δxi, i= k,k+1, . . . ,N. Отсюда получаем
связь производных, например мощности дозы на поверхности x = H
по координатам границ слоев и по толщинам слоев:
∂D
∂Xk
=
N
∑
i=k
∂D
∂xi
. (9.30)
Итак, если мы располагаем возможностью решать в групповом при-
ближении как одномерное уравнение переноса для азимутально-неза-
висимых задач (9.8), так и сопряженное уравнение (9.12) – например с
помощью программ ANISN, òïú-6 и т.п. и, кроме того, имеем про-
грамму решения оптимизационных задач, которая использует, напри-
мер, градиентный метод (9.1) – (9.4), мы можем, используя соотноше-
ния теории возмущений (9.20), решить задачу минимизациимощности
полной дозы за защитой в формулировке I.
В заключение данного раздела отметим, что практические зада-
чи оптимизации характеристик защиты гораздо сложнее приведенной
выше. Для их решения развиты разнообразные алгоритмы и составле-
но множество программ. Рассмотренная здесь простая задача иллю-
стрирует только малую часть всех встречающихся трудностей.
Выбор методов решения уравнения переноса и компьютерных ко-
дов для их реализации принципиально неоднозначен и определяется
многими объективными и субъективными факторами. Однако если
“мода” на методы и алгоритмы достаточно подвижна, динамична и
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короткоживуща, то программная реализация алгоритмов в виде ком-
пьютерных кодов, аккумулирующая обычно громадные затраты (сот-
ни человеко-лет), – вещь гораздо более инерционная и живучая. По-
этому изучение идейных и методических основ существующих подхо-
дов к решению задач переноса еще долго будет включать знакомство
с такими базовыми понятиями, как метод сферических гармоник в его
низших приближениях и т.п.
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