We present the basic concepts and our recent developments in the density functional approaches with the Skyrme functionals for describing nuclear dynamics at low energy. The time-dependent density-functional theory (TDDFT) is utilized for the exact linear response with an external perturbation. For description of collective dynamics beyond the perturbative regime, we present a theory of a decoupled collective submanifold to describe for a slow motion based on the TDDFT. Selected applications are shown to demonstrate the quality of their performance and feasibility. Advantages and disadvantages in the numerical aspects are also discussed.
Introduction

Nucleus as a quantum object
The nuclei provide the matters with mass, the stars with fuel, and the universe with a variety of elements. It was discovered by Ernest Rutherford and coworkers about 100 years ago [1] , that explains the large-angle scattering of alpha particles by a gold foil [2] . This discovery was also a beginning of the era of the quantum mechanics. Rutherford estimated the upper limit of the nuclear size which turned out to be much smaller than that of the atom. In the atomic scale (Å), the nuclear size (fm) could be regarded as just a point! According to the classical mechanics, the atoms must collapse into nuclear size, because the attractive Coulomb potential eventually brings all the electrons into the nucleus. This mystery stimulated Niels Bohr to develop his idea on the quantum mechanics [3] .
1.1.1. Atoms and molecules. With a knowledge of the quantum mechanics, it is easy to understand why the atoms do not collapse to the nuclear scale. If an electron was confined in the nuclear scale of femtometer, the uncertainty principle immediately tells us that its zero-point kinetic energy would become gigantic (order of GeV). In order to decrease this kinetic energy to a reasonable magnitude, the electron's wave function must have an atomic size ofÅ. Thus, the atomic size is a consequence of the quantum effect. The molecules (and the solids) are a good contrast to atoms. The atom is bound by the Coulomb interaction, whose range is infinite (V N −e ∼ −Ze 2 /r), between a positively charged nucleus and electrons with a negative charge. Since the molecules consist of these chargeneutral atoms, the interaction between a pair of neutral atoms does not have the long-range tail of 1/r, but normally has a short-range repulsive part and an intermediate-range attractive part ( Fig. 1(a) ). Because of this charge neutrality, the molecule is easy to disintegrate into smaller units (molecules and atoms). The atomic size is approximately constant and independent from the atomic number, while the molecular size varies depending on the number of atoms and their kinds. Last but not the least, in the zero-th order approximation, the ground states of the molecules can be classically described as atoms located at fixed relative positions. The hindered quantum fluctuation in molecules is simply due to the fact that the atomic mass, which is approximately identical to the nuclear mass, is about 2,000 times larger than the electronic mass.
Nuclei.
The nucleus has a number of properties analogous to the molecules, except for its strong quantum nature. It is a self-bound system composed of fermions of spin 1/2 and isospin 1/2 with approximately equal masses, called nucleons (protons and neutrons). The nuclear species are classified by the numbers of neutrons (N ) and protons (Z). Rutherford discovered that the size of the nucleus is as tiny as the femtometer, but later it was found that the nuclear size varies, as its volume is roughly proportional to the mass number (A = N + Z). Each nucleon is a color-singlet (neutral) object. The interaction between a pair of nucleons (nuclear force) has a finite range of a scale of the pion Compton wave length (λ π ). Similar to the molecules, it has a short-range repulsive part and an intermediate-range attractive part ( Fig. 1(b) ). The nucleus can be disintegrated into small pieces with a small separation energy. In fact, heavy nuclei can have "negative" separation energies because of the repulsive Coulomb energy among protons. The quantum nature is an important difference between the nucleus and the molecule. In Fig. 1 , we show schematic pictures of the atomic and nucleonic potentials. The ground state of the diatomic molecule (panel (a) ) is formed at the bottom of the potential, E ≈ −V 0 . In the length scale ofÅ, the atomic mass is heavy enough to localize the wave function at the location of the bottom of the potential, r ≈ c. Thus, the relative distance between a pair of atoms is fixed at r = c. This property allows us to describe the atomic motion in the classical mechanics, such as in the molecular dynamics. In contrast, the nuclear interaction is not strong enough to bind nucleons at the bottom of the potential. In other words, the nucleon's mass is too light to localize the wave function in the sub-femtometer scale. In deuteron, the zero-point kinetic energy cancels the negative potential energy ( T + V ≈ 0), leading to a bound state at approximately zero energy (E = −2.2 MeV ≫ −V 0 ). The deuteron wave function spatially extends beyond the range of nuclear force (∼ λ π ), which reduces the kinetic energy T . This shows a striking contrast to the diatomic molecule, and is even analogous to the atoms, that the large size of the deuteron is a consequence of the quantum effect. This strong quantum nature also tells us that the infinite nuclear matter will not be crystallized even at zero temperature, but will stay as the liquid. The nuclear system provides us with unique opportunities to study femto-scale quantum liquids.
Computing nucleus from scratch
The strong quantum nature in finite nuclei leads to a rich variety of unique phenomena. Remarkable experimental progress in production and study of exotic nuclei requires us to construct theoretical and computational approaches with high accuracy and a reliable predictive power. Extensive studies have been made for constructing theoretical models to elucidate basic nuclear dynamics behind a variety of nuclear phenomena. Simultaneously, significant efforts have been made in the microscopic foundation of those models. For light nuclei, the "first-principles" large-scale computation, starting from the bare nucleon-nucleon (two-body & three-body) forces, is becoming a current trend in theoretical nuclear physics. Among them, the Green's function Monte Carlo (GFMC) method is the most successful first-principles approach to nuclear structure calculation [5] . In this approach, using the Monte Carlo technique, the many-body wave function is sampled in the coordinate space with spin and isospin degrees of freedom. The success of the GFMC clearly demonstrates that we are able to construct a light nucleus from the scratch on the computer. The GFMC method has been applied to nuclei up to the mass number A ≈ 10. Another firstprinciples approach is to project the nuclear Hamiltonian in a truncated Hilbert space, then diagonalize it. This is called no-core shell-model (NCSM) method [6] . The NCSM also shows successful applications up to the p-shell nuclei. The GFMC and NCSM both indicate the exponential increase in computational tasks with respect to the increasing nucleon number. The third approach, the coupled-cluster method (CCM), has an advantage that the required computation increases only in power with respect to the nucleon number. The CCM, which was originally invented in nuclear physics [7] and later became extremely successful in quantum chemistry [8] , has been revisited as an ab-initio computational approach to nuclear structure [9] . Especially, it is powerful to study closed-shell nuclei. Although these first-principles approaches have recently shown a significant progress, they are still limited to nuclei with the small mass number. This may sound mysterious to physicists in other fields, because we know that the similar kinds of approaches are able to treat systems of much larger particle numbers. For instance, using the CCM, nowadays, the chemists can easily calculate a molecular structure with 100 electrons. Why is the firstprinciples calculation of nuclear structure so difficult? The answer is perhaps trivial for nuclear physicists, but may not be so for others. Let us pick up several important aspects leading to this answer.
(1) The strong quantum nature. As we have discussed previously, the full quantum mechanical treatment is necessary for nuclear structure calculation. (2) Strong coupling nature. The nucleon-nucleon scattering length is approximately a ≈ −18 fm in 1 S 0 channel. This is much larger than the mean distance between nucleons inside the nucleus (k F |a| ≫ 1). (3) Singular property of the nucleonic interaction. To reproduce the phase shift for the nucleon-nucleon scattering, the interaction should have a strong repulsive core at short distance [4] . (4) Complexity of the nucleonic interaction. The interaction has a strong state dependence which may be represented by the spin-and isospin-dependence [4] . It also contains strong non-central and non-local terms, such as tensor and spin-orbit interactions. Furthermore, for a quantitative description of nuclei, it is indispensable to introduce three-body interactions in addition to the two-body force. (5) Coexistence of different interactions. In addition to the strong interaction, we need to treat the electromagnetic interactions among protons. (6) Coexistence of different energy scales. The nuclear binding energy amounts to order of GeV for heavy nuclei. Because of the strong quantum nature in nuclei, this is a consequence of the cancellation between positive kinetic energy and negative potential energy. Thus, we need to compute these enormous positive and negative components in high accuracy to obtain a correct binding energy. (7) Fermionic nature of nucleons. Needless to say, since the nucleons are fermions, the total wave function must be anti-symmetrized. (8) Finite systems without an external potential. Electronic many-body problems in molecules and solids are solved with external fields produced by nuclei with positive charges. In contrast, the nucleus is a self-bound finite system. Thus, we are usually required to obtain an intrinsic wave function without the center-of-mass degrees of freedom. This requirement often restricts our choice of the basis functions. Despite of these difficulties, significant advances in the computer power may lead to a realistic "first-principles" construction of the sd-shell nuclei in near future. There have been extensive efforts toward this direction, especially developing an algorithm suitable for parallel use of the vast number of processors [10].
Density functional theory (DFT)
In contrast to the first-principles calculations, which are limited to nuclei with small number of nucleons, the density functional theory (DFT) is currently a leading theory for describing nuclear properties of heavy nuclei [15, 16] . It is capable of describing almost all nuclei, including nuclear matter, with a single universal energy density functional (EDF). An argument based on the quantum many-body theory leading to nuclear EDF was also developed in 70's−80's [11, 12] . In addition, its strict theoretical foundation is given by the basic theorem of the DFT [13, 14] . Since the nucleus is a self-bound system without an external potential, we should slightly modify the DFT theorem. This will be discussed in Sec. 2. The nucleus by itself produces a potential confining nucleons which is analogous to the KohnSham potential in DFT [14] . Nuclear physicists often call this potential "mean field", though it is different from a naive mean-field potential directly constructed from the nucleonic interaction. There are many evidences for the fact that the mean-free path of nucleons inside the nucleus is significantly larger than the nuclear radius [4] , in spite of the strong (and even singular) two-body interaction. This is partially due to the Pauli exclusion principle. Since the nucleon mean-free path is roughly proportional to {ǫ F /(ǫ − ǫ F )} 2 [17] , it is significantly enhanced for nucleons whose energies are close to the Fermi energy. Another even simpler argument was given by Bohr and Mottelson [4] , that the nuclear normal density is much 4/47 lower than the one giving the close packing limit (crystalline limit). In this argument, the quantum effect plays a primary role. The DFT theorem guarantees the existence of generalized density functionals for every physical observable (see Sec. 2). However, to construct the exact functional, we need experimental data and other theoretical inputs. Currently, there are a variety of EDFs which predict somewhat different properties for nuclei very far from the stability line. We are in want of finding an ultimate universal energy density functional, which is capable of exact description of every nucleus in the nuclear chart. In addition to the recent progress in the first-principles calculations for light nuclei, the radioactive beam facilities in the world will give us ideal opportunities to determine the parameter set for a better functional. New data on neutron halos and skins in medium heavy nuclei may provide important information on its dependence on density and density gradient. Observation of new isotopes in a long isotopic (isotonic) chain may lead to useful constraints on the isovector parts of the energy functional. An extension of the DFT to the time-dependent DFT (TDDFT) provides a feasible description of many-body dynamics, which contains information on excited states in addition to the ground state. The TDDFT is justified by the one-to-one correspondence between the timedependent density and time-dependent external potential [18] , which will be presented in Sec. 2.4. The TDDFT has vast applications to quantum phenomena in many-body systems. Among them, the perturbative regime has been mostly studied so far. Different approaches to the linear response calculations will be presented in Sec. 3. It is of significant interest but challenging to go beyond the perturbative regime. Nuclei show numerous phenomena related to the large amplitude collective motion, such as fission, shape transition, shape coexistence, anharmonic vibrations, and so on. We present, in Sec. 4, a theory to identify an optimal collective submanifold in the classical phase space of large dimensions.
Basic formalism for particles in self-bound systems
The density functional theory (DFT) has been extremely successful for calculations of ground-state properties of atoms, molecules, and solids. It describes a many-particle system exactly in terms of its one-body density alone. The DFT is based on the original theorem of Hohenberg and Kohn (HK) [13] which was proved for the ground-state of the many-particle system. Every observable can be written, in principle, as a functional of density. In nuclear physics, however, we need to treat an isolated system without an external potential. The present nuclear EDF produces a localized density profile without an external potential. Thus, the ground state spontaneously violates the translational symmetry and seems to contain spurious excitation related to the center-of-mass motion. Furthermore, it also violates the rotational symmetry when the ground state is spontaneously deformed. It is interesting to see whether the nuclear EDF can be theoretically justified in a strict sense. We present a possible justification in Sec. 2.1, according to the recent progress [20] [21] [22] .
DFT theorem for a wave-packet state
The HK theorem [13] guarantees one-to-one mapping between a one-body density ρ( r) and an external potential v 0 ( r). Then, since the ground-state wave function is a functional of density, in principle, all the observables should be functionals of the density as well. However, to describe an isolated self-bound finite system in a box of volume V , it is somewhat useless to 5/47 use the ground-state density in the laboratory frame, because it must be constant, ρ( r) = ρ = N/V → 0 (V → ∞), where N is the particle number. Instead, we want to use a functional of the intrinsic density ρ( r − R), where R is the center-of-mass coordinate of the total system. In this case, the original HK theorem cannot be justified, because it adopts a one-body external field v 0 ( r) coupled to the density ρ( r) in the laboratory frame. Validity of the DFT for the intrinsic states has been discussed by several authors [20] [21] [22] . In this section, we present a method to define the DFT for an intrinsic state, more precisely for a "wave-packet" state. The argument here essentially follows the idea by Giraud et al [22] . In fact, all the nuclear EDFs, currently available, produce a wave-packet state. The minimization of an EDF E[ρ] without the external potential (v 0 ( r) → 0) leads to the nucleon density distribution ρ( r) with a finite radius. This violates the translational symmetry of the original Hamiltonian. Therefore, it is of our interest here to justify the energy functional of the wave-packet density in the laboratory frame in a strict sense. First, we assume that a wave-packet state in the laboratory frame can be expressed by a product wave function of intrinsic and spurious degrees of freedom, |Φ = |φ ⊗ |χ . Here, |φ indicates the intrinsic state and |χ defines the spurious motion. This decomposition can be exactly done for the translational motion.
where R ( P ) denote the center-of-mass coordinates (total momenta). ξ i and π i are the relative Jacobi coordinates and their conjugate momenta, respectively. Since the intrinsic ground state, which is supposed to be unique, is completely independent from the spurious motion, we can adopt an arbitrary form of χ( R); e.g., χ( R) ∝ exp(−R 2 /2b 2 ). Then, the ground wave-packet state can be obtained by the variation after the projection:
where the projection operator P does not change the intrinsic state |φ but makes χ( R) an eigenstate of the total linear momentum P = 0. The variation with respect to the full space (|Φ = |φ ⊗ |χ ) contradicts the uniqueness of the ground state, because states with different χ( R) give the same P |Φ . Therefore, the variation here should be performed with respect only to the intrinsic state |φ . This is indicated by the subscript "χ:fixed" in Eq. (3). The wave-packet density profile is simply given by ρ( r) ≡ Φ|ψ † ( r)ψ( r)|Φ , that depends on the form of χ( R). In the followings, we always assume a fixed form of χ( R) for the wave-packet state |Φ . Next, we introduce an external potential V 0 = i v 0 ( r i ). The following minimization with respect to the intrinsic state |φ leads to the "minimum" energy E 0 [v 0 ] and defines the wave packet |Φ .
Noted that V 0 operates on a state |Φ , not on a projected state P |Φ . E 0 [v 0 ] does not correspond to the ground-state energy of a system with the Hamiltonian H + V 0 , however, 6/47 it reduces to Eq. (3) for V 0 = 0. Now, let us show the one-to-one correspondence between the external potential V 0 and the wave-packet density ρ( r). The proof proceeds by reductio ad absurdum in the same manner as the original proof of HK [13] . Assume that another potential v ′ 0 ( r), which defines the wave packet |Φ ′ , produces the same density ρ( r). Then, the energy for |Φ ′ is given by
If we replace the state |Φ ′ by |Φ , the energy must increase.
Interchanging V 0 and V ′ 0 , we also find
Addition of Eqs. (6) and (7) leads to the inconsistency,
. This proves the one-to-one correspondence between the external field V 0 and the wave-packet density ρ( r). Thus, both v 0 ( r) and the wave packet |Φ are functionals of the density ρ( r). In order to lift restriction to v-representative densities, we use the constrained search [23] in which one considers only states that produce a given density ρ( r), and define the universal functional
Here, the subscript "Φ → ρ" indicates the minimization with a constraint on ρ( r). The density functional F χ [ρ] contains the energy of the fixed center-of-mass spurious motion, E χ , that is trivially given by E χ (N ) ≡ χ| P 2 |χ /(2N m). Therefore, the energy of the ground state with P = 0 (intrinsic energy) may be obtained by the minimization with a constraint on the total particle number, as
Note that, although the wave function |χ is fixed, E χ may depend on the total mass of the system (particle number N ). In principle, the expectation value of any observableÔ, which only depends on the intrinsic degrees of freedom, is a functional of ρ,
because the wave-packet state |Φ is given as a functional of ρ. Since the state |χ is fixed, there is a trivial correspondence between the wave-packet density ρ( r) and the intrinsic density ρ( r − R). This completes the basic theorem of the DFT for the wave packet.
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The Kohn-Sham (KS) scheme
For a many-body system of fermions, the shell effects play a major role to determine the ground state. In other words, we need a density functional which takes account of the kinetic energy properly. This is known to be difficult in the local density approximation [19] . At present, a scheme given by Kohn and Sham [14] only provides a practical solution for this problem. Here, we follow the same argument. We introduce a reference system which is a "virtual" non-interacting system with an external potential v s ( r). This reference system is supposed to reproduce the same density ρ( r) of the "physical" interacting wave packet, but does not have to reproduce the center-of-mass wave function |χ . The ground state of the reference system is trivially obtained as a Slater determinant constructed by the solution of 1
adopting the unit = 1, and the density is given by ρ( r) = N i=1 |φ i ( r)| 2 . The kinetic energy 2 is given by
The variation of the total energy of the reference system
with a constraint on the particle number, δ(E s [ρ] − µ ρ( r)d 3 r) = 0, leads to the following equation:
Although we did not explicitly construct T s [ρ] as a functional of ρ( r), the solution of Eq. (14) must be identical to the solution of Eqs. (11) and (12) . The success of the Kohn-Sham (KS) scheme comes from a simple idea to decompose the kinetic energy in the physical interacting system into two parts; T s [ρ], which is a major origin of the shell effects, and the rest, which is treated as a part of "correlation energy" described by a simple functional of density,
where In the present wave-packet theory, the kinetic energy of the wave packet, T χ [ρ] = Φ|T |Φ , depends on the center-of-mass state χ( R). Therefore, there may be an optimal choice for χ( R) to minimize the difference
. The question about the validity of the Kohn-Sham scheme remains to be answered.
2.3.3.
Non-spherical wave packet. The nuclear EDFs are known to produce a spontaneous symmetry breaking about the rotational symmetry. Namely, we often encounter a deformed wave-packet density, which accounts for appearance of the rotational spectra in nuclei. For instance, many experimental evidences indicate that nuclei in the rare-earth region and in the actinide region are deformed [24] . According to the argument in Sec. 2.1, we may separate the rotational motion from the intrinsic degrees of freedom, then, we have
where Θ indicates angle variables. Then, replacing the operator P by that of angular momentum projection, the DFT for deformed wave packet can be shown in the same manner. However, in contrast to the translational motion, the separation of the rotation degrees of freedom is not exact. but only approximate. Thus, there remains an ambiguity for the definition of the functional (8): Namely, the minimization must be performed in the entire space except for the subspace that accounts for translational and rotational correlations. In this sense, the use of the EDF, which produces a deformed state, can be justified only approximately.
Time-dependent density functional theory
The DFT is designed for calculating the ground-state properties. For excited-state properties and reactions, the time-dependent density functional theory (TDDFT) is a powerful and useful tool. In this section, we recapitulate the basic theorem for the time-dependent density functional theory (TDDFT).
Since the proof of the HK theorem is based on the Rayleigh-Ritz variational principle, its extension to the time-dependent density is not straightforward. This was done by Runge and Gross [18] , showing that there is one-to-one correspondence between a time-dependent density ρ( r, t) and a time-dependent external potential v( r, t). The external potential is 9/47 required to be expandable in a Taylor series about the initial time t 0 ,
The external potentials, v( r, t) and v ′ ( r, t), are defined to be different if there exist some minimal nonnegative integer k such that ∇w k ( r) = 0 where
. In other words, v( r, t) and v ′ ( r, t) differ more than a time-dependent function, v( r, t) − v ′ ( r, t) = c(t). Note that the potentials differing by the time-dependent constant c(t) produce the same density ρ( r, t) because the corresponding wave functions differ by a merely time-dependent phase, as in Eq. (27) with α(t) = t c(s)ds.
Now, let us assume that starting a common initial state |Ψ 0 = |Ψ(t 0 ) , two different external potentials, v( r, t) and v ′ ( r, t), produce densities ρ( r, t) and ρ ′ ( r, t), respectively. From this, we first prove that the current densities, j( r, t) and j ′ ( r, t), are different. Using the current density operator ĵ ( r), the equation of motion is written as
We have the same equation for j ′ ( r, t), with |Ψ(t) and v( r, t) replaced by |Ψ ′ (t) and v ′ ( r, t), respectively. Then, we have
If ∇w 0 ( r) = 0, it is easy to see that j( r, t) and j ′ ( r, t) are different at t > t 0 . In case that ∇w 0 ( r) = 0 and ∇w 1 ( r) = 0, we need to further calculate derivative of Eq. (18) with respect to t.
The second term of Eq. (20) vanishes for
Again, we can conclude that j( r, t) = j ′ ( r, t) at t > t 0 . In general, if ∇w k ( r) = 0 for k < n and ∇w n ( r) = 0, we repeat the same argument to reach
Therefore, there exists a mapping from the expandable potential v( r, t) to the current density j( r, t).
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Next, we use the continuity equation
and calculate the (n+1)-th derivative of Eq. (23) at t = t 0 . From Eq. (22),
Provided ∇w n ( r) = 0, we can prove that the right-hand side of Eq. (24) does not vanish identically. This is done by using the following identity:
The integral of both sides of Eq. (25) over the entire space leads to
where we assume ρ( r, t 0 ) is localized in space so that the surface integral vanishes. Therefore, from Eq. (24), we can conclude that the densities ρ( r, t) and ρ ′ ( r, t) are different at t > t 0 . This completes the proof. The time-dependent density determines the time-dependent external potential except for the time-dependent constant. Therefore, the many-body time-dependent state should be a functional of density except for a time-dependent phase.
Any observable quantity must be independent from the global phase, α(t), thus, a unique functional of density, A[ρ(t)]. Note that these time-dependent density functionals depend on the initial many-body state |Ψ 0 .
Time-dependent Kohn-Sham (TDKS) equations
In practice, we use the Kohn-Sham scheme [14] for numerical calculations. Assuming the v-representability, the time-dependent Kohn-Sham (TDKS) equation is given by
The density of a system is expressed by ρ( r, t) =
In practice, we usually adopt the potential same as the one for calculation of the ground state ("adiabatic approximation"), except for the external potential v( r, t).
The density is invariant with respect to the unitary transformation U (N ) among N occupied KS orbitals. Therefore, there are gauge degrees of freedom to choose this transformation at any instant of time. For explicit notification of the gauge freedom, it is convenient to introduce the matrix notation as follows. Let {|α } be an arbitrary single-particle basis set, 11/47 and we define a matrixψ of size of ∞ × N , asψ αi (t) ≡ α|ψ i (t) . Then, the density matrix ρ(t) can be written as
The orthonormal property of the KS orbitals is expressed asψ † (t)ψ(t) = 1. Denoting the TDKS Hamiltonian in Eq. (28) as
, the TDKS equations (28) can be generalized into the following form.
where ξ(t) is an arbitrary N × N time-dependent Hermitian matrix which represents a generator of the U (N ) transformation. Equation (31) is equivalent to the well-known equation for the density matrix [25] .
The stationary state corresponds to the time-indenpendent density, ∂ρ/∂t = 0.
Pairing correlations: Kohn-Sham-Bogoliubov (KSB) equations
The HK theorem (or its wave-packet version), in principle, guarantees that the energy of the system can be exactly written as a functional of density, E[ρ]. However, in practice, it is often difficult to take into account all the correlation energy in E[ρ], solely depending on ρ( r). The kinetic energy is such an example, which is resolved by the genius idea by Kohn and Sham. The pairing correlation energy E pair , which is important for heavy nuclei in open-shell configurations, is another example difficult to be expressed by ρ( r) only.
To overcome this difficulty, a common strategy is to extend the KS equations, according to the Bogoliubov's quasiparticles [26] . Each orbital now has two components, Φ ν = U ν V ν , and its number is basically infinite (ν = 1, · · · , ∞). These are called quasiparticle (qp) orbitals.
The previous KS equations are extended to the following equations, which we call KohnSham-Bogoliubov (KSB) equations 3 hereafter:
where
The Hamiltonian h is in the same form as that in Eq. (11),
, while the pair potential ∆[ρ, κ] is introduced to describe the pairing correlations. The same form of equation is known as the Hartree-Fock-Bogoliubov equation in nuclear physics [19, 27] . Now, the KSB Hamiltonian in Eq. (34) not only depends on the density ρ, but also on the pair density κ. In Eq. (33), the matrix convention is assumed. Namely, when we adopt a single-particle basis of {|α }, we have U αν ≡ α|U ν and V αν ≡ α|V ν , and h αβ and ∆ αβ correspond to Hermitian and anti-symmetric matrices, respectively.
The chemical potential µ is determined so as to satisfy the following number condition: trρ = N . With this number constraint, trρ must have a finite value. On the other hand, the values of the pair density κ are determined solely by the variation of the total energy. Therefore, the self-consistent solution of the KSB equations (33) spontaneously produces the finite values of κ and ∆.
The solutions of the KSB equation have a "paired" property: If the qp state Φ ν = U ν V ν is a solution of Eq. (33) with eigenvalue E ν , the qp stateΦ
is also a solution with
eigenvalue −E ν . We call Φ ν "unoccupied" qp orbitals, andΦ ν "occupied" qp orbitals [28] . This naming is based on the generalized density matrix,
which is Hermitian and idempotent: R 2 = R. The "unoccupied" ("occupied") qp orbitals correspond to the eigenvectors of R with eigenvalue 0 (1); RΦ ν = 0 and RΦ ν =Φ ν . Denoting the dimension of the single-particle Hilbert space as M , we may define the 2M × M matrix Φ as follows.
which represents "unoccupied" qp orbitals (ν = 1, · · · , M ). The "occupied" orbitalsΦ with size of 2M × M are defined in the same manner, with U ν (V ν ) replaced by V * ν (U * ν ). The generalized densities are expressed in terms of these matrices as R =ΦΦ † = 1 − ΦΦ † . The orthonormal property of the qp orbitals is given by Φ † Φ =Φ †Φ = 1. Combining the 'unoccupied" and "occupied" orbitals to construct the 2M × 2M matrix W ≡ (Φ,Φ), the matrix W becomes a unitary matrix [19] . In the energy functional of Skyrme type [29] , the pairing correlation energy is simply added to the original energy functional.
that depends only on the local densities. Therefore, Eq. (33) becomes local in coordinates. However, in general, the KSB Hamiltonian, h and ∆, are not necessarily local. For instance, the Gogny functional [30] gives non-local KSB equations.
Time-dependent Kohn-Sham-Bogoliubov (TDKSB) equations
For a time-dependent description, the inclusion of the pair density leads to the timedependent Kohn-Sham-Bogoliubov (TDKSB) equations. They can be formulated in a matrix form analogous to Eq. (31) . Using an arbitrary 2M × M Hermitian matrix Ξ(t), the TDKSB equations may be written as
where the TDKSB Hamiltonian is given by Eq. (34), which depends on time through the densities ρ(t) and κ(t). Here, Ψ(t) represent time-dependent "unoccupied" qp orbitals (ν = 13/47 1, · · · , M ). The "occupied" orbitalsΨ(t) are defined in the same manner, with
The TDKSB equation (38) holds forΨ(t), as well. Analogous to the stationary case, the generalized density R(t) can be written as R(t) = Ψ(t)Ψ † (t) = 1 − Ψ(t)Ψ † (t), and the orthonormal property of the qp orbitals is given by the unitarity of the 2M × 2M matrix W(t). The "unoccupied" Ψ(t) ("occupied"Ψ(t)) correspond to the subspace with eigenvalue 0 (1); R(t)Ψ(t) = 0 and R(t)Ψ(t) =Ψ(t). In the generalized density matrix formalism, the TDKSB equation is written in an analogous manner to Eq. (32):
So far, we have shown similarities between Eqs. (31)− (32) and (38) (39), ∂R/∂t = 0. Let us examine this difference in details. The TDKSB equation (38) can be recast into another form, convenient for taking its stationary limit. First, let us factor out the time-dependent phases as follows:
Here and hereafter, we denote the remaining parts of the quantities as the "primed" ones. The generalized density becomes
Namely, the transformation Ψ(t) → Ψ ′ (t) does not change the density ρ, but modifies the pair density as κ(t) = e −2iµt κ ′ (t). Since the pair potential ∆(t) is usually a linear functional of κ(t), the same time-dependent phase should be assumed for ∆(t) as well:
The Hamiltonian is transformed in the same manner:
With these primed quantities, the TDKSB equation (38) can be rewritten as
or equivalently, in the generalized density matrix,
It is now clear that the stationary solution corresponds to ∂R ′ /∂t = 0, not to ∂R/∂t = 0, with a proper choice for the parameter µ identical to the chemical potential. In Eq. (43), it corresponds to ∂Ψ ′ /∂t = 0 with a choice of the
It should be noted that the generalized density R(t) is invariant with respect to the choice of the gauge matrix Ξ(t). In contrast, the time-dependent phase factor in κ(t) and ∆(t) have a physical origin and cannot be removed by the gauge choice. In fact, it is a boost transformation, e −iµN t , from the laboratory frame of reference to the body-fixed 14/47 frame. The stationary solution with κ = 0 (∆ = 0) corresponds to a time-dependent solution in the laboratory frame:
This is a collective motion associated with the spontaneous generation of the pair density, called pair rotation. Therefore, in terms of the TDKSB formalism, the appearance of the chemical potential in the stationary KSB equation (33) comes from the boost transformation to the body-fixed frame rotating in the gauge space. This is analogous to the appearance of the cranking term −ωJ x in the spatially rotating frame of reference [19] . In the case of pair rotation, since the particle number is finite N > 0, the system is rotating in the gauge space, even at the ground state. This rotation affects the intrinsic modes of excitation, thus, the Hamiltonian in the rotating frame, H s − µN , should be utilized to calculate the intrinsic excitation spectra. This point will be discussed again in Sec. 4.5.
Perturbative regime: Linear response
The theorem of the TDDFT tells us that the functional may depend on the initial state, |Ψ(t 0 ) . This additional ambiguity can be removed by assuming that the initial state is identical to the ground state. With this assumption, the linear response theory with a weak time-dependent perturbation is formulated in this section. The formulation is basically identical to the one known as the random-phase approximation in nuclear physics [19, 27] . However, according to the concept of the TDDFT, the theory gives the exact linear density response, with no approximation involved, in principle. 4 
Time-dependent linear density response
We consider a system subject to a time-dependent external potential
in addition to the static potential v 0 ( r) of the unperturbed system. 5 In this section, we use the notation of the four vector x = ( r, t). We assume that the system is at the ground state at times t < 0. Thus, the initial density ρ 0 ( r) at t ≤ 0 can be obtained from the selfconsistent solution of the Kohn-Sham equations (11) . The first-order density response, ρ(x) ≈ ρ 0 ( r) + ρ 1 (x), is given by
with the density-density response function
The right-hand side of Eq. (48) is a well-defined quantity, since the basic theorem of TDDFT in Sec. 2.4 guarantees that the time-dependent density is a functional of the time-dependent external potential; ρ[v](x).
For non-interacting particles moving in an external potential of v s (x), there is a one-to-one correspondence between the time-dependent density and the potential. Therefore, we have
The density-density response function for the non-interacting system is given by
The potential v s (x) is written as a sum of a given external potential and the rest of the Kohn-
. For instance, in the adiabatic approximation of Eq. (29), v ks (x) = δE[ρ]/δρ(x). Therefore, using the chain rules, Eq. (48) can be connected to its non-interacting Π s (x, x ′ ):
where the residual kernel is given by
In the adiabatic approximation, this is equal to the second derivative of the energy functional.
Most of the energy functionals currently available are local in time, which leads to w(x, x ′ ) ∝ δ(t − t ′ ). Multiplying the Dyson-type equation (51) by the perturbing external potential v 1 (x) leads to the linear density response of Eq. (47).
where the self-consistent effective field, given by
consists of the external perturbation v 1 and the induced residual field v ks,1 (x) = d 4 yw(x, y)ρ 1 (y). Thus, the exact representation of the linear density response ρ 1 (x) of a real interacting system can be written as the linear density response of a non-interacting system to the self-consistent effective perturbation v scf (x). The formal solution for the density response Π is given by solving the Dyson-type equation (51) 
The non-interacting response Π s is explicitly given in the followings, and the residual kernel w(x, x ′ ) is usually calculated using the adiabatic approximation of Eq. (53) . In this response function formalism, the Π(ω) is usually solved in the frequency domain, to calculate the strength function, transition density, etc.
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Linear density response with the Green's function method
The Fourier transform brings Eq. (54) into
where the frequency-dependent effective field is given by
The non-interacting response function Π s is expressed in terms of the static Kohn-Sham orbitals φ k and their eigenenergies ǫ k :
The restriction for the summation with respect to the index m can be lifted, because the first and second terms in Eq. (58) give the same magnitude but with an opposite sign for m ≤ N . Using the spectral representation of the one-particle retarded Green's function for non-interacting particles,
one may replace summed orbitals with respect to m in Eq. (58) by the Green's function.
This expression has practical advantages: There is no need of truncation in the single-particle space, as far as the Green's function is properly calculated. Furthermore, the boundary condition imposed on the Green's function provides the exact treatment of the continuum states [31, 32] . Normally, the energy of the occupied orbital is negative, ǫ i < 0 (i = 1, · · · , N ). Thus, the Green's function in the second term in Eq. (60) always has a damped behavior in an asymptotic region (r → ∞) because of its negative argument ǫ i − ω < 0. However, the first term may have an oscillatory behavior for ǫ i + ω ≥ 0, which is provided by the outgoing boundary condition in G
s . An impulsive external potential associated with the function F ( r),
produces the density response ρ 1 (x) as Eq. (47). Here, the parameter s has the dimension of M L 2 T −1 [F ( r)] −1 . The following quantity measures the collectivity of the response:
The Fourier transform of R F (t) is given by
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Assuming ω ≥ 0 and using the relation (x + iη) −1 = Px −1 − iπδ(x), the strength function is obtained from the imaginary part of R F (ω).
Real-time method
According to the response function formalism in Sec. 3.2, we need to construct the densitydensity response function Π by solving the Dyson-type equation (51) . The required numerical task significantly increases as the dimension of the response function Π( r, r ′ ; ω) increases, and it has been practically prohibited for non-spherical systems. In contrast, the real-time method solving the TDKS equation in real time provides a practical and efficient tool for calculation of the strength function [33] [34] [35] [36] . The method is based on the numerical integration of the time evolution of the Kohn-Sham orbitals, described by the TDKS equation (28) . The external perturbation v( r, t) is taken to be small enough to validate the linear approximation. A good account of the continuum is given by the use of complex absorbing potential [34, 35] . Recently, the canonical-basis real-time method has been developed for open-shell nuclei with the BCS-like pairing. This is based on the diagonal approximation for the time-dependent pair potential [25] . In this paper, we cannot present the details of these methods, but readers should be referred to Refs. [25, 34, 35] .
To calculate the density-density response function Π, one must evaluate the residual kernel w( r, r ′ ) = δv ks ( r)/δρ( r ′ ) (Eq. (53) in the adiabatic approximation), which is a tedious task for realistic nuclear EDFs. In real-time method, all we need to evaluate is the KS potential v ks [ρ(t)]. This is a practical advantage in the real-time method. However, the real-time method often encounters a problem in numerical stability. This is especially serious in nuclear physics, because there is no static external potential to hold the nuclear center of mass at a fixed position. Since the translational motion has no restoring force, the moving system eventually hits the boundary of the space and produces a spurious contribution to physical quantities. Therefore, it is desirable to develop a practical methodology in the frequency domain (representation), keeping the advantageous features in the real-time method. This is the finite amplitude method (FAM) [39] , which is presented in Sec. 3.5.
To illustrate the basic idea of the FAM, in the followings, we recapitulate the standard density matrix formulation and its particle-hole representation.
Matrix formulation in the particle-hole representation
The most standard formulation of the density response is a matrix formulation [19, 27] . We start from the TDKS equation (32), where h s (t) contains an external perturbation v 1 (t). Provided that v 1 (t) is weak, we may linearize the TDKS equation with respect to v 1 (t) and to the density response ρ 1 (t).
where h 0 = h s [ρ 0 ] is the static KS Hamiltonian at the ground state and v scf (t) is a selfconsistent effective field induced by density fluctuations, Eq. (55):
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where v ks,1 (t) = w(t) · ρ 1 (t) = δv ks /δρ · ρ 1 (t). It should be noted that v ks,1 (t) has a linear dependence on ρ 1 (t). Using the stationary condition of the ground-state density, [h 0 , ρ 0 ] = 0, this leads to a time-dependent linear-response equation with an external field,
which can be written in the frequency domain as
Here, we decompose ρ 1 (t) and v scf (t) into those with fixed frequencies:
where we have introduced a small dimensionless parameter η. v scf (ω) is a sum of v 1 (ω) and v ks,1 (ω) = δv ks /δρ · ρ 1 (ω). Note that the transition density ρ 1 (ω), the external field v 1 (ω), and the induced field v ks,1 (ω), are not necessarily Hermitian in the ω-representation.
The time-dependent KS orbitals as solutions of Eq. (31) are written as |ψ i (t) = |φ i + |ψ 1,i (t) , where |φ i are time-independent eigenstates of the ground-state KS Hamiltonian h 0 |φ k = ǫ k |φ k . A proper gauge choice ξ ij (t) should be adopted to make the stationary eigenstates |φ i consistent with ∂|ψ i /∂t = 0; e.g., ξ ij = ǫ i δ ij . Then, the time-dependent density response is
|ψ 1,i are expanded in the Fourier components as
and the density response at the frequency ω is given by
The orthonormalization of the TDKS orbitals leads to the fact that only the particlehole (ph) and hole-particle (hp) matrix elements of ρ 1 (ω) are non-zero. Namely, (ρ 1 ) ij = (ρ 1 ) mn = 0 for i, j ≤ N and m, n > N . Thus, without losing generality, we can assume that the amplitudes, |X i (ω) and |Y i (ω) , can be expanded in the particle orbitals only;
Using the M × N matrixφ αi ≡ α|φ i for the hole orbitals, and the M × (M − N ) matrix for the particle orbitals ϕ αm ≡ α|φ m , the matrix ρ 1 (ω) can be expressed by
From this expression, it is apparent that the ph and hp matrix elements of ρ 1 (ω) represent X(ω) and Y (ω), respectively.
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If we take ph and hp matrix elements of Eq. (69), we can derive the well-known linear response equation in the matrix form [19] ;
Here, the matrices, A and B, and the vectors, f and g, are defined by
The residual kernel w is often called Landau-Migdal interaction, defined by
In nuclear physics, this matrix formulation is also known as the random-phase approximation (RPA). The matrix S ≡ A B B * A * in Eq. (77) is Hermitian and called "stability matrix" because its eigenvalues characterize the stability of the ground state determined by the solution of the KS(B) equations. If S is positive definite, the ground state is stable, thus corresponds to a (local) minimum. In contrast, if S has negative eigenvalues, the ground state with ρ 0 is not a minimum, and there exists another true ground state. In practical applications, the most tedious part is calculation of the residual kernel, w mj,ni (w mn,ij ). These elements are two-body-type matrix elements with four indices. Their calculation is often the most demanding part in numerical calculations. In the next subsection, we propose an alternative approach to a solution of the linear-response equation (69) , without the explicit evaluation of the residual kernel.
Finite amplitude method
Let us remind ourselves that Eq. (77) was obtained by expanding v scf (ω) with respect to X mi (ω) and Y mi (ω). The essential idea of the finite amplitude method (FAM) is to perform this expansion implicitly in the numerical calculation. Equation (77) reads
where v ks,1 (ω) = δv ks /δρ · ρ 1 (ω). In the FAM, instead of performing the explicit expansion of v ks,1 (ω) with respect to X and Y , we resort to the numerical linearization. Now, let us explain how to achieve it. For given amplitudes X and Y , v ks,1 (ω) can be numerically calculated using the finite difference with respect to a small but finite real parameter η.
where ρ η (ω) ≡ ρ 0 + ηρ 1 (ω). The parameter η should be chosen small so that the second and higher-order terms in v ks [ρ η ] are negligible. In the first order in η, ρ η can be expressed by 20/47
Namely, v ks [ρ η ] in Eq. (82) is evaluated simply by replacing the ket states |φ i with |φ i + η m |φ m X mi (ω), and the bra states φ i | with φ i | + η m φ m |Y mi (ω). Regarding the KS potential v ks as the functional ofφ andφ † , Eq. (82) is rewritten as
The most advantageous feature of the present approach is that it only requires calculation of the KS potential, v ks [ρ η ]. This should be included in the computer programs of the static DFT calculations. Only extra effort necessary is to estimate the KS potential with different bra and ket single-particle states,ψ † andψ ′ . Therefore, a minor modification of the static DFT computer code will provide a numerical solution of the linear density response. This is the essence of the FAM. Using these numerical differentiation, both sides of Eq. (81) To calculate the strength function with respect to the Hermitian operator F , we should adopt v 1 (ω) = F . After reaching the solution (X mi , Y mi ), the strength function (64) is obtained by
Quasiparticle formalism with pairing correlations and FAM
In case that the pairing correlations play essential roles, we extend the previous TDKS formalism to the TDKSB formalism in Sec. 2.7. This is straightforward. Starting from the equation for the time-dependent generalized density matrix, Eq. (44), we follow the same procedure as that in Sec. 3.4. In this section, all the quantities must be defined in the bodyfixed frame rotating in the gauge space, which are expressed with the prime (') in Sec. 2.7 6 . We omit the primes here for simplicity.
The TDKSB Hamiltonian H s contains the unperturbed H 0 s , a time-dependent external perturbation V 1 (t), and induced field H s,1 (t).
This leads to the generalized density matrix R(t) = R 0 + R 1 (t), where R 0 is the ground-state density in the rotating frame. Following the same arguments as in Sec. 3.4, we may derive the linearized TDKSB equation for the generalized density response R 1 (ω),
Using the matrix notation of Eq. (36), the qp orbitals are expressed as 7
with R 0 =ΦΦ † = 1 − ΦΦ † .Ψ 1 (t) (Ψ 1 (t)) can be expanded only in terms of the "unoccupied" ("occupied") static orbitals Φ (Φ), thus written as
X νν ′ (ω) and Y νν ′ (ω) are M × M matrices, which must be anti-symmetric because of the unitarity of W(t) = (Ψ(t),Ψ(t)). The density R(t) =Ψ(t)Ψ † (t) is expanded up to the first order inΨ 1 , which gives R 1 (t) =Ψ 1 (t)Φ † +ΦΨ †
(t). Substituting Eq. (90) into this, we have
From this expression, one can see that the "unoccupied"-"occupied" matrix elements of R 1 (ω) are expressed by X, and the "occupied"-"unoccupied" matrix elements are given by Y . This is analogous to Eq. (76) . Using the unitarity of W = (Φ,Φ) and the following relations,
then, Eq. (88) leads to the linear density response equations:
If we expand H 20 s,1 and H 02 s,1 in terms of X and Y , we reach the familiar expression of the matrix form, similar to Eq. (77) . The A and B matrices are given by the qp energy E µ and the residual kernels,
where the "unoccupied"-"occupied" and "occupied"-"unoccupied" components of the generalized density, R 20 and R 02 , are defined by
The finite amplitude method (FAM) for the qp density response is presented in Ref. [40] . Here, we recapitulate the essential idea and the result. Instead of calculating the residual kernels in Eq. (96) 
Then, the induced residual fields are given by the following FAM formula:
Equivalently, the FAM formula can be written in terms of the qp orbitals as
A computer program for stationary solutions of the KSB equation is able to construct the KSB Hamiltonian H s [R] from the qp orbitalsΦ. Thus, a small extension of the code to calculate H s for differentΦ andΦ † allows us to turn the static KSB code into the one for the linear response calculation. The FAM significantly reduces the programming task of developing a new code [40, 41] . It turns out to save the enormous computational resources as well, in linear-response calculations for deformed nuclei [41] .
Beyond perturbative regime: Large amplitude dynamics
Nuclei exhibit a variety of collective phenomena with large-amplitude and anharmonic nature in the low-energy region. For instance, the nuclear fission is a typical example for such a largeamplitude collective motion, that a single nucleus is split into two or more smaller nuclei. To describe these large-amplitude phenomena, we are aiming at developing a practical theory to extract a few optimal canonical variables, to describe the slow collective motion, which are well decoupled from the other fast intrinsic degrees of freedom. Then, upon the obtained submanifold, the collective Hamiltonian is constructed with microscopic determination of the collective mass parameters and potentials, to calculate observables in nuclear collective phenomena.
There have been extensive efforts in nuclear theory for such purposes (See recent review papers [42, 43] ). In this article, we present a classical theory of the large amplitude collective motion. The contents in this section is mostly based on former works [42, [44] [45] [46] .
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Basic concepts of a decoupled collective submanifold
As is shown in Appendix of Ref. [42] , the TDKS(B) equations are identical to the classical Hamilton's equations of motion with the canonical variables {ξ α , π α } α=1,··· ,Nc . The number of independent variables N c are in the order of M 2 for the description of the TDKSB dynamics. Since M is in principle infinite without the truncation, N c could be huge for description of the large-amplitude motion. Thus, it is desirable to extract a few canonical variables which are approximately decoupled from the other degrees of freedom. These variables are supposed to describe decoupled collective motion of the many-body system. There are several equivalent ways to present the basic concepts and formulation of the theory. We assume the collective motion of interest is a slow motion which allows us to truncate the classical Hamiltonian under the expansion with respect to momenta. Up to the second order in momenta π, the system is described by the Hamiltonian
The summation with respect to the repeated symbol for upper and lower indices is assumed, hereafter. The reciprocal mass tensor B αβ is defined by
The mass tensor B αβ is defined by B αβ B βγ = δ γ α , as the inverse matrix of B αβ . We are trying to find a collective submanifold present in the classical Hamilton system described by H in the form of Eq. (103).
Point transformation.
In general, The main aim of the theory is to find the canonical transformation
where the {q µ } are assumed to be divided into two subsets, q i , i = 1, · · · , K and the rest q a , a = K + 1, · · · , N c , which are decoupled with each other. Namely, if the system is located at q a = 0 andq a = 0 at time t = 0, then the time evolution should keep q a (t) = 0. Of course, in reality, the decoupling is not exact. We want to find an approximately decoupled manifold. First, we limit ourselves to the point transformations.
In the point transformation, the transformation for conjugate momenta are given by derivatives of the functions f µ and g α .
where the comma indicates a partial derivative, g α ,µ = ∂g α /∂q µ . The canonicity is guaranteed by the conservation of the Poisson brackets, which is easily proven by using the chain-rule 24/47 relations:
Substituting the point transformation of Eq. (106) into Eq. (103), the Hamiltonian in the new variables becomesH
The reciprocal mass parameter transforms like a tensor of the second rank.
Decoupling condition under a point transformation.
The decoupling condition is that, if the system is located on the collective submanifold (q a = p a = 0), it stays within the submanifold, namely,q a =ṗ a = 0. From the Hamilton's equations of motion derived from Eq. (109),q
we have the following conditions for the decoupling:
The first condition, Eq. (112), tells us that the reciprocal mass tensor must be block diagonal and has no coupling between the collective space (q i with i = 1, · · · , K) and the intrinsic space (q a with a = K + 1, · · · , N c ). The remaining two conditions comes from the absence of the force perpendicular to the collective surface. The conditions for the mass tensor, Eqs.
(112) and (114), imply that the decoupled submanifold is geodesic with the metric given by the mass tensorB ij . Namely, the following quantity
with a fixed boundary ∂S K has a minimum value, δA K = 0. See Ref. [42] for the proof. Utilizing the chain rule, the force condition, Eq. (113), can be rewritten as
This is the condition obtained in the zero-th order in momenta. In the one-dimensional case (K = 1), it is
where λ 1 ≡ ∂V /∂q 1 . This is nothing but the minimization of the potential V (ξ) with a constraint on the collective coordinate
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Local harmonic equations (LHE)
If all of the decoupling conditions, Eqs. (112), (113), and (114), are satisfied, it provides an exactly decoupled collective submanifold. However, in realistic situation, the exact decoupling is not realized except for trivial collective motions, such as the translational motion. We are more interested in situations with approximate decoupling. Among the three decoupling conditions, Eq. (114) comes from the coefficients in the second order in momenta. Here, we build the theory by ignoring this second-order condition, based on the mass condition (112) and the force condition (113). Let us start from the chain-rule about the derivative of the potential,
This indicates that the first derivative has a property of the covariant vector. However, the second derivatives are known to be not a tensor with respect to the general point transformation. As is well-known in the general relativity, we should introduce the covariant derivative, to keep the tensorial property. The covariant derivative is defined by
using the parallel transport of the vector V ,α (ξ) for ξ → ξ + dξ,
In order to make the covariant derivatives V ;αβ a tensor of the second rank, the affine connection Γ α βγ must follow the transformation:
Now, we assume that the coordinate system {q µ } is geodesic, namely,Γ µ νρ = 0. This leads to the affine connection
and the covariant derivatives
which can be even simplified because of Eq. (113), as
Since these covariant derivatives are tensor, they must transform as
Multiplying the reciprocal mass tensor, we have
from which we easily obtain the following equations.
Now, let us use the decoupling conditions, Eqs. (112) is also block diagonal, M i a = 0 and M a i = 0. Therefore, we reach the following equations, which we call "local harmonic equations" (LHE).
In the case of K = 1, it is written as
where the frequency is given by ω 2 =M 1 1 . The solution of the LHE provides a tangent vector of the collective submanifold, f i ,α and g α ,i . The LHE generalizes the secular equation of the harmonic approximation around the potential minimum to that at non-equilibrium points. At the equilibrium (V α =V ,µ = 0), it automatically reduces to the normal harmonic approximation, because the covariant derivatives become identical to the second derivatives at the equilibrium, V ;αβ = V ,αβ .
Practical solution of LHE.
To solve the LHE (130), we need to calculate the affine connection of Eq. (124), which contains the curvature f i ,αβ , in the covariant derivative V ;αβ . Since the solution of the LHE provides only f i ,α and g α ,i , this cannot be given by the LHE itself. However, the curvature f i ,αβ can be eliminated in the following procedure [45] . Here, let us discuss the case of K = 1, for simplicity. In this case, we have a single collective coordinate q 1 . We take the derivative ofB 11 = B αβ f 1 ,α f 1 ,β with respect to q 1 .
Using this equation, we may eliminate the curvature terms in the LHE (131). The LHE can be rewritten in the same form as Eq. (131), but M α β and ω 2 can be replaced by
In this way, we can eliminate the curvature terms. The price to pay is the calculation of B αγ ,β . The eigenfrequency ω 2 is obtained by solving the eigenvalue equation (131). Thus, We do not need to calculateB 11 ,1 .
Riemannian connection.
In this article, we adopt the affine connection of Eq. (124), which assumes that the decoupled coordinates {q µ } is geodesic (Γ µ νρ = 0). Instead of Eq. (124), the Riemannian connection may be adopted, in a similar manner to the general relativity. The Riemannian connection is given in terms of the metric tensor B αβ as
In Ref. [42] , this was discussed in details. In fact, the decoupling conditions, Eqs. (112), (113), and (114), may lead to the LHE identical to Eq. (130) with the connection Γ α βγ replaced by Eq. (134). However, the Riemannian formulation of the LHE has a problem for the case that the Nambu-Goldstone modes exist [44] , which will be discussed in Sec. 4.3 Thus, in the followings, we focus our discussion on the LHE with the affine connection of Eq. (124).
27/47
Treatment of constants of motion: Nambu-Goldstone modes
Since nuclei are self-bound system without an external potential, the nuclear DFT provides a ground-state density distribution which spontaneously violates the symmetry, such as translational and rotational symmetries. The spontaneous breaking of symmetry produces the Nambu-Goldstone (NG) modes which correspond to trivial (spurious) collective degrees of freedom. Therefore, we are mostly interested in the extraction of the collective degrees of freedom which are separated from (perpendicular to) these NG modes. In this section, we show that the LHE presented in Sec. 4.2 properly separate the NG degrees of freedom from other degrees of freedom. However, to achieve this, we need to lift the restriction to the point transformation and extend the point transformation to allow the second-order terms in momenta [44] .
4.3.1. Extended adiabatic transformation. The restriction to the point transformation is lifted by expansion with respect to momenta π. Equations (106) are generalized by
The transformation of the momenta is given by Eq. (107), since the terms cubic in momenta do not play a role in the modification of the theory. Using Eq. (107), the independence of the variables, ∂ξ α /∂π β = 0, requires the relation
From the canonicity condition {q µ , q ν } PB = 0, we also find
The Hamiltonian (103) is transformed to, up to second order in p,
The major difference between the use of the extended adiabatic transformation and a point transformation is the modification of mass parameter,
Here we have used Eqs. (137) and (113). The LHE has the same form as the Eq. (130), after replacing B αβ by B αβ .
4.3.2.
Constants of motion; cyclic variables. Suppose a classical variable P(ξ, π), which correspond to one-body Hermitian operators P in the quantum mechanics, is a constant of motion. In the followings, the conserved quantities are classified into two categories. Adopting the classical canonical variables in Ref. [44] , if P has real matrix elements in the qp basis,
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P can be expanded as
On the other hand, if P has imaginary matrix elements,
The conservation of P indicates that the Poisson bracket between P and H should vanish. From this, terms of the zeroth and first order in π give the following identities.
The equations (144) and (145) hold at arbitrary points in the configuration space. We assume that the variables describing these constants of motion correspond to the canonical variables (q I , p I ). The collective variables (q i , p i ) of interest are supposed to be orthogonal to both these variables and the intrinsic variables (q a , p a ). Thus, we divide the set {q µ , p µ } (µ = 1, · · · , N c ) into three subsets, the collective coordinates {q i , p i }, i = 1, · · · , K, the cyclic coordinates {q I , p I }, I = K + 1, · · · , K + M , and the non-collective coordinates {q a , p a },
In nuclear physics applications, we are often interested in the large amplitude collective motion at a given value of q I , such as the given total angular momentum, q I = J x = J, and the given number of particles in the superfluid systems, q I = N = N . In this case, Eq. (116) should be modified with additional constraints with respect to q I as
Here, f I ,α are given by the 2qp matrix elements of the symmetry operator. The non-trivial collective coordinates of interest, f i ,α , are determined by the solution of the LHE (130) with the reciprocal mass tensor of Eq. (141). We should solve Eqs. (146) and (130) ) provides the zero-frequency solution (ω = 0) for the LHE. We start from the case that the coordinates q I are conserved, with f I (ξ) = P (0) (ξ) and f (1)Iαβ(ξ) = P (2)αβ (ξ). This corresponds to the case of most practical interests in nuclear physics, such as the angular momentum and particle number.
Here, Eq. (138) was used in the third equation, and Eq. (145) was in the last equation. Thus, f I ,α automatically becomes a solution of the LHE with ω = 0.
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Next, we discuss the case that the momenta p I are conserved, with g I ,α (ξ) = P (1)α (ξ). Differentiating the chain relation g α ,µ f µ ,β = δ α β with respect to q ν , we obtain
Differentiating Eq. (144), we have
Utilizing these equation, we may prove
Therefore, the g α I are zero-frequency solutions of the LHE. The separation of the NG modes are guaranteed in the LHE with the covariant derivatives V ;αβ of Eq. (126) and the reciprocal mass tensor B αβ of Eq. (141).
The equations equivalent to these have been solved in Refs. [46] [47] [48] , with the second prescription given above.
Giant resonances studied with Skyrme EDFs in the linear regime
Applications of the TDDFT have been mostly studied in the linear response regime. In this section, we show selected results of the applications of the Green's function method (Sec. 3.2) and the finite amplitude method (Sec. 3.5) for nuclei without the pairing correlations, and the standard diagonalization method [19] for superfluid nuclei.
Giant resonances in the normal phase
5.1.1. Coordinate-space representation. . For the Skyrme functionals, which is a functional of local one-body densities, the coordinatespace representation is one of the convenient choices [49] . In the followings, we assume r involves the spin and isospin indices, if necessary. We adopt the three-dimensional (3D) Cartesian grid-space representation in Sec. 5.1.2 adn Sec. 5.1.3. Each KS orbital φ i ( r) is represented at discretized grid points (x d , y d , z d ). In the linear regime, behaviors of the TDKS orbitals ψ i ( r, t) in the region far outside of the nucleus are irrelevant in the calculations. This is because the density response ρ 1 ( r, t) vanishes where the KS orbitals in the ground-state φ i ( r) = 0: Thus, we use the 3D grid representation with an adaptive mesh [35, 50] , to reduce the number of grid points in the outer region. See Fig. 2 for such an example. The forward and backward amplitudes, X mi (ω) and Y mi (ω), in the linear response equations (81) also possess two indices, (mi). For these, it is convenient to adopt the mixed representation: the particle index m > N is replaced by the coordinate r, but the hole index i ≤ N is kept. The number of hole (occupied) orbitals in finite nuclei is of order of 100, at most. This mixed representation is adopted in the application of the FAM in Sec. 5.1.3.
Application of Green's function method.
We first show applications of the Green's function method. In the case that the KS orbitals are defined in a potential with the spherical symmetry v s ( r) = v 0 (r), this is known under the name of "continuum RPA" in the nuclear physics [31] and has been extensively utilized to study giant resonances in nuclei [51] [52] [53] . It should be also noted that the extension to the linear density response in superfluid systems has been achieved with the use of the anomalous Green's function [54] . For deformed systems, the construction of the Green's function with a proper boundary condition involves a significant task [34, 55] and the applications to nuclear systems are still very limited. We adopt an approach using a double iterative algorithm [34, 35] . Roughly speaking, this is based on the fact that Eqs. (56) and (57) are rewritten in a form of the linear algebraic equation with respect to ρ 1 (ω), In addition, the action of the Green's function,
s (E)|φ for a given state |φ is also given by a solution of the linear equation. We solve these linear algebraic equations by using the iterative methods. See Refs. [34] for details. In Fig. 3 , we demonstrate an example of the results of the present iterative algorithms for deformed systems. The isoscalar monopole and quadrupole strength functions in 20 Ne are calculated with the BKN energy functional that is a simplified version of the Skyrme functional [56] . In nuclear binding energy, there is a strong cancellation between the positive kinetic energy and the negative potential energy. The large nucleonic kinetic energy plays an important role in many phenomena in nuclei. The giant quadrupole resonance (GQR) is such an example. Namely, the restoring force for the vibrational motion mainly comes from the distortion of the Fermi sphere in the momentum space [57] . The GQR shows three peaks in order of K = 0, 1, and 2 in increasing energy (Fig. 3 (b) ). This is because the ground state has a superdeformed prolate shape with β ≈ 0.6. The result also indicates no low-energy quadrupole vibration except for the NG mode with K = 1. This is a characteristic feature of the superdeformation [58, 59] directions. The peak at ω ≈ 20 MeV is shifted to lower energy by about 5 MeV. This lowering in energy is due to strong coupling to the quadrupole resonance. In fact, the peak lies at exactly the same energy as the K = 0 quadrupole resonance (Fig. 3 (b) ). The calculated single-particle energy of the last occupied orbital is −10.8 MeV. Thus, all the high-energy peaks in Fig. 3 are embedded in the continuum. The broad structure of the monopole strength function at E > 20 MeV indicates that there is no prominent monopole resonance in this nucleus, except for the peak due to the coupling to the GQR.
Application of FAM.
The FAM is a feasible approach to the linear response calculations with realistic EDF. With a Skyrme-type EDF, the FAM formula (84) tells us to calculate the operation of v ks,1 ( r, ω) in the coordinate space as
Exchanging the forward and backward amplitudes inψ η,i ( r) andψ ′ η,i ( r), we may calculate v † ks,1 ( r, ω)φ i ( r) in the same way. Adopting the local external field v 1 ( r, ω) = F ( r), the strength function is calculated from the obtained forward and backward amplitudes, as in Eqs. (85) and (86),
The FAM makes a coding of the linear response calculation much easier than the other methods. The FAM does not require explicit construction of the matrix, thus, it significantly reduces a memory resource requirement. These are the main advantages of the FAM. In addition, the computational task scales linearly both with the size of the model space and with the particle number. This linear dependence was confirmed in the actual calculations as well. Therefore, the FAM may demonstrate its merit for larger systems. A disadvantage is the fact that the iterative procedure is difficult to parallelize. Since the calculations with different ω are independent, this provides a trivial parallelization with respect to ω. This leads to a use of PC cluster systems with 128-256 processors in parallel,
Choice of iterative algorithms To solve the linear response equations (81) , an iterative method is utilized. Here, we denote this equation symbolically as A x = b. For the Skyrme energy functional, the matrix A in the r-space grid representation is sparse. Therefore, the iterative methods, such as the conjugate gradient (CG) method [60] , should work efficiently. However, since we calculate for the complex frequency ω, the matrix A is not Hermitian. Therefore, we should adopt one of a number of variants of the CG method extended for non-hermitian problems. In Fig. 4 , we show performance of some of different iterative algorithms: Bi-conjugate gradient (Bi-CG) method [60] , generalized conjugate residual (GCR) method [61] , generalized product-type bi-conjugate gradient (GPBi-CG) method [62] , Bi-CGSTAB method [63] , and Bi-CGSTAB2 method [64] . The magnitude of the relative residue,
is plotted against the number of iterations, for the case of the electric dipole response in 16 O, The initial vector is taken as x = 0.
It turns out the convergence property depends on the frequency. At low frequency (ω = 0 + 0.5i MeV), all the solvers except for the Bi-CG method quickly reach the convergence.
On the other hand, at higher frequency (ω = 10 + 0.5i MeV), only the GCR and the GPBi-CG methods lead to the convergence. In Fig. 4 , the GCR shows the most stable behavior for the convergence, though it requires larger computer memory resources than other methods. Recently, we have also tested the generalized product-type bi-conjugate gradient method with associated residual (GPBiCG-AR) [65] , which indicates a better performance. be noted that we need much smaller number of iteration to reach the convergence in the harmonic-oscillator-basis representation [41] . The coordinate space of a relatively large 3D box size contains a large number of irrelevant mesh points, which perhaps makes the convergence very slow. It should be noted that an iterative algorithm based on the Arnoldi diagonalization method was proposed for similar problems [66] .
Nuclear photoabsorption cross sections Adopting the electric dipole (E1) operator with the E1 recoil charges as the operator F , we calculate the E1 strength function S E1 (E) that is converted into the photoabsorption cross section σ abs (E) in the dipole approximation. Calculated photoabsorption cross sections for spherical nuclei, 16 O, 40 Ca and deformed nucleus 24 Mg, are compared with experimental data in Fig. 5 . Here, the complex frequency ω + iγ/2 with the width γ = 1 MeV is adopted. In each nucleus, there is a broad peak in σ abs (E) around E = 20 − 25 MeV, which corresponds to the giant dipole resonance (GDR). The overall profile of the experimental cross section is well reproduced, though the calculated energies of the GDR peaks are underestimated by a few MeV. The discrepancy is more prominent for lighter nuclei, which is observed with almost all the Skyrme energy functionals [35, 50] . For spherical nuclei, the GDR widths calculated with γ = 1 MeV are narrower than the corresponding experimental data. This seems to suggest that the spreading width Γ ↓ , which takes account of effects decaying into compound states, such as two-particle-two-hole excitations, is slightly larger than γ = 1 MeV. For the deformed nucleus 24 Mg, the GDR peak splitting caused by the ground-state deformation well agree with the experiments, although the magnitude of the deformation splitting is slightly too large in the calculation. We may interpret that the experimental GDR peak around E = 20 MeV is associated with the K = 0 mode, and those at E = 22 ∼ 25 MeV correspond to the K = 1 mode. The double-peak structure of the K = 1 GDR peak is well reproduced. Approximately, the calculated cross section is shifted to lower energy from the experimental ones, by about 3 MeV. For heavier nuclei, the calculation better agrees with experiments [50] . Calculated photoabsorption cross sections in spherical nuclei 90 Zr, 120 Sn, and 208 Pb are compared with experimental data in Fig. 6 . The calculated GDR peak shows a splitting, however, this may be due to the spurious effect coming from the box discretization. Except for this splitting, the results agree well with the experimental data. A single Lorentzian fit for the photoabsorption cross section gives the GDR peak energies of 16. MeV, respectively. The GDR peak positions are well reproduced within an error of 400 keV. We may conclude that the SkM * functional reproduces peak energies of the E1 resonances in heavy nuclei. For heavy nuclei, the spreading width was supposed to be a major part of the total damping width [69, 70] . However, the artificial width of γ = 1 MeV, which is supposed to take account of missing spreading effects, reproduces the observed GDR width. Although the total damping width is about 4 MeV for these nuclei, the spreading width is less than half of the total width. In fact, the fragmentation of the strength into non-collective 1p-1h states (Landau damping) is significant in the present calculation. Thus, the small spreading width (about 1 MeV) is able to reproduce a broadening of the experimental strength distribution. This is also consistent with other recent calculations [71, 72] .
Giant resonances in the superfluid phase
Inclusion of the pair density for systems with superfluidity is, theoretically, a straightforward extension of the TDKS to TDKSB equation (See Sec. 2.7). However, in practice, it costs a significant increase in numerical task. For instance, the number of matrix elements in Eq.
(163) is roughly proportional to M 2 for the normal system and M 4 for superfluid systems, where M is a dimension of the single-particle model space. At present, it is difficult to adopt the 3D coordinate-space representation in Sec. 5.1 for superfluid nuclei [79] . In this section, we adopt the symmetry restrictions on the shape of the potentials to reduce the numerical costs.
37/47 [77] . The Skyrme energy functional with the SkM* parameter set was used.
The experimental data [80, 81] are denoted by filled squares.
In the linear response equation (77), the system can oscillate without the external perturbation v 1 (ω) = 0 (V 1 (ω) = 0), at the eigenfrequencies ω = ω n , Thus, the normal modes of excitation are obtained by solving the eigenvalue equation:
Solving this eigenvalue equation in the qp basis is the most common method for TDDFT to study elementary modes of excitation in superfluid nuclei. Because of numerical difficulties, most of current studies with Skyrme EDFs for deformed nuclei are restricted to axially deformed nuclei [41, [76] [77] [78] . We first calculate the qp states in the ground state in the 2D coordinate space assuming the axial symmetry. Then, all the necessary quantities are expressed in the qp representation. For deformed systems, the number of 2qp states becomes huge and we often need a further truncation of the 2qp space [77] . In addition, the residual kernel associated with the longrange Coulomb part is neglected in the present calculation. The solutions of the eigenvalue equation (163) are obtained using the symmetrization procedure [19] .
Heavy nuclei with open-shell configurations are supposed to have a superfluid character caused by the neutron-neutron and proton-proton pairing correlations. Here, we show results for Nd and Sm isotopes. The protons have finite pair densities for all these isotopes, while the neutron pair density vanishes for 142 Nd and 144 Sm which correspond to the neutron magic number N = 82. These isotopes exhibit typical examples of the quantum phase transitions in their ground states, from spherical to prolate shapes, and simultaneously, from the normal to superfluid phases, as increasing the neutron number. Actually, the calculated ground states 38/47 show a spherical shape for 142,144 Nd and 144,146 Sm, and a prolate shape for the others. The magnitude of deformation increases as the neutron number changes from 86 to 92. In Fig. 7 , the calculated photoabsorption cross sections for Nd and Sm isotopes are shown together with the available experimental data [80, 81] . The dipole strength at discrete eigenenergies are smeared by the Lorentzian with a width γ = 2 MeV. The GDR peak energies well agree with experimental values, and produces the deformation splitting in 150,152 Nd and 152,154 Sm. The GDR width calculated with γ = 2 MeV is also in good accordance with the experimental values. The nice agreement on the broadening indicates that the smearing width γ = 2 MeV has a good correspondence with the spreading width Γ ↓ in these nuclei. The isotopic dependence of the peak broadening is well reproduced, even for the transitional nuclei. The width for N = 82 and 84 is calculated as Γ ≈ 4.5 MeV, and it gradually increases to about 6 MeV for N = 88 ( 148 Nd and 150 Sm), then the peak splitting becomes visible for N ≥ 90 and 92. Here, the width Γ is evaluated by fitting the calculated cross section with a Lorentz line. The broadening of the GDR was found to be well correlated with the nuclear quadrupole moments [82, 83] . Thus, it is interpreted as the mode-mode coupling effects to the low-lying collective modes [70] . In the present calculation, the mode coupling is not explicitly taken into account. However, the linear response based on the deformed state may implicitly include a part of the coupling effect. Figure 7 shows that the isotopic dependence can be well accounted for by the gradual increase of the ground-state deformation.
Large amplitude collective dynamics in shape coexistence
Low-energy collective modes of excitation in nuclei present unique features of the finite quantum systems. In contrast to giant resonances discussed in Sec. 5, the linear approximation is often insufficient for low-lying collective states in nuclei. The vibrational excitations should contain a strong anharmonicity when the stability matrix S has an eigenvalue close to zero, namely when the system is close to the critical point of the stability. This kind of situation occurs in many nuclei, especially for the quadrupole modes of excitation in a transitional situation such as shape phase transition (Fig. 7) and shape coexistence phenomena [84, 85] . Therefore, we need to go beyond the linear regime for describing these nuclear phenomena of a large amplitude nature. One of the unique features of the low-lying collective motion in nuclei is the fact that its character significantly changes from nucleus to nucleus. In addition, its structure is affected by an interplay between the pairing and deformation correlations, which often results in a spontaneous breaking of symmetry. Therefore, it is difficult to introduce an a priori assumption on the nature of the low-lying collective motion. Therefore, the theory presented in Sec. 4 is suitable to find optimal collective manifold which leads to a collective Hamiltonian.
In this section, we show applications of the theory in Sec. 4 . In this section, we apply the method in Sec. 4.5 to description of low-lying spectra in neutrondeficient 68 Se. This nucleus shows a feature of the shape coexistence: The experimental data indicate that there exist rotational bands with different characters, which has been interpreted to be those with prolate and oblate shapes [86, 87] . The mixing property of the two bands are of significant interest, which influences the excitation spectra and transition probabilities. In this section, we show results only for 68 Se. The same analysis on 70, 72 Se can be found in Ref. [48] .
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6.0.1. Pairing-plus-quadrupole model. The pairing-plus-quadrupole (P+Q) model is one of the most successful models that allows us to describe nuclear phenomena involving the quadrupole and pairing degrees of freedom. Baranger and Kumar studied the quadrupole motion in the P+Q model, assuming that the collective coordinates are given by the quadrupole deformations (β, γ), and that the collective mass parameters are given by the cranking formula with phenomenological corrections [88] . However, a study of the same model [44] reveals that, even at the minimum point of the potential, the self-consistent mass parameters and the property of normal modes are very different from those utilized by Baranger and Kumar. In the followings, we also adopt the Hamiltonian similar to the P+Q model and study the large amplitude collective motion in Se nuclei. The P+Q model in the present study includes the quadrupole pairing and is given bŷ
where ǫ k are the spherical single-particle energies and the index k denotes the set of quantum numbers (njlm). The monopole pairing operatorÂ (τ ) † , the quadrupole pairing operator B (τ ) † , and the mass quadrupole operatorD † are defined bŷ
where D 2K (kl) are the (dimensionless) quadrupole matrix elements, modified according to a prescription given by Baranger and Kumar [88] . The model parameters are determined by adjusting the potential energy surface calculated with the Skyrme energy functional. Those values are found in Ref. [48] .
6.0.2. Results of MFHE. The Hartree-Bogoliubov (HB) approximation to the present P+Q Hamiltonian leads to two minima (HB states) in the potential energy surface, in 68 Se:
The lowest minimum has an oblate shape (β = 0.3) and the other minimum with a prolate shape (β = 0.26) lies at energy about 400 keV higher than the oblate one. The obtained collective coordinate q 1 has a good one-to-one correspondence to the triaxial deformation parameter γ in the quadrupole deformations (β, γ) defined by
This is seen in the top-right panel in Fig. 8 . In Fig. 8 , a variety of quantities calculated on the collective path are plotted as functions of γ. The mass parameter is defined with respect to the geometrical length s in the (β, γ) plane, ds 2 = dβ 2 + β 2 dγ 2 .
In the prolate and oblate minima, the lowest modes of excitation in the MFHE correspond to the gamma vibrations, and the second lowest to the beta vibrations. The frequency ω, then, 22 (q), the collective potential V (q), the collective mass M (s(q)), the lowest two eigenfrequencies of the MFHE ω 2 (q), and the rotational moments of inertia J i (q).
turns into imaginary in the triaxial region (10 • < γ < 50 • ). The imaginary frequency causes no problem in the solution of the MFHE. We also calculate the moments of inertia by solving the Thouless-Valatin equations [89] on the collective path, which gives J k (q), k = x, y, z. These are also shown in the bottom-right panel in Fig. 8 . They have a characteristic feature similar to the moments of inertia of the irrotational fluid [19] .
6.0.3. Collective Hamiltonian. In the total kinetic energy, the position-dependent rotational energy is added to the one of the one-dimensional shape vibration described by the coordinate q 1 .
where i, j = 1, · · · , 4. Here, (p 2 , p 3 , p 4 ) are the total angular momentum (I x , I y , I z ), andB ij = δ ij (B 11 , J −1 x , J −1 y , J −1 z ). The kinetic energy term is requantized by means of the Pauli prescription: 41/47 where
is the determinant of the metricB ij (q 1 ). The three componentsÎ k of the angular momentum operator are defined with respect to the principal axes (x, y, z) associated with the intrinsic (moving-frame) state |φ(q 1 ) . The collective Schrödinger equation is thus given, with q 1 replaced by q hereafter, as
where Ψ IM n (q, Ω) represents the collective wave function in the laboratory frame. It is a function of the collective coordinate q and the three Euler angles Ω, and specified by the total angular momentum I, its projection M on the laboratory z-axis, and the index n distinguishing different quantum states having the same I and M . Using the rotational wave functions D I M K (Ω), the collective wave functions in the laboratory frame is written as
where the sum in Eq. (171) is restricted to even K. Here, Φ IKn (q) represents the shape vibrational motion described by the coordinate q. Normalization of the vibrational part of the collective wave functions is given by
where the volume element is
The boundary conditions for the collective Schrödinger equation (170) can be specified by projecting the obtained collective path onto the (β, γ) plane and by using the symmetry properties of the Bohr-Mottelson collective Hamiltonian [91] .
6.0.4. Discussion: Rotational localization. In the left panel of Fig. 9 , excitation spectra and B(E2) values calculated for 68 Se are displayed together with experimental data. The calculation yields two rotational bands, which qualitatively agrees with experiment. The calculated ground and excited bands have oblate and prolate characters, respectively, however, there is strong shape mixing, especially at low spins. Note that the calculated 0 + 2 state is located above the 2 + 2 state. We find that this significant rise of the 0 + 2 excitation energy is due to the oblate-prolate shape mixing in the 0 + states, which is much stronger than that of the 2 + states. It would be very interesting to identify the 0 + 2 experimentally. 8 The strong shape mixing in the 0 + states can be confirmed by examining the vibrational wave functions displayed in the right panel of Fig. 9 . Since the potential barrier between the two minima is only 400 keV high along the collective path, this strong mixing is reasonable. In fact, the unusual behavior of the excited 0 + state suggests an intermediate situation 8 In recent calculation with a (2+3)-dimensional collective Hamiltonian, this state is predicted as the third 0 + state. between the oblate-prolate shape coexistence and the γ-unstable model by Wilet and Jean [92] . It is quite interesting to notice that the shape mixing becomes weak as the angular momentum increases. The collective wave functions of the the 4 + and 6 + states tend to localize in the region near either the oblate or the prolate shape. Namely, it becomes more appropriate to characterize the 4 + and 6 + states as oblate-like or prolate-like. We have analyzed dynamical origin of this trend and found that the rotational energy plays a crucial role in determining localization of the collective wave function. Therefore, this effect may be called "rotational localization of collective wave function" or "rotational hindrance of shape mixing" [48] .
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Further developments
6.1.1. Multi-dimensional collective submanifold. The 1D collective path for 68 Se is obtained by following the lowest eigensolution of the MFHE. Figure 10 shows an embedded collective path in the (β, γ) plane. However, the frequency of the second lowest solution is only 1 ∼ 1.5 MeV higher than the lowest one (Fig. 8) . Thus, the extension from 1D to 2D may be important. We often encounter similar situations which suggest importance of the multi-dimensional collective submanifold. Numerically, this is a challenging task, because we need to search for self-consistent solutions of the MFHE in the 2D or higher-dimensional hypersurface. The technical developments for the multi-dimensional collective submanifold is an important future subject. In recent papers [93] [94] [95] , the collective Hamiltonian with the 2D shape degrees has been constructed assuming the one-to-one correspondence between the collective coordinates (q 1 , q 2 ) and (β, γ), combined with following approximations:
(1) The collective submanifold is determined by the minimization with respect to the mass quadrupole operators, neglecting the self-consistency between Eqs. (155) and (156). (2) In the MFHE, the curvature terms are neglected. 43/47 The eigensolutions of the MFHE are used to calculate the collective mass parameters,B ij = f i ,α f j ,β B αβ . The inclusion of the 2D shape degrees of freedom turns out to be qualitatively consistent with the 1D calculation in Fig. 9 , but further improve the results in comparison with experiments [93] . 6.1.2. Applications to modern energy functionals. It is also highly desired to apply the method to realistic modern energy functionals, such as Skyrme, Gogny, and covariant energy functionals. This requires a developments of the code for MFHE without the axial symmetry restriction. Adopting the similar approximations mentioned above, there are numerous recent works, in the Skyrme energy functionals [96, 97] the Gogny energy functionals [98, 99] , and the covariant EDFs [100, 101] , to construct the collective Bohr Hamiltonian with the microscopic inputs. However, the collective mass parameters are further approximated by the Ingliscranking formula. Since this cranking approximation has a well-known defect leading to a disagreement with experiments, the phenomenological scaling to increase the collective mass by roughly 30 − 40 %, is often adopted. This comes from the fact that the cranking formula neglects the time-odd mean fields [19] . Therefore, the replacement of the cranking mass by the MFHE mass should solve this problem. The MFHE with the Skyrme energy functional has been applied to studies of Cr isotopes with the above approximations and a restriction to the 1D shape degree [102] . In a very recent work [103] , a hybrid model, combining the covariant EDF method with the MFHE in the P+Q model, has been investigated. Namely, the potential energy surface is calculated by the covariant EDF and the collective mass parameters are estimated by the help of MFHE in the P+Q model. The model shows a significant improvement in the low-lying spectra in γ-soft nuclei of Xe and Ba isotopes. These results suggest a promising future of the MFHE in the energy functional approaches.
Summary
Intensive studies in density functional theories (DFT) in recent years have produced numerous new results and new insights into nuclear structure. It is beyond the scope of the present paper to review all of these developments. In this paper, we mainly focus our discussion on the basic concepts of the nuclear DFT and applications of the time-dependent DFT (TDDFT). The nucleus is a self-bound isolated system without an external potential. This produces a situation different from many-electron systems with the external Coulomb potentials. Therefore, we need modify the original arguments of the DFT, such as the Hohenberg-Kohn theorem. In Sec. 2, we presented a justification based on the Hohenberg-Kohn theorem 44/47 modified for the wave packet. It can be formulated with the Kohn-Sham scheme as well. To incorporate effects of the nucleonic pair condensation, the density functional should be generalized to include the pair density (abnormal density) in addition to the normal density. This can be done with the generalized scheme by Bogoliubov. The TDDFT was also established, in the same manner as the Hohenberg-Kohn, by the one-to-one correspondence between the potential and density depending on time. Most applications of the TDDFT are performed in the perturbative linear response regime. Even in the linear regime, because of the complexity of the EDFs of nuclei, it is computationally very demanding to perform the numerical calculations and requires significant works for its program coding. There are several approaches to the linear-response calculations, each of which has an advantage and disadvantage. This has been discussed in details in Sec. 3. As a feasible approach, we have proposed the finite amplitude method (FAM). The FAM only requires a minor modification of the existing program of the stationary calculation for the nuclear ground-state properties. The nucleus is also known to show many collective phenomena at low energies which are not able to be described by the linear-response theory. A typical example is given by the fission of heavy nuclei, and by the shape phase transition and the shape coexistence. For this purpose, we have presented a theory of a decoupled collective space inside the large TDDFT phase space in Sec. 4 . In case that the collective motion of interest is slow relative to the other intrinsic degrees of freedom, self-consistent solutions of the moving-frame harmonic equation (MFHE) with the constraint minimization of the EDF provide microscopic determination of the collective variables and the collective Hamiltonian. In Sec. 5 and Sec. 6, we presented selected results of recent studies with the TDDFT on nuclear dynamics in the linear-response regime and beyond the linear regime. Properties of giant resonances in nuclei, especially those of the giant dipole resonance (GDR), have been studied with the Skyrme energy functionals. Currently available EDFs are able to reproduce the GDR in heavy nuclei, however, have a problem for that in light nuclei. We also presented the applications of the MFHE to shape coexistence phenomena in 68 Se. The calculation suggests a rotation-induced localization of the collective wave functions, which produces the oblate-prolate shape coexistence in this nucleus. An interplay between theory and experiment has been and will be providing deeper understanding of the nuclear quantum many-body problem. To develop a comprehensive predictive theory of the nucleus to answer fundamental scientific questions, still significant components are missing from our current understanding. Some of these missing parts can be addressed only by the large-scale numerical simulations of nuclear systems. The petascale-and of future exascle-computing platforms is expected to pave the way to this goal.
