Abstract. We prove a full large deviations principle in large time, for a diffusion process with random drift
Introduction.
In this paper, we investigate large deviations properties for diffusions (X t , t ≥ 0) with random drift, solving
where W is a standard Brownian motion in R 2 , and V is a centered stationary solenoidal (i.e. such that div(V ) = 0) Gaussian field on R 2 , independent of W .
Such a process is a model for diffusion in an incompressible turbulent flow. As such, it has been discussed thoroughly both in the physics and mathematics literature (see for instance [1, 2, 4, 5, 8, 9] ). These papers deal with the long time behavior of the process X. More precisely they investigate the link between the properties of the random drift V , and the convergence in law of X t when t goes to infinity.
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The model we are working on in this paper, is a very particular case of (1), since V is assumed to be a shear flow, i.e.
∀x ∈ R
2 , x = (x 1 , x 2 ) , V (x) = (0, v(x 1 )) .
(v(x 1 ), x 1 ∈ R) is a centered Gaussian field, with covariance K(
. This model has the advantage of being easy to handle, since in the shear flow situation, the two coordinates (X 1,T , X 2,T ) of X T are just
¿From the viewpoint of the central limit theorem, this model has been studied in [1, 2] , where it is proved that when the covariance function K decays sufficiently slowly at infinity, the second coordinate X 2,T of X exhibits a super-diffusive behavior, i.e. for some parameter α > 1/2 (related to the decay of correlation),
1
T α X 2,T converges in law when T → ∞. In [3] , the annealed large deviations of the Gaussian shear flow model (1) (2) are established. The result is the following. Let P denote the annealed law, that is the law of X integrated over the randomnesses of V and W . Then, for all Borel set A of R, with closureĀ, and interior
The rate function L is continuous, with compact level sets and has a unique zero at the origin. Note that the super-diffusive scaling T 3/2 does not depend on the decay of correlation, but is intimately linked with the choice of Gaussian statistics for the drift V .
We study here the large deviations of the Gaussian shear flow model in a quenched setting, i.e. almost surely in the environment V . Our main result states that there exists a convex deterministic rate function J such that a.s. in V and for all Borel set A of R, − Inf Indeed, with probability of order exp(−RT ) (R large), the Brownian motion (B s , 0 ≤ s ≤ T ) stays in a ball of radius √ RT , so that in the study of the large deviations of Y T , we can restrict ourselves to trajectories confined to such balls with R large enough. So the effect of the scaling log(T ) is to deal with a bounded integrand v/ log(T ).
The large deviations upper bound is obtained using the Gärtner-Ellis method, i.e. by considering the quenched behavior of the Laplace transform
In expression (6), E 0 denotes the expectation with respect to B, assuming that B 0 = 0, and τ RT is the first exit time of B from the interval I RT = ] − RT ; RT [. As usual, we are led to look at the a.s limit when T → ∞, of the principal eigenvalue of the random operator
with Dirichlet conditions on the boundary of I RT ,
Following the image popularized by A.S Sznitman in [11] , the main contribution comes from "the regions where the eigenvalue is small". Thus, a key argument in the study of λ αv/ log(T ), B(0, RT ) is a lemma borrowed from [6] , which asserts that this principal eigenvalue is comparable with Min i λ(αv/ log(T ), Q i ), where Q i are balls of fixed size covering I RT . This comparison enables one to show that v-a.s, Λ(α) lim T →∞ (log Λ T (α))/T exists, and is deterministic. The upper bound is thus obtained with a rate functional J which is the Legendre transform of Λ.
On the opposite direction, a first lower bound is obtained using a specific strategy for the path of the Brownian motion: we force it to go "fast" to a region where the field v has a "high" peak, and to remain there until time T . The rate function I 1 obtained in this way, has a Legendre transform which coincides with J. Thus, if I 1 were convex, then I 1 = J. However, we could not prove convexity of I 1 . We overcome this problem by adopting the following strategy. We imagine a sequence of scenarii: the n-th one corresponds to partitioning [0, T ] into n time intervals, in each of which the Brownian motion goes fast to a region where the field v/ log(T ) has a fixed deterministic profile, and stays there during this time interval. To each scenario corresponds a lower bound of the type
The family of functions I n is decreasing, and the limit I(y) lim n→∞ I n (y) is convex. This enables us to identify I and the upper bound J. The paper is organized as follows. In section 2, we introduce the notations and state the main result. In section 3, we prove the large deviations upper bound. In section 4, we establish the large deviations lower bound. Finally, section 5 investigates the link between the decay of correlation, and the behavior of the rate function near the origin.
As a concluding remark, we would like to say that the paper is written for a diffusion in R 2 , but that with a little more work, all could be written in higher dimensions, as soon as the shear flow structure is preserved.
Notations and results.
In all the sequel, when I is a domain of R, M(I), and M 1 (I) will denote respectively the set of finite measures on I, and the sets of probability measures on I. C 
, f p will denote the norm of the function f in L p (I). Let (v(x), x ∈ R) be a centered stationary Gaussian field with values in R, defined on a probability space (X, G, ν). Brackets will denote the expectation with respect to ν, so that the covariance function of v is defined by
Let (B t ; t ∈ [0, 1]) be a standard Brownian motion defined on a probability space (Ω, A, P ). Expectation with respect to P is denoted by E.
Our main result is a full large deviations principle for the random variable
Before stating the result, we introduce some assumptions and recall some standard results about the Gaussian field v.
The Gaussian field.
We assume that v has a spectral density h such that for some α > 0,
Then, the covariance K(x) = R e iλx h(λ) dλ is a continuous function on R, which attains its maximal value at 0. Moreover, K(x) → 0 when |x| → ∞, and K is Hölder continuous of order α, so that v has a version which is β-Hölder continuous for 0 < β < α 2
. Moreover, as it is well known for Gaussian fields,
We present now a splitting of v into the sum of two Gaussian stationary processes, one of which having finite correlation length. This splitting is constructed in [7] , and goes as follows.
Let g be the 
, and
Moreover, iff denotes the inverse Fourier transform of f ,
sinceψ L decreases faster than any polynomial at infinity. Thus, v L has a Hölder continuous version, and so doesṽ L .
The large deviations principle.
Let us now define the rate function J appearing in the large deviations principle. When f is a function of the Sobolev space H 1 (R), K ⋆ f 2 is the continuous function obtained by convolution of the covariance kernel K and f 2 , so that
For any α ∈ R, let
and for any y ∈ R
We are now able to state the main result of the paper.
Theorem 1 Assume (8).
Then, ν-a.s, for any measurable subset E of R,
lim inf
J is even, convex, and lower semicontinuous. J(y) < ∞ for |y| < 2K(0), and J(y) = +∞ for |y| > 2K(0). Moreover, J(0) = 0, and J is increasing on R + .
As a corollary of the large deviations for Y , we obtain the large deviations for X 2 with the same rate function.
Corollary 2 Assume (8). Then, the estimates (13) and (14) hold when
We provide some more informations on J, relating the decay of correlation of the field v, and the behavior near the origin of J.
Proposition 3 .
Assume that for some
Assume that K ≥ 0 and lim inf
Proof of the upper bound.
The aim of this section is to prove (13), and the same estimate for X 2,T . We begin with the proof of the properties of J stated in theorem 1.
Proof of the properties of J.
J is convex and l.s.c as the supremum of affine functions. J is even because Λ is even. We restrict therefore the study of
The monotony of J is thus obvious.
Let us prove now that J(y) < ∞ for |y| < 2K(0), and J(y) = +∞ for |y| > 2K(0). For this purpose, note that
Indeed, on one hand, ∀f ∈ H 1 (R) such that
(y) dx dy , and (15) follows by letting λ → ∞, and dominated convergence. Thus, Λ(α) ≤ |α| 2K(0), and ∀y > 2K(0),
On the other side, for 0 ≤ y < 2K(0), (15) allows one to find f y in H 1 (R) such that f y 2 = 1, and y < 2(K ⋆ f 2 y , f 2 y ). We get then that
Let us now compute J(0). Since Λ is even and increasing on R + ,
Large deviations upper bound for X 2,T .
We are going to prove that (13) implies the same estimate for X 2 . Let us then assume that (13) holds. Let δ > 0, and let F δ = {y : ∃x ∈ F, |x − y| ≤ δ}.
Therefore, (13) yields that ν-a.s., for all closed subset F , and all δ > 0, lim sup
The result follows from the goodness of the rate function J, letting δ go to 0.
Large deviations upper bound for Y T .
We prove now (13) in theorem 1.
Step 1. Restriction of the problem in a domain of size T . For R > 0, let I RT be the interval ] − RT ; +RT [, and let τ RT be the first time Brownian B exits I RT .
Lemma 4 ν-.a.s, for all measurable set F and all R > 0,
Proof.
The well known estimate lim sup T →∞
yields the result.
Step 2. Spectral estimates of Schrödinger semigroups.
To prove the upper bound, we use the Gärtner-Ellis method, and we have to study the large time asymptotic of
It is well known that this reduces to study the principal eigenvalue of the random operator
f , with Dirichlet conditions on the boundary of I RT . In all the sequel, when D is a bounded domain of R, and V : D → R is a bounded measurable function, we will write λ(V, D) for the principal eigenvalue of the operator 1/2△ + V , with Dirichlet boundary condition on D.
Since any sequence (f n ) which is bounded in H 
In these notations, the task at hand is to study the behavior for large T of λ(αv/ log(T ), I RT ). To this end, we recall proposition 1 of [6] , which compares this eigenvalue, with the minimum of the principal eigenvalues in balls of fixed size.
Lemma 5 (Proposition 1 of [6] 
where
, where the constant K is independent of r.
We deduce from this the following lemma.
Lemma 6 There exists a constant K such that ν-a.s., for all r ≥ 2, ∀α ∈ R, ∀R > 0 lim sup
Proof. We use the same trick as in [6] and [7] . Let Φ r be the function introduced in lemma 5. By periodicity of Φ r ,
. By Jensen inequality, we obtain then that
We use then the usual bounds on Schrödinger semigroups in terms of their principal eigenvalue (see for instance theorem 1.2 in chapter 3 of [11] ).
The conclusion follows from (9) and (19).
Step 3. ν-a.s. behavior of Min λ αv √ log(T )
, z + I 2r+1 : z ∈ 2rZ ∩ I RT +r .
This is done via a Borel-Cantelli argument. Using the stationarity of v, note that the random variables λ αv/ log(T ), z + I 2r+1 , z ∈ 2rZ ∩ I RT +r have the same law. The next lemma gives some estimates for this law.
Lemma 7 Let c Min{
Let us define for all x ∈ R, and r > 0
Proof. Let f be any function in
Taking the supremum over all functions f ∈ H 1 0 (I r ) such that f 2 = 1, yields lim inf
We are now going to prove the upper bound. To this end, note that λ(·, I r ) : C(Ī r ) → R is continuous (the topology in C(Ī r ) being given by the supremum norm). Indeed, first λ(·, I r ) is u.s.c as infimum of continuous functions. Secondly, we prove the lower semicontinuity: let then (v n , n ∈ N) be a sequence in C(Ī r ) converging to v. For all n ∈ N, let f n realize the infimum in λ(v n , I r ). Since λ(v n , I r ) ≤ − Min Ir v n , and v n − v ∞ → 0, the sequence (f n ) is bounded in H 
2 ) ≥ λ(v, I r ). Therefore, for all r > 0, x, α ∈ R, F α,x r u ∈ C(Ī r ), λ(αu, I r ) ≤ x is a closed subset of C(Ī r ), and ν λ αv
We now use the large deviations in C(Ī r ) of the Gaussian field v/ log(T ) to deduce that
Note that
Hence ∀α ∈ R, K * r (αu) = α 2 K * r (u), and
It remains now to show that
We can restrict ourselves to the case where x < c r 2 . Let u ∈ C(Ī r
. But
2 by definition of the constant c. Thus,
Taking the infimum over functions u such that λ(u, I r ) ≤ x yields then (25).
Lemma 7 allows one to prove
Lemma 8 ∀α ∈ R, and ∀r ≥ 2, let
Then, ∀α ∈ R, ∀R > 0 and ∀r ≥ 2, ν-a.s.,
Proof. We use Borel-Cantelli lemma. We assume that Λ(α, r) < ∞, otherwise there is nothing to prove. Let ǫ > 0 be fixed.
, I 2r+1 ≤ −Λ(α, r) − ǫ by stationarity.
Thus, by lemma 7 , lim sup
(28) We claim that
The only point to note in order to prove (29) is that the infimum in (20), and the supremum in (26) are actually reached, since again any majorizing sequence will be bounded in
It follows then from (28), (29), and Borel-Cantelli lemma applied along the sequence T n = 2 n , that ∀α ∈ R, ∀r ≥ 2, ∀R > 0, ν-a.s.,
To end the proof of lemma 8, note that for T sufficiently large, and n such that
The last term is ν-a.s. of order 1/n by (9) .
Concerning lemma 8, we would like to underline that using the decorrelation properties of the field v, and Borel Cantelli inverse lemma, it is possible to prove that −Λ(α, r) is in fact the a.s. limit when T → ∞ of Min λ (αv)/ log(T ), z + I 2r+1 : z ∈ (2rZ) ∩ I RT +r .
At this point, putting lemma 6 and lemma 8 together, we have proved that there exists K > 0 such that: ∀r ≥ 2, ∀R > 0, ∀α ∈ R, ν-a.s.,
Taking the limit r → ∞ along subsequences, we obtain that ν-a.s., ∀α ∈ Q, ∀R ∈ Q + , lim sup
Step 4. Conclusion.
It is now routine to obtain from (30) the weak large deviations upper bound (i.e. the upper bound for compact sets). (13) follows then from the exponential tightness of Y (lemma 10).
Lemma 9 (weak large deviations upper bound).
ν-a.s., ∀y ∈ R,
Proof. We treat only the case y > 0. By lemma 4, ∀ǫ < y, ∀α > 0, and
Note that by continuity of Λ, the supremum on Q + , is a supremum on R + . Thus, (13) is obtained by taking the limit R → ∞, then ǫ → 0, and by using the lower semi-continuity of J.
Lemma 10 (exponential tightness
Proof. Let L > 2K(0) be fixed.
By (9), ν-a.s., the indicator is null for T sufficiently large. Therefore, ∀L > 2K(0), ν-a.s.,
Inverting the "∀L" and the "ν-a.s", is easily done using the monotony of
4 Proof of the lower bound.
Here, we prove (14), from which the same assertion for X 2 is easily deduced.
4.1 a.s. behavior of the field with finite correlation length.
As explained in the introduction, the lower bound is obtained by forcing the Brownian motion to spend a certain amount of time in boxes where the field v/ log(T ) has a fixed profile. We need therefore to describe the a.s. behavior of this random field. This is done in the following lemma, assuming that K has compact support.
Lemma 11 Assume that
Since K has compact support in I L , and r > L, the random variables (
Let η > 0 be such that K * r (u) + η < 1. Using the large deviations estimates of v/ log(T ) , we obtain that for T sufficiently large,
Thus, for T sufficiently large,
The result follows by Borel-Cantelli lemma applied along the sequence T n = n.
Lower bounds for Y T , with fixed profiles of the field.
From lemma 11, we know that the field can be close to u with K * r (u) < 1, in a region a size r. Thus, for n integer, let
be the n-tuples of admissible profiles. A lower bound for
In each time interval, we force the Brownian motion to go "fast" (say in a time of order T / log(T )) from I 1 to a region in I T / log(T ) , where the field v/ log(T ) is close to u i , to remain there during α i T − 2T / log T , and then to return fast (in time of order T / log(T )) to I 1 .
Before stating the lower bound obtained in this way, we introduce some notations. For any integer n, and any r ∈]0, ∞], define
Proof. We begin with some more notations. For 0 < S < T , we will write L T S for the occupation measure of B between S and T , L
Let us fix ǫ > 0, n ∈ N, u ∈ U(n, r). Lemma 11 associates to (ǫ, u) a full ν-measure set A and a vector z = (z 1 , · · · , z n ) of points in 2rZ ∩ I T / log(T ) , such that when v ∈ A, and T is sufficiently large,
and ∆ = T / log(T ).
Therefore, for T sufficiently large, 2
The Markov property applied recursively at times T i−1 yields then
Now, it follows from Markov property applied successively at times α i T − ∆ and ∆, that for all i ∈ {1, · · · , n},
with
; |B ∆ | ≤ 1 .
Estimates for W i . By translation invariance,
It follows then from the large deviations for the occupation measure that for all i ∈ {1, · · · , n},
Estimates for V i and X i . We are now going to show that lim inf
Since V i and X i are treated in the same way, we give only the proof for V i . Let z ∈ I 1 . Since |z i | ≤ T / log(T ), we have
2T / log(T )
. .
Moreover,
, we obtain
. By (9), the indicator is null for T sufficiently large, and we get (36) for V i .
Putting together (33), (34), (35), (36), and taking the supremum over admissible ( α, f ), we have proved that ∀r > L, ∀ǫ > 0, ∀n ∈ N, ∀ u ∈ U(n, r), ν-a.s., ∀y ∈ R, lim inf
This in turn implies easily (31).
4.3
Realizing the supremum over countably many profiles.
We would like now to take the supremum over functions u 1 , · · · , u n . Here, we have to be a little careful, since the "ν-a.s" appearing in (31) depends on the functions u 1 , · · · , u n . This problem would be overcome using the separability of C(Ī r ), if the function K * r were continuous. This is not the case everywhere. However, assume for a moment that we could take the supremum over admissible functions u i . We would obtain that ν-a.s.,
We are thus led to show that the infimum of
n .
Lemma 13 .
• ∀f ∈ L 2 (I r ), K ⋆ f 2 ∈ C(Ī r ), and
• ∀n ∈ N, ∀( α, f) ∈ D(n, r), and ∀y ∈ R,
with the convention 0/0 = 0. Moreover, the infimum in (38) is reached for functions (ū 1 , · · · ,ū n ) defined in the following way. Let I 0 = {i; α i = 0}.
, for i / ∈ I 0 .
• Let D 1 be a dense countable subset of L 2 (I r ), and let
D is a countable subset of C(Ī r ), and ∀n ∈ N, ∀( α, f) ∈ D(n, r), ∀y ∈ R, ∀ǫ > 0,
Proof. Proof of (37).
by the change of variable µ
Proof of (38). First of all, note that
, by (37).
First, note that
, so that
:
Thus,
This ends the proof of (38).
(39) is a straightforward consequence of (38), of the expression of the minimizing functionsū i , and of the continuity of
Performing now in lemma 12 the supremum over functions u i ∈ D, then over r ∈ Q, we have thus shown that when K has compact support, ν-a.s., ∀n ∈ N, ∀ǫ > 0, ∀y ∈ R, lim inf
4.4
Identifying the rate function. Now, our aim is to characterize the limit n → ∞ in (40).
Lemma 14 .
1. ∀n ∈ N, ∀y ∈ R, J(y) ≤ I n+1 (y) ≤ I n (y) .
2. ∀n ∈ N, ∀α ∈ [0, 1], ∀y 1 , y 2 ∈ R, I 2n (αy 1 + (1 − α)y 2 ) ≤ αI n (y 1 ) + (1 − α)I n (y 2 ) .
Proof. Taking the limit n → ∞ in (40) yields that ν-a.s, ∀ǫ > 0, ∀y ∈ R, lim inf
Let z be any point in B(y, ǫ), and let η > 0 be such that B(z, η) ⊂ B(y, ǫ). 
The general case.
We are now going to prove the lower bound in the general case, i.e. under assumption (8) for the covariance K. To this end, we use the decomposition of v = v L +ṽ L (cf section 2.1 and equation (10) . Then,
But,
Thus, ∀ǫ > 0, and L sufficiently large, ν-a.s.,
Therefore, by (40), ∀ǫ > 0, ∀L sufficiently large, ν.a.s, ∀y ∈ R, ∀n ∈ N lim inf
where I L n (y) Inf
) . We are now going to prove that ∀n and ∀y, lim sup L→∞,L∈Q I L n (y) ≤ I n (y), and we can assume that I n (y) < ∞. Let η > 0, and ( α, f) ∈ D n (y) be such that I n ( α, f ) ≤ I n (y) + η. Since K L converges almost everywhere to K As usual, this in turn implies the same bound withĨ in place of I. To conclude the proof of (14), note that the results of lemma 14 are independent of the support of K, so that we haveĨ = J.
Taking the infimum in λ leads to : f ∈ H 1 (R), f 2 = 1 ∈]0, +∞[, by lemma 16.
For the opposite direction, we begin by rewriting the first equality in (45) with λ = y 2 :
Let η > 0 and for each y, let f y satisfying the above constraints and 
