In this study, we introduce a software pipeline to track feature points across endoscopic video frames. It deals with the common problems of low contrast and uneven illumination that afflict endoscopic imaging. In particular, irregular feature trajectories are eliminated to improve quality. The structure of soft tissue is determined by an iterative factorization method based on collection of tracked features. A shape updating mechanism is proposed in order to yield scale-invariant structures. Experimental results show that the tracking method produced good tracking performance and increased the number of tracked feature trajectories. The real scale and structure of the target scene was successfully estimated, and the recovered structure is more accuracy than the conventional method.
Introduction
Extraction of human anatomical structures from medical images is now a common task in hospitals. It facilitates measurement of organs and understanding of lesions and thus has been widely used in pre-operative planning, intraoperative guidance, and post-operative evaluation. CT, MR or ultrasound can be used to accomplish this task; unfortunately, they are all either expensive or result in unavoidable soft-tissue deformation due to tissue contact. Nevertheless, endoscopy systems are viable as an alternative imaging modality for anatomical structure estimation. Endoscopy has the advantages of low cost, fast imaging speed, no radiation risk, intra-operative acquisition, and lack of deformation. This study is motivated to develop a tissue surface estimation system based on endoscopic video data.
In computer vision, the structure estimation problem is typically solved by using optical triangulation based on matched points between stereo images and associated camera parameters. Because robotic-assisted minimally invasive surgery typically involves a stereoscopic endoscope whose tip is equipped with a pair of miniaturized cameras, the conventional approach has been applied to the reconstruction of operating fields [1], [2] . This approach does not necessitate any modification of the existing hardware, but it is limited to a stereoendoscope and therefore not feasible for the more commonly used monocular endoscope.
To estimate anatomical structure from a monocular endoscope, shape-from-shading [3] and model-based shapefrom-shading [4] methods have been proposed; however, they either suffer from non-uniform reflectance properties or the need for pre-operative data. Deguchi et al. [5] pioneered structure estimation from endoscopic video sequences with a factorization method to reconstruct the shape of the inner wall of the human stomach. Similarly, Burschka et al. [6] used the video to estimate local anatomical structures to register them with CT scan for sinus surgery. Structuring from a video sequence assumes that frame-to-frame feature motion is known or can be specified manually. To the best of our knowledge, a way to estimate feature motion from endoscopic video has not been sufficiently described in the literature. In addition, the resultant structure from video-based methods is usually not in real scale; hence, there are difficulties in lesion measurement and integration with other data.
The goal of this study is to solve the feature motion and loss-of-scale problems for structure estimation of soft tissue from a monocular endoscopic video sequence. In this paper, we propose a software pipeline for endoscopic feature tracking and a factorization-based method for scaleinvariant structure estimation. This paper is organized as follows: Section 2 describes the materials and experimental setup; Section 3 introduces the way we track feature points in endoscopic video; Section 4 explains the structure estimation method; and Sect. 5 presents conclusions.
Materials and Experimental Setup
Our laboratory experiments were carried out on a PC having these specifications: Pentium IV 2.40GHz CPU, 512MB memory, and Windows 2000 Professional operating system. The software was designed by our group using Microsoft Visual C++6.0. Three endoscopic video sequences were acquired from the Department of Urology, National Cheng Kung University Hospital; Taiwan, to test the proposed methods. These videos represent three typical appearances of internal anatomical structures: simple surfaces with blood vessels; complex surfaces; and scenes with semitransparent soft tissue. Their first frames are shown in Fig. 1 
Endoscopic Feature Tracking
To estimate anatomical structure from video, one must know the frame-to-frame feature motion of the target. This motion is usually in the form of a set of feature trajectories representing sequential 2D projections of 3D feature points Pj onto n video frames, where (x1j, x2j, x3j, ..., Xn-1.j, xnj1) is the trajectory of the jth feature point of the viewed surface and xij is the 2D projection of the point on frame i. If there are k feature points, there will be k trajectories. The general process for creating feature trajectories is to extract feature points from one frame and track their corresponding locations in other frames.
Method
A commonly used technique for feature tracking is the KLT tracker [7], [8] that extracts corner features and tracks their correspondences across frames. Because endoscopic images frequently suffer from low contrast and uneven illumination, the KLT tracker is not satisfactory for tracking endoscopic image sequences. Therefore, we developed a software pipeline for automatic computation of the necessary feature trajectories. This pipeline is an extension of our previous work [9] and integrates geometric distortion correction, feature extraction, correspondence establishment, rejection of outliers (badly matched points), and steps to deal with low contrast and unevenly illuminated images.
There are six components of the pipeline. At the beginning, we perform geometric distortion correction. An endoscope usually has a wide-angle lens, making barrel distortion correction of the image an important issue. We estimated the mapping between the uncorrected and corrected images [10] , and stored this mapping in a look-up table to enable real-time correction. The table, which is constant as long as the lens is not changed, is independent of the video data. Thus, we assume the video frames have been corrected from now on, and discuss the remaining five components as follows. where m=5 in our experiments. In this way, the intensity I (i, j) of a pixel with brighter neighborhood than the image average Iavg will be reduced and vice versa. Components 1 and 2 can be applied to the whole video sequence to improve the image quality of each frame; they can also be applied to only the first frame in order to facilitate feature extraction. For this study, we chose the latter option.
3. Feature extraction. The first frame of the endoscopic video sequence is used to extract feature points, whose trajectories in the whole sequence are detected frame-by-frame thereafter. We extracted corner features using the approach associated with the KLT tracker. However, the number of corner features may be insufficient to fully describe the geometry of the endoscopic video images. To increase the spatial sampling density and compensate for areas that have no corner points, an optimal threshold topt [11] is computed to separate pixels into foreground and background. The actual threshold is a scaled value to avoid under-sampling. Any pixel that has less than a predetermined number of fore- For example, Fig. 1(b) with complex texture averagely obtains 645 NTFT while simple texture as in Fig. 1 (a) results in only around 153 NTFT. In general, if the textural complexity in image sequence is high enough to provide many corner features, the detection of edge features become less necessary and could be skipped. For the RMS error values of the variants, a reasonable guess is that the style of motion, such as the direction and amount of the endoscope's movement, can affect the tracking accuracy, and this guess is justified in the experiments, as shown in Fig. 3 . We found that the accuracy depends more on the style of motion rather than on the performance of individual components. For example, large motion tends to have higher error than small one. Further, large linear motion is better than large polyline motion, indicating that more complex motion is more difficult to be tracked and generates more irregular data. Among all components, outlier rejection effectively eliminates unreliable data, which can be obviously seen in large polyline motion in Case 4. Thus, outher rejection is necessary to make the tracking quality stable and consistent.
As mentioned, we always want to maximize both the number of tracked trajectories and tracking accuracy. Consider all the cases, the proposed method, and the conventional method, we found that there is often a tradeoff. For example, Case 1 achieves the highest NTFT but its error value is higher than the others. If tracking accuracy is a major concern, the user should choose Case 4; however, the NTFT of this case is ranked middle. Among all the means Fig. 2 Number of tracked feature trajectories of the conventional method, the proposed method, and the variants. Fig. 3 Accuracy of feature tracking of the conventional method, the proposed method, and the variants. Table 2 Abilities of the pipeline for feature tracking and its variants. Table 3 Data size, NTFT, and computation time for feature tracking.
tested, the proposed method mostly achieves the goal of obtaining more NTFT without sacrificing accuracy. But for images like the complex surface that providing many natural landmarks, we suggest Case 4. Table 2 lists the ability of each variant based on the above analysis. Computation time is important when developing an online system and is also evaluated. The time required for tracking the synthetic data is less than four seconds. For the real video data, the detailed timing information, including the duration of individual components and the whole tracking process, is listed in Table 3 . From this table, our method needs around 1.7 to 4.5 seconds of computation, depending on the number of detected features and the video size. In addition, building correspondences requires the most time among all components; thus, further improvement could be focused on this step.
There are numerous methods and algorithms for implementing a pipeline. The implemented pipeline and experimental comparisons are based on the conventional KLT tracker. Although this conventional method is not new, we made the choice because it is useful and has been widely used in many research and applications. The reader can optimize the procedure for his or her data by devising an appropriate implementation. For example, the KLT tracker as implemented in [8] supports a multi-resolution scheme for feature points with larger displacements between images. We did not enable this scheme in the experiments; however, it should be helpful whenever needed. Similarly, a sophisticated tracking method, e.g., [16] , can also be considered as an alternative choice of the KLT tracker. In order to achieve the acceptable speed of processing while obtaining better tracked trajectories and more NTFT, we used simple and quick techniques for the components. Nevertheless, we achieved satisfactory results.
Scale-Invariant Structure Estimation
The raw data from endoscopic video is a series of 2D video frames. Typically these involve moderate changes in the lens location relative to the target, both laterally and in terms of range. These differences appear in the 2D video display as changes in the image. Our task is the extraction of 3D data with actual scale from the 2D data, more specifically from the tracked feature trajectories obtained via the method described in the previous section.
Tomasi and Kanade [17] developed a factorization method to reconstruct object shape and camera motion from tracked trajectories, based on the assumption of an orthogonal camera model. Kanatani et al. [18] elucidated the core principle of the factorization method and provided an excellent explanation of this method. A family of extended algorithms [19]-[23] adapts the technique to various specialized conditions. Christy-Horaud factorization [19] has been shown to be effective in recovering scenes from a perspective projection camera model, i.e. the same conditions encountered in endoscopic video, and thus it will be used as the basis of our scale-invariant method. For completeness and clarity, we will introduce this method by following the presentation in their original paper, and then present our method.
Method
The following discussion assumes a video of n frames, each of which shows a 3D target for which k tracked trajectories have been extracted. The goal is to yield 3D values of these k feature points. Consider the perspective projection xij of a 3D feature point Pj=(Xj, Yj, Zj)T in the ith frame 
