[1] We estimated the global abundance of OH for the years 1988-1994 by interpreting observations of methyl chloroform (MCF) from two networks using an inverse technique and a 3-D chemical transport model driven by assimilated meteorology. Our inversion approach optimized both the emissions of MCF and the abundance of OH. Because of an a priori overestimate of the latitudinal gradient of MCF concentration by the model in the standard setup, the inversion lowers global emissions and the global sink due to OH. Optimized emissions are about 10% lower than published inventories on average between 1988 and 1994, and the decrease in the sink suggested by the inversion implies an average lifetime for MCF (with respect to tropospheric OH) of about 6.9 years, 11-21% longer than the 5.7-6.2 years reported in previous optimization studies. Our results are driven by the need to match the observed latitudinal gradient of MCF while balancing the MCF budget. We find that these results depend on the a priori constraint placed on MCF emissions, the rate of interhemispheric mixing in the model, the interhemispheric distribution of OH assumed, and the model simulation of pollution events. Since these factors are highly uncertain, we believe that the level of understanding on global lifetimes of pollutants removed by OH is lower than might be implied by the narrow range of estimates for MCF lifetime in the literature. 
Introduction
[2] The hydroxyl radical (OH) is the primary ''cleanser'' of the atmosphere, oxidizing a number of greenhouse gases including methane (CH 4 ), HCFCs, and HFCs, and many other pollutants. To estimate the global abundance of OH, researchers have carried out photochemical model simulations as well as inverse approaches relying on concentration measurements of trace gases and knowledge of the kinetics of the removal of these gases by OH. In particular, measurements of CH 3 CCl 3 (methyl chloroform, abbreviated MCF in this paper), an industrial solvent, have been widely used, and the resulting estimates for global OH are widely cited [Prinn et al., 2001 [Prinn et al., , 2005 Spivakovsky et al., 2000; Bousquet et al., 2005] . The corresponding estimates for lifetime of MCF with respect to tropospheric OH are clustered around 5.7 -6.2 years (see Table 1 ), a range of ±4%, potentially leading to the false impression that global lifetimes of pollutants are well understood. However, we suggest in this paper that these estimates are critically dependent on various assumptions and uncertain model parameters, including the reliability of estimates for MCF emissions, interhemispheric mixing rates in models, the spatial distribution of OH, and the treatment of pollution events.
[3] The motivation for the present study was provided by our previous inverse analysis of CH 4 [Wang et al., 2004] , which suggested that earlier studies may have overestimated the OH sink for this gas. We report here results from a similar analysis of MCF. Both analyses used an inversion approach in which the emissions of the tracer and the abundance of OH are optimized simultaneously. Most previous inversion studies in the case of CH 4 severely restricted the range over which OH could vary, or in the case of MCF did not optimize emissions. Bousquet et al. [2005] is an exception, allowing MCF emissions to be adjusted, but their analysis focused on the trends and interannual variations of OH rather than on the absolute level. MCF has advantages over CH 4 as a tracer for estimating OH, including the relatively well known spatial distribution of its emissions (dominated by industrial sources) and the spatial separation between the emissions and removal by OH, which minimizes correlation between the two inversion parameters and allows for a tighter constraint on their values. MCF emissions are concentrated in the northern extratropics, while OH is highest in the tropics.
[4] In the remainder of this paper we discuss details of our methods and results, examine why our results differ from previous estimates and, more broadly, assess the critical factors influencing the determination of MCF emissions and lifetime. We speculate on implications of our results for MCF emissions and pollutant lifetimes, as well as implications for the global warming potentials (GWPs) of greenhouse gases removed by OH. We do not assess longterm temporal trends in OH, an issue that has received much attention; various bottom-up and top-down analyses have produced estimates for decadal-scale trends in OH that differ widely in magnitude and even in sign [e.g., Karlsdóttir and Isaksen, 2000; Prinn et al., 2001 Prinn et al., , 2005 Dentener et al., 2003; Wang et al., 2004; Millet and Goldstein, 2004; Bousquet et al., 2005] . We defer any discussion of the implications of our results for recent trends in OH to future papers.
Methods
[5] We used a Bayesian inverse approach to estimate the strength of the OH sink and the MCF source for 1988 -1994 . These years correspond to the meteorological fields that were available at the time of this study for one particular version of the data assimilation system (GEOS-1); this period is also interesting with regards to the evolution of atmospheric MCF, since emissions begin to decrease midway through the period, as discussed in detail below. We refer the reader to Wang et al. [2004] for a general discussion of the inverse method and of the chemical transport model (CTM) . For the present study, parameters optimized include the global, annual strength of the OH sink and the magnitude of annual MCF emissions from 5 regions: North America, Europe (including the former Soviet Union), Asia (east Asia, the Middle East, and Africa north of 30°N), Northern Hemisphere tropics (all areas between 0°and 25°N in the Americas and between 0°a nd 30°N elsewhere), and Southern Hemisphere.
[6] The spatial and seasonal distributions of OH were taken from Wang et al. [2004] , which in turn used a parameterization for calculating OH developed by Duncan et al. [2000] ; these were scaled uniformly for the a priori calculation to correspond to the value for global mean OH estimated by Spivakovsky et al. [2000] (see Table 1 for global mean OH and trace gas lifetimes estimated by various studies). We assumed an a priori uncertainty of 15% (1s) for the global OH sink. That particular value corresponds to an estimate for the uncertainty of global mean OH based on the MCF budget, accounting for uncertainties in the source, absolute calibration, etc. , but it is of comparable magnitude to the uncertainty in the bottom-up, photochemical estimate for OH from the same study (e.g., the authors stated that the error in OH deriving from errors in O 3 and H 2 O is not expected to exceed ±25%). We focus on the global sink rather than considering the sinks in the Northern Hemisphere (NH) and Southern Hemisphere (SH) separately since the averaging Weighted by the CH 3 CCl 3 + OH reaction rate. f We derived the optimized lifetime using the scaling factors in Table 1 of , the unoptimized tropospheric lifetimes in Table A1 of , and an approximate factor of 1.1 to convert from tropospheric to atmospheric MCF burden. From their ''mean inversion''; we extract the results for 1988 -1994. k Average over 1988 -1994, including GAGE and ESRL results. kernels indicated that the NH sink is correlated with the sources in the north. The averaging kernels, or model resolution functions, indicate how well each parameter in an inversion can be constrained by the available information; we discuss this in more detail in section 3.2. Scaling OH by a globally uniform factor carries with it a greater risk of aggregation error. To evaluate the significance of this error, we carried out a sensitivity test using an alternative OH field (discussed below).
[7] The a priori estimates for the sources were taken from McCulloch and Midgley [2001] . We assumed an a priori uncertainty for the sources of 7.5% (1s), significantly larger than that reported by McCulloch and Midgley [2001] ($2.5% for the late 1980s and early 1990s), since recent studies suggest significant uncertainties in our understanding of MCF emissions [Millet and Goldstein, 2004; Barnes et al., 2003; Li et al., 2005; Yokouchi et al., 2005] . While our choice of 7.5% is arbitrary, sensitivity tests suggest that it is large enough to allow for significant changes to the emissions (see section 3.4.1). The emissions were distributed spatially according to the country totals from Midgley and McCulloch [1995] ; within countries, the emissions were distributed on the basis of population. For the grid box containing the Cape Meares, Oregon, site, we shifted the emissions one box to the east, since the presence of a major urban area in the box causes concentrations to be unrepresentative of the clean, coastal site. We had tested also sampling the grid box offshore of Cape Meares (to the west) rather than shifting emissions, and found that the inversion parameters changed in the same direction relative to the a priori values, with a smaller magnitude of change (7% and 24% smaller for the sink and global source, respectively).
[8] The distribution of MCF loss in the stratosphere due to OH and photolysis was based on results from a stratospheric model [Schneider et al., 2000; D. Jones, personal communication, 2000] . The strength of the stratospheric sink was kept at a fixed value, corresponding to a lifetime averaging about 45 years [World Meteorological Organization, 2003] . The ocean sink for MCF was modeled as a first-order loss over ice-free ocean areas (simply assumed to include areas equatorward of 68°S and 76°N and accounting for the fraction of each surface grid box underlain by ocean), with a fixed lifetime of 85 years [Butler et al., 1991] . These values are similar to those assumed in previous optimization studies, e.g., 43 years and 80 years in the study by Spivakovsky et al. [2000] , 45 years and $90 years in the study by , and 38 years and 94 years in the study by Prinn et al. [2005] . Thus, any major difference between the inferred loss of MCF in our study and that of the previous studies would be attributed to tropospheric OH (and a possible soil sink, discussed below). Note that the stratospheric and ocean sinks are small relative to the tropospheric OH sink. We neglected the possibility that the ocean might provide a source for MCF at high latitudes during the period of rapidly declining atmospheric concentrations [Wennberg et al., 2004] , since this is expected to have had greatest relative impact in the late 1990s and early 2000s, outside of the period of our analysis.
[9] Assimilated winds and other meteorological variables specific to the years of the analysis were used in the 3-D GEOS-Chem CTM [Bey et al., 2001] . The work shown here employed version 5.02 of GEOS-Chem for transport, with GEOS-1 meteorological fields (http://www.as.harvard.edu/ chemistry/trop/geos/geos_versions.html). The model was run at a higher resolution, 4°latitude by 5°longitude, than in previous inverse analyses of MCF (except for Bousquet et al. [2005] ). We found through simulations of 85 Kr [Wang et al., 2004] and SF 6 (results for the SF 6 simulation are included in Appendix A) that the model reproduces the observed latitudinal gradients of the tracers in general and thus appears to simulate interhemispheric mixing accurately. In addition, the interhemispheric exchange time for 85 Kr, as defined by Prather et al. [1987] , in our model is 1.0 year, which is close to the value of 1.1 years determined by Jacob et al. [1987] on the basis of a CTM simulation that matched observations of 85 Kr. Model vertical profiles of CH 4 exhibited good agreement with observations [Wang et al., 2004] , suggesting that the model simulates vertical mixing reasonably well.
[10] A tagged MCF tracer run was carried out for each year using the CTM to determine the contributions of individual sources and sinks to the total MCF concentration at each site (elements of the Jacobian matrix). In the tagged runs, each source/sink was simulated separately, starting from zero concentration, emitting or destroying an amount of MCF specified by the a priori estimate over the year, and accumulating parts per trillion of MCF (negative concentrations in the case of sinks). Since the magnitudes of the OH and ocean sinks depend on total MCF concentration, we linearized the problem by specifying a 3-D, monthly varying distribution of MCF, based on observations, for the OH and ocean tracers. Specifically, the MCF distribution was derived using the following iterative procedure. A preliminary MCF distribution was taken from a posteriori concentrations for the preceding year. We performed an inversion using the output of the preliminary tagged run, and then used the a posteriori MCF concentrations in a refined tagged run for a second iteration of the inversion. For the first year of the analysis, 1988, the preliminary MCF distribution was taken from a forward model run from 1985 to 1988 using a priori sources and sinks, and initialized with a zonally uniform distribution of MCF based on observations.
[11] In addition, an ''initial condition tracer'' was run for each year to account for the effects of emissions and losses from all years prior to the year of interest. We first adopted a MCF initial condition field, constrained to match observations optimally at the beginning of the year through the inversion for the preceding year. Then this field was advected and mixed over the subsequent year with no emissions or losses. We verified that the MCF distribution summed up from the source, sink, and initial condition tracers is equivalent to that produced by a single model run in which all the sources and sinks are introduced interactively.
[12] Monthly means of high-frequency, in situ MCF observations from the GAGE and NOAA Earth System Research Laboratory (ESRL) Global Monitoring Division (GMD) (formerly CMDL) networks were used in the inverse calculations [Prinn et al., 2001; Montzka et al., 1996] . (Note that we did not use the independent set of ESRL flask data described by Montzka et al. [2000] Except for one sensitivity test, we conducted separate analyses with the two data sets, since they are based on different calibration standards. The use of the two temporally overlapping data sets with their differing geographic distributions provides one kind of confirmation of the inversion results. We carried out separate initial condition and sink tracer runs for the two data sets because of the differing calibration standards. For the first year of ESRL data, 1991, the inversion relied on the initial conditions generated from the 1990 GAGE inversion; on account of the inaccuracy of the initial conditions due to the differing calibration standards, we used those inversion results only to provide initial conditions for the 1992 ESRL inversion and exclude them from the discussion below.
[13] We used monthly means that were computed using all data, including those indicative of pollution episodes. (For GAGE, we used the ''polluted'' monthly mean data provided.) This contrasts with the methodology of Prinn et al. [2001 Prinn et al. [ , 2005 , , and Bousquet et al. [2005] , in which only nonpolluted observations were used while no analogous selection procedure was applied to model output, except for one sensitivity test in the last study in which polluted data for the Mace Head site were included. The relatively high spatial and temporal resolution of our model and the assimilated meteorology allow for fairly accurate simulation of pollution episodes and obviate the need to remove those data. Furthermore, we believe that inclusion of pollution episodes allows for a better constraint on regional MCF emissions, which in turn allows for a better constraint on the OH sink; various studies have utilized pollution events to estimate regional emissions of MCF and other halocarbons, CH 4 and other greenhouse gases, and carbon monoxide [e.g., Simmonds et al., 1996; Barnes et al., 2003; Reimann et al., 2005] . We examined the sensitivity of the inversion results to errors in the model simulation of pollution events, as described in section 3.4.4.
[14] In calculating the monthly means, we did not sample the model according to the days for which observations are available. (For the monthly 10th percentiles used in a sensitivity test discussed in section 3.4.4, we did sample the model appropriately.) But we did exclude from the analysis the months without any observations. We conducted calculations to roughly assess the magnitude of the error deriving from the lack of sampling. For year 1988, we found that the average difference between the sampled and unsampled monthly means (the bias) ranged from À0.37 to 0.07 ppt across the sites, or À0.28 to 0.06% of the mean concentrations, and that the standard deviation of the differences between the sampled and unsampled means ranged from 0.36 to 1.19 ppt, or 0.34 to 0.93%. On the basis of these numbers, we believe that missampling does not significantly affect the inversion results.
[15] We used an original formulation to estimate the observation error as the sum of the model transport error and representation error. We ignored the instrumental error, as did Prinn et al. [2001] , since this is relatively small. Errors for the different sites and months were assumed to be uncorrelated. For the transport error, we used a formulation similar to that used by Palmer et al. [2003] , assuming that the relative residual error, or the standard error of the differences between the model and observed daily means for a given month and site, reflects errors in model transport. For the representation error, which accounts for the mismatch between the point measurements and the concentrations in the larger model grid boxes, we used a formulation similar to that of Chen [2003] , computing the standard deviation of the model monthly means for the grid box and the four surrounding grid boxes (at the same altitude). Since the grid boxes are narrower in the east-west direction toward the poles, we aggregated a number of adjacent boxes in calculating the representation errors for the sites Barrow and South Pole (3 adjacent boxes for Barrow, 9 to 24 adjacent boxes for South Pole). Transport errors across all sites were in the range of 0.05% to 3.5%, and representation errors were between 0.008% and 12%, with total observation errors between 0.06% and 13%, or 0.08 ppt and 19 ppt (1s). The observation errors were generally much smaller for the ESRL South Pole site than the other sites (by about an order of magnitude or more), since it is far removed from pollution sources and exhibits little short-term variability. Because of the very unequal weighting that would result from the inclusion of the South Pole data, we omitted those data in the final analysis. (This is discussed further in section 3.2.)
[16] We tested also an alternative formulation for the observation error that generates values that are larger and more even across the sites, allowing us to retain the South Pole data in the inversion. This formulation, similar to that used by Wang et al. [2004] , assumed that the transport error is simply a constant percentage, 2%, of the average concentration observed for a given month and site. The representation error was approximated as the standard error of the monthly mean calculated from daily mean concentrations. Results using this alternative formulation are discussed in section 3.2.
[17] We carried out an observing system simulation experiment, similar to that described by Jones et al. [2003] , as an initial test to ascertain that the parameters can be constrained by the information contained in the observations, given the associated uncertainty estimates. In brief, the method involved specifying a set of ''true'' parameter values, and generating a set of a priori parameter estimates and many sets (e.g., 50) of synthetic observations using our Jacobian matrix and errors randomly picked from normal distributions scaled to the uncertainty estimates; the inverse calculation was then applied to these data. We found that the inversion was able to return results close to the ''true'' values on average, especially for the global OH parameter, verifying that sufficient information is contained in the observations.
Results

Simulation of Pollution Events
[18] A comparison of model and observed daily average MCF concentrations for a sampling of sites and years is shown in Figure 1 to illustrate model performance. (Model results here reflect optimized sources and sinks for MCF; we discuss the inversion results in depth below.) Figure 1 includes sites from both networks (Cape Grim, Cape Meares, and Mace Head from GAGE and Niwot Ridge from ESRL), ranging from clean to occasionally polluted. In general, the model exhibits spikes in MCF concentration close to when they are found in the observations and also captures periods with relatively clean air. The model matches the timing and magnitude of many of the observed day-to-day fluctuations at all sites. We calculated simple statistics to assess the magnitude of biases in the model simulation of pollution spikes. For Mace Head, the most polluted site, the model underestimates ''polluted'' concen- trations (which we define in this calculation as model or observed daily values that are more than 1 standard deviation above the annual mean) on average by 14 ppt, or 7%, during 1988. For Cape Meares, another relatively polluted site, the model overestimates ''polluted'' concentrations on average by 7 ppt, or 4%, during 1988. These statistics suggest that the model does not consistently underestimate pollution spikes at all sites, as might be expected of a global model.
[19] The model does have specific shortcomings. For example, the model has smaller fluctuations at Niwot Ridge in the summer than observed. This station is located on a mountain ridge subject to shifts between clean downslope and more polluted upslope airflow, complexity that is difficult to capture in a model with 4°Â 5°resolution. But overall, the results give us confidence that the pollution events can be included usefully in the analysis, enabling a better estimate of regional sources than can be obtained using only background concentrations. In section 3.4.4, we discuss tests in which polluted data were filtered out.
Inversion Results
[20] Results for the first year of the inverse analysis, 1988, are shown in Figure 2 . For the standard setup, the a posteriori global OH sink for MCF and global MCF source are both lower than the a priori estimates. The central value for the a priori OH sink lies outside of the 2s uncertainty range of the a posteriori estimate, suggesting a significant decrease in OH relative to the prior estimate.
[21] The averaging kernels for the inversion, or model resolution functions, are displayed in Figure 3 . Specifically, element A ij of the averaging kernel matrix gives an indication of the sensitivity of the estimated magnitude of parameter i to the unknown true magnitude of parameter j; in the ideal case, A would be an identity matrix, without any correlation between different parameters [Kasibhatla et al., 2002] . (We provide the formula for A in Appendix A.) The lines in Figure 3 represent individual rows of A; lines between points do not have any physical meaning. The averaging kernel for the OH parameter is sharply peaked with a value close to 1, indicating that global OH is well constrained and exhibits little correlation with source parameters. On the other hand, the sources in the NH tropics and the SH are not well constrained; however, these are relatively small, since there is little industrial activity in these regions. There is some correlation among the other NH sources. The result for total global emissions is more robust, as indicated by the averaging kernel for the aggregated global emissions: with two parameters, global emissions and global OH, the averaging kernels are both strongly peaked, with values of 0.74 for the source parameter and 0.97 for the sink parameter (not shown in Figure 3 ). The correlations between the parameters (off-diagonal elements of A) are relatively small: À0.02 and À0.22 for the source and sink rows, respectively. The a posteriori global source and sink strengths for the aggregated source inversion are very close to those for the standard inversion, as can be seen in Figure 2 .
[22] We present in Figure 4 a comparison of model and observed MCF concentrations for the different sites. As expected, the inversion improves the agreement between model and observations on average. The improved agreement is reflected also in the normalized chi-square (cost function) values before and after the inversion, as shown in Table 2 . The expected value for a satisfactory retrieval is 1; that is, the tightness of fit of the inversion results to the observations and to the a priori parameter estimates is comparable to the level of uncertainty assumed for the observations and the a priori estimates [Marks and Rodgers, 1993] .
[23] The inversion results are presented in a more instructive format in Figure 5 , which displays latitude profiles of annual mean MCF concentrations. It is apparent that the a priori interhemispheric gradient is too large, with concentrations too high in the NH and too low in the SH. To reduce the gradient, the inversion reduces emissions, lowering concentrations at the NH sites, and reduces OH, increasing concentrations at the SH sites (the SH is not influenced much by local emissions); the lowering of OH also maintains a global mass balance for MCF. In summary, the inversion results are driven largely by the need to correct for an excessive interhemispheric gradient in addition to the requirement for mass balance. We arrived at a similar conclusion in our analysis of the CH 4 budget [Wang et : an excessive latitudinal gradient requires a decrease both in sources and global OH. Previous studies of CH 4 did not optimize concentrations of OH or severely restricted the degree to which OH could be adjusted.
[24] Results for the inversion using 1992 ESRL data are presented in Figures 4 and 5. As mentioned in section 2, the observation errors for the South Pole (SPO) site are much smaller than those for all other ESRL sites in our particular error formulation. As a consequence, the SPO data are weighted very heavily in the inversion, while not much use is made of the information from other sites. When the SPO data are included, the a posteriori agreement between model and observations is poor for most sites other than SPO; in contrast, the agreement between model and observations is good for most sites when SPO is excluded (Figure 4b ). The chi-square values for the two inversions confirm that omitting data from SPO results in a better overall fit (Table 2) .
[25] However, the a posteriori chi-square is still much greater than 1 when SPO is excluded (8.7); this result suggests that our standard error formulation generates observation errors that are too small (particularly for the ESRL sites) in addition to being uneven across sites. Nevertheless, we decided to retain our error formulation and exclude the SPO site in all of our standard inversions using ESRL data, rather than artificially tuning the errors to produce a desirable chi-square value, as has been done in some previous studies [e.g., Bousquet et al., 2005] . We were encouraged that results from the standard inversion analysis are consistent with those for a number of other inversions with different setups. For example, similar results were obtained from an analysis using our alternative observation error formulation ( Figure 6) ; recall from section 2 that these errors are larger and more similar in magnitude across the sites, including SPO. Figures 4c and 5c show comparisons of model and observed MCF concentrations for the inversion using alternative observation errors. Table 2 indicates that the a posteriori chi-square for this inversion, 1.4, is close to the expected value of 1. Figure 6 shows that results were also similar when we used the 1992 GAGE data, as well as when we used the combined GAGE-ESRL data set (excluding SPO), adjusted to compensate approximately for the differences in the standard scales.
[26] For the 1992 ESRL inversion, as for the 1988 GAGE inversion, the excessive a priori interhemispheric gradient (Figures 5b and 5c ) leads to a reduction in the global source and in the magnitude of the OH sink. In essence, two pieces of information, the global MCF budget and the latitudinal gradient, uniquely determine the strengths of both the OH sink and the emissions.
Results for All Years and Comparison With Previous Studies
[27] A posteriori MCF emissions for all years of the analysis are shown in Figure 7 . The results obtained using Figure 2 . Inversion results, 1988 (GAGE). The results labeled ''Medians'' used monthly median data rather than monthly means, ''10th %iles'' used monthly 10th percentile data rather than means, ''Decreased Emis Err'' assumed a priori uncertainties for emissions of 5% instead of 7.5%, ''Aggreg Source'' combined all source parameters into a single parameter, and ''1.3 x Winds'' used a CTM run in which winds in the tropics were increased by a factor of 1.3. The error bars represent the 2s uncertainty ranges.
the GAGE and ESRL data sets agree with each other for the years in which they overlap. Both sets of a posteriori emissions are consistently lower than the a priori values taken from McCulloch and Midgley [2001] . The discrepancy decreases after 1990, the year in which the London Amendment to the Montreal Protocol was adopted, after which global MCF emissions began to decline. Before 1990, the a posteriori emissions are on average 12% lower than the a priori values, while after 1990 the a posteriori emissions average 9% lower than a priori values. Interestingly, a similar result was obtained by Simmonds et al. [1996] , albeit for one particular region, using a completely different approach: they analyzed polluted air masses moving over Mace Head, Ireland using a simple back-trajectory model, and derived an estimate for MCF emissions from Europe that is on average $9% lower than that of Midgley and McCulloch [1995] Midgley [2001] between 1988 and 1994 (in fact for most of the other years between 1980 and 1995 as well). However, the decrease is smaller than in our inversion, probably due in part to the tighter constraint they place on the emissions. They assumed the uncertainties quoted by McCulloch and Midgley [2001] , which are generally 2-2.5%, except after the early 1990s, when emissions decreased and associated uncertainties increase in percentage terms. Before 1990, their a posteriori emissions are on average 2% lower than McCulloch and Midgley, while after 1990 the a posteriori emissions also average 2% lower than McCulloch and Midgley. In a test in which they placed a tighter constraint on monthly OH (uncertainty of 15% instead of 100%) while leaving the emissions uncertainties unchanged, the decrease in emissions relative to a priori is larger, with their a posteriori emissions being on average 4% lower than McCulloch and Midgley pre-1990 and 3% lower post-1990.
[29] Results for the lifetime of MCF with respect to tropospheric OH are shown in Figure 8 for all of the years of our analysis. (The lifetime is defined here as the atmospheric burden of MCF divided by loss due to tropospheric OH. The troposphere is taken to be the region beneath the climatological annual mean tropopause as diagnosed by the lapse rate in the GEOS-1 meteorological data.) Calculated lifetimes are generally longer than those reported by Spivakovsky et al. [2000] and Prinn et al. [2005] . Although Prinn et al. accounted for the possibility that a portion of the MCF manufactured was emitted with a longer lag time than interannual variability of OH abundance and tracer lifetimes, including column ozone abundance, emissions of CO, hydrocarbons, NO x , and aerosols, and meteorology [Dentener et al., 2003; Wang et al., 2004; Prinn et al., 2005] . The sequence of interannual variations in OH or lifetime obtained from the inversion studies deviates significantly from that obtained from bottom-up, photochemical calculations [e.g., Dentener et al., 2003; Wang et al., 2004] . The amplitude of the interannual fluctuations in our inversion results is also larger than that in bottom-up calculations and that derived from simple mass balance calculations based on observations of atmospheric CH 4 [Lelieveld et al., 2006] . For example, our results using the GAGE data exhibit an average year-to-year variability of 20%, while the average variability of MCF lifetime with respect to the bottom-up OH fields used by Wang et al. [2004] is 2.5% and the average variability of OH estimated from CH 4 mass balance is on the order of 2%; the average variability for the results of Prinn et al. [2005] during 1988-1994 is 12%, also quite large. Possible explanations include errors inherent in the inversion approach Bousquet et al., 2005] and errors in the characterization of factors contributing to OH variability in photochemical calculations. However, the focus of this paper is on differences in long-term average OH among studies rather than on interannual variability of OH, and we believe that the long-term average OH derived from our inverse analysis is a more robust quantity, since year to year variations in errors due to factors such as winds can be expected to cancel out to a certain extent. Support for this idea is provided by the analysis of , who retrieved similar long-term trends in global OH using either 1-, 3-, or 5-year optimization intervals or a second-order polynomial covering the entire 23-year period.
[31] Table 1 summarizes overall results for tropospheric mean OH and trace gas lifetimes, along with estimates reported in previous studies. We do not include values for lifetime for the study by Bousquet et al. [2005] in the table, since that paper reported only OH concentrations and not optimized lifetimes. However, on the basis of the a priori lifetime for CH 4 with respect to OH of 8 years that they reported, assuming that their definition for lifetime is the same as that in our Table 1 , and using the ratio of MCF lifetime to CH 4 lifetime from our study, we estimate that their average a posteriori MCF lifetime (over the period 1980 -2000) is 5.9 years, similar to other previous estimates.
[32] The value for mean OH derived here (weighted by air mass) is lower than some of the values obtained in the previous studies (but higher than others). Lifetimes for MCF (with respect to tropospheric OH) and CH 4 (with respect to all sinks) are 11 -21% and 10-20% longer, respectively, than results reported in the previous studies. Note that a particular study may report a comparatively short lifetime but also a comparatively low value for mean OH, e.g., and possibly Bousquet et al. [2005] . A likely explanation is that discrepancies can arise between the mean OH concentrations reported by different studies due simply to differences in model domain and spatial resolution and in the weighting used (e.g., by air mass versus by rate of reaction with MCF) [Lawrence et al., 2001] . The relationship between mean OH and MCF lifetime also depends on the vertical and spatial distributions of OH and temperature, which vary among models. Thus, we focus here on the comparison of lifetimes, which are also more directly inferred from MCF observations than are OH concentrations.
[33] Our standard inversion suggests that the lifetime of CH 4 could be 16% longer than the value recommended by the IPCC AR4 (Table 1) . Similarly, an increase, by 6%, is implied by the analysis of Prinn et al. [2005] . Independent support for a lengthening of pollutant lifetimes is provided by Montzka et al. [2000] , who estimated a lifetime for MCF based on the rate of decay of observed atmospheric concentrations during the late 1990s (when emissions were low and their uncertainty has a smaller effect on the lifetime estimate), and found it to be longer than previous estimates by 8% or more. We cannot compare our MCF lifetime directly with that estimated by Montzka et al., since the time periods are distinct. But for the sake of making a comparison, let us assume here that the lifetime did not change significantly between the two periods. Then combining the values for the lifetimes with respect to tropospheric OH, stratospheric loss, ocean uptake, and the soil sink from our analysis of 6.9 years, 45 years, 85 years, and 45 years, respectively (the soil sink is derived below in section 4.1.), we obtain an overall MCF lifetime of 5.0 years. This lies within the upper limit to the MCF lifetime of 5.5 years calculated by Montzka et al., which assumes zero MCF emissions. This is also consistent with their best guess of 5.2 (+0.2, À0.3) years, which accounts for a small amount of emissions as estimated from industrial data. Thus, our estimated lifetime appears to be consistent with the constraint from the observed decay of atmospheric MCF, with the caveat that the time periods differ. Previous studies obtained overall lifetimes for MCF ranging from 4.6 to 5.1 years (for varying analysis periods) Prinn et al., 2005] . MCF emissions, 1988 MCF emissions, -1994 . Error bars represent 2s uncertainty ranges. The London Amendment to the Montreal Protocol, which mandated a phase-out of MCF production, was adopted in 1990.
Critical Uncertainties Affecting the Estimation of Global OH
[34] Our standard inversion produces estimates for MCF emissions and lifetime with respect to tropospheric OH that are substantially different from previous estimates, and the results are driven by an a priori overestimate of the interhemispheric gradient. Here, we explore why our results are different from previous studies and the sensitivity of our results to the model and to our assumptions.
Optimization of Emissions
[35] Allowing emissions to be optimized plays an important role, as we suggested in the introduction. To test the possibility that an adjustment of the interhemispheric distribution of OH, without an adjustment of emissions, could result in a similar fit of the model to the observations, we carried out an inversion in which the emissions were fixed (not optimized). As expected from mass balance, the a posteriori MCF lifetime with respect to tropospheric OH for 1989, 5.1 years, is shorter than that derived from the global OH inversion with optimized emissions, 6.0 years. However, we note that the fixed emissions inversion produces an inferior a posteriori fit to the observations, as can be inferred from the chi-square values in Table 2 for the 1989 inversions. (We show this comparison for 1989 rather than 1988 since the contrast is more noticeable.) Fixing emissions also necessitates a large adjustment of the OH distribution, resulting in an a posteriori NH/SH ratio for OH of 1.3, compared to the a priori of 0.9. The ratio of 1.3 is also large compared to the 0.9 for a hemispheric OH inversion with optimized emissions and is on the high end of the range found in the literature, including a range of 0.8-1.0 from other inversion studies [Prinn et al., 2001; Bousquet et al., 2005] , 1.0-1.3 from other photochemical model calculations [Hauglustaine et al., 1998; Spivakovsky et al., 2000; Bloss et al., 2005; Jöckel et al., 2006] , and a value of 0.88 from a photochemical model constrained to groundbased observations of OH concentrations [Bloss et al., 2005] .
[36] We do not discuss in detail results of inversions in which OH in the NH and SH were allowed to be independent, adjustable parameters, and emissions were optimized, since we found a significant degree of correlation between the OH and source parameters in the NH, as mentioned in section 2. However, it is interesting to note that in these inversions, OH generally decreased on a global average relative to the a priori value (with a greater decrease in the SH than in the NH for most years). This suggests that given the freedom to adjust emissions, the inversion tends to decrease them and global OH, despite the fact that a change in the interhemispheric distribution of OH alone can bring the model concentrations close to observations.
[37] We tested also the effect of a smaller a priori uncertainty for emissions (5% instead of 7.5% (1s)). As expected, the a posteriori parameter estimates did not deviate as far from the a priori as in the standard inversion (Figure 2 ), although they are still $10% less for 1988. Bousquet et al. [2005] , while allowing emissions to be adjusted, placed an even tighter constraint on them in all their inversions, as we described above. Their a priori uncertainties were generally 2 -2.5% except after the early 1990s. This could be one factor contributing to the smaller decrease in emissions relative to a priori in their study than in ours.
Rate of Interhemispheric Mixing
[38] Given that our inversion results are driven by the need to match the observed interhemispheric gradient of MCF, it is reasonable to expect that the results will be sensitive to the rate of interhemispheric mixing in the CTM. Despite the reasonable simulations of 85 Kr and SF 6 by GEOS-Chem, there are uncertainties in the observations and noticeable discrepancies between model and observed profiles. For example, in the simulations of SF 6 latitudinal profiles shown in Figure 9 , the model gradient in the tropical Pacific is not as sharp as that in the observations, while the model overestimates the overall gradient in the Atlantic.
[39] To assess the influence of the rate of interhemispheric mixing on the inversion results, we carried out a test in Figure 8 . Global MCF lifetime with respect to OH, 1988 OH, -1994 . We derived the annual lifetimes for Prinn et al. [2005] from the reported annual OH concentrations and overall lifetime for their analysis period, assuming that the lifetimes are inversely proportional to the OH concentrations.
which we arbitrarily increased wind speeds in the tropics (between 20°S and 20°N) uniformly by 30%. This causes the interhemispheric exchange time for MCF to decrease substantially for 1988, from 0.86 to 0.69 years, or 20%. We found that the increased mixing reduced the a priori interhemispheric gradient of MCF so that it was no longer larger than the observed gradient (see Figure 5d ). Not surprisingly, the a posteriori source and sink strengths are not very different from the a priori; in fact, the optimized sink is larger than the a priori (Figure 2 ). However, it is likely that the agreement between model and observed profiles of 85 Kr and SF 6 would be worsened by this large increase in mixing.
[40] The CTM used by Bousquet et al. [2005] had an interhemispheric exchange time of $0.87 years for 85 Kr [Hauglustaine et al., 2004] , 21% shorter than the 1.1 years reported by Jacob et al. [1987] and 13% shorter than our 1.0 years. (Hauglustaine et al. actually reported an exchange time of 0.82 years, but their definition for exchange time did not account for atmospheric sinks for the tracer; we used Jacob et al. [1987, equation 7] and assumed a radioactive decay time of 15.52 years to convert the exchange time to one that can be compared directly with those from the other studies.) Hauglustaine et al. also reported that their exchange time for fossil fuel CO 2 , 1.13 years, lay at the low end of the range exhibited in an intercomparison of 12 models, 1.06 -2.14 years. Bousquet et al. indeed noted that the mixing in their model was relatively fast and that their optimized model underestimates the gradient of MCF between Ragged Point, Barbados and Cape Grim, Tasmania. We hypothesize that smoothing of the latitudinal gradient due to the relatively fast mixing in the model of Bousquet et al. contributes to their relatively small decrease in emissions relative to a priori and their possible lack of an increase in MCF lifetime.
Interhemispheric Distribution of OH
[41] We tested also the response to an alternative a priori OH field, on the basis of a calculation with the kinetic solver (rather than the parameterization) in the GEOS-Chem CTM (v. 4.33) [Fiore et al., 2003] . (Although the OH field is derived from a run for year 2001, we were interested here in any contrasting distribution rather than one calculated specifically for our analysis period.) The alternative field had an average NH to SH ratio for OH of 1.08, as compared to a value of 0.94 for the standard field. The global source and OH sink are 3% and 2% higher, respectively, than those from the standard inversion for year 1994. While this appears to be a relatively small effect, we found in section 3.4.1 that a NH to SH ratio for OH of 1.3 and fixed emissions could produce reasonable agreement between model and observed latitudinal gradients. A ratio of 1.3 has been seen in at least one photochemical model [Bousquet et al., 2005] , though it is larger than many other estimates in the literature, as discussed in section 3.4.1.
Simulation of Pollution Events
[42] As mentioned in section 2., previous MCF inversion studies used data from which pollution events had been filtered out (with the exception of one sensitivity test in the work by Bousquet et al. [2005] ), while we kept the polluted data. The GEOS-Chem model simulates pollution events, as demonstrated in Figure 1 , but inevitably there are discrepancies. These discrepancies include overall negative or positive biases in the pollution events at different sites as well as problems specific to a particular site and time of year, as was detailed in section 3.1. To assess the influence of biases in the CTM's simulation of pollution events as well as investigating the effect of keeping polluted data on the inversion results, we carried out inversions using monthly median and monthly 10th percentile concentrations instead of monthly means for both model output and observations; this procedure, in effect, filters out a good portion of the polluted data. We calculated that for Mace Head, the polluted means are on average 9 ppt higher than the unpolluted means (provided on the GAGE website) during 1988-1989, the medians are 4 ppt higher than the unpolluted means, and the 10th percentiles are 2 ppt lower than the unpolluted means. (The average value for the unpolluted means during 1988-1989 is 143 ppt.) For Cape Meares, the polluted means are on average 3.5 ppt higher than the unpolluted, the medians are 1 ppt higher, and the [43] Using the 1988 medians, the resulting a posteriori global source and sink due to OH are only $1% higher than in the standard inversion (Figure 2) . Carrying out the extreme test using the very clean 10th percentiles, we obtained a small 5% decrease in the global OH sink relative to the a priori and a 5% decrease in global emissions (Figure 2) .
[44] In another test, we omitted the Niwot Ridge data, since the complex pollution events at that site were difficult for the model to capture. We found that for year 1992, the global source and sink due to OH are only 0.1% and 0.4% higher, respectively, than in the standard inversion.
[45] It appears that the inversion results are sensitive to the simulation of pollution events, although the sensitivity is not as large as that for the other factors discussed above.
Discussion
Hypothesis for the Discrepancy Between a Priori and a Posteriori Emissions Estimates
[46] We emphasize that the decrease in global emissions obtained in our standard inversion is based on a particular set of assumptions and on the transport characteristics of the GEOS-Chem CTM. Thus, it may be premature to lay out a hypothesis as to the cause of the discrepancy. But we do so in the following to show that a lowering of emissions estimates could be consistent with other findings in the literature.
[47] The discrepancy between a posteriori and a priori emissions estimates appears, at first glance, to be large and difficult to explain, given that the latter are based on industry sales data, which are presumably accurate, and that MCF is a highly volatile liquid thought to be emitted completely to the atmosphere within 3 years of purchase [McCulloch and Midgley, 2001] . We hypothesize, however, that the discrepancy results from a combination of two factors: (1) an underestimate by McCulloch and Midgley [2001] of the delay between MCF sales and emissions and (2) the presence of a soil sink and/or other sinks for MCF (such as destruction in incinerators, landfills) that were not accounted for in previous inverse studies. We expound on this hypothesis in the remainder of this section.
[48] If all of MCF was emitted completely to the atmosphere within 3 years of purchase, emissions should closely track sales and should have declined close to zero in much of the world, including North America and Europe, by the late 1990s [McCulloch and Midgley, 2001] . However, a number of groups have observed unexpectedly high atmospheric concentrations of MCF over North America and Europe as recently as the late 1990s and early 2000s [Millet and Goldstein, 2004; Barnes et al., 2003; Li et al., 2005] and over Japan in 2002 [Yokouchi et al., 2005] . These investigators suggested the possibility of an underestimate of the time lag between MCF sales and emissions, and offered a number of plausible explanations, including suggestions of an underestimate of stockpiling of the chemical shortly before the phase-out of production, intensified efforts at recycling, and slow release from aerosol containers and landfills. E. Hodson et al. (personal communication, 2004 ) detected significant concentrations of MCF in landfill gas from a site in the eastern U.S. in 2003. In light of these observations, Prinn et al. [2005] considered the possibility that 5% of the MCF manufactured could have taken as long as 10 years to enter the atmosphere. A delay in emissions could account for the convergence with time between the a priori and a posteriori emissions in our analysis.
[49] A delay in emissions alone would not appear to account for the entire discrepancy between a priori and a posteriori emissions, however, since the a posteriori results are still less than the a priori values by the end of the analysis period. Improbably large additional emissions would be required after 1994 (at least 400 Gg) to account for all the MCF sold in the past. Loss of MCF in the presence of various types of clay particles has been detected and quantified under a variety of conditions in the laboratory by Kutsuna et al. [2000 Kutsuna et al. [ , 2003 . Given that the reaction rate increases with increasing temperature and decreases with increasing relative humidity, the investigators suggested that significant loss of MCF would most likely occur in hot and arid or semiarid regions with large amounts of exposed clay particles; they speculate that this soil sink for MCF could significantly affect its overall atmospheric lifetime. The soil sink would appear to be associated loosely with MCF emissions geographically, since the majority of hot, arid land areas occur in the subtropics and midlatitudes of the NH, the latitudes where much of the emission occurs. Thus, our inverse calculation would interpret the combination of emissions and a soil sink as a decrease in (net) emissions relative to the a priori. Since there have been no field experiments that we are aware of with the express purpose of detecting a soil sink for MCF, this idea remains speculative.
[50] We carried out a set of simple calculations to estimate the magnitude of a hypothetical soil sink. We assumed first that the difference between the a posteriori and a priori emissions would be attributed entirely to removal by soils. Resulting values for the lifetime of MCF with respect to loss in soils are plotted in Figure 10 , the curve labeled ''McCulloch and Midgley Central Emissions.'' Notice that the curve suggests a steep upward temporal trend in the lifetime associated with the soil sink. Since a large temporal trend in lifetime seems unreasonable, we took into account then the possible delay in emissions discussed above by considering a shift in some of the emissions from earlier to later; specifically, we calculated soil sink lifetimes corresponding to McCulloch and Midgley's [2001] lower and upper bound emissions estimates (À2s and +2s). These curves are included also in Figure 10 . It is apparent that if the lower bound emissions are assumed at the beginning of the period, the central emissions in the middle, and the upper bound emissions at the end, the inferred soil sink lifetime would be approximately constant over the period, corresponding to a value of about 45 years. This value lies close to center of the range of lifetimes estimated by Kutsuna et al. [2003] . Shifts in emissions implied by this analysis would correspond to a decrease of about 30 Gg (À4%) for both 1988 and 1989, an increase of about 60 Gg (+15%) for 1993, and an increase of about 40 Gg (+16%) for 1994. We do not quantify here the emissions changes for years before and after our period of analysis.
[51] In summary, the lower (net) emissions inferred for MCF relative to a priori values (especially pre-1990) are consistent with an underestimate of the delay between MCF sales and emissions in combination with removal by a possible soil sink neglected previously.
Global OH Calculated by Photochemical Models
[52] One explanation for a possible overestimate of global OH in older, bottom-up photochemical calculations [e.g., Spivakovsky et al., 2000] is the use of reaction rate coefficients and chemical mechanisms that have since been revised. Of particular interest is the upward revision of the rate for the O( 1 D) + N 2 reaction, estimated to decrease OH production by 15% in the middle to upper troposphere [Ravishankara et al., 2002] . A newer version of the GEOS-Chem model (run with fully interactive chemistry rather than prescribed OH fields) that includes the revised rate coefficient as well as other updates indicates a reduction in global mean OH by 9% with an 11% longer MCF lifetime, compared to an older version of the model with the same meteorological fields (Table 1 , GEOS-Chem version 5.02 compared to version 4.26). Note that the precise value of the MCF lifetime in the GEOS-Chem model depends on the set of meteorological fields used. The model has been driven in various studies by meteorological fields from several versions of the assimilation system: GEOS-1 for 1988 -1995 , GEOS-Strat for 1996 -2000 , GEOS-3 for 1998 
Implications of Findings for Trace Gases Budgets and Climatic Impacts
[53] Future work narrowing critical uncertainties could help confirm or disprove the results of our standard inversion. If our finding is confirmed, it would provide a revised benchmark against which to evaluate the output of global photochemical models, as well as possibly resolving imbalances in the budgets of a number of trace gases. Analyses of tracers other than MCF and CH 4 also suggest a need to lower OH. For example, Spivakovsky et al. [2000] report that large corrections in hemispheric OH would be needed to reconcile model and observed concentrations of dichloromethane (CH 2 Cl 2 ) for years 1994 -1996, assuming industry estimates for emissions: the interhemispheric gradient computed for CH 2 Cl 2 is otherwise too large. The required corrections remain large when the rate of interhemispheric mixing in the CTM is increased to its upper limit consistent with observations of CFCs and 85 Kr. Alternatively, we propose that reduction in global OH and CH 2 Cl 2 emissions would possibly improve the agreement between model and observations. Industrial and consumer uses for CH 2 Cl 2 are similar to those for MCF [McCulloch and Midgley, 1996] . It seems plausible that net emissions have been overestimated for both gases.
[54] With a lower global abundance of OH, a given input of a species removed by OH results in a larger increase in concentration. Or conversely, a given reduction in emissions will result in a larger decrease in concentration than would have been the case with the shorter lifetime. Despite the adjustment in the lifetime of CH 4 and total emissions, our inverse estimate for the anthropogenic portion of current emissions (in Tg/a) remained close to that determined in bottom-up analyses [Wang et al., 2004] . Thus, a given fractional decrease in anthropogenic CH 4 emissions would have a greater climate impact than assumed previously. But if emissions were to increase significantly [e.g., Wang et al., 2004] , the climate impact would also be greater.
[55] Global warming potential (GWP) is a measure, used in IPCC assessments, of the relative radiative effect of the emissions of a particular greenhouse gas. An increase in the atmospheric lifetimes for CH 4 , HFCs, and HCFCs would translate into an increase in their GWPs. In the case of CH 4 , the 16% increase in lifetime, relative to the value reported in the IPCC Fourth Assessment Report, implied by our results translates approximately into a 16% increase in the GWP, from 25 to 29 (relative to CO 2 , for a 100-year time horizon). This assumes no change in the ratio of the perturbation lifetime (which accounts for chemical feedbacks resulting from an addition of CH 4 to the atmosphere and is what is actually used to calculate GWP) to the atmospheric lifetime (atmospheric burden divided by rate of loss) [Denman et al., 2007] .
Conclusions
[56] MCF emissions from our standard inversion are about 10% lower than published inventories on average between 1988 and 1994, and the decrease in the global sink due to OH suggested by the inversion implies an average lifetime for MCF (with respect to tropospheric OH) of about 6.9 years, 11 -21% longer than the 5.7-6.2 years reported in previous optimization studies. Our results contradict the high level of understanding on global lifetimes of pollutants that might be implied by the ±4% range of the estimates for MCF lifetime cited above.
[57] Our inversion results are driven by the need to match the observed latitudinal gradient of MCF, while balancing the MCF budget. The relatively loose a priori constraint we placed on MCF emissions, the rate of interhemispheric mixing in our particular CTM, the interhemispheric distribution of OH assumed, and the CTM's simulation of pollution events are critical, uncertain factors that contributed to the low values for global emissions and global OH in our standard inversion. The sensitivity tests we carried out show that plausible alternative assumptions and model characteristics can lead to results similar to those in previous studies. The alternative assumptions are generally extreme or lie on outer bounds of ranges in the literature though, as in the case of a rate of interhemispheric mixing similar to that in the CTM of Hauglustaine et al. [2004] or a NH to SH ratio for OH of 1.3 combined with fixed emissions. We note that we have conducted simulations of 85 Kr and SF 6 to assess the interhemispheric transport in our CTM, and it appears satisfactory. We believe it is important that future inverse studies take care to present results of simulations of 85 Kr, SF 6 , and possibly other tracers and to report values for MCF lifetime and mean OH that can be compared unambiguously with values from previous studies.
[58] We recommend that future studies on OH abundance using alternative tracers such as HFC-134a, HCFC-141b, HCFC-142b, and HCFC-22 [Huang and Prinn, 2002; O'Doherty et al., 2004] give special attention to allowing emissions and OH to be estimated simultaneously in inverse calculations rather than fixing one or the other. At present, there are significant uncertainties in the magnitudes and trends of the emissions for the alternative tracers listed above, which could be narrowed through the recommended inverse calculation.
[59] In future work, a useful analysis would be to conduct the inversions at higher spatial and temporal (e.g., week by week) resolution to clarify our understanding of the impact of inaccuracies in simulating pollution episodes on these findings. Field measurements and global process-based modeling of the soil sink for MCF would be helpful. With a fuller understanding of the distribution of the soil sink, an inverse analysis could reassess the global strength of the soil sink and could test our hypothesis for the discrepancy between a priori and a posteriori emission estimates.
[60] Our methods could be applied to a longer series of MCF observations to help confirm or disprove the results from our standard inversion as well as to assess the effect of lower OH concentrations and adjusted MCF emissions on long-term trends in OH. Particularly interesting would be an extension of our analysis forward into the late 1990s, as there has been lively debate about the effect of the assumed trend in MCF emissions on the deduced OH trend for the 1990s [e.g., Prinn et al., 2001 Prinn et al., , 2005 Wang et al., 2004; Millet and Goldstein, 2004; Bousquet et al., 2005] .
[64] Model results are compared in Figure A1 with annual mean ESRL flask measurements, available from 1995 onward for the seven sites listed above [Geller et al., 1997] . We found good agreement between model and observations for all 3 years of the comparison, lending some confidence to the accuracy of interhemispheric exchange in the model.
[65] The agreement between the model and observed interhemispheric gradients of 85 Kr in the Atlantic lends further, albeit geographically and temporally limited, support to the accuracy of interhemispheric mixing in the model.
A2. Formula for Averaging Kernel Matrix
[66] The averaging kernel matrix, A, is given by
where G is the gain matrix, and K is the Jacobian matrix.
[67] The gain matrix is given by
where Se is the observation error covariance matrix, and S a is the a priori error covariance matrix. 
