In Figueroa-López et al. (2013) [High-order short-time expansions for ATM option prices of exponential Lévy models], a second order approximation for at-the-money (ATM) option prices is derived for a large class of exponential Lévy models, with or without a Brownian component. The purpose of this article is twofold. First, we relax the regularity conditions imposed in Figueroa-López et al. (2013) on the Lévy density to the weakest possible conditions for such an expansion to be well defined. Second, we show that the formulas extend both to the case of "closeto-the-money" strikes and to the case where the continuous Brownian component is replaced by an independent stochastic volatility process with leverage.
Introduction
In recent years, a great deal of effort has been put into the study of the asymptotic behavior of option prices and implied volatility in a variety of asymptotic regimes. For a recent review of the topic, the reader is referred to [2] . Despite the attention that the problem has received in the literature, there are still important open problems, such as the lack of accurate (i.e., high-order) asymptotics for an ample class of models, general enough to incorporate several stylized features of asset prices, and the determination of a suitable asymptotic regime when including "close-to-the-money" options near expiration. These two key issues are addressed in the present work.
In the presence of jump risk, there were, until recently, no available high-order asymptotics for at-the-money (ATM) options near expiration, let alone for close-to-the-money options. In [5] , a second order approximation for ATM option prices for a certain class of exponential Lévy models is derived. More specifically, the asset price at time t is given by S t := S 0 e Xt , where X := (X t ) t≥0 is a Lévy process with Lévy density s : R\{0} → [0, ∞) of the form Conditions (1.1) and (1.2) entail that the "small" jumps of the process X behave like those of a Y -stable process, while the functionq allows for a tempering of large jumps in order for X to have, say, finite exponential moments, which is needed for the price process to be a martingale. A pure-jump Lévy process having a Lévy density s satisfying (1.1)-(1.2) will hereafter be called a tempered stable-like process. It is worth pointing out that most of the standard Lévy models used in finance admit Lévy densities of the form (1.1). These include the CGMY model and the normal tempered stable processes as defined in [4] , the Meixner processes ( [17] ), and the generalized hyperbolic class ( [17] ). Note, however, that in the later two cases Y = 1. The restriction of Y ∈ (1, 2) is actually motivated by recent econometric studies based on high-frequency financial data (see Remark 2.2 in [5] and references therein).
Additionally to (1.1)-(1.2), in [5] ,q was also assumed to satisfy the following rather technical conditions for some constants M, G > 0: A natural and important question is how necessary the regularity conditions (1.3) are for the validity of the secondorder short-term expansion in [5] . In what follows, we show that they are mostly superfluous and all what is needed is the following integrability condition
which, as will be shown below, is the minimal possible condition under which the second-order expansion is well defined. Let us briefly outline the strategy of our proof. First, using arguments similar to those in [5] , we show the validity of the result for a tempered stable-like process X, whoseq function satisfies the following conditions: Second, using an approach similar to the one introduced in [12] , we show that the option prices corresponding to a process satisfying only (1.4) can be closely approximated, up the second order, by those corresponding to a process satisfying all three conditions in (1.5).
It is well known that exponential Lévy models fail to capture accurately the time dynamics of volatility surfaces, and that they do not account for some stylized features of asset prices such as volatility clustering and the leverage effect. A natural remedy to that is to replace the (constant volatility) Brownian component of the Lévy process with an independent stochastic volatility process of the form
where (W 1 t ) t≥0 and (W 2 t ) t≥0 are independent standard Brownian motions. This framework includes the most common stochastic volatility models, such as the mean reverting Heston and Ornstein-Uhlenbeck processes. We will then consider the asset price process S t := S 0 e Xt+Vt , where X is a pure-jump tempered stable-like process as described above, and show that under some mild conditions on the drift and volatility parameters in (1.6)-(1.7), the second order expansion in [5] is still valid, but with the volatility of the Brownian component, σ, replaced by the spot volatility σ(y 0 ). The steps in doing so are in spirit similar to the ones used in the pure-jump case. First, by conditioning on the stochastic factor Y and utilizing properties of the Gaussian distribution, a strategy similar to the one in [5] can be employed to show that the expansion is valid when σ(·) is assumed to be bounded away from 0 and ∞. Then, an approach similar to the one introduced in [12] can be used to show that the second order expansion extends to the case of potentially unbounded σ(·).
The aforementioned asymptotic expansions are concerned with ATM option prices, i.e. E (S t − S 0 e κ ) + with κ = 0. As mentioned above, a problem of practical importance is then raised by the fact that, as maturity approaches 0, the most liquid options have strike prices that are close to being ATM, i.e. κ ≈ 0 (cf. [11] ). However, in the presence of jumps, the implied volatility explodes for out-of-the-money options (κ = 0) as maturity decreases (cf. [6, 18] ), while for ATM options it converges to a finite value (cf. [13, 18] ). It is therefore of interest to see whether the at-the-money expansions can be extended to include options whose strike prices are "close-to-the-money". To formalize that idea, we follow the lines of [11] and consider option prices of the form E (S t − S 0 e κt ), where the log-strike κ t is now a deterministic function such that κ t → 0, as t → 0. In other words, the strike is allowed to be out-of-the-money for any t > 0, while converging to the at-the-money strike as t → 0. It turns out that both with and without a continuous component there exists a small maturity log-moneyness regime, depending on the order of the second order term, where the ATM asymptotic expansion can indeed be used to include close-to-the-money options.
The rest of the article is organized as follows. First, the underlying asset price model and some useful notations are introduced in Section 2. Next, Sections 3 and 4 present the close-to-the-money asymptotic expansions in the pure-jump case and the case including a continuous volatility component, respectively. Finally, a numerical analysis is carried out in Section 5. The proofs of lemmas and other technical details are deferred to Appendices A-C.
The model and some relevant notation
Throughout, X := (X t ) t≥0 denotes a pure-jump Lévy process defined on a filtered probability space (Ω, F, (F t ) t≥0 , P) satisfying the usual conditions, with triplet (0, b, ν) such that:
where R 0 := R\{0}, and the Lévy triplet is given relative to the truncation function 1 {|x|≤1} (see Section 8 in [16] ). Note that we are implicitly assuming that the risk-free rate r is zero, and that P is a martingale measure for the exponential Lévy process S t := S 0 e Xt . Moreover, the Lévy measure ν is assumed to admit a density s :
for Y ∈ (1, 2), constants C(1), C(−1) ∈ [0, ∞) such that C(1) + C(−1) > 0, and a bounded measurable function
As explained in the introduction, we also wish to incorporate an independent stochastic volatility component into the model. To that end, we assume that (Ω, F, (F t ) t≥0 , P) also carries a process (V, Y ) := (V t , Y t ) t≥0 , independent of X, such that 5) and consider the asset price process S t := S 0 e Xt+Vt . Here, (W 1 t ) t≥0 and (W 2 t ) t≥0 are assumed to be independent standard Brownian motions relative to the filtration (F t ) t≥0 , ρ ∈ [−1, 1], and α(·), γ(·) and σ(·) are assumed to be such that e
Vt is a well defined P-martingale. In particular, α(·) and γ(·) are such that (2.5) admits a unique strong solution, while σ(·) is such that the integrals in (2.4) are well defined.
As in [5] , an important ingredient in our proofs consists of some suitable probability density transformations. In order to define these transformations, we further assume that the filtration (F t ) t≥0 is such that F = ∨ t≥0 F t . Then, using the martingale condition E e Xt = 1, a probability measure P * on (Ω, F) is defined via
Under this probability measure, X is a Lévy process with triplet (0, b * , ν * ) given by
(see [16] , Theorem 33.1). Once the measure P * has been defined, another locally equivalent measure, P, is constructed, under which the Lévy triplet (0,b,ν) of X takes the form
In particular, X is a Y -stable Lévy process under P. Note that condition (1.3-vi) ensures thatν is equivalent to ν * and, thus, by virtue of Theorem 33.1 in [16] , the measure transformation P * → P is well defined provided that the following condition is satisfied:
where
We finish this section with some useful notation. Let us first define the centered process
where γ := E (X 1 ), which is necessarily a strictly Y -stable process under P. Second, denoting the jump measure of the process X by N and its compensated measure under P byN (dt, dx), the following representation for the log-density process can be obtained (see Theorem 33.2 in [16] ):
with
At this point is it worth mentioning that conditions (2.9) and (2.13) will not be assumed to be satisfied in the sequel. As explained in the introduction, the idea is to approximate the "close-to-the-money" option prices for models satisfying the weaker condition (1.4), with the corresponding option prices for models satisfying a set of stronger conditions which, in particular, implies (2.9) and (2.13).
Pure-jump Lévy model
Consider the pure-jump exponential Lévy model introduced in Section 2. In this section, we show that the second-order expansion of [5] is valid assuming only the weakest possible conditions under which it is well defined. The following theorem is the main result of this section. 
In that case, if the log-moneyness, κ t , of the corresponding call option is of the form κ t := θt + o(t), as t → 0, for some θ ∈ R, then the second order asymptotic expansion for the close-to-the-money option price is given by
2)
, where, under P, Z 1 is a strictly stable r.v. with Lévy measurẽ ν(dx) := C(x/|x|)|x| −Y −1 dx, and
Remark 3.2. Condition (3.1) is the minimal condition under which the expansion (3.2) makes sense since, otherwise, the integrals in (3.4) are not well-defined. Note also that the form of the log-moneyness κ t chosen in Theorem 3.1 is, in some sense, the most relevant one. As shown therein, if κ t converges to 0 at a rate faster than t (that is, θ = 0 in the theorem), the second order asymptotic expansion coincides precisely with the one in the at-the-money case. On the contrary, if κ t converges slower to 0, the second order term no longer incorporates information on the tempering functionq, and its order is determined by κ t . More precisely, if, for instance,
1/Y remains the leading order term of the expansion), then
where d 1 is as in the theorem, and d 2 := θ P(Z 1 ≥ 0), where again Z 1 is still a strictly stable random variable with Lévy measureν(dx) := C(x/|x|)|x| −Y −1 dx. At this point, it may also be relevant to refer to the work of [11] , where the close-to-the-money asymptotic regime κ t := θ t ln (1/t) is considered, leading to slower rates of convergence for the option prices.
As explained in the introduction, the result in Theorem 3.1 will be obtained through two steps, the first of which consists of relaxing the conditions given in Eq. (1.3) to those in Eq. (1.5). The following proposition gives this result, whose proof is based on an approach similar to that in [5] and is presented in Appendix A.
Xt , where X t is a pure-jump Lévy process whose triplet (0, b, ν) satisfies (2.1)-(2.2) for a bounded measurable functionq : R\{0} → [0, ∞) satisfying the conditions in (1.5). Then, the second order asymptotic expansion (3.2) holds true.
Proof of Theorem 3.1.
Throughout, we assume without loss of generality that S 0 = 1 and we let 0 ∈ (0, 1) be a constant such that inf |x|≤ 0q (x) > 0. The existence of 0 is guaranteed sinceq(x) → 1 as x → 0. The idea is to approximate the option prices corresponding to X with those corresponding to a Lévy process X (δ) satisfying the conditions in (1.5). Here, δ is a parameter whose value serves to control the distance between the two models' option prices. In order to define X (δ) , let us first look at the Lévy-Itô decomposition of the process X, with truncation function 1 {|x|≤δ} , for each δ ∈ (0, 0 ) (see [16] ). More precisely, consider the decomposition
) of the original probability space (Ω, F, P), we define several independent Lévy processes,X (δ,1) ,X (δ,2) ,X (δ, 3) , and R (δ) , such that they are also independent of the original process X. Concretely, consider the Lévy measures
Then, with respect to the truncation 1 {|x|≤δ} , the Lévy triplet ofX (δ,i) is set to be (0, 0,ν R ). Let us recall that, by the definition of a probability space extension (see Chapter 5 in [9] ), the law of X under P (δ) remains unchanged. In what follows, all expected values will be taken with respect to the extended probability measure P (δ) , so for simplicity we denote the expectation under P (δ) by E. Now, by adding the Lévy measures of the involved processes, it is clear that the law of the process
coincides with that of the process X and, thus, the price processS
for any t ≥ 0. Next, we approximate the law of the processX (δ) with that of the following process, again defined on the extended probability space (
Above,β (δ) is chosen so that the resultant price process,
, is a martingale under P (δ) . In turn, since the triplets of the processes in question are with respect to the truncation function 1 {|x|≤δ} ,
with respect to the truncation function 1 {|x|≤1} is given by
so it is clear thatq (δ) satisfies the conditions (1.5-i) and (1.5-iii). To show thatq (δ) also satisfies (1.5-ii), note that, sinceq is bounded, for some B ∈ (0, ∞) and |x| ≥ 0 ,
which clearly implies (1.5-ii). Sinceq (δ) satisfies all the conditions in (1.5), we know from Lemma 3.3 that
) is independent of δ, and d
Now, we proceed to compare the close-to-the-money option prices under both prices processes (S (δ) t ) t≥0 and (S t ) t≥0 . To this end, let us first note the following simple inequality, which readily follows from (3.5) and the fact that (a + b)
+ ≤ a + + |b| for any real numbers a and b:
From (3.9), it then follows that
We first show that E|S
t | converges to 0 fast enough. Indeed, using the independence of the processes involved,
by Jensen's inequality and the fact thatX (δ,2) is a martingale. Now, note that by (3.1), R (δ) is a finite variation process and, thus, can be decomposed as
is a compound Poisson process with Lévy measure ν
and R (δ,2) t has Lévy triplet (0, 0, ν
, with respect to the truncation 1 {|x|≤1} , where ν
is a finite variation process and has the representatioñ
For the first term in (3.11), we now have, for every 0 < δ < 0 and 0 < t ≤ 1,
where K 1 , K 2 , and K 3 , are constants, which can be chosen independently of δ, since
For the first term in (3.12), we have
and, for the second term in (3.12), there exist 0 < t 0 ≤ 1 such that for any 0 < t < t 0 and 0 < δ < 0 ,
by selecting ε 0 small enough (see Lemma 3.2 in [15] or Remark 3.1 in [7] ), and where the last inequality follows from the fact that the distribution of s≤t ∆X
For the second term in (3.11), for any 0 < t ≤ 1 and δ ∈ (0, 0 ),
where K 1 , K 2 , and K 3 are absolute constants that can be chosen independently of δ since, by (3.1),
and, for any δ ∈ (0, 0 ),
The second term in (3.14) can be taken care of in a similar fashion as the first term in (3.11) to obtain lim sup
where K is independent of δ. For the first term in (3.14), denoting the intensity of jumps and the first jump of R by λ (δ) and ξ (δ) , respectively, and conditioning on the number of jumps, we have
and, thus, lim sup
for some constant 0 < K < ∞. Combining the above relationship with (3.6) and (3.10), we get
The first limit follows fromθ
which converges toθ by the dominated convergence theorem and (3.1). One can similarly show the other two limits
, the first part of r (δ) converges to zero, again by (3.1), and |b
and, for δ < 1/2, the integrand is dominated by the integrable function (C(1)
Hence, the dominated convergence theorem applies and we conclude that r (δ) → 0 as δ → 0. Finally, (3.17) and (3.18) prove (3.2).
Remark 3.4.
1. As customary, one can map the expansion (3.2) into an expansion for the close-to-the-money Black-Scholes implied volatilityσ(t) of the model. Concretely, we have the following small-time behavior forσ(t):
The proof of (3.19) is identical to the proof of Corollary 3.7 in [5] and is therefore omitted.
2. It is also worth mentioning that E Z + 1
and P (Z 1 ≥ 0) have the following explicit expressions (see [5] and references therein):
where A := C(1) + C(−1) and B := C(1) − C(−1).
3. By using the expression for b coming from the martingale condition (2.1), the second order term in (3.2) can be written as
which is independent of the truncation function chosen for the Lévy triplet of X.
A Lévy Jump Model With Stochastic Volatility
A second order approximation for ATM option prices, when the asset price process includes a nonzero Brownian component, is presented in [5] . In this section we will show that the continuous Brownian part can be replaced by an independent stochastic volatility process. As described in Section 2, we consider the asset price process S t := S 0 e Xt+Vt , where X is a pure-jump tempered stable-like process satisfying the conditions of Theorem 3.1, and V is defined as in (2.4)-(2.5). Moreover, it is assumed that σ(y 0 ) > 0, and that there exists an open interval I, containing y 0 , on which α(·) and γ(·) are uniformly bounded and σ 2 (·) is Lipschitz continuous.
The following result will be used in the proof of the second order option price approximation for the process (S t ) t≥0 . Its proof is deferred to Appendix C. Lemma 4.1. Let (Y t ) t≥0 be as in (2.5), and τ := inf{t ≥ 0 : Y t / ∈ (a, b)}, where a and b are such that a < y 0 < b.
The second order approximation for the close-to-the-money option prices can now be stated as follows.
Theorem 4.2. Consider the model S t := S 0 e Xt+Vt , as described above, and let κ t := θt
2 ), as t → 0, for some θ ∈ R. Then, the second order asymptotic expansion for the call option price is
Remark 4.3. By the same reasoning as in Remark 3.2, the form of the log-moneyness κ t chosen in Theorem 4.2 is the most relevant one. The expansion reduces to the one in the at-the-money case (θ = 0) when κ t converges to 0 at a rate faster than t 3−Y 2 . In particular, this would be the case if κ t = θt + o(t) as in Theorem 3.1. On the contrary, if, for instance, κ t = θt β + o(t β ) with .2) (see, also, Theorem 3.1 in [12] ). Roughly, (4.3) says that if κ t converges to 0 fast enough for the leading order term to be d 1 t 1/2 , but slower than t (3−Y )/2 , then the second order term and its order are determined by κ t and, thus, contain no additional information on the underlying financial model. 
The proof of (4.4) is identical to the proof of Corollary 4.3 in [5] and is therefore omitted.
Proof of Theorem 4.2. Throughout, we take S 0 = 1 without loss of generality. The result will now be shown in the following three steps.
Step 1) We first show that X can be assumed to have a Lévy density of the form
which, in particular, satisfies the conditions in (1.5) (in fact, it even satisfies the stronger conditions in (1.3) ). To show that we use a procedure similar to the one in the proof of Theorem 3.1. Let δ ∈ (0, 1) be a fixed constant such that inf |x|≤δq (x) > 0, and let (0, b (δ) , ν) be the Lévy triplet of X with respect to the truncation function 1 {|x|≤δ} .
, an extension of the original probability space (Ω, F, P), along with independent Lévy processes,X (δ,1) ,X (δ,2) , andX (δ,3) , which are also independent of the original processes X and V . More precisely, the Lévy triplet ofX (δ,i) , with respect to 1 {|x|≤δ} , is given by (0, 0,ν
As before we will denote the expectation under P (δ) by E. Now, it is clear that the law of the Lévy process
for any t ≥ 0. Next, define the process
where β (δ) is chosen so that the resultant price process,
is a martingale under P (δ) . Note that X (δ) has a Lévy density of the form (4.5). We will show that the second order term of the close-to-the-money option prices is the same under both price processes (S (δ) t ) t≥0 and (S t ) t≥0 . As done in (3.9), it follows that
so, for the option prices under both price processes (S (δ) t ) t≥0 and (S t ) t≥0 to have the same second order term, it suffices that
Using the independence of the processes in question, we have
since, by Jensen's inequality and the fact thatX (δ,2) is a martingale,
The order of the terms in (4.8) can then be shown to be O(t), using arguments similar to the ones used to show that the terms in (3.11) were of order O(t), and by noting thatX From (4.6) and (4.7), in order to obtain (4.1), it suffices to show that
Hence, from the outset, we assume that X has a Lévy density as in (4.5).
Step 2) We will now show the validity of (4.1) in the case where there exist constants m and M such that
i.e., R Y := ∪ 0≤t≤1 supp(Y t ), with supp(Y t ) representing the support of Y t . The idea is to reduce the problem to the case where the process Y is deterministic, by conditioning the option's payoff on the realization of the process W 1 . To formalize this idea, we need to introduce some notation. On a filtered probability space (Ω,F, (F t ) t≥0 ,P) satisfying the usual conditions, we define independent processesX andW 2 , such that the law of (X t ) 0≤t≤1 underP is the same as the law of (X t
With this notation at hand, we consider a functional Φ :
Then it is clear that, for any t ∈ [0, 1],
The following terminology will also be used in the sequel: . For ease of notation, we often drop the dependence on y, q, and w in the above processes, unless explicitly needed. Also, with certain abuse of notation, we sometimes use the following shorthand notation:
where ω ∈ Ω and, as usual, Y · (ω) and Q · (ω) are seen as random elements in C([0, 1]).
As in the pure-jump case, we shall use two probability transformations. First, defineP * on (Ω,F) by
UnderP * , (X) t≤1 has Lévy triplet (0, b * , ν * ) given by (2.7). Similarly, by Girsanov's theorem for Brownian motions, (V 2 t ) 0≤t≤1 has the representation
t ) 0≤t≤1 is aP * -Wiener process. Next, define the probability measure P as described in (2.11) and (2.12), but replacing the jump measure N of the process X by the jump measure ofX. In particular, under P,X has Lévy triplet given by (2.8). Analogously to (2.10), we define the centered processZ t :=X t − tγ, wherẽ γ := E X 1 . Note that the law of (V 2 t ) t≤1 under P remains unchanged. It is also useful to point out that, under both P * and P,
where, for t ∈ (0, 1],σ t :
In order to find the second order term of the expansion, we investigate the limit of t Y /2−1 R t as t → 0, where, for 0 < t ≤ 1, we set
which, in terms of the functional Φ, can be expressed as
We shall show that lim t→0 t Y /2−1 R t = d 2 , for the constant d 2 defined in the statement of the theorem. First, using (A.5), the change of probability measures to P, and a change of variable,
Next, we decompose it as follows, for any w ∈ R,
whereη t :=η y,q,w t = (η +γ)t − κ t + ψ y,q,w t
. Note that the dependence of the A i 's on the auxiliary number w is because ψ depends on w. Analogously to (4.14), we shall sometimes use the notatioñ
We now consider each of the three terms in (4.17) separately.
First term: For A 1 t := A 1 (t, y, q, w) we closely follow the steps in [5] , and start with the following decomposition:
We analyze each of these terms in the following three parts.
i) Using (4.15-ii), the first term, I 1 := I 1 (t, y, q, w), can be written as
since E(Z t ) = 0 andZ t is strictly Y -stable. It can be shown (see (B.5) in [5] ) that there exists a constant λ > 0 such that, for any 0 < t ≤ 1 and u > 0,
From (4.13), note that
Moreover, recall that 0 < m ≤σ t (y) ≤ M < ∞ and that for P-a.e. ω ∈ Ω,
which follows from the continuity of σ 2 (·) in a neighborhood of y 0 . Using the previous relationships, we get (see Appendix B for the details) 
The proof of (4.27) is also deferred to Appendix B. Together (4.26) and (4.27) imply that
ii) Using again (4.15-ii), the term I 2 := I 2 (t, y, q, w) in (4.19) can be written as 
for any 0 < t ≤ 1 and u > 0. Therefore, following arguments similar to those leading to (4.26), it follows that iii) It remains to analyze the term I 3 := I 3 (t, y, q, w) in (4.19), which we first decompose as follows:
To deal with the first term in (4.33), let us first decompose the expectation therein as follows:
31 (t, u).
Since (Z t ) t≥0 is Y -stable, we can obtain the estimate J 
31 (t, u)
The same procedure as in (B.13-B.15) below can be used to show that 0 ≤ J
31 (t, z) ≤ f (t) for 0 < t ≤ t 0 < 1, where
To deal with the second term in (4.33), note that, by the self-similarity of (Z t ) t≥0 ,
32 (t, u).
32 (t, u) is similar to J 12 (t, u) in (4.22) and, thus, the asymptotic behavior is similar to (4.26). Concretely, 32 (t, u) as:
Using similar arguments as when dealing with the terms involving (B.4) below gives
(4.37)
Combining the above gives,
Finally, (4.19), (4.28), (4.32), and (4.38) yield 
For the first term,
for some constant K. Using (4.9), (4.13), Cauchy's inequality, and the inequality e |x| ≤ e x + e −x , we have, for any p > 0 and 0 < t ≤ 1,
for a constant B < ∞ independent of t. Indeed, by Novikov's condition and Girsanov's theorem,
Therefore, (4.9) , and
The second term is clearly O(t 2 ) due to (4.9). The first term is also of order O(t 2 ). Indeed, let I be an interval containing y 0 , where σ 2 (·) is Lipschitz with constant L and α(·), and γ(·) are bounded, and let τ := inf {s :
where the order of the second term follows from Lemma 4.1, and
Hence, E (ψ t (ω)) 2 = O(t 2 ) and, thus, from (4.41), it follows that
For the second part of (4.40), a change of variables gives
By the change probability measuresP * →P, 
where for the last equality we used the change of probability measures
Hence, by Fubini's theorem and the condition κ t := θt
where we have used that t −1/2 κ t → 0 and the fact that
where Λ is a centered Gaussian variable. Indeed, as verified in Appendix B, under P * ,
and t −1/Y Z t converges in distribution to a Y -stable random variable Z since, due to the independence of X and V , the distribution of Z under P * is that of a tempered stable process (see Proposition 1 in [14] ).
Third term: By letting σ 0 := σ(y 0 ), noting that
where Λ is a standard normal variable, and using (4.15-ii), the term A 3 t in (4.17) can trivially be decomposed as follows: φ(x)dx, we obtain:
as t → 0, which can be shown using that |γt| + |κ t | + |ψ
s., for a constant K, and thatV
,
is of order O(t) by (4.42). Finally, for J 2,2 t , we have
as verified in Appendix B. Cauchy's inequality can be used to show that the first term is also O( √ t), since, due to the fact that ψ
which can be shown similarly to (4.53). Finally, the third term can be shown to be zero. Indeed, by Fubini's theorem, we have
Now, for an arbitrary K ∈ (0, ∞), note that
The second term in the last expression can further be manipulated as follows:
Therefore, for any K ∈ (0, ∞),
which shows that the expectation in (4.54) is equal to 0.
Thus, (4.48)-(4.52) show that
Finally, combining (4.17), (4.39), (4.43), and (4.55), gives the following second order term for the option prices of (S t ) t≥0 :
where the last step follows from the well known formula for the centered moment of a Gaussian random variable (see, e.g., (25.6) in [16] ). This shows that the second order expansion (4.1) holds under condition (4.9).
Step 3) We will now show that the expansion extends to the case when σ(·) is no longer assumed to satisfy (4.9). To that end, define a process (S t ) t≤1 of the formS whereV is defined as in (2.4)-(2.5), but replacing σ(y) withσ(y) :
Here m and M are such that 0 < m < σ(y 0 ) < M < ∞. In that case, we know, by
Step 2 above, that
with d 1 and d 2 as in (4.2). On the hand, using the identity (a + b) + ≤ a + + |b|, it follows that
Therefore, for the close-to-the-money option prices under both processes (S t ) t≥0 and (S t ) t≥0 to have the same secondorder term, it suffices that
To show the latter, first note that
where we have used the independence of X and V . Since 1 < Y < 2, it suffices to show that
Define a probability measure P on (Ω, F) by
Vt , 0 ≤ t ≤ 1. By Girsanov's theorem, the following representations hold under P:
where ( W 1 t ) t≥0 and ( W 2 t ) t≥0 are independent P-Brownian motions. Then, since E e Vt = E eV t = 1,
Due to the continuity of σ(·) at y 0 , we can select
and, thus, by Lemma 4.1,
Therefore, (4.56) is satisfied, which in turn, as explained above, implies
with d 1 and d 2 as in (4.2).
Numerical Examples
In this section we perform a numerical analysis for the pure-jump CGMY model with stochastic volatility. Under the CGMY model, the Lévy measure is given by
with corresponding parameters C, G, M > 0 and Y ∈ (1, 2). The martingale condition (2.1) implies that M > 1, and it will be useful to note that the constants η andγ from Section 2 can be written as (see [5] )
For the continuous component we will consider the Heston stochastic volatility model for which the drift and volatility parameters of (2.4)-(2.5) are given by
with all coefficients strictly positive, and satisfying the Feller condition 2κθ − 2 > 0. In [5] it is shown that the second order term in the pure-jump CGMY model is given by
while in the CGMY model with a stochastic volatility component, C(1) = C(−1) = C and, thus,
To estimate the option prices we will use a Monte Carlo based method. First, using the two measure transformations introduced in Section 2, we have
Then, using (2.10)-(2.12) and (5.1), U t and X t can be seen to have the following representations under P, We start by giving some needed technical lemmas, whose proofs are deferred to Appendix C. The following result shows that the conditions in (1.5) suffice for both the change of probability measure from P * to P and the representation (2.11) to hold true.
Lemma A.1. Under the conditions (2.3) and (1.5), both (2.9) and (2.13) hold true.
We will also make use of the following two lemmas, the first of which is an extension of Lemma 3.3 in [5] .
Lemma A.2. Under (1.5), the following two assertions hold true:
(ii) lim
2. There exist constantsκ < ∞ and t 0 > 0 such that
for any 0 < t ≤ t 0 and v > 0.
Lemma A.3. Let (ξ t ) t≥0 be a centered Lévy process with a Lévy measure ρ such that R := inf{r : ρ(x : |x| > r) = 0} < ∞. Then, given a fixed arbitrary k ∈ N, there exist constantsκ < ∞ and v 0 > 0 such that
for any 0 < t ≤ 1 and v > v 0 .
We are now ready to show the result.
Proof of Lemma 3.3.
Throughout, we assume without loss of generality that S 0 = 1. The proof follows the arguments in [5] . First, we utilize the following representation obtained in [3] ,
together with the density transformation P * → P introduced in Eq. (2.11), to rewrite the scaled option price in the form
Lemma 3.1 in [5] proved the formula above for κ t = 0. The general case is proved analogously. Then, the error
) can be decomposed as follows
Using that κ t = θt + o(t) and Y > 1, it is easy to see that
To handle the term D 3 (t), we proceed as in Lemma A.1. in [5] . Concretely, using the density transformation P → P * and then change of variables u = t 1/Y −1 v,
where Z is a centered Y -stable random variable (see Proposition 1 in [14] ), which is the same as the distribution of Z 1 under P. For the first term in (A.6), we further decompose it as follows:
+ (e κt−(γ+η)t − 1)
where it is clear thatD 3 (t) = o(D 1 (t)) and that t
, as t → 0. Next, using Fubini's theorem as well as the identities
where clearlyD 11 (t) → η, as t → 0. ForD 12 , (A.3-ii) allows to pass the limit inside the integral, and so (A.1) implies that
In [5] , it was proved that lim t→0D13 (t) = 0 under the assumptions in (1.3). The idea therein was to change variable to u = t −1/Y v and then dominate the resulting probability inside the integral with u
which is O(u −1 ) as t → 0 under the conditions in (1.3). However, it turns out that if (1.3-iii) does not hold, then
will diverge as t → 0. Instead, here we justify that the limit can be passed into the integration so that, in light of (A.2),
To show that the dominated convergence theorem can be applied in (A.12), fix v 0 > 0 and split D 13 (t) into the sum of two integrals
For the termD 1 13 (t), note that, by (A.3-ii), for t ≤ t 0
and fix ε > 0 to define
which has bounded jumps, becauseq(x) is bounded. Also note that Q t ≥ Q (ε)
< 0, for 0 < t ≤ 1. Using these identities and Lemma A.3, we can select v 0 such that
Together (A.13) and (A.14) justify the use of the dominated convergence theorem in (A.12). Combining (A.6)-(A.12), gives
Finally, applying Fubini's theorem to the right-hand sides of (A.11) and (A.12) gives
One can similarly show that the constant η defined in (2.12) can be written as:
Combining the expressions for ϑ and η yields (3.3). The expression forγ in (3.4) follows from
and standard simplifications.
B Proof of auxiliary results related to Theorem 4.2
Proof of (4.26).
By Fubini's Theorem and the terminology in (4.13), we can write
.
We first show that
where Λ ∼ N (0, 1). Indeed, using (4.24)-(4.25) together with Slutsky's theorem and the continuous mapping theorem,
as t → 0. It is also easy to see that the collection (Ξ t (u, ω)) 0<t≤1 is uniformly integrable since, due to (4.16), there
) and clearly sup 0<t≤1 E e by completing the square. Next, we show that
suffices to show By the dominated convergence theorem, together with (4.23-i), it suffices to show the existence of a bound B t (u) such that E (Ξ t (u, ω)) ≤ B t (u) and
To this end, note that, in view of (4.16), there exists a constant K such that Ξ t (u, ω) ≤ Ke Hence, by Cauchy's inequality, E (Ξ t (u, ω)) ≤ Ke Proof of (4.27).
Below,κ denotes a generic constant whose value may change from line to line. Let us first note the decomposition J 11 (t, u) = t To see the validity of the last limit, fix x 0 > 0 and split the integral therein, which we denote V (t), into two parts
−∞ e −x − 1 1 t P U t ≤ x dx + 0 −x0 e −x − 1 1 t P U t ≤ x dx =: V 1 (t) + V 2 (t).
By virtue of (A.3-ii), there existκ < ∞ and t 0 > 0 such that 
Combining the previous estimates, we finally have
for all v > 0 and t > 0 and some constantκ < ∞.
Proof of Lemma A.3.
Using a concentration inequality for centered random variables (see, e.g., [8] , Corollary 1) gives dz ds < K 3 t =: β(t), where K 1 , K 2 , and K 3 are positive constants. As a result, (C.4), and therefore also P (τ ≤ t), is of order O(t k ) for any k ∈ N. If γ(y 0 ) = 0, let y ∈ (a, b) be such that γ(y ) = 0 (if no such y exists, Y t 1 {a<Yt<b} is deterministic and P(τ ≤ t) = 0 for t small enough), and define τ := inf{t ≥ 0 : Y t = y }. Then P (τ ≤ t) = P (τ ≤ t, τ ≤ τ ) + P (τ ≤ t, τ > τ )
≤ P (τ ≤ t|τ ≤ τ ) + P (τ ≤ t, τ > τ )
≤ P (τ ≤ t) + P (τ ≤ t, τ > τ )
= O(t k ), t → 0, whereτ := inf{t ≥ 0 : Y t / ∈ (a, b)|Y 0 = y }, so the order of the first term follows from the case when γ(y 0 ) = 0 case, and the order of the second term follows from the fact that (Y s ) s≤t is deterministic on {τ > t}, so P (τ ≤ t, τ > τ ) = 0 for t small enough.
