In this paper, we conduct a systematic study of multi-view gender recognition on a large database. We focus on the basic methodologies of dealing with view point variations, and compare their performance on gender recognition problems. Experimental evaluation is conducted on a large multi-view database consisting of 23136 facial images of 241 subjects under 32 different views and 3 illuminations. We also introduce a Pyramid-SVM approach for facial recognition tasks. As an extension to the conventional "holistic features + SVM" framework, our proposed approach manages to preserve local information of face images that would otherwise be discarded in the holistic features. Experimental results demonstrate that the Pyramid-SVM approach significantly outperforms the traditional SVM classifier.
INTRODUCTION
Gender recognition has aroused extensive attention in computer vision and pattern recognition community for a long period of time. Basically, gender recognition from facial images can be regarded as two sub-problems: face representation and pattern classification. In terms of face representation, early works were mostly based on holistic features, i.e., raw pixels with or without subspace projection (e.g. PCA, ICA, LDA, etc.). These features, however, often require strict face alignment, yet poses another challenging problem that needs to be resolved, especially at the presence of multiple view points. To this end, patch-based features, such as Local Binary Pattern (LBP), were introduced [1] and proved to be more robust to misalignment, occlusion and illumination variations.
On the other hand, as a typical two-class classification problem, plenty of classifiers have been applied on the gender recognition problem. Early works using nearest neighbor, neural network [2, 3] reported satisfactory results, although many of them were based on a relatively small database. It wasn't until recently that AdaBoost and Support Vector Machine (SVM) [4, 5, 6] has become dominated in this area, mostly due to their robustness and low generalization error.
Although a lot of studies have been conducted on facial gender recognition, most of them involves only frontal or near frontal faces (except [1] ). This is far from reality, though. For instance, facial images captured from videos in surveillance or ECRM (Electronic Customer Relationship Management) scenarios often possess arbitrary illumination, imaging noises, non-neutral emotions and more importantly, nonfrontal views. However, current algorithms fail to provide a solution for gender identification in these real-world situations. One major difficulty of conducting such kind of research is the lack of a large multi-view database that contains subjects under all kinds of poses (and even with illuminations or expressions variation).
In this paper, we conduct a systematic study of multiview gender recognition problem on a large database. Especially, we focus on the methodology of dealing with view point variations, which is rarely discussed in the literature. Experiments are based on the private YAS database, which consists of 23136 facial images of 241 subjects under 32 different views and 3 different illuminations. Because of our primary interest in the issue of view point variation, and also because face images are well aligned in the YAS database, we would simply adopt the "raw pixels + SVM" framework. In order to preserve local information of face images that would otherwise be discarded in the traditional framework, we further introduce the Pyramid Support Vector Machine (Pyramid-SVM) approach. In this method, face images are divided into increasingly smaller regions and SVM models corresponding to all regions are combined at the back end to reach the final decision. Experimental results on the YAS database demonstrate that the Pyramid-SVM approach outperform traditional SVM classifier in all tasks.
Rest of this paper is organized as follows. In section 2, we discuss the general methodologies of dealing with multi-view problems. The Pyramid-SVM approach is described in detail in section 3. Section 4 provides details about the YAS database, and experimental evaluation are demonstrated in Section 5. In the end, we make the concluding remarks in Section 6.
METHODOLOGY FOR MULTI-VIEW PROBLEMS
In the literature, most of the works on gender recognition involves only frontal or near-frontal facial images. In reality, images are typically captured from videos especially in surveillance or ECRM scenarios. Those images generally have different illumination, imaging noises and especially various face poses, thus making the current approaches performing incorrectly. Our goal is to build a recognizer to overcome the issue of multiple view points.
To this end, it is straightforward that we can reduce the multi-view problem to a single-view problem where existing algorithm can be applied. Three promising approaches are discussed as follows.
Universal Approach. The universal approach ignores the pose variation. The images for all the poses are treated equally. In training stages, face images in different views are put together to train an "universal" classifier. In the classification stage, the test image is recognized by this universal classifier. The advantage of this approach is that we do not have to detect the image pose beforehand.
View-Adaptive Approach. The view-adaptive approach is to train each pose individually. In the recognition stage, we need to estimate the pose of the test image in advance and the corresponding classifier for that particularly pose is used to recognize the gender. Compared to the universal approach, the view-adaptive approach may have a higher recognition accuracy. Because the universal approach involves the variation of pose, it may affect its ability to classify correctly. However, the view-adaptive approach should detect the pose of the image in recognition stage.
Coarsely-Quantized Approach. Generally speaking, the pose estimation stage is a regression problem instead of classification. More specifically, given both panning and tilt variations (as in the YAS database), it becomes a multi-label regression problem, which turns out to be more complicated and difficult to handle. In practice, we notice that dividing the view space into finer bins will not necessarily lead to a better result. Instead, we shall do a coarser quantization of the view space, such that each of the bins covers a wider range of view points. For example, we can simply divide the view space into 6 bins, with 2 different angles of tilt and 3 of panning. This method can be regarded a hybrid of universal approach and pure view-adaptive approach.
Although it might be argued that the view-dependent gender recognizer has potentially higher accuracy when it is trained with less view variance, which is the case if we partition the view space into finer ranges, there exist three major drawbacks by doing that. For one thing, it is difficult to train a good classifier with insufficient data that falls into a small pose range. Secondly, it is unnecessary to distinguish, for example, 10
• with 15
• , since such little pose difference can be negligible for both human beings and most machine learning techniques. Last but not least, as we divide the view space into smaller bins, the pose estimation problem turns to be more challenging; once it fails, the subsequent recognizer is quite likely to make an incorrect decision since it was trained with little or no pose variance.
In practice, however, there exist no theoretical way to judge which of the above approaches is always better than the other. We believe that it can only be told on a case-by-case basis. For example, if we are dealing with a situation where all views are close to frontal, it would be better to adopt the universal approach. On the other hand, we would agree on a view-adaptive approach if views all vary substantially from each other, since pose estimation shall be easy and reliable in this case.
PYRAMID SUPPORT VECTOR MACHINE
Support vector machine (SVM) [7] have been widely used in many areas such as pattern classification, regression and density estimation. SVM is to find the optimal hyper-plane such that the generalization error on unseen data is minimized. A SVM classifier not only finds the optimal hyper-plane to these training samples, but maximizes the distance of each class to the hyper-plane Suppose we are given a labeled set of M training samples (x i , y i ) for i = 1, . . . , M, where x i ∈ N and y i ∈ {1, −1} is the associated label. The discriminant hyper-plane for a SVM can be written as
where k(·, ·) is a kernel function, b is a bias and the sign of f (x) determines the class membership of x. Building an optimal hyper-plane is equivalent to finding all the nonzero α i s . This problem can be treated as a quadratic programming (QP) problem with constraints. Here we use non-linear SVMs with RBF kernel, namely,
where γ is a scaling parameter. In the conventional "holistic features + SVM" framework, however, most local information is not preserved. For instance, the image region containing two eyes and nose tip may be more informative than the region of the same shape and area on the forehead. However, they are treated equally in the SVM. On the other hand, an image is usually normalized by its mean and covariance to compensate for illumination variation. However, local regions turn to be less distinctive by this kind of "global" normalization. Moreover, the dimension of the whole image may be too high to support a "good" classifier, while this situation can be largely alleviated if we look into into smaller regions.
Therefore, in order to preserve the local information, it is straightforward to first divide face images into regions and train a SVM classifier for each region. At the back end, the outputs of these SVMs are combined as the final decision. This is similar to the so-called Spatial Pyramid Matching (SPM) [8] technique, which was first introduced as an extension of the orderless bag-of-features image representation in object recognition. While SPM compensates for the loss of geometry (spatial) correspondence, the Pyramid-SVM here is trying to preserve as much local information as possible. Furthermore, the pyramid combination is carried out at the back end instead of on the kernel space as in SPM.
YAS DATABASE
In this paper, our experimental evaluation is conducted on the private YAS database. This database is one of the largest multi-view database in literature. More importantly, it contains more views that most existing such databases with gender label, which makes it possible for an extensive study of the multi-view gender recognition problem.
The 
EXPERIMENTS

Experimental Setups
In our experiments, faces images are cropped and aligned according to a set of given landmark points. All the images are resized to the size of 64 × 64. We then divide the images into increasingly smaller region and each of them is normalized to be zero-mean and unit variance. Of course, these exist different ways of partitioning the image. Here we simply take the most straightforward way, that is, to divide the original image into a 2 × 2 grid, making up to 5 regions in total including the original image.
As for experimental setups, we use 5-fold cross validation. We randomly partition the whole database into 5 parts; then at each time, 4 of them is selected to form the training set and the rest is used for testing. Note that all the images from the same person is guaranteed to be in the same fold, such that any person in the training set would not appear in the testing set.
We also want to examine how the performance of different approaches will degrade as the database get smaller. So for each train/test partition, we randomly select a subset of N train = {1000, 5000, 10000, 15000, 18432} images for training, while keeping the original testing set.
Gender Recognition Results
We first look at the results when using all available data for training, i.e., N train = 18432. We noticed that the Pyramid-SVM approach significantly outperform traditional SVM in all cases. For example, using universal approach, the overall accuracy by Pyramid-SVM is 92.2% while 87.89% by SVM. Therefore, for all later results, we will only report those obtained by Pyramid-SVM. Table 1 shows the accuracy of using only frontal images for training and testing on each separate view. Table 2 shows the result of training on each view separately, and testing on the same view. Table 3 shows the performance of training on all views, and testing on each separate view. (Obviously, this is exactly the universal approach.) By averaging, the universal approach gets an overall accuracy of 92.2%, while for viewseparate train/test, where the testing pose is presumed to be known, the result is 93.1%. The latter result is better since training and testing is carried out on the same view, and thus no mismatch exists.
We then look into the performance of the view-adaptive approach. In stead of assuming pose is known, the pose is predicted by a pose estimator during testing phase, and the gender recognizer on that predicted pose is applied after that. Actually, we noticed that the pose estimator works surprisingly well, and gets an overall accuracy of 97.8%. So we can predict that the view-adaptive result should be very similar to 93.1%, and it turns out to be 92.8%, which is slightly better than the universal approach.
We now look at the results by coarsely-quantized method. Here we simply quantize the total 32 views into 6 bins. The pose mapping table is shown in Table 4 . As we can expect, the pose estimator works even better (with an accuracy of 98.5%) here and gender recognition result is as good as 93.2%.
Finally, as shown in Figure 1 , all the performance decreases as we choose smaller training set. We observe that the view-adaptive approach degrades much faster than the other two. However, even at the worst case (N train = 1000), the accuracy of pose estimator for all 32 views is still above 90%. That means, almost all the performance degeneration is due to the limited training data for the view-specific gender model. We also observe that the coarsely-quantized approach always outperform the universal approach, although sometimes the lead is very trivial. However, we can predict that as training data gets smaller and smaller, the universal approach will finally be the best. And if the number of training samples becomes sufficiently large, all three algorithm will be able to reach a comparable performance.
CONCLUSION
In this paper, we conduct a systematic study of multi-view gender recognition on the YAS database, a large multi-view database that contains 23136 facial images of 241 subjects under 32 different views and 3 different illuminations. Three generic methodologies to deal with the multi-view problems: universal approach, view-adaptive approach and a hybrid coarsely-quantized approach, are investigated and compared on the gender recognition tasks. We also look into the degeneration of these three approaches with decreased database size.
In addition, we introduced a novel Pyramid-SVM approach as an extension to the conventional "holistic features + SVM" framework. The local information are preserved for holistic features by dividing face images into fine regions. With the discriminating power of all image regions assembled, the Pyramid-SVM approach achieves much better performance than conventional SVM classifiers.
