Abstract. We consider a signal reconstruction problem for signals F of the form
Introduction
The problem of reconstruction of spike-trains, and of similar signals, from noisy moment measurements, and a closely related problem of robust solving the classical Prony system, is a well-known problem in Mathematics and Engineering. It is of major practical importance, and, in case when the nodes nearly collide, it presents major mathematical difficulties. It is closely related to a spike-train "superresolution problem", (see [3, 4, 9, 10, 11, 12, 13, 14, 15, 16, 17, 19, 20, 21, 23] as a small sample).
The aim of the present paper is to investigate the possible amplification of the measurements error ǫ in the reconstruction process, caused by the fact that some of the nodes of F near-collide. Recently this problem attracted attention of many researchers. In particular, in [1, 4, 10, 13, 14] it was shown (in different settings of the problem) that if s spikes of F are near-colliding in an interval of size h ≪ 1, then a strong "noise amplification" occurs: up to a factor of ( 1 h ) 2s−1 . Specifically, in [1] a parametric setting (the same as in the present paper) was considered (see, as a small sample, [6, 7, 8, 23, 24, 25, 27] and references therein). In this setting, signals are assumed to be members of a parametric family with a finite number of parameters. The parameters of the signal are then considered as unknowns, while the measurements provide a system of algebraic equations in these unknowns.
It was announced in [1] that the strongest "noise amplification" occurs along the algebraic curves S ("Prony curves"), defined in the signal parameter space by the 2s − 1 initial equations of the classical "Prony system" (system 2.2 below). However, [1] provided neither detailed proofs, nor explicit constants in the error bound, nor the explicit description of the curves S.
In the present paper we consider reconstruction of spike-train signals of an a priori known form F (x) = d j=1 a j δ (x − x j ), from their moments m 0 (F ), . . . , m N −1 (F ), N ≥ 2d, in the case where two nodes x i , x i+1 near-collide. That is, x i+1 − x i+1 = h ≪ 1.
In Section 2 we introduce the ǫ-error set E ǫ (F ), consisting of all signals F ′ , for which the moments of F ′ differ from the moments of F by at most ǫ. The set E ǫ (F ) presents the distribution of all the possible reconstructed signals F ′ , caused by independent errors, not exceeding ǫ, in each of the moment measurements m k (F ). Thus the geometry of E ǫ (F ) reflects the patterns of the possible error amplification in the reconstruction process.
In this paper we are mostly interested in the lower bounds for the error in nodes reconstruction. We thus consider the projection E x ǫ (F ) of the error set E ǫ (F ) to the nodes space. This set represents the error amplification in nodes reconstruction. In particular, the "radius" ρ x ǫ (F ) of E x ǫ (F ) provides a lower bound on the nodes reconstruction accuracy of any reconstruction algorithm (see a more detailed description of this fact in Section 2).
One of our two main results -Theorem 4.2 in Section 4 -is that for F with two nodes in a distance h, and for any ǫ of order h 3 (or larger) we have ρ x ǫ (F ) ≥ Ch. Consequently, the presence of near-colliding nodes implies a massive amplification of the measurements error in the process of nodes reconstruction -up to h −2 times.
In order to prove Theorem 4.2 we start in this paper the investigation of the geometry of the error sets E ǫ (F ) and E x ǫ (F ) (which, as we believe, is important by itself). First we provide in Section 3 numerical simulations and visualizations, which suggest that for ǫ ∼ h 3 the ǫ-error set E ǫ (F ) is an "elongated curvilinear parallelepiped" of the width ∼ h, stretched up to the size ∼ 1 along a certain curve S F (while its projection onto the nodes space, E x ǫ (F ), is stretched along the projection S x F of S F ). These experiments suggest also that as h → 0, the sets E ǫ (F ) and E x ǫ (F ) concentrate closer and closer around the curves S F (respectively, S x F ). Next, we give in Section 4 an independent definition of the "Prony curves" S F , "discovered" in Section 3: for each F the Prony curve S F , passing through F in the signal parameter space, is defined by the requirement that along it the first three moments m 0 , m 1 , m 2 do not change. An explicit parametric description of the curves S F is given in Section 5.1.
Our second main result -Theorem 4.1 in Section 4 -is that indeed, as suggested by visualizations in Section 3, the set E ǫ (F ) contains a "sufficiently long" part of the Prony curve S F around F . As a consequence, we obtain Theorem 4.2. Let us stress that all the constants in Theorems 4.1 and 4.2 are explicit (and reasonably realistic).
The proofs are given in Section 5.
Finally, in Section 6, we compare two approaches to the reconstruction problem for real spike-train signals: from their moments, and from their Fourier samples (which can be interpreted as the moments of an appropriate signalF with complex nodes). Recently in [2] a trigonometric reconstruction method forF was suggested, which uses, as an input, only three complex moments m 0 (F ), m 1 (F ), m 2 (F ). According to the approach of the present paper, we would expect for the trigonometric method (forF with two nodes in a distance h ≪ 1, and for ǫ ∼ h 3 ,) the worst case reconstruction error of order √ ǫ, while for the Prony inversion we show it to be of order ǫ 1 3 .
We pose some open questions related to this apparent contradiction. The authors would like to thank the referee for a constructive criticism, as well as for remarks and suggestions, which allowed us to significantly improve the presentation.
Setting of the problem
Assume that our signal F (x) is a spike-train, that is, a linear combination of d shifted δ-functions:
We assume that the form (2.1) is a priori known, but the specific parameters (a, x) are unknown. Our goal is to reconstruct (a,
. . , N −1, which are known with a possible absolute error of no more than ǫ > 0.
The moments m k (F ) are expressed through the unknown parameters (a, x) as
Hence our reconstruction problem is equivalent to solving the (possibly over-determined) Prony system of algebraic equations, with the unknowns a i , x i :
This system appears in many theoretical and applied problems. There exists a vast literature on Prony and similar systems, in particular, on their robust solution in the presence of noise -see, as a small sample, [3, 7, 19] , [22] - [26] , and references therein.
We present the spike train reconstruction problem in a geometric language of spaces and mappings. Let us denote by P = P d the parameter space of signals F ,
and by M = M N ∼ = R N the moment space, consisting of the N -tuples of moments (m 0 , m 1 , . . . , m N −1 ). We will identify signals F with their parameters (a, x) ∈ P.
The Prony mapping
Inversion of the Prony mapping is equivalent to reconstruction of a spike-train signal F from its moments (or to solving Prony system (2.2)). The aim of this paper is to investigate the amplification of the measurements error ǫ in the reconstruction process, in case of two near-colliding nodes. We are interested in effects, caused by the geometric nature of system (2.2), independently of the specific method of its inversion.
The error amplification is reflected by the geometry of the ǫ-error set E ǫ (F ), which is defined as follows:
Definition 2.1. The ǫ-error set E ǫ (F ) consists of all signals F ′ ∈ P d , for which the moments of F ′ differ from the moments of F by at most ǫ:
The ǫ-error set E ǫ (F ) presents the distribution of possible reconstructed signals F ′ , caused by the independent errors, not exceeding ǫ, in each of the moment measurements m k (F ). Its yet another convenient description is as the set of solutions of the Prony system
with all the possible errors ǫ k satisfying |ǫ k | ≤ ǫ, k = 0, 1, . . . , N − 1.
Notice that the ǫ-error set E ǫ (F ) depends on N , the number of the moments which we use in reconstruction. Since N is assumed to be fixed, we do not indicate it in the notations.
In this paper we are mainly interested in the accuracy of the nodes reconstruction which is determined by the geometry of the projection E x ǫ (F ) of the set E ǫ (F ) onto the nodes space. Accordingly, we define the worst case error ρ 
where || · || denotes the Euclidean norm in the space of the nodes.
In fact, 1 2 ρ x ǫ (F ) bounds from below the worst case error in nodes reconstruction with any reconstruction algorithm A. Indeed, we can informally argue as follows: let F ′′ = (a ′′ , x ′′ ) ∈ E ǫ (F ) be a signal for which the supremum in (2.4) is nearly achieved. Assume that we apply A to both signals F and F ′′ , and the (adversary) noise is zero for F and is equal to the difference of the moments of F and F ′′ in the second case. Thus A obtains as the input in both cases the moments of F . Whatever resultF = (ã,x) the algorithm A produces as an output, at least one of the distances ||x −x|| or ||x ′′ −x|| will be not smaller than
Visualization of the error sets E ǫ (F )
For a given h, 0 < h < 1, consider a signal
For a given ǫ > 0 we consider the ǫ-cube Q The ǫ-error set E ǫ (F ) is a four-dimensional subset of P 2 ∼ = R 4 , and its direct visualization is problematic. Instead the following Figures 1 and 2 show the projection of E ǫ (F ) onto the three-dimensional coordinate subspace of P 2 , spanned by the two nodes coordinates x 1 , x 2 and the first amplitude a 1 , as well as its further projection E x ǫ (F ) onto the nodes plane x 1 , x 2 . Notice, that by the first of the Prony equations a 1 + a 2 = m 0 (F ) + ǫ 0 in (2.3) we have a 2 = m 0 (F ) − a 1 + ǫ 0 , with |ǫ 0 | ≤ ǫ. Thus the projections of E ǫ (F ) shown in Figures 1 and 2 , give a rather accurate (up to ǫ) representation of the true error set.
Let us stress a natural scaling in our problem, reflected in Figures 1 and 2 : the scale in nodes is of order h, while the scale in the amplitudes is of order 1.
Figures 1 and 2 suggest that E ǫ (F ) is an "elongated curvilinear parallelepiped", with the sizes of its two largest edges of orders 1 and h, respectively. (The third and the fourth edges, of orders h 2 and h 3 , respectively, are not visible). E ǫ (F ) is stretched up to the size ∼ 1 along a certain curve S, depicted in the pictures.
Respectively, E Below we analyse the structure of the error set E ǫ (F ) in some detail, and show that S is an algebraic curve, which we call the "Prony curve". We show that for F as above, the projection S x of S onto the node subspace is the hyperbola x 1 x 2 = −h 2 , while a 1 is expressed on this curve through x 1 , x 2 as a 1 = x2 x2−x1 . In Section 5.1 we study such "Prony curves" in detail.
Numerically, the figures above were constructed via the following procedure: we construct a four-dimensional regular net Z ⊂ Q 4 ǫ (F ) ⊂ M 2 , with a sufficiently small step. For each point z ∈ Z, its Prony preimage w = P M −1 (z) ∈ P 2 is calculated, and the projection of w onto the space (a 1 , x 1 , x 2 ) is plotted.
Some other visualisation results can be found in [28] .
In what follows we assume that inversion of the Prony map, or solving of (2.3) (when possible) is accurate, and the reconstruction error is caused only by the measurements errors ǫ k .
Prony curves and error amplification: main results
We will consider signals F (x) of the form (2.1), with two near colliding nodes x i and x i+1 , 1 ≤ i ≤ d − 1. In the present paper we study the geometry of the reconstruction error, allowing perturbations only of the cluster nodes x i , x i+1 , and of their amplitudes a i , a i+1 . Therefore the positions and the amplitudes of the other nodes are not relevant for our results. However, in order to avoid possible collisions of the cluster nodes with their neighbors in the process of deformation, we will always assume that for x i+1 − x i = h > 0, the distances to the neighboring nodes from the left and from the right satisfy
We do not assume formally that h ≪ 1, but this is the case where the geometric patterns we describe become apparent.
For each signal F and index i the Prony curve S = S F,i passing through F is obtained by varying only the nodes and amplitudes (a i , x i ), (a i+1 , x i+1 ), while preserving the first three moments. More accurately, we have the following definition:
By definition, we always have F ∈ S F,i . In this paper we concentrate on an "h-local" part S F,i (h) around F of the Prony curve S F,i , consisting of all Notice, however, that the Prony curves S F,i are global algebraic curves (possibly singular). Their explicit global parametrization is described in Section 5.1 below, and one can show that in some cases they can pass through the node collision points (with amplitudes tending to infinity). We believe that the Prony curves and their multi-dimensional generalizations play an important role in understanding of multi-nodes collision singularities.
The following definition specifies the type of signals we will work with:
be the center of the interval [x i , x i+1 ]. We put C(F ) = 18M (1 + |κ|) N (Notice that C(F ) depends on κ, M , but not on h). One of our main results is the following:
3 the ǫ-error set E ǫ (F ) contains the local Prony curve S F,i (h). In bold is the local prony curve S F,i (h) and its projection. Figure 3 suggests that in fact the ǫ-error set E ǫ (F ) "concentrates" around the local Prony curve S F,i (h). Already the fact that this curve is inside E ǫ (F ) (provided by Theorem 4.1) implies important conclusion on the worst case reconstruction error. Indeed, as we show below, the projection S x F,i (h) of the local Prony curve S F,i (h) onto the nodes space has a length of order h. Consequently, in the presence of an h-cluster in F , and for each ǫ ≥ C(F )h 3 , there are signals F ′ ∈ E ǫ (F ), with the nodes
. That is, a massive error amplification from h 3 to h occurs in this case.
Our second main result presents this fact formally, in terms of the worst case error:
3 the worst case reconstruction error ρ x ǫ (F ) in nodes of F is at least 1 2 h. We see that a measurements error ǫ ∼ h 3 can be amplified up to the factor ∼ h −2 in reconstruction of the nodes of F . In particular, for d = 2, i.e, in the case of exactly two nodes in F , and for N = 4, we get (assuming that M = 1 and x 1 , x 2 ∈ [−1, 1]) that C(F ) ≤ 288. So the minimal accuracy ǫ required to keep the error in the nodes reconstruction less than 1 2 h is ǫ ≤ 288h
3 . For h = 0.01 we get ǫ ≤ 0.0003.
In [1] , in order to show that the length of the curve S x F,i (h) is of order h, we use the inverse function theorem, combined with estimations from [5] of the Jacobian of the Prony mapping. As a result, the constants become much less explicit.
We expect that the results of Theorems 4.1 and 4.2 can be extended to an accurate description of the ǫ-error set in the case of clusters with more than two nodes, using an appropriate version of the "quantitative inverse function theorem". Informally, we expect the following general result to be true:
Let the nodes x 1 , . . . , x d of F form a cluster of size h ≪ 1. Then for ǫ ≤ O(h 2d−1 ) the ǫ-error set E ǫ (F ) is a "non-linear coordinate parallelepiped" Π h,ǫ (F ) with respect to the moment coordinates m k (F ′ ), centered at F . Its width in the direction of the moment coordinate m k , k = 0, . . . , 2d − 1, is of order ǫh −k . In particular, the maximal stretching of Π h,ǫ (F ), of order ǫh −(2d−1) , occurs along the Prony curve S 2d−2 (F ).
However, an application of the approach based on the inverse function theorem will significantly reduce the domain of applicability of the results, and will make the constants less explicit.
On the other hand, we believe that the explicit parametric description of the Prony curves, given in Section 5.1 below, can be extended to clusters with more than two nodes. It becomes significantly more complicated, but promises potentially better understanding of the geometry of error amplification.
Proofs
The proof of Theorems 4.1 and 4.2, given below, is based on a detailed explicit description of the Prony curves, on one hand, and of a behavior of the moments m k , k ≥ 3 on these curves, on the other.
Parametrization of the Prony curves.
We denote by S 
Proof: Since all the nodes and amplitudes are fixed on the Prony curve S F,i , but (a i , x i ), (a i+1 , x i+1 ), we can work only with the partial signals a i δ(x − x i ) + a i+1 δ(x − x i+1 ). In other words, we can consider the case of exactly two nodes, i.e. signals of the form F (x) = a 1 δ(x − x 1 ) + a 2 δ(x − x 2 ) ∈ P 2 . In this case there is only one choice i = 1 for the index i in the definition of the Prony curves S F,i , and we denote them by S F .
Alternatively, we can consider algebraic curves S(m 0 , m 1 , m 2 ) in P 2 , defined by the equations (5.1)
for any moments m 0 , m 1 , m 2 . If we put m k = m k (F ), k = 0, 1, 2, we get S(m 0 , m 1 , m 2 ) = S F . Since we are interested in the behavior of the nodes x 1 , x 2 along the curve S, we will consider also the node parameter space P 
They form a two-parametric family, depending only on the ratio of the moments (m 0 : m 1 : m 2 ). The corresponding curves S(m 0 , m 1 , m 2 ) ⊂ P 2 are parametrized as
Proof: We get from the first two equations of (5.1) the following expressions for a 1 , a 2 through x 1 , x 2 :
and hence
The curve S(m 0 , m 1 , m 2 ) is defined by all the three equations of (5.1). Substituting (5.5) into the last equation of (5.1), we see that the projection
2 as the solution of the third degree equation
An explicit description of the curve S x can be obtained as follows: we can rewrite the left hand side of equation (5.6) in the form
which leads to the equation
for the curve S x (m 0 , m 1 , m 2 ). So this curve is a hyperbola with the center at the point ( We expect that the explicit description of the Prony curves given above, can be combined with the analysis of the Prony mapping from the point of view of Singularity Theory, given in [6, 27] , including, in particular, repsentation of signals F in the "bases of finite differences" introduced in [6, 27] .
Moments on the Prony curves.
In this section we describe the behavior of the moments m k (F ), k ≥ 3, along the Prony curve S F,i , on its h-local part S F,i (h).
be the center of the interval
Proof: As in the previous section, it is sufficient to consider the case of exactly two nodes. By the assumptions, for the signal
we have x 2 = x 1 + h, and |a 1 |, |a 2 | ≤ M . To simplify the expressions we shall assume that h ≤ 1. Let us show first that the distance between the nodes remains uniformly bounded from below along S
Proof: The point (x 1 , x 2 ) ∈ P x 2 is at the distance
h from the diagonal {x 1 = x 2 }. So the disk D is at the distance κ = (
h. In particular, this is true for each point of S x F (h). Next we show that the amplitudes a
We can write
By Lemma between the nodes x 1 , x 2 . For
The following proposition describes the action of the coordinate shift on the moments of general spike-trains (of course, this results remains valid for the moments of any measure on R).
Proof:
Replacing κ by −κ we get the second expression. Finally we come to estimating the differences m k (F ′ )−m k (F ). Since by Proposition 5.2 the shifted moments are expressed through the original moments of the same and of smaller orders, we see that along the curve S F the first three shifted moments do not change. Applying Proposition 5.2 in the opposite direction, we can write, for k ≥ 3,
By the choice of κ we have
Hence we obtain, using Lemma 5.2,
Substituting this into equation (5.12) we get
This completes the proof of Theorem 5.2.
5.3. Proof of Theorem 4.1. We have to show that for each ǫ ≥ C(F )h 3 , with C(F ) = 18M (1 + |κ|) N , the ǫ-error set E ǫ (F ) contains the local Prony curve S F,i (h). By Theorem 5.2 we have for any
and therefore S F,i (h) ⊂ E ǫ (F ). This completes the proof. 
The projection S x F,i (h) of the h-local Prony curve S F,i (h) to the coordinate plane of (x
) is a hyperbola, passing through the point (x i , x i+1 ), and it crosses the boundary of the disk D of radius 1 2 h centered at (x i , x i+1 ), at exactly two points. Let F ′′ = (a ′′ , x ′′ ) be one of the corresponding endpoints of S F,i (h). Then the distance between the nodes of F ′′ and the nodes of F is exactly 1 2 h. By Theorem 4.1 we have S F,i (h) ⊂ E ǫ (F ), and therefore F ′′ ∈ E ǫ (F ). We conclude that
This completes the proof.
A case of complex nodes
The goal of this section is to compare two approaches to the reconstruction problem for real spike-train signals with exactly two nodes: from their moments, and from their Fourier samples, and to pose some related open questions. For a signal F (x) = a 1 δ(x − x 1 ) + a 2 δ(x − x 2 ) ∈ P 2 we have for its Fourier transform f s (F ) := F (F )(s) = a 1 e isx1 + a 2 e isx2 . Taking samples f k (F ) at the points s = 0, 1, . . . , k, . . . , we get f k (F ) = a 1 e ikx1 + a 2 e ikx2 . We see immediately, that the Fourier samples f k (F ) = a 1 e ikx1 +a 2 e ikx2 coincide with the moments m k (F ) for a signalF (x) = a 1 δ(x − e ix1 ) + a 2 δ(x − e ix2 ) with the complex nodes e ix1 , e ix2 . Recently in [2] a trigonometric reconstruction method forF from their moments m k (F ) was introduced, which uses the following four real measurements: |m 0 |, |m 1 |, |m 2 |, and the imaginary part ℑm 1 .
Notice that each complex moment provides (at least, formally) two real measurements: its real and its complex parts. So taking four moments m k , k = 0, 1, 2, 3, as in a true complex Prony system, gives us eight real equations, while the signals F andF have only four real parameters: a 1 , a 2 , x 1 , x 2 .
This leads us to the following question: what real measurements (coming from the real or from the complex moments) do we really need? Can we improve the reconstruction accuracy by a "correct choice" of the measurements?
The last question is directly connected to the main results of the current paper, because of the following fact: the trigonometric reconstruction method of [2] uses as an input only three complex moments m 0 , m 1 , m 2 . According to the approach of the present paper, we would expect for F (orF ) with two nodes in a distance h ≪ 1 the worst case node error amplification factor to be of order ( 2 -an apparent contradiction. Our initial experiments (partially reported in [2] ) indicate also for the trigonometric method that the worst case error amplification factor of order ( 2 . This leads to the following question, which may be important for better understanding the patterns of error amplification in different methods of spike-train reconstruction: Is it possible to extend the approach of the present paper to the analysis of the error amplification in trigonometric reconstruction? Where do we (presumably) lose, in the trigonometric method, the accuracy gained by not using the fourth moment?
For the reader convenience we shortly recall below the main steps of the trigonometric reconstruction method of [2] . We can write the moments for signal (6.1) in the following form:
6.2. Recovery of phase difference. Introduce the following definitions for phases of x and y: φ = −2πµ, θ = −2πν, ∆ = φ − θ. Now, we obtain the amplitudes: 
