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Let Bm be the unit ball in the m-dimensional complex plane Cm with the weighted
measure
dµαz =
α+ 1α+ 2 · · · α+m
πm
1− z2αdmz α > −1
From the viewpoint of the Cauchy–Riemann operator we give an orthogonal
direct sum decomposition for L2Bm
 dµαz, i.e., L2Bm
 dµαz = ⊕n∈Z+
 σ∈Aσn ,
where the components A+
+
 
+0 and A
−
−
 
−
0 are just the weighted Bergman
and conjugate Bergman spaces, respectively. Using the simplex polynomials from
T. H. Koornwinder and A. L. Schwartz (1997, Constr. Approx 13, 537–567), we
obtain an orthogonal basis for every subspace. As an application of the orthogo-
nal decomposition, we deﬁne the Hankel- and Toeplitz-type operators and discuss
Sp-criteria for these kinds of operators. © 2001 Academic Press
Key Words: orthogonal decomposition; triangle polynomials; simplex polynomials;
Hankel-type operators; Toeplitz-type operators.
1. INTRODUCTION
Let D be the unit disk of the complex plane C and ∂
∂z¯
the Cauchy–
Riemann operator. From the kernel space of  ∂
∂z¯
k, Peng and Xu in [10]
give the complete orthogonal direct sum decomposition
L2D
 dµαz =
+∞⊕
n=0
(
An
⊕ An)

1 The work for this paper was supported by the Foundation of the National Natural Science
of China (Grant 10071039) and the Foundation of Education Commission of Jiangsu Province.
476
0022-247X/01 $35.00
Copyright © 2001 by Academic Press
All rights of reproduction in any form reserved.
hankel- and toeplitz-type operators 477
where A0 and A0 are the Bergman and anti-Bergman spaces, respectively.
Using the Jacobi polynomials, they obtain an orthonormal basis for every
subspace and discuss the boundedness, compactness, and Sp-criteria for
three kinds of Toeplitz and Hankel type operators. The full story is based
on the orthogonal decomposition for L2D
 dµαz. The same decomposi-
tion for L2D
 dµαz is obtained by the wavelet transforms (see [3]). The
purpose of this article is to study the decomposition of L2Bm
 dµαz and
give an orthonormal basis for each component via simplex polynomials on
the simplex m. Since the Sp-theory of Hankel and Toeplitz type oper-
ators has many applications in different areas, such as functional model,
rational approximation, best approximation by analytic functions, station-
ary Gaussian processes, and others, many authors have exploited the prop-
erties of these kinds of operators (see [1, 4, 8–12]). In this paper we will
deﬁne the Hankel- and Toeplitz-type operators on the unit ball. Moreover,
we can calculate the “matrix coefﬁcient” for these kinds of operators under
a given orthonormal basis. However, the estimates of Sp norms become
more complicated. Therefore, we shall study some special kinds of Hankel-
and Toeplitz-type operators and obtain some results for them.
Let Bm be the unit ball in Cm; i.e.,
Bm =
{
z = z1
 z2
    
 zm ∈ Cm  z =
(
m∑
i=1
zi2
) 1
2
< 1
}

Let dµαz = α+ 1α+ 2 · · · α+m/πm1 − z2αdmz be the
weighted measure, where dmz is the Lebesgue measure and α > −1.
L2Bm
 dµαz denotes the space of measurable functions f for which the
norm is given by
fL2Bm
dµαz =
{α+ 1α+ 2 · · · α+m
πm
×
∫
Bm
f z21− z2αdmz
} 1
2

Let Z+ = 0
 1
 2
    be the set of nonnegative integers. For I = i1,
i2
    
 im ∈ Z+m, we deﬁne I =
∑m
j=1 ij , Dj = ∂/∂z¯j
j = 1
 2
    
m. The Cauchy–Riemann operator on Cm is deﬁned by D =
D1
 D2
    
 Dm
 DI = Di11 Di22 · · · Dimm . Consider the kernel
kerDI = {f ∈ L2Bm
 dµαz  DIf = 0}
Let n = f ∈ kerDI  I = n. It is not difﬁcult to see that
n = spanz¯IzJ  I
 J ∈ Z+m
 I ≤ n
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We can ﬁnd that
0 ⊂ 1 ⊂ 2 ⊂ · · · ⊂ n ⊂ · · · 
We now introduce the following notation:  = σ = σ1
 σ2
    
 σm 
σj = + or − j = 1
 2
    
m
 zσ = zσ11 
 zσ22 
    
 zσmm , where
z
+
j = zj
 z−j = z¯j . For J = j1
 j2
    
 jm ∈ Z+m, we write zσJ =
z
σ1j1
1 z
σ2j2
2 · · · zσmjmm . We stipulate that jl > 0 if σl = −l = 1
 2
    
m.
Set
Bσn = span
{z12i1 z22i2 · · · zm2imzσJ  I
 J ∈ Z+m
 I ≤ n}
Let Aσ0 = Bσ0 , Aσn = Bσn  Bσn−1, n = 1
 2
   . In the next section we will
construct an orthonormal basis for every subspace Aσn ; i.e.,
Aσn= span
{
R
α
 j1
 j2

 jm
n
 k1
 k2

 km−1
( m∑
i=1
zi2

m∑
i=2
zi2
    
 zm2
)
zσJ 
n ≥ k1 ≥ k2 ≥ · · · ≥ km−1
 J ∈ Z+m
}


where
∫
Bm
R
α
 j1
 j2

 jm
n
 k1
 k2

 km−1
( m∑
i=1
zi2

m∑
i=2
zi2
    
 zm2
)
×Rα
 j1
 j2

 jmn′
 k′1
 k′2

 k′m−1
( m∑
i=1
zi2

m∑
i=2
zi2
    
 zm2
)
× z12j1 z22j2 · · · zm2jmdµαz
= dn
 k1
 k2
    
 km−1
 Jδ
n′
 k′1
 k′2

 k′m−1
n
 k1
 k2

 km−1 
Thus we obtain the following orthogonal decomposition:
L2Bm
 dµαz =
⊕
n∈Z+
 σ∈
Aσn 
Clearly, A+
+
 
+0 and A
−
−
 
−
0 are just the weighted Bergman space
and conjugate Bergman space, respectively. In Sections 3 and 4 we shall
deﬁne the Hankel and Toeplitz type operators and develop their Sp
properties.
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2. ORTHONORMAL BASIS
We ﬁrst recall the deﬁnition of Jacobi polynomials,
P
α
β
n x = α+ 1n
n!
F
(
−n
 n+ α+ β+ 1α+ 1 1− x
2
)


where α
β > −1. They are the orthogonal polynomials on the interval
−1
 1 with respect to the measure 1− xα1+ xβdx. The triangle poly-
nomials deﬁned on 2 = x1
 x2 ∈ R2  0 ≤ x2 ≤ x1 ≤ 1 are given
by
R
α
β
γ
n
 k x1
 x2 = Pα
β+γ+2k+1n−k 2x1 − 1 · xk1Pβ
 γk 2x−11 x2 − 1

where
α
β
 γ > −1
 n
 k ∈ Z+ with n ≥ k ≥ 0
By recursion, the k-variable analogues of the triangle polynomials can be
deﬁned as follows. Let α
 α1
 α2
    
 αk > −1, n1
 n2
    
 nk ∈ Z+ with
n1 ≥ n2 ≥ · · · ≥ nk ≥ 0. For k ≥ 3, we deﬁne
R
α
α1

αk
n1
n2

nkx1
 x2
    
 xk = Pα
α1+α2+···+αk+2n2+k−1n1−n2 2x1 − 1
·xn21 Rα1
α2

αkn2

nk
(
x2
x1


x3
x1

    

xk
x1
)

From [7] we know that Rα
α1

αkn1
n2

nkx1
 x2
    
 xk’s are polynomials in
x1
 x2
    
 xk of degree n1. The further details for the above poly-
nomials can be found in [5, 6]. Letting J = j1
 j2
    
 jm ∈ Z+m,
n ≥ k1 ≥ k2 ≥ · · · ≥ km−1, σ ∈ , z ∈ Bm, we put
E
α
σ
 J
n
 k1
 k2

 km−1
z = Rα
 j1
 j2

 jmn
 k1
 k2

 km−1
( m∑
i=1
zi2

m∑
i=2
zi2
    
 zm2
)
zσJ
If J = J ′, or σ = σ ′, then it is easy to see that〈
E
α
σ
 J
n
 k1
 
 km−1
z
 Eα
σ ′
 J ′n′
 k′1
 
 k′m−1z
〉
L2Bm
dµαz = 0
Write m = u1
 u2
    
 um  0 ≤ um ≤ um−1 ≤ · · · ≤ u1 ≤ 1. Per-
form the transformation of integration variables from z1
 z2
    
 zm to
u1
 u2
    
 um given by u1 =
∑m
i=1 zi2
 u2 =
∑m
i=2 zi2
    
 um = zm2.
Write cm = α+ 1α+ 2 · · · α+m. Thus we can obtain〈
E
α
σ
 J
n
 k1
k2
 
 km−1
z
 Eα
σ
 Jn′
 k′1
 
 k′m−1z
〉
L2Bm
dµαz
= cm
∫
m
R
α
 j1

jm
n
 k1
k2
 
 km−1
u1
 u2
    
 um
×Rα
 j1

jmn′
 k′1
 
 k′m−1u1
 u2
    
 umdνu1
 u2
    
 um
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where dνu1
 u2
    
 um = 1 − u1αu1 − u2j1 · · · um−1 − umjm−1ujmm
du1du2 · · ·dum. Make the change of variables, and apply the formula (5)
in [2, p. 284],∫ 1
−1
1−xα1+xβPα
βn x2dx= 2
α+β+1(α+n+1(β+n+1
n!α+β+2n+1(α+β+n+1 
Then we have〈
E
α
σ
 J
n
 k1
 k2
 
 km−1
z
 Eα
σ
 Jn′
 k′1
 
 k′m−1z
〉
L2Bm
dµαz
=
∫
Bm
R
α
 j1

jm
n
 k1
 
 km−1
z2
    
 zm2
×Rα
 j1

jmn′
 k′1
 
 k′m−1z
2
    
 zm2zσJ z¯σJdµαz
= cm
( ∫ 1
0
1− t1αt J+k1+k
′
1+m−1
1 P
α
 J+2k1+m−1
n−k1 2t1 − 1
×Pα
 J+2k
′
1+m−1
n′−k′1 2t1 − 1dt1
)
×
( ∫ 1
0
1− t2j1 t J−j1+k2+k
′
2+m−2
2 P
j1
 J−j1+2k2+m−2
k1−k2 2t2 − 1
×Pj1
 J+2k
′
2+m−2
k′1−k′2 2t2 − 1dt2
)
× · · · ×
( ∫ 1
0
1− tmjm−1 tjmm Pjm−1
 jmkm−1 2tm − 1P
jm−1
 jm
k′m−1
2tm − 1dtm
)
= δn
′
 k′1

 k
′
m−1
n
 k1
 
 km−1dn
 k1
    
 km−1
 J

where δ
n′
 k′1
 k2
 k′m−1
n
 k1
 k2 
 km−1 is the Kronecker symbol and
dn
 k1
    
 km−1
 J
= cm
(α+ n− k1 + 1(J + k1 +m+ n
n− k1!α+ J +m+ 2n(α+ J + k1 +m+ n
× (j1 + k1 − k2 + 1(j2 + · · · + jm + k1 + k2 +m− 1k1 − k2!J + 2k1 +m− 1(J + k1 + k2 +m− 1
× · · · × (jm−1 + km−1 + 1(jm + km−1 + 1
km−1!jm−1 + jm + 2km−1 + 1(jm−1 + jm + km−1 + 1

Let
e
α
σ
 J
n
 k1
 k2
 
 km−1
z = 1√
dn
 k1
    
 km−1
 J
R
α
 j1
 j2

 jm
n
 k1
 k2

 km−1
×
( m∑
i=1
zi2

m∑
i=2
zi2
    
 zm2
)
zσJ
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Then eα
σ
 Jn
 k1
 
 km−1z  J = j1
 j2
    
 jm ∈ Z+m, n ≥ k1 ≥ k2 ≥ · · · ≥
km−1 ≥ 0 is the orthonormal basis for the subspace Aσn of L2Bm
 dµαz.
Thus we can get the following theorem.
Theorem 1. For α > −1, we have
L2Bm
 dµαz =
⊕
n∈Z+
 σ∈
Aσn 
In the following, for simplicity, we will investigate the properties of
Hankel and Toeplitz type operators on L2B2
 dµαz. If m = 2, then
1√
dn
 k
 j1
 j2
=
√
n− k!k!α+ J + 2n+ 2J + 2k+ 1(α+ J + n+ k+ 2(J + k+ 1
α+ 1α+ 2(α+ n− k+ 1(J + n+ k+ 2(j1 + k+ 1(j2 + k+ 1
and
e
α
 j1
 j2
n
k z =
1√
dn
 k
 j1
 j2
R
α
 j1
 j2
n
k
( 2∑
i=1
zi2
 z22
)
zσJ

where Rα
 j1
 j2n
k is just the triangle polynomial on the triangular region 
2
in [7] (up to a constant). Then
L2B2
 dµαz =
⊕
n∈Z+
(
A
+
+
n
⊕
A
+
−
n
⊕
A
−
+
n
⊕
A
−
−
n
)

In particular, when m = 1, the orthonormal basis in Theorem 1 coincides
with that in [3, 10].
3. HANKEL-TYPE OPERATORS
In order to discuss the properties of Hankel-type operators on L2B2,
dµαz, we need some integration formulas of Jacobi polynomials and the
estimates for the (-function. We now list them as the following two lemmas
(see [10]).
Lemma 1. Let α
β
 γ > −1
 n ≥ m, and γ − β ∈ Z+; then we have
1
∫ 1
−1
1− xα1+ xβPα
βn x2dx =
2α+β+1(α+ n+ 1(β+ n+ 1
n!α+ β+ 2n+ 1(α+ β+ n+ 1 

2
∫ 1
−1
1− xα1+ xβ+γPα
βn xP α
 γm xdx
= 2
α+β+γ+1(α+m+ n+ 1(β+ γ + 1β−m+ n+ 1mγ +m− n+ 1n
m!n!(α+ β+ γ +m+ n+ 2 

3
∫ 1
−1
1− xα1+ xγPα
βn xPα
 γm xdx
= −1
n−m2α+γ+1(α+ n+ 1(α+ β+m+ n+ 1(γ +m+ 1β− γn−m
m!n−m!(α+ β+ n+ 1(α+ γ +m+ n+ 2 
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Let f x
 gx be two positive functions deﬁned on interval I. If there
exist positive constants C1 and C2, such that C1f x ≤ gx ≤ C2f x for
any x ∈ I, then we say that f x and gx are comparable, and we write
f x  gx. From [10] we have
Lemma 2.
(1) Let α > 0, x ≥ max1
 α. Then (x
(x+α  x−α,
(2) Let α > 0, x ≥ 1+ α. Then (x
(x−α  xα.
Let H1 and H2 denote Hilbert spaces and T a compact linear opera-
tor mapping H1 into H2. Then the singular numbers of T are deﬁned by
snT  = infT − K  rankK ≤ n. For 0 < p < +∞, let SpH1
H2
denote the Schatten–von Neumann ideal of the operators from H1 to H2;
sometimes we adopt the shorter notation Sp. We say that an operator T
belongs to Sp if the sequence of singular numbers snT n≥0 belongs to
lp. The operators of the class S2 are called Hilbert–Schmidt and those of
S1 are called nuclear or trace class (see [8, 9]). S∞ is the set of all bounded
operators. For further information on Sp see [1, 4]. The concept of an ana-
lytic Besov space Bp in the unit disk D is familiar to us (see [1, 4, 13]). Now
we give the deﬁnition of an analytic Besov space in Bm. For 0 < p ≤ +∞
and −∞ < s < +∞, let l be a nonnegative integer with l > s. The Besov
space of holomorphic functions is deﬁned by
Bsp =
{
f  1− z2l−sDkf z ∈ Lp1− z2−1dmz
 k ≤ l}

where Dk = ∂k/∂zk11 ∂zk22 · · · ∂zkmm  and k = k1
 k2
    
 km is a multi-
index. The deﬁnition of Bsp is independent of the integer l. In the following
we shall denote B1/pp by Bp. For σ ∈ 
 n ∈ Z+, and J = j1
 j2 ∈ Z+2,
let
Aσn
k
 j1 = span
{
e
σ
 j1
 j2
n
k z  j2 ∈ Z+
}

Then we can see that
Aσn =
⊕
0≤k≤n
 j1∈Z+
Aσn
k
 j1 
Let Pj1n
 k and P
j′1
n′
 k′ denote the orthogonal projection operators from
L2B2
 dµαz onto A+
+n
 k
 j1 and A
−
−
n′
 k′
 j′1
respectively. For an analytic
function bz =∑u∈Z+2 bˆuzu, we deﬁne Pj1n
 kbz by
P
j1
n
 kbz =
∑
u2∈Z+
bˆj1
 u2Rα
j1
u2n
 k z2
 z22zj11 zu22 
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The Hankel-type operators with the symbol b are deﬁned as
h
n
 k
 i1 l
 s
 q1
bn′
 k′
 j1 f = P
i1
n
 kMP q1l
 sbf
 f ∈ A
+
+
n′
 k′
 j1

We shall consider the following special Hankel-type operators:
(1) h0
 0
 i1 l
 0
 q1bn′
 0
 j1 

(2) hn
 0
 i1 l
 0
 q1b 0
 0
 j1 

(3) hn
 0
 i1 0
 0
 q1bn′
 0
 j1 
For simplicity, we write them as
(1) h0
 i1 l
q1bn′
 j1 

(2) hn
 i1 l
q1b 0
 j1 

(3) hn
 i1 0
q1bn′
j1 
Letting v ∈ Z+2, we deﬁne the shift operator Tv by Tvzu = zu+v. Thus
TvP
i1
n
 kbz =
∑
u2∈Z+
bˆi1
 u2Rα
i1
u2n
 k
(z2
 z22)zi1+v11 zu2+v22 
Write TvPi1n
 k = Pi1
 vn
 k . We call
h
n
 k
 i1 l
s
q1
bn′ k′
 j1v = P
i1
v
∗
n
 k MP q1
 vl
 s b

the generalized Hankel-type operator, where Pi1
 v
∗
n
 k denotes the adjoint
operator of Pi1
 vn
 k . Write h
n
 i1 0
q1
bn′
 j1v0 for h
n
 0
i1 0
0
q1
bn′
0
 j1v0 . In this paper we shall
consider hn
 i1 0
q1bn′
 j1v0, where v0 = 0
 1. For the operators deﬁned above we
have the following results.
Theorem 2. Let α > −1; i1
 q1
 j1 ∈ Z+; and 0 < p ≤ ∞. Then
(1) if n′ < l or q1 = i1 + j1, then h0
 i1 l
q1bn′
j1 ≡ 0;
(2) if n′ ≥ l, q1 = i1 + j1, and b ∈ Bp, then h0
 i1 l
q1bn′
j1 ∈ Sp.
Theorem 3. Let α > −1; i1
 j1
 q1 ∈ Z+; and 0 < p ≤ ∞. Then
(1) if n < l or q1 = i1 + j1, then hn
 i1 l
 q1b 0
j1 ≡ 0,
(2) if n ≥ l
 q1 = i1 + j1, and b ∈ Bp, then hn
 i1 l
 q1b 0
 j1 ∈ Sp.
Theorem 4. Let α > −1; i1
 j1
 q1 ∈ Z+; and 0 < p ≤ ∞. Then
(1) if q1 = i1 + j1, then hn
 i1 0
q1bn′
 j1 v0 ≡ 0,
(2) if q1 = i1 + j1 and b ∈ Bp, then hn
 i1 0
q1bn′
j1v0 ∈ Sp.
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Proof. In order to prove Theorem 2, we need to compute the matrix
coefﬁcient for the operator h0
 i1 l
q1bn′
 j1 . Write e
j1
 j2
n
 k z for eα
+
+
 j1
 j2n
 k z. If
q1 = i1 + j1, n′ ≥ l, and l + I ≥ n′, then by applying Lemma 1 we have〈
h
0
 i1 l
q1
bn′
 j1 
 e
j1
 j2
n′
 0 ze¯i1
 i20
 0 z
〉
L2B2
dµαz
= 1√
dn′
 0
 j1
 j2d0
 0
 i1
 i2
∑
u2∈Z+
¯ˆbq1
 u2
×
( ∫
B2
R
α
q1
 u2
l
 0
(z2
 z22)Rα
 j1
 j2n′
 0 (z2
 z22)z¯q1
u2zI+Jdµαz
)
= ¯ˆbI + JAl
 n′B1I
 l
 n′B2J
 l
 n′CI
 J
 l
 n′DI
 J

where
Al
 n′ =
√
n′!
l!n′ − l!
√
(α+ n′ + 1
(α+ 1 

B1J
 l
 n′ =
√
α+ J + 2n′ + 2(α+ J + n′ + 2
(J + n′ + 2
× (α+ J + n
′ + l + 2
(α+ J + n′ + 2 

B2I
 l
 n′ =
√
(α+ I + 3
(I + 2
(I + 1
(I + l − n′ + 1 

CI
 J
 l
 n′ = (I + J + l + 2
(α+ I + J + n′ + l + 3 

DI
 J =
√
(I + 2(J + 2
(j1 + 1(j2 + 1(i1 + 1(i2 + 1
× (i1 + j1 + 1(i2 + j2 + 1
(I + J + 2 
If q1 = i1 + j1, or n′ < l, or l + I < n′, then〈
h
0
 i1 l
q1
bn′
 j1 e
j1
 j2
n′
 0 z
 e¯i1
 i20
 0 z
〉
L2B2
dµαz
= 0
By Lemma 2, we obtain
B1J
 l
 n′  J + 2l+
α+1
2 

B2I
 l
 n′  I + 1n
′−l+ α+12 

CI
 J  I + J + 2−n′+α+1
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On the other hand, we can estimate the value of DI
 J. Let Bp
 q be
the Beta function, whose deﬁnition is given by
Bp
 q =
∫ 1
0
xp−11− xq−1 dx = (p(q
(p+ q 

where p
 q are positive real numbers. From the deﬁnition of the Beta func-
tion, we can ﬁnd that it is a monotone decreasing function; i.e., if p < p′,
q < q′, then Bp
 q > Bp′
 q′. Since
(i1+j1+1(i2+j2+1
(I+J+2
(i1+1(i2+1
(I+2
= Bi1 + j1 + 1
 i2 + j2 + 1
Bi1 + 1
 i2 + 1
≤ 1

we have
DI
 J ≤
√
Bi1 + j1 + 1
 i2 + j2 + 12
Bi1 + 1
 i2 + 1Bj1 + 1
 j2 + 1
≤ 1
From Lemma 3.4 in [10] (see [10, p. 56]), we can see that the proof of
Theorem 3 is complete. Theorem 4 can be proved by a similar discussion;
here we omit it. We now begin to prove Theorem 4.
If q1 = i1 + j1, or J + n′ + 1 < n, or I + n+ 1 < n′, then〈
h
n
 i1 0
q1
bn′
 j1v0 e
i1
 i2
n′
 0 z
 ej1
 j2n
 0 z
〉
L2B2
dµαz
= 0
If q1 = i1 + j1, J + n′ + 1 ≥ n, and I + n+ 1 ≥ n′, then we have〈
h
n
 i1 0
 q1
bn′
 j1v0e
i1
 i2
n′
 0 z
 ej1
 j2n
 0 z
〉
L2B2
dµαz
= ¯ˆbI + JAn
 n′B1J
 n
 n′B2I
 n
 n′CI
 J
 n
 n′DI
 J

where
An
 n′ = (α+ n+ n
′ + 1√
n!n′!(α+ n+ 1(α+ n′ + 1 

B1J
 n
 n′ =
√α+ J + 2n′ + 2(α+ J + n′ + 2(J + n′ + 2
(J + n′ − n+ 2 

B2I
 n
 n′ =
√α+ I + 2n+ 2(α+ I + n+ 2(I + n+ 2
(I + n− n′ + 2 

CI
 J
 n
 n′ = (I + J + 3
(α+ I + J + n+ n′ + 4 

and
DI
J=
√
(I+2(J+2
(i1+1(i2+1(j1+1(j2+1
(i1+j1+1(i2+j2+2
(I+J+3 
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Using Lemma 2 we can obtain
B1J
 n
 n′  J + 2n+
α+1
2 

B2I
 n
 n′  I + 2n
′+ α+12 

CI
 J  I + J + 3−α+n+n′+1
Similarly, DI
 J ≤ 1. Thus we complete the proof of Theorem 4.
4. TOEPLITZ-TYPE OPERATORS
For an analytic function bz in L2B2
 dµαz, the Toeplitz-type oper-
ators are deﬁned by
T
n
 k
 i1 l
s
q1
bn′
 k′
 j1 f = P
i1
n
 kMP q1l
 s bf
 f ∈ A
+
+
n′
 k′
 j1

We are interested in studying T n
 0
 i1 0
0
q1bn′
 0
 j1 . We also write it by T
n
 i1 0
 q1
bn′
 j1 .
For this kind of Toeplitz-type operator we have
Theorem 5. Let α > −1 and 0 < p ≤ ∞. Then
(1) if q1 = j1 − i1 or n < n′, then T n
 i1 0
q1bn′
 j1 ≡ 0,
(2) if q1 = j1 − i1, n > n′, 1/n − n′ < p ≤ ∞, and b ∈ Bp, then
T
n
 i1 0
 q1
bn′
 j1 ∈ Sp.
Proof. Obviously, if q1 = j1 − i1, or n < n′, or J − I < n − n′, then
we can calculate〈
T
n
 i1 0
 q1
bn′
j1 e
j1
 j2
n′
 0 z
 ei1
 i2n
 0 z
〉
L2B2
dµαz
= 0
If q1 = j1 − i1, n ≥ n′, and J − I ≥ n− n′, then we have〈
T
n
 i1 0
 q1
bn′
j1 e
j1
 j2
n′
 0 z
 ei1
 i2n
 0 z
〉
L2B2
dµαz
= 1√
dn′
 0
 j1
 j2dn
 0
 i1
 i2
∑
ν2∈Z+
¯ˆbq1
 ν2
×
( ∫
B2
R
α
 j1
 j2
n′
 0
(z2
 z22)Rα
 i1
 i2n
 0 (z2
 z22)z¯q1+i1
 ν2+i2zj1
 j2dµαz
)
= α+ 1α+ 2√
dn′
 0
 j1
 j2dn
 0
 i1
 i2
¯ˆbJ − I
×
( ∫ 1
0
1− t1αt J+11 Pα
I+1n 2t1 − 1Pα
 J+1n′ 2t1 − 1dt1
)
×
( ∫ 1
0
1− t2j1 tj22 dt2
)
= ¯ˆbJ − IAn
 n′B1n
 n′
 JB2n
 n′
 ICn
 n′
 J
 IDI
 J
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where
An
 n′ = 1n− n′!
√
n!(α+ n+ 1
n′!(α+ n′ + 1 

B1n
 n′
 J =
√α+ J + 2n′ + 2(α+ J + n′ + 2(J + n′ + 2
(α+ J + n+ n′ + 3 

B2n
 n′
 I =
(α+ I + n+ n′ + 2√α+ I + 2n+ 2√
(α+ n+ I + 2(I + n+ 2 

Cn
 n′
 I
 J = (J − I + 1
(J − I + n′ − n+ 1 

DI
 J =
√
(I + 2(j1 + 1j2 + 1
(i1 + 1(i2 + 1(J + 2

Using Lemma 2, we get
B1n
 n′
 J  J + 2−n+
α+1
2 

B2n
 n′
 I  I + 2n
′+ α+12 

CI
 J  J − I + 1n−n′ 
Noting that j1 ≥ i1
 j2 ≥ i2, we have
DI
 J =
√
Bj1 + 1
 j2 + 1
Bi1 + 1
 i2 + 1
≤ 1
Applying Lemma 4.4 in [10] (see [10, p. 59]), we prove Theorem 5.
The Toeplitz-type operators T n
 i1 l
 q1b 0
 j1 and T
0
 i1 l
 q1
bn′
 j1 are easy to study.
The details about them are omitted here.
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