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Abstract
Due to the exponential rate at which technology is progressing, we find ourselves
searching for novel nanomaterials at an ever increasing rate as the physical limits of our
existing materials are being reached. One such exciting substance is graphene, famous
for its extreme electronic characteristics. However one of the many steps necessary in
bringing graphene into mainstream technology is the measurement of its intrinsic mag-
netism. In this thesis we obtain sensitive measurements of the magnetic susceptibility of
multilayer graphene using the method of cantilever torque magnetometry, wherein torque
exerted on a cantilever is measured from graphene’s intrinsic magnetism in the presence
of an external field. Fundamental to this process is our development of a method to suc-
cessfully transfer mesoscopic-sized graphene layers onto micro-mechanical cantilevers.
Observations of de Haas-van Alphen oscillations in bulk graphite are obtained, yielding
a period of 0.25 T−1. The theoretical physics underlying these phenomena are recapit-
ulated for completeness.
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Chapter 1
Introduction
Graphene was first theorized to exist in 1947 by P. R. Wallace [1]. Since then, graphene
has come to be widely regarded as one of the most promising emergent materials cur-
rently known [2]. Unique characteristics such as quasi-relativistic charge carriers and
high electrical conductivity cause graphene to be of great interest for fundamental physics
as well as engineering applications. In 2004 [3] graphene flakes were shown to be easily
and inexpensively producible with simply a piece of graphite and Scotch tape, which
allowed for graphene research to become a highly active field and opened the door to
the possibility of integrating graphene into modern technology.
A few notable properties of graphene include its high electrical conductivity, ther-
mal conductivity, and electron mobility. Characteristics such as these make graphene
highly desirable in a time where our rapidly transforming technology has created a de-
mand for materials with extreme properties. As a result many of the electronic properties
of graphene have been extensively studied over the last few decades [4–6], but direct mea-
surements of the intrinsic magnetism remain elusive due to its relatively weak response
to applied fields. Despite its asthenic nature, the intrinsic magnetism of graphene must
be well understood if graphene is to be optimally integrated with future technologies
given the ever decreasing distance between components of electric circuits. The goal of
this thesis is to present the measurements made of the intrinsic magnetism of graphene
via the technique of cantilever torque magnetometry, as well as a brief review of the the-
ory that establishes the connection between the measured quantity and the magnetism
of graphene.
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Chapter 2 of this thesis begins with a concise recapitulation of graphene’s electro-
chemical properties, band structure, and intrinsic magnetism. The theory underlying
cantilever torque magnetometry is then introduced and an expression for the frequency
shift of graphene is obtained. Landau quantization and resulting de Haas-van Alphen
effect are derived. Chapter 3 provides the experimental design of the probe and the
source of the magnetic field. Chapter 4 details the unique sample preparation process
used to transfer graphene and graphite onto cantilevers safely. The results and subse-
quent discussion provided in Chapter 5 conclude the thesis.
Chapter 2
Theoretical Context
This chapter provides an overview of the physical calculations necessary to understand
the significance of the result as well as to become familiar with the mechanism by
which the result was related to the directly measured quantity. The calculations begin
by describing quantity of interest with respect to the intrinsic magnetism of graphene,
which is in this case the magnetic susceptibility. This is then related to the directly
measured quantity associated with the experimental apparatus, in this case the cantilever
frequency. The sections are ordered in such a way as to make this process appear as
straightforward as possible.
Section 2.1 begins by describing of some of the electronic and chemical structure
of graphite and graphene as they relate to the electrochemistry of the Carbon atom.
General information about the crystal structure and the first Brillouin zone is provided.
The real and reciprocal lattice vectors are defined. Section 2.2 provides a basic calcula-
tion of the energy density of states assuming the itinerant electrons in graphene are free
electrons. In Section 2.3 we obtain the band structure of graphene via the tight binding
model as first described in 1947. The effective mass near the Dirac points is calculated
and shown to be proportional to the square root of the electronic number density.
Section 2.4, some of the basic physical relations pertaining to electromagnetic fields
within materials are briefly reviewed. A general relation between the Zeeman energy
and the magnetic susceptibility of a material in the presence of an external magnetic
field is obtained.
3
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In Section 2.5, the ball-and-stick model of cantilever torque magnetometry is intro-
duced, and an explicit expression for the Zeeman energy in terms of the susceptibility
and field strength is found. The derivation of the dependence of the cantilever frequency
on the magnetic susceptibility and field strength is then shown. Section 2.6 goes into
more detail about the physical structure of cantilevers, as well as complications arising
from linear combinations of modes via the Euler-Bernoulli beam model.
Section 2.7 describes the process of Landau quantization of free electrons and the
existence of Landau levels. Landau quantization is the basis of the de Haas-van Alphen
effect and other oscillatory behavior in materials. Finally, Section 2.8 provides a deriva-
tion of the de Haas-van Alphen effect, the process by which oscillations are observed in
the magnetization of a material as a function of the magnetic field.
2.1 Electronic and Crystal Structure of Graphene and Graphite
Carbon is the sixth lightest element, notable for its four valence electrons which are
responsible for its incredibly rich chemistry. Indeed, carbon is indisputably the most
versatile element when it comes to forming molecules. At the heart of carbon’s unique
properties lies the electronic structure of carbon.
A lone carbon atom has a ground state electron configuration of 1s22s22p2 [7].
When several carbon atoms are condensed into a solid state, the atomic orbitals of each
atom may hybridize to form three sp2 orbitals and one p orbital. The sp2 orbitals orbitals
overlap to form three coplanar σ-bonds at equal angles with a separation of 1.42 A˚. The
remaining p orbitals are orthogonal to the plane, and overlap to form pi-bonds with a
p orbital of a neighboring atom. The pi-bonds of neighboring pairs hybridize to form
bonding and anti-bonding bands, known respectively as pi and pi∗ bands [8]. When
many carbon atoms are bonded together in this fashion in a single plane, it creates a
two-dimensional hexagonal structure that we call graphene. At standard pressure and
temperature these planes stack together under the influence of van der Waals bonds
with a separation of 3.35 A˚ to form graphite.
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Graphene can be considered as two interleaving triangular sublattices, denoted by
A and B with reference to FIG. 2.1. We can define the primitive lattice vectors of the
A triangular lattice as
a1 =
a
2
 3√
3
 and a2 = a
2
 3
−√3
. (2.1)
The nearest neighbors to an atom in real space are
δ1 =
a
2
 1√
3
 , δ2 = a
2
 1
−√3
 and δ3 =
−a
0
. (2.2)
The next-nearest neighbors can be written in terms of the primitive lattice vectors as
δ′±1 = ±a1 , δ′±2 = ±a2 , and δ′±3 = ±(a1 − a2) . (2.3)
The location of the nearest neighbors and next-nearest neighbors will become important
in the tight binding model in Section 2.3. Given the primitive lattice vectors {a1,a2}, we
can find the associated reciprocal lattice vectors {b1,b2} via the relation ai ·bj = 2piδij .
The reciprocal lattice vectors are
b1 =
2pi
3a
 1√
3
 and b2 = 2pi
3a
 1
−√3
. (2.4)
Figure 2.1: Ball-and-stick model of graphene crystal structure.
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The first Brillouin zone is shown in FIG. 2.2 with the reciprocal lattice vectors. The
Brillouin zone has the same hexagonal shape as the real space lattice, but rotated by 90
degrees. The corners of the Brillouin zone labelled by K and K ′ are known as the Dirac
points for each lattice. As we will discuss in Section 2.3, these points are the locations of
the Dirac cones in the Fermi surface of graphene according to the tight binding model.
These can be written explicitly as vectors in reciprocal space as
K =
2pi
3a
 1
1√
3
 and K′ = 2pi
3a
 1
− 1√
3
. (2.5)
Figure 2.2: First Brillouin zone of graphene and reciprocal lattice vectors.
Graphite is a three dimensional crystal that crystallizes in the hexagonal crystal
system. Because of this, there are two possible forms of the unit cell: rhombohedral or
hexagonal [9]. The former is referred to as beta graphite and the latter as alpha graphite.
Beta graphite transforms into alpha graphite when heated over 1300 centigrade. One
can reverse the process through mechanical treatment. Typically layers of graphene will
not stack directly on top of one another, i.e. they will form rhombohedral cells such
that an atom in the first layer will have a nearest neighbor in the second layer that is
above the center of the hexagons in the first layer. However there are three unique ways
that the layers can stack, and this allows different arrangements such as rhombohedral
stacking (123123 · · · ) and Bernal stacking (1212 · · · ). A single piece of bulk graphite may
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contain many different stacking orders. One can use the tight binding model to arrive
at an analytical expression for the band structure of bulk graphite, provided that there
is perfect Bernal stacking. Graphite is relatively highly anisotropic in many respects
due to its crystal structure. Its electrical conductivity and phonon propagation speed
vary dramatically based on their respective angles as measured from the plane of the
graphene, e.g. graphite is highly electrically conductive parallel to the planes and poorly
conductive perpendicular to the planes.
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2.2 Density of States of Graphene as a Free Electron Gas
To obtain a first estimate for the density of states of graphene, we can assume the system
to be a free electron gas where each atom contributes one itinerant electron. Each state
can be occupied by two electrons due to spin degeneracy, so the band is exactly half-
filled. Graphene can therefore be considered to be a perfect semi-metal. As a result
the itinerant electrons in graphene are highly mobile, so the free electron approximation
is relatively reasonable despite the fact that in the following section we will obtain the
band structure via the tight binding model.
The free electron model of metals is a generalization of the Drude theory of metals in
order to account for the Fermi statistics of electrons [10, 11]. In free electron (also known
as Sommerfeld) theory, itinerant electrons in a two-dimensional metal are modeled as a
free electron gas of area A = L2, occupied according to the Fermi factor
nF
[
β(E(k)− µ)] = 1
eβ(E(k)−µ) + 1
. (2.6)
It follows then that the total number of electrons is given by
N = gs
∑
k
nF
[
β(E(k)− µ)] , (2.7)
where gs = 2 accounts for spin degeneracy. The wavefunctions for free electrons are of
the form ψk(r) ∝ eik·r. Using periodic (i.e. eikr = eik(r+L)) boundary conditions, the
values of the wavevector are quantized to
k =
2pi
L
n1
n2
 for n1, n2 ∈ N . (2.8)
For large L, Eq. (2.7) can be written as the following integral:
N = gs
(
L
2pi
)2 ∫
nF
[
β(E(k)− µ)]dk . (2.9)
In the zero temperature limit, the Fermi occupation factor in Eq. (2.9) becomes the
Heaviside function
lim
T→0
nF
[
β(E(k)− µ)] = Θ(EF − E(k)) , (2.10)
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where the Fermi energy EF is defined as the value of the chemical potential at zero
temperature. The total electron number now reduces to an integral over a circular area:
N = gs
A
4pi2
∫ |k|<kF
dk = gs
A
4pi2
∫ 2pi
0
∫ kF
0
k dk dφ = gs
Ak2F
4pi
. (2.11)
The areal density of the electrons is therefore
nA =
N
A
= gs
k2F
4pi
= gs
mEF
2pi~2
. (2.12)
It then follows that the energy density of the states per unit area (including spin degen-
eracy) at zero temperature is
g(E) =
dn
dE
=
gsm
2pi~2
=
m
pi~2
. (2.13)
A major shortcoming of applying the free electron model to graphene is that it
does not take into account the interaction between electrons and the crystal lattice, and
as such it fails to predict the correct band structure. However one can do a better job
through the use of the nearly free elecron model. The nearly free electron model was
developed as a modification to the free electron model through the use of perturbation
theory. The nearly free electron model is a correction to the free electron model wherein
the crystal lattice is regarded as providing a weak (i.e. perturbing) periodic potential
energy with the same periodicity as the lattice. The associated wavefunctions are of the
Bloch form ψk(r) = uk(r)e
ik·r, where uk(r) must also periodic with the lattice [10, 11].
The nearly free electron model considers electron to be essentially free to move
within the entirety of the crystal with only a weak interaction with their respective ions
in the lattice. There exist alternative approaches to calculating the electronic properties
of graphene viewed from the opposite extreme, i.e. the electrons can be considered to be
bound strongly to their respective atoms and only weakly interact with the surrounding
lattice. In the next section we will discuss an approach such as this known as the tight
binding model.
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2.3 Tight Binding Model of Graphene Band Structure
The tight binding model is a variational approach in which electrons are considered
to be tightly bound to their respective nuclei, but can “hop” to an arbitrary number
of neighboring atoms in the lattice [10, 11]. The tight binding model allows one to
approximate the exact wavefunction with a linear combination of known atomic orbitals.
The ions nearest to a given electron have the largest effect on its energy, so the result will
be close to the ionization energy of the electron. This model was first used to calculate
the band structure of graphene in 1947 [1]. The tight binding description was later
generalized to incorporate infinitely many layers of graphene (i.e. bulk graphite) and is
known as the Slonczewski-Weiss-McClure model [12].
Figure 2.3: Fermi surface pertaining to one hexagon of graphene in reciprocal space,
where kx and ky are plotted in units of 1/a, and E(k) is plotted in eV.
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Considering only hopping between nearest-neighbors and next-nearest-neighbors,
the second quantization Hamiltonian is given by
HTB = −t
∑
〈i,j〉,σ
(
a†σ,ibσ,j + h.c.
)
− t′
∑
〈〈i,j〉〉,σ
(
a†σ,iaσ,j + b
†
σ,ibσ,j + h.c.
)
, (2.14)
where aσ,i and bσ,i are electron annihilation operators for lattices A and B respectively.
In Eq. (2.14) we have used units such that ~ = 1. It can be shown that the dispersion
relation for graphene is given by [1]
E+(k) = +t
√
3 + f(k)− t′f(k) (2.15)
E−(k) = −t
√
3 + f(k)− t′f(k) , (2.16)
where
f(k) = 2 cos
(√
3kya
)
+ 4 cos
(√
3
2
kya
)
cos
(
3
2
kxa
)
. (2.17)
with t = 2.7 eV and t′ = −0.2t. The Fermi surface of graphene is shown in FIG. 2.3.
The band described by E+(k) is the pi
∗-band, and the band described by E−(k) is the
pi-band. At each K and K ′ point, the two bands touch at a single point at which they
take on a conical shape. These cones are called Dirac cones, and they are points where
the dispersion relation is approximately linear. When Eq. (2.15) and (2.16) are expanded
around the Dirac points, one obtains
E+(q) ≈ +~vF |q|+O
(
(q/K)2
)
(2.18)
E−(q) ≈ −~vF |q|+O
(
(q/K)2
)
, (2.19)
where q ≡ k−K (or K′). If we include t′ to second order in (q/K), then we can write
E+(q) ≈ 3t′ + ~vF |q| −
(
9t′a2
4
+
3ta2
8
sin (3θq)
)
|q|2 (2.20)
E−(q) ≈ 3t′ − ~vF |q| −
(
9t′a2
4
− 3ta
2
8
sin (3θq)
)
|q|2 , (2.21)
where
θq ≡ tan−1
(
qx
qy
)
. (2.22)
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The linear dispersion relation is characteristic of relativistic particles, analogous to those
described by the Dirac equation for massless particles. For this reason the K and K ′
points are known as Dirac points. As such, electrons with a k near the Dirac points in
reciprocal space exhibit relativistic behavior. The associated cyclotron mass is defined
as [8]
m∗c =
~2
2pi
∂S(E)
∂E
∣∣∣∣
E=EF
, (2.23)
where S(E) = pi|q(E)|2 is the area in reciprocal space enclosed by the orbit in the
semi-classical approximation. In this case we have
S(E) = piq2 =
piE2
~2v2F
. (2.24)
Given EF = ~vFkF , then this yields
m∗c =
EF
v2F
=
~kF
vF
. (2.25)
We found in Eq. (2.12) that the electron number density was given by nA = k
2
F /2pi.
Adding an extra factor of two to account for valley degeneracy, the new electron density
is
nA =
k2F
pi
. (2.26)
The Fermi wavevector is then kF =
√
pinA, which allows Eq. (2.25) to be written as [8]
m∗c =
~
vF
√
pinA , (2.27)
where for graphene vF ≈ 106 m/s is the Fermi velocity and nA = 1017/m2 is the particle
number density. The cyclotron mass therefore depends on the square root of the elec-
tronic number density. Note that the effective cyclotron mass is equal to the effective
mass at the Fermi level m∗F .
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2.4 Intrinsic Magnetism of Graphene in an External Field
In this section we are interested in the relationship between the magnetic susceptibility
of graphene and the associated Zeeman energy when an external field is applied to
graphene. The dependence of the Zeeman energy on the susceptibility is the crucial
factor that makes cantilever magnetometry possible with weak diamagnetic materials
such as thin graphite and graphene. Here we will take a classical approach, in which we
consider graphene to be a homogeneous two dimensional material where the magnetic
susceptibility in the x and y directions in the plane are considered to be equal, that is
χx = χy = χ‖. For simplicity we work in the frame of reference of graphene in this
section. In Section 2.5 we obtain an explicit expression for the energy in terms of the
applied field as measured in the laboratory frame.
Within a material, the total field B is a sum of the externally applied field B0 =
µ0H and the induced intensity of magnetization I = µ0M, where µ0 is the vacuum
permeability and H is the field strength [13, 14]. The relationship between magnetization
M of a material and the field strength is quantified by the volume magnetic susceptibility
tensor χˆ, defined by
M = χˆH . (2.28)
This allows the total field to be written in terms of the magnetic susceptibility as shown
in Eq. (2.29).
B = B0 + I = µ0 (1 + χˆ)H . (2.29)
For a sample of uniform density, the magnetic moment is related to the magnetization
by the relation
m = VM . (2.30)
where V is the volume of the sample. In the presence of an external magnetic field,
a magnetic moment m experiences the torque τ = m × B, where B denotes the total
field. The potential energy associated with this torque is known as the Zeeman energy,
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defined as [13, 14]
UZeeman = −m ·B . (2.31)
Plugging in equations (2.29) and (2.30), the Zeeman energy can be written as a function
of the field strength and susceptibility:
UZeeman = − (VM) · µ0 (1 + χˆ)H (2.32)
= −µ0V χˆH · (H+ χˆH) (2.33)
UZeeman = −µ0V
[
(χˆH) ·H+ |χˆH|2
]
. (2.34)
Considering the basis of graphene to be two dimensional (i.e. in-plane or out of plane),
then working in this basis the magnetic susceptibility takes the form of a diagonal matrix
as shown in Eq. (2.35). For clarification, the notation [ · ]basis is used here to denote the
basis in which an element is expressed.
[
χˆ
]
⊥-‖ =
χ⊥ 0
0 χ‖

⊥-‖
. (2.35)
In this case, the magnetic moment is given in terms of the magnetic field strength and
the susceptibility in the ⊥ - ‖ basis as
[
m
]
⊥-‖ = V
[
M
]
⊥-‖ = V
[
χˆH
]
⊥-‖ = V
χ⊥H⊥
χ‖H‖

⊥-‖
. (2.36)
The total field in this basis is therefore
[
B
]
⊥-‖ = µˆ
[
H
]
⊥-‖ = µ0 (1 + χˆ)
[
H
]
⊥-‖ = µ0
(1 + χ⊥)H⊥(
1 + χ‖
)
H‖

⊥-‖
. (2.37)
In terms of the still unknown H⊥ and H‖, we can write the Zeeman energy as
UZeeman = −µ0V
[
χ⊥(1 + χ⊥)H2⊥ + χ‖(1 + χ‖)H
2
‖
]
. (2.38)
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2.5 Cantilever Torque Magnetometry
In this section we discuss the physics behind the experimental technique of cantilever
torque magnetometry, the method by which the data presented in this thesis was ob-
tained. The fundamental goal of cantilever magnetometry is to obtain information about
the magnetic moment of a material with excellent sensitivity, typically able to measure
a moment as weak as 10−15 J/T [15]. However it has been shown that, in principle,
cantilever magnetometry can detect moments on the order of 10−19 J/T [16]. Other
methods have been developed in the past to sensitively measure magnetic moments such
as SQUID magnetometry, but lack the requisite sensitivity with a minimum of about
10−12 J/T. Cantilevers behave as classical resonant systems with a fundamental resonant
frequency and quantized higher order modes, similar to strings under tension. More will
be said about the higher harmonics of cantilevers in Section 2.6, but here we will only
consider the cantilever oscillating in its ground state. Typical cantilevers used for this
purpose are made of thin silicon with a length of 100-400µm. In our experiments we
used two types of cantilevers, larger triangle cantilevers as shown in Fig. 4.4 and smaller
ultra-soft cantilevers as shown in Fig. 4.5.
The basic idea of cantilever torque magnetometry is as follows. Under a vacuum,
undriven cantilevers will naturally oscillate at their resonant frequencies due to random
thermal excitations. The desired sample is first adhered to the tip of a cantilever (this
is a nontrivial step in the process of sample preparation as will be discussed further in
Section 4). The cantilever is put inside of a solenoid capable of high magnetic fields and
under a high vacuum. When the magnetic field is turned on the sample will magnetize.
This will cause an associated torque on the sample given that τ = m×B [13, 14]. Given
that the sample is adhered to the cantilever, this manifests as an effective torque on the
cantilever. As we shall show in the equations below, this torque will cause a frequency
shift can be measured. In Section 3 we detail the process by which this frequency was
measured. The frequency shift can be positive or negative depending on the relative
orientations of the cantilever’s equilibrium position and the applied field.
In the previous section we calculated the Zeeman energy associated with graphene
in terms of the components of the applied field H⊥ and H‖ in the directions perpendic-
ular and parallel to the plane respectively. However these components are constantly
changing values as the plane of the graphene changes orientation with respect to the
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Figure 2.4: Model of Cantilever with Magnetic Sample.
field due to the oscillations of the cantilever, and also depend on the orientation of the
external field with respect to the cantilever’s equilibrium position. As such, we must now
consider the specifics of the cantilever’s motion to determine the relationship between
the magnetic susceptibility and the frequency shift as a function of the field.
With reference to FIG. 2.4, the magnetic field strength can be written in the x-z
basis as
[
H
]
x-z
=
Hx
Hz

x-z
=
H sin θ
H cos θ

x-z
. (2.39)
To must consider a time-dependent linear transformation in order to express H in the
⊥ - ‖ basis. The rotation matrix Rβ associated with this transformation is
Rβ =
cosβ − sinβ
sinβ cosβ
 . (2.40)
where β is the angle of the cantilever (i.e. the graphene) with respect to its angle at
equilibrium and as such is a function of time. The magnetic field strength in the ⊥ - ‖
basis is therefore
[
H
]
⊥-‖ =
H⊥
H‖

⊥-‖
= Rβ
[
H
]
x-z
=
H sin (θ − β)
H cos (θ − β)

⊥-‖
. (2.41)
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Given Eq. (2.41) we are finally able to calculate the Zeeman energy explicitly. Evaluating
Eq. (2.38) yields the result [17]
UZeeman = −µ0V H2
[
χ⊥(1 + χ⊥) sin2(θ − β) + χ‖(1 + χ‖) cos2(θ − β)
]
. (2.42)
Here we will assume the oscillations of the cantilever constitute only small devia-
tions about the equilibrium, i.e. β ≈ 0. As a result, the system can be modeled as a
simple harmonic oscillator with effective length Le, as illustrated in FIG. 2.4. The ef-
fective length is chosen such that its associated geometric line is tangent to the sample,
which is constant to first order when β ≈ 0. The system therefore has the associated
spring potential energy Uspring =
1
2k(Leβ)
2, where k is the spring constant. The classical
Lagrangian for such a system is
L = T − Uspring − UZeeman . (2.43)
In this case the Lagrangian takes the form [18]
L = 12mL2eβ˙2 − 12kL2eβ2 +m ·B . (2.44)
In order to obtain an expression for the cantilever frequency as a function of the suscep-
tibility, we must consider the Euler-Lagrange equation
d
dt
∂L
∂β˙
=
∂L
∂β
. (2.45)
For convenience here we can make the definition
χ∆ ≡ χ‖(1 + χ‖)− χ⊥(1 + χ⊥) . (2.46)
Evaluating the Euler-Lagrange equation in Eq. (2.45) to reduces to
mL2eβ¨ = −kL2eβ + 2µ0V H2 sin(θ − β) cos(θ − β)χ∆ . (2.47)
Theoretical Context 18
When β ≈ 0, we can make the approximation sin(θ − β) cos(θ − β) ≈ 12 sin(2θ) −
β cos(2θ). Rearranging then yields
β¨ +
(
1 +
2µ0V H
2 cos(2θ)
kL2e
χ∆
)
ω20β + C = 0 , (2.48)
for some C independent of β. We need not evaluate this equation further, since it is of
the form
β¨ + ω2β + C = 0 . (2.49)
Dimensional analysis then implies that the new frequency is given by
ω = ω0
√
1 +
2µ0V H2 cos(2θ)
kL2e
χ∆ . (2.50)
The rightmost term in the radical is small relative to unity, which allows us to make the
binomial approximation
√
1 +  ≈ 1+ 12 for  ≈ 0. Hence the frequency is approximately
ω ≈ ω0
(
1 +
µ0V H
2 cos(2θ)
kL2e
χ∆
)
. (2.51)
Recalling that B0 = µ0H, frequency can be written as
ω ≈ ω0
(
1 +
V B2 cos(2θ)
µ0kL2e
χ∆
)
. (2.52)
The frequency shift of the cantilever as a function of the magnetic susceptibility and
the external field is therefore [17]
∆ω
ω0
=
V B20 cos(2θ)
µ0kL2e
χ∆ , (2.53)
where again χ∆ ≡ χ‖(1 + χ‖)− χ⊥(1 + χ⊥). Given a method to measure the frequency
shift of the cantilever, one can calculate the quantity V χ∆. Typically the volume is
easily estimated since the surface area of the sample is clearly visible and the thickness
can be estimated to within a few layers for thin graphene stacks, so in principle one can
isolate factor χ∆. The component of the susceptibilities of graphite have been measured
to be small, with an out-of-plane susceptibility for bulk HOPG of χ⊥ ≈ −6 × 10−4 at
300 K and an even smaller in-plane susceptibility of χ‖ ≈ −1× 10−5 [19]. This allows us
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Figure 2.5: Predicted frequency shift of cantilever as a function of the field plotted
with unitless variables, exhibiting dependence of the frequency shift on the magnitude
of the external field squared and the angle of the magnetic field as cos(2θ).
to approximate χ∆ ≈ χ⊥, allowing us to write the final equation for the frequency as
∆ω
ω0
=
V B20 cos(2θ)
µ0kL2e
χ⊥ . (2.54)
The frequency therefore has a parabolic frequency shift as a function of the applied field
and depends on the out-of-plane susceptibility linearly. The cos(2θ) factor reflects the
symmetry of the system. In this derivation we have made several approximations, but
as we will show in Section 5, the theory fits the data reasonably well.
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2.6 Cantilevers as Euler-Bernoulli Beams
In this section we will briefly consider a more rigorous approach to cantilever motion.
We will not derive any physics directly relevant to the results in this thesis, but the
information in this section should be noted given that cantilevers can occasionally oscil-
late in modes other than the lowest order mode or a superposition of modes. As such
one should take care to use a clean, unbent cantilever for all measurements. In order to
understand the nature of this behavior to some degree, we can consider a cantilever in
the context of Euler-Bernoulli beam theory.
The cantilever can be modeled as an Euler-Bernoulli beam that experiences deflec-
tion when subject to an applied load, given by the static equation [20]
d2
dz2
(
EI
d2x
dz2
)
= q(z) . (2.55)
Here the product EI is known as the flexural rigidity, where E is the elastic modulus and
I is the moment of inertia. Using the same coordinates as in FIG. 2.4, the amplitude of
the cantilever with respect to the equilibrium position is given by x(z) and the distributed
load is q(z). The Euler-Lagrange equation for a dynamic Euler-Bernoulli beam is
∂2
∂z2
(
EI
∂2x
∂z2
)
= −ρ∂
2x
∂t2
+ q(z) . (2.56)
Assuming a uniform density, a constant flexural rigidity and a zero distributed load, then
the method of separation of variables yields the following ordinary differential equation
for the position:
d4x(z)
dz4
= β4x(z) , (2.57)
where β4 ≡ ω2m/EI for mass m = ρA(z) and circular natural frequency ω. The
solutions to Eq. (2.56) are hyperbolic curves of the form
xn(z) = An cos(βnz) +Bn sin(βnz) + Cn cosh(βnz) +Dn sinh(βnz) . (2.58)
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The boundary conditions associated with a cantilevered beam of length L are

x(0) = 0
x′(0) = 0
(fixed end) and

x′′(L) = 0
x(3)(L) = 0
(free end). (2.59)
Imposing the boundary conditions in Eq. (2.58), one obtains
xn(z) = An
([
cosh(βnz)− cos(βnz)
]
+ cos(βnL)+cosh(βnL)sin(βnL)+sinh(βnL)
[
sin(βnz)− sinh(βnz)
])
.
(2.60)
The lowest three modes of the cantilever given by Eq. (2.60) have been plotted in
FIG. 2.6.
Figure 2.6: The first three (unnormalized) modes of a dynamic Euler-Bernoulli beam
plotted with unitless parameters.
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2.7 Landau Quantization of Free Electrons
In this section we provide a brief review of the phenomenon of Landau quantization of
free electrons, available in most graduate solid state textbooks. Analogous to classically
charged particles, electrons will exhibit cyclotron motion in the presence of an exter-
nal field. However since the electrons are quantum mechanical, they can only occupy
quantized cyclotron orbits with associated quantized energies known as Landau levels.
Landau quantization is responsible for such phenomena as the Shubnikov-de Haas effect
and the de Haas-van Alphen effect as will be discussed in Section 2.8. It is for this reason
that the derivation is reiterated here.
Consider an electron moving with velocity v in the presence of an external field B.
The canonical momentum is [13, 14]
p = pkinematic + pfield , (2.61)
where pkinematic = ~k is the familiar kinematic momentum and pfield is the field momen-
tum associated with a charged particle moving through an electromagnetic field. The
field momentum in this case is given by
pfield =
1
4pi
∫
E×BdV = −eA , (2.62)
where we have assumed that the electrons are moving through a non-magnetic material
such that B = H. Here A is the vector potential, defined in relation to a magnetic field
as B = ∇×A. The canonical momentum is therefore p = ~k− eA. The Hamiltonian
for the system can then be written as
H = 1
2me
p2 =
1
2me
(~k+ eA)2 . (2.63)
The equation of motion for the electron moving through B is
dp
dt
= FLorentz =⇒ ~dk
dt
= −ev ×B . (2.64)
Integration with respect to time yields
pkinematic = ~k = −e r×B . (2.65)
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The cyclotron orbit of the electron is quantized according to the Bohr-Sommerfeld rela-
tion [11]
∮
p · dr = 2pi~
(
n+
1
2
)
, (2.66)
where n = 0, 1, 2, · · · . We can write the integral in Eq. (2.66) in terms of the magnetic
flux Φ = B ·A as
∮
p · dr = ~
∮
k · dr− e
∮
A · dr (2.67)
= −e
∮
r×B · dr− e
∫
∇×A · dσ (2.68)
= eB ·
∮
r× dr− e
∫
B · dσ (2.69)
= 2eB ·A− eB ·A (2.70)∮
p · dr = eΦ . (2.71)
Equation (2.68) was obtained using Stokes’ theorem, and Eq. (2.70) was obtained using
the fact that 2A = ∮ r × dr, where A is the area vector associated with the area A
enclosed by the cyclotron orbit. Equation (2.66) now becomes
Φn =
2pi~
e
(
n+
1
2
)
. (2.72)
The magnetic flux is quantized, and in a constant field B the area An enclosed by the
orbit is also quantized. The quantized areas in real space are
An = 2pi~
eB
(
n+
1
2
)
= 2pi`2B
(
n+
1
2
)
, (2.73)
yielding the quantized radii
rn =
√
2~
eB
(
n+
1
2
)
= `B
√
2n+ 1 (2.74)
where we have defined the magnetic length `B ≡
√
~/eB. The length rn in real space is
related to the length kn in reciprocal space by the relation kn = rn/`
2
B, which yields
kn =
√
2eB
~
(
n+
1
2
)
=
√
2n+ 1
`B
. (2.75)
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If we letB = Bzˆ, then the vector potential in the symmetric gauge isA = (B/2) [−yxˆ+ xyˆ].
Motion in the z-direction is unaffected by the magnetic field, and cyclotron motion is
induced in the directions perpendicular to z. This allows us to write the Hamiltonian
as a sum of a transverse Hamiltonian and a longitudinal Hamiltonian, given as
H = H⊥ +Hz = 1
2me
p2⊥ +
1
2me
p2z =
1
2me
(
p2x + p
2
y
)
+
1
2me
p2z . (2.76)
The transverse Hamiltonian consists of a sum of squares, so we can define the associated
creation/annihilation operators by [21]
a =
py + ipx√
2~eB
and a† =
py − ipx√
2~eB
. (2.77)
The transverse Hamiltonian then becomes
H⊥ = ~eB
me
(
a†a+
1
2
)
= ~ωc
(
a†a+
1
2
)
, (2.78)
where we have defined the cyclotron frequency as
ωc =
eB
me
. (2.79)
The full Hamiltonian from Eq. (2.76) is therefore
H = ~ωc
(
a†a+
1
2
)
+
1
2me
p2z . (2.80)
The corresponding eigenenergies are referred to as Landau levels and are given by
En = E⊥ + Ez = ~ωc
(
n+
1
2
)
+
~2k2z
2me
. (2.81)
Equating the transverse energy E⊥ = ~ωc(n+1/2) with (~k⊥)2/2me and solving for k⊥,
we obtain k⊥ = kn =
√
2n+ 1/`2B which is the same result that we found in Eq. (2.75).
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2.8 The de Haas-van Alphen Effect
The de Haas-van Alphen effect is characterized by oscillations in the magnetization
(i.e. the magnetic susceptibility) of a material due to oscillations in the energy caused
by Landau quantization.
Consider a free electron undergoing quantized cyclotron motion as in Section 2.7.
Given Eq. (2.75), then we can write the area Sn of the orbit in reciprocal space as [11]
Sn = pik
2
n =
2pi
`2B
(
n+
1
2
)
=
2pieB
~
(
n+
1
2
)
. (2.82)
We can can modify our notation slightly by transferring the index n from S to B, which
allows us to write
1
Bn
=
2pie
~S
(
n+
1
2
)
. (2.83)
Subtracting consecutive indices of Eq. (2.83), we obtain the desired B−1 periodicity that
characterizes the de Haas-van Alphen effect [11]:
∆
(
1
B
)
=
1
Bn+1
− 1
Bn
=
2pie
~S
. (2.84)
Figure 2.7: Projection of the intersections of Landau tubes with the Fermi sphere
into the kx-ky plane.
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The associated frequency is therefore [21]
f =
~S
2pie
, (2.85)
where S here is the extremal area. The extremal area is defined in the context of three
dimensional reciprocal space as the cross section of the Fermi sphere perpendicular to the
applied field where the cyclotron frequency is approximately constant, i.e. the circular
area of radius kF . Non-extremal cross sections do not produce a net contribution due
to phase cancellation.
The number of electrons per Landau level is known as the Landau level degeneracy
D. This can be calculated as the difference of circular areas in reciprocal space
∆S = Sn+1 − Sn = 2pi/`2B , (2.86)
divided by the area in reciprocal space occupied by a single orbital (2pi)2/A. The Landau
level degeneracy is therefore
D =
A
(2pi)2
∆S =
A
2pi`2B
=
A
2pi
eB
~
. (2.87)
The number of fully filled Landau levels is therefore
s = floor
(
N
D
)
− 1. (2.88)
The total energy of the system can be written as the sum
E = Efilled + Epartial , (2.89)
where
Efilled =
s∑
n=0
D~ωc
(
n+
1
2
)
(2.90)
is the contribution to the energy from the electrons in the fully filled levels and
Epartial = ~ωc
(
s+
3
2
)
(N − (s+ 1)D) (2.91)
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is the contribution to the energy from the electrons in the partially filled level. The total
energy can then be written explicitly as
E = ~ωc
[
Nfloor
(
N
D
)
+ N2 − D2
(
floor
(
N
D
))2 − D2 floor (ND )] . (2.92)
The magnetization of the sample is calculated as M = − 1V ∂E∂B . Given the magne-
tization, the magnetic susceptibility can then be calculated as
χ =
∂M
∂H
. (2.93)
De Haas-van Alphen oscillations are only visible at low temperatures since as the tem-
perature raises the Landau orbits become “smeared out” and the amplitude of the dHvA
oscillations decreases exponentially.
The theory behind the de Haas-van Alphen effect in graphene has been studied
extensively [22, 23]. The energy in this case is [24]
En = ~ωc
√
n . (2.94)
In contrast to the previous case, there is a state in graphene (namely n = 0) in which
E = 0. The effective mass is given by [25]
m∗ =
~k
vF
=
√
~vF
√
S
pi
. (2.95)
The associated cyclotron frequency is
ωc = vF
√
2eB
~
. (2.96)
The area of the nth orbit in reciprocal space is given by
Sn = gsgv
2pieB
~
n , (2.97)
where gs = 2 accounts for spin degeneracy and gv = 2 accounts for valley degeneracy.
Similar to the previous calculation, we can calculate the Landau level degeneracy by
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dividing by (2pi)2/A as
D = gsgv
eBA
2pi~
. (2.98)
Therefore the dHvA period for graphene is given by
∆
(
1
B
)
= gsgv
2pie
~S
=
8pie
~S
. (2.99)
Chapter 3
Experimental Setup
The experimental setup of the room temperature magnetometer is based on two funda-
mental parts, the probe and the electromagnet. The probe (see FIG. 3.1 and FIG. 3.2) is
essentially a device which holds the cantilever such that the tip is aligned with the end
of a fiber optic cable (see FIG. 3.3) which can be sealed and put under a vacuum within
a large electromagnet. The purpose of the electromagnet as simply to provide a uniform
magnetic field in the vicinity of the cantilever which can be easily increased/decreased or
rotated as the cantilever is held fixed in the lab frame. The laser point is focused on the
broad tip of the cantilever, off of which it reflects creating an approximately sinusoidal
wave as the cantilever oscillates. The laser also reflects off of the end of the end of the
fiber optic cable due to the the difference in refractive indices of the cable and the vac-
uum. The two optical waves interfere and are converted into voltage waves, allowing the
frequency of the cantilever to be measured. When the natural frequency of oscillation
of the cantilever is obtained, the cantilever can then be driven at this frequency with a
piezo disk.
When a steady vacuum is achieved and the cantilever is being driven at the resonant
frequency, the magnetic field is swept between the values +7000 G to −7000 G in regular
intervals, measuring the value of the frequency at each iteration. These frequency values
are then used to calculate the magnetic susceptibility given the result in Section 2.5. The
setup of the low temperature probe (the ENDOR probe) is similar in the way that it
uses interferometry to detect the frequency of the cantilever, but is necessarily more
complicated in order to withstand the rapid freezing and thawing process involved with
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Figure 3.1: Probe used to perform cantilever magnetometry at room temperature.
liquid Nitrogen and liquid Helium. A superconducting coil is used when cooled to 4 K
allowing for a much more powerful magnetic field (up to 5 T). The probe and the coil
are placed into a dewer which is eventually chilled to 4 K with liquid Helium. The
space within the sealed probe is evacuated of air, and measurements of the frequency
are made as the magnetic field is varied. The relative orientations of the cantilever and
the magnetic field are not easily varied using the ENDOR probe, and measurements
are significantly more costly, so use of this probe is limited to only the more pristine
samples.
Care was taken to construct the elements of the probe with materials that are
weakly magnetic, e.g. brass and copper. FIG. 3.3 shows the process of alignment of the
cantilever with the optical laser. The laser appears as a white dot which in this figure is
not currently in-between the two center ultrasoft cantilevers, of which there are six. As
shown in FIG. 4.5, the ultrasoft cantilevers used in this study have a length of 120µm.
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Figure 3.2: Zoomed-in image of cantilever and bullet.
Figure 3.3: Close-up of the cantilever and optical laser as viewed down the axis of
symmetry of the bullet.
Chapter 4
Sample Preparation
The process of sample preparation detailed in this chapter constitutes the majority of
the challenge with respect to obtaining the measurements presented in Chapter 5. The
fundamental quandary is this: how can one transfer a delicate two-dimensional material
onto a delicate cantilever without compromising the integrity of either? The solution
was developed by N. Scozzaro and S. Singh [17], and involves pressing (“stamping”) the
tip of the cantilever firmly onto a substrate containing exfoliated graphene.
Two stamping methods have been employed, each with their associated advantages
and drawbacks. The first method is to exfoliate graphene directly onto a dry PDMS
substrate. In order to press the tip of the cantilever against the substrate, there must
necessarily be a surface behind the cantilever with which to press against or the cantilever
will not survive the process. In order to solve this problem, the tip of the cantilever
is rested on a neighboring cantilever chip as shown in FIG. 4.1 and glued down with
G1. The equipment used to press the cantilever platform against the inverted PDMS
substrate is known as the transfer tool and is shown in FIG. 4.2.
The second method is to obtain a substrate comprised of silicon, on top of which
contains a thin layer of polyacrylic acid, that has been spin-coated onto the surface.
When dry, a layer of PMMA is spin-coated onto the polyacrylic acid such that the
substrate appears pink/purple when viewed directly. An example of such substrates are
shown in FIG. 4.3. Graphene exfoliated with basic household tape is pressed onto the
PMMA-coated substrates. The substrates are floated on the surface of distilled water,
causing the polyacrylic layer to dissolve. The graphene and PMMA therefore separate
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Figure 4.1: Cantilever platform used to stamp graphene onto cantilever.
from the silicon substrate as it floats on the surface. Once separation is complete, the
PMMA is scooped up onto a PDMS substrate. From this point the rest of the process
is the same as for the first method, except that during stamping the PMMA must be
melted off of the PDMS at 150 degrees celsius. As such, the transfer tool is equipped
with a heating element.
The advantages to the dry PDMS method is that the recovered cantilever is not
covered in polymer, but as a result the graphene is difficult to become unstuck to the
PDMS, making it difficult more difficult to transfer. The advantage to the PMMA
method is that there is a higher probability of performing a successful transfer, but the
drawback is that the cantilever is now covered in polymer which must be cleaned or risk
destroying the quality factor of the cantilever.
The transfer tool can be used repeatedly to obtain stacks of monolayer graphene
encapsulated by other monolayers (or multilayers). This allow a hBN-graphene-hBN
stack to be created, as shown in FIG. 4.4.
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Figure 4.2: Transfer tool used to stamp graphene onto cantilever.
Cantilevers come in various shapes and sizes. The two types of cantilevers used
here are triangle cantilevers (see FIG. 4.4) and ultrasoft cantilevers (see FIG. 4.5). For
this experiment it is essential to use a cantilever soft enough to have a reasonable signal
to noise ratio, but strong enough to survive the stamping process without significant
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Figure 4.3: Silicon substrates containing spin-coated layers of polyacrylic acid and
PMMA with characteristic pink color (bottom left).
distortion. The cantilevers used in this study would make very poor AFM cantilevers
due to their softness.
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Figure 4.4: Triangle cantilever with graphene double encapsulated in hexagonal boron
nitride.
Figure 4.5: Triangle cantilever with graphene double encapsulated in hexagonal boron
nitride.
Chapter 5
Results & Discussion
In this chapter the results obtained are presented and discussed. We begin each section
by detailing control tests that have been made, i.e. magnetometry data taken with can-
tilevers that do not contain a sample. This has allowed us to characterize our cantilevers,
yielding a reference by which to compare our experimental results. Section 5.1 presents
the data taken at room temperature (∼300 K) on both triangle cantilevers and ultrasoft
cantilevers. The final section provides the data taken at low temperature (∼4 K) as well
as control tests taken at low temperature.
5.1 Measurements at Room Temperature
At room temperature a bare cantilever is expected to not have a measurable response
as the magnetic field is applied for various strengths and angles. Indeed, this is what
we have observed with a level of noise on the order of 10 mHz, although this noise level
can vary dramatically from cantilever to cantilever. The typical frequency a cantilever
falls in the range of 5-8 kHz, with a quality factor of about 10,000-20,000.
In Section 2.5 we calculated the expected frequency shift for a magnetic field of a
given magnitude and orientation, finding it to be approximately directly proportional
to the magnetic susceptibility. The dependence of the frequency shift on the magnitude
of the magnetic field is quadratic and is proportional to cos(2θ) where θ represents the
angle between the magnetic field and the equilibrium position of the cantilever. At room
temperature these measurements where performed with a triangle cantilever containing
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a ∼300-layer graphite flake as shown in FIG. 5.1. Indeed, we observe the expected
parabolas with the expected phase factor.
Figure 5.1: Room temperature measurement of frequency shift vs. applied magnetic
field of 300-layer graphite flake on triangle cantilever.
We successfully created a cantilever estimated to contain a sample of six-layer
graphene using an ultrasoft cantilever in this case instead of a triangle cantilever. Room
temperature magnetometry was performed and the results for the frequency shift vs.
field are shown in FIG. 5.2. As can be seen, the relative noise level for the 6-layer
graphene is noticeably higher than for the 300-layer sample. This is most likely due to
the significantly weaker force on the cantilever tip since 6-layer graphene will produce a
weaker induced field than 300-layer graphite.
In FIG. 5.3 are the data taken of the (unnormalized) frequency of the cantilever
as a function of the external field for a ∼3-layer sample of graphene. The cantilever
used in this trial was also an ultrasoft cantilever. In this figure magnetometry has only
been done in two orientations, and the noise level is clearly much higher as we approach
the limit of the cantilever’s sensitivity. Not all cantilevers have the same signal to noise
ratio, and it is essential to use the best possible cantilever for a monolayer graphene in
order to observe a signal.
In order to isolate a single sheet of graphene, one can create a “sandwich” where the
graphene stacked between two other van der Waals materials. We successfully created a
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Figure 5.2: Room temperature measurement of frequency shift vs. applied magnetic
field of ∼6-layer graphene on ultrasoft cantilever.
Figure 5.3: Room temperature measurement of frequency shift vs. applied magnetic
field of ∼ 3-layer graphene on ultrasoft cantilever.
stack in which two comparable sheets of hexagonal boron nitride were used to sandwich
monolayer graphene. This stack was deposited on the tip of a triangle cantilever (see
FIG. 4.4) and measured at room temperature and at low temperature. After the cooling
process the cantilever was measured again at room temperature, yielding unexpected
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results. Namely, the signal at room temperature post-cooling was significantly larger
than that measured pre-cooling, a phenomenon that we have not been able to reproduce.
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Figure 5.4: Graphene encapsulated by hexagonal boron nitride before and after cool-
ing.
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5.2 Measurements at Low Temperature
The measurements in this section were performed at low temperature, which in this case
is 4 K using liquid Helium. We took data from several control tests at low temperature,
i.e. bare cantilevers, and obtained more unexpected activity. In FIG. 5.5 we observe
that the quality factor of this particular cantilever plummets as the magnetic field is
applied, bottoming out around 2 T but never fully recovering. At low temperature the
laser power appears to have a significant effect on the shape of the frequency shift (see
FIG. 5.8), and as such two different laser powers were used in FIG. 5.5. From this the
associated damping was calculated and plotted in FIG. 5.6 for the same values of laser
power. This damping of the low temperature cantilever at high fields is unexpected and
highly undesirable for our purposes here. The mechanism behind this phenomenon is
left to speculation.
Figure 5.5: Frequency and quality factor of bare cantilever plotted as functions of the
magnetic field at low temperature.
A sample of hexagonal boron nitride was measured at low temperature, producing
the results shown in FIG. 5.7. The signal obtained did not immediately match that
of the predicted response, i.e. is not parabolic except for perhaps instantaneously at
zero field. However it should be noted that cantilever magnetometry is not limited to
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Figure 5.6: Damping vs. applied magnetic field at low temperature.
materials such as graphene or even two-dimensional materials, provided one can obtain
an analytic expression for the expected frequency shift based on the specific geometry
of the object. We also observed the laser itself driving the cantilever’s oscillation at 4 K,
most likely caused by uneven heating of the cantilever.
5.3 Measurements of the de Haas-van Alphen period.
Taking measurements at 4 K allows the observation of de Haas-van Alphen oscillations
in materials such as graphene or graphite. These oscillations are caused by the fact
that itinerant electrons moving in a high magnetic field naturally move in quantized
cyclotron orbits due to Landau quantization as shown in Section 2.7 and 2.8. As the
relative occupations of the Landau levels changes, the total energy has an oscillatory
component proportional to the inverse of the applied magnetic field. Normally at room
temperature these oscillations are undetectable given that the temperature associated
with the electrons causes neighboring orbits to “smear into each other”. However at
low temperatures (such as 4 K) these measurements can be performed with success. In
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Figure 5.7: Frequency vs field for hexagonal boron nitride at low temperature.
Figure 5.8: Cantilever frequency vs power at low temperature for 300-layer graphite
flake.
this section we present the data taken at low temperature in which the dHvA can be
observed.
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Figure 5.9: Cantilever frequency vs field at low Temperature for 6-layer graphene on
ultrasoft cantilever.
In FIG. 5.9 data of the cantilever frequency vs the applied field was taken at low
temperature with the cantilever containing the 6-layer graphene. It appears that de
Haas-van Alphen oscillations were just beginning to manifest when the frequency of
the cantilever began to exhibit spurious behavior. Unfortunately we were not able to
extract a de Haas-van Alphen period from FIG. 5.9, but it appears that this is possible in
principle. It is believed that damage done to the cantilever during the transfer process,
causing the cantilever to momentarily jump into a different mode of oscillation, yielding
the spurious data.
When magnetometry was performed at low temperature on the 300-layer graphite,
we obtained interesting results. The frequency vs. field data is shown in FIG. 5.10 along
with the residual, i.e. the leftover signal after the parabolic term is removed. When
the the data is plotted versus the inverse of the magnetic field, we obtain the result
presented in FIG. 5.11.
The magnetic susceptibility was calculated from the data in FIG. 5.11 (see Section
2.8) and plotted in FIG. 5.12 versus the inverse of the applied field. This yields a period
of ∆(1/B) = 0.25 T−1.
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Figure 5.10: Frequency vs applied field data and residual for 300-layer graphite at
low temperature on triangle cantilever.
The possible directions in which this project could be expanded are multidimen-
sional. As mentioned previously, nothing about the experimental technique of cantilever
magnetometry requires the use of graphene or even a two-dimensional material. This
opens the possibility of measuring other materials such as hexagonal boron nitride (as
we have done here) or molybdenum disulfide. Performing cantilever magnetometry with
ferromagnetic samples allows one to also obtain an estimate of the associated anisotropy
of the material. Further, this project can be modified a near infinite number of ways
(e.g. adding a capacitive element) in order to obtain more detailed information.
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Figure 5.11: Frequency residual plotted vs inverse magnetic field for 300-layer
graphite at low temperature on triangle cantilever.
Figure 5.12: Magnetic susceptibility vs inverse magnetic field at low temperature for
300-graphite on triangle cantilever.
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