First, convergence properties in blind source separation (BSS) of convolutive mixtures are analyzed. A fully recurrent network is taken into account. Convergence is highly dependent on relation among signal source power, transmission gain and delay in a mixing process. Especially, reverberations degrade separation performance. Second, a learning algorithm is proposed for this situation. In an unmixing block, feedback paths have an FIR filter. The filter coefficients are updated through the gradient algorithm starting from zero initial guess. The correction is exponentially scaled along the tap number. In other words, stepsize is exponentially weighted. Since the filter coefficients with a long delay are easily affected by the reverberations, their correction are suppressed. Exponential weighting is automatically adjusted by approximating an envelop of the filter coefficients in a learning process. Through simulation, good separation performance, which is the same as in no reverberations condition, can be achieved by the proposed method.
INTRODUCTION
Signal processing including noise cancelation, echo cancelation, equalization of transmission lines, estimation and restoration of signals have been becoming very important technology. In some cases, we do not have enough information about signals and interference. Furthermore, their mixing and transmission processes are not well known in advance. Under these situations, blind source separation (BSS) technology using statistical property of the signal sources have become very important [11-[71,1131,[141. Since, in many applications, mixing processes are convolutive mixtures, FIR or IIR filters are required in unmixing processes. Several methods in a time domain and a frequency domain have been proposed. However, when highorder filters are required in the feedbacks, a learning process becomes unstable and separation performance is not enough [8] -[ 121. An approach has been proposed taking some practical assumption into account [15] . High-order FIR filters can be used in a unmixing process. Furthermore, reverberations must be taken into account, which causes severe condition in BSS. No efficient method has been proposed.
In this paper, convergence properties are analyzed for convolutive mixtures with reverberations. A learning algorithm with an exponentially weighted stepsize is proposed. The exponential weighting is automatically adjusted in a learning process. Simulation will be shown to confirm usefulness of the proposed method. The signal sources si(n), i = 1 , 2 , . . . , N are combined 0-7803-7898-9/03/$17.00 82003 IEEEthrough the unknown convolutive mixture block, which has the impulse response hji(m), and are sensed at N points, resulting in z j ( n ) .
NETWORK STRUCTURE AND EQUATIONS
The output of the unmixing block y j ( n ) is given by
x=, ,=o #j This relation is expressed using vectors and matrices as fol-
q ( n ) and Yk(n), respectively, they are related as follows:
From .these expressions, a relation between the signal sources and the unmixing outputs becomes
In order to evaluate separation performance, the following matrix is defined.
(22)
If each row and column of P ( z ) has only a single non-zero element, the signal sources si(n) are completely separated at the outputs yk(n). However, since equalization of H ( z ) is not guaranteed, the separated signals have the following form.
P ( z )
= ( I + C ( z ) ) -' H ( z ) q ( z ) = Pj&)Si(Z) (23)
LEARNING ALGORITHM
The learning algorithm proposed for convolutive BSS is briefly explained here [15] . For simplicity, 2-channel case is taken into account.
There are two cases, in which possible solutions for perfect separation exist, as shown below. (27) It is assumed that delay time of H l l ( z ) and H z z ( 2 ) are shorter than that of H21(z) and H I 2 ( z ) . This means that in Rg.2, the sensor of X 1 is located close to sl(n), and the sensor of X z close to sz(n). From this assumption, the solutions in the case (1) become causal systems. On the other hand, the solutions in the case (2) are noncausal. From Eq.(21), the outputs are expressed as Since Eq.(26) cannot be realized using causal circuits, the diagonal elements of Eq. (29) cannot be zero. On the other hand, the non-diagonal elements can be zero. Therefore, a cost function can be defined as follows: value y(yj(n)) is used, and the gradient method can be applied.
The gradient of j j ( n ) becomes 
are assumed to be even functions. Furthermore, the signal sources are statistically independent to each other. Then, they satisfy
The probability density function (pdf) of the signal sources
If a very small stepsize 1. 1 is used in Eq.(35), the correction term can be regarded as E [ q ( y j ( n ) ) y k ( n -l ) ] . Since, q(y,(n) ) and yk(n -1) are also odd functions, then Eq.(37) can be held. This means that as the correction terms are reduced, yl(n) and yz(n) can approach to hrlsl(n) and &sz(n), respectively,.
A LEARNING ALGORITHM FOR CONVOLUTIVE BSS WITH REVERBERATIONS

Convergence Analysis
When reverberations occur, the assumption on the transmission delay in the mixing process cannot be held. A model including reverberations is shown in Fig.3 . Hil(z) and H i 2 ( z ) express transfer functions caused by reverberation, which has a long transmission delay. H;,(z) and Hk,(t) are not shown here for simplicity. By using the learning algorithm described in the previous section, the following two terms can be reduced at X1. and &(t) cannot approach to these solutions due to the reverberations given by Eqs.(39) and (43).
A Learning Algorithm with Exponential Scaling
Reverberations have a long delay, and from Eqs.(39) and (43), effects of reverberations appear at the latter part of the impulse responses. For this reason, the correction in the latter part is suppressed. This can be done by controlling the stepsize p exponentially along a delay line in the FIR filters. The update equation is modified as follows:
p ( l ) should be proportional to the ideal solution. However, it is not known beforehand. Therefore, the exponential scaling is proposed here. p~ is the initial stepsize and T I is an exponential part.
ADAPTIVE EXPONENTIAL WEIGHTING
The exponentially weighted stepsize was proposed for NLMS adaptive filters [16] . However, in this method, the geometric ratio T should be estimated in advance taking room impulse responses into account. Therefore, this method is not practical. In this paper, an adaptive method is proposed. The exponentially weighted stepsize is automatically adjusted by approximating an envelop of the filter coefficients in the learning process.
Let p ( n , 1) be the stepsize at the sampling point n and the tap number 1. The stepsize and the filter coefficients are transferred as follows:
+ Isz(n) by the least squares method.
1,,, means the tap number, where the peak of the filter coefficients appears. The least square solution is given by
Using these results, ~( n ) , p o ( n ) and the stepsize p ( n , 1 ) are given by
The geometric ratio is gradually updated. The initial geuss of?(n) is 1.
O < a < l 6. SIMULATION
Simulation Conditions
Two channel blind separation of speech signals was simulated. The following nonlinear functions are used.
f ( y ) = tanh(2.5~) g(y) = t a n h ( 0 . 5~) (61) The separation performance is evaluated by the following SNR, defined by using P ( z ) in Eq. ( below.
Convolutive mixing process with reverberations are shown
40 taps, which can cover the impulse response of the ideal solutions are assigned to both CIZ(Z) and CZI(Z). From this figure, the reverberations significantly degrade the separation performance with a constant stepsize. The exponentially weighted stepsize can achieve almost the same S N R as under no reverberation condition. Thus, degradation due to the reverberation can be improved by using the exponential stepsize. Figure 5 shows the adjusting process of the geometric ratios n z ( n ) and rzl(n) used in updating clz (n) The separation performance is shown in Fig.7 . The reference stepsize and the adaptive stepsize are used. Their separation performance are almost the same. In the proposed method, it is not neccessary to estimate the envelop of the ideal filter coefficients in advance. This is a very important point in practical applications. 
Separation Performance with Adaptive Stepsize
I. CONCLUSIONS
Convergence properties have been analyzed in convolutive BSS with reverberations. Due to the reverberations, the filters used in the unmixing block deviate from the ideal. The effects appear in the latter part of the impulse responses. A leaming algorithm using the exponentially weighted stepsize has been proposed. The geometric ratio of the stepsize is automatically adjusted. From the simulation results for 2 channel BSS, the proposed method can achieve good separation as in BSS without reverberations.
