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Kapitel 1
Einleitung
Sprache ist von herausragender Bedeutung fu¨r die zwischenmenschliche Kommunikati-
on. Dennoch spielte sie in der Interaktion zwischen Mensch und Computer in der Ver-
gangenheit eine eher untergeordnete Rolle. Dieser Umstand kann darauf zuru¨ckgefu¨hrt
werden, dass das Erkennen gesprochener Sprache zu den schwierigsten Aufgaben der
Signalverarbeitung geho¨rt und bislang in den meisten Anwendungsfeldern noch nicht
zuverla¨ssig umgesetzt werden konnte. Die Aufgabe der Spracherkennung besteht dar-
in, ein akustisches Sprachsignal in eine Textsequenz, typischerweise eine Wortsequenz,
umzuwandeln [DO03]. Die Spracherkennung ist ein interdisziplina¨res Arbeitsfeld, das
sich u¨ber die Bereiche Computertechnik, Programmierung, Mustererkennung, ku¨nst-
liche Intelligenz, Phonetik und Linguistik erstreckt. Spracherkennungssysteme werden
ha¨ufig in sprecherunabha¨ngige und sprecherabha¨ngige Systeme, in Systeme zur Erken-
nung kontinuierlich gesprochener Sprache und isolierter Spracheinheiten sowie bzgl. der
Gro¨ße des verwendeten Wortschatzes unterteilt. Seit der Entwicklung der ersten La-
borsysteme in den 50er Jahren, die fu¨r ein kleines Vokabular und isolierte Sprachein-
heiten ausgelegt und zumeist sprecherabha¨ngige Systeme waren, haben sich bedeuten-
de Vera¨nderungen in der automatischen Spracherkennung ergeben. Neue Algorithmen,
verbesserte Modellierungsarten und ho¨here Rechenleistung ermo¨glichen den zunehmen-
den Einsatz in kommerziellen Anwendungen, die teilweise sprecherunabha¨ngig und fu¨r
kontinuierliche Sprache sowie ein großes Vokabular ausgerichtet sind. Wichtige An-
wendungsgebiete sind automatische Dialogsysteme, die beispielsweise fu¨r die Fahrplan-
und Telefonauskunft eingesetzt werden und ha¨ufig mit Datenbankabfragen verknu¨pft
sind. Weiterhin wird die Spracherkennung bereits fu¨r die sprachgesteuerte Erstellung
von Dokumenten und Briefen, insbesondere in den Bereichen Medizin, Recht, Finanzen
und Versicherungen, sowie fu¨r die Robotersteuerung in der Fertigung, in Freisprechein-
richtungen von Kraftfahrzeugen und in kleinen, portablen Gera¨ten mit unhandlicher
Benutzerschnittstelle eingesetzt. Ein weiteres mo¨gliches Einsatzgebiet ist die Hausau-
tomatisierung. Trotz der großen Fortschritte, die in den letzten Jahrzehnten auf dem
Gebiet der automatischen Spracherkennung erzielt worden sind, bleiben die Fa¨higkeiten
des menschlichen Gehirns in diesem Bereich noch weitgehend unerreicht. Ein Problem
im Praxiseinsatz stellen insbesondere Szenarien dar, in denen deutliche Unterschiede
zwischen den akustischen Trainings- und Testbedingungen auftreten.
In dieser Arbeit wird ein statistischer Spracherkennungsansatz aufgegriffen, der auf
der Modellierung der Sprache mit Markovmodellen (HMMs) basiert und seit Mitte der
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80er Jahre als Standard etabliert ist. Die Sprachdynamik wird in Markovmodellen mit
versteckten Zusta¨nden modelliert, denen Transitionswahrscheinlichkeiten zugeordnet
sind. Zur robusten Repra¨sentation des Sprachsignals werden Merkmalsvektoren aus
dem Sprachsignal extrahiert, die durch Emissionsverteilungen mit den HMM-Zusta¨n-
den verknu¨pft sind.
Ein vielzitierter Schwachpunkt des HMM-basierten Modellierungsansatzes besteht
darin, dass die Korrelationen zwischen zeitlich aufeinander folgenden Sprachmerkma-
len nur indirekt u¨ber die versteckten Zusta¨nde der HMMs modelliert werden. An dieser
Stelle setzt die vorliegende Arbeit an, in der die Integration von Inter-Frame Korrela-
tionen in den skizzierten Ansatz untersucht wird.
Zuna¨chst wird in Kapitel 2 der Stand der Forschung dargestellt. Nach einem kur-
zen U¨berblick u¨ber die geschichtliche Entwicklung der automatischen Spracherkennung
wird der statistische Spracherkennungsansatz ausfu¨hrlich beschrieben und anschließend
eine U¨bersicht u¨ber bereits in der Literatur diskutierte Mo¨glichkeiten zur Ausnutzung
der Inter-Frame Korrelation, zur Scha¨tzung des Umgebungsrauschens sowie zum Aus-
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Kapitel 2
Stand der Forschung
Die automatische Spracherkennung ist bereits seit vielen Jahren Gegenstand umfang-
reicher Untersuchungen und einer großen Anzahl an Publikationen. Daher ko¨nnen an
dieser Stelle basierend auf [RJ93], [JH96] und [Mar96] nur die wichtigsten Entwick-
lungsrichtungen skizziert werden.
Die ersten Versuche zur Spracherkennung wurden bereits lange vor der Erfindung
digitaler Computer von Alexander Graham Bell unternommen. Das erste rudimenta¨re
Spracherkennungssystem wurde jedoch erst im Jahre 1942 als US-Patent zugelassen.
In den 50er Jahren entstanden einfache Systeme, die in der Regel sprecherabha¨n-
gig waren und eine isolierte Ziffern- bzw. Phonemerkennung fu¨r ein kleines Vokabular
durchfu¨hrten [DBB52, OB56, FF59, Fry59]. Das vorherrschende Prinzip bestand in der
Spektralanalyse von Sprachsignalausschnitten, die Vokalen zugeordnet werden konn-
ten, und dem anschließenden Vergleich der Filterausga¨nge mit Vorlagen fu¨r mo¨gliche
Signalverla¨ufe. Dabei wurde bereits die Verwendung eines rudimenta¨ren Sprachmodells
[Fry59] und einer sprecherunabha¨ngigen Erkennung untersucht [FF59].
Der Beginn der 60er Jahre wurde von zahlreichen Hardwarelo¨sungen japanischer
Laboratorien gepra¨gt. Beispiele sind ein Spektralanalysator mit nachgeschalteter Lo-
gik und Mehrheitsvoting [SN61] oder ein Erkenner, der die Segmentierung der Spra-
che und eine anschließende Analyse der Nulldurchga¨nge durchfu¨hrt [SD62]. Auch das
Forschungsprogramm der NEC-Laboratorien auf dem Gebiet der Spracherkennung be-
gann 1963 mit einem Hardwaresystem zur Zeichenerkennung [NKC63]. In den 60er
Jahren sind vor allem drei wichtige Forschungsprojekte hervorzuheben. In den RCA-
Laboratorien wurden Verfahren zur Anpassung der Zeitskalen von Sprachsignalen basie-
rend auf der Erkennung von Wortanfa¨ngen und -enden in einem Strom kontinuierlicher
Daten entwickelt [MNZ64]. Außerdem wurden bereits Algorithmen zur Zeitanpassung,
die auf dynamischer Programmierung basieren, sowie rudimenta¨re Algorithmen zur Er-
kennung kontinuierlich gesprochener Sprache [Vin68] und Methoden zum dynamischen
Tracking von Phonemen [Red66] entwickelt.
Die 70er Jahre brachten eine Reihe bedeutender technischer Entwicklungen mit
sich. Insbesondere drei Neuerungen fu¨hrten dazu, dass große Fortschritte in der Er-
kennung ganzer, isolierter Wo¨rter verzeichnet wurden: die U¨bertragung von Methoden
der Mustererkennung auf die Spracherkennung [VZ70], der Einsatz dynamischer Pro-
grammierung [SC78] sowie die Verwendung von LPC (Linear Predictive Coefficients)-
Koeffizienten fu¨r die Spracherkennung [Ita75]. In dieses Jahrzehnt fallen auch der Be-
3
4 Kapitel 2. Stand der Forschung
ginn der automatischen Spracherkennung mit großem Vokabular bei IBM [TDRC71],
[JBM75], [Jel85], die Entwicklung sprecherunabha¨ngiger Erkennungssysteme basierend
auf Clusteralgorithmen [RLRW79] sowie erste Ansa¨tze zur Erkennung kontinuierlich
gesprochener Sprache ohne ku¨nstliche Pausen [Vin69].
Die Forschung der 80er Jahren wurde durch einen Wechsel von vorlagenbasierten
Ansa¨tzen zu statistischen Modellierungsmethoden, insbesondere dem Markovmodell,
charakterisiert. Markovmodelle wurden bereits Ende der 60er Jahre und Anfang der
70er Jahre fu¨r die automatische Spracherkennung eingesetzt [Vin68], [VZ70], [SC71],
[Bri73], [SC78]. Ihre große Verbreitung in nahezu allen Spracherkennungssystemen er-
fuhren sie aber erst in der Mitte der 80er Jahre. In den spa¨ten 80er Jahren konn-
ten außerdem neuronale Netzwerke, die bereits in den 50er Jahren untersucht wur-
den, erfolgreich fu¨r die automatische Spracherkennung eingesetzt werden. Ein weiterer
Forschungsschwerpunkt der 80er Jahre war die Erkennung kontinuierlich gesproche-
ner Sprache. Hervorzuheben ist in diesem Zusammenhang das Forschungsprogramm
der DARPA (Defense Advanced Research Projects Agency), das darauf abzielte, die
Erkennungsrate fu¨r ein Vokabular mit 1000 Wo¨rtern und kontinuierlich gesprochener
Sprache zu maximieren.
Auch in den 90er Jahren und zu Beginn des 21. Jahrhunderts ist es nicht gelun-
gen, Spracherkennungssysteme zu entwickeln, die unter allgemeinen Bedingungen die
Erkennungsleistung des Menschen erreichen.
Die aktuelle Forschung bescha¨ftigt sich im Rahmen der statistischen Spracherken-
nung auf der Grundlage der zur Zeit als Standard etablierten Markovmodelle u.a. mit
der Verwendung geeigneter Sprachmerkmale, einer verbesserten Sprach- und Akustik-
modellierung, der Erkennung mit großem Vokabular sowie der robusten Spracherken-
nung bei voneinander abweichenden Trainings- und Testbedingungen.
Im na¨chsten Abschnitt werden wichtige Aspekte der aktuellen Spracherkennungs-
technologie dargestellt.
2.1 Statistische Spracherkennung
In der automatischen Spracherkennung ist die Verwendung statistischer Modelle ge-
genwa¨rtig als Standard etabliert. Sie ermo¨glicht es, Entscheidungen trotz Unsicherheit
und wenig Wissen u¨ber die gesprochene Wortsequenz zu treffen sowie ein automatisches
Training auf großen Datenbanken durchzufu¨hren. Den Ausgangspunkt fu¨r die statisti-
sche Spracherkennung stellen die akustischen Merkmalsvektoren xt dar, die aus dem
Sprachsignal extrahiert werden und dieses charakterisieren. Aus ihnen soll eine optimale
Wortsequenz wˆN1 = wˆ1, . . . , wˆN berechnet werden, die die a posteriori Wahrscheinlich-
keit P (wN1 |x
T
1 ) der Wortsequenz w
N
1 bei einer gegebenen Merkmalsfolge x
T
1 = x1 . . .xT
maximiert, wobei T die La¨nge der Merkmalsfolge bezeichnet:
wˆN1 = argmax
wN1
P (wN1 |x
T
1 ) = argmax
wN1
P (wN1 )p(x
T
1 |w
N
1 )
p(xT1 )
(2.1)
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Die Maximierung wird auch u¨ber die La¨nge N der Wortsequenz durchgefu¨hrt. Wie in
der Literatur u¨blich, wird dies nicht explizit notiert. In der Praxis ist es erforderlich,
das Sprachmodell gegenu¨ber dem akustischen Modell mit einem Sprachmodell-Skalie-
rungsfaktor Sβ zu gewichten:
wˆN1 = argmax
wN1
P (wN1 )
Sβp(xT1 |w
N
1 )
p(xT1 )
(2.2)
Das zugrunde gelegte Spracherkennungssystem ist in Abb. 2.1 dargestellt.
Sprache
Front-End
Akustische
Modelle
Lexikon Sprach-
modell
Back-End Wortsequenz-
hypothesen
Abbildung 2.1: Aufbau eines statistischen Spracherkennungssystems
Um die optimale Wortfolge entsprechend der Entscheidungsregel in Gl. (2.1) zu
bestimmen, wird nach der Merkmalsextraktion im Front-End eine Suche im Back-End
des Spracherkenners durchgefu¨hrt. Dabei werden drei wesentliche Informationsquellen
verwendet, na¨mlich ein Sprachmodell, aus dem sich die a priori Wahrscheinlichkeit
P (wN1 ) ergibt, ein akustisches Modell, das die Wahrscheinlichkeit p(xt|w
N
1 ) bestimmt,
sowie ein Lexikon, das den Wo¨rtern des Spracherkennungssystems akustische Modelle
zuordnet.
Das Lexikon legt die Zusammensetzung der Wo¨rter aus kleineren akustischen Ein-
heiten wie Phonemen fest. Im Folgenden wird es bei einem gro¨ßeren Vokabular als
Baumstruktur modelliert, in der alle Wo¨rter den gleichen Ursprung besitzen und die
sich jeweils an den Positionen verzweigt, an denen sich zwei Wo¨rter in ihren akustischen
Einheiten zu unterscheiden beginnen. Bei einem kleinen Vokabular, wie es beispielswei-
se in der AURORA2 Datenbank vorliegt, ist das Lexikon ha¨ufig eine 1:1-Abbildung
zwischen dem Vokabular und den akustischen Modellen.
Das Sprachmodell ist ein statistisches Modell der Syntax, Semantik und Pragma-
tik der Sprache, das unabha¨ngig von den akustischen Merkmalen xt ist. Es enha¨lt
Informationen u¨ber zugelassene Wortsequenzen, indem es deren a priori Wahrschein-
lichkeiten P (wN1 ) modelliert. Durch die Einschra¨nkung der mo¨glichen Wortfolgen bei
der Suche ko¨nnen eine drastische Reduktion des Rechenaufwandes sowie ein Ru¨ckgang
der Fehlentscheidungen erreicht werden. Beispiele fu¨r Sprachmodelle sind Wortpaar-
grammatiken, in denen modelliert wird, welches Wort auf das aktuelle Wort folgt und
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stochastische Sprachmodelle wie m-Gram Sprachmodelle, in denen mo¨glichen Wort-
folgen Wahrscheinlichkeiten zugeordnet werden. In m-Gram Sprachmodellen wird die
Wahrscheinlichkeit
P (wN1 ) = P (w1)P (w2|w1) . . . P (wN |w
N−1
1 ) (2.3)
durch den Markovprozess
P (wN1 ) ≈
N∏
n=1
P (wn|w
n−1
n−m+1) (2.4)
der Ordnung m− 1 approximiert. Am weitesten verbreitet sind Trigram- (m = 3) und
Bigram- (m = 2) Sprachmodelle. Das Sprachmodell wird in der Regel unabha¨ngig von
dem akustischen Modell auf großen Datenmengen geschriebenen Textes trainiert.
Die Merkmalsextraktion, die akustische Modellierung und die Suche werden aus-
fu¨hrlich in den na¨chsten Abschnitten behandelt.
2.1.1 Merkmalsextraktion und -entrauschung
Die Aufgabe der Merkmalsextraktion besteht darin, eine charakteristische Repra¨senta-
tion des Sprachsignals zu berechnen, die den Ausgangspunkt fu¨r die Suche der wahr-
scheinlichsten Wortfolge darstellt. Dabei sollen die extrahierten Merkmale robust ge-
genu¨ber Rauschen, Verzerrungen und Variationen in der Artikulation sein, so dass auch
bei voneinander abweichenden Trainings- und Testbedingungen eine zuverla¨ssige Er-
kennung mo¨glich ist und von Informationen u¨ber den Sprecher, den akustischen Kanal
und die akustische Umgebung abstrahiert wird.
Eine Mo¨glichkeit, dies zu erreichen, besteht in der Verwendung robuster Merkmale.
Die am ha¨ufigsten eingesetzten Merkmale sind die PLP(Perceptual Linear Prediction)-
Koeffizienten [Her90], bei deren Berechnung in der Regel eine Bandpaßfilterung im
Spektrum durchgefu¨hrt wird (RASTA-PLP) [HM94], und die MFCC-Koeffizienten
(Mel Frequency Cepstral Coefficients) [DM80]. In dieser Arbeit werden MFCC-Koeffi-
zienten verwendet, die mit Hilfe des ETSI Standard Frontends (SFE) [ETS00] aus dem
Sprachsignal extrahiert werden. Dabei wird das Energiedichtespektrum des Sprachsig-
nals durch eine MEL-Filterung und Logarithmierung an das menschliche Geho¨r ange-
paßt und anschließend mit einer DCT-Matrix dekorreliert (siehe Anhang C.1).
Durch die zusa¨tzliche Verwendung dynamischer Merkmale, die sich durch die Ap-
proximation der ersten und zweiten Ableitung der genannten statischen Merkmale
ergeben, wird eine signifikante Erho¨hung der Erkennungsrate erreicht. Die Untersu-
chungen in [YSFK07] zeigen, dass die alleinige Verwendung dynamischer Merkmale
sogar zu einer ho¨heren Erkennungsrate als die Verwendung statischer Merkmale fu¨hren
kann. Um die Dimension des erweiterten Merkmalsvektors zu reduzieren, wird ha¨u-
fig eine lineare Diskriminantenanalyse (LDA) durchgefu¨hrt [HL89, HUN92, BWN95].
Eine weitere Mo¨glichkeit, die Robustheit der Merkmale zu erho¨hen, besteht in Nor-
malisierungsmethoden wie der Mittelwertnormalisierung im Cepstrum (CMN) [Ata74],
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der blinden Equalisierung (BEQ) [MMC+02] und der Histogrammnormalisierung bzw.
-equalisierung [TSB+02], [MHN03]. Wa¨hrend durch die Anwendung der CMN und BEQ
vor allem im Cepstrum additive Sto¨rungen entfernt werden, die durch eine Faltung im
Zeitbereich (z.B. durch Kanalverzerrungen) hervorgerufen werden, kann u.a. mit den
beiden zuletzt genannten Normalisierungsmethoden auch im Zeitbereich additives Rau-
schen kompensiert werden [JH96].
Der Unterschied zwischen Trainings- und Testbedingungen kann außerdem durch
die Entrauschung der extrahierten Merkmale verringert werden, die prinzipiell auf jeder
Stufe der Merkmalsextraktion mo¨glich ist. Verbreitete Ansa¨tze sind die spektrale Sub-
traktion [WAP74], [Bol79] und die Wiener-Filterung im Spektrum [Lim78], [Koo89],
[BS91]. Im ETSI Advanced Front-End (AFE), das wegen seiner hohen Erkennungsleis-
tung in vielen Arbeiten als Referenzverfahren angegeben wird, wird basierend auf dem
SFE neben einer BEQ u.a. ein zweistufiges Wiener-Filter eingesetzt [ETS05] (vgl. An-
hang C.4). In ju¨ngerer Vergangenheit werden auch Methoden verwendet [HW04], die
auf einer Singula¨r- oder Eigenwertzerlegung der Korrelationsmatrix des verrauschten
Sprachsignals basieren [Bro92], [BWJ01]. Daneben existieren stereobasierte Ansa¨tze
wie RATZ [MRGS95] oder SPLICE [DAPH00], in denen Korrekturterme aus einer
Trainingsdatenbank mit Stereodaten berechnet werden, die bei der Entrauschung von
den cepstralen Merkmalen subtrahiert werden. Mit SPLICE wird, gemittelt u¨ber al-
le Testdaten der AURORA2 Datenbank, ungefa¨hr die gleiche Erkennungsleistung wie
mit dem AFE erreicht, wobei allerdings zu beachten ist, dass fu¨r diesen Ansatz eine
Datenbank mit Stereopaaren und somit a priori Wissen u¨ber die Rauschbedingungen
erforderlich ist.
In der vorliegenden Arbeit wird, wie in Kapitel 3 motiviert wird, ein Bayes’scher
Ansatz fu¨r die Merkmalsentsto¨rung herangezogen. Sprache und Rauschen werden als
statistisch unabha¨ngige Zufallsprozesse modelliert, fu¨r die ein additiver Zusammenhang
im Zeitbereich angenommen wird. Das unverrauschte Sprachsignal ergibt sich in die-
sem Ansatz durch die Optimierung eines Fehlermaßes wie des mittleren quadratischen
Fehlers (MMSE-Kriterium) oder der a posteriori Wahrscheinlichkeit (MAP-Kriterium)
der gescha¨tzten Sprachmerkmale. Dabei wird neben den verrauschten Sprachmerkma-
len a priori Wissen u¨ber die Verteilung des Rauschens und der Sprache beru¨cksich-
tigt. Urspru¨nglich mit dem Ziel der einkanaligen Sprachsignalverbesserung haben Eph-
raim und Malah einen MMSE-Scha¨tzer im Kurzzeitspektrum unter der Annahme von
Gaußverteilungen entwickelt [EM84]. Eine bessere Modellierung der Sprache wurde im
Kurzzeitspektrum durch die Verwendung allgemeinerer Verteilungen wie Laplace- oder
Gammaverteilungen erreicht [Mar02].
Im Log-Spektrum und Cepstrum ist das Beobachtungsmodell, das den Zusammen-
hang zwischen verrauschter und unverrauschter Sprache und Rauschen beschreibt, auf-
grund der Logarithmierung bei der Merkmalsextraktion hochgradig nichtlinear, so dass
in diesen Bereichen keine exakte MMSE- bzw. MAP-Scha¨tzung mo¨glich ist. Weiterhin
beinhaltet das Beobachtungsmodell im Log-Spektrum und Cepstrum einen additiven
Phasenterm, der in den meisten Literaturansa¨tzen nicht exakt modelliert wird. Eine
approximative MMSE-Scha¨tzung im Log-Spektrum wurde erstmals von [VC89] und
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[EW93a] durchgefu¨hrt und konnte in [EW93b] durch die Verwendung von Gaußmi-
schungsverteilungen verbessert werden. Die modellbasierte Entrauschung der Sprach-
merkmale im Cepstrum wurde zuerst in [Ace93] durchgefu¨hrt. Ein in vielen Vero¨f-
fentlichungen erwa¨hnter Ansatz ist das VTS-Verfahren von Moreno [Mor96]. Im VTS-
Verfahren werden vor der MMSE-Scha¨tzung der Sprachmerkmale im Log-Spektrum
basierend auf einer Vektor-Taylorreihenentwicklung erster Ordnung des Beobachtungs-
modells zuna¨chst die Parameter des Messmodells und die Verteilung des Rauschens
iterativ mit einem Expectation-Maximization(EM)-Algorithmus optimiert (vgl. An-
hang C.3). Die Erweiterung der linearen Taylorreihenentwicklung auf Reihenglieder
ho¨herer Ordnung fu¨hrte in [RGMS96] zu keiner signifikanten Verbesserung der Ergeb-
nisse.
Die U¨bertragung des von Moreno eingefu¨hrten VTS-Verfahrens ins Cepstrum auf
der Grundlage des in [Ace93] eingefu¨hrten Beobachtungsmodells wird in [KUK98] un-
tersucht. Die Modellierung im Cepstrum ist, wie bereits in [Gal95] angefu¨hrt, vor-
teilhaft, da die Komponenten des cepstralen Merkmalsvektors weniger stark korreliert
sind als die log-spektralen Komponenten. Außerdem stellen die cepstralen Merkmals-
vektoren eine kompaktere Repra¨sentation mit weniger Parametern dar, wodurch die
VTS-Na¨herung und das Training der Mischungsverteilungen robuster wird. Der Ansatz
aus [Mor96] wird in [XRK06] um die zusa¨tzliche Modellierung dynamischer Merkmale
erweitert. In [STBP01] wird der VTS-Ansatz mit einer Bandpaßfilterung im Log-Spek-
trum kombiniert, wobei auf Kosten einer ungenauen Scha¨tzung der Kovarianzmatrix
des Rauschens auf den EM-Algorithmus verzichtet wird.
In [DDA03b] wird der blockweise EM-Algorithmus, mit dem die Parameter des
Rauschmodells gescha¨tzt werden, durch einen Bayes’schen Ansatz ersetzt, in dem fu¨r
die einzelnen Sprachrahmen jeweils eine SNR-Variable iterativ optimiert wird, die den
Ausgangspunkt fu¨r eine approximative MMSE-Scha¨tzung der unverrauschten Sprach-
merkmale darstellt (vgl. Anhang C.3). Eine exaktere statistische Methode, in der bei
der MMSE-Scha¨tzung im Gegensatz zu [DDA03b] auch Varianzen der a priori Ver-
teilungen beru¨cksichtigt werden, ist das ALGONQUIN-Verfahren [FDAK03]. Wie in
Anhang E gezeigt wird, ist die Aktualisierung des Zustandsvektors aufgrund neuer
Messwerte im ALGONQUIN-Verfahren a¨quivalent zu dem entsprechenden Schritt in
einem iterativen erweiterten Kalman-Filter (IEKF). Die a priori Verteilungen von Spra-
che und Rauschen werden jedoch, anders als im IEKF, aus Trainingsdaten bzw. sprach-
freien Signalabschnitten bestimmt. Auch in [SVhDW03] wird eine Linearisierung des
Beobachtungsmodells und eine anschließende MMSE-Scha¨tzung (LMMSE) angewen-
det, allerdings ohne die im ALGONQUIN-Verfahren durchgefu¨hrte Iteration, die auf
der AURORA2 Datenbank zu einem signifikanten Anstieg der Erkennungsrate fu¨hrt.
In [Kim98c] wird eine statistische lineare Approximation durchgefu¨hrt, durch die sich
ebenfalls das Beobachtungsmodell eines erweiterten Kalman-Filters (EKFs) ergibt.
Daneben sind Methoden untersucht worden, in denen die Taylorreihenentwicklung
durch eine numerische Integration vermieden wird [MN03], [Afi05]. In diese Kategorie
fallen auch die sequentiellen Monte-Carlo-Methoden, die in Abschnitt 2.3 beschrieben
werden, und das Unscented Kalman-Filter (UKF), auf das in Abschnitt 2.2.2 einge-
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gangen wird. In Arbeiten von Droppo und Deng [DAD02a, DDA02, DDA04a] wird
die Beru¨cksichtigung des weiter oben erwa¨hnten, zusa¨tzlichen Phasenterms untersucht.
Dabei verwenden sie, um eine einfachere mathematische Behandlung zu erreichen, ei-
ne gegenu¨ber dem SFE modifizierte Merkmalsextraktion, in der anstelle des Betrags-
spektrums das Energiespektrum des fouriertransformierten Signals berechnet wird. In
[DAD02a] werden theoretische Vorteile nachgewiesen, die sich durch die Anwendung
des um den Phasenterm erweiterten Beobachtungsmodells gegenu¨ber der Durchfu¨h-
rung einer spektralen Subtraktion ergeben. Ein MMSE-Scha¨tzer auf der Basis einer
Taylorreihenentwicklung zweiter Ordnung, in dem der Phasenterm beru¨cksichtigt wird,
fu¨hrte in [DDA02] und [DDA04a] zu ho¨heren Erkennungsraten als die spektrale Sub-
traktion. Gegenu¨ber der MMSE-Scha¨tzung mit dem ALGONQUIN-Verfahren konnte,
wie in [DDA03b] angegeben, durch die zusa¨tzliche Beru¨cksichtigung des Phasenterms
jedoch keine Erho¨hung der Erkennungsrate erzielt werden. Auch in [SVhW05a] fu¨hr-
te die Integration des Phasenterms zu keiner signifikanten Verbesserung. In [DDA04b]
approximieren Deng und Droppo den Phasenterm daher durch eine gaußverteilte Zu-
fallsvariable und leiten einen MMSE-Scha¨tzer her, der dem ALGONQUIN-Algorithmus
entspricht, den sie, wie in Abschnitt 2.2 beschrieben, jedoch um die Modellierung von
Inter-Frame Korrelationen durch die Beru¨cksichtigung der dynamischen Sprachmerk-
male erweitern.
In [SVhDW03] wird das GMM, das zur Modellierung der Verteilung der Sprach-
merkmale verwendet wird, basierend auf Arbeiten von [Gag93] und [SN94] durch ein
HMM ersetzt, dessen Parameter mit einem Baum-Welch-Algorithmus trainiert werden.
Bei der Filterung der Sprachmerkmale werden ein Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus
zur Berechnung der Zustandswahrscheinlichkeiten verwendet und die MMSE-Scha¨tz-
werte der einzelnen Zusta¨nde entsprechend dieser Wahrscheinlichkeiten kombiniert. Da-
durch ergibt sich eine signifikante Verbesserung der Erkennungsleistung gegenu¨ber dem
GMM-Ansatz, die jedoch unter der Erkennungsleistung eines in [SVhW05b] eingefu¨hr-
ten erweiterten Kalman-Filters liegt, in dem die statistischen Abha¨ngigkeiten zwischen
den Sprachmerkmalen direkt modelliert werden.
2.1.2 Akustische Modellierung
Das dynamische Verhalten der extrahierten Sprachmerkmale kann mit akustischen Mo-
dellen beschrieben werden. Gewo¨hnlich ist es wegen der begrenzten Trainingsdaten
nicht mo¨glich, akustische Modelle fu¨r komplette Wo¨rter zu verwenden. Bei einem gro¨-
ßeren Vokabular werden die Modelle daher in der Regel fu¨r kleinere Spracheinheiten
wie Phoneme trainiert. In vielen Spracherkennungssystemen werden kontextabha¨ngige
Phonemmodelle eingesetzt, da die Dynamik der Merkmale, die einem Phonem zuge-
ordnet werden ko¨nnen, ha¨ufig stark von den benachbarten Phonemen beeinflußt wird.
In Triphonmodellen wird die Dynamik der Merkmale beispielsweise fu¨r jedes Phonem
abha¨ngig von dem vorangehenden und dem nachfolgenden Phonem im Sprachsignal
modelliert. Bei kontextabha¨ngigen Phonemmodellen kann unterschieden werden, ob
die Abha¨ngigkeit von den benachbarten Phonemen nur innerhalb eines Wortes oder
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u¨ber die Wortgrenzen hinweg beru¨cksichtigt wird. Die zweite Mo¨glichkeit fu¨hrt zwar
in der Regel zu konsistent besseren Erkennungsergebnissen, ist aber mit einem deut-
lich ho¨heren Rechenaufwand fu¨r die Suche verbunden. Zur Zeit ist das in Abb. 2.2
dargestellte Markovmodell der etablierte Standard fu¨r die akustische Modellierung. Es
ZustandZustand Zustand
1 2 3
p(xt|qt = 1) p(xt|qt = 2) p(xt|qt = 3)
P (qt = 2|qt−1 = 1) P (qt = 3|qt−1 = 2)
P (qt = 1|qt−1 = 1) P (qt = 2|qt−1 = 2) P (qt = 3|qt−1 = 3)
Abbildung 2.2: Abbildung eines HMMs mit Links-Rechts-Topologie
handelt sich dabei um einen stochastischen endlichen Automaten, dessen Zusta¨nde
qt stationa¨re Bereiche der Sprache charakterisieren [DO03]. Jedem Zustand ist eine
akustische Emissionswahrscheinlichkeit p(xt|qt) fu¨r die Merkmale xt zugeordnet. Da-
bei wird angenommen, dass eine statistische Abha¨ngigkeit zwischen xt und qt besteht,
wa¨hrend xt−1 und xt nur indirekt u¨ber die HMM-Zusta¨nde voneinander abha¨ngen.
Zur Modellierung der Emissionswahrscheinlichkeiten sind vielfa¨ltige Mo¨glichkeiten un-
tersucht worden. Es ko¨nnen diskrete Wahrscheinlichkeitsverteilungen [Jel76], [Lip82],
semi-kontinuierliche Wahrscheinlichkeitsverteilungen [Jel76], [Lip82] oder kontinuierli-
che Wahrscheinlichkeitsverteilungen [LRS83], [NN88] eingesetzt werden. Kontinuierli-
che Wahrscheinlichkeitsverteilungen ko¨nnen u.a. durch Kernel-Verteilungen, Neuronale
Netze oder wie im Spracherkenner des Fachgebietes Nachrichtentechnik an der Univer-
sita¨t Paderborn durch Mischungsverteilungen repra¨sentiert werden.
Zwischen den einzelnen Zusta¨nden sind die U¨bergangswahrscheinlichkeiten
P (qt|qt−1) definiert, fu¨r die in den folgenden Untersuchungen eine Links-Rechts-To-
pologie angenommen wird. Das bedeutet, dass abgesehen von Zustandsu¨berga¨ngen
zwischen den Anfangs- und Endzusta¨nden des HMMs nur U¨berga¨nge innerhalb ei-
nes HMM-Zustandes oder zwischen zwei unmittelbar aufeinander folgenden Zusta¨nden
erlaubt sind.
Die Integration des Markovmodells in das akustische Modell aus Gl. (2.1) la¨ßt sich
durch die Marginalisierung
p(xT1 |w
T
1 ) =
∑
qT1
p(xT1 , q
T
1 |w
T
1 ) (2.5)
bzgl. der Zustandsfolge qT1 des HMMs erreichen. Die Abha¨ngigkeit von w
N
1 wird da-
bei im Folgenden, wie in der Literatur u¨blich, weggelassen. Unter der Annahme eines
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Markov-Prozesses erster Ordnung fu¨r die Zustandsvariable qt und der statistischen Un-
abha¨ngigkeit zwischen den Merkmalen xT1 ergibt sich
p(xT1 |w
N
1 ) =
∑
qT1
p(xT1 , q
T
1 )
=
∑
qT1
p(xT1 |q
T
1 )P (q
T
1 )
=
∑
qT1
T∏
t=1
p(xt|qt)P (qt|qt−1).
(2.6)
Gl. (2.6) kann mit Hilfe des Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus ausgewertet werden
[BP66]. Eine weniger aufwendige Lo¨sung besteht darin, die sogenannte Viterbi-Ap-
proximation
∑
qT1
T∏
t=1
p(xt|qt)P (qt|qt−1) ≈ max
qT1
T∏
t=1
p(xt|qt)P (qt|qt−1) (2.7)
anzuwenden. Die Viterbi-Approximation ermo¨glicht es, Gl. (2.6) mit Methoden der
dynamischen Programmierung auszuwerten [Bel57] [Vit67] (vgl. Abschnitt 2.1.3).
Der Standardalgorithmus fu¨r die Scha¨tzung der Parameter der Markovmodelle ist
der Baum-Welch-Algorithmus, in dem die gemeinsame Likelihood-Funktion von Trai-
ningsdaten und Modellparametern mit Hilfe eines EM-Algorithmus maximiert wird
[RJ93]. Bei einem großen Vokabular kann das Problem auftreten, dass nicht fu¨r al-
le HMM-Zusta¨nde eine ausreichende Anzahl an Trainingsdaten vorliegt. Fu¨r die im
Rahmen dieser Arbeit durchgefu¨hrten Untersuchungen mit der AURORA4 Datenbank
wird beispielsweise ein Vokabular mit 5000 Wo¨rtern verwendet, fu¨r das sich mehrere
Tausende verschiedener Triphonmodelle ergeben. Aus diesem Grund muß ein State-Ty-
ing durchgefu¨hrt werden, bei dem a¨hnliche Zusta¨nde verschiedener HMMs miteinander
verknu¨pft werden.
Neben den in Abschnitt 2.1.1 beschriebenen Methoden, in denen die Sprachmerk-
male an die Trainingsbedingungen angepaßt werden, besteht die Mo¨glichkeit, den Un-
terschied zwischen Trainings- und Testbedingungen durch die Adaption der akusti-
schen Modelle zu kompensieren. Beispiele sind die HMM-Dekomposition [VM90], die
parallele Modellkombination (PMC) [Gal95], das MLLR (Maximum Likelihood Linear
Regression)-Verfahren [LW95] und das JAC (Joint compensation of Additive and Con-
volutive distortions)-Verfahren [Gon03]. Die genannten Methoden ermo¨glichen zwar
eine hohe Flexibilita¨t bei der Adaption der Modelle an die Testbedingungen, weisen in
der Regel aber eine wesentlich ho¨here Komplexita¨t als die in Abschnitt 2.1.1 beschrie-
benen merkmalsbasierten Verfahren auf.
2.1.3 Suche
Die Aufgabe der Suche besteht darin, die Wortsequenz zu bestimmen, deren a posteriori
Wahrscheinlichkeit fu¨r die gegebenen akustischen Merkmalsvektoren maximal ist.
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Die Integration des HMMs aus Gl. (2.6) in die Bayes’sche Entscheidungsregel (Gl. (2.1))
fu¨hrt auf das folgende Optimierungsproblem:
wˆN1 = argmax
wN1
{
max
qT1
{
T∏
t=1
p(xt|qt, w
N
1 )P (qt|qt−1, w
N
1 )
}
N∏
n=1
P (wn|w
n−1
n−m+1)
Sβ
}
(2.8)
Das Optimierungsproblem kann mit Hilfe dynamischer Programmierung effizient
gelo¨st werden. Verbreitete Methoden sind die Viterbi-Suche und die A*-Suche. Das
Prinzip der A*-Suche besteht darin, die noch nicht expandierten Teile der Zustandshy-
pothesen optimistisch abzuscha¨tzen und jeweils den Suchbaum der vielversprechendsten
Hypothese weiter aufzuspannen. Bei der im Spracherkennungssystem an der Universi-
ta¨t Paderborn eingesetzten Viterbi-Suche werden die Hypothesen dagegen zeitsynchron
expandiert und ausgewertet. Die Suche wird an dieser Stelle fu¨r ein Bigram-Sprachmo-
dell, das in den Untersuchungen mit der AURORA4 Datenbank verwendet wird, kurz
beschrieben. Wie zu Beginn dieses Kapitels dargestellt, wird das Lexikon als Baum
modelliert, der die akustischen Einheiten des Erkenners beinhaltet und dessen Bla¨tter
einzelnen Wo¨rtern zugeordnet werden ko¨nnen. Bei der Suche werden Kopien des Lexi-
kons fu¨r die mo¨glichen Vorga¨nger v des aktuellen Wortes w angelegt. Die Verwendung
von Baumkopien ermo¨glicht es, die Sprachmodellhistorie bei der Suche zu beru¨cksich-
tigen. Den Zusta¨nden qt der Kopien v wird die Vorwa¨rtsvariable
αt(v, qt) = max
qt−11
P (qt1,x
t
1|v) (2.9)
zugeordnet, die den Score des besten Pfades fu¨r die beobachtete Merkmalssequenz xt1,
der zum Zeitpunkt t im Zustand qt der Baumkopie v endet, entha¨lt. Daneben werden
die Wortgrenzen Bt(v, qt) der entsprechenden Pfade festgehalten. Die Aktualisierung
der akustischen Scores und Wortgrenzen ist in Abb. 2.3 schematisch fu¨r ein Vokabular
mit den Wo¨rtern A, B, C und Sil dargestellt.
In jedem Zeitschritt t werden innerhalb der Baumkopien v die Vorwa¨rtsvariable
αt−1(v, qt−1) und die Wortgrenzen Bt−1(v, qt−1) zuna¨chst fu¨r die Startzusta¨nde qt = 0
mit den Werten
αt−1(v, qt−1 = 0) = H(v; t− 1)
Bt−1(v, qt−1 = 0) = t− 1
(2.10)
initialisiert, wobei sich H(v; t − 1), wie weiter unten dargestellt, am Ende des Zeit-
schrittes t − 1 ergibt. Anschließend werden αt(v, qt) und Bt(v, qt) fu¨r qt > 0 mit der
Vorwa¨rtsiteration eines Viterbi-Algorithmus entsprechend der Transitions- und Emis-
sionswahrscheinlichkeiten in den akustischen Modellen aktualisiert:
αt(v, qt) = max
qt−1
{αt−1(v, qt−1)P (qt|qt−1)} p(xt|qt)
Bt(v, qt) = Bt−1
(
v, argmax
qt−1
{αt−1(v, qt−1)P (qt|qt−1)}
) (2.11)
Zur Reduktion der Rechenzeit und des beno¨tigten Speichers wird ein Pruning unwahr-
scheinlicher Hypothesen durchgefu¨hrt.
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v = Av = A
v = Bv = B
Akustisches AkustischesSprach-
ModellModell modell
qt = 0
qt = 0
qt = SA
qt = SA
qt = SB
qt = SB
qt = SC
qt = SC
qt = SSil
qt = SSil
t
qt+1 = 0
qt+1 = 0
qt+1 = Q
(e)
A
qt+1 = Q
(e)
A
qt+1 = Q
(e)
B
qt+1 = Q
(e)
B
qt+1 = Q
(e)
C
qt+1 = Q
(e)
C
qt+1 = Q
(e)
Sil
qt+1 = Q
(e)
Sil
t+ 1
Abbildung 2.3: Aktualisierung der Zustandswahrscheinlichkeiten (nach [ONA97])
Nach der Aktualisierung der Baumkopien wird mit Hilfe des Sprachmodells fu¨r den
Endzustand Q
(e)
w jedes Wortes der beste Vorga¨nger
v0(w; t) = argmax
v
{
P (w|v)Sβαt(v, qt = Q
(e)
w )
}
(2.12)
in allen Baumkopien bestimmt und zusammen mit der Wortgrenze
Bt(v0(w; t), qt = Q
(e)
w ) gespeichert. Daneben werden die Vorwa¨rtsvariablen
H(w; t) = max
v
{
P (w|v)Sβαt(v, qt = Q
(e)
w )
}
(2.13)
berechnet, mit denen im na¨chsten Zeitschritt die Vorwa¨rtsvariablen αt(v, qt = 0) in-
itialisiert werden. Die U¨bergangswahrscheinlichkeiten P (w|v) werden bei integrierter
Sprachmodellvorschau bereits bei dem Eintritt in das letzte HMM eines Wortes w in
dem akustischen Score αt(v, qt) beru¨cksichtigt. Am Satzende wird mit Hilfe der gespei-
cherten Vorga¨nger v0(w; t) und Wortgrenzen Bt
(
v0(w; t), qt = Q
(e)
w
)
die wahrschein-
lichste Wortsequenz zuru¨ckverfolgt.
In einigen Anwendungen ist es von Bedeutung, nicht nur die wahrscheinlichste Wort-
sequenz zu ermitteln, sondern mehrere Wortsequenzen mit hohen Wahrscheinlichkei-
ten zu bestimmen. Ein Beispiel ist die Multiple-Pass-Suche, in der die Erkennung in
mehreren Durchga¨ngen abla¨uft. Im ersten Durchgang werden ein einfaches Akustik-
und Sprachmodell verwendet, um die besten Wortsequenzen schnell ermitteln zu ko¨n-
nen. Diese Wortsequenzen ko¨nnen dann in einem oder mehreren weiteren Durchga¨ngen
mit rechenintensiveren Methoden verarbeitet werden. Zur Repra¨sentation der Worthy-
pothesen existieren im Wesentlichen zwei Mo¨glichkeiten, na¨mlich N-Best-Listen und
Wortgraphen. In N-Best-Listen werden die N wahrscheinlichsten Wortsequenzen ein-
zeln abgespeichert. In Wortgraphen werden gleiche Teile verschiedener Wortsequenzen
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zusammengefaßt, so dass ein gerichteter, azyklischer Graph (DAG) entsteht, der eine
kompaktere Darstellung der Wortsequenzen ist. Die Erzeugung von Wortgraphen wird
in Kapitel 8 behandelt.
2.2 Ausnutzung von Inter-Frame Korrelationen
Ein vielzitierter Schwachpunkt des Markovmodells, das bei der akustischen Sprach-
modellierung eingesetzt wird, besteht darin, dass die statistische Abha¨ngigkeit zwi-
schen den Sprachmerkmalen xt−1 und xt aufeinander folgender Sprachrahmen nur in-
direkt u¨ber die HMM-Zusta¨nde qt−1 und qt modelliert wird (Conditional-Independence-
Annahme). Eine Mo¨glichkeit, diese Abha¨ngigkeit direkt zu beschreiben, stellen schal-
tende lineare Dynamikmodelle (SLDMs) dar. In diesem Modelltyp wird die Emissions-
wahrscheinlichkeit p(xt|qt) des HMMs durch die U¨bergangswahrscheinlichkeit
p(xt|xt−1, qt) ersetzt. Dabei ist zu beachten, dass ein konzeptioneller Unterschied zwi-
schen den HMM-Zusta¨nden und den SLDM-Zusta¨nden besteht. Wa¨hrend die SLDM-
Zusta¨nde Bereiche gleicher Dynamik innerhalb des Sprachsignals beschreiben, ko¨nnen
die HMM-Zusta¨nde stationa¨ren Signalbereichen zugeordnet werden. Das segmentba-
sierte HMM ist ein anderer, in der Sprachverarbeitung bereits fru¨her zur Modellierung
von Inter-Frame Korrelationen verwendeter Ansatz. Es handelt sich dabei um eine Hy-
bridform zwischen dem HMM und dem SLDM. In segmentbasierten HMMs wird die
Dynamik der Sprachmerkmale fu¨r Segmente, in denen qt−1 = qt gilt, mit Trajektorien-
modellen beschrieben, die es ermo¨glichen die Conditional-Independence-Annahme zu
u¨berwinden. An den Segmentgrenzen, d.h. fu¨r qt−1 6= qt, kann das dynamische Verhal-
ten genauso wie im HMM mit den U¨bergangswahrscheinlichkeiten P (qt|qt−1) modelliert
werden (State-Reset-Modelle). Daneben existieren segmentbasierte Ansa¨tze, in denen
die Trajektorienmodelle auch fu¨r qt−1 6= qt definiert sind (State-Passed-Modelle), die
Segmentgrenzen bei der Suche der optimalen Wortfolge jedoch in der Regel eine andere
Behandlung als Bereiche innerhalb der Segmente erfahren.
Auch bei der Entsto¨rung der Sprachmerkmale im Front-End des Erkenners ko¨n-
nen Inter-Frame Korrelationen beru¨cksichtigt werden, wozu SLDMs einen erfolgver-
sprechenden Ansatz darstellen (Abschnitt 2.2.2). Im Folgenden werden die versteckten
Zusta¨nde unabha¨ngig von dem zugrunde gelegten Dynamikmodell im Front-End mit
st und im Back-End mit qt bezeichnet.
In den folgenden beiden Unterabschnitten wird ein U¨berblick u¨ber Literaturansa¨tze
zur Ausnutzung von Inter-Frame Korrelationen bei der akustischen Sprachmodellierung
im Back-End des Erkenners bzw. bei der Merkmalsentsto¨rung im Front-End gegeben.
2.2.1 Ausnutzung von Inter-Frame Korrelationen bei der Su-
che der optimalen Wortsequenz
Segmentbasierte HMMs stellen eine Mo¨glichkeit dar, die Conditional-Independence-
Annahme zu u¨berwinden, indem die Sprachdynamik innerhalb einzelner Sprachseg-
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mente mit Trajektorienmodellen beschrieben wird. In [SG07] werden segmentbasier-
te HMMs in Hinblick auf die zugrunde gelegten Trajektorienmodelle in polynomielle
Segmentmodelle, Buried Markovmodelle (BMMs), stochastische Segmentmodelle und
Trajektorien-HMMs unterteilt. [SG07] klassifiziert auch SLDMs als segmentbasierte
HMMs. Das BMM [Bil03] entha¨lt zusa¨tzlich zu den HMM-Zusta¨nden eine verdeck-
te Variable, deren Zustand das Trajektorienmodell beeinflußt. In stochastischen Seg-
mentmodellen [OR89] wird fu¨r die Beobachtungen yt0+L−1t0 innerhalb eines Segmentes
p[t0,t0+L−1] der La¨nge L mit Segmentbeginn t0, das z.B. einem Phonem zugeordnet
werden kann, die gemeinsame Emissionswahrscheinlichkeit p(yt0+L−1t0 |p[t0,t0+L−1]) defi-
niert. In diesem Ansatz wird die Merkmalsvektortrajektorie innerhalb des Segmentes
in der Regel mit klassischen linearen Zustandsmodellen beschrieben. Beispiele fu¨r po-
lynomielle Segmentmodelle sind [Dig92, MD04, FK07]. [Dig92] setzt phonemabha¨ngige
Zustandsmodelle der Form
xt = A(pt, It)xt−1 + ut, yt = H(pt, It)xt + µ(pt, It) +wt, (2.14)
ein, wobei fu¨r jedes Phonem pt abha¨ngig von der Verweildauer, die in Gl. (2.14) mit Hilfe
der Indexfunktion It modelliert wird, eine festgelegte Sequenz von Modellen durchlau-
fen wird. In Gl. (2.14) wird, wie auch in den anderen in diesem Abschnitt beschriebenen
Literaturansa¨tzen, angenommen, dass die beobachteten Merkmale yt verrauscht sind
und u¨ber ein Messmodell mit den Zusta¨nden xt verknu¨pft sind. Die Modellparameter
A(pt, It), H(pt, It) und µ(pt, It) sowie die Parameter des Zustandsrauschens ut und
des Messrauschens wt werden mit Hilfe eines EM-Algorithmus aus Trainingsdaten be-
stimmt. Da anders als bei segmentabha¨ngigen, schaltenden Modellen fu¨r jedes Segment
nur eine mo¨gliche Parametersequenz, also auch nur ein mo¨glicher Wert der akustischen
Likelihood, existiert, kann die Segmentierung und die Erkennung mit Hilfe dynami-
scher Programmierung durchgefu¨hrt werden. [MD04] verwendet fu¨r jedes Phonem pt
schaltende Modelle der Form
xt = φ(pt)xt−1 + (1− φ(pt))b(pt) + ut, yt = H(pt)xt +wt, (2.15)
die auch an den Segmentgrenzen definiert sind. Dabei bezeichnet b(pt) einen phonem-
spezifischen Zielzustand, der fu¨r t → ∞ erreicht wird, wa¨hrend φ(pt) < 1 die Konver-
genzgeschwindigkeit gegen diesen Zustand beeinflußt. Bei der Decodierung der Sprache
wird die Anzahl der mo¨glichen Trajektorien durch ein Mixture-Path-Constraint, das fu¨r
jedes Phonem nur eine einzelne Trajektorie zula¨ßt, begrenzt. Weiterhin wird ein expo-
nentieller Anstieg der Trajektorienzahl durch mo¨gliche Verzweigungen an den Phonem-
grenzen dadurch verhindert, dass die Gaußverteilungen der M mo¨glichen Trajektorien
fu¨r jedes Phonem an den U¨berga¨ngen jeweils zu einer einzelnen Gaußverteilung ver-
schmolzen werden. [FK07] setzt phonemspezifische Zustandsmodelle der Form
xt = A(pt)xt−1 + ut, yt = H(pt)xt +wt (2.16)
ein. Durch die Verwendung einer nichtquadratischen Beobachtungsmatrix H(pt) des
Meßmodells wird eine lineare Dimensionsreduktion des Zustandsraumes gegenu¨ber dem
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von den mo¨glichen Beobachtungsvektoren aufgespannten Vektorraum durchgefu¨hrt. Bei
der Erkennung mit dem beschriebenen Modell werden in [FK07] mit State-Passed-
Modellen, in denen die Zustandsinformationen u¨ber die Phonem-Grenzen hinweg u¨ber-
geben werden, bessere Ergebnisse erzielt als durch das Zuru¨cksetzen der Zustandsinfor-
mationen an den Phonem-Grenzen. Der exponentielle Anstieg der Hypothesenzahl wird
dabei mittels Pruning verhindert. Weitere Verbesserungen werden durch den Einsatz
von Multi-Regime (MR)-Modellen erzielt, in denen die Zustandsmodelle sequentiell
entsprechend der Verweildauer in dem Phonem ausgewa¨hlt werden.
In Trajektorien-HMMs [RH97, TZK03] wird die Trajektorie der Sprachmerkmale
innerhalb des Segmentes p[t0,t0+L−1] explizit als Funktion der Verweildauer t − t0 + 1
in dem Segment sowie der Beobachtungen yt0+L−1t0 angegeben. [RH97] beschreibt die
Dynamik der Sprachmerkmale z.B. mit einer linearen Trajektorie der Form
xt = xc(pt) +m(pt)(t− t0 − L/2), (2.17)
wobei die Parameter xc(pt) und m(pt) sowohl von allen beobachteten Merkmalen yt in
dem betrachteten Segment als auch von Parametern, die im Training bestimmt werden,
abha¨ngen. In [TZK03] wird ein Trajektorien-HMM eingesetzt, das sich durch die U¨ber-
fu¨hrung eines HMMs mit dynamischen Merkmalskomponenten in ein segmentbasiertes
HMM, das nur statische Komponenten besitzt, ergibt.
[SZD03] verwendet ein HTHMM (Hidden Trajectory HMM) zur akustischen Model-
lierung, in dem den HMM-Zusta¨nden neben den Mischungsverteilungen eine versteckte
Trajektorie Gt zugeordnet ist. Die Likelihood der Beobachtungen wird in diesem An-
satz abha¨ngig von der versteckten Trajektorie Gt und den Mischungsgewichten mt
des HTHMMs berechnet. Eine effiziente Suche mit Methoden der dynamischen Pro-
grammierung wird durch die Quantisierung von Gt erreicht, die das Training diskreter
U¨bergangswahrscheinlichkeiten ermo¨glicht.
[Ros04] untersucht SLDMs und segmentbasierte Modelle, in denen das Verhalten in-
nerhalb der einzelnen Segmente jeweils mit einem SLDM beschrieben wird. Ein Problem
bei diesen Ansa¨tzen besteht darin, dass das Maximum-Likelihood-Training der Parame-
ter nicht effizient durchgefu¨hrt werden kann, da dazu die Berechnung von p(xt|xt−1, qt)
erforderlich ist, wobei alle in der Vergangenheit liegenden Pfade beru¨cksichtigt werden
mu¨ssen. In [Ros04] werden die Modellparameter durch ein Gibbs-Sampling approxi-
miert. Mit dem in [Ros04] eingesetzten SLDM ergeben sich jedoch deutlich schlechtere
Erkennungsraten als mit einem HMM mit vergleichbarer Parameterzahl.
Insgesamt haben sich schaltende lineare Dynamikmodelle und segmentielle HMMs
bislang nicht als konkurrenzfa¨hige Alternative zum HMM erwiesen, da sie in der Re-
gel eine deutlich gro¨ßere Parameteranzahl als ein HMM mit der gleichen Zustandszahl
aufweisen, Approximationen bei der Decodierung der besten Zustandsfolge erfordern
und in vielen Ansa¨tzen kein zuverla¨ssiges Maximum-Likelihood-Training der Modell-
parameter durchgefu¨hrt werden kann.
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2.2.2 Ausnutzung von Inter-Frame Korrelationen bei der Merk-
malsentsto¨rung
Bei der einkanaligen Sprachsignalentsto¨rung wurden Inter-Frame Korrelationen zu-
na¨chst mit dem Ziel ausgenutzt, die perzeptuelle Sprachqualita¨t zu verbessern. Eine
ausfu¨hrliche Darstellung dieser Ansa¨tze wird z.B. in [BMC05] gegeben. Basierend auf
dem AR-Modell, das zuerst von Lim und Oppenheimer [LO78] zur Sprachverbesserung
eingesetzt wurde, verwendeten Paliwal und Basu [PB87] erstmals ein Kalman-Filter,
um die Sprache zu entrauschen. Bei der Kalman-Filterung im Zeitbereich ist die ex-
akte Bestimmung der AR-Parameter von großer Bedeutung. Diese kann entweder aus
Trainingsdaten oder zur Laufzeit erfolgen. Ein bekanntes Beispiel fu¨r einen Online-
Algorithmus ist ein in [GBW98] eingefu¨hrter EM-Algorithmus, in dem zwischen der
Parameterscha¨tzung und einer linearen Filterung iteriert wird. Durch die explizite Mo-
dellierung der AR-Parameter als Zufallsvariable ergeben sich nichtlineare Zustands-
modelle, die approximative Filtermethoden wie das erweiterte Kalman-Filter, das Un-
scented Kalman-Filter [GM03] oder Partikelfilteransa¨tze [FG01, FGDW02, VADG02,
WHU06b, WHU06a] erfordern. Neben den genannten Online-Methoden existieren auch
Verfahren, in denen ein autoregressives Markovmodell (AR-HMM) fu¨r das unverrausch-
te Sprachsignal aus Trainingsdaten gescha¨tzt und das Signal durch die Anwendung eines
Bayes’schen Scha¨tzers aus dem verrauschten Signal bestimmt wird. AR-HMMs wurden
fu¨r die Entsto¨rung von Sprachsignalen erstmals von Ephraim u.a. ([EMJ89], [Eph92])
eingesetzt. Die Verwendung interagierender Kalman-Filter auf der Grundlage von AR-
HMMs wurde beispielsweise in [LS96] und [KLL00] untersucht. Neben den oben genann-
ten Zeitbereichsverfahren existieren auch Methoden, in denen die Kalman-Filterung im
Frequenzbereich durchgefu¨hrt wird [FA00, ZVY06]. Durch die Ausnutzung von Inter-
Frame Korrelationen bei der Filterung des Sprachsignals konnte mit den genannten
Ansa¨tzen aus der Literatur eine hohe perzeptuelle Sprachqualita¨t erzielt werden. Bei
einer anschließenden Spracherkennung mit den auf diese Weise entsto¨rten Sprachsi-
gnalen wurde die Erkennungsleistung anderer Verfahrensklassen wie beispielsweise der
spektralen Wiener-Filterung bislang jedoch nicht erreicht.
Erfolgversprechende Ergebnisse wurden in den letzten Jahren hingegen trotz des
hochgradig nichtlinearen Beobachtungsmodells durch die Ausnutzung von Inter-Frame
Korrelationen bei der modellbasierten Entrauschung der Sprachmerkmale im Log-Spek-
trum bzw. Cepstrum erreicht. Die Inter-Frame Korrelationen werden in diesen Ansa¨tzen
entweder mit SLDMs ([DA04], [KLS05], [SVhW05b], [DBY06]) oder durch die Inte-
gration dynamischer Merkmale erster Ordnung in ein GMM [DDA03b] modelliert. In
[DA04] wird ein SLDM zur Entrauschung der cepstralen Sprachmerkmale eingesetzt.
Dabei wird ein GPB-Algorithmus angewendet, um die a posteriori Wahrscheinlichkei-
ten der Sprachmerkmale zu berechnen. In diesem Ansatz wird fu¨r jedes der linearen
Dynamikmodelle ein Filter eingesetzt, in dem eine approximative MMSE-Scha¨tzung
der Sprachmerkmale berechnet wird. [DA04] verwendet zur MMSE-Scha¨tzung in den
einzelnen Filtern ein Verfahren aus [DDA03b], das auf der Iteration einer SNR-Variable
basiert. Die Scha¨tzwerte der einzelnen Filter werden anschließend entsprechend der Mo-
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dellwahrscheinlichkeiten der zugeho¨rigen Dynamikmodelle zu einer einzelnen Scha¨tzung
kombiniert. Die Parameter des Rauschens werden in [DA04] als konstant angenommen
und aus sprachfreien Signalausschnitten trainiert. In [KLS05] wird der stationa¨re Anteil
des Sprachsignals mit einer versteckten, nicht beobachtbaren Zustandsvariable im Log-
Spektrum modelliert, deren Dynamik mit einem SLDM beschrieben wird. Da sowohl die
versteckte Zustandsvariable als auch die Modellwahrscheinlichkeiten des SLDMs nicht
beobachtbar sind, erfordert dieser Ansatz Heuristiken beim Training der Modellpara-
meter. Die Rauschdynamik wird in [KLS05] mit einem Random-Walk-Zustandsmodell
beschrieben. Um den Zusammenhang zwischen den unverrauschten Sprachmerkmalen,
den verrauschten Merkmalen und dem Rauschen zu modellieren, werden stu¨ckweise
lineare Beobachtungsmodelle herangezogen. Die a posteriori Verteilung des Rauschens
wird mit einem IMM (Interacting Multiple Model)-Algorithmus gemeinsam mit der
Verteilung der unverrauschten Sprachmerkmale berechnet. Verglichen mit [DA04] wer-
den in [KLS05] bessere Ergebnisse bei instationa¨rem Rauschen erzielt, wa¨hrend die
Ergebnisse bei stationa¨rem Rauschen schlechter sind. [DBY06] verwendet ebenfalls ein
SLDM im Log-Spektrum, nimmt im Gegensatz zu [DA04] und [KLS05] jedoch an, dass
die Modellwahrscheinlichkeiten des SLDMs in aufeinander folgenden Sprachrahmen
statistisch abha¨ngig sind. Das Zustandsmodell fu¨r die Dynamik des Rauschens wird
aus Trainingsdaten bestimmt, die keine Sprache enthalten. Insgesamt fu¨hren diese Mo-
difikationen auf einer Zifferndatenbank der Oregon Health & Science Universita¨t zu
besseren Ergebnissen als die Kombination des Zustandsmodells aus [DA04] mit dem
Beobachtungsmodell aus [KLS05]. Eine weitere Verbesserung der Erkennungsergebnisse
wird bei niedrigem Eingangs-SNR durch die Verwendung eines Markovmodells zweiter
Ordnung fu¨r die Sprachdynamik erzielt. In [SVhW05b] werden parallele, nicht mitein-
ander interagierende erweiterte Kalman-Filter im Cepstrum eingesetzt, deren Parame-
ter durch eine Vektorquantisierung der Trainingsdaten ermittelt werden. Dabei wird
die Rauschscha¨tzung mit Hilfe einer Minimum-Statistik im Spektrum durchgefu¨hrt.
Ein direkter Vergleich der Ergebnisse mit den zuvor beschriebenen Verfahren ist nicht
mo¨glich, da die in [SVhW05b] verwendete Baseline wesentlich ho¨her als in den anderen
Verfahren ist. Verglichen mit einem AR-Modell der Ordnung Null ergibt sich durch die
Beru¨cksichtigung von Inter-Frame Korrelationen in [SVhW05b] jedoch eine signifikan-
te Erho¨hung der Erkennungsrate. Die Erkennungsergebnisse ko¨nnen in [Sto06] durch
die Verwendung von AR-Modellen ho¨herer Ordnung weiter verbessert werden, wobei
jedoch Schwierigkeiten hinsichtlich der Komplexita¨t und Robustheit des Verfahrens
auftreten. Durch den Einsatz von Unscented Kalman-Filtern ergibt sich in [Sto06] fu¨r
ein AR-Modell der erster Ordnung keine signifikante Verbesserung gegenu¨ber der Ver-
wendung nicht-iterierter erweiterter Kalman-Filter gleicher Modellordnung. Bei einer
ho¨heren Modellordnung fu¨hrt das UKF auf Kosten einer la¨ngeren Rechenzeit allerdings
zu konsistent besseren Ergebnissen als das nicht-iterierte EKF.
In [DDA04b] wird das ALGONQUIN-Verfahren um die Modellierung von Inter-
Frame Korrelationen erweitert, indem eine bedingte MMSE-Scha¨tzung bei gegebenem
Merkmalsvektor des letzten Sprachrahmens durchgefu¨hrt wird. Dabei wird neben der
a priori Verteilung der statischen Sprachmerkmale, die als GMM modelliert wird, auch
2.3. Bestimmung der Parameter des Rauschmodells 19
ein GMM fu¨r die a priori Verteilung der dynamischen Merkmale trainiert, wobei bei-
de Verteilungen als statistisch unabha¨ngig angenommen werden. Im Gegensatz zum
SLDM weist der beschriebene Ansatz zwei Schwachpunkte bzgl. der Modellierung der
Sprachdynamik auf. Zum Einen wird das Dynamikmodell in Form der dynamischen
Sprachmerkmale ohne die Beru¨cksichtigung aktueller Messungen a priori aus Trainings-
daten festgelegt. Zum Anderen wird fu¨r den Merkmalsvektor des letzten Sprachrahmens
eine Punktscha¨tzung herangezogen, also keine Unsicherheit beru¨cksichtigt. Trotz der
genannten Nachteile fu¨hrt die Modellierung von Inter-Frame Korrelationen in diesem
Ansatz gegenu¨ber der ausschließlichen Verwendung einer a priori Verteilung fu¨r die
statischen Sprachmerkmale zu besseren Erkennungsergebnissen.
Ein weiterer Ansatz, der bereits erfolgreich bei der Kompensation von Paketver-
lusten in der verteilten Spracherkennung umgesetzt wurde [IHU08b], besteht in einer
Quantisierung des Zustandsraumes, die es ermo¨glicht, diskrete U¨bergangswahrschein-
lichkeiten zwischen den Quantisierungsklassen aufeinander folgender Sprachrahmen zu
trainieren. Zur Merkmalsentsto¨rung hat sich dieser Ansatz, der in [IHU08a] vero¨ffent-
licht wird, jedoch bislang als weniger robust als die Verwendung schaltender Modelle
erwiesen, so dass in [IHU08a] nur Ergebnisse bei bekannter Verteilung des Rauschens
angegeben werden ko¨nnen.
Die Erkennungsleistung des AFE konnte auf der AURORA2-Datenbank unter den
in [ETS05] standardisierten Bedingungen durch die modellbasierte Entrauschung der
mit dem SFE extrahierten Sprachmerkmale mit den oben genannten Verfahren bislang
nicht erreicht werden. Allerdings ergibt sich ein konsistenter Rahmen, in dem sowohl
im Front-End als auch im Back-End die Sprachmerkmale im cepstralen Bereich bzw.
dem damit linear verknu¨pften log-spektralen Bereich statistisch modelliert werden.
In den na¨chsten beiden Abschnitten werden zwei weitere wichtige Aspekte fu¨r die
im Rahmen dieser Arbeit durchgefu¨hrten Untersuchungen behandelt, na¨mlich die Be-
stimmung der Parameter des Rauschmodells sowie der Austausch von Informationen
zwischen dem Front-End und dem Back-End.
2.3 Bestimmung der Parameter des Rauschmodells
Ein wichtiger Aspekt bei der Entrauschung der Sprachmerkmale ist die Bestimmung
des Rauschens. In einigen Anwendungen ist es mo¨glich, die Parameter des Rauschmo-
dells aus sprachfreien Signalbereichen zu scha¨tzen. Dabei kann das Rauschen als sta-
tiona¨r angenommen werden oder wie in [STBP01] zwischen den Rauschparametern
am Anfang und Ende des Satzes interpoliert werden. Die Verwendung einer Sprach-
aktivita¨tsdetektion (VAD), falls die sprachfreien Signalbereiche nicht a priori bekannt
sind, hat sich insbesondere bei schlechtem Eingangs-SNR als unzuverla¨ssig herausge-
stellt [MW97]. Bei instationa¨rem Rauschen ist die Bestimmung des Rauschens aus
sprachfreien Signalbereichen mit dem weiteren Nachteil verbunden, dass die Rausch-
scha¨tzung nicht sta¨ndig aktualisiert wird. Eine mo¨gliche Lo¨sung fu¨r das zweite Problem
stellt der Einsatz einer VAD mit weicher Entscheidung dar [SS98], [MCA99], [AH04],
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deren Zuverla¨ssigkeit allerdings ein kritischer Punkt in Hinblick auf die Qualita¨t der
Rauschscha¨tzung bleibt.
[HE95] und [RD01] fu¨hren die Scha¨tzung des Rauschens im Energiespektrum auf
der Grundlage von Histogrammen durch. Die vorgeschlagenen Methoden erfordern je-
doch einen großen Speicher- und Rechenaufwand und liefern bei einem niedrigen SNR
ebenfalls unzuverla¨ssige Scha¨tzwerte.
Eine weitere Mo¨glichkeit, die Parameter des Rauschens zu bestimmen, besteht in
der Anwendung einer Minimum-Statistik [Mar94], [Mar01]. In diesem Ansatz werden
die Minima des gegla¨tteten Energiedichtespektrums innerhalb vorgegebener Fenster
der einzelnen Frequenzba¨nder bestimmt. Dabei wird die Annahme zugrunde gelegt,
dass das verrauschte Sprachsignal innerhalb der einzelnen Frequenzba¨nder auch wa¨h-
rend aktiver Sprachphasen auf den Rauschpegel zuru¨ckfa¨llt. Die Minima werden nach
einer Bias-Korrektur als Scha¨tzwerte fu¨r den spektralen Rauschpegel verwendet. Eine
verwandte Methode ist die in [CB01] eingefu¨hrte Minima-Controlled-Recursive-Avera-
ging (MCRA)-Technik. In der MCRA-Technik wird die Rauschscha¨tzung als gewichtete
Summe des aktuellen Wertes des gegla¨tteten Energiedichtespektrums und der Rausch-
scha¨tzung fu¨r den letzten Sprachrahmen berechnet. Dabei wird aus den Minima des ge-
gla¨tteten Energiedichtespektrums der bei der Gewichtung eingesetzte Gla¨ttungsfaktor
berechnet. Das IMCRA-Verfahren [CB02] stellt eine Erweiterung der MCRA-Technik
dar, in der das Tracking der Minima und die Gla¨ttung des Energiedichtespektrums in
zwei Iterationen durchgefu¨hrt werden. Ein schnelleres Tracking des Rauschpegels wurde
in [RL06] durch eine andere Strategie bei der Berechnung der Sprachwahrscheinlichkeit
und dem Tracking der Minima erreicht.
In [HJH07] wird zur Rauschscha¨tzung eine Eigenwertzerlegung der Korrelationsma-
trix zwischen den verrauschten DFT-Komponenten durchgefu¨hrt, wodurch eine schnelle
Adaption der Scha¨tzung erreicht wird. Dabei wird die spektrale Rauschvarianz als Mit-
telwert der kleinsten Eigenwerte der Korrelationsmatrix gescha¨tzt, wobei angenommen
wird, dass die entsprechenden Eigenwerte der Korrelationsmatrix des unverrauschten
Sprachsignals den Wert Null haben. Die Anzahl der bei der Rauschscha¨tzung beru¨ck-
sichtigten Eigenwerte ergibt sich in dieser Methode aus der Rauschscha¨tzung des letzten
Sprachrahmens.
Die Transformation der spektralen Rauschscha¨tzungen ins Cepstrum wird in
[SVhW06a] untersucht. Dabei ist eine Heuristik fu¨r die Varianz des Rauschens erfor-
derlich, falls die spektralen Methoden nur Punktscha¨tzungen des Rauschens liefern. In
[SVhW06a] wird die Varianz der spektralen Rauschscha¨tzung proportional zum Qua-
drat des Rauschens gewa¨hlt.
Neben den genannten Verfahren existiert eine Reihe von Ansa¨tzen, um die Rausch-
scha¨tzung direkt im Log-Spektrum oder im Cepstrum durchzufu¨hren. Diese ko¨nnen in
Methoden, in denen die Parameter des Rauschens mit einem EM-Algorithmus bestimmt
werden, sowie Verfahren, in denen die Dynamik des Rauschens mit einem Zustandsmo-
dell beschrieben wird, unterteilt werden. Ein Block-EM-Algorithmus, in dem gleichzei-
tig die Parameter des additiven und des Faltungsrauschens ermittelt werden, wird be-
reits in dem in [Mor96] eingefu¨hrten VTS-Verfahren verwendet. In [KKKK97] wird die
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Rauschscha¨tzung, die sich aus dem EM-Algorithmus ergibt, mit der a priori Verteilung
des Rauschens aus repra¨sentativen Trainingsdaten kombiniert. Eine Modifikation des
EM-Algorithmus wird in [FA04] untersucht. In diesem Ansatz werden fu¨r Sprache und
Sprachpausen verschiedene GMMs trainiert. Das additive Rauschen wird in Sprach-
pausen aktualisiert, die sich aus einer harten VAD-Entscheidung auf der Grundlage der
Modellwahrscheinlichkeiten der beiden GMMs ergeben, wa¨hrend die Parameter des Be-
obachtungsmodells, die das Faltungsrauschen modellieren, mit einem EM-Algorithmus
gescha¨tzt werden. Daneben sind auch sequentielle EM-Algorithmen entwickelt worden,
die eine kausale Scha¨tzung der Rauschparameter ermo¨glichen, indem die Parameter-
scha¨tzung fu¨r jeden neuen Sprachrahmen aktualisiert wird [Kim98b, DDA03a, Afi05].
In den bereits in Abschnitt 2.2.2 angefu¨hrten Verfahren von Frey und Droppo
[FDAK03, DA04] wird die a posteriori Verteilung des Rauschens fu¨r jeden Sprachrah-
men einzeln innerhalb eines Bayes’schen Ansatzes optimiert.
Eine weitere Mo¨glichkeit besteht in einer auf der Verwendung von Dynamikmodel-
len basierenden sequentiellen Scha¨tzung des Rauschens. Dynamische Systeme wurden
im Bereich der Spracherkennung erstmals in [VM90] zur Modellierung des Rauschens
eingesetzt, wobei das Rauschen als Ausgangssignal eines HMMs modelliert wurde. In
[Kim98a] wird das Rauschen mit einem Zustandsmodell der Form
nt = nt−1 + vt, vt ∼ N (vt; 0,V) (2.18)
beschrieben, dessen KovarianzmatrixV experimentell bestimmt wird. In diesem Ansatz
wird ein IMM zur Zustandsscha¨tzung eingesetzt, wobei die Sprache als Mischungsver-
teilung dargestellt wird, deren Komponenten jeweils ein stu¨ckweise lineares Beobach-
tungsmodell zugeordnet ist. Die Untersuchungen in [Kim02] zeigen jedoch, dass die
Dynamik des Rauschens auf diese Weise nicht ada¨quat modelliert wird. Aus diesem
Grund wird in [Kim02] eine theoretisch nicht motivierte Korrektur der Kalman-Ver-
sta¨rkung durch die Multiplikation mit einem konstanten Faktor durchgefu¨hrt. Daneben
werden in [Kim02] die adaptive Scha¨tzung von V sowie eine approximative Gla¨ttung
der Zustandsscha¨tzung innerhalb des IMM-Ansatzes untersucht. [SR03] verwendet ein
AR-Modell erster Ordnung:
nt = Dnt−1 + vt, vt ∼ N (vt; 0,V). (2.19)
Dabei werden die Modellparameter D und V aus Trainingsdaten, die repra¨sentativ
fu¨r die eingesetzten Rauschtypen sind, bestimmt. In diesem Ansatz, in dem die Ver-
teilung der Sprache ebenfalls als GMM modelliert wird, wird die Linearisierung des
Beobachtungsmodells durch die Verwendung eines SIR-Partikelfilters vermieden. Die
Erweiterung auf ein AR-Modell ho¨herer Ordnung wird in [RSS04] untersucht, wodurch
jedoch keine signifikante Verbesserung erzielt wird.
In [YL04, SHU05, FN05, FN06] werden auf der Grundlage des in [SR03] und [RSS04]
verwendeten Ansatzes verschiedene Partikelfiltertechniken untersucht, um die a poste-
riori Verteilung des Rauschens zu berechnen. Ein IMM-Algorithmus mit interagierenden
Unscented Kalman-Filtern wird in [DDA05] angewendet.
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Wie in Abschnitt 2.2.2 angefu¨hrt, wurden einige der genannten Methoden auch in
Verbindung mit schaltenden Modellen fu¨r die Dynamik der Sprachmerkmale erprobt.
Wa¨hrend [SVhW06a] die IMCRA-Methode zur spektralen Rauschscha¨tzung verwendet,
wird in [KLS05] das Rauschmodell aus Gl. (2.18) und in [DBY06] das Rauschmodell
aus Gl. (2.19) eingesetzt.
2.4 Austausch von Informationen zwischen Front-
End und Back-End
In den meisten Spracherkennungssystemen, die auf dem statistischen Ansatz basieren,
der in Abschnitt 2.1 beschrieben wird, wird eine strikte Trennung zwischen dem Front-
End, in dem die Sprachmerkmale extrahiert und entrauscht werden, und dem Back-
End, in dem die Suche durchgefu¨hrt wird, vorgenommen. Dabei wird in vielen Ansa¨tzen
im Front-End eine Punktscha¨tzung des unverrauschten Merkmalsvektors ermittelt, die
im Back-End als Beobachtungsvektor verwendet wird. Wenn ein statistischer Ansatz
im Front-End herangezogen wird, ko¨nnen jedoch bessere Erkennungsergebnisse erzielt
werden, indem die gesamte a posteriori Verteilung der Sprachmerkmale, beispielsweise
in Form einer Gaußverteilung oder Gaußmischungsverteilung, an das Back-End weiter-
gegeben wird und somit die Unsicherheit der Scha¨tzung beru¨cksichtigt wird. Daneben
sind in ju¨ngerer Vergangenheit Ansa¨tze vero¨ffentlicht worden, in denen Informationen
aus dem Back-End in das Front-End zuru¨ckgekoppelt werden, um so die Qualita¨t der
Sprachmerkmale zu verbessern.
Untersuchungen zum Uncertainty Decoding sind beispielsweise in [MBB01], [AC02],
[KF02], [DAD02b], [MAC03], [SVhW04], [LG04], [BST+04], [DDA05], [LG06], [XRK06],
[SVhW06b], [IHU08b] durchgefu¨hrt worden. [MBB01] verwendet anstelle einzelner
Scha¨tzwerte fu¨r die Merkmale xt der Dimension Nc eine Evidenzfunktion s
′(xt) und
berechnet im Erkenner statt der Likelihood p(xt|qt) des Scha¨tzwertes xt den Erwar-
tungswert von p(xt|qt) bzgl. s
′(xt). Zu diesem Zweck wird das Integral∫
RNc
p(xt|qt)s
′(xt)dxt (2.20)
ausgewertet. Die Evidenzfunktion s′(xt) wird in [MBB01] fu¨r jede Komponente x
(c)
t des
Merkmalsvektors xt als Linearkombination zweier Verteilungen f1(x
(c)
t ) und f2(x
(c)
t )
modelliert, die entsprechend der Zuverla¨ssigkeit von xt gewichtet werden. In [AC02]
wird die Likelihood p(xt|qt) mit der a posteriori Verteilung p(xt|yt) anstelle der Evi-
denzfunktion s′(xt) gewichtet. Dabei wird p(xt|yt) als einzelne Gaußverteilung mo-
delliert und im Front-End mittels einer aus Stereopaaren berechneten Abbildung aus
den verrauschten Sprachmerkmalen bestimmt. [KF02] leitet aus der Formulierung des
Optimierungsproblems fu¨r verrauschte Sprachdaten die Likelihood
p(yt|qt) =
∫
RNc
p(xt|yt)p(xt|qt)
p(xt)
dxt (2.21)
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her, deren Parameter mit dem ALGONQUIN-Verfahren ermittelt werden. Die Beru¨ck-
sichtigung von Inter-Frame Korrelationen in der von [KF02] formulierten Decodierregel
(Gln. 2.21) wird in [IHU08b] durch die Ersetzung von p(xt|yt) durch p(xt|yT1 ) erreicht.
In [DAD02b] wird die Likelihood p(yt|qt) berechnet, indem das zu Gl. 2.21 proportio-
nale Integral
p(yt|qt) =
∫
RNc
p(yt|xt)p(xt|qt)dxt (2.22)
ausgewertet wird. Die Likelihood p(yt|xt) wird in diesem Ansatz als Gaußmischungsver-
teilung modelliert, deren Parameter im Front-End mit dem SPLICE-Verfahren
[DAPH00] bestimmt werden. [LG04] gibt neben der Ermittlung der Parameter der
Verteilung p(yt|xt) mit Hilfe des SPLICE-Verfahrens eine zweite Mo¨glichkeit zur Para-
meterbestimmung an, das auf der Berechnung der gemeinsamen Verteilung von xt und
yt basierende Joint-Schema. Wie [LG04] zeigt, ko¨nnen die Parameter des SPLICE- und
des Joint-Schemas auch mit Front-End Techniken wie VTS, die nicht auf einem Training
mit Stereodaten basieren, bestimmt werden. Die Anwendung des Joint-Schemas erfor-
dert allerdings einen datenbasierten Ansatz bei der Berechnung der Kovarianzmatrix
Σxy zwischen xt und yt. Eine analytische Berechnungsmo¨glichkeit der Kovarianzmatrix
Σxy wird in [XRK06] angegeben. [LG06] thematisiert die Instabilita¨t des Verfahrens fu¨r
die Singularita¨t von Σxy, die er durch eine Begrenzung der Parameter verhindert. In
[SVhW04] werden zwei weitere Mo¨glichkeiten des Uncertainty Decodings untersucht.
Die eine Mo¨glichkeit besteht darin, verschiedene Punktscha¨tzungen an das Back-End zu
u¨bergeben und bei der Decodierung der Sprachmerkmale die Wahrscheinlichste auszu-
wa¨hlen. Daneben wird vorgeschlagen, die Varianz der a posteriori Wahrscheinlichkeit,
die im Front-End berechnet wird, mit einem konstanten Faktor zu multiplizieren und
zu den Varianzen der Mischungsverteilungen im Back-End zu addieren. In [SVhW06b]
werden verschiedene Mo¨glichkeiten untersucht, die Gewichte der in dem ersten Ansatz
u¨bergebenen Deltafunktionen mit Informationen aus dem Back-End anzupassen. Die
Kombination eines Partikelfilteransatzes zur Verbesserung der Sprachmerkmale mit
Uncertainty Decoding wird in [MAC03] untersucht. In [BST+04] wird das Konzept
des Uncertainty Decodings fu¨r ein Wiener-Filter angewendet, wobei die Varianz der
Sprachmerkmale durch eine Heuristik approximiert werden muß.
[FW06] und [YSW07] untersuchen in ihren Arbeiten die Ru¨ckkopplung von Erken-
nungsergebnissen in das Front-End. Zu diesem Zweck fu¨hren sie eine zweistufige Erken-
nung durch. In [FW06] wird ein Partikelfilter verwendet, um die a posteriori Verteilung
der Sprachmerkmale zu berechnen. Die Dynamik des Rauschens wird in diesem Ansatz
mit einem Zustandsmodell beschrieben. Die a priori Verteilung p1(xt) = ptrain(xt) der
Sprachmerkmale wird mit einem GMM modelliert, fu¨r dessen Parameter in der ers-
ten Stufe der Erkennung vorberechnete Werte aus dem Training verwendet werden. In
der zweiten Stufe werden die Erkennungsergebnisse zuru¨ckgekoppelt, um die a prio-
ri Verteilung p2(xt) abha¨ngig von dem Phonem, das im Erkenner fu¨r den jeweiligen
Sprachsignalabschnitt detektiert wurde, festzulegen. Da nur eine Hypothese u¨ber die
wahrscheinlichste Phonemsequenz zuru¨ckgekoppelt wird, treten mit einer phonemspe-
zifischen a priori Verteilung p2(xt) = pphon(xt) starke Schwankungen der Parameter von
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p2(xt) beim Schalten zwischen den Phonemen auf. Weiterhin wird die zuru¨ckgekoppelte
Hypothese gegenu¨ber anderen, mo¨glichen Hypothesen zu stark gewichtet. Aus diesem
Grund modelliert [FW06] die a priori Verteilung in der zweiten Erkennungsstufe als
Mischungsverteilung
p2(xt) = αpphon(xt) + (1− α)ptrain(xt) (2.23)
mit festgelegtem Gewichtungsfaktor α. Mit dem Mischungsmodell ergeben sich auf
einer Spezialdatenbank, die ungefa¨hr 45 Minuten kontinuierlich gesprochener Sprache
entha¨lt, gegenu¨ber dem a priori Modell etwas bessere Erkennungsergebnisse, wobei die
Gewinne vor allem bei niedrigem SNR auftreten.
[YSW07] verwendet einen wortgraphbasierten Ansatz zur Entrauschung der Sprach-
merkmale. In der ersten Stufe werden die Sprachmerkmale durch eine spektrale Sub-
traktion entrauscht [KSS06] und im Cepstrum mittels einer CMN normalisiert. Bei
der anschließenden Decodierung wird anstelle einer einzelnen Hypothese u¨ber die beste
Wortsequenz ein Wortgraph erzeugt. In der zweiten Stufe werden die Erwartungs-
werte der Sprachmerkmale fu¨r die einzelnen Hypothesen des Wortgraphens in den
MEL-Frequenzbereich transformiert, wo sie neben einer Rauschscha¨tzung zur Wiener-
Filterung der verrauschten Sprachmerkmale eingesetzt werden. Die Decodierung erfolgt
nach der Anwendung einer CMN in einem durch den Wortgraphen eingeschra¨nkten
Suchraum. Auf der AURORA2-Datenbank konnte mit diesem Verfahren im Vergleich
zu der spektralen Subtraktion, die in der ersten Stufe durchgefu¨hrt wird, und einer
GMM-basierten Merkmalsentrauschung eine deutlich ho¨here Erkennungsrate erzielt
werden.
Kapitel 3
Wissenschaftliche Ziele
Der statistische Spracherkennungsansatz auf der Basis von HMMs, der in Kapitel 2
ausfu¨hrlich beschrieben wird, wird zur Zeit in nahezu allen kommerziellen Anwendun-
gen im Bereich der ASR eingesetzt. Wie in Abschnitt 2.2 ausgefu¨hrt wurde, besteht ein
wesentlicher Schwachpunkt dieses Ansatzes in der fehlenden Ausnutzung statistischer
Abha¨ngigkeiten zwischen den Merkmalsvektoren aufeinander folgender Sprachrahmen.
Das betrifft sowohl die akustische Modellierung mit HMMs im Back-End des Erken-
ners als auch eine modellbasierte Merkmalsentsto¨rung auf der Basis von GMMs. An
dieser Stelle setzt die vorliegende Arbeit an, deren Ziel die Beru¨cksichtigung statis-
tischer Abha¨ngigkeiten zwischen den Sprachmerkmalen verschiedener Sprachrahmen
innerhalb des dargestellten Spracherkennungssystems ist. Wie aus dem Literaturu¨ber-
blick in Abschnitt 2.2.2 hervorgeht, erscheint die Modellierung der Sprachdynamik mit
SLDMs als erfolgversprechender Ansatz, um Inter-Frame Korrelationen bei der Merk-
malsentsto¨rung im Front-End zu beru¨cksichtigen. Die betrachteten Methoden fu¨hren
auf der AURORA2 Datenbank zwar zu schlechteren Erkennungsraten als das AFE.
Durch die statistische Modellierung der Sprachmerkmale im Cepstrum ergibt sich aller-
dings ein konsistenter Rahmen, der den Austausch von Informationen zwischen Front-
End und Back-End des Erkenners erleichtert. Zuna¨chst wird in Kapitel 4 die Entrau-
schung der Sprachmerkmale im Front-End unabha¨ngig von der Erkennung im Back-
End betrachtet. In Abschnitt 4.1 wird der statistische Modellierungsansatz eingefu¨hrt,
der die Modellierung der Sprachdynamik mit schaltenden Modellen im Cepstrum, die
Beru¨cksichtigung der Rauschdynamik sowie das nichtlineare Beobachtungsmodell fu¨r
die verrauschten Sprachmerkmale umfaßt. Auf dieser Grundlage soll in Abschnitt 4.2
die Berechnung der a posteriori Wahrscheinlichkeit der Sprachmerkmale untersucht
werden. Dazu wird alternativ zu einem Filter, das in [DA04] entwickelt wurde (sie-
he Anhang C.3), die Filterung mit schaltenden EKFs betrachtet. Daneben soll das
ALGONQUIN-Verfahren [FDAK03], das verglichen mit den in Abschnitt 2.1.1 be-
trachteten Methoden die besten Erkennungsergebnisse bei einer Sprachmodellierung
mit GMMs liefert, in den SLDM-Ansatz integriert werden. Basierend auf der Vektor-
taylorreihenentwicklung eines in [Gal95] angegebenen Beobachtungsmodells soll dieser
Ansatz in Abschnitt 4.3 um dynamische Merkmale erweitert werden, die eine kompakte
Repra¨sentation statistischer Abha¨ngigkeiten u¨ber mehr als einen Sprachrahmen dar-
stellen. Um die Robustheit und Effizienz des Filters zu erho¨hen, kann die Dimension
des Subvektors, der die dynamischen Merkmale repra¨sentiert, mittels einer Principal
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Component Analysis (PCA) reduziert werden. Die Gla¨ttung der Sprachmerkmale mit
schaltenden Modellen wird in Abschnitt 4.4 betrachtet. Abschließend wird die mo-
dellbasierte Merkmalsentsto¨rung in Abschnitt 4.5 experimentell untersucht und mit
bekannten Ansa¨tzen aus der Literatur verglichen.
Ein kritischer Punkt bei der Berechnung der a posteriori Wahrscheinlichkeit der
Sprachmerkmale stellt die Bestimmung des Umgebungsrauschens dar. Dieses Problem
wird in Kapitel 5 aufgegriffen. Basierend auf den in Abschnitt 2.3 dargestellten An-
sa¨tzen zur Rauschscha¨tzung soll ein neues Rauschmodell eingefu¨hrt werden, das in
den in Kapitel 4 untersuchten Ansatz integriert werden kann. Die Dynamik des Rau-
schens wird in diesem Modell mit einer versteckten, nicht-beobachtbaren Zufallsvariable
mit kontinuierlichem Wertebereich modelliert. Zur Parameterscha¨tzung sollen in Ab-
schnitt 5.1 und Abschnitt 5.2 EM-Algorithmen hergeleitet werden. In Abschnitt 5.3
wird die Rauschscha¨tzung experimentell untersucht.
In Kapitel 6 werden die Merkmalsentsto¨rung und die anschließende Decodierung der
Sprachmerkmale in einem gemeinsamen statistischen Rahmen betrachtet. Dazu soll das
Optimierungsproblem, das in Abschnitt 2.1 fu¨r unverrauschte Sprachmerkmale formu-
liert wurde, auf der Grundlage eines gegenu¨ber [KF02] und [IHU08b] modifizierten
statistischen Modells, in dem zusa¨tzlich Langzeitabha¨ngigkeiten zwischen den Sprach-
merkmalen modelliert werden, auf verrauschte Sprachmerkmale erweitert werden. Die
Decodierung der Sprachmerkmale mit dem erweiterten Modell wird in Abschnitt 6.1
theoretisch betrachtet und in Abschnitt 6.3 experimentell untersucht. In Abschnitt 6.2
wird grundlegend fu¨r die Untersuchungen in Kapitel 7 und Kapitel 8 die Skalierung des
Sprachmodells und des Akustikmodells, auf die bereits in Abschnitt 2.1 eingegangen
wurde, ausfu¨hrlicher behandelt.
Die Erweiterung des HMMs in Abschnitt 6.1 fu¨hrt zu einer modifizierten Emis-
sionsverteilung des HMMs, in der statistische Abha¨ngigkeiten von den Sprachmerk-
malen vorangehender Sprachrahmen beru¨cksichtigt werden. Diese sollen in Kapitel 7
durch statistische Abha¨ngigkeiten zwischen den Mischungskomponenten der Emissi-
onsverteilung approximiert werden. Fu¨r das resultierende segmentielle HMM soll in
Abschnitt 7.1 eine effiziente Suchstrategie entwickelt werden. Ein mo¨glicher Ansatz be-
steht darin, die optimale Sequenz der HMM-Zusta¨nde unvera¨ndert mit einem Viterbi-
Algorithmus zu berechnen und die Mischungsgewichte mit einem diskreten Filter im
Vorwa¨rtsschritt des Viterbi-Algorithmus zu aktualisieren. Der Speicheraufwand soll in
Abschnitt 7.2 durch die Verwendung schaltender Dynamikmodelle bei der Decodierung
reduziert werden. Die Ergebnisse der experimentellen Untersuchungen werden abschlie-
ßend in Abschnitt 7.3 angegeben.
In Kapitel 8 sollen die Informationen aus den komplexen Sprach- und Akustik-
modellen des Spracherkenners bei der Merkmalsentsto¨rung im Front-End beru¨cksich-
tigt werden. Zuna¨chst werden in Abschnitt 8.1 Unterschiede zwischen dem SLDM und
dem HMM herausgearbeitet, die eine Kombination der beiden Modelltypen erfolgver-
sprechend erscheinen lassen. Anschließend sollen innerhalb eines statistischen Ansatzes
(Abschnitt 8.2) Methoden hergeleitet werden, die es ermo¨glichen, Informationen in das
Front-End zuru¨ckzukoppeln. Eine Mo¨glichkeit, die in Abschnitt 8.3 untersucht wird, be-
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steht darin, einen statistischen Zusammenhang zwischen den HMM-Zusta¨nden und den
schaltenden Dynamikmodellen im Front-End des Spracherkenners auszunutzen, um die
a posteriori Verteilung der Sprachmerkmale genauer zu bestimmen. Daneben kann die
Verteilung der Sprachmerkmale unmittelbar mit den Informationen aus dem Erkenner
beeinflußt werden (Abschnitt 8.4). Neben diesen beiden Ansa¨tzen ist es mo¨glich, die
Informationen zu einer verbesserten Rauschscha¨tzung auszunutzen (Abschnitt 8.5). Bei
der Ru¨ckkopplung von Informationen aus dem Back-End erscheint es als erfolgverspre-
chend, anstelle der besten Zustandsfolge, die mit einem Viterbi-Algorithmus berechnet
werden kann, die a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde zu ermitteln,
um auf diese Weise die Unsicherheit der Scha¨tzung zu beru¨cksichtigen und die Versta¨r-
kung von Fehlentscheidungen zu vermeiden (Abschnitt 8.6). Die exakten a posteriori
Wahrscheinlichkeiten der HMM-Zusta¨nde ko¨nnen mit einem Vorwa¨rts-Ru¨ckwa¨rts-Al-
gorithmus auf Zustandsebene berechnet werden, der in Abschnitt 8.6.1 beschrieben
wird. Außerdem soll in Abschnitt 8.6.2 untersucht werden, inwieweit die Berechnung
der HMM-Zusta¨nde durch einen Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Wortebene be-
schleunigt werden kann. In Abschnitt 8.7 wird die Ru¨ckkopplung von Informationen in
das Front-End des Spracherkenners experimentell untersucht.
Abschließend wird in Kapitel 9 eine Zusammenfassung der Forschungsergebnisse
sowie ein Ausblick auf mo¨gliche weiterfu¨hrende Arbeiten gegeben.
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Kapitel 4
Entrauschung der Sprachmerkmale mit
schaltenden Modellen
In dem folgenden Kapitel wird die Entrauschung der Sprachmerkmale im Front-End des
Spracherkenners betrachtet. Dabei soll, wie in Kapitel 3 motiviert wurde, ein statisti-
scher, modellbasierter Ansatz zugrunde gelegt werden. Die Entrauschung soll jeweils fu¨r
einen einzelnen Satz mit T Sprachrahmen durchgefu¨hrt werden. Das Ziel besteht in der
Bestimmung der a posteriori Wahrscheinlichkeit p(xt|yT1 ) der unverrauschten, cepstra-
len Sprachmerkmale xt bei gegebenen verrauschten Sprachmerkmalen y
T
1 = y1 . . .yT .
Zuna¨chst wird unter vereinfachten Modellannahmen fu¨r ein unverrauschtes Sprach-
signal untersucht, inwieweit es erfolgversprechend ist, Korrelationen zwischen aufein-
ander folgenden Sprachrahmen bei der statistischen Modellierung zu beru¨cksichtigen.
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Abbildung 4.1: Mittlerer quadratischer Pra¨diktionsfehler auf unverrauschten Sprachda-
ten der AURORA2 Datenbank fu¨r AR-Modelle der Ordnung Nar
Abb. 4.1 zeigt den mittleren quadratischen Pra¨diktionsfehler
dx =
1
Tset
Tset∑
t=1
(
x
(0)
t −
Nar∑
l=1
A
(0,0:Nc−1)
l xt−l − b
(0)
)2
(4.1)
der Energiekomponente x
(0)
t des Nc-dimensionalen Merkmalsvektors xt fu¨r die unver-
rauschten Sprachdaten der Tset Sprachrahmen aus Sub-Set A der in Anhang A.1 be-
schriebenen AURORA2 Sprachdatenbank. Dabei wird die Sprachdynamik mit autore-
gressiven (AR-) Modellen der Ordnungen Nar = 0, . . . , 3 mit den ParameternA
(0,0:Nc−1)
l
und b(0) beschrieben, die wie in Abschnitt 4.1.0.1 fu¨r Nar = 1 dargestellt, aus den
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rauschfreien Trainingsdaten der AURORA2 Datenbank ermittelt wurden. Aus der Ab-
bildung wird ersichtlich, dass der mittlere quadratische Pra¨diktionsfehler unter den
gegebenen Modellannahmen durch die Beru¨cksichtigung von Inter-Frame Korrelatio-
nen deutlich reduziert wird.
Wie die experimentellen Untersuchungen in Abschnitt 4.5 zeigen, wird die Dyna-
mik der Sprachmerkmale in der Praxis nur unzureichend mit einem einzelnen linearen
Dynamikmodell beschrieben. Die Ausfu¨hrungen in Abschnitt 2.2.2 lassen schaltende,
lineare Dynamikmodelle (SLDMs) hingegen als erfolgversprechenden Ansatz zur Merk-
malsentsto¨rung erscheinen. In diesem Ansatz wird die Trajektorie der Sprachmerkmale
durch einen Satz linearer Dynamikmodelle beschrieben, die zu jedem Zeitpunkt unter
Beru¨cksichtigung aktueller Beobachtungen des Merkmalsvektors gewichtet werden. Ne-
ben der Sprache wird auch das Rauschen modelliert, das mit den unverrauschten und
verrauschten Sprachmerkmalen u¨ber ein hochgradig nichtlineares Beobachtungsmodell
verknu¨pft ist (vgl. Abschnitt 4.1). Die a posteriori Verteilung des Zustandsvektors kann
mit Filtern fu¨r die einzelnen linearen Dynamikmodelle aktualisiert werden, wobei die
Verteilungen an den Filterausga¨ngen zusammengefaßt werden mu¨ssen, um einen expo-
nentiellen Anstieg des Rechenaufwandes mit der Anzahl der betrachteten Sprachrah-
men zu verhindern (siehe Abschnitt 4.2). Zur Approximation der bedingten a posteriori
Verteilungen der einzelnen Filter des SLDMs wird neben einer in [DDA03b] eingefu¨hr-
ten Technik die Integration des ALGONQUIN-Algorithmus in den SLDM-Ansatz un-
tersucht (Abschnitt 4.2.0.4). Die Grundlage dazu stellt ein ebenfalls in Abschnitt 4.2.0.4
beschriebenes erweitertes Kalman-Filter dar. In Abschnitt 4.3 wird ein verbessertes
Zustands- und Beobachtungsmodell eingefu¨hrt, das auf der Ausnutzung von Informa-
tionen in den dynamischen Sprachmerkmalen erster und zweiter Ordnung basiert. Eine
robuste und effiziente Integration der dynamischen Merkmale in das erweiterte Kalman-
Filter wird durch die Anwendung einer Hauptachsentransformation (PCA) erreicht,
mit der die dynamischen Merkmalsvektoren auf wenige zusa¨tzliche Komponenten re-
duziert werden. Die Gla¨ttung der Sprachmerkmale wird in Abschnitt 4.4 beschrieben.
In Abschnitt 4.5 werden experimentelle Untersuchungen durchgefu¨hrt. Diese umfassen
qualitative Untersuchungen zu charakteristischen Systemeigenschaften, Auswirkungen
der Parametrisierung, Systemvarianten sowie einordnende Vergleiche mit bekannten
Verfahren aus der Literatur.
4.1 Statistische Modellierung
Das statistische Modell, auf dessen Grundlage die Entrauschung der Sprachmerkmale
durchgefu¨hrt wird, ist in Abb. 4.2 graphisch dargestellt.
In schaltenden, linearen Dynamikmodellen wird das zeitliche Verhalten der Sprach-
merkmale xt mit U¨bergangswahrscheinlichkeiten p(xt|xt−1, st), die von einer diskreten
Variable st abha¨ngen und mit linearen Zustandsgleichungen beschrieben werden ko¨n-
nen, modelliert. Im Folgenden werden, genauso wie in [DA04], lineare Zustandsglei-
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Abbildung 4.2: Graphisches Modell des SLDMs
chungen der Form
xt = A(st)xt−1 + b(st) + ut, ut ∼ N (ut; 0,C(st)) (4.2)
angenommen, wobei die Modellparameter A(st), b(st) und C(st) von der Zustands-
variable st abha¨ngen. In Gl. (4.2) werden Modellierungsfehler durch das Zustandsrau-
schen ut beru¨cksichtigt. Zwischen den SLDM-Zusta¨nden st−1 und st wird keine direkte
statistische Abha¨ngigkeit angenommen. Der statistische Zusammenhang zwischen den
unverrauschten Sprachmerkmalen xt, den verrauschten Sprachmerkmalen yt und dem
Rauschen nt kann in Form eines Beobachtungsmodells angegeben werden.
In den folgenden Unterabschnitten werden das Training der Modellparameter, die
Beru¨cksichtigung der Dynamik des Rauschens in einem erweiterten Zustandsmodell,
sowie das Beobachtungsmodell dargestellt.
4.1.0.1 Training der Modellparameter
Die Modellparameter ko¨nnen mittels eines EM-Algorithmus aus unverrauschten Trai-
ningsdaten xt gescha¨tzt werden [DA04]. Dabei wird zwischen der Berechnung der Mo-
dellwahrscheinlichkeiten
γmt = P (st = m|x
T
1 ) ∝ p(xt|xt−1, m)P (m) = N (xt;A(m)xt−1 + b(m),C(m))P (m)
(4.3)
fu¨r die Modelle m = 1 . . .M und der Scha¨tzung der Modellparameter
A(m) = (〈xt−1x
′
t−1〉m − 〈xt−1〉m〈x
′
t−1〉m)
−1(〈xtx
′
t−1〉m − 〈xt〉m〈x
′
t−1〉m)
b(m) = 〈xt〉m −A(m)〈xt−1〉m
C(m) = 〈(xt −A(m)xt−1 − b(m))(xt −A(m)xt−1 − b(m))
′〉m
P (m) =
1
T
T∑
t=1
γmt
(4.4)
iteriert. T bezeichnet in Gl. (4.4) die Anzahl der Sprachrahmen in allen Trainingssa¨tzen.
Wie in [DA04] wird die Kurznotation < . >m fu¨r den gewichteten Mittelwert u¨ber die
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Trainingsdaten verwendet, z.B.
〈xtx
′
t−1〉m =
∑T
t=1 γ
m
t xtx
′
t−1∑T
t=1 γ
m
t
. (4.5)
Die Initialisierung der Modellparameter wird, wie in Anhang D.1 beschrieben, mit
einem Splitting-Algorithmus durchgefu¨hrt.
4.1.0.2 Integration des Rauschmodells
Um die zeitvariante Charakteristik des Hintergrundrauschens beru¨cksichtigen zu ko¨n-
nen, wird der Rauschprozess allgemein mit einem Zustandsmodell beschrieben:
nt = Dnt−1 + e+ vt,vt ∼ N (vt; 0,V). (4.6)
In Gl. (4.6) bezeichnet D die Zustandsu¨bergangsmatrix, e einen Bias und vt das Zu-
standsrauschen mit der Kovarianzmatrix V.
Fu¨r die Untersuchungen in diesem Kapitel werden die Parameter der a priori Ver-
teilung N (nt;µn,Σn) aus sprachfreien Signalbereichen des aktuellen Satzes berechnet
und die Parametrisierung
D = 0, e = µn, V = Σn (4.7)
gewa¨hlt. Verschiedene Alternativen fu¨r dieses Rauschmodell werden in Kapitel 5 un-
tersucht.
Um in den folgenden Abschnitten eine einfache mathematische Behandlung zu er-
mo¨glichen, wird das Rauschmodell in den Zustandsvektor
zt =
[
xt
nt
]
(4.8)
integriert, wodurch sich ein erweitertes Zustandsmodell der Form
zt = Az(st)zt−1 + bz(st) +
[
ut
vt
]
(4.9)
mit
Az(st) =
[
A(st) 0
0 D
]
, bz(st) =
[
b(st)
e
]
,
Cz(st) =
[
C(st) 0
0 V
]
,
(4.10)
ergibt, wobei ut ∼ N (ut; 0,C(st)) und vt ∼ N (vt; 0,V) das Zustandsrauschen der
Dynamikmodelle fu¨r Sprache und Rauschen bezeichnen (vgl. Gl. (4.2) und Gl. (4.6)).
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4.1.0.3 Beobachtungsmodell
Der Zusammenhang zwischen dem verrauschten Sprachsignal y(k) und dem unver-
rauschten Sprachsignal x(k) kann im Zeitbereich u¨ber die Beziehung
y(k) = x(k) ∗ f(k) + n(k) (4.11)
modelliert werden [Gal95]. Dabei werden das additive Rauschen n(k) und das Fal-
tungsrauschen f(k) als Sto¨rquellen beru¨cksichtigt. Aus Gl. (4.11) ergibt sich fu¨r die
mit dem in Anhang C.1 beschriebenen ETSI Standard Front-End extrahierten cepstra-
len Sprachmerkmale der Zusammenhang [Ace93]
yt = h˜(xt,nt) = xt + ft +MDCT log
(
1+ eM
+
DCT
(nt−xt−ft) +ϕα(xt,nt)
)
(4.12)
mit
ϕα(xt,nt) = 2αtMDCT e
M
+
DCT
nt−xt−ft
2 (4.13)
und der gaußverteilten Zufallsvariable αt. In Gl. (4.12) und Gl. (4.13) werden die Matri-
zenmultiplikationen auf den gesamten Vektor angewendet, wa¨hrend die anderen Ope-
rationen komponentenweise definiert sind. MDCT bezeichnet die Matrix der diskreten
Kosinustransformation (DCT), mit der die log-spektralen Sprachmerkmale ins Cep-
strum transformiert werden und
M+DCT =


(M′DCTMDCT )
−1M′DCT : Nc > Nl
M−1DCT : Nc = Nl
M′DCT (MDCTM
′
DCT )
−1 : Nc < Nl
(4.14)
die (pseudo-)inverse Matrix der Nc ×Nl-Matrix MDCT .
In dem Zero-Variance-Model (ZVM) [DDA03b] wird der Phasenterm ϕα(xt,nt),
der nur fu¨r xt ≈ nt signifikanten Einfluß auf die Genauigkeit des Beobachtungsmodells
hat, vernachla¨ssigt. Der Parameter ft, der Faltungsrauschen im Zeitbereich modelliert,
wird im Rahmen dieser Arbeit ebenfalls nicht beru¨cksichtigt, da die experimentellen
Untersuchungen ausschließlich mit additivem Rauschen durchgefu¨hrt werden. Das ver-
einfachte Beobachtungsmodell lautet somit:
yt = h(xt,nt) = xt +MDCT log
(
1 + eM
+
DCT
(nt−xt)
)
. (4.15)
Der Zusammenhang y
(l)
t = log(e
x
(l)
t + en
(l)
t ), der sich im Log-Spektrum, das mit
dem Cepstrum u¨ber eine lineare Transformation verknu¨pft ist, zwischen jeweils einer
Komponente x
(l)
t , n
(l)
t und y
(l)
t der log-spektralen Merkmalsvektoren fu¨r Sprache, Rau-
schen und verrauschter Sprache ergibt, ist in Abb. 4.3 fu¨r n
(l)
t = 0 blau dargestellt.
Daneben sind die Geraden, die sich jeweils durch eine Taylorreihenentwicklung um die
Entwicklungspunkte x
(l)
t = −0, 5 und x
(l)
t + δx
(l)
t = −0, 75 ergeben, rot bzw. magenta
dargestellt. Die Abbildung zeigt, dass das Beobachtungsmodell hochgradig nichtlinear
ist und die Taylorreihe mit dem Entwicklungspunkt x
(l)
t daher stark von dem tatsa¨ch-
lichen Kurvenverlauf y
(l)
t = log(e
x
(l)
t + en
(l)
t ) und der Taylorreihe um einen anderen
Entwicklungspunkt x
(l)
t + δx
(l)
t abweichen kann.
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4.2 Berechnung der a posteriori Verteilung
Die a posteriori Wahrscheinlichkeit p(zt|yt1) des Zustandsvektors zt (und damit auch
p(xt|yt1)) kann dadurch ermittelt werden, dass fu¨r die Zustandsmodelle st = 1 . . .M
bedingte a posteriori Wahrscheinlichkeiten p(zt|yt1, st) berechnet werden und diese ent-
sprechend der Modellwahrscheinlichkeiten P (st|yt1) zu der a posteriori Wahrscheinlich-
keit p(zt|yt1) zusammengefaßt werden [BSRLK01] (siehe Abb. 4.4).
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Abbildung 4.4: Berechnung der a posteriori Wahrscheinlichkeit
Die Berechnung der bedingten Wahrscheinlichkeiten p(zt|yt1, st) wird in Abschnitt
4.2.0.4 untersucht. Dabei wird zur Vereinfachung angenommen, dass an den Ein- und
Ausga¨ngen der eingesetzten Filter jeweils Gaußverteilungen vorliegen. Das bedeutet,
dass p(zt|yt1) eine Gaußmischungsverteilung ist, wobei die Zahl der u¨berlagerten Nor-
malverteilungen in jedem Zeitschritt um den Faktor M ansteigt. Mo¨gliche Appro-
ximationen, in denen die Anzahl der Komponenten reduziert wird, sind der GPB-
Algorithmus [AS72], der IMM-Algorithmus [BSRLK01] und das gauß’sche Summen-
filter (GSF) [BSRLK01]. Wa¨hrend das GSF ein allgemeineres Konzept ist, in dem
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die Anzahl der Moden nach verschiedenen Heuristiken reduziert wird, fu¨hrt die An-
nahme der statistischen Unabha¨ngigkeit P (st|st−1) = P (st) fu¨r den GBP- und den
IMM-Ansatz erster Ordnung zu einem Algorithmus, der in [DA04] fu¨r die Entrau-
schung von Sprachmerkmalen eingefu¨hrt wird (siehe Abb. 4.4). In diesem Ansatz wird
p(zt−1|y
t−1
1 ) als unimodale Gaußverteilung modelliert, aus der M a posteriori Vertei-
lungen p(zt|yt1, st) mit den Modellwahrscheinlichkeiten P (st|y
t
1) berechnet werden. Die
resultierende Mischungsverteilung
p(zt|y
t
1) =
M∑
st=1
p(zt|y
t
1, st)P (st|y
t
1), (4.16)
wird anschließend wieder zu einer unimodalen Gaußverteilung zusammengefaßt. Fu¨r
den Erwartungswert zt|1:t und die Kovarianzmatrix Pt|1:t dieser Verteilung erha¨lt man
die MMSE-Scha¨tzwerte
zt|1:t =
∑
st
P (st|y
t
1)zt|1:t(st)
Pt|1:t =
∑
st
P (st|y
t
1)(Pt|1:t(st) + (zt|1:t(st)− zt|1:t)(zt|1:t(st)− zt|1:t)
′),
(4.17)
wobei zt|1:t(st) und Pt|1:t(st) die Momente der Einzelverteilungen p(zt|yt1, st) bezeichnen
[BSRLK01].
Die Berechnung der bedingten a posteriori Wahrscheinlichkeiten p(zt|yt, st) sowie
der Modellwahrscheinlichkeiten P (st|y
t
1) ist Gegenstand der folgenden beiden Unter-
abschnitte.
4.2.0.4 Filterung
Die bedingten a posteriori Wahrscheinlichkeiten p(zt|yt, st) fu¨r die schaltenden Mo-
delle st mit den Zustandsu¨bergangswahrscheinlichkeiten p(zt|zt−1, st) ko¨nnen u¨ber die
Rekursion
p(zt|y
t−1
1 , st) =
∫
R2Nc
p(zt|zt−1, st)p(zt−1|y
t−1
1 , st)dzt−1 (4.18)
p(zt|y
t
1, st) ∝ p(zt|y
t−1
1 , st)p(yt|zt) (4.19)
berechnet werden [RSG04], wobei p(zt−1|y
t−1
1 , st) fu¨r die einzelnen Filter mit
p(zt−1|y
t−1
1 , st) = p(zt−1|y
t−1
1 ) (4.20)
initialisiert wird [DA04]. Die praktische Durchfu¨hrung der angegebenen Rekursion er-
fordert Approximationen, da das Beobachtungsmodell p(yt|zt) in Gl. (4.19), das die
unverrauschten Sprachmerkmale, das Rauschen und die verrauschten Sprachmerkma-
le miteinander verknu¨pft, hochgradig nichtlinear ist (vgl. Abschnitt 4.1.0.3). Im Zu-
sammenhang mit schaltenden Modellen wurden in der Literatur ein auf der MMSE-
Scha¨tzung des VTS-Verfahrens [Mor96] beruhender Ansatz mit vorangehender Iterati-
on einer SNR-Variable [DA04] sowie verschiedene Formen des erweiterten Kalman-
Filters [KLS05, SVhW05b, DBY06] und des Uncented Kalman-Filters [SVhW05b]
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untersucht. Umfangreichere Untersuchungen zur Berechnung der a posteriori Wahr-
scheinlichkeit wurden, wie in Abschnitt 2.1.1 ausgefu¨hrt, fu¨r die Sprachmodellierung
mit GMMs durchgefu¨hrt, wobei das ALGONQUIN-Verfahren [FDAK03] zu hohen Er-
kennungsraten fu¨hrte. Aus diesem Grund wird im Folgenden ein iteratives erweitertes
Kalman-Filter (IEKF) eingefu¨hrt, das sich durch die Integration des ALGONQUIN-
Verfahrens in den SLDM-Ansatz ergibt. Das IEKF basiert auf einem erweiterten Kalman-
Filter, das sich a¨hnlich wie in [DBY06] aus der Kombination des Zustandsmodells in
Gl. (4.2) und einer Approximation des Messmodells in Gl. (4.15), die in a¨hnlicher Form
in [KLS05] verwendet wird, ergibt. Das in [DA04] eingefu¨hrte Verfahren, das den Aus-
gangspunkt fu¨r die in dieser Arbeit durchgefu¨hrten Untersuchungen darstellte, wird in
Anhang C.3 beschrieben.
Der Einsatz eines erweiterten Kalman-Filters zur Berechnung der a posteriori Wahr-
scheinlichkeit erfordert die Linearisierung des Beobachtungsmodells in Gl. (4.15) um
die Momente der a priori Verteilung des Zustandsvektors. Durch eine Vektortaylorrei-
henentwicklung um die Entwicklungspunkte x
(0)
t und n
(0)
t erha¨lt man das linearisierte
Beobachtungsmodell (vgl. [KLS05])
yt ≈ h(x
(0)
t ,n
(0)
t ) +Hx(xt − x
(0)
t ) +Hn(nt − n
(0)
t ) +wt. (4.21)
mit der Einheitsmatrix I und den Jacobi-Matrizen
Hx =MDCT
eM
+
DCT
x
(0)
t
eM
+
DCT
x
(0)
t + eM
+
DCT
n
(0)
t
M+DCT , Hn = I−Hx. (4.22)
Das Messrauschen wird in Gl. (4.21) wie in [KLS05] als Gaußverteilung
wt ∼ N (wt; 0,W) (4.23)
mit konstanter Kovarianzmatrix
W =Wc (4.24)
modelliert. Im Folgenden werden, wie in der Literatur u¨blich, die Momente
x
(0)
t = xt|1:t−1(st) und n
(0)
t = nt|1:t−1(st) der a priori Verteilungen von Sprache und Rau-
schen als Entwicklungspunkte verwendet, wodurch sich die modellabha¨ngigen Jacobi-
Matrizen Hx(st) und Hn(st) ergeben. Diese ko¨nnen zu der Matrix
Hz(st) = [Hx(st) Hn(st)] (4.25)
zusammengefaßt werden.
Unter der Annahme gaußfo¨rmiger Verteilungen ko¨nnen die Momente der a posteriori
Verteilung p(xt|yt, st) elementar entsprechend der Zustandsgleichungen des EKFs aus
der a posteriori Verteilung p(xt−1|yt−1) des letzten Sprachrahmens berechnet werden
[BSRLK01]:
zt|1:t−1(st) = Az(st)zt−1|1:t−1 + bz(st)
Pt|1:t−1(st) = Az(st)Pt−1|1:t−1A
′
z(st) +Cz(st)
Kt(st) = Pt|1:t−1(st)H
′
z(st)(Hz(st)Pt|1:t−1(st)H
′
z(st) +W)
−1
zt|1:t(st) = zt|1:t−1(st) +Kt(st)(yt − h(zt|1:t−1(st)))
Pt|1:t(st) = (I−Kt(st)Hz(st))Pt|1:t−1(st).
(4.26)
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In Gl. (4.26) bezeichnet Kt(st) die Kalman-Versta¨rkung. Die Variablen zt|1:t−1(st),
Pt|1:t−1(st), zt|1:t(st) und Pt|1:t(st) bezeichnen die Momente der zustandsabha¨ngigen
Wahrscheinlichkeitsdichtefunktionen
p(zt|y
t−1
1 , st) = N (zt; zt|1:t−1(st),Pt|1:t−1(st))
p(zt|y
t
1, st) = N (zt; zt|1:t(st),Pt|1:t(st))
(4.27)
des Zustandsvektors zt in Sprachrahmen t bei gegebenen Beobachtungen bis Sprachrah-
men t− 1 bzw. t.
Die Wahl des Entwicklungspunktes hat aufgrund der starken Nichtlinearita¨t des
Messmodells, wie in Abschnitt 4.1.0.3 ausgefu¨hrt, einen großen Einfluß auf die Ge-
nauigkeit der Taylorreihenentwicklung. Aus diesem Grund wird eine Relinearisierung
des Messmodells mit einem iterativen erweiterten Kalman-Filter [BSRLK01] durchge-
fu¨hrt, die gleichzeitig die Neu-Scha¨tzung der a priori Verteilungen von Sprache und
Rauschen impliziert. Die Relinearisierung basiert auf der Maximierung der a posteriori
Wahrscheinlichkeit p(zt|y
t
1, st) mit dem Newton-Raphson-Verfahren (vgl. [BSRLK01]).
Dabei ergeben sich die Iterationsschritte [BSRLK01]:
K
(i)
t (st) = Pt|1:t−1(st)H
(i)′
z (st)
(
H(i)z (st)Pt|1:t−1(st)H
(i)′
z (st) +W
)−1
z
(i)
t|1:t(st) = z
(i−1)
t|1:t (st) +K
(i)
t (st)(yt − h(z
(i−1)
t|1:t (st))
P
(i)
t|1:t(st) =
(
I−K(i)t (st)H
(i)
z (st)
)
Pt|1:t−1(st),
(4.28)
wobei i = 1 . . .Nit die Iteration bezeichnet und der Startwert z
(0)
t|1:t(st) = zt|1:t(st)
verwendet wird. Dabei wird die Jacobi-Matrix
H(i)z (st) = [H
(i)
x (st) H
(i)
n (st)] (4.29)
vor jedem Iterationsschritt entsprechend Gl. (4.22) mit dem neuen Entwicklungspunkt
z
(i−1)
t|1:t (st) =
[
x
(i−1)
t|1:t (st)
n
(i−1)
t|1:t (st)
]
(4.30)
der Taylorreihe aktualisiert.
Wie in Anhang E.1 gezeigt wird, entspricht die Iteration in Gl. (4.28) einem Schritt
des ALGONQUIN-Verfahrens. Sie ist wegen der geringeren Anzahl an Matrixinversio-
nen jedoch effizienter als die in [FDAK03] vorgeschlagene Rekursion.
4.2.0.5 Berechnung der Modellwahrscheinlichkeiten
Die Modellwahrscheinlichkeiten P (st|yt1) der Dynamikmodelle werden in dem in Ab-
schnitt 4.2 dargestellten GPB-Algorithmus aus den Messungen yt1 bestimmt. Entspre-
chend der Bayes’schen Formel gilt [DA04]
P (st|y
t
1) ∝ p(yt|y
t−1
1 , st)P (st), (4.31)
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wobei P (st) beim Training der Modelle ermittelt wird (Gl. (4.4)) und p(yt|y
t−1
1 , st) in
den Filtern des SLDMs berechnet werden kann. Fu¨r das im letzten Abschnitt einge-
fu¨hrte erweiterte Kalman-Filter erha¨lt man:
p(yt|y
t−1
1 , st) = N (yt;h(zt|1:t−1(st)),HzPt|1:t−1(st)H
′
z +W). (4.32)
4.3 Erweiterung des Beobachtungsmodells um dy-
namische Merkmale
In der HMM-basierten Spracherkennung werden in der Regel dynamische Merkmale in
den Merkmalsvektor integriert, um die Modellierungsfehler, die durch die Annahme der
statistischen Unabha¨ngigkeit zwischen den Sprachmerkmalen hervorgerufen werden, zu
kompensieren. Tatsa¨chlich hat es sich herausgestellt, dass die Erkennungsleistung durch
die Beru¨cksichtigung der dynamischen Merkmale signifikant erho¨ht werden kann (vgl.
Abschnitt 2.1.1). Da die dynamischen Sprachmerkmale aus mehreren Sprachrahmen
berechnet werden, repra¨sentieren sie genauso wie AR-Modelle ho¨herer Ordnung sta-
tistische Abha¨ngigkeiten, die in einem AR-Modell erster Ordnung nicht beru¨cksichtigt
werden. In diesem Abschnitt wird eine Methode eingefu¨hrt, um die dynamischen Merk-
male effizient in das erweiterte Kalman-Filter zu integrieren, wodurch sich ein robustes
Modell der Sprachdynamik ergibt. Der Ansatz wurde erstmals in [WHU08a] vero¨ffent-
licht.
Das Zustandsmodell des EKFs wird um die in Anhang C.2 definierten dynamischen
Sprachmerkmale erweitert, indem der Zustandsvektor [x′t n
′
t]
′ durch [x′t δx
′
t δ
2x′t n
′
t δn
′
t
δ2n′t] und der Messvektor yt durch [y
′
t δy
′
t δ
2y′t]
′ substituiert werden. Ein approximatives
Beobachtungsmodell fu¨r die Komponenten δx
(l)
t , δn
(l)
t und δy
(l)
t bzw. δ
2x
(l)
t , δ
2n
(l)
t und
δ2y
(l)
t der log-spektralen δ- und δ
2-Merkmalsvektoren von Sprache x
(l)
t , Rauschen n
(l)
t
und verrauschter Sprache y
(l)
t wird in [Gal95] angegeben:
δy
(l)
t ≈
ex
(l)
t
ex
(l)
t + en
(l)
t
δx
(l)
t +
en
(l)
t
ex
(l)
t + en
(l)
t
δn
(l)
t
δ2y
(l)
t ≈
ex
(l)
t
ex
(l)
t + en
(l)
t
δ2x
(l)
t +
en
(l)
t
ex
(l)
t + en
(l)
t
δ2n
(l)
t
+
e(x
(l)
t +n
(l)
t )
(ex
(l)
t + en
(l)
t )2
[(δx
(l)
t )
2 + (δn
(l)
t )
2 − 2δx(l)t δn
(l)
t ].
(4.33)
Bei der Herleitung von (4.33) wurde ausgenutzt, dass die dynamischen Sprachmerkmale
aus Gl. (C.2) die zeitlichen Ableitungen der statischen Sprachmerkmale approximieren,
d.h. die Approximationen δyt ≈
∂yt
∂t
, δ2yt ≈
∂2yt
∂t2
, δxt ≈
∂xt
∂t
, δ2xt ≈
∂2xt
∂t2
und δnt ≈
∂nt
∂t
,
δ2nt ≈
∂2nt
∂t2
getroffen werden ko¨nnen. Der letzte Term in Gl. (4.33) wirkt sich nur fu¨r
x
(l)
t ≈ n
(l)
t signifikant auf die Beobachtung δ
2y
(l)
t aus, da die Exponentialfunktionen
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ex
(l)
t −n
(l)
t bzw. en
(l)
t −x
(l)
t im Nenner von
ex
(l)
t +n
(l)
t(
ex
(l)
t + en
(l)
t
)2 = 1
ex
(l)
t −n
(l)
t + 2 + en
(l)
t −x
(l)
t
(4.34)
diesen Term fu¨r x
(l)
t >> n
(l)
t bzw. x
(l)
t << n
(l)
t dominieren. Im Folgenden wird der letzte
Term in Gl. (4.33) daher a¨hnlich wie der Phasenterm in Gl. (4.12) vernachla¨ssigt,
so dass sich ein lineares Beobachtungsmodell ergibt. Das linearisierte, log-spektrale
Beobachtungsmodell kann mit der DCT-Matrix MDCT und ihrer (Pseudo-)Inversen
M+DCT unter Verwendung der Notation aus Gl. (4.12) na¨herungsweise als Funktion
cepstraler Merkmalsvektoren geschrieben werden:
δyt ≈MDCT
eM
+
DCT
xt
eM
+
DCT
xt + eM
+
DCT
nt
M+DCT δxt +MDCT
eM
+
DCT
nt
eM
+
DCT
xt + eM
+
DCT
nt
M+DCT δnt
δ2yt ≈MDCT
eM
+
DCT
xt
eM
+
DCT
xt + eM
+
DCT
nt
M+DCT δ
2xt +MDCT
eM
+
DCT
nt
eM
+
DCT
xt + eM
+
DCT
nt
M+DCT δ
2nt.
(4.35)
In Matrizenschreibweise ergibt sich mit der Approximation aus Gl. (4.21) und dem
durch eine Normalverteilung approximierten Fehlerterm [w′t δw
′
t δ
2w′t]
′ somit das Be-
obachtungsmodell

 ytδyt
δ2yt

 =

h(x
(0)
t ,n
(0)
t )
0
0

+H


xt − x
(0)
t
δxt
δ2xt
nt − n
(0)
t
δnt
δ2nt


+

 wtδwt
δ2wt

 (4.36)
mit der Jacobi-Matrix
H =

Hx 0 0 Hn 0 00 Hx 0 0 Hn 0
0 0 Hx 0 0 Hn

 . (4.37)
Die Kovarianzmatrizen δW und δ2W des Messrauschens δwt ∼ N (δwt; 0, δW) und
δ2wt ∼ N (δ2wt; 0, δ2W) fu¨r die dynamischen Merkmale werden im Folgenden genauso
wie W durch Diagonalmatrizen mit konstanten Werten approximiert.
Es ist zu beachten, dass die Zustandsvektoren [x′t δx
′
t δ
2x′t]
′ und [n′t δn
′
t δ
2n′t]
′
des erweiterten Modells jeweils 39 Komponenten enthalten. Die hohe Dimension des
Zustandsvektors fu¨hrt dazu, dass die Berechnungen mit dem erweiterten Kalman-
Filter sehr zeitaufwendig sind. Außerdem besteht die Gefahr, dass das Training der
Zustandsmatrizen anfa¨llig gegenu¨ber Irregularita¨ten in den Trainingsdaten ist. Aus
diesem Grund wird der Subvektor [δx′t δ
2x′t]
′ mittels einer Hauptachsentransformati-
on (PCA) in einen niedrig-dimensionalen Unterraum abgebildet:
δxt =MPCA
[
δxt
δ2xt
]
, (4.38)
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wobei fu¨r die Dimensionen der Vektorra¨ume dim(δxt) ≤ dim([δx
′
t δ
2x′t]
′) gilt. Die
Subvektoren [δy′t δ
2y′t]
′ und [δn′t δ
2n′t]
′ werden auf die gleiche Weise auf δyt und
δnt reduziert. Dabei wird die PCA-Matrix MPCA aus unverrauschten Trainingsdaten
[δx′t δ
2x′t]
′ mit dem Mittelwert [µ′δx µ
′
δ2x]
′ bestimmt, so dass sie die Eigenvektoren
zu den dim(δxt) gro¨ßten Eigenwerten der Streumatrix
ST =
1
T
T∑
t=1
[
δxt − µδx
δ2xt − µδ2x
] [
δxt − µδx
δ2xt − µδ2x
]′
(4.39)
entha¨lt. Das Beobachtungsmodell fu¨r den modifizierten Zustands- und Beobachtungs-
vektor kann mit der (Pseudo-)Inversen M+PCA der PCA-Matrix als
[
yt
δyt
]
=
[
h(x
(0)
t ,n
(0)
t )
0
]
+ H˜


xt − x
(0)
t
δxt
nt − n
(0)
t
δnt

+
[
wt
δwt
]
, (4.40)
mit H˜ = [H˜x H˜n] und
H˜x =
[
I 0 0
0 MPCA
]Hx 0 00 Hx 0
0 0 Hx



I 00
0
M+PCA

 , (4.41)
H˜n =
[
I 0 0
0 MPCA
]Hn 0 00 Hn 0
0 0 Hn



I 00
0
M+PCA

 (4.42)
geschrieben werden. Dementsprechend wird das Zustandsu¨bergangsmodell auf die Form[
xt
δxt
]
= A˜
[
xt−1
δxt−1
]
+ b˜+ u˜t, u˜t ∼ N (u˜t; 0, C˜(st)) (4.43)
erweitert, wobei die Parameter A˜(st), b˜(st) und C˜(st), wie in Abschnitt 4.1.0.1 dar-
gestellt, durch die Anwendung eines EM-Algorithmus aus Trainingsdaten bestimmt
werden. Die Berechnung der a posteriori Wahrscheinlichkeiten mit dem erweiterten
Zustandsmodell entspricht bei der Verwendung von IEKFs dem in Abschnitt 4.2 be-
schriebenen Vorgehen, wobei sich entsprechende Gro¨ßen substituiert werden ko¨nnen.
4.4 Gla¨ttung
In den vorangehenden Abschnitten wurde die Filterung der Sprachmerkmale, d.h. die
Berechnung der Wahrscheinlichkeit p(zt|yt1) untersucht. Da die Wortfolge w1 . . . wN im
Erkenner mit einem nicht-kausalen Algorithmus bestimmt wird, also zu Zeitpunkten
TPTB, t ≤ TPTB, aktualisiert wird, fu¨hrt eine nicht-kausale Gla¨ttung, die die Eingaben
y1 . . .yTPTB beru¨cksichtigt, bei verzo¨gerten Eingaben neben der zusa¨tzlichen Rechenzeit
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fu¨r die Gla¨ttung zu keinen weiteren Verzo¨gerungen in der Ausgabe. Im Folgenden wird
angenommen, dass die Wortfolge im Back-End erst am Satzende bestimmt wird und
alle Sprachrahmen bis TPTB = T bei der Gla¨ttung beru¨cksichtigt werden ko¨nnen.
Die exakte Berechnung der Wahrscheinlichkeit p(zt|yT1 ) ist wegen des exponentiellen
Anstieges der mo¨glichen Pfade sT1 im SLDM nicht mo¨glich. Aus diesem Grund wird in
[DDA03b] eine Heuristik verwendet, in der p(zt|yt1) = N (zt; zt|1:t,Pt|1:t) und p(zt|y
T
t ) =
N (zt; zt|t:T ,Pt|t:T ) durch eine Filterung in Vorwa¨rts- bzw. Ru¨ckwa¨rtsrichtung bestimmt
werden und die Momente von p(zt|yT1 ) = N (zt; zt|1:T ,Pt|1:T ) durch
P−1t|1:T = P
−1
t|1:t +P
−1
t|t:T
zt|1:T = Pt|1:T (P
−1
t|1:tzt|1:t +P
−1
t|t:Tzt|t:T )
(4.44)
approximiert werden.
4.5 Experimentelle Untersuchungen
Die experimentellen Untersuchungen wurden auf Test-Set A und Test-Set B der AURO-
RA2 Datenbank sowie verrauschten Daten des Wall Street Journal Task (AURORA4
Datenbank) durchgefu¨hrt. Eine ausfu¨hrliche Beschreibung der Testdatenbanken und
der jeweils verwendeten Konfigurationen des Spracherkenners ist in Anhang A zu fin-
den. Die Rauschparameter wurden bei den modellbasierten Entsto¨rungsansa¨tzen, die
in diesem Abschnitt untersucht werden, auf der AURORA2 Datenbank aus den ers-
ten und letzten zehn Rahmen und auf der AURORA4 Datenbank aus den ersten und
letzten 15 Rahmen des jeweiligen Satzes berechnet. Die Kovarianzmatrix Σn der a
priori Verteilung des Rauschens wird, wie auch in den nachfolgenden Untersuchungen
in dieser Arbeit, als Diagonalmatrix modelliert. Eine U¨bersicht u¨ber die Abku¨rzungen
der untersuchten Entsto¨rungsansa¨tze ist in Anhang G zu finden. In Abb. 4.5 sind die
Ergebnisse der Entrauschung qualitativ anhand eines Beispielsatzes der AURORA2
Datenbank dargestellt (Car-Rauschen, Signal-zu-Rausch-Verha¨ltnis(SNR)=5dB).
In der oberen Ha¨lfte von Abb. 4.5 sind die zeitlichen Verla¨ufe der Energiekom-
ponente x(0) des cepstralen Merkmalsvektors fu¨r das verrauschte Sprachsignal (blau),
das entsto¨rte Sprachsignal (rot) und das tatsa¨chliche Sprachsignal (gru¨n) abgebildet.
Die Entrauschung wurde mit dem Baseline-SLDM aus [DA04] (vgl. Anhang C.3) und
vier schaltenden Modellen durchgefu¨hrt (SLDM-M4). Man erkennt, dass der mittlere
quadratische Fehler der gescha¨tzten Werte der x(0)-Komponente gegenu¨ber den tat-
sa¨chlichen Werten unter den beschriebenen Testbedingungen bereits fu¨r das Baseline-
Verfahren deutlich geringer als der mittlere quadratische Fehler der verrauschten Merk-
malskomponente ist.
Der zeitliche Verlauf der Zustandsvariable des SLDMs ist in der unteren Graphik
dargestellt. Aus der Graphik wird ersichtlich, dass in na¨herungsweise statischen Signal-
ausschnitten tendentiell Modelle mit einer kleinen Varianz C(0,0) ausgewa¨hlt werden
(gelb), wa¨hrend in Bereichen mit großen A¨nderungen der Sprachmerkmale Modelle
mit großer Varianz (rot) wahrscheinlicher sind.
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Abbildung 4.5: Zeitliche Verla¨ufe der x(0)-Komponente und der Modellwahrscheinlich-
keiten fu¨r einen Beispielsatz der AURORA2 Datenbank
In Abb. 4.6 a) sind zum Vergleich die Kurvenverla¨ufe fu¨r ein SLDM mit vier Mo-
dellen aufgetragen, in dem durch die zusa¨tzliche Einschra¨nkung A(st) = 0 in Gl. (4.4),
d.h. die Verwendung einer a priori Verteilung der Ordnung Null, keine statistischen
Abha¨ngigkeiten zwischen aufeinander folgenden Sprachrahmen bei der Entrauschung
ausgenutzt werden (GMM-M4). Es ist zu erkennen, dass auch fu¨r das GMM-M4 der
Verlauf der entrauschten x(0)-Komponente tendentiell na¨her als der Verlauf der ent-
sprechenden verrauschten Merkmalsvektorkomponente an dem tatsa¨chlichen Verlauf
dieser Komponente liegt. Im Gegensatz zum SLDM-M4 wirken sich Schwankungen
des verrauschten Sprachsignals jedoch stark auf den entsto¨rten Merkmalsvektor aus,
was auf eine tendentiell gro¨ßere Varianz der a priori Verteilung aufgrund der fehlen-
den Beru¨cksichtigung des letzten Sprachrahmens zuru¨ckgefu¨hrt werden kann. Abb. 4.6
b) zeigt eine typische Trajektorie auf der AURORA4 Datenbank. Das betrachtete Si-
gnal schwankt bei der verwendeten Abtastrate von 8kHz wesentlich sta¨rker und weist
aufgrund des gro¨ßeren Vokabulars der AURORA4 Datenbank eine facettenreichere Dy-
namik als ein typisches Signal der AURORA2 Datenbank auf. Starke Signaleinbru¨che
und -anstiege (in Abb. 4.6 b) z.B.: t < 10, 50 < t < 60) ko¨nnen jedoch prinzipiell
besser mit dem GMM als mit dem SLDM (hellblau) verfolgt werden, da im SLDM
kleine Signala¨nderungen tendentiell wahrscheinlicher als große A¨nderungen sind, wa¨h-
rend im GMM die a priori Wahrscheinlichkeit ohne die Beru¨cksichtigung des letzten
Sprachrahmens ermittelt wird. Auf der anderen Seite weist die Zustandsscha¨tzung
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Abbildung 4.6: Entsto¨rung der x(0)-Komponente ohne Ausnutzung von Inter-Frame
Korrelationen: a) AURORA2 b) AURORA4
x(0,SLDM) des SLDMs bei starken Signalschwankungen in der Regel eine gro¨ßere Va-
rianz Var(x(0,SLDM)) als in Bereichen mit kleinen Signala¨nderungen auf (gestrichelte
Kurve: x(0,SLDM)±
√
Var(x(0,SLDM))). Dies wird bei dem in Abschnitt 6.1 eingefu¨hrten
Uncertainty Decoding ausgenutzt.
Die quantitativen Ergebnisse der Spracherkennung auf der AURORA4 Datenbank
werden in Tab. 4.2 fu¨r einige Baseline-Verfahren angegeben. Fu¨r jedes Verfahren und
die in Anhang A.2 spezifizierten Test-Sets sind jeweils der prozentuale Anteil der Er-
setzungsfehler (S), der Einfu¨gungen (I) sowie die Gesamtfehlerrate (E) aufgefu¨hrt. In
Tab. 4.3 und Tab. 4.4 sind die Erkennungsergebnisse auf der AURORA2 Datenbank
fu¨r das SFE, in dem keine Entsto¨rung der Sprachmerkmale durchgefu¨hrt wird, sowie
fu¨r die Entrauschung mit dem SLDM-M16 dargestellt.
Der Mittelwert Ø der Erkennungsrate wurde durch die Entrauschung der Merkmale
mit dem SLDM-M16 auf Test-Set A der AURORA2 Datenbank um 19, 50 Prozentpunk-
te und auf Test-Set B um 22, 29 Prozentpunkte erho¨ht. Auf der AURORA4 Datenbank
wurde der Mittelwert Ø der Fehlerrate um 10, 8 Prozentpunkte verringert. Tab. 4.1
und Tab. 4.2 zeigen, dass die Erkennungsrate sowohl auf Test-Set A der AURORA2
Datenbank als auch auf der AURORA4 Datenbank mit der Anzahl M der Modelle
ansteigt. In informalen Experimenten wurde fu¨r M < 16 eine starke Abha¨ngigkeit der
Erkennungsrate von der Initialisierung des Zustandsvektors festgestellt.
Gegenu¨ber dem GMM-M16, in dem, wie oben angegeben, eine a priori Verteilung
der Ordnung Null verwendet wird, wurde die Erkennungsrate mit dem SLDM-M16
auf den beiden Test-Sets der AURORA2 Datenbank um 3, 47 Prozentpunkte und 2, 22
Prozentpunkte erho¨ht (siehe Tab. 4.5). Die Erkennungsrate des GMMs konnte durch
die Verwendung einer gro¨ßeren Anzahl Elementarverteilungen nicht weiter verbessert
werden (GMM-M32: 76, 38% auf Test-Set A). Auf der AURORA4 Datenbank wurden
mit dem GMM-M16 deutlich bessere Ergebnisse als mit dem SLDM-M16 erzielt, was
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Subway Babble Car Exhib. Ø
M=1 77,72 67,10 84,79 80,31 77,48
M=2 78,13 68,10 83,70 81,26 77,80
M=4 79,44 69,49 84,58 81,64 78,79
M=8 80,10 71,03 83,96 81,96 79,26
M=16 80,19 72,56 84,28 82,43 79,87
Tabelle 4.1: SLDM: Erkennungsrate auf Test-Set A der AURORA2 Datenbank abha¨n-
gig von der Anzahl M der verwendeten Modelle
vermutlich auf die bei der Erla¨uterung von Abb. 4.6 b) angegebenen Gru¨nde zuru¨ck-
zufu¨hren ist. Durch eine Gla¨ttung (SLDM-S16) wurden sowohl auf der AURORA2
Datenbank als auch auf der AURORA4 Datenbank bessere Ergebnisse als mit dem
SLDM-M16 erzielt (Tab. 4.6). Allerdings ist das Verfahren nicht kausal und erfordert
ungefa¨hr die doppelte Rechenzeit wie die Filterung mit dem SLDM-M16.
Das VTS-Verfahren [Mor96] ist ein bekanntes modellbasiertes Verfahren, das in
Anhang C.3 kurz beschrieben wird. Die Ergebnisse wurden ohne die Anwendung ei-
nes EM-Algorithmus, um die Rauschparameter neu zu scha¨tzen, also im Wesentlichen
durch eine approximative MMSE-Scha¨tzung erzielt. Es handelt sich somit um einen
Spezialfall des GMM-M16, in dem die approximative MMSE-Scha¨tzung in Gl. (C.14)
ohne die iterative Verbesserung der SNR-Variable in Gl. (C.10) durchgefu¨hrt wird (vgl.
Anhang C.3). Bei einer verbesserten Rauschscha¨tzung ist daher eine Angleichung der
Ergebnisse des GMM-M16 und des VTS-Verfahrens zu erwarten. Als a priori Verteilung
wurde, wie in der Praxis u¨blich, eine Gaußmischungsverteilung mit 128 Komponenten
verwendet. Auf der AURORA2 Datenbank ergaben sich mit dem SLDM-M16 deutlich
bessere Ergebnisse als mit dem VTS-Verfahren (Tab. 4.7). Da das VTS-Verfahren ge-
nauso wie das GMM-M16 eine a priori Verteilung der Ordnung Null verwendet, wurden
auf der AURORA4 Datenbank genauso wie mit dem GMM-M16 gegenu¨ber den Ver-
fahren, die auf schaltenden Modellen basieren, bessere Erkennungsergebnisse als auf
der AURORA2 Datenbank erzielt. Im Vergleich zum SLDM-M16 waren die Ergebnisse
mit dem VTS-Verfahren auf der AURORA4 Datenbank nur um 0, 5 Prozentpunkte
schlechter.
Daneben sind die Ergebnisse des AFE angegeben, das auf einer zweistufigen Wiener-
Filterung beruht und in Anhang C.4 kurz dargestellt wird. Die Erkennungsrate des
AFE liegt sowohl auf der AURORA2 (Tab. 4.8) als auch auf der AURORA4 Daten-
bank deutlich u¨ber der Erkennungsrate der anderen Baseline-Verfahren, die auf einer
modellbasierten Merkmalsentsto¨rung basieren.
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Train Airp. Bab. Car Street Rest. Clean Ø
S 37,2 37,0 39,7 26,4 36,2 37,1 9,1 28,8
SFE I 6,5 11,3 8,6 14,1 6,9 8,7 2,4 19,5
E 63,0 60,7 60,2 44,2 58,6 59,8 12,7 51,3
S 33,2 38,1 35,3 14,8 31,7 38,9 9,0 28,7
SLDM-M1 I 9,7 16,5 14,3 5,8 10,3 12,3 2,4 10,2
E 48,1 59,9 54,3 22,9 47,1 57,3 12,6 43,2
S 32,4 38,3 35,4 14,4 31,5 38,5 9,1 28,5
SLDM-M2 I 9,9 16,7 14,0 6,7 10,7 13,0 1,3 10,3
E 47,6 60,1 54,0 23,6 47,6 57,3 12,7 43,3
S 31,4 38,0 34,1 13,4 30,9 37,9 9,2 27,8
SLDM-M4 I 9,5 16,5 13,4 4,6 10,5 13,2 2,9 10,1
E 45,5 59,1 51,2 20,1 46,0 56,8 13,4 41,7
S 31,2 38,8 33,2 13,4 29,7 39,3 9,3 27,8
SLDM-M8 I 9,3 15,8 13,9 4,6 10,8 13,1 3,0 10,1
E 44,8 59,0 50,8 20,2 45,2 57,8 13,5 41,6
S 29,9 37,9 32,2 12,7 29,9 37,2 9,5 27,0
SLDM-M16 I 8,8 15,9 12,7 4,6 10,6 13,3 3,1 9,9
E 42,6 58,2 48,8 19,5 45,0 56,0 13,7 40,5
S 29,7 39,5 32,3 13,0 29,2 38,1 9,2 26,7
SLDM-M32 I 8,7 16,1 13,2 4,2 4,5 14,2 2,7 9,5
E 42,3 59,7 49,3 19,2 44,2 57,4 13,1 40,7
S 30,7 29,5 27,5 14,2 27,9 32,7 9,7 24,6
GMM-M16 I 6,8 11,7 10,1 4,8 8,1 10,2 3,2 7,8
E 42,1 45,5 41,6 20,9 40,6 47,5 14,3 36,1
S 31,3 29,1 27,5 13,0 28,1 32,3 10,5 24,5
GMM-M32 I 7,6 11,9 9,9 3,8 8,1 11,1 3,1 7,9
E 43,0 45,7 40,9 18,9 40,9 47,7 15,0 36,0
S 28,1 32,9 28,6 12,3 28,6 34,3 8,8 33,4
SLDM-S16 I 8,6 14,8 11,9 4,8 10,4 13,2 2,4 9,4
E 41,8 52,7 44,5 19,2 44,3 53,2 12,6 38,3
S 27,6 26,5 25,7 15,7 29,7 29,0 9,2 23,3
VTS-M128 I 1,9 3,0 2,1 2,4 2,7 3,1 2,4 2,9
E 53,6 47,0 46,3 24,4 52,7 49,9 12,9 41,0
S 22,1 23,2 21,0 12,5 20,8 25,2 8,5 19,0
AFE I 3,1 7,2 4,3 2,8 4,0 6,2 2,5 4,3
E 31,7 35,5 30,6 17,6 30,4 36,7 12,0 27,8
Tabelle 4.2: Fehlerraten auf der AURORA4 Datenbank fu¨r verschiedene Verfahren und
Rauschbedingungen (S: Ersetzungsfehler, I: Einfu¨gungen, E: Gesamtfehlerrate)
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Set A Sub. Bab. Car Exh. Ø
Clean 99,72 99,61 99,61 99,75 99,67
20dB 98,40 89,84 98,39 98,52 96,29
15dB 94,35 72,13 90,34 94,48 87,83
10dB 78,72 44,20 65,20 79,88 67,00
5dB 47,50 16,84 31,73 49,68 36,44
0dB 21,34 0,67 14,20 21,07 14,32
-5dB 9,61 0,00 8,92 9,97 6,80
Ø 68,06 44,74 59,97 68,73 60,37
Set B Res. Str. Air. Tra. Ø
clean 99,66 99,58 99,58 99,75 99,64
20dB 92,57 96,77 92,16 93,80 93,83
15dB 78,54 91,60 78,08 81,89 82,53
10dB 55,42 72,22 53,89 58,72 60,06
5dB 27,97 46,10 27,68 29,65 32,85
0dB 5,83 20,83 11,81 11,91 12,60
-5dB 1,69 10,58 7,49 8,08 6,96
Ø 52,07 65,50 52,72 55,19 56,37
Tabelle 4.3: SFE: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2 Da-
tenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,42 99,49 99,55 99,60 99,52
20dB 98,19 96,28 98,96 98,61 98,01
15dB 95,64 91,84 98,27 96,64 95,60
10dB 90,30 81,74 94,51 90,56 89,28
5dB 73,90 62,12 82,49 76,46 73,74
0dB 42,92 30,80 47,18 49,89 42,70
-5dB 17,47 9,79 10,53 22,55 15,09
Ø 80,19 72,56 84,28 82,43 79,87
Set B Res. Str. Air. Tra. Ø
clean 99,57 99,53 99,55 99,63 99,57
20dB 96,25 98,10 96,96 98,24 97,39
15dB 90,60 95,47 94,36 95,99 94,11
10dB 80,81 87,30 85,36 91,89 86,34
5dB 64,29 72,46 72,65 79,73 72,28
0dB 39,98 43,11 45,90 53,69 45,67
-5dB 15,78 13,97 20,01 16,60 16,59
Ø 74,39 79,29 79,05 83,91 79,16
Tabelle 4.4: SLDM-M16: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2
Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
clean 99,54 99,33 99,46 99,44 99,44
20dB 97,02 98,25 98,78 97,99 98,01
15dB 94,26 95,16 97,76 94,94 95,53
10dB 84,92 84,31 91,32 85,68 86,56
5dB 68,50 58,77 72,41 63,90 65,90
0dB 39,79 28,17 38,14 37,86 35,99
-5dB 18,08 11,91 14,52 18,98 15,87
Ø 76,90 72,93 79,68 76,07 76,40
Set B Res. Str. Air. Tra. Ø
clean 99,54 99,30 99,43 99,44 99,43
20dB 97,57 96,83 98,39 98,15 97,74
15dB 93,86 94,01 96,60 96,14 95,15
10dB 86,03 83,34 90,31 90,37 87,51
5dB 62,24 62,42 72,32 71,64 67,16
0dB 34,85 33,19 40,14 40,42 37,15
-5dB 13,48 13,33 17,00 16,04 14,96
Ø 74,91 73,96 79,55 79,34 76,94
Tabelle 4.5: GMM-M16: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2
Datenbank bei verschiedenen Umgebungsbedingungen
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Set A Sub. Bab. Car Exh. Ø
clean 99,63 99,43 99,61 99,63 99,58
20dB 98,37 95,92 99,37 98,03 97,92
15dB 96,10 90,93 98,75 96,02 95,45
10dB 91,68 80,14 96,51 91,24 89,89
5dB 80,53 64,30 88,91 78,90 78,16
0dB 55,66 36,03 62,99 56,03 52,68
-5dB 23,95 9,46 16,19 25,33 18,73
Ø 84,47 73,46 89,31 84,04 82,82
Set B Res. Str. Air. Tra. Ø
clean 99,63 99,43 99,61 99,63 99,58
20dB 95,30 98,34 96,96 97,69 97,07
15dB 89,50 96,34 94,53 95,93 94,08
10dB 80,69 90,33 86,04 93,03 87,52
5dB 65,43 77,75 74,56 82,91 75,16
0dB 40,37 49,24 50,79 59,46 49,97
-5dB 14,03 16,38 20,19 17,65 17,06
Ø 74,26 82,40 80,58 85,80 80,76
Tabelle 4.6: SLDM-S16: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2
Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,60 99,46 99,55 99,60 99,55
20dB 97,67 97,79 97,64 97,50 97,65
15dB 94,01 94,38 94,15 92,44 93,75
10dB 82,35 83,68 80,85 78,49 81,34
5dB 55,97 58,04 48,82 49,83 53,17
0dB 26,53 25,97 15,45 18,85 21,70
-5dB 9,76 9,52 5,52 7,07 7,97
Ø 71,31 71,97 67,38 67,42 69,52
Set B Res. Str. Air. Tra. Ø
Clean 99,60 99,46 99,55 99,60 99,55
20dB 98,34 97,52 98,03 97,62 97,88
15dB 94,50 94,20 95,23 95,19 94,78
10dB 85,02 82,21 87,62 85,19 65,01
5dB 64,23 56,98 63,08 58,75 60,76
0dB 31,29 23,70 32,63 24,13 27,94
-5dB 12,31 9,22 11,21 7,87 10,15
Ø 74,68 54,92 75,32 72,18 69,27
Tabelle 4.7: VTS-M128: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2
Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,60 99,52 99,67 99,66 99,61
20dB 98,65 98,94 99,16 98,70 98,86
15dB 97,33 79,37 98,45 97,66 97,70
10dB 94,32 93,14 96,39 94,42 94,57
5dB 86,55 81,41 89,50 86,61 86,02
0dB 67,30 53,23 70,59 66,06 64,30
-5dB 37,06 18,41 35,07 36,32 31,72
Ø 88,83 84,82 90,82 88,69 88,29
Set B Res. Str. Air. Tra. Ø
Clean 99,60 99,52 99,67 99,66 99,61
20dB 98,37 98,61 98,99 98,83 98,70
15dB 96,19 97,61 97,97 97,38 97,29
10dB 91,28 93,59 94,39 95,06 93,58
5dB 78,39 85,28 85,27 86,27 83,80
0dB 52,32 63,75 62,60 66,00 61,17
-5dB 18,36 32,16 28,24 33,14 27,98
Ø 83,31 87,77 87,84 88,71 86,91
Tabelle 4.8: AFE: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2 Da-
tenbank bei verschiedenen Umgebungsbedingungen
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Im Folgenden wird die Berechnung der a posteriori Verteilung der Sprachmerk-
male mit den in diesem Kapitel behandelten erweiterten Kalman-Filtern untersucht.
Auf Test-Set A und Test-Set B der AURORA2 Datenbank wurde mit einer Filterbank
mit 16 EKFs (EKF-M16) insgesamt ungefa¨hr die gleiche Erkennungsrate wie mit dem
SLDM-M16 erzielt (vgl. Tab. 4.10). Auf der AURORA4 Datenbank ergaben sich, wie
Tab. 4.9 zeigt, dagegen deutlich schlechtere Ergebnisse.
Train Airport Babble Car Street Rest. Clean Ø
S 37,8 34,0 33,4 14,6 38,7 38,9 9,4 29,5
EKF I 6,9 12,1 10,2 4,4 9,2 11,8 2,3 8,1
(M=16) E 54,0 51,6 48,5 21,8 55,4 57,7 13,1 43,2
S 31,5 32,5 28,7 13,2 31,6 35,7 9,3 26,1
IEKF I 7,4 12,3 11,3 4,2 8,8 12,3 2,5 8,4
(M=16) E 46,7 48,9 43,9 19,9 46,3 53,9 12,8 38,9
S 29,2 31,9 28,3 12,5 27,8 33,7 9,1 24,6
EKF-d I 8,2 14,6 12,1 4,4 9,1 14,1 2,5 9,3
(M=16) E 41,5 50,8 44,9 18,9 41,6 52,3 12,9 37,6
S 29,3 31,5 28,1 12,3 28,2 33,6 9,1 24,6
IEKF-d I 7,4 13,4 11,2 4,2 8,4 12,0 2,7 8,5
(M=16) E 41,0 49,4 42,7 18,6 41,2 50,4 13,1 36,6
Tabelle 4.9: Fehlerraten auf der AURORA4 Datenbank fu¨r verschiedene Verfahren und
Rauschbedingungen (S: Ersetzungsfehler, I: Einfu¨gungen, E: Gesamtfehlerrate)
Eine mo¨gliche Ursache liegt darin, dass im EKF die a priori Verteilungen von Sprache
und Rauschen anders als im SLDM, wo die SNR-Variablen vor der MMSE-Scha¨tzung
mit Hilfe neuer Messungen aktualisiert werden, nicht neu gescha¨tzt werden. Mit der
in Gl. (4.28) angegebenen Iteration (IEKF-M16) wurden auf der AURORA4 Daten-
bank dagegen insgesamt bessere Ergebnisse als mit dem SLDM-M16 erzielt. Auf der
AURORA2 Datenbank fu¨hrte die Iteration insgesamt ebenfalls zu einem signifikanten
Anstieg der Erkennungsrate (82, 35% auf Test-Set A und 78, 72% auf Test-Set B), wobei
die Ergebnisse fu¨r zwei Rauschsorten aus Test-Set B durch die Iteration verschlechtert
wurden (Tab. 4.11).
Die Verwendung dynamischer Merkmale wurde auf Test-Set A der AURORA2 Da-
tenbank zuna¨chst mit M = 4 Modellen und dim(δx) = 1 (EKF-d-M4) getestet. Wie
Tab. 4.12 zeigt, ergab sich bei einer deutlich reduzierten Rechenzeit bereits ein Anstieg
der Erkennungsrate von 79, 87% auf 81, 71%. Bei der Verwendung eines ho¨herdimensio-
nalen Subvektors fu¨r die dynamischen Sprachmerkmale wurde, wie sich in informalen
Experimenten herausgestellt hat, ein Teil der Gewinne, die sich bei der Verwendung
einer einzelnen Komponente ergaben, wieder eingebu¨ßt. Fu¨r M = 16 Modelle (EKF-d-
M16) wurde auf Test-Set A (82, 45%) und Test-Set B (80, 98%) der AURORA2 Daten-
bank (Tab. 4.13) ungefa¨hr die Erkennungsrate des IEKF-M16 erreicht, wa¨hrend diese
auf der AURORA4 Datenbank bereits u¨bertroffen wurde (Fehlerrate: 37, 6%). Mit dem
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Set A Sub. Bab. Car Exh. Ø
Clean 99,60 99,49 99,55 99,69 99,58
20dB 97,91 95,56 99,11 97,99 97,64
15dB 95,58 89,69 98,45 95,65 94,84
10dB 89,78 79,32 95,76 90,77 88,91
5dB 73,75 60,22 85,09 76,37 73,86
0dB 43,78 28,05 53,47 50,85 44,04
-5dB 18,58 8,16 11,66 23,63 15,51
Ø 80,16 70,57 86,38 82,33 79,86
Set B Res. Str. Air. Tra. Ø
Clean 99,48 99,46 99,46 99,66 99,52
20dB 97,51 97,88 97,79 97,93 97,78
15dB 93,80 95,83 96,33 95,99 95,49
10dB 86,64 88,60 89,80 92,69 89,43
5dB 69,76 67,47 76,32 78,19 72,94
0dB 35,16 29,84 43,87 42,05 37,73
-5dB 11,70 7,53 13,60 8,61 10,36
Ø 76,57 75,92 80,82 81,37 78,67
Tabelle 4.10: EKF-M16: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2
Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,54 99,52 99,52 99,60 99,55
20dB 98,19 96,25 99,31 98,33 98,02
15dB 96,13 91,17 98,36 96,27 95,48
10dB 92,26 80,74 96,66 92,10 90,44
5dB 80,44 64,36 87,44 80,28 78,13
0dB 52,04 33,25 59,14 54,18 49,65
-5dB 22,87 10,55 14,32 24,90 18,16
Ø 83,81 73,15 88,18 84,23 82,35
Set B Res. Str. Air. Tra. Ø
Clean 99,57 99,55 99,43 99,54 99,52
20dB 96,84 98,13 97,49 98,18 97,66
15dB 92,63 95,53 95,65 96,14 94,99
10dB 84,1 89,21 89,47 93,21 89,00
5dB 66,75 66,90 74,56 80,41 72,16
0dB 35,89 31,59 44,63 47,12 39,81
-5dB 12,02 9,37 15,41 12,25 12,26
Ø 75,24 76,27 80,36 83,01 78,72
Tabelle 4.11: IEKF-M16: Erkennungsrate auf Test-Set A und Test-Set B der AURORA2
Datenbank bei verschiedenen Umgebungsbedingungen
Sub. Bab. Car Exh. Ø
Clean 99,23 99,21 99,40 99,51 99,34
20dB 98,19 96,43 98,90 98,27 97,95
15dB 96,41 92,29 98,51 96,33 95,89
10dB 90,39 82,41 95,65 90,71 89,79
5dB 77,46 65,15 85,39 77,54 76,39
0dB 49,09 36,15 57,77 51,22 48,56
-5dB 22,20 12,88 19,18 24,47 19,68
Ø 82,31 74,49 87,24 82,81 81,71
Tabelle 4.12: EKF-d-M4: Erkennungsrate auf Test-Set A der AURORA2 Datenbank
bei verschiedenen Umgebungsbedingungen
50 Kapitel 4. Entrauschung der Sprachmerkmale mit schaltenden Modellen
Set A Sub. Bab. Car Exh. Ø
Clean 99,54 99,52 99,52 99,63 99,55
20dB 98,22 95,89 99,16 98,06 97,83
15dB 96,44 91,51 98,72 96,39 95,77
10dB 91,43 82,74 96,45 91,42 90,51
5dB 79,09 67,71 86,91 79,33 78,26
0dB 50,51 37,85 56,07 55,08 49,88
-5dB 19,80 11,28 10,47 22,74 16,07
Ø 83,14 75,14 87,46 84,06 82,45
Set B Res. Str. Air. Tra. Ø
Clean 99,54 99,52 99,52 99,63 99,55
20dB 96,01 98,58 97,20 97,69 97,37
15dB 90,60 96,37 95,05 95,59 94,40
10dB 83,91 90,87 87,92 92,87 88,89
5dB 86,50 76,18 75,96 82,38 75,76
0dB 44,15 42,96 52,49 54,24 48,46
-5dB 15,44 11,85 20,70 16,60 16,15
Ø 76,63 80,99 81,72 84,55 80,98
Tabelle 4.13: EKF-d-M16: Erkennungsrate auf Test-Set A und Test-Set B der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,54 99,55 99,52 99,44 99,51
20dB 98,22 95,98 99,16 98,06 97,86
15dB 96,53 92,41 98,57 96,39 95,98
10dB 91,43 84,25 96,66 92,07 91,10
5dB 80,26 70,10 87,21 80,16 79,43
0dB 50,23 40,24 55,95 56,34 50,69
-5dB 19,01 11,12 9,78 23,02 15,73
Ø 83,33 76,60 87,51 84,60 83,01
Set B Res. Str. Air. Tra. Ø
Clean 99,54 99,56 99,52 99,57 99,55
20dB 96,13 98,61 97,44 97,84 97,51
15dB 91,56 96,46 95,47 96,02 94,88
10dB 85,78 91,54 89,08 93,34 89,94
5dB 71,14 77,21 77,18 82,66 77,05
0dB 45,38 42,47 53,83 53,90 48,90
-5dB 16,70 11,70 20,85 16,32 16,39
Ø 78,00 81,26 82,60 84,75 81,65
Tabelle 4.14: IEKF-d-M16: Erkennungsrate auf Test-Set A und Test-Set B der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
IEKF-d-M16 ergab sich sowohl auf der AURORA2 Datenbank (Tab. 4.14, Test-Set
A: 83, 01%, Test-Set B: 81, 65%) als auch auf der AURORA4 Datenbank (Fehlerrate:
36, 6%) eine weitere Verbesserung der Ergebnisse.
Tab. 4.15 zeigt fu¨r die wichtigsten Verfahren, die in diesem Kapitel untersucht wur-
den, die Komplexita¨t der Merkmalsentsto¨rung auf Test-Set A der AURORA2 Daten-
bank fu¨r ein SNR von 5dB. Die angegebenen Laufzeiten sind auf die Laufzeit des SFEs
normiert. Aus der Tabelle geht hervor, dass der modellbasierte Ansatz aus [DA04], der
als Baseline fu¨r die Untersuchungen in dieser Arbeit verwendet wurde, fu¨r M = 16
Modelle eine wesentlich ho¨here Komplexita¨t als das SFE und das AFE aufweist. Die
Rechenzeit der modellbasierten Verfahren auf der Basis schaltender Modelle steigt bei
konstanter Merkmalsvektordimension Nc ungefa¨hr mit O(M×T ) an, d.h. proportional
zur Anzahl der Modelle M und der Sprachrahmen T . Die Laufzeit des GMMs unter-
scheidet sich nicht signifikant von der des SLDMs, da der Aufwand fu¨r die Pra¨diktion
des Zustandsvektors gegenu¨ber dem Aufwand des Beobachtungsschrittes vernachla¨ssigt
werden kann. Die Gla¨ttung mit dem SLDM-S16 fu¨hrte nahezu zu einer Verdoppelung
der Rechenzeit. Die Komplexita¨t des EKF-M16 liegt unter der des Baseline-SLDMs,
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Verfahren Laufzeit
SFE 1
AFE 4
SLDM-M16 523
GMM-M16 523
SLDM-S16 1004
EKF-M16 461
IEKF-M16 692
IEKF-d-M16 816
Tabelle 4.15: Laufzeiten der untersuchten Verfahren auf der AURORA2 Datenbank
normiert auf die Laufzeit des SFEs
wa¨hrend die Durchfu¨hrung einer zweiten Iteration zu einer ho¨heren Komplexita¨t fu¨hr-
te. Die Beru¨cksichtigung dynamischer Sprachmerkmale, die mit einer Erho¨hung der
Merkmalsvektordimension Nc verbunden ist, fu¨hrte zu einem weiteren Anstieg der Re-
chenzeit. Die relative Laufzeit fu¨r die Standarderkennung, die in Anhang A.1 spezifiziert
ist, lag auf der AURORA2 Datenbank bei einem SNR von 5dB bei 34, d.h. deutlich
unter dem Aufwand fu¨r die modellbasierte Merkmalsentsto¨rung.
Zusammenfassung
In diesem Abschnitt wurde die Merkmalsentsto¨rung mit SLDMs zuna¨chst qualitativ
und quantitativ anhand eines SLDMs aus [DA04] untersucht (SLDM-M4, SLDM-M16),
wobei u.a. das Schaltverhalten und die Anzahl der beno¨tigten Modelle betrachtet wur-
den. Im Vergleich zu einem GMM ergaben sich mit dem SLDM deutlich bessere Er-
gebnisse auf der AURORA2 Datenbank, wa¨hrend das betrachtete Baseline-Verfahren
auf der AURORA4 Datenbank schlechtere Ergebnisse als das GMM erzielte. Durch die
Verwendung der in Abschnitt 4.3 eingefu¨hrten dynamischen Sprachmerkmale (IEKF-
d-M16) ergab sich auf beiden Datenbanken ein deutlicher Anstieg der Erkennungsrate
gegenu¨ber dem SLDM-M16 (AURORA2, Test-Set A: 83, 01%, AURORA2, Test-Set B:
81, 65%, Fehlerrate auf AURORA4: 36, 6%). Die Erkennungsrate des AFE wurde je-
doch auf beiden Testdatenbanken mit den betrachteten modellbasierten Ansa¨tzen bei
Weitem nicht erreicht. Der Rechenaufwand des modellbasierten Baseline-Verfahrens
aus [DA04] liegt fu¨r M = 16 Modelle deutlich u¨ber der Komplexita¨t des SFEs und des
AFEs. Die Erweiterung dieses Ansatzes um dynamische Sprachmerkmale und die Ver-
wendung iterativer, erweiterter Kalman-Filter fu¨hrte zu einem Anstieg der Rechenzeit
um den Faktor 1, 6.
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Kapitel 5
Rauschscha¨tzung
Die modellbasierte Merkmalsentsto¨rung, die im vorangehenden Kapitel untersucht wur-
de, erfordert eine Scha¨tzung der a priori Verteilung des Rauschens. Diese Scha¨tzung
kann einen großen Einfluß auf das Ergebnis der Entrauschung haben. Wenn neben den
Parametern der a priori Verteilung auch das Faltungsrauschen und die Phase zwischen
Rauschen und Sprache bekannt sind, ist es sogar mo¨glich, die unverrauschten Sprach-
merkmale mit Gl. (4.15) exakt aus den verrauschten Sprachmerkmalen zu bestimmen.
Im vorangehenden Kapitel wurden konstante Parameter der a priori Veteilung ange-
nommen, die aus sprachfreien Signalabschnitten am Anfang und Ende der einzelnen
Sa¨tze gescha¨tzt wurden. Die experimentellen Untersuchungen in Abschnitt 5.3 zeigen
jedoch, dass dieser Modellierungsansatz auch bei einer genaueren Parameterscha¨tzung,
in der die vorgegebenen, wahren Rauschwerte aller Sprachrahmen der jeweiligen Sa¨tze
beru¨cksichtigt werden, zu erheblichen Erkennungsfehlern fu¨hren kann. In diesem Kapi-
tel wird daher ein dynamischer Modellierungsansatz verfolgt, in dem die Dynamik des
Rauschens mit einem Zustandsmodell beschrieben und auf diese Weise statistische Ab-
ha¨ngigkeiten innerhalb des Rauschprozesses ausgenutzt werden. Wie in Abschnitt 2.3
ausgefu¨hrt wurde, werden in der Literatur zur modellbasierten Merkmalsentsto¨rung in
der Regel die Dynamikmodelle aus Gl. (2.18) und Gl. (2.19) verwendet. In diesen Ansa¨t-
zen wird mit den Zustandsmodellen unmittelbar die Dynamik des in den Sprachpausen
beobachteten Rauschprozesses n˜t beschrieben. Es wird somit die Annahme getroffen,
dass n˜t der Zustandsvariable nt entspricht.
In Abb. 5.1 ist der zeitliche Verlauf der Energiekomponente des cepstralen Rausch-
vektors fu¨r einen Beispielsatz bei Babble-Rauschen dargestellt. Wie die Abbildung
zeigt, kann das beobachtete Rauschen (blaue Kurve) in der Praxis starken Schwan-
kungen unterworfen sein, so dass es mit einem einfachen Zustandsmodell nicht exakt
beschrieben werden kann. Unter der Annahme der Identita¨t n˜t = nt und eines Random-
Walk-Modells
nt = nt−1 + vt (5.1)
mit dem Zustandsrauschen vt ergibt sich fu¨r den Sprachrahmen t = 30 des dargestell-
ten Satzes z.B. ungefa¨hr der quadratische Pra¨diktionsfehler
(
E[nt|n˜
t−1
1 ]− n˜t
)2
≈ 900.
Eine große Varianz des Zustandsmodells kann dazu fu¨hren, dass die Rauschscha¨tzung
stark von der aktuellen Messung abha¨ngt und dadurch unzuverla¨ssig wird. Um eine
zuverla¨ssigere Rauschscha¨tzung zu erreichen, wird das Rauschen im Folgenden mit ei-
ner verborgenen, unbeobachtbaren Zustandsvariable modelliert [WHU08a]. In Abb. 5.1
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Abbildung 5.1: Zeitlicher Verlauf der ersten Komponente des cepstralen Rauschvektors
(Beispiel fu¨r Babble-Rauschen und SNR=-5dB)
ist der Verlauf der Energiekomponente n
(0)
t dieser Zustandsvariable rot dargestellt. Der
dargestellte Verlauf wurde experimentell ermittelt, indem zehn Iterationen des in Ab-
schnitt 5.1 eingefu¨hrten blockweisen EM-Algorithmus durchgefu¨hrt wurden. Danach
ergab sich der Erwartungswert nt−1|1:T des Zustandsvektors unter Beru¨cksichtigung
der Beobachtungen n˜T1 als erster Subvektor des gegla¨tteten Zustandsvektors ηt−1|1:T
in Gl. (5.13). Die Abbildung zeigt, dass der Verlauf dieser Zustandsvariable wesent-
lich geringeren Schwankungen als der Verlauf der Beobachtungen unterworfen ist, so
dass er mit dem in Gl. (5.1) angegebenen Random-Walk-Modell mit einer geringeren
Varianz pra¨diziert werden kann. Das Zustandsrauschen vt in Gl. (5.1) wird im Folgen-
den als Gaußverteilung vt ∼ N (vt; 0,V) mit der Kovarianzmatrix V modelliert. Dies
entspricht den Festlegungen
D = I, e = 0 (5.2)
in Gl. (4.6). Die verbleibende Fehlerwahrscheinlichkeit, die auf stark instationa¨re Rausch-
quellen sowie den Beobachtungsprozess (z.B. Varianz bei der Berechnung des Kurzzeit-
spektrums) zuru¨ckgefu¨hrt werden kann, wird mit einem Beobachtungsmodell beschrie-
ben:
n˜t = nt +w
(n)
t (5.3)
mit w
(n)
t ∼ N (w
(n)
t ; 0,W
(n)), wobei W(n) die Varianz des Beobachtungsrauschens
bezeichnet. Es ist zu beachten, dass nt im Beobachtungsmodell fu¨r die verrauschten
Sprachmerkmale (Gl. (4.15)) durch das beobachtete Rauschen n˜t substituiert werden
muß. Man erha¨lt somit das Beobachtungsmodell
yt = xt +MDCT log
(
1 + e
M
+
DCT
“
nt−xt+w
(n)
t
”)
(5.4)
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fu¨r die verrauschten Sprachmerkmale, das gegenu¨ber (4.15) zusa¨tzlich die Zufallsvaria-
ble w
(n)
t entha¨lt. Diese kann in dem linearisierten Beobachtungsmodell (4.21) beru¨ck-
sichtigt werden, indem die Taylorreihenentwicklung nicht nur bzgl. xt und nt sondern
auch bzgl. w
(n)
t durchgefu¨hrt wird. Dadurch ergibt sich in Gl. (4.21) die gegenu¨ber Gl.
(4.24) erho¨hte Varianz
W =Wc +HnW
(n)H′n. (5.5)
Der additive Term HnW
(n)H′n entspricht qualitativ dem in [Kim02] experimentell er-
mittelten Korrekturfaktor der Kalman-Versta¨rkung. Dieser fu¨hrte bei der Festlegung
der Varianz V als konstante Diagonalmatrix mit kleinen Werten zu einer deutlichen
Verbesserung der Ergebnisse, was unter der Annahme eines beobachtbaren Rauschpro-
zesses jedoch nicht theoretisch erkla¨rt werden konnte.
In den na¨chsten beiden Abschnitten werden EM-Algorithmen fu¨r die Scha¨tzung der
Modellparameter V undW(n) hergeleitet (vgl. [WHU08b]). Die EM-Algorithmen ko¨n-
nen auf sprachfreien Trainingsdaten (Abschnitt 5.1) oder zur Laufzeit mit verrauschten
Sprachdaten (Abschnitt 5.2) durchgefu¨hrt werden.
5.1 Parameterscha¨tzung aus Trainingsdaten
Im Folgenden wird die Scha¨tzung der Parameter mit einem blockweisen EM-Algorith-
mus auf Trainingsdaten betrachtet. Dadurch ko¨nnen zusa¨tzliche Unsicherheiten durch
das Messmodel in Gl. (4.15), welches eine zuverla¨ssige Scha¨tzung der unverrausch-
ten Sprachmerkmale erfordert, ausgeschlossen werden. Weiterhin ist es mo¨glich, eine
große Anzahl Iterationen des EM-Algorithmus sowie eine Gla¨ttung im E-Schritt oh-
ne zusa¨tzlichen Aufwand wa¨hrend der Laufzeit durchzufu¨hren. Der Maximum-Likeli-
hood(ML)-Scha¨tzwert θˆ des Parametervektors θ = [V W(n)] ergibt sich in Anlehnung
an [GBW98], wo die AR-Parameter des Sprachsignals zum Zwecke der einkanaligen
Sprachsignalverbesserung mit einem blockweisen EM-Algorithmus gescha¨tzt werden,
als Lo¨sung des Optimierungsproblems
θˆ = argmax
θ
{
log p(n˜T1 ; θ)
}
. (5.6)
Die unvollsta¨ndigen, beobachtbaren Rauschwerte n˜T1 , aus denen θ nicht eindeutig be-
stimmt werden kann, sind u¨ber das Beobachtungsmodell (5.3) mit den Zustandsvekto-
ren nT0 verknu¨pft, die zusammen mit n˜
T
1 vollsta¨ndige Daten fu¨r das Optimierungspro-
blem in Gl. (5.6) darstellen. Damit ergibt sich der EM-Algorithmus
Q(θ, θˆ
(l)
) = E
θˆ
(l) [log p(nT0 , n˜
T
1 ; θ)|θˆ
(l)
, n˜T1 ] (E-Schritt) (5.7)
θˆ
(l+1)
= argmax
θ
{Q(θ, θˆ
(l)
)} (M-Schritt). (5.8)
In dem Expectation(E)-Schritt wird in der Iteration l+ 1 die a posteriori Wahrschein-
lichkeit p(nT0 |n˜
T
1 ; θ) des beobachteten Rauschens mit einem RTS-Gla¨tter, der die Pa-
rameter aus der Iteration l verwendet, ermittelt. Da der Maximization(M)-Schritt, wie
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weiter unten gezeigt, die Berechnung von Kovarianzen zwischen nt−1 und nt erfordert,
wird fu¨r die Gla¨ttung der erweiterte Zustandsvektor ηt = [n
′
t n
′
t−1]
′ verwendet. Fu¨r
ηt erha¨lt man aus Gl. (5.1) das Zustandsmodell
ηt = Aηηt−1 + v
(η)
t , v
(η)
t ∼ N (v
(η)
t ; 0,Cη) (5.9)
mit
Aη =
[
I 0
I 0
]
und Cη =
[
V 0
0 0
]
. (5.10)
Aus Gl. (5.3) ergibt sich das Beobachtungsmodell
n˜t = Hηηt +w
(n)
t , w
(n)
t ∼ N (w
(n)
t ; 0,W
(n)), Hη =
[
I 0
]
. (5.11)
Die Wahrscheinlichkeitsdichte p(ηt|n˜
T
1 ; θ) erha¨lt man durch Anwendung eines RTS-
Gla¨tters [BSRLK01]. Dazu wird zuna¨chst eine Filterung in Vorwa¨rtsrichtung durchge-
fu¨hrt, d.h. fu¨r die Zeitpunkte t = 1, . . . , T die Rekursion
ηt|1:t−1 = Aηηt−1|1:t−1
P
(η)
t|1:t−1 = AηP
(η)
t−1|1:t−1A
′
η +Cη
K
(η)
t = P
(η)
t|1:t−1H
′
η(HηP
(η)
t|1:t−1H
′
η +W
(n))−1
ηt|1:t = ηt|1:t−1 +K
(η)
t (n˜t −Hηηt|1:t−1)
P
(η)
t|1:t = (I−K
(η)
t Hη)P
(η)
t|1:t−1
(5.12)
angewendet. In Gl. (5.12) wird V in Cη durch Vˆ
(l) und W(n) durch (Wˆ(n))(l) appro-
ximiert, die wie in Gl. (5.17) und Gl. (5.21) angegeben in der vorangehenden Iteration
berechnet werden ko¨nnen. Anschließend erfolgt die Gla¨ttung in Ru¨ckwa¨rtsrichtung.
Fu¨r t = T, . . . , 1 ergibt sich die Rekursion [BSRLK01]
ηt−1|1:T = ηt−1|1:t−1 + S
(η)
t−1(ηt|1:T − ηt|1:t−1)
P
(η)
t−1|1:T = P
(η)
t−1|1:t−1 + S
(η)
t−1(P
(η)
t|1:T −P
(η)
t|1:t−1)S
(η)
t−1
′ (5.13)
mit der Hilfsvariable
S
(η)
t−1 = P
(η)
t−1|1:t−1A
′
η(P
(η)
t|1:t−1)
−1. (5.14)
Um den M-Schritt durchzufu¨hren, wird der Erwartungswert
E[log p(nT0 , n˜
T
1 ; θ)|θˆ
(l)
, n˜T1 ] = E[log p(n˜
T
1 |n
T
0 ; θ)|θˆ
(l)
, n˜T1 ] + E[log p(n
T
0 ; θ)|θˆ
(l)
, n˜T1 ]
(5.15)
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berechnet. Da E[log p(n˜T1 |n
T
0 ; θ)|θˆ
(l)
, n˜T1 ] unabha¨ngig von V ist, erha¨lt man Vˆ
(l+1)
durch die Maximierung von
E[log p(nT0 ; θ)|θˆ
(l)
, n˜T1 ]
=
T∑
t=1
E[log p(nt|n
t−1
1 ; θ)|θˆ
(l)
, n˜T1 ]
(5.1)
=
T∑
t=1
E[log p(nt|nt−1; θ|θˆ
(l)
, n˜T1 ]
=
T∑
t=1
E
[
log
(
1√
(2pi)Nc|V|
e−
1
2
(nt−nt−1)′V−1(nt−nt−1)
)∣∣∣θˆ(l), n˜T1
]
= −
NcT
2
log(2pi)−
T
2
log |V| −
1
2
T∑
t=1
E[(nt − nt−1)
′V−1(nt − nt−1)|θˆ
(l)
, n˜T1 ].
(5.16)
Wie in Anhang E gezeigt wird, ergibt sich durch die Maximierung von Gl. (5.16) bzgl.
V mit Lemma 3.2.3 aus [And84] der Scha¨tzwert
Vˆ(l+1) =
1
T
T∑
t=1
E[(nt − nt−1)(nt − nt−1)
′|θˆ
(l)
, n˜T1 ]
=
1
T
T∑
t=1
{
E[ntn
′
t|θˆ
(l)
, n˜T1 ]−E[nt−1n
′
t|θˆ
(l)
, n˜T1 ]
− E[ntn
′
t−1|θˆ
(l)
, n˜T1 ] + E[nt−1n
′
t−1|θˆ
(l)
, n˜T1 ]
}
.
(5.17)
Die Korrelationen in Gl. (5.17) ergeben sich aus den Momenten
ηt|1:T =
[
nt|1:T
nt−1|1:T
]
, P
(η)
t|1:T =
[
P
(n)
t|1:T P
(n)
t,t−1|1:T
P
(n)
t−1,t|1:T P
(n)
t−1|1:T
]
(5.18)
der a posteriori Wahrscheinlichkeit p(ηt|n˜
T
1 ), die im E-Schritt berechnet werden:
E[ntn
′
t|θˆ
(l)
, n˜T1 ] = nt|1:Tn
′
t|1:T +P
(n)
t|1:T
E[nt−1n
′
t|θˆ
(l)
, n˜T1 ] = nt−1|1:Tn
′
t|1:T +P
(n)
t−1,t|1:T
E[ntn
′
t−1|θˆ
(l)
, n˜T1 ] = nt|1:Tn
′
t−1|1:T +P
(n)
t,t−1|1:T
E[nt−1n
′
t−1|θˆ
(l)
, n˜T1 ] = nt−1|1:Tn
′
t−1|1:T +P
(n)
t−1|1:T .
(5.19)
Analog erha¨lt man durch die Maximierung von
E[log p(n˜T1 |n
T
0 ; θ)|θˆ
(l)
, n˜T1 ]
(5.3)
=
T∑
t=1
E[log p(n˜t|nt; θ)|θˆ
(l)
, n˜T1 ]
= −
NcT
2
log(2pi)−
T
2
log|W(n)| −
1
2
T∑
t=1
E[(n˜t − nt)
′(W(n))−1(n˜t − nt)|θˆ
(l)
, n˜T1 ]
(5.20)
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den Scha¨tzwert
(Wˆ(n))(l+1) =
1
T
T∑
t=1
E[(n˜t − nt)(n˜t − nt)
′|θˆ
(l)
, n˜T1 ]
=
1
T
T∑
t=1
n˜tn˜
′
t − n˜tE[nt|θˆ
(l)
, n˜T1 ]
′ − E[nt|θˆ
(l)
, n˜T1 ]n˜
′
t + E[ntn
′
t|θˆ
(l)
, n˜T1 ]
(5.21)
mit
E[nt|θˆ
(l)
, n˜T1 ] = nt|1:T
E[ntn
′
t|θˆ
(l)
, n˜T1 ] = nt|1:Tn
′
t|1:T +P
(n)
t|1:T .
(5.22)
In dem hergeleiteten EM-Algorithmus wird somit zwischen der Berechnung der Parame-
ter entsprechend Gl. (5.17) und Gl. (5.21) und der RTS-Gla¨ttung mit den berechneten
Parametern in Gl. (5.12) und Gl. (5.13) iteriert.
5.2 Adaption des Beobachtungsrauschens wa¨hrend
der Laufzeit
In der Praxis kann es aufgrund wechselnder Rauschbedingungen notwendig sein, die
Rauschparameter wa¨hrend der Filterung an die Umgebungsbedingungen anzupassen.
Die wiederholte Filterung des Satzes mit schaltenden Modellen, die zur Durchfu¨hrung
eines blockweisen EM-Algorithmus erforderlich ist, ist sehr zeitaufwa¨ndig. Daher wird
im Folgenden ein sequentieller EM-Algorithmus hergeleitet, der außerdem eine kausale
Verarbeitung sowie die Anpassung der Parameter an A¨nderungen der Rauschbedingun-
gen innerhalb eines einzelnen Satzes ermo¨glicht. Die experimentellen Untersuchungen in
Abschnitt 5.3 zeigen, dass die Adaption des Zustandsrauschens mit einem blockweisen
EM-Algorithmus auf Trainingsdaten die Durchfu¨hrung einer großen Anzahl an Iteratio-
nen erfordert. Wa¨hrend der Laufzeit ist die Varianz des Beobachtungsmodells aufgrund
der u¨berlagerten Sprache in der Regel deutlich ho¨her als mit den reinen Rauschdaten,
die im Training verwendet werden, so dass eine schlechtere Adaption zu erwarten ist.
Es erscheint daher unrealistisch, das Zustandsrauschens wa¨hrend der Laufzeit zu adap-
tieren, so dass im Folgenden nur das Beobachtungsrauschen W(n) adaptiert wird. Das
Zustandsrauschen wird, wie in Abschnitt 5.1 dargestellt, aus Trainingsdaten ermittelt.
Um das Beobachtungsrauschen W(n) zu scha¨tzen, wird die kausale Zielfunktion
Q
(W )
t (W
(n), (Wˆ(n))t−11 ) = E[log p(y
t
1|z
t
0;W
(n))|(Wˆ(n))t−11 ,y
t
1]
+ E[log p(zt0;W
(n))|(Wˆ(n))t−11 ,y
t
1]
(5.23)
maximiert. Dabei werden die Scha¨tzwerte (Wˆ(n))t−11 = Wˆ
(n)
1 , . . . ,Wˆ
(n)
t−1 anders als
im blockweisen EM-Algorithmus aus den vorangehenden Sprachrahmen des jeweiligen
Satzes berechnet. Da in Gl. (5.23) nur der Term E[log p(yt1|z
t
0;W
(n))|(Wˆ(n))t−11 ,y
t
1]
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von der Kovarianzmatrix W(n) des Beobachtungsrauschens abha¨ngt, hat der Term
E[log p(zt0;W
(n))|(Wˆ(n))t−11 ,y
t
1] keinen Einfluß auf das Ergebnis der Parameterscha¨t-
zung und wird daher im Folgenden vernachla¨ssigt. Damit ergibt sich zur Scha¨tzung des
Parameters W(n) die zu optimierende Zielfunktion
Q
(W )
t (W
(n), (Wˆ(n))t−11 ) = E[log p(y
t
1|z
t
0;W
(n))|(Wˆ(n))t−11 ,y
t
1]
≈ −
t∑
τ=1
Rτ (W
(n),Wˆ
(n)
τ−1)
mit
Rτ (W
(n),Wˆ
(n)
τ−1) = −E[log p(yτ |zτ ;W
(n))|Wˆ(n)τ−1,y
τ
1 ]. (5.24)
In Gl. (5.24) werden nur Beobachtungen bis zum aktuellen Zeitpunkt τ beru¨cksich-
tigt, um eine kausale Verarbeitung zu ermo¨glichen. Weiterhin wird die Likelihood
p(yτ |zτ ;W(n)) durch eine Gaußverteilung mit der Kovarianzmatrix W(W(n)) aus Gl.
(5.5) approximiert:
Rτ (W
(n),Wˆ
(n)
τ−1) ≈ E
[
1
2
log
(
(2pi)Nc|W(W(n))|
)
+
1
2
∆y′τW(W
(n))−1∆yτ
∣∣∣Wˆ(n)τ−1,yτ1
]
=
1
2
log
(
(2pi)Nc|W(W(n))|
)
+
1
2
E
[
∆y′τW(W
(n))−1∆yτ
∣∣∣Wˆ(n)τ−1,yτ1 ] ,
(5.25)
mit
∆yτ = yτ − h(zτ ). (5.26)
Der Erwartungswert in der letzten Zeile von Gl. (5.25) kann als
E
[
∆y′τW(W
(n))−1∆yτ
∣∣∣Wˆ(n)τ−1,yτ1 ] = E [tr (W(W(n))−1∆yτ∆y′τ) ∣∣∣Wˆ(n)τ−1,yτ1 ]
= tr
(
W(W(n))−1E
[
∆yτ∆y
′
τ
∣∣∣Wˆ(n)τ−1,yτ1 ])
(5.27)
mit
E
[
∆yτ∆y
′
τ
∣∣∣Wˆ(n)τ−1,yτ1 ] = E [(yτ − h(zτ ))(yτ − h(zτ ))′ ∣∣∣Wˆ(n)τ−1,yτ1 ]
= yτy
′
τ − yτE
[
h(zτ )
∣∣∣Wˆ(n)τ−1,yτ1 ]′
− E
[
h(zτ )
∣∣∣Wˆ(n)τ−1,yτ1 ]y′τ + E [h(zτ )h(zτ )′ ∣∣∣Wˆ(n)τ−1,yτ1 ]
(5.28)
geschrieben werden. Um die analytische Berechnung der Erwartungswerte in Gl. (5.28)
zu ermo¨glichen, wird das Beobachtungsmodell durch die in Gl. (4.21) angegebene Vek-
tortaylorreihenentwicklung
h(zτ ) ≈ h(x
(0)
τ ,n
(0)
τ )+Hx(xτ −x
(0)
τ )+Hn(nτ −n
(0)
τ ) = h(z
(0))+Hz(zτ − z
(0)) (5.29)
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um den Entwicklungspunkt
z(0) = zτ |1:τ (5.30)
linearisiert. Dadurch erha¨lt man
E[h(zτ )|Wˆ
(n)
τ−1,y
τ
1 ] ≈ E[h(zτ |1:τ) +Hz(zτ − zτ |1:τ )|Wˆ
(n)
τ−1,y
τ
1 ]
= h(zτ |1:τ )
E[h(zτ )h(zτ )
′|Wˆ(n)τ−1,y
τ
1 ] ≈ E[(h(zτ |1:τ) +Hz(zτ − zτ |1:τ ))
· (h(zτ |1:τ ) +Hz(zτ − zτ |1:τ))
′|Wˆ(n)τ−1,y
τ
1 ]
= h(zτ |1:τ )h(zτ |1:τ)
′ +P
(y)
τ |1:τ
(5.31)
mit der Kovarianzmatrix
P
(y)
τ |1:τ = HzPτ |1:τH
′
z. (5.32)
Der Erwartungswert zτ |1:τ und die Kovarianzmatrix Pτ |1:τ ergeben sich aus der Zu-
standsscha¨tzung des im letzten Kapitel beschriebenen SLDMs (Gl. (4.17)).
Einsetzten der Momente in Gl. (5.28) ergibt
E[∆yτ∆y
′
τ |Wˆτ−1,y
τ
1 ] = ∆yτ |1:τ∆y
′
τ |1:τ +P
(y)
τ |1:τ (5.33)
mit
∆yτ |1:τ = yτ − h(zτ |1:τ ). (5.34)
Insgesamt erha¨lt man somit
Rτ (W
(n),Wˆ
(n)
τ−1) =
1
2
log((2pi)Nc) +
1
2
log |W(W(n))|
+
1
2
tr
(
W(W(n))−1(∆yτ |1:τ∆y
′
τ |1:τ +P
(y)
τ |1:τ)
)
.
(5.35)
Q
(W )
t (W
(n), (Wˆ(n))t−11 ) kann rekursiv als
Q
(W )
t (W
(n), (Wˆ(n))t−11 ) = Q
(W )
t−1 (W
(n), (Wˆ(n))t−21 )− Rt(W
(n),Wˆ
(n)
t−1) (5.36)
geschrieben werden. Um den Einfluß fehlerhafter Messungen yt auf die Zielfunktion
Q
(W )
t (W
(n), (Wˆ(n))t−11 ) abzuschwa¨chen, wird der neue Beitrag Rt(W
(n),Wˆ
(n)
t−1) zur Ziel-
funktion schwa¨cher als Q
(W )
t−1 (W
(n), (Wˆ(n))t−21 ) gewichtet. Dadurch ergibt sich die mo-
difizierte Zielfunktion Q˜
(W )
t (W
(n), (Wˆ(n))t−11 ), die u¨ber die Rekursion
Q˜
(W )
t (W
(n), (Wˆ(n))t−11 ) = Q˜
(W )
t−1 (W
(n), (Wˆ(n))t−21 )− γRt(W
(n), (Wˆ(n))t−11 ) (5.37)
definiert ist, wobei γ < 1 eine Konstante bezeichnet. Im Folgenden wirdW(n) als Diago-
nalmatrix diag(w
(0)
n , . . . , w
(i)
n , . . . , w
(Nc−1)
n ) mit den Komponenten w
(i)
n , i = 0 . . .Nc − 1,
modelliert. Der Diagonalvektor mit den Elementen w
(0)
n , . . . , w
(i)
n , . . . , w
(Nc−1)
n wird im
Folgenden mit diag(W(n)) bezeichnet. Analog zu [DDA03a], wo die Zielfunktion eben-
falls in der in Gl. (5.37) angegebenen Form geschrieben werden kann, erha¨lt man die
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folgende Rekursion zur sequentiellen Aktualisierung der Rauschvarianz, die in [Tit84]
aus dem Newton-Raphson-Verfahren abgeleitet wurde:
diag(Wˆ
(n)
t ) = diag(Wˆ
(n)
t−1) + γK
−1
t st (5.38)
mit
st =
∂Rt
∂diag(W(n))
∣∣∣∣
W(n)=Wˆ
(n)
t−1
(5.39)
Kt = −
∂2Q˜
(W )
t
∂diag(W(n))∂diag(W(n))′
∣∣∣∣∣
W(n)=Wˆ
(n)
t−1
. (5.40)
Fu¨r die Komponenten von st erha¨lt man, wie in Anhang E.2.2 hergeleitet:
s
(i)
t =
∂Rt(W
(n),Wˆ
(n)
t−1)
∂w
(i)
n
= −
1
2
Nc∑
k=1
Nc∑
l=1
(2− δkl)
∂w(k,l)
∂w
(i)
n
· c′k[W(W
(n))]−1
(
∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t − [W(W
(n))]
)
[W(W(n))]−1cl.
(5.41)
In Gl. (5.41) bezeichnen cl = [0 . . . 0 1 0 . . . 0]
′ einen Spaltenvektor, dessen l-te Kom-
ponente den Wert Eins besitzt, und
δkl =
{
1 : k = l
0 : k 6= l
(5.42)
das Kronecker-Symbol. W(W
(n)
t−1) kann mit Gl. (5.5) berechnet werden, wobei sich Hn
aus der Vektortaylorreihenentwicklung in Gl. (5.29) mit dem Entwicklungspunkt nt|t
ergibt. Fu¨r die partiellen Ableitungen der Komponenten w(k,l) der Matrix W(W(n))
bzgl. w
(i)
n erha¨lt man aus der Beziehung
w(k,l) = H(k,1:Nc)n W
(n)H′n
(1:Nc,l) =
Nc∑
i=1
h(k,i)n w
(i)
n h
(l,i)
n (5.43)
mit dem k-ten Zeilenvektor H
(k,1:Nc)
n und l-ten Spaltenvektor H
(1:Nc,l)
n von Hn:
∂w(k,l)
∂w
(i)
n
= h(k,i)n h
(l,i)
n , (5.44)
wobei h
(k,i)
n das Element von Hn in Zeile k und Spalte i bezeichnet. Aus der Ableitung
von Gl. (5.37) ergibt sich fu¨r Kt die Rekursion
Kt = Kt−1 − γLt, mit Lt =
∂2Rt
∂diag(W(n))2
∣∣∣∣
W(n)=W
(n)
t−1
. (5.45)
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Die Komponenten von Lt werden in Anhang E.2.2 hergeleitet:
L
(i,j)
t =
∂2Rt(W
(n),Wˆ
(n)
t−1)
∂w
(i)
n ∂w
(j)
n
=
1
2
Nc∑
k=1
Nc∑
l=1
Nc∑
m=1
Nc∑
n=1
(2− δkl)(2− δmn)
∂w(k,l)
∂w
(i)
n
∂w(m,n)
∂w
(j)
n
·
[
c′k[W(W
(n))]−1cmc
′
n[W(W
(n))]−1(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t)[W(W
(n))]−1cl
+ c′k[W(W
(n))]−1(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t)[W(W
(n))]−1cmc
′
n[W(W
(n))]−1cl
−c′k[W(W
(n))]−1cmc
′
n[W(W
(n))]−1cl
]
.
(5.46)
Eine Vereinfachung von Gl. (5.41) und Gl. (5.46) kann dadurch erreicht werden, dass
∆yt|1:t∆y
′
t|1:t und die Kovarianzmatrizen P
(y)
t|1:t und W(W
(n)) als Diagonalmatrizen
mit den Elementen ∆y
(k)
t|1:t
2
, (P
(y)
t|1:t)
(k,k)
und w(k,k) modelliert werden und außerdem die
Terme ∂w
(k,k)
∂w
(i)
n
fu¨r i 6= k vernachla¨ssigt werden. Dadurch werden die Summen in Gl.
(5.41) und Gl. (5.46) jeweils auf einen einzelnen Term reduziert:
s
(i)
t = −
1
2
h
(i,i)
n
2
w(i,i)
2
(
∆y
(i)
t|1:t
2
+ (P
(y)
t|1:t)
(i,i)
− w(i,i)
)
(5.47)
L
(i,i)
t =
h
(i,i)
n
4
w(i,i)
3
(
∆y
(i)
t|1:t
2
+ (P
(y)
t|1:t)
(i,i)
−
1
2
w(i,i)
)
(5.48)
L
(i,j)
t = 0, fu¨r i 6= j. (5.49)
Ein Schritt des sequentiellen EM-Algorithmus zum Zeitpunkt t besteht somit aus den
folgenden Operationen:
Algorithmus 1 Schritt des sequentiellen EM-Algorithmus
1: Fu¨r alle st
2: Berechne p(zt|y
t−1
1 , st;Wˆ
(n)
t−1) mit Gl. (4.18).
3: Berechne p(zt|yt1, st;Wˆ
(n)
t−1) mit Gl. (4.19).
4: Berechne P (st|yt1;Wˆ
(n)
t−1) mit Gl. (4.31).
5: Ende.
6: Berechne p(zt|yt1;Wˆ
(n)
t−1) mit Gl. (4.16).
7: Berechne W(Wˆ
(n)
t−1) mit Gl. (5.5).
8: Berechne P
(y)
t|1:t mit Gl. (5.32).
9: Berechne ∆yt|1:t mit Gl. (5.34).
10: Berechne st mit Gl. (5.41) oder Gl. (5.47).
11: Berechne Lt mit Gl. (5.46) oder Gl. (5.48).
12: Aktualisiere Kt mit Gl. (5.45).
13: Aktualisiere Wˆ
(n)
t mit Gl. (5.38).
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Wˆ
(n)
t kann fu¨r t = 0 aus sprachfreien Rahmen am Anfang des Satzes oder mit dem
Scha¨tzwert aus Gl. (5.21) initialisiert werden.
5.3 Experimentelle Untersuchungen
Die experimentellen Untersuchungen in diesem Kapitel ko¨nnen in drei Abschnitte un-
terteilt werden. Zuna¨chst wird in Abschnitt 5.3.1 der Einfluß der Rauschscha¨tzung auf
die Erkennungsergebnisse untersucht und die Verwendung einer zeitvarianten Rausch-
scha¨tzung motiviert. In Abschnitt 5.3.2 werden qualitative Untersuchungen des block-
weisen und des sequentiellen EM-Algorithmus durchgefu¨hrt. Abschließend werden in
Abschnitt 5.3.3 die Erkennungsergebnisse fu¨r das in diesem Kapitel eingefu¨hrte dynami-
sche Rauschmodell und die entwickelten Methoden zur Parameterscha¨tzung angegeben.
5.3.1 Einfluß der Rauschscha¨tzung
Um die Bedeutung der Rauschscha¨tzung bei der modellbasierten Merkmalsentsto¨rung
zu zeigen sowie obere und untere Schranken fu¨r die Erkennungsleistung zu erhalten,
wurden experimentelle Untersuchungen auf der AURORA2 Datenbank und der AURO-
RA4 Datenbank durchgefu¨hrt. In den durchgefu¨hrten Experimenten wurde die a priori
Verteilung des Rauschens als Gaußverteilung p(nt) = N (µnt ,Σn) mit dem zeitvari-
anten Erwartungswert µnt und der konstanten Kovarianzmatrix Σn modelliert. Die
Merkmalsentsto¨rung wurde in den in diesem Abschnitt beschriebenen Experimenten
mit dem SLDM-M1 aus [DA04] durchgefu¨hrt (vgl. Kapitel 4).
a) Sub. Bab. Car Exh. Ø
20dB 96,38 93,92 98,99 97,99 96,82
15dB 93,71 86,70 97,41 95,03 93,21
10dB 86,40 73,82 92,54 88,80 85,39
5dB 69,11 54,90 81,06 73,40 69,62
0dB 42,98 26,15 53,95 46,34 42,36
-5dB 18,76 9,61 20,46 23,30 18,03
Ø 77,72 67,10 84,79 80,31 77,48
b) Sub. Bab. Car Exh. Ø
20dB 97,76 95,16 99,25 98,49 97,67
15dB 96,22 90,02 98,63 96,82 95,42
10dB 91,10 80,47 95,65 92,07 89,82
5dB 79,15 65,02 87,18 81,21 78,14
0dB 56,89 37,58 65,20 58,35 54,51
-5dB 29,20 15,90 28,72 33,48 26,83
Ø 84,22 73,65 89,18 85,39 83,11
Tabelle 5.1: SLDM-M1: Erkennungsraten auf der AURORA2 Datenbank bei einer
Rauschscha¨tzung aus a) den Rauschwerten der ersten und letzten zehn Rahmen ei-
nes Satzes b) den wahren Rauschwerten des gesamten Satzes
Tab. 5.1 zeigt die Erkennungsergebnisse auf Test-Set A der AURORA2 Datenbank
unter der Annahme konstanter Parameter der a priori Verteilung p(nt) innerhalb eines
Satzes. In Tab. 5.1-a) wurden die Rauschparameter wie bei den Untersuchungen in Ab-
schnitt 4.5 aus den ersten und letzten zehn Rahmen des jeweiligen Satzes berechnet,
wa¨hrend in Tab. 5.1-b) die als bekannt vorausgesetzten, wahren Rauschwerte des ge-
samten Satzes zur Berechnung der Parameter verwendet wurden. Die Erkennungsrate
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in Tab. 5.1 a) liegt deutlich unter der Erkennungsrate in Tab. 5.1 b), die eine Ab-
scha¨tzung fu¨r das Potential einer konstanten Rauschscha¨tzung darstellt. In [STBP01]
wird angegeben, dass der Erwartungswert der Rauschverteilung bereits aus zehn Rah-
men hinreichend genau gescha¨tzt werden kann, d.h. die Abweichung der Scha¨tzung
von dem tatsa¨chlichen Erwartungswert sich unter der Annahme konstanter Rauschpa-
rameter und unter a¨hnlichen Testbedingungen wie bei den Untersuchungen in diesem
Abschnitt nicht signifikant auf die Erkennungsrate auf der AURORA2 Datenbank aus-
wirkt, die Varianz des Rauschens aus diesen Daten jedoch nicht zuverla¨ssig ermittelt
werden kann.
Die Ergebnisse auf der AURORA4 Datenbank sind in Tab. 5.2 angegeben. Fu¨r
Train Airport Babble Car Street Rest. Clean Ø
S 37,8 34,0 33,4 14,6 38,7 38,9 9,4 29,5
SLDM-M1 I 6,9 12,1 10,2 4,4 9,2 11,8 2,3 8,1
E 54,0 51,6 48,5 21,8 55,4 57,7 13,1 43,2
S 29,5 34,7 32,3 12,7 29,4 35,1 9,3 26,1
SLDM-M1-α I 8,7 15,3 12,6 4,8 9,6 11,8 2,5 10,8
α = 0 E 43,4 54,6 49,1 19,8 43,8 52,2 12,8 39,4
S 27,3 31,1 28,7 12,3 27,7 33,0 9,3 24,2
SLDM-M1-α I 5,4 10,4 8,8 3,7 9,3 10,1 2,5 7,2
α = 0, 2 E 40,5 45,4 41,5 18,3 41,8 47,7 12,8 35,4
S 25,1 25,6 23,2 12,3 37,0 28,7 9,3 23,0
SLDM-M1-α I 6,5 7,0 5,8 2,7 6,9 7,5 2,5 5,6
α = 0, 4 E 35,7 36,5 32,7 17,4 37,0 40,5 12,8 30,4
S 17,4 14,8 16,7 12,4 17,8 16,7 9,3 15,0
SLDM-M1-α I 4,1 3,0 4,3 2,9 3,9 3,9 2,5 3,5
α = 1 E 24,5 20,0 24,0 17,4 25,0 23,2 12,8 21,0
Tabelle 5.2: Fehlerraten auf der AURORA4 Datenbank abha¨ngig von der Rauschscha¨t-
zung (S: Ersetzungsfehler, I: Einfu¨gungen, E: Gesamtfehlerrate)
die Ergebnisse in der ersten Zeile von Tab. 5.2 (SLDM-M1) wurden die Parameter
der a priori Verteilung a¨hnlich wie in Tab. 5.1-a) innerhalb eines Satzes als konstant
angenommen und aus den ersten und letzten 15 Rahmen des jeweiligen Satzes ermittelt.
Die Erkennungsergebnisse in den u¨brigen Zeilen (SLDM-M1-α) ergaben sich dadurch,
dass fu¨r jeden Sprachrahmen der als bekannt vorausgesetzte, wahre Rauschwert n
(true)
t
und der aus den wahren Rauschwerten des jeweiligen Satzes gescha¨tzte Erwartungswert
µn =
1
T
T∑
t=1
n
(true)
t (5.50)
mit dem Faktor α, 0 ≤ α ≤ 1, gewichtet wurden:
µnt = αn
(true)
t + (1− α)µn. (5.51)
5.3. Experimentelle Untersuchungen 65
Die Kovarianzmatrix Σn der a priori Verteilung wurde als MMSE-Scha¨tzwert aus den
resultierenden Rauschwerten µnt , t = 1 . . . T , berechnet und als konstant fu¨r den je-
weiligen Satz angenommen. Die Komponenten von Σn wurden zur Beru¨cksichtigung
von Modellierungsfehlern mit den Schwellwerten 0.5 fu¨r die Diagonalkomponenten
Σn
(1,1), . . .Σn
(12,12) und mit dem Schwellwert 5 fu¨r die Energiekomponente Σn
(0,0) nach
unten begrenzt. Wie aus Tab. 5.2 ersichtlich ist, ergaben sich durch die Verwendung
der wahren Rauschwerte zur Scha¨tzung des konstanten Rauschvektors µn (SLDM-M1-
α, α = 0) auf der AURORA4 Datenbank genauso wie auf der AURORA2 Datenbank
bessere Ergebnisse als mit der Rauschscha¨tzung aus Sprachrahmen am Anfang und
Ende des Satzes (SLDM-M1).
Die Ergebnisse in Tab. 5.3 und in Tab. 5.2 zeigen das Potential einer zeitvarianten
Rauschscha¨tzung auf der AURORA2 Datenbank und der AURORA4 Datenbank. Die
α = 0 α = 0, 2 α = 0, 4 α = 1
20dB 97,67 98,34 98,83 99,22
15dB 95,42 97,02 97,70 98,86
10dB 89,82 92,87 94,29 97,87
5dB 78,14 83,16 86,09 94,15
0dB 54,51 62,13 67,44 82,96
-5dB 26,83 32,03 36,97 59,65
Ø 83,11 86,70 88,87 94,61
Tabelle 5.3: SLDM-M1: Auswirkung der Stationarita¨tsannahme auf der AURORA2
Datenbank
letzte Spalte in Tab. 5.3 und die letzte Zeile in Tab. 5.2 (α = 1) entsprechen dem
(hypothetischen) Fall, dass der instantane, cepstrale Rauschvektor zu jedem Zeitpunkt
bekannt ist und dienen daher als obere Schranke fu¨r das Potential der Merkmalsent-
sto¨rung mit dem gewa¨lten Ansatz. Die verbleibenden Fehler ko¨nnen auf vereinfachte
Modellannahmen bei der Merkmalsentsto¨rung wie die Vektortaylorreihenentwicklung
in Gl. (4.21) sowie Vereinfachungen des Beobachtungsmodells, z.B. die Vernachla¨ssi-
gung des Phasenterms zwischen unverrauschter Sprache und Rauschen, zuru¨ckgefu¨hrt
werden. Weiterhin ist zu beachten, dass die Fehlerrate auf der AURORA4 Datenbank
selbst fu¨r unverrauschte Sprachmerkmale aufgrund einer zu ungenauen statistischen
Modellierung im Back-End des Spracherkenners ungefa¨hr bei 13% liegt.
Die großen Unterschiede zwischen den Erkennungsergebnissen in der ersten und
letzten Zeile von Tab. 5.3 bzw. in der zweiten und letzten Spalte von Tab. 5.2 zeigen,
dass sich ein hohes Potential durch die Verwendung einer guten instantanen Rausch-
scha¨tzung ergibt. Somit erscheint der Einsatz eines dynamischen Rauschmodells, der
in diesem Kapitel untersucht wird, als erfolgversprechender Ansatz gegenu¨ber der Ver-
wendung konstanter Rauschparameter wie in den experimentellen Untersuchungen des
vorangehenden Kapitels.
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5.3.2 Qualitative Untersuchung der Parameterscha¨tzung
Im folgenden Abschnitt werden die entwickelten Methoden zur Parameterscha¨tzung
qualitativ untersucht. In Abb. 5.2 ist die Scha¨tzung des Rauschens mit dem block-
weisen EM-Algorithmus, der in Abschnitt 5.1 beschrieben wird, fu¨r die Energiekom-
ponente einer ku¨nstlichen Rauschtrajektorie dargestellt. Die versteckte Trajektorie des
Rauschens (gru¨ne, durchgezogene Linie) wurde zufa¨llig entsprechend dem Zustandsmo-
dell in Gl. (5.1) mit der Varianz V(0,0) = 5 der cepstralen Energiekomponente erzeugt.
Anschließend wurde Beobachtungsrauschen entsprechend dem Beobachtungsmodell in
Gl. (5.3) mit der Varianz (W(n))(0,0) = 200 hinzugefu¨gt, so dass sich die Beobachtun-
gen n˜
(0)
t des Rauschprozesses (blaue, strichpunktierte Linie) ergaben. Weiterhin ist die
gescha¨tzte Trajektorie nˆ
(0)
t der versteckten Zustandsvariable n
(0)
t nach 20 Iterationen
des blockweisen EM-Algorithmus in Abb. 5.2 dargestellt (magenta, gestrichelte Kurve).
Die Abbildung zeigt, dass die gescha¨tzte Zustandstrajektorie dem tatsa¨chlichen Verlauf
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Abbildung 5.2: Anwendung des blockweisen EM-Algorithmus zur Scha¨tzung einer ku¨nst-
lichen Rauschtrajektorie
folgt, wobei die gescha¨tzte Trajektorie glatter als die tatsa¨chliche Trajektorie der ver-
steckten Zustandsvariable ist. Ein a¨hnlicher Verlauf der versteckten Zustandsvariable
ergibt sich, wie Abb. 5.1 zeigt, fu¨r reale Rauschdaten (Babble Rauschen, SNR=−5dB).
In Abb. 5.3.2 ist das Konvergenzverhalten des blockweisen EM-Algorithmus fu¨r die
Energiekomponente (Vˆ(l))(0,0) des Zustandsrauschen aus Gl. (5.17) dargestellt. Die Ab-
bildung zeigt (Vˆ(l))(0,0) als Funktion der Iteration l des blockweisen EM-Algorithmus.
Da keine verrauschten Trainingsdaten vorlagen, wurden fu¨r jede Rauschsorte jeweils
die gesamten zur Verfu¨gung stehenden Testdaten des entsprechenden Test-Sets zur Pa-
rameterscha¨tzung verwendet.
Man erkennt, dass die Parameterscha¨tzung fu¨r alle Rauschsorten gegen einen Grenz-
wert konvergiert, der abha¨ngig von der Rauschsorte jedoch teilweise erst fu¨r l ≈ 50
na¨herungsweise erreicht wird.
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Abbildung 5.3: Konvergenz des blockweisen EM-Algorithmus
Anschließend wurde die Merkmalsentsto¨rung mit dem sequentiellen EM-Algorith-
mus untersucht. Die Cepstra des Rauschens wurden zufa¨llig entsprechend Gl. (5.1)
und Gl. (5.3) erzeugt. Um eine von der Scha¨tzung des Zustandsrauschens unabha¨ngige
Untersuchung der Parameterscha¨tzung fu¨r das Beobachtungsrauschen zu ermo¨glichen,
wurde die Varianz des Zustandsrauschens bei der Generierung des Rauschens und der
Merkmalsentsto¨rung auf den Wert V = 0 gesetzt, wodurch sich eine gaußverteilte a
priori Verteilung p(nt) des Rauschens mit dem konstantem Erwartungswert µn und
der Kovarianzmatrix Σn = W
(n) ergab. Bei der Erzeugung des Rauschens wurde die
Energiekomponente des Vektors µn auf den Wert µ
(0)
n = E[n
(0)
t ] = 300 gesetzt. Die
Beobachtungsvarianz wurde in den Experimenten fu¨r jede Merkmalsvektorkomponen-
te als quadratisch mit der Zeit abfallende Funktion W(n) = W
(n)
t vorgegeben. Das
cepstrale Rauschen wurde entsprechend dem Beobachtungsmodell in Gl. (4.15) zu der
Trajektorie der unverrauschten Sprachmerkmale (Abb. 5.4, gru¨ne durchgezogene Linie)
hinzugefu¨gt, wodurch sich die blaue, gestrichelte Trajektorie der verrauschten Sprach-
merkmale ergab. Die Merkmalsentsto¨rung wurde, wie in Kapitel 4 beschrieben, mit
einem SLDM mit M = 16 dynamischen Modellen und erweiterten Kalman-Filtern mit
dynamischen Sprachmerkmalen (EKF-M16-d) durchgefu¨hrt. Die Ergebnisse der Merk-
malsentsto¨rung fu¨r das EKF-d mit einer sequentiellen Adaption der Beobachtungsvari-
anz sind in Abb. 5.4 als rote, strichpunktierte Linie dargestellt. In diesem Experiment
wurde die Konstante γ auf den Wert 1, 0 festgelegt. Weiterhin wurde eine einfache De-
tektion der Sprachaktivita¨t (VAD) durchgefu¨hrt, indem die Beobachtungsvarianz des
Rauschmodells nur fu¨r Sprachrahmen mit |Hn| > 0, 1 aktualiert wurde.
Abb. 5.5 zeigt die Adaption der Beobachtungsvarianz. Der tatsa¨chliche Verlauf der
Energiekomponente der Beobachtungsvarianz, die von 1600 auf 16 reduziert wurde, ist
in Abb. 5.5 als durchgezogene rote Linie dargestellt. Die Beobachtungsvarianz wird
in Signalabschnitten mit wenig Sprache na¨herungsweise richtig adaptiert, wa¨hrend die
Adaption in Bereichen, in denen die Sprache u¨berwiegt, nur langsam oder u¨berhaupt
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nicht erfolgt. Dies ist auf die harte VAD, die sich aus der Vorbedingung |Hn| > 0, 1 fu¨r
die Adaption ergibt, sowie den multiplikativen Term ∂w
(k,l)
∂w
(i)
n
= h
(k,i)
n h
(l,i)
n in Gl. (5.41)
und Gl. (5.46) zuru¨ckzufu¨hren, der eine implizite Soft-VAD darstellt.
5.3.3 Erkennungsergebnisse
Das in diesem Kapitel eingefu¨hrte Rauschmodell wurde auf der AURORA2 Datenbank
und der AURORA4 Datenbank unter den in Anhang A.2 spezifizierten Bedingungen
getestet. Auf der AURORA2 Datenbank konnten mit dem neuen Rauschmodell keine
signifikanten Verbesserungen erzielt werden. Dies ist wahrscheinlich darauf zuru¨ckzu-
fu¨hren, dass die Sa¨tze zu kurz fu¨r eine zuverla¨ssige Adaption der Rauschscha¨tzung
sind. Die Ergebnisse auf der AURORA4 Datenbank sind in Tabelle 5.4 angegeben.
Die Fehlerrate des Baseline-Verfahrens (EKF-d-M16, vgl. Kapitel 4) unter der An-
nahme stationa¨ren Rauschens, d.h. fu¨r das Zustandsrauschen V = 0 und konstantes
BeobachtungsrauschenW(n), und einer Parameterscha¨tzung aus den ersten und letzten
15 Sprachrahmen des jeweiligen Satzes betra¨gt 37, 6%. Die Rauschscha¨tzung wurde zu-
na¨chst mit den Approximationen in Gl. (5.47) und Gl. (5.48) durchgefu¨hrt. Die Gewich-
tungskonstante γ im sequentiellen EM-Algorithmus wurde in informalen Experimenten
auf den Wert γ = 0, 01 festgelegt. Fu¨r V = 0, wodurch der Erwartungswert µn der a
priori Rauschverteilung wie im EKF-d-M16 konstant ist, ergab sich durch die Adaption
der RauschvarianzW(n) mit dem sequentiellen EM-Algorithmus (EKF-d-M16-dyn) ei-
ne Verbesserung der Fehlerrate um 1, 4 Prozentpunkte. Durch die Scha¨tzung von V mit
50 Iteration des blockweisen EM-Algorithmus, wobei die a priori Verteilung des Rau-
schens fu¨r den ersten Sprachrahmen und das Beobachtungsrauschen W(n) weiterhin
aus den ersten und letzten 15 Sprachrahmen des jeweiligen Satzes berechnet wurden,
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Abbildung 5.4: Zeitlicher Verlauf der ersten Komponente des cepstralen Merkmalsvek-
tors fu¨r ku¨nstlich erzeugtes Rauschen (abnehmende Rauschvarianz)
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Abbildung 5.5: Sequentielle Adaption der Rauschvarianz
wurde die Fehlerrate auf 35, 5% reduziert, wa¨hrend sich bei 10 und 25 Iterationen des
blockweisen EM-Algorithmus geringere Verbesserungen ergaben.
Die Ergebnisse, die sich fu¨r 50 Iterationen des blockweisen EM-Algorithmus bei der
Auswertung der vollsta¨ndigen Summen in Gl. (5.41) und Gl. (5.46) (EKF-d-M16-dyn-
f) ergeben, sind in der letzten Zeile der Tabelle angegeben. Die Implementierungsun-
terschiede gegenu¨ber dem sequentiellen EM-Algorithmus, die sich durch die Vereinfa-
chungen in Gl. (5.41) und Gl. (5.46) ergeben, fu¨hren somit zu einem Unterschied in
der Erkennungsrate von 0, 1 Prozentpunkten, der statistisch nicht signifikant ist. Insge-
samt wurde die Erkennungsrate auf der AURORA4 Datenbank durch die dynamische
Rauschscha¨tzung um 2, 1 Prozentpunkte verbessert.
Zum Vergleich sind in Tab. 5.4 auch die Ergebnisse fu¨r zwei Dynamikmodelle aus
der Literatur angegeben (Comp1, Comp2). In Comp1 wurde die Beobachtungsvarianz
W(n) in Gl. (5.3) a¨hnlich wie in [SR03] auf den Wert 0 gesetzt, wa¨hrend V aus jeweils
15 Sprachrahmen am Anfang und Ende jedes Satzes gescha¨tzt wurde. In Comp2 wurde
W(n) ebenfalls auf den Wert 0 gesetzt, wa¨hrendV wie in [Kim98a] als kleine Konstante
gewa¨hlt wurde. Wie in Tab. 5.4 dargestellt, ergab sich mit Comp1 insgesamt eine
Fehlerrate von 36, 3%, wa¨hrend Comp2 zu einer Fehlerrate von 36, 6% fu¨hrte.
Der Rechenaufwand wird durch den sequentiellen EM-Algorithmus gegenu¨ber der
modellbasierten Merkmalsentsto¨rung mit dem EKF-d-M16 auch bei der vollsta¨ndigen
Implementierung der Summen in Gl. (5.41) und Gl. (5.46) nicht signifikant erho¨ht.
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Train Airp. Babb. Car Street Rest. Clean Ø
S 29,2 31,9 28,3 12,5 27,8 33,7 9,1 24,6
EKF-d-M16 I 8,2 14,6 12,1 4,4 9,1 14,1 2,5 9,3
E 41,5 50,8 44,9 18,9 41,6 52,3 12,9 37,6
S 28,0 31,7 26,7 12,2 27,2 32,9 9,1 24,0
EKF-d-M16-dyn I 7,6 14,1 11,7 4,3 9,0 12,6 2,5 9,5
V = 0 E 39,7 50,1 41,8 18,4 40,6 49,7 12,9 36,2
S 31,7 29,5 27,6 12,8 31,3 33,8 9,1 25,1
EKF-d-M16-dyn I 7,0 9,0 6,8 3,7 6,5 10,4 2,5 9,5
10 Iterationen E 45,0 44,8 38,3 18,7 43,9 50,1 12,9 36,1
S 29,9 29,9 27,6 12,7 29,8 34,3 9,1 24,8
EKF-d-M16-dyn I 7,3 9,2 6,6 3,5 6,8 10,2 2,5 6,6
25 Iterationen E 43,0 44,2 37,9 18,4 42,7 49,9 12,9 35,6
S 29,9 29,9 27,6 12,7 29,8 34,3 9,1 24,8
EKF-d-M16-dyn I 7,3 9,2 6,6 3,5 6,8 10,2 2,5 6,6
50 Iterationen E 42,4 44,2 37,9 18,4 42,7 49,9 12,9 35,5
S 29,9 29,7 27,9 12,5 30,1 34,1 9,1 24,8
EKF-d-M16-dyn-f I 7,3 9,1 6,8 3,3 7,3 9,8 2,5 6,6
50 Iterationen E 42,7 43,9 38,5 17,8 43,5 49,7 12,9 35,6
S 31,0 30,1 27,6 12,5 30,7 35,2 9,1 25,2
Comp1 I 7,5 9,2 8,1 2,1 6,2 10,0 2,5 6,5
E 43,3 44,5 39,7 18,6 44,7 51,0 12,9 36,3
S 33,3 29,4 27,9 13,4 31,2 33,3 9,1 25,4
Comp2 I 6,8 9,5 7,4 3,7 6,7 10,3 2,5 6,7
E 47,1 44,4 39,4 19,2 44,3 49,2 12,9 36,6
Tabelle 5.4: Fehlerraten auf der AURORA4 Datenbank fu¨r verschiedene Verfahren und
Rauschbedingungen (S: Ersetzungsfehler, I: Einfu¨gungen, E: Gesamtfehlerrate)
Kapitel 6
Optimierungsproblem fu¨r verrauschte
Sprachmerkmale
In dem Spracherkennungsansatz, der in Abschnitt 2.1 eingefu¨hrt wurde, wird die Deco-
dierung im Back-End auf ein Optimierungsproblem fu¨r die unverrauschten Sprachmerk-
male xT1 zuru¨ckgefu¨hrt. Bei verrauschten Eingangsdaten wurden die Sprachmerkmale,
die im Front-End entrauscht werden, bislang durch Punktscha¨tzungen approximiert,
d.h. bei einer modellbasierten Merkmalsentsto¨rung durch die Erwartungswerte der Ver-
teilungen p(xt|yT1 ). Den weiteren Ausfu¨hrungen soll ein strikterer Bayes’scher Ansatz
zugrunde gelegt werden, in dem das Optimierungsproblem entsprechend [KF02] fu¨r die
verrauschten Eingangsdaten yT1 = (y1, . . . ,yT ) formuliert und somit die Unterteilung
zwischen Front-End und Back-End aufgehoben wird:
wˆN1 = argmax
wN1
p(yT1 |w
N
1 )P (w
N
1 ). (6.1)
Dabei wird das statistische Modell in Abb. 6.1 zugrunde gelegt, das gegenu¨ber dem
in Abschnitt 2.1 beschriebenen HMM um statistische Abha¨ngigkeiten zwischen den
unverrauschten Sprachmerkmalen x1 . . .xT erweitert wurde. Anders als in [IHU08b]
yt−1 yt yt+1
xt−1 xt xt+1
qt−1 qt qt+1
Abbildung 6.1: Statistisches Modell fu¨r die Sprachdynamik
wird angenommen, dass xt von den Sprachmerkmalen aller vorangehenden Sprachrah-
men abha¨ngt. Diese Annahme ist notwendig, um die Integration des segmentiellen
HMMs, das in Kapitel 7 eingefu¨hrt wird, in diesen Ansatz zu ermo¨glichen. Im Rah-
men der Sprachdecodierung im Back-End bezeichnen xt und yt Merkmalsvektoren der
Dimension Nc = 39, die neben den statischen Merkmalsvektorkomponenten dynami-
sche Merkmale erster und zweiter Ordnung enthalten und aus den 13-dimensionalen
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Merkmalsvektoren im Front-End, wie in Anhang C.2 angegeben, berechnet werden
ko¨nnen. Die Lo¨sung des Optimierungsproblems durch die Umformung von p(yT1 |w
N
1 )
wird in Abschnitt 6.1 untersucht. In der Praxis ist es genauso wie fu¨r unverrauschte
Eingangsdaten erforderlich, das Sprachmodell P (wN1 ) und das Akustikmodell p(y
T
1 |w
N
1 )
gegeneinander zu gewichten. Auf die Gewichtung der Modelle, die grundlegend fu¨r die
Algorithmen ist, die in Kapitel 7 und Kapitel 8 entwickelt werden, wird ausfu¨hrlicher
in Abschnitt 6.2 eingegangen.
6.1 Uncertainty Decoding
Basierend auf den Arbeiten von [KF02] und [IHU08b] wird die Lo¨sung des in Gl. (6.1)
formulierten Optimierungsproblems fu¨r das in Abb. 6.1 dargestellte Modell untersucht.
Wie in [KF02] angegeben, kann p(yT1 |w
N
1 ) als
p(yT1 |w
N
1 ) =
∑
qT1
p(yT1 |q
T
1 )
T∏
t=1
P (qt|qt−1) ≈ max
qT1
p(yT1 |q
T
1 )
T∏
t=1
P (qt|qt−1) (6.2)
geschrieben werden. Unter der Modellannahme in Abb. 6.1 erha¨lt man:
p(yT1 |q
T
1 ) =
∫
RNcT
p(yT1 |x
T
1 )p(x
T
1 |q
T
1 )dx
T
1 (6.3)
=
∫
RNcT
p(yT1 |x
T
1 )
T∏
t=1
p(xt|x
t−1
1 , qt)dx
T
1 (6.4)
∝
∫
RNcT
p(xT1 |y
T
1 )
p(xT1 )
T∏
t=1
p(xt|x
t−1
1 , qt)dx
T
1 (6.5)
=
∫
RNcT
T∏
t=1
p(xt|x
t−1
1 ,y
T
1 )
p(xt|x
t−1
1 )
p(xt|x
t−1
1 , qt)dx
T
1 . (6.6)
Gl. (6.6) kann durch die Vertauschung der Integration und des Produktes vereinfacht
werden, wenn die Abha¨ngigkeit von xt−11 vernachla¨ssigt wird:
p(yT1 |q
T
1 ) ≈
∫
RNcT
T∏
t=1
p(xt|yT1 )
p(xt)
p(xt|qt)dx
T
1 =
T∏
t=1
∫
RNc
p(xt|yT1 )
p(xt)
p(xt|qt)dxt. (6.7)
Dies entspricht einer Approximation der Likelihood in Gl. (6.6), die in [IHU08b] fu¨r
die Kompensation von Paketverlusten im Rahmen einer verteilten Spracherkennung
hergeleitet wurde. In der Decodierregel von [KF02], die in Abschnitt 2.4 angegeben
wird, wird anstelle der Verteilung p(xt|y
T
1 ) die Verteilung p(xt|yt) berechnet. Bei der
Kompensation von Paketverlusten werden durch diese weitere Vereinfachung jedoch
schlechtere Ergebnisse erzielt [IHU08b]. Eine Verallgemeinerung von Gl. (6.7), in der
die zusa¨tzliche Abha¨ngigkeit von xt−11 beru¨cksichtigt wird, wird in Kapitel 7 untersucht.
Wie in [IHU08b] gezeigt wird, unterscheidet sich das Optimierungsproblem, das man
durch das Einsetzen von Gl. (6.7) in Gl. (6.2) und die anschließende Substitution von
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Gl. (6.2) in Gl. (6.1) erha¨lt, von dem Optimierungsproblem fu¨r unverrauschte Sprach-
merkmale, das sich durch das Einsetzen von Gl. (2.7) in Gl. (2.1) ergibt, ausschließlich
bzgl. der Likelihood
pLH(y
T
1 |qt) =
∫
RNc
p(xt|yT1 )
p(xt)
p(xt|qt)dxt, (6.8)
die ein Integral u¨ber die Likelihood p(xt|qt) des HMMs aus Abschnitt 2.1 darstellt. Die
Viterbi-Approximation kann mit der modifizierten Likelihood somit auch fu¨r das verall-
gemeinerte Optimierungsproblem angewendet werden. Durch die Verwendung der mo-
difizierten Likelihood wird ein sogenanntes Uncertainty Decoding (vgl. Abschnitt 2.4)
durchgefu¨hrt, da neben dem Erwartungswert der Verteilung p(xt|yT1 ) auch deren Vari-
anz beru¨cksichtigt wird, die ein Maß fu¨r die Unsicherheit der Punktscha¨tzung E[xt|yT1 ]
darstellt. Die Momente der Verteilung p(xt|yT1 ) ko¨nnen, wie in Kapitel 4 beschrieben,
im Front-End des Spracherkenners berechnet werden, wa¨hrend
p(xt) = N (xt;µx,Σx) (6.9)
die a priori Verteilung der Sprache ist, deren Momente µx und Σx aus Trainingsdaten
ermittelt werden ko¨nnen. In dem folgenden Unterabschnitt wird auf die Auswertung
des Integrals in Gl. (6.8) eingegangen.
6.1.1 Auswertung der Decodierregel unter der Annahme gauß-
fo¨rmiger Verteilungen
In Gl. (6.8) wird die Emissionsverteilung p(xt|qt) des HMMs als Gaußmischungsvertei-
lung
p(xt|qt) =
∑
m
p(xt|mt = m)P (mt = m|qt) (6.10)
mit den Einzelverteilungen p(xt|mt = m) = N (xt;µ(m),Σ
(m)) mit Erwartungswerten
µ(m) und diagonalen Kovarianzmatrizen Σ(m) sowie den Mischungsgewichten
P (mt = m|qt) modelliert. Die Verteilung p(xt) und die a posteriori Verteilung p(xt|yT1 )
des SLDMs werden, wie in der Literatur u¨blich, durch Gaußverteilungen p(xt) =
N (xt;µx,Σx) und p(xt|yT1 ) = N (xt;xt|1:T ,P
(x)
t|1:T ) mit diagonalen Kovarianzmatrizen
repra¨sentiert. Fu¨r die Berechnung des Integrals in Gl. (6.8) ergibt sich damit der Zu-
sammenhang [DAD02b, IHU08b]:∫
RNc
p(xt|yT1 )
p(xt)
p(xt|qt)dxt =
∑
m
AtP (mt = m|qt)N (µet;µ
(m),Σ(m) +Σet) (6.11)
mit
Σ−1et = (Σ
(x)
t|1:T )
−1 −Σx
−1,
Σ−1et µet = (Σ
(x)
t|1:T )
−1xt|1:T −Σx
−1µx,
At =
N (0;xt|1:T ,Σ
(x)
t|1:T )
N (0;µx,Σx)N (0;µet,Σet)
.
(6.12)
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In [DAD02b] und [LG08] wird angegeben, dass eine Begrenzung der Varianz Σx bzw.
Σet bei der Anwendung von Uncertainty Decoding zu einer Erho¨hung der Erkennungs-
rate fu¨hren kann. Dies wird in [LG08] damit begru¨ndet, dass die Likelihoods p(xt|qt)
verschiedener HMM-Zusta¨nde fu¨r einen großen Wert von Σet, d.h. fu¨r Σ
(x)
t|1:T ≈ Σx,
a¨hnliche Werte aufweisen und es daher zu einer großen Anzahl an Einfu¨gungsfehlern
kommen kann. In den experimentellen Untersuchungen in dieser Arbeit wird aus diesem
Grund die Schwellwertbegrenzung
Σ
(x)
t|1:T = (1− Tα)Σx, fu¨r Σ
(x)
t|1:T > (1− Tα)Σx, (6.13)
mit der Konstanten Tα durchgefu¨hrt.
6.2 Akustischer Skalierungsfaktor
Wie eingangs erwa¨hnt, ko¨nnen die Ergebnisse der Spracherkennung durch die richtige
Gewichtung von Sprachmodell und Akustikmodell verbessert werden. Eine allgemeinere
Formulierung des Optimierungsproblems in Gl. (6.1), die verschiedene Skalierungsfak-
toren beru¨cksichtigt, wird in [DVCW02] angegeben:
wˆN1 = argmax
wN1
P (wN1 )
SαSβp(yT1 |w
N
1 )
SαSNγ . (6.14)
Die Notwendigkeit der Skalierung mit Sα und Sβ kann auf verschiedene Ursachen
zuru¨ckgefu¨hrt werden. Brown [Bro87] fu¨hrt an, dass das akustische Modell und das
Sprachmodell Approximationen der tatsa¨chlichen Modelle sind, deren Parameter auf
unterschiedlichen Trainingsdaten bestimmt werden. Rubio et al. [RDVGS97] geben die
fehlende Abstimmung im Erkennungsprozess als Ursache an, die dadurch zustande
kommt, dass die Sprachmodellwahrscheinlichkeiten nur an den Wortgrenzen integriert
werden, wa¨hrend die akustischen Wahrscheinlichkeiten auf Zustandsebene berechnet
werden. In [EW00] werden die Skalierungsfaktoren auf die fehlende Modellierung der
Inter-Frame Korrelationen zuru¨ckgefu¨hrt. Bei der Viterbi-Decodierung kann der akus-
tische Skalierungsfaktor Sα vernachla¨ssigt werden, da die Maximierung invariant ge-
genu¨ber einer konstanten Potenz ist. Die Vernachla¨ssigung von Sα bei der Berechnung
von a posteriori Wahrscheinlichkeiten fu¨r die HMM-Zusta¨nde fu¨hrt jedoch dazu, dass
die wahrscheinlichste Zustandshypothese zu stark gewichtet wird. In [Wes02] wurde
experimentell nachgewiesen, dass Sα nahe bei dem inversen Sprachmodellskalierungs-
faktor liegt. Der Gewichtsfaktor Sγ bewirkt, dass lange Wo¨rter sta¨rker als kurze Wo¨rter
gewichtet werden. In den folgenden Untersuchungen werden die vereinfachenden An-
nahmen Sγ ≈ 1 und Sα ≈ 1/Sβ getroffen, d.h. die Wahrscheinlichkeitsdichte p(y
T
1 |w
N
1 )
wird durch eine skalierte Wahrscheinlichkeitsdichte
pα(y
T
1 |w
N
1 ) ∝ p(y
T
1 |w
N
1 )
Sα (6.15)
ersetzt. Der optimale akustische Skalierungsfaktor auf der AURORA2 Datenbank wird
in Abschnitt 8.7 experimentell bestimmt.
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6.3 Experimentelle Ergebnisse
Abb. 6.2 zeigt exemplarisch den zeitlichen Verlauf der Energiekomponente x
(0)
t des
Merkmalsvektors fu¨r einen Beispielsatz der AURORA2 Datenbank und das in An-
hang A.1 beschriebenen Setup fu¨r ein SNR von 5dB. Neben dem Verlauf der ver-
rauschten (blau) und der unverrauschten (gru¨n) Merkmalsvektorkomponente sind die
MMSE-Scha¨tzwerte der Verteilungen p(x
(0)
t |y
t
1) (rot) sowie deren Standardabweichun-
gen (senkrechte Linien), die sich bei der Entrauschung der Sprachmerkmale mit dem
SLDM-M16 ergeben, als Funktion der Zeit t dargestellt.
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Abbildung 6.2: Zeitlicher Verlauf der Merkmalsvektorkomponente x
(0)
t fu¨r einen Bei-
spielsatz der AURORA2 Datenbank
Aus der Abbildung wird ersichtlich, dass die Zuverla¨ssigkeit der MMSE-Scha¨tzung
in verschiedenen Signalbereichen unterschiedlich groß ist, was sich in der Standardab-
weichung der MMSE-Scha¨tzung ausdru¨ckt. Das Ziel des Uncertainty Decodings besteht
darin, die Unsicherheit der Scha¨tzung zu beru¨cksichtigen, indem u¨ber p(xt|yT1 ) inte-
griert wird statt Punktscha¨tzungen zu verwenden. Im Folgenden werden verschiedene
Uncertainty-Decodierregeln untersucht, die sich dadurch ergeben, dass die Verteilung
p(xt|yT1 ) in Gl. (6.8) durch p(xt|yt) und p(xt|y
t
1) approximiert wird. Bei der Auswertung
der Decodierregeln wird in Gl. (6.13) jeweils der Schwellwert Tα = 0, 95 verwendet.
Die Decodierregel aus [KF02] ergibt sich fu¨r den Fall, dass keine Inter-Frame Korre-
lationen bei der Entrauschung der Sprachmerkmale ausgenutzt werden, d.h. die Vertei-
lung p(xt|yt) berechnet wird. Wie in Tab. 6.1 a) dargestellt, konnte die Erkennungsrate
mit dem GMM-M16 (vgl. Tab. 4.5) durch die Anwendung der Uncertainty-Decodier-
regel aus [KF02] auf Test-Set A der AURORA2 Datenbank von 76, 40% auf 78, 29%
erho¨ht werden.
In Tab. 6.1 b) sind die Ergebnisse fu¨r das SLDM-M16, das sich wie in Abschnitt 4.5
beschrieben, durch die Integration von Inter-Frame Korrelationen in das GMM-M16
ergibt, dargestellt. Mit der Decodierregel, die in [IHU08b] fu¨r die Kompensation von
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a) Sub. Bab. Car Exh. Ø
clean 99,51 99,27 99,46 99,44 99,42
20dB 97,45 98,31 99,02 98,55 98,33
15dB 94,87 95,74 98,15 95,62 96,10
10dB 86,80 86,70 93,20 85,87 88,14
5dB 71,42 64,90 72,62 65,13 68,52
0dB 43,14 34,16 45,54 38,57 40,35
-5dB 20,08 12,73 16,94 18,36 17,03
Ø 78,74 75,96 81,71 76,75 78,29
b) Sub. Bab. Car Exh. Ø
clean 99,63 99,55 99,58 99,66 99,61
20dB 97,61 95,56 99,22 97,59 97,50
15dB 95,92 90,33 98,45 95,59 95,07
10dB 90,36 78,02 95,38 90,00 88,44
5dB 77,89 60,37 87,35 77,91 75,88
0dB 51,95 31,20 61,41 54,37 49,73
-5dB 22,87 9,64 16,34 25,83 18,67
Ø 82,75 71,10 88,36 83,09 81,32
Tabelle 6.1: a) GMM-M16 b) SLDM-M16 - Ergebnisse auf Test-Set A der AURORA2
Datenbank mit der Uncertainty-Decodierregel aus [KF02] bzw. [IHU08b]
Set A Sub. Bab. Car Exh. Ø
clean 99,63 99,54 99,55 99,65 99,59
20dB 98,10 95,65 99,43 98,15 97,83
15dB 96,22 90,69 98,84 96,17 95,48
10dB 92,17 79,53 96,69 92,19 90,15
5dB 82,47 64,36 89,89 80,35 79,27
0dB 57,81 35,25 64,27 58,41 53,94
-5dB 24,01 9,49 15,21 26,20 18,73
Ø 85,35 67,79 80,55 78,73 83,33
Tabelle 6.2: SLDM-S16 - Ergebnisse auf Test-Set A der AURORA2 Datenbank mit der
Uncertainty-Decodierregel aus [IHU08b]
Paketverlusten eingefu¨hrt wurde, wurde die Erkennungsrate auf Test-Set A von 79, 87%
auf 81, 32% erho¨ht (vgl. Tab. 4.4).
Tab. 6.2 zeigt die Erkennungsergebnisse fu¨r die Gla¨ttung der Sprachmerkmale
(SLDM-S16) und die anschließende Anwendung der Decodierregel aus [IHU08b]. Auf
Test-Set A wurde durch die Anwendung von Uncertainty Decoding fu¨r das SLDM-S16
eine leichte Verbesserung der Erkennungsrate von 82, 82% auf 83, 33% erreicht (vgl.
Tab. 4.6). Diese liegt bei N = 65766 Wo¨rtern des betrachteten Test-Sets mit dem
in Anhang B.1 angegebenen Konfidenzmaß an der Grenze des statistisch signifikanten
Bereiches (WER2 + 1, 96σWER2 = 83, 10% > 83, 07% = WER1 − 1, 96σWER1).
In Tab. 6.3 sind die Ergebnisse mit Uncertainty Decoding auf der AURORA4 Da-
tenbank angegeben. Auf der AURORA4 Datenbank ergaben sich fu¨r das SLDM-M16,
das GMM-M16 und das SLDM-S16 Fehlerraten zwischen 33, 0% und 33, 4%, d.h. kei-
ne statistisch signifikanten Unterschiede zwischen den einzelnen Verfahren. Die großen
Gewinne beim SLDM-M16 durch Uncertainty Decoding ko¨nnen, wie in Abschnitt 4.5
ausgefu¨hrt wird, dadurch erkla¨rt werden, dass das SLDM tendentiell in Signalberei-
chen, in denen die Zustandsscha¨tzung eine große Varianz aufweist, deren Einfluß auf
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den akustischen Score durch das Uncertainty Decoding somit reduziert wird, schlechter
als das GMM zur Beschreibung der Sprachdynamik geeignet ist, wa¨hrend es in Berei-
chen, in denen eine zuverla¨ssige Zustandsscha¨tzung durchgefu¨hrt werden kann, ten-
dentiell eine genauere Pra¨diktion des Signalverlaufs ermo¨glicht. Neben den genannten
Verfahren wurden auch das in Kapitel 4 eingefu¨hrte IEKF-d-M16 und die in Kapitel 5
eingefu¨hrte adaptive Rauschscha¨tzung mit Uncertainty Decoding getestet. Mit diesen
Verfahren wurden Fehlerraten von 32, 5% und 31, 8% erreicht.
Train Airp. Babble Car Street Rest. Clean Ø
S 30,7 29,5 27,5 14,2 27,9 32,7 9,7 24,6
GMM-M16 I 6,8 11,7 10,1 4,8 8,1 10,2 3,2 7,8
E 42,1 45,5 41,6 20,9 40,6 47,5 14,3 36,1
S 28,8 27,2 25,2 12,4 26,6 29,5 9,1 22,7
GMM-M16 I 6,2 11,5 9,0 3,3 6,7 10,3 2,3 7,0
+ UD E 39,1 43,0 37,8 17,8 37,7 44,2 12,9 33,2
S 29,9 37,9 32,2 12,7 29,9 37,2 9,5 27,0
SLDM-M16 I 8,8 15,9 12,7 4,6 10,6 13,3 3,1 9,9
E 42,6 58,2 48,8 19,5 45,0 56,0 13,7 40,5
S 25,9 25,5 25,6 12,1 26,2 29,7 10,0 22,1
SLDM-M16 I 3,9 8,2 6,8 3,8 6,7 8,7 2,1 5,7
+ UD E 37,8 39,3 37,7 17,3 38,9 45,6 14,5 33,0
S 28,1 32,9 28,6 12,3 28,6 34,3 8,8 24,8
SLDM-S16 I 8,6 14,8 11,9 4,8 10,4 13,2 2,4 9,4
E 41,8 52,7 44,5 19,2 44,3 53,2 12,6 38,3
S 25,8 27,3 24,2 11,8 26,6 29,5 9,2 22,1
SLDM-S16 I 5,4 13,0 9,4 3,6 6,7 11,5 2,0 7,4
+ UD E 36,6 45,1 37,9 17,4 37,7 46,2 12,9 33,4
S 29,3 31,5 28,1 12,3 28,2 33,6 9,1 24,6
IEKF-d-M16 I 7,4 13,4 11,2 4,2 8,4 12,0 2,7 8,5
E 41,0 49,4 42,7 18,6 41,2 50,4 13,1 36,6
S 25,9 27,2 24,3 11,9 25,4 29,8 8,8 21,9
IEKF-d-M16 I 5,3 10,1 8,3 3,6 6,5 10,6 2,3 6,7
+ UD E 36,5 42,0 36,5 18,0 37,1 45,3 12,3 32,5
S 26,9 25,2 24,9 11,6 26,2 31,3 8,8 22,1
EKF-d-M16-dyn I 3,6 6,6 3,8 2,9 4,1 6,7 2,3 4,3
+ UD E 37,2 38,8 33,9 17,0 37,7 45,6 12,3 31,8
Tabelle 6.3: Fehlerraten auf der AURORA4 Datenbank (S: Ersetzungsfehler, I: Einfu¨-
gungen, E: Gesamtfehlerrate)
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Kapitel 7
Modellierung statistischer Abha¨ngigkeiten
im Back-End des Spracherkenners
Bislang wurde ein Markovmodell zur akustischen Modellierung im Back-End des Sprach-
erkenners verwendet. Einen wesentlichen Schwachpunkt dieses Ansatzes stellt, wie be-
reits in Abschnitt 2.2 ausgefu¨hrt wurde, die Annahme der bedingten statistischen Un-
abha¨ngigkeit zwischen aufeinander folgenden Sprachrahmen dar. Auf der anderen Sei-
te sind segmentielle HMMs, die die Abschwa¨chung dieser Annahme ermo¨glichen, in
der Regel mit einer großen Anzahl an Parametern, einem unzuverla¨ssigen Maximum-
Likelihood(ML)-Training der Parameter sowie einer aufwendigen Suche verbunden (vgl.
Abschnitt 2.2.1). Ein mo¨glicher Ansatz fu¨r effiziente Algorithmen ergibt sich jedoch
durch die Quantisierung des Merkmalsraumes [SZD03]. In [SZD03] wird, wie in Ab-
schnitt 2.2.1 dargestellt, ein Hidden Trajectory HMM (HTHMM) fu¨r die akustische
Modellierung verwendet, in dem die Sprachmerkmale neben der Emissionsverteilung
des HMMs mit einer versteckten, quantisierten Trajektorie beschrieben werden. Im Fol-
genden soll die Quantisierung des Merkmalsraumes im Standard-Training des HMMs
ausgenutzt werden, um eine genauere Na¨herung der Verteilung p(xt|x
t−1
1 , qt) in Gl. (6.6)
zu ermo¨glichen, die im HMM durch die Emissionsverteilung p(xt|qt) approximiert wird.
Den Ausgangspunkt dazu stellt die verbreitete Modellierung der Emissionsverteilung
als Gaußmischungsverteilung
p(xt|qt) =
∑
mt
p(xt|mt)P (mt|qt), (7.1)
mit den Mischungsgewichten P (mt|qt) und den Einzelverteilungen p(xt|mt) dar (Abb.
7.1 a)). Es wird angenommen, dass die Mischungskomponenten mt in disjunkte Mengen
M(qt), qt = 1 . . .Nq, unterteilt werden ko¨nnen, wobei Nq die Anzahl der HMM-Zusta¨n-
de bezeichnet:
M(qt) = {mt|P (mt|qt) 6= 0}. (7.2)
Das bedeutet, dass der Wert des Mischungsindexes mt eindeutig den Wert der verbor-
genen Zustandsvariable qt spezifiziert:
P (qt|mt) = δ(qt − qˆt(mt)). (7.3)
In Gl. (7.3) bezeichnet qˆt(mt) den HMM-Zustand, der mt zugeordnet ist.
Das statistische Modell, das im Folgenden eingefu¨hrt und als CMHMM (Continuous
Mixture HMM) bezeichnet wird [WHUL08], ist in Abb. 7.1 b) dargestellt. Im CMHMM
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wird zusa¨tzlich zu der statistischen Abha¨ngigkeit zwischen den HMM-Zusta¨nden qt−1
und qt in aufeinander folgenden Sprachrahmen die Abha¨ngigkeit P (mt|mt−1) zwischen
den Mischungskomponenten mt−1 undmt modelliert und auf diese Weise die statistische
Abha¨ngigkeit zwischen xt−1 und xt approximiert (Abb. 7.1-c).
xt−1xt−1xt−1 xtxtxt
mt−1mt−1mt−1 mtmtmt
qt−1qt−1qt−1 qtqtqt
a) b) c)
Abbildung 7.1: Statistisches Modell: a) HMM b) CMHMM c) Direkte Modellierung
der Inter-Frame Korrelationen
Daneben werden Einschra¨nkungen fu¨r die statistische Abha¨ngigkeit zwischen mt
und qt formuliert. Es wird angenommen, dass das Tupel (qt,mt) bei gegebenen weiteren
Zufallsvariablen X genauso wahrscheinlich wie mt ist, sobald die Bedingung in (7.3)
erfu¨llt ist. Dies wird u¨ber die Bedingung
P (qt, mt|X) =
{
P (mt|X) : qt = qˆt(mt)
0 : sonst
(7.4)
ausgedru¨ckt. Zusa¨tzlich wird die Annahme getroffen, dass der Einfluß von qt in beding-
ten Wahrscheinlichkeiten der Form P (mt|X, qt) gegenu¨ber weiteren Zufallsvariablen X
vernachla¨ssigt werden kann, sobald mt von X abha¨ngt:
P (mt|X, qt) =
{
P (mt|X) : qt = qˆt(mt)
0 : sonst.
(7.5)
Die a priori Wahrscheinlichkeit P (mt|qt) ergibt sich aus dem HMM-Training.
Das statistische Modell in Abb. 6.1 wurde durch die Beru¨cksichtigung des Zusam-
menhanges zwischen xt und den Sprachmerkmalen der vorangehenden Sprachrahmen
xt−11 so allgemein gewa¨hlt, dass die in Gl. (6.6) hergeleitete Beziehung fu¨r p(y
T
1 |q
T
1 ) auch
fu¨r das CMHMM gu¨ltig ist. Um die Vertauschung der Integration und der Summation
in Gl. (6.6) zu ermo¨glichen, wird die Approximation
p(xt|x
t−1
1 , qt) ≈ p(xt|xˆ
t−1
1 , qt) (7.6)
mit xˆt−1 = E[xt−1|y
t−1
1 ] vorgenommen. Durch Einsetzen von Gl. (7.6) in Gl. (6.6)
erha¨lt man:
p(yT1 |q
T
1 ) ≈
∫
RNcT
T∏
t=1
p(xt|yT1 )
p(xt)
p(xt|xˆ
t−1
1 , qt)dx
T
1 =
T∏
t=1
∫
RNc
p(xt|yT1 )
p(xt)
p(xt|xˆ
t−1
1 , qt)dxt.
(7.7)
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Bei der Viterbi-Decodierung, die Abschnitt 2.1.3 beschrieben wird, ergibt sich somit
die modifizierte Likelihood
pLH(y
T
1 |qt) ≈
∫
RNc
p(xt|y
T
1 )
p(xt)
p(xt|xˆ
t−1
1 , qt)dxt, (7.8)
die formal der Likelihood in Gl. (6.8) entspricht, so dass die Berechnung des Integrals
wie in Abschnitt 6.1.1 beschrieben durchgefu¨hrt werden kann.
7.1 Suche im CMHMM
Das CMHMM erfordert eine geeignete Suchstrategie, da die Anzahl der Mischungskom-
ponenten in den akustischen Modellen in der Regel um ein Vielfaches gro¨ßer als die
Anzahl der HMM-Zusta¨nde ist, so dass die Anwendung des Viterbi-Algorithmus auf der
Ebene der Mischungsgewichte nicht effizient ist. Ein signifikanter Anstieg der Rechen-
zeit kann dadurch vermieden werden, dass die optimale HMM-Zustandssequenz mit ei-
nem Viterbi-Algorithmus auf der Ebene der HMM-Zusta¨nde berechnet wird, wa¨hrend
die Mischungsgewichte mit einem kausalen Filter im Vorwa¨rtsschritt des Viterbi-Al-
gorithmus unter Beru¨cksichtigung der beobachteten Sprachmerkmale sowie der U¨ber-
gangswahrscheinlichkeiten zwischen den Mischungsgewichten aktualisiert werden. Vor
der Darstellung des erweiterten Viterbi-Algorithmus werden zuna¨chst die beno¨tigten
Beziehungen hergeleitet.
Die Mischungsgewichte mt ko¨nnen in Gl. (7.8) unter der Modellannahme in Abb.
7.1-b durch die Marginalisierung
p(xt|xˆ
t−1
1 , qt) =
∑
mt
p(xt|xˆ
t−1
1 , qt, mt)P (mt|x
t−1
1 , qt)
(7.5)
=
∑
mt∈M(qt)
p(xt|mt)P (mt|xˆ
t−1
1 )
(7.9)
beru¨cksichtigt werden. Die a posteriori Wahrscheinlichkeit P (mt|xˆ
t−1
1 ) der Mischungs-
gewichte kann als
P (mt|xˆ
t−1
1 ) =
∑
qt−1
P (qt−1, mt|xˆ
t−1
1 ) (7.10)
mit der Zustandsu¨bergangsgleichung
P (qt−1, mt|xˆ
t−1
1 ) =
∑
mt−1
P (mt|qt−1, mt−1, xˆ
t−1
1 )P (qt−1, mt−1|xˆ
t−1
1 )
(7.4)
=
∑
mt−1∈M(qt−1)
P (mt|mt−1)P (mt−1|xˆ
t−1
1 ) (7.11)
berechnet werden. In Gl. (7.11) wird ausgenutzt, dass mt bei gegebenem mt−1 unab-
ha¨ngig von xˆt−11 ist. Einsetzen von (7.9) und (7.10) in die Viterbi-Approximation (2.11)
mit der modifizierten Likelihood (7.8) fu¨hrt auf
Bt(v, qt) = Bt−1(v, qˆt−1(qt)) (7.12)
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mit
qˆt−1(qt)
(7.8)
= argmax
qt−1
{αt−1(v, qt−1)P (qt|qt−1)
∫
RNc
p(xt|yT1 )
p(xt)
p(xt|xˆ
t−1
1 , qt)dxt}
(7.9)
= argmax
qt−1
{αt−1(v, qt−1)P (qt|qt−1)
∫
RNc
p(xt|y
T
1 )
p(xt)
∑
mt∈M(qt)
p(xt|mt)P (mt|xˆ
t−1
1 )dxt}
(7.10)
= argmax
qt−1
{αt−1(v, qt−1)P (qt|qt−1)
∑
mt∈M(qt)
p(yT1 |mt)
∑
q˜t−1
P (q˜t−1, mt|xˆ
t−1
1 )}
(7.13)
und
p(yT1 |mt) =
∫
RNc
p(xt|yT1 )
p(xt)
p(xt|mt)dxt. (7.14)
Mit Hinblick auf die Viterbi-Approximation (2.11) ist es konsequent, die Summation
u¨ber die Vorga¨ngerzusta¨nde q˜t−1 in Gl. (7.13) durch den Beitrag des Summanden fu¨r
den “besten“ Vorga¨ngerzustand zu ersetzen:
qˆt−1(qt) = argmax
qt−1
{αt−1(v, qt−1)P (qt|qt−1)
∑
mt∈M(qt)
p(yT1 |mt)P (qt−1, mt|xˆ
t−1
1 )}. (7.15)
Um αt(v, qt) zu erhalten, muß die argmax()-Operation in Gl. (7.13) und Gl. (7.15)
durch eine Maximierung ersetzt werden. Mit dem bekannten Argument qˆt−1(qt), das
Gl. (7.15) maximiert, ergibt sich
αt(v, qt)
(7.13)
= αt−1(v, qˆt−1(qt))P (qt|qˆt−1(qt))
∑
mt∈M(qt)
p(yT1 |mt)P (mt|xˆ
t−1
1 ) (7.16)
(7.15)
≈ αt−1(v, qˆt−1(qt))P (qt|qˆt−1(qt))
∑
mt∈M(qt)
p(yT1 |mt)P (qˆt−1(qt), mt|xˆ
t−1
1 ).
(7.17)
Der Vergleich von Gl. (7.16) und Gl. (7.17) zeigt, dass die Approximation in Gl. (7.17)
die Approximation
P (mt|xˆ
t−1
1 ) ≈ P (qˆt−1(qt), mt|xˆ
t−1
1 ). (7.18)
impliziert. Der zweite und letzte Schritt bei der Aktualisierung der Mischungsgewichte
ist die Beobachtungsgleichung
P (mt|xˆ
t
1) ∝ P (mt|xˆ
t−1
1 )p(xˆt|mt). (7.19)
Da die modifizierte Suchstrategie auf der Ebene der Mischungsgewichte die Berechnung
von Summen erfordert, ist es anders als bei der Viterbi-Suche (vgl. Abschnitt 2.1.3),
wo eine Maximum-Approximation durchgefu¨hrt wird, erforderlich, die skalierten Wahr-
scheinlichkeiten entsprechend Gl. (6.15) zu verwenden:
P (mt|xˆ
t
1) ∝ P (mt|xˆ
t−1
1 )p(xˆt|mt)
Sα. (7.20)
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Die Beru¨cksichtigung der Zustandsgleichung (7.11) und der Messgleichung (7.20)
im Viterbi-Algorithmus, der in Abschnitt 2.1.3 beschrieben wird, fu¨hrt zu der folgen-
den modifizierten Viterbi-Suche. Zum Zeitpunkt t = 0 werden die Mischungsgewichte
m0 ∈M(q0) fu¨r alle HMM-Zusta¨nde q0 initialisiert:
P (m0|xˆ
0
1) = P (m0|qˆ0(m0)). (7.21)
Die Vorwa¨rtsiteration innerhalb von Wo¨rtern in der Standard-Viterbi-Suche (2.11) wird
durch die folgenden Schritte ersetzt:
Algorithmus 2 Vorwa¨rtsiteration im CMHMM
1: Fu¨r alle qt
2: Fu¨r alle qt−1
3: Fu¨r alle mt ∈M(qt)
4: Berechne P (qt−1, mt|xˆ
t−1
1 ) mit Gl. (7.11).
5: Ende.
6: Ende.
7: Berechne qˆt−1(qt) mit Gl. (7.15).
8: Berechne αt(v, qt) mit Gl. (7.17).
9: Fu¨r alle mt ∈M(qt)
10: Aktualisiere P (mt|xˆ
t−1
1 ) mit Gl. (7.18).
11: Aktualisiere die Mischungsgewichte mit Gl. (7.20).
12: Ende.
13: Ende.
7.2 Speichereffiziente Durchfu¨hrung der Zustands-
u¨berga¨nge
Das CMHMM erfordert die Berechnung der U¨bergangswahrscheinlichkeiten P (mt|mt−1)
anstelle der Mischungsgewichte P (mt|qt). Dabei ist eine Speicherreduktion mo¨glich, in-
dem P (mt|mt−1) nur fu¨r qˆt(mt) = qˆt−1(mt−1) bestimmt wird, wa¨hrend die Gewichte an
den Grenzen der HMM-Zusta¨nde zuru¨ckgesetzt werden, d.h. fu¨r qˆt−1(mt−1) 6= qˆt(mt)
die Mischungsgewichte P (mt|qt) verwendet werden. Auch mit diesem Ansatz liegt der
Speicheraufwand fu¨r die U¨bergangswahrscheinlichkeiten eines HMM-Zustandes mit
Nm Mischungskomponenten mit O(Nm × Nm) in der Gro¨ßenordnung des Speichers
O((2Nc + 1)×Nm) fu¨r die u¨brigen Modellparameter. Eine Mo¨glichkeit, den Speicher-
aufwand zu reduzieren ohne die Mischungsgewichte an den HMM-Grenzen zuru¨ckzu-
setzen, besteht in der Verwendung der in Kapitel 4 fu¨r die Merkmalsentsto¨rung ein-
gefu¨hrten linearen Zustandsmodelle, die z.B. in stochastischen Segmentmodellen (z.B.
[Dig92, MD04, FK07]) und SLDMs [RH97] auch fu¨r die Sprachdecodierung eingesetzt
werden. Dazu werden die Mischungsgewichte in den Merkmalsraum transformiert und
der resultierende Merkmalsvektor zuna¨chst mit einem Zustandsmodell pra¨diziert und
anschließend auf die Mischungsgewichte des na¨chsten Sprachrahmens projiziert.
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Es ergeben sich anstelle der Zustandsgleichung (7.11) somit die folgenden Schritte,
um die Mischungsgewichte mt zu aktualisieren:
E[xt−1, qt−1|xˆ
t−1
1 ] =
∑
mt−1∈M(qt−1)
P (mt−1|xˆ
t−1
1 )E[xt−1|mt−1] (7.22)
E[xt, qt−1|xˆ
t−1
1 ] =
∑
st
P (st|qt)(A(st)E[xt−1, qt−1|xˆ
t−1
1 ] + b(st)) (7.23)
P (qt−1, mt|xˆ
t−1
1 ) =
∫
RNc
p(xt, qt−1|xˆ
t−1
1 )P (mt|xt, xˆ
t−1
1 , qt−1)dxt
= P (mt|E[xt, qt−1|xˆ
t−1
1 ])
∝ P (mt)p(E[xt, qt−1|xˆ
t−1
1 ]|mt), (7.24)
wobei p(E[xt, qt−1|xˆ
t−1
1 ]|mt) in Gl. (7.24) genauso wie die Likelihood in Gl. (7.20) mit
dem akustischen Skalierungsfaktor Sα potenziert wird. In Gl. (7.22)-(7.24) wurden die
Verteilungen p(xt−1, qt−1|xˆ
t−1
1 ) und p(xt, qt−1|xˆ
t−1
1 ) des Merkmalsvektors jeweils durch
einen Dirac-Stoß approximiert. Fu¨r die Pra¨diktion des Merkmalsvektors in Gl. (7.23)
wurde ein lineares Zustandsmodell angenommen. Dieses kann u¨ber die in Abschnitt 8.3
eingefu¨hrte statistische Abha¨ngigkeit P (st|qt) fu¨r jeden HMM-Zustand aus den Dyna-
mikmodellen (A(st),b(st),C(st)), die in Abschnitt 4.1 eingefu¨hrt wurden, bestimmt
werden. Die Projektion des Merkmalsvektors auf die Gewichte in Gl. (7.24) ergibt sich
aus der Bayes’schen Formel.
7.3 Experimentelle Ergebnisse
Das CMHMM wurde auf der AURORA2 Datenbank mit dem in Anhang A.1 spezifi-
zierten Setup getestet. Zur Aktualisierung der Mischungsgewichte wurden M = 16 Zu-
standsmodelle mit dynamischen Merkmalen erster und zweiter Ordnung, d.h. insgesamt
39 Komponenten, trainiert und den HMM-Zusta¨nden mit der in Kapitel 8 eingefu¨hrten
Zustandstabelle zugeordnet. Die Extraktion der Sprachmerkmale im Front-End wurde
mit dem in Kapitel 4 eingefu¨hrten SLDM durchgefu¨hrt.
Zuna¨chst wurde das CMHMM ohne Uncertainty Decoding, d.h. unter der Annah-
me p(xt|yT1 ) = δ(xt−E[xt|y
T
1 ]) getestet. Die Erkennungsergebnisse sind in Tabelle 7.1
dargestellt. Gegenu¨ber dem HMM-Decoder mit festen Mischungsgewichten ergab sich
auf Test-Set A der AURORA2 Datenbank eine Verbesserung der Erkennungsrate von
79, 87% auf 81, 20% und auf Test-Set B eine Verbesserung von 79, 16% auf 79, 67%. Die
Anwendung von Uncertainty Decoding durch die Modellierung von p(xt|yT1 ) als Gauß-
verteilung (Tab. 7.2) fu¨hrte auf der AURORA2 Datenbank zu einem leichten Anstieg
der Erkennungsrate (Test-Set A: 81, 50%, Test-Set B: 79, 77%), der nicht statistisch
signifikant ist.
Durch die Verwendung des CMHMMs wurde der Speicheraufwand gegenu¨ber dem
Standard-HMM um den Aufwand fu¨r die Zustandstabelle erho¨ht, der bei Nq HMM-
Zusta¨nden in der Gro¨ßenordnung O(Nq × M) liegt. Die Rechenzeit wurde mit der
vorgeschlagenen Suchstrategie nicht signifikant erho¨ht.
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Set A Sub. Bab. Car Exh. Ø
Clean 99,57 99,52 99,60 99,60 99,57
20dB 97,73 96,95 99,02 97,69 97,85
15dB 96,32 92,14 98,15 96,02 95,66
10dB 89,99 82,32 95,02 90,00 89,33
5dB 77,56 65,21 84,73 76,06 75,89
0dB 49,95 34,43 54,58 51,00 47,49
-5dB 20,20 12,27 13,96 24,22 17,66
Ø 82,31 74,21 86,30 82,15 81,24
Set B Res. Str. Air. Tra. Ø
Clean 99,54 99,52 99,52 99,57 99,54
20dB 96,50 98,16 97,02 98,34 97,51
15dB 90,88 95,68 94,48 96,08 94,28
10dB 81,46 88,06 85,86 92,22 86,90
5dB 65,00 73,55 73,25 80,22 73,01
0dB 40,90 44,47 46,79 54,49 46,66
-5dB 15,97 14,27 18,64 16,78 16,42
Ø 74,95 79,98 79,48 84,27 79,67
Tabelle 7.1: SLDM-M16 mit Gewichtsupdate im Erkenner: Testergebnisse auf Test-Set
A und B der AURORA2 Datenbank
Set A Sub. Bab. Car Exh. Ø
Clean 99,60 99,58 99,58 99,66 99,61
20dB 97,73 95,86 99,22 97,69 97,63
15dB 95,95 90,72 98,14 95,65 95,12
10dB 90,33 78,54 95,44 90,25 88,64
5dB 78,45 61,61 87,59 77,97 76,41
0dB 51,73 31,59 60,93 54,61 49,72
-5dB 23,12 10,46 16,02 27,15 19,19
Ø 82,84 71,66 88,26 83,23 81,50
Set B Res. Str. Air. Tra. Ø
Clean 99,60 99,61 99,52 99,66 99,60
20dB 95,79 98,00 96,93 98,09 97,20
15dB 89,75 95,65 94,24 96,39 94,01
10dB 80,07 87,94 85,03 92,66 86,43
5dB 64,69 74,61 73,16 81,67 73,53
0dB 40,41 45,89 48,11 56,34 47,69
-5dB 15,32 14,87 18,52 18,45 16,79
Ø 74,14 80,42 79,49 85,03 79,77
Tabelle 7.2: SLDM-M16 mit UD + Gewichtsupdate im Erkenner: Testergebnisse auf
Test-Set A und B der AURORA2 Datenbank
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Kapitel 8
Ru¨ckkopplung der Erkennungsergebnisse
in das Front-End
In den vorangehenden Kapiteln wurde die Spracherkennung auf der Grundlage eines
gegenu¨ber dem HMM verallgemeinerten statistischen Modells, das in Abb. 6.1 dar-
gestellt ist, untersucht. Unter der allgemeineren Modellannahme ergab sich eine De-
codierregel fu¨r die verrauschten Sprachmerkmale, die u.a. die a posteriori Verteilung
der Sprachmerkmale, deren Berechnung in Kapitel 4 beschrieben wird, beru¨cksichtigt.
Bei der Berechnung dieser Verteilung wurden in Kapitel 4 wiederum vereinfachte Mo-
dellannahmen getroffen. Im SLDM werden zwar wie in dem statistischen Modell, das
in Abb. 6.1 dargestellt ist, statistische Abha¨ngigkeiten zwischen den Sprachmerkma-
len verschiedener Sprachrahmen ausgenutzt, nicht jedoch die Abha¨ngigkeiten zwischen
den HMM-Zusta¨nden und den Sprachmerkmalen. Die Informationen in den komplexen
akustischen Modellen und den Sprachmodellen des Erkenners, der bei großem Voka-
bular einige tausend HMM-Zusta¨nde enthalten kann, werden somit erst bei der Er-
kennung im Back-End beru¨cksichtigt, wa¨hrend die a posteriori Wahrscheinlichkeit der
Sprachmerkmale auf der Grundlage statistischer Modelle mit vergleichsweise wenigen
Parametern berechnet wird.
Ausgehend von dem statistischen Modell, das in Abb. 6.1 dargestellt ist, sollen
in diesem Kapitel daher Ansa¨tze hergeleitet werden, in denen die a posteriori Wahr-
scheinlichkeiten der HMM-Zusta¨nde bereits bei der Merkmalsentsto¨rung beru¨cksichtigt
werden. Dazu wird eine zweistufige Erkennung durchgefu¨hrt, in der Informationen, die
in der ersten Erkennungsstufe im Back-End berechnet werden, in der zweiten Stufe in
das Front-End zuru¨ckgekoppelt werden. In dem folgenden Abschnitt wird die Kombi-
nation des SLDMs mit dem HMM zuna¨chst anhand eines qualitativen Vergleiches der
beiden Modellierungsansa¨tze motiviert. Anschließend werden auf der Grundlage eines
statistischen Ansatzes Methoden zur Ru¨ckkopplung der Informationen hergeleitet.
8.1 Vergleich der Modelle im Front-End und Back-
End des Erkenners
Abb. 8.1 zeigt jeweils fu¨r ein SLDM (x
(0,SLDM)
t ) und ein HMM (x
(0,HMM)
t ) mo¨gliche
Trajektorien einer gescha¨tzten Merkmalsvektorkomponente. Dabei wird zur Vereinfa-
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chung angenommen, dass keine Beobachtungen yt vorliegen, mit denen der Verlauf der
Trajektorien korrigiert wird.
a) b)
x(0,SLDM) x(0,HMM)
tt x(0,HMM)1
x
(0,HMM)
2
x
(0,HMM)
3
Zustandsscha¨tzung bei optimaler Scha¨tzung der Modellwahrscheinlichkeiten
Standardabweichung der Zustandsscha¨tzung
Zustandsscha¨tzung bei falschen Annahmen u¨ber die Modellwahrscheinlichkeiten
Abbildung 8.1: Mo¨gliche Trajektorien einer gescha¨tzten Merkmalsvektorkomponente:
a) SLDM b) HMM
Die gru¨n dargestellte, durchgezogene Linie in Abb. 8.1 a) soll eine typische Trajektorie
der Zustandsscha¨tzung zeigen, fu¨r die die Modelle zu jedem Zeitpunkt so gewichtet
werden, dass die Sprachdynamik am besten beschrieben wird. Ohne eine Korrektur der
Zustandsscha¨tzung aufgrund neuer Beobachtungen yt nimmt die Varianz der Zustands-
scha¨tzung mit der Zeit zu, da die Varianz der modellabha¨ngigen Zustandsscha¨tzungen
fu¨r alle Zustandsmodelle st anwa¨chst, so dass auch die Varianz der gewichteten Sum-
me entsprechend Gl. (4.17) gro¨ßer wird. Die Trajektorien, die sich durch die Addition
bzw. Subtraktion der Standardabweichung der Zustandsscha¨tzung zu dieser Scha¨tzung
ergeben, sind in Abb. 8.1 als gestrichelte Linien dargestellt. Eine weitere Unsicherheit
ergibt sich aufgrund der Gewichtung der schaltenden Modelle. Die blaue Kurve ist ein
Beispiel fu¨r eine Kurve bei falschen Annahmen u¨ber die Modellwahrscheinlichkeiten.
Abb. 8.1 b) zeigt schematisch alle mo¨glichen Trajektorien des Zustandsvektors
x
(0,HMM)
t = x
(0,HMM)
qt = E[x
(0)
t |qt], qt = 1, . . . , 3, (8.1)
fu¨r ein HMM mit drei Zusta¨nden und einer Links-Rechts-Topologie (blaue Kurven),
die unter der Annahme fehlender Beobachtungen die Scha¨tzung der Merkmalsvektor-
komponente darstellen. Im Gegensatz zum SLDM nimmt die Varianz Var(x
(0)
t |qt) der
Scha¨tzung einer gegebenen Zustandsfolge nicht mit der Zeit t zu und ha¨ngt nur vom
aktuellen Zustand qt ab. In Abb. 8.1 b) wird dies durch die durchgezogenen und gestri-
chelten gru¨nen Linien dargestellt, die x
(0,HMM)
qt und x
(0,HMM)
qt ±
√
Var(x
(0)
t |qt) darstellen
sollen.
Weiterhin erfordern beide Modelltypen einen unterschiedlichen Ansatz zur Scha¨t-
zung der Modellwahrscheinlichkeiten P (st|yt1) bzw. der Zustandswahrscheinlichkeiten
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P (qt|yT1 ). Wie in Abschnitt 4.2.0.5 herausgestellt, werden die Modellwahrscheinlichkei-
ten im SLDM proportional zu p(yt|y
t−1
1 , st) gewa¨hlt, wobei zuku¨nftige Beobachtungen
zur Vermeidung von Verzo¨gerungen und zusa¨tzlichem Rechenaufwand vernachla¨ssigt
werden, was zu einer starken Abha¨ngigkeit von der aktuellen Beobachtung yt fu¨hrt.
Im Gegensatz dazu ko¨nnen die beste Zustandsfolge qˆT1 oder die a posteriori Wahr-
scheinlichkeiten P (qt|yT1 ) der HMM-Zusta¨nde effizient mit einem Viterbi-Algorithmus
bzw. einem Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus berechnet werden (siehe Abschnitt 8.6).
Dabei werden Langzeitabha¨ngigkeiten im Sprachsignal ausgenutzt, die z.B. durch die
Einschra¨nkung der erlaubten Zustandssequenzen aufgrund der Akustik- und Sprach-
modelle beru¨cksichtigt werden.
In dem folgenden Experiment wird der Einfluß des Sprach- und Akustikmodells
auf die statistische Abha¨ngigkeit zwischen zwei Zusta¨nden q0 und qτ fu¨r verschiedene
zeitliche Absta¨nde τ zwischen den beiden Zusta¨nden untersucht.
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Abbildung 8.2: Mittlere wechselseitige Information zwischen zwei HMM-Zusta¨nden q0
und qτ abha¨ngig vom zeitlichen Abstand τ zwischen den Zusta¨nden
Als Maß fu¨r die Abha¨ngigkeit zwischen den HMM-Zusta¨nden wird die mittlere wech-
selseitige Information
I(q0, qτ ) = −
Nq∑
q0=1
P (q0) log(P (q0)) +
Nq∑
qτ=1
Nq∑
q0=1
P (q0, qτ ) log(P (qτ |q0)) (8.2)
herangezogen. Die HMM-Zusta¨nde wurden aus verrauschten Testdaten der AURORA2
Datenbank (SNR = 5dB) ermittelt, wozu die Merkmale mit dem SFE extrahiert wur-
den und anschließend eine Erkennung, wie in Abschnitt 2.1 beschrieben, durchgefu¨hrt
wurde.
Die Ergebnisse fu¨r ein ergodisches HMM ohne Sprachmodell sind als gru¨ne Kurve
dargestellt. Es ist zu erkennen, dass die mittlere wechselseitige Information zwischen
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den einzelnen Zusta¨nden sehr schnell mit |τ | abfa¨llt, also kaum Langzeitinformationen
modelliert werden.
Durch die Verwendung einer Links-Rechts-Topologie, wodurch die Anzahl der mo¨gli-
chen Zustandsu¨berga¨nge im HMM stark eingeschra¨nkt wird, ergibt sich ein langsamerer
Abfall von I(q0, qτ ) (blaue Kurve).
Um den Einfluß des Sprachmodells qualitativ nachzuweisen, wurde unter Verwen-
dung der HTK-Tools [YEH+02] jeweils auf unverrauschten Test-Sets mit 20 Sa¨tzen der
AURORA2 Testdatenbank ein Bigram-Sprachmodell trainiert. Die durchschnittliche
Perplexita¨t, gemittelt u¨ber alle NTS Test-Sets TS, betrug dabei
PP =
1
NTS
NTS∑
TS=1
[
N∏
n=1
P (wTS,n|wTS,n−1)]
− 1
N ≈ 4, 3, (8.3)
wobei P (wTS,n|wTS,n−1) die U¨bergangswahrscheinlichkeiten zwischen den Wo¨rtern
n = 1, . . . , N der Test-Sets TS bezeichnen. Das Sprachmodell wurde bei der Erkennung
der gleichen 20 Sa¨tze, jedoch bei einem SNR von 5dB im Rahmen der in Abschnitt
2.1.3 beschriebenen Viterbi-Decodierung zur Bestimmung der U¨bergangswahrschein-
lichkeiten zwischen zwei Baumkopien eingesetzt. Aus der Abbildung wird ersichtlich
(rote Kurve), dass die mittlere wechselseitige Information durch die Beru¨cksichtigung
des Sprachmodells fu¨r kleine |τ | nur geringfu¨gig erho¨ht wird. Fu¨r einen zunehmenden
Betrag von τ wird der Einfluß des Sprachmodells auf die mittlere wechselseitige Infor-
mation gro¨ßer, wobei jedoch gleichzeitig die mittlere wechselseitige Information stark
abfa¨llt.
Wie die vorangehende Analyse zeigt, wa¨chst die Varianz der pra¨dizierten Merkmals-
vektorfolge bei gegebenen Modellwahrscheinlichkeiten im SLDM anders als im HMM
monoton mit der Zeit an. Weiterhin wurde plausibel gemacht, dass die Modellwahr-
scheinlichkeit st, falls sie wie in Abschnitt 4.2.0.5 gescha¨tzt wird, stark von der ak-
tuellen Messung yt abha¨ngt, wa¨hrend die Zustandsfolge q
T
1 u¨ber den gesamten Satz
optimiert wird. Auf der anderen Seite ermo¨glicht das SLDM die direkte Modellierung
von Inter-Frame Korrelationen. Das SLDM ist somit tendentiell besser zur Modellie-
rung linearer statistischer Abha¨ngigkeiten zwischen unmittelbar aufeinander folgenden
Sprachrahmen geeignet, wa¨hrend das HMM sich eher zur Beschreibung nichtlinearer
Langzeitabha¨ngigkeiten eignet. Die Kombination der beiden Modellierungsansa¨tze wird
in den folgenden Abschnitten betrachtet.
8.2 Merkmalsentsto¨rung unter Beru¨cksichtigung der
HMM-Zusta¨nde
Um die HMM-Zusta¨nde bei der Merkmalsentsto¨rung im Front-End zu beru¨cksichtigen,
wird das statistische Modell in Abb. 8.3 angenommen. Das Modell stellt eine Erweite-
rung des statistischen Modells in Abb. 6.1 um die SLDM-Zusta¨nde st, die bei der Merk-
malsentsto¨rung im Front-End beru¨cksichtigt werden, bzw. des SLDMs in Abb. 4.2 um
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nt−1 nt−1nt
yt−1 yt yt+1
xt−1 xt xt+1
qt−1 qt qt+1
st−1 st st+1
Abbildung 8.3: Statistisches Modell der Sprachdynamik fu¨r die Merkmalsentsto¨rung
unter Beru¨cksichtigung der HMM-Zusta¨nde
die HMM-Zusta¨nde qt dar. Die Abha¨ngigkeit zwischen qt und xt kann entweder direkt
oder u¨ber den gestrichelten Pfad qt ↔ st ↔ xt modelliert werden. Zuna¨chst werden die
SLDM-Zusta¨nde st nicht explizit beru¨cksichtigt, d.h. der gestrichelte Pfad qt ↔ st ↔ xt
wird vernachla¨ssigt. Die HMM-Zusta¨nde ko¨nnen durch eine Marginalisierung bei der
Berechnung der a posteriori Wahrscheinlichkeit der Zustandsvariable
zt = (xt,nt) (8.4)
beru¨cksichtigt werden:
p(zt|y
t
1;λqt1) =
∑
qt
p(zt, qt|y
t
1;λqt1), (8.5)
wobei die Summation u¨ber alle HMM-Zusta¨nde des statistischen Modells in Abb. 8.3
durchgefu¨hrt wird. Der Parameter λqt1 bezeichnet das zugrunde liegende statistische
Modell. Wa¨hrend im SLDM, das in Abb. 4.2 dargestellt ist, die Abha¨ngigkeit zwischen
qT1 und x
T
1 vernachla¨ssigt wird, bedeutet die Angabe des Parameters
λqt1 = λq1 . . . λqt, (8.6)
dass die Abha¨ngigkeiten q1 ↔ x1, . . . , qt ↔ xt (bzw. die Abha¨ngigkeiten q1 ↔ s1, . . .,
qt ↔ st bei Vernachla¨ssigung der direkten Abha¨ngigkeiten q1 ↔ x1, . . . , qt ↔ xt) in
Abb. 8.3 zusa¨tzlich bei der Merkmalsentsto¨rung beru¨cksichtigt werden. Die Umformung
von Gl. (8.5) als
p(zt|y
t
1;λqt1) =
∑
qt
p(zt|y
t
1, qt;λqt1)P (qt|y
t
1;λqt1) (8.7)
zeigt, dass p(zt|yt1;λqt1) eine Funktion der Wahrscheinlichkeit P (qt|y
t
1;λqt1) ist, die durch
die Lo¨sung des Optimierungsproblems in Gl. (6.1) approximiert werden kann.
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In Abb. 8.4 ist der Faktorgraph fu¨r einen Ausschnitt des statistischen Modells in
Abb. 8.3 mit den Zufallsvariablen qt, qt+1, xt und xt+1 dargestellt, der sich aus der
Faktorisierung
p(xt+1,xt, qt+1, qt) = p(xt+1|xt, qt+1, qt)p(xt|qt+1, qt)P (qt+1|qt)P (qt)
= p(xt+1|xt, qt+1)p(xt|qt)P (qt+1|qt)P (qt)
(8.8)
ergibt. In dem Faktorgraphen werden die Zufallsvariablen durch Variablenknoten (©)
und die Funktionen dieser Zufallsvariablen durch Funktionsknoten (•) repra¨sentiert
[SP04]. Da der Faktorgraph des Modellausschnittes eine zyklische Abha¨ngigkeiten zwi-
xt
xt+1 qt
qt+1
p(xt+1|xt, qt+1)
p(xt|qt)
P (qt+1|qt)
P (qt)
Abbildung 8.4: Faktorgraph fu¨r einen Ausschnitt des statistischen Modells in Abb. 8.3
schen qt, qt+1 und xt entha¨lt, kann die a posteriori Wahrscheinlichkeit der beteiligten
Zufallsvariablen prinzipiell nur iterativ berechnet werden (vgl. [SP04]). Es werden daher
Ansa¨tze hergeleitet, in denen P (qt|yt1;λqt1) in einer vorangehenden Erkennungsstufe be-
rechnet wird. Im Folgenden wird dies durch die Notation P (−)(qt|yt1;λqt1) ausgedru¨ckt.
Im Falle einer iterativen Merkmalsentsto¨rung und Spracherkennung ist auch eine nicht-
kausale Verarbeitung akzeptabel. Daher wird P (−)(qt|yt1;λqt1) durch P
(−)(qt|yT1 ;λqT1 )
ersetzt:
p(zt|y
t
1;λqt1) =
∑
qt
p(zt|y
t
1, qt;λqt1)P
(−)(qt|y
T
1 ;λqT1 ). (8.9)
Auf a¨hnliche Weise kann der Term p(zt|yt1, qt;λqt1), der im SLDM berechnet wird, durch
die gegla¨ttete Wahrscheinlichkeit p(zt|yT1 , qt;λqT1 ) substituiert werden, wodurch sich
allerdings die Komplexita¨t der Merkmalsentsto¨rung deutlich erho¨ht.
In den folgenden beiden Abschnitten werden zwei Approximationen fu¨r Gl. (8.9) un-
tersucht. Daneben ist es mo¨glich, die Informationen aus dem Back-End bei der Rausch-
scha¨tzung auszunutzen (Abschnitt 8.5). Die Berechnung der a posteriori Wahrschein-
lichkeiten der HMM-Zusta¨nde wird in Abschnitt 8.6 untersucht.
8.3 Ru¨ckkopplung von Informationen u¨ber das Zu-
standsmodell
Die erste Methode, Informationen aus dem Back-End zuru¨ckzukoppeln, die erstmals in
[WHU07] vero¨ffentlicht wurde, setzt bei der Berechnung der Modellwahrscheinlichkei-
ten im Front-End an. Wie bereits angefu¨hrt, besteht ein Nachteil des SLDMs darin, dass
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die in Abschnitt 4.2.0.5 eingefu¨hrten Modellwahrscheinlichkeiten P (st|yt1) in der Regel
stark von der Messung yt abha¨ngen. Daher sollen stattdessen die Modellwahrschein-
lichkeiten P (−)(st|yT1 ;λqT1 ) aus den a posteriori Wahrscheinlichkeiten P
(−)(qt|yT1 ;λqT1 )
der HMM-Zusta¨nde ermittelt werden, die im Back-End unter Beru¨cksichtigung des
Akustik- und Sprachmodells berechnet werden. Es ist zu beachten, dass keine di-
rekte A¨quivalenz zwischen den HMM- und SLDM-Zusta¨nden besteht, da die HMM-
Zusta¨nde stationa¨ren Bereichen des Sprachsignals zugeordnet werden ko¨nnen, wa¨hrend
die SLDM-Zusta¨nde Bereichen gleicher Dynamik entsprechen. Aufgrund der Links-
Rechts-Topologie des HMM-Modells wird mit den HMM-Zusta¨nden jedoch zugleich
die Dauer des Wortes modelliert. Abb. 4.5 la¨ßt eine Abha¨ngigkeit zwischen der Positi-
on imWort und den Zustandsmodellen plausibel erscheinen. Am Beginn und Ende einer
Ziffer bzw. eines Wortes scheinen z.B. Modelle mit großer Varianz wahrscheinlicher als
Modelle mit kleiner Varianz zu sein. Es erscheint daher naheliegend, eine statistische
Abha¨ngigkeit P (st|qt;λqt) zwischen st und qt anzunehmen. Um die Existenz einer sol-
chen Abha¨ngigkeit nachzuweisen, wurde das folgende Experiment durchgefu¨hrt.
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Abbildung 8.5: Statistische Abha¨ngigkeit zwischen HMM- und SLDM-Zusta¨nden
Auf den Testdaten aus Test-Set A der AURORA2 Datenbank wurden bei SNR-Pegeln
zwischen −5dB und 20dB die Wahrscheinlichkeiten P (st|yt1) und P
(−)(st|yT1 ;λqT1 ) der
SLDM-Zusta¨nde berechnet. P (st|yt1) ergibt sich aus Gl. (4.31), wa¨hrend
P (−)(st|yT1 ;λqT1 ), wie im na¨chsten Abschnitt beschrieben, u¨ber die statistische Ab-
ha¨ngigkeit P (st|qt;λqt) aus den a posteriori Wahrscheinlichkeiten P
(−)(qt|yT1 ;λqT1 ) =
δ(qt − qˆt) der HMM-Zusta¨nde, die in einer vorangehenden Erkennungsstufe durch eine
Viterbi-Erkennung mit verrauschten Sprachdaten des jeweiligen SNR-Pegels ermittelt
werden, berechnet wird (Gl. (8.18)). Sowohl fu¨r die mit dem SLDM ermittelten Wahr-
scheinlichkeiten P (st|yt1) als auch fu¨r die aus dem HMM zuru¨ckgekoppelten Wahr-
scheinlichkeiten P (−)(st|yT1 ;λqT1 ) wurde auf den unverrauschten Testdaten x
T
1 aus Test-
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Set A der AURORA2 Datenbank der Pra¨diktionsfehler
d1,2
x(0)
=
√√√√ 1
T
T∑
t=1
(
x
(0)
t −
∑
st
P1,2(st)(A(0,0:Nc−1)(st)x
(0)
t−1 + b
(0)(st))
)2
(8.10)
eines SLDMs mit den Modellparametern A(st) und b(st) sowie den Modellwahrschein-
lichkeiten P1(st) = P (st|yt1) und P2(st) = P (st|y
T
1 ;λqT1 ) fu¨r die Energiekomponente
x
(0)
t berechnet. Die resultierenden Kurven fu¨r P (st|y
t
1) (magenta) und P
(−)(st|y
T
1 ;λqT1 )
(blau) sind in Abb. 8.5 dargestellt. Aus der Abbildung ist ersichtlich, dass bei allen
Rauschpegeln durch die Ru¨ckkopplung der HMM-Zusta¨nde ein niedrigerer Pra¨dikti-
onsfehler als mit der in Abschnitt 4.2.0.5 beschriebenen Methode erzielt wird.
8.3.1 Einbettung der Ru¨ckkopplungsmethode in den statisti-
schen Ansatz
Wie aus den vorangehenden Ausfu¨hrungen hervorgeht, soll die Abha¨ngigkeit zwischen
qt und xt in diesem Ansatz indirekt u¨ber den in Abb. 8.3 gestrichelt dargestellten Pfad
qt ↔ st ↔ xt beru¨cksichtigt werden. Die direkte Abha¨ngigkeit qt ↔ xt wird stattdessen
vernachla¨ssigt. Die SLDM-Zusta¨nde ko¨nnen in Gl. (8.5) durch eine Marginalisierung
bzgl. st beru¨cksichtigt werden:
p(zt|y
t
1;λqt1) =
M∑
st=1
p(zt, st|y
t
1;λqt1) =
M∑
st=1
∑
qt
p(zt, st, qt|y
t
1;λqt1)
=
M∑
st=1
∑
qt
p(zt|y
t
1, st, qt;λqt1)P (st|y
t
1, qt;λqt1)P (qt|y
t
1;λqt1).
(8.11)
Man beachte, dass Gl. (8.11) der Marginalisierung (4.16) im SLDM entspricht. Da die
unmittelbare Abha¨ngigkeit zwischen qt und xt und damit auch zwischen qt und zt in
dem zugrunde liegenden statistischen Modell vernachla¨ssigt wird, kann
p(zt|yt1, st, qt;λqt1) als
p(zt|y
t
1, st, qt;λqt1) = p(zt|y
t
1, st;λqt−11 ) (8.12)
geschrieben werden, d.h. bei gegebenen st liefert qt und damit auch die Modellerwei-
terung λqt um die statistische Abha¨ngigkeit qt ↔ st keine zusa¨tzlichen Informationen
u¨ber xt. Die bedingten a posteriori Wahrscheinlichkeiten p(zt|yt1, st;λqt−11 ) der einzelnen
Filter ko¨nnen wie im SLDM, das in Abb. 4.2 dargestellt ist, aus der a posteriori Wahr-
scheinlichkeit p(zt−1|y
t−1
1 ;λqt−11 ) des vorangehenden Sprachrahmens berechnet werden.
Dazu wird analog zu Gl. (4.20), Gl. (4.18) und Gl. (4.19) die Rekursion
p(zt−1|y
t−1
1 , st;λqt−11 ) = p(zt−1|y
t−1
1 ;λqt−11 ) (8.13)
p(zt|y
t−1
1 , st;λqt−11 ) =
∫
R2Nc
p(zt|zt−1, st)p(zt−1|y
t−1
1 , st;λqt−11 )dzt−1 (8.14)
p(zt|y
t
1, st;λqt−11 ) ∝ p(zt|y
t−1
1 , st;λqt−11 )p(yt|zt) (8.15)
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durchgefu¨hrt, bei der im Unterschied zu den entsprechenden Gleichungen fu¨r das SLDM
aus Abb. 4.2 die statistischen Abha¨ngigkeiten λqt−11 beru¨cksichtigt werden.
Die Informationen u¨ber die HMM-Zusta¨nde, die im Back-End ermittelt werden,
werden dazu verwendet, die Wahrscheinlichkeiten P (st|yT1 ) durch die entsprechenden
Terme in Gl. (8.11) zu ersetzen. Unter der Annahme, dass ein sta¨rkerer statistischer
Zusammenhang zwischen qt und st als zwischen qt und y
t
1 besteht, kann die Approxi-
mation
P (st|y
t
1, qt;λqt1) ≈ P (st|qt;λqt1) = P (st|qt;λqt) (8.16)
vorgenommen werden. P (st|qt;λqt) wird, wie in Abschnitt 8.3.2 beschrieben, aus unver-
rauschten Trainingsdaten gelernt und in einer Zustandstabelle gespeichert. Weiterhin
wird P (qt|yt1;λqt1), wie eingangs erla¨utert, durch P
(−)(qt|yT1 ;λqT1 ) ersetzt.
Damit ergibt sich die a posteriori Wahrscheinlichkeit
p(zt|y
t
1;λqt1) =
M∑
st=1
∑
qt
p(zt|y
t
1, st;λqt−11 )P (st|qt;λqt)P
(−)(qt|y
T
1 ;λqT1 ). (8.17)
Ein Vergleich von (8.17) und (4.16) zeigt, dass anstelle der Wahrscheinlichkeit P (st|yt1),
die im Standard-SLDM zur Gewichtung der Modelle verwendet wird, die Wahrschein-
lichkeit
P (−)(st|y
T
1 ;λqT1 ) =
∑
qt
P (st|qt;λqt)P
(−)(qt|y
T
1 ;λqT1 ) (8.18)
berechnet wird. Die Scha¨tzung von P (−)(st|yT1 ;λqT1 ) als Funktion der HMM-Wahr-
scheinlichkeiten P (−)(qt|yT1 ;λqT1 ), die in einer vorangehenden Erkennungsstufe berech-
net werden, fu¨hrt auf die in Abb. 8.6 dargestellte Iteration.
yt
P (−)(st|y
T
1 ;λqT1 ) P (qt|y
T
1 ;λqT1 )
p(xt|yt1;λqt1) wˆ
Zustandstabelle
Front-End Back-End
Abbildung 8.6: Berechnung der SLDM-Zusta¨nde im HMM
Die verrauschten Sprachmerkmale werden im Front-End mit einem SLDM entsto¨rt,
das die a posteriori Wahrscheinlichkeit p(zt|yt1;λqt1) des Zustandsvektors zt und damit
die a posteriori Wahrscheinlichkeit p(xt|yt1;λqt1) der unverrauschten Sprachmerkmale xt
liefert. In der ersten Iteration existiert kein Ausgangssignal des HMMs, so dass die Ab-
ha¨ngigkeit P (st|qt;λqt) vernachla¨ssigt und die Entrauschung der Sprachmerkmale wie
in Kapitel 4 beschrieben durchgefu¨hrt wird, d.h. die Modelle des SLDMs, wie in Ab-
schnitt 4.2.0.5 beschrieben, mit P (st|yt1) gewichtet werden. Der HMM-Decoder liefert
die a posteriori Wahrscheinlichkeiten P (qt|yT1 ;λqT1 ), t = 1, . . . , T . Anschließend wird
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mit Hilfe der Zustandstabelle die Wahrscheinlichkeit P (st|yT1 ;λqT1 ) entsprechend Gl.
(8.18) berechnet, mit der die Modelle bei der Entrauschung der Sprachmerkmale in der
na¨chsten Iteration gewichtet werden.
8.3.2 Training der Zustandstabelle
Die bedingte Wahrscheinlichkeit P (s|q) wird aus unverrauschten Trainingsdaten ge-
lernt. Dazu wird der Scha¨tzwert Pˆ (s|q) der Abbildung P (s|q) als
Pˆ (s|q) =
Pˆ (s, q)
Pˆ (q)
(8.19)
geschrieben. Der Za¨hler kann aus der a posteriori Wahrscheinlichkeit der Zusta¨nde
bestimmt werden:
Pˆ (s, q) =
T∑
t=1
P (st = s|x
T
1 , qt = q)P (qt = q|x
T
1 ), (8.20)
wobei die Summe u¨ber alle Sprachrahmen t = 1 . . . T der Datenbank gebildet wird und
xT1 alle Merkmalsvektoren bezeichnet. Da ein statistischer Zusammenhang zwischen
st und qt a priori nicht bekannt ist, sind vereinfachende Annahmen in Gl. (8.20) er-
forderlich. Es wird angenommen, dass P (st|x
T
1 , qt = q) bei gegebenen unverrauschten
Sprachmerkmalen xT1 hinreichend genau durch
P (st|qt,x
T
1 ) ≈ P (st|x
T
1 ) ∝ p(xt|xt−1, st)P (st) (8.21)
approximiert werden kann. Der Term P (qt = q|xT1 ) in Gl. (8.20) kann durch eine harte
Entscheidung approximiert werden:
P (qt = q|x
T
1 ) ≈ δ(qt−q) =
{
1, falls Zustand qt in Sprachrahmen t aktiv ist
0, sonst.
(8.22)
Auf a¨hnliche Weise ergibt sich der Nenner in Gl. (8.19):
Pˆ (q) =
T∑
t=1
P (qt = q|x
T
1 ). (8.23)
8.4 Ru¨ckkopplung von Informationen u¨ber die Ver-
teilung der Sprachmerkmale
In diesem Ansatz werden die Informationen aus dem Back-End zu einer genaueren Ap-
proximation der a posteriori Verteilung p(zt|yt1;λqt1) nach dem Aktualisierungsschritt
(4.16) im SLDM verwendet. Dabei wird in dem statistischen Modell aus Abb. 8.3 an-
stelle der statistischen Abha¨ngigkeit zwischen qt und st, die in Abschnitt 8.3 ausgenutzt
wurde, die Abha¨ngigkeit zwischen qt und xt beru¨cksichtigt. Es wird angenommen, dass
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qt und die statistische Abha¨ngigkeit λqt gegenu¨ber y
t
1 und λqt−11 vollsta¨ndig redun-
danzfreie Informationen u¨ber xt (und damit u¨ber zt) liefern. Diese Annahme erscheint
besser als die alternative Approximation p(zt|yt1, qt;λqt1) ≈ p(zt|y
t
1;λqt−11 ), die sich aus
der Vernachla¨ssigung der statistischen Abha¨ngigkeit von qt ergibt. Die a posteriori
Wahrscheinlichkeit des Zustandes qt wird na¨mlich u¨ber den ganzen Satz optimiert und
entha¨lt somit nichtlineare Langzeitabha¨ngigkeiten (vgl. Abschnitt 8.1), die ansonsten
unberu¨cksichtigt blieben. Unter der getroffenen Annahme kann p(zt|yt1, qt;λqt1) in Gl.
(8.9) faktorisiert werden:
p(zt|y
t
1, qt;λqt1) ≈
p(zt|yt1;λqt−11 )p(zt|qt;λqt)
p(zt)
=
p(zt|yt1;λqt−11 )p(xt|qt;λqt)
p(xt)
. (8.24)
In Gl. (8.24) wurden weiterhin die Beziehungen
p(zt|qt;λqt) = p(nt|qt;λqt)p(xt|qt;λqt) = p(nt)p(xt|qt;λqt) (8.25)
p(zt) = p(nt)p(xt) (8.26)
ausgenutzt, die aus dem statistischen Modell in Abb. 8.3 folgen. Die Verteilung
p(zt|y
t
1;λqt−11 ) =
M∑
st=1
p(zt|y
t
1, st;λqt−11 )P (st|y
t
1) (8.27)
kann mit Gl. (4.31) und Gln. (8.13)-(8.15) aus der a posteriori Wahrscheinlichkeit
p(zt−1|y
t−1
1 ;λqt−11 ) des vorangehenden Sprachrahmens berechnet werden. Die Vertei-
lung p(xt|qt;λqt) ist die Emissionsverteilung des Akustikmodells, die in der Regel als
Gaußmischungsverteilung modelliert wird (vgl. Abschnitt 6.1.1). Verglichen mit Gl.
(4.20) fu¨hrt das Einsetzen von Gl. (8.24) in Gl. (8.9) zu der modifizierten a posteriori
Verteilung
p(zt|y
t
1;λqt1) =
p(zt|yt1;λqt−11 )p
(−)(xt|yT1 ;λqT1 )
p(xt)
(8.28)
mit
p(−)(xt|y
T
1 ;λqT1 ) =
∑
qt
p(xt|qt;λqt)P
(−)(qt|y
T
1 ;λqT1 ), (8.29)
wobei die Wahrscheinlichkeitsdichte p(−)(xt|yT1 ;λqT1 ) zur Komplexita¨tsreduktion ent-
sprechend Gl. (4.17) zu einer unimodalen Gaußverteilung zusammengefaßt wird.
In der resultierenden Ru¨ckkopplungsschleife wird p(−)(xt|yT1 ;λqT1 ), wie in Abb. 8.7
dargestellt, in das Front-End zuru¨ckgekoppelt und, wie in Gl. (8.28) angegeben, mit
der a posteriori Wahrscheinlichkeit p(zt|yt1;λqt−11 ) des SLDMs kombiniert.
Gl. (8.28) kann unter der Annahme der statistischen Unabha¨ngigkeit zwischen xt
und nt in eine Gleichung fu¨r die Sprachmerkmale xt und eine zweite Gleichung fu¨r das
Rauschen nt aufgespalten werden:
p(xt|y
t
1;λqt1) =
p(xt|yt1;λqt−11 )p
(−)(xt|yT1 ;λqT1 )
p(xt)
p(nt|y
t
1;λqt1) = p(nt|y
t
1;λqt−11 ).
(8.30)
98 Kapitel 8. Ru¨ckkopplung der Erkennungsergebnisse in das Front-End
PSfrag
yt
p(−)(xt|yT1 ;λqT1 ) P (qt|y
T
1 ;λqT1 )
p(xt|yt1;λqt1) wˆ
HMM
Front-End Back-End
Abbildung 8.7: Ru¨ckkopplung von Informationen u¨ber die Verteilung der Sprachmerk-
male
In Anhang E.3 wird gezeigt, dass p(xt|yt1;λqt1) unter der Annahme gaußfo¨rmiger Aus-
gangsverteilungen
p(xt|y
t
1;λqt−11 ) = N (xt;xt|1:t;λt−11 ,P
(x)
t|1:t;λt−11
) (8.31)
p(−)(xt|y
T
1 ;λqT1 ) = N (xt;x
(−)
t|1:T ,P
(x−)
t|1:T ) (8.32)
p(xt) = N (xt;µx,Σx) (8.33)
mit den Momenten xt|1:t;λt−11 , P
(x)
t|1:t;λt−11
, x
(−)
t|1:T , P
(x−)
t|1:T , µx und Σx proportional zu einer
Gaußverteilung
p(xt|y
t
1;λqt1) = N (xt;xt|1:t;λt1 ,P
(x)
t|1:t;λt1
) (8.34)
mit den Momenten
xt|1:t;λt1 = P
(x)
t|1:t;λt1
(
(P
(x)
t|1:t;λt−11
)−1xt|1:t;λt−11 + (P
(x−)
t|1:T )
−1
x
(−)
t|1:T −Σ
−1
x µx
)
(8.35)
(P
(x)
t|1:t;λt1
)
−1
= (P
(x)
t|1:t;λt−11
)
−1
+ (P
(x−)
t|1:T )
−1
−Σ−1x . (8.36)
ist. Im Gegensatz zu der Ru¨ckkopplung von Informationen u¨ber das Zustandsu¨ber-
gangsmodell ist die Ru¨ckkopplung von Informationen u¨ber die Verteilung der Sprach-
merkmale nicht auf schaltende Modelle beschra¨nkt, da bei der Faktorisierung in Gl.
(8.24) keine Annahmen u¨ber die Modellwahrscheinlichkeiten des SLDMs getroffen wer-
den.
8.5 Verwendung der Zustandswahrscheinlichkeiten
bei der Rauschscha¨tzung
Eine weitere Mo¨glichkeit, die a posteriori Wahrscheinlichkeiten P (−)(qt|yT1 ;λqT1 ) der
HMM-Zusta¨nde im Front-End des Spracherkenners auszunutzen, besteht in einer ver-
besserten Rauschscha¨tzung. Dazu ist es mo¨glich, eine Soft-VAD-Variable
Psil =
∑
qtǫQsil
P (−)(qt|y
T
1 ;λqT1 ) (8.37)
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zu berechnen, wobei Qsil die Menge der HMM-Zusta¨nde, die Sprachpausen zugeordnet
sind, bezeichnet. Im Folgenden wird in Gl. (4.6) ein Rauschmodell der Form
D = 0, e = µnt , F = Σn (8.38)
angenommen, d.h.
nt = N (nt;µnt ,Σn) (8.39)
wird als a priori Verteilung der Ordnung Null mit zeitvariantem Erwartungswert µnt
und konstanter Varianz Σn modelliert. Die Rauschscha¨tzung kann mit den Merkmals-
vektoren aus Sprachpausen am Anfang und Ende des Satzes initialisiert werden. An-
schließend wird der Erwartungswert µnt u¨ber die Beziehung
µnt = (1− αPsil)µnt−1 + αPsilµ˜nt (8.40)
aktualisiert, wobei α einen Gewichtsfaktor bezeichnet, der den Einfluß der aktuellen
Rauschscha¨tzung µ˜nt beeinflußt. In informalen Experimenten wurde fu¨r α der Wert
0, 05 festgelegt. Falls die Wahrscheinlichkeit Psil = 0 ist, wird keine Aktualisierung der
Zustandsscha¨tzung durchgefu¨hrt. Die instantane Rauschscha¨tzung µ˜nt wird in Sprach-
pausen als µ˜(sil)nt = yt und in Phasen mit Sprachaktivita¨t als
µ˜(speech)nt = nt|1:t−1 ≈ nt−1|1:t−1 (8.41)
berechnet, wobei nt−1|1:t−1 bei der Filterung in Gl. (4.17) berechnet wird. Damit ergibt
sich fu¨r die instantane Rauschscha¨tzung in Gl. (8.40)
µ˜nt = Psilµ˜
(sil)
nt
+ (1− Psil)µ˜
(speech)
nt
. (8.42)
8.6 Berechnung der Zustandswahrscheinlichkeiten
In dem HMM-Erkenner, der in Abschnitt 2.1 beschrieben wird, wird eine harte Ent-
scheidung bzgl. der besten Zustandsfolge qˆT1 getroffen. Es ist mo¨glich, diese Zustands-
folge als Ausgangspunkt fu¨r die Ru¨ckkopplung zu verwenden und P (qt|yT1 ;λqT1 ) in Gl.
(8.18) und Gl. (8.29) somit durch den Dirac-Stoß
P (qt|y
T
1 ;λqT1 ) ≈ δ(qt − qˆt) (8.43)
zu approximieren, wobei qˆt den Zustand der Zustandsfolge qˆ
T
1 zum Zeitpunkt t be-
zeichnet. Bei einem solchen Vorgehen ist es allerdings mo¨glich, dass alternative Zu-
standsscha¨tzungen nicht hinreichend beru¨cksichtigt und die Auswirkungen von Fehl-
entscheidungen versta¨rkt werden. Auf die Problematik der zu starken Gewichtung einer
Hypothese bei der Ru¨ckkopplung von Informationen in das Front-End wird bereits in
[FW06] hingewiesen (vgl. Abschnitt 2.4). Um die exakten Zustandswahrscheinlichkeiten
P (qt|yT1 ;λqT1 ) zu berechnen, kann ein Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustands-
ebene angewendet werden (Abschnitt 8.6.1). Daneben werden in Abschnitt 8.6.2 zwei
Mo¨glichkeiten aufgezeigt, die Zustandswahrscheinlichkeiten mit einem Vorwa¨rts-Ru¨ck-
wa¨rts-Algorithmus auf Wortebene zu approximieren, um eine Reduktion des Speicher-
und Rechenaufwandes zu erreichen. Auf Implementierungsdetails wird in Anhang D
eingegangen. Der Modellparameter λqT1 wird im Folgenden aus Gru¨nden der U¨bersicht-
lichkeit vernachla¨ssigt.
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8.6.1 Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene
Die exakten a posteriori Wahrscheinlichkeiten γt(i) = P (qt = i|yT1 ) der HMM-Zusta¨nde
ko¨nnen mit einem Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene ermittelt wer-
den, der in vielen Spracherkennern in a¨hnlicher Form beim Training der Modellpa-
rameter als Bestandteil des Baum-Welch-Algorithmus eingesetzt wird [RJ93]. Anders
als bei der Suche der optimalen Zustandsfolge qˆT1 , die in Abschnitt 2.1.3 beschrieben
wird, wird in diesem Abschnitt ein lineares Lexikon angenommen, in dem die akus-
tischen Einheiten jedem Wort einzeln zugeordnet werden. Der Ansatz basiert auf der
Berechnung der Hilfsvariablen
αt(i) = p(y
t
1, qt = i), βt(i) = p(y
T
t+1|qt = i), (8.44)
deren Produkt proportional zu γt(i) ist:
γt(i) =
αt(i)βt(i)∑Nq
j=1 αt(j)βt(j)
, (8.45)
mit der Anzahl Nq der HMM-Zusta¨nde. Die Werte der Variablen αt und βt ko¨nnen
rekursiv in Vorwa¨rts- bzw. Ru¨ckwa¨rtsrichtung bestimmt werden:
αt(j) =
(
Nq∑
i=1
αt−1(i)αij
)
pLH(y
T
1 |qt = j)
Sα
βt(i) =
(
Nq∑
j=1
βt+1(j)αijpLH(y
T
1 |qt+1 = j)
Sα
) (8.46)
mit der Likelihood pLH(y
T
1 |qt) des HMM-Zustandes qt entsprechend Gl. (6.8). Der akus-
tische Skalierungsfaktor Sα < 1 verhindert, dass die beste Hypothese im Vergleich zu
den anderen Hypothesen zu stark gewichtet wird (vgl. Abschnitt 6.2). Die Vorwa¨rts-
variable αt wird, wie in [RJ93] angegeben, mit
α1(i) = piipLH(y
T
1 |q1)
Sα (8.47)
initialisiert, wobei pii die a priori Wahrscheinlichkeit des Zustandes qt = i bezeich-
net, die Ru¨ckwa¨rtsvariable βt(i) mit dem Wert βT (i) = 1. Die Beru¨cksichtigung eines
Bigram-Sprachmodells (Gl. (2.4)) fu¨hrt auf die gegenu¨ber [RJ93] modifizierten U¨ber-
gangswahrscheinlichkeiten
αij =
{
P (wt(qt)|wt−1(qt − 1)) : qt = Q
(s)
wt , qt−1 = Q
(e)
wt−1
P (qt|qt−1) : sonst,
(8.48)
wobei wt−1 und wt die Wo¨rter der Zusta¨nde qt−1 = i und qt = j, Q
(s)
wt den Startzustand
des Wortes wt und Q
(e)
wt−1 den Endzustand des Wortes wt−1 bezeichnen.
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8.6.2 Verwendung eines Wortgraphen bei der Berechnung der
Zustandswahrscheinlichkeiten
In diesem Abschnitt werden im Vergleich zu dem Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf
Zustandsebene effizientere Mo¨glichkeiten untersucht, um die a posteriori Wahrschein-
lichkeiten der HMM-Zusta¨nde zu berechnen, wozu die wahrscheinlichsten Wortsequen-
zen betrachtet werden. Wie in Abschnitt 8.6.2.2 herausgestellt wird, stellen Wortgra-
phen eine geeignete Repra¨sentation der Wortsequenzen dar. Ein Wortgraph ist ein
gerichteter, azyklischer Graph (DAG), dessen Knoten τi ∈ {1, . . . , T}, i = 1, . . . , Nτ ,
diskrete Zeitpunkte bezeichnen und dessen Kanten e = [w; τs, τe] Worthypothesen ent-
sprechen. Dabei bezeichnen w das Wort, τs den Startknoten und τe den Endknoten
der Hypothese. Den Kanten sind die akustischen Wahrscheinlichkeiten p(yτeτs |[w; τs, τe])
als Gewichte zugeordnet. In den folgenden Unterabschnitten werden die Konstruktion
des Wortgraphen, die Berechnung der a posteriori Wahrscheinlichkeiten der Wo¨rter
sowie die Verwendung des Wortgraphen zur effizienten Berechnung der a posteriori
Wahrscheinlichkeiten der HMM-Zusta¨nde behandelt. Zu den beiden ersten Punkten
existieren verschiedene Literaturansa¨tze, auf die in Abschnitt 2.1.3 kurz eingegangen
wurde, deren ausfu¨hrliche Untersuchung jedoch nicht Gegenstand dieser Arbeit ist. Im
Folgenden wird die Konstruktion des Wortgraphen basierend auf den Ausfu¨hrungen in
[ONA97] durchgefu¨hrt, wa¨hrend fu¨r die Berechnung der a posteriori Wahrscheinlich-
keiten fu¨r die Worthypothesen der Ansatz in [Wes02] zugrunde gelegt wird.
8.6.2.1 Konstruktion des Wortgraphen
Die Grundlage fu¨r die Konstruktion des Wortgraphen stellt der in Abschnitt 2.1.3 be-
schriebene Viterbi-Algorithmus dar, der durch die Substitution der Likelihood p(xt|qt),
wie in Abschnitt 6.1 beschrieben, auf verrauschte Eingangsdaten yT1 erweitert wurde.
Dieser wird unter der Annahme eines Bigram-Sprachmodells entsprechend den Ausfu¨h-
rungen in [ONA97] und [Wes02] modifiziert. Dazu wird Gl. (2.12) im Vorwa¨rtsschritt
des Viterbi-Algorithmus so abgea¨ndert, dass fu¨r ein Wort w zum Zeitpunkt t anstelle
eines einzelnen Vorga¨ngers
v0(w; t) = argmax
v
{P (w|v)Sβαt(v, qt)} (8.49)
mit der Wortgrenze Bt(v0(w; t), qt = Q
(e)
w ) die Wortgrenzen τ(t; v, w) = Bt(v, qt = Q
(e)
w )
der besten Vorga¨nger v ∈ V(w; t) abgespeichert werden. Um die Elemente von V(w; t)
zu bestimmen, wird ein Schwellwert-Pruning durchgefu¨hrt, d.h.
V(w; t) =
{
v|P (w|v)Sβαt(v, qt) > max
v˜
{P (w|v˜)Sβαt(v˜, qt)} − Twg
}
(8.50)
mit dem Schwellwert Twg > 0. Daneben wird den Wortpaaren (v, w) zum Zeitpunkt t
die Likelihood
A(t; v, w) = αt(v, qt = Q
(e)
w )/H(v; τ) (8.51)
mit der Vorwa¨rtsvariable H(v; τ) aus Gl. (2.13) zugeordnet.
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Der Wortgraph wird am Satzende erzeugt, indem ausgehend von dem Endknoten
tNτ = T des Wortgraphen unter Verwendung der Wortgrenzen τ(t; v, w) rekursiv alle
Vorga¨nger v des wahrscheinlichsten Endwortes
wˆT = argmax
w
{H(w;T )} (8.52)
zuru¨ckverfolgt werden:
Algorithmus 3 Erzeugung des Wortgraphen
1: Gegeben: Wort w, Wortgrenze τe.
2: Erzeuge einen Knoten τe.
3: Fu¨r alle v ∈ V(w; τe)
4: τs = τ(τe; v, w).
5: Erzeuge einen Knoten τs.
6: Erzeuge eine Kante e = [w; τs, τe] mit der Likelihood p(y
τe
τs |e) = A(τe; v, w).
7: Wiederhole die Rekursion fu¨r w := v und τe := τs − 1.
8: Ende.
Entsprechend [Wes02] wird eine Wortgraph-Optimierung durchgefu¨hrt. Dazu wer-
den wa¨hrend der rekursiven Zuru¨ckverfolgung der Wortgrenzen Knoten, die identischen
Zeitpunkten zugeordnet werden ko¨nnen, die also in Schritt 5 von Algorithmus 3 mehr-
fach vorhanden sind, zu einem einzelnen Knoten zusammengefaßt. Nach der Konstruk-
tion des Wortgraphen werden die Knoten und Kanten entsprechend der Startzeitpunkte
sortiert und jeweils zwei Kanten [w(i); τ
(i)
s , τ
(i)
e ] und [w(j); τ
(j)
s , τ
(j)
e ], fu¨r die
w(i) = w(j), τ (i)s = τ
(j)
s und τ
(i)
e = τ
(j)
e (8.53)
gilt, auf eine einzelne Kante mit der akustischen Wahrscheinlichkeit
p(yτeτs |[w; τs, τe]) = max
{
p(yτ
(i)
e
τ
(i)
s
|[w; τs, τe]
(i)), p(yτ
(j)
e
τ
(j)
s
|[w; τs, τe]
(j))
}
(8.54)
reduziert.
Abschließend soll auf eine Problematik hingewiesen werden, die dadurch entsteht,
dass in der Vorwa¨rtsiteration unvera¨ndert die Viterbi-Approximation (2.11) angewen-
det wird, um einen exponentiellen Anstieg der Hypothesen bei der Suche zu verhin-
dern. Die Anwendung der Viterbi-Approximation fu¨hrt dazu, dass die Wortgrenze
Bt(v, qt = Q
(e)
w ) zwischen den Wo¨rtern v und w nur fu¨r den wahrscheinlichsten Vor-
ga¨nger des Wortes v, der im Folgenden als a bezeichnet wird, richtig bestimmt wird
(siehe Abb. 8.8). Aufgrund der Viterbi-Approximation wird in Gl. (2.11) na¨mlich nur
die Endhypothese von Baumkopie a in den Startzustand von Baumkopie v propagiert.
Das bedeutet, dass der Zeitpunkt der Wortgrenze zwischen Wort v und Wort w auf-
grund der Historie a−v berechnet wird, obwohl sich aufgrund der Hypothese b−v oder
c− v unter Umsta¨nden ein anderer Startzeitpunkt erga¨be, da in Gl. (2.10) ein anderer
Wert der Vorwa¨rtsvariable in den Startzustand propagiert wu¨rde. In dem klassischen
Viterbi-Algorithmus, wo nur die Hypothese a − v − w zuru¨ckverfolgt wird, hat dies
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Abbildung 8.8: Wortpaarapproximation
keine Auswirkungen, wa¨hrend sich im Wortgraph-Algorithmus unter der Beru¨cksichti-
gung anderer Historien eine falsche Wortgrenze ergibt. An dieser Stelle greift, wie in
[ONA97] erla¨utert, die in Abb. 8.8 dargestellte Wortpaarapproximation [SA91], die be-
sagt, dass die Wortgrenze zwischen zwei Wo¨rtern unabha¨ngig von den vorhergehenden
Wo¨rtern ist. Unter der Voraussetzung eines Bigram-Sprachmodells und hinreichend
langer Wo¨rter wird angenommen, dass unabha¨ngig von der Historie irgendwann der
gleiche Zustand im akustischen Modell des Wortes wn−1 = v fu¨r alle hypothetischen
Vorga¨ngerwo¨rter am wahrscheinlichsten ist und der U¨bergang zu Wort wn = w somit
unabha¨ngig von Wort wn−2 ist. In Abb. 8.8 ist die Wortpaarapproximation fu¨r die
Historie b− v erfu¨llt, wa¨hrend sie fu¨r die Historie c− v verletzt wird.
8.6.2.2 Berechnung der a posteriori Wahrscheinlichkeiten fu¨r Wo¨rter
Der Wortgraph, dessen Konstruktion im letzten Abschnitt beschrieben wurde, ent-
ha¨lt die akustischen Likelihoods p(yτeτs |[w; τs, τe]) der Wortgraphkanten [w; τs, τe] (vgl.
Algorithmus 3). Um die Wortalternativen bewerten zu ko¨nnen, werden jedoch die a
posteriori Wahrscheinlichkeiten P ([w; τs, τe]|yT1 ) der Wortgraphkanten beno¨tigt, aus
denen, wie weiter unten angegeben, die a posteriori Wahrscheinlichkeiten der Wo¨r-
ter wt berechnet werden ko¨nnen. Es ist mo¨glich, eine N-Best-Liste mit den Likelihoods
p(yT1 |([w; τs, τe]
N(j)
1 )
(j)) fu¨r alle im Wortgraphen enthaltenen Wortfolgen
([w; τs, τe]
N(j)
1 )
(j) = [w; τs, τe]
(j)
1 . . . [w; τs, τe]
(j)
n . . . [w; τs, τe]
(j)
N(j)
, j = 1 . . .Nhyp, (8.55)
der La¨nge N (j) aufzustellen. Anschließend kann die a posteriori Wahrscheinlichkeit der
Wortgraphkante e = [w; τs, τe] als Summe
P (e|yT1 ) =
Nhyp∑
j=1
N(j)∑
n=1
p(yT1 |(w
N(j)
1 )
(j))SαP ((wN
(j)
1 )
(j))δ(e− e(j)n ) (8.56)
der a posteriori Wahrscheinlichkeiten der Wortfolgen, die die Wortgraphkante e enthal-
ten, berechnet werden. Wie in Abschnitt 6.2 erla¨utert, muß die akustische Likelihood
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p(yT1 |(w
N
1 )
(j)) in Gl. (8.56) mit dem akustischen Skalierungsfaktor Sα gegenu¨ber der a
priori Wahrscheinlichkeit P ((wN
(j)
1 )
(j)) der Wortfolge (wN
(j)
1 )
(j) gewichtet werden. Bei
einem Wortgraphen mit N = 10 aufeinander folgenden Wo¨rtern und drei Mo¨glichkeiten
an jeder Stelle, der also 3N = 30 Kanten besitzt, ergeben sich mit dem beschriebenen
Ansatz allerdings bereits Nhyp = 3
10 Wortfolgen. Daher ist es effizienter, die a posteriori
Wahrscheinlichkeiten der Wortgraphkanten direkt auf dem Wortgraphen zu berechnen,
wozu ein in [Wes02] beschriebener Wortgraph-Algorithmus herangezogen wurde.
Die folgende Darstellung orientiert sich an den Ausfu¨hrungen in [Wes02] fu¨r ein all-
gemeines m-Gram Sprachmodell. In diesem Zusammenhang bezeichnet
hm−11 (e) = h1(e), . . . , hm−1(e) die Historie der Wortgraphkante e = [w; τs, τe], wobei
hm−1(e) der unmittelbare Vorga¨nger von e ist. Im Folgenden wird die Abha¨ngigkeit der
Historie von e wie auch in [Wes02] der Einfachheit halber vernachla¨ssigt, insofern sie
aus dem Kontext ersichtlich ist. Weiterhin wird angenommen, dass fu¨r alle Indizes i, j
gilt: P (w|hji) = P (w|h
j
1), falls i < 0, und P (w|h
j
i) = P (w), falls j < i. Analog dazu
werden die m− 1 Nachfolger fm−11 der Wortgraphkante e definiert.
Die a posteriori Wahrscheinlichkeiten der Wo¨rter ko¨nnen a¨hnlich wie die a posteriori
Wahrscheinlichkeiten der HMM-Zusta¨nde in Abschnitt 8.6.1 aus einer Vorwa¨rts- und
einer Ru¨ckwa¨rtsvariable berechnet werden. Die Vorwa¨rtsvariable φ(hm−12 ; [w; τs, τe]),
die eine Funktion der Sprachmodellhistorie hm−12 und der Wortgraphkante [w; τs, τe]
ist, ergibt sich aus der Iteration [Wes02]
φ(hm−12 ; [w; τs, τe]) = p(y
τe
τs |[w; τs, τe])
Sα
∑
h1
∑
τ ′s
φ(hm−21 ; [hm−1; τ
′
s, τs − 1])P (w|h
m−1
1 ).
(8.57)
In Gl. (8.57) bezeichnet τs den Startpunkt des aktuellen Wortes, wa¨hrend τs − 1 der
Endpunkt des letzten Wortes ist. Die Definition der Ru¨ckwa¨rtsvariable wurde gegen-
u¨ber [Wes02] leicht vera¨ndert, indem ψˆ([w; τs, τe]; f
m−2
1 ) aus [Wes02] durch
ψ([w; τs, τe]; f
m−2
1 ) = ψˆ([w; τs, τe]; f
m−2
1 )/p(y
τe
τs |[w; τs, τe])
Sα (8.58)
ersetzt wurde, wodurch in Gl. (8.60) die Division durch p(yτeτs |[w; τs, τe])
Sα entfa¨llt. Die
Ru¨ckwa¨rtsvariable ψ([w; τs, τe]; f
m−2
1 ), die eine Funktion der Wortgraphkante e und der
Nachfolger fm−21 des Wortes w ist, kann nach der Substitution in Gl. (8.58) u¨ber die
Iteration
ψ(e; fm−21 ) =
∑
fm−1
∑
τ ′e
ψ([f1; τe + 1, τ
′
e]); f
m−1
2 )p(y
τ ′e
τe+1|[f1; τe + 1, τ
′
e])
SαP (fm−1|w, f
m−2
1 )
(8.59)
berechnet werden. Insgesamt ergibt sich entsprechend [Wes02] mit der Modifikation in
Gl. (8.58) die a posteriori Wahrscheinlichkeit
P (e|yT1 ) =
∑
hm−12
∑
fm−21
{
φ(hm−12 ; [w; τs, τe])ψ([w; τs, τe]; f
m−2
1 )
p(yT1 )
m−2∏
n=1
P (fn|h
m−1
n+1 , w, f
n−1
1 )
}
∝
∑
hm−12
∑
fm−21
{
φ(hm−12 ; [w; τs, τe])ψ([w; τs, τe]; f
m−2
1 )
m−2∏
n=1
P (fn|h
m−1
n+1 , w, f
n−1
1 )
}
(8.60)
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der Kante e = [w; τs, τe], wobei das Produkt u¨ber die Wahrscheinlichkeiten
P (fn|h
m−1
n+1 , w, f
n−1
1 ) in Gl. (8.60), wie in [Wes02] angegeben, unter der Annahme eines
Unigram- oder Bigram-Sprachmodells vernachla¨ssigt werden kann.
Die a posteriori Wahrscheinlichkeiten P (e|yT1 ) der Wortgraphkanten e = [w; τs, τe],
fu¨r die τs ≤ t ≤ τe gilt, ko¨nnen zum Zeitpunkt t elementar durch eine Normierung von
Gl. (8.60) auf ∑
[w;τs,τe]|τs≤t≤τe
P (e|yT1 ) = 1, (8.61)
bestimmt werden, wodurch die explizite Berechnung der Verteilung p(yT1 ), fu¨r die in
[Wes02] ein Zusammenhang angegeben wird, nicht erforderlich ist.
Wie in [Wes02] angegeben, kann die a posteriori Wahrscheinlichkeit P (wt|yT1 ) des
Wortes wt zum Zeitpunkt t durch die Aufsummierung der a posteriori Wahrschein-
lichkeiten P ([w; τs, τe]|yT1 ), die zum Zeitpunkt t verschieden von Null sind, bestimmt
werden:
P (wt|y
T
1 ) =
∑
[w;τs,τe]|τs≤t≤τe
δ(wt − w)P ([w; τs, τe]|y
T
1 ). (8.62)
In der vorliegenden Arbeit wurde abweichend von [Wes02] eine Transducer-basierte
Umsetzung der Vorwa¨rts- und Ru¨ckwa¨rtsiteration in Gl. (8.57) und Gl. (8.59) ge-
wa¨hlt, die im Folgenden kurz erla¨utert wird. In dem beschriebenen Ansatz wird die
Konsistenz mit dem Sprachmodell mit einer Zustandsmaschine (FSM) sichergestellt,
deren Zusta¨nde den mo¨glichen Sprachmodellhistorien q(FSM) = hm−11 entsprechen und
deren U¨bergangswahrscheinlichkeiten P (w|hm−11 ) sich aus dem zugrunde gelegten m-
Gram Sprachmodell ergeben. Wie in Abb. 8.9 dargestellt, werden einer Kante des
o
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Abbildung 8.9: Berechnung der a posteriori Wahrscheinlichkeiten (rot) fu¨r einen Wort-
graphen mit den Wo¨rtern a . . . h
Wortgraphen neben dem Wort w alle mit der FSM erreichbaren Sprachmodellhistorien
zugeordnet (blaue Rechtecke). Dadurch ist es mo¨glich, bei der Vorwa¨rts- und Ru¨ck-
wa¨rtsiteration nur Historien zu beru¨cksichtigen, die mit dem Sprachmodell vereinbar
sind, so dass beispielsweise nicht u¨ber U¨berga¨nge zwischen SIL-Kanten summiert wird.
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Vor der Durchfu¨hrung der Vorwa¨rts- und Ru¨ckwa¨rtsiteration wird der Wortgraph um
eine Kante [ws; −∞, 0], die in den Startknoten τ1 = 1 mu¨ndet, und eine zweite Kante
[we, T + 1, ∞], die aus dem Endknoten herausfu¨hrt, erweitert.
In der Vorwa¨rtsiteration werden der Kante [ws; −∞, 0] der Startzustand der FSM
q
(FSM)
0 und der Wert der Vorwa¨rtsvariable
φ(q
(FSM)
0 ; [ws;−∞, 0]) = 1 (8.63)
zugeordnet. Anschließend werden die Knoten rekursiv beginnend mit dem Startknoten
τs = τ1 = 1 abgearbeitet. Dabei werden fu¨r jeden Knoten τs des Wortgraphen die
Hypothesen der wegfu¨hrenden Kanten [w; τs, τe] mit Wort w und Endknoten τe aktua-
lisiert, sobald die Aktualisierung aller hinfu¨hrenden Kanten [hm−1; τ
′
s, τs − 1] mit den
Startknoten τ ′s und den Wo¨rtern hm−1 abgeschlossen ist:
Algorithmus 4 Vorwa¨rtsiteration im Wortgraphen
1: Gegeben: Knoten τs.
2: Fu¨r alle wegfu¨hrenden Kanten [w; τs, τe]
3: Fu¨r alle hinfu¨hrenden Kanten [hm−1; τ
′
s, τs − 1]
4: Fu¨r alle FSM-Zusta¨nde hm−11 der hinfu¨hrenden Kante
5: Ermittle P (w|hm−11 ) durch einen FSM-U¨bergang.
6: Falls P (w|hm−11 ) > 0 dann
7: Erho¨he φ(hm−12 ; [w; τs, τe]) um den Summanden (h1, τ
′
s) (Gl. (8.57)).
8: Erweitere [w; τs, τe] um den FSM-Zustand h
m−1
1 := (h
m−1
2 , w).
9: Ende.
10: Ende.
11: Ende.
12: Falls alle Vorga¨ngerkanten von τe + 1 aktualisiert sind dann
13: Wiederhole die Rekursion fu¨r τs := τe + 1.
14: Ende.
15: Ende.
In der Ru¨ckwa¨rtsiteration werden die Knoten in umgekehrter Reihenfolge abgear-
beitet, wobei der Ru¨ckwa¨rts-Variable fu¨r die Kante [we, T + 1,∞] der Wert
ψ([we;T + 1,∞]; f
m−2
1 ) = 1 (8.64)
zugewiesen wird, die Iteration mit dem Knoten τe = τNτ = T begonnen wird und die
Ru¨ckwa¨rtsvariable entsprechend Gl. (8.59) aktualisiert wird (Algorithmus 5).
Der prinzipielle Unterschied zu der Vorwa¨rtsiteration besteht in der Aktualisierung der
Historien hm−11 bzw. f
m−1
1 , da die U¨berga¨nge der FSM in Ru¨ckwa¨rtsrichtung nicht ein-
deutig sind. Die U¨bergangswahrscheinlichkeiten P (f1|(h
m−1
2 , w)) ko¨nnen effizient be-
rechnet werden, indem in Schritt 5 der Ru¨ckwa¨rtsiteration die Historien (hm−12 , w)
verwendet werden, die in Schritt 8 der Vorwa¨rtsiteration im Wortgraphen gespeichert
werden.
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Algorithmus 5 Ru¨ckwa¨rtsiteration im Wortgraphen
1: Gegeben: Knoten τe.
2: Fu¨r alle hinfu¨hrenden Kanten [w; τs, τe]
3: Fu¨r alle wegfu¨hrenden Kanten [f1; τe + 1, τ
′
e] mit Wort f1 und Endknoten τ
′
e
4: Fu¨r alle FSM-Zusta¨nde (hm−12 , w) der hinfu¨hrenden Kante
5: Ermittle P (f1|(h
m−1
2 , w)) durch einen FSM-U¨bergang.
6: Falls P (f1|(h
m−1
2 , w)) > 0 dann
7: Erho¨he ψ([w; τs, τe]; f
m−2
1 ) um den Summanden (fm−1, τ
′
e) (Gl. (8.59)).
8: Ende.
9: Ende.
10: Ende.
11: Falls alle Nachfolgerkanten von τe + 1 aktualisiert sind dann
12: Wiederhole die Rekursion fu¨r τe := τs − 1.
13: Ende.
14: Ende.
8.6.2.3 Berechnung der Zustandswahrscheinlichkeiten unter Beru¨cksichti-
gung des Wortgraphen
Nachfolgend werden zwei Ansa¨tze eingefu¨hrt, in denen der Wortgraph dazu verwendet
wird, die a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde effizient zu berechnen.
Ansatz 1: Berechnung der optimalen HMM-Zusta¨nde fu¨r die Wortgraph-
kanten
Eine Mo¨glichkeit, die a posteriori Wahrscheinlichkeiten P (e|yT1 ) der Wortgraphkan-
ten bei der Berechnung der Zustandswahrscheinlichkeiten P (qt|yT1 ) zu beru¨cksichtigen,
besteht in der Marginalisierung
P (qt|y
T
1 ) =
∑
e
P (qt|e,y
T
1 )P (e|y
T
1 ) (8.65)
bzgl. der Wortgraphkanten e. Die Wahrscheinlichkeiten P (qt|e,yT1 ) ko¨nnen wa¨hrend der
Konstruktion des Wortgraphen ermittelt werden. Dazu wird P (qt|e,yT1 ) durch einen
diskreten Dirac-Stoß
P (qt|e,y
T
1 ) = δ(qt − qˆt(e)) (8.66)
approximiert, wobei qˆt(e) den wahrscheinlichsten Zustand der Wortgraphkante e be-
zeichnet. Um qˆt(e) zu berechnen, wird zuna¨chst im Vorwa¨rtsschritt des Wortgraph-Al-
gorithmus die beste Zustandsfolge Qˆt(v, qt) = qˆ1, . . . , qˆt−1, qt zusammen mit der Vor-
wa¨rtsvariable αt(v, qt) aktualisiert. Dazu wird die Initialisierung der Baumkopien in Gl.
(2.10) um die Beziehung
Qˆt−1(v, qt−1 = 0) = ∅ (8.67)
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erweitert. Qˆt(v, qt) wird wa¨hrend der Vorwa¨rtsiteration in Gl. (2.11) um den besten
Vorga¨ngerzustand erweitert:
qˆt−1(qt) = argmax
qt−1
{αt−1(v, qt−1)P (qt|qt−1)} (8.68)
Qˆt(v, qt) = Qˆt−1(v, qˆt−1(qt)) ◦ qt. (8.69)
Bei der Erzeugung des Wortgraphen mit Algorithmus 3 wird zu jeder Wortgraphkante
e = [w; τs, τe] mit dem Wort w die Zustandsfolge Qˆt(v0(w), qt = Q
(w)
e ) mit den Zusta¨n-
den qˆt(e) ∈ Qˆt(v0(w), qt = Q
(w)
e ) gespeichert.
Ansatz 2: Einschra¨nkung der mo¨glichen Zusta¨nde im Vorwa¨rts-Ru¨ckwa¨rts-
Algorithmus auf Zustandsebene
Ein zweiter Ansatz besteht darin, die a posteriori Wahrscheinlichkeiten P (wt|y
T
1 ) der
Wo¨rter wt zur Beschra¨nkung der mo¨glichen Zusta¨nde im Vorwa¨rts-Ru¨ckwa¨rts-Algorith-
mus auf Zustandsebene (siehe Abschnitt 8.6.1) zu verwenden. Um den Suchraum einzu-
schra¨nken, wird zuna¨chst ein Schwellwert-Pruning der Wahrscheinlichkeiten P (wt|y
T
1 )
durchgefu¨hrt:
P (wt|y
T
1 ) = 0, fu¨r P (wt|y
T
1 ) < Twp, (8.70)
mit konstantem Schwellwert Twp. Daneben wird ein Histogramm-Pruning
P (wt|y
T
1 ) = 0, fu¨r nw(wt) > Nwp, (8.71)
mit dem Schwellwert Nwp durchgefu¨hrt, wobei die Indizes nw(wt) = 1 . . . Nw, mit der
Anzahl Nw der Wo¨rter, sich aus der absteigenden Sortierung der Wo¨rter wt nach der
Wahrscheinlichkeit P (wt|yT1 ) ergeben.
Anschließend werden die mo¨glichen Zusta¨nde bei der Berechnung der Vorwa¨rts- und
Ru¨ckwa¨rts-Variablen auf Wo¨rter mit positiver a posteriori Wahrscheinlichkeit begrenzt:
αt(qt) = 0, βt(qt) = 0, fu¨r P (wt(qt)|y
T
1 ) = 0, (8.72)
so dass αt(qt) und βt(qt) nur fu¨r die HMM-Zusta¨nde mit P (wt(qt)|yT1 ) > 0 beru¨cksich-
tigt werden mu¨ssen. Die Menge dieser Zusta¨nde wird im Folgenden als
Q
(wp)
t = {qt|P (wt(qt)|y
T
1 ) > 0)} (8.73)
bezeichnet. In Gl. (8.46) ergibt sich somit die Vereinfachung
∀j ∈ Q(wp)t : αt(j) =

 Nq∑
i=1,i∈Q
(wp)
t−1
αt−1(i)αij

 pLH(yT1 |qt = j)Sα
∀i ∈ Q(wp)t : βt(i) =

 Nq∑
j=1,j∈Q
(wp)
t+1
βt+1(j)αijpLH(y
T
1 |qt+1 = j)
Sα

 .
(8.74)
Daneben werden durch die Einschra¨nkung in Gl. (8.72) auch bei der Initialisierung der
Vorwa¨rts- und Ru¨ckwa¨rtsvariablen und der Berechnung der a posteriori Wahrschein-
lichkeit in Gl. (8.45) nur die HMM-Zusta¨nde aus Q
(wp)
t beru¨cksichtigt.
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8.7 Experimentelle Ergebnisse
Die Ru¨ckkopplung der Erkennungsergebnisse in das Front-End wurde mit verrauschten
Sprachdaten der TI-Digits Datenbank (AURORA2) und des Wallstreet Journal Task
(AURORA4) getestet (siehe Anhang A). Zur Entsto¨rung der mit dem SFE extrahierten
Sprachmerkmale wurde das SLDM-M16 verwendet (vgl. Abschnitt 4.5). Dieses wurde
entsprechend der Ausfu¨hrungen in Abschnitt 8.3 und Abschnitt 8.4 modifiziert, um die
Ru¨ckkopplung von Informationen in das Front-End zu ermo¨glichen. Im Folgenden wird
die Ru¨ckkopplungsmethode aus Abschnitt 8.3 mit FB1 und die Ru¨ckkopplungsmethode
aus Abschnitt 8.4 mit FB2 bezeichnet.
Zuna¨chst wurde die Auswirkung der Ru¨ckkopplung qualitativ untersucht. Abb. 8.10
zeigt den Verlauf der x(0)-Komponente des Merkmalsvektors fu¨r einen Beispielsatz der
AURORA2 Datenbank. Der Verlauf der verrauschten und unverrauschten Merkmals-
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Abbildung 8.10: Zeitliche Verla¨ufe der x(0)-Komponente fu¨r einen Beispielsatz der AU-
RORA2 Datenbank
vektorkomponente sind in Abb. 8.10 als blaue bzw. gru¨ne Linie eingezeichnet. Dane-
ben ist der Verlauf der entsto¨rten Merkmalsvektorkomponente nach der Entsto¨rung
in der ersten (gestrichelte, magenta Linie) und zweiten (durchgezogene, rote Linie)
Erkennungsstufe dargestellt. Man erkennt, dass das Rauschen in der zweiten Stufe in
Sprachpausen tendentiell sta¨rker unterdru¨ckt wird. Außerdem entsprechen die Verla¨ufe
an den Wortgrenzen tendentiell besser den wahren Signalverla¨ufen. In dem Beispielsatz
sind diese Effekte insbesondere in der Sprachpause zwischen den Rahmen t = 105 und
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t = 125 zu beobachten, in der der Verlauf der Merkmalsvektorkomponente in der zwei-
ten Stufe dem tatsa¨chlichen Kurvenverlauf deutlich besser entspricht als der Verlauf in
der ersten Stufe.
Tab. 8.1 zeigt das Potential des Ru¨ckkopplungsansatzes fu¨r das SLDM-M16. Um
eine obere Grenze fu¨r die erreichbare Erkennungsrate zu erhalten, wurde die optimale
Zustandsfolge des HMMs auf unverrauschten Sprachdaten berechnet und anschließend
in das Front-End zuru¨ckgekoppelt. Tab. 8.1 zeigt, dass auf Test-Set A der AURORA2
FB1 Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,49 99,66 99,61
20dB 98,68 97,76 99,16 98,92 98,63
15dB 97,21 94,95 98,72 97,07 96,99
10dB 93,46 87,45 96,66 92,19 92,44
5dB 83,60 74,49 89,44 83,40 82,73
0dB 61,25 45,41 68,18 62,85 59,42
-5dB 32,91 19,59 29,41 36,10 29,50
Ø 86,84 80,01 90,43 86,89 86,04
FB2 Sub. Bab. Car Exh. Ø
Clean 99,66 99,58 99,49 99,57 99,58
20dB 99,17 98,37 99,31 98,83 98,92
15dB 98,83 96,98 99,31 98,27 98,35
10dB 97,73 94,23 98,90 97,96 97,21
5dB 96,38 92,41 98,21 95,50 95,63
0dB 95,98 89,87 97,35 94,72 94,48
-5dB 95,89 90,05 97,46 95,46 94,72
Ø 97,62 94,37 98,62 97,06 96,92
Tabelle 8.1: Potential der Ru¨ckkopplung auf Test-Set A der AURORA2 Datenbank
a) SLDM-FB1opt b) SLDM-FB2opt
Datenbank mit verrauschten Eingangsdaten, aber durch die Ru¨ckkopplung der optima-
len Zustandsfolge, die aus den unverrauschten Sprachdaten berechnet wurde, Erken-
nungsraten von 86, 04% (SLDM-FB1opt) bzw. 96, 92% (SLDM-FB2opt) fu¨r die beiden
Ru¨ckkopplungsarten erreicht werden ko¨nnen. Bei bekannten HMM-Zusta¨nden ist es
somit besser, unmittelbar die a posteriori Verteilung p(xt|yt1, λqt1) des Merkmalsvektors
xt anstelle der Modellwahrscheinlichkeiten P (st|yt1, λqt1) durch die Ru¨ckkopplung zu
beeinflussen. Das Ergebnis besta¨tigt allerdings, dass ein statistischer Zusammenhang
zwischen st und qt besteht und durch die Ru¨ckkopplung der Modellwahrscheinlichkeiten
bei hinreichend genauer Scha¨tzung der HMM-Zusta¨nde bessere Ergebnisse als mit den
Modellwahrscheinlichkeiten P (st|yt), die im SLDM berechnet werden, erzielt werden
ko¨nnen.
Im Folgenden wird die Ru¨ckkopplung einer einzelnen, mit dem Viterbi-Algorithmus
aus verrauschten Eingangsdaten ermittelten Zustandsfolge untersucht. Wie Tab. 8.2 zu
entnehmen ist, ergab sich durch die Festlegung der Modellwahrscheinlichkeiten des
SLDMs aufgrund der detektierten Zustandsfolge des HMMs (SLDM-M16-FB1) auf der
AURORA2 Datenbank ein Anstieg der Erkennungsrate von 79, 87% auf 80, 77% auf
Test-Set A und ein Anstieg von 79, 16% auf 80, 18% auf Test-Set B. Der Anstieg der
Erkennungsrate war fu¨r niedrige SNR-Pegel gro¨ßer als fu¨r hohe SNR-Pegel. Dieses
Ergebnis ist vermutlich auf den zunehmenden Einfluß des Meßmodells aufgrund der
abnehmenden Beobachtungsvarianz bei ansteigenden SNR-Pegel zuru¨ckzufu¨hren. Wie
in Abb. 8.5 dargestellt, ist die Abnahme des Pra¨diktionsfehlers auf den unverrauschten
Testdaten aufgrund der Ru¨ckkopplung fu¨r alle SNR-Pegel ungefa¨hr konstant. Mit der
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Set A Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,49 99,60 99,59
20dB 97,94 96,13 99,08 99,00 98,04
15dB 95,79 90,57 98,36 96,15 95,22
10dB 89,68 79,96 94,84 90,16 88,66
5dB 75,38 60,91 84,70 77,38 74,59
0dB 48,63 30,99 57,05 52,79 47,37
-5dB 21,46 12,15 19,13 24,41 19,29
Ø 81,48 71,71 86,81 83,10 80,77
Set B Res. Str. Air. Tra. Ø
Clean 99,53 99,54 99,42 99,57 99,52
20dB 96,21 97,97 97,12 98,27 97,39
15dB 90,67 95,62 94,30 96,76 94,34
10dB 81,30 88,30 86,04 92,87 87,13
5dB 66,10 74,61 72,62 81,95 73,82
0dB 41,20 46,55 48,88 56,18 48,20
-5dB 32,91 19,59 29,41 36,10 29,50
Ø 75,10 80,61 79,79 85,21 80,18
Tabelle 8.2: SLDM-M16-FB1: Erkennungsrate auf Test-Set A und Test-Set B der AU-
RORA2 Datenbank bei verschiedenen Umgebungsbedingungen
zweiten Ru¨ckkopplungsmethode wurde durch die Ru¨ckkopplung einer einzelnen Zu-
standsfolge auf der AURORA2 Datenbank keine signifikante Verbesserung gegenu¨ber
dem SLDM-M16 erzielt.
In Tab. 8.3 wurde untersucht, inwieweit die Erkennungsergebnisse durch die Verwen-
dung eines Sprachmodells verbessert werden ko¨nnen. Das Bigram-Sprachmodell wurde,
wie in Abschnitt 8.1 beschrieben, jeweils auf 20 Sa¨tzen trainiert und bei der Berech-
nung der Zustandswahrscheinlichkeiten in der ersten Erkennungsstufe eingesetzt. In
Sub. Bab. Car Exh. Ø
Clean 99,54 99,55 99,46 99,51 99,52
20dB 97,73 95,92 99,14 98,83 97,91
15dB 95,89 90,96 98,63 96,17 95,41
10dB 89,96 80,11 95,17 90,43 88,92
5dB 76,92 62,48 86,25 78,28 75,98
0dB 49,12 31,74 60,42 54,35 48,91
-5dB 21,22 12,21 19,32 27,65 20,10
Ø 81,92 72,24 87,92 83,61 81,43
Tabelle 8.3: SLDM-M16-FB1 mit Bigram-Sprachmodell in der ersten Erkennungsstufe:
Erkennungsrate auf Test-Set A der AURORA2 Datenbank bei verschiedenen Umge-
bungsbedingungen
der zweiten Erkennungsstufe wurde das SLDM-M16-FB1 zur Merkmalsentsto¨rung ver-
wendet und anschließend eine Erkennung ohne Sprachmodell durchgefu¨hrt. Durch die
Verwendung des Sprachmodells in der ersten Erkennungsstufe ergab sich ein statistisch
signifikanter Anstieg der Erkennungsrate von 80, 77% auf 81, 43%.
Auf der AURORA4 Datenbank wurde die Fehlerrate durch die Ru¨ckkopplung der
besten Zustandsfolge von 40, 5% (SLDM-M16, vgl. Tab. 4.2) auf 36, 6% (SLDM-M32-
FB1) bzw. 36, 9% (SLDM-M16-FB2) reduziert (siehe Tab. 8.4). Fu¨r die Ru¨ckkopp-
lungsmethode FB1 wurden M = 32 Modelle verwendet, da M = 16 nur optimal ist,
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Train Airp. Babble Car Street Rest. Clean Ø
S 29,9 37,9 32,2 12,7 29,9 37,2 9,5 27,0
SLDM-M16 I 8,8 15,9 12,7 4,6 10,6 13,3 3,1 9,9
E 42,6 58,2 48,8 19,5 45,0 56,0 13,7 40,5
S 29,6 32,0 27,8 12,5 27,6 33,0 9,3 24,5
SLDM-M32-FB1 I 6,5 12,9 9,4 4,4 8,0 10,9 3,1 7,9
E 41,4 50,2 41,4 18,9 41,0 49,8 13,7 36,6
S 28,9 31,5 27,8 12,3 28,1 32,8 9,1 24,4
SLDM-M16-FB2 I 7,8 13,4 10,4 5,2 9,7 11,6 2,4 8,6
E 41,6 49,8 42,3 19,4 42,6 50,2 12,7 36,9
S 25,9 25,5 25,6 12,1 26,2 29,7 10,0 22,1
SLDM-M16+UD I 3,9 8,2 6,8 3,8 6,7 8,7 2,1 5,7
E 37,8 39,3 37,7 17,3 38,9 45,6 14,5 33,0
S 25,9 25,5 24,6 12,3 25,0 28,4 11,5 22,0
SLDM-M32-FB1 I 3,9 8,2 6,3 3,0 6,5 6,6 3,0 5,4
+UD E 37,8 39,3 37,1 17,6 36,5 42,1 13,3 32,0
S 26,5 24,9 24,2 11,9 25,5 28,9 9,3 24,5
SLDM-M16-FB2 I 4,4 8,6 6,7 3,5 5,3 8,0 3,1 7,9
+UD E 37,8 39,4 36,3 17,6 36,9 44,4 14,4 32,4
Tabelle 8.4: Ru¨ckkopplung der besten Zustandsfolge: Fehlerraten auf der AURORA4
Datenbank (S: Ersetzungsfehler, I: Einfu¨gungen, E: Gesamtfehlerrate)
wenn die Modellwahrscheinlichkeiten im SLDM berechnet werden, wa¨hrend die Ge-
nauigkeit der Pra¨diktion bei der Berechnung der Modellwahrscheinlichkeiten aus den
a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde prinzipiell mit der Anzahl der
schaltenden Modelle zunimmt. Daneben wurde die Anwendung von Uncertainty Deco-
ding untersucht, da sich dadurch eine deutlich ho¨here Baseline ergab (vgl. Tab. 6.3).
Das Uncertainty Decoding wird in den folgenden Untersuchungen durchgefu¨hrt, indem
anstelle der Emissionsverteilung des HMMs die Likelihood in Gl. (6.8) bei der Decodie-
rung der Sprachmerkmale verwendet wird. Die Fehlerrate mit dem SLDM-M16+UD
betra¨gt ohne die Ru¨ckkopplung 33, 0%. Mit den Ru¨ckkopplungsmethoden, die in diesem
Kapitel eingefu¨hrt wurden, wurden unter Anwendung der Uncertainty-Decodierregel
Fehlerraten von 32, 0% (FB1) und 32, 4% (FB2) erzielt (vgl. Tab. 8.4).
Weiterhin wurde die Beru¨cksichtigung der Unsicherheit bei der Ru¨ckkopplung von
Informationen in das Front-End auf der AURORA2 Datenbank untersucht. Wie in Ab-
schnitt 8.6.1 ausgefu¨hrt wurde, ko¨nnen die exakten a posteriori Wahrscheinlichkeiten
der HMM-Zusta¨nde mit einem Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene
berechnet werden. Dieser Ansatz wird im Folgenden durch die Endung “state” bei
der Angabe des Verfahrens gekennzeichnet. Der akustische Skalierungsfaktor, der zur
Gewichtung des Akustikmodells gegenu¨ber dem Sprachmodell verwendet wird (siehe
Abschnitt 6.2), wurde experimentell aus den Sprachdaten aus Test-Set A ermittelt,
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wa¨hrend Test-Set B ausschließlich zur Evaluation verwendet wird. Um den optimalen
Skalierungsfaktor experimentell zu bestimmen, wurden die a posteriori Wahrschein-
lichkeiten der HMM-Zusta¨nde fu¨r verschiedene Skalierungsfaktoren Sα mit dem ersten
Ansatz aus Abschnitt 8.6.2.3 berechnet, in dem fu¨r jede Wortgraphkante die beste
Zustandsfolge ermittelt und in der zweiten Erkennungsstufe auf die Modellwahrschein-
lichkeiten des SLDMs abgebildet wurde (SLDM-M16-FB1word).
In Tab. 8.5 ist die Erkennungsrate fu¨r verschiedene Werte von Sα angegeben.
Sα 0, 0025 0, 005 0, 01 0, 02 0, 04 0, 08
WAC 81,09 81,11 81,21 81,17 81,10 80,83
Tabelle 8.5: SLDM-M16-FB1word: Erkennungsrate (WAC) auf Test-Set A der AURO-
RA2 Datenbank abha¨ngig vom akustischen Skalierungsfaktor Sα
Die Erkennungsrate weist ein Maximum bei Sα ≈ 0, 01 auf, ist jedoch in einem großen
Bereich von Sα na¨herungsweise konstant. Tab. 8.7 und Tab. 8.8 zeigen, dass die Er-
gebnisse durch die Ru¨ckkopplung der a posteriori Wahrscheinlichkeiten der HMM-Zu-
sta¨nde anstelle der besten Zustandsfolge deutlich verbessert werden ko¨nnen. Durch die
exakte Berechnung der a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde mit einem
Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene wurden auf Test-Set A und B der
AURORA2 Datenbank Erkennungsraten von 83, 25% und 82, 44% mit der Ru¨ckkopp-
lungsmethode FB1 erreicht (Tab. 8.7). Mit der Ru¨ckkopplungsmethode FB2 ergaben
sich auf Test-Set A und B Erkennungsraten von 83, 57% und 82, 72% (Tab. 8.8). Auf
Test-Set A ergab sich, wie in Tab. 8.9 angegeben, durch die Anwendung von Uncertain-
ty Decoding bei der Ermittlung der Zustandswahrscheinlichkeiten und der Decodierung
der optimalen Wortsequenz ein Anstieg der Erkennungsrate auf 83, 85% fu¨r die erste
Ru¨ckkopplungsmethode (SLDM-M16-FB1state+UD) und auf 84, 10% fu¨r die zweite
Ru¨ckkopplungsmethode (SLDM-M16-FB2state+UD). Die Durchfu¨hrung einer dritten
Erkennungsstufe fu¨r das SLDM-M16-FB2state+UD, nachdem in den ersten beiden Er-
kennungsstufen jeweils die a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde mit
einem Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene berechnet wurden, fu¨hrte
zu einem weiteren Anstieg der Erkennungsrate fu¨r einige Sub-Sets, so dass sich, wie aus
Tab. 8.10 zu entnehmen ist, mit Uncertainty-Decoding insgesamt Erkennungsraten von
84, 62% und 83, 52% auf Test Set A und B ergaben (SLDM-M16-FB2state-it+UD).
Im Folgenden wird die Anwendung des in Abschnitt 8.6.2 beschriebenen Vorwa¨rts-
Ru¨ckwa¨rts-Algorithmus auf Wortebene zur Beschleunigung und Speicherreduktion un-
tersucht. Die beiden Mo¨glichkeiten, den Wortgraphen bei der Berechnung der a pos-
teriori Wahrscheinlichkeiten auszunutzen, werden im Folgenden durch die Endungen
“word” und “state-cs” bei der Angabe des untersuchten Verfahrens gekennzeichnet.
Die Endung “word” bedeutet, dass zuna¨chst ein Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf
Wortebene angewendet wird, um die a posteriori Wahrscheinlichkeiten der Wo¨rter
zu berechnen, und diese anschließend zur Gewichtung der besten Zustandsfolge der
einzelnen Wo¨rter verwendet werden (siehe Abschnitt 8.6.2.3, Ansatz 1). In dem An-
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satz “state-cs” wird der Wortgraph zur Einschra¨nkung der mo¨glichen Zustandsu¨ber-
ga¨nge im Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene verwendet (siehe Ab-
schnitt 8.6.2.3, Ansatz 2). Die Wortgraphfehlerrate (WGE) und Wortgraphdichte
(WGD) der extrahierten Wortgraphen auf Test-Set A der AURORA2 Datenbank sind
in Tab. 8.6 dargestellt. Die Sprachmerkmale wurden vor der Erzeugung des Wortgra-
phen mit dem SLDM-M16 entsto¨rt. Bei der Extraktion der Wortgraphen wurde kein
Wortgraph-Pruning angewendet. Die Wortgraphfehlerrate betra¨gt, gemittelt u¨ber 0dB
bis 20dB, fu¨r Test-Set A der AURORA2 Datenbank ungefa¨hr 3, 09% und liegt somit
deutlich unter der Fehlerrate bei der Erkennung mit dem SLDM-M16.
Set A Sub. Bab. Car Exh. Ø
Clean 0,00 0,00 0,00 0,00 0,00
20dB 1,13 0,57 0,79 0,40 0,72
15dB 1,26 1,27 0,77 0,55 0,96
10dB 1,85 2,53 0,94 1,15 1,62
5dB 3,80 5,59 2,07 2,75 3,55
0dB 8,45 12,75 6,44 6,68 8,58
-5dB 17,51 23,98 20,00 15,81 19,32
Ø 3,30 4,54 2,20 2,31 3,09
Set B Res. Str. Tra. Air. Ø
Clean 1,21 1,22 1,20 1,19 1,21
20dB 2,62 3,36 2,29 2,31 2,65
15dB 3,89 5,31 3,17 3,43 3,95
10dB 6,53 9,21 5,35 5,85 6,73
5dB 11,50 15,38 10,77 10,80 12,11
0dB 17,78 22,59 19,36 16,07 18,95
-5dB 20,13 21,10 20,25 18,34 19,96
Ø 8,46 11,17 8,19 7,69 8,88
Tabelle 8.6: Qualita¨tsmaße der Wortgraphen auf Test-Set A der AURORA2 Datenbank
(SLDM-M16, kein Wortgraph-Pruning): a) WGE b) WGD
Die Erkennungsraten fu¨r die Wortgraph-Algorithmen sind in Tab. 8.11-Tab. 8.15
dargestellt. Mit dem ersten Wortgraph-Algorithmus, in dem die Viterbi-Approximation
auf Wortebene durchgefu¨hrt wird, ergaben sich gegenu¨ber dem Vorwa¨rts-Ru¨ckwa¨rts-
Algorithmus auf Zustandsebene deutliche Einbußen in der Erkennungsrate. Fu¨r die
Ru¨ckkopplungsmethode FB1 wurden Erkennungsraten von 81, 43% und 80, 57% auf den
beiden Test-Sets der AURORA2 Datenbank erzielt (Tab. 8.11). In Tab. 8.14 a) sind zum
Vergleich die Ergebnisse fu¨r die Ru¨ckkopplung der Zustandswahrscheinlichkeiten mit
einer N-Best-Liste auf Test-Set A der AURORA2 Datenbank dargestellt (SLDM-M16-
FB1nbest). In diesem Ansatz wurden die HMM-Zusta¨nde der besten Nhyp = 20 Wort-
folgen berechnet und mit den Likelihoods p(yT1 |(w
N(j)
1 )
(j))Sα der Wortfolgen (wN
(j)
1 )
(j),
die mit einem HTK-Tool berechnet wurden, gewichtet. Dabei wurde angenommen, dass
die a priori Wahrscheinlichkeiten p((wN
(j)
1 )
(j)) auf der AURORA2 Zifferndatenbank na¨-
herungsweise konstant sind. Dieser Ansatz fu¨hrte gegenu¨ber dem SLDM-FB1word zu
keinem wesentlichen Unterschied in der Erkennungsrate, was darauf zuru¨ckzufu¨hren
ist, dass auf der AURORA2 Datenbank mit Nhyp = 20 Wortfolgen eine hinreichende
U¨berlagerung des Wortgraphen erzielt wird, um die a posteriori Wahrscheinlichkeiten
der Wortfolgen zuverla¨ssig ermitteln zu ko¨nnen. Mit der zweiten Ru¨ckkopplungsme-
thode ergaben sich fu¨r das SLDM-FB2word Erkennungsraten von 81, 59% und 80, 66%
(Tab. 8.12). Auf Test-Set A wurden durch die Anwendung von Uncertainty Decoding
Erkennungsraten von 82, 27% und 82, 75% fu¨r die Ru¨ckkopplungsmethoden FB1 und
FB2 erzielt (Tab. 8.13).
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Set A Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,49 99,69 99,61
20dB 98,62 97,16 99,08 98,73 98,40
15dB 96,81 93,02 98,66 96,76 96,31
10dB 91,43 84,22 96,12 91,18 90,74
5dB 80,26 66,29 87,71 80,50 78,69
0dB 54,38 36,03 62,06 56,00 52,12
-5dB 24,69 13,69 22,64 26,47 21,87
Ø 84,30 75,34 88,73 84,63 83,25
Set B Res. Str. Tra. Air. Ø
Clean 99,66 99,61 99,49 99,69 99,61
20dB 97,64 98,55 98,09 98,55 98,21
15dB 93,40 96,86 96,39 96,88 95,88
10dB 85,60 90,30 89,02 94,05 89,74
5dB 70,56 76,75 75,84 84,29 76,86
0dB 44,34 50,48 51,57 59,73 51,53
-5dB 21,49 18,62 21,71 25,58 21,85
Ø 78,31 82,59 82,18 86,70 82,44
Tabelle 8.7: SLDM-M16-FB1state: Erkennungsrate auf Test-Set A und B der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,51 99,67 99,61
20dB 98,80 97,25 99,16 98,43 98,41
15dB 97,02 92,71 98,72 96,85 96,33
10dB 92,57 83,83 96,63 92,69 91,43
5dB 81,21 67,02 88,34 80,84 79,35
0dB 55,76 36,40 62,15 55,04 52,34
-5dB 24,78 14,15 24,13 25,89 22,24
Ø 85,07 75,44 89,00 84,77 83,57
Set B Res. Str. Tra. Air. Ø
Clean 99,75 99,55 99,52 99,69 99,63
20dB 97,33 98,85 97,70 98,43 98,08
15dB 92,48 96,98 95,91 96,91 95,57
10dB 85,57 90,54 89,14 93,74 89,75
5dB 70,77 77,51 77,57 84,79 77,66
0dB 45,38 52,12 52,40 60,26 52,54
-5dB 20,51 21,67 22,25 27,24 22,92
Ø 78,31 83,20 82,54 86,83 82,72
Tabelle 8.8: SLDM-M16-FB2state: Erkennungsrate auf Test-Set A und B der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
FB1 Sub. Bab. Car Exh. Ø
Clean 99,60 99,61 99,52 99,69 99,61
20dB 98,71 97,16 99,16 98,64 98,42
15dB 96,96 93,02 98,63 96,45 96,27
10dB 92,14 85,40 96,18 92,01 91,43
5dB 80,78 69,65 87,77 81,33 79,88
0dB 55,76 36,88 63,64 56,77 53,26
-5dB 25,24 11,31 23,11 27,28 21,74
Ø 84,87 76,42 89,08 85,04 83,85
FB2 Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,51 99,67 99,61
20dB 98,71 97,25 99,16 98,26 98,35
15dB 97,18 92,71 98,69 96,91 96,37
10dB 92,82 83,83 96,75 92,66 91,52
5dB 82,84 67,17 88,99 82,47 80,37
0dB 57,84 36,40 64,48 56,96 53,92
-5dB 27,26 14,24 27,83 27,34 24,17
Ø 85,88 75,47 89,61 85,45 84,10
Tabelle 8.9: SLDM-M16-FB1/2state+UD: Erkennungsrate auf Test-Set A der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
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Set A Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,52 99,69 99,62
20dB 98,80 96,89 99,16 98,52 98,34
15dB 97,45 92,71 98,75 96,91 96,46
10dB 93,40 85,37 96,84 92,84 92,11
5dB 82,59 70,41 89,17 82,72 81,22
0dB 56,92 41,11 64,39 57,54 54,99
-5dB 24,72 14,41 27,92 27,65 23,68
Ø 85,83 77,30 89,66 85,71 84,62
Set B Res. Str. Tra. Air. Ø
Clean 99,66 99,61 99,52 99,69 99,62
20dB 97,18 98,73 97,67 98,25 97,96
15dB 92,85 96,98 96,27 97,35 95,86
10dB 86,43 91,72 90,07 94,42 90,66
5dB 73,20 78,99 79,27 85,99 79,36
0dB 47,74 51,69 55,32 60,35 53,78
-5dB 19,80 20,68 23,29 25,33 22,28
Ø 79,48 83,62 83,72 87,27 83,52
Tabelle 8.10: SLDM-M16-FB2state-it+UD: Erkennungsrate auf Test-Set A und B der
AURORA2 Datenbank bei verschiedenen Umgebungsbedingungen
Set A Sub. Bab. Car Exh. Ø
Clean 99,54 99,55 99,46 99,51 99,52
20dB 97,73 95,92 99,14 98,83 97,91
15dB 95,89 90,96 98,63 96,17 95,41
10dB 89,96 80,11 95,17 90,43 88,92
5dB 76,92 62,48 86,25 78,28 75,98
0dB 49,12 31,74 60,42 54,35 48,91
-5dB 21,22 12,21 19,32 27,65 20,10
Ø 81,92 72,24 87,92 83,61 81,43
Set B Res. Str. Tra. Air. Ø
Clean 99,54 99,51 99,46 99,57 99,52
20dB 96,19 97,99 97,14 98,30 97,41
15dB 90,94 95,86 94,54 96,70 94,51
10dB 81,79 88,36 86,52 93,34 87,50
5dB 66,29 75,24 73,04 82,60 74,29
0dB 42,55 47,34 49,06 57,70 49,16
-5dB 18,11 18,47 20,64 25,70 20,73
Ø 75,55 80,96 80,06 85,73 80,57
Tabelle 8.11: SLDM-M16-FB1word: Erkennungsrate auf Test-Set A und Test-Set B der
AURORA2 Datenbank bei verschiedenen Umgebungsbedingungen
Set A Res. Str. Tra. Air. Ø
Clean 99,63 99,55 99,46 99,57 99,55
20dB 98,37 95,95 99,14 98,18 97,91
15dB 96,44 90,42 98,81 96,45 89,69
10dB 91,03 80,20 95,97 91,55 89,69
5dB 77,34 63,24 86,52 78,06 76,29
0dB 49,92 32,44 58,48 53,38 48,56
-5dB 21,92 11,58 21,80 24,81 20,03
Ø 82,62 72,45 87,78 83,52 81,59
Set B Res. Str. Tra. Air. Ø
Clean 99,63 99,58 99,46 99,57 99,56
20dB 95,82 98,58 96,99 98,21 97,40
15dB 89,90 96,13 94,45 96,42 94,23
10dB 80,96 88,81 86,76 92,50 87,26
5dB 66,44 75,36 73,78 82,57 74,54
0dB 41,11 50,70 49,00 58,78 49,90
-5dB 17,81 22,37 22,10 28,02 22,58
Ø 74,85 81,92 80,20 85,70 80,66
Tabelle 8.12: SLDM-M16-FB2word: Erkennungsrate auf Test-Set A und B der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
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FB1 Sub. Bab. Car Exh. Ø
Clean 99,57 99,43 99,43 99,63 99,52
20dB 98,07 95,98 99,14 98,18 97,84
15dB 96,53 91,41 98,51 96,14 95,65
10dB 91,74 80,96 96,21 90,84 89,94
5dB 79,67 64,33 86,70 79,45 77,54
0dB 52,87 33,62 58,57 56,40 50,37
-5dB 21,61 9,82 13,24 24,90 17,39
Ø 83,78 73,26 87,83 84,20 82,27
FB2 Sub. Bab. Car Exh. Ø
Clean 99,63 99,37 99,43 99,63 99,52
20dB 98,00 95,65 99,14 98,06 97,71
15dB 96,50 90,54 98,78 96,36 95,55
10dB 91,86 79,90 96,48 91,92 90,04
5dB 80,93 64,06 88,82 80,13 78,49
0dB 54,53 33,98 61,91 57,54 51,99
-5dB 24,32 10,10 15,24 27,43 19,27
Ø 84,36 72,83 89,03 84,80 82,75
Tabelle 8.13: SLDM-M16-FB1/2word+UD: Erkennungsrate auf Test-Set A der AURO-
RA2 Datenbank bei verschiedenen Umgebungsbedingungen
a) Sub. Bab. Car Exh. Ø
Clean 99,57 99,69 99,55 99,60 99,60
20dB 97,97 96,52 99,14 98,80 98,11
15dB 96,22 90,75 98,48 96,51 95,49
10dB 90,64 79,93 95,29 91,33 89,30
5dB 76,60 61,79 85,42 79,36 75,79
0dB 49,83 31,74 60,42 57,74 49,93
-5dB 22,62 11,79 17,78 25,02 19,30
Ø 82,25 72,15 87,21 84,03 81,41
b) Sub. Bab. Car Exh. Ø
Clean 99,57 99,69 99,55 99,29 99,53
20dB 97,67 96,25 98,54 98,36 97,71
15dB 95,39 92,90 97,38 95,93 95,40
10dB 89,81 84,52 93,29 91,82 89,86
5dB 77,68 69,50 83,33 80,96 77,87
0dB 49,46 38,18 53,95 54,37 48,99
-5dB 18,32 11,55 10,11 24,47 16,11
Ø 82,00 76,27 85,30 84,29 81,96
Tabelle 8.14: SLDM-M16-FB1nbest mit a) Rauscha¨tzung aus Sprachrahmen am Anfang
und Ende des Satzes b) adaptiver Rauschscha¨tzung: Erkennungsrate auf Test-Set A der
AURORA2 Datenbank bei verschiedenen Umgebungsbedingungen
Sub. Bab. Car Exh. Ø
Clean 99,66 99,61 99,55 99,69 99,63
20dB 98,71 96,88 99,16 98,36 98,28
15dB 97,17 92,43 98,78 96,88 96,32
10dB 92,87 83,41 96,72 92,95 91,49
5dB 82,29 67,43 88,90 82,22 80,21
0dB 56,75 36,56 63,87 56,80 53,50
-5dB 25,42 14,19 24,94 26,93 22,87
Ø 85,56 75,34 89,49 85,44 83,96
Tabelle 8.15: SLDM-M16-FB2state-cs+UD: Erkennungsrate auf Test-Set A der AU-
RORA2 Datenbank bei verschiedenen Umgebungsbedingungen
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Mit dem zweiten Wortgraph-Algorithmus, in dem der Wortgraph dazu verwendet
wird, die U¨bergangswahrscheinlichkeiten im Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zu-
standsebene einzuschra¨nken, wurde auf der AURORA2 Datenbank fu¨r Twp = 0 und
Nwp = 10 kein signifikanter Ru¨ckgang der Erkennungsrate gegenu¨ber dem Vorwa¨rts-
Ru¨ckwa¨rtsalgorithmus ohne Einschra¨nkungen beobachtet (SLDM+FB1/2state-cs). Fu¨r
das SLDM+FB2state-cs+UD (Tab. 8.15) wurde auf Test-Set A der AURORA2 Daten-
bank z.B. eine Erkennungsrate von 83, 96% verglichen mit 84, 10% ohne die Einschra¨n-
kung erzielt.
Die Ergebnisse fu¨r die in Abschnitt 8.5 beschriebene Rauschscha¨tzung sind in
Tab. 8.14 fu¨r das SLDM-M16-FB1nbest dargestellt. Durch die adaptive Rauschscha¨t-
zung wurde eine Erkennungsrate von 81, 96% (Tab. 8.14 a)) verglichen mit 81, 41%
bei einer Rauschscha¨tzung aus den ersten und letzten 10 Sa¨tzen des Satzes erzielt
(Tab. 8.14 b)). Dabei ergab sich jedoch eine starke Abha¨ngigkeit von dem Hinter-
grundrauschen. Wa¨hrend fu¨r das instationa¨re Babble-Rauschen eine Verbesserung von
4, 12 Prozentpunkten erzielt wurde, wurde die Erkennungsrate fu¨r Car-Rauschen um
1, 91 Prozentpunkte verringert, wa¨hrend die Ergebnisse sich fu¨r Subway- und Exhibi-
tion-Rauschen nur leicht a¨nderten.
Tab. 8.16 zeigt fu¨r die wichtigsten Verfahren, die in diesem Kapitel untersucht wur-
den, die Komplexita¨t der Verarbeitung im Front-End und Back-End auf Test-Set A
der AURORA2 Datenbank fu¨r ein SNR von 5dB. Die angegebenen Laufzeiten sind
auf die Laufzeit des SFEs normiert. In den durchgefu¨hrten Experimenten betrug der
Verfahren Front-End Back-End
SLDM-M16 523 34
SLDM-M16+FB 1046 68
SLDM-M16+FBword 1046 110
SLDM-M16+FBstate 1046 189
Tabelle 8.16: Laufzeiten der untersuchten Verfahren auf der AURORA2 Datenbank
normiert auf die Laufzeit des SFEs
Rechenaufwand der Standarderkennung, die in Anhang A.1 spezifiert ist, ungefa¨hr das
34-fache des Rechenaufwandes fu¨r die Merkmalsextraktion mit dem SFE (vgl. Kapitel
4). Der Rechenaufwand fu¨r die modellbasierte Merkmalsentsto¨rung mit M = 16 schal-
tenden Modellen (SLDM-M16) aus [DA04] lag, wie in Kapitel 4 angegeben, deutlich
u¨ber dem Aufwand fu¨r die Erkennung. Die Ru¨ckkopplungsmethoden SLDM-M16+FB1
und SLDM-M16-FB2, die in diesem Kapitel eingefu¨hrt wurden, fu¨hrten na¨herungs-
weise zu einer Verdoppelung der Komplexita¨t, da sowohl die Merkmalsentsto¨rung als
auch die Erkennung aufgrund der Iteration zweimal durchgefu¨hrt werden. Die Er-
setzung der Viterbi-Approximation durch einen Vorwa¨rts-Ru¨ckwa¨rtsalgorithmus auf
Wort- (SLDM-M16+FBword: Approximationen aus Abschnit 8.6.2.3) oder Zustands-
ebene (SLDM-M16+FBstate: Algorithmus aus Abschnit 8.6.2.3) fu¨hrte ungefa¨hr zu
einer Verdoppelung bzw. Verdreifachung der Komplexita¨t im Back-End. Dies ist von
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Bedeutung, wenn sich beispielsweise aufgrund eines gro¨ßeren Vokabulars oder der Ver-
wendung komplexerer Akustikmodelle die Komplexita¨t des Back-Ends im Vergleich zu
der Gesamtkomplexita¨t des Erkenners erho¨ht.
Zusammenfassung
Die experimentellen Untersuchungen in diesem Abschnitt zeigen, dass mit den Ru¨ck-
kopplungsmethoden FB1 und FB2, die in diesem Kapitel eingefu¨hrt wurden, eine kon-
sistente Erho¨hung der Erkennungsrate erzielt werden kann. Die Ru¨ckkopplung einer
einzelnen Zustandsfolge fu¨hrte sowohl auf der AURORA2 Datenbank als auch auf der
AURORA4 Datenbank bereits zu signifikanten Erkennungsgewinnen. Auf der AURO-
RA2 Datenbank konnten die Erkennungsgewinne durch die Ru¨ckkopplung der a pos-
teriori Wahrscheinlichkeiten der HMM-Zusta¨nde anstelle einer einzelnen Zustandsfol-
ge deutlich verbessert werden. Eine weitere Verbesserung ergab sich auf beiden Da-
tenbanken durch die Anwendung von Uncertainty Decoding. Insgesamt wurde durch
die Kombination des mehrstufigen Erkennungsansatzes mit Uncertainty Decoding auf
Test-Set A der AURORA2 Datenbank ein Anstieg der Erkennungsrate von 79, 87%
auf 84, 62% und auf Test-Set B von 79, 16% auf 83, 52% erreicht. Auf der AURORA4
Datenbank wurde die Fehlerrate von 40, 5% auf 32, 0% reduziert. Dabei wurden auf
der AURORA4 Datenbank gro¨ßere Gewinne durch die Anwendung von Uncertainty
Decoding (40, 5% → 33, 0%) als durch die Ru¨ckkopplung (40, 5% → 36, 6%) erzielt,
wa¨hrend die Erkennungsgewinne auf der AURORA2 Datenbank zum gro¨ßten Teil auf
den mehrstufigen Erkennungsansatz zuru¨ckzufu¨hren sind. Bei instationa¨rem Rauschen
konnten weiterhin Erkennungsgewinne dadurch erzielt werden, dass die a posterio-
ri Wahrscheinlichkeiten der HMM-Zusta¨nde zur Berechnung einer Soft-VAD-Variable
verwendet wurden, die bei der Rauschscha¨tzung eingesetzt wurde. Die Laufzeit steigt
durch die mehrstufige Verarbeitung na¨herungsweise proportional zu der Anzahl der
Verarbeitungsstufen an.
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Kapitel 9
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde die Erweiterung eines HMM-basierten Spracherken-
nungsansatzes um die Modellierung statistischer Abha¨ngigkeiten zwischen den Sprach-
merkmalen verschiedener Sprachrahmen untersucht. Die optimale Wortsequenz wurde
unter der Modellannahme in Abb. 6.1 analog zu [KF02] und [IHU08b] als Lo¨sung ei-
nes Optimierungsproblems fu¨r verrauschte Sprachmerkmale ermittelt, wodurch sich ein
konsistenter statistischer Rahmen fu¨r die Entsto¨rung und Decodierung der verrauschten
Sprachmerkmale ergab.
Zuna¨chst wurde in Kapitel 4 die Merkmalsentsto¨rung mit schaltenden Modellen im
Front-End des Spracherkenners untersucht. Den Ausgangspunkt fu¨r die Untersuchun-
gen stellte ein SLDM dar, das in [DA04] eingefu¨hrt wurde (siehe Anhang C.3). Im
Vergleich zu einem ansonsten identischen GMM, in dem eine a priori Verteilung der
Ordnung Null verwendet wird, ergab sich mit dem SLDM auf Test Set A und B der
AURORA2 Datenbank ein Anstieg der Erkennungsrate von 76, 40% auf 79, 87% bzw.
von 76, 94% auf 79, 16%, wa¨hrend auf der AURORA4 Datenbank bei der verwende-
ten Abtastrate von 8kHz deutlich bessere Ergebnisse mit dem GMM erzielt wurden
(SLDM: 40, 5%, GMM: 36, 1%). Wie sich in den weiteren Untersuchungen dieser Ar-
beit herausgestellt hat, ko¨nnen die Nachteile des SLDMs gegenu¨ber dem GMM auf
der AURORA4 Datenbank allerdings durch die Verwendung von Uncertainty Deco-
ding kompensiert werden. In Kapitel 4 wurden verschiedene Alternativen untersucht,
um die a posteriori Verteilung der Sprachmerkmale mit schaltenden Modellen zu er-
mitteln. Durch die Verwendung erweiterter Kalman Filter wurde gemittelt u¨ber alle
Testdaten und die SNR-Pegel zwischen 0dB und 20dB auf der AURORA2 Datenbank
ungefa¨hr die gleiche Erkennungsrate wie mit den Filtern aus [DA04] erzielt, wa¨hrend
auf der AURORA4 Datenbank das SLDM aus [DA04] zu ho¨heren Erkennungsraten
fu¨hrte. Die Gla¨ttung der Sprachmerkmale und die Verwendung eines iterativen erwei-
terten Kalman Filters fu¨hrte auf beiden Datenbanken jeweils zu einem Anstieg der
Erkennungsrate. Außerdem wurde das iterative erweiterte Kalman Filter in Kapitel 4
um dynamische Sprachmerkmale erweitert, deren Dimension mittels einer PCA-Matrix
reduziert wurde, um die Robustheit und Effizienz des Verfahrens zu erho¨hen. Sowohl
auf der AURORA2 Datenbank als auch auf der AURORA4 Datenbank ergaben sich
dadurch im Vergleich zu den anderen Ansa¨tzen auf der Basis schaltender Modelle,
die in Kapitel 4 untersucht wurden, die insgesamt ho¨chsten Erkennungsraten (AU-
RORA2, Set A: 83, 01%, AURORA2, Set B: 81, 65%, Fehlerrate AURORA4: 36, 6%).
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Die Erkennungsergebnisse des AFE wurden jedoch auf beiden Testdatenbanken mit
den in Kapitel 4 untersuchten schaltenden Modellen bei Weitem nicht erreicht. Au-
ßerdem erfordert der Einsatz schaltender Modelle einen ho¨heren Rechenaufwand als
die Verwendung des AFE. Wie in Kapitel 3 ausgefu¨hrt wird, wurden die schalten-
den Modelle trotz der genannten Nachteile gegenu¨ber dem AFE als Ausgangspunkt
fu¨r die weiteren Untersuchungen verwendet, da sie die Modellierung von Inter-Frame
Korrelationen ermo¨glichen (vgl. Abschnitt 2.2.2) und Vorteile beim Austausch von In-
formationen zwischen der Merkmalsentsto¨rung und der Sprachdecodierung aufweisen
(vgl. Abschnitt 2.4).
Als mo¨gliche Schwachpunkte der modellbasierten Merkmalsentsto¨rung wurden in
Kapitel 5 neben der Nichtlinearita¨t des Beobachtungsmodells die Modellierung des
Rauschens und die Scha¨tzung der Rauschparameter identifiziert. Die experimentellen
Untersuchungen in Abschnitt 5.3 haben gezeigt, dass die Annahme stationa¨ren Rau-
schens, die in Kapitel 4 getroffen wurde, auch bei einer Parameterscha¨tzung aus den
wahren Rauschwerten bei der Merkmalsentsto¨rung mit dem SLDM zu großen Fehlerra-
ten auf den verwendeten Testdatenbanken fu¨hrt. Aus diesem Grund wurde in Kapitel 5
ein dynamisches Rauschmodell eingefu¨hrt. Im Gegensatz zu anderen Literaturansa¨tzen
wurde in diesem Ansatz die Dynamik einer versteckten Zustandsvariable mit einem
Zustandsmodell beschrieben, wa¨hrend die verbleibende Unsicherheit auf ein Beobach-
tungsmodell zuru¨ckgefu¨hrt wurde. Zur Scha¨tzung der Rauschparameter wurden EM-
Algorithmen hergeleitet. Die Varianz des Zustandsmodells wurde mit einem blockwei-
sen EM-Algorithmus aus charakteristischen Trainingsdaten bestimmt (Abschnitt 5.1),
da die Scha¨tzung zur Laufzeit sich aufgrund der u¨berlagerten Sprache als unzuver-
la¨ssig herausgestellt hat. Um eine Adaption an vera¨nderte Umgebungsbedingungen
zu erreichen, wurde in Abschnitt 5.2 ein sequentieller EM-Algorithmus zur Scha¨tzung
der Beobachtungsvarianz hergeleitet. Die Modifikation der Rauschscha¨tzung fu¨hrte auf
der AURORA4 Datenbank zu einer Reduktion der Fehlerrate des EKF-d-M16 mit
nicht-iterierten erweiterten Kalman Filtern von 37, 6% auf 35, 5%. Auf der AURORA2
Datenbank wurde durch das neue Rauschmodell keine signifikante Verbesserung der
Erkennungsrate erreicht, was wahrscheinlich auf die ku¨rzere mittlere Satzla¨nge und die
damit verbundene ku¨rzere Adaptionszeit zuru¨ckzufu¨hren ist.
In Kapitel 6 wurden die theoretischen Grundlagen fu¨r die folgenden beiden Kapitel
gelegt, indem das eingangs erwa¨hnte Optimierungsproblem fu¨r verrauschte Eingangsda-
ten [KF02] unter der Modellannahme in Abb. 6.1 betrachtet wurde. Die Vereinfachung
des Optimierungsproblems fu¨hrte auf eine Uncertainty-Decodierregel, die in [IHU08b]
bei der Kompensation von Paketverlusten eingesetzt wird, wobei sich durch die Mo-
dellerweiterung ein Ansatz fu¨r ein segmentielles HMM, das in Kapitel 7 eingefu¨hrt
wurde, ergab. In Abschnitt 6.3 wurden experimentelle Untersuchungen zu den betrach-
teten Uncertainty-Decodierregeln durchgefu¨hrt. Durch die Anwendung von Uncertain-
ty Decoding wurde sowohl auf der AURORA2 Datenbank als auch auf der AURORA4
Datenbank bei der Verwendung unterschiedlicher a posteriori Verteilungen der Sprach-
merkmale (GMM: p(xt|yt), SLDM: p(xt|yt1), SLDM-S: p(xt|y
T
1 )) eine Erho¨hung der
Erkennungsrate erzielt. Auf der AURORA4 Datenbank waren die Gewinne bei einer
123
a priori Verteilung erster Ordnung ho¨her als bei einer a priori Verteilung der Ord-
nung Null, so dass mit dem IEKF-d-M16-UD (32, 5%) bessere Erkennungsergebnisse
als mit dem SLDM-M16 (33, 0%) und dem GMM-M16 (33, 2%) erzielt wurden. Durch
die Kombination der dynamischen Rauschscha¨tzung, die in Kapitel 5 eingefu¨hrt wurde,
mit Uncertainty Decoding (EKF-d-M16-dyn-UD) ergab sich eine Fehlerrate von 31, 8%.
Das segmentielle HMM, das in Kapitel 7 eingefu¨hrt wurde, basiert auf der Ap-
proximation der Emissionsverteilung p(xt|x
t−1
1 , qt) des HMMs auf der Ebene der Mi-
schungsgewichte. Durch eine geeignete Suchstrategie, in der der Viterbi-Algorithmus
um ein diskretes Filter zur Aktualisierung der Mischungsgewichte erweitert wurde,
konnte ein signifikanter Anstieg der Rechenzeit verhindert werden. Der Speicherauf-
wand wurde durch die Verwendung linearer Zustandsmodelle im Merkmalsraum an-
stelle der U¨bergangswahrscheinlichkeiten zwischen den Mischungsgewichten reduziert.
Auf der AURORA2 Datenbank wurde mit dem segmentiellen HMM gegenu¨ber einem
HMMmit vergleichsweisen Rechenaufwand und um den Speicherplatz fu¨r die Zustands-
u¨bergangstabelle erho¨hten Rechenaufwand ein konsistenter Anstieg der Erkennungsrate
von 79, 87% auf 81, 24% auf Test-Set A bzw. von 79, 16% auf 79, 67% auf Test-Set B
erzielt. Die Anwendung von Uncertainty-Decoding fu¨hrte fu¨r das segmentielle HMM
zu keinem signifikanten Anstieg der Erkennungsrate (Test-Set A: 81, 50%, Test-Set B:
79, 77%).
Die Ausnutzung von Informationen aus den komplexen Sprach- und Akustikmodel-
len des Spracherkenners bei der Merkmalsentsto¨rung wurde in Kapitel 8 untersucht.
Dazu wurden ausgehend von dem SLDM in Abb. 4.2 zusa¨tzlich die Zusta¨nde des statis-
tischen Modells in Abb. 6.1 beru¨cksichtigt, wodurch sich das Modell in Abb. 8.3 ergab.
Auf der Grundlage dieses Modells wurden zwei Ru¨ckkopplungsstrukturen hergeleitet,
die es ermo¨glichen, in einer mehrstufigen Verarbeitung jeweils bei der Merkmalsentsto¨-
rung die Erkennungsergebnisse aus der vorangehenden Stufe zu beru¨cksichtigen. In der
ersten Methode wurden die a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde ver-
wendet, um die Modellwahrscheinlichkeiten des SLDMs zu bestimmen, wa¨hrend in der
zweiten Methode unmittelbar die a posteriori Verteilung der Sprachmerkmale durch die
Ru¨ckkopplung beeinflußt wurde. Beide Ansa¨tze fu¨hrten im Vergleich zu der Merkmals-
entsto¨rung mit schaltenden Modellen, die in Kapitel 4 untersucht wurde, auf der AU-
RORA2 Datenbank und auf der AURORA4 Datenbank zu einer konsistenten Verbesse-
rung der Erkennungsergebnisse. Sowohl auf der AURORA2 Datenbank als auch auf der
AURORA4 Datenbank ergab sich durch die Ru¨ckkopplung der besten Zustandsfolge
bereits ein signifikanter Anstieg der Erkennungsrate. Auf der AURORA2 Datenbank
wurden diese Ergebnisse durch die Berechnung der a posteriori Wahrscheinlichkeiten
der HMM-Zusta¨nde mit einem Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus auf Zustandsebene
sowie die Durchfu¨hrung einer dritten Erkennungsstufe, bei der in der ersten und zwei-
ten Erkennung jeweils die a posteriori Wahrscheinlichkeiten der HMM-Zusta¨nde be-
rechnet wurden, deutlich verbessert. Durch die Verwendung eines Wortgraphen bei der
Berechnung der Zustandswahrscheinlichkeiten konnten Speicher- und Rechenaufwand
ohne signifikante Verluste in der Erkennungsrate deutlich reduziert werden. Dabei hat
sich die Einschra¨nkung der mo¨glichen Zusta¨nde im Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus
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auf Zustandsebene als bessere Alternative gegenu¨ber der Berechnung der besten Zu-
standsfolge fu¨r die einzelnen Wortgraphkanten herausgestellt. Insgesamt wurde durch
die Kombination des mehrstufigen Erkennungsansatzes mit Uncertainty Decoding auf
Test-Set A der AURORA2 Datenbank ein Anstieg der Erkennungsrate von 79, 87%
auf 84, 62% und auf Test-Set B von 79, 16% auf 83, 52% erreicht. Auf der AURORA4
Datenbank wurde die Fehlerrate von 40, 5% auf 32, 0% reduziert. Dabei wurden auf
der AURORA4 Datenbank gro¨ßere Gewinne durch die Anwendung von Uncertainty
Decoding (40, 5% → 33, 0%) als durch die Ru¨ckkopplung (40, 5% → 36, 6%) erzielt,
wa¨hrend die Erkennungsgewinne auf der AURORA2 Datenbank zum gro¨ßten Teil auf
den mehrstufigen Erkennungsansatz zuru¨ckzufu¨hren sind. Bei instationa¨rem Rauschen
konnten weiterhin Erkennungsgewinne dadurch erzielt werden, dass die a posterio-
ri Wahrscheinlichkeiten der HMM-Zusta¨nde zur Berechnung einer Soft-VAD-Variable
verwendet wurden, die bei der Rauschscha¨tzung eingesetzt wurde.
Ein mo¨glicher Ansatzpunkt fu¨r weiterfu¨hrende Arbeiten ist die Merkmalsentsto¨-
rung im Front-End des Spracherkenners. Zwei Schwachpunkte bei der Entrauschung
der cepstralen Sprachmerkmale mit schaltenden, linearen Dynamikmodellen, die in
Kapitel 4 beschrieben wird, sind das hochgradig nichtlineare Beobachtungsmodell, das
zudem einen Phasenterm beinhaltet, sowie die Rauschscha¨tzung. Die Untersuchungen
in Kapitel 5 zeigen, dass das unbekannte Rauschen den gro¨ßten Einfluß auf die Fehler-
rate hat. Fu¨r das SLDM-M1 wurde die Erkennungsrate auf der AURORA2 Datenbank
durch eine genauere Scha¨tzung der Rauschparameter z.B. von 77, 48% auf 94, 61% er-
ho¨ht. Allerdings verbleibt auch bei bekanntem Rauschen ein Restfehler von 5, 39%, der
auf der AURORA2 Datenbank vor allem auf das Beobachtungsmodell zuru¨ckgefu¨hrt
werden kann.
Wa¨hrend sich die Vernachla¨ssigung des Phasenterms im Beobachtungsmodell in
[DDA02] und [SVhW05a] als unbedeutend erwiesen hat, erscheint vor allem die Nichtli-
nearita¨t des Beobachtungsmodells als problematisch. Wie in Abschnitt 2.1.1 ausgefu¨hrt
wurde, wurden in der Literatur verschiedene Ansa¨tze untersucht, um dieses Problem
zu lo¨sen, wobei sich das Beobachungsmodell des iterativen erweiterten Kalman Filters
als bessere Alternative gegenu¨ber dem EKF und dem UKF erwiesen hat. Eine mo¨gliche
Alternative stellen Partikelfilter dar, deren Einsatz in Kombination mit einem Dyna-
mikmodell fu¨r das Rauschen in der Literatur bereits untersucht wurde (vgl. Abschnitt
2.3). Wegen des hochdimensionalen Mermalsraumes und der starken Schwankungen der
Sprachmerkmale erscheint dieser Ansatz, insbesondere in Kombination mit schalten-
den Modellen, jedoch als wenig erfolgversprechend zur Filterung der Sprachmerkmale.
Ein anderer Ansatzpunkt ist eine in [IHU08a] vorgeschlagene Quantisierung des Merk-
malsraumes, die die Verwendung eines nichtlinearen Beobachtungsmodells ermo¨glicht,
jedoch bei der Merkmalsentsto¨rung bislang zu schlechteren Ergebnissen als das SLDM
fu¨hrte (vgl. Abschnitt 2.2.2).
Die Scha¨tzung der Rauschparameter wurde in Kapitel 5 untersucht. Da das Rau-
schen unter den gegebenen Testbedingungen additiv hinzugefu¨gt wurde, war die Mo-
dellierung von Faltungsrauschen nicht notwendig. Unter realen Testbedingungen ist es
jedoch unter Umsta¨nden notwendig, das Faltungsrauschen mit einem konstanten Offset
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im Beobachtungsmodell zu modellieren, der wie beispielsweise im ALGONQUIN-Ver-
fahren [FDAK03] zusammen mit dem im Zeitbereich additiven Rauschen gescha¨tzt wer-
den kann. Die wesentlich schlechteren Erkennungsraten der modellbasierten Verfahren,
die in Kapitel 4 untersucht werden, gegenu¨ber dem AFE ko¨nnen wahrscheinlich teilwei-
se auf die Annahme stationa¨ren Rauschens zuru¨ckgefu¨hrt werden. In Kapitel 5 wurden
auf der AURORA4 Datenbank durch die Verwendung eines dynamischen Rauschmo-
dells bereits ho¨here Erkennungsraten als unter der Annahme stationa¨ren Rauschens
erzielt. Ein anderer mo¨glicher Ansatz besteht in der Verwendung der zeitvarianten
Rauschscha¨tzung des AFEs, die, a¨hnlich wie in [SVhW06a] angegeben, ins Cepstrum
transformiert werden kann. Es ist zu beachten, dass dieser Ansatz neben der Punkt-
scha¨tzung des Rauschens eine zuverla¨ssige Scha¨tzung der Rauschvarianz erfordert.
Eine Kombination des SLDMs mit dem AFE ist auch mo¨glich, indem das SLDM als
Postfilter konzipiert wird bzw. das Beobachtungsmodell des SLDMs um die mit dem
AFE entsto¨rten Sprachmerkmale erweitert wird.
Ein anderer Ansatzpunkt fu¨r weiterfu¨hrende Untersuchungen ist das segmentielle
HMM, das in Kapitel 7 beschrieben wird. Wie in Abschnitt 2.2.1 dargestellt wurde,
ist in der Literatur bereits eine große Anzahl an Lo¨sungsansa¨tzen zu finden, in denen
Inter-Frame Korrelationen bei der Decodierung der Sprachmerkmale im Back-End des
Erkenners beru¨cksichtigt werden, wodurch bislang allerdings noch keine substantiel-
len Verbesserungen gegenu¨ber einem HMM mit dynamischen Sprachmerkmalen erzielt
werden konnten. In Kapitel 7 wurden die Inter-Frame Korrelationen durch die Model-
lierung von U¨bergangswahrscheinlichkeiten zwischen den Mischungsgewichten approxi-
miert. Eine andere mo¨gliche Approximation ergibt sich aus der Faktorisierung
p(xt|xt−1, qt) ≈
p(xt|xt−1)p(xt|qt)
p(xt)
(9.1)
in Gl. (6.6). In informalen Experimenten in dieser Arbeit wurde untersucht, p(xt|xt−1)
abha¨ngig von qt zu wa¨hlen und xt−1 durch die Punktscha¨tzung xˆt−1 des SLDMs im
Front-End fu¨r den Merkmalsvektor des letzten Sprachrahmens zu approximieren, wo-
durch allerdings keine signifikante Erho¨hung der Erkennungsrate erzielt werden konnte.
Eine andere Mo¨glichkeit besteht in der parallelen Durchfu¨hrung einer SLDM-Erken-
nung mit der wortabha¨ngige Likelihood p(xt|xt−1) und einer HMM-Erkennung mit der
Likelihood p(xt|qt) der HMM-Zusta¨nde, wobei die beste Wortfolge aufgrund des Pro-
duktes der Wahrscheinlichkeiten, die sich aus der SLDM- und der HMM-Erkennung
ergeben, ermittelt werden kann.
Die Ru¨ckkopplung von Informationen zur Merkmalsentsto¨rung, die in Kapitel 8
untersucht wird, ko¨nnte mit anderen Entsto¨rungsansa¨tzen als dem SLDM kombiniert
werden. Mo¨glich ist z.B. die Kombination mit dem VTS-Verfahren, mit dem auf der
AURORA2 Datenbank allerdings eine deutlich niedrigere Erkennungsleistung als mit
dem SLDM erzielt wird. Da im VTS-Verfahren die statistischen Abha¨ngigkeiten zwi-
schen aufeinander folgenden Sprachrahmen nicht beru¨cksichtigt werden, erfordert die-
ser Ansatz auf der anderen Seite aber auch nicht die Approximation, die in Gl. (8.24)
vorgenommen wird.
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Neben den eingesetzten Algorithmen kann auch die Effizienz der Verfahren verbes-
sert werden. Alle in dieser Arbeit untersuchten Online-Verfahren wurden mit einer Si-
mulationssoftware fu¨r Sprachsignal- und Spracherkennungsforschung (SPARK: Speech
Processing And Recognition Kit) in C++ entwickelt. Eine Laufzeitreduktion kann un-
ter Umsta¨nden durch die Parallelisierung kritischer Programmteile erreicht werden.
Anhang A
Testdatenbanken und Konfigurationen des
Spracherkenners
Die experimentellen Untersuchungen in der vorliegenden Arbeit wurden, soweit nicht
anders angegeben, auf der AURORA2 Datenbank und der AURORA4 Datenbank
durchgefu¨hrt. In diesem Anhang werden die beiden Testdatenbanken zusammen mit
den jeweils verwendeten Konfigurationen des Spracherkennungssystems beschrieben.
A.1 AURORA2 Testdatenbank
Die AURORA2 Datenbank [PH00] wurde fu¨r eine sprecherunabha¨ngige Zeichenerken-
nung mit kleinem Vokabular konzipiert. Sie basiert auf der TI-Digits Datenbank, einer
Datenbank mit verbundenen Ziffern in amerikanischem Englisch. Das Vokabular der
beiden Datenbanken umfaßt die 11 englischen Ziffern {oh, zero, one, . . ., nine}. Die
Daten der TI-Digits Datenbank wurden mit einer Abtastrate von 20kHz aufgenom-
men, die bei der Erzeugung der AURORA2 Datenbank auf 8kHz reduziert wurde. Die
resultierenden 8kHz-Daten der AURORA2 Datenbank wurden mit einer G.712 Fil-
tercharakteristik gefiltert. Diese ist fu¨r einen Frequenzbereich bis 4kHz definiert und
weist eine flache Charakteristik zwischen 300Hz und 3400Hz auf.
Die Trainingsdaten bestehen aus Sprachaufnahmen mit 8440 Sa¨tzen von 55 ma¨nn-
lichen und 55 weiblichen Sprechern. Im Rahmen dieser Arbeit wurden unverrauschte
Trainingsdaten verwendet. Die Spracherkennung wurde auf Test-Set A und Test-Set B
der AURORA2 Datenbank durchgefu¨hrt. Die Parameter wurden, soweit erforderlich,
auf Test-Set A optimiert, wa¨hrend Test-Set B ausschließlich zur Evaluation verwendet
wurde. Beide Test-Sets beinhalten jeweils 4004 Sa¨tze von 52 ma¨nnlichen und 52 weibli-
chen Sprechern, die in 4 Sub-Sets mit jeweils 1001 Sa¨tzen und 3257 Wo¨rtern unterteilt
wurden. Den Sub-Sets wurden die in Tab. A.1 mit ihren englischen Bezeichnungen auf-
gefu¨hrten Rauscharten fu¨r die SNR-Level −5dB, 0dB, 5dB, 10dB, 15dB, 20dB und
∞(unverrauscht) u¨berlagert, so dass sich insgesamt 56 Sub-Sets mit 28028 Sa¨tzen je
Test-Set ergaben.
Die Erkennung wurde, soweit nicht anders angegeben, mit einem Unigram-Sprach-
modell durchgefu¨hrt, wobei fu¨r jede Ziffer ein akustisches Markovmodell mit Links-
Rechts-Topologie trainiert wurde. Die HMMs der einzelnen Ziffern besitzen 16 emittie-
rende Zusta¨nde mit zehn Gaußverteilungen je Zustand und diagonalen Kovarianzmatri-
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Sub-Set Test-Set A Test-Set B
1 Subway Restaurant
2 Babble Street
3 Car Airway
4 Exhibition Train
Tabelle A.1: AURORA2 Datenbank: Rauschsorten in Test-Set A und Test-Set B
zen der Emissionsverteilungen. Daneben werden die Pausen am Anfang und Ende der
verarbeiteten Sa¨tze mit einem ergodischen SIL-HMM modelliert, das drei Zusta¨nde mit
16 Gaußverteilungen je Zustand aufweist. Die Pausen zwischen den Wo¨rtern werden
durch ein SP-HMM repra¨sentiert, das einen einzelnen emittierenden Zustand besitzt,
der dem mittleren Zustand des SIL-Modells entspricht. Im Rahmen dieser Arbeit wur-
den Merkmalsvektoren mit 39 Komponenten bestehend aus den statischen cepstralen
Komponenten x(0) . . . x(12), wobei x(0) die Energiekomponente bezeichnet, und den dy-
namischen Komponenten erster und zweiter Ordnung fu¨r die Erkennung verwendet.
Soweit nicht anders angegeben, wurden die experimentellen Ergebnisse u¨ber alle Sub-
Sets eines Test-Sets und die SNR-Level 0dB − 20dB gemittelt, um den Mittelwert Ø
der Erkennungsrate zu bestimmen.
A.2 AURORA4 Testdatenbank
Die AURORA4 Datenbank [PPPH04] basiert auf den in [Hir02] spezifizierten Nov’92
Evaluationsdaten des DARPA Wall Street Journal Task (WSJ0). Dieser beinhaltet un-
verrauschte Aufnahmen kontinuierlich gesprochener Sprache mit einem Vokabular von
5000 Wo¨rtern. Die Daten des WSJ0 Task wurden mit einer Abtastrate von 16kHz auf-
genommen. Die AURORA4 Datenbank entha¨lt daneben eine unterabgetastete Version
dieser Daten, in der die Abtastrate auf 8kHz reduziert wurde. Um die Kompatibilita¨t
mit dem Front-End, das fu¨r die Erkennung auf der AURORA2 Datenbank eingesetzt
wurde, zu gewa¨hrleisten, wurden die Untersuchungen in der vorliegenden Arbeit mit
der unterabgetasteten Version durchgefu¨hrt. Die 8kHz-Daten wurden mit einer G.712
Filtercharakteristik gefiltert (siehe Anhang A.1). Die Trainingsdaten der AURORA4
Datenbank umfassen eine Aufnahmedauer von ca. 14h und beinhalten 7138 Sa¨tze von
83 verschiedenen Sprechern. In den experimentellen Untersuchungen dieser Arbeit wur-
den ausschließlich unverrauschte Trainingsdaten verwendet.
Die Testdaten sind in 14 verschiedene Test-Sets unterteilt, wobei die Ha¨lfte der
Test-Sets mit einem Sennheiser HMD414 Mikrophon und die andere Ha¨lfte mit 18 ver-
schiedenen Mikrophonen aufgenommen wurden. In dieser Arbeit wurden die mit dem
Sennheiser HMD414 Mikrophon erzeugten sieben Test-Sets eingesetzt. Das erste dieser
Test-Sets entha¨lt unverrauschte Sprachdaten, die wie beschrieben durch Unterabtas-
tung und Filterung aus den Daten des WSJ Task erzeugt werden ko¨nnen. Den anderen
Test-Sets wurden zufa¨llig verschiedene Rauschsorten mit Signal-zu-Rauschverha¨ltnissen
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zwischen 5dB und 15dB in Schritten von 1dB u¨berlagert. Die einzelnen Rauschsorten
sind mit ihren englischen Bezeichnungen in Tab. A.2 aufgefu¨hrt.
Test-Set Rauschen
1 Clean
2 Car
3 Babble
4 Restaurant
5 Street
6 Airport
7 Train
Tabelle A.2: AURORA4 Datenbank: Verwendete Rauschsorten
Die Test-Sets umfassen jeweils eine Aufnahmedauer von ungefa¨hr 40min. und bein-
halteten urspru¨nglich 330 Sa¨tze von acht Sprechern. Davon werden in der vorliegen-
den Arbeit jeweils 166 Sa¨tze mit 2715 Wo¨rtern verwendet, die in [Hir02] als offizieller
reduzierter Test-Set (“Official AURORA4 Selection Test Set”) definiert sind. Zur Er-
kennung wurden in den durchgefu¨hrten Untersuchungen ein Bigram-Sprachmodell mit
5000 Wo¨rtern und ein akustisches Modell mit ungefa¨hr 3240 HMM-Zusta¨nden, 10 Mi-
schungsverteilungen je HMM-Zustand und diagonalen Kovarianzmatrizen eingesetzt.
Genauso wie fu¨r die experimentellen Untersuchungen auf der AURORA2 Datenbank
wurden Merkmalsvektoren mit 39 Komponenten, bestehend aus den statischen und dy-
namischen cepstralen Komponenten erster und zweiter Ordnung, verwendet. Um den
Mittelwert Ø der Fehlerrate zu bestimmen, wurden die Ergebnisse der experimentellen
Untersuchungen u¨ber die verwendeten sieben Test-Sets gemittelt.
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Anhang B
Qualita¨tsmaße
Die Ergebnisse der Spracherkennung werden, wie in der Literatur u¨blich, mit der Wort-
fehlerrate (WER) bzw. der Erkennungsrate (WAC) bewertet (siehe Anhang B.1). Um
Aussagen u¨ber die Qualita¨t eines Wortgraphen zu ermo¨glichen, ko¨nnen die Fehlerrate
(WGE) und Dichte (WGD) des Wortgraphen herangezogen werden (Anhang B.2).
B.1 Wortfehlerrate (WER)
Die Wortfehlerrate ist definiert als
WER =
Nins +Ndel +Nsub
Nref
100%, (B.1)
wobei Nins, Ndel und Nsub die Anzahl der eingefu¨gten, gelo¨schten und ersetzten Wo¨rter
fu¨r die optimale Ausrichtung der erkannten Wortfolge wN1 der La¨nge N an der Re-
ferenzwortfolge w(ref)
Nref
1 der La¨nge Nref bezeichnet [YEH
+02]. Die Erkennungsrate
WAC betra¨gt
WAC = 100%−WER. (B.2)
Der Unterschied zwischen zwei ErkennungsergebnissenWER1 undWER2 < WER1 ist
bei einem Konfidenzintervall von 95%, wie in [Man84] angegeben, statistisch signifikant,
wenn gilt:
WER2 + 1.96σWER2 < WER1 − 1.96σWER1 (B.3)
mit der Standardabweichung
σWERi =
√
WERi(100%−WERi)
Ni
, i ∈ {1, 2}, (B.4)
wobei Ni die Anzahl der erkannten Wo¨rter mit Verfahren i ∈ {1, 2} bezeichnet. Bei der
Abscha¨tzung wird vorausgesetzt, dass die erkannten Wo¨rter statistisch unaba¨ngig sind
und die gleiche Verteilung aufweisen.Die erste Annahme ist bei isolierten Ziffern, d.h.
fu¨r die AURORA2 Datenbank, na¨herungsweise erfu¨llt, wa¨hrend sie bei Vorhandensein
eines Sprachmodells, d.h. fu¨r die AURORA4 Datenbank, weniger genau ist. Die zweite
Annahme ist in der Regel na¨herungsweise erfu¨llt, wenn die Anzahl der Einfu¨gungsfeh-
ler in der Gro¨ßenordnung der Lo¨schungsfehler liegt. Die angegebene Abscha¨tzung stellt
aufgrund der ungenauen Modellannahme in der Praxis somit nur einen Indikator fu¨r
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die statistische Signifikanz einer Verbesserung dar. Genauere Konfidenzmaße wie die
Varianzanalyse und der Matched-Pairs-Test [GC88] erfordern neben den Wortfehler-
raten und der Anzahl der Wo¨rter in der Regel jedoch zusa¨tzliche Daten, die mit den
HTK-Tools nicht explizit berechnet werden ko¨nnen.
B.2 Qualita¨tsmaße fu¨r die Bewertung von Wort-
graphen
Die Wortgraphdichte (WGD) ist der Quotient
WGD =
Nedges
Nref
(B.5)
aus der Anzahl Nedges der Kanten im Wortgraph und der La¨nge Nref der Referenzfolge.
Die Wortgraphfehlerrate (WGE) wird als Minimum der WER (siehe Anhang B.1)
u¨ber alle im Wortgraphen enthaltenen Wortfolgen w
Nh,(h)
1 mit La¨nge Nh fu¨r h =
1 . . .Nhyp berechnet:
WGE = min
h
{
N
(h)
ins +N
(h)
del +N
(h)
sub
Nref
100%
}
. (B.6)
Die Implementierung von Gl. (B.6) wird in Anhang D.3 beschrieben.
Anhang C
Front-End
C.1 ETSI Standard Front-End (SFE)
Die Merkmalsextraktion wird in der vorliegenden Arbeit, soweit nicht anders ange-
geben, mit dem ETSI Standard Front-End ES 201 108 V1.1.2 [ETS00] ohne Merk-
malsvektorquantisierung durchgefu¨hrt. Die Konformita¨t mit dem cepstralen Beobach-
tungsmodell (siehe Abschnitt 4.1.0.3) wird dabei durch zwei in [DDA03b] eingefu¨hrte
Modifikationen gewa¨hrleistet. Anstelle des Leistungsdichtespektrums, das im SFE dem
Standard entsprechend berechnet wird, wird das Energiedichtespektrum ermittelt. Da-
neben wird die logarithmierte Energiekomponente, die im SFE aus den quadrierten
Abtastwerten des Zeitsignals bestimmt wird, durch die Energiekomponente x(0) des
cepstralen Merkmalsvektors ersetzt, da diese zur inversen DCT-Transformation der
standardma¨ßig extrahierten cepstralen Komponenten x(1) . . . x(12) beno¨tigt wird.
Bei der Extraktion der Sprachmerkmale aus dem tiefpassgefilterten und digita-
lisierten Sprachsignal wird zuna¨chst der DC-Offset entfernt und eine Pre-Emphasis
durchgefu¨hrt. Anschließend werden u¨berlappende Segmente der La¨nge 25ms mit ei-
nem Vorschub von 10ms mittels einer Hamming-Fensterung herausgeschnitten. Aus
den extrahierten Sprachsignalausschnitten wird das Energiedichtespektrum mittels ei-
ner Fouriertransformation berechnet. Das Spektrum wird mit einer Mel-Filterbank mit
23 Kana¨len an die Frequenzauflo¨sung des menschlichen Geho¨rs und mit einer nachfol-
genden Logarithmierung an die Lautsta¨rkewahrnehmung angepaßt. Anschließend wer-
den die log-spektralen Merkmale durch die Anwendung der inversen diskreten Cosi-
nustransformation dekorreliert und die Anzahl der Koeffizienten reduziert.
Fu¨r die AURORA4 Datenbank wird, anders als in [ETS00] spezifiziert, eine Schwell-
wertbegrenzung der statischen Sprachmerkmale vorgenommen:
x(0) ≥ 0, x(i) ≥ −40, i ∈ 1, . . . 12 . (C.1)
Falls eine Merkmalsentsto¨rung durchgefu¨hrt wird, erfolgt die Schwellwertbegrenzung
nach der Entsto¨rung der Sprachmerkmale.
Aus den resultierenden 13 statischen MFCC-Koeffizienten werden vor der Erken-
nung, wie in Anhang C.2 beschrieben, zusa¨tzlich 26 dynamische MFCC-Koeffizienten
berechnet.
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C.2 Dynamische Sprachmerkmale
In [YEH+02] ist die folgende Approximation fu¨r die Komponenten δx
(i)
t und δ
2x
(i)
t ,
i = 0, . . . , 12, der dynamischen Sprachmerkmale spezifiziert:
δx
(i)
t =
∑L
l=1 l(x
(i)
t+l − x
(i)
t−l)
2
∑L
l=1 l
2
≈
∂xt
∂t
, mit L = 3
δ2x
(i)
t =
∑L2
l=1 l(δx
(i)
t+l − δx
(i)
t−l)
2
∑L
l=1 l
2
≈
∂2xt
∂t2
, mit L2 = 2
(C.2)
Die dynamischen Sprachmerkmale werden in dieser Arbeit, falls eine modellbasier-
te Merkmalsentsto¨rung durchgefu¨hrt wird, aus den entsto¨rten Sprachmerkmalen be-
rechnet. Die Kovarianzmatrix P
(x)
t|t der cepstralen Sprachmerkmale xt, die z.B. fu¨r die
Anwendung von Uncertainty Decoding berechnet werden muß, wird im Back-End als
Diagonalmatrix mit den Elementen p(i,i) modelliert (vgl. Abschnitt 6.1). Bei der Be-
rechnung der dynamischen Komponenten δp(i,i) und δ2p(i,i) wird weiterhin die verein-
fachende Annahme getroffen, dass die Merkmalsvektoren xt in aufeinanderfolgenden
Sprachrahmen unkorreliert sind, so dass sich die Beziehungen [IHU06]
δp(i,i) =
∑L
l=1 l
2(p
(i,i)
t+l − p
(i,i)
t−l )
4
(∑L
l=1 l
2
)2 , δ2p(i,i) =
∑L2
l=1 l
2(δp
(i,i)
t+l − δp
(i,i)
t−l )
4
(∑L
l=1 l
2
)2 (C.3)
ergeben.
C.3 Modellbasierte Ansa¨tze zur Merkmalsentsto¨-
rung
In diesem Abschnitt werden zwei modellbasierte Entsto¨rungsansa¨tze fu¨r die mit dem
modifizierten SFE extrahierten Sprachmerkmale beschrieben. Beide Ansa¨tze ko¨nnen in
das SLDM, das in Kapitel 4 dargestellt wird, integriert werden.
C.3.1 VTS-Verfahren
In dem VTS-Verfahren von Moreno [Mor96] wird zuna¨chst eine initiale Scha¨tzung
(µn,Σn) der Rauschparameter berechnet. Dazu werden z.B. sprachfreie Signalabschnit-
te am Anfang und Ende des Satzes verwendet. Diese Scha¨tzung wird iterativ mit einem
EM-Algorithmus verbessert, der auf einer Vektortaylorreihenentwicklung des Beobach-
tungsmodells in Gl. (4.15) basiert. Der Erwartungswert µn
(Nit) des Rauschens, den
man nach Nit Iterationen des EM-Algorithmus erha¨lt, wird bei der Filterung mit dem
SLDM als Erwartungswert
nt|1:t−1 = µn
(Nit) (C.4)
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der a priori Verteilung des Rauschens verwendet. Die a priori Verteilung der Sprache
wird im VTS-Verfahren als GMM modelliert, d.h. im SLDM wird beim Training der
Modellparameter in Gl. (4.4) die Einschra¨nkung
A(st) = 0 (C.5)
vorgenommen, wodurch sich fu¨r die einzelnen Filter st jeweils eine gaußfo¨rmige a priori
Verteilung mit den Momenten
xt|1:t−1(st) = b(st), Pt|1:t−1(st) = C(st) (C.6)
ergibt. Die Meßgleichung (4.19) wird im VTS-Verfahren durch die approximative MMSE-
Scha¨tzung
xt|1:t(st) ≈ yt −MDCT log(1 + e
M
−1
DCT
(nt|1:t−1−xt|1:t−1(st))) (C.7)
fu¨r die Erwartungswerte der a posteriori Verteilungen p(xt|y
t
1, st) des Subvektors fu¨r die
Sprache vereinfacht. Die Erwartungswerte der einzelnen Filter st werden abschließend
entsprechend Gl. (4.17) zu einem einzelnen MMSE-Scha¨tzwert fu¨r die unverrauschten
Sprachmerkmale kombiniert.
C.3.2 Iterative Verbesserung einer SNR-Variablen
Neben dem VTS-Verfahren wird in dieser Arbeit eine Methode eingesetzt, in der an-
stelle der Rauschparameter eine SNR-Variable
rt(st) = xt(st)− nt (C.8)
iterativ verbessert wird [DA04]. In diesem Ansatz wird zuna¨chst fu¨r jedes Filter st
die gemeinsame a priori Verteilung von Sprache und Rauschen entsprechend Gl. (4.18)
aus der a posteriori Verteilung des letzten Sprachrahmens berechnet, wobei fu¨r das
Rauschen durch die Festlegung
D = 0, e = µn, V = Σn (C.9)
in Gl. 4.6 eine a priori Verteilung der Ordnung Null verwendet werden kann. Die Itera-
tion der SNR-Variable rt(st) in den einzelnen Filtern st wird anders als der blockweise
EM-Algorithmus im VTS-Verfahren fu¨r jeden einzelnen Sprachrahmen durchgefu¨hrt:
(P
(r)
t|1:t)
(l)
(st)
−1 = (G
(l−1)
0 (st)− I)
′(P
(x)
t|1:t−1(st))
−1(G
(l−1)
0 (st)− I)
+G
(l−1)
0 (st)
′(P
(n)
t|1:t−1)
−1
G
(l−1)
0 (st)
r
(l)
t|1:t(st) = (P
(r)
t|1:t)
(l)
(st)(G0(st)
(l−1) − I)′(P(x)t|1:t−1(st))
−1
(yt − g
(l−1)
0 (st) +G
(l−1)
0 (st)r
(l−1)
t|1:t (st)− xt|1:t−1(st))
+ (P
(r)
t|1:t)
(l)
(st)G
(l−1)
0 (st)
′(P
(n)
t|1:t−1)
−1
(yt − g
(l−1)
0 (st) +G
(l−1)
0 (st)r
(l−1)
t|1:t (st)− nt|1:t−1)).
(C.10)
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Dabei bezeichnet l = 1 . . .Nit den Iterationsindex. g
(l−1)
0 (st) und G
(l−1)
0 (st) sind die
ersten beiden Terme in der Vektortaylorreihenentwicklung der Funktion
g(rt) =MDCT log
(
eM
−1
DCT
rt + 1
)
(C.11)
um den Entwicklungspunkt r
(l−1)
t|1:t (st):
g
(l−1)
0 (st) =MDCT log
(
eM
−1
DCT
r
(l−1)
t|1:t
(st) + 1
)
G
(l−1)
0 (st) =MDCTdiag
{
1
1 + e
−M−1
DCT
r
(l−1)
t|1:t
(st)
}
M−1DCT .
(C.12)
Der Entwicklungspunkt r
(l−1)
t|1:t (st) der Taylorreihe ergibt sich aus der jeweils vorange-
henden Iteration l − 1 und wird mit
r
(0)
t|1:t(st) = xt|1:t−1(st)− nt|1:t−1 (C.13)
initialisiert. Die MMSE-Scha¨tzung, die im VTS-Verfahren in den einzelnen Filtern ent-
sprechend Gl. (C.7) durchgefu¨hrt wird, wird in [DA04] als Funktion der SNR-Variable
r
(Nit)
t|1:t (st) der letzten Iteration geschrieben:
xt|1:t(st) ≈ yt −MDCT log
(
1 + e
M
−1
DCT
r
(Nit)
t|1:t
(st)
)
+ r
(Nit)
t|1:t (st). (C.14)
Die Varianz P
(x)
t|1:t(st) des Merkmalsvektors xt(st) wird in diesem Ansatz durch die
Varianz der SNR-Variable rt(st) approximiert:
P
(x)
t|1:t(st) ≈ P
(r)
t|1:t(st). (C.15)
Die Likelihood p(yt|st), mit der die Zustandsscha¨tzungen der Modelle st in Gl. (4.17)
gewichtet werden, kann u¨ber die Beziehung
p(yt|st) = N (yt − g
(Nit)
0 (st) +G
(Nit)
0 (st)r
(Nit)
t|1:t (st);
nt|1:t−1 +G
(Nit)
0 (st)(xt|1:t−1(st)− nt|1:t−1),
G
(Nit)
0 (st)P
(x)
t|1:t−1(st)G
(Nit)
0 (st) + (G
(Nit)
0 (st)− I)P
(n)
t|1:t−1(G
(Nit)
0 (st)− I)
′)
(C.16)
berechnet werden.
C.4 ETSI Advanced Front-End (AFE)
Das ETSI Advanced Front-End (AFE) [ETS05] ist aus einer Kooperation von Motorola,
France Telecom und Alcatel hervorgegangen und wird aufgrund hoher Erkennungsraten
in vielen aktuellen Vero¨ffentlichungen als Referenzverfahren angegeben. Die Grundla-
ge stellt ein 2-stufiges Wiener-Filter zur Rauschreduktion dar. Im AFE wird zuna¨chst
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eine Hanning-Fensterung der tiefpassgefilterten und digitalisierten Sprachdaten durch-
gefu¨hrt. Das Energiedichtespektrum wird genauso wie im SFE alle 10ms aus einem
Fenster der Gro¨ße 25ms berechnet. Anschließend erfolgt eine Mittelwertbildung u¨ber
jeweils zwei aufeinanderfolgende Frequenzbins, um die Varianz des Spektrums zu redu-
zieren. Das Rauschen wird im Spektrum mit Hilfe einer energiebasierten VAD in den
Sprachpausen aktualisiert. Daneben werden im Spektrum die Parameter des Wiener-
Filters berechnet. Die Impulsantwort des Wiener-Filters wird durch die Anwendung
einer MEL-IDCT ermittelt und mit dem verrauschten Eingangssignal gefaltet. Das auf
diese Weise entrauschte Sprachsignal dient als Eingangssignal fu¨r die zweite Phase der
Wiener-Filterung. Diese unterscheidet sich von der ersten Phase in der Rauschscha¨t-
zung, fu¨r die keine VAD mehr eingesetzt wird. Weiterhin wird in der zweiten Phase
ein Versta¨rkungsfaktor vor der MEL IDCT verwendet, um das Ausmaß der Rausch-
unterdru¨ckung zu kontrollieren. Am Ende der Rauschreduktion wird der Gleichanteil
des Ausgangssignals entfernt. Das entrauschte Sprachsignal wird anschließend aufbe-
reitet, indem Signalanteile mit großem SNR versta¨rkt und Anteile mit geringem SNR
abgeschwa¨cht werden. Im na¨chsten Schritt werden die MFCC-Koeffizienten aus dem
entrauschten Sprachsignal berechnet. Dazu wird zuna¨chst eine Vorversta¨rkung und ei-
ne Hamming-Fensterung durchgefu¨hrt. Danach wird das Energiedichtespektrum mit
einer FFT berechnet und mittels einer MEL-Filterbank, einer Logarithmierung und ei-
ner DCT ins Cepstrum transformiert. Parallel wird aus dem entrauschten Sprachsignal
auch ein Energiekoeffizient berechnet. Abschließend wird eine blinde Equalisierung der
cepstralen Koeffizienten x(0) . . . x(12) durchgefu¨hrt.
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Anhang D
Implementierungsdetails
Der folgende Anhang beinhaltet Implementierungsdetails zur Berechnung der SLDM-
Parameter (Anhang D.1), der numerisch stabilen Durchfu¨hrung der Vorwa¨rts-Ru¨ck-
wa¨rts-Algorithmen (Anhang D.2) und der Berechnung der Wortgraphfehlerrate (An-
hang D.3).
D.1 Initialisierung der SLDM-Parameter
Der EM-Algorithmus, der in Abschnitt 4.1.0.1 zur Scha¨tzung der SLDM-Parameter
eingefu¨hrt wurde, erfordert eine Initialisierung der Modellparameter. In dieser Arbeit
wird zu diesem Zweck ein Splitting-Algorithmus angewendet, in dem die Parameter
zuna¨chst fu¨r M = 1 berechnet werden und M nach einer festgelegten Anzahl von
Iterationen des EM-Algorithmus jeweils verdoppelt wird. Dabei ergeben sich aus den
Modellen mit den Indizes m = 0 . . .M − 1 jeweils zwei neue Modelle mit den Indizes
2m und 2m+ 1:
A(2m+ 1) = A(2m) = A(m)
b(2m+ 1) = b(m) + ǫ, b(2m) = b(m)− ǫ
C(2m+ 1) = C(2m) = γC(m)
P (2m+ 1) = P (2m) = P (m)/2 .
(D.1)
In Gl. (D.1) bezeichnet ǫ einen konstanten Vektor und γ eine Konstante, fu¨r die γ < 1
gilt. Da einige Klassen fu¨r großeM zu wenige Trainingsdaten enthalten ko¨nnen, werden
Modelle, deren Modellwahrscheinlichkeit P (m) unterhalb eines konstanten Schwellwer-
tes Tsplit liegt, nicht weiter beru¨cksichtigt. Stattdessen wird fu¨r jedes der auf diese
Weise eliminierten Modelle das Modell mit der gro¨ßten a priori Wahrscheinlichkeit
P (m) = maxm˜{P (m˜)} entsprechend Gl. (D.1) in zwei neue Modelle aufgeteilt.
D.2 Numerische Berechnungen
In den Vorwa¨rts-Ru¨ckwa¨rts-Algorithmen auf Zustands- und Wortebene werden, wie
es bei der Implementierung des Viterbi-Algorithmus Standard ist, anstelle der Wahr-
scheinlichkeiten P die logarithmischen Scores S = log(P ) gespeichert, um numerische
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Probleme zu vermeiden. Dies hat genauso wie im Viterbi-Algorithmus die Auswir-
kung, dass anstelle eines Produktes von Wahrscheinlichkeiten Pi die Summe der Scores
Si = log(Pi) berechnet wird:
P =
∏
i
Pi ⇔ S =
∑
i
Si. (D.2)
In den Vorwa¨rts-Ru¨ckwa¨rts-Algorithmen ist zusa¨tzlich die Berechnung der Summen
von Wahrscheinlichkeiten erforderlich. Die numerisch stabile Berechnung dieser Sum-
men erfolgt analog zu [Wes02], wo anstelle der Scores S die negativen Scores −S ge-
speichert werden, u¨ber die Beziehung
P =
∑
i
Pi ⇔ S = Smax + log
∑
i
eSi−Smax mit Smax = maxi{Si}. (D.3)
D.3 Berechnung der Wortgraphfehlerrate
Die Wortgraphfehlerrate (WGE) kann entsprechend Gl. (B.1) dadurch berechnet wer-
den, dass fu¨r jede Wortsequenzhypothese, die im Wortgraphen enthalten ist, die Wort-
fehlerrate (WER) berechnet wird und die Minimierung anschließend u¨ber alle mo¨gli-
chen Wortfolgen durchgefu¨hrt wird. In der Praxis kann die Anzahl Nhyp der mo¨glichen
Wortfolgen, wie in Abschnitt 8.6.2.2 ausgefu¨hrt wurde, jedoch sehr groß sein, so dass
die Minimierung im Folgenden direkt auf dem Wortgraphen durchgefu¨hrt wird ohne
einzelne Wortsequenzen isoliert zu betrachten.
Den Ausgangspunkt stellt der Alignment-Algorithmus fu¨r eine einzelne Wortse-
quenz wN1 und eine Referenzwortfolge w
(ref)Nref
1 dar [HU05a]. Der Alignment-Algorith-
mus wird zuna¨chst in einer modifizierten Form dargestellt, die die elementare Erwei-
terung auf einen Wortgraphen erlaubt. Zur Ausrichtung der Wortfolge wN1 wird eine
Sequenz
PL = h1 . . . hl . . . hL = (w1, w
(ref)
1 )1 . . . (wi, w
(ref)
j )l . . . (wN , w
(ref)
Nref
)L (D.4)
von Zuordnungen zwischen den Wo¨rtern wi aus w
N
1 und den Wo¨rtern w
(ref)
j aus
w(ref)
Nref
1 gesucht, so dass die Kosten fu¨r diese Zuordnungen minimal sind:
P optL = argmin
PL
{Nerror(PL)} , (D.5)
mit dem in Gl. (D.7) definierten Fehlermaß Nerror(PL). Die Optimierung wird dabei
auch u¨ber die La¨nge L des Pfades PL durchgefu¨hrt. Dies wird in Gl. (D.5), wie in
der Literatur u¨blich, weggelassen. Ein solcher Pfad im Alignment-Gitter ist in Abb.
D.1 exemplarisch fu¨r die Wortsequenz (w1, w2, w3) des rechts abgebildeten Wortgra-
phen und die Referenzwortfolge (w
(ref)
1 , w
(ref)
2 , w
(ref)
3 , w
(ref)
4 , w
(ref)
5 ) dargestellt (blaue
Linie). Neben der in Gl. (D.4) bereits festgelegten Bedingung u¨ber die Anfangs- und
Endzeitpunkte des Pfades wird die folgende Randbedingung bzgl. der Monotonie und
Kontinuita¨t des Pfades festgelegt:
hl = (wi, w
(ref)
j )l ⇒ hl−1 ∈ {(wi−1, w
(ref)
j )l−1, (wi−1, w
(ref)
j−1 )l−1, (wi, w
(ref)
j−1 )l−1} .
(D.6)
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w1
w1
w2
w2
w3
w3
w4
w4 w5w5
w
(ref)
1
w
(ref)
1
w
(ref)
2
w
(ref)
2
w
(ref)
3
w
(ref)
3
w
(ref)
4
w
(ref)
4
w
(ref)
5
w
(ref)
5
DEL
DEL
DEL
INS
INS
INS
INS
SUB
SUB
Abbildung D.1: Verlauf zweier Pfade im Alignment-Gitter
Fu¨r i = 1 bzw. j = 1 sind die Tupel mit wi−1 bzw. w
(ref)
j−1 nicht in der Menge der
Vorga¨nger enthalten. Die drei mo¨glichen U¨berga¨nge werden als Einfu¨gung (INS), Er-
setzung (SUB) und Lo¨schung (DEL) bezeichnet. In Abb. D.1 sind diese U¨berga¨nge fu¨r
den blauen Musterpfad eingezeichnet.
Die Kosten fu¨r eine Einfu¨gung oder Lo¨schung betragen jeweils eins. Bei einer Einfu¨-
gung sind die Kosten fu¨r identische Werte von wi und w
(ref)
j null und fu¨r verschiedene
Werte eins. Die Kosten eines vorgegebenen Pfades PL ko¨nnen somit in der Form
Nerror(PL) =
L∑
l=1
b(hl)a(hl−1, hl) (D.7)
mit
b(hl) = 1 (D.8)
und
a(hl−1, hl) =


1 : hl−1 ∈ {(wi−1, w
(ref)
j )} (DEL)
1 : hl−1 ∈ {(wi, w
(ref)
j−1 )} (INS)
1 : hl−1 ∈ {(wi−1, w
(ref)
j−1 )} und wi 6= w
(ref)
j (SUB)
0 : hl−1 ∈ {(wi−1, w
(ref)
j−1 )} und wi = w
(ref)
j (SUB)
(D.9)
geschrieben werden. Zur Lo¨sung des Optimierungsproblems wird ein dynamischer Pro-
grammieransatz verwendet [Vit67]. Dabei wird jeder Kombination h = (wi, w
(ref)
j )
eines detektierten Wortes wi ∈ {w1 . . . wi . . . wN} und der Referenzwortfolge w
(ref)
j ∈
{w(ref)1 . . . w
(ref)
j . . . w
(ref)
Nref
} die Fehleranzahl
Nerror(h) = min
h′
{Nerror(h
′) + a(h′, h)} (D.10)
mit
h′ ∈ {(wi−1, w
(ref)
j ), (wi−1, w
(ref)
j−1 ), (wi, w
(ref)
j−1 )} (D.11)
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zugeordnet, wobei h′ einen mo¨glichen Vorga¨nger von h entsprechend Gl. (D.6) bezeich-
net. Die Aktualisierung von Nerror(h) erfolgt iterativ, wobei Nerror(h) aktualisiert wird,
sobald alle Vorga¨nger h′ entsprechend Gl. (D.11) aktualisiert sind. Die Iteration be-
ginnt mit Nerror(w1, w
(ref)
1 ) = 0 und endet, sobald Nerror(wN , w
(ref)
Nref
) aktualisiert ist, so
dass sich die Wortfehlerrate
WER =
Nerror(wN , wNref )
Nref
100% (D.12)
aus Gl. (B.1) ergibt.
Erweitert man diese Darstellung auf die Berechnung der WortgraphfehlerrateWGE,
ergibt sich das Optimierungsproblem
P optL = min
h
{
min
PL
{Nerror(P
(h)
L )}
}
(D.13)
mit
P
(h)
L = h
(h)
1 . . . h
(h)
l . . . h
(h)
L = (w
(h)
1 , w
(ref)
1 )1 . . . (w
(h)
i , w
(ref)
j )l . . . (w
(h)
N , w
(ref)
Nref
)L. (D.14)
Das bedeutet, dass die Minimierung in Gl. (D.10), wie in Abb. D.1 rot dargestellt,
statt fu¨r einen einzelnen Vorga¨nger wi−1 des Wortes wi fu¨r die Menge der NWG−Arcs
Vorga¨ngerknoten w
(1)
i−1 . . . w
(NWG−Arcs)
i−1 von wi im Wortgraphen vorgenommen werden
muß. Dies wird dadurch erreicht, dass Gl. (D.11) durch
h′ ∈ {(w(1)i−1, w
(ref)
j ), . . . , (w
(NWG−Arcs)
i−1 , w
(ref)
j ),
(w
(1)
i−1, w
(ref)
j−1 ), . . . , (w
(NWG−Arcs)
i−1 , w
(ref)
j−1 ), (wi, w
(ref)
j−1 )}
(D.15)
ersetzt wird.
Anhang E
Mathematische Herleitungen
E.1 Erga¨nzung zum IEKF
Wie im Folgenden gezeigt wird, ist die Iteration in Gl. (4.28) a¨quivalent zu einem
Schritt des ALGONQUIN-Verfahrens [FDAK03]. Durch mehrmalige Anwendung des
Matrixinversionslemmas [HU05b]
(RS)−1 = S−1R−1 (E.1)
erha¨lt man fu¨r den Kalman-Gain
K
(i)
t (st) =
(
Pt|1:t−1(st)H
(i)
z
′
)(
H(i)z Pt|1:t−1(st)H
(i)
z
′
+W
)−1
=
(
H(i)z Pt|1:t−1(st)H
(i)
z
′
(
Pt|1:t−1(st)H
(i)
z
′
)−1
+W
(
Pt|1:t−1(st)H
(i)
z
′
)−1)−1
=
(
H(i)z +
(
WH(i)z
′−1
)
Pt|1:t−1(st)
−1
)−1
=
((
H(i)z
′
W−1
)
H(i)z +Pt|1:t−1(st)
−1
)−1 (
H(i)z
′
W−1
)
.
(E.2)
Durch das Einsetzen der umgeformten Kalman-Versta¨rkung in die zweite Zeile in
Gl. (4.28) ergibt sich die Formel fu¨r die Aktualisierung des Erwartungswertes aus
[FDAK03]:
z
(i)
t|1:t(st) = z
(i−1)
t|1:t (st)+
(
Pt|1:t−1(st)
−1 +H(i)z
′
W−1H(i)z
)−1
H(i)z
′
W−1
(
yt − h(z
(i−1)
t|1:t (st))
)
.
(E.3)
Aus der dritten Zeile in Gl. (4.28) erha¨lt man durch die Substitution von
Z = P
(i)
t|1:t(st), R = Pt|1:t−1(st), S = H
(i)
z
′
, Y =W (E.4)
in dem Matrixinversionslemma [HU05b]
Z = R−RS(S′RS+Y)−1S′R
Z−1 = R−1 + SY−1S′
(E.5)
die Formel fu¨r die Aktualisierung der Varianzen im ALGONQUIN-Verfahren:
P
(i)
t|1:t(st) =
(
Pt|1:t−1(st)
−1 +H(i)z
′
W−1H(i)z
)−1
. (E.6)
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E.2 EM-Algorithmen zur Rauschscha¨tzung
Im Folgenden werden Herleitungen und Erga¨nzungen zu Kapitel 5 angegeben. In diesem
Zusammenhang bezeichet M eine Matrix mit den Komponenten m(k,l) und S eine
symmetrische Matrix. a, b und v bezeichnen Vektoren. ck = [0 . . . 0 1 0 . . . 0] ist ein
Spaltenvektor mit von Null verschiedener k-ter Komponente,
δkl =
{
1 : l = k
0 : l 6= k
(E.7)
das Kronecker-Symbol und I*kl eine Matrix mit Einsen an den Positionen (k, l) und
(l, k) sowie Nullen an allen anderen Positionen. Weiterhin gilt:Θ =M−1SM−1 mit den
Komponenten θkl vonΘ. Fu¨r die folgenden Matrixoperationen ist in eckigen Klammern
jeweils die Quelle angegeben:
v′M−1v = tr{M−1vv′} [Fuk90] (E.8)
a′M−1b = tr{a′M−1b} = tr{M−1ba′} [BSMM01] (E.9)
∂tr{M−1S}
∂m(k,l)
= −[θkl + θlk − δklθkl] [Fuk90] (E.10)
= −c′kΘcl − c
′
lΘck + δklc
′
kΘcl . (E.11)
Fu¨r symmetrische Matrizen M gilt:
c′kΘcl = c
′
lΘck (E.12)
⇒
∂tr{M−1S}
∂m(k,l)
= −(2− δkl)c
′
kΘcl. (E.13)
∂ log |M|
∂M
= [2M−1 − diag{M−1}] [Fuk90] (E.14)
⇒
∂ log |M|
∂m(k,l)
= (2− δkl)c
′
kM
−1cl (E.15)
∂M−1
∂m(k,l)
= −M−1I*klM
−1 [Fuk90] (E.16)
= −M−1(ckc
′
l + clc
′
k − δklckc
′
l)M
−1 (E.17)
= −(2− δkl)M
−1ckc
′
lM
−1. (E.18)
E.2.1 Maximierung der Log-Likelihood einer Summe multiva-
riater Gaußverteilungen
Der Erwartungswert der Log-Likelihood einer Summe multivariater Gaußverteilungen
p(xt) =
1√
(2pi)Nc|V|
e∆x
′
tV
−1∆xt (E.19)
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kann mit Gl. (E.8) und unter Ausnutzung der Linearita¨t der beteiligten Operatoren als
Q(V) = E[log p(xT1 )] = C −
T
2
log |V| −
1
2
T∑
t=1
E[∆x′tV
−1∆xt]
= C −
T
2
log |V| −
1
2
T∑
t=1
E[tr(V−1∆xt∆x
′
t)]
= C −
T
2
log |V| −
1
2
tr(V−1
T∑
t=1
E[∆xt∆x
′
t])
= C −
T
2
log |V| −
1
2
tr(V−1D) = C +
1
2
f(V)
(E.20)
mit D :=
∑T
t=1 E[∆xt∆x
′
t]. geschrieben werden, wobei C einen konstanten Vorfaktor,
∆xt = xt − µx, t = 1 . . . T , die Abweichung gegebener Vektoren xt der Dimension
Nc von einem gegebenen Vektor µx und V eine unbekannte, konstante Kovarianzma-
trix bezeichnen. Entsprechend Lemma 3.2.3 aus [And84] betra¨gt der eindeutige ML-
Scha¨tzwert, der f(V) und damit Q(V) maximiert:
Vˆ =
1
T
D =
1
T
T∑
t=1
E[∆xt∆x
′
t]. (E.21)
E.2.2 Erga¨nzung zur Herleitung des sequentiellen EM-Algo-
rithmus
Gegeben:
f(W(W(n))) :=Rt(W
(n))
=
Nc
2
log(2pi) +
1
2
log |W(W(n))|
+
1
2
tr{W(W(n))−1(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t)}
(E.22)
mit der konstanten Matrix P
(y)
t|1:t und der Dimension Nc des Vektors ∆yt|1:t. Die Ele-
mente w(k,l) der Matrix
W(W(n)) = Hn(sˆτ )
′W(n)Hn(sˆτ ) +Wc (E.23)
ko¨nnen als Funktion der DiagonalmatrixW(n) mit den Komponenten w
(i)
n geschrieben
werden (Gl. (5.32)). Im Folgenden werden die erste und zweite Ableitung der Funktion
Rt(W
(n)) berechnet.
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1. Ableitung:
∂Rt(W
(n))
∂w
(i)
n
=
Nc∑
k=1
Nc∑
l=1
∂f(W)
∂w(k,l)
∂w(k,l)
∂w
(i)
n
(E.24)
=
1
2
Nc∑
k=1
Nc∑
l=1
(2− δkl)(c
′
kW
−1cl)
∂w(k,l)
∂w
(i)
n
−
1
2
Nc∑
k=1
Nc∑
l=1
(2− δkl)c
′
kW
−1(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t)W
−1cl
∂w(k,l)
∂w
(i)
n
(E.25)
= −
1
2
Nc∑
k=1
Nc∑
l=1
(2− δkl)c
′
kW
−1(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t −W)W
−1cl
∂w(k,l)
∂w
(i)
n
(E.26)
Anmerkung: In Gl. (E.25) wurden die partiellen Ableitungen von
tr{W(W(n))−1(∆yt|1:t∆y′t|1:t + P
(y)
t|1:t)} mit Gl. (E.13) berechnet. Zur Berechnung der
partiellen Ableitungen von log |W(W(n))| wurde Gl. (E.15) angewendet.
2. Ableitung:
Durch die Berechnung der partiellen Ableitungen mit Gl. (E.9) und Gl. (E.13) bzw.
die Anwendung der Produktregel erha¨lt man aus den beiden Termen in Gl. (E.25):
∂2Rt(W
(n))
∂w
(i)
n ∂w
(j)
n
= −
1
2
Nc∑
k=1
Nc∑
l=1
Nc∑
m=1
Nc∑
n=1
(2− δkl)(2− δmn)
∂w(k,l)
∂w
(i)
n
∂w(m,n)
∂w
(j)
n
c′mW
−1ckc
′
lW
−1c′n
−
1
2
Nc∑
k=1
Nc∑
l=1
Nc∑
m=1
Nc∑
n=1
(2− δkl)(2− δmn)
∂w(k,l)
∂w
(i)
n
∂w(m,n)
∂w
(j)
n
· c′k
[
∂W−1
∂w
(j)
n
(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t)W
−1
+ W−1(∆yt|1:t∆y
′
t|1:t +P
(y)
t|1:t)
∂W−1
∂w
(j)
n
]
cl.
(E.27)
In Gl. (E.27) wird ausgenutzt, dass die partielle Ableitung
∂w(k,l)
∂w
(i)
n
= h(k,i)n h
(l,i)
n (E.28)
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unabha¨ngig vonW(n) ist (siehe Gl. (5.44)) und somit eine Konstante bzgl. der partiellen
Ableitung nach w
(j)
n ist. Durch Umformung von Gl. (E.27) ergibt sich:
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Die partiellen Ableitungen in Gl. (E.29) wurden mit Gl. (E.18) berechnet.
E.3 Momente einer Funktion von Gaußverteilung
Im Folgenden bezeichnen pi(xt) = N (xt;µi,Σi), i ∈ {1, 2, 3} multivariate Gaußvertei-
lungen mit den Momenten µi und Σi der Dimension Nc = dim(µi). Gesucht sind die
Momente µ und Σ der Verteilung
p(xt) =
1√
(2pi)Nc|Σ|
e−
1
2
(xt−µ)′Σ−1(xt−µ) ∝
p1(xt)p2(xt)
p3(xt)
=
√
1
(2pi)Nc
|Σ3|
|Σ1||Σ2|
e−
1
2
(xt−µ1)
′Σ
−1
1 (xt−µ1)−
1
2
(xt−µ2)
′Σ
−1
2 (xt−µ2)+
1
2
(xt−µ3)
′Σ
−1
3 (xt−µ3).
(E.31)
Da die Exponentialfunktion streng monoton steigend ist und der Vorfaktor unabha¨ngig
von xt ist, ko¨nnen die Momente von p(xt) eindeutig durch Koeffizientenvergleich im
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Exponenten bestimmt werden:
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2 µ2 −Σ
−1
3 µ3).
(E.32)
Anhang F
Symbolverzeichnis
P () Wahrscheinlichkeit
p() Wahrscheinlichkeitsdichte
Pα(), pα() Skalierte Wahrscheinlichkeiten (mit akustischem Skalierungsfaktor Sα)
xT1 x1 . . .xT
xt|1:τ Erwartungswert einer Zustandsscha¨tzung fu¨r den Zustandsvektor xt bei
gegebenen Messungen yτ1
Pt|1:τ Kovarianzmatrix einer Zustandsscha¨tzung fu¨r den Zustandsvektor xt bei
gegebenen Messungen yτ1
x(c) Komponente c des Vektors x
M(k,l) Komponente in Zeile k und Spalte l der Matrix M
M′ Transponierte der Matrix M
M+ Pseudo-Inverse der Matrix M
0 Vektor bzw. Matrix mit Nullen
1 Vektor bzw. Matrix mit Einsen
α Gaußverteilte Zufallsvariable im Phasenterm des cepstralen Beobach-
tungsmodells
αt Vorwa¨rtsvariable im Viterbi- bzw. Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus
αij U¨bergangswahrscheinlichkeiten im Vorwa¨rts-Ru¨ckwa¨rtsalgorithmus
A(τe; v, w) Akustische Likelihood der Wortgraphkante fu¨r Wort w, Endknoten τe
und Vorga¨nger v
A Transitionsmatrix im Zustandsu¨bergangsmodell fu¨r die Sprachmerkmale
A˜ Transitionsmatrix im erweiterten Zustandsu¨bergangsmodell
Aη Transitionsmatrix im Zustandsu¨bergangsmodell fu¨r ηt
Az Transitionsmatrix des gemeinsamen Zustandsu¨bergangsmodells fu¨r Spra-
che und Rauschen
βt Ru¨ckwa¨rtsvariable im Vorwa¨rts-Ru¨ckwa¨rts-Algorithmus
b Konstanter Offset im Zustandsu¨bergangsmodell fu¨r die Sprachmerkmale
b˜ Konstanter Offset im erweiterten Zustandsu¨bergangsmodell
bη Konstanter Offset im Zustandsu¨bergangsmodell fu¨r ηt
bz Konstanter Offset im Zustandsu¨bergangsmodell fu¨r Sprache und Rau-
schen
Bt Wortgrenze im Viterbi-Algorithmus
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C Kovarianzmatrix des Zustandsu¨bergangsmodells fu¨r die Sprachmerkmale
C˜ Kovarianzmatrix des erweiterten Zustandsu¨bergangsmodells fu¨r die
Sprachmerkmale
Cη Kovarianzmatrix des Zustandsu¨bergangsmodells
Cz Kovarianzmatrix des Zustandsu¨bergangsmodells fu¨r Sprache und Rau-
schen
dx Mittlerer quadratischer Pra¨diktionsfehler
D Transitionsmatrix im Zustandsu¨bergangsmodell fu¨r das Rauschen
δij Kronecker-Symbol fu¨r die natu¨rlichen Zahlen i und j
δxt Dynamische Sprachmerkmale
δ2xt Dynamische Sprachmerkmale zweiter Ordnung
∆yt Innovationssequenz des Kalman-Filters
e Wortgraphkante
e Konstanter Offset im Zustandsu¨bergangsmodell fu¨r das Rauschen
ǫ Kovarianzmatrix des Zustandsu¨bergangsmodells fu¨r das Rauschen
ηt Zustandsvariable des erweiterten Rauschmodells [nt nt−1]
′
f(k) Faltungsrauschen im Zeitbereich
f Additiver Offset im cepstralen Beobachtungsmodell durch Faltungsrau-
schen
F Kovarianzmatrix des Zustandsu¨bergangsmodells fu¨r das Rauschen
γt Vorwa¨rts-Ru¨ckwa¨rtsvariable
γmt Modellwahrscheinlichkeit des Modells m zum Zeitpunkt t
h(zt) Beobachtungsgleichung
H(w, t) Likelihood des besten Pfades mit Endwort w und Endknoten t
H Jacobi-Matrix des Beobachtungsmodells fu¨r zt
H˜ Jacobi-Matrix des Beobachtungsmodells fu¨r den erweiterten Zustands-
vektor
Hη Jacobi-Matrix des Beobachtungsmodells fu¨r ηt
Hn Jacobi-Matrix des Beobachtungsmodells fu¨r nt
Hx Jacobi-Matrix des Beobachtungsmodells fu¨r xt
I(q0, qτ ) Mittlere wechselseitige Information zwischen q0 und qτ
I Einheitsmatrix
k Zeitbereichsindex
K Kalman-Versta¨rkung
mt Mischungskomponente des HMMs
M Anzahl der schaltenden Modelle
MDCT Matrix der diskreten Kosinustransformation
MPCA PCA-Matrix
n(k) Rauschen im Zeitbereich
n(l) Komponente des log-spektralen Rauschvektors
nt Cepstrales Rauschen
n˜t Beobachtetes cepstrales Rauschen
µe Offset des Erwartungswertes in der Uncertainty Decodierregel
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µn Erwartungswert der a priori Verteilung des Rauschens
µx Erwartungswert der a priori Verteilung der Sprachmerkmale
µδx Erwartungswert der a priori Verteilung der dynamischen Sprachmerkma-
le erster Ordnung
µδ2x Erwartungswert der a priori Verteilung der dynamischen Sprachmerkma-
le zweiter Ordnung
N Anzahl der Wo¨rter in einer Wortsequenz
Nit Anzahl der Iterationen im IEKF
Nar Ordnung eines autoregressiven Modells
Nc Dimension des cepstralen Merkmalsvektors
Nl Dimension des log-spektralen Merkmalsvektors
Nq Anzahl der HMM-Zusta¨nde
Nτ Anzahl der Knoten eines Wortgraphen
Nw Anzahl der Wo¨rter einer Datenbank
Nwp Schwellwert fu¨r das Histogramm-Pruning der a posteriori Wahrschein-
lichkeiten des Wortgraphen
Ø Mittelwert
pt Phonem
P Kovarianzmatrix der Zustandsscha¨tzung fu¨r zt
P(η) Kovarianzmatrix der Zustandsscha¨tzung fu¨r ηt
P(n) Kovarianzmatrix der Zustandsscha¨tzung fu¨r nt
Psil Soft-VAD-Variable
P(x) Kovarianzmatrix der Zustandsscha¨tzung fu¨r xt
P(y) Kovarianzmatrix einer Scha¨tzung fu¨r yt
ϕα Phasenterm im cepstralen Beobachtungsmodell
qt Versteckte, diskrete Zustandsvariable im Back-End des Spracherkenners
(z.B. HMM-Variable)
qˆT1 Optimale Zustandsfolge
Qew Endzustand des HMMs fu¨r das Wort w
Q Kostenfunktion
Qt Kausale Kostenfunktion
Qsw Startzustand des HMMs fu¨r das Wort w
rt SNR-Variable
st Versteckte, diskrete Zustandsvariable im Front-End des Spracherkenners
(z.B. Modellvariable des SLDMs)
Sα Akustischer Skalierungsfaktor
Sβ Sprachmodell-Skalierungsfaktor
Σe Zusa¨tzliche Varianz in der Uncertainty Decodierregel
Σn Kovarianzmatrix der a priori Verteilung des Rauschens
Σx Kovarianzmatrix der a priori Verteilung der Sprache
τ(t; v, w) Startknoten der Wortgraphkante fu¨r Wort w und Endknoten t bei Vor-
ga¨nger v
τe Endknoten einer Wortgraphkante
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τi Wortgraphknoten
τs Startknoten einer Wortgraphkante
t Index eines Sprachrahmens
T Anzahl der Sprachrahmen in einem Satz
Tα Schwellwert fu¨r die Uncertainty-Decodierregel
TPTB Anzahl der Sprachrahmen bis ein Partial Trace-Back durchgefu¨hrt wird
TΣn Schwellwerte fu¨r die Kovarianzmatrix des Rauschens
Twp Schwellwert fu¨r die a posteriori Wahrscheinlichkeiten des Wortgraphen
Twg Schwellwert fu¨r das Wortgraphpruning bei der Erstellung des Wortgra-
phen
θ Parametervektor
θˆML ML-Scha¨tzwert des Parametervektors
ut Zustandsrauschen des Modells fu¨r den Zustandsvektor
u˜t Zustandsrauschen des erweiterten Zustandsu¨bergangsmodells
vt Zustandsrauschen des Rauschmodells
v0(w; t) Bester Vorga¨nger des Wortes w mit Endknoten t
v
(η)
t Zustandsrauschen des erweiterten Rauschmodells fu¨r ηt
W(n) Beobachtungsvarianz des Rauschmodells
V Varianz des Beobachtungsmodells
Vc Konstanter Anteil der Varianz des Beobachtungsmodells
V(n) Zusa¨tzliche Varianz des Beobachtungsmodells aufgrund des Rauschmo-
dells
V(w; t) Menge der besten Vorga¨nger des Wortes w mit Endknoten t
wN1 Wortsequenz
wˆN1 Optimale Wortsequenz
wt Beobachtungsrauschen
w
(n)
t Zusa¨tzliches Beobachtungsrauschen aufgrund des Rauschmodells
x(k) Unverrauschtes Sprachsignal im Zeitbereich
x
(l)
t Komponente des unverrauschten, log-spektralen Merkmalsvektors
xt Unverrauschte, cepstrale Sprachmerkmale
y(k) Verrauschtes Sprachsignal im Zeitbereich
y
(l)
t Komponente des verrauschten, log-spektralen Merkmalsvektors
yt Verrauschte, cepstrale Sprachmerkmale
zt Zustandsvektor des gemeinsamen Zustandsu¨bergangsmodells fu¨r Sprache
und Rauschen
Anhang G
Abku¨rzungsverzeichnis
Verfahren zur Merkmalsentsto¨rung
AFE (ETSI) Advanced Front-End zur Merkmalsextraktion und -ent-
rauschung
EKF-Mx SLDM mit x EKFs
EKF-d-Mx SLDM mit dynamischen Sprachmerkmalen und x EKFs
IEKF-Mx SLDM mit x IEKFs
IEKF-d-Mx SLDM mit dynamischen Sprachmerkmalen und x EKFs
GMM-Mx GMM mit x Mischungsverteilungen und iterativer Verbesserung
einer SNR-Variablen entsprechend Anhang C.3
SFE (ETSI) Standard Front-End zur Merkmalsextraktion
SLDM-Mx Baseline SLDM mit x schaltenden Modellen
SLDM-Sx Baseline SLDM mit x schaltenden Modellen und Gla¨ttung
SLDM-Mx-UD Baseline SLDM mit x schaltenden Modellen und Uncertainty
Decoding
SLDM-Mx-FB Baseline SLDM mit x schaltenden Modellen und Ru¨ckkopplung
von Informationen
VTS-Mx GMM mit x Mischungsverteilungen und VTS-Verfahren entspre-
chend Anhang C.3
Sonstige Abku¨rzungen
AR Auto-regressiv
ASR Automatische Spracherkennung
AURORA2 Sprachdatenbank mit isolierten Ziffern
AURORA4 Sprachdatenbank mit kontinuierlich gesprochenen Sa¨tzen
BEQ Blinde Equalisierung
BMM Markovmodell mit verdeckter Variable
CMHMM Segmentielles Markovmodell basierend auf einer modifizierten
Emissionsverteilung
CMN Cepstrale Mittelwertnormalisierung
DAG Gerichteter, azyklischer Graph
DARPA Forschungsbeho¨rde des US-Verteidigungsministeriums
DCT Diskrete Kosinustransformation
DFG Deutsche Forschungsgemeinschaft
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DFT Diskrete Fouriertransformation
EKF Erweitertes Kalman-Filter
EKF-d-Mx SLDM mit x EKFs und dynamischen Sprachmerkmalen
EM Expectation-Maximization
ETSI Europa¨isches Institut fu¨r Telekommunikationsnormen
FFT Schnelle Fouriertransformation
GMM Gaußmischungsmodell
GMM-Mx GMM mit x Mischungskomponenten
GPB-Technik Generalisierte Pseudo-Bayes’sche Technik
GSF Gauß’sches Summenfilter
HMM Markovmodell
HTHMM Markovmodell mit versteckter Trajektorie
IDCT Inverse diskrete Kosinustransformation
IEKF Iteratives erweitertes Kalman-Filter
IMCRA Iterative, durch Minima kontrollierte, rekusive Gla¨ttung
IMM Interagierende Modelle (Interacting Multiple Models)
MAP Maximale a posteriori Wahrscheinlichkeit
MCRA Rekusive, durch Minima kontrollierte Gla¨ttung
MFCC Cepstrale Koeffizienten (Mel Frequency Cepstral Coefficients)
MMSE Mittlerer quadratischer Fehler
ML Maximum Likelihood
LDA Lineare Diskriminantenanalyse
LMMSE Linearer, mittlerer quadratischer Fehler
LPC Lineare Pra¨diktionskoeffizienten
NEC Nippon Electric Company (japanischer, weltweit agierender
Elektronikkonzern)
PaSCo Paderborner Institut fu¨r Wissenschaftliches Rechnen
PCA Principal Component Analysis
PLP Lineare Pra¨diktion, an die menschliche Wahrnehmung angepaßt
PMC Parallele Modellkombination
RCA Ehemaliger US-Elektronikkonzern
RTS-Gla¨tter Rauch-Tung-Striebel-Gla¨tter
SIR Sampling-Importance-Resampling
SLDM Schaltende, lineare Dynamikmodelle
SNR Signal-zu-Rausch-Verha¨ltnis
UKF Unscented Kalman-Filter
VAD Sprachaktivita¨tsdetektion
VTS Vektortaylorreihe
WAC Worterkennungsrate
WGD Wortgraphdichte
WER Wortfehlerrate
WGE Wortgraphfehlerrate
WSJ Wallstreet Journal
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ZVM Zero Variance Model
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