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STABLE SELF SIMILAR BLOW UP DYNAMICS FOR SLIGHTLY
L2 SUPERCRITICAL NLS EQUATIONS
FRANK MERLE, PIERRE RAPHAËL, AND JEREMIE SZEFTEL
Abstrat. We onsider the fousing nonlinear Shrödinger equations i∂tu +
∆u + u|u|p−1 = 0 in dimension 1 ≤ N ≤ 5 and for slightly L2 superritial
nonlinearities pc < p < (1 + ε)pc with pc = 1 +
4
N
and 0 < ε≪ 1. We prove the
existene and stability in the energy spae H1 of a self similar nite time blow
up dynamis and provide a qualitative desription of the singularity formation
near the blow up time
1. Introdution
1.1. Setting of the problem. We onsider in this paper the nonlinear Shrödinger
equation
(NLS)
{
iut = −∆u− |u|p−1u, (t, x) ∈ [0, T ) × RN
u(0, x) = u0(x), u0 : R
N → C (1.1)
in dimension 1 ≤ N ≤ 5 with
1 < p < +∞ for N = 1, 2 and 1 < p < N + 2
N − 2 for N ≥ 3.
From a result of Ginibre and Velo [7℄, (1.1) is loally well-posed in H1 = H1(RN )
and thus, for u0 ∈ H1, there exists 0 < T ≤ +∞ and a unique solution u(t) ∈
C([0, T ),H1) to (1.1) and either T = +∞, we say the solution is global, or T < +∞
and then limt↑T |∇u(t)|L2 = +∞, we say the solution blows up in nite time.
(1.1) admits the following onservation laws in the energy spae H1:
L2 − norm : ∫ |u(t, x)|2dx = ∫ |u0(x)|2dx;
Energy : E(u(t, x)) = 12
∫ |∇u(t, x)|2dx− 1p+1 ∫ |u(t, x)|p+1dx = E(u0).
Momentum : Im(
∫ ∇u(t, x)u(t, x)dx) = Im(∫ ∇u0(x)u0(x)dx)
The saling symmetry λ
2
p−1u(λ2t, λx) leaves the homogeneous Sobolev spae H˙σc
invariant with
σc =
N
2
− 2
p− 1 . (1.2)
From the onservation of the energy and the L2 norm, the equation is subritial
for σc < 0 and all H
1
solutions are global and bounded in H1. The smallest power
for whih blow up may our is
pc = 1 +
4
N
whih orresponds to σc = 0 and is referred to as the L
2
ritial ase. The ase
0 < σc < 1 is the L
2
super ritial and H1 subritial ase.
Even though the existene of nite time blow up dynamis for σc ≥ 0 has been
known sine the 60' using standard global obstrutive arguments based on the virial
1
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identity, [26℄, the expliit desription of the singularity formation and of the dierent
possible regimes is mostly open.
1.2. The L2 ritial ase and the stable log-log blow up. In the L2 ritial ase
p = pc, a spei blow up regime of "log-log" type has been exhibited by Perelman
[18℄ in dimension N = 1 and further extensively studied by Merle and Raphael in
the series of papers [12℄, [13℄, [19℄, [14℄, [15℄, [16℄ where a omplete desription of
this stable blow up dynamis is given together with sharp lassiation results in
dimension N ≤ 5. The ground solitary wave solution to (1.1) whih is the unique
nonnegative radially symmetri solution to
∆Qp −Qp +Qpp = 0, Qp ∈ H1, (1.3)
see [6℄, [11℄, plays a distinguished role in the analysis as it provides the blow up
prole of log-log solutions.
Let Λ be the generator of the saling symmetry given by Λf = 2p−1f + y∇f and
reall the following Spetral Property whih was proved in [12℄ in dimension N = 1
and heked numerially in dimensions N ≤ 5 in [4℄:
Spetral Property Let N ≤ 5 and p = pc. Consider the two real Shrödinger
operators
L1 = −∆+ 2
N
(
4
N
+ 1
)
Q
4
N
−1
pc y · ∇Qpc , L2 = −∆+
2
N
Q
4
N
−1
pc y · ∇Qpc , (1.4)
and the real valued quadrati form for ε = ε1 + iε2 ∈ H1:
H(ε, ε) = (L1ε1, ε1) + (L2ε2, ε2). (1.5)
Then there exists a universal onstant δ1 > 0 suh that ∀ε ∈ H1, if (ε1, Qpc) =
(ε1,ΛQpc) = (ε1, yQpc) = (ε2,ΛQpc) = (ε2,Λ
2Qpc) = (ε2,∇Qpc) = 0, then
H(ε, ε) ≥ δ1
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
.
We then have the following:
Theorem 1.1 (Existene of a stable log-log regime, [12℄, [13℄, [14℄, [19℄, [15℄, [16℄,
[4℄). Let N ≤ 5 and p = pc. There exists a universal onstant α∗ > 0 suh that the
following holds true. For any initial data u0 ∈ H1 with small super-ritial mass
|Qp|L2 < |u0|L2 < |Qp|L2 + α∗ (1.6)
and nonpositive Hamiltonian E(u0) < 0, the orresponding solution to (1.1) blows
up in nite time 0 < T < +∞ aording to the following blowup dynamis: there
exist geometrial parameters (λ(t), x(t), γ(t)) ∈ R∗+ × RN × R and an asymptoti
residual prole u∗ ∈ L2 suh that:
u(t)− 1
λ
N
2 (t)
Qp
(
x− x(t)
λ(t)
)
eiγ(t) → u∗ in L2.
The blowup point onverges at blowup time:
x(t)→ x(T ) ∈ RN as t→ T,
the blowup speed is given by the log-log law
λ(t)
√
log|log(T − t)|
T − t →
√
2π as t→ T, (1.7)
3and the residual prole satises:
u∗ ∈ L2 but u∗ /∈ Lp, ∀p > 2.
More generally, the set of initial data satisfying (1.6) and suh that the orresponding
solution to (1.1) blows up in nite time with the log-log law (1.7) is open in H1.
In other words, the stable log-log regime orresponds to an almost self similar
regime where the blow up solution splits into a singular part with a universal blow
up speed and a universal blow up prole given by the exat ground state Qpc , and
a regular part whih remains in the ritial spae u∗ ∈ L2 but looses any regularity
above saling u∗ /∈ Hσ for σ > 0.
1.3. On the super ritial problem. The expliit desription of blow up dynam-
is in the super ritial setting is mostly open. In fat, the only rigorous desription
of a blow up dynamis in a super ritial setting is for p = 5 in any dimension
N ≥ 2, see Raphael [20℄ for N = 2, Raphael, Szeftel [21℄ for N ≥ 3. Note that
this inludes energy super ritial problems. In this setting, the existene and radial
stability of self similar solutions blowing up on an asymptoti blow up sphere -and
not a blow up point- is proved. These solutions reprodue on the blow up sphere
the one dimensional quinti and hene L2 ritial blow up dynami and the blow
up speed is indeed given by the log log law (1.7).
In the formal and numerial work [3℄, Fibih, Gavish and Wang propose in dimen-
sion N = 2, 3 and for pc < p < 5 a generalization of the standing ring blow up
solutions and investigate a blow up dynami where the solution onentrates on
spheres with radius ollapsing to zero. Suh dynamis are learly exhibited numer-
ially and seem to be stable by radial perturbations. A striking feature moreover is
that these solutions form a Dira mass in L2 like in the L2 ritial ase:
|u|2 ⇀Mδx=0 + |u∗|2 (1.8)
for some universal quantum of mass M > 0, and with a spei predited blow up
speed:
|∇u(t)|L2 ∼
1
(T − t) 11+α
, α =
5− p
(N − 1)(p − 1) . (1.9)
The rigorous derivation of suh ollapsing ring solutions is an important open prob-
lem in the eld.
While ring solutions display a stability with respet to radial perturbations, they
are widely believed to be unstable by non radial perturbations, [3℄. In fat, it has
long been onjetured aording to numerial simulations, see [24℄ and referenes
therein, that the generi blow up dynamis in the super ritial setting -at least for
p near pc- should be of self similar type:
u(t, x) ∼ 1
[λ(t)]
2
p−1
P
(
x− xT
λ(t)
)
eiγ(t)
for some blow up point xT ∈ RN and where λ is in the self similar regime:
λ(t) ∼ √T − t.
The deliate issue here is the prole P whih does not seem to be given by the
ground state solution Qp to (1.3) anymore. In fat, expliit self similar solutions
may be omputed using the following standard proedure. Let expliitly
u(t, x) =
1
[λ(t)]
2
p−1
Qb
(
x− xT
λ(t)
)
e−
log(T−t)
2b , b > 0, λ(t) =
√
2b(T − t),
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then u solves (1.1) if and only if Qb,p = Qb satises the nonlinear stationary ellipti
PDE:
∆Qb −Qb + ibΛQb +Qb|Qb|p−1 = 0. (1.10)
Exat zero energy solutions to (1.10) have been exhibited by Koppel and Landman,
[9℄, for slightly super ritial exponent pc < p < (1 + ε)pc, ε≪ 1, using geometrial
ODE tehniques. The existene of suh solutions is related to a nonlinear eigenvalue
problem and for all p ∈ (pc, (1 + ε)pc), a unique value b(p) is found suh that (1.10)
admits a zero energy solution. An asymptoti law is derived whih onrms previous
formal omputations, see [24℄ p147 and referenes therein:
σc = e
− pi
b(p)
(1+o(1))
as p→ pc. (1.11)
Moreover, the self similar prole onverges to Qpc loally:
Qb(p) → Qpc in H1loc as p→ pc.
However the self similar solutions belong to H˙1 ∩ Lp+1 but always miss the ritial
Sobolev spae due to a logarithmi divergene at innity:
|Qb(p)|(y) ∼
1
|y|N2 −σc
and hene Qb(p) /∈ H˙σc ,
and thus they in partiular miss L2 and hene the physially relevant spae H1.
Eventually, the onstrution of the self similar solution is deliate enough that it is
not lear at all how this objet should generate a stable self similar blow up dynamis
for the time dependent problem
1.4. Statement of the result. The law for the nonlinear eigenvalue (1.11) is
deeply related to the log-log law (1.7) whih an be rewritten in the following form:
ds
ds
=
1
λ2
, b = −λs
λ
, bs = −e−
pi
b
(1+o(1))
as s→ +∞.
This intimate onnetion between the log-log law and the nonlinear eigenvalue prob-
lem underlying the self similar equation is at the heart of formal heuristis whih
rst predited (1.11), we refer to the monograph [24℄ for a omplete introdution to
the history of the problem.
Our main laim in this paper is that the log-log analysis [15℄ whih allowed Merle
and Raphael to derive the sharp log-log law for a large lass of initial data provides
a framework to somehow bifurate from the ritial value p = pc and prove the
existene of a stable self similar regime in the energy spae for slightly super ritial
exponents, with a blow up speed asymptotially satisfying the nonlinear eigenvalue
relation (1.11). In partiular, our strategy ompletely avoids the deliate issue of
the existene of exat self similar solutions to (1.10), and provides a framework to
diretly prove in a dynamial way the existene of stable self similar blow up dynam-
is, whih we expet will apply to a large lass of problems. In fat, we will show
that it is enough to onstrut a rude and ompatly supported approximation of
the self similar prole (1.10). Then, the intuition and tehnial tools inherited from
the log-log analysis will allow us to obtain new rigidity properties and a dynamial
trapping of the self similar regime. The outome is a surprisingly robust proof of
the existene of a H1 stable self similar blow up regime.
5Theorem 1.2 (Existene and stability of a self similar blow up regime). Let 1 ≤
N ≤ 5. There exists p∗ > pc suh that for all p ∈ (pc, p∗), there exists δ(p) > 0 with
δ(p)→ 0 as p→ pc, there exists b∗(p) > 0 with
σc = e
− pi
b∗(p)
(1+δ(p))
(1.12)
and an open set O in H1 of initial data suh that the following holds true. Let
u0 ∈ O, then the orresponding solution to (1.1) blows up in nite time 0 <
T < +∞ aording to the following dynamis: there exist geometrial parameters
(λ(t), x(t), γ(t)) ∈ R∗+ × RN × R and an exess of mass ε(t) ∈ H1 suh that:
∀t ∈ [0, T ), u(t, x) = 1
λ
2
p−1 (t)
[Qp + ε(t)]
(
x− x(t)
λ(t)
)
eiγ(t) (1.13)
with
|∇ε(t)|L2 ≤ δ(p). (1.14)
The blowup point onverges at blowup time:
x(t)→ x(T ) ∈ RN as t→ T, (1.15)
and the blow up speed is self similar:
∀t ∈ [0, T ), (1− δ(p))
√
2b∗(p) ≤ λ(t)√
T − t ≤ (1 + δ(p))
√
2b∗(p). (1.16)
Moreover, there holds the strong onvergene:
∀σ ∈ [0, σc), u(t)→ u∗ in Hσ as t→ T, (1.17)
and the asymptoti prole u∗ displays a singular behavior on the blow up point:
∃R(u0), C(p) > 0 suh that:
∀R ∈ (0, R(u0)), C(p)(1− δ(p)) ≤ 1
R2σc
∫
|x|≤R
|u∗|2 ≤ C(p)(1 + δ(p)). (1.18)
In partiular:
u∗ ∈ Hσ for 0 ≤ σ < σc but u∗ /∈ H˙σc .
Comments on Theorem 1.2
1. Asymptoti dynamis: Let us stress onto the fat that (1.13) does not give
a sharp asymptoti on the singularity formation, and in partiular the question of
the possible asymptoti stability in renormalized variables in open. In fat, we will
onstrut a rough approximate self similar prole b→ Qb and show that the solution
deomposes into
u(t, x) =
1
λ
2
p−1 (t)
[Qb(t) + ε]
(
x− x(t)
λ(t)
)
eiγ(t)
with −λtλ ∼ b(t) and |ε(t)|H˙1 ≪ 1. The key will be to prove a dynamial trapping
on the projetion parameter b(t) and a uniform ontrol on the radiation ε:
∀t ∈ [0, T ), (1− δ(p))b∗(p) ≤ b(t) ≤ (1 + δ(p))b∗(p) and |ε(t)|H˙1 ≪ 1,
but this does not exlude possible osillations of both b(t) and ε(t). In some sense,
this onrms the analysis in [12℄, [13℄, see also Rodnianski, Sterbenz [23℄, Raphael,
Rodnianski [22℄, where the key observation was that is is not neessary to obtain a
omplete desription of the dispersive struture of the problem in renormalized vari-
ables to prove nite time blow up. The main dierene however with these works is
that we are here in a situation where there holds no a priori orbital stability bound
on ε(t), and a spetaular feature is that rough proles are enough to apture the
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self similar blow up speed. This somehow onrms the robustness of the log-log
analysis developed in [13℄, [14℄, [15℄. Our perturbative approah and the strategy
of bifurating from the ritial ase is also reminisent from the general framework
developed by Fibih and Papaniolaou, [5℄.
2. On the behavior of the ritial norm: In [17℄, Merle and Raphael showed in
the range of parameters N ≥ 3, 0 < σc < 1, that any radially symmetri nite time
blow up solution in H1 must leave the ritial spae at blow up time with a lower
bound:
|u(t)|H˙σc ≥ |log(T − t)|α(p) as t→ T. (1.19)
The self similar solutions onstruted from Theorem 1.2 satisfy a logarithmi upper
bound see Remark 4.1:
|u(t)|H˙σc . |log(T − t)|
p
p+1
as t→ T (1.20)
whih proves the sharpness in the logarithmi sale of the lower bound (1.19). A
logarithmi lower bound ould also be derived after some extra work. The singu-
larity (1.18) in fat sharpens for this spei lass of initial data the divergene
(1.20), and is aording to (1.18) the major dierene between the L2 ritial blow
up where the L2 onservation law fores the radiation to remain in the ritial L2
spae, and the super ritial blow up where the radiation leaves asymptotially H˙σc .
3. Weak blow up: On the ontrary to the ring solutions whih onentrate in
L2 at blow up time aording to (1.8), the self similar solutions onstruted from
Theorem 1.2 do not onentrate mass aording to (1.17), a situation whih is
referred to as weak blow up, see [24℄. A striking feature of the analysis is that the
L2 onservation law, even though below saling, plays a fundamental role in the
proof of the stabilization of the self similar blow up.
1.5. Strategy of the proof. Let us briey state the main steps of the proof of
Theorem 1.2.
step 1 Constrution of an approximate self similar prole.
Let a small parameter b > 0 and reall that the equation for self similar proles
(1.10) does not admit solutions in H1. The rst step is to onstrut an approximate
solution Qb whih is essentially ompatly supported and satises an approximate
self similar equation:
∆Qb −Qb + ibΛQb +Qb|Qb|p−1 = Ψb +O(σ2c ),
see Proposition 2.6. This prole inorporates the leading order O(σc) deformation
with respet to the L2 ritial proles onstruted in [13℄, [15℄, while the error Ψb
is a far away loalized error whih is inherited from the spae loalization of the
prole to avoid the slowly deaying tails.
step 2 Dynamial trapping of b.
We now hose initial data suh that on a short time, the solution admits a de-
omposition
u(t, x) =
1
λ
2
p−1 (t)
(Qb(t) + ε)
(
t,
x− x(t)
λ(t)
)
eiγ(t) with |∇ε(t)|2L2 ≪ e−
pi
b(t)
7and aim at deriving a dynamial trapping for the parameter b(t) and the deformation
ε(t). More preisely, introduing the global resaled time dsdt =
1
λ2 , the dynamial
system driving λ is
−λλt = −λs
λ
∼ b(t)
and hene nite time blow up in the self similar regime will follow from
b(t) ∼ b0 > 0, |∇ε(t)|2L2 ≪ e−
pi
b(t)
(1−c)
for some small onstant c > 0 in the maximum time interval of existene, see Propo-
sition 2.12. In order to derive suh dynamial ontrols, we run the log-log analysis
developed in [15℄ by keeping trak of the leading order O(σc) deformation. The out-
ome is the derivation of two strutural monotoniity formulae for the parameter
b. The rst one is inherited from the loal virial ontrol rst derived in [12℄ and
roughly leads to
σc + |∇ε|2L2 − e−
pi
b . bs,
see Proposition 3.3. The positive term +σc in the above LHS is a non trivial
superritial eet and is a onsequene of the struture of the self similar proles
in the loal range |y| ≤ 1. The seond monotoniity formula is a onsequene of the
L2 onservation law and the ontrol of the mass ejetion phenomenon:
bs . σc − e−
pi
b ,
where the nonpositive term −e−pib is obtained from a ux omputation in the far
away zone |y| >> 1 whih is based on the presene of the slow deaying tails of self
similar solutions. The outome is the derivation of the dynamial system for b:
bs ∼ σc − e−
pi
b
whih traps b around the value
b ∼ b∗ with σc ∼ e−
pi
b∗ .
Note that this shows that the self similar blow up speed is derived from the on-
straints both on ompat sets and at innity where the dispersive mass ejetion
proess is submitted to the global onstraint of the L2 onservation law. Note also
that the L2 ritial log-log law orresponds to the dynamial system
bs ∼ −e−
pi
b
and hene the superritial self similar blow up appears as diretly branhing from
the L2 ritial σc = 0 degenerate log-log blow up. The nontrivial pointwise ontrol
on ε
|∇ε(t)|2L2 ≪ e−(1−c)
pi
b(t)
will also follow from the obtained Lyapounov ontrols. Here a diulty will o-
ur with respet to the L2 ritial ase to ontrol the nonlinear terms in ε due in
partiular to the unboundedness of the saling invariant ritial Sobolev norm. A
new strategy inspired from [21℄, [23℄, [22℄ is derived whih relies on the ontrol of
Sobolev norms stritly above saling in the self similar regime, see setion 4.1.
The onlusions of Theorem 2 are now a simple onsequene of this dynamial trap-
ping of the solution.
This paper is organized as follows. In setion 2, we onstrut approximate self
similar solutions, Proposition 2.6. We then desribe the set of initial data leading to
self similar blow up, Denition 2.8, and set up the bootstrap argument, Proposition
2.12. In setion 3, we derive the key dynamial ontrols and the two monotoniity
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formulae, Proposition 3.3 and Proposition 3.7. In setion 4, we lose the bootstrap
argument as a onsequene of the obtained Lyapounov type ontrols and onlude
the proof of Theorem 1.2.
A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Notations We let |∇|σ be the Fourier multiplier |̂∇|σf(ξ) = |ξ|σ f̂(ξ). We let Qp
be the unique radially symmetri nonnegative solution in H1 to
∆Qp −Qp +Qp+1p = 0.
We introdue the error to L2 ritiality:
pc = 1 +
4
N
, σc =
N
2
− 2
p− 1 =
N(p− pc)
2(p − 1) , (1.21)
where 0 < σc < 1 is the Sobolev ritial exponent. We introdue the assoiated
saling generators:
Λf =
2
p− 1f + y · ∇f, Df =
N
2
f + y · ∇f = Λf + σcf. (1.22)
We denote the L2(RN ) salar produt
(f, g) =
∫
RN
f(x)g(x)dx
and observe the integration by parts formula:
(Df, g) = −(f,Dg), (Λf, g) = −(f,Λg + 2σcg). (1.23)
We let L = (L+, L−) be the linearized operator lose to Qp:
L+ = −∆+ 1− pQp−1p , L− = −∆+ 1−Qp−1p . (1.24)
2. Desription of the blow up set of initial data
This setion is devoted to the desription of the open H1 set O of initial data
leading to the self similar blow up solutions desribed by Theorem 1.2 whih relies
on the onstrution of approximate self similar proles.
2.1. Constrution of approximate self similar solutions. Our aim in this
setion is to onstrut suitable approximate solutions to the self similar equation
(1.10). Let us make the following general ansatz:
u(t, x) =
1
λ
2
p−1 (t)
v
(
t,
x− x(t)
λ(t)
)
eiγ(t)
and introdue the resaled time
ds
dt
=
1
λ2(t)
,
then u is a solution to (1.1) if and only if v solves:
i∂sv +∆v − v − iλs
λ
Λv + v|v|p−1 = (γs − 1)v + ixs
λ
· ∇v.
Let us x
γs = 1, xs = 0, −λs
λ
= b(s)
9and look for solutions of the form:
v(s, y) = Qb(s)(y)
where the unknowns are the mappings
s→ b(s), b→ Qb.
This orresponds a to a slow variable formulation of a generalized self similar equa-
tion whih goes bak to previous formal works, see [24℄, and was rigorously used
in [18℄, [13℄, see also [10℄, [22℄ for related transformations in dierent settings. To
prepare the omputation, we let
bs = σcµb
where µb is a funtion of b whih will be made expliit later on. The generalized
self similar equation beomes:
iσcµb
∂Qb
∂b
+∆Qb −Qb + ibΛQb +Qb|Qb|p−1 = 0. (2.1)
Let us perform the onformal hange of variables
Pb = Qbe
ib|y|2
4 ,
then a simple algebra leads to:
iσcµb
∂Pb
∂b
+∆Pb − Pb − iσcbPb + 1
4
(b2 + σcµb)|y|2Pb + Pb|Pb|p−1 = 0. (2.2)
Our aim is to nd µb so as to be able to onstrut an approximate solution to (2.2)
with an error of order formally σ2c in the region |y| ≤ 1b . Our onstrution is ele-
mentary and relies on the omputation of the rst term in the Taylor expansion of
(µb, Qb) in σc near the L
2
ritial value σc = 0.
Let a small parameter 0 < η << 1 to be xed later, a non zero number b, and set
Rb =
2
|b|
√
1− η and R−b =
√
1− ηRb. (2.3)
Denote BRb = {y ∈ RN , |y| < Rb} and ∂BRb = {y ∈ RN , |y| = Rb}. We introdue
a regular radially symmetri ut-o funtion
φb(x) =
{
0 for |x| ≥ Rb,
1 for |x| ≤ R−b ,
0 ≤ φb(x) ≤ 1, (2.4)
suh that:
|φ′b|L∞ + |∆φb|L∞ → 0 as |b| → 0. (2.5)
We also onsider the norm on radial funtions ‖f‖Cj = max0≤k≤j ‖f (k)(r)‖L∞(R+).
Let us start with the onstrution of the prole for σc = 0 where we view σc and p
as independent parameters and leave p superritial.
Proposition 2.1 (Q
(0)
b proles). There exists p
∗ > pc and C, η
∗ > 0 suh that for
all pc ≤ p < p∗, for all 0 < η < η∗, there exists b∗(η), ε∗(η) > 0 going to zero as
η → 0 suh that for all |b| ≤ b∗(η), the following holds true:
(i) Existene of a unique Pb prole: there exists a unique radial solution P
(0)
b to
∆P
(0)
b − P (0)b + b
2|y|2
4 P
(0)
b +
(
P
(0)
b
)p
= 0,
P
(0)
b > 0 in BRb ,
P
(0)
b (0) ∈ (Qp(0) − ε∗(η), Qp(0) + ε∗(η)), P (0)b (Rb) = 0.
(2.6)
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Moreover, let
P˜
(0)
b (r) = P
(0)
b (r)φb(r), (2.7)
then P˜
(0)
b is twie dierentiable with respet to b
2
with uniform estimate:∥∥∥∥e(1−η) θ(|b|r)|b| (P˜ (0)b −Qp)∥∥∥∥
C3
+
∥∥∥∥∥e(1−η) θ(|b|r)|b|
(
∂P˜
(0)
b
∂b2
− ρ
)∥∥∥∥∥
C2
→ 0 as b→ 0, (2.8)
∥∥∥∥∥e(1−η) θ(|b|r)|b| ∂2P˜
(0)
b
∂2(b2)
∥∥∥∥∥
C3
≤ C (2.9)
where
θ(w) = 10≤w≤2
∫ w
0
√
1− z
2
4
dz + 1w>2
θ(2)
2
w, (2.10)
and ρ is the unique solution in H1rad to
L+ρ =
1
4
|y|2Q. (2.11)
(ii) Properties of the Q˜
(0)
b prole: Q˜
(0)
b = e
−ib
|y|2
4 P˜
(0)
b satises:
∆Q˜
(0)
b − Q˜
(0)
b + ibDQ˜
(0)
b + Q˜
(0)
b |Q˜
(0)
b |p−1 = −Ψ
(0)
b = −Ψ˜
(0)
b e
ib
|y|2
4
(2.12)
− Ψ˜(0)b = 2∇φb · ∇P (0)b + P (0)b (∆φb) + (φpb − φb)(P (0)b )p (2.13)
and for any polynomial f(y) and integer k = 0, 1,∣∣∣∣∣f(y)∂Ψ˜
(0)
b
∂yk
∣∣∣∣∣
L∞
≤ e−
Cp
|b|
(2.14)
for some onstant cp depending on p.
(iii) Computation of the momentum and the L2 mass: there holds
Im
(∫
∇Q˜(0)b Q˜(0)b
)
= 0, Im
(∫
y · ∇Q˜(0)b Q˜(0)b
)
= − b
2
|yQ˜(0)b |22 (2.15)
and the superritial mass property:
d2
db2
(∫
|Q˜(0)b |2
)
|b=0
= c0(p) with c0(p)→ c0(pc) > 0 as p→ pc. (2.16)
The proof of Proposition 2.1 is parallel to the one of Proposition in [13℄ and
Proposition [14℄ and relies on standard ellipti tehniques and the knowledge of the
kernel of the linearized operator lose to Q, expliitly:
Ker(L+) = span(∇Q), Ker(L−) = span(Q), (2.17)
see [25℄, [2℄, and the fat that we are working here before the turning point
2
b and
hene with uniformly ellipti operators. The detailed proof is left to the reader.
Remark 2.2. The question of the value of the energy of the modied prole is an
important issue. It will indeed be omputed in Proposition 2.6 for the full approxi-
mate prole, see (2.36).
After the turning point
2
b , leading order phenomenons are of linear type and a
natural prolongation of the approximate blow up prole is given by the so alled
outgoing radiation.
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Lemma 2.3 (Linear outgoing radiation). See Lemma 15 in [14℄. There exist uni-
versal onstants C > 0 and η∗ > 0 suh that ∀0 < η < η∗, there exists b∗(η) > 0
suh that ∀0 < b < b∗(η), the following holds true: let Ψ(0)b be given by (2.12), there
exists a unique radial solution ζb to ∆ζb − ζb + ibDζb = Ψ
(0)
b ,∫
|∇ζb|2 < +∞.
(2.18)
Moreover, let θ be given by (2.10), and onsider
Γb = lim
|y|→+∞
|y|N |ζb(y)|2, (2.19)
then there holds:∣∣∣|y|N2 (|ζb|+ |y||∇(ζb)|)∣∣∣
L∞(|y|≥Rb)
≤ Γ
1
2
−Cη
b < +∞, (2.20)∫
|∇ζb|2 ≤ Γ1−Cηb . (2.21)
For |y| large, we have more preisely:
∀|y| ≥ R2b , e−2(1−Cη)
θ(2)
b ≥ |y|N |ζb(y)|2 ≥ 4
5
Γb ≥ e−2(1+Cη)
θ(2)
b , (2.22)
∀|y| ≥ R2b , |∇ζb(y)| ≤
C
|y|1+N2
Γ
1
2
b
|b| . (2.23)
For |y| small, we have: ∀σ ∈ (0, 5), ∃η∗∗(σ) suh that ∀0 < η < η∗∗(σ), ∃b∗∗(η)
suh that ∀0 < b < b∗∗(η), there holds:∣∣∣ζb(y)e−σ θ(b|y|)b ∣∣∣
C2(|y|≤Rb)
≤ Γ
1
2
+ 1
10
σ
b . (2.24)
Last, ζb is dierentiable with respet to b with estimate∣∣∣∣∂ζb∂b
∣∣∣∣
C1
≤ Γ
1
2
−Cη
b . (2.25)
Remark 2.4. Reall from (2.10) that θ(2) = pi2 . Moreover it is enough for our
analysis to ompute the radiation with the L2 saling generator D in (2.18) instead
of Λ as the error will generate lower order terms.
Remark 2.5. Now that Γb has been dened in (2.19), we an give a more preise
formulation of the estimate (2.14) satised by Ψ˜
(0)
b whih is a diret onsequene
of (2.8) and the loalization proedure (2.13): for any polynomial f(y) and integer
k = 0, 1, ∣∣∣∣∣f(y)∂Ψ˜
(0)
b
∂yk
∣∣∣∣∣
L∞
≤ Γ
1
2
(1−Cη)
b . (2.26)
The proof of Lemma 2.3 is ompletely similar to the one of Lemma 15 in [14℄ -see
also Appendix A in [15℄- and hene left to the reader. In partiular, the nondegen-
eray (2.22) is a onsequene of the nonlinear onstrution of the prole P˜
(0)
b .
One should think of Q˜
(0)
b as being an approximate solution to the generalized self
similar equation (2.1) with µb = 0 -self similar law- and an error of order σc in the
ellipti zone |y| ≤ 1b . We now laim that there exists a -loally unique- non trivial
µb(p) > 0 whih allows one to onstrut an approximate solution to the generalized
self similar equation (2.1) of order O(σ2c + Γ
2
b) in the ellipti zone |y| ≤ 2b :
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Proposition 2.6 (Approximate generalized self similar proles). There exists p∗ >
pc and C, c1, η
∗ > 0 suh that for all pc < p < p
∗
and 0 < η < η∗, there exists
c0(p) > 0, b
∗(η) > 0 suh that for all |b| < b∗(η), the following holds true:
(i) Constrution of the modied prole: there exist µb = µ(b, p) > 0 and a radially
symmetri omplex valued funtion Tb = T (b, p) with∥∥∥∥e(1−η) θ(|b|r)|b| Tb(r)∥∥∥∥
C3
+
∥∥∥∥e(1−η) θ(|b|r)|b| ∂Tb(r)∂b
∥∥∥∥
C2
+
∣∣∣∣∂µb∂b
∣∣∣∣ ≤ C as b→ 0, (2.27)
µb →
8|Qp|2L2
(1 + 2σc)|yQp|2L2
as b→ 0 (2.28)
with the following properties. Let
Pb = P˜
(0)
b + σcTb, Qb = Pbe
i
b|y|2
4 ,
then
Ψb = −iσcµb∂Qb
∂b
−∆Qb +Qb − ibΛQb −Qb|Qb|p−1 = Ψ(0)b +Ψ(1)b (2.29)
with Ψ
(0)
b given by (2.12) satises (2.26), and for k = 0, 1:∥∥∥∥∥e(1−η) θ(|b|r)|b| ∂kΨ
(1)
b
∂yk
∥∥∥∥∥
L∞(|y|≤R−
b
)
≤ σ1+c1c , (2.30)
for some onstant c1 > 0 depending only on N and:∥∥∥∥∥e(1−η) θ(|b|r)|b| ∂kΨ
(1)
b
∂yk
∥∥∥∥∥
L∞(|y|≥R−
b
)
≤ Cσc. (2.31)
(ii) Estimate of the invariants on Qb: there holds
Im
(∫
∇QbQb
)
= 0, (2.32)
Im
(∫
y · ∇QbQb
)
= − b
2
|yQp|22(1 +O(|b|+ σc)) as b→ 0, (2.33)∫
|Qb|2 =
∫
|Qp|2 +M(b) +O(σc) (2.34)
with
M(0) = 0 and
d2
db2
M(b)|b=0 = c0(p)→ c0(pc) > 0 as p→ pc, (2.35)
and the degeneray of the Hamiltonian:
|E(Qb)| ≤ Γ1−Cηb + Cσc. (2.36)
Proof of Proposition 2.6
The proof relies on a Taylor expansion in σc of formal solutions to (2.1). The
hoie of µb is ditated by the presene of a non trivial kernel for the operator L−
driving the imaginary part of (2.1) near Qp as given by (2.17), while L+ on the
real part is invertible in the radial setor. The omputation of the invariants and
in partiular the energy degeneray (2.36) follow from Pohozaev identity.
step 1 Constrution of Tb.
13
Let Qb = Pbe
−ib |y|
2
4
and Ψb given by (2.29) , then: Ψb = Ψ˜be
−ib |y|
2
4
with:
− Ψ˜b = iσcµb∂Pb
∂b
+∆Pb − Pb − iσcbPb + 1
4
(b2 + σcµb)|y|2Pb + Pb|Pb|p−1. (2.37)
Let Ψ˜
(0)
b be given by (2.13), equivalently:
− Ψ˜(0)b = ∆P˜
(0)
b − P˜
(0)
b +
b2
4
|y|2P˜ (0)b + P˜
(0)
b |P˜
(0)
b |p−1. (2.38)
We expand Pb = P˜
(0)
b + σcTb. Let φb be the ut o funtion given by (2.4). We
ompute:
− Ψ˜b = −Ψ˜(0)b + iσ2cµb
∂Tb
∂b
− iσ2c bTb +
1
4
σ2cµb|y|2Tb +
1
4
σcb
2(1− φb)|y|2Tb
+ (P˜
(0)
b + σcTb)|P˜
(0)
b + σcTb|p−1 − (P˜
(0)
b )
p − σcp(P˜ (0)b )p−1Re(Tb)− iσc(P˜
(0)
b )
p−1Im(Tb)
+ σc
[
−(Lb)+Re(Tb) + µb
4
|y|2P˜ (0)b
]
+ iσc
[
−(Lb)−Im(Tb) + µb
∂P˜
(0)
b
∂b
− bP˜ (0)b
]
(2.39)
where we introdued the linearized operators lose to P˜
(0)
b :
(L+)b = −∆+ 1− b
2
4
φb|y|2 − p(P˜ (0)b )p−1, (L−)b = −∆+ 1−
b2
4
φb|y|2 − (P˜ (0)b )p−1.
We thus aim at nding (µb, Tb) so as to anel the O(σc) in the RHS of (2.39):
− (Lb)+Re(Tb) + µb
4
|y|2P˜ (0)b = 0, −(Lb)−Im(Tb) + µb
∂P˜
(0)
b
∂b
− bP˜ (0)b = 0. (2.40)
Reall that in the limit b → 0, (L+)0 = L+ is an ellipti invertible operator
in the radial setor and (L−)0 = L− is denite positive on (Span(Q))
⊥
with
Ker(L−) = Span(Q). The following lemma is a standard onsequene of the Lax-
Milgram theorem and the perturbative theory of uniformly ellipti Shrödinger op-
erators, and its proof is left to the reader:
Lemma 2.7 (Invertibility of (L+)b, (L−)b). Given η > 0 small, there exists b
∗(η) >
0 suh that for all |b| < b∗(η), the operator (L+)b is invertible in the radial setor
with
‖e(1−η)
θ(|b|r)
|b| (L+)
−1
b f‖H2 . Cη‖e
(1−Cη)
θ(|b|r)
|b| f‖L2 . (2.41)
Moreover, (L−)b admits a lowest eigenvalue λb with eigenvetor ξb whih are C1
funtions of b with:
|λb|+
∥∥∥∥e(1−η) θ(|b|r)|b| (ξb −Qp)∥∥∥∥
H1
→ 0 as b→ 0 (2.42)
and ∣∣∣∣∂λb∂b
∣∣∣∣+ ∥∥∥∥e(1−η) θ(|b|r)|b| ∂ξb∂b
∥∥∥∥
L∞
≤ C as b→ 0. (2.43)
Moreover,
∀f ∈ (Span(ξb))⊥, ‖e(1−η)
θ(|b|r)
|b| (L−)
−1
b f‖H2 . Cη‖e
(1−Cη) θ(|b|r)
|b| f‖L2 . (2.44)
From (2.44), the solvability of the seond equation in (2.40) imposes the hoie
of µb: (
µb
∂P˜
(0)
b
∂b
− bP˜ (0)b , ξb
)
= 0 i.e. µb =
(bP˜
(0)
b , ξb)(
∂P˜
(0)
b
∂b
, ξb
) .
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We now observe the ruial non degeneray of µb as b → 0 from (2.8), (2.42) and
(2.11):
µb =
(bP˜
(0)
b , ξb)(
∂P˜
(0)
b
∂b
, ξb
) → |Qp|2L2
2(ρ,Qp)
=
4|Qp|2L2
(1 + σc)|yQp|2L2
as b→ 0, (2.45)
where we used the omputation from (2.11) and L+(ΛQp) = −2Qp:
2(ρ,Qp) = −(L+ρ,ΛQp) = −
( |y|2
4
Qp,
2
p− 1Qp + y · ∇Qp
)
=
1 + σc
4
|yQp|2L2 .
The non degeneray of the denominator as b → 0 and the uniform dierentiability
properties (2.9), (2.43) ensure that µb is a C1 funtion of b with∣∣∣∣∂µb∂b
∣∣∣∣ ≤ C as b→ 0. (2.46)
Hene from (2.41), (2.44) and the uniform bounds (2.8), (2.45), (2.46) we may nd
Tb solution to (2.40) whih is a C1 funtion of b satisfying the uniform bounds (2.27).
step 2 Estimate on the error.
We now turn to the proof of the estimate of the error (2.30) whih amounts esti-
mating the remaining terms in the RHS of (2.39). The nonlinear term is estimated
thanks to the homogeneity estimate:∣∣∣(P˜ (0)b + σcTb)|P˜ (0)b + σcTb|p−1 − (P˜ (0)b )p − σcp(P˜ (0)b )p−1Re(Tb)− iσc(P˜ (0)b )p−1Im(Tb)∣∣∣
.
{
σpc |Tp|p for p < 2,
σpc |Tp|p + σ2c |P˜ (0)b |p−2|Tp|2 for p ≥ 2,
and (2.27) now yields (2.30), (2.31).
step 3 Computation of the invariants.
(2.32) still holds beause Qb is radially symmetri. (2.33), (2.34), (2.35) follow
from (2.15), (2.16), the deomposition Qb = Q˜
(0)
b + σcTbe
−ib |y|
2
4
, and the fat that
Im(Tb) = O(b) by (2.40). To ompute the energy, we use the Pohozaev multiplier
ΛQb on (2.29). We rst integrate by parts to get the general formula:
Re(∆Qb −Qb + ibΛQb +Qb|Qb|p−1,ΛQb) = −2E(Qb) + σc
(
2E(Qb) +
∫
|Qb|2
)
,
and hene from (2.29):
2E(Qb)−Re
(
ΛQb,Ψb + iσcµb
∂Qb
∂b
)
= 2E(Qb)− (Re(Ψb),ΛΣ)− (Im(Ψb),ΛΘ) + σcµb
[(
∂Θ
∂b
,ΛΣ
)
−
(
∂Σ
∂b
,ΛΘ
)]
= σc
(
2E(Qb) +
∫
|Qb|2
)
, (2.47)
where Σ,Θ are dened by Qb = Σ+iΘ. This together with (2.34) and the estimates
on Ψb (2.26) (2.30) (2.31) yields the degeneray (2.36).
This onludes the proof of Proposition 2.6.
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2.2. Setting of the bootstrap. We are now on position to desribe the set of ini-
tial data O leading to the self similar blow up and to set up the bootstrap argument.
Pik a Sobolev exponent
σ ∈
(
σc,min
{
1
2
,
N
N + 2
})
(2.48)
independent of p and lose enough to 0.
Denition 2.8 (Geometrial desription of the set O). Pik a number ν0 > 0 small
enough. Then for p ∈ (pc, p∗(ν0)) with p∗(ν0) lose enough to pc, we let O be the
set of initial data u0 ∈ H1 of form:
u0(x) =
1
λ
2
p−1
0
(Qb0 + ε0)
(
x− x0
λ0
)
eiγ0
for some (λ0, b0, x0, γ0) ∈ R∗+ × R∗+ × RN × R with the following ontrols:
(i) b0 is in the self similar asymptotis (1.11):
Γ
1+ν100
b0
≤ σc ≤ Γ1−ν
10
0
b0
; (2.49)
(ii) Smallness of the saling parameter:
0 < λ0 ≤ Γ100b0 ; (2.50)
(iii) Degeneray of the energy and the momentum:
λ
2(1−σc)
0 |E0|+ λ1−2σc0
∣∣∣∣Im(∫ ∇u0u0)∣∣∣∣ < Γ50b0 ; (2.51)
(iv) H˙1 ∩ H˙σ smallness of the exess of L2 mass:∫
||∇|σε0|2 +
∫
|∇ε0|2 +
∫
|ε0|2e−|y| < Γ1−ν0b0 . (2.52)
Remark 2.9. Hidden in Denition 2.8 is the hoie of the parameter η > 0 entering
in the onstrution of Q
(0)
b in Proposition 2.1. In all what follows, we will need the
fat that given a universal onstant C > 0, we have the ontrol
Γ1−Cηb ≤ Γ
1−ν500
b .
This holds provided η > 0 has been hosen small enough with respet to ν0. We may
for example take
η = ν1000 .
Now, pushing η → 0 requires pushing b → 0 or equivalently p → pc from (2.49).
This is how the asymptotis (1.12) follows.
Remark 2.10. Observe that the set O is a non empty open set in H1. Indeed, pik
a small parameter ν0 and p lose enough to pc. Pik b0 > 0 suh that (2.49) holds,
and pik then λ0 > 0 suh that (2.50) holds. Let f(y) be smooth, real, radial and
ompatly supported in the ball |y| ≤ 1 and suh that (f,Q) = 1, and let ε0 = µ0f
with µ0 to be hosen. From
d
dµ0
E(Qb0 + µ0f)|µ0=0 = −(f,Q)(1 + o(1)) = −1 + o(1) as b0 → 0,
and the degeneray of the Hamiltonian (2.36), we may nd µ0 = O(Γ
1−2ν0
b0
) suh
that |E(Qb0 + ε0)| . Γ100b0 so that (2.51) holds. (2.52) now follows from the size of
µ0.
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Let now u0 ∈ O and u(t) be the orresponding solution to (1.1) with maximum
life time interval [0, T ), 0 < T ≤ +∞. Using the regularity u ∈ C([0, T ),H1) and
standard modulation theory, we an nd a small interval [0, T ∗) suh that for all
t ∈ [0, T ∗), u(t) admits a unique geometrial deomposition
u(t, x) =
1
λ
2
p−1 (t)
(Qb(t) + ε)
(
t,
x− x(t)
λ(t)
)
eiγ(t) (2.53)
where uniqueness follows from the freezing of orthogonality onditions: ∀t ∈ [0, T ∗],(
ε1(t), |y|2Σ
)
+
(
ε2(t), |y|2Θ
)
= 0, (2.54)
(ε1(t), yΣ) + (ε2(t), yΘ) = 0, (2.55)(
ε2(t),Λ
2Σ
)− (ε1(t),Λ2Θ) = 0, (2.56)
(ε2(t),ΛΣ)− (ε1(t),ΛΘ) = 0, (2.57)
where we have denoted:
ε = ε1 + iε2, Qb = Σ+ iΘ
in terms of real and imaginary parts. See [12℄, [13℄ for related statements. Moreover,
the parameters (λ(t), b(t), x(t), γ(t)) ∈ R∗+ ×R∗+ ×RN ×R are C1 funtions of time
and ε ∈ C([0, T ∗),H1) with a priori bounds: ∀t ∈ [0, T ∗),
Γ
1+ν20
b(t) ≤ σc ≤ Γ
1−ν20
b(t) , (2.58)
0 < λ(t) ≤ Γ10b(t), (2.59)
[λ(t)]2(1−σc)|E0|+ [λ(t)]1−2σc
∣∣∣∣Im(∫ ∇u0u0)∣∣∣∣ < Γ10b(t), (2.60)∫
|∇ε(t)|2 +
∫
|ε(t)|2e−|y| < Γ1−20ν0b(t) , (2.61)∫
||∇|σε(t)|2 ≤ Γ1−50ν0b(t) . (2.62)
Remark 2.11. The strit H˙1 subritiality of the problem implies:
σc =
N
2
− 2
p− 1 <
N
2
− N
p+ 1
.
Hene from Sobolev embedding, the H˙σ ontrol (2.62) together with (2.61) ensures
for σ lose enough to σc:∫
|ε|p+1 . |ε|p+1
H˙
N
2 −
N
p+1
≤
[
Γ1−50ν0b
] p+1
2
. Γ1+z0b (2.63)
for some universal onstant z0 > 0 independent of p for p lose enough to pc.
Our main laim is that the above regime is a trapped regime:
Proposition 2.12 (Bootstrap). There holds: ∀t ∈ [0, T ∗),
Γ
1+ν40
b(t) ≤ σc ≤ Γ
1−ν40
b(t) , (2.64)
0 < λ(t) ≤ Γ20b(t), (2.65)
[λ(t)]2(1−σc)|E0|+ [λ(t)]1−2σc
∣∣∣∣Im(∫ ∇u0u0)∣∣∣∣ < Γ20b(t), (2.66)∫
|∇ε(t)|2 +
∫
|ε(t)|2e−|y| < Γ1−10ν0b(t) , (2.67)
17∫
||∇|σε(t)|2 ≤ Γ1−45ν0b(t) (2.68)
and hene
T ∗ = T.
The next setion is devoted to the derivation of the key dynamial ontrols at
the heart of the proof of the bootstrap Proposition 2.12 whih is proved in setion
4. Theorem 1.2 will be a simple onsequene of Proposition 2.12.
3. Control of the self similar dynamis
In this setion, we exhibit the two Lyapounov type funtionals whih will allow
us to lok the self similar dynamis and prove the bootstrap Proposition 2.12. The
key is the dynamial lok (2.64) of the geometrial parameter b(t) whih ontrols
the selfsimilarity of blow up from the modulation equation
b ∼ −λs
λ
= −λλt.
This orresponds to an upper bound and a lower bound of b. The proof will fol-
low by somehow bifurating from the log-log analysis and by traking the eet
of the leading order σc deformation in the Qb prole. The lower bound on b is
a onsequene of the loal virial estimate type of ontrol rst derived in [13℄, see
Proposition 3.3, the upper bound follows from the sharp log-log analysis derived in
[15℄ and uses very strongly the L2 onservation law, see Proposition 3.7. Remember
also that we have no a priori orbital stability bound on neither b or ε, and indeed
the upper pointwise ontrol (2.67) on ε requires both monotoniity properties, see
step 1 of the proof of Proposition 2.12 in setion 4.1.
3.1. Preliminary estimates on the deomposition. Let us reall the geomet-
rial deomposition (2.53):
u(t, x) =
1
λ
2
p−1 (t)
(Qb(t) + ε)
(
t,
x− x(t)
λ(t)
)
eiγ(t)
and derive the modulation equations on the geometrial parameters and preliminary
estimates inherited from the onservation laws. We let the resaled time
s(t) =
∫ t
0
dτ
λ2(τ)
, s∗ = s(T ∗) ∈ (0,+∞],
and ompute the equation of ε in terms of real and imaginary parts on [0, s∗):
(bs − σcµb)∂Σ
∂b
+ ∂sε1 −M−(ε) + bΛε1 =
(
λs
λ
+ b
)
ΛΣ + γ˜sΘ+
xs
λ
· ∇Σ
+
(
λs
λ
+ b
)
Λε1 + γ˜sε2 +
xs
λ
· ∇ε1
+ Im(Ψb)−R2(ε) (3.1)
(bs − σcµb)∂Θ
∂b
+ ∂sε2 +M+(ε) + bΛε2 =
(
λs
λ
+ b
)
ΛΘ− γ˜sΣ+ xs
λ
· ∇Θ
+
(
λs
λ
+ b
)
Λε2 − γ˜sε1 + xs
λ
· ∇ε2
− Re(Ψb) +R1(ε), (3.2)
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with γ˜(s) = −s+γ(s) and Ψb given by (2.29). Here we also denotedM = (M+,M−)
the linear operator lose to Qb, expliitly:
M+(ε) = −∆ε1 + ε1 −
(
1 + (p− 1) Σ
2
|Qb|2
)
|Qb|p−1ε1 − (p− 1)ΣΘ|Qb|p−3ε2,
M−(ε) = −∆ε2 + ε2 −
(
1 + (p− 1) Θ
2
|Qb|2
)
|Qb|p−1ε2 − (p− 1)ΣΘ|Qb|p−3ε1.
The non linear interation terms are expliitly:
R1(ε) = (ε1 +Σ)|ε+Qb|p−1 − Σ|Qb|p−1 (3.3)
−
(
1 + (p − 1) Σ
2
|Qb|2
)
|Qb|p−1ε1 − (p− 1)ΣΘ|Qb|p−3ε2,
R2(ε) = (ε2 +Θ)|ε+Qb|p−1 −Θ|Qb|p−1 (3.4)
−
(
1 + (p − 1) Θ
2
|Qb|2
)
|Qb|p−1ε2 − (p− 1)ΣΘ|Qb|p−3ε1.
We now laim the following preliminary estimates on the deomposition:
Lemma 3.1. There holds for some universal onstants C > 0, δ(p)→ 0 as p→ pc
and for all s ∈ [0, s∗):
(i)Estimates indued by the onservation of energy and momentum:
|2(ε1,Σ) + 2(ε2,Θ)| ≤ C
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
+ Γ1−11ν0b (3.5)
|(ε2,∇Σ)| ≤ δ(p)
(∫
|∇ε|2 +
∫
|ε|2e−|y|
) 1
2
+ Γ1−50ν0b . (3.6)
(ii) Estimates on the modulation parameters:∣∣∣∣λsλ + b
∣∣∣∣+ |bs| ≤ C (∫ |∇ε|2 + ∫ |ε|2e−|y|)+ Γ1−11ν0b , (3.7)
∣∣∣∣γ˜s − 1|DQ|22 (ε1, L+D2Q)
∣∣∣∣+ ∣∣∣xsλ ∣∣∣ ≤ δ(p)
(∫
|∇ε|2e−2(1−η) θ(b|y|)b +
∫
|ε|2e−|y|
) 1
2
+ C
∫
|∇ε|2 + Γ1−11ν0b . (3.8)
Proof of Lemma 3.1
It relies as in [15℄ on the expansion of the onservation laws, the hoie of orthog-
onality onditions for ε and the bootstrapped ontrols (2.58), (2.59), (2.60), (2.61),
(2.62).
step1 Expansion of the onservation laws.
(3.5) and (3.6) follow from the expansion of the momentum and the energy using
the deomposition (2.53) and the estimates of Proposition 2.6.
For the momentum:
2Im(ε,∇Qb) = Im
∫
∇εε− λ1−2σcIm
(∫
∇u0u0
)
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from whih using (2.60):
|(ε2,∇Q)| ≤ δ(p)
(∫
|∇ε|2 +
∫
|ε|2e−|y|
) 1
2
+ C|ε|2
H˙
1
2
+ Γ10b
≤ δ(p)
(∫
|∇ε|2 +
∫
|ε|2e−|y|
) 1
2
+ Γ1−50ν0b
where we interpolated H˙
1
2
between H˙σ and H˙1 and used (2.61), (2.62).
For the energy:
2
(
ε1,Σ + bΛΘ −Re(Ψb) + σcµb∂Θ
∂b
)
+ 2
(
ε2,Θ − bΛΣ− Im(Ψb)− σcµb∂Σ
∂b
)
= −2λ2(1−σc)E0 + 2E(Qb) + (M+(ε), ε1) + (M−(ε), ε2)−
∫
|ε|2
− 2
p+ 1
∫
F (ε) (3.9)
where F (ε) is the formally ubi part of the potential energy:
F (ε) = |Qb + ε|p+1 − |Qb|p+1 − (p+ 1)Re(ε,Qb|Qb|p−1)
− (p+ 1)
(
1 + (p− 1) Σ
2
|Qb|2
)
|Qb|p−1ε21 − (p + 1)
(
1 + (p− 1) Θ
2
|Qb|2
)
|Qb|p−1ε22
− 2(p + 1)(p − 1)ΣΘ|Qb|p−3ε2ε1. (3.10)
We then use standard homogeneous estimates and Sobolev embeddings like in [12℄,
[13℄ to estimate the nonlinear term F (ε). Indeed, hoose µ suh that 0 < µ <
min(1, p − 1), then by homogeneity:
|F (ε)| . |ε|p+1 + |Qb|p−1−µ|ε|2+µ,
and thus from Holder with
1
2+µ =
α
2 +
1−α
p+1 and the bootstrap ontrols (2.61), (2.63):∫
|F (ε)| .
∫
|ε|p+1 +
∣∣∣εe−C|y|∣∣∣α(2+µ)
L2
|ε|(1−α)(2+µ)
Lp+1
. Γ1+z0b +
(
Γ1−20ν0b
)2+µ
. Γ1+z0b (3.11)
for some z0 > 0 independent of p. Injeting this into (3.9) together with the de-
generay estimate (2.36), the bootstrap bound (2.58), (2.59) and the orthogonality
ondition (2.57) yields (3.5).
Remark 3.2. Note that the algebrai formula (3.9) does not use the orthogonality
onditions on ε.
step 2 Computation of the modulation parameters.
The estimates (3.7), (3.8) are obtained by omputing the geometrial parameters
from the hoie of orthogonality onditions (2.54), (2.55), (2.56), (2.57) and by
relying on the estimates indued by the onservation of energy and momentum
(3.5) (3.6). The omputation is the same like the one performed in [15℄ up to
O(σc) = O(p − pc) terms whih are brutally estimated in absolute value using the
bootstrap bound (2.58). The detail of this is left to the reader.
This onludes the proof of Lemma 3.1.
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3.2. Loal virial identity. We now proeed through the derivation of the loal
virial ontrol. The orresponding monotoniity property was rst disovered in [12℄
and will yield a strit lower bound on b.
Proposition 3.3 (Loal virial identity). There holds for some universal onstant
c1 > 0 the lower bound:
∀s ∈ [0, s∗), bs ≥ c1
(
σc +
∫
|∇ε|2 +
∫
|ε|2e−|y| − Γ1−ν60b
)
. (3.12)
Remark 3.4. The super ritial eet relies in the presene of the term σc in the
RHS of (3.12). The positive sign is ruial and strutural and is the reason why we
had to push the onstrution of Qb to an order σ
2
c .
Proof of Proposition 3.3
step1 Algebrai derivation of the bs law.
The rst step is a areful derivation of the modulation equations for b. For fur-
ther use, we shall exhibit rst a general formula whih does not rely on the spei
hoie of orthogonality onditions in ε. One the formula is derived, the use of the
orthogonality onditions and suitable oerivity properties inherited from the Spe-
tral Property stated in the introdution will yield the laim.
Take the inner produt of (3.1) with (−ΛΘ) and (3.2) with ΛΣ and sum the
obtained identities using (1.23) to get:
bs
((
∂Θ
∂b
,ΛΣ
)
−
(
∂Σ
∂b
,ΛΘ
)
−
(
ε2,Λ
∂Σ
∂b
)
+
(
ε1,Λ
∂Θ
∂b
))
+ {(ε2,ΛΣ)− (ε1,ΛΘ)}s =
− (M+(ε) + bΛε2,ΛΣ)− (M−(ε)− bΛε1,ΛΘ)− γ˜s {(ε1,ΛΣ) + (ε2,ΛΘ)} (3.13)
−
(
λs
λ
+ b
){
(ε2,Λ
2Σ+ 2σcΛΣ)− (ε1,Λ2Θ+ 2σcΛΘ)
}− xs
λ
· {(ε2,∇ΛΣ)− (ε1,∇ΛΘ)}
− Re
(
ΛQb,Ψb + iσcµb
∂Qb
∂b
)
+ σcγ˜s|Qb|2L2 + (R1(ε),ΛΣ) + (R2(ε),ΛΘ).
We ompute the linear term in ε in (3.13). For this, onsider the Qb equation (2.29),
ompute the equation satised by µ
2
p−1Q(µy) and dierentiate the obtained identity
with respet to µ at µ = 1. This yields:
M+(ΛQb) + bΛ
2Θ = −2
[
Σ+ bΛΘ−Re(Ψb) + σcµb∂Θ
∂b
]
+Re(ΛΨb)− σcµbΛ∂Θ
∂b
,
M−(ΛQb)− bΛ2Σ = −2
[
Θ− bΛΣ− Im(Ψb)− σcµb ∂Σ
∂b
]
+ Im(ΛΨb) + σcµbΛ
∂Σ
∂b
.
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Integrating by parts and using the onservation of the energy (3.9), we obtain the
following identity:
−(M+(ε) + bΛε2,ΛΣ)− (M−(ε) − bΛε1,ΛΘ)
= −(ε1,M+(ΛQb) + bΛ2Θ+ 2bσcΛΘ)− (ε2,M−(ΛQb)− bΛ2Σ− 2bσcΣ)
=
(
ε1, 2
[
Σ+ bΛΘ−Re(Ψb) + σcµb∂Θ
∂b
]
−Re(ΛΨb) + σcµbΛ∂Θ
∂b
− 2bσcΛΘ
)
+
(
ε2, 2
[
Θ− bΛΣ− Im(Ψb)− σcµb∂Σ
∂b
]
− Im(ΛΨb)− σcµbΛ∂Σ
∂b
+ 2bσcΛΣ
)
= 2bσc [−(ε1,ΛΘ) + (ε2,ΛΣ)]− (ε1, Re(ΛΨb))− (ε2, Im(ΛΨb))
+ σcµb
[(
ε1,Λ
∂Θ
∂b
)
−
(
ε2,Λ
∂Σ
∂b
)]
− 2λ2(1−σc)E0 + 2E(Qb)
+ (M+(ε), ε1) + (M−(ε), ε2)−
∫
|ε|2 − 2
p+ 1
∫
F (ε)
= δ(p)σc − (ε1, Re(ΛΨb))− (ε2, Im(ΛΨb))− 2λ2(1−σc)E0 + 2E(Qb)
+ (M+(ε), ε1) + (M−(ε), ε2)−
∫
|ε|2 − 2
p+ 1
∫
F (ε)
where we reall that δ(p) denotes a generi onstant δ(p) → 0 as p → pc. We now
injet this into (3.13). A key here is to use the Pohozaev identity (2.47):
2E(Qb)−Re
(
ΛQb,Ψb + iσcµb
∂Qb
∂b
)
= σc
(
2E(Qb) +
∫
|Qb|2
)
to generate a nonnegative term in the RHS of (3.13):
bs
((
∂Θ
∂b
,ΛΣ
)
−
(
∂Σ
∂b
,ΛΘ
)
−
(
ε2,Λ
∂Σ
∂b
)
+
(
ε1,Λ
∂Θ
∂b
))
+ {(ε2,ΛΣ)− (ε1,ΛΘ)}s =
δ(p)σc + σc(2E(Qb) + |Qb|2L2 + γ˜s|Qb|2L2)− 2λ2(1−σc)E0
− (ε1, Re(ΛΨb))− (ε2, Im(ΛΨb)) (3.14)
+ (M+(ε), ε1) + (M−(ε), ε2)−
∫
|ε|2 + (R1(ε),ΛΣ) + (R2(ε),ΛΘ) (3.15)
− γ˜s {(ε1,ΛΣ) + (ε2,ΛΘ)} − xs
λ
· {(ε2,∇ΛΣ)− (ε1,∇ΛΘ)}
−
(
λs
λ
+ b
){
(ε2,Λ
2Σ+ 2σcΛΣ)− (ε1,Λ2Θ+ 2σcΛΘ)
}− 2
p+ 1
∫
F (ε).
It remains to extrat the formally ubi term in ε in the RHS (3.14). We let:
G1(ε) = R1(ε) − p− 1
2
|Qb|p−5(pΣ3 + 3ΣΘ2)ε21 −
p− 1
2
|Qb|p−5(Σ3 + (p− 2)ΣΘ2)ε22
− (p− 1)|Qb|p−5(Θ3 + (p− 2)Σ2Θ)ε1ε2, (3.16)
G2(ε) = R2(ε) − p− 1
2
|Qb|p−5(Θ3 + (p− 2)ΘΣ2)ε21 −
p− 1
2
|Qb|p−5(pΘ3 + 3ΘΣ2)ε22
− (p− 1)|Qb|p−5(Σ3 + (p− 2)Θ2Σ)ε1ε2, (3.17)
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and eventually arrive at the following algebrai virial identity:
bs
((
∂Θ
∂b
,ΛΣ
)
−
(
∂Σ
∂b
,ΛΘ
)
−
(
ε2,Λ
∂Σ
∂b
)
+
(
ε1,Λ
∂Θ
∂b
))
+ {(ε2,ΛΣ)− (ε1,ΛΘ)}s =
δ(p)σc + σc(2E(Qb) + |Qb|2L2 + γ˜s|Qb|2L2)− 2λ2(1−σc)E0
− (ε1, Re(ΛΨb))− (ε2, Im(ΛΨb)) +Hp(ε, ε) − γ˜s {(ε1,ΛΣ) + (ε2,ΛΘ)} (3.18)
− xs
λ
· {(ε2,∇ΛΣ)− (ε1,∇ΛΘ)} +E(ε, ε) + (G1(ε),ΛΣ) + (G2(ε),ΛΘ)
−
(
λs
λ
+ b
){
(ε2,Λ
2Σ+ 2σcΛΣ)− (ε1,Λ2Θ+ 2σcΛΘ)
}− 2
p+ 1
∫
F (ε),
where the virial quadrati form Hp an be expressed in the form:
Hp(ε, ε) =
∫
|∇ε|2 + p(p− 1)
2
∫
y · ∇QpQp−2p ε21 (3.19)
+
(p − 1)
2
∫
y · ∇QpQp−2p ε22
and the error E(ε, ε) simply omes from the error made by replaing Qb by Q in
the potential terms and is easily estimated thanks to Proposition 2.6 by:
|E(ε, ε)| ≤ δ(p)
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
(3.20)
with δ(p)→ 0 as p→ pc.
step 2 Estimates of nonlinear terms and oerivity of the quadrati form.
Observe from the onstrution of Qb that(
∂Θ
∂b
,ΛΣ
)
−
(
∂Σ
∂b
,ΛΘ
)
= −Im
(
ΛQb,
∂Qb
∂b
)
= −Im
(
ΛPb − ib |y|
2
2
Pb,
∂Pb
∂b
− i |y|
2
4
Pb
)
=
|yQpc|2L2
4
+O(|b|+ σc).(3.21)
We then injet the orthogonality onditions (2.54), (2.55), (2.56), (2.57) and (3.21)
into (3.18) to derive the algebrai identity:
|yQpc |2L2
4
(1 + δ(p))bs (3.22)
= δ(p)σc + σc(2E(Qb) + |Qb|2L2 + γ˜s|Qb|2L2)− 2λ2(1−σc)E0 − (ε1, Re(ΛΨb))− (ε2, Im(ΛΨb))
+ Hp(ε, ε) − γ˜s {(ε1,ΛΣ) + (ε2,ΛΘ)} − xs
λ
· {(ε2,∇ΛΣ)− (ε1,∇ΛΘ)}
+ E(ε, ε) + (G1(ε),ΛΣ) + (G2(ε),ΛΘ)− 2
p+ 1
∫
F (ε)
with δ(p) → 0 as p → pc. Let us now estimate all the terms in the RHS of (3.22).
First observe from (2.34), (2.36) and the smallness of ε the non degeneray:
δ(p)σc + σc(2E(Qb) + |Qb|2L2 + γ˜s|Qb|2L2) ≥
σc|Qpc |2L2
2
. (3.23)
The nonlinear terms are estimated as in [13℄, [15℄ using homogeneity estimates,
Sobolev embeddings and the bootstrap bounds (2.61), (2.63) as for the proof of
23
(3.11): ∣∣∣∣E(ε, ε) + (G1(ε),ΛΣ) + (G2(ε),ΛΘ) − 2p+ 1
∫
F (ε)
∣∣∣∣
≤ δ(p)
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
+ Γ1+z0b .
We now fous on the quadrati terms in (3.22). We injet the estimates of the
geometrial parameters (3.7), (3.8). Using the simple bound∣∣∣ec|y| [|Qp −Qpc |+ |∇Qp −∇Qpc|]∣∣∣
L∞
→ 0 as p→ pc,
we may view the obtained quadrati form together with Hp as a perturbation of the
one obtained in the L2 ritial ase:
Hp(ε, ε) − γ˜s {(ε1,ΛΣ) + (ε2,ΛΘ)} − xs
λ
· {(ε2,∇ΛΣ)− (ε1,∇ΛΘ)}
= H˜(ε, ε) +E1(ε, ε)
with
H˜(ε, ε) =
∫
|∇ε|2 + 2
N
(
1 +
4
N
)∫
Q
4
N
−1
pc y · ∇Qpcε21 +
2
N
∫
Q
4
N
−1
pc y · ∇Qpcε21
− 1|DQpc |2L2
(ε1, L+D
2Qpc)(ε1,DQpc),
|E1(ε, ε)| ≤ δ(p)
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
+ Γ2−30ν0b .
We now reall from [14℄ the following oerivity property whih is a onsequene of
the spetral property stated in the introdution: ∀ε = ε1 + iε2 ∈ H1,
H˜(ε, ε) ≥ c0
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
− {(ε1, Qpc)2 + (ε1, |y|2Qpc)2 + (ε1, yQpc)2 + (ε2,DQpc)2 + (ε2,D2Qpc)2 + (ε2,∇Qpc)2}
for some universal onstant c0 > 0, and hene our hoie of orthogonality onditions,
(1.22) and the degeneray estimates (3.5), (3.6) ensure:
H˜(ε, ε) ≥ c0
2
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
− Γ
3
2
b (3.24)
for ν0 = ν0(p) > 0 small enough. We now injet (3.21), the orthogonality ondition
(2.57), the nondegeneray estimate (3.23), the estimates on nonlinear terms (3.24)
and the oerivity property (3.24) into (3.22) to derive
bs ≥ c0
4
(
σc +
∫
|∇ε|2 +
∫
|ε|2e−|y|
)
− Γ1−ν70b
− |(ε1, Re(ΛΨb)) + (ε2, Im(ΛΨb))|.
A rude bound for the remaining linear term is derived from (2.26) (2.30) (2.31):
|(ε1, Re(ΛΨb)+(ε2, Im(ΛΨb)| ≤ Γ1−Cηb +
c0
10
(
σc +
∫
|∇ε|2 +
∫
|ε|2e−|y|
)
, (3.25)
and (3.12) follows for η < η(ν0) hosen small enough.
This onludes the proof of Proposition 3.3.
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3.3. Rened loal virial identity and introdution of the radiation. We
now proeed through a renement of the loal virial estimate (3.12) and adapt the
analysis in [15℄.
We start with introduing a loalized version of the radiation ζb introdued in
Lemma 2.3 due to the non-L2 slowly deaying tail (2.22). Let a radial ut o
funtion χA(r) = χ
(
r
A
)
with χ(r) = 1 for 0 ≤ r ≤ 1 and χ(r) = 0 for r ≥ 2 with
the hoie:
A = A(t) = e
2a
θ(2)
b(t)
so that Γ
− a
2
b ≤ A ≤ Γ
− 3a
2
b , (3.26)
for some parameter a > 0 small enough to be hosen later and whih depends on η.
Let
ζˆb = χAζb = ζˆ1 + iζˆ2.
ζˆb still satises size estimates of Lemma 2.3 and is moreover in H
1
with estimate:
|(1 + |y|)10(|ζˆb|+ |∇ζˆb|)|2L2 +
∣∣∣∣∣(1 + |y|)10
(∣∣∣∣∣∂ζˆb∂b
∣∣∣∣∣+
∣∣∣∣∣∇∂ζˆb∂b
∣∣∣∣∣
)∣∣∣∣∣
2
L2
≤ Γ1−Cηb . (3.27)
From (2.18), the equation satised by ζˆb is now:
∆ζˆb − ζˆb + ibDζˆb = Ψ(0)b + F
with
F = (∆χA)ζb + 2∇χA · ∇ζb + iby · ∇χAζb. (3.28)
We then onsider the new prole and dispersion:
Qˆb = Qb + ζˆb, εˆ = ε− ζˆb
and laim the following rened loal virial estimate for εˆ:
Lemma 3.5 (Rened virial estimate for εˆ). There holds for some universal onstant
c2 > 0:
{f1(s)}s ≥ c2
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| + Γb
)
− 1
c2
(
σc +
∫ 2A
A
|ε|2
)
, (3.29)
with
f1(s) = −1
2
Im
(∫
y∇QˆbQˆb
)
− Im
(
ζˆb,ΛQˆb
)
+ (ε2,Λζˆ1)− (ε1,Λζˆ2). (3.30)
Proof of Lemma 3.5
The proof is parallel to the one of the loal virial estimate (3.12) up to the es-
timate of the remaining leading order liner term (3.25) for whih will use a sharp
ux omputation based on (2.22).
step 1 Estimate on Ψˆb
Let
Ψˆb = −iσcµb∂Qˆb
∂b
−∆Qˆb + Qˆb − ibΛQˆb − Qˆb|Qˆb|p−1 = Ψˆ(2)b − F (3.31)
with expliitly:
Ψˆ
(2)
b = −iσcµb
∂ζˆb
∂b
+ ibσcζˆb +Ψ
(1)
b −
[
(Qb + ζˆb)|Qb + ζˆb|p−1 −Qb|Qb|p−1
]
,
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where Ψ
(1)
b is given by (2.29). Observe from (2.30), (2.31), (3.27) and the degeneray
on ompat sets (2.24) that:
|(1 + |y|)10(|Ψˆ(2)b |+ |∇Ψˆ(2)b |)|2L2 ≤ Γ1+cb + Cσ2c (3.32)
for some universal onstants c, C > 0.
step 2 Rerunning the loal virial estimate bound.
We now turn to the proof of (3.29) and propose a small short ut with respet to
the analysis in [15℄. Let us indeed rerun exatly step 1 of the proof of Proposition
3.3 with the new prole Qˆb and variable εˆ. Reall indeed that the whole algebra is
ompletely intrinsi to the equation of the prole and relies only on the denition
of respetively (2.29), (3.31). Moreover, the algebrai formula (3.18) does not rely
on the hoie of orthogonality onditions for ε whih no longer hold for εˆ, and
hene:
bs
((
∂Θˆ
∂b
,ΛΣˆ
)
−
(
∂Σˆ
∂b
,ΛΘˆ
)
−
(
εˆ2,Λ
∂Σˆ
∂b
)
+
(
ε1,Λ
∂Θˆ
∂b
))
+
{
(εˆ2,ΛΣˆ)− (εˆ1,ΛΘˆ)
}
s
=
δ(p)σc + σc(2E(Qˆb) + |Qˆb|2L2 + γ˜s|Qˆb|2L2)− 2λ2(1−σc)E0
− (εˆ1, Re(ΛΨˆb))− (εˆ2, Im(ΛΨˆb)) +Hp(εˆ, εˆ)− γ˜s
{
(εˆ1,ΛΣˆ) + (εˆ2,ΛΘˆ)
}
(3.33)
− xs
λ
·
{
(εˆ2,∇ΛΣˆ)− (εˆ1,∇ΛΘˆ)
}
+ E(εˆ, εˆ) + (G1(εˆ),ΛΣˆ) + (G2(εˆ),ΛΘˆ)
−
(
λs
λ
+ b
){
(εˆ2,Λ
2Σˆ + 2σcΛΣˆ)− (εˆ1,Λ2Θˆ + 2σcΛΘˆ)
}
− 2
p+ 1
∫
F (εˆ).
We rst observe after an integration by parts that:(
∂Θˆ
∂b
,ΛΣˆ
)
−
(
∂Σˆ
∂b
,ΛΘˆ
)
= −1
2
d
db
Im
(∫
y · ∇QˆbQˆb
)
−σc
[(
∂Θˆ
∂b
, Σˆ
)
−
(
∂Σˆ
∂b
, Θˆ
)]
.
Using the orthogonality relation (2.57), we ompute:
−1
2
Im
(∫
y · ∇QˆbQˆb
)
+ (εˆ2,ΛΣˆ)− (εˆ1,ΛΘˆ)
= −1
2
Im
(∫
y · ∇QˆbQˆb
)
− 2Im
(
ζˆb,ΛQˆb
)
+ (ε2,Λζˆ1)− (ε1,Λζˆ2)
= f1.
Next, all the terms in (3.33) are treated like for the proof of (3.12) exept the linear
term involving Ψˆb. Arguing as in [15℄ and using in partiular the degeneray of
ζb on ompat sets (2.24) to treat the salar produts terms in εˆ, we arrive at the
following preliminary estimate:
{f1}s ≥ c0
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y|
)
− Cλ2(1−σc)E0 − Cσc − Γ1+z0b
− (εˆ1, Re(ΛΨˆb))− (εˆ2, Im(ΛΨˆb)) (3.34)
for some universal onstants C, z0 > 0 and with f1 given by (3.30). It remains to
estimate the leading order linear term. We rst estimate from (3.31), (3.32):
− (εˆ1, Re(ΛΨˆb))− (εˆ2, Im(ΛΨˆb)) ≥ (εˆ1, Re(DF ) + (εˆ2, Im(DF )) (3.35)
− c0
10
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y|
)
− Γ1+c0b − Cσc
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To estimate the remaining linear term, we proeed as in [15℄ and split εˆ = ε− ζˆb:
(εˆ1, Re(DF ))+(εˆ2, Im(DF )) = (ε1, Re(DF ))+(ε2, Im(DF ))−(ζˆ1, Re(DF ))−(ζˆ2, Im(DF )).
The last term is the ux term for whih the following lower bound an be derived
from (2.22):
− (ζˆ1, Re(DF )) − (ζˆ2, Im(DF )) ≥ c0Γb. (3.36)
The other term is estimated from Cauhy Shwarz and a sharp estimate on F from
(3.28) and (2.22), (2.23):
|(ε1, Re(DF )) + (ε2, Im(DF ))| .
(∫ 2A
A
|ε|2
)1
2
(∫ 2A
A
|F |2
) 1
2
.
c0
10
Γb +
10
c0
∫ 2A
A
|ε|2. (3.37)
We refer to [15℄, step 4 of the proof of Lemma 6, for a detailed proof of (3.36),
(3.37). Injeting (3.36), (3.37) into (3.35) and (3.34) now yields (3.29).
This onludes the proof of Lemma 3.5.
3.4. Computation of the L2 ux. We now turn to the omputation of L2 uxes
whih are the key to get upper bounds on the far away loalized L2 term whih
appears in the RHS of (3.29). The obtained identity displays new features with
respet to the analysis in [15℄ whih reet the L2 super ritial nature of the
problem. We introdue a radial non negative ut o funtion φ(r) suh that φ(r) = 0
for r ≤ 12 , φ(r) = 1 for r ≥ 3, 14 ≤ φ′(r) ≤ 12 pour 1 ≤ r ≤ 2, φ′(r) ≥ 0. We then let
φA(s, r) = φ
(
r
A(s)
)
,
with A(s) given by (3.26).
Lemma 3.6 (L2 uxes). There holds for some universal onstant c3, z0 > 0 and
s ≥ 0:
1
λ2σc
{
λ2σc
∫
φA|ε|2
}
s
≥ c3b
∫ 2A
A
|ε|2 − Γ1+z0b − Γ
a
2
b
∫
|∇ε|2. (3.38)
Proof of Lemma 3.6
Take a smooth ut o funtion χ(t, x). We integrate by parts on (1.1) to ompute
the ux of L2 norm:
1
2
{∫
χ(t, x)|u(t, x)|2dx
}
t
=
1
2
∫
∂tχ(t, x)|u(t, x)|2dx+ Im (∇χ · ∇uu) .
We apply this with χ(t, x) = φA(
x−x(t)
λ(t) ) and injet the deomposition (2.53). Reall
by onstrution that Qb(y) = σcTb(y) for |y| ≥ 2b whih is uniformly exponentially
dereasing and hene using (2.58), its ontribution near A generates terms whih
are negligible with respet to the leading order Γb. We get after a bit of algebra
using also the bootstrap estimates:
1
2λ2σc
{
λ2σc
∫
φA|ε|2
}
s
≥ b
2
∫
y · ∇φA|ε|2 + 1
2
∫
∂φA
∂s
|ε|2 + Im
(∫
∇φA · ∇εε
)
− 1
2
(
λs
λ
+ b
)∫
y · ∇φA|ε|2 − 1
2
xs
λ
·
∫
∇φA|ε|2 − Γ1+z0b (3.39)
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for some universal onstant z0 > 0. From the hoie of φ:
10
∫
φ′
( y
A
)
|ε|2 ≥ 1
A
∫
y ·∇φ
( y
A
)
|ε|2 ≥ 1
10
∫
φ′
( y
A
)
|ε|2 ≥ 1
40
∫ 2A
A
|ε|2, (3.40)
and also from the hoie of A and the ontrol of the geometrial parameters:∣∣∣∣(λsλ + b
)∫
y · ∇φA|ε|2
∣∣∣∣+ ∣∣∣∣xsλ ·
∫
∇φA|ε|2
∣∣∣∣+ ∣∣∣∣∫ ∂φA∂s |ε|2
∣∣∣∣ . b1000
∫
φ′
( y
A
)
|ε|2.
(3.41)
Moreover: ∣∣∣∣Im(∫ ∇φA · ∇εε)∣∣∣∣ = ∣∣∣∣Im(∫ 1A∇φ( yA) · ∇εε
)∣∣∣∣
≤ 1
A
(∫
|∇ε|2
) 1
2
(∫
φ′
( y
A
)
|ε|2
) 1
2
≤ 40
bA2
∫
|∇ε|2 + b
40
∫
φ′
( y
A
)
|ε|2
≤ b
40
∫
φ′
( y
A
)
|ε|2 + Γ
a
2
b
∫
|∇ε|2. (3.42)
Injeting (3.40), (3.41) and (3.42) into (3.39) yields (3.38) and onludes the proof
of Lemma 3.6.
3.5. L2 onservation law and seond monotoniity formula. We now ouple
the estimates (3.29) and (3.38) together with the L2 onservation law to derive
a new monotoniity formula whih ompletes the dynamial information given by
(3.12).
Proposition 3.7 (Seond monotoniity formula). There holds for some universal
onstant c4 > 0:
− {J }s ≥ c4b
(
Γb +
∫
|∇εˆ|2 +
∫
|εˆ|2e−|y|
)
− b
c4
σc, (3.43)
with
J (s) =
(∫
|Qb|2 −
∫
Q2p
)
+ 2(ε1,Σ) + 2(ε2,Θ) +
∫
(1− φA)|ε|2 (3.44)
− c3c2
(
bf˜1(b)−
∫ b
0
f˜1(v)dv + b{(ε2,Λζˆ1)− (ε1,Λζˆ2)}
)
,
where c3, c2 are the universal small onstants involved in (3.29), (3.38), and:
f˜1(b) =
1
2
Im
(∫
y∇QˆbQˆb
)
+ (Θ,ΛΣˆ)− (Σ,ΛΘˆ). (3.45)
Proof of Proposition 3.7
step 1 Coupling (3.29) and (3.38).
Let us multiply (3.29) by bc2:
bc22
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| + Γb
)
≤ b{c2f1}s + b
∫ 2A
A
|ε|2 + bσc. (3.46)
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We then integrate by parts in time using (3.30):
b{c2f1}s = c2
{
bf˜1(b)−
∫ b
0
f˜1(v)dv + b(ε2,Λζˆ1)− b(ε1,Λζˆ2)
}
s
− c2bs
{
(ε2,Λζˆ1)− (ε1,Λζˆ2)
}
and estimate from (3.7) and (3.27):∣∣∣c2bs {(ε2,Λζˆ1)− (ε1,Λζˆ2)}∣∣∣
≤
∣∣∣c2bs {(εˆ2,Λζˆ1)− (εˆ1,Λζˆ2)}∣∣∣+ ∣∣∣c2bs {(ζˆ1,Λζˆ2)− (ζˆ2,Λζˆ1)}∣∣∣
≤ Γ1+z0b +
bc22
10
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| + Γb
)
. (3.47)
Injeting this into (3.46) yields:
bc22
2
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| + Γb
)
≤ c2
{
bf˜1(b)−
∫ b
0
f˜1(v)dv + b(ε2,Λζˆ1)− b(ε1,Λζˆ2)
}
s
+ b
∫ 2A
A
|ε|2 + bσc.
We now injet the ontrol of L2 uxes (3.38) and obtain for a > Cη:
bc3c
2
2
4
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| + Γb
)
≤ c3c2
{
bf˜1(b)−
∫ b
0
f˜1(v)dv + b(ε2,Λζˆ2)− b(ε1,Λζˆ1)
}
s
+
1
λ2σc
{
λ2σc
∫
φA|ε|2
}
s
+ bc3σc. (3.48)
step 2 Injetion of the L2 onservation law.
We now rewrite the L2 onservation law as follows:∫
|u0|2 = λ2σc
(∫
|Qb|2 + 2Re(ε,Qb) +
∫
|ε|2
)
,
whih yields:
1
λ2σc
{
λ2σc
∫
φA|ε|2
}
s
= − 1
λ2σc
{
λ2σc
[∫
(1− φA)|ε|2 + 2Re(ε,Qb) +
∫
|Qb|2
]}
s
= −
{∫
(1− φA)|ε|2 + 2Re(ε,Qb) +
∫
|Qb|2
}
s
−2σcλs
λ
[∫
(1− φA)|ε|2 + 2Re(ε,Qb) +
∫
|Qb|2
]
.
Now the Hardy type bound∫
(1− φA)|ε|2 ≤ CA3
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
(3.49)
together with the hoie of A (3.26), the bootstrap bound (2.61) and the ontrol
(3.7) yield the rough bound:∣∣∣∣σcλsλ
[∫
(1− φA)|ε|2 + 2Re(ε,Qb) +
∫
|Qb|2
]∣∣∣∣ . Cbσc.
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We may thus rewrite (3.48) as:
bc3c
2
2
4
(∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| + Γb
)
≤ Cbσc
+
{
−
(∫
|Qb|2 −
∫
Q2p
)
− 2Re(ε,Qb)−
∫
(1− φA)|ε|2
+ c3c2
[
bf˜1(b)−
∫ b
0
f˜1(v)dv + b(ε2,Λζˆ2)− b(ε1,Λζˆ1)
]}
s
,
whih is (3.43). This onludes the proof of Proposition 3.7.
4. Existene and stability of the self similar regime
This setion is devoted to the proof of the main Theorem 1.2. We rst show
how the oupling of the monotoniity formulae (3.12), (3.43) implies a dynamial
trapping of b and a uniform bound on ε whih allows us to lose the bootstrap Propo-
sition 2.12. We then onlude the proof of Theorem 1.2 as a simple onsequene of
these uniform bounds.
4.1. Closing the bootstrap. We are now in position to lose the bootstrap and
onlude the proof of Proposition 2.12.
Proof of Proposition 2.12
step 1 Pointwise bound on ε.
Let us start with the proof of the pointwise bound on ε (2.67). We argue by
ontradition and assume that there exists s2 ∈ [s0, s∗] suh that:∫
|∇ε(s2)|2 +
∫
|ε(s2)|2e−|y| > Γ1−9ν0b(s2) .
A simple ontinuity argument based on the initialization of the bootstrap estimate
(2.52) implies that there exists [s3, s4] ⊂ [s0, s∗] suh that:∫
|∇ε(s3)|2 +
∫
|ε(s3)|2e−|y| = Γ1−7ν0b(s3) ,
∫
|∇ε(s4)|2 +
∫
|ε(s4)|2e−|y| = Γ1−9ν0b(s4) ,
(4.1)
and
∀s ∈ [s3, s4],
∫
|∇ε(s)|2 +
∫
|ε(s)|2e−|y| ≥ Γ1−7ν0b(s) . (4.2)
From (4.2) and the rst virial monotoniity (3.12), we have: ∀s ∈ [s3, s4],
bs ≥ c1(Γ1−7ν0b − Γ
1−ν20
b ) > 0
and hene
b(s4) ≥ b(s3). (4.3)
On the other hand, using the lower bound∫
|∇εˆ|2 +
∫
|εˆ|2e−|y| ≥ 1
2
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
− Γ1−ν0b
together with (4.2), (2.58) and the seond monotoniity formula (3.43), there holds:
∀s ∈ [s3, s4],
−Js ≥ bc4
2
(Γ1−7ν0b − Γ1−6ν0b ) ≥ 0
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and hene
J (s4) ≤ J (s3). (4.4)
We now laim the following upper and lower ontrol of J :
J (s)− f2(b(s))
{ ≥ −Γ1−Cab + 1C (∫ |∇ε|2 + ∫ |ε|2e−|y|)− Cσc,
≤ CA3 (∫ |∇ε|2 + ∫ |ε|2e−|y|)+ Γ1−Cab + Cσc, (4.5)
where f2 given by
f2(b, σc) =
(∫
|Qb|2 −
∫
Q2p
)
− c3c2
(
bf˜1(b)−
∫ b
0
f˜1(v)dv
)
(4.6)
satises
∀b∗ > b2 > b1, f2(b2) ≥ f2(b1)− Cσc, 1
C
b21 − Cσc ≤ f2(b1) ≤ C(b21 + σc). (4.7)
Let us assume (4.5), (4.7). Then (4.4), (4.5) imply:
f2(b(s4))− Γ1−Cab(s4) +
1
C
(∫
|∇ε(s4)|2 +
∫
|ε(s4)|2e−|y|
)
− Cσc ≤ J (s4) ≤ J (s3)
≤ f2(b(s3)) +CA3(s3)
(∫
|∇ε(s3)|2 +
∫
|ε(s3)|2e−|y|
)
+ Γ1−Cab(s3) + Cσc
and hene from the monotoniity (4.3), (4.7) and the ontrols (4.1), (2.58):
Γ1−9ν0b(s4) =
∫
|∇ε(s4)|2 +
∫
|ε(s4)|2e−|y| ≤ CΓ1−Cab(s4) + CΓ
1−7ν0−Ca
b(s3)
+ Cσc ≤ Γ1−8ν0b(s4)
for a = Cη > 0 and η hosen small enough, a ontradition whih onludes the
proof of (2.67).
Proof of (4.5), (4.7): It is a standard onsequene of the oerivity of the linearized
energy with our hoie of orthogonality onditions, [15℄. Indeed, we rewrite J given
by (3.44) using the onservation of energy (3.9) and the orthogonality ondition
(2.57):
J = f2(b, σc) + 2
(
ε1, Re(Ψb)− σcµb∂Θ
∂b
)
+ 2
(
ε2, Im(Ψb) + σcµb
∂Σ
∂b
)
− c3c2b{(ε2,Λζˆ1)− (ε1,Λζˆ2)}+ 2E(Qb)− 2λ2(1−σc)E0
+ (M+(ε), ε1) + (M−(ε), ε2)−
∫
φA|ε|2 − 2
p+ 1
∫
F (ε).
The upper bound in (4.5) now follows from the Hardy bound (3.49) and the degen-
eray (2.36). For the lower bound, we reall the following oerivity of the linearized
energy whih holds true for A large enough i.e. |b| ≤ b∗ small enough:
(M+(ε), ε1) + (M−(ε), ε2)−
∫
φA|ε|2 ≥ c3
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
− 1
c3
{
(ε1, Qpc)
2 + (ε1, |y|2Qpc)2 + (ε1, yQpc)2 + (ε2,D2Qpc)2
}
,
for some universal onstant c3 > 0, see Appendix D in [15℄. The hoie of orthog-
onality onditions together with the degeneray (3.5) now yield (4.5). (4.7) is now
a diret onsequene of (2.34), (2.35). Indeed, rst observe from (3.45), (2.33) and
the smallness of the radiation given by Lemma 2.3 that:
f˜1(b) = M1(b) +O(σc) with M1(0) = 0 and
∣∣∣∣dM1(b)db
∣∣∣∣ . C(p)
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for some universal onstant C(p) > 0. Hene (2.34), (2.35) imply:
f2(b, σc) =
(∫
|Qb|2 −
∫
Q2p
)
− c3c2
(
bf˜1(b)−
∫ b
0
f˜1(v)dv
)
= M˜(b) +O(σc)
with
dM˜(b)
db
≥ b (c0(p)− Cc3c2) ≥ b
2
c0(pc)
provided the onstants c2, c3 in (3.29), (3.38) have been hosen small enough, and
the monotoniity (4.7) follows.
step 2 Dynamial trapping of b.
We now turn to the ore of the argument whih is the dynamial trapping of b
(2.64). We reall from (2.22) that
e−
2θ(2)
b
(1+Cη) ≤ Γb ≤ e−
2θ(2)
b
(1−Cη).
Assume that there exists s5 ∈ [s0, s∗] suh that σc ≥ Γ1−ν
4
0
b(s5)
, then from (2.49) and
a simple ontinuity argument, onsider s6 ∈ [s0, s5) the largest time suh that
σc =
(
e
−2
θ(2)
b(s6)
)1−ν50
, then bs(s6) ≤ 0 by onstrution while from (3.12):
bs(s6) ≥ c1
(
σc − Γ1−ν
6
0
b(s6)
)
≥ c1
((
e
−2 θ(2)
b(s6)
)1−ν50
− Γ1−ν60b(s6)
)
> 0
and a ontradition follows.
Similarly, assume that there exists s7 ∈ [s0, s∗] suh that
σc ≤ Γ1+ν
4
0
b(s7)
. (4.8)
From (3.44), the pointwise bounds (2.58), (2.61), and the value of the L2 norm of
Qb given by (2.34), (2.35), there holds:
|J − d0b2| . ν1000 b2 (4.9)
for some universal onstant d0 > 0. Hene (2.49), (4.8) imply:
σc ≥
Γr
J (s0)
d0
1+ν90 , σc ≤
Γr
J (s7)
d0
1+ν50 .
We then onsider -using again (2.22)- the largest time s8 ∈ [s0, s7] suh that σc =e−2 θ(2)rJ (s8)d0
1+ν60
, then (J )s(s8) ≥ 0 by denition while from (3.43), (4.9), (2.22):
−{J }s (s8) ≥ b(s8)
c4
Γr
J (s8)
d0
1+ν80 − 1
c4
e−2 θ(2)rJ (s8)d0
1+ν60
 > 0,
and a ontradition follows. This onludes the proof of (2.64).
step 3 Control of the saling parameter.
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We now turn to the ontrol of the saling parameter λ(t). From (2.49), the
dynamial trapping of b (2.64) implies:
∀t ∈ [0, T ∗), (1− ν30)b0 ≤ b(t) ≤ (1 + ν30 )b0. (4.10)
Hene the upper bound (3.7), the ontrol (2.67) and (4.10) ensure:
∀t ∈ [0, T ∗), 0 < (1− 2ν30 )b0 ≤ −
λs
λ
= −λtλ ≤ (1 + 2ν30 )b0. (4.11)
In partiular, λ is noninreasing while b(t) is trapped from (4.10) and thus (2.50),
(2.51) imply (2.65), (2.66).
step 4 Control of the solution in H˙σ.
It remains to lose the H˙σ estimate (2.68) whih is the key to the ontrol of the
nonlinear term (2.63). We use here the fat that the blow up is self similar and
stritly H1 subritial so that
σp =
N
2
− N
p+ 1
> σc =
N
2
− 2
p− 1 .
In other words, norms above saling an be ontrolled dynamially in the bootstrap
as was for example observed in [21℄, [23℄, [22℄.
It is more onvenient here to work in original variables. Consider the deomposition
u(t, x) = Qsing(t, x) + u˜(t, x) =
1
λ
2
p−1 (t)
(Qb + ε)
(
t,
x− x(t)
λ(t)
)
eiγ(t),
then rst observe by resaling and the trapping of b (4.10) that (2.68) is implied by:
|u˜|2
H˙σ
≤ Γ
1−45ν0
b
λ2(σ−σc)
. (4.12)
To prove (4.12), we write down the equation for u˜ and use standard Strihartz
estimates, see [1℄, for the linear Shrödinger ow. Indeed, the equation for u˜ is:
i∂tu˜+∆u˜ = −E − f(u˜)
with:
E = i∂tQsing +∆Qsing +Qsing|Qsing|p−1
=
1
λ
2+ 2
p−1
[
ibs
∂Qb
∂b
+∆Qb −Qb +Qb|Qb|p−1 − iλs
λ
ΛQb − ixs
λ
· ∇Qb − γ˜sQb
](
t,
x− x(t)
λ(t)
)
eiγ(t)
=
1
λ2+
2
p−1
[
−Ψb + i(bs − σcµb)∂Qb
∂b
− i
(
λs
λ
+ b
)
ΛQb − ixs
λ
· ∇Qb − γ˜sQb
](
t,
x− x(t)
λ(t)
)
eiγ(t),
and
f(u˜) = (Qsing + u˜)|Qsing + u˜|p−1 −Qsing|Qsing|p−1. (4.13)
Let t ∈ [0, T ∗), we write down the Duhamel formula on [0, t]. Following [1℄, we
onsider the Strihartz pair:
r =
N(p+ 1)
N + σ(p − 1) , γ =
4(p + 1)
(p− 1)(N − 2σ) ,
2
γ
=
N
2
− N
r
(4.14)
and estimate from Strihartz estimates:
||∇|σu˜|L∞
[0,t]
L2x
. ||∇|σu˜0|L2 + ||∇|σE|L1
[0,t]
L2x
+ ||∇|σf(u˜)|
Lγ
′
[0,t]
Lr′x
. (4.15)
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Using the fat that λ is noninreasing together with (2.52), we obtain:
||∇|σu˜0|L2 .
Γ
1
2
(1−ν0)
b0
[λ(t)](σ−σc)
. (4.16)
We laim:
||∇|σE|L1
[0,t]
L2x
≤ Γ
1
2
(1−15ν0)
b0
[λ(t)](σ−σc)
, (4.17)
||∇|σf(u˜(t))|L2 ≤
Γ
1
2
(1−41ν0)
b0
[λ(t)](σ−σc)
(4.18)
whih together with (4.10), (4.15), (4.16) yield (4.12).
Proof of (4.17): From the estimates on the geometrial parameters (3.7), (3.8), the
degeneray estimates (2.30), (2.31), the pointwise bounds (2.67) and (2.64), and the
freezing of b (4.10), there holds: ∀t ∈ [0, t∗],
||∇|σE(t)|L2 .
1
[λ(t)]2+(σ−σc)
∥∥∥∥−Ψb + i(bs − σcµb)∂Qb∂b − i
(
λs
λ
+ b
)
ΛQb − ixs
λ
· ∇Qb − γ˜sQb
∥∥∥∥
H1
≤ 1
[λ(t)]2+(σ−σc)
(∫
|∇ε|2 +
∫
|ε|2e−|y| + Γ1−11ν0b
) 1
2
≤ Γ
1
2
(1−12ν0)
b0
[λ(t)]2+(σ−σc)
. (4.19)
We now observe from the self similar blow up speed estimate (4.11): ∀q > 2,∫ t
0
dτ
[λ(τ)]q
≤ C
b0
∫ t
0
− λt
[λ(τ)]q−1
dτ ≤ C
(q − 2)b0[λ(t)]q−2 . (4.20)
Integrating (4.19) in time and using (4.20) yields (4.17).
Proof of (4.18): This estimate follows in the bootstrap using the fat that the blow
up is self similar and that u˜ is small in H˙σ for σ > σc after renormalization. Indeed,
we rst laim from standard nonlinear estimates in Besov spaes:
||∇|σf(u˜)|Lr′ .
1
λp(σ˜−σc)
||∇|σ˜ε|L2 , (4.21)
where σ˜ is dened by:
σ˜ = σ +
N
2
− N
r
= σ +
2
γ
. (4.22)
The proof of the estimate (4.21) is postponed to the appendix. From diret hek,
σ < σ˜ < 1 providing σ has been hosen lose enough to the ritial saling exponent
σc himself lose enough to 0. We may thus interpolate between σ and 1 and use
(2.62), (2.67) and (4.22) to estimate:
||∇|σ˜ε|L2 . ||∇|σε|
1−σ˜
1−σ
L2
|∇ε|
σ˜−σ
1−σ
L2
. Γ
1
2
“
1−
“
50− 80
γ(1−σ)
”
ν0
”
b . (4.23)
Provided p is hosen lose enough to pc, and σ is hosen lose enough to 0, we obtain
from and (4.10), (4.23):
||∇|σ˜ε|L2 . Γ
1
2
(1−40ν0)
b0
. (4.24)
Injeting this into (4.21) yields:
||∇|σf(u˜)|
Lγ
′
[0,t]
Lr′x
. Γ
1
2
(1−40ν0)
b0
(∫ t
0
dτ
[λ(τ)](σ˜−σc)pγ′
) 1
γ′
. (4.25)
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Now from (4.14), (4.22), there holds:
(σ˜ − σc)p − 2
γ′
= p(σ − σc) + 2p
γ
− 2
(
1− 1
γ
)
= p(σ − σc)− 2 + 2p+ 1
γ
= (σ − σc) + (p− 1)
[
σ − σc + N − 2σ
2
]
− 2
= σ − σc. (4.26)
In partiular, (σ˜ − σc)pγ′ = 2 + γ′(σ − σc) > 2, and we may thus injet (4.20) into
(4.25) to onlude:
||∇|σf(u˜)|
Lγ
′
[0,t]
Lr′x
≤ Γ
1
2
(1−41ν0)
b0
[λ(t)]σ−σc
(4.27)
for ν0 > 0 small enough thanks to p > 1, this is (4.18).
This onludes the proof of the bootstrap Proposition 2.12.
4.2. Proof of Theorem 1.2. We are now in position to prove Theorem 1.2.
Proof of Theorem 1.2
Pik ν0 > 0, p ∈ (pc, p∗(ν0)) and u0 ∈ O orresponding to b0 = b∗(p) as given by
Denition 2.8. Note that (1.12) follows from (2.49). Let u(t) be the orresponding
solution to (1.1) with maximum lifetime interval on the right [0, T ), then from
Proposition 2.12, u(t) admits on [0, T ) a geometrial deomposition
u(t, x) =
1
λ
2
p−1 (t)
(Qb(t) + ε)
(
t,
x− x(t)
λ(t)
)
eiγ(t)
whih satises the estimates of Proposition 2.12. This implies in partiular (1.14).
step 1 Finite time blow and self similar blow up speed.
Reall (4.11):
∀t ∈ [0, T ), (1− ν20)b0 ≤ −λtλ ≤ (1 + ν20)b0.
Integrating this in time rst from 0 to t yields:
∀t ∈ [0, T ), (1− ν20)b0t ≤
1
2
λ20 and hene T ≤
λ20
2b0(1− ν20)
so that the solution blows up in nite time. From theH1 Cauhy theory, |∇u(t)|L2 →
+∞ as t→ T and hene from (2.67), λ(t)→ 0 as t→ T . We thus integrate (4.11)
from t to T to get:
∀t ∈ [0, T ], (1− ν20 )b0(T − t) ≤
λ2(t)
2
≤ (1 + ν20)b0(T − t)
whih implies (1.16).
step 2 Convergene of the blow up point.
From (3.8) and Proposition 2.12, we have the rough bound:
|xt| = 1
λ
∣∣∣xs
λ
∣∣∣ . Γ 14b0
λ
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and thus from (1.16): ∫ T
0
|xt|dt .
∫ T
0
Γ
1
4
b0√
b0(T − t)
< +∞,
and (1.15) follows. We moreover get the onvergene rate:∣∣∣∣x(t)− x(T )λ(t)
∣∣∣∣ . Γ
1
4
b0√
2b0(T − t)
∫ T
t
dτ√
2b0(T − τ)
. Γ
1
8
b0
. (4.28)
step 3 Strong onvergene in Hs for 0 ≤ s < σc.
We now turn to the proof of (1.17). Pik 0 ≤ s < σc. Let 0 < τ ≪ 1 and
0 < t < T − τ , let uτ (t) = u(t+ τ) and v(t) = uτ (t)− u(t), then v satises:
ivt +∆v = u|u|p−1 − uτ |uτ |p−1. (4.29)
Consider the Strihartz pair
r =
N(p+ 1)
N + s(p− 1) , γ =
4(p + 1)
(p− 1)(N − 2s) ,
2
γ
=
N
2
− N
r
,
then from standard nonlinear estimates in Sobolev spaes [1℄, we have:∣∣|∇|s [u|u|p−1 − uτ |uτ |p−1]∣∣Lr′ . ||∇|su|pLr + ||∇|suτ |pLr . ||∇|σ˜u|pL2 + ||∇|σ˜uτ |pL2
with
σ˜ = s+
N
2
− N
r
= s+
2
γ
.
Now observe that σ˜ → NN+2 > 0 as p→ pc and hene σc < σ < σ˜ < 1 from (2.48) for
p lose enough to pc. We thus estimate from the geometrial deomposition (2.53)
and the bounds (2.67), (2.68):
||∇|σ˜u|L2 .
1
λσ˜−σc
||∇|σ˜(Qb + ε)|L2 .
1
λσ˜−σc
.
We onlude using (4.26):
||∇|s [u|u|p−1 − uτ |uτ |p−1] |Lγ′
[t,T−τ)
Lr′
.
(∫ T
t
||∇|σ˜u|pγ′
L2
) 1
γ′
.
(∫ T
t
dτ
[λ(τ)]pγ
′(σ˜−σc)
) 1
γ′
.
(∫ T
t
dτ
[λ(τ)]2+γ
′(s−σc)
) 1
γ′
→ 0 as t→ T(4.30)
from the saling law λ(t) ∼
√
2b0(T − t) and s − σc < 0. By running the standard
Strihartz estimates -[1℄- on (4.29), we onlude that:
||∇|sv|L∞
[t,T−τ)
L2 . ||∇|sv(t)|L2 +
(∫ T
t
dτ
[λ(τ)]2+γ′(s−σc)
) 1
γ′
,
and the ontinuity u ∈ C([0, T ), H˙s) now implies that u(t) is Cauhy sequene in
H˙s as t→ T , and (1.17) follows.
Remark 4.1. Note that the ase s = σc in (4.30) leads to the logarithmi upper
bound on the ritial norm (1.20).
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step 4 Behavior of u∗ on the blow up point.
It remains to prove (1.18) whih follows by adapting the argument in [16℄.
Let a smooth radially symmetri ut o funtion χ(r) = 1 for r ≤ 1 and χ(r) = 0
for r ≥ 2. Fix t ∈ [0, T ) and let
R(t) = A0λ(t) (4.31)
with A0 given by
A0 = e
2a
θ(2)
b0 . (4.32)
We then ompute the ux of L2 norm:∣∣∣∣ ddτ
∫
χ
(
x− x(T )
R(t)
)
|u(τ)|2
∣∣∣∣ = ∣∣∣∣ 2R(t)Im
(∫
∇χ
(
x− x(T )
R(t)
)
· ∇u(τ)u(τ)
)∣∣∣∣
.
1
R(t)
|u(τ)|2
H˙
1
2
.
1
R(t)
1
[λ(τ)]1−2σc
where we used (2.67), (2.68). We integrate this from t to T , divide by R2σc(t) and
get from (1.17):∣∣∣∣ 1R2σc(t)
∫
χ
(
x− x(T )
R(t)
)
|u∗|2 − 1
R2σc(t)
∫
χ
(
x− x(T )
R(t)
)
|u(t)|2
∣∣∣∣
.
1
R2σc+1(t)
∫ T
t
dτ
[λ(τ)]1−2σc
.
1
A2σc+10
1
[λ(t)]2σc+1(t)
∫ T
t
dτ
[λ(τ)]1−2σc
.
1
A2σc+10 b0
≤ 1
A
1/2+2σc
0
(4.33)
where we used the self similar speed (1.16) and (4.32). On the other hand, we have
from (2.53):
1
R2σc(t)
∫
χ
(
x− x(T )
R(t)
)
|u(t)|2 = λ
2σc(t)
R2σc(t)
∫
χ
[
λ(t)
R(t)
(
y +
x(t)− x(T )
λ(t)
)]
|Qb + ε|2(y)dy
=
1
A2σc0
∫
χ
[
1
A0
(
y +
x(t)− x(T )
λ(t)
)]
|Qb + ε|2(y)dy.
Now observe from the Hardy type bound (3.49), (4.32) and the bound (2.67) that:∫
|y|≤10A0
|ε|2 . A30
(∫
|∇ε|2 +
∫
|ε|2e−|y|
)
. Γ
1
4
b0
and hene (4.28) ensures:∫
χ
[
1
A0
(
y +
x(t)− x(T )
λ(t)
)]
|Qb + ε|2 =
∫
|Qp|2(1 + δ(p))
with δ(p)→ 0 as p→ pc. Injeting this into (4.33) yields:
1
R2σc(t)
∫
χ
(
x− x(T )
R(t)
)
|u∗|2 = 1
A2σc0
∫
|Qp|2(1 + δ(p)) +O
(
1
A
1/2+2σc
0
)
.
We now let t→ T ie R(t)→ 0 from (4.31) and (1.18) follows.
This onludes the proof of Theorem 1.2.
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Appendix
This appendix is dediated to the proof of (4.21). The authors are grateful to
Fabrie Planhon for having put them on the right traks.
After resaling, we have:
||∇|σf(u˜)|Lr′ =
1
λp(σ˜−σc)
||∇|σ(F (Qb + ε)− F (ε))|Lr′ , (4.34)
where the funtion F : C→ C is dened by:
F (z) = |z|p−1z. (4.35)
Thus, (4.21) is equivalent to:
||∇|σ(F (Qb + ε)− F (ε))|Lr′ . ||∇|σ˜ε|L2 . (4.36)
We now onentrate on proving (4.36). We rst rewrite F (Qb + ε)− F (ε) as:
F (Qb + ε)− F (ε) =
(∫ 1
0
∂zF (Qb + τε)dτ
)
ε+
(∫ 1
0
∂z¯F (Qb + τε)dτ
)
ε¯. (4.37)
Both terms in the right-hand side of (4.37) are treated in the same way. Thus, for
simpliity we may only onsider the rst term in the right-hand side of (4.37). We
introdue the real number q suh that
1
q
=
1
r′
− 1
r
. (4.38)
In partiular, using the denition of r (4.14) and usual Sobolev embeddings, we
have for any funtion h:
|h|L(p−1)q . ||∇|σh|Lr . (4.39)
Also, using again Sobolev embeddings together with the denition of σ˜ implies:
||∇|σh|Lr . ||∇|σ˜h|L2 . (4.40)
We also introdue the real number ν > 1 dened by:
1
ν
=
1
r′
− 1
(p− 1)q . (4.41)
(4.38) and (4.41) together with standard ommutator estimates -see [8℄- yield:∣∣∣∣|∇|σ (ε∫ 1
0
∂zF (Qb + τε)dτ
)∣∣∣∣
Lr′
. ||∇|σε|Lr
∣∣∣∣∫ 1
0
∂zF (Qb + τε)dτ
∣∣∣∣
Lq
+|ε|L(p−1)q
∣∣∣∣|∇|σ [∫ 1
0
∂zF (Qb + τε)dτ
]∣∣∣∣
Lν
,
(4.42)
whih together with (4.39) and (4.40) yields:∣∣∣∣|∇|σ (ε∫ 1
0
∂zF (Qb + τε)dτ
)∣∣∣∣
Lr′
. ||∇|σ˜ε|L2
(∫ 1
0
|∂zF (Qb + τε)|Lq dτ
+
∫ 1
0
||∇|σ [∂zF (Qb + τε)]|Lν dτ
)
.
(4.43)
Thus, in view of (4.37) and (4.43), proving (4.36) is equivalent to proving the
following bound:∫ 1
0
|∂zF (Qb + τε)|Lq dτ +
∫ 1
0
||∇|σ [∂zF (Qb + τε)]|Lν dτ . 1. (4.44)
Now, we have by homogeneity:
∀τ ∈ [0, 1], |∂zF (Qb + τε)| . |Qb|p−1 + |ε|p−1
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whih together with (4.24), (4.39) and (4.40) yields:∫ 1
0
|∂zF (Qb + τε)|Lq dτ .
∫ 1
0
(|Qb|p−1Lq(p−1) + |ε|
p−1
Lq(p−1)
)dτ
.
∫ 1
0
(1 + ||∇|σ˜ε|p−1
L2
)dτ
. 1.
(4.45)
Thus, we have redued the proof of (4.21) to the proof of the following bound:∫ 1
0
||∇|σ [∂zF (Qb + τε)]|Lν dτ . 1, (4.46)
where ν is dened in (4.41).
From now on, we onentrate on proving (4.46). To ease the notations, we dene:
hτ = Qb + τε, 0 ≤ τ ≤ 1. (4.47)
Reall -see [1℄- the equivalent expression of homogeneous Besov norms: ∀0 < σ˜ < 1,
∀1 < q < +∞,
|u|B˙σ˜q,2 ∼
∫ +∞
0
[
t−σ˜ sup
|y|≤t
|u(· − y)− u(·)|Lq
]2
dt
t
 12 . (4.48)
Also, reall that ||∇|σ˜u|Lq . |u|B˙σ˜q,2 .
We start by proving (4.46) in the ase 1 ≤ N ≤ 4. In this ase, p > 2 sine
p > pc. Using the homogeneity estimate:
∀u, v, |∂zF (u)− ∂zF (v)| . |u− v|(|u|p−2 + |v|p−2),
and the relation from (4.38)-(4.41):
1
ν
=
1
r′
− 1
(p− 1)q =
1
r
+
p− 2
q(p− 1) ,
we rst estimate from Hölder and (4.39), (4.40):
|∂zF (hτ )(· − y)− ∂zF (hτ )(·)|Lν
.
∣∣(hτ (· − y)− hτ (·))[|hτ (· − y)|p−2 + |hτ (·)|p−2]∣∣Lν
. |hτ (· − y)− hτ (·)|Lr |hτ |p−2Lq(p−1)
. |hτ (· − y)− hτ (·)|Lr ||∇|σ˜hτ |p−2L2
and hene from (4.40) and (4.48):
||∇|σ [∂zF (hτ )] |Lν . ||∇|σhτ |Lr ||∇|σ˜hτ |p−2L2 . ||∇|σ˜hτ |
p−1
L2
. (4.49)
(4.24) and the denition of hτ (4.47) yield:
||∇|σ˜hτ |L2 . ||∇|σ˜Qb|L2 + ||∇|σ˜ε|L2 . 1, (4.50)
whih together with (4.49) implies the wanted estimate (4.46).
We turn to the proof of (4.46) in the remaining ase N = 5. In this ase, p > 9/5.
We dene the real number θ by:
1
θ
=
1
ν
− p− 9/5
q(p − 1) . (4.51)
Using the homogeneity estimate:
∀u, v, |∂zF (u)− ∂zF (v)| . |u− v|
4
5 (|u|p− 95 + |v|p− 95 ),
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we rst estimate from Hölder, (4.39), (4.40) and (4.50):
|∂zF (hτ )(· − y)− ∂zF (hτ )(·)|Lν
.
∣∣∣(hτ (· − y)− hτ (·)) 45 [|hτ (· − y)|p− 95 + |hτ (·)|p− 95 ]∣∣∣
Lν
. |hτ (· − y)− hτ (·)|
4
5
L
4θ
5
|hτ |p−
9
5
Lq(p−1)
. |hτ (· − y)− hτ (·)|
4
5
L
4θ
5
||∇|σ˜hτ |p−
9
5
L2
. |hτ (· − y)− hτ (·)|
4
5
L
4θ
5
.
(4.52)
We deompose the integral in (4.48) in t ≥ 1 and t ≤ 1. For t ≥ 1, we use:
|hτ (· − y)− hτ (·)|
4
5
L
4θ
5
≤ 1 + |hτ (· − y)− hτ (·)|
L
4θ
5
so that: ∫ +∞
1
[
t−σ sup
|y|≤t
|hτ (· − y)− hτ (·)|
4
5
L
4θ
5
]2
dt
t
 12
.
(∫ +∞
1
dt
t1+2σ
) 1
2
+ |hτ |B˙σ4θ
5 ,2
. 1 + |hτ |B˙σ4θ
5 ,2
.
(4.53)
By usual Sobolev embeddings, we have:
|hτ |B˙σ4θ
5 ,2
. ||∇|σ1hτ |L2 , (4.54)
where σ1 is dened by
1
2
− σ1
5
=
5
4θ
− σ
5
.
Using the denition of r, γ, q, ν, θ and σ1, we obtain:
σ1 =
2
γ
+
3σ
4
whih satises σ < σ1 < 1 for p lose enough to pc and σ small enough. Thus, the
bootstrap assumptions (2.61) (2.62) and the denition of h (4.47) yield:
||∇|σ1hτ |L2 . ||∇|σ1Qb|L2 + ||∇|σ1ε|L2 . 1, (4.55)
whih together with (4.53) and (4.54) implies:∫ +∞
1
[
t−σ sup
|y|≤t
|hτ (· − y)− hτ (·)|
4
5
L
4θ
5
]2
dt
t
 12 . 1. (4.56)
For t ≤ 1, we use:
|hτ (· − y)− hτ (·)|
4
5
L
4θ
5
≤ t5σ + t− 5σ4 |hτ (· − y)− hτ (·)|
L
4θ
5
,
so that: ∫ 1
0
[
t−σ sup
|y|≤t
|hτ (· − y)− hτ (·)|
4
5
L
4θ
5
]2
dt
t
 12
.
(∫ 1
0
dt
t1−8σ
) 1
2
+ |hτ |
B˙
9σ
4
4θ
5 ,2
. 1 + |hτ |
B˙
9σ
4
4θ
5 ,2
.
(4.57)
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By usual Sobolev embeddings, we have:
|hτ |
B˙
9σ
4
4θ
5 ,2
. ||∇|σ2hτ |L2 , (4.58)
where σ2 is dened by
1
2
− σ2
5
=
5
4θ
− 9σ
20
.
Using the denition of r, γ, q, ν, θ and σ2, we obtain:
σ2 =
2
γ
+ 2σ
whih satises σ < σ2 < 1 for p lose enough to pc and σ small enough. Thus, the
bootstrap assumptions (2.61) (2.62) and the denition of h (4.47) yield:
||∇|σ2hτ |L2 . ||∇|σ2Qb|L2 + ||∇|σ2ε|L2 . 1, (4.59)
whih together with (4.57) and (4.58) implies:∫ 1
0
[
t−σ sup
|y|≤t
|hτ (· − y)− hτ (·)|
4
5
L
4θ
5
]2
dt
t
 12 . 1. (4.60)
Finally, (4.48), (4.52), (4.56) and (4.60) yield:
||∇|σ [∂zF (hτ )] |Lν . 1, (4.61)
whih implies the wanted estimate (4.46). This onludes the proof of (4.21).
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