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Abstract
W ith the surge in smartphones and tablets, the future of wireless cellular communica­
tion systems is marked by a drastic change in user behaviour triggered by the unbridled 
growth of bandwidth hungry applications. This challenge as well as the limited spec­
tral resources drives the need to further improve resource allocation schemes for cellular 
networks. This thesis focuses on resource allocation in self organised cellular networks.
A distributed self organised channel assignment scheme has been proposed that is 
shown to achieve perfect orthogonality among neighbouring sectors and reveals the 
importance of localised rules in designing distributed self organised systems. We define 
a sectorial neighbourhood based on intercell interference consideration and apply a local 
coordination among these sectors to achieve a self organised assignment. This unique 
solution for spectrum assignment strategy is demonstrated as a dynamic spectrum 
allocation scheme as well as a combination of both the dynamic and static spectrum 
allocation schemes, verified by system level simulations. The marked improvement in 
system performance is however not evident for users located at cell edges.
Due to the performance of these cell edge users, a self organised fractional frequency 
reuse scheme whose allocation adapts to the system dynamics is proposed. Current 
solutions tha t employ a Fractional Frequency Reuse (FFR) are first analysed to chal­
lenge the assumption of fixed cell edge region and power allocation irrespective of the 
unique user distribution in each cell and its neighbours. We define a unique property 
for each sector based on its user distribution called its Centre of Gravity (CoG). W ith 
the CoG, each sector is classified into states that enables us to apply cellular autom ata 
theory that results in a self organised fractional frequency reuse scheme. For mulithop 
communication links however, intercell interference analysis becomes more complicated 
due to interference introduced by relay nodes.
We finally investigate FFR  schemes in multihop communication links comparing the 
performance of existing FFR  schemes in multihop links in terms of their spectral effi­
ciency and area spectral efficiency. A new FFR  scheme specifically tailored for multihop 
links is thus proposed by applying a reuse scheme both in the cell centre and edge re­
gions but rotated at an angle of 120° in the centre region. Furthermore, the sectorial 
neighbourhood principle introduced earlier is further applied to ensure intercell inter­
ference is further minimised.
K ey  w ords: self organisation, local neighbourhood, self optimising
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Chapter 1
Introduction
1.1 Background
Wireless communications have become an integral part of our everyday life from the 
way we select our food, home, transport, medical services and the way we transact 
business. The capabilities of applications tha t would be developed in future are only 
bound by our imaginations. Today’s communication-savvy generation creates a higher 
demand for even better communications services, as they have not just become a feature 
to having a more comfortable life but they now tend to define how we lead our lives. 
To meet this rising demand, the hot topics in research community are no longer about 
the Shanon capacity limits but how to deploy solutions that achieve these limits. As 
expected, various generations of cellular communication systems have evolved faster 
than the rate at which the first communication systems were developed. Starting 
with GSM, the need to support both voice and data  services led to introduction of 
GPRS, EDGE, UMTS, HSPA and now LTE with specifications for LTE-Advanced 
being firmed up even before the full deployment of LTE globally. This scenario will not 
be simplified considering the amount of resources required by operators in migration 
from one generation of mobile communication service to another with zero disruption 
to her customers. The norm is to have a gradual upgrade applying newly developed 
technologies (such as MIMO and state of the art coding and modulation schemes) tha t 
can achieve close enough performance to the latest generation of cellular systems.
1.1. Background
One key factor regardless of which generation of technology is used is the operators 
desire to provide high data rates at the most feasible cost. Of major interest is how to 
efficiently deploy, operate and manage these technologies as they coexist with current 
legacy systems. Operators have set out to provide data rates of at least 100 Mbps 
on the downlink and 50 Mbps on the uplink (for a bandwidth of 20 MHz) in future 
networks. However, consumer trends still indicate tha t end users would not continue to 
increase payments in proportion to the increase in service volume or quality. This trend 
is expected to continue as the introduction of disruptive technology leads to a fall in the 
price of the current services. Operators, therefore have to look for cost effective ways 
of deploying, operating and maintaining future wireless networks to stay competitive 
in the wireless communication market.
Future cellular wireless networks will need to be more efficient and very dynamic as 
compared with the current system designs which use long term  statistics to select system 
configuration parameters, irrespective of varying user distribution, geographical loca­
tion and type of wireless devices. The inquisitive mind is prompted to inquire: could 
any single technology be sufficient or would the application of multiple technologies 
introduce a high level of complexity in future communication networks? Could future 
networks become intelligent and organise their operations autonomously reducing the 
cost of labour? How do we design systems that could carry out network functions 
without being directly programmed for such functions? W ithout doubt for these to be 
achieved, cellular systems would have to have a certain level of intelligence. Discus­
sion of what the definition of intelligence is for machines is not our focus. However, 
we can observe and learn some fundamental concepts from other well accepted intel­
ligent systems: the human brain which uses pattern  recognition as a key feature for 
its classification and decision process. When machines are faced with unique inputs 
different from the regular pattern already programmed, they may become unreliable. 
This leads us to the quest of designing systems tha t are not just adaptive but can self 
configure and self optimise their configuration irrespective of changes in the operating 
environment.
The demand for more intelligent architectures in wireless communication systems is 
also increasing as the size of the networks grow larger and new standards envisage
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th a t future generation cellular systems would need to self organise their nodes with 
some element of cooperation [1]. The obvious question is, how do nodes recognise the 
presence of other nodes? How do existing nodes adapt their operating parameters due 
to insertion of a new node or sudden malfunction of any node in the cluster? Can 
the system adapt its parameters based on varying user distributions? Due to the large 
number of nodes and complexity of the network we set out to develop and analyse 
systems that would update their own operating parameters autonomously and in real 
time.
We begin a journey to address some of the highlighted questions and also discuss how to 
elevate current systems from just being adaptive, but also to constantly achieve system 
objectives irrespective of changes in the operating environment. We must also consider 
tha t operators and investors also have the objective of maximising profits for their 
investments and generate revenues. The need to reduce capital expenditure as well as 
operational cost to maintain a healthy profit margin is also necessary. A viable approach 
to achieve an efficient, adaptive, robust and autonomous communication system with 
a viable business case for operators is via Self Organisation (SO).
This thesis demonstrates the important role of self organisation in future cellular net­
works and our findings further illustrates how this can be achieved. The scope of this 
thesis and the motivations for undertaking this research is now explained.
1.2 M otivation and Scope
While the surge in user applications is only bound by imagination, the capacity of cel­
lular systems, to support these applications, is tightly bound by fundamental physical 
limits. This problem is further aggravated by financial constraints from the opera­
to r’s point of view, as higher capacity and Quality of Service (QoS) comes at the 
cost of higher capital expenditure (CAPEX) and operating expenditure (OPEX). As 
mentioned earlier, users may be reluctant to pay proportionally higher bills for im­
proved services, minimizing CAPEX and OPEX in order to make the business model 
commercially viable, whilst seeking to provide better QoS and capacity is a crucial
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consideration for today’s operators. As a result, operators strive to reach a trade-off 
between providing improved services and retaining reasonable profits.
The requirement to meet the needs of both users and operators in a cost effective way 
has triggered research to add intelligence and autonomicity to current adaptive cellular 
networks which can be referred to as self organisation. Our motivation for undertaking 
this challenge includes, but is not limited to, the following:
1. The unpredictable nature of spatio temporal dynamics associated with wireless 
cellular systems, makes its radio resource management lack the flexibility to in­
telligently adapt to the dynamics of the cellular systems. This means tha t due to 
the mobility of users and the varying nature of the wireless channel, systems suffer 
from the underutilisation of resources in certain geographical regions resulting in 
either low resource efficiency or overutilisation in other regions which results in 
congestion and poor QoS, at varying times and locations.
2. Given the large scale of future wireless systems, the classic approach for periodic 
manual optimisation required during the life time will cease to be efficient as 
operators will have little or no access to most of the system nodes. Also the 
increased complexity of systems will lead to greater possibility of human errors 
which will result in longer recovery and restoration times.
3. In order to increase the throughput of users and for extending coverage, future 
networks will be multihop and consist of larger number of evolved nodeBs (eN- 
odeBs) and home eNodeBs. These indoor and outdoor types of nodes will have 
the capability to be mobile and operators would have either limited or no direct 
access to them for their reconfiguration or optimisation. Interference management 
among these nodes thus becomes a significant challenge.
4. Finally, in addition to improved performance, the need to reduce the OPEX 
significantly by eliminating the need for expensive skilled labour required for 
configuration, commissioning, optimisation, maintenance, troubleshooting and 
recovery of the system is desired.
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Figure 1.1: Self Configuration, Self Optimisation and Self Healing Phases
In summary, SO is a viable way of achieving optimal performance in future wireless 
cellular networks in a cost effective manner. Standards for Long Term Evolution (LTE) 
and LTE-Advanced have therefore identified self organisation as not just an optional 
feature but an inevitable necessity in these future wireless systems [2].
Three main regimes for classification of self organisation include Time based classifica­
tion, Phase based classification and Objective/Use case based classification. We focus 
on Phase based classification. Wireless cellular systems have three phases: self config­
uration, self optimisation and self healing (see Figure 1.1) [3,4]. Self configuration and 
self optimisation are closely related and not isolated as system parameters need to be 
continuously reconfigured from deployment and throughout its operation in order to 
optimise its performance. The crux of our research work focuses on self conhguration 
and self optimisation phases.
1.3. Objectives
1.3 O bjectives
Our objectives were developed after undertaking an extensive survey of self organi­
sation in wireless cellular networks. Based on the survey, open research issues were 
highlighted and we now address three of these challenges highlighted in [3]. This thesis 
thus, specifically provides solutions to cogent fundamental challenges in (Orthogonal 
Frequency Division Multiple Access) OFDMA based cellular networks as well as the 
introduction and benefits of self organised networks. The objectives of this thesis are 
itemised below:
• To demonstrate the role of emergence and self organisation in cellular networks. A 
self configuring channel assignment scheme based on channel allocation of sectors 
in its neighbour cell list. We apply principles observed in natural occurring self 
organised systems where simple localised rules can be used to design large complex 
organised systems.
• To propose a new self optimising fractional frequency reuse scheme in a single hop 
cellular system that autonomously adapts its resource management to spatio- 
temporal dynamics of its operating environment taking into account the edge 
users performance.
• To present a novel fractional frequency reuse scheme specifically tailored for mul­
tihop cellular networks.
1.4 Sum m ary and C ontributions
• Mobile services have seen a major upswing driven by the bandwidth hungry appli­
cations thus leading to higher data rate requirements on the wireless networks. We 
provide a novel solution that allocates channels among sectors based on current 
demands in the sector and other sectors in its neighbour cell list. This addresses 
load balancing as well as interference coordination challenges, two key use cases 
identified by the 3GPP for self optimisation functionalities. Radio resource man­
agement principles have also been used to improve spectrum utilisation thereby
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providing a higher data rate for the users in the cellular network. The proposed 
scheme shows a better spectrum utilisation compared to static schemes and can 
autonomously adapt the allocation as network size changes with the presence of 
hot spots in different regions.
• A myriad of techniques have been developed in the literature to ensure interfer­
ence is minimised and the limited frequency spectrum is utilised as efficiently as 
possible and with fairness. In Orthogonal Frequency Division Multiple Access 
(OFDMA) based cellular networks specifically, Inter Cell Interference Coordi­
nation (ICIC) is a major challenge and to address this, various solutions using 
Fractional Frequency Reuse (FFR) have been proposed in the literature. How­
ever, most of these schemes are either static in nature, dynamic over a large time 
scale or require frequent reconfiguration for event driven changes in the envi­
ronment. The significant operational cost involved can be minimised with the 
added functionality th a t Self Organising Networks (SON) brings. In this thesis, 
a solution based on the user profiles by estimating the Centre of Gravity (CoC) 
of users in each sector is proposed. This enables a distributed and adaptive so­
lution for interference coordination. The adaptive distributed FFR  scheme is 
further enhanced by employing Cellular Autom ata (CA) to achieve an emergent 
self organised solution. This Self Organised Fractional Frequency Reuse (SOFFR) 
scheme not only provides better sum-rate for cell edge users comparable to the 
performance of a strict FFR  scheme but also achieves this with higher resource 
utilisation. It is shown that the proposed scheme outperforms the well established 
soft frequency reuse scheme in terms of its cell edge users’ sum-rate.
• Finally, a self organised fractional frequency reuse scheme specifically tailored 
for multihop cellular systems is presented. This scheme improves the edge users 
performance via coordination of interference from neighbouring cells. We com­
pare the performance of frequency reuse 1, frequency reuse 3, Soft Frequency 
Reuse (SFR) scheme and the proposed scheme (with and without relays). The 
performance metrics for comparison are edge users spectral efficiency, their Signal- 
to-Interference-and-Noise Ratio (SINR) and systems area spectral efficiency. The
1.5. List o f Publications
simulation results presented show that our proposed plan performs better than 
existing resource allocation schemes. The two distinct features of our contribution 
in this area are: first, it achieves a trade-off between the systems area spectral ef­
ficiency and the cell edge spectral efficiency performance. Secondly, it introduces 
a novel concept of interfering neighbour set to achieve ICIC by local interaction 
between the entities.
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This work is part of a collaborative project under the EPSRC-DST India-UK 
Advanced Technology Centre (lU-ATC) for excellence [5]. It focuses on the de­
sign of next generation network systems and services. Theme 9 of this project is 
collaborative research on Self-Organising Cellular Multihop Networks. Participat­
ing universities include University of Surrey and Indian Institute of Technology 
Bombay.
1.6 Thesis Structure
The rest of this thesis is structured as shown in Figure 1.2. Chapter 2 presents a 
literature review of self organisation and its specific application in wireless cellular 
communication networks. This chapter provides a timeline of research efforts in 
this field and explains some fundamental concepts in SON but the focus is on
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the self configuration and self optimisation phase. It concludes by highlighting 
common gaps in the literature that are addressed in subsequent chapters.
Chapter 3 addresses an important challenge in OFDMA based cellular networks: 
Intercell interference and a self organised channel assignment scheme with em­
phasis on the importance of emergence and a localised rule in achieving self or­
ganisation is thus proposed. We compare our findings with established channel 
assignment schemes in the literature.
Chapter 4 builds on the fundamental concepts presented in chapter 3 to propose 
a self organising fractional frequency reuse scheme that takes account of perfor­
mance of cell edge users. A detailed introduction on Cellular Autom ata Theory 
with illustrations of its efficacy in modelling complex dynamic systems is dis­
cussed. A fundamental assumption in legacy fractional frequency reuse schemes 
for Intercell Interference Coordination (ICIC) is challenged and a novel Self Or­
ganised Fractional Frequency Resuse (SOFFR) solution is thus proposed.
Chapter 5 considers the applicability of proposed solutions for multihop cellular 
systems as the majority of FFR  schemes usually consider only single hop systems. 
However, as future cellular networks are likely to be multihop in nature we present 
a new FFR  scheme specifically tailored for such systems.
Finally, chapter 6 concludes the thesis by summarising the major findings pre­
sented and highlighting potential areas for future research.
In all simulation results presented in this thesis, we have considered the downlink 
scenario unless otherwise stated. The downlink was chosen as the data  require­
ments on the downlink are much higher as compared to the uplink. System level 
simulations were done using MATLAB.
Chapter 2
A Review of SON
This chapter presents the state of the art of self organisation of wireless cellular 
networks. We give some background definitions and present a literature review, 
discussing activities in research projects as well as standardisation bodies and 
listing major use cases (applications). Despite having three distinct phases (self 
configuration, self optimisation and self healing), the literature review presented 
in this chapter focusses only on selected areas within the self configuration and 
self optimisation phases relevant to the thesis.
2.1 D efin ition
Self Organisation (SO) has been defined in various fields including biology, com­
puter science and cybernetics [6]. In the very focused context of cellular systems, 
the concept of SO is not new, yet no single widely accepted definition exists. 
Here we discuss the key notions of SO that have emerged in the literature in the 
context of wireless communications.
Haykin in [7], gave a visionary statement on the emergence of SO as a new disci­
pline (he referred to it as cognitive dynamic systems) for the next generation of 
cellular systems. He postulates tha t such intelligent systems would "Zearn from 
the environment and adapt to statistical variations in input stimuli to achieve 
highly reliable communications whenever and wherever needed” [8]. Spilling et
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al. in [9] introduced the idea tha t SO should be seen as an a d a p tiv e  fu n c tio n ­
a lity  where the network can detect changes and based on these changes, make 
intelligent decisions to minimise or maximise the effect of the changes. Yanmaz 
et al. viewed it from a perspective of cooperative networks and defined it as a 
phenomenon in which nodes work cooperatively in response to changes in the en­
vironment in order to achieve certain goals [10]. This notion further characterises 
the behaviour of individual entities of the systems and identifies tha t individual 
behaviours should emerge on a system wide scale. Prehofer et al. in [11] further 
gave detailed insight into the design principles and summarised self organisation 
as an em e rg en t b e h a v io u r  of system-wide adaptive structures and functional­
ities based on the local interactions of entities in the system.
For a more specific description, Elmenreich in [12] started with a premise on how 
best to cope with the complexity associated with dynamic systems and identi­
fied self organisation as a solution. A clarification of the main idea behind SO 
rather than giving another definition to the growing list was elaborated. His idea 
highlights self organised systems as consisting of a set of entities tha t obtain a 
global system behaviour as a result of local in te ra c tio n s  among these entities 
without the need for centralised control. He also emphasised th a t self organised 
systems are neither a new class of system nor always have emerging structure as 
their primary property.
In the above definitions the reoccurrence of certain keywords are worth further 
consideration. Adaptive behaviour is the ability for any solution or algorithm 
to change from its current setting to a new setting in direct concordance with 
a change in state of the system. Distributed control applies to systems whose 
main functions are controlled locally from different points, as against having one 
central control point for the entire system. Emergent behaviour are patterns that 
can be observed in a system without being explicitly programmed to exhibit tha t 
behaviour. In summary, although the primitive feature of a SO system is known 
to be adaptability, it is pertinent to acknowledge that autonomy, distributed, 
dynamic and emergent behaviour are also key attributes associated with SO th a t 
raise it above simple adaptability, as inferred from the definitions discussed above.
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We can summarise these properties mentioned above under three main terms: 
scalability, stability and agility. We briefly discuss these key characteristics to 
give insight on how they are desirable in every solution but even more in self 
organised solutions. These characteristics can be used, not only to establish a 
more concrete and technically sound definition of SO but can also be used in 
assessing the degree of SO in solutions presented in the literature.
Scalability
Scalability achieved through minimal complexity and local control are highly de­
sirable. Scalability strictly means the complexity of a solution should not increase 
unboundedly along with the scale or size of the system. The characteristics of 
scalability emanate from the fact that global behaviours mostly emerge only from 
local and simple behaviours; and therefore the system remains operational if a 
reasonable number of entities leave or enter the system. In order to ensure that 
an adaptive algorithm or solution is scalable, it should have minimal complexity 
where feasible and should not require global cooperation or signalling, rather local 
coordination should be relied upon where possible. Thus, a distributive model 
aids perfect scalability in large systems. Further study on the tradeoff between 
highly scalable solutions and the control of individual entities in such a system, 
as well as the need to avoid global state information can be found in [13].
Stability
A simplistic but generic definition of stability pertinent to our context of SO 
is: an algorithm or adaptation mechanism that is able to consistently traverse 
a finite number of states within an acceptable and finite time. This means tha t 
transiting from its current state to any desired future state within a finite and 
feasible time frame is certain and valid for a specific task. It does not continue 
infinite oscillations but ultimately reaches a stable state  ^  in a bounded time while
^Stability can also be extended to stateless/ continuous systems by discretising their operational 
environment into finite states.
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transiting from one state to another. Designing stable algorithms is very specific 
to the nature of the problem and is a separate field of research in itself. For the 
scope of this study, this simple notion of stability as explained above also ensures 
robustness i.e. when the system is faced with an unusual event or operational 
environment, forcing it into an undesired state, the system should be able to 
return to one of its desired states within a finite time frame. It also ensures that 
the system does not oscillate between states infinitely (ping pong effect). The 
reader can refer to [14] for details on stability analysis for autonomous swarm 
aggregation that are based on biological principles and exhibit self organisation 
functionality.
A gility
Agility describes how responsive an algorithm is in its adaptation to the changes 
in its operational environment i.e. in order to be self organising, algorithms should 
not only have the capability to adapt and cope with its changing environment but 
should also not be sluggish in its adaptation (agility). Furthermore, the algorithm 
must not be too sensitive to temporary changes in the system to prevent oscillation 
between states as discussed in the subsection on stability. Agility is however a 
tough condition to be met in real systems tha t are autonomous because of the 
processing, decision making and feedback delays involved in any physical system. 
Depending on the desired objectives, a threshold can be set by the operator for a 
certain level of desired agility. Thus an acceptable level of agility is essential for an 
algorithm to be called SO. Finally, it is worth mentioning th a t distributive control 
is a key way to enhance agility as it reduces the delays incurred due to feedback to 
a central location, processing of feedback, decision making and propagation of the 
decisions back to the point of actuation. Further reading on agility or different 
dimension of adaptation and required time frame for adaptation is found in [15].
From the discussions in this section so far, we can infer tha t an adaptive and 
autonomous functionality in a system is said to be self organising if  it is scal­
able, stable and agile enough to maintain its desired objective(s) in the face o f all 
potential dynamics in its operating environment.
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In contrast to conventional adaptive systems, achieving scalability, stability and 
agility is now more challenging. It is thus important to ensure tha t SO systems are 
stable, agile and scalable enough to maintain the global system objectives in the 
face of all potential dynamics of its operating environment. It is also pertinent to 
clarify the meaning and difference between frequently used terms synonymous to 
self organising networks. These include adaptive networks, autonomous networks 
and cognitive networks.
Adaptive networks are systems that change their configuration in direct response 
to changes in the system. These changes are usually triggered once certain fixed 
conditions are met. They do not have to be scalable, agile or exhibit any form 
of intelligence. Adaptive networks have their origin from control systems where 
adaptation is based on a feedback loop.
Autonomous networks are simply adaptive networks with no human or external 
intervention. Such systems are not necessarily stable or agile in their operation. In 
relation to self organised networks, we can deduce tha t all self organised solutions 
are adaptive and autonomous but not all adaptive or autonomous networks are 
self organised. A detailed study of autonomous adaptation describing why, when, 
where and how adaptation is performed can be found in [15].
Cognitive networks are autonomous networks enhanced with the capability of 
learning and adaptation of system parameters based on interaction with its en­
vironment. The cognitive nodes are able to plan, observe and execute actions in 
concordance with the cognition cycle [8]. The key part of cognitive networks is 
this interaction with the operating environment and its ability to learn from the 
process. For further reading on cognitive networks the reader can refer to the 
seminal paper [16].
Self organised networks however, are not just adaptive and autonomous, bu t are 
able to independently decide when or how to trigger certain actions based on 
continuous interaction with the environment. They are able to learn and improve 
performance based on feedback from previous actions taken. It is thus im portant 
to emphasise that SO is a functionality tha t can be observed in any network
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including cognitive networks. Having laid a background and defined key terms 
used throughout this thesis, we now present a perspective on the evolution of 
SON.
2.2 T im eline of Self O rganisation in W ireless Cellular 
N etw orks
This section provides a brief timeline of the literature on SO in cellular networks 
at the time of writing (2012). We summarise the major applications (use cases) of 
self organisation. The results from pioneering papers in the open literature, major 
research projects dedicated to SO and how these have contributed to evolving 
standards and activities in 3GPP are also summarised in this section.
2.2.1 E volu tion  o f SO in th e  C ellular C om m unication  L iterature
Although much work has been done on self organisation for wireless ad hoc, mesh 
and sensor networks, relatively few works focuss on self organisation in wireless 
cellular networks. In the focussed context of cellular systems, the term  self or­
ganisation was first used in [17] albeit in a limited sense of adaptiveness of the 
power control algorithm for GSM. Both [17] and [18] presented a simple adap­
tive power control algorithm to show how this kind of adaptability can mitigate 
the effect of BS positioning error. Contributions such as [17]- [19] suggest the 
need for self organisation in cellular networks and present a number of adaptive 
algorithms under the umbrella of self organisation but did not present an explicit 
design strategy to build real self organisation into cellular systems.
A second generation of papers on self organisation in cellular networks ([11, 
20]) embarked on an holistic approach and postulated a set of principles and 
paradigms to be considered in the design process for self organising systems but 
stopped short of demonstrating these principles through a pragmatic application 
to specific problems in cellular systems. More recently, papers such as [10] - [21] 
have focussed on designing self organising solutions to various problems in cellular
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systems, but some of the solutions presented, compromise the useful level of 
adaptability at the cost of other important features of SO i.e. scalability, stability 
or agility. As in all generic solutions, the stability requirement was satisfied in all 
papers studied. However the main issues come from achieving scalability, stability 
and agility simultaneously. In [22] and [23], self organising solutions proposed are 
stable, scalable and agile. However, in [24] the self organising solution presented 
requires feedback from all cells in the entire network at the central controller. This 
requires an excessive signalling overhead and increased complexity as the size of 
the network increases. Such solutions whose order of complexity increases with 
the size of the problem especially in some centralised systems are not scalable. 
Management of such systems or seamless upgrades with emerging technologies 
becomes unfeasible.
2.2.2 Major Research Projects on SO in Cellular Systems
The interesting research problems highlighted in individual papers and the in­
creased understanding of the need for self organisation in future cellular systems, 
has prompted research via a number of large research projects in recent years ded­
icated to investigating, analysing and evaluating the possible deployment of self 
organisation functionality. Here we present a summary of the aims and achieve­
ments of several such projects on SO.
European Celtic Gandalf project [25] identified the heterogeneous nature and in­
creased complexity of future wireless networks, and studied SO as a potential 
solution to overcome the complexity expected from concurrent operation of 2G, 
2.5G, 3G and future network solutions. It evaluated the effect of autom ation 
in network management and joint radio resource management in W LAN/UM TS 
networks with automated fault troubleshooting and diagnosis. A major deliver­
able of this project was developing an auto troubleshooting tool using Bayesian 
networks. The European ”end-to-end efficiency (E^)” project [26] focused on inte­
grating current and future heterogenous wireless systems into cognitive systems 
for self-management, self-optimisation and self-repair (described as self-X sys­
tems). Focussing on autonomous cognitive radio functionalities, feasibility tests
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were performed for various schemes including autonomous Radio Access Technol­
ogy (RAT) selection, acquiring and learning user information, self configuration 
protocols and awareness signalling among the self organising network nodes. The 
tests validated tha t the proposed autonomous schemes were more efficient and 
feasible solutions for future networks.
Another major project dedicated to SO is the European SOCRATES project 
[27] studies the concepts, methods and algorithms for SON with specific focus 
on LTE radio networks. An exhaustive list of use cases SO functionality can 
achieve in cellular systems were identified. It is further concluded th a t most use 
cases are not independent from each other as the parameters controlling them 
are not mutually exclusive making joint optimisation difficult if not impossible. 
They have thus proposed a SON coordinator tha t incorporates operator’s policies 
with control actions to ensure individual SON functions work towards the same 
goal. They have also gone into great details to describe a framework showing 
the interoperability between these major use cases for key tasks involved in self 
organised wireless networks which include self-configuration, self-optimisation and 
self-healing functionalities in future radio access networks. Details of the final 
deliverable from the project can be found in [4].
A recent project focusing on the growing management complexity of future het­
erogeneous networks is UniverSelf [28]. This project acknowledges the recent 
advancements in autonomies but also the lack of similar strides in the man­
agement and reusability of such autonomic mechanisms. The goal is to have a 
global autonomic management system via a unified management framework for 
all existing and emerging system architectures and to incorporate the intelligent 
and self-organising functionalities right into the network equipment (intelligence 
embodiment). To achieve this, the project designs and evaluates self-organising 
algorithms with cognitive capabilities. The project employs a use-case based ap­
proach in order to address valid problems tha t the operators face and /or are 
expected to face in the future. Test beds will finally be deployed for experimental 
validation.
A dedicated collaborative research on self organising cellular multihop networks
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by India-UK Advanced Technological Centre (lU-ATC), Theme 9 [5] investigates 
the fundamental performance bounds and system capacity of self-organising cel­
lular multi-hop networks, and then developed a set of practical algorithms to 
demonstrate the self organising functionalities. The collaborative research aims 
to demonstrate tha t self organisation can help in achieving higher energy effi­
ciency, reduce CA PEX/OPEX and is essential in disaster/emergency scenarios. 
Fundamental performance bounds and system capacity of these networks are 
investigated with a set of practical self organising algorithms for a variety of 
broadband wireless services and applications.
W ith the introduction of indoor base stations and the need for self organisation 
among them, European project BeFemto [29] aims to develop evolved femtocell 
technologies based on LTE-A that would enable a cost-efficient provisioning of 
ubiquitous broadband services and support novel usage scenarios such as net­
working, relay and mobile femtocells. The project focuses on novel concepts and 
usage scenarios such as self-organising and self-optimising femtocell networks, 
outdoor relay femtocells as well as mobile femtocells. This project is expected 
to have a major impact on the standardisation of the next generation femtocell 
technologies based on LTEl-A.
2.2 .3  S tandardisation  A ctiv ity  on S e lf O rganisation
W ith the requirements of operators identified and activities from various research 
projects validated and ready for deployment, it was necessary to have a common 
standard for a unified performance evaluation, compatible interfaces, and common 
operating procedures among all vendors and operators.
A consortium of major mobile communication vendors came together under the 
working group of Next Generation Mobile Network (NGMN) and agreed tha t self 
organising functionality was a solution towards improving operational efficiency 
of future networks [2]. Future network architectures are fiat and simplified in 
order to reduce complexity. Operators also would have to reduce the operational 
effort in order to minimise the cost involved in deploying such networks. The need
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for automation in some of the Operation and Maintenance (O&M) modules in 
self configuring and self optimising would lead to systematic organised behaviour 
tha t would improve network performance, be more energy efficient and pose a 
good business case for operators.
The 3rd Generation Partnership Project (3GPP) have set up working groups 
aimed at coming up with specifications for agreed descriptions of use cases and 
solutions with emphasis on the interaction of self optimisation, self configuration 
and self healing. As at the time of writing this thesis. Release 10 of the 3GPP 
technical specifications has been completed and Release 11 which would focus on 
enhancements is been discussed in respective working groups. This would include 
discussions on enhanced InterCell Interference Coordination (elCIC) schemes [30, 
31] for interference coordination between eNodeBs and low power eNobeBs.
The main documents describe concepts and requirements for self organising net­
works [32] as well as specific documents on self establishment of eNodeBs [33], 
Automatic neighbour management [34] self optimisation [35] and self healing [36] 
have also been produced and released. A key white paper th a t describes in simple 
terms the details of SON mechanisms as detailed in 3GPP standards Release 8 
(where SON was first mentioned). Release 9 and Release 10 can be found in [37] 
and [38]. They focus on self configuration and self optimisation to lower the 
cost of system and increase its flexibility through incorporating intelligence and 
automation.
While the need for SO has been well investigated in [27,29,39,40], designing self 
organisation functionality into cellular systems is a big challenge tha t requires 
extensive research. Many worthwhile efforts have been made to embody this ob­
jective in the last decade by individual researchers, projects and standardisation 
bodies.
2.2 .4  M ajor U se  C ases o f SO
Use cases are descriptions of the functionality tha t can be achieved through self 
organisation. They elaborate the objectives for which self organising algorithms
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are to be designed. In the open literature, as well as projects and standardisation 
activity, a number of use cases has been identified. For example SOCRATES [41] 
presented an extensive list of twenty four use cases most of which overlap with 
the use cases identified by 3GPP [1] and NGMN [2]. Most of these use cases can 
be summarised under the following nine specific categories
1. Coverage and capacity optimisation.
2. Energy saving.
3. Interference reduction.
4. Automated configuration of physical cell identity.
5. Mobility robustness optimisation.
6. Mobility load balancing optimisation.
7. Random access channel (RACH) optimisation.
8. Automatic neighbour relation function.
9. Inter-cell interference coordination.
All the aforementioned use cases can be classified under one of the four main sys­
tem objectives i.e. Coverage expansion, capacity optimisation, QoS optimisation 
and Energy efficiency all driven by the basic motive of cost optimisation. It must 
be noted tha t these use cases and their main objectives have strong coupling with 
each other making the optimisation of one difficult without compromising the 
others [42]. This coupling is further discussed in the following sections.
Self organised networks can be classified either based on time scale of operation, 
objective/use case based classification or phase based classification. The time 
scale based classification emanates due to the different time scale of operation 
or time required for changes in the system. This vary from short time scale 
(in seconds) to medium time scale (in hours) to long time scale (in days). The
objective based classification takes a perspective of operators policy. This could
either be coverage expansion, capacity optimisation, energy efficiency or QoS 
optimisation. The phase based classification follows the life cycle of a cellular 
system (its deployment, operation and maintenance). This phases in SON are
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referred to as the self configuration, self optimisation and self healing phases. It 
is commonly used by standardisation bodies [43] and major research projects [27] 
as it isolates different stages in the system life cycle and solutions can be easily 
deployed focusing on individual stages.
We now present a literature review of the self configuration and self optimisa­
tion phases and highlighting open research areas some of which we address in 
subsequent chapters.
2.3 Self Configuration
Configuration of base stations/ eNodeBs (eNBs), Relay Nodes (RN) and fem­
tocells is required during deployment/ extension/ upgrade of network terminals. 
Configurations may also be needed when there is a change in the system, such as 
failure of a node, drop in network performance or a change is required in service 
type. In future systems, the conventional process of manual configuration needs 
to be replaced with self configuration. To fully appreciate the importance of self 
configuration, a clear understanding of future cellular systems is necessary. As an 
example. Fig. 2.1 shows the architecture of LTE networks comprising of eNodeB, 
relay nodes and Femtocells. The SI interface exchanges information between the 
eNodeB and the Evolved Packet Core (EPC) which houses the serving gateways. 
This gateway provide a connection via the SGi interface to the external packet 
data network depicted by the internet in Fig. 2.1. The S3 interface is for commu­
nication between the Packet Switching (PS) core of legacy systems and the EPC. 
It also facilitates inter access network mobility. Gi is the reference point between 
the packet domain and the external packet domain (Internet). The reader can 
refer to [44] for further details on LTE system architecture. This decentralised 
structure requires most of the configuration functions to be done locally at each 
node. Given the huge number of nodes and scale of the system, this will only 
be feasible if done via self configuration. This is particularly true, in the case of 
impromptu deployment scenarios e.g. for femtocells or relay stations where no 
skilled manual support is available.
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Figure 2.1: LTE System Architecture
A general framework for self configuration of future LTE networks has been pre­
sented in [45]. This section on self conhguration mainly focuses on automatic 
neighbour relation used to determine the Neighbour Cell List (NCL) of each cell. 
It is foreseeable that nodes in future cellular networks will be able to respond 
to changes in its environment as well as depend on local coordination among its 
neighbours for a global organised operation. Accurate auto generation of NCL 
is this key. Our contributions in subsequent chapters utilise coordination among 
neighbours contained in a nodes NCL. In the following subsection, we discuss the 
literature on selected self configuration use cases relevant for our study. We begin 
by describing works in literature on the neighbour cell list generation.
2.3.1 N eighbour Cell List Self C onfiguration
An important functionality or use case of SO in LTE networks is the automated 
conhguration of neighbour cell list and the automatic updating of neighbour re­
lation function. Each node making up a cell has a unique cell ID and via some 
neighbourhood functions needs to create a neighbour cell list. The list update
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is required when a new cell is deployed or is temporarily out of service in the 
network.
Authors in [45] propose an algorithm for generating a neighbour cell list and 
updating it using a centralised as well as decentralised approach. The criteria 
for the selection of neighbours or the initial generation of the neighbour cell list 
can be based on the geographical coordinates of the cell sites as demonstrated 
in [46]. This is achieved from the O&M layer, where knowledge of the entire 
network layout, that shows the location of previously deployed nodes can be used 
to generate a list of potential neighbours for newly deployed nodes. However, 
this approach is not very accurate as geographical coordinates cannot solely de­
termine handover regions. Geographical coordinates can be used to estimate only 
the distance dependent pathless. Nevertheless, characteristics of the wireless com­
munication channel as well as scenarios where sites no longer in operation (or idle 
mode) would still be erroneously considered as neighbouring site. Furthermore 
this approach totally neglects effect of other parameters such as antenna patterns, 
which play a vital role in determining the actual cell coverage and thus potential 
neighbours.
The authors in [47] address the same problem of generating a neighbour list for 
self configuration and propose an algorithm that incorporates antenna patterns 
and transmission power in addition to geographical coordinates. In the proposed 
algorithm, the neighbouring cell list is generated by selecting cells th a t have over­
lapping coverage. Although this algorithm is an improvement over the scheme 
proposed in [46] the coverage estimation used is still theoretical and does not take 
into account factors of the real radio environment, such as shadowing and propa­
gation loss etc. This problem is solved by authors in [48] as they propose a more 
accurate method of generating the neighbour list based on real time scanning 
of signal to interference plus noise ratio (SINK) from adjacent cells. The per­
formance of this algorithm has been evaluated for different cell types (pico and 
macro) and the results show a tradeoff in using a low SINK threshold th a t results 
in a very high number of neighbours and a high SINK threshold tha t results in a 
limited number of neighbours.
2.3. Self Conûguration 25
If a valid neighbour cell is temporarily shadowed by a scatterer it may not be 
included in the neighbour list, and hence will never be considered for handover. 
This can be due to the fact tha t at the instant the SINR measurements are made, 
an obstacle might be causing a blockage and seconds later it is no longer present. 
This would give a wrong representation of the actual neighbours.
For the proposed solutions in subsequent chapters which are for an OFDMA 
based cellular system, we assume an NCL based on adjacent sites th a t act as 
major source of interference. This helps to tradeoff the geographical distance and 
SINR. Also, there is frequent communication among neighbouring nodes via the 
X2 interface such that if a site goes into hibernation, is decommissioned or the 
addition of a new site, the NCL is automatically updated. The X2 interface is 
used for communication and data forwarding between eNodeBs. Details of the 
neighbouring scheme is further buttressed while describing system models used 
in each chapter.
2.3 .2  R adio A ccess P aram eter S elf C onfiguration
Having established a neighbourhood function tha t identifies cells and their respec­
tive neighbours, there are a large number of radio access configuration settings 
in future cellular networks. Below we discuss literature reported on self configu­
ration of major radio access parameters.
Frequency allocation self configuration
For impromptu deployment, either for relay, pico or femtocells, determining the 
(Multiple Access Channel) MAC layer frequency channel tha t causes least inter­
ference to existing nodes autonomously and which still provides enough band­
width to achieve the desired throughput is still an open research issue. While 
many authors have addressed this issue, the m ajority of these are limited to the 
realm of cognitive radio where these algorithms usually aim for an opportunistic 
spectrum reuse [49,50]. Unfortunately, these algorithms are not straightforwardly 
extendable to femto, pico or relay deployment scenarios in the context of future
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cellular networks as the nodes are primary not secondary users and spectrum al­
location has to be guaranteed not opportunistic. A pertinent paper in this regard 
is a decentralised medium access protocol proposed in [51] where authors show 
that the proposed MAC protocol is capable of operating in the worst case scenario 
of no frequency and eNodeB location planning. It can thus pave the way towards 
self organising or more precisely self configuring cellular systems by essentially 
eliminating the need for pre-planned deployment.
Propagation parameter configuration
The type of antenna used, its gain and the transm it power are major factors in­
fluencing the performance of the entire network. Although omnidirectional and 
sectorised antennas with fixed radiation patterns have dominated cellular systems 
to date, future systems may use smart antennas with the capability to reconfigure 
their radiation patterns electronically. Provision for this upgrade has been made 
in the standards by allowing beamforming techniques and antenna diversity via 
MIMO techniques. W ith the advent of smart antennas, the role of antenna config­
uration may go beyond just self configuration to self optimisation and self healing 
of cellular systems to maintain the major system objectives. Even with current 
antenna technology, the azimuth and tilt angle of the antennas have significant 
impact on the system performance as it determines the signal propagation direc­
tion and hence controls the interference and capacity of the system. As state of 
the art antennas allow remote electrical tilting in addition to mechanical tilting, 
there is a margin for self configuration and even self optimisation of antenna tilt. 
Authors in [52] propose a scheme for antenna tilt angles and power configura­
tion settings from a centralised server tha t has a global knowledge of all current 
system settings. Self configuration of future wireless cellular systems in this way 
would require increased signalling with the centralised server and its complexity 
would increase with the number of nodes making it less scalable.
Authors in [53] and [54] address the problem of traffic hot spots via antenna tilting 
both for CDMA and HSDPA respectively. The tilting mechanism proposed in 
both of these studies are based on the basic idea of tilting down the overloaded
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sector’s antenna to reduce its effective coverage area in order to shift its load to 
neighbouring cells. These forms of totally uncoordinated tilt adjustments are not 
only suboptimal in view of system wide performance but they are also shown to 
trigger excessive handover from the overloaded sector to the adjacent sectors [53]. 
Such soft handovers can be manageable in CDMA, but in OFDMA they are hard 
handovers and undermine the practicality of the approach; as handovers involve 
a change of carrier frequency. These solutions might not be stable in their usual 
operation as the post effects of such totally uncoordinated individual antenna 
tilting can spread in the cellular network and can cause oscillations.
Temesvary demonstrated in [22] a simulated annealing approach for tilt optimisa­
tion based on terminal measurements of the SINR obtained from Channel Quality 
Information (CQI). An extended local search is performed and each solution ob­
tained to the cost function is accepted with a given probability. As the search 
continues, better solutions are accepted and the algorithm runs until there are 
no new improvements in the cost function. The results presented in the paper 
can be seen as self organising as they give comparable solutions to an exhaustive 
search method, they are also stable and agile as they reach desired states from 
any initial configuration of newly installed nodes.
Antenna tilt configuration has been widely studied in UMTS networks but there 
is limited literature focused on LTE networks. Yilmaz et al. tried to fill this gap 
by demonstrating the effect of mechanical tilt and electrical tilt on the downlink 
performance in LTE networks [55]. Simulation results reveal tha t electrical tilting 
provides better performance in interference limited systems and both electrical 
and mechanical tilting produce similar performance in a noise limited environ­
ment. However, the authors do not discuss how these tilt angles can be optimised 
in a self organised fashion.
Lu et. al. focus on the uplink power control and antenna tilt using real 3D 
models. They show that a tilt angle of 4° to 8° was optimum for cell radius 
of 300m [56]. Athley et al. evaluated the effect of electrical and mechanical 
tilts on capacity and coverage in LTE networks and extended Yilmaz’s results 
in [55] by finding the optimal combination of mechanical and electrical tilt. It
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was shown that electrical tilt is optimal for cell edge performance and mean 
throughput. However, for achieving peak throughput, a loss of 25% is observed 
using electrical tilt only and a loss of 7% for mechanical tilt only, as compared to 
using a combination of both [57]. Despite the simulation results provided by the 
authors listed above, it is our opinion that implementing electrical tilt remotely 
requires less effort and is better suited for self organising networks.
Self configuration is a key component in the self organisation cycle especially at 
the pre-operational stage of any cellular network. This section focussed on auto­
matic generation of neighbour cell lists and radio access param eter configuration. 
It is certain that the objective of coverage extension and capacity optimisation 
would ultimately lead to deployment of more macro, pico sites for outdoors and 
extensive amount of femtocells for indoor environment. The surge in the number 
of indoor base stations where operators would have limited or no access in effecting 
configuration changes, makes evident the need for a self configuration functional­
ity. Plug and play nodes are thus desired with huge potential in CAPEX saving. 
Key papers in self configuration in LTE networks include [22,48,58,59]. However, 
solutions for self configuration are still at its early stages and more mechanisms in 
the physical layer are still being investigated to ensure feasible plug and play so­
lutions for both indoor and outdoor eNodeBs. A key element in self configuration 
of frequency allocation and radio parameter is the automatic neighbourhood re­
lation and NCL generation. We have discussed different approaches in literature 
highlighting their strengths and weakness and briefly mentioned the approach 
used in this thesis, which would be elaborated in chapters 3 and 4.
2.4 Self O ptim isation
After the initial self configuration phase it is necessary to continuously optimise 
system parameters to ensure efficient performance of the system if all its opti­
misation objectives are to be maintained. Optimisation in legacy systems can 
be done through periodic drive tests or analysis from log reports generated from 
network operating centres. However this approach will not be tenable in future
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networks. The need for the network to continuously self optimise its operation 
has been highlighted in [1] and a number of papers have already embarked on 
providing solutions to the problems in this area [GO].
A general taxonomy for self optimisation can be seen in Fig 2.2. We focus on 
load balancing and interference control. We go in details with resource adaptation 
based load balancing as well as Interference control via fractional frequency reuse. 
These schemes are highlighted in yellow/dark shades in Fig 2.2.
2.4.1 Self O ptim isation for Interference C ontrol
Self optimisation provides a diversity of ways to control interference and thus 
improve capacity. The simplest direct approach would be to enable certain cells 
to switch off or go into idle mode when not in use. Authors in [GI] provide a self 
optimising interference control scheme using this approach. The basic idea is that 
based on previous observations, the node establishes a pattern and after a given 
period of time in idle mode, the node hibernates. This reduces interference caused
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to other cells and also yields an energy efRcient system. However, this approach 
avoids the source of interference and is not optimum as user behaviour/mobility 
cannot be perfectly predicted. The implication would be unavailability of services 
at certain times.
3GPP has adopted OFDMA as the multiple access technology on the downlink 
and SC-FDMA on the uplink as the air interface for LTE and LTE-Advanced. 
Therefore, unlike UMTS intra-cell interference is not a problem anymore in LTE 
and LTE-Advanced as data is transm itted in orthogonal frequency or time slots. 
Inter-cell interference is still a major cause of low spectral efficiency and reduced 
system capacity. Inter-cell interference can either be mitigated through inter­
ference randomisation, cancellation or coordination. Interference randomisation 
is achieved through frequency hopping or spectrum spread techniques to ensure 
interference is equally distributed among the users. Interference cancellation ex­
ploits diversity [62] and its performance depends on the Degrees of Freedom (DoF) 
of the user i.e. A user receiving its desired signal and unwanted signals from 5 di­
verse sources, has a DoF of 5 and can theoretically cancel out all of the unwanted 
signals (interference). However, when the DoF is less than the sources of interfer­
ence (which is the case in most multicell scenarios) interference is only reduced 
and not effectively cancelled. Inter Cell Interference Coordination (ICIC) has two 
further possible approaches i.e. static or dynamic. In the static approach inter­
ference is simply avoided through pre-planned orthogonal frequency allocations 
among neighbouring cells. In dynamic coordination, interference is dynamically 
managed by maintaining orthogonal resource allocation among neighbouring cells 
during the radio resource scheduling process. Dynamic ICIC schemes operate on 
short time scales and have more potential for performance improvement but at 
the same time are less scalable due to the need for cooperation and heavy sig­
nalling. On the other hand, static coordination schemes can operate on much 
longer time scales and are more suitable for the long time scale dynamics of the 
system as they are far less agile, hence less capable of coping with continuously 
changing dynamics of cellular systems. ICIC schemes have been widely studied 
compared to the other two inter-cell interference mitigation schemes. Below we
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briefly discuss the literature on both types of ICIC in context of self optimisation. 
Self o p tim isa tio n  v ia  In te g e r  F req u en cy  R euse
The most classic type of ICIC is via Integer Frequency Reuse (IFR) schemes where 
spectrum is divided into integer numbers of bands, and each band is reused in 
different cells such tha t the distance among the co-channel cells is maximised. 
IFR schemes provide a trade off between two major SO objectives of capacity 
and QoS i.e. the tighter the frequency reuse (closer to 1) the higher will be the 
capacity, but lower the QoS particularly for the cell edge users (critical users) 
and vice versa. As different IFRs offer different degrees of trade-off between 
the capacity and QoS, that would remain fixed in classic cellular systems, it is 
desirable to have a self organising framework tha t would make the most of the 
diversity of IFR schemes to yield a holistic solution. A reasonable attem pt to 
achieve this has been proposed in [21]. Imran et al. proposed a framework for 
a self organising frequency reuse, sectorisation and relay station deployment for 
long time scale self optimisation in future cellular systems. The problem was 
formulated as a multi objective optimisation of three system objectives: spectral 
efficiency, fairness and energy efficiency. A utility function was defined to reflect 
operators policy that could be adapted to achieve desired prioritised objectives 
and to cope with changing spatiotemporal dynamics.
Self o p tim isa tio n  v ia  F ra c tio n a l F req u en cy  R eu se
Integer frequency reuse of 1 is always optimal in terms of capacity but poor cell 
edge performance is a big hindrance to achieving this optimal performance. A 
way around this problem has been devised in the form of Fractional Frequency 
reuse (FFR) schemes in which a frequency reuse greater than 1 is used in cell edge 
areas whereas cell centers use a frequency reuse of 1. This ensures fairness and 
improves data rate and coverage of cell edge users as validated by results presented 
in [63]. A number of variants of FFR  have been proposed and evaluated in 
[64-68] and shown to offer different levels of the capacity and QoS enhancements.
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Although the tradeoff between capacity and QoS is more flexible in the case 
of FFR  compared to IFR [69], the recurring challenge in this tradeoff remains 
conflned to a given FFR  scheme. For self optimisation a framework for self 
organised FFR  (SOFFR) as an extension of the one proposed for IFR  in [21] is 
desirable. Authors in [70] attem pted this but with more focus on self conhguration 
of FFR  patterns in the deployment phase of LTE networks than self optimisation 
during the operation phase. They use a novel hexagonal division approach with 
a clustering algorithm and showed a trade off between spectrum utilisation and 
the cascading effect of conhguration changes over the entire network. Recent 
work by Rengarajan et al in [71] present a dynamic FFR scheme th a t can self 
optimise according to the system dynamics. The basic idea in this scheme is 
to dynamically create an FFR scheme that maximises system utility, through 
exchange of deflned interference cost among neighbouring cells. However, most of 
these schemes assume a uniform user distribution and an unrealistic classiflcation 
of cell edge region or analysis of power variation for cell edge users. This we 
address in chapter 4.
W ith so many new dynamic FFR  schemes already being proposed in the litera­
ture, an eflicient self organised FFR  scheme for relay based LTE system showing 
the effect of relaying on dynamic FFR  patterns and how FFR  patterns can change 
when new nodes are inserted or relay nodes go into idle mode, would provide new 
solutions for self optimisation of wireless cellular networks. An insight into such 
a system is provided in chapter 5.
Short Term Self Optimisation through Dynamic ICIC
Authors in [72] formulate the dynamic ICIC problem as an optimisation prob­
lem. An integer linear programming technique is used to breakdown the problem 
into subproblems to reduce computational complexity. This approach has been 
demonstrated to improve performance of critical users [72] as well as maximises 
throughput [73]. A seminal paper by Stolyar et al. in [74] provides a dynamic 
frequency reuse scheme complemented with an intuitive explanation on how each 
cell can selfishly try  to minimise its users power usage based on their number of
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subcarriers and power requirements. This results in edge users being allocated 
“good subcarriers” with high power requirements and avoiding the use of those 
subbands for their own cell edge users in order to minimise total power usage. 
Simulation results were shown for constant bit rate traffic types and in [23] two 
different algorithms were demonstrated for best effort traffic type. This simple 
localised rule results in the entire system settling for a minimised power usage for 
all user to subband allocation.
The authors in [24] designed a self organised spectrum assignment based on reinforce­
ment learning tha t can help operators to define policies for the system to self organise 
its spectrum assignment and to achieve the best tradeoff between spectral efficiency 
and QoS thus creating more spectrum access for opportunistic secondary users. Self 
optimising cellular networks by control of interference has been extensively studied in 
literature. The trend is rather than avoid interference we can employ coordination to 
minimise interference exploiting the dimension of frequency and geographical location 
of users. Coordination can either be long term employing IFR and FFR  schemes or 
short term through dynamic FFR schemes. The current status in standards (3GPP 
Release 11) is the introduction of enhanced ICIC (elCIC) as current ICIC schemes do 
not efficiently address interference in Home eNBs which would form a pivotal part in 
future wireless cellular networks.
2.4 .2  S e lf O p tim isation  for Load B alancing
There is a need for load balancing mechanisms to mitigate the effects of spatio-temporally 
varying user distributions. A number of load balancing strategies have been proposed 
in the literature [75, 76]. However, the problem lies in the fact that, most of these 
schemes were specific to the particular generations of cellular systems evolved at the 
time and only a few are applicable to the emerging systems (e.g. LTE and LTE-A). 
We focus on Resource Adaptation based load balancing
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R e so u rce  A d a p ta tio n  (R A ) b a sed  LB
The main underlying principle is to adapt the amount of resource allocated to a cell 
to match it to the offered traffic load in that cell. More specifically an over loaded cell 
would borrow channels from other cells that are less loaded or from a common pool of 
free channels. References [75-77] present various load balancing schemes building on 
this main idea. Authors in [75] presented and evaluated the performance of channel 
borrowing algorithms where an over loaded cell borrows channels from selected cells 
tha t are least loaded. By limiting the borrowing process within the hierarchical tier 
based local clusters, a more scalable solution is obtained though at a cost of loss in 
performance due to this hierarchical exchange of information between clusters tha t 
can lead to slow convergence. The scope of these schemes has been limited to legacy 
type systems where neighbouring cells use different frequency channels. In the case of 
emerging OFDMA based cellular network (LTE and LTE-A), frequency reuse of one 
prevails and resources can be partitioned into physical resource blocks, such channel 
borrowing if not coordinated will lead to intra-cell interference tha t is not otherwise 
present in OFDMA based systems. Furthermore, some authors have attem pted to 
extend the channel borrowing concept to make it applicable to CDMA based cellular 
networks by introducing the idea of virtual channel borrowing for CDMA based systems 
[78]. The basic concept of channel borrowing has also been extended for emerging 
cellular systems by generalising it in the form of bandwidth management strategies [76, 
77]. While the work presented in [76] exhibits the desired self organising functionality, 
due to its cell by cell implementation style, its lack of pragmatism for wireless cellular 
systems with universal frequency reuse undermines its applicability. Arguably this is 
the reason such schemes have not been further investigated in the context of LTE and 
LTE-A.
2 .4 .3  S e lf O p tim isation  o f C apacity  and C overage v ia  R elay ing
Relaying has been identified by 3CPP as a means of providing cost effective throughput 
enhancement and coverage optimisation [79]. Different relay architectures have been 
proposed in [80] for LTE-Advanced such as Amplify and Forward (AF), Compress and
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Forward (CF) and Decode and Forward (DF). A prompt deployment of Relay Nodes 
(RN) is desired to meet the two main objectives of capacity optimisation and coverage 
extension. Peng et al. in [81] demonstrated a self organising relay station architec­
ture for multihop cellular systems. The proposed scheme is based on the premise that 
RN would be plug and play. This enables them to independently explore their oper­
ating environment and cooperate with other nearby RN to determine which eNodeBs 
to establish a connection with. Results show lower call blocking rates and improved 
performance in traffic congestion and adaptation incase of an unexpected node failure 
compared to conventional cellular systems.
Assuming fixed relay stations, authors in [82] proposed a framework for self organis­
ing load balancing via a scheme termed Self organising Cooperative Partner Cluster 
(SCPC). Each node (RN and eNodeBs) selects partners (neighbouring nodes) for coor­
dination of information on individual load status and available resources. Measurement 
reports and triggers for the algorithm are based on a load balancing policy and perfor­
mance evaluation feedback. A key part of this work is tha t it demonstrates an optional 
feature to select a single, multiple or combination of various load balancing policies in 
accordance with the dictates of the network environment.
From the discussion in this section, we can infer tha t self optimisation of cellular net­
works has seen the greatest amount of research inputs compared to other phases (self 
configuration and self healing). The continuous operation of systems to ensure opti­
mum performance in the face of changing dynamics such as environment, node mobility, 
varying data demand etc., requires autonomous intelligent response to m aintain global 
system objectives. Reliable provision of differentiated QoS aware service can also be 
enhanced through self optimised solutions. It should be noted tha t most of the work 
done in the context of self optimisation, focus on conventional deployment architectures. 
Our focus in subsequent chapters will be on intercell interference coordination.
2.5 M ethodology
The design approach for SO can be divided into two main groups: Learning and Op­
timisation. Learning could be in the form of supervised or unsupervised learning.
2.5. Methodology 36
SoM
D .L .R.L.
Game
Theory
Determ inistic. Stochastic
Neurai
Network.
Bayesian. 
Networks.
Toois for 
SON
Unsupervised
Learning.
L earning. 
Aigorithm s.
Supervised 
L earning.
Distributed. 
O ptim isation.
Genetic 
Aigorithm s.
Evolutionary 
Aigorithm s.
Nonlinear
Optimisation
Combinatorial. 
Optimisation
M ultiobjective
Optimisation
Semi Supervised learn ing .
Figure 2.3: Approaches to designing SON Solutions
D .L.=D ocitive learning; R.L. —Reinforcement Learning; SoM =Self Organising Maps
Optimisation based approaches could be described as Deterministic or Stochastic op­
timisation techniques. Detailed illustration of possible methodologies to achieve self 
organisation are shown in Fig. 2.3. In the following subsections we discuss some of 
these methods relevant to our contribution.
2.5 .1  Learning A lgorithm s
As discussed above, self organising systems in nature reflect certain levels of intelli­
gence and the most rudimentary step to acquire intelligence, is learning. Therefore it is 
reasonable to investigate learning algorithms to design SO in wireless networks [6]. An 
ideal reference in emulating learning and subsequent intelligence is the human brain. 
However perfect modelling of the brain is no trivial task and is still an ongoing study 
in the fleld of Artiflcial Intelligence (AI). The deflnition of intelligence is relative, but 
as described in the AI literature: Intelligence is simply the ability to understand and 
learn from previous events [83]. One of the major desired features of self organising 
cellular systems tha t would elevate its performance from conventional adaptive systems 
is the ability to learn from previous actions and improve performance i.e. reflecting in­
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telligence. Humans learn either with the help of a tu tor or independently. Similarly for 
machine learning, we can group all learning algorithms as supervised and unsupervised 
learning algorithms.
Supervised learning involves learning as a result of the training received from a teacher. 
There is usually a desired target system response and the trained network gives the 
input - output mapping by minimising a defined cost function [84]. Albeit, when such 
systems are faced with a new set of inputs they could choose incorrect actions which 
would lead to poor performance.
Unsupervised learning sometimes referred to as self organised learning [84] involves 
the learning process without a teacher (training sample). The system optimises its 
parameters based on interactions with its inputs. This is based on principal component 
analysis (PCA) or through clustering of similar input patterns. An im portant learning 
algorithms investigated in this thesis is cellular automata.
Cellular Autom ata
Cellular autom ata is a well known discipline in cybernetic systems for developing au­
tonomous systems using inspiration from biological complex and yet autonomous sys­
tems that are all made up of large numbers of small cells. The basic idea is th a t a 
system that needs to be automated is modelled as an aggregation of a large number of 
small cells. And each cell follows simple rules defined by a mathematical function and 
updates their individual states based on its current state and th a t of the neighbouring 
cells [85]. The reader can refer to [86] for details in modelling dynamic systems using 
cellular automata. Authors in [87] have taken this direction and have developed SO 
channel assignment schemes using cellular autom ata theory. Since SO systems in na­
ture also have similar operational principles to CA, so we can infer tha t CA is one of 
the most natural approaches towards designing SO [88]. The two main challenges in 
the feasibility of deploying CA based solutions are the system convergence and deter­
mination of the exact system response to irrational changes in environment. It is thus 
necessary to investigate their reliability for self organised systems. Practical applica­
tion of cellular autom ata has not yet been extensively investigated for wireless cellular
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systems. Thus we attem pt to address it herein and provide a novel solution applying 
this theory in chapter 4.
2.5 .2  O p tim isation  Techniques
As explained in the earlier section, although some form of learning and emergent in­
telligence is exhibited by natural SO systems this intelligence may arise by following 
simple optimal rules at local entity levels in the system rather than a complex learning 
process across the system as a whole. Therefore, classic optimisation is an equally 
promising approach towards designing SO in future cellular systems as long as it can 
yield solutions tha t are scalable, stable and agile. Scalability and agility usually de­
mand that the optimised solution should be implementable in a distributed manner. 
Stability requires tha t it should be optimal or at least feasible for all potential states 
of the system, i.e. The optimisation process might have to consider multiple objectives 
simultaneously or be bounded by feasibility constraints as optimisation of a single ob­
jective, while neglecting others may lead to unstable or non pragmatic solutions. Below 
we discuss both kinds of approaches.
Distributed Optimisation
If the system wide optimisation objective of the SO, can be broken down to local opti­
misation functions to be addressed by local entities in the system, optimisation of which 
is dynamically maintained by each of the entities independently or semi independently, 
an adaptive scalable and stable solution can emerge i.e. SO can be achieved th a t can 
manifest automaticity. While this approach seems deceptively straightforward, its hid­
den difficulty lies in the transformation of system wide objectives into local functions 
that are simple, will not require global cooperation (scalability) and yet still merge into 
a consistent global behaviour (stability).
In this section we have presented a range of methodologies th a t can be applied, or 
have potential to be used in incorporating self organisational functionality in cellular 
networks. The role of learning algorithms was explained with specific mention of cel­
lular autom ata theory. Distributed optimisation schemes have also been employed in
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literature with interesting results. We thus infer tha t achieving SO functionality in 
cellular networks could involve an interdisciplinary research with tools from machine 
learning/artificial intelligence. However, the method used either via learning algorithms 
or through optimisation techniques is not the vital part but the nature of the solution 
presented.
2.6 Sum m ary
A literature review of self organisation in wireless cellular communication networks has 
been provided From presenting a deep understanding of what these new functional­
ities of future networks are, to the important standardisation work going on, we have 
been able to highlight major research projects in this area and have discussed impor­
tan t results achieved so far. Three generations of research papers in this field have 
been identified. The first generation include papers (e.g. [17] and [19]) where the need 
and expected gains of SO in cellular networks were outlined, but no explicit designs 
on how it could be achieved in cellular systems was presented. A second generation of 
papers (e.g. [11] and [20]) provided us with principles and paradigms in designing SO 
systems, although no algorithms for cellular networks were demonstrated. The third 
generation, which includes contributions in [10], [23], [24] and [21], build on the pre­
vious work to present algorithms and solutions termed self organising. A discussion 
of current approaches towards addressing intercell interference in OFDMA based sys­
tems by employing fractional frequency reuse were discussed, highlighting assumptions 
made by most authors in arriving at proposed solutions. Some of these assumptions 
will be challenged and more realistic solutions provided in chapters 4 and 5. We have 
highlighted a number of open research issues on SO in wireless cellular systems some 
of which we address in subsequent chapters. This chapter has provided a background 
and foundation for the solutions provided in subsequent chapters.
^For an extensive tutorial and literature survey on self organisation in wireless cellular networks, 
the reader is referred to our review paper in IEEE survey and tutorial journal [3]
Chapter 3
Self Organised Spectrum Assignment
Having presented a review and the necessary background for future discussions we 
focus in this chapter on a distributed self organised channel assignment scheme that 
achieves perfect orthogonality among neighbouring sectors and reveals the importance 
of localised rules in designing distributed self organised systems. The notion tha t 
distributed localised rules achieve a common objective as observed in natural occurring 
self organising systems is initiated in this chapter and applied in the rest of this thesis 
to demonstrate its self organisational functionality.
3.1 Introduction
Spectrum management can be viewed from four different layers. Fig. 3.1 shows these 
layers. Radio waves has been identified and harnessed for communications, including 
FM radio at Very High Frequency (VHF), terrestrial communication at U ltra High Fre­
quency (UHF) and satellite communication at Super High Frequency (SHF). Focussing 
on spectrum utilisation at UHF, various Radio Access Technology (RAT) have been 
employed to ensure communication e.g. via GSM, 30 , WiFi, WiMAX and LTE air 
interface standards. Licensing to operate in these bands is regulated by the national 
regulatory commission (OFCOM in the UK and FCC in the US) and bands of spectrum  
are allocated to various operators through a bidding process. Spectrum underutilisation 
in this band is usually the responsibility of the regulatory body to monitor, allocate
40
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and ro-farm bands depending on development of new technology or the phasing out of 
old ones as for example seen in the recent digital switch over in the UK [89]. For a 
particular radio access technology such as LTE, various operators are licensed to op­
erate on adjacent bands of the frequency spectrum. However, it is not feasible for all 
operators to fully utilise this allocated frequency optimally in all geographical areas 
as each operator has its main cluster of subscribers in different regions. This leads to 
underutilisation by each operator in at least one region of coverage. To address this, 
operators have identified the need for spectrum trading among themselves [90].
Looking more closely at the spectrum utilisation of each operator over a given coverage 
area, we observe that user patterns indicate a non uniform distribution and user profiles 
can help predict the migration of users to specific locations such as home, school or 
work. This, thus helps operators to create policies such that despite total coverage 
over a given geographical area, capacity requirements in specific regions at different 
times of the day (or days of the week) are satisfied. The need for a dynamic spectrum 
management scheme thus persists.
Operators invest a great deal to ensure their networks constantly meet a desired Quality
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of Service (QoS) for subscribers. This involves constantly monitoring and reconfigur­
ing in response to daily challenges faced in the operating environment. One of these 
challenges could be the occurrence of major sporting events which could cause high 
traffic in certain geographical regions at certain times. The need to ensure this surge 
in demand is seamlessly addressed by operators by balancing the traffic to nearby cells 
th a t have low traffic requirements during the same period. The aim is to help reduce 
interference via careful optimisation of system configuration parameters. In a perfect 
world, there would be more spectrum to uniquely allocate to new users, however like 
most resources, spectrum is finite. Thus various efforts to investigate how to efficiently 
utilise available spectrum whilst minimising interference is our quest.
Self organisation functionality addresses how operators can design their network to 
autonomously reconfigure their default frequency allocation scheme based on learned 
patterns in the operating environment. However, the dynamic nature of mobile traffic 
makes it elusive and tedious for the network designers to realise a perfect system. 
Manual optimisation of the system would not yield the desired results as the operational 
costs involved increases as network sizes grow.
To match the dynamics of the non-uniform user distribution, load balancing has been 
identified as one of the use cases for self-optimisation functionality. The main moti­
vation for this is the fact that over a period of time we can observe steady transition 
of traffic from one location to another. Achieving a fair resource scheduler is indeed a 
major requirement for self-optimisation. The second major use case interrelated with 
load balancing is interference mitigation. This affects the data rate th a t can be offered 
by the system. The data rate requirements of the new bandwidth hungry applications 
driven by the smartphone industry has put further constraints on wireless operators 
worldwide. A study reveals that there is a high spectrum under utilisation mainly 
due to variation of its utilisation across different geographical locations [91]. Certain 
bands have high utilisation in some sites especially in the presence of appreciable levels 
of interference. More remarkable is the fact tha t almost all bands have no utilisation 
in at least one site [91]. In proposing an efficient spectrum management scheme to 
improve utilisation, we must thus consider the potential of balancing the allocation 
scheme for both areas with high and low utilisation. The spectrum management thus
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performed also has the advantage of interference coordination, by considering the co­
channel interference as a limiting factor in deciding the spectrum assignment strategy. 
If an intelligent system is indeed designed with the traffic density in each cell, it gives 
the ability for the system to adapt to the dynamics of traffic and thus deliver a more 
comprehensive solution. A self organised scheme would grant high autonomy to the 
system in continuously reconfiguring the allocation, based on feedback parameters from 
the cells, e.g. the traffic density.
We focus on frequency allocation tha t can be done autonomously based on interactions 
with the environment.
3.2 R elated  W ork and Problem  Form ulation
The evolution of cellular communication systems to support data and voice, capac­
ity requirements became key in radio planning. This process gradually became more 
complicated and required a large amount of human expertise due to the growing com­
plexity of measurements involved in the radio planning. The first step to autom ate 
this process led to the introduction of frequency planning algorithms. W ith the intro­
duction of UMTS and the need to support multimedia services on mobile terminals, 
automatic planning became a necessity. However, this automatic planning involved 
using geographical data as well as computer simulations to develop generic patterns for 
the entire network. When a given area experiences poor performance, the RF engineers 
are then mobilised to take new measurements to ‘optimise’ the network configurations. 
This process involves a considerable amount of financial expenditure and risks human 
error to ensure tha t different sites are configured to operate using the right frequency, 
thus minimising interference so as to increase capacity and maximise spectrum utilisa­
tion.
In today’s cellular communication networks, frequency allocation is very im portant in 
radio planning in order to achieve coverage extension and capacity maximisation. The 
latter requires efficient spectrum allocation strategies tha t help minimise interference. 
Even further, with self organised functionality, this allocation scheme should not only be
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autonomous but self organised^ taking new reconfiguration actions based on feedback 
from the system autonomously.
We highlight some significant contributions on frequency allocation, dynamic spectrum 
allocation and a few efforts on self organised spectrum allocation. These discussions 
help to provide a clearer perspective to the proposed solution presented in section 3.3.
3.2 .1  S e lf O ptim ising  Load B alancing
In a literature survey on self organisation [3], we have highlighted an extensive list of use 
cases. Most of these use cases are interrelated thus providing a solution tha t optimises 
one radio parameter might have conflicting effects on another system objective. The 
SOCRATES project identified twenty-five use cases th a t need to be addressed by self­
optimisation functionalities [92]. They concluded in their final deliverable the need for 
a SON coordinator [4]. The challenge in uniting all these use cases and building a single 
algorithm is the biggest challenge. The parameter optimisation may lead to oscillatory 
and unstable behavior because of its closed nature with each of the param eter exerting 
influence on many of the goals. Thus there is a need for a coordination mechanism 
which splits the optimisation parameters into different functional groups based on their 
correlation. Load balancing is one of the major use cases identified and a factor with far 
reaching industrial impact to provide a fair resource scheduling with limited resources. 
Many papers have focused on load balancing by optimising the handover threshold [93] 
and [94].
The algorithm followed in these papers ( [93] and [94]) was tha t of off-loading the 
overloaded cells into their neighbouring sectors by adjusting the handover threshold in 
a coordinated manner so as to push the users lying near the boundary of the sectors 
to be associated to their less crowded neighbours. All cell loading profiles are known 
at the central control unit which determines the optimal handover parameters. The 
interference level that may delimit the scheme, has not been investigated in these 
papers. Also they have not demonstrated how this fixed/static threshold limit will
^The difference between autonomous networks and self organised networks was discussed earlier in 
in chapter 1.
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Figure 3.2: Typical User Profile
prevent a possible handover ping-pong effect between cells.
The predictable, yet dynamic nature of user profiles shows a consistent pattern of data 
usage at certain times in different geographical areas. A better solution than having a 
fixed threshold for load balancing is thus feasible. Studying user profiles and data us­
age reveals that each profile has a unique peak hour and low usage hour. Furthermore, 
the peak hour occurs at different times, in different geographical locations [95]. Fig. 
3.2 shows a scenario of user migration patterns during a week. The higher population 
density starts from the residential area to work/school. There is usually a peak in 
town centre/shopping malls during lunch breaks and closest to businesses. At night 
time the highest population density moves back to the residential areas. Current ITF 
planning carefully consider these statistics to ensure optimal operation. When there is 
a change in pattern such as a new Olympic stadium, new residential blocks or public 
holidays, current systems can adapt to ensure continued coverage. However, there still 
would he an underutilisation of resources in regions that had a high traffic and amount 
of resources. Similarly, the new hotspot areas that had limited resources due to their 
perennial low data usage, would experience capacity caps in the disguise of ‘fair usage
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policy’ by operators. Such profiles would reveal cells tha t have heavy traffic on the 
downlink and if a neighbouring cell experiences heavy load traffic only on the uplink 
for better among these cells which yields a better spectrum utilisation. Even further 
a neighbouring cell to these two cells could have no traffic at all. This example sce­
narios reveals where coordination among neighbouring cells can help improve spectrum 
utilisation.
3.2 .2  In terference M itiga tion  v ia  In terference A voidance
Interference coordination is yet another important use case tha t may have impact on 
the offered throughput by the system. This has a direct effect on the Quality of Ser­
vice (QoS) and lower satisfaction to users which are served with low SINR (Signal 
to Interference and Noise Ratio); usually the cell edge users. A self organised reuse 
partitioning technique was initiated in [96] tha t targeted the interference minimisation 
between co-channel cells by an orthogonal channel allocation providing enough spatial 
separation so as to reduce the co-channel interference to a minimum. Our focus is only 
on interference minimisation and no considerations is given for the nature of traffic 
carried by each user or fair resource scheduling. We also acknowledge th a t reference to 
a channel can be ambiguous in the context of wireless cellular systems. In this chapter, 
where OFDMA based systems are considered, a channel refers to a frequency/time slot. 
A neighbouring scheme is introduced which is motivated by the fact th a t self organised 
systems are composed of individual local entities. Individual local groups with their 
individual constraints but which would still coordinate to obtain a global organised 
behaviour. In a cellular system, system performance of a given cell has a direct effect 
on the adjacent cells due to inter cell interference.
3.3 System  M odel and P roposed  Solution
A mathematical model has been formulated in [93], which defines a framework for 
simulations in the perspective of SON. This characterises a network layout and user 
position along with all the propagation characteristics explored in detail.
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• Each network node is placed at a position which defines a single base station 
serving three hexagonal sectors. A cloverleaf sectoring technique has been used 
for the cell layout.
• Users being served by the cells are defined by their position, assumed to be ran­
domly located over the entire coverage area. Since the investigations are mainly 
aimed at load balancing, a non-uniform distribution is assumed with particular 
areas purposefully overloaded to test the efficiency of our solution.
3.3 .1  P rop agation  M odel
A propagation model is generated which characterises the wireless channel losses for 
the signal transm itted from the base station to the user. As explained in [97], the 
multiplicative noise endured by the signal can be further sub-divided into distance 
dependant path  loss, shadowing and fast fading. Since the SON algorithms are to 
be tracked over a long period, the fast variations in the propagation channel may be 
neglected. Hence the fast fading component is neglected from the simulations. Distance 
dependant path loss is typically expressed as [98]
L d  = Ia  + Ib  X log (d) (3.1)
where d is the distance in km , of each user from the base station given by \pc — At 
20MHz, values for I a and Ib  are 128. IdB and 37.6dB respectively.
The directional radiation patterns of the antennas contribute to the overall loss. The 
RF antennas used at the base station radiate outwards with a pattern  resembling a 
beacon shape. Cloverleaf sectoring has been assumed for the simulation with maximum 
antenna gain at the bore-sight angle. The azimuth and elevation pattern  expressions 
used follow those given in [98] and [99]. Thus the sum total of the three multiplicative 
components characterises the propagation model.
G = Ld + Lgh +  Lant (3.2)
where Ld is the distance dependent pathloss, Lsh is pathloss due to shadowing and Lant 
is the pathloss due to the  antenna radiation pattern.
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3 .3 .2  C ell A ssocia tion  F unction
During the downlink transmission mode, the signals from all the base stations arrive at 
the user, with each signal undergoing levels of attenuation depending on the distance 
and shadowing effects. The signal strength at the user is measured for each user against 
all the base station antennas. The signal to interference plus noise ratio (SINR) of each 
user is thus computed assuming the sector where it receives its strongest signal as its 
primary serving sector and all the other sectors act as sources of interference. The 
corresponding SINR of each user is given as [100]
where x{u) is the connection function relating the cell c in which the user u  receives its 
strongest link. Px{u) is the transm it power from the users serving eNobeB, Gx{u) is the 
channel gain (or loss) between the user and serving eNodeB as defined in equation (3.2), 
N  is the thermal noise power, Pq is the transm it power from other eNodeBs operating 
on the same frequency to the user and Gc is the channel gain (or loss) between the 
user and other eNodeBs operating on the same frequency as its serving node. The 
connection function is simply given as
x{u) = arg m aXc{SINRu) (3.4)
This is used to determine the serving eNodeB for each user. It defines the cell c whose 
S IN R u  is maximum for user u. From the set of SINR values for each user against all 
the eNodeB sectorial antennas, the sector with highest SINR value can be assumed to 
be the primary serving sector for the user.
3.3 .3  S e lf  O rganised C hannel A ssign m en t
After frequency planning using universal frequency reuse, there is a further channel allo­
cation of Physical Resource Blocks (PRBs) to users. Various fixed channel assignment 
and dynamic channel assignment schemes have been demonstrated in the literature. 
We however propose a scheme based on the concept of sectorial neighbours. The fun­
damental concept behind this scheme is based on motivation of self organisation as 
observed in nature where simple localised rules result in an organised system.
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This proposed scheme can be implemented by first developing adaptive algorithms to 
optimise system parameters as changes in input are detected or as system configuration 
parameters reach a defined threshold. The algorithm then proceeds to the stage where 
the system dynamically sets thresholds and adapts one or more system parameters to 
maintain a defined global objective. This global objective is the systems ability to 
autonomously adapt as its network configuration parameters change to meet varying 
conditions in the environment. We thus design an intelligent scheme that autonomously 
organises its configuration settings, monitors its performance and optimises its settings 
to further improve performance as input features change. This requires system elements 
to be aware of neighbours to monitor their performance and give feedback to the system 
based on its current allocation. This algorithm is executed in a distributed manner at 
each eNodeB sequentially depending on their ordering in the NCL. When there is 
a change in the NCL, outage or insertion of a new node, the algorithm (described in 
section 3.3.4) is triggered only within the localised neighbourhood of such event. Details 
of this proposed scheme are thus presented.
System Model
We define simple channel assignment rules to ensure tha t adjacent neighbouring sectors 
do not use the same channel. Given a cellular system of C  base stations with three 
hexagonal sectors each, we demonstrate a resource allocation scheme where changes 
in the system cause the neighbouring cells to update their allocation scheme in their 
sectors based on these events.
Consider Fig. 3.3, in which we model the system as a three sectored cellular system 
using the cloverleaf pattern, where intersecting sectors from adjacent cells are regarded 
as neighbours. Sectors belonging to the same eNodeB are not regarded as neighbours. 
The red triangles represent the eNodeBs and the blue dots the user positions. This 
model conforms to the idea tha t despite a hexagonal representation for a cellular system, 
users in a given cell can be associated to adjacent sectors in neighbouring cells due to 
shadowing, antenna pattern and fading.
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Figure 3.3: System Model Showing Snapshot of User Positions Across 21 Sectors 
3.3.4 P roposed  A lgorithm
A neighbouring scheme is introduced which is motivated by the fact that self organised 
systems are composed of individual local entities. Individual local groups with their 
individual constraints but they can still coordinate to obtain a global organised be­
haviour. The system performance of a given cell has direct effect on the adjacent cells 
due to inter cell interference. The following notations give more insight into the system 
model.
Let /C denote the total number of users in the system and K.g describes the set of users 
in sector s.
ICg Ç A since UAg — 1C
N  =  [nij \ri i j  e  (0, is a S  by S  square symmetric binary matrix, depicting the
interfering neighbours among S  sectors.
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Figure 3.4: Neighbouring Sector Chart
TliJ —
1, sector i and j  interfere with each other and i ^  j  
0, sector i and j  can use the same set of channels
Thus the neighbour of any sector i in a cell, is any sector j  such th a t Uij =  1. A wrap 
around model is not used in this chapter so tha t sectors of each cell have a non-uniform 
distribution of neighbours depending on their location, either at the centre or a t the edge 
of coverage area. This is a more realistic scenario to show the agility of the proposed 
solution in the event of failure of a node as well as commissioning or decommissioning 
of new cell sites. In implementing the algorithm, the number of interfering neighbours 
Qs is a set of neighbouring sectors in sector s such tha t Hg =  [j\ns,j = 1].
C h an n e l usage: For each set of sectors, in order to ensure an orthogonal scheme, 
once a channel has been used by any of its neighbours, the channel is removed from 
the available set of channels until the last channel is utilised and then the entire set of 
channels is made available once again.
Let U =  [us,m\us,m G (0, l)]gxM, a 5  by M  binary matrix for the channel availability 
in each sector:
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'^s,m — ^
1, channel m  is available for sector s
0, channel m  is used by neighbour
V M  channels available to set of neighbours.
We model an interference matrix which determines which neighbours would form a set 
to coordinate their resources in a common pool and minimise interference among them ­
selves. This symmetric m atrix is depicted in Fig 3.4 with the black boxes representing 
the interfering neighbours.
We define a simple localised rule based on the load factor {LF) in a given sector s 
which depends on the number of users in a given sector relative to the number of users 
in interfering sectors.
where fig C S sectors, N  is the number of neighbours of a given sector, |/Cg| is the 
number of users in sector s and the summation of |An| gives the number of users in 
neighbouring sectors. We define a poverty line to be the minimum number of channels 
available in each sector. This is a multiple of the load factor and the total number of
channels available. This is also an orthogonal scheme where the same set of channels
cannot be reused by other sectors in the same set except where these sectors would not 
introduce interference. For M  available channels in a geographical area, the poverty 
line is expressed as
"  \ICs\ +  \ICn\ ^
Equation 3.5 is a metric used to determine relative density of users within a neighbour­
hood. Equation 3.6 further determines the minimum number of channels reserved for 
each sector that will not take part in the channel sharing.
We artificially overload a sector s to depict a sector with high data  demand and uni­
formly load other sectors with an even number of users. It is assumed that all users 
request a channel and are successfully allocated one. We verify tha t the algorithm
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increases the number of resources given just to the loaded sector as against previous 
schemes [101] where borrowed resources are made available to the entire cell. We val­
idate these results by loading different sectors for different snapshots and verify that 
as the increased user concentration changes from one sector to another, the channel 
allocation also changes, ensuring areas with more users are given more channels. The 
algorithm is presented below.
R eq u ire : S  = (1,2,3. .  . S)
A4 =  (1 ,2 ,3 . . .  M)
G iven  s e  S
1: i f  M s  =  0  
t h e n  
make As = M  
2: e l s e
C  =  UAn lA =  Mi — C 
3: e n d  i f
4: f o r  a l l  (n G M s )  A (A „  =  0 )  d o  
A s = U  ensure As Q Mi 
5: e n d  fo r
In summary, the algorithm first checks if the sector has any neighbours, in the rare 
case where this occurs, full channel allocation is permissible. In cases where the sector 
has neighbouring sectors, the existing allocation is excluded from the to tal available 
channels to determine the free channels. Based on the neighbour relation table and 
each sector “load factor” , there is a coordination among the localised neighbourhood 
as to the amount of channels each sector should be allocated. This local coordination 
is then cascaded over the entire network. This algorithm is executed at each eNodeB 
in coordination with neighbouring nodes in its neighbouring table and run sequentially.
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3.4 R esu lts and D iscussions
In order to have a comparison, we need to first build a benchmark against which the 
SINR and data rate values can be compared so as to measure the overall improvement. 
The two different benchmarks that will be used for simulation include full frequency 
reuse and a static channel allocation scheme.
The system is shown for a first tier cluster of cells using a cloverleaf design. The results 
can be extended for larger number of cells which would introduce a greater level of 
complexity in the definition of sectorial neighbours. In self organised cellular networks 
however, we are concerned with local behavior or rules.
3.4 .1  Full Frequency R eu se and S ta tic  C hannel A lloca tion
In full frequency reuse scheme, the entire spectrum is available for transmission across 
all the sectors. The main advantage of this is high spectrum utilisation and ability to 
handle maximum number of users. But the interference levels in this scheme are very 
high, particularly for users lying at the edge of the sectors. In order to reduce the 
interference levels, an orthogonal approach for channel allocation can be used in such 
a manner that no neighbours share the same channel for transmission. Fig. 3.5 shows 
a snapshot of channels allocated to different sectors. For a static allocation, the total 
M  channels are equally shared and reused every seven sectors. This snapshot does not 
change irrespective of different user distribution in the sectors. The x-axis shows the 
sector ID for the 21 sectors and the y-axis is the channel bands. The black shades show 
the channel in use by the corresponding sector ID. This orthogonal approach can indeed 
help achieve significant reduction in interference levels. However, since only a portion 
of the spectrum is being utilised in each sector, this leads to low spectrum utilisation, 
thus reducing the overall data rate in the system. This static channel allocation is a 
predetermined resource allocation technique, which does not provide any adaptability 
to the network requirements. Hence static allocation is certainly not preferred as an 
alternative because of its low spectrum utilisation and inability to efficiently handle
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Figure 3.5: Snapshot of Static Channel Allocation Schemes
non-uniform traffic. The SINR levels achieved by this method are used as a benchmark 
for comparison of other results presented in this chapter.
3 .4 .2  D ynam ic C hannel A llocation
The adaptive nature of the system can be incorporated by two factors, automatic 
neighbour relation and load concentration awareness amongst the neighbouring sec­
tors. Here, we show a scenario tha t demonstrates how the algorithms allocates channels 
based on the above mentioned factors. Once we have an allocation pool for each sector 
determined dynamically and based on the load concentration in the adjacent neigh­
bours, the base station transmits signals to the user from one of the channels available 
to the particular sector. Since the co-channel cells are now spatially separated by some 
distance, the interference levels will decrease and be comparable to the static allocation 
technique but with one major advantage. This advantage is due to its ability to handle 
non-uniform user distributions. Fig. 3.6 shows a checkerboard plot representing the
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dynamic channel allocation.
We have artificially loaded sector 2 with users who are served by the central base station. 
Fig 3.6 shows a snapshot checkerboard plot of the number of channels allocated to each 
sector. The rows represent the sectors and the columns show the available channels 
from 1 to 70. Sectors 7, 14 and 21 have the maximum allocation and are in shaded 
in black. They occupy all channels as they have no neighbours. The neighbours of 
the loaded sector 2 are 12, 13, 15 and 16. The dark shades show the channel in 
use by the corresponding sector ID. The number of channels used by each sector is 
limited due to the effect of the loaded sector according to equations (3.5) and (3.6). 
These equations serve as a guide to ensure there remains at least a minimum number 
of channels in each sector so tha t all channels are not used by neighbouring sectors. 
It must be pointed out tha t channels allocated between sector 2 and its neighbours 
is done with perfect orthogonality to avoid interference between neighbours. Each 
sector was artificially loaded and it is observed tha t the system organises itself among 
its neighbours to adjust the number of channels that are allocated based on the user 
density and the number of interfering neighbours. Adjacent sectors being served by 
the same base station introduce no intercell interference and are therefore allowed to 
utilise a maximum number of channels. The orthogonality among neighbouring sectors 
is maintained and the spectrum utilisation factor has also increased considerably.
3.4 .3  H ybrid  C hannel A llocation
In this hybrid scheme, a significant factor tha t can prove decisive and differentiates 
it from the dynamic scheme, is the spatial separation between the users. The users 
located close to the cell centre are less likely to be influenced by interference from the 
neighbouring sectors, since the SINR for these users are higher. Here, we reuse all the 
frequency channels in all the sectors such tha t the users being served by higher SINR 
margin select channels from the full frequency reuse pool for transmission. Whereas 
the users at the edge of the sectors, termed critical users, can be allocated channels 
from the dynamic spectrum pool which takes into consideration the adjacent sector 
channel allocation, thus providing enough spatial separation between co-channel users
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to improve the overall SINR. The disadvantage with this hybrid allocation scheme is 
tha t the SINR value of the highly served users is marginally sacrificed. However, the 
scope for improvement in terms of spectrum utilisation is still significant. Fig. 3.7 shows 
a plot of the downlink SINR performance of the static, dynamic and hybrid allocation 
schemes as compared to the full frequency reuse. It is observed th a t at 99% of the 
users using the full frequency reuse have their SINR below 20dB as compared to 60%, 
42% and 34% in the hybrid, static and dynamic allocation schemes respectively. It is 
thus seen tha t the plots towards the right give a better system performance. In terms 
of the achievable data rate. Fig. 3.8 shows us tha t the static scheme gives the worst 
performance due to the non-uniform user distribution which leads to some channels 
tha t are not used. The hybrid scheme shows the best performance as it combines the 
benefit of both a high utilisation factor of full frequency allocation and the reduced 
interference of the dynamic scheme.
This scheme can be considered to effect a good tradeoff since interference degradation
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Figure 3.7: CDF Plot of SINR Performance of All Allocation Schemes
observed is far less and can still serve with much better signal strength as compared 
to full frequency reuse technique. On the other hand the positive aspects include 
better signal strength for critical users { S I N R ^  <  IQdB), ability to handle non-uniform 
user distributions effectively, higher spectrum utilisation as against dynamic frequency 
allocation and most importantly achieving a better offered overall data rate.
The data rate was computed using the following equation
C =  X "y X l o g 2 ( l  +  5'ZA'Ru) (3.7)
where Wu is the channel bandwidth and 7  is the channel utilisation factor. The channel 
utilisation factor is a measure to determine at what rate a particular channel is used 
among all the sectors. This is calculated by taking the ratio of the total number of 
times a given channel is used in the system N^sed to the number of sectors S  in the 
system.
7  =  ^  (3.8)
For example, consider channel 20 in Fig. 3.5 presented earlier. From this snapshot.
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Figure 3.8: CDF Plot of Achievable Data Rate for each Scheme
the channel is being used in 4 different sectors resulting in a channel utilisation factor 
of Fig. 3.9 shows the channel utilisation factor of each scheme. As expected, 
the channel utilisation for full frequency allocation is 1 as each channel is used in 
all sectors. W ith full frequency reuse used as a reference to having a 100% channel 
utilisation, the dynamic and hybrid scheme show about 70% and 40% utilisation factor 
respectively as compared to 19% for the static scheme. The higher utilisation factor 
of the dynamic scheme over the hybrid scheme is at a tradeoff of a higher interference 
level as shown earlier in Fig. 3.7. The improvement in the channel utilisation factor 
directly influences the data rate values which is now considerably higher than for the 
static allocation technique.
3.5 Conclusion
In this chapter, a self organised scheme has been presented for spectrum assignment 
based on simple localised rules. Realistic scenarios were formulated and based on
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today’s wireless networks with high traffic in certain regions at certain periods of the 
day while low traffic demands in other neighbouring regions over the same duration. 
However, with the ability to access information on user profiles, we were able to address 
load balancing as well as interference coordination challenges. Modelling such variable 
system profiles, we presented a self organised scheme able to allocate spectrum based on 
coordination among neighbouring cells irrespective of changes in user patterns. A new 
dynamic spectrum assignment strategy was first presented and further enhancements 
showing a hybrid scheme also given. Finally, radio resource management principles were 
incorporated to improve spectrum utilisation which also provided a higher data  rate for 
the users in the cellular network. We conclude tha t with continuously changing user 
behaviour, classification of initial regions that have high data rate requirements into 
static schemes or seasonal reconfiguration is not optimum in the context of spectrum 
utilisation. Achieving a self organised configuration however, can be complex. W ith 
the proposed solution, we have demonstrated that building large complex systems does 
not necessarily have to involve a complex process. Rather, simple rules in a localised 
neighbourhood can lead to the desired global objectives.
The proposed scheme is independent of the user distribution in each cell and applicable 
to users located in all regions. However, users located at the cell edges are more prone 
to interference from other cells. In the next chapter, we look further to address this 
problem of intercell interference using a fractional frequency reuse scheme.
Chapter 4
Self Organised Fractional Frequency 
Reuse using Cellular Automata Theory
This chapter addresses a fundamental problem in OFDMA based cellular networks: 
InterCell Interference (ICI). We first describe current solutions tha t employ a fractional 
frequency reuse and then challenge a fundamental assumption in these proposed models. 
A novel scheme is then proposed which is adaptive, distributed and dependent on the 
traffic demands in each region. Cellular autom ata theory, usually used to model self 
organised biological systems in nature is incorporated to demonstrate a self organised 
fractional frequency reuse.
4.1 Introduction
From the channel assignment scheme presented in Chapter 3, a further challenge per­
sists on the performance of users located at the edge of the cellular coverage as these 
users usually experience considerable amount of ICI. To achieve an efficient Intercell 
Interference Coordination (ICIC), variants of the Fractional Frequency Reuse (FFR) 
scheme presented in [66] and [68] have been proposed in the literature, which reduce 
the amount of ICI received by cell edge users and give good performance based on their 
target performance metrics such as Signal to Interference plus Noise Ratio (SINR),
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spectral efficiency, outage probability and system sum-rate. All of these schemes ex­
ploit either frequency or power or both to achieve ICIC. These schemes however, do 
not give due consideration to the fact that in real networks, user distribution is non- 
uniform as it varies with seasons and the occurrence of major events. Thus, modelling 
a fixed region of cell edge and cell centre in all cells irrespective of user positions is not 
optimum for a dynamic cellular system. There is thus an opportunity to simultane­
ously exploit the power, frequency and space (user location) to self organise ICIC. W ith 
an accurate knowledge of user positions (which is feasible with smartphones), a more 
dynamic, adaptive scheme can be developed which adapts to medium and long time 
scale user position variations. We thus propose a solution tha t directly correlates the 
geographical position of users to their available resources (bandwidth and power). The 
majority of users at the cell borders have SINR’s below the desired SINR threshold and 
are thus referred to as cell edge users while other users above this threshold (usually 
closer to the serving eNodeB) are referred to as cell centre users.
A novel Self Organised Fractional Frequency Reuse (SOFFR) scheme for intercell inter­
ference coordination is presented. In this scheme, we characterise the user distribution 
in each sector by its Centre of Gravity (CoG). This helps to classify each sector in 
different configuration states. Next, we employ an evolutionary algorithm called cellu­
lar automata, and to demonstrate its self organising functionality in wireless cellular 
networks. In this chapter we first compare the performance of various FFR  schemes 
showing how system performance varies with the classification of users in cell edge or 
cell centre regions. This classification, we show later, is based on the ratio of radius of 
the cell centre region to the radius of cell sector. We further present a distributed and 
adaptive FFR  scheme that is dependent on the user distribution in each sector of a cell 
site. The cell edge and cell centre regions are not fixed across the entire network or for a 
particular site but vary on a medium time scale (seasonal change in user distribution) 
in each sector. Thus, based on the user distribution, the system can autonomously 
adapt the region of cell edge and cell centre and thus the resource allocation to users. 
This adaptive scheme provides a significant improvement in system performance.
For a cloverleaf cellular system model [102], each sector has two regions, an inner region 
close to the serving eNodeB referred to as cell centre and the remaining outer region
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referred to as cell edge. These regions can be varied and we first show th a t the ratio of 
cell edge area to cell centre area influences the system performance. This ratio is one 
of the major factors tha t determines the power amplification factor for cell edge users 
in Soft Frequency Reuse (SFR). We also vary the ratio of power transm itted to cell 
edge and cell centre users in accordance with the variation in user distribution among 
neighbouring sectors. We are able to provide an analysis of the relationship between 
ratio of cell edge area to cell centre area and power amplification factor.
Our major contribution is in proposing a different self organised scheme from adaptive 
schemes provided in the literature. The difference is in the application of cellular 
autom ata theory which is motivated from nature where self organisation can result as 
an emergent pattern  based on applying simple rules in a defined local neighbourhood. 
In this chapter, we first provide a concise background of OFDMA based cellular network 
and ICIC relevant to our scheme and then introduce cellular autom ata theory th a t is 
used in the scheme itself.
4.2 Background and R elated W ork
In wireless cellular system design, the signal power falls off with distance. It allows 
frequency resource to be reused at a spatially separated location such tha t signal power 
diminishes to the extent that it does not cause any significant interference. The distance 
at which the frequency resource can be reused is known as the reuse distance. This 
concept of frequency reuse [100] helps in increasing the system capacity, while making 
the system interference-limited. The interference due to frequency reuse in other cells 
is known as Inter-Cell Interference (ICI) or co-channel interference. In this section, we 
present an overview of an OFDMA based cellular network, the preferred solutions to 
reduce ICI and the various static and dynamic resource allocation schemes deployed 
therein. Our emphasis is on determining the resource partitions and transm it power for 
dynamic reuse schemes. We also illustrate the metrics used for performance evaluation 
and comparison of the different reuse schemes.
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4.2 .1  O F D M A -b ased  C ellular N etw ork
The ability of Orthogonal Frequency Division Multiplexing (OFDM) to combat fre­
quency selective fading for downlink data transmission justifies its use in current and 
future cellular networks. OFDM transforms the wide-band frequency-selective channel 
into several narrow-band channels, known as sub-carriers. The sub carrier spacing is 
equal to the period of the symbol duration and is orthogonal to each other. This means 
tha t when there is a multipath fading in the wireless channel, the transm itted data can 
be reconstructed as it is split across all the sub-carriers.
In a multi-user environment, each sub-carrier may exhibit different fading characteris­
tics to different users at different time instants. This is due to the time-variant wireless 
channel and the variation in the user’s location. This feature can be positively exploited 
by assigning sub-carriers to those users who can use them in the best possible way at 
tha t particular time instant. Such an OFDM-based multiple-access scheme is known as 
OFDMA. In OFDMA, a contiguous or non-contiguous set of sub-carriers are allocated 
to a user for a predetermined time interval. This is known as a Physical Resource Block 
(PRB) as per the Third Generation Partnership Project Long Term Evolution (3GPP- 
LTE) specifications [103]. Thus, PRBs have both time and frequency dimension and it 
is the minimum resource that can be allocated to a user. In LTE systems for example, 
each PRB is made up of 12 subcarriers with a subcarrier spacing of 15KHz each. A 
bandwidth of 5, 10 and 20MHz will amount to 25, 50 and 100 PRBs available per cell. 
In addition to PRB allocation, the transm it power and MGS can be varied based on the 
channel condition at the level of subcarrier group assigned to a user. Thus, OFDMA 
facilitates a flexible resource planning due to the granularity of the resources available 
for allocation.
To maximise spectral efficiency, legacy cellular systems recommend frequency reuse of 
1, i.e. each neighbouring cell uses the same resources. In such a case, different users 
in the neighbouring cells may use the same PRB at the same time and if the signals 
are strong enough, users (in particular, the cell edge users) are likely to suffer from 
severe ICI. Various interference management (averaging, avoidance and coordination) 
schemes have been proposed to combat ICI [3]. Inter-Cell Interference Coordination
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(ICIC) is often adopted due to its improved performance and spectral efficiency com­
pared to other schemes [7]. To achieve ICIC, different variants of Fractional Frequency 
Reuse (FFR) schemes have been proposed in the literature, which essentially allocate 
different resources to the interfering areas of neighbouring cells. Such schemes reduce 
the amount of ICI experienced by the cell edge users.
Having efficient coordination of interference in a dynamic system can be challenging. To 
ensure a self organised approach, it is desired to develop a reliable method of modelling 
such systems.
4.2 .2  E m ergence and S elf O rganisation
The concept of emergence is an integral part of self organising systems in nature. Emer­
gence can be understood as resultant behaviour at a macro-level based on interactions 
of a systems’ constituent parts at a micro-level [104].
In the specific context of self organisation in wireless cellular networks, various defini­
tions, design principles and methodologies have been outlined in [3]. One interesting 
finding is how self organised systems in nature follow simple rules tha t result in an 
emergent pattern. Dynamical systems with an emergent pattern  have a global be­
haviour due to interactions among local neighbours. These global patterns can neither 
be traced back taking the individual components in isolation nor can the process be 
easily modelled analytically due to their increased statistical complexity. Im portant 
characteristics of self organised systems include systems adaptability, autonomy, scal­
ability and stability. In designing such self organised systems, any emergent patterns 
tha t result from localised interactions among the system components should also be 
adaptive to variations of its operating environment.
Cellular autom ata theory, which is an efficient method in modeling biological complex 
systems, is applied to combine adaptive emergent patterns in achieving a self organised 
system by modelling an interference coordination scheme among neighbouring cells. 
The key concept here is that the power allocation for cell edge and cell centre users is 
not only dependent on the user distribution in a sector but also on the cell edge area, 
power allocation and user distribution of neighbouring sectors. We have interestingly
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discovered from our results tha t using simple localised rules among a defined neigh­
bourhood results in an emergent self organised pattern  tha t meets the desired system 
objective. An introduction to CA using a simple illustration is now provided in the 
following sections.
4.2 .3  C ellular A u tom ata  T heory
Cellular Autom ata (CA) is a new kind of science th a t can be used to model complex 
dynamic systems [85]. They are large decentralised systems made up of simple identical 
components with defined localised neighbour relations. The state of individual simple 
components (usually referred to as cells) changes synchronously and are triggered by 
state updates in neighbouring cells. These updates are based on local rules and pre­
vious states of neighbours. CA are suitable for modelling autonomous systems, as the 
fundamental concepts use inspiration from complex biological systems. These natural 
systems are autonomous and made up of large numbers of small cells. The basic idea 
is that a system that needs to be automated is modelled as an aggregation of a large 
number of small cells. Each cell follows simple rules and updates its individual states 
based on its current state and that of the neighbouring cells [85]. Detailed studies on 
modelling dynamic systems using CA can be found in [86]. Emergence and self organ­
ised systems in nature have similar operational principles to CA. This is one of the 
major reasons why CA is one of the most extant natural approaches towards designing 
self organised networks [88].
In applying CA algorithms, a neighbourhood function must be clearly defined. This de­
termines the cell states which aflfect the future states of the reference cell. Various types 
of neighbourhoods can be defined but the most common are the Von Neumann, Moore 
and Hexagonal neighbourhood (see Fig. 4.1). We adopt a hexagonal neighbourhood as 
it is analogous to our system model for wireless cellular communication networks where 
we consider the coverage of each eNobeB’s sector to be hexagonal in shape [86].
A two dimensional (2D) CA can be represented as a five tuple (W, N , C, t) where,
• W is the lattice 2D cell represented by hexagons at position (x, y ) , W  = {Wn, n  =  
1, 2,...,W }
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(a) V o n  N e u m a n n  N e ig h b o u rh o o d  (b ) M o o re  N e ig h b o u rh o o d
Figure 4.1: Types of Neighbourhood
(c) H exagon al N e ig h b o u rh o o d
• N  is the neighbourhood set, a finite subset of W,
N  C W , N  = { n i , n 2 . . . , r i A / ' } .
• ^ is a finite set of configuration states of each cell.
- ’Ci+Af): where C| is the state of cell i in time t.
• ip is the localised rule that triggers the state transition. The local rule is a function 
/  : -4 C where J\f is the size of the neighbourhood.
• f is the transition time of a cell moving from its current state to its final state.
The neighbourhood vector N  determines the neighbourhood relationship or better de­
scribed as the neighbour cell list. We give more insights into the neighbourhood rela­
tion we use in our proposed solution in section 4.4. The transition time is im portant to 
prevent frequent change of states which may lead to instability and increased system 
convergence time.
Cellular Automata have many diverse properties but we highlight relevant properties 
for our work below.
• CA systems are complex systems but consist of a large number of simple objects.
• Evolution of each component is based on interactions with their localised neigh­
bourhood.
• They follow simple rules and result in an emergent pattern.
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Figure 4.2: Initial Random State of 2500 Nodes
• All components operate synchronously in parallel.
To provide a better understanding of this key theory used in the contribution, we 
present a simple example demonstrating its operation in the next section.
4.2 .4  Exam ple o f Self O rganisation using CA
A key attribute of most self organised systems is the emergence of a pattern from a 
state of randomness. This can be achieved without a centralised controller but with 
simple local coordination among neighbours. We demonstrate such a pattern using 
a cellular automaton. The aim is to demonstrate the potential of CA in achieving 
adaptive autonomous behavior, as well as its stability and convergence.
Consider a system of nodes in a given area which consists of 2500 nodes uniformly 
distributed in a 50x50 ni grid. The initial state of all nodes are chosen at random and 
we represent active states as T ’ and idle stales as ’O’. This initial random configuration 
is shown in Fig. 4.2 where the dark shades (black) indicate the active nodes and the
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Figure 4.3: Final Converged State of 2500 nodes
lighter shades (red) indicates the idle nodes. We apply two simple rules to each node: 
If there are more than three neighbouring nodes which are active then a reference 
node which is currently idle is triggered to change state to an active node. If all its 
neighbouring nodes are active, the reference node can hibernate and go into idle mode.
After sufficient negotiations and coordination among neighbouring nodes using these 
two simple rules, it is observed that the system converges to a stable state. Fig. 4.3 
shows the ffnal stable state of all nodes after 1446 iterations. Fig. 4.4 demonstrates the 
convergence of the CA algorithm by showing the number of iterations (or negotiations) 
before reaching a ffnal stable state. From this illustration, it is an interesting task to 
investigate how CA can be applied through similar interactions at a micro-level that 
would lead to achieving system objectives at a macro-level in wireless cellular networks.
In the speciffc context of wireless cellular networks, it has been established that self 
organising networks are adaptive, autonomous and dependent on local interactions 
with their neighbours which results in an emergent pattern. In simulating such large
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Figure 4.4; Convergence of Cellular Automata Algorithm 
dynamic complex systems, we adopt CA as a viable approach.
Some attempts have been made to apply CA in wireless cellular systems in general. 
In [87] a self organised channel assignment scheme using cellular automata theory with 
distributed control has been presented. Therein authors used a learning autom ata 
to adjust the state transition probabilities. The most significant application of CA 
is due to Lester et al. in [105] where a cellular automata based approach towards 
coverage optimisation has been developed. They describe how each base station updates 
its Neighbour Cell List (NCL) when a new node is deployed. This is determined by 
calculating the distance from other nodes and setting its cell size by adjusting its power 
levels. However, to the best of our knowledge, no one to date has now applied CA to 
address Intercell interference via FFR for ICIC in OFDMA based cellular networks. We 
address this problem by first proposing a novel distributed and self organised fractional 
frequency reuse scheme which determines the centre of gravity of user distribution in 
each sector and then applies the CA algorithm for its self organised configuration. 
Details of the problem formulation and the system model used are now presented in 
the next section.
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State Y: (  = 0.5
State Z:(  =  0.8
Figure 4.5: Defining Cell Sector States
4.3 System  M odel
There are a number of methods for Intercell interference mitigation but ICIC is the focus 
of this research. In ICIC, various schemes also exist but using FFR is the main focus in 
this chapter. We however, challenge existing FFR schemes in the problem formulation 
presented in this section. A background of existing variants of FFR schemes is first 
briefly explained as well as the radio resource allocations.
4.3.1 Variants o f F F R  Schem es
To illustrate and compare the different variants of FFR schemes, we continue with the 
cloverleaf cellular system model used in previous chapters, where each cell site comprises 
three hexagonal sectors with one eNodeB (base station is known as eNodeB in the LTE 
standard) located at the common vertex of these three sectors. The hexagonal geometry 
of sectors is used as an approximation for irregular or sometimes circular shape of a 
cell coverage area. The motivation for the cloverleaf model is that it appropriately 
demarcates the radiation pattern of a cell site utilising three sector antennas, as shown 
in Fig. 4.5. We give an overview of the widely used static and dynamic reuse schemes 
in the following subsections.
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Figure 4.6: Different Reuse Schemes for OFDMA-based Cellular Networks 
S ta tic  R euse  Schem es
Due to the fact that cell edge users are more prone to ICI compared to cell centre users, 
the cell edge users are usually allocated a distinct frequency resource. The users are
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classified as cell center or cell edge based on either their geographical location in the cell 
or their experienced Signal to Interference and Noise Ratio (SINR) from the eNodeB 
(which is indicative of the ICI they experience) and then, different reuse patterns can 
be applied. When the resources allocated for cell centre and cell edge users are fixed, 
the scheme is said to be Static. Static ICIC schemes exhibit lower implementation 
complexity and less overheads. When the fixed resource partitions are integer in num­
ber, it is known as Integer Frequency Reuse Scheme. For example. Frequency Reuse 1 
(FR l) is typically deployed in an OFDMA-based cellular network, where all cells in the 
system are allowed to use the same resources without any restrictions as shown in Fig. 
4.6a. All resources are available in all cells, the resource utilisation efficiency is high 
and gives good performance during low traffic conditions. When the traffic load (i.e. 
user density) increases, the interference effects cannot be neglected and significant ICI 
is experienced by the cell edge users.
To alleviate this problem of ICI at the cell edge, a frequency reuse scheme with higher 
reuse factor (frequency reuse 3) can be deployed. In Frequency Reuse 3 (FR3), adja­
cent sectors operate on three different sub-bands, which in total constitute the available 
number of sub-bands (see Fig. 4.6b). Due to the use of distinct sub-bands in neigh­
bouring cells, the problem of ICI is mitigated to a large extent. Using this sub-band 
partitioning, however, the available number of resources in each sector are reduced to 
one-third. This penalty in terms of reduced resource utilisation efficiency is paid in 
order to achieve improved edge user’s performance.
W ith Fractional Frequency Reuse Schemes, it is possible to have a trade-off between 
achieving high resource utilisation efficiency as in FR I and improved edge user’s per­
formance as in FR3. It is clear that resource partitioning is beneficial in improving 
edge user’s performance. Albeit, the cell centre users do not suffer from ICI and there­
fore, resource partitioning is not essential for them. Fractional Frequency Reuse (FFR) 
schemes exploit these facts and use a combination of the two Integer Frequency Reuse 
schemes mentioned above to achieve this trade-off. The key concept of all FFR  schemes 
is that the cell is geographically divided into two regions: cell center and cell edge with 
F R l deployed for cell centre users and FR3 for the cell edge users.
There are different variants of FFR presented in the literature. One of the most pre-
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dominant is Strict FFR (S-FFR), in which the cell center region deploys frequency 
reuse 1 and the edge region deploys frequency reuse 3. Thus, cell center users do not 
share spectrum with the edge users as shown in Fig. 4.6c. This scheme improves the 
cell edge performance substantially but compromises on the system throughput and 
resource utilisation due to the availability of only a fraction of the to tal resources in 
the cell centre as well as cell edge region.
Another approach to improve the resource utilisation efficiency and system performance 
is to exploit the two dimensions of resources available: spectrum and power. Partial 
Reuse [106] and Soft Frequency Reuse (SFR) [107] are two such schemes widely reported 
in the literature. They involve power control along with applying different reuse factors 
to the cell centre and cell edge. Partial reuse employs the same resource partitioning 
strategy as S-FFR, with the only difference being the resources reserved for cell centre 
users are utilised with a lower power level while a reuse factor of 3 with higher power 
level is deployed for the cell edge users (Fig. 4.6d). SFR is one of the FFR  schemes 
which efficiently exploits the power and spectrum resources. It employs the same 
resource partitioning and power allocation strategy as Partial Reuse, with the only 
difference being that all resources are available for use at the cell center but with lower 
priority than cell edge as illustrated in Fig. 4.6e.
D y n am ic  R eu se  Schem es
All the static reuse schemes implement fixed resource partitioning and therefore hard 
limit the achievable user throughput. In dynamic reuse schemes, a flexible resource 
partitioning is performed between the cell centre and cell edge users, which can be 
based on factors such as the amount of interference power experienced by users and the 
traffic density. Such schemes have the potential of achieving efficient resource utilisation 
and improved system throughput.
A dynamic reuse scheme has been proposed in [108] which the authors refer to as ‘softer’ 
frequency reuse (SerFR). Here, the reuse factor for both cell centre and cell edge users 
is 1 and a modified proportional fair scheduler is used which gives preference to edge 
users over cell centre users and also ensures fairness amongst them. It is thus essential
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for resource management algorithms to adapt to system dynamics while keeping the 
flexibility of using entire spectrum resource in every region. The idea is to keep the 
resource planning adaptive with no inherent constraints from a design perspective.
In general, dynamic resource plans for interference mitigation are proposed in [109] 
and [110] and tend to perform better than their static counterparts due to the fact that 
they provide the flexibility of using all the available resources. The generation of soft- 
FFR  patterns in a self-organised manner is featured in [23,74] where resource allocation 
(i.e. determining the number of sub-carriers and power assignment) is performed by 
dynamically adapting to the traffic dynamics for constant bit rate (CBR) and best- 
effort traffic. They have compared the performance for two cases - with and without 
eNodeB coordination and showed that performance is better with coordination.
Authors in [111] have proposed one variant of dynamic FFR  which performed an intel­
ligent allocation of resources, such tha t no two neighbouring edge regions are allotted 
the same channels. Such a scheme based on interfering neighbour sets gives improved 
edge user’s throughput and area spectral efficiency compared to all other variants of 
reuse schemes. However, in the case of non-uniform traffic density, the resource allo­
cation policy does not perform very well. Thus, we observe tha t no particular reuse 
policy works for all possible scenarios. If a policy is optimal for a given scenario and 
improves one performance metric, then it compromises on other metrics. Moreover, 
the variation in user traffic density affects the performance of the reuse policy, which 
needs to be taken into account.
An illustration of determining the transm it power and interference calculation for the 
different reuse schemes is given in the next sub-section.
4.3 .2  R adio R esource A llocation  in  D yn am ic R eu se Schem es
The maximum transm it power available in the cell is influenced by the reuse scheme 
because different fractions of resources are available for cell centre and cell edge regions 
for different reuse schemes. We illustrate the concept further as follows; let 
Pt  be the maximum transmit power budget in the cell.
P p R B  be the transm it power per PRB.
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Nband be the total number of PRBs available in the system.
Nint be the number of PRBs used by center users in a sector 
Next be the number of PRBs used by edge users in a sector
Assuming equal power allocation, the transm it power per PRB for Frequency Reuse 1 
(FR l) in each sector will be
PpRB = (4.1)
^^band
For Strict FFR  (S-FFR), the number of PRBs available in the cell centre and cell edge 
region will depend on the ratio of cell centre area to cell edge area [112]. Let Sint 
represent the radius of the cell centre region and Sgxt, the radius of the entire sector. 
For cell centre users,
^in t ~  ^band X {Sini/Sext) (4.2)
and resources for cell edge users will thus be
Next = (Nband ~ N int)/3  (4.3)
The factor 3 is due to the minimum number of non-overlapping sector edges. This is 
synonymous to the chromatic index in graph colouring [113].
The power transm itted to cell centre users and cell edge users will be,
Pc — PpRB X Nifit (4.4)
p^S-F F R )  _  X  N ,x t  (4.5)
In Soft Frequency Reuse (SFR), the calculation of Next changes as the users in the cell 
edge area have their received power boosted by the power amplification factor (3s- The
amount of PRBs used in the cell edge is not dependent on tha t used in the cell centre
as was the case of Strict FFR. Cell edge users can use maximum number of PRBs 
available irrespective of the allocation to cell centre users. Thus Nint can be obtained 
using Equation (4.2), while the number of PRBs available to cell edge users is.
Next ~  ^^^\Nband/^t Ni)and N{nt] (4.6)
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The power transm itted to cell centre users will be the same as in the case of S-FFR 
given in Equation (4.4) and the power transm itted to cell edge users will be,
= A  X PpRB X Next . (4.7)
Fig. 4.6a-e show the current FFR  models while Fig. 4.6f shows our proposed model. 
Consider a sector in Fig. 4.6f, the white block indicates the band being used by users 
in the centre area. It is observed tha t they have the flexibility of using any part of the 
complete band but at a low power (shown by the height of the white block). Similarly, 
the shaded block show the band utilised by users in the edge area but at a much higher 
power as compared to users in the centre area. The power varies for each sector as the 
area of the edge region (along the space axis) varies. For a fixed amount of bandwidth 
for each sector, the amount of transm it power for cell center Pc and cell edge Pg varies 
according to the area of concentration of the majority of the users. The area of these 
two regions and its power level varies for every sector in each cell site. We thus seek 
to first estimate a parameter that uniquely characterises the user distribution in each 
sector and determines the optimum power allocation to cell edge and cell centre users 
for both the reference cell site and its neighbouring sites.
Consider a real network where user distribution is non-uniform, the ratio of the radius 
of cell centre area to radius of cell edge area (  would vary for each sector depending 
on the user distribution. In determining the classiflcation of users as either cell edge 
or cell centre, a given SINR threshold is usually used and users whose SINR is below 
this value are regarded as cell edge users. However, from a geographical perspective, 
we can approximate the region where such users would be located with a hexagon 
as shown earlier in Fig. 4.5. This approximation is based on an SINR surface plot 
for a trisector antenna. This cell edge region is variable depending on the eNodeBs 
transm it power and downtilt which invariably affects the user’s SINR. The presence of 
hotspots at various locations further requires reconflguration in such sectors to meet 
desired system performance. Fig. 4.7 shows the performance of various frequency reuse 
schemes as well as soft frequency reuse with different amplification factors pg. We 
can infer from this result that having a fixed ratio for all sectors in all cell sites is 
not optimum. We demonstrate that the cell edge and cell centre region would vary
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Figure 4.7: Effect of Sint/Sext on Various FFR Schemes
for each site and should be dependent on the user distribution, transmit power and 
configuration of neighbouring sites.
We proceed by first determining a central point in each sector which has the shortest 
distance from the majority of user positions. We formulate a quadratic subproblem and 
using the interior point method, locate a unique point referred to as Centre of Gravity 
(CoG) within each sector. Secondly, we calculate the distance between the CoG and 
their serving eNodeB. We define three possible states for each sector as State X: (  =  
0.3, State Y: (  =  0.5 and State Z: (  ^  0.8. Each sector would assume any of these 
predetermined states depending on the distance of the CoG to the eNodel3 location.
Let /C be the set of all users and Af be the set of all sectors in the system for a cloverleaf 
model with three hexagonal sectors per cell site. Consider a user k e  K  located at the 
cell edge, with sector n E W as its serving sector. Given that the total transmit power 
budget is Pt? the power transmitted to users in the cell edge area is Pg and to users in 
the cell centre area as Pg, we have a constraint on power usage in each sector as
Pt ^  d Pc- (4.8)
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Given tha t Pg = PsPo the maximum transm it power can now be expressed as
=  +  (4.9)
Pt  = P M  +  1) (4.10)
where ps is the amplification factor of each sector. To ensure Pt  is preserved,
d u )
and similarly,
Pe <  ^ P r .  (4.12)
Current solutions in the literature use values of Ps within the range of 1-20 and are 
usually selected heuristically [112]. Also, in current systems, Ps is taken as a constant 
for all sectors. In our formulation however, we let Ps be dependent on the distribution 
of users in each sector, the ratio of users in cell edge to cell centre (fi) and the value 
of (  in the reference sector and its neighbouring sectors. We thus aim to provide a 
utility function tha t determines Ps. This is used to determine the amount of power 
transm itted to users in the edge and centre regions.
Let us characterise the unique distribution of users in each sector by its centre of gravity 
{CoG{x, y)).  This is a point x  = [x, y]'  ^ within the sector such th a t the sum of distance 
between this point and all user positions is minimum.
The distance is given by
dk(x) = \\xk -  x \\2 = \ / {Xk -  x Y  +  {yk -  y Y  (4.13)
for k =  1, 2,..., FT users in each sector. The objective is to find a unique point x  th a t 
minimises the objective function
K
CoG{x, y) =  Xn = arg min V ]  dk{x)  (4.14)
fc=i
with inequality constraints described in section 4.4 tha t specify the upper and lower 
bound of possible values of x.  The constraints are expressed as any point within the 
geometrical coordinates of the hexagonal sector.
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Figure 4.8: Reference Vectors
4.4 Proposed  Solution
Our proposed solution involves two stages, first is to determine the CoG of each sector 
and its corresponding 'state '. Next is to apply CA theory to obtain a global, emergent
and self organised state for all sectors.
4 .4 .1  C e n t r e  o f  G r a v i ty  (C o G ):
To define a unique characteristic state for each sector based on its user distribution, 
we solve Equation (4.14) via an iterative process. Consider 3 reference vectors { u i , U 2 
and Us) with the 3 orientations of the hexagon 0°, 60° and 120° as shown in Fig. 4.8. 
The position vector Xi of any point chosen satisfies the constraints:
g; zci.ita < a; where iti =  uiZO, and 1^ 3 =  u i / + ÿ .
If =  1, scalar g represents the length of the side of the hexagon and CC; the position 
vector of any point within the hexagon. Any random point cc* can be chosen as our 
initial starting point for the iterative solution. The position vector can also be expressed 
as
1 0 -
1 2:%
2 2
_  1 2Æ 2/i
. 2  2 _
g < 0 . (4.15)
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We denote the objective function in Equation (4.14) as f {x)  and the inequality con­
straint in Equation (4.15) as gk{x) < 0 and tha t they are both continuously differ­
entiable in the whole region of M” . Equation (4.14) is a non-linear two dimensional 
optimisation problem and can thus be solved using an iterative process.
In each iteration k, we linearise the inequality constraints and approximate the La- 
grangian function:
C{x,  A) =  f {x)  -  X^9 k{x)  (4.16)
where x  is our primal variable and is the transpose of the Lagrangian multiplier.
We thus form a quadratic subproblem assuming tha t in each iteration, Xk G E ” is 
an approximation to the solution, Vk G E" is an approximation of the multiplier and 
H k  G E"'^" is an approximate Hessian of the Lagrangian function.
The quadratic subproblem is thus
min +  \ / f { x Ÿ 'u j  (4.17)w 2
subject to \/gk{x)'^u} +  gk{xk) < 0, where w E E'^ and H  is the Hessian.
Using Sequential Quadratic Programming (SQP), we solve Equation (4.17) by updating 
the Hessian matrix H  in each iteration to obtain a quadratic programming problem 
that we solve by using the interior point method [114]. This solution gives us the 
location of the CoG of the central point of all user positions in each sector. Based on 
the arguments presented above, point CoG{x, y) can define a locus of points from the 
serving eNodeB.
We can thus estimate the distance of CoG{x, y) from the eNodeB as
dm = \\CoG{x,y) -  B S{xo,yo ) \ \ 2  (4.18)
For the sake of simplicity, we partition each sector into 3 portions representing 3 states 
X,Y and Z. Table I shows this classification and depending on the distance of CG{x, y) 
from the eNodeB dm, the sector state (  is chosen.
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Figure 4.9: System Layout based showing CoG of each Sector 
4 .4 .2  C e llu la r  A u to m a ta
111 section 4.2.3, a description and example of applying cellular automata theory was 
given. In this section we go directly into its application for our defined problem. We 
thus define the neighbourhood function and localised rule used herein.
N eig h b o u rh o o d  function  {N): Any two sectors ni and ri2 are said to be neighbours 
iff ni e N{n2)  ug E N{ m)  V n i , 7 i2  G W.
This hexagonal neighbourhood relation N ,  is a set of adjacent sectors of other cell sites 
with the exception that hexagonal sectors of the same cell site are not regarded as 
neighbours. This is due to the fact that in an OFDMA based system, we are concerned 
with mitigating intercell interference only. The sector IDs of neighbouring sectors are 
stored in the neighbour Cell List (NCL). In the event a sector hibernates, experiences 
a fault or has been decommissioned, the NCL is updated via local communication over 
the X2 interface. Consider Fig. 4.9, sector I has sectors II, III, IV and V in its NCL 
and the configuration settings of these sectors determine the next state of sector I.
Fig. 4.9 shows the system layout and user distribution of 150 users randomly placed in
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Table 4.1: Mapping CoG {x,y) to (
CoG{x, y) c
djYi s 0.3
S < d m  < 1.5s 0.5
d m  > 1.5s 0.8
each sector. The centre of gravity of user distribution is marked by blue circles and as 
can be observed, their locations vary in each sector. Based on the mappings in Table 
4.1, and illustration in Fig. 4,9, users located in the centre white region are cell centre 
users and use any portion of the system bandwidth with a low power restriction. 
L ocalised  ru le  (-0): Given four neighbouring sectors with a set of three finite states 
the next state of sector n is the least used configuration state among its neighbours. 
If all states are evenly used, cell n 's  state remains unchanged.
In implementing this rule, we first evaluate the modal state among the neighbouring 
sectors and eliminate it from the set of possible new states. For example in Fig. 4.9, 
if sector II has state Y, sector III has state X, sector IV has state Y and sector V has 
state Y. The next state of sector I would be state X which is the least used state among 
its neighbouring sectors. The localised rule is chosen based on the fact th a t when a 
new node joins a network, having a too low power would make it prone to interference 
from other sectors while a power level tha t is too high would cause interference to 
other sectors. For effective coordination among sectors, a pareto optimal point has to 
be reached among the neighbours. It is reasoned tha t if the majority are on a low 
power, it is tolerable to change state to a high power provided at least one neighbour is 
already operating at that level which shows it is tolerable among its neighbours. It is 
important tha t the new state change is limited to a level already experienced by other 
neighbours. Thus the rule is limited to the least used state among its neighbours.
4 .4 .3  C ell E dge Pow er A m plification  (dg
In Soft frequency reuse, the power amplification factor (dg has to be carefully chosen 
as it determines the performance of cell edge users as well as the amount of interfer­
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ence to other neighbouring cells. We propose a utility function which determines the 
amplification factor Ps] based on the ‘sta te’ of each sector, ratio of users located in cell 
edge to cell centre as well as the current state of neighbouring sectors. The state of 
each sector is dependent on the user distribution which we characterise by its centre of 
gravity (see Table 4.1). We relate this system state Ç to the power amplification factor 
Ps which varies for each sector. The mathematical derivation is as follows;
Consider each sector represented as an hexagonal shape, the area of the entire sector 
is given as
■^sector =  2 ^ (4.19)
where s = length of a side of hexagon (or half the diameter of the sector). The area of 
the centre region can be expressed as
Ac =  —^  X ((s)^ (4.20)
where the factor C scales the original hexagonal sector size to the centre region. The 
area of the edge area is thus given by
A c  =  X s^(l — ( ^ ) .  (4.21)
We can thus obtain the ratio of edge area to centre area as
Ae 1 -  C" (4.22)
The number of centre and edge users is directly proportional to the area of centre and 
edge regions assuming a uniform user distribution. If the user density (the number of
users per unit area) is p and transmit power per user is we have
p = p x  Pk (4.23)
Equation 4.23 simplifies to give p  as the power per unit area. Thus the transm it power 
to users in the edge region can be expressed as
Pe — PeAc. (4.24)
Similarly, the power transm itted to the centre region is
Pc = Pc Ac (4.25)
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Table 4.2; Main Simulation Parameters Used
P a ra m e te r V alue
Total Bandwidth 5MHz
Inter Site Distance 1500m
eNodeB height 50m
UE height 1.5m
Transmit power 40dBm
Path loss Model L =  128.1 -h 37.61ogP
with subscripts c referring to centre and e referring to edge. In SFR, Pg =  PsPc- 
Substituting this in Equation (4.24) and dividing by Equation (4.25), we obtain
P s  —  p r '
which can also be expressed as
P s  —  P r
1 - C '
(4.26)
(4.27)
Having obtained this, we can now express the signal to noise plus interference ratio for 
any cell edge users k as
PsPc X Gk
yedge (4.28)
Variable Pg is the transm itted power in sector n, G^ is the channel gain, N  is noise 
power, T  is the set of all sectors transm itting on the same frequency sub-band for cell 
edge users and C is a set of sectors using the same sub-band to serve cell centre users.
However, to employ a self organised scheme that can autonomously adapt to spa­
tiotemporal dynamics of the system, we need to consider the effect of these settings 
on neighbouring cells in a defined neighbourhood. We thus propose a self organised 
scheme that would select an optimum value of C based on the GoG {x,y) of its serving 
sector, ratio of cell edge to cell centre users p  and value of C in neighbouring sectors. As 
the user distribution in a neighbouring site changes, its power allocation for cell edge 
user also varies. Thus the sector has to adopt a new optimum power setting. This self 
organised scheme does not lead to a chaotic system or cause instability as the changes
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are restricted to a defined local neighbourhood and changes are triggered from user 
distribution patterns over a medium time scale usually hours to days [3]. A summary 
of the steps in the proposed solution which uses cellular autom ata approach for self 
organisation is itemised as follows:
S T E P  1; Based on user distribution and presence of hotspots at cell centre or cell 
edge, calculate the Centre of Gravity (CoG) for each sector.
S T E P  2 ; Classify each sector into states X, Y, or Z based on the distance of CoG 
from serving eNodeB using Table 4.1.
S T E P  3: Apply CA algorithm to obtain new converged state for each sector and 
update Neighbour Cell List (NCL) with new sector states.
S T E P  4; Classify users as cell edge and cell centre users based on new sector states 
and determine the power amplification factor Ps for each sector using Equation (4.27). 
S T E P  5; Evaluate system performance and if average S I N R  of each sector is less 
than  S I N R  threshold, a new state change is triggered going back to step 3.
4.5 R esu lts and D iscussions
A system level simulator was used to validate the proposed scheme. All results pre­
sented are for the downlink and the results presented are obtained from Monte Carlo 
simulations. This is repeated for various user positions which are randomly generated 
and the average value of the performance metric is used. This scheme has also been val­
idated for different network sizes, employing a cloverleaf model which consists of three 
hexagonal sectors amalgamated together as one cell site. Three sector antennas were 
used and simulation performed for various random user distributions and random hot 
spot locations. The main simulation parameters used are listed in Table 4.2. Results 
were consistent for 21 and 57 sectors. We present results for discussion for 57 sectors 
and use Niand = 48 in each sector.
Fig. 4.10 shows the total system sum-rate of all users when F R l (frequency reuse 
of 1 in all regions). Strict FFR, Soft Frequency Reuse (SFR) with optimum power 
amplification of 12dB and the proposed scheme based on CA. The CA scheme has a 
similar performance to the ‘no FFR ’ scheme but with a 2.6% increase in the to ta l system
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Figure 4.13: System Performance with and without Self Organisation.
performance using the downlink SINR metric. Two deductions can be made from this 
result. First is the improved performance of both proposed schemes (CoG and CA) 
over the SFR scheme proposed in [107]; due to their distributed format. Second is 
with self organisation, the CA based solution has 75% of its users experiencing a higher 
SINR as compared to the adaptive scheme without self organisation (CoG) where only 
25% of the users have a much higher SINR.
The underlying reason behind the better performance of the CA based approach is its 
distributed nature where different user locations would have different cell edge and cell 
centre regions. Thus an optimum power allocation is used in each sector. The CA 
scheme self organises its power allocation for different regions which reduces the power 
allocation of sectors based on their effect on neighbouring sectors. This shows an even 
better performance compared to Strict FFR but with better sub-band utilisation than 
Strict FFR.
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4.6 Conclusion
In this chapter, we have demonstrated a novel FFR  scheme that exploits the knowledge 
of user positions to determine the power ratio between cell edge and centre users in 
individual sectors of a cell site. This proposed scheme is based on the Centre of Gravity 
(CoG) of users in each sector. The distributed and adaptive solution based on FFR  was 
further enhanced by employing cellular autom ata theory to achieve an emergent self 
organised solution. This is done to ensure tha t the distributed FFR  scheme becomes 
self organised via self-configuration in accordance with the configuration settings of 
neighbouring sectors.
This self organised FFR  scheme not only provides better system sum-rate for cell edge 
users comparable to performance of the strict FFR  schemes but achieves this with 
higher resource utilisation. The results verified tha t the proposed scheme outperforms 
the well established SFR scheme in terms of its cell edge user sum-rate. The results 
provided in this chapter have thus initiated further study on the relevance of emergence 
in self organised solutions for wireless cellular networks. The main challenge with self 
organised solutions such as these, is the need to analytically prove its convergence. For 
a system that is based on an emergent behaviour, this is challenging but necessary to 
ensure the reliability and stability especially when deployed to live networks.
In multihop systems however, the proposed scheme might not be optimum or stable 
due to the complexity involved in further resource allocation for relay nodes as well 
as various type of relaying schemes that could be employed. In the next chapter we 
thus address the problem of using the fractional frequency reuse scheme in a multihop 
network.
Chapter 5
Fractional Frequency Reuse in Multihop 
Cellular Networks
The previous chapter introduced a novel fractional frequency reuse scheme in cellular 
networks where we considered a single hop communication link. In this chapter, we 
investigate fractional frequency reuse schemes in multihop communication links com­
paring the performance of existing FFR  schemes in multihop links, in terms of their 
spectral efficiency and area spectral efficiency. We further propose a new FFR  scheme 
specifically tailored for multihop links.
5.1 Introduction and R elated  Work
In conventional cellular systems a static resource planning approach was the norm, 
wherein a fixed set of resource was allocated to cells. However, with increasing temporal 
and spatial variations of traffic, situations often arise where a few cells happen to need 
more spectrum while in others, spectrum remains unused. As a consequence, the users 
in the former scenario will be more likely to experience call blocking due to paucity of 
resources, whereas, in the latter scenario, there will be inefficient resource utilisation 
due to the plethora of resource remaining under utilised. In a variable traffic scenario, 
therefore, static resource planning will be less optimal. A classic paper [117] gives
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a comprehensive survey of the evolution of various resource planning schemes based 
on changing scenarios and system objectives. It emphasises the impacts of increase in 
traffic, demand for high-bandwidth applications and interference mitigation on resource 
planning. To ensure objectives are achieved, it is pertinent for the system to have a 
form of interaction with its operating environment.
When cellular systems interact with their operating environment to recognise changes 
in periodic traffic patterns or new coverage holes tha t could result from shadowing, 
the resource allocation algorithm can autonomously adapt to these variations. Various 
self-organised schemes such as this are envisaged to play a vital role in future wireless 
cellular communication systems [118], and they fundamentally rely on local interaction 
between entities (eNodeBs and RNs) in order to adapt the algorithm to meet the 
intended radio resource management objectives.
Efficient radio resource management can be achieved by employing Orthogonal Fre­
quency Division Multiple Access (OFDMA) as the multiple access mechanism, as rec­
ommended by Third Generation Partnership Project - Long Term Evolution (3GPP- 
LTE standard) [39,103]. The resource allocation in OFDMA ensures that no two users 
are assigned a common resource in a cell at a given time [119], thereby eliminating 
intra-cell interference. This narrows our focus to just the issue of Inter-Cell Interfer­
ence (ICI) as a limitation on system performance, particularly for users located close 
to the cell boundary, henceforth referred to as edge users.
5.1.1 R ecom m en d ation s for m itiga tin g  ICI in 3G P P -L T E
Various approaches have been proposed in the literature to facilitate ICI mitigation 
in OFDMA-based cellular networks. The following approaches are recommended by 
the 3GPP-LTE standard [103] for interference mitigation in OFDMA-based cellular 
networks and categorised as:
• Interference randomisation: achieved by cell-specific scrambling, interleaving and 
frequency hopping.
• Interference cancellation: this can be achieved in two ways, either by detecting 
interference signals and subtracting them from the received signal, or by select­
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ing the best quality signal using advanced signal processing. This approach is 
applicable when multiple antennas exist in the system.
• Adaptive beamforming: this approach is used for ICI mitigation in downlink, where 
an antenna can adaptively change its radiation pattern based on the interference 
levels. Results are effective though it complicates antenna configuration and net­
work layout, but the results are effective.
• Interference avoidance/coordination: this scheme controls the resource allocation 
by coordination between network entities [120]. We provide more details on inter­
ference coordination in section 5.2.
Of the above methods, interference avoidance/ coordination are very more optimal and 
efficient approach in the context of improving performance of edge users and as a result, 
these are preferred for deployment in 3CPP-LTE systems [63]. The objective of ICIC 
is to apply restrictions to the resource allocation by facilitating coordination between 
network entities [63-67,120,121].
5.1 .2  D ynam ic R esource P lann ing
An overview of different allocation schemes is given in [119] with different objectives 
such as maximising throughput, minimising power consumption or optimising certain 
utility functions. In a multi-cell environment, edge users experience the greatest amount 
of degradation in system performance due to ICI. The transm it power falls off with 
distance and therefore the received signal strength at the cell edge is low. Being located 
closer to the cell boundary, edge users are also prone to interference from eNodeB’s in 
any neighbouring cells tha t use the same PRBs on the downlink. As a consequence, 
they experience low SINR and therefore require more PRBs and higher transm it power 
compared to other users in order to meet the same performance in terms of the data  
rate. This consumes more resource as well as reducing system throughput. As a result, 
edge users are served at a cost of resource utilisation efficiency and system throughput. 
This trade-off between maximisation of the systems throughput and spectral efficiency 
on one hand, and improving the edge users performance on the other hand, is addressed 
by using a variety of frequency reuse plans [69,109,122,123].
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Yet another approach to mitigate ICI is to consider the system as being a collision 
model where ICI is treated as collision [106]. The objective, therefore, is to reduce 
collision probability and improve capacity by either restricting the usage of PRBs in 
cells or by reducing the transm it power of the PRBs lying in the collision domain. 
Efficient resource planning is therefore essential to mitigate ICI, improve edge users’ 
throughput and simultaneously improve resource utilisation. In improving performance 
of users at the cell edge, proper coordination is required to ensure neighboring cells do 
not use the same band of frequency with users in this edge region.
5.1 .3  Fractional Frequency R eu se
In a Fractional Frequency Reuse (FFR) scheme, the available Physical Resource Blocks 
(PRBs) are partitioned into two sets an inner set to serve cell-centre users (closer to 
eNodeB) and an outer set to serve edge users. The scheme primarily allocates resources 
with a higher frequency reuse to edge users and resources to reuse-1 to cell-centre users, 
so that effective reuse is greater than 1. For example, in Partial Frequency Reuse 
(PFR) [106], total available PRBs are partitioned into two sets, one for cell-centre 
users (with C Physical Resource Blocks) and the other for edge users (with E Physical 
Resource Blocks), where central-band has reuse-1 and the edge band has reuse-3. The 
number of Physical Resource Blocks per cell in this case will be C-l-E/3. Many variants 
of reuse schemes have also been proposed in the literature. In [69] the authors show 
that, with a priori FFR  planning, spectral efficiency can be improved.
FFR  schemes are based on allocating a fixed number of PRBs in a cell, which essentially 
hard limits the achievable user throughput because only a portion of bandwidth is made 
available in the cell. This issue becomes significant when there is a spatially-distributed 
heterogeneous traffic load. The various FFR  schemes proposed in the literature, there­
fore, face a common challenge of limited throughput and low spectral efficiency. To 
resolve these problems, FFR  can be made more efficient by dynamically changing the 
reuse factor so tha t capacity and performance improve compared to static FFR  schemes.
One of such schemes which enables power control along with dynamically changing the 
reuse factor is Soft Frequency Reuse (SFR) [68]. In SFR, total PRBs are divided into
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three sets of sub-bands with all of these made available in each cell so th a t cell centre 
users have reuse-1 while cell edge users have reuse-3 or more [64-67]. This is known as 
soft reuse because the channel partitioning applies only to edge users while cell-centre 
users have the flexibility of using the complete set of PRBs, but with lower priority than 
the edge users. There is one maximum permissible transm it power level set for both 
cell-centre users and edge users such tha t the maximum permissible transm it power 
for edge users is higher than the one for cell-centre users. The ratio of transm it power 
for edge users to tha t of cell-centre users is known as the power ratio and adjusting 
this ratio from 0 to 1 will vary the effective reuse from 3 to 1 [68]. Thus, SFR is a 
trade-off between reuse-1 and reuse-3. This power ratio can be adapted based on the 
traffic distribution in a cell, for example, power ratio will be low when user density on 
the cell-edge is high, but will be higher when user density is high in cell-centre. This 
has been carefully analysed in chapter 4.
SFR therefore allows each cell to utilise full bandwidth and thus maximise resource 
utilisation efficiency. In [123], a capacity comparison for SFR and PFR  with reuse-1 is 
done and it is shown that SFR enhances the cell-edge throughput without sacrificing 
the average cell throughput. To achieve this, however, it needs to achieve perfect power 
control on the PRBs and mitigate ICI. Its implementation requires careful coordina­
tion between the entities by exchanging relevant information (overload, interference 
indicators etc.) and by adjusting the number of PRBs and the power allocated in a 
cell so that ICI can be mitigated as a result of this coordination. We can now affirm 
that efficient implementation of SFR requires both coordination between adjacent cells 
and cooperative resource allocation, without any central controlling entity. This is 
the way a Self Organising Network (SON) is envisaged to operate. Mitigating ICI by 
coordination (ICIC), thus fits within the framework of self-organised cellular networks.
In [122], however, the downsides of SFR are highlighted as including large frequency 
selective scheduling gain loss and low peak rates for edge users. This is due to the 
fact tha t edge users get only a fraction of the total resources available. In addition, 
selection of the best resource-user combination for allocation is done from only a subset 
of PRBs, while there could be other PRBs offering better achievable throughput which 
are not available in tha t subset. Also, it is shown th a t it is difficult to ensure maximum
5.1. Introduction and Related Work 96
sector throughput and edge user throughout simultaneously. To address this issue, 
the authors propose a softer reuse (SerFR) scheme in which the reuse factor for both 
cell-centre and edge users is 1 and a modified proportional fair scheduler is used. This 
serves to give preference to edge users over cell-centre users and also ensures fairness 
amongst them. It is thus essential for resource management algorithms to be able to 
adapt to system dynamics while keeping the flexibility of using the entire spectrum 
resource in every region. The main insight in [108] is to keep the' resource planning 
adaptive with no inherent constraints. A modified SFR (MSFR) scheme is proposed 
in [124], which introduces into the conventional SFR a pre-conhgured fixed allocation 
scheme. This model appears to show significant performance improvement.
In general, dynamic reuse plans tend to perform better than their static counterparts 
due to the fact that they provide the flexibility of using the complete resource set. 
W ith the various scheme discussed, there has been a limited focus on these schemes as 
applied in multihop cellular networks.
Relaying improves edge users’ performance through ICIC, as well as offering ubiquitous 
coverage and better capacity [125]. The wireless fading channel, due to its m ultipath 
nature, can cause the received signal quality for users to fall below acceptable limits. 
Such users are then said to be in outage [100,126]. A user can be in outage irrespective 
of its location (close to or far off from the transm itting node). Relay deployment 
benefits both edge users and those in outage. It adds one more dimension of complexity 
in resource planning [127,128], due to the need of resource sharing and information 
exchange between the Relay Node (RN) and the base station referred to as Evolved 
NodeB (eNodeB) as per 3GPP standards.
In a multi-cell scenario the ICI is detrimental to achieving the intended system perfor­
mance, in particular for edge users. There is, however, a paucity of literature available 
on ICIC in multihop cellular networks. Relays can also play a significant role in mak­
ing the system self-organised. In section 5.1.4, we initiate our discussion of ICIC in 
multihop networks by providing an understanding of multihop networks.
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Figure 5.1: Multihop Coiimiuiiicatioii Link
5.1.4 R elaying Basics
Technologies such as MIMO, OFDM, WCDMA or employing advanced coding and 
modulation schemes can help improve system throughput but they are still susceptible 
to one of the most fundamental laws of wireless communication: that signal strength 
decays exponentially with increase in distance. Operators are quick to deploy new 
enhancements to technology and grade the performance of their network by the peak 
achievable throughput and not the throughput experienced by users at the cell bound­
aries.
Future cellular networks will be heterogenous, comprising of macro cells coexisting with 
micro cells, pico cells, relays and femtocells. In the course of this chapter we limit our 
scope to relay nodes only. A relay can be best described as a mini base station that 
receives data, demodulates, applies any error correction needed and then retransmits 
the signal. Relay nodes can either be fixed or mobile (plug and play), however we limit 
our discussion to fixed relay nodes. Having relay nodes can help in addressing issues 
with coverage holes, coverage extension, quick deployment, self healing and improving 
user throughput. In this chapter, we also limit our discussion to the issue of improving 
performance for users located at cell edges through intercell interference mitigation via 
relay nodes.
Fig. 5.1 shows a simple multihop communication link. The number of hops is 2, and
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the scenario shown is for the downlink. The user can receive a signal directly from the 
eNodeB or via the relay node. The relay can operate in two modes: full duplex or half 
duplex. In full duplex, the relay node receives and transmits simultaneously on the 
same time slot or frequency. This is quite complex to implement in practical systems 
as precision is required in isolating the transm it and receive antennas, as well as in 
processing and retransm itting the signal with a very short delay (less than  the frame 
duration). In half duplex mode, communication does not happen simultaneously but 
in different time slots or using different frequencies. This requires intelligent communi­
cation between the relay station and the eNodeB, for coordinated resource allocation 
during downlink transmission and similar coordination with the user equipment on the 
uplink. We limit our discussion to relays operating in the half duplex mode.
In the light of these priori contributions, in this chapter we present a framework for a 
self-organised resource allocation plan using ICIC for an OFDMA-based RACN. The 
expected outcomes of our proposed solution are: efficient resource utilisation, improved 
edge users’ performance and flexibility, as well as the adaptability to optimise the re­
source allocation algorithm according to variations in the environment. In our solution 
we facilitate flexible resource sharing between eNodeBs and relay nodes so th a t any 
resource can be used in any region unless interference exceeds the acceptable thresh­
old. Based on this localised rule, resources are dynamically shared between the set of 
interfering neighbours^ so that no two adjacent cells use same resource. This serves to 
achieve ICIC in RACN. This is also an extension of the work presented in chapter 3 to 
demonstrate self-organised, distributed and dynamic resource allocation in a cellular 
network.
5.2 System  M odel and Problem  Form ulation
Consider a two-hop fixed multihop cellular network tha t employs OFDMA as the mul­
tiple access technique. The cellular deployment is still a cloverleaf system model ex­
plained in previous chapters. The hexagonal geometry of the sectors makes m athem at­
ical analysis simpler. The motivation for the cloverleaf model is th a t it appropriately
^the concept of interfering neighbours has been introduced and discussed in chapters 3 and 4
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(a) (b)
Figure 5.2: A Single Cell of a Cloverleaf Model with eNodeB at the Centre in the 
Proposed System Model: (a) without relays; (b) with relays on the cell edge.
demarcates the radiation pattern of a cell site utilising three sector antennas. There is
one relay node in each sector placed at the cell edge (Fig. 5.2b). A tri-sector antenna 
is used for eNodeBs and a directional antenna for the relay nodes. As shown in Fig. 
5.2b, the three RN antennas serve users located in regions lA, IB and 1C respectively. 
Throughout this chapter, we use the term “multihop” to mean the presence of one relay 
node between the eNodeB and a mobile user. To investigate any performance improve­
ments in a multihop cellular system, a two-hop scenario, i.e., only one RN between the 
eNodeB and the user is considered as verified in [108], although maximum throughput 
gain for multihop networks is obtained with two or three hops. The solution presented 
also considers transmission on the downlink. To determine the serving node for a user, 
we assume that all non-critical users are served by eNodeB and all critical users by
relay nodes in their respective sector.
Terminologies often used in this chapter include:
• Classifying Regions: the region where a majority of cell-centre users are located 
is referred to as a non-critical region (the regions labeled ID, IE  and IF  in Fig. 
5.2a). Users in this region are less prone to ICI. Similarly, we call the region of 
edge users as critical region (indicatively, regions labeled lA , IB and 1C in Fig. 
5.2a) since users in this region are vulnerable to ICI. In our system model, we 
deploy reuse-3 for both categories of users and therefore there is a critical and a
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non-critical region in each sector (Fig. 5.2a).
• User Classification: users are uniformly distributed in each sector with random 
locations. Based on the signal-to-noise ratio (SNR), we classify them  as non- 
critical users (cell-centre) and critical users (edge users). This decision is based 
on a threshold value of SNR, e.g., users with an estimated SNR less than the 
25^  ^ percentile of the whole system are regarded as critical users and others as 
non-critical users. This threshold is a design parameter. Non-critical users are 
usually located close to the serving eNodeB and experience high SINR based on 
their low distance dependent pathloss, which also implies tha t they can utilise 
fewer resources to achieve the same performance level of critical users. Critical 
users are those who experience low SINR and therefore demand more resources. 
They are also one of the dominant sources of interference (since being away from 
eNodeB, their transmission requires a large amount of power).
• Interfering Neighbour Set: this is motivated by the concept of sectorial neighbours 
discussed in chapter 3, for a simple cellular system model without relays. The 
sectorial neighbours are the set of adjacent sectors from neighbouring cells sites 
(Fig. 5.3) which cause interference. The adjacent sector of the same cell site is 
not considered because it is assumed that there is no intra-cell interference.
We extend this concept of sectorial neighbours to a scenario when RNs are deployed 
in the system. W ith relay nodes in the system, each sector has a critical and non- 
critical region and users in every region will encounter interference from a different set 
of transm itting nodes. The interfering neighbour set comprises a set of adjacent regions, 
which will cause interference (when transmission is done to users in these regions) based 
on the directivity of antennas at eNodeB/relay node and co-channel usage.
The interfering neighbour sets is indicated in the Neighbour M atrix N , given by
10, region i interferes with region j  and i /  j  1, region i does not interfere with region j .
This neighbour m atrix is used as a look-up table to determine the set of interfering 
nodes in every Transmission Time Interval (TTI).
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Figure 5.3: Sectorial Neighbour Concept
To justify the impact of our proposed scheme in interference mitigation we compare 
its performance in the two cases (with and without relays) with the existing schemes 
of reuse-1, reuse-3 and Soft Frequency Reuse (SFR). The performance metrics used 
for comparison are SINR, the spectral efficiency of edge users and the system’s area 
spectral efficiency.
In the specific context of multihop cellular networks, resource management is discussed 
in [127,129]. There are limited solutions in the literature, however, of ICI mitigation 
in RACN, mostly relying on various reuse schemes to alleviate ICI [130-132]. We give 
focussed discussion of radio resource management as applied to multihop network.
5.2.1 R esource P lanning in M ultihop N etw ork
In multihop cellular networks relays can either use unlicensed bands, or part of the 
licensed band, for operation. Using the unlicensed bands helps to improve spectrum 
utilisation, however, the drawback of this approach comes during periods when such 
bands arc unavailable, since unlicensed bands are free and open for all to use oppor­
tunistically. There can therefore be no specific guarantee of their availability. To have a
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band of licensed frequency specially reserved for relaying, however, reduces the spectral 
efficiency of the system, especially for a network whose frequency allocation scheme is 
a fractional frequency reuse, as discussed in section 4.3 of chapter 4. In a FFR  scheme 
particular bands are already reserved for users located at cell boundaries and having 
another portion reserved for relays puts a strain on this limited resource. We therefore 
propose a scheme, where based on the location of fixed relay nodes and the frequency 
allocation in the cell site of its serving eNodeB, the relay node dynamically reuses a 
frequency band where it causes least interference to neighbouring cells. This is expected 
to improve the system performance without using any new resources. By intuition, the 
limitation of this concept will be an increased interference level due to co-channel in­
terference. This very limitation however, helps show the originality of our contribution 
since the solution presented manages this co-channel interference by self-organising this 
channel allocation via local coordination with the neighbouring cells of their current 
channel usage.
Users also known as User Equipments (UEs), when in outage or at the edge are bene­
fited when Relay Nodes (RNs) assist eNodeBs in their transmission. This is due to two 
reasons: firstly, RN have a higher receiver antenna gain, which makes low power trans­
mission by eNodeB feasible, and secondly, RNs can also transm it with low power due 
to their proximity to UEs. In addition, RNs help to address the famous “hidden node 
problem” , or help outdoor coverage in urban areas, where high rise buildings shadow 
the signal coming directly from the eNodeB. Relay deployment therefore, brings down 
power consumption on the downlink, reduces interference and ameliorates system per­
formance [100]. A user terminal can receive its signal from either an eNodeB or a relay 
node. The choice of which node is used is based on which nodes it perceives its strongest 
signal from, as measured from its pilot channel. A simplified assumption can be th a t 
the closest node to the user location would have the strongest pilot signal, neglecting 
the effect of shadowing. Considering the two links, eNodeB to relay and relay to UE, 
the link between the eNodeB and relay serves as a bottleneck for the complete link. 
We assume that relay nodes are placed at locations with a clear line of sight to serving 
eNodeBs, and tha t the link quality is good enough to support the highest combination 
of modulation and coding scheme.
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There is limited literature available which addresses the problem of interference man­
agement in multihop cellular networks, compared to tha t in single-hop OFDMA-based 
cellular networks. An overview of radio resource management issues in multihop cellu­
lar networks is given in [127]. In [129] the authors propose a dynamic frequency reuse 
scheme for wireless relay networks where orthogonal frequency allocation is done to 
relays which are randomly located within the cell. A dynamic score-based scheduling 
scheme is proposed in [130] which considers both throughput and fairness, and achieves 
performance improvement in terms of SINR and edge users’ throughput. The scheme 
also uses a combination of static and dynamic allocation. In [131] the authors have 
divided the frequency resource into two zones: an inner and an outer corresponding to 
eNodeB and RNs respectively. They use directional antennas and specific frequency 
bands to eliminate ICI. Their scheme is shown to perform better than  the MSFR pro­
posed in [124] in terms of average spectral efficiency.
5.2 .2  S IN R  M easurem ent
The reference cell is the centre cell for which interference will be considered from the 
first tier of cells. Interference therefore, will be from the eNodeBs and /or relay nodes 
only.
To evaluate path loss the macro cell propagation model for urban area is used as 
specified in [133], where L  is path loss and R  is distance (in km) between the eNodeB 
and the user:
L =  128.14-37.6 logioR (5.1)
In conventional universal frequency reuse, every other node c transm itting in the same 
TTI would serve as interference. The corresponding SINR of each user will be
where u is a user in the reference cell, x(u) is a connection function th a t relates the 
serving eNodeB for user u, P  is the transm it power, G is the channel gain, C, is the 
log-normal shadowing with mean 0 and standard deviation CeATB for C e N B - U E  link, N q 
is noise spectral density and A /  is user bandwidth.
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Figure 5.4: Radiation pattern for Frequency Reuse-3 based System Model
For FR3 scheme however, each sector of the cell is given a fixed portion of total PRBs 
and the same pattern is followed all through the network. This reduces the interference 
experienced from other cells as adjacent sectors of other cells do not interfere with each 
other and further reduction as interference from sectors whose main lobe are in the 
opposite direction are negligible. This is illustrated in Fig. 5.4. Using FR3, the SINR 
is calculated as
Rr(ît) ^ Ca:(u) ^ ^x(u)
SIN B ,F R s iu )  = (5.3)
Vo A /  -f J2cj^x{u),PRBceF(^c X Cc X G /  
where F  is a set of PRBs used by user u and PRB^  is the subset of PRBs used by user 
c which belongs to set F.
In the SFR scheme [121], transmission is done to critical users with higher power and 
to non-critical users with lower power. PRB allocation is done for critical users at a 
higher priority with reuse-3, while non-critical users are free to use any PRB but with 
lower priority than the critical users. This scheme facilitates using any PRB anywhere 
but with predetermined priorities and appropriate power levels.
We define the ratio of number of edge users to cell-centre users as au-, and the ratio of 
transmit power for edge users to that of cell-centre users as a^. The transmit power 
ratio a p  is adaptively varied based on user density ratio a^- The SINR for cell-centre
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users is expressed as
The SINR for edge users is expressed as
where Ucc is a cell-centre user, Ueu is an edge user, P^^ is the transm it power for cell- 
centre users and is the transm it power for edge users. The transm it power levels
p eu
(P^^ and P®“) must satisfy the power ratio CKp, which is given by ap = and the 
power ratio itself is determined according to the user density ratio as described 
below
' 1
- ,  if au > 50%
OLn — ^ 1, if 50% > > 25% (5.6)
3, if au < 50%
where N eu  is the number of cell edge users and N c c  is the number of
cell-centre users. This ‘user density based transm it power adaptation’ in SFR helps in 
improving edge users’ performance.
5.2.3 Spectral Efficiency of Edge Users
Spectral efficiency is one of the significant metrics to be considered in the design of 
wireless communication networks. It is measured as the maximum achievable through­
put (bits per sec) per unit bandwidth, bits/sec/H z. For each of the spectrum reuse 
schemes discussed above we have computed spectral efficiencies for edge users as
1/ =  I  ^  log2(l +  S I N I Q  (5.7)
u£E
where E  is the set of edge users in the system, is the available channel bandwidth 
and B  is the system bandwidth. The comparative plots are presented in section 5.4.
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5 .2 .4  A r e a  S p e c t r a l  E ffic ie n c y  o f  t h e  S y s te m
Area Spectral Efficiency (ASE), meanwhile, is the measured throughput per Hertz per 
unit area for a given cell resource [134]. This gives a practical representation of the 
improvement in capacity achieved with available resources, relative to cell size (and 
reuse distance). It depicts the achievable system throughput per unit frequency per 
unit area {b its jsec jH zjkm ^). It is computed as
i  Y^k€lC log2(l +  S IN R u ) , s
V A S E  = > .  ------------------ 1  (5.8)
r£Tl ^
where TZ is the set of all non-overlapping regions, Ar is the area of any region r and B  
is the system bandwidth.
If reuse distance is increased, the available resource per unit area becomes less and hence 
there is a reduction in resource utilisation efficiency. On the other hand, increasing the
reuse distance reduces ICI and improves system throughput. We can understand area
spectral efficiency, therefore, as a metric that trades-off efficient resource utilisation and 
throughput maximisation (by ICI reduction). We now present the proposed solution 
and interference analysis in the system.
5.3 P roposed  Solution
The originality of the proposed Fractional Frequency Reuse (FFR) scheme that is specif­
ically tailored for multihop networks is based on two concepts. Firstly, edge users and 
cell centre users are treated distinctly in mitigating interference due to the former being 
more vulnerable to ICI. Secondly, to avoid proximity of co-channel reuse, local coordi­
nation is used to ensure efficient utilisation and to minimise interference.
The distinct feature of FFR  is th a t it has a higher reuse for edge users compared to 
cell-centre users, so that the edge users in neighbouring cells operate on orthogonal 
channels and there is minimum ICI. FFR  addresses the problem of ICI but at the cost 
of offering fewer resources in the cell edge region.
In our proposed scheme, resources are shared to serve both cell centre and edge users 
such that the flexibility of using any resource anywhere remains open. The only con­
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straint in this flexible resource sharing is that interference due to usage of any PRB must 
be below the acceptable predetermined threshold. We compensate for the reduction 
in the amount of resources available (which reduces by a factor of 1/3) by improving 
performance of edge users. It is justified to deploy frequency reuse 3 for a three sec­
tored system model because reuse 3 is optimal for inter cell interference avoidance, and 
gives better channel capacity compared to reuse-1. Also, we use only three relays per 
cell to provide for coverage and capacity improvement. To enhance the functionality 
of the proposed solution, we make the resource allocation self-organised by using the 
novel concept of interfering neighbour set tha t is presented as our first contribution 
in Chapter 3. W ith an optimal reuse factor of 3 and one relay node in each sector, a 
flexible resource allocation based on localised rules amongst the interfering neighbours 
is introduced to demonstrate the self-organising functionality of our presented solution.
Our system model has three sectors with each sector having a critical and non-critical 
region corresponding to edge and cell-centre users respectively. Resource allocation in 
every critical region is done using one-third of the total resources available. The PRBs 
are selected for a non-critical region (say, region ID) such that they are orthogonal to 
the ones allocated in the critical region of tha t sector (region lA) and also to the other 
two non-critical regions (region IE  and IF) of the same cell. Thus, resource allocation 
is managed so tha t no channel is given to more than one user belonging to the same 
interfering neighbour set.
The motivations for imposing such a restriction on the allocation of PRBs is to reduce 
the number of interferers and improve the SINR for all users. We thus deploy a mod­
ified FFR  scheme (earlier shown in Fig. 5.2a) for resource partitioning for both user 
categories such tha t every region gets one-third of resources. We provide a compara­
tive analysis of the performance of our modified FFR  scheme with the performance of 
reuse-1, reuse-3 and SFR schemes in terms of (1) the SINR experienced by users (i.e. 
all users and for cell edge users only), (2) edge users’ spectral efficiency and (3) the 
area spectral efficiency of these systems.
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Figure 5.5: Interference Scenario for a Cell-Centre User (without Relay Nodes)
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Figure 5.6: Interference Scenario for a Cell-Edge User (without Relays)
5.3.1 In terference A nalysis for th e  P rop osed  Schem e w ith ou t R elays
In the proposed scheme without relays, the PRB allocation is done such that a disjoint 
set are assigned to edge and cell-centre users in every sector. Based on the SNR 
threshold, a user is identified as an edge or a cell-centre user. Unlike SFR and other 
fractional frequency reuse scheme as presented in chapter 4, there is no user density 
based transm it power adaptation. Instead, we use two fixed power levels, Phigh for edge 
users and Pio j^ for cell-centre users.
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The SINR for a user will be computed as
"  NoAf + X G c)
where P ^  = <
PhighP^ estimated SNR < Threshold 
Plow) if estimated SNR > Threshold
and S IN R u  is the SINR of user u in the proposed resource allocation scheme without 
RNs in the system.
The set of interfering nodes differ for both user categories as shown in Fig. 5.5 and 
5.6. For example, a cell-centre user (located in region ID) will face interference from 
eNodeBs 2, 6 and 7, with their transm it power level set to and also from eNodeBs 
4 and 5, with their transm it power level set to P^" (Fig. 5.5).
Similarly, for an edge user (indicatively located in the region lA ), interference will be 
from eNodeBs 2, 6 and 7, with their transm it power level set to P^“ , and also from 
eNodeBs 3 and 4, with their transm it power level set to P^^ (Fig. 5.6). This interfering 
node identification can also be extended for any network size.
5.3 .2  Interference A nalysis in  th e  P rop osed  Schem e w ith  R elays
Considering a multihop cellular system with two hops, the identified edge users will 
be served in two hops via relay nodes. Instead of power adaptation, there will be a 
fixed transm it power for both eNodeB and relay nodes as specified in the simulation 
parameters given in Table 5.1.
where P j  =  <
P ^ ^ ^ ,fo r cell-centre users 
P ^ ^ ,fo r  cell-edge users
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Figure 5.7: Interference Scenario for the Proposed Scheme (with relays) for Cell-Centre 
and Cell-Edge Users
and SINRpij\i{uue) is the SINR of user u in the proposed resource allocation scheme 
with relay nodes. It should be emphasized that the relay link has two possible SINR 
levels (from eNodeB to relay and from relay to UE). The minimum SINR level of these 
two links is used as the SINR of the overall link.
The interference scenario for cell-centre and edge users is described in Fig. 5.7. The set 
of interfering nodes change in this case due to the fact that additional directional relay 
antennas deployed. For example, let us consider an edge user located in region lA . On 
the downlink, the user receives interference from eNodeB 3 and 4 only, and also from 
relay nodes in regions 3A, 4A and 5A. Similarly a cell-centre user in region ID will get 
interference from eNodeBs 2, 6 and 7 only, and from relay node in region 1C.
Once the network is deployed, we identify the interfering neighbour set for each region 
as described in section 5.2. Then, users are differentiated as cell-center or edge users 
based on their SNR and accordingly, their serving nodes are identified. Based on the 
interfering neighbour set identification, an orthogonal resource allocation is executed 
within every set of such interfering neighbours as shown by the different shades/colours 
in Fig. 5.2a. This strategy relies on orthogonal resource allocation in the local neigh­
bourhood, which ensures that the adjacent cells are not co-channel ones. We thus 
choose a local set of sectors. In each sector, it is assumed that there is perfect knowl-
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Table 5.1: Simulation Parameters Usee
S im u la tio n  P a ra m e te rs V alue
System Bandwidth B W 10 MHz
Sub-Channel Bandwidth 15 KHz
Transmit Power of eNodeB 43 dBm
Transmit Power of Relay 40 dBm
Log Normal Shadow Fading Standard deviation 
(eNB-UE link)
8 dB
Log Normal Shadow Fading Standard deviation 
(RN-UE link)
6 dB
Inter-Site distance 1.5 km
edge of users’ current allocation, demand and also tha t of every sector in the reference 
sector’s local neighbourhood. After implementing this novel FFR  scheme, we add an­
other dimension of flexibility by allowing coordination among neighbor sets for resource 
allocation. This coordination is based on the resources available, interference levels and 
the user demand. Details of this added functionality has been presented in chapter 3.
5.4 R esu lts and D iscussions
The simulations are performed for OFDMA downlink transmission in the framework 
of 3GPP-LTE. A few assumptions made in obtaining the results include:
1. Perfect channel state information on the link between eNodeB and relay nodes is 
available.
2. Users (also referred to as User Equipment or UE) are uniformly distributed.
3. All users have the same rate requirement.
4. The effect of intra-cell interference is negligible due to the orthogonality of the 
radio access technology used (OFDMA).
5. There is no inter-sector interference from sectors belonging to the same cell site.
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Figure 5.8: Comparison of the System Performance for All Users in the System Using 
Different Frequency Reuse Schemes and the Proposed Scheme with and without Relays
6. The cNodcBs employ tri-sector antenna while the relay nodes use directional an­
tennas.
In place of a wrap-around model we consider performance of a reference cell, which 
is the central cell in a seven cell system, which eliminates any edge effects. System 
level simulations are done using MATLAB and the main simulation parameters used 
are listed in Table 5.1. We consider log-normal shadowing (  on each link, where (  
is a Gaussian random variable with mean 0 and standard deviation Qat/? and Çrjm 
for eNodeB-UE and RN-UE links respectively. We perform simulations for varying 
numbers of users in a range of 50 to 5000 users per sector.
SINR is measured for all UEs and in particular the cell-edge UEs and its distribution is 
plotted for reuse-1, reuse-3, SFR, proposed resource allocation scheme with and with­
out relays (Fig. 5.8).
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Figure 5.9: Comparison of the System Performance for Edge Users in the System Using 
Different Frequency Reuse Schemes and the Proposed Scheme without and with Relays
The SINR distribution for edge UEs in the proposed scheme performs better than all 
other schemes (Eig. 5.9). Also, there is a reduction in interference in ER3 compared 
to F R l (Fig. 5.8), albeit the resources available in reuse-3 reduces by a factor of 
1/3. The cell edge spectral efficiency is compared for all the schemes (Fig. 5.10) and 
our proposed scheme outperforms other presented schemes. Employing the proposed 
scheme with relays gives a 41.7% increase in the spectral efficiency obtained when 
compared with SFR. Using this scheme in a single hop link however shows the spectral 
efficiency reduced by 43%. The area spectral efficiency (Fig. 5.11) for FR l is the lowest, 
where the entire cell uses all available PRBs. This improves in the case of FR3, where 
each sector uses a disjoint set of PRBs which ensures that edge users encounter less 
interference compared to FR l. The area spectral efficiency improves significantly in the 
case of SFR because of the transmit power adaptation which improves the achievable 
throughput of users. The proposed scheme without relays gives 3.5 times higher area 
spectral efficiency compared to reuse-1 and doubled when compared to reuse-3 because
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Figure 5.10: Comparison of the Cell Edge Spectral Efficiency for: reuse-1, reuse-3, Soft 
Erequency Reuse (SER) and the proposed scheme without and with relays
the non-critical region is also sectored into three regions. It is slightly less than SFR as 
there is no power adaptation and the transmit power switches between only two fixed 
power levels. The proposed scheme with relays still shows the best performance with 
a 40% margin over SFR.
The proposed scheme exhibits some limitations, however, since increased overheads due 
to information exchange between nodes will have the effect of increasing computational 
complexity at relay nodes.
5.5 Conclusion
The contribution presented in this chapter suggests that the conventional fractional 
frequency reuse scheme does not achieve optimum system performance in multihop 
networks. We proposed a self-organised resource allocation plan for multihop cellular 
networks in order to improve the edge users’ performance by ICIC. We compared the
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Soft Frequency Reuse (SFR) with our proposed scheme (with and without relays)
performance of reuse-1, reuse-3, Soft Frequency Reuse (SFR) scheme and the proposed 
scheme (with and without relays). The results obtained through system level simu­
lations reveal that the proposed scheme outperforms the existing resource allocation 
schemes. It also provides a good trade-off between the systems’ area spectral efficiency 
and the cell edge spectral efficiency. We also apply the concept of interfering sectorial 
neighbours (discussed in Chapter 3) to achieve ICIC by local interaction between the 
entities, which helps to maintain a global self-organised pattern. Finally, the results 
demonstrate that our proposed self-organised resource allocation scheme with relays 
outperforms the existing schemes by providing higher SINR values for a large propor­
tion of edge users without affecting the overall system performance. This improved 
performance of cell edge users however, is obtained at the expense of area spectral ef­
ficiency or regions that employ the direct link to the serving eNodcB and not via relay 
nodes.
Chapter 6
Conclusion and Future Work
6.1 Conclusions
In this thesis, we have addressed a pivotal functionality in future cellular networks. 
W ith particular focus on radio resource allocation in self organising networks, signif­
icant contributions have been presented and discussed. This work is timely as the 
adoption of self organisation gets to full m aturity with some operators already claim­
ing to have deployed system with these functionalities. This research has helped put 
into perspective all other research efforts in this area as well as present taxonomies and 
methodologies for achieving them. Furthermore, novel self organising schemes have 
been provided with discussions on the underlying principles behind their design which 
can also be applied to other solutions. This concluding chapter provides a concise sum­
mary and recap of contributions presented in the preceding chapters. We also discuss 
the implications of this research findings as well as point directions for future work in 
this area.
Self Organisation in Cellular Networks
Fundamental concepts, definitions and a literature review of self organisation in wire­
less cellular communication networks was presented for a firm understanding of what 
these new functionalities of future networks are. We have been able to highlight major
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research projects and standardisation activity in this area and have discussed important 
results achieved so far. Three generations of research papers in this field were discussed. 
The first generation includes papers (e.g. [17] and [19]) where the need and expected 
gains of SO in cellular networks were outlined, but no explicit designs on how it could 
be achieved in cellular systems was presented. A second generation of papers (e.g. [11] 
and [20]) provided us with principles and paradigms in designing SO systems, although 
no algorithms for cellular networks were demonstrated. The third generation, which 
includes contributions in [10], [23], [24] and [21], builds on the previous work to present 
algorithms and solutions termed self organising. A discussion of current approaches 
towards addressing intercell interference in OFDMA based systems by employing frac­
tional frequency reuse were discussed, highlighting assumptions made by most authors 
in arriving at proposed solutions. Some of these assumptions were challenged and this 
has been justified by new solutions provided.
Spectrum Assignment Scheme
A self organised spectrum assignment scheme based on simple localised rules was 
demonstrated in chapter 3. We formulated realistic scenarios in today’s wireless net­
work where it has become characteristic to have high traffic in certain regions at certain 
periods of the day while low traffic demands in other neighbouring regions over the 
same duration. W ith the ability to get information about user profiles, we were able 
to address load balancing as well as interference coordination challenges. Modelling 
such variable system profiles, a self organised scheme able to allocate spectrum based 
on coordination among neighboring cells irrespective of changes in user patterns was 
desired.
A distributed self organised channel assignment scheme has been proposed th a t is shown 
to achieve perfect orthogonality among neighbouring sectors and reveals the importance 
of localised rules in designing distributed self organised systems. This unique solution 
for spectrum assignment strategy is demonstrated as a dynamic spectrum allocation 
scheme. We further investigated the performance of a hybrid scheme that combines 
the dynamic and static spectrum allocation schemes. An improvement in spectrum
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utilisation of the hybrid scheme over the dynamic and static schemes also leads to a 
higher data rate for the users in the system. These algorithms were verified by system 
level simulations and compared with the static allocation scheme as a benchmark.
An im portant deduction from the proposed scheme is the notion th a t distributed lo­
calised rules achieve a common objective as observed in natural occurring self organising 
systems. Building large complex systems does not necessarily have to involve a complex 
process. Simple rules in a localised neighbourhood can also lead to the desired global 
objectives. The remarkable improved system performance was however, not evident for 
users located at cell edge. This gave a motivation for our next contribution to see how 
performance of cell edge users can also be improved.
Self Organised Fractional Frequency Reuse
In chapter 4, we have been able to demonstrate a novel FFR scheme th a t exploits 
the knowledge of user positions to determine the power ratio between cell edge and 
centre users in individual sectors of a cell site. The proposed scheme is based on 
the Centre of Gravity (CoG) of users in each sector. This distributed and adaptive 
solution based on FFR was further enhanced by employing cellular autom ata theory 
to achieve an emergent self organised solution. Cellular Autom ata has previously been 
applied to self organisation in biological systems and a few attem pts had been made 
in wireless networks. This is however the first attem pt to apply this theory in inter cell 
interference mitigation by self configuration of individual sector states based on initial 
user distribution (CoG) and the configuration state of neighbouring sectors. This theory 
when applied, ensures that the distributed FFR  scheme becomes self organised via self­
configuration in accordance with the configuration settings of neighbouring sectors.
The results show that the self organised FFR  scheme not only provides better system 
sum-rate for cell edge users as compared to the performance of strict FFR  schemes but 
achieves this with higher resource utilisation. The results verified tha t the proposed 
scheme outperforms the well established SFR scheme in terms of its cell edge user 
sum-rate. An important deduction from the results presented is the role of emergent 
pattern in achieving self organisation. For mulithop communication links however,
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intercell interference analysis becomes more complicated due to interference introduced 
by relay nodes.
SOFFR in M ultihop Cellular Networks
We finally investigated FFR  schemes in multihop communication links comparing the 
performance of existing FFR  schemes in multihop links in terms of their spectral effi­
ciency and area spectral efficiency. A new FFR  scheme specifically tailored for multihop 
links was thus proposed. The results presented bring to focus new self organising solu­
tions for cellular networks and open further discourse on the role of emergent behaviours 
in designing such solutions. We proposed a self organised resource allocation plan for 
multihop cellular networks to improve the edge user’s performance via ICIC. We com­
pared the performance of frequency reuse 1, frequency reuse 3, Soft Frequency Reuse, 
proposed scheme (with and without relays). Our results obtained through system level 
simulations reveal tha t the proposed scheme provides a good tradeoff between the sys­
tem ’s area spectral efficiency and the cell edge spectral efficiency. We also applied the 
concept of interfering sectorial neighbours to achieve ICIC by local interaction between 
the entities which helps maintain a global self organised pattern. Finally the results 
exhibits tha t our proposed self organised resource allocation scheme with relays out­
performs other existing schemes by providing higher SINR values for a large proportion 
of edge users without affecting the overall system performance. Improved performance 
of cell edge users however, is obtained at the expense of area spectral efficiency. One 
clear deduction for the solution presented is tha t as cellular system evolves, some fun­
damental solutions need to be revisited. Though fractional frequency reuse scheme has 
been touted as a valid solution for ICIC in cellular networks, a new variant specifically 
tailored for multihop cellular systems provides an improved system performance.
6.1 .1  Im plication  o f  R esearch
The contributions provided in this thesis has thus initiated further study on the rele­
vance of emergence in self organised solutions for wireless cellular networks. W ith the 
huge challenge of providing better services, deploying new nodes for coverage exten-
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Figure 6.1: Trend in Operator’s Traffic, Network Cost and Revenue. [Source: Analysys 
Mason, 2012]
sion and to ensure energy efficient networks simultaneously, more capital investment 
to deploy these solutions is inevitable. The huge investments involved by operators to 
achieve this as well as the increasing cost of buying spectrum from regulatory bodies 
leads to one obvious solution: a reduction in CAPEX and OPEX.
Fig. 6.1 shows the projected surge in data traffic and the corresponding fall in revenues 
to operators. W ith the rise in data consumption, the cost of meeting this demand 
increases with a drop in revenue generated. There is thus a need to reduce the network 
cost to ensure operators stay in business. As a consequence of the trend shown in 6.1, 
operators have begun to establish mergers [135] as well as agreements between operators 
to share infrastructure in the form of a national grid while still running independent 
competing services [136]. A more technical option is the introduction of SON.
W ith the results presented in this thesis, operators c;an directly eliminate the mxxl for 
drive tests and have a flexible architecture where the system automatically optimises its 
performance without any need for manual time consuming optimisation. This hugely 
reduces the total network costs (OPEX and CAPEX) by 25% for a slow roll out scenario 
(gradual upgrade from UMTS systems). This case study [137] was for operators in the
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Figure 6.2: Chart showing three year network OPEX and CAPEX with and without 
SON. [Source: Analysys Mason, 2012]
US. In Europe, this increases to 50% due to denser subscriber regions. The projected 
savings in network costs due to SON is shown in Fig. 6.2.
SON has been touted as the ultimate solution to improve system performance to meet 
with growing data demand at a cost efficient way. However, not much study has been 
done to count the cost of introduction of SON. This includes the cost of system upgrade, 
new equipment, retiring current functional legacy nodes and replacing them with new 
plug and play nodes that have SON functionality. W ith Operators having the tendency 
to favour equipment vendors that can deploy solutions that are affordable, quick to 
deploy and reliable, vendors have all realised the importance to demonstrate their 
version of solutions based on SON. Some operators have opted for trademark names 
such as Nokia Siemens’ liquid radio [138] and Huawei’s SingleSON [139]. However, 
SON has not reached its full potential or has not been fully exploited. Further research 
is needed to address some issues which we highlight in the next section.
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6.2 Future Work
Self Healing
Wireless cellular systems are prone to faults and failures due to component malfunctions 
or natural disasters. These failures could be software related or hardware oriented. In 
legacy systems, alarms generated due to system failures could take days and maybe 
weeks before the system returns to normal operation. In some unique cases, some 
failures are even undetected by the Operations and Maintenance (O&M) monitoring 
software and cannot be addressed except when an unsatisfied customer lodges a formal 
complaint. In future cellular systems, this complete process needs to be self organised 
by incorporating self healing functionality. This involves remote detection, diagnosis 
and triggering compensation or recovery actions to mitigate the effect of faults in the 
networks equipment.
In the detection of faults, an algorithm could raise a false alarm and trigger a com­
pensation action even when there is no fault. For such a system to be autonomous, 
accurate diagnosis and classification of fault types is desired. Further study on efficient 
compensation schemes either through relay assisted handover, power compensation or 
antenna tilt reconfiguration of neighbouring nodes is desired. Learning is also implicitly 
part of this approach as incorrect diagnosis based on erroneous correlation of alarms 
can be logged for a more intelligent diagnosis in future. Compensation actions in the 
event of complete outage as detected by neighbouring cells can initiate reconfiguration 
settings to decrease their antenna tilt, increase transm it power or even relay nodes can 
change association to new nodes and increase their transm it power to increase coverage 
or a combination of these actions. Whilst a general framework for self healing has 
been portrayed in literature, specific self healing functionalities are still emerging in 
literature though at a slow rate.
Self organising Maps (SoM)
In this thesis, we applied cellular autom ata theory to achieve a self-organised functional­
ity in resource allocation schemes. Another method already applied in other disciplines
6.2. Future Work 123
is Self organising Maps (SoM). SoM are special class of artificial neural network algo­
rithms [140] that rely on the probability density function of the input data  to act as 
efficient clustering schemes [19]. More efficient application of SoM in self monitoring 
systems could be worthy of investigation. The feasibility of SoM is apt especially on 
the management plane for detecting any system anomaly by observing its performance 
and interrelation among different deployed SON solutions. It can be easily deployed at 
a centralised unit or localised clusters.
Stability and Convergence
Network operators are skeptical of allowing their networks to have 100% automatic- 
ity and doing this relying solely on an emergent pattern  needs further research as to 
evaluate its consistency and reliability. Despite the huge potential of applying cellu­
lar autom ata theory to show self organisation functionality, more research still needs 
to be done to provide analysis of the stability and convergence of this technique. In 
addition to this, investigation on applying these principles in heterogenous networks 
with defined localised rules for indoor base stations and well defined neighbourhood for 
effective interference coordination among macro and micro cells is desirable.
The need to analytically prove the stability and convergence of SON functions to ensure 
users can be guaranteed of exact system performance and if event of anomaly/dip 
in performance, operators would still have control over the network. Operators can 
now change their policy on coverage extension with new insights on reduced capital 
expenditure involved.
Effect of Operators Policy on Self Configuration
Policies are rules given from an organisational level to determine the objectives of al­
gorithms being implemented on network elements. The policy of the operator is also 
vital in the self configuration process. The operator policy could either be coverage 
extension, capacity optimisation, energy efficiency or fairness among users or any com­
bination of these with predefined priorities. Defining these policies on a management
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plane and the associated network parameters for the system to autonomously optimise 
can be investigated.
M ulti-objective Optimisation
Cellular communication systems are inherently complex as a change in one system 
parameter intended to control one objective has an effect on other objectives. For 
example, increasing the transm it power in a cell would increase its coverage but also 
increase the inter-cell interference which in turn will decrease capacity and may effect 
energy efficiency as well. Therefore, in order to ensure stability of the SO solution, 
classic single objective optimisation techniques have to be extended to take into account 
multiple objectives either as simultaneous optimisation objectives or as well defined 
feasibility constraints. The former approach is more desirable as it can optimise multiple 
objectives simultaneously but it is equally more challenging to implement.
SON in Heterogenous Networks
Wireless cellular networks are reaching their capacity limits with the proliferation of 
various data centric applications on smart phones. To address this data  crunch, oper­
ators have begun to place capacity limits on the amount of data usage for subscribers. 
Others have begun deployment of smaller cells to meet this increasing demand and 
ensure capacity requirements are met in areas of high user density. It is therefore im­
portant to have future networks evolve to include macro, micro, pico and femto cells 
overlapping in certain geographical regions to ensure these increasing traffic demands 
are satisfied. The network architecture becomes even more complex considering oper­
ators will not phase out previous cellular technologies but concurrently operate their 
GSM, 3 0  and LTE networks. Operators are thus in dire need of an efficient way to 
operate and manage this evolving network infrastructure. The problem thus arises on 
how users can efficiently move from one network to another depending on their traffic 
requirements and coverage area. This certainly introduces some complexity is system 
management and operation. However SGPP’s timely inclusion of self organisation as 
a compulsory requirement helps to ensure compatibility of solutions provided among
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network operators and devices. Further study can focus on addressing the problem 
of users changing network association from macro, pico and femto cells and consider 
data offloading to WiFi for indoor usage, in a distributed approach and adapting these 
vertical handover strategies over the time, in a self-organising manner.
Local coordination is key, thus it is important for standardisation of the air inter­
face for communication among eNodeBs, and Home eNodeBs. The X2 interface has 
been defined for eNodeBs but no specific resolution on how HetNets will coordinate. 
The feasibility for operators to share infrastructure and licensed spectrum in differ­
ent geographical areas also needs to be addressed with standardisation activities and 
algorithms introduced in order to facilitate its operation.
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