Abstract. In this paper we compute the sum of the k-th powers over any finite commutative unital rings, thus generalizing known results for finite fields, the rings of integers modulo n or the ring of Gaussian integers modulo n. As an application we focus on quotient rings of the form Z/nZ[x]/(f (x)) for any polynomial f ∈ Z[x].
Introduction
For a finite ring R and k ≥ 1, we define the power sum
Throughout the paper we will deal only with finite commutative unital rings and our main objective will be the computation of S k (R) in such case. The problem of computing S k (R) is completely solved only for some particular families of finite rings. If R is a finite field F q , the value of S k (F q ) is well-known. If R = Z/nZ, the study of S k (Z/nZ) dates back to 1840 [10] and has been completed in various works [2, 6, 9] . More recently, the case R = Z/nZ [i] has been solved in [3] . In these cases, we have the following results. Proposition 1. Let k ≥ 1 be an integer.
i) Finite fields:
ii) Integers modulo n: where P(k, n) := {prime p : p || n, p 2 − 1 | k, p ≡ 3 (mod 4)} and p || n means that p | n, but p 2 ∤ n.
On the other hand, there are not many works dealing with the non-commutative case. The case of square matrices over finite fields is studied in [1] , where the following result is proved.
Proposition 2. Let k, d ≥ 1 be integers. Then S k (M d (F q )) = 0 unless q = 2 = d and 1 < k ≡ −1, 0, 1 (mod 6) in which case S k (M d (F q )) = I 2 .
In [4] some general results for S k (M d (Z/nZ)) are proved and the following conjecture is made about power sums of matrix rings over finite commutative rings. Conjecture 1. Let d > 1 and let R be a finite commutative ring. Then, S k (M d (R)) = 0 unless the following conditions hold:
iii) The unique element e ∈ R \ {0} such that 2e = 0 is idempotent.
Moreover, in this case
In this paper, we completely solve the problem of computing S k (R) for any finite commutative unital ring. To do so, we first recall some well-known ring-theoretic facts. If R is a finite commutative unital ring with char(R) = n = p
we have a decomposition of R as a direct product of rings
where char(R i ) = p ti i . Moreover, for every i ∈ {1, . . . , l}, the ring R i can be seen as a Z/p ti i Z-module and hence it can be decomposed as a direct sum of cyclic modules (2)
with ann(R i,j ) = (p tj i ) and 1 ≤ t j ≤ t i .
The prime-power characteristic case
Decomposition (1) above implies that, in order to get a general result, we can restrict ourselves to the prime-power characteristic case. Hence, throughout this section R will be a finite commutative unital ring with char(R) = p t . Due to decomposition (2), R is the direct sum of cyclic modules. If R is itself a cyclic Z/p t Z-module, then R ∼ = Z/p t Z and Proposition 1 ii) applies to obtain that S k (R) = −p t−1 if p − 1 | k and S k (R) = 0 otherwise. Thus, we will focus on the non-cyclic case.
First of all, we will prove that if t > 1; i.e., if the characteristic is a prime-power but not a prime then S k (R) = 0. Proposition 3. Let R be a finite commutative unital ring such that char(R) = p t with t > 1. If R is not a cyclic Z/p t Z-module, then S k (R) = 0 for every k ≥ 1.
Proof. Due to decomposition (2) we have that
Hence, if we denote by x i a generator of R i , then every element of R can be uniquely written in the form a 1 x 1 + · · · + a m x m with a i ∈ {0, . . . , p ti − 1} for every i ∈ {1, . . . , m}. Thus,
k−s and we will proceed inductively. First of all, assume that m = 2. In this case,
and note that either t 1 ≥ 2 or t 2 ≥ 2, for if t 1 , t 2 < 2 then t = 1 which is not possible.
For every s ∈ {0, . . . , k}, denote by A(s) :=
On the other hand, if 0 < s < k,
k−s and due to Proposition 1 ii) we have that
. Consequently, it follows that
but in this latter case, since either t 1 ≥ 2 or t 2 ≥ 2, it also follows that A(s) = 0 as claimed. Now, if m > 2,
and for every 0 ≤ s ≤ k at least one of the summatories appearing in the latter expression is 0 by induction hypothesis.
The following series of technical lemmata will be useful when we consider the case t = 1 in the sequel. In what follows F q will denote the field with q elements. Lemma 1. Let R be a finite commutative unital F q -algebra with q > 2 such that there exists x ∈ R − {0} with x 2 = 0. Then, S k (R) = 0 for every k.
Proof. Given x ∈ R − {0} with x 2 = 0 we can decompose R as the direct sum of vector subspaces R =< x > ⊕R. Thus,
because, for q > 2, it holds that a∈Fq a = 0 due to Proposition 1 i).
Lemma 2. Let R be a finite commutative unital F q -algebra such that there exist a free family {x, y} with xy = 0. Then, S k (R) = 0 for every k.
Proof. Given a free family {x, y} with xy = 0 we can decompose R as the direct sum of vector subspaces R =< x > ⊕ < y > ⊕R. Thus,
and let u be the only non-zero idempotent of R. Then, S k (R) = u if k > 1 is odd and S k (R) = 0 otherwise.
Proof. In this situation, R = {0, 1, u, 1 + u} and since char(R) = 2, we have that
and the result follows. Now, we are in the conditions to prove the main result of this section.
Theorem 1. Let R be a finite commutative unital ring of prime-power characteristic. Then, S k (R) = 0 if and only if one of the following conditions hold.
Proof. If condition i) holds, then S k (R) = 0 due to Proposition 1 i). If condition ii) holds, then S k (R) = 0 due to Proposition 1 ii). If condition iii) holds, then S k (R) = 0 due to Lemma 3. Conversely, assume that S k (R) = 0. Proposition 3 implies that R must be cyclic or it must have prime characteristic. If it is cyclic, then Proposition 1 i) or ii) applies (depending on wether R is a field or not) and condition i) or ii) holds, respectively. If R is not cyclic and has prime characteristic, Lemma 2 implies that R cannot contain two different zero-divisors. Consequently, not being a field, R must contain idempotents but in this case Lemma 1 implies that char(R) = 2. But all the previous restrictions lead to R ∼ = (Z/2Z)[x]/(x 2 ) so Lemma 3 applies and the result follows.
As a consequence, we obtain the following corollary that gives a characterization of finite fields in terms of power sums. The proof is straightforward and we omit. Corollary 1. Let R be a finite commutative unital ring such that |R| is a primepower. Then, the following are equivalent.
Remark. Corollary 1 provides an elementary (although inefficient) algorithm to determine if a polynomial with integer coefficients is irreducible over Z/pZ. Its computational complexity is exponential, thus it is worse than the fast already known algorithms for the factorization of polynomials [8] . Moreover, it also determines if an ideal in Z/pZ[x 1 , . . . , x m ] is maximal. For instance, let us consider
We will prove that this ideal is maximal. To do so, we compute the sum 0<=a,b,c,d<3
doing repeatedly the substitutions x n → x n−2 (2 + 2y 2 ) and y n → y n−2 (1 + x) when necessary until we arrive to an expression of the form A + Bx + Cy + Dxy. The ideal I is maximal if and only if A ≡ 2 (mod 3) and B ≡ C ≡ D ≡ 0 (mod 3), which is the case.
The general case
In the previous section we have focused on the case when the characteristic of the ring is a prime-power. Now, we will focus on the general case. Let R be a finite commutative unital ring and assume that |R| = p In this setting, given k ≥ 1, let us define the sets
The following lemma is straightforward.
Lemma 4. Let R 1 and R 2 be finite commutative unital ring and let R = R 1 × R 2 be its direct sum. Then,
Now, we are in the condition to prove the main result of the paper. 
ii) If k > 1 is odd and 2 ∈ P k , then
where u is the only non-zero nilpotent element of R such that 2u = 0. v) If k = 1 and R i ∼ = Z/2Z for some i, then
vi) In any other case, S k (R) = 0. . Hence, the result follows. ii) If k > 1 is odd and 2 ∈ P k , we can assume without loss of generality that p 1 = 2. Then, Theorem 1 implies that S k (R i ) = 0 for every i ≥ 2 and the result follows from Proposition 1 i). iii) It is enough to reason like in ii) but the result follows from Proposition 1 ii). iv) Again, the same idea as in ii) and iii) but the claim follows from Lemma 3. v) The same as in ii), iii) and iv). Note that in this case 2 ∈ P k and we can apply either Proposition 1 i) or ii). vi) Theorem 1 states that the only cases in which S k (R i ) = 0 for some i are precisely the previous ones.
Proof. First of all, observe that Lemma 4 implies that
Given a finite commutative unital ring R, let i : Z −→ R be the unique ring homomorphism defined by i(1) = 1. The previous result clearly implies that the power sum S k (R) is an element of Im(i) unless R ∼ = Z/2Z[x]/(x 2 ) × S with k > 1 odd and |S| odd.
Corollary 2. If k > 1 is odd and R contains a unique non-zero nilpotent element u such that 2u = 0, then S k (R) = u. Otherwise, S k (R) ∈ i(Z). Now, we characterize those finite commutative unital rings such that the power sum S k (R) is a unit.
Corollary 3. Let R be a finite commutative unital ring and let k ≥ 1 be an integer. Then, S k (R) is a unit if and only if the following conditions hold:
i) There exist fields
Proof. Let R be a finite commutative unital ring. We know that R ∼ = R 1 × · · · × R l with R i rings with coprime prime-power characteristic. Due to Lemma 4 it is clear that S k (R) is a unit in R if and only if S k (R i ) is a unit in R i for every i. But by Theorem 1 and Proposition 1, this happens if and only if conditions i), ii) and iii) hold.
From the previous results the question of determining those finite commutative unital rings R such that S |R| (R) = 1 naturally arises. This question generalizes the problem of determining the integers n for which 
Proof. If S |R| (R) = 1, in particular S k (R) is a unit so Corollary 3 applies to give conditions i) and ii). Moreover, using Lemma 4 S k (R) = 1 if and only if |R| p Corollary 4. Let R be a finite commutative unital ring such that |R| is square-free and S |R| (R) = 1. Then, R is isomoprhic to one of the following rings: the Zero Ring, Z/2Z, Z/6Z, Z/42Z or Z/1806Z.
Proof. Theorem 3 above implies that R ∼ = Z/nZ for some square-free integer n. In addition to the aforementioned rings, there is only one more finite commutative unital ring R with order smaller than 10 7 satisfying S |R| (R) = 1. Namely,
There are not many rings R with S |R| (R) = −1 either. The following result, whose proof is identical to that of Theorem 3 (and hence we omit) characterizes them.
Theorem 4. Let R be a finite commutative unital ring. Then, S |R| (R) = −1 if and only if the following conditions hold:
We have only been able to find 5 rings with this property: the Zero Ring, F 2 ,
The orders of the non-zero cases are: 2, 12, 32400 and 71280.
Power sums over
As an application of the previous results, we are interested in computing the power sum S k (Z/nZ[x]/(f (x))), where f (x) is a monic polynomial. When deg f = 1, the result is straightforward because Z/nZ[x]/(f (x)) ∼ = Z/nZ and Proposition 1 ii) applies.
In order to study the case when deg f > 1 we will first focus on the quadratic case. As usual, to compute the value of S k (R b,c n ) we will first focus on the case when n is a prime power. With this proposition, we can prove the general result.
Theorem 5. Let n be any positive integer. Given integers k ≥ 1, b and c we define the following set:
is not a quadratic residue modulo p}.
Then:
, if b and c are odd, 3 | k and 2 || n;
if b is even, c is odd, k > 1 is odd, and 2 || n; n 2 x, if b and c are even, k > 1 is odd and 2 || n;
Proof. Observe that for coprime n 1 and n 2 we have that R b,c n1n2
n2 . Thus, it suffices to apply Proposition 4 above.
As an interesting consequence of this result, we can compute the power sum over the rings Z/nZ[ √ D] for a square-free integer D.
Corollary 5. Let k, n ≥ 1 be integers and let D be an square-free integer. Consider the set
Then,
, if k > 1 is odd and 2 || n;
Proof. Just take f (x) = x 2 − D and apply Theorem 5.
Remark. If we consider the case D = −1, the previous corollary immediately gives Proposition 1 iii), which was proved in [3] using different, more direct, techniques. Condition ii) is satisfied by many integers (by Carmichael numbers, for instance). Nevertheless, we have not been able to find among them any integer satisfying also condition iii). This question is closely related to Giuga's conjecture [5] that states that there are no square-free compound integers satisfying conditions ii) and iii) above. In other words, Giuga's conjecture states that 
