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In many fields of engineering problems linear time-invariant dy-
namical systems (LTI systems) play an outstanding role. They re-
sult for instance from discretizations of the unsteady heat equation
and they are also used in optimal control problems. Often the or-
der of LTI systems is a limiting factor, since it becomes easily very
large. As a consequence these systems cannot be treated efficiently
without model reduction algorithms. In this paper a new approach
for the combination of model order reduction methods and recent
multi-level substructuring (MLS) techniques is presented. Similar
multi-level substructuring methods have already been applied suc-
cessfully to huge eigenvalue problems up to several millions of de-
grees of freedom. However, the presented approach does not make
use of a modal analysis like former algorithms. Instead the origi-
nal system is decomposed in smaller LTI systems which are treated
with recentmodel reductionmethods. Furthermore, the errorwhich
is induced by this substructuring approach is analysed and numer-
ical examples based on the Oberwolfach benchmark collection are
given in this paper.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In many cases physical processes can be modelled by linear, dynamical systems since their local
behaviour ismostly linear. There is a large variety of processeswhich belong to that category such as in-
tegrated circuits, fluid dynamics, population development, elastodynamics, structural mechanics, etc.
Often these problems lead to models composed of a system of differential or difference equations
in combination with algebraic equations and there is a rich theory concerning this class of dynamical
systems.
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Themodels are used in various kinds of applications. For instance repeated simulations are often an
essential part of a design process. They are useful to identify or monitor important design parameters,
e.g., the influence of external loads or critical system states. And it is a matter of course that these
simulations have to be carried out in a reasonable amount of time. Dynamical systems are also used
in optimization tasks in which an optimal control for the inputs of the system is desired.
Frequently the modelling of the physics yields very large systems which are not treatable by nu-
merical methods. Particulary, FE-discretizations of 3D models easily lead to several millions of state
variables.
To remedy this situation the model is replaced by another dynamical system which has much
fewer state variables but preserves the fundamental input/output behaviour and important system
characteristics. That is the basic idea of model reduction.
Although there are recent methods which are capable of reducing large systems [2–5] it is still a
difficult problem if the size of the state space becomes too large. Hence, it is an active field of research
to adjust or develop reduction methods which are suitable for systems of that size.
However, theaimof this study is touseexisting reductionmethodsalso forvery largesystems.Due to
the size of the systems it may be impossible to apply them directly, but it is often possible to combine
them with modern multi-level substructuring (MLS) techniques [6,7]. Although the origin of these
substructuring approaches is located in the 1960s [8], only recent multi-level applications are suitable
for huge problems since they avoid the disadvantage that boundary structures become untreatable.
Multi-level substructuring is successfully used already for symmetric eigenvalue computations up to
several million variables. Nowadays it can be applied even to nonlinear eigenvalue problems [9].
But up to now multi-level substructuring plays a secondary role in model reduction. If at all, it is
used in modal approaches to compute approximative eigenpairs of the arising matrix pencil.
Usually, multi-level substructuring is followed by a modal analysis of the substructures and pro-
jection onto the dominant eigenmodes. To our knowledge this work is the first extension of substruc-
turing with the intention to decompose a given linear, time-invariant dynamical system into smaller
subsystems, where symmetry of the system is not required. Furthermore, no modal condensation is
performed. In fact, usual order reductionmethods are applied to the subsystems to obtain appropriate
projection spaces for the reduction of the original system.
It turns out that there are two basic error sources in the MLS reduction approach. The first one
is the approximation error that originates from the reduction of the subsystems and the second one
results from multi-level substructuring since it is in general not possible to decompose a system
into subsystems without losses. The first one is inherent in all reduction approaches. Therefore the
present work focusses on the latter one and an exact expression is given for this error. Its effect on the
approximation quality can be observed in the numerical examples.
This paper is organized as follows. In Section 2 the aim ofmodel reduction is introduced. Themulti-
level substructuring (MLS) approach is described in Section 3, followed by the MLS reduction method
in Section 4. Balanced truncation [10] which is used in the numerical examples is described in Section
5. The following section provides results regarding the error due to substructuring and finallywe apply
MLS model reduction to numerical examples from the Oberwolfach benchmark collection [1]. 1
2. Model reduction
Consider the linear, time-invariant system (LTI system) in state space description
Ex˙(t) = Ax(t) + Bu(t), x(0) = 0,
y(t) = Cx(t) (1)
with A, E ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n. The state space dimension n is also called order of the
systemand the tuple ofmatrices (A, B, C, E) is a realization of (1). Note that realizations are not unique
since it is possible to apply state space transformations to obtain a different realization of the same
1 http://www.imtek.uni-freiburg.de/simulation/benchmark/
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system. System (1) hasm inputs and p outputs and by using the Laplace transformation we obtain the
corresponding transfer function
G(s) = C (sE − A)−1 B. (2)
We will refer to (2) or equivalently to system (1) by
G :=
⎡⎣ sE − A B
C
⎤⎦ .
Throughout this article it is assumed that E is nonsingular. The idea of model reduction is to approxi-
mate system (1) by systemswith significantly smaller state spacedimensionbutnearly the same input-
output behaviour. Usually, one determines suitable projection matrices Pl ∈ Rnˆ×n and Pr ∈ Rn×nˆ,
nˆ  n, such that the approximation is obtained via
Gˆ :=
⎡⎣ Pl(sE − A)Pr PlB
CPr
⎤⎦
and the difference G − Gˆ is small in an appropriate sense. In many cases the difference is bounded by
some system norm.
3. Substructuring
In this part the idea and basic steps of substructuring which will be the second ingredient for the
reduction algorithm are introduced. Firstly, a single-level version is presented which will be extended
afterwards to the multi-level case.
The intention of substructuring is to decompose a given structure into several smaller substruc-
tures and to analyse these substructures to solve the original problem. For example there are former
approaches used in eigenproblems like the Component Mode Synthesis (CMS) (see [11]). The idea of
CMS has been extended by a multi-level strategy resulting in Automated Multi-Level Substructuring
(AMLS) (see [7,6]). AMLS is successfully used in themodal analysis of huge eigenproblemsup to several
millions of unknowns. A similar approach for the reduction of very large LTI systemswill be presented
in the following.
3.1. Single-level case
To illustrate the basic ideas first only the single-level case is explained. Thus, consider a splitting of
the state space
R
n = Rn1 × Rn2 (3)
with n2  n1. By using a consistent partitioning of the system matrices from (1) one obtains:
E =
⎛⎝E11 E12
E21 E22
⎞⎠ , A =
⎛⎝A11 A12
A21 A22
⎞⎠ , B =
⎛⎝B1
B2
⎞⎠ , C = (C1 C2) .
The most important observation is that the inverse of A can be expressed as
A−1 =
⎛⎝I −A−111 A12
I
⎞⎠⎛⎝A11
A22 − A21A−111 A12
⎞⎠−1 ⎛⎝ I
−A21A−111 I
⎞⎠ , (4)
F. Blömeling / Linear Algebra and its Applications 436 (2012) 3864–3882 3867
if A and the block A11 are nonsingular. By using Eq. (4) the frequency response (2) can be decomposed
at the origin into two parts.
G(0) = −CA−1B
= −
(
C1 C2
)⎛⎝I −A−111 A12
I
⎞⎠⎛⎝A11
A˜22
⎞⎠−1 ⎛⎝ I
−A21A−111 I
⎞⎠⎛⎝B1
B2
⎞⎠
= −C1A−111 B1 − C˜2(A˜22)−1B˜2, (5)
where the matrix updates are given by A˜22 := A22 − A21A−111 A12, C˜2 := C2 − C1A−111 A12 and B˜2 :=
B2 − A21A−111 B1.
Property (5) can be used to define two subsystems. For this purpose a state space transformation
is given by the matrices
R :=
⎛⎝I −A−111 A12
I
⎞⎠ , L :=
⎛⎝ I
−A21A−111 I
⎞⎠ (6)
and a new realization (A˜, B˜, C˜, E˜) := (LAR, LB, CR, LER) of the transformed system
⎡⎣ (sE˜ − A˜) B˜
C˜
⎤⎦ (7)
is obtained which is equivalent to system (1). The transformed matrices are given by
A˜ =
⎛⎝A11
A˜22
⎞⎠ , E˜ =
⎛⎝E11 E˜12
E˜21 E˜22
⎞⎠ , B˜ =
⎛⎝B1
B˜2
⎞⎠ , C˜ = (C1 C˜2) .
Note that essential parts of the original systemmatrices remain untouched by this transformation and
only comparably small parts are updated, if n2  n1. Furthermore, the matrix A˜ is block-diagonal.
By using the diagonal parts of A˜ and E˜ we define
G1 :=
⎡⎣ (sE11 − A11) B1
C1
⎤⎦
and
G2 :=
⎡⎣ (sE˜22 − A˜22) B˜2
C˜2
⎤⎦
which are the two subsystems of system (1) with respect to the given partitioning. Eq. (5) implies
G(0) = G1(0) + G2(0). (8)
Hence, subsystems have been defined by adapting only small parts of the systemmatrices compared to
the size of the blocks which does not change. Moreover, the subsystems imply an exact decomposition
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of the original transfer function at the origin. Since we have ignored some nonzero coupling blocks in
E˜ this does not hold in general at other frequencies than zero. However, by using
G˜(s˜) := G(s˜ + σ) ⇒ G˜(0) = G(σ )
it is easy to extend the ideas to any shift σ .
3.2. Multi-level case
Before the substructuring will be explained in the multi-level case the decomposition in (3) is
extended tomore than two subspaces. Furthermore, we presume that the systemmatrices A and E are
sparse matrices which typically holds for FE-discretizations.
Thus, consider a partitioning of the numbers {1, . . . , n} into l + 1 disjoint subsets Ij , j = 1, . . . , l,
and I such that Ai,j = 0 if (i, j) ∈ Is × Ik with s = k. Since it is possible to reorder the state space
variables with respect to this partitioning we obtain without loss of generality the following splitting
of the state space
R
n = Rn1 × · · · × Rnl × Rn .
Herein n is the number of elements in I . The subset I consists of the remaining indices of the
system matrix A which are coupled with at least one other subset Ii, i = 1, . . . , l, via nonzero off-
diagonal entries in A. The number of elements n is usually small compared to the cardinality of the
other subsets Ii. Thus, the system matrices have an arrow head structure, i.e.,
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
A1,1 A1,
. . .
...
Al,l Al,
A,1 . . . A,l A,
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (9)
At this point itmight be helpful to point out a connection to the decomposition of a domain ⊂ R2. In
analogy to the substructuring indiscrete spaceswecandecompose intononoverlapping subdomains
i, i = 1, . . . , l and their boundary  , i.e.,
 =
l⋃
i=1
i ∪ ,
where  = ⋂li=1( \ i). Thus, the subspace Rni corresponds to the subdomain i and Rn
corresponds to  . Also in this case the different subdomains i are only coupled via the interface
 . In the followingwewill use this picture of the substructuring process to simplify the explanations
for the multi-level case.
However, to define subsystems we could obviously perform the same steps as in the single-level
case by using the submatrix A, for the Schur complement updates (compare to Eq. (5)). But the
fundamental disadvantage of this strategy is that the size of the block A, increases with the number
of subspaces l. Therefore the single-level version becomes inefficient quite quickly.
A remedy is provided by a recursive partitioning strategy. If the subdomains or respectively the
dimensions of the subspaces are still too large we partition them on the next level again and the re-
sulting interface is a new interface substructure itself. Thus, we do not enlarge the previous interface.
This recursive partitioning strategy is reflected in the sparsity structures of A and E.We denote the k-th
diagonal block of A in partitioning level i−1 by A(i−1)k,k . If the associated subdomain is partitioned into l
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Fig. 1. Two-level partitioning.
subdomains in level i, thenA
(i−1)
k,k hasalsoarrowheadstructureandweobtainwithout lossof generality
A
(i−1)
k,k =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
A
(i)
k1,k1
A
(i)
k1,k
. . .
...
A
(i)
kl,kl
A
(i)
kl,k
A
(i)
k,k1
. . . A
(i)
k,kl
A
(i)
k,k
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (10)
This hierarchical partitioning strategy can be represented by substructure trees with nodes for inter-
faces and leaves for subdomains. For example a two-level partitioning where every domain is recur-
sively partitioned into two new domains yields the tree Fig. 1a and the corresponding structure of
A =: A(0) has the form
A(0) =
⎛⎜⎝A
(1)
1,1 A
(1)
1,3
A
(1)
2,2 A
(1)
2,3
A
(1)
3,1 A
(1)
3,2 A
(1)
3,3
⎞⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A
(2)
1,1 A
(2)
1,3
A
(2)
2,2 A
(2)
2,3
A
(2)
3,1 A
(2)
3,2 A
(2)
3,3
A
(2)
1,7
A
(2)
2,7
A
(2)
3,7
A
(2)
4,4 A
(2)
4,6
A
(2)
5,5 A
(2)
5,6
A
(2)
6,4 A
(2)
6,5 A
(2)
6,6
A
(2)
4,7
A
(2)
5,7
A
(2)
6,7
A
(2)
7,1 A
(2)
7,2 A
(2)
7,3 A
(2)
7,4 A
(2)
7,5 A
(2)
7,6
A
(2)
7,7
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We have to adapt the state space transformation from the single-level to the multi-level case.
Therefore let κ be the highest level of the substructure tree. The transformation will be described as
recursive procedure starting with the leaf substructures. Hence, it is assumed that the transformation
is already done for the levels i, . . . , κ . The entries of the right-hand side in (10)may have changed due
to former updates which is indicated by .˜ Let
R
(i)
k :=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
I −(A˜(i)k1,k1)−1A˜(i)k1,k
. . .
...
I −(A˜(i)kl,kl)−1A˜(i)kl,k
I
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
L
(i)
k :=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
I
. . .
I
−A˜(i)k,k1(A˜(i)k,k )−1 . . . −A˜(i)k,kl(A˜(i)kl,kl)−1 I
⎞⎟⎟⎟⎟⎟⎟⎟⎠
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be the corresponding transformation matrices for the right-hand side of (10). If A
(i−1)
k,k has not been
partitioned again, R
(i)
k and L
(i)
k are identity matrices. Then we define recursively
A˜(i−1) := L(i)A˜(i)R(i), A˜(κ) := A(κ)
with L(i) = diag(L(i)k ) and R(i) = diag(R(i)k ), i = 1, . . . , κ . Finally the recursion yields the transforma-
tion matrices L := L(1) · · · · · L(κ) and R := R(κ) · · · · · R(1). Again the transformed matrix A˜ = LAR is
block-diagonal and only blocks of A and E that correspond to interfaces are changed. 2 For the example
above it holds that
A˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1,1
A2,2
A˜3,3
A4,4
A5,5
A˜6,6
A˜7,7
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
E˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
E1,1 E˜1,3
E2,2 E˜2,3
E˜3,1 E˜3,2 E˜3,3
E˜1,7
E˜2,7
E˜3,7
E4,4 E˜4,6
E5,5 E˜5,6
E˜6,4 E˜6,5 E˜6,6
E˜4,7
E˜5,7
E˜6,7
E˜7,1 E˜7,2 E˜7,3 E˜7,4 E˜7,5 E˜7,6 E˜7,7
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By using a proper hierarchical substructuring strategy it is possible to achieve that the dimensions of
the interfaces are small again compared to the subdomains. Hence, blocks in A˜ and E˜ which have been
updated by the substructuring process reflect only small parts of the original system matrices.
After the transformation the subsystems are built in analogy to the single-level case from the
diagonal blocks of A˜, E˜ and the corresponding blocks in B˜ and C˜:
Gk :=
⎡⎣ (sE˜k,k − A˜k,k) B˜k
C˜k
⎤⎦ .
Similarly to (8) it holds that
G(0) = ∑
k
Gk(0).
2 Marked with bold font.
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4. MLS model reduction
The idea ofmodel reduction usingmulti-level substructuring (MLS) is to combine both procedures.
Thus, the system (1) is decomposed by multi-level substructuring in sufficiently small subsystems
associated with subdomains and interfaces. In contrast to AMLS the subsystems are not condensed
by using projections onto the dominant modes after a modal analysis of the substructures. A modal
analysis of the subsystems would ignore the matrices B and C. Therefore it might happen that modes
are considered as relevantwhich are not even controllable or observable in theworst case. For instance
this happens easily if significant parts of B or C are zero. It also occurs that due to the sparsity of B
and C the transfer functions of subsystems are zero. In that case complete subsystemswill be dropped
by the following algorithm. Their influence on the global behaviour is taken into account only by the
state space transformation.
Instead of a modal analysis model reduction techniques are used to determine appropriate pro-
jection matrices Plk and P
r
k for every subsystem Gk in the present approach. Particularly, SVD-based
methods can be applied. But in principle every reduction algorithm can be used at this point. That
is the main advantage of MLS model reduction algorithm. In cases where the reduction methods can
be applied directly it is no benefit to use the multi-level substructuring approach. But the MLS model
reduction algorithm offers the opportunity to overcome the application limits of the desired reduc-
tionmethod. At thatmomentwhen the application of a reductionmethod becomes inefficient or even
impossible the method can be combined with multi-level substructuring.
When the projection matrices Plk ∈ Cnˆk×nk and Prk ∈ Cnk×nˆk are determined, the transformed
system is obtained by
Gˆ =
⎡⎢⎣ (sEˆ − Aˆ) Bˆ
Cˆ
⎤⎥⎦ :=
⎡⎣ (sPlE˜Pr − PlA˜Pr) PlB˜
C˜Pr
⎤⎦
with Pl = diag(Plk) and Pr = diag(Prk). The order nˆ of the reduced system Gˆ is equal to the sum of the
orders of the reduced subsystems, i.e.,
nˆ = ∑
k
nˆk.
The basic steps of MLS model reduction are summarized in Algorithm 1.
In principle there are no restrictions in the choice of the reduction method in steps 5 and 15 of
Algorithm 1. By using SVD-based methods it is possible to control the error on the substructure level,
since the error due to the reduction of the single substructures can be chosen arbitrarily small.
4.1. Implementation remarks
In step9ofAlgorithm1 thepartitionerMetis 3 is used toperform thepartitioning. The system trans-
formation which transforms A into block-diagonal form is performed by procedure Transformation
in steps 20–34. If this procedure is calledwith parameter nrSub, all block operations involving blocks of
substructure nrSub are carried out. Basically, this transformation is a simple two-sided block-Gaussian
elimination.
Note that all update operations in procedure Transformation are performed by solving linear
systems of equations. Hence, it is not necessary to compute any matrix inverses explicitly. However,
building Schur complements (step 23) may increase the condition number of the diagonal blocks in
matrix A. Therefore, it is recommended to monitor the condition number to avoid that the influence
of rounding errors becomes too large.
3 http://www-users.cs.umn.edu/∼karypis/metis/metis/index.html
3872 F. Blömeling / Linear Algebra and its Applications 436 (2012) 3864–3882
Algorithm 1MLS model reduction
1: Input: nrSub – number of the subsystem to be reduced
2: functionMLSreduction(nrSub) 	 nrSub = 1 in the first call
3: if subsystem nrSub is small enough then 	 substructure nrSub is a leaf
4: transformation(nrSub)
5: reduce subsystem nrSub
6: project off-diagonal blocks in E associated with substructure nrSub
7: return nrSub
8: else 	 substructure nrSub is an interface
9: partition subsystem nrSub
10: i ← nrSub
11: for all child subsystems do
12: i ←MLSreduction(i + 1)
13: end for
14: transformation(nrSub)
15: reduce subsystem nrSub
16: project off-diagonal in E associated with substructure nrSub
17: return i
18: end if
19: end function
20: procedure transformation(i)
21: for all j ∈ ancestors(i) do
22: for all k ∈ ancestors(i) do
23: Aj,k ← Aj,k − Aj,iA−1i,i Ai,k
24: end for
25: for all k ∈ {i} ∪ childs(i) ∪ ancestors(i) do
26: Ej,k ← Ej,k − Aj,iA−1i,i Ei,k
27: end for
28: for all k ∈ {i} ∪ childs(i) ∪ ancestors(i) do
29: Ek,j ← Ek,j − Ek,iA−1i,i Ai,j
30: end for
31: Bj ← Bj − Aj,iA−1i,i Bi
32: Cj ← Cj − CiA−1i,i Ai,j
33: end for
34: end procedure
After finishing the state space transformation for substructure nrSub it is necessary to determine
appropriate matrices PlnrSub and P
r
nrSub whose columns span the projection spaces of subsystem nrSub
and which are used to reduce the subsystem in steps 5 and 15. Since the off-diagonal blocks are not
used to build subsystem nrSub they have to be projected on their own in steps 6 and 16, i.e., EnrSub,k ←
PlnrSubEnrSub,k, Ek,nrSub ← Ek,nrSubPrnrSub, k = nrSub. Note that the nonzero coupling blocks which are
dropped by definition of the subsystems are not ignored completely, since they are considered at this
point.
Although we always assume that the blocks which have to be updated cover only small parts
of the system matrices it is unavoidable to apply nontrivial strategies of memory and performance
optimization because the blocks become dense due to the necessary Schur complements. Particularly,
it is a basic requirement to reduce the subsystems as soon as possible. Therefore, all matrix updates
are performed right away when the blocks are available.
A high performance implementation of the algorithm is quite challenging, cf. the implementations
of AMLS in the Ph.D. thesis of Kaplan [6] or Elssel [9] for further details and parallelization of the
algorithm.
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5. Reduction by SVD-based methods
SVD-based methods are very popular because of their well-understood features such as existence
of global error bounds and preservation of system characteristics. There aremany different SVD-based
methods, e.g., balanced truncation, optimal Hankel norm approximation and stochastic balancing. All
these methods can be used in principle in steps 5 and 15 of Algorithm 1. In the following balanced
truncation is chosen as one of the most important representatives of this class of algorithms [10].
5.1. Balanced truncation
Since E is nonsingular we assume w.l.o.g. E = I. Therefore let (A, B, C) be a minimal realization of
a stable LTI system (1), i.e., Re(λ) < 0, λ ∈ spec{A} and the dimension of the state space n cannot be
chosen smaller without changing the behaviour of the system. Then the two Lyapunov equations
ATLo + LoA + CTC = 0
and
ALc + LcAT + BBT = 0
haveuniquesolutionsLo, Lc .MatrixLo is calledobservability gramianandLc is the controllability gramian.
The spectrum of LcLo is real and positive and the square roots σ1 ≥ · · · ≥ σn > 0 of the eigenvalues
are called Hankel singular values. The system is called balanced if Lc = Lo = diag(σ1, . . . , σn). In the
case of a balanced, stable andminimal realization consider the following consistent partitioning of the
matrices⎡⎢⎢⎢⎣
A1,1 A1,2
A2,1 A2,2
B1
B2
C1 C2
⎤⎥⎥⎥⎦ ,
where A1,1 ∈ Rnˆ×nˆ is associated with the states of the nˆ largest Hankel singular values σ1, . . . , σnˆ
and A2,2 ∈ Rn−nˆ×n−nˆ corresponds to σnˆ+1, . . . , σn. Then (A1,1, B1, C1) is a minimal realization of a
stable and balanced system of order nˆ. Furthermore the global error bound
‖G − Gˆ‖∞ ≤ 2
n∑
i=nˆ+1
σi (11)
holds, where G and Gˆ are the transfer functions of the original and the reduced system, respectively.
The system norm on the left side of inequality (11) is defined by
‖G‖∞ := sup
ω∈R
‖G(jω)‖2,
where ‖ · ‖2 denotes the spectral norm [12].
Thus, it is possible to determine the quality of the approximation a priori. Since it is necessary
to solve the Lyapunov equations to compute a balanced realization, the computational effort of the
original implementation of balanced truncation is very high. If T ∈ Rn×n describes such a balancing
state space transformation, i.e., (TAT−1, TB, CT−1) is balanced, the matrices Pr and Pl are obtained by
truncation:
Pl = (T)1:nˆ,1:n, Pr = (T−1)1:n,1:nˆ.
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Recent implementations of balanced truncationexploit for instance the fact that Cholesky factors of the
gramiansmay be approximated by low rankmatrices. In thisway one obtains very efficient algorithms
which canbeapplied to large-scale systems. See [10,13,4,2] formoredetails aboutbalanced truncation,
its implementations and other model reduction methods.
The capabilities of MLS order reduction rely in the reduction of systems when other methods be-
come inefficient or even inapplicable. Thereforewehave chosena classical implementationof balanced
truncation (see [14]) which is only suitable for systems with a few hundred state space variables to
demonstrate these advantages.
6. Error due to MLS
The MLS reduction framework reduces the order of an LTI system by using projection matrices
associated with subsystems. Since these subsystems are determined by dropping some blocks in the
matrix E˜, it is an essential question how the neglected blocks influence the approximation quality.
In this section an exact error expression is derived for this additional error source. Since state space
transformations do not influence the approximation quality, it is assumed that A has been transformed
already to block diagonal form. Thus, it holds that
E = Ed + E, Ed := diag(Ek,k) and A = diag(Ak,k). (12)
The matrix Ed is the block-diagonal part of E andE consists of the blocks that are dropped when the
projection matrices are determined. Just like before the projected matrices are given by
Aˆ = PlAPr, Eˆ = PlEPr, Bˆ = PlB and Cˆ = CPr . (13)
It is evident to define Eˆd := PlEdPr .
Lemma 1. Assume that (sEˆ − Aˆ) and (sEˆd − Aˆ) are nonsingular. Then
Pr(sEˆ − Aˆ)−1 =
(
I + sPr(sEˆd − Aˆ)−1PlE
)−1
Pr(sEˆd − Aˆ)−1. (14)
Proof. It holds that
Pr(sEˆd − Aˆ)−1 = Pr(sEˆd − Aˆ)−1(sEˆd − Aˆ + sPlEPr)(sEˆ − Aˆ)−1
=
(
Pr + sPr(sEˆd − Aˆ)−1PlEPr
)
(sEˆ − Aˆ)−1
=
(
I + sPr(sEˆd − Aˆ)−1PlE
)
Pr(sEˆ − Aˆ)−1. (15)
To derive Eq. (14) it is necessary to show the nonsingularity of the bracket term on the right side of
(15). But this is a direct consequence of the determinantal identity
det
⎛⎝ I Pr(sEˆd − Aˆ)−1
−sPlE I
⎞⎠ = det(I + sPr(sEˆd − Aˆ)−1PlE)
= det(I + sPlEPr(sEˆd − Aˆ)−1)
(16)
which follows from Gaussian elimination. From Eq. (16) one obtains
det(sEˆd − Aˆ) det(I + sPr(sEˆd − Aˆ)−1PlE) = det(sEˆ − Aˆ).
Thus,
(
I + sPr(sEˆd − Aˆ)−1PlE
)
is nonsingular and left multiplicationwith its inverse yields (14). 
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From Lemma 1 a representation of the difference of the transfer functions G− Gˆ is derived in terms
of a sum of approximation errors of the subsystems and an error due to MLS.
Theorem 1. Assume that (sE − A), (sEd − A), (sEˆ − Aˆ) and (sEˆd − Aˆ) are nonsingular. Then it holds that
G(s) − Gˆ(s) = C(sEd − A)−1B − Cˆ(sEˆd − Aˆ)−1Bˆ + g1(s) + g2(s) (17)
with
g1(s) = sC (sE − A)−1 	r(s) Pr
(
sEˆ − Aˆ
)−1
Bˆ (18)
and
g2(s) = sC (sE − A)−1 	l(s)
(
sEd − A
)−1
B. (19)
The residuals 	r(s) and 	l(s) are defined by
	r(s) =
(
sEd − A
)
Prxr − E,
(
sEˆd − Aˆ
)
xr = PlE, (20)
	l(s) = xlPl
(
sEd − A
)
− E, xl
(
sEˆd − Aˆ
)
= EPr . (21)
Proof. It holds that
G(s) = C (sE − A)−1 B = C
(
sEd − A + sE
)−1
B
= C
(
I + s
(
sEd − A
)−1
E
)−1 (
sEd − A
)−1
B. (22)
Using Lemma 1 one obtains for the projected system
Gˆ(s) = CPr(sEˆ − Aˆ)−1Bˆ
= C
(
I + sPr(sEˆd − Aˆ)−1PlE
)−1
Pr(sEˆd − Aˆ)−1Bˆ. (23)
Hence,
G(s) − Gˆ(s) = C
((
I + s
(
sEd − A
)−1
E
)−1
(24)
−
(
I + sPr
(
sEˆd − Aˆ
)−1
PlE
)−1)
·Pr
(
sEˆd − Aˆ
)−1
Bˆ
+C
(
I + s
(
sEd − A
)−1
E
)−1
·
((
sEd − A
)−1
B − Pr
(
sEˆd − Aˆ
)−1
Bˆ
)
. (25)
The resolvent equation yields
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I + s
(
sEd − A
)−1
E
)−1
−
(
I + sPr
(
sEˆd − Aˆ
)−1
PlE
)−1
=
(
I + s
(
sEd − A
)−1
E
)−1
s
(
Pr
(
sEˆd − Aˆ
)−1
Pl −
(
sEd − A
)−1)
·E
(
I + sPr
(
sEˆd − Aˆ
)−1
PlE
)−1
. (26)
Furthermore, it holds that(
I + s
(
sEd − A
)−1
E
)−1
= (sE − A)−1(sEd − A). (27)
Using (26), (27) and Lemma 1 again yields
C
((
I + s
(
sEd − A
)−1
E
)−1
−
(
I + sPr
(
sEˆd − Aˆ
)−1
PlE
)−1)
·Pr
(
sEˆd − Aˆ
)−1
Bˆ
= sC(sE − A)−1(sEd − A)
(
Pr
(
sEˆd − Aˆ
)−1
Pl −
(
sEd − A
)−1)
·EPr(sEˆ − Aˆ)−1Bˆ (28)
= g1(s). (29)
It can be easily verified that
C
(
I + s
(
sEd − A
)−1
E
)−1
= C − sC
(
sEd − A + sE
)−1
E
= C − sC(sE − A)−1E.
Hence,
G(s) − Gˆ(s) = C
((
sEd − A
)−1
B − Pr
(
sEˆd − Aˆ
)−1
Bˆ
)
+ g1(s)
−sC(sE − A)−1E
((
sEd − A
)−1
B − Pr
(
sEˆd − Aˆ
)−1
Bˆ
)
= C(sEd − A)−1B − Cˆ(sEˆd − Aˆ)−1Bˆ + g1(s) + g2(s). 
Note that the assumptions of Theorem 1 are fulfilled for all s ∈ C+ if the overall system, its
subsystems and their projected counterparts are stable and minimal. Since the required effort for
an evaluation of the terms g1 or g2 in Theorem 1 is comparable to the evaluation of the original
transfer function, this error analysis leads to rather theoretical than practical insights. The first term
C(sEd−A)−1B−Cˆ(sEˆd−Aˆ)−1Bˆ in (17) is theerror causedbyapproximating thesubsystems.Theadditive
terms g1 and g2 describe the error due to multi-level substructuring. It is an interesting observation
that it is strongly coupledwith frequency dependent ordinary residuals	r and	l associatedwith the
following family of linear systems of equations
(sEd − A)xr = E and xl(sEd − A) = E
which are solved by a projection method. Furthermore it is obvious that there are no additional error
terms if theprojection spaces contain the spanof thecouplingblocks representedbyE. Unfortunately,
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Table 1
Partitioning strategies.
Vers. Max. order SpD Interfaces Subdomains
1 500 2 63 64
2 500 4 21 64
3 200 4 85 256
4 500 4 21 64
this cannot be guaranteed by themethod. Hence, althoughwe can control the approximation quality of
the single substructures by our reductionmethod, 4 itmay happen that the error is significantlyworse.
This is a disadvantage that ourmethod shareswith othermethods based onmulti-level substructuring
such as AMLS. Nevertheless, we obtain very good results in practical application of the MLS model
reduction.
7. Numerical results
Weapply theMLSmodel reduction to two examples from theOberwolfach benchmark collection. 5
This collection provides benchmarks related to model reduction from different fields of application
which can be freely used to test new algorithms.
The computations are done on apersonal computerwith 3.4GHzdual core processor and8GBRAM.
The algorithm is implemented in MATLAB® and it should be mentioned that there is still space for
optimizations. Another programming platform for instance might benefit from an improved memory
management, since MATLAB tends to copy local variables. Moreover, the use of Metis in MATLAB is
quite intricate.
The first numerical example from the benchmark collection is an optimal control problem con-
cerning the cooling of steel profiles. In [4] it is described that this benchmark can be treated with
an iterative variant of balanced truncation based on sparse matrix computations and a low-rank ap-
proximation of the system gramians. However, the classical implementation of balanced truncation
is not applicable in this case. But in combination with multi-level substructuring it yields an efficient
reduction algorithm. So, on the one hand it is shown that theMLS framework enlarges the applicability
of the classical method and on the other hand it is possible to compare the results with another recent
reduction algorithm. Furthermorewe apply ourmethod to a second example treating a tunable optical
filter device.
7.1. A semi-discretized heat transfer problem for optimal cooling of steel profiles
This benchmark results from an optimization problem occurring in rolling mills of steel profiles
[4]. The temperature of the steel profiles should be reduced as fast as possible without destroying
material properties. By assuming infinitely long profiles the problem reduces to a 2D model. The heat
distribution is modelled by the instationary heat equation. The spatial discretization yields an LTI
system (1). The state space dimension is 20,209 and there are 7 inputs and 6 outputs.
MLS model reduction is applied in several versions. Versions 1 to 3 differ in the partitioning strat-
egy. In version 4 the approximation quality on the substructure level is improved by lowering the
error tolerance for balanced truncation. To compare different partitionings the maximal order of the
substructures and the amount of substructures per domain (SpD) in the recursion are varied. Table 1
summarizes the different versions. Fig. 2 shows the sparsity structure of the partitioned mass matrix
fromversion 2.Moreover, it is noteworthy that a lot of subsystemsmaybe dropped after the state space
transformation due to the sparsity structure of B and C. Since the parts of B or C corresponding to these
subsystems are zero also their transfer functions are zero functions. Hence, they do not contribute
to the determination of projection spaces. The numbers of dropped subsystems are summarized in
Table 2.
4 This means that the first term in (17) is usually very small.
5 http://www.imtek.uni-freiburg.de/simulation/benchmark/
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Fig. 2. Sparsity structure of mass matrix (version 2).
Table 2
Numbers of dropped subsystems.
Vers. 1 2 3 4
Dropped/total 85/127 60/85 306/341 60/85
Table 3
Performance measurements.
Vers. τ Memory (MB) tpar (s) ttr (s) tred (s) ttotal (s)
1 1e−3 210 21 21 110 152
2 1e−3 210 11 7 124 142
3 1e−3 210 23 21 20 64
4 1e−5 210 11 7 124 142
To investigate the performance of MLS model reduction we measure the necessary memory and
the times for partitioning (tpar), state space transformation (ttr), reduction of the subsystems (tred) and
the total amount of time (ttotal). The results are given in Table 3 where τ denotes the error tolerance
of balanced truncation. The algorithm yields the following reduced orders of the overall system:
Vers. 1 2 3 4
nˆ 59 54 60 155
.
Fig. 3 shows the magnitude of the frequency response from input six to output two (version 2 and
the original). There are only slight differences between the two frequency responses.
Therefore Fig. 4 displays the absolute errors of the frequency response from the 6th input to the
2nd output. The versions 1 to 3 (τ = 10−3) yield approximations of comparable quality. Version 3
is slightly worse. But it is significantly faster than the other versions, because the substructures are
much smaller. The results show that the error tolerance which was prescribed for the reduction of the
subsystems is not met in case of the reduced overall system. But this is in agreement with the fact
that the balanced truncation uses subsystems whose interconnection does not represent the overall
system because some coupling entries of the system matrix A have been ignored.
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Fig. 3. Frequency responses (steel profiles).
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Fig. 4. Absolute errors (steel profiles).
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Table 4
Partitioning strategy.
Max. order SpD Interfaces Domains
500 2 236 237
Table 5
Performance measurements.
Vers. τ Memory (MB) tpar (s) ttr (s) tred (s) ttotal (s)
1 1e−2 480 697 489 438 1624
2 1e−4 480 696 488 444 1628
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Fig. 5. Absolute errors (optical filter).
An interesting aspect is the observation that decreasing the tolerance τ in version 4 does not
necessarily yield a better approximation. So, regarding Theorem 1 it seems that at some point the
additional error due to MLS cannot be further improved by simply using a few more dominant states
of the subsystems.
The iterative approach of balanced truncation described in [4] reduces the order of the system to 8
by using an error bound of 10−4. The order resulting from the MLS model reduction is slightly larger,
but we have to keep in mind that we reduce, e.g., 85 subsystems instead of a single one. So it is still
surprisingly small. In contrast to the direct application of balanced truncation the given error bounds
aremet only for the single subsystems of theMLS order reductionmethod. Hence, the deviation of the
frequency response from the original one is larger in the MLS case.
7.2. Tunable optical filter
The tunable optical filter benchmark results from the model of an optical filter device which is
tunable by thermal means [4]. Based on the heat equation one obtains again a LTI system (1) by a
spatial discretization. The benchmark consists of a 2D and a 3Dmodel. We focus on the 3Dmodel. The
state space dimension is 106437 and there are one input and five outputs.
In this case a binary substructure tree (SpD = 2) is chosen. Table 4 summarizes the partitioning. In
this case 457 of 473 subsystems are dropped because their input or output matrices are zero.
Again the tolerance τ which is used for balanced truncation is varied and the performance results
are given in Table 5 . The application of theMLS order reduction algorithm yields the following orders
of the reduced systems:
Vers. 1 2
nˆ 15 51
.
Fig. 5 presents the absolute errors of the first output of the frequency response. Both versions yield
good approximations of the original system. Like the first example just lowering τ is not sufficient to
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Fig. 6. Frequency responses (optical filter).
improve the approximation quality of the reduced overall system considerably. A comparison of the
frequency responses (only the first output) of the original and the approximation from version one are
shown in Fig. 6. Obviously it is hard to distinguish both frequency responses optically.
8. Conclusions
The combination of multi-level substructuring and reduction methods is a promising tool for the
reduction of very large systems if the direct application of reductionmethods is not possible anymore.
To support this assertion an implementation of balanced truncationwas chosenwhich is suitable only
for relatively small systems and itwas successfully applied to large systems by usingMLS. This strategy
efficiently delivers good small order approximations of the original systems. In principle there is no
restriction in the choice of the reductionmethod and it would be very promising to combineMLSwith
modern reductionmethods for large systems to exploit completely the advantages ofMLS. So it should
be possible to reduce systemswithmillions of state space variables using this framework. Moreover, it
turns out thatMLSmodel reductionmakes it possible to drop a lot of subsystems if the input or output
matrices are sparse. That is a noteworthy difference to the modal analysis with AMLS where usually
at least one mode of every subsystem is preserved.
Furthermore it is possible to derive a representation of the error of the method which is divided
into two parts. One part is associated with the error which is caused by the reduction of the single
subsystems. The second part results from the multi-level substructuring strategy. Surely, the first
error part can be made arbitrarily small by using appropriate approximations. But the numerical tests
verified that there may be a limit for the approximation quality of the overall systemwhen the second
error part caused byMLSbecomes perceptible. At this pointweobserved that it is necessary to increase
the orders of the reduced subsystems considerably for better results. It is an open question if there is
an efficient and effective strategy for considering the coupling blocks which are ignored so far in the
step in which the projection spaces are determined.
Nevertheless, the MLS model reduction performed very well for the given examples and for a
derivation of MLS model order reduction in function spaces based on parabolic partial differential
equations we refer to [15,16].
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