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Sistema de visio´n omnidireccional y de profundidad
para guiado de discapacitados visuales
RESUMEN
El objetivo principal de este trabajo es el desarrollo de un sistema de deteccio´n del
espacio libre en una escena que ayude en la planificacio´n de trayectorias para el guiado
de personas y que pueda servir como complemento a personas con discapacidad visual.
En particular, en este proyecto se estudia el problema de detectar e identificar el plano
del suelo para poder avanzar por las zonas libres de obsta´culos, as´ı como la expansio´n
del mismo para permitir la planificacio´n de movimientos durante la navegacio´n. Para
realizar estas tareas se hace uso de informacio´n de rango y de color.
El uso de ca´maras RGB-D permite adquirir este tipo de informacio´n, sin embargo,
su limitado campo de vista y su rango de distancias impide obtener informacio´n ma´s
completa de la escena. Para solventar este problema, se propone una combinacio´n de
sensores a trave´s de una ca´mara de profundidad que proporciona observaciones seguras
delante de la persona, y de una ca´mara de color con gran campo de vista que permite
recuperar informacio´n adicional significativa de la escena. La configuracio´n propuesta
se inspira en la visio´n humana donde la parte central de la retina (fo´vea) proporciona
informacio´n ma´s rica que la periferia y a la vez permite un campo de vista amplio. Para
ello se utilizan te´cnicas de procesamiento de informacio´n 3D, y de imagen de color, a
diferencia de otros sistemas de navegacio´n recogidos en el estado del arte. La clave
del proyecto reside en co´mo aprovechar e integrar la informacio´n procedente de ambos
sensores para conseguir la mayor expansio´n posible y la deteccio´n de elementos de
intere´s, favoreciendo la planificacio´n de la trayectoria a seguir por el usuario durante la
navegacio´n. Este Trabajo de Fin de Ma´ster se enfoca en cuatro actividades principales:
1. Realizar una correcta calibracio´n entre ambas ca´maras utilizando un novedoso
sistema basado en correspondencias de l´ıneas.
2. Desarrollar un sistema que permita segmentar el suelo de la escena visible
combinando la informacio´n de la ca´mara de profundidad y de la ca´mara fisheye,
ampliando de forma notable el campo de vista y el alcance de la ca´mara de
profundidad.
3. Propuesta de ayuda a la navegacio´n para la transmisio´n al usuario del espacio
libre en la escena.
4. Evaluacio´n experimental de las te´cnicas desarrolladas, en escenarios reales tanto
interiores como exteriores y con diferente iluminacio´n, generando una base de
datos, inexistente hasta ahora para esta combinacio´n de sensores.
Los resultados experimentales demuestran el buen funcionamiento y la robustez del
me´todo propuesto. Se consigue expandir el a´rea del suelo detectado unas 10 veces en
entornos interiores y unas 20 veces en entornos de exterior, consiguiendo una elevada
precisio´n.
Omnidirectional and depth vision system for visual
impaired guidance
ABSTRACT
The main goal of this work is the development of a free space detection system
that helps in the planning of trajectories for people guidance and which can serve as
a complement to visual impaired people. In particular, this project studies the floor
plane detection and identification to advance through free obstacle zones, as well as the
expansion of it, allowing movements planning during navigation. In order to perform
these tasks, range and color information is used.
The use of RGB-D cameras allows us to obtain this type of information, however,
the field of vision and range of distances prevent to obtain more complete information
about the scene. To solve this problem, a combination of sensors is proposed. A
depth camera, which provides secure observations in front of the person, and a color
camera with a large field of view are used. That system permits to recover significant
additional information from the scene. The proposed configuration is inspired by the
human vision where the central part of the retina (fovea) provides richer information
than the periphery and at the same time offers a broad field of view. Unlike other
navigation systems collected in the state of the art, 3D information processing and
color image techniques are used. The project key is how to integrate and take advantage
of the information from both sensors to achieve the greatest possible expansion and
detection of interest elements to enhance the path planning followed by the user during
navigation. This Master Thesis focuses on four main activities:
1. Performing a correct calibration between both cameras using a novel system based
on lines correspondences.
2. Development of a system which allows to segment the floor of the visible scene
by combining information from depth and fisheye camera, expanding significantly
the field of view and depth camera range.
3. Proposal of navigation aid for transmission of scene free space to the user.
4. Experimental evaluation of the techniques developed in real scenarios both indoor
and outdoor with different lighting, generating a unique database, the first
existent one with this combination of sensors.
Experimental results show successful performance and the robustness and reliability
of the proposed method. The system makes it possible to expand the area of the
detected floor up to around 10 times in indoor environments and around 20 times in
outdoor environments with high accuracy.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
La vista es el sentido que ma´s informacio´n aporta acerca de una escena y de los
objetos ubicados en la misma. Segu´n [6], y tal y como recoge la Organizacio´n Mundial de
la Salud, en 2015 hab´ıa un total de 253 millones de personas con discapacidad visual de
las cuales 36 millones presentan ceguera total y 217 millones presentan una moderada o
severa discapacidad visual. Debido al crecimiento de la poblacio´n de avanzada edad en
el mundo, el nu´mero de personas ciegas podr´ıa aumentar hasta 115 millones en 2050.
Las personas que presentan estos tipos de discapacidad tienen mayores complicaciones
a la hora de desplazarse por un ambiente desconocido para ellos. Actualmente disponen
de herramientas (basto´n, perros lazarillo, etc) que les permiten salvar los obsta´culos
que se encuentran en su d´ıa a d´ıa. Sin embargo, con los actuales avances existentes en
tecnolog´ıa, la visio´n por computador puede aportar mucho para mejorar las condiciones
de vida de dicho colectivo. Hay que tener en cuenta que el 81 % de las personas con
este tipo de discapacidades son mayores de 50 an˜os y que adema´s, el problema se
agrava en los pa´ıses sub-desarrollados, por lo que es necesario que los sistemas no sean
excesivamente caros ni tecnolo´gicamente complejos.
Se busca encontrar un sistema que pueda ser transportado por una persona y que
sirva como complemento para personas con cierta discapacidad visual o personas que
necesiten ayuda a la hora de desplazarse por un entorno desconocido. Pese a que el
guiado de personas con discapacidad visual ha sido un tema relevante durante muchos
an˜os en la visio´n por computador producie´ndose avances en algunos temas espec´ıficos,
todav´ıa es especialmente complicada la integracio´n de todos ellos. Sin embargo, las
continuas mejoras en electro´nica que permiten aumentar la capacidad y la portabilidad
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de los dispositivos hacen que la creacio´n de dispositivos de asistencia sea actualmente,
ma´s relevante que nunca.
Conocer los l´ımites del entorno es la base de cualquier sistema de navegacio´n
auto´nomo. Esta tarea es au´n ma´s importante para las personas con algu´n tipo de
deficiencia visual ya que entra en juego la seguridad de la propia persona. Adema´s,
aunque la obtencio´n de la distribucio´n estructural de una escena a partir de su
imagen es una tarea sencilla para cualquier persona, no es fa´cil para un sistema de
inteligencia artificial. No menos importantes son los aspectos neurolo´gicos y psicolo´gicos
de la visio´n, puesto que son los caminos que nos indican co´mo debemos procesar la
informacio´n del entorno para que sea interpretada intuitivamente por cualquier persona.
Utilizar los avances biome´dicos para as´ı poder transmitir la informacio´n obtenida
mediante las te´cnicas de visio´n por computador, de la mejor forma posible, es otro
de los retos ma´s importantes actualmente y de cara al futuro.
Por otro lado, pese a que ya existen varios trabajos orientados al guiado de personas,
la gran mayoria se centra en la evitacio´n de los obsta´culos ma´s cercanos al usuario.
Sin embargo, una adecuada combinacio´n de sensores puede ser de gran utilidad para
conocer zonas ma´s alejadas de la posicio´n del usuario, permitiendo detectar el espacio
libre por las que la persona puede desplazarse. De esta manera, se puede ayudar
a la planificacio´n de la trayectoria a seguir, siempre manteniendo las condiciones
de seguridad necesarias. El conocimiento de grandes zonas de paso en un entorno
determinado puede ser de utilidad en otros campos, como la robo´tica.
Este proyecto se ubica en el a´rea de Ingenier´ıa de Sistemas y Automa´tica de la
Universidad de Zaragoza, haciendo uso de la rama de visio´n por computador. El
departamento ha puesto a disposicio´n del proyecto todas las herramientas y dispositivos
necesarios, como son ca´maras, computadores e incluso la ayuda del personal que ha
sido necesaria.
1.2. Estado del arte
El desarrollo de sistemas que ayuden a personas con deficiencia visual a desplazarse
por el entorno que les rodea es un problema que ha sido estudiado en distintas ocasiones
y continu´a atrayendo los esfuerzos de muchos investigadores ya sea tanto para la
implementacio´n en personas como para su adaptacio´n a otros campos como la robo´tica.
Para ello se han utilizado multitud de sensores y me´todos. A continuacio´n se van a
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exponer algunos de ellos.
Muchas de las contribuciones no utilizan sistemas de visio´n sino que emplean
complejos sistemas de hardware que requieren equipar tanto al individuo como al propio
entorno para alcanzar su objetivo, algo que limita su uso a entornos relativamente
limitados como los interiores. El sistema desarrollado por Oktem y col. [15] es un claro
ejemplo que utiliza la tecnolog´ıa inala´mbrica para que el sistema que lleva acoplado la
persona se comunique con el sistema instalado en un edificio. De esta forma el usuario
obtiene informacio´n de alrededor porque el sistema del edificio sabe en todo momento
do´nde esta´ el individuo dependiendo del punto desde el que e´ste se conecte.
Otro sistema que emplea sensores complejos es el desarrollado por Solon y col. [13]
donde acopla a un basto´n para ciegos mu´ltiples sensores de ultrasonidos y un sistema
GPS que permite conocer la posicio´n del individuo en todo momento. El inconveniente
de este sistema es que el sistema GPS tiene problemas de cobertura, por ejemplo
en zonas donde exista frondosa vegetacio´n o en el caso de navegar por el interior de
un edificio, donde u´nicamente funcionar´ıa la parte implementada por los sensores de
ultrasonidos. Adema´s, este tipo de sensores de ultrasonidos proporcionan una escasa
resolucio´n angular as´ı como una informacio´n muy ruidosa.
Otro tipo de sensores utilizados para el guiado han sido los sensores la´ser, que
son capaces de ofrecer una informacio´n ma´s rica y exacta del entorno que los de
ultrasonidos. El inconveniente de este tipo de sensores es su elevado precio, adema´s
de que suelen ser pesados. Un ejemplo de este tipo de tecnolog´ıa es el utilizado por
Ueda y col. [21], que dispone de un esca´ner la´ser 3D montado en la cabeza utilizado
para detectar obsta´culos y que dispone de una interfaz de audio para el usuario.
El uso de ca´maras como sensor principal para un sistema de asistencia esta´ cada vez
ma´s extendido, en primer lugar por su funcionalidad, ya que la visio´n por computador
permite abordar una gran cantidad de tareas: deteccio´n de obsta´culos, reconocimiento
de objetos, de personas... y todo ello con un u´nico sensor. Adema´s, el coste de este tipo
de sensores es muy bajo, permitiendo tambie´n una gran miniaturizacio´n del mismo, lo
que lo hace fa´cilmente transportable.
Un ejemplo en el que se utilizan ca´maras para el desarrollo de un sistema de
navegacio´n es el sistema que propone Wong y col. [25] que emplea visio´n este´reo
para detectar obsta´culos que este´n delante del individuo. Uno de los inconvenientes
de los sistemas este´reo es la necesidad de que exista cierto paralaje entre las ima´genes
capturadas por las ca´maras ya que sino la distancia a la que se estime que esta´ el
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objeto puede ser poco precisa. Adema´s, en los entornos en los que el obsta´culo y el
suelo sean de colores similares y con poca textura, el sistema no siempre podra´ detectar
con acierto el obsta´culo. Otro sistema de navegacio´n es el que presenta Xu y col. [26]
donde propone un sistema implementado en una PDA donde utiliza tanto informacio´n
de visio´n como GPS. El inconveniente de este sistema es que necesita que en el suelo
exista un camino espec´ıfico del que se sabe tanto su color como su textura para guiar
al individuo por dicha v´ıa. El ejemplo del suelo que necesita se puede observar en la
Figura 1.1.
Figura 1.1: Ejemplo del suelo que necesita el sistema propuesto en [26]. Este tipo de suelo
se ha ido incorporando en ciudades de Japo´n. De esta forma, las personas invidentes puedan
caminar por dichas v´ıas con su basto´n de ciego con la certeza de que no existe ningu´n tipo
de obsta´culo en esa zona
Por otra parte, el procesamiento de imagen de color es un campo que ha
evolucionado mucho en las u´ltimas dos de´cadas consiguiendo algoritmos realmente
robustos para determinadas tareas. En temas relacionados con la segmentacio´n de
ima´genes para la identificacio´n del suelo o de un camino o carretera hay numerosas
propuestas que utilizan diferentes caracter´ısticas de las ima´genes para llevar a cabo
su cometido. Ulrich y col. [22] propone un sistema que se basa en el modelo de color
HSI para la deteccio´n de obsta´culos. En concreto utiliza el tono y la iluminacio´n para
sacar un patro´n del suelo de la escena. A partir ah´ı, realiza comparaciones de los
histogramas del suelo referencia y de su imagen original. Todo lo que se aleje de un
umbral determinado, sera´ obsta´culo para el sistema. El inconveniente de este sistema
es su dudosa robustez debido a que los resultados que muestra parten de ima´genes
donde los obsta´culos tienen colores vivos y muy diferentes del suelo.
Birchfield y col. [14] presenta un algoritmo alternativo en el que utiliza la
informacio´n de rectas adema´s de otras te´cnicas relacionadas con probabilidades. El
sistema que propone se centra en identificar la orientacio´n de las rectas y de clasificarlas
en verticales u horizontales. Con esta informacio´n consigue segmentar la escena
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obteniendo el suelo de la misma. Los resultados que proporciona este algoritmo son
realmente buenos pero el sistema necesita tener una zona de la imagen donde siempre
exista suelo para poder expandirla a partir de la informacio´n extra´ıda por el sistema.
Las te´cnicas de identificacio´n de la v´ıa transitable se han extrapolado al mundo
de la automocio´n. En concreto se ha utilizado en el desarrollo de sistemas tipo ADAS
(Advanced Driver Assistance Systems). El sistema ma´s conocido es el propuesto por
Thrun y col. [10] donde se utiliza informacio´n la´ser combinada con informacio´n de color.
Con el sensor la´ser consigue extraer la localizacio´n de la zona del suelo ma´s cercana al
veh´ıculo. A continuacio´n analiza la informacio´n del suelo referencia y extrae el resto
del suelo de la imagen utilizando modelos de apariencia. Otro sistema relacionado con
los sistemas ADAS es el que presenta A´lvarez y col. [2] con el que consigue resultados
muy interesantes en escenas con iluminacio´n heteroge´nea.
Sin embargo, el uso de ca´maras RGB monoculares tiene tambie´n algunas
desventajas, ya que pese a que la informacio´n que se obtiene es similar a la informacio´n
que puede ver un ojo humano, es casi imposible conseguir el nivel de abstraccio´n que
realiza nuestro cerebro para interpretar correctamente las ima´genes. Otros problemas
pueden ser la aparicio´n de oclusiones, condiciones de luz cambiantes, desenfoques,
“motion blur”debido al movimiento de la escena, etc. Adema´s, el coste computacional
de algunos algoritmos de visio´n impiden que el sistema trabaje a tiempo real. Algunos
de estos problemas pueden solucionarse con ca´maras ma´s complejas que una simple
ca´mara monocular.
Figura 1.2: Microsoft Kinect (izquierda) y Asus Xtion Pro Live (derecha)
Pese a que, como se ha comentado anteriormente, la profundidad de un objeto
puede obtenerse utilizando un sistema de visio´n este´reo, la ausencia de textura en una
escena puede provocar que este sistema falle. Es por ello que surgen las ca´maras de
profundidad, que son capaces de obtener un mapa de profundidad de la escena (nube
de puntos) ya sea mediante emisio´n de pulsos de luz infrarroja y la medicio´n del retraso
tras rebotar la luz en la escena y llegar al receptor, Time-Of-Flight (TOF), o mediante
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la medida de la distorsio´n producida tras la proyeccio´n de un patro´n de luz sobre la
escena, Structured-Light cameras(SL). La llegada de este tipo de ca´maras al mercado de
consumo ha reducido su coste en gran medida. Exponentes como la Microsoft Kinect o
la Asus Xtion Pro (Figura 1.2) han permitido que este tipo de sensores tengan un gran
impacto en este campo. Estas ca´maras combinan la informacio´n de una ca´mara RGB
convencional con la informacio´n de profundidad, de ah´ı la nomenclatura de ca´maras
RGB-D.
El procesamiento de la informacio´n 3D de sistemas RGB-D, pese a ser un campo
relativamente reciente, muestra propuestas interesantes de sistemas para la evitacio´n
de obsta´culos, como es el caso que propone Peasley y col. [16] donde se utiliza una
ca´mara Kinect para la deteccio´n de obsta´culos a partir de la extraccio´n del plano del
suelo por mı´nimos cuadrados. En este caso la ca´mara es transportada por un robot,
pero el inconveniente que tiene es que necesita una condicio´n de arranque donde no
existan obsta´culos para poder extraer el plano del suelo a partir de mı´nimos cuadrados.
Adema´s, en el caso de que exista una posible presencia de puntos espurios, cosa que
suele ser habitual en este tipo de sensores dependiendo del entorno, la precisio´n del
plano del suelo extra´ıdo puede llegar a ser dudosa. Scha¨fer y col. [20] presenta un
sistema de evitacio´n de obsta´culos en terrenos con vegetacio´n basado en tecnolog´ıa
la´ser. En concreto el sistema se centra en la distincio´n de obsta´culos so´lidos que son
los que realmente impiden el paso, de los obsta´culos debidos a vegetacio´n tales como
ramas con hojas, pequen˜os arbustos... y lo implementan en un robot preparado para
desplazarse por terrenos abruptos.
Figura 1.3: Ejemplo del resultado obtenido en el trabajo de Aladren y col. [1]
El trabajo de Aladren y col. [1], muestra un ejemplo de lo que se puede hacer
combinando la informacio´n de profundidad y la de color obtenida por la ca´mara
RGB-D. A trave´s de un algoritmo robusto (RANSAC) se obtiene el plano del suelo
a partir de la nube de puntos obtenida por el sensor de profundidad. Posteriormente
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se realiza la expansio´n del suelo utilizando la informacio´n de color, as´ı como mediante
informacio´n obtenida a partir de caracter´ısticas geome´tricas (Figura 1.3). Wang y col.
[24] integra te´cnicas de machine learning para la segmentacio´n de la escena con RGB-D.
Sin embargo, el mayor inconveniente de las ca´maras RGB-D es el escaso campo de vista
del que disponen, lo que limita en gran medida la deteccio´n de espacio libre en la escena
para la navegacio´n.
A lo largo de esta seccio´n se han citado muchos sistemas cuya interfaz de
comunicacio´n con el usuario es mediante sistemas de audio, o mediante sistemas ta´ctiles.
Sin embargo, actualmente es posible comunicarse con el usuario por medio de un
sistema de pro´tesis visual. Esto consiste en implantes que aplican estimulacio´n ele´ctrica
en la retina, el nervio o´ptico o la corteza cerebral por medio de un conjunto de electrodos
que permiten a los pacientes percibir puntos de luz llamados fosfenos [7]. Usando una
matriz de electrodos es posible generar una red de fosfenos similares a una imagen
de puntos de baja resolucio´n [9]. Se requiere un dispositivo que recoja informacio´n
de la escena, la procese y la transforme en una sen˜al de excitacio´n. El dispositivo de
captacio´n de la escena suele ser una ca´mara convencional y en su procesamiento es
donde entran las te´cnicas de visio´n por computador para lograr mostrar al paciente
por medio de esos est´ımulos visuales la informacio´n ma´s trascendental del mundo que
le rodea. La conexio´n entre la ca´mara y el ordenador que procesa la informacio´n es
inala´mbrica.
Actualmente hay ya sistemas comerciales disponibles, como el Argus II Retinal
Protheses System perteneciente a la empresa estadounidense Second Sight Medical
Products, Inc. Se trata de un implante epirretinal de 60 electrodos en el que existe
un procesamiento de la imagen previo (Figura 1.4). El segundo sistema aprobado en
Europa es el Alpha-IMS de los alemanes Retina Implant AG. Se trata de un implante
subrretinal de 1500 fotodiodos que capturan la luz proyectada sobre la retina y la
transforman en sen˜ales ele´ctricas. En este caso no hay tratamiento de la imagen
capturada, pero nos sirve para estimar la resolucio´n que puede alcanzarse con este
tipo de pro´tesis.
Por desgracia, la resolucio´n de la rejilla de fosfenos producidos se ve limitada por
la biolog´ıa, la tecnolog´ıa y la seguridad del propio paciente [11]. Actualmente se esta´n
desarrollando dispositivos que proporcionan unas decenas de fosfenos. Teniendo en
cuenta dicha resolucio´n se han realizado importantes esfuerzos en la aplicacio´n de
algoritmos de visio´n para conseguir mejoras [4], [3], aunque la manera de procesar y
codificar la informacio´n en el dispositivo de manera u´til y significativa es au´n una
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(a) Argus II: El implante
(b) Argus II: Equipamiento externo
(c) Ejemplo de visualizacio´n
Figura 1.4: Argus II Retinal Prosthesis. (a) El implante con sus principales componentes.
(b) Equipamiento externo: gafas con ca´mara, antenas para la comunicacio´n inalambrica y la
Unidad de Procesamiento de Video (VPU). (c) Imagen comercial de la visualizacio´n de una
puerta por medio de fosfenos
cuestio´n abierta. Todav´ıa queda un largo trabajo en la parte ingenieril para lograr que
un paciente ciego con una pro´tesis visual pueda interpretar su entorno por medio del
sentido de la vista. Quiza´ es este el factor que menos se ha desarrollado en la actualidad,
por lo que actualmente es una v´ıa importante de investigacio´n.
1.3. Objetivos y alcance
El objetivo principal del proyecto es desarrollar e implementar un sistema de visio´n
que combina informacio´n de profundidad y color para el guiado de personas con
discapacidad visual, centra´ndose principalmente en la percepcio´n y dando un primer
paso en la parte de navegacio´n. Proponemos combinar una ca´mara de profundidad
que proporciona observaciones seguras delante de la persona, con una ca´mara a color
con gran campo de vista que permite recuperar informacio´n adicional significativa de
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la escena. La configuracio´n propuesta se inspira en la visio´n humana donde la parte
central de la retina (fo´vea) proporciona informacio´n ma´s rica que la periferia y a la
vez permite un campo de vista amplio. Para ello se utilizan te´cnicas de procesamiento
y tratamiento de informacio´n 3D, as´ı como de procesamiento de imagen donde se
demuestre el beneficio de poder combinar la informacio´n de profundidad y de color,
respecto a otros sistemas de navegacio´n recogidos en el estado del arte. El sistema
debera´, previa calibracio´n de los sensores, ser capaz de reconocer el suelo de una escena
desconocida y extender la informacio´n de intere´s de la escena hasta zonas donde el
sensor de rango no puede llegar, con el fin de detectar las zonas de espacio libre. La
clave del proyecto residira´ en co´mo aprovechar e integrar la informacio´n procedente de
ambos sensores para conseguir la mayor expansio´n posible y la deteccio´n de elementos
de intere´s, favoreciendo de esta manera la planificacio´n de la trayectoria a seguir por
el usuario durante la navegacio´n.
Las tareas a realizar para cumplir los objetivos son las siguientes:
1. Estudio de la documentacio´n pertinente:
• Art´ıculos de investigacio´n sobre el guiado de discapacitados visuales
presentes en el estado del arte.
• Estudio y comprensio´n del entorno del entorno de programacio´n bajo el que
se va a trabajar.
• Librer´ıas para trabajar con algoritmos de procesamiento y tratamiento de
informacio´n 3D.
• Librer´ıas para trabajar con algoritmos de procesamiento de imagen y visio´n
por computador.
2. Implementacio´n del sistema. El trabajo se desarrolla en tres fases principales:
• Realizar una correcta calibracio´n entre ambas ca´maras utilizando un
novedoso sistema basado en correspondencia de l´ıneas.
• Desarrollar un sistema que permita segmentar el suelo de la escena visible
combinando la informacio´n de la ca´mara de profundidad y de la ca´mara
fisheye, ampliando de forma notable el campo de vista y el alcance de la
ca´mara de profundidad.
• Propuesta de ayuda a la navegacio´n para la transmisio´n al usuario del
espacio libre en la escena y otros elementos de intere´s.
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3. Evaluacio´n experimental del sistema implementado en diferentes entornos con
iluminacio´n variada y valoracio´n de resultados. Generacio´n de una base de datos,
inexistente hasta ahora para esta combinacio´n de sensores, que pueda ser utilizada
en el futuro.
1.4. Estructura de la memoria
Tras esta introduccio´n, la estructura de este proyecto es la siguiente:
• Cap´ıtulo 2: Descripcio´n del entorno de trabajo y los dispositivos utilizados, as´ı
como la calibracio´n entre ambas ca´maras.
• Cap´ıtulo 3: Deteccio´n del plano del suelo de la escena utilizando el sensor de
profundidad.
• Cap´ıtulo 4: Implementacio´n de la extensio´n del plano del suelo utilizando la
informacio´n de color procedente de la ca´mara fisheye, as´ı como informacio´n 3D
complementaria.
• Cap´ıtulo 5: Propuesta de un sistema de navegacio´n mediante la discretizacio´n
del espacio libre detectado en la escena en los cap´ıtulos anteriores.
• Cap´ıtulo 6: Evaluacio´n experimental del algoritmo en diferentes entornos con
iluminacio´n diversa, obteniendose los resultados cuantitativos pertinentes.
• Cap´ıtulo 7: Recopilacio´n de las conclusiones y opciones de trabajo futuro a
realizar.
• Finalmente se presenta un anexo dedicado a la sincronizacio´n de las ca´maras en
ROS, y otro a la ampliacio´n de resultados.
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Dispositivos utilizados y calibracio´n
El desarrollo de ca´maras RGB-D en el mercado de consumo ha sido un soplo de
aire fresco en campos como la robo´tica o la visio´n por computador, debido a la gran
reduccio´n de precios que ha conllevado. Con este tipo de sensores es posible obtener el
3D de una escena de forma simulta´nea a la imagen RGB, con un u´nico dispositivo y sin
ningu´n coste computacional extra. Sin embargo, las especificaciones de muchas de las
ca´maras RGB-D del mercado pueden quedarse cortas dependiendo de la aplicacio´n,
debido al limitado rango de la ca´mara de profundidad que no permite ser usada
en muy cortas y largas distancias o a su limitado campo de vista. Adema´s, existen
otras limitaciones como son la imposibilidad de detectar superficies de determinados
materiales como el cristal, o los problemas de funcionamiento en entornos donde la luz
del sol incida directamente.
En nuestro caso resultan problema´ticos los dos primeros puntos. En la inmensa
mayor´ıa de las aplicaciones basadas en la visio´n y relacionadas con la movilidad tener
un gran campo de vista es importante. Es por ello, que surge la idea de usar sistemas
ma´s sofisticados. En particular, se propone sustituir la ca´mara RGB convencional por
una ca´mara tipo fisheye que permita captar una mayor cantidad de informacio´n de la
escena. De esta manera podemos tener una ca´mara de profundidad fija que apunta hacia
el suelo pro´ximo al usuario para detectar obsta´culos cercanos, y a la vez una imagen
de color con un gran campo de vista que permita recuperar informacio´n adicional
significativa de la escena.
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2.1. Dispositivos utilizados en este proyecto
Todo el desarrollo del proyecto se ha llevado a cabo bajo el entorno de programacio´n
ROS Kinetic1 (Robot Operating System) y se ha implementado utilizando el lenguaje
de programacio´n C++. Para el manejo del sensor RGB-D se ha utilizado el driver
OpenNI 2.
Se ha hecho uso de las librer´ıas de uso libre. En concreto se ha utilizado la librer´ıa
PCL2 (Point Cloud Library) para el procesamiento de la informacio´n del senso de rango
y la librer´ıa OpenCV3 para el procesamiento de imagen.
Los sensores utilizados para la realizacio´n de este proyecto han sido la ca´mara
RGB-D Asus Xtion Pro Live con una resolucio´n de 640 × 480 p´ıxeles con un campo
de vista de 43◦× 57◦ y la ca´mara uEye UI-3580CP, con una resolucio´n de 2560× 1920
pixeles y con una lente fisheye Lensagon CF5M1414, con un campo de vista de 182◦.
Sin embargo, para acelerar la adquisicio´n y los tiempos de co´mputo, se ha reducido la
resolucio´n de la ca´mara uEye a la mitad, quedando en 1280× 960. En la Figura 2.1 se
muestra el sistema de sensores utilizado en este proyecto.
Figura 2.1: Sistema de ca´maras utilizado en este proyecto en el que se combinan la ca´mara
fisheye y la ca´mara RGB-D
Este nuevo sistema necesita de una sincronizacio´n de la adquisicio´n de ima´genes
entre ambos sensores (que se ha conseguido utilizando ROS, y que esta´ explicada en
el Anexo A) y de una calibracio´n extr´ınseca de las ca´maras para conocer la posicio´n
relativa entre ambas.
La imagen de la Figura 2.2 ha sido tomada simulta´neamente con la ca´mara RGB-D
(Figura 2.2a) y con la fisheye (Figura 2.2b). Se puede observar como el campo de vista
1http://www.ros.org/wiki/
2http://pointclouds.org/
3https://opencv.org/
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aumenta considerablemente en el segundo caso respecto al primero. En la Figura 2.2c
se muestra el mapeo de la nube de puntos obtenida con la ca´mara de profundidad sobre
la imagen de fisheye una vez realizada la calibracio´n. A continuacio´n se va a mostrar
como se ha realizado la calibracio´n de ambas ca´maras.
(a) Campo de vista de la ca´mara RGB-D (b) Campo de vista de la ca´mara fisheye
(c) Mapeo de los puntos de profundidad sobre la
imagen del fisheye
Figura 2.2: (a) Escena vista desde una ca´mara RGB-D convencional. (b) Misma escena
vista desde la ca´mara fisheye. (c) Proyeccio´n de la nube de profundidad (en verde) sobre la
imagen del fisheye una vez realizada la calibracio´n
2.2. Calibracio´n intr´ınseca del fisheye
El primer paso ha sido realizar la calibracio´n de la ca´mara fisheye, utilizando el
modelo parame´trico de Scaramuzza y col. [19], que considera la imagen omnidireccional
como una imagen altamente distorsionada. La calibracio´n consiste en obtener los
para´metros del polinomio que describe esa distorsio´n. Con este modelo no es necesario
proporcionar un modelo espec´ıfico del sensor y funciona con todo tipo de ca´maras
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proyectivas, catadio´ptricas y dio´ptricas. Para ello, se han tomado 21 ima´genes diferentes
de un patro´n de ajedrez (Figura 2.3), tratando de que abarcaran todos los grados
de libertad de la ca´mara con el fin de que la calibracio´n sea lo ma´s exacta posible.
Para realizar esta calibracio´n se ha utilizado la toolbox de Scaramuzza 4 disponible en
Matlab.
Figura 2.3: Muestra de algunas de las 21 ima´genes tomadas mediante la ca´mara fisheye del
patro´n tipo ajedrez para realizar la calibracio´n intr´ınseca de la misma
Usando el modelo de Scaramuzza, los puntos en el mundo XF = (X, Y, Z) tienen
el origen de coordenadas en el centro o´ptico de la ca´mara OF , donde la componente
zF del sistema de referencia sigue el eje del sistema dio´ptrico. El plano del sensor
(xs, ys), ortogonal al eje z
F , es un plano teo´rico en el que las coordenadas esta´n
todav´ıa en unidades me´tricas. Las ima´genes estan representadas en el plano imagen
u = (u,w), donde la posicio´n de los puntos esta´ expresada en p´ıxeles. Se asume que
hay desalineamiento y deformacio´n entre el plano imagen y el plano del sensor, que
viene dado por la transformacio´n af´ın xs = Au + t, donde t = (u0, w0) es el centro
imagen. El vector v, que apunta a un punto del mundo X desde OF , sigue la siguiente
ecuacio´n, que relaciona un punto del plano imagen en pixeles y un punto 3D de la
escena:
λ · v = λg(Au + t) = P ·X, λ > 0 (2.1)
Donde P es la matriz de proyeccio´n perspectiva y la funcio´n g(xs, ys), que relaciona
un punto del plano del sensor con el vector v, se define de la siguiente manera:
g(xs, ys) = (xs, ys, h(xs, ys))
T = (xs, ys, h(ρs))
T (2.2)
h(xs, ys) = a0 + a2(ρs)
2 + ...+ aN(ρs)
N (2.3)
Donde la funcio´n h de la proyeccio´n de la imagen puede ser descrita por una
expansio´n de la serie de Taylor cuyos coeficientes a0, a2, ..., aN , (ya que a1 = 0 para
4https://sites.google.com/site/scarabotix/ocamcalib-toolbox
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una ca´mara fisheye), se estiman resolviendo un problema de minimizacio´n lineal por
mı´nimos cuadrados y donde ρ =
√
(xs)2 + (ys)2. Estos coeficientes junto con la matriz
A y el vector t son los para´metros necesarios para la calibracio´n intr´ınseca.
2.3. Calibracio´n extr´ınseca entre ca´maras
Asumiendo que la calibracio´n intr´ınseca de la ca´mara de profundidad proporcionada
por el fabricante es correcta, el siguiente paso es realizar la calibracio´n extr´ınseca entre
ambas ca´maras. Para ello se ha utilizado el me´todo disen˜ado por Pe´rez-Yus y col.
[17], el cual tiene importantes ventajas con respecto a otros enfoques propuestos en la
literatura:
• No se necesita superposicio´n del campo de vista entre las ca´maras
• Se puede utilizar para calibrar diferentes combinaciones de sensores 3D de rango
y de imagen, siempre que al menos uno de ellos sea una ca´mara de profundidad
• No es necesario utilizar un patro´n de calibracio´n
Este me´todo de calibracio´n se basa en la observacio´n y emparejamiento de l´ıneas
en la escena desde diferentes sensores que son usadas para formular restricciones en
las posiciones relativas de las ca´maras. Para realizar la calibracio´n con este me´todo se
necesita lo siguiente:
1. Un sensor debe ser capaz de extraer los para´metros para definir completamente
una l´ınea en el espacio 3D (por ejemplo una ca´mara de profundidad).
2. Al menos un sensor debe ser capaz de extraer las l´ıneas en el plano proyectivo
(por ejemplo una ca´mara esta´ndar u otra ca´mara de profundidad).
2.3.1. Notacio´n utilizada
Usamos l´ınea para referirnos a una l´ınea en el espacio 3D, y segmento para
referirnos a un conjunto de puntos colineares encontrados en una imagen convencional.
Matema´ticamente, una l´ınea es un conjunto de puntos p ∈ R3 que satisfacen la siguiente
ecuacio´n:
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Figura 2.4: Observacio´n de l´ıneas en una escena por una ca´mara RGB-D y una ca´mara
convencional unidas por una estructura r´ıgida y con campos de vista que no esta´n solapados.
Las correspondencias entre l´ıneas se utilizan para formular restricciones geome´tricas para
calcular la posicio´n relativa (T) entre las ca´maras. Imagen obtenida de [17]
p = p0 + λv = (p0x , p0y , p0z) + λ(vx, vy, vz), ∀λ ∈ R (2.4)
siendo p0 ∈ R3 un punto en la l´ınea y v ∈ R3 el vector director de la l´ınea (Figura
2.4). Tambie´n se define el plano proyectivo de la l´ınea, Π, como el plano 3D que
contiene la l´ınea y el origen del sistema de referencia (es decir, el centro o´ptico de la
ca´mara). La normal n ∈ R3 de este plano (ver Figura 2.4), tambie´n conocido como
vector de momento de la l´ınea, es el vector perpendicular a p0 y v. Es decir, n = p0×v.
Dependiendo de la ca´mara utilizada la extraccio´n de l´ıneas sera´ diferente, y es lo que
se va a tratar en las siguientes secciones.
2.3.2. Extraccio´n de l´ıneas de la ca´mara fisheye
Para la extraccio´n de l´ıneas en la ca´mara fisheye, se ha utilizado el algoritmo
realizado por Bermudez-Cameo y col. [5] en el que se presenta un me´todo de extraccio´n
de l´ıneas para ca´maras omnidireccionales no calibradas con simetr´ıa de revolucio´n.
Una de las aportaciones de este trabajo, es que permite resumir la deformacio´n de la
proyeccio´n de rectas en las diferentes ca´maras omnidireccionales a trave´s de un u´nico
para´metro, permitiendo as´ı la calibracio´n de un gran nu´mero de tipos de ca´mara. Sin
embargo, en nuestro proyecto se va a utilizar la calibracio´n de Scaramuzza obtenida
en el apartado anterior, ya que es ma´s precisa, por lo que u´nicamente nos interesa la
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parte de extraccio´n de lineas.
El me´todo [5] utiliza el modelo de ca´mara esfe´rica para describir la proyeccio´n de un
punto en sistemas dio´ptricos (Figura 2.5). Cada punto 3D del mundo Xi se proyecta
primero en un punto xi sobre una esfera unitaria alrededor del punto de vista del
sistema. En el caso de nuestra lente de fisheye equiangular este punto es proyectado a
xˆi en el plano imagen utilizando la funcio´n de proyeccio´n rˆ = fcφ donde φ es el a´ngulo
de elevacio´n en la esfera y fc es el para´metro principal de calibracio´n. xˆ = (rˆ, θˆ) se
expresa en coordenadas polares con respecto al centro de la imagen.
Depth 
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v
Fisheye 
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Figura 2.5: Esquema del sistema en una escena del mundo 3D y la correspondiente imagen
fisheye
Al contrario que en las ca´maras convencionales, las l´ıneas 3D en el espacio no
se proyectan como una l´ınea recta en las ima´genes omnidireccionales, sino que son
proyectadas como l´ıneas curvas. En la Figura 2.5 puede verse resaltada una l´ınea vertical
en el modelo esfe´rico y su proyeccio´n en la imagen de fisheye. La forma de la proyeccio´n
de la l´ınea en la imagen cambiara´ en funcio´n del tipo de ca´mara omnidireccional.
La proyeccio´n de una l´ınea li en el espacio 3D puede ser respresentado por la normal
del plano proyectivo Πi definido por la propio l´ınea y el punto de vista del sistema,
con normal nli = (nx, ny, nz)
T . Los puntos X que se encuentran en una l´ınea 3D l
se proyectan a puntos x satisfaciendo la condicio´n nl
Tx = 0. La restriccio´n para los
puntos de la l´ınea de proyeccio´n en las coordenadas imagen para sistemas equiangulares
dio´ptricos con simetr´ıa de revolucio´n es:
nxxˆ+ nyyˆ + nz rˆ cot (rˆ/fc) = 0 (2.5)
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donde xˆ e yˆ son las coordenadas imagen centradas en el punto principal, xˆ = (xˆ, yˆ).
La proyecciones de las l´ıneas sobre la imagen son no-polinomiales y no tienen forma
co´nica. Para extraerlas es necesario resolver un problema de minimizacio´n [5].
As´ı pues, a la hora de implementar esta extraccio´n de l´ıneas se han dado los
siguientes pasos:
1. Se aplica un filtro Canny [8] para la extraccio´n de bordes, as´ı como sus gradientes,
sobre una imagen en escala de grises.
2. Los puntos de los bordes son agrupados en fronteras formadas por puntos
consecutivos en la imagen.
3. A la orientacio´n del gradiente se le aplica un filtro paso bajo para reducir el ruido.
4. Utilizando la variacio´n de la orientacio´n del gradiente se realiza una divisio´n de las
fronteras para poder ajustar las rectas (splitting). A cada divisio´n se le denomina
subfrontera. El me´todo busca minimizar el nu´mero de subfronteras. Por lo tanto,
una subfrontera puede contener ma´s de un segmento.
5. A cada una de las fronteras se le aplica un RANSAC. Se seleccionan de forma
aleatoria puntos de una frontera para generar lineas candidatas que son votadas
por los otros puntos de la frontera.
6. Como se ha comentado antes, debido a la naturaleza proyectiva de este tipo
de ca´maras no se puede calcular el vector director v, ni ningu´n punto 3D p.
No obstante, a partir de los puntos que forman los segmentos de la imagen se
obtendra´n los vectores normales n de sus planos proyectivos. Esas normales n se
calculan utilizando la expresio´n 2.5
Este me´todo estaba programado en Matlab, por lo que hubo que adaptarlo a nuestro
lenguaje de programacio´n: C++. En la Figura 2.6 se pueden ver ejemplos del resultado.
2.3.3. Extraccio´n de l´ıneas de la ca´mara de profundidad
La extraccio´n de l´ıneas en 3D mediante la ca´mara de profundidad se realiza
mediante la interseccio´n de planos en 3D. Por ejemplo en la Figura 2.4, la l´ınea p1,v1 es
la interseccio´n de los planos Πa y Πb. Los planos 3D se extraen utilizando un RANSAC
(me´todo explicado en la seccio´n 3.4). Un plano Πi tiene normal ni y distancia al origen
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Figura 2.6: Ejemplos de la extraccio´n de l´ıneas de la ca´mara fisheye: En rojo aparecen las
fronteras obtenidas mediante el Canny tras la agrupacio´n, y en verde las l´ıneas obtenidas a
partir de esas fronteras
di, por tanto, todos los puntos X pertenecientes al plano satisfacen ni · X + di = 0.
Para calcular la l´ınea 3D entre los dos planos Πa y Πb, se obtiene la direccio´n v como
el producto vectorial entre sus normales, v = na × nb. Un punto 3D de la l´ınea, p0, se
obtiene como el punto ma´s cercano al origen que cumple las ecuaciones na ·p0 +da = 0
y nb · p0 + db = 0.
2.3.4. Correspondencias de l´ıneas entre ca´maras
Despu´es de la extraccio´n de l´ıneas se crea un fichero con un conjunto de
correspondencias Γi=1...NL . Siendo D la informacio´n obtenida con la ca´mara de
profundidad y F la obtenida por la ca´mara fisheye. Cada correspondencia Γi consiste
en una l´ınea 3D totalmente parametrizada de D y la normal del plano proyectivo de F ,
es decir Γi = {piD,viD,niF}. En este fichero se emparejan todas las l´ıneas con todas,
para luego en el proceso de calibracio´n hacer una primera seleccio´n (filtrado) de cua´les
son posibles emparejamientos va´lidos y finalmente aplicar un algoritmo robusto entre
los posibles candidatos, como veremos a continuacio´n.
El escenario utilizado para obtener las ima´genes de las que obtener las l´ıneas puede
verse en la Figura 2.7.
La razo´n por la que se ha elegido una escena como esta es por la simplicidad
de la misma, permitiendo obtener un gran nu´mero de emparejamientos correctos,
en los que no haya interferencias con otro tipo de l´ıneas. Se toma una secuencia de
ima´genes sincronizadas entre ambos dispositivos, rotando y trasladando las ca´maras
alrededor de la escena de calibracio´n, mientras de forma automa´tica se van almacenando
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Figura 2.7: Lugar en el que se toma la secuencia necesaria para la calibracio´n
los emparejamientos entre l´ıneas en el fichero, como se ha comentado anteriormente.
Durante la obtencio´n de la secuencia hay que tratar de tener en cuenta todos los
grados de libertad de las ca´maras, por lo que utilizar una escena en la que hay un
triedro bien definido es de gran utilidad para ello, ya que permite obtener l´ıneas en
las tres direcciones del espacio. Aunque bien es cierto que este me´todo de calibracio´n
funciona con cualquier tipo de escena siempre que haya correspondencias suficientes,
una escena muy confusa y con muchas l´ıneas dar´ıa como resultado un gran nu´mero
de outliers, por lo que ser´ıa necesario una mejor aproximacio´n inicial de la calibracio´n
para filtrarlas.
As´ı pues, en cuanto a la obtencio´n de correspondencias de l´ıneas, una vez se tiene el
fichero con los emparejamientos, el siguiente paso es procesar la informacio´n del mismo
en Matlab. Se parte en nuestro caso de 36916 emparejamientos, por lo que enfrentarlos
todos contra todos ser´ıa demasiado costoso computacionalmente. Por tanto, gracias al
conocimiento a priori que se tiene del posicionamiento de ambas ca´maras (Figura 2.1),
se eliminan los emparejamientos que disten ma´s 10 cm entre ellos y cuya diferencia de
orientacio´n sea mayor a 5◦, para que no se tengan en cuenta durante la optimizacio´n.
De esta forma, se consiguen filtrar un gran nu´mero de ellos pasando a tener 3829
emparejamientos.
A partir de estas correspondencias se escoge un conjunto de 3 emparejamientos
aleatorios para realizar la estimacio´n tanto de la matriz R de rotacio´n (ecuacion 2.6)
como el vector t de traslacio´n (ecuacio´n 2.7) entre ca´maras de forma desacoplada. A
continuacio´n, este proceso se introduce dentro de un me´todo robusto tipo RANSAC
para obtener el ma´ximo consenso (inliers), quedando en nuestro caso u´nicamente 2661
correspondencias.
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(nF )T ·RvD = 0 (2.6)
(nF )T · (RpD + t) = 0 (2.7)
Por u´ltimo, con estas correspondencias inliers se realiza una optimizacio´n por
minimos cuadrados del residuo de la ecuacio´n 2.8 para la matriz de rotacio´n R y
de la ecuacio´n 2.9 para el vector de traslacio´n t. El objetivo es encontrar la estimacio´n
de ma´xima verosimilitud (MLE) para la trasformacio´n entre ambas ca´maras.
arg min
µ
NL∑
i=1
(nTi · eµRvi)2 (2.8)
donde eµ es el mapa exponencial del incrcemento de rotacio´n µ en R.
arg min
t
NL∑
i=1
(
nTi ·
Rpi + t
‖Rpi + t‖
)2
(2.9)
(a) Nube de puntos con superposicio´n del
color del fisheye
(b) Nube de puntos con superposicio´n del
color del fisheye
Figura 2.8: Ejemplos para visualizar el funcionamiento del me´todo de calibracio´n
As´ı pues, la transformacio´n entre ambas ca´maras que se ha obtenido en nuestro
caso es la siguiente:
R =
 0,9995 −0,0064 0,03120,0086 0,9975 −0,0707
−0,0307 0,0709 0,9970

t =
 0,0204−0,0347
−0,0821

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Finalmente, para ejemplificar como funciona este me´todo de calibracio´n, en la
Figura 2.8 se muestran dos ejemplos de la visualizacio´n de la nube de puntos obtenida
mediante la ca´mara de profundidad a la que se ha superpuesto el color obtenido por la
ca´mara fisheye en cada uno de los diferentes p´ıxeles de la imagen. Se aprecia como el
color encaja correctamente con la nube de puntos, por lo que de una forma cualitativa
se comprueba el correcto funcionamiento de la calibracio´n entre ambas ca´maras.
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Cap´ıtulo 3
Deteccio´n de suelo mediante
profundidad
El primer paso para cualquier sistema de navegacio´n es saber diferenciar en una
escena que´ es y que´ no es obsta´culo. Esta tarea es muy complicada, y los resultados
pueden ser poco robustos si so´lo se utiliza procesamiento de imagen capturada con una
ca´mara convencional sobre una escena de la que a priori no se tiene informacio´n del
entorno. Por este motivo se va a aprovechar la informacio´n que proporciona el sensor
de profundidad de la ca´mara. El primer paso es por tanto segmentar el suelo del resto
de la escena para poder avanzar por las zonas libres de obsta´culos.
En este cap´ıtulo se va a explicar el procesamiento llevado a cabo para la obtencio´n
del plano del suelo mediante la informacio´n de profundidad. El proceso mostrado en este
cap´ıtulo es el resultado de numerosas pruebas realizadas para encontrar el me´todo ma´s
adecuado teniendo siempre presente el compromiso existente entre coste computacional
y precisio´n de la segmentacio´n.
3.1. Representacio´n de la informacio´n 3D
Con la aparicio´n de las ca´maras RGB-D, ha sido necesario crear procedimientos
para representar la informacio´n. En el caso de una imagen 2D, la forma ma´s ra´pida y
comu´n de representarla es a partir de una matriz donde cada elemento de la misma,
corresponde con un p´ıxel de la imagen que contiene la informacio´n de los 3 canales de
color o del nivel de gris dependiendo de si la imagen es en color o en blanco y negro.
Para el caso de informacio´n de profundidad (en ingle´s depth) se puede trabajar con
nubes de puntos o con ima´genes de profundidad.
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Una nube de puntos representa las coordenadas 3D de cada punto de la escena
respecto al sensor infrarrojo. La otra opcio´n es crear un imagen de profundidad a partir
de la cual se pueden obtener las coordenadas 3D de cada p´ıxel teniendo en cuenta que
los ejes X e Y forman el plano imagen y que todos los p´ıxels tendra´n coordenada Z
positiva puesto que esta´n por delante de la ca´mara:
X = (i− ci)depth[i, j]
f
(3.1)
Y = (j − cj)depth[i, j]
f
(3.2)
Z = depth[i, j] (3.3)
Siendo i y j las coordenadas 2D del p´ıxel del que se quiere calcular su posicio´n 3D,
ci y cj las coordenadas del centro de la imagen de profundidad (el dispositivo que se
ha utilizado en este proyecto tiene una resolucio´n de 640× 480 p´ıxeles por tanto, para
este caso en particular, ci = 320 y cj = 240) y f la distancia focal de la ca´mara.
Adicionalmente, las ca´maras RGB-D pueden obtener una nube de puntos con color,
en la que un cuarto nu´mero (adicional a X, Y, Z) codifica el color de cada punto
mediante un nu´mero entero de 32 bits.
3.2. Filtrado de las nubes de puntos
El primer paso es decidir si realmente es necesaria toda la informacio´n que es
proporcionada por el sensor de profundidad. El sistema que se presenta en este proyecto
debe trabajar lo suficientemente ra´pido para que pueda ser de utilidad para los usuarios
por lo que hay que llegar a un compromiso entre la precisio´n y rapidez del sistema.
Cuanto mayor sea el volumen de informacio´n a procesar, se podra´ conseguir una
segmentacio´n de la escena con mucho ma´s detalle pero tambie´n aumentara´ el coste
computacional considerablemente.
Un punto cualquiera que este´ contenido en una nube de puntos tendra´ informacio´n
muy similar, por no decir ide´ntica, a la de los puntos que tenga a su alrededor. Por
tanto, se va a llevar a cabo un filtrado (downsampling) de la nube de puntos con el
objetivo de reducir el nu´mero de puntos y por tanto el volumen de informacio´n a
procesar sin perder detalles relevantes de la escena. Concretamente se va a utilizar un
filtro Voxelgrid [18].
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Figura 3.1: Principio de funcionamiento del filtro Voxelgrid. Todos los puntos que este´n
contenidos en un mismo vo´xel, pasan a formar un u´nico punto situado en el centroide de
dicho vo´xel
La Figura 3.1 muestra el principio de funcionamiento del filtro Voxelgrid. Este filtro
divide el espacio en cubos (vo´xeles) de dimensiones elegidas por el usuario. Todos los
puntos que este´n contenidos en cada uno de los vo´xeles pasan a formar un u´nico punto
que se coloca en el centroide del propio vo´xel. Existe un compromiso entre precisio´n y
velocidad del algoritmo, a trave´s del taman˜o del voxel escogido (en nuestro caso de 4
cm). Este algoritmo ayuda a reducir el ruido y a suavizar las superficies. Con este tipo
de filtro la reduccio´n de puntos que se consigue es muy elevada ya que se pasa de tener
300000 puntos a un nu´mero inferior a 10000 sin perder detalle de las caracter´ısticas de
la escena.
3.3. Posicio´n de la ca´mara
Figura 3.2: Convenio de signos para el sensor de profundidad y para una escena gene´rica
del mundo
La ca´mara ira´ colgada del cuello del individuo y apoyada sobre el pecho del mismo
tal y como se muestra en la Figura 3.3, con una inclinacio´n de unos −45◦ respecto al
eje X de la ca´mara de profundidad (cuyo sistema de referencia, as´ı como el de una
escena gene´rica del mundo, se muestra en la Figura 3.2). Esta configuracio´n permite
considerar pequen˜as las posibles variaciones de orientacio´n respecto a los ejes Z e Y del
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sensor de profundidad. Los grados de libertad relacionados con el cambio de posicio´n no
son relevantes porque se ha tomado como referencia el cuerpo humano en su conjunto
y no una zona determinada. Que la ca´mara se desplace hacia un lado o hacia el otro
no debe afectar ya que todo el cuerpo del individuo debe esquivar el obsta´culo y no
una parte de e´l.
Figura 3.3: Posicionamiento del sistema de ca´maras sobre el sujeto
3.4. Deteccio´n y extraccio´n del plano del suelo
Para llevar a cabo la deteccio´n y extraccio´n del plano de suelo de la escena, hay
que tener en cuenta que´ informacio´n se tiene y que´ se necesita para formar un plano.
Como ya se ha comentado antes, la informacio´n de entrada es la nube de puntos
filtrada con unos 10000 puntos aproximadamente y para formar un plano se necesitan
u´nicamente 3 puntos. El algoritmo que se ha utilizado para llevar a cabo esta tarea es
RANdom SAmple Consensus (RANSAC) [12]. RANSAC es un modelo iterativo que
estima, dado un conjunto de datos, un modelo matema´tico deseado. En concreto, el
modelo matema´tico buscado es un plano cualquiera de la escena, y el conjunto de datos
es la nube de puntos filtrada.
El modo de funcionamiento de este algoritmo es sencillo. Para cada conjunto de
datos, se le aplica los siguientes pasos:
1. Del total de puntos de la nube de puntos, se seleccionan aleatoriamente el mı´nimo
nu´mero de puntos necesario para satisfacer el modelo matema´tico. En nuestro
caso, por ser un plano, se seleccionan 3 puntos con los que formarlo.
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2. A continuacio´n se mide la distancia entre el plano generado y el resto de los
puntos pertenecientes al grupo. Los puntos cuya distancia sea menor a un umbral
votan por este plano. Este proceso se itera un nu´mero de veces determinado y al
terminar se selecciona el plano con mayor nu´mero de votos siendo este la solucio´n
buscada.
El nu´mero de iteraciones ha sido elegido teniendo en cuenta la probabilidad de que
al menos uno de los conjuntos de 3 puntos elegidos aleatoriamente no contenga ningu´n
dato espurio:
P = 1− (1− (1− )p)m (3.4)
Despejando:
m =
log(1− P )
log(1− (1− )p) (3.5)
Siendo P la posisbilidad de no coger un dato espurio, p el nu´mero de datos que
se cogen aleatoriamente (para un plano p = 3), m el nu´mero de iteraciones y  el
porcentaje de datos espurios sobre el conjunto de datos total. Suponiendo un porcentaje
de datos espurios del 60 % (cifra que nunca se alcanza debido a que en la escena siempre
hay un plano dominante que ocupa gran parte de la misma, debido a la posicio´n de las
ca´maras que se ha visto en el apartado anterior (Figura 3.3)), para obtener un 99 %
de probabilidades de coger aleatoriamente datos no espurios, ser´ıa necesario realizar
como mı´nimo 70 iteraciones. Para este proyecto se ha redondeado esta cifra a 100
iteraciones incrementa´ndose as´ı la probabilidad de escoger tres puntos correctos con el
mismo porcentaje de espurios al 99,87 %.
Al aplicar el me´todo RANSAC se obtiene por tanto un plano de la escena, que
concretamente coincide con el plano de mayores dimensiones de la misma. Como se ha
visto anteriormente, debido al posicionamiento de la ca´mara, el plano del suelo sera´ el
de mayores dimensiones, por lo que, ya se tiene la ecuacio´n del plano del suelo (ver
Figura 3.4b), de la forma:
AX +BY + CZ +D = 0 (3.6)
Siendo los tres primeros para´metros (A,B,C) las coordenadas del vector ortogonal
al plano y el para´metro D la distancia del plano al origen de coordenadas (en este caso
corresponde con la ca´mara). Para incrementar la densidad de la nube de puntos de
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suelo, y por tanto tambie´n su precisio´n, el siguiente paso sera´ comprobar que puntos
de la nube sin filtrar (la que tiene 300000 puntos), cumplen la ecuacio´n del plano
obtenida anteriormente. Para ello se fija un umbral de distancia al plano de 2 cm. Los
puntos que cuya distancia al plano este´n por debajo de ese umbral, pertenecera´n al
plano, el resto, sera´n considerados no suelo, y por tanto obsta´culos.
(a) (b)
(c)
Figura 3.4: Ejemplo de segmentacio´n del plano del suelo mediante el sensor de profundidad:
(a) Imagen original. (b) Deteccio´n del plano del suelo mediante la nube filtrada. (c)
Segmentacio´n del pano del suelo final, utilizando la nube completa
La posicio´n y orientacio´n de la ca´mara, hace que siempre se visualize suelo en las
ima´genes, ya que la ca´mara apunta directamente a e´l. Se han fijado unos umbrales
tanto de orientacio´n sobre el eje X de la ca´mara, como sobre la componente D del
plano detectado que debe estar entre una distancia mı´nima de 1 metro y ma´xima de
1,6 metros para ser considerado suelo, adema´s de un nu´mero mı´nimo de puntos que
debe tener el plano.
Antes de llevar a cabo la eleccio´n de este me´todo para la extraccio´n del plano
del suelo, se han implementado otros algoritmos que utilizaban las normales de cada
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punto con el fin de tener en cuenta la orientacio´n de estas para extraer el plano,
pero que tras la evaluacio´n de sus tiempos de co´mputo, se llego´ a la conclusio´n de
que no aportaban una clara mejora en cuanto a precisio´n en contraposicio´n al coste
computacional que acarreaban. Sin embargo, con el me´todo propuesto anteriormente, y
dado que se tiene informacio´n a priori de la posicio´n y orientacio´n de la ca´mara respecto
al suelo, se puede acelerar el proceso de extraccio´n del plano del suelo obteniendo
resultados similares a otros me´todos ma´s complejos. En la Figura 3.4 se puede apreciar
en verde la segmentacio´n del suelo superpuesta a la nube de puntos de color obtenida
mediante la ca´mara RGB-D.
Para la realizacio´n de esta segmentacio´n se busca tener gran precisio´n, ya que este
resultado servira´ de base para realizar la expansio´n del suelo que se vera´ en el Cap´ıtulo
4. Como se puede apreciar en la Figura 3.4b la deteccio´n del plano del suelo a partir de
la nube de puntos filtrada, proporciona menos informacio´n debido a su baja densidad.
Por tanto, el uso de la nube completa (Figura 3.4c) una vez se obtiene la ecuacio´n del
plano del suelo utilizando la nube filtrada, proporciona una gran densidad, y por tanto
una mayor precisio´n a la segmentacio´n.
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Cap´ıtulo 4
Expansio´n de suelo
En el Cap´ıtulo 3 se ha explicado co´mo se lleva a cabo el procesamiento de la
informacio´n de rango para conseguir una clasificacio´n estructural de la escena. Trabajar
u´nicamente con la informacio´n de profundidad ser´ıa insuficiente ya que, como se
ha podido comprobar en cap´ıtulos anteriores, el sensor de rango no proporciona
informacio´n 3D de la escena completa salvo que todos los puntos de e´sta este´n situados
como ma´ximo a una distancia determinada de la ca´mara. Esto se debe principalmente a
que el dispositivo RGB-D tiene limitaciones de hardware. Segu´n datos proporcionados
por el fabricante, el sensor de rango tiene un alcance de 3,5 metros. Esta distancia puede
resultar suficiente para la evitacio´n de obsta´culos. Sin embargo resulta insuficiente para
casos donde se quiera saber informacio´n de zonas completas de la escena o se quiera
realizar una planificacio´n de movimientos con suficiente antelacio´n para la navegacio´n
asistida del usuario, como es nuestro caso.
Para un individuo con deficiencia visual, adema´s de ser capaz de esquivar los
obsta´culos, resulta muy interesante y pra´ctico, el saber en que´ direccio´n se encuentra
el espacio libre de la escena. La utilizacio´n de la informacio´n de color a trave´s de
una ca´mara tipo fisheye que proporciona un gran campo de vista podr´ıa ser u´til para
conseguir este objetivo. En este cap´ıtulo se va a presentar el algoritmo desarrollado
para expandir el suelo a zonas donde el sensor de profundidad no alcanza. Para ello se
aprovecha la informacio´n del plano 3D del suelo extra´ıdo con el algoritmo del Cap´ıtulo
3, se obtiene la zona de la imagen fisheye que le corresponde a dicho plano y se analizan
sus caracter´ısticas principales que se utilizan como referencia para poder extraer nuevas
zonas similares de la imagen de color que correspondan con el suelo.
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4.1. Conversio´n de la informacio´n 3D a la imagen
fisheye
El primer paso para poder alcanzar el objetivo de expandir el suelo obtenido
con el procesamiento 3D es obtener una referencia del mismo en el plano imagen
(reproyeccio´n) para poder extraer posteriormente sus caracter´ısticas. Para ello se va
a aprovechar la informacio´n ya obtenida del algoritmo para la extraccio´n del suelo
mediante la ca´mara de profundidad. En concreto se calculara´ para cada escena la zona
de la imagen fisheye a la que pertenece el plano 3D del suelo ya extra´ıdo.
Para llevar a cabo esta tarea es necesario realizar tanto la calibracio´n intr´ınseca de
la ca´mara fisheye, como la calibracio´n extr´ınseca entre la ca´mara de profundidad y la
ca´mara fisheye, algo que ya se hizo en el Cap´ıtulo 2. A partir de los para´metros de
calibracio´n obtenidos, se puede convertir la informacio´n del plano 3D del suelo al plano
de la imagen.

XF
Y F
ZF
1
 =

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3
0 0 0 1


XD
Y D
ZD
1
 (4.1)
Donde (XD, Y D, ZD) son las coordenadas 3D de un punto de la nube de puntos, rij
y tj son respectivamente los elementos de la matriz de rotacio´n R y las componentes del
vector de traslacio´n t obtenidas en el Cap´ıtulo 2 que relacionan la ca´mara infrarroja
de profundidad con la ca´mara fisheye. Aplicando la ecuacio´n 4.1 se transforman los
puntos 3D de la referencia de la ca´mara de profundidad a la referencia del fisheye.
Posteriormente, aplicando el modelo inverso de Scaramuzza, que corresponde a las
inversas de las ecuaciones 2.1, 2.2 y 2.3, se obtiene la posicio´n (coordenadas (x, y)) en
el plano imagen de la ca´mara fisheye de un punto 3D. Si se quiere obtener la posicio´n
del plano 3D del suelo en el plano de la imagen, basta con recorrer la nube de puntos
y calcular la posicio´n para cada uno de los puntos que la componen.
Sin embargo, el nu´mero de puntos pertenecientes al suelo es muy grande, por lo
que resulta bastante costoso computacionalmente que para cada frame se deban hacer
estas transformaciones para obtener la proyeccio´n de cada punto 3D en la imagen. Tras
realizar varias pruebas se vio´ que esto supon´ıa un cuello de botella en el procesamiento,
que ralentizaba el algoritmo. Para acelerar este proceso se ha construido una look-up
table, que ba´sicamente, se trata de una matriz en la que a cada punto 3D se le asocia
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las coordenadas correspondientes en p´ıxeles en la imagen. Esta informacio´n se guarda
en un fichero (por lo que solo hay que realizar los ca´lculos de reproyeccio´n una vez),
de forma que u´nicamente es necesario leerlo para cada imagen, y obtener los p´ıxeles
correspondientes a cada punto 3D del suelo. Haciendo la look-up table se consigue
acelerar el tiempo empleado en la reproyeccio´n unas 60 veces, por lo que se elimina
este cuello de botella en el algoritmo. En la Figura 4.1 se puede ver un ejemplo del
resultado de esta reproyeccio´n.
Figura 4.1: Ejemplo de la reproyeccio´n de los puntos 3D pertenecientes al plano del suelo,
sobre la imagen del fisheye utilizando la look-up table
4.2. Modelos de color
En la seccio´n anterior se explica co´mo se calcula la localizacio´n del plano 3D del
suelo en el plano imagen. Esta zona de la imagen se utilizara´ como referencia para poder
extender el suelo a toda la zona visible de la escena. Una vez obtenida la referencia del
suelo hay que analizarla para poder extraer las caracter´ısticas ma´s significativas de la
misma y poder buscar posibles similitudes en el resto de la escena. Una caracter´ıstica
que puede resultar a priori la ma´s relevante es el propio color del suelo. Hay que
tener en cuenta que el color de una imagen se puede representar de diferentes modos
dependiendo del modelo de color que se este´ utilizando. En este proyecto en concreto
se utilizan los modelos de color RGB y HSV que se explican a continuacio´n.
Existen muchas maneras de componer una imagen de color pero independientemente
de cua´l se utilice, el resultado final debe ser siempre el mismo ya que sino se estar´ıa
alterando la informacio´n de la escena. Los modelos de color que existen son muy
variados (RGB, CIE Lab, CMYK, HSV...) pero la gran mayor´ıa de ellos componen
una imagen de color a partir de 3 canales. Lo´gicamente, dependiendo de cua´l sea
el modelo empleado, cada canal representara´ una informacio´n distinta de la escena.
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Como ya se ha comentado antes, en este proyecto se utilizara´n los modelos de color
RGB y HSV. El primero de ellos es el modelo de trabajo de gran mayor´ıa de ca´maras
convencionales. El segundo de ellos es muy utilizado en la segmentacio´n de ima´genes
debido a la informacio´n tan caracter´ıstica que proporciona cada uno de los canales.
Figura 4.2: Colores aditivos del modelo RGB
Modelo RGB
Todos los colores son combinaciones variables de los tres colores primarios rojo
(Red), verde (Green) y azul (Blue). De las tres iniciales de estos colores en ingle´s surge
el nombre de este modelo de color, RGB. En el modelo RGB cada color se representa
por un vector de 3 componentes, cada una correspondiente a la intensidad de cada
banda fundamental (Red, Green, Blue). En la Figura 4.2 pueden verse las diferentes
combinaciones de los tres colores ba´sicos que dan lugar a otros colores.
Modelo HSV
Este modelo esta´ basado en la percepcio´n humana del color. Describe tres
caracter´ısticas fundamentales: tono (Hue), saturacio´n (Saturation) y valor (Value). El
tono es el color propiamente dicho, por ejemplo rojo, naranja, verde, etc. Se mide como
una localizacio´n en la rueda esta´ndar de colores (Figura 4.3) y se expresa en grados
(0−360◦). La saturacio´n, es la cantidad de gris en el color. Se mide como un porcentaje
desde 0 % a 100 % (totalmente saturado). Reducir la saturacio´n implica obtener colores
ma´s apagados. En la rueda esta´ndar de colores (Figura 4.3) la saturacio´n se incrementa
desde el centro hacia fuera. Por u´ltimo la el valor o luminosidad, es la luz (brillo) u
oscuridad del color. Se mide como un porcentaje desde 0 % (oscuro) a 100 % (brillante).
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Figura 4.3: Ejemplo de representacio´n del modelo HSV
4.3. Segmentacio´n inicial de la escena
Una vez explicados los espacios de color que se van a utilizar en este proyecto,
el siguiente paso es realizar la segmentacio´n adecuada de la imagen de fisheye, ya
que la extensio´n se va a realizar mediante el crecimiento de lo que se considera suelo
mediante adicio´n de diferentes regiones de la imagen, previamente segmentada. El
crecimiento de suelo mediante la adicio´n de pixeles individuales ser´ıa excesivamente
costoso computacionalmente, y por tanto, inviable. As´ı pues, se busca dividir la imagen
en regiones ma´s grandes para posteriormente clasificarlas. Se probaron dos me´todos de
segmentacio´n de color disponibles en la libreria OpenCV: watershed1 y superp´ıxeles2.
Tras varias pruebas iniciales de funcionamiento se observo´ el mejor funcionamiento de
este u´ltimo me´todo que se explica brevemente a continuacio´n.
El me´todo empleado para la segmentacio´n de la imagen de fisheye se realiza a trave´s
un algoritmo basado en la extraccio´n de superpixeles mediante muestreo impulsado
por energ´ıa (SEEDS) [23] disponible en la librer´ıa OpenCV. Este algoritmo se basa en
una optimizacio´n mediante un algoritmo de escalada (hill-climbing). Se parte de una
particio´n inicial en superpixels de forma regular y elegida por el usuario. A partir
de ah´ı, los superpixels van modificando sus fronteras para afinar cada vez ma´s la
particio´n siguiendo una funcio´n de energ´ıa basada en imponer la similitud del color
entre las fronteras y el histograma de color del superpixel. Es decir, la funcio´n de
energ´ıa busca que los superp´ıxeles sean del mismo color. Segu´n la bibliograf´ıa, este
me´todo se distingue frente a otros en su eficicencia computacional, algo que se ha
tenido muy en cuenta a la hora de elegirlo en este proyecto. En la Figura 4.4 se puede
apreciar un ejemplo de como trabaja este algoritmo.
1https://docs.opencv.org/3.3.1/d3/db4/tutorial_py_watershed.html
2https://docs.opencv.org/3.0-beta/modules/ximgproc/doc/superpixels.html
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Figura 4.4: Ejemplo de la evolucio´n de las fronteras de los superpixeles a lo largo de diferentes
iteraciones del algoritmo SEEDS partiendo de una inicializacio´n en 12 superp´ıxeles iguales.
Imagen obtenida de [23]
El algoritmo permite seleccionar adema´s del nu´mero inicial de superp´ıxeles, otros
aspectos como el nu´mero de niveles, es decir, el nu´mero de subdivisiones de los
superp´ıxeles que se utilizan para la optimizacio´n. A mayor nu´mero de niveles, ma´s
exactitud tendra´ la segmentacio´n, pero mayor tiempo de calculo se necesitara´ para
llevarla a cabo. Tambie´n permite seleccionar el grado de suavizado de las fronteras
entre superp´ıxeles, permitiendo una mayor adaptacio´n a los diferentes elementos de la
escena, as´ı como el nu´mero ma´ximo de iteraciones del algoritmo, entre otros para´metros.
Esta segmentacio´n en superp´ıxeles se ha realizado en el espacio de color HSV, con el
que se obtiene una mejor segmentacio´n de la imagen, y posteriormente se ha devuelto
al espacio RGB para su visualizacio´n, como se puede ver en la Figura 4.5.
Figura 4.5: Ejemplo de segmentacio´n de una imagen de fisheye mediante SEEDS
4.4. Expansio´n de suelo mediante color
Dado que se va a segmentar el suelo a partir de una regio´n de referencia, el algoritmo
trabajara´ de forma similar a la de un algoritmo SRG (Seeded Region Growing) donde
la semilla inicial se creara´ a partir del plano 3D del suelo obtenido por la ca´mara de
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profundidad una vez reproyectado sobre el plano imagen del fisheye, como ya se ha visto
anteriormente. Una vez definidas estas semillas iniciales, se expandera´n hacia zonas de
la imagen similares y contiguas a las iniciales. Estas nuevas zonas pasara´n a ser semillas
en la siguiente iteracio´n. Y as´ı sucesivamente hasta que se haya segmentado el suelo de
la escena.
4.4.1. Creacio´n de la semilla inicial
El primer paso es seleccionar los superp´ıxeles que van a ser la semilla inicial a la hora
de expandir el suelo. Como se ha comentado anteriormente, se parte de la regio´n de
suelo extra´ıda mediante la ca´mara de profundidad (a la que llamaremos suelo base, ver
Figura 4.7a). Una vez ha sido reproyectada sobre el plano imagen de la ca´mara fisheye,
se realiza el histograma de esa regio´n de la imagen (al que llamaremos histograma
base). El espacio de color utilizado vuelve a ser el HSV, y el histograma se realiza
sobre los canales H y S, ya que no se pretende distinguir entre el nivel de brillo de
un determinado color. Esto supone una ayuda al realizar la segmentacio´n, cuando se
tienen reflejos, zonas de sombra y cambios de iluminacio´n, por lo que se evita utilizar
el canal V. El siguiente paso es almacenar los superp´ıxeles candidatos a formar parte
de la semilla inicial, que sera´n aquellos que contengan algu´n p´ıxel del suelo base. Una
vez obtenidos los superp´ıxeles candidatos, se realizan los histogramas H-S de cada uno
de ellos con el fin de poder compararlos uno a uno con el histograma base mediante la
me´trica de correlacio´n descrita a continuacio´n:
d(Hb, Hi) =
∑
I(Hb(I)−Hb)(Hi(I)−Hi)√∑
I(Hb(I)−Hb)2
∑
I(Hi(I)−Hi)2
(4.2)
donde
Hk =
1
N
∑
J
Hk(J)
Siendo Hb el histograma H-S del suelo base (el obtenido mediante la ca´mara de
profundidad), Hi el histograma de cada uno de los superp´ıxeles candidatos a ser semilla
inicial del algoritmo, Hk la media del histograma y J e I cada uno de los N bins
de los histogramas. El resultado de esta comparacio´n sera´ un valor nume´rico donde
d ∈ [−1, 1]. Cuando se obtenga d = −1, la imagen a comparar sera´ justamente opuesta
a la referencia. En el caso de obtener d = 1, la imagen a comparar sera´ ide´ntica a la
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(a) (b) (c)
Figura 4.6: Ejemplo de las ma´scaras binarias utilizadas. (a) Ma´scara del suelo base. (b)
Ma´scara de uno de los superp´ıxeles candidatos a ser semilla inicial. (c) Ma´scara restante tras
ser solapadas las dos anteriores mediante, siendo esta ma´scara el a´rea del superp´ıxel ocupada
por el suelo base
imagen referencia. Por tanto, siempre que se obtengan valores positivos, la imagen a
comparar tendra´ cierta similitud con la referencia.
Para la creacio´n de la semilla inicial tambie´n sera´ necesario saber el porcentaje de
a´rea de un superp´ıxel ocupada por el suelo obtenido mediante profundidad. Si hay
un mı´nimo valor de a´rea ocupada, ese superp´ıxel entrara´ a formar parte de la semilla
inicial. Para obtener ese porcentaje de a´rea, se ha recurrido al uso de ma´scaras binarias,
que son de gran utilidad para este tipo de procesamiento. A los p´ıxeles considerados
suelo base, se les asignara´ el valor ’1’, y al resto ’0’ en una imagen binaria de la misma
dimensio´n que la imagen de fisheye (1280 × 960 p´ıxeles), ver Figura 4.6a. Para cada
superp´ıxel se creara´ una imagen binaria de igual taman˜o que la anterior, en la que a los
p´ıxeles pertenecientes al superp´ıxel i se les asignara´ un ’1’ y al resto ’0’ (Figura 4.6b).
Las ima´genes binarias de los superp´ıxeles candidatos se solapara´n contra la imagen
binaria del suelo base, con el fin de conocer el porcentaje de a´rea que ocupa este
u´ltimo en cada uno de los superp´ıxeles (Figura 4.6c). Si ese porcentaje es mayor a un
determinado umbral, el superp´ıxel pasara´ a ser semilla inicial del suelo.
Por u´ltimo, y con el fin de evitar que los posibles reflejos que aparecen en el suelo,
puedan perjudicar la segmentacio´n del mismo, distorsionando en exceso los histogramas
de color, se va a tener en cuenta tambie´n que si en un superp´ıxel hay un nu´mero
de puntos de suelo base lo suficientemente grande, pese a que la correlacio´n entre
histogramas no sea suficiente, ese superp´ıxel se considerara´ igualmente como parte de
la semilla inicial.
As´ı pues, el criterio utilizado para considerar un superp´ıxel como semilla inicial del
algoritmo queda resumido de la siguiente manera:
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1. Si hay suficiente similitud entre el histograma base y el del superp´ıxel y adema´s
el porcentaje de a´rea del superp´ıxel ocupado por el suelo base, es superior a un
umbral mı´nimo, ese superp´ıxel sera´ considerado como semilla inicial.
2. Si existe en un superp´ıxel un nu´mero de puntos del suelo base que es superior
a un mı´nimo aceptable, ese superp´ıxel tambie´n sera´ considerado como semilla
inicial del algoritmo.
Por tanto, si se cumple cualquiera de las dos condiciones anteriores, un superpixel
sera´ considerado como semilla inicial.
(a) Suelo detectado por el sensor de rango y
reproyectado a la imagen de fisheye
(b) Semilla inicial para la expansio´n del suelo (en
cian)
Figura 4.7: Ejemplo de creacio´n de la semilla inicial del algortimo (b) a partir del plano
del suelo obtenido mediante la ca´mara de profundidad una vez se ha reproyectado sobre la
imagen de fisheye (b)
Como podemos ver en la Figura 4.7, existen 2 superp´ıxeles candidatos a ser semilla
inicial que, pese a tener una similitud bastante grande en cuanto a color con el suelo
base, el porcentaje de a´rea ocupado por e´ste no es lo suficientemente grande, ni tampoco
lo es el nu´mero de puntos del suelo base presentes en esos superp´ıxeles, por lo que no
se tienen en cuenta para formar parte de la semilla inicial.
4.4.2. Expansio´n de la semilla inicial
Una vez se tiene la semilla, el siguiente paso sera´ la extensio´n de la misma para
conseguir la segmentacio´n completa del suelo. Para ello se van a utilizar las mismas
herramientas que en el apartado anterior, es decir: Histogramas de doble canal H-S y
ma´scaras binarias.
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Se busca ahora que la semilla inicial se expanda u´nicamente a los superp´ıxeles
vecinos, de forma que poco a poco, se vaya propagando por toda la regio´n de suelo de
la imagen. Para ello, el primer paso es la creacio´n de la ma´scara binaria de la semilla
inicial (Figura 4.8).
Figura 4.8: Ma´scara binaria de la semilla inicial de suelo obtenida en el apartado anterior
Esta ma´scara se va a dilatar mediante una funcio´n morfolo´gica que consiste en
realizar la convolucio´n de la ma´scara de la Figura 4.8 con un kernel que tiene una
determinada forma (en este caso un c´ırculo) y con un punto de anclaje definido que
es el centro del kernel. A medida que el kernel va recorriendo la imagen, se calcula el
ma´ximo valor del p´ıxel solapado por el kernel, y se reemplaza el p´ıxel de la imagen en
la posicio´n del punto de anclaje con ese valor ma´ximo. Esta operacio´n de maximizacio´n
hace que las regiones blancas de la imagen “crezcan”.
Al realizar esta dilatacio´n, los superp´ıxeles contiguos son “inundados” por puntos
de la ma´scara dilatada, por lo que pasan a ser candidatos a pertenecer al suelo. A
continuacio´n, se calculan los histogramas H-S de esos superp´ıxeles candidatos. A partir
de estos histogramas, y junto con los que ya se tienen de los superp´ıxeles de la semilla
inicial y del suelo base, el criterio utilizado para decidir si un superp´ıxel candidato pasa
a ser suelo es el siguiente:
1. El histograma de cada superp´ıxel candidato debe ser lo suficientemente parecido
en color a alguno de los superp´ıxeles que han sido semilla inicial.
2. Adema´s, cada superp´ıxel candidato debe tener un parecido razonable en color al
suelo base obtenido mediante la ca´mara de profundidad.
As´ı pues deben cumplirse las dos condiciones anteriores de forma simulta´nea. Esto
otorga robustez al sistema, ya que evita que un superp´ıxel de la semilla inicial que
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contenga, por ejemplo, algu´n tipo de reflejo (y por tanto sea muy diferente a los dema´s)
arruine la segmentacio´n haciendo que el suelo se propague por zonas inadecuadas. Al
mismo tiempo, tambie´n permite que otras zonas en las que tambie´n haya reflejos,
sean admitidos como suelo al parecerse a otro superp´ıxel similar, ya perteneciente a la
semilla inicial.
Figura 4.9: Ejemplo de la segmentacio´n del suelo. En cian, la semilla inicial. En rojo, la
expansio´n de la semilla hasta completar la segmentacio´n.
Los p´ıxeles candidatos que hayan cumplido las exigencias definidas anteriormente
y se hayan seleccionado como suelo, pasara´n a ser semilla en la siguiente iteracio´n y
favoreciendo as´ı la propagacio´n de la segmentacio´n hasta que se dejen de cumplir las
condiciones establecidas. El resultado final para el ejemplo utilizado, puede verse en la
Figura 4.9.
4.5. Uso de informacio´n 3D para la expansio´n
Una vez se ha visto como se ha realizado el algoritmo para extender el suelo a partir
del color, en este apartado se va a abordar la utilizacio´n de informacio´n obtenida a partir
de el procesamiento 3D que servira´ para hacer ma´s robusto el sistema.
Puede darse el caso en el que una escena sea muy homoge´nea en cuanto a color,
o en la que haya partes de las paredes que sean similares al suelo, o errores en la
segmentacio´n por superp´ıxeles. Esto har´ıa que la segmentacio´n del suelo se propagara
por todas las partes de la imagen, haciendo que el resultado final fuera erro´neo. Para
evitar que esto ocurra, se va a utilizar la l´ınea del horizonte.
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La l´ınea del horizonte en un sistema proyectivo (como es el caso), es el lugar
geome´trico en el cual se encuentran todos los puntos de fuga de las proyecciones de las
rectas horizontales en el espacio. Es una recta sobre el plano de proyeccio´n, resultado de
la interseccio´n del plano de proyeccio´n con un plano horizontal que pasa por el origen
o punto de vista del sistema proyectivo, es decir el centro o´ptico de la ca´mara. Por
tanto, manteniendo la ca´mara con la posicio´n y orientacio´n definidas en el Cap´ıtulo 3,
ningu´n punto por encima de esa l´ınea puede ser parte del suelo, ya que la ca´mara se
encuentra situada a la altura del pecho de la persona, y el plano en el que se encuentra
la l´ınea del horizonte es un plano paralelo al plano del suelo pero a una altura igual a
la altura a la que se encuentra la ca´mara del suelo. De esta forma, el plano del suelo
siempre quedara´ por debajo de esa l´ınea.
(a) (b)
Figura 4.10: Ejemplo de la representacio´n de la l´ınea del horizonte (azul oscuro), y su
utilidad para la segmentacio´n: (a) En este caso, no se ha tenido en cuenta la l´ınea del
horizonte, por lo que la expansio´n de suelo se propaga hasta el techo empeorando claramente
la segmentacio´n del suelo. (b) En este caso, el uso de la l´ınea del horizonte hace que pese al
error en la segmentacio´n, e´ste no sea muy grave evitando su propagacio´n hacia el techo
Para calcular la l´ınea del horizonte, se va a utilizar la informacio´n del plano del suelo
obtenida mediante la ca´mara de profundidad, en concreto, de la ecuacio´n del plano del
suelo. Los 3 primeros coeficientes de la ecuacio´n del plano (A,B,C) conforman la
normal del plano del suelo en la referencia de la ca´mara de profundidad. Esta normal
hay que llevarla a la referencia de la ca´mara fisheye utilizando la calibracio´n extr´ınseca
vista en el Cap´ıtulo 2. Una vez se ha pasado a la nueva referencia, esta normal es la
del plano proyectivo de la ca´mara fisheye, por tanto, utilizando el modelo de distorsio´n
de la ca´mara y el me´todo para extraccio´n de l´ıneas de Bermu´dez-Cameo y col. [5]
explicados en el Cap´ıtulo 2 se representa la l´ınea del horizonte en la imagen fisheye (en
azul oscuro en la Figura 4.10).
Una vez obtenida, hay que asegurar que todo lo que quede por encima de esta l´ınea
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no pueda ser segmentado como suelo. Para ello se va a recurrir de nuevo a las ma´scaras.
Se va a crear una ma´scara binaria (Figura 4.11) en la que todo lo que queda por encima
de la l´ınea del horizonte no se va a tener en cuenta (asignandoles a los p´ıxels el valor
’0’) para la segmentacio´n del suelo de la imagen. Superponiendo esta ma´scara a la
imagen al comienzo del procesamiento, solo se tienen en cuenta a la hora de expandir
o de realizar la semilla inicial, los p´ıxeles por debajo de esa l´ınea del horizonte.
Figura 4.11: Ma´scara binaria para eliminar los p´ıxeles en negro de la segmentacio´n del suelo
de la imagen. Solo se tendra´ en cuenta como posible suelo, la zona en blanco
Como se puede ver en la Figura 4.10, al fondo del pasillo se ha producido un error
en la segmentacio´n por medio de los superp´ıxeles que hace que el suelo se propague por
el cristal. Tambie´n se puede apreciar como, pese a que el superp´ıxel llega hasta el techo,
la segmentacio´n erro´nea del suelo no va ma´s alla´ de una pequen˜a porcio´n de cristal en
la Figura 4.10b gracias a lo explicado anteriormente. Sin embargo, en la Figura 4.10a
en la que no se tiene en cuenta la l´ınea del horizonte, la segmentacio´n es claramente
peor ya que el suelo se propaga hasta el techo.
La ma´scara de la l´ınea del horizonte no permite continuar ma´s alla´ de ella, ni siquiera
llegar a tocar la propia l´ınea, ya que, lo que realmente se ha hecho es dilatar esa l´ınea
del horizonte para aumentar la zona a partir de la cual se dejan de tener en cuenta
los p´ıxeles para la segmentacio´n del suelo. La dilatacio´n se ha realizado utilizando el
mismo me´todo que en la seccio´n anterior. La razo´n para esta dilatacio´n es que, debido
a la naturaleza proyectiva de la ca´mara, si hubiera puntos del suelo que pertenezcan
o que este´n muy pro´ximos a la l´ınea del horizonte en la imagen, esos puntos de suelo
en 3D, estar´ıan en el infinito. Para evitar esto a la hora de calcular a´reas de extensio´n
de suelo y distancias (como se vera´ en los siguientes cap´ıtulos) se ha optado por crear
esa banda para que no se desvirtu´en las medidas en 3D. Gracias al uso de la l´ınea del
horizonte se ha conseguido que pese a haber un error en la segmentacio´n del suelo, ese
error no afecte en gran medida a la deteccio´n del espacio libre, y a la planificacio´n de
posibles trayectorias, que son los objetivos principales de este proyecto.
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Cap´ıtulo 5
Propuesta para la navegacio´n
Una vez realizada la segmentacio´n del suelo, se va a mostrar nuestra propuesta para
la navegacio´n del usuario. Se ha buscado dotar al usuario de una informacio´n lo ma´s
sencilla e interpretable posible para que e´ste sea capaz de interpretar con la mayor
facilidad posible las instrucciones dadas por el sistema.
Al tratarse de un sistema de deteccio´n del espacio libre para permitir planificar
trayectorias a corto y medio plazo, no resulta tan cr´ıtico transmitir las instrucciones al
usuario en tiempo real, ya que el objetivo es aportar informacio´n complementaria para
la navegacio´n. Este sistema va ma´s alla´ de un sistema de evitacio´n de obsta´culos ya
que da informacio´n ma´s u´til para la navegacio´n debido al gran campo de vista que se
consigue. No obstante, la evitacio´n de obsta´culos es algo cr´ıtico en cualquier sistema de
guiado a personas, pero ya ha sido ampliamente tratado en otros trabajos, y en nuestro
caso, se puede realizar u´nicamente con la ca´mara de profundidad, como se propone en
[1].
Las personas con deficiencias en la vista consiguen desarrollar de forma notoria
algunos de sus otros sentidos pudiendo as´ı suplir algunas de las funciones que tiene el
sentido de la vista. Concretamente los sentidos mejor desarrollados son el del o´ıdo y
el del tacto. La interfaz del sistema podr´ıa aprovechar por tanto estos dos sentidos del
usuario para darle instrucciones o informarle del entorno.
El dispositivo ma´s sencillo a utilizar ser´ıa un sistema de audio a trave´s del cual
se guiar´ıa al usuario a trave´s de instrucciones que le informaran del espacio libre en
la escena, tanto de la distancia hasta la que se ha detectado suelo por el que poder
desplazarse, como la direccio´n en la que se encuentra. Adicionalmente, gracias al gran
campo de vista disponible, se podr´ıan detectar posibles puertas por las que poder seguir
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avanzando.
5.1. Algoritmo para navegacio´n
El primer paso para poder conocer datos de suelo extendido (distancias, a´reas
extendidas, etc.), es realizar la reproyeccio´n de la segmentacio´n en 3D. Para ello, se
obtiene el rayo proyectante para cada punto del suelo sobre la imagen, utilizando el
modelo proyectivo de la ca´mara fisheye visto en el Cap´ıtulo 2.
Figura 5.1: Ejemplo de la interseccio´n entre el rayo proyectante y el plano del suelo
En geometr´ıa descriptiva, el rayo proyectante es una l´ınea imaginaria que parte
desde el centro o´ptico de la ca´mara y que tras pasar por un punto 3D (punto X),
proporcionan la proyeccio´n de dicho punto 3D en el plano imagen (punto x). As´ı pues,
el rayo proyectante depende tanto del punto 3D como de la posicio´n de la ca´mara.
Una vez se obtiene el rayo proyectante para cada punto del suelo de la imagen, y
para conocer la posicio´n del punto correspondiente en 3D, hay que tener en cuenta que
ya se conoce el plano en 3D sobre el que van a estar todos los puntos del suelo (que se
ha obtenido mediante la ca´mara de profundidad), y se ha transformado a la referencia
del fisheye (utilizando la calibracio´n extr´ınseca entre ambas). Por tanto, u´nicamente
hay que realizar la interseccio´n de cada uno de los rayos proyectantes con el plano del
suelo 3D.
Una vez se tienen el plano del suelo en 3D, el siguiente paso es cambiar el sistema
de referencia del mismo. Este plano 3D esta´ en la referencia de la ca´mara fisheye, y
para realizar las medidas correspondientes hay que llevar la referencia al suelo, sobre
los pies del sujeto que porta la ca´mara (transformacio´n FTS) con el eje Z hacia delante,
y X e Y sobre el plano frontal de la persona, tal y como se muestra en la Figura 5.2
Una vez se ha realizado esta transformacio´n, las medidas que se obtengan en 3D
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Figura 5.2: Transformacio´n de la referencia ca´mara a la referencia suelo
tendra´n como referencia inicial la posicio´n de la persona por lo que sera´n ma´s facilmente
interpretables por el usuario.
5.1.1. Zonas de suelo no transitables
En la expansio´n de suelo llevada a cabo en el cap´ıtulo anterior, se han detectado
zonas que son suelo pero que no son transitables. Por ejemplo el suelo que hay bajo una
mesa, no es transitable por el usuario, pero sigue siendo suelo. Pese a que para validar
la expansio´n del suelo en s´ı esto no es relevante, a la hora de realizar la navegacio´n por
el entorno, al usuario hay que transmitirle u´nicamente informacio´n de las zonas por las
que puede transitar. Para eliminar estas zonas que son vistas como suelo pero que no
son transitables se va a hacer uso de nuevo de la informacio´n 3D.
De la nube de puntos completa, los puntos que cumplen la ecuacio´n del plano del
suelo sera´n considerados como tal (como ya se ha explicado), sin embargo el resto de
puntos que no cumplen esa ecuacio´n, y por tanto se encuentran a distinta altura, son
normalmente obsta´culos. Para eliminar del suelo transitable esos obsta´culos, se toman
los puntos 3D no segmentados como suelo y se proyectan en 3D sobre el suelo segu´n
la vertical. El resultado se proyecta sobre la imagen de fisheye, y con ellos se crea una
ma´scara binaria tal y como se ha hecho anteriormente. Esa ma´scara binaria se restara´
a la ma´scara de suelo que se ha mostrado en el cap´ıtulo anterior, para eliminar ese
espacio no transitable.
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(a) (b) (c)
Figura 5.3: (a) Resultado de la segmentacio´n del suelo de la escena. (b) Ma´scara del suelo
segmentado. (c) Ma´scara del suelo segmentado eliminando los puntos de zonas no transitables
En la Figura 5.3 se puede apreciar un ejemplo de lo explicado anteriormente. La
zona de la segmentacio´n bajo la mesa y las sillas (Figura 5.3a), es eliminada, ya que
esa zona no es transitable por el usuario pese a ser suelo (Figura 5.3c).
5.1.2. Discretizacio´n del espacio libre
De cara a convertir la representacio´n geometrica del espacio libre en un catalogo
sencillo de instrucciones de audio para el usuario se propone realizar una discretizacio´n
del espacio 3D. Se consideran 5 posibles direcciones de izquierda a derecha y cinco
rangos de distancias centrados en el usuario. Para ello se divide el espacio a partir de
un origen que se encuentra situado en el suelo, a la altura de los pies del usuario. El
espacio se discretiza utilizando coordenadas polares, mediante un radio y un a´ngulo
cambiantes. Teniendo en cuenta el campo de vista de la ca´mara en la posicio´n elegida,
en la que se observa mas de 260 grados de suelo alrededor, y se ve desde los pies del
usuario a puntos muy alejados (del infinito), se escoge un espacio de 260◦ dividido en
10 sectores iguales de 26◦ cada uno. El radio de cada sector queda dividido a su vez en
otros 5 subsectores, con distancias de 1, 3, 7, 15 y 31 metros. Esta discretizacio´n en el
espacio 3D, se reproyecta en la imagen fisheye y se realiza una ma´scara para cada cada
imagen, como la que se muestra en la Figura 5.4
El siguiente paso es decidir cua´les son las zonas por las que hay espacio libre. Para
ello, se van recorriendo cada uno de los subsectores de la siguiente forma: Se comienza
por el primer sector angular, y dentro de este sector, se van recorriendo los 5 subsectores
radiales. As´ı pues, para cada subsector se va a calcular el porcentaje de a´rea que ocupa
la ma´scara de suelo expandido, mostrada en el Cap´ıtulo 4. Si ese a´rea es suficiente se
pasara´ al siguiente subsector radial. En el caso de que no lo sea, se considera que por
ese sector angular no hay ma´s espacio libre, por lo que se pasar´ıa al siguiente sector
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Figura 5.4: Discretizacio´n del espacio en sectores: ma´scara utilizada
angular, y as´ı hasta recorrer todo el espacio. Para el caso de ejemplo utilizado en el
cap´ıtulo anterior, el resultado se puede observar en la Figura 5.5
(a) (b)
(c)
Figura 5.5: (a) Resultado de la segmentacio´n del suelo de la escena. (b) Ma´scara de espacio
libre de la escena en la navegacio´n. (c) Espacio libre de la escena en 3D
Como se puede ver en la Figura 5.5b, la zona con mayor espacio libre es hacia
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delante, tal y como se aprecia en la Figura 5.5a. Concretamente, la distancia de avance
ma´s grande es de al menos 7 metros (que es lo que se puede asegurar), aunque podr´ıa
ser mayor. Como vemos, en otras zonas de la imagen, el espacio libre es de unos 3
metros, o de 1 metro en el caso de la zona derecha de la imagen. Esta divisio´n en
sectores da una idea bastante clara de las zonas libres presentes en la escena, lo que
resulta de gran ayuda para la navegacio´n.
En el trabajo de Aladren y col. [1], se creo´ una interfez de usuario mediante
audio para la evitacio´n de obsta´culos. Para la planificacio´n de trayectorias mediante
la deteccio´n del espacio libre en la escena, se proponen las siguientes instruccione de
audio, que se an˜adir´ıan al cata´logo de [1]. En estas intrucciones se indica tanto la
distancia, como la direccio´n por la que se debe avanzar.
Sectores angulares (de izquierda a derecha) Instruccio´n (audio)
1 Espacio libre izquierda
2 Espacio libre izquierda
3 Espacio libre frente-izquierda
4 Espacio libre frente-izquierda
5 Espacio libre de frente
6 Espacio libre de frente
7 Espacio libre frente-derecha
8 Espacio libre frente-derecha
9 Espacio libre derecha
10 Espacio libre derecha
Tabla 5.1: Instrucciones de audio en funcio´n del sector angular
Distancia (metros) Instruccio´n (audio)
1 Espacio libre 1
3 Espacio libre 3
7 Espacio libre 7
15 Espacio libre 15
31 Espacio libre 31
Tabla 5.2: Instrucciones de audio en funcio´n de la distancia. El nu´mero indica el mı´nimo
espacio libre disponible en metros
En la Figura 5.6 se muestra un segundo ejemplo de como funciona el algoritmo de
navegacio´n. Como puede verse en la Figura 5.6b, el sistema indica la existencia de 7
metros de espacio libre a la izquierda, 7 metros al frente-izquierda, 7 metros al frente,
15 metros al frente-derecha y 15 a la derecha. Observando tambie´n la figura 5.6c se
aprecia como la zona en la que ma´s espacio libre hay es hacia la derecha, mientras que
al frente y a la izquierda tambie´n existe espacio libre, aunque algo menos.
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(a) (b)
(c)
Figura 5.6: (a) Resultado de la segmentacio´n del suelo de la escena. (b) Ma´scara de espacio
libre de la escena en la navegacio´n. (c) Espacio libre de la escena en 3D
5.2. Deteccio´n de puertas
Adema´s de la planificacio´n de trayectorias as´ı como la deteccio´n del espacio libre,
la combinacio´n de este tipo de sensores junto con la informacio´n que ya se ha obtenido
y procesado a lo largo de este proyecto, va a permitir realizar otro tipo de detecciones
como es la deteccio´n y localizacio´n de puertas.
En esta seccio´n se va a explicar a modo de prueba de concepto co´mo, a partir de
informacio´n obtenida anteriormente de ambos sensores, se podr´ıa detectar y localizar
puertas.
En la Figura 5.7 se muestra un ejemplo de ello. Como se puede apreciar, hay tres
puertas en las imagenes: una en la izquierda, otra en el centro y otra a la derecha. Se
parte de la siguiente informacio´n:
1. Las l´ıneas principales de la puerta: verticales y horizontales (en rojo).
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(a) (b)
(c)
Figura 5.7: Ejemplos de posibles casos en los que establecer hipo´tesis de puertas
2. El plano del suelo llegando hasta el l´ımite inferior de la puerta (en verde).
3. La l´ınea del horizonte (en azul).
Para realizar una hipo´tesis de puerta, a partir de esta informacio´n, y mediante la
interseccio´n de las l´ıneas verticales de la puerta con el plano del suelo en 3D (que
tambie´n conocemos), representado en la imagen mediante cruces negras, obtendr´ıamos
las dimensiones de la puerta en 3D, por lo que se podr´ıa establecer unos umbrales
mı´nimo y ma´ximo de anchura como restriccio´n para una hipo´tesis de puerta. Como
puede verse en la Figura 5.7, esta anchura va desde los 70 cm hasta algo ma´s de 90 cm
en estos ejemplos. Esta combinacio´n de sensores permitir´ıa tambie´n situar la puerta en
3D sabiendo, no solo la anchura de la misma, sino la distancia a la que se encuentra y
en que direccio´n respecto a la persona.
Adema´s, mediante el conocimiento de la l´ınea del horizonte y de una de las l´ıneas
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horizontales (superior o inferior) de la puerta, se podr´ıan establecer los puntos de fuga
de estas l´ıneas horizontales (representadas mediante cruces amarillas), que estar´ıan
sobre la l´ınea del horizonte. De esta forma, para obtener la otra l´ınea horizontal, se
partir´ıa de esos puntos de fuga, que junto con las l´ıneas verticales, permitir´ıa inferir la
l´ınea horizontal restante que forma el contorno de la puerta, reforzando de esta manera
la hipo´tesis. Como aclaracio´n hay que comentar que en este tipo de ima´genes fisheye,
existen dos puntos de fuga de las l´ıneas que se encuentran siempre sobre la l´ınea del
horizonte. Pueden verse en la Figura 5.7c, ya que en los otros dos ejemplos, uno de los
puntos de fuga queda fuera de la imagen.
Figura 5.8: Ejemplo de localizacio´n de la puerta central de la Figura 5.7b en el espacio 3D
Para diferenciar una puerta de una ventana, o de un cuadro colgado en la pared,
se podr´ıa tambie´n incluir la restriccio´n de que la l´ınea del horizonte debe cortar a las
l´ıneas verticales que sean contorno de las puertas aproximadamente por la mitad, ya
que la ca´mara situada sobre el pecho de la persona esta´ a una altura sobre el suelo
aproximadamente de la mitad de la altura de la puerta.
En el caso de la puerta derecha de la Figura 5.7c pese a solo tener dos l´ıneas
verticales, se podr´ıan inferir tambie´n las dos l´ıneas horizontales, ya que los contornos
detectados (en blanco) van desde arriba hasta abajo, por lo que con los dos puntos que
tocan el suelo, se podr´ıa inferir la recta horizontal inferior que tendr´ıa sus puntos de
fuga sobre la l´ınea del horizonte. A partir de esos puntos de fuga, junto con otro punto
presente en el marco superior de la puerta, se podr´ıa inferir la otra recta horizontal
superior para reforzar la hipo´tesis de puerta. Esto se podr´ıa hacer ya que al tratarse
de rectas paralelas (la horizontal superior e inferior), comparten los mismos puntos de
fuga. Tambie´n podr´ıa darse el caso de tener las cuatro l´ıneas que forman el contorno
de la puerta, como se puede ver en la puerta central de la Figura 5.7b. Otro ejemplo
podr´ıa ser el de la puerta central de la Figura 5.7c en la que solo se tiene una l´ınea
vertical y la horizontal superior. Utilizando el punto de fuga de la l´ınea horizontal
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superior (en amarillo) presente sobre la l´ınea del horizonte, y junto con el otro punto
de interseccio´n de la l´ınea vertical con el plano del suelo (cruz en negro) se podr´ıa
inferir la l´ınea horizontal inferior de la puerta para reforzar la hipo´tesis.
Figura 5.9: Ejemplo de la segmentacio´n de las puertas mediante superp´ıxeles. Esta
informacio´n puede ser utilizada para mejorar la hipo´tesis de puerta
Adicionalmente a todo esto, la utilizacio´n de la segmentacio´n mediante superp´ıxeles
utilizando el color, tambie´n podr´ıa resultar de utilidad, ya que el color de las puertas
suele ser homoge´neo y distinto del resto de la pared. Como se puede ver en la Figura
5.9, el contorno de las puertas esta muy bien diferenciado del resto por medio de la
segmentacio´n de superp´ıxeles, por lo que se podr´ıa an˜adir este tipo de restricciones de
color para mejorar la creacio´n de hipo´tesis.
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Cap´ıtulo 6
Evaluacio´n experimental
Con los algoritmos de procesamiento de la informacio´n 3D y del color de la imagen
explicados anteriormente, se va a evaluar experimentalmente el sistema desarrollado
en diferentes escenarios. Se ha buscado que estos escenarios fueran diferentes entre s´ı
dentro de lo posible, adema´s de que presentaran condiciones de iluminacio´n variadas
as´ı como brillos, sombras y reflejos que dificultaran la segmentacio´n de la escena.
Pese a que el fabricante no recomienda utilizar la ca´mara de profundidad en entornos
exteriores debido a la interferencia que se produce entre la luz infrarroja emitida por
la ca´mara y la emitida por el sol, se han buscado tambie´n entornos exteriores en los
que el sol no incidiera directamente, zonas de sombra en d´ıas soleados, o d´ıas nublados,
con el fin de evaluar tambie´n en estas condiciones el funcionamiento del algoritmo.
6.1. Etiquetado y ground truth
La ausencia de bases de datos en los que se utilice esta combinacio´n de sensores
ha dificultado la evaluacio´n experimental, haciendo que todas las ima´genes hayan sido
obtenidas por nosotros, y haciendo inviable una comparacio´n con otros algoritmos
implementados. Adema´s, ha sido necesaria la creacio´n de un sistema para etiquetar el
ground truth que permitiera hacer evaluaciones cuantitativas del funcionamiento del
algoritmo.
El trabajo de etiquetado de imagenes es costoso y tedioso, por lo que se ha realizado
un programa interactivo para facilitar el proceso. En principio se penso´ en marcar sobre
la imagen un pol´ıgono cerrado para definir el suelo, pero al ser ima´genes de gran angular
los contornos son curvos en la imagen y ese proceso exig´ıa un marcado manual muy
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detallado. Por ello, y con el objetivo de que el etiquetado no fuera muy costoso se
decidio´ aprovechar la segmentacio´n automa´tica mediante superp´ıxeles. As´ı pues, cada
vez que se hace click con el rato´n en un punto de cada uno de los superp´ıxeles, se
incluye todo ese superp´ıxel como parte del ground truth. De esta forma adema´s, se
facilita la evaluacio´n de coincidencia o no con el ground truth y el ca´lculo automa´tico
del a´rea en pixels a partir de funciones disponibles en OpenCV tras la generacio´n de
ma´scaras binarias. Evidentemente, a mayor nu´mero de superp´ıxeles, mayor precisio´n en
la segmentacio´n y etiquetado del ground truth, pero tambie´n ese tiempo de etiquetado
es mayor.
El nu´mero de ima´genes de cada secuencia es elevado y a la vez la similitud entre
ima´genes cercanas es alta. Para cada secuencia se han seleccionado una de cada
15 ima´genes para ser etiquetadas y evaluar el funcionamiento para cada escena en
condiciones realistas.
Para realizar la evaluacio´n cuantitativa se van a obtener los siguientes datos:
• Ratio de a´rea en la imagen que supone el suelo expandido mediante color frente
al detectado mediante profundidad en p´ıxeles
• Precision y recall frente al ground truth en p´ıxeles. Siendo
Precision =
A´rea de suelo expandida correctamente (TP)
A´rea de suelo total expandida (TP + FP)
(6.1)
Recall =
A´rea de suelo expandida correctamente (TP)
A´rea de suelo etiquetada como ground truth (TP + FN)
(6.2)
• A´rea 3D tanto del suelo detectado mediante profundidad como de la extensio´n
del mismo (ambas en m2)
A continuacio´n se presentan los resultados obtenidos con el sistema propuesto en
varias ima´genes de ejemplo tomadas en cada uno de los entornos propuestos, as´ı como
los valores medios de los para´metros de evaluacio´n considerados para los diferentes
entornos. El resto de ima´genes utilizadas junto a los resultados finales de expansio´n de
suelo obtenidos, organizados para las diferentes secuencias utilizadas pueden verse en
el Anexo B.
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6.2. Entornos interiores
En primer lugar se van a mostrar diferentes entornos de interior en los que se ha
evaluado el algoritmo.
6.2.1. Entorno de interior con incidencia de luz solar
En este caso, se trata de un entorno de interior en el que existe una incidencia de
luz solar proveniente de la cristalera que se encuentra detra´s de la ca´mara, apareciendo
tambie´n ciertos reflejos de luz artificial.
Ejemplo interior 1
La Figura 6.1a muestra una escena en la que aparecen grandes reflejos procedentes
de la ventana, especialmente en la parte izquierda de la imagen. Debido a la incidencia
de la luz solar en ciertas partes de la escena, existe una gran diferencia de iluminacio´n
en esta imagen, lo que complica la deteccio´n de suelo.
En la Figura 6.1b puede apreciarse como la ca´mara de profundidad realiza la
deteccio´n de suelo en una zona de la imagen de fisheye en la que no existen reflejos,
por lo que el color en esta zona de la imagen sera´ muy distinta al resto de la misma.
Una vez se tiene el suelo inicial, se procede a la expansio´n del mismo utilizando
el color. Como se puede observar en la Figura 6.1d, la deteccio´n del suelo en la parte
izquierda de la imagen es correcta a pesar del gran nu´mero de reflejos existentes,
procedentes del exterior. En la zona de la puerta existe un pequen˜o error en la deteccio´n,
debido a un error en la segmentacio´n por superp´ıxeles, tal y como puede verse en la
Figura 6.1c. Bien es cierto que ese error ser´ıa subsanable mediante la eliminacio´n de
zonas no transitables utilizando la profundidad (visto en la seccio´n 5.1.1). Por otro lado,
en la parte derecha de la imagen existe una zona cuya iluminacio´n es muy diferente al
resto de la imagen debido a la incidencia directa de la luz solar, lo que hace que esa
zona no sea segmentada como suelo.
Una vez se obtiene la segmentacio´n final del suelo, el resultado se reproyecta en 3D
(Figura 6.1e), pudiendose apreciar de una manera ma´s clara, el espacio libre detectado
en la escena, as´ı como realizar medidas sobre la misma. En ocasiones, la naturaleza
proyectiva de las imagenes, impide ver claramente la extensio´n de suelo realizada.
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(a) (b)
(c) (d)
(e)
Figura 6.1: (a) Imagen de interior 1. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
Por tanto, observar la proyeccio´n sobre el plano del suelo en 3D resulta clave para
comprender mejor la capacidad de expansio´n con este conjunto de sensores. En la
Figura 6.1e, se aprecia claramente la gran expansio´n realizada en la parte izquierda de
la escena, que indica la aparicio´n de un espacio libre en esa zona.
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Ejemplo interior 2
En la siguiente imagen mostrada en la Figura 6.2a, se puede apreciar como la
iluminacio´n en este caso, es algo menos adversa que en el caso anterior, manteniendo
la zona del suelo, una iluminacio´n algo ma´s homoge´nea que en el caso anterior, a
excepcio´n de la zona por donde incide la luz del sol. En este caso, la segmentacio´n
mediante superp´ıxeles no tiene errores (Figura 6.2c)
(a) (b)
(c) (d)
(e)
Figura 6.2: (a) Imagen de interior 2. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
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En la Figura 6.2d, vemos como el algoritmo es capaz de segmentar perfectamente
el suelo de la escena, a pesar de los cambios de iluminacio´n y de la presencia de algu´n
reflejo. En la Figura 6.2e se puede ver la proyeccio´n del suelo expandido en 3D.
Evaluacio´n de un entorno de interior con incidencia de luz solar
En la Tabla 6.1 se presentan los resultados obtenidos en la evaluacio´n cuantitativa
correspondiente a esta escena. Se muestran los valores medios, para las 6 ima´genes
etiquetadas de esta secuencia, de cada una de las me´tricas evaluadas. Vemos como
los datos de precision y recall son muy altos, cercanos a uno, lo que da idea del
buen funcionamiento del sistema desarrollado para detectar el suelo. Tambie´n puede
apreciarse como el a´rea expandida es de unas 5 veces en p´ıxeles y de unas 10 veces en
superficie real de suelo.
Evaluacio´n entorno de interior 1
A´rea expandida/A´rea profundidad 4.7943
Precision 0.9960
Recall 0.9162
A´rea 3D profundidad (m2) 2.9513
A´rea 3D expandida (m2) 29.8283
Tabla 6.1: Resultados medios de evaluacio´n de un entorno de interior con incidencia de luz
solar
6.2.2. Entorno de interior con gran incidencia de luz solar
Aqu´ı se va a mostrar el entorno de un pasillo al que le llega una gran cantidad de
luz solar que provoca un alto numero de reflejos sobre el suelo que dificulta la deteccio´n
del mismo.
Ejemplo interior 3
En la Figura 6.3d, se puede apreciar como, pese a esos reflejos, la segmentacio´n del
suelo es muy buena, ya que pra´cticamente todo el suelo es segmentado como tal. En la
Figura 6.3e se observa la proyeccio´n 3D del suelo extendido. Pese a lo complicado de
la escena, el resultado final de la expansio´n de suelo es muy satisfactorio.
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(a) (b)
(c) (d)
(e)
Figura 6.3: (a) Imagen de interior 3. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
Ejemplo interior 4
En este caso se va a mostrar un ejemplo de este mismo entorno en el que hay un claro
error en la deteccio´n de suelo. Como puede verse en la Figura 6.4a, hay una zona del
suelo en la que existe un reflejo tan inteso, que pra´cticamente tiene el mismo color que la
parte acristalada de la derecha de la imagen. Esto hace que el algoritmo etiquete como
suelo una zona del cristal (Figura 6.4d). La segmentacio´n por superp´ıxeles tambie´n ha
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(a) (b)
(c) (d)
(e)
Figura 6.4: (a) Imagen de interior 4. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
fallado segmentando esa parte del suelo en el mismo superp´ıxel que la parte acristalada.
Este error podr´ıa ser corregido aumentando el nu´mero de superp´ıxeles para obtener
una segmentacio´n ma´s precisa. Sin embargo, el tiempo de co´mputo se ver´ıa penalizado.
Este ejemplo permite ilustrar bastante bien uno de los mayores inconvenientes en el
uso de un sistema con una ca´mara de gran angular: Al ser capaz de captar luz de tantas
zonas de la escena, el ajuste de la exposicio´n de la ca´mara es muy complicado, ya que
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la informacio´n viene de lugares muy dispares en cuanto a iluminacio´n. Esto dificulta
en gran medida la segmentacio´n de la escena, y controlar estos efectos ha supuesto uno
de los principales retos de este proyecto. Aunque en la gran mayor´ıa de los casos ha
sido posible hacerlo, existen situaciones en las que no es as´ı, como se ha mostrado en
este ejemplo.
Evaluacio´n de un entorno de interior con gran incidencia de luz solar
Evaluacio´n entorno de interior 2
A´rea expandida/A´rea profundidad 2.8746
Precision 0.9788
Recall 0.9015
A´rea 3D profundidad (m2) 2.6545
A´rea 3D expandida (m2) 36.2142
Tabla 6.2: Resultados medios de evaluacio´n de un entorno de interior con gran incidencia
de luz solar
En la Tabla 6.2 se muestran los resultados obtenidos en la evaluacio´n de los valores
medios, para las 12 ima´genes etiquetadas de esta secuencia, de las me´tricas evaluadas.
Como puede apreciarse, los valores de precision y recall en esta ocasio´n son algo menores
que en el primer caso debido a la mayor complejidad de la iluminacio´n de esta escena
frente a la anterior. Al tratarse de un pasillo muy largo, el a´rea media expandida
tambie´n es mayor que en el caso anterior, aunque la expansio´n en la imagen en p´ıxeles
es menor.
6.2.3. Entorno de interior con incidencia de luz artificial
Los siguientes ejemplos corresponden a un entorno en el que existe una menor
influencia de la luz solar, y una mayor influencia de los reflejos de la luz artificial, a
diferencia de los dos casos anteriores.
Ejemplo interior 5
En este caso (Figura 6.5), se puede apreciar como los reflejos generados en el suelo
por las luces del techo, son tan distintas al resto que le resulta imposible al algoritmo
etiquetarlos como suelo. Adema´s, como el suelo obtenido mediante profundidad no
toca a los superp´ıxeles generados en torno a esos reflejos, no pueden ser incluidos
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(a) (b)
(c) (d)
(e)
Figura 6.5: (a) Imagen de interior 5. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
como parte del suelo mediante el umbral mı´nimo de puntos de la profundidad en el
superp´ıxel explicado en el Cap´ıtulo 4. Este caso es un ejemplo en el que puede verse
como en nuestro algoritmo es ma´s importante obtener un valor de precision alto, au´n a
costa de disminuir el recall, ya que es preferible dejar una parte del suelo sin segmentar
para evitar que zonas que no son suelo sean etiquetadas como tal.
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Ejemplo interior 6
(a) (b)
(c) (d)
(e)
Figura 6.6: (a) Imagen de interior 6. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
En este caso se va a mostrar otro ejemplo del mismo entorno en el que puede
verse como el algoritmo es capaz de segmentar correctamente el suelo, a pesar de la
existencia de reflejos similares a los anteriores. Como puede verse en la Figura 6.6a,
en esta ocasio´n el suelo detectado por profundidad si que ocupa una gran parte del
superp´ıxel creado alrededor del reflejo, por lo que, s´ı que se segmenta como suelo.
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Adema´s el resto de reflejos creados por la luz artificial, al ser ma´s pequen˜os no forman
un superp´ıxel u´nico, sino que forman parte de otro ma´s grande. De esta forma, la
similitud de los histogramas es la suficiente como para que sea etiquetado como suelo.
Evaluacio´n de un entorno de interior con incidencia de luz artificial
Los valores medios para las 6 ima´genes etiquetadas de esta escena pueden observarse
en la Tabla 6.3. De nuevo, los valores de precision y recall son bastante altos. Los valores
de extensio´n de suelo son inferiores a los anteriores debido en parte a los grandes reflejos
que aparecen al fondo del pasillo que dificultan, incluso a simple vista, la segmentacio´n
del suelo.
Evaluacio´n entorno de interior 3
A´rea expandida/A´rea profundidad 4.5619
Precision 0.9922
Recall 0.9527
A´rea 3D profundidad (m2) 3.1314
A´rea 3D expandida (m2) 26.2113
Tabla 6.3: Resultados medios de evaluacio´n de un entorno de interior con incidencia de luz
artificial
6.2.4. Entorno de interior con escasa iluminacio´n
El siguiente entorno de interior es el de un garaje, en el cual la iluminacio´n es muy
escasa, lo que va a dificultar en gran medida la segmentacio´n del suelo. Al haber esa
escasa iluminacio´n, ha sido necesaria la apertura del diafragma de la ca´mara fisheye al
ma´ximo para capturar toda la luz posible. Sin embargo, esta apertura del diafragma
repercute negativamente en la nitidez de la imagen, ya que disminuye la profundidad
de campo, haciendo que solo una pequen˜a parte de la imagen este´ bien enfocada.
Adicionalmente, existe otro ha´ndicap en este entorno, y es la homogeneidad del color
en la imagen. La parte inferior de las paredes y de las columnas tiene un color bastante
similar al del suelo, donde adema´s la pintura esta´ muy desgastada por el uso, lo que
complica la segmentacio´n del suelo de la imagen.
Ejemplo interior 7
En la Figura 6.7a puede observarse lo nombrado anteriormente. Debido a esta
homogeneidad en el color, ha sido necesario resintonizar los umbrales de similitud
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(a) (b)
(c) (d)
(e)
Figura 6.7: (a) Imagen de interior 7. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
de histograma siendo ma´s exigentes. Esto ha provocado que algunas zonas cercanas
al usuario hayan sido etiquetadas como suelo. Pese a ello, en la Figura 6.7e pueden
apreciarse perfectamente 3 direcciones distintas de espacio libre en esta escena. Esto
muestra la capacidad de expansio´n de este sistema.
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Ejemplo interior 8
(a) (b)
(c) (d)
(e)
Figura 6.8: (a) Imagen de interior 8. (b) Deteccio´n de suelo mediante ca´mara de profundidad.
(c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n de suelo. (e)
Proyeccio´n 3D de la deteccio´n de suelo.
La escena de la Figura 6.8a muestra otro ejemplo perteneciente al entorno de garaje.
En este caso, la iluminacio´n es algo mejor, y el color del suelo se diferencia algo ma´s
del resto. Aunque tambie´n aparece algu´n tipo de reflejo procedente de la luz del techo.
Como puede verse en la Figura 6.7e, en este caso, la segmentacio´n del suelo es bastante
buena a pesar de la mala iluminacio´n del entorno, en parte porque corresponde con
una zona en la que la pintura del suelo esta´ en mejor estado de conservacio´n que en la
anterior.
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Evaluacio´n de un entorno de interior con escasa iluminacio´n
Los resultados medios de las 4 imag´enes etiquetadas de esta secuencia, arrojan
unos valores de recall bastante ma´s bajos que en los casos anteriores. Esto se debe
principalmente a lo estrictos que se ha sido en cuanto a umbrales para evitar disminuir la
precision del algoritmo, que sigue siendo muy alta. Tambie´n destaca la gran capacidad
de expansio´n del sistema en este entorno, debido evidentemente al gran espacio libre
que presenta la escena.
Evaluacio´n entorno de interior 4
A´rea expandida/A´rea profundidad 4.5594
Precision 0.9927
Recall 0.8254
A´rea 3D profundidad (m2) 3.3572
A´rea 3D expandida (m2) 65.8452
Tabla 6.4: Resultados medios de evaluacio´n de un entorno de interior con escasa iluminacio´n
6.3. Entornos exteriores
Como se ha comentado al comienzo de este cap´ıtulo, no solo se han realizado pruebas
en entornos interiores, tal y como recomienda el fabricante de la ca´mara de profundidad,
sino que se ha querido ir ma´s alla´ y evaluar nuestro algoritmo en entornos exteriores. Se
ha comprobado que, en entornos en los que la luz del sol incide directamente, la ca´mara
de profundidad tiene muchas dificultades para obtener la nube de puntos debido a las
interferencias con la luz infrarroja del sol. Sin embargo, en zonas de sombra o donde
la luz del sol no incida directamente durante los d´ıas soleados, y en d´ıas nublados, se
ha comprobado como no existe ningu´n problema a la hora de utilizar la ca´mara de
profundidad, consiguie´ndose unos resultados ma´s satisfactorios de lo previsto.
6.3.1. Entorno de exterior con color homoge´neo
Este escenario es el que se ha utilizado a lo largo de esta memoria para explicar gran
parte del funcionamiento de nuestro algoritmo. As´ı pues se van a mostrar otros ejemplos
que complementen al ya mostrado en otros cap´ıtulos. Este entorno corresponde a un
pasillo exterior en el que existe una dificultad an˜adida, y es que, tal y como ocurr´ıa en
el garaje, el inicio de la pared tiene pra´cticamente el mismo color que el suelo, lo que
dificulta la segmentacio´n del mismo
69
6.3. ENTORNOS EXTERIORES
Ejemplo exterior 1
(a) (b)
(c) (d)
(e)
Figura 6.9: (a) Imagen de exterior 1. (b) Deteccio´n de suelo mediante ca´mara de
profundidad. (c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n
de suelo. (e) Proyeccio´n 3D de la deteccio´n de suelo.
En el ejemplo de la Figura 6.9 se muestra un caso en el que hay un error en la
segmentacio´n de la alcantarilla. El color de e´sta es distinto al del resto del suelo, y
al estar tan cerca del sujeto, se ha creado un superp´ıxel a su alrededor. Tal y como
ocurr´ıa con los reflejos en el entorno interior 5, al no haber suficientes puntos del suelo
detectado mediante profundidad en ese sueperp´ıxel, y ser el color claramente distinto al
del resto del suelo, esa parte de la imagen no es segmentada como tal. Este error en la
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segmentacio´n se debe tambie´n al uso de umbrales muy exigentes en cuanto a similitud
de histogramas con el fin de aumentar al ma´ximo la precision del algoritmo.
Ejemplo exterior 2
(a) (b)
(c) (d)
(e)
Figura 6.10: (a) Imagen de exterior 2. (b) Deteccio´n de suelo mediante ca´mara de
profundidad. (c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n
de suelo. (e) Proyeccio´n 3D de la deteccio´n de suelo.
En este caso, la escena de la Figura 6.10a permite ma´s cantidad de expansio´n de
suelo ya que el pasillo ahora es ma´s abierto. Como vemos, la segmentacio´n del plano
del suelo es satisfactoria.
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Evaluacio´n de un entorno de exterior con color homoge´neo
Observando los resultados medios para las 8 ima´genes etiquetadas en esta secuencia,
presentes en la Tabla 6.5 se aprecia como en este entorno, tanto la precision como el
recall son realmente altos, obtenie´ndose en ambos casos valores muy cercanos a 1. Esto
da una idea del correcto funcionamiento del algoritmo en este entorno de exteriores.
Adema´s, la cantidad de a´rea 3D expandida es realmente notoria, llegando a valores
unas 20 veces superiores al a´rea detectada por la ca´mara de profundidad. Este valor
de a´rea expandida es grande tambie´n gracias a la gran longitud del pasillo y a que al
final del mismo aparece una zona mucho ma´s amplia que favorece esa expansio´n.
Evaluacio´n entorno de exterior 1
A´rea expandida/A´rea profundidad 4.6110
Precision 0.9941
Recall 0.9844
A´rea 3D profundidad (m2) 3.1496
A´rea 3D expandida (m2) 60.6491
Tabla 6.5: Resultados medios de evaluacio´n de un entorno de exterior con color homoge´neo
6.3.2. Entorno de exterior con terreno irregular
Este u´ltimo entorno corresponde a una zona de exterior en la que la incidencia de la
luz solar es mayor que en el ejemplo anterior. Se trata de un entorno en el que hay una
zona de ce´sped que es la que se pretende segmentar. Al tratarse de un terreno bastante
irregular, el a´rea de suelo detectado por parte de la ca´mara de profundidad es menor
que en los casos anteriores, lo que dificulta la segmentacio´n.
Ejemplo exterior 3
En el ejemplo de la Figura 6.11 se puede observar como la segmentacio´n es bastante
satisfactoria. Exceptuando la zona de la esquina que no se ha segmentado como suelo,
el resto se consigue etiquetar pra´cticamente perfecto como tal.
Ejemplo exterior 4
En este u´ltimo ejemplo, se va a mostrar de nuevo, como la l´ınea del horizonte
consigue paliar ciertos errores en la segmentacio´n. En la Figura 6.12c se puede apreciar
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(a) (b)
(c) (d)
(e)
Figura 6.11: (a) Imagen de exterior 3. (b) Deteccio´n de suelo mediante ca´mara de
profundidad. (c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n
de suelo. (e) Proyeccio´n 3D de la deteccio´n de suelo.
que la segmentacio´n mediante superp´ıxeles es correcta. Sin embargo en la Figura 6.12d
la segmentacio´n de suelo continu´a por la pared del fondo. La l´ınea del horizonte evita
que esa segmentacio´n erro´nea continu´e por todo el superp´ıxel, lo cual empeorar´ıa ma´s el
resultado final, pudiendo incluso provocar la propagacio´n de esa segmentacio´n erro´nea
por otras partes de la imagen. Gracias al uso de la informacio´n 3D, se consiguen
contrarrestar posibles errores del algoritmo de color, lo que le otorga robustez al sistema.
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(a) (b)
(c) (d)
(e)
Figura 6.12: (a) Imagen de exterior 4. (b) Deteccio´n de suelo mediante ca´mara de
profundidad. (c) Segmentacio´n mediante superp´ıxeles. (d) Resultado final de la deteccio´n
de suelo. (e) Proyeccio´n 3D de la deteccio´n de suelo.
Evaluacio´n de un entorno de exterior con terreno irregular
En cuanto a los resultados recogidos en la Tabla 6.6 que presenta los valores
medios para las 4 ima´genes de este entorno, destaca en primer lugar el alto valor
de la precision. Este valor esta´ condicionado al propio me´todo de segmentacio´n del
ground truth mediante superp´ıxeles, que hace que se obtenga un valor de precision
optimista, y superior al real. Au´n as´ı a la vista de las ima´genes, ese valor es muy alto,
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aunque evidentemente no es del 100 %. Tambie´n destaca, tal y como se ha comentado
anteriormente, el bajo valor de a´rea 3D obtenida mediante la ca´mara de profundidad
debido a la irregularidad del terreno.
Evaluacio´n entorno de exterior 2
A´rea expandida/A´rea profundidad 3.9314
Precision 1
Recall 0.9613
A´rea 3D profundidad (m2) 2.5338
A´rea 3D expandida (m2) 56.8581
Tabla 6.6: Resultados medios de evaluacio´n de un entorno con terreno irregular
6.4. Conclusiones de la evaluacio´n
Antes de pasar a las conclusiones de todo lo visto a lo largo de este cap´ıtulo, hay
que aclarar que en cuanto a los datos de precision y recall, la mejora de uno implica
el empeoramiento del otro, por lo que existe un compromiso entre ambos que hay que
tener en cuenta. En este algoritmo hay dos aspectos importantes a desctacar respecto
a la precision y el recall, va´lidos para todas los entornos vistos
1. En primer lugar, el algoritmo desarrollado se ha ajustado para obtener valores
de precision lo ma´s altos posibles, por lo que el recall en ocasiones puede verse
perjudicada. Al tratarse de un algoritmo para el guiado de personas en el que
esta´ en juego la seguridad del individuo, es preferible dejar de etiquetar algo como
suelo aunque realmente lo sea, que indicar que algo es suelo y que realmente no
lo sea.
2. El propio me´todo de etiquetado de ground truth, puede condicionar en ocasiones
los resultados de precision y recall. Los posibles errores en la segmentacio´n por
superp´ıxeles condicionara´n el etiquetado del ground truth generando valores
ligeramente diferentes a los que realmente se obtendr´ıan con un ground truth
ma´s preciso.
Finalmente y a modo de resumen, se van a mostrar los resultados obtenidos de la
evaluacio´n global del algoritmo, diferenciando entre entornos de interior y de exterior.
A partir de los resultados obtenidos en las Tablas 6.7 y 6.8, se pueden sacar las
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siguientes conclusiones sobre el funcionamiento del algoritmo en los diferentes entornos
en los que se ha testeado:
• El dato de recall es claramente mejor en los entornos de exterior. Esto se debe
principalmente a que en estos entornos no existen los reflejos que provienen de la
luz artificial o de la luz solar, ya que se han tomado en d´ıas nublados.
• El valor de precision puede estar en este caso ligeramente condicionado por
el procedimiento de etiquetado de ground truth. Aumentando el nu´mero de
superp´ıxeles en el etiquetado, probablemente se reducir´ıa algo este nu´mero,
aunque continuar´ıa siendo muy bueno.
• La expansio´n de suelo en interiores es menor que en exteriores. Algo que parece
lo´gico, ya que el espacio libre en una escena en interiores suele ser bastante menor
que en el exterior.
Evaluacio´n entornos interiores
A´rea expandida/A´rea profundidad 4.0201
Precision 0.9899
Recall 0.8990
A´rea 3D profundidad (m2) 3.0236
A´rea 3D expandida (m2) 39.5247
Tabla 6.7: Resultados medios de evaluacio´n de entornos interiores
Evaluacio´n entornos exteriores
A´rea expandida/A´rea profundidad 4.2442
Precision 0.9970
Recall 0.9728
A´rea 3D profundidad (m2) 2.8417
A´rea 3D expandida (m2) 58.7536
Tabla 6.8: Resultados medios de evaluacio´n de entornos exteriores
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Conclusiones y trabajo futuro
En este proyecto se ha implementado un sistema de deteccio´n del espacio libre en
una escena que ayude en la planificacio´n de trayectorias para el guiado de personas
mediante la extensio´n de la segmentacio´n 3D de suelo proporionada por el sensor de
rango, utilizando la informacio´n de color procedente de la ca´mara fisheye.
Tras un ana´lisis del estado del arte, se concluyo´ que a pesar de haberse desarrollado
varios sistemas de navegacio´n adaptados a personas con discapacidad visual, no son
muchos los que aprovechan la informacio´n visual que puede proporcionar una ca´mara
y los que lo hac´ıan, u´nicamente se centraban en la evitacio´n de obsta´culos ya que
dispon´ıan de un l´ımitado campo de vista. La combinacio´n de sensores utilizada supone,
por tanto, una novedad frente a lo que ya existe en la literatura, permitiendo obtener
un gran campo de vista de la escena, y de esta manera obtener informacio´n ma´s
completa de la misma, permitiendo an˜adir al cla´sico sistema de evitacio´n de obsta´culos,
informacio´n de espacio libre para ayudar en la planificacio´n de trayectorias.
Fijado el objetivo principal del proyecto se empezo´ a trabajar en la sincronizacio´n
y calibracio´n de los dos sensores, tras un ana´lisis del entorno de trabajo (ROS), as´ı
como el estudio del me´todo de calibracio´n realizado por [17]. Posteriormente, tras un
ana´lisis de las herramientas PCL y despue´s de diferentes pruebas en las que se buscaba
un equilibrio entre precisio´n y coste computacional, se implemento´ el algoritmo de
extraccio´n de suelo 3D mediante la ca´mara de profundidad. El siguiente paso fue
la expansio´n del mismo mediante la informacio´n de color obtenida por medio de la
ca´mara fisheye a trave´s de la librer´ıa OpenCV, apoya´ndose en la calibracio´n y el suelo
3D, y utilizando la informacio´n 3D para mejorar la expansio´n de suelo. Tambie´n se
busco´ discretizar el espacio libre obtenido en la segmentacio´n de suelo para poder
ofrecer al usuario diferentes instrucciones que le sean u´tiles en la planificacio´n de
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trayectorias y que sean complementarias a las de evitacio´n de obsta´culos. Por u´ltimo
en la fase experimental se evaluo´ el algoritmo en diferentes entornos que tuvieran unas
caracter´ısticas de iluminacio´n diversas, consiguiendo unos resultados muy satisfactorios
y obteniendo una base de datos, inexistente hasta entonces, que pueda ser utilizada en
el futuro en otros trabajos.
Tambie´n es necesario realizar un ejercicio de exploracio´n del trabajo futuro y
considerar las posibles mejoras a aplicar. Concretamente, se considera apropiado en
primer lugar, implementar la deteccio´n de puertas, propuesta en este trabajo como
prueba de concepto, pero de la que ya se tienen una gran cantidad de elementos
que permitir´ıan implementarla y an˜adirla al sistema actual. Adicionalmente, tambie´n
podr´ıa resultar u´til la mejora del sistema de navegacio´n, pudiendo an˜adir nuevas
instrucciones al cata´logo propuesto, as´ı como proponer otro me´todo diferente del
realizado en este trabajo, o la optimizacio´n del mismo. Otro aspecto importante es el
testeo del algoritmo con individuos con deficiencias visuales reales para poder mejorar
el sistema en aspectos no contemplados anteriormente y que puedan ser de utilidad
para los usuarios.
Para terminar, solo queda an˜adir que se han cumplido los objetivos planteados
al comienzo del proyecto. La sensacio´n al finalizar este trabajo ha sido satisfactoria
puesto que no se han encontrado barreras infranqueables, aunque el esfuerzo ha sido
considerable. La expectativa ahora mismo, es que este trabajo sirva como inicio para
posteriores investigaciones en nuevas te´cnicas para guiado de personas con deficiencias
visuales.
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Anexo A
Adquisicio´n y sincronizacio´n de la
informacio´n
En este Anexo se va a dar una explicacio´n de los pasos ma´s importantes que se han
llevado a cabo para realizar la adquisicio´n y la sincronizacio´n de las ca´maras. Para ello
se ha utilizado el sistema operativo ROS (Robot Operating System).
En cuanto a la adquisicio´n de la informacio´n, ROS se organiza mediante nodos,
que son procesos que realizan algu´n tipo de co´mputo. En nuestro caso, tendr´ıamos
dos nodos que controlar´ıan la ca´mara de profundidad y la ca´mara fisheye. Para
comunicarse los nodos entre s´ı, utilizan topics. Estos topics tienen sema´nticas ano´nimas
de publicacio´n y suscripcio´n. En general, los nodos no son conscientes de con quie´n se
esta´n comunicando. Los nodos que necesiten adquirir cierta informacio´n se suscriben a
los topics necesarios, mientras que los que generan datos lo publican en un determinado
topic. Puede haber mu´ltiples editores y suscriptores a un mismo topic. En nuestro caso,
para obtener la informacio´n tanto de profundidad como de color, es necesario suscribirse
a los siguientes topics :
• camera/depth_registered/points
• ueye/image_raw
Para decirle a ROS que se desea recibir mensajes sobre un determinado topic se
debe hacer mediante una funcio´n llamada callback(). Cada vez que llegue un nuevo
mensaje se llamara´ a esa funcio´n para realizar la adquisicio´n de los datos.
ROS tambie´n permite grabar secuencias, en las que se guardan los datos adquiridos
de los topics seleccionados. Posteriormente se pueden reproducir, simulando una
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adquisicio´n online de los sensores, pudiendo cambiar la velocidad de reproduccio´n
o pausarla, lo cual es muy u´til para testear un algoritmo siempre en las mismas
condiciones durante el proceso de desarrollo del mismo, pudiendo corregir y pulir ciertos
errores de forma ma´s sencilla. Estas secuencias se denominan rosbags.
En cuanto a la sincronizacio´n de los dispositivos, una vez se ha realizado la
adquisicio´n mediante la funcio´n callback(), se utiliza un filtro sincronizador, el cual
realiza la sincronizacio´n mediante mensajes que este´n lo ma´s cercanos posibles en
tiempo, tratando de optimizarlo entre todos los topics que aparecen. En la web de
ROS se explica este me´todo con mayor claridad1. Dentro del main() se encuentra el
mainLoop() que contiene tanto la funcio´n callback() como la funcio´n startMainLoop(),
dentro de la cual se encuentran tanto la suscripcio´n a los topics, como la sincronizacio´n
entre ellos. Una vez llega un nuevo dato y se comprueba que la adquisicio´n y
la sincronizacio´n son correctas, comienza a ejecutarse el algoritmo de deteccio´n y
expansio´n de suelo (llamado en nuestro caso execute()). Las funciones callback() y
startMainLoop() se detallan a continuacio´n:
1http://wiki.ros.org/message_filters/ApproximateTime
82
ANEXO A. ADQUISICIO´N Y SINCRONIZACIO´N DE LA INFORMACIO´N
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Anexo B
Ampliacio´n de resultados
En este Anexo se va a mostrar una ampliacio´n de los resultados obtenidos mediante
el sistema de expansio´n de suelo. Se van a mostrar el resto de ima´genes utilizadas para
evaluar los resultados obtenidos en el Cap´ıtulo 6. Los entornos utilizados han sido el
edificio del Instituto de Investigacio´n e Ingenier´ıa de Arago´n (I3A), el garaje de un
domicilio particular, y los exteriores del edificio Torres Quevedo, con la idea de que
esos entornos fueran lo ma´s complementarios posibles y de esta forma enfrentar al
algoritmo a situaciones variadas.
Para cada entorno se van a mostrar por este orden de izquierda a derecha: imagen
utilizada, deteccio´n de suelo por parte de la ca´mara de profundidad y expansio´n final
del suelo utilizando la ca´mara fisheye.
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B.1. RESULTADOS DE ENTORNO INTERIOR CON INCIDENCIA DE LUZ
SOLAR (I3A)
B.1. Resultados de entorno interior con incidencia
de luz solar (I3A)
Figura B.1: Ejemplos experimentales obtenidos para el entorno interior con incidencia de
luz solar
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ANEXO B. AMPLIACIO´N DE RESULTADOS
B.2. Resultados de entorno interior con gran
incidencia de luz solar (I3A)
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B.2. RESULTADOS DE ENTORNO INTERIOR CON GRAN INCIDENCIA DE
LUZ SOLAR (I3A)
Figura B.2: Ejemplos experimentales obtenidos para el entorno interior con gran incidencia
de luz solar
88
ANEXO B. AMPLIACIO´N DE RESULTADOS
B.3. Resultados de entorno interior con incidencia
de luz artificial (I3A)
Figura B.3: Ejemplos experimentales obtenidos para el entorno interior con incidencia de
luz artificial
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B.4. RESULTADOS DE ENTORNO INTERIOR CON ESCASA ILUMINACIO´N
(GARAJE)
B.4. Resultados de entorno interior con escasa
iluminacio´n (garaje)
Figura B.4: Ejemplos experimentales obtenidos para el entorno interior escasa iluminacio´n
B.5. Resultados de entorno exterior con terreno
irregular (ce´sped)
Figura B.5: Ejemplos experimentales obtenidos para el entorno exterior con terreno irregular
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ANEXO B. AMPLIACIO´N DE RESULTADOS
B.6. Resultados de entorno exterior con color
homoge´neo (exteriores Torres Quevedo)
Figura B.6: Ejemplos experimentales obtenidos para el entorno exterior con color homoge´neo
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B.6. RESULTADOS DE ENTORNO EXTERIOR CON COLOR HOMOGE´NEO
(EXTERIORES TORRES QUEVEDO)
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