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)     combination 
 
Σ           sum 
 
   Bernoulli coefficient 
 
    the natural sequence 
 
             the sum of the first kth powers of the natural sequence 
 
∫                integral  
 
P(n, k) ,  nPk   the permutation of n elements taken k at a time  
k!     k factorial  
 
           small Stirling number  
 
         large Stirling number 
 
            small Euler number 
 
            large Euler number 
 
               first-order Eulerian number 
 
















              the permutation of n elements taken k at a time 
 
                Stirling number of the first kind 
 
              Stirling polynomial of the first kind 
 
                Stirling number of the second kind 
 
               Stirling polynomial of the second kind  
 
        arithmetically progressive sequence 
 
               Stirling triangle of the first kind for  
      
               Stirling triangle of the second kind for  
 
               first-order Eulerian number for  
 
              second-order Eulerian number for  
 
               general triangular array for  
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                 - Gaussian coefficient 
 





































































1.     INTRODUCTION  
 
Nothing is more impressive than the Pascal triangle, 
 
                It displays those numbers ever so natural and simple; 
  
                I have long dreamed of writing a prospective article,  
 
                To show the inner beauty of numbers from my angle.   
 
 
Binomial coefficients  can be displayed as Pascal triangle (see Table 1), which was  
 
discovered about one thousand years ago by Al-Karaji. In fact, it could trace back to the  
 
second century B.C. by Pingala and for the subsequent thousand years there had been  
 
documentary evidences that Pascal triangle had been mentioned independently in India,  
 
Greece, China and Persia.  
     
 
   0    1       2     3      4      5     6      7     8     9    10 
 
   0     1 
1  1    1 
   2  1   2       1 
   3    1    3       3     1 
   4  1    4       6     4      1 
   5  1   5      10    10      5   1                                                 
6  1   6      15    20     15   6      1         
   7  1   7      21    35   35     21      7     1 
   8  1   8      28    56   70     56     28     8      1 
   9  1   9      36    84  126    126     84    36      9     1 
  10  1   10      45   120  210    252    210    120     45    10    1 
 






                              B 
 
                                                     
 
                                                     
                                                                                                   
 
                                                     
 
           A                                
 
Figure 1.   Square with subdivided squares  
 
 
Let us start with the following four questions and answers. 
 
 
1) How many different (shortest) paths are there connecting A and B in the Figure 1? 
                                              
 
Since all possible 4 vertical (or horizontal) moves out of 8 moves would be needed to go  
 
from A to B, the answer should be the binomial coefficient . So there are 70 different  
 
paths connecting A and B, according to Table 1 with  and .         
 
 
2) How many squares of all sizes are there in the square grid of Figure 1?  
 
The answer should be , since there are   square,   squares, 
 
  squares and   squares.   
 
 










i 21 44 22 33
23 22 24 11
 





                                                                                              
 
 
            
 
                                                                                                           
  
 
Figure 2.   Cube with subdivided cubes 
 
 
4) Was there any connection between two answers?  
 
 
Yes, the recursion , which was discovered , quite coincidentally, about one 
thousand years ago by Abu Ali al-Hasan ibn al-Hasan ibn al-Haytham in the process of  
 
solving the famous Alhazen’s Problem. His geometric proof could be illustrated by the  
 
display in Table 2. 
 
         1           4          9         16 
                   4          9         16 
                                      9         16                                          
              +______________________           16  
                1    +     8    +    27    +    64    =   100 
 






















As a matter of fact,  and  got intertwined again in the Eighteen Century by the  
 





Frankly speaking, I was not familiar with their works when I first started the process of  
 
transforming product-sums to power-sums!  
 
 
Prior to all this, I have submitted an article to Mathematical Gazette using a simpler  
 
approach which will be presented in the end.  
 
 
All these endeavors had been undertaken two years after I retired from teaching at College of  
 
Business, San Francisco State University in 2002.  
 
 
My goal had been to use binomial coefficients  in Table 1 to find the general  
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Table 3.      Bernoulli triangle 
 




by way of factorization of ordinary polynomials.  
12 

























































































































































































Let P(n, k) be the permutation of n elements taken k at a time. It is well-known that 
 
P(n, k) = n(n-1)(n-2)...(n-k+1). 
 
 
















We shall only show the inductive step of mathematical induction on : 
 
   . 
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Therefore, any even (respectively, odd) polynomial in  can be converted into an odd  
 




.   
 
For example,  and 
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we can use Lemma 3 to derive  
 
    ,  
 
     
 
and in general 
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where ,  and  denote the sums of all products of j elements of  
 
the sets and , respectively.                                                                                        
 
 
We can use Lemma 3 to derive the summation formulas for each . For example,    
 
               
 
                   
 
                     
 
and 
             
 
 
                   
 
                    . 
 
 
Soon after that, I received a notice of passing of the referee from Mathematical Gazette and  
 
the request of the new referee for some final revisions of my pending manuscript. Having  
 
already generalized my findings to power-sums of arithmetic progressions based on the above  
 
three lemmas, I submitted the new version of my article with an essentially different  
 
approach, which is quoted as follows.              
16 
)1(2  rs ),( jmS ),( jmO










































We define the general permutation notation, with  , 
 









In such “polynomials”,  is a linear operator over any commutative ring; in particular, if  
 
, then  since in three “polynomial” expansions all 
 
the coefficients of the same “power” are equal.  
 
 
Our method is based on the following theorem which can be proved by mathematical  
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via expanding  and then use mathematical  
 



































































































































































































which can be used to derive the polynomial expression in  for  as follows. 
 
;  
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        .        Eq. 2 
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During the new pending period, I received a letter from the referee to recommend reading (1).  
 
So I incorporated the integration method into my new article (7) evolved from the following. 
 
 
Lemma 4.  
 
Let . Then 
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Lemma 5.  
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Furthermore, by letting , we can obtain   
 
,  
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,   
                                                  
,   
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where the second factor of  is the derivative of that of .  
 
 
The above two lemmas led to the following. 
 
                                                                         
Theorem 2. 
 
 Let , where  is a polynomial in  and . Then   
 
,                       Eq. 4 
 





We use mathematical induction on :   
                                                                        24 
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where the last step is true, since  when .                   
 
 
By abbreviating  to , he came up with the following interesting approximation  
 
         Eq. 5 
 




respectively and then via long division. Note that Eq. 5 is exact for : 
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 ;  
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Although Eq. 5 is not exact for , it only underestimates the exact value of  
 
                          
   
 
with the discrepancy approximately 2/3. In the similar manner, we can also derive the  
 







Three years prior to the publication of (7), I gave a few talks among universities in Taiwan  
 
and a class of gifted students of my Alma Mater (High School of National Taiwan Normal  
 
University). I was then invited to present “General Triangular Arrays of Numbers” by “22nd  
 
Asian Technology Conference in Mathematics” (Chung Yuan Christian University,  
 
December 19, 2017). I am also grateful that Professor Ronald Graham [author of (2)] replied  
 
promptly to my e-mails with two separate attachments of my manuscripts that I generalized  
 
most of the special functions in Chapter 6 of (2). 
 
 
I am presenting here a systemic but rather long account of my personal excursion into the  
 
realm of numbers initiated by Blaise Pascal, James Stirling, Leonhard Euler and Jacob  
 
























































The Intuitive approach is to equate the coefficients of the like terms in the expansions of  
 
                                           Eq. 6 
 
for , then use the identity 
 
                                           Eq. 7 
 
to obtain  
 
.                                         Eq. 8 
 
















we can obtain   
 






















































])3,4()2,4()1,4()0,4()[4,3( 32 nCnCnCCb 
)]4,3()4,4()3,3()3,3()2,3()2,2()1,3()1,1([ bCbCbCbC 
nbCbCbC )]4,3()3,4()3,3()2,3()2,3()1,2([ 
2)]4,3()1,3()3,3()2,4([ nbCbC  3)]4,3()1,4([ nbC





Moreover, let us generalize Eq. 1 to 
 
                        Eq. 9 
 
for an arithmetically progressive sequence  with .      
 
Likewise, we can equate the coefficients of the like terms for  in the 
 
expansions of both sides of the identity                                            
 
to obtain the following generalization of Eq. 8:   
 
.                                Eq. 10 
 




































































































































  ,  
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2. ITERATION  
 












































































































































































we use Eq. 11 to obtain 
 







.                                 
 
 
We further write 
 

























































































































































































































































We shall use  for ,  for ,  for ,  for  
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where  is a homogeneous polynomial in  and  such as  
 
































































































2 )()(4),( dadaaadap   4,1
22
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,…        Eq. 12 
 
with  abbreviating ,  abbreviating ,  abbreviating  
 
,  abbreviating ,  abbreviating  
 
,  abbreviating … due to the symmetry of  
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4 )()(4)(24)(4),( dadaadaadaaadap   24,4,1
432234
5 )()(4)(4)(),( daadaadaadaadap   ,4,1,0
 ,1 11  4,1 141  ,1,0
 0110  24,4,1  1)4)(24)(4(1  24,4,1
 1)4)(24)(4(1  ,4,1,0  10)4)(4(01
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),( rjA ),( daap j 
1)1,1( A 1)2,1( A
1)1,2( A 4)2,2( A 1)3,2( A
0)1,3( A 1)2,3( A 1)3,3( A 0)4,3( A
1)1,4( A 4)2,4( A 24)3,4( A 4)4,4( A 1)5,4( A
0)1,5( A 1)2,5( A 4)3,5( A 4)4,5( A 1)5,5( A 0)6,5( A
),( rjA A
 1   2    3      4        5       6       7      8     9     10    11 
 
1 1   1 
 2 1 4    1  
 3  0   1    1      0 
 4 1  -4   -24     -4         1 
 5 0   1    -4     -4         1       0                                                   
 6 1  -6    -6      64        -6      -6       1         
 7 0   1    -6      8         8      -6        1     0          
8 1  -8   8     64       160      64       8     -8     1             
 9 0   1  -8     64/3      -16     -16      64/3    -8     1      0          
10 1  -10  126/5   192/5    -1392/5  2304/5  -1392/5  192/5  126/5   -10     1  
 
Table 4.    Table for the coefficients of the terms in  
 
Besides  and , by further observing  
 
     , 
 
      
 
     , 
 
we see the trend that, for ,  
 
,    
 
,                  
 
     ,                       
 
which can be verified in Table 4. Due to the symmetry, only the first half of each row of  
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1       4 
 
    0        1 
 
       1        - 4      - 24 
 
                          0         1       -4 
 
                        1        - 6        - 6       64 
 
                         0         1        - 6        8 
 
                  1       - 8         8         64      -160 
 
                0        1        - 8              - 16 
 
              1       - 10                       
          0        1       - 10                  
            1      – 12               
0     1       - 12                    
1    – 14                        
0     1      -14                          
1  – 16          
 
Table 5.  Table for the first half of each row of  




























































































for , but not for .  
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3. INTEGRATION   
 
The integration formulas Eqs. 3 and 4 can be applied to more general cases. For example, we  
 
can use mathematical induction to prove 
 




         
 
         
 
        , 
 
where the last step is true, since  when .   
 
We first look at . Since 
 
           ,  
 























































































































































Thus, we have            
 
                .     
 
Likewise, we can obtain                 
 
                 
 
                .                  
 
 
Next, we look at  
 




as before we have 
 
         ;       
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Likewise, we can obtain 
 




 .                          
 
   
In fact, the results we obtained above are special cases of the following formulas  
 








         
 
and Eq. 9.  
                                                                                            
 
Now, we shall derive the expression of  from that of  by  
 
integration as follows.  
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  , 
 
where the last term is determined by taking . Since the coefficient of the last term for  
 
 is always , we can in essence ignore , ,  and . 
 
Next, we look at  
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Likewise, we can obtain 
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  ,         
 
By rewriting Eq. 9 as        
 
                                         𝑆𝑎;𝑑
(𝑘)(𝑛) = ∑ 𝑏𝑎;𝑑
𝑘+1
𝑗=1
(𝑘, 𝑗)𝑛𝑘+1−𝑗                                                        𝐸𝑞. 14 
                                                                 
we can use mathematical induction on  to prove the following equivalence of Eq. 4: 
 
,                    Eq. 15 
 
where  is a polynomial in  and  that can be determined by  
 
.                                     Eq. 16 
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, 
 
where  is determined by . 
     
 
Inductive step.  




         
 
         
         
, 
 
where the last step is true by virtue of .                                     
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Since  can be expressed as a polynomial in  of degree  without the  
 
constant term, we write  
 
     ,              Eq. 17 
 
where the constant  can be determined as in the following example for .                                                                                                                             
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Then we use mathematical induction to obtain 
  
,       
 


















.    
                                         
                                                                      




Thus,            
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.                       Eq. 18 
 
 














,…,   
 
 
We can also derive Eq. 17 via Eq. 15 as follows.  
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          , 
 
where the last term is determined by taking .                                              
 
 
Next, we shall study the -layer nested sum  
 
,                        Eq. 19 
 
where  and , .  
 
 
Instead of using Eq. 3, we let  denote  and  its derivative . For  
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we have  
 
   
 
 
For , we divide Eq. 19 by  to obtain 
            
.  Eq. 20  
 





































































































































































To see the trend, we write  
                                                  




, , ,…              
 
 
So by integrating  
 
,                         Eq. 21 
 
we can derive  
 
.                Eq. 22 
 









































































































































































Likewise, we can obtain  
 
             Eq. 23 
and  
.             Eq. 24 
 
 
For the next layer, we can conjecture the following two formulas  
 




,                     Eq. 26 
 
by observing the following procedure. Since 
 
;     
 
,   
 







































































































































By comparing the above two formulas for , we see that  and  
 











































































































































































































































which is an odd polynomial in .  
 
 
































































































































To be more specific, we shall extend the integration method for  to  with suitable  
 
modifications and express  (respectively, ) as an odd (respectively, even)  
 
polynomial in . By observing the coefficients of the corresponding terms of numerators  
 












































































































4. EXTENSION  
 
Let  denote the continuous extension of , which is a polynomial in  of  
 
degree  as listed in Section 1. By further defining  
 
,                                  
 
we shall find two interesting patterns of , one for odd  and another for even .  
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For simplicity, we set . Then we can rewrite the above formulas as  
 
, , , .        Eq. 27 
 
We now see the trend from Eq. 27, so instead of using ,  
 





Likewise, instead of using , we can take   
 






By solving the above two equations simultaneously, we can find  and .  
 
 
In this manner, we can obtain the following two sets of formulas (where ) 
 












































































































































, , … 
  
, , ,  
 
, , … 
 
 
These functions are easy to remember and can be used to derive the formulas for  or  
 
to find specific values for them. For example, we can use synthetic division to readily  
 
calculate the following values 
 
    
 




Alternately, we can obtain the formulas for  and  from Eqs. 21 and 22. 
 
To elaborate, let us take . Since 
                                            
;                        
























































































































































































































































































,   
 






























































































































































































































































5.  INDUCTION  
 
Let  be the product-sum (sum of products) of all  numbers of row  of the unity  
 
triangle , where . By further assuming , we see that  
 
 as displayed in Table 1. For example, ,  
 
, ,  
 
 and .  
 
 
Likewise, we define the small Stirling numbers  with  and   
 
being the product-sum of all  numbers in row  of the natural triangle , where  
 
. For example, , , , 
 
, ,  as in Table 6. 
 
 
  0   1     2      3       4       5     6     7        8       9  
 
 1   1 
 2   1   1          
 3   1   3     2         
 4   1   6    11      6          
 5   1  10    35     50      24                                                           
 6   1  15    85    225     274      120           
 7   1  21   175    735    1624     1764    720    
 8   1  28   322   1960    6769    13132   13068    5040         
 9   1  36   546   4536   22449    67284  118124   109584   40320          
10   1  45   870   9450   63273   269325  723680  1172700  1026576  362880     
 
Table 6.   The small Stirling triangle 
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We further notice that  and 
 
   , .              Eq. 28 
 
Next, we define the large Stirling numbers  by way of 
 
.                                 Eq. 29 
 
Since  and , we have , 
 
 and . Then, we have ,  and , since 
                                                                                                       
 
.  
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We can further find that , ,  and 
 
 ,      Eq. 30 
 
via which we can obtain the large Stirling triangle as in Table 7.                      
  
 1    2      3       4        5       6        7      8      9    10 
 
 1  1 
2  1    1 
3  1    3      2  
4  1    7     12        6            
5  1   15     50       60       24                                                       
6  1   31    180      390      360      120 
7  1   63    602     2100     3360     2520      720 
8  1  127   1932    10206    25200    31920    20160   5040  
9  1  255   6050    46620   166284   317520   332640  181440  40320 
10  1  511  188660  204630  1017900  2736540  4233600 3780000 1814400 362880 
 
Table 7.     The large Stirling triangle 
                                                       
Next we shall show how to come up with Bernoulli coefficients 𝑏(𝑘, 𝑗) by observing both  
 













































= 0 = 𝑏(3,1).               
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In general, we have 
 





𝑡=0 ,                       Eq. 31 
 
which can be substituted in Eq. 1 to yield  
  
.                 Eq. 32 
 
Let us define the small Euler numbers  by  and   
 
















In addition to , we can further observe  
 
, ,  
 
, ,  
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to come up with   
 
                   Eq. 34 
 
and the small Euler triangle as shown in Table 8.                                                     
 
   1      2       3        4         5       6       7      8     9   10 
 
 1    1 
2    1      1 
3    1      4       1  
4    1     11      11        1            
5    1     26      66       26         1                                                   
6    1     57     302      302        57        1 
7    1    120    1191     2416      1191      120       1 
8    1    247    4293    15619     15619     4293     247      1  
9    1    502   14608    88234    156189    88234   14608    502      1 
10    1   1013   47840   455192   1310354  1310354  455192  47840   1013  1 
 
                   Table 8.       The small Euler triangle 
 
Since , we can also obtain  via  
  
:                             Eq. 35 
  




,…                                                                  
 
 
By virtue of Eq. 35, we can use mathematical induction to establish 
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.     
 
Hence we have 
 
 ,   
 
  


















































































































       




        
 
       
 
      .   
                                          
Since  and , we can write Eq. 32 as 
 
.   Eq. 37 
 
Next, let us observe Table 7 diagonally. We can easily recognize that the second rightmost  
 
diagonal entries, in fact, give . We further dictate the trend:  






































































































































In such manner, we can define the large Euler number  by way of  
 
.               Eq. 38 
 
and come up with ,  and in general 
 
   ,                   Eq. 39  
 
via which we can generate the large Euler triangle in Table 9.                               
 
1   2    3    4       5         6        7          8      9      10 
 
1  1 
2  1    2 
3  1    8    6  
4  1   22   58   24            
5  1   52  328  444      120                                                           
6  1  114 1452  4400     3780       720 
7  1  240 5610  32129    58140     33984     5040 
8  1  494 19950 198580   644020    785304   341136     40320 
9  1 1004 67260 1062500  5765500  12440064 11026296   3733920  362880  
10 1 2026 218848 5326160 44765000 155357384 238904904 162186912 44339040 3628800  
 
Table 9.      The large Euler triangle 
 
On the other hand, we can also obtain 
 
                            Eq. 40 
 



































                   Eq. 41 
 
by assuming Eq. 40 is true for . Prior to proving Eq. 40 by mathematical induction, let  
 
us do it in the case of . Using Eqs. 28 and 39, we can write 

















The coefficients of the like term  are equal, since 
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The coefficients of the like term  are equal, since 
 












We have completed the proof of Eq. 40 by the mathematical induction. Therefore, by virtue  
 
of Eqs. 31, 38 and 40, 𝑏(𝑘, 𝑗) can be expressed in terms of the large Euler numbers. Note  
 
that the small and large Euler numbers are in essence the same as the first-order and second- 
 
order Eulerian numbers  and  (which will be introduced in Section 6), since  
 























































The number  of ways of sorting the first  terms of the natural sequence    
 
into  subsets with  elements in the  subset is , where . For 
example,  and .  
 
 
In particular, the number of ways of sorting the first  terms of  into  subsets with  
 
 elements in one and elements in another is the combination ,  
 
which will be further abbreviated as the binomial coefficient  or ; while the  
 
number of ways of sorting the first  terms of  into  singletons and a subset of  
 
 elements is the permutation , which will be abbreviated as   
 
or . Hence we write  
 
                    Eq. 42 
 
and 

















































































































































where . Since this first level of sortation can be expressed as the product of a  
 
combination and one or more permutations such as  and  
 
, the familiar recursive formulas  
 




.                                Eq. 45 
 
 
We use Eq. 44 to generate the first-order Pascal triangle, same as Table 1, in Table 10. 
 
 
   0     1      2       3       4      5      6     7     8    9   10 
 
  0     1 
1     1     1 
  2     1   2      1 
  3   1   3      3      1 
  4     1     4      6      4       1 
  5     1   5     10     10       5      1                                                
  6     1   6     15      20      15      6     1         
  7     1   7     21      35     35      21      7   1 
  8     1   8     28      56     70      56     28   8     1 
  9     1   9     36      84    126     126     84  36     9    1 
 10     1   10    45     120    210     252    210   120    45   10    1 
 



























































































































































and Eq. 45 to generate the second-order Pascal triangle as in Table 11.  
 
 
 0   1    2    3     4     5        6      7      8     9     10 
 
    1 1   1 
    2   1   2    2 
    3   1   3    6   6 
    4   1   4   12  24    24 
    5   1   5   20  60   120    120                                                       
    6   1   6   30  120   360    720     720      
    7 1   7   42  210   840   2520    5040    5040 
8    1   8   56  336  1680   6720   20160   40320   40320  
    9   1   9   72  504  3024  15120   60480  181440  362880 362880  
   10   1  10   90  720  5040  30240  151200  604800 1814400 3628800 3628800 
 
Table 11.      The second-order Pascal triangle 
 
 
We further write Eq. 42 into 
 
      ,                             Eq. 46 
 
where the first Stirling number  is defined in Section 5. For example,  




Before making use of the polynomial aspect of binomial coefficients in the context of  
 
pursuing power-sum formulas, let us utilize their combinatorial aspect to find the general  
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In fact, we can derive  
 








.                      Eq. 49  
 
 
Although the general formulas for  and  have been known due to  
 
De Moivre’s Theorem, we can use Eq. 47 to derive   
 




           ;         Eq. 51 
 
and use Eq. 48 to derive 
 









































































































































































































































                    Eq. 53 
 





 ,  
 
we can use Eq. 49 to derive 
 
            
 



















































































































































































































































































































































due to .  
 
 
In general, we can derive 
 
 
   
  
            
 
,   
 
which leads to Eq. 47. Similarly, we can derive 
 
   
 
























































































































































































































































































































































































































































































































































       .                 Eq. 54 
 
 
In general, we can derive 
 
 
     
 
   
 
  , 
 
which leads to Eq. 48.                                      
 
 





























































































































































































































































































































































































































































            
 
           .                Eq. 55 
 
Obviously, the denominator of Eq. 55 equals the right-hand side of Eq. 50 for . Instead  
 
of showing that the numerator of Eq. 55 equals the right-hand side of Eq. 51 for , we  
 
can likewise derive 
 
   
 
so that the denominator of which equals the right-hand side of Eq. 51. 
 
 
In general, we can similarly derive 
 





















































































































































































































































































































































































so that Eqs. 50 and 51 are true.                                                                 
 
 
Finally, we note that the numerator and the denominator of Eq. 54 equal to  and  
 
, respectively. Similarly, Eqs. 52 and 53 can be derived from Eq. 48.  
 
 
All the multiple angle formulas derived above can be proved by mathematical induction. We  
 
shall only prove Eq. 47, which is obviously true for . So we are left to prove  
 
.              Eq. 56 
 
Using Eq. 49, we first obtain  
 
    
 
 .      Eq. 57 
 
 




































































































































































































































































which discovered by Le-Jen Shoo (1867) was first proved by P. Turan (1954) using the  
 
Legendre polynomials and then by T. Nanjundiah (1958) using Vandermonde’s identity.  
 



















































































































































































































































































         . 
 
 




for  different ’s to obtain  . 
 
 
Likewise, for each even  we can set up simultaneous equations  
 
    
 
for  different ’s to obtain .  
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such that , where  =  is a polynomial in  of degree  
 

























































































































































































































































































































































































































we can obtain   
 
.                                                        
 
 






















































































































































































































































































The number of ways of sorting the first  terms of  into  cycles is the Stirling  
 
number of the first kind . Clearly, . There is only one way of sorting the first   
 
terms of  into  cycle, namely , since there is no distinction made between   
 
and . Hence . Also. there is only one way of sorting the first  terms of   
 
into  cycles, namely  and , so that . There are two ways of sorting the first  
 
 terms of  into  cycle, namely  and  so that . There are three  
 
ways of sorting the first  terms of  into  cycles, namely ,  and  so  
 
that . There is only one way of sorting the first  terms of  into  cycles,  
 
namely ,  and  so that .  
 
 
In general, sorting the first  terms of  into  cycles, there are  ways including  
 
the one-cycle , since the number of ways of sorting the first  terms into   
 
cycles is .                                                                                                       
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For any one of the  ways of sorting, not including , we need to insert  into 1  
 
(say, a -cycle) of the  cycles. Since there are  ways of doing such insertion, the total  
 
possible ways of inserting  into any of those  cycles is .  
 
Thus we have 
 
,                                  Eq. 58 
 
which is the same as Eq. 28, since . Also, we can write Eq. 46 as 
 
.                                Eq. 59  
 
 
To gain more familiarity, let us verify Eq. 58 with a simple example of  and ,  
 
i.e. . There are two cases to consider. 
 
 
Case 1. There are  ways if the cycle  is added to each of the sorted arrangements in  
 
the case of  and : 
 
, ,  ; , ,  ; , ,  ; , ,  ; , ,  ;  
 
, ,  ; , ,  ; , ,  ; , ,  ; , ,  ;  
 
, ,  .  
           












































































































 3,2,1  4 ]5[  4,2,1  3 ]5[  4,3,1  2 ]5[  4,3,2  1 ]5[  2,3,1  4 ]5[
 2,4,1  3 ]5[  3,4,1  2 ]5[  3,4,2  1 ]5[  2,1  4,3 ]5[  3,1  4,2 ]5[
 4,1  3,2 ]5[
Case 2. There are  ways if the last term  is inserted into a cycle of each of the  
 
 sorted arrangements in the case of  and : 
 
, ,  ; , ,  ; , ,  ; , ,  ; 
 
, ,  ; , ,  ; , ,  ; , ,  ; 
 
, ,  ; , ,  ; , ,  ; , ,  ; 
 
, ,  ; , ,  ; , ,  ; , ,  ; 
 
, ,  ; , ,  ; , ,  ; , ,  ; 
 
, ,  ; , ,  ; , ,  ; , ,  . 
 
 
We can use Eq. 58 to generate the Stirling triangle of the first kind as shown in Table 12. 
 
      1        2       3       4       5    6      7    8     9   10 
 
   1    1 
   2    1     1 
   3      2     3      1 
   4    6     11      6      1 
   5   24    50       35     10      1                                        
   6  120   274      225   85     15     1         
   7  720  1764     1624     735    175     21    1 
   8    5040 13068    13132    6769   1960    322     28  1 
   9   40320   109584   118124   67284   22449   4536    546    36    1 
  10  362880  1026576  1172700  723680  269325  63273   9450   870   45   1   
 

















 2,5,1  3 ]4[  5,2,1  3 ]4[  2,1  5,3 ]4[  2,1  3 ]5,4[
 3,5,1  2 ]4[  5,3,1  2 ]4[  3,1  5,2 ]4[  3,1  2 ]5,4[
 4,5,1  2 ]3[  5,4,1  2 ]3[  4,1  5,2 ]3[  4,1  2 ]5,3[
 3,5,2  1 ]4[  5,3,2  1 ]4[  3,2  5,1 ]4[  3,2  1 ]5,4[
 4,5,2  1 ]3[  5,4,2  1 ]3[  4,2  5,1 ]3[  4,2  1 ]5,3[






As a matter of fact, we can generate Table 12 diagonally based on  and  
 
, , , ,… Eq. 60                         
 
 
The first two identities of Eq. 60 can be obtained from Table 12 as follows.   
 
As we can check in Table 12, the common difference for  is of degree 2. So by  
 








to obtain ,  and  so that .  
 
Since the common difference for  is of degree 4, by assuming   
 
and taking , we can solve  and  simultaneously to obtain  
 
 and . All identities in Eq. 60 can be obtained in the same manner where  
 
, , , ,… with  
 


































































































































































)(1 x )(2 x )(3 x )(4 x
On the other hand,  can be built from  via ,  and the  
 
general recursive formula 
 
              Eq. 61 
 
as shown in Table 13. 
 
 
    1      2                3             4        5 
 
1   1 
2   1            1 
3   2                         1 
4   6                     1 
5  24      1  
                                                                                            
Table 13.      Stirling triangle of the first kind via the recursive formula 
 
 










































































































































































































































































































































































































































































































.   
                                      
 
A much smarter way is to use Eq. 42. Taking  
 










.                              
 




















































































































































































































































































































































































































































































































































   ,    
 
from which we can obtain Eq. 61 by equating the like terms.      
  




































































































































































































































































































































































































































































































In general, we can obtain Eq. 61 by combining Eq. 58 with 
 
.            Eq. 62 
 
 
Here is another way of expressing Eq. 60. Let’s first give a combinatorial explanation for 
 
.                            Eq. 63  
 
There are only two cases to consider for sorting  elements into  cycles. We either  
 
have  one-cycles and one three-cycle or  one-cycles and two two-cycles. In  
 
the first case, after sorting  elements into  one-cycles, there are two ways to  
 
determine the only three-cycle. In the second case, after sorting  elements into   
 
one-cycles, there are three ways to determine the remaining two-cycles.                    
 






























































































































































































































































































, …                           
 
which can be proved by mathematical induction in virtue of Eq. 30 as follows.                 
 






          
 
 
         . 
 
 
By closely studying the above inductive step and writing  
 
,                                   Eq. 64 
 
with  and , we obtain 
 
.   
 
 




























































































































































































































































































































































































































































, …  
 
In fact, we have obtained a second generation Stirling number , which we  
 
shall call the second-order Stirling number of the first kind and can be tabulated via  
 
.                           Eq. 65 
 
 
Let us continue our excursion of this second level of sortation. The number of ways of sorting  
 
the first  terms of  into  sets is the Stirling number of the second kind .  
 
Clearly, . There is only one way of sorting the first  terms of  into set,  
 
namely , so that . Also. there is only one way of sorting the first  terms of  
 
 into  sets, namely  and , so that . There is only one way of sorting  
 
the first  terms of  into  set, namely , so that . There are three ways  
of sorting the first  terms of  into  sets, namely , ; , ; and ,  





































































































































































































































































There is only one way of sorting the first  terms of  into  sets, namely ,   
 
and  so that . In general, sorting the first  terms of  into  sets, there are  
 
two cases to consider.  
 
 
Case 1. There are  ways if the singleton  is included in the sorted arrangements,  
 
since the number of ways of sorting the first  terms into  sets is .  
 
 
Case 2. There are  ways if the singleton  is not included in the sorted  
 
arrangements, since for any one of  ways of sorting the term  can be inserted into  
 
any one of those  sets.  
 
 
Thus we have proved the recursive formula 
 
,                                      Eq. 66 
 
which is equivalent to Eq. 30, since .  
 
 
The Stirling triangle  of the second kind can be generated via Eq. 66 as in Table 14.  
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  1        2        3        4       5       6     7   8    9   10  
 
   1   1 
   2   1     1 
   3   1     3      1 
4   1      7      6       1 
   5   1       15       25      10       1                                                 
   6   1       31       90    65      15       1         
   7   1       63      301      350     140      21      1             
   8   1      127      966    1701    1050     266     28     1 
   9   1      255     3025     7770    6951    2646    462    36    1 
10   1      511     9330    34105   42525   22827   5880   750   45    1 
 
Table 14.      Stirling triangle of the second kind via the recursive formula 
 
 
Alternatively, the Stirling triangle  of the second kind can be constructed based on  
 
,  and  via the inversion formula 
 




  , , 
 
  , … 
 
 


























































































































































































































































,                
 
which can be explained combinatorically as follows. There are only two cases to consider for  
 
sorting  elements into  subsets. We either have  singletons and one three- 
 
element set or  singletons and 2 two-element sets. In the first case, there are   
 
ways of sorting  elements into  singletons while the only three-element set is also  
 
determined. In the second case, after sorting  elements into  singletons, there are  
 
three ways to determine the remaining two-element sets.                                                                                  
 
 






                                                                              




and eventually arrive at  
 































































































































































































































































































where the second generation number  will be called the second-order  
 
Stirling number of the second kind. Quite amazingly and amusingly .  
 
To attain our goal, we first derive the following identity  
 
     .                     Eq. 69 
 
 
We shall only look at the case for  and , since the general case is similar. Let us  
 






.   
 
Next we use Eqs. 58 and 66 to show the inductive step:  









































































































































































































































































































































































































































































































































































































.                                            
 
We then derive the following identity  
 
.                              Eq. 70 
 
We only look at the case where . From Eq. 7, we can use Eqs. 67 and 69 to write 
                                       
      
 







          
 
 
.               
 
 
Next, we use the mathematical induction to prove  
 
,                              Eq. 71 
 

































































































































































































































































































































































































































































































































































































Finally, we can obtain   
 
                 Eq. 73  
 
by regrouping the following display of Eq. 72: 
 
        
 
 
 + ,,, 
 
       .           
 
 























































































































































































































































































































































































































The first-order Eulerian number  is the number of permutations  of the set  
 
 that have  ascents, i.e.  places where . Let us first look at simple  
 
examples:  gives  and ;  gives ;  gives  and  
 
;  gives ; , , ,  gives ;  gives  and  
 
;  gives ;  gives  and  
 
; , , , , , , , , , ,  gives   
 
and , , , , , , , , , ,  gives . 
 
 
In general, for a permutation  of  with  ascents, we have two  
 
cases to consider.  
 
 
Case 1. We can insert  into  either after  or between  and   
 
whenever  to form a permutation of  that increases the number of ascents  
 
by 1 so that the total number of permutations of  that have  ascents in this case  
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Case 2. For a permutation  of  with  ascents, we can insert   
 
into  either before  or between  and whenever  to form  
 
a permutation of  that maintains the same number of ascents so that the total  
 
number of permutations of  that have  ascents in this case is . So 
 
,                          Eq. 74 
 
Comparing Eqs. 74 and 28, we see that  and Eq. 36 can be written as 
 
.                                  Eq. 75 
 
Now, by virtue of Eq. 69, we can derive                                     
 





.          Eq. 76 
 
The second-order Eulerian number  is the number of permutations  of the 
multiset  that have  ascents, i.e.  places where , provided that  
 
all numbers between the two occurrences of  are greater than m for .  
104 
121 ... nppp }1,...2,1{ n k n
















































































































































































































},,...2,2,1,1{ nn k k 1 jj pp
m nm 1
Here are some simple cases:  gives  and ;  gives ; 
 
,  gives ;  gives ;  gives ;  
 
, , , , , , ,  gives  and  
 
, , , , ,  gives . In general, for a  
 
permutation  of  with  ascents, we can insert   
 
into  either after  or between  and  whenever  to form  
 
a permutation of  that increases the number of ascents by 1 so that the total  
 
number of permutations of  that have  ascents in this case is  
 
; whereas for a permutation  of  with  
 
 ascents, we can insert  into  either before  or between  and  
 
 whenever  to form a permutation of  that maintains the same  
 
number of ascents so that the total number of permutations of  that have   
 
ascents in this case is . Therefore, ,  
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Let us sidetrack from our main theme and take a look at the following interesting application  
 
of the first-order Eulerian numbers.  
 
 
Since , just as Eq. 36 is equivalent to Eq.74, we can convert Eq.35 into  
 




from which we can derive 
 
     , 
 
the left hand side of which is the area of the region under  and the right hand  
 
side is the average area of rectangles with dimensions  and , . 
 
Furthermore, there is a curious link between Stirling numbers of the second kind and the  
 
first-order Eulerian numbers , that is,   
 
,                              Eq.77 
 
as can be verified via Tables 14 and 8. 
 
 


















































































































































































where , , , , … can be called Stirling polynomial of the second kind  
 
so that Stirling polynomials , , , ,… will be called Stirling  
 
polynomials of the first kind.  
 
 













































































)(1 n )(2 n )(3 n )(4 n































































For , the Stirling triangle of the first kind  can be constructed via  
 
                     Eq.78 
 
with  and the Stirling triangle of the second kind  can be constructed via  
 
                      Eq.79 
 
with . On the other hand, Eq.67 can be generalized to 
 
     .        Eq. 80 
 
To elaborate, we take  and . Using Eq.78, we can tabulate  in Table 15. 
 
        1         2          3          4       5        6     7    
  
1       1 
  2       2         1 
3        10         7        1 
  4      80     66       15       1                                           
  5     880       806        231      26        1                 
 6   12320     12164       4040        595       40    1  
    7  209440    219108      80844      14155     1275      57   1 
 























































































































































Likewise, we can use Eq. 79 to tabulate  in Table 16. 
 
       1          2           3         4        5       6      7    
 
 1       1 
  2       2          1 
3         4          7          1 
  4       8      39         15        1                                                
  5      16        203         159       26     1 
 6        32       1031        1475       445       40       1 
    7        64       5187       12831      6370     1005      57       1 
 
Table 16.      Table for general Stirling numbers of the second kind  
 
Now, let us verify Eq. 80 for  and : 
 
.     
 
Next, we shall prove 
 
   ,     Eq. 81 
 
which is the generalization of Eq. 32. By virtue of  and Eq. 79, we  
first use mathematical induction to prove 
 
                           Eq. 82 
 
































































































































































































     
 
 








.                                                          
 
 
We can now use mathematical induction to prove Eqs. 81 via 82:  
     
 
 





































































































































































































































































































































































































































































































































































































































            
 
 
.          
 
 
Finally, we can obtain Eq. 81 by regrouping the following display of Eq. 82. 
 
           
 
 
        + …   
 
        . 
 
 
Based on  and , we can use Eq. 78 to tabulate  in Table 17.  
                                 
         1                     2          3           4     5 
 
 1           1 
 2                                1                                             
 3                                     1             
 4                               1 
5      1 
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Since , we assume the extension of Eq. 64 as 
 
                 Eq. 83 
  




,    
     
,  
 
from which we obtain ,  and .  
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        ,       
 
from which we obtain , ,  
 
 and  due to Eq. 54. In addition to  
 
 and , the procedure  
 




and can also be used to derive the general recursive formula  
 
          Eq. 84 
 
for .  Accordingly, we obtain 
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In fact, we have obtained a second generation Stirling number  for  
 
, which we shall call the second-order Stirling number of the first kind and  
 
the generalization of Eq. 65 is 
 
.        Eq. 85 
 
 
Next, we shall come up with the second-order Stirling numbers of the second kind in the  
 
same manner. Based on  and , we can use Eq. 79 to tabulate   
 
in Table 18. 
 
          
       1             2          3            4        5 
 
  1        1 
  2                     1                                                                
  3                                 1  
  4                                   1 
  5                         1 
 
Table 18.     Table for general Stirling numbers of the second kind  
 
Similar to Eq. 83, we can find the extension of Eq. 68 to be 
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Accordingly, we have  
 
, ,  
 




,   
 
and in general  
 
,     Eq. 87 
 
with  and  for  and .  
 
Thus, we have obtained a second generation Stirling number 
  
which we shall call the second-order Stirling number of the second kind and the 
 
generalization of Eq. 68 is 
 
.        Eq. 88 
 
Lastly, we shall generalize Eulerian numbers  and  for . It is  
 
quite easy to derive  
 
                               Eq. 89 
 
and                                                                                                        
115 
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da  )6116()0,3( 22;2 dadadS
da 
)3(5)1,3( 2;2 dadS


















































































































,       Eq. 90 
 




                      Eq. 91 
 
will be more conveniently converted from Eq. 2 as follows.                             
 
First of all, , , 
 
 and  can readily be  
 
obtained from the layout in Table 19. 
 
                                    
 
                                   
                                                                        
                                  
                                    
 
 
Table 19.      Layout of                                                         
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from which we can obtain Eq. 91. Now, we can define  according to Eqs. 89-91  
 
analogous to . By virtue of Eq. 89, we define  and  so that 
. Unlike , we start with  for . Due to Eqs. 90 and 91, we  
 
can define , , , ,  
 
,  and .  
 
Thus we have generalized Eq. 74 up to , which is sufficient for us to generalize Eq. 73.                                                                   
 



































































































































































































































































































































, , ,  
 
,  and  
 




which is the generalization of Eq. 74 and can be used to tabulate in Table 20.  
 
     -1                0            1         2 
  
  0       0  
  1                                                                               
  2            -2a2+2ad+d2                  a2
 
  3              3a3-6a2d+4d3           -3a3+3a2d+3ad2+d3         a3
 
 
Table 20.  Table for general first order Eulerian numbers  
 
Moreover, we can write 
 
,                                 
 



























































































































































                       
 




which the generalization of Eq. 35 since . Therefore, the proof of Eq. 36 can  
 
be generalized to prove 
 
.                                
 
 
By recalling  and , we generalize Eq. 90 as follows.  
 
Since , to generalize Eq. 90 we  
 
assume . Taking , we have ,  
 
 and  so that  
 
,  and . Thus, we have arrived at 
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. 
 
By defining ,  and , we can use  
 
   
 
to tabulate in Table 21.  
    -1           0            1        2 
  
0      1  
 1                                                                          
 2                  
 3         
 
Table 21.   Table for general second order Eulerian numbers  
 
Accordingly, we can derive   so that is the second- 
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8.     DISSECTION   
 
We can use Eq. 15 to integrate both sides of Eq. 81, namely 
 
,              Eq. 92 
 
to derive the identity 
 
,   Eq. 93 
 
the identities obtained from which by taking  on the natural sequence successively can be  
 
used to generate  from .  
 
Instead of generating the triangular array of  horizontally via , 
 
 
and Eq. 81, we shall generate it diagonally by using the extended version of Table 18. By  
 
taking  respectively in Eq. 93, we obtain 
 































































































































































































































































































































































































































In general, we have  
 
.                                   
 
 

































































































































































































































































































































































































































































































































where , ,  and  
 
.  
                                    
Therefore, Stirling numbers  of the first kind (product-sums displayed in Table 17)  
 
alone can build Bernoulli numbers 𝑏𝑎;𝑑(𝑘, 𝑗) in the expression Eq. 9 for the power-sum.  























































































































































































































































































































































































































































































9.        PROPAGATION 
  
We shall further rewriting Eqs. 78, 79, 85, 88, 92 and 93 as 
 
,        Eq. 94 
 










,                   Eq. 97  
 
                
 
       ,                     Eq. 98 






































































































































































































































































































































































       ,                   Eq. 99 
 
where . In the same token, Eqs. 44 and 45 can be written as 
 
;                            Eq. 100 
 
.                               Eq. 101 
 
 
More generally, a triangular array  for  can be defined as  for  
 
 and , ,  and  
 
,    Eq. 102 
 
where  and  can be taken the following model list.  
 
,       ,    
 
,       ,  
 
     
,  
 
,     ,  
 
, 
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where  is the unity sequence and  is the natural sequence. Furthermore, Eqs. 94-99  
 
can be rewritten as  
  
   ,                     Eq. 104 
 
,                      Eq. 105 
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10.  EXPLORATION 
 
By further studying alternate Eulerian numbers, we can come up with  
 
 ,     , 
  
 ,                Eq. 106 
  
to be added to the model list Eq. 103. For any sequence  in a commutative ring, we  
 
shall introduce four alternate Eulerian numbers   ,  ,  and 




,            
                  
, 
 
, , , ,  
 
, , , , , 
 
,  and .   
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Just as the first-order Eulerian number  was defined based on  
 
     ,  
 
we first define  
 
, , ,  
 



















































































































































































































In general,  
 
.                             
                                                         
 
To find the recursive formula for , we write  
 
, , ,  
 
, , ,     
 
, ,  
 




for .   
 
 
Note that   
 

































































































































































































which suggests that we define  as ,  and  
 
 .                   
                                                                                                 
 










, , ,  



















































































































































































, ,                           
 
, ,  
 
,   
 
and in general 
 
.   
 
 
Accordingly, we define  
 




                      
 
Note that  
 
.           Eq. 108 












































































































































































where   
 
, , , ,  
 









.                
 
 
Accordingly, we define  
 














































































































































































, ,  
 
, , , ,  
                      
, ,  
                      
,   
 
and in general 
 







































































































































































Accordingly, we define  
 









.         Eq. 109 
 
 
Now, in reference to Eq. 106, we can write 
 




;     
 





































































































































































To close out, let us consider Stirling numbers based on other sequences such as  with  
 
 and  with a fixed natural number . 
 
 
First, we look at . Based on  and , we can derive from  
 






 , , 
 
     ,  , , 
 
    ,  ,  , , … 
    













































































































































































































































































































Likewise, we can use Eq. 105 for , namely  
 
to arrive at 
 
,                                           
 
 
Next, we consider  and , where the binomial coefficient 
 
 with . Then we use Eq. 104 for , namely  
 
   
 
to tabulate Table 22.  
                                            
        1            2           3         4       5       6       7  
 
 1          1 
2          1            1 
3          3            4           1  
4         18           27          10         1            
5        180          288         127        20        1                       
6       2700         4500        2193       427       35       1 
7      56700        97200       50553     11160     1162      56       1 
  











































































































































































































































































































By observing the table above, we can see that 
 
,                                 Eq. 110 
 




.                         Eq. 112 
 
 
Then we use Eq. 105 for , namely  to  
 
tabulate Table 23. 
 
      1          2           3          4        5       6     7    8   
 
  1        1 
2         1          1 
3         1          7           1  
4         1         43          17          1            
5         1        259         213         32        1                               
6         1       1555        2389        693       53       1 
7         1       9331       25445      12784     1806      81     1 
8         1      55987      263781     217205    50710    4074   117    1  
  




























































































































































































































































































By observing the table above, we can derive  
 




.                    Eq. 114 
 
 
Note that Eqs. 110-114 are the extensions of the following basic Stirling identities as can be  
 
obtained from Table 13 and Table 14:  
 
                     
, ,  and . 
                                                   
 




as follows (showing only the inductive step): 
                
 
 



























































































































































































































































































More triangular arrays can be constructed with appropriate pairs of coefficients in the global  
 
structures (recursive formulas) based on the local foundations (underlying sequences). 
 
 
For example, we can use the following recursive formula 
 
                Eq. 115 
 
to obtain Table 24. 
                
          1        2               3              4           5 
 
     1       1  
     2                   1   
     3                         1                                             
4                               1 
     5                                           1   
 
Table 24.    Table for Eq. 115 
 
 
We can derive  
 











































































































































































































and much more. 
 
                                                                      
For further investigation, we shall introduce the following method of common differences.  
 
 
As we can check in Table 22, the common difference for  is of degree 6. So  
 








    
    
    
    
    
    
    
 
































































































































































    
    
    
    
    
                    
 
or equivalently  
 
    
    
    
    
    
 
or equivalently  
 
    
    















































































































































or equivalently  
 
    
    
    
 
or equivalently  
 
     
    
 
or equivalently . We can thus successively obtain , ,  
 
, , ,  and . Therefore, we have 
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which can further be converted into 
 
      .                                  
 























































































































































    
    
    
    
    
    
    
 
and follow the same exact procedure as in the case of  to obtain 
 
, , , , ,  and . 
   
 
Likewise, we can arrive at 
 
       . 
                                                                                                           
 
Let us now consider the ordered Bell polynomial 
 
 for                     Eq. 116 
 






































































































































































































 for .                   Eq. 117 
 
 
Can we generalize Eq. 77 for ? We shall see that  only when  
 
. For our purpose, let us define the difference Bell polynomial  to be  
 
.                         Eq. 118 
 
 








as follows.  


























1n ),(),( daEdaF nn 
da  ),( daDn





















































3 22),( dadadaB 
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2 2),( daddaF 
322
3 84),( daddadaF 
43223
4 44246),( daddadadaF 
2
2 2),( daddaE 
323
3 66),( dadadaE 
43223
4 372864),( daddadadaE 
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.              Eq. 119 
                                                                                                         
 
In conclusion, let us get back to our main theme.  
 
The polynomial expression for  can be obtained by solving simultaneously  
 
the following equations. 
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daddaD )(),(2 
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The column coefficients of the latter are taken from the top diagonal of each of the difference  
 
table of the column coefficients of the former as in Table 25. 
 
                      
1                                  1 
16   15              1                   9    8 
81   65    50       8    7         1                36   27  19 
256  175  110  60       27  19  12      4  3      1     100   64  37  18   
625  369  194  84  24   64  37  18  6   9  5  2   2  1  225  125  61  24  6 
                      















































































Let us rewrite the reduced simultaneous equations using the difference notations as  
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where , , , , , , , 
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The polynomial coefficients for  can thus be obtained via Table 26. 
 
1 
5        4 
14  9 5 
30 16 7 2 
 










while the polynomial expression for  via Table 27. 
 
1                       1 
32   31                 17    16 
243     211 180                98    81  65 
1024     781 570    390          337    256   175   110 
3125    2101   1320    750  360        962    625   369   194   84 
7776    4651   2550   1320  480   120   2258   1296   617   302  108  24 
 































































































































The polynomial expressions for , , can be obtained in the similar fashion.  
 
  
Note that each Bernoulli number  can now be calculated independently!  
 
 
Readers are urged to consult (3)-(8) for further understanding and are also encouraged to  
 
prove and explore the unproven Eqs. 107-109 and even the conjecture Eq. 119. 
 
 










































































































































Polynomial:   A mathematical expression such as ax3+bx2-cx, where x is a variable and a,  
 
b, c are called coefficients. 
 
Binomial expansion:  According to the binomial theorem, it is possible to expand the  
 
polynomial (x + y)n into a sum involving terms of the form a xb  yc, where the  
 
exponents b and c are nonnegative integers with b + c = n, and the coefficient a of each  
 
term is a specific positive integer depending on n and b. 
 
Combinatorics: The branch of mathematics dealing with combinations of objects  
 
belonging to a finite set in accordance with certain constraints. 
 
Integration of a polynomial: The polynomial rule of integration via term-wise  
 
integration can be justified by the fact that the volume 𝑖𝑘+1  of  a 𝑘 + 1 dimensional cube  
 
with side  is the integral of the surface area (𝑘 + 1)𝑖𝑘 . To explain why it works, let 𝑟𝑖 be  
 
the inradius of a  dimensional cube with side . Then the volume (2𝑟𝑖)
𝑘 is  
 
geometrically the integral of the surface area 2𝑘(2𝑟𝑖)




Since , we have 𝑖𝑘 = 𝑘 ∫ 𝑖𝑘−1𝑑𝑖. It follows that 
 






𝑖=1 .  
 
Mathematical induction:   To prove a statement S(n) is true for any natural number n, it  
 
suffices first to establish the inductive basis [to prove S(1) is true] and then to provide the  
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E-BOOK SERIES AND CHAPTER INTRODUCTON 
 
Introduction to the eBOOK Series of the "EVOLUTIONARY PROGRESS IN SCIENCE, 
 
TECHNOLOGY, ENGINEERING, ARTS AND MATHEMATICS (STEAM)" and This  
 
Chapter “EVOLUTIONARY MATHEMATICS AND SCIENCE FOR NUMBERS INTRICACY  
 
INVESTIGATION” 
The acronym STEM stands for “science, technology, engineering and mathematics”. In 
accordance with the National Science Teachers Association (NSTA), “A common definition 
of STEM education is an interdisciplinary approach to learning where rigorous academic 
concepts are coupled with real-world lessons as students apply science, technology, 
engineering, and mathematics in contexts that make connections between school, community, 
work, and the global enterprise enabling the development of STEM literacy and with it the 
ability to compete in the new economy”. The problem of this country has been pointed out by 
the US Department of Education that  “All young people should be prepared to think deeply 
and to think well so that they have the chance to become the innovators, educators, researchers, 
and leaders who can solve the most pressing challenges facing our nation and our world, both 
today and tomorrow. But, right now, not enough of our youth have access to quality STEM 
learning opportunities and too few students see these disciplines as springboards for their 
careers.”  STEM learning and applications are very popular topics at present, and STEM 
related careers are in great demand.  According to the US Department of Education reports 
that the number of STEM jobs in the United States will grow by 14% from 2010 to 2020, which 
is much faster than the national average of 5-8 % across all job sectors. Computer programming 
and IT jobs top the list of the hardest to fill jobs. 
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Despite this, the most popular college majors are business, law, etc., not STEM related. For 
this reason, the US government has just extended a provision allowing foreign students that are 
earning degrees in STEM fields a seven month visa extension, now allowing them to stay for 
up to three years of “on the job training”. So, at present STEM is a legal term. The acronym 
STEAM stands for “science, technology, engineering, arts and mathematics”. As one can see, 
STEAM (adds “arts”) is simply a variation of STEM. The word of “arts” means application, 
creation, ingenuity, and integration, for enhancing STEM inside, or exploring of STEM outside.  
It may also mean that the word of “arts” connects all of the humanities through an idea that a 
person is looking for a solution to a very specific problem which comes out of the original 
inquiry process. STEAM is an academic term in the field of education.  
 
 
The University of San Diego and Concordia University offer a college degree with a STEAM 
focus. Basically STEAM is a framework for teaching or R&D, which is customizable and 
functional, thence the “fun” in functional. As a typical example, if STEM represents a normal 
cell phone communication tower looking like a steel truss or concrete column,STEAM will be 
an artificial green tree with all devices hided, but still with all cell phone communication 
functions. This ebook series presents the recent evolutionary progress in STEAM with many 
innovative chapters contributed by academic and professional experts. 
 
 
This ebook chapter,“EVOLUTIONARY MATHEMATICS AND SCIENCE FOR NUMBERS 
INTRICACY INVESTIGATION” is Dr. Hung-ping Tsao’s collection of thoughts, works and 
articles about various ways of coming up with formulas for sums of powers throughout his 
retired period for seventeen years now. Three years prior to the publication of “EXPLICIT 
POLYNOMIAL EXPRESSIONS FOR SUMS OF POWERS OF AN ARITHMETIC  
PROGRESSION”, he gave a few talks among universities in Taiwan and a class of gifted 
students of his Alma Mater (High School of National Taiwan Normal University). He was 
then invited to present “General Triangular Arrays of Numbers” by “22nd Asian  
Technology Conference in Mathematics” (Chung Yuan Christian University, December 19, 
2017). He is also grateful that Professor Ronald Graham [author of “CONCRETE 
MATHEMATICS”] replied promptly to my e-mails with two separate attachments of his 
manuscripts that he generalized most of the special functions in Chapter 6 of “CONCRETE 
MATHEMATICS”. He is presenting here a systemic but rather long account of his personal 
excursion into the realm of numbers initiated by Blaise Pascal, James Stirling, Leonhard 
Euler and Jacob Bernoulli, which is therefore not meant to be a categorical survey of the  
topic.  
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