Abstract. Many hardware-in-the-loop simulation (HILS) tools and techniques have focused on testing of standalone embedded systems, or designed for some specific applications, so that engineers should totally modify them when multiple systems for new applications need to be developed. This paper presents an extended HILS framework for testing multiple heterogeneous embedded systems simultaneously. By employing publish-subscribe middleware, the proposed framework can provide scalability and flexibility in terms of system composition. Also, a lightweight software layer loaded on each system enhances usability and reusability of the framework.
Introduction
In cyber-physical systems (CPS), heterogeneous embedded computer systems and networks monitor and control physical systems, usually with feedback loops where physical systems affect computations and vice versa [1] . Thus, relationships and effects among such heterogeneous systems must be carefully considered during the entire development phase [2] , even within hardware-in-the-loop simulation (HILS) based testing. If not, unpredictable emergent behavior could appear due to their composition, which may lead to some catastrophic results [3] . However, the existing HILS techniques and tools (e.g., Simulink [4] ) have focused on testing for a standalone embedded system. Although several research efforts [5, 6] for enabling simultaneous HILS testing for multiple systems have been already made, each of them is designed only for a specific application in a specific CPS domain. Thus, to build an application in another domain, engineers might totally rewrite a HILS framework for the application from scratch.
In this paper, we propose a generic framework for multiple-hardware-in-the-loop simulation (MHILS), in which heterogeneous embedded systems, together with their interactions, can be tested simultaneously based on simulation. Multiple heterogeneous systems and simulators are coupled based on publish-subscribe middleware (PSMW), such as the Data Distribution Service for Real-Time Systems (DDS) [7] . Each system loads a thin software layer that provides data routings for MHILS and hardware abstraction by means of the uniform interface. A basic skeleton of the layer for a system will be able to be generated from the system simulation models, through our modeling tool. Thanks to loose coupling and scalability provided by PSMW, system engineers can freely add, remove or replace systems and simulators. The framework is very easy to be customized for a new system; it can be done just by applying the hardware access functions of the system to the software layer. The layer enables routing paths for MHILS to be set remotely and can also make application developer build applications easier. A prototype implementation of the framework is described with a case study.
MHILS Framework
This section describes the proposed framework in detail. Fig. 1 shows the basic architecture of the proposed framework, in which multiple simulators and embedded systems are connected through PSMW. They exchange data with each other based on topics. In a general MHILS, simulators would synthesize sensing data for testing systems, and issue (publish) these data to the associated topics via PSMW. Each system under test would read (subscribe), instead of readings from its actual sensors, synthesized sensing data which it subscribes, and feed them into its control software. Actuation data produced by control software would be published to the associated topics through PSMW, and subscribed by simulators, which results in the formation of feedback loops between simulators and systems.
Basic Architecture
The framework allows a system under test to directly subscribe the response of another system, so that the interaction between them can be tested simultaneously. Moreover, thanks to loose coupling and scalability provided by PSMW, each system or simulator can be freely added, removed and even replaced with any corresponding one. At the early stage of the development of a CPS, most systems would not be implemented. By using the framework, a few systems and their interactions could be tested with simulators that emulate the remaining ones. As each of the remaining ones is implemented, it would replace a corresponding simulator with ease.
CPS Programming Interface (CPI)
In the proposed framework, for each system under test, a thin intermediate layer called CPS programming interfaces (CPI) is placed between the system and application layers, as shown in Fig. 2 . CPI can directly access the hardware resources of a system, such as sensors, actuators and networking adaptors, through the interface provided by the system. In contrast, application programs must access these resources via the interface provide by CPI. For example, to acquire data from a sensor, a program must call a function of CPI corresponding to that sensor.
Fig. 2. CPS programming interfaces (CPI).
The automatic generation of basic skeletons for CPI will be supported by our modeling tool. The tool is being developed based on based on the nondeterministic and elapsed-time-sensitive discrete event system specification (DEVS) [8, 9] that can also describe models of the elapsed-time-sensitive DEVS [10] . Thus, the reachability of models designed with the tool will be able to be analyzed. Also, when an embedded system is designed with the tool, each interface for a hardware resource can be 'marked.' Then, the tool will be able to generate a basic skeleton of CPI for the system based on these 'marks.' The skeleton will include code for data routing described in the next subsection.
By providing such an interface for applications, CPI can route data among hardware resources, application programs and PSMW, based on the settings of the system engineers. For example, in a general HILS, CPI would feed data synthesized Advanced Science and Technology Letters Vol.123 (CCA 2016) by external simulators to programs, and publish the response of the programs by means of the interface. Also, providing such an interface in a higher level of hardware abstraction can make application developers build programs easier. Moreover, CPI is very easy to be customized for a new system; for a new system, the engineers just need to apply the hardware access functions of the system to CPI.
Data Routing
As shown in Fig. 3 , CPI has a control unit that changes routing paths among the interfaces, based on the engineers' settings. These routing paths can be easily set by the engineers, through a remote environment. When the engineer remotely accesses CPI, it lists interface functions that can be coupled together with their attributes, including IDs, names, access types, data types and sampling rates. Once the engineers have coupled them through the environment, the routing paths are established by the control unit of CPI. Moreover, by the characteristics of each HILS, the engineers can freely change the paths. For example, to verify a controller model for a system, the paths could be set to feed readings from sensors of the system to simulators.
Fig. 3. Data routing by CPI
Another benefit of the proposed framework is that, in most cases, the engineers do not need to remove CPI from a system for the final release. It can be released straight away, just by coupling each interface provided by CPIs and an associated hardware interface. Especially for systems using PSMW, in their final releases, even PSMW does need to be removed, so that efforts to build the releases could be reduced, compared to the existing HILS solutions.
In order to facilitate exchanging data with external simulators or systems, CPI has buffers for the interface to PSMW. In general, CPI should exchange these data with them periodically. On the other hand, application programs may read/write the data only when they need. Thus, the latest data should be temporarily stored in the buffers.
Implementation
We have implemented a prototype of the proposed framework. The prototype used DDS as PSMW, and can be remotely configured through our modeling tool or the ETRI CPS Open Platform Developer (EcoPOD) [11] . By using the prototype, multiple heterogeneous embedded systems can be virtually tested with the ETRI CPS Open Simulator (EcoSIM).
According to our customers, most embedded controllers work at 60Hz. Therefore, the data delay caused by CPI must be less than 16.7ms, under a general HILS. As shown in Table 1 , the average data delays of CPI were within the requirement, even at the 50% CPU usage. Especially when the release mode is set, functions to access hardware resources provided by CPI are directly linked with the system interface by function pointers. Thus, the delays were negligible. We have performed a case study shown in Fig. 4 , based on the framework. An autonomous quadrotor takes off/lands at a ship pitching and rolling, and patrols a certain area. A flight controller of the quadrotor, a 3-axis motion table for the quadrotor, a guidance controller of the ship, a 2-axis motion table for the ship and EcoSIM emulating the remaining systems were coupled through the framework. During take-off and landing, they interact with each other, both in physical and communicational ways. By using the framework, the interaction between them could be tested, which would result in the development of more reliable controllers.
Conclusions and Future Work
This paper presents a generic MHILS framework that can simultaneously test multiple heterogeneous embedded systems and simulators, with minimal customization efforts. The proposed framework can provide scalability and flexibility with the use of PSMW. CPI of the framework not only enables MHILS data routings, but also improves the usability in development in customization. A prototype implementation was described with a case study, which shows the efficiency and effectiveness of the framework. We will investigate further optimization for CPI to minimize the delays.
