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In this paper, we prove that the energy of an atom with nuclear charge Z is 
greater than - &Z ‘I3 + (q/8) Z2 + O(Z’7Dlog Z) atomic units as Z--t co. q is the 
number of spin states (q = 2 for electrons) and CrF is the Thomas-Fermi constant 
for such systems. 0 1990 Academic Press, Inc. 
0. INTR00uc~10N 
In their efforts to understand the statistical properties of the electron 
density in atoms and molecules, Thomas and Fermi independently inven- 
ted Thomas-Fermi, or T-F, theory in 1927. In its modern formulation, T-F 
theory is the analysis of the electron density function p(x), XE R3, which 
maximizes the T-F energy functional. For an atom of charge Z, this 
functional equals 
with y = (6n2/q)2’3, and q the number of physical spin states. For electrons, 
q = 2. The three terms model the kinetic energy, the electrons’ attraction to 
the nucleus, and their repulsion from the other electrons, respectively. We 
will refer to them as K, -A, and R, respectively. The energy is expressed 
in Hartree’s atomic units. That is, K/2m = 1. The Thomas-Fermi energy is 
The functional E-&Z,p) always attains its minimum at a unique pz(x) 
with j pz(x) dx = Z. By resealing, it is easy to see that p=(x) = Z2p(Z ‘13x), 
where p is the minimizer for Z = 1. 
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Associated to &(l,p) is the variational equation 
Quantum mechanical convention (see [ 11) has the right-hand side written 
Y(l-4 Y-‘)lxl -‘t where y satisfies 
y”(r) =,v3j2(r) r-‘I*, r>O 
Y(O) = 1, lim y(r) = 0. 
r-m 
See [2] for an analysis of this solution. For the discussion which follows, 
we will need some facts about y that are presented in [2]. First, there is 
a unique boundary value y’(O) = - w, o z 1.5888..., which gives the desired 
behavior at infinity. Near r = 0, y can be represented 
y(r) = 1 - wr + 4/3 r3’* + O(rS”) 
with derivatives having the corresponding form as r + co, 
(0.1) 
y(r)= 144’-3 I+ f  c,r-“’ 
( > 
, z =; (J73-7). (0.2) 
n=l 
This sum converges. The necessary fact for us is that given E > 0 we can 
pick T(E) so that if r>F(&), then y(r) and its first three derivatives agree 
with 155~~~ and its first three derivatives within a factor 1 + E. The 
solution y is C”, strictly positive, monotone decreasing, and convex. 
Reference [3] is a thorough discussion ofp and it properties. The scaling 
pz(x) = Z2p(Z”3x) implies E-&Z) = - Z7i3CTF, where C,, = - ETF( 1). 
Theorem 5.21 of [3] uses a simple scaling argument to prove 
R:K: - C,,:A = 1:3:3:1. 
In their 1977 paper [4], Lieb and Simon proved that T-F theory 
describes the gross statistical properties of atoms and molecules in the large 
Z limit. For a nice discussion, see Section V of [3]. To describe their main 
theorem, we need some extra notation. The Hamiltonian for N electrons in 
an atom with nuclear carge Z is 
H z,N=kc, (-A,-ZIX~I-‘}+CIX~-~,I-‘. 
i.j 
Let E&Z, N) denote the ground state energy of Hz,, (defined to be 
inf spec H,,,) taken over the Hilbert space ~~*(Iw3; P). This Hilbert 
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space is the antisymmetric tensor product of q spin state wavefunctions. 
For electrons, q = 2. However, it will be enough to do all our analysis 
with q= 1. Let t,&(x,, . . . . x,; trl, . . . . 04) be any normalized function in 
Ayz(R3; 0) and let 
p+(x) = N t 
i=l 
j 1$(x, x2, . . . . x,; CT,, . . . . oq)12 dx, . ..dx.. 
Theorem 5.2 of [3] establishes the relationship between quantum 
mechanics and Thomas-Fermi theory. Let me describe it for the special 
case q= 1. 
THEOREM 5.2. OF [3]. Let {$(x1, . . . . x,(,,)} be a sequence of normalized 
wavefunctions in A ~2(R3) for which I($,HZ,N$)-EaMl Z-7’3=o(1) as 
Z + 00. Then, 
Moreover, if D is any bounded set in [w3, then 
Z-2 
5 
npIU(Z-1’3x)dx+ Qp(x)dx. 
I 
In particular, this proves that E(Z) Z -‘I3 converges to - CTF as Z + CD. 
Lieb and Simon were able to bound the error by O(Z -‘13’). 
Notice that - CTFZ713 is exactly the semiclassical phase space volume 
counting approximation to the ground state energy of 
k$, ( -Ak-Zy(Z1’3 lxkj y-l) ]x~J-‘)-Z”~ R. (0.3) 
This Hamiltonian provides a useful model in the sense that 
correctly models the electrostatic potential that a given electron feels, but 
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counts the interaction of each electron pair twice. Hence, subract the T-F 
repulsion. The semiclassical approximation gives 
j$ 1 (z,v(z”31xJ y-‘)1x( -‘)5’2dx 
as the ground state energy of the first term in (0.3). Because of the ratios 
of K, A, etc., the explicit value of y, and the relationship between y and p, 
we know this is - (2/3) CTFZ713. Since Z7j3R = (l/3) CTFZTi3, the two 
terms add to give - CrrZ2j3. 
Recall that semiclassical phase space volume counting means decom- 
posing Iw3 into little cubes dx = dx,dx,dx, and figuring out how many 
particles with total energy less than a given energy -E can fit in each 
individual cube. If the potential energy is - V(x) on dx, then each particle 
in dx must have kinetic energy < ( V(x) - E) + The eigenvalues for the 
kinetic energy operator -A on a cube dx are 
(27~)~ Id-xl p2’3 (mf + m; + m;), mieZ. 
The number of eigenvalues with energy d (V(x) - E) + is approximately 
N(E,x)=V01((2rr)~ ldxlp”3 Iml’<(V(x)-E)+} 
For q spin states, exactly q particles can occupy each energy level. Hence, 
there are q . N( E, x) particles in dx with energy < - E. The total energy of 
all the electrons in dx is 
s 0; - q.N(E,x)dE=L 157c2 s V(x)“’ dx. 0 
This calculation is asymptotically correct as the potential V gets large. In 
our case, 
V(x) =zy(z”3Jx( y-‘)1x1 -I. 
In his 1952 paper [S], Scott argued that this semiclassical calculation 
does not accurately account for the innermost electrons-i.e., those with 
greatest negative energy. Since these electrons have energy - Z2, there 
should be a correction to - C,,Z713 of order Z’. To uncover it, he 
replaced the semiclassical estimate for the sum of the energies of the first 
K electrons by its quantum mechanical analogue. Near the nucleus, 
y(x) - 1. Hence, he compared the semiclassical approximation for the sum 
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of the first eigenvalue of - A, - 21x(-’ with the exact quantum calcula- 
tion. The quantum mechanical quantity is larger by Z2(q/8 + O(K-“2)). 
Scott took q = 2 and 1y+ co. The Z2/4 term is known as Scott’s correction. 
In Section I of this paper, we will prove that (0.3) is a lower bound for 
H Z,N? modulo an error E(X) which has expectation 0(2’13) in the ground 
state. Calculation of the ground state for (0.3) reduces to one-dimensional 
eigenvalue problems. WKB theory provides a technique to sum eigenvalues 
of one-dimensional problems. We will see that application of the WKB 
method to (0.3) agrees with the semiclassical eigenvalue calculation of 
(0.3). Furthermore, we can explicitly estimate the errors from the WKB 
calculations. That is the subject of Section II. The different one-dimen- 
sional problems correspond to different spherical harmonics into which the 
eigenfunctions of the radial equation (0.3) decompose. For the smallest 
spherical harmonics, the WKB errors are so large as to make the analysis 
useless. For these 1, we replace the one-dimensional Schrodinger operator 
by the strictly smaller operator 
and calculate explicitly. This has the same effect as Scott’s replacement of 
semiclassical eigenvalue summing by quantum mechanics for the lowest 
energy levels. It proves 
THEOREM. E,,(Z) 2 - CTFZ7/3 + (q/8) Z* + O(Z17/910g Z). 
To simplify computations, we will prove the theorem for q = 1. The proof 
for other q is an obvious generalization. 
Subsequent to the completion of this paper, I learned that H. Siedentop 
[H. Siedentop, personal communication J established a similar upper 
bound to E,,(Z). Together, these two results prove Scott’s famous 
conjecture. 
I. REDUCTION TO ONE-DIMENSIONAL PROBLEMS 
In this section we derive a simple inequality that bounds the elec- 
tron-electron interaction from below by the sum of the electrons’ interac- 
tion with your favorite charge cloud. We will use the T-F density pz. As 
the discussion of Section 0 indicates, this is the correct choice as Z + cc. 
60717912-6 
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For practical values of Z, other densities may lead to better results and 
optimization will probably be appropriate. Walter Thirring employed a 
similer lower bound to make numerical calculations. See [6]. 
To cast the inequality in its general setting, let p(x) 30 be any L’(lR3) 
function for which all the quantities we write down are finite. Let X~E [w’, 
i = 1, . . . . N, be coordinates of the N electrons in our system. For x E Iw3, let 
R(x) be defined by 
J ,x--y,<R( . x ,p++= l. 
(I.11 
Let dpL, be a normalized uniform surface measure on the sphere 
1 y-x( = R(x) about x. Our lower bound is derived from the following 
elementary potential theory inequality: 
Rearranging terms in (1.2) gives 
The left side is clearly dominated by xi< j Ixi - xjI ~ ‘. For each i, the brack- 
eted term equals 
b(xi)= J,,-.,,,Rlx.) lxi - YI -I P(Y) & + WWJ. (1.3) 
We have obtained the desired lower bound 
c Ixi-xjl-‘> 5 4 (x,)-rJJ~x--yl-~~(y)p(x)dxdy U-4) i-cj i= 1 
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and, hence, the operator inequality 
Denote the L#‘) operator -Ax-Z/(x( +4(x) by R,. The ground state 
energy of an atom of charge Z is given by 
E(Z)=inf inf (Hz,,&, y5). 
N Illlrll~==l 
Inequality (1.5) implies 
For given N, the second inlinum is attained by 9(x,, . . . . xN)= 
Ic/l(Xl) * *-- A $,Jx,,,), where $i is the eigenfunction corresponding to 
the ith lowest eigenvalue Ei of R, acting on L:(R3). Let 
-Et-c -Ef< ... < 0 be the negative eigenvalues of H,,,. We have 
shown 
E(Z)> f (-Ef)-f51I~-ylp(x)p(~)~xdy. 
k=O 
(1.6) 
This is a big step. It reduces the calculation of E(Z) to a one electron 
eigenvalue problem. Now assume p(x) is a radial function of XE R3. This 
trivially implies that d(x) is also radial. The eigenfunctions e(x) of if, 
decompose as products of radial functions and spherical harmonics. For 
angular momentum I( I + 1 ), the radial function f is (after the usual change 
of variable) an eigenfunction for 
-$f+ { -z,r+&)+/(l+ l),r’)f= -EJ 
Let - E$‘< - EF’< ... < 0 be the negative eigenvalues for (1.7). This 
reduces (1.6.) to 
E(Z)2 fj (21+1). f (-Es’) 
I=0 k=O 
(1.8) 
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Once we have our hands on 4(r), a tedious and taxing application of the 
WKB approximation gives a good lower bound. To prove Scott’s conjec- 
ture, let p(x) be the Thomas-Fermi density P=(X) for a charge 2 neutral 
atom. It is much more convenient to deal with 
i(x) = /j Ix - .A-' PZLY) 4 
than with the d(x) defined by (1.3). The two differ by the error 
E(X) =4(x)-$(x, = 1/2R(x, Z) - J IX - YI - * Pi 4). (1.9) 
Ix ~ yl < R(.x. Z) 
The following lemma allows us to replace q4 by c$. 
LEMMA. Let *z(xl, . . . . x,.,,) be the ground state wavefunction’ for an atorn 
of charge Z. Then, ((Cr= 1 E(x~)) $, $) = c~(Z~‘~) as Z-r GO. 
Proof: Define 
dz(x)= N ~-j- 1$(x, x2, . . . . xN12 dx, . ..dx.. 
52 TN 
As we saw in the introduction, Theorem 5.2 of [3] states that 
Z-2Bz(xZ-1’3) +p,(x) in the various senses, as Z+ co, where pi is the 
Z= 1 T-F density. By antisymmetry, 
l(. ,c, &b,)) $9 $= jR3 4x)dAx) dx. 
By definition of R(x), E(X) is strictly negative and bounded in absolute 
value by 
Hence, we must estimate 
ss Ix- A -‘~zb)dz(x)dxd~. , --Y,<R(x.Z) 
’ If E(Z) is degenerate, I++~ can be any ground state wavefunction as far as Lemma 1 is 
concerned. If E(Z) is not an eigenvalue, but merely inf,inf spec H,,, then it is possible to 
define an approximating sequence tiz in such a way that the lemma &II holds. See [3, p. 6231. 
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Change variables y = jLZ - ‘13, x = XZ - ‘13. The integral becomes 
Z7’3ff,“~Y,<~I:lR(L-I/3~,Z)‘X-~‘-1Z-2 
x Dz(xZ 
- l/3) z -‘pz(yZ - 1’3) dx dy 
=z5’3 jxsR3 
z -2~~(~z -l/3) z2/3 
X Ix-rl-‘P,(J+wx . 
Ix- yJ <Z’13R(Z-‘/3x, Z) 1 
Define &x, Z) = Z li3R(Z -l13x, Z) and 
Notice that the definition of R(x, Z) implies that &x, Z) is defined by: 
ff 
, --, R( z)PdY)dy=z-‘. 
x < x, 
As Z-co, 
W(x, Z) -+ const. (pi(x) Z)-‘j3 
4(x, Z) -+ const.4,(~)“~. 
This convergence is uniform for lx]> E. As x + co, p,(x) zconst. xe6. 
As x -0, pl(x)=const. Xe312(1 + O(x)). In the regimes x+ a and 
Z-2/3 < 1x1 < E, pi(x) changes by at most a factor over the ball about x for 
which p integrates to z- ‘. Hence, 
4(x, Z) -c const. pi(x)‘” 
in these cases. By uniform convergence, it also holds when 1x1 is > E but 
not yet in the large (xl asymptotic regime. Furthermore, 
4(x, Z) < fj(0, Z) < z 1’3 
for all Z. In particular, it holds when 1x1 < Z-2’3. This implies 
&x, Z) < const. p1(x)‘13 for all x, 
independently of Z. 
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The well-known LiebThirring stability of matter inequality (see [6, 
p. 111) states 
(I), dN$) 3 const. jjy(x) dx. 
After resealing, it gives 
(II/, dN$) Z-7’3 aconst. (Z-2@z(xZ-1/3))5/3 dx. 
By Theorem 5.2 of [3] the left-hand side converges to the constant K. 
Holder’s inequality implies 
s z -‘jjz(xZ -“3) 4(x, Z) dx XER 
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< (Z -‘pz(xZ -1’3))5’3 dx > (1 4(x, Z)“* dx > 
The first factor converges to K315. The second is 
< const. (Ipl(l)5/6)2’5 < 03. 1 
Staying with the notation of Section 0, let us write the screened potential 
-Zlxl-‘+ jlx-yl-‘p(y)dy =Zy(Z1’3y-1 1x1) 1~1~~. 
I 
We must compute a lower bound for the sum of the negative eigenvalues 
e-E=.‘< -E=.‘< . . . 
0 1 <o of 
-d* 
~r~+{-Z~(Z”~y-~r)v-‘+1(Z+l)r-*}w= -Ew. (1.10) 
Let L(Z) be the largest integer less than Z”9. Since y < 1, the eigenvalues 
of the hydrogenic atom 
-SW+{ -Zr-‘+1(1+l)r-*} w= -Ew 
are strictly less than those of (1.10). Furthermore, they give a useful lower 
bound when I < L(Z). We can calculate it: 
(21+ 1) f Z2/4(k+z)2. k=l 
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By approximating each sum on k by the corresponding integral and 
estimating the error, it is easy to calculate 
,$J2/+1) 5 (l+k)-2=2(L+l)-;+O(L-1). 
k=l 
This implies 
L(Z;+l -l/g+O(L(z)-l)). (1.11) 
For 12 L(Z) + 1, the WKB approximation helps us sum the eigenvalues 
of (I. 10). After resealing, (1.10) becomes 
$w+Z2~3jy(y-1r)r-1-nr-2-r) w=o, (1.12) 
where 51 = 1(1+ 1) Z w-/3, d = EZ -4’3. Since y(r) N 1 as r + 0, there is 
exactly one linearly independent solution of (1.12) which is L2 as r + 0. We 
must find the “eigenvalue” J$ = E2’Z - 4/3 for which this solution decays 
exponentially at infinity. WKB theory gives the large Z asymptotic answer 
(Z1/37r)j (y(Y-‘r)r-‘-Qr-2-tP,):/2dr=k+1/2. (I. 
The main work in this article goes into proving 
WKB THEOREM. Assume 52 > L(Z)(L(Z) + 1) Z -‘13. Let - b(sZ 
3) 
= 
min,{S2x-2- y(y-‘x) x-l) and assume Q is small enough that 6(Q) >O. 
Let c?!fk with - 6(Q) < - $ < - &I< . . . < 0 be the negative eigenvalue of 
(1.12) and define 6(Z, 8, &k) by 
(Z”3/lr)~(y(y-1X)X-1-~X-2-~k}~dX=k+1/2+d(Z,~,~~). (1.14) 
There is a constant M so that if 
-I(O)< -gk< -b(Q)+ 10MZ-“39-1’3 
then (S(Z, 52, tpk.1 = o( 1) uniformly in Q as Z + 00, and if 
-6(Q)+10MZ-“3Q-3’2< -&GO 
then IS(Z, Q, &)I < MZ -1’3G?R33/2(&(Q) - &)-I. 
Notice that {axe2 - y(y-‘x) x-r > > (52x-2 - x-1) > - (48)-l. 
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Hence, 6(Q) < (4Q))‘. Furthermore, since y(x) x 144~~ as x -+ co, 
{Qx-*-y(y-‘x)x-’ > is positive for large x. As 52 increases, the region on 
which this potential is negative shrinks monotonically. At some sufficiently 
large Q = 8, E(d) = 0. For s2 > a, (1.12) has no negative eigenvalues. For 
Q < 6, they range between -a(Q) and 0. The WKB Theorem describes 
precisely the extent to which (1.13) gives an approximation to these eigen- 
values. 
We prove the WKB Theorem in Section II. In the remainder of this 
section we show how the WKB Theorem implies the theorem of this paper. 
Define 
G(Q,&)=(l/n)[ {y(x)-‘-Qx-*-b}:/zdx. 
For Q=l(f+ l)ZP2”, 
c Ef-‘=Z413 c ~9~. 
k=O k=O 
We must estimate Ck=O&k. If - gk is the smallest negative eigenvalue, 
assume c?~ + 1 = 0. We can rewrite 
c &k= i (k+1,(&k-G;,+,). 
In Section II, we will calculate the first two derivatives of G(Q, 8) with 
respect to E. For now, simply note that they exist. For k < K, where 6” is 
the smallest of the gk, this implies 
z1’3 SB:“,, G(R, 8) de? 2 ( 1/2)Z”3 G(Q, 8k’k) + $ G(Q, G1k)(g - 8k’k) 
+ (l/2) -$ G(Q, F’,)(& - &k)’ 1 
+j-;+, [G(pTh+, t-l )+ ,,G(JZ, &k+t)(g-&k+fL) 
+(1/2)~c(n,~;)(ge1+1)* 
for,some EkjikE [&, gk+i]. By (1.14), this is 
a(k+ l)(gk--k+,) 
-zv* -$G(Q &i,, (&k-&+1)3. 
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Notice that once 2 is large enough the WKB Theorem implies 
(S(Z, 0, &)I -C l/10, independently of LJ and ~7~. Hence (1.14) and the mean 
value theorem imply 
for some & E [c?” + 1, 8’1. For k < K this implies 
z1/3 
s 
4 
G(a,b)d~~((k+l)(~~--G;,,,) 
‘fk+l 
Also, 
(K+l)(~~-~~+,)=(K+l)~~ 
= Z1’3 j:k G(Q, LfK) + (l/2 - 6(Z, Sz, &)) &. 
Since G is decreasing with increasing d this is 
6 z l/3 
I 
” G(O, 8) u’cf? + (l/2 - d(Z, Q, &)) . &. (1.16) 
0 
Inequality (I.1 5) implies 
-1 
r&<222-“3 $ G(f2, &) . 
Since (61 is small compared to 1, 
-1 
I (l/2 - 6(Z, n, &)) . I&l < 22 - 1’3 $G(Q, &) . 
Hence, 
Z”3 l;K G(S1, 8) d&’ >((K+l)g;c-22-1’3 -$ G(Q, &I -‘. (1.16’) 
To apply (1.16) and (I. 16’) we use the following estimates, proved in 
Section II. Assume Sz > L(Z)(L(Z) + 1) Z -*j3. 
226 
Estimate 1. 
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Estimate 2. If - ~9~ > -6(Q) + 10MZ-1’3Q~3’2 then 
Estimate 3. Let K(Z, Q)=min{kI -c$> -8(Q)+ 10MZ-“3Q-3’2}. 
Then for sufliciently large Z, K(Z, Q) is uniformly bounded, independently 
of Z and 52. 
Estimate 1 and (1.16’) imply 
(K+1)6;,~z’~3j~KG(SZ,d)~~++z-‘!3. 
0 
(1.17) 
Estimate 2, (I.16), and the WKB Theorem imply 
K-l 
*=zz R) w+ u(~G+JQz~/~ s” G(Q, b)dg ~Kl.?. 0) 
K-l 
+5Mz-1’3Q-3’2 1 (&(a)-~k)-‘+Fk-~k+,). 
k=K(Z,R) 
Estimate 3 implies 
K(Z. O)- I 
,C, (k+ 1)(8k-8k+,)d(largeconst.)Z-“3Q-3’2. 
Perhaps sacrificing a factor which is very close to 1, we can replace 
K-1 
c (@w2)-4’,)-’ (G;,-4k+,) 
k = K(Z, Ql 
by the corresponding integral. To see this, notice that (1.15), Estimate 1, 
and the fact that a(Q) < (4Q)-’ imply that the eigenvalue gap I& - &+ i( 
is small compared to IS(Q) - &&I as long as k > K(Z, s2). After a change of 
variables, the integral equals 
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which is 
I 
(4Q)-’ 
< 8 - ‘dip < log Z “‘Sz + const. 
10,+fZ-‘/Q-‘iZ 
Put all this together and we find that for 8 E [L(Z)(L(Z) + 1) Z -*13, Q] 
and Z sufficiently large, 
K 
c cF~<Z~‘~ acn)G(Q, b)d& 
k=O I 0 
+ (large const.) Z -1/352-33/2 log Z1/3. (1.18) 
Recalling that B = 1(1+ 1) Z -z’3, this implies 
> - 2713 , 1 (21+ 1) 2-2'3 
I 
G(l(I+ 1) Z-2’3, b) dr5 
I=L(z)+l I>0 
- Z* const. L(Z)- l log Z lj3. (1.19) 
To calculate the sum on the right side of (1.19), let 
Notice that s(Q) is a convex function of Q which decreases for s2 < 0 and 
is zero for Q>,8. We compare the sum in (1.19) to the corresponding 
integral over C!. Let L(Z)=max{ll1(1+ 1) Z-2/3<Ql. 
L(Z) 
c (21+ 1)z-*‘3q1(1+ l)Z-“3) 
r=L(Z)+I 
= 
s (2A+l)z-*‘3Y(A(R+l)z-*‘3)dA 1>L(z)+l 
+ z -*I-’ c J”’ ((21+ 1) q41+ 1) z-2'3) 
r=L(z)+l ' 
= 
s 
G(O) ds2 + Z -2’3 
R:, (L(z)+ l)(L(z)+ 2) z-u’ 
c j-l+’ { } dk. (1.20) 
l=L(z)+l [ 
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Since $3 is convex, 
-Y(A(1+l)z-*‘3)< -9(1(1+1)z-z’3) 
+ (1(1+ 1)-A(A+ 1))Z-2’3~‘(z(~f l)Z-2’3) 
Hence, the bracketted expression in (1.20) satisfies 
{ }<((2~+1)-(21+1))~(~(1+1)z-*‘3) 
+(2%+ 1#(,+ 1)-~(%+l))z-2’3~‘(1(/+1)z~*‘~). 
Upon integration, 
5 
I+ 1 
{ }d%< -cq1(1+1)z-2’3) 
A’=/ 
-2(1+ l)*z-2’3Y(1(1+ l)z-2’3). 
Since 99 is convex and Y(0) = 0 for large R, 
Y(1(/+ l)Z-“3> c - 2kZ -2’3 W(k(k + 1) Z -2’3). 
k=I+I 
Hence, 
d c 1 2kZ-2’33’(k(k+1)Z-2’3) 
/=L(Z)+I k=/+l 
= 1 2k(k-L(Z)-1)Z-“3Y’(k(k+1)Z-2’3). 
k=L(Z)+Z 
Consequently, 
/=tyq+* 
E(Z) 
- c 2(1+1)2Z-2W(I(lt l)z-=) 
/=L(z)+ I 
ATOMIC ENERGY LOWER BOUND 229 
= f -21(3+L(Z)+;)Z-2’3(4’(1(l+1)Z-2’3) 
1=,5(Z)+* 
-2@(Z) + 2)2 z -*‘33’(L(z)(L(z) + 1) z -2’3) 
c (L(Z) + 3 + O(L(Z)-I)) Q(L(Z)(L(Z) + 1) z -*‘3) 
- 2(L(Z) + 2)2 z -“3s’(L(z)(L(z) + 1) z-*/q. (1.21) 
Since y(x) = 1 + o(x) as x + 0, the asymptotics of %(a) as R + 0 can be 
computed in terms of the Beta function, 
=&ji Cry(r)-52]? re3dr 
+&sm Cry(r)-D]3j2re3dr. 
E 
As Q + 0, the second term is 0( 1). Also, the first term is within 0( 1) of 
$-j. [r-52]yr-‘dr 
= sz-‘12 G 
2 Jy [r- 113/* rp3dr 
[r-1]“*rP3dr+0(1) as Q-0 
A similar calculation shows that 
~yg-2)~ - ;~-3/*+0(~-1/2) as Q -0. 
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Combining this with (I.19), (1.20), (I.Zl), we obtain 
,=&+l (2z+ l)czo -E8 
2 - z7/3 
s 
9(Q) df2 
n>(L(Z)+l)(L(Z)+2)2-2/3 
- (.Z2/“) - Z2 const. L(Z)-’ log Z113. 
Since Y(Q) = Q -I”/4 + O(1) as 52 -+ 0 and L(Z) z Z ‘19, 
Z713 1 s(a) dsz 
n<(L(Z)+l)(L(Z)+Z)Z-‘i3 
=; 
( 
L(Z) + 1 + ; 
> 
z2 + u(z2L(z)-’ + z5’3L(z)2). 
Inequality (1.22) then implies 
,=Lg)+l w+ 1) f W) 
k=O 
> Z7’3 / G(Q) dft + (L(Z) + 1) Z2,‘2 + c~(Z”‘~ log Z). 
Notice that 
(1.22) 
(1.23) 
s 
m 
R=O 
s(L2)dn=(2/3x)j’“jm {y(ry-‘)r-‘-ar-“}‘i’drdS2 
0 0 
= ( 15n2)-’ jR3 (y(xy-‘)lxl-1)5’2 dx. 
As we pointed out in Section 0, this equals (2/3) CTF. Combine (1.23) with 
(I.1 1) to obtain 
/x0 w+ 1) (z. -EF’) 
2 -(2/3)c1,z~:‘+~z~+o(z~‘~~logz~:~). (1.24) 
Recall from Section 0 
ATOMIC ENERGY LOWER BOUND 231 
Inequalities (1.8) and (1.24) prove 
E(Z) 2 - cTFz”3 + $ z2 + o(zl”g log z”3). 
In the next sections we will prove the WKB Theorem and Estimates 1, 
2, and 3. 
II. WKB METHOD FOR [a/x’ - y(x)/x] 
The WKB eigenvalue equation (1.14) is derived by approximating solu- 
tions w  to (1.12) in various ways on various intervals of the positive real 
axis and matching boundary conditions. The particular approximation 
used on a given region of the x-axis depends on the size of the potential 
p(x) = [Q/x2 - y(x)/x + S]. 
(For convenience, forget about y - ‘.) 
The errors involved in this approximation can be bounded in terms of p 
and its derivatives. As such it is essential to understand how p behaves. 
Let B =O. We know what happens to p(x) when we take other b. 
Assume 52 < Sz, where 
min {Q/x’ - y(x)/x} = 0. 
x 
This means p(x) < 0 for some interval of the x-axis. Define 
J?(a) = - min (Q/x2 - y(x)/x}. 
x 
Several properties of p(x) are immediately evident from the asymptotic 
properties of J(X) quoted in Section 0. Since 1 - wx < y(x) < 1, 
Q/x2 - l/x < p(x) < Q/x2 - l/x + w. 
This is useful when x 40. It shows, in particular, that b(G) > 
- min{Q/x2 - l/x} = (452))‘. Let X be so large that for x > 51, y(x) and its 
first three derivatives equal 144~~~ and its first three derivatives within a 
factor 1 + l/10. Since Q/x’% 144x4 for large x, with both quantities dying 
rapidly, this implies the existence of two critical points-one where p(x) 
attains its minimum -6(Q), and one where p(x) attains a positive local 
maximum before it decreases to zero at infinity. To apply WKB theory, we 
need to know that these are the only critical points. 
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The condition for x to be a critical is 
p’(x) = -252/x3 + y(x)/x2 - y’(x)/x = 0, 
i.e., 28 = xy(x) - x2=$(x). 
Let f(x) = xy(x) - x2y’(x). Since y > 0 and y’ < 0, f 2 0. Because of y’s 
asymptotic behavior, f (0) = 0, f ‘(0) = 1, and lim,r _ ~ f(x) = 0. fs behavior 
for large and small x can be described more exactly as need be. Our simple 
observations give the following incomplete picture: 
F(x) 
The following lemma clears things up. 
LEMMA. f has exactly one critical point X and f “(2) < 0. 
Proof of Lemma. We use Sommerfeld’s analysis of the solution y(x). 
(See [7].) He uses the following change of variables: 
u = x3y(x) 
e’ = x 
du 
“=z 
The T-F equation y” = Y~‘~x~“* becomes 
2 = 7v + u(u”’ - 12). 
This equation has two singularities, at (u, v) = (0,O) and (144,0). Along a 
trajectory, 
$=7+ i(ul/2- 12). 
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By linearizing about the singularities, Sommerfeld shows that the trajectory 
(u, u)(t) which corresponds to the solution v(x) with y(O) = 1 and y(x) x 
144x as x -9 cc must satisfy 
dv 
z u=o 
= 3, 
dv 7-a 
du u=,44= 2 . 
Furthermore, v > 0. The trajectory looks like 
In our new variables, 
f’(x) = y(x) -xv’(x) - xyyx) 
=x -3[u-v+3u-$+7v 12u, 
=x 
-3 
[ 
-8u+6v-2 . 1 
Hence, f’(x) = 0 holds if and only if 
dv 
z= -8u+6v. 
Since dv/dt = 7v + u(u”* - 12), this implies 
-8u+6v=7v+u3’*-12u, 
i.e., v = ~(4 - u’/*). 
Let us prove that this curve intersects the trajectory exactly once. Since 
the slope of our trajectory is 3 at the origin and the slope of v = ~(4 - u’/*) 
is 4, it is obvious that the trajectory must intersect the curve at least once: 
” 
60717912.7 
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At this point du/dv( trajectory > du/dvl curyc. Notice that the slope of the trajec- 
tory and the curve at a point of intersection equal 
7+ (U 
II2 - 12) 
4 - nr12 and 4 - 3/2~“~, 
respectively. The condition du/dvl trajectory 2 du/dvl curve means u’12 Q 813. 
Let us entertain the possibility that the trajectory touches the curve at 
more than one point. At the first point, u 1’2 < 8/3. If the trajectory touches 
at another larger value of u then it must be that 
Hence, u112 > 813 at this point. If u1j2 > 813 then 
dv dv 
z trajectory < du curve 
For the trajectory to converge on (144,0), it must cross the trajectory a 
third time (at a larger U) and satisfy 
But this would imply uli2 < 8/3, a contradiction. The only possibility for a 
second contact point is that it be a point of tangency. That is, u112 = 813. 
Furthermore, it must be that 
d2v 
du2 
>d2v 
trajectory du2 curve’ 
(Or get the contradictory third contact point.) Let us calculate these 
derivatives. When u 1’2 = 813 along the curve, 
v = u(4 - zY2) 
= 64/9(4 - S/3) = 256127. 
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d2v 
du2 
=d7+ff(ul/2-12) 
trajectory d” ’ 
1 dv 1 = --.-.uu(u”2-12)+-.[3/2u”2-12) 
v2 du V 
7+;(~“~-12) .u(~“~-12)+;(3/2~~“-12) 1 
= - 27142; 
d2v 
22 curve 
= -$ (4 - 3/2~“~) 
= 3/4u - ‘I2 = - 9132. 
Hence, d2vldu21 trajectory < d2vldu21 curve and we see that there cannot be a 
second crossing. 
To prove that S”(X) < 0, we write f” in terms of u and v and calculate 
f”(X) = g [y(x) - xy’(x) - x3’2y3’2] 
= _ xy~~ _ 3/2xW y3~2 _ 3px3f2 yWy’ 
= - 5/2xm y3~2 - 3px312 ywyf 
= - x~/~Y”~( 5/2y + 3/2xy’) 
5/2y + 3/2xy’ = 5/2ux - 3 + 3/2(0x - 3 - 3ux - 3, 
=x -3(3/2v - 2~). 
When f’(x) = 0, v = 4u - u312. Hence, 3/2v - 2u = 47 - 3/2u3j2 = 
47( 1 - 3/8~‘/~). We have shown above that for u112 < 3/8 that f’(x) = 0. 
Hence, f “(2) > 0. 1 
COROLLARY 1. Let 0 c Sz <a. p(x) has exactly two critical points, the 
two solutions to f (x) = 28. Let the first be denoted x,(Q), the second x,,,(Q). 
Then p(x,(Q)) = -8(Q) < 0 and p(x,(G)) > 0. 
Proof of Corollary 1. Clear. m 
The following technical corollary will be useful later. Let x1(Q) < x2(Q) 
be the two solutions of Q/x2 = y(x)/x. 
COROLLARY 2. Let E > 0. Given E < S2 < 8, there are constants ci(&) > 0 
for which 
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6) 4~) < P”MQ)). 
(ii) For XE [Q/10, 2x,(Q)], I(dk/dxk)~(x)I < Ck(&)fOr k = 1, 2, 3. 
(iii) For XE [Q/10, x,(Q) - CJE) c,,(~))i/lO], p’(x) < - cd(s). 
(iv) For x E [x,(Q) + c3(&) d~)-‘llO, (x2(Q) + -~(~)Y21, P’(X) > 
C4(&). 
(v) For Jx - x,(Q)1 < CJE) c,(.s)‘/lO, p(x) + s(Q) = 4 (x - x,(s2))’ 
within a factor 1 f l/10. 
Proof of Corollary 2. Let 2E E maxf(x) =f(.?). Since [Q/x* - y(x)/x] 
(x,(Q)) > 0 for all 52 and x,(B) =x,(b), 
min { b/x’ - y(x)/x} > 0. 
I 
Hence 0 < 6. Let d - 0 = C. Let E < w  < Q and, as usual, 
P(X) = CQ/x2 - Y(X)/Xl. 
Since all derivatives of y and hence off are bounded for x near X, f(x) is 
given by f(x) - 25 = (1/2)(x - Z)‘f”(Z) within a factor (1 f l/10) for x 
near enough to X. Since S”(X) ~0 and 26-252> 26-252= 2C>O, the 
solutions x,(a) and x,(0) to f(x) = 252 are at least some small distance 
c = 0(c1’2f”($1/2) to the left and right of X. 
By definition, 
$@) Jx) - 2Q 
X3 
p,,(x) -.ry 3w - 252) 
X x4 * 
As f’(x) = (x-X)f”(X) within a factor 1 + l/10 for x near X0 and 
x,(Q) -..% < -c, statement (i) follows. For E <D < a, [O/10, 2x2(Q)] is 
contained in a finite region of the x-axis where all derivatives are bounded. 
Hence, (ii). Since f(x) is monotone increasing for x < X, the above expres- 
sion for p’ implies (iii). To prove (iv), notice that the difference 
x,(Q) - x*(Q) is uniformly bounded below for E < Q < D. (It is continuous 
in Q and positive for all BE [E, a].) Hence, (x,(Q) + x2(Q))/2 is always 
less than x,(Q) minus some small constant. This means any 
x E [x,(Q) + cOc; l/100, (x,(Q) + x,(Q))/21 is at least a constant to the 
right of x,(Q), but less than a constant to the left of x,(Q). Since x,(Q) 
and x,(Q) lie to the left and right, respectively, of x,(a) and x,(D),f’(x) 
is bounded away from zero there. This implies thatfis some small constant 
larger than 252 in the region under consideration. Hence, (iv). Statement 
(v) follows from (ii) by Taylor’s Theorem. 1 
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Before specializing to our special potential, let us develop WKB 
approximations in a general setting. Consider 
w”(X) - A2p(x) w(x) = 0, (11.1) 
where 1> 0 is a large parameter and p(x) is a smooth function defining a 
potential well. By “potential well,” we mean 
(i) There are two points xi <x2 called “turning points” of p, at 
which p is zero and p(x) < 0 for x E (xi, x2), p(x) > 0 for x # [xi, x2]. 
(ii) There is exactly one critical point X,E (xi, x2). At this point 
p”(X,) > 0. 
For large values of 1, solutions of (11.1) can be closely approximated by 
functions that are amenable to explicit calculations. This allows us to solve 
boundary value problems for (11.1) to high accuracy. 
When p(x) > 0, solutions to (11.1) are well approximated by exponentials 
of f I j”p(t)‘12 dt and when p(x) < 0, by sines and cosines of 
f 1 s” Ip( t)l ‘I2 dt. To be a little more precise, 
- q2 
approximately solves (1) when p > 0, and 
Cl(x) = [p(x)1 -1’4 cos 
U2(x) = [p(x)1 -“4 sin 
(11.2) 
(11.3) 
approximately solves (11.1) when p < 0. In Lemmas 1 and 2, we calculate 
the accuracy of the approximations by using the Green’s function. We then 
discuss the errors involved in using the approximations to solve boundary 
value problems. These errors are of order l/1 for large I and depend on the 
size of p and its derivatives. 
A slightly more complicated problem arises when we try to approximate 
solutions in the neighborhood of the turning points. For x very close to a 
turning point xi, p’(x,)(x - xi) closely approximates p(x). Accordingly, 
solutions to 
W” - n2p’(xi)(x - Xi) w(x) (11.4) 
closely approximate solutions to (11.1). Solutions to (11.4) are scaled Airy 
functions. As expected, when A2p’(xi)(x-xi) $0 these solutions look like 
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those in (11.2) and when A2p’(xi)(x-xi) 40, like (11.3). In Lemma 3, we 
make this explicit. That is, we calculate how closely solutions to (11.4) 
approximate solutions to (11.1) near xi and then use standard results about 
Airy functions to compare these solutions to (11.2) and (11.3) in the 
appropriate regions. 
A central concept in solving boundary value problems is the “phase” of 
a solution w. The phase is defined as 
sew,(x) = (w’(x), w(x)) 
Jjipqp’ 
It is a point on the unit circle. Notice that if w(x) = W(x) + E(X) and 
(b(x)1 + I&‘(X)1 1-c &l@(x)1 + I@‘(x)1 ), 
with 0 < 6 < l/10 (say), then 
IO[w](x) - O[W](x)l < 26. 
Lemmas 1,2, 3 below estimate the E(X) by which the solution w  to (11.1) 
differs from the approximate solutions W given above and allow an estimate 
on 6. This will allow us to calculate how @[w](x) changes with c. 
LEMMA 1. Let a< b and suppose p(x)>0 on [a, b]. Let q(x)= 
asp”* dt and define 
U,,,(x) = P(x)~‘/~ exp[ f Q(x)]. 
Let A=SS:((p’121p(-5’2+Jp’J JpI-3’2)dx. Assume i>lOA and A> 
~IP(x)-‘/~ d/dx~(x)-“~l for all XE [a, b]. Then, there are solutions ui= 
fii+~i (i= 1,2) to (1)for which 
(IEi(x)l + le:(x)l)<5A/~(I~i(x)l + IG:(x)l) 
for all x E [a, b]. 
Proof of Lemma 1. Let u1 = ti, +.sr be a solution of (11.1) on [a, b] 
with El(a)=&;(a)=0 and let u2 = U, +s2 be a solution with z2(b) = 
E;(b) = 0. We will prove 
(18i(x)l + IE~(x)l)<(5Al~)(lui(x)l + l”:(x)l). (11.5) 
Let us deal with i = 1. The case i = 2 is handled in the same way. 
Direct computation shows 
u; - (A2p(x) -6(x)) ii,(x) = 0, (11.6) 
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where 6(x) = (5/16)(p’/p)* - (1/4)(p”/p). Since W, satisfies Eq. (II.l), cl 
satisfies 
c; - @‘p(x) - 6(x)} &I(X) = G(x)(U,(x) + Q(X)). (11.7) 
The Green’s function for (11.6) is 
ax, t) = (W~)b-4(x) fj*(f) - h(f) 62(x)) 
for t < x and zero for t > x. By (11.7) and the boundary condition for e1 at 
x = a, 
q(x) = Ix K(x, t) i3(t)(ti,(t) + q(t)) df. 
a 
Let E(X) = ~(x)/ti~(x). The above equation can be rewritten 
E(x)=(1/22)jXF(x,r)6(f)(1+E(f))df, 
a 
(11.8) 
where F(x, t) = (1 - exp[2A(q(t) - q(x))])p(f)-‘I*. Equation (11.8) can be 
solved formally by recursion to yield 
dt, . . . df, 
k=l X>l,> ‘IK>* 
x {F(x, fl)..‘F(fk-,, f,&d(f&d(fk)}. (11.9) 
Since x>f,> se0 > fk > a, the jth F factor has absolute value less than 
p( f  .)-I’*. Since the k-dimensional VOhne Of (X > f  1 > . . 1 > fk b- a} eqU& 
[a:xlk/k!, the kth term in (11.9) has absolute value 
<(1,‘2~)(l/k!) Ix I&(t)lp(t)-“*dt 
k 
a 
< (A/A)k (l/k!). 
Hence, the sum converges to a limit E(X) which satisfies (11.8). Also 
IE(x)l < exp[A/I] - 1. 
Since A/3. < l/10, 
IG)l < (A/~). 
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Now differentiate Eq. (11.8): 
E’(X) = 4p(x)‘l’ f’exp[2l(q(t) -q(x))] .i5(t)p(t)-“2 (1 + E(t)) dt. 
(I 
(11.10) 
Hence, [Z’(x)1 <2p(x)“’ A. By definition, 
&i(X) = E(X) u;(x) + E’(X) 9,(x). 
Hence, I&;(x)1 < (A/A)(ti;(x)l + 2Ap(x)“’ U[(x). Since 
and 
LEMMA 2. Let a < b and suppose p(x) ~0 on [a, b]. Let 
q(x) = {S 1 pi “* (t) dt and define 
U,(x) = [p(x)1 -“4 cos[lq(x)] 
U2(x) = [p(x)] -‘I4 sin[Aq(x)]. 
Let B=S~((p’l*(pl-“*+lpNl jpl-3’2dx. Assume A>lOB and ,I>2 
I I pb)l p”4 (Wx) I p(x)1 - 1’41 f or a XE [a, b]. Then, there are solutions o, 11 
and u2 to (11.1) so that for all XE [a, b] 
(Z]) (x)=cf (;;) ‘x’,c:(;;) (xl 
for some cf, ci, (depending on x) with Ici - 11, Ic:- 11, Ic:l, Ic:l all <5A1. 
Proof of Lemma 2. As in the proof of Lemma 1, we have an expression 
for the error Ed: 
EI(X)=JX a x, t) @t)(G(t) + I,) dt. (11.11) 
n 
Whereas the exponentials complicated matters in Lemma 1, we can use a 
simple bound 
IW:(x, t)l <(WI IP( -1’4 IP( -1’4 
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to estimate \e,(x)l directly. That is, do the recursion and find 
Iml < W~Mx)l -1’4. 
Upon differentiating (II.1 1) (i.e., replacing K(x, t) by (a/ax) K(x, t)) and 
using the assumption that 
we find la;(x)1 < 4B]p(x)l 1/4. 
Proving the conclusion of Lemma 2 is slightly more tricky. Since 17, and 
U2 are linearly independent functions, we know that given x, there are 
constants c:(x) and c:(x) so that 
u*(x)=c:u~(x)+c:u~(x) 
u\(x) = c: q(x) + &(x). 
Subtracting 6, from the first equation and 17; from the second gives 
&l(X) = (c; - 1) &(x) + c&x) 
&i(X) = (c; - 1) U,(x) + c$;(x). 
(11.12) 
For notational convenience, let u, u1 E R2 be the vectors 
( 
4~ j: w21 
‘= sin[lZ J: JpI ‘I21 > 
v1= 
- sin[l S” JpI 1/2] 
cos[l j; \fp2] . 
Note that u and ul are orthogonal unit vectors. From (II.12), the defini- 
tions of i?,,,, and the estimates on Q and E; just proved, we have 
I(c: - 1, c:) .uJ < B/I 
I(+l,c;).uI<B/A. m 
For Lemma 3, we need to discuss the Airy functions A,(x) and A2(x) 
defined below. For a more complete analysis, see Erdtlyi’s excellent little 
book [S]. Consider the Airy equation 
y”(X) - xv(x) = 0. (11.13) 
Equation (11.13) has two linearly independent solutions A,(x) and A2(x) 
242 WEBSTER HUGHES 
which are bounded with bounded derivatives on [ - 1, l] and have 
asymptotic behavior given by 
A,(x) = x-‘14 exp[ - (2/3) x3/‘] . (1 +&i(x)}, x>l 
A,(x)=2I~l-“~cos[(2/3) Ix[~‘~-~c/~] +El(x), x<-1 
A,(x) = x-II4 exp[(2/3) x312] . { 1 + s2(x)}, x>l 
(11.14) 
A,(x)=2(xj-1’4~~~[(2/3) IxI~‘~+Tc/~]+F~(x), x< -1, 
where 
/&JX)/ < Rx-3’2, l&;(x)/ <xx-3’*, 
J&(x) < K’lxl -7’4, &(x)1 < Rlxl -7’4. 
The fact that solutions to (11.13) are given by 1x1 -l/4 times exponentials for 
x>l and /xl- 1’4 times sines and cosines for x < - 1 modulo errors obey- 
ing the above bounds follows directly from Lemmas 1 and 2 with p(x) = x. 
Equation (11.14) gives the relationship between the asymptotic forms to the 
left and right of zero. It can be reduced to the analogous problem for Bessel 
functions, where results are well known. See [S] for details. 
LEMMA 3. Let p(c) = 0, p’(c) < 0, and E small enough that 
E max (p”(x)/p’(x)l < l/100 
(x-cl <E 
&* ,,‘2$ IP”‘(XVP’b)l < wo. 
Let C=EK~/* Ip’(c)lP1’*. Let R be th e constant associated to the uniform 
Airy function asymptotically. Assume 1 B E. C. Also, assume 1 > 
21~1 -1’4 ((d/dx) (p( -‘I41 for Ix - c( > ~12. Let 
WI(x) =p(x)-‘j4 exp [ - I [.Ip(t)l’z dt] if x < C-&/2 
= 2lp(x)l -1’4 cos 
I 
;1 -’ Ip( 1’2 dt - z/4 1 if x>c+&/2; c 
W2(x) =P(x)~“~ exp 
[ 
1 ~cp(t)1’2 dt 1 if x< c-12 x 
= 2)p(x)l -1’4 cos 
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Then, there are solutions wj (i= 1,2) to (11.1) on [C--E, C+E] safisfring 
(IWi-Gil(X)+ IW:-~~l)(X)<(K’C/I)(JwjJ + /W:])(X) (11.15) 
if x<c-E/2, and if x>c+E/2 
with Ic:- 11, Ic:- 11, IcTl, jc:l all <R-c/212. 
Proof of Lemma 3. Let 
t(x) = [ (3/2) jcp(t)1!2 dt]“l 
x 
if x < c, 
r(x) = - [ (3/2) Ix Ip(t) dt]2’3 if x > c. 
c 
Let 
tt,(x)P[ - 5’(x)] -Ii2 Al(n2’35(X)) 
t?*(x) = PL - t’(x)J-“’ A2(12’3t(~)). 
By (11.14), fii have asymptotic forms Gi, where Wi is defined in the state- 
ment of this lemma. The errors between fii and Ci for Ix - cl > &/2 obey the 
bounds on .q and Ei in (11.14), with 1x1 replaced by A2’3?j(x). That is, 
IiC;-~;l(x)<2~ Ajcp(t)‘12dt -’ Iti,:(x)l 
x > 
when x < c - ~/2, and 
> 
-’ IP( --I4 
> 
-‘12)~(x)j”~ 
when x> c+e/2. Notice that within a factor of two 
I ‘p(t)‘j2 dt and x s cx IP( 1’2 dt equal p’(c)“2 E3f2. 
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On the other hand, 3, closely approximate solutions to (11.1) over the 
(11.16) 
IPI”* 151 -ID (xl, 
entire interval [c - a, c + E]. Direct computation shows 
q- (1$(x)-6(x)) Ei(X) = 0, 
where 6(x) = l”‘/<‘- (3/2)(t”/5’)2. Noting that c’(x) = - 
it is easy to calculate that 
WI = (WW’/P) + W8)b-3 - W/P)‘). 
Using our assumption on E, we have 
p(x) = p’(c)@ - c) + 1/2p”(c)(x - c)2 + 0(&2@(C)-i(X - x,)3). 
Using this expression, we can calculate 
16(x)1 <(l/100) &CZ. 
As in Lemmas 1 and 2 we write solutions wi to (11.1) as wi = Gi + si and 
apply the Green’s function to estimate .si and E:. We use the estimates 
(11.14) and the fact that Airy’s functions are bounded with bounded first 
derivatives on bounded intervals. Let .si(c - E) = E;(C - E) = 0. Then, 
q(x)=(1/2A)jX [+i(x) i?*(t)--,(t) a,(x)] .8(t).[fii(r)+~i(r)] dt. 
c--E 
Since Ej has asymptotic form Wi in [c - E,, c - s/2_1, the same analysis as 
in Lemma 1 implies that 
le,(-~11 < (l/21) j-’ I&t)1 b(t)1 -I’* dt . /w,(x)/ 
c 
and 
b;(x)1 < (2/L) j- I4t)l IP( -I’* dt. Iw;(x)l. C--E 
Since Id(t)/ < 1/100~~ and p(t) =p’(c)(t - c) within a small factor, we find 
II 
x Id(t)/ [p(t)1 -I’* dt < l/lOO~~‘~(p’(c)I -I’* 
c--E 
as desired. When x > c + s/2, we break the integral into three parts. Let E 
be a small number defined for each A by 
c+E ~ ,c-, ,P(t)l l/2 dt = large fixed constant’ 
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Because of our original choice of I as greater than K. C, we may assume 
E< s/2 for all 1. Furthermore, notice that 
E= ~-2/31/,@)( -l/3 
within a factor which is independent of 2. 
Recalling K(x, t) = (1/21)[8,(x) G2(t) - G,(t) K2(x)] and the asymptotic 
form Gi(x) of (11.14) when x > c + s/2, we have 
IW, t)l < (1/2~M -“4 (x)Cla,(f)l + I+2(t)ll. 
To apply the recursive argument of Lemmas 1 and 2, we estimate 
s 
C+E 
Cl~~l(f)+ IWt)ll I@t)l l@,(t)1 dl FOE 
The asymptotic forms (11.14) imply that for Ix-cl >E, 1G112 and IGil 1E21 
are both < Ip( - . ‘I2 Hence, their contribution is bounded by 
I’+’ Id(t)1 Ip( -1’2 dt < E-3’21p’(c)I -1’2. 
The second integral can be calculated by using the uniform bound on A, 
and A2 when their argument 
A(3/2) j= IpI l/2 dr 3’2 
x 1 
is bounded. Also, recall that p(x) is given within a factor 1 f l/100 by 
p’(c)(x - c) when (x - c( c E and that Iz > (large const.) .P’(c)-“~ E-~‘~. We 
find this contribution is also bounded by 
const. P’(c)-“~ E-~/~. 
This proves the result for Q(X). 
To prove the result for E;(X) when x > c + ~/2, notice that 
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Using the asymptotic form (11.14) and the assumption A> 
2lPl -1’4 I( IPI -“4 when x > c + e/2, we find 
I I &~bG t) < lPl”4 (x)Cl+,(r)l + IW~)ll. 
The same estimates as above now prove the result for E;(X). 
The result for .s2 and E; is proved in exactly similar fashion, That is, let 
E~(C + E) = E;(C + E) = 0. Then 
The estimates in [c + e/2, c + E] are given by the asymptotic forms and 
the arguments of Lemma 2. The estimates in [C-E, c-c/2] follow by 
breaking the integral up as we did for ei. 1 
These lemmas can help us find those values & > &‘i > . . . > 0 for which 
w” - z*‘3[Q/x2 - y(x)/x + f&J = 0 (11.1’) 
has a solution which is both finite at x = 0 and decays exponentially at 
x = a3. We take a trial eigenvalue E, establish a boundary condition for w  
at two points x0 near zero and x, near infinity, use our lemmas to extend 
w  across intervals where [Q/x’ - y(x)/x + 81 is positive, negative, or zero, 
and then find a condition on d that makes the solution that we propagated 
forward from zero match with the solution propagated backward from 
infinity. 
Let xi <x2 be the turning points of [Q/x’- y(x)/x + a]. Since y(x) < 1 
and d >O, x, > Q. Let x0 = Q/10. Let X, = (x,(Q) + x,(Q))/2. (Recall 
Corollary 2). We calculate the boundary condition at x=x,,. Notice that 
since [Q/x* - y(x)/x + S] > (9/1O)Q/x’ for x <x0, the solution to (11.1’) 
which is L* at the origin increases more rapidly than the corresponding 
solution to 
w” - z*‘3(9/lo)(Q/x*) w = 0. 
Its solutions are given by w(x) = c, xsl + c2xs2 where 
s1= 
1 + Jl + 422’3(9/10) Q 
2 
s* = 
1 - Jl + 422’3(9/10) sz 
2 
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are solutions to the indical equation 
s(s - 1) - 22’3(9/10) s2 = 0. 
For w  to behave correctly at x = 0, c2 = 0. This gives a boundary condition 
for our solution w  to (11.1’): 
(11.17) 
with CQ, > si/(sZ/lO). 
Recall from Section I (see (1.10)) that we use the WKB results when 
52 > Q(Z) = L(Z)(L(Z) + 1) Ze2” zz Ze419 4 Z --2’3. Hence 
s&2/10) = z”‘Q-“2(9/10) + O(s2”2Z -1’3). 
For x>x,, the constant 6’ is a lower bound for our potential. The 
solution to 
W” - z 2/3&w = 0 
which has the correct behavior at infinity is w(x) = C exp[ - Zli3> x]. It 
has boundary condition at x, given by 
(11.18) 
with am > Z ‘I3 fi. 
Given b, we extend the solution w. satisfying (11.17) forward into the 
region where p(x) is negative and we extend the solution w, satisfying 
(11.18) backwards into the region where p(x) is negative. We determine the 
values S;, for which the two agree. 
Let us begin with wo. We pick an interval [x1 -cl, x1 +si] about the 
left turning point x, on which we will apply Lemma 3. Equation (11.17) 
and Lemma 1 applied to [x0, x1 -.si] imply a boundary condition at 
x1 - sl. We pick s1 just small enough that the conditions of Lemma 3 hold: 
El max I~“(x)l/l~‘(x~)l < 1/100 
h-.4<m 
2 
El max IP”‘@-MP’(~~N < l/lO(J 1x1 -XI -2 61 
All quantities depend on 52 and b. Let us first consider arbitrary 
a E [L(Z)(L(Z) + 1) z - 2’3 W] and 8 near enough to 6(Q) that a qua- ) 
dratic approximation to p about the critical point x, is appropriate for 
calculations around and between the critical points. When 8 is small, say 
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Sz < lo-*, we can use y’s small x asymptotic form to calculate the critical 
point and the derivatives of p near it. When Q > 10P2 we have uniform 
bounds given by Corollary 2. For Q < lo-*, we use 
1 - u’x < y(x) < 1 - wx + 4/2 x3’2 
- w  < y’(x) < - w  + 2x”*. 
This follows from Section 0. Alternatively, it can be calculated by substi- 
tuting the obvious inequality 
1 - wx < y(x) < 1 
into the T-F equation y” = Y~‘*x-“~ and then integrating. The critical 
point x,, solves 
2 [Qx-2- y(x)x-‘l=O. 
This implies x,.(Q)=252+ O(sZ5j2) for small 52. Differentiating again, we 
find the second derivative p”(x,.) equals (2!ZP3 within a factor which is 
very close to 1 when Q< lo-*. Furthermore, /p”(x)1 and [p”(x)1 are 
uniformly bounded by const. . Q -3 and const. . Q -4, respectively, when 
x > Q/10. By Corollary 2, we can adjust these constants in such a way that 
these estimates hold for all Q < 6. That is, 
p”(X,) > cl-2 P3, and 
Ip’(x)[ < ar2 
Ip”(x)l < Fir3 
(P”‘(X)/ < dr4 
when XE [x0(Q), x,(Q)]. For convenience, we write 
p”(X,) = c(Q) 52-3 
(11.19) 
and note that O<c<c(Q)<C<co. 
When )d - 6(Q)/ is small enough, solutions to p(x) =0 are well 
approximated by those to 
In fact, 
$p”(x,)(x -x,)2 + E - a(a) = 0. 
(Xi - X,) = T Ji(&(Q) - a) jJ”(X,) ~ l (1 + a), 
I4 < -JW max (p”‘(x)1 (p”(x,)( -3/2, 
-~~(*I.x2) 
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By (11.19), Ial < 10d3 as long as (B(Q)-81 < (~~c-~lO-~)~sZ-~. Let 6 be 
in this range. Within one part in a thousand 
lxi- x,) = J2(Cqln)- 8) c(8)-‘f23, and 
p’(x) = c(Q) W3(X- x,) for all 
Ix-xx,1 <21xi--x,1. Let c$= 1O-2lx, -x,1. 
(11.20) 
Now solve the boundary value problem for w0 on [x0, x1 -cl]. For 
Lemma 1 to apply here, Z “3 must be larger than both 
I 
x, -e, 
WI’ IPI p5’2 + IP”l IPI -3’2) 
x0 
and 
We picked I&(Q)-~$1 small enough that the turning points x, and x2 lie 
within the region where 
[Qx-*-y(x)x-l + J(Q)] = 1/2c(Q) C3(x-x,)2 (11.22) 
within one part in a thousand. Define ,T1 -C x, < x2 by 
IX;-x,1 = 10-2c E-IQ. 
By (II.lO), (11.22) holds within l/10 of one percent when X, <x < X,. By 
(11.20), (xi-x,( <&lOlxi- ( h x, w  enever IS(Q) - bl< (c3CP210P6) 0-l. 
We break the integral in (11.21) into two parts 
J-y =I: +J-y 
By (11.20), p(x) > (small constant) Sz-’ for xc x1. Hence, (11.19) implies 
I x’ (Ip’l’ IpI -5’2 + Ip”( IpI -3’2) 
X0 
< lx0 - X,1 const. . QP3” 
< const. .52 - ‘12. 
As (11.22) holds within l/10 of one percent for XE [X,, X2], 
p(x) > (8 -s(a)) + 1/2c(C?) C3(x - x,)2 999/1000. 
60717912-E 
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Since p’(x) < c(Q) fzP3(x - x,) 999/1000 and p”(x) < cQP3, 
I 
I, -6, 
5 
x, -El 
< const. 
sz -‘(x -x,)2 
XI 4, [(ff? - a(a)) + 1/2c(Q) Q-3(x-x,)* 999/1000]5’* 
s 
x, ~ c, fir3 
+ const. 
A=, [(d? - E(O)) + 1/2c(Q) Lr3(x -x,)2 999/1000]3’*’ 
Change variables to u = (2(&(O) - &) c(Q)-‘Q3)-“* (x-x,). The integrals 
are bounded by 
We can analyze the supremum of (11.21) in an analogous fashion. First 
notice that 
IPI p”4 
I I 
g IPI- 1’4 = 1/4(pl -3’2 Ip’(x)l. 
When x < X, p(x) > (small constant) .52-l and lp’l -CC Q-*. Hence, 
(p( -3/2 /p’(x)/ cconst. fiP1j2. 
When x~[X,,x,-cl], 
IP’I IPI -3’2 d 
const. sZP3Jx-xx,J 
[(E-s(a)) + 1,/2c(Q) Q-3(X-x,)* 999/1000]3’2 
const. Q3/*lx -x,1 
d [999/1000(x -x,)2 - 2(6(52) - 8) Q’c(l2) - 113’2’ 
Ix-xJ ranges between lOl/lOO 2(6(Q) -8) Q3c(Q))’ at x, -E, and 
const. .52 at X, . A simple maximization shows that the maximum value is 
attained at x, - cl, where it equals 
const. Q-3’2(6(1R) - 8))‘. 
Hence, we see that for Id- a(Q)I < (c3CV210P6) Q-‘, Lemma 1 can be 
used to approximate solutions to (11.1) on [xc,, x, - E, I whenever 
Z’13 > (large constant) .sZ-3’2(S(Q) - a))‘. 
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Our aim is to prove Estimate 1 of Section 1. With this in mind, let us write 
this large constant as M/100. This determines how large M must be. 
Before calculating the boundary condition at xi - E,, let us calculate 
(11.21) when IS(Q) - I) > (c~C-~~O-~) 8-l. In this case, the turning points 
are at least a small constant times B to the left and right of x,. The 
derivative at the left turning point is at least a small multiple of sZB2. In 
this case, we can pick s1 to be another small multiple of 52 and still have 
it satisfy the assumptions of Lemma 3. This is obvious from the above 
comments and (11.19). This implies 
F 
Xl -61 
WI2 IPI -5’2 + W’l IPI -3’2) 
~Ix,-((x~--E~)I .const..52-3/2 
< const. . Sz - i12. 
Similarly, Ipl -3/2 lp’l < const. .a”‘. Since IS(S) - 81 > const. .52-l in this 
case, we can absorb this in 
(M/loo). Q-3’2 (a&!) - 8)-l. 
Let us now use Lemma 1 to establish the boundary condition for w,, at 
X,--E,. Let Z”3>M.SZ-3’2(B(8)-~)-1. Let Us and u2 be the solutions 
of (11.1) that Lemma 1 describes. Our solution w0 can be written 
WAX) = a%(x) + Buz(x). 
The boundary condition (11.17) at x0 determines a and j?: 
with a,, > (9/10) Z1’3Q-“2. 
By Lemma 1, 
() i 
P 
- 114 
:; w= d 
zp 
-l/4 + z l/3$/4 
1 
(x0)+ :: (x0) 
0 
() t 
P 
-l/4 
;; (x0)= d 
zp-114-zl13p114 
! 
(x0)+ 1: (x,), 
0 
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where (Isi/ + I&J) < Z P1’3M/20 Q-“‘(a(Q) - 8))’ ( ]uil + luil). Since 0 < 
Y(X) < 1, 
Since d <6(Q) < (4Q))‘, p(Q/lO) is between 9052-l and 10052-r within a 
percent. Also, 
zu3,2 p114f!-p-1,4 . 
Hence, we see easily that any solution to (11.22) must have I/?[ <2l~l. For 
convenience, pick CI = 1. That is, on [x,, x1 - E,] 
wdx) = (GI(X) +&I(x)) + B(U*(x) +&2(x)) 
with I/3/ < 2. By Lemma 1, our calculation of (11.21), and our choice 
of zr/3, 
(l~,+~~*+B~2l+I~;+/j~;+B~;I)(X1-~,) 
<(1/20+2exp[-2Z113J~-” I> p”*(t)dt (lull + lu;l)(xl -El). 
(11.23) 
Since Qx-2-y(x)x~1>Qx~2-x~‘, x,=-Q. Furthermore, s2x-*- 
y(x) x- ’ > 29 ~ ’ when x < Q/2. Hence, 
Since Q > Q(Z) = (L(Z) + l)L(Z) ZP2’3 k Z2’9P2/3, we see that 
Zexp[ -2Zii3/~pE’p(t)dt]41 
for large Z. Coupling this with (11.23), we see 
We can use Lemma 3 to extend w0 across [x, - sr, x1 + E,]. First, let us 
calculate the approximation error 
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of Lemma 3. When IS(Q) - 81~ (c’C-~~O-~) 52-l, (11.20) shows that 
C= const. sL-3’2(&(Q) - 8))‘. 
When IS(Q) - bj> (c~F-~~O-~) a-‘, we have noted that 
@(xl) > const. as2 
El > const. s2. 
Hence C = const. a-‘/’ in this case. In Lemma 3, C is multiplied by a 
constant k arising in the uniform approximation by Airy functions. Let us 
increase the constant y appearing in the statement of Estimate 1 of 
Section 0 enough to imply 
Our assumption 
satisfies the conditions necessary to apply Lemma 3 on [xi - E i , xi + E 1]. 
Again, we must find the a and fi which solve 
where wi and w2 are the solutions of (11.1) described by Lemma 3. The 
approximation Gi in Lemma 3 and the iii in Lemma 1 are related by 
i,(x)=exp[ -Z1/3~~p1/2(~)dl]UI(x) 
W2(x) =exp Zlf3 SX’p1’2(t) df ti2(x). 
[ XII 1 
By (11.24) and (11.25), we must have 
(11.26) 
(lawl+Pw2-isll+law;+w;-u;l)(x,-&1) 
< (WONl~,l + wll)(x, -El). (11.27) 
By Lemma 3, 
(law,+w,-iill + law;+~w;-ii;l)(~,-c~) 
~(Ia~,l+BW2-~l)l+Ia~;+~~~-~;I)(x,-&,) 
-ReC.Z-“‘[a(lWll + IW’l)+fl(IW2( + l$l)]. (11.28) 
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By assumptions, R. C. 2-J/3 4 1. By (H-26) and the definition of di, we see 
that 
By (11.28), we see that (11.27) can hold only if 
On the other hand, 
1 p*; -jj; < --Z’q+‘4& 
2 
O<w;<exp[ -ZJ13~~,1/2]ZJ/3~Ji4~J, 
and /z?~/ -cZ~/~JI~/~~~,~. 
Since ZJ’3pJ’4(xl -.sJ) $1, (11.27) and (11.28) can hold only if 
By linear independence of wI and w2, we know a solution to (11.25) exists. 
We have just shown that 
p”‘(t) dz 1 . 
By our choice of a,, 
i 
XI 
p”‘(t) dt = 2p’(~,)“~ E;‘~ 
x, - E, 
within a factor which is close to 1. As we have noted, 
Let us renormalize, taking c1= 1. We have proved 
%(X) = W’(X) + Bw2(x) 
on [xl - E,, xl + EJ], with 
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By our choice of 2 ‘/3, fl $ 1. Lemma 3 implies that the phase of w. at 
xl +E~ is given by 
(:;) (xl+EI)=[cl (Z:) +c*($)] (x,+h) (11.29) 
with 
[cl- l( <z-“3 M/1052-3’2(6(52)-8))’ 
Jc*J <z -u3 M/lOQP’*(b(Q) - 8)-l. 
We can use Lemma 2 and (11.29) to extend w. across the interval 
[x, +.sl, x2 -s2]. To do so, we must first calculate s2 and then the 
approximation errors in Lemma 2. 
We have already calculated the right turning when I&J’- &(a)( < 
(c3z-*10-6) 52-i -that is, when the quadratic approximation is useful for 
calculations. See (11.20). Within l/10 of one percent, 
x*-x, = J2(&(Q) - a) c(Q)-’ !s3 
p’(x) = C(Q) fr3(x-x2) forall (x-x2(<2~x1-x,~. 
(11.30) 
For Lemma 2 to apply, 2 - 1’3 must be large compared to 
By (11.30) Ip’I takes its maximum and J pi its minimum at the endpoints of 
the interval. Since lp”( c&?-~, we find that both quantities in (11.31) are 
bounded by 
const. sZ-3’2(S(Q) - 8))‘. 
By possibly increasing the M we have been using in all our estimates, this 
is 
<M/loo o-3’*(c??(8) - I$-‘. 
Since Z1j3 > A4QP3/*(fQQ) - a)-‘, Lemma 2 applies. 
When 8 decreases out of the range 18 - g(Q)1 < (c~E-*~O-~) a-‘, the 
left turning point xl moves between a small multiple of Sz to the left of 
x,(a), toward 52. It always lies between Q and x,(a). The right turning 
point x2 changes much more. We take several special cases. Let X be a 
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number so large that y(x) and its first three derivatives equal 144~~~ and 
its first three derivatives within one percent error for all x > X. We classify 
d accordingly as 
(a) x2 E [x,.(Q) + const. Q, 2X], 
(b) x2 > 2X. 
The “const.” in (a) is determined by the condition that x2 = x,.(Q) + const. 
52 when 8 = 8(Q) - (c~C-~ 10P6)-‘. Notice that depending on D < a, (a) 
or both (a) and (b) might be empty. In case (a), we can use the bounds 
(small const.) xe2 <p’(x) <xP2 
/p”(x)/ < const. xd3 
[p”‘(x)1 < const. x-~. 
(11.32) 
These constants are uniform in Q for x,(Q) + const. sZ<x< 
min{2.?, x,(Q)}. To see this, note that if Q is large enough that x,(Q) = 
(x,(Q) + x,(Q))/2 < 2X, then Corollary 2 gives uniform bounds which 
imply the ones we have written above. On the other hand, if 0 is small 
enough that (x2(O) + x,(O))/2 > 2X then we know that [2Q + const. 52,2X] 
is strictly contained in the range where p(x) is increasing. We have 
p’(x)= -2Qx-3+(y(x)-xy’(x))x-2. 
The function J>(X) - xy’(x) is strictly positive. By explicit calculation using 
the series expansion for y(x) in the regime [a, l/100], we know that 
( - 252x ~ l+ y(x) - xv’(x)) 
is greater than a small constant once x E [2Q + const. Q, l/100]. Let 52, be 
such that 
hw4J + &&WY2 = 27. 
Since - 2Q0x-’ + (v(x) - xy’(x)) > constant for x E [l/100,2.?], we see 
that the same bound holds for all smaller Q. 
From (11.32), we see that once c2 is a suitably small multiple of x2, it 
satisfies the assumptions of Lemma 3. Furthermore, the error 
CE p(x2)-“2 &;3/2 < (large constant) x; ‘I’, (11.33) 
when x2 < 2x. 
To calculate (11.31) in this case, we break the integral into two pieces: 
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Using (11.19) and our choice of .si as a small multiple of Q, we bound the 
first integral by 
const. Sz - ‘I*. 
To bound the second integral, notice that [p(x)1 = ls=‘p’(x)l. By (11.32) 
and our choice of s2 as a small constant times x2, we find 
lpl > (small const.) .x-’ 
when 252 <x <x2 - s2. Equation (11.32) then implies 
5 
x2 - E2 
WI* IPI -“*+ W’I Ipl -3’2) dx 
2R 
I 
x2 
< const. xP3/* dx 
2R 
< const. Q - ‘I*. 
The supremum in (11.31) is calculated via the same bounds-i.e., (11.19) for 
x c 28 and (11.31) for x > 252. It is also less than const. Ml/*. Hence, 
(11.31) is c const. O-l’* 
in case (a). 
In case (b), we break the integral as 
The first integral and the supremum over x E [xi + E, , X] is handled as in 
case (a) yielding const. Q - ‘I2 For x > X we use the fact that y(x) N 144~~~ . 
in this region. First, let us calculate x2(Q) and x,(Q). x2(Q) solves 
OX-* - 144x-4=o, 
and x,(Q) solves 
-2Q~-~+4*144x-~=O. 
Within a small percentage error 
x,(n) = 124-l/2 
and 
x&2) = Jz. 1252-l’*. 
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By inspection, we see that for XE [X, x,(Q)] 
(smaller const.) xe5 <p’(x) < const. xP5 
Ip”(x)l < const. xP6 
1$“(x)/ < const. xP’. 
(11.34) 
Again, we can pick s2 to be a small multiple of x2. The error C in Lemma 3 
is 
c = @(x2)- u2 F; 312 < const. x2 < const. Q ~ ir2. (11.35) 
Using (11.34) and our choice of s2, we find 
Ip( = lJyp’(x)l> const. xP4 for XE [X, x2 - EJ. 
Hence, 
s 
x* ~ a 
WI2 IPI -5’2+ IP”l IPI -3’2) .t 
s -x2 Q const. dx < const. x2 < const. . Sz- i12. x 
The supremum in (11.31) satisfies the same estimate. 
Again, we increase the constant M that we have used throughout this 
analysis so that we have 
(11.31) is < M/100Q-3’2(6(Q) - a)-‘. 
Since 2 1’3 > MQ P3’2(S(Q) - 8) ~ ‘, we can use Lemma 2 to extend wb 
across [xi + si, x2 -s2]. Let u, and u2 be the two solutions to (11.1) which 
are described in Lemma 2. Again, we must find a and /I for which 
By Lemma 2 this equals 
whereJ~-ccJ+I~-~I<Z~1’3y/2083’2(a(B)-~)~’(Icrl+IPI).InLemma 2, 
we choose linearly independent solutions to (11.1) that are approximated 
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by fii=l~I-~‘~cos[~*,,+,, lpll”] and 02=IPI-1’4sin[S”,,+,, Ip(‘/‘]. By 
taking a linear combination we can assume 
cl= IPI ~ 1’4 cos 
[ j 
.t- z 113 1 pJ 112 - n/4 
c 1 
h= IpI- u4 cos z”3 
[ 5 
x ( pIl’* + n/4 . 
c 1 
By (11.29), we see that la - 1 I and I fll are both less than 
Z-1’3 M/lOQ-‘~‘(60(!G)-~))‘. Hence, the same holds for a and fl, with 
the “10” replaced by a “5.” 
This implies a boundary condition for w,, at x2 - .s2: 
(;) (~2-~2)=~1 (;;) (x,--EI)+cI(;;) (x2--2) (11.36) 
with [cl - 11 and lc21 both less than Z-l13 M/5!X3’*(6(52) - b)-‘. 
By means of Lemmas 1 and 3 we can extend the solution w  which 
satisfies (11.18) at x=x,. We have already seen from our quadratic 
approximation, (11.33), and (11.35) that the approximation error from 
Lemma 3 on [x2-e2, x2 + .s2] is bounded by Z-1/3 M/100R-3’2 
(IS’(Q)-b)-‘. By the same arguments as with wO, we will have 
(;;)+~2(;f) (x2-&2) (11.37) 
with (a,- 11 and (a21 <Z-“3(K/5)D-3’2(6(52)-~)-i and 
w1= IPI - ‘I4 cos 1 p( I” dt - 7114 1 
1 , 
once we prove that the conditions of Lemma 1 hold. We must check that 
Z113 is large compared to 
5 x (WI’ IPI -5’2+ IP”I IPI -3’2 x2 + a 
sup~~p~-1~4~$~p,~1~4~~x2+~2<x,). (11.38) 
We prove that (11.38) is small compared to it~K-~‘~(6(52) -8))‘. 
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When (a-&(Q)) < (c~C-*~O-~) Q-i, the second turning point x2 is 
given by (11.20). Define X,=x,.+ 10-3~~P1R. By (11.20), 1x2-x,.1 < 
451.52 - I .Y, when j&(Q) - 61 < (c3C-*10P6) Q-‘. We break the quantities 
in (11.38) into two parts: 
The analysis of the first integral follows that for the analogous integral in 
(II.21 ). There, we found it was bounded by 
For the second integral (11.32) and (when D is small) (11.34) are 
appropriate. By (11.32) and the fact that Xz > .x2 + const. Q, [p(x)1 > 
const. x ~ ’ when x<X. We have 
IL :, (WI’ PI -5’2 + WI PI -3’2) 
J 
2 
< const. x ~ 3/2 dx 
Lz 
< const. X; ‘I* < const. Q - iI*. 
Since x,(Q) < const. Q-l” and the integrand is uniformly bounded for 
x > X, we have proved that 
(11.38) is <M/10052-3~2(b(fz)-~)~’ 
in this case. 
When x,. + const. G? < x2 < X, we use (11.32) and (11.34) as we did for the 
second integral above. That is, since s2 > const. x2, (11.32) implies that 
Ip( > const. x-l for x2 +s2 <x<2X. When x> 2X, the integrand is 
uniformly bounded. In this case, we obtain the bound 
< const. Q - ‘I’. 
When x2 > X, we use (11.34). Since e2 > const. x2, [p(x)1 > const. x P4 
once x > x2 + a2. By (II.34), 
i 
r; 
< const. < const. Sz-I’“. 
** 
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The same bounds imply these estimates for the supremum also. Possibly 
increasing M, this proves 
(11.38) <M/100 CV3”(S(sZ) - 8))’ 
in al cases. 
Let us now examine the implications of (11.36) and (11.37). For d to 
be an eigenvalue, the two vectors must be non-zero multiples of each 
other. To normalize, assume cT+c: = 1, a: +a:= 1. Write ci =cos &,, 
c2 = -sin a,, a, = cos 6,, a2 = -sin 6,. By (11.36) and (11.37), 16,l and 
(6,I are each less than 
z-“3 M/5 sz-3”(s(Q)-b)-1. 
Writing out (11.36) and (11.37), we see that 
(cspns)(z~~3~~~-.ilPl-a/4+6,) 
= *(“““sin)(zl~3~~~~2 IW-n/4+6,). (11.39) 
(11.40) 
This implies that the sum of the two arguments equals zero mod 7~. That 
is, 
z1/3 j~21pJ1’*(r)dr-n/2+6,+S,=nrc. 
XI 
Since l&,1, 16,( 4 1, this implies that 
for some non-negative integer n and ?‘I,, and 6, satisfying 
l&J, 16,( <z-1’3(M/5)f23’2(6(Q)-d)-‘. 
For us, p(x) = [Qx-‘/~ -v(x) x-l + ~$1. Notice that we could just as 
easily have obtained (11.40) by equating the phases of w0 and w, at 
x=x,(Q). As d decreases from 6(Q), the phase of w0 at x, strictly 
increases in a clockwise direction around the unit circle and the phase of 
ikys 
at x, strictly decreases in a counterclockwise direction. An eigenvalue 
a value of d for which the two agree modulo parity. Equations (11.36) 
and (11.37) with x, replacing x2- s2 allow us to compute these phases 
within a small error and see that each makes half a rotation around the 
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unit circle for each increase in 2 “3 SF (pi ‘j2 dr by n. This implies one new 
eigenvalue G;, for each increase in Z ‘I’ J;; 1 p( ‘P dt by rc. 
Once again, let 
In view of the above discussion, (11.40) implies 
for k 3 K(Z, Q), where &Z, Q) is some integer. That is, we have proved 
that the eigenvalues c??~,~, nj > c!?~,~, Rj+ i > . . . solve the above equations for 
some unit increment increasing sequence of integers on the right-hand side. 
The WKB Theorem states that &Z, 52) = 0. Once we prove it, we will have 
established the second part of the WKB Theorem, i.e., the eigenvalue 
equation for 0 d G;, < C?(Q) - 1OMZ P”3Q2-3’2. 
This step is intimately connected to the WKB Theorem for 
6(O) - IOMZ -1’3Q- 3’2 QJ$ <8(Q) and to Estimate 3. All hinge on the 
accuracy of the quadratic approximation around and between the turning 
points of 
when 6(Q) - 1OMZ -i/38 P3’2 < & < &(a). This approximation allows us to 
estimate the eigenvalues &k in terms of those for the harmonic oscillator, for 
which the WKB eigenvalue equation is exact. 
As we have seen numerous times in the course of this analysis, the qua- 
dratic approximation is useful for calculations when I&‘- &(a)( -C 
(C3E-210-6) Q-‘. Since Q > Q(Z) z Z -4’9 (see end of Section 0), 
10A4Z-i/3Q-‘/2 6 1 once Z is large (independently of Q). The gk under 
consideration are well within the regime of good quadratic approximation. 
The turning points x, and x2 of p(x) = [Qxe3 - y(x) x-i + S] are given 
within a fraction of a percent by 
[Xi-- x,1 = J2(b(Q) - &)p”(x,.)-‘. 
When )d - b(Q)( < 1OM.Z P1’3QP3’2X 
lx, -x,.1 < J2OMZ -1’3Q-3’2p”(xc)-1. 
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Define X, < x, < Xz by 
Ixi-x,l =Z”36J20MZ-1~3~-3~*p~~(XE)--. 
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On [xl, x2], p(x) = (1/2)p”(x,)(x - x,)* + d - 6(Q) + g(x), with Ig(x)l < 
Ip”(x,)l lx-x,1 *. Hence, 
P(XD,W P”(X,)(X -xc)* u-,1x - xc1 lP”‘(X,)l If( -I). 
Recall (p”‘(xc)l Ip”(xE)jP1 ~1’52~‘, ~“(x~)>cQ-‘, and Z-4’9<sZ<Q. 
Hence, 
Ix-xX,( Ip”‘(xc)( Ip”(x,)l-‘<const. Z-1/36 
for x E [X,, x2]. This implies 
P(X) (?) zy” - xc)* + 8 - a(Q) 
on [Xl, x2] with 
K - = (l/2) p”(x,)( 1 - const. Z -1’3 
(+) I+) 
Define potentials V- and V, by 
9. 
Y-,(x) = P(X) if x# [X,, X2] 
= K-)‘“-x,)* + d - cfq-2) if xfz [X,, X2]. 
The eigenvalues -E;, are bounded below and above by the corre- 
sponding eigenvalues for VP and V, , respectively. Call these -8; and 
-8:. We have 
By comparison with the harmonic oscillator, we can directly compute 
the 6’: and 8; for which the turning points are contained in [X,, z2]. By 
definition this includes all those S;, which lie between - b(Q) and - b(Q) 
+ 10MZ-‘/352-3’2 (and many more). For large Z, 8: and 8; are close 
enough that our calculations are sharp enough to prove &Z, Q) = 0 and 
the WKB Theorem. Estimate 3 (the fact that there is a uniformly bounded 
number of eigenvalues between -6(Q) and -8(Q) + 10MZ-1’3Q-3’2) 
trivially follows. 
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We deal with the 8: first. The analysis for 8’; is exactly similar. Let u’,, 
and w, be solutions to 
-w~“+Z2’3V+(X) w=o, (11.42) 
where ~1~ is L” at the origin and us,, is L2 at infinity. Assume the trial 
d of (11.41) gives rise to turning points which lie within [Xi, X2]. The 
boundary conditions (11.17) and (11.18) imply 
where ai = a,(Z, Q) > const. Z ‘13Q ~ ‘j2. 
Change variables to i” = (x - x,,) Z “6K y. The interval [X,, X2] becomes 
[ - [, + [] with 
) f [I > const. Z1/36. (11.43) 
The boundary conditions at + f are 
with c(; (Z, Q) > const. Z “‘%2 ~ i14. Since Q < 0 < cc for all Z, the cli are 
uniformly bounded below by a constant multiple of Z’j6. Equation (11.42) 
can be rewritten in the < variable as 
w”(5) - ((2-A) iv([)= 0, (11.45) 
where 1= (a(Q) - 8) Z’j3K ;‘12. Since K, = 1/2p”(x,) (1 + const. Z “36) 
>, c(Q) QP3 and (&(a) - 8) < 10MZ-“3Q-3’2, Id 2, a constant which is 
independent of Q and Z. 
Equations (11.43)-(11.45) allow a comparison with the L2 eigenvalue 
problem for the harmonic oscillator over all of [ - 00, co]. These eigen- 
values are given by II, = 2n + 1. It is a well-known fact that 
7c -’ 
s 
[42-(2n+ 1),:/2=n+ 5. (11.46) 
That is, the WKB Theorem is exact for the harmonic oscillator. For the 
boundary conditions (11.44) at f r replacing that L* condition at + co, the 
eigenvalues A,+ (corresponding to K,) are given by 
n,+ =2k+ 1+0(l) as Z-+co, 
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uniformly for k < any fixed integer K. The same, of course, holds for I; 
(corresponding to K-). This means 
8: =8(Q)-(2k+ 1 +~(l))z-“~KIj 
S; =8(P)-(2k+ 1 +0(1))z-1’3K1/2 
(11.47) 
as Z + co, uniformly for k < any fixed integer K. Upon resealing, (11.46) 
implies 
(z”3/7T)J [K+ 
(-) 
x2-(2k+ l)Z-1’3K+ 1, =k+ ;. 
(-) 
A simple continuity argument implies 
(z”3/7c) J [K+ c-Ix2-(2k+l+o(l))ZP1~3K’;‘]‘:‘=k+;+o(l), (11.48) 
as Z+co, uniformly for kc any fixed integer K. Equation (11.47), the 
definition of K, the fact that 8: c C$ < 8;) the accuracy of the quadratic 
approximation (see (11.41) and directly above it), and another simple 
continuity argument imply 
(Z’l’jx)S[y(x)-nix’-$]‘:2dx=k+~+o(l), (11.49) 
as Z + co, uniformly for k < any fixed integer R 
Since K+ are within (1 f const. Z -1’36) of p”(x,)/2 and hence of 
c(Q) DV3, condition (11.47) implies a uniform upper bound R on the 
number of eigenvalues -B;, which lie between -6(Q) and -&‘(a)+- 
10MZ-“3sZ-3’2. Hence (11.49) holds for the eigenvalues in question-in 
particular, for JK,, nj. This takes care of the WKB Theorem and 
Estimate 3. 
It remains to prove Estimates 1 and 2. We must calculate 
$ G(i2,cq = (2x)-’ J*l IpI -u2 
XI 
and 
First, let us calculate the second derivative, 
(2x1 ~G(SI,B)=!imoh-‘5(p-(x)1/2-(p(x)+h)_1/2)dx, 
607/79/2-9 
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where p ~ is the absolute value of the negative part of p. Break this integral 
into two parts: 
=jyo h-’ j-- (P-(X)-1’2-(~(~)+h)?)dx 
x, + E, 
+tiyO hk’ s 
(p-(x)p”‘-(p(x)+h):1’2)dx. 
CJ1. x, +e,l LJ Cx2-m. .vzl 
Since p- is bounded from below by a positive number for x E 
[x, + sr, x2 - c2], the first term converges to 
IA -3’2 (x) dx. 
Let us treat the part of the second term that is integrated over 
[x2 - F~, x2]. In this case @(x2) is positive and we need not worry about 
absolute value signs. This integral can be broken into two parts (forget 
about h ~’ momentarily): 
I (plp1’2dx+j (IpI-1’2-Ip+hlp1’2)dx. { IPI < hl n c-y2 - ox x21 ~lPl~~l~C-~2-~2J?l 
As h-,0, p(x)=p’(x,)(x-x,)(1+0(h)) and {IpJ<h}={Ix-x,1< 
hp’(x,)-’ (1 + O(h))}. Hence, the first term equals 
2h”2p’(x2)-’ (1 + O(h)). 
The second integral is more complicated. By getting a common 
denominator and factoring 
Let t =p(x)/h, dt = ($(x)/h) dx. The second integral equals 
_ h ~,lP(,-.(-W 
t-3’2(1 - l/t)-“2 (1 + (1 - l,‘t)1’2)-1p’(x(t))-1 dt. 
Since p(x) = p’(x2)(x -x2) + Wp”(x2)(x -x2J2), $(x(t)) = $(x2) $(x(t)) 
= $(x2)( 1 + O(h + p”/pf2)). Hence, the integral equals 
~hl,2p,(X2)~l rl”‘“-“‘““l”-’ 
t-3’2(1 - l/t)-1’2 (1 + (1 - l/t)“‘)-’ dt 
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The second of these two integrals equals 
o(h3’2p’~‘-yX2)p(X2-&(X2))l’2 h-1’2) 
= O(fzp”(X,) &(x2)“‘p’(x2)-5’2). 
To compute the first, change variables 
v = t( 1 - (1 - l/t)“‘)’ 
do= -u1’2t-3’2(1-l/f)-1’2(1+(1-l/t)1’2)-1dr. 
The integral becomes 
-hl’2p’(X2)-1 j’ v - l/2 dv 
~(lP(~z--Eww-‘) 
= -2h1’2p’(x2)-’ +2h”2p’(x2)-1 V((P(X2-4x2)) h-‘)p2. 
For h + 0, u((p(x, - &(x2)) I h-l) = (1/4)(h Ip(x, - s(x2))I -‘) + O(h3’2). 
Hence, the integral equals 
-2Pp’(x2)-’ + $0(x2)-i (p(x, -&(Xz))I -1’2. 
Adding up the contribution to (d2/d&‘2) G(Q, b), dividing by h, and letting 
h -+ 0, we obtain 
-$ G(l2, 8) = (l/271) j-z;;Ij’ JpJ -3’2 (x) dx 
+ i (l/4n)p’(xi)-’ IP(xi-Ei)( -lP 
i=l 
2 
+ c . O(P”(Xi) $2 If( -5’2). 
i= 1 
By choice of si, these two terms equal const. Cf=, Ip’(Xi)l -3’2 ez:1’2 within 
a factor. 
We now calculate 
g (L&b) = const. JI Ip) -I/’ dx 
$ (Q, 8) = const. (I::,-,:’ IpI -3/2 dx 
+ i IP’(Xi)l -3’2 &y2 . 
i= 1 
(11.50) 
(11.51) 
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When (& - F(Q)( < ( c3CP210P6) R-‘, the quadratic approximation gives 
(11.50) within a small precentage error 
.~,.+J2(e(n)-I)p”(yz)~I 1 - 112 
8 - b(Q) + -p”(y2)(x - y*)2 
2 
dx 
J2(8(n)-B)py,v*)-l 
dm j’ (1-u2))1’2du. 
-1 
Since p”(jjC) = c(Q) LY3 > cRP3, this is 
> const. 52 P3/2. 
To obtain an upper bound on the integral in (11.51), multiply the value 
(~1~~‘~ (yi+si) by Iyi-x2(. Then 
(11.51) is <const. i { Ip’(v;)l -3’2 &,:3/Z 1~~ -x21 
i=I 
+ Ip’(y,)( -3’2 ELY2}. 
By (11.19), these terms are all bounded by 
const. Q3”(fF(Q) - 6) - ‘. 
Hence, 
< const. Q-3’2(&(Q) - &)-’ 
in this case. 
When 29 + const. f2 <x2 < X, Ip( > const. (l/x - l/x2). Hence, 
s “2 *, IpI - ‘I2 dt > const. [;’ x’l”dx > const. xy2. 2 
To bound (II.51 ), consider separately x < 2Q and x > 252. Since 
x1 < 252 - const. Q, Ip’(xi)l > const. D P2 E, > (small const.) 52, and hence 
Ip(xI + &,)I > const. Sz-‘. The minimum of IpI over the interval 
[x, + Ed, 2521 occurs here. Hence, 
I .I: E, I PI -3i2 < const. sZ5J2. 
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Since IpI > const. x-l for x < x2 - E* (see (11.32)), 
I 
m-e2 
(pi -‘I2 c const. xzl’. 2R 
The quantities at the endpoints are bounded by const. Q512 and const. xz12, 
respectively. Hence, 
< const. x; ‘I2 
f const. 52 - ‘12. 
When x2 > 22, (11.34) implies that [p(x) < const. 1~;~ - xP41 for 
x E 6, Y2h 
i 
x2 
IpI -‘I2 dx > const. X* x’dx > const. xz. 
-XI s x 
Also, Ip( > const. x-4 when x E (X, x2 - Q), 
and 
Hence, 
IpI > const. x-’ when XE [x,, X], 
(pi > const. Q-r when XE [x,+er,~~~]. 
s I;e; (pl-3!2d~=~xc X,+E, lPl-3/2+[; IPIr3”+j;-‘* lPl-3’2 
c const. (Q512 + x512 + xz). 
The terms in (11.51) at the left turning point are again bounded by R5/* and 
those at the right turning point by xi. (See (11.19) and (11.34).) The 
dominating quantity is xz. Hence, 
This completes the proof of Estimates 1 and 2. 
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