In this study, the authors consider several indices to indicate whether multidimensional data are ''unidimensional enough'' to fit with a unidimensional measurement model, especially when the goal is to avoid excessive bias in structural parameter estimates. They examine two factor strength indices (the explained common variance and omega hierarchical) and several model fit indices (root mean square error of approximation, comparative fit index, and standardized root mean square residual). These statistics are compared in population correlation matrices determined by known bifactor structures that vary on the (a) relative strength of general and group factor loadings, (b) number of group factors, and (c) number of items or indicators. When fit with a unidimensional measurement model, the degree of structural coefficient bias depends strongly and inversely on explained common variance, but its effects are moderated by the percentage of correlations uncontaminated by multidimensionality, a statistic that rises combinatorially with the number of group factors. When the percentage of uncontaminated correlations is high, structural coefficients are relatively unbiased even when general factor strength is low relative to group
. These latter ''unidimensional enough'' indices almost always are some function of first-factor strength, such as the ratio of first to second eigenvalues (Embretson & Reise, 2000) or some other index of degree of multidimensionality such as the DETECT procedure (Zhang & Stout, 1999) .
In SEM, although the potential biasing effects of forcing multidimensional data into a unidimensional measurement model are well known (e.g., biased parameter estimates can lead to biased structural coefficient estimates), relatively less attention has been given to statistics that directly assess the degree of structural parameter bias resulting from this type of model misspecification. One reason is that, until recently, SEM software allowing for efficient analyses of dichotomous or polytomous itemlevel data generally was not available. As such, latent variables commonly were represented through item parcels, not items. It seemed odd, however, to perform a thorough ''dimensionality analysis'' for a set of three or four parcels used to define a latent variable. The troubling practice of burying multidimensionality in the item responses in parcels, however, finally is attracting attention (e.g., Bandalos, 2002; Meade & Kroustalis, 2006; Sterba & MacCallum, 2012) .
The second reason is that instead of thoroughly examining item-level dimensionality, SEM researchers tend to concentrate on establishing the ''fit'' of the measurement model prior to estimating the full structural model, which includes relations among constructs. Although seldom stated, generally, it is assumed that if the item response data fit the measurement model according to commonly employed goodness-of-fit indices-for example, the comparative fit index (CFI), the root mean square error of approximation (RMSEA), and the standardized root mean residual (SRMR)-then parameter estimates in the structural model are unbiased, and it is safe to proceed with further model enhancement and evaluation. 1 When the values of these indices are used to judge whether a unidimensional measurement model provides an ''adequate'' fit to the data, essentially they are being used in the same way as ''first-factor strength'' indices in IRT; that is, fit indices are used in practice as indicators that the data are ''unidimensional enough'' to avoid serious bias in model parameters.
In the present article, our primary objective is to examine statistics whose purpose is not to assess whether a measurement model specified as locally independent or unidimensional is misspecified but rather to assess the size of the biasing effect of multidimensionality on structural parameter estimates in an SEM specified as unidimensional. We expect our findings to inform scale construction practice by identifying conditions where the effect of multidimensionality on identifying a common factor is minimal. The secondary goal is to demonstrate that the standard practice in SEM described earlier, one that relies on model fit indices, is insufficient and to suggest a better alternative based on computing factor strength indices. Specifically, drawing from the IRT literature, which emphasizes factor ''strength'' as opposed to model ''fit'' investigations, we conduct a series of demonstrations to clarify the effects of forcing multidimensional data into a unidimensional measurement model in an SEM context. 2 Our study of model misspecification and parameter bias differs from others in at least two ways. First, our model for multidimensionality is neither the commonly used ''single small secondary nuisance factor'' (e.g., a reading ability dimension influencing responses to several items on a mathematics test) nor the standard ''correlated-traits'' representation (Kirisci, Hsu, & Yu, 2001) , so commonly seen in IRT robustness studies. We use a bifactor model-a latent structure where all items load on a general dimension and on one of several group factors (Holzinger & Swineford, 1937) . Recently, several authors have argued that a bifactor model is a more realistic representation of complex psychological constructs (e.g., Chen, Hayes, Carver, Laurenceau, & Zhang, 2012; Reise, in press; Thomas, 2012) . Second, our chief concern is bias in structural coefficients (sometimes called validity coefficients) rather than bias in factor loadings. Of course, we recognize that bias in the former depends in some fashion on bias in the latter. Nevertheless, from an applied perspective, we believe that researchers are more concerned with bias in structural parameters (which play a critical role in their theories) than they are with the specific bias in factor loadings (which rarely are of theoretical interest outside of psychometric reports).
Method
All our populations are determined by a ''perfect'' bifactor model. We did not consider situations in which the group factors were imbalanced, the items loaded on more than one group factor, or the group factors were correlated. In the discussion, we consider the generalizability of our results and address potential limits.
Simulation Procedure
To determine a population measurement model MM true for our general factor Gen, we specify the factor loadings (l) for a bifactor model 3 (which include the relative strength of the factor loadings on Gen vs. the factor loadings on the group factors), the number of items, and the number of group factors. The population model was ''strictly'' bifactor ( Figure 1B ; Holzinger & Swineford, 1937) -with each item loading on the general factor and one and only one group factor and with all factors orthogonal. 4 Importantly, within each of our conditions, the bifactor model had balanced group factors, that is, the same number of items and same loadings.
Next, we specified a criterion latent variable that was measured by three continuous normally distributed indicators. For all conditions, the loadings of the indicators on the criterion latent variable were .60, .65, and .70 (see Figure 1C) . These values were selected to represent ''good'' criterion measurement. After specifying a structural path coefficient for the effect of the target latent variable Gen on the criterion, 5 we used the complete model to derive an implied population correlation matrix. In the following, we illustrate the results when the structural coefficient was fixed to .50. Our preliminary investigations (not shown) revealed that although the absolute bias in structural coefficient depends on the size of the true coefficient, the relative bias (expected estimated value/population value) does not. As a consequence, all the critical points we wish to make here can be achieved using a single criterion value.
Given the true population correlation matrix, the final step involves specifying a unidimensional measurement model for Gen (MM est ) and estimating the parameters ( Figure 1A ). EQS (Bentler, 2006) was used for all analyses. For each condition, two analytic models were run. In the first analytic model, only a unidimensional measurement model for the predictor items was specified, so group factors were not estimated. This model was used to record fit indices and factor loadings and reflects a preliminary investigation of whether the model has sufficient fit to proceed to fit a structural model. Because group factors were present in the data-generating model but were not specified in this first analytic model, technically, the model was misspecified. In such cases, we expected that fit indices would not meet typical thresholds for acceptance of the model, implying that the model should be rejected. Because we Figure 1 . Unidimensional and bifactor measurement models for Gen (general factor) and structural model where measured variables are boxed, latent variables are standard normal variates with mean 0 and variance 1, shown in circles were interested in assessing structural bias in the presence of model misspecification, the first analytic model provides evidence of the magnitude of misspecification or the magnitude of model misfit to the data on the predictor variables. In the second analytic model, the criterion items and a structural path were included, and estimated structural coefficients were recorded.
Data Structures
In total, six bifactor data structures were specified that varied in the number of items, number of group factors, and number of items per group factor. Specifically, these were as follows:
These data structures were designed to vary in ''percentage of uncontaminated correlations'' (PUC). Consider Structure 1, which has nine items, three group factors, and three items per group factor. There are (9 3 8)/2 = 36 unique correlations among nine items. If the structure is bifactor, however, correlations among the items within group factors are affected by two sources of variance (general and group). In Structure 1, there are 3 unique correlations within each group factor times 3 group factors equaling 9 correlations that arise from both Gen and the group factor and, thus, are confounded when estimating factor loadings on Gen with a model specified as unidimensional. In turn, all correlations among items from different group factors arise solely from the general factor. In Structure 1, there are 36 2 9 = 27 such correlations. Thus, the PUC for the first condition was 27/36 = .75. PUC values for the five remaining conditions described above were .71, .88, .69, .86, and .94, respectively. As will be clear shortly, PUC is an important factor in moderating the effects of factor strength on the biasing effects of forcing bifactor data into a unidimensional model.
Within each of the six structures, we specified a completely crossed design with five levels of loadings on the general factor (.3, .4, .5, .6, and .7) and four levels of loadings on the group factors (.3, .4, .5, and .6) . 6 The reasoning behind the factor loading values is that we believed that any item set with average loadings of less than .30 is not worth considering. Moreover, we limited the average loadings for the group factors to .60 (note: this limit also prevented computational difficulties). Thus, the total number of conditions = 6 structures times 5 levels of the general factor times 4 levels of the group for a total of 120 conditions.
Strength Indices
For each condition, two ''factor strength'' indices were calculated. First, based on the population loading matrix, we computed the explained common variance (ECV; see Reise, Moore, & Haviland, 2010, in press; Ten Berge & Socan, 2004) , which is the common variance explained by the general factor divided by the total common variance (see Equation 1 , where Gen is the general factor and GR1 to GR3 are three group factors).
The ECV index is a natural and easy-to-interpret index of the degree of unidimensionality, or relative strength, of general to group factors. The ECV can be high whenever there is little common variance beyond the general trait, regardless of the size of the item loadings on the general trait. Also, note that with the present design, ECV values are unaffected by the number of items on a test or PUC.
Second, based on the population loading matrix, for each condition, we computed coefficient omega hierarchical (omegaH; McDonald, 1999; Zinbarg, Revelle, Yovel, & Li, 2005; Zinbarg, Yovel, Revelle, & McDonald, 2006) as shown in Equation 2, where R is a population correlation matrix and Gen is the general factor in a bifactor model. When data are bifactor, relative to ECV, is a more direct index of general factor strength (sometimes referred to as first-factor saturation) than it is an indicator of degree of unidimensionality per se (i.e., how much common variance is due to the general trait).
Moreover, values of omegaH can be interpreted as an estimator of how much variance in summed (standardized) scores can be attributed to the single general factor (McDonald, 1999) . All else being equal and assuming that all items load on the general factor, omegaH values increase as test length increases; for this reason it is possible for omegaH to be very high even in the presence of clear multidimensionality. OmegaH values also are affected by PUC as explained in more detail shortly.
Model Fit Indices
For each condition, we also computed the following three fit indices: (a) the SRMR (Bentler, 2006; Hu & Bentler, 1999) , (b) the RMSEA (Browne & Cudeck, 1993) , and (c) the CFI (Hu & Bentler, 1999) . We chose these three indices for their diversity, their popularity in the research literature (i.e., at least the normal-theory versions), and their endorsement by psychometricians. Various authors have recommended different benchmarks for adequate fit or for distinguishing between correctly specified and misspecified models. Here we use those recommended by Hu and Bentler (1999) ; namely, RMSEA = .06, SRMR = .08, and CFI = .95. Given that in the population the true factor structures are bifactor and the fitted models are unidimensional, in theory, these indices should indicate that all models are misspecified. Nevertheless, given the known confounds and limitations of these indices (West, Taylor, & Wu, in press), we are not particularly interested in their power to identify that the wrong model has been fitted. Rather, our interest here is whether these fit values are informative as to the degree of structural coefficient bias. In other words, are these popular fit indices good proxies for the degree of structural coefficient bias?
Results Tables 1 through 6 show the results for each test structure condition. In the bottom row of each table are means within condition. Within each table, results are ordered by ECV values (relative general factor strength) from lowest to highest. Note: ECV = explained common variance; OmegaH = omega hierarchical; RMSEA = root mean square error of approximation; CFI = comparative fit index; SRMR = standardized root mean square residual.
Percentage of uncontaminated correlations = .75. Note: ECV = explained common variance; OmegaH = omega hierarchical; RMSEA = root mean square error of approximation; CFI = comparative fit index; SRMR = standardized root mean square residual.
Percentage of uncontaminated correlations = .71. Note: ECV = explained common variance; OmegaH = omega hierarchical; RMSEA = root mean square error of approximation; CFI = comparative fit index; SRMR = standardized root mean square residual.
Percentage of uncontaminated correlations = .88. Note: ECV = explained common variance; OmegaH = omega hierarchical; RMSEA = root mean square error of approximation; CFI = comparative fit index; SRMR = standardized root mean square residual.
Percentage of uncontaminated correlations = .69. Note: ECV = explained common variance; OmegaH = omega hierarchical; RMSEA = root mean square error of approximation; CFI = comparative fit index; SRMR = standardized root mean square residual.
Percentage of uncontaminated correlations = .86. Note: ECV = explained common variance; OmegaH = omega hierarchical; RMSEA = root mean square error of approximation; CFI = comparative fit index; SRMR = standardized root mean square residual.
Percentage of uncontaminated correlations = .94.
We consider first the strength indices within condition and when aggregated across conditions. Figure 2 displays the relation between each strength index (omegaH, ECV, and PUC) and the estimated structural coefficient when results are aggregated across the six test structure conditions. In Figure 2 , a horizontal dashed line is drawn at structural coefficient equals .45, a 10% bias in the estimate of the structural coefficient, which we take to be the threshold for ''severe'' bias. This value was taken from Muthén, Kaplan, and Hollis (1987) , who note that ''bias of less than 10% to 15% could be considered negligible'' (cited in Bandalos, 2002, p. 94) .
For each structure, there is a monotonic, but nonlinear, relation between ECV and structural coefficient bias-the higher the ECV, the less the bias. This implies that holding the model structure constant, variation in ECV accounts for variation in the bias of the structural coefficient. Across Tables 1 through 6 , however, within each general and group factor loading level, ECV values do not change as a function of either test length or test structure; the average level of structural bias, however, does change. Thus, the plot of ECV versus structural coefficient estimates shown in the top panel of Figure 2 is challenging to interpret. On one hand, high values of ECV (..60) almost always are associated with relatively low bias in the structural coefficient. On the other hand, lower ECV values are related inconsistently to bias in the structural coefficient. Clearly, the relationship between ECV and bias depends on another factor, specifically, the PUC.
To understand the moderating effects of PUC, consider first the bottom panel of Figure 2 showing that the average level of structural coefficient bias decreases as PUC increases. In Figure 3 , a set of panels shows the relationship between ECV and structural coefficient estimates within each test structure condition (PUC level). The panels are ordered by PUC value, and within each panel, a horizontal line is drawn at the 10% bias point, and a vertical line is drawn at the lowest ECV value that results in less than 10% structural coefficient bias. Clearly, the effect of ECV on structural coefficient bias is moderated by PUC. For example, in the 9.3.3 condition, ECV values of .50 and higher are associated with validity coefficients of . 45 We now turn our attention to an alternative strength index, coefficient omegaH. Within-condition correlations between ECV and omegaH are around r = .90, and the correlation is r = .78 when data are aggregated across conditions. Unsurprisingly, within each test structure condition, omegaH values also are monotonically related to bias in the structural coefficient but not as consistently as ECV. This inconsistency occurs because omegaH is more sensitive to the size of the general factor loading, rather than the relative strength of the general to group factors. For example, consider that within each test structure condition, when the general factor loading equals the group factor loading, ECV always is .50, but omegaH always is higher for the condition with the larger general factor loading. Unlike ECV, the average value of omegaH changes as a function of test length and particular bifactor structure (PUC). Generally, as test length increases, so does the average omegaH, but this is not always the case; consider that the 36.3.12 condition has an average omegaH = .72, whereas the shorter 18.6.3 condition has an average omegaH = .76. Test structure also plays a role in that, holding test length constant, omegaH is relatively higher when more group factors and fewer items per group factor (i.e., the factors that determine PUC). This effect is obvious considering Equation 2. Specifically, the denominator of Equation 2 simply is the modeled raw score variance, and thus Equation 2 could be written as Equation 4:
When written this way, it is clear that, all else being equal, fewer and larger group factors result in lower PUC values and relatively lower omegaH, and many smaller group factors result in higher PUC values and relatively higher omegaH.
Despite the fact that the average omegaH changes across conditions, the findings in the middle panel of Figure 2 display much the same effect as for ECV; namely, at high values of omegaH (..80), structural coefficients display little bias, but at lower values the relation between omegaH and the structural coefficient is quite variable. Such findings greatly complicate any attempts to suggest an empirically informed ''benchmark'' for omegaH values, and, thus, as earlier, we must consider the interaction between PUC and omegaH. Figure 4 displays a set of panels showing the relation between omegaH and structural coefficients within each PUC level. However, now the panels are ordered by the average omegaH value rather than PUC, and the vertical lines now indicate the average omegaH value within condition.
Clearly, both the number of items and PUC play a role in affecting the average omegaH value within condition and affect the relation between omegaH and structural coefficient bias. When both are high, omegaH values tend to become larger with a truncated lower tail (i.e., the minimum value increases). Finally, to discern the unique role of omegaH in predicting structural bias, we added omegaH into the regression model shown in Equation 3. This resulted in an R 2 value of .95, F(4, 115) = 518, df = 4 and 115, p \ .001, and the regression weight for omegaH was only b = .03 (p \ .01). The change in R 2 value from model 3 was not significant, and thus, we conclude that once ECV, PUC, and their interaction are taken into account, omegaH makes no further direct contribution to the prediction of bias under the present conditions. Two findings are of particular note, thus far. First, it appears that relative general factor strength, as assessed by ECV, is more important in influencing structural parameter bias than is general factor saturation, as assessed though omegaH. Second, regardless of how it is assessed, ''factor strength'' is of critical importance in determining bias in structural parameter estimates under the present conditions; it by no means, however, tells the entire story. In understanding and predicting structural bias, researchers should consider both factor strength and the data structure and, in particular, the PUC value.
We now consider the performance of practical fit indices. Figure 5 displays three panels showing relations between fit indices and structural coefficient estimates across conditions. As noted, one possible use of such indices is as a guide for indicating when a model is misspecified. In the present case, the unidimensional model is a misspecified model, but the degree of that misspecification varies, arguably as a function of ECV, which also can be thought of as a degree of unidimensionality index. Nevertheless, for each fit index, many models that are wrong in the population clearly are deemed ''acceptable'' using standard benchmarks. In terms of the present study, this is not a concern because we have no interest in judging these indices by their ability to detect that multidimensional (bifactor) data have been fit to a unidimensional model.
The salient question here is whether the values of fit indices can be used to project bias. The linear correlations between fit and structural coefficient are 2.30, .67, and 2.67 for RMSEA, CFI, and SRMR, respectively. These are in contrast to the r = .77 for ECV and r = .88 for omegaH considered across conditions. In the top panel of Table 5 , unacceptable RMSEA values ranging from .10 to .20 are sometimes coincident with structural coefficient estimates with relatively small bias, but, under some conditions, acceptable values of RMSEA are coincident with severe bias in structural coefficient. This is not too surprising in the present conditions given that RMSEA is only weakly associated with factors that determine structural coefficient bias, such as the strength indices ECV (r = 2.24) and omegaH (r = 2.12), and mean RMSEA changes little with changes in PUC values. A regression equation including RMSEA, PUC, and their interaction resulted in an R 2 value of only .29-arguing against any attempt to interpret its value as a ''unidimensional enough'' index.
On the other hand, CFI and SRMR appear more promising as ''unidimensional enough'' indices. This is partially because each of these indices is related to the factors that influence bias. Across conditions, CFI is correlated r = .80 with ECV, r = .49 with omegaH, but essentially unrelated to PUC (r = .09). SRMR is correlated r = 2.57 with ECV and negatively correlated to approximately the same extent with omegaH (r = 2.41) and PUC (r = 2.40). In fact, consider that in Table 6 where PUC is .94, SRMR is no higher than .08 in any condition. Still, a regression predicting the structural coefficient combining CFI, PUC, and their interaction resulted in an R 2 of .74. A similar regression combining SRMR, PUC, and their interaction resulted in an R 2 of .52. These values are far below the R 2 of .94 found when ECV, PUC, and their interaction were used to predict the value of the structural coefficient. Hence, although both CFI and SRMR are somewhat related to factor strength and structural coefficient bias under the present conditions, their values are not as prognostic as are the strength indices, especially ECV and PUC.
Discussion
It is easy to show that in SEM, assuming multivariate normality and when data perfectly match the measurement model, factor loadings and structural coefficients can be estimated in an unbiased way. Thus, when item response data are perfectly unidimensional (local independence with one common factor) and a unidimensional measurement model is used, bias is not a pressing concern. Likewise, when item response data are multidimensional and strictly bifactor and a bifactor measurement model is applied, the general factor will properly reflect the common variance among all the items and parameter estimates will be unbiased.
The challenge of applying SEM, however, is that both the unidimensional and bifactor measurement models are ideal population structures placing very heavy restrictions on data (Saris, Satorra, & van der Veld, 2009 ). In the real world of psychological data, we do not expect that either of these ideal representations is true in the population (see MacCallum & Tucker, 1991, for details) . Rather, given the standard way that many measures of complex psychological constructs are created (Clark & Watson, 1995) , we expect that all items will be influenced by at least one common trait. However, because of clusters of relatively more content homogeneous items, we also expect that additional factors will be needed to fully account for item covariances. That is, some type of multidimensional measurement model may be necessary to account adequately for all local dependencies in the data.
When local independence violations are small, they are readily addressable through specifying correlated residual terms. In cases where multidimensionality clearly is at issue, such as when a set of items reflects the measurement of a single general construct but also several group factors, alternative multidimensional measurement models such as second-order or bifactor structures may be needed (Chen, West, & Sousa, 2006) . Specifying these more complicated models can create more problems than they solve, however. Thus, given that item response data are rarely strictly unidimensional, and given our belief that in many circumstances, a researcher would much prefer to specify a simple unidimensional measurement model, statistical approaches are needed for deciding when data are ''unidimensional enough,'' such that if a unidimensional model were applied, structural parameter bias is not too severe. As noted in the introduction, many statistical approaches for detecting local independence violations have been proposed in the IRT literature, a wealth of research has been published exploring the robustness of unidimensional model parameter estimates to various forms of multidimensionality violations, and several commonly used ''unidimensional enough'' indices are recommended to judge the acceptability of the data for unidimensional modeling.
In considering the application of a unidimensional measurement model in SEMperhaps, partially because of the prevalent use of parcels-typically, item responses are not examined in terms of dimensionality or general factor strength. Rather, a unidimensional model may be fit, and if its fit is deemed ''unacceptable,'' a researcher would reject the model and search for some better fitting multidimensional representation. Indeed, some researchers have taken the logic of SEM evaluation and suggested that SEM fit indices be used to evaluate whether item response data are unidimensional enough for IRT modeling (e.g., Cook & Kallen, 2009; Reeve et al., 2007 ; see also the original work of McDonald & Mok, 1995) . This is unfortunate. The use of fit indices to make judgments about whether the data are unidimensional enough in either IRT or SEM is not optimal if the data have a multidimensional bifactor structure. As shown here, factor strength indices are much easier to link to parameter bias relative to model fit indices. Consider that in the present study of several population structures in which no sampling error was present, several concerns arose with popular fit benchmarks. First, all unidimensional models applied here were misspecified, but in many cases fit values judged the model to be adequate. Thus, as statistics capable of identifying the wrong model under a variety of conditions, these indices performed poorly. Values of fit indices, especially CFI and SRMR, are somewhat related to factor strength and, thus, to parameter accuracy, but the relation is inconsistent.
In contrast, factor strength indices can be linked directly to structural parameter bias under the conditions studied here. Specifically, negative bias in predictive validity coefficients increases as the loadings on the general factor in the bifactor model decrease and the loadings on the group factors increase. In the IRT literature, research has long shown that parameters are accurate if there is a ''strong common trait'' underlying item responses. Our results generalize this finding to SEM by demonstrating that when data are more complex than the measurement model specified, structural coefficient accuracy also appears to depend on the presence of a ''strong common trait.'' Specifically, to the degree that data lack a strong common trait, factor loadings are overestimated and measurement error is underestimated. Not surprisingly, this produces negative bias in structural coefficients.
A second finding was that both the ECV and PUC can be directly related to bias in structural coefficient estimates. Thus, one of our recommendations for practitioners is that if unidimensionality is in doubt (i.e., exploratory analyses suggest the presence of secondary nuisance dimensions caused by clusters of items with similar content), they should estimate a plausible alternative exploratory bifactor model (e.g., a Schmid-Leiman solution; Schmid & Leiman, 1957) and report the values of PUC, ECV, and omegaH. To the extent that PUC is high (..80), the values of the strength indices are less important in predicting bias. When PUC is lower than .80, researchers may consider ECV values greater than .60 and omegaH values greater than .70 as tentative benchmarks. Clearly, however, more work is needed to generalize the findings here to a wider variety of conditions. These conclusions point to two practical suggestions. First, if a researcher suspects multidimensionality, and that multidimensionality takes a bifactor form, we recommend the computation of PUC and at least ECV in addition to fit indices to better inform the consequences of forcing multidimensional data into a unidimensional measurement model. Second, in scale construction, if the goal of the measure is to assess a single individual difference variable, but multidimensionality in response arises because of the inclusion of construct-relevant clusters of diverse items, PUC should be maximized. This is accomplished by having many small group factors, items that are pure indicators of the general factor, and the avoidance of items that cross-load on the group factors. When PUC is high, loading estimates in the unidimensional model should be close to the true loadings on the general factor in the bifactor model. In turn, structural coefficients should be estimated more accurately.
Relative Bias and Its Consequences
Earlier, we cited research that suggested relative bias between 10% and 15% was negligible. Accordingly, in several of our relative bias plots, we identified the 10% line and noted some conditions where average relative bias was within this limit.
Although we recognize the need to provide editors, reviewers, and the general research audience with benchmark values, we do not believe that it is possible when it comes to parameter bias. Stated simply, the issue is too context dependent, and, as found here, absolute bias depends on the size of the predictor-criterion relation but relative bias does not.
Consider a case where a researcher is interested in the relation between a single predictor and criterion, and the true relation is .50. Now, because of unmodeled multidimensionality in the measurement model, the observed estimate is .45, which corresponds to 10% relative bias. We can sympathize with researchers who would respond with little concern, arguing that the relation clearly is identified despite the bias. But now consider cases where many paths are estimated in a model, some representing indirect or mediated effects, others serving as control variables, and so forth. In these more complicated models, even the smallest degree of bias can distort relations among the system of variables, thus rendering all paths potentially inaccurate. In sum, it is wise to minimize bias in parameter estimates when possible. When not possible, the consequences of bias need to be considered within the context of the study goals.
Study Limitations
In the true model for bifactor data, all items loaded on the general factor and only one group factor (no cross-loadings on group factors allowed), the correlation among general and group factors was zero, and the size and strength of the group factors was balanced so not all possible bifactor structures were included. Nevertheless, these MM true models allowed us to study the effects of model misspecification on important parameter estimates as demonstrated here.
Ultimately, however, it is fair to ask: To what extent do the present findings apply to real-world measures, where the covariance structures are much messier (e.g., group factors unbalanced and possibly correlated, doublets causing correlated errors, and so forth)? First, it is impossible to simulate all possible ''real-world'' modeling violations in a single study. Second, we are now developing a general method to allow researchers to study potential consequences of a wider variety of different model violation types. Nevertheless, we maintain that our overall conclusions, in fact, are generalizable-unmodeled multidimensionality in the measurement model causes parameter bias. The specific form and size of such bias, ultimately, will depend on the specific form and size of the modeling violation.
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