We consider the evolution of a surface of revolution with boundary Σ(t) in R 3 by the harmonic mean curvature flow (HMCF) where each point P moves in the normal inward direction with velocity equal to the harmonic mean curvature of the surface. We assume that the principal eigenvalues λ 1 and λ 2 of the initial surface have opposite signs, namely K = λ 1 λ 2 < 0, while H = λ 1 + λ 2 < 0. We show that there exists a time T 0 > 0 for which the (HMCF ) admits a unique solution Σ(t) up to T 0 such that H < 0 for all t < T 0 and H(·, T 0 ) ≡ 0 on some set of sufficiently large measure. In addition, the boundary of the surface evolves by the curve shortening flow.
Introduction
We consider the evolution of a surface Σ(t) in R 3 by the harmonic mean curvature flow (HMCF)
where each point P moves in the inward direction → N with velocity equal to the harmonic mean curvature of the surface, namely the quotient K/H of the Gaussian curvature K of the surface over the its mean curvature H. Denoting by λ 1 , λ 2 the two principal curvatures of the surface, we may express the harmonic mean curvature K/H of the surface as
The evolution of a strictly convex surface Σ(t) under the HMCF has been studied by Andrews [1, 2] , where existence and convergence to a round sphere was shown. The existence for weakly convex surfaces with H > 0 has been shown by Diater [3] .
In this work, we will consider the case where the principal eigenvalues λ 1 and λ 2 have opposite signs, namely K = λ 1 λ 2 < 0. We will restrict ourselves to surfaces of revolution r = f (x, t) around the x-axis. For such a surface of revolution, the two principal curvatures are given by
Hence,
x ) 3/2 and
When the surface r = f (x, t) evolves by the HMCF, the function f evolves by the fully nonlinear equation
We will consider solutions of (1. Under the above assumptions f t ≤ 0, which makes f to decrease, i.e., the surface of revolution shrinks. Equation (1.1) becomes singular when the denominatorH first becomes zero, i.e., when the mean curvature H of the surface becomes zero. We will show in this paper that if the initial surface satisfies conditions (1.2) and (1.3) and the boundary growth condition (1.4) c ≤ x 2−p (1 − x) 2−p f xx ≤ C, 0 < x < 1 for some number 0 < p < 1 and some constants c > 0 and C < ∞, then there exists a time T 0 > 0 where firstH = 0 while conditions (1.2) and (1.4) hold on 0 ≤ t ≤ T 0 . In addition, we will show that there exists a constant l 0 > 0, depending on the initial surface, such thatH(·, T 0 ) ≡ 0 on some interval I 0 of length |I 0 | ≥ l 0 .
Under the growth assumptions (1.4), the equation becomes degenerate at the boundary points x i = 0, 1. As a consequence, f (x i , t) satisfy
, at x i = 0, 1
i.e., the boundary of the surface of revolution z = f (r, t) moves by the curve shortening flow.
To understand better the behavior of Equation (1.1) let us linearize the equation around a point f . We obtain the equation
withH = −f f xx + f 2 x + 1. We observe that the principal coefficient of the linearized equation is non-negative independently of the sign ofH and f xx , i.e., independently of the sign of the mean curvature H and the Gaussian curvature K of the surface of revolution. This property distinguishes the HMCF from other previously studied geometric flows, such as the Gauss curvature flow, which becomes backwards parabolic at points of negative Gaussian curvature.
Also, if f satisfies conditions (1.2)-(1.4), all the coefficients of Equation (1.6) are bounded on I and the principal coefficient is bounded away from zero in the interior of I. However, the equation becomes degenerate at the boundary points x i = 0, 1 and takes the degenerate form
where all coefficients a, b, c are bounded on I and a is bounded away from zero on I. Hence, near the boundary points x i = 0, 1, the evolution is governed by the hyperbolic metric ds 2 i = dx 2 /(x − x i ) 2 . For 0 < α < 1, let us denote by C α s (I) the set of all Hölder continuous functions on I with respect to a fixed metric ds 2 which is equivalent to ds 2 i = dx 2 /(x − x i ) 2 near the boundary points x i = 0, 1 while it is equivalent to the standard metric in the interior of I.
Also, for 0 < p < 1, let us define C 2+α,p s (I) to be the space of all functions g on I such that
where C α s (Q T ) denotes the space of Hölder continuous functions on Q T with respect to the parabolic distanceds 2 = ds 2 + |dt|.
on Q T , and we set
The main result in this paper states as follows: 
with l 0 > 0 depending on the initial data. In addition, f ∈ C ∞,p (Q T ) for all T < T 0 , and it satisfies the boundary condition (1.5).
In Section 2, we will establish the short-time existence of the HMCF for a surface of revolution under the initial assumptions of Theorem 1.1. In Section 3, we will establish the short-time C ∞,p regularity of the solution. We will also show that the area of the surface remains constant under the flow. In Section 5, we will show that the flow exists and it is smooth up to the time T 0 whereH first reaches zero. This result will be based on sharp a priori derivative bounds up to T 0 , which will be established in Section 4. Finally, in Section 6, we will show thatH(·, T 0 ) ≡ 0 on an interval I 0 ⊂ I of sufficiently large length.
Short-time existence and uniqueness
In this section, we will establish the short-time existence for Equation (1.1) under the initial assumptions of Theorem 1.1 as stated in the following result. 
The short-time existence for the highly degenerate HMCF on weakly convex surfaces with flat sides was recently shown by Caputo and Daskalopoulos [4] , without the assumption of radial symmetry. Since the equation becomes degenerate on the flat side, similar boundary conditions to (1.2)-(1.4) need to be imposed near the flat side. The boundary of the flat side evolves by the curve shortening flow as well.
To simplify the computations and the notation, we will assume that f (0, t) = f (1, t), at t = 0, which will imply that
once we show that f (x i , t), x i = 0, 1 evolve by (1.5). This assumption is only technical and can be easily removed. Local change of coordinates. Since we expect the linearized Equation (1.6) to be of the form (1.7), we introduce near the boundary point x = 0 the change of variables
Then z → −∞, as x → 0. Denoting by d(t) = f (0, t) and using the equation d (t) = −1/d(t) (as implied by (1.5)) we find by direct computation that h satisfies the equation
The linearized equation around a point h is
(2.5)
We will show that under the assumptions of Theorem 2.1, the linearized Equation (2.2) is non-degenerate. Similarly, near the boundary point x = 1, we introduce the change of variables
so that this time z → +∞, as x → 1. The function h satisfies this time the equation
and the linearized equation is non-degenerate and similar to (2.2).
For T > 0, we set S T = R × [0, T ] and define the space C 2+α,p (S T ) of all functions h on S T such that e pz h ∈ C 2+α (S T ) and e −pz h ∈ C 2+α (S T ) with norm
Similarly, we denote by C α,p (S T ) the space of all functions h on S T such that e pz h ∈ C α (S T ) and e −pz h ∈ C α (S T ) with norm
Here, C 2+α (S T ) denotes the standard space of all functions g such that
with respect to the standard parabolic distance. Global change of coordinates. To prove Theorem 2.1, we need to introduce a global coordinate change which near the boundary points x i = 0, 1 is equal to the local coordinate change we introduced above. Let θ be a smooth, 
for some number 0 < λ < ∞. Let us denote by L the operator
The following result is a consequence of the classical Schauder estimates for linear parabolic equations.
for any T > 0. The constant C(T ) depends only on the numbers α, p and λ.
Lemma 2.3. Assume that at time
Proof. For τ > 0, let us denote by M :
.
It is easy to observe that the linearization
around a pointh ∈ C 2+α,p (S τ ) satisfies all the hypotheses of Proposition 2.2, provided that h − h 0 C 2+α,p (Sτ ) < δ, with δ sufficiently small, depending on the initial data. Hence, combining Proposition 2.2 and the inverse function theorem between Banach spaces, we conclude that there exists a number τ 0 > 0 depending on the initial data, for which the initial value problem (2.14)
admits a solution h in the space C 2+α,p (S τ0 ), finishing the proof of the lemma. For more details, we refer the reader to the proof of Theorem 8.5 in [5] .
Proof of Theorem 2.1. The existence of the solution f of (1.1) on Q τ0 satisfying conditions (1.2)-(1.4) follows directly from Lemma 2.3 by expressing h back to the original coordinates. To see that f also satisfies (1.5), one simply takes the limit x → x i on Equation (1.1), observing that by condition (1.4) (with 0 < p < 1) both f xx and f 2 x tend to infinity as x → x i , while f xx /f 2 x → 0. The uniqueness of such a solution f follows by observing that any two solutions f 1 , f 2 of (1.1) with the same initial data will coincide at the boundary points x i = 0, 1 for all times 0 ≤ t ≤ τ 0 , as they satisfy (1.5). Hence, the classical comparison principle applies in this case.
Higher regularity and area formula
We will establish next the higher regularity of a solution f ∈ C 2+α,p (Q T ) of (1.1) up to the boundary, which will be used in the proof of Theorem 1.1.
For 0 < α, p < 1 and k ≥ 2, we define C k+α,p s (Q T ) to be the space of all functions g on Q T such that
where C α s (Q T ) denotes the space of Hölder continuous functions on Q T with respect to the hyperbolic-parabolic distanceds 2 = ds 2 + |dt| (as defined in the Introduction).
Proof. The C ∞ regularity of f in the interior of the interval I readily follows by classical regularity theory and conditions (1.2)-(1.4). Hence, we only need to show the regularity of f near the boundary points x i = 0, 1.
To show the regularity near x = 0, we set
and compute, as in the previous section, that h satisfies (2.1). Sinceh := h z satisfies (2.2) with coefficients given, in terms of h, by (2.3)-(2.5), and h ∈
, we conclude that the coefficients of (2.2) satisfy conditions (2.12) and (2.13). Hence, the regularity e
follows by the classical Schauder estimates. By repeating differentiating Equation (2.2) in z and applying the same argument, we prove
The regularity in t follows from the regularity in z through Equation (2.1). Translating back to the variable x, we easily conclude that f ∈ C k+α s (Q T ), for all k ≥ 2, as desired.
Combining Theorem 2.1 and Proposition 3.1 gives:
We finish this section with the additional observation that the area of the surface of revolution r = f (x, t) remains constant under the HMCF.
of the surface r = f (x, t) remains constant under the flow.
Proof. We will show that dA(t) dt = 0 by a direct computation. Set R = arctan f x . A direct computation shows that R evolves by
Observing that
we conclude
To conclude the proof, we need to show that
To this end, we use the formula
and (1.1) to compute that
Since f t = −1/f at x i = 0, 1, by (1.5), and sin R = −π/2 at x = 0 and sin R = π/2 at x = 1, the desired equality follows, finishing the proof.
A priori derivative bounds
Throughout this section, we will assume that f ∈ C ∞,p (I × [0, T 0 )) is a strictly convex positive solution of the HMCF (1.1) with strictly negative mean curvature H(x, t) < 0 and that it satisfies the non-degeneracy condition
for every 0 < T < T 0 . We show uniform derivative bounds up to T 0 as stated next.
and the non-degeneracy condition (4.1). Then, there exist constants C 0 < ∞ and c 0 > 0, depending only on the initial data, such that f satisfies the uniform derivative bounds
and the non-degeneracy condition
We begin by estimating
This, in particular, shows that a neck-pinch cannot occur.
Proposition 4.2. Under the assumptions of Theorem 4.1, there exists a constant
Proof. Fix 0 < t < T 0 . The proof only uses that F = f (·, t) is a continuous function on I = [0, 1], smooth in its interior, which satisfies inequality (4.2). We will compare F with the minimal surfaces of revolution
. We observe that the inequalitỹ
which yields the inequality
. The same argument also gives the inequality for 0 < x < x 0 , finishing the proof of the proposition.
The following simple first-order derivative upper bound will be used in the sequel. 
Proof. We will estimate from above −x f x and (1 − x)f x on Q T0 using the inequality −f f xx + f 2 x + 1 < 0. Set X = −x f x (·, t), for 0 < t < T 0 . The maximum of X on I cannot occur at the boundary of I, as X = 0 at x = 0 and X < 0 near x = 1. At an interior maximum point x 0 , X x = 0, i.e., x f xx = −f x . Hence,
at x 0 , readily implying that X < f at x 0 . The bound on (1 − x) f x can be shown similarly. 
Proof. Fix 0 < q < p. From the previous lemma, it is enough to establish the bound (4.7) near the boundary points
, for δ, c 0 > 0 sufficiently small, both independent of T , by comparing with explicit sub-solutions.
A direct computation shows that G satisfies the evolution equation
Defining φ(x, t) = α(t) x 1−q , one easily computes that
, there exist constants M < ∞ and δ > 0 such that inequality (4.10) holds, provided , G(δ, t) > φ(δ, t) , ∀t < T 0 if α 0 > 0 is chosen sufficiently small. Since, in addition
0 . The bound near the boundary point x = 1 can be obtained similarly.
We will next establish the following sharp first-order derivative upper bound.
Lemma 4.5. Under the assumptions of Theorem 4.1, there exists a con-
Proof. We only need to show the bound (4.11) near the boundary points x i = 0, 1, since the interior bound follows from Lemma 4.3. Let us show the bound near x = 0 by estimating F = −x 1−p f x > 0 from above. The bound near x = 1 can be shown similarly. Because the equations become non-degenerate when introducing the variable z = log x (as seen in previous sections), we set
and estimate F in the new variable z namely
Fix T < T 0 . We will show that G ≤ C 0 (with C 0 independent of T ) on S δ T = (−∞, −δ] × (0, T ), provided δ is sufficiently large. A direct computation shows that G satisfies the evolution equation
and (4.14)
The lower order term L is given explicitly in terms of G by
Setting β = β 1 + G z β 2 , we conclude that
The coefficients α, β satisfy the conditions
In addition,
, by assumption. We will use (4.16) and the classical comparison principle to estimate G from above on S δ T . First, choose δ sufficiently large so that G(−δ, t) ≤ C 0 on 0 < t < T 0 (which is possible from the previous lemma) and also
with β 0 as in Proposition 4.2 and setG = G − (M t + C 0 ) with C 0 chosen, as above, so thatG < 0 on the parabolic boundary of the cylinder S δ T . The differential inequality (4.16) implies that
If m(t) first becomes zero at an interior point x 0 (t) ∈ (−∞, −δ), then at this point whereG = 0 andG z = G z = 0, we have
Hence, it follows from the previous lemma that e 2pz G 2 + (2 − p) e 2z ≤ 2 e 2pz G 2 and [e 2z + e pz G (
T , if δ is chosen sufficiently large, independent of T . We conclude that at the maximum point x 0 (t)
In the case thatG(·, t) achieves it supremum at z = −∞, similar arguments can be applied to show that m (t) ≤ 0. This is because in that situation, there exists a sequence z i → −∞ such that G(z i , t) → m(t) and We conclude from the discussion above that G ≤ M T + C 0 on S δ T , finishing the proof of the lemma.
It is easy to observe (and it is left to the reader) that under the assumptions of Theorem 4.1, the non-degeneracy condition (4.1) implies the lower bound 
at the boundary points x i = 0, 1.
We will first show that the graph of f cannot turn horizontal at the boundary points x i = 0, 1 at time T 0 .
Lemma 4.7. Under the assumptions of Theorem 4.1, there exist η > 0 and two points
Proof. It is clear from (4.21) that for all points X i sufficiently close to the boundary points x i = 0, 1, we have
Hence, we only need to show (4.23) near t = T 0 . To this end, we will construct smooth, strictly convex upper barriers
We will construct ψ = ψ 0 , the construction of ψ 1 is similar. Let θ > 0 and 0 < x 0 < 1 be two constants to be determined in the sequel. We consider the solution φ(x) = e θ(x−x0) + e −θ(x−x0) 2θ of −φ φ + φ 2 + 1 = 0, and for > 0, we set as shown in (1.5) ), the last inequality holds, provided
Also, by choosing θ sufficiently small and x 0 > 0 sufficiently close to zero, depending only on f (·, 0) C 2+α,p (I) , we can make:
We conclude, by the maximum principle, that ψ (x, t) ≥ f (x, t) on Q T0 . Letting → 0, we obtain the estimate
The lemma now follows from the observation that
Proof of Lemma 4.6. We will only establish the bound lim inf x→0
As in the proof of Lemma 4.5, we introduce
, provided δ is sufficiently large so that G > 0 on (−∞, −δ] × (0, T 0 ) and actually G(−δ, t) ≥ c 0 > 0 on 0 < t < T 0 (this is possible because of the previous lemma).
As in the proof of Lemma 4.5, G satisfies the evolution Equation (4.12) on S δ T , with coefficients given by (4.13) and (4.14) and lower order term L given by (4.15) and satisfying L ≥ 0. Hence,
with α and β = β 1 + G z β 2 satisfying the bounds (4.17) and (4.18). In addition, G satisfies the bound (4.19). Hence, the desired bound G ≥ c 0 on S δ T follows from the comparison principle (as in the proof in Lemma 4.5) and the initial bound G(x, 0) ≥ c 0 > 0 on (−∞, −δ), provided that δ is chosen sufficiently large.
The following second-order derivative upper bound implies, in particular, that f xx remains bounded up to T 0 in the interior of I.
Lemma 4.8. Under the assumptions of Theorem 4.1, there exists constant
Proof. Let T < T 0 . We will estimate F = x 2 (1 − x) 2 f xx on Q T by controlling its evolution. Clearly, F = 0 at both boundaries x i = 0, 1, and hence we will just need to control dF max /dt at an interior maximum point. A direct computation shows that F evolves by
and γ i given by
Claim. There exist a constant C 0 , depending only on the initial data, such that if 2, this easily follows by observing that the γ i , i = 1, 2, 3 , are bounded.
We will next show the optimal second-order derivative upper bound.
Lemma 4.9. Under the assumptions of Theorem 4.1, there exists constant
Proof. We only need to show the bound (4.37) near the boundary points x i = 0, 1, since the interior bound follows from Lemma 4.8. Let us show the bound near x = 0 by estimating F = x 2−p f xx from above. The bound near x = 1 can be shown similarly. Because the equations become non-degenerate when introducing the variable z = log x (as seen in previous sections), it is simpler to set
and estimate F in the new variable z, namely
The lower order term L is of the form
Notice that by Lemma 4.5, W ≤ C 0 on S δ T , ∀T < T 0 . We may write (4.29) in the form
The coefficients α, β satisfy the conditions We next bound from below, away from zero, the
as stated in the following lemma. This, combined with Lemma 4.6, will show that x 2−p (1 − x) 2−p f xx is bounded from below away from zero on Q T0 . The reason for estimating the quotient (4.36) is that we cannot bound x 2−p (1 − x) 2−p f xx from below away from zero directly from its evolution. 
Proof. We begin by noticing that
Since, we only need to estimate F from below near the boundary points, x i = 0, 1.
Let us estimateF = (
As in the proof of Lemma 4.6, we will expressF in terms of h(z, t) = f (x, t) − d(t), with z = log x, and therefore compute the evolution of
and
and coefficients α, β which satisfy conditions (4.34) and (4.35), provided h ∈ C ∞,p (S δ T ), as assumed. Claim. There exists a uniform constant M < ∞ such that
Indeed, we observe first that since W ≥ c 0 > 0 on Q T0 (by Lemma 4.6) and D < 0, we have
for a uniform constant C. Hence, assumption (4.41) and Lemmas 4.5 and 4.6 imply (4.40). We will use this inequality and the comparison principle to control G from below on S δ T0 for δ > 0 sufficiently small. Let ζ(t) = ζ 0 e −2M t be the solution of ζ (t) = −2M ζ(t), with ζ 0 sufficiently small so that G(·, 0) ≥ ζ 0 on z = log x < 0. Next, choose δ > 0 sufficiently small so that (4.38) and (4.41) hold, provided G(z, t) ≥ ζ(t) = ζ 0 e −2M t . This is possible since W is bounded from above and below away from zero on S δ T0 . Let T < T 0 . Since h ∈ C ∞,p (S δ T ) and f satisfies condition (4.1), G and all its derivatives are bounded in S δ T . The comparison principle then implies that G ≥ ζ(t) on S δ T , which readily implies the bound G ≥ ζ 0 e −2M T0 on S δ T0 , finishing the proof of the Lemma.
Existence and regularity up to when H = 0
In this section, will show that under the initial conditions of Theorem 2.1, the solution f of the HMCF (1.1) exists for as long as the mean curvature H remains strictly negative, as stated in the next result. 
The proof of Theorem 5.1 readily follows from the next result. 
for all τ < T and the conditioñ
Then, the solution f can be extended to exist on QT for someT > T . In addition, f ∈ C ∞,p (QT ), and it satisfies the non-degeneracy condition (5.2) on QT .
In the proof of Lemma 5.2, we will use the following variant of the Krylov-Safonov [6] Hölder regularity result. 
and also α(z, t) ≥ λ on Q 2 , for some number λ > 0. Assume, in addition, that
Then, there exists a number θ ∈ (0, 1) and a constant
Proof. For a point, (x 0 , t 0 ) ∈ Q 1 and ρ < 1, and let us denote by m ρ = inf Qρ(x0,t0) u, M ρ = sup Qρ(x0,t0) u. Also, to simplify the notation, let us set
There exist absolute constants 0 < γ, η < 1 and a constant C = C(λ, u L ∞ (Q2) ) such that for all ρ > 0, sufficiently small, we have
We begin by observing that since β 2 ≤ 0, the function v = u − m ρ ≥ 0 is a sub-solution of equation
. Hence, the local maximum principle for subsolutions to linear parabolic equations [7, Theorem 7 .26] implies the bound
A direct computation shows that w is a solution of the equation
Although β 2 < 0, the bounds on the coefficients α and β 2 imply that we can
i.e., depending only on λ and M . Hence, w is a super-solution of the equation
by (5.3). Hence, the Harnack estimate for super-solutions to linear parabolic equations [7, Theorem 7 .22] implies the bound
for some p 0 > 0. However, by (5.3), we have
which combined with (5.7) and (5.6) gives (5.8)
for some p 0 > 0. Combining (5.5) with p = p 0 and (5.8), we obtain
Similarly, we obtain the estimate (5.10) sup
Combining (5.9) and (5.10) in a standard way implies the Claim from which the Hölder continuity of u follows. For details, we refer the reader to [7] .
Proof of Lemma 5.2. We begin by observing that by Theorem 4.1, the solution f satisfies the uniform derivative bounds (4.3) and (4.4) on Q T . We will use these bounds to show that
for some number 0 < θ < 1, with c 0 , C 0 independent of T < T 0 . Since, in addition,H = −f f xx + f 2 x + 1 ≤ −δ 0 < 0 at t = T , (5.11) combined with the short-time existence Theorem 2.1 implies that f can be extended to a solution of (1.1) on QT , for someT > T , with f ∈ C 2+θ,p s (QT ) and satisfying conditions (1.2)-(1.4) on QT . Theorem 3.2 then implies that f ∈ C ∞,p (QT ), finishing the proof of the lemma.
To show (5.11), we will prove that e −pz h ∈ C 2+θ (S Set G = e −pz (h zz − h z ) = x 2−p f xx . We will show that G ∈ C θ (S − T ). As we have shown in the proof of Lemma 4.9, G satisfies the equation Proof of Theorem 5.1. The theorem follows for the previous lemma and the observation that the bound (5.11) is independent of T , for all T < T 0 .
has been studied by Gage and Hamilton [8] , Friedman and McLeod [9] and Gage [10] . There, an estimate on the size of the blow-up set was given. Here, we will follow some of the techniques in [10] implying that
