In this work, we revisit the size-luminosity relation of the extended narrow line regions (ENLRs) using a large sample of nearby active galactic nuclei (AGN) from the Mapping Nearby Galaxies at Apache Point Observatory (MaNGA) survey. The ENLRs ionized by the AGN are identified through the spatially resolved BPT diagram, which results in a sample of 152 AGN. By combining our AGN with the literature highluminosity quasars, we found a tight log-linear relation between the size of the ENLR and the AGN [O III]λ5007Å luminosity over four orders of magnitude of the [O III] luminosity. The slope of this relation is 0.42 ± 0.02 which can be explained in terms of a distribution of clouds photoionized by the AGN. This relation also indicates the AGN have the potential to ionize and heat the gas clouds at a large distance from the nuclei without the aids of outflows and jets for the low-luminosity Seyferts. †
INTRODUCTION
It is now generally believed that the super-massive black holes at the centers of galaxies co-evolve with their hosts (Hopkins et al. 2006; Ho 2008; Fabian 2012; Kormendy & Ho 2013; Heckman & Best 2014 ). An AGN can exert feedbacks on its host galaxy and impact its growth and evolution. This can occur via radiative processes, in which energetic photons from the AGN photoionize and heat gas in the galaxy, or via mechanical processes such as outflows and jets (Osterbrock & Ferland 2006; King & Pounds 2015) . Understanding the nature of the feedback is important for improving our knowledge of galaxy formation and evolution.
Based on the unified model of Antonucci (1993) , the narrow line region (NLR) is an important and ubiquitous component of AGN. It occurs in a bi-cone away from the obscuring torus, in which the central source illuminates the gas of the host galaxy. In NLRs, the gas density derived from emission line ratios like [S II]λ6716/λ6731Å and [O II]λ3729/λ3726Å is sufficiently low (between 10 2 and 10 3 cm −3 ) that its emission is dominated by the forbidden-line transitions; the gas temperature calculated from the ratio of [O III](λ4959 + λ5007)/λ4363Å is around the photoionization balance temperature of 10 4 K; the ionization parameter defined as the ratio between the photon density and the electron density has been mostly set as U ∼ 0.01 with only 0.5 dex of variation in observations (Bradley et al. 2004; Nesvadba et al. 2008; Osterbrock & Ferland 2006) . The size of a NLR is first thought to be sub-kpc scales, but further observations using narrow band images and long-slit spectra revealed some extended ionized nebulae up to several kpc or even tens of kpc in some galaxies (Heckman et al. 1981; McCarthy et al. 1987; Keel et al. 2012; Liu et al. 2013; Obied et al. 2016 ). These extended nebulae are called the "ex-tended emission line regions" (EELRs) if they are formed by stellar processes, or "extended narrow line regions"(ENLRs) if they are mainly produced by the AGN activity, but the two terms are sometimes mixed in use (Stockton & MacKenty 1987; Unger et al. 1987; Husemann et al. 2013) . The ENLR got its name from luminous radio galaxies (Unger et al. 1987 ) and its formation was thought to be the interaction between the jet and its ambient gas (Heckman et al. 1981; Boroson et al. 1985; Stockton & MacKenty 1987; Fu & Stockton 2009 ). But further studies have found that many Serfert galaxies also show similar ENLRs (Bennert et al. 2002; Schmitt et al. 2003a,b) .
Theoretically, many models have been proposed to explain the formation of (E)NLR. The standard photoionization models assume a set of constant density clouds ionized by a power-law or broken power-law ionizing source (Osterbrock & Ferland 2006) , and shock excitation is added for some ENLRs associated with jets (Dopita & Sutherland 1995 , 1996 Solórzano-Iñarrea et al. 2001) . However, the standard photon-ionization models have several problems. The observed strong coronal lines in some Seyfert galaxies cannot be produced in these models (Dopita et al. 2002; Groves et al. 2004a) , and the relationship between the ENLR size and the AGN luminosity has a slope that differs from the predicted value of 0.5 (Schmitt et al. 2003b; Netzer et al. 2004 ). More recent ENLR models replace the constant density with multicomponent gas densities or include the dust contribution (Dopita et al. 2002; Groves et al. 2004a,b; Dempsey & Zakamska 2018) which produce different slopes of the size-luminosity relation. A better constraint on the slope from the observation is required to distinguish different models.
However, the derived slopes are far from consistent with each other in observations. The observation done by Bennert et al. (2002) found RNLR ∼ L 0.52±0.06 [O III] that is close to the prediction of the standard photon-ionization model, while Schmitt et al. (2003b) found a much flatter relation with a slope ∼ 0.33. Since then, many works have revisited this relation with new observations (Greene et al. 2011; Hainline et al. 2013; Liu et al. 2014; Husemann et al. 2014; Bae et al. 2017; Sun et al. 2018; Fischer et al. 2018 ), but their derived slopes range from 0.23 to 0.52. The difference may be attributed to their different definitions of the ENLR size, different proxies of the AGN luminosity or different sensitivities. Additionally, most of these works focused on the high-luminosity AGN with a relatively small dynamic range in the AGN luminosity, which limits the accuracy of the derived slope. The advent of integral field unit (IFU) spectroscopy, especially the massive IFU surveys like SDSS-IV/MaNGA (Bundy et al. 2015) , offers a new opportunity to measure the size-luminosity relation of ENLRs with a much larger and uniform sample. The spatially resolved spectra also enable us to identify the ENLR by the emission line diagnostics, which is an effective way to isolate the ENLR for low-luminosity AGN. With the large sample available, we can get a better constraint on the slope of size-luminosity relationship of ENLRs in a large dynamic range of AGN luminosity, which can be helpful to answer the formation of ENLRs and to understand the feedback of AGN.
The paper is organized as follows. In section 2, we describe the basic information of MaNGA and sample selection. The methods used to measure the strength of AGN and determine the size of ENLR are described in section 3. The size-luminosity relation of ENLR is described in section 4. Models and possible mechanisms that contribute to the extension of ENLR are discussed in section 5. Finally, we summarize our work in section 6. A flat ΛCDM cosmology with ΩΛ=0.7, ΩM =0.3 and H0 = 70 km s
is assumed throughout this work.
DATA

MaNGA overview
As one of the three major programs of Sloan Digital Sky Survey IV (SDSS-IV), MaNGA (Bundy et al. 2015; Blanton et al. 2017 ) uses the 2.5 m Sloan Foundation Telescope (Gunn et al. 2006 ), aiming at obtaining IFU observations of over 10,000 nearby galaxies from 2014 to 2020 (Law et al. 2015; Drory et al. 2015; Yan et al. 2016a,b) . Currently, more than half of the sample has been observed, including 6430 unique targets, some of them have been published as Data Release 15 (DR15) of SDSS-IV (Aguado et al. 2019) . All the analyses in this work are based on the eighth internal MaNGA Product Launches (MPL-8).
Each target of MaNGA was observed with one of the specially designed hexagonal bundles ranging from 19 to 127 fibers (Drory et al. 2015) , and the spectra were fed to the two BOSS spectrographs with an overall wavelength coverage from 3600 to 10,300Å (Smee et al. 2013) . The typical seeing of Apache Point Observatory is 1.5 , but the final spatial resolution of MaNGA is about 2.5 including the smearing from telescope and instruments, which corresponds to 1-2 kpc at the redshift range of 0.01 < z < 0.15 (Wake et al. 2017) . For the spatial coverage of the bundles, about 30% of the sample has uniform coverage larger than 2.5 effective radii (Re, the radius containing 50% of the light of the galaxy) and the rest has at least 1.5 Re. All the data have been reduced by the Data Reduction Pipeline (DRP) (Law et al. 2016 ) and analyzed by the Data Analysis Pipeline (DAP) (Westfall et al. 2019) . Both the software and data are available in the public release (Aguado et al. 2019) . All those features make MaNGA the ideal sample for selecting the AGN with extended narrow line regions in nearby universe.
Sample selection
The most standard way to select the AGN in the optical bands is through the well known BPT diagram (Baldwin et al. 1981; Kauffmann et al. 2003; Ho 2008) . It uses the emission line ratios log[O III]λ5007/Hβ vs log[N II]λ6583/Hα or log[S II]λλ6717, 31/Hα to classify the galaxies as Seyferts, LINERs, star-forming and composite galaxies based on their dominant ionization mechanisms (Baldwin et al. 1981; Kewley et al. 2001; Kauffmann et al. 2003; Kewley et al. 2006) . We mainly focused on the [N II]-based BPT diagram, which gives a better separation between the AGN and H II region (Belfiore et al. 2016 ), but using the [S II]-based BPT diagram does not affect the main results.
Our sample selection method is adapted from Cid Fernandes et al. (2010) and Rembold et al. (2017) . We first In the second column, we take each spaxel of the galaxy and plot it on the BPT diagram, using the same separation curves as in Fig. 1 . These spaxels and their classifications are shown in projection in the third column, We are most interested in spaxels above the Ke01 line, in which the spectra are dominated by AGN activity (Kewley et al. 2001 (Kewley et al. , 2006 . The purple circles in the center of each plot in the third column depict the FWHM of the PSF in the g-band. The fourth column are the surface brightness maps of [O III] after attenuation correction, the contours show the value of the surface brightness in units of 10 −16 erg s −1 cm −2 arcsec −2 . The last column depicts the maps of EW(Hα) in angstrom.
plotted each spaxel within the central radius of 3 of each MaNGA target on the BPT diagram, and then selected those galaxies with more than 2/3 spaxels classified as AGN. For each galaxy, we only used the spaxels with at least 3 σ detection of all the emission lines needed for the BPT diagram. Additionally, we required the equivalent width (EW) of Hα to be larger than 3Å in order to reduce the contaminations from the diffused ionized gas (DIG) (Cid Fernandes et al. 2010; Lacerda et al. 2018 ) (also see some discussion in Zhang et al. (2017) ). Fig. 1 illustrates five AGN examples along with the BPT maps and EW of Hα maps. Besides DIG, Belfiore et al. (2016) also suggested the central and extended low-ionization regions (LIERs) are more likely to be ionized by diffused stellar sources. Based on their classification, several of our LINER-like AGN belong to the cLIER (central LIER), but since their EW(Hα) are larger than 3Å and unlikely contaminated by stellar radiation, we still included them in our sample. With this method, after removing 16 close merging pairs, we finally found 152 AGN candidates from MPL-8. All the candidates are shown in Fig. 2 
METHODS
Spectrum fitting
The DAP products of MaNGA already provide the full spectrum fitting for each galaxy. The technical details of their "hybrid" approach can be found in Westfall et al. (2019) . In brief, three fitting iterations are applied to get the emission lines of each spaxel. For the first iteration, the continuum is binned to reach a global g-band S/N of 10 to get the binned Figure 2 . All the AGN candidates selected from MaNGA MPL-8. All the line ratios derived from the median ratio of each galaxy in their central region(within the radius of 3 ). Light grey circles (background) show all the MPL-8 galaxies and color coded circles are our selected galaxies with their colors standing for the median EW(Hα) of the central region as before. The solid orange line is the empirical line (Ka03) which separates the star-forming galaxies and the composite (Kauffmann et al. 2003) , the blue dashed line (Ke01) is the maximum ionizing boundary of star-forming activity (Kewley et al. 2001 ) and the red dot-dashed line is the S07 line (Schawinski et al. 2007 ) which is an empirical separation between Seyferts and LINERs. We did not distinguish between Seyfert and LINER in thiis work, but most of our galaxies are Seyferts according to this line. stellar kinematics. For the second iteration, the stellar kinematics are kept fixed to model the continuum and emission lines simultaneously in each spaxel. All the emission lines are also modeled with the same kinematics to provide the initial starting guess for the next iteration. Finally, the velocity dispersions of different emission lines are fitted independently but the velocities are constrained to be the same in each spaxel. This fitting results are given in the publicly released products of DR15 .
For the AGN candidates we are interested in, the emission lines generally cannot be modeled well with the single Gaussian profiles used in DR15. We thus fitted the emission lines by adding additional broad components to the Hα and Hβ lines with velocity dispersions larger than 800 km/s to represent the possible signals from broad line regions. To trace possible strong outflow from our AGN, a broad component with velocity dispersions larger than 600 km/s is added to the [O III] doublet during the fitting (Harrison et al. 2014 ). An example of the full spectrum fitting with broad emission lines is illustrated in Fig. 3 . We only accepted the additional broad component when the improvement in the fitting is statistically significant at the 3σ level and pass the F-test.
The AGN bolometric luminosity
The luminosity of [O III] is often used as a proxy for the AGN bolometric luminosity (Heckman et al. 2004; Kauffmann & Heckman 2009; Heckman & Best 2014) . It has been widely used to study the properties of the ENLRs ( The dust attenuation is corrected by the Balmer decrement and the dust reddening curve of Calzetti (2001), with a assumption of AV/E(B − V) = 3.1 and intrinsic Hα/Hβ ratio of 3.1 (Kewley et al. 2006) . The flux maps of Hα and Hβ are rebinned by VorBin (Cappellari & Copin 2003) to reach a global S/N of at least 10, and the sigma-clipping of 5 is applied to the derived E(B-V) maps to mask anomalous values. All the remaining analyses are based on the dust corrected [O III] maps.
The sizes of the extended narrow line regions
The size of ENLRs have been defined in different ways in the literature. Bennert et al. (2002) and Schmitt et al. (2003b) used the Hubble Space Telescope (HST) to obtain narrow band images of [O III] , and adopted the maximum 3σ detected radius as the radius of the ENLR. This method is subject to the instrumental sensitivity limit that could be very different in different observations. Studies with longslit spectroscopic observations define the radius based on isophote (Greene et al. 2011; Hainline et al. 2013 Hainline et al. , 2014 , or the distance at which the ionization state changes from AGN to star-forming activities (Bennert et al. 2006a,b) . The long-slit based observations also have drawbacks: the morphology of ENLR is sometimes irregular so that the derived size depends on the orientation of slits (Greene et al. 2011; Husemann et al. 2013) . We have compared the measured size based on the IFU and the mock long-slit observation in Fig. 4 following the method discussed below. In most cases, long-slit observations tend to underestimate the true size of ENLR. IFU spectroscopic data allow us to use two-dimensional maps to define the sizes of ENLRs. Common definitions include the radius of a specified [O III] surface brightness isophote (Liu et al. 2013 , or the [O III] flux weighted radius (Husemann et al. 2013 (Husemann et al. , 2014 Bae et al. 2017) . We followed the same method as Liu et al. (2013) but chose a different threshold. The isophote threshold of 10 −15 erg s −1 cm −2 arcsec −2 was used for quasars related studies. This is suitable for such bright objects but are not as useful for fainter Syferts in the our sample as it will leave a large number of AGN undetected. Figure 3 . Example of full spectrum fitting with broad emission lines. On the left, it is the SDSS image with fibers superimposed. On the right, it is a spectrum extracted from one of the spaxels belong to the red fiber. The black line shows the observed flux in this spaxel, with the sky lines masked by grey shaded area. The stellar continuum (red) is from DAP hybrid fitting results (Westfall et al. 2019 ) and the total best fit (orange) is the stellar continuum pluses the fitted emission lines. The zoom-in panel in the right show the emission line fitting results around [O III](the light blue shaded area), with the narrow components in blue and broad components in magenta. The stellar continuum has been subtracted when we fit the emission lines.
It should be noted that the surface brightness can be affected by cosmological dimming, which has a scale factor of (1 + z) 4 (Liu et al. 2013; Hainline et al. 2014) . That is important for works trying to compare sample with different redshift, especially for high redshift quasars.
Effects of PSF
The spatial properties of MaNGA galaxies are smeared by the seeing from the atmosphere, the telescope and the instruments. The final PSF of each band has been reconstructed by the DRP (Law et al. 2016) . To reduce the PSF effects, we first derived the 1-D surface brightness profile of the [O III] maps of AGN spaxels using the Ellipse fitting provided by Astropy affiliated package photutils (The Astropy Collaboration et al. 2018; Bradley et al. 2017) . The profile is then fitted by the Sérsic light distribution:
where the Sérsic index n is kept in the range [0.5, 10] and k in the range [0.01, 10]. Two ways are applied to fit each surface brightness profile. In the first one, the profile is fitted with the Sérsic profle without the PSF, while in the second one, the profile is fitted with the Sérsic profile convolved with a Gaussian modeled g-band PSF, where the FWHM of PSF is provided by the DRP (Law et al. 2016) . The fitting results of the first way are taken as the observed profile and the results of second way are regarded as the intrinsic profiles after correcting the PSF. Examples illustrated in Fig. 5 show three surface brightness profiles with different PSF. For the marginally resolved profile (like the first one in Fig 5) , its intrinsic profile is severely affected by the PSF and the size differs nearly 50% compared with the observed one. While for those clearly resolved profile (like the last one), its intrinsic and observed profiles remain almost the same with only 6% difference. In most cases, the size derived from the second way is used, but if the fitting iterations of the second way end by reaching the boundaries of parameters, it is labeled as unsuccessful and the radius derived from the first way is used as the upper limit. All the galaxies with failed fitting in the second way are set as unresolved ENLRs in Tab. 1. If both ways failed, 15 galaxies, they are excluded from the later analysis. The uncertainties of all the final radii are the standard deviations calculated by 100 Monte Carlo simulations which randomly adding Gaussian noise to the two dimensional flux map and repeating all the steps mentioned above to re-calculate the radii.
THE SIZE-LUMINOSITY RELATION OF ENLR
All the derived data of our sample are summarized in Table 1. Their sizes of ENLRs and luminosities are plotted in Fig. 6 with 1σ error bars. We also included the quasars data from Liu et al. (2013 Liu et al. ( , 2014 , which were obtained by the IFU spectroscopic observations on the Gemini telescope and had reached the surface brightness depth of 10 −16 erg s −1 cm −2 arcsec −2 . It helps to extend our luminosity range from 3 dex to 4 dex, which is important to constrain the slope of the size-luminosity relation. We applied the same method on their derived surface brightness profiles to get R16, but added an additional 20% uncertainty to account for possible errors introduced by the fitting processes. For their [O III] luminosity, 20% error was added for the type-II quasars (Liu et al. 2013 ) and 10% additional error for type-I quasars to account for the errors caused by dust extinction. Law et al. (2018) also provided the R16 of their seven IFU observed faint AGN at z ∼ 2, but it needs the extrapolation to our threshold. The robust error is hard to estimate for their data, so we did not include them in the final fitting. In addition, we also included many other results based on long-slit spectra for comparison. Like the quasars from Greene et al. (2011) their R16 are extrapolated from their power-law fitting results. Based on all the valid IFU observations, a log-linear fit is derived by using the Bayesian method of Kelly (2007) .
The best-fit solution we have obtained is:
It is shown in Fig. 6 with 95% confidence interval. The slope derived by our data alone is 0.49 ± 0.04 shown as the dotted line in Fig. 6 . This is steeper than some previous studies (Schmitt et al. 2003a; Greene et al. 2011; Liu et al. 2014; Hainline et al. 2014) , and more close to 0.5 (Bennert et al. 2002) . Since most of the previous results were based on small samples that are limited in the luminosity range, our results should be a better constraint. (Wright et al. 2010 ) and interpolated the L8µm based on photometry at 4.6 µm and 12 µm. As shown in Fig. 7 , the overall slope is 0.36 ± 0.03 if including the data from Liu et al. (2013 Liu et al. ( , 2014 and the slope changes to 0.37 ± 0.05 if only our data are used. We caution the reliability of the results based on the IR luminosity, as a significant contribution from star formation is expected to contaminate the L8µm for our Seyferts. Although the SED fitting can be The data from the AGN candidates in this study are shown in blue circles with 1σ error bars, the undetected galaxies are labeled by upper limits. We also plot the data measured from Seyfert galaxies (Fraquelli et al. 2003; Bennert et al. 2006a,b) , luminous quasars (Greene et al. 2011; Liu et al. 2013 Liu et al. , 2014 and high redshift faint AGN (Law et al. 2018) . But only the IFU data from Liu et al. (2013) and Liu et al. (2014) are included in the fitting. Our best linear fit results in a slope of 0.42 ± 0.02 (black solid line), with the 95% confidence level in light magenta shadow. If only our data is used, the derived slope is 0.49± 0.04 (black dotted line). used to estimate the star-formation contribution to the IR luminosity, but only a tiny fraction of our sample has far infrared photometry which makes it hard to get a reliable correction.
For the more recent works, Sun et al. (2018) At the high luminosity end of the size-luminosity relation, a flattening in slope has been observed (Netzer et al. 2004; Hainline et al. 2013 Hainline et al. , 2014 Liu et al. 2014) , which is usually interpreted as a maximum size of the ENLR. Beyond that radius, the column density may be too low to support [O III] emission (Stern et al. 2016) or photons are mostly obscured by the inner clouds (Dempsey & Zakamska 2018 ). Since we focused on low luminosity objects with a lower surface brightness cutoff, our results are not sensitive to this upper size limit. Dempsey & Zakamska (2018) are superimposed on our data points. The black line shows the best fitting model, with cloud mass of 10 7 M and a covering factor of Ω = 3 × 10 −3 . Other lines are the models with ±1 dex variation in the free parameters. Higher cloud mass (mc) models are shown in blue as clouds mass change from 10 6 M to 10 8 M with colors change from orange to blue. Higher covering factor (Ω) models are shown in thicker lines as covering factor changes from 3 × 10 −4 to 3 × 10 −2 with lines change from dotted to solid.
DISCUSSION
In the standard ionization model, the dimensionless ionization parameter is defined as the ratio between the ionizing photon density and electron density: U = Q(H0)/4πr 2 cne, where Q(H0) is the recombination number of hydrogen which is equal to ionizing photons for gas cloud at photoionization equilibrium (Osterbrock & Ferland 2006) . Based on the assumption that the ionization parameter and electron density both remain constant along the ENLR, Q is proportional to luminosity, which results in r ∝ L 0.5 (Bennert et al. 2002; Liu et al. 2013; Hainline et al. 2013; Liu et al. 2014) . The scenario has been questioned before as some observations appeared to be in conflict with it (Schmitt et al. 2003a; Greene et al. 2011; Liu et al. 2013 ), but our result over a large dynamic range of the AGN luminosity do not rule out the homogeneous gas model. Recently, Dempsey & Zakamska (2018) proposed a more detailed model of the ENLR. They modeled the (E)NLR as a collection of clouds in pressure equilibrium with the ionizing radiation and the emission line strength like [O III] is calculated by Cloudy (Ferland et al. 1998; Stern et al. 2014) . By assuming a cloud distribution nc ∝ r −2 , they predicted a slope of 0.45 for the size-luminosity of ENLR when using a surface brightness cut of 10 −15 erg s −1 cm −2 arcsec −2 . If the surface brightness cut at 10 −16 erg s −1 cm −2 arcsec −2 is adapted, the model fits our data well as shown in Fig. 8 . The model takes the masses of clouds (mc) and their covering factor (Ω) as free parameters. A cloud mass of 10 7 M with a covering factor of 3 × 10 −3 fits our data well as the black solid line in Fig. 7 . Thus, our data also supports the hypothesis that the ENLR consists of a population of photoionized gas clouds which are sufficiently rarefied to be easily ionized by the central AGN source. It is widely believed that outflows are prevalent in AGN (Harrison et al. 2014; Woo et al. 2016) , and that they can either clear out the ambient gas in the host or compress it at larger distance. Lots of debates have focused on whether or not AGN outflows can suppress star formation of host galaxies (Shi et al. 2009; Zhang et al. 2016; Zubovas & Bourne 2017; Harrison 2017; Harrison et al. 2018; Bing et al. 2018; Gallagher et al. 2019) , even for the low luminous AGN (Cheung et al. 2016; Penny et al. 2018) . AGN outflows may also affect the extension of the ENLRs by changing the distribution of the gas and dust Dempsey & Zakamska 2018) . However, there may be a significant difference between the extent of the outflow and the extent of the ENLR. Based on the decomposition of [O III] kinematics, the non-gravitational outflow can be spatially separated in some luminous Seyfert galaxies, and most of them are smaller than the ENLR (Karouzos et al. 2016a,b; Kang & Woo 2018; Fischer et al. 2018) . Since the effective radius of an outflow is limited by its energy or momentum, it typically may not reach the size of the ENLR.
Radio-loud AGN can launch powerful jets that survive as conical structures when the jets interact with gas in the ENLR (Baum et al. 1992; Humphrey et al. 2006 ) and the synchrotron radiation produced by jets make them luminous in the radio band (Sikora et al. 2007; Netzer 2013 ). An ENLR caused by this effect was the first to be observed since they tend to be highly extended (Boroson et al. 1985; Unger et al. 1987) .To pick out the radio-loud galaxies, We match our AGN candidates with the Faint Images of the Radio Sky at Twenty-cm (FIRST) survey (Becker et al. 1995) to get the radio luminosity at 22cm. Following the typical power-law spectral energy distribution with α = 0.5, we extrapolated to obtain the Lv(5 GHz). The radio-loud AGN who most likely possess relatively strong jets are selected by the "radio loudness" R = Lv(5 GHz)/Lv(4400Å) > 10 (Netzer 2013). We only found nine radio-loud AGN and seven of them show a compact radio core from the FIRST radio image. Even though 5/9 galaxies show asymmetrical ENLRs, all of them follow the overall log-linear relation between the luminosity and size of ENLRs. Both the number of radioloud AGN in our sample and their ENLR sizes These results suggest that the jets may not be the main trigger of ENLR thus have limited influence on the global size-luminosity relation of ENLR.
CONCLUSIONS
In this work, an IFU-based emission line diagnostics is used to identify the ENLRs and a sample of 152 AGN candi- (ii) Kinematic feedbacks have limited influence on the global size-luminosity relation of ENLR in the low luminosity range, as the regions detected outflow mostly smaller than the ENLRs and the radio-loud AGN do not show a more extended ENLRs. 2017YFA0402704), the National Natural Science Foundation of China (NSFC grants 11825302, 11733002 and 11773013) and the Excellent Youth Foundation of the Jiangsu Scientific Committee (BK20150014).
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