Abstract. The aim of the paper is to introduce a two-parameter family of infinitedimensional diffusion processes X α,θ related to Pitman's two-parameter PoissonDirichlet distributions P α,θ . The diffusions X α,θ are obtained in a scaling limit transition from certain finite Markov chains on partitions of natural numbers. The state space of X α,θ is an infinite-dimensional simplex called the Kingman simplex. In the special case when parameter α vanishes, our finite Markov chains are similar to Moran-type model in population genetics, and our diffusion processes reduce to the infinitely-many-neutral-alleles-diffusion model studied by Ethier and Kurtz (1981) . Our main results extend those of Ethier and Kurtz to the two-parameter case and are as follows: The Poisson-Dirichlet distribution P α,θ is a unique stationary distribution for the corresponding process X α,θ ; the process is ergodic and reversible; the spectrum of its generator is explicitly described. The general two-parameter case seems to fall outside the setting of models of population genetics, and our approach differs in some aspects from that of Ethier and Kurtz.
Introduction
The aim of this paper is to construct a two-parameter family of stochastic processes X α,θ (t) in the infinite-dimensional Kingman simplex ∇ ∞ . We begin with some definitions and then formulate our main theorem.
The simplex ∇ ∞ ⊂ [0, 1] ∞ is defined as follows:
The topology in ∇ ∞ is that of the coordinatewise convergence. In this topology the Kingman simplex is a compact, metrizable and separable space. Denote by C(∇ ∞ )
Typeset by A M S-T E X the Banach algebra of real continuous functions on ∇ ∞ (with pointwise operations) with respect to the supremum norm f = sup x∈∇∞ |f (x)|. We define the moment coordinates (the reason for this name will become clear in §3) as follows:
, x = (x 1 , x 2 , . . . ) ∈ ∇ ∞ , k = 1, 2, . . . .
The functions q k (x) are continuous on ∇ ∞ . They are also algebraically independent. By F denote the commutative unital algebra R[q 1 , q 2 , . . . ] freely generated by the moment coordinates. This is the algebra of finite polynomials in q k , k = 1, 2, . . . . Therefore, F ⊂ C(∇ ∞ ) is a subalgebra. Moreover, it is a dense subalgebra. Let (α, θ) be arbitrary real parameters such that 0 ≤ α < 1 and θ > 0. We define an operator A: F → F which depends on (α, θ):
(i + 1)(j + 1)(q i+j − q i q j ) ∂
[−(i + 1)(i + θ)q i + (i + 1)(i − α)
This operator is well defined by the above expression as a formal differential operator of the second order in the commutative algebra F = R[q 1 , q 2 , . . . ].
Main theorem. (1) The operator A is closable in C(∇ ∞ ). (2)
The closure A of A generates a diffusion process {X α,θ (t)} t≥0 in ∇ ∞ , that is, a strong Markov process with continuous sample paths. (3) The process X α,θ (t) has the two-parameter Poisson-Dirichlet distribution P α,θ on ∇ ∞ as a unique stationary distribution. Moreover, P α,θ is also a symmetrizing measure, so that the process is reversible. Due to existence of a spectral gap, the process X α,θ (t) is ergodic with respect to P α,θ .
The operator A: F → F is called the pre-generator of the process X α,θ (t).
The origin of the problem. For each α and θ we construct the diffusion process X α,θ in ∇ ∞ as a limit process for a sequence of finite Markov chains {T n } ∞ n=1
(that is, Markov chains with finite state space). The state space K n for nth chain, n = 1, 2, . . . , is the set of all integer partitions of n. Each T n preserves a certain probability measure M α,θ n on K n . Moreover, the system of measures {M α,θ n } ∞ n=1
may be viewed as a whole object called the partition structure, the concept was introduced by J. F. C. Kingman in [Ki3] . In that paper Kingman established a bijection between partition structures and probability measures on the simplex ∇ ∞ . We recall this fact called the Kingman limit theorem in more detail in §1.6. To the two-parameter partition structure {M α,θ n } ∞ n=1 corresponds the probability measure P α,θ on ∇ ∞ , it is called the two-parameter Poisson-Dirichlet distribution.
The case α = 0, θ > 0 is of special interest. It is closely related to population genetics. The system of measures {M 0,θ n } ∞ n=1 was introduced by W. J. Ewens in [Ew] , it is called the Ewens' partition structure. The measure P 0,θ on ∇ ∞ first appeared in the paper by J. F. C. Kingman [Ki1] , he called it the Poisson-Dirichlet distribution with parameter θ. Kingman also proved that the measure P 0,θ for each θ > 0 corresponds to the Ewens' partition structure {M 0,θ n } in the sense of Kingman theorem. The process X 0,θ in ∇ ∞ preserving P 0,θ was constructed by S. N. Ethier and T. G. Kurtz in 1981 [EK1] as a limit process for a sequence of diffusions in finite-dimensional simplices. The process X 0,θ and the measure P 0,θ also have interpretation in population genetics. Ethier and Kurtz called the process in ∇ ∞ the infinitely-many-neutral-alleles diffusion model . In the same paper they showed that X 0,θ may be viewed as a limit process for Moran-type model in population genetics (about this model see [EK1] , [Wa] and [KMG, Model II] ). This model is a sequence of finite Markov chains on the same spaces K n . These chains are different from {T n α=0 } ∞ n=1 , but have the same limit. The infinitely-many-neutralalleles diffusion model was also studied in the papers by B. Schmuland [Schm] and S. N. Ethier [Et] . The results of the present paper are known in the case α = 0. Our aim here is to establish some of the results of the papers [EK1] and [Et] when α = 0.
The partition structure {M α,θ n } was introduced by J. Pitman in [Pi1] (we recall the definition in §1.5). This Pitman's partition structure is very important, see for example [Pi2] , [GP] , [PY] , [DGP] , and [Pi3] for more bibliography. However, it seems that there is no interpretation for this partition structure in population genetics when α = 0, and ideas that lead to Moran-type models do not work in the general case.
The diffusion processes X α,θ in the present paper are constructed using only the concept of a partition structure, without any connection with population genetics. This idea is due to A. Borodin and G. Olshanski [BO] . We use the formalism of their paper to construct the process X α,θ in ∇ ∞ (for each 0 ≤ α < 1 and θ > 0) and to prove its properties stated in the main theorem.
The author is very grateful to Grigori Olshanski for the setting of the problem, permanent attention and fruitful discussions. §1. The Kingman graph
In this section we recall the definition of the Kingman graph and related concepts. In §1.6 we formulate the Kingman limit theorem.
The down transition function.
Recall that a partition is a non-increasing sequence of nonnegative integers
and must contain finite number of non-zero components. In this paper we identify each partition with its Young diagram, see [Ma] . The (finite) sum λ 1 + λ 2 + . . . is called the weight of the diagram (or the number of boxes) and denoted by |λ|.
The number of non-zero components in λ is called the length of the diagram and denoted by ℓ(λ). By K denote the set of all Young diagrams. It is a graded set: K = ∞ n=0 K n , where K n = {λ: |λ| = n}, n = 1, 2, . . . and K 0 = {∅}.
We define a function p ↓ (·, ·) on K × K as follows. Fix an arbitrary diagram λ ∈ K n , n = 1, 2, . . . . Suppose we choose (at random) one of n boxes in λ (each box is chosen with the probability 1/n) and remove it. Thus, we obtain a sequence of nonnegative integers (λ 1 , . . . , λ i−1 , λ i −1, λ i+1 , . . . ) for some (random) i. Reordering (if necessary) this sequence one gets a random Young diagram λ
In other words, µ ր λ iff µ ⊂ λ and |λ| = |µ| + 1. Clearly, p ↓ satisfies the following conditions:
•
1.2. The Kingman graph as a graded graph. Here we recall some combinatorial concepts related to the construction of the Kingman graph. First, note that if λ ∈ K n , µ ր λ, n ≥ 1, and the box λ/µ (the set difference between Young diagrams λ and µ) belongs in λ to the row of length k, k ≥ 1, then
where r k (λ) is the number of parts of λ equal to k; r k (λ) is a nonnegative integer. This integer r k (λ) is called the edge multiplicity between µ and λ and is denoted by κ(µ, λ). If p ↓ (λ, µ) = 0, then put κ(µ, λ) = 0. Thus κ(·, ·) becomes an integervalued function on K × K and κ(µ, λ) vanishes unless µ ր λ.
One may view the Kingman graph as a graded graph as following. The set of vertexes of the graph is the set K of all Young diagrams. For any two vertexes λ, µ ∈ K we draw κ(µ, λ) edges between them.
A monotone path between ∅ and λ ∈ K n , n ≥ 1 is a sequence of Young diagrams
Let |λ| = n. By dim K λ denote the total number of monotone paths (taking into account edge multiplicities) from ∅ to λ, i.e.,
This quantity is called the dimension of λ. Similarly by dim K (µ, λ) denote the total number of monotone paths in K from µ to λ, we have dim K λ ≡ dim K (∅, λ). If there are no paths from µ to λ, then put dim K (µ, λ) = 0. Clearly, the following recurrence relations hold:
1.3. Partition structures. Suppose M n is a probability measure on K n for each
where M n (λ) denotes the measure of the singleton {λ}. Let {M n } be a partition structure and M n (λ) > 0 for all n and λ ∈ K n . We define the up transition function as follows:
Remark. One can construct a sequence of random variables L (n) has the distribution M n , and
Note that for each random pair (
Therefore the up transition function may be interpreted as a converse conditional distribution
Note also that each couple of measures (M n , M n+1 ), n = 0, 1, . . . is consistent with the up transition function:
1.4. The up/down Markov chains. Let {M n } be a partition structure such that M n (λ) > 0 for all λ ∈ K n , n = 1, 2, . . . . Following the paper [BO] , consider for any n a Markov operator T n on the set K n as the composition of the up and down transition functions, from K n to K n+1 and then back to K n . The matrix of T n is as follows:
The operator T n defines a Markov chain on the set K n of all Young diagrams of weight n. As in [BO] , we call this Markov chain the (nth level) up/down chain. Proof. The first claim is evident, because {M n } is consistent with up and down transition functions, see (1.2) and (1.3) . Indeed, p ↑ sends M n to M n+1 and then p ↓ returns M n+1 back to M n . To prove the second claim we have to check that the
which is symmetric.
1.5. Pitman's partition structures. Fix arbitrary real parameters θ and α such that 0 ≤ α < 1 and θ > 0. Let λ be a Young diagram with |λ| = n, n = 0, 1, . . .
where (θ) n := θ(θ +1) . . . (θ +n−1), and "(i, j) ∈ λ, j ≥ 2" means that the product is taken over the boxes (i, j) of λ with j ≥ 2; we denote by (i, j) the box with row number i and column number j. It can be directly verified that for all n = 0, 1, . . .
n−1 (µ) for any µ ∈ K n−1 . We call the system of measures {M α,θ n } n=0,1,... the Pitman's partition structure or the two-parameter partition structure. The one-parameter Ewens' partition structure {M 0,θ n } (i.e., when α = 0) was introduced by Ewens in [Ew] . This partition structure is related to population genetics. The two-parameter generalization is due to Pitman [Pi1] .
Note that the up transition probabilities of the (α, θ)-partition structure are as follows: suppose λ ∈ K n , then
if ν is obtained from λ by adding a one-box row; 0, otherwise.
In the rest of the paper the first case is denoted by ν = λ + δ i , the second one by ν = λ ∪ 1.
1.6. The Kingman limit theorem. The Kingman simplex is defined as follows:
The topology in ∇ ∞ is that of the coordinatewise convergence. In this topology the Kingman simplex is a compact, metrizable and separable space. Furthermore, the simplex ∇ ∞ is the closure of the subset
denote the Banach algebra of real continuous functions on ∇ ∞ with pointwise operations and the supremum norm f = sup x∈∇∞ |f (x)|.
Consider embeddings ι n :
It is clear that the images ι n (K n ) approximate ∇ ∞ in the following sense: any open subset of ∇ ∞ has a nonempty intersection with ι n (K n ) for all n large enough.
For any partition structure {M n } ∞ n=1 there exists a weak limit
on ∇ ∞ , where P is a probability measure on ∇ ∞ . Let us call P the boundary measure of {M n }. Conversely, the partition structure {M n } can be reconstructed from its boundary measure by means of the equation (3.2) below. In this way one obtains a bijection between partition structures and probability measures on ∇ ∞ . This fundamental result is essentially due to Kingman [Ki3] , also see [KOO] for another detailed proof. The boundary measure P α,θ on ∇ ∞ corresponding to the Pitman's partition structure {M α,θ n } ∞ n=1 is called the two-parameter Poisson-Dirichlet distribution on the Kingman simplex with parameters 0 ≤ α < 1, θ > 0. §2. Symmetric algebra 2.1. Construction of algebra. Let y 1 , y 2 , . . . be independent variables. By Λ(n) denote the algebra of symmetric polynomials (with real coefficients) in the variables y 1 , . . . , y n , n = 1, 2, . . . . It is graded by degrees of polynomials, i.e.,
where Λ deg=k (n) consists of homogeneous polynomials of degree k (including the zero polynomial). Let m ≥ n. Consider homomorphisms
-the corresponding linear transformations. The projective limit of graded algebras Λ(n) with respect to the morphisms ρ m,n in the category of graded algebras is also an algebra. This algebra is called the algebra of symmetric functions [Ma] and is denoted by
2.2. Newton power sums and monomial symmetric functions. Now we consider some examples of symmetric functions that are important in the present paper. Put
The sequence (p k|n ) n≥1 defines a symmetric function p k , k = 1, 2, . . . . The functions p k are called the Newton power sums. It is useful to view the algebra Λ as a commutative unital algebra R[p 1 , p 2 , . . . ] freely generated by the Newton power sums [Ma] . Let λ be an arbitrary Young diagram, and for n ≥ ℓ(λ) put 2) where the sum ranges over all pairwise distinct summands like y λ1 i1 . . . y
. If n < ℓ(λ), then, by definition, put m λ|n (y 1 , . . . , y n ) = 0. The sequence (m λ|n ) n≥1 defines a symmetric function m λ , λ ∈ K. The functions {m λ } λ∈K are called the monomial symmetric functions and form an R-basis for the vector space Λ. We will also deal with so-called augmented monomial functions m λ indexed by arbitrary Young diagrams λ. These functions are defined as follows:
where r k (λ) is the number of parts of λ equal to k. Clearly, {m λ } λ∈K also form a basis for Λ.
Suppose a ∈ R, k = 1, 2, . . . . By (a) k we denote the Pochhammer symbol :
By a ↓k we denote the (decreasing) factorial power :
Using this definition we introduce factorial monomial functions {m * λ } and augmented factorial monomial functions {m * λ } as follows. Let λ be an arbitrary Young diagram, and for n ≥ ℓ(λ) put
where the sum ranges over all pairwise distinct summands like y ↓λ1 i1 . . . y
. If n < ℓ(λ), then, by definition, put m * λ|n (y 1 , . . . , y n ) = 0. Clearly, the sequence (m * λ|n ) n≥1 defines a symmetric function m * λ , λ ∈ K. Like the above, the augmented version of m * λ is, by definition, the function m * λ = k≥1 r k (λ)! m * λ . The systems {m * λ } λ∈K and {m * λ } λ∈K are also bases for Λ. Let us state some useful properties which connect the algebra Λ to the Kingman graph constructed in §1:
,
). These properties can be directly verified using explicit formulas (2.1), (2.2) 
and (2.3). §3. Symmetric functions and the Kingman simplex
To any point x ∈ ∇ ∞ one may assign a probability measure ν x on the closed interval [0, 1] as follows. Consider the function γ(
where δ s denotes the Dirac measure at a point s ∈ [0, 1].
Denote by q k = q k (x), k = 1, 2, . . . the k-th moment of ν x :
We call q 1 (x), q 2 (x), . . . the moment coordinates of x. Observe that they are continuous functions in x. Indeed, since x i 's decrease, the condition
. . separate points of ∇ ∞ . Indeed, this follows from the uniqueness of the moment problem's solution on the bounded interval [0, 1] . Note also that the moment coordinates are algebraically independent as functions on ∇ ∞ . Consider the commutative unital algebra F = R[q 1 , q 2 , . . . ] freely generated by the moment coordinates q 1 (x), q 2 (x), . . . . It follows that F can be viewed as a subalgebra of the Banach algebra C(∇ ∞ ). It is a dense subalgebra by virtue of the Stone-Weierstrass theorem.
Let Λ • = Λ/(p 1 − 1)Λ be the quotient of the algebra Λ by the ideal generated by p 1 − 1. The algebra Λ
• has a natural structure of a filtered algebra inherited from Λ, and the graded algebra associated to Λ
• is isomorphic to Λ/(p 1 ). Given f ∈ Λ we denote its image in Λ
• by f • . In particular, p
• 1 = 1 and Λ • is freely generated (as a commutative unital algebra) by p
Λ as a subalgebra of Λ. Indeed, denote by I the ideal of Λ generated by p 1 − 1. We have
Since the system {m λ } λ∈K, r1(λ)=0 form a basis for the vector space R[p 2 , p 3 , . . . ], it is clear that the system {m
. . , where q k (x) are the moment coordinates defined above, we obtain an algebra isomorphism between Λ
• and the subalgebra
for k = 2, 3, . . . , and p
Next we must state some definitions to formulate Proposition 3.1, which is due to S. V. Kerov [Ke] .
Let µ be a Young diagram, m µ ∈ Λ be the monomial function defined in §2. Let x = (x 1 , x 2 , . . . ) be an arbitrary point of the simplex
(over all pairwise distinct summands), i.e., m µ (x 1 , x 2 . . . ) is the "direct substitution" of variables y i by x i , i = 1, 2, . . . in the symmetric function m µ ∈ Λ written in the form (2.2) . Note that m µ (x 1 , x 2 , . . . ) is well defined as a function in x ∈ ∇ ∞ , but it is not necessary continuous.
Also by m
• µ denote the image of m µ in Λ • . Using the above algebra isomorphism between Λ
• and the subalgebra F ⊂ C(∇ ∞ ), we obtain a continuous function m
where
is the number of one-box rows in λ. Proof. By induction on r = r 1 (λ). First, let r = r 1 (λ) = 0. We must prove that m
It is sufficient to show that the expression of m λ ∈ Λ as a polynomial in Newton power sums p 1 , p 2 , . . . doesn't contain p 1 . Assume the contrary:
Note that a n ∈ Λ, therefore a n can be expressed as an infinite sum of monomials in the (formal) variables y i . Take one of the monomials that doesn't contain variables y 1 , . . . , y n . Let C 1 y i1 j1 . . . y im jm be this monomial, j 1 , . . . , j m > n. Note also that
This means that
Note also that if k = 1, . . . , n−1 and we express a k p k 1 as an infinite sum of monomials in y i 's then each of these monomials can't contain more than k variables in the first power. It follows that the term C 2 y 1 . . . y n y i1 j1 . . . y im jm doesn't cancel out. This leads to a contradiction, because r 1 (λ) = 0 and therefore the expression of m λ as an infinite sum of monomials in y i 's must not contain variables y i in the first power. Now let r 1 (λ) = r ≥ 0. We aim to prove the proposition for the diagram λ ∪ 1 (it is obtained from λ by adding a one-box row, r 1 (λ ∪ 1) = r + 1) using the inductive hypothesis. For f ∈ Λ denote by f (x 1 , x 2 , . . . ) the "direct substitution" of variables y i by x i , i = 1, 2, . . . in f . We have
On the other hand, using the formula for p 1 m λ ( §2), we obtain
Therefore,
The RHS contains functions of the form m 
After a simple computation we get (3.1) for the function m
• λ∪1 (x), r 1 (λ ∪ 1) = r + 1. This concludes the proof.
The Kingman theorem again. Now we can write down the relation between a partition structure {M n } and the corresponding boundary measure P on ∇ ∞ :
For the Pitman's partition structure this becomes
where P α,θ is the two-parameter Poisson-Dirichlet distribution on ∇ ∞ . Note that this expression is well defined for α = 0 too. Here by (−α) λ we denote
a generalization of the Pochhammer symbol. Also one may write (3.2) in a simpler form for the augmented monomial functions:
By Fun(K) denote the algebra of all functions on K with pointwise operations. We may view the algebra of symmetric functions Λ as a subalgebra of Fun(K). Indeed, we can construct an algebra morphism Λ → Fun(K) by specifying it on the generators p k , k = 1, 2, . . . :
To any element f ∈ Λ corresponds a function on K, denote this function by f (λ).
By C(K n ) denote the (finite-dimensional) space of all functions on the finite set K n . Given f ∈ Λ, we denote by f n the restriction of the function f (λ) to K n ⊂ K. It is easy to check that the subalgebra Λ ⊂ Fun(K) separates points. Therefore for each n the functions of the form f n , f ∈ Λ, exhaust the space C(K n ).
Let D n+1,n : C(K n ) → C(K n+1 ) and U n,n+1 : C(K n+1 ) → C(K n ) be the "down" and "up" operators acting on functions. To construct the operator D n+1,n one must use the down transition function p ↓ , therefore the operator D n+1,n doesn't depend on the parameters θ and α:
To construct the operator U n,n+1 one must use the up transition function p ↑ (corresponding to Pitman's partition structure), therefore the operator U n,n+1 depends on θ and α:
Note that the nth up/down operator T n equals U n,n+1 D n+1,n :
In this section we prove the following 
In the basis {m * µ } µ∈K it is given by
(ii) There exists a unique operator U : Λ → Λ depending on α, θ, such that
Comment. This expression for U m * µ (and similar ones below) should be understood as follows. The sum ℓ(µ) c=1, µc≥2 is taken over all rows µ c of µ such that µ c ≥ 2.
To construct the diagram µ\δ c one should remove a box from the cth row of the diagram µ and rearrange the resulting sequence of integers to obtain a Young diagram. Therefore, if µ has multiple rows with the length ≥ 2, then the sum ℓ(µ) c=1, µc≥2 contains identical summands. To construct the diagram µ\1 one should simply throw out a one-box row from the diagram µ (if there is no such row in µ, then there is no last term in the expression).
Proof. (i) Uniqueness follows from the fact that Λ → Fun(K) is an embedding.
Let us check the required relation using the skew dimension formula ( §2) and the recurrence relation for dim K (·, ·) from §1. Suppose µ ∈ K, ν ∈ K n+1 . We assume that n ≥ |µ|, otherwise (m * µ ) n = 0. We have
This coincides with
because p 1 (ν) = |ν| = n + 1. Thus we have the expression of D in the basis {m * µ }:
Finally, multiply the above expression by k≥1 r k (µ)! and get the required relation for the operator D: Λ → Λ acting on the functions {m * λ } λ∈K . (ii) As above, uniqueness follows from the fact that Λ → Fun(K) is an embedding. Fix an arbitrary µ ∈ K with ℓ(µ) = k. Suppose ν ∈ K n . We have (see §1 for notation)
We use the following expression for the factorial monomial function ( §2):
where the sum ranges over all pairwise distinct indexes j 1 , . . . , j k from 1 to ℓ(ν). Next we proceed by steps.
Step 1. First, note two obvious properties: for all a ∈ R, v ∈ N 1a. (a + 1)
Step 2. In this step we prove the following formula:
Consider the function (m * µ ) n+1 (ν ∪ 1) as the sum (ν ∪ 1)
↓µc , where c is such that j c = ℓ(ν) + 1. Therefore we obtain
where by w/o jc we denote the sum that ranges over all (pairwise distinct) indexes j 1 , . . . , j c−1 , j c+1 , . . . , j k from 1 to ℓ(ν). In what follows, to simplify the notation, we denote this sum by S c . Note that 1 ↓µc = 0 if µ c ≥ 2 and 1 ↓1 = 1, therefore
which concludes the proof of the formula.
Step 3. Fix an arbitrary i from 1 to ℓ(ν). We have
By virtue of 1a we obtain
Step 4. Using step 3 we have
Fix an arbitrary c from 1 to k. Using 1b we obtain
The RHS equals
Step 5. It follows from the above that (recall that ν ∈ K n )
This coincides with the required relation for the operator U : Λ → Λ.
As a corollary we obtain the action of the nth up/down Markov chain transition operator T n = U n,n+1 • D n+1,n : C(K n ) → C(K n ) (below 1 stands for the identity operator):
(4.1) §5. The limit transition
Here we construct the stochastic process X α,θ (t) in ∇ ∞ as a limit process for the sequence of nth up/down Markov chains. We use the abstract formalism explained in [BO, Section 1] .
5.1.Convergence of Markov semigroups.
Recall that in §1 we have introduced embeddings ι n : K n ֒→ ∇ ∞ . Also for any n = 1, 2, . . . we constructed a Markov operator T n (depending on two real parameters 0 ≤ α < 1, θ > 0) on the set K n .
In our situation the following conditions stated in [BO] hold true: (i) The ambient space ∇ ∞ is a compact, metrizable, separable topological space.
(ii) The sets ι n (K n ) approximate the space ∇ ∞ in the following sense: any open subset of ∇ ∞ has a nonempty intersection with ι n (K n ) for all n large enough.
We must state some definitions to formulate the third condition. By C(K n ) denote the finite-dimensional Banach space of functions on K n with respect to the norm g n = sup λ∈Kn |g(λ)|. Let π n : C(∇ ∞ ) → C(K n ), n = 1, 2, . . . be projections defined as follows:
in any finite-dimensional space F m . In this way we get a linear operator A:
The conditions (i), (ii) and (v) clearly hold true. As F we take a subalgebra of C(∇ ∞ ) generated by the moment coordinates q k , k = 1, 2, . . . . In the below we identify F with Λ
• as in §3. The filtration of F is inherited from the filtration of Λ by degrees of polynomials, see §2, §3. Clearly, every F m is finite-dimensional. The invariance property in (iii) follows from explicit formula (4.1) for T n . Indeed, the action of T n in C(K n ) does not increase the degree |µ| of m * µ ∈ C(K n ), µ ∈ K. Identifying π n (F m ) with F m (this identification is well defined for n > n 0 (m)) one may say that the operators T n leave the spaces F m invariant.
It remains to verify the condition (iv). Consider the map Λ
Let G: Λ → Λ denote the operator acting in the monomial basis {m µ } µ∈K as follows:
For s = 0 by s G denote the automorphism of the algebra Λ that reduces to multiplication by s k on the homogeneous component of degree k, that is,
(see the beginning of §4 for the definition of f n ). By virtue of (4.1) we have
Multiply both sides by n −|µ| and observe that
This concludes the proof of (iv). As a corollary we obtain an explicit expression for the action of A: F → F (recall that F ∼ = Λ
• ) on the augmented monomial functions:
Note that A sends m
• ∅ = 1 to 0, as it should be. Recall that a conservative Markov semigroup in C(∇ ∞ ) is a strongly continuous semigroup {T (t)} t≥0 of contractive operators in C(∇ ∞ ) preserving the cone of nonnegative functions and the constant function 1.
Definition 5.1. Following [EK2, Ch. 1, Section 6], let us say that a sequence of functions {f n ∈ C(K n )} converges to a function f ∈ C(∇ ∞ ) if f n − π n (f ) n → 0 as n → ∞, where · n is the norm in C(K n ). Then we write f n → f .
Observe that π n (f ) n ≤ f , where · is the norm in C(∇ ∞ ). Note that π n (f ) n → f by virtue of (ii).
Next we recall two propositions that were proved in [BO] .
(2) The closure A of the operator A generates a conservative Markov semigroup
The discrete semigroup {1, T n , T 2 n , . . . } converges, as n → ∞, to {T (t)} in the following sense:
for all t ≥ 0 uniformly on bounded intervals, where the limit is understood according to Definition 5.1.
The operator A is called the pre-generator of the semigroup {T (t)}.
Proposition 5.3. The semigroup {T (t)} constructed above gives rise to a strong Markov process X α,θ (t) in ∇ ∞ . The process has càdlàg sample paths and can start from any point or any probability distribution.
Remarks. The pre-generator of a strong Markov process X α,θ (t) in ∇ ∞ is the operator A: F → F defined by (5.1). Because the elements m • µ are not linearly independent, it is not obvious that formula (5.1) does define a linear operator A in Λ
• . This follows from the above computations (iv), but in §5.3 we will prove this fact directly.
Also in §6 we will prove that the operator A: F → F can be viewed as a second order differential operator in the commutative algebra F = R[q 1 , q 2 , . . . ]. Moreover, we prove that this operator coincides with that defined by formula ( * ) in the Introduction. Therefore, in §6 we finally connect our construction of A: F → F (as a scaled limit of the up/down generators T n − 1) with the direct definition ( * ) in the Introduction.
The stationary distribution.
Here we formulate three direct consequences of Proposition 5.2 and the Kingman limit theorem. Their proof is similar to that of Propositions 1.6, 1.7 and 1.8 in [BO] .
Proposition 5.4. The measure P α,θ on ∇ ∞ is an invariant distribution for the process X α,θ (t) for any 0 ≤ α < 1, θ > 0.
Proposition 5.5. The pre-generator A: F → F of X α,θ (t) is symmetric with respect to the measure P α,θ , i.e., to the corresponding inner product in F defined as follows:
Proposition 5.6. Let us view X α,θ (t) as an equilibrium process with respect to its invariant distribution P α,θ . Likewise, consider the up/down Markov chains in equilibrium with respect to the invariant distributions M α,θ n . Then the finite-dimensional distributions for the nth chain converge, as n → ∞, to the corresponding finite-dimensional distributions of the process X α,θ (t). Here we assume a natural scaling of time: one step of the nth Markov chain corresponds to a small time interval of order ∆t = n −2 .
5.3. The "lifting" of the pre-generator. Here we prove that the expression (5.1) does define a linear operator A: F → F (this fact is not obvious because the elements m
• µ ∈ Λ • are not linearly independent). Rewrite (5.1) as follows:
Here we introduce coefficients f µ/µ• to simplify the notation (one may write f µ/µ• explicitly using (5.1)). By B define a linear operator in the algebra Λ:
The operator B is well defined because the elements m µ , µ ∈ K form a basis for Λ. Moreover, B is a homogeneous operator, that is, B preserves each homogeneous component of Λ.
Next we argue as follows: first, we prove that B preserves the principal ideal in Λ generated by p 1 − 1. It follows that there exists the reduction of B modulo the ideal (p 1 − 1)Λ. Comparing (5.3) and (5.4) we see that this reduction is the operator A in Λ
• . Finally, we conclude that the operator A is well defined by (5.1). One may say that the operator B in Λ is the "lifting" of the operator A in Λ/(p 1 − 1). Now we introduce auxiliary coefficients e λ • /λ , λ ∈ K, λ • ց λ using the identity
Proposition 5.7. The operator B in Λ defined in (5.4) commutes with the operator of multiplication by p 1 .
Proof. Let Fun 0 (K) be the space of all finitely supported functions on the (infinite) set K. A natural basis in Fun 0 (K) is {δ µ } µ∈K , where δ µ (µ) = 1 and δ µ (λ) = 0 if λ = µ. Consider the Lie algebra sl 2 (C) with the basis
We prove that the operators
define a representation of the algebra sl 2 (C) in Fun 0 (K). It is sufficient to prove three following identities:
The first two are readily verified. For example,
and similarly for [H, F ] = −2F . Now we prove the identity [E, F ] = H. Suppose λ ∈ K n , we have
The right-hand size is a linear combination of the vectors δ κ such that either κ = λ or κ is obtained from λ by adding a box 1 and removing another box 2 = 1 . First, consider the case κ = λ. Fix an arbitrary κ = λ + 1 − 2 = λ, κ ∈ K n . Let the box 1 be in the row of length i (in the diagram λ + 1 ), and the box 2 be in the row of length j (in the diagram λ). Note that i = j because 1 = 2 . Clearly, the coefficient of δ κ in the RHS of (5.5) equals 
We consider only the case i, j ≥ 2, the other cases can be considered similarly. If i, j ≥ 2, then
We know that
and if j = i − 1, then
It remains to prove that
(5.7)
Each diagram λ • ց λ can be written in the form λ + 1 , and each λ • ր λ can be written in the form λ − 2 . By 
Now it becomes easy to prove that this expression equals θ + 2|λ|.
Therefore, [E, F ] = H and the operators E, F and H in Fun 0 (K) defined above give a representation of the Lie algebra sl 2 (C) in Fun 0 (K).
Identify the vector spaces Fun 0 (K) and Λ via the correspondence δ λ ↔ m λ . Then we may view the operators E, F and H as operators in Λ. The operator of multiplication by p 1 equals (−E). Recall the operator G: Λ → Λ defined in §5.1. The operator B defined by (5.4) can be written as follows:
We must check that B commutes with (−E). It is sufficient to prove the following:
Note that H = θ + 2G, hence:
It is readily checked that this expression gives a central element in the universal enveloping algebra of sl 2 (C).
As a corollary we obtain that the operator B preserves the principal ideal in Λ generated by p 1 − 1. Therefore the pre-generator A may be viewed as the reduction of B modulo (p 1 − 1)Λ, see (5.3) and (5.4). Hence A is well defined by (5.1). §6. The pre-generator as a differential operator 6.1. Natural coordinates. Recall that the algebra Λ
• can be viewed as a subalgebra
Proposition 6.1. The operator A d can be naturally evaluated on functions of the form f
this operator coincides with the pregenerator A as operators in the algebra
over all pairwise distinct indexes i 1 , . . . , i ℓ(λ) from 1 to ∞. This series is pointwise convergent in x ∈ ∇ ∞ . Note that m λ (x) is not necessary continuous in x ∈ ∇ ∞ (e.g., consider λ = (1) and
2 with the use of the algebra isomorphism between Λ
• and a subalgebra F ⊂ C(∇ ∞ ). It follows from Proposition 3.1 that
for λ ∈ K with r 1 (λ) = 0 (these functions form a basis for Λ
• , see §3.2). It follows from (2) that we can view each m
. Note that if r 1 (λ) = 0, then this series is uniformly convergent in x ∈ ∇ ∞ and one may compute A d m λ (x) by means of term-by-term differentiation:
and for λ ∈ K, r 1 (λ) = 0 we have
This expression coincides with (5.1) because r 1 (λ) = 0.
Remark. Here we have listed two cases when m λ (x) = m • λ (x) and used the second case to define the action of A d in Λ
• and to prove Proposition 6.1. It is interesting to note that Ethier and Kurtz in [EK1] used the first case to explain how A d acts on symmetric functions (they consider only the case α = 0). Namely, they said that the sums in (6.1) are evaluated on ∇ 1 ∞ and extended to ∇ ∞ by continuity. Note also that when α = 0, the operator A d divided by 2 coincides with the pregenerator of the infinitely-many-neutral-alleles diffusion model studied by Ethier and Kurtz in [EK1] .
The expression (6.1) gives the differential form of the pre-generator A in the natural coordinates. Note that the domain of the RHS of (6.1) is still only the algebra Λ
• . We know that Λ • is the commutative unital algebra (freely) generated by the moment coordinates q 1 , q 2 , . . . , and every linear operator in this algebra can be written as a differential operator (in the moment coordinates). Now we recall the concept of the order of the linear operator in a commutative algebra.
Definition 6.2. Let D be an operator in a commutative algebra. We say that D has order 0 if D is the operator of multiplication by an element of the algebra. We say that D has order n, n = 1, 2, . . . , if the commutator [D,f ] has order n − 1, where f is an arbitrary element of the algebra andf stands for the operator of multiplication by f .
It follows from (6.1) and Proposition 6.1 that the pre-generator has the second order as an operator in the commutative algebra Λ
• . We will use this fact in the next subsection. Applying this operator relation to element 1 one sees that the value of D on f 1 f 2 f 3 is uniquely determined by its values on the elements 1, f i , f i f j . This implies the claim (use induction on m). 2) where, by agreement, q 0 := 1. We see that (6.2) coincides with formula ( * ) in the Introduction, as it should be. One may similarly write the operator B defined by (5.4) as a second order differential operator in the commutative algebra Λ = R[p 1 , p 2 , . . . ]:
We see that this operator commutes with the multiplication by p 1 (because B doesn't have terms with ∂/∂p 1 ), as it should be. Clearly, we obtain the pregenerator A from B if we set p 1 = 1 in the coefficients of B.
The proof of the next lemma is given in the paper [BO] .
Lemma 6.4. Let f (x) ∈ C(∇ ∞ ) be a smooth cylinder function in the moment coordinates, that is, f (x) = g(q 1 (x), . . . , q m (x)) for a certain m = 1, 2, . . . and a certain smooth function g(y 1 , . . . , y m ) in m real variables. Then f enters the domain of A, the closure of A. Moreover, Af is also a cylinder function, which can be obtained via application of the suitably truncated differential expression (6.2) to the function g.
Proof.
Here "truncation" means that we keep in (6.2) only terms not containing derivatives ∂/∂q i with i > m. It is worth noting that the resulting cylinder function depends on the larger number of variables, 2m, because of the presence of the variables q i+j in (6.2).
To prove the claim of the proposition we observe that the function g(y 1 , . . . , y m ), together with its partial derivatives of up to second order, can be approximated by a sequence {g n (y 1 , . . . , y m )} of polynomials, uniformly on the cube [0, 1] m ⊂ R m . Let [A] stand for the truncated differential operator as explained above. The application of A to the function x → g n (q 1 (x), . . . , q m (x)) is reduced to the application of [A] to g n . Since g n → g and [A]g n → [A]g uniformly on the cube [0, 1] 2m , we see that f belongs to the domain of A, and Af is given by the cylinder function [A]g.
