This paper considers the generalized autoregressive conditional heteroscedastic approach in modelling exchange rate volatility in a panel of nineteen of the Arab countries using daily observations over the period of 1 st January 2000 to 19 th November 2011. The paper applies both symmetric and asymmetric models that capture most common stylized facts about exchange rate returns such as volatility clustering and leverage effect. Based on the GARCH(1,1) model, the results show that for ten out of nineteen currencies the sum of the estimated persistent coefficients exceed one, implying that volatility is an explosive process, in contrast, it is quite persistent for seven currencies, a result which is required to have a mean reverting variance process. Furthermore, the asymmetrical EGARCH (1,1) results provide evidence of leverage effect for majority of currencies, indicating that negative shocks imply a higher next period volatility than positive shocks. Finally, the paper concludes that the exchange rates volatility can be adequately modelled by the class of GARCH models.
Introduction
Over the last few decades, exchange rate movements and fluctuations have become an important subject of macroeconomic analysis and have received a great deal of interest from academics, financial economists and policy makers, particularly after the collapse of the Bretton Woods agreement of fixed exchange rates among major industrial countries. Since then, there has been an extensive debate about the topic of exchange rate volatility and its potential influence on welfare, inflation, international trade and degree of external sector competitiveness of the economy and also its role in security valuation, investment analysis, profitability and risk management. Consequently, a number of models have been developed in empirical finance literature to investigate this volatility across different regions and countries. Well known and frequently applied models to estimate exchange rate volatility are the autoregressive conditional heteroscedastic (ARCH) model advanced by Engle (1982) and generalized (GARCH) model developed independently by Bollerslev (1986) and Taylor (1986) .
The issue of modelling exchange rate volatility has gained considerable importance in the research studies since 1973, when many countries shifted towards floating exchange rate from fixed exchange rate regime. Part of these studies were conducted to understand the behavior of exchange rate and to explain the sources of its movements and fluctuations. Although, there is no consensus in the literature regarding the factors that influence exchange rate volatility but, generally, it could be explained largely by macroeconomic variables. Many researches indicate some connection between exchange rate volatility and news or information on other macroeconomic fundamentals (including inflation, interest rates, money supply and GDP), see for example, Hartman (1972 ), De Grauwe (1988 , Asseery and Peel (1991) , Choi and Prasad (1995) , Andersen and Bollerslev (1998) , Arize et al. (2000) , McKenzie and Faff (2004) , Engel and Kenneth (2005) , Evans and Lyons (2005) , Laakkonen (2007) , Lubik and Frank (2007) , Mark (2009) and Pavasuthipaisit (2010) .
On the other hand, many empirical studies have risen significantly in recent years to investigate the characteristics of exchange rate volatility in the context of time series analysis of financial returns such as leverage effect and volatility clustering and persistence. For example, Friedman and Stoddard (1982) , Meese and Rogoff (1983) , Milhoj (1987) , Taylor (1987) , Hsieh (1989) , Lastrapes (1989) , Bollerslev (1990) , Pesaran and Robinson (1993) , Jorion (1995) , McKenzie (1997) , Tse and Tsui (1997) Brooks and Burke (1998) , Longmore and Robinson (2004) , Wang (2006) , Yoon and Lee (2008) , Hamadu and Adeleke (2009), and Fiser and Roman (2010) find evidence of volatility clustering and persistence which mean that large and small values in the log-returns tend to occur in clusters, and also find evidence of asymmetric effects in exchange rate returns which means downward movements (depreciation) is always followed by higher volatility and come to conclusion that GARCH models and their many extensions were successful in modelling and forecasting exchange rates volatility. (Note 1)
Although there have been an extensive empirical studies focusing on modelling and estimating exchange rate volatility in developed countries by applying different specifications, little attention has been paid in developing countries, and to the best of my knowledge, empirical research on the topic of volatility of exchange rate is fragmented as there is no work that compares the ability of different volatility models in the different Arab countries.
The main objective of this paper is to investigate volatility characteristics of exchange rate in selected Arab countries using daily observations over the period of 1 st January 2000 to 19 th November 2011. The rest of this paper is organized as follows. Section 2 provides a brief review of exchange rate regimes and stylized facts about exchange rate volatility and section 3 describes the data used for investigation. Section 4 presents the methodology, while section 5 presents the empirical results, and finally section 6 concludes the paper.
Exchange Rate Volatility, Regimes and Stylized Facts about Volatility of Exchange Rate

Exchange Rate Volatility
Exchange rate volatility is a measure of the fluctuations in an exchange rate. It is also known as a measure of risk, whether in asset pricing, portfolio optimization, option pricing, or risk management, and presents a careful example of risk measurement, which could be the input to a variety of economic decisions. It can be measured on an hourly, daily, weekly, monthly or annual basis. Based on the assumption that changes in an exchange rate follow a normal distribution, volatility provides an idea of how much the exchange rate can change within a given period. Volatility of an exchange rate, just like that of other financial assets, is usually calculated from the standard deviation of movements of exchange rates. Clearly, it is unobservable variable and thus its measure is a matter of serious contention. Consequently the literature is not unanimous as to which measure is most appropriate. Recent literature, however, seems to be increasingly adopting the use of Bollerslev's generalized autoregressive conditional heteroscedasticity (GARCH) models Two measures of volatility are commonly employed in financial calculations; historical and implied volatility. Historical volatility is calculated from the past values of an exchange rate. Given a series of past daily exchange rates, we can calculate the standard deviation of the daily price changes and then the annual volatility of the exchange rate. Historical volatility provides a good assessment of possible future changes when the financial markets and economies have not gone through structural changes. Implied volatility is a forward looking measure of volatility and is calculated from the market participants estimates of what is likely to happen in the future. More precisely, implied volatility is estimated from the quoted price of a currency option when the values of all other determinants of the price of an option are known. The basis for this calculation is the Black Scholes option pricing model, according to which the price of an option is determined by the following: the current price of the asset (the exchange rate or a stock or a commodity), the strike price at which the option can be exercised, the remaining time for the maturity of the option, the risk free interest rate, and the volatility of the asset (or the exchange rate.). Exchange rate volatility, like the volatility of any other financial asset, changes in response to information. Currency traders are sensitive to information that might influence the value of one currency in terms of another. The most important information is that about the macroeconomic performance of the economies behind the two currencies. Changes in the levels of uncertainty about the future of either economy will cause traders to become restless and less willing to hold a particular currency. Uncertainty about the future is the most important reason for the change in the volatility in the currency markets. Changes in the proportions of hedgers versus speculators can also change the volatility of a currency. Central banks can also influence the volatility of their currencies with their announcements of their intentions to either intervene or otherwise in the markets for their currencies. While it is commonly believed that central banks can influence the value of their currency at most in the short run, they can certainly cause a change in the volatility.
Exchange Rate Regimes
Exchange rate systems are classified on the basis of the flexibility that the monetary authorities show towards fluctuations in the exchange rates and have been traditionally divided into two categories, namely systems with a fixed exchange rate and systems with a flexible exchange rate. In the former system the exchange rate is usually a political decision, in the latter the prices are determined by the market forces, in accordance with demand and supply. These systems are often referred to as Fixed Peg (sometimes also described as "hard peg") and Floating systems. But as usual, between these two extreme positions there exists also an intermediate range of different systems with limited flexibility, usually referred to as "soft pegs". In the following, some of these systems are described in short to show which possibilities exist to choose an exchange rate regime from8.
Fixed Pegs
A fixed peg regime exists when the exchange rate of the home currency is fixed to an anchor currency. This is the case with economies having currency boards or with no separate national currency of their own. Countries do not have a separate national currency, either when they have formally dollarized, or when the country is a member of a currency union, for example Euro. The IMF categorizes these two processes as "Exchange Arrangement with No Separate Le-gal Tender".
Floating Regimes
Floating exchange rate regimes consist of independent floating and managed floating systems. In independent floating systems the exchange rate is market determined and monetary policy usually functions without exchange rate considerations. Foreign exchange interventions are rare and meant to prevent undue fluctuations. But no attempt is undertaken to achieve/maintain a particular rate. Managed floating systems usually let the market take its own course but the monetary authorities intervene in the market to "manage" the exchange rate, if needed, to prevent high volatilities and to stimulate growth, without committing to a particular exchange rate level. The IMF calls this practice a "Managed Floating With No Predetermined Path for the Exchange Rate".
Intermediate Regimes
Intermediate exchange rate regimes consist of an array of differing systems allowing a varying degree of flexibility, such as conventional fixed exchange rate pegs, crawling pegs and exchange rate bands. For more details about exchange rate regimes see Tiwari (2003) .
Stylized Facts about Volatility of Exchange Rates
Financial time series such as, exchange rates, stock returns and other financial series are known to exhibit certain stylized patterns which are crucial for correct model specification, estimation and forecasting (Note 2). Since the early work of Mandelbrot (1963) and Fama (1965) , researchers have documented empirical regularities regarding theses series. Due to a large body of empirical evidence, many of the regularities can be considered stylized facts. The most common stylized facts are the following:
Fat Tails
When the distribution of financial time series such as exchange rate returns is compared with the normal distribution, fatter tails are observed. This observation is also referred to as excess kurtosis. The standardized fourth moment for a normal distribution is 3 whereas for many financial time series a value well above 3 is observed (Mandelbrot (1963) and Fama (1963 Fama ( , 1965 are the first studies to report this feature).
Volatility Clustering and Persistence
The second stylized fact is periods of volatility clustering which mean that large and small values in the log-returns tend to occur in clusters. i.e., the large changes tend to be followed by large changes and small changes tend to be followed by small changes. This was first put across by Mandelbrot (1963) . When volatility is high it is likely to remain high and when it is low it is likely to remain low. Volatility clustering is nothing but accumulation or clustering of information. This feature reflects on the fact that news is clustered over time (Engle, 2004) .
Leverage Effects
In financial markets, it is a stylized fact that a downward movement (depreciation) is always followed by higher volatility. This characteristic exhibited by percentage changes in financial data is termed leverage effects. According to past studies in this field, price movements are negatively correlated with volatility. Volatility is higher after negative shocks than after positive shocks of the same magnitude. This feature was first suggested by Black (1976) for stock returns. He attributed asymmetry to leverage effects. In this context, negative shocks increase predictable volatility in asset markets more than positive shocks. Another explanation of asymmetry is volatility feedback hypothesis. This in case of foreign market, a shock, which increases the volatility of the market, increases the risk of holding the currency (Longmore and Robinson, 2004) . Empirical evidence on leverage effects can be found in Nelson (1991) , Tauchen (1992, 1993) , Campbell and Kyle (1993) and Engle and Ng (1993) .
Long Memory
Especially for high-frequency data like exchange tares, volatility is highly persistent and there exists evidence of near unit root behaviour of the conditional variance process. This observation led to two propositions for modelling persistence: unit root or long memory process. (Longmore and Robinson, 2004) .
Co-movements in Volatility
When looking at financial time series across different markets, such as looking at exchange rate returns for different currencies, we observe big movements in one currency being matched by big movements in another. This suggests the importance of multivariate models in modelling cross-correlations in different markets.
Regular Events
Regular events like holidays and weekends have effects on exchange rate volatility. Studies indicate that volatility of exchange rates returns or percentage changes is lower during weekends and holidays than during the trading week. Many studies attribute this phenomenon to the accumulative effects of information during weekends and holidays (Note 3).
Data
The data which will be used in modelling volatility of exchange rate in this paper are the daily returns of exchange rates on the United Arab Emirates dirham ( As in most of empirical finance literature, the variable to be modelled is percentage daily exchange rate return which is the first difference of the natural logarithm of the exchange rate and is given by the following equation:
( 1) where t r is the daily percentage return to the exchange rate and t E and 1  t E denote the exchange rate at the current day and previous day, respectively. Summary statistics of daily exchange rates are provided in Table 1 4. Methodology This section discusses the competing GARCH models used to investigate volatility characteristics. In presenting these models, there are two distinct specifications, the first for the conditional mean and the other for the conditional variance. The models are estimated using maximum likelihood method under the assumption of Gaussian normal error distribution (Note 4). The log likelihood function is maximized using Marquardt numerical iterative algorithm to search for optimal parameters.
Volatility Definition and Measurement
It is useful, before starting the description of volatility models to give a brief explanation of the term volatility, at least for the purpose of clarifying the scope of this paper. Volatility refers to the spread of all likely outcomes of an uncertain variable. Typically, in financial markets, we are often concerned with the spread of asset returns. Statistically, volatility is often measured as the sample standard deviation:
where t r is the return on day t and μ is the average return over the T-day period. Sometimes, variance, 2  , is used also as a volatility measure. Volatility is related to, but not exactly the same as, risk. Risk is associated with undesirable outcome, whereas volatility as a measure strictly for uncertainty could be due to a positive outcome (Poon, 2005) . This paper uses the variance as a measured of volatility.
Testing for Heteroscedasticity
One of the most important issues before applying the generalized autoregressive conditional heteroscedasticity (GARCH) methodology is to first examine the residuals of the returns series of exchange rate for evidence of heteroscedasticity. To test for this heteroscedasticity, the Lagrange Multiplier (LM) test proposed by Engle (1982) is applied.
In summary, the test procedure is performed by first obtaining the residuals t e from the ordinary least squares regression of the conditional mean equation which might be an autoregressive (AR) process, moving average (MA) process or a combination of AR and MA processes; i.e. (ARMA) process. For example, in ARMA (1,1) process the conditional mean equation will be: In this paper, an autoregressive moving average ARMA (1,1) model for the conditional mean in the returns series is employed as an initial regression, then, test the null hypothesis that there are no ARCH effects in the residual series.
Volatility Models
4.3.1The Generalized Autoregressive Conditional Heteroscedastic (GARCH) Model
The generalized autoregressive conditional heteroscedastic (GARCH) model is used in this paper to investigate the volatility clustering and persistence. The model has only three parameters that allows for an infinite number of squared errors to influence the current conditional variance (volatility). The conditional variance determined through GARCH model is a weighted average of past squared residuals. However, the weights decline gradually but they never reach zero. Essentially, the GARCH model allows the conditional variance to be dependent upon previous own lags. The general framework of this model, GARCH (p, q), is expressed by allowing the current conditional variance to depend on the first p past conditional variances as well as the q past squared innovations. That is, 
 (the GARCH term).
The conditional variance equation models the time varying nature of volatility of the residuals generated from the mean equation. This specification is often interpreted in a financial context, where an agent or trader predicts this period's variance by forming a weighted average of a long term average (the constant), the forecast variance from last period (the GARCH term), and information about volatility observed in the previous period (the ARCH term). If the asset return was unexpectedly large in either the upward or the downward direction, then the trader will increase the estimate of the variance for the next period.
The Exponential GARCH (EGARCH) model
Even if the GARCH models successfully capture the thick tail returns, and the volatility clustering, they are poor models if one wishes to capture the leverage effect since the conditional variance is a function only of the magnitudes of the past values and not their sign. In financial time-series, it has been stated that volatility behaves differently depending on if a positive or negative shock occurs. This asymmetric relationship is called leverage effect, and describes how a negative shock causes volatility to rise more than if a positive shock with the same magnitude had occurred. To capture this asymmetry, different models have been developed and the one used in this paper is the EGARCH model. This model captures asymmetric responses of the time-varying variance to shocks and, at the same time, ensures that the variance is always positive. The model was developed by Nelson (1991) . In the general form, the conditional variance is written as:
The EGARCH model is asymmetric because the level
is included with coefficient i  . Since this coefficient is typically negative, positive returns shocks generate less volatility than negative return shocks assuming other factors remains unchanged.
In macroeconomic analysis, financial markets and corporate finance, a negative shock usually implies bad news, leading to a more uncertain future. Consequently, for example, shareholders would require a higher expected return to compensate for bearing increased risk in their investment (Wang, 2003) .
In order to capture asymmetric responses of the time-varying variance to shocks, the paper employs EGARCH(1,1) model, which has the following specification:
Mean equation 
Empirical Results
Descriptive Statistics of the Daily Returns of the Exchange Rates Series
To specify the distributional properties of the daily returns of the exchange rates series, various descriptive statistics were calculated and reported in Table 2 . As we can see from Table 2 , Skewness and excess kurtosis are clearly observed for the daily returns for all currencies which indicate departure from normality (Note 5). Likewise, the Jarque-Bera (J-B) statistic, which is a test for normality, also confirms that the null hypothesis of normality for the daily returns should be rejected at the 1% significant level. In summary, all returns series do not conform to normal distribution but display positive skewness (the distribution has a long right tail) for AED, BHD, DJF, DZD, EGP, JOD, KWD, LYD, MAD, MUR, OMR, QAR, SYP and YER, and negative skewness (the distribution has a long left tail) for IQD, LBP, SAR, SOS and TND. In addition to that, a highly leptokurtic distribution is observed for all series. Moreover, Figure 1 presents the pattern of the exchange rate series and its returns for the currencies used.
To investigate whether the daily returns are stationary, the Augmented Dickey -Fuller (ADF) test (Dickey and Fuller, 1981 ) has been applied. The ADF test results in Table 2 strongly reject the null hypothesis of a unit root for all series.
Results of Heteroscedasticity Test
The results of examination the residuals for evidence of heteroscedasticity are summarized in Table 3 . The ARCH-LM test results provide strong evidence for rejecting the null hypothesis for all series except the case of Iraqi Dinar (IQD) and Libyan Dinar (LYD). Rejecting the null hypothesis indicates the existence of ARCH effects in the residuals series in the mean equation.
Test of Asymmetry
In order to investigate further the existence of leverage effect, sign and size bias tests for asymmetry in volatility proposed by Engle and Ng (1993) will be conducted (Note 6). These tests are commonly used to differentiate the effect of good and bad news on the predictability of stock returns volatility. In these tests, two sources of asymmetric www.ccsenet.org/ijef
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is an indicator dummy that takes the value of 1 if 1  t u < 0 and zero otherwise. The t-ratios for 1  , 2  and 3
 are the sign bias, the negative size bias, and the positive size bias test statistics, respectively. t  is iid.
Significance of 1
 indicates the presence of sign bias, meaning that the variance of returns is larger after a negative return than after a positive return. On the other hand, the significance of 2  or 3  indicate respectively negative and positive size bias, meaning that the variance is higher after a large (positive or negative) return than after a small (positive or negative) return and that the time-series is characterized by variance clustering. Engle and Ng show that a joint test for the size and sign bias, based on the Lagrange multiplier principal, formulated in the standard fashion by calculating TR 2 from equation (12), which will asymptotically follow a  2 distribution with 3 degrees of freedom under the null hypothesis of no asymmetric effects ( 1
The results of this investigation are presented in Table 6 .
As can be seen in Table 6 , the results show that 1  , 2  and 3  are statistically significant in most cases. Also, the results indicate that both 2  and 3  have the expected sign in most cases as 2  is negative and 3  positive, meaning that the volatility increases more after a shock of negative sign. However there are different effects according to the sign of past returns as we observe that the size bias coefficients 2  and 3  are different of each other. The significant negative size bias indicates that large negative returns induce higher subsequent squared returns, while positive size bias indicates that a positive return has a larger effect than a negative return. These results indicate that returns volatility exhibit asymmetric behavior, suggesting that the asymmetric volatility models are better suited for capturing the dynamics of volatility process in the data series.
Estimation results of GARCH (1,1) Model
The estimation results of GARCH (1,1) model in Table 4 show that the first three coefficients  (constant), ARCH term (  ) and GARCH term (  ) are statistically significant at the 1% level and with expected sign for all returns series. The statistical significance of the coefficient α shows the presence of volatility clustering in GARCH (1,1) model for all cases. Also the significance of both  and  indicates that, lagged conditional variance and lagged squared disturbance have an impact on the conditional variance, in other words this means that news about volatility from the previous periods have an explanatory power on current volatility. Moreover, Table 4 also shows that; the sum of the two estimated ARCH and GARCH coefficients , and Somali Shilling (SOS) returns, the sum of the ARCH and GARCH coefficients is very close to one which is required to have a mean reverting variance process, indicating that volatility shocks are quite persistent. This appears to show that the shocks to volatility are very high and will remain forever as the variances are not stationary under the GARCH model.The ARCH-LM test statistics did not exhibit additional ARCH effect. This shows that the variance equations are well specified.
Estimation Results of EGARCH (1,1) Model
The asymmetrical EGARCH (1,1) results in Table 5 indicate that all the estimated coefficients are statistically significant at the 1% confidence level. The parameter for the asymmetric volatility response (γ) is negative and significant for all cases-except for the Jordanian Dinar (JOD)-indicating an asymmetric response for positive returns in the conditional variance equation. This result reflects the condition that volatility tends rise in response to positive spikes and fall in response to negative spikes. This lies counter to the usual expectation in stock markets where downward movements (falling returns) are followed by higher volatility than upward movements (increasing returns), that means the existence of leverage effects in the returns series during the study period. According to the ARCH-LM test results, there is no additional ARCH effect left. Fama, E. F. (1965) 
