Introduction
The relationship between regular expressions and finite automata is well known (Kleene, 1954; Copi, Elgot and Wright, 1958 ) and a number of authors have studied the conversion between regular expressions and finite automata. McNaughton and Yamada (1960) presented a pair of algorithms which systematically converted a regular expression to a finite automaton and vice versa. Although these algorithms are systematic, they have been shown to be often lengthy and too tedious. Using the techniques suggested by Arden (1961) , Brzozowski and McCluskey (1963) gave a signal flow graph method for finding regular expressions from a finite automaton. Even though quite effective, the technique largely depends on the intuition and insight of the user. Later, Brzozowski (1964) defined the derivative of a regular expression, and showed this to be the natural and most systematic way of going from a regular expression to the state diagram of an automaton.
In this paper, we will describe the notation of the integral of a regular expression analogous to that of a derivative. We will show how, from a given deterministic state diagram, we can use the notion of an integral of a regular expression to determine its corresponding regular expression. The developed algorithm will be shown to be systematic and effective. Finally, we will present and interpret some of the results which were obtained when the algorithm was programmed on the IBM 360/67 using SNOBOL4. We will concern ourselves with the usual model of a finite deterministic automaton is the output function of M. The results will be presented in terms of the Moore model. The output of the automaton is the output of the final state. In the case, where the output alphabet is {0, 1}, the output of '1' will be denoted by a broken circle around the output state. The results also apply equally as well to the Mealy model with a slight modification of the algorithm.
M={A,Z,Q,f,g},

Regular expressions
Definition 1 A sequence over the finite alphabet A is defined to be a series of concatenated symbols from the alphabet A, X, and <f>. The regular operations sum, product, and star on sets of
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sequences P, P u P 2 , . . . over the alphabet A are defined as follows:
The regular operation sum on the sets of sequences P t and P 2 , denoted by (P t + P 2 ), is defined to be the set of sequences P, +Pi= {p\p eP, or P 2 } .
(1)
The regular operation product on the sets of sequences P t and P 2 , denoted by (PiP 2 ), is defined to be the set of sequences
The regular operation star on the set of sequences P, denoted by P*, is defined to be the set of sequences P* = £ P" ,
where P° = X, P l = P, P 2 = PP, . . . These regular operations have the following properties: Property 1: Sum is associative and communicative. Property 2: Product is associative but not communicative. Property 3: Product is distributive over sum, but sum is not distributive over product. Property 4: A serves as the multiplicative unity. Property 5: <f> serves as the additive and multiplicative zero. Now a regular expression can be defined as follows:
Definition 3 A regular expression over an alphabet A = {a 0 , a x , . . . , a v _ t } , can be defined as follows:
1. The letters a 0 , a u ..., a v _^, I and <j> are regular expressions. 2. If/*! and P 2 are regular expressions, then so are P t + P 2 , P l P 2 and PS. 3. Nothing else is a regular expression unless it follows from repeated applications of (1) and (2).
3. The integral of a regular expression Before we define the integral of a regular expression, we must define another operation on the set of sequences R called the derivative of R (Brzozowski, 1964) .
Definition 4 Given a set of sequences R and a sequence s, the derivative ofR with respect to s, denoted by D S R, is defined to be
We now define the operation on the set of sequences /, called the integral of /, in terms of the derivative of R.
Definition 5
Given a set of sequences / which is a derivative of the regular set of sequences R and a letter a h the integral of / with respect to a h denoted by I / da h is denned to be
The integral of/with respect to a finite sequence^ = a n a i2 . .. a in is defined recursively to be
The integration of and the integration by the special letters X and <f> are denned as follows:
Definition 6 Given a set of sequences /, the integral of / with respect to X is defined to be \IdX = I (7) and the integral of I with respect to (j> is defined to be <£.
Definition 7 Given the special letters X and <j>, the integral of X with respect to the letter a f is defined to be
and the integral of cf> with respect to a letter a ( is defined to be S4da, = 4>.
Since the integrations of / with respect to X and 4> produce / and 0 respectively, these integrations will be considered as trivial. We will, hence, consider only the integration of a regular expression / with respect to a series of single letters to form another integral / ' which is a subset of the original regular expression R. Therefore, we will next define what we mean by the complete integral of a regular expression with respect to the alphabet A. Before we do this, we must define another integral called the A-integral.
Definition 8
The X-integral, denoted by Z, for the complete integral D S R is defined to be f X if the sequence s e R \ _ <j> if the sequence s $ R ,--..
Definition 9
Given the regular expression D a( R, one for every a t eA, the complete integral over the alphabet A is defined to be the regular expression
If we substitute any finite sequence s of letters of the alphabet A for X in the above equation, the complete integral DJi over the alphabet A becomes Z.
Next, consider the relationship between the states of the automaton M and the set of input sequences. Each state q t of M can be identified by the set of all input sequences, in which every input sequence will take M from q t into an output state. From this set of input sequences, we form a regular expression and obtain the following properties. 
Q.E.D.
As a consequence of this theorem, if we have given a state q t characterised by the regular expression /?,-which is unknown and some regular expression s^i + s 2 , derived through integration, we have R t = s t Ri + s 2 = s^s 2 .
In order to avoid confusion, the state q-t and the characterising regular expression R t will be represented by just q t from here on, i.e. (15) can be written as
4. An algorithm for constructing a regular expression from a state diagram Definition 10: Two input sequences over the alphabet A are similar with respect to an automaton M if and only if starting in the same state q t of M they terminate in the same state q } of M. From this definition we formulate the following theorem.
Theorem 2 Given the set T of all possible finite input sequences over the input alphabet A u {X} and the state flow table, T can be partitioned into n similar classes, where n is the number of states in the flow table.
Proof
We know that under a deterministic system the input sequence X carries any state back into itself. Also, we know that every finite input sequence from the initial state must end with one of the n states of M. Q.E.D. Following directly from Theorem 2, we have the following theorem.
Theorem 3 Associated with each similar class formed from the set T of all possible input sequences over the input alphabet A u {X} is a state q,. For simplicity we will write D Sk R = q Jt where q } is understood to represent both the state and the regular expression representing the state. From Definition 9, we recall that each state can be represented by the complete integral
where D sj R represents some state q } in the automaton M, and D Sjat R the state entered from q } using the input letter a t . Thus, we have the relation between the derivative of the regular expression used to determine the states of M and the integral of the states of M used to form the regular expression. Taking the set of minimal derivatives, which were discussed in the preceding paragraph, we place them in a lexographical list according to their input sequences. The minimal derivative associated with the null state is skipped since both its integration and differentiation will always equal <j). then the integral of q k corresponds to P*(P 2 + ^3). Rules 1 and 2 are based on Definition 2.1 and Definition 8 respectively. These two rules give us the general form for the complete integral. Rule 3 is the general substitution rule and needs no further explanation. Rule 4 is a restatement of Arden's theorem (Arden, 1961) .
Using these concepts we state the following algorithm for determining a regular expression for a given state diagram.
1. Form the flow table and lexographical list of minimal derivatives beginning with D X R. Go to Step 2. 2. Construct a tree from the minimal derivatives. Go to Step 3. 3. Take the branches from the node corresponding to the last minimal derivative in the list of Step 1 and integrate the derivatives of the terminal nodes of the branches. Go to
Step 4. 4. Combine the separate integrals in Step 3 according to the order of the integral manipulation Rules 1 to 4 to form the complete integral of the last minimal derivative. Then, delete this last minimal derivative. Go to Step 5. 5. Repeat Steps 3 and 4 for each minimal derivative in the reverse order of the list in Step 1 until all the integration is complete. The procedure will now be illustrated by the following example.
Step 1: Given the state diagram in Fig. 1 with q 0 and q 5 being the starting state and the null state respectively, we generate the flow table shown in Fig. 2 and the lexographical list of minimal derivatives.
Step 2: Using the list of minimal derivatives from Step 1, the tree shown in Fig. 3 is constructed and the proper state or <f> is associated with each entry.
Step 3 Step 1 for the example
Step 4: Combining these integrals according to Rule 1, we have q A = \q 3 Step 5 
£ = <f>
+ \)*d\ = l(00)*l(01 + 1)* By Rule 1 From the discussion of the algorithm and the illustrative example, we obtain the following basic properties for the algorithm.
Property 8: The algorithm is independent of the numbering of the states. Property 9: The resultant regular expression for the state diagram is independent of the order in which the integration is performed. Property 10: The resultant regular expression is dependent only on the tree formed by the minimal derivatives. This tree is explicitly defined by the algorithm. These properties yield the following theorem. The regular expression for a given state diagram obtained by the above algorithm is unique up to the commutative property of the sum.
Machine implementation
In this paper we have considered the notion of the integral of a regular expression and have shown how it can be applied to a state diagram to generate its corresponding regular expression. The algorithm has been implemented on IBM 360/67 computer. A variety of state diagrams ranging in size from 3 to 45 states were used to verify and collect statistical data on the algorithm. Fig. 4 shows the variation in run time as the number of states in the diagram increased. A set of state diagrams were formed using the same number of states and varying their interconnecting paths. The time required to determine the regular expressions from this set of state diagrams was recorded. Changing the number of states, different sets of state diagrams with varying interconnecting paths were used. Later the times for each of separate sets of state diagrams were arranged in ascending order and graphed. After proper scaling the results were found to be similar. Fig. 5 shows this basic graph, where Tis the least amount of time required to compute any regular expression of n states and the scale along the abscissa gives the proportion of regular expressions computed from the set of state diagrams of n states at some time xT, where x > 1. This increase in the amount of time required to compute the various regular expressions of the same number of states was considered to be an indicator of the complexity of that derived regular expression due to the algorithm. When the state diagram generated a regular expression of the form R = E or EU*, where E did not contain the universal sequence U* which for the set {0, 1} is equal to (0 + 1)*, the run time was almost minimal. In the case where the regular expression could have been written in the form R = U*E, the derived regular expression incorporated the sequence E into the sequence U*, increasing its complexity and the run time. Combining the information given in Figs. 4 and 5, we are able to determine the Step 2: STATE is set to the initial state.
Step 3: Zis set to '0'.
Step 4 Step 5: Next, X is concatenated onto the INTEGRATION SEQUENCE of STATE.
Step 6: This new integration sequence along with its associated state (not the state in STATE) are added to the INTE-GRAND LIST.
Step 7: A check is made to see if X is '0'. (7a) If so, X is set to '1' and transfer is made to Step 4. (7b) If not, continue.
Step 8: Place STATE on the COMPLETION LIST.
Step 9: A check is made to see if the state associated with the next integration sequence has already been done. This is done by taking the state and comparing it with each of the states in the COMPLETION LIST.
(9a) If so, transfer is made to Step 10. (9b) If not, the associated state is assigned to STATE and transfer is made to Step 3.
Step 10: A check is made to see if this is the last entry.
(10a) If so, transfer is made to the Integration Section. (10b) If not, transfer is made to Step 9. The next section, the integration section, integrates this list of integrands, and manipulates the results according to the four rules of manipulation to form a regular expression. Again before describing the steps followed within this section, we will look at some additional notation which is used: A = a storage location containing the integral and remaining integration sequence after an integrand has been integrated once, i.e., if the integrand is equal to D Sm iai R = P the integral will be equal to J D Sm _ ia da i = D Sm t R =a L P and the remaining integration sequence is s m _ l . B = a second location like A. INTEGRAL = another location which is used to contain the complete integral of the state which is being worked on. INTEGRAL LIST = a series of storage locations containing a state and the integral corresponding to that state. Referring to Fig. 9 , we will describe the general procedure for integrating the integrands of the state diagram and the rules of manipulating the derived integrals.
Step 1: Remove the last entry from the INTEGRAND LIST which contains a state and an integration sequence.
Step 2: This integrand is then integrated with respect to the last letter of the integration sequence.
Step 3: The resulting integral and the remaining integration sequences are assigned to A.
Step 4: Steps 1 and 2 are repeated and the results assigned to B.
Step 5: Combinatory Rule, Fig. 10 In many branches of science-numerical taxonomy, pattern recognition, artificial intelligence are some examples-classification is a necessary precursor of theoretical study. Often the 'why' comes before the 'how' of classification. A fundamental difficulty is the choice of criteria that distinguish good classifications from bad ones. What might be good for one purpose may indeed not be good for another. Dr van Emden proceeds to define complexity. A classification is a set of entities into mutually disjoint classes. A subset of the entities, one from each class, is a set of paradigms. If each of the remaining entities is assigned to the same class as its paradigm according to some measure, the classification is perfect if the same result is obtained for every possible set of paradigms. Thus classification depends on similarities or interactions between pairs of entities and between sets of entities. Measures of dissimilarity are defined to be matrics. Complexity is defined as the way in which 'a whole is different from the composition of its parts'. A mathematical definition of interaction in terms of the theory of information. An amount of variety, H, exists in a set so defined that H has the same properties as those which Shannon required the uncertainty of a random variable to have in information theory. Then the amount of complexity C(S) which a system S has is the difference between the sum of the varieties of the individual components of the system itself. This can be related to the interactions between sub-systems of S.
Pairwise interactions between entities to be classified when data is qualitative may be used to define a distance function without requiring the qualitative data themselves to constitute a matric space thus allowing a model of classification to be formulated in terms of information. When objects can be described by points in n-dimensional inner-product spaces, the covariance matrix of the set of points can be studied. The author gives a maximum entropy characterisation of the multivariate normal distribution with the aid of which he proposes a measure of the complexity of a covariance matrix. He finds that the condition number of the covariance matrix relates to the complexity.
In a final section he discusses interaction and computational complexity using Jacobi's iteration method for solving linear equations as an example. Here, I think, the author has most success. His work affords an insight into numerical procedures which promises to be valuable. Certainly one can get fresh understanding of processes such as Kron's method of tearing for dealing with large systems, and the various decomposition algorithm of linear programming by applying the author's ideas.
All in all, this little book is a well-written immensely readable introduction to a new and challenging topic. A. YOUNG (Coleraine) 
