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We derive geometrical bounds on the irreversibility for both classical and open quantum systems
that satisfy the detailed balance conditions. Using the information geometry, we prove that the
irreversible entropy production is bounded from below by a Wasserstein-like distance between the
initial and final states, thus generalizing the Clausius inequality. The Wasserstein-like metric can
be regarded as a discrete-state generalization of the Wasserstein metric, which plays an important
role in the optimal transport theory. Notably, the derived bounds closely resemble classical and
quantum speed limits, implying that the minimum time required to transform a system state is
constrained by the associated entropy production.
Introduction.— Irreversibility, which is quantified by
entropy production, is a fundamental concept in classical
and quantum thermodynamics [1–3]. Most macroscopic
phenomena in nature are irreversible, despite that physi-
cal processes at the microscopic level are time symmetric
in general. According to the second law of thermodynam-
ics, a system undergoing an irreversible process is asso-
ciated with a positive production of entropy on average,
∆Stot ≥ 0. This bound can be saturated only when opera-
tions are performed in the infinite-time quasistatic limit.
However, real processes must be completed in a finite
time, thus being accompanied by a certain dissipation.
Having a tighter lower bound on entropy production not
only deepens our understanding of how much heat needs
to be dissipated but also provides insights into building
quantum technologies such as quantum computation [4]
and quantum heat engines [5].
In recent years, there has been a great effort to charac-
terize dissipation of thermodynamic processes via means
of information geometry [6–16]. The relation of the ir-
reversible entropy production and the distance between
thermodynamic states was well established for classical
systems near equilibrium [17, 18]. Moreover, a lower
bound on dissipation in terms of the Wasserstein distance
[19] has been derived for nonequilibrium systems gov-
erned by Langevin equations [20–22]. For a closed driven
quantum system, Ref. [23] showed that the entropy pro-
duction is bounded from below by the Bures length be-
tween the final state and the corresponding equilibrium
state. Following a similar approach, Ref. [24] determined
a geometrical upper bound for equilibration processes of
open quantum systems. With the help of information
geometry, other important relations, such as speed lim-
its [25–28] and a trade-off between efficiency and power
of microscopic heat engines [29], have been successfully
derived.
In this Letter, we enlarge the family of these univer-
sal relations by investigating classical and open quan-
tum systems that satisfy the detailed balance conditions.
Examples include equilibration processes, which have re-
ceived a considerable interest in the field of nonequilib-
rium physics [30–32]. Specifically, we derive geometrical
lower bounds on the irreversible entropy production for
both classical and open quantum systems described by
master equations. The spaces of discrete distributions
and quantum states are treated as Riemannian mani-
folds, on which the time evolution of the system state is
described by a smooth curve. By defining a Wasserstein-
like metric, we prove that the entropy production is
bounded from below by the square of the geodesic dis-
tance between the initial and final states divided by the
process time. The derived bounds are stronger than the
conventional inequality of the second law, thus can be
considered as generalizations of the Clausius inequality.
The equality is attained only when the path described by
the system dynamics is a geodesic. The Wasserstein-like
metric is a discrete-state generalization of the Wasser-
stein metric, which measures the distance between two
distributions and is widely used in optimal transport
problems [19]. Interestingly, the obtained inequalities
can be interpreted as speed limits [33–37] for classical
and quantum systems, establishing a trade-off relation
between the speed of the state transformation and dis-
sipation cost. We numerically illustrate the results on
three systems: classical two- and three-level models and
a equilibration process of a two-level atom.
Riemannian geometry.— We briefly describe some con-
cepts of the Riemannian geometry, which are used in
this study. Let M be a smooth Riemannian manifold
equipped with a metric gp on the tangent space at each
point p ∈ M . Note that such metrics can be infinitely
defined as long as they satisfy the linearity, symmetry,
and positive-definite conditions. For example, for classi-
cal discrete-state systems, M can be the collection of
discrete distributions p = [p1, . . . , pN ]⊺, where pn ≥ 0
and ∑Nn=1 pn = 1. In the quantum case, M can be the
space of density operators ρ, which are positive and have
unit trace, ρ > 0 and tr{ρ} = 1. Given a smooth curve{γ(t)}a≤t≤b on the manifold, its length `(γ) can be de-
fined in terms of gγ(t)(γ˙(t), γ˙(t)), where the dot denotes
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2the time derivative. Then, the geodesic distance be-
tween two points p and q can be defined as the minimum
length over all smooth curves γ connecting these points,
d(p, q) = infγ{`(γ)}. Throughout this Letter, we use no-
tation ⟨⋅, ⋅⟩ for the scalar inner product, i.e., ⟨x,y⟩ = x⊺y
for the classical case and ⟨X,Y ⟩ = tr{X†Y } for the quan-
tum case.
Bounds for classical systems.— First, we consider a
discrete-state system during a time period τ . The system
is in contact with a heat bath at the inverse temperature
β = 1/T . The stochastic transitions between states occur
due to the interaction with the heat bath. The dynamics
obey a time-continuous Markov jump process and are
described by the master equation,
p˙n(t) = ∑
m≠n [Rnm(t)pm(t) −Rmn(t)pn(t)] , (1)
where pn(t) is the probability to find the system in state
n at time t and Rmn(t) is the transition rate from state
n to state m (1 ≤ n ≠ m ≤ N), which can be time-
dependent. We assume that the transition rates sat-
isfy the detailed balance conditions, Rnm(t)e−βEm(t) =
Rmn(t)e−βEn(t) for all m ≠ n, where En(t) is the instan-
taneous energy of state n at time t. When the transition
rates are time-independent, the system always relaxes to
a unique equilibrium state after a sufficiently long time,
irrespective of the initial state. Herein, we define the in-
stantaneous equilibrium state peq(t) as peqn (t)∝ e−βEn(t).
According to the framework of stochastic thermody-
namics [1], the irreversible entropy production ∆Stot
is quantified via changes in the system’s Shannon en-
tropy and the heat flow dissipated into the envi-
ronment. Specifically, ∆Stot = ∫ τ0 σtot(t)dt, where
σtot(t) = σ(t) + σm(t) is the total entropy production
rate and σ(t) = ∑m≠nRmnpn ln(pn/pm) and σm(t) =∑m≠nRmnpn ln(Rmn/Rnm) are the rates of system and
medium entropy productions, respectively. Using the de-
tailed balance conditions, the entropy production rate
can be explicitly calculated as σtot(t) = ⟨f(t), p˙(t)⟩,
where f(t) ∶= −∇pD(p(t)∣∣peq(t)) is the vector of thermo-
dynamic forces. Here, D(p∣∣q) = ∑n pn ln(pn/qn) is the
Kullback–Leibner (KL) divergence between distributions
p and q, and ∇p ∶= [∂p1 , . . . , ∂pN ]⊺ denotes the gradient
with respect to p. The second law of thermodynamics,
∆Stot ≥ 0, can be obtained from the positivity of the en-
tropy production rate σtot(t). In what follows, we will
derive sharper lower bounds of ∆Stot in terms of geo-
metrical distances between the initial state p(0) and the
final state p(τ).
The master equation [Eq. (1)] can be rewritten in an
alternative way as [38]
p˙(t) = Kp(t)f(t), (2)
where Kp(t) is a symmetric positive semi-definite matrix,
given by
Kp(t) ∶= ∑
n<mRnm(t)peqm(t)Φ( pn(t)peqn (t) , pm(t)peqm(t))Enm. (3)
Here, Φ(x, y) = (x − y)/[ln(x) − ln(y)] is the logarith-
mic mean of x, y > 0 and Enm = [eij] ∈ RN×N is the
matrix whose elements are zero, except enn = emm =
1, enm = emn = −1. The symmetric matrix Kp is iden-
tified as the Onsager operator [39], which linearly re-
lates the thermodynamic forces with the probability cur-
rents. From Eq. (2), one can define a metric g such
that the gradient flow under g of the entropy produc-
tion equals the flow associated to the system dynamics
[40, 41]. For arbitrary smooth curve {γ(t)}, there exists
a unique vector field {v(t)} such that γ˙(t) = Kγ(t)v(t)
and ⟨1,v(t)⟩ = 0, where 1 ∶= [1, . . . ,1]⊺ is the all-ones vec-
tor. This fact induces us to define the Riemannian metric
gγ(γ˙, γ˙) = ⟨v,Kγv⟩, which is always non-negative. Using
this metric, we can measure the thermodynamic length
of a curve {γ(t)}0≤t≤τ as
`c(γ)2 ∶= τ ∫ τ
0
⟨v(t),Kγ(t)v(t)⟩dt. (4)
The distance between two points p0 and pτ is then readsWc(p0,pτ) ∶= infγ {`c(γ)}, where the infimum is taken
over all smooth curves {γ(t)}0≤t≤τ that connect p0 and
pτ on the manifold. It is evident that Wc is a measure
of distance between points. The quadratic term ⟨v,Kγv⟩
in the integral is known as the dissipation function [39]
and closely related to the thermodynamic divergence of
a path [17]. In the context of optimal transport the-
ory, Wc can be regarded as a Wasserstein-like distance,
which is an extension of Benamou–Brenier flow formula-
tion of the original L2-Wasserstein distance for discrete
spaces [19, 42]. In practice, Wc can be numerically cal-
culated using the geodesic equations, whose solution de-
termines the shortest path between two points. Since
σtot(t) = ⟨f(t), p˙(t)⟩ = ⟨f(t),Kp(t)f(t)⟩, √τ∆Stot is the
thermodynamic length of the path described by the sys-
tem dynamics. As the first main result, we obtain the
following bound:
∆Stot ≥ Wc(p(0),p(τ))2
τ
. (5)
Inequality (5) provides a stronger bound than the Clau-
sius inequality of the second laws and is valid as long
as the transition rates satisfy the detailed balance con-
ditions. It indicates that the entropy production is
bounded from below by the Wasserstein-like distance be-
tween the initial and final distributions. Another physical
implication is that the geometrical bound imposes a con-
straint on the space of distributions that are accessible in
a limited time from the initial state using a fixed dissipa-
tion budget. From a geometrical point of view, Eq. (5)
can be considered a discrete-state generalization of the re-
lation between dissipation and the Wasserstein distance,
3which has been studied for continuous-state Langevin dy-
namics [20, 22].
The distanceWc can be further bounded from below by
the total variation distance, d1(p0,pτ) = ∑Nn=1 ∣p0n−pτn∣,
as [38]
Wc(p0,pτ)2 ≥ d1(p0,pτ)22A1 , (6)
where A1 ∶= τ−1 ∫ τ0 ∑m≠nRmn(t)γn(t)dt is the average
dynamical activity along the geodesic path {γ(t)} and
characterizes the time scale of the system. The dynami-
cal activity indicates the time-symmetric changes in the
system and plays important roles in studies of nonequi-
librium phenomena [43]. From Eqs. (5) and (6), classical
speed limits of the state transformation can be obtained
τ ≥ Wc(p(0),p(τ))2
∆Stot
≥ d1(p(0),p(τ))2
2∆StotA1 . (7)
These inequalities imply a trade-off relation between the
time needed to transform the system state and physical
quantities such as entropy production and dynamical ac-
tivity, i.e., fast transformation necessitates high dissipa-
tion and frenesy. The last bound in inequality (7) is anal-
ogous to but distinct from a bound derived in Ref. [37],
where A1 is replaced by the average dynamical activity
along the path described by the time evolution of the
system.
Bounds for open quantum systems.— Next, we con-
sider an open quantum system which is weakly coupled
to a heat bath at the inverse temperature β. The time
evolution of the density operator ρ(t) of the system is
described by the Lindblad master equation [44, 45],
ρ˙ = L(ρ) ∶= −i[H(t), ρ] +D(ρ), (8)
where L is the Lindblad operator, H(t) is the Hamilto-
nian, and D(ρ) is the dissipator given by
D(ρ) ∶= ∑
µ,ω
αµ(ω) [2Lµ(ω)ρL†µ(ω) − {L†µ(ω)Lµ(ω), ρ}] .
(9)
Here, {A,B} = AB + BA is the anti-commutator and
Lµ(ω) is a jump operator that satisfies L†µ(ω) = Lµ(−ω)
and [Lµ(ω),H] = ωLµ(ω). Note that jump operators
and coupling coefficients can be time-dependent; how-
ever, the time notation is omitted for simplicity. We as-
sume the detailed balance conditions αµ(ω) = eβωαµ(−ω)
and the system is ergodic [46] (i.e., [Lµ(ω),X] = 0 for all
µ,ω if and only if X is proportional to the identity opera-
tor). These assumptions are sufficient conditions for the
Gibbs state ρeq(t) ∶= e−βH(t)/Zβ(t) to be the instanta-
neous stationary state of the Lindblad master equation,
i.e., L[ρeq(t)] = 0 [47, 48]. Here, Zβ(t) ∶= tr{e−βH(t)} is
the partition function.
The irreversible entropy production during the time
period τ is ∆Stot = ∫ τ0 σtot(t)dt, where σtot(t) = S˙+βQ˙ is
the entropy production rate. Here, S˙ = −tr{ρ˙(t) lnρ(t)}
denotes the von Neumann entropy flux of the system and
Q˙ = −tr{H(t)ρ˙(t)} denotes the heat flux dissipated from
the system to the bath. The entropy production rate can
be rewritten as σtot(t) = −⟨lnρ(t)− lnρeq(t), ρ˙(t)⟩ and is
nonnegative due to the monocity of the relative entropy
under a complete positive trace preserve map, from which
the Clausius inequality ∆Stot ≥ 0 can be obtained.
We construct an operator Kρ such that the Lind-
blad master equation [Eq. (8)] can be alternatively
expressed as ρ˙ = Kρ (− lnρ + lnρeq) [38]. For arbi-
trary density operator ρ, we define a titled operator[ρ]θ(A) ∶= e−θ/2 ∫ 10 esθρsAρ1−sds, where θ is a real num-
ber. Using this operator, Kp can be explicitly con-
structed as Kρ(ν) ∶= iβ−1[ν, ρ] + Oρ(ν), where Oρ(ν)
is a self-adjoint positive operator given by Oρ(ν) ∶=∑µ,ω e−βω/2αµ(ω)[Lµ(ω), [ρ]βω([L†µ(ω), ν])], which can
be interpreted as a quantum analogue of the Onsager op-
erator. For arbitrary smooth curve {γ(t)}, there exists
a unique vector field of traceless self-adjoint operators{ν(t)} such that γ˙(t) = Kρ[ν(t)] for all t. Analogous
to the classical case, one can define a metric such that
the gradient flow of the entropy production equals to the
flow associated to the system dynamics [49, 50]. Specif-
ically, we define the metric gγ(γ˙, γ˙) = ⟨ν,Kγ(ν)⟩, which
is always nonnegative because ⟨ν,Kγ(ν)⟩ = ⟨ν,Oγ(ν)⟩ ≥
0. Based on this quantum metric, the thermodynamic
length of a path {γ(t)}0≤t≤τ can be measured as
`q(γ)2 ∶= τ ∫ τ
0
⟨ν,Kγ(ν)⟩dt. (10)
The distance between two states ρ0 and ρτ is then de-
fined as Wq(ρ0, ρτ) = infγ{`q(γ)}, where the infimum
taken over smooth curves with end points γ(0) = ρ0 and
γ(τ) = ρτ . In the classical limit, Wq reduces to Wc,
thus Wq is a natural quantum analogue of the classical
Wasserstein-like distance. Setting φ = −(lnρ − lnρeq) +
tr{lnρ − lnρeq}, φ is a traceless self-adjoint operator and
satisfies ρ˙ = Kρ(φ). Then, the entropy production rate
can be expressed as σtot(t) = ⟨φ, ρ˙⟩ = ⟨φ,Kρ(φ)⟩. Conse-
quently, a geometrical bound of the entropy production
can be obtained as the second main result,
∆Stot ≥ Wq(ρ(0), ρ(τ))2
τ
. (11)
Inequality (11) provides a sharper bound than the con-
ventional second laws of thermodynamics. Moreover, it
can also be interpreted as a quantum speed limit, provid-
ing a lower bound of the time required to transform the
system state in terms of dissipation and the geometrical
distance between states. Because it is difficult to explic-
itly compute the distance Wq in general, we provide a
lower bound of Wq in terms of the trace-like (or quan-
tum total variation) distance d2(ρ0, ρτ) = ∑Nn=1 ∣an − bn∣,
where a1 ≤ a2 ≤ ⋅ ⋅ ⋅ ≤ aN and b1 ≤ b2 ≤ ⋅ ⋅ ⋅ ≤ bN are
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FIG. 1. Numerical verification of the derived bounds. (a) ∆Stot (solid line) and Wc(p(0),p(τ))2/τ (dashed line) in the
two-level system. Parameters are fixed to a = 0.7, b = 0.4. (b) ∆Stot (solid line), Wc(p(0),p(τ))2/τ (dashed line), and
D[p(0)∣∣p(τ)] (dash-dotted line) in the equilibration process of the three-level system. Parameters are set as β = 1,w12 =
1,w23 = 2,w13 = 0,E1 = 3,E2 = −0.5,E3 = 6, and p(0) = [0.1,0.1,0.8]⊺. (c) ∆Stot (solid line), d2(ρ(0), ρ(τ))2/4τA2 (dash-dotted
line), d3(ρ(0), ρ(τ))2/τA3 (dashed line), and S[ρ(0)∣∣ρ(τ)] (dotted line), in the equilibration process of the two-level atom.
Parameters are β = 1, ω = 1, α = 10−4, and ρ(0) = (I2 + 0.1σx − 0.5σy + 0.8σz)/2. Here, I2 denotes the 2 × 2 identity matrix and{σx, σy, σz} is a set of Pauli matrices.
increasing eigenvalues of ρ0 and ρτ , respectively. Specif-
ically, we prove that Wq(ρ0, ρτ)2 ≥ d2(ρ0, ρτ)2/4A2 [38],
where A2 ∶= τ−1 ∫ τ0 ∑µ,ω αµ(ω)∥Lµ(ω)∥2∞dt characterizes
the average time scale of the quantum system and ∥A∥∞
denotes the spectral norm of the operator A. Conse-
quently, the entropy production is also bounded from
below by the trace-like distance between the initial and
final states,
∆Stot ≥ d2(ρ(0), ρ(τ))2
4τA2 . (12)
For equilibration processes (i.e., the Hamiltonian and
jump operators are time-independent), the entropy pro-
duction can be bounded by the distance of the average
change in the energy, d3(ρ0, ρτ) = ∣tr{H(ρ0 − ρτ)} ∣, as
[38]
∆Stot ≥ d3(ρ(0), ρ(τ))2
τA3 , (13)
where A3 ∶= ∑µ,ω αµ(ω)ω2∥Lµ(ω)∥2∞. Inequalities (12)
and (13) provide lower bounds not only on the entropy
production, but also on the equilibration time, which is
an essential quantity in quantum state preparation [51]
and offers insights into understanding of thermalization
[30]. As an application, one can approximately estimate
the equilibration time without the need of solving the
Lindblad master equation, which may be time-consuming
in the weak coupling limit.
Examples.— First, we illustrate the derived bound in
Eq. (5) on a time-dependent two-level system and the
equilibration process of a three-level system. For the two-
level system, instanteneous energies of states 1 and 2 areE1(t) = β−1 ln[(1−a+b(t+1)/τ)/(a−bt/τ)] and E2(t) = 0,
respectively, and 0 < b < a < 1 are positive constants.
The transition rates are R12(t) = 1,R21(t) = eβE1(t).
The probability distribution and the entropy produc-
tion can be analytically calculated, p1(t) = a − bt/τ and
∆Stot = bτ−1 ∫ τ0 ln[(1 − a + b(t + 1)/τ)/(1 − a + bt/τ)]dt.
We plot the entropy production and the Wasserstein-
like distance in Fig. 1(a) for varying time τ . As can
be seen, the entropy production is tightly bounded from
below by the distance Wc for all times, which numeri-
cally verifies Eq. (5). Regarding the three-level system,
the transition rates are time-independent and equal to
Rmn = wmneβ(En−Em)/2sech[β(En − Em)/2], where wmn =
wnm are nonnegative constants. It is evident that the
detailed balance conditions, Rmnp
eq
n = Rnmpeqm , are sat-
isfied. Under these conditions, Ref. [52] proved that the
entropy production in equilibration processes is bounded
from below by an information-theoretical quantity of the
initial and final states, ∆Stot ≥ D[p(0)∣∣p(τ)]. We fix
the transition rates and plot the entropy production, the
Wasserstein-like distance, and the KL divergence as func-
tions of the time τ in Fig. 1(b). As illustrated, the dis-
tance term W2c /τ and the KL divergence always lie be-
low the entropy production ∆Stot. The Wasserstein-like
distance is tight in the short-time regime, while the KL
divergence is saturated in the long-time limit. There-
fore, these two bounds complementarily characterize the
irreversibility of equilibration processes.
Next, we verify the derived bounds in Eqs. (12) and
(13) using a model of two-level atom interacting with a
thermal bath of photons, which has been widely studied
in the literature [53]. The dynamics are described by the
Lindblad master equation
ρ˙ = −i[H,ρ] + αn¯(ω)(2σ+ρσ− − {σ−σ+, ρ})+α(n¯(ω) + 1)(2σ−ρσ+ − {σ+σ−, ρ}), (14)
where H = ωσz/2, σ± = (σx ± iσy)/2, α is a positive
damping rate, and n¯(ω) = (eβω − 1)−1 is the bosonic
occupation number in thermal equilibrium. The den-
5sity operator ρ(t) in this system is exactly solvable [54]
and the entropy production can be explicitly evaluated
as ∆Stot = S[ρ(0)∣∣ρeq] − S[ρ(τ)∣∣ρeq], where S[ρ1∣∣ρ2] ∶=
tr{ρ1(lnρ1 − lnρ2)} is the relative entropy of ρ1 with re-
spect to ρ2. If the reverse triangle inequality for the rela-
tive entropy S[ρ(0)∣∣ρeq] ≥ S[ρ(0)∣∣ρ(τ)] + S[ρ(τ)∣∣ρeq]
holds, one can further bound dissipation by quantum
Fisher information and Wigner–Yanase metrics [24].
However, this inequality does not hold in general. A
simple counterexample can be found when αµ(ω) → 0.
In this vanishing coupling limit, the entropy production
vanishes because the relative entropy is invariant under
unitary transform. On the other hand, S[ρ(0)∣∣ρ(τ)] is
always positive, thus ∆Stot < S[ρ(0)∣∣ρ(τ)]. We vary
the time τ and plot the entropy production, the derived
lower bounds, and the relative entropy in Fig. 1(c). As
can be seen, ∆Stot is always bounded from below by
d2(ρ(0), ρ(τ))2/4τA2 and d3(ρ(0), ρ(τ))2/τA3, while the
inequality ∆Stot ≥ S[ρ(0)∣∣ρ(τ)] is clearly violated.
Conclusions.— In the present Letter, we have derived
geometrical bounds of the irreversibility for both classical
and open quantum systems. These bounds are stronger
than the conventional second laws of thermodynamics
and can be interpreted as speed limits. Exploring analo-
gous bounds in systems where the detailed balance con-
ditions are broken would be a promising direction.
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“Geometrical bounds of the irreversibility in classical and open quantum systems”
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This supplementary material describes the calculations introduced in the main text. Equation and figure numbers
are prefixed with S [e.g., Eq. (S1) or Fig. S1]. Numbers without this prefix [e.g., Eq. (1) or Fig. 1] refer to items in
the main text.
We denote by H the complex Hilbert space with dimension N > 0, by L(H) the set of linear operators, and by
H(H) the set of self-adjoint operators. The inner product ⟨⋅, ⋅⟩ is defined as ⟨x,y⟩ = x⊺y for x,y ∈ RN×1 (classical
case) and ⟨X,Y ⟩ = tr{X†Y } for X,Y ∈ L(H) (quantum case).
S1. CLASSICAL MARKOV JUMP PROCESSES
A. Alternative expression of the classical master equation
We show that the master equation p˙ = Rp can be expressed as p˙ = Kpf , where R = [Rmn] with Rnn = −∑m≠nRmn,
Kp = ∑1≤n<m≤N RnmpeqmΦ ( pnpeqn , pmpeqm )Enm, and f = −∇pD(p∣∣peq). Here, ∇p ∶= [∂p1 , . . . , ∂pN ]⊺. Specifically, we need to
show that
(Kpf)n = ∑
m≠n[Rnmpm −Rmnpn] (S1)
holds for all n. Indeed, using relations fn = −(lnpn − lnpeqn − 1) and Rnmpeqm = Rmnpeqn , Eq. (S1) can be verified as
follows:
(Kpf)n = ∑
m≠nRnmpeqmΦ( pnpeqn , pmpeqm ) (Enmf)n (S2a)= ∑
m≠nRnmpeqmΦ( pnpeqn , pmpeqm ) (fn − fm) (S2b)= ∑
m≠nRnmpeqm
pn/peqn − pm/peqm
lnpn − lnpeqn − lnpm + lnpeqm (lnpm − lnpeqm − lnpn + lnpeqn ) (S2c)= ∑
m≠nRnmpeqm ( pmpeqm − pnpeqn ) (S2d)= ∑
m≠n[Rnmpm −Rmnpn]. (S2e)
B. Properties of the matrix Kp
The matrix Kp is symmetric and positive semi-definite, and has the following properties.
Lemma 1. For arbitrary distribution p satisfying pn > 0 for all n, ker(Kp) = {v ∈ RN×1 ∣ v ∝ 1}.
Proof. Since the system is ergodic, there exists a set of N − 1 unordered pairs, E = {(i, j) ∣Rij ≠ 0}, such that for
arbitrary n ≠m, there is a path n = i0 → i1 → ⋅ ⋅ ⋅ → ik =m and (il, il+1) ∈ E for all 0 ≤ l ≤ k − 1. Assuming v ∈ ker(Kp)
then
0 = ⟨v,Kpv⟩ = ∑
m≠nRnmpeqmΦ( pnpeqn , pmpeqm ) (vm − vn)2. (S3)
This means that vi − vj = 0 for all (i, j) ∈ E , or equivalently, v ∝ 1.
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2Lemma 2. There exists a vector v that satisfies the relation p˙ = Kpv. Such vector is unique if the condition ⟨1,v⟩ = 0
is considered.
Proof. For any v satisfying Kpv = 0 [i.e., v ∈ ker(Kp)], then v ∝ 1 → v⊺p˙ = 0, or equivalently, p˙ ∈ ker(Kp)⊥.
According the Fredholm alternative, the equation p˙ = Kpv always has a nonzero solution v. Assuming there exist two
solutions v1 and v2 such that ⟨1,v1⟩ = ⟨1,v2⟩ = 0, then Kp(v1 − v2) = 0 ⇒ v1 − v2 = c1 for some c ∈ R. Moreover,⟨1,v1 − v2⟩ = 0⇒ Nc = 0⇒ c = 0, which proves the uniqueness of v.
C. Geodesic equations of the Wasserstein-like distance
Here we derive geodesic equations, which determine the geodesic path between two distributions p0 and pτ . We
consider the following functional, which is minimized with the geodesic path,
J [p(t)] = ∫ τ
0
⟨v(t),Kpv(t)⟩dt, (S4)
where v(t) is related to p(t) via the equation p˙(t) = Kpv(t). Consider an arbitrary perturbation path {q(t)}0≤t≤τ
that satisfies q(0) = q(τ) = 0 and ∑n qn(t) = 0 for all 0 ≤ t ≤ τ . Because the functional J [γ(t)] is minimized when
γ = p, the function Θ() = J [p(t) + q(t)] has a minimum at  = 0 and thus Θ′(0) = 0. The functional evaluated at
γ = p + q can be written as
J [p(t) + q(t)] = ∫ τ
0
⟨ϑ(t),Kp+qϑ(t)⟩dt, (S5)
where ϑ(t) is determined via the relation p˙(t) + q˙(t) = Kp+qϑ(t). From Eq. (S5), we have
0 = Θ′(0) = ∫ τ
0
[⟨∂ϑ(t),Kpv(t)⟩ + ⟨v(t), ∂Kp+qv(t)⟩ + ⟨v(t),Kp∂ϑ(t)⟩]=0 dt. (S6)
Hereafter, the notation of evaluation at  = 0 is omitted for the sake of conciseness. The first and third terms in
Eq. (S6) are equal due to the symmetry of Kp, ⟨∂ϑ(t),Kpv(t)⟩ = ⟨v(t),Kp∂ϑ(t)⟩. Taking the partial derivative of
both sides of equation p˙(t) + q˙(t) = Kp+qϑ(t) with respect to  and evaluating at  = 0, we obtain
q˙(t) = ∂Kp+qv(t) +Kp∂ϑ(t)⇒ ⟨v(t),Kp∂ϑ(t)⟩ = ⟨v(t), q˙(t)⟩ − ⟨v(t), ∂Kp+qv(t)⟩. (S7)
From Eqs. (S6) and (S7), we have
0 = ∫ τ
0
[2⟨v(t), q˙(t)⟩ − ⟨v(t), ∂Kp+qv(t)⟩]dt = −∫ τ
0
[2⟨v˙(t),q(t)⟩ + ⟨v(t), ∂Kp+qv(t)⟩]dt. (S8)
Since
∂Kp+q = ∑
1≤n<m≤NRnmp
eq
m∂Φ(pn + qnpeqn , pm + qmpeqm )Enm, (S9)
we have
⟨v(t), ∂Kp+qv(t)⟩ = ∑
m,n
Rmn[vm(t) − vn(t)]2Ψ(pn(t)
peqn
,
pm(t)
peqm
) qn(t) = ⟨r(t),q(t)⟩, (S10)
where Ψ(x, y) = [x − Φ(x, y)]/[x(lnx − ln y)] and rn(t) ∶= ∑mRmn[vm(t) − vn(t)]2Ψ (pn(t)/peqn , pm(t)/peqm). From
Eqs. (S8) and (S10), we have
∫ τ
0
⟨2v˙(t) + r(t),q(t)⟩dt = 0 (S11)
Because {q(t)} is an arbitrary perturbation path, the term in the inner product must be zero, i.e., v˙(t) + r(t)/2 = 0.
Finally, we obtain the geodesic equations, which determine the shortest path between states p0 and pτ ,⎧⎪⎪⎪⎨⎪⎪⎪⎩
p˙(t) −Kpv(t) = 0,
v˙(t) + 1
2
r(t) = 0, (S12)
with the boundary conditions p(0) = p0 and p(τ) = pτ .
3D. Lower bound of the Wasserstein-like distance in terms of the total variation distance
Here we derive the lower bound of the Wasserstein distance in terms of the total variation distance, d1(p,q) =∑n ∣pn − qn∣. The distance d1(p,q) can also be expressed in a variational form as
d1(p,q) = max∥w∥∞≤1{w⊺(p − q)} = max∥w∥∞≤1 ⟨w,p − q⟩, (S13)
where the maximum is taken over all real vectors w = [w1, . . . ,wN ]⊺ and ∥w∥∞ ∶= maxn ∣wn∣. The equality is attained
when wn = sign(pn − qn), where sign(x) is the sign function of x, defined as sign(x) = 1 for x ≥ 0 and −1 otherwise.
From the definition of the Wasserstein-like distance, given a fixed positive number δ > 0, there exists a smooth curve
p(t) with end points p0 and pτ such that
τ ∫ τ
0
⟨v,Kpv⟩dt ≤Wc(p0,pτ)2 + δ. (S14)
Here, v(t) ∈ RN×1 is determined via the equation p˙(t) = Kpv(t). For arbitrary vector w with ∥w∥∞ ≤ 1, we have
⟨w,pτ − p0⟩ = ∫ τ
0
⟨w,Kpv⟩dt (S15a)
≤ (∫ τ
0
⟨w,Kpw⟩dt)1/2 (∫ τ
0
⟨v,Kpv⟩dt)1/2 (S15b)
≤ (τ−1 ∫ τ
0
⟨w,Kpw⟩dt)1/2 (Wc(p0,pτ)2 + δ)1/2 . (S15c)
Now, we further bound the first term in Eq. (S15c). Using inequalities Φ(x, y) ≤ (x + y)/2 and (wn − wm)2 ≤ 4, we
obtain
⟨w,Kpw⟩ = ∑
m>nRnmpeqmΦ( pnpeqn , pnpeqn ) ⟨w,Enmw⟩ (S16a)= ∑
m>nRnmpeqmΦ( pnpeqn , pnpeqn ) (wn −wm)2 (S16b)≤ 2 ∑
m>nRnmpeqm ( pnpeqn + pmpeqm ) (S16c)= 2 ∑
m>n[Rnmpm +Rmnpn]. (S16d)
Consequently,
Wc(p0,pτ)2 + δ ≥ ⟨w,p0 − pτ ⟩2
2τ−1 ∫ τ0 ∑m>n[Rnm(t)pm(t) +Rmn(t)pn(t)]dt . (S17)
Taking the maximum over all w and the limit δ → 0, we obtain
Wc(p0,pτ)2 ≥ d1(p0,pτ)22A1 , (S18)
where A1 ∶= τ−1 ∫ τ0 ∑m≠nRmn(t)γn(t)dt is the average dynamical activity along the geodesic path {γ(t)}0≤t≤τ .
S2. OPEN QUANTUM SYSTEMS
A. Alternative expression of the Lindblad master equation
Here we show that the Lindblad master equation can be written as
ρ˙ = Kρ(− lnρ + lnρeq), (S19)
where Kρ ∶ ν ↦ iβ−1[ν, ρ] +Oρ(ν) and Oρ is an operator defined byOρ(ν) ∶= ∑
µ,ω
e−βω/2αµ(ω)[Lµ(ω), [ρ]βω([L†µ(ω), ν])]. (S20)
4For a density operator ρ = ∑n rn∣vn⟩⟨vn∣, where ∑n rn = 1 and {∣vn⟩}n are orthonormal eigenvectors, the titled operator
can also be expressed as
[ρ]θ(A) = e−θ/2 ∫ 1
0
esθρsAρ1−sds = ∑
n,m
Φ(eθ/2rn, e−θ/2rm)⟨vn∣A∣vm⟩∣vn⟩⟨vm∣. (S21)
Here, Φ(x, y) is the logarithmic mean of positive numbers x and y, given by Φ(x, y) = (x− y)/[ln(x)− ln(y)] for x ≠ y
and Φ(x,x) = x. Since ρeq = e−βH/Zβ and [lnρ, ρ] = 0, we have iβ−1[− lnρ + lnρeq, ρ] = −i[H,ρ]. Thus, we only need
to show that
Oρ(− lnρ + lnρeq) = ∑
µ,ω
αµ(ω) [2Lµ(ω)ρL†µ(ω) − {L†µ(ω)Lµ(ω), ρ}] . (S22)
First, we show that [ρ]θ([A, lnρ] − θA) = e−θ/2Aρ − eθ/2ρA for arbitrary operator A ∈ L(H) and θ ∈ R. Indeed, one
can transform as follows:
[ρ]θ([A, lnρ] − θA) = e−θ/2 ∫ 1
0
eθses lnρ(A lnρ − lnρA − θA)e(1−s) lnρds (S23a)
= −e−θ/2 ∫ 1
0
[eθses lnρ(lnρ + θIN)Ae(1−s) lnρ + eθses lnρA(− lnρ)e(1−s) lnρ]ds (S23b)
= −e−θ/2 ∫ 1
0
d
ds
[e(lnρ+θIN )sAe(1−s) lnρ]ds (S23c)
= e−θ/2(Aelnρ − elnρ+θINA) (S23d)= e−θ/2Aρ − eθ/2ρA. (S23e)
Next, using the relation [L†µ(ω),H] = −ωL†µ(ω), one immediately obtains
[ρ]βω([L†µ(ω),− lnρ + lnρeq]) = [ρ]βω([L†µ(ω),− lnρ − βH]) (S24a)= −[ρ]βω([L†µ(ω), lnρ] + β[L†µ(ω),H]) (S24b)= −[ρ]βω([L†µ(ω), lnρ] − βωL†µ(ω)) (S24c)= eβω/2ρL†µ(ω) − e−βω/2L†µ(ω)ρ. (S24d)
Consequently, noticing that L†µ(ω) = Lµ(−ω) and αµ(ω) = eβωαµ(−ω), one can verify Eq. (S22) as follows:Oρ(− lnρ + lnρeq) (S25a)= ∑
µ,ω
e−βω/2αµ(ω)[Lµ(ω), [ρ]βω([L†µ(ω),− lnρ + lnρeq])] (S25b)
= ∑
µ,ω
e−βω/2αµ(ω)[Lµ(ω), eβω/2ρL†µ(ω) − e−βω/2L†µ(ω)ρ] (S25c)
= ∑
µ,ω
αµ(ω) [−e−βωLµ(ω)L†µ(ω)ρ +Lµ(ω)ρL†µ(ω) + e−βωL†µ(ω)ρLµ(ω) − ρL†µ(ω)Lµ(ω)] (S25d)
= ∑
µ,ω
{αµ(ω) [Lµ(ω)ρL†µ(ω) − ρL†µ(ω)Lµ(ω)] + αµ(−ω) [Lµ(−ω)ρL†µ(−ω) −L†µ(−ω)Lµ(−ω)ρ]} (S25e)
= ∑
µ,ω
αµ(ω) [2Lµ(ω)ρL†µ(ω) − {L†µ(ω)Lµ(ω), ρ}] . (S25f)
B. Properties of the quantum Wasserstein-like metric
Here we provide several properties of the defined metric in the main text.
Lemma 3. The product ⟨⋅,Oρ(⋅)⟩ satisfies the conjugate-symmetry condition, ⟨ξ,Oρ(ν)⟩ = ⟨ν,Oρ(ξ)⟩∗, for all opera-
tors ν and ξ. Here, ∗ denotes the complex conjugate.
Proof. For arbitrary operator A ∈ L(H) and θ ∈ R, we have
⟨ξ, [A, [ρ]θ([A†, ν])]⟩ = tr{ξ†[A, [ρ]θ([A†, ν])]} (S26a)
5= tr{[ξ†,A][ρ]θ([A†, ν])} (S26b)= ∑
n,m
Φ(e−θ/2rn, eθ/2rm)⟨vn∣[A†, ν]∣vm⟩⟨vm∣[ξ†,A]∣vn⟩. (S26c)
Here, we used Eq. (S21) in the last equation [Eq. (S26c)]. By swapping ξ and ν, one obtains
⟨ν, [A, [ρ]θ([A†, ξ])]⟩∗ = ∑
n,m
Φ(e−θ/2rn, eθ/2rm)⟨vn∣[A†, ξ]∣vm⟩∗⟨vm∣[ν†,A]∣vn⟩∗
= ∑
n,m
Φ(e−θ/2rn, eθ/2rm)⟨vm∣[ξ†,A]∣vn⟩⟨vn∣[A†, ν]∣vm⟩
= ⟨ξ, [A, [ρ]θ([A†, ν])]⟩.
(S27)
Since Oρ(ν) = ∑µ,ω e−βω/2αµ(ω)[Lµ(ω), [ρ]βω([L†µ(ω), ν])], Eq. (S27) implies that
⟨ν,Oρ(ξ)⟩∗ = ⟨ξ,Oρ(ν)⟩. (S28)
From Eq. (S26c), one can see that
⟨ξ, [A, [ρ]θ([A†, ξ])]⟩ = ∑
n,m
Φ(e−θ/2rn, eθ/2rm)∣⟨vn∣[A†, ξ]∣vm⟩∣2 ≥ 0. (S29)
Therefore, ⟨ξ,Oρ(ξ)⟩ ≥ 0 for arbitrary operator ξ. The equality is obtained only when [L†µ(ω), ξ] = 0 for all µ and ω.
When ξ is a self-adjoint operator, i.e., ξ† = ξ, we have ⟨ξ,Kρ(ξ)⟩ = ⟨ξ,Oρ(ξ)⟩ ≥ 0.
Proposition 4. An self-adjoint operator ν satisfies Kρ(ν) = 0 if and only if ν is spanned by IN .
Proof. Since Kρ(IN) = 0, we only need to show that if Kρ(ν) = 0 then ν is spanned by IN . Note that ⟨ν,Kρ(ν)⟩ =⟨ν,Oρ(ν)⟩, we have ⟨ν,Oρ(ν)⟩ = 0, which occurs only when [L†µ(ω), ν] = 0 for all µ and ω. Since the dynamics of the
quantum system are ergodic, this implies that ν is spanned by IN .
Proposition 5. Kρ(ν) is a traceless self-adjoint operator for all ν ∈ H(H).
Proof. Since
Kρ(ν) = iβ−1[ν, ρ] +Oρ(ν) = iβ−1[ν, ρ] +∑
µ,ω
e−βω/2αµ(ω)[Lµ(ω), [ρ]βω([L†µ(ω), ν])] (S30)
is a linear combination of commutators, tr{Kρ(ν)} = 0 is immediately derived. Note that (iβ−1[ν, ρ])† = iβ−1[ν, ρ], we
only need to show that Oρ(ν) is self-adjoint. Using relations [ρ]θ(A)† = [ρ]−θ(A†), [A,B]† = [B†,A†], e−βω/2αµ(ω) =
eβω/2αµ(−ω), and L†µ(ω) = Lµ(−ω), we can prove that Oρ(ν) is self-adjoint as follows:
Oρ(ν)† = ∑
µ,ω
e−βω/2αµ(ω)[Lµ(ω), [ρ]βω([L†µ(ω), ν])]† (S31)
= ∑
µ,ω
e−βω/2αµ(ω)[[ρ]βω([L†µ(ω), ν])†, Lµ(ω)†] (S32)
= ∑
µ,ω
eβω/2αµ(−ω)[[ρ]−βω([ν,Lµ(ω)]), Lµ(−ω)] (S33)
= ∑
µ,ω
eβω/2αµ(−ω)[Lµ(−ω), [ρ]−βω([L†µ(−ω), ν])] (S34)
= Oρ(ν). (S35)
Lemma 6. For arbitrary density operator ρ and traceless self-adjoint operator ϑ, there exists a unique traceless
self-adjoint operator ν such that ϑ = Kρ(ν).
6Proof. Let B = {χj,k}1≤j,k≤N denote the set of generalized Gell-Mann matrices, which span the space of operators of
the complex Hilbert space H. Specifically, χj,k can be expressed as follows:
χj,k =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Ek,j +Ej,k, if j < k
i(Ek,j −Ej,k), if j > k√
2
j(j+1) (∑jl=1El,l − jEj+1,j+1) , if j = k < N
N−1IN , if j = k = N
(S36)
Here, Ej,k denote the matrix with 1 in the jk-th entry and 0 elsewhere. By this construction, each χj,k is a Hermitian
matrix and tr{χj,k} = δjNδkN for all (j, k) ≠ (N,N). It is convenience to define a set B ∶= B ∖ {χN,N}. For arbitrary
traceless self-adjoint operator A, there exists real coefficients cj,k ∈ R such that A = ∑j,k cj,kχj,k. Taking the trace of
two sides of the equation, we obtain 0 = tr{A} = ∑j,k cj,ktr{χj,k} = cN,N . This implies that A can be expressed as a
linear combination of matrices in B with all real coefficients.
According to Propositions 4 and 5, it is obvious that Kρ(χj,k) is a nonzero traceless self-adjoint operator for all(j, k) ≠ (N,N). We show that {Kρ(χj,k)}(j,k)≠(N,N) is an independent set, i.e., ∑(j,k)≠(N,N) cj,kKρ(χj,k) = 0 only
when cj,k = 0 for all j, k. Indeed, from the linearity of Kρ, we have
0 = ∑(j,k)≠(N,N) cj,kKρ(χj,k) = Kρ( ∑(j,k)≠(N,N) cj,kχj,k) = 0. (S37)
Due to Propositions 4, ∑(j,k)≠(N,N) cj,kχj,k must be spanned by IN (= NχN,N ), i.e., ∑(j,k)≠(N,N) cj,kχj,k = −cN,NχN,N
for some cN,N . This is equivalent to ∑1≤j,k≤N cj,kχj,k = 0. Since B is a basis of H, this happens only when cj,k = 0 for
all j, k. Note that {Kρ(χj,k)}(j,k)≠(N,N) has N2 − 1 elements, therefore one can add another matrix φ to form a new
basis of H. Then, IN can be expressed in terms of elements of the new basis as
IN = zφ + ∑(j,k)≠(N,N) cj,kKρ(χj,k). (S38)
Taking the trace of two sides of Eq. (S38), we have N = z tr{φ}, which indicates that z ≠ 0. Therefore, φ can be
expressed in terms of IN and {Kρ(χj,k)}(j,k)≠(N,N) as
φ = z−1[IN − ∑(j,k)≠(N,N) cj,kKρ(χj,k)]. (S39)
Equation (S39) implies that an arbitrary matrix can be expressed as a linear combination of elements in the following
set: S ∶= {IN} ∪ {Kρ(χj,k)}(j,k)≠(N,N). (S40)
Equivalently, S is a basis of H. Consequently, due to the fact that Kρ(χj,k) is traceless and self-adjoint, arbitrary
traceless self-adjoint operator ϑ can be expressed in terms of {Kρ(χj,k)}(j,k)≠(N,N) with real coefficients {cj,k} as
ϑ = ∑(j,k)≠(N,N) cj,kKρ(χj,k) = Kρ( ∑(j,k)≠(N,N) cj,kχj,k). (S41)
Defining ν ∶= ∑(j,k)≠(N,N) cj,kχj,k, which is a traceless self-adjoint operator, one readily obtains ϑ = Kρ(ν). Finally,
we prove the uniqueness of ν. Assuming that there exist two traceless self-adjoint operators ν1 and ν2 such that
ϑ = Kρ(ν1) = Kρ(ν2), then Kρ(ν1 − ν2) = 0. Applying the result in Proposition 4, ν1 − ν2 = zIN for some z ∈ C. Thus,
zN = tr{zIN} = tr{ν1 − ν2} = 0⇒ z = 0. This implies the uniqueness of ν.
Lemma 7. Given an arbitrary traceless self-adjoint operator ν, the equality ⟨ν +λIN ,Kρ(ν +λIN)⟩ = ⟨ν,Kρ(ν)⟩ holds
for arbitrary number λ ∈ C.
Proof. Since Kρ(ν + λIN) = Kρ(ν) +Kρ(λIN) = Kρ(ν), we have⟨ν + λIN ,Kρ(ν + λIN)⟩ = ⟨ν + λIN ,Kρ(ν)⟩ (S42a)= ⟨ν,Kρ(ν)⟩ + ⟨λIN ,Kρ(ν)⟩ (S42b)= ⟨ν,Kρ(ν)⟩ + λ∗tr{Kρ(ν)} (S42c)= ⟨ν,Kρ(ν)⟩. (S42d)
Here we used the traceless property of Kρ, which is obtained in Proposition 5.
7C. Lower bound of the quantum Wasserstein-like distance in terms of the trace-like distance
Here we derive the lower bound of the quantum Wasserstein-like distance Wq(ρ0, ρτ) in terms of the trace-like
distance. From the definition of the quantum Wasserstein-like distance, given a fixed positive number δ > 0, there
exists a smooth curve ρ(t) with end points ρ0 and ρτ such that
τ ∫ τ
0
⟨ν,Kρ(ν)⟩dt ≤Wq(ρ0, ρτ)2 + δ. (S43)
Here, ν(t) ∈ H(H) is a traceless self-adjoint operator that satisfies ρ˙(t) = Kρ[ν(t)]. Let ρ(t) = ∑n n(t)∣n(t)⟩⟨n(t)∣
be the spectral decomposition with orthogonal basis ⟨n(t)∣m(t)⟩ = δnm, then we define the self-adjoint operator
φ(t) ∶= ∑n cn∣n(t)⟩⟨n(t)∣, where ∣cn∣ ≤ 1 are constants which will be determined later. It is evident that φ(t)
commutes with ρ(t), i.e., [φ, ρ] = 0. Now, using relations ρ˙ = iβ−1[ν, ρ] +Oρ(ν) and ⟨φ, [ν, ρ]⟩ = 0, we have
∑
n
cn[n(τ) − n(0)] = tr{∫ τ
0
φ(t)ρ˙(t)dt} (S44a)
= ∫ τ
0
⟨φ, iβ−1[ν, ρ] +Oρ(ν)⟩dt (S44b)
= ∫ τ
0
⟨φ,Oρ(ν)⟩dt (S44c)
≤ (∫ τ
0
⟨φ,Oρ(φ)⟩dt)1/2 (∫ τ
0
⟨ν,Oρ(ν)⟩dt)1/2 (S44d)
≤ (τ−1 ∫ τ
0
⟨φ,Oρ(φ)⟩dt)1/2 (Wq(ρ0, ρτ)2 + δ)1/2 . (S44e)
The first term in the last inequality (S44e) can be rewritten as⟨φ,Oρ(φ)⟩ = ∑
µ,ω
e−βω/2αµ(ω)⟨φ, [Lµ(ω), [ρ]βω([L†µ(ω), φ])]⟩ (S45a)
= ∑
µ,ω
e−βω/2αµ(ω)tr{[φ,Lµ(ω)][ρ]βω([L†µ(ω), φ])} (S45b)
= ∑
µ,ω
e−βω/2αµ(ω)⟨[L†µ(ω), φ], [ρ]βω([L†µ(ω), φ])⟩. (S45c)
Before processing further, we prove the following result.
Proposition 8. For arbitrary operator X, real number θ, and density operator ρ,
⟨X, [ρ]θ(X)⟩ ≤ 1
2
(eθ/2 + e−θ/2)∥X∥2∞ (S46)
holds, where ∥X∥∞ denotes the spectral norm of the operator X.
Proof. Using Eq. (S21), we have⟨X, [ρ]θ(X)⟩ = ∑
n,m
Φ(eθ/2rn, e−θ/2rm)⟨vn∣X ∣vm⟩⟨vm∣X†∣vn⟩. (S47)
Applying the inequality Φ(x, y) ≤ (x + y)/2 and using the relation ∑n ∣vn⟩⟨vn∣ = IN , we obtain
⟨X, [ρ]θ(X)⟩ ≤ 1
2
∑
n,m
(eθ/2rn + e−θ/2rm) ⟨vn∣X ∣vm⟩⟨vm∣X†∣vn⟩ (S48a)
= 1
2
∑
n,m
eθ/2rn⟨vn∣X ∣vm⟩⟨vm∣X†∣vn⟩ + 1
2
∑
m,n
e−θ/2rm⟨vm∣X†∣vn⟩⟨vn∣X ∣vm⟩ (S48b)
= 1
2
∑
n
eθ/2rn⟨vn∣XX†∣vn⟩ + 1
2
∑
m
e−θ/2rm⟨vm∣X†X ∣vm⟩ (S48c)
≤ 1
2
∑
n
eθ/2rn∥X∥2∞ + 12 ∑m e−θ/2rm∥X∥2∞ (S48d)= 1
2
(eθ/2 + e−θ/2)∥X∥2∞. (S48e)
Here, we used the fact that ⟨vn∣XX†∣vn⟩ ≤ ∥X∥2∞ in Eq. (S48d) and ∑n rn = 1 in Eq. (S48e).
8Now, going back to our problem, applying the Proposition 8 with X = [L†µ(ω), φ] and θ = βω, one obtains
⟨[L†µ(ω), φ], [ρ]βω([L†µ(ω), φ])⟩ ≤ 12(e−βω/2 + eβω/2)∥[L†µ(ω), φ]∥2∞ ≤ 2(e−βω/2 + eβω/2)∥Lµ(ω)∥2∞. (S49)
Here, we used inequalities ∥[A,B]∥∞ ≤ ∥AB∥∞ + ∥BA∥∞ and ∥AB∥∞ ≤ ∥A∥∞∥B∥∞ for all A,B ∈ L(H). Consequently,
⟨φ,Oρ(φ)⟩ ≤ 2∑
µ,ω
e−βω/2αµ(ω)(e−βω/2 + eβω/2)∥Lµ(ω)∥2∞ = 4∑
µ,ω
αµ(ω)∥Lµ(ω)∥2∞. (S50)
From Eqs. (S44e) and (S50), the following inequality is readily obtained
Wq(ρ0, ρτ)2 + δ ≥ (∑n cn[n(τ) − n(0)])2
4τ−1 ∫ τ0 ∑µ,ω αµ(ω)∥Lµ(ω)∥2∞dt . (S51)
Setting cn = sign[n(τ)−n(0)] and taking the limit δ → 0 in Eq. (S51), a lower bound of the quantum Wasserstein-like
distance is obtained
Wq(ρ0, ρτ) ≥ ∑n ∣n(τ) − n(0)∣
2
√
τ−1 ∫ τ0 ∑µ,ω αµ(ω)∥Lµ(ω)∥2∞dt . (S52)
From Eq. (S52), we wish to bound the Wasserstein-like distance by the trace-like distance d2(ρ0, ρτ) = ∑Nn=1 ∣an − bn∣,
where a1 ≤ a2 ≤ ⋅ ⋅ ⋅ ≤ aN and b1 ≤ b2 ≤ ⋅ ⋅ ⋅ ≤ bN are increasing eigenvalues of ρ0 and ρτ . Given two arrays of real
numbers, {xn} and {yn}, one can prove that
∑
n
∣xn − yn∣ ≥∑
n
∣xn − yp(n)∣, (S53)
where {p(n)} is a permutation of {n} such that yp(n) ≥ yp(m) if xn ≥ xm. Therefore, ∑n ∣n(τ) − n(0)∣ ≥ d2(ρ0, ρτ).
Consequently, one can obtain the bound in terms of the trace-like distance as
Wq(ρ0, ρτ) ≥ d2(ρ0, ρτ)
2
√
τ−1 ∫ τ0 ∑µ,ω αµ(ω)∥Lµ(ω)∥2∞dt . (S54)
D. Lower bound of the entropy production in terms of the distance of the average change in energy
Here we derive the lower bound of the entropy production ∆Stot in terms of the distance d3(ρ0, ρτ) = ∣tr{H(ρ0 − ρτ)} ∣.
The Lindblad master equation can be expressed as ρ˙(t) = −i[H,ρ(t)]+Oρ[φ(t)], where φ(t) ∶= − lnρ(t)+ lnρeq. Using
relations tr{H[H,ρ]} = 0 and ∆Stot = ∫ τ0 ⟨φ,Oρ(φ)⟩dt, we obtain
∣tr{H(ρ0 − ρτ)} ∣ = ∣tr{H ∫ τ
0
ρ˙(t)dt}∣ (S55a)
= ∣∫ τ
0
⟨H,Oρ(φ)⟩dt∣ (S55b)
≤ (∫ τ
0
⟨H,Oρ(H)⟩dt)1/2 (∫ τ
0
⟨φ,Oρ(φ)⟩dt)1/2 (S55c)
= (∫ τ
0
⟨H,Oρ(H)⟩dt)1/2√∆Stot. (S55d)
The first term in the last equation [(S55d)] can be rewritten as
⟨H,Oρ(H)⟩ = ∑
µ,ω
e−βω/2αµ(ω)⟨H, [Lµ(ω), [ρ]βω([L†µ(ω),H])]⟩ (S56a)
= ∑
µ,ω
e−βω/2αµ(ω)tr{[H,Lµ(ω)][ρ]βω([L†µ(ω),H])} (S56b)
= ∑
µ,ω
e−βω/2αµ(ω)⟨[L†µ(ω),H], [ρ]βω([L†µ(ω),H])⟩. (S56c)
9Applying the Proposition 8 with X = [L†µ(ω),H] and θ = βω, one obtains
⟨[L†µ(ω),H], [ρ]βω([L†µ(ω),H])⟩ ≤ 12(e−βω/2 + eβω/2)∥[L†µ(ω),H]∥2∞ = 12(e−βω/2 + eβω/2)ω2∥Lµ(ω)∥2∞. (S57)
Consequently,
⟨H,Oρ(H)⟩ ≤ 1
2
∑
µ,ω
e−βω/2αµ(ω)(e−βω/2 + eβω/2)ω2∥Lµ(ω)∥2∞ = ∑
µ,ω
αµ(ω)ω2∥Lµ(ω)∥2∞. (S58)
From Eqs. (S55d) and (S58), the following inequality is readily obtained
∆Stot ≥ d3(ρ0, ρτ)2
τ ∑µ,ω αµ(ω)ω2∥Lµ(ω)∥2∞ . (S59)
