A certain G 2 × U (1) invariant Hamiltonian arising from the standard membrane matrix model via conjugating any of the supercharges by a cubic, octonionic, exponential is proven to have a spectrum covering the whole half-axis R + . The model could be useful in determining a normalizable zero-energy state in the original SO(9) invariant SU (N ) matrix model. *
Introduction
Despite considerable effort [1] during the last decade, and crucial relevance to M-theory [2] / membrane theory [3, 4, 5] / reduced Yang-Mills theory [6, 7, 8] , existence, uniqueness and structure of zero-energy states in Spin (9) ×SU(N) invariant supersymmetric matrix models are not really understood to a degree that one could call satisfactory.
In this paper we consider models with G 2 × U(1) × SU(N) symmetry that we obtain by deforming (cp. [9, 10] ) the Spin(9) × SU(N) models, and which we believe to be relevant both from the point of view of deformation theory and possible relations between ground states, as well as because (for the fixed value of the deformation parameter that we take) the Hamiltonian is slightly simpler, and therefore a good testing ground for new approaches.
The model is introduced in Section 2 by deforming the Spin(9) × SU(N) invariant one via a particular cubic exponential. In Section 3, with the help of various propositions that are proved in Section 4, this model is shown to share a central feature of the original theory, namely that the Hamiltonian, in contrast with the disctreteness of the spectrum (cp. [11] ) for the purely bosonic theory, has an essential spectrum covering the whole positive axis (cp. [12] ). A summary of the results is presented in Section 5. In the appendices some background material is provided, and the deformation we introduce put into a slightly more general context.
The deformed model
To find a normalizable state annihilated by the supercharges
(and by their hermitian conjugates) is a difficult task; the (x jA ) 1 2 [Γ j , Γ k ], and (Γ j ) j=1,...,7 (purely imaginary, antisymmetric) matrices satisfying {Γ j , Γ k } = 2δ jk 1 8×8 , in a particular representation given by iΓ j α8 = δ j α , iΓ j kl = −c jkl , totally anti-symmetric octonionic structure constants.
In [13] conjugation by the exponent of g(x) := 1 6 f ABC x jA x kB x lC iΓ jkl ββ (2) was shown to remove the third term in (1) (extending an observation made in [5] ; note that j Γ
gives
The potential terms for the x-resp. z-coordinates are given by
While for large k,
appears to be the relevant operator (having rescaled x → (k − 1) −1/3 x) 2 we will, in this note, exclusively study H k=1 =:H, which is of the form (cp. (4))
The first line (arising from the second line of (1) alone) is denoted by H D (= H D (x) ≥ 0) and we will heavily use that its spectrum and eigenfunctions are known [14] . The operator V 89 + zf λλ +zf λ † λ † appearing in the second line will be denoted by K. We also note that, regardless of the choice of k, the bosonic part of H k (first line in (4)) has a strictly positive and purely discrete spectrum (this is easily proved along the lines of [11] ).
The bosonic part of H D describes two sets of n := N 2 − 1 harmonic oscillators whose frequencies ω A are the square root of the eigenvalues of the parametrically x-dependent, positive semidefinite frequency matrix
while its fermionic part, 2W αA βB (x)λ αA λ † βB , that is linear in x jA , has eigenvalues arising from those of 2W αA βB , which are {±2ω A (x)} A=1,...,n as well as 6n times the eigenvalue zero -altogether leading to the exact zero-energy state(s) [14] 
(where, n ≤ l ≤ 7n, ω l>n = 0, and we have diagonalized S via z
, that involves the eigenvectors e (ω) (x) of the matrix W (x) corresponding to eigenvalue ω. Excited states of H D are obtained by acting with the bosonic creation operators (i.e. multiplying ψ x by the corresponding Hermite polynomials) and/or adding fermions corresponding to positive eigenvalues 2ω (i.e. multiplying ψ x by e (+ω) αA λ αA ). The matrix S can also be written as
acting on the space isu(N) of traceless, hermitian matrices, with 
where · here denotes the corresponding norm on isu(N) ∼ = R n . For N > 2, S(x) will have zero-modes not only when all matrices X j commute, but (of qualitative significance) for the larger space of configurations where all the X j are simultaneously block-diagonalizable.
Continuity of the spectrum ofH
In this section we formulate and prove the main theorem of the paper. We will make use of three propositions and one lemma (which are proved in Section 4 in order not to break the flow of the text).
Main theorem. For any λ ≥ 0 there exists a sequence (Ψ t ) of rapidly decaying smooth SU(N)-invariant functions such that Ψ t = 1, and
In other words, the spectrum ofH (even when restricted to the physical Hilbert space) covers the whole positive real line, just as it is the case for the original H k=0 . However, because of the terms that vanish for H k=1 , together with the convenient structure of the remaining terms noted in the previous section, we are able to construct such a sequence explicitly without resorting to the gauge fixing procedure used in [12] .
In the following, we writeH as
where [14] 
and
We also point out that, sinceH is an unbounded operator, it is considered to be defined as a differential operator on the Schwartz class S of smooth functions of rapid decay, and then extends by closure or Friedrichs extension to a self-adjoint operator in H = L 2 (R 9n ) ⊗ F . Our candidate for the sequence Ψ t will be wavefunctions given by the minimal fermion number ground state ψ x of H D (x) multiplied by some gauge invariant cut-off function χ t . Formally, it is convenient to write the Hilbert space H as a constant fiber direct integral (see [15] ) over the x-coordinates,
is the z-coordinate Hilbert space on which the operator
We also write the ground state (8) of H D (x) in a more compact notation,
where s := det S, and ξ x ∈ F n (i.e. n fermions) is the normalized fermionic eigenvector satisfying
We note the following:
, rapidly decaying, and SU(N)-invariant.
Proposition 2. ψ x h = 1, and
, for k = 1, 2, 4 and some positive constants C k .
Hence, by choosing an appropriate cut-off function χ t for the x-coordinates such that ω min (x) → ∞ as t → ∞, we can make the terms in K(z) arbitrarily small. The following proposition shows that such a choice is indeed possible.
Proposition 3. For any λ ≥ 0 and t sufficiently large there exist SU(N)-invariant cut-off functions
and, as t → ∞,
where (here, and in the following) c k=1,2,3,... are some positive constants.
As a final preparation before proving the main theorem, we state the following lemma which ensures that also certain derivatives tend to zero.
on supp χ t .
Proof of the main theorem
Motivated by the expression (9) and the above preparations, we define
where
is chosen according to Proposition 3. We note that Ψ t is in the domain ofH and by (12) has Ψ t = 1. Acting withH on Ψ t (x, z), we obtaiñ
(where we used the fact that H D (x)ψ x = 0). Subtracting λΨ t from this equation and using Propositions 2, 3 and Lemma 4 (and that any operator on F is bounded) to estimate the norms of the terms on the r.h.s. as t → ∞, we find
Hence, (H − λ)Ψ t → 0 as t → ∞.
Proofs
Here we present detailed proofs of the propositions and lemma that were stated in the previous section.
Proof of Proposition 1
It is obvious from (13) that ψ x ∈ S(R 2n )⊗F n =: S n . Smoothness in x for the scalar (bosonic) part of ψ x follows from our requirement that ω min (x) > 0, i.e. s > 0 for every x we consider. As for the fermionic part ξ x , smoothness follows by considering F n as a real space of dimension 8n n and, for each point x, viewing ξ x as the (up to sign) unique normalized eigenvector of the linear map ξ → W (x)λλ † ξ with eigenvalue − A ω A (x). (A consistent choice of sign can be made because we will only be working on orientable subsets of R 7n .) Smoothness of ξ x now follows from smoothness of W (x) and the implicit function theorem. Also note that any x-derivatives ∂ jA ψ x , ∂ jA ∂ kB ψ x , etc. still lie in S n . ψ x is SU(N)-invariant (covariant) in the sense thatRψ Rx (Rz) = ψ x (z), where R (resp.R) ∈ SU(N) ֒→ SO(n) (resp. Spin(F n )). This follows from the uniqueness of ψ x at each point x and covariance of the operator
, where U denotes the corresponding unitary representation of SU(N) on h .
Proof of Proposition 2
Since ψ x (z) is Gaussian in the z-coordinates, the evaluation of the moments
, and
for some combinatorial factors k 1 , . . . , k 5 . For example, the evaluation of |z|
where we diagonalized S = R T [ω A ] 2 R (at the point x) and putũ := Ru. Hence,
for some positive constant C 4 .
Proof of Proposition 3
We divide the proof into two steps. First, we show that the conditions (15) can be satisfied on some subset D t ⊆ R 7n . Then we construct a function χ t with support on D t which also satisfies the conditions (16).
Construction of the set D t
We start by finding an explicit pointx where ω min (x) > 0. A basis for the Lie algebra isu(N) of traceless hermitian N × N-matrices is given by N − 1 diagonal ones, h k , together with the off-diagonal
(1 ≤ i < j ≤ N), where E ij denotes the standard basis of matrices. For any diagonal matrix Λ = diag(λ 1 , . . . , λ N ) we have
Let e.g.X 1 := diag(m, m − 1, . . . , −m + 1, −m) (or any other traceless diagonal matrix with all entries different), andX 2 := i<j e ij . Now, take any fixed
and require E to commute with bothX 1 andX 2 . Then, by (18) 
e. all λ i are equal. Tracelessness then implies that E = 0. Hence,
for all E = 0, and since S n−1 is compact it also follows that
We know from the above that F (x 1 ,x 2 , ·) ≥ c. Furthermore, note that for any R ∈ SU(N) ֒→ SO(n), since F (Rx 1 , Rx 2 , e) = F (x 1 , x 2 , R T e), we have F (Rx 1 , Rx 2 , ·) ≥ c > 0 as well. Then, because F is continuous and S n−1 compact, there exists an ǫ R > 0 such that F (x 1 , x 2 , ·) ≥ c/2 for all x 1 , x 2 in the balls B ǫ R (Rx 1 ) and B ǫ R (Rx 2 ), respectively. Also, by compactness of SU(N), there is an ǫ > 0 such that
Therefore, defining
we find that ω min (x) ≥ c/2 for all x ∈ D 1 . Furthermore, we have
on D 1 . By rescaling this set (note that F is homogeneous of degree 2), D t := tD 1 , we reach the conditions (15) . It is also useful to note that ω min ≤ ω max = S 1 2 op ≤ c 13 |x| (where · op denotes the operator norm).
Construction of the function χ t
We set
where µ t , η t and ζ t are to be defined below. Given some spherically symmetric bump function η ∈ C ∞ 0 (R n ) with support on the unit ball B 1 (0) and unit L 2 -norm, η R n = 1, we define η t (x) := t −n/2 η(x/t) so that supp η t ⊆ B t (0), η t R n = 1, and ∂ α η t R n = t −|α| ∂ α η R n for any partial derivative multi-index α.
The function ζ t is chosen to be asymptotically a gauge invariant solution to the Helmholtz equation, namely we take (for the case λ = 0 we instead take
where satisfies (∆ + λ)h = 0 (see [17] ), with
Since the Bessel functions J k behave asymptotically as [16] 
one finds
Hence, A t ≤ c 19 /t 1/2 → 0, t → ∞, and
Lastly, we set µ t (x 1 , x 2 ) := t −n µ −1
and µ H denotes some Haar measure on SU(N).
Proof of Lemma 4
Here, we will denote the partial derivatives ∂ jA ψ x , ∂ 2 jA ψ x by ψ ′ x and ψ ′′ x , respectively. Since ψ x is a zero-energy state of H D , we have in particular that ∂ jA (H D ψ x ) = 0, which can be equivalently written as
In the following we will need an estimate on the norm of Φ x ∈ S n . We have, using Propositions 2 and 3,
Now, we note that Φ x ∈ (kerH D ) ⊥ =: P + whereH D denotes the self-adjoint extension of H D . To see this, consider any Φ 0 ∈ kerH D . We have
Therefore, since the lowest eigenvalue ofH D on P + is ω min > 0, we have
Similarly, taking the second derivative we have
Just as above, we see thatΦ x ∈ P + ∩ S n , but we will also need an estimate on |z| 2 ψ ′ x h . For this, we recall from the proof of Proposition 2 that
Note that T is smooth for s > 0 and homogeneous of degree −2, because S is homogeneous of degree 2. It follows that, if x = re with e ∈ S 7n−1 , then
2n } is compact and we have used that ω min /|x| ≥ c 1 /c 3 by Proposition 3. Hence, 
Summary
We have introduced G 2 × U(1) × SU(N) invariant matrix models as deformations of the standard Spin(9) × SU(N) invariant models by conjugating a supercharge with a cubic, octonionic, exponential. Furthermore, similarly to what has been shown for the original models, we have proved that the spectrum of the corresponding HamiltonianH covers the whole positive half-axis by finding sequences of states contradicting existence of a bounded inverse to the operatorH − λ for any λ ≥ 0. However, contrary to the case for the original models, we have constructed such sequences explicitly, without fixing the gauge. Making use of the convenient structure of terms appearing iñ H, we could configure the states to annihilate some terms, while, related to having the possibility of making the lowest eigenvalue of a certain frequency matrix S arbitrarily large, other terms could be made arbitrarily smallusing a gauge invariant asymptotic solution to the Helmholtz equation, with support on a set of matrices that are not simultaneously block-diagonalizable.
Appendix A
In this appendix we give notation and conventions used in the paper (cp. e.g. [18] ). The supermembrane matrix theory is a quantum mechanical model with N = 16 supersymmetries, SU(N) gauge invariance and Spin (9) symmetry. The theory involves real bosonic variables x sA (coordinates) and real fermionic ones θ αA (Majorana spinors) with s = 1, . . . , 9, α = 1, . . . 16 and A = 1, . . . , N 2 − 1 -spatial, spinor and color indices respectively. The corresponding supercharges and the Hamiltonian of the model are
Here p sA are momenta conjugate to x sA , [x sA , p tB ] = iδ st δ AB , γ s are 16 × 16 dimensional, real matrices s.t. {γ s , γ t } = 2δ st 1 16×16 , θ αA are Grassmann numbers s.t. {θ αA , θ βB } = δ αβ δ AB , and f ABC are SU(N) structure constants (real, antisymmetric). The operators are defined on the Hilbert space H = L 2 (R 9(N 2 −1) ) ⊗ F , where F is the irreducible representation of θ's, while the physical (gauge invariant) Hilbert space consists of states |ψ satisfying J A |ψ = 0 which corresponds to the Gauss law in unreduced N = 1 super Yang-Mills theory.
Such singlet constraint is an essential requirement for the model to be supersymmetric which is apparent in Eq. (19) . However, the necessity of the constraint follows also from simply counting the fermionic and bosonic degrees of freedom. Let us consider the Fock space formulation of the model. For the case at hand there are 9(N 2 − 1) bosonic degrees of freedom, however there are 16 2 (N 2 − 1) fermionic ones. The mismatch is equal to N 2 − 1, which is exactly the number of constraints coming from the Gauss law.
There are many ways in which one can single out 8 out of 16 fermions (which is required in order to obtain an irreducible Fock representation F ). We will follow the convention in [5] and introduce complex spinor variables
We then also split the coordinates x sA into (x jA , z A ,z A ) where z A = x 8A +ix 9A and j = 1, . . . , 7.
After this is done the Spin(9) symmetry of (19) is not explicit, however now an arbitrary wavefunction Ψ(x, z,z) can be written as
with ψ α 1 A 1 ...α l A l complex-valued and square integrable. The above sum is finite and truncates when the number of fermions is more than 8(N 2 − 1).
4
It now follows that the Hamiltonian (19) can be written in terms of nonhermitian ("cohomology") charges Q α := 
so that, on the physical Hilbert space, , 3 Other choices of 8 fermions are possible, e.g. Majorana-Weyl spinors (see [19] ). From now on the spinor indices α, β, . . . run from 1 to 8. 4 Note that in this notation λ αA is a fermionic creation operator while λ † αA fermionic annihilation operator. This is also natural from the view of representation theory of Clifford algebras since the representations of Γ j are uniquely given by left or right multiplication on the octonion algebra (see e.g. [21] ). Furthermore, because the automorphism group of the octonions is given by the exceptional group G 2 (which is also the subgroup of Spin (7) fixing a chosen spinor index), the deformed Hamiltonians H k ,Ĥ, andH will be G 2 invariant.
