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Abstract. The rapid growth in data on the internet requires a data mining process to reach 
a decision support insight. Persian language has strong potential for deep research in any 
aspect of natural language processing especially sentimental analysis approach. Thou-
sands of websites and blogs updates and modifies by Persian users around the world that 
contains millions of Persian context. This range of application requires a comprehensive 
structured framework to extract beneficial information for helping enterprises to enhance 
their business and initiate customer-centric management process by producing effective 
recommender systems .Sentimental analysis is an intelligent approach for extracting use-
ful information from huge amounts of data to help an enterprise for smart management 
process. In this road, machine learning and deep learning techniques will become very 
helpful but there are number of challenges which are face to them. This paper tried to 
present and assort most important challenges of sentimental analysis in Persian language. 
This language is an Indo-European language which spoken by over 110 million person 
around the world and is official language in Iran, Tajikistan and Afghanistan. It’s also 
widely used in Uzbekistan, Pakistan and Turkish by order. 
Keywords: Sentimental Analysis, Text Mining, Persian Language Challenges  
1 Introduction 
In this day and age, data known as the most important asset to the various types of large 
scale, medium and small enterprises around the world. We’re living in data age.[1] Text 
data is ubiquitous and growing quickly. The web, blogs, emails, social networks pro-
vides millions of data in seconds, all of these resources can be a beneficial and powerful 
base for extracting knowledge. It’s called the power of text analysis. Twitter is a 
“what’s up” social network platform, thus user’s tweets are precious for application in 
governments or various types of business to become more familiar with what goes on 
around and then decide base on truth not on personal taste.  
Although determination of truth from the fake news as another research field relates to 
the text analytic. Proverbially in the dollar rapid increase in Iran twitter could be so 
effective to analyze user’s tweets and what’s happened around it but lack of compre-
hensive analysis program became a challenge. Data can eliminate the high level prob-
lems. Great companies in the world like Google, YouTube, Apple and Amazon utilize 
text mining techniques to study on user’s comments and replies to gain a superior real-
ization of customer’s activity. Currently social network platforms are under scrutiny of 
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many academic researchers and developers to create automatic users comments extrac-
tors’ tools, the topic is widely used in various political, social, commercial and indus-
trial aspects[2].The application of text analysis goes further, now politicians are in the 
road of acquisition of data sources to gain the superior seat or stabilize their position. 
Working on sentimental analysis and opinion mining absolutely effects not only NLP 
but also management, economic, politic, social and every science affected by peoples 
[3][4].Nowadays researches on sentiment field can be classified into objectivity and 
subjectivity. Objectivity sentences describes facts. The purpose is opinions assortment 
into Neutral and non-neutral including positive and negative opinions. This paper tries 
to classify most popular text processing challenges in Persian language in both structure 
and semantic aspects. 
2 Sentimental Analysis 
Sentimental analysis is an interdisciplinary field tries to familiar machine and artificial 
intelligence with human emotion. It is the extraction process of useful information from 
the writer’s beliefs and viewpoints in a specific domain of texts. The topic is one of the 
most pursued exploration field in NLP in recent years. [5] It also has a key application 
in web and data mining specially when needed to implement a recommender system 
which can help the customers to buy their favorite products by proposing best fit ones 
for them. It is also guide the business and brands to represents best service collection 
for their consumers. Most of research around sentimental analysis is around English 
language and many challenges discussed many times in many articles, but unfortunately 
Persian language doesn’t get mentioned by researchers around the world as much as it 
really deserved. Since 2000 classification algorithms in data mining utilized for opinion 
mining[6][7][8]. Bag of words usage was high considered by the time.[9]. At the mo-
ment usage of web content and social networks platforms gained lots of interests for 
automation machine learning among researchers and developers around the 
world[10][11]. Sentimental analysis levels divide into four: 1) data gathering from so-
cial network 2) Data preprocessing 3) Positive and negative classifier 4) Feature selec-
tor. 
3 Machine Learning Application  
One of the moist important challenge in sentimental analysis is lack of labeled data for 
machine learning. Data gathering for study on the filed needs cost much time because 
for ensure of labels correctness each data must be labeled by several person.in[12] tried 
to Use the rule-based method to create machine learning data. In ML Supervised learn-
ing which use trained labeled data unlike unsupervised Application is in both structured 
data and unstructured data. Structure data means a database of data and each of a sample 
object features has a very well defined in meaning aspect. On the other hand unstruc-
tured data refers to an instance you might want to detect what’s in the sample sequence 
of a text collection. In this case, the features can be specific word in a piece of text. As 
it is obvious understanding unstructured data comparing to the structured data is much 
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harder for computers to detect their instances in the real world but with the help of deep 
learning and neural network, this process is become much easier recently especially in 
NLP. Although Neural Networks plays an important role in structured data such as 
much better recommender system and capability to process the massive databases that 
many brands have to make better prediction result from them. But it appears that the 
key success role of Neural Network will become more highlighted in unstructured data. 
The advantage[13] of utilizing machine learning approach are that Using dictionary is 
not essential at all and they’re Representing high accuracy in word classification.  
4 Deep Learning Utilization in Sentimental Analysis 
Deep learning application in NLP started with language models. The purpose of LM is 
to find existence possibility of sequence of words and symbols like letters, characters 
or language sounds. It must be mention that utilization of deep learning in NLP doesn’t 
reach progress range of pattern recognition and computer vision[14][15][16]. Most 
completed activities in NLP by deep learning are training word vectors by LM’s and 
combine it to other extractable features for classification. Ordinarily text classification 
consists sentimental analysis can be initiate in one of two ways: supervised learning if 
there is acceptable amounts of training data and unsupervised learning if there is not 
satisfied amounts of data to train a deep neural network model. Recursive neural net-
works are extremely powerful indeed and that’s because they any word as a vector and 
an operator and it seems so obvious. Consequently the word “not” will be a rotation 
matrix that operates on the next word (for e.g. Sensational) and alter its polarity by 
rotating the vector of sensational to now mean not sensational. Thanks to RNN it is a 
very beneficial concept. Although there will be some requirements for these networks 
including a lot of training data. Recurrent Neural Networks particularly long short time 
memory (LSTMS) are very helpful if there will be enough training data which trains a 
network directly on labels. LSTM handles negation fine, particularly when use the one 
which has a projection unit in the cell. It can be used for unsupervised training in lan-
guage model and then using the memory state along with the embedding for classifica-
tion. Usage of recursive neural network deep learning algorithms will conclude better 
understand sentiments than traditional method.  
Traditional methods isolate words into features and apply different feature selection 
and dimensionality reductions techniques to select the most significant word in the 
given input. This is unproductive as it is difficult to train a machine to figure the dis-
similarity between the college atmospheres is very nice and the college atmosphere is 
not very nice. 
Most important key concept about deep learning is that it’s allows algorithms to realize 
sentence structure and semantics. The model is made as a demonstration of the entire 
sentence based on how the words are ordered and interact with each other. 
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5 Challenges and open problems in Persian Language 
Unfortunately sentimental analysis process in Persian language text is a really difficult 
process because we’re facing lack of efficient tools and enough resources[17].The main 
challenges which sentimental analysis in Persian language is engage to them are need 
for general mechanisms or tools, Usage of informal idioms  and phrases, and also word 
spacing. [18] Many of following problem hasn’t been solved yet completely and they’re 
still open to investigate by researchers. The main reason that many of challenges are 
still remain is that number of works and research In Persian is lack of acceptable quan-
tity of works on it. We already classified the most popular challenges in this section 
which are: 
5.1 Different word space styles 
For example “اهنتم” can hold a space and be write like “اه نتم” or semi-space and be 
write like “اهنتم”. [19]All of three style of words refers to “passages” in English. Some-
times adding space within a word and omitting space can change the whole meaning of 
word. For example “هار راهچ” “chahar rah” with space among it means: “intersection” 
but “هارراهچ” without any space indicates: “four path”. Sometimes eliminating 
space[20] among three or four words can cause a problem of determining the words 
and system recognize them as a single word wrongly. For example consider the sen-
tence “میدیناهراروتام” “ma-to-ra-rahanidim” ‘weAlreadyReleasedYou’ which means: we 
released you, followed words consider by human four unique words but system will 
face it as a unit token when spaces ignored at all. Complex tokens refers to words in-
correct sticking popularity in Persian language among wide variety of people. For ex-
ample sticking of "نیا" and "هب" prefixes in "رابنیا" and "هارب" is example of incorrect 
sticking issues. [21]  
5.2 Lack of standard structure in sentences 
Writers utilize complicated sentence structure which doesn’t contain general body of 
the Persian language structure. Dependent clause can be a good example to be mention 
.For example “  متفرگ میمصت اما درک توعد شدلوت نشج ینامهم هب ارم متسود هچرگا هعلاطم تهج هب
مورن ینامهم هب هسردم رد ادرف ناحتما یارب”. In the above passage there are three sentences 
which are connected strongly to understand the purpose of writer. His intend is “ مدع
دلوت نشج هب نتفر” “cancel to go to birthday party” but it can’t be detect exclusively and 
writer’s mention is depends on sentence chain. 
5.3 Demonstration of imported Arabic letter 
In Persian use of Arabic characters instead of Persian format is feasible. A popular 
mistake is related with letters "ی" and "ي"  as well as "ک" and "ك" . The issues will rise 
occur when using dictionaries for searching words, making duplication profiles of 
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words due to the incoherence in encoding. This particular issues cause different out-
comes when using keyword based searching[19].High range usage of Arabic letter such 
as “Hamza” and “Tanvin” [17] in formal and informal communication among Persian 
speakers increase every day. Unfortunately we can hear them from daily news present-
ers and see them on the TV subtitles. The primary issue with these sound is that usage 
of them is not necessary in writing but if author decide to use them the containing word 
can have different shapes of writing. For example “تأرج”, “تئرج” and “تارج” “Joraat” 
are all different writing shapes of the word (courage). Another example is “تأیه”, 
“تئیه”, “تایه” “Hayaat” are all various writing shapes of the word (Staff). The prior 
two words demonstrate different shape of writing “ء” “Hamza” and last ones shows 
refusing Hamza. The similar issue arises for “Tanvin” which typically connected to 
“فلا” and is refusing in Persian like “  ابتک” and “ابتک” “katban” which both means “in 
writing” or “  افاصنا” and “افاصنا” “ensafan” which both implicates “fairness”.  
5.4 Spelling mistakes 
Semantic dimension (meaning diversion occurs): Some word often can be written 
with distinct letters. The problem occurs because in Persian language there are words 
containing multi-sounds style[17]. Spelling mistakes are too much in Persian language 
and it changes the meaning of word entirely. For example “طایح” which can be write 
like “تایح” implicates a complete different meaning in a sentence. The “طایح” is refers 
to “yard” in English but “تایح” is used to describe “life”. This problem can diverse to 
whole meaning of what writer intend to tell the readers. Multi-sounds letters are like 
“Z” that is generates by “ض”, “ظ”, “ذ” and also “ز”. “S” that is generates by “س”, 
“ص” and “ث”. “T” that is generates by “ط”, “ت”. 
 
Style dimension (meaning is the same) : For example the word “Tehran” which refers 
to the capital city of Iran can be writes like “نارهط”, “نارهت” but the meaning is the 
same. 
5.5 Different types of word writing forms 
Unlike English language which has a unify word writing style, Persian is a language 
which has many different writing forms where many of them are not according to right 
to left standards. For example “مباوخ یم” will be write like “ یم مباخ ” or “مباوخیم” or 
“مباخیم”. All of them indicates “sleep” concept but with different style. Even writer can 
note down exact as his speech without any standard style. 
 
 
5.6 Generation of novel combined words 
Persian is a generative language in order many novel words may be made by appending 
words. So the eventuality of new ones which that can’t be found in the systems lexicon 
is high[17] .Some imported words of English or Arabic languages are widely used 
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among Iranian people. For example make SMS call expression is used many times like 
this: “نزب سِا” which is a combination of two different language words: “SMS” and 
“لاسرا” “ersal”. But the second word is used at its informal style. The “نَِزب” “bezan” 
implicates “hit” and doesn’t fit with SMS word at all. These type of new combination 
analysis is hard for system to analyze them in semantic dimension because writer’s 
implication can’t be recognized at all. Thus the meaning of whole sentence diverse 
completely. Another popular issues is high summarization of words. For example “call 
me” expression in English use like: “ ِز” “Z” in SMS or online Chat many times for 
writing shortness. System will indicates it as a letter not a sentence at all. Writing Per-
sian words in English sound and pronunciation is considerable. For example okay word 
will be write like: “یکوا” which is not an original Persian word at all. 
5.7 Exact implication of equivocal 
For example in a section of particular poem: “منک یم یگدنز هنارت اب نم”, the word “هنارت” 
‘taraneh’ (in English: song) indicates to meaning, first usage for a specific woman name 
and second usage is for music concept. This similarity increase risk of ambiguity for 
system to analyze the “هنارت” as a woman name or as a concept. Such of this uncertainty 
can challenge the system for correct determination. Another example can be like this 
sentence: “متسه ینارهت نم” indicates to meaning. First “I’m originally from Tehran”. 
Second: “I’m Tehrani” as an introduction expression by a man or woman. In this case 
being a man or woman hasn’t been mentioned at all, Persian language doesn’t distinct 
man and woman by particular Pronoun at all. 
5.8 Utilizing Collective postfix 
Usage of unlimited range of declensional postfix is also named one of main challenge 
in Persian language.[20] for example it uses a wide variety of postfixes like these sen-
tences “مرخ یم نم”, “یرخ یم وت” and “درخ یم وا”, “میرخ یم ام”, “ امش دیرخ یم ”, “ یم اهنآ
دنرخ” which some distinct postfix utilized. [22]  
Table 1. - Collective postfix 
Persian collective 
words 
In English Postfix 
تافاشتکا Discoveries تا 
نویناحور Clerics نو 
اه هشقن Maps اه 
نیلصحم Students نی 
ناداتسا Professors نا 
5.9 Usage of unofficial idioms 
Popularity of informal expression[20] grows much than last decade among Persian 
speakers around the world. In many case writers use Sarcastic to deliver their purpose 
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indirectly. For example “دش روک مقطن هک مدینش قطنم یب فرح سب زا” indicates writers disin-
terest to speak. An example of using metaphor is “تشُک دیاب هلجح مد ور هبرگ” indicates we 
must straight everything first. These types of expression are very difficult for system to 
analyses them in a correct way. 
Table 2. - Unofficial Terms 
unofficial word Official form In English 
شارب نآ یارب For 
هنود هناد Seed 
ونیشام ار نیشام This car 
ندرک اگین ندرک هاگن See 
هرایم دروآ یم Will bring 
تساجنوا تساج نآ It is there 
هینوراب تسا یناراب It is raining 
5.10 Utilizing of a particular brand name as a verb 
Since Google search engine been used among people, they utilizing its brand name as 
a verb. For example when A ask B about some unknown thing, B will answer him by 
tells him to google it. In persian people will says "نک شلگوگ". These kind of brand usage 
is popular among Iranian people. In Iran there are some online taxi travel agency which 
people used a lot in capital city of Iran, Tehran. SNAPP is one of them. When you got 
time shortage to reach a destination, people will tells you to"ریگب پنسا" or "نک پنسا" , in 
English the followed expressions by orders are take snapp and snapp it. 
5.11 Low amounts of dataset 
Unlike English language which has different thousands datasets in various subjects, 
Persian language is facing low amount of datasets[17] near 1500 labeled docu-
ments.[22] Thus process of research and investigation in sentimental analysis will be 
difficult. Data gathering from the internet by Web crawling techniques will be a good 
solution to increase number of official Persian data set on the web. 
6 HAZM Official Persian Language Process Library 
HAZM is a Special library for Persian language process which is able to be imported 
in python. To use this library, all of text must be convert into Unicode. This particular 
library with help of Deep learning will facilitate Persian language process. Although 
there are some challenge about HAZM. It doesn’t cover all idioms in Persian language 
but it can parse the text as well. HAZM doesn’t eliminate extra words and also it doesn’t 
determine concepts than words. The main attributes of HAZM are: Text cleaning, Sen-
tence and word tokenize, Word lemmatize, POS tagger, Shallow parser, Dependency 
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parser, Interfaces for Persian corpora, NLTK compatible, Python 2.7, 3.4, 3.5 and 3.6 
support. 
7 Conclusion  
Huge range of data uploads every seconds by Persian internet users around the world 
describes their opinions and emotion in social networks, web forums, and blogs about 
different social news, products exchange, politics talks and their hobbies establish an 
enormous and precious source to investigate on it by researchers and developers. In this 
paper we tried to gather and assort Sentimental Analysis Challenges in this ancient lan-
guage which face to them recently. Working on words root can be propose for the future 
works which is a challenging job. Research on this title can increase accuracy in feature 
selection and classification. Sentimental analysis methods in Persian language can be 
implemented by development tools like Hadoop. One of the solution to reduce Search 
time on lexicon based data structure is implementation on document based NoSql based 
database like mongoDB. A next exiting feature work can be propose is to initiate sen-
timental analysis techniques on telegram which is known as one of the most successful 
social network in Iran[23] in political area. The title contains huge potential to investi-
gate on it. It has multiple strong hidden target among them is eliminating people chal-
lenges and problems by find their important ones. 
References 
[1] A. P. Jain and P. Dandannavar, “Application of machine learning techniques to 
sentiment analysis,” in 2016 2nd International Conference on Applied and Theoretical 
Computing and Communication Technology (iCATccT), 2016, pp. 628–632. 
[2] M. Basiri, A. Nilchi, and N. Ghassem-Aghaee, “A Framework for Sentiment Analysis 
in Persian,” Open Trans. Inf. Process., pp. 1–14, 2014. 
[3] B. Liu, “Sentiment Analysis and Opinion Mining,” Synth. Lect. Hum. Lang. Technol., 
vol. 5, no. 1, pp. 1–167, May 2012. 
[4] B. Pang, B. Pang, and L. Lee, “Opinion Mining and Sentiment Analysis,” 2008. 
[5] L. Zhang, S. Wang, and B. Liu, “Deep learning for sentiment analysis: A survey,” Wiley 
Interdisciplinary Reviews: Data Mining and Knowledge Discovery, 2018. 
[6] C. Cardie, J. Wiebe, T. Wilson, and D. J. Litman, “Combining Low-Level and Summary 
Representations of Opinions for Multi-Perspective Question Answering,” undefined, 
2003. 
[7] K. Dave, S. Lawrence, and D. M. Pennock, “Mining the peanut gallery,” in Proceedings 
of the twelfth international conference on World Wide Web  - WWW ’03, 2003, p. 519. 
[8] H. Liu, H. Lieberman, and T. Selker, “A model of textual affect sensing using real-world 
knowledge,” in Proceedings of the 8th international conference on Intelligent user 
interfaces - IUI ’03, 2003, p. 125. 
[9] J. Yi, T. Nasukawa, R. Bunescu, and W. Niblack, “Sentiment analyzer: extracting 
sentiments about a given topic using natural language processing techniques,” in Third 
IEEE International Conference on Data Mining, pp. 427–434. 
[10] A. Z. H. KHAN and Dr, “Combining Lexicon-based and Learning-based Methods for 
9 
Twitter Sentiment Analysis.” 2015. 
[11] D. Tang, F. Wei, N. Yang, M. Zhou, T. Liu, and B. Qin, “Learning Sentiment-Specific 
Word Embedding for Twitter Sentiment Classification,” in Proceedings of the 52nd 
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long 
Papers), 2014, vol. 1, pp. 1555–1565. 
[12] L. Zhang, R. Ghosh, M. Dekhil, M. Hsu, and B. Liu, “Combining Lexicon-based and 
Learning-based Methods for Twitter Sentiment Analysis.” 2011. 
[13] M. Devika, C. Sunitha, A. G.-P. C. Science, and  undefined 2016, “Sentiment analysis: 
A comparative study on different approaches,” Elsevier. 
[14] Y. Bengio, R. Ducharme, P. Vincent, and C. Janvin, Journal of machine learning 
research : JMLR., vol. 3. MIT Press, 2001. 
[15] T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and J. Dean, “Distributed 
Representations of Words and Phrases and their Compositionality,” Oct. 2013. 
[16] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient Estimation of Word 
Representations in Vector Space,” Jan. 2013. 
[17] M. Shamsfard, “Challenges and open problems in Persian text processing,” Proc. LTC, 
vol. 11, 2011. 
[18] M. Saraee and A. Bagheri, “Feature selection methods in Persian sentiment analysis,” 
Nat. Lang. Process. Inf. …, pp. 1–6, 2013. 
[19] B. QasemiZadeh, S. Rahimi, and M. S. Ghalati, “Challenges in Persian Electronic Text 
Analysis,” Apr. 2014. 
[20] A. Bagheri and M. Saraee, “Persian Sentiment Analyzer: A Framework based on a 
Novel Feature Selection Method,” Dec. 2014. 
[21] K. M.-P. of the 1st W. on Persian and  undefined 2004, “Developing a Persian part of 
speech tagger,” zoorna.org. 
[22] B. Roshanfekr, S. K.-… E. (ICEE),  undefined 2017, and  undefined 2017, “Sentiment 
analysis using deep learning on Persian texts,” ieeexplore.ieee.org. 
[23] A. Dargahi Nobari, N. Reshadatmand, and M. Neshati, “Analysis of Telegram, An 
Instant Messaging Service,” in Proceedings of the 2017 ACM on Conference on 
Information and Knowledge Management  - CIKM ’17, 2017, pp. 2035–2038. 
 
