A driving hypothesis of Evo-Devo is that animal morphological diversity is shaped 10 both by adaptation and by developmental constraints. Here we have tested Darwin's 11 "selection opportunity" hypothesis, according to which high evolutionary divergence 12 in late development is due to strong positive selection. We contrasted it to a 13 "developmental constraint" hypothesis, according to which late development is under 14 relaxed negative selection. Indeed, the highest divergence between species, both at the 15 morphological and molecular levels, is observed late in embryogenesis and post-16 embryonically. To distinguish between adaptation and relaxation hypotheses, we 17 investigated the evidence of positive selection on protein-coding genes in relation to 18 their expression over development, in fly Drosohila melanogaster, zebrafish Danio 19
Introduction 32
There are two main models to explain the relationship of development and 33 evolutionary divergence. The early conservation model suggests that embryonic 34 morphology between different species within the same group progressively diverges 35 across development (Von Baer 1828); such groups are usually understood to by phyla 36 in a modern context. In contrast, the hourglass model proposes that middle 37 development (the morphological 'phylotypic' period) has the highest morphological 38 similarity (Duboule 1994; Raff 1996) . Based on recent genomic studies, both models 39 have some level of molecular support. Some studies support the early conservation 40 model ( in fact the two models may not be mutually exclusive (Piasecka et al. 2013; Liu and 44 Robinson-Rechavi 2018). 45
Both the early conservation and hourglass models predict that late development has 46 high evolutionary divergence. This high divergence of late development has been 47 interpreted as a consequence of relaxed developmental constraints, i.e. weaker 48 negative selection. For example, Garstang (1922) and Riedl (1978) suggested that the 49 development of later stages is dependent on earlier stages, so higher divergence 50 should be found in the later stages of development (cited in Irie and Kuratani 2014) . 51
Indeed, many studies have found evidence for relaxed purifying selection in late 52 development (Castillo-Davis and Hartl 2002; Roux and Robinson-Rechavi 2008; 53 Since several genes with slight effect mutations can act together to have a strong 81 effect, adaptive evolution can act on the pathway level as well (Daub et al. 2013; Berg 82 et al. 2014 ). In the case of polygenic adaptation, a gene set enrichment test has 83 successfully been applied to detect gene sets with polygenic adaptive signals (Daub et 84 al. 2013 ; Daub et al. 2017 ). This gene set enrichment analysis allows to detect weak 85 but consistent adaptive signals from whole genome scale, unlike traditional 86 enrichment tests which only consider top scoring genes with an arbitrary significance 87 threshold. 88
In order to estimate the contribution of positive selection to the evolution of highly 89 divergent late development, we have adopted three approaches. First, we used 90 modularity analysis to obtain distinct sets of genes (modules) which are specifically 91 expressed in different meta developmental stages (Piasecka et al. 2013 ; Levin et al. 92 2016) , and compared the signal of positive selection across modules. Second, we 93 applied a modified "transcriptome index" (Domazet-Loso and Tautz 2010) to measure 94 evolutionary adaptation on the whole transcriptome level. Finally, we used a gene set 95 enrichment approach to detect polygenic selection on pathways, and studied the 96 4 expression of these gene sets over development. Each approach was applied to 97 developmental transcriptomes from D. rerio, M. musculus, and D. melanogaster and 98 to results of the branch-site test for positive selection in lineages leading to these 99 species. All the analyses found a higher rate of adaptation in late and in some stages 100 of post-embryonic development, including adult. 101 102
Results

103
In order to characterize the signal of positive selection, we used the log-likelihood 104 ratio test statistic (∆lnL) of H 1 to H 0 models with or without positive selection, from 105 the branch-site model (Zhang et al. 2005 ) as precomputed in Selectome on filtered 106 alignments (Moretti et al. 2014) , and as used in Roux et al. (2014) and Daub et al. 107 (2017) . Briefly, ∆lnL represents the evidence for positive selection, thus a branch in a 108 gene tree with a higher value indicates higher evidence for positive selection for this 109 gene over this branch. 110
111
Modularity analysis 112
For the modularity analysis, we focused on different sets of specifically expressed 113 genes (modules) in each developmental period. Our expectation is that genes in each 114 module have specific involvement during embryonic development (Piasecka et al. 115 2013), so different adaptation rates of these genes should reflect a stage specific 116 impact of natural selection. In addition, since the modules decompose the genes into 117 different meta development stages, they allow to avoid the potential bias caused by 118 imbalanced time points in each meta development stage from our transcriptome 119 datasets; e.g., many more "late development" samples in fly than in the other two 120 species studied. For D. rerio, we obtained seven modules from our previous study 121 (Piasecka et al. 2013 ) ( Figure S1 ). For M. musculus and D. melanogaster, we 122 identified three and six modules respectively (see Methods; Figure S1 ). 123
Because not all genes have any evidence for positive selection, we first compared the 124 proportion of genes either with strong evidence (q-value < 0.2) or with weak evidence 125 (no threshold for q-value; ∆lnL > 0) of positive selection across modules. For strong 126 evidence, the proportion is not significantly different across modules in M. musculus 127 and D. melanogaster ( Figure S2 ). In D. rerio, however, there is a higher proportion in 128 the juvenile and adult modules. For the weak evidence, D. melanogaster has a higher 129 the mean ∆lnL is significantly lower than the mean ∆lnL for all genes, as expected 140 under the hourglass model. In the other modules, the mean ∆lnL is not significantly 141 different from the mean for all genes. 142
In M. musculus, similarly, we found an hourglass pattern of ∆lnL. The late embryo 143 module has a higher mean ∆lnL than all genes, while the middle embryo module has a 144 lower mean ∆lnL than all genes. 145
In D. melanogaster, however, we observed an early conservation pattern of ∆lnL. 146 Specifically, in the early embryo module, the mean ∆lnL is lower than the mean ∆lnL 147 for all genes. In the adult module, the mean ∆lnL is higher than the mean ∆lnL for all 148 genes. There is no significant difference for the other modules. 149
It should be noted that the patterns reported in this modularity analysis are relatively 150 weak, especially in D. melanogaster. After multiple test correction, some of the 151 reported differences are not significant anymore (Table S1) . 152
Overall, these findings suggest that positive selection is stronger on genes expressed 153 in late development or in adult than in early and middle development. It also indicates 154 that ∆lnL on gene modules in different phyla supports different Evo-Devo models 155 (hourglass vs. early conservation). 156 6 detected, significance is weak. To consider the composition of the whole 163 transcriptome and to increase our power to detect a signal of positive selection in 164 development, we used a modified "Transcriptome Age Index" (Domazet-Loso and 165
Tautz 2010) to calculate the weighted mean of ∆lnL for the transcriptome. Notably, 166 all expression levels were log-transformed before use, unlike in Domazet-Loso and 167
Tautz (2010) . See discussion in Piasecka et al. (2013) and Liu and Robinson-Rechavi 168 (2018), but briefly log-transformation provides insight on the overall transcriptome 169 rather than a small number of highly expressed genes. We named this modified index 170 "Transcriptome Likelihood Index" (TLI). A higher index indicates that the 171 transcriptome has higher expression of transcripts from genes with high ∆lnL between 172 models with and without positive selection. 173
In D. rerio, generally, the pattern resembles an hourglass like pattern ( Figure 2 The function of these pathways, while not our primary focus, is consistent with 217 adaptive evolution of juvenile or adult phenotypes. First, we found metabolism related 218 pathways in all three species, suggesting pervasive adaptation, possibly related to diet; 219 this is consistent with previous results in primates (Daub et al. 2017) . Second, in D. level as well, we expect genes involved in pathways with a signal of positive selection 232 to be more highly expressed at these periods. Thus we computed the ratio of median 233 expression between positively selected pathway genes and genes included in 234 pathways not positively selected. Since the median expression in the first time point 235 of M. musculus is 0, we removed it from our analysis. 236
In D. rerio, the ratio of median expression keeps increasing until the juvenile stage. 237
Then, it slightly decreases ( Figure 3 ). In M. musculus, except the first time point, the 238 ratio of median expression also progressively increases. In D. melanogaster, there is a 239 small peak in the first time point, but it quickly decreases to minimum within the 240 same developmental period. Then, it keeps increasing until the middle of the larval 241 stage. Finally, for the last development stages, it resembles a wave pattern: decrease, 242 increase and decrease again. Again, we also tested the difference between male and 243 female in adult stages for D. rerio and D. melanogaster. Unlike the observation in the 244 transcriptome index analysis, here we found that male has higher ratio of median 245 expression than female in both species. 246
Overall, consistent with previous results, we found that late development and adult 247 tend to express genes involved in pathways enriched for signal of positive selection, 248 indicating that adaptive evolution at the pathway level mainly affects these stages. 249
While there is some signal of early development adaptive evolution on single genes, 250 the later developmental signal is more consistent at the pathway level. Because 251 pathways link genes to phenotypes (Müller 2007 
Correcting confounding factors 256
Since some non-adaptive factors (such as gene length, tree size (number of branches), 257 and branch length) can be correlated with ∆lnL and affect our results (Daub et al. 258 2017), we investigated the correlation between ∆lnL and these potential confounding 259 factors. Generally, we found a small correlation between ∆lnL and tree size, but a 260 9 larger correlation between ∆lnL and gene length or branch length ( Figure S4 ). One 261 explanation for this high correlation between ∆lnL and gene length is that long genes 262 could accumulate more mutations than short genes, so we have more power to detect 263 positive selection with higher number of mutations (Fletcher and Yang 2010; Gharib 264 and Robinson-Rechavi 2013). So, we checked the influence of gene length on our 265 results. Because branch length is inferred from the number of mutations, and higher 266 branch length can be driven by higher evolutionary rate due to positive selection, we 267 did not check further the correlation between ∆lnL and branch length. 268
In order to investigate whether gene length might have affected our results, for 269 modularity and TLI analysis, we tested whether patterns purely based on gene length 270 are similar to those based on ∆lnL or not. Surprisingly, we found an opposite pattern 271 of gene length, relative to ∆lnL. For modularity analysis, the modules with higher 272
∆lnL have significantly lower mean gene length than all genes ( Figure S5 ). For 273 transcriptome index analysis, the stages with higher TLI trend to have lower 274 transcriptome index for gene length ( Figure S6 ), suggesting that these stages trend to 275 express shorter genes. These findings imply that the detection of higher positive 276 selection in late development is not driven by gene length. that other patterns will be found in species with different development, this shows that 323 adaptation in late development is not limited to one model. We show that this is not 324 due to testis-expressed genes ( Figure S8 ). In addition, in vertebrates, we also found 325 some evidence of adaptive evolution in early development on single genes. This 326 11 indicates that some changes in early development might be adaptive consequences to 327 diverse ecological niches, as proposed by Kalinka and Tomancak (2012) . It should be 328 noted that our results also provide counter evidence to the adaptive penetrance 329 hypothesis, which argues that adaptive evolution mainly occurs in the middle 330 development (Richardson 1999) . 331 332
Re-unification of structuralist and functionalist comparative biology 333
There have been two major approaches to comparative biology since the late 18th 334 century: the structuralist approach (which gave rise to Evo-Devo) emphasizes the role 335 of constraints, and often focuses on investigating spatial and timing variations of 336 conserved structures in distantly related species. In a modern context, the focus is 337 often on comparing developmental genes' expression between species. The 338 functionalist or adaptationist approach (which gave rise to the Modern Synthesis and 339 most of evolutionary biology) emphasizes the role of natural selection. In a modern 340 context, the focus is often on investigating adaptive mutations. It has been suggested 341 that these two approaches could not be reconciled (Amundson 2007) , since the former 342 underscores how mutations generate morphological diversity, while the later 343 underscores whether mutations are fixed by positive selection or not. A good example 344 of the differences between structuralist and adaptationist comes from the debate 345 between Hoekstra and Coyne (2007) and Carroll (2008) . As a structuralist, Carroll 346 suggested that mutations affecting morphology largely occur in the cis-regulatory 347 regions. However, as adaptationists, Hoekstra and Coyne argued that this statement is 348 at best premature. Their main argument was that they didn't find that adaptive 349 evolution was more likely occur in cis-regulatory elements, but rather in protein 350 coding genes, from both genome-wide surveys and single-locus studies. It is 351 important to note that Carroll's theory is specific to morphological evolution, but not 352 directly related to evolutionary adaptation. Basically, both sides could be correct, and 353 were mostly discussing different things. 354
Since both adaptation and structure are part of biology, we should be able to explain 355 both in a consistent manner. Here, we try to bridge positive selection and 356 morphological evolution by combining developmental time-series transcriptomes, 357 positive selection inference on protein coding genes, modularity analysis, 358 transcriptome index analysis, and gene set analysis. From both modularity analysis 12 and transcriptome index analysis, we found that genes highly expressed in late 360 development and adult have higher evidence for positive selection. From polygenic 361 analysis, we found that the expression of positively selected pathways is higher in late 362 development and adult. Overall, these results suggest that higher morphological 363 variation in late development could be at least in part driven by adaptive evolution. In 364 addition, coding sequence evolution might also make a significant contribution to the 365 evolution of morphology, as suggested by Hoekstra and Coyne (2007) from embryo to adult. For the last three stages, since data were available for male and 386 female, we took the mean. We further transformed it with log 2 . 387
Branch-site likelihood test data 388
The log-likelihood ratio (∆lnL) values of a test for positive selection were branches. The branch-site test contrasts two hypotheses: the null hypothesis is that no 393 positive selection occurred (H0) in the phylogenetic branch of interest, and the 394 alternative hypothesis is that at least some codons experienced positive selection (H1). 395
The log likelihood ratio statistic (ΔlnL) is computed as 2*(lnLH1-lnLH0). 396 Importantly, in order to mitigate false positives due to poor sequence alignments, 397
Selectome integrates filtering and realignment steps to exclude ambiguously aligned 398
regions. 399
We used ∆lnL from the Clupeocephala branch, the Murinae branch and the 400 Melanogaster group branch for D. rerio, M. musculus and D. melanogaster 401 respectively. One gene could have two ∆lnL values in the focal branch because of 402 duplication events. In this case, we keep the value of the branch following the 403 duplication and exclude the value of the branch preceding the duplication. 
Testis specific genes 416
Testis specific genes for M. musculus and D. melanogaster were obtained from a 417 parallel study (Liu and Robinson-Rechavi 2018). The testis specific genes were 418 defined as genes with highest expression in testis and with tissue specificity value ≥ 419 0.8. 420
Immune genes 421
To control for the impact of immune system genes, we downloaded all genes involved 422 in the "immune response" term (GO:0006955) from AmiGO (Carbon et al. 2009 ) 423 (accessed on 25.04.2018), and repeated analyses with these genes excluded. 424
Phylotypic period 425 14
The definition of phylotypic period is based on previous morphological and genomic 426 studies. For D. melanogaster, the phylotypic period defined as extended germband 427 stage (Sander 1983; Kalinka et al. 2010 ); for D. rerio, the phylotypic period defined 428 as segmentation and pharyngula satges (Ballard 1981; Wolpert 1991; Slack et al. 1993; 429 Domazet-Loso and Tautz 2010); for M. musculus, the phylotypic period defined as 430
Theiler Stage 13 to 20 (Ballard 1981; Wolpert 1991; Slack et al. 1993; Irie and 431 Kuratani 2011). 432
Module detection 433
For D. rerio, we obtained seven modules from our previous study (Piasecka et al. 434 2013) . This is based on the Iterative Signature Algorithm, which identifies modules 435 by an iterative procedure (Bergmann et al. 2003 ). Specifically, it was initialized with 436 seven artificial expression profiles, similar to presented in Figure S11 . Each profile 437 corresponds to one of the zebrafish meta developmental stages. Next, the algorithm 438 will try to find genes with similar expression profiles to these artificial ones through 439 iterations until the processes converges. This method has proven to be very specific, 440 but lacks power with medium or small datasets (<30 time points). For mouse and fly, 441 the sample size is not enough, so we used the method introduced by Levin et al. 442 (2016) . Firstly, we generated standardized gene expression for each gene 443 by subtracting its mean (across all stages) and dividing by its standard deviation. Next, 444
we calculated the first two principal components of each gene based on the 445 standardized expression across development. Since the expression was standardized, 446 the genes form a circle with scatter plot ( Figure S9 ). Then, we computed the four-447 quadrant inverse tangent for each gene based on its principal components, and sort 448 these values to get gene expression order from early to late ( Figure S10 ). Next, we 449 performed Pearson correlation of the standardized expression and idealized 450 expression profile of each module ( Figure S11 ). Finally, for each module, we defined 451 genes with correlation coefficient rank in top 10% as modular genes. Clearly, the 452 genes in earlier modules have higher gene orders ( Figure S9) . 453 454
Randomization test of modularity analysis 455
For each module, we randomly choose the same number of ∆lnL from all modular 456 genes (genes attributed to any module in that species) without replacement and 457 calculated the mean value. We repeated this 10000 times and approximated a normal 458 distribution for the mean value of ∆lnL. The p-value that the mean value of interested 459 15 module is higher (or lower) than the mean value from all modular genes is the 460 probability that the randomly sampled mean value of ∆lnL is higher (or lower) than 461 the original mean value of ∆lnL. In the same way, we also estimated the p-value of 462 the median ∆lnL value. 463
Transcriptome index of log-likelihood ratio (TLI) 464
The TLI is calculated as: 465 466
s is the developmental stage, ∆lnL i is the value of log-likelihood ratio for gene i, n the 467 total number of genes and e is is the log-transformed expression level of gene i in 468 developmental stage s. Here, we used all ΔlnL values without applying any cut-off on 469
ΔlnL or the associated p-value. For genes with ΔlnL<0, we replaced it with 0. For M. 470 musculus, we calculated the TLI from a merged data set, instead of computing it on 471 two data sets separately. 472
Polynomial regression 473
For polynomial regression analysis, we keep increasing the degree of polynomial 474 model until no further significant improvement (tested with ANOVA, p<0.05 as a 475 significant improvement). For M. musculus, since the development time points in 476 transcriptome data set are close to uniformly sampled, we used the natural scale of 477 development time for regression. For C. elegans, D. melanogaster and D. rerio, 478 however, we used the logarithmic scale, to limit the effect of post-embryonic time 479 points. 480
Bootstrap approach for transcriptome index of ∆lnL (TLI) comparison between 481 developmental periods 482
Firstly, we randomly sampled the same size of genes from original gene set (with 483 replacement) for 10,000 times. In each time, we calculated the TLI of each 484 development stage. Then, we calculated the mean TLI (mean TLI of all stages within 485 a period) for each developmental period (maternal stage, early development, middle 486 development, late development, and adult). Thus, each developmental period contains 487 10,000 mean TLI. Finally, we performed pairwise Wilcoxon test to test the 488 differences of mean TLI between developmental periods. 489
Detection of polygenic selection 490
We performed a gene set enrichment approach to detect polygenic signals of positive 491 selection on pathways ( transformation, we limit the risk that the significant pathways we found be due to a 497 few outlier genes with extremely high ∆lnL. The SUMSTAT score of a pathway is 498 calculated as: 499 500
where p represents a pathway, and ∆lnL i represents the value of log-likelihood ratio 501 for gene i within pathway p. Pathways less than 10 ∆lnL values were excluded from 502 our analysis. Like in TLI analysis, we used all ΔlnL values and replaced <0 values 503 with 0. 504
Empirical null distribution of SUMSTAT 505
We used a randomization test to infer the significance of the SUSMTAT score of a 506 pathway. To correct for the potential bias caused by gene length, we firstly created 507 bins with genes that have similar length ( Figure S12 ). Secondly, we randomly 508 sampled (without replacement) the same number of genes from each bin, to make the 509 total number of genes equal to the pathway being tested. Thirdly, we computed the 510 SUMSTAT score of the randomly sampled ∆lnL values. We repeated the second and 511 third processes one million times. Fourthly, we approximated a normal distribution 512 for SUMSTAT score of the interested pathway. Finally, the p-value was calculated as 513 the probability that the expected SUMSTAT score is higher than the observed 514 SUMSTAT score. 515
Removing redundancy in overlapping pathways ("pruning") 516
Because some pathways share high ∆lnL value genes, the identified significant 517 pathways might be partially redundant. In other words, shared genes among several 518 pathways can drive all these pathways to score significant. We therefore removed the 519 overlap between pathways with a "pruning" method (Daub et al. 2013; Daub et al. 520 2017) . Firstly, we inferred the p-value of each pathway with the randomization test. 521 Secondly, we removed the genes of the most significant pathway from all the other 522 pathways. Thirdly, we ran the randomization test on these updated gene sets. Finally, 523 we repeated the second and third procedures until no pathways were left to be tested. 524
With this "pruning" method, the randomization tests are not independent and only the 525 high scoring pathways will remain, so we need to estimate the False Discovery Rate 526 (FDR) empirically. To achieve this, we applied the "pruning" method to pathways 527 with permuted ΔlnL scores and repeated it for 300 times. So, for each pathway, we 528 
