When Case Based Reasoning systems are applied to real-world problems, the retrieved solutions usually require adaptations in order to be used on new contexts. Therefore, case adaptation is a desirable capability. However, case adaptation is still a challenge for this research area. In general, the acquisition of knowledge for case adaptation is harder than the acquisition of cases. This paper explores the automatic learning of adaptation knowledge and explores the use of a hybrid committee approach for automatic case adaptation.
Introduction
Case Based Reasoning (CBR) is a methodology for problem solving based on past experiences. This technique tries to solve a new problem by retrieving and adapting previously known solutions of similar problems. However, retrieved solutions require, in general, adaptations in order to be applied to new contexts. One of the major challenges in CBR is the development of an efficient methodology for case adaptation. In contrast to case ac-quisition, knowledge for case adaptation is not easily available and is hard to obtain [9, 27] .
Many CBR systems avoid using adaptation at all and the most widely used form of adaptation employs hand coded adaptation rules, which demands a significant knowledge acquisition effort for case adaptation, presenting several difficulties [8, 9] . For example, in [15, 16] is proposed a CBR system that has a small set of adaptation rules and a method for memory search. When a new problem is presented to the system, it retrieves a similar case and send it to the adaptation mechanism. The adaptation mechanism, in turn, select an adaptation rule and starts the memory search to find components that could substitute parts of the retrieved solution. These adaptation rules are hand coded knowledge packages acquired specifically for a particular application domain.
An alternative to overcome the difficulties in acquiring adaptation knowledge has been the use of automatic learning. Until now, there has been few works related to automatic learning adaptation knowledge reported in the literature. Approaches for learning adaptation knowledge can be found in [9, 27] . In these works, the methods propose different approaches for extracting adaptation knowledge from a Case Base (CB). This paper extends these investigations by proposing an algorithm for automatic learning of adaptation knowledge from a CB and by exploring the use of a hybrid committee [3, 4, 23] of Machine Learning algorithms to perform automatic case adaptation. The proposed case adaptation approach addresses the Parameter Adjustment adaptation process, a strategy of substitutional adaptation [12] , one of the most employed adaptation strategies of CBR systems. In this work, the proposed approach is employed for numerical solution adaptation.
This paper is organized as follows: Section 2 briefly introduces the CBR paradigm. Section 3 discusses the main issues of case adaptation. Section 4 describes the proposed approach for case adaptation. Section 5 shows the evaluation of the proposed approach. Section 6 presents the final considerations.
Case based reasoning
CBR is a methodology for problem solving based on past experiences. This methodology tries to solve a new problem by employing a process of retrieval and adaptation of previously known solutions of similar problems. CBR systems are usually described by a reasoning cycle, which has four main phases [1]:
1. Retrieval: according to a new problem provided by the user, the CBR system retrieves, from a CB, previous cases that are similar to the new problem; 2. Reuse: the CBR system adapts a solution from a retrieved case to fit the requirements of the new problem. This phase is also named case adaptation; 3. Revision: the CBR system revises the solution generated by the reuse phase; 4. Retention: the CBR system may learn the new case by its incorporation into the CB, which is named case learning. This fourth phase can be divided into the following procedures: relevant information selection in order to create a new case, index composition for this case and case incorporation into the CB.
CBR is a general methodology of reasoning and learning [1, 11, 26] . It differs in important aspects from other Artificial Intelligence (AI) paradigms [1] : CBR can use specific knowledge from previous problems (the reasoning from previous problems is a powerful strategy for problem solving, which is frequently employed by human beings); CBR allows unsupervised and incremental learning by updating the CB when a solution for a new problem is found.
Case adaptation
When CBR systems are applied to real-world problems, retrieved solutions rarely can be directly used as adequate solutions for a new problem. Retrieved solutions usually require adaptations in order to be applied to new contexts. The adaptation process may be either as simple as the substitution of a component (in this work, the case solution attributes are named components) from the retrieved solution or as complex as a complete modification of the solution structure. The adaptation can occur by inclusion, removal, substitution or transformation of the components of a previous solution.
Case adaptation is one of the major challenges for CBR [9, 27] . Several CBR systems avoid using adaptation at all. The most widely used form of adaptation employs hand coded adaptation rules, which demands a significant effort of knowledge acquisition for case adaptation, presenting several difficulties [8, 9] . Usually, these hand coded adaptation rules are heuristics or knowledge packages acquired specifically for a particular application domain, like the set of adaptation rules proposed in [15, 16] .
Case adaptation knowledge is harder to acquire and demands a significant knowledge engineering effort. An alternative to overcome such difficulties in acquiring adaptation knowledge has been the use of automatic learning, where case adaptation knowledge is extracted from previously obtained knowledge: the CB. Nevertheless, there are few experiments in automatic learning adaptation knowledge reported in the literature.
In one of few works in this area, Hanney [9] proposed an algorithm that automatically acquires adaptation knowledge as a set of adaptation rules from a CB. When a new problem is presented to the CBR system, a case is retrieved from the CB and sent to the adaptation mechanism. This mechanism, in turn, extracts the differences between the retrieved case and the new problem description. Next, it searches in the adaptation rules set for proper rules to deal with the differences. Finally, the adaptation mechanism generalizes the selected rules and applies them to the retrieved solution, in order to obtain a new solution.
Wiratunga et al. [27] proposed an inductive method for automatic acquisition of adaptation knowledge from a CB. The adaptation knowledge extracted from the CB is employed to train a committee of Rise algorithms [5] by applying Boosting [7] to generate different classifiers.
These works explore the use of inductive learning to construct general knowledge from examples and apply the acquired knowledge to perform automatic case adaptation. 
Hybrid case adaptation approach
This work extends the investigation for automatic knowledge learning systems. Differing from [27] , which uses the C4.5 algorithms and extracts differences from cases, this work proposes a new and simple algorithm able to extract adaptation knowledge from a CB for several domains, and explores the use of hybrid committees of Machine Learning (ML) algorithms. These committees employ three estimators and a combiner to perform the adaptation of retrieved cases. The estimators are ML algorithms, based on different learning paradigms, that receive the input pattern representing the problem to be solved. The combiner is a ML algorithm that combines the outputs of the individual estimators in order to define the output of the committee. Fig. 1 shows the general architecture of the proposed hybrid approach, highlighting the proposed algorithms in the CBR CYCLE.
The committees are composed by the following algorithms:
• Estimators-The Multi Layer Perceptron (MLP) neural network [10] ; the symbolic learning algorithm, M5 [25] ; the Support Vector Machine (SVM) technique [24] , based on statistical learning theory; • Combiner-in this work, three ML algorithms were investigated for the combiner of the committee: a MLP neural network, the M5 learning algorithm and the SVM technique. The combiner receives the outputs from the other three algorithms as input, combines the results, and produces the output of the committee.
The algorithms utilized are classical ML algorithms and there is a large number of successful experiments reported in the literature [13] .
MLP networks are the most commonly employed ANN model for pattern recognition. A MLP network usually presents one or more hidden layers with nonlinear activation functions (generally sigmoidal) that carry out successive nonlinear transformations on the input patterns. Thus, the intermediate layers can transform nonlinearly separable problems into linearly separable ones [10] . Such networks can model functions of almost arbitrary complexity, with the number of layers, and the number of units in each layer, determining the function complexity. Problems often associated to the use of Neural Networks are the determination of the most suitable topology and the lack of explanation of what has been learned.
M5 is a symbolic learning algorithm that generates models in the form of classification trees combined with regression equations (Model Tree) [25] . This model works similarly to a classification tree. However, the leaves contain linear expressions instead of predicted values or classes. The Model Tree is constructed by a divide-and-conquer approach that recursively creates new nodes. This process is carried out for all data subsets, creating an initial model. Afterward, a linear model is calculated for each inner node of the tree using a standard regression process. Next, the tree is pruned by evaluating the linear model of each node and its sub-trees [21] . This technique is appropriate when relationships between the input attributes and the output attribute are not linear. The problem when using M5 algorithm is the difficult in explain what has been learned.
SVM is a family of learning algorithms based on statistical learning theory [24] . It combines generalization control with a technique that deals with the dimensionality problem 1 [24] . This technique basically uses hyperplanes as decision surfaces and maximizes the separation margins between positive and negative classes. In order to achieve these large margins, SVM follows a statistical principle named structural risk minimization [24] . Another central idea on SVM algorithms is the use of kernels to build support vectors from the training data set. These support vectors are based on a small set of the training data extracted by the algorithm. This technique provides an efficient learning algorithm that is able to handle arbitrary complex classification or regression. The problem when using SVM are similar to those associated with neural networks.
Case adaptation proposal
The proposed approach for case adaptation employs two modules. The first module (adaptation pattern generation) produces a data set of adaptation patterns. This data set is then used by the second module (case adaptation mechanism) that trains a committee of ML algorithms to automatically perform case adaptation.
The first module constructs the data set of adaptation patterns in the following way. Let x be a stored case in the CB and y i , i = 1, . . . , n, one of the cases retrieved by the CBR retrieval mechanism when x is presented. A pattern is obtained by matching each component of the solution present in x with the respective component of the solution present in y i . Next, the adaptation patterns are used in the training of the ML algorithms employed in the 1 Machine Learning algorithms can have a poor performance when working on data sets with a high number of attributes. Techniques of attribute selection can reduce the dimensionality of the original data set. SVM is a ML algorithm capable of keeping good generalization even for data sets with many attributes. second module. After the training, the adaptation mechanism is employed as an heuristic to adapt the component values of a retrieved solution.
In this work, the CBR system uses a K − nn [6] algorithm to perform the case retrieval. This is the main technique employed for case retrieval in the literature.
This approach assumes that a CB is representative, i.e., all future problems in the current domain are covered by the CB. This must be guaranteed during the case acquisition process and case base construction, by a competence analysis process [22] . Therefore, no re-training of the adaptation mechanism is required when the system creates new cases during the reasoning process.
Adaptation pattern generation
The adaptation pattern generation module proposed is capable of extracting implicit knowledge from a CB (see Algorithm 1). Next, the algorithm generates the adaptation patterns using:
• Input attributes: the problem description stored in the test case; the problem description stored in the retrieved case; a component solution stored in the retrieved case.
• Output attribute: a solution component stored in the test case. Finally, the generated data sets are used to train the committee of ML algorithms. First, the MLP, the SVM and the M5 techniques are trained individually using the adaptation pattern data set generated. Next, the output of these three ML techniques are combined to produce a training data set for the ML technique that acts as the combiner of the committee.
For the application of this adaptation approach, the method employs a strategy where one independent adaptation pattern data set and an independent adaptation mechanism must be used for each different component of the case solution structure. This strategy preserves the independence of the approach from the structure of the cases. Fig. 2 shows an example of a generated adaptation pattern using one of the data sets utilized for the experiments performed in this paper. Let TestCase and RetrievedCase be two cases stored in a CB. As stated in Algorithm 1, for each case stored in the CB, the algorithm extracts a case from it (TestCase) and presents the problem description contained in this case (Motor, Screw, PGain, VGain) to the retrieval mechanism in order retrieve a stored case that is similar to the test case (RetrievedCase). Afterward, the algorithm extracts the problem description contained in the retrieved case (Motor, Screw, PGain, VGain) and a component contained in the solution of the test and retrieved cases (in this case, there is only one component: class). Then, the algorithm generates the AdaptationPattern using these extracted components.
Case adaptation mechanism
The case adaptation mechanism proposed allows the learning of the modifications that need to be performed in the components values of the retrieved solutions in order to achieve an adequate solution for a new problem. The most important characteristic of this mechanism is the employment of implicit knowledge obtained from the CB with a minimum effort for the knowledge acquisition. The case adaptation process is shown in Algorithm 2. When a new problem is presented to the CBR system, the most similar case store in the CB is obtained by a retrieval mechanism [6, 14] . This case (RetrievedCase) is sent to the adaptation mechanism together with the problem description (Description). The adaptation algorithm, in turn, extracts the attributes from the new problem (RetDescription). 
Test results
This section presents a set of experiments carried out to explore the use of committees of ML techniques and investigate if it introduces more accuracy and precision to the system. For such, the performances obtained with the use of committees of ML techniques are compared to those obtained by using individual ML techniques for case adaptation: the MLP network, the M5 algorithm and the SVM technique. In order to show that the automatic case adaptation may result in considerable gain in the prediction of desired values for a solution attribute, both case adaptation approaches, using committees of ML techniques and individual ML techniques were evaluated. These approaches have their performance compared with the performances obtained by the individual ML techniques employing the original data sets for the prediction of the solution attribute values.
For the evaluation of the proposed approach, three data sets available in the Machine Learning repository from the University of California, Irvine (UCI) 2 were used: Servo This data set was extracted from a simulation of a servo system involving a servo amplifier, a motor, a lead screw/nut, and a sliding carriage. The output value is the time required for the system to respond to a step change in a position set point. This data set has been used by other authors [9] for the evaluation of other case adaptation strategies; Imports This data set is related to the prediction of the price of a car from its specification; Housing This data set concerns housing values in suburbs of Boston. It can be used for the prediction of the median value of owner-occupied homes given a set of attributes. The main characteristics of these data sets are summarized in Table 1 . Column Samples shows the number of samples in the original data set. Column Attributes (Continuous, Symbolic) shows the number of attributes continuous and symbolic in the original data set.
The MLP networks and M5 technique employed in the experiment were implemented using the WEKA library, version 3.2-a set of algorithms of machine learning. 3 The SVM technique was implemented using the LIBSVM library. 4 The MLP networks were trained using the momentum backpropagation algorithm, with moment term equal to 0.2 and learning rate equal to 0.3 and 10,000 train epocs. The topology 5 of the MLP neural network that act as the combiner of the committee for the three data sets has 3 units in the input layer, one hidden layer with 2 nodes and 1 output node.
The topologies of the MLP networks that acts as estimators are shown in Table 2 . The M5 algorithm was trained using Model Tree and pruning factor equal to 2.0. The SVM algorithm was trained using the Radial Basis Function kernel and default parameters of LIBSVM.
The authors have found that these parameters produce better results for each algorithm. Three different adaptation patterns data sets were created by generating adaptation patterns using 1, 3, and 5 similar cases (see CasesNumber in Algorithm 1).
The data preprocessing (see PreProcess in Algorithm 2) is only performed if the retrieval and adaptation mechanisms require it. The cases were stored in the CB in their original format. The numerical values were normalized for the interval [0 . . . 1]. The symbolic values were transformed into orthogonal vectors of binary values. The case output components were also normalized.
The tests for the CBR systems and for the three non-hybrid techniques followed the 10-fold-cross-validation strategy [2] . Table 3 shows the results of the tests carried out with the hybrid CBR systems, with individual classifiers and with committees, using the three settings for the parameter CasesNumber (see Algorithm 1), indicated by for the column named K. The results obtained by the individual techniques employed alone (MLP, M5, and SVM) are also shown. In order to confirm the performance of the hybrid approach, the authors employed the paired t test for bilateral procedures with 99% of certainty [17, 18] . The relevant results achieved are shown in Table 4 .
The results show that the proposed hybrid approaches, in general, achieved lower error rates in the prediction of the problem solutions than the classifiers techniques used alone. This experiments show the potential of the hybrid approaches combining inductive learning and instance based learning and suggest that the adaptation pattern data set extracted from the CB contains good representative sample of the required adaptations for the solution components in the solution space.
Additionally, the results indicate that the performance of CBR systems increases according to the number of retrieved cases in each strategy of pattern generation (using 1, 3, and 5 similar cases). This result occur possibly due to the fact that, in general, a large number of cases produce a high number of adaptation rules.
Moreover, the results show that the incorporation of committees of ML techniques introduces more accuracy and stability to the system, by reducing the average absolute error Table 4 Results for the t test
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Compared models Conclusion and the standard deviation. These results possibly occur due to the fact that the committee is able to benefit from the different bias associated to the estimators employed.
Conclusions
When CBR is applied to real-world problem solving, the retrieved solutions usually cannot be directly employed in a new problem. In general, they need to be adapted to fit new requirements. One of the major challenges in designing CBR systems is the acquisition and modelling of appropriate adaptation knowledge [9] .
In this work, a CBR system that uses a hybrid approach for case adaptation was proposed and investigated, extending the works presented in [19, 20] . This work investigated the use of a hybrid committee for case adaptation. Preliminary results show that the hybrid committee introduces more stability to the system, reducing the standard deviation of the results.
Although the experiments reported in this work do not use data sets containing more than one solution component, the proposed adaptation approach can be easily extended to domains where the solution of the cases has more than one component, by creating one independent adaptation data set and one independent ML technique or committee for each component of the solution.
It must be observed that the hybrid approach proposed is not computationally expensive, since the generation of the adaptation patterns demands no comparisons between solution components. Moreover, the process employed to obtain an adaptation pattern data set is fully integrated with the case retrieval mechanism and can be implemented employing usual retrieval approaches.
The results obtained suggest that the set of adaptation rules extracted from the CB used is consistent and the proposed approach for adaptation knowledge learning may be a promising technique for real-world problem solving.
