Abstract-In a multi-robot system, the coordination and cooperation among the robots determine the effectiveness of task execution. Different centralised and distributed task allocation algorithms have been proposed by researchers. Recently consensus based task allocation has been extensively researched because of its robustness in handling large teams of robots. We propose a new auction and consensus based algorithm for fast task allocation in parallel with task execution. The performance of the proposed algorithm under different conditions is analyzed and compared with other distributed consensus algorithms.
I. INTRODUCTION
ASK allocation in a multi-robot multi-task scenario has become an important research problem, as robotics research shifts focus [1] from single robot to multi-robot systems. The complexity of the multi-robot system has been increasing in terms of the number of robots and the heterogeneity of the robots and tasks [2] . Proper cooperation and coordination among the members of the group are required for efficient performance of tasks. Gerkey et al., [2] have given a taxonomy of the possible scenarios in a multirobot multi-task allocation problem, based on the cooperative requirements of tasks and task handling capabilities of the robots. Early research in the area of multirobot multi-task allocation [3] , [4] approached the problem from a multiple Traveling Salesmen Problem (mTSP) viewpoint. The multi-robot task allocation problem is NPhard [5] and hence obtaining a globally optimal solution is computationally intensive. As a trade-off between execution time and solution optimality, most algorithms provide suboptimal solutions.
Different approaches for task allocation in a multi-robot system have been proposed. These approaches can be broadly classified as either centralised or distributed algorithms. The centralised approaches make use of a central controller to allocate tasks to the robots depending on the environmental conditions. Lundh et al., [6] centralised algorithm for the configuration and dynamic reconfiguration of different functionalities available in the system to execute task. Tang et al., [7] proposed the ASyMTRe (Automated Synthesis of Multi-Robot Task Solutions through Software Reconfiguration). Similar to the approach of Lundh et al., ASyMTRe can detect and interconnect different software components for sharing information and control depending on the environment. Although centralised approaches are capable of getting globally optimal solutions, they come with high sensing and communication requirements. In order to obtain a solution, the controller needs access to complete information from the environment, requiring wide area sensing facilities and communication facilities from sensors and robots. Having only one controller, and hence a single point of failure, is a big drawback of centralised approaches. As the size of systems increases and the mobility of the components is a required feature, centralised approaches are less favoured.
In distributed approaches, different controllers allocate tasks based on the local information and consensus on the allocation among these controllers is reached by sharing information. The distributed controlling points should reach consensus on a conflict free solution before starting executing plans. Distributed approaches are more robust than centralised approaches because there is no single point of failure. Market based approaches have been successfully implemented in different domains such as robot soccer, mapping and exploration [8] and have been used by different researchers for distributed task allocation. Tang et al., [9] proposed ASyMTRe-D, a distributed version of ASyMTRe. The performance of ASyMTRe-D compared to that of original ASyMTRe is poor because of the creation of redundant plans by different robots and lack of consensus among these robots. The ASyMTRe-D was extended in [10] by incorporating a market based auction process for task allocation of single robot tasks. The Consensus Based Bundle Algorithm (CBBA) and Consensus Based Auction Algorithm (CBAA) proposed by Choi et al., [11] have attracted a lot of research interest in consensus based distributed task allocation [12] - [16] . Both CBAA and CBBA rely on market based auction principles followed by a distributed consensus process for task allocation. In CBAA, a task can be allocated to at most one agent whereas in CBBA, a bundle of tasks are allocated to each robot in the order in which maximum reward will be obtained from the [12] proposed modifications to the original CBBA to enable allocation of dynamic tasks. However, due to the dynamic nature of the task locations, the CBAA and CBBA need to be executed multiple times, as uncertainty arises from relocation of tasks. Ponda et al., [13] proposed possible strategies for CBBA to handle new tasks that are added to the system by limiting the number of robots which come to know of the new tasks and reducing the number of tasks allocated in order to reduce the complexity of task allocation in large team of robots. In this paper we propose a distributed consensus based task allocation algorithm, which overcomes the high computational requirements of other decentralized auction based task allocation algorithms and achieves faster solutions by parallel task allocation and execution. Similar to CBBA and CBAA the proposed algorithm makes use of distributed auction and consensus processes for task allocation. The sequential single item auction carried out in CBBA has high computational requirements in order to allocate the tasks for long time duration or when the number of tasks is large. The proposed algorithm can be easily applied to a large number of robots and tasks. As the number of tasks considered in the test cases is large in this work, the performance of the proposed algorithm was compared only with that of the iterative CBAA.
The rest of the paper is organised as follows. Section II defines the task allocation problem and Section III explains the proposed algorithm with the steps involved in the task allocation. In Section IV, results of the proposed algorithm have been compared with iterative CBAA for different test cases. Section V concludes the paper, mentioning future research to be carried out to extend this work.
II. PROBLEM STATEMENT
In a multi-robot multi-task situation with a set of tasks T and a set of robots R , a task allocation algorithm has to allocate known tasks to available robots without any conflicts; the allocation is conflict free if no more than one robot is allocated any one task. Each robot is assumed to be capable of doing a series of tasks and each task has a reward associated with it. The allocation is carried out using an auction based algorithm where the robots bid for each task considering the reward from the task and the cost of reaching the task location. The bid value of a task by a robot represents the effective reward that can be obtained by execution of the task by that robot. The global objective of any task allocation problem is to allocate the tasks to robots in such a way that it maximises the reward associated with all tasks.
We consider the situation where all tasks are single-robot tasks requiring no cooperation from any other robot. A multi robot system with homogeneous robots capable of doing any of the given tasks is considered. Considering N t and N r as the cardinality of the sets T and R respectively, the multi robot task allocation problem can be stated mathematically as follows.
where I is the set of all indices of the robots {1, 2, ... , r N } and J is the set of all indices of the tasks {1, 2, ... , t N }. 
, and a function of the absolute reward based on the task and the cost associated with the traversal of the robot from its previous position to the position of the task. Each robot records the winning bid value of all tasks ( B ), the bid winning robot's index for all tasks ( A ) and the execution status ( E ) of all tasks. These are of importance during the bidding process, in order to evaluate whether a task is available for bidding or not. If a successful bid is made for any task, the corresponding values are updated. These data are communicated among the robots to reach the consensus. During the consensus process, these values are updated with the data from the other robots.
III. TASK ALLOCATION
Typically, in consensus based approaches, consensus is reached prior to any tasks being carried out i.e., a static allocation approach [11] - [16] . In the proposed approach, this is not the case; instead each robot will bid for its starting task and subsequent tasks are bid during the execution of the task; this readily enables a dynamic multi-robot multi-task allocation algorithm. In our approach the tasks are allocated using a market based auction process where the robots bid for the task with the highest bid value, followed by a distributed conflict resolution process. These are carried out iteratively until all tasks are allocated or a maximum allocation limit is reached. The robots have to communicate among themselves to exchange the current bidding information. This message passing followed by conflict resolution among robots ensures the system reaches consensus in the task allocation. The different phases involved in the task allocation process are task bidding, conflict resolution and task allocation; each of these are considered in turn in the remainder of this section. The tasks and robots are assumed to be in an environment without any obstacles and the robots move in straight lines to the task location.
A. Task Bidding
In this phase each robot independently bids for a task (the one providing maximum reward) from the qualifying tasks. All robots are aware of all the active available tasks. For a task to be considered in the bidding process, it must be active, must not been previously allocated and the value of the calculated bid must be greater than any current bid on that task by any robot. The earlier mentioned vectors ( A B For a robot to be able to bid for a task it must satisfy equation (1) . Equation (1) ensures that the robot has not already been allocated its maximum number of tasks. For a task to be biddable, the following conditions must be satisfied.
Equation (5) ensures the bid by the robot i r for task j t is greater than the current bid for the task by any other robot and equation (6) ensures that the task is currently not allocated to any other robot. For any non negative value of The bidding process works as follows: (a) Initial bid: This phase is when none of the robots have been allocated any tasks and they initiate the bidding process. In the proposed algorithm at this phase each robot bids to secure only one task and the robots wait until they reach consensus on the current bids.
(b) Later bids: If at least one task is allocated to a robot, it can bid in advance for the next task with the current position and the path distance through the currently executed task location satisfying the equations (1), (5), (6) and (7). These bids are continuously updated as the robots are moving towards the current task location and the resultant distance to the next task is getting reduced. During this phase the robots can reach full or partial consensus on the bid, so that it can be easily allocated once the current task is completed.
Once the robot successfully identifies its potential next task and bids for it, it moves the next phase, namely the communication and consensus process.
B. Communication and Consensus
The second phase in the proposed algorithm is the communication and consensus process where the robots sends their task vectors to other connected robots and receives other robots' task vectors in order to clear the possible conflicts in bids. This process is necessary as the bidding takes place by each robot considering only the locally available information. The task vectors (task bid value, task allocation and task execution status vectors) are updated during the consensus process, which follows the communication phase. Based on the values which one robot receives from the neighbour robot the possible actions are (b) Unbid tasks: In this process, all the tasks which are not bid for by the robot i r are updated by comparing with task vectors from neighbour robot k r . The consensus rules for this are captured in Table 2 .
As the proposed algorithm considers bid task and other tasks separately, robots detect and rebid for a new task quickly. Updating the environment information from the other robots is carried out regularly to improve decisions during the bidding process. 
C. Task Allocation
Once a consensus has been reached by robots regarding the current bids, the robot will be assigned the task, after which no other robot will be allowed to bid for that task. A value of -3 is used for task allocation status while the task is allocated and is being executed by the allocated robot. A value of -2 is used for task completion status.
D. Task Execution
The tasks are considered to be point tasks. The traversal of the robot from the position of robot at the time of allocation of task to the task location is considered to be the task execution phase. Obstacles in the path and dynamic tasks were not considered in this work. The robots move along straight lines. During the execution of a task, the robot will actively participate in task bidding to reach consensus on the next task as early as possible. Only after the completion of the currently allocated task will the next task be allocated.
IV. IMPLEMENTATION AND RESULTS
The proposed algorithm had been tested extensively using a simulated obstacle free environment of size 100x100m 2 with randomly placed robots and tasks. All robots are assumed to be of the same type and move with the same constant velocity and the tasks are stationary. A fully communicating network where each robot can communicate with every other robot is considered for the experiments.
Although CBBA gives better results than iterative CBAA in terms of the total distance travelled by all robots, the concept of diminishing marginal gain for the task reward is a restriction which may not be applicable in all real cases. Finding task execution order by checking reward from the task at all these locations is computationally intensive and increases the time taken to reach consensus. For these reasons iterative CBAA was selected over CBBA for comparison with the proposed algorithm. Results of iterative CBAA and the proposed algorithm have been compared in the following subsections. Figure 1 shows the comparison of average distance travelled per robots (with at least one task allocated to it) for both the iterative CBAA and the proposed algorithm. The proposed algorithm performs better than the iterative CBAA in most cases. By reducing the average distance traveled, the rewards from the tasks are maximised along with maximum utilisation of available robots. As the proposed algorithm allocates tasks as soon as the current task is finished, the chances of being allocated a relatively close task (in terms of distance) is high compared with the iterative CBAA. Figure 2 shows the comparison of the average execution time of both the iterative CBAA and the proposed method. The improvement in the execution time increases as the number of robots and tasks increases. The proposed algorithm performs faster than the iterative CBAA because of the parallel task execution and bidding, whereas iterative CBAA waits for the bundle creation before starting the execution.
B. Case 2: Dynamic Environment -Introducing New Tasks
Consider a scenario where new tasks enter the environment: the proposed algorithm can readily accommodate the new tasks into the bidding and consensus processes. As task allocation occurs in parallel to task execution in the proposed approach, new tasks can be readily added to the list of unallocated tasks. However, in the case of the iterative CBAA, the time at which a new task is introduced influences the performance of the algorithm. If the system has not already allocated all tasks to the available robots, the new task can be considered in the bidding of remaining tasks. Whereas if a new task is introduced during execution of the allocated tasks, for the new task to be included either another bidding and consensus process will be carried out without changing the current allocation or the current allocation can be completely removed and a new bidding process conducted and consensus reached. As seen from Figure 2 , as the number of robots and tasks increase, the robots take more time to reach consensus. In such a situation recalculating the task bundles for each robot by running the CBAA to accommodate the newly introduced task requires many iterations. Figure 4 (a) compares the average distance and Figure  4 (b) compares the execution time for the second test case. In both cases the proposed algorithm performs better than the iterative CBAA. As the task allocation is carried out dynamically during the task execution, the proposed algorithm performs better than iterative CBAA in these situations and the performance is improved further as the number of newly activated tasks increases. In this paper we have proposed a fast and highly scalable algorithm for task allocation in multi-robot multi-task scenarios such as foraging, warehousing, surveillance and disaster management. The algorithm makes use of a distributed bidding and consensus process to allocate the tasks. The performance of the algorithm has been compared with an existing distributed consensus based task allocation algorithm for static and dynamic cases. The proposed algorithm can easily adjust to dynamic environmental conditions and performs better than the other distributed consensus based algorithm, especially in dynamic situations. In future dynamic tasks, prioritised tasks, heterogeneous robots and tasks, and tasks requiring cooperation from multiple robots will be addressed.
