INTRODUCTION. Let X denotes the class of all random variables on a probability system (Ω, F , P ) with non-negative values and essentially unbounded. Let {c n } be an arbitrary sequence of non-negative numbers monotonically diverging to infinity. On arbitrary sequence {X n } of independent identically distributed variables from the class X we define an operation 2 T cn into the class X by the formula T cn X k = max (X k − c n , 0), where k = 1, 2, ...n; n = 1, 2, ... .
The aim of this paper is a characterization of limiting distributions for the following sums of random variables
provided the limiting distributions exist.
For an investigation of the probability distribution of non-negative random variables we will use the Laplace transform as it is given in the book [2] , pages 407-437 3 .
I. Let {X k } be a sequence of independent random variables from the class X with the same distribution function F. Let F nk andF nk denote the probability distribution and Laplace transform of the random variable (1), respectively. Then
E is an arbitrary Borel subset of R + and E + c n = {a + c n : a ∈ E}; and
2 In later years the notation T cn was substituted by U rn . These non-linear transformations (U r , r > 0) were called shrinking operations; in short: s-operations.
3 Here, as well as below, the references to pages differ from those in Polish edition of William Feller's book.
that is,
For arbitrary natural number n random variables (1) for k = 1, 2, ..., n are independent as a Borel function of random variables X k that are assumed to be independent. Moreover, from (3), we have that they have the same distribution F nk .
Let Γ n (t) denotes Laplace'a transform of random variable (2) . From the properties of Lapace transforms and from (4) we get
introducing a sequence of distribution functions
we obtain
Lemma 1. Distribution functions (5) are uniformly bounded.
Proof. Since for each y ≥ 0 and natural n we have G n (y) ≤ G n (+∞) it is enough to proof that the sequence G n (+∞) is bounded. Assume in the contrary it is unbounded. Then there is a subsequence {n k } of natural numbers such that G n k (+∞) → +∞ as k → ∞. For the subsequence {n k } in (6) putting t = 1 we get lim k→∞ Γ n k (1) = 0 which contradicts the fact that Laplace transforms of distributions are positive functions. Thus the lemma is proved.
From the assumption that limit distribution exists we infer that the sequence of distribution functions (5) is weakly convergent to some distribution function G(y). From Lemma on page 261 and Theorem 2 on page 263 in [2] , we conclude that G(y) is a distribution function of some finite measure. Denoting by Γ(t) Laplace transform of the limit distribution of (2) we get
where G(y) = lim
Since (7) can be written as
and as t → 0, Γ(t) → 1 we conclude that G(+∞) = 0. Hence G is a measure concentrated on the set [0, ∞) and (7) is equal to
From the formula (8) and Theorem 2 in [2] , page 397 we get Corollary 1. If there exists the limit distribution of random variable (2) then it is infinitely divisible.
II. In this section we will find what measures G we can get in (7). Let us introduce function
From (9) and (7) we have that
Let us put w n = c n+1 − c n and lim w n = w where 0 ≤ w ≤ +∞. From (10) we get
Hence we have the following functional equation
to be solved. A. (11a) When w = +∞ then from (11) we have that h(z) = 0 for z > 0. B. If 0 < w < +∞ then from (11) we obtain equality H(z + kw) = H(z) + kH(1 + w) for natural k and z > 0.
Since left hand side in(12) has a limit as k → ∞ therefore H(1 + w) = 0. Thus (12) becomes H(z + ka) = H(z) and similarly as before we get H(z) = H(+∞) for z > 0 and consequently in case B we get
C. When w = 0 we have the following Lemma 2. If a sequence of non-negative real numbers {c n } monotonically diverges to infinity and sequence{c n+1 − c n } converges to zero then for any positive real a there exits a subsequence r n of natural numbers such that lim n→∞ (c rn − c n ) = a.
Proof. Let k be the largest number such that
Note that a such number k exists because c n+k − c n → +∞ as k → ∞. The sequence {r n } we define as r n = n + k and the length of intervals containing a in (14) converges to zero. Therefore lim n→∞ (c rn −c n ) = a, which completes the proof.
Let w = 0 and a be arbitrary positive real number. In view of Lemma 2 there exists subsequence r n of natural numbers such that lim n→∞ (c rn − c n ) = a. Let v n = c rn − c n . From formula (10) we get
Since the limit in the square bracket exists therefore the following limit
there exists as well and from the definition of the sequence{r n } we get b ≥ 1 and the following functional equation
where z > 0 and a > 0. Let us consider more general functional equation
where f is a bounded function on a set of positive Lebesgue measure. In view of Theorem 8 (page 22) in [1] we have that f (x) = αf 1 (x) + β and g(y) = f 1 (y) and h(y) = β(1 − f 1 (y)),
where either f 1 ≡ 0 or f 1 (x) = exp(γx) and α, β, γ are real constants. Putting in the formula (17) : f (z) = H(z), h(y) = H(1 + y), y = a and choosing g such that g(a) =
Using (9) we obtain
and knowing all possible function H(z) we know all possible distribution functions G(y).
(i) from (11a), (13), (15) we have that
where c is a positive constant.
(ii) from (20) we have that
and using the condition that G(0) = 0 we obtain
and function p(z) = γ exp(−γz) is a probability density of some distribution on [0, ∞). All in all we have the following characterization of distribution functions G:
Lemma 3. If the sequence of distribution functions (5) is weakly convergent to distribution function G then either G is concentrated at zero or G is given by (23).
III. In this section we give two "particular" examples and a theorem that provides a characterization of limiting distributions of sequences of random variables from (2).
EXAMPLES. 1. Let F has the density ( 
Using substitution xc k = u we get
Taking the limit we get that
Consequently from (8) and (+) we hve that limiting distribution is concentrated and a point.
2.
Let F has the density f (x) = exp(−x) and the sequence c k be such that lim k→∞ k exp(−c k ) = a for some positive real a. Then from (5) we have
and taking the limit we get
Finally from (8) and (++) we infer that Laplace transform of the limiting distribution is equal
It is easy to see that it is transform of a generalized Poisson distribution exp(−a) ∞ n=0 a n n! R * n and R has the density exp(−x). ∞ n=0 a n n! R * n where constant a is positive nad R has density given by (23).
Proof. From Lemma 3 and (8) we have that either Γ(t) = exp(−tc) or Γ(t) = exp(−αγ ∞ 0
(1 − exp(tx)) exp(−x)dx . In the first case Γ(t) is the Laplace transform of a distribution concentrated at c > 0. For the second case note that the generalized Poisson distribution: exp(−a) ∞ n=0 a n n! R * n , where R is some distribution, has Laplace transform exp(−a + aR(t)) = exp(−a ∞ 0
(1 − exp(−tx)) dR(x) and if R has density γ exp(−γx), γ > 0, then we get Γ(t). This completes the proof.
