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Abstract
Distribution centers location problem is concerned with how to select distribution centers from the potential set so that the
total relevant cost is minimized. This paper mainly investigates this problem under fuzzy environment. Consequentially, chance-
constrained programmingmodel for the problem is designed and someproperties of themodel are investigated.Tabu search algorithm,
genetic algorithm and fuzzy simulation algorithm are integrated to seek the approximate best solution of the model. A numerical
example is also given to show the application of the algorithm.
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1. Introduction
Manufactories, customers and suppliers are important members of a supply chain. To some extent, the success
of a manufactory depends on its ability to link these members seamlessly. In the real logistics systems, it often
requires some distribution centers to connect manufactories and their customers for the improvement of product ﬂow.
When the distribution centers are constructed, the products will be transported to the customers via the distribution
centers.Well-designed distribution centers can not only reduce material handling cost but also increase productivity and
proﬁts. Therefore, it is necessary for manufactories to ﬁnd the best plan to design distribution centers. In practice, the
establishment of distribution centers needs some setup cost and products in the distribution center need some turnover
cost. Thus, the distribution centers location problem involves how to select locations of distribution centers from the
potential set and how to transport products from the manufactory to customers via distribution centers so that the total
relevant cost is minimized.
Facility location problem received much attention recently and it was formulated as several kinds of models, such
as continuous location models, network location models and mixed integer programming models. Continuous location
models (models in the plane) have two essential attributes. One is that the solution space is continuous, which implies
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that it is feasible to locate facilities on every point in the plane. The other is that distance is measured with a suitable
metric. For more details, we may refer to Brimberg et al. [3], Hansen [10], Kafer and Nickel [12], Klamroth [13] and
so on. For network location models, distances are treated as the shortest paths in a graph. Nodes represent demand
points and potential facility sites correspond to a subset of the nodes and to points on arcs. For the development of
network location models, we may refer to Boffey et al. [2], Beasley [1] and so on. With a given set of potential facility
sites, many location problems can be formulated as mixed integer programming models. Interested readers may consult
Goldengorin et al. [7], Harkness and ReVelle [11], Grunert [9], Chardaire [5], Gourdin [8], ReVelle [21] and so on.
Recently, Klose and Drexl [14] reviewed some of the contributions to the current state of facility location models
for distribution system. Zhou et al. [24] investigated balanced allocation of customers to multiple distribution centers
with a genetic algorithm approach. Syam [22] investigated a model and methodologies for the location problem with
logistical components.
It is worth pointing out that all of the above papers study the location problem under certain environment, that is,
the parameters in the problem are all ﬁxed numbers. For the real decision making, decision makers may often meet
the uncertain parameters due to the uncertainty of the real systems, above all, in the process of making decision in
advance. For such case, this problem is under uncertain environment. For the research in fuzzy environment, we can
refer to Okada and Soper [20], Canós et al. [4], Moreno et al. [19] and so on.
In this paper, we shall investigate the logistics distribution centers location problem under fuzzy environment from
another point of view, in which setup cost, turnover cost and demand of each customer are supposed to be fuzzy
variables. The rest of the paper is organized as follows. In Section 2, on the basis of credibility measure, chance-
constrained programming model (CCPM) is constructed for the problem. Furthermore, some mathematical properties
of the model are discussed in Section 3, including crisp equivalents of objective function and chance constraints. To
solve the model, a hybrid algorithm is presented to seek the approximate best solution in Section 4. Finally, a numerical
example is designed to show the application of the algorithm.
2. Fuzzy distribution centers location problem
This paper considers the following four kinds of logistics cost components into the problem:
(i) Setup cost of each distribution center.
(ii) Turnover cost of products in each distribution center.
(iii) Transportation cost from the manufactory to the distribution centers.
(iv) Transportation cost from the distribution centers to the customers.
Decision makers need to complete the following two tasks: (i) choose the sites of the distribution centers from the
potential set, (ii) determine amount of products transported from the manufactory to each selected distribution center
and also from the selected distribution centers to each customer. During this process, it is required that the demand
of each customer should be satisﬁed and the total relevant cost, including setup cost, turnover cost and transportation
cost, should be minimized. For understanding this problem easily, we can consult Fig. 1.
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Fig. 1. The ﬁgure of supply chain.
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In order to model the distribution centers location problem, the following notations for the parameters are introduced:
i ∈ {1, 2, . . . , I } is the index for potential distribution centers;
j ∈ {1, 2, . . . , J } is the index for customers;
cij denotes the transportation cost of unit product transported from the distribution center i to the customer j ;
ei denotes the transportation cost of unit product transported from the manufactory to the distribution center i;
ti denotes the turnover cost of unit product in the distribution center i;
si is the setup cost of the distribution center i;
hi is the capacity of the distribution center i;
bj is the demand of the customer j ;
xij denotes the quantity transported from the distribution center i to the customer j ;
yi denotes the quantity transported from the manufactory to the distribution center i.
For this problem, we need to select the distribution centers from the potential set {1, 2, . . . , I }. We use the binary
variable wi to denote whether the distribution center i is selected or not, that is,
wi =
{
1 if the distribution center i is selected,
0, otherwise.
In the following, we construct the mathematical model for the problem:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min f (x, y,w) =
I∑
i=1
(ei + ti )yi +
I∑
i=1
J∑
j=1
cij xij +
I∑
i=1
siwi
s.t.
I∑
i=1
xij bj , j = 1, 2, . . . , J,
J∑
j=1
xij yi, i = 1, 2, . . . , I,
yihiwi, i = 1, 2, . . . , I,
I∑
i=1
wiN,
xij , yi0, wi ∈ {0, 1}.
(1)
In this model, the aim is to minimize the total relevant cost; the ﬁrst constraint states that the demand of each customer
should be satisﬁed; the second constraint implies that amount of products transported from the selected distribution
center is not larger than its inventory amount; the third constraint implies that the inventory amount of each distribution
center should not exceed its capacity; the fourth constraint states that the total number of the selected distribution
centers should not exceed a given number N .
We can see that the parameters in model (1) are all ﬁxed quantities. In practice, the decision may be always made
under uncertain environment, that is, some parameters in the problem are supposed to be uncertain variables due to
the scarcity of information. For instance, if a decision maker makes the annual plan for the next year, it is not easy
to get the exact values of some parameters indeed, e.g., the setup cost of distribution centers. If the previous data are
enough, we may treat some uncertain parameters as random variables by statistical way. Conversely, if the data are
scarce, the traditional way is to evaluate uncertain parameters as fuzzy variables by expert experience. For this problem,
we suppose that ti , si and bi are all fuzzy variables and are rewritten as t˜i , s˜i and b˜i , respectively. Thus, the problem
turns into a fuzzy optimization problem. In the following, we shall construct CCPM for the problem on the basis of the
credibility measure presented by Liu and Liu [18]. For more details of credibility theory and its applications, we may
refer to Liu [15–17], Feng andYang [6], Zheng and Liu [23] and so on.
Let  be a fuzzy variable with the membership function (x). Then for any set B ⊂ R, the credibility measure of
fuzzy event  ∈ B is deﬁned as
Cr{ ∈ B} = 1
2
(Pos{ ∈ B} + Nec{ ∈ B}) = 1
2
(
sup
x∈B
(x) + 1 − sup
x∈Bc
(x)
)
.
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For a given number  ∈ (0, 1], the -critical value of  is deﬁned as
inf() = inf{r|Cr{r}}. (2)
For the problem discussed in this paper, since setup cost and turnover cost are fuzzy variables, it is true that the
total relevant cost is also fuzzy variable. As we know, it is meaningless to rank fuzzy variables directly in the process
of seeking the best solution of model (1). By using the deﬁnition of critical value of fuzzy variable, we present the
following concept.
Deﬁnition 2.1. A solution (x∗, y∗,w∗) is called an optimal -plan of the logistics distribution centers location problem
if
f (x∗, y∗,w∗)inf()f (x, y,w)inf() (3)
for any feasible solution (x, y,w), where  ∈ (0, 1] is a predetermined conﬁdence level.
Thus, the aim of this problem is to minimize the -critical value of the total relevant cost other than to minimize the
total relevant cost directly.
For the ﬁrst constraint, we shall treat it with a chance-constrained method by using credibility measure. That is,
Cr
{
I∑
i=1
xij  b˜j
}
j , j = 1, 2, . . . , J ,
where the parameters j , j = 1, 2, . . . , J, are predetermined by decision makers.
Thus, we can reformulate model (1) as the following CCPM:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
f¯
f¯
s.t.
Cr
{
I∑
i=1
(ei + t˜i )yi +
I∑
i=1
J∑
j=1
cij xij +
I∑
i=1
s˜iwi f¯
}
,
Cr
{
I∑
i=1
xij  b˜j
}
j , j = 1, 2, . . . , J,
J∑
j=1
xij yi, i = 1, 2, . . . , I,
yihiwi, i = 1, 2, . . . , I,
I∑
i=1
wiN,
xij , yi0, wi ∈ {0, 1}.
(4)
In this model, the aim is to seek the optimal -plan of the problem; the second constraint ensures that the demand of
each customer is satisﬁed with the credibility conﬁdence level j .
3. Some properties of CCPM
It is easy to see that the objective function of CCPM is the -critical value of the total relevant cost. In the following,
we shall discuss some properties of critical value.
Theorem 3.1. Let  be a fuzzy number with continuous membership function (x), and x0 = sup{x|(x)= 1}. Then
we have
inf() =
{ inf{r|(r) = 2} if 0.5,
inf{r|(r) = 2 − 2, r > x0} if > 0.5.
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Proof. We divide the proof into the following two parts. (i) For the case of 0.5, since  is a fuzzy number with
continuous membership function, there exists a real number r such that (r) = 2. Thus, we have Cr{r}. Let
F = inf{r|(r)= 2}. By using the continuity of (x) and the properties of fuzzy number, we have Cr{F} = .
Note that the credibility Cr{F} will decrease if the number F is replaced with a smaller number. It follows from
Eq. (2) that inf() = F.
(ii) When > 0.5, for any r¯ ∈ {r|Cr{r}}, we have that Pos{ r¯} = 1. Then, Cr{ r¯} is equivalent to
Nec{ r¯}2 − 1. Since possibility measure and necessity measure are dual, Nec{ r¯}2 − 1 is equivalent to
Pos{> r¯}2 − 2. Thus, the deﬁnition of critical value of fuzzy variable can be rewritten as the following form:
inf() = inf{r|Pos{>r}2 − 2}.
Since (x) is continuous, there exists r with r > x0 such that (r)= 2 − 2. Let F = inf{r|(r)= 2 − 2, r > x0}.
By using the continuity of (x) and the properties of fuzzy number, we have Pos{>F} = 2 − 2. Note that the
possibility Pos{>F} will increase if the number F is replaced with a smaller number. Thus we have inf() = F.
The proof is completed. 
Theorem 3.2. Let  be a fuzzy number with continuous membership function. Then Cr{r} if and only if
rinf().
Proof. Note that Cr{r} is a continuous function with respect to r since  is a fuzzy number with continuous
membership function. Thus, we have Cr{inf()} = . Since Cr{r} is a nondecreasing function with respect to
r , it follows that Cr{r} if and only if rinf(). 
For interval fuzzy numbers and trapezoidal fuzzy numbers, we have the following consequences.
Example 3.1. Let  = [a, b] be an interval fuzzy number. Then we have
Cr{r} =
{0 if r < a,
0.5 if ar < b,
1 if rb.
It follows from deﬁnition (2) that
inf() =
{
a if 0.5,
b if > 0.5.
Also, for any  ∈ (0, 1], we have that Cr{r} if and only if rinf().
Example 3.2. Triangular fuzzy number and trapezoidal fuzzy number are two kinds of fuzzy variables in fuzzy set
theory. Let  = (a, b, c, d) be a trapezoidal fuzzy number. Then,  can be regarded as a triangular fuzzy number if
b = c. In the sense of this fact, triangular fuzzy number is a special case of trapezoidal fuzzy number. Therefore, we
only discuss trapezoidal fuzzy number in this example. In fact, we have
Cr{r} =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0 if ra,
r − a
2(b − a) if arb,
1
2 if brc,
2c − d − r
2(c − d) if crd,
1 if rd.
(5)
Then it follows from deﬁnition (2) that
inf() =
{
2(b − a) + a if 0.5,
2(1 − )(c − d) + d if > 0.5.
Also, for any  ∈ (0, 1], we have that Cr{r} if and only if rinf().
308 L. Yang et al. / Journal of Computational and Applied Mathematics 208 (2007) 303–315
Suppose that a˜= (a1, a2, a3, a4) and b˜= (b1, b2, b3, b4) are trapezoidal fuzzy numbers. By using Zadeh’s Extension
Principle, we have the following operations:
a˜ + b˜ = (a1 + b1, a2 + b2, a3 + b3, a4 + b4),
a˜ + c = (a1 + c, a2 + c, a3 + c, a4 + c),
for any , 0 and c ∈ R. Hence, the following result is straightforward.
Corollary 3.1. Suppose that t˜i = (t1i , t2i , t3i , t4i ), s˜i = (s1i , s2i , s3i , s4i ), i = 1, 2, . . . , I , are trapezoidal fuzzy numbers.
Then, the objective in model (4) is equivalent to the following form:
min
f¯
f¯ =
{2(r2(x, y,w) − r1(x, y,w)) + r1(x, y,w) if 0.5,
2(1 − )(r3(x, y,w) − r4(x, y,w)) + r4(x, y,w) if > 0.5,
where
r1(x, y,w) =
I∑
i=1
(ei + t1i )yi +
I∑
i=1
J∑
j=1
cij xij +
I∑
i=1
s1i wi ,
r2(x, y,w) =
I∑
i=1
(ei + t2i )yi +
I∑
i=1
J∑
j=1
cij xij +
I∑
i=1
s2i wi ,
r3(x, y,w) =
I∑
i=1
(ei + t3i )yi +
I∑
i=1
J∑
j=1
cij xij +
I∑
i=1
s3i wi ,
r4(x, y,w) =
I∑
i=1
(ei + t4i )yi +
I∑
i=1
J∑
j=1
cij xij +
I∑
i=1
s4i wi .
It is worth pointing out that if the uncertain parameters are ordinary fuzzy numbers, it is not easy for us to compute
the objective value by analytic methods in most circumstances. For such case, we may adopt fuzzy simulation algorithm
to obtain the approximate value. Interested readers may refer to Liu [15].
Corollary 3.2. Suppose that b˜j is a trapezoidal fuzzy number. Then the chance constraint Cr{∑Ii=1xij  b˜j }j is
equivalent to
∑I
i=1xij (b˜j )inf(j ).
If the fuzzy number b˜j is not continuous, we may use the following fuzzy simulation algorithm to get the approxi-
mately crisp equivalent of the constraint Cr{∑Ii=1xij  b˜j }j :
Step 1: Randomly generate two numbers r1 and r2 such that Cr{r1 b˜j }j and Cr{r2 b˜j }< j ;
Step 2: Let r = r1+r22 ;
Step 3: If Cr{r b˜j }j , let r1 = r; otherwise, let r2 = r;
Step 4: If |r1 − r2|>  (a given small positive number), go to Step 2; otherwise, let r∗ = r1, output r∗. Then, the
constraint Cr{∑Ii=1xij  b˜j }j is equivalent to∑Ii=1xij r∗ approximately.
Theorem 3.3. Let 1, 2 be two parameters with 12, and z1, z2 be the corresponding optimal objectives of model
(4), respectively. Then we have z1z2.
Proof. Note that the -critical value of fuzzy variable is an increasing functionwith respect to . Thus, this consequence
is obvious. 
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4. Algorithm
It is clear that model (4) is a mixed integer nonlinear programming model. In this paper, we shall integrate tabu search
algorithm, genetic algorithm and fuzzy simulation algorithm to obtain an approximate optimal solution. In this hybrid
algorithm, tabu search algorithm serves as a role of seeking the best assignment plan of distribution centers, genetic
algorithm is to seek the best transportation plan and fuzzy simulation algorithm is used to compute the objective value
if analytic methods are invalid.
4.1. Solution representation in tabu search algorithm
In computer, the following array w is employed to denote the assignment plan of distribution centers:
where wi , i =1, 2, . . . , I , are 0 or 1. If wi =1, then the ith distribution center is selected; otherwise, the ith distribution
center will not be selected to serve the logistics system. If the sum of nonzero elements in w is not larger than N and
the total capacity is not less than the total demands of the customers, then it will be treated as a feasible solution.
4.2. Evaluation function in tabu search algorithm
For any given feasible solution w, there exists the best transportation plan from the manufactory to the selected
distribution centers (denoted by y∗), and also from the selected distribution centers to the customers (denoted by x∗).
We shall use the corresponding objective value as the evaluation value of w. In the following, genetic algorithm is
employed to seek the solution (x∗, y∗).
Because there exists turnover cost in each distribution center, it is desirable that all the products in each distribution
center be transported to satisfy the demands of the customers. In order tominimize the total relevant cost, it is reasonable
to suppose that the total amount transported from the manufactory is just the total demands of the customers. We shall
use the following array as a chromosome to denote the solution y:
where yi0, i=1, 2, . . . , I , denote amount of products transported from themanufactory to the distribution center i and
the sum of yi , i =1, 2, . . . , I , is just the total demand of the customers. Next, we need to determine amount of products
transported from each selected distribution center to each customer. In fact, for each y, we may use minimal-element
(greedy) algorithm to obtain the approximate best transportation plan (denoted by x¯) according to minimization of the
total transportation cost. We treat the corresponding objective f (x¯, y,w)inf() as the evaluation value of y. It is clear
that the values of xij , i = 1, 2, . . . , I, j = 1, 2, . . . , J , completely depend on the solution y. So in genetic algorithm, it
is sufﬁcient to use y to represent a solution.
4.2.1. Initialization process
Let pop_size be the number of chromosomes in population. We can initialize pop_size chromosomes, denoted by
y1, y2, . . . , ypop_size, by repeating the following algorithm pop_size times, where T denotes the total demands of the
customers.
Step 1: Set V = {1, 2, . . . , I }, W = ∅;
Step 2: If V = ∅, randomly select a number i ∈ V . Set W ← W ∪ {i}, V ← V \{i};
Step 3: If wi = 1, let yi = hi ∧ T , T = max{T − yi, 0};
Step 4: Repeat Step 2 to Step 3 until V = ∅.
4.2.2. Crossover operation
Suppose thatPc ∈ (0, 1) is the crossover probability. Before this operation, we ﬁrst select some parents frompop_size
chromosomes according to the crossover probability. For this purpose, the following process can be repeated pop_size
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times: randomly generate a real number  in the interval (0,1), the chromosome yi will be selected if Pc. We denote
the selected parents by y′1, y′2, . . . and divide them into the following pairs:
(y′1, y′2), (y′3, y′4), (y′5, y′6), . . . .
For each pair (y′2k−1, y′2k), the following procedure is employed for crossover operation.
Step 1: Randomly generate a number  ∈ (0, 1);
Step 2: Let y¯ = y′2k−1 + (1 − )y′2k and ¯¯y = (1 − )y′2k−1 + y′2k;
Step 3: If y¯ or ¯¯y is feasible, replace y′2k−1 or y′2k in the population accordingly.
4.2.3. Mutation operation
Suppose that Pm ∈ (0, 1) is the mutation probability. We also need to determine which chromosome will mutate. To
do so, we repeat the following process pop_size times: randomly generate a real number  from the interval (0,1), the
chromosome yi is selected to mutate if Pm. We also denote the selected chromosomes by y′1, y′2, . . . .
For each chromosome y′k , we use the following procedure to mutate:
Step 1: Randomly generate a feasible mutation vector d;
Step 2: Let y = y′k + d;
Step 3: Replace y′k with y in the population.
4.2.4. Fitness of chromosomes
In order to obtain the ﬁtness of each chromosome, we deﬁne so-called rank-based evaluation function. Firstly,
we rearrange the chromosomes in population according to the increasing sequence of the objective values. The re-
arranged chromosomes are also denoted by y1, y2, . . . , ypop_size for convenience. We note that y1 represents the best
individual, and ypop_size the worst individual. Secondly, compute the ﬁtness of each chromosome by the following
formulation:
Eval(yi ) = (1 − )i−1, i = 1, 2, . . . , pop_size,
where  ∈ (0, 1) is a given parameter.
4.2.5. Selection operation
Let Pi =∑ik=1 Eval(yk), i = 1, 2, . . . , pop_size, and P0 = 0. Then we employ the spanning roulette wheel to select
chromosomes: randomly generate a number p ∈ [0, Ppop_size); if p ∈ [Pi−1, Pi), then the chromosome yi is selected.
The following is the algorithm:
Step 1: Let k = 1;
Step 2: Randomly generate a number p ∈ [0, Ppop_size). If p ∈ [Pi−1, Pi), then chromosome yi is selected and let
k = k + 1;
Step 3: If kpop_size, go to Step 2; otherwise; stop.
4.2.6. Genetic algorithm
Step 1: Initialize pop_size chromosomes randomly;
Step 2: Calculate the objective values of the chromosomes by fuzzy simulation algorithms or analytic methods;
Step 3: Calculate the ﬁtness of each chromosome according to the objective value;
Step 4: Select chromosomes by spanning the roulette wheel;
Step 5: Update the chromosomes by crossover operation;
Step 6: Update the chromosomes by mutation operation;
Step 7: Repeat Step 2 to Step 6 for a given number times;
Step 8: Output the best chromosome as an approximate optimal solution.
After the operation of genetic algorithm, we may obtain an approximate optimal transportation plan (x∗, y∗) for
the given distribution centers assignment w. Accordingly, the objective value f (x∗, y∗,w)inf() can also be obtained,
which is employed as the evaluation value of w in tabu search algorithm.
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4.3. Neighborhood structure in tabu search algorithm
In this paper, the move of a solution w is deﬁned by the following way: only one component in the array w changes.
After such operation, we can get a new solution w′. For instance,
If w′ is feasible, then it is called a feasible neighbor of w. The neighborhoodN(w) of w contains all its feasible neighbors.
4.4. Tabu moves
In the process of seeking the best assignment plan of the distribution centers, tabu move is made to avoid local
recycle. If wi has changed its value at iteration t , e.g., 1 changes to 0, then it will be forbidden to change 0 to 1 for
wi until iteration t + v, where v is tabu tenure. Thus, in computer, we use the array (i, 0, 1) to denote the tabu move,
which implies that it is forbidden to change 0 to 1 for wi .
4.5. Aspiration criterion
Generally, aspiration criterion can be employed in order to ﬁnd the optimal solution with much less computational
time. In tabu search algorithm, we use the notation “bestsol” to denote the best solution so far encountered. In the
present iteration, when a feasible neighbor w of the present solution made by a tabu move satisﬁes that the objective
value of solution w is better than that of bestsol, it is stipulated that the solution w can be selected.
4.6. Algorithm
Now we summarize the procedure of hybrid algorithm as follows:
Step 1: Randomly choose a feasible solution w. Let presentsol = w, bestsol = w, presentstep = 0, beststep = 0;
Step 2: Initialize the tabu list;
Step 3: Generate the neighborhood N (presentsol) of presentsol, let presentstep++;
Step 4: Compute the objective values of elements in N (presentsol) by genetic algorithm and fuzzy simulation
algorithm;
Step 5: Find the best solution w∗ in N (presentsol) such that w∗ is nontabu or satisﬁes aspiration criterion;
Step 6: If the objective value of solution w∗ is better than that of bestsol, then let presentsol = w∗, bestsol = w∗,
beststep = presentstep; otherwise, let presentsol = w∗;
Step 7: Update the tabu list;
Step 8: If presentstep−beststepM (the predetermined largest number of iteration that objective value of bestsol
does not change), go to Step 3; otherwise go to Step 9;
Step 9: Output bestsol, stop.
5. Numerical example
This section will give an example to show the applications of the model and algorithm. Suppose that a decision
maker needs to select at most 6 distribution centers from 10 potential distribution centers to serve 7 customers. The
relevant data in the problem are listed in Tables 1 and 2.
In Table 2, the data with the form “(a, b, c)” denote triangular fuzzy numbers.
In addition, the demands of the customers are listed as the following trapezoidal fuzzy numbers:
b˜1 : (50, 55, 60, 65), b˜2 : (94, 98, 102, 105),
b˜3 : (150, 155, 160, 165), b˜4 : (122, 126, 128, 130),
b˜5 : (64, 65, 68, 70), b˜6 : (55, 57, 60, 66),
b˜7 : (74, 75, 78, 80).
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Table 1
Cost of unit product (cij )
j\i 1 2 3 4 5 6 7 8 9 10
1 0.35 0.84 0.34 0.65 0.44 0.65 0.54 0.43 0.24 0.67
2 0.46 0.45 0.45 0.67 0.43 0.67 0.23 0.54 0.33 0.14
3 0.23 0.34 0.32 0.46 0.87 0.34 0.75 0.68 0.24 0.35
4 0.36 0.22 0.67 0.52 0.63 0.46 0.74 0.25 0.26 0.74
5 0.43 0.24 0.23 0.25 0.36 0.63 0.85 0.68 0.97 0.46
6 0.53 0.27 0.54 0.24 0.67 0.21 0.34 0.54 0.88 0.98
7 0.89 0.78 0.89 0.89 0.87 0.21 0.31 0.22 0.54 0.76
Table 2
Other parameters
i 1 2 3 4 5
t˜i (0.39, 0.45, 0.49) (0.54, 0.57, 0.60) (0.46, 0.50, 0.53) (0.23, 0.26, 0.30) (0.43, 0.48, 0.49)
s˜i (14, 17, 19) (24, 27, 29) (10, 13, 15) (13, 15, 19) (14, 18, 19)
hi 120 180 175 100 290
ei 0.56 0.67 0.43 0.65 0.98
i 6 7 8 9 10
t˜i (0.56, 0.60, 0.65) (0.24, 0.32, 0.33) (0.35, 0.40, 0.42) (0.27, 0.36, 0.38) (0.57, 0.60, 0.66)
s˜i (24, 29, 31) (25, 27, 30) (24, 26, 28) (10, 12, 16) (10, 11, 15)
hi 140 125 280 295 120
ei 0.59 0.47 0.86 0.75 0.54
For the credibility parameters, let  = 0.8, j = 0.9, j = 1, 2, . . . , 7. By using Example 3.2, we can obtain that
(b˜1)inf(0.9)=64, (b˜2)inf(0.9)=104.4, (b˜3)inf(0.9)=164, (b˜4)inf(0.9)=129.6, (b˜5)inf(0.9)=69.6, (b˜6)inf(0.9)=64.8,
(b˜7)inf(0.9) = 79.6. Thus, we can convert the chance constraints into their crisp equivalents by using Corollary 3.2.
(1)We ﬁrst test the robustness of the algorithm by running it on computer with the different parameters.After running
on a personal computer, we obtain the results listed in Table 3, where “Generation” denotes the number of iteration in
genetic algorithm, “M” denotes the largest number of iteration that objective value of the best solution in tabu search
algorithm does not change, “Objective value” denotes the approximate optimal objective obtained by using different
parameters in the algorithm, the error of objective value is computed by the following formula:
Error = (Objective value − the best objective value)
the best objective value × 100%. (6)
By using different parameters in the algorithm, we can see that the errors of optimal objective values are not larger than
0.0314%. The mean value of different objectives obtained with different parameters is 963.6669, and their variation is
0.0128. Therefore, the variation of parameters in the algorithm has slight impact on the optimal objective, which implies
that the algorithm designed in this paper is much robust. We obtain the approximate best objective value 963.4931, and
the corresponding optimal solution is
w1 = 1, w3 = 1, w7 = 1, w9 = 1,
y1 = 120.0000, y3 = 155.0974, y7 = 125.0000, y9 = 275.9026,
x91 = 64.0000, x72 = 104.4000, x13 = 120.0000, x93 = 44.0000, x94 = 129.6000,
x35 = 69.6000, x36 = 64.8000, x37 = 20.6974, x77 = 20.6000, x97 = 38.3026,
and the values of other decision variables are equal to 0. In order to understand this approximate optimal solution by a
straightforward way, we may refer to Fig. 2. In addition, Fig. 3 shows the variation of the best objective value in each
iteration.
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Table 3
Comparison of the solutions obtained by algorithm
Generation Tabu tenure M beststep Objective value (f¯ ∗) Error (er) (%)
400 2 20 22 963.7957 0.0314
400 3 40 22 963.7957 0.0314
400 4 40 22 963.7957 0.0314
500 2 30 38 963.7946 0.0313
500 2 80 110 963.4931 0.0000
500 3 70 110 963.4931 0.0000
500 4 90 110 963.4931 0.0000
500 4 100 110 963.4931 0.0000
600 2 30 60 963.6927 0.0207
600 3 40 60 963.6927 0.0207
600 3 50 60 963.6927 0.0207
600 3 80 60 963.6927 0.0207
600 4 50 60 963.6927 0.0207
600 4 80 60 963.6927 0.0207
600 4 100 60 963.6927 0.0207
E[f¯ ∗] ≈ 963.6669 E[er] ≈ 0.0180
Var[f¯ ∗] ≈ 0.0128 Var[er] ≈ 0.0000
Manufactory
10
7
3
1
9
7
6
5
4
3
2
1
CustomersDistribution
   Centers
120
120
125
69.6
64
44
104.4
129.6
64.8
20.6 20.6974
155.0974
275.9026
38.3026
Fig. 2. Sketch of optimal solution.
(2) We can see from model (4) that the optimal objective is also dependent on the value of parameter , thus
it is meaningful to investigate the sensitivity of optimal objectives with respect to . We shall discuss this issue in
the following. We choose ﬁve values of , that is,  = 0.2, 0.4, 0.6, 0.8, 1.0. The approximate optimal objectives
are listed in Table 4. It is easy to see that the optimal objective will increase with increasing value of , which
coincides with Theorem 3.3 and also shows the effectiveness of the algorithm. Fig. 4 shows the relationship between
the parameter  and the corresponding optimal objective value. We can see that the optimal objective of  ∈ [0.2, 0.6]
is more sensitive than that of  ∈ [0.6, 1.0]. Actually, the sensitivity of the results can be tested for other values of
parameter .
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Iteration
The best objective value
V
al
ue
965.0
964.5
964.0
963.5
10 20 30 40 50 60 70 80 90 100 110
Fig. 3. The variation of the best objectives.
Table 4
Sensitivity with respect to parameter 
Parameter  Generation Tabu tenure M beststep Objective value (f¯ ∗)
0.2 600 4 70 40 912.4913
0.4 500 3 70 82 934.3701
0.6 700 4 80 55 961.8938
0.8 500 3 70 110 963.4931
1.0 500 3 70 72 974.6417
0.2
980
o
bje
cti
ve

920
940
960
1.00.80.60.4
Fig. 4. The sensitivity of optimal objective with different .
6. Conclusions
This paper mainly investigated the logistics distribution centers location problem under the condition that setup
cost, turnover cost and demands of the customers are supposed to be fuzzy variables. As a result, fuzzy chance-
constrained programming was constructed as a decision model for the problem. For the convenience of solving the
model, some mathematical properties of the model were also obtained. Tabu search algorithm, genetic algorithm
and fuzzy simulation algorithm were integrated to seek the approximate best transportation plan and assignment
plan of the distribution centers. The effectiveness and robustness of the hybrid algorithm was tested by a numerical
example.Additionally, sensitivity of the optimal objective value with respect to the parameter was also discussed in this
example.
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