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Electrochemical Impedance Spectroscopy (EIS) has been largely employed for the study of 
reaction kinetics and condition monitoring of batteries during different operational conditions, 
such as: Temperature, State of Charge (SoC) and State of Health (SoH) etc. The EIS plot 
translates to the impedance profile of a battery and is fitted to an Equivalent Electric Circuit 
(EEC) that model the physicochemical processes occurring in the batteries. To precisely 
monitor the condition of the batteries, Kramers-Kronig relation: linearity, stability and 
causality as well as the appropriate perturbation amplitude applied during EIS should be 
adhered to. Regardless of the accuracy of EIS, its lengthy acquisition time makes it 
impracticable for online measurement. Different broadband signals have been proposed in 
literature to shorten EIS measurement time, with different researchers favouring one technique 
over the other. Nonetheless, broadband signals applied to characterize a battery must be 
reasonably accurate, with little effect on the systems instrumentation.   
 
The major objective of this study is to explore the differences in the internal chemistries of 
the lithium-ion and lead acid batteries and to reduce the time associated with their condition 
monitoring using EIS. In this regard, this study firstly queries the methodology for EIS 
experiments, by investigating the optimum perturbation amplitude for EIS measurement on 
both the lead acid and lithium-ion batteries. Secondly, this study utilizes electrochemical 
equations to predict the dynamics and operational conditions associated with batteries. It also 
investigates the effect of different operational conditions on the lead acid and lithium-ion 
batteries after EEC parameters have been extracted from EIS measurements. Furthermore, 
different broadband excitation techniques for rapid diagnostics are explored.  
 
An online condition monitoring system is implemented through the utilization of a DC-DC 
converter that is used to interface the battery with the load. The online system is applied 
alongside the different broadband signals. The deviation in the broadband impedance 
spectroscopy result is compared against the Frequency Response Analyzer (FRA) to determine 
the most suitable technique for battery state estimation. Based on the comparisons, the adoption 
of a novel technique – Chirp Broadband Signal Excitation (CBSE) is proposed for online 
condition monitoring of batteries, as it has the advantage of being faster and precise at the most 
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1.1 BACKGROUND TO THE STUDY  
There is an insatiable demand for energy in the modern society, with more applications 
tending towards grid independence and mobility. Previously, the energy demand has been met 
by fossil fuel technologies. The increasingly diminutive nature of fossil fuel as well as 
greenhouse gas emissions associated with their exploitation has prompted the need for 
renewable (clean) energy sources. Renewable energy sources such as solar and wind are 
experiencing rapid growth, with most new investments in the global electricity sector focused 
towards their development. Due to the variability of renewable energy systems, energy storage 
systems must be readily available to ensure reliable, efficient and optimal operation [1]. Energy 
storage systems development is therefore paramount if renewable energy technologies are to 
supplement and eventually phase-out fossil fuel technologies. 
Lead acid batteries are the oldest type of rechargeable batteries and have found applications 
in several industries due to their reliability, affordability and recyclability. They are used as 
starter batteries and for powering various electronics embedded in automobiles. They also 
provide back-up power to the national grid when connected with inverters [2] – [3]. On the 
other hand, lithium NCM, a category of the lithium-ion family has attracted the most attention 
due to their high energy and power density, long service life, low self-discharge rate and low 
pollution. Lithium NCM have found wide applications in electric vehicles: pure Electric 
Vehicles (EVs), Plug-in Hybrid Electric Vehicles (PHEVs) and Hybrid Electric Vehicles 
(HEVs) [4] – [5]. See Fig. 1.1 for the comparison of the lead acid and lithium-ion batteries 
against power and energy density.  
 
Fig 1.1 Comparison of lead acid and lithium NCM against power and energy density [2] 
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Considering that both batteries are applied in critical applications that require high reliability 
and fidelity, it is critical to accurately monitor the operational conditions of the battery: 
temperature, state of charge and state of health. The condition monitoring of a battery is not a 
straightforward process and requires thorough knowledge and understanding of the possible 
operational conditions that occur, and the various diagnostic methods and procedures that can 
be employed to estimate fault conditions. Because of the complex nature of electrochemical 
systems, the available methods are difficult to implement and are severely limited in terms of 
measurement time and accuracy. Therefore, the goal of this research is to understand the 
internal chemistry and operational conditions of these batteries and how they differ from each 
other, and design broadband signals that can quantify these operational conditions rapidly for 
online impedance estimation purposes.  
1.2  RESEARCH QUESTIONS 
The major research questions that require addressing in this thesis are as follows:  
• What is currently known about the operational behaviour, electrochemistry and 
thermodynamics of electrochemical systems, and how does it differ for lead-acid and 
lithium-ion batteries? 
• What are the limitations of the present and previous conventional diagnostic tools 
employed to estimate the state of these battery technologies? 
• What state estimation techniques can be applied that will have minimal deviation from the 
Kramers-Kronig relations and how can this technique be optimized to further minimize the 
deviation from the Kramers-Kronig relations for the lead acid and lithium-ion batteries? 
• What are the behaviours of the lead acid and lithium NCM battery to different operational 
conditions like temperature, available capacity and ageing? 
• How can the time associated with the selected fault diagnostic tools employed in condition 
monitoring of the lead acid and lithium-ion batteries be reduced? 
• How can the accuracy associated with the selected fault diagnostic tools employed in 
condition monitoring of the lead acid and lithium-ion batteries be increased? 
• How can a condition monitoring system that closely resembles that utilized in real-life for 
online dynamic applications be developed? 
• To what magnitude does the power converter topology that interfaces the batteries with the 
load affect the accuracy of the online condition monitoring system? 
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1.3  OBJECTIVES OF STUDY  
The objectives of this study are to address the above-mentioned research questions and they 
are as follows: 
• Develop an understanding of the electrochemistry and thermodynamics of electrochemical 
systems in relation to lead-acid and lithium-ion batteries. 
• Conduct a detailed literature review on conventional diagnostic tools employed to estimate 
the state of batteries; identifying the advantages and disadvantages of each technique. 
• Optimize the methodological measurement process of the selected state estimation tools to 
ensure it is in congruence with the Kramers-Kronig relationship. 
• Propose a rapid diagnostic tool that can improve accuracy and reduce measurement time 
for condition monitoring (state estimation) of lithium ion and lead acid batteries. 
• Propose a novel system that incorporates a power converter alongside the selected rapid 
diagnostic tool for online condition monitoring. 
1.4  SCOPE AND LIMITATIONS OF STUDY 
This study is focused on online condition monitoring of lead acid and lithium NCM 
chemistries using EIS diagnostic technique. Therefore, other diagnostics tools were only briefly 
discussed in the literature review. The testing of the online condition monitoring system was 
also performed only under laboratory conditions. 
1.5  PLAN OF DEVELOPMENT 
Chapter 2: This Chapter gives a detailed analysis of the electrochemistry and thermodynamics 
of electrochemical systems, with a focus on batteries. It also identifies the prevalent battery 
technologies in the market, with emphasis on the lead acid and lithium NCM battery. Lastly, it 
briefly discusses the different measurement techniques that can be utilized in a Battery 
Management System (BMS) with their advantages and disadvantages. 
 
Chapter 3: This Chapter discusses the EIS technique as a tool for condition monitoring of 
batteries. Impedance study on both lithium NCM and lead acid batteries is also studied in detail. 
Lastly, implementation of EIS is discussed. 
 
Chapter 4:  This Chapter describes broadband signals application for rapid condition 
monitoring. The time and frequency analysis of the different broadband techniques are also 
shown. The implementation and optimization of these techniques are also discussed.  
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Chapter 5: This Chapter discusses the power converter topology to be utilized for the online 
condition monitoring system. Also discussed is the design of the different components of the 
online condition monitoring system. 
 
Chapter 6: This Chapter presents the hardware and experimental setup. It discusses the 
individual connections and the overall hardware set-up for both the low-cost, commercial EIS 
equipment and online condition monitoring system. 
 
Chapter 7 and 8: This Chapter presents the results, discussions and conclusion from the 
experiments.  
 
The outline of this research is summarized as below: 
 
Fig 1.2 Organization of dissertation 
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2. REVIEW OF ELECTROCHEMISTRY, BATTERY 
TECHNOLOGIES AND MEASUREMENT TECHNIQUES 
 
2.1  ELECTROCHEMICAL SYSTEMS 
Electrochemical systems convert chemical energy into electrical energy and vice versa. The 
term ‘system’ implies that the most elemental practical realization of such an energy converter, 
called a ‘cell,’ can be considered as a system [1]. The general definition of an electrochemical 
system is that it consists of two electrodes – anode and cathode, separated by an electrolyte. 
The main difference between an electrochemical reaction taking place in a cell and its 
associated redox (reduction-oxidation) reaction; is that reduction and oxidation do not occur at 
the same site but are separated by the electrolyte as two half-reactions in the so-called ‘half-
cells’ [2] – [3]. 
In the electrochemical redox reaction, one reactant is an acceptor of electrons, while the 
other reactant is a donor of electrons and to attain electroneutrality, ions are exchanged. For an 
electrochemical cell, these ions are exchanged via the ionic conducting electrolyte which 
blocks the exchange of electrons [1] – [3]. Instead, these electrons flow through the external 
conductor connected to the electrode, to power the load it was intended for. The major 
application of an electrochemical cell is to convert chemical energy into electrical energy. 
These electrochemical reactions are usually reversible and the conversion results from a 
chemical substance with a low internal chemical energy into a substance with higher internal 
chemical energy [1] – [4]. An electrochemical cell with the ability to provide electrical current 
is called a voltaic or galvanic cell. There are three (3) types of voltaic cell namely: 
• Primary voltaic cells 
The primary voltaic cells’ electrochemical reactions are irreversible, and they contain the 
fuel that is used for conversion into electricity. Example includes; primary or non-rechargeable 
batteries.  
• Secondary galvanic cells 
The secondary galvanic cells’ reaction is reversible; they operate in both discharge mode – 
the conversion of electrical energy from chemical energy, and charge mode – the conversion 
of electrical energy to chemical energy [1]. More so, all reactants and products that take place 
in the reaction are all contained within the cell. The lithium-ion and lead acid batteries studied 
in this thesis, fall under this category. 
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• Tertiary galvanic cells 
This type of voltaic cell is usually referred to as a fuel cell. These cells function on fuels not 
contained in the device itself but are supplied externally [2]. 
2.1.1 Thermodynamics of an Electrochemical System 
Thermodynamics is the study of energy changing from one state to another. Thermodynamic 
concepts allow for electrochemical systems state estimation, such as potential, pressure, 
volume and temperature. When discussing thermodynamics in electrochemical systems, there 
are three terms that are considered, namely: Enthalpy, Entropy and Gibbs free energy [8].  
• Enthalpy (H) 
The absolute enthalpy of an electrochemical system consists of both its thermal energy (𝛥ℎ𝑠) 
– the difference between the enthalpy reference and given state, and chemical energy or the 
enthalpy of formation (ℎ𝑓) – the energy of the chemical bonds [3], [7]. In thermodynamics, 
enthalpy is expressed as the sum of the internal energy (𝑈), the product of pressure (𝑃) and 
volume (𝑉). This is mathematically denoted as (2 – 1): 
𝐻 =  𝑈 +  𝑃𝑉     (2 – 1) 
• Entropy (S)  
Entropy is a measure of the quantity of heat that is converted into useful work. It is defined 
as the extent of “disorder” in an electrochemical system [4], [8]. Entropy is mathematically 
expressed as (2 – 2). In (2 – 2), 𝛥𝑄 is the reverse of the heat and T is temperature. 





] 𝑖𝑛𝑡 𝑟𝑒𝑣    (2 – 2) 
 
• Gibbs Free Energy (G) 
Gibbs Free Energy is the energy associated with a chemical reaction that can be used to 
perform work [4]. It is the energy required for a system at a constant temperature after removing 
the energy transferred to the environment due to heat. Gibbs Free Energy is expressed as the 
difference between enthalpy (𝐻) and the product of temperature (𝑇) and entropy (𝑆). This is 
mathematically expressed as (2 – 3): 
𝐺 =  𝐻 − 𝑇𝑆     (2 – 3) 
Electrochemical energy conversion is the conversion of the free energy change associated 
with a chemical reaction into electrical energy [10]. This free energy change quantifies the 
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maximum electrical work (𝑊𝑒𝑙𝑒𝑐) that can be performed by a system at a constant pressure and 
temperature. In (2 – 4) – (2 – 7), (𝑊𝑒𝑙𝑒𝑐) is the maximum electrical work, n is the number of 
moles, F is Faraday’s constant and E is the equilibrium voltage. G, H, T and S retain their 
definitions. 
𝑊𝑒𝑙𝑒𝑐  =  𝑛𝐹𝐸    (2 – 4) 
𝛥𝐺 =  −𝑛𝐹𝐸     (2 – 5) 
𝑊𝑒𝑙𝑒𝑐  =  −𝛥𝐺    (2 – 6) 
−𝑊𝑒𝑙𝑒𝑐  =  𝛥𝐺 =  𝛥𝐻 –  𝑇𝛥𝑆   (2 – 7) 
2.1.2 Nernst Equation 
Nernst equation is a fundamental thermodynamic expression of the state of equilibrium of 
an electrochemical reaction. The Nernst Equation points out the reaction direction and 
determines the value of the thermodynamic electrode [8], [11]. In addition, it depicts the 
relationship between the reduction potential of an electrochemical reaction and the standard 
electrode potential of the chemical specie that is undergoing redox reaction. From (2 – 3), (2 – 
8) can be deduced: 
𝐸 =  
−𝛥𝐺
𝑛𝐹
  =  − (
𝛥𝐻−𝑇𝛥𝑆 
𝑛𝐹
)      (2 – 8) 
(2 – 8) implies that the potential of an electrochemical system decreases with increasing 
temperature. However, other reactions such as ionic conduction and mass transport occur faster 
at higher temperatures, consequently offsetting the drop-in potential of the electrochemical 
system [4], [5]. 
In (2 – 9), 𝛥𝐺 is the actual free energy change, 𝛥𝐺𝑜 is the free energy change at standard 
condition, 𝑅𝑒𝑑 is the activity of products at equilibrium, 𝑂𝑥𝑑 is the activity of reactants at 
equilibrium. The Nernst Equation relates standard conditions of an electrochemical system to 
its actual condition [3]. From 𝛥𝐺𝑜  – Gibbs Free Energy at standard state, the maximum possible 
potential (𝐸𝑜) of an electrochemical cell can be determined. 
𝛥𝐺 =  𝛥𝐺𝑜  +  𝑅𝑇 ×  𝑙𝑛 [
𝑅𝑒𝑑 
𝑂𝑥𝑑
 ]   (2 – 9) 
(2 – 10) is the Nernst Equation. In (2 – 10), 𝑅 is the universal gas constant, 𝐸 is the actual 
cell potential and (𝐸𝑜 =  
−𝛥𝐺 
𝑛𝐹
) is the potential at standard state. More so, the energy balance 
between reactants and products can be used to calculate the potential of an electrochemical 
system at non-standard conditions. 
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𝐸 =  𝐸𝑜  +  
𝑅𝑇 
𝑛𝐹
 ×  𝑙𝑛 [
𝑅𝑒𝑑 
𝑂𝑥𝑑
]    (2 – 10) 
2.1.3 Over-potential & Polarization 
For an electrochemical reaction, if the forward reaction rate is equal to the backward 
reaction rate, no net electric current is produced because the net reaction rate is zero. To obtain 
net current from the reaction, it is pertinent that there is a deviation from 𝐸𝑜 – the Nernst 
potential. Over-potential (𝜂) is the difference between the applied potential (𝐸) and the Nernst 
potential (𝐸𝑜); the higher the over potential, the higher the current [14] – [15].  
𝜂 = 𝐸 − 𝐸𝑜      (2 – 11) 
Polarization implies that the potential of the electrode surface deviates from equilibrium, 
resulting in an electrochemical reaction. The polarization curve (see Fig 2.1) determines battery 
performance and is represented as voltage against current density [6].  
 
Fig 2.1 Polarization curve [9] 
Polarization is composed of three (3) mechanisms, namely: activation over-potential, ohmic 
over-potential and mass transport over-potential. Activation over-potential and mass transport 
over-potential relates to the rate at which a reaction can proceed [3]. The activation over-
potential is due to the kinetic effects initiated by the inherent rates of the chemical reaction. 
The mass transport over-potential is due to effects from the movement of reactants to the 
electrode. The ohmic over-potential accounts for resistive drop in the battery. The over-
potential results in a deviation of the available potential of the battery from the Nernst potential 
that was calculated in (2.1.2) [8]. During charging, a potential greater than the Nernst potential 
is required and during discharging, the battery potential is lower than the Nernst potential. 
10 
 
Polarization has a profound impact on the efficiency of a battery and the way a battery can be 
discharged or charged [11]. The total losses (over-potential) in a battery which results in a shift 
from the ideal potential is expressed as (2 – 12):  
𝑉(𝑖)  =  𝑉𝑁𝑒𝑟𝑛𝑠𝑡  −  𝑉𝑎𝑐𝑡_𝑎𝑛𝑜𝑑𝑒_𝑎𝑛𝑑_𝑐𝑎𝑡ℎ𝑜𝑑𝑒 − 𝑉𝑜ℎ𝑚𝑖𝑐  −  𝑉𝑐𝑜𝑛𝑐_𝑎𝑛𝑜𝑑𝑒_𝑎𝑛𝑑_𝑐𝑎𝑡ℎ𝑜𝑑𝑒  (2 – 12) 
2.1.4 Butler-Volmer Equation 
The Butler-Volmer equation relates electrode potential of an electrochemical system to its 
reaction rate. It is essential to determine from equilibrium, the balance state of the energies of 
the reaction since useful net current is derived from the reaction of an electrochemical system 
– cell [2] – [5]. From (2 – 10), at standard state condition (equilibrium), the current density 
becomes the exchange current density. Thus, by deviating from equilibrium and taking into 
consideration different current densities, (2 – 13) and (2 – 14) are obtained: 
𝑗1 = 𝑗0(𝑒
𝛼𝑛𝐹𝜂
𝑅𝑇 )     (2 – 13) 
𝑗2 = 𝑗0(𝑒
−(1−𝛼)𝑛𝐹𝜂
𝑅𝑇 )    (2 – 14) 
The net current 𝑗 is the difference between 𝑗1 𝑎𝑛𝑑 𝑗2, 𝑖. 𝑒. (𝑗1 − 𝑗2) as shown in (2 – 15): 




𝑅𝑇 )   (2 – 15) 
Given that a change in potential results in a change in the reaction rate, the change in reactant 
surface concentration and product surface concentration is taken into consideration. This is 
achieved by the introduction of the actual surface concentrations denoted as (𝐶𝑅
∗  𝑎𝑛𝑑 𝐶𝑃
∗). 












𝑅𝑇 )   (2 – 16) 
 (2 – 16) is the Butler-Volmer equation. It relates the current density (j), surface 
concentration of the reaction (𝐶𝑅
∗  𝑎𝑛𝑑 𝐶𝑃
∗) and over-potential (𝜂) in an electrochemical system. 
The Butler-Volmer equation states that in an electrochemical reaction, an increase in activation 
over-potential (𝜂) results in an exponential increase in the net current. Likewise, it implies that 
in an electrochemical system, there will be a voltage drop with an increase in load (current).  
2.2  BATTERY TECHNOLOGIES 
There are several battery chemistries available. Some of the chemistries commercially 
available, include:  
(a) Lead Acid 




(d) Sodium Nickel 
(e) Redox flow 
Battery chemistries have unique strengths and weaknesses (see Table 2.1). Some of the 
metrics used to compare them as in [1], [15], [19] are defined below: 
i. Specific Power (W/Kg) 
Specific power is the maximum permissible power per unit mass and is a metric used in 
determining the battery weight required to accomplish a certain performance target. It is usually 
a function of the chemistry and packaging of the battery. 
ii. Specific Energy (Wh/Kg) 
Specific energy is a ratio of a battery’s nominal energy to its mass and is a metric used in 
determining the weight of a battery required to accomplish a certain electric range. It is a 
function of the chemistry and packaging of the battery. 
iii. Self-discharge (%/day) 
Self-discharge rate of a battery is the percentage of the initial cell capacity per day if left 
unused. This is an important metric in comparing battery efficiency as different battery 
chemistries have unique self-discharge rates.  
iv. Cost ($/KWh) 
This is a ratio of the cost of a battery to its energy output. This metric is used to define how 
cost efficient a battery is. 
v. Cycle Life (Cycles) 
The cycle life of a battery accounts for the number of charge-discharge cycles the battery 
experiences before failing to meet the design performance criteria. In the automotive industry, 
this stands at 80% of the battery’s initial capacity. 
vi. Thermal runaway (𝒐𝑪) 
Thermal runaway of a battery occurs when the internal heat rate exceeds the rate of heat 
expulsion. This result in a catastrophic reaction, hence, this metric is a safety indicator used to 
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2.2.1 Lead-acid Battery  
Lead-acid batteries are constructed with two electrodes immersed in an electrolyte. The 
negative electrode (cathode) is made from pure lead (Pb) which is spongy or porous to expedite 
the formation and dissolution of lead. The positive electrode (anode) is lead dioxide (PbO2) 
(i.e. an oxide where lead is in “+4” oxidation state). Both electrodes are immersed into the 
sulfuric acid which serves as the electrolyte [16].  
(a) Lead acid battery operation 
Both electrodes of the lead-acid battery (lead and lead-dioxide) are good conductors of 
electricity and the mechanism for conduction is through electrons jumping from one atom to 
the other. The electrolyte comprises of aqueous ions of 𝐻+𝑎𝑛𝑑 𝑆𝑂4
2− and the mechanism for 
conduction within the electrolyte is “ion migration” achieved through diffusion. Due to redox 
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reaction, there is charge transfer from ions in the solution to conducting electrons in the 
electrode [10].  
Negative electrode surface:  
 
Fig 2.2 Chemical reaction of a lead acid battery at the negative electrode [10] 
Fig 2.2 displays the chemical reaction (half-reaction) that occurs at the negative electrode 
(lead) of the lead acid battery. In Fig 2.2 (a), the uncharged lead atom on the electrode surface 
is approached by charged sulfate ion. This results in the ionization of the lead atom (ionic bond 
with sulfate ion) with two (2) electrons released into the negative electrode (lead) as Fig 2.2 
(b). This reaction shown in (2 – 17), results in the release of an energy of 0.356 𝑒𝑉.  
𝑃𝑏(𝑠)  + 𝑆𝑂4
2−(𝑎𝑞)  𝑃𝑏𝑆𝑂4(𝑠)  +  2𝑒–    (2 – 17) 
Positive electrode surface: 
 
Fig 2.3 Chemical reaction of a lead acid battery at the positive electrode [10] 
Fig 2.3 shows the chemical reaction (half-reaction) that occurs at the positive electrode (lead 
dioxide) of the lead acid battery. In Fig 2.3 (a), the lead dioxide molecule (net uncharged) at 
the electrode surface is approached by charged sulfate and hydrogen ions. In Fig 2.3 (b), the 
ionization of the lead atom is changed to form electrovalent (ionic) bond with sulphate ion, 
resulting in the release of two water molecules into the solution. 
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𝑃𝑏𝑂2(𝑠) +  𝑆𝑂4
2−(𝑎𝑞) + 4𝐻 + 2𝑒–   𝑃𝑏𝑆𝑂4(𝑠)  +  2𝐻2𝑂  (2 – 18) 
(2 – 18) results in the release of an energy of 1.685 𝑒𝑉. More so, the oxidation state of the 
lead atom changes from +4 to +2. Both half reactions results in coating of the electrodes 
(positive and negative) with lead sulphate, thus, reducing the acid electrolyte concentration. If 
both electrodes are placed inside an electrolyte, and there is no external electrical circuit 
connected across; excess electrons will be formed at the negative electrode and electron deficits 
will be formed at the positive electrode without a path to flow outside the cell. The system 
attains equilibrium at the point where the required energy to remove or deposit an electron 
equals the generated energy of the chemical reaction. The total battery voltage at 25𝑜𝐶 and at 
1 molar acid electrolyte concentration is 2.041𝑉, expressed as the sum of the reduction 
potential of both electrodes. 
During discharge, electrons flow from the negative to positive electrode of the cell. This 
results in the reduction of the charge and the electrode potential. As the battery undergoes 
discharging, the electrode gets coated with sulphate and becomes lead sulphate while the acid 
electrolyte gets weaker. During charging, electrons flow from the positive to negative electrode 
of the cell. This increases the charge and the electrode potential. As the battery undergoes 
charging, the lead sulphate coating on both electrodes get depleted while the acid electrolyte 
gets more concentrated [20]. 
(b) Types of Lead acid battery  
The three (3) types of lead acid batteries are Wet cell (flooded), Gel cell, and Absorbed 
Glass Mat (AGM); and they are all discussed as below. 
i.  Wet Cell (Flooded) 
The wet cell lead acid battery is of two types – serviceable and maintenance-free. Both 
versions are filled with electrolyte. For the serviceable version, the specific gravity can be 
frequently observed using a hydrometer. The advantages of this battery are its easy 
replaceability, low-cost and suitability for higher current applications. The disadvantages are 
of this battery are its proneness to spillage and its emission of corrosive gases [21] – [22].  
ii. Gel Cell (Gelled Electrolyte) 
The gel cell is a type of lead acid battery that constitutes a mixture of a silica gelling agent 
and electrolyte. This mixture results in the formation of a semi-stiff paste, originating from the 
15 
 
liquid interior of the cell. Gel cells have a high boiling point and a low freezing point compared 
to the liquid electrolytes in flooded and AGM cells. Gel cells and AGMs are usually referred 
to as – sealed lead acid batteries. Gel cells are safe, don’t require maintenance and can be used 
in different orientations. The disadvantage of the gel cell is that its, “gel design,” impedes the 
rate of ions in the electrolyte [21] – [22]. 
iii. Absorbed Glass Mat (Absorbed Electrolyte) 
AGM is designed in such a way that the spaces between its individual cells are substituted 
with a glass fiber mat immersed in electrolyte. The packed mat is slightly compressed but 
soldered in place, enabling it to be resistant to vibration. Typically, there is an optimum amount 
of electrolyte in the mat that ensures its wetness; and supposing the battery is punctured, the 
mat disallow electrolyte outflow. Like the gel cell, the AGMs are completely sealed because 
the mat reduces evaporation. AGM stores charges very well and don’t sulphate or degrade 
easily. They are mechanically strong, safe and vastly utilized in solar, audio, power sports, RV, 
marine and storage battery applications. Excess charging of AGMs causes gassing, venting and 
eventual water depletion. The AGM and Gel cell are thus unable to be charged to their full 
capability. Their charging voltage must also be lower than the Flooded Cell [21] – [22]. The 
summary of the different types of lead acid batteries is provided in Table 2.2 
 
Table 2.2 Summary of the different types of lead acid batteries 
Types of Lead acid Advantages Disadvantages Applications 
Wet cell (flooded) 
[21] – [22] 
Low initial cost, water can 
be added (maintainable), 
suitable for high current 
applications and can be 
charged to its full capability. 
Spillable, designed to 
operate only upright and 
emits corrosive gases. 
High current 
applications. 
Gel cell (gelled 
electrolyte) [21] – 
[22] 
Completely maintenance 
free, safe and possesses a 
superior deep cycle life 
compared to AGM. 
Rate of ions in the 
electrolyte are impeded, 
high initial cost and 




Absorbed Glass Mat 
(AGM) [21] – [22] 
Completely maintenance 
free, mechanically strong, 
vibration-resistant, safe and 
cheaper compared to Gel 
cell. 
Their cycle life is half 
that of the Wet and Gel 
cell. Likewise, they 
cannot be charged to their 
full potential. 






2.2.2 Lithium-ion Battery  
There are several materials that are used in the construction of a lithium-ion cell. The 
cathode of a lithium-ion is usually an oxide variant of lithium metal amalgams. Some of the 
commercially available lithium-ion batteries are Manganese (LMO), Nickel iron–phosphate 
(LFP) and Cobalt (LCO) [13], [25]. Likewise, some lithium-ion batteries contain blends of 
aluminum mixtures such as Nickel cobalt aluminum (NCA) and Nickel Manganese cobalt 
(NMC). The anode is usually a graphite. However, some other anode materials that have been 
utilized in consumer electronics includes silicon–carbon compounds, hard carbon, cobalt 
alloys, lithium titanate, tin, and silicon–carbon blends [15]. 
 
Fig 2.4 Summary of the elements of a lithium-ion battery [13] 
The electrolyte of a lithium-ion chemistry is usually composed of lithium phosphate 
hexafluoride (lithium salt) dissolved in one of these solvents (ethyl carbonate, propene 
carbonate, di-methyl carbonate or ethyl-methyl carbonate) [17]. In addition, alongside the 
lithium salt and solvents combination; a typical lithium-ion cell has up to five additives for 
several purposes such as: vinylene carbonate, impedance reducers – trimethoxyboroxine, 1-3 
propane sultone or wetting agents. The lithium salt stabilizes the systems, aids the transport of 
lithium-ion and limits side reactions that may occur. Whereas, the solvents are mixed to arrive 
at a compromise of a good low temperature performance, a much lower boiling point, fast 
transfer rate, good conductivity or passivation layers at the anode [17].  
(a) Lithium-ion Operation 
During the charging and discharging process in Fig 2.5, lithium-ions are intercalated and 
de-intercalated from the anode and cathode respectively resulting in electric current flow in 
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Fig 2.5 Charge/discharge reaction of a lithium-ion battery [18] 
The NMC chemistry was used in this research because it is currently dominating the Electric 
Vehicle market – possessing a significant increase in operating voltage, energy and power 
capabilities [15]. The cathode side reaction of the NMC battery is shown in (2 – 19), the anode 
side reaction is shown in (2 – 20) and the whole process is shown in (2 – 21) 
𝐿𝑖𝑁𝑖𝑀𝑛𝐶𝑜 ⇌  𝐿𝑖1−𝑥 𝑁𝑖𝑀𝑛𝐶𝑜 +  𝑥𝐿𝑖+ +  𝑥𝑒−   (2 – 19) 
6𝐶 +  𝑥𝐿𝑖+ +  𝑥𝑒−   ⇌  𝐿𝑖𝑥6𝐶    (2 – 20) 
𝐿𝑖𝑁𝑖𝑀𝑛𝐶𝑜 +  6𝐶 ⇌  𝐿𝑖1−𝑥 𝑁𝑖𝑀𝑛𝐶𝑜 +  𝐿𝑖𝑥6𝐶   (2 – 21) 
(b) Types of Lithium-ion battery 
Lithium-ion batteries are uniquely identified by their cathode, which are oxide variants of 
lithium metal amalgams. The summary of the different types of lithium ion batteries is provided 
in Table 2.3. 
i. Lithium Cobalt Oxide  
The Lithium Cobalt Oxide’s (LCO) anode is made of graphite and the cathode – lithium 
cobalt. The Lithium Cobalt Oxide was the first lithium-ion battery to be pioneered and was 
first sold in 1991 by Sony. In this chemistry, the oxygen and cobalt bond to establish octahedral 
cobalt oxide structure layers that are separated by lithium sheets. The structure also permits 
cobalt ions, to alter their valence state between Co+2and Co+4 during discharging and charging. 
Amongst all commercially available lithium-ion batteries, the LCO possesses the highest 
energy density, consequently enabling them find vast application in consumer electronics –
phones, laptops and digital cameras. Their drawback is their limited life span and their thermal 
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instability. Their anodes are liable to overheating, while their cathode can decompose (i.e. 
producing oxygen) at high temperatures [23] – [24]. 
ii. Lithium Manganese Oxide 
The Lithium Manganese Oxide’s (LMO) anode is made of graphite, while the cathode can 
be made from either spinel or layered lithium manganese. The “spinel” type is more popular 
because the “layered” type has poor cycling stability and capacity. The structure of the spinel 
has good thermal stability and low internal resistance, thus, resulting in fast charging and 
discharging which is attractive in the EV industry. Their drawback is that they have a low 
capacity and short life span. They also have about 33% less capacity than the LCO, which 
speaks to why they are sometimes connected alongside the NMC to improve system capacity 
[23] – [24]. 
iii. Lithium Nickel Manganese Cobalt Oxide 
The Lithium Nickel Manganese Cobalt Oxide (NMC or NCM) are the batteries of choice in 
electric power trains, e-bikes and EV etc. Nickel offers high specific energy and manganese 
spinel offers a low internal resistance, good stability and a high charging rate. Therefore, when 
these two elements are combined, it results in a battery that possesses both the characteristics 
of both elements. The cathode of these batteries is evenly distributed (i.e. one-third of nickel, 
manganese and cobalt). The ratio could also vary based on Manufacturers. Their major 
advantage is their high specific energy and cycle life [23] – [24]. 
iv. Lithium Iron Phosphate  
The cathode of a Lithium Iron Phosphate is made of negatively charged phosphate anions 
that are bonded with positively charged iron cations. Their morphology is such that they can 
store lithium ions within the molecules of the iron phosphate. The cathode has a high chemical 
stability because of its bonding arrangement that allows tight bonding of the oxygen atoms to 
the structure. They have found wide applications in EV due to their long-life span, high specific 
power capability and safety feature (high thermal stability) in comparison with NMC and 
LMO. Their high specific power capability enables them to be discharged for about 25 times 
their C rating. Although their properties are like LCO; they have a higher self-discharge rate 
and energy density compared to LCO. Because of their low nominal voltage (3.2V), they only 
possess half the capacity of the NMC. This makes them ideal replacements for lead acid 
batteries in engine starting applications where high burst of power is required [23] – [24]. 
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v. Lithium Nickel Cobalt Aluminum Oxide  
The Lithium Nickel Cobalt Aluminum Oxide’s advantages and disadvantages are like that 
of the NCM. They possess a high-power capability and long-life span. They have also found 
applications in EV (Tesla model). They are relatively expensive and fall just below par the 
NCM on the safety metric [23]. 
vi. Lithium Titanate  
The Lithium Titanate chemistry constitutes a graphite anode and a Lithium Titanate cathode. 
This battery possesses a very low specific energy and nominal cell voltage (about 2.4V). 
Nonetheless, they have an almost infinite cycle life because they do not develop a Solid 
Electrolyte Interface (SEI) layer whilst undergoing cycling. They can be fast charged and 
discharged, because they allow a quick burst of power in a very short time. They are also very 
safe but expensive [23].  
Table 2.3 Summary of the different types of lithium-ion batteries 
Types of Lithium ion  Advantages Disadvantages Applications 
Lithium Cobalt Oxide 
[23] – [25] 
High specific energy and 
also has the highest 




Low thermal stability 
and limited: life span 





Oxide [23] – [25] 
High current discharging 
and fast charging, and 
high thermal stability. 
Low capacity and 




Oxide [23], [25] 
High specific energy and 
energy density, long 
cycle life, low internal 
resistance, good stability, 
and high charging rate. 
Low thermal stability. Electric power 
trains, e-bikes and 
EV. 
Lithium Iron Phosphate 
[23] – [25] 
Long life span, very high 
specific power capability 
and high thermal 
stability. 
High self-discharge 
rate, low nominal 
voltage and susceptible 





Lithium Nickel Cobalt 
Aluminum Oxide [23] 
High power capability 
and long-life span. 
Relatively expensive 
and has safety issues.  
Electric vehicles. 
Lithium Titanate [23], 
[25] 
Fast charging and 
discharging, and an 
almost infinite life cycle. 
Expensive, low 
specific energy and cell 






2.3  MEASUREMENT TECHNIQUES 
The Battery Management System (BMS) as shown in Fig 2.6, ensures that crucial 
operational conditions of a battery: State of Charge (SoC), State of Health (SoH), available 
power, state of health and temperature are continuously monitored to increase life expectancy.   
 
Fig 2.6 The interaction and flow of information between states that are estimated in a BMS [26]. 
In this study, the methods applied in estimating SoC, SoH and Temperature of the battery 
will be discussed. Besides, most of the techniques applied to monitor SoC, SoH and 
Temperature are applicable in calculating other parameters to be monitored as will be briefly 
discussed. The SoC of a battery is one of the most important parameter of a BMS. The SoC of 
a battery is defined as the ratio of available charge of a battery to that full-charge. This is 
expressed mathematically as (2 – 22): 
𝑆𝑜𝐶 =  
𝑄𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
𝑄𝑓𝑢𝑙𝑙𝑦 𝑐ℎ𝑎𝑟𝑔𝑒𝑑
 ×  100%   (2 – 22) 
Accurate SoC estimation of the battery averts unexpected system interruption and over-
discharging or over-charging of the battery which could result in irreparable damage to the 
batteries internal structure [29]. The SoC of a battery in an electric vehicle is analogous to a 
fuel gauge in a gasoline vehicle. On the other hand, the lack of control of temperature can lead 
to thermal runaway of a battery, which occurs when the internal heat rate generated exceeds 
the rate of heat expelled [26]. Lastly, the measurement of the remaining useful life, age or SoH 
of the battery is of paramount significance for averting unexpected failure from gradual 
capacity fading. The SoH of a battery is the ratio of the charge available when the battery is 
fully charged to the initial charge when the battery was at the beginning of life as (2 – 23): 
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𝑆𝑜𝐻 =  
𝑄𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 (𝑓𝑢𝑙𝑙𝑦 𝑐ℎ𝑎𝑟𝑔𝑒𝑑)
𝑄𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 (𝐵𝑂𝐿)
 ×  100%  (2 – 23) 
2.3.1 Internal (DC) Resistance  
Aging of a battery is determined by loss of capacity and increase in internal resistance (𝑅𝑖). 
Measurement of internal resistance is used for evaluating degradation during life cycle test of 
the battery. To measure the DC or internal resistance of a battery, a current pulse (I) is applied, 
and the associating voltage drop (V) is quantified [30]. The resistance relationship follows 
ohm’s law as shown in (2 – 24):  
𝑅𝑖  =  
𝛥 𝑉
𝛥 𝐼
    (2 – 24) 
The voltage drops from OCV depending on the applied load (current). The change in 
current is due to the applied load alone because there is no current flowing through the battery 
at OCV. The DC resistance technique is quite limited, as it does not take into consideration the 
time-dependent losses occurring in the battery [30]. 
2.3.2 Coulomb counting 
Coulomb counting (CC) is a measurement technique used to quantify battery SoC. Since, 
a battery’s capacity is measured as the product of current (amps) and the discharge duration 
(hours); thus, CC expressed as (amp-hour) is used to determine SoC by quantifying the 
difference between the previous capacity history and the discharged or charged capacity [29]. 
The SoC of a battery is shown in (2 – 25). From the knowledge of the initial SoC or capacity 
history and the discharged or charged rate, the battery’s current SoC can be determined as (2 – 
26) and (2 – 27). 
𝑆𝑜𝐶 =  
𝑄𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
𝑄𝑓𝑢𝑙𝑙𝑦 𝑐ℎ𝑎𝑟𝑔𝑒𝑑
 𝑥 100%    (2 – 25) 
𝑆𝑂𝐶 =  𝑆𝑂𝐶𝑜 +  
1
𝑄𝑓𝑢𝑙𝑙𝑦 𝑐ℎ𝑎𝑟𝑔𝑒𝑑
 𝑥 ∫ |𝐼|. 𝑑𝑡
𝑡𝑜+ 𝜏
𝑡𝑜
   −  𝐶ℎ𝑎𝑟𝑔𝑒   (2 – 26) 
    𝑆𝑂𝐶 =  𝑆𝑂𝐶𝑜  −  
1
𝑄𝑓𝑢𝑙𝑙𝑦 𝑐ℎ𝑎𝑟𝑔𝑒𝑑
 𝑥 ∫ |𝐼|. 𝑑𝑡
𝑡𝑜+ 𝜏
𝑡𝑜
   −  𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (2 – 27) 
2.3.3 Open Circuit Voltage  
The open circuit voltage (OCV) technique has been applied for determining battery SoC 
[28]. This method is not applicable to all batteries, because not every battery’s OCV has a 
linear relationship with their SoC. For instance, the lithium iron phosphate (LFP) battery has a 




Fig 2.7 Discharge curve of lithium-ion phosphate (LFP) battery at room temperature [28] 
For a lead acid battery, like the Absorbed Glass Mat (AGM) used in this thesis, the OCV 
can be partly used to roughly estimate SoC as (2 – 28); where 𝑉𝑜𝑐 represents the open circuit 
voltage, 𝜃 the SoC, 𝐴𝜃 the slope of the OCV change with SoC, and OCV𝑚𝑖𝑛 the OCV at zero 
SoC. This expression could be further re-written in terms of SoC as (2 – 29) 
V𝑜𝑐 =  𝜃 ∗  𝐴𝜃  +   OCV𝑚𝑖𝑛    (2 – 28) 
𝜃 =    𝑉𝑜𝑐 – 𝐸𝑀𝐹𝑚𝑖𝑛 
𝐴𝜃
     (2 – 29) 
2.3.4 Electrolyte concentration 
From [10], it was observed that electrolyte (sulphuric acid) concentration of a lead acid 
battery relates to its OCV, because the electrolyte solution ions or solvent molecules participate 
in the electrode reactions. This relationship is supported by the Nernst equation. From 
Faraday’s constant, 𝐹 =  𝑒 ×  𝑁𝐴. 𝑒 is charge per electron and 𝑁𝐴 is Avogadro’s constant. 






, therefore, the Nernst 
equation can also be expressed as (2 – 30): 
𝐸 =  𝐸𝑜  +  
𝑘𝑇 
𝑛𝑒
 ∗  𝑙𝑛 (𝑄𝑟)     (2 – 30) 
The term 𝑄𝑟  relates to the concentration of reactants and products. For a lead acid battery, 
the “ln (𝑄𝑟 )” term is expressed as {ln (electrolyte concentration)/ 1 molar} and decreases with 
available capacity [10]. For a gelled electrolyte or sealed lead acid and lithium-ion battery, this 




Fig 2.8 Charge/Discharge effect on electrolyte concentration of a lead acid battery [28] 
From Fig 2.8, it is observed that there is a relationship between the lead acid battery OCV 
and electrolyte molality – a measure of a solute’s concentration in a solution with respect to 
the solvent. 
2.3.5 Model-based estimation 
The concept of the model-based estimation for SoC, is using a selected battery model to 
relate the signals measured from the battery (current, voltage and temperature) to the SoC of 
the battery. When carrying out online measurement on the battery with the signals as model 
input, the SoC can thus be ascertained [28]. The types of battery models that will be briefly 
discussed in this thesis are: electrical, electrochemical and mathematical models. 
The electrical model as shown in Fig 2.9 has been extensively used for SoC estimation in 
batteries. The electrical model relates the battery SoC with its open circuit voltage (OCV). The 
electrical model estimates battery OCV by the measurement of current, voltage and 
temperature [31].  
 
Fig 2.9 Equivalent circuit model [31] 
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The electrochemical model is also applied for the estimation of battery SoC. While electrical 
models store their parameters in look-up tables for different SoC’s with associating 
temperature; electrochemical models inherently include the interdependencies of the battery 
temperature and SoC [26]. The electrochemical model segments the battery into its different 
regions and applies mathematical equations to represent the relation in the different regions. 
The electrochemical model is also termed as a “mathematical model,” given that partial 
differential equations are applied to relate the OCV with the battery electrochemical activities 
– kinetics and diffusion etc. The electrochemical model of a cell is a 1-D spatial model with 
the dynamics of the cell considered only along a single axis as shown in Fig 2.10 [32] 
 
Fig 2.10 1-Dimension electrochemical/mathematic model of a Lithium ion cell 
2.3.6 Impedance parameters 
Critical conditions like SoC, SoH and temperature of a battery are estimated through the 
estimation of the actual impedance value [30]. To achieve this, Electrochemical Impedance 
Spectroscopy (EIS) is utilized. The EIS is an electro-analytic technique applied to batteries for 
the investigation of not only electrochemical kinetics but also characterization under different 
conditions. The impedance spectroscopy technique parameterizes battery impedances, because 
battery impedances vary for different conditions: SoC, SoH and temperature. Impedance 
spectroscopy makes it possible to measure very slow battery dynamics. Its extracted parameters 
derived from the electrical model are closely associated with the physicochemical processes 
[37].  This technique is used in this thesis and will be discussed in further details in Chapter 3. 
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2.3.7 Step response 
The step response (potential/current step) or transient technique, like the impedance 
spectroscopy utilizes an electrical model for parameter extraction. The step response technique 
decouples the characteristic time constants of a battery – ohmic resistance and kinetics. The 
time constants are the R/C parallel components on the battery equivalent circuit. The step-
response’s accuracy is determined by current, potential and sample rate [37]. Fig 2.11 shows 
the potential response to a current step. It can be observed that the time constants are related to 
an EEC.  
 
 
Fig 2.11 (a) equivalent electric circuit (b) potential response to a current step. 
2.3.8 Data-driven method 
In data-driven methods, historical battery data are learnt over time and intelligent solutions 
are proposed based on the data. This technique assumes that the data regime and condition stay 
constant until the battery fails [41]. One of the main benefits of this approach is that it can be 
utilized as a “black-box model,” due to its ability to learn the battery behavior from the previous 
data and hence does not require electrochemical modeling of the battery [26], [30], [27]. The 
types of data-driven methods discussed in this thesis are: Fuzzy Logic, Artificial Neural 
Networks (ANN), Support Vector Machines (SVM) and Kalman Filter. Fuzzy Logic technique 
uses the Fuzzy Logic theory to model complex and nonlinear systems. An Artificial Neural 
Network (ANN) is made up of three layers: input, hidden and output layer. It is also composed 
of neurons connected for processing information from the input. The Kalman Filter is an 
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adaptive technique for SoH estimation. It takes several measurements over time and utilizes it 
for the estimation of the output variable.  
The advantages and disadvantages of these techniques that have been utilized in literature 
to determine operational states of a battery are briefly summarized in Table 2.4  
 
Table 2.4 Summary of techniques for SoC, SoH and Temperature estimation 




Easy to estimate It does not take into consideration 
the time-dependent losses 





[26], [29], [30], 
[41] 
It is simple and does not 
relate to other parameters 
like temperature, DOD or C-
rate which has a strong effect 
on other techniques 
It requires a high storing capacity, 
is time consuming. Likewise, and 





[27] – [28] 
Easy to estimate. Only 
requires a look-up table. 
The relationship with OCV and 
SoC, changes with ageing which is 






Estimates SoC easily with 
the hydrometer. 
Its application is limited to flooded 





[30], [31] – 
[32], [41] 
Electrical models are easy to 
implement. The SoC can be 
estimated during charging or 
discharging.  Mathematical 
and Electrochemical models 
model the battery accurately. 
In these models, the parameters 
can be parameterized precisely for 
only new batteries. These models 
are complex, thus, reducing the 
amount of model parameters that 








2.4  SUMMARY 
This Chapter introduced the concept of electrochemical systems. It provided insights on 
key electrochemical equations: Enthalpy, Entropy, Gibbs Free Energy, Nernst and Butler-
Volmer Equation. More so, the major commercially available battery chemistries (with focus 
on lithium-ion and lead acid) were enumerated and compared against each other across 
industry-standard metrics. Finally, a few existing measurement techniques applied in a BMS 
were explored alongside their advantages and disadvantages. 
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3. ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY 
 
Electrochemical Impedance Spectroscopy (EIS) is a formidable electro-analytic technique 
that has been largely employed for the investigation of electrochemical kinetics in batteries, by 
fitting an impedance plot to an Equivalent Electric Circuit (EEC) model [1] – [2]. EIS is the 
technique of choice for characterizing electrochemical systems because its computationally 
non-intensive, robust and can measure very slow dynamics compared to other techniques 
discussed in Chapter 2.3. EIS is measured by applying a sinusoidal excitation (current or 
potential) through the cell and observing the associated response (potential or current). EIS 
measurement can be carried out in two modes: potentiostatic or galvanostatic. The 
potentiostatic mode of EIS is when a potential signal is applied, and current signal is observed; 
the galvanostatic mode is when a current signal is applied, and potential signal is observed.  
For energy conversion systems, the potentiostatic mode is more popular, however, for this 
research, the galvanostatic mode is applied. This is because the battery is a low-impedance 
device and an application of a 10𝑚𝑉 (potentiostatic mode voltage) sine wave produces 
amperes of current-flow resulting in the evolution of the system during the measurement [3]. 
The sinusoidal excitation signal applied to a battery as a function of time (t), is expressed in (3 
– 1). In a linear system, the response voltage (V) to the sinusoidal excitation current (I), is 
shifted in phase  with a different amplitude, expressed in (3 – 2).  
𝛥𝐼 =  𝐼𝑚𝑎𝑥 (𝑠𝑖𝑛 2𝜋𝑓𝑡)       (3 – 1) 
𝛥𝑉 =  𝑉𝑚𝑎𝑥 (𝑠𝑖𝑛 2𝜋𝑓𝑡 +  𝜙)        (3 – 2) 
In (3 – 1) and (3 – 2), 𝐼𝑚𝑎𝑥 and 𝑉𝑚𝑎𝑥 are the maximum current and potential amplitude 
respectively, 𝑓 is the angular frequency and 𝜙 is the phase shift. The excitation and response 
signals are analysed as a sum of sinusoidal function, repeated several times over the frequencies 
of interest. The complex impedance (𝑍) is calculated using the ohmic relationship shown in (3 
– 3), and is separated into its real and imaginary part as shown in (3 – 4) – (3 – 6): 
𝑍 =  
𝛥𝑉 
𝛥𝐼
    (3 – 3) 
𝑍′ =  |𝑍|  ×  𝑐𝑜𝑠(𝜙)    (3 – 4) 
𝑍′′ =  |𝑍|  ×  𝑠𝑖𝑛(𝜙)      (3 – 5) 




3.1  EIS METHODOLOGY 
For Electrochemical Impedance Spectroscopy measurements to be acceptable, conditions 
such as the Kramers–Kronig relation should be adhered to [4]. These conditions are: linearity, 
stability, and causality of the system. Alongside Kramers–Kronig relation, the amplitude of the 
perturbation – excitation signal must also be selected properly. 
i. Kramers-Kronig relation 
The excitation signal (perturbation) and response of general electrochemical systems 
(battery) are described by a set of linear differential laws. These laws require that the impedance 
be independent of the amplitude of the perturbation [4]. Consequently, EIS is measured by the 
application of small signal excitations. This is so that the cell’s response to a sinusoidal 
excitation signal is a sinusoid at the same frequency with a corresponding phase shift [5] as 
shown in Fig 3.1 The system must also be stable by returning to its initial state after the 
perturbation is removed. For accurate EIS measurements, the battery must attain steady state 
before another excitation signal of a different frequency is applied. Lastly, the response of the 
system should only be due to the perturbation applied and must not contain substantial 
components from façade sources [6]. 
 
Fig 3.1 (a) Sinusoidal current response for the conventional EIS technique applied in a linear system 
[5] (b) Lissajous curve, indicating linearity of the system [7]. 
ii. Amplitude of perturbation 
The larger the amplitude of the injected signal, the higher the Signal-to-Noise Ratio (SNR) 
of the measured data and the greater the signal power. For the battery to adhere to Kramers–
Kronig relations, the amplitude of the injected signals must be small enough that the response 
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is still in the acceptable linear regions [8]. Hence, the excitation signal must be set up in such 
a way as to maximize signal power at the user frequencies of interest, while minimizing system 
disturbance. There have been several arguments regarding the optimal perturbation amplitude 
for EIS measurements on electrochemical systems. [9] suggested an amplitude perturbation of 
5% of the DC point of an electrochemical system (fuel cell).  Likewise, [3] – an EIS instrument 
vendor proposed an amplitude perturbation of 10% of the DC current of the battery. These 
values have been extensively used in literature. Nonetheless, [10] analytically verified that the 
optimal amplitude perturbation varies from one system to the other. 
When a single frequency sinusoidal perturbation is applied to a linear system (the pseudo-
linear point of a battery’s 𝑉 − 𝐼 curve), the corresponding response is also a single frequency 
out of phase sinusoidal signal but of a different amplitude. For a non-linear system, the response 
is a multi-frequency signal composed of a superposition of several sine waves of different 
frequencies – the fundamental components and other undesirable harmonics (see Fig 3.2). 
These undesirable harmonics corresponds to integer multiples of the fundamental frequency. 
The non-linearity of the battery relates to the harmonic generated in the response signal. 
Therefore, analysis of the Total Harmonic Distortion (THD) of the frequency spectrum of the 
response signal will furnish us with information on the optimal perturbation amplitude for EIS 
measurements [11].  
 
Fig 3.2 Harmonic oscillations due to nonlinear transfer function of sinusoidal response signal [11]. 
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THD measures the energy contained in the fundamental of a signal with respect to the 
energy contained in the harmonics. THD has been extensively applied for the quantification of 









   (3 – 7) 
In (3 – 7), 𝐻𝑖 is amplitude of the 𝑖
𝑡ℎ harmonic, 𝐹 is amplitude of the fundamental frequency 
and 𝑇𝐻𝐷 is the Total Harmonic Distortion, usually expressed in percentage as (%THD).  
3.2  IMPEDANCE SPECTROSCOPY DATA REPRESENTATION 
From (3 – 6), it can be observed that the complex impedance is composed of a real and 
imaginary part. If the complex impedance is plotted at different frequencies with the real part 
on the horizontal axis and the imaginary part on the vertical axis, a Nyquist plot as Fig 3.2 is 
obtained. 
 
Fig 3.3 Nyquist plot with a single time constant [6] 
From Fig 3.3, it can be observed that the vertical axis plot is negative and the frequency 
decreases from left to right. More so, the impedance on the Nyquist Plot can be represented as 
a vector – diagonal arrow of length |Z|. The angle between the vector and the horizontal axis, 
called the “phase angle,” is  =  𝑎𝑟𝑔 𝑍 [6]. The inability to ascertain where each frequency 
point lies on the impedance plot is a drawback of the Nyquist plot. Typically, the Nyquist plot 
of a battery is fitted to an equivalent circuit as will be discussed in Chapter 3.5.4. The EIS plots 
of batteries contain several semicircles, but most times, only a portion of the semicircles can 
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be visualized. Be that as it may, the frequency can be plotted against the impedance magnitude 
(|𝑍| = 𝑍𝑜) and the phase response. This type of plot is known as the Bode Plot (see Fig 3.4). 
Unlike the Nyquist plot, the Bode plot provides frequency specific impedance information.  
 
Fig 3.4 Bode plot with a single time constant (a) impedance magnitude against log frequency (b) 
phase angle against log frequency [5] 
3.3  EQUIVALENT CIRCUIT ELEMENTS 
Measured EIS data represented on a Nyquist plot are usually analysed by curve fitting to 
an EEC model. The components of the circuit elements in the model are: resistors, capacitors, 
and inductors (see Table 3.1) [7]. The elements selected in the model represents an associating 
physicochemical process in the battery [5] – [6].  
Table 3.1 Common circuit elements with their defining relation and impedance. 
Passive Elements Symbol Defining Relation Impedance 
Resistor  V = I × R 𝑍𝑅 = 𝑅 
Capacitor 
 
I = C ×
𝑑𝑉
𝑑𝑡







Inductor  V = L ×
𝑑𝐼
𝑑𝑡
 𝑍𝐿 =  𝐽𝐿  
The impedance of a resistor has only a real component because it is independent of 
frequency, thus, current through a resistor is in phase with voltage. The impedance of an 
inductor increases with frequency. The inductor has an imaginary impedance component with 
current lagging voltage by 90 degrees. On the contrary, the impedance of a capacitor decreases 
with frequency. The capacitor has an imaginary impedance component, with current leading 
the voltage by 90 degrees. From this understanding, it can be observed from the Nyquist plot 
that the real resistance – impedance without frequency components, increases from left to right. 
The imaginary (negative) impedance corresponds to the capacitive components of the battery 
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and the imaginary (positive) impedance corresponds to the inductive components of the battery. 
However, since the battery is capacitive in nature, the Nyquist plot’s vertical axis is graphed to 
laser-focus on the information in the negative imaginary component. 
i. Electrolyte Resistance  
The resistance of the electrolyte solution has a profound impact on the total battery 
impedance. The electrolyte resistance is dependent on the ionic concentration, ion type, 
temperature and geometric area – which current flows through. In a bounded area, the 
resistance (𝑅Ω) is defined as the ratio of the product of the solution resistivity (𝜌) and length 
(𝑙) to its area (𝐴) [6]. This is expressed as: 
𝑅Ω = ρ × 
𝑙
𝐴
     (3 – 8) 
Arrhenius equation shown in (3 – 9), indicates that the chemical reaction rate is dependent 
on the temperature. The ohmic resistance is subsequently modelled as an inverse of the rate 
constant, as shown in (3 – 10)  















    (3 – 10) 
From (3 – 9) and (3 – 10), k is the rate constant, 𝐸𝑎 is the activation energy for the reaction, 
𝑅 is the universal gas constant and 𝑇 is temperature (in Kelvin). The main challenge in 
estimating the solution resistance is the flow path of current and the electrolyte geometry that 
carries the current; because a battery cell’s current distribution through its electrolyte area is 
not uniform [7]. However, the electrolyte resistance is easily calculated from curve fitting the 
experimental EIS (Nyquist) plot to an EEC; rather than calculating the electrolyte resistance 
from its ionic conductance. On the EIS plot, the electrolyte, electrode and separator’s physical 
resistance all culminates to the ohmic resistance (𝑅Ω). 
 
ii. Double Layer Capacitance 
There is an electrical double layer on the interface between the electrode and its 
surrounding electrolyte. The formation of the double layer is due to ions being adsorb onto the 
surface of the electrode. Moreover, the charged ions are separated from the charged electrode 
by an insulating space, which is usually in the order of angstrom [5]. Charges are separated by 
an insulator, resulting in the formation of a capacitor. Thus, electrode immersed in an 
electrolyte will behave as a capacitor. A battery has two double layer capacitances, because it 
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has two electrodes: anode and cathode. These capacitances are dependent on the electrode 
potential, temperature, adsorption of impurities, oxide layers, ionic concentrations, type of ions 
and electrode roughness [6]. 
iii. Polarization Resistance 
Polarization of an electrode occurs when the potential of the electrode deviates from OCV. 
This results in the flow of current via electrochemical reactions occurring at the electrode 
surface. The level of current is determined by the reaction kinetics and sufficient diffusion of 
reactants both away and towards the electrode [7]. As already discussed in Chapter 2.1.3, the 
different types of polarization resistances are: activation polarization over-potential – which  
corresponds to the charge transfer (rate of reaction) resistance and the concentration 
polarization over-potential – which corresponds to the diffusion (of reactants) [12]. 
iv. Charge Transfer Resistance 
The charge transfer resistance is formed by a single kinetically controlled electrochemical 
reaction. When the electrode of a battery is in contact with an electrolyte, the electrode 
molecules will electrolytically dissolve into the electrolyte as (3 – 11). 
𝑅𝑒𝑑 ⇌  𝑂𝑥 +  𝑛𝑒 −    (3 – 11) 
The forward reaction electrons get into the electrode and the electrode ions become diffused 
into the electrolyte, resulting in a charge transfer. The charge transfer reaction possesses a 
certain speed that is dependent on the: kind of reaction, concentration of the reaction products, 
temperature and potential, (see Chapter 2.1.4). 
v. Diffusion (Warburg) 
The Warburg impedance is created by the diffusion process and is dependent on the 
excitation signal frequency. At high frequencies, the Warburg impedance is small because the 
diffusing reactants do not diffuse far from the reaction location. At low frequencies, the 
Warburg impedance increases, because the reactants diffuse far from the reaction location. On 
the Nyquist plot, the infinite Warburg impedance is represented as a 45-degree line [18], 
whereas, on the Bode plot, it is represented as a 45-degree phase shift [5]. The infinite Warburg 











 +  
1
𝐶𝑅√𝐷𝑅
)   (3 – 13) 
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In (3 – 12) and (3 - 13),  is the radial frequency, 𝐷𝑜  is the diffusion coefficient of the 
oxidant, 𝐷𝑅  is the diffusion coefficient of the reductant, 𝑛 is the number of electrons 
transferred, 𝐴 is the surface area of the electrode and 𝐶 is the bulk concentration of the diffusing 
species in 𝑚𝑜𝑙𝑒𝑠. 𝑐𝑚−3. (3 – 12) and (3 – 13) are only valid when the diffusion layer has an 
infinite thickness, which is usually not the case. Hence, for a bounded diffusion layer, the lower 
frequency impedance would not follow (3 – 12) and (3 – 13); instead is expressed as a "finite" 










)    (3 – 14) 
In (3 – 14),  is the Nernst diffusion layer thickness and 𝐷 is the mean value for the diffusion 
coefficients of the diffusing species [4]. All other symbols retain their definitions. 
vi. Constant Phase Element 
The Constant Phase Element (CPE) is introduced to replace the capacitors in EIS 
experiments because capacitors do not behave in an ideal manner. In state estimation of 
batteries, the double layer capacitance usually behaves like a CPE instead of a capacitor [5], 
[7]. The CPE is defined as (3 – 15):  
𝑍 =  𝐴(𝑖)−𝛽    (3 – 15) 
In (3 – 15), the constant – 𝐴, is the inverse of the capacitance value. For a pure capacitor, 
the exponent (𝛽) is equals unity. However, when 𝛽 is less than one, it is expressed as a CPE. 
The exponent (𝛽) is also referred to as a depression constant because it affects the shape of 
depression of the Nyquist plot semi-circle (that is CPE-resistor parallel combination), shown 
in Fig 3.5 [7].   
 
Fig 3.5 Representation of the semi-circle depression [13] 
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vii. Virtual Inductor 
Batteries impedance at high frequencies is modelled as an inductor. On the Nyquist (EIS) 
plot, this is displayed at the positive imaginary impedance. 
3.4  IMPEDANCE STUDY ON BATTERY CHEMISTRIES 
Impedance Spectroscopy can be applied for analysis of kinetic reactions, relating to the 
process of insertion or extraction of lithium-ions in intercalation materials such as: Solid 
Electrolyte Interface (SEI) and charge transfer resistance. Impedance Spectroscopy is also very 
useful in establishing the relationship between impedance parameters: ohmic, kinetic and 
diffusion and operational conditions: SoC, SoH, temperature and DC current [23], [25], [26], 
[29]. EIS provides a robust understanding of degradation effects in batteries; resulting in an 
improvement of rate capability, discharge/charge cycles and optimization of electrode [20]. 
3.4.1 Lithium-ion Battery 
In a lithium-ion battery, inductive behaviour is observed at high frequencies, (see Fig 3.6). 
This behaviour is due to the inductive reactance of the metals in the measurement setup, such 
as: the type of cable wiring and the connecting lines [27], [29]. Batteries do have an inductive 
component, but this is not taken into consideration in this experiment, because in all instances, 
the measurement setup was the same. It is therefore assumed that the inductance remained the 
same over the course of the tests. The ohmic series resistance is the high frequency intersection 
of the plot on the real impedance axis. The ohmic series resistance is due to the resistance of 
the connections, electrodes, separator and electrolyte [23]. More so, the ohmic series resistance 





Fig 3.6 (a) Schematic representation of a Li-ion battery (b) Comprehensive equivalent electric 
circuit; (c) Simplified equivalent electric circuit of the Nyquist plot (d) Nyquist plot of a typical 
Lithium-ion battery 
The smaller semi-circle represents the SEI formation at the anode surface and the surface 
film formation at the positive electrode. The larger semi-circle describes the charge transfer 
resistance and electrode-electrolyte double layer capacitance due to the lithium-ion 
intercalation process [20], [23], [29]. The separator is impregnated with electrolyte and 
possesses a micro-porous structure that allows the passage of lithium-ion, whilst ensuring that 
both electrodes never come in contact. The separator is represented as a resistor-capacitor 
parallel combination, but is neglected in the simplified EEC, because of its negligible impact 
compared to other parameters. At the low-frequency range, lithium-ion diffusion to the 
electrodes dominates. This is represented on the Nyquist plot as a 45-degree line [20], [23], 
[29], although in some cases, the Warburg component might not be accurately 45-degrees [27]. 
It is pertinent to note that the impedance of both electrodes as in Fig 3.6 (b) can be combined, 
resulting in a simplified equivalent electric circuit consisting of an ohmic resistance, a double 
layer capacitance-charge transfer resistance and diffusion impedance as in Fig 3.6 (c). EIS has 
been extensively applied to different lithium-ion chemistries to ascertain: SoC, SoH, 
temperature and effect of DC current.  
i.  State of Charge 
From Fig 3.7, it can be observed that the impedance relationship for varying state of charge 
for different lithium-ion chemistries is unique. In some cases, the impedance due to SEI and 
film formation increases with reducing state of charge, while in other cases, the state of charge 
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is more dependent on the diffusion process. The only consistency is that the ohmic series 
resistance of a lithium-ion battery is not a function of state of charge. 
 
Fig 3.7 EIS plot of different lithium-ion chemistry at varying state-of-charge (a) [24], (b) [27], (c) 
[28], (d) [25] 
ii. Temperature 
From the EIS plots in Fig 3.8, it can be observed that the impedance shifts rightwards with 
a reduction in temperature. Apart from the increasing ohmic series resistance, an enlarging of 




Fig 3.8 EIS plot of different lithium-ion chemistry at varying temperature (a) [26], (b) [28] 
iii. Effect of DC current & Ageing 
From Fig 3.9 (a), a shrinking of the semi-circle can be observed, with an increase in DC 
current. This was also experienced in [26]. On the other hand, with ageing of the battery, the 
impedance spectrum shifts rightwards. This is due to increase in the ohmic series resistance 
and formation of SEI film, resulting from the depletion of lithium ions from the electrolyte 
[28]. 
 
Fig 3.9 EIS plot of different lithium-ion chemistry (a) varying DC current [24](b) varying cycles [27] 
3.4.2 Lead acid Battery 
EIS has been largely applied for characterizing lead acid battery’s SoC, SoH, temperature 
and effect of DC current. The lead acid battery used in this research is divided into four (4) 
parts, namely: two porous electrodes, a gelled electrolyte reservoir and a porous separator [30], 
(see Fig 3.10). At the low frequencies of a lead acid battery, the inductive reactance dominates 
[16]. The impedance of both electrodes contributes to the lead inductance, double layer 
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capacitance, charge and mass transfer processes. The electrolyte solution and separator also 
contribute to the total battery impedance [16]. The geometric capacitance is very small and is 
therefore negligible. Like the lithium-ion batteries, both electrodes of the lead acid battery 
behave in a similar manner. The impedance of both electrodes can thus be combined, resulting 
in a simplified equivalent electric circuit consisting of an ohmic resistance, a double layer 
capacitance-charge transfer resistance and diffusion impedance [17].  
 
Fig 3.10 (a) Schematic representation of a Lead acid battery (b) Comprehensive equivalent electric 
circuit; (c) Simplified equivalent electric circuit of the Nyquist plot (d) Nyquist plot of a Lead acid 
The high frequency inductive reactance is due to the electrode geometry and connections 
within the cell [19]. The ohmic resistance is due to the electrolyte conductivity, separators and 
surface coverage of both electrodes by crystallized lead sulphate [16] – [19]. The double layer 
capacitance models the active surface area [18] – [20]. The charge transfer process occurs at 
the double layer electrode (pore wall) – electrolyte (active material) interface. The charge 
transfer – double layer capacitance combination, models the transient behaviour and is related 
to the electrodes porosity. The mass transfer process models the diffusion of Pb2+ ions along 
the pore’s axis [16]. EIS has also been extensively applied in estimating SoC, SoH, temperature 
and effect of DC current in lead acid batteries. 
i. State of Charge 
From Fig 3.11, it can be observed that for a decrease in the state of charge, the impedance 
spectrum moves rightwards, indicating an increase in real impedance. More so, in [17], there 
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is a relationship between the state of charge and the intercept frequency –  the frequency where 
the phase shift is equals zero. 
  
Fig 3.11 (a) EIS plots of a 2 V-390 Ah lead-acid battery at different SoC [19] (b) SoC and intercept 
frequency relationship [17] 
ii. Effect of DC current 
The DC current of the battery during charge or discharge at a given SoC when EIS 
experiments are conducted; illustrates that the EIS plots can look very dissimilar for the same 
SoC as shown in Fig 3.12. Therefore, care must be taken in estimating lead acid battery SoC 
from the shape of its EIS plot because any given pair of impedances (imaginary and real) may 
correspond to several SoC’s (at different C-rates).  
 
Fig 3.12 EIS plots of a 45Ah lead acid battery at different (a) charge and (b) discharge rates [22] 
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iii. Ageing and Temperature 
Corrosion at the grid of the positive plate (and negative plate in some rare instances) and 
water loss at the separator dominate the ageing or capacity fading process of a lead acid battery 
[18] – [19]. On the Nyquist plot, ageing is observed as a sharp increase in the ohmic resistance. 
On the other hand, for temperature condition monitoring, [21] varied SoC and temperature and 
analysed the data for the different parameters of the EEC. The notable observation is that the 
ohmic resistance increased as temperature decreased. 
3.5  EIS IMPLEMENTATION 
Fig 3.13 shows the procedure for EIS measurement. The “𝑏𝑎𝑡𝑡𝑒𝑟𝑦” represents either the 
lead acid or lithium NCM. The 𝑖(𝑡) and 𝑣(𝑡) are the time domain excitation and response 
signals respectively. The 𝑙𝑜𝑤 − 𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟 with a window is used to eliminate the high 
frequency noise component in the response signal. Fast Fourier Transform (FFT) is used to 
compute the frequency response of the excitation (current) and response (voltage) signal. The 
complex impedance is calculated based on the ohms law relationship. 
 
Fig 3.13  Procedure for EIS measurement. 
3.5.1 Cell Conditioning and Frequency Selection 
The lead acid battery utilized in this test was charged through a constant voltage profile and 
discharged through a constant current load. The lithium NCM battery was charged through a 
constant current-constant voltage charging mechanism and discharged through a constant 
current load. Before EIS measurements are carried out on a cell, it is expected that the cell has 
undergone cycling. In this study, the batteries that were used to carry out EIS tests, had 
previously undergone cycling with over 30 charge-discharge cycles. For the frequency 
selection – the injected frequencies of interest (𝑓n) were chosen on a logarithmic scale to 
provide a quality Nyquist plot as shown in (3 – 16): 
𝑓n = (𝑓𝑜  ×  2
𝑛)  n = 0, 1, 2, 3, …., 𝑁−1   (3 – 16) 
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 In (3 – 16), The first and last frequencies were selected carefully by investigating the shape 
of the Nyquist plot of both batteries. This ensured that the critical kinetic features of the battery 
were covered. The critical frequency range of the lead acid battery was 6𝑘𝐻𝑧 –  100𝑚𝐻𝑧, 
whereas that of the lithium NCM battery was 2𝑘𝐻𝑧 –  20𝑚𝐻𝑧. EIS measurement is therefore 
completed in 3.4 minutes for the lead acid battery and 6.8 minutes for the lithium NCM battery. 
3.5.2 Sampling Rate and Recovery Period 
According to the Nyquist sampling theorem, the sampling frequency must be two times 
greater than the highest measured frequency. In all experiments carried out in this study, the 
sampling frequency was over 10 times greater the user frequency of interest. For the recovery 
period – the longer the period of the excitation signal, the more time it takes for the battery to 
attain chemical stability. It took the lead acid battery a longer time to attain chemical stability 
compared to the lithium NCM battery when the excitation signal was removed. The waiting 
time before frequency excitation for different periods of both batteries is shown in the 
Appendix. 
3.5.3 Filter and Windowing 
Prior to the application of Fast Fourier Transform (FFT), a filter and window are applied 
to the time-domain signals (see Fig 3.14). The filter selected is a 4th order digital low-pass 
Butterworth. This filter eliminates high-frequencies introduced by noise into the system greater 
than the cut-off frequencies [14]. When FFT is applied to a signal, the FFT computation 
assumes that each data blocks’ signal is periodic. However, if this is not the case, like a non-
periodic signal, the resulting frequency response suffers from leakage. This leakage causes the 
energy of the signal to smear over a wide range of FFT frequencies, instead of a narrow range 
of frequencies. Thus, a window is applied to reduce and correct leakages by coercing the signal 
to be periodic. It is important to note that though FFT windows reduce leakages, it cannot 
eliminate it. Besides, FFT windows alter the shape of the leakage, thus, care must be taken in 
selecting the appropriate window, depending on the application. For this study, a Hanning 
window is utilized because it produces a very good frequency resolution compared to other 




Fig 3.14 Time domain excitation signal (a) before filter (b) after filter 
3.5.4 EIS curve fitting to Equivalent Circuit 
EIS plots are fitted to an EEC, for state estimation purposes. Fig 3.15 describes the 
relationship between the Nyquist plot and EEC. In Fig 3.15, 𝐿 is the virtual inductor, 𝑅 is the 
ohmic series resistance, 𝑍𝑎𝑟𝑐 = (𝑅2/3//𝐶𝐷𝐿) is the charge transfer resistance – double layer 
capacitance and 𝑊 is the Warburg impedance. CPE is used instead of 𝐶𝐷𝐿 to account for the 
depression of the semi-circle as earlier discussed in Chapter 3.3 
 




The Complex Nonlinear Least Squares (CNLS) technique is used to fit the Nyquist plot to 
an EEC that correlates to the physicochemical processes occurring in the battery. From 
electrochemical modelling of the lead acid and lithium NCM in Chapter 3.4, the simplified 
EEC model for both batteries is presented in Fig 3.16: 
  
Fig 3.16 Simplified EEC of (a) Lithium NCM battery and (b) Lead acid battery 
When applying CNLS, it is important to select an appropriate initial value, to ensure that 
the algorithm locates the global minimum and not the local minimum. The CNLS technique is 
utilized to set the parameters in such a way that the sum of squared deviations is minimized 
[28]. The algorithm is shown in (3 – 17): 
Min f(x) = min (L, R, CPE, W) ∑  
𝑓𝑚𝑎𝑥  
𝑛=𝑓𝑚𝑖𝑛 
[𝑍𝐸𝐶  (𝐿, 𝑅, 𝐶𝑃𝐸, 𝑊, 𝑓𝑛) − 𝑍𝑚𝑒𝑎𝑠𝑢𝑟𝑒,𝑛 ]
2  (3 – 17) 
In (3 – 17), L is inductance, R is resistance, CPE is Constant Phase Element, W is Warburg 
and Z is impedance. The parameters in (3 – 17) are varied in the global minimum path via the 
Levenberg–Marquardt Algorithm (LMA). In LMA, the step size iteration is designed to 
increase by a factor that is repeatedly calculated in each step, resulting in a robust algorithm 
that converges regardless of the accuracy of the initial parameters. LMA combines the 
advantages of both the steepest descent method and Gauss–Newton [28].  The Nyquist plot 
data fitted to the EEC model of both batteries at room temperature and 50% state of charge is 
shown in Fig 3.17: 
 
Fig 3.17 Curve fitting of EIS plots (a) Lithium NCM (b) Lead Acid 
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3.6  SUMMARY 
This Chapter discusses the Electrochemical Impedance Spectroscopy (EIS) technique. 
Firstly, EIS methodology: Kramers–Kronig relation and the optimum perturbation amplitude 
for batteries is discussed. Subsequently, EIS data representation on a Nyquist plot or Bode plot 
and equivalent circuit elements (resistor, capacitor and inductor) is studied in detail. Impedance 
study on the lead acid and lithium NCM batteries are also carried out; and the simplification of 
their equivalent circuit and their response to different operational conditions is explored. 
Lastly, EIS implementation on software is discussed, with focus on: frequency selection, 
sampling rate, filter and windowing and EIS plot curve fitting to an EEC. 
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4. BROADBAND EXCITATION IMPLEMENTATION 
 
Electrochemical Impedance Spectroscopy (EIS) measurements are time consuming [1]. An 
alternative to reduce the time, is the application of a broadband signal. However, an increase 
in the measurement speed results in a compromise in the impedance spectrum accuracy. An 
area in which broadband techniques have been significantly applied, is the biomedical industry 
[1] – [5]. For these applications, a high Signal to Noise Ratio (SNR) is required to make 
meaningful tissue measurements. These measurements usually involve high magnitude 
excitation signals with a large crest factor. In any application, the observation of linearity and 
time invariance is critical. Various broadband techniques that have been utilized in impedance 
spectroscopy measurements include: multisine signal, chirp excitation and pseudo-random 
binary sequence (PRBS) excitation. Each of these techniques has its own frequency and time 
properties, thus, the Crest factor is a metric used to compare these techniques. The Crest Factor 
(CF) of an excitation 𝑢[𝑛] is the ratio of its peak value 𝑙𝑚𝑎𝑥  to its root mean square value 
𝑙𝑟𝑚𝑠  [1].  










   (4 – 1) 
CF estimates how much amplitude the signal will consume to inject a certain power level 
into the system. CF implies the signals compactness. The lower the CF, the more energy is 
transferred to the system, resulting in a better signal-to-noise ratio. The CF ranges from 1 – the 
ideal to infinity – the worst possible case. The reduction of CF will permit a larger energy to 
be injected into the system. It will also ensure that the system is operating in the linear region 
– since excitation signals with high CF are likely to disturb the system outside the EIS 
measurement band; hence increasing the likelihood that the system will deviate from its (quasi) 
linear region.  
Fig 4.1 describes the procedure for broadband impedance spectroscopy measurement in 
this study. It can be observed that, the most important consideration in processing a broadband 
signal, is determining whether it is a periodic or non-periodic signal. Fast Fourier Transform 
(FFT) is the technique applied in processing periodic signals, whereas the Short Time Fourier 
Transform (STFT): a time-window frequency analysis tool, is the technique applied in 




Fig 4.1 Flowchart for carrying out broadband excitation measurement. 
 
4.1 MULTISINE EXCITATION  
The multisine signal is composed of the integral of N frequencies – with each one having 
its own amplitude and phase. In a real-valued multisine, the expression in the time-domain is 
a Fourier series of order N 
𝑢(𝑡) =  ∑ 𝑎𝑛 cos(2𝜋𝑓𝑛𝑡 + 𝜑𝑛)
𝑁−1
𝑛=0     (4 – 2) 
In (4 – 2), N is the number of selected excitation frequencies in the signal, 𝑎𝑛 is the 
amplitude matrix, 𝑓𝑛 is the excited frequencies and 𝜑𝑛 is the phase matrix. Fig 4.2 shows the 
unoptimized multisine signal for both the lithium NCM and lead acid batteries. More so, the 
frequency spectrum of a multisine signal is flat and its excitation energy is distributed evenly 





Fig 4.2 Unoptimized multisine signals for (a) lithium NCM battery –  CF = 4.39 (b) lead acid battery 
– CF = 4.12 
 
Fig 4.3 Frequency spectrum of the multisine signal  
In an unoptimized signal, the amplitudes of all excitation frequencies are constant, and the 
excitation frequencies and phases are randomly selected over the user-bandwidth of interest. It 
is evident from Fig 4.2, that the unoptimized (traditional) multisine signal possesses a large 
crest factor (CF) or peak to peak magnitude. Also evident is the fact that the CF for the 
multisine excitation of a lithium NCM is greater than that of the lead acid. This can be attributed 
to the associated time constants of both batteries. Because of the higher time constant of a 
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lithium NCM battery compared to the lead acid battery, a greater number of excitation 
frequencies are typically required for appropriate system characterization. This increasing 
number of excitation frequencies associated with the battery’s time constant, ultimately 
increases the CF as will be discussed in Chapter 4.1.2. 
The CF of a multisine can be reduced by amplitude, frequency and phase optimization. The 
𝑟𝑚𝑠 of the multisine is independent of the phases (𝜑) but is dependent on the amplitude (𝑎𝑛 ) 
and number of signals considered. However, the maximal peak can be considerably 
compressed based on the choice of the phase vectors of the selected frequency, which results 
in the minimization of the Crest Factor [1] – [6]. In this study, the frequency, magnitude and 
phase of the multisine signal is optimized as will be discussed in the proceeding section.  
4.1.1 Frequency Optimization 
The frequency is distributed to maximize the resolution of the measured impedance and 
minimize signal time. An evenly spaced frequency distribution with a small number of excited 
frequencies will yield the same information as that with logarithmic spacing but with less 
accuracy [1]. The disadvantage of an evenly spaced frequency distribution however, is the need 
for high number of excitation frequencies in the EIS frequency range. More so, evenly spaced 
frequency distribution results in the appearance of harmonics at the fundamental frequencies. 
To avoid the presence of harmonic frequencies that results from even nonlinearities, a log-odd 
frequency distribution is applied as [1] and shown in (4 – 3). Fig 4.4 shows the CF reduction 
following frequency optimization; 𝑓n represents the injected frequency and 𝑓𝑜 represents the 
initial frequency. 
𝑓n = (𝑓𝑜  × 2





Fig 4.4 Frequency optimized multisine (a) lithium NCM – C.F = 3.43 (b) lead acid – C.F = 3.29 
4.1.2 Amplitude Optimization 
The addition of sine waves ultimately increases the excitation signal amplitude. For the 
assumption of linearity, it is pertinent for the overall signal amplitude to be kept low. The 
magnitude is optimized to determine the appropriate amplitudes of the harmonic spectrum to 
maximize signal energy at the frequencies of interest.  
 
Fig 4.5 EIS (bode) plot at 50% SoC and room temperature for lithium NCM (a) and lead acid (b) 
From the Bode plot of both batteries in Fig 4.5, it can be observed that the impedance 
decreases with increasing frequency. This insight is utilized in optimizing the BIS signals. 
Consequently, the excitation amplitude is varied against frequency – as an inverse of the Bode 




Fig 4.6 Excitation amplitude against user frequencies of interest for lithium NCM (a) & lead acid (b) 
Magnitude optimization makes it possible to control the signal power to obtain optimal 
results, which is not possible with the flat magnitude spectrum [5]. It also proportionately scales 
the excitation amplitude against frequencies in the broadband signal; thus, overcoming the 
noise effects during response measurements of lower systems [1]. Fig 4.7 shows the CF 
reduction following magnitude optimization. 
 
 
Fig 4.7 Amplitude and frequency optimized multisine (a) lithium NCM – C.F = 3.16 (b) lead acid – 
C.F = 3.04 
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4.1.3 Phase Optimization 
The phase optimization minimizes the overall signal amplitude period in the time domain, 
to maintain the same power level of the excitation frequencies. Simply varying the phase 
difference from 0 to 360 degrees (0 −  2𝜋) between the consecutively adjacent frequency 
results in a low CF. However, a more appropriate relationship was propounded by Schroeder 
in [1] – where it was assumed the number of excited frequencies at the user selected power 
spectrum is large and concentrated in a bandwidth: small, in comparison to the center 
frequency. The Schroeder equation is shown in (4 – 4). Newman later proposed (4 – 5): 








      𝑚 =  1, . . . , 𝑀 –  1, 𝜙𝑛 ∊  [– 𝜋, 𝜋] (4 – 4) 
𝜙𝑛 =  
𝜋𝑛2 
𝑁
,     𝑛 =  0: 𝑁 –  1    (4 – 5) 
In the Newman phases [1], it is only the number – 𝑁 of the excitation frequencies in the 
multisine that is required for optimization. On the contrary, for the Schroeder phases, the 
amplitude is considered, resulting in better results for the non-constant multisine amplitudes 
case. The phases associated with Schroeder’s method gives only a reasonable result for a flat 
and wideband user-defined spectrum, but under different conditions, has an undesirable result 
[1]. The Newman’s phase was therefore applied in this study. Fig 4.8 shows the CF reduction 






Fig 4.8 Phase, amplitude and frequency optimized multisine (a) lithium NCM – C.F = 2.86 (b) lead 
acid – C.F =2.79 
4.1.4 Multisine implementation 
In this study, the multisine perturbation is generated in software using the Multitone 
Generator Virtual Instrument block of the NI LabVIEW software [4]. The three main 
parameters used to design the multisine signal in the LabVIEW software are: tone amplitudes, 
tone frequencies and tone phases. All three parameters constitute an array, where all elements 
in the array represents a single amplitude, frequency and phase. The size of each array of the 
parameters must also be in tandem with one another.  
Following optimization of the multisine, it took the multisine signal 10 seconds to complete 
EIS measurement for the lead acid battery and 50 seconds for the lithium NCM battery, mainly 
attributed to the lowest frequency component associated with each battery. Fig 4.9 shows the 
effect of multisine signal optimization on the Nyquist plot for both batteries. It can be observed 
that multisine signal optimization significantly improves the quality of the impedance 
(Nyquist) plot shape. Also evident from the internal chemistry point of view, is the fact that, 
the lead acid battery is more sensitive to the effect of multisine signal optimization. This could 
be because the lead acid battery has a lower chemical stability/rapid pulse capability compared 




Fig 4.9 Effect of multisine signal optimization on EIS plot for lithium NCM (a) and lead acid (b) 
4.2  CHIRP BROADBAND EXCITATION 
The chirp signal is a sine sweep excitation, which can be simply generated from either a 
direct digital synthesizer or a field programmable gate array. Based on the type of frequency 
variation, a chirp signal’s frequency can increase continuously (up-chirp) or decrease 
continuously (down-chirp) with time [8]. The chirp time domain function is expressed in (4 – 
6) and the chirp rate in (4 – 7): 
𝑐(𝑡)  =  𝐴 𝑠𝑖𝑛 (2𝜋𝑓(𝑡) 𝑡)             (4 – 6) 
𝑓(𝑡) =  𝑓𝑚𝑖𝑛 + (
𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛
2𝑇
) 𝑡          (4 – 7) 
In (4 – 6) and (4 – 7), 𝐴 is the amplitude, 𝑡 is the simulation time, 𝑓𝑚𝑖𝑛 is the initial 
frequency and 𝑇 is the target time. The advantage of the chirp signal is that it can be generated 
in a very short time and has a large bandwidth. Fig 4.10 is the time domain chirp-signal 
excitation generated from the LabVIEW software. 
 




Fig 4.11 Frequency spectrum of the chirp signal 
Typically, the user doesn’t have control over the frequency points or period within the chirp 
signal. From Fig 4.11 it can be observed that the signal energy is concentrated only at the high 
frequency. Therefore, the drawback of the chirp signal is that the low frequency impedance 
data is scattered due to poor signal-to-noise ratio at these frequencies. More so, the chirp signal 
function is different from the multisine function because it is a time-varying frequency (non-
stationary signal). The Short-time Fourier transform (STFT) or Short-term Fourier transform – 
a time-frequency transformation based on Fourier Transforms [2], is required to maximize the 
information in the chirp signal.  
4.2.1  Short-time Fourier Transform (STFT) 
The STFT uses the Discrete Fourier Transform (DFT) to analyse the properties of a time-
varying frequency signal. In a time-varying frequency signal, time analysis obfuscates 
frequency and frequency analysis obfuscates time. In practice, the STFT is computed by 
dividing a longer time signal into several time windows of equal length that usually overlap 
each other to decrease the artefacts at the boundary. The Fourier Transform is then applied 
separately on each window as described in Fig 4.12. 
 
Fig 4.12 Procedure for the Short-time Fourier Transformation of a non-stationary signal [2] 
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The STFT of a signal is expressed as (4 – 8): 




𝑛=0    (4 – 8) 
From (4 – 8), 𝑚 is the starting point for the localized Discrete-time Fourier Transform 
(DFT), 𝑘 is the index of the DFT at that point and [𝑚 + 𝑛] is the signal samples. From (4 – 8), 
it can be observed that the values of the STFT coefficient for 𝑚 and 𝑘 are given by the sum 
from 0 to 𝐿 − 1. From Fig 4.13, it can also be observed that the window 𝐿 is moved through 
the time-domain signal, while the DFT is taken before the 𝑚 point is moved again [2]. 
 
Fig 4.13 Time window analysis of time domain chirp signal [2] 
Since the STFT analysis is a complex function, a 3-Dimensional graph is required to display 
it. A spectrogram is used to represent STFT results. The spectrogram is a technique used for 
displaying non-stationary signals on a single plot. The magnitude of the Fourier Transform is 
colour coded, with dark lines for small values and whitish lines for large values. A logarithm 
is then applied to the magnitude to compress its range of values. This is mathematically 
expressed in (4 – 9): 
10𝑙𝑜𝑔10(| 𝑋 [𝑚;  𝑘] |)    (4 – 9) 
In (4 – 9), 𝑚 and 𝑘 retain their definitions in (4 – 8). Lastly, spectral slices are applied one 
after the other to obtain an image-like display of the time-varying frequency signal.  
4.2.2  Resolution Optimization 
The major drawback of STFT is the time-frequency trade-off. In STFT, the sampling 
frequency, also known as the system clock is expressed as 𝐹𝑠 = (
1
𝑇𝑠




) Hz, frequency resolution is (
𝐹𝑠
𝐿
) Hz, width of time slice is (𝐿 × 𝑇𝑠) seconds 
and time resolution is (𝛥𝑡 =  𝐿) seconds. From these expressions, it can be observed that the 
width of the window (𝐿) of the signal determines whether the spectrogram will have a good 
time or frequency resolution. A long window results in a narrow band spectrogram, more DFT 
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points, less precision in time, thus, a better frequency resolution. A short window results in a 
wide band spectrogram, many time slices, thus, a better time resolution [2]. 
Fig 4.14 and Fig 4.15 depicts the time and frequency resolution compromise for a lithium 
NCM and lead acid battery respectively. It was empirically observed that a better frequency 
resolution suited EIS applications because EIS requires a high frequency resolution for both 
perturbation and response signal for accurate impedance computation. Moreover, the chirp 
signal generated from the function generator software tool, constitutes a uniformly increasing 
time-varying frequency signal over the spectrum. In this regard, for both batteries, the window 
length for the time-optimized spectrogram is 128 (narrow), whereas, the window length for the 
frequency-optimized spectrogram is 512 (wide). The selected window was a wide Hanning 
window, resulting in a good frequency resolution. Lastly, the spectrogram was analyzed to be 
in tandem with the EIS measurement bandwidth of both batteries. 
  
Fig 4.14 Comparison of STFT resolution for lithium NCM battery: wide window (a) - better frequency 
resolution and narrow window (b) - better time resolution. 
  
Fig 4.15 Comparison of STFT resolution for lead acid battery: wide window (a) - better frequency 
resolution and narrow window (b) - better time resolution. 
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4.2.3 Chirp Implementation 
Unlike multisine, chirp signals are easily generated and possess the same perturbation 
amplitude which results in a low CF (usually about 1.45) [8]. The chirp perturbation is 
generated in software using the Chirp Pattern Virtual Instrument block of the NI LabVIEW 
software [4]. The three main parameters used to design the chirp signal in the LabVIEW 
software are: amplitude of the chirp pattern, the start and stop frequency.  
The chirp signal is a large bandwidth and short duration signal. It can be generated in an 
infinitesimal time – as low as one-tenth the time of the lowest frequency. Fig 4.16 shows the 
chirp signal generated in one, one-half and one-third the lowest frequency of the impedance 
spectrum of the lithium NCM and lead acid batteries. It can be observed that, although, the 
chirp signal can be generated in an infinitesimal time, its duration must be long enough to 
maximize the signal energy and thus SNR. From the results in Fig 4.16, after the one-half 
period chirp signal, the quality of the Nyquist plot becomes poor.  
 
Fig 4.16 Effect of chirp signal period on EIS plot for lithium NCM (a) and lead acid (b) 
Consequently, in this study, the chirp signal was designed to be generated in one-half the 
period of the impedance spectrum of both batteries. This corresponds to 25 seconds for the 
lithium NCM battery and 5 seconds for the lead acid battery. The real-time impedance plot 
obtained from this large bandwidth and short-time excitation is presented in Appendix E. Just 
like the impedance results of the multisine excitation, it is evident that the lead acid battery 
performs poorly to low SNR chirp excitation signals, compared to the lithium NCM battery. 
4.3  PSEUDO-RANDOM BINARY SEQUENCE 
The Pseudo-Random Binary Sequence (PRBS) signal, sometimes known as a deterministic 
random bit generator (DRBG) is a binary periodic signal that possesses white-noise-like 
properties; which makes it suitable as an excitation signal for system identification [6], [10]. 
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PRBS are generated digitally, are able to characterize linear systems within a range of 
frequencies and can be generated through linear feedback shift registers (LFSR) or a 
combination of XOR Logical Operator and Unit Delay as shown in Fig 4.17 [3], [10]. The 
time-domain PRBS is shown in Fig 4.18. 
 
Fig 4.17 8-bit PRBS generator 
 
Fig 4.18 Time-domain PRBS signal generated from LabVIEW 
The pseudorandom binary sequences’ crest factor varies as a function of the spectral bands 
decrease towards 1, whereas the band increases toward infinity [3]. 
𝐶𝐹 ( 𝑢(𝑡)
Ω ∞
)  1    (4 – 10) 
In (4 – 10), 𝑢(𝑡) is any binary periodic signal. This implies that the PRBS’s power is not 
all concentrated at the impedance frequency band of interest; hence, for a flat spectrum, only a 
minor portion of the energy is utilized. The Fourier transform of the associating frequency 
response of the time-domain PRBS in Fig 4.18, can be utilized to determine the usable range 
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of frequencies. The usable range of frequencies is defined by the half-power bandwidth – 3𝑑𝐵 
as shown in Fig 4.19. 
 
Fig 4.19 Power spectrum of a PRBS highlighting usable frequency band. 
The parameters that determine the usable frequency range of a PRBS are the number of 
states 𝑁 and the clock pulse frequency 𝑓𝑐. The minimum and maximum frequency are 
expressed as (4 – 11). A PRBS signal’s information is embedded in some certain points of the 
frequency band, termed “frequency step.” The frequency step corresponds to the magnitude of 
the minimum frequency and is expressed as (4 – 12) and (4 – 13). 
𝑓𝑚𝑖𝑛 =  
𝑓𝑐 
𝑁
 and 𝑓𝑚𝑎𝑥  =  
𝑓𝑐 
3
    (4 – 11) 
𝑓𝑠𝑡𝑒𝑝 =  𝑓𝑚𝑖𝑛     (4 – 12) 
𝑓𝑚𝑖𝑛 : 𝑓𝑠𝑡𝑒𝑝 : 𝑓𝑚𝑎𝑥    (4 – 13) 
4.3.1 Selection of PRBS length 
An increase in bit-length results in an increase in the number of states, usable bandwidth 
and test time [10]. Therefore, for the design of a PRBS signal, the following parameters must 
be considered: 
i. Frequency of interest. 
ii. Usable bandwidth  
iii. Test time  
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For a PRBS with 𝑛 − 𝑏𝑖𝑡 (polynomial – order of shift register), the number of possible 
states 𝑁 is mathematically expressed as (4 – 14). The order n, alongside the delay time interval 
𝑇𝑐 defines the length of the maximum period 𝑇𝑚𝑎𝑥 of the PRBS as (4 – 15). The power spectrum 
of a periodic PRBS signal with a delay time interval 𝑇𝑐 is expressed as (4 – 16). 
𝑁 =  2𝑛 − 1     (4 – 14) 
    𝑇𝑚𝑎𝑥 = (2
𝑛 − 1) × 𝑇𝑐 = N × 𝑇𝑐   (4 – 15) 














   (4 – 16) 
Fig 4.20 shows the compromise in the design of the PRBS signal. As the bit length 
increases, the bandwidth and test time exponentially increases. It is thus recommended for the 
chosen bit length to fall at the flattest region of the plot [3].  
 
Fig 4.20 An 8-bit PRBS generator (Adapted from [3]) 
4.3.2 PRBS Design and Optimization 
From impedance study on both batteries (see Chapter 3.4), it can be observed that the 
critical frequency range that covers the key kinetic features of the lead acid and lithium NCM 
batteries are (6𝑘𝐻𝑧 –  100𝑚𝐻𝑧) and (2𝑘𝐻𝑧 –  20𝑚𝐻𝑧) respectively. Since both frequency 
ranges span four decades, the PRBS (excitation signal) for both batteries were designed with 
two excitations of different clock frequencies, such that the kinetic features are covered.  The 
PRBS was designed to ensure a balance between robustness and speed (see Table 4.1). For 
both batteries, the design that consituted the lowest time was selected for broadband impedance 
spectroscopy measurements. Fig 4.21 and 4.22 shows the time-domain PRBS excitation for the 
lithium NCM and lead acid batteries respectively at Design C (i.e. the selected design instance).  
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Table 4.1 Design instances for PRBS length selection. 
Design Instances  PRBS Parameters Lithium NCM  Lead Acid 
Design A 





Clock Frequency (Hz) 1.26, 6000 3.1, 18000 
PRBS Bits - n 6, 12 5, 14 
Testing Time (sec) 50, 0.68 10, 0.91 
Total Testing Time (sec) 50.68 10.91 
Design B 





Clock Frequency (Hz) 0.3, 6000 6.3, 18000 
PRBS Bits - n 4, 14 6, 12 
Testing Time (sec) 50, 2.7 10, 0.23 
Total Testing Time (sec) 52.7 10.23 
Design C 





Clock Frequency (Hz) 10.22, 6000 25.5, 18000 
PRBS Bits - n 9, 10 8, 10 
Testing Time (sec) 50, 0.17 10, 0.056 




Fig 4.21 Time-domain PRBS signal for lithium NCM at frequency bands – 0.02:0.02:3.4, C.F = 1.77 




Fig 4.22 Time-domain PRBS signal for lead acid at frequency bands –0.1:0.1:8.5, C.F = 1.63 (a) and 
17.6:17.6:6000, C.F = 1.57 (b) 
4.3.3 PRBS Implementation 
The PRBS signal is periodic because it repeats every 𝑁 states. The PRBS signal was 
generated via the Maximum Length Sequence Virtual Instrument tool of the NI LabVIEW 
software by controlling the current (excitation signal) and observing the associated voltage 
(response signal). The (3) main parameters used to design the PRBS signal in the LabVIEW 
software are: samples, polynomial order and seed [4]. The samples specify the sample number 
contained in the PRBS sequence. From the PRBS design instances, for a case where 𝑛 is 10, 
the possible states or sample number 𝑁 is 1023. The polynomial order specifies the modulo-2 
primitive polynomial order utilized to generate the PRBS sequence. The PRBS sequence is not 
random because it is determined by an initial value, called seed. The seed determines how the 
internal seed state will be generated. The PRBS starts from an arbitrary initial state via a seed 
state. It also always results in the same sequence if initialized with that state. 
For the generation of the PRBS in the LabVIEW software – the samples for the lithium 
NCM battery were 511 and 1023, while clock (sampling) frequency was 10.22Hz and 6kHz 
respectively. On the other hand, for the lead acid battery, the samples were 255 and 1023, while 
clock (sampling) frequency was 25.5Hz and 18kHz respectively. In the multisine and chirp 
signal’s generation/acquisition, the NI-DAQ ADC’s (signal acquisition) and DAC’s (signal 
generator) samples and sampling frequency were always equal. In Fig 4.23, albeit the period to 
complete EIS measurement remains unchanged for both optimized and unoptimized signal; it 
is apparent that there is an improvement in the quality (when benchmarked against the FRA) 
of the Nyquist plot when the PRBS is optimized (i.e. ensuring that the ADC’s samples and 
70 
 
sampling frequency are multiplied by an integer-factor compared to the DAC’s samples and 
sampling frequency).  
  
Fig 4.23 Effect of PRBS signal sampling selection on EIS plot for lithium NCM (a) and lead acid (b) 
In this study, the ADC’s samples and clock frequency were multiplied to the capability of 
the National Instruments – Digital Acquisition’s (NI-DAQ’s) maximum sampling capability – 
2MS/s. For the lithium NCM battery, the multiplying factor at low frequency was 180,000 (i.e.  
samples = 91,980,000 and sampling frequency = 1,839,600). At high frequency the multiplying 
factor was 300 (i.e. samples = 306,900 and sampling frequency = 1,800,000). On the other 
hand, for the lead acid battery, the multiplying factor at low frequencies was 72,000 (i.e.  
samples = 18,360,000 and sampling frequency = 1,836,000). At high frequency the multiplying 
factor was 100 (i.e.  samples = 102,300 and sampling frequency = 1,800,000). 
 In this study, it took the PRBS 50.17 ≈ 50 seconds to complete EIS measurement for the 
lithium NCM battery and 10.056 ≈ 10 seconds for the lead acid battery. From the real-time EIS 
results (see Appendix E), it is apparent that at the optimal (selected) samples and clock 
frequency, the lead acid battery performs poorly compared to the lithium NCM parameters, just 
like the case of multisine and chirp signals. This can also be correlated to the distinction in their 
chemical stability [9]. 
4.4  SUMMARY 
This Chapter studies the time and frequency properties of broadband impedance 
spectroscopy signals for rapid condition monitoring of lithium NCM and lead acid batteries. 
The broadband impedance spectroscopy signals are also optimized for both batteries as per 
their time-constant. Their implementation on the LabVIEW software is also discussed. Lastly, 
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the results are displayed and discussed for both optimized and unoptimized signals of both 
batteries. An interesting deduction from this Chapter is the differences in the sensitivity of both 
battery chemistries to broadband (rapid) signals. While the lithium NCM batteries have a high 
chemical stability and can absorb high pulses of rapid signals; the lead acid battery has a low 
chemical stability and evolves into the diffusion mode faster in response to rapid signals [9]. 
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5. ONLINE CONDITION MONITORING SYSTEM 
IMPLEMENTATION 
 
Online condition monitoring of a battery implies that fault diagnosis can be undertaken 
whilst the battery is operating in real-time – without disconnecting the battery from the system. 
Besides, in real-life applications, a converter is used to interface the source with the load. The 
main advantage of utilizing the converter to carry out Electrochemical Impedance 
Spectroscopy (EIS) measurement on the battery; is the elimination of any disturbances in the 
system that would have occurred by interrupting the system in operation or applying an external 
AC signal from a signal generator. In literature, online condition monitoring through EIS was 
implemented via linear amplifier injection or through the power converter that interfaces the 
load and the battery. This Chapter briefly discusses existing online condition monitoring 
systems. More so, it discusses the design and implementation of the online condition 
monitoring system applied for this research. 
5.1  EXISTING ONLINE CONDITION MONITORING SYSTEMS 
EIS measurements can be carried out when the system is in operation. In [1], EIS was 
performed on lithium ion, nickel–metal-hydride and lead acid batteries through the control of 
a DC–DC boost/buck converter and duty-cycle perturbation. The proposed technique in [1] can 
be performed periodically or continuously without the interruption in operation of the system. 
It involves the application of a duty-cycle sinusoidal perturbation, resulting in sinusoidal 
variations of the battery current and voltage around the steady-state DC point. In [2], a custom 
designed switch mode amplifier that produces perturbation current for EIS measurement was 
incorporated into a battery charger system for online condition monitoring. [2] also analysed 
the influence of the DC-link voltage and the switching frequency on the Total Harmonic 
Distortion (THD). In [3], a boost/buck topology was applied to perform EIS alongside control 
of the DC bus over a pre-selected range. When EIS measurements are undertaken, the DC bus 
control is suspended. Once the value of the DC bus deviates from the pre-selected range, 
voltage control is instantly reinstated. In this study, the DC operating point where EIS 
measurement is taken, is attained by firstly disabling the automatic DC bus control. Fig 5.1 




Fig 5.1 Principle of applying EIS through a power converter [3]. 
In [4], a switched-inductor ladder topology was designed and implemented on a PCB to 
perform EIS for state-of-health investigation on two series connected Panasonic 18650 cells. 
The converter had a high efficiency alongside an embedded control system that provided both 
real-time diagnostic and active balancing capability through EIS. In addition, the control 
mechanism for EIS measurement was the Proportional-Integral (PI). The PI controller was used 
to enforce sinusoidal reference signals from a direct digital synthesizer, to ensure that the power 
converter can inject perturbation signals on the cell and extract impedance information.  
 
Fig 5.2 Schematic of online EIS achieved through single perturbation cycle  
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In [5], real-time impedance spectroscopy measurement was achieved through single 
perturbation cycle with closed loop control of the power converter (see Fig 5.2). This technique 
obtains the EIS for a range of frequencies by utilizing only the information embedded in a 
single perturbation cycle. The power converter closed-loop control, controls the system to 
generate an output voltage step function at a given frequency, while the response is monitored. 
An EIS plot is obtained from the impedance results of the fundamental frequency harmonics – 
frequencies above or equal to the perturbation frequency. 
 
[6] and [7] utilized a converter for online condition monitoring of a Proton Exchange 
Membrane Fuel Cell (PEMFC). In [6], a DC-DC converter, a fuel cell voltage-monitor and an 
embedded diagnostic algorithm was utilized for online condition monitoring of a PEMFC 
system. The perturbation signal was a Pseudo-Random Binary Sequence (PRBS) signal, which 
enabled rapid and advanced condition monitoring. In [7], two (2) parallel boost DC/DC 
converters are utilized for online impedance measurement of the PEMFC stack. The converter 
was utilized to generate current waveform perturbations (EIS signal) and control the DC bus 
voltage. The voltage monitor provided a platform for an embedded condition monitoring 
system. The control strategy was a PI. The condition monitoring set-up is shown in Fig 5.3 [7]. 
 
Fig 5.3 Schematic of connection between the DC–DC converter and FCVM for online condition 
monitoring 
In [8], an intelligent charger with impedance spectroscopy measurement capability was 
proposed. This was achieved by controlling the charger to generate a frequency swept 
perturbation at the terminals of the battery. This was employed for investigation of the 
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degradation of a lead acid battery. The perturbation and response signals were measured 
through a digital lock-in amplifier embedded in the signal processor to compute its impedance. 
 
Despite the online capabilities of [1] – [8], the single sine EIS and broadband signals that 
were utilized are limited by the lowest frequency of the perturbation signal. Therefore, this 
study aims to further reduce measurement time of impedance spectroscopy measurements for 
online condition monitoring purposes on batteries, as will be shown in Chapter 7 – results and 
discussions.  
5.2  ONLINE CONDITION MONITORING TOPOLOGY  
DC-DC converters – a member of the family of power converters have been extensively 
utilized in DC motor drive applications and switch-mode AC power supplies. Typically, the 
input to the converters are unregulated DC voltages, resulting from recitification of the 
continously line-voltage changing magnitude [9] or from batteries/fuel cells. The output of the 
converter is a controlled DC output at a voltage level desired by the user.  
 
Fig 5.4 A typical DC-DC converter system 
Some of the DC-DC converters commonly used includes: buck, boost and buck-boost. 
Moreover, the selection of a power converter for online condition monitoring is dependent on 
the application. Buck converters are suitable for batteries, compared to the boost converters, 
because they are simple to design and are efficient for several voltage ranges of the battery [9],  
[12]. However, in some cases, when the battery drops below a certain voltage; the converter 
stops functioning, resulting in a waste of the unused capacity. Thus, a buck-boost converter is 
used in this study. The buck-boost converter has the ability to step-down or step-up the input 
voltage depending on the duty cycle set by the user.  
 
As earlier asserted, this study aims to characterize (monitor) a battery whilst operating 
online. As also earlier discussed, an online condition monitoring system implies that the power 
converter that typically interfaces the battery and load is used for condition monitoring 
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purposes. Therefore in this study, a robust online condition monitoring system as shown in Fig 
5.5 is proposed to undertake EIS measurement on both the lithium NCM and lead acid batteries. 
To achieve this, a power converter capable of interfacing the battery and electronic load is 
firstly designed (see POWER CONVERTER in Fig 5.5). The power converter invariably 
requires a control mechanism to carry out condition monitoring, while maintaining its primary 
function of varying the output voltage as per the associated duty cycle. Since a converter is 
inherently dynamic – because of the non-linear time-varying nature of the PWM and switching 
processes, a model that is time invariant and quasi-linear is needed to be derived. In this regard, 
a good model representation of the converter is determined in this study by state space 
averaging and small-signal analysis.   
 
The state space averaging technique is firstly utilized to eliminate the time variance in the 
power stage; however, this induces certain nonlinearities to the power stage average model. 
Therefore, linearization of the operating point of the power stage is realized using a small-
signal model. This ultimately results in a linear time-invariant small-signal model, which is 
converted into the frequency-domain, to provide the power stage dynamic’s transfer function. 
Following modelling of the converter, the open-loop control system is realized. The open-loop 
system depicts the transfer function of the inductor current and duty cycle; and the capacitor 
voltage and the duty cycle. Nonetheless, the open-loop system has no information of the system 
output, which is critical in battery application due to its varying voltage.  
 
A robust closed loop control system is consequently applied to control the DC bus voltage 
(as typically required in a converter) and perform EIS measurement through duty cycle 
perturbation. Moreover, the parameters (gain) of the control is tuned in such a way that it 
satisfies the control criterion for both the lithium NCM and lead acid batteries. This control 
switches sequentially, commencing from the DC bus voltage control and then the EIS 
measurement (current control) (see CONTROL SYSTEM in Fig 5.5). 
 
Following the derivation of the time-domain AC current and voltage, the signal is passed 
through a low pass-filter, so that the switching frequency components of the PWM is eliminated 
from the signal. The signal is then converted to the frequency domain using Fourier Transform. 
The frequency domain impedance information is subsequently determined (see SIGNAL 
PROCESSING in Fig 5.5) using the Ohm’s law relationship as earlier discussed in Chapter 3. 
The equivalent electric circuit parameters are extracted from the impedance information using 
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the Complex Non-linear Least Squares (CNLS) as already discussed in Chapter 3.5.3. The 
equivalent electric circuit parameters are then used to characterize the batteries whilst online.  
 
Fig 5.5 Schematic of online condition monitoring system 
The proceeding sections describe in detail, the components and methodology of the 
proposed online condition monitoring system applied to both the lithium NCM and lead acid 
batteries. 
5.3  POWER CONVERTER DESIGN AND OPERATION 
In this study, the buck-boost converter is used to perform impedance spectroscopy 
measurement alongside the regulation of the output voltage. The chosen converter topology 
was also applied in  [3], [7] to perform EIS measurements. The buck-boost converter utilizes 
switches (MOSFET) to transform the battery input from one level to the other. The output 
voltage average value is controlled by ON and OFF switch durations (𝑡𝑜𝑛 and 𝑡𝑜𝑓𝑓) over a 
constant frequency or constant period 𝑇 =  (𝑡𝑜𝑛  +  𝑡𝑜𝑓𝑓). This switching method is called 
Pulse-Width Modulation.  The buck-boost converter results from a cascaded connection of a 
buck and boost converter and is utilized in applications where the step-down and step-up 
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converter capabilities are required. Moreover, it requires only a single switch, with an inverted 
output to perform this operation. The conversion ratio of the output to the input voltage in 
steady state is the product of the conversion ratio of both cascaded converters. If both switches 
in the two different converters have the same duty cyle, then (5 – 1) applies: 
𝑣𝑜(𝑡)
𝑉𝑏𝑎𝑡𝑡(𝑡)
=  𝐷 
1
1−𝐷
    (5 – 1) 
In (5 – 1) , the Duty Cycle 𝐷 is the ratio of the ON time to the period. Depending on 𝐷, the 
output voltage can either be lower or higher than the input voltage. The schematic of the buck-
boost converter used for online condition monitoring in this study is shown in Fig 5.6.  
 
Fig 5.6 Buck-boost converter 
In Fig 5.6, a large capacitor is used for filtering the ouput signal resulting in a constant 
output voltage – 𝑣𝑜(𝑡) ≈ 𝑉𝑜. Fig 5.6 is analyzed at both the ON and OFF state using Kirchhoff’s 
Voltage and Current Law (KVL and KCL). The power converter is assumed to be in steady 
state, the switches are assumed to be ideal and the inductive and capacitive elements losses are 
ignored. The state variables of the circuit (inductor voltage, 𝑣𝐿  and capacitor current, 𝑖𝑐)  are 
expressed mathematically as (5 – 2) and (5 – 3).  
𝑣𝐿(𝑡) = L 
𝑑𝐼𝐿(𝑡)
𝑑𝑡
    (5 – 2) 
𝑖𝑐(𝑡) = C 
𝑑𝑉𝑐(𝑡)
𝑑𝑡
    (5 – 3) 
 
 
When the switch is closed (ON state), as in Fig 5.7, the source provides energy to the 




Fig 5.7 When buck-boost converter switch is closed (ON state): 
𝑉𝑏𝑎𝑡𝑡(𝑡) =  𝑣𝐿(𝑡)              (5 – 4) 
0 =  𝑖𝑐(𝑡)  + 
𝑣𝑐(𝑡)
𝑅𝑙𝑜𝑎𝑑
            (5 – 5) 
𝑣𝑜 = 𝑉𝑏𝑎𝑡𝑡(𝑡) = 𝐿
𝑑𝑖𝐿(𝑡)
𝑑𝑡















           (5 – 8)
 (Δ𝑖𝐿−𝑐𝑙𝑜𝑠𝑒𝑑(𝑡)) = 
𝑉𝑏𝑎𝑡𝑡(𝑡)𝐷𝑇
𝐿
          (5 – 9) 
 
When the switched is opened (OFF state), as Fig 5.8, the diode is forward biased and the 
energy stored in the inductor is supplied to the output, since there is no supply from the source. 
 
Fig 5.8 When buck-boost converter switch is opened (OFF state): 
𝑣𝑐(𝑡) = – 𝑣𝐿(𝑡)      (5 – 10) 
    𝑖𝐿(𝑡) = 𝑖𝑐(𝑡) + 
𝑉𝑐(𝑡)
𝑅𝑙𝑜𝑎𝑑
     (5 – 11) 
𝑣𝐿(𝑡) = 𝑣𝑜(𝑡) = L 
𝑑𝑖𝐿(𝑡)
𝑑𝑡





















    (5 – 15) 
For steady state operation: 
(Δ𝑖𝐿−𝑐𝑙𝑜𝑠𝑒𝑑) + (Δ𝑖𝐿−𝑜𝑝𝑒𝑛𝑒𝑑) = 0   (5 – 16) 
𝑉𝑏𝑎𝑡𝑡(𝑡)𝐷𝑇
𝐿
  + 
𝑣𝑜(𝑡)(1−𝐷)𝑇
𝐿
 = 0    (5 – 17) 
𝑣𝑜(𝑡) = −𝑉𝑏𝑎𝑡𝑡(𝑡) (
𝐷
1−𝐷
)    (5 – 18) 
When D is greater than 50%, the output will be higher than the input; when D is less than 
50% the output will be lower than the input. The state variables waveform – inductor current 
and capacitor voltage for the inverted buck-boost converter are shown in Fig 5.9.  
 
 
Fig 5.9 Buck-boost converter state-variable waveforms – capacitor voltage (up) and inductor current 
(down) 
5.4  POWER STAGE MODELLING 
For high performance control of the buck-boost converter, a good model representation of 
the converter is required. Moreover, the converter’s behaviour is dynamic due to the non-linear 
time-varying nature of the PWM and switching process. In this study, a model that is time 
invariant and quasi-linear is derived. Fig 5.10 shows the process undertaken for modelling the 




Fig 5.10 Stages in the buck-boost converter modelling 
Firstly, the state space averaging technique utilizes the state space representation of the 
converter to determine the averaged equation of the small-signals of the converter’s PWM. The 
state space representation removes time variance by providing an averaged model with respect 
to the ON and OFF duration of the switching cycle. The averaged model is now time-invariant, 
but still non-linear. Consequently, a small-signal model is obtained by linearization of the 
operating point, resulting in a linear time-invariant small-signal model. Lastly, the small-signal 
time-domain model is converted into its s-domain or frequency-domain, providing the power 
stage dynamics transfer function [10] – [11].  
5.4.1 State Variable Modelling  
The state variable method is a robust tool that is utilized in analyzing and understanding 
complex systems. In this method, a collection of variables that describe the system’s internal 
behavior is specified. These variables are termed “state variables” and they can predict the 
system’s future behavior with information from the current state and input of the system. In 
other words, if these variables are known, all other parameters of the system can be determined 
[11]. In the converter design, the state variable equation is important in designing the linear 
controller [14]. The state variable model is fundamentally expressed in (5 – 19) and (5 – 20). 
𝐴, 𝐵, 𝐶 and 𝐷 are the system’s matrix, 𝑥 represents the state variable, ?̇? represents the derivative 
of the state variable, 𝑢 represents the input and 𝑦 the output. 
?̇?(𝑡)  = A𝑥(𝑡) + B𝑢(𝑡)    (5 – 19) 
𝑦(𝑡) = C𝑥(𝑡) + D𝑢(𝑡)    (5 – 20) 
The state variable expression can be derived from the inductor voltage and capacitor current 
of the ON and OFF state equations of the converter as [14]. Firstly, the state variables are 
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mapped as – 𝑖𝑐(𝑡) = 𝑥1, ?̇?1, 𝑦1; that is, input, derivative of the input and output respectively. 
The state variables are then mapped as – 𝑣𝐿(𝑡) = 𝑥2, ?̇?2, 𝑦2; that is, input, derivative of the 
input and output respectively. When the switch is closed (ON state), the state variable equations 




 𝑉𝑏𝑎𝑡𝑡(𝑡)      (5 – 21) 
?̇?2(𝑡) =  – 
𝑥2(t) 
𝑅𝑙𝑜𝑎𝑑𝐶
















] 𝑉𝑏𝑎𝑡𝑡(𝑡)   (5 – 23) 
On the other hand, when the switch is closed (OFF state), the state variable equations are 
expressed as: 
?̇?1(𝑡) = –  
𝑥2(t) 
𝐿
     (5 – 24) 
?̇?2(𝑡) =   
𝑥1(𝑡)
𝐶
  – 
𝑥2(𝑡)
𝑅𝑙𝑜𝑎𝑑𝐶




















] 𝑉𝑏𝑎𝑡𝑡(𝑡)   (5 – 26) 
 
The buck-boost converter state space average (A and B) matrix for both the ON and OFF 
states can be expressed with respect to the switching cycle 𝑑 as: 
𝐴𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =  𝐴𝑜𝑛𝑑 + 𝐴𝑜𝑓𝑓(1 − 𝑑)    (5 – 27) 

























] (5 – 28) 
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]   (5 – 30) 
 
The average matrices in (5 – 27) – (5 – 30) are substituted into the complete buck-boost 














































] 𝑉𝑏𝑎𝑡𝑡(𝑡)               (5 – 31) 
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] 𝑉𝑏𝑎𝑡𝑡(𝑡) (5 – 32) 
 
The model achieved from the state space representation in (5 – 32) albeit time-invariant, is 
still non-linear.   
5.4.2  Transfer Function Derivative   
In the state space representation, the switching ripples in the capacitor voltage and inductor 
current were eliminated by averaging over one switching period [9] – [10], [15]. The averaging 
enabled the elimination of the power stage dynamic’s time variance, however, this brought 
certain nonlinearities to the power stage average model. Hence, a transfer function of the 
converter is  derived using small signal approximation as [9] – [11]. This analysis has also been 
implemented for converter modelling in [2], [15]. When applying small signal analysis, it is 
assumed that the input of the signal is small in magnitude (operating about a small linear point) 
– quasi-linear. This claim is valid, just as in other dynamic engineering systems where only the 
crucial behaviours are modelled; whilst other insignificant phenomena are neglected. In small 
signal analysis, it is assumed that input voltage 𝑢(𝑡) and duty cycle 𝑑(𝑡) equals some quiescent 
values 𝑈(𝑡) and 𝐷(𝑡) with some superimposed small AC variations ?̃?(𝑡) and ?̃?(𝑡).  
𝑢(𝑡)  = 𝑈(𝑡) +  ?̃?(𝑡)     (5 – 33) 
𝑥(𝑡)  = 𝑋(𝑡) +  𝑥(𝑡)      (5 – 34) 
𝑑(𝑡) = 𝐷(𝑡) +  ?̃?(𝑡)      (5 – 35) 
In (5 – 33) – (5 – 35), the capitalized variables are the DC components and the variables 
with a superscript are the AC components. By inserting the DC and AC signals, (5 – 36) is 
obtained. 
𝑋(𝑡) + ?̇?(𝑡)  =  ((𝐴𝑜𝑛(𝐷(𝑡)  +  ?̃?(𝑡))  + 𝐴𝑜𝑓𝑓(1 −  𝐷(𝑡)  −  ?̃?(𝑡))) (𝑋(𝑡)  +  𝑥(𝑡))  +
 (𝐵𝑜𝑛(𝐷(𝑡)  +  ?̃?(𝑡))  +  𝐵𝑜𝑓𝑓(1 −  𝐷(𝑡)  −  ?̃?(𝑡)) (𝑈(𝑡)  +  ?̃?(𝑡))         (5 – 36) 
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Linearization of (5 – 36) is accomplished by assuming that the system is in steady state and 
that the second order terms are very small in magnitude. More so, only the DC component of 
the input vector 𝑈(𝑡) is considered, as it is assumed that the AC perturbation component is 
negligible. The equation is now simplified as (5 – 37): 
 
?̇?(𝑡) =  𝐴𝑥(𝑡)  + [(𝐴𝑜𝑛  −  𝐴𝑜𝑓𝑓) 𝑋(𝑡)  + (𝐵𝑜𝑛  −  𝐵𝑜𝑓𝑓)] 𝑈(𝑡)] ?̃?(𝑡) (5 – 37) 
 
(5 – 37) is converted to the s-domain using Laplace Transform: 
 



































































]  𝑑(𝑠)      (5 – 39) 
 
 
The small signal transfer function for the inductor current 𝐼𝐿 and capacitor voltage 𝑉𝑐 are 
expressed as (5 – 40) and (5 – 41): 
𝐺𝑉𝑐  =  
𝑣?̃?(𝑠) 
𝑑̃ (𝑠) 













           (5 – 40) 




 =  
𝑠(𝑉𝑏𝑎𝑡𝑡− 𝑉𝑐)












  (5 – 41) 
In (5 – 40) and (5 – 41), the relationship between output voltage – perturbation current and 
duty cycle is observed. 𝐺𝑉𝑐 shows the transfer function of the output voltage and the duty cycle. 
𝐺𝐼𝐿 shows the transfer function of the perturbation current for impedance spectroscopy 
measurement and the duty cycle. 
5.5  ELECTRONIC COMPONENT SELECTION 
i. Inductor selection 
Inductor selection determines the ripple current in the power converter. The larger the 
inductor size, the lower the current ripple [7]. A 144 µ𝐻 inductor was selected in this study 
based on the analysis in (5 – 42) – (5 – 48). More so, it is important that the chosen inductance 
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significantly exceeds the calculated (required) minimum value to maximize efficiency of the 
power converter and to avoid unexpected issues (resulting in a transition from continous 
conduction mode to a discontinous conduction mode) that may arise due to the wide battery 
volage input range [9].  
 
If there is no power loss in the converter during operation, then the power at the source 




 = 𝑉𝑏𝑎𝑡𝑡(𝑡)𝑖𝑠(𝑡)    (5 – 42) 




 = 𝑉𝑏𝑎𝑡𝑡(𝑡)𝑖𝐿(𝑡)𝐷   (5 – 44) 










  (5 – 45) 
Maximum and minimum inductor current are as follows: 









  (5 – 46) 









  (5 – 47) 





    (5 – 48) 




 = 22.5 µ𝐻 
For continuous operation, it is important to select an inductor value that is 25% larger than 
𝐿𝑚𝑖𝑛. Hence, the inductance must exceed: 
(22.5 µ𝐻) + (
25
100
 x 22.5 µ𝐻) = 28.2 µ𝐻 
ii. Capacitor Selection 
A large capacitor is connected across the output voltage to reduce the output voltage ripple. 
A 470 µ𝐹 capacitor was selected in this study. The justification for this selection is expressed 






)𝐷𝑇 = 𝐶𝛥𝑉𝑜    (5 – 49) 



























 = 100 µ𝐹 
iii. Semiconductor Selection 
A power semiconductor device is used as an electronic switch. There are three types of 
power semiconductor devices based on their controllability, namely: diodes, thyristors and 
controllable switches e.g. Bipolar Junction Transistor (BJT), Metal-Oxide-Semiconductor 
Field Effect Transistors (MOSFET), Gate-Turn-Off Thyristors (GTO) and Insulated Gate 
Bipolar Transistors (IGBT). For buck-boost converter design, the semiconductor must be able 
to withstand maximum current when ON and maximum voltage stress when OFF. The 
controllable switch selected for this study was a MOSFET. The MOSFET was selected because 
of its short switching time (high frequency) for low voltage operations; making it suitable for 
battery applications. The MOSFET was also used to represent a diode. This configuration is 
realized by ignoring the gate terminal and connecting the drain and source. For selection of the 
switching frequency, the following is considered: a high switching frequency reduces the 
inductor and capacitor size required, whilst a low switching frequency increases the heat sink 
requirements and the power loss in the switch. In this study, a 20kHz switching frequency was 
selected to avoid inteference from audio noise.  
iv. Zener Diode and Gate Resistor Selection  
A Zener diode is connected across the MOSFET gate and source terminal for protection 
purposes. The Zener diode decreases the MOSFETs high input impedance. Therefore, a gate 
resistor is connected to increase this value. A gate resistor is connected in series with the 
MOSFET gate to decrease ringing or oscillation which results from the parasitic inductance 
and capacitance of the MOSFET. The gate resistor also helps to limit the current spike when 
the MOSFET is turned ON. The selection of a gate resistor for a MOSFET is important because 
it reduces the gate drive current, thus, increasing the switching losses. Therefore, to attain a 
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balance between efficiency and ringing dampening, gate resistors in the order of 10R to 22R is 
preferred. In this study, a 10R resistor was selected as the gate resistor.  
5.6  IMPEDANCE SPECTROSCOPY ON POWER CONVERTER  
The switching frequency is the repetitive (sawtooth) waveform frequency and is kept 
constant. It is usually selected in the range of few kilohertz to hundred kilohertz. The duty cycle 
of the power converter is the control signal that determines the (ON or OFF) state of the switch. 
The duty cycle D is generated by comparing  the sawtooth waveform against a set point voltage. 
The setpoint voltage is the summation of the impedance spectroscopy signal and the DC duty 
cycle. The switch turns ON when the set point signal, which varies slowly in time with respect 
to the switching frequency, is greater in amplitude than the switching signal. Vice-versa occurs 
when the switch is turned off [9], [12]. A comparator as Fig 5.11 is used to achieve this PWM 
signal. The switch duty ratio can be expressed as the ratio of 𝑣𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡  and the saw tooth 
waveform peak as (5 – 52): 
𝐷 =  
𝑡𝑜𝑛
𝑇
 =  
𝑣𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡
𝑉𝑝𝑒𝑎𝑘−𝑠𝑡
      (5 – 52) 
 
Fig 5.11 Methodology for PWM generation 
5.6.1 Pulse Width Modulation (PWM) generation 
PWM signals can be generated digitally; from either a function generator (like LabVIEW 
software) or via analogue electronics. In this study, the PWM signal was generated through 
analog electronics because the EIS sine signal is used to produce a duty cycle that switches the 
MOSFET. EIS sine signal of a certain frequency is compared to a sawtooth waveform with 
frequency that equals the switching frequency of the PWM. The PWM generator design was 
adapted from [18], where the XR-8038A precision waveform generator was selected to 
generate the sawtooth. The XR-8038A generates a sawtooth waveform, with a peak to peak 
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voltage waveform, one-third the DC voltage supply. LM311 was used to compare the sawtooth 
waveform to a voltage reference – EIS sine signal. Fig 5.12 shows the configuration of the 
PWM waveform generator. 
 
Fig 5.12 PWM generator configuration 
Just as [18], the PWM waveform timing is set by the values of (𝑅1and C) – timing constant as: 
𝑓𝑆𝑊 = 20𝑘𝐻𝑧 = 
0.15
𝑅1𝐶 
 ; 𝑅1𝐶 = 7.5 × 10
−6 
750 𝑂ℎ𝑚𝑠 is selected for 𝑅1 and 10𝑛𝐹 is selected for C. The sawtooth waveform has a 
peak value of 6.5 V (at 100% duty cycle) and a trough value of 3.5 V (at 0% duty cycle).  
5.6.2 Analog Signal Filter and LEM Current Transducer Design 
(a) Analog Signal Filter 
The analog low-pass filter eliminates the 20kHz high switching frequency components of 
the PWM, inherent in both the perturbation (current) and response (voltage) signals; while 
satisfying the EIS bandwidth of both the lead acid and lithium NCM battery. A 4th order 
Butterworth low-pass analog filter was designed to increase the measurement accuracy of the 
impedance spectroscopy measurement. To ascertain the appropriate capacitor and resistor 
value to be utilized in the Butterworth filter, a cut-off frequency is firstly selected. The cut-off 
frequency is selected to be far greater than the EIS frequency range of both batteries. From 




 = 8𝑘𝐻𝑧; 𝑚 =  1 𝑎𝑛𝑑 𝑛 =  2.  







Since R is selected as 1.1𝑘𝛺,  C = 
1
1100 × 8000 × 2𝜋√2
 =  10.3𝑛𝐹 ≈  10𝑛𝐹  
The National Instrument Multisim software was used to simulate the Butterworth filter 
with a resistor value of 1.1𝑘𝛺, capacitor value of 10𝑛𝐹 and cut-off frequency of 10.23𝑘𝐻𝑧. 
The electric circuit connection is shown in Fig 5.13. 
 
Fig 5.13 Multisim connection of 4th order Butterworth filter. 
The frequency response analysis was carried out on the filter over a frequency range that 
covers both batteries and the switching converter. The magnitude response in decibels and 
phase response in degrees are shown in Fig 5.14.  
 
Fig 5.14 Frequency response of 4th order low-pass Butterworth analog filter 
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Fig 5.15 shows the battery current before and after the 4th order low-pass Butterworth 
analog filter was applied. It can be observed that the filter was effective in filtering the high 
frequency components of the signal.  
 
Fig 5.15 Analog filtered current response. 
(b) LEM Current Transducer 
The LEM LA55 current transducer in Fig 5.16, uses the Hall effect to measure the value of 
the low-pass filtered inductor current (𝐼𝐿 = 𝐼𝑆). The LEM LA55 is supplied with a +/-15V DC 
and is designed with a conversion ratio of 1:1000. A 1 𝑘Ω resistor (𝑅𝑀) is connected across its 
output, to give a 1:1 voltage to current relationship, hence, producing a voltage that equals the 
current.  
 
Fig 5.16 LEM LA55 current transducer connection [19] 
5.7  POWER CONVERTER CONTROL  
Types of control systems include: open-loop and closed-loop. The open-loop system has 
no information on the output signal of the converter because it does not have a feedback loop 
at the output. In this study, open-loop analysis was utilized to determine the relationship 
between the duty-cycle of the converter and the battery voltage and current. The closed-loop 
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control with a feedback mechanism was finally applied to ensure that the battery operation is 
tandem with the Kramers-Kronig relation.  
(a) Frequency and Time domain analysis of Open-loop converter 
The values in Table 5.1 were obtained from the DC-DC converter1 simulation instances, 
due to a variation in load resistance in the MATLAB – Simulink sofware environment. The 
values were also used for the converter’s frequency and time-domain response simulation.  
Table 5.1 Parameters resulting from a variation in load resistance 
  Lithium NCM Lead acid 
Capacitance (µF) 470 470 470 470 470 470 
Inductance (µH) 144 144 144 144 144 144 
Inductor Current (A) 4.89 2.78 1.94 2.33 1.36 0.93 
Capacitor Voltage (V) 7.32 7.91 8.11 7.03 7.11 7.228 
Battery Voltage (V) 4 4 4 12 12 12 
Load Resistance (Ω) 5 10 15 5 10 15 
DC Duty Cycle  0.7 0.7 0.7 0.4 0.4 0.4 
 
The frequency and time-domain response of the open loop converter applied to both the 
lithium NCM and lead acid battery was investigated. Fig 5.17 and Fig 5.18 shows the bode plot 
(frequency response) results of the transfer functions of the capacitor voltage 𝑉𝐶 and inductor 
current 𝐼𝐿 for the lithium NCM and lead acid batteries respectively. 
 
Fig 5.17 Gain and Phase margins for lithium NCM battery: 𝐺𝑉𝐶 (a) and 𝐺𝐼𝐿 (b)   
                                                           




Fig 5.18 Gain and Phase margins for lead acid battery: 𝐺𝑉𝐶 (a) and 𝐺𝐼𝐿 (b) 
 
Table 5.2 Gain margin, phase margin and bandwidth values for open-loop control 
 Load GM (𝑮𝑽𝑪) PM (𝑮𝑽𝑪) GM (𝑮𝑰𝑳) PM (𝑮𝑰𝑳) 
Lithium NCM 5 Inf 84.7 Inf 92.4 
Lithium NCM 10 Inf 68.1 Inf 91 
Lithium NCM 15 Inf 52.9 Inf 90.6 
Lead acid 5 18.0 141 16.4 91 
Lead acid 10 18.2 156 11.2 90.6 
Lead acid 15 18.5 163 7.72 90.4 
 
The capacitor voltage 𝑉𝐶 and inductor current 𝐼𝐿 margins
2 (gain – GM and phase – PM) 
indicate the stability of the system. When both margins (gain and phase) are zero, the system 
is said to be neutrally stable. Positive margins indicate system stability; whereas, negative 
margins indicate system instability [9] – [10]. From the results in Table 5.2, for the lithiun 
NCM battery, both 𝑉𝐶 and 𝐼𝐿  have an infinite gain margin, and a large phase margin; thus 
indicating the stability of the system. On the other hand, for the lead acid battery, both 𝑉𝐶 and 
𝐼𝐿  have a large gain margin and phase margin; thus indicating the stability of the system.  
                                                           
2 In control systems, many gains, and phase margins occur over the system frequency ranges. However, in this 
study, we utilize the gain and phase margin definitions as in [9] – [10]. In this regard, gain margin is derived at 
phase (−180o) and phase margin is derived at gain (0). 
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The time domain (step) response of the transfer functions of the capacitor voltage 𝑉𝐶 and 
inductor current 𝐼𝐿 for both batteries were determined from a 0.2 step in duty cycle. Fig 5.19 
and Fig 5.20 shows the time domain response of 𝐺𝑉𝐶 and 𝐺𝐼𝐿 for the lithium NCM and lead 
acid batteries respectively. When observed closely, it is evident that the lead acid takes a 
slightly longer time to attain stability compared to the lithium NCM. This can be attributted to 
the differences in their electrochemical composition and internal stability. 
 
Fig 5.19 Time domain Step Response 𝐺𝑉𝐶 (a) and 𝐺𝐼𝐿 (b) for lithium NCM battery 
  
Fig 5.20 Time domain Step Response 𝐺𝑉𝐶 (a) and 𝐺𝐼𝐿 (b) for lead acid battery 
(b) Controller Design 
Open-loop control has no information on the system output and assumes that the output 
voltage remains constant. A robust closed-loop control is implemented for not only voltage 
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control but to ensure that the system has a high disturbance rejection (e.g. load change); because 
current injection (perturbation) for impedance spectroscopy measurement can only take place 
when the system is stable. In an online condition monitoring system, the output voltage must 
be constant regardless of variations in the input voltage. Since in batteries, the voltage varies 
as the battery gets discharged over time, the output voltage must thus be kept constant 
regardless of the applied load. To accomplish this, the power converter invariably requires a 
feedback mechanism. Hence, the converter control input – duty cycle must be continuously 
varied in a such a way that the output voltage is always equals a predetermined value [10]. Fig 
5.21 describes the control algorithm applied for the proposed online condition monitoring 
system. 
 
Fig 5.21 Flowchart of proposed online condition monitoring control algorithm. 
Before EIS measurement is taken, the controller detects if the power converter is operating 
within the acceptable voltage set point region. If the converter is not operating within the 
acceptable voltage region (i.e. V𝑏𝑎𝑡𝑡 ≈ set point threshold), the system generates an “error 
warning,” and waits for T seconds until the system attains steady state. If the converter is 
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operating within the acceptable voltage region, voltage control is suspended, and duty cycle 
sinusoidal excitation (AC current injection) is applied for impedance spectroscopy 
measurement. This duty cycle excitation results in generating a relatively small sinusoidal 
ripple superimposed over the battery DC voltage and DC current, as discussed in Chapter 5.4.2. 
Furthermore, during the period that EIS measurement is taken, the system ensures that the 
battery voltage remains within the set point region. If the battery voltage deviates outside this 
threshold, the system generates an “error warning,” and the measurement is stopped until a 
stable condition is achieved by the controller (see Fig 5.21). The PID controller on the 
LabVIEW software is used to achieve this closed-loop control. 
(c) Closed-loop control strategy 
From the open-loop transfer function in (5 – 40) and (5 – 41), the relationship between the 
battery current/voltage and duty cycle was deduced. If the value of the DC source varies, which 
is typical of a battery due to change in load; then the controller will be unable to determine the 
duty cycle for a certain current or voltage. Therefore, a closed-loop control with a feedback as 
Fig 5.22 is implemented to eliminate these uncertainties. An optimal closed-loop control should 
be stable; have a good disturbance rejection; have a rapid set-point tracking; and should strike 
a balance between robustness and sensitivity [9] – [10]. It is thus the aim of this study, to 
incorporate these features into the closed-loop control of the online monitoring system. 
 
Fig 5.22 Schematic of closed loop control 
From Fig 5.22, the system parameter to be controlled (process variable), serves as a 
feedback to the closed-loop control system. r(s) is the set-point value of the system 
parameter/process variable to be controlled. In this case, this is the DC bus voltage of the 
battery. e(s) is the error signal, which is the difference in the system parameter/process variable  
and the set-point value. Lastly, the actuator specifies the control algorithm that is applied to 
drive the system parameter to its set point value. In this study, a Proportional-Integral-
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Derivative (PID) control in the LabVIEW software is utilized to continuously control the 
system parameters at a fixed loop rate. The system parameters are controlled by selecting an 
appropriate PID value to arrive at optimal gains for ideal system response. 
 
The proportional component is dependent only on the difference between the system 
parameter/process variable and set point value. It also determines the ratio of the system 
parameter to the error signal. A proportional controller (𝐾𝑝) is used to reduce the rise time and 
steady-state error. The integral component adds the error term over a set period. Thus, the 
integral component will start to increase over time once there is an error term. The steady-state 
error is termed as the final deviation of the system parameter from the set point. An integral 
controller (𝐾𝑖) is used to eliminate steady state error, but adversely affects the transient 
response. The derivative component decreases the value of the output, if the system parameter 
is increasing quickly. The derivative response increases the overall speed of the control system 
and is termed as the rate of change of the process variable. The derivative control (𝐾𝑑) is critical 
in increasing the system’s stability, decreasing overshoot and improving the system’s transient 
response [17]. The effect of each controller on the control system is presented in Table 5.3 
Table 5.3 Effect of PID Controllers on online condition monitoring control system. 
CL RESPONSE RISE TIME OVERSHOOT SETTLING TIME S-S ERROR 
𝐾𝑝 Decrease Increase Little change Decrease 
𝐾𝑖 Decrease Decrease Increase Eliminate 
𝐾𝑑 Little change Decrease Decrease Little change 
 
Once a control engineer understands the impact of each gain parameter as Table 5.2, the 
PID controller values can be obtained through trial and error method. Nonetheless, in this study, 
the PID controller parameters are firstly obtained through mathematical analysis as [21], before 
undergoing tuning. From Fig 5.21, (5 – 53) and (5 – 54) are obtained: 
𝐺𝑃𝐼𝐷 =  𝐾𝑝 +  
1
𝑠
𝐾𝑖 + 𝑠𝐾𝑑    (5 – 53) 




     (5 – 54) 
In (5 – 53) and (5 – 54), 𝐾𝑝, 𝐾𝑖 𝑎𝑛𝑑 𝐾𝑑 are PID controller parameters for derivative, integral 
and proportional respectively. The closed loop transfer function H is expressed as: 
𝐻 =  
𝐺𝑃𝐼𝐷×𝐺𝑉𝑐(𝑠)−𝒁𝒆𝒓𝒐𝒔
1+(𝐺𝑃𝐼𝐷 × 𝐺𝑉𝑐(𝑠))−𝑷𝒐𝒍𝒆𝒔
     (5 – 55) 
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Replacing 𝐺𝑉𝑐 from (5 – 40), we obtain (5 – 56) – (5 – 58):  

































  (5 – 56) 































 (5 – 57) 






















  (5 – 58) 
To simplify (5 – 56) – (5 – 58), it is assumed that −
(𝑉𝑏𝑎𝑡𝑡− 𝑉𝑐)(1−𝐷)
𝐿𝐶
= 𝑋 and 
𝐼𝐿
𝐶
= 𝑌.  












  (5 – 59) 
From [9] – [10], a feedback control system is stable, if and only if, all the roots of the 
characteristic equation (poles) fall at the left of the complex plane’s imaginary axis (negative 
half of the s-plane). Thus, to ensure that the poles are located at the negative half of the s-plane, 
the roots of the poles are taken as: (-1, -1 and -1). Since (𝑠 + 1)3 = 𝑠3 + 3𝑠2 + 3𝑠 + 1, the 
coefficients are thus replaced to obtain 𝐾𝑝, 𝐾𝑖 𝑎𝑛𝑑 𝐾𝑑.  




+ 𝐾𝑝𝑌 +  𝐾𝑑𝑋) = 3 
(1 − 𝐷)2
𝐿𝐶
+ (𝐾𝑝𝑋 + 𝐾𝑖𝑌) = 3 
Hence, 𝐾𝑝, 𝐾𝑖 𝑎𝑛𝑑 𝐾𝑑 =  0.05, 1 and 0 respectively. Table 5.4 shows the gain margin, 
phase margin and bandwidth3 at different loading points of both batteries; following the 
utilization of the calculated gains.  
                                                           
3 The bandwidth of a control system indicates the frequency range in which set-point tracking occurs. 
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Table 5.4 Gain margin, phase margin and bandwidth values for closed-loop control 
  Load GM PM BW (kHz) 
Lithium NCM 5 Inf 58.3 15.13 
Lithium NCM 10 Inf 85.5 15.98 
Lithium NCM 15 Inf 89.6 15.81 
Lead acid 5 Inf 11.9 16.42 
Lead acid 10 Inf 15.7 16.41 
Lead acid 15 Inf 26.7 16.39 
 
Although larger margins translate to a better closed loop control system, extreme margins 
can have a profound impact on the system. On one hand, large gain and phase margins 
corresponds to a slow closed-loop response, with a small overshoot; whereas, smaller values 
result in a faster/more oscillatory response, with a faster overshoot. More so, larger responses 
increase the robustness of the control system at the expense of control sensitivity [9] – [10]. 
Another important consideration is the fact that the bandwidth of the closed-loop control 
system is directly proportional to the speed of response and inversely proportional to the 
robustness of the system. This relationship is apparent in the results in Table 5.4. Care must 
thus be taken to ensure a compromise between the control system’s robustness, sensitivity and 
bandwidth.  
 
From Table 5.4, it can be observed that the lithiun NCM battery closed loop system has an 
infinite gain margin, and a large phase margin; thus indicating the stability of the system. More 
so, its bandwidth is sufficient for EIS characterizaton. On the other hand, the lead acid battery 
closed loop system has an infinite gain margin and a large phase margin. Its bandwidth is also 
sufficient for EIS characterizaition. Nonetheless, it is evident that, regardless of the robustness 
of the closed-loop control of both batteries, both control systems will suffer from insensitivity 
when exposed to external disturbances.  
 
In general, a well-tuned controller should possess a gain margin between 1.7 – 6.0 and 
phase margin between 30 – 45% [9] – [10]. Consequently, the gain of our online condition 
monitoring system will be tuned to satisfy optimal control criterion. As Table 5.3, increasing 
the proportional gain results in an increasing overshoot and faster response (i.e. smaller gain 
and phase margin); while decreasing the integral gain does otherwise. Table 5.5 shows the 
gain-tuned results for gain margin, phase margin and bandwidth at different loading points of 
both batteries. For the lithium NCM battery the gains are tuned as: 𝐾𝑝 =  0.04423 𝑎𝑛𝑑 𝐾𝑖 =
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2.214. For the lead acid battery, the gains are tuned as:  𝐾𝑝 =  0.0312  𝑎𝑛𝑑 𝐾𝑖 = 1.765. Fig 
5.23 shows the closed loop control frequency response applied to the online condition 
monitoring system for the lithium NCM battery; while, Fig 5.24 shows the closed loop control 
frequency response applied to the online condition monitoring system for the lead acid battery. 
Table 5.5 Gain margin, phase margin and bandwidth values for gain-tuned closed-loop control 
  Load GM PM BW (kHz) 
Lithium NCM 5 2.33 36.41 11.85 
Lithium NCM 10 2.47 40.65 10.92 
Lithium NCM 15 2.98 41.12 10.22 
Lead acid 5 3.49 32.33 12.91 
Lead acid 10 3.77 34.71 12.87 
Lead acid 15 3.84 35.40 12.82 
 
It is evident from Table 5.5 that the closed-loop control results in a control bandwidth of 
approximately 11kHz for the lithium NCM battery. For the lead acid battery, the closed-loop 
control results in a control bandwidth of approximately 12kHz. The closed-loop control 
bandwidth is fast enough to capture the frequencies of interest of both batteries and thus 
adequately control the system over the period of EIS measurement. For both batteries, as the 
load increases, the bandwidth of the system decreases, albeit subtle for lead acid battery. 
Although the load values selected for both batteries can be controlled by the PI, care must be 
taken to ensure that the system does not supply a load that effectively takes it out of the 
controllable region of the PI – most especially in the case of the lithium NCM battery. 
  
Fig 5.23 Frequency response of open loop and closed loop control for lithium NCM battery (a) and 
closed loop control at different operating conditions (b) 
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Fig 5.24 Frequency response of open loop and closed loop control for lead acid battery (a) and 
closed loop control at different operating conditions (b) 
From Fig 5.25, it can be observed that regardless of the varying nature of the battery’s DC 
bus voltage4, the closed-loop control can maintain the DC bus voltage over the period required 
for EIS measurement on both batteries (i.e. 50 seconds for lithium NCM and 10 seconds for 
lead acid battery). This therefore depicts that the closed loop control system has a fast set-point 
tracking. Likewise, following a deviation in the applied resistive load (Constant Resistance – 
CR) for both the lithium NCM and lead acid batteries, it is evident that the batteries return to a 
stable region. This depicts that the closed loop control system has a good disturbance rejection. 
 
Fig 5.25 Validation of closed-loop control sensitivity to disturbances: lithium NCM battery (a) and 
lead acid battery (b).   
                                                           
4 The voltage of a battery typically decreases when connected to a load. 
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It can hence be concluded that the control system embedded in the proposed online 
condition monitoring system fulfils the stability laws: stability, good disturbance rejection, 
rapid set-point tracking,  robustness and sensitivity. The system is also sufficient to cover the 
key kinetic features required for characterizing both the lead acid and lithium NCM batteries.   
(d) Current Perturbation for EIS 
Kramers-Kronig relation requires EIS measurement to be carried out only during periods 
of stability. Stability condition requires that the output voltage is within the set-point range as 
designed by the control engineer. This definition was also applied in [6] as a ±10% threshold 
of the setpoint voltage. If the output voltage deviates outside the threshold value, the impedance 
spectroscopy measurement would stop until voltage control is reinstated. The output voltage 
range can be adjusted depending on the voltage requirements.  
 
Based on the stability (chemical and control) investigation carried out on both batteries in 
earlier sections, the voltage requirements are thus selected to be stricter for the lead acid battery 
(±5%) compared to that of the lithium NCM battery (±10%). Since the design for the voltage 
control has been accomplished, now the impedance spectroscopy signal injection control 
through the power converter is explored. The current control design entails applying impedance 
spectroscopy signal to the converter after the suspension of voltage control. From (5 – 41), the 
small signal transfer function was derived for the inductor current 𝐼𝐿, which relates the current 
perturbation to the duty cycle. By replacing 𝑆 = 2𝜋𝑓𝑖, (5 – 60) is obtained: 






𝐿𝐶   
(2𝜋𝑓𝑖)(𝑉𝑏𝑎𝑡𝑡− 𝑉𝑐)






   (5 – 60) 
From (5 – 60), if 𝐶 = 470µ𝐹, 𝐿 = 144µ𝐻,  𝐼𝐿 =  2.78𝐴, 𝑉𝐶 = 7.91𝑉, 𝑉𝑏𝑎𝑡𝑡 = 4𝑉, 𝑅𝑙𝑜𝑎𝑑 =
10Ω, 𝐷 = 0.7, 𝑖?̃? = 0.4𝐴 𝑎𝑛𝑑 𝑓 = 1𝐻𝑧; the AC duty cycle excitation that produces this current 
excitation at the associating frequency is: ?̃?(𝑓) = 0.006459. 
5.8  SUMMARY 
This Chapter discusses the variety of existing power converter topologies that have been 
utilized for online condition monitoring of electrochemical systems. The design of the 
components of the online condition monitoring in this study was also discussed. Most 
importantly, the design, operation and control of the selected power converter was discussed 
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in the context of EIS application. More so, the nuances that results from the control of both 
battery chemistries are highlighted and discussed. 
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6. HARDWARE SET-UP 
 
6.1 BATTERY CELLS 
The cells utilized for this study was a pouch shaped EIG lithium Nickel-Cobalt-
Manganese Oxide battery and a cuboid shaped Pulsar sealed lead acid battery (see Fig 6.1) [1] 
– [2]. During measurements, both batteries were contained within a thermally insulated 
container, to ensure that the ambient temperature did not interfere with the operating 
temperature.   
 
Fig 6.1  Lithium NCM Batteries (a) and lead acid battery (b) 
(a) Electrical and mechanical characteristics 
The lithium NCM cell has a nominal voltage of 3.65𝑉 and capacity of 20𝐴ℎ. The AC 
impedance at 1𝑘𝐻𝑧 is less than 3𝑚𝛺. It has a specific energy of 174𝑊ℎ/𝐾𝑔 and an energy 
density of 370𝑊ℎ/𝐿. In 10 seconds and at a depth of 50%, it has a specific power of 
2300𝑊/𝐾𝑔 and power density of 4600𝑊/𝐿. The lithium NCM cell weighed approximately 
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428𝑔 and measured 217 ×  130 ×  7 𝑚𝑚. On the other hand, the lead acid cell has a nominal 
voltage of 12𝑉 and capacity of 7𝐴ℎ at 0.05C. It has an internal resistance of 25𝑚𝛺. Its specific 
energy and energy density is dependent on the discharge rate. The lead acid cell weighed 
2.05𝑘𝑔 and measured 151 ×  65 ×  100 𝑚𝑚. 
(b) Operating conditions  
i. Charge Conditions 
For the lithium NCM battery, a 4.15𝑉 maximum charge voltage, 0.5𝐶 charge current and 
constant current – constant voltage (CC – CV) charge method is recommended by the 
manufacturer. For the lead acid battery, a 13𝑉 maximum charge voltage, 0.1𝐶 – 0.3𝐶 charge 
current and a constant voltage (CV) charge method is recommended by the manufacturer. 
ii. Discharge Conditions 
For the lithium NCM battery, the recommended cut-off voltage is 3.0V and the maximum 
allowable cut-off voltage is 2.5V.  The maximum continuous discharge current is 5C and the 
maximum discharge current peak for less than 10 seconds is 10C. For the lead acid battery, the 
recommended cut-off voltage is 10.8V and the manufacturers maximum discharge current for 
5 seconds is 105A. 
iii. Operating Temperature 
The lithium NCM cells are designed to be operated within the range of −30o𝐶 to 55o𝐶.  
Its recommended charge temperature and storage temperature ranges are 0o𝐶 to 40o𝐶 and 
−30o𝐶 to 55o𝐶 respectively. Room temperature (approximately 25o𝐶) is the recommended 
operating temperature of the lead acid. 
(c) Cell Performance 
The rate capability of a battery is expressed as a graph of discharge voltage against time 
as in Fig 6.2. From Fig 6.2, the rate capability is estimated for both batteries at the 
manufacturers recommended temperature. From the results, it is apparent that as the discharge 
current increases, the less likely the battery can attain its rated capacity. It is also observed from 
the rate capability plot, that the higher the discharge current, the higher the internal resistance. 
This is indicated from the magnitude of the drop from open circuit voltage. The rate capability 
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effect is more significant in the lead acid battery, due to the Peukert’s loss that occurs in a lead 
acid battery. 
 
Fig 6.2 Discharge characteristics of a lithium-ion battery (a) and lead acid battery (b). 
(d) Peukert’s Analysis 
Batteries are rated in amp-hour (Ah). This implies that the discharge time of a battery is 
dependent on the discharge rate. For instance, a battery with a 10Ah rating; if discharged with 
2-amps current, will last for 5 hours. It is consequently expected that if the same battery is 
discharged with 10-amps current, it will last for 1 hour. This is usually not true as proposed by 
Josef Peukert for lead acid batteries in 1897 [3]. Peukert’s equation, claimed that a battery’s 
capacity is dependent on its discharge rate. Due to the simplicity of Peukert’s equation, it has 
been largely applied to other battery chemistries as well as super capacitors [4]. For a 1A 
discharge rate (rated C): 
𝐶𝑑𝑖𝑠 = 𝑇𝑑𝑖𝑠 × 𝐼𝑑𝑖𝑠
𝑃    (6 – 1) 
From (6 – 1), 𝐶𝑑𝑖𝑠 is the available discharge capacity,  𝑇𝑑𝑖𝑠  is the discharge time, 𝐼𝑑𝑖𝑠 is 
the discharge current and P is the Peukert’s exponent. In general terms, the rate dependent 
discharge time for a battery is (6 – 2): 







     (6 – 2) 
In (6 – 2), 𝑇 is discharge time, 𝐶 is battery specified capacity and 𝑅 is battery hour rating. 
The Peukert’s exponent 𝑃 is unique to all batteries and is a parameter that is applied to account 
for the rate-dependent losses incurred due to discharging a battery at a higher discharge current. 
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𝑃 close to unity means an ideal operation (current-independent capacity) of the battery. More 
so, as 𝑃 increases, the battery capacity’s dependence on discharge current becomes more 
pronounced [5]. 
𝑃 = 
(𝑙𝑜𝑔 𝑡2− 𝑙𝑜𝑔 𝑡1)
(𝑙𝑜𝑔 𝐼1− 𝑙𝑜𝑔 𝐼2)
    (6 – 3) 
In (6 – 3), 𝑡 represents discharge time and 𝐼 represents current of a battery. In this study, 
the Peukert’s exponent for the lead acid battery was estimated at 1.3, whereas, that of the 
lithium NCM battery was estimated at 1.1. This implies that the discharge current of a lead acid 
battery has more effect on its capacity, compared to the lithium NCM battery. The high Peukert 
exponent of the lead acid battery is because of sulphation on the plate’s surface which leads to 
clogging of the pores that limits: the time that acid must diffuse to complete the reaction and 
the polarization due to internal resistance [5].  
6.2 COMMERCIAL EIS EQUIPMENT SET-UP 
The commercial equipment used for EIS measurement of the batteries was the Autolab 
302N Potentiostat/Galvanostat (PGSTAT302N) and Frequency Response Analyser (FRA) 
controlled via the NOVA software. The overall set-up is shown in Fig 6.3 
 
Fig 6.3 Experimental set-up of the Autolab Potentiostat/Galvanostat and 20A current booster. 
i. Calibration 
Before EIS measurements are carried out on the FRA – Autolab PGSTAT, C1 and C2 
calibration factors must be determined. After purchase of the equipment, a predetermined C1 
and C2 values are given. However, upon installation, C1 and C2 values must be experimentally 
determined within the FRA module. The NOVA software uses two procedures to determine 
the calibration factors: PGSTAT C1 calibration and PGSTAT C2 calibration. The 
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determination of C1 and C2 values required the utilization of the Autolab Dummy cell and 
Faraday cage. Both calibrations are presented as a Bode plot as in Fig 6.4. The value for C1 
was 1.7E-11 F and that of C2 was 3.8 E-13. For more details on the procedure for calibrating 
C1 and C2, check page 1081 of the NOVA User Manual [6] 
  
Fig 6.4 Calibration to obtain (a) C1 (b) C2 
ii. Electrode Connections 
Four (4) probes are available for the Metrohm Autolab PGSTAT and NI-DAQ 
connections. For the Autolab PGSTAT, two of the leads (working and counter) transmit 
current, while the other two (sense and reference) are sense leads and are used to quantify the 
potential (measure voltage). Unlike the Autolab PGSTAT, there are no dedicated electrodes in 
the NI-DAQ. Nevertheless, the NI-DAQ cables (electrodes) are connected in a similar fashion. 
 
Fig 6.5 Autolab PGSTAT electrodes with their associating colour code 
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The four-probe instrument as shown in Fig 6.5, can be configured for EIS measurements 
on:  two (2) electrodes, three (3) electrodes or four (4) electrodes. The common electrode 
designations are: working, reference and counter (or auxiliary). Working electrode is the 
electrode being studied in an electrochemical system. The counter electrode is used to complete 
the current path in the electrochemical cell but does not participate in the electrochemical 
reaction. The Reference electrodes serve as a reference point in the electrochemical cell under 
experimentation. They also serve as a reference for the potential (sense) measurements [7] – 
[9]. 
The two-electrode configuration as shown in Fig 6.6, is applied in this study, in order to 
understand the whole cell behaviour. The two-electrode configuration measures the whole cell 
using the sense leads, which measures the drop-in voltage across the whole electrochemical 
system. In this setup, the counter electrode and reference electrode are shorted at one end, while 
the working electrode and sense are shorted at the other end.  
 
Fig 6.6 The two (2) electrode cell setup 
6.2.1 Potentiostat/Galvanostat (PGSTAT) 
The PGSTAT302N alongside the Frequency Response Analyser (FRA32M) module is 
used to carry out EIS measurements. The PGSTAT302N has a compliance voltage of 30𝑉, a 
potential range of ± 10𝑉 and a 1 MHz bandwidth. At a current range of 10𝑛𝐴, the 
PGSTAT302N’s current resolution is 30𝑓𝐴. Likewise, it has a maximum current (AC and DC) 
of 2A. However, the Booster20A can be used to extend the range up to 20𝐴. The CA of the 
Autolab instrument, is designed with three different bandwidth settings, namely: high stability, 
high speed and ultra-high speed. The high stability mode is designed for low frequency 
electrochemical measurements (less than 10 kHz). The high-speed mode is for faster 
measurements, with a CA bandwidth up to 125 kHz. The ultra-high-speed mode is fastest with 




Fig 6.7 Schematic representation of the Autolab Potentiostat/Galvanostat. 
In potentiostatic mode of EIS measurements, the PGSTAT will accurately control the 
counter electrode (CE) potential against that of the working electrode (WE). This is done to 
ensure that the potential difference (p.d) between the WE and reference electrode (RE) is 
properly defined and is in tandem with the user specified value. In the galvanostatic mode – 
used in this study, the flow of current between WE and CE is controlled. The p.d between RE 
and WE, and the current flow between CE and WE are monitored continuously. The PGSTAT 
ensures that the user specified value – current or potential is accurately and continuously 
controlled using a negative feedback technique. 
6.2.2 Frequency Response Analyzer 
EIS measurement in the potentiostatic or galvanostatic mode is performed with the 
FRA32M module. The FRA32M allows measurement over a wide range of frequencies (10 
µHz to 32 MHz), but is limited to 1 MHz when connected to the Autolab PGSTAT. The 
FRA32M module is also embedded with a curve fitting tool for fitting EIS plots with an 
equivalent electric circuit. The signal types allowed in the FRA32M module are 1 sine, 5 sines 
and 15 sines. For further reading, the FRA measurement command properties and sampler 
configurations can be explored in the NOVA User Manual [6].  
6.2.3 Current Booster 
The Booster20A is used to extend the maximum current of the Autolab instrument from 
2A to 20A. When the Booster20A is connected, all measurement commands in the NOVA 
software function as normal. The Booster20A can be utilized in either: bypass or operation 
mode. For the bypass mode, Booster20A is connected to the Autolab instrument but does not 
provide an extra current range. In this mode, the Booster20A is bypassed and only functions as 
a connection to the battery. In the operation mode, the Booster20A is connected to the Autolab 
instrument and provides the boosting capability. The specifications of the Booster20A are 
shown in Table 6.1 
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Table 6.1 Specifications of the Booster20A 
Specification Value 
Maximum current  20 A 
Compliance voltage 20 V 
Maximum power 350 W 
Current resolution ± 0.0003%  
Current accuracy ± 0.02% of current range   
PGSTAT bandwidth 18 kHz 
GSTAT bandwidth 40 kHz 
Lastly, given the high current output level that is associated with the Booster20A, an 
emergency stop button is attached to the front panel of the Booster for safety purpose. This 
button can be activated at any point in time to immediately disengage the operation of the 
Booster20A.  
6.2.4  Voltage Multiplier 
The maximum input voltage of the PGSTAT is ±10𝑉. The lithium NCM battery is within 
this range, but the lead acid battery exceeds this. To measure voltage magnitudes greater than 
10V, the voltage multiplier is utilized. The voltage multiplier increases the output voltage of 
the Autolab PGSTAT302N to its compliance voltage (± 30 V). In Fig 6.8, the voltage multiplier 
is connected to the battery via the 𝑆 and 𝑅𝐸 terminals. The PGSTAT’s 𝑆, 𝑅𝐸 and 𝐺 leads are 
connected the voltage multiplier’s PGSTAT port. The 𝑊𝐸 and 𝐶𝐸 leads are connected directly 
to the battery. The PGSTAT’s potential measurements are divided by a factor of 10. This was 
automatically incremented by the Autolab NOVA software [10]. 
   
Fig 6.8 Schematic connection of the voltage multiplying feature of the Autolab PGSTAT 
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6.3 ONLINE CONDITION MONITORING SET-UP  
The major components of the online condition monitoring set-up are the electronic load, 
digital acquisition and signal generation device and power electronics.  
6.3.1 Electronic Load 
The inexpensive TTI LD400 was selected as the laboratory-controlled DC electronic load. 
The TTI LD400 is capable of emulating real-life load like consumer electronics, off-grid 
systems and electric vehicle applications. The TTI LD400 has a current, voltage and power 
rating of 80A, 80V and 100W respectively. Most importantly, it is capable of operating at a 
frequency range of 0.1 Hz – 10 kHz – sufficient to cover the kinetic features of both batteries. 
The TTI LD400 has a current monitor output for waveform display and an analog remote 
control as shown in Fig 6.9. It can also attain up to a 600W power for up to a period of 1-minute 
[11]. 
  
Fig 6.9 TTI LD400 current monitor and voltage control (a) and front view (b) 
The TTI LD400 has four operating modes, namely: constant current (CC), constant 
resistance (CR), constant voltage (CV) and constant power (CP). The CC mode is utilized for 
constant discharge current of batteries. It also ensures rapid measurement of the V-I 
characteristics of the power source regulation. In EIS measurements, the CC mode was selected 
to emulate a load. The CR mode is used for emulating a controllable resistive load. The CR 
mode behaves like a resistive load by applying a current drain proportional to voltage. The CV 
mode is used for testing loads of constant current power supplies. Lastly, the CP mode is used 
to emulate a load whose consumptions of power is not dependent on the applied voltage.   
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Batteries get damaged when their output voltage frequently falls below their cut-off 
voltage. Besides, without a drop-out voltage protection, the battery voltage can drop completely 
to zero which can completely damage the battery. Fortunately, the TTI LD400 has an adjustable 
drop-out voltage that ensures that when the voltage of the lithium NCM or lead acid battery 
exceeds its cut-off voltage, the load current gradually drops to zero [11]. 
6.3.2 Data acquisition & Signal generation 
The National Instrument (NI – USB) 6366 controlled by the LabVIEW software was used 
as the data acquisition device for the low-cost equipment setup. The NI-DAQ has eight analog 
input (𝐴𝐼 0 –  𝐴𝐼 7) which is configured as either a floating source or grounded source 
combination. For the ground source (GS), the input is referenced to the ground, while for the 
floating source (FS), the input is in parallel with a 100𝐺Ω resistor and a 10pF capacitor. The 
NI USB 6366 has two analog output channels (𝐴𝑂 0 –  𝐴𝑂 1), for generating different types of 
signal waveform. In this research, all the inputs were set to a ground source (GS). From the 
physical connection as shown in Fig 6.10, the BNC cables connected to 𝐴𝐼 0 and 𝐴𝐼 1 input 
channels are for measuring the current and voltage respectively. The BNC cable connected to 
the 𝐴𝑂 0 output channel is for generating the EIS sine signal [12]. 
   
Fig 6.10 Schematic for the FS, GS (a) and physical connections of the BNC cable with the NI USB 
6366 input and output channels (b) 
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The maximum sampling rate for the NI-DAQ is 2.00 MS/s – sufficient for ADC. The NI 
USB 6366 has a ±1V, ±2V, ±5V and ±10 V input range. Nonetheless, the maximum allowable 
voltage for all positive and negative inputs is ±11 V. The lithium NCM nominal voltage is 
within the ±5 V input range, but the lead acid battery has a nominal voltage of 12V, which 
exceeds the input range. A voltage divider circuit was therefore used to halve the lead acid 
battery voltage. For the current measurement, a multiplier of 20 was applied to the signal in 
LabVIEW to fall within the range required by the electronic load [12]. 
6.3.3 Power Electronics 
The major power electronics component utilized in the online condition monitoring system 
are: analog comparator, low-pass analog filter and the DC-DC converter. Fig 6.11 shows the 
top view of the power electronics embedded within a protective container. 
  




Fig 6.12 Front view of power electronics set-up showing input and output connections. 
From the front view of the power electronics set-up in Fig 6.12, 𝑉𝐶𝐶
+ and 𝑉𝐶𝐶
− are the DC 
supply voltage (15𝑉) to the 4th order low-pass Butterworth analog filter. BATTERY and GND 
– CONV is connected to the battery supply. LOAD and GND – CONV is connected to the 
electronic load. (+/-) – an 18𝑉 DC source and GND – COMP is connected to the comparator 
circuit to generate the saw-tooth waveform and is also the input of the analog comparator. The 
BNC (EIS) input port is connected to the function generator (NI-DAQ) that generates the 
sinusoidal impedance spectroscopy signal. 
 
Fig 6.13 Overall set-up of online condition monitoring system 
The overall set-up is shown in Fig 6.13. Starting from left to right, is the host PC that 
serves as the User Interface (UI) for the experimenter. This is followed by a stack of lithium 
NCM batteries, that is connected to the BATTERY port of the power electronics protective 
container. The first input BNC port of the NI-DAQ is connected to the battery for voltage 
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measurement, whereas, the second input BNC port is connected across the LEM current 
transducer output for current measurement. The electronic load is set in the Constant Resistance 
– CR mode. The output BNC port of the NI-DAQ is connected to the BNC (EIS) input port of 
the power electronics protective container. DC supply 1 generates the 15V DC for the filter 
circuit and DC supply 2 generates the 18V DC for the comparator circuit and analog filter.   
6.4 SUMMARY 
This Chapter presents the hardware and experimental setup utilized for condition 
monitoring of both the lead acid and lithium NCM batteries. In addition, it discusses in detail, 
the individual connections and the overall hardware set-up for both the commercial EIS 
equipment and online condition monitoring system. 
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7. RESULTS AND DISCUSSIONS  
 
7.1  OPTIMUM PERTURBATION AMPLITUDE FOR EIS MEASUREMENTS 
The perturbation amplitude is an important factor that relates to the linearity and accuracy 
of EIS measurements. A high perturbation amplitude maximizes signal to noise ratio (SNR) 
but results in a deviation of the linearity conditions of Kramers-Kronig [1]. Fig 7.1 shows the 
effect of the perturbation amplitude on the impedance spectrum accuracy. In Fig 7.1, the 
influence of variation in perturbation amplitude can be observed in the diffusion region of the 
impedance spectrum. This implies that if the optimal perturbation amplitude is unknown, the 
experimenter will be unable to determine the correct impedance plot. Due to the sensitivity of 
the condition monitoring system to the effect of nonlinearities, an investigation is therefore 
carried out to determine the optimum perturbation amplitude on both the lead acid and lithium 
NCM batteries.  
  
Fig 7.1 EIS plot for lithium NCM & lead acid battery at different perturbation amplitude (% of DC 
current) 
As discussed in Chapter 3.1, analysis of the Total Harmonic Distortion (THD) of the 
frequency spectrum of the response signal will provide us with information on the optimal 
perturbation amplitude for EIS measurement. Hence, the THD of both batteries plotted against 
different perturbation amplitudes, as in Fig 7.2, depicts the perturbation amplitude with the 
lowest THD. It is observed that for the lithium NCM battery, the optimal perturbation 
amplitude lies at a low and high point, whereas, for the lead acid battery the optimal amplitude 
perturbation lies at a low point. In the lead acid battery, the THD value increases proportionally 
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with the perturbation amplitude. Although a high perturbation amplitude constituted a 
relatively low THD as the lithium NCM battery, this value should be refrained from. This is 
because a high perturbation amplitude will result in an evolution of the battery over the EIS 
measurement period. Therefore, for the lithium-ion NCM battery, 20% of the DC current is the 
optimal perturbation amplitude and for the lead acid battery, 15% of the DC current is the 
optimal amplitude perturbation. These values were consequently used for all the EIS tests in 
this study. 
 
Fig 7.2 THD at different perturbation amplitude for lead acid and lithium NCM battery. 
7.2  CHARACTERIZATION OF BATTERIES  
State estimation information obtained from characterization of batteries is important for 
condition monitoring in a Battery Management System (BMS). Very little work has been done 
on the direct comparison of the impedance profile for the lithium NCM and lead acid battery 
using EIS. Moreover, it is important to compare these two battery technologies, to examine the 
complexities in identifying the trends associated with their impedance plots and subsequent 
determination of their equivalent circuit parameters for online condition monitoring purposes. 
This section therefore compares the impedance profile of both batteries from their EIS results, 
whereby variations in the results are linked back to the equivalent electrical circuit model. 
7.2.1 EIS Results for Lithium NCM Battery  
In [2], the lithium-ion battery’s Nyquist plot is depicted as two time-constants or semi-circles 
(a small and large) representing the SEI/film formation at the electrode and charge transfer 
process respectively. However, the kinetic reaction for the SEI/film formation at the electrode 
and charge transfer process for the lithium-ion (NCM) utilized in this research overlapped each 
other resulting in an indistinguishable single time constant (semi-circle). Therefore, an 
equivalent circuit with a single time constant is considered in this work. 
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i. Effect of State of Charge 
It can be observed from Fig 7.3 (a), that the value of the real impedance increases with SoC 
from (20 – 60) % and that the EIS plots are almost indistinguishable, especially for a high SoC. 
From Fig 7.3 (b), it can be observed that the ohmic resistance, charge transfer resistance, double 
layer capacitance and Warburg impedance are not totally a function of SoC from (20 – 100) % 
SoC. The charge transfer resistance that inhibits lithium-ion intercalation and de-intercalation 
process at the electrodes decrease with an increase in SoC from (20 – 80) %. This was also 
observed with other lithium-ion chemistries in [2], [3], [4]. Hence it can be concluded that 
although the Lithium NCM battery doesn’t totally comply with Nernst and Butler-Volmer 
equations that predict SoC and reaction rate, EIS measurement is still capable of reasonably 
estimating its SoC. 
  
Fig 7.3 EIS plots for lithium NCM at varying state of charge (a) and parameter variation (b) 
ii. Effect of Temperature 
Fig 7.4 (a) shows the EIS plots for variations in temperature. In Fig 7.4 (b), as the 
temperature reduces, the semi-circle gets larger and the intersection with the real axis 
increases. This was also observed in [5]. From the extracted parameters in Fig 7.4 (b), as 
temperature increases, the ohmic resistance, charge transfer resistance and Warburg 
impedance decreases. The reduction in ohmic resistance with temperature increase is due to 
a decrease in internal resistance resulting from a decrease in voltage drop. The decrease in 
charge transfer resistance with an increase in temperature implies that the lithium-ion 
intercalation and de-intercalation process at the electrodes speeds up with an increase in 
temperature. Similar results were also found for a lithium-ion chemistry with two-time 
constants in [3]. In [2], a change in the shape of the impedance spectrum with varying 
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temperature was observed, but this was not the case for the lithium chemistry utilized in this 
research.  
 
Fig 7.4 EIS plots for lithium NCM at varying temperature (a) and parameter variation (b) 
iii. Effect of DC Current 
In Fig 7.5 (a), the plots look identical. However, when the results are zoomed-in, 
shrinking of the semi-circle is observed as the DC current is increased. This is because an 
increase in DC current, ultimately results in a slight increase in temperature. In [6], the shrink 
was more distinct because the cell utilized for the test had a low amp-hour rating compared 
to the DC current that was applied. In addition, a general decrease of impedance parameters 
with increasing DC current was observed from the extracted parameters in Fig 7.5 (b).  
   
Fig 7.5 EIS plots for lithium NCM at varying DC current (a) and parameter variation (b) 
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7.2.2 EIS Results for Lead Acid Battery  
i. Effect of State of Charge 
Fig. 7.6 (a) shows the EIS plots for lead acid at varying SoC. It can be concluded from Fig 
7.6 (a) that the intersection with the real axis of the plot (ohmic series resistance) of the lead 
acid battery moves rightwards as the battery is discharged. It can also be observed from the 
extracted parameters in Fig 7.6 (b), that the ohmic series resistance (internal resistance), is the 
only equivalent circuit parameter that varies linearly with SoC. This was also observed in [7] – 
[8], which is because the conducting ions in the electrolyte of a lead acid battery are the reactants 
that take part as an active specie in the electrode processes. Thus, a decrease in open-circuit 
voltage (OCV) during discharge results in an increase in ohmic resistance due to depletion of 
the concentration of the electrolyte. Nevertheless, relating OCV directly to SoC will be 
inaccurate because of acid stratification effects and diffusion time constants that also occur. 
 
Fig 7.6 EIS plots for lead acid at varying state of charge (a) and parameter variation (b) 
ii. Effect of Temperature 
Fig 7.7 (a) shows the EIS plots for lead acid at varying temperature. In Fig 7.7 (a), the plots 
look similar, but for the semi-circle radius, which tends to increase for a reduction in 
temperature. It is also observed from the extracted parameters in Fig 7.7 (b), that a decrease in 
temperature results in an increase in the ohmic resistance, charge transfer resistance and double 
layer capacitance. This is supported by the Arrhenius and Butler-Volmer equation. This means 





Fig 7.7 EIS plots for lead acid at varying temperature (a) and parameter variation (b) 
iii. Effect of DC Current 
Fig 7.8 (a) shows the EIS plots for lead acid at varying DC current. It is apparent that the 
pattern of the EIS plot varies with an increase in DC current. This trend was also observed for 
the same chemistry and operational condition in [5]. It is also observed from Fig 7.8 (b), that as 
the DC current increases, the real and imaginary impedance reduces. The shape of the plot also 
tends to depict an increase in diffusion along the axis of the pores. Lastly, from the extracted 
parameters in Fig 7.8 (b), an increase in DC current results in a decrease of all equivalent circuit 
parameters. 
  





7.2.3 Comparison between EIS Results of lithium NCM and lead acid 
The results from the characterization of the lithium NCM and lead acid battery using EIS 
has revealed the typical impedance profiles for both batteries. It has also provided information 
on impedance parameter effect on certain operational conditions. Firstly, from the Nyquist plot 
of both batteries, it is apparent that the impedance magnitude of the lead acid battery is far 
greater than that of the lithium NCM. Also observed is the fact that the EIS technique is more 
sufficient for characterizing the lead acid batteries compared to lithium NCM batteries. This 
can be correlated to the higher impedance of the lead acid compared to the lithium. 
From the EIS results of the Lithium NCM battery, it is concluded that EIS is unable to 
determine the SoC when the battery is almost fully charged. From 80% SoC to when the battery 
charge is low (20%), the radius of the semi-circle can be utilized for state estimation. For the 
temperature variation which also relates to the DC current, the ohmic resistance and charge 
transfer resistance relates to the temperature. Hence, the ohmic resistance in the high frequency 
region is sufficient to characterize the lithium NCM battery. However, given that the effect of 
a varying DC current is more apparent at the semi-circle, the varying DC current tests must be 
conducted up to the radius of the semi-circle.  
For a lead acid battery, it was concluded that the ohmic resistance relates to the SoC due to 
its participation as a reactant in the electro-kinetic processes. This implies that the SoC can be 
deduced from the high frequency ohmic resistance. Unlike the Lithium NCM battery that has 
a unique ohmic resistance due to temperature variation, in the lead acid battery, the temperature 
will be accurately estimated from the charge transfer-double layer semi-circle. This same 
procedure can be followed for the estimation of the DC current variation. 
7.3  ONLINE CONDITION MONITORING OF BATTERIES 
In this section, the results for online and offline tests for both the lithium NCM and lead 
acid batteries are presented. As earlier discussed, an offline test implies that EIS tests are 
carried out without connection to a power converter; whereas, online test implies that EIS tests 
are carried out with a power converter used to interface the battery and the load. 
7.3.1 Broadband IS (offline) 
Fig 7.9 shows the offline broadband impedance spectroscopy results, benchmarked against 
the FRA for both the lithium NCM and lead acid battery. From the results, it can be concluded 




Fig 7.9 EIS plots for different broadband signals – offline (a) lithium NCM (b) lead acid 
7.2.4 Broadband IS (online) 
Fig 7.10 presents the online broadband impedance spectroscopy results, benchmarked 
against the FRA for both the lithium NCM and lead acid battery. From the results, it can be 
concluded that broadband impedance spectroscopy measurements can be carried out while the 
system is online.  
 
Fig 7.10 EIS plots for different broadband signals – online (a) lithium NCM (b) lead acid 
7.2.5 Deductions from online and offline BIS 
Because of the increase in the EIS measurement speed, the impedance spectrum accuracy 
of broadband signals appears to be slightly compromised. Thus, it is of utmost importance to 
study the time-frequency characteristics (already established in Chapter 4) of these signals, as 
well as their impedance spectrum accuracy to determine the most suitable for state estimation 
of both batteries while operating offline and online. The extracted parameters of FRA used to 
benchmark both online and offline tests are presented in Table 7.1 
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Table 7.1 Parameter extracted from FRA measurement for both offline and online investigation. 
Lead acid (FRA) 
 R1 R2 CPE W 
Offline test 0.02945 0.0304 0.6404 0.8321 
Online test 0.030167 0.0413 0.7742 0.8544 
Lithium NCM (FRA) 
 R1 R2 CPE W 
Offline test 0.0044055 0.003005 13.08 0.00222 
Online test 0.00465055 0.002812 13.28 0.002134 
The deviation of all the broadband signals (offline and online) investigated in this study 
against the FRA extracted impedance parameters are presented in Table 7.2. For the lithium 
NCM (offline and online) extracted parameters, it can be observed that the chirp signals have 
the least deviation from the FRA at the ohmic resistance (R1), charge transfer resistance (R2) 
and double layer capacitance (CPE). However, at the diffusion region (W), the chirp signal 
performs poorly compared to the multisine signal. The broadband signal impedance spectrum 
accuracy results for the lead acid is like the lithium NCM, except that it has poorer accuracy. 
This can be attributed to the difference in electrochemistry of both batteries (already discussed 
in Chapter 4). In addition, from the extracted parameters in Table 7.2, it is observed that the 
quality of the offline impedance spectrum is higher than that of the online. Although a low-
pass filter was used to minimize the effect of the buck-boost converter switching frequency, it 
was unable to keep the SNR as high as the offline system. 
Table 7.2 EIS plots for varying DC current (a) and parameter variation (b) 
Lead acid (Offline) 
 ΔR1 ΔR2 ΔCPE ΔW 
Chirp 0.0132 0.0157 0.113 0.0233 
Multisine 0.0148 0.0189 0.119 0.00987 
PRBS 0.0267 0.0201 0.203 0.0259 
Lithium NCM (Offline) 
 ΔR1 ΔR2 ΔCPE ΔW 
Chirp 0.000081 0.0000771 0.23 0.000143 
Multisine 0.0001221 0.0000971 0.44 0.000096 
PRBS 0.0001319 0.0001431 0.93 0.000236 
Lead acid (Online) 
 ΔR1 ΔR2 ΔCPE ΔW 
Chirp 0.0158 0.0163 0.125 0.0269 
Multisine 0.0182 0.0195 0.137 0.00109 
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PRBS 0.0207 0.0214 0.225 0.0273 
Lithium NCM (Online) 
 ΔR1 ΔR2 ΔCPE ΔW 
Chirp 0.000092 0.0000854 0.57 0.000154 
Multisine 0.0001392 0.0001221 0.78 0.000113 
PRBS 0.0001439 0.0001319 1.03 0.000348 
Reduction of the CF ensures that the system is measured in a linear region, thus avoiding 
non-linear system behaviour. Amongst the three (3) broadband signals, the PRBS has the 
lowest CF – 1, followed by the chirp signal – 1.4 and optimized multisine – 2.8. In theory, a 
broadband signal’s impedance spectrum accuracy is directly proportional to the CF and a unity 
CF will present the most accurate impedance spectrum. However, this is not always the case, 
because for instance, a PRBS signal only possess a unitary CF when the full-band signal 
spectrum is utilized. In this study, only a frequency band of interest was selected for the PRBS 
perturbation signal, and this resulted in an average CF value of 1.56 over the frequency bands 
(low and high) of both batteries. In all the tests, the PRBS performed the worst. Another reason 
for the poor performance of the PRBS was that the low frequency components, just like a 
square wave [9], generated odd harmonics (multiple of the low frequency) that summed up 
with higher frequencies impedance information. This resulted in a low SNR at high frequencies 
for the PRBS, thus reducing the accuracy of the impedance spectrum of the PRBS. 
The multisine had the worst CF but has a more similar Nyquist plot shape as the FRA over 
the impedance spectrum. This is because the excitation energy for the multisine is distributed 
evenly across the user-defined set of frequencies. The chirp signal can be generated in an 
infinitesimal time – as low as, one-tenth the time of the multisine and PRBS. Nonetheless, the 
chirp signal duration must be long enough to maximize the signal energy and thus SNR. In this 
study, it took the FRA 3.4 minutes; multisine and PRBS 10 seconds; and chirp signal 5 seconds 
to complete EIS measurement for the lead acid battery. On the other hand, it took the FRA 6.8 
minutes; multisine and PRBS 50 seconds; and chirp signal 25 seconds to complete EIS 
measurement for the lithium NCM battery. The chirp signal has a flat spectrum which results 
in a good SNR over the whole excited frequency range. However, most of its excitation energy 
is concentrated at the high frequency. This implies that the high frequency decade will benefit 
the most from the high SNR of the chirp signal. This was apparent from the results of both 
batteries, as the chirp signal performed best at the mid – high frequency region (i.e. R1, R2 and 
CPE). From investigations in Chapter 7.2, these parameters are sufficient for state estimation 
of both batteries.  
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7.4  SUMMARY 
This section showed the results obtained from this research study. In this regard, the 
optimum perturbation amplitude for EIS measurement on both batteries were ascertained. 
Secondly, the key impedance parameters required for state estimation of both batteries were 
determined (see Table 7.3). Lastly, the EIS results from the different broadband signal 
techniques were compared against the commercial EIS measurement equipment – Frequency 
Response Analyzer (FRA). The findings are summarized in Table 7.4; where it was observed 
that the chirp signal performs as well as the Multisine, albeit taking a shorter time to complete 
EIS measurement. 
Table 7.3 Key impedance parameters required for state estimation of the lithium NCM and lead acid 
batteries 
State/Battery Lithium NCM Lead Acid 
State of Charge Charge transfer resistance - Double layer capacitance Ohmic resistance 
Temperature Ohmic resistance Charge transfer resistance 
DC Current Ohmic resistance and Charge transfer resistance Charge transfer resistance 
Table 7.4 Broadband signals compared against different measurement metrics for both the lithium 
NCM and lead acid batteries  
Batteries Metrics FRA Multisine Chirp 
Lithium 
NCM 
Measurement time Long Short Shorter 
EIS accuracy Very accurate Relatively accurate Relatively accurate 
Online application Impracticable Yes Yes 
Lead  
Acid 
Measurement time Long Short Shorter 
EIS accuracy Very accurate Relatively accurate Relatively accurate 
Online application Impracticable Yes Yes 
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8. CONCLUSION AND RECOMMENDATIONS 
 
8.1  CONCLUSION  
The major aim of this study was to explore the differences in the internal chemistries of the 
lithium-ion and lead acid batteries and to shorten the time associated with their condition 
monitoring. In this regard, the Electrochemical Impedance Spectroscopy (EIS) was utilized due 
to its robustness for electrochemical state estimation purposes. The limitations of the EIS is its 
sensitivity to the Kramers-Kronig relations; its uniqueness to different electrochemical 
systems; and its lengthy acquisition time, that makes it impracticable for online condition 
monitoring. In this research study, all these limitations are relatively eliminated. 
To determine the appropriate methodology for EIS measurement, the optimum perturbation 
amplitude is investigated. From the investigations, it was observed that the optimum amplitude 
perturbation is the largest possible amplitude perturbation that can be applied to the battery for 
a high SNR without resulting in non-linearity of the system. More so, it was concluded that the 
widely used 10% perturbation amplitude is not the optimum perturbation amplitude for all 
battery chemistries; because this value varies from system to system. The investigations also 
revealed that the optimum perturbation amplitude for the lead acid and lithium NCM battery 
that was utilized in this test are 15% and 20% of the DC current respectively. 
Secondly, the electrochemical processes in both the lead acid and lithium NCM battery 
using EIS measurements were critically analysed and from the results, the unique 
electrochemical dynamics and impedance characteristics was observed for both battery 
chemistries. It was also observed that the electrochemical/mathematical analysis of the battery 
can furnish us with information on how the impedance of the battery will vary at certain 
conditions. Most importantly, the result in the study provided useful information on the unique 
impedance profile of both batteries. It also showed to what extent certain operational conditions 
affect the impedance parameters of both batteries; which is important in shortening EIS 
measurement time. Another interesting deduction is the fact that the EIS technique was more 
sufficient for characterizing the lead acid batteries compared to lithium NCM batteries. This 
evidence can be correlated to the higher impedance margin of the lead acid battery in 




Broadband excitation signals were applied to reduce EIS measurement time. More so, these 
broadband excitation signals were applied for state estimation, without disconnecting the 
battery from the system. It is however important to note that an increase in measurement speed 
results in a compromise of the impedance spectrum accuracy. Thus, before applying a 
broadband signal for online/offline test on an electrochemical system, it is pertinent to 
understand how the choice of the broadband signal can influence system instrumentation, to 
mitigate loss of impedance spectrum accuracy. It was observed that over the whole impedance 
spectrum, results from the multisine excitation share very close comparison to the FRA, 
compared to the results of the chirp signals. However, the chirp signal offers a shorter 
measurement duration – half the time required for multisine excitation. It is also important to 
note that the chirp signal, more accurately determines the most important impedance 
parameters sufficient for characterizing/state estimation of the battery. 
Lastly, it is evident that, although EIS was more sufficient for impedance estimation of lead 
acid batteries compared to lithium-ion batteries; in the case of broadband signals, the lead acid 
battery performed worse. This deduction can be correlated to the fact that the lead acid battery 
is less chemically stable and is more sensitive to rapid pulses compared to the lithium NCM 
batteries. These instabilities posed by the lead acid battery was also substantiated in the 
controller design nuances of both batteries. 
8.2  RECOMMENDATIONS  
As an extension of the work covered in this study, future work could include a condition 
monitoring system capable of determining the breakdown stages of both batteries. This can be 
achieved with an accelerated ageing equipment. In addition, the viability of these broadband 
impedance techniques for state estimation could be implemented on emerging battery 
technologies like the redox flow and lithium-sulphur battery. Lastly, online condition 
monitoring of the batteries in a cascaded configuration – series-parallel combination as in 











9.1 APPENDIX A – LABVIEW SIGNAL DESIGN 
 
Fig 9.1 THD analysis LabVIEW code 
 




Fig 9.3 Broadband impedance spectroscopy processing LabVIEW code 
 




Fig 9.5 Chirp signal generation LabVIEW code 
 




Fig 9.7 Closed-loop control of buck-boost converter on LabVIEW 
 
9.2 APPENDIX B – MATLAB CODE AND SIMULATION 
(a) Code for Nyquist plot curve-fitting to equivalent electric circuit 
Adapted from MATLAB Zfit Function  
 
% ZFIT is a function that FIT impedance data. 
% Name: Olakunle Alao 
% Student Number: ALXOLA001 
% Class: Master's by Dissertation Candidate 
% School: University of Cape Town 
% MAIN function  
 
function [pbest,zbest,fval,exitflag,output]=Zfit(varargin) 
    switch nargin 
        case 0 % not allowed 
        error('PLEASE, supply at least a 3-columns wise data matrix: 
[FREQ,RealZEXP,ImagZEXP]') 
        % Zfit(data) 
        case 1 
        data=varargin{1}; 
        freq=data(:,1); 
        plotz(freq,size(data)*nan,data,'z') 
        return 
  
        % Zfit(data,plotstring) 
        case 2 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2}; 
        if  
        plotz(freq,size(data)*nan,data,plotstring) 
        return 
  
        case 3 % not allowed 
        error('PLEASE, if circuit simulation is wishing then supply at 





        case 4 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2};     
        circuitstring=varargin{3}; 




        case 5 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2};     
        circuitstring=varargin{3}; 
        pbest=varargin{4}; 
        indexes=varargin{5};if 
isempty(indexes),indexes=1:length(freq);end,freq=data(indexes,1); 
     
% [pbest,zbest,fval,exitflag,output]= 
% ... Zfit(data,plotstring,circuitstring,circuitparameters,indexes,'fitP' 
or 'fitNP') 
        case 6 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2};     
        circuitstring=varargin{3}; 
        pbest=varargin{4}; 
        options=[];                                         
        indexes=varargin{5};if 
isempty(indexes),indexes=1:length(freq);end,freq=data(indexes,1);  
        fitstring=varargin{6}; 
        LB=-inf*ones(length(pbest),1);UB=inf*ones(length(pbest),1); 
        zrzi=[data(indexes,2),data(indexes,3)]; 
        
[pbest,fval,exitflag,output]=curfit(pbest,circuitstring,freq,zrzi,@computec
ircuit,LB,UB,fitstring,options); 
     
% [pbest,zbest,fval,exitflag,output]= 
% ... Zfit(data,plotstring,circuitstring,circuitparameters,indexes,'fitP' 
or 'fitNP',LB) 
        case 7 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2};     
        circuitstring=varargin{3}; 
        pbest=varargin{4}; 
        options=[];                                         
        indexes=varargin{5};if 
isempty(indexes),indexes=1:length(freq);end,freq=data(indexes,1);  
        fitstring=varargin{6}; 
        LB=varargin{7}; 
        UB=inf*ones(length(pbest),1); 
        zrzi=[data(indexes,2),data(indexes,3)]; 
        
[pbest,fval,exitflag,output]=curfit(pbest,circuitstring,freq,zrzi,@computec
ircuit,LB,UB,fitstring,options); 




% ... Zfit(data,plotstring,circuitstring,circuitparameters,indexes,'fitP' 
or 'fitNP',LB,UB) 
        case 8 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2};     
        circuitstring=varargin{3}; 
        pbest=varargin{4}; 
        options=[];                                         
        indexes=varargin{5};if 
isempty(indexes),indexes=1:length(freq);end,freq=data(indexes,1);  
        fitstring=varargin{6}; 
        LB=varargin{7}; 
        UB=varargin{8}; 
        zrzi=[data(indexes,2),data(indexes,3)]; 
        
[pbest,fval,exitflag,output]=curfit(pbest,circuitstring,freq,zrzi,@computec
ircuit,LB,UB,fitstring,options); 
     
% [pbest,zbest,fval,exitflag,output]= 
% ... Zfit(data,plotstring,circuitstring,circuitparameters,indexes,'fitP' 
or 'fitNP',LB,UB,options) 
        case 9 
        data=varargin{1}; 
        freq=data(:,1); 
        plotstring=varargin{2};     
        circuitstring=varargin{3}; 
        pbest=varargin{4}; 
        indexes=varargin{5};if 
isempty(indexes),indexes=1:length(freq);end,freq=data(indexes,1);  
        fitstring=varargin{6}; 
        zrzi=[data(indexes,2),data(indexes,3)]; 
        LB=varargin{7}; 
        UB=varargin{8};     
        options=varargin{9}; 
        
[pbest,fval,exitflag,output]=curfit(pbest,circuitstring,freq,zrzi,@computec
ircuit,LB,UB,fitstring,options); 
        otherwise 
        error('No more than 9 inputs in Zfit') 





    error('The second input has to be one of these strings: ''z'', ''y'', 









% Computes the complex impedance Z  
% process CIRCUIT to get the elements and their numeral inside CIRCUIT 






% for each element 
for i=1:2:length(element-2) 
    k=k+1; 
    nlp=str2num(element(i+1));% idendify its numeral 
    localparam=param(1:nlp);% get its parameter values 
    param=param(nlp+1:end);% remove them from param 
    func=[element(i),'([',num2str(localparam),']',',freq)'];% buit an 
functionnal string 
    z(:,k)=eval(func);% compute its impedance for all the frequencies 
  circuit=regexprep(circuit,element(i:i+1),['z(:,',num2str(k),')'],'once'); 
end 
  
z=eval(circuit);% compute the global impedance 
z=[real(z),imag(z)];% real and imaginary parts are separated to be 
processed 
  
end             % END of COMPUTECIRCUIT 
% sub functions for the pre-buit elements 













function z=E(p,f)% CPE 
z=1./(p(1)*(j*2*pi*f).^p(2)); 
end 
% sub functions for the operators parallel and series 
function z=s(z1,z2) % 2 zs in series 
z=z1+z2; 
end   
  
function z=p(z1,z2) % 2 zs in parallel 
z=1./(1./z1+1./z2); 
end         
end            
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% END %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
(b) Simulation of open-loop and closed-loop control system frequency 
response 
% This program is used in simulating frequency responses of the open loop 
and control loop system 
% Name: Olakunle Alao 
% Student Number: ALXOLA001 
% Class: Master's by Dissertation Candidate 
% School: University of Cape Town 
% MAIN function  
 
% Sub program for open-loop control system for capacitor voltage 
cap_voltage = 10; 
ind_current = 2; 
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duty = 0.5; 
batt_vol = 4; 
inductor = 0.000144; 
capacitor = 0.000470; 
load = 10; 
A = (-(((batt_vol-cap_voltage)*(1-duty))/(inductor*capacitor))); 
B = (ind_current/capacitor); 
C = (1/(load*capacitor)); 
D = (((1-duty)*(1-duty))/(inductor*capacitor)); 
s = tf('s'); 





[Gm,Pm,Wgm,Wpm] = margin(H)  
margin(H) 
Gm_dB = 20*log10(Gm) 
% Sub program for open-loop control system for inductor current 
cap_voltage = 10; 
ind_current = 2; 
duty = 0.5; 
batt_vol = 4; 
inductor = 0.000144; 
capacitor = 0.000470; 
load = 10; 
A = ((batt_vol-cap_voltage)/inductor); 
B = ((batt_vol-cap_voltage)/(load*inductor*capacitor)); 
C = (((1-duty)*ind_current)/(inductor*capacitor)); 
D = (1/(load*capacitor)); 
E = (((1-duty)*(1-duty))/(inductor*capacitor)); 
s = tf('s'); 





[Gm,Pm,Wgm,Wpm] = margin(H)  
margin(H) 
Gm_dB = 20*log10(Gm) 
% Sub program for closed-loop control system 
cap_voltage = 10; 
ind_current = 2; 
duty = 0.5; 
batt_vol = 4; 
inductor = 0.000144; 
capacitor = 0.000470; 
load = 10; 
kp = 0.05; 
ki = 1; 
A = (kp*(ind_current/capacitor)); 
B = ((kp*(-(((batt_vol-cap_voltage)*(1-
duty))/(inductor*capacitor))))+(ki*(ind_current/capacitor))); 
C = (ki*(-(((batt_vol-cap_voltage)*(1-duty))/(inductor*capacitor)))); 
D = 1; 




G = C; 
s = tf('s'); 
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grid on; [Gm,Pm,Wgm,Wpm] = margin(H)  
margin(H) 
Gm_dB = 20*log10(Gm) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% END %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
(c) Simulation of buck-boost converter 
 
 
Fig 9.8 Buck-boost converter configuration on MATLAB simulink for lithium NCM battery 
 
Fig 9.9 Buck-boost converter configuration on MATLAB simulink for lead acid battery 
 
9.3  APPENDIX C – EIS SIGNAL DESIGN 












1 0.02 50 3 12 162 
2 0.04 25 3 12 87 
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3 0.08 12.5 3 12 49.5 
4 0.16 7.25 3 6 27.75 
5 0.32 3.125 3 6 15.37 
6 0.64 1.5625 3 6 10.68 
7 1.28 0.78125 10 3 10.81 
8 2.56 0.390625 10 3 6.91 
9 5.12 0.195313 10 3 4.95 
10 10.24 0.097656 10 3 4 
11 20.48 0.048828 20 3 4 
12 40.96 0.024414 40 3 4 
13 81.92 0.012207 81 3 4 
14 163.84 0.006104 163 3 4 
15 327.68 0.003052 327 3 4 
16 655.36 0.001526 655 3 4 
17 1310.72 0.000763 1310 3 4 
18 2000 0.0005 2000 3 4 
∑ 6.8 min 
 












1 0.1 10 3 24 42 
2 0.32 3.125 3 24 21.375 
3 0.64 1.5625 3 24 16.6875 
4 1.28 0.78125 10 6 13.8125 
5 2.56 0.390625 10 6 9.90625 
6 5.12 0.195313 10 6 7.953125 
7 10.24 0.097656 10 6 7 
8 20.48 0.048828 20 6 7 
9 40.96 0.024414 40 6 7 
10 81.92 0.012207 81 6 7 
11 163.84 0.006104 163 6 7 
12 327.68 0.003052 327 6 7 
13 655.36 0.001526 655 6 7 
14 1310.72 0.000763 1310 6 7 
15 2621.44 0.000382 2621 6 7 
16 4242.8 0.000091 5243 6 7 
17 6000 0.000143 6000 6 7 





9.4  APPENDIX D – BROADBAND SIGNAL DESIGN 
Table 9.3 Multisine optimization for lithium NCM battery 
Frequency Amplitude Phase 
2000 2 0 
1124.7 1.9221 10.58824 
632.46 1.8693 42.35294 
355.66 1.8313 95.29412 
200 1.8055 169.4118 
112.47 1.77135 264.7059 
63.246 1.73295 381.1765 
35.566 1.70255 518.8235 
20 1.6639 677.6471 
11.247 1.62135 857.6471 
6.3246 1.5526 1058.824 
3.5566 1.49805 1281.176 
2 1.40955 1524.706 
1.1247 1.3144 1789.412  
0.63246 1.21675 2075.294 
0.35566 1.1091 2382.353 
0.2 0.9911 2710.588 
0.11247 0.8816 3060 
0.063246 0.79855 3409.412 
0.035566 0.70855 3758.824 
0.02 0.60855 4108.235 
 
Table 9.4 Multisine optimization for lead acid battery 
Frequency Amplitude Phase 
6000 1 0 
5242.1 0.9999429 10.58824 
2621.44 0.999866 42.35294 
1310.72 0.9997827 95.29412 
655.36 0.999686 169.4118 
327.68 0.9995728 264.7059 
163.84 0.9994248 381.1765 
81.92 0.9992106 518.8235 
40.96 0.9988366 677.6471 
20.48 0.9981406 857.6471 
10.24 0.9969381 1058.824 
5.12 0.9951239 1281.176 
2.56 0.9929194 1524.706 
1.28 0.9906596 1789.412 
0.64 0.9884773 2075.294 
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0.32 0.9864153 2382.353 
0.1 0.9837197 2710.588 
 
Table 9.5 PRBS design for lithium NCM battery 
Number of bits Sample number Sampling frequency User Frequency 
9 511 10.2 0.02 
9 511 10.2 0.04 
9 511 10.2 0.08 
9 511 10.2 0.16 
9 511 10.2 0.32 
9 511 10.2 0.64 
9 511 10.2 1.28 
9 511 10.2 2.56 
9 511 10.2 3.4 
10 1023 6000 5.865 
10 1023 6000 11.73 
10 1023 6000 23.46 
10 1023 6000 46.92 
10 1023 6000 93.84 
10 1023 6000 187.68 
10 1023 6000 375.36 
10 1023 6000 750.72 
10 1023 6000 1501.44 
10 1023 6000 2000 
 
Table 9.6 PRBS design for lead acid battery 
Number of bits Sample number Sampling frequency Frequency 
8 255 25.5 0.1 
8 255 25.5 0.2 
8 255 25.5 0.4 
8 255 25.5 0.8 
8 255 25.5 1.6 
8 255 25.5 3.2 
8 255 25.5 6.4 
8 255 25.5 8.5 
10 1023 18000 17.6 
10 1023 18000 35.2 
10 1023 18000 70.4 
10 1023 18000 140.8 
10 1023 18000 281.6 
10 1023 18000 563.2 
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10 1023 18000 1126.4 
10 1023 18000 2252.8 
10 1023 18000 4505.6 
10 1023 18000 6000 
 
Table 9.7 Polynomial Order for PRBS signal design 
Bits (n) Feedback Polynomial Period (𝟐𝒏 − 𝟏) 
2 x2+x+1 3 
4 x3+ x2+1 15 
5 x4+ x3+1 31 
6 x5+ x3+1 63 
8 x8+ x6+x5+ x4+1 255 
9 x9+ x5+1 511 
10 x10+ x7+1 1,023 
12 x12+ x11+x10+ x4+1 4,095 
14 x13+ x12+x11+ x8+1 16,383 
 
 
9.5  APPENDIX E – REAL-TIME IMPEDANCE SPECTROSCOPY 
 




Fig 9.11 EIS plot from optimized chirp signal for lithium NCM (a) and lead acid (b) 
 
Fig 9.12 Real-time Lithium NCM EIS plot from optimized PRBS signal at frequency bands – 
0.02:0.02:3.4 and 5.865:5.865:2000 
 
Fig 9.13 Real-time lead acid EIS plot from optimized PRBS signal at frequency bands – 0.1:0.1:8.5, 
17.6:17.6:6000 
