We investigate the adiabatic orbital evolution of a point particle in the Kerr spacetime due to the emission of gravitational waves. In the case that the timescale of the orbital evolution is enough smaller than the typical timescale of orbits, the evolution of orbits is characterized by the change rates of three constants of motion, the energy E, the azimuthal angular momentum L, and the Carter constant Q. For E and L, we can evaluate their change rates from the fluxes of the energy and the angular momentum at infinity and on the event horizon according to the balance argument. On the other hand, for the Carter constant, we cannot use the balance argument because we do not know the conserved current associated with it. Recently, Mino proposed a new method of evaluating the averaged change rate of the Carter constant by using the radiative field. In our previous paper we developed a simplified scheme for practical evaluation of the evolution of the Carter constant based on the Mino's proposal. In this paper we describe our scheme in more detail, and derive explicit analytic formulae for the change rates of the energy, the angular momentum and the Carter constant. §1. Introduction
§1. Introduction
It is believed that supermassive black holes (SMBHs) reside in central nuclei of many galaxies, and they occasionally capture a stellar mass compact object (SMCO) which surrounds them. Gravitational waves from such binary systems with extreme mass ratios bring us information on the orbits of SMCOs and the spacetime structure near black holes. Therefore such systems are considered to be one of the most important targets of the LISA space-based gravitational wave detector. 1) In order to detect gravitational waves emitted by extreme mass ratio inspirals (EMRIs) and to extract physical information from them efficiently, we need to predict accurate theoretical waveforms in advance. Our goal along the line of this paper is to precisely calculate theoretical waveforms from EMRIs.
To investigate gravitational waves from EMRIs, our strategy is to adopt the black hole perturbation method: 2) we consider metric perturbations induced by a SMCO in a black hole spacetime governed by a SMBH. We also assume that a SMCO is described by a point particle, neglecting its internal structure. Under the above approximations, we can calculate the metric perturbation evaluated at infinity to predict gravitational waveforms. At the lowest order with respect to the typeset using PTPT E X.cls Ver.0.9 mass ratio, we may calculate the metric perturbation by approximating the particle's orbit by a background geodesic. To step further, we consider the orbital shift from the background geodesic by taking account of the self-force induced by the particle itself.
In a Schwarzschild background, we can assume that the orbit is in the equatorial plane from the symmetry without loss of generality. Hence, the orbital velocity can be specified solely by the energy and the azimuthal angular momentum of the particle. Namely, we can evaluate the orbital evolution from the change rates of the energy and the angular momentum. Their averaged change rates can be evaluated by using the balance argument; the energy and the angular momentum that a particle loses are equal to the ones that are radiated to the infinity or across the horizon as gravitational waves because of the conservation laws. In the limit of a large mass ratio, averaged change rates will be sufficient to determine the leading order effects on the orbital evolution due to the self-force. In this sense the leading order effects can be read from the asymptotic behavior of the metric perturbation in the Schwarzschild case.
On the other hand, the third constant of motion, i.e., the Carter constant, is necessary in addition to the energy and the azimuthal angular momentum to specify a geodesic in a Kerr background. However, there is no known conserved current composed of gravitational waves that is associated with the Carter constant, and hence we cannot use the balance argument to evaluate the change rate of the Carter constant. Therefore we have to calculate the self-force acting on a particle. 3), 4) When we calculate the self-force, we are faced with the regularization problem. Although the formal expression for the regularized self-force had been derived, 5)-7) doing explicit calculation is not so straightforward.
Gal'tsov 8) proposed a method of calculating the loss rates of the energy and angular momentum of a particle by using the radiative part of metric perturbation, which was introduced earlier by Dirac. 9) The radiative field is defined by half retarded field minus half advanced one, which is a homogeneous solution of the field equation. It was shown that the time-averaged loss rates of the energy and angular momentum evaluated by using the radiative field are identical with the results obtained from the balance argument. Recently, Mino proved that the Gal'tsov's scheme also gives the correct averaged change rate of the Carter constant. 10) The Gal'tsov-Mino method has a great advantage that we do not need any regularization procedure because the radiative field is free from divergence from the beginning. In Ref. 11), we briefly reported that the formula for the adiabatic evolution of the Carter constant based on Gal'tsov-Mino method can be largely simplified. In this paper, we explain the derivation of this new formula in detail. Applying our new formula, we explicitly calculate the change rate of the Carter constant for orbits with small eccentricities and inclinations. This paper is organized as follows. In Sec. 2, we give a brief review of the Kerr geometry and the geodesic motion. Next, we show a practical prescription to calculate the time-averaged change rates of the constants of motion in Sec. 3 . We also derive a simplified expression for the change rate of the Carter constant. In Sec. 4, applying our prescription, we calculate the change rates of the constants of motion and then show the analytic formulae of them for slightly eccentric and inclined orbits. Finally we devote Sec. 5 to summarize this paper. In Appendix A, we show the derivation of the radiative part of metric perturbation. And we also give short reviews on analytic methods of solving the radial Teukolsky equation and obtaining the spheroidal harmonics in Appendices B and C. §2. Geodesic motion in the Kerr spacetime
In this section, we give a brief review on geodesics in the Kerr geometry. The metric of the Kerr spacetime in the Boyer-Lindquist coordinates is
where
M and aM are the mass and angular momentum of the black hole, respectively. There are two Killing vectors reflecting the stationary and axisymmetric properties of the Kerr geometry:
In addition, the Kerr spacetime possesses a Killing tensor,
which satisfies K (µν;ρ) = 0, where the parenthese operating on the indices is the notation for symmetric part of tensors. Here we have introduced null vectors,
We consider a point particle moving in the Kerr geometry:
where τ is the proper time along the orbit. Here we introduce quantities defined bŷ
where u α = dz α /dτ . These quantities remain constant as long as the orbit is a geodesic.Ê andL represent the energy and the (azimuthal) angular momentum per unit mass, respectively.Q is called the Carter constant. Denoting the mass of a particle by µ, the energy, the angular momentum and the Carter constant of a particle are E ≡ µÊ, L ≡ µL and Q ≡ µ 2Q , respectively. Another notation for the Carter constant defined by
is also convenient since C vanishes for orbits in the equatorial plane. We also usê C ≡ C/µ 2 . We can specify an orbit of a particle by using three constants of motion, the total energy, angular momentum and Carter constant. Introducing a new parameter λ by dλ = dτ /Σ, the equations of motion are given as
It should be noted that the equations for r z and θ z are completely decoupled by using λ. Moreover, R(r) and Θ(cos θ) are quartic functions of r and cos θ, respectively. We first consider the radial component of the geodesic equations. When the radial motion is bounded by the minimal and the maximal radii r min and r max , r z (λ) becomes a periodic function which satisfies r z (λ + Λ r ) = r z (λ) with period
Therefore, we can expand the radial motion in a Fourier series as
We can deal with the motion in θ-direction in a similar manner. When the minimum of θ is given by θ min (≤ π/2), the maximum is θ max = π−θ min because of the symmetry with respect to the equatorial plane. As in the case of the radial motion, cos θ z (λ) becomes a periodic function which satisfies cos θ z (λ + Λ θ ) = cos θ z (λ) with period
We can expand cos θ z (λ) in a Fourier series as 20) where Ω θ = 2π/Λ θ . Next, we consider the t-and ϕ-components of geodesic equations. Eqs. (2 . 9) and (2 . 12) can be integrated as
· · · represents the time average along the geodesic:
Here, t (r) (λ) and ϕ (r) (λ) are periodic functions with period Λ r , while t (θ) (λ) and ϕ (θ) (λ) are those with period Λ θ . §3. The Time Evolution of the Constants of motion
If the timescale of the orbital evolution due to gravitational radiation reaction is much longer than the typical dynamical timescale, we may be able to approximate the particle's motion by the geodesic in the background spacetime that is momentarily tangential to the orbit (osculating geodesic approximation). Under this assumption, we evaluate the change rates of the constants of motion at each moment. For bound orbits we can express the change rates of the constants of motion, I i = {E, L, Q}, as
The first term on the right hand side is a time-independent dissipative contribution due to radiation reaction, while the others are oscillating. Integrating over a long period, the first term becomes dominant. In the same spirit in Ref. 10 ), here we define the 'adiabatic' evolution as an approximation which takes account of only the first term. Namely, the adiabatic evolution is solely determined by the time averaged change rates of the constants of motion.
Owing to the argument given in Ref. 10) , we can evaluate the averaged change rates of the constants of motion by using the radiative field of the metric perturbation
where h rad µν is the radiative part of the metric perturbation defined by half retarded field minus half advanced field, i.e., h rad µν := (h ret µν − h adv µν )/2. Radiative field is a solution of source-free vacuum Einstein equation. The singular parts contained in both retarded and advanced fields cancel out. Therefore we can avoid the tedious issue of regularizing the self-force. f α is a differential operator,
This operator with its index lowered reduces to
ignoring the second order terms.
Calculation of dE/dt and dL/dt
From Eq. (3 . 2), we obtain
In the last equality, the total derivative terms are neglected.
Next, we introduce a vector fieldũ µ (x) by 11)
This vector field is a natural extension of the four-velocity of a particle. In fact, it satisfiesũ µ (z(λ)) = u µ (λ).ũ µ depends only on r and θ. Furthermore, sinceũ r and u θ depend only on r and θ, respectively, we have the relation u µ;ν = u ν;µ . Using this vector field, we can rewrite Eq. (3 . 5) as
where we used the fact that Σ andũ µ are independent of t (and ϕ).
As shown in Appendix A (Eq. (A . 54)), the radiative field of metric perturbation is given by
where 
where φ
For a bound orbit, we can expand φ out Λ in a Fourier series as:
11) where
Substituting Eqs. (3 . 9) and (3 . 11) into (3 . 7), we obtain:
where k mnrn θ = ω mnrn θ − ma/2M r + , F (t) t := lim T →∞
2T
T −T dt F (t), and
In a similar manner, the formula for the loss rate of the angular momentum is given by
To obtain the change rate of the Carter constant, we need to evaluate
Using the vector fieldũ α (x), which was introduced in the previous subsection, we obtain
;α ) , (3 . 17) to the first order in perturbation, excluding total derivative terms with respect to τ . Those total derivative terms do not contribute after taking a long-time average. Furthermore, one can show that the second term also vanishes by using K (αβ;γ) = 0 andũ α;β =ũ β;α . After all, we find
To obtain the last term in the last line, the term withũ µ ∂ µ was rewritten into Σ −1 d/dλ, and integration by parts was applied. Substituting Eqs. (3 . 9) and (3 . 11) into Eq. (3 . 18), we obtain:
Now we focus on the r-derivative term in the curly brackets. Since φ out Λ and φ down Λ depend on t and ϕ only through an exponential function e −iωt+imϕ , we can write
where f (r, cos θ) represents the dependence on r and cos θ in φ Λ (x). r z (λ), t (r) (λ) and ϕ (r) (λ) are periodic functions with period Λ r , while θ z (λ), t (θ) (λ) and ϕ (θ) (λ) are those with period Λ θ . We introduce two different time variables λ r and λ θ . We use them instead of λ for functions with period Λ r and Λ θ . Then, by using these new variables, we can replace the infinitely long time average with a double integral over a finite region:
We only need to integrate over one cycle for each of λ r and λ θ . Using the relation
λ r -integral in (3 . 21) can be rewritten as
Eliminating the r-derivative term from (3 . 19) by using the above relations, we obtain
Here we used Eqs. (3 . 13) and (3 . 15) in the last equality. Finally, we obtain:
(3 . 24)
Consistency of our formulae in simple cases
In this subsection, we examine our formulae in a few simple cases. First, we consider circular orbits. We know that a circular orbit remains circular under radiation reaction. 12) This condition fixes dQ/dt for circular orbits as
Since we have Z out/down ℓmnrn θ = 0 for n r = 0 in the case of a circular orbit, the last term in Eq. (3 . 24) vanishes. Thus Eq. (3 . 24) is consistent with the above condition that a circular orbit remains circular.
Next, we consider orbits in the equatorial plane. An orbit in the equatorial plane should not leave the plane by symmetry. This can be confirmed by rewriting the above formula in terms of C. From the definition of ω mnrn θ (3 . 12), we obtain the following identity:
where we used the the expressions of dE/dt t and dL/dt t given in Eqs. (3 . 13) and (3 . 15) . Using this identity, we have
where we have used the following relations:
From this equation, it is found that dC/dt t = 0 when θ = π/2. Note that we have Z out/down ℓmnrn θ = 0 only for n θ = 0 in the case of equatorial orbits. §4. Application of our formulation to orbits with small eccentricity and inclination
In this section, as an application of our formulation, we consider a slightly eccentric orbit with small inclination from the equatorial plane. Since, in this case, we can expand an orbit with respect to the eccentricity and inclination, we can analytically calculate the change rates of the constants of motion.
Orbits
Here we define r 0 so that the potential in r-direction R(r) takes its minimum at r = r 0 : dR
We denote the outer turning point by r 0 (1 + e). Namely,
which gives the definition of the eccentricity e. We also define a parameter y = C/L 2 , which is related to the inclination angle. For orbits in the equatorial plane, we have y = 0. Further, we introduce a new parameter v = M/r 0 . For circular orbits v represents the orbital velocity at the Newtonian order. Hence, we regard v as a parameter whose power indicates twice the post-Newtonian (PN) order. Solving (4 . 1) and (4 . 2) forÊ andL, they are expressed in terms of e and y aŝ
where q := a/M . Hereafter we keep terms up to O(v 5 e 2 y) relative to the leading order.
With the initial condition set to r z (λ = 0) = r 0 (1 + e), the solution for r z (λ) is obtained in an expansion with respect to e as
We also compute cos θ z (λ) in a series expansion in y as
where Here the solution satisfies the condition, cos θ z (λ = 0) = 0. Substituting r z and cos θ z into Eqs.(2 . 9), (2 . 12) and (2 . 23), we obtain 
10) 
is the energy momentum tensor of a mono-pole particle of mass µ. Using the relation given in Eq. (A . 46),Ẑ
(out/down) Λ can be also expressed in the familiar form which appears as an integration over the source term in the standard Teukolsky formalism asẐ
where sT (x) is a projected energy momentum tensor defined by sT := s τ µν T µν with (A . 9), and s R
(r)) and s Z Λ (θ, ϕ) are, respectively, the radial mode functions and the spheroidal harmonics introduced in Appendix A.2.
In the following discussion we concentrate on the case with s = −2. Substituting the explicit forms of the energy momentum tensor and the projection operator −2 τ µν , we obtainẐ
with
Here dagger ( †) means an operation that transforms (m, ω) to (−m, −ω). The radial functions and the spheroidal harmonics appearing in the above equations can be evaluated analytically, as shown in Appendices B and C. For a bound orbit, since
has a discrete spectrum asẐ 17) where the coefficients Z out/down ℓmnrn θ are those already introduced in Eq. (3 . 14) with Eq. (3 . 11). Although we cannot show all the processes explicitly here, it is straight forward to calculate Z out/down ℓmnrn θ for each ω mnrn θ by substituting the analytic expansions of the orbits, the radial functions and the spheroidal harmonics. The left hand side of this equation vanishes for circular orbits. 12) In fact, the right hand side vanishes for e = 0. When we did not know how to compute dQ/dt t , the best guess that we could do for dQ/dt t was to assume that the left hand side vanishes for general orbits. 13) Therefore this combination represents the errors coming from this hand-waving working hypothesis. We can also compute Since y = 0 (i.e., C = 0) corresponds to θ = π/2, C does not evolve for equatorial orbits. This is consistent with the requirement from the symmetry that an orbit in the equatorial plane stays in the equatorial plane. Finally, we consider the evolution of an inclination angle ι defined by, 13) cos
Results

Substituting
which, roughly speaking, represents an angle between the normal vector of an orbital plane and the rotational axis of the central black hole, but this is not the unique definition. Although the definition of inclination angle can be changed at will to some extent in Kerr case, thus defined inclination angle reduces correctly to the usual one in the q = 0 Schwarzschild limit. Taking the average of the time derivative of cos ι, we obtain Substituting q = 0 into this equation, we can confirm that ι does not change in the case of Schwarzschild limit, which must be so because of the spherical symmetry of Schwarzschild spacetime. §5. Summary
In this paper, we have considered a scheme to evaluate the change rates of the orbital parameters of a particle orbiting Kerr black hole under the adiabatic approximation. We have adopted the method proposed by Mino, 10) in which we use the radiative field instead of the retarded field in order to compute the change rates for "the constants of motion" due to radiation reaction approximately. Based on Mino's method, we have developed a simplified scheme to evaluate the long term average of the change rates. Applying our new scheme, we have performed explicit calculations to present analytic formulas of change rates, dE/dt t , dL/dt t and dQ/dt t , for orbits with small eccentricity and inclination angle.
Here we used the expansions with respect to the post-Newtonian order, the eccentricity and the inclination angle in evaluating dE/dt t , dL/dt t and dQ/dt t . As a next step therefore we need to examine how large parameter region is covered by our formulae with a sufficient accuracy. As for the inclination, we recently found a formulation to obtain the analytic formulae for the change rates without assuming a small inclination angle. 14) On the other hand, it is almost certain that we need numerical calculation for the cases with a large eccentricity. Drasco and Hughes 15) developed a numerical code to calculate the gravitational wave fluxes of energy and azimuthal angular momentum evaluated at infinity and at the event horizon for general geodesic orbits. Fujita and Tagoshi also developed a numerical code based on an analytic method of solving the radial Teukolsky equation. By applying such codes to our scheme, we can evaluate the time-averaged change rate of the Carter constant for general orbits, although computational cost will not be small because we need to take into account a large number of frequency modes.
Once we obtain the change rates of "the constants of motion", as a next step, we want to use them to trace the evolution of orbits. Some strategies to solve the orbital evolution taking into account the radiation reaction effects were proposed in Refs. 17) and 18). However, it should be noted that the adiabatic approximation used here contains only the dissipative part of the self-force on a particle, and it does not contain the conservative part. In general, the conservative part also contributes to the secular evolution of orbits, thought it is not the dominant part in the limit µ → 0. Therefore the adiabatic approximation may not be sufficient to evaluate the orbital evolution.
Recently, Pound, Poisson and Nickel showed that the conservative part of the self-force can produce significant shifts in orbital phases in an analogous problem with a charged particle in electromagnetism. 19) They suggested that the conservative contribution to the phase shift is relatively large in weak field, slow motion cases, while it is suppressed in strong field, rapid motion cases. Furthermore, there are different types of effects higher order in µ which may produce significant shifts in phases. Therefore it is important to quantify the range of validity of the adiabatic approximation for appropriate applications of the results obtained in this paper. Although it requires computing second order perturbations in µ in order to understand the whole effects which potentially give phase shifts greater than O(1), some of effects can be evaluated by studying the first order self-force at each moment without averaging over a long period. We will come back to this issue in one of our forthcoming papers. 20)
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Appendix A Radiative solution for the metric perturbation
In this Appendix, we give a brief review on Teukolsky formalism, followed by a derivation of the radiative Green function of the linearized Einstein equations. This derivation is based on Refs. 22), 23) and 8).
A.1. Teukolsky equation
As a master variable we consider the Teukolsky functions defined by
z := r + ia cos θ, ∆ := r 2 − 2M r + a 2 , and Σ := r 2 + a 2 cos 2 θ. D n and L s are the differential operators defined by
and a dagger ( †) acting on an operator means transformation of ( 
We consider the following forms of expansions for s Ψ and sT :
where Λ := {lmω}. Substituting these expressions into the Teukolsky equation (A . 5), we obtain equations separated for the radial and angular parts as
where K := (r 2 + a 2 )ω − ma and λ := s E ℓm (aω) − s(s + 1) + a 2 ω 2 − 2amω. The eigenvalue s E ℓm (aω) is determined by solving Eq.(A . 11) as an eigenvalue problem imposing regular boundary conditions on s S Λ (θ) at θ = ±π/2. Here ℓ is an index that labels differnt eigen values. We also give a brief review on how to solve this equation analytically in Appendix C.
A.2. Mode functions
We write mode functions for the Teukolsky equation (A . 5) in the form
where s R Λ (r) is a homogeneous solution of the radial Teukolsky equation (A . 10), and s Z Λ (θ, ϕ) is the spheroidal harmonics
Using the symmetry of the radial equation (A . 10) under the simultaneous operations of the complex conjugation and the transformation of (m, ω) → (−m, −ω), we impose
where a dagger ( †) acting on a mode function means transformation of (ω, m) → (−ω, −m). In a similar manner, by virtue of the symmetries of Eq. (A . 11), we arrange the spheroidal harmonics to satisfy
In our later discussions, we also need the well-known Teukolsky-Starobinsky identities:
where . 19) and A is a factor which depends on how we normalize the radial functions. In this paper, we simply adopt A = 1. (This convention is the one used in Ref. 24) ). Now we discuss how to construct mode functions for metric perturbations from mode functions of the Teukolsky equation. The basic idea owes to Chrzanowski. 22) Here we follow a more rigorous approach taken by Wald. 23) Using the relation (A . 1), the Teukolsky equation (A . 5) is rewritten as
On the other hand, operating s τ αβ on the linearlized Einstein equation, which we schematically denote as G αβµν h µν = 4πT αβ , we obtain
From the comparison of these equations, we find an identity at the operator level:
Here we define O * µν , the adjoint of an operator O µν , so as to satisfy
for arbitrary scalar field X and tensor field Y µν . The definition of the adjoint operators for different types of tensor operators is a straight forward generalization of this definition. It will be worth noting √ −g d 4 x = sin θΣ dt dr dθ dϕ, and
By taking adjoint of each side in Eq. (A . 22), we obtain
Here we used the fact that the linearlized Einstein operator G αβµν is self-adjoint, i.e., G * αβµν = G αβµν . Then, from the definition of s O r and s O θ given in Eqs. (A . 8), it is easy to see that
Therefore we have (Σ s O) * −s R Λ s Z Λ e −iωt = 0, whihc means that
Hence,
is a complex-valued homogeneous solution of the linearized Einstein equations. Here ζ s is a numerical coefficient which we determine so as to satisfy
for any complex-valued amplitude of each mode, A Λ . Here the coplex conjugate term in parentheses is necessary to make the metric perturbation real. Using Eqs. (A . 2) and (A . 29), we can verify
In literature sτ * † µν is used to represent what we denote here by sτ * µν . The difference arises because we use the notation for the differential operators without assuming that they always act on a single Fourier mode. Namely, instead of writing (−iω, im), we are using here (∂ t , ∂ ϕ ). The complex conjugation of the former gives rise a flip of signature, while that of the latter does not. With the aid of the above relations (A . 17) and (A . 34), we find that the complex conjugate terms vanish to obtain
Thus the normalization constants are fixed as
Here we explain a method of constructing radiative field for metric perturbations. Radiative field is a homogeneous solution of field equations. Hence, once we obtain the radiative field for the Teukolsky function, it can be easily transformed into that for metric perturbations by using the relations established in the preceding subsection. We therefore first derive the radiative field for the Teukolsky function.
The retarded Green function of the Teukolsky function is defined as a solution of
with the retarded boundary condition: s G(x, x ′ ) = 0 for t < t ′ . We write the retarded Green function of the Teukolsky equation in the form of Fourier-harmonic expansion as
Then the radial part of the Green function s g Λ (r, r ′ ) is given by
with the Wronskian defined by
The advanced Green function can be constructed in a similar manner just by replacing "in" and "up" with "out" and "down", respectively. Then it is easy to show that the radiative Green function has a simple structure which does not contain any step function θ(r − r ′ ). To show this, let us start with the following expression for the radial part of the radiative Green function for r > r ′ :
We rewrite this expression in terms of the down-field and the out-field, eliminating
Taking the Wronskians of both sides of Eqs. (A . 42) with appropriate radial functions, one can easily obtain
Substituting these relations, the expression (A . 41) reduces to
We can do an analogous reduction for r < r ′ , and the result turns out to be the same as that for r > r ′ . Namely, the step functions which was present in the retarded and the advanced Green functions do not appear in the radiative Green function. This is consistent with the fact that the radiative field is a source-free homogeneous solution.
Since the radiative field is a homogeneous solution, we can use the method for reconstruction of metric perturbation explained in the preceding subsection. When we consider the metric perturbation by a point mass, the energy-momentum tensor is given by (4 . 14) . In this case it is easy to verify that the radiative field of the metric perturbations is given by
In fact, if we apply s D µν , we correctly recover
To show this, we also used
It is more convenient to rewrite N s written in terms of Wronskians by using the coefficients in the asymptotic forms of radial functions. The radial functions take the asymptotic forms,
where r * is the tortoise coordinate defined by dr * /dr = (r 2 + a 2 )/∆. Using the rela-
Λ , we can describe the asymptotic forms of out-and down-fields with the same coefficients that appear in Eqs. (A . 47) and (A . 48). Then, the Wronskians that we need to evaluate are , we obtain
Using the above relations, the coefficients N s are rewritten as
Hence, we finally obtain
whose extension to a field is φ (out/down) Λ (x) defined in Eq. (3 . 10).
Appendix B Mano-Suzuki-Takasugi method
Mano, Suzuki and Takasugi formulated a method of constructing a homogeneous solution for the radial Teukolsky equation in two kinds of series by using the Coulomb wave function and the hypergeometric functions. 24)-26) By applying this method under slow motion approximation, we can express homogeneous solutions in an analytic form. Furthermore, this method determines the asymptotic amplitudes of homogeneous solutions without numerical integration. This allows us to compute the gravitational wave flux at infinity and on the horizon with a high accuracy. 16) We summarize this method in this appendix.
B.1. Outer solution of radial Teukolsky equation
According to 24)-26), we can expand s R ν C , a homogeneous solution of the radial Teukolsky equation (A . 10), in terms of the Coulomb wave functions as where 
This fact shows that s R
is also a solution of the radial Teukolsky equation, which converges within the region r > r + .
B.2. In-going and up-going solutions
The in-going solution of the radial Teukolsky equation is given in terms of the Coulomb type solutions (B . 1) as 
we find that the coefficients which appear in the asymptotic forms of Eqs. (A . 47) and (A . 48) are given by
Appendix C Spheroidal harmonics
Here, we review the formalism to represent the spin-weighted spheroidal harmonics in a series of Jacobi polynomials based on Ref. 27), which was slightly improved in Ref. 16 ).
We first transform the angular part of the Teukolsky equation (A . 11) as
where ξ = a ω, x = cos θ and s E ℓm (ξ) = λ + s(s + 1) − ξ 2 + 2mξ. The angular function s S ξ ℓm (x) is called the spin-weighted spheroidal harmonics. Equation (C . 1) is a Sturm-Liouville type eigenvalue equation with regular boundary conditions at x = ±1. Since there are a countable number of eigenvalues for fixed parameters s, m and ξ, we introduced an index ℓ starting with max(|m|, |s|) as such a label that sorts the eigenvalues s E ℓm (ξ) in an ascending order. When ξ = 0, s S ξ ℓm (x) is reduced to the spin-weighted spherical harmonics, and the eigenvalue s E ℓm (ξ) becomes ℓ(ℓ + 1). We normalize the amplitude of s S The differential equation (C . 1) has singularities at x = ±1 and at x = ∞. We transform the angular function as
where α = |m + s| and β = |m − s|. Then, Eq. (C . 1) becomes
From Eqs. (C . 3) and (C . 4), we find
When ξ = 0, the right-hand sides of Eqs. (C . 5) and (C . 6) are zero, and they reduce to the differential equation satisfied by the Jacobi polynomials, A (n) (1) in the series expansion (C . 10). For a general s E ℓm (ξ), A n (1) does not satsify the relation (C . 12). Hence, the requirement to satisfy this condition determines the descrete eigen values s E ℓm (ξ).
As a practical way to obtain A (n)
(1) as well as s E ℓm (ξ), we introduce
.
(C . 19)
The ratio R n can be expressed as a continued fraction,
We can also express L n in a similar way as ℓm , we obtain
We replace R n+1 and L n−1 by Eqs. (C . 20) and (C . 21). Then we can determine the eigenvalue s E ℓm as a root of Eq. (C . 22). There are many roots, and the above equations for all value of n are equivalent. In practice, however, we truncate the continued fractions at finite lengths. In this case the most efficient way is to choose the equation with n = n ℓ := ℓ − (α + β)/2. With this choice all terms in Eq. (C . 22) become O(ξ 2 ), and the length of the continued fractions that we must keep to achieve a given accuracy goal is the shortest. As was done in Fujita and Tagoshi's paper, in general, we can adopt Brent's algorithm 28) in order to determine s E ℓm (ξ). However, when |ξ| is not large, we can derive an analytic expression for s E ℓm (ξ). The result is s E ℓm (ξ) = ℓ(ℓ + 1) − After we obtain the eigenvalues s E ℓm (ξ), we can easily determine all the coefficients. The coefficient with n = n ℓ is usually the largest term. The ratio of the other terms to the dominant term, i.e. A (n) (1) /A (n ℓ ) (1) , can be determined in the most efficient way with a minimal error due to truncation using Eqs. (C . 20) and (C . 21) for 0 < n < n ℓ and n > n ℓ , respectively.
The coefficient of the leading term A From these equations, we can determine the ratios of all coefficients, B
(1) /B
(n ℓ )
(1) . Now, we determine the values of the two coefficients A 
