INTRODUCTION
In situ analysis of Pb isotopes by laser ablation coupled with multiple-collector inductively coupled plasma mass spectrometry (LA-MC-ICP-MS) has been applied to a wide variety of geological samples, including silicate minerals, glasses and melt inclusions (Mathez and Waight, 2003; Peate et al., 2003; Gagnevin et al., 2005; Kent and Dilles, 2005; Paul et al., 2005; Simon et al., 2007; Kent, 2008a, b; Paul et al., 2011; Westgate et al., 2011; Kimura et al., 2013) . For Pb-rich material and/or when a large ablation spot is possible, LA-MC-ICP-MS using Faraday collectors can provide in situ Pb isotope analysis with accuracy of several per mil, even for the minor 204 Pb (cf., Kimura et al., 2013) . However, it has not been possible to apply this technique to low-Pb mate-rate isotopic ratio analysis (e.g., Kent and Dilles, 2005) . The linearity difference between the ICs and FCs is also an essential factor directly affecting the results.
The most significant advantage of MIC analysis over single IC analysis is (1) a lower counting statistic error due to longer signal integration for each isotope and (2) cancellation of flicker signal noise from the ICP plasma by simultaneous counting of the isotopes. Souders and Sylvester (2008) demonstrated in situ Pb isotope analysis of silicate glasses with an IC array, also termed multiple ion counters (MICs). They showed that 207, 208 Pb/ 206 Pb ratios could be measured with an accuracy of 0.45% with reproducibility of <0.5% relative standard deviations (2SDs) for samples with ~2 ppm Pb using an ablation spot of 40-69-µm. However, their 204 Pb-based isotope ratios were inferior in precision and accuracy, although they corrected for 204 Hg interference on 204 Pb by monitoring 202 Hg concurrently using ICs. This is always true for LA-MC-ICP-MS because large interference from 204 Hg on minor 204 Pb in low-Pb samples is inevitable (Kent and Dilles, 2005; Paul et al., 2011) .
In this work, we demonstrate that laser ablationmultiple ion counter-inductively coupled plasma-mass spectrometry (LA-MIC-ICP-MS) is a simple and rapid method for in situ determination of Pb isotope ratios of 207, 208 Pb/ 206 Pb from low-Pb (1.7-19 ppm) geological glasses at high spatial resolution of ~30-µm diameter. We tested Pb isotopic analyses of reference glasses using a deep-UV (200 nm wavelength) femtosecond laser ablation system (fsLA) connected with MIC-ICP-MS. Instrumental mass bias and inter-MIC calibration were corrected through a standard-sample bracketing method (Albarède et al., 2004) and baseline subtraction performed by on-peak background measurement before laser firing (e.g., Kimura et al., 2013) .
SAMPLES
The USGS geological rock reference glasses (BHVO-2G and GSD-1G) and MPI-DING glasses (KL2-G, StHs6/ 80-G, ATHO-G, T1-G, and GOR132-G) were analyzed. These glasses have low-Pb concentrations ranging from 1.7 to 19.5 ppm (GeoReM, http://georem.mpchmainz.gwdg. de, Application Ver. 15, 2013; Jochum et al., 2005a Jochum et al., , 2006 except for GSD-1G, which was doped with selected rare earth elements and transition metals including Pb (48 ppm, Guillong et al., 2005) . These reference glasses have been well characterized for Pb isotopes (Elburg et al., 2005; Jochum et al., 2005b Jochum et al., , 2011 Paul et al., 2005) and therefore, were suitable for validating the analytical method. The selected USGS glasses were all basaltic in composition, whereas the MPI-DING glasses covered a wide range of compositions: basalt (KL2-G), andesite (StHs6/80-G), rhyolite (ATHO-G), quartz-diorite (T1-G), and komatiite (GOR132-G). Jochum et al. (2005b) noted Pb contamination during glass preparation and the heterogeneity of the MPI-DING glasses. However, the influence of these deficiencies is less significant considering the precision obtained from the microanalytical techniques, whereas it does affect a high precision analysis with thermal ionization mass spectrometry (TIMS) and solution MC-ICP-MS.
We used BCR-2G (11.0 ppm Pb, GeoReM) and NIST SRM 612 (38.96 ppm Pb, Pearce et al., 1997) as primary bracketing standards. Both have moderate Pb content and can generate sufficient signal intensity but not saturate the ICs in our routine LA condition. Pb isotopic ratios are taken from solution MC-ICP-MS analyses for BCR-2G (Elburg et al., 2005) and from double-spike solution MC-ICP-MS for NIST SRM 612 (Baker et al., 2004) . BCR-2G and NIST SRM 612 have very different chemical and physical properties. BCR-2G is an opaque basalt glass, whereas NIST SRM 612 is a transparent synthetic glass with a rhyolite-like composition. The difference was supposed to affect laser coupling with the materials ablated. However, no significant matrix effect was observed in our fsLA-MIC-ICP-MS data (see below).
INSTRUMENTATION
In situ Pb isotope analyses were performed on a double focusing MIC-ICP-MS (Thermo Fisher Scientific, Neptune, Bremen, Germany) fitted with a 200/266 nm fsLA system, housed at the Institute for Research on Earth Evolution (IFREE), Japan Agency of Marine-Earth Science and Technology (JAMSTEC). The fsLA system and the MIC-ICP-MS used here have been described in detail elsewhere (Kimura et al., 2011 (Kimura et al., , 2013 Kimura and Chang, 2012) and brief descriptions of the instrumental setup for this work are listed in Supplementary Table S1 . The important details for this work are given below.
Instrumental sensitivity, detecting efficiency and signal-to-noise ratio (S/N) are critical in controlling the quality of Pb isotope measurements under total Pb intensity below 10 mV (Sounders and Sylvester, 2008) . This is particularly true for analysis of low-Pb at high spatial resolution by LA-ICP-MS. To improve the S/N and detecting efficiency, we used MICs instead of FCs to collect all Pb isotopes. Eight miniature Channeltron-type ICs were installed on our MC-ICP-MS, of which four were attached to the low-mass Faraday cup side (L4) and spaced specifically to collect all Pb isotopes ( 204, 206, 207, 208 (Table  S1) , and slightly large, 3-7% for IC4, which collected 208 Pb in 30 minutes. The decay of ICs is quite rapid and differs between isotopes dependent on signal intensities. This prevents use of inter-MIC calibrations as for large ICs (e.g., full size SEM) (Kimura et al., 2011) . Therefore we did not perform inter-MIC calibration. Dark noise correction, which usually was below 0.01 cps, was done with the analytical valve of Neptune closed to shutdown ions from plasma ion source. A dead time correction was applied with a default value of 70 ns for all ICs.
We tested several possible ways to improve instrumental sensitivity, including the addition of a large extra rotary pump (E2M80, Edwards, West Sussex, UK) connected in parallel with the original interface pump, and the use of high performance (X-) skimmer and JETsample cones (Bouman et al., 2008) . Sensitivity was increased by about 10 times using this interface setting. These modifications on the plasma interface did not cause any significant alteration of mass fractionation factors between Pb isotopes (Kimura et al., 2013) , although large but stable instrumental mass bias was present due to mass fractionation that occurred at the ICP interface (Hirata, 1996) . The stable mass fractionation at the interface allowed for the application of the standard bracketing method (see below). Therefore, X-skimmer and JETsample cones, which gave the highest sensitivity, were used in most of the analytical sessions in this work. Nevertheless, X-skimmer and Normal (N) sample cones were also tested for comparison. Typical sensitivity of 18-23 kilo counts per second (kcps) of total Pb intensity per ppm Pb, at 5 Hz LA repetition on BCR-2G (11.0 ppm Pb) with ~30-µm crater, was achieved by the X-JET combination.
The fsLA system used in this work provides a 266-or 200-nm laser beam from the 3rd or 4th harmonic waves of the fundamental 800-nm fs-laser . Considering ablation features and the small sample volume desired for this work, we only used the 200-nm laser beam. Ablation was performed using a helium carrier gas in a small-volume ablation cell (~20 cm 3 internal volume) with parallel inlet nozzles for the helium flow . Pulse duration of the fsLA was assumed to be < 300 fs. Total laser energy prior to the shaping aperture was ~40 µJ. The laser fluence on the sample surface was ~6 J cm -2 . Femtosecond laser ablation is believed to have less thermal effect and cause less damage at the ablation site and consequently, suppresses elemental fractionation (e.g., Kimura and Chang, 2012) . Moreover, efficient sample aerosol transfer to the ICP, about two times better than that in 193 nm nanosecond excimer LA, is beneficial for microanalysis . Ablated sample aerosols were transferred by He gas flow into a 150 mL inner volume PFA buffer chamber, where Ar makeup gas was mixed and injected together into the ICP.
ANALYTICAL PROTOCOLS
We used a rotation raster protocol to lessen downhole elemental fractionation during laser ablation (Kimura et al., 2011) and to obtain stable ion beams (Fig. 1) . A computer-controlled stage, on which the ablation cell is mounted, rotates under the laser beam at a given radius and travelling speed to fit the desired crater size and ablation duration. The theoretical crater size resulting from this LA mode will be the sum of sizes of the laser beam and stage rotation circle. Under our routine operation conditions, an ablation spot of approximately 30 µm was produced by rotating the sample repeatedly along the circumference of a 3-µm radius circle at 2 µm/s, and by using a laser beam with 20-µm diameter.
The resulted size of the ablated spot varied slightly depending on the composition of the glass, presumably due to laser absorption features of the materials (Czas et al., 2012) . Crater diameters were consistently smaller on the NIST SRM 612 (soda-lime glass, ~28 µm), but larger on the T1-G (quartz-diorite, 38-40 µm), whereas craters of ~30 µm were normally produced on other basalt, andesite, rhyolite, and komatiite glasses. All analyses in this study were performed using this rotation raster pro- tocol. Therefore, the spatial resolution in our Pb isotope analysis was fixed at 30 µm for most of the glasses, which was almost half that of the previous study by Sounders and Sylvester (2008) .
Pb signal intensity was adjusted by changing the repetition rate of the laser pulse between 1 and 10 Hz. We measured that the drilling rate was 0.04 µm per shot on basalt glasses. Thus, a 60 s ablation used here (described in following paragraph) resulted in craters with depths of 3-25 µm. This drilling rate allowed normal petrological thin sections (typically 30-40 µm thick) to be analyzed.
We employed an on-peak background subtraction with standard-bracketing method. Pb isotope data were acquired continuously in a static mode for 180 s in one analytical run with ~0.262 s integration time per scan for both standards and unknowns (Fig. 2) . Two 30-s baseline measurements were made first in each run before laser firing (Fig. 2) . The Pb isotope signals of either standards or unknowns were measured from ~47 s (180 scans at 0.262 s/scan) LA signals after laser-on and stabilization of the Pb signals (Fig. 2) . Aerosols from previous measurements may have been deposited as a thin layer on the sample surface. Therefore, to avoid surface contamination, data acquired within ~8 s after laser firing were discarded (pre-ablation; Fig. 2 ). One-minute washout was used after LA, but it was clear that 10-20 s was sufficient to wash the Pb sample signals to the gas blank levels (Fig.  2) . Outlier isotope ratios were removed online with the 2σ outlier test of the Neptune operating software. One measurement run, including baseline measurement, preablation, signal acquisition, washout, and data processing for off-line calculation, took about three minutes.
As shown in Figs. 2 and 1, although 204 Pb was collected, its S/N is too bad for quantitation, typically 0.13-0.15 when adjusting 208 Pb to suitable level (discussed in later section). Poor S/N is due to low abundance of 204 Pb compared to the other Pb isotopes and the high background signal of mass 204, which usually is 6-10 kcps, almost 10 times higher than those of 206, 207, 208 Pb. The high background of mass 204 was contributed mainly by mercury from Ar and helium gases. We have tried to install activated charcoal and duster filters before make-up Ar gas to remove Hg. Two thirds of Hg signal was cut by the filters, but still crucially high for isotope ratio analyses. Furthermore, large amount of carbon was introduced into plasma by using charcoal filter, which may cause problems by depositing on sampling cone and increasing potential contamination. The S/N ratio of 204 Pb can be improved to some extent by increasing the size of LA spot. Jochum et al. (2005b) used 120 µm LA spot and obtained 206, 207, 208 Pb/ 204 Pb ratios with precisions of 0.3-2% (RSE) for NIST 612 and MPI-DING glasses. However, increasing LA spot will deviate from the main purpose of this study. Therefore, the measured 206, 207, 208 Pb/ 204 Pb ratios in this work were highly variable and erroneous. We reported only 207 Pb/ 206 Pb and 208 Pb/ 206 Pb here for the measured reference glasses.
The standard was analyzed before and after each sample, because the counting efficiency of the miniature MICs decayed very quickly during the analyses as mentioned in previous section, and considering that bracketing standard and unknown should be measured with as similar conditions as possible.
For the reference glasses, which are presumed to be homogeneous, final Pb isotope ratios were usually derived by an average of multiple spots (e.g., the average of three spots following Jochum et al., 2005c) . Analytical precision appears improved by the statistical treatment of the data from three spots, but this method is not always applicable for the analysis of melt inclusions where sampling area is limited. In this paper, Pb isotope data based on individual spot analysis are assessed throughout.
RESULTS AND DISCUSSION

Effect of Pb beam intensity on isotope ratios
The response of the miniature MICs to varying ion beam intensity has been of great concern for isotope analyses. It has been advisable to match the beam intensities between unknowns and bracketing standards (Sounders and Sylvester, 2008; Nozaki et al., 2012; Kimura et al., 2013) . To examine the linearity of the MICs and finally, Fig. 2 to set a suitable range of Pb ion intensities of bracketing standard and unknowns for the fsLA-MIC-ICP-MS system used, we measured Pb isotopic ratios and evaluated accuracy at different intensities of the ion beam. We also compared the isotopic ratios acquired from unmatched beam intensities between the unknowns and standards, because it was not always possible to perform intensity matching for samples such as small melt inclusions. Figure 3 shows (1) Fig. 3 is the unknown's, but the corresponding bracketing standards also have similar beam intensity. Because the measurement at each laser repetition rate was done triply, which allowed a bracketing calibration by the sample itself for isotopic ratios, in order to examine the effects of beam intensity on accuracy of Pb isotopic determination by MICs.
The raw ratios were shifted systematically from the reference values and dropped significantly as the beam intensity increased (see open symbols in Fig. 3) Elburg et al. (2005) for BHVO-2G and BCR-2G, Baker et al. (2004) for NIST 612. signal yields in both IC3 ( 207 Pb) and IC4 ( 208 Pb) in the high intensity range. Such an effect was not significant in the low signal intensity range for the entire BHVO-2G results (<60 kcps at 208 Pb). The internally corrected isotope ratios for all beam intensity levels replicated the reference isotope ratios closely (see solid symbols in Fig. 3 ), indicating the feasibility of using fsLA-MIC-ICP-MS for practical microanalysis of Pb isotopic ratios under the condition that bracketing standard and the unknown analyzed have similar signal intensities. The results also suggest: (1) that the standard bracketing method is useful for correcting for inter-MIC ion yield together with mass bias correction using exponential law (Albarède et al., 2004) , and (2) that the miniature MICs are not stable internally with ion beams stronger than 300 kcps. For signal intensity level of 2.8-100 kcps of 208 Pb, all the isotope ratios measured in the three reference glasses were stable (Fig. 3 ). Such a low signal level should be suitable for Pb isotope analyses by this particular fsLA-MIC-ICP-MS method. However, data acquisition in a low signal level faces poor counting statistics. This will be examined in more detail below. For further confirmation of this analytical protocol, we analyzed BHVO-2G (1.7 ppm Pb) as unknown at a fixed 208 Pb intensity of ~40 kcps using BCR-2G (11 ppm Pb) as bracketing standard with varying 208 Pb intensities of 30-250 kcps. The 206, 207 Pb/ 206 Pb isotope ratios increased slightly (~0.5% of isotope ratios) with increasing intensity of the standard; however, these were within analytical uncertainty (2SD of 3 repeated analyses) (Fig.  4) . The analyzed isotope ratios reproduced the reference values of BHVO-2G well (Elburg et al., 2005 ; see dotted lines in Fig. 4) . Fig. 4 . 207, 208 Elburg et al. (2005) .
Beam intensity shown here is the unknown's, which is similar for bracketing standards also (see text). Error bars present independent in-run 2SE. Dashed lines show the reference values:
Fig. 5. Relative standard error (independent in-run 2SE%) versus beam intensity of 208 Pb isotopes. The signals were obtained by ablation on BHVO-2G, BCR-2G, and NIST 612 with 1-20 Hz laser repetition rate. The dashed lines show theoretical values.
Note that a large instrumental mass bias (e.g., Hirata, 1996; Kent, 2008a; Kimura et al., 2013) in the Pb isotopes region was corrected for by the standard bracketing method (Elburg et al., 2005; Paul et al., 2005; Kent, 2008a; Kimura et al., 2013) . The remaining interlinearity issue of the MICs can be well compensated in the 10-300 kcps range with the standard bracketing method.
Effect of Pb beam intensity on analytical precision
In-run precision of measured Pb isotope ratios from the above experiments showed an exponential correlation with ion beam intensity (proxy as 208 Pb intensity). The precision degraded dramatically when 208 Pb intensity decreased below 10 kcps (Fig. 5 ). An exception was the deterioration of precision of 208 Pb/ 206 Pb in the NIST SRM 612 glass when 208 Pb intensity >300 kcps. We concluded that this was caused by instantaneous saturations of IC4 by pulsed signals generated from coarse laser aerosol particles (e.g., Kimura et al., 2011) .
Except for this, the observed precision agreed well with theoretical calculations, indicating that (1) the fsLA-MIC-ICP-MS analysis reached its limits of precision, (2) counting statistics were the main control of the analytical precision, and that (3) Pb is the intensity (cps) of the Pb ion beam, I is the intensity of the bulk ion beam; σ is the standard deviation of beam intensity or isotope ratios, SE is the standard error of the measured Pb isotope ratios, and n is total counting time. We assumed that the square root of a counting number represents one standard deviation following the counting statistics. Precisions calculated by this are given as 2SEs (or % 2SE), hereafter (Fig. 5) .
Based on the equations and observed data above, we concluded that the optimal ion beam range with the miniature MICs is between 10 and 300 kcps at 208 Pb for sufficient counting statistics to allow in-run 2SE better thañ 0.5%, but not to saturate the MICs in our fsLA-MIC-ICP-MS. Any signals from bracketing standards and bracketed unknowns should remain within the proposed range. This was achieved by altering the repetition rate of the fsLA pulse (1-10 Hz) for a ~30-µm crater using the rotation raster protocol.
Precision, accuracy and reproducibility of BHVO-2G analysis
We evaluated the fsLA-MIC-ICP-MS method for in situ Pb isotope analysis by an intensive measurement of BHVO-2G (1.7 ppm Pb), which had a Pb content equivalent to or lower than that of our target samples, including melt inclusions in olivine, which normally have one to a few tens of ppm Pb (e.g., Saal et al., 2005) . The analysis also assessed Pb isotope ratios and isotopic homogeneity of BHVO-2G, for which few data have been published (Elburg et al., 2005; Jochum et al., 2005c) . BCR-2G (11.0 ppm Pb) and NIST SRM 612 (38.96 ppm Pb) were used as bracketing standards.
Supplementary Table S2 and Fig. 6 present the results for BHVO-2G obtained in 14 analytical sessions over 15 months. All the measurements were conducted using ~30-µm crater by rotation raster and 10 Hz LA repetition rate, but the bracketing standard and plasma interface differed for each analytical session. Normal (N)-sample and Xskimmer cones were used for the first five days, whereas the JET-sample and X-skimmer cones were used for the remainder of the days for higher sensitivity, as shown in Table S2 . Even with the JET-X cone combination, 208 Pb intensity of BHVO-2G ranged from 11 to 16 kcps after background subtraction. This was significantly lower than the previous report using MICs (using 40-67-µm crater by Sounders and Sylvester, 2008) . The signal intensity can be increased by increasing the LA repetition rate while maintaining the horizontal resolution, but it results in an increased drilling depth. We did not apply an LA repetition rate greater than 10 Hz, to retain the total drilling depth <25 µm, to avoid exceeding the thickness of a typical rock thin section.
Even with such small Pb beam intensities, precisions of the Pb isotope ratios of BHVO-2G from individual craters were 0.5-1.4% (2SE) for 207 Pb/ 206 Pb and 0.4-1.0% (2SE) for 208 Pb/ 206 Pb (Table S2 ). The N-X cones yielded precisions of 0.7-1.4% (2SE) for 207 Pb/ 206 Pb and 0.6-1.0% (2SE) for 208 Pb/ 206 Pb, whereas those by JET-X cones performed better at 0.5-0.8% and 0.4-0.8% (2SE), respectively for these ratios (Table S2 ). The improvements were owing to the sensitivity being enhanced by three times when using the JET interface cone. It should be noted that the precisions (2SE) reported for BHVO-2G and hereafter for other glasses were propagated from bracketing standards.
The mean values of measured 207 Pb/ 206 Pb and 208 Pb/ 206 Pb ratios were 0.834 ± 0.008 (2SD) and 2.053 ± 0.018 (2SD), respectively, which agree quite well with the solution MC-ICP-MS data (Elburg et al., 2005) to within 0.19% and 0.24%, respectively (Fig. 6) . Our results were even closer to the LA-sector field (SF)-ICP-MS results by Jochum et al. (2005c) Pb ratio. It should be noted, however, that about 25% of individual runs showed poorer accuracy and were scattered between 0.5% and 1.3% of accuracy for both isotope ratios. This was the worst analytical performance using this method, so far, although heterogeneity of the BHVO-2G glass may account for some of the scatter. Pb contamination of USGS standard seems a commonly believed issue (Baker et al., 2004; Elburg et al., 2005) .
The measured 207 Pb/ 206 Pb and 208 Pb/ 206 Pb ratios showed overall reproducibility of 0.96% (2SD) and 0.89% (2SD), respectively (n = 61; Table S2 ). The reproducibility of both 207 Pb/ 206 Pb and 208 Pb/ 206 Pb were about twice that of the independent in-run precisions (about half size of propagated 2SE), implying large variety between different analytical sessions. We attributed this to the variation of the miniature MICs operating condition which was optimized for plateau voltages periodically but not in every analytical session. Pb isotopic heterogeneity of BHVO-2G may also have affected the long-term reproducibility because we analyzed different portions of the glass tip on different days.
fsLA-MIC-ICP-MS analyses of geological reference glasses
The long-term reproducibility obtained from BHVO-2G is encouraging for the application of this fsLA-MIC-ICP-MS method to natural glass samples, because most geological glass samples have higher Pb concentrations than BHVO-2G. In the following, we demonstrate the versatility of the method by analyzing MPI-DING (KL2-G basalt 2.07 ppm Pb, StHs6/80-G andesite 10.3 ppm Pb, ATHO-G rhyolite 5.67 ppm Pb, T1-G quartz diorite 11.6 ppm Pb, and GOR132-G komatiite 19.5 ppm Pb) and USGS (GSD-1G doped basalt, 48 ppm Pb) geological Elburg et al. (2005). reference glasses covering almost the entire range of chemical compositions from komatiite, basalt, andesite, and rhyolite to quartz-diorite. These glasses have 2.07-19.5 ppm Pb, except for the doped basalt glass of GSD-1G, which contains 48 ppm Pb (Supplementary Table S3 ). Figure 7 shows the 207 Pb/ 206 Pb and 208 Pb/ 206 Pb ratios of individual runs and mean values measured in this study for the MPI-DING and USGS glasses. Operating parameters of the fsLA-MIC-ICP-MS were the same as those used for BHVO-2G, but with varying LA repetition rates of 1-10 Hz depending on Pb abundance. Each glass was measured in two or more sessions, except for StHs6/80-G, which was analyzed only once. The JET-X cones were used for most analyses; except for a session in the GSD-1G analysis, which used N-X cones (Table S3) . BCR-2G was used as standard for KL2-G, ATHO-G, and GOR132-G, whereas NIST SRM 612 was used for KL2-G, StHs6/ 80-G, ATHO-G, T1-G, and GOR132-G. Therefore, duplicate analyses were done by BCR-2G basalt and NIST SRM 612 synthetic (rhyolitic) glass standards with different matrices for KL2-G basalt, ATHO-G rhyolite, and GOR132-G komatiite to test various combinations of materials and matrix between the standard and sample. (Jochum et al., 2011) with reproducibility of 0.33-1.0% (2SD), except for KL2-G, which yielded an accuracy of 0.7-1% and reproducibility of 1-1.3% (Table S3 and Fig.  7 ). In general, the accuracy and precision accomplished from ~30 µm spatial resolution by fsLA-MIC-ICP-MS for these reference glasses were comparable to or better than those of BHVO-2G (see Table S2 and Fig. 6 ). The fsLA-MIC-ICP-MS method shown here was not affected by the matrix at the accuracy level of 0.1-0.38% for the (Saal et al., 2005) . Error bars with the data of this work are bracketing standards propagated in-run 2SE. Pb concentration data of the reference glasses are from Jochum et al. (2006) , Guillong et al. (2005), and GeoReM (http://georem.mpchmainz.gwdg.de, Application Ver. 15, 2013) . Fig. 7 . 207, 208 Pb/ 206 Pb ratios of 208 Pb signal of ~200 kcps (Cocherie and Robert, 2007) , indicating that our instrument, especially the 200-nm fsLA laser sampling system with rotation raster protocol, provided equally stable signals than that for solution nebulization (see Figs. 1 and 2 ). Careful tests on the appropriate signal range applied to the miniature MICs (see Figs. 3 , 4, and 5) optimized the fsLA-MIC-ICP-MS.
The new analytical results of the selected geological glasses in this study were compared with the results on basalt melt inclusions analyzed by SIMS (Saal et al., 2005) (Fig. 8) . The analyzed concentrations of Pb by SIMS were about several ppm, which are comparable with that analyzed for BHVO-2G (1.7 ppm Pb). The analytical precision (shown by 2SE for BHVO-2G) from an individual single crater was superior to the single spot precision by SIMS, whereas the reproducibility (shown by 2SD or deviation of the data cluster of BHVO-2G in Fig.  8 ) was similar to that of SIMS, and this was also true of other reference glasses (Fig. 8) .
As such, analytical performance of the fsLA-MIC-ICP-MS system is comparable to SIMS apart from the poor depth resolution of 3-25 µm by the former, contrasting with the 2-5 µm by the latter. The spatial resolution accomplished by our fsLA-MIC-ICP-MS method is useful for the analyses of magmatic melt inclusions and silicate minerals where high resolution and sensitivity are required. The benefit of this method is its high throughput; it takes less than 400 seconds to measure an unknown sample in a typical arrangement of standard-sample bracketing. In contrast, 20-30 minutes are usually needed to perform Pb isotope analyses for one spot by SIMS (Kobayashi et al., 2004) . The simple sample preparation without the necessity for either sample coating or insertion into high-vacuum conditions is an additional benefit. The cheaper set up costs and relatively easy availability of LA-ICP-MS over SIMS are also the advantages.
CONCLUSION
A simple and rapid in situ analytical method was established for high-resolution Pb isotope ratio analysis of geological glasses at low-Pb concentration. The system included a 200-nm fs laser ablation system for sampling at ~30-µm spatial resolution, and sensitivity-enhanced multiple ion counter (MIC)-ICP-MS. Optimization of the method by examining laser ablation protocols and responses of the miniature MICs helped identify the appropriate measurement conditions of the system. Intensive examinations on the geological reference glasses indicate comparable accuracy, precision and reproducibility of the 207, 208 Pb/ 206 Pb ratios analyzed by the system to ion microprobe (e.g., SIMS). And besides, easy performance, high sample throughput and low cost are the most attractive points of the method for Pb isotopic studies of geological glasses, including melt inclusions in olivine.
