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Abstract
Let ω have dyadic expansion .x1x2 · · ·. Put fn(ω) = (x1 + x2 + · · · +
xn)/n. If lim fn(ω) → 1/2, ω is called simply normal to base 2. We
give a proof that numbers of the form
√
s for s not a perfect square
have dyadic expansions which are simply normal.
Let nk be an arbitrary subsequence and define f(ω) = lim sup fnk(ω).
We define two expansions, ω1 and ω2 such that f(ω1) = a and f(ω2) =
1− a where 1 − a = f(√s). Let ν = ω2 and define h(ν) = f(ω). It is
observed that the νi, the squares of the ωi, i = 1, 2, have the same tail,
that is, there exists an index n such that the digits at indices n+j, j ≥ 0
are the same for both expansions. From the above, h(ν2) = 1− h(ν1).
The proof is completed in section 2.3 by showing h at the νi does not
depend on any initial segment of its digits. This part depends on ba-
sic probability involving the notions of independence and conditional
expectation. 1
1 Introduction
1.1 The problem and its setting
A number is simply normal to base b if its base b expansion has each digit
appearing with average frequency tending to b−1. It is normal to base b if its
base b expansion has each block of n digits appearing with average frequency
tending to b−n. A number is called normal if it is normal to base b for every
base. For a more detailed introductory discussion we refer to chapter 8 of [6]
or section 9.11 of [3]. The most important theorem about normal numbers
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is the celebrated result (1909) of E. Borel in which he proved the normality
of almost all numbers with respect to Lebesgue measure (for a proof see
section 9.13 of [3]; an elegant probability proof using the strong law of large
numbers appears in [5], p. 43).
Borel’s theorem left open the question, however, of identifying specific
numbers as normal, or even exhibiting a common irrational simply normal
number. In this paper we exhibit a class of numbers simply normal to the
base 2. More precisely, we prove
Theorem 1 Let s be a natural number which is not a perfect square. Then
the dyadic (base 2) expansion of
√
s is simply normal.
Consider irrational numbers ω in the closed unit interval Ω, and represent
the dyadic expansion of ω as
ω = .x1x2 · · · , xi = 0 or 1. (1)
This expansion is unique because of the irrationality of ω.
1.2 Tail functions, coordinate averages
Given any expansion ω = .x1x2 · · · and any natural number n, the sequence
of digits xn, xn+1, · · · is called a tail of the expansion. Two expansions are
said to have the same tail if there exists n so large that the tails of the
sequences from the nth digit are equal (that is, the digits at indices n + j
for j ≥ 0 are the same for both expansions). The function g is called a tail
function if, whenever α1 and α2 have the same tail, g(α1) = g(α2). This
means that for every natural number n there is a function gn defined on the
sequence xn, xn+1, · · · such that
g(x1, x2, · · ·) = gn(xn, xn+1 · · ·). (2)
The average
fn(ω) =
x1 + x2 + · · ·+ xn
n
(3)
is the relative frequency of 1’s in the first n digits of the expansion of ω.
Simple normality for ω is the assertion that fn(ω)→ 1/2 as n→∞. Let nk
be any fixed subsequence and define
f(ω) = lim sup
k→∞
fnk(ω) (4)
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where f depends on the subsequence nk. Note that
f(ω) = lim sup
k
x1 + x2 + · · · xnk
nk
= lim sup
k
xr + xr+1 + · · · xnk
nk
(5)
no matter how large fixed r is, so that f is a tail function. Moreover, because
of the second equality f is also invariant, that is, f(Tω) = f(ω) where T is
the shift transformation taking x1, x2, · · · into x2, x3, · · ·.
1.3 fn and f on ω written as functions hn and h on ν = ω
2
In the arguments to follow the square ν = ω2 of an expansion ω will play
an important part. Let us put
ω2 = ν = .u1u2 · · · , ui = 0 or 1. (6)
Then ω and ν uniquely determine each other. So the average fn(ω), defined
in terms of the x sequence of relation 1, can also be expressed as a function
hn(ν) of the u sequence of relation 6. This relationship has the simple form
fn(ω) = fn(
√
ν) = hn(ν). Let nk and f be as defined in section 1.2. Define
h(ν) = lim supk hnk(ν); then clearly f(ω) = h(ν).
1.4 Idea of proof
Here is a guide to the basic line of reasoning in the proof of theorem 1. Two
expansions ω1 and ω2 are defined such that f(ω1) = a and f(ω2) = 1 − a
where 1 − a = f(√s) (see relation 4). Let νi = ω2i , i = 1, 2. Looking at
the expansions of these numbers, we see that the νi have the same tail.
Moreover, the tails of the νi and the ωi are related in a simple functional
way so they contain the same information. This allows a calculation of
h at the νi using tail data of the νi. Section 2.3 digs a little deeper into
the relationship between the tails of the νi and the ωi. Expressing this
relationship with two formulas, relations 12 and 13, we show these formulas
contain all information about the expansions and the values of h. Finally, we
use a probability argument using independence and conditional expectation
to show h at the νi is just a function of its tails.
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2 Proof of theorem 1
2.1 Definition of ωi and νi for i = 1, 2 and determination of
their tails
Let s be a natural number which is not a perfect square, and let l be any
positive integer such that 2l > s. Define the numbers
ω1 = 1− (
√
s/22l)
and
ω2 = (
√
s− 1)/2l.
The numbers ωi are less than 1 and their squares are given by
ν1 = 1 + s(2
−4l)− (2−2l+1√s) and ν2 = (s+ 1)2−2l − (2−2l+1
√
s). (7)
Let us study what the expansions of the numbers in relation 7 look like.
The expansions of the rational terms 1 + s(2−4l) and (s + 1)2−2l have only
a finite number of non-zero digits. The expansion of the term 2−2l+1
√
s is
obtained from the expansion of
√
s by shifting the “decimal” point 2l − 1
places to the left. To get each of the values in relation 7, this term must be
subtracted from each of the larger rational terms which have terminating
expansions. Let the non-integer part of
√
s be .s1s2 · · ·. Then the expansions
of the squares look something like the following example:
A, 1− .000 · · · s1s2s3 · · · = A, 011 · · · − .000 · · · s1s2s3 · · · (8)
= B, (1− si) (1 − si+1) · · ·
Here A, 1 represents the rational term, a finite sequence of digits A followed
by a terminal 1. Subtracted from this is the expansion of the shifted
√
s. To
perform the subtraction, change the rational term into an infinite expansion
by replacing the terminal 1 with 0 and all following 0 digits to 1’s. The
result is an expansion having an initial segment of digits B followed by a
tail of the sequence 1− si. It is important to note that because the shift of√
s is the same for both ν1 and ν2, if, for fixed index i, the term 1 − si on
the right hand side of relation 8 appears at index n of the expansion of ν1,
then 1− si also appears at index n of the expansion of ν2.
Definition Given two sequences α = .a1a2 · · · and β = .b1b2 · · ·, we say the
tail of α has tail a tail of β to mean there exist natural numbers N and M
such that aN+j = bM+j, j ≥ 0.
Conclude from relation 8 and the subsequent analysis that:
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the expansions of ν1 and ν2 have the same tail. This tail is a tail of the
sequence 1− si.
Examine now the expansions of the ωi. The number ω1 has the same
form as the numbers of relation 7: a shift of
√
s subtracted from a rational
term. So the expansion of ω1 has tail a tail of the sequence 1 − si. The
expansion of ω2, however, involves a rational term subtracted from a shifted√
s. It is easy to see that the result is an expansion with tail a tail of the
sequence si. To summarize:
the expansion of ω1 has tail a tail of the sequence 1 − si and the tail of ω2
has tail a tail of the sequence si.
2.2 Calculation of f(ωi); calculation of h(νi) from the tails of
νi and their relation to the tails of ωi
Let nk be any subsequence such that limk→∞ fnk(ω1) converges to a limit
f(ω1) = a. Since f is a tail function, the tail of ω1 shows that a = 1 −
f(
√
s) and the tail of ω2 is a tail of si and so limk→∞ fnk(ω2) converges
to 1 − a = f(√s) (see relation 5 and section 2.1). For general ω define
f(ω) = lim supk→∞ fnk(ω). By section 1.3
a = f(ω1) = h(ν1) and 1− a = f(ω2) = h(ν2). (9)
Let xij be the coordinates of ωi and uij the coordinates of νi for i = 1, 2.
From the tail properties described in section 2.1 we can take r so large such
that there are indices n and k with
f(x11, x12, · · · x1,n−1, 1− sr, 1− sr+1, · · ·) = f(ω1) = h(ν1) = (10)
h(u11, u12, · · · u1,k−1, 1− sr, 1− sr+1, · · ·).
Observe that the tails of ν1 are the same as those of ω1 up to a shift. We
show that h(ν1) can be calculated using the tail data of ν1. Take a typical
tail 1− sr, 1 − sr+1, · · · of ν1. Since f is a tail function with respect to the
x variables we have
a = lim
k→∞
((1 − sr) + (1− sr+1) + · · ·+ (1− snk))/nk = f(ω1) = h(ν1).
Conclude that one is able to calculate the value a = h(ν1) using the tail
data for ν1 and its relation to the tail of ω1.
The argument for the pair (ω2, ν2) is similar. We may assume r has been
chosen so large that index k begins a common tail and there is an index m,
5
so that
f(x21, x22, · · · x2,m−1, sr, sr+1, · · ·) = f(ω2) = h(ν2) (11)
= h(u21, u22, · · · u2,k−1, 1− sr, 1− sr+1, · · ·).
First note that by section 2.1, ν2 has the same tail as ν1. Also, up to a
shift the tail digits of ν2 and those of ω2 add to 1. So given a typical tail
1− sr, 1− sr+1, · · · of ν2, the tail sr, sr+1, · · · is also given, and then the tail
function property of f implies
1− a = lim
k→∞
(sr + sr+1 + · · · + snk)/nk = f(ω2) = h(ν2).
Therefore h can be calculated at ν2 from the tail data and its relation to the
tail of ω2.
2.3 Proof that h(ν1) = h(ν2), and conclusion
We would like to assert that at the νi, h is a function only of the tails of
the νi, that the leading digits (i.e., uij, j < k) provide no added information
about h. Since the tails of the νi are equal it would then follow that a =
h(ν1) = h(ν2) = 1− a and a = 1/2.
Although h is not a tail function, h is related to f which is a tail function;
moreover the tails of ωi and νi are intimately related, as seen in relations 10
and 11. These relations are what allowed us to perform the calculations in
section 2.2.
Consider the digits xj and uj of relations 1 and 6 as variables, so that
we can write for ν1 (see relation 10)
uk+j = u1,k+j = 1− sr+j = xn+j j ≥ 0 (12)
and for ν2 (see relation 11)
uk+j = u2,k+j = 1− sr+j = 1− xm+j j ≥ 0. (13)
From these relations, given any u tail of ν1 or ν2, one can calculate the
associated x tail, and conversely.
2.3.1 Two results needed for the proof of theorem 2
Definition An initial segment of length n of an expansion ω is the finite
expansion x1x2 · · · xn of the first n digits of ω.
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We will need to make some elementary observations about the relation-
ship between the digits in the expansion of ω and those in the expansion of
ν = ω2.
Lemma 1 Let ω and ν = ω2 be irrational expansions. Let k be a fixed
positive integer. Then there exists a positive integer N (depending on ω)
such that the digits u1, u2, · · · uk of ν can each be written as a function of
the digits x1, x2, · · · xN of ω.
Proof: The expansions are unique due to irrationality. Let ωn be the initial
segment of length n of ω. Then ωn → ω in the standard metric topology
and then so does ω2n → ν. It must be shown that there is an integer N such
that ω2n, n > N always produces the given k digits in its approximation to
ν. The convergence ω2n → ν implies that the ith digit of ω2n converges to
the ith digit of ν, precluding any infinite oscillation. Take N large enough
so that the initial segment of length k has converged. Q.E.D.
How much information is known about ω and ν if one only knows the
tails of both? The next result provides an answer.
Lemma 2 For any expansions ω and ν = ω2, ω and ν can be reconstructed
given their tails.
Proof: Given a tail of ω, there are only a finite number of ways to fill in
its initial segment and at least one of these must have a square with tail ν.
Suppose ω and ω∗ have the same tail. Going out far enough in the sequence
it may be assumed that ω = A + B and ω∗ = A∗ + B where A 6= A∗,
the A terms rational and B irrational. The difference in these squares is
A2 − (A∗)2 + 2(A − A∗)B = ν − ν∗ an irrational number. But if ν and ν∗
had the same tail ν − ν∗ would be a finite rational. Therefore distinct ω
expansions with the same tail must have ν expansions with different tails.
Q.E.D.
Theorem 2 The function h at the νi is only a function of its tails and the
relations 12 and 13; it does not depend on any initial segment of its digits.
Consequently h(ν1) = h(ν2).
To see that h at the νi does not depend on initial segments, a probability
argument is used. The basic idea is this: for an appropriate probability
distribution on the ω sample space it will be seen that initial segments of
νi are independent of tail sets of νi sufficiently far out in the sequence. By
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relations 12 and 13, h is a function of tails of νi and ωi. Independence implies
that the conditional expectation of h given the initial and tail conditions only
depends on the tail conditions, and this leads to the result.
For an introduction to the probability used below see, e.g., [4] (for an
elementary treatment without measure theory), [1] or [2] (for more advanced
studies). Before we get to the proof of the theorem we present a list of some
of the basic definitions and notations from probability used in our arguments.
2.3.2 A list of some probability basics
Note: This section is for reference. It may be skipped until needed. Al-
though integrals are used in some of the definitions below for generality,
applications in our arguments will always be to discrete situations where
integral simplifies to addition.
1. Probability space: a triple (Ω, P,S), where Ω is a state space, and P
a probability on a permissible class of sets S (closed under countable
unions, intersections and complements).
2. The expectation of a random variable X, denoted EX (or EPX): the
average of values of X using the probability P,
∫
x dP .
3. The conditional probability of X given a set S: defined as the distri-
bution of X given by
P (XǫA | S) = P ([XǫA] ∩ S)
P (S)
.
This represents an updating of P to a new probability distribution
reflecting the given information S. Note that P (XǫS | S) = 1. If
given several sets S1, S2, etc., the notation P (XǫA | S1, S2, etc.) means
S is replaced by the intersection of S1, S2, etc. in the preceding rule.
4. Independence: Sets A and B are said to be independent if P (A | B) =
P (A), equivalently P (A ∩ B) = P (A) · P (B). The interpretation is
that B adds no new information to update P (A).
5. The conditional probability of X given a random variable
Y : P (XǫA | Y ). This defines a family of distributions depending
on given values of Y . If given Y ǫB or Y = b, for example, a set is
defined and one uses the preceding rule. The definition extends to the
multidimensional case, e.g. P (XǫA | Y1, Y2, · · ·). Random variables X
and Y are independent if the sets XǫA and Y ǫB are independent for
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all A,B. Given random variables X1,X2, · · · and Y1, Y2, · · ·, if the X
variables are independent of the Y variables, then any function of the
X variables is independent of any function of the Y variables.
6. The conditional expectation of X given Y : this is a function of Y
defined by taking the averages of X over the family of conditional
probabilities given above. Thus
E(X | Y = b) =
∫
X dP (X | Y = b).
The conditional expectation, as a function of Y , is also a random
variable with value E(X | Y )(ω) = E(X | Y = Y (ω) )
7. Alternate definition of conditional expectation: E(X | Y )(ω) is a ran-
dom variable such that if B is any set defined in terms of Y (B is said
to be Y measurable) then
∫
B
E(X | Y )(ω) dP =
∫
B
X(ω) dP
That this definition is equivalent to the previous one is an easy exercise.
The conditional expectation is defined up to sets of probability zero,
so there can exist different versions.
8. Let Xi be a sequence of random variables on the probability spaces
(Ωi, Pi,Si) where Ωi is a subset of the reals. Then the product of the
measures Pi on product space relative to the product class of sets is a
probability space on which the Xi are independent random variables.
2.3.3 Construction of the probability space
Proof: To show h independent of initial segments, the first step is to con-
struct a probability space from two other probability spaces in a certain way.
First define (Ω, π1,B), where Ω is the set of expansions in the unit interval
and B the Borel sets of the reals. Define the probability distribution π1 as-
signing positive probability to ω1 as follows. Consider a convergent infinite
product Πpj → p, 0 < p < 1. Assign the mass P (xj = x1j) = pj . Let
the product probability be π1; under it the xj are now independent random
variables, π1(ω1) = p > 0 and the total mass is concentrated on expansions
with tail the same as that of ω1. Clearly the u variables, as functions of the
x variables, are also random variables.
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The second probability space (Ω, π2,B) follows the same pattern. This
space has the same set of outcomes and Borel sets but differs in the proba-
bility distribution. This time construct a distribution π2 assigning positive
probability to ω2. Let the convergent infinite product Πqj → q, 0 < q < 1.
Assign the mass P (xj = x2j) = qj. The product measure π2, makes the
xj independent random variables, π2(ω2) = q > 0 and the total mass is
concentrated on expansions with tail the same as that of ω2.
For the final step toss a fair coin, say, whose outcomes are head, Z = H
or tail, Z = T . Let Ω1 be the sample space consisting of all pairs (Z,ω).
Assign the probability P by setting P (Z,ω) = 1
2
π(ω) where π = π1 or π2
according to whether the value of Z = H or T , respectively. Note that
x and Z variables are not independent: information about Z changes the
probability of the x’s. The process can be thought of as a kind of game:
the player tosses a coin. If heads comes up, the player enters the universe
governed by π1, otherwise entering that of π2. The point ω has probability
given by
P (ω) =
1
2
π1(ω) +
1
2
π2(ω)
and
P (ω1) =
1
2
π1(ω1) =
p
2
> 0 and P (ω2) =
1
2
π2(ω2) =
q
2
> 0.
2.3.4 Proof of theorem 2
We already know that h at the νi is a function of its tails and relations 12 and
13. To show independence of initial segments first recall lemma 1, so that
for ω1 there exists a positive integer N1 such that the digits u11, u12, · · · u1k
can all be expressed as a function of the digits x11.x12, · · · x1,N1 . For ω2
let N2 be the corresponding integer. If we let N = max(N1, N2) then the
initial segments of length k of both ν1 and ν2 are expressible as functions
of the variables x1, x2, · · · xN . From relations 12 and 13 an index k = t can
be chosen so large that the indices n and m for x in those relations satisfy
min(n,m) = M > N . In this case the variables in the tail ut.ut+1, · · · are
functions of the variables xM , xM+1, · · · for both ν1 and ν2.
Let the term 1−sd correspond to ut in the representations of relations 12
and 13. Then the tail of both ν1 and ν2 starting from index t can be written
Bt = {ut = 1− sd, ut+1 = 1− sd+1, · · ·}. (14)
Let Ai,k = {u1 = ui1, u2 = ui2, · · · uk = uik}, i = 1, 2.
Lemma 3 1. The sets Ai,k are independent of the set Bt with respect to
both π1 and π2.
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2. The sets Ai,k are independent of the sets [h(ν) = h(νj)] ∩ Bt}, i =
1, 2; j = 1, 2 with respect to both π1 and π2.
Proof: From the above it is seen that Ai,k is defined in terms of x variables
of index at most N and Bt defined on x variables of index larger than N .
The x variables are independent with respect to both π1 and π2, proving
the first assertion. For the second assertion note that the set {h(ν) = h(νj}
is defined in terms of x variables of index larger than N by relations 12 and
13. Since Bt is also defined in terms of x variables of index larger than N ,
so is their intersection. Therefore this set is independent of Ai,k. Q.E.D.
Lemma 4 Let ν3 be an expansion different from both ν1 and ν2 having tail
Bt. Then P (ν3) = 0.
Proof: From lemma 2 it follows that no expansion ω3 =
√
ν3 with the same
tail as either ω1 or ω2 could have ν3 with tail Bt. But then P (ν3) = P (ω3) =
0 since P only puts positive mass on points with tail the same as those of
ω1 and ω2. Q.E.D.
The probability
P (h(ν)ǫS | u1, u2, · · · uk;Bt)
only assigns positive measure to the expansions ν1 and ν2 by lemma 4. The
vector u1, u2, · · · uk can then only take on the values Aik in lemma 3.
The conditional expectation EP (h(ν) | u1, u2, · · · uk, Bt)(ν) is a function
defined at the points ν1 and ν2 depending on whether u1, u2, · · · uk takes
on the value of A1k or A2k. The following result describes this conditional
expectation in the present setting.
Lemma 5
EP (h(ν) | u1, u2, · · · uk, Bt) = EP (h(ν) | Bt) = 1
2
h(ν1) +
1
2
h(ν2). (15)
The conditional expectation is therefore constant at the νi with value
1
2
h(ν1)+
1
2
h(ν2).
Proof: In the argument below we denote the vector u1, u2, · · · uk by Uk. For
i = 1, 2 and j = 1, 2, apply the independence of lemma 3 (for the second
equality) to get the following chain of equalities for conditional probability
πi(h(ν) = h(νj) | Uk, Bt) = πi([h(ν) = h(νj)], Uk, Bt)
πi(Uk, Bt)
= (16)
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πi([h(ν) = h(νj)], Bt) · πi(Uk)
πi(Bt) · πi(Uk)
= πi(h(ν) = h(νj) | Bt)
where πi(h(ν) = h(νj) | Bt) =1 or 0 according as i = j or i 6= j.
This implies
EP (h(ν) | Uk, Bt) = 1
2
Epi1(h(ν) | Uk, Bt)+ (17)
1
2
Epi2(h(ν) | Uk, Bt) =
1
2
Epi1(h(ν) | Bt)+
1
2
Epi2(h(ν) | Bt) =
1
2
h(ν1) +
1
2
h(ν2) = EP (h(ν) | Bt).
Q.E.D.
Corollary 1 h(ν1) = h(ν2).
Proof: The set {Aik, Bt} = {Aik∩Bt} can be described in terms of the given
variables and set of the conditional expectation EP (h(ν) | u1, u2, · · · uk, Bt)
so by the definition of conditional expectation (see item 7 in the list in
section 2.3.2)
∫
{Aik ,Bt}
EP (h(ν) | u1, u2, · · · uk, Bt) dP =
∫
{Aik ,Bt}
h(ν) dP.
Note that P (Aik, Bt) = P (νi) > 0. Each integrand in this relation reduces
to a constant on νi; on the left it is
1
2
h(ν1) +
1
2
h(ν2) by lemma 5 and on the
right it is h(νi). Therefore
1
2
h(ν1) +
1
2
h(ν2) = h(ν1) = h(ν2). (18)
and this concludes the proof of the corollary and therefore of theorem 2.
Then a = 1 − a in section 2.2 and a = 1/2. This concludes the proof of
theorem 1.
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