Alternative rings with D.C.C., III  by Slater, M
JOL'RNAL OFALGFBRA 18, 179-200(1971) 
Alternative Rings with D.C.C., Ill 
R/I. SLATER 
University of Bristol, Bristol 8, England 
Communicated by Er&n Kleinfeld 
Received January 12, 1970 
8. INTRODUCTION 
8.1. For convenience we continue the numbering and the notational 
conventions from Part II [24], and references to sections earlier than 
Section 8 will be to that paper. 
8.2. In this paper we are concerned mainly with the extension to arbitrary 
(alternative) rings of Hopkins’ theorem [8] that in an associative ring with 
d.c.c. on right ideals the (say, nil) radical is nilpotent. This question has been 
examined by Zhevlakov [27], who considers, slightly more generally, the 
Smiley radical S(R) ( see Ref. [26]). Zhevlakov shows that if S(Iz) is free of 
6-torsion (if s E S(li) and 6s = 0, then s = 0), and R has d.c.c. on right 
ideals contained in 5'(R), then S(R) . is nilpotent. A perusal of his proof shows 
that absence of 3-torsion is required only to ensure that all simple not- 
associative rings which occur should be Cayley-Dickson algebras. So by [22] 
this condition can be dropped. However, Zhevlakov’s arguments as they 
stand do not yield nilpotence of S(R) if it has 2-torsion. 
In this paper we rework and modify Zhevlakov’s arguments to obtain 
nilpotence of S(R) without restriction on characteristic. It turns out that 
much of the work can be done more simply by working with two-sided 
ideals, as opposed to the right ideals used by Zhevlakov. As a consequence, 
a substantial part of the work goes through with the assumption of d.c.c. 
only on two-sided ideals, and the result on S(R) appears as an easy corollary 
of this work. 
8.3. In Section 9 we first show that in a ring R with d.c.c. on two-sided 
ideals any solvable ideal is nilpotent, We then improve this by allowing 
Baer-radical ideals in place of solvable ideals. The material concerning the 
Baer radical which is needed for this and for other results in the paper is 
collected in Section 10. 
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In Section I1 we apply our results in the first place o S(R), and, more 
generally, to any ideal sharing certain weak properties of S(R). It appears 
that in some sense d.c.c. on right ideals is required only in situations where 
associative rings might give trouble, and otherwise d.c.c. on two-sided ideals 
suffices. We give a number of variations on this theme. 
In Section 12 we discuss how closely we can hope to approach elementary 
proofs of the results (possibly in modified form) of the previous sections. 
This discussion is in the spirit of Section 4, and may be regarded as a 
continuation of it. 
Section 13 is independent of the earlier sections. In it we discuss Zhevlakov’s 
proof of the structure theorem for semiprime rings with d.c.c. (e.g., see 
Section 3), and show how it can be considerably shortened and simplified. 
9. SOLVABLE AND BAER-RADICAL IDEALS 
9.1. The bulk of this section is occupied by the proof of the following 
THEOREM F. Suppose S is a solvable ideal of R, and R has d.c.c. on 
two-sided ideal-s contained in S. Then S is nilpotent. 
We start by giving a number of relevant definitions. 
DEFINITION 9.2. Let B be an additive subgroup, and C a subring, of R. 
Following Zhevlakov [27, p. 951, we define 
(8 Cl, = B and (B, C),,, = (B, C), . C. 
Similarly, we define 
,,(C B) = B and n+dC, B) = C . AC, B). 
Next, we define B 0 C = BC + CB, and then define 
<B, C},, = B and (8 C>,, = 0% ‘30 C. 
Note the formula ((B, C>, , C>, = (B, C)n+r. 
We now define various versions of the powers of C. 
First, 
C(O) = c and C(afl) = (yqyn)* 
Next, 
C(n+l> = <c, C), (n > 0). 
Finally, 
Cl = c; CT’+1=C{C7Cs:1 <r<r+s=n+l}. 
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Thus C” is the linear span of all possible products (in any association) of 
n elements of C. We say that C is solvable provided CYz) = (0) for some n, and 
C is nilpotezt provided Cn = (0) f  or some n. The smallest such H is the index 
of solvability or nilpotence, as the case may be. 
Note 9.3. If  B < R; C < R, then each of ((B, C),>, in(C, B)), {,(B, CjJ, 
cc (I~;>, {C(n)), {C?} is a descending sequence of ideals of R. This is easily 
proved by induction on n. 
LEMMA 9.4. Given a szhing S of R, and n >, 1, 
(a) S*+r c S” 0 S; 
(b) S” = SQl>; 
(c) s”+’ z (S”, S), if 7. > 0. 
Proof. (a) By induction on n, the cases n = 1, 2 being trivial. Suppose 
we have it for n. Then it suffices to show that if p is a monomial of length 
n+ 1 in S, say Sp=n+l, then ~E,!PoS. Say p=ab, with 
Sa + Sb I= n + 1. If  Sa = 1 or Sb = 1, there is nothing to prove. So we 
now proceed by a subsidiary induction on m(p) = min(Sa, Sb). Suppose, for 
example, ?n(p) == Sa = ~fl > 1. Then we can write a = uu with Su < 112, 
Sv < m. So p -= ab = uv . b = u . vb + (u, v, b) = u . vb + (v, b, u) = 
zl . vb + vb . u - v  . bu. Now m(zc . vb) = m(vb . U) = Su < m(p), and 
m(v . bu) = Sa < m(p). So by inductive hypothesis each of these monomials 
is in S” c S, whence so also is p. I f  nz(p) = Sb, the proof is similar. This 
completes the induction. 
(b) This is trivial for n = lY 2, 3. Suppose we have it for n. Then 
SW1 = S” o s := s<n> G s = s<n+o. 
ic) p+r == &Yw9 = (SVZ?, s>, = (sn, S), ~ 
Our next two lemmas are inspired by Zhevlakov’s Lemma 6 in [27-j. 
LEMMA 9.5. Suppose C < R, T < R, and a E T is given. 
(a) (Ca, T), = (C, T),a mod CT2(n 3 0); 
(b) (CT)a f  C 0 T2 < R. 
Proof. (a) By induction on n, the case n = 0 being vacuous. Suppose we 
have it for n. Then 
(Ca, T),+, = (Ca, TJn . T 
EE (C, T),a . T by inductive hypothesis, 
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since (CT*)T _C CT*, 
= (C, T)nT - a as below, 
= (C T),,, - a. 
Here the penultimate step comes from ct * a = -cu * t + c(tu + at) = 
(--~)a * t mod CT2, if c E (C, T)n C C; t E T are given. 
(b) Clearly, C 0 T2 < R. So it suffices (in an obvious notation) to show 
that (ct)u . r E (CT)a + C 0 T2, and Y * (ct)a E (CT)a + C 0 T*. 
From the Moufang identity (CX)U - x = c * (mu)x, we have 
(ct)u . 1’ + (cr)u . t = c ’ (tu)r + c * (ru)t, 
whence 
(ct)u . r E (CR)u . T + C . (TT)R + C . (RT)T. 
Using C < R; T < R; T2 < R and part (a), we deduce 
(ct)u . r E CT - a + C . T2, sothat CT.U+COT*<~R. 
Next, from Y + (xt)x = (rx)t . X, we deduce 
r - (ct)u + r * (ut)c = (rc)t . a + (ru)t . c, 
whence 
r . (ct)u E R + (TT)C + (RC)T . a + (RT)T . C. 
Using C < R, T < R, and T2C < R, we deduce that 
Y  * (ct)u E CT . a + T*C, whence CT.u-/-CoT2<(,R. 
This completes the proof. 
LEMMA 9.6. Suppose C < R; T < R, and R has d.c.c. on two-sided ideals 
contained in C. Then. there exists m such that 
(C, T)m C C 0 T*. 
Proof. {(C, T),} is a descending chain of ideals of R, all contained in C. 
So by d.c.c. we can choose U = (C, T)m so that U<Rwith UCCand 
UT = U. I f  U = U 0 T2, then certainly UC C o T2, and we are done. We 
therefore assume U 3 U 0 T2, and derive a contradiction. 
Let +Y be the collection of all those ideals of R which share the listed 
properties of U, and let V be minimal in @. Thus VT = V, but V3 V o T*. 
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So we can find a E T such that Vu g V 0 T”. Now set W = VT . a + V c T2. 
By Lemma 9.5(b) W < R. Also 
Wa = (VT)a . a + (V 0 T2)a S VT . a2 + V 0 T* = V 0 T2, 
whereas Vu g V 0 T2. So W # V. Now suppose the chain {(W, T),) stabilizes 
at X==(W,T),. Thus X<R, XCC, XT = X, and XCWCV. By 
minimality of V E %Y, X $ @, so that X = X o T”. Also VT = V implies 
(V, T), = V. So 
Vu = (V, T),a 
C (Vu, T), + V 0 T2 by Lemma 9.5(a) 
= (VT. a, T), + Vo T2, since V = VT, 
= (W, T), + V 0 T2 
=X+ VoT” 
=X07-*+ J7oT* 
= V o 57”. 
giving the required contradiction. 
LEMMA 9.7. If C < R and T < R, then for given m, n 3 0, 
CC, T)nz+nw C (C, T)m -k .(C T). 
Proof. (C, T)$ is the linear span of all terms of the formp = cU, ... U, , 
with c E C and each Ui either a right or a left multiplication by some element 
of T. I f  s = nz + n - 1, then among these there are at least m right multi- 
plications or at least n left multiplications; say the former. Then in view of 
(C, T), < R for all Q, an easy induction on s yields p E (C, T),, . Similarly 
for the other case. (If we wish to allow wz = 12 = 0 in this result, we must 
define (C, T)-, = C.) 
COROLLARY 9.8. In the situation of Lemma 9.6, there exists s such that 
(C, Tj, C C 0 T”. 
Proof. Apply Lemma 9.6, its right-left analog, and Lemma 9.7. 
We now refine this result further. 
LEMMA 9.9. In the situation of Lemma 9.6 there exists a function f  such. that, 
for all n > 0, 
CC, Th, C CC, T2>n . 
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Proof. We construct the successive values f(n) off by induction on n, 
starting with f(0) = 0. Suppose we have f(n), and set (C, Tz)n = B. 
Then B < R and B _C C. So by Corollary 9.8, we can find s such that 
(B, T), C B 0 7’“. Then CC, T&c,)+~ = ((C, T jfcn) , T>S _C (CC, T2j,, Tj, = 
(B, Tj, C B 0 T2 = (C, T2j, o T2 = (C, T2j,,, . So we take f  (n + 1) = 
f(n) + s, and the induction is complete. Note thatf depends on C and T; we 
may write f  = f(C, T, .). 
PROPOSITION 9.10. If C < R, T < R, and R has d.c.c. on two-sided 
ideals contained in C, then there exists a function g = g(C, T, ., .) such tlaat, 
for all r, s > 0, 
CC, T)g(r,s) C CC, T(?s . 
Proof. It is convenient to prove more generally that there exists a function 
gc = A-9 .> .) such that for each B < R and r, s > 0 we have 
CC, B>sC(~,r,s) C CC, B’Ts . 
We construct the values g&B, r, s) of gc by induction on Y, starting with 
g,(B, 0, s) = s for any B < R and s > 0. Suppose we have constructed 
gc(B, r, s) for fixed r and all B and s. Then, given B and s, set t = g,(B2, r, s). 
We now have 
CC, B~C,BA _C CC, B2h by Lemma 9.9 
C (C, (B2)@)j, by definition of t, 
= (C, B@+l’) S’ 
So we take g&B, Y + 1, s) = f (C, B,g,(B2, Y, s)), and the induction is 
complete. Finally, we set g(y, s) = gc(T, r, s). 
COROLLARY 9.11. Suppose T < R and R has d.c.c. on two-sided ideals 
contained ilt T. Then there exists a function h such that Thcr) _C TcT) for all r > 0. 
Proof. Set h(r) = vx + 1, where x = g(T, T, r, 1) in the notation of 
Proposition 9.10. Then 
Th(r) = Tx+l = T@+l) by Lemma 9.4(b) 
= (T, Tj, by definition 
_C (T, T”)), by definition of X, 
C T(‘) since T(‘) < R. 
9.12. Theorem F now follows immediately from Corollary 9.11. Note that 
some restriction on T is required for the conclusion of Proposition 9.10, 
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in view of the existence [S] of a solvable ring which is not nilpotent. I f  R is 
the ring constructed by Dorofeyev, and we take C = Rs, T = R, then the 
conclusion of Lemma 9.6 fails. 
9.13. In order to extend Theorem F by allowing Baer-radical ideals 
in place of merely solvable ideals, we need a little knowledge of the Baer 
radical, and in particular the equivalence of (R) and (X) in Proposition 10.7 
below, However, we reserve a treatment of the Baer radical to Section 10. 
9.14. Given S < R, we write A(S) for (x E S : Sx = XS = (0)). Thus 
A(S) is the annihilator of S in S, and A(S) < R. 
LEMMA 9.15 (Compare [27, Lemma 71). Suppose (0) + S < R is a Baev 
radical ideal of R, and R has d.c.c. on two-sided ideals contained in S. Then 
A(S) f  (0). 
Proof. Choose 114 <,,, R with MC S, and set T = {x E S : Mx = 
A&! = (0)). I f  T = S then MC A(S) and we are done. So we suppose that 
T C S, and obtain a contradiction. 
Set 0 : R --t R - T, so that (0) # Se < RB. By Proposition 10.7(X) we 
can find a trivial ideal PB of R0 such that PB C Se. Since RB had d.c.c. on 
two-sided ideals contained in Se, we can find X0 6, R0 with XTB C .?0. Then 
X0 f  (Ofi), but XL0 = (00). Reverting to R, we have 
X2!ZkerB = TCX. 
Now by Corollary 9.8 we can find 11 so that 
(M, X>, C M 0 X” C A!! 0 T = (0). 
Since M <., R and R > (M, X) c M, we deduce that (M, X> = M or (0). 
But if (M, X) = M then (0) = (Al, X),A = M, and if (M, X) = (0) then 
X C T. Since neither holds, we have our contradiction. 
LEMMA 9.16. In the situation of 9.15, S2 # S. 
Proof. I f  A(S) = S then Sg = (0) and the result is clear. So we suppose 
that A(S) C S. Set RB = R - A(S). Then the hypotheses on the pair (S, R) 
are inherited by the pair (Se, RB), and so by Lemma 9,15, A(%) = 
X0 # (00). Choose Me <,, RB with Me C X0. Then &A9 o SB = (Og, and 
M a S C A(S) C M. Thus 
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Hence (M, S, S) = (S, M, S) C SM. S + S . MS = (0), whence 
M . SS C MS . S + (M, S, S) = (0), and similarly SS . M = (0). So 
M o s” = (0), but M o S f (0), or we would have IM C A(S). Hence S2 i S. 
THEOREM G. Suppose T is a Baer-radical ideal of R, a& R has d.c.c. on 
t.wo-sided ideals contained in T. TJaen T is nilpotent. 
Proof. The descending chain {Ten)} of ideals of R stabilizes, say, at 
S = T(“). Then B(S) = S n B(T) = S n T = S, by Proposition 10.3(b). 
So S is a Baer-radical ideal of R, and R has d.c.c. on ideals contained in S. 
Since S = Sa it follows from Lemma 9.16 that S = (0). So T is solvable; 
hence, by Theorem F, nilpotent. 
COROLLARY 9.17. Suppose R Jzas d.c.c. on two-sided ideals. Then R has a 
largest nilpotent ideal Q, and R - Q is semiprime. 
Proof. Take Q = B(R), the Baer radical of R. Then by Theorem G, 
Q is nilpotent. Since B(R - B(R)) = (0), R - Q is semiprime. Now a 
semiprime ring S has no nonzero nilpotent ideals. For if (0) < T < S 
and TV& = (0), then for some nl we have U = T” with U # (0) = Us. 
By Note 9.3, U < S, contradicting semiprimeness. 
Thus R - Q is free of nilpotent ideals, and it follows that Q contains all 
nilpotent ideals of R. 
10. BAER RADICAL IDEALS 
10.1. The Baer (‘lower’) radical [4, Section l] in a suitably restricted 
universe W of (nonassociative) rings has been treated by Ryabuhin [1X], and 
his work has been applied to the universe & of alternative rings by Zhevlakov 
[29]. Both authors seem to be unaware of the much earlier work relevant to 
this subject which was done by Amitsur [I, 21). In this section, therefore, we 
say as much about the Baer radical as is necessary for the purposes of this 
paper, and attempt to assign credit for the results where it is due. 
10.2. Let % be any universe of (nonassociative) rings. That is, f& is closed 
under homomorphisms and is hereditary, viz., I < R E 4 implies I E f&. 
We also require % f 4. Let 3% be the class of trivial rings of a, together 
with (0): 3% = {T E % : TT = (0)). Then .5!““, is homomorphically closed 
(also hereditary), and it therefore determines an upper radical operator 
B = B, on %. That is, given any R E %Y, there exists an ideal B(R) of R which 
is the smallest of those ideals X of R such that R - X has no nonzero 
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Z”,-ideal. This follows from a general result due to Amitsur [l, p. 1021, 
and an explicit construction for P(R), where P is the upper radical associated 
with any homomorphically closed class B f  4 is given there. Amitsur 
mentions the Baer upper radical [I, p. 1121, and writes c(R) for our B(R). 
Next we set .Sd = (R E %? : B(R) = R}. Tl lis is the class of Baer-radica! 
rings of “2(; it is the class of those R E @ every nonzero homomorphic image 
of which contains a trivial ideal. Clearly, @, is homomorphically closed. 
Now say %! satisfies ISP provided ideals of semiprime rings of % are 
themselves semiprime: 1 < R E % and B(R) = (0) implies B(T) = (0). Then 
we have 
PROPOSITION 10.3. Suppose @ satisfies ISP. Then 
(a) 3% is a radical class zuitlz associated operatol- 3,; 
(b) If  I < R E @, then B(I) = I n B(R); 
(c) B(R) is the intersection of the prime ideals of R; 
(d) B(R) = (0) if and only if R is isomorphic to a subdirect sum of p&e 
rings of @. 
Proof. (a) The condition ISP is precisely Amitsur’s condition E for the 
class ZZ’@ (see Ref. [1, p. 1051). H ence by Amitsur’s Theorem (8.1) [ 1, p. 1181, 
the class SY* (=S’** in Amitsur’s notation) is a radical class with associated 
operator B, . This means that, for each R E %, B(R) is the largest ideal I < R 
such that I E Sql , and R - B(R) has no nonzero ideals in .s@~~ . 
(b) g% = (SF*& in Leavitt’s notation [15, p. IlIz and so is hereditary 
by the proof of Theorem 16 in [15, p. 151. In other words, gq satisfies 
Amitsur’s property D (see Ref. [I, p. 1051). By [I, Theorem 8.11 again, 
g% also satisfies Amitsur’s E. The result now follows easily (see Ref. [l, 
p. 1071). 
(c) See [2, Theorem 1.11. The hypothesis ISP is not needed for this 
part. 
(d) This follows by easy arguments from (c). 
Notes 10.4. Ryabuhin [18] imposes four conditions 1, 2, 3, 4 on his class 
W, of which 1 says that 9 is a universe (as in 10.1 above), and 2 is our ISP. 
He then draws the conclusions which we give in Proposition 10.3: (a) in 
Corollary 1 on p. 86, and (b), (c), and (d) as special cases of Proposition 3, 
p. 89. Of these (c) and (d) are stated separately in Corollary 3 on p. 92. We 
see that Proposition 10.3 is stronger than these results of Ryabuhin insofar 
as its hypotheses are weaker, and that it must be attributed largely to Amitsur, 
and also (for part (b)) to Lea&t. Ryabuhin rediscovered Amitsur’s 
Theorem 8.1, which he gives as his Proposition 1 on p. 84. 
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10.5. In this paper we require a characterization of Baer-radical ideals of a 
given alternative ring. To obtain such a characterization in our universe a, we 
need a further restriction apart from ISP; a convenient restriction serving 
our purpose is that squares of ideals be ideals. Formally, we say that % 
satisfies SI provided I < R E % implies I2 < R. Then we have 
LEMMA 10.6. Suppose @ satisfies ISP and SI. I f  I < R E +?/ and I contains 
no trivial ideal of R, then I is semiprim. 
Proof. Recall [l, p. 1011 that B(R) = u (Ba(R): all ol}, where 
B’(R) = CO), 
and 
B”+l(R) = c {T < R : T” C Be(R) C T}, 
Ba(R) = u {W(R) : p < a> 
if 01 is a limit ordinal. 
We show by induction on (Y. that B”(R) n I = (0) for all cy. This is trivial if 01 
is a limit ordinal. Suppose 01 = /3 + 1, and Be(R) n I = (0). Note first that 
if Ti < R with Ti2 = (0), then T(“) = (0), where T = T1 + ... + T, . 
The proof is by an easy induction. 
Suppose now t E Be(R). Then t E T1 + ... + T, , where TF C BB(R) _C Ti . 
By the above T(“) _C BB(R). Since BB(R) n I = (0), we have in particular 
that (T n I)(“) = (0). So if T n I + (0), then for some r (0 < T < n - 1) 
we have (0) f  X = (T n I)cr); X2 = (0). Then X C I, and, by SI, X < R. 
This contradiction shows that T n I = (0). Thus t 6 I unless t = 0, and 
BU(R) n I = (0), as required. 
PROPOSITION 10.7. Suppose % satisjies ISP and SI, and I < R E @. Then 
the following conditions are equizjalent: 
(X) For afzy 0 E horn R, if (0) # I0 < RB, then I0 contains a trivial 
ideal of RB; 
(Y) For ally 8 E horn R, if (0) f  Y0 < R0 with Ye C IO, then YB 
contains a trivial ideal of RB. 
Proof. (B) -+ (Y). By Proposition 10.3(b), B(YB) = YB n B(H) = 
YB f  (0). Thus E’B is not semiprime, so by 10.6 contains a trivial ideal 
of RB. 
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(Y) - (Xj. Take Y = I. 
(X)---f (B). Set RB = R - B(R). Thus B(RB) = (0). From (X) it 
follows that 10 = (0). Thus 1 C B(R), w h ence by Proposition 10.3(b) B(1) = I, 
B(R) 2 I, and I E W, . 
10.8. In a universe which does not satisfy ISP and SI it is not clear that 
BUFL is a radical class (and not merely an upper radical class). However, the 
property of ideals given in Proposition 10.7(Y) is always a radical property. 
This is a special case (.? = z*) of the result we give below. The proof is not 
difficult, but will appear elsewhere with an appropriate discussion. The 
reason we require this result here is that, although the universe .d of alter- 
native rings satisfies ISP, the proof is difficult, and in Section 12 below we 
are concerned to produce elementary proofs of our results. 
DEFIKITION 10.9. Let 9 be any subclass of q?. G-iven I < R E %‘, we 
say that I is a Y9-ideal of R provided for any 0 E horn R, if (0) f  Y0 < R8 
with YB C Id, then YB contains a B-ideal of R8. 
PROPQSITION 10.10. If 9 is a subclass of 42 closed urzder isomorphism, then 
Y9 is a radical property. Specijical<v, each R E % has a IarRest Y,-ideal, say 
Y&R), and Y.q(R - Y&R)) = (0). 
10.11. The universe & of all alternative rings satisfies ISP by Theorem C 
of [21], and trivially also satisfies SI. So Propositions 10.3 and 10.7 and 
Lemma 10.6 all apply with f& = &, and when we refer to these results in 
this paper we will have this particular case in mind. 
10.12. The conclusions of Proposition 10.3 for % = .M’ are asserted by 
Zhevlakoc (all but item 7 of [29, Corollary 21). However, Zhevlakov imposes 
the restriction that all rings be free of 6-torsion. This is equivalent to working, 
in place of JJ, with the subuniverse do of all those alternative rings which 
admit the operator l/6. In detail, Zhevlakov shows that d0 satisfies Ryabuhin’s 
conditions 1, 2, 3, 4 (see Note 10.4 above). For his proof of Ryabuhin’s 
2 (=ISP) he appeals to a result of Kleinfeld [13, Lemma l] for which no 
proof not requiring a restriction in char. 3 is known (see also 121, 
Theorem Da]). For his proof of Ryabuhin’s condition 3, Zhevlakov requires 
the absence of 2-torsion. For the proof of Proposition 10.3 we have 
seen that Ryabuhin’s condition 3 is not needed. However, the validity 
of this condition in & (without restriction on characteristic} follows trivially 
from results in a forthcoming paper [6]. 
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11. THE SMILEP RADICAL 
11 .I. In this section we apply Theorem G to investigate primarily the 
Smiley radical S(K) of a ring R (see Ref. [26]). It turns out that we need two 
very weak properties of S(R), and we therefore state our results so as to apply 
to any ideal S < R (not necessarily S(R)) which satisfies one or other of 
these properties. Given S < R, the properties we are interested in are 
(CI) In any homomorphic image RB of R, SB contains no central 
idempotent of RB. 
(NI) In any homomorphic image RB of R, SB contains no nuclear 
idempotent of RB. 
11.2. These conditions are certainly satisfied by S(R). For S(R) is 
right-quasiregular, as are all its homomorphic images, and no right-quasi- 
regular ring T contains an idempotent (see Ref. [26, Theorem 61). Directly, 
ife2=eET,ande+f-ef=O,thenO=ee+ef-eeef=e. 
11.3. For the proofs of results in this and later sections, we require the 
following known results: 
LEMMA 11.3. (a) If R <, R and R is not associative, then R <,,, R. 
(b) I f  A <,, R and A does not generate a trivial ideal of R, then A = eR, 
for e a nuclear idempotent of R. 
(c) If M <, R and MA{ f (0), then M is a simple brig. 
(d) I f  M 6, R and ilYlkJ# (0) and MC D(R), then M = eR, for e a 
central idempotent of R. 
References. (a) This is Ref. [12, Theorem 11. 
(b) This follows from Ref. [25, (3.3c)] (or [24, (1.4)] and [21, (3.3)]). 
(c) This is Theorem A of Ref. [25]. An elementary proof appears in 
Section 7 of that paper. 
(d) This is contained in Theorem B of Ref. [25]. 
We now have 
THEOREM H. Suppose S < R satisjies (NI), and R has d.c.c. on r&ht 
ideals contained in S. Then S is nilpotent. 
Proof. We show that S satisfies Condition 10.7(X). Thus given 
(0) f SB < R@, choose A0 <,,. RB with A0 _C SB. Then by (NI) 80 contains 
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no nuclear idempotent of R0. So by Lemma 11.3(b) A8 generates a trivial 
ideal M8 of RB. Then M0 C SB and we are done. 
It follows by Proposition 10.7 and Theorem G that S is nilpotent. 
COROLLARY I1 4. If  R has d.c.c. on right ideals, then eaery ~~onnilpotent 
right ideal A of R contains an idempotent. 
Proof. By Theorem H S(R) is nilpotent, so (0) f  A0 <, RO = R - S(R). 
Since R - S(R) is semiprime with d.c.c., A@ = e’ . RB for some idempotent e’ 
of RB, e.g., by Lemma 3.3. Now e’ can be lifted through the nil ideal S(R) to 
an idempotent e of R with e E A, by Lemma 62(a). 
Digression 11.5. It is enough in Corollary 11.4 if 3 does not generate a 
nilpotent two-sided ideal. It is not known whether the two conditions are in 
general equivalent, though this point is discussed in paragraphs 5.7-5.11. We 
now answer the corresponding question for solvability. 
PROPOSITION 11.6. Suppose A <, R is solvable of index II, Then the ideal 
-11 + R9 of Rgenerated by A is solvable of index at most 2n. 
Proof. Let C be the ideal of R generated by (A, A: R), and set 
R0 = R - 6. Then (As, 80, RB) = (0) and it follows easily that 
(AB)(m) <, RB for all m. Hence by Lemma 510(a) (A3 -I- Rbr . 48j’1z’ = 
(AH) + RB . (AO) (n) = (00). So (A + R/l)‘“) C ker 6 = C. Now by. 
[IZ, Lemmas 1 and 21, Cc A. Hence 
(A +. &9’2”’ = [(A + El)(“)](“) C Cl’lf c A(n) == (0). 
Note 11.7. Although this answers one of the questions raised in 
paragraph 5.7, it does not settle the combinatorial issue raised there. 
Specifically, we do not yet know whether (A f  RA) (n) _ - _ g(nj + R ,&Cl?) 
whenever A <, R. 
11.8. For Theorem H we needed d.c.c. on right ideals (rather than 
merely on two-sided ideals) because we wished to appeal to Lemma 11,3(b). 
In the presence only of d.c.c. on two-sided ideals, we can but appeal to 
Lemma 11.3(d) instead. On the other hand, Lemma 11.3(dj applies only 
when M is not associative. It is perfectly possible to have M2 = M <,,, R 
with M $ D(R); in this case M C U(R) is associative, but need not have any 
idempotent. This suggests that if we wish to strengthen Theorem H by 
assuming only d.c.c. on two-sided ideals, then we must take precautions 
against contamination by associative rings. The remaining results of this 
section illustrate this idea. 
481/18/z-3 
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THEOREM J. Suppose S < R satisjies (CI), and R has d.c.c. on two-sided 
ideals contained in S. Suppose further that SO is a Baer-radical ideal of the 
(associative) homomorphic iwtage RB = R - D(R) of R. Then S is nilpotent. 
Proof. Set T = S n D(R). We show that T satisfies Condition 10.7(S). 
Thus if (0) # T6’ < Rf?, then TB _C D(R)B = D(RB). Now if Me <, R28 
with Me _C TO, then Me _C D(R0). By (CI) Me contains no central idempotent 
of RB. So by Lemma 11.3(d) (Me)z = (0), and we are done. Hence by 
Proposition 10.7 and Theorem G, T is, say, solvable. 
Next RB has d.c.c. on two-sided ideals contained in Se. So by Theorem H 
Se is, say, solvable. Hence S - (S n D(R)) = S - T is solvable, and, 
since T is solvable, it follows that S is solvable. So by Theorem F S is nil- 
potent. 
11.9. In Theorem J we obtain the desired result by imposing a restriction 
on the largest associative homomorphic image of R. Dually, we will obtain 
what is required by imposing a restriction on the largest associative (better: 
nuclear) ideal of R in Theorem L below. In preparation for this we first 
obtain a result on p.i. rings which is of independent interest. 
1 I. 10. Let N,(J) be the free nonassociative algebra without 1 over the 
ring J of integers, and in indeterminates {xi , xa ,... } = X. There is an 
obvious homomorphism 01 of N,(J) onto Ag(J), the free associative algebra 
over J and on X. Now say p E N,(J) is admissible provided pcu. has a term of 
maximum degree with coefficient 1 in the usual representation. For instance, 
if p = x1x1 . .xs - 3x, . xsxs , then pal = -2x,x,x, is not admissible, while 
p = 2x,x, . x3 - x1 . xglxa is admissible. Then we say a ring R satisjies a pi. 
provided for some admissible p EN,(J) we have p(a, ,..., n,) = 0 for all 
choices of ai E R. 
LEMMA Il. 11. Suppose R is a simple associative p.i. ring. Then R has 
a unity. 
Proqf. By an argument of Posner [16, pp. 180-1811, R has a.c.c. on 
annihilator left ideals, and hence d.c.c. on annihilator right ideals. Similarly 
it has a.c.c. on annihilator right ideals, and d.c.c. on annihilator left ideals. 
Hence by an argument due to Amitsur [3, D2, p. 4791, R has an element p 
which is not a zero-divisor on, say, the right: l(p) = (0). So by [3, Theorem 91, 
Rp contains a nonzero two-sided ideal of R, necessarily R itself. From 
Rp = R we find ep = p for some e E R, whence (e2 - e)p = 0, so that 
e2 = e. Clearly, also l(e) = (0), so that, by the same theorem, R = Re = 
RI, + %1 > say. Since R& < R and RO1 = (0), we deduce that R = RR,, 
and e is a unity for R. 
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Note 11.12. We can argue further that R is primitive, hence by a famous 
theorem of Kaplansky [lo, Theorem 11 finite-dimensional over its center. 
This result is of course well-known (a different proof is given by Robson, 
[17, Section 61; the point of Lemma 11.11 is to get what we require with a 
minimum of labor. 
THEOREM K. Suppose S < R satisjies (CI) and a polynomial identity. 
I f  R has d.c.c. on tzuo-sided ideals contained in S, then S is nilpotent. 
Proof. We show that S satisfies Condition 10.7(X). Given (0) # 
Sd < R0, choose MY <,, RB with M0 C SB. Suppose (Mj” + (0). I f  
M? c cZ’(RB) then M0 is a simple associative ring by Lemma 11.3(cj, and M0 
inherits the p.i. So by Lemma 11.11 Mi9 h as a unity e, and clearly e is a central 
idempotent of RB, contradicting (CI). I f  M0 $ U(RB), then M0 C D(RB), 
and again M0 contains a central idempotent of RB, by Lemma 11.3(d). Thus 
(M3)a = (Oj, after all. 
The conclusion now follows from Proposition 10.7 and Theorem G. 
EXAMPLE 11.13. If  R is the ring constructed by Dorofeyev, and S = R, 
then S satisfies (CI) and the p.i. xlxz . xarq . But S is not nilpotent. This 
shows that d.c.c. cannot be omitted from the hypotheses of Theorem K. 
THEOREM L (Dual to Theorem J). Suppose S < R satis$es (CI), and 
R has d.c.c. on two-sided ideals contained in S. Suppose further that S n U(R) 
is a Baa-radical ideal of R. Then S is nilpotent. 
Proof. I f  n E N(R) and z E R, it is known that (E, zj2 generates a nuclear 
ideal of R [20, 8.71. It is also known [ll, Section 31 that if x’, y  E R, then 
(x,Y)~ E N(R). Hence for x, y, x E R we have ((x, yj*, zj2 E c,‘(R), and 
RB = R - C’(R) satisfies the admissible p.i. 
p = p(x, ) x2 ) x3) = ((x1 ) x2)2(x1 > x2)2, x3)2. 
Now the first txvo hypotheses on the pair (S, R) are inherited by the pair 
(5’0, RB), and in addition A6 satisfies a p.i. So by Theorem K, SB 
’ say, solvable. Also S n U(R) is solvable by Theorem G. Since 
ii N s -- (S n U(R)) , we deduce that S is solvable. So, by Theorem FI 
S is nilpotent. 
11.14. By contrast with Theorem J, the proof of Theorem L uses some 
rather heavy artillery. An attempt to find a more elementary proof raises the 
following questions, which are of independent interest and much wider 
application: 
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(a) What can be said in general about R.- U(R)? (In the proof of 
Theorem L we used the fact that it satisfies a p.i.). 
(b) What can be said in general about R - (D(R) + U(R)) ? The 
point here is that given A <,? R, we can usually work much more easily with 
A n D(R) and A n U(R) than with A itself. Note that D(R) + U(R) is an 
essential ideal of R [20, 3.21. 
11.15. Even for the special case S = S(R), the extra condition (apart 
from d.c.c.) cannot be dropped in Theorems J, K, and L, because there exist 
simple, Smiley radical, associative rings (e.g., see Ref. [19]). By contrast, 
it is not known whether there exists a simple nil associative ring. It is there- 
fore worth making the following 
Remark 11.16. Suppose R kas d.c.c. on two-sided ideals contained in K, 
a nil ideal of R. If there exists no simple nil associative ring, tken h7 is nilpotent. 
We leave the proof to the reader. 
11.17. Theorems J and L, and Remark I 1.16 serve to justify the suggestion 
of paragraph 11.8. These results are examples of a widespread phenomenon 
in the theory of alternative rings, which can be formulated (somewhat 
vaguely) as follows: 
Any result which holds for associative rings subject to restrictions on right 
(or on right and on left) ideals, holds (mutatis mutandis) for alternative 
rings subject only to restrictions on two-sided ideals, except insofar as badly 
behaved associative rings preclude this. One can rule out such bad behavior 
by reimposing the restriction on one-sided ideals either for the one-sided 
ideals of R - B(R), or (as the case may be) on those one-sided ideals of R 
which lie in U(R). In particular, no difficulties arise if R is purely alternative 
(i.e., U(R) = (0)), or, as the case may be, if R is ‘dually purely alternative’ 
(see Ref. [20, Section 4]), i.e., R - D(R) = (0). 
12. DISCUSSION 
12.1. In this section we examine the results of the paper so far in the light 
of the question raised in Section 4. That is, are the results elementary, or 
elementary modulo (Proposition 1.4 = Lemma 11.3(b)), or neither ? As in 
Section 4, we put stars against results whose proofs use Lemma (11.3(b)) 
but are otherwise elementary. We also attempt elementary variants of the 
nonelementary results. 
12.2. The proof of Theorem F is entirely elementary, though long. The 
statement of Theorem G is not elementary, since it uses the notion of a 
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Baer-radical ring. We can avoid this, however, by working directly with 
Conditions 10.7, (X) and (Y) instead. Thus 
LEMMA 12.3 (cf. Lemma 9.15). S pp u ose R has d.c.c. on two-sided ideals 
contained in (0) + S < R, and S satisfies Condition 10.7(X). Then 23 f  S. 
Proof. The arguments of Lemmas 9.15 and 9.16 go through with this 
hypothesis in place of the (equivalent) hypothesis S E .@. 
PROPOSITION 12.4 (cf. Theorem 6). Suppose R has d.c.c. on two-sided 
ideals contained in T < R, and T satisjies Condition 10.7(Y). Then T is 
nilpotent. 
Proof. I f  {Tcfl)} stabilizes at S = Ttn), then S satisfies Proposition 10.7(X), 
so by Lemma 12.3, S = (0). The result then follows from Theorem F. 
COROLL.4RY 12.5 (= Corollary 9.17). Suppose R has d.c.c. on two-sided 
ideals. Tlzen R has a largest nilpotent ideal Q, and R - fJ is semiprime. 
First Proof. Let Q = Y,(R) in the notation of Proposition 10.10. Then 
by Proposition 12.4, Q is nilpotent. Also Y&R - Q) = (0) by Proposition 
10.10, whence clearly R - Q is semiprime. As in the proof of Corol!ary 9.1’7, 
it follows that Q contains all nilpotent ideals of R. 
12.6. We give a second proof of Corollary 12.5, which avoids 
Proposition 10.10 at the cost of using the *-result of Lemma 11.3(b). 
However, it also leads to an interesting (but nonelementary!) corollary. 
“Second Proof. Say 4 < R is locally solvable provided every finite 
subset of d is solvable. It is shown by Amitsur [2, p. 1291 that R has a largest 
locally solvable ideal L = L(R), and that L(R -L(R)) = (0). 
We now show that L satisfies Condition 10.7(Y). Given (0) f  T@ < RB 
with T@ C LB, choose ll!M <, RB with &I@ C T0. Clearly, il.@ is locally 
solvable. Suppose (M?)2 f  (0). Th en by Lemma 11.3(c), M0 is a simple 
ring. If  M0 is associative, it is locally nilpotent, and this is impossible (see 
Ref. [7, p. 541). I f  Nile is not associative, then M0 <,, Mtl by Lemma 11.3(a), 
so M0 contains an idempotent by Lemma 11.3(b). But this is false in a locally 
solvable ring. Thus (MO)a = (0), and L satisfies Condition 10.7(Y). 
Hence, by Proposition 12.4, L(R) is nilpotent. Clearly, L(R) contains ali 
nilpotent ideals of R. Also, since L(R - L(R)) = (0), Iit - L(R) is semiprime. 
Note 12.7. In general, it is not clear whether, given that R has a largest 
nilpotent idealQ, it follows that R - Q is semiprime. (If we replace “nilpotent” 
by “solvable”, the corresponding result is obvious.) 
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COROLLARP 12.8. If R has d.c.c. on two-sided ideals, then the Baer radical 
B(R) and the locally solvable radical L(R) coincide. 
Note 12.9. In the absence of d.c.c. this conclusion fails even for associative 
rings. Thus if R is the ring constructed in [4, Section 21, then Baer shows 
that B(R) = (0), whereas it is easily verified that L(R) = R. 
*PROPOSITION 12.10 (= Theorem H). 
Proof. Just as in the proof of Theorem H, we can show that S satisfies 
Condition 10.7(Y). The result then follows from Proposition 
*COROLLARY 12.11 (= Corollary 11.4). 
The proof offers no new difficulties. 
For an analog of Theorem J we first need a *-proof of L 
2.4. 
remma 11.3(d). 
*LEMMA 12.12 (= Lemma 11.3(d)). If M & R and MM f (0) and 
M _C D(R), then M = eR for e a central idempotent of R. 
Proof. By Lemma 11.3(c), whose proof is elementary, M is simple. If  
we can find 0 f  t = (m, n, r) with m, n EM, T E R, then as in the proof of 
Proposition 4.6, (n) -+ (f), we have t E Z(M), so that M is a central simple 
algebra, and its unity e is a central idempotent of R. 
Otherwise we have (M, AR, R) = (0). Then a simple computation with 
Kleinfeld’s function f (e.g., see Ref. [12, proof of Theorem 11) shows that 
(AI, R, R) C A(M). Since R 3 A(M) C M <, R, and MM f  (0), we deduce 
that A(M) = (0) and M _C U(R). But then (0) f  MM C U(R) . D(R) = (0), 
a contradiction. 
*PROPOSITION 12.13 (cf. Theorem J). Suppose S < R satis$es CI, and 
R has d.c.c. on two-sided ideals cotztained in S. Suppose further that S0 satisjes 
Condition 10.7(Y) in the (associative) homomorphic image R0 = R - D(R) 
of R. Then S is nilpotent. 
Proof. Like that of Theorem J, but using Condition 10.7(Y) in place of 
Condition 10.7(X), and Proposition 12.4 in place of Theorem G. 
12.14. I am unable to produce analogs of Theorems K or L whose 
proofs are elementary or elementary module Lemma 11.3(b). 
12.15. To show that we cannot dispense with the use of a result as strong 
as Lemma 11.3(b) in our proofs of the starred results above, we proceed as in 
Section 4. Specifically, we have 
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PROPOSITION 12.15. (= Proposition 4.3 continued). Any one of Proposi- 
tions 12.10 and 12.13, Corollary 12.11, andLemma 12.12 trizGally implies (n): 
Any nil simple ring is associative. 
Proof. 12.10. R < R satisfies NI. Also, if R is not associative, then 
R .<,,,. R, by Lemma 11.3(a), so that d.c.c. holds. But then R is niipotent, 
which is false. 
12.11. Take A = R. Then, as for Proof 12.10, the conditions are 
satisfied, and hence R has an idempotent. So R is not nil. 
12.12. If R is simple but not associative, then R =: D(R) and R <, R. 
So R contains an idempotent; hence is not nil. 
12.13. If R is nil then R < R satisfies (CI), and if R is simple but not 
associative, then the other conditions are also satisfied, since Rf? = (0) 
Hence R is nilpotent, which is false. 
13. ZHEVLAKOV'S PROOF OF THEOREM C 
13.1. Zhevlakov [28] asserted the structure theorem given in Theorem C 
of this paper, viz., that a semiprime ring with d.c.c. on right ideals is 
isomorphic to a direct sum of simple rings. His proof was defective (see 
Ref. [23, 1.2]), but the deficiency was made good in Ref. 1301, at least subject 
to a restriction on characteristic. Our purpose in this section is to show how 
Zhevlakov’s argument can be considerably simplified, and the restriction on 
the characteristic removed. 
13.2. Recall that M <, R is modular provided there exists e E R, e 4 M 
such that er - Y E M for all 1’ E R. We write M = Me to mean that M is a 
modular maximal (= maximal modular) right ideal of R, with e as above. 
The Jacobson-Kleinfeld radical J(R) is defined as the intersection of all M8 ~ 
It is shown in Ref. [12] that J(R) < R, that J(R - J(R)) = (01, and that, if 
J(R) = (0), then R is isomorphic to a subdirect sum of rings R, , each of 
which is either a primitive associative ring or a Cayley-Dickson algebra. 
LEMMA 13.3. If the (nonassociative) ring R is isomorphic to a subdirect sum 
of simple yings R, , and R has d.c.c. on two-sided ideals, then R is isomorphic to 
the direct sum of finitely many of the R, . 
Proof. The proof (of a special case) given on p. 40 of Ref. [9] goes through 
almost without change. 
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COROLLARY 13.4. If J(R) = (0), and R has d.c.c. on r@ht ideals, then R is 
isomorphic to a direct sum of simple artinian (associative) rings and Cayley- 
Dickson algebras. 
Proof. By paragraph 13.2 R NC,, R, . Then R, = RQT~ inherits d.c.c., 
so, if associative, is simple artinian, by a well-known theorem [9, p. 391. 
Thus R is isomorphic to a subdirect sum of simple rings. The conclusion then 
follows from Lemma 13.3. 
Arote 13.5. This is what is proved in Ref. [28, Theorem 31. But the result 
should be attributed to Kleinfeld rather than Zhevlakov, since it has been 
well-known ever since the appearance of Ref. [12]. 
13.6. To complete the proof of Theorem C, it suffices to show that if R 
has d.c.c. on right ideals and is semiprime, then J(R) = (0). This is proved 
(even with d.c.c. only on two-sided ideals) by Zhevlakov [30], who first 
proves that for any R, if I < R, then J(I) = I CT J(R). 
Note 13.7. Zhevlakov’s proof of this uses a restriction on the charac- 
teristic, which may be avoided as follows. On p. 178, replace lines 6-15 by 
the following: 
If C <r 8, then C + CA = B. In particular, e = c + x ciai . Now 
ca . e2 = c . ae3 + (c, a, e2) = cb + (c, ea + ae, e) = cb + (c, b’, b”) E C. 
Hence e3 = (c + C ciai) . e2 E C. But also e . e” - e2 E C, so that e2 E C, and 
similarly e E C. This contradiction shows that C <, ,4 after all. 
13.8. While the result J(7) = In J(R) is of independent interest, for 
our present purposes it is easier to bypass this and proceed as follows: 
LEMMA 13.9. If e is a nuclear idempotent of R, then there exists M = Me 
as in paragraph 13.2. 
Proof. If R = z Rij is the Pierce decomposition of R with respect to e, 
set M,, = R,, + RoO . Then clearly M, <, R, and er - r E AI0 for all r E R. 
If M is a right ideal of R maximal with respect to M > M,, and e $ ill, then 
M = Me as required. 
PROPOSITION 13.10. If R has d.c.c. on right ideals and R is semiprime, 
tlzen J(R) = (0). 
Proof. Given 0 f b E R, let B be the right ideal of R generated by {b>. 
By d.c.c. B contains a minimal right ideal A of R, and by semiprimeness and 
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Lemma 11.3(b), A contains a nuclear idempotent e of R. I,et A$ = iWe as in 
Lemma 13.9. If b E iVIe , then B C Me , whence e E M, , which is false. So 
b 6 M, , whence b 4 J(R). Thus J(R) = (0). 
This concludes a proof of Theorem C in the manner of Zhevlakov. 
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