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Abstract
In this paper, we study some potential theoretic aspects of the eikonal and infinity Laplace
operator on a Finsler manifold푀 . Our main result shows that the forward completeness of
푀 can be detected in terms of Liouville properties and maximum principles at infinity for
subsolutions of suitable inequalities, including Δ푁
∞
푢 ≥ 푔(푢). Also, an∞-capacity criterion
and a viscosity version of Ekeland principle are proved to be equivalent to the forward com-
pleteness of푀 . Part of the proof hinges on a new boundary-to-interior Lipschitz estimate
for solutions of Δ푁
∞
푢 = 푔(푢) on relatively compact sets, that implies a uniform Lipschitz
estimate for certain entire, bounded solutions without requiring the completeness of푀 .
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1 Introduction
This work is about a potential theory for the∞-Laplace operator
Δ∞푢 ∶= Hess 푢(∇푢,∇푢)
and its normalized version
Δ푁∞푢 ∶= Hess 푢
(
∇푢|∇푢| , ∇푢|∇푢|
)
on a Finsler manifold. The infinity Laplacian has received great attention after the pioneering
work of G. Arronson [7, 8] in the 1960s, and showed intriguing connections with pure and ap-
plied mathematical issues, as for example, Tug-of-war games [12, 46, 51], mass transportation
problems [27] and others. The study of the infinity Laplacian is strictly relatedwith an퐿∞ min-
imization problem: given a bounded domain Ω ⊂ ℝ푚 and a Lipschitz function 휁 ∶ 휕Ω → ℝ,
to find an extension 푢 of 휁 in Ω such that the Lipschitz constant Lip(푢, 퐴) ≤ Lip(ℎ, 퐴) for any
퐴 ⋐ Ω and ℎ which agrees with 푢 on 휕퐴. Such function is called an absolutely minimizing
Lipschitz extension, shortly AMLE [21, 17]. Jensen in [31] showed that the AMLE property
is equivalent to the fact that 푢 be a viscosity solution for Δ∞푢 = 0, and by [22, 31] AMLEs are
also characterized by the comparison principle with cone functions
퐶푥(푦) = 푎 + 푏|푥 − 푦| 푎, 푏 ∈ ℝ and 푦 ∈ ℝ푚,
which are fundamental solutions of the homogeneous infinity Laplacian. This is the tripod that
supports the role of the basic theory of infinity harmonic functions on, say,ℝ푚 with its standard
metric. Since then, various works have been devoted to the analysis of Δ∞ for more general
structures, and an account can be found in [21, 9]. Especially, on domains ofℝ푚 equippedwith
a Finsler norm, the AMLE problem and the associated∞-Laplace operator have been studied
in [55, 29, 41, 42].
One of the starting points of the present investigation is the following Liouville theorem
for∞-subharmonic functions on ℝ푚 (cf. [33, 22]):
entire viscosity solutions of Δ∞푢 ≥ 0 with sup
ℝ푚
푢 <∞ are constant. (1)
Its proof is a consequence, for instance, of theHarnack inequality for∞-subharmonicequations
[33, 34, 32] (cf. also [26]):
푢(푥) − sup
푀
푢 ≤ [푢(푦) − sup
푀
푢
]
푒
−
|푥−푦|
푅−푟 ∀푥, 푦 ∈ 퐵푧(푟), 푅 > 푟, (2)
by letting푅 → +∞. It is natural to ask for which class of manifolds the above theorem remains
true; inspection of the proof of (2) reveals that the completeness of ℝ푚 is used, and suggests
that (1) be true for any complete Riemannian manifolds, regardless to curvature requirements.
This is, we shall see, easy to prove. However, the question whether (1) holds only on com-
plete manifolds is more interesting and, to our knowledge, only studied in recent years. Our
investigation arose in the context of fully nonlinear potential theory, motivated by the desire
recast, in a unified framework, various maximum principles at infinity available in the litera-
ture: the celebrated Ekeland [24, 25] and Omori-Yau ones [45, 57, 18], as well as those coming
from stochastic geometry (the weak maximum principles of Pigola-Rigoli-Setti [48], related to
parabolicity, stochastic and martingale completeness of a Riemannian manifold). This investi-
gation initiated in [37, 38], in a Riemannian setting, see also previous results in [50, 49]. The
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need to consider first order conditions in the statements of Ekeland and Omori-Yau principles
requires to include the eikonal into the class of equations to which the theory be applicable,
and opened the way to also encompass the ∞-Laplace operator, tightly related to the eikonal
one. In Theorem 1.12 of [37], the geodesic completeness of a Riemannian manifold (i.e., the
completeness of 푀 as a metric space) is shown to be equivalent to various other conditions,
among them a suitable version of Ekeland principle for viscosity solutions (that, consequently,
turns out to be equivalent to the original Ekeland formulation), and the validity of (1) on푀 .
In the present work, we move some step further and improve Theorem 1.12 in [37] on var-
ious aspects. First, we extend the investigation from Riemannian to Finsler manifolds, where
the possible asymmetry of the metric introduces further issues; we hope to convey our feel-
ing that the Finsler setting is quite natural for the problems we study herein. Second, we also
consider inhomogeneous inequalities of the type
Δ푁∞푢 ≥ 푔(푢)
for continuous, non-negative 푔. The main purpose is to discover whether a Liouville property
for bounded solutions of Δ푁∞푢 ≥ 푔(푢) for some non-negative 푔 still detects the completeness
of 푀 (more precisely, the forward completeness of the Finsler manifold (푀,퐹 )), or rather a
weaker property.
To comment on this point, and to motivate the conditions in the statement of our main
theorem, we begin with the analogy between (1) and a corresponding statement for the Laplace
operator on a manifold푀:
entire solutions of Δ푢 ≥ 0 with sup
푀
푢 < ∞ are constant, (3)
a well-known property in potential theory that was the subject of intense investigation starting
from the 2-dimensional case, where the validity or failure of (3) characterizes the conformal
type of a simply connected Riemann surface. A Riemannian manifold for which (3) holds
is named parabolic. As observed in [1, Thm. 6C], (3) can equivalently be expressed as the
following maximum principle at infinity:
for every Ω ⊂ 푀 open and 푢 ∈ 퐶(Ω) solving{
Δ푢 ≥ 0 on Ω,
supΩ 푢 < ∞ on Ω
⟹ supΩ 푢 = sup휕Ω 푢.
(4)
Compact manifolds are clearly parabolic, so the property characterizes non-compact mani-
folds that are, somehow, not far from being compact. In view of applications to a variety of
geometric problems (see [48, 2]), it is useful to investigate versions of (4) for inhomogeneous
equations like Δ푢 ≥ 푔(푢), with 푔 ∈ 퐶(ℝ). Quite interestingly, they relate to a property that,
like parabolicity, ties to the theory of stochastic processes: the stochastic completeness of푀 .
Briefly,푀 is parabolic if the minimal Brownian motionℬ푡 on푀 is recurrent, that is, almost
surely, its trajectories visit any fixed compact set infinitely often along a divergent sequence of
times. On the other hand,푀 is said to be stochastically complete ifℬ푡 is non-explosive, that
is, if trajectories ofℬ푡 have infinite lifetime almost surely. Note that, by their very definitions,
parabolic manifolds are stochastically complete, but the viceversa is far from being true: for
instance, if푀 is geodesically complete, sufficient conditions for the parabolicity and stochastic
completeness are, respectively,
∫
+∞
푠d푠|퐵푠| = +∞, and ∫
+∞
푠d푠
log |퐵푠| = +∞, (5)
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where |퐵푟| is the volume of a geodesic ball centered at a fixed origin. The two criteria, sharp
for relevant classes of manifolds, can be found in Theorems 5.1 and 6.2 of [28], that we suggest
to consult for a detailed account. While the first in (5) is somehow binding (for instance,ℝ푚 is
parabolic if and only if 푚 = 2), the volume threshold to match the second in (5) is of the order
of 푒푟
2
, and includes many more Riemannian manifolds of interest in geometry, for instance all
of thosewith Ricci curvature bounded frombelow by a constant (cf. [48, 2]). Characterizations
of the stochastic completeness of 푀 in terms of maximum principles at infinity were found
in [47, 48, 3], and among equivalent statements we choose here the following one: to state it,
the lack of translation invariance of the inequality Δ푢 ≥ 푔(푢) requires to fix a normalization
threshold, taken to be zero for convenience. Then, the principle writes as follows:
for some/every 푔 ∈ 퐶(ℝ) with 푔(0) = 0, 푔 > 0 on ℝ+, the following holds:
for every Ω ⊂ 푀 open and 푢 ∈ 퐶(Ω) solving{
Δ푢 ≥ 푔(푢) on Ω,
0 < supΩ 푢 < ∞ on Ω
⟹ supΩ 푢 = sup휕Ω 푢.
(6)
Loosely speaking, the principle guarantees the non-existence of functions 푢 that are bounded
from above and solve Δ푢 ≥ 푔(푢) on a non-empty upper level set {푢 > 훾}, for some 훾 ≥ 0.
Solutions of Δ푢 ≥ 푔(푢) can be taken in either the viscosity or the weak sense.
Geometric applications also motivated the study of maximum principles at infinity when
the Laplacian is replaced by more general, nonlinear operators, notably including the mean
curvature one
div
(
∇푢√
1 + |∇푢|2
)
and the 푝-Laplacian
Δ푝푢 ≐ div (|∇푢|푝−2∇푢), 푝 ∈ (1,∞).
For instance, the first operator appears when studying entire graphs with prescribed mean cur-
vature, and the validity of maximum principles at infinity are therefore instrumental to prove
Bernstein type theorems [14, 20], while the 푝-Laplacian, in the limit 푝 → 1, gives an efficient
way to construct solutions of the inverse mean curvature flow on spaces with mild curvature
requirements, see [39], and maximum principles at infinity serve to guarantee the global gra-
dient estimates needed to perform the approximation procedure. For both operators, criteria in
the spirit of (5) have been established in [48, 14], still showing a substantial difference between
the “parabolic" case 푔 ≡ 0 and the case 푔 > 0 on ℝ+. More precisely, the formal limit
Δ푁∞푢 = lim푝→∞
|∇푢|2−푝
푝
Δ푝푢
relates solutions of the normalized equation Δ푁∞푢 ≥ 푔(푢) to those of
Δ푝푢 ≥ 푝푔(푢)|∇푢|푝−2 (7)
for large 푝. By Theorem2.24 and Proposition 7.4 in [14], property (6) for solutions of (7) holds
on any complete manifold푀 satisfying
lim inf
푟→∞
log |퐵푟|
푟2
< ∞,
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a bound that is sharp and, perhaps surprisingly, independent of 푝 (cf. Section 7.4 in [14]),
while if 푔 ≡ 0 a sharp threshold is given by
∫
+∞(
푠d푠|퐵푠|
) 1
푝−1
= ∞,
cf. [48] and the references therein. It is therefore tempting to wonder whether, in the limit
푝 → ∞, the two possibilities for 푔 still detect different properties.
Let (푀,퐹 ) be a Finsler manifold (the basics of Finsler Geometry are recalled in Section
2). We assume the Finsler norm 퐹 ∶ 푇푀 → [0,∞) be positively homogeneous of degree
1, and 퐹 2 be strictly convex when restricted on each fiber of 푇푀 → 푀 . For smooth 푢, the
Chern connection associated to 퐹 allows to define the Hessian of a function and, consequently,
a Finsler∞-Laplacian. Also, the norm 퐹 induces a pseudo-distance d on푀 that is, d satisfies
all of the requirements of a distance function but, possibly, its symmetry. The lack of symmetry
introduces further issues, among them the need to distinguish which properties relate to the
forward completeness of 푀 rather than to its backward one. The forward completeness for
(푀,퐹 ) is defined by asking that forward Cauchy sequences converge, i.e. if {푥푖} satisfies the
following Cauchy condition:
∀ 휀 > 0, ∃푁 = 푁(휀) ∈ ℕ ∶ 푁 ≤ 푖 < 푗⟹ d(푥푖, 푥푗) < 휀,
then {푥푖} converges. Following [17], we define the Lipschitz constant of 푢 on a set 퐴 to be
Lip(푢, 퐴) ≐ inf {퐿 ∈ [0,∞] ∶ 푢(푦) − 푢(푥) ≤ 퐿d(푥, 푦) ∀푥, 푦 ∈ 퐴}. (8)
Let 휚+(푥) = d(표, 푥) denotes the distance from a fixed origin 표 ∈ 푀 . We are ready to state our
main result. Note that solutions are meant to be in the viscosity sense, see [23].
Theorem 1.1. Let (푀,퐹 ) be a connected Finsler manifold. Then, the following properties
are equivalent:
1) (푀,퐹 ) is forward complete.
2) Having denoted with 휚+ the forward distance from a fixed origin,{
Δ푁∞푢 ≥ 0 on 푀,
푢+(푥) = 표
(
휚+(푥)
)
as 휚+(푥)→ +∞
⟹ 푢 is constant. (9)
3) For some/every 푔 ∈ 퐶(ℝ) with 푔(0) = 0 and 푔 ≥ 0 on ℝ+, the following holds:{
Δ푁∞푢 ≥ 푔(푢) on 푀,
0 < sup푀 푢 < +∞
⟹ 푢 is constant.
4) For some/every 푔 ∈ 퐶(ℝ) with 푔(0) = 0 and 푔 ≥ 0 on ℝ+, the following holds: for
every open subset Ω ⊂ 푀 ,{
Δ푁∞푢 ≥ 푔(푢) on Ω,
0 < supΩ 푢 < +∞
⟹ sup
Ω
푢 = sup
휕Ω
푢. (10)
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5) For some/every 휃 ∈ (0, 1) and 휆 > 0, it holds
⎧⎪⎪⎨⎪⎪⎩
Δ푁
∞
푢 ≥ 휆푢휃
+
on 푀,
lim sup
휚+(푥)→+∞
푢+(푥)
휚+(푥)
2
1−휃
<
1−휃
√
휆
(1 − 휃)2
2(1 + 휃)
⟹ 푢 is a (nonpositive) constant.
(11)
6) For some/every 퐾 ⊂ 푀 compact, it holds
inf
푢∈ℒ(퐾,푀 )
Lip(푢,푀) = 0,
where
ℒ(퐾,푀) =
{
푢 ∈ Lip푐(푀), 푢 ≤ −1 on 퐾
}
. (12)
7) For some/every 퐾 ⊂ 푀 compact, the∞-capacity of 퐾 vanishes:
cap∞(퐾) ∶= inf
푢∈ℒ(퐾,푀 )
‖퐹 (∇푢)‖퐿∞(푀 ) = 0,
whereℒ(퐾,푀) is defined in (12).
8) For some/every 0 < 퐺 ∈ 퐶(ℝ), the following holds: for every open subset Ω ⊂ 푀 , and
for every viscosity subsolution of{
퐺(푢) − 퐹 (∇푢) = 0 on Ω,
supΩ 푢 < ∞
⟹ sup
Ω
푢 = sup
휕Ω
푢. (13)
9) (Ekeland principle). For every 푢 ∈ USC(푀) with sup푀 푢 < ∞, for every 휀 > 0 and
푥0 ∈ 푀 such that 푢(푥0) > sup푀 푢 − 휀, and for every 훿 > 0, there exists 푥̄ ∈ 푀 such
that
푢(푥̄) ≥ 푢(푥0), d(푥0, 푥̄) ≤ 훿, and 푢(푦) ≤ 푢(푥̄) + 휀훿d(푥̄, 푦) ∀ 푦 ∈ 푀.
Remark 1.2 (The some/every alternative). Property 3), as well as 4), holds for every 푔 as in
the statement provided that it holds for some such 푔. In particular, in view of our assumption
on 푔, the every alternative is equivalent to require 3) for the smallest choice 푔 ≡ 0. Therefore,
unlikely the case of Δ푝 with 푝 < ∞, for the ∞-Laplacian the Liouville theorems for Δ
푁
∞푢 ≥
푔(푢) under the assumptions 푔 ≡ 0 or 푔(0) = 0, 푔 > 0 on ℝ+ are equivalent.
Remark 1.3 (Backward completeness). The notion of backward completeness for (푀,퐹 ),
demanding that backward Cauchy sequences converge, corresponds to the forward complete-
ness of the dual Finsler structure
퐹̃ (푝) ∶= 퐹 (−푝), 푝 ∈ 푇푀,
hence it can be described via the eikonal and normalized∞-Laplacian Δ̃푁∞ associated to 퐹̃ . In
view of the identity
Δ̃푁∞푢 = −Δ
푁
∞(−푢),
the backward completeness of (푀,퐹 ) can be detected by minimum principles for solutions of
Δ푁∞푢 ≤ 푔(푢). We leave the statement to the interested reader.
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Remark 1.4 (On conditions ퟖ), ퟗ): a viscosity Ekeland principle). Implication 1) ⇒ 9) is
the celebrated Ekeland principle [25, 24], originally stated for metric spaces, while 9) ⇒ 1)
has been pointed out by J.D. Weston [54] and F. Sullivan [53]. Extension to the Finsler setting
is straightforward, since Weston-Sullivan arguments as well as the proof of 9) provided in [25,
p.444] do not use the symmetry of d at any stage. We included 9) for the sake of completeness,
and to emphasize that 8) can be interpreted as a viscosity version of Ekeland principle.
Remark 1.5 (On condition ퟓ)). Reaction-diffusion equations with strong absorption as in
5) were investigated in [4], where the authors proved regularity for the unnormalized case
Δ∞푢 = 휆푢
훾
+ in ℝ
푚, 0 ≤ 훾 < 3, and related Liouville theorems for entire solutions satisfying
푢(푥) = 푂(|푥| 43−훾 ) as |푥|→ ∞. (14)
In the limit 훾 → 0, this relates to the∞-obstacle problem. The constant bounding the limsup
in (11) is sharp, as readily seen on flat Euclidean space by noting that
푢(푥) =
1−휃
√
휆
(1 − 휃)2
2(1 + 휃)
|푥| 21−휃
solves Δ푁∞푢 = 휆푢
휃 .
Remark 1.6 (On conditions ퟕ), ퟖ)). The equivalence between 1) and 7), 8) were first pointed
out in [50, Thms. 2.28 and 2.29] in a Riemannian setting: it is inspired by the characterization
of parabolic Riemannian manifolds by means of the vanishing of the 2-capacity cap2(퐾) of
some/every compact set 퐾 (cf. [28]), and to equivalent ones for the 푝-Laplacian, 푝 ∈ (1,∞)
in terms of the 푝-capacity
cap푝(퐾) ∶=
{
∫푀 |∇푢|푝 ∶ 푢 ∈ Lip푐(푀), 푢 ≥ 1 on 퐾
}
.
Observe that, to detect the forward completeness, we had to switch signs and define our class
ℒ(퐾,푀) by requiring 푢 ≤ −1 on 퐾 .
Remark 1.7 (Normalized vs unnormalized∞-Laplacian). The equivalence between items
1),… , 5) could be rephrased for the unnormalized∞-Laplacian with minor changes, replacing
Δ푁∞푢 ≥ 푔(푢) with the inequality
Δ∞푢 ≥ 푔(푢)|∇푢|2,
and 5) with the following statement:
5’) for some/every 휃 ∈ (0, 3) and 휆 > 0, it holds
⎧⎪⎪⎨⎪⎪⎩
Δ∞푢 ≥ 휆푢휃+ on 푀,
lim sup
휚+(푥)→+∞
푢+(푥)
휚+(푥)
4
3−휃
<
3−휃
√
휆
(3 − 휃)4
64(1 + 휃)
⟹ 푢 is a (nonpositive) constant.
The fact that the forward completeness of (푀,퐹 ) implies any of 2),… , 4) is not difficult
to prove, and might be well-known among specialists, although we found no precise reference;
on the other hand, 1) ⇒ 5) is more subtle, due to the possibility that the limsup in (11) be
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positive, and inspired by [4]. We briefly comment on implications 8) ⇒ 1) and 3) ⇒ 1), that
are the technical core of the present work.
The proof of 8) ⇒ 1) exploits results in [40, 37], namely it uses the Ahlfors-Khas’minskii
duality (AK-duality, for short). Roughly speaking, for a large class of fully nonlinear inequal-
ities
ℱ(푥, 푢, d푢,Hess푢) ≥ 0, (15)
the AK-duality establishes the equivalence between a maximum principle at infinity for solu-
tions of (15), in the form given by (6) (called there the Ahlfors property), and the existence of
solutions of the dual inequality
ℱ̃(푥, 푢, d푢,Hess푢) ≥ 0, with ℱ̃(푥, 푟, 푝, 퐴) = −ℱ(푥,−푟,−푝,−퐴),
that decay to −∞ as slow as we wish1 (named Khas’minskii potentials). The eikonal equation
퐺(푢) − 퐹 (∇푢) = 0
falls into the class of PDEs forwhich theAK-duality holds, thuswe can construct a Khas’minskii
potential푤 that is a subsolution of the dual equation 퐹̃ (∇̃푤)−퐺̃(푤) = 0, with 퐹̃ the dual Finsler
structure, ∇̃ the gradient induced by 퐹̃ and 퐺̃(푡) ∶= 퐺(−푡). The existence of 푤 easily implies
the forward completeness of 푀 . The construction of 푤 proceeds, as in [37, 38], by stacking
solutions of obstacle problems, and has independent interest.
Implication 3) ⇒ 1) is shown by means of a sequence {푢푗} of solutions of Δ
푁
∞푢푗 = 푔(푢푗)
defined on an increasing family of relatively compact sets Ω푗 , locally converging to a limit
solution 푢∞ on 푀∖퐾 , with 퐾 a small compact set. The main issue is to prove a uniform,
global Lipschitz bound for {푢푗} without knowing that 푀 be forward complete. In fact, one
cannot use the classical local Lipschitz bound for bounded solutions of Δ푁∞푢 ≥ 0 as in [22,
Lemma 2.5], since the latter is uniform for 푢 ∈ 퐿∞(푀) only if balls of a fixed radius centered
at any point of 푀 are relatively compact, that force 푀 to be forward complete. In [37], for
푔 ≡ 0, the authors reach the goal by exploiting the absolutely minimizing property of the
∞-harmonic functions 푢푗 , a characterization that currently seems unavailable
2 for solutions of
Δ푁∞푢 = 푔(푢). We overcome the problem by showing a Lipschitz bound directly via comparison
with radial solutions 푔 (hereafter called 푔-cones), extending an elegant argument in [9, Prop.
2.1]. We prove the following result that, to the best of our knowledge, seems to be new.
Theorem 1.8. Let Ω ⋐ (푀,퐹 ), and let 푢 ∈ 퐶(Ω) satisfy
Δ푁∞푢 = 푔(푢) on Ω, (16)
where 푔 is continuous and non-negative on 푢(Ω). If 푢 is Lipschitz on 휕Ω, then 푢 ∈ Lip(Ω) and
Lip(푢,Ω) ≤
√
Lip(푢, 휕Ω)2 + 2∫
supΩ 푢
infΩ 푢
푔(푠)d푠.
1We say that 푢 decays to −∞ if upper level sets of 푢 have compact closure in푀 .
2In this respect, note that (16) is not included in the class of PDEs considered in [13], where the authors compute
the Euler-Lagrange equations of absolute minimizers for
ℐ(푢,Ω) = ess sup
푥∈Ω
푓 (푥, 푢(푥), d푢(푥))
In our case (say, even in a Riemannian setting), the PDE Δ∞푢 = 푔(푢)|∇푢|2 for the unnormalized ∞-Laplacian would
be, formally, the Euler-Lagrange equation for the choice
푓 (푥, 푠, 푝) = |푝|2 − 2 ∫ 푠0 푔(푡)d푡,
a function that does not satisfy all of the assumptions in Theorem 3.5 of [13].
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In the particular case 푔 ≡ 0, this reduces to the AMLE condition Lip(푢,Ω) = Lip(푢, 휕Ω).
The paper is organized as follows: in Section 2 we recall definitions and main properties of
Finsler manifolds. In Sections 3 and 4, we define viscosity solutions of∞-Laplace equations,
state their main comparison results with forward and backward 푔-cones, and prove Theorem
1.8. Eventually, in Section 5we proveTheorem1.1. Appendices I and II contain some ancillary
results adapted to the Finsler setting.
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2 Basics on Finsler manifolds
Let푀 be an 푚-dimensional smooth manifold. As usual we denote by 푇푀 ≐ ∪푥∈푀푇푥푀 the
tangent bundle of푀 , where 푇푥푀 means the tangent space at 푥 ∈ 푀 . Each element of 푇푀
has the form (푥, 푝), where 푥 ∈ 푀 and 푝 = 푝푖 휕
휕푥푖
∈ 푇푥푀 . A Finsler structure on푀 (cf. [10])
is a function 퐹 ∶ 푇푀 → [0,∞) satisfying the following properties:
i) Regularity: 퐹 is smooth on 푇푀∖0, with 0 the zero section.
ii) Positive homogeneity: 퐹 (푥, 휆푝) = 휆퐹 (푥, 푝) for all 휆 > 0.
iii) Strong convexity: The fundamental tensor
푔푖푗(푥, 푝) ∶=
1
2
휕2퐹 2(푥, 푝)
휕푝푖휕푝푗
is positive definite at every (푥, 푝) ∈ 푇푀∖0.
Note that the expression 푔푖푗 (푥, 푝)푝
푖푝푗 is invariant by a change of coordinates. We call a Finsler
manifold the pair (푀,퐹 ), where 푀 is a smooth manifold and 퐹 is a Finsler structure on
푀 . Riemannian manifolds (푀, 푔) are a particular subclass of Finsler manifolds, obtained by
choosing
퐹 (푥, 푝) ∶=
√
푔푖푗(푥)푝
푖푝푗 .
The induced Finsler structure 퐹 ∗ ∶ 푇 ∗푀 → [0,∞) on the cotangent bundle is defined by
퐹 (푥, 휉) ≐ sup
푝∈푇푥푀∖0
휉(푝)
퐹 (푥, 푝)
= sup
퐹 (푥,푝)=1
휉(푝),
and gives rise to a family of Minkowski norms 퐹 ∗ = {퐹 ∗푥 }푥∈푀 with corresponding fundamen-
tal tensor
푔∗푘푙(휉) =
1
2
휕2퐹 ∗2(휉)
휕휉푘휕휉푙
.
Hereafter, we write 퐹 (푝), 퐹 ∗(휉) for notational convenience, suppressing the dependence on
푥. We will use the Chern connection of (푀,퐹 ), defined on the vector bundle 휋∗푇푀 , where
휋 ∶ 푇푀∖0 →푀 is the natural projection. Its connection forms are torsion free, that is,
푑푥푗 ∧ 휔푖푗 = 0,
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which means that 푑푝푘 are absent in the definition of 휔푖
푗
, namely,
휔푖푗 = Γ
푖
푗푘
푑푥푘, and Γ푖
푗푘
= Γ푖
푘푗
.
Let Ω ⊂ 푀 be open and consider a coordinate system (푥푖, 휕
휕푥푖
) on 푇Ω. Given a non-
vanishing vector field 푣 = 푣푖
휕
휕푥푖
on Ω, we introduce a Riemannian metric 푔푣 and a linear
connection ∇푣 on 푇Ω by setting, for 푝 = 푝푖 휕
휕푥푖
and 푞 = 푞푖 휕
휕푥푖
in 푇푥Ω,
푔푣(푝, 푞) ≐ 푝푖푞푗푔푖푗(푥, 푣), and ∇푣휕
휕푥푖
휕
휕푥푗
≐ Γ푘푖푗(푥, 푣) 휕휕푥푘 .
We define the Legendre transformation 퓁 ∶ 푇푀 → 푇 ∗푀 by
퓁(푝) =
{
푔푝(푝, ⋅), 푝 ≠ 0,
0, 푝 = 0.
Remarkably, 퓁 ∶ 푇푀∖0 → 푇푀∗∖0 is a smooth diffeomorphism and
퐹 ∗(퓁(푝)) = 퐹 (푝), for all 푝 ∈ 푇푀.
Consequently, 푔∗푖푗(퓁(푝)) coincides with the inverse of 푔푖푗 (푝) (see [10], [52]), and the map
퓁−1 ∶ 푇 ∗푀 → 푇푀 does exist. Given a smooth function 푓 ∶ 푀 → ℝ, we therefore define
the gradient of 푓 as
∇푓 = 퓁−1(d푓 ).
In particular, note that
d푓 (푝) ≤ 퐹 ∗(d푓 )퐹 (푝) = 퐹 (∇푓 )퐹 (푝) ∀푓 ∈ 퐶1(푀), 푝 ∈ 푇푀,
d푓 (푝) = 푔∇푓 (∇푓, 푝) on 푓 = {푥 ∶ d푥푓 ≠ 0}, for all 푝 ∈ 푇푀.
Following [56], given a smooth function 푓 we define its Hessian Hess푓 on푓 by
Hess푓 (푉 ,푊 ) ≐ 푉 푊 (푓 ) − ∇∇푓
푉
푊 (푓 ), for all 푉 ,푊 ∈ 푇푓 .
It is easy to see that Hess푓 is symmetric and can be rewritten as
Hess푓 (푉 ,푊 ) = 푔∇푓
(
∇
∇푓
푉
∇푓,푊
)
.
An alternative construction is proposed in [52], where the Hessian of 푓 is defined as the
map
퐷2푓 ∶ 푇푀 → ℝ, 퐷2푓 (푝) ≐ 푑2
푑푠2
(푓◦훾)|푠=0 ,
with 훾 ∶ (−휀, 휀)→푀 the geodesic satisfying 훾 ′(0) = 푝. In [56], the authors point out that
퐷2푓 (푉 ) ≡ Hess푓 (푉 , 푉 ), for all 푉 ∈ 푇푓 .
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2.1 Forward and backward completeness
For 푥0, 푥1 ∈ 푀 , denote by Γ(푥0, 푥1) the collection of all piecewise smooth curves 훾 ∶ [푎, 푏]→
(푀,퐹 ) with 훾(푎) = 푥0 and 훾(푏) = 푥1. The distance d ∶푀 ×푀 → [0,∞) is defined by
d(푥0, 푥1) ≐ inf
Γ(푥0,푥1)
퐿(훾), with 퐿(훾) ∶= ∫
푏
푎
퐹 (훾 ′(푡))d푡
the length of 훾 . Despite d is not a metric, the space (푀, d) satisfies the first two axioms of a
metric space:
1. d(푥0, 푥1) ≥ 0, with equality holding iff 푥0 = 푥1.
2. d(푥0, 푥2) ≤ d(푥0, 푥1) + d(푥1, 푥2).
The symmetry d(푥0, 푥1) = d(푥1, 푥0) is satisfied whenever the Finsler structure 퐹 is absolutely
homogeneous, that is 퐹 (휆푝) = 휆퐹 (푝) for every 휆 ∈ ℝ. In this case, (푀, d) is a genuine metric
space.
For 푥̄ ∈ 푀 fixed, and 푟 > 0, we define on 푇푥̄푀 the tangent balls and spheres of radius 푟
퐵푥̄(푟) ∶=
{
푝 ∈ 푇푥̄푀 ∶ 퐹 (푥̄, 푝) < 푟
}
, 푆푥̄(푟) ∶=
{
푝 ∈ 푇푥̄푀 ∶ 퐹 (푥̄, 푝) = 푟
}
,
and the corresponding forward metric balls and spheres
+
푥̄
(푟) ∶=
{
푥 ∈ 푀 ∶ d(푥̄, 푥) < 푟
}
, +
푥̄
(푟) ∶=
{
푥 ∈ 푀 ∶ d(푥̄, 푥) = 푟
}
.
The associated backward balls and spheres
−푥̄ (푟) ∶=
{
푥 ∈ 푀 ∶ d(푥, 푥̄) < 푟
}
, −푥̄ (푟) ∶=
{
푥 ∈ 푀 ∶ d(푥, 푥̄) = 푟
}
coincide with the forward balls of the dual Finsler structure 퐹̃ . As proved in Section 6.2 C of
[10], the topology of the underlying manifold and that generated by the forward balls coincide.
Hence we can state that a sequence 푥푖 → 푥 in 푀 if, given any open set 푂 ∋ 푥, there is a
positive integer푁 (depending on 푂) such that 푥푖 ∈ 푂 whenever 푖 ≥ 푁 . According to Lemma
6.2.1 in [10], for a fixed point 푥0 ∈ 푀 there exist an open neighbourhood 푈 and a constant
훼 > 1, depending on 푥0 and 푈 , such that
1
훼
d(푥2, 푥1) ≤ d(푥1, 푥2) ≤ 훼d(푥2, 푥1) ∀푥1, 푥2 ∈ 푈. (17)
Therefore, the statements
푥푖 → 푥, d(푥, 푥푖) → 0, d(푥푖, 푥)→ 0
are equivalent. However, this is not the case in general for Cauchy sequences.
Definition 2.1. A sequence {푥푖} in푀 is called a forward (resp., backward) Cauchy sequence
if, for all 휀 > 0, there exists a positive integer 푗휀 (depending on 휀) such that
푗휀 ≤ 푖 < 푗⟹ d(푥푖, 푥푗) < 휀 [resp., d(푥푗, 푥푖) < 휀].
Definition 2.2. A Finsler manifold (푀,퐹 ) is said to be forward complete if every forward
Cauchy sequence converges in푀 . It is said to be backward complete if every backwardCauchy
sequence converges.
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A geodesic 훾 from 푥̄ to 푥 is a curve that is stationary for 퐿. It can (and will henceforth) be
reparametrized via an affine map to have constant velocity 퐹 (훾 ′) ≡ 1. The exponential map
exp푥̄ associates to 푣 ∈ 푇푥̄푀 the value 훾푣(1) of the unique forward geodesic 훾푣 issuing from
푥̄ with constant velocity 퐹 (푣). The following result summarizes the minimizing properties of
short geodesics that we need.
Theorem 2.3. Let (푀,퐹 ) be a Finsler manifold. Then, for a given compact set퐾 , there exists
휀 > 0 such that
1) [10, pp. 126-127] The map
exp ∶
{
푣 ∈ 푇퐾 ∶ 퐹 (푣) < 휀
}
→푀, exp(푥, 푣) = exp푥(푣)
is a 퐶1-diffeomorphism onto its image, and 퐶∞ outside of the zero section.
Fix a point 푥̄ and suppose that, for some 푟, 휀 > 0, exp푥̄ is a퐶
1-diffeomorphism from the tangent
ball 퐵푥̄(푟 + 휀) onto its image (we call these balls regular). Then:
2) [10, Thm. 6.3.1] Each radial geodesic exp푥̄(푡푣), 0 ≤ 푡 ≤ 푟, 퐹 (푥̄, 푣) = 1 is the unique
curve that minimizes distance among all piecewise 퐶∞ curves in푀 with the same end-
poits.
The corresponding behaviour of the distance function from (or towards) a fixed origin
푥̄ ∈ 푀 on small balls has been described in [52], Lemma 3.2.4, and in [56], equation (4.1).
Summarizing, we have
Proposition 2.4. [52, 56] Let (푀,퐹 ) be a Finsler manifold, let 푟 > 0 be such that +
푥̄
(푟) and
−
푥̄
(푟) are regular geodesic balls. Then, the functions
휚+(푦) = d(푥̄, 푦), 휚−(푦) = −d(푦, 푥̄)
are smooth on, respectively, +
푥̄
(푟)∖{푥̄} and −
푥̄
(푟)∖{푥̄}, and there they satisfy
퐹 (∇휚±) = 1, Hess 휚±(∇휚±,∇휚±) = 0.
Indeed, the identity퐹 (∇휚±) = 1 is proved in [52, Lem 3.2.4], while for the Hessian identity
we observe the following: if 훾 ∶ [0, d(푦, 푥̄)] → −
푥̄
(푟) is a geodesic from 푦 to 푥̄ with initial
velocity ∇휚−(푦), then 휚−(훾(푡)) = −d(훾(푡), 푥̄) = 푡 − d(푦, 푥̄) and thus
Hess 휚−(∇휚−,∇휚−) =
d2
d푡2
휚−(훾(푡)) = 0.
Regarding the behaviour of longminimizing geodesics, we have the followingHopf-Rinow
type theorem due to Cohn-Vossen [19] (cf. also [43, 44] for more general statements, also
considering Finsler metrics constructed from Hamilton-Jacobi equations).
Theorem 2.5 ([19], see Theorem 6.6.1 in [10]). Let (푀,퐹 ) be a connected Finsler manifold.
The following properties are equivalent:
1. (푀,퐹 ) is forward complete.
2. (푀,퐹 ) is forward geodesically complete, that is, every geodesic 훾(푡), 푎 ≤ 푡 ≤ 푏,
parametrized to have constant speed, can be extended to a geodesic defined on 푎 ≤
푡 < ∞.
3. For some/every 푥 ∈ 푀 , exp푥 is defined on all of 푇푥푀 .
4. Every closed and forward bounded subset퐾 ⊂ 푀 (in the sense that퐾 is contained into
some forward ball) is compact.
Furthermore, if any of the above holds, then every pair of points in 푀 can be joined by a
minimizing geodesic.
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3 Viscosity solutions
Hereafter, given a test function 휙 regular enough, with 휙 ≺푥 푢 (resp., 휙 ≻푥 푢) we mean that 휙
is defined in a neighbourhood of 푥, 휙 ≤ 푢 (resp. 휙 ≥ 푢) and 휙(푥) = 푢(푥). We start by recalling
the definition of subsolutions for the eikonal equations.
Definition 3.1. Given Ω ⊂ 푀 open and 퐺 ∈ 퐶(Ω ×ℝ), we say that
1. 푢 ∈ USC(Ω) is a viscosity subsolution of
퐹 (∇푢) −퐺(푥, 푢) = 0 on Ω
if, for every 푥 ∈ Ω and test function 휙 ≻푥 푢 of class 퐶
1 it holds 퐹 (∇휙) − 퐺(푥, 휙) ≤ 0
at 푥.
2. 푢 ∈ USC(Ω) is a viscosity subsolution of
퐺(푥, 푢) − 퐹 (∇푢) = 0 on Ω
if, for every 푥 ∈ Ω and test function 휙 ≻푥 푢 of class 퐶
1 it holds 퐺(푥, 휙) − 퐹 (∇휙) ≤ 0
at 푥.
Next, for 휙 ∈ 퐶2(Ω) we define
Δ푁,+∞ 휙(푥) =
{
Hess휙
(
∇휙
퐹 (∇휙)
,
∇휙
퐹 (∇휙)
)
, if d푥휙 ≠ 0,
max
{
퐷2휙(푝, 푝) ∶ 퐹 (푝) = 1
}
, if d푥휙 = 0.
and
Δ푁,−∞ 휙(푥) =
{
Hess휙
(
∇휙
퐹 (∇휙)
,
∇휙
퐹 (∇휙)
)
, if d푥휙 ≠ 0,
min
{
퐷2휙(푝, 푝) ∶ 퐹 (푝) = 1
}
, if d푥휙 = 0.
Definition 3.2. Let Ω ⊂ 푀 be open, and let 푓 ∶ ℝ × 푇 ∗Ω → ℝ be a continuous function (the
dependence of 푓 on 푥 ∈ Ω is implicit when writing 푇 ∗Ω).
1. A function 푢 ∈ USC(Ω) is said to solve Δ푁∞푢 ≥ 푓 (푢, d푢)
∙ in the viscosity sense if, for every 푥 ∈ Ω and every test function 휙 ≻푥 푢 of class
퐶2,
Δ푁,+∞ 휙 ≥ 푓 (휙(푥), d휙(푥));
∙ in the barrier sense if, for every 푥 ∈ Ω, there exists 푢휀 ∈ 퐶
2 with 푢휀 ≺푥 푢 and
Δ푁,+∞ 푢휀 ≥ 푓 (푢휀(푥), d푢휀(푥)) − 휀.
In these cases, we also say that 푢 is a subsolution (in the viscosity/barrier sense).
2. A function 푢 ∈ LSC(Ω) is said to solve Δ푁∞푢 ≤ 푓 (푢, d푢)
∙ in the viscosity sense if, for every 푥 ∈ Ω and every test function 휙 ≺푥 푢 of class
퐶2,
Δ푁,−∞ 휙 ≤ 푓 (휙(푥), d휙(푥));
∙ in the barrier sense if, for every 푥 ∈ Ω, there exists 푢휀 ∈ 퐶
2 with 푢휀 ≻푥 푢 and
Δ푁,−∞ 푢휀 ≤ 푓 (푢휀(푥), d푢휀(푥)) + 휀.
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In these cases, we also say that 푢 is a supersolution (in the viscosity/barrier sense).
3. A function 푢 ∈ 퐶(Ω) is said to solve
Δ푁∞푢 = 푓 (푢, d푢) on Ω (18)
(in the viscosity/barrier sense) if it is both a subsolution and a supersolution.
Remark 3.3. If 푢 is a subsolution (resp. a supersolution) in the barrier sense, and 푓 is contin-
uous, then 푢 is also a subsolution (supersolution) in the viscosity sense. However, the converse
is not necessarily true.
In the following proposition we state useful properties satisfied by ∞-Laplacian subsolu-
tions, that in our needed generality (the operator is discontinuous) can be found in [30, Thm.
2.6] and [41, Prop. 3.7].
Proposition 3.4. Let Ω ⊂ 푀 be a bounded subset and 푓 ∈ 퐶(ℝ × 푇 ∗Ω).
i) If 푢, 푣 ∈ USC(Ω) are subsolutions of (18), thenmax{푢, 푣} is also a subsolution of (18).
ii) (Stability) If {푢푘} ⊂ USC(Ω) is a sequence of viscosity subsolutions of (18), and 푢푘 → 푢
converges locally uniformly in Ω, then 푢 is also a viscosity subsolution of (18).
3.1 Calabi’s trick
We begin with a chain rule for the ∞-Laplacian. Let 휂 ∈ 퐶2(ℝ) and 휙 ∈ 퐶2(Ω), where
Ω ⊂ 푀 is an open set. Since the function푤 = 휂◦휙 solves
Δ푁,±∞ 푤 = 휂
′′(휙)퐹 2(∇휙) + 휂′(휙)Δ푁,±∞ 휙 on Ω
∗ =
{
푥 ∈ Ω ∶ 휂′(휙(푥)) > 0
}
, (19)
a direct check shows the following
Proposition 3.5. Let 푢 ∈ USC(Ω) (resp., LSC(Ω)) be a subsolution (resp., a supersolution)
of (18), and let 휂 ∈ 퐶2(ℝ). On the set Ω∗ = {푥 ∈ Ω ∶ 휂′(푢) > 0}, the function 푤 = 휂◦푢 is a
viscosity subsolution (resp., supersolution) of
Δ푁∞푤 = 휂
′′(푢)퐹 2(∇푢) + 휂′(푢)푓 (푢, d푢).
The following Lemma is a form of the classical Calabi’s trick [15] adapted to the Finsler
setting. By slightly modifying the original argument, we are able to avoid the assumption that
the underlying manifold be forward complete, a fact that will be important in what follows.
Lemma 3.6 (Calabi’s trick). Let (푀,퐹 ) be a Finsler manifold, fix 푥̄ ∈ 푀 and define
휚+(푦) = d(푥̄, 푦), 휚−(푦) = −d(푦, 푥̄) ∀ 푦 ∈ 푀.
Let 푥 ∈ 푀∖{푥̄}. Then, for every 휀 > 0 small enough there exist functions 휚+휀 , 휚
−
휀 satisfying
the following properties:
⎧⎪⎨⎪⎩
휚+휀 , 휚
−
휀 are smooth in a neighbourhood푈휀 of 푥,
휚+휀 ≻푥 휚
+, 휚−휀 ≺푥 휚
−
퐹 (∇휚±휀 ) = 1, Hess 휚
±
휀
(
∇휚±휀 ,∇휚
±
휀
)
= 0 on 푈휀.
(20)
In particular, for every 휂 ∈ 퐶2(ℝ), the functions푤±휀 = 휂(휚
±
휀 ) satisfy
퐹 (∇푤±휀 ) = 휂
′(휚±휀 ), Δ
푁,±
∞ 푤
±
휀 = 휂
′′(휚±휀 ) on 푈
∗ ≐ {푥 ∈ 푈휀 ∶ 휂′(휚±휀 ) > 0}. (21)
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Proof. We first prove the statement for 휚+. Fix a small 휀 > 0 in such a way that
(i) the backward geodesic ball −푥 (2휀) is relatively compact.
(ii) for every 푦 ∈ −푥 (2휀), exp푦 ∶ 퐵+푦 (2휀) ⊂ 푇푦푀 → +푦 (2휀) is a diffeomorphism.
Choose 푥휀 ∈ −푥 (휀) to be the minimum point of 휚+ restricted to −푥 (휀), and define
휚+휀 (푦) ≐ d(푥̄, 푥휀) + d(푥휀, 푦) ∀ 푦 ∈ 푀.
By the triangle inequality, 휚+휀 ≥ 휚+ on 푀 . We claim that equality holds at 푦 = 푥. Indeed,
assume by contradiction that 휚+휀 (푥) = 휚+(푥) + 푐휀 for some 푐휀 > 0. Let {훾푗} be a sequence of
unit speed curves from 푥̄ to 푥 with 퐿(훾푗) ≤ 휚+(푥) + 푗−1 and, for every 푗, define
푡푗 = inf
{
푡 ∈ [0, 퐿(훾푗)] ∶ 훾푗
(
(푡푗 , 퐿(훾푗)]
)
⊂ −푥 (휀)
}
.
Note that 푥푗 = 훾(푡푗) ∈ −푥 (휀). Then,
d(푥̄, 푥) +
1
푗
≥ 퐿(훾푗) = 퐿
(
(훾푗)[0,푡푗 ]
)
+ 퐿
(
(훾푗)[푡푗 ,퐿(훾푗 )]
)
≥ d(푥̄, 푥휀) + d(푥푗 , 푥) = d(푥̄, 푥휀) + d(푥휀, 푥) > d(푥̄, 푥) + 푐휀,
a contradiction if 푗 is chosen to be large enough.
Having shown that 휚+휀 touches 휚
+ from above at 푥, by (ii) we deduce that 휚+휀 is smooth on휀 ≐ +푥휀 (2휀)∖{푥휀}, that is a neighbourhood of 푥. Moreover, by Proposition 2.4
퐹 (∇휚+휀 ) = 1, Hess 휚
+
휀
(
∇휚+휀 ,∇휚
+
휀
)
= 0 on 휀,
as required. The argument is analogous for the signed distance 휚−: we choose 휀 small enough
to match
(i) the forward geodesic ball +푥 (2휀) is relatively compact.
(ii) for every 푦 ∈ +푥 (2휀), exp푦 ∶ 퐵−푦 (2휀) ⊂ 푇푦푀 → −푦 (2휀) is a diffeomorphism.
Choose then 푥휀 ∈ +푥 (휀) minimizing −휚− = d(⋅, 푥̄) on +푥 (휀) and define 휚−휀 according to the
identity
−휚−휀 (푦) ∶= d(푦, 푥휀) + d(푥휀, 푥̄) ≥ −휚−(푦) ∀ 푦 ∈ 푀.
With the same argument as above, we can show that 휚−휀 ≺푥 휚
−, and the third condition
in (20) follows from Proposition (2.4) as well. To conclude, on 푈∗ it holds 퐹 (∇푤±휀 ) =
휂′(휚±
휀
)퐹 (∇휚±
휀
) = 휂′(휚±
휀
), while from equation (19),
Δ푁,±∞ 푤
±
휀 = 휂
′′(휚±휀 )퐹
2(∇휚±휀 ) + 휂
′(휚±휀 )Δ
푁,±
∞ 휚
±
휀 = 휂
′′(휚±휀 ).
Corollary 3.7. Let (푀,퐹 ) be a Finsler manifold, and 휂 ∈ 퐶2(ℝ). Fix 푥̄ ∈ 푀 and consider
the signed distance functions
휚+(⋅) = d(푥̄, ⋅), 휚−(⋅) = −d(⋅, 푥̄).
Then, 푣 ∶= 휂(휚+) is a viscosity supersolution of 퐹 (∇푣) − 휂′(휚+) = 0 on
{
휂′(휚+) > 0
}
∖{푥̄}
(that is, 퐹 (∇휙) − 휂′(휚+) ≥ 0 holds at 푥 whenever 휙 ≺푥 푣), and there it satisfies
Δ푁∞푣 ≤ 휂′′(휚+)
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in the barrier sense. Similarly, the function 푢 ∶= 휂(휚−) is a viscosity subsolution of 퐹 (∇푢) −
휂′(휚+) = 0, and it satisfies
Δ푁∞푢 ≥ 휂′′(휚−)
in the barrier sense on
{
휂′(휚−) > 0
}
∖{푥̄}.
Proof. We will just prove it for 휚+. Let 휚+휀 be defined as in Lemma 3.6 and smooth in a
neighbourhood 푈휀. Up to reducing 휀, we can further assume that 휂
′(푡) > 0 for every 푡 ∈
[휚+(푦), 휚+휀 (푦)] and 푦 ∈ 푈휀. Therefore, 푣휀 ≐ 휂(휚+휀 ) ≻푥 푣 and
퐹 (∇푣휀) = 휂
′(휚+휀 ) = 휂
′(휚+), Δ푁,−∞ 푣휀 = 휂
′′(휚+휀 ) = 휂
′′(휚+) at 푥.
If 휙 ≺푥 푣, then ∇휙(푥) = ∇푣휀(푥) and thus 퐹 (∇휙) − 휂
′(휚+) = 0 at 푥.
4 Comparison with 푔-cones and Lipschitz regularity
In this section, we will consider bounded sub-and supersolutions of the equation
Δ푁∞푢 = 푔(푢) on Ω ⋐푀,
where 푔 is a function whose restriction to [푢∗, 푢
∗] is non-decreasing and continuous, and 푢∗ =
infΩ 푢, 푢
∗ = supΩ 푢.
For given 푏 ≥ 0, consider a solution 휂푏 of{
휂′′
푏
(푡) = 푔(휂푏(푡)) on a maximal interval [0, 푇 ),
휂푏(0) = 푢∗, 휂
′
푏
(0) = 푏.
(22)
Multiplying the equation by 2휂′ and integrating we deduce
[휂′
푏
(푡)]2 − 푏2 = 퐺
(
휂푏(푡)
)
, where 퐺(푠) = 2∫
푠
푢∗
푔(휎)d휎. (23)
If
푏 >
√
max{−퐺∗, 0}, (24)
where 퐺∗ ≐ inf [푢∗,푢∗]퐺, then 휂′푏 > 0 and a second integration shows that 휂푏 is implicitly
defined by the identity
푡 = ∫
휂푏(푡)
푢∗
d푠√
푏2 +퐺(푠)
on [0, 푇 ). (25)
In particular, note that the family {휂푏} is increasing in 푏, whenever it is valued on [푢∗, 푢
∗].
Given 푎 ∈ [푢∗, 푢
∗] we define
푅푏(푎) ≐ inf
{
푡 ∈ [0, 푇 ) ∶ 휂푏(푡) ≥ 푎
}
.
This constant encompasses the non translational invariance character of the inhomogeneous
equation, and it helps us to deduce “how far” the 푔-cones can be defined. In view of (23), for
any values 푢∗ ≤ 푎1 < 푎2 ≤ 푢∗ we have
‖휂′
푏
‖퐿∞(푅푏(푎1),푅푏(푎2)) ≤
√
푏2 + 2∫
푎2
푎1
푔+ ≤
√
푏2 + 2∫
푢∗
푢∗
푔+. (26)
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Remark 4.1. We recall that when the function 푔 is constant, let us say 푔 ≡ 푐 for some
푐 ∈ ℝ, the solutions of (22) are the quadratic functions 휂푏(푡) = 푢∗ + 푏푡 +
푐
2
푡2 considered in
[46, 36, 6, 41].
Remark 4.2. If 푔 ≥ 0 on [푢∗, 푢∗], we will also consider the limit case of (25) for 푏 = 0. Under
the validity of the Keller-Osserman condition
∫푢+∗
d푠√
퐺(푠)
< ∞, (KO)
uniqueness for (22) does not hold, and we select 휂0 as being the one defined by the limit identity
푡 = ∫
휂0(푡)
푢∗
d푠√
퐺(푠)
on [0, 푇 ).
If (KO) fails, necessarily 푔(푢∗) = 0 and the only solution of (22) with 푏 = 0 is the function
휂0 ≡ 푢∗. In this case, we set 푅0(푎) ≐ +∞ for every 푎 ∈ (푢∗, 푢∗].
For 푧 ∈ 푀 fixed, we define the forward and backward 푔-cones centered at 푧 as being,
respectively,
퐶+
푧,푏
(푤) = 휂푏
(
d(푧,푤) +푅푏(푢(푧))
)
on +푧
(
푅푏(푢
∗) −푅푏(푢(푧))
)
,
퐶−
푧,푏
(푤) = 휂푏
(
푅푏(푢(푧)) − d(푤, 푧)
)
on −푧
(
푅푏(푢(푧))
)
.
Example 4.3. For instance, if 푔 = 0,
퐶+
푧,푏
(푤) = 푢(푧) + 푏d(푧,푤), 퐶−
푧,푏
(푤) = 푢(푧) − 푏d(푤, 푧)
are the standard forward and backward cones. If 푔 ≡ 푐 ≠ 0, then
퐶+
푧,푏
(푤) = 푢(푧) +
(
푏 + 푐푅푏(푢(푧))
)
d(푧,푤) + 푐
2
d(푧,푤)2 on +
푧
(
푅푏(푢
∗) −푅푏(푢(푧))
)
,
퐶−
푧,푏
(푤) = 푢(푧) −
(
푏 + 푐푅푏(푢(푧))
)
d(푤, 푧) +
푐
2
d(푤, 푧)2 on −푧
(
푅푏(푢(푧))
)
.
Since 휂′
푏
> 0 on (0, 푅푏(푢
∗)), because of Corollary 3.7, 퐶+
푧,푏
and 퐶−
푧,푏
satisfy, respectively,
⎧⎪⎨⎪⎩
Δ∞퐶
+
푧,푏
≤ 푔(퐶+
푧,푏
) on +푧
(
푅푏(푢
∗) −푅푏(푢(푧))
)
∖{푧},
퐶+
푧,푏
(푧) = 푢(푧),
퐶+
푧,푏
= 푢∗ on +
푧
(
푅푏(푢
∗) − 푅푏(푢(푧))
)
,
and ⎧⎪⎨⎪⎩
Δ∞퐶
−
푧,푏
≥ 푔(퐶−
푧,푏
) on −푧
(
푅푏(푢(푧))
)
∖{푧},
퐶−
푧,푏
(푧) = 푢(푧),
퐶−
푧,푏
= 푢∗ on −푧
(
푅푏(푢(푧))
)
.
Extend 퐶+
푧,푏
and 퐶−
푧,푏
outside of the respective domains by setting them equal to, respectively,
푢∗ and 푢∗, and call the resulting extensions 퐶̄
+
푧,푏
and 퐶̄−
푧,푏
. Note that the extensions are Lipschitz
continuous on the entire푀 , and in view of (26) they satisfy
Lip(퐶̄+
푧,푏
,푀) ≤
√
푏2 + 2∫
푢∗
푢∗
푔+(푠)d푠, Lip(퐶̄
−
푧,푏
,푀) ≤
√
푏2 + 2∫
푢∗
푢∗
푔+(푠)d푠. (27)
Our next result extends the celebrated comparison with cones theorem (cf. [22, 17, 36, 41]
and references therein) for 푔-cones.
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Theorem 4.4. Let Ω ⊂ 푀 be a bounded open set.
i) Suppose that 푢 ∈ USC(Ω) ∩ 퐿∞(Ω) satisfies
Δ푁∞푢 ≥ 푔(푢) in Ω, (28)
and assume
푔 ∈ 퐶(푢(Ω)) be non-decreasing, and 푏 satisfy (24).
Then, for any relatively compact, open set퐾 ⊂ Ω, and any forward 푔-cone 퐶̄+
푧,푏
centered
at 푧 ∈ Ω∖퐾 , we have
푢 ≤ 퐶̄+
푧,푏
on 휕퐾 ⟹ 푢 ≤ 퐶̄+
푧,푏
on 퐾.
ii) Suppose that 푣 ∈ LSC(Ω) ∩ 퐿∞(Ω) satisfies
Δ푁∞푣 ≤ 푔(푣) in Ω, (29)
and assume
푔 ∈ 퐶(푣(Ω)) be non-decreasing, and 푏 satisfy (24).
Then, for any relatively compact, open set 퐾 ⊂ Ω and any backward 푔-cone 퐶̄−
푧,푏
cen-
tered at 푧 ∈ Ω∖퐾 , we have
푣 ≥ 퐶̄−
푧,푏
on 휕퐾 ⟹ 푣 ≥ 퐶̄−
푧,푏
on 퐾.
Proof. The argument follows the standard comparison strategy. For i), we argue by contradic-
tion and assume that 훾 ∶= max
퐾
(푢 − 퐶̄+
푧,푏
) > 0. For 휀 > 0 small enough we define
휙휀(푡) = 휂푏(푡 +푅푏(푢(푧))) −
휀
2
푡2,
and set 휚+(푥) = d(푧, 푥). Up to reducing 휀, we can assume that
훾휀 ≐ max퐾 (푢 − 휙휀(휚+)) > max
{
훾
2
,max휕퐾 (푢 − 휙휀(휚
+))
}
,
휙′휀 > 0 on [0, 푅푏(푢
∗)],
(30)
where the second line follows from the strict inequality in (24). Let 푥0 ∈ Int(퐾) realize 훾휀,
and note that 휙휀(휚
+) < 푢∗ in a sufficiently small neighbourhood of 푥0. Choose 휚
+
휀 ≻푥0 휚
+ as
in Lemma 3.6, and reduce 휀 to satisfy 휀(휌+휀 )
2 < 훾 . By construction, 훾휀 + 휙휀(휚
+
휀 ) ≻푥0 푢 and
therefore, at the point 푥0,
푔
(훾
2
+ 휙휀(휚
+
휀 )
) ≤ 푔(훾휀 + 휙휀(휚+휀 )) ≤ Δ푁,−∞ (훾휀 + 휙휀(휚+휀 ))
On the other hand, by Lemma 3.6
Δ푁,−∞
(
훾휀 + 휙휀(휚
+
휀 )
)
= 휙′′휀 (휚
+
휀 ) = 푔
(
휙휀(휚
+
휀 ) +
휀
2
(휚+휀 )
2
)
− 휀 < 푔
(
휙휀(휚
+
휀 ) +
훾
2
)
,
yielding to a contradiction. Case 푖푖) follows similarly.
18
When 푔 is constant, with the same argument we deduce the following comparison with
quadratic cones, well-known in the Riemannian setting (cf. [35, 41]), and a related local Lip-
schitz regularity result. For 푧 ∈ Ω we set
d+(푧) ≐ sup{푟 > 0 ∶ +푧 (푟) ⋐ Ω}, d−(푧) ≐ sup{푟 > 0 ∶ −푧 (푟) ⋐ Ω},
and
훿+
Ω
(푧) ≐ max{d(푧,푤) ∶ 푤 ∈ Ω}, 훿−
Ω
(푧) ≐ max{d(푤, 푧) ∶ 푧 ∈ Ω}.
Corollary 4.5. Let Ω ⊂ 푀 be a bounded open set, and let 푐 ∈ ℝ.
i) Suppose 푢 ∈ USC(Ω) ∩ 퐿∞(Ω) solves
Δ푁
∞
푢 ≥ 푐 in Ω.
Then, for any relatively compact, open set퐾 ⊂ Ω, and any forward quadratic cone 퐶+
푧,푏
centered at 푧 ∈ Ω∖퐾 , and 푏 + 푐푅푏(푢(푧)) ≥ 푐−훿+퐾 (푧), we have
max
퐾
(
푢 − 퐶+
푧,푏
)
= max
휕퐾
(
푢 − 퐶+
푧,푏
)
.
Moreover, for every 푟 ∈ (0, d+(푧)) and every 푤 ∈ +푧 (푟) it holds
푢(푤) − 푢(푧)
d(푧,푤)
≤ max
{
푐−푟,
푐−
2
푟 + sup
휉∈+푧 (푟)
푢(휉) − 푢(푧)
푟
}
+
푐−
2
d(푧,푤). (31)
ii) Suppose 푣 ∈ LSC(Ω) satisfies
Δ푁∞푣 ≤ 푐 in Ω.
For any relatively compact, open set 퐾 ⊂ Ω and any backward quadratic cone 퐶−
푧,푏
centered at 푧 ∈ Ω∖퐾 , and 푏 + 푐푅푏(푢(푧)) ≥ 푐+훿−퐾 (푧), we have
min
퐾
(
푣 − 퐶−
푧,푏
)
= min
휕퐾
(
푣 − 퐶−
푧,푏
)
. (32)
Moreover, for every 푟 ∈ (0, d−(푧)) and every 푤 ∈ −푧 (푟) it holds
푣(푧) − 푣(푤)
d(푤, 푧)
≤ max
{
푐+푟,
푐+
2
푟 + sup
휉∈−푧 (푟)
푣(푧) − 푣(휉)
푟
}
+
푐+
2
d(푤, 푧).
In particular, 푢 and 푣 are locally Lipschitz.
Proof. To prove (31) and (32) we just compare 푢 and 푣 with the cones
퐶+
푧,푏
(푤) = 푢(푧) + (푏 +푅푏(푢(푧)))d(푧,푤) +
푐
2
d(푧,푤)2,
and
퐶−
푧,푏
(푤) = 푢(푧) − (푏 +푅푏(푢(푧)))d(푤, 푧) +
푐
2
d(푤, 푧)2,
either on 퐾 or, respectively, on the balls +푧 (푟) and −푧 (푟). The restrictions 푏 + 푐푅푏(푢(푧)) ≥
푐−훿
+
퐾
(푧) and 푏 + 푐푅푏(푢(푧)) ≥ 푐+훿−퐾 (푧) enable us to apply Corollary 3.7 on the entire 퐾 .
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Remark 4.6. Corollary 4.5 shall be compared with Theorems 4.1 and 4.7 in [41]. We remark
that our quadratic cones are parametrized in a different way.
This comparison with cones theory allows us to assert the validity of the following strong
finite maximum principle which will be crucial in the proof of our main results.
Corollary 4.7. Let Ω ⊂ 푀 be a connected open subset. If 푢 ∈ USC(Ω) is a subsolution
of Δ푁∞푢 = 0 in Ω, then 푢 cannot attain an interior maximum point, unless 푢 is constant. If
푣 ∈ LSC(Ω) is a supersolution of Δ푁∞푣 = 0 in Ω, then 푣 cannot attain a interior minimum
point, unless 푣 is constant.
Proof. We only describe the proof for subsolutions, since the other case follows along similar
lines. Let 푦 ∈ Ω be a maximum point, fix a forward ball +푦 (푟) ⊂ Ω and 훼 > 1 as in (17)
for 푈 = +푦 (푟). Let 푧 ∈ +푦 (훼−1푟∕2), and note that the triangle inequality and (17) imply
푦 ∈ +푧 (푟∕2) ⊂ +푦 (푟). Applying Corollary 4.8 on +푧 (푟)∖{푧} to 푢 and the forward linear cone
퐶+푧 (푤) = 푢(푧) +
2(푢(푦) − 푢(푧))
푟
d(푧,푤),
we conclude that
0 ≤ (푢(푦) − 푢(푧))( 푟
2
− d(푧, 푦)
) ≤ 0,
hence 푢 is constant on +푦 (푟), and the conclusion follows by an open-closed argument.
Another important consequence of Corollary 4.5 is the following comparison theorem for
the homogeneous case. Its proof, for Euclidean space with its flat Riemannian metric, was
first given by Jensen [31] with a delicate procedure (see also [9, 11]). A subsequent short and
elegant argument has been provided by Armstrong and Smart [5], and in Appendix I below we
describe the necessary changes to adapt their proof to the Finsler setting.
Theorem 4.8. Let Ω ⋐푀 and assume that 푢 ∈ USC(Ω), 푣 ∈ LSC(Ω) satisfy
Δ푁∞푢 ≥ 0, and Δ푁∞푣 ≤ 0 in the viscosity sense on Ω.
Then,
max
Ω
(푢 − 푣) = max
휕Ω
(푢 − 푣).
Comparison with standard linear cones is fundamental in the theory of the ∞-Laplace
equation, and provides the bridge to show the equivalence between ∞-harmonicity and the
absolutely minimizing Lipschitz property (see [9, 17, 21], and references therein).
Definition 4.9. Let Ω be a proper subset of 푀 . We say that 푢 ∈ Lip(Ω) is an absolutely
minimizing Lipschitz function on Ω if, for all open subset 퐴 ⊂ Ω,
Lip(푢, 퐴) = Lip(푢, 휕퐴).
As recalled in the introduction, a characterization of Δ푁∞푢 = 푔(푢) in terms of certain ab-
solutely minimizing properties seems still unavailable. In order to achieve a uniform, global
Lipschitz regularity without using the completeness of푀 , we introduce the following
Definition 4.10. Given Ω ⊂ 푀 , 푢 ∈ 퐶(Ω) and a compact subset 퐴 ⊂ Ω, we define the sliding
slope
푏퐴 ≐ inf
{
푏 >
√
max{−퐺∗, 0} ∶ ∀ 푧 ∈ 퐴, 퐶̄
−
푧,푏
≤ 푢 ≤ 퐶̄+
푧,푏
on 퐴
}
.
If the set is empty, we define 푏퐴 ≐ +∞.
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It is easy to see that 푏퐴 < +∞ if and only if 푢|퐴 is Lipschitz.
Example 4.11. If 푔 = 0, since 퐶+
푧,푏
(푤) = 푢(푧) + 푏d(푧,푤) and 퐶−
푧,푏
(푤) = 푢(푧) − 푏d(푤, 푧) we
have 푏퐴 = Lip(푢, 퐴).
Remark 4.12. If 푔(푢(Ω)) ≥ 0, the convexity of 휂 solving (22) implies that the set{
푏 > 0 ∶ ∀ 푧 ∈ 퐴, 퐶̄−
푧,푏
≤ 푢 ≤ 퐶̄+
푧,푏
on 퐴
}
is the half-line (푏퐴,∞).
Lemma 4.13. If 푔(푢(Ω)) ≥ 0 then
푏퐴 ≤ Lip(푢, 퐴).
Proof. Let 푏 ≐ Lip(푢, 퐴), so upward linear cones 퐿+
푧,푏
= 푢(푧) + 푏d(푧, ⋅) and downward linear
cones 퐿−
푧,푏
= 푢(푧) − 푏d(⋅, 푧) can be slid along 푧 ∈ 퐴 remaining, respectively, above and below
the graph of 푢 on 퐴. Since 휂 is convex up until it reaches value 푢∗, a forward 푔-cone 퐶̄+
푧,푏
lies
above퐿+
푧,푏
up until the latter reaches the value 푢∗, hence 퐶̄+
푧,푏
≥ 푢 on퐴. Again by the convexity
of 휂, a downward 푔-cone 퐶̄−
푧,푏
with vertex at 푧 ∈ 퐴 and slope 푏 lies below the linear cone 퐿−
푧,푏
until the latter reaches value 푢∗, hence 퐶̄
−
푧,푏
≤ 푢 on 퐴. By its very definition, 푏퐴 ≤ 푏.
We will state now our main result of this section, Theorem 1.8, in the following strength-
ened form:
Theorem 4.14. Let Ω ⋐푀 , and let 푢 ∈ 퐶(Ω) satisfy
Δ푁∞푢 = 푔(푢) on Ω,
where 푔(푢(Ω)) ≥ 0. If 푢 is Lipschitz on 휕Ω, then 푢 ∈ Lip(Ω) and
Lip(푢,Ω) ≤
√
푏2
휕Ω
+ 2∫
푢∗
푢∗
푔(푠)d푠.
In particular,
Lip(푢,Ω) ≤
√
Lip(푢, 휕Ω)2 + 2∫
푢∗
푢∗
푔(푠)d푠.
Proof. Pick 푏 > 푏휕Ω and set for convenience
퐿푏 =
√
푏2 + 2∫
푢∗
푢∗
푔(푠)d푠.
For 푥, 푦 ∈ Ω, it is sufficient to show that
푢(푥) ≤ 푢(푦) + 퐿푏d(푦, 푥),
since the thesis follows by letting 푏 ↓ 푏휕Ω. By Remark 4.12,
∀ 푧 ∈ 휕Ω, 퐶̄푧,푏 ≤ 푢 ≤ 퐶̄+푧,푏 on 휕Ω,
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thus comparison with 푔-cones implies 퐶̄−
푧,푏
≤ 푢 ≤ 퐶̄+
푧,푏
on Ω, that is,
퐶̄−
푧,푏
(푤) ≤ 푢(푤) ≤ 퐶̄+
푧,푏
(푤) for every 푤 ∈ Ω, 푧 ∈ 휕Ω.
If 푦 ∈ 휕Ω, then setting 푧 = 푦, 푤 = 푥 and using (26) we get
푢(푥) ≤ 퐶̄+
푦,푏
(푥) ≤ 퐶̄+
푦,푏
(푦) + 퐿푏d(푦, 푥) = 푢(푦) + 퐿푏d(푦, 푥).
On the other hand, if 푥 ∈ 휕Ω and 푦 ∈ Ω, setting 푧 = 푥 and 푤 = 푦 we deduce
푢(푦) ≥ 퐶̄−
푥,푏
(푦) ≥ 퐶̄−
푥,푏
(푥) − 퐿푏d(푦, 푥) = 푢(푥) − 퐿푏d(푦, 푥).
It remains to investigate the case 푥, 푦 ∈ Ω. Choose
푏′ = inf
{
ℎ ≥ 0 ∶ 푢 ≥ 퐶̄−
푥,ℎ
on 휕Ω
}
.
SinceΔ푁∞푢 ≥ 0 onΩ, 푢 ∈ Liploc(Ω). In particular, the set defining 푏′ is non-empty, thus 푏′ < ∞
and, by a compactness argument together with Remark 4.2, 푏′ is attained. The compactness
of 휕Ω, and the fact that 퐶̄−
푥,푘
≥ 퐶̄−
푥,ℎ
if 푘 ≤ ℎ, guarantee the existence of 푧0 ∈ 휕Ω such that
퐶̄−
푥,푏′
(푧0) = 푢(푧0) and 퐶
−
푥,푏′
(푧) ≤ 푢(푧) for every 푧 ∈ 휕Ω. Therefore, by comparison
퐶̄−
푥,푏′
≤ 푢 on Ω.
We examine the cone 퐶̄+
푧0,푏
. Since it lies above the graph of 푢, hence above 퐶−
푧,푏′
, its initial
slope at 푧0 must be, at least, the slope of the solution 휂푢∗,푏′ of the ODE corresponding to 퐶
−
푥,푏′
at the point 푅푏′ (푢(푧0)). The latter is not smaller than the slope 푏
′ (because 휂푢∗,푏′ is convex),
therefore we infer the inequality
푏 ≥ 푏′.
By comparison, 푢 ≥ 퐶̄−
푥,푏′
on Ω, implying
푢(푦) ≥ 푢(푥) − Lip(퐶̄−
푥,푏′
,푀)d(푦, 푥)
≥ 푢(푥) − 퐿푏′d(푦, 푥) ≥ 푢(푥) − 퐿푏d(푦, 푥).
This concludes the proof.
5 Proof of Theorem 1.1
When the “some/every" alternative occurs in 3), 4), 6), 7), 8),wewill always assume theweaker
and prove the stronger. For instance, when considering implication 2) ⇒ 4), we will show the
validity of 4) for every choice of 푔 as in the statement. On the other hand, in implication
4) ⇒ 1), for instance, we will only assume the validity of 4) for some choice of 푔. In what
follows, we set 푢∗ = sup푀 푢 and 푢∗ = inf푀 푢.
ퟏ)⇒ ퟐ).
Suppose, by contradiction, that there exists a solution 푢 of Δ푁∞푢 ≥ 0 on 푀 with sublinear
growth 푢(푥) = 표(휚+(푥)) as 휚+(푥)→ ∞. Fix a compact set 퐾 . In view of the strong maximum
principle, 푢퐾 ∶= max퐾 푢 < 푢
∗. Because of Corollary 3.7, for every 휀 > 0 the function
푤휀 ∶= 푢퐾 + 휀휚+ satisfies Δ
푁
∞푤휀 ≤ 0. Furthermore, our growth requirement on 푢 implies that
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푢 < 푤휀 outside of a relatively compact, open set 푈 . The comparison theorem in Appendix I
on 푈∖퐾 yields to
푢 ≤ 푤휀 = 푢퐾 + 휀푤휀 on 푈∖퐾 , hence on푀∖퐾 ,
and letting 휀→ 0 we infer 푢 ≤ 푢퐾 on푀 , contradiction.
ퟐ)⇒ ퟑ) is obvious, for every choice of such 푔.
ퟐ)⇒ ퟒ).
By contradiction, assume that there exist 푔 ∈ 퐶(ℝ), and 푢 satisfying{
Δ푁∞푢 ≥ 푔(푢) ≥ 0 on Ω,
supΩ 푢 < +∞
with sup
Ω
푢 > sup
휕Ω
푢.
Note that 푢 ∈ Liploc(Ω) because of Corollary 4.5, so choosing 훾 ∈ (sup휕Ω 푢, supΩ 푢) the
function
푣 ∶=
{
max{훾, 푢} on Ω,
훾 on 푀∖Ω
is bounded, non-constant and coincides with 훾 in a neighbourhood of 휕Ω, thus Δ푁∞푣 ≥ 0 on
푀 by Proposition 3.4. This contradicts 2).
ퟑ)⇒ ퟏ) and ퟒ)⇒ ퟏ).
We prove both of the implications with the same strategy, and split the proof only at the last
step. Assume that either 3) or 4) holds for some choice of 푔. First, we redefine 푔 on an interval,
say [0, 1] as follows: 푔(푡) ≡ 푔(1) for 푡 ≥ 1 and 푔(푡) = 0 for 푡 ≤ 0. In this way, the validity of
3) and 4) restricts to functions 푢 valued in [0, 1]. Next, set
푔̄(푡) = sup
푠≤푡 푔(푠).
Then, 푔̄ ∈ 퐶(ℝ), 푔̄ ≥ 푔, 푔̄(0) = 0 and 푔̄ is non-decreasing. Therefore, the validity of 3) or 4)
for 푔 (and 푢 ∈ [0, 1]) implies its validity for 푔̄, under the same restriction on 푢. Hence, up to
replacing 푔 with 푔̄, we can assume that 푔 be non-decreasing. Fix a point 푥 ∈ 푀 and a small,
forward regular ball  centered at 푥. Consider a smooth exhaustion {Ω푗} ↑ 푀 with  ⋐ Ω푗
for each 푗. Set 퐴푗 ≐ Ω푗∖, and let 푢푗 be a solution of{
Δ∞푢푗 = 푔(푢푗 ) on 퐴푗 ,
푢푗 = 푓푗 on 휕퐴푗 ,
(33)
where 푓푗 = 0 on 휕 and 푓푗 = 1 on 휕Ω푗 (its existence follows from Perron method, using 0 as
a subsolution and 1 as a supersolution, and is proved in Appendix II; note that 0 ≤ 푢푗 ≤ 1).
Theorem 4.14 guarantees that
Lip(푢푗 , 퐴푗) ≤
√
푏2
휕퐴푗
+ 2∫
1
0
푔(푠)d푠,
With 푏휕퐴푗 the sliding slope of 휕퐴푗 . We claim that {푏휕퐴푗} is decreasing, hence uniformly
bounded, as 푗 → ∞. Indeed, since 휕 separates푀 and Ω푗 ⋐ Ω푗+1, every curve from 푥 ∈ 휕
to a point 푦 ∈ 휕Ω푗+1 must cross 휕Ω푗 . Therefore,
d(휕, 휕Ω푗+1) ≥ d(휕, 휕Ω푗),
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and thus any forward 푔-cone 퐶̄+
푥,푏
that lies above 1 on 휕Ω푗 (i.e., it satisfies푅푏(1) ≤ d(휕, 휕Ω푗))
also lies above 1 on 휕Ω푗+1. Similarly, to every backward 푔-cone 퐶̄
−
푦,푏
that can be slid along
푦 ∈ 휕Ω푗 remaining below 0 on 휕, the cones 퐶̄−푧,푏 centered at 푧 ∈ 휕Ω푗+1 and with the same
푏 remain below 0 on 휕. This suffices to conclude 푏2
휕퐴푗+1
≤ 푏2
휕퐴푗
. Therefore, {푢푗} is equi-
Lipschitz, say with constant 퐿. Extend 푢푗 with values 0 on  and 1 outside of Ω푗 . Up to
subsequences, {푢푗} converges locally uniformly to a Lipschitz limit 푢∞ ≥ 0. By Proposition
3.4, 푢∞ satisfies Δ∞푢∞ = 푔(푢∞) and 푢∞ = 0 on 휕. We now exploit our assumptions. If
4) holds, applying the principle to 푢∞ on Ω = 푀∖ we deduce 푢∞ ≡ 0. On the other hand,
if 3) holds, first extend 푢∞ with 푢∞ ≐ 0 on , and note that the resulting extension solves
Δ∞푢∞ ≥ 푔(푢∞) on푀 . Apply then 3) to conclude that 푢∞ is constant, hence 푢∞ ≡ 0. To show
the forward completeness of푀 , pick a unit speed geodesic 훾 ∶ [0, 푇 ) → 푀 issuing from the
center 표 of , and assume by contradiction that 푇 < +∞. Consider the functions 푤푗 = 푢푗◦훾 ,
and note that 푤푗 = 1 after some 푇푗 < 푇 . From
푤푗(푡) −푤푗 (푠)
푡 − 푠
≤ 푢푗(훾(푡)) − 푢푗(훾(푠))
d(훾(푠), 훾(푡))
≤ Lip(푢푗 ,푀) ≤ 퐿 ∀ 0 < 푠 < 푡 < 푇 ,
letting 푡→ 푇 − we deduce
1 −푤푗 (푠) ≤ 퐿(푇 − 푠).
However,푤푗 → 0 locally uniformly, a contradiction if 푠 is chosen to be close enough to 푇 .
ퟓ)⇒ ퟐ) is obvious, with the choice 푔(푢) = 휆푢휃+.
ퟏ)⇒ ퟓ).
The argument follows the ideas in [4]. Let 휚+ be the forward distance from 표 ∈ 푀 . For each
푟 > 0 we define the function 푣푟 on +표 (푟) ⊂ 푀 by 푣푟(푥) = 휂(휚+(푥)), with
휂(푡) = 휏(휆, 휃)
⎡⎢⎢⎣푡 − 푟 +
( sup휕+표 (푟) 푢
휏(휆, 휃)
) 1−휃
2
⎤⎥⎥⎦
2
1−휃
+
,
and
휏(휆, 휃) =
1−휃
√
휆(1 − 휃)2
2(1 + 휃)
.
Note that 휂 ∈ 퐶2(ℝ) since 휃 ∈ (0, 1). Using Corollary 3.7, 푣푟 satisfies{
Δ푁∞푣푟 ≤ 휆(푣푟)휃+ on +표 (푟) in the barrier sense,
푣푟 = sup휕+표 (푟) 푢, on 휕+표 (푟).
Since 푢 ≤ 푣푟 on 휕+표 (푟), and 푢 is a subsolution of the above problem (in viscosity sense), we
claim that 푢 ≤ 푣푟 on +표 (푟). In fact, if 푢 − 푣푟 has a positive maximum 푐 at 푥 ∈ +표 (푟), let
휚+휀 ≻푥 휚
+ be an upper barrier for 휚+ guaranteed by Calabi’s trick. Then, 휙 ∶= 푐 + 휂(휚+휀 ) ≻푥 푢
and thus
휆휙휃+ ≤ Δ푁,+∞ 휙 = 휂′′(휚+휀 ) = 휆휂(휚+휀 )휃+ < 휆휙휃+ at 푥,
contradiction. Next, by the growth assumption on 푢, we can find 0 < 훿 < 1 such that
sup
휕+표 (푟)
푢 ≤ 훿휏(휆, 휃)푟 21−휃 .
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Summarizing, we can write
푢(푥) ≤ 휏(휆, 휃) [휚+(푥) − (1 − 훿 1−휃2 ) 푟] 21−휃
+
.
Letting 푟 → +∞ we deduce that 푢 ≤ 0 on푀 . To conclude, we apply 1) ⇒ 3) to obtain that 푢
is constant.
ퟏ)⇒ ퟔ) and ퟏ)⇒ ퟕ).
Let 퐾 ⋐ 푀 be compact, fix 표 ∈ 푀 , 휚+(푥) = d(표, 푥) and choose 푅 large enough that 퐾 ⊂
+표 (푅). For 푟 > 푅, the functions
푢푟(푥) = min
{
−1 +
푅
푟
(휚+ − 푅), 0
}
∈ℒ(퐾,푀)
satisfy
Lip(푢푟,푀) =
푅
푟
, 퐹 (∇푢푟) ≤ 푅푟 a.e. on 푀,
so letting 푟 → ∞ we deduce both 6) and 7).
ퟕ)⇒ ퟔ) for some compact퐾 .
The implication follows from the inequality
Lip(푢,푀) ≤ ‖퐹 (∇푢)‖∞ ∀푥 ∈ Lip(푀).
Indeed, for every unit speed curve 훾 ∶ [0,퓁] → 푀 joining 푥 to 푦, and for every 푢 ∈ 퐶1(푀),
integrating the inequality d푢(훾 ′) ≤ 퐹 ∗(d푢)퐹 (훾 ′) = 퐹 (∇푢) ≤ ‖퐹 (∇푢)‖∞ on [0,퓁] we infer
푢(푦) = 푢(푥) + ∫
퓁
0
d푢(훾 ′(푡))d푡 ≤ 푢(푥) + ‖퐹 (∇푢)‖∞퓁.
Choosing 퓁 such that 퓁 = d(푥, 푦) + 푗−1, and letting 푗 → ∞, we deduce 푢(푦) ≤ 푢(푥) +‖퐹 (∇푢)‖∞d(푥, 푦). The case 푢 ∈ Lip(푀) follows by approximation.
ퟔ)⇒ ퟏ).
Fix a compact set퐾 ⊂ 푀 and a sequence of functions 푢̄푗 ∈ Lip푐(푀)with Lip(푢̄푗 ,푀) → 0 and
푢̄푗 ≤ −1 on퐾 . Up to replacing 푢̄푗 withmax{푢̄푗 , 1}, we can assume that−1 ≤ 푢̄푗 ≤ 0 on푀 and
푢̄푗 = −1 on 퐾 . By Ascoli-Arzelá theorem, up to subsequences, 푢̄푗 → 푢̄∞ locally uniformly,
for some 푢̄∞ ∈ Lip(푀), and from Lip(푢̄∞,푀) ≤ lim inf 푗 Lip(푢̄푗 ,푀) = 0 we deduce that
푢̄∞ = −1 on 푀 . Now, the proof concludes exactly as the one for 3) ⇒ 1), up to defining
푢푗 = 푢̄푗 + 1.
ퟏ)⇒ ퟖ).
By contradiction, if 푢 is a subsolution of
퐺(푢) − 퐹 (∇푢) = 0 on Ω,
and sup휕Ω 푢 < supΩ 푢 < ∞, the function
푣(푥) = ∫
푢(푥)
0
d푠
퐺(푠)
would be a subsolution of {
1 − 퐹 (∇푣) = 0 on Ω,
푣0 ≐ sup휕Ω 푣 < supΩ 푣 < ∞.
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Let 휚+ be the forward distance from a fixed origin, and set 푤휀 ≐ 푣0 + 휀휚+ for 휀 ∈ (0, 1).
We claim that 푣 ≤ 푤휀 on Ω. Once this is shown, letting 휀 → 0 we would have 푣 ≤ 푣0,
which is absurd. Assume therefore that 푈 ≐ {푣 > 푤휀} be non-empty. Since 푀 is forward
complete, 푤휀(푥) → +∞ as 푥 diverges, thus 푈 is relatively compact and does not meet 휕Ω.
Pick a point 푥 ∈ 푈 where 푢 − 푤휀 attains a (positive) maximum value 푐, and let 휚
+
휀 ≻푥 휚
+
be a barrier at 푥. Then, 휙 ≐ 푣0 + 푐 + 휀휚+휀 would touch 푣 from above at 푥, that would imply
0 ≥ 1 − 퐹 (∇휙) = 1 − 휀퐹 (∇휚+휀 ) = 1 − 휀, contradiction.
ퟖ)⇒ ퟏ).
Let 0 < 퐺 ∈ 퐶(ℝ) such that 8) holds. We define
퐺̂(푡) = min
[0,푡]
퐺(푠).
Then, 퐺̂ is non-increasing and positive on ℝ+, and from 퐺̂ ≤ 퐺 on ℝ+ we deduce that 8)
still holds, with 퐺̂ replacing 퐺, provided that 푢 be non-negative on Ω. Summarizing, we can
assume that 퐺 is non-increasing on ℝ+, up to restricting the validity of 5) to nonnegative 푢.
Fix a small, regular forward ball  = +푥0 (3휀), denote with ∇̃ the gradient induced by the dual
Finsler structure 퐹̃ , and define
퐺̃(푡) = 퐺(−푡).
We aim to prove the existence of a function satisfying
⎧⎪⎨⎪⎩
푤 ∈ 퐶(푀∖), 푤 ≤ 0,
푤(푥)→ −∞ as 푥 diverges ,
푤 is a viscosity subsolution of 퐹̃ (∇̃푤) − 퐺̃(푤) = 0 on 푀∖.
(34)
Here, the writing 푤(푥) → −∞ as 푥 diverges means that 푤 has compact upper level sets in
푀∖. Once this is shown, we conclude that푀 must be forward complete as follows: set
ℎ(푥) ≐ ∫
푤(푥)
0
d푠
퐺̃(푠)
,
then ℎ ≤ 0 and, since 퐺 is non-increasing, ℎ(푥) → −∞ as 푥 diverges. Furthermore, ℎ is a
viscosity subsolution of 퐹̃ (∇̃ℎ) − 1 = 0 on 푀∖. By Proposition 4.3 in [16], ℎ is Lipschitz
continuous in the pseudo-distance d̃ induced by 퐹̃ :
ℎ(푦) ≤ ℎ(푥) + 퐿d̃(푥, 푦) = ℎ(푥) + 퐿d(푦, 푥) ∀푥, 푦 ∈ 푀∖.
for some constant 퐿 > 0. Take a maximal, forward geodesic 훾 ∶ [0, 푇 )→푀 issuing from 푥0,
and suppose by contradiction that 푇 < +∞. Define 푣(푡) ≐ ℎ(훾(푡)) on [3휀, 푇 ). By assumption,
푣(푡)→ −∞ as 푡→ 푇 −. On the other hand,
푣(푡) ≥ 푣(3휀) − 퐿d(훾(3휀), 훾(푡)) ≥ 푣(3휀) + 퐿(3휀− 푡),
contradiction.
The idea to prove the existence of 푤 is inspired by [37, 40]. Let Ω푗 ↑푀 be an increasing
exhaustion of푀 by means of relatively compact open sets with smooth boundary, satisfying
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 ⋐ Ω1. We will construct a sequence of functions {푤푗} such that
⎧⎪⎪⎪⎨⎪⎪⎪⎩
푤푗 ∈ 퐶(푀∖), 푤푗 ≤ 0 on 푀∖, 푤푗 > −1∕2 on 휕
푤푗+1 ≤ 푤푗 on 푀∖,‖푤푗+1 −푤푗‖퐿∞(Ω푗∖) < 2−푗 ,
푤푗 ≡ −푗 outside of some compact set 퐶푗 ,
푤푗 is a viscosity subsolution of 퐹̃ (∇̃푤푗 ) − 퐺̃(푤푗) = 0 on 푀∖.
(35)
Once this is done, {푤푗} locally uniformly converges to some 푤 ∈ 퐶(푀∖), and from 푤 ≤
푤푗 = −푗 outside of 퐶푗 we deduce that 푤(푥) → −∞ as 푥 diverges. By stability of viscosity
solutions,푤 satisfies all of the properties in (34). Fix a sequence {휆푗} ⊂ 퐶(푀) such that
0 ≥ 휆푗 ≥ −1, 휆푗 = 0 on , 휆푗 ≡ −1 on 푀∖Ω푗 ,
휆푗+1 ≥ 휆푗 on 푀, and 휆푗 ↑ 0 locally uniformly on 푀.
We proceed inductively. Set 푤0 ≡ 0 and define the forward balls 1 = +푥0 (휀) and 2 =+푥0 (2휀), so that 1 ⋐ 2 ⋐ . Fix a smooth cutoff 휓 ∈ 퐶∞푐 () satisfying 휓 ≡ 1 on 2, and
denote with 휚+(푥) = d(푥0, 푥) the forward distance to 푥0 in푀 . For each 푗, define the Lipschitz
function
푠푗(푥) = 푗 ⋅max
{
휀 − 휚+
휀
,−1
}
.
Since −휚+(푥) coincides with the signed backward distance to 푥0 in 퐹̃ , applying Corollary 3.7
to (푀, 퐹̃ ) we deduce that 푠푗 is a viscosity subsolution of
퐹̃ (∇̃푠푗) − 퐺̃(푠푗) −
푗
휀
휓(푥) = 0 on 푀∖1.
We will construct {푤푗} in such a way that 푤푗 ≥ 푠푗 on푀 , in particular,푤푗 = 0 on 휕1. This
is trivial for푤0. Having fixed 푤 = 푤푗 , we define the obstacles 푔푖 = 푤+ 휆푖 for 푖 > 푗. For each
푖, we consider the following Perron class:
ℱ[푔푖] =
{
푣 ∈ 퐶(Ω푖∖1) ∶
푣 ≤ 푔푖, and 푣 is a viscosity subsolution of
퐹̃ (∇̃푣) − 퐺̃(푣) −
푗+1
휀
휓(푥) = 0 on Ω푖∖1
}
,
and the envelope
푢푖(푥) ≐ sup
{
푣(푥) ∶ 푣 ∈ ℱ[푔푖]
}
,
namely the solution of the obstacle problem on Ω푖∖1 with obstacle 푔푖. Perron class is non-
empty, since it contains the constant −푗 − 1. Furthermore, since 휆푖 = 0 on , we have 푔푖 ≥
푠푗 + 휆푖 ≥ 푠푗+1, and from 휓 ≡ 0 outside of  we deduce 푠푗+1 ∈ ℱ[푔푖]. This and 0 ≥ 푢푖 ≥ 푠푗+1
guarantee that 푢푖 = 0 on 휕1. For 푣 ∈ ℱ[푔푖], the function
ℎ푣 = ∫
푣(푥)
0
d푠
퐺̃(푠)
is a subsolution of
퐹̃ (∇̃ℎ푣) − 1 −
푗 + 1
휀
⋅
1
inf [−푗−1,0] 퐺̃
= 0
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on 푀∖1. Proposition 4.3 in [16] guarantees that ℎ푣 is Lipschitz with constant 퐿푗 only de-
pending on 푗. Thus, functions 푣 ∈  [푔푖] with 푣 ≥ −푗 − 1 are equiLipschitz, in particular
푢푖 ∈ Lip(Ω푖∖1). By stability, 푢푖 is still a viscosity subsolution of
퐹̃ (∇̃푢푖) − 퐺̃(푢푖) −
푗 + 1
휀
휓(푥) = 0 on Ω푖∖1,
and in fact it is also a viscosity supersolution of the same equation on the open set {푢푖 < 푔푖}.
For 푖 large enough to satisfy 퐶푗 ⋐ Ω푖,
−푗 − 1 ≤ 푢푖 ≤ 푔푖 = −푗 − 1 on Ω푖∖퐶푗 .
Thus, 푢푖 = −푗−1 in a neighbourhood of 휕Ω푖. Extending 푢푖 with−푗−1 outside ofΩ푖 produces
a subsolution (still named 푢푖) of
퐹̃ (∇̃푢푖) − 퐺̃(푢푖) = 0 on 푀∖.
Clearly, by construction 푢푖 ∈ ℱ[푔푖′] for every 푖
′ > 푖. Therefore, the sequence {푢푖} is monotone
increasing and equiLipschitz, and hence converges to a limit function 푢 ∈ Lip(푀∖1) that
vanishes on 휕1.
Claim: 푢 ≡ 푤.
We first prove that 푢 ≥ −푗 on 푀∖1. We proceed by contradiction, assuming that the open
set 푈 = {푢 < −푗 − 훿} be non-empty for some 훿 > 0. Note that 푈 might intersect , where
the term 휓 does not vanish, but 푈 ⊂ 푀∖퐵1 since 푢 = 0 on 휕퐵1. Choose 푖0 large enough that
푈푖0 = {푢 < 푔푖0 − 훿} ≠ ∅.
This is possible since 푔푖 ↑ 푤 locally uniformly. By monotonicity, 푢푖 < 푔푖 − 훿 on 푈푖0 for every
푖 ≥ 푖0, meaning that the solution of the obstacle problem 푢푖 detaches from the obstacle 푔푖 on
푈푖0 . Therefore, 푢푖 is also a supersolution of
퐹̃ (∇̃푢푖) − 퐺̃(푢푖) −
푗 + 1
휀
휓(푥) = 0 on 푈푖0
and, by stability, so is 푢 on 푈푖0 . From 푈 =
⋃
푖0
푈푖0 , we deduce that 푢 is a supersolution of
퐹̃ (∇̃푢) − 퐺̃(푢) −
푗 + 1
휀
휓(푥) = 0 on 푈,
and, as a consequence, a supersolution of 퐹̃ (∇̃푢) − 퐺̃(푢) = 0 on 푈 . At this stage, we use
property 8) to 푣 ∶= −푢, that is a subsolution of
퐺(∇푣) − 퐹 (∇푣) = 0 on 푈,
to deduce that sup푈 푣 = sup휕푈 푣, contradicting the very definition of 푈 and proving the claim.
Next, fix 푖0 with 퐶푗 ⋐ Ω푖0 , and 훿 > 0 small. From 푢 ≥ −푗 and 푤 = −푗 on푀∖퐶푗 , we deduce
that 푢푖 ↑ −푗 uniformly on 휕Ω푖0 . Choose 푖 >> 푖0 such that
푢푖 > −푗 −
훿
2
on 휕Ω푖0 .
It follows that the function
푣푖 =
{
max{푤 − 훿, 푢푖} on Ω푖0 ,
푢푖 on Ω푖∖Ω푖0
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belongs toℱ[푔푖], and therefore 푢푖 ≥ 푣푖 onΩ푖 by the maximality of 푢푖. In particular, 푢푖 ≥ 푤−훿
holds on Ω푖0∖ for 푖 large enough. By the arbitrariness of 푖0 and 훿, this proves that 푢푖 ↑ 푤
locally uniformly on푀∖, hence 푢 ≡ 푤.
To conclude, from 푢푖 ↑ 푢 ≡ 푤 locally uniformlywe can choose 푖 large enough such that, setting
푤푗+1 ≐ 푢푖, 푤푗+1 satisfies all of the requirements in (35).
ퟏ)⇒ ퟗ).
As stated in the introduction, the proof of Ekeland principle given in [25, p.444], see also [2,
p.85], does not use the symmetry of d, and can therefore be repeated verbatim.
ퟗ)⇒ ퟏ).
The argument is due to [54, 53], and we reproduce it here for the sake of completeness. Let
{푥푗} be a forward Cauchy sequence, and define the function
푓 ∶ 푀 → [−∞, 0], 푓 (푥) = − lim sup
푗
d(푥, 푥푗).
The goal is to prove the existence of 푥̄ ∈ 푀 such that 푓 (푥̄) = 0. Fix 휀 > 0 and 푗휀 guaranteed
by the Cauchy condition. From
d(푥푗휀 , 푥푗) < 휀 ∀ 푗 > 푗휀
we deduce 푓 (푥푗휀) ≥ −휀, hence sup푀 푓 = 0. Furthermore, the triangle inequality implies
푓 (푦) ≤ 푓 (푥) + d(푥, 푦), hence 푓 is locally Lipschitz and finite everywhere. Fix 훿 ∈ (0, 1) and,
by 9), let 푥̄ satisfy
푓 (푥̄) ≥ −훿, 푓 (푦) ≤ 푓 (푥̄) + 훿d(푥̄, 푦).
Choosing 푦 = 푥푗 for 푗 > 푗휀 we deduce
−휀 ≤ 푓 (푥̄) + 훿d(푥̄, 푥푗).
Thus, letting 푗 → ∞ along a sequence realizing 푓 (푥̄), and then letting 휀 → 0, we get
0 ≤ 푓 (푥̄) − 훿푓 (푥̄) = (1 − 훿)푓 (푥̄) ≤ 0,
and we conclude 푓 (푥̄) = 0.
6 Appendix I: A homogeneous comparison
Theorem 6.1. Let Ω ⋐푀 and assume that 푢 ∈ USC(Ω), 푣 ∈ LSC(Ω) are bounded on Ω and
satisfy
Δ푁∞푢 ≥ 0, and Δ푁∞푣 ≤ 0 in the viscosity sense on Ω.
Then,
max
Ω
(푢 − 푣) = max
휕Ω
(푢 − 푣).
Proof: sketch. Since the Finsler structure is non-symmetric, we need to adapt some notation
from [5]. First of all, by a compactness argument, we fix 훼 > 1 satisfying (17) on the whole of
Ω. For any 휀 > 0 and Ω ⋐푀 let us denote
Ω+휀 = {푥 ∈ Ω ∶ +푥 (휀) ⊂ Ω}, and Ω−휀 = {푥 ∈ Ω ∶ −푥 (휀) ⊂ Ω}.
We setΩ휀 ≐ Ω−휀 ∩Ω+휀 . Up to reducing 휀, we will assume that퐵+푥 (2휀) and퐵−푥 (2휀) are relatively
compact for all 푥 ∈ Ω.
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For 푥 ∈ Ω+휀 and 푦 ∈ Ω
−
휀 , define
푢휀(푥) ≐ max
+푥 (휀)
푢 and 푣휀(푦) ≐ min−푦 (휀)
푣.
As in [5], applying Corollary 4.5 we can prove that 푢휀 and 푣휀 are solutions of the following
finite difference inequalities
푆−휀 푢
휀(푥) − 푆+휀 푢
휀(푥) ≤ 0 ≤ 푆−휀 푣휀(푥) − 푆+휀 푣휀(푥) (36)
for every 푥 ∈ Ω+
2훼휀
, where 푆휀 and 푆휀 are defined as follows
푆+휀 푢(푥) ≐ max
푦∈+푥 (휀)
푢(푦) − 푢(푥)
휀
, and 푆−휀 푢(푥) ≐ max
푦∈−푥 (휀)
푢(푥) − 푢(푦)
휀
.
Now, arguing as in [5, Lem 4] we can conclude that
sup
Ω+훼휀
(
푢휀 − 푣휀
)
= sup
Ω+훼휀∖Ω
+
2훼휀
(
푢휀 − 푣휀
)
.
The conclusion then follows by passing to the limit 휀→ 0.
7 Appendix II: The Dirichlet problem
Let Ω ⊂ 푀 be relatively compact, and let 푔 ∶ ℝ × 푇 ∗Ω → ℝ with the following properties:
(푖) 푔 ∈ 퐶(ℝ × 푇 ∗Ω),
(푖푖) sup
(푡,푣)∈퐼×푇 ∗Ω
|푔| < ∞ for every compact 퐼 ⊂ ℝ. (37)
Theorem 7.1. Let 푔 satisfying (37), and let 푢1, 푢2 ∈ 퐶(Ω) solving
⎧⎪⎨⎪⎩
Δ푁∞푢1 ≥ 푔(푢1, d푢1) on Ω,
Δ푁∞푢2 ≤ 푔(푢2, d푢2) on Ω,
푢1 ≤ 푢2 on Ω.
Then, for every 휁 ∈ 퐶(휕Ω) with 푢1 ≤ 휁 ≤ 푢2, there exists 푢 ∈ 퐶(Ω) such that
⎧⎪⎨⎪⎩
Δ푁∞푢 = 푔(푢, d푢) on Ω,
푢1 ≤ 푢 ≤ 푢2 on Ω,
푢 = 휁 on 휕Ω.
Remark 7.2. Note that the above existence result does not need any comparison theorem.
Proof. We will employ the Perron method. Fix 퐼 = [min
Ω
푢1,maxΩ 푢2] and choose 푐 ∈ ℝ
+
such that
푐 > max
푇Ω×퐼
|푔|. (38)
Consider the Perron class
풫 =
{
푣 ∈ 퐶(Ω) ∶ 푢1 ≤ 푣 ≤ 푢2, Δ푁∞푣 ≥ 푔(푣, d푣), 푣 ≤ 휁 on 휕Ω
}
,
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and the Perron envelope 푢 = sup{푣 ∶ 푣 ∈ 풫} onΩ. By (38), −푐 ≤ Δ푁∞푣 ≤ 푐 for every 푣 ∈풫.
Because of Corollary 4.5, 풫 is uniformly locally Lipschitz continuous, hence 푢 ∈ Liploc(Ω).
Given 푥 ∈ 휕Ω and 훿 > 0, let 휀 > 0 small enough that the signed distance 휚−(푦) = −d(푦, 푥) is
smooth on −푥 (휀)∖{푥} and that
푢2 > 휁(푥) − 훿 on 퐵−푥 (휀) ∩ Ω, 휁 > 휁(푥) − 훿 on 퐵
−
푥 (휀) ∩ 휕Ω,
푢1 < 휁(푥) + 훿 on 퐵
+
푥 (휀) ∩ Ω, 휁 < 휁(푥) + 훿 on 퐵
+
푥 (휀) ∩ 휕Ω.
Set 휁−
훿
(푥) ≐ 휁(푥) − 훿, and let 푏 >> 1 large enough in such a way that the backward quadratic
cone
퐶−
푏,푥
(푦) ≐ 휁훿(푥) − (푏 +푅푏(휁−훿 (푥)))d(푦, 푥) + 푐2d(푦, 푥)2,
defined on −푥 (휀), satisfies 퐶−푏,푥 < 푢1 on −푥 (휀) ∩ Ω. By Corollary 4.5 we then have 퐶−푏,푥 ≤ 푢2
on −푥 (휀) ∩ Ω, and
Δ푁∞퐶
−
푏,푥
≥ 푐 ≥ 푔(퐶−
푏,푥
, d퐶−
푏,푥
) on −푥 (휀) ∩ {퐶−푏,푥 > 푢1}.
It follows that
푤 ∶=
{
max{퐶−
푏,푥
, 푢1} on −푥 (휀) ∩ Ω,
푢1 otherwise
lies in풫 and therefore
lim inf
푦→푥
푢(푦) ≥ lim inf
푦→푥
푤(푦) ≥ lim inf
푦→푥
퐶−
푏,푥
(푦) = 휁(푥) − 훿. (39)
Similarly, setting 휁+
훿
(푥) = 휁(푥) + 훿, we consider the forward quadratic cone
퐶+
푏,푥
(푥) ≐ 휁+
훿
(푥) + (푏 +푅푏(휁
+
훿
(푥)))d(푥, 푦) −
푐
2
d(푥, 푦)2
that for large enough 푏 solves{
Δ푁
∞
퐶+
푏,푥
≤ −푐 on +
푥
(휀),
퐶+
푏,푥
> 푢2 on +푥 (휀) ∩ Ω.
We claim that 푣 < 퐶+
푏,푥
on +푥 (휀) for every 푣 ∈ 풫. Indeed, this holds by construction on
+푥 (휀) ∩ Ω, while on 휕Ω ∩ +푥 (휀) we have
푣 ≤ 휁 < 휁+
훿
(푥) ≤ 퐶+
푏,푥
,
thus 푣 < 퐶+
푏,푥
on 휕(+푥 (휀)∩Ω). If 푣−퐶+푏,푥 attains a non-negativemaximum푚0 at 푥0 ∈ +푥 (휀)∩
Ω, then 퐶+
푏,푥
+ 푚0 is a smooth function that touches 푣 from above and satisfies Δ
푁
∞퐶
+
푏,푥
(푥0) ≤
−푐 < 푔(푢(푥0), d푢(푥0)), contradiction. Thus, 푣 ≤ 퐶+푏,푥 on +푥 (휀) ∩ Ω and, taking supremum,
푢 ≤ 퐶+
푏,푥
there. Hence,
lim sup
푦→푥
푢(푦) ≤ lim sup
푦→푥
퐶+
푏,푥
(푦) = 휁(푥) + 훿,
thus couplingwith (39) and letting 훿 → 0we infer 푢 ∈ 퐶(Ω)with 푢 = 휁 on 휕Ω. By the stability
of subsolutions with respect to uniform convergence (Proposition 3.4), Δ푁∞푢 ≥ 푔(푢, d푢) on Ω.
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We are left to prove that 푢 is also a supersolution. Suppose, by contradiction, that there exist
푥0 ∈ Ω and 휙 ≺푥0 푢 defined in a small, relatively compact neighbourhood푈 ⋐ Ω of 푥0 such
that Δ푁∞휙(푥0) > 푔(휙, d휙)(푥0). If 푢(푥0) = 푢2(푥0), then 휙 ≺푥0 푢2, contradicting the fact that
푢2 is a supersolution. Therefore, 푢(푥0) < 푢2(푥0). Up to subtracting to 휙 a function 휓 ≻푥0 0
that is positive on 푈∖{푥0} and vanishes at 푥0 at second order, we can assume that 휙 < 푢 on
푈∖{푥0}. By continuity of 휁 and since 휙 is smooth, up to shrinking 푈 and choosing 휀 small
we can satisfy any of the following properties:
⎧⎪⎨⎪⎩
휙 + 휀 < 푢 on 휕푈,
휙 + 휀 ≤ 푢2 on 푈,
Δ푁∞휙 > 푔(휙 + 휀, d휙) on 푈.
It follows that
푢̂ ∶=
{
max{푢, 휙 + 휀} on 푈,
푢 on Ω∖푈
lies in풫, and since 푢̂(푥0) > 푢(푥0) this contradicts the definition o 푢.
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