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Abstract
We propose a novel hybrid stochastic pol-
icy gradient estimator by combining an un-
biased policy gradient estimator, the REIN-
FORCE estimator, with another biased one,
an adapted SARAH estimator for policy op-
timization. The hybrid policy gradient esti-
mator is shown to be biased, but has vari-
ance reduced property. Using this estimator,
we develop a new Proximal Hybrid Stochastic
Policy Gradient Algorithm (ProxHSPGA) to
solve a composite policy optimization prob-
lem that allows us to handle constraints or
regularizers on the policy parameters. We
first propose a single-looped algorithm then
introduce a more practical restarting vari-
ant. We prove that both algorithms can
achieve the best-known trajectory complex-
ity O (ε−3) to attain a first-order stationary
point for the composite problem which is bet-
ter than existing REINFORCE/GPOMDP
O (ε−4) and SVRPG O (ε−10/3) in the non-
composite setting. We evaluate the perfor-
mance of our algorithm on several well-known
examples in reinforcement learning. Numer-
ical results show that our algorithm outper-
forms two existing methods on these exam-
ples. Moreover, the composite settings in-
deed have some advantages compared to the
non-composite ones on certain problems.
1 Introduction
Recently, research on reinforcement learning (RL)
(Sutton and Barto, 2018), an area of machine learning
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to learn how to make a series of decisions while in-
teracting with the underlying environment, has been
immensely active. Unlike supervised learning, rein-
forcement learning agents often have limited or no
knowledge about the environment and the rewards of
taking certain actions might not be immediately ob-
served, making these problems more challenging to
solve. Over the past decade, there has been a large
number of research works developing and using rein-
forcement learning to solve emerging problems. No-
table reinforcement learning agents include, but not
limited to, AlphaGo and AlphaZero (Silver et al., 2016,
2018), OpenAIFive (OpenAI, 2018), and AlphaStar
(DeepMind, 2019).
In modern RL tasks, the environment is often not
known beforehand so the agent has to simultaneously
learn the environment while making appropriate deci-
sions. One approach is to estimate the value function
or the state-value function, e.g., Q-learning (Watkins
and Dayan, 1992) and its variants such as Deep Q-
learning (DQN) (Mnih et al., 2013, 2015), Dueling
DQN (Wang et al., 2016), and double Q-learning (Has-
selt et al., 2016).
It has been observed that learning the state-value func-
tion is not efficient when the action space is large or
even infinite. In that case, policy gradient methods
learn the policy directly with a parameterized func-
tion. Silver et al. (2014) presents a framework for de-
terministic policy gradient algorithms which can be es-
timated more efficiently than their stochastic counter-
parts whereas DDPG (Lillicrap et al., 2016) adapts the
idea of deep Q-learning into continuous action tasks in
RL. TRPO (Schulman et al., 2015) uses a constraint
on the KL divergence between the new and old poli-
cies to improve the robustness of each update. PPO
(Schulman et al., 2017) is an extension of TRPO which
uses a clipped surrogate objective resulting a simpler
implementation. Other policy gradient methods uti-
lize the actor-critic paradigm including ACER (Wang
et al., 2017), A3C (Mnih et al., 2016) and its syn-
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chronous variant A2C, ACKTR (Wu et al., 2017), and
SAC (Haarnoja et al., 2018).
REINFORCE (Williams, 1992) is perhaps one classi-
cal method closely related to our work here. It uses an
estimator of the policy gradient and applies a gradi-
ent ascent step to update the policy. Nevertheless, the
REINFORCE estimator is known to have high vari-
ance leading to several weaknesses. Other improve-
ments to reduce the variance such as adding baselines
(Sutton and Barto, 2018; Zhao et al., 2011), discard-
ing some rewards in the so-called GPOMDP estimator
(Baxter and Bartlett, 2001) were proposed. While RE-
INFORCE estimator is an unbiased policy gradient es-
timator, GPOMDP is shown to be biased (Baxter and
Bartlett, 2001) making theoretical analysis harder.
The nature of REINFORCE algorithm appears to be
closely related to stochastic gradient descent (SGD)
(Robbins and Monro, 1951) in stochastic nonconvex
optimization. In particular, the standard SGD estima-
tor is also known to often have fixed variance, which
is often high. On the one hand, there are algorithms
trying to reduce the oscillation (Tieleman and Hin-
ton, 2012) or introduce momentums or adaptive up-
dates (Allen-Zhu, 2017, 2018; Kingma and Ba, 2014)
for SGD methods to accelerate performance. On the
other hand, other researchers are searching for new
gradient estimators. One approach is the SAGA es-
timator proposed by Defazio et al. (2014). Another
well-known estimator is the SVRG estimator (Johnson
and Zhang, 2013) which has been intensively studied
in recent works, e.g., in Allen-Zhu and Yuan (2016); Li
and Li (2018); Reddi et al. (2016); Zhou et al. (2018).
This estimator not only overcomes the storage issue
of SAGA but also possesses variance reduced prop-
erty, i.e., the variance of the estimator decreases over
epochs. Methods based on SVRG estimators have re-
cently been developed for reinforcement learning, e.g.,
SVRPG (Papini et al., 2018). Xu et al. (2019a) refines
the analysis of SVRPG to achieve an improved trajec-
tory complexity of O (ε−10/3). Shen et al. (2019) also
adopts the SVRG estimator into policy gradient and
achieve the trajectory oracle complexity of O (ε−3)
with the use of a second-order estimator.
While SGD, SAGA, and SVRG estimators are unbi-
ased, there have been algorithms developed based on
a biased gradient estimator named SARAH (Nguyen
et al., 2017b). Such algorithms include SARAH
(Nguyen et al., 2017a, 2019), SPIDER (Fang et al.,
2018), SpiderBoost (Wang et al., 2018), and Prox-
SARAH (Pham et al., 2019b). Similar to SVRG, all
these methods can potentially be extended to rein-
forcement learning. A recent attempt is SARAPO
(Yuan et al., 2019) which combines SARAH (Nguyen
et al., 2019) with TRPO (Schulman et al., 2015) algo-
rithm but no theoretical guarantee is provided. Yang
and Zhang (2019) propose Mirror Policy Optimiza-
tion (MPO) algorithm which covers the classical pol-
icy gradient and the natural policy gradient as special
cases. They also introduce a variance reduction vari-
ant, called VRMPO, which achieves O (ε−3) trajec-
tory complexity. Another notable work is SRVR-PG
(Xu et al., 2019b) where the policy gradient estima-
tor is the adapted version of SARAH estimator for
reinforcement learning. Note that Yang and Zhang
(2019) and Xu et al. (2019b) achieve the same tra-
jectory complexity of O (ε−3) as ours. However, our
algorithm is essentially different. Xu et al. (2019b) and
Yang and Zhang (2019) use two different adaptation
of the SARAH estimator for policy gradient. Xu et al.
(2019b) uses the importance weight in their estima-
tor to handle distribution shift while Yang and Zhang
(2019) remove it as seen in Shen et al. (2019). Mean-
while, we introduce a new policy gradient estimator
which can also be calculated recursively. The new es-
timator is fundamentally different from the other two
since it combines the adapted SARAH estimator as
in Xu et al. (2019b) with the classical REINFORCE
estimator. In addition, our analysis shows that the
best-known convergence rate and complexity can be
achieved by our single-loop algorithm (Algorithm 1)
while SRVR-PG and VRMPO require double loops
to achieve the same oracle complexity. Moreover, Xu
et al. (2019b); Yang and Zhang (2019) do not consider
the composite setting that includes the constraints or
regularizers on the policy parameters as we do.
Table 1: A comparison between different methods for
the non-composite setting (1) of (2).
Algorithms Complexity Composite Single-loop
REINFORCE (Williams, 1992) O (ε−4) 7 3
GPOMDP (Baxter and Bartlett, 2001) O (ε−4) 7 3
SVRPG (Papini et al., 2018) O (ε−4) 7 7
SVRPG (Xu et al., 2019a) O
(
ε−10/3
)
7 7
HAPG (Shen et al., 2019) O (ε−3) 7 7
VRMPO (Yang and Zhang, 2019) O (ε−3) 7 7
SRVR-PG (Xu et al., 2019b) O (ε−3) 7 7
This work O (ε−3) 3 3
Our approach: Our approach lies in the stochastic
variance reduction avenue, but using a completely new
hybrid approach, leading to a novel estimator com-
pared to existing methods in reinforcement learning.
We build our estimator by taking a convex combina-
tion of the adapted SARAH (Nguyen et al., 2017b)
and REINFORCE (Williams, 1992), a classical unbi-
ased policy gradient estimator. This hybrid estima-
tor not only allows us to trade-off the bias and vari-
ance between these two estimators but also possesses
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useful properties for developing new algorithms. Note
that the idea of combining stochastic estimators was
first proposed for stochastic optimization in our recent
works (Tran-Dinh et al., 2019a,b). Unlike existing pol-
icy gradient methods, our algorithm first samples a
large batch of trajectories to establish a good search
direction. After that, it iteratively updates the pol-
icy parameters using our hybrid estimator leading to
a single-loop method without any snapshot loop as
in SVRG or SARAH variants. In addition, as regu-
larization techniques have shown their effectiveness in
deep learning (Neyshabur et al., 2017; Zhang et al.,
2017), they possibly have great potential in reinforce-
ment learning algorithms too. A recent study (Liu
et al., 2019) shows that regularizations on the pol-
icy parameters can greatly improve the performance of
policy gradient algorithms. Motivated by these facts,
we directly consider a new composite setting (2) as
presented in Section 3. For this new composite model,
it is not clear if existing algorithms remain convergent
by simply adding a projection step on the constraint
set, while our method does guarantee convergence.
Our contribution: To this end, our contribution in
this paper can be summarized as follows:
(a) We introduce a novel hybrid stochastic policy
gradient estimator by combining existing REIN-
FORCE estimator with the adapted SARAH es-
timator for policy gradient. We investigate some
key properties of our estimator that can be used
for algorithmic development.
(b) We propose a new algorithm to solve a composite
maximization problem for policy optimization in
reinforcement learning. Our model not only cov-
ers existing settings but also handles constraints
and convex regularizers on policy parameters.
(c) We provide convergence analysis as the first the-
oretical result for composite optimization in re-
inforcement learning and estimate the trajectory
complexity of our algorithm and show that our
algorithm can achieve the best-known complexity
over existing first-order methods (see Table 1).
Our algorithm only has one loop as REINFORCE
or GPOMDP, which is fundamentally different from
SVRPG, SVRG-adapted, and other SARAH-based al-
gorithms for RL. It can work with single sample or
mini-batch and has two steps: proximal gradient step
and averaging step with different step-sizes. This
makes the algorithm more flexible to use different step-
sizes without sacrificing the overall complexity.
Paper outline: The rest of this paper is organized
as follows. Section 2 describes problem of interest and
gives an overview about policy gradient methods. Sec-
tion 3 introduces our new hybrid estimator for policy
gradient and develops the main algorithm. The com-
plexity analysis is presented in Section 4, while Sec-
tion 5 provides several numerical examples. All tech-
nical proofs and experimental details are given in Sup-
plementary Document (Supp. Doc.).
2 Model and Problem Statement
Model: We consider a Markov Decision Process
(MDP) (Sutton and Barto, 2018) equipped with 6
components {S,A,P,R, γ,P0} where S, A are the
state and action spaces, P denotes the set of tran-
sition probabilities when taking certain actions, R is
the reward function which characterizes the immediate
reward earned by taking certain action, γ is a discount
factor, and P0 is the initial state distribution.
Let pi(·|s) be a density function over A when
current state is s and piθ(·|s) is a policy pa-
rameterized by parameter θ. A trajectory τ =
{s0, a0, s1, a1, · · · , sH−1, aH−1} with effective length
H is a collection of states and actions sampled from a
stationary policy. Denote pθ(·) as the density induced
by policy piθ over all possible trajectories and pθ(τ) is
the probability of observing a trajectory τ . Also, let
R(τ) = ∑H−1j=0 γjR(st, at) be the total discounted re-
ward for a trajectory τ . Solving an MDP is equivalent
to finding the solution that maximizes the expected
cumulative discounted rewards.
Classical policy gradient methods: Policy gradi-
ent methods seek a differentiable parameterized policy
piθ that maximizes the expected cumulative discounted
rewards as
max
θ∈Rq
{
J(θ) := Eτ∼pθ [R(τ)]
}
. (1)
where q is the parameter dimension. The policy gra-
dient theorem (Sutton et al., 1999) shows that
∇J(θ) = Eτ∼pθ [∇ log pθ(τ)R(τ)] ,
where the policy gradient does not depend on the gra-
dient of the state distribution despite the fact that the
state distribution depends on the policy parameters
(Silver et al., 2014).
This policy gradient can be used in gradient ascent
algorithms to update the parameter θ. However, we
cannot calculate the full gradient at each update as we
only get a finite number of samples at each iteration.
Consequently, the policy gradient is often estimated
by its sample average. At each iteration, a batch of
trajectories B = {τi}i=1,··· ,N will be sampled from the
environment to estimate the policy gradient as
∇˜J(θ) := 1
N
N∑
i=1
g(τi|θ),
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where g(τi|θ) is a sample estimator of
Eτi∼pθ [∇ log pθ(τi)R(τi)]. We call ∇˜J(θ) a stochastic
policy gradient (SPG) estimator. This estimator has
been exploited in the two well-known REINFORCE
(Williams, 1992) and GPOMDP (Baxter and Bartlett,
2001) methods. The main step of policy gradient
ascent methods is to update the parameters as
θt+1 := θt + η∇J(θt), t = 0, 1, · · · ,
where η > 0 is some appropriate learning rate, which
can be fixed or varied over t. Since the policy changes
after each update, the density pθ(·) also changes and
creates non-stationarity in the problem which will be
handled by importance weight in Section 3.
3 A New Hybrid Stochastic Policy
Gradient Algorithm
In this section, we first introduce a composite model
for policy optimization. Next, we extend the hybrid
gradient idea from Tran-Dinh et al. (2019b) to policy
gradient estimators. Finally, we develop a new proxi-
mal policy gradient algorithm and its restart variant to
solve the composite policy optimization problem and
analyze their trajectory complexity.
3.1 Composite Policy Optimization Model
While the objective function in (1) is standard in most
policy gradient methods, it is natural to have some
constraints or regularizers on the policy parameters.
In addition, adding constraints can prevent the ex-
plosion of parameters in highly nonlinear models as
often seen in deep learning (Srivastava et al., 2014).
Adopting the idea of composite nonconvex optimiza-
tion (Pham et al., 2019b), we are interested in the
more general optimization problem in reinforcement
learning as follow:
max
θ∈Rq
{
J(θ)−Q(θ) = Eτ∼pθ [R(τ)]−Q(θ)
}
, (2)
where Q(θ) is a proper, closed, and convex function
acting as a regularizer which can be the indicator func-
tion of a convex set representing the constraints on the
parameters or some standard regularizers such as `1-
norm or `2-norm. If there is no regularizer Q(θ), the
problem (2) reduces to the standard one in (1).
3.2 Assumptions
Let F (θ) := J(θ) − Q(θ) be the total objective func-
tion. We impose the following assumptions for our
convergence analysis, which are often used in practice.
Assumption 3.1. The regularizer Q : Rq → R ∪
{+∞} is a proper, closed, and convex function. We
also assume that the domain of F is nonempty and
there exists a finite upper bound
F ∗ := sup
θ∈Rq
{F (θ) := J(θ)−Q(θ)} < +∞.
Assumption 3.2. The immediate reward function is
bounded, i.e., there exists R > 0 such that for all a ∈
A, s ∈ S, |R(s, a)| ≤ R.
Assumption 3.3. Let piθ(s, a) be the policy for a given
state-action pair (s, a). Then, there exist two positive
constants G and M such that
‖∇ log piθ(s, a)‖ ≤ G and ‖∇2 log piθ(s, a)‖ ≤M,
for any a ∈ A, s ∈ S where ‖·‖ is the `2-norm.
This assumption leads to useful results about the
smoothness of J(θ) and g(τ |θ) and the upper bound
on the variance of the policy gradient estimator.
Lemma 3.1 ((Papini et al., 2018; Shen et al., 2019;
Xu et al., 2019a)). Under Assumption 3.2 and 3.3, for
all θ, θ1, θ2 ∈ Rq, we have
• ‖∇J(θ1)−∇J(θ2)‖ ≤ L‖θ1 − θ2‖;
• ‖g(τ |θ1)− g(τ |θ2)‖ ≤ Lg ‖θ1 − θ2‖;
• ‖g(τ, θ)‖ ≤ Cg; and
• ∥∥g(τ |θ)−∇J(θ)2∥∥ ≤ σ2,
where g(·) is the REINFORCE estimator and L, Lg,
Cg, and σ
2 are constants depending only on R, G, M ,
H, γ, and the baseline b.
For more details about the constants and the proofs of
Lemma 3.1 we refer e.g., to Papini et al. (2018); Shen
et al. (2019); Xu et al. (2019a).
Assumption 3.4. There exists a constant W ∈
(0,∞) such that, for each pair of policies encountered
in Algorithm 1 the following holds
Var [ω(τ |θ1, θ2)] ≤W, θ1, θ2 ∈ Rq, τ ∼ pθ1 ,
where ω(τ |θ1, θ2) = pθ2 (τ)pθ1 (τ) is the importance weight
between pθ2(·) and pθ1(·).
Since the importance weight ω introduces another
source of variance, we require this assumption for our
convergence analysis as used in previous works, e.g.,
in Papini et al. (2018); Xu et al. (2019a).
Remark 3.1. Cortes et al. (2010) shows that if σQ,
σP are variances of two Gaussian distributions P and
Q, and σQ >
1√
2
σP then the variance of the impor-
tance weights is bounded, i.e. Assumption 3.4 holds
for Gaussian policies which are commonly used to rep-
resent the policy in continuous control tasks.
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3.3 Optimality Condition
Associated with problem (2), we define
Gη(θ) := η−1
[
proxηQ (θ + η∇J(θ))− θ)
]
, (3)
for some η > 0 as the gradient mapping of F (θ)
(Nesterov, 2014), where proxQ(θ) := argmin
θ′
{Q(θ′) +
1
2 ‖θ′ − θ‖
2} denotes the proximal operator of Q (see,
e.g., Parikh and Boyd (2014) for more details).
A point θ∗ is called a stationary point of (2) if
E
[‖Gη(θ∗)‖2] = 0.
Our goal is to design an iterative method to produce
an ε-approximate stationary point θ˜T of (2) after at
most T iterations defined as
E
[
‖Gη(θ˜T )‖2
]
≤ ε2,
where ε > 0 is a desired tolerance, and the expectation
is taken overall the randomness up to T iterations.
3.4 Novel Hybrid SPG Estimator
Unbiased estimator: Recall that given a trajec-
tory τ := {s0, a0, · · · , sH−1, aH−1}, the REINFORCE
(SPG) estimator is defined as
g(τ |θ) :=
[∑H−1
t=0
∇ log piθ(at|st)
]
R(τ),
where R(τ) := ∑H−1t=0 γtR(st, at).
Note that the REINFORCE estimator is unbiased, i.e.
Eτ∼pθ [g(τ |θ)] = ∇J(θ). In order to reduce the vari-
ance of these estimators, a baseline is normally added
while maintaining the unbiasedness of the estimators
(Sutton and Barto, 2018; Zhao et al., 2011). From now
on, we will refer to g(τ |θ) as the baseline-added version
defined as
g(τ |θ) := ∑T−1t=0 ∇ log piθ(at|st)At,
where At := R(τ) − bt with bt being a baseline and
possibly depending only on st.
Hybrid SPG estimator: In order to reduce the
number of trajectories sampled, we extend our idea
in Tran-Dinh et al. (2019b) for stochastic optimiza-
tion to develop a new hybrid stochastic policy gradient
(HSPG) estimator that helps balance the bias-variance
trade-off. The estimator is formed by taking a convex
combination of two other estimators: one is an unbi-
ased estimator which can be REINFORCE estimator,
and another is the adapted SARAH estimator (Nguyen
et al., 2017b) for policy gradient which is biased.
More precisely, if Bt and B̂t are two random batches
of trajectories with sizes B and B̂, respectively, sam-
pled from pθt(·), the hybrid stochastic policy gradient
estimator at t-th iteration can be expressed as
vt := βvt−1 + βB
∑
τ∈Bt
∆g(τ |θt)
+ (1−β)
B̂
∑
τˆ∈B̂t
g(τˆ |θt), (4)
where
∆g(τ |θt) := g(τ |θt)− ω(τ |θt, θt−1)g(τ |θt−1),
and
v0 :=
1
N
∑
τ∈B˜g(τ |θ0),
with B˜ is a batch of trajectories collected at the begin-
ning. Note that ω(τ |θt, θt−1) is an importance weight
added to account for the distribution shift since the
trajectories τ ∈ Bt are sampled from pθt(·) but not
from pθt−1(·). Note also that vt in (4) is also differ-
ent from the momentum SARAH estimator recently
proposed in Cutkosky and Orabona (2019).
3.5 The Complete Algorithm
The novel Proximal Hybrid Stochastic Policy Gradient
Algorithm (abbreviated by ProxHSPGA) to solve (2)
is presented in detail in Algorithm 1.
Algorithm 1 (ProxHSPGA)
1: Initialization: An initial point θ0 ∈ Rq, and positive
parameters m, N , B, B̂, β, α, and η (specified later).
2: Sample a batch of trajectories B˜ of size N from pθ0(·).
3: Calculate v0 :=
1
N
∑
τ∈B˜
g(τ |θ0).
4: Update {
θ̂1 := proxηQ(θ0 + ηv0)
θ1 := (1− α)θ0 + αθ̂1.
5: For t := 1, · · · ,m do
6: Generate 2 independent batches of trajectories Bt
and B̂t with size B and Bˆ from pθt(·).
7: Evaluate the hybrid estimator vt as in (4).
8: Update {
θ̂t+1 := proxηQ(θt + ηvt)
θt+1 := (1− α)θt + αθ̂t+1.
9: EndFor
10: Choose θ˜T from {θt}mt=1 uniformly randomly.
Unlike SVRPG (Papini et al., 2018; Xu et al., 2019a)
and HAPG (Shen et al., 2019), Algorithm 1 only has
one loop as REINFORCE or GPOMDP. Moreover,
Algorithm 1 does not use the estimator for the policy
Hessian as in HAPG. At the initial stage, a batch of
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trajectories is sampled using pθ0 to estimate an ini-
tial policy gradient estimator which provides a good
initial search direction. At the t-th iteration, two in-
dependent batches of trajectories are sampled from
pθt to evaluate the hybrid stochastic policy gradient
estimator. After that, a proximal step followed by
an averaging step are performed which are inspired
by Pham et al. (2019b). Note that the batches of
trajectories at each iteration are sampled from the
current distribution which will change after each up-
date. Therefore, the importance weight ω(τ |θt, θt−1)
is introduced to account for the non-stationarity of
the sampling distribution. As a result, we still have
Eτ∼pθt [ω(τ |θt, θt−1)g(τ |θt−1)] = ∇J(θt−1).
3.6 Restarting variant
While Algorithm 1 has the best-known theoretical
complexity as shown in Section 4, its practical per-
formance may be affected by the constant step-size α
depending on m. As will be shown later, the step-
size α ∈ [0, 1] is inversely proportional to the number
of iterations m and it is natural to have α close to 1
to take advantage of the newly computed information.
To increase the practical performance of our algorithm
without sacrificing its complexity, we propose to inject
a simple restarting strategy by repeatedly running Al-
gorithm 1 for multiple stages as in Algorithm 2.
Algorithm 2 (Restarting ProxHSPGA)
1: Initialization: Input an initial point θ
(0)
0 .
2: For s := 0, · · · , S − 1 do
3: Run Algorithm 1 with θ0 := θ
(s)
0 .
4: Output θ
(s+1)
0 := θm+1.
5: EndFor
6: Choose θ˜T uniformly randomly from {θ(s)t }s=0→S−1t=0→m .
We emphasize that without this restarting strategy,
Algorithm 1 still converges and the restarting loop in
Algorithm 2 does not sacrifice the best-known com-
plexity as stated in the next section.
4 Convergence Analysis
This section presents key properties of the hybrid
stochastic policy gradient estimators as well as the the-
oretical convergence analysis and complexity estimate.
4.1 Properties of the hybrid SPG estimator
Let Ft := σ
(
B˜,B1, B̂1, · · · ,Bt−1, B̂t−1
)
be the σ-field
generated by all trajectories sampled up to the t-th
iteration. For the sake of simplicity, we assume that
B = B̂ but our analysis can be easily extended for the
case B 6= B̂. Then the hybrid SPG estimator vt has
the following properties
Lemma 4.1 (Key properties). Let vt be defined as in
(4) and ∆vt := vt −∇J(θt). Then
Eτ,τˆ∼pθt [vt] = ∇J(θt) + β∆vt−1. (5)
If β 6= 0, then vt is an biased estimator. In addition,
we have
Eτ,τˆ∼pθt
[‖∆vt‖2]≤ β2‖∆vt−1‖2 + (1−β)2σ2B
+ β
2C
B ‖θt − θt−1‖2 ,
(6)
where C > 0 is a given constant.
The proof of Lemma 4.1 and the explicit constants are
given in Supp. Doc. A.1 due to space limit.
4.2 Complexity Estimates
The following lemma presents a key estimate for our
convergence results.
Lemma 4.2 (One-iteration analysis). Under Assump-
tion 3.2, 3.3, and 3.4, let {θ̂t, θt}mt=0 be the sequence
generated by Algorithm 1 and Gη be the gradient map-
ping defined in (3). Then
E [F (θt+1)] ≥ E [F (θt)] + η
2α
2 E
[‖Gη(θt)‖2]
− ξ2E
[‖vt−∇J(θt)‖2]+ ζ2E [‖θ̂t+1−θt‖2] , (7)
where ξ := α(1 + 2η2) and ζ := α
(
2
η − Lα − 3
)
> 0
provided that α ∈ (0, 1] and 2η − Lα− 3 > 0.
The following theorem summarizes the convergence
analysis of Algorithm 1.
Theorem 4.1. Under Assumption 3.1, 3.2, 3.3, and
3.4, let {θt}mt=0 be the sequence generated by Algo-
rithm 1 with 
β := 1−
√
B√
N(m+1)
α := cˆ
√
2B3/4√
3CN1/4(m+1)1/4
η := 24+Lα ,
, (8)
where B, cˆ, L, and C are given constants. If θ˜T is cho-
sen uniformly at random from {θt}mt=0, then the fol-
lowing estimate holds
E
[
‖Gη(θ˜T )‖2
]
≤ 3(4 + L)
2σ2
4[BN(m+ 1)]1/2
+
(4 + L)2
√
3CN1/4
4cˆ
√
2[B(m+ 1)]3/4
[F ∗ − F (θ0)] .
(9)
Consequently, the trajectory complexity is presented
in the following corollary.
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Corollary 4.1. For both Algorithm 1 and Algo-
rithm 2, let us fix B ∈ N+ and set N := c˜σ8/3[B(m+
1)]1/3 for some c˜ > 0 in Theorem 4.1. If we also
choose m in Algorithm 1 such that m+ 1 =
Ψ
3/2
0 σ
Bε3 and
choose m,S in Algorithm 2 such that S(m+1) =
Ψ
3/2
0 σ
Bε3
for some constant Ψ0, then the number of trajectories
Ttraj to achieve θ˜T such that E
[
‖Gη(θ˜T )‖2
]
≤ ε2 for
any ε > 0 is at most
Ttraj = O
(
ε−3
)
.
where θ˜T is chosen uniformly at random from
{θ(s)t }s=0,··· ,S−1t=0,··· ,m if using Algorithm 2.
The proof of Theorem 4.1 and Corollary 4.1 are given
in Supp. Doc. A.3, and A.4, respectively.
Comparing our complexity bound with other existing
methods in Table 1, we can see that we improve a
factor of ε−1/3 over SVRPG in Xu et al. (2019a) while
matching the best-known complexity without the need
of using the policy Hessian estimator as HAPG from
Shen et al. (2019).
5 Numerical Experiments
In this section, we present three examples to provide
comparison between the performance of HSPGA and
other related policy gradient methods. We also provide
an example to illustrate the effect of the regularizer
Q(·) to our model (2). More examples can be found
in the Supp. Doc. C. All experiments are run on a
Macbook Pro with 2.3 GHz Quad-Core, 8GB RAM.
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Figure 1: The performance of three algorithms on the
Carpole-v0 environment.
We implement our restarting algorithm, Algorithm 2,
on top of the rllab1 library (Duan et al., 2016). The
source code is available at https://github.com/unc-
optimization/ProxHSPGA. We compare our algo-
rithm with two other methods: SVPRG (Papini
1Available at https://github.com/rll/rllab
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Figure 2: The performance of three algorithms on the
Acrobot-v1 environment.
et al., 2018; Xu et al., 2019a) and GPOMDP (Bax-
ter and Bartlett, 2001). Although REINFORCE and
GPOMDP have the same trajectory complexity, as ob-
served in (Papini et al., 2018), GPOMDP often per-
forms better than REINFORCE, so we only choose
to implement GPOMDP in our experiments. Since
SVRPG and GPOMDP solves the non-composite
problems (1), we set Q(θ) = 0 in the first three ex-
amples and adjust our algorithm, denoted as HSPGA,
accordingly. We compare our algorithm with the fixed
epoch length variant of SVRPG as reported in Pap-
ini et al. (2018); Xu et al. (2019a). For the imple-
mentation of SVRPG and GPOMDP, we reuse the
implementation of Papini et al.2. We test these al-
gorithms on three well-studied reinforcement learning
tasks: Cart Pole, Acrobot, and Moutain Car which
are available in OpenAI gym (Brockman et al., 2016),
a well-known toolkit for developing and comparing re-
inforcement learning algorithms. We also test these al-
gorithms on continuous control tasks using other sim-
ulators such as Roboschool (Klimov and Schulman,
2017) and Mujoco (Todorov et al., 2012).
For each environment, we initialize the policy ran-
domly and use it as initial policies for all 10 runs of
all algorithms. The performance measure, i.e., mean
rewards, is computed by averaging the final rewards
of 50 trajectories sampled by the current policy. We
then compute the mean and 90% confidence interval
across 10 runs of these performance measures at dif-
ferent time point. In all plots, the solid lines rep-
resent the mean and the shaded areas are the con-
fidence band of the mean rewards. In addition, de-
tailed configurations of the policy network and param-
eters can be found in Supp. Doc. B. We note that
the architecture of the neural network is denoted as
[observation space]× [hidden layers]× [action space].
2Available at https://github.com/Dam930/rllab
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Cart Pole-v0 environment: For the Cart pole
environment, we use a deep soft-max policy network
(Bridle, 1990; Levine, 2017; Sutton and Barto, 2018)
with one hidden layer of 8 neurons. Figure 1 depicts
the results where we run each algorithm for 10 times
and compute the mean and 90% confidence intervals.
From Figure 1, we can see that HSPGA outperforms
the other 2 algorithms while SVRPG works better
than GPOMDP as expected. HSPGA is able to reach
the maximum reward of 200 in less than 4000 episodes.
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Figure 3: The performance of three algorithms on the
Mountain Car-v0 environment.
Acrobot environment: Next, we evaluate three al-
gorithms on the Acrobot-v1 environment. Here, we
use a deep soft-max policy with one hidden layer of 16
neurons. The performance of these 3 algorithms are
illustrated in Figure 2.
We observe similar results as in the previous example
where HSPGA has the best performance over three
candidates. SVRPG is still better than GPOMDP in
this example.
Mountain Car environment: For the
MountainCar-v0 environment, we use a deep
Gaussian policy (Sutton and Barto, 2018) where the
mean is the output of a neural network containing one
hidden layer of 8 neurons and the standard deviation
is fixed at 1. The results of three algorithms are
presented in Figure 3.
Figure 3 shows that HSPGA highly outperforms the
other two algorithms. Again, SVRPG remains better
than GPOMDP as expected.
The effect of regularizers: We test the effect of
the regularizer Q(·) by adding a Tikhonov one as
max
θ∈Rq
{
J(θ)− λ ‖θ‖22
}
.
This model was intensively studied in Liu et al. (2019).
We also compare all non-composite algorithms
with ProxHSPGA in the Roboschool Inverted
Pendulum-v1 environment. In this experiment, we set
the penalty parameter λ = 0.001 for ProxHSPGA. The
results are depicted in Figure 4 and more information
about the configuration of each algorithm is in Supp.
Document B.
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Figure 4: The performance of composite vs. non-
composite algorithms on the Roboschool Inverted
Pendulum-v1 environment.
From Figure 4, in terms of non-composite algorithms,
HSPGA is the best followed by SVRPG and then by
GPOMDP. Furthermore, ProxHSPGA shows its ad-
vantage by reaching the maximum reward of 1000
faster than HSPGA.
6 Conclusion
We have presented a novel policy gradient algorithm
to solve regularized reinforcement learning models.
Our algorithm uses a novel policy gradient estima-
tor which is a combination of an unbiased estimator,
i.e. REINFORCE estimator, and a biased estimator
adapted from SARAH estimator for policy gradient.
Theoretical results show that our algorithm achieves
the best-known trajectory complexity to attain an ε-
approximate first-order solution for the problem un-
der standard assumptions. In addition, our numeri-
cal experiments not only help confirm the benefit of
our algorithm compared to other closely related pol-
icy gradient methods but also verify the effectiveness
of regularization in policy gradient methods.
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A Hybrid Stochastic Policy Gradient Algorithm for Reinforcement Learning
Supplementary document
A Hybrid Stochastic Policy Gradient Algorithm for Reinforcement
Learning
This supplementary document presents the full proofs of technical results presented in the main text. It also
provides the details of our configurations for numerical experiments in Section 5.
A Convergence Analysis
We note that the original idea of using hybrid estimators has been proposed in our working paper (Tran-Dinh
et al., 2019b). In this work, we have extended this idea as well as the proof techniques for stochastic optimization
in Tran-Dinh et al. (2019b) into reinforcement learning settings. We now provide the full analysis of Algorithm 1
and 2. We first prove a key property of our new hybrid estimator for the policy gradient ∇J(θ). Then, we
provide the proof of Theorem 4.1 and Corollary 4.1.
A.1 Proof of Lemma 4.1: Bound on the Variance of the Hybrid SPG Estimator
Part of this proof comes from the proof of Lemma 1 in Tran-Dinh et al. (2019b). Let EB,B̂ [·] := Eτ,τˆ∼pθt [·] be
the total expectation. Using the independence of τ and τˆ , taking the total expectation on (4), we obtain
EB,B̂ [vt] = βvt−1 + β [∇J(θt)−∇J(θt−1)] + (1− β)∇J(θt)
= ∇J(θt) + β [vt−1 −∇J(θt−1] ,
which is the same as (5).
To prove (6), we first define ut :=
1
B
∑
τˆ∈B̂t
g(τˆ |θt) and ∆ut := ut −∇J(θt). We have
‖∆vt‖2 = β2‖∆vt−1‖2 + β
2
B2
∥∥∥∥∥∑
τ∈Bt
∆g(τ |θt)
∥∥∥∥∥
2
+ (1− β)2‖∆ut‖2 + β2‖∇J(θt−1)−∇J(θt)‖2
+ 2β
2
B
∑
τ∈Bt
(∆vt−1)>[∆g(τ |θt)] + 2β2(∆vt−1)>[∇J(θt−1)−∇J(θt)]
+2β(1− β)(∆vt−1)>[ut −∇J(θt)] + 2β(1−β)B
∑
τ∈Bt
[∆g(τ |θt)]>(∆ut)
+ 2β
2
B
∑
τ∈Bt
(∆g(τ |θt))>[∇J(θt−1)−∇J(θt)] + 2β(1− β)(∆ut)>[∇J(θt−1)−∇J(θt)].
Taking the total expectation and note that EB̂ [ut] := Eτˆ∼pθt [ut] = ∇J(θt) and EB̂
[‖ut −∇J(θt)‖2] ≤
1
B2
∑
τˆ∈B̂E
[‖g(τˆ |θt)− E [g(τˆ |θt)] ‖2] = σ2B , we get
EB,B̂
[‖∆vt‖2] = β2‖∆vt−1‖2 + β2B2EB [∥∥∥∑τ∈Bt∆g(τ |θt)∥∥∥2
]
+ (1− β)2EB̂
[‖∆ut‖2]
−β2‖∇J(θt−1)−∇J(θt)‖2
≤ β2‖∆vt−1‖2 + β
2
B2
∑
τ∈Bt
EB
[‖∆g(τ |θt)‖2]− β2‖∇J(θt−1)−∇J(θt)‖2
+ (1−β)
2σ2
B
≤ β2‖∆vt−1‖2 + β
2
B2
∑
τ∈Bt
EB
[‖∆g(τ |θt)‖2]+ (1−β)2B σ2,
(10)
where the first inequality comes from the triangle inequality then we ignore the non-negative terms to arrive at
the second inequality.
Additionally, Lemma 6.1 in Xu et al. (2019a) shows that
Var [ω(τ |θt, θt−1)] ≤ Cω ‖θt − θt−1‖2 , (11)
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where Cω := H(2HG
2 +M)(W + 1).
Using (11) we have
EB
[
‖∆g(τ |θt)‖2
]
= EB
[
‖g(τ |θt)− ω(τ |θt, θt−1)g(τ |θt−1)‖2
]
= EB
[
‖[1− ω(τ |θt, θt−1)]g(τ |θt−1) + (g(τ |θt)− g(τ |θt−1)‖2
]
≤ EB
[
‖[1− ω(τ |θt, θt−1)]g(τ |θt−1)‖2
]
+ EB
[
‖g(τ |θt)− g(τ |θt−1)‖2
]
(?)
≤ C2gEB
[
‖1− ω(τ |θt, θt−1)‖2
]
+ L2g ‖θt − θt−1‖2
(??)
= C2gVar [ω(τ |θt, θt−1)] + L2g ‖θt − θt−1‖2
(11)
≤ (C2gCω + L2g) ‖θt − θt−1‖2 ,
where Lg :=
HM(R+|b|)
(1−γ) , Cg :=
HG(R+|b|)
(1−γ) , and b is a baseline reward. Here, (?) comes from Lemma 3.1 and (??)
is from Lemma 1 in Cortes et al. (2010).
Plugging the last estimate into (10) yields
EB,B̂
[‖∆vt‖2] ≤ β2‖∆vt−1‖2 + β2(C2gCω + L2g)
B
‖θt − θt−1‖2 + (1− β)
2
B
σ2, (12)
which is (6), where C := C2gCω + L
2
g. 
A.2 Proof of Lemma 4.2: Key Estimate of Algorithm 1
Similar to the proof of Lemma 5 in Tran-Dinh et al. (2019b) , from the update in Algorithm 1, we have
θt+1 = (1 − γ)θt + γθ̂t+1, which leads to θt+1 − θt = γ(θ̂t+1 − θt). Combining this expression and the L-
smoothness of J(θ) in Lemma 3.1, we have
J(θt+1) ≥ J(θt) + [∇J(θt)]> (θt+1 − θt)− L2 ‖θt+1 − θt‖2
= J(θt) + α [∇J(θt)]> (θ̂t+1 − θt)− Lα22 ‖θ̂t+1 − θt‖2.
(13)
From the convexity of Q, we have
Q(θt+1) ≤ (1− α)Q(θt) + αQ(θ̂t+1) ≤ Q(θt) + α∇Q(θ̂t+1)>(θ̂t+1 − θt), (14)
where ∇Q(θ̂t+1) is a subgradient of Q at θ̂t+1.
By the optimality condition of θ̂t+1 = proxηQ(θt+ ηvt), we can show that ∇Q(θ̂t+1) = vt− 1η (θ̂t+1− θt) for some
∇Q(θ̂t+1) ∈ ∂Q(θ̂t+1) where ∂Q is the subdifferential of Q at θ̂t+1. Plugging this into (14), we get
Q(θt+1) ≤ Q(θt) + αv>t (θ̂t+1 − θt)−
α
η
‖θ̂t+1 − θt‖2. (15)
Subtracting (15) from (13), we obtain
F (θt+1) ≥ F (θt) + α [∇J(θt)− vt]> (θ̂t+1 − θt) +
(
α
η − Lα
2
2
)
‖θ̂t+1 − θt‖2
= F (θt)− α [vt −∇J(θt)]> (θ̂t+1 − θt) +
(
α
η − Lα
2
2
)
‖θ̂t+1 − θt‖.
(16)
Using the fact that
[vt −∇J(θt)]> (θ̂t+1 − θt) = 12 ‖vt −∇J(θt)‖2 + 12‖θ̂t+1 − θt‖2
− 12‖vt −∇J(θt)− (θ̂t+1 − θt)‖2,
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and ignoring the non-negative term 12‖vt −∇J(θt)− (θ̂t+1 − θt)‖2, we can rewrite (16) as
F (θt+1) ≥ F (θt)− α
2
‖∇J(θt)− vt‖2 +
(
α
η
− Lα
2
2
− α
2
)
‖θ̂t+1 − θt‖2.
Taking the total expectation over the entire history Ft+1, we obtain
E [F (θt+1)] ≥ E [F (θt)]− α
2
E
[
‖∇J(θt)− vt‖2
]
+
(
α
η
− Lα
2
2
− α
2
)
E
[
‖θ̂t+1 − θt‖2
]
. (17)
From the definition of the gradient mapping (3), we have
η‖Gη(θt)‖ = ‖proxηQ(θt + η∇J(θt))− θt‖.
Applying the triangle inequality, we can derive
η ‖Gη(θt)‖ ≤ ‖θ̂t+1 − θt‖+ ‖proxηQ(θt + η∇J(θt))− θ̂t+1‖
= ‖θ̂t+1 − θt‖+ ‖proxηQ(θt + η∇J(θt))− proxηQ(θt + ηvt)‖
≤ ‖θ̂t+1 − θt‖+ η‖vt −∇J(θt)‖.
Taking the full expectation over the entire history Ft+1 yields
η2E [Gη(θt)]2 ≤ 2E
[
‖θ̂t+1 − θt‖2
]
+ 2η2E
[‖vt −∇J(θt)‖2] .
Multiply this inequality by −α2 and add to (17), we arrive at
E [F (θt+1)] ≥ E [F (θt)] + η
2α
2 E
[‖Gη(θt)‖2]− α2 (1 + 2η2)E [‖vt −∇J(θt)‖2]
+ α2
(
2
η − Lα− 3
)
E
[
‖θ̂t+1 − θt‖2
]
,
which can be rewritten as
E [F (θt+1)] ≥ E [F (θt)] + η
2α
2 E
[‖Gη(θt)‖2]− ξ2E [‖vt −∇J(θt)‖2]+ ζ2E [‖θ̂t+1 − θt‖2] ,
where ξ := α(1 + 2η2) and ζ := α
(
2
η − Lα− 3
)
which is exactly (7). 
A.3 Proof of Theorem 4.1: Key Bound on the Gradient Mapping
Firstly, using the identity θt+1 − θt = γ(θ̂t+1 − θt), taking the total expectation over the entire history Ft+1, we
can rewrite (6) as
E
[
‖vt+1 −∇J(θt+1)‖2
]
≤ β2E
[
‖vt −∇J(θt)‖2
]
+ β
2C
B E
[‖θt+1 − θt‖2]+ (1−β)2B σ2
= β2E
[‖vt −∇J(θt)‖2]+ β2Cα2B E [‖θ̂t+1 − θt‖2]+ (1−β)2B σ2. (18)
Multiply (18) by −κ
2
for some κ > 0, then add to (7), we have
E [F (θt+1)]− κ2E
[‖vt+1 −∇J(θt+1)‖2]
≥ E [F (θt)]− (κβ
2+ξ)
2 E
[‖vt −∇J(θt)‖2]+ η2α2 E [‖Gη(θt)‖2]+ 12 (ζ − κβ2Cα2B )E [‖θ̂t+1 − θt‖2]
−κ(1−β2)σ22B
= E [F (θt)]− κ2E
[
‖vt −∇J(θt)‖2
]
+ η
2α
2 E
[‖Gη(θt)‖2]− [ξ−κ(1−β2)]2 E [‖vt −∇J(θt)‖2]
+ 12
(
ζ − κβ2Cα2B
)
E
[
‖θ̂t+1 − θt‖2
]
− κ(1−β2)σ22B .
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Let us define F (θt) := E [F (θt)]− κ2E
[‖vt −∇J(θt+1)‖2]. Then, the last inequality can be written as
F (θt+1) ≥ F (θt) + η
2α
2 E
[‖Gη(θt)‖2]− [ξ−κ(1−β2)]2 E [‖vt −∇J(θt)‖2]
−κ(1−β2)σ22B + 12
(
ζ − κβ2Cα2B
)
E
[
‖θ̂t+1 − θt‖2
]
.
(19)
Suppose that η, α, β are chosen such that
2
η
− Lα− 3 ≥ κβ
2Cα
B
> 0 and α(1 + 2η2) ≤ κ(1− β2). (20)
Then, we have ζ ≥ κβ
2Cα2
B
and ξ ≤ κ(1− β2). By ignoring the non-negative terms in (19), we can rewrite it as
F (θt+1) ≥ F (θt) + η
2α
2
E
[
‖Gη(θt)‖2
]
− κ(1− β
2)σ2
2B
.
Summing the above inequality for t = 0, · · · ,m, we obtain
F (θm+1) ≥ F (θ0) + η
2α
2
∑m
t=0
E
[
‖Gη(θt)‖2
]
− κ(m+ 1)(1− β
2)σ2
2B
. (21)
Rearranging terms and multiply both sides by
2
η2α
, (21) becomes
∑m
t=0
E
[
‖Gη(θt)‖2
]
≤ 2
η2α
[
F (θm+1)− F (θ0)
]
+
κ(m+ 1)(1− β2)σ2
η2αB
. (22)
Note that
F (θ0) = F (θ0)− κ
2
E
[‖v0 −∇J(θ0)‖2] ≥ F (θ0)− κσ2
2N
,
and F (θm+1) = F (θm+1)− κ2E
[‖vm+1 −∇J(θm+1)‖2] ≤ F (θm+1). Using these estimate in (22), we obtain∑m
t=0
E
[‖Gη(θt)‖2] ≤ 2
η2α
[F (θm+1)− F (θ0)] + κσ
2
η2αN
+
κ(m+ 1)(1− β2)σ2
η2αB
=
2
η2α
[F (θm+1)− F (θ0)] + (m+ 1)κσ
2
η2α
[
1
N(m+ 1)
+
(1− β2)
B
]
.
Multiplying both sides by 1m+1 , we have
1
m+ 1
∑m
t=0
E
[‖Gη(θt)‖2] ≤ 2
η2α(m+ 1)
[F (θm+1)− F (θ0)] + κσ
2
η2α
[
1
N(m+ 1)
+
(1− β2)
B
]
. (23)
Now we choose β := 1−
√
B√
N(m+1)
so that the right-hand side of (23) is minimized. Note that if 1 ≤ B ≤ N(m+1),
then β ∈ [0, 1).
Let us choose η := 24+Lα ≤ 12 which means ζ := 2η − Lα − 3 = 1. We can satisfy the first condition of (20) by
choosing 0 < α ≤ B
κC
.
Besides, the second condition in (20) holds if 0 < α ≤ κ(1−β2)1+2η2 . Since we have η ≤ 12 which leads to 1 + 2η2 ≤ 32
and using 1− β2 ≥ 1− β = B1/2
N1/2(m+1)1/2
we derive the condition for α as
0 < α ≤ 2κ
√
B
3
√
N(m+ 1)
.
Therefore, the overall condition for α is given as
0 < α ≤ min
{
1,
B
κC
,
2κ
√
B
3
√
N(m+ 1)
}
.
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If we choose κ :=
√
3[NB(m+1)]1/4√
2C
, then we can update α as
α :=
cˆ
√
2B3/4√
3C[N(m+ 1)]1/4
. (24)
Using 1 ≤ B ≤ N(m+ 1), we can bound α ≤ cˆ
√
2B
3C
then we can choose cˆ ∈
(
0,
√
3C
2B
]
so that γ ∈ (0, 1].
With all the choices of β, η, α, and κ above, if we let the output θ˜T be selected uniformly at random from
{θt}mt=0, then we have
E
[
‖Gη(θ˜T )‖2
]
=
1
m+ 1
∑m
t=0
E
[
‖Gη(θt)‖2
]
≤
√
3CN1/4
η2cˆ
√
2[B(m+ 1)]3/4
[F (θm+1)− F (θ0)] + 3σ
2
η2[BN(m+ 1)]1/2
.
(25)
Note that η = 24+Lα and since α ≤ 1 we have 1η2 ≤ (4+L)
2
4 . Plugging these into (25), we obtain
E
[
‖Gη(θ˜T )‖2
]
=
1
m+ 1
∑m
t=0
E
[
‖Gη(θt)‖2
]
≤ (4 + L)
2
√
3CN1/4
4cˆ
√
2[B(m+ 1)]3/4
[F (θm+1)− F (θ0)] + 3(4 + L)
2σ2
4[BN(m+ 1)]1/2
≤ (4 + L)
2
√
3CN1/4
4cˆ
√
2[B(m+ 1)]3/4
[F ∗ − F (θ0)] + 3(4 + L)
2σ2
4[BN(m+ 1)]1/2
,
(26)
where we use the fact that F (θm+1) ≤ F ∗. 
A.4 Proof of Corollary 4.1: Trajectory Complexity Bound of Algorithm 1 and Algorithm 2
If we fix a batch size B ∈ N+ and choose N := c˜σ8/3 [B(m+ 1)]1/3 for some c˜ > 0, (26) is equivalent to
E
[
‖Gη(θ˜T )‖2
]
≤ (4 + L)
2
√
3Cc˜1/4σ2/3
4cˆ
√
2[B(m+ 1)]2/3
[
F ∗ − F (θ(0))
]
+
3(4 + L)2σ2/3
4c˜1/2[B(m+ 1)]2/3
=
[
(4 + L)2
√
3Cc˜1/4
4cˆ
√
2
[
F ∗ − F (θ(0))
]
+
3(4 + L)2
4c˜1/2
]
σ2/3
[B(m+1)]2/3
=
Ψ0σ
2/3
[B(m+ 1)]2/3
,
where we define
Ψ0 :=
[
(4 + L)2
√
3Cc˜1/4
4cˆ
√
2
[
F ∗ − F (θ(0))
]
+
3(4 + L)2
4c˜1/2
]
. (27)
Therefore, for any ε > 0, to guarantee E
[
‖Gη(θ˜T )‖2
]
≤ ε2, we need Ψ0σ2/3
[B(m+1)]2/3
= ε2 which leads to the total
number of iterations
T = m+ 1 =
Ψ
3/2
0 σ
Bε3
= O
(
1
ε3
)
.
The total number of proximal operations proxηQ is also O
(
1
ε3
)
. In addition, the total number of trajectories is
at most
N + 2B(m+ 1) = c˜σ8/3 [B(m+ 1)]
1/3
+
2Ψ0σ
ε3
= c˜σ8/3
Ψ
1/3
0 σ1/3
ε
+
2Ψ0σ
ε3
= O
(
1
ε
+
1
ε3
)
= O
(
1
ε3
)
.
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This proves our the complexity of Algorithm 1.
Next, let us denote the superscript (s) when the current stage is s for s = 0, · · · , S − 1. Note that from the first
inequality of (26), for any stage s = 0, . . . , S − 1, the following holds
1
m+ 1
∑m
t=0
E
[
‖Gη(θ(s)t )‖2
]
≤ (4 + L)
2
√
3CN1/4
4cˆ
√
2[B(m+ 1)]3/4
[
F (θ
(s)
m+1)− F (θ(s)0 )
]
+
3(4 + L)2σ2
4[BN(m+ 1)]1/2
.
Summing for s = 0, · · · , S − 1 and multiply both sides by 1
S
yields
1
S(m+1)
∑S−1
s=0
∑m
t=0
E
[
‖Gη(θ(s)t )‖2
]
≤ (4+L)2
√
3CN1/4
4cˆ
√
2[B(m+1)]3/4S
[
F (θ
(S−1)
m+1 )− F (θ(0)0 )
]
+ 3(4+L)
2σ2
4[BN(m+1)]1/2S
≤ (4+L)2
√
3CN1/4
4cˆ
√
2[B(m+1)]3/4S
[
F ∗ − F (θ(0)0 )
]
+ 3(4+L)
2σ2
4[BN(m+1)]1/2S
,
(28)
where we use F (θ
(S−1)
m+1 ) ≤ F ∗ again.
If we also fix a batch size B ∈ N+ and choose N := c˜σ8/3 [B(m+ 1)]1/3 for some c˜ > 0, and select θ˜T uniformly
random from {θ(s)t }s=1,··· ,St=0,··· ,m, then, similar to (A.4), (28) can be written as
E
[
‖Gη(θ˜T )‖2
]
=
1
S(m+ 1)
∑S−1
s=0
∑m
t=0
E
[
‖Gη(θ(s)t )‖2
]
≤ (4 + L)
2
√
3Cc˜1/4σ2/3
4cˆ
√
2[B(m+ 1)]2/3S
[
F ∗ − F (θ(0)0 )
]
+
3(4 + L)2σ2/3
4c˜1/2[B(m+ 1)]2/3S
=
[
(4 + L)2
√
3Cc˜1/4
4cˆ
√
2
[
F ∗ − F (θ(0)0 )
]
+
3(4 + L)2
4c˜1/2
]
σ2/3
[B(m+ 1)]2/3S
≤ Ψ0σ
2/3
[SB(m+ 1)]2/3
,
where we use Ψ0 defined in (27) and
1
S ≤ 1S2/3 for any S ≥ 1.
Therefore, to guarantee E
[
‖Gη(θ˜T )‖2
]
≤ ε2 for any ε > 0, we need Ψ0σ2/3
[SB(m+1)]2/3
= ε2 which leads to the total
number of iterations
T = S(m+ 1) =
Ψ
3/2
0 σ
Bε3
= O
(
1
ε3
)
.
The total number of proximal operations proxηQ is also O
(
1
ε3
)
. In addition, the total number of trajectories is
at most
S [N + 2B(m+ 1)] = S
[
c˜σ8/3 [B(m+ 1)]
1/3
+
2Ψ0σ
ε3
]
= S
[
c˜σ8/3
Ψ
1/3
0 σ1/3
ε
+
2Ψ0σ
ε3
]
= O
(
1
ε
+
1
ε3
)
= O
(
1
ε3
)
, for any S ≥ 1.
Hence, we obtain the conclusion of Corollary 4.1. 
B Configurations of Algorithms in Section 5
Let us describe in detail the configuration of our experiments in Section 5. We set β := 0.99 for HSPGA
and α := 0.99 for ProxHSPGA in all experiments. To choose the learning rate, we conduct a grid search
over different choices. For Acrobot-v1, Cart pole-v0, and Mountain Car-v0 environments, we use the grid
containing {0.0005, 0.001, 0.0025, 0.005, 0.0075, 0.01}. Meanwhile, we use {0.0005, 0.00075, 0.001, 0.0025, 0.005}
for the remaining environments. The snapshot batch-sizes are also chosen from {10, 25, 50, 100} while the mini-
batch sizes are selected from {3, 5, 10, 15, 20, 25}. More details about the selected parameters for each experiment
are shown in Table 2.
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Table 2: The configuration of different algorithms on discrete and continuous control environments
Environment Algorithm
Policy Discount Trajectory Minibatch Snapshot Learning Epoch
Network Factor γ Length H Size Batchsize Rate Length m
CartPole-v0
GPOMDP
4× 8× 2 0.99 200
10 10−3
SVRPG 10 25 5× 10−3 3
HSPGA 5 25 5× 10−3 3
Acrobot-v1
GPOMDP
6× 16× 3 0.999 500
10 2.5× 10−3
SVRPG 5 10 5× 10−3 3
HSPGA 3 10 5× 10−3 3
MoutainCar-v0
GPOMDP
2× 8× 1 0.999 1000
25 5× 10−3
SVRPG 10 50 7.5× 10−3 3
HSPGA 5 50 7.5× 10−3 3
RoboschoolInvertedPendulum-v1
GPOMDP
5× 16× 1 0.999 1000
20 7.5× 10−4
SVRPG 10 50 10−3 3
HSPGA 5 50 10−3 3
ProxHSPGA 5 50 10−3 3
Swimmer-v2
GPOMDP
8× 32× 32× 2 0.99 500
50 5× 10−4
SVRPG 5 50 5× 10−4 3
HSPGA 5 50 5× 10−4 3
ProxHSPGA 5 50 5× 10−4 3
Hopper-v2
GPOMDP
11× 32× 32× 3 0.99 500
50 5× 10−4
SVRPG 5 50 5× 10−4 3
HSPGA 5 50 5× 10−4 3
ProxHSPGA 5 50 5× 10−4 3
Walker2d-v2
GPOMDP
17× 32× 32× 6 0.99 500
50 5× 10−4
SVRPG 5 50 5× 10−4 3
HSPGA 5 50 5× 10−4 3
ProxHSPGA 5 50 5× 10−4 3
C Additional Numerical Results
Due to space limit in the main text, we show here another evidence on the effect of regularizers to policy
optimization problems by carrying out an additional example on other continuous control tasks in Mujoco. The
results are presented in Figure 5.
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Figure 5: The performance of 4 algorithms on the composite vs. the non-composite settings using several Mujoco
environments.
Again, Figure 5 still reveals the benefit of adding a regularizer, which potentially gains more reward than without
using regularizer. We believe that the choice of regularizer is also critical and may lead to different performance.
We refer to (Liu et al., 2019) for more evidence of using regularizers in reinforcement learning.
