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INTRODUCTION 
In neural network studies of planning and serial performance, there is a long history of what 
Hartley and Houghton (1996) recently called competitive queuing (CQ) models (Figure 1). 
Such models follow naturally from two assumptions: (1) More than one plan representation can 
be simultaneously active in a planning layer; and (2) The most active plan representation is 
chosen, in a second neural layer, by a competition run to decide which plan to enact next. In CQ 
models, activation is the "common currency" used to compare alternative plans, and simple 
maximum-finding or WTA (winner-take-all) dynamics can be used as the choice mechanism in 
the choice layer. Once a plan wins the competition and is used to initiate a response, its 
representation is deleted from the field of competitors in the planning layer, and the competition 
is re-run. This iteration allows the two layer network to transform an initial activity distribution 
across plan representations, often called a primacy gradient, into a serial performance 
(Grossberg, 1978). 
As a representation of serial order, the primacy gradient across plan representations in a 
CQ model is a fundamentally parallel representation. For this reason, CQ models provide a 
much different basis for control of serial behavior than what have come to be called recurrent 
neural networks (RNNs). An RNN, in this restrictive usage, is a network in which each output is 
fed back to the input (or other pre-output) stage as a way of helping to create a distinctive context 
for eliciting the correct next output. In such an RNN, the representation of the learned sequence 
is itself fundamentally serial, in the sense that the information that specifies the sequence only 
becomes available as the serial performance unfolds. In contrast, all the information needed to 
specify a forthcoming sequence is present in the current state of the planning level of a CQ 
system, although this current state may itself be dynamically evolving. Having such an explicit, 
parallel, activation-based representation of sequential plans becomes a very substantial 
advantage for many purposes. For example, such representations can be learned and recalled via 
compressive and expansive coding operations, as noted below. 
Although CQ networks are a radically different basis for sequence control than RNNs, 
CQ networks also use neural signal recurrence, or internal feedback, for various purposes. The 
deletion signal sent to the planning layer once a plan is chosen for enactment is one example. 
Moreover, Grossberg (1978) showed how to implement both the planning layer and the choice 
layer of a CQ model as recurrent competitive fields (RCFs), which exhibit approximate 
normalization of the total activity level distributed across competing sites in a neural layer. 
These RCFs were interpreted as parts of a working memory system, in which activity 
distributions are maintained through significant intervals by recurrent self-excitation combined 
with recurrent inhibition of competitors. Yet simple changes of signal functions can transform a 
pattern-holding RCF into a WTA RCF, or even an RCF that quickly forgets initial activity 
differences. Beyond this ready tunability to realize both the pattern-holding and WTA properties 
of a CQ system, RCFs have two further properties that enhance their suitability as core models of 
the planning layers within biological CQ systems. If one plan representation is deleted (by 
zeroing its activity) from a planning layer RCF, then activity automatically redistributes among 
the remaining plan representations in a way that preserves the rank ordering of pre-existing 
activation levels. This third property is crucial if iterated deletion is not to disrupt the planning 
layer's parallel representation of the serial order of subsequent plans. 
A fourth property is another consequence of RCF normalization in the planning layer. 
Because total activity is conserved, more simultaneously active plans imply less activation per 
plan, including the plan scheduled to be performed first. If the initial activation level of this plan 
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Figm·e 1. Initial state of a two-layer competitive queuing (CQ) system, prior to production of a 
five letter sequence. The sequence that will emerge is shown in the lower part of the figure. 
Excitatory connections terminate with arrowheads, inhibitory connections with filled circles. The 
most active plan is selected for execution in the lower, competitive choice, layer by a winner-take-
all dynamic whose outcome is wholly determined (in the absence of noise) by the activation 
gradient (representing the to-be-performed sequence) present in the parallel planning layer. Once a 
plan representation wins at the competitive layer, a large output signal is sent to initiate execution 
of the corresponding response (descending arrow) and to delete the plan's representation in the 
parallel activation layer (ascending path to parallel planning layer). This process iterates until all 
plans have been enacted and all planning layer activities deleted. The result is sequential plan 
execution that corresponds to the initial rank ordering (primacy gradient) of plan activation levels 
in the upper field of the CQ net work. Although each competitive layer node would send an 
inhibitory connection to its correspondent in the parallel planning layer, only two such connections 
are shown here, to avoid clutter. In this example, which uses recurrent inhibition in the choice 
layer, each competitive layer node would inhibit all others, but only nearest-neighbor inhibition is 
actually depicted. !Adapted from Rhodes (1999), with permission.! 
3 
predicts the reaction time (RT) to perform the first planned action (as is the case if the choice 
layer is a WT A ttetwork with a high threshold for generating an output to the response execution 
system, and the latter system is set to perform as soon as it receives an input) then this variant of 
a CQ model makes a surprising prediction. The RT to initiate performance of a prepared 
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sequence should increase with the number of plans in the prepared sequence. Such a "sequence 
length effect on RT" is true for humans performing lightly practiced sequences from working 
memory (Sternberg et al., 1978; review in Rhodes, 1999). Simulations by Boardman and 
Bullock (1991) verified these RT properties for a two-layer CQ system coupled to a response 
generation network. They also showed that the model correctly predicted patterns of inter-item 
intervals observed in the Sternberg ct al. RT task. Bradski ct al. (1994, cited in Rhodes, 1999) 
developed a neural network that could serve as a perceptual preprocessor for a CQ model. In this 
network, a sequence of perceptual inputs induced an appropriate primacy gradient across plan 
representations in the planning layer of the CQ circuit. 
APPLYING THE CO MODEL TO IMMEDIATE SERIAL RECALL 
In the Sternberg ct al. (1978) task, subjects were told to repeat short prepared lists as fast as 
possible following an external signal. This qualified it as an RT task. A related list-recall task is 
the immediate serial recall (ISR) task, in which subjects also recall a short list from working 
memory, but without explicit instruction to initiate or perform recall as fast as possible. Tbis 
non-RT sequence production task has also been modeled within the CQ framework. To the three 
core assumptions noted above (primacy gradient, deletion upon enactment, and iterated 
competitive choice of most-active remaining plan), Page and Norris (1998) added two auxiliary 
assumptions: that the choice is noisy, and that decay of activity in the planning layer occurs 
during input to the planning layer and during intervals spent performing items from the list. 
Error data favor both assumptions, and this extended model was able to address data on errors of 
serial recall. One kind of error, simple failure to recall, is most probable for list-final plans in 
long sequences. The extended model explains this as a consequence of their low initial 
activation level (due to being last in the primacy-gradient-coded sequence), which in turn makes 
them more susceptible to falling into inactivity due to the decay that can occur during enactment 
of the prepared sequence. Another feature of error data from ISR studies is that the vast majority 
of transposition errors (items arc recalled, but in incorrect order) arc simple exchanges with 
immediately adjacent items in the planned sequence. Given moderately noisy choice, this 
likewise follows from the gradient representation, because noise in the choice layer is less likely 
to illicitly promote a plan by two positions in the activity gradient than by one position. 
BRAIN SUBSTRATES OF COMPETITIVE QUEUING 
Data that strikingly confirm one of the main physiological predictions of CQ models was 
recently reported in Chafcc et al. (2001). Since the CQ model depends on a working memory to 
hold a gradient of activations across plan representations prior to and during performance, the 
model predicts that such a gradient will be observable in the part of the brain responsible for 
working memory, namely the prefrontal cortex (PFC). Chafee et al. observed three ensembles of 
prefrontal activities corresponding to three segments of a forthcoming line-drawing that a 
monkey had been trained to produce. The relative strength of activation of the three cellular 
ensembles predicted the order of the forthcoming segments: the higher the pre-movement 
activation, the earlier in the sequence the corresponding segment was produced. Error data were 
also in accord with predictions of the CQ model. 
Another property of some versions of the CQ model is the normalization of total activity 
in the planning layer. This property predicts that peak frontal cortical activities associated with 
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plan representations will decline as the number of co-active plans increases. Data that confirm 
this prediction for plan representations' activities were recently reported by Cisek and Kalaska 
(2002). They found a class of cells in the rostral part of the dorsal premotor cmtex (rPMd) that 
they called "potential response cells". Different subsets of such cells, representing different 
potential responses, were co-active during a delay period when there was uncertainty regarding 
which, if any, of one or two alternative responses should be performed. This delay period 
activity was much more vigorous in each plan representation (cell subset) when there was only 
one potential response to hold in working memory than when there were two potential responses 
to hold in working memory. 
These data on rPMd and PFC are consistent with representations in a normalized working 
memory capable of storing a primacy gradient- the planning layer of a CQ system. What part of 
the brain serves as the choice layer for fronto-cortical plan representations? One idea that has 
grown in popularity in recent years is that the striatum, a subcortical structure which 
encompasses the caudate, putamen, and accumbens nuclei of the basal ganglia, may provide 
competitive arenas in which cortically represented plans vie for execution. According to the 
recent model of Brown et a!. (2000), the winning plan selectively activates a small subset of 
spiny projection neurons (SPNs) in the striatum, which receives a massive excitatory input from 
the cerebral cortex. Via a retum pathway that traverses the pallidum and thalamus, this focal 
striatal activation enables selective activation of output cells in a cortical layer (layer Vb) that is 
below, and excited by, the layer in which the cortical planning cells are found. One point of 
current debate regards how the striatum runs its competition to choose the next plan to execute. 
This debate arises because the striatum contains both feedback inhibition, mediated by SPNs, 
and feedforward inhibition, mediated by inhibitory interncurons which, like the SPNs, are direct 
recipients of excitatory input from the cortex. The simulations reported in Brown et a!. (2000) 
were based on recent physiological data indicating that the dominant factor in striatal choice 
making is feedforward inhibition, not recurrent inhibition. In a situation with many strongly 
activated competing plans, reliance on feedback inhibition to resolve the competition would 
require that many cells in the choice field would be transiently active. Therefore a high 
threshold down-stream from the choice field would be necessary to prevent multiple premature 
response activations. With feedforward competition, none of the choice field's output cells- in 
the striatal case, the SPNs- need activate until the moment that the competition yields a winner. 
PLAN LAYER LOADING BY RAPID PARALLEL RECALL FROM PROCEDURAL 
LONG TERM MEMORY 
One of the advantages of CQ models' explicit parallel representation of sequential plans - an 
advantage unavailable to RNNs as such- is that these distributed representations can be learned 
and recalled via compressive and expansive coding operations. In the Sternberg task and the ISR 
task mentioned above, novel sequence information was provided to the performer. According to 
the CQ interpretation, performers hold a corresponding parallel representation for a few seconds 
in working memory (WM) before generating the sequence under the guidance of WM. 
However, Verwey (1996), among others, showed that very high numbers of practice trials with 
short fixed sequences leads to disappearance of the sequence length effect on RT originally 
discovered by Sternberg eta!. (1978). Is this result explicable in terms of a CQ model that uses 
activity normalization in the planning layer? Rhodes and Bullock (2002) have recently reported 
successful simulations of several sets of list learning and performance data, using a neural 
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network in which the cerebellum, modeled as a substrate for procedural long term memory 
(LTM), learns activation gradients over item nodes and rapidly recalls them into a normalized 
motor buffer (planning layer), which is a WM for action plans. The recall process is rapid 
because it entails parallel loading of sequence chunks into a WM from LTM. When the 
procedural LTM of a fixed sequence representation becomes strong enough (due to extensive 
practice), it causes pre-selection of the first list item within the CQ subsystem. Such pre-
selection explains the disappearance of the sequence length effect on RT, which Verwey (1996) 
showed to be a reliable effect if subjects were given high levels of practice. This hybrid 
cerebellar-CQ model's assumption that the cerebellum can load parallel sequence representations 
into a fronto-cortical motor buffer is supported by recent neuroanatomical tracing studies, which 
have discovered pathways that run from the dentate nuclei of the cerebellum, via the thalamus, to 
several fronto-cortical zones, including premotor cortex and the PFC. More generally, the hybrid 
model illustrates how the CQ model, which focuses on WM dynamics that support sequential 
performance, can be interfaced with an LTM system that compressively learns and stores, and 
expansively recalls, oft-used sequences. Such a system is critical for functions that require 
frequent re-use of subsequences, such as musical performance or language production. 
CQ AS A GENERAL BASIS FOR SERIAL BEllA VIOR 
For CQ to qualify as a core model for all sequence planning and control, it must be shown that it 
is extensible to a full range of human serial performance domains. Given the pervasive 
involvement of the brain substrate outlined above, it is reasonable to look for CQ signatures far 
beyond the types of skill tasks considered thus far. The most highly developed example of 
human serial behavior, syntactic language production, is a critical test case for the thesis that CQ 
is general. Another instructive case is sequential control of attentional focus during information 
pickup from complex scenes. 
Is CQ extensible to language production? 
It might be thought that the CQ model can not apply to syntactic language production, because 
sequencing errors in language production do not usually follow the "immediately adjacent items 
exchange" pattern found in ISR studies (which typically use non-grammatical item sequences). 
In most sequencing errors in language production, exchanges respect grammatical constraints, as 
when a sequencing error transforms the intended "flying saucers" into the spoonerism "sighing 
flossers". But note: the same example supports the CQ postulate that the initial segments of both 
words were already co-active in a planning field prior to production of either word. Moreover, it 
is plausible that the exchange error occurred because noise transiently rendered the plan for "fl" 
less active than the plan for "s" at the instant that "flying" should have been spoken. In fact, 
several neural network theorists have used CQ as a core of extended models that have offered 
explanations of many of the grammar-respecting patterns of sequencing-errors observed in 
language production (e.g., Dell et al., 1997; Hartley and Houghton, 1996). 
The most sustained treatment of CQ in language generation is that in Ward (1994). Far 
from simply explaining how the "emergent choice" that operates in CQ models is compatible 
with grammar-respecting sequencing errors in language production, Ward argues that only 
emergent choice offers a basis for overcoming more traditional language generators' failures to 
mimic the "flexible incremental generation" (FIG) exhibited in the real-time behavior of human 
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speakers as they compose sentences "on the fly". Ward's FIG model combines CQ principles 
with principles inspired by construction grammar (e.g., Goldberg, 1995) to build a 
comprehensive connectionist model of grammatical sentence generation. The FIG algorithm is 
an iterated cycle: l. Each node of an input conceptualization is a source of activation to 
"construction" nodes of various types, including words; 2. Activation is allowed to flow freely 
through the structured network of nodes; 3. When the network settles (or is forced to make an 
output) the most highly activated word representation is selected and enacted; 4. Any node or 
nodes of the input conceptualization that are expressed by the enacted word are inhibited, and 
activation levels are updated to represent the new current state; 5. Steps 2-4 iterate until the 
conceptual content of the input has been expressed by the enacted word sequence. For the 
system to work well, the word plan that has the highest activation must be for a word which will 
be both syntactically and semantically correct if spoken as the next word in the utterance. This 
requirement is met, in part, by having the activation level of a word be determined by the product 
of its semantic and syntactic inputs, not by their sum. 
Although much remains to test such models of CQ in the service of language production, 
initial simulation successes indicate that CQ may provide an ideal foundation for speech and 
language production models: one that is well grounded in neurobiology, and one that overcomes 
the inflexibility and other limitations inherent in more traditional, less parallel, theories. 
Can CQ be considered an attention control mechanism? 
To gather information from the visible world around us, we typically, and rapidly, move our 
attention sequentially from one part of the scene to another. Often such search is purposeful, as 
when we are attempting to find a particular item or object, such as a familiar face in a crowd. In 
other cases, the scan sequence can be driven by salient features present in the visible scene. 
Either way, there must exist some mechanism for determining where to focus attention first, 
where to move the focus next, and so on. As defined above, CQ provides a very simple and 
elegant candidate mechanism. The combination of a "saliency map" with an "inhibition of 
return" mechanism forms the basic mechanism for controlling attention deployment in 
contemporary computational models of focal visual attention (e.g., Itti and Koch, 2001). The 
most salient location in the map has the highest activation and draws the focus of attention to that 
location, whereupon map activity at that location is inhibited. Consequently, some other location 
in the map becomes most active- i.e., most salient- and now attracts the attentional focus. This 
process is another example of CQ. That it applies to attention shifts is no surprise because of the 
close link between such shifts and saccadic eye movements, sequential control of which has been 
attributed to interactions between frontal cortex and the basal ganglia (e.g., Brown eta!. 2000). 
DISCUSSION 
The fundamental scenario represented by the CQ model is almost palpable. We seem to be able 
to feel that two considered plans, or candidate words, begin with nearly equal potency, but that 
upon further deliberation, one waxes as the other wanes, and the waxing plan is first used to 
guide performance. Moreover, our capacity to simultaneously consider multiple plans in WM is 
limited to a small number. This limitation is predicted by the activity normalization property, 
which itself is needed to preserve the computational function of differences in activation levels. 
If forced to decide quickly, we feel that we choose the more vivid plan even if the rejected or 
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deferred plan is also vivid and attractive. In the brain's parallel planning system, some common 
curTency must be available for incrementing and decrementing the value of response alternatives, 
and in biological neural networks the use of excitation and inhibition to achieve these effects 
leaves activation level as the natural measure of relative priority. This, in combination with a 
maximum-finding network, creates a CQ system, which is probably an ancient invention in the 
evolution of animals. Recent computational studies, cited above, have begun to explore how this 
ancient system may still serve as a viable core for the highest levels of planning and skilled 
sequencing exhibited by humans. 
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