An overview of concerns observed in allowing for reproducibility in parallel applications that heavily depend on the three dimensional distributed memory fast Fourier transform are summarized. Suggestions for reproducibility categories for benchmark results are given.
INTRODUCTION
The fast Fourier transform (FFT) is used in a large number of applications. It is difficult to make it work well on distributed memory parallel computers because of communication that requires a high bandwidth low latency network. There are many different implementations of the FFT, and several suggested benchmarking strategies. This note describes the procedure used in benchmarking the Klein Gordon equation on thirteen different computers [2] and benchmarking FFT based programs on a further four additional supercomputers. The main contributions are suggestions for concrete reproducibility classes.
BACKGROUND
Reproducibility here is taken to mean either reproducible computational results and/or reproducible execution time measurements. A Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s number of reproducibility initiatives have been proposed [15, 18, 30, 31] . These range from, a general algorithm description, making the code available, making an input deck and execution environment available, to documenting the entire workflow. In many parallel programs, bitwise reproducibility of the computational results (in particular with floating point arithmetic) is challenging because even the same program run on the same computer twice can have different orders of execution of arithmetic operations. Furthermore, simulations done on supercomputers may use supercomputing resources others cannot access to check results. Finally, on many computers, the network is a shared resource that can affect other running programs. These all make full bitwise reproducibility challenging, and in many cases do not detract from the scientific results which may still be obtained to within reasonable accuracy. Nevertheless, there are still applications such as cryptography, dynamical systems and number theory where bitwise reproducibility is required, though it may be possible to use integer arithmetic which alleviates some of the reproducibility challenges created by floating point arithmetic.
METHOD
In the original study [2] , an open source Fourier pseudospectral code was used in a benchmark for the Klein Gordon equation [25] . The code uses MPI and is primarily written in Fortran. It makes heavy use of the library 2DECOMP&FFT [20, 21] to perform the three dimensional distributed memory fast Fourier transform. The user has a choice of underlying one dimensional fast Fourier transform engines, some of which are closed source vendor provided libraries. The library 2DECOMP&FFT uses auto tuning to choose the best domain decomposition for the distributed memory FFT at runtime. In performing the study, on each supercomputer used in the study, program output and the one dimensional FFT engine used were recorded. In addition, makefiles which were used for compilation of the programs were kept. Unfortunately, the exact system configuration (name and version of operating system, version of one dimensional FFT engine used in 2DECOMP&FFT, and if open source and compiled by the user or the supercomputing center, their configuration and compilation options) were not recorded. Upon publication, the exact source code version of the program used in the study was made available on arXiv [2] , with a very similar program available on Github [26] .
Further work has examined the performance of this code and a Navier Stokes solver [8, 9] on the K computer, Hazelhen (a Cray XC 40 supercomputer), Kabuki (an NEC SX-ACE supercomputer) and Shaheen II (a Cray XC 40 supercomputer). Changing compilation options and the one dimensional FFT engine used can lead to a factor of 10 difference in performance, without hand tuned program optimization. Kabuki is an NEC SX-ACE computer, where porting of 2DECOMP&FFT is required to use the appropriate optimized MathKeisan one dimensional FFT library. Both the K computer and NEC SX-ACE do not use x86 processors, which makes using packaging and autobuilding systems challenging. They do have support for C, C++ and Fortran compilers, which on a computer without many community code developers are the most important tools to allow for porting of existing high performance programs.
LESSONS LEARNED
The SPEC benchmarking process [14] makes build reproducibility significantly better than what was done in this study [2] . Unfortunately, it does not allow for tuning and code modifications that are typically required on new computer architectures.
Repeating experiments multiple times has been suggested as a means of verifying reproducibility in benchmarking [15] . Such a methodology has been implemented in gearshifft, a heterogeneous fast Fourier transform benchmark suite [30, 36] . In most cases experiments were repeated several times, usually successively, with minor differences between results. In cases where experiments have been repeated on the same machine, between several hours or several months apart or with a fresh installation, more significant differences have been found. These can be due to upgrades of system software, changes in job placement policy or due to a different amount of interference by other jobs on the system. Explaining and documenting all of these may be rather difficultin particular in cases where a benchmark is run by a user interested in the application rather than a computer scientist or system administrator [5, 37] . Figure 1 demonstrates runtime variability when running fast Fourier Transform programs [8, 9] for solving the Navier-Stokes equations on Hazelhen, Kabuki and Shaheen II. Both Hazelhen and Shaheen II use adaptive routing and job placement to speed up job throughput [17] , but this can result in some run time variability, a subject of current research [6, 29, 35, 38, 39] . Kabuki has a cross bar network, where job placement and job interference effects can also be important.
Performance tuning can also result in code that is not portable between systems, but is essential in obtaining results that depend on the highest available computational performance [10] . In such cases, a performance model, a clear description of the implementation and a clear and correct reference code with which to compare results may be more helpful in allowing for reproducibility.
Most scientific computing software does not automatically include error bounds for floating point calculations, for example using interval analysis [23] , and error bounds for the approximate numerical methods utilized. Usually such bounds are very pessimistic, hence are not reported. More work is needed in this area.
Automatic build systems can make it easier to reproduce results [1, 4, [12] [13] [14] . Such systems are also helpful in benchmarking when the end user will not do software performance optimizations for the computer system they will run on. However, for most parallel benchmarks it seems likely that hand optimization by an end benchmarker will be required to obtain the highest performance on the computer system of interest. Figure 1 : Performance variability for 20 timesteps of 0.005 of a 512 3 discretization on Kabuki, Hazelhen and Shaheen II when using Carpenter-Kennedy (abbreviated to CK in the legend) [9] and implicit midpoint rule timestepping (abbreviated to IMR in the legend) [8] . The error bars represent fastest and slowest execution times. On Hazelhen and Shaheen II, FFTW3 [11] was used as the one dimensional FFT engine in 2DECOMP&FFT [20, 21] , while on Kabuki MathKeisan FFT was used as the one dimensional FFT engine in 2DECOMP&FFT. Compilation and execution scripts are available on request. Data is available at [3] .
On new hardware or on systems without a large number of users, only a limited amount of software will have been or will be ported to the system. On a system such as Kabuki, the build system Cmake [16, 22] requires significant effort to port. Cmake is an essential component of gearshifft, hence rather than using Cmake and gearshifft, it was easier to re-write the one dimensional FFT speed test in FFTE 6.0 [32] [33] [34] to produce the results in Fig. 2 . Benchmarks which do not allow for flexibility in re-writing code will stifle innovation by making it difficult to compare new approaches with established ones. Figure 2 demonstrates that for small FFTs, Kabuki is less performant than either Hazelhen or Shaheen II, but for FFTs above a size of 512 points, Kabuki is significantly more performant than either Hazelhen or Shaheen II. Vector computers and graphics processing units typically have higher memory bandwidth but also higher latency than typical CPUs, thus similar results for one dimensional FFT performance are also reported in [30] , where for small FFTs, CPU performance is best, but for large FFTs, GPUs are better.
There are many parallel scientific computing programs that have modeling assumptions built into them (for example in computational fluid mechanics, materials science and chemistry). The typical user may not be able to check all these modeling assumptions, and even if the code is open source, checking the code in general (let alone the executable produced to run on the users system) can be quite time consuming. Comparisons of computational results obtained for the same input data (ideally using different methods on different computational resources), can be very helpful in giving confidence in the reported results [19, 28] . [32] [33] [34] or FFTW3 [11] . Error bars representing the standard deviation in execution times are smaller than the points. Each test was repeated at least twice. Compilation and execution scripts are available on request. Data is available at [3] .
Finally, the choice of programming language is also a key concern. Programming languages with a long lifetime, mature compilers and stable feature set such as C and Fortran make portable reproducibility on a wide variety of computers easier. Many current computers however do not have architectures that closely map to either C or Fortran [7] .
Open source code is usually compiled and run on closed source hardware with closed source compilers and closed source runtimes. Thus, in some cases, users can only verify that the output is correct, but might not be able to determine possible causes of errors.
SUGGESTIONS
Rather than a single reproducibility standard, reproducibility classes should be used. The minimum amount of information for reproducibility of a computation is a verifiable input and a verifiable output. In the case of computer performance benchmarks, timing measurements for program execution are also relevant. Workflow characterizations are also very helpful in enabling reproducibility. Due to the wide variations in supercomputer environments, a workflow specification on one computational platform will not be portable to all other relevant choices of computational platforms, but may be useful for similar computational platforms. Thus a workflow characterization should include a) particular platforms for which it is suitable b) whether the workflow execution contains elements outside the users control that may give different results on each execution due to other factors (for example runtime autotuning, shared network and input/output resources, etc)
Specifying such information would allow for appropriate documentation by researchers when doing their work and better allow reviewers to evaluate the work. This would allow the use of specialized hardware (such as the Anton or MDM molecular dynamics supercomputers [24, 27] ), or using portable software that has been performance optimized. Commercial requirements imply that not all technology (software or hardware), will be available as open source, and many scientists will likely use some closed source component in their workflow. Compile and run, install and run or just run (for scripts or pre-installed software) may form a large part of the computing that is being done today, in particular in the tail end of high performance computing, but it is unlikely to be the only model in high performance computing. A means of describing reproducibility requirements for the range of situations encountered in high performance computing would be very helpful. Further elaboration on these reproducibility classes will be done while exploring performance of the FFT and applications which utilize the FFT.
