A b . s / r c c~ Recent innovations in real-time machine vision, distributed computing, software architectures, and high-speed communication are expanding the available technology for intelligent system development. These technologies allow the realization of intelligent systems that provide the capabilities for a user to experience events from remote locations in an interactive way. In this paper we describe research aimed at the realization of a powerful televiewing system applied to the traffic incident detection and monitoring needs of today's highways. Sensor clusters utilizing both rectilinear and omnidirectional cameras will provide an interactive, real-time, multi-resolution televiewing interface to emergency response crews. Ultimately, this system will have a direct impact on reducing incident related highway congestion by improving the quality of information to which emergency personnel have access. 
requirements in the design and development phases, and a practical evaluation of the implementation.
Televiewing is a powerful tool for transmitting a visualization of a remote environment, a process that is important for many applications. An urban traffic environment is a good example where televiewing is particularly powerful and useful. As a solution to the need for faster response times to highway incident detection, using helicopters or planes is impractical and expensive. Inductive loop sensors inherently aren't robust in order to detect a variety of traffic indicents, additionally they are particularly sensitive to proper installation, and may be damaged when pavement repair operations are performed. The research we present here offers an innovative solution to these challenges through televiewing [ 131.
The main goal of this research is to realize a powerful and integrated traffic incident detection and monitoring system. Automated software under development by our team will provide an automatic analysis of the current traffic conditions using clusters of cameras placed along the roadway. This analysis data will provide the emergency response team with enhanced information in order to detect and analyze a potential incident. Once a potential incident is identified, the individual crews can observe the event using the remote camera clusters to view from the perspective and resolution that best suits the situation. The more interactive visualization environment will help improve the quality of information delivered to emergency response crews in order to decrease the response time and increase the preparedness of the arriving personnel. This system has the potential to make travel safer, smoother, and more economical, reducing wasted fuel and pollution. 
TELEVIEWING SYSTEM OVERVIEW
In creating this televiewing environment, some strategy is needed to obtain a good video coverage of the area. There arc several strategies appropriate to this application:
Use multiple fixed perspective cameras Use fewer cameras utilizing Pan/Tilt/Zoom (PTZ) control Omni-directional video sensors (ODVS) which have a low-resolution 360" view Combinations of the above, using the most appropriate sensor for the required task This paper will focus on and discuss the use of the ODVS and PTZ cameras. These cameras mounted in a cluster configuration can create a powerful fusion that enhances the available data and hence achieves robustness beyond what one type of camera can do.
In creating a visualization that provides perspective on denrand, the design of the architecture and implementation is critical to ensure practicality and scalability in real applications. The system we have developed meets the needs of both, as illustrated in Figure 1 . This architecture helps us fully utilize a powerfil benefit of the ODVS in that it captures the full 360" in one image [ 5 ] . This allows multiple clients to connect to tht: same remote site and receive the interactive, custom perspective and interaction as if a "virtual" PTZ camera were: under each client's full control. For perspective control, the advantage of the ODVS is that it does not need a mechanical moving mount to cover a wider area. A camera with moving mount violates the single viewpoint criterion [7] and consumes time while rotating, thus could miss important events when used for general area surveillance. When more detail is needed, the limited resolution of the ODVS sensors can be overcome by utilizing a system to provide resolution on demand. Similar perspective, highresolution views of the detail in the scene are available by using PTZ rectilinear cameras also located in thtz video cluster. For example, the ODVS view is well suited for seeing general vehicle motions or interactively viewing the scene. But a nearby moveable rectilinear camera can provide a high-resolution view of a specific vehicle or incidznt scene if needed.
In order to scale this architecture to a larger and broader system, the only elements that need to be seriously considered for extension of the ODVS system are the network and the server hardware capable of handling more simultaneous users without reduced frame rates. The design of the camera system and client software can support "millions" of users. However the PTZ cameras are slightly more complex to scale to a larger system, only one user at a time will be able to control the position of the PTZ cameras. Use of the ODVS images should be sufficient for general use of the system almost all the time.
TELEVIEWING ALGORITHMS
These are three specific types o f algorithms that are at the core of the televiewing system. The first one deals with the optical imaging of a hyperboloidal omnidirectional vision sensor image. The second is associated with the digital PTZ functionality, and the third is associated with the merging of ODVS and high-resolution rectilinear camera images. These algorithms are described in detail below.
A. OD VS Televiewing
An ODVS is a regular video camera with an optical mirror attached in front of the lens so that it can have at least a hemisphere view of the surroundings. A true omnidirectional view is a spherical view from a single viewing point [7] [9] . Depending on the manner of projection, the spherical view can be projected onto a cyiindrical belt to be a panoramic view, or onto a plane perpendicular to the line of sight to be a rectilinear perspective view. ODVS perspective view is very feasible for televiewing. ODVS is also good for visual modeling, dynamic view synthesis, and real-time tracker [IO] [ 1 I].
I ) OD VS Optical Modeling
In our setup, hyperboloidal mirror is applied to the ODVS. Hyperboloidal mirrors are found to be feasible for larger field of view [SI. It also satisfies single viewpoint property for generating perspective views [9] . Hyperboloid has two foci. As shown in Figure 2 , light from object going through the first focus will be reflected to the second focus. If the center of camera lens is located at the second focus, then the image will be formed on the CCD plane. Thus the camera viewing is transformed to be a hemisphere viewing downward from the upper focus. From Figure 2 , given the parameters a , b , and c of the hyperboloid mirror and the focal length f of camera, the equations relating an object point in 3D space and its image point on the CCD plane can be derived easily. With these equations, a panoramic view can be generated from the ODVS image. A panoramic image surface is a cylindrical belt around the viewing point or the upper focus as in Figure  2 . On each pan angle, we can project the associated column of the panoramic cylinder onto the CCD plane. Thus the panoramic view can be generated from the CCD pixel values.
2) OD VS Perspective Selection
The advantage of ODVS is that it takes an omnidirectional view in one shot as shown in Figure 7 . It is obvious that ODVS is suitable for omnidirectional televiewing. The interested perspective view can be generated electronically with adjustable pan-tilt-zoom in real time. The rectilinear perspective view is a planar view from the single viewing point [7] [9] , which in our case is the upper focus. A perspective view can be produced by filling the viewing plane with the corresponding pixels in the ODVS image. As shown in Figure 3 , the normal vector n of the perspective plane is rotated 0 angle horizontally from the xaxis and @ angle vertically above the xy-plane. u and v vectors are the horizontal and vertical unit vectors of the perspective plane. To find the correspondence between xy-z and u -~, we define the rotated coordination system X Iy'-z' as shown, where x' parallels with n, z' parallels with v, and y' is on the negative direction of U. Thus the transformation from U-v plane to x-y-z can be derived in terms of coordinate rotation. Having (x,y, z ) coordinates of the pixels on the perspective plane, the perspective view can be generated from the ODVS CCD image using hyperboloid projection as described earlier.
B. High-resolution fusion
For televiewing, the fusion of the different camera types creates an interactive viewing environment where the user can change the resolution and the perspective to maximize utility of the application. Our team has written software that smoothly fuses a high-resolution image directly into the lower-resolution ODVS view while the user is remotely viewing the environment. This creates the ability to view the detail in the area of interest while maintaining an awareness of the environment nearby thus enhancing the We currently have two sets of sensor clusters on ca.mpus televiewing experience.
at UCSD. They are located on streetlights near an Finally we will discuss the validation of the algorithms mentioned in section I1 of this paper using the testbed. Several parameters need to be set in order to do this including: registration of the image onto the scene, the warping of the high-resolution image to match the perspective of the ODVS view, setting the area in which the high-resolution image should be viewable (in pan and in tilt), and some speed and edge smoothing parameters that finish off the integration to create a smooth transition between the ODVS view and high-resolution imagc. The algorithm theii uses OpenGL techniques to display and warp the high-resolution view according to the position 2% zoom inputs by the user. The image is rzsolution-blended with the ODVS view around the edges gradually, so that the edges of the high-resolution image aren't apparent. Additionally, the perspective of the object in view of the high-resolution camera needs to change as the user adjusts the controls. A simple (and fast) algorithm simulates the change in perspective by stretching the image using four points on the corners, as indicated in Figure 4 [4]. These warping parameters are specified at the extremes when the image is still in view (center, far-left, far-right, top, and the bottom) then linearly interpolated for positions in-between. The resulting visualization is seamless; when a high-resolution area is viewed the user will see a clear, high-resolution area where the detail is sharp and the transition between the ODVS and high-resolution image is smooth.
TELEVIEWING TESTBED & . EXPERIMENTAL VALIDATION
In order to develop and test these powerful algorithms, we have created a research testbed of video clusters that have been the focus of recent work in the CVRR. First we will briefly discuss the sensor infrastructure that is installed on the UCSD campus.
[ l ] Secondly we will discuss the creation of a mobile video probe for data acquisition. intersection on campus where by which buses, cars, bikes, and people regularly pass. This is an excellent location to test the algorithms under a variety of conditions. Each sensor cluster contains a high-speed padtilt recti linear camera mounted in a weatherproof housing and an ODVS, providing a continuous 360" view of the area surrounding the pole (pictured in Figure 5 ) . All of these cameras are wired directly back to the lab using fiber optics, a one Gigabit Cisco switch, and some AXIS video server units which together give us the capability of sixteen high bandwidth bi-directional live feeds back to the CVRR lab. Creating outdoor sensor cIusters as part of the pefimanent infrastructure has a lot of utility, however it is not a simple task. Additionally, once a cluster is mounted and operational it is difficult to change the locaiion or perspective of that cluster if further research determines a different placement would be more optimum.
To enable video cluster data acquisition from more than just the permanent mountings, we determined there was a need for a mobile unit with the capability of taking ondemand sensor data at heights similar to roadside streetlights. This system can be deployed relatively quickly and easily at nearby locations to respond to a need for diverse data to test our algorithms.
The established mobile system (pictured in Figure 6 ) is comprised of a -12' aluminum pole that is mounted on an electric golfcart and stabilized using chains attached to the cart frame. A camera mount is fixed on top for attachment of the omni-directional video sensor (ODVS) or rectilinear camera. Onboard the mobile system, the video is stored by a ruggedized PC with dual capture cards and a SCSI hard drive array onboard the cart, or transmitted via wireless video link to the lab. An inverter that draws power from the main cart batteries powers any necessary peripherals. This mobile video probe has been instrumental in preparing visualizations oFoutdoor traffic scenes and collecting traffic video datd. This powerful testbed which has been constructed allows us to utilize the algorithms discussed in section I1 to examine the results. Figure 7 shows a source ODVS image and the generated perspective views on different pan, tilt, and zoom values. The outdoor ODVS video is compressed in MJPEG, transmitted through the Internet, and received and decoded on PC. The perspective video is then generated as in Figure 7 is an example image showing the progress and results from the integration of a high-resolution rectilinear image with an ODVS view. This software enables the user to look around the area where ODVS is located in a "virtual" pan/tilt fashion. Using this interface, the user can view the high-resolution images in context of their background, creating a more immersive televiewing experience.
