Recently, Auchmuty (1989) has introduced a new class of merit functions, or optimization formulations, for variational inequalities in nite-dimensional space. We develop and generalize Auchmuty's results, and relate his class of merit functions to other works done in this eld. Especially, we investigate di erentiability and convexity properties, and present characterizations of the set of solutions to variational inequalities. We then present new descent algorithms for variational inequalities within this framework, including approximate solutions of the direction nding and line search problems. The new class of merit functions include the primal and dual gap functions, introduced by Zuhovicki et al. (1969a, 1969b), and the di erentiable merit function recently presented by Fukushima (1992) ; also, the descent algorithm proposed by Fukushima is a special case from the class of descent methods developed in this paper. Through a generalization of Auchmuty's class of merit functions we extend those inherent in the works of Dafermos (1983 ), Cohen (1988 and Wu et al. (1991); new algorithmic equivalence results, relating these algorithm classes to each other and to Auchmuty's framework, are also given.
Introduction
Let X be a nonempty, closed and convex subset of < n , and F : X 7 ! < n be a continuous mapping. The variational inequality problem is to nd an x 2 X such that VIP] F (x ) T (x ? x ) 0; 8 x 2 X:
Here, T denotes transpose. We will throughout the paper assume that VIP] admits at least one solution, and denote the solution set of VIP] by . The assumptions made on X and F are assumed to hold throughout the paper.
Variational inequality problems occur in a number of applications, and were rst studied in in nite-dimensional space in connection with nonlinear partial di erential equations.
More recently, nite-dimensional applications of variational inequality theory, such as non-cooperative games and other equilibrium problems, have arisen.
The solution set is nonempty if, for instance, the feasible set, X, is bounded or if F is coercive on X, i.e., if there is a vector x 2 X such that where k k is some appropriate vector norm, see, e.g., Kinderlehrer and Stampacchia (1980) . Moreover, the set is a singleton if it is nonempty and if F is strictly monotone on X, i.e., if
F(x) ? F(y)]
T (x ? y) > 0; 8 x; y 2 X and x 6 = y:
The mapping F is said to be monotone on X if the strict inequality above is replaced by an inequality, and strongly monotone (with modulus m F ) on X if, in addition, the right hand side of the inequality is replaced by m F kx ? yk 2 . (Note that strong monotonicity implies both coercivity and strict monotonicity, so that strong monotonicity implies the existence of a unique solution to VIP].) If F is the gradient of a function : < n 7 ! <, then the above properties are equivalent to strict convexity, convexity and strong convexity of on X, respectively, and, if F is continuously di erentiable on an open neighbourhood of X, then the monotonicity properties of F on X may be characterized in terms of the positive de niteness of its Jacobian, rF, see e.g. Ortega and Rheinboldt (1970, Section 5.4) . For an overview of theory, algorithms and applications of VIP], we refer to the recent survey by Harker and Pang (1990) .
It is well known that the problem VIP] is equivalent to the rst order optimality conditions for the convex problem if the Jacobian, rF, of the mapping F is symmetric and positive semide nite on an open neighbourhood of X. If the mapping F has a Jacobian which is not symmetric, the integral in P] is not unambiguously de ned, and VIP] can in this case not be converted into an equivalent minimization problem of the form P]. (In this case, we say that VIP] is asymmetric.) It is the purpose of this paper to review and develop reformulations of asymmetric variational inequalities as equivalent minimization problems, investigate their properties, and derive descent methods for the solution of VIP], utilizing a class of such optimization formulations. The basis for our development is the article by Auchmuty (1989) .
We shall make use of the following conventions. All vectors are assumed to be column vectors, k k denotes the Euclidean vector norm in < n , and its induced matrix and operator norms. For a given function h : X 7 ! < l the Lipschitz constant is denoted by M h .
The constant in the de nition of strong monotonicity will be denoted by m h , and the same notation will be used for the constant in the de nition of strong convexity of h (when l = 1). We shall make use of the abbreviations u.s.c. and l.s.c. for upper and lower semicontinuity, respectively, and write h 2 C p on X meaning that h is p times continuously di erentiable on an open neighbourhood of X. ( We write h 2 C p if this holds on < n .)
The remainder of the paper is organized as follows. In Section 2 we present a class of merit functions for asymmetric variational inequalities, originally proposed by Auchmuty (1989) . We summarize some of the most important results of that paper, and provide an interpretation and a motivation of the use of these merit functions. In Section 3 we review and relate to Auchmuty's class of merit functions some earlier developed merit functions, with the common feature that they can be described as gap functions. In particular, we show that the primal and dual gap functions, which were introduced by Zuhovicki et al. (1969a Zuhovicki et al. ( , 1969b , and the recently presented di erentiable merit function of Fukushima (1992) , belong to this class. In Section 4 we further investigate properties of Auchmuty's merit functions, provide equivalent characterizations of the solution set, and establish descent algorithms, constructed in a manner similar to Fukushima's. In Section 5 we present a generalization of his merit functions, and give some algorithmic equivalence results, relating our work to that of Dafermos (1983) , Cohen (1988) and Wu et al. (1991) . Finally, in Section 6 we make some concluding remarks and present research opportunities.
Background and motivation
The merit functions discussed in this paper are all of the type given by the following de nition.
De nition 2.1 (Gap function) A function : X 7 ! < f?1; +1g is a gap function
for VIP] if
1. is restricted in sign on X, and
A gap function provides a measure of the violation of VIP] at any point x 2 X, and by minimizing over X (assuming (x) 0 on X) a point in is obtained. Therefore, gap functions may be used as merit functions for variational inequalities.
We now summarize the results of Auchmuty (1989) . Auchmuty develops merit functions
for VIP], based on a functionL : X X 7 ! <, with L(x; y) = f(x) ? f(y) + F(x) ? rf(x)]
T (x ? y); (2.1) where f : < n 7 ! < f+1g is convex and l.s.c., and f 2 C 1 on X.
The following theorem relates saddle points toL to the set of solutions to VIP]. For proofs of the theorems stated in this section, we refer to Auchmuty (1989 1.g(y) is nonpositive for all y 2 X, and 2.g (y) = 0 ) y 2 :
In general, the converse of 2. does not hold, as the example below shows. A consequence of this is thatg is not a gap function. (However, for pseudo-monotone maps F and with f 0, the converse of 2. does hold, see Section 3.) Example 2.1 Let F(x) = x and X = fx j 0 x 1g. The problem is then equivalent to minimizing 1 2 x 2 over X, with the unique solution x = 0 = f0g]. Choose f(x) = x 4 , which is strictly convex. Theng(0) = ?2 6 = 0.
2
We end this section by motivating the use ofG as a merit function, by providing an interpretation of it in terms of cost approximations of VIP].
Since PGG] is a convex program, evaluatingG(x) is equivalent to nding a solution y(x) to the following variational inequality, de ning the rst order optimality conditions of PGG] (e.g., Bazaraa and Shetty, 1979, Theorem 3.4.3 But from (2.1) it then follows that (2.2) and AVIP] are equivalent. We may thus conclude that the calculation ofG(x) amounts to solving an approximate, symmetric, variational inequality obtained through a cost approximation. This interpretation was rst made by Patriksson (1991b) .] Obviously, the better the gradient rf approximates the, possibly asymmetric, mapping F, the closer y(x) will be to . This is further illustrated below.
Assume now that rF is symmetric on X. We may then choose the function f such that rf = F, and AVIP] reduces to VIP]. Also,G(x) = f(x) + c, where c = ? inf x2X f(x), so that minimizingG is equivalent to minimizing f over X, see Auchmuty (1989) .] This possibility of choosing rf so as to approximate F exactly for symmetric variational inequalities suggests a symmetrization strategy for the asymmetric case. The non-existence of the optimization problem P] is due to the fact that the value of the line integral in P] is dependent of the curve, ?, taken from 0 to x 2 X. To de ne an unambiguous integral, we may choose the curve ? to be the straight line from 0 to x, and hence introduce a parametrization s = s(t) = tx, with t 2 0; 1]. We then de ne (3.1) In the context of non-cooperative game theory this function was studied already by Zuhovicki et al. (1969a Zuhovicki et al. ( , 1969b Hearn (1978 Hearn ( , 1982 . The function G has been used as a merit function in several algorithms for the solution of VIP], see e.g. , , Primak (1975) , , Marcotte ( , 1986 , Marcotte and Dussault (1985 , 1987 , 1989 , and Marcotte and Gu elat (1988) .
In the next section we will extend the results given in Theorem 3.1 to the functionG.
Turning to the leftmost equality of SP] we obtain the dual gap function g : X 7 ! < f?1g
As established earlier, in the general case (f 6 0) the dual formulation does not constitute a proper gap function. For the case f 0, however, it is possible to show that g is a gap function, provided that the mapping F is pseudo-monotone on X, i.e., F(y) T (x ? y) 0 ) F(x) T (x ? y) 0; 8 x; y 2 X: (3.2) (This property is, for instance, implied by monotonicity.) Under this condition VIP] is equivalent to nding an x 2 X such that
see e.g. Karamardian (1976) and Auslender (1976, Section VII.1) . We summarize some properties of g below.
Theorem 3.2 (Properties of g) Let F : X 7 ! < n be pseudo-monotone on X. Also, for any y 2 X, let X(y) denote the (possibly empty) set of optimal solutions to the problem DG].
1. g is a gap function. 2. g is concave on X.
3. If F 2 C 1 on X, then g is di erentiable at y 2 X if X(y) = fx(y)g, with rg(y) = ?rF(x(y)). Proof 1. See Zuhovicki et al. (1969a , 1969b . See also and Auslender (1976, Section VII.5 ). 2. See Hearn and Nguyen (1982) , and Nguyen and Dupuis (1984) . 3. See Hearn and Nguyen (1982) and . A line of development of such methods can be traced in Zuhovicki et al. (1969a Zuhovicki et al. ( , 1969b , , Auslender (1976, Section VII.5) , Nguyen and Dupuis (1984) and Hearn and Lawphongpanich (1989) .
Summarizing the properties of the saddle function L, although it is not convex in the x argument, we have, for pseudo-monotone F,
8 (x; y) 2 X X; and
and (x ; y ) is a saddle point to L if and only if x ; y 2 .
One may note the nice symmetry in the properties of G and g. While the calculation of G(x) is a convex problem, the minimization of G is in general both a nonconvex and nondi erentiable problem; on the other hand, while the evaluation of g (y) is, in general, a nonconvex problem, the maximization of g is always a convex problem. Also, convexity of G holds for a ne and monotone maps F, and under the same conditions the calculation of g(y) is a convex problem.
Finally, it can be mentioned that subgradient optimization methods have been devised for the reformulations OPG] and ODG], see e.g. Hearn (1978 Hearn ( , 1982 and Hammond and Magnanti (1987) .
Smith's class of gap functions
In the context of tra c equilibrium, Smith (1983a Smith ( , 1983b has developed a family of gap-type merit functions for variational inequalities on polyhedral sets. If we de ne x] + = maxf0; xg ; the family of objectives can be written as:
where p > 0 and fŷ i : i 2 Eg is the set of extreme points of the bounded polyhedron X.
The functions have the following properties, similar to the ones forG, G and g: for all p 1, G p (x) > 0; 8 x = 2 and G p (x ) = 0 , x 2 . Further studies of the properties of G p (x) are made by . They show that the primal gap function G is a limiting case of this class of functions, since, for all x 2 X,
They proceed to show that G p (x) is di erentiable for 2 p < +1, and convex for p 2 and p = +1 e.g. if F is a ne and monotone. Note that the extreme points must be known explicitly in order to evaluate G p (x), for p < +1. The practical use of these gap functions is thus limited to polyhedral sets, in combination with simplicial decomposition/column generation techniques, see Smith (1983a Smith ( , 1983b 
Fukushima also devises descent methods for asymmetric variational inequalities with positive de nite Jacobian. Global convergence is guaranteed from the stationary point property (3.3) , and the fact that the direction y(x) ? x is a feasible direction of descent with respect toG Fu whenever x = 2 . We summarize these results below.
Theorem 3.4 (Descent properties) Let F : < n 7 ! < n be in C 1 , with positive de nite Jacobian on X. Theorem 3.5 (Global convergence) Let X be bounded, and let F : < n 7 ! < n be in C 1 with positive de nite Jacobian on X.
1. Assume that x 0 is chosen arbitrary in X, and that x k+1 is determined from x k through the exact line search rule min 0 t 1G Fu x k + t y x k ? x k : (3.4) Then, lim k!+1 x k = x , i.e., the unique solution to VIP]. 2. Assume, in addition, that both F and its Jacobian are Lipschitz continuous on X, and that F is strongly monotone on X.
Replace the exact line search rule (3.4) by the Armijo (1964) step length rule, where the step length t k in iteration k is chosen as t k = l k , where l k is the smallest nonnegative integer l such that
( 3.5) with > 0 and 0 < < 1. Then the same conclusions as above hold, provided that < m F .
Fukushima's special case of gap function has also been used in a descent algorithm based on Newton's method, see Taji et al. (1991) . This algorithm extends the globally convergent Newton methods by Marcotte and Dussault (1985 , 1987 , 1989 , based on the primal gap function, G.
Remark 3.1 The authors became aware of Fukushima's work after the original manuscript had been submitted. Some extensions (Theorems 4.4 and 4.9) of his results have been added in this revised version. We would like to point out that, from the interpretation and motivation made in Section 2, a gap function based on a symmetric approximation rf of F seems to be a more natural choice than a gap function based on a xed matrix Q.
The primal generalized gap function
Based on the discussions made in the previous sections, we will here further investigate the characteristics of the primal generalized gap function and the mathematical program OPGG]. We will in particular provide characterizations of in terms of xed points and stationary points, give su cient conditions under whichG is continuously di erentiable and convex, and establish globally convergent descent algorithms.
The properties of the generalized gap function
The following theorem provides a new xed point characterization of solutions to variational inequalities, and extends the results of Theorems 3.1.7 and 3.3.2. To simplify the subsequent discussion we shall henceforth let f be continuous on X. An immediate consequence of this property is thatG then also is continuous whenever it is everywhere nite; continuity ofG is important when developing descent algorithms, since the algorithmic map associated with the line search with respect toG then is closed in the sense of Zangwill (1969) . 2. If X is bounded or if f is strongly convex on X, then for any x 2 X, Y (x) is nonempty and bounded, andG is continuous on X.
3. If X is bounded and F 2 C 1 on X, and f 2 C 2 on X, thenG is Lipschitz continuous on X. 4 . If X is bounded and f is strictly convex on X, or if f is strongly convex on X, then, for any x 2 X, Y (x) is a singleton and x 7 ! Y (x) is continuous. Proof 1. The closedness of Y (x) follows from the continuity ofL (Hogan, 1973) , and its convexity from the convexity of the problem PGG] (e.g. Minty, 1962) . The l.s.c. property ofG is given in Theorem 2.2. 2. The rst two results are well known. Continuity ofG follows from the continuity and boundedness ofL.
3. The assumptions imply the continuity and boundedness of r xL (x; y), which in turn implies the Lipschitz continuity ofL (Ortega and Rheinboldt, 1970, Corollary 3.2.4 It is therefore possible to equivalently reformulate asymmetric variational inequalities, with a di erentiable mapping F, as a continuously di erentiable minimization problem, see Harker and Pang (1990, p. 165) .
One may note the major di erence between the di erentiability properties ofG compared to the ones for G. (Di erentiability of G holds in general only under the restrictive assumption that the set X is strongly convex in the sense of Zuhovicki et al. (1969a) , which excludes applications where X is polyhedral.)
The next theorem characterizes solutions to VIP] as stationary points of the problem OPGG], for di erent monotonicity properties of F, and, correspondingly, di erent convexity properties of f. 3. F is strongly monotone on X, f is strongly convex on X, rf is Lipschitz continuous on X, and M rf ? m f < m F : (4.3) Proof Assume rst that (4.2) does not hold for some x 2 X. For a su ciently small " > 0 it must then hold thatG (x + " (x ? x )) <G (x ) = 0, which contradicts the optimality of x . We have thus shown that a solution x to VIP] must satisfy (4.2).
We next turn to prove the reverse, for the three sets of assumptions, respectively. We rst note that the directional derivativeG 0 (x ; x ? x ) is given by e.g., Rockafellar (1981 We now turn to the three sets of assumptions. Since the descent methods to be presented here are all asymptotically convergent, an optimal solution is, in general, not reached nitely, and it is of great practical interest to obtain a measure of the distance from an approximate solution point to the set . The following theorem establishes an a posteriori error bound for strongly monotone variational inequalities, measured in terms of the value of the functionG. The error bound (4.8) generalizes those obtained by Pang (1987) for the choices of f(x) = 1 2 kxk 2 (projection measure, Theorem 3.1) and f 0 (linear programming measure, Theorem 4.1), and the result obtained by Taji et al. (1991) for the choice of f(x) = 1 2 kxk 2 Q . Notice that neither Lipschitz continuity cf. Pang (1987) ], nor di erentiability, of F is necessary, and that the result holds regardless of any convexity properties of the function f.
The following corollary gives some interesting properties ofG. 
A descent algorithm for asymmetric variational inequalities
We conclude this section by developing descent algorithms, based on the stationary point characterization of Theorem 4.4. We also investigate the possibility of obtaining descent directions from inexact solutions of PGG], and using inexact line searches; both these extensions of the basic scheme are of interest in implementations.
Theorem 4.7 (Descent properties) Let F 2 C 1 on X and f 2 C 2 on X. Also, for any x 2 X, let Y (x) denote the set of optimal solutions to PGG]. Using the stationary point property we have thus shown that the solution to PGG], obtained when calculatingG(x), de nes a feasible descent direction with respect toG, whenever x = 2 . We next show that, using an exact line search rule, the sequence of iteration points converges towards the unique solution x , from any feasible starting point. 2. X is bounded, f is strictly convex on X, and the matrix rF(x) T ?r 2 f(x) is positive semide nite on X. Proof From Lemma 4.1 and the Lipschitz continuity of rF and r 2 f, it follows that rG is also Lipschitz continuous on X. Using this fact together with (4.7), we obtain, for Assume now that the algorithm for solving PGG] is truncated prematurely, in the sense that it is terminated when, for some a priori determined " > 0, a point y " (x) is found, satisfying r yL (x; y " (x)) T (y ? y " (x)) "; 8 y 2 X: (4.14) This implies, by the concavity ofL with respect to y, thatG(x) L (x; y " (x))+", i.e., that y " (x) is an "-optimal solution to PGG]. Note that when X is polyhedral the termination criterion (4.14) is easily checked by solving the linear subproblem of the Frank-Wolfe algorithm, see, e.g., Migdalas (1990) .] An interesting question then is if a point y " (x) satisfying (4.14) also satis es rG(x) T (y " (x) ? x) < 0, for all su ciently small ". If the assumptions of Theorem 4.7.3 are satis ed, the theorem below establishes an a rmative answer. Combining these inequalities, with y = y " (x) and y = y(x), respectively, we obtain, also using the strong convexity of f, that m f ky(x) ? y " (x)k Remark 4.4 By further imposing Lipschitz continuity of f on X, the term ky(x) ? xk may be estimated both from above and below by bounded positive measures in x, " and y " (x) only, thus enabling the right hand side of (4.16) to be bounded from below. The resulting bound may then be used in a termination criterion for the solution of PGG]. Also, this bound tends to zero when x approaches , so that, in e ect, the condition in (4.16) amounts to solving PGG] accurately in the limit. Introducing a sequence f" k g with " k ! 0, the global convergence of the overall scheme is also easily established from Theorem 4.8.
In the next section we shall extend Auchmuty's class of gap functions, by introducing a sequence of functions f k , with the same properties as the function f in Auchmuty's framework. By associating with each step k in an iterative algorithm an appropriate function f k , the problem PGG] may thus even better approximate VIP]. The introduction of this more general class of gap functions also results in interesting relationships with successive approximation-based algorithms of Cohen (1988) , Noor (1992) and Dafermos (1983) , and with the descent algorithms of Wu et al. (1991) .
5 Generalizations of Auchmuty's class of gap functions Cohen (1988) develops an iterative algorithm for VIP] using a successive approximation approach. Below we show that the subproblem solved in this algorithm is equivalent to PGG], so that, immediately, a successive approximation algorithm based on the calculation ofG is established.
In our notation the subproblem, given x k 2 X, is to nd x k+1 2 X solving
where " is a positive constant. (Cohen refers to this problem as the auxiliary problem, and to the algorithm as the auxiliary problem principle.) If we, in Auchmuty's framework, replace f by 1 " f, then it is not di cult to see that PGG] is equivalent to C]. The successive approximation algorithm, which thus is de ned by letting x k+1 = y x k in PGG], is globally convergent through Cohen's analysis. (A successive approximation algorithm can then be seen as an alternative to the descent approach, if the line search with respect toG is considered computationally too expensive.)
The global convergence of the successive approximation variant of the descent methods of Section 4.2 is given below. The proof follows from Theorem 2.2 of Cohen (1988) . as the projection algorithm e.g. Dafermos (1983) ]. It is interesting to note that the convergence criterion (5.1) amounts to choosing the function f so that it, in a sense, dominates the original mapping F, while in the descent approach the convergence criteria e.g. (4.3)] amounts to precisely the opposite.
Remark 5.2 Noor (1992) recently extended Cohen's algorithm to allow for variational inequality subproblems cf. Remark 2.4 in Cohen (1988) ]. This means that, in AVIP], rf is replaced by a mapping a : < n 7 ! < n that is not necessarily a gradient; thus AVIP]
does not reduce to the problem PGG], i.e., to the calculation of a gap function.
Cohen develops his approach to also allow for F being a point-to-set map, and a varying parameter, " k , in C]. Global convergence is now ensured by also letting f" k g ful ll the conditions " k > 0; +1 X k=0 " k = +1 and
This result of course carries over directly to Auchmuty's framework, provided that the function f is allowed to change with iteration (which would correspond to letting f k
From the above discussion we are led to introduce a sequence ff k g of functions, where each function f k inherits the properties of f in Auchmuty's framework. The rationale behind this generalization is that the gradients rf k can be chosen so as to better approximate F x k than the xed gradient rf (cf. Section 2).
Introducing the sequence ff k g thus introduces a sequence of gap functions
, where each functionG k inherits the properties ofG, given in Theorems 2.1, 2.2 and 4.1. Without imposing a continuity assumption such as equicontinuity in the sense of Rockafellar (1970) ] on the sequence of functions f k , the gap decreasing algorithms of Section 4.2 can not be easily extended to the more general case. Global convergence under equicontinuity assumptions is an open problem.
A natural way of ensuring continuity is to restrict the functions f k to vary continuously, in the following sense. Introduce f : < n X 7 ! < as a continuous function with respect to its second argument, and convex and continuously di erentiable with respect to its rst. In the point x k , the function f k = f ; x k then replaces f in PGG]. Since this function de nes a special case of the sequence of functions f k , the Theorems 2.1, 2.2 and 4.1 apply directly. A proof of this fact is given in Patriksson (1991b) .] Furthermore, the gap functionG, de ned through this special case of In the rest of this section we shall assume f to be a continuous function on < n X as de ned above (and letG, PGG] and AVIP] be de ned accordingly), and consider this generalization of Auchmuty's framework. We will show that the descent algorithms derived in Section 4.2 may be extended to the more general case of function f, and relate this class of algorithms to those of Dafermos (1983) and Wu et al. (1991) . We rst consider the works of Dafermos (1983) .
Dafermos presents a general framework of successive approximation algorithms for VIP].
Dafermos de nes a smooth function h : X X 7 ! < n , with the properties i) h(x; x) = F(x); 8 x 2 X, and ii) r x h(x; y) is symmetric and positive de nite for any x; y 2 X. A successive approximation algorithm is then de ned through the subproblem h x k+1 ; x k T x ? x k+1 0; 8 x 2 X: (5. (1983) ], the same conclusion follows for Noor's class of methods.
An interesting question provoked by this algorithmic equivalence result is whether the gap decreasing algorithms of Section 4.2 can be extended to include functions f : < n X 7 ! <, and thereby introduce an accelerating line search in Dafermos' class of algorithms. As is shown below (through another interesting algorithmic equivalence result), the answer is in the a rmative, at least for some choices of such functions f.
Let f be such that r y f(x; x) def = r y f(y; x)j y=x = 0, for all x 2 X. Then PGG] may be written as min y2X n f(y; x) + F(x) T (y ? x) o ; (5.4) which is the subproblem of Wu et al. (1991) . Actually, Patriksson (1991b) Fukushima's (1992) algorithm, where the matrix Q is xed.) Their basic convergence result (Proposition 3.11) requires the matrix rQ(x)(y(x)? x) to be positive de nite for all x 2 X. This condition is, however, di cult to verify in practice. Remark 5.3 In the case of nonlinear programming, the algorithmic classes of Cohen (1988) and Wu et al. (1991) reduce to the ones of Cohen (1980) and Patriksson (1991a) , and to the ones of Migdalas (1990) and Tseng (1991) , respectively. A partial list of corresponding algorithmic equivalence results can be found in Patriksson (1991b) ; further studies of algorithmic equivalence results are made in . Remark 5.4 It seems, from the discussions made above, that it is an inherent property of the algorithms that their convergence conditions are severe and very di cult to verify in cases when f is allowed to be iteration dependent cf. Condition (5.3) 
Concluding remarks
In this paper we have developed and uni ed mathematical programming reformulations of variational inequalities, as well as proposed new descent algorithms derived from these reformulations. We have also provided algorithmic equivalence results, relating Auchmuty's framework to the algorithm classes of Dafermos (1983) , Cohen (1988) , Wu et al. (1991) and Noor (1992) .
The framework of Auchmuty extends hitherto proposed optimization formulations, in the sense that the function f de ning OPG] may be chosen rather arbitrarily, and may therefore be used to more closely approximate the original mapping F (cf. Section 2). Moreover, it is possible to take problem structure into account when choosing the function f. As an example due to Cohen (1988) ], consider the case where the feasible set X is a Cartesian product, i.e., X = Q i2C X i , where X i is a closed and convex set in < n i , and P i2C n i = n. A variety of equilibrium problems can be cast in terms of such variational inequalities; see Pang (1985) , Bertsekas and Tsitsiklis (1989, Section 3.5) , and Harker and Pang (1990) .] It may then be appropriate to choose f(x) = X i2C f i (x i ) ;
where each function f i : X i 7 ! < is convex and continuously di erentiable on X i . The evaluation ofG(x), i.e., the solution of the convex problem PGG], then decomposes into jCj problems of smaller dimensions. Since a decomposition takes place in the line search phase also, the computations involved in the descent algorithms of Section 4.2 could in this example e ectively utilize parallel computing environments. combines the gap decreasing algorithm outlined above with cyclic decomposition with respect to the individual sets X i . In this combined algorithm, search directions forG are de ned through the solution of PGG] where, in some iteration k, all variables but x i k , i k 2 C, are xed to their current values. The algorithm, which generalizes the standard cyclic (Gauss-Seidel) decomposition methods (see, e.g., Dafermos, 1983 ) to a descent algorithm, can be established convergent under conditions similar to those of Theorem 4.9, and if further each index i 2 C is chosen at least once every B jCj successive iterations.
If the feasible set X is a closed and convex cone, then VIP] reduces to the nonlinear complementarity problem, i.e., to nd x 2 X such that NCP]
F (x ) 2 X and F (x ) T x = 0; where X is the polar set of X. In the special case of X = < n + , Cottle (1966) (see also Karamardian, 1971) shows that x solves NCP] if and only if x minimizes F(x) T x on the set fx 0 j F(x) 0g, and F (x ) T x = 0. Auchmuty shows that OPG] extends this optimization reformulation to a general nonlinear complementarity problem, by establishing that OPG] in fact is equivalent to minimizing F(x) T x on the set fx 2 X j F(x) 2 X g, and that x solves NCP] if and only if F (x ) T x = 0 (i.e., if and only if G (x ) = 0). Noting that, in this case, f 0, we may therefore conclude that the generalized gap functioñ G provides a means for making optimization reformulations of nonlinear complementarity problems; the one of Cottle is indeed a very special case of such an optimization reformulation. (New descent algorithms for NCP] may thus be constructed, by specializing those algorithms developed in this paper that are valid also for variational inequalities over unbounded feasible sets.) An interesting question for further studies regards the convexity properties of the gap functionG. There are, seemingly (see Section 4.1), some connections between the descent, convexity and coercivity properties ofG that is not covered by the existing theory. Is it possible to characterize these connections, and to extend them to non-a ne variational inequalities?
Some extensions of the developed theory and algorithms would be of interest to investigate. Such extensions include in nite-dimensional settings, as considered by Cohen (1988) and Noor (1992) , an introduction of point-to-set maps F, as in Cohen (1988) , equicontinuity of f k , and the possibility to combine approximate line searches and truncated subproblems. Newton methods with line searches on gap functions have been shown to be globally convergent for the two special choices of f 0 and f(x) = 1 2 x T Qx (see, e.g., Dussault, 1985, and Taji et al., 1991) . The possibility of extending these algorithms to more general functions f is currently under investigation. Finally, the practical as well as the theoretical convergence rates obtained for various choices of functions f, and line search and subproblem truncation strategies, must be studied further.
