In this paper, we study the problem of finding Euclidean shortest paths among curved obstacles in the plane. We model curved obstacles as splinegons. A splinegon can be viewed as replacing each edge of a polygon by a convex curved edge, and each curved edge is assumed to be of O(1) complexity. Given in the plane two points s and t and a set of h pairwise disjoint splinegons with a total of n vertices, we present an algorithm that can compute a shortest path from s to t avoiding the splinegons in O(n + h log 1+ h + k) time for any > 0, where k is a parameter sensitive to the input splinegons and k = O(h 2 ). If all splinegons are convex, a common tangent of two splinegons is "free" if it does not intersect the interior of any splingegon; our techniques yield an output sensitive algorithm for computing all free common tangents of the h splinegons in O(n + h log h + k) time and O(n) working space, where k is the number of all free common tangents.
INTRODUCTION
Finding Euclidean shortest paths among obstacles in the plane is a fundamental problem in computational geometry. The case on polygonal obstacles has been well studied * Corresponding author.
(e.g., [10, 14, 17, 18, 22, 26, 27] ). For obstacles with curved boundaries, the problem is more difficult and only limited work is found in the literature, and we present an efficient algorithm for this curved version in this paper.
As in [7, 8, 21] , we use splinegons to model planar curved objects. A (simple) splinegon S is a simple region formed by replacing each edge e i of a simple polygon P by a curved edge ei joining the endpoints of e i such that the area bounded by the curve ei and the line segment e i is convex (see Fig. 1 ). The vertices of S are the vertices of P . As in [7, 8, 21] , we assume that the complexity of each splinegon edge is O (1) , and primitive operations on a splinegon edge can each be performed theoretically in O(1) time (e.g., computing its intersection with a line, finding a common tangent between two edges).
We study the problem of computing shortest paths in splinegon domains, denoted by SPSD. Given two points s and t and a set of h splinegons, S = {S1, . . . , S h }, with a total of n vertices and pairwise disjoint interior, we view the splinegons as obstacles and the plane minus the interior of obstacles is called the free space. The SPSD problem seeks a shortest path from s to t in the free space. If the splinegons in S are all convex, we call it the convex SPSD. We are not aware of any previous work on SPSD. For the convex SPSD, by generalizing the algorithm in [26] for convex polygonal domains, one may obtain an O(n + h 2 log n) time solution.
We present an algorithm, Algo-SPSD, for SPSD, which runs in O(n + h log 1+ h + k) time, where k is a parameter sensitive to the geometric structures of the input splinegons and k = O(h 2 ). Throughout this paper, we let > 0 be any arbitrarily small constant. For the convex SPSD, Algo-SPSD runs in O(n + h log h + k) time, with k = O(h 2 ) being the number of free common tangents among the splinegons. A common tangent of two convex splinegons is a line segment that is tangent to both splinegons at its endpoints; the common tangent is free if it lies in the free space.
One major contribution of this paper is an output-sensitive algorithm for the following relevant visibility graph problem: When all splinegons in S are convex, compute all free common tangents of the splinegons (see Fig. 2 ). Our algorithm runs in O(n + h log h + k) time and O(n) working space. This visibility problem is a key subproblem to our algorithm Algo-SPSD. Since computing visibility-related graphs is a fundamental topic in computational geometry, this problem may be interesting in its own right.
As a by-product, when all splinegons in S are convex, we give an optimal O(n+h log h) time and O(n) space algorithm for computing the Voronoi diagram of the splinegons in S. 
Related Work
The polygon case of SPSD (i.e., each splinegon of S is a polygon) has been well studied. By constructing the visibility graph [10] , a shortest s-t path can be found in O(n log n+ K) time, where K = O(n 2 ) is the size of the visibility graph. By building a shortest path map, Storer and Reif solved this case in O(nh) time [27] . Mitchell [22] gave the first subquadratic, O(n 3/2+ ) time algorithm based on the continuous Dijkstra approach. Using the continuous Dijkstra approach and a conforming planar subdivision, Hershberger and Suri [14] presented an O(n log n) time solution.
An O(n + h 2 log n) time algorithm was given in [17, 18] . Thus, our Algo-SPSD algorithm improves the results in [18, 27] and is faster than the O(n log n) time solution [14] for sufficiently small value h, say h = o( √ n log n). 1 For SPSD on curved obstacles, only a few results were known. For the case with n disks, O(n 2 log n) time algorithms were given [3, 6] , and a heuristic approach [19] was derived with experimental results. For disks of the same radius, the algorithms in [13, 27] can find a shortest s-t path in O(n 2 ) time. Algorithms for finding shortest paths among convex pseudodisks were given in [4, 13] . By using the algorithm in [4] , for n pairwise disjoint convex objects of constant size each, a shortest path can be computed in O(n 2 ) time. By using the continuous Dijkstra framework, Hershberger et al. [15] present an O(n log n) time for SPSD, under certain assumption on the computation of localizing the intersection of two "bisectors"; without the assumption, their approach can compute a (1 + )-factor approximate shortest path for SPSD in O(n log n + n log 1 ) time.
For a single splinegon S, a shortest s-t path in S can be found in O(n) time, and further, shortest paths from s to all vertices of S can be found in O(n) time [21] .
Constructing the visibility graph for polygons with holes is well studied [1, 10, 11, 17, 23, 26, 28] . The fastest algorithm takes O(n log n + K) time [10] , where K = O(n 2 ) is the size of the visibility graph. For building the relevant visibility graph on splinegons, two special cases have been studied [18, 25, 26] . When S contains n pairwise disjoint convex objects of O(1) complexity each, the problem is solvable in O(n log n + K) time [25] , where K = O(n 2 ) is the number of free common tangents. If S contains h convex polygons, the problem is solvable in O(n + h 2 log n) time [18, 26] .
THE ALGORITHM OVERVIEW
Our algorithm Algo-SPSD follows the algorithmic scheme for the polygon case [18] , but with the key steps replaced by our new, generalized, and more efficient solutions for the splinegon counterparts. Due to the space limit, we omit many details, which can be found in our full paper [5] .
Let R be a rectangle containing all splinegons in S, and F denote the free space inside R. We view both s and t as two special splinegons in S.
The first step is to decompose F into regions each of which has at most four sides and at most three neighbors (see Fig. 3 ). This decomposition, called bounded degree decomposition, serves the same purpose as a usual triangulation in the polygonal domain case. Melissaratos and Souvaine [21] computed a bounded degree decomposition for a simple splinegon in linear time. By extending the triangulation algorithm for the polygonal domain case [2] and applying the algorithm in [21] , we present an O(n + h log 1+ h) time algorithm for computing a bounded degree decomposition of F , denoted by BDD(F ). The details of this step are omitted.
The second step is to compute a corridor structure in BDD(F ), which consists of O(h) corridors and O(h) junction regions (see Fig. 3 ). Each corridor contains an hourglass, either open or closed (see Fig. 4 ). An open hourglass contains two convex chains. A closed hourglass contains two "funnels" with a corridor path connecting the two apices of the two funnels. Each side of a funnel is also a convex chain. As in [18] , the above O(h) convex chains from the corridors can be used to partition the space in R into a set S of O(h) convex splinegons of totally O(n) vertices with pairwise disjoint interior such that a shortest s-t path for our original SPSD problem is also a shortest s-t path avoiding the interior of the convex splinegons of S and possibly utilizing some corridor paths. Thus, in addition to the presence of the O(h) corridor paths, our SPSD problem is reduced to an instance of the convex SPSD. All the above computation can be performed in O(n + h log h) time. The key is to solve the convex SPSD problem on S .
To solve the convex SPSD on S , we define a relevant visibility graph G (see Fig. 2 ), as follows. Let k be the number of all free common tangents of the O(h) convex splinegons in S ; thus k = O(h 2 ). The node set of G consists of the endpoints of the free common tangents. Hence G has O(k) nodes. Each free common tangent defines an edge in G. For every splinegon S ∈ S , its boundary portion between any two consecutive nodes of G along the boundary of S also defines an edge. Thus G has O(k) edges. Clearly, a shortest s-t path in the free space of S corresponds to a shortest path from s to t in G (both s and t are nodes in G). Therefore, to solve the convex SPSD, we need to solve two subproblems: Constructing G and computing a shortest s-to-t path in G.
The third step solves the first subproblem, i.e., constructing G, in O(n + k + h log h) time. This step, which is interesting in its own right, is presented in Section 4.
The fourth step solves the second subproblem: Finding a shortest path from s to t in G. Since G has O(k) nodes and O(k) edges, simply running Dijkstra's algorithm on G would take O(k log k) time. To avoid the log k factor, we extend the approach in [4] for computing a shortest path among pseudodisks, where a subproblem is to compute the Voronoi diagram of the convex splinegons in S . We show that this Voronoi diagram can be computed in O(n + h log h) time. This step is given in Section 5.
The last step, in Section 6, is to incorporate the O(h) corridor paths into the algorithm for the convex SPSD on S to obtain a shortest path for our original SPSD problem.
THE CORRIDOR STRUCTURE
In this section, based on BDD(F) we compute a corridor structure to somehow reduce our original problem on SPSD to an instance of the convex SPSD. Our algorithm generalizes the approach in [18] for the polygonal domain case.
Recall that both s and t are considered as two special splinegons in S. In addition to the splinegon vertices, the endpoints of the diagonals of BDD(F) are also treated as the vertices of BDD(F). Note that BDD(F) has O(n) vertices. Let G(F) denote the planar dual graph of BDD(F), i.e., each node of G(F ) corresponds to a region in BDD(F ) and each edge connects two nodes of G(F) corresponding to two regions sharing a diagonal. Because the splinegons in S are pairwise disjoint, the dual graph G(F ) is clearly connected, and an s-t path among the splinegons of S always exists. Since BDD(F ) is a planar structure and each region in BDD(F) has at most three neighbors, G(F ) is a planar graph whose vertex degrees are at most three. As in the polygonal domain case [18] , at least one node dual to a region incident to each of s and t is of degree three.
Based on G(F), we compute a planar 3-regular graph, denoted by G 3 (the degree of each node is three), possibly with loops and multi-edges, as follows. First, we remove every degree-one node from G(F) along with its incident edge; repeat this process until no degree-one node exists. Second, remove every degree-two node from G(F ) and replace its two incident edges by a single edge; repeat this process until no degree-two node exists. The resulting graph is G 3 (e.g., see Fig. 3 ). By a similar argument as in [18] for the polyg-onal domain case, we can show that the resulting G 3 has O(h) faces, O(h) nodes, and O(h) arcs. Each node of G 3 corresponds to a region of BDD(F), which is called a junction region (e.g., see Fig. 3 ). Removal of all junction regions from G 3 results in O(h) corridors, each of which corresponds to one edge of G 3 .
The boundary of a corridor C consists of four parts (see Fig. 4 ): (1) A boundary portion of a splinegon S1 ∈ S, from a point a to a point b; (2) a diagonal of a junction region from b to a point c of a splinegon S2 ∈ S (it is possible that S1 = S2); (3) a boundary portion of the splinegon S2 from c to a point d; (4) a diagonal of a junction region from d to a. The two diagonals bc and ad are called the doors of C. Note that the corridor C itself is a simple splinegon. Let |C| denote the number of vertices of BDD(F ) on ∂C. Note that a shortest path between two points inside a simple splinegon can be found in linear time [21] . Therefore, in O(|C|) time, we can compute the shortest path π(a, b) (resp., π(c, d)) from a to b (resp., c to d) inside C. The region HC bounded by π(a, b), π(c, d), and the two diagonals bc and da is called an hourglass, which is open if π(a, b) ∩ π(c, d) = ∅ and closed otherwise (see Fig. 4 ). If HC is open, then both π(a, b) and π(c, d) are convex and they are called the sides of HC ; otherwise, HC consists of two "funnels" and a path πC = π(a, b) ∩ π(c, d) joining the two apices of the two funnels, called the corridor path of C. Each funnel side is also convex. We process all corridors as above. The running time for processing all corridors is linear in terms of the total number of vertices of all corridors, which is at most the number of vertices of BDD(F ), i.e., O(n). Therefore, the running time for processing all corridors is O(n).
Let Q be the union of all junction regions and hourglasses. Then Q consists of O(h) junction regions, open hourglasses, funnels, and corridor paths. Let π(s, t) be a shortest s-t path for the original problem SPSD. As shown in [18] , π(s, t) must be contained in Q. Consider a corridor C. If π(s, t) contains an interior point of C and neither s nor t lies on ∂C, then the path π(s, t) must cross both doors of C, i.e., it enters C from one door and leaves C from the other. Further, if the hourglass HC for C is closed, then the corridor path of C must be contained in π(s, t). When HC is open, since both sides of HC are convex with respect to the interior of HC , if π(s, t) intersects both sides of HC , then it must contain a common tangent of the two sides such that π(s, t) goes from one side of HC to the other side via that common tangent.
With all the properties above, let Q be Q minus the corridor paths. In other words, Recall that R is a large rectangle containing all splinegons in S. As in the polygonal domain case [18] , we can partition R \ Q into a set S of O(h) pairwise disjoint convex splinegons of totally O(n) vertices (e.g., by extending an angle-bisecting segment inward from each reflex vertex) such that a shortest path π(s, t) for the original SPSD is also a shortest s-t path that does not intersect the interior of the splinegons in S but possibly contains some corridor paths. Therefore, other than the O(h) corridor paths, we have reduced our original SPSD problem to an instance of the convex SPSD.
COMPUTING THE RELEVANT VISIBIL-ITY GRAPH OF CONVEX SPLINEGONS
In this section, we construct the relevant visibility graph G for the O(h) pairwise disjoint convex splinegons in S with a total of O(n) vertices. For convenience, we slightly change the notation and consider the following problem: Construct the relevant visibility graph G for a set of h pairwise disjoint convex splinegons, P = {P1, . . . , P h }, with a total of n vertices. Let B denote the set of all free common tangents of P and let k = |B|. Our algorithm for computing B runs in
Our algorithm can be viewed as a generalization of Pocchiola and Vegter's algorithm [25] (and its preliminary version [24] ). We call it the PV algorithm. Given a set O of n pairwise disjoint convex obstacles of O(1) complexity each, the PV algorithm computes all free common tangents of O in O(n log n + K) time and O(n) space, where K = O(n 2 ) is the output size. It was also claimed in [25] (without giving any details) that the PV algorithm may be made to compute B for our problem on P in O(n log h + k) time.
In general, the PV algorithm relies mainly on the convexity of the obstacles. The needed properties also hold for our setting. The high-level scheme of our algorithm follows that of the PV algorithm, but with certain modifications. However, the most challenging task is to achieve the O(n + k + h log h) time bound for the algorithm. A similar analysis to the PV algorithm in [25] does not work for our problem (or may only obtain an O(n log h + k) time solution as claimed in [25] ). Comparing with the PV algorithm, our algorithm and analysis explore many more interesting properties and structures of the problem, which may be useful for solving other related problems as well. Further, our modifications to the scheme of the PV algorithm seem necessary (without them, it is not clear to us whether the scheme in [25] can be generalized to attain our time bound).
Preliminaries
We focus on showing how to compute B since the graph G can be constructed simultaneously while B is being computed. In the following, we call each splinegon of P an obstacle and each (curved) splinegon edge an elementary curve. Thus, the complexity of each elementary curve is O(1). We call a common tangent of two obstacles a bitangent. For ease of exposition, as in the PV algorithm [24, 25] , we assume all obstacles in P are smooth (i.e., only one tangent line touches each boundary point) and in general position (i.e., no three obstacles share a common tangent line). The algorithm can be easily generalized to the general case. To handle the case with polygons, for example, we can take the Minkowski sum of the polygons with an infinitesimally small circle.
As in [24, 25] , we define a pseudo-triangulation of the convex obstacles in P as a subdivision of the free space induced by a maximal number of pairwise noncrossing free bitangents (see Fig. 5 ). The number of free bitangents in any pseudo-triangulation of P is 3h − 3 [24, 25] .
Let T be a pseudo-triangulation and B(T ) denote the set of all free bitangents that appear in T . Any bounded free face T in T is a pseudo-triangle, and the boundary of T , denoted by ∂T , consists of three convex chains with convexity towards the interior of T . The three endpoints of the convex chains are called the cusps of T . Denote by B(∂T ) the set (b) (a) of all free bitangents on ∂T (i.e., each bitangent in B(∂T ) lies on ∂T ). For a point p on ∂T lying on an obstacle Pi, the tangent line of Pi at p is called the tangent line of T at p; for a point p lying on a free bitangent of B(∂T ), the line containing the bitangent is the tangent line of T at p. Note that if a line is tangent to T at a point p ∈ ∂T , then the line is also tangent to the convex chain of ∂T that contains p. As shown in [24, 25] , any two pseudo-triangles in T have a unique common tangent line, i.e., a line tangent to both pseudo-triangles (see Fig. 6 ). Suppose two adjacent pseudotriangles T and T in T share a bitangent b ∈ B(T ); a flip operation on b replaces b by the common tangent of T and T , which is a free bitangent and denoted by ϕ(b) (see Fig. 5 ). A flip operation produces another pseudo-triangulation. If b lies on the convex hull of P, then we let ϕ(b) be b itself.
Our algorithm for computing B, called the topological flip algorithm, performs flip operations based on a topological order, which can be viewed as a generalization of a topological sweep [9] . We define a partial order on the free bitangents and a topological structure that is maintained by our algorithm. To define the topological structure, below we assign directions to bitangents and tangent lines of pseudotriangulations, and discuss some properties.
Given a unit vector u, the u-slope of a directed line (or segment) l is defined as the angle (in [0, 2π)) of rotating u counterclockwise to the same direction as l. For an undirected line (or segment) l, its u-slope is the angle (in [0, π)) of rotating u counterclockwise to the first vector parallel to l; the direction of that vector is said to be consistent with the u-slope of l.
Consider a pseudo-triangulation T . Given a vector u, for each bitangent b ∈ B(T ), we assign to b the direction consistent with the u-slope of b. For every pseudo-triangle T of T , let bT be the bitangent in B(∂T ) with the minimum u-slope. Further, for each point p ∈ ∂T , we assign to the tangent line l(p) of T at p the direction consistent with the bT -slope of l(p), and call l(p) the directed tangent line of T at p. The bT -slope of the directed l(p) is also called the pseudo-triangle slope (or pt-slope for short) of l(p) at the point p ∈ ∂T . For any bitangent b ∈ B, suppose we assign a direction to b and p is an endpoint of b (say, p is on ∂T of a pseudo-triangle T ); then the direction assigned to b is said to be compatible with p if the directed tangent line of T at p has the same direction as b. Note that the pt-slope of any point on bT is zero. As moving on ∂T clockwise from bT , the pt-slope of the moving point increases continuously from 0 to π, until we are back to bT .
Our algorithm maintains a topological structure called good pseudo-triangulation, defined as follows. A pseudotriangulation T is said to be good (called weakly greedy in [24] ) if there is a way to assign every free bitangent b ∈ B a direction such that a partial order ≺ can be defined on the directed bitangents of B(T ) with the following properties:
(1) For each pseudo-triangle T in T , the partial order ≺ is a total order, which corresponds to the pt-slope order on B(∂T ) with respect to bT ; (2) the direction of each bitangent b ∈ B is compatible with both its endpoints; (3) 
Initialization and Algorithm Outline
Let u0 be a vector with the direction of the positive xaxis. We first compute an initial pseudo-triangulation T0 of P induced by a set {b1, b2, . . . , b 3h−3 } of free (undirected) bitangents such that (1) b1 is the bitangent in B with the smallest u0-slope, and (2) for any 1 ≤ i < 3h − 3, bi+1 is the bitangent with the smallest u0-slope in B that does not cross any of b1, b2, . . . , bi (e.g., Fig. 5 (a) is T0). As shown in [24, 25] , T0 for the obstacle set O is a good pseudo-triangulation, and can be built in O(n log n) time. Likewise, for our problem, T0 of P is also good; by generalizing the algorithm in [24, 25] , we have Lemma 1 and the proof is omitted. After computing T0, we assign to every bitangent b ∈ B(T0) the direction consistent with its u0-slope (in [0, π)). For each bitangent b ∈ B \ B(T0), as shown in [24, 25] , we can always assign a direction to b that is compatible with both b's endpoints; for the purpose of discussion, we assume that this direction has been assigned to b (the algorithm does not explicitly perform this assignment). Let T = T0. A (directed) bitangent b ∈ B(T ) is minimal if it has the smallest u0-slope among all free bitangents on the boundaries of both the left and right adjacent pseudo-triangles of b in T . A minimal bitangent always exists in a good pseudo-triangulation T [24, 25] . To compute the bitangents in B\B(T0), the topological flip algorithm keeps flipping a minimal bitangent in B(T ) and generating another good pseudo-triangulation of P. Lemma 2 (proved in [24] and applicable to our problem) shows that any minimal bitangent in B(T ) can be flipped. Once a bitangent is flipped, its direction is reversed. Hence, we only need to flip a minimal bitangent in B(T ) with a u0-slope less than π, and this ensures that the algorithm will terminate and all free bitangents in B will be generated.
The effectiveness of our algorithm hinges on its ability to perform the k flips in O(n + k) time, and the key is to determine a minimal bitangent b * of T efficiently. To this end, for each pseudo-triangle T of F , we will choose and store a critical portion of its boundary, as Awake[T ], which is used to find b * . After obtaining b * and a new good pseudotriangulation, we need to update Awake for some (two) new pseudo-triangles induced by the flip. To update Awake efficiently, we also choose and store a boundary portion of each pseudo-triangle T , as Asleep [T ] . In other words, Awake is used to find b * and Asleep is used to update Awake (Asleep itself also needs to be updated). A key difference between the PV algorithm and ours is that Asleep[T ] refers to different portions of T 's boundary.
Both Awake and Asleep are implemented as "splittable queues" [25] that support three operations: enqueue, dequeue, and split. Our algorithm uses two phases for handling each flip: Phase I computes b * ; Phase II updates Awake and Asleep. To bound the running time, it suffices to prove the following key claim: The total number of enqueue operations for all k flips is O(n + k). Actually, for each flip, only O(1) sequences of enqueue operations are needed and each sequence involves either a free common tangent or a boundary portion of a single obstacle.
A main difference between the PV algorithm and ours is on proving the key claim. In the PV algorithm, it is fairly easy: Since every obstacle is of O(1) complexity, each enqueue sequence needs only O(1) enqueue operations. Our problem is more challenging as the complexity of the boundary of an obstacle (i.e., a splinegon) can be Ω(n) and thus an enqueue sequence may take as many as Ω(n) enqueue operations. To prove the key claim, we must conduct a global analysis that requires many new observations and analysis techniques, which is the most challenging part.
Conducting the Flips
Given T0, we determine the set of minimal bitangents in B(T0), denoted by C. Then, we take an arbitrary bitangent b from C, flip b, and update C. We repeat this process until C = ∅ (by then B is obtained). Again, the key is to perform all k (= |B|) flips in O(n + k) time.
Let T be a good pseudo-triangulation. For any bitangent t in B(T ), denote by Ltri(t) (resp., Rtri(t)) the pseudotriangle of T (if any) that is bounded by the directed t and is on the left (resp., right) of t. Suppose we are about to flip a minimal bitangent b in T . Let R = Rtri(b) and L = Ltri(b). To compute ϕ(b), an easy way is to walk clockwise along ∂R and ∂L synchronously, starting from b, until finding ϕ(b). But, this is too expensive. A more efficient approach is to "jump" to a certain location on ∂R and ∂L and then do the synchronous walking. To do so, we need some "crucial points" on ∂T for each pseudo-triangle T ∈ T , as follows.
For any directed free bitangent b, we denote its two endpoints by T ail(b) and Head(b), respectively, such that b's direction is from T ail(b) to Head(b), and call them tail and head of b.
Consider a pseudo-triangle T ∈ T . We define the basepoint of T , denoted by pT , to be the tail of bT (i.e., the smallest u0-slope bitangent in B(∂T )) if T = Rtri(bT ), and the head of bT if T = Ltri(bT ). Starting at pT , if we move along ∂T clockwise, the successive cusps of T encountered are denoted by xT , yT , and zT (if pT is a cusp, we let it be zT ). The forward (resp., backward) T -view of any point p on ∂T is the intersection point of ∂T with the directed tangent line l(p) of T at p, lying ahead of p (resp., behind p). Let qT denote the special point on ∂T whose forward (resp., backward) T -view is pT if T = Rtri(bT ) (resp., T = Ltri(bT )) (e.g., see Fig. 7 ). For any two points p1 and p2 on ∂T , let p1p2 denote the portion of ∂T from p1 clockwise to p2. For a pseudo-triangle T , a point p ∈ ∂T is said to be awake if and only if p ∈ xT qT (see Fig. 7 ). We let Awake[T ] represent the awake portion xT qT of ∂T . Also, we let Asleep[T ] represent the portion wT pT of ∂T , where the point wT = qT if qT ∈ yT zT and wT = yT if qT ∈ yT zT . Note that our definition of Asleep[T ] is different from that in [24, 25] , in which Asleep[T ] represents wT zT .
To perform a flip on b, we use Awake[T ] to find ϕ(b) and use Asleep[T ] to help update Awake[T ]. After every flip, Awake[T ] and Asleep[T ] are updated accordingly. Both Awake[T ] and Asleep[T ] are stored as splittable queues, which support three types of operations on a list: (1) enqueue an atom, either at the head or the tail of the list; (2) dequeue the head or the tail of the list; (3) split the list at an atom x, which is preceded by a search for x in the list. An atom can be a bitangent or an elementary curve. Further, an elementary curve may be divided into multiple pieces by the endpoints of some free bitangents in a good pseudotriangulation, in which case an atom may be only a portion of an elementary curve. In any case, the complexity of each atom is O (1) . A data structure for splittable queues was given in [24, 25] , whose performance is shown below.
Lemma 3. [24, 25] A sequence of O(n + k) enqueue, dequeue, and split operations on a collection of n initially empty splittable queues can be performed in O(n + k) time.
For a pseudo-triangle T , a portion of ∂T is called an obstacle arc if that portion lies entirely on the boundary of a certain obstacle.
Initially, we compute Awake[T ] and Asleep[T ] for each pseudo-triangle T in T0, using O(n) enqueue operations.
Consider a flip on a minimal bitangent b in the current good pseudo-triangulation T (initially, T = T0). Let R = Rtri(b) and L = Ltri(b). Let b * = ϕ(b), p * = T ail(b * ), and q * = Head(b * ). Let T be the resulting pseudo-triangulation after the flip. Let R = Rtri(b * ) and L = Ltri(b * ). To maintain the minimal bitangents in T , we need to find the bitangent with the smallest u0-slope in B(∂T ) (i.e., bT ), for each T ∈ {R , L }. Below, we only discuss the case for R (the case for L is similar).
Let b R be the next bitangent of b in B(∂R) clockwise along ∂R (i.e., b R is the bitangent in B(∂R) \ {b} with the minimum u0-slope). Let ΓR be the portion of ∂R from Head(b) clockwise to the first encountered point of b R . Clearly, ΓR is an obstacle arc, and b R is one of the two bitangents b R and b * (the one with a smaller u0-slope). As in [24, 25] , there are three main cases (see Fig. 8 ). Case 1: b and b R are not separated by the cusp xR of R (i.e., ΓR does not contain xR). Then R (= Rtri(b * )) is also Rtri(b R ) and p * does not lie on ΓR. Thus, b R is b R .
Case 2: b and b R are separated by xR and p * does not lie on ΓR. Then b R is b R . In this case, xR is either Head(b R ) (see Fig. 8 ) or Head(b). As in [24, 25] and shown later, R is also Ltri(b R ).
Case 3: b and b R are separated by xR and p * lies on ΓR. Then, b R is b * (e.g., see Fig. 8 ).
In the following, we divide the processing of a flip on b into two phases as in [24, 25] 
Phase I of a Flip Operation
Let q R be the point on ∂R whose forward R-view is T ail(b R ) (see Fig. 7) ; similarly, let q L be the point on ∂L whose backward L-view is Head(b L ) (similar to b R , b L is the next bitangent of b in B(∂L) clockwise along ∂L). To compute b * = ϕ(b), Cases 2 and 3 are handled in the same way while Case 1 is different. For now, we assume that we already know whether it is Case 1, and further, when Case 1 occurs, we know b R . We will show later how to detect the cases and find b R for Case 1. An easy but useful observation is that p * = T ail(b * ) must be on xRqR (= Awake[R]), and in Case 1, p * is even on q R qR. Similarly, q * = Head(b * ) lies on xLqL (= Awake[L]), and even on q L qL in Case 1. To compute b * , we walk clockwise along ∂R and ∂L synchronously, as follows. In Cases 2 and 3, the walk on ∂R starts at xR; in Case 1, we first split Awake[R] at q R and then start walking from q R . The split operation on Awake[R] at q R in Case 1 is preceded by a search for q R in Awake [R] , which is guided by the position of T ail(b R ) with respect to the directed tangent lines of R at the endpoints of the atoms in Awake [R] . Similar things are done on ∂L.
We perform the following three main steps for computing the endpoints p * and q * of b * .
Step ( Step (2): Compute b * . To do so, the synchronous walks on ∂R and ∂L can be implemented by dequeuing atoms from AwakeM ax [R] and AwakeM ax[L], until p * and q * are found.
Step (3): Note that the atom at one end of AwakeM ax[R] now contains p * . We cut that atom at p * by setting p * as an endpoint such that AwakeM ax[R] now represents the portion p * qR. We do similar things for AwakeM ax [L] and q * (AwakeM ax[L] thus represents the portion q * qL).
These steps can be done at the cost of at most two split operations (at Awake [R] and Awake[L]), followed by multiple successive dequeue operations, but no enqueue operation is needed at all.
To determine whether Case 1 occurs and find b R in Case 1, we use the following preparing procedure. We walk from Head(b) along ∂R clockwise until first encountering either b R or xR. If we encounter b R first, then it is Case 1 and we have b R as well. Otherwise, it is Case 2 or Case 3.
This finishes the description of Phase I.
Phase II of a Flip Operation
In Phase II, our task is to compute Awake Hence, we assume all of them are already known.
Recall that a splittable queue, e.g., Awake[T ] for a pseudotriangle T , represents a list of consecutive atoms on ∂T . We define the head and tail of the queue such that if moving from the head to the tail along the list, it is clockwise on ∂T . Note that the splittable queue allows to enqueue an atom at either the head or the tail of the queue. Recall that pT is the basepoint of T . For two points p1 and p2 on ∂T , if p1 ∈ pT p2, we say p1 is before p2; otherwise, p1 is after p2 (when p1 = p2, p1 is both before and after p2). In the following discussion, when a point p is on both ∂R and ∂L (resp., ∂R), we sometimes do not differentiate whether p is on ∂R or ∂L (resp., ∂R). p * is after w R , which is either q R or y R . Clearly, zL ∈ z R p R . Hence, b * is asleep on ∂R , and q * zL, which is stored in AwakeM ax [L] , is part of Asleep[R ]. Thus, we first set
Case 1
If y R = p * , then since p * is after q R = q R , w R = y R = p * . Thus we are done with computing Asleep[R ].
If y R = yR, then starting at p * , we enqueue atoms along ∂R counterclockwise to the head of Asleep[R ] until we first encounter q R or yR. Note that the first point of q R (= q R ) or yR (= y R ) thus encountered is w R .
This completes the construction of Asleep[R ].
Case 2
In Case 2, recall that b R = b R and R = Ltri(b R ). Note that x R is yR or p * , y R is yL or q * , and z R is zL or xR. Depending on whether xR is Head(b R ) or Head(b), there are two subcases. Case 2.1: xR = Head(b R ) (see Fig. 8 ) and Case 2.2: xR = Head(b) (see Fig. 9 ). In Case 2.1, z R = xR and in Case 2.2, z R = zL.
In Case 2.1,
Recall that AwakeM ax [L] represents q * zL on ∂L. Regardless of whether x R is yR or p * , both b and the portion q * zL are awake on ∂R , i.e., part of x R q R . Thus, we first set Awake[R ] = AwakeM ax[L] and then enqueue zLxR of ∂R to the tail of Awake[R ]. We also enqueue b * to the head of Awake[R ]. Now Awake[R ] represents p * q R . Recall that x R is either yR or p * . If x R is p * , then we are done with computing Awake[R ]. Otherwise (x R = yR), we enqueue yRp * to the head of Awake[R ]. This completes the construction of Awake[R ] for Case 2.1. In Case 2.2, recall that z R = zL. We first compute Awake[R ] which represents x R q R . Clearly, x R is before q R on ∂R . Since we know b * and the basepoint p R of R , by checking the position of p R with respect to the line containing b * , we can determine whether q R is before p * on ∂R in O(1) time. Depending on whether q R is before p * on ∂R , there are two subcases.
If q R is before p * on ∂R , i.e., q R ∈ p R p * , recall that x R is either yR or p * in Case 2, and x R is before q R on ∂R . Since q R is before p * , x R is before p * , and thus x R = yR. We first set Awake[R ] = ∅, and then starting at x R , we enqueue the atoms to the tail of Awake[R ] along ∂R clockwise until we find q R . Now Awake
If q R is after p * on ∂R , i.e., p * ∈ p R q R , then clearly, q * ∈ p R q R . As can be easily seen, q R is before qL on ∂R (see Fig. 9 ). Hence q R lies on q * qL of ∂L, which is stored in AwakeM ax [L] . We set Awake[R ] = AwakeM ax [L] , and then dequeue atoms from the tail of Awake[R ] until we find q R . Now Awake[R ] represents q * q R . We then enqueue b * to the head of Awake[R ]. Now Awake[R ] represents p * q R .
Recall that x R is either yR or p * . If x R = p * , then we are done with constructing Awake[R ]. Otherwise (x R = yR), we enqueue yRp * to the head of Awake[R ].
This finishes the construction of Awake[R ] for Case 2.2.
Next, we compute Asleep[R ] (for Case 2.2), which represents w R p R . Recall that w R is q R or y R , and y R is either q * or yL. Below, we will show (implicitly) in a constructive manner that wLpL, which is stored in Asleep[L] , is part of w R p R . The point wL is either qL or yL. We need to discuss the relations among the positions of q * , yL, q R , and qL. Recall q R is before qL on ∂R (see Fig. 9 ) and q * is before qL on ∂L.
We If wL = yL, then yL is after qL on ∂L. Since q * is before qL on ∂L, q * is before yL on ∂L, implying y R = yL. Because yL is after qL, qL is before y R (= yL). Since q R is before qL on ∂R and qL is before y R on ∂R , q R is before y R on ∂R . Thus, w R is y R , which is yL (= wL). Therefore, we are done with the construction of Asleep[R ].
If wL = qL, then yL is before qL on ∂L and thus 
Case 3
In Case 3 (see Fig. 10 
We first compute Awake[R ], which represents x R q R . Below, we will show (implicitly) in a constructive manner that wLpL, which is stored in Asleep[L], is part of x R q R . We set Awake[R ] = Asleep[L] and then enqueue xRp * (= pLq R ) to the tail of Awake[R ]. Now Awake[R ] represents wLq R . Recall that wL is either yL or qL, and qL is after q * on ∂L.
If wL = yL, then qL is before yL on ∂L. Thus yL is after q * on ∂L and x R is yL (= wL). We are then done with computing Awake[R ].
If wL = qL, then qL is after yL on ∂L, i.e., yL ∈ xLqL. If x R = q * , then q * is on yLzL; otherwise, x R = yL. In either case, x R qL lies on yLqL. We then enqueue x R qL to 
The Time Complexity
A key lemma that we need to prove is the following. Recall that the initialization of our algorithm performs O(n) enqueue operations, and no enqueue occurs in Phase I at all. By Lemma 4, the total number of enqueues in the entire algorithm is O(n + k). Thus, the total number of dequeues in the entire algorithm is also O(n + k) since it cannot be bigger than the total number of enqueues. Further, at most two splits are needed for each flip in Phase I, and no split is used in Phase II, implying that the total number of splits in the algorithm is O(k). Thus, there are totally O(n + k) operations on the splittable queues in the entire algorithm. By Lemma 3, the total time for performing all k flip operations is O(n + k).
In addition, we can prove that the overall time of the preparing procedure (used only in Phase I) in the entire algorithm is O(n + k). We omit the proof.
We conclude that all k flips can be performed in O(n + k) time. Therefore, the overall running time for computing all free bitangents in B is O(n + h log h + k). At any moment of the algorithm, the space needed is for storing the current good pseudo-triangulation and all splittable queues, which is O(n). If we incorporate the needed graph information into the above algorithm, then the relevant visibility graph G can be built in the same amount of time.
It remains to prove the key lemma (Lemma 4), which is the most challenging part.
As in the PV algorithm [24, 25] , only a constant number of "enqueue sequences" are involved in Phase II for each flip and each enqueue sequence is on either a free bitangent or a boundary portion of one single obstacle (see Phase II for more details of this). For the PV algorithm, since every obstacle is of O(1) complexity, each enqueue sequence can be implemented as O(1) enqueue operations. Consequently, Lemma 4 easily follows in [24, 25] . For our problem, however, since the complexity of an obstacle can be Ω(n), each enqueue sequence may take as many as Ω(n) enqueue operations. Thus, the simple proof for the PV algorithm does not appear to work for our problem. To prove the key lemma, we instead conduct the analysis in a global fashion, as follows.
As one of our key ideas, we introduce a new concept "reverse", which was not used in [24, 25] . Consider a flip on a free bitangent b in Phase I (everything here, such as b * , b R , R, L, ΓR, etc., is defined in the same way as in Sections 4.3 and 4.4). Let p be a point on ∂T of a pseudo-triangle T in the current good pseudo-triangulation T before the flip such that p lies on an obstacle P . Let l1(p) be the directed tangent line of T at p. Suppose after the flip of b, p lies on ∂T of a new pseudo-triangle T ( = T ); let l2(p) be the directed tangent line of T at p. By the definition of tangent lines of a pseudo-triangle, both l1(p) and l2(p) are tangent to the obstacle P at p. Since by our assumption, the boundary of each obstacle is smooth, l1(p) and l2(p) lie on the same undirected line. But, it is possible that l1(p) and l2(p) have opposite directions (e.g., if p is on ΓR \ {T ail(b R )} in Case 1; see Fig. 8 ). When this occurs, we say that the point p is reversed due to the flip of b. Note that p can be reversed only if the pseudo-triangle T is either R or L.
For example, in Case 1 (resp., Case 2), all points on ΓR except the endpoint T ail(b R ) (resp., Head(b R )) are reversed (see Fig. 8 ). In Case 3, all points on xRp * \ {p * } (here, xR = Head(b)) are reversed (note xRp * is part of ΓR). Of course, the algorithm does not do the "reversal" explicitly.
For any atom, if it is (part of) an elementary curve, then we say that it is reversed if all its interior points are reversed; if it is a bitangent t, then it is reversed if the direction of t is reversed.
Our general proof strategy is to associate the enqueue operations in Phase II of the entire algorithm with different "classes" of operations and prove a bound for each such class. For this, we denote by nE the number of enqueue operations in Phase II of the entire algorithm, by nQ the number of all reversed atoms in the entire algorithm, by nD the number of dequeue operations in Phase I of the entire algorithm, and by nS the number of certain special enqueue operations in Phase II of the entire algorithm. Recall that k = |B|.
To prove Lemma 4 is to show nE = O(n + k). To this end, we prove that nE ≤ nQ + nD + nS + k and nQ = O(n + k), nD = O(n + k), and nS = O(n + k). We omit the detailed proofs and only sketch the main idea below.
First of all, a key observation we prove is that any point on any obstacle boundary can be reversed at most once in the entire algorithm. This observation easily lead to nS = O(n + k). To prove nQ = O(n + k), in addition to the above key observation, we also show that the total number of all atoms involved in the algorithm is O(n + k). To prove nD = O(n + k), we show that every atom can be dequeued at most O(1) times in Phase I of the entire algorithm. To prove nE ≤ nQ + nD + nS + k, we show that for any enqueue operation in Phase II, say, on an atom A, A must belong to one of the following cases: a reversed atom, an atom dequeued in Phase I, the current enqueue on A being a special enqueue operation, or a free bitangent in B.
FINDING A SHORTEST PATH IN THE RELEVANT VISIBILITY GRAPH
In this section, we compute a shortest path from s to t in G, which is the relevant visibility graph of the O(h) pairwise disjoint convex splinegons in S with a total of O(n) vertices. Recall that k is the number of the free common tangents of all splinegons in S . For convenience, we assume that the number of convex splinegons in S is h and the total number of splinegon vertices is n. Let S = {S1, S2, . . . , S h }.
To find a shortest path from s to t in G, since G has O(k) nodes and O(k) edges, simply running Dijkstra's algorithm on G would take O(k log k) time. To avoid the log k factor, we transform G to a coalesced graph G c such that: (1) G c has only O(h) nodes and O(k) edges; (2) a shortest s-t path in G corresponds to a shortest s-t path in G c , which can be found in O(h log h + k) time. This approach is quite similar to that in [4] for computing a shortest s-t path among n convex pseudodisks of O(1) complexity each. In general, the approach in [4] relies only on the convexity of the objects involved and thus is applicable to our problem setting. Note that the idea of using a coalesced graph was first proposed by Hershberger and Guibas [13] , but the definition of the coalesced graph and its construction in [4] are both different from those in [13] . We extend the method in [4] to solving our problem in the splinegon setting.
As the approach in [4] , a key to our algorithm is to compute a set of O(h) "distinguished points" on the boundaries of the splinegons in S , which are then used to construct G c . By a proof similar to that in [4] , a set of O(h) distinguished points can be obtained easily once the Voronoi diagram of the convex splinegons in S is available. Denote by VD(S ) the Voronoi diagram of the h convex splinegons in S . The next lemma follows from the results in [4] . It remains to compute VD(S ). For the convex polygon case (i.e., all splinegons in S are convex polygons), VD(S ) can be computed in O(n+h log h) time [20] . By generalizing the algorithm in [20] , VD(S ) for the convex splinegon case can also be computed in O(n + h log h) time. We omit the details. Thus, we have the following theorem. Hershberger [12] proposed another simple way to compute the distinguished points in the same time complexity.
WRAPPING THINGS UP
We now show how to find a shortest s-t path for our original SPSD problem on the splinegon set S. In Section 3, we build a corridor structure to obtain O(h) corridor paths and a set S of O(h) convex splinegons of totally O(n) vertices with pairwise disjoint interior such that a shortest s-t path for SPSD is also a shortest s-t path avoiding the convex splinegons in S and possibly utilizing some corridor paths. In Section 5, based on S , we construct a coalesced graph G c such that: (1) G c has only O(h) nodes and O(k) edges;
(2) a shortest s-t path avoiding the convex splinegons in S corresponds to a shortest s-t path in G c .
To compute a shortest s-t path for our original SPSD problem, our final step is to incorporate the O(h) corridor paths into the graph G c to obtain a new graph G c a such that a shortest s-t path for SPSD corresponds to a shortest s-t path in G c a , as follows. Recall that a corridor path connects the two apices of two funnels. When building G c , in addition to other distinguished points, we also treat all the O(h) funnel apices as distinguished points. In this way, every funnel apex defines two vertices in G c since every distinguished point defines two vertices in G c (refer to [4] on this). Consider a corridor path connecting two funnel apices u and v. Suppose the two vertices in G c defined by u (resp., v) are u1 and u2 (resp., v1 and v2). After obtaining G c , we add to G c eight directed edges (u1, v1), (u1, v2), (u2, v1), (u2, v2), (v1, u1), (v1, u2), (v2, u1), and (v2, u2), whose weights are the length of the corresponding corridor path. We do this for each corridor path, and then obtain G c a . Since there are O(h) corridor paths, the graph G c a , which still has O(h) nodes and O(k) edges, can be constructed in O(n + h log h + k) time. A shortest s-t path for SPSD can then be computed by running Dijkstra's algorithm on G c a , in O(h log h + k) time. In summary, we have the following result.
Theorem 2. Given two points s and t and a set S of h splinegons of totally n vertices with pairwise disjoint interior in the plane, a shortest s-t path in the free space can be computed in O(n + h log 1+ h + k) time, where k is the size of the relevant visibility graph and k = O(h 2 ).
CONCLUSIONS
We present an efficient algorithm for computing shortest paths among curved obstacles in the plane. Even if applied to polygonal obstacles, our algorithm is faster than the previous best O(n log n) time solution when the number of obstacles is small (e.g., h = o( √ n log n)). As a subproblem that is interesting in its own right, we give an output sensitive algorithm for computing the relevant visibility graph of convex curved obstacles; even if applied to convex polygonal obstacles, our algorithm is better than the previous best O(n + h 2 log n) time solution.
ACKNOWLEDGMENTS
The research of Danny Chen was supported in part by NSF under Grants CCF-0916606 and CCF-1217906.
