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Abstract
A proof of a localized version of the proven entropy conjecture forC∞ smooth maps is given. This
allows for computational methods for bounding topological entropy through properties of the Conley
index. Chaos can then be determined by a non-global index calculation robust under possibly large
(and noisy) perturbations. In addition, a proof of a Wazewski’s Principle for time series analysis is
given which allows for lifting of entropy to the observed dynamical system under certain conditions.
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1. Introduction
Topological entropy is a number that indicates the mixing of the topological space under
iterates of a continuous self-map. If a map has positive topological entropy, it exhibits
complex behavior. In information theory, entropy is important for describing how much
information can be communicated by orbits of a map in some fixed amount of time.
Finding a lower bound on entropy can be important for understanding how efficiently a
communication system works.
E-mail address: baker@upb.de (A.W. Baker).
1 Current address: Chair of Applied Mathematics, Department of Mathematics and Computer Science, University
of Paderborn, D-33095 Paderborn, Germany. Web page: www.math.gatech.edu/~baker.
0166-8641/02/$ – see front matter  2002 Published by Elsevier Science B.V.
PII: S0166-8641(01)0 00 83 -9
334 A.W. Baker / Topology and its Applications 120 (2002) 333–354
Topological entropy
Let (X,d) be a compact, topological space with metric d and f :X→X, a continuous
map. There are several equivalent definitions for topological entropy on compact metric
spaces. We use a definition based on spanning sets.
Definition 1. Let k ∈N and let δ > 0. Define (X,dk) to be a metric space with the metric
dk(x, y)= max
0i<k
d
(
f i(x), f i(y)
)
,
where (f 0 := idX). A (k, δ)-spanning set is a set Y ⊂ X such that for all x ∈ X there
exists y ∈ Y such that dk(x, y) < δ. Define rk(δ, f ) to be the smallest cardinality of any
(k, δ)-spanning set.
Let
h(δ, f )= lim sup
n→∞
1
n
log rn(δ, f ).
The topological entropy of f is
h(f )= sup
δ>0
h(δ, f )= lim
δ→0h(δ, f ).
This definition can be extended to entropy of maps on metric spaces that are not
necessarily compact (see [1,16]). We define entropy only for compact spaces. This will
suffice even though we work in spaces that are only locally compact, since we always
restrict our maps to compact invariant sets.
An important concept when studying entropy is the non-wandering set, NW(f ). A point
x is a non-wandering point of f if for every neighborhood U of x there exists N > 0
such that f N(U) ∩ U = ∅; NW(f ) is the set of all such points. The usefulness of the
non-wandering set is seen from the following proposition [16].
Proposition 1. If X is compact, NW(f ) is a positively invariant set and h(f ) =
h(f |NW(f )). If f is invertible, NW(f ) is invariant.
One of the difficulties in working with entropy is that it is not a continuous function; i.e.,
arbitrarily small perturbations can cause large changes in the entropy. A simple example
borrowed from [3] is the one parameter family of maps on the one point compactification
of C given by
gλ : z→ λz2. (1)
In the case when λ > 1, the dynamics is gradient like with 0 and ∞ being an attractor-
repeller pair. In this case, the NW(gλ)= {0,∞}. If the non-wandering set is a finite number
of points, the entropy must be zero. The entropy for g1 is log(2) while all parameters
greater than zero have entropy 0. This problem causes difficulty when trying to compute
the entropy numerically, where often a perturbation of the original map is studied. Of
course, computing the entropy of the perturbation tells us nothing about the entropy of the
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original map, just as computing the entropy of g1 tells us nothing about the entropy of gλ
where λ > 1.
Since entropy is discontinuous and difficult to compute rigorously, the best that we can
hope for is to bound the entropy. One such bound has been conjectured by Shub, and is
known as the entropy conjecture [13] .
Entropy Conjecture. Let f :M→M be a C1 map of a compact manifold then
h(f ) log sp(f∗),
where f∗ :H∗(M,R)→H∗(M,R).
For those unfamiliar with homology theory (see [10]), a continuous map f :X → X
induces a homomorphism f∗ from the homology of X to itself. The homology of X in
this paper is taken over R and is denoted by H∗(X,R) or simply H∗(X), so when finite
dimensional H∗(X)≈ Rk for some k and f∗ can be represented as a matrix. The notation
sp(A) is the spectral radius of the linear map A defined as sp(A)= limn→∞ ||An||1/n.
While the conjecture is still open there have been many advances made. For a history
of the conjecture, see [12]. The work that is of particular interest is that of Yomdin. After
various specialized cases were proved, Yomdin [17] proved the conjecture for f ∈ C∞.
We refer to the C∞ case as Yomdin’s inequality. A simple, non-invertible example which
demonstrates the need for some smoothness is g = gλ where λ= 12 . This map is not smooth
at infinity and sp(g∗)= 2.
The entropy conjecture requires the calculation of a global object, the homology and
the induced map, to produce a lower bound on entropy. From an applications viewpoint,
there are drawbacks to the entropy conjecture. The first is that data is needed on a global
scale in order to calculate homology to bound the entropy. Instead, we would restrict our
understanding to only a small portion of our total space; for instance only on an attractor or
just a portion of an attractor. The second drawback is the requirement that the underlying
space be a compact manifold with no boundary. The smooth manifolds we are interested
in are often spaces in which the algebraic topology is trivial or the spaces are not compact.
The interest in studying differential equations and maps in Rn illustrates the point.
To deal with these problems, we turn Yomdin’s inequality into a tool in which we can
make local computations or observations and still find lower bounds on entropy. We prove
a localized version of Yomdin’s Inequality based on the Conley index. Before proceeding,
we give a brief introduction to the Conley index.
Invariant sets, index pairs, and the Conley index
The Conley index is a strong tool for studying dynamics that has far-reaching effects.
It has already been used to prove the existence of periodic orbits and connecting orbits as
well as semi-conjugacies onto the shift map on two symbols. The proof that the Lorenz
equations are chaotic for classical parameter values is a non-trivial use of the Conley
index [6].
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The Conley index is an index which assigns to an isolated invariant set a unique algebraic
map and space up to isomorphism. The index is computed by examining the dynamics in
a neighborhood of the invariant set. The index pair defines the localized dynamics for the
isolating invariant set. We now give some common dynamical systems definitions as well
as the definitions for the Conley index.
In the following definitions X is a topological metric space with only local compactness
assumed.
The most important concept in the study of dynamical systems is that of an invariant
set. A set A is invariant for f if and only if f (A) = A. The simplest such set is a fixed
point. A point x is a fixed point if f (x) = x . A strongly attracting fixed point is a fixed
point x such that f−1(x) is a neighborhood of x . The forward orbit of x is the sequence
{f k(x)}k∈N ⊂ X. An orbit through x is a sequence {xk}k∈Z ⊂ X such that f (xk−1) = xk
and x0 = x . If A is invariant then for each point x ∈ A there exists an orbit which is
contained within A.
An invariant set can be constructed from an arbitrary set A by considering the set of all
orbits within the set A. The maximal invariant set in A of the map f , denoted by Invf (A),
is the collection of all points x ∈ A such that an orbit of x is contained in A. We can see
that A is invariant if and only if Invf (A)=A.
An isolating neighborhood is a compact set N such that its maximal invariant set lies in
its interior; i.e.,
Invf (N)⊂ int(N).
S is an isolated invariant set if S = Invf (N) for some isolating neighborhood N .
The set of isolated invariant sets is an important object. One reason is that, all compact
attractors are isolated invariant sets. Another is that isolation persists under perturbation. If
N is an isolating neighborhood, then under small perturbation it is still isolating. We now
give an equally important definition.
Definition 2. Let S be an isolated invariant set. A pair of compact sets (N,L), where
L⊂N , is called an index pair for S if:
(1) S = Invf (cl(N\L)) and N\L is a neighborhood of S;
(2) L is positively invariant in N , i.e., if x ∈ L then f (x) /∈N\L;
(3) L is an exit set for N , i.e., if x ∈N and f (x) /∈N then x ∈ L.
Existence of such a pair for any isolating invariant set is shown in [9] for metric spaces.
We study the index pair in order to describe the isolated invariant set. Index pairs are
the macroscopic objects which give clues to the shape and dynamics of the microscopic
isolated invariant sets.
We can now define the induced map and space for an index pair.
Definition 3. Let (N,L) be an index pair for the map f . The induced index pair
((N,L),fN/L) will be the topological pointed space, (N/L, [L]) along with the induced
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map fN/L prescribed as follows. The induced space N/L is defined as the quotient space
given by the following map:
Q(x)=
{
x, x ∈N\L,
[L], otherwise,
where [L] is a distinguished point that is outside of the space X. The induced map fN/L is
defined as
fN/L(x)=
{
Q
(
f
(
Q−1(x)
))
, x ∈N/L\[L],
[L], otherwise.
The function above is well defined once Q−1(x) is understood to be a predetermined
point in the pre-image of the point x (in N/L\[L] there is only one choice).
The real power of the index for maps is that the induced map fN/L on the induced space
N/L is a continuous map having [L] as an attracting fixed point and an exact copy of a
neighborhood of the dynamics of the isolated invariant set. This fact allows the full toolbox
for continuous maps to be applied to the understanding of the isolated invariant set.
Index pairs do not have to be unique for a particular isolated invariant set S. An invariant
of all index pairs for a set S is the non-zero spectrum of the induced map fN/L∗ , which is
a consequence of the results in [9] by Mrozek. This invariance is captured in the definition
below.
Definition 4. Let S be an isolated invariant set and let (N,L) be an index pair for S. The
spectral radius of S is a graded set of numbers SRi (S, f ) or SRi (S) defined as
SRi (S, f )= sp(fN/Li ).
We use SR(S,f ) or SR(S) to be the maximum of SRi (S, f ) over all i .
Notice that SR(∅)= 0 which implies that if SR(S) = 0 then S = ∅. Using the definition
of spectral radius of an isolated invariant set, we can state the theorems that we prove. In
Section 2, we prove:
Theorem (A localized version of Yomdin’s inequality). Let M be a C∞ manifold and
f :M→M be continuous. Let S be an isolated invariant set. If f is C∞, on some neigh-
borhood of S then
h(f |S) log SRi (S, f )
for all i ∈N.
With a topological theorem such as this and with some computation and analysis, we can
say a great deal about a given dynamical system. Our primary interest in such theorems is
that we can compute and verify for a particular system. In particular, the Conley index
has been shown to be computable. An important result of Szymczak [15] is that if f is
a continuous map on a smooth manifold, then there exists an index pair which can be
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represented as a finite union of cubes. Moreover, it is shown that given a multivalued map
F that maps cubes of the space to sets of cubes of the space, there is a linear time algorithm
for finding isolating neighborhoods and index pairs within an initial guess region for any
f , a continuous selector of F (i.e., a single valued map such that f (x) ∈ F(x)). This turns
the calculation of the Conley Index into a combinatorial problem in which the dynamics is
represented by a multivalued map.
The concept of the multivalued map is very important when numerically studying flows
or maps as well as time series data. The precision of a computer, error bounds for a
numerical scheme, and the error of measurements in a physical system can all be modeled
as multivalued maps. If we had to iterate the multivalued map in order to make statements
about the dynamics, we would never use them. The beauty of the multivalued map comes
from the ability to convert it into an algebraic topological tool. As long as the multivalued
map is a “good” approximation of the original dynamics, in which “good” means that the
image of each point is contractible or weaker – acyclic, we can apply homology and obtain
a single valued linear map which agrees with each continuous selector’s homological map.
In the case of time series, we will need to work harder since we can not guarantee that the
images are acyclic. So, from the numerical approximation of our model which may not
have been very “good”, we can obtain rigorous algebraic properties of the dynamics.
It should be noted that the computability has been demonstrated in many cases to prove
numerous, rigorous statements about specific dynamical systems. Several programs written
by the author are used for analyzing various maps as well as time series.
Time series analysis
As an application and in many ways a motivation for the work done, we consider time
series and how to relate the Conley index and the localization of Yomdin’s inequality to
their analysis. Much of the introductory work on this subject can be found in [7].
A time series is, in simple terms, a set of finite sequences made up of consecutive
observations or measurements from a dynamical system. Each consecutive observation
is taken at approximately regular time intervals. An observation is a function from the
underlying topological space to R. For our purposes, the dynamical system being studied
is a deterministic system. This means our observation function must be multivalued with
error bounds built in to accommodate inaccuracies in measurements and in reading times
(which can be treated as small perturbations of our dynamical system). In addition there
is an actual reading, a correct measurement, a single valued function from the underlying
topological space toR. For our purpose, we require this function to be a continuous selector
of our multivalued observation function.
To introduce dynamics in our time series analysis, we use delay reconstruction
coordinates [11] which creates a relation or a multivalued map from a subset of Rn to
itself where n, the reconstruction dimension, is freely chosen. The subset of Rn, denoted
by Dn, for which the relation is defined is the collection of all n-tuples of consecutive
observations. The graph of the relation is obtained by considering the collection of all
points (πf (s),πl(s)) ⊂ Rn × Rn such that s ∈ Dn+1 where πf and πl are the first and
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last n coordinates, respectively. To accommodate error, this set will have to be “fattened”
somewhat, for instance, by taking small l∞ balls around each point. We then have a
multivalued map whose dynamics can be approached via Conley index calculations. How
we lift these calculations to the original dynamics is what is interesting.
One way to apply the index calculations to the original dynamics is to find the embedding
dimension for the time series. Then, an index pair for the time series data will lift directly
as an index pair for the original dynamics. The difficulty is, first, to find the embedding
dimension and second, to do the calculation in that high dimensional space. Instead we
take the approach of calculating an index in the observed space and inferring algebraic and
dynamical information.
We prove, under certain conditions, Wazewski’s Principle for time series. Wazewski’s
Principle for time series says that a non-trivial index for the time series map implies a
lifting to a non-trivial index of the original dynamical system. We also show, under the
same conditions, that the multivalued spectral radius (defined in Section 3) lifts, implying
a lower bound for the entropy of the original dynamics provided it is C∞.
The paper proceeds with a proof of the localized version of Yomdin’s inequality,
followed with a introductory treatment of multivalued maps as they pertain to calculation
of index pairs and homology, and concluding by applying the results to time series.
2. The localization of Yomdin’s inequality
The goal of this section is to prove the localized inequality which we restate here. This
theorem combines a local calculation of the Conley index with the algebraic inequality of
the entropy conjecture.
Theorem (A localized version of Yomdin’s inequality). Let M be a C∞ manifold and
f :M → M be continuous. Let S be an isolated invariant set. If f is C∞, on some
neighborhood of S then
h(f |s) log SRi (S, f )
for all i ∈N.
It should be noted that we are actually proving an equivalence of two statements. We
prove that if the entropy conjecture holds for Cr maps, then the localized inequality for the
same smoothness holds. The opposite implication can be seen by choosing (M,∅) as an
index pair, from which it follows that the two statements are actually equivalent.
In the process of proving the localized inequality, we extend the proof of the entropy
conjecture for C∞ maps to manifolds with boundary.
Theorem 1. Let M be a compact manifold with boundary δM (i.e., δM = ∅). Let
f :M→M be continuous such that f (M)⊂M\δM and f is C∞ on M\δM . Then
h(f ) log sp(f∗).
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As a corollary, we show a similar inequality for attractors.
Corollary 1. Given U ⊂RN , open and bounded, such that f is C∞ on U and f (U)⊂U
and f (U) is compact then
h(f |Invf (U) ) log sp(f |U∗).
Proof. This follows because we can find a V ⊂ U such that V is a C∞ manifold with
boundary, f (U)⊂ V , and the inclusion map is an isomorphism on homology. ✷
2.1. The proof of the localized inequality
The technique for proving the localized inequality is to embed the local smooth
dynamics into a smooth manifold and dynamical system which is algebraically similar
to an induced index pair. This requires several approximations which do not change the
algebraic or essential dynamical properties (i.e., the entropy) of the map.
As a building block, we use the following theorem from differential topology [5].
Theorem 2. Let U ⊂ Rm and V ⊂ Rn be open subsets, and f :U → V a Cr map. Let
K ⊂U be closed and W ⊂U open, such that f is Cs on a neighborhood of K −W . Then
every neighborhood of f in CrS(U,V ) contains a Cr map h :U → V which is Cs in a
neighborhood of K , and which equals f on U −W .
The next several lemmas show that we can make certain perturbations while maintaining
the algebraic properties and not changing entropy.
Condition A. We say f and g satisfy Condition A if NW(f )= NW(g); f and g are homo-
topic; and f and g are topologically conjugate on NW(f ).
Notice that any sufficiently close approximation to a map will not change homotopy
type, so the fact that f and g are homotopic is an easily satisfied condition. If Condition A
is satisfied and M is compact then f∗ ≈ g∗ and h(f )= h(g).
The first approximation lemma is for smoothing maps with strongly attracting fixed
points.
Lemma 3. Let M be a C∞ smooth manifold and let f :M→M be continuous. Let x0 be
a strongly attracting fixed point (i.e., there exists, Uopen such that f (U)= {x0} ⊂ U ). Let
V = f−1(x0). Then there exists g such that f and g satisfy Condition A and g is C∞ on a
neighborhood of V .
Proof. Notice that f is C∞ on int(V ) since f is constant on that open set. Let K =
V \ int(V ) and let W be a neighborhood of K such that x0 /∈W and f (W)⊂ U0 ⊂ U 0 ⊂
int(V ). The existence of such a W follows from the continuity of f and the attraction of
x0. Applying Theorem 2 we can find a map g such that g|Wc = f |Wc and g is C∞ on a
neighborhood of K . In addition we can ask that g(W)⊂U and that f and g are homotopic.
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The conditions above guarantee that NW(f )= NW(g) since W wanders for both maps.
Thus, f and g satisfy Condition A and g satisfies the smoothness condition. ✷
The second condition under which we can perturb is if the region moves away from itself
and no other points come into the region.
Lemma 4. Let M be a compact, C∞ smooth manifold and let f :M→M be continuous.
Suppose that f is C∞ on M\K and that
f (M)⊂M\K
and K is closed. Then there exists g ∈ C∞ such that f and g satisfy Condition A.
Proof. Due to the separation of K and f (M),K ∩ NW(f ) = ∅. Since f (M) is closed
there exists Uopen such that
f (M)⊂ U ⊂ U ⊂M\K.
Let W = Uc. From Theorem 2 there exists g,C∞ on a neighborhood of K with g|Wc =
f |Wc with the caveat that g(W)⊂ U ⊂M\K . Hence,W ∩NW(g)= ∅ and f and g satisfy
Condition A. ✷
Building up from the last lemma, we show that as long as a set is not in the invariant set,
we can perturb without changing the asymptotic properties of the map.
Lemma 5. Let M be a compact C∞ smooth manifold, and let f :M→M be continuous.
Suppose that f is C∞ on M\K , K is closed, and Inv(K)= ∅. Then there exist r ∈N and
g :M→M such that f r and g satisfy Condition A and g is C∞.
Proof. Let K0 = ⋃∞i=0 f i(K). Since M is compact Inv(M) = ∅. Suppose K0 ∩
Inv(M) = ∅. Then there exists x0 ∈K0 such that ⋃∞i=−∞ f i(x0)⊂ Inv(M). Then clearly⋂∞
i=−∞ f i(x0)∩K = ∅, a contradiction. Similarly, K0 =
⋃∞
i=0 f i(K)=
⋃n
i=0 f i(K) for
some n <∞, so that K0 is a closed neighborhood of K . Since K ∩ Inv(M) is empty, there
exists l finite such that K0 ∩⋃∞i=l f i(K0) is empty. Otherwise, there exists an orbit that
intersects K0 infinitely often, therefore intersecting K infinitely often, and which implies
by compactness, K must contain some part of the invariant set. Thus, f l(K0) ⊂M\K0.
Note that f (M\K0) ⊂M\K0, otherwise, there exists a z ∈M\K0 such that f (z) ∈ K0
or z ∈ f−1(K0)=⋃∞i=−1 f−i (K) which implies z ∈K0. Therefore f l is the composition
of l C∞ functions on M\K0. In addition f l(M)= f l(M\K0) ∪ f l(K0)⊂M\K0. Apply
Lemma 4 and the conclusion follows. ✷
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As stated above, if our manifold has a boundary then we would like to say that Yomdin’s
inequality still holds for C∞ maps. Under the condition that the image of the manifold
does not contain the boundary, this statement is true.
Theorem 1. Let M be a compact manifold with boundary δM such that δM = ∅. Let
f :M→M be continuous such that f (M)⊂M\δM and f is C∞ on M\δM . Then
h(f ) log sp(f∗).
Proof. Consider M and N such that N is a diffeomorphic copy of M with N having
boundary δN . Let W be the adjunction space, W = M ∪ι|δM N where ι :M → N is a
diffeomorphism. W can be given a C∞ differential structure which extends the structure
on M and N . Let q be the quotient map from M ∪N →M ∪ι|δM N =W . The map q is
not only continuous but also a diffeomorphism on M− δM ∪N − δN and C∞, elsewhere.
Define d :M ∪N →M ∪N as
d(x)=
{
x, x ∈M,
ι(x) ∈M ∪N, otherwise,
and p :M ∪N →M as
p(x)=
{
x, x ∈M,
ι(x), otherwise,
and iM :M→M ∪N be the inclusion map. Clearly each of these is C∞. We can then form
the diagram
M ∪N
q
d
M ∪N
q
p
W
f˜
r
W
p˜
M
f
M
im
W
where r and p˜ are maps that make the diagram commute. This is possible since d and
p are constant on the equivalence classes formed by q . By a similar argument, it is easy
to see that they are both continuous. Also, r is a retract of W onto q(M), so H∗(W) =
H∗(q(M)) ⊕ Ker(r∗). Since q(M) and M are homeomorphic H∗(q(M)) ≈ H∗(M) and
H∗(W)≈H∗(M)⊕Ker(r∗) and
r∗ ≈
(
id |H∗(q(M)) 0
0 0
)
.
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From the functorial properties of homology,
f˜∗ ≈
(
f∗ 0
0 0
)
,
so sp(f∗)= sp(f˜∗).
Since g is a diffeomorphism away from q(δM), the map f˜ is C∞ on W\q(δM). From
the diagram, we see that f˜ (W) ⊂W\q(δM). By Lemma 4, there exists g :W →W such
that g and f˜ satisfy Condition A. In particular, g∗ ≈ f˜∗ and
h
(
f˜
)= h(g) log sp(g∗)= log sp(f˜∗)= log sp(f∗).
Finally, f and f˜ are topological conjugates on their invariant sets so h(f ) = h(f˜ ).
Therefore, the theorem holds. ✷
We now prove that, given an induced index pair for a self-map of Rn, it can be
represented as a polygonal subspace in Rn+1 with a continuous map on that space. The
continuous map is conjugate to the induced map.
Definition 5. Let (N,L) be a pair of compact sets such that L ⊂ N ⊂ Rn. The induced
cone of (N,L) is the set P ⊂Rn+1 where
P = {(0, x): x ∈N\L} ∪ {λe1 + (1− λ)(0, x): x ∈N\L ∩L and λ ∈ [0,1]}
with e1 the unit vector in the first coordinate.
Lemma 6. Let (N,L) be a pair of cubical sets forming an index pair for the map f . Let
P be the induced cone of (N,L) with the subspace topology. Then P is homeomorphic
to N/L so we can define a map fp :P → P (the induced map on the cone) topologically
conjugate to fN/L .
Proof. Let C be a collar for N\L ∩ L. That is, C is homeomorphic to N\L ∩ L× [0,1]
and there exists h :C → N\L such that h is a homeomorphism onto its image and
h−1(x,1)= x . Let φ :P → P be defined as
φ
(
(y, x)
)=


e1, y = 0,
(0, x), x ∈ (N\L)\C,
h−1(x,2r), if r  12 where (z, r) := h(x),
(1− λ)h−1(x,1)+ λe1, if r  12 where (z, r) := h(x) and λ= 2r − 1.
By the gluing lemma, φ is continuous and it is easy to observe that φ is homotopic to the
identity on P .
Let Φ :N/L→ P be defined as
Φ(x)=
{
φ(0, x), x ∈N\(L ∪ [L]),
e1, otherwise.
Φ is then a continuous bijection, therefore P is homeomorphic to N/L. Define fp =
Φ ◦ fN/L ◦Φ−1, then fP is conjugate to fN/L . ✷
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We can now prove the localized theorem for C∞ self-maps of Rn. We, then, give a
corollary that applies to all C∞ smooth manifolds.
Theorem 7. Let S be an isolated invariant set for f . If f is C∞ on a neighborhood of S
then h(f |S) log SRi (S, f ) for all i ∈N.
Proof. Let (N,L) be an index pair for S. Without loss of generality, we will assume that
(N,L) is a pair of cubical sets, that L = N\L ∩ L, and that [L] is a strongly attracting
fixed point for fN/L . In addition, we assume that f is C∞ on the set N .
From Lemma 6, consider P , the induced cone space for (N,L), with the map fP .
By choosing a collar such that image(C) ∩ S = ∅ then S = Inv(N/L) is topologically
conjugate to Invfp (P\e1) via a diffeomorphism.
Since (N,L) are cubical sets, P is simply a triangulable set. We can find a neighborhood
U such that P ⊂ U and that the inclusion map is an isomorphism on homology and that
there exists r :U →U , a continuous retract onto P , such that on the set r−1(int(N\L)\C×
{0}), r is a linear projection onto x1 = 0. Then, fP ◦ r is a continuous map from U → U .
Note that fP ◦ r is C∞ on r−1(int(N\L)\C × {0}) since it is the composition of C∞
functions.
We can find g1 such that g1 and fP ◦ r satisfy Condition A; and g1 is C∞ on
r−1(int(N\L)\C × {0}) as well as (fP ◦ r)−1(e1), by Lemma 3. The function g1 is not
C∞ on at most
R := r−1(bdry(N\L)\C × {0}).
The set R is clearly not part of InvfP ◦r (U), but since g1 differs only on an attracting
neighborhood of the point e1,R is not part of the invariant set for g1. We can then apply
Lemma 5 to find a g2 such that g1 and g2 satisfy Condition A and g2 is C∞.
We can now apply Corollary 1 to the map g2 :U →U , to show that log sp(g2∗) h(g2)
where g2∗ :H∗(U)→H∗(U). By construction,
H∗(U)≈H∗(P )≈H∗(N/L)
and
g2∗ ≈ g1∗ ≈ (fp ◦ r)∗ ≈ fp∗ ≈ fN/L∗ .
More importantly, all of these changes preserved the entropy, therefore the results hold. ✷
Corollary 2. Let S be an isolated invariant set for f :M→M whereM is aC∞ manifold.
If f ∈C∞ on a neighborhood of S then
h(f |S) log SRi (S, f )
for all i ∈N.
Proof. Since M is C∞, we can embed M into Rk for some k. We can also find a smooth
neighborhood retract of M onto M . We can therefore extend f to a map on a neighborhood
of M in Rk . The image of S is still an isolated invariant set, conjugate to the original set.
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We have not changed the homotopy type of the Conley index by doing such an embedding,
therefore the index has not changed. Now, apply Theorem 7 and the result holds. ✷
3. Multivalued maps and projected dynamics
The Conley index can be used for both single valued maps and multivalued maps. In this
section, we give the basic definitions for multivalued maps then restate some of the Conley
index definitions in multivalued terms. In addition, we discuss the projected dynamics of a
map which gives us a multivalued map. The concept of projected dynamics is an abstraction
of the mathematics involved in the understanding of time series in the next section.
Multivalued maps
A multivalued map F from a set X to a set Y is simply an abbreviation for F a single-
valued map from X to P(Y ). For our purposes, we define the graph of a multivalued map
to be a subset of X× Y ,
ΓF =
{
(x, y): x ∈X and y ∈ F(x)}.
This differs from the standard definition of graph but still captures the same information.
For diagrams and in the notation to follow, we use a double arrow (⇒) to indicate a
multivalued map. A multivalued map F is acyclic if the image of any point has reduced
homology zero. A simple example of an acyclic map is one with contractible images. The
case of acyclic multivalued maps is typical in numerical approximations to maps. This is
because we approximate the image from outside by some convex, contractible set.
From a topological view point, we need some type of continuity for multivalued maps.
This will be in terms of continuous selectors. A single-valued map f is a selector of F if
Γf ⊂ ΓF ; it will be a continuous selector if f is a selector and continuous. If F has f as a
selector then F is an envelope for f .
If F is a multivalued map from X to itself, we can define an orbit of F to be a sequence
{xk}k∈Z ⊂X such that xk ∈ F(xk−1) and x0 = x . The definitions of maximal invariant set,
isolating neighborhood, and isolated invariant set then all extend to multivalued maps in a
natural way. The definition for an index pair for a multivalued map (see [15]) is slightly
modified from the single-valued case.
Definition 6. A pair of compact sets (N,L) where L ⊂ N is an index pair for F if and
only if the following two conditions are satisfied:
(1) F(L)∩N ⊂ L,
(2) F(N\L) ∩N\L⊂ int(N\L).
The definition of the induced index pair (N/L,FN/L) is again the pointed quotient
space by L and naturally defined induced map. The difference from the single valued case
is that the induced map is now a multivalued map. Note that although this is a slightly
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different definition in terms of single valued maps, the spectral radius is the same for both
definitions.
Now that we have an induced map we would like to apply homology and make
statements about the dynamics of any f which is a continuous selector of FN/L. The
difficulty lies in defining the homology of a multivalued map.
The key to defining the homology of a multivalued map F is the upper semi-commuting
diagram (the diagram commutes using ∈ instead of = where appropriate) below.
X
F
Y
ΓF
π1 π2
We can describe the map F by the two coordinate projections of the graph of F . Since
the two coordinate projections are single valued, πi∗ (i = 0,1) is well defined. In fact, if we
assume that F is acyclic, then π1∗ is actually an isomorphism. In this case we can define
π2 ◦ π−11 as a single-valued linear map and obtain the commuting diagram below.
H∗(X)
π2∗◦π−11∗
H∗(Y )
H∗(ΓF )
π1∗ π2∗
If π1 is not an isomorphism then F∗ can no longer be defined as a single valued linear
map. To give a simple example, consider the graph (see Fig. 1) of multiplication by two
and multiplication by three on S1 (represented by a graph in [0,1] × [0,1]).
Fig. 1. The graph of ×2 and ×3 on [0,1] × [0,1].
Fig. 2. The graph of the multivalued map of ×2 and ×3 combined.
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By considering the union of these two graphs, we obtain a multivalued map in which
the image of a point x is the set of points {2x,3x}. The graph of this multivalued map is
shown in Fig. 2.
If we consider a simple cyclic for S1, there are two choices for its image: multiplica-
tion by two and multiplication by three. In Fig. 2, projecting by π2 generates two cycles:
the cycles that winds twice and three times around the circle. The only map which captures
such a phenomenon is a multivalued map which takes a generator to both twice and three
times the generator.
In light of such an example, we define the homology of a multivalued map to be a new
multivalued linear map defined by F∗ := π2∗ ◦ π−11∗ . This agrees with the case when the
values of the multivalued map are acyclic.
H∗(X)
F∗=π2∗◦π−11∗
H∗(Y )
H∗(ΓF )
π1∗ π2∗
Multivalued linear maps.
We referred to F∗ as a multivalued linear map. A map P :Rn → P(Rk) is a multivalued
linear map or for brevity hyperlinear if
P(x + λy)⊂ P(x)+ λP(y).
To show that F∗ is hyperlinear, we make two simple observations. First, if Q :A→ B is a
surjective linear map then Q−1 :B → P(A) is a hyperlinear map. Since π1∗ is onto, π−11∗
is a hyperlinear map. Second, suppose P :Rk⇒Rn and R :Rn⇒ Rm are hyperlinear. It is
natural to define R ◦ P :Rk ⇒ Rm such that R ◦ P(x) :=⋃y∈P(x) R(y). It can be shown
that R ◦ P is hyperlinear. This shows that π2∗ ◦ π−11∗ is a hyperlinear map, therefore F∗ is
hyperlinear.
The fact that π1∗ is a surjection is important for gaining an understanding of any lifted
single-valued maps. If this were not a surjection, there may be expansion on the hyperlinear
map which does not correspond to expansion in some linear selector. Expansion in a
linear map is measured in terms of eigenvalues and spectral radius. We capture a minimal
expansion for hyperlinear maps with the following definition of spectral radius.
Definition 7. Let P :Rk⇒Rn be a hyperlinear map. Define |P | as
|P | = sup
{x: ||x||=1}
inf
y∈P(x) ||y||.
Define the spectral radius of P , denoted by sp(P ), as
sp(P )= lim
s→∞
∣∣P s ∣∣1/s.
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The definition of spectral radius allows for a natural relation between the spectral radius
of a hyperlinear map and that of any linear selector of the hyperlinear map. This relation is
expressed in the following theorem.
Theorem 8. Consider the upper semi-commuting diagram (i.e., Q ◦R(x) ∈ P ◦Q(x))
N R
Q
N
Q
M P M
where N ,M are linear vector spaces, Q and R are linear, and P is hyperlinear. If Q is
onto then
sp(P ) sp(R).
Proof. Since Q is onto, N ≈ KerQ⊕L where L≈M. Let R˜ :M→M and Q :M→
M be isomorphic to the quotient map R/KerQ and Q/KerQ. We obtain the new diagram
M R˜
Q˜
M
Q˜
M P M
which still upper semi-commutes. We have sp(R˜) sp(R) and∣∣P r ∣∣ = sup
{x: ||x||=1}
inf
y∈P r(x)
||y||
 sup
{x: ||x||=1}
inf
y∈R˜r(x)
||y||
= sup
{x: ||x||=1}
∣∣∣∣R˜r (x)∣∣∣∣= ∣∣∣∣R˜r ∣∣∣∣.
Therefore sp(P ) sp(R˜) sp(R). ✷
Projected dynamics
For the ×2,×3 example the spectral radius is two. The example is a special case of a
projection from one space to another in which the dynamics may not be constant on the
equivalence classes. We refer to this as projected dynamics. The projected dynamics of a
self-map f :M →M and a continuous map q :M → N is a multivalued map F :N ⇒ N
which makes the diagram below upper semi-commute.
M
f
q
M
q
N
F
N
Projected dynamics appears when studying time series data. It is often used (but not
thought of as projected dynamics) when trying to understand high dimensional equations
by projecting onto low dimensional subspaces.
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Suppose that we were given the multivalued map F and that we knew that it came from
projected dynamics. We would like to make conclusions about the dynamics of f just from
the dynamics of F .
We begin with assuming that (N,L) is an index pair for the multivalued map F . From
[7], we know that (q−1(N), q−1(L)) is an index pair for the map f as long as q−1(N)
is compact. Using the induced map q¯ :q−1(N)/q−1(L)→ N/L, we obtain the following
upper semi-commuting diagram (define q−1(N,L) := q−1(N)/q−1(L)).
q−1(N,L)
f
q−1(N,L)
q¯
q−1(N,L)
q¯
N/L
FN/L
N/L
If we apply homology, we obtain the upper semi-commuting diagram.
H∗
(
q−1(N,L)
) fq−1(N,L)∗
q¯∗
H∗
(
q−1(N,L)
)
q¯∗
H∗(N/L)
FN/L∗
H∗(N/L)
Suppose that q¯∗ is a surjection in this diagram. From Theorem 8, we can reach the
goal of describing some feature of the dynamics of f . In particular, we get the lower
bound sp(fq−1(N,L)∗) sp(FN/L∗). This gives the existence of a non-empty invariant set
for f as long as sp(FN/L∗) = 0. In addition, we obtain a lower bound for entropy with the
assumption that f ∈C∞.
4. Time series analysis
In a physical setting, observations at regular time intervals are one way to study the
dynamics of the system. In simplest form these observations are scalar valued quantities
forming time series. If a time series seems to have no discernible pattern when plotted
in time, we often say the dynamics is chaotic. If it settles to a single value, we think of
the system as having a fixed attracting set. The question then becomes how we put these
statements on a rigorous footing.
We approach time series analysis from two perspectives: a theoretical perspective and
an experimental perspective. The theoretical analysis assumes a complete knowledge of
the dynamical system we are interested in. The experimental analysis discusses what
requirements our observed experiments must encompass in order to make rigorous
statements about the dynamics.
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Theoretical analysis
We begin with the most important assumption which pertains to the dynamics of the
physical system.
Assumption 1. The physical system can be modeled as a continuous map
f :M→M.
It is important to note that the actual model for the dynamics is not required. The
underlying assumption is that there exists a continuous map that is a model for the physical
system. This does not exclude systems that are represented as flows or semi-flows. We,
simply, consider a time α map of such a system where α is the measurement interval.
At the core of time series is the ability to observe and measure a quantity of the physical
system. The measurement, no matter how good an experiment, always contains some
amount of error. To build such an error into our analysis, we define the measurement
function.
Definition 8. A measurement function is a multivalued map
θ :M⇒R
such that the image of any point is an interval.
We make the assumption that the measurement has some degree of continuity. We
assume the existence of a continuous selector for θ .
Assumption 2. There exists a measurement function θ and a continuous, single-valued
function
γ :M→R
such that
γ (x) ∈ θ(x) ∀x ∈M.
Given a measurement θ , we can construct a multivalued dynamical system on Rn for
some fixed n. Let
Γ nθ :M⇒Rn
x → (θ(x), θ(f (x)), . . . , θ(f n−1(x)))
which has a continuous selector of
Γ nγ :M→Rn
x → (γ (x), γ (f (x)), . . . , γ (f n−1(x))).
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We then define the n-delay reconstruction to be the multivalued map Fnθ :Rn ⇒ Rn
which satisfies the diagram
M
f
Γ nθ
M
Γ nθ
Rn
Fn
Rn
Fn is then the maximum amount of knowledge we can gain from θ in an n-delay
reconstruction.
Of course, in a real setting, we do not know f,M , or the “right” n. This leads us back to
what we do know, which is the time series data given.
Experimental analysis
Fundamental to scientific investigation is experimentation. We define what we mean by
an experiment in this mathematical definition.
Definition 9. An experiment is a sequence {xi}I , I = 1, . . . ,N , of points in M such that
xi+1 = f (xi)
with the observed experiment being the sequence E = {ri}I such that ri ∈ θ(xi).
With the concept of an experiment, we can rigorously define a time series data set.
Definition 10. A time series data set D is a set of observed experiments indexed by Γ ,
D = {E9 = {r91 , . . . , r9N9}: 9 ∈ Γ, E9 an observed experiment}.
To add structure to this set we can view it as a subset of Rn.
Definition 11. An experimental n-delay reconstruction of the time series data set D is a
subset of Rn denoted by Dn,
Dn =
{{
r9k , . . . , r
9
k+n
}
: 9 ∈ Γ and 1 k N9
}
.
Since θ captured all possible error in measuring the experiment, the set Dn is in the
image of Γ nθ . The problem with such a set is that if our data set has a finite indexing set
then Dn is just a set of scattered points. To capture the shape, we must “fatten” the set to
include natural connections. We therefore approximate Dn by a cubical set that contains
Dn. We define D˜n to be the cubical approximation to Dn. A cubical set is a set that can
be represented by a finite union of equal sized cubes on a regular lattice (i.e., Zn). The
“correct” sized cube to use is very much dependent on the error built into θ . One of the
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important points is that the set is still finitely represented. This allows us to do calculations
on the set.
Definition 12. The experimental reconstruction dynamics for the experimental n-delay
reconstruction is the multivalued map Rn : D˜n⇒ D˜n whose graph contains
Gn :=
{(
πf (s),π9(s)
)
: s ∈ D˜n+1
}
where πf and π9 are n-tuples of the first and last n coordinates, respectively.
In order to use Rn to make statements about the dynamics of f we must assume that Rn
captures all possible errors in the system. In order to make such a statement, we would need
a good sampling of all possible experiments. In addition, we need the cube size to capture
all errors. That is accomplished if Graph(Fn)⊂Gn. This assumption ties the experimental
analysis back to the theoretical.
Assumption 3. There exists a cube size and a time series data set such that Graph(Fn)⊂
Gn; therefore Gn is an envelope for Fn.
With Assumption 3, we know that the diagram below upper semi-commutes.
M
f
Γ nθ
M
Γ nθ
D˜n
Rn
D˜n
The next assumption pertains to what is happening in a small neighborhood of
Domain(Gn) and how that relates to the original dynamics.
Assumption 4. Domain(Gn) has an attracting neighborhood in Rn and the closure of
(Γ nθ )
−1(Domain(Gn)) is a compact attracting set.
Since (Γ nθ )−1(Domain(Gn)) is attracting, all homology calculations can be taken
relative to the set Domain(Gn). In addition, since (Γ nθ )−1(Domain(Gn)) is compact, any
index pair for Rn is lifted to an index pair for f .
Wazewski’s principle and entropy
For the diagram obtained from Assumption 4, we can replace Γ nθ with Γ nγ and still
obtain an upper semi-commuting diagram.
M
f
Γ nγ
M
Γ nγ
D˜n
Rn
D˜n
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From Section 3, we recognize this to be a projected dynamics of f given the projection
Γ nγ .
Assume that (N,L) is an index pair for Rn. Applying Wazewski’s principle for the
Conley index implies that a non-zero spectral radius implies that the isolated invariant set
is non-empty. We would like the same principle for time series, but we will have to add
one assumption.
Theorem 9 (Wazewski’s theorem for time series). Let (N,L) be an index pair for Rn.
With Assumptions 1–4, (q−1(N), q−1(L)) is an index pair for f and
sp(RnN/L∗) sp(fq−1(N)/q−1(L)∗)
given that the induced projection Γ˜ nγ∗ :H∗(q−1(N)/q−1(L)) → H∗(N/L) is onto.
A sp(RnN/L∗) > 0 then implies that S = Invf (q−1(N)/q−1(L)) is non-empty.
Proof. The proof follows from applying Theorem 8 to Diagram (2), where q := Γ nγ ,
q¯ := Γ˜ nγ , and q−1(N,L) := q−1(N)/q−1(L)
H∗
(
q−1(N,L)
) fq−1(N,L)∗
q¯∗
H∗
(
q−1(N,L)
)
q¯
H∗(N/L)
RnN/L∗
H∗(N/L) ✷
(2)
An immediate consequence is
Corollary 3 (Entropy Lifting). Under the same hypothesis as above and with the
assumption that f is C∞ we have
h(fs) log sp(RnN/L∗).
This allows us to use the time series data to find bounds on the entropy of our observed
map.
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