This paper addresses a generalization of the matroid parity problem to delta-matroids. We give a minimax relation, as well as an e cient algorithm, for linearly represented deltamatroids. These are natural extensions of the minimax theorem of L. Lov asz and the augmenting path algorithm of H. Gabow and M. Stallmann for the linear matroid parity problem.
Introduction
The matroid parity problem is an extremely general problem; containing matching, matroid intersection, as well as intractable and NP-hard problems 11]. We consider the parity problem in the more general setting of delta-matroids.
Bouchet 1] introduced delta-matroids as a generalization of matroids 15, 17] . Essentially equivalent combinatorial structures were proposed independently by Dress and Havel 7] and by Chandrasekaran and Kabadi 6] . This generalization maintains nice matroidal properties with respect to linear optimization; such as the greedy algorithm and the polyhedral description.
In contrast to the case of matroids, where the intersection theorem due to Edmonds 8] has played an important rôle, there are negative results on a pair of delta-matroids. For instance, Chandrasekaran and Kabadi 6] remarked that the intersection problem for delta-matroids includes the matroid parity problem, which can not be solved in polynomial time 11] . Alternatively, Bouchet 3] introduced the delta-covering problem, which is again a generalization of the matroid parity problem and hence is polynomially unsolvable in general.
The matroid parity problem is solvable if the matroid in question is linearly represented. This is a result of Lov asz 10, 11, 12] , who discovered a minimax relation as well as a polynomialtime algorithm. Since then, more e cient algorithms have been developed for the linear matroid parity problem. Gabow and Stallmann 9] devised an augmenting path algorithm, which provides an alternative proof of the minimax theorem of Lov asz. In addition, Orlin and Vande Vate 14] presented another e cient algorithm, which relies on the minimax relation. These results motivate us to focus on the delta-covering problem for linear delta-matroids (these are delta-matroids that are represented by skew-symmetric matrices).
In this paper, we introduce the delta-parity problem, which is equivalent to the delta-covering problem but generalizes the matroid parity problem more directly. We then extend the Lov asz minimax theorem to the delta-parity problem for linear delta-matroids. The proof follows from an analysis of an augmenting path algorithm, which extends the linear matroid parity algorithm of Gabow and Stallmann. It is not di cult to convert the minimax theorem and the augmenting path algorithm to those for the delta-covering problem. This resolves open problems of Bouchet 3,  Problems 14{16] on special classes of delta-covering problems. In particular, we obtain an e cient algorithm that decides whether an evenly directed 4-regular graph admits a pair of compatible euler tours.
Our results hold for skew-symmetric matrices over any eld. However, for elds of characteristic two, we insist that skew-symmetric matrices have diagonal entries zero. We also provide a characterization of binary delta-matroids (these are delta-matroids represented by symmetric matrices over GF (2) ). It is shown that a binary delta-matroid is an elementary projection of an even binary delta-matroid (that is, a delta-matroid that can be represented by a skew-symmetric matrix over GF (2) ). This characterization enables us to e ciently solve the delta-parity problem for binary delta-matroids.
Preliminaries Skew-Symmetric Matrices
A matrix A whose row/column set is indexed by a nite set V is said to be skew-symmetric if A is equal to the transpose of ?A, and all diagonal entries of A are zero. (For elds of characteristic di erent from two, the condition that A has a zero diagonal is implied by the condition that A = ?A t .) The support graph of A is the graph G = (V; E) with vertex set V and edge set E = f(u; v) j A uv 6 = 0g. where M takes 1 in a suitable manner, see 13] . In particular, A is singular if G has no perfect matching (as is the case when jV j is odd). On the other hand, if G has exactly one perfect matching, then A is nonsingular. A matrix A 0 is said to be congruent to A if there exists a nonsingular matrix Q such that A 0 = Q t AQ. The operation converting A to A 0 is called a congruence transformation. Note that skew-symmetry and nonsingularity are invariant under congruence transformations. Our augmenting path algorithm, in Section 5, implicitly uses the following fact: A skew-symmetric matrix A is nonsingular if and only if there exists a matrix A 0 , congruent to A, whose support graph has a unique perfect matching.
Throughout this paper, A X] denotes a principal submatrix of A indexed by X V , and A X; Y ] designates a submatrix whose row and column are indexed by X and Y respectively. We also denote by X4Y the symmetric di erence of X and Y , that is, X4Y = (X Y ) ? ( (DM) For F; F 0 2 F and x 2 F4F 0 , there exists y 2 F4F 0 such that F4fx; yg 2 F.
We call a delta-matroid whose feasible sets all have the same cardinality modulo two an even delta-matroid. The base family of a matroid is an even delta-matroid. In fact, a delta-matroid is a matroid if and only if the feasible sets all have the same cardinality. Given a feasible set F 2 F of an even delta-matroid M = (V; F), we consider a graph G F = (V; E F ) with an edge set E F = f(u; v) j F4fu; vg 2 Fg. The graph G F is called the fundamental graph of M with respect to F.
For a delta-matroid M = (V; F) and X V , we denote M4X = (V; F4X), where F4X = fF4X j F 2 Fg. It is easy to see that M4X is a delta-matroid. This operation is referred to as twisting by X, and M4X is said to be equivalent to M. The delta-matroid M = M4V is the dual of M. It is also easy to see that MnX = (V nX; FnX) de ned by FnX = fF j F 2 F; F V nXg is a delta-matroid. This operation is referred to as the deletion of X. It should be remarked that (V; ;) is a delta-matroid, which we call empty. The contraction of M by X means (M4X)nX, denoted M=X. Note that evenness is invariant under these operations.
Let A be a skew-symmetric matrix whose row/column set is identi ed with V . Then the family of the nonsingular principal submatrices F(A) = fX j rank A X] = jXjg satis es (DM), and hence M(A) = (V; F(A)) forms a delta-matroid 2]. We call a delta-matroid linear if it is equivalent to M(A) for some skew-symmetric matrix A. Since every skew-symmetric matrix of odd size is singular, a linear delta-matroid is an even delta-matroid. 
3 The Delta-Parity Problem Let M = (V; F) be a nonempty delta-matroid on V with jV j even. Consider a partition of V into pairs, called lines. Each element v 2 V has its mate v such that fv; vg is a line. For F V , we denote by (F) the number of elements v 2 F whose mate v is out of F. In other words, (F) is the number of lines exactly one element of which belongs to F. Then the delta-parity problem is to nd a feasible set F 2 F that minimizes (F). We denote by (M; ) the optimal value of this problem, that is, (M; ) = minf (F) j F 2 Fg:
In the following, we introduce a lower bound on (M; ). It will be shown later, as the main result of this paper, that the lower bound is tight for linear delta-matroids. This is a natural extension of the Lov asz minimax theorem for the linear matroid parity problem.
In order to present the lower bound, we rst introduce a strong map operation for deltamatroids. Let M = (V; F) and M = (V; F ) be nonempty delta-matroids. We say that M is a strong map of M if there exists Z and a delta-matroid M + = (V Z; F + ) with M = M + nZ and M = M + =Z; this is denoted M $ M . Note that M is a strong map of M if and only if M is a strong map of M. ( We do not know of a pair of delta-matroids, on a common ground set, that are not related by a strong map.) However, it is possible that this operation may not be transitive. If M $ M , then the distance between M and M , denoted by dist(M; M ), is the minimum cardinality of Z such that there exists a delta-matroid M + = (V Z; F + ) with M = M + nZ and M = M + =Z.
The following lemma provides a lower bound on the optimal value of the delta-parity problem. (1) We will prove this theorem via an augmenting path algorithm for the delta-parity problem on linear delta-matroids.
Applications and Related Problems
In applications, Theorem 3.4 does not always provide a satisfactory minimax theorem. Typically, M is in some restricted class of delta-matroids and we would like M to also be chosen from the same class. Often, by closer analysis of the algorithm, we can place such conditions on M . 
Linear Matroid Parity
Given a matroid M = (V; B) with the base family B and a partition of V into pairs, the matroid parity problem is to nd a base containing the maximum number of lines (or equivalently to nd a largest independent set containing only lines). Let (M; ) denote the optimal value of the matroid parity problem. Then it is obvious that 2 (M; ) = rank M ? (M; ).
Thus it is clear that the delta-matroid parity problem is a generalization of the matroid parity problem. However, it is not immediately clear that linear matroids are linear delta-matroids; this is outlined below.
Let N be a matrix whose columns are indexed by V , and let B be the set of all sets that index maximal linearly independent sets of columns of N. Then This is the delta-covering problem posed by Bouchet 3] . The delta-covering problem is closely related to two natural decision problems.
Partition problem Given a pair of delta-matroids (V; F 1 ) and (V; F 2 ), does there exist a par- Intersection problem Given a pair of delta-matroids M 1 and M 2 , do M 1 and M 2 share a common feasible set?
The connection between the delta-covering problem and the partition problem is clear. The intersection problem for M 1 and M 2 is the partition problem for M 1 and M 2 4V . Given its relation to these very familiar problems, the delta-covering problem may seem more natural than the delta-parity problem. However, we shall see that the delta-covering problem and the delta-parity problem are equivalent.
The delta-parity problem is a special case of delta-covering problems as follows. Let L denote the family of subsets of V that can be represented as a union of lines. Then (V; L) forms an even delta-matroid, and (F) = jV j ? maxfjF4Lj j L 2 Lg holds for F V . Hence the delta-parity problem is a delta-covering problem on (V; F) and (V; L).
On the other hand, an arbitrary delta-covering problem can be reduced to a delta-parity problem. Given a pair of delta-matroids (V; 
The Partition Problem and Compatible Euler Tours
The following problem is an important special case of the partition problem (stated above): Given a delta-matroid M = (V; F), can V be partitioned into two feasible sets of M? There is some hope that there may exist an e cient algorithm for solving this problem for any even delta-matroid. However, even for linear delta-matroids the only known algorithm is that presented here. This ) This partition problem also contains an interesting graph theoretic problem. LetG = (V;Ẽ) be a connected directed graph such that each vertex has two entering and two leaving arcs. We are interested in the euler tours inG. An euler tour induces a pairing of the entering arcs of a vertex with its leaving arcs. There are two possible such pairings at each vertex; we refer to any such pairing as a bitransition. Two euler tours are compatible if they do not use a common bitransition. We are interested in the problem of deciding whether there exists a pair of compatible euler tours. This problem was proposed by Bouchet 3] , and provided much of the motivation for studying the delta-covering problem.
We x a particular reference bitransition at each vertex, the collection of which we denote by R. Note that R need not correspond to an euler tour, as it may contain a number of disconnected walks. We encode an euler tour T, ofG, by the set R(T) of vertices at which R and T share common bitransitions. Clearly two euler tours T 1 and T 2 are compatible if and only if (R(T 1 ); R(T 2 )) partitions V . Now let F be the collection of sets R(T) taken over all euler tours T ofG. We call (V; F) an eulerian delta-matroid; eulerian delta-matroids are in fact linear delta-matroids over an arbitrary eld, see Bouchet 3] . The partition problem for this delta-matroid is the problem of nding compatible euler tours inG. Our augmenting path algorithm for the delta-parity problem provides an e cient algorithm for nding compatible euler tours. Unfortunately we have been unable to deduce a nice graphic condition for the existence of a pair of compatible euler tours from Theorem 3.4. It would be interesting if, for an eulerian delta-matroid, Theorem 3.4 still holds when M is chosen among eulerian delta-matroids.
Binary Delta-Matroids
Recall that we have de ned skew-symmetric matrices so that, even over elds of characteristic two, we have a zero diagonal. This de nition ensures that linear delta-matroids are even. However there are alternative notions of \linear delta-matroids." For a symmetric matrix A, M(A) is a delta-matroid (see Bouchet 2] ). The delta-parity problem is also of some interest for deltamatroids arising from symmetric matrices. We shall describe a trick that enables us to solve the delta-parity problem for symmetric binary matrices.
A binary delta-matroid is a delta-matroid that is equivalent to M(A) = (V; F(A)) for some symmetric matrix A over GF (2) . Recall F(A) = fX j rank A X] = jXjg, where the row/column set of A is identi ed with V . A binary delta-matroid is not necessarily even. In fact, a binary delta-matroid is even if and only if it is representable by a skew-symmetric matrix over GF (2) .
For a delta-matroid M = (V; F) and X V , we de ne FjX = fFnX j F 2 Fg. Then it can be shown that MjX = (V nX; FjX) is a delta-matroid. This operation, or MjX itself, is called the projection of M onto X. In particular, we call MjX an elementary projection if X is a singleton. Note that projection does not necessarily preserve evenness. Theorem 4.2 Every binary delta-matroid is an elementary projection of some even binary deltamatroid.
Proof. Suppose A is a symmetric matrix over GF (2) It is obvious from the proof that the converse also holds. Namely, an elementary projection of an even binary delta-matroid is a binary delta-matroid. It should be remarked, however, that projection does not necessarily preserve binary representability.
We now discuss how to solve the delta-parity problem for a noneven binary delta-matroid M = (V; F) represented as M(A)4X for X V . Consider the even binary delta-matroid M 0 = M( e A)4X constructed as in the proof of Theorem 4.2. Since M = M 0 jfug, a feasible set of M is either a feasible set of M 0 nfug or M 0 =fug. Note that both of these delta-matroids are even and binary. Therefore, in order to solve the delta-parity problem for M, we need only apply the augmenting path algorithm to M 0 nfug and M 0 =fug independently and compare the solutions. The better of the two gives an optimal solution for M.
It should be remarked that the above argument, including Theorem 4.2, is valid not only over GF(2) but also over an arbitrary nite eld of characteristic two. The vector in the proof of Theorem 4.2 should be de ned in such a way that v is a square root of A vv . Hence we can e ciently solve the delta-parity problem for delta-matroids represented by symmetric matrices over a nite eld of characteristic two.
An Augmenting Path Algorithm
In this section we present an augmenting path algorithm for solving the delta-parity problem on linearly represented delta-matroids. The algorithm is relatively straightforward, but the proof of correctness is, as should be expected, rather technical.
Let M = (V; F) be an even delta-matroid represented as M = M(A)4X by a skew-symmetric matrix A and X V , let be a partition of V into pairs, and let F 2 F. We will describe an algorithm that either concludes, with the aid of Lemma 3.3, that F is an optimal solution for the delta-parity problem, or nds a feasible set F 0 such that (F 0 ) = (F) ? 2. One may then solve the delta-parity problem by beginning with the feasible set X and repeatedly applying the algorithm. Our algorithm is based on the augmenting path algorithm of Gabow We now describe the search procedure for nding an augmenting path. Basically, it performs a breadth-rst search using a queue, into which vertices are put when they are labeled. Once a vertex gets labeled, it will never be unlabeled nor relabeled. The algorithm picks up the rst element, say v, of the queue and examines its adjacency. This process is said to scan v. It is possible to implement the algorithm without keeping P(v), B(x) and T(x) explicitly, which is quite important from the viewpoint of computational e ciency. See Gabow and Stallmann 9] for the detail of this issue in the case of the linear matroid parity problem. Nevertheless, we adopt this style of conceptual description so as to make the validity argument clearer.
In the following description, P(vjx) denotes the part of the search path P(v) after x 2 P(v). We also denote by P(v; x) the part of P(v) before x 2 P(v). Note that x is not in P(vjx) nor in P(v; x). Recall that the algorithm works with a graph G ] = (V ] ; E ] ), which is implicit in the description below.
Algorithm Search(F) Step 0: Let S be the set of elements in the source lines. Step 1: If the queue is empty, then stop. Otherwise, remove the rst element v from the queue, and := + 1.
Step 2: For each scanned vertex u adjacent to v with u = 2 B(v), apply Blossom(v; u), choosing u in the increasing order of (u).
Step 3: For each unlabeled vertex u adjacent to v with B(u) = fug and the mate u unlabeled, put (u) := and do the following (3-1){(3-2). Step 4: The vertex v has now been scanned: (v) := . Go to Step 1.
Procedure Blossom(v; u) Step 0: Let b be the last element of P(v) such that B(b) \ P(u) 6 = ;. If such an element b does not exist, then return with the path P := P(v)P(u), which is an augmenting path.
Step Step 2: For each unlabeled element x 2 P(vjb) P(ujd) ? T, label x with P(x) := 8 > < > :
P(v)P(ujx)x if x 2 P(ujd); P(u)P(vjx)x if x 2 P(vjb);
and put x into the queue, choosing x in the decreasing order of (x).
Step Step 4: For each x 2 P(vjb) P(ujd), put B := B B(x).
Step 5 (1) If B(x) = fxg, then P(x) = P(v) xx with x unlabeled for some scanned v.
(2) If B(x) is a blossom with a bud, then the bud b is scanned and P(x) = P(b)P(xjb) with P(xjb) = B(x)\P(x). The rst vertex of P(xjb) is a tip of B(x) and the others are labeled.
(3) If B(x) is a blossom without a bud, then P(x) = P(x) \ B(x).
Therefore, a search path P(x) is decomposed as P(x) = P(x 0 )P(x 1 jx 0 ) P(x k jx k?1 ); where B(x 0 ) is a blossom including a source line, x k = x, and P(x i jx i?1 ) = x i x i or P(x i jx i?1 ) = P(x i ) \ B(x i ) for i = 1; : : :; k.
Proof. The statement (1) is immediate from the algorithm. In order to prove (2) and (3) Since b is the last element of P(v) such that B(b)\P(u) 6 = ;, the inductive assumption implies P(v) = P(b)P(vjb) with b scanned. Since d = b is the last element of P(u) such that d 2 B(b), we have P(u) = P(b)P(ujb) from the inductive assumption. Therefore, P(x) = P(b)P(xjb) by the de nition of P(x), and P(xjb) coincides with P(x) \ B(x) at the termination of Blossom(v; u).
By the inductive assumption, the immediate successors p and q of b in P(v) and in P(u), respectively, satisfy p 2 T(p) and q 2 T(q) at Step 1 of Blossom(v; u). Hence p and q, one of which is the rst element of P(xjb), are tips of B(x) at the termination of Blossom(v; u). The other vertices in P(xjb) are labeled, which follows from the inductive assumption.
Corollary 5.4 Suppose y in P(u)
is not yet labeled when u gets scanned. Let y 0 denote the immediate predecessor of y in P(u). Then y 0 is scanned, (y) = (y 0 ) and P(u) = P(y 0 )P(ujy 0 ), which is equivalent to P(y 0 ) = P(u; y).
Proof. It follows from Lemma 5.3 that y 0 is scanned and P(u) = P(y 0 )P(ujy 0 ). The algorithm assigns (y) when labeling y or ( y; y; y 0 ) in Step 3 scanning y 0 , which yields (y) = (y 0 ). Corollary 5.5 At Step 1 of Search(F), for any labeled vertex x, the search path P(x) is a parity path, in which x is an even vertex.
Proof. Suppose inductively the statement holds before x gets labeled. If x gets labeled in Step 3 of Search(F), the statement immediately follows from the inductive assumption. Hence we consider the case where x gets labeled in Blossom(v; u). Without loss of generality, we assume here that x \ 2 P(vjb). We may apply the same argument in the case of x 2 P(ujd). By the inductive assumption, v and u are even vertices in the parity paths P(v) and P(u), respectively. Since x \ is unlabeled before Blossom(v; u), it follows from Corollary 5.4 that P(v) = P(x 0 )P(vjx 0 ), where x 0 is the immediate predecessor of x \ in P(v). Since x 0 is an even vertex in P(x 0 ) by the inductive assumption, x \ is not an even vertex in P(v). Hence P(vjx) contains an odd number of vertices. Therefore, P(x) = P(u)P(vjx \ )x is a parity path, in which x is an even vertex.
Let T B denote the set of the tips of a blossom B with a bud. Construct a graph ? B = (T B ; C B ) with vertex set T B and edge set C B = f(p; q) j (p; q; b) 2 Bg. Then the graph ? B forms a tree, named the tip tree. This is because the algorithm creates a transform connecting two distinct sets T(p) and T(q) in (3-2) of Search(F) or in Blossom(v; u).
When a blossom B gets absorbed in a new blossom B 0 in the case of d = b and their buds are di erent, it follows from Lemma 5.3 that one of the tips of B, say x, gets labeled, but the other tips of B do not. The following lemma implies that a vertex in V ] adjacent to an unlabeled old tip is also adjacent to a labeled vertex in B. This fact will be used in the proof of the minimax theorem.
Lemma 5.6 A vertex z 2 V ] that is adjacent in G ] to an unlabeled old tip y in the old blossom B is adjacent to the labeled old tip x in B or some transform in B.
Proof. The row/column corresponding to a tip y of B is a linear combination of those for x and the transforms along the unique path in the tip tree ? B between y and x. Hence for z 2 V ] if A ] yz 6 = 0 then A ] wz 6 = 0 for w = x or some transform w in B. That is, a vertex z 2 V ] that is adjacent in G ] to an unlabeled old tip y is also adjacent to the labeled old tip x or some transform in B.
We now intend to show that the parity path P obtained in Step 0 of Blossom(v; u) is in fact an augmenting path. Since (AP1){(AP4) are obvious from the algorithm description, it su ces to show that P satis es (AP5).
Lemma 5.7 Every even vertex in P(x) has been labeled when x gets labeled.
Proof. Suppose inductively the statement holds before x gets labeled.
We rst consider the case where x gets labeled in Step 3 of Search(F) scanning v. The even vertices in P(x) other than x are even vertices in P(v) and have been labeled by the inductive assumption.
Next we treat the case where x 2 P(ujd) gets labeled in Step 2 of Blossom(v; u). The even vertices in P(v) have already been labeled by the inductive assumption. For y 2 P(ujx) that also gets labeled in Blossom(v; u), it follows from Corollary 5.4 that (y) = (y 0 ) and P(y 0 ) = P(u; y) hold for the immediate predecessor y 0 of y in P(u). Corollary 5.4 also implies that (x) = (x 0 ) and P(x 0 ) = P(u; x) hold for the immediate predecessor x 0 of x in P(u). Since x 0 y 0 in P(u), the even vertex x 0 in P(u) is an even vertex in P(y 0 ). Then, from the inductive assumption, x 0 got labeled before y 0 did, which implies (x 0 ) < (y 0 ) and hence (x) < (y). Therefore y has been labeled when x gets labeled, because the labeling in Step 2 is done in the decreasing order of . We may apply the same argument if x 2 P(vjb) gets labeled in Step 2 of Blossom(v; u).
Finally we consider the case where x = (p; q; b) gets labeled in Step 3 of Blossom(v; u). The even vertices in P(u) have already been labeled by the inductive assumption, and so have the vertices in P(vjp) obviously from the procedure. Hence every even vertex of P(x) has been labeled when x gets labeled. in the former case and y 2 P(vjb) in the latter case, respectively.
We now introduce brackets to the denotation of search paths. For instance, a search path P(x) with brackets looks like P(x) = where w is the even vertex of P(v; v) outside any brackets with maximum value of (w) subject to (w) < (x), and w 0 is the immediate successor of w in P(v). If no such w exists, we put P(x) := P(v)P(ujx)]x. In the case of x 2 P(vjb), we insert a bracket similarly by
where w is the even vertex of P(u; u) outside any brackets with maximum value of (w) subject to (w) < (x), and w 0 is the immediate successor of w in P(u). If no such w exists, we put P(x) := P(u)P(vjx)]x. When the algorithm creates a transform t = (p; q; b) in Blossom(v; u), we insert a bracket into P(t) by P(t) := P(b)q P(ujq)P(vjp)]t:
In any case, a bracket includes an even number of vertices. Hence an even vertex of P(x) outside any brackets is an even vertex of the reduced search path P (x). It is easy to see that the values of for even vertices are monotone increasing along the reduced search path. If x 2 P(ujd) P(vjb) gets labeled in Blossom(v; u) and the resulting blossom B(x) has a bud z, then (z) < (x) holds, and hence w 0 above exists in the blossom. Therefore, in any case, every vertex in the new bracket is in the blossom.
When the algorithm nds a parity path P in Step 0 of Blossom(v; u), we also add a bracket by P := P(v)P(u)]. It will be shown later in Lemma 5.13 that the subgraph of G ] induced by the set of vertices in a bracket has only one matching, which immediately implies that the parity path P is an augmenting path.
The brackets in a search path are possibly nested, but never intersecting. That is, if Y and Z denote sets of vertices in two brackets, then Y Z, Y Z, or Y \ Z = ;. There are no consecutive pairs of brackets. In other words, at least two vertices exist between disjoint brackets. Lemma 5.11 Every vertex in a bracket is labeled before the immediate successor of the bracket.
Proof. Suppose inductively that the statement holds before the algorithm performs Blossom(v; u) that labels x and generates a new bracket in P(x). If x gets labeled in Step 3 of Blossom(v; u), it is obvious from the procedure and Lemma 5.3 that every vertex in the bracket is labeled. We then consider the case where x gets labeled in Step 2 of Blossom(v; u). Let h be a vertex in the new bracket. We may assume by Lemmas 5.2 and 5.3 that h gets labeled in Blossom(v; u) and by the inductive assumption that h is in the reduced search path P (v) or P (u) . Then the immediate predecessor h 0 of h in P (v) or P (u) is in the new bracket and satis es (h) = (h 0 ) > (x) by Corollary 5.4 and the de nition of brackets. Since the labeling in Step 2 is done in the decreasing order of , the vertex h gets labeled before x, which is the immediate successor of the new bracket.
Lemma 5.12 Let y be an even vertex in P (x; x) and y 0 its immediate successor. If y is the immediate successor of a bracket, then denote by H the set of vertices in the bracket; otherwise put H = ;.
(1) If y 0 z in P(x), then (y; z) = 2 E ] .
(2) If y z in P(x), then (h; z) = 2 E ] for h 2 H.
Proof. Suppose inductively the statements hold before x gets labeled.
We rst consider the case where x gets labeled in Step 3 of Search(F) scanning v. Then (v; x) = 2 E ] follows directly from the procedure in Step 3. For y 6 = v, Lemma 5.7 implies (y) < (v) = (u), where u is the mate of x \ , and then it follows from Lemma 5.9 that (y; x) = 2 E ] and (y; u) = 2 E ] for y 6 = v. We also have (h; x) = 2 E ] and (h; u) = 2 E ] for h 2 H from Lemmas 5.9 and 5.11. For z 2 P(v), the statements hold by the inductive assumption.
Next we treat the case where x gets labeled in Step 2 of Blossom(v; u). Without loss of generality, we assume here x 2 P(ujd). We may apply the same argument in the case of x 2 P(vjb).
Since y is an even vertex of P (x), we have y 2 P(v; v) and (y) < (x). By Lemma 5.11, we further have (h) < (y) for h 2 H. Hence it follows from Lemma 5.9 that (y; x) = 2 E ] and (h; x) = 2 E ] for h 2 H. For z 2 P(v), the statements hold by the inductive assumption. It remains to be shown that the statements (1) and (2) hold for z 2 P(ujx). If Proof. Suppose inductively that the statement holds before the algorithm performs Blossom(v; u) that generates a new bracket.
We say an interval in the bracket is compatible if each inner bracket is either in the interval or disjoint from the interval. Namely, a compatible interval is a union of inner brackets and intervals in the reduced search paths P (v) and P (u). Let Y be the set of vertices in a compatible interval from an even vertex in P(v) to an even vertex in P(u). Note that the set of all the vertices in the bracket satis es this condition for Y .
Consider the vertex y 2 Y that is an even vertex in P (v; v) or P (u; u) with minimum (y). We assume here y is in P (v; v) without loss of generality. Let y 0 denote the immediate successor of y in P (v) . Let H denote the set of vertices in Y preceding y in P(v), where H can be empty Since the value of is monotone increasing along the reduced search path and there are no consecutive brackets, H forms an inner bracket. We now show that (y; y 0 ) is a cut edge of G ] Y ]. It follows from Lemma 5.12 that (y; z) = 2 E ] for z 2 P(v) with y 0 z and that (h; z) = 2 E ] for h 2 H and z 2 P(v) with y z. It remains to be shown that z 2 P(u)\Y satis es (y; z) = 2 E ] and (h; z) = 2 E ] for h 2 H. Note that Lemma 5.11 implies (h) < (y) for h 2 H. We divide into cases according as (z) < (v) or not. In the former case, Lemma 5.10 implies (y; z) = 2 E ] and (h; z) = 2 E ] for h 2 H. Note that the condition (y) (v) for Lemma 5.10 follows from Lemma 5.7 because y is an even vertex in P(v). In the latter case, it follows from Lemma 5.7 that z is not an even vertex in P(u). Then the immediate predecessor z 0 of z in P(u) satis es (z 0 ) = (z) by Corollary 5.4. Since (z) < (u) does not hold, z was unlabeled when u got labeled. From Lemmas 5.7 and 5.11, the vertex z belongs to P (u) \ Y , and so does z 0 . Hence by the minimality of (y), we have (y) < (z 0 ) = (z), which by Lemma 5.9 and (h) < (y) implies (y; z) = 2 E ] and (h; z) = 2 E ] for h 2 H.
The following proposition is an immediate corollary to Lemma 5.13.
Proposition 5.14 The parity path P obtained by Search(F) is an augmenting path.
We conclude this section by discussing the time complexity of the augmenting path algorithm. Obviously from the construction of the tip trees, the number of transforms generated in Search(F) is at most n = jV j. Hence the size of the matrix we deal with is O(n), and the search procedure can be implemented to run in O(n 2 ) time. The augmentation is in fact a pivoting, which requires O(n 3 ) time. Since the whole algorithm performs at most n=4 augmentations, the total time complexity is O(n 4 ). This asymptotic bound can be reduced a little by adopting the so-called fast matrix multiplications. If there is an edge in G ] between two labeled vertices, these two must be in the same blossom. Therefore the blossoms W i for i = 1; : : :;`are not adjacent to each other nor to the vertices in W 0 . In addition, the vertices within W 0 are not adjacent to each other. Thus (1) and (2) hold. If a vertex u 2 U is adjacent to a vertex in W, it is adjacent to a labeled vertex, and then the mate u must be labeled or u is in a blossom, which contradicts the de nition of U. Thus We may apply the above argument separately for di erent pairs of i and j to obtain (7). Note that (F) = 2. The fundamental graph G F is depicted in Figure 1 . We now apply the algorithm Search(F), which rst labels the vertices in S = fu 1 ; u 2 ; u 7 ; u 8 g. We have two blossoms fu 1 ; u 2 g and fu 7 ; u 8 g without buds. Suppose that these vertices are put into the queue in the increasing order of subscripts.
The algorithm takes u 1 as the rst element of the queue with = 1 and scans it by applying (3-2) to u = u 6 , which is adjacent to u 1 . The mate u = u 5 of u 6 is labeled with P(u 5 ) = u 1 u 6 u 5 and put into the queue. Note that (u 6 ) = (u 1 ) = 1.
The rst element of the queue is now u 2 and = 2. The algorithm then applies (3-1) to (u; u) = (u 3 ; u 4 ), which creates a transform t 1 = (u 4 ; u 3 ; u 2 ) and puts it into the queue. We now have a degenerate blossom B = fu 3 ; u 4 ; t 1 g with bud u 2 . The tips u 3 and u 4 are unlabeled, while the transform t 1 gets labeled with P(t 1 ) = u 2 u 3 t 1 . Note that (u 3 The rst element of the queue is now the transform t 1 with = 6. The transform t 1 is adjacent to u 5 , which has already been scanned. Hence the algorithm invokes Blossom(t 1 ; u 5 ). We have b = u 2 and d = u 1 . Then u 3 and u 6 are labeled with P(u 3 ) = u 1 u 6 u 5 t 1 u 3 and P(u 6 ) = u 2 u 3 t 1 u 5 u 6 , respectively. Since (u 3 ) > (u 6 ), the procedure labels u 3 before u 6 . We obtain a new blossom B 0 = fu 1 ; u 2 ; u 3 ; u 4 ; u 5 ; u 6 ; t 1 g, which has no bud nor tips. Note that u 3 and u 4 become old tips in B 0 .
Finally, the algorithm scans the rst element u 3 of the queue by applying Blossom(u 3 ; u 7 ), which nds an augmenting path P = u 1 u 6 u 5 t 1 u 3 u 7 . The graph G ] at the termination is illustrated in Figure 1 . It is easy to see that G ] P] has only one perfect matching, and hence the principal submatrix A ] P] is nonsingular as well as A F P \ ], where P \ = u 1 u 6 u 5 u 4 u 3 u 7 . Therefore F 0 = F4P \ = fu 5 ; u 6 g is a feasible set of M, which corresponds to the nonsingular principal submatrix A F 0 4X], where F 0 4X = fu 1 ; u 3 ; u 6 ; u 7 g. Hence (M; ) = 0.
Example 2 This example illustrates how to construct the strong quotient that certi es the optimality when the algorithm terminates without nding an augmenting path. Consider a nite set V = fu 1 ; u 2 ; u 3 ; u 4 ; u 5 ; u 6 ; u 7 ; u 8 g with a partition = ffu 1 ; u 2 g; fu 3 ; u 4 g; fu 5 ; u 6 g; fu 7 ; u 8 Note that (F) = 2. The fundamental graph G F is depicted in Figure 2 .
We now apply the algorithm Search(F), which rst labels the vertices in S = fu 1 ; u 2 ; u 7 ; u 8 g. We have two blossoms fu 1 ; u 2 g and fu 7 ; u 8 g without buds. Suppose that these vertices are put into the queue in the increasing order of subscripts.
The algorithm takes u 1 as the rst element of the queue with = 1 and scans it by applying (3-1) to (u; u) = (u 3 ; u 4 ), which creates a transform t 1 = (u 4 ; u 3 ; u 1 ) and puts it into the queue. We now have a degenerate blossom B 1 = fu 3 ; u 4 ; t 1 g with bud u 1 . The tips u 3 and u 4 are unlabeled, while the transform t 1 gets labeled with P(t 1 ) = u 1 u 3 t 1 .
The algorithm then takes u 2 as the rst element of the queue with = 2 and scans it without performing Step 2 nor Step 3.
The rst element of the queue is now u 7 and = 3. The algorithm scans u 7 by applying (3-1) to (u; u) = (u 5 ; u 6 ), which creates a transform t 2 = (u 6 ; u 5 ; u 7 ) with bud u 7 and puts it into the queue. We now have another degenerate blossom B 2 = fu 5 ; u 6 ; t 2 g. The tips u 5 and u 6 are unlabeled, while the transform t 2 gets labeled with P(t 2 ) = u 7 
