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Abstract
The scheduling of train services is subject to a number of constraints
describing railway infrastructure, required train services and reasonable
time-intervals for waiting and transits. Timetable planners at Dutch Rail-
ways are nowadays supported by a software tool, called CADANS, which
produces a feasible timetable on an hourly basis. In this paper, connec-
tion requirements between train series are written in the format of the
CADANS model. It turns out that this leads to nontrivial combinatorial
scheduling issues.
1 Introduction
An important step in the Dutch railway timetabling problem involves the allo-
cation of departure and arrival times of trains on an hourly basis. Once such a
feasible schedule of train services has been established, adjustments can be made
in order to account for rush hours, weekends and other events. In short, the
timetable for one hour (called the Basic Hourly Pattern) is a preliminary version
of the final timetable which is actually used by Dutch Railways. There are sev-
eral reasons for the development of the timetable in steps as mentioned above.
Indeed, the sheer complexity of the problem as a whole does not invite a direct
approach. The development of merely the Basic Hourly Pattern still is a difficult
problem, but it is conceivable that a feasible pattern can be generated in an au-
tomated fashion for the Dutch railway system. Further adjustments of the Basic
Hourly Pattern are not always well-defined and sometimes ad-hoc. Therefore,
the development of the final timetable from the Basic Hourly Pattern requires
intervention by a human planner.
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This paper deals with issues concerning the automated development of the Ba-
sic Hourly Pattern (BHP). The BHP provides a cylic timetable with period equal
to one hour. Since the generation of a feasible BHP is NP-complete, it certainly is
a challenge to come up with a feasible pattern of train services. Moreover, besides
restrictions imposed by railway infrastructure and required line services, there are
further specifications such as reasonable waiting- and transit time-intervals for
passengers. Not all such specifications have yet been incorporated. In this paper,
we shall deal with the problem of automating waiting- and transit time require-
ments for connecting train series. A train series provides a connection between
two train stations (including possible intermediate stops) on a regular time basis.
As we are in a BHP, such a train series is also specified by an hourly frequency.
For example, a train series may provide the same train connection three times
per hour.
The development of the BHP is automated by using a software tool called
CADANS; see Schrijver & Steenbeek [5]. In this paper, we put attention to
one aspect of the formal description of the model which underlies the CADANS-
methods. References to other work in this direction are Kroon & Peeters [1],
Odijk [3], Peeters [4] and Serafini & Ukovich [6].
Train services are characterized by time and place of departure and arrival.
Indeed, the departure and arrival time of train t at node n is denoted by vt,n and
at,n, respectively. We remark that t runs through a finite set of train numbers,
and that n runs through the set of nodes in the railway network. Such a node
coincides with a train station or another relevant point in the network. Since
in the following argument, there is no disturbing ambiguity concerning trains or
nodes involved, we shall not pursue this extensive notation.
2 Train Series Connections
We consider train series which are characterized by their time points of arrival or
departure. These time points are identical from hour to hour, so the collection of
time points is periodical with period T = 60. (The unit of time is chosen equal
to one minute.) An explanation of periodic sets is given in Appendix A. Let
0 ≤ a1 < a2 < . . . < an < T be integers. The periodic set
A = {a1, a2, . . . , an}T
denotes the arrival times of the first train series. The arrival pattern will be
evenly spread in time in e.g. the following sense:
ak − ak−1 ∈ [T
n
− δ, T
n
+ δ]T , k = 1, . . . , n, (1)
where a0 := an. The tolerance δ satisfies 0 ≤ 2nδ < T , so that the periodized
intervals in (1) are mutually disjoint. The positive integer n denotes the hourly
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arrival frequency of the first train series. The periodic set of departure times for
the second train series
V = {v1, v2, . . . , vm}T
satisfies e.g.
vl − vl−1 ∈ [ T
m
− η, T
m
+ η]T , l = 1, . . . ,m, (2)
where v0 := vm and η satisfies 0 ≤ 2mη < T . The positive integer m denotes the
hourly departure frequency of the second train series.
In words, the conditions (1) and (2) ensure, up to some positive tolerance (de-
fined by δ and η, respectively), that the arrival and departure times are ”evenly
spread in time with specified hourly frequency” (defined by n and m, respec-
tively). For example, if one requires the arriving train series to arrive each quar-
ter of an hour or so, then one should put n = 4. The conditions (1) and (2) are
presently used in the CADANS software. However, there are other formal con-
ditions that are compatible with the intuitive requirement of evenly distributing
train series arrivals or departures in time. These variants are discussed in Ap-
pendix B), and are mutually compared. In particular, a more restrictive variant
of condition (1) reads
ak − al ∈ [ (k − l)T
n
− δ, (k − l)T
n
+ δ]T , k, l = 1, . . . , n. (3)
In the notation of Appendix B and in the following, condition (1) defines periodic
sets of class An,δ, and (3) defines periodic sets of class Cn,δ.
The following constraint on the aforementioned arrival and departure trains
defines a ”connection” between train series and is of the main object of study in
this paper:
(†) There is at least one train from the first train series (with arrival time ak)
and at least one train from the second train series (with departure time vl) such
that
vl − ak ∈ [α, α + ε]T .
Here α is a positive integer indicating the minimum time required for passengers
to change from the arriving train to the departing train, and the nonnegative
integer ε indicates the extent up to which the transfer time can be stretched.
It is completely straightforward to make A and V satisfy this constraint; sim-
ply take v1 = a1 + α. However, the underlying situation is more complicated.
The sets of arrival and departure times are decision variables in a mixed integer
program with a large and intricate set of constraints. It is the aim of this paper
to reformulate the train series connection constraint (†) in terms of mutual dif-
ferences, which is the appropriate form for the CADANS software; see Schrijver
& Steenbeek [5]. The following theorem provides such a reformulation.
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Theorem 2.1 Let A = {a1, . . . , an} be of class Cn,δ and V = {v1, . . . , vm} be of
class Cm,η. Let α, ε ∈ [0, T ) and assume that
ε+ 3δ + 3η <
T
lcm(m,n)
. (4)
Write d = gcd(m,n) and m′ = m/d, n′ = n/d and T ′ = T/d. Then the following
two statements are equivalent:
1. For j = 1, . . . , d, there exist (j − 1)n′ ≤ kj < jn′ and (j − 1)m′ ≤ lj < jm′,
such that
vlj − akj ∈ [α, α + ε]T .
2. For all 0 ≤ k < n and 0 ≤ l < m such that (j − 1)n′ ≤ k < jn′ and
(j − 1)m′ ≤ l < jm′ for some j ∈ {1, . . . , d}, it holds true that
vl − ak ∈
(⋃
P
pT ′
n′
+
qT ′
m′
+ [−δ − η + α, δ + η + α + ε]T ′
)
∪ [α, α + ε]T ,
where P = {(p, q) | 0 ≤ p < n′, 0 ≤ q < m′, (p, q) 6= (0, 0)}.
Proof In order to prove that the first statement implies the second one, let
0 ≤ k < n and 0 ≤ l < m such that there exists j ∈ {1, . . . , d} with k ∈ Ij(n′) :=
[(j − 1)n′, jn′) and l ∈ Ij(m′). It holds true that
vl − ak = (vl − vlj) + (akj − ak) + (vlj − akj) ∈
(l − lj)T ′
m′
+
(kj − k)T ′
n′
+ [−δ − η + α, δ + η + α + ε]T ⊆
(l − lj)T ′
m′
+
(kj − k)T ′
n′
+ [−δ − η + α, δ + η + α + ε]T ′ .
In the case when l = lj and k = kj, we have vl−ak ∈ [α, α+ε]T . In the case when
(k− kj, l− lj) 6= (0, 0), write p = kj − k+ µn′ for such integer µ that 0 ≤ p < n′,
and, in the same fashion, define q = l − lj + νm′ ∈ [0,m′).
Conversely, observe that there exist dm′n′ pairs (ak, vl), such that (k, l) ∈
Ij(n
′)× Ij(m′) for some j ∈ {1, . . . , d}. Moreover, there are m′n′ − 1 sets of the
form
pT ′
n′
+
qT ′
m′
+ [−δ − η + α, δ + η + α + ε]T ′ ,
where (p, q) ∈ P .
Claim: For each 1 ≤ j ≤ d and (p, q) ∈ P , there exists at most one pair
(ak, vl), such that k ∈ Ij(n′), l ∈ Ij(m′), and
vl − ak ∈ pT
′
n′
+
qT ′
m′
+ [−δ − η + α, δ + η + α + ε]T ′ .
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Proof claim: Assume that (k, l) 6= (r, s), k, r ∈ Ij(n′) and l, s ∈ Ij(m′), and
both vl − ak and vs − ar are in the set
pT ′
n′
+
qT ′
m′
+ [−δ − η + α, δ + η + α + ε]T ′ .
Then
(vl−ak)−(vs−ar) = (vl−vs)+(ar−ak) ∈ (l − s)T
m
+
(r − k)T
n
+[−δ−η, δ+η]T ⊆
(l − s)T ′
m′
+
(r − k)T ′
n′
+ [−δ − η, δ + η]T ′ .
On the other hand,
(vl − ak)− (vs − ar) ∈ [−2δ − 2η − ε, 2δ + 2η + ε]T ′ .
Observe that (l−s)T
′
m′ +
(r−k)T ′
n′ = µT
′ with µ ∈ Z if and only if there exists λ ∈ Z
such that k − r = λn′ and l − s = (µ − λ)m′. This is in contradiction with
(k, l) 6= (r, s) and |k − r| < n′ and |l − s| < m′.
Note that, as a consequence, (l−s)T
′
m′ +
(r−k)T ′
n′ is a multiple of
T ′
m′n′ and not a
multiple of T ′. Therefore, the sets
(l − s)T ′
m′
+
(r − k)T ′
n′
+ [−δ − η, δ + η]T ′
and
[−2δ − 2η − ε, 2δ + 2η + ε]T ′
have nonzero intersection, only if
T ′
m′n′
=
T
lcm(m,n)
≤ 3δ + 3η + ε.
This is in contradiction with the assumptions in the theorem, so the claim is
proved.
Using the same type of argument as in the proof of the claim, it can be
shown that at most one integer pair (k, l) ∈ Ij(n′)× Ij(m′) provides a difference
vl − ak ∈ [α, α + ε]T .We conclude that for each 1 ≤ j ≤ d, the set [α, α + ε]T
contains at least m′n′ − (m′n′ − 1) = 1, and hence exactly 1, difference vl − ak
with (k, l) ∈ Ij(m′)× Ij(n′). This proves the lemma. 2
The inequality (4) is close to being necessary for the statement of the theorem,
as the following proposition shows. Two integers are called co-prime if their
greatest common divisor is equal to one.
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Proposition 2.2 We assume here that m and n are co-prime, and that
0 ≤ δ, 0 ≤ ε ≤ η, δ + 2η + ε ≤ T
mn
, 2δ + 2η + ε ≥ T
mn
.
The sets
A =
{
kT
n
− δ − η − ε, (mn− 1)T
mn
+ δ + η | 1 ≤ k ≤ n− 1
}
T
,
and
V =
{
α, α +
lT
m
− ε | 1 ≤ l ≤ m− 1
}
T
satisfy A ∈ Cn,δ, V ∈ Cm,η. Moreover,
V − A ⊆
mn−1⋃
k=1
α +
kT
mn
+ [−δ − η, δ + η + ε]T . (5)
This implies that the equivalence as stated in Theorem 2.1 does not hold here.
For the proof of the proposition, we need the following rather general algebraic
statement. The proof involves elementary algebra and is omitted here.
Lemma 2.3 Let m and n be co-prime integers. Then{
pT
n
− qT
m
| 1 ≤ p ≤ n, 1 ≤ q ≤ m
}
T
=
{
kT
mn
| 0 ≤ k ≤ mn− 1
}
T
.
Proof of Proposition 2.2 We first prove that A ∈ Cn,δ. Write ak = kTn −δ−η−ε
for 1 ≤ k ≤ n−1 and an = (mn−1)Tmn +δ+η. Then al−ak = (l−k)Tn for 1 ≤ k ≤ l < n.
Moreover, an−ak = (mn−1)Tmn − kTn +2δ+2η+ε = (n−k)Tn +2δ+2η+ε− Tmn . Observe
that 0 ≤ 2δ + 2η + ε− T
mn
≤ δ. The proof that V ∈ Cm,η is straightforward and
omitted here. Next, we prove that V − A is contained in the right hand side of
(5). Note that
V − A =
{
α− kT
n
+ δ + η + ε, α +
T
mn
− δ − η, lT
m
− kT
n
+ δ + η,
α− T
mn
+
lT
m
− δ − η − ε | 1 ≤ l ≤ n− 1, 1 ≤ l ≤ m− 1
}
T
,
while T
mn
+ lT
m
− δ− η− ε ∈ lT
m
+ [η, δ + η]T . Remains to prove that the inclusion
(5) implies that the equivalence in Theorem 2.1 does not hold. First of all, note
that
U =
mn−1⋃
k=1
kT
mn
+ [−δ − η, δ + η + ε]T
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and [0, ε]T have empty intersection, whenever δ + η + ε <
T
mn
. Indeed,
U ⊆
(
T
mn
− δ − η, T − T
mn
+ δ + η + ε
)
T
⊆ (ε, T )T .
The same holds for the translated sets α + U and [α, α + ε]T . Further, Lemma
2.3 implies that
U =
⋃
P
pT
n
− qT
m
+ [−δ − η, δ + η + ε]T ,
with P = {(p, q) | 0 ≤ p ≤ n − 1, 0 ≤ q ≤ m − 1, (p, q) 6= (0, 0)}. Therefore,
V − A ⊆ α + U is equivalent to the statement that, in Theorem 2.1, statement
2) holds but statement 1) does not hold. 2
Observe that the case when T = 60, m = 2, n = 3, ε = δ = η = 2 (and α = 3)
is covered by Proposition 2.2. This example is one of the first interesting cases
arising in the study of train series connections; see [2]. Therefore, we cannot
expect a statement as in Theorem 2.1 for all relevant cases.
The preceding results concerned the reformulation of restrictions which de-
scribe train series connections. In short these restrictions impose that, between
certain departure times vl and arrival times ak, there should be a restricted (pe-
riodic) time interval, i.e., for specific integers k, l,
vl − ak ∈ [α, α + ε]T .
These restrictions do not provide a preference among feasible time differences
vl − ak. In practice, however, such preferences do exist. We shall model these
preferences by introducing a penalty function ϕ on the interval [α, α + ε], given
by ϕ(t) = (t− α)/ε. In words, the transit time α is considered to be optimal, a
shorter transfer time is not feasible, while a longer transfer time is penalized with
a finite penalty up to the extent of α+ε. Transfer times beyond this point are not
considered to define a connection. The following proposition indicates that such
a penalty policy can be realized using a penalty function. The penalty function
is linear only in the arrival and departure variables which are involved in actual
connections between the two train series. As there are only d = gcd(m,n) of such
train connections, the penalty function ϕ is linear in all arrival and departure
times, if m = n = d. In all other cases, the analysis of the penalty function seems
more intricate and is is the object of current research.
In the following proposition, notation is consistent with the remainder of this
section. We define the function ϕ : R→ [0, 1] by
ϕ(t) =
{
(t mod T )−α
ε
, t ∈ [α, α + ε]T
1, otherwise
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Proposition 2.4 If the series of arrivals {ak}nk=1 and departures {vl}ml=1 satisfy
the conditions and statements mentioned in Theorem 2.1, then
d∑
j=1
∑
(k,l)∈Ij(n′)×Ij(m′)
ϕ(vl − ak) = 1
ε
d∑
j=1
vlj −
1
ε
d∑
j=1
akj −
αd
ε
+ lcm(m,n)− d,
where {akj}dj=1 and {vlj}dj=1 are the arrivals and departures involved in the d
connections, respectively, as described in Theorem 2.1.
Proof The first statement in theorem 2.1 states that, for each j ∈ {1, . . . , d}
fixed, there exist kj ∈ [(j − 1)n′, jn′) and lj ∈ [(j − 1)m′, jm′), such that
vlj − akj ∈ [α, α + ε]T .
For arbitrary (k, l) ∈ Ij(n′)× Ij(m′), we obtain
vl − ak = (vl − vlj) + (akj − ak) + (vlj − akj) ∈
α +
(l − lj)T ′
m′n′
− (k − kj)T
′
m′n′
+ [α− δ − η, α + δ + η + ε]T ′
By assumption, these m′n′ intervals are mutually disjoint, and [α, α + ε]T has
non-empty intersection only with [−δ − η, δ + η + ε]T ′ . The proof of theorem
2.1 reveals that each one of the m′n′ intervals contains exactly one of the m′n′
differences vl − ak. Therefore,∑
(k,l)∈Ij(n′)×Ij(m′)
ϕ(vl − ak) =
vlj − akj − α
ε
+m′n′ − 1.
The proposition has been proved. 2
Observe that Proposition 2.4 rewrites the penalty function as a linear function.
However, the prescription of the linear function uses knowledge of the arrivals and
departures that are actually involved in the train series connections. Therefore,
the proposition does in general not provide a linear penalty function to be used
for all instances.
The only case when the proposition does provide a linear penalty function is
the case when m = n = d. Indeed, the result of the proposition comes down to
d∑
j=1
ϕ(vlj − akj) =
1
ε
d∑
l=1
vl − 1
ε
d∑
k=1
ak − αd
ε
.
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A Periodic sets
Given a period T > 0, we want to define sets which are periodic in the sense that
they are invariant under shifts by (integer multiples of) T . A somewhat formal
approach (inspired by [6]) is chosen here in order to avoid cumbersome definitions
with limited generality. The formal definition will be specified to a special case
of periodic intervals which is relevant for the applications at hand.
Two real numbers x and y are said to be equivalent (x ∼ y) if there exists
n ∈ Z such that x − y = nT . Further, we define equivalence classes [x] for
x ∈ R which satisfy: [x] = [y] if and only if x ∼ y. The collection of equivalence
classes is denoted by R/∼. The canonical mapping pi : R → R/∼ is simply
given by pi(x) = [x]. A converse mapping pi+ : R/∼ → P(R) is defined by
pi+([x]) = {y ∈ R | y ∼ x}. Here P(R) denotes the collection of all subsets in R.
We make the following simple observation.
Lemma A.1 Let pi and pi+ be defined as above. Then
pi(pi+([x])) = [x] for all [x] ∈ R/∼,
pi+(pi(x)) = {y ∈ R | y ∼ x} for all x ∈ R.
Given A ⊆ R, we introduce its periodization
AT = pi
+(pi(A)).
A subset A is called periodic if A = AT . As a simple example, let [a, b] ⊆ R be a
compact interval. By definition, we get
[a, b]T = {x ∈ R | there exists n ∈ Z such that a ≤ x+ nT ≤ b}.
Observe that if n ∈ Z, then [a, b]T = [a + nT, b + nT ]T . Therefore, without loss
of generality, we may assume that 0 ≤ a < T .
In the paper, the following lemma is used frequently. The sum of two sets is
defined as
A+B = {a+ b | a ∈ A, b ∈ B}.
Lemma A.2 Let a1 ≤ b1 and a2 ≤ b2 be real numbers, then
[a1, b1]T + [a2, b2]T = [a1 + a2, b1 + b2]T .
Proof We first prove that the inclusion”⊆” holds. If xj ∈ [aj, bj]T , then there
exists nj ∈ Z such that aj ≤ xj − njT ≤ bj (j = 1, 2). Therefore, a1 + a2 ≤
x1+x2−(n1+n2)T ≤ b1+b2. The other inclusion is proved as follows. Assume that
x ∈ [a1+a2, b1+b2]T , i.e., there exists n ∈ Z such that z = x−nT ∈ [a1+a2, b1+b2].
We need to find y ∈ R such that y ∈ [a1, b1] and z − y ∈ [a2, b2]. Define the
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rectangle [a1, b1]× [a2, b2] in the real plane. Observe that this rectangle intersects
the line {(u, v) | u+ v = z}. Define y ∈ R in such a way that the point (y, z− y)
is in this intersection. 2
We have introduced the notions of periodization and periodicity over the
real numbers. In the paper, we shall use these notions over the integers only.
Accordingly, the period T will be a strictly positive integer.
B Classes of constraints
We consider three classes of periodic sets. Let A = {a1, . . . , an} consist of n
distinct integers in [0, T ). Fix a (small) positive integer δ such that 2nδ < T . We
assume that n is a divisor of T .
1. A is from the class An,δ, if (a0 := an)
ak − ak−1 ∈ T
n
+ [−δ, δ]T , k = 1, . . . , n.
2. A is from the class Bn,δ, if there exists τ ∈ [0, T ), such that
ak ∈ τ + kT
n
+ [−δ, δ]T , k = 1, . . . , n.
3. A is from the class Cn,δ, if
ak − al ∈ (k − l)T
n
+ [−δ, δ]T , k, l = 1, . . . , n.
The three classes are related in a somewhat intricate fashion. The following
lemmas provide a detailed description of these matters.
Lemma B.1 The following statements hold:
Cn,δ ⊆ An,δ, n ≥ 1,
Cn,δ = An,δ, 1 ≤ n ≤ 3,
Cn,δ 6= An,δ, n ≥ 4.
Proof The inclusion Cn,δ ⊆ An,δ for n ≥ 1 follows immediately from a comparison
of the definitions of An,δ and Cn,δ. The equality for 1 ≤ n ≤ 3 is straightforward.
In order to prove that Cn,δ 6= An,δ for n ≥ 4, we define
A =
{
0,
T
n
+ δ,
2T
n
+ 2δ,
3T
n
+ δ,
4T
n
, . . . ,
(n− 1)T
n
}
T
.
Indeed, it is easy to see that A ∈ An,δ while A 6∈ Cn,δ. 2
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Lemma B.2 The following statements hold:
Cn,δ ⊆ Bn,δ, n ≥ 1,
Cn,δ 6= Bn,δ, n ≥ 2.
Proof Let A = {a1, . . . , an} be in the class Cn,δ and put τ = an. Then an ∈
τ + [−δ, δ]T and if k 6= n, we get
ak − τ = ak − an ∈ kT
n
+ [−δ, δ]T ,
so ak ∈ τ + kTn + [−δ, δ]T . This proves A ∈ Bn,δ. On the other hand, if n ≥ 2, the
set
A = {δ, T
n
− δ, 2T
n
, . . . ,
(n− 1)T
n
}
is in Bn,δ, but not in Cn,δ. 2
Lemma B.3 The following statements hold:
Cn,δ ⊆ An,δ ∩ Bn,δ, n ≥ 1,
Cn,δ = An,δ ∩ Bn,δ, 1 ≤ n ≤ 3,
Cn,δ 6= An,δ ∩ Bn,δ, n ≥ 4.
Proof The first statement follows immediately from Lemmas B.1 and B.2. The
second statement follows from the fact that Cn,δ = An,δ for n ∈ {2, 3} and from
the first statement. The third statement is proved using the example
A =
{
0,
T
n
− δ, 2T
n
,
3T
n
+ δ,
4T
n
, . . . ,
(n− 1)T
n
}
T
.
Indeed, A ∈ An,δ ∩ Bn,δ, but A 6∈ Cn,δ. 2
Lemma B.4 If n ≥ 2, then
Bn,δ 6⊆ An,δ. (6)
For 2 ≤ n ≤ 5, we get
An,δ ⊂ Bn,δ, (7)
while for n ≥ 6, we have
An,δ 6⊆ Bn,δ. (8)
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Proof For n ≥ 2, the set (see Lemma B.2)
{δ, T
n
− δ, 2T
n
, . . . ,
(n− 1)T
n
}
is in Bn,δ (take τ = 0), but not in An,δ. This proves (6). We verify the inclusion
(7) as follows: Let A = {a1, . . . , an} ∈ An,δ, and write
εk = ak − kT
n
− νkT, νk ∈ Z,
in such a way that 0 ≤ εk < T for k = 1, . . . , n. By definition (ε0 := εn),
εk − εk−1 ∈ [−δ, δ]T , k = 1, . . . , n.
Define ε+ = max{εk | 1 ≤ k ≤ n} and ε− = min{εk | 1 ≤ k ≤ n}. Since n ≤ 5, it
holds that ε+−ε− ∈ [−2δ, 2δ]T and henceforth 0 ≤ ε+−ε− ≤ 2δ. Put τ = ε++ε−2 ,
then
|τ − εk| ≤ |ε+ − εk|+ |εk − ε−|
2
≤ δ,
since |ε+ − εk|+ |εk − ε−| = ε+ − ε−. For n ≥ 6, a different situation arises: The
set
{0, T
n
− δ, 2T
n
− 2δ, 3T
n
− δ, 4T
n
,
5T
n
+ δ,
6T
n
, . . . ,
(n− 1)T
n
}
is in An,δ but not in Bn,δ. 2
Lemma B.5 For n ≥ 1, we get
Bn,δ ⊆ Cn,2δ.
Proof Assume that B = {b1, . . . , bn} ∈ Bn,δ, then
bl − bk ∈ τ + kT
n
− τ − lT
n
+ [−2δ, 2δ]T , 1 ≤ k, l ≤ n.
2
Lemma B.6 An,δ ⊆ Cn,η if and only if η ≥ bn2 cδ.
Proof Assume that κ = bn
2
c satisfies κδ > η. Define the set A, for n odd, by
A = {0, δ+T
n
, 2δ+
2T
n
, . . . , κδ+
κT
n
, (κ−1)δ+ (κ+ 1)T
n
, . . . , δ+
(2κ− 1)T
n
,
2κT
n
},
and, for n even, by
A = {0, δ + T
n
, 2δ +
2T
n
, . . . , κδ +
κT
n
, (κ− 1)δ + (κ+ 1)T
n
, . . . , δ +
(2κ− 1)T
n
.}
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Then for all n ≥ 1, A 6∈ Cn,η, while A ∈ An,δ.
On the other hand, if η ≥ bn
2
cδ = κδ, and A = {a1, . . . , an} ∈ An,δ, we find
that for 1 ≤ k, l ≤ n,
al − ak ∈ (l − k)T
n
+ [−|l − k|δ, |l − k|δ]T .
Without loss of generality, we may assume that k ≤ l. Moreover, either l − k ≤
bn
2
c or k + n− l ≤ bn
2
c. In both cases,
al − ak ∈ (l − k)T
n
+ [−κδ, κδ]T ⊆ (l − k)T
n
+ [−η, η]T .
2
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