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Abstract
Automatic Document Classification in Small Environments
Jonathan McElroy
Document classification is used to sort and label documents. This gives users
quicker access to relevant data. Users that work with large inflow of documents
spend time filing and categorizing them to allow for easier procurement. The
Automatic Classification and Document Filing (ACDF) system proposed here is
designed to allow users working with files or documents to rely on the system
to classify and store them with little manual attention. By using a system built
on Hidden Markov Models, the documents in a smaller desktop environment are
categorized with better results than the traditional Naive Bayes implementation
of classification.
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1 Introduction
An important goal in Computer Science is increasing the ease of Human-
Computer Interaction. Creating systems that assist users by allowing them to
perform tasks more intuitively allows users to limit their busy work. With the
rate of computer complexity, speed and disk space increasing continuously in
recent years, combined with the increased usage of digital documents, there is
a greater desire for the automatic categorization and filing of these documents
[32]. The system proposed here aids working with digital documents by allowing
users to rely on the system to store them with little manual attention. Filing
these documents is accomplished by the classification of the documents through
a system that adapts as new categories or documents are added.
Text Classification (TC) is defined as determining and assigning topical labels
to documents that define their characteristics [16] [4] [35]. TC is used in several
contexts such as document indexing, document filtering, web filtering, search
engines and anywhere where documents need sorting [32]. While there are several
different approaches to TC, this project focuses on using Hidden Markov Models
to classify the documents in a smaller environment. The purpose driving this is
the desire to work toward a smarter desktop or semantic desktop, which aides
computer users in several ways, one of which is the automatic filing of their
documents. By looking at how a user has already filed their documents, or a
previously filed learning set, the system then can gain an understanding of how
to place the files. The importance here is that files classified as the same category,
are not always placed in the same file areas. An example of this is a user filing
all his documents about taxes into a folder called Taxes. Within that folder the
user subdivides the documents by year. Any tax file with a specific year, needs to
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be placed in that year’s file, but a generic document about good tax filing ideas
should be placed at the top level of the ”Taxes” folder.
This thesis focuses on properly classifying documents in a smaller environment
(a computer system that is self contained) while maintaining a degree of adapt-
ability. Section 2 discusses related works and the background of Text Classifica-
tion, Information Retrieval and similar smart systems. In Section 3, development
of the HMM classifiers as well as other classification techniques are covered and
explained. Implementation of the Automatic Classification and Document Filing
(ACDF) system that is used to test the thesis is detailed in Section 4. Section
5 covers typical usage of the system from a user’s perspective. Sections 6 and 7
address the results of testing the ACDF system and the analysis of those results.
Finally, Section 8 covers future work ideas and Section 9 is the conclusion.
2
2 Related Works and Background
The project of Automatic Classification and Document Filing (ACDF) uses a
combination of Text Classification (TC) techniques and Machine Learning (ML).
There are many works that relate to these concepts and use different methods
to achieve the desired results. The related works using Bayesian, vector based
classification, techniques and agent-based approaches will be covered and other
similar projects discussed.
2.1 Text Classification
Text categorization is defined as the activity of labelling natural language texts
with thematic categories from a predefined set [32]. A formal definition from [33]
is:
Definition Let C = { c1, c2, ... cm} be a set of categories (classes) and D = {
d1, d2, ... dn} a set of documents.
The task of the text classification consists in assigning to each pair ( ci, dj )
of C x D (with 1 ≤ i ≤ m and 1 ≤ j ≤ n) a value of 0 or 1, i.e. the value 0, if
the document dj doesn’t belong to ci.
This procedure affiliates the text with groups or topics based on quantitative
information gathered from the characteristics of the items. The training set of
previously classified items provides the basis of finding the important charac-
teristics. The current main approach of building these classifiers is by machine
learning or automatic building from the training set. Previous approaches in-
cluded knowledge engineering which involved domain experts manually creating
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classification labels. [32] is a survey of automated text classification, but most
topics will be discussed in the following.
2.2 Naive Bayesian Text Classification
The Naive Bayesian (NB) Classifier is a well known probabilistic classification
method. The method uses Bayes’ theorem which predicts the classification of a
previously unseen item, using information from a training set. This highly useful
method has been used for many different types of classification and filtering such
as: email classification [35], document classification [32] [23] [7] and even hybrid
approaches with Hidden Markov Models [13] [11]. One of the strengths of the
NB classifier is its simplicity and in many instances it performs much better than
more complex classification methods such as Support Vector Machines [35] [19].
Understanding the usage of the Hidden Markov Models requires using the
principles of Bayes classifier. The NB classifier is a probabilistic method that uses
Bayes Theorem [35] [11] to classify an unknown document based on information
from training data. To calculate the probability for a class Aj given a document
B, find the maximum value of
P [Aj|B] = P [B|Aj ]P [Aj ]P [B]
with j ranging over all the classes [35]. The probability that given a category A,
document B is in that category, can be evaluated by looking at the number of
distinct words in document B and summing up the probabilities that each word
would be in category Aj. Bayes’ assumption is that if terms are conditionally
independent given category A, then the classification depends only on the values
of P [B|Aj] and P[A]. These are the probabilities that B comes from A and the
4
probability of A being chosen from the set of j classes. P[B] is ignored since all
documents are considered equally possible. Although this is a simple method
for classification, research shows that with the correct features it often performs
better than more complex methods such as decision trees, rule-based learning and
instance-based learning [35]. NB classifiers appear in a large amount of research
papers as well as real world applications making them a great comparison for
testing purposes.
2.3 Hidden Markov Models
Hidden Markov Models [14] are used as a tool for probabilistic sequence mod-
eling and learning patterns. HMMs build up a path of sequence possibilities
with probabilities in each path. Then they run simulations on these paths mul-
tiple times to determine mostly situations. A more formal explanation occurs in
Section 3. HMMs are used in many types of text based areas of research includ-
ing natural language modelling [5] and information retrieval and extraction [15].
These models use Markov chains, a type of memoryless mathematical model,
which look for the likelihood of a given future event based on only the present
state.
Information Retrieval (IR) [32] is the act of searching for information based
on keywords or terms. The large amount of overlap between IR and TC solutions
exists since they are almost inverse problems [38]. The former uses a small set of
words to retrieve similar documents, while the latter uses a document and seeks
similar documents to determine a classification. Using probabilistic methods for
Information Retrieval is almost 5 decades old, and [26] was one of the first to use
HMMs in IR. Yi [38] explains that with a query Q and a document D, the retrieval
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system searches for a document d using Q. The Bayesian Formula is applied to
maxd∈D P (d/Q) to produce, P (d/Q) =
P (Q/d)P (d)
P (Q)
. By using the HMMs to model
P (Q/d), the query Q was generated and used to interpret the IR model [38].
[14] also used HHMs for text classification by viewing documents as sequence
of pages. The outputs of the HHMs are an associated bag-of-words. A function
maps state realizations into page categories. A state of category is not based on
just the contents of a page, but also by the other pages of the document. This
can become helpful by looking at the structure of documents. For example, most
research papers start with a title, abstract, introduction and so on. This allows
the classifier to already know that it is classifying a research paper and so can
use heuristics that are specific to research papers. Using HHMs can help further
break down the classifications of documents by looking at their structures.
[38] [39] built upon the works of Miller and Frasconi using HMMs to categorize
Dissertations and Medical Documents. Yi replaced the document and query
formula with target category and relevant document. For each category a TC
model or HMM was created. The output from these models was used to determine
relevant documents. While Yi used predefined terms and information sources, this
thesis creates the HMMs based on a hierarchical approach instead of information
sources as well as focusing on a smaller more diverse environment.
2.4 Similar Systems
Filtering is an important part of any information organization and retrieval
system. A filter or a query is applied to information with the result of specific
documents or files related to the filter’s purpose. This is useful because classi-
fication and routing techniques are what compose filtering [6]. Clack creates an
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automatic document classification system for businesses by using filtering. This
system reroutes information from a central database to multiple users with dif-
ferent profiles, by using evolving classifying agents that filter the data. These
agents are initially trained (supervised learning) by looking at the user’s current
information focus. It examines web bookmarks, emails, and certain directory
structures to form a stable first solution classifier. After that Genetic Program-
ming is employed as a learning mechanism for some time before the user can
access the data. This is a similar approach to ACDF in terms of the initial learn-
ing setup and approach to longevity by using evolving classifiers. It also seeks to
incorporate natural learning. Similarly, they encountered difficulties with docu-
ments containing text information, that both distracts and misleads the learning
mechanisms.
In an effort to overcome these issues, Cognitive Assistant that Learns and
Organizes (CALO) [3], a project lead by SRI International, focused on develop-
ment of a smart desktop. The CALO project goal was to automate interrelated
decision making tasks that have resisted automation and allow them to react ap-
propriately to situations that are unusual. While CALO seeks to create a desktop
environment which assists users in many different information handling, this the-
sis focuses on the particular aspect of assisting the automatic filing of documents
for the user.
Email classification systems [35] are similar to the ACDF system. They are
continually receiving new text-based documents and working to classify and ex-
tract important information out of them. That particular system also uses su-
pervised learning on a large set of training emails and then turning them into
vectors. The classification system is built using T-Route and T-Trans vector
comparison algorithms, several term weighting schemes, Latent Semantic Anal-
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ysis (LSA) transformations and some post processing. T-Route and T-Trans are
two similar ways of comparing vectors that use a term to document matrix [9].
T-Route gathers terms that are destined to have the same route in the matrix
and places them together. T-Trans instead, first gathers the groups of terms
that are duplicates and discards the extras before places them in the matrix.
Then comparisons are made using the matrix to determine similar routes. LSA
is based on using the technique of singular value decomposition (SVD) to find
the lowest error representation of the matrix in a compact subspace. This can
be seen as smoothing the term or document [9]. This system discusses that for
email classification, the vector based classifiers did much worse than simple Naive
Bayesian classifications with Bellegarda word weights. Bellegarda weights com-
bines the importance of a word globally within a set of documents, with the local
importance of that word in a document.
Work relating to organizing and classifying into hierarchies [4] involved sepa-
rating feature words from noise words at each level of the hierarchy. This multi-
level classification allows the searching of topics instead of just keywords. At each
level a context sensitive signature and feature selection is created and then fo-
cused to cut out noise and stop words. Again they find Naive Bayesian techniques
to be almost as accurate as more complex methods and faster.
Other systems with similar purpose are DEVONThink [10] which seeks to
make an all inclusive information gatherer and organizer. It gathers all text
based documents and gives one interface for viewing and grouping. It sorts, clas-
sifies and shows relationships between documents automatically, but it falls short
of learning from the user or inferring any sort of context from the documents.
The NepoMuk [29] semantic desktop system seeks to combine personal data man-
agement and collaboration into a tool for social relation building and knowledge
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exchange. It annotates and links information on the desktop across media types,
file formats and applications using semantic web data structures. While this the-
sis does not seek to build a full fledged semantic or ”smart” desktop, it does seek
to create a useful part of that goal. Elimination of tedious work is often a helpful
and useful goal [6].
9
3 Development
The ACDF system is composed of two parts: the structure which keeps track
of the meta data of the documents and the classification algorithm. This classifi-
cation algorithm is the most important aspect since it does all the work. HMMs
provide a novel approach to the situation of classifying documents in a small
environment. This is compared to Naive Bayesian TC, a popular classification
method that is often used as a comparison for testing. The structure of the sys-
tem is built around using nodes (or directories) as the categories themselves. For
example, a user might have a folder labelled Cars, and within that folder, two
other folders labeled: Ford and Honda. The system creates a node for each folder
and treats them as three separate categories. While this removed the ability for
items to have multiple tags or classes, this allows simple classification in a hierar-
chical manner. Using the previous example, when a user is attempting to store an
article about a Jeep, the system will place it in the Cars folder. If the user wants
to start filing more articles about Jeeps, they only need to create a new folder
and place the Jeep article in the folder. The system now has 4 categories and any
new Jeep articles submitted for filing, should be placed now in the Jeep folder.
Using the nodes as a hierarchical method of classification allows for the classifier
to focus specifically on each section of the file tree. While there are advantages
to both to branch classification and this version of node classification, using the
node classification allowed for faster running times since less data is necessary for
each classification [21].
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3.1 Hidden Markov Models
Hidden Markov Models (HMM) [13] [38] [39] [31] [26] are often used as sta-
tistical models for speech processing, pattern matching and more recently text
classification. These HMMs are also known as probabilistic functions of Markov
chains. A set of Markov chains can be described as a set of states, each with
output values, and each of these states has probabilities of movement between
them. For example, consider a system composed of N states which is in one of
those states at a give time qt where t = 1,2... and so on. At regular intervals
the system changes state (although its change my be staying in the same state)
according to the probabilities within the system. Since each change of state is
dependent only on the previous state, it can be shown as:
P [q = Sj|qt−1 = Si = qt−2 = Sk = ...] = P [q = Sj|qt−1 = Si]
This system is stochastic, meaning probabilistic and non-deterministic, so that
the output given is randomly determined on each pass through the system. Using
the above equation allows the construction of the state transition probabilities
aij.
aij = P [qt = Sj|qt−1 = Si]1 ≤ i; j ≤ N
The probability of going to state j comes from where it was in the previous
iteration of state i. In a regular Markov model the states and the outputs are
visible. An example that [31] gives is that of a 3 state Markov Model using the
weather. The three states are:
State 1: rainy (or snowy)
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State 2: cloudy
State 3: sunny.
The probabilities of movement between these states is described as this matrix:
A = ai,j =

.4 .3 .3
.2 .6 .2
.1 .1 .8

A prediction can now be made for the probability of the weather over the next t
days. For example, if the start state at t = 1, is sunny then we can predict the
likelihood of the next 5 days being sun-rain-rain-cloud-sun. This is shown as pi =
1(thestartingstate)∗A33(probabilityofstatestayingsunny)∗A31(statemovingtorainy)∗
A11 ∗ A12 ∗ A23. The probability is: 1 ∗ (.8) ∗ (.3) ∗ (.4) ∗ (.2) ∗ (.1) = 0.00192.
While these models can be used to predict the probabilities of events happening
in certain orders, the practical use of these models comes from when the states
are hidden from the user.
These are known as Hidden Markov models which have invisible states, but
visible outputs. A HMM = (N, M, A, B, pi) contains five components [38]: 1)
N is the number of states in a model. Each of the documents in a category
is treated as a state. 2) M is the set of output symbols. These are the words
contained in each document with stop-words removed. 3) A is the probabilities
of transitioning between states or documents. The probabilities of transitioning
between documents are considered equal, i.e. if there are 4 documents in a
category, then the transition probability is 1/4. 4) B is the emission probabilities
of each word at that state or document. That probability is defined according to
how much usage that word has in the document.
Bij =
sum(bij)
total(B)
12
5) pi is the starting probabilities which are also equal for each document. These are
more useful in applying to real world situations where only the outputs are visible
as they allow for the statistical predictions of sequences of events. An example
from the GHMM (General Hidden Markov Model) libraries tutorial uses HMMs
to figure out if dice are loaded or unfair [17]. The states of the dice are either
fair or loaded. The observation symbols are their faces: 1,2,3,4,5,6. A fair die
will have a 1/6th chance for the rolling of each of these numbers, while an unfair
die will have a higher chance for certain numbers to be rolled. Using a Viterbi-
path, a sequence of states Q maximizing the probability P [
Q
observations,model
],
a sequence of events can show if the die rolls are natural or if it is likely that they
are loaded.
The ACDF system is influenced by Yi [38] [39] who uses a HMM with 4 states:
start, end, classified documents, and subject specific documents. The first two
states are dummy states.
Each of these HMMs in each category produce a string of words based on
their probabilities which are used for comparison. A visual is shown in Figure
3.1. The three documents compose the category, and all the information is used
to produce a HMM. The document being classified is then compared with the
HMM produced (relevant) document for similarities.
An visualization of a classification HHM for each category is shown in Figure
3.2. Each document in the category is represented as a state in the HMM. The
probabilities of moving between the states (Si,j) are equivalent. The output
probabilities (Oi,j) are shown pointing to different words with X standing for all
non-shown words. These different states each have a probability of producing one
of these words when the counter is moved to them. If a document does not contain
a word, then its probability of producing that word is zero. The probabilities of
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Figure 3.1: HMM Usage
using a word are determined by how often it appears in the document. To produce
the output document the counter is moved N times, which creates a document
of N length. Using this method of HMMs can be more accurate in smaller
environments than NB because of the need for less training data. For example,
consider a folder filled with music. The meta-data on the music contains the
name of the artist, album title, producer etc. The NB classifier has only a small
amount of information to test similarities with, while the HMM model takes the
small amount of data and produces a larger weighted bag of words for testing
similarity.
14
Figure 3.2: Example of Classification HMM
3.2 Other Classification Techniques
This section discusses other modern classification techniques and explains
why only NB and HMM classifiers are selected for this thesis. There are several
different classification techniques which are described in the related works section.
Some of these types are support vectors machines [19], rules-based [7], agent based
[6] [16] and neural network based classifiers [1].
Support Vector Machines use supervised learning to analyze data and detect
patterns. A formula is created which accepts the training data and conceptually
plots each item on a N-D plane. The SVM classifies documents by taking the
input of a document and puts it through an algorithm which plots it as a point.
Lines can be drawn through this plane to determine which category the item
belongs. The SVM is an optimization procedure to find the best line at each step.
For multiple categories the SVM runs multiple times as each time it determines
the best line and splits the remaining items determining the closest class. Figure
3.3 shows different lines which the SVM draws to split the categories. H3 fails to
15
determine a class while H1 and H2 both properly split that class. H1 does it with
a smaller margin, meaning that the line splitting the two classes is very close to
some of the plotted items. The line H2 has the highest margin as it is furthest
away from both classes.
Figure 3.3: Classification with Support Vector Machines
Often the support vectors did worse than the NB classifier such as in the
case of email categorization [35]. NB also often showed better results than other
complex classifiers [21] [4]. Many of the other classifiers used the basis of the NB
logic to create their classifiers [2] [14] [11] [38]. The HMM classifier used here is
also based on the NB logic. The NB classifier is chosen since it is often used as
a baseline or standard, and is the basis of the HMM classifier.
Rules based classification methods use rules to determine usefulness of words
for classification. One paper used rules to create a ”context” for words [7]. The
context was a group of words that were related to that word, and when they
were used, increased the importance of that word. The results in the end showed
it to be slightly more useful then NB. For this project though, the increase in
16
accuracy is not great enough to warrant usage. Also a much larger scale program
is required to properly use a rules based classifier [7]. Increasing the complexity
of the system for minimal increase in accuracy is unnecessary; implementing rules
based classifiers as a test comparison was deemed not useful for the purpose of
this thesis.
Agent based classification uses agents to classify documents. An agent is a
software program which operates autonomously, emulates intelligent behaviours
and completes tasks for its user. Multi-agent systems are used in [16] for classi-
fication by giving each agent a feature selection ability. Then documents in the
process of being classified are turned into document vectors with terms weighted
using the Term Document Frequency/Inverse Frequency (TDF/IF) model. This
model seeks to figure out the important words be looking at how many times a
word appears in a document making it important, versus its frequency making it
less important. An example would be the word: ’and’ which appears quite a lot
in this paper, but its frequency in almost every sentence makes it unimportant.
In contrast the term: ”HHM” would appear much more important since it occurs
multiple times, but with limited frequency. The agents then run their feature
selections on the document vectors and if a similarity score exceeds the threshold
set, then the documents are classified. This project does not include an agent
classifier since often they are a combination of agents and the usual classifying
techniques. A future work idea is the combination of agents with HMM powered
feature selection.
Neural networks are computational models of biological networks and have
been adapted for use as classification tool [1]. They use artificial nodes or neurons
as feedback connections allowing the networks to process sequential information
which is especially useful for grammar. Since this thesis does not focus on gram-
17
matical structure or in depth context, neural networks are not used as a test
case.
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4 Implementation
The ACDF system is implemented using the Python language on a Intel Core
Duo 2.2 GHz laptop. Ubuntu 9.04 is the version of Linux being operated. The
structure of the system is a tree node system. The nodes, called FileNodes,
contain the information of each directory including, parent directory, all files in
directory, all children directories and any information necessary to create the
classifiers for each node. Figure 4.1 shows the structure of each node.
Figure 4.1: Structure of FileNode
4.1 Structure of each File Node
While each FileNode has the same basic structure, there are differences de-
pending on the type of classifier being used. When a node is being created, the
data and objects relating to their classifier are created. Each node always gathers
a representation of each document by gathering a list of words from the docu-
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ment. This list is sorted first by the number of times each word is used. Then all
the words that are shorter than 3 letters are removed. This is to remove words
such as ”to” or ”a”, which add little to the context of a document. After that all
the stop-words, which are words that similarly don’t add anything to the context,
are removed. The stop-words come from an English list and a stop-word list pro-
vided from the Reuters corpus [36] [28]. Lastly, all punctuation and numbers are
removed. From this final list the several hundred most seen words are then used.
For the simple classifier, this is all the data that is necessary, as when classifying,
each node just returns the amount of words found in this list. The NB classifier
uses this list of words in a similar way, where each category is trained using the
list of words from each document in that category. This NB classifier is created
at the root node for the whole tree. The HMM classifier creates and adds the
HMM to each FileNode, while the Hybrid both creates the root level NB classifier
and a HMM at each FileNode. The difference here is the the NB classifier trains
using the data provided from the HMM.
4.2 Hidden Markov Model
This project uses the HMMs simulator developed and provided by Alexander
Schliep’s group for bio-informatics at Rutgers University [36]. The HMM at each
node is created by first grabbing all the documents at that node. Each document
has access to the words list, which was previously discussed, which has words
which are descriptive of that document. The HMM’s alphabet consists of every
word in the node. The probabilities of moving between the states in the HMM
are set equal for each document. This means that with 4 documents, the chance
of moving to another state or staying on the same state is 1/4. Then the emission
probabilities for each state are created by using the frequency distribution on each
20
word. For example, if the word ”zebra” was used 15 times in a document which
had 600 words, then the emission probability would be 15/600 or 0.025. The last
part of the HMM is the pi, or starting probabilities which are also set to equal
for each document. When the HMMs are created, in theory it is the possible to
produce an output that contains the words most related to those documents.
4.3 Usage of the System
When a node is created at a certain folder, it collects all the information and
then creates nodes recursively for each of the children directories. A background
process checks to see if any changes happen to a directory, and when they do, a
new file node is created in that branch which automatically refreshes the branch.
As files are being categorized, the tree adapts its classifiers at each location
accounting for the new information.
Files and categories/directories can be added manually like normal. To use the
automatic filing, a particular directory is selected as the bin folder. Items placed
in this folder are classified if possible, and moved to the appropriate location on
the hierarchy. Before this happens a daemon must be run in which the type of
classification is selected. As explained before, when a node is being created, the
type determines the kind of data that is saved. There are four types of classifiers
being compared. The simple version finds the words that are at least a certain
length and appear most often in each category. When classifying the same top
selection of words in the comparing document is tried against every category and
the category with the most words in both is selected. The NB version creates one
classifier for the whole tree structure. This uses each file as a bag of words with
the category being the directory name. When a new file is added it is run against
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Figure 4.2: Adding Files causes a Branch Renewal
the classifier and the category with the greatest percentage is selected. The HMM
classifier contains a HMM at each node. This HMM creates states from each of
the documents in the node, and uses the bag of words as output symbols. When
classifying a document is produced at each node and compared to the comparing
document in a manner similar to the first method. The selected category has the
most similar wording. Lastly the HMM Bayesian classifier combines the two, by
using the HMMs to create a document at each node and then using the Naive
Bayesian classifier on the created documents.
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4.4 Testing
The structure of the testing takes two folders, one which contains the root
directory with all the training files and a mirrored directory that contains the
files for testing. When the test is run, the program goes through each file in
the test directory, categorizes it and then compares its destination with where
it should end up in the mirrored directory. All this information is sent to log
files which then tally the results at the end and compare the different methods
of classification.
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5 Usage Scenario
Figure 5.1: Diagram of Usage Scenario
The final system (ACDF) supports a user by automatically classifying and
categorizing files. The following is an explanation of how the typical user inter-
acts. First, the user sets up the ACDF system by choosing the root directory, i.e.
C drive or whatever folder area they want document classifying. This directory’s
folders are now seen as categories and incoming documents will be stored accord-
ingly. Next, the user chooses an empty folder and their bin. This is where files
are dragged for classifying in the root directory. After setup, the user runs the
ACDF program in the background. With ACDF running, the user then drags
newly received files and drops them onto the bin folder. The files are then clas-
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sified by their content and placed in the location that the user would most likely
have placed them, based on the root directories current structure.
Figure 5.1 shows the example of placing a document about a Jeep into the bin
and then having the file moved. If the system does not find a reasonable location
to place, the system is meant to ask the user to specify a new category or show it
where it should be placed. This part of the program was not implemented since
it was not useful for testing the classifying capabilities of the HMMs.
Figure 5.2: Screen Shot of File Being Placed
Figure 5.2 shows a screen shot of a filing being placed in the filing bin. The
bin is called ADFbin and a notification displays to tell the user where the file has
been placed.
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6 Results and Validation
For testing, one of the primary focuses of this thesis is to see how HMMs
contribute to increased classification accuracy in the smaller environment of a
desktop. There are three main test groups. The first is the small desktop envi-
ronment. The second group is made up of positive and negative movie reviews
which tests if the classifiers can determine words that are positive or negative.
Lastly, the system is tested on a large amount of Reuters documents that have
defined categories. Both the Movie Reviews and the Reuters test groups are run
with test sets of differing sizes. The point of the different sized subsets is to
see how well the HMMs performed based on the size of the training data. For
each test group the tests are run 20 times, since the HMM is non-deterministic
and returns slightly different results each time. This allows the formation of an
average result for each of the test groups and classifiers.
6.1 Small Desktop Environment
The first test is on a smaller environment set up to represent a normal desktop,
filled with documents and music meta-data. This test group contains documents
relating to vehicles, government documents, classic literature, Reuters news re-
ports, as well as some documents in other languages. Musical meta data was
represented in text files with the data that could be taken from music files such
as artist, album, producer, etc. Since there is a smaller amount of data to train
the classifiers with, the hypothesis is that the the HMMs will be more successful
than the NB classifiers.
A graph of the results are shown Figure 6.1. The HMM performed better
than the other classifiers by correctly categorizing the files 96.25% of the time.
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Figure 6.1: Desktop Environment
Both of the NB classifiers did poorly. This is probably due to the smaller and
much more varied amount of training data. The simple classifier did well, but the
HMM did better since it attributed a stronger weight to the words that appear
more. The NB classifier seems to need a much larger set of data as well as a more
intelligent word chooser. The hybrid suffers from the same problem as the NB
classifier, in that there is too little training data.
6.2 Movie Review Testing
The second test focus on a set of documents from the nltk corpus which are
movie reviews [28]. This is an interesting set of data because there is a lack
of keywords that really explain whether a document is positive or negative in
nature. An example is that the word ’good’ could be a key word in both positive
and negative since it could be preceded with a ’not’ for negative. Although the
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different classifiers are just looking at keywords, this test is checking to see if
they can classify the tone and meaning of files. Three sets of differing sizes are
used for testing. The smaller test set consists of 14 files being tested against 24
training files, with the larger test consisting 36 files being tested on a set of 600.
The full set is 1,918 files with 70 files used as tests. The files were previously
classified based on the first rating perceived from the reviews. Anything over
approximately 65 out of 100 was placed in the positive category.
Figure 6.2: Smaller Set Movie Reviews
The results for the smaller set of Movie Reviews are shown in Figure 6.2. The
Large and Full sets are in Figure 6.3 and Figure 6.4.
In this experiment the results in the smaller and larger sets for the NB classi-
fiers were much better averaging around 61% correctness while the HMM classifier
was around 50% correct. Interestingly, these stats remained almost the same be-
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Figure 6.3: Large Set Movie Reviews
Figure 6.4: Full Set Movie Reviews
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tween the small and large sets. Only the hybrid had a different result. In the
larger set it had almost the same number of correctness as the regular NB clas-
sifier. The simple classifier also stayed the same. The results changed more for
the full set, which had all the classifiers doing better with more training data.
The NB classifier, again, came out on top with 77% while the simple classifier
increased past the HMM to 65% correctness. The HMM and Hybrid received
65% and 50% correctness.
6.3 Reuters News Corpus Testing
The Reuters corpus has been used as a standard for text classification for
many years [32] [34] [21]. A modified format of the Reuters corpus provided by
the University of Torento, is used as this test set [27] [36]. Again, the test were
run on both a large and small set of the corpus.
The smaller set had 85 testing documents, with 197 training documents.
There were four categories overall. As seen in Figure 6.5, the HMM once again
did much better than the others scoring a 75% correctness rating. The NB and
Hybrid had 51% and 47% respectively. These results seem to show that the HMM
is much more useful when there is a smaller amount of training data.
Figure 6.6 shows that the results for the large set of the Reuters corpus are
much different. The simple classifier does the best at 25% followed by the NB
and HMM at 25% and 18%. The Hybrid did exceptionally terrible at just 1%
complete. Some of the possible issues with this corpora [36] arise from the fact
that some of the categories are much more weighted then others. There are 91
categories in this set with 7,862 files total, but 7 of the categories contain around
50% of the number of files.
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Figure 6.5: Smaller Set Reuters
Figure 6.6: Large Set Reuters
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7 Analysis
This section covers the different aspects of the results requiring analysis. The
first being, the advantage/disadvantage of using the HMMs. Secondly, the NB
Hybrid’s failure is discussed. Lastly, the most important learned ideas from this
project will be discussed.
In current scholastic news, the categorization and search on the Internet is
often the most important focus of TC [32] [35]. This comes from the incredi-
bly large amount of documents and meta information needing classification for
increased usefulness. This thesis focused on finding classification methods that
work better in a much smaller environment, with a purpose of contributing to-
ward a more useful semantic desktop. Although large advancements are being
made in search, classification and automation of findings on the Internet, local
machines for the most part are still being integrated into this idea of increased
automation. This could be for several reasons, even psychological reasons [37],
where users like to remain feeling in control. One of the possible issues for local
machines is that there is less information locally than on the Internet, which
could contribute to machine learning or training.
7.1 Using HMMs
The main purpose behind this thesis was to create a system that would allow
users to file (classify) their documents automatically with little manual attention.
The HMM is proposed as a useful tool to assist with this task. One of the main
differences of using the HMM, as discussed earlier, is its non-deterministic output.
Since this probabilistic output does not guarantee the same output every time,
the issue arises that results could be inconclusive from the range of responses.
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However, the results mostly show that the HMM classifier performed similar
classifications each time, nullifying this issue. HHM classifiers also act differently
than other classifiers by using produced data for their classification methods,
instead of using the actual information as training data. This is attributed as a
strength and contributes as to why it works so well on the smaller environments.
The HMM performed the best in the small desktop environment, with much
larger margin of correctness compared to the NB classifier (96% to 30%). This
result most likely comes from the difference in training data necessary for each
classifier to make a more accurate classification. With less words in each category,
the NB was unable to make most of the correct classifications. The NB classifier
works by taking the document to classify and calculating the probabilities of each
word existing in each category versus existing in the whole file tree. Since there
were less words to differentiate each category, the NB classifier’s results are much
worse. The advantage for the HMM classifier comes from producing a document
that intrinsically contains what are deemed the most important words, i.e. those
words which appear the most within a category.
For example, Figure 7.7 shows a scenario where we classify a small document
C using both NB and HMMs. Document A contains the text: ”The dog was riding
in the car. This dog was named Bo.” and is in a category about short stories.
The word ”dog” appears in 1/6th of the document. Lets compare this to another
document B, in a category about dogs, which contains the word ”dog” 7 times.
B has more words overall leading to the word ”dog” only appearing in 1/15th of
the document. Now let’s look at a third document, C, which contains the word
”dog” and requires comparison to the first two documents. The NB classifier
might incorrectly classify the document C as being in the same section as A,
since the word ”dog” has a higher percentage of appearances in A. With the HMM
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producing text though, it is likely that document B would produce a comparison
document with the word ”dog” more than the other words. This comes from B
containing a higher ratio of the word ”dog”. The produced comparison document
would correctly place document C with document B. This is one explanation of
why the HMM’s were so successful in the smaller environment.
Figure 7.7: Example of differences between possible HMM and NB
classifications
7.2 The Failure of the NB Hybrid
The hybrid model of NB and HMM was an obvious failure. In each test case,
the hybrid model did worse than the NB classifier and only bested the HMM
classifier once. It particularly failed in the test case featuring the large test set of
Reuters documents. When testing the NB hybrid, one of the variables that was
tested was output size. The output size is the number of words that was produced
by a HMM and then used as training data for the NB classifier. Initially, it was
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thought that having a much larger output size would lead to a greater accuracy
as is usual with any kind of training classifier. In testing though, it appeared
that having a smaller output size worked much better. Again, in future work, a
more robust and less naive feature selection might lead to better results for the
hybrid model.
7.3 Important Ideas
The success of the HMM in a smaller environment might seem unnecessary
in a web-centric technology age, but there are some practical uses and adaptions.
The main idea is to take the usefulness of the HMM, and adapt other classification
ideas to suit that strength.
One example is to combine the HMM classifier with a clustering algorithm
[12]. Clustering algorithms take in a group of documents or files and use a
similarity metric to determine clusters or groups of relevant or similar documents.
After the clusters are formed a version of the HMM classifier could be used on the
clusters to then classify within that smaller set of documents. The results might
allow for an increase in speed since the clustering would find similar categories
and then the HMM would run on that subset. Figure 7.8 shows a visualization
of this adaption.
There is also a need for search and classification within websites that have
large amounts of user generated pages [24]. Most websites are hosted on servers
which are in essence dedicated computers which wait for other computers to
request information [8]. These smaller environments could benefit from using the
HMM classifiers for classification of generated pages. The classifier would treat
each page as a document and the users would create the initial categories. This
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Figure 7.8: Classification using Clustering
would allow for automatic and adapting classification and take into effect users
editing, adding or commenting on each page.
36
8 Future Work
There are many different improvements and ideas that currently have not
come to fruition in this thesis. This project seeks to focus on a smaller part
of creating a better desktop environment, and the following are some ideas for
expanding this system and increasing its usefulness.
8.1 Moving Past Human Interaction
One of the goals in this thesis is to contribute to HCI. This is accomplished
by adding more automatic functionality to something that users do rather well:
categorizing or classifying. While users can easily view documents and decide how
they should be stored, a computer has a much more difficult task of correctly
guessing at what the users want. The computer though has the ability to do
this much faster and to run all day and night. The current system still requires
someone to create the basic structure and to start the classification themselves.
They are also required to keep track of the end results of the classification and
correct any misplacements as well as adding any new categories manually. Future
work for this project can focus on the system accurately determining when a new
category needs creation. This is a very large issue by itself. First, the system
would need to measure the similarity of documents [22] [18] and determine when
a document meets a low enough similarity to all the other documents, that it
requires a new category. Then it needs to determine an appropriate name for
this new category. After that there is the issue of storing the new category
properly within the hierarchy. The issue is when a document should create a new
sub category within a new category. Overall, the future work required here is
very significant, and success in this area would be greatly beneficial.
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8.2 Adding More Hierarchical Structure
Using a hierarchical system for test classification is an important issue [22]
[21] [24] [34] for future consideration. In the current system the hierarchical
structure is only a slight focus as each node of the tree is seen as an independent
category. One possible idea that makes sense is to get a similarity rating for each
branch from the root and then choose the most similar. At the top level, each
node returns a score which is produced from viewing that node and the children
documents as one document. The classification then runs on that branch, possibly
increasing speed as well as accuracy. That change would be reasonably easy, but
is outside the scope and focus of the currently thesis. The downfall for using
this simple fix, is that documents would need to compare their children nodes
against themselves. A car example will help illustrate this issue: A folder labeled
Cars has two child folders labeled Ford and Jaguar. Any file which should land
in the child nodes will likely do so, but the problem comes when a file is meant
to be labeled just Cars since it is either not referring to a Ford or Jaguar or it is
speaking of something relevant to all cars. The children nodes will be compared
to the Car node, which will likely contain more files leading to the possibility of
misplacement. In the current system each of the three nodes are valued equally
and there is a higher likelihood of correct placement. The issue of hierarchical
placement is an important one in smart systems and could use more focus.
8.3 More Intelligent Word Weighting
The word feature selection for this thesis was relatively naive. After strip-
ping stop words and non-alphabetic characters, the selection was based on which
words were used the most in each document. There are several different word
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weighting techniques that could be applied to this thesis for future work. Other
papers experiment with Inverse Document Frequency, Carpenter weighting, Mu-
tual information scoring, Bellegarda weighting [35] as well as Information gain
[13]. TD-IDF or term-document inverse frequency, seeks to find terms with rare
frequency and increase their weight since they are more likely to be specific to
a class. Mutual Information looks at two different objects or classes in this case
and infers which keywords being used to classify one of them will also lead to a
misclassification of the other one. Bellegarda weighting combines a global weight
of a word from all words with the weight of the word in the local document.
Although these techniques would certainly increase the accuracy of the current
classifiers, they were not necessary for the extent of this project. Having better
feature selection would have increased all the classifiers accuracy. The primary
goal though, was to observe the usefulness of HMMs for classification in a smaller
environment, which is appropriately tested by checking the HMM’s performance
against the standard NB classifier.
8.4 Expanding Beyond Just Text Files
Since the end goal of this thesis is to contribute to a smarter desktop envi-
ronment, a very important area for future work is branching away from text files.
Although musical meta data was included in this thesis, there are many other
files, such as images and other media which need to be included in the classifica-
tion. Much of that future work though, involves converting those files into meta
data which accurately describes how they should be classified. This is beyond the
scope of the current work and into a very different area of focus. Once those files
are represented in text, the current system would be able to classify as normal.
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9 Conclusion
Creating an adaptive and helpful desktop is an important goal. Software
makes people’s lives easier by removing tedious work and assisting user’s skills.
This thesis contributes to this goal by examining a useful method for automat-
ically filing documents. By creating a self adapting structure that is able to
classify documents and place them accordingly, the burden of filing documents
by hand is removed. The search for a smarter desktop continues as more advances
in technology continue.
In many ways, the HMM classifier is proven useful in a smaller environment.
This was the original theory, based on the HMM’s ability to produce documents
using the probabilities of words within a larger set of documents. The results
showed that the smaller the amount of documents total, the more correct the
classifications were for the HMM’s classifier. This does not indicate that less
categories are necessary, only that less documents overall. Also another area of
usefulness of the HMM is shown when it comes to filing documents with lim-
ited meta-data, such as music or images. Since these items contain much less
information, the other NB classifiers were unlikely to correctly label them. The
HMMs produced larger documents from this limited meta-data leading to better
categorizing. The future work section describes how this system could be easily
extended or bettered. The main idea of using HMMs in smaller environments
behind this thesis is successful.
In the larger scale, such as the Internet or an intra-net, the currently im-
plemented HMM classifier requires more work to see an increase in usefulness.
The simple NB classifier did much better when it came to large documents being
categorized. This indicates that if there is a way to break a classification problem
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down into smaller classification problems, that HMMs are a good possibility to
approach for an increase in accuracy.
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