Combining space division multiple access (SDMA) and scheduling exploit both spatial multiplexing and multiuser diversity, increasing throughput significantly. Both SDMA and scheduling require feedback of multiuser channel sate information (CSI). This paper focuses on uplink SDMA with limited feedback, which refers to efficient techniques for CSI quantization and feedback. To quantify the throughput of uplink SDMA and derive design guidelines, the throughput scaling with system parameters is analyzed. The specific parameters considered include the numbers of users, antennas and feedback bits. 
I. INTRODUCTION
In a wireless communication system, using the spatial degrees of freedom, a base station with multi-antennas can communicate with multiple users in the same time and frequency slot. This method, known as space division multiple access (SDMA), significantly increases throughput. SDMA is capable of achieving multiuser channel capacity with only one-end joint processing at the base station by employing dirty paper coding for the downlink [1] , [2] or successive interference cancelation for the uplink [5] - [7] . Despite being sub-optimal, SDMA with a linear beamforming constraint has attracted extensive research recently due to its lowcomplexity and satisfactory performance (see e.g. [8] - [11] ). In a system with a large number of users, the simplicity of beamforming SDMA facilitates its joint designs with scheduling [12] - [16] . Integrating SDMA and scheduling achieve both the multiplexing and multiuser diversity gains [18] , leading to high throughput. This paper considers an uplink SDMA system with scheduling. Specifically, this paper characterizes how the throughput of uplink SDMA scales with different system parameters. These parameters include the number of antennas, the number of users and the amount of channel state information (CSI) feedback.
Both uplink SDMA and scheduling require CSI of the multi-user uplink channels at the base station. In the presence of line-of-sight propagation, the base station estimates the directions of arrival of different users, and uses this information for beamforming and scheduling [19] - [21] . For channels with rich scattering (non-line-of-sight), the base station can estimate uplink channels using pilot symbols transmitted by scheduled users [22] - [25] . Nevertheless, for a large number of users, scheduled users constitute only a small subset of users, but joint SDMA and scheduling requires CSI of all users. Therefore, CSI feedback from all users is required if the user pool is large.
Two CSI feedback methods exist, namely limited feedback [26] , [27] and analog feedback [28] . Analog feedback involves uplink transmission of pilot symbols from the mobile users and thereby enables channel estimation at the base station [28] . Alternatively, limited feedback replaces pilot symbols with quantized CSI [26] . The relative efficiency of these two types of feedback overhead, namely pilot symbols and quantized CSI, is unclear but is outside the scope of this paper. The use of limited feedback requires channel reciprocity (in e.g. TDD systems), which enables users to acquire uplink CSI through downlink channel estimation. Compared with analog feedback, limited feedback supports flexible feedback rates and CSI protection using error-control coding. For these advantages, limited feedback is considered in this paper. The required assumption on the existence of channel reciprocity is made in this paper.
To maximize throughput, the design of SDMA with limited feedback requires joint optimization of scheduling, beamforming and CSI quantization algorithms. This optimization problem is difficult and remains open. Nevertheless, it is a much easier task to design a SDMA system that achieve the optimum throughput scaling with key system parameters such as the feedback rate, the number of users and the antenna array size. The analysis of throughput scaling laws provides useful guidelines for designing uplink SDMA with limited feedback. Therefore, such analysis forms the theme of this paper.
A. Prior Work and Motivation
The prior work on throughput scaling laws of SDMA with limited feedback target the downlink [14] , [16] , [29] . The existing analytical approach is to use the extreme value theory [14] , [16] , but this approach is not directly applicable for downlink SDMA. The key to this approach is the derivation of the probability density function (PDF) of the signal-to-interference-noise ratio (SINR). This SINR PDF allows the application of extreme value theory for analyzing the throughput scaling law. The above approach is feasible for downlink SDMA because the SINR of a scheduled user depends only on this user's CSI [14] , [16] . In contrast, for uplink SDMA, this SINR is a function of the CSI of all scheduled users. Such a discrepancy is due to the difference between the downlink and uplink. To be specific, both the signal and interference received by a user (the base station) propagate through the same channel (different channels) in the downlink (uplink). Consequently, the derivation of the SINR PDF for uplink SDMA is complicated because of its dependence of the specific scheduling algorithm. This motivates us to seek new tools for analyzing the throughput scaling laws for uplink SDMA.
Two beamforming and scheduling methods, zero-forcing beamforming [14] , [30] and orthogonal beamforming [16] , [29] , [31] , are being discussed for enabling downlink SDMA with limited feedback in the 3GPP-LTE standard [31] , [32] . Due to the uplink-downlink difference mentioned above, the scaling laws for downlink SDMA in [14] , [16] , [29] can not be directly extended to the uplink counterpart. Furthermore, the scaling law for orthogonal beamforming in the interferencelimited regime remains unknown even for downlink SDMA. This motivates us to consider both orthogonal and zero-forcing beamforming in the analysis of uplink SDMA. Furthermore, the throughput scaling analysis covers high SNR (interference limited), normal SNR and low SNR (noise limited) regimes.
B. Contributions
To discuss the contributions of this paper, the system model is summarized as follows. The uplink SDMA system model includes a base station with multi-antennas and users with singleantennas. The multiuser channels are assumed to follow the i.i.d. Rayleigh distribution. The CSI feedback of each users consists of a quantized channel-direction vector and two real scalars, namely the quantization error and the channel power, which can be assumed perfect 1 . Moreover, both orthogonal [33] and zero-forcing beamforming [14] , [34] , are considered for beamforming at the base station.
The main contributions of this paper are the asymptotic throughput scaling laws for uplink SDMA with limited feedback in different SNR regimes and for both orthogonal [33] and zeroforcing beamforming [14] . The derivation of the throughput scaling laws makes use of new analytical tools including the Vapnik-Chervonenkis theorem [35] and the bins-and-balls model [36] for analyzing multiuser limited feedback. Our results are summarized as follows.
1) In the high SNR regime and for orthogonal beamforming, a upper and a lower bounds are derived for the throughput scaling factor. These bounds show that the throughput scales logarithmically with both the number of users U and the quantization codebook size N .
Furthermore, the linear scaling factor is smaller than the number of antennas N t , indicating the loss in the spatial multiplexing gain.
2) In the high SNR regime and for zero-forcing beamforming, the exact throughput scaling factor is derived, which provides the same observations as for orthogonal beamforming.
To be specific, the throughput scales logarithmically with both U and N . The linear factor of the asymptotic throughput is smaller than N t .
3) In the normal SNR regime, for both orthogonal and zero-forcing beamforming, the throughput is shown to scale double logarithmically with U and linearly with N t .
4) The same results are obtained for the lower SNR regime.
The analysis of the throughput scaling laws provides the following guidelines for designing uplink SDMA with limited feedback. In the high SNR regime, the scheduling algorithm should select users with minimum quantization errors. Thus, feedback of channel power for scheduling is unnecessary. In the lower SNR regime, the scheduled users should be those with maximum channel power. Consequently, scheduling requires no feedback of quantization errors. In the normal SNR regime, the scheduling criterion should include both channel power and quantization errors. This implies that the feedback of both types of CSI is needed.
The remainder of this paper is organized as follows. The system model is described in Sec- 1 This assumption is based on the fact that feedback of a vector potentially requires much more overhead than feedback of a real scalar. For instance, a vector of three complex coefficients can be considered equivalent to six real scalars.
tion II. Background on limited feedback, scheduling and beamforming is provided in Section III.
Analytical tools are discussed in Section IV. Using these tools, the asymptotic throughput scaling of uplink SDMA is analyzed in Section V, VI and VII respectively for the high, normal and low SNR regimes. Numerical results are presented in Section VIII, followed by concluding remarks in Section IX.
II. SYSTEM DESCRIPTION
The uplink SDMA system considered in this paper is illustrated in Fig. 1 . In this system, U backlogged users each with a single antenna attempt to communicate with a base station with N t antennas. For each time slot, up to N t users are scheduled for uplink SDMA transmission.
Users learn the scheduling decisions from the indices of scheduled users broadcast by a base station. The base station separates the data packets of scheduled users by receive beamforming.
The base station requires the CSI feedback from all users for scheduling and beamforming. Each user sends back CSI using limited feedback as elaborated later. Two approaches for scheduling and beamforming based on limited feedback are analyzed in this paper, namely orthogonal beamforming [33] and zero-forcing beamforming [14] , [34] , which are discussed respectively in Section III-C.1 and Section III-C.2.
Assuming the presence of channel reciprocity (hence a time-division multiplexing (TDD) system), each user estimates the downlink channel, equivalently the uplink channel, using pilot symbols periodically broadcast by the base station. For simplicity, we make the following assumption.
Assumption 1: Each user has perfect CSI of the corresponding uplink channel.
This assumption simplifies analysis by allowing omission of channel estimation errors. Consider a system with a large number of users. Even by exploiting channel reciprocity, the base station can acquire the CSI of only the scheduled uplink users, which is a small subset of users. Nevertheless, the base station requires the CSI of all users for scheduling and beamforming, which motivates the CSI feedback from all users. Each user relies on a finite-rate feedback channel for CSI feedback, thus limited feedback is used for efficiently quantizing CSI for satisfying the finiterate constraint.
The uplink channel of each user is modeled as a frequency-flat block-fading vector channel.
By blocking fading, channel realizations for different time slots are independent. Consequently, Fig. 1 . Uplink SDMA system with limited feedback the uplink channel of the uth user can be represented by a random vector h u . To simplify our analysis, we make the following assumption. This assumption is commonly made in the literature of multi-user diversity [12] , [13] , [15] , [16] , [34] . For analysis, the channel vector h u is decomposed into channel shape and channel power, defined as s u = h u / h u and ρ u = h u 2 , respectively.
Based on the above model, the vector of multi-antenna observations at the base station, denoted as y, can be written as
where A is the index set of scheduled users, x u is the data symbol of the uth user, and ν is the AWGN vector. Furthermore, the recovered data symbol for the scheduled uth user after beamforming is given aŝ
where v u is the beamforming vector used for retrieve the data symbol of the uth user. Based on limited feedback, the beamforming vectors of scheduled users are computed at the base station to satisfy the following constraint
where v u is the beamforming vector,ŝ u the quantized channel-shape and A the index set of scheduled users. This constraint has been also used for downlink SDMA with limited feedback [15] , [16] , [33] , [34] . For perfect feedback (s u =ŝ u ), the above constraint ensures no interference between scheduled users. In Section III-C, two beamforming approaches for satisfying (3), namely orthogonal beamforming and zero-forcing beamforming, are introduced. In addition, the compatible scheduling methods are also described.
A. Expected SINR
In this section, the expected SINRs of scheduled users are defined, which are computable using limited feedback.
Given the index set of scheduled users A and corresponding beamforming vectors {v u }, the SINR is derived from (2) as
where the signal-to-noise ratio (SNR) γ = P/σ 2 ν , and s u and ρ u are respectively the channel shape and power of the uth user. Given the beamforming constraint in (3), the SINR in (4) can be re-written as [14] , [34] 
where u = sin
is the quantization error of the channel shape [37] , [38] , and β m,u is a beta random variable that is independent of m and has the following cumulative density function (CDF)
The direct feedback of SINRs in (5) by users is infeasible as computation of SINRs requires multi-user CSI and such information is unavailable to individual users. Note that the SINR feedback is feasible for downlink SDMA since the SINR depends only on single-user CSI [16] or approximately so [14] . Therefore, we require that the expected SINR is computable at the base station using individual users' CSI feedback.
The expected SINR is defined as follows, which can be computed from the feedback of channel power {ρ u } and channel-shape quantization errors { u } from users. In addition, the feedback of quantized channel shapes from users allows the base station to compute beamforming vectors {v u } that satisfy the constraint in (3). As feedback of a scalar requires potentially much fewer bits than that of a vector, the following assumption is made throughout this paper unless specified otherwise.
Assumption 3:
The feedback of channel power {ρ u } and channel-shape quantization errors { u } from all users is perfect.
Depending on the operational SNR regime, either of these two types of scalar feedback can be avoided as shall be discussed later. Given Assumption 3, limited feedback in this paper focuses on quantization and feedback of channel shapes. Under Assumption 3, the expected SINR for the uth user, denoted as Ψ u , is defined as
As shown in the next section, the throughput estimated using the above quantity converges to the actual throughput as the number of users increases.
B. Expected Throughput
In this section, the expected throughput that approximates the exact one is defined as follows and discussed
where Ψ u is defined in (7), A is the index set of the scheduled users. This quantity represents the throughput estimated by the base station using imperfect CSI and for a given set of scheduled users.
Next, the expected throughput is shown to converge to the actual one when the number of users is large. Therefore, the expected throughput can replace the actual one in the asymptotic analysis of throughput scaling, which significantly simplifies our analysis. To obtain the desired result, a useful lemma from [34] is provided below. 
Let ϕ u denote the angle between the beamforming vector and quantized channel shape of the uth scheduled user, hence ϕ u = ∠(v u ,ŝ u ). Using this lemma, the following result on the difference between the expected and the exact throughput is proved.
where C is the exact throughput given as
The proof is given in Appendix I. As shown in subsequent sections, the expected throughput R increases continuously with the number of users U . Consequently, from Proposition 1, the expected throughput R has the same asymptotic scaling factor as the exact throughput in (12) .
C. Beamforming Methods
The orthogonal and zero-forcing beamforming methods are commonly used in the literature of downlink SDMA with limited feedback [14] , [16] , [30] , [33] , [34] . These methods are adopted in this paper for uplink SDMA as elaborated in Section III-C.1 and Section III-C.2, respectively.
The main difference between orthogonal and zero-forcing beamforming lies in their use of the quantizer codebook. For orthogonal beamforming, the codebook of unitary vectors provides potential beamforming vectors. In other words, quantized CSI of scheduled users directly provides their beamforming vectors. For zero-forcing beamforming, the codebook is used in the traditional way as in vector quantization. Beamforming vectors are computed from quantized CSI using the zero-forcing method.
1) Orthogonal Beamforming:
In this section, orthogonal beamforming for downlink SDMA with limited feedback is discussed. The orthogonal beamforming method is characterized by the following constraint [16] , [33] (orthogonal beamforming)
The above constraint can be implemented using the following joint design of limited feedback, beamforming and scheduling (see e.g. [33] ). First, the channel shape of each user is quantized using a codebook that is comprised of multiple orthonormal vector sets. Let F denote the codebook, N = |F| the codebook size and M := N/N t the number of orthonormal sets in
denote the nth member of the mth orthonormal set in F.
As in [33] , the M orthonormal vector sets of F are generated randomly and independently using a method such as that in [39] . Consider the quantization of s u , the channel shape of the uth user. Following [37] , [38] , the quantizer function is given aŝ
whereŝ u represents the quantized channel shape. The quantization error is given as u = |ŝ † s| 2 .
The quantized channel shapes {ŝ u } as well as channel power {ρ u } and quantization error { u } are sent back from the users to the base station.
The base station constrains the quantized channel shapes of scheduled users to belong to the same orthonormal set in the codebook F. Furthermore, the quantized channel shapes of scheduled users are applied as beamforming vectors. Thereby, the orthogonal beamforming constraint in (13) is satisfied. Under this constraint and for the criterion of maximizing throughput, the expected throughput defined in (8) can be written as
where Ψ un is the scheduling metric defined in (7). The user index set I (m) n , which groups users with identical quantized channel shapes, is defined as
2) Zero-Forcing Beamforming: In this section, the zero-forcing beamforming method for SDMA with limited feedback is introduced. This method satisfies the following constraint.
(zero-forcing beamforming)
The constant ϕ 0 , which is usually large, ensures the quantized channel shapes of scheduled users are well separated in angles [14] . The second condition of the above constraint is satisfied by computing beamforming vectors {v u , u ∈ A} from {ŝ u , u ∈ A} using the zero-forcing method [14] , [34] . Following [14] , [34] , the channel shape of each user is quantized using the random vector quantization (VQ) method, for which the codebook F consists of N i.i.d. isotropic unitary vectors.
To derive an expression of the expected throughput for the criterion of maximizing throughput, define all subsets of users whose quantized channel shapes satisfy the first condition of the beamforming constraint in (17) as follows
In terms of the above subsets, the expected throughput for zero-forcing beamforming can be written as
where the expected SINR Ψ u is given in (7).
IV. BACKGROUND: ANALYTICAL TOOLS
In this section, two analytical tools are provided for analyzing the throughput scaling laws in the sequel. In Section IV-A, the bins-and-balls model is discussed, which models multiuser limited feedback. In Section IV-B, the theory of uniform convergence in the weak law of large numbers is introduced. This theory is useful for characterizing the number of users whose channel shapes lie in a same Voronoi cell. Some useful results are derived using the bins and balls model. Let the probability that a ball falls into a specific bin be equal to its volume. Denote the volume of each small bin and the big bins as p and q, hence q = 1−N p. The first question to ask is how many small bins are nonempty.
To answer this question, denote the number of nonempty small bins as W . Furthermore, define a indicator function J (n) with 1 ≤ n ≤ N , which is equal to one if the nth small bin is nonempty and zero otherwise. Therefore [36] . Using Chebychev's inequality, the answer to the above question is provided in the following lemma.
Lemma 2:
The number of nonempty small bins W satisfies the following property
The result in the above lemma is obtained using the following Chebychev's inequality
Next, consider clusters of N t neighboring small bins. In Section V-A, each cluster is related to a orthonormal vector set in the quantizer codebook for orthogonal beamforming. Each cluster is said to be nonempty if it contains no empty bins. Then, the second question to ask is how many clusters are nonempty. Note that the probability that a cluster is nonempty isp N t . Thus, the answer to the second question is provided in the following corollary of Lemma 2.
Corollary 1: Denote the number of clusters of small bins as Q. Then Q satisfies the following inequality
where M is the total number of clusters andp
B. Uniform Convergence in Weak Law of Large Numbers
In this section, a lemma on the uniform convergence in the weak law of large numbers [35] is obtained by generalizing Lemma 4.8 in [40] . This lemma is useful for analyzing the number of users whose channel shapes lie in one of a set of congruent disks on the surface of a hyper sphere. Such analysis will appear frequently in the analysis of throughput scaling laws in the sequel.
Lemma 4.8 in [40] can be generalized from R 3 to C N t as follows. In [40] , Gupta and Kumar considers a large number of random points (network nodes) uniformly distributed on the surface of a sphere in R 3 . Moreover, there exist N congruent disks on the sphere surface. Gupta and Kumar provide Lemma 4.8 in [40] for quantifying the uniform convergence of the numbers of points lying in the disks. The derivation of Lemma 4.8 in [40] relies on two tools: the first one is the stereograpic projection [41] that one-to-one maps a point on the surface of the sphere to a point on a plane both in R 3 ; the second is the Vapnik-Chervonenkis theorem [35] combined with the result that the Vapnik-Chervonenkis dimension of a set of disks on a plane in R 2 is three [40] . Following the same argument in [40, Lemma 4.6] , the Vapnik-Chervonenkis dimension of a set of disks on a plane in C Nt is also three. Using this fact and following the same procedure in [40] , namely using the Vapnik-Chervonenkis theorem and stereograpic projection in C N t , Lemma 4.8 in [40] is generalized to be the following lemma.
Lemma 3 (Gupta and Kumar):
Consider U random points uniformly distributed on the surface of a unit hyper-sphere in C N t and N disks on the sphere surface that have equal volume denoted as A. Let T n denote the number of points belong to the nth disk. For every τ 1 , τ 2 > 0.
Pr sup
where
and c is a constant.
The above lemma is extensively used in the analysis of throughput scaling law in this paper.
V. THROUGHPUT SCALING: HIGH SNR
In this section, the throughput scaling law of uplink SDMA in the high SNR regime (γ 1)
is analyzed. The expected SINR in (7) for this regime is simplified
where the superscript (α) is added to indicate the high SNR regime. Using the analytical tools discussed in Section IV, the throughput scaling laws are derived in Section V-A and V-B for orthogonal and zero-forcing beamforming, respectively.
A. Throughput Scaling for Orthogonal Beamforming
In this section, we analyze the throughput scaling laws for orthogonal beamforming in the high SNR regime. Two cases are considered. First, both the number of users U and the quantization codebook size N are large. For this case, we derive an upper and a lower bounds for the throughput scaling factor as functions of U and N . Second, U is large but N is fixed. For this case, the exact throughput scaling factor in terms of U is obtained.
1) U → ∞ and N → ∞:
To derive the throughput scaling law for U → ∞ and N → ∞, the following approach is adopted. First, we derive an upper-bound for the throughput scaling factor of the expected throughput, which is defined in (8) . To avoid confusion, the expected throughput is denoted as R (α) or where the superscript specifies the high SNR regime and the subscript indicates orthogonal beamforming. Second, an achievable lower-bound is obtained by constructing a sub-optimal scheduling algorithm. Last, the throughput scaling law for R (α) or is shown to hold for the exact throughput.
An upper-bound for scaling factor of R (α) or is derived as follows. To avoid considering any specific scheduling algorithm in the derivation, the following assumption is made.
Assumption 4:
The channel power of a scheduled user is lower bounded as
This assumption is justifiable under the current design criterion of maximizing throughput. Under this criterion, as U grows, the channel power of scheduled users increases but the lower bound in (27) converges to zero. Since ρ u ≥ 0 and we are interested in the case of U → ∞, Assumption 4 is justified. Using this assumption, a lower bound for the scaling factor of R (α) or is derived and shown in the following lemma. 
The proof is given in Appendix II.
Next, an achievable lower bound for the scaling factor of R (α) or is obtained. The direct derivation of a scheduling algorithm for maximizing the scaling factor of R (α) or in (8) is very difficult if not impossible. To overcome this difficulty, we argue that it is unnecessary to consider channel power in scheduling. In the sequel, we prove that the scheduling neglecting channel power leads to a reasonable lower bound of the optimum throughput scaling factor for orthogonal beamforming.
The reason for the above argument is that scheduling users with largest channel power can at most increase the scaling factor by only O(log log U ) since the largest power scales as log U [16] . Such an increment is negligible because the expected scaling factor is O(log U ) as shown in Lemma 4. Thus, to achieve the optimum throughput scaling, using minimum quantization errors { u } as the scheduling criterion suffices. In the high SNR regime that is interference 
A scheduling algorithm directly follows from the throughput lower bound in (29) . Define
Then the scheduled user set A is given as
Using this scheduled algorithm, an achievable lower bound of the throughput scaling factor is obtained and shown in the following lemma.
Lemma 5:
In the high SNR regime and for the case of U → ∞ and N → ∞, the scaling factor of the expected throughput R (α) or in (8) is lower bounded as
The proof is given in Appendix III. The proof procedure involves using the bins-and-balls model and Lemma 1 in Section IV-A.
Proposition 1 implies the identical throughput scaling factors for the expected throughput
or and the exact one, denoted as C (α) or , because their difference is no more than a constant. By combining Proposition 1, Lemma 5, and Lemma 4, the main result of this section is obtained and summarized in the following theorem.
Theorem 1:
In the high SNR regime and for the case of U → ∞ and N → ∞, the scaling law of the throughput for orthogonal beamforming is given as
A few remarks are in order.
• The bounds in (34) agree on that the throughput scaling factor with respect to U is
log U .
• The lower and the upper bounds in (34) differs by N t times in the throughput scaling factor with respective to N . The smaller scaling factor in the constructive lower bound is due to the use of a suboptimal scheduling algorithm. The design of a scheduling algorithm for achieving the upper-bound for the scaling factor in (34) is a topic for future investigation.
• No feedback of channel power is required for achieving the lower bound for the throughput scaling factor in (34), because scheduling is independent of channel power.
2) U → ∞ and N fixed:
In this section, the throughput scaling law for orthogonal beamforming is analyzed for the high SNR regime and the case where the codebook size N is fixed and the number of users U → ∞.
The upper-bound of the throughput scaling factor is shown in the following lemma. The proof can be easily modified from that for Lemma 4 by substituting lim U →∞ log N/ log U = 0.
Lemma 6:
With N fixed, the throughput scaling factor for orthogonal beamforming is upper bounded as
Next, the equality in (35) is shown to hold using the following scheduling algorithm. 
Based on the above scheduling algorithm and from (8) , the expected throughput is lower bounded
Using the above throughput lower-bound, the following lemma is proved.
Lemma 7:
The upper-bound of the throughput scaling factor in (35) is achievable
The proof is given in Appendix IV. This proof makes use of the theory of uniform convergence in the weak law of large numbers as discussed in Section IV-B.
By combining Lemma 7 and Proposition 1, the main result of this section is obtained and summarized in the following theorem.
Theorem 2:
In the high SNR regime (γ 1) and with a fixed codebook size N , the throughput scaling law for orthogonal beamforming is
Two remarks are given.
• The current throughput scaling factor is identical to the first terms of the bounds in (34) corresponding to the case of N → ∞.
• For N t ≥ 3, the linear scaling factor in (37) , namely N t /(N t − 1), is smaller than N t , which is the number of available spatial degrees of freedoms. This indicates the loss in multiplexing gain for N t ≥ 3.
B. Throughput Scaling for Zero-Forcing Beamforming
In this section, the scaling law for zero-forcing beamforming in the high SNR regime is analyzed. Two cases are considered: 1) U → ∞ and N → ∞ and 2) U → ∞ and N is fixed, which are jointly analyzed due their similarity in analysis. Denote the expected and the exact throughput for zero-forcing beamforming in the high SNR regime as R α zf and C α zf . The upper-bounds of the throughput scaling factor for orthogonal beamforming in Lemma 4 and Lemma 6 can be shown to hold for zero-forcing beamforming by trivial modifications of the proofs. Thus,
The above upper-bounds for the throughput scaling factor of zero forcing beamforming can be achieved using the following scheduling algorithm. Consider an arbitrary basis of C N t , denoted
Using this basis, we define the following index sets
where τ o = sin
andŝ u is the quantized channel shape. The purpose of these index sets is to select users who satisfy the zero-forcing beamforming constraint in (17) .
Among the users in each of the index sets {J k }, the one with the smallest quantization error is scheduled. In other words, the index set of the scheduled users is
The beamforming vectors of the scheduled users are computed from their quantized channel shapes using the zero-forcing method. From the above scheduling algorithm results in the following throughput lower bound
Using the above throughput lower bound, we prove the following theorem.
Theorem 3:
In the high SNR regime, the throughput scaling law for zero-forcing beamforming is given as follows.
1) For
2) For U → ∞, N fixed
The proof is given in Appendix V. The proof uses the uniform convergence in the weak law of large numbers. As before, Proposition 1 is applied to equate the scaling laws between the expected and the exact throughput.
• For U → ∞, N → ∞, the throughput scaling factor for zero-forcing beamforming upper bounds that for orthogonal beamforming (cf. (34)). Note that this does not implies the former is larger since the achievability of the same scaling factor for orthogonal beamforming is unknown.
• The same scaling laws as in (3) have been also proved for downlink SDMA with limited feedback [14] . They are derived using a different approach based on the extreme value theory, though. This similarity demonstrates uplink-downlink duality.
• As for orthogonal beamforming, the scheduling algorithm, which achieves the above scaling laws for zero-forcing beamforming, requires no feedback of channel power.
VI. THROUGHPUT SCALING: NORMAL SNR
In this section, the throughput scaling law for uplink SDMA in the normal SNR regime is analyzed. In this regime, neither the noise nor the interference dominates, thus the SINR and scheduling metric are given respectively in (5) and (7). The throughput scaling law for orthogonal beamforming and zero-forcing beamforming are analyzed separately in Section VI-A and Section VI-B.
A. Orthogonal Beamforming
In this section, the throughput scaling factor for orthogonal beamforming is obtained by deriving an upper-bound and an achievable lower bound of this factor.
The upper-bound of the scaling factor is given in the following lemma. This upper-bound also holds for the low SNR regime and the zero-forcing beamforming.
Lemma 8:
For both the normal and low SNR regimes, the throughput scaling factors for both orthogonal and zero-forcing beamforming are upper-bounded as
The proof is given in Appendix VI. In the proof, the upper-bound of the throughput scaling factor in (43) is derived by omitting interference. This implies that reducing interference by increasing the codebook size N has no effect on this upper bound. Thus it is unnecessary to consider the case of N → ∞ in the analysis for the normal SNR regime.
The scheduling algorithm for achieving the equality in (43) is provided as follows. Define the user index setsT
and a scalar
, the user with the maximum channel power is selected. Next, among the selected users, up to N t users are scheduled using the criterion of maximizing throughput. Using this scheduling algorithm and from (15), a lower-bound of the throughput is obtained as
Using the above lower bound, we prove the following theorem.
Theorem 4:
In the normal SNR regime, the scaling law for orthogonal beamforming is
The proof is given in Appendix VII. Again, the proof relies on the uniform convergence in the weak law of large numbers.
• The throughput in the normal SNR regime scales as log log U but that in the high SNR regime increases as log U . Therefore, the throughput scaling rate is much higher in the high SNR regime than in the normal SNR regime.
• The scaling law in Theorem 4 shows the full multiplexing gain.
• Besides quantized channel shapes, feedback of both channel power and quantization errors from users are required.
B. Zero-Forcing Beamforming
This section focuses on the throughput scaling law for zero-forcing beamforming in the normal SNR regime. A scheduling algorithm for achieving the scaling upper-bound in Lemma 8 is constructed as follows. Define the index sets, {T n } N n=1 , as in (44), which correspond to the RVQ codebook vectors for zero-forcing beamforming (cf. Section III-C.2). Next, define a new index
where J k is given in (39) . From users in each of the sets {L k }, the one with the maximum channel power is scheduled. Thus, the index set of scheduled users is given as
Using the above scheduling algorithm, we obtain the following theorem by proving the achievability of the throughput-scaling upper-bound in Lemma 8.
Theorem 5:
In the normal SNR regime, the scaling law for zero-forcing beamforming is
The proof is given in Appendix VIII. The proof involves repeated applications of Lemma 3, which show the uniform convergence of the numbers of users in the index sets {T n } and J n defined (39), respectively.
Comparing Theorem 5 and Theorem 4, the same scaling law holds for both orthogonal and zero-forcing beamforming in the normal SNR regime. Furthermore,this scaling law is identical to that for downlink SDMA with limited feedback [14] , [16] , [29] .
VII. THROUGHPUT SCALING: LOW SNR
In this section, the analysis of the throughput scaling law for uplink SDMA focuses on the lower SNR regime where channel noise is dominant. In this regime, the expected SINR in (7), denoted as Ψ (β) , reduces to γρ u . The following analysis is presented in Section VII-A and Section VII-B, which correspond respectively to orthogonal and zero-forcing beamforming.
A. Orthogonal Beamforming
In the lower SNR regime, the throughput scaling law for orthogonal beamforming is obtained by achieving the upper-bound for the throughput scaling factor in Lemma 8 using a specific scheduling algorithm. Denote the expected and exact throughput as R (β) or and C (β) or , respectively. A suitable scheduling algorithm can be modified from that in Section VI-A by replacing the index sets in (44) with the following oneš
Note thatŤ
The modified scheduling algorithm leads to the following throughput lower bound
Using the above throughput lower bound, the throughput scaling law is obtained and summarized in the following theorem.
Theorem 6:
In the low SNR regime, the scaling law of uplink SDMA with orthogonal beamforming is given as
The proof is similar to that for Theorem 4. Specifically, the proof uses the result of the extreme value theory in (68) and Lemma 3 of the uniform convergence in the weak law of large numbers.
The details of the proof are omitted.
Comparing Theorem 4 and Theorem 6, the scaling laws in the normal and the low SNR regimes are identical. The intuition is that the interference power decreases contemptuously with U . Thus, for a large U , both the low and normal SNR regimes become noise limited, resulting in the same throughput scaling laws.
B. Zero-Forcing Beamforming
As in the last section, the derivation of the throughput scaling law for zero-forcing beamforming in the low SNR regime relies on the use of a specific scheduling for achieving the scaling upper-bound in Lemma 8. This scheduling algorithm is simplified from that in Section VI-B as follows. For the current algorithm, the scheduled users are selected from the index sets {J k } in (39) rather than {L k } as in Section VI-B. Consequently, the index set of scheduled users is given as
Using the above scheduling algorithm, we prove the following theorem.
Theorem 7:
In the low SNR regime, the scaling law for zero-forcing beamforming is given
The proof is a simplified version of that for Theorem 7 due the similarity in scheduling algorithms. Unlike the previous proof, the current proof requires only one-time application of Lemma 3. Similar remarks for Theorem 6 are also applicable here.
VIII. NUMERICAL RESULTS
In this section, based on simulation, orthogonal and zero-forcing beamforming are compared in terms of uplink SDMA throughput for an increasing number of users U . Such a comparison is to evaluate the throughput difference between orthogonal and zero-forcing beamforming in the practical regime of U . Note that the throughput scaling laws derived in previous sections indicate the same slopes for the throughput vs. U curves for both beamforming methods in the asymptotic regime of U . Furthermore, uplink SDMA with limited feedback is compared with uplink channel-aware random access proposed in [42] , which requires no CSI feedback.
Orthogonal and zero-forcing beamforming are compared for both the high and the low SNR regimes. For simulation, the scheduling criterion is minimum quantization error in the high SNR regime and maximum channel power in the low SNR regime. These criteria are shown to achieve optimum throughput scaling in Section V and Section VII. For zero-forcing beamforming, the scheduling algorithms are modified from that proposed in [14] by using the above criterions in greedy-search scheduling. For orthogonal beamforming, the scheduling algorithms are identical to those proposed in Section V-A and Section VII-A. The throughput of orthogonal and zeroforcing beamforming are compared in Fig. 3 for an increasing number of users U . For this comparison, the number of antennas is N t = 2, the quantizer codebook size is N = 8, and the SNRs are {−5, 0} dB for the low SNR regime and {20, 30} dB for the high SNR regime.
Several observations are made from Fig. 3 . First, as shown Fig. 3(a) for the high SNR regime, orthogonal beamforming provides higher (smaller) throughput than zero-forcing beamforming if the number of users is large (small). The crossing point between the curves for orthogonal and zero-forcing beamforming is at U = 25 for SNR = 20 dB and at U = 38 for SNR = 30 dB.
Second, from Fig. 3(b) for the low SNR regime, orthogonal beamforming always achieves higher throughput than zero-forcing beamforming. Note that for U → ∞, the curves for orthogonal and zero-forcing beamforming have identical slops according the throughput scaling laws.
The throughput of uplink SDMA is compared with that of uplink random access [42] in Fig. 4 .
The throughput for uplink random access is computed using [42] 
even through the uplink random access in [42] is proposed for SISO systems, the channel power Fig. 4 . Throughput comparisons between uplink SDMA with limited feedback and uplink random access in [42] . The number of antennas at the base station is Nt = 2; the quantizer codebook size is N = 8; the SNR = 5dB.
are made from Fig. 4 . First, the throughput for uplink SDMA is much higher than that of uplink random access. The throughput gains of uplink SDMA result from scheduling at the base station and the support of N t simultaneous users, neither of which exists in uplink random access. Asymptotically, the throughput of uplink SDMA is eN t times over that of uplink random access by comparing (49) or (46) with (55). Second, the throughput of uplink random access is insensitive to changes on the number of users U because the function log log U that determines the throughput grows extremely slowly with U . In summary, uplink SDMA outperforms uplink random access in [42] by a larger margin at the expense of finite-rate feedback from each user.
Note that it is possible to schedule feedback users so as to constraint the total feedback overhead for uplink SDMA by following an approach similar to those proposed in [30] , [43] , [44] .
IX. CONCLUSION
In this paper, the scaling law of uplink SDMA with limited feedback is analyzed for different SNR regimes and both orthogonal and zero-forcing beamforming. In the high SNR regime and for orthogonal beamforming, for an increasing quantizer codebook size, the throughput scales logarithmically with both the number of users and the codebook size; for a fixed codebook size, the throughput scales logarithmically only with the codebook size. For both cases, the linear scaling factor is smaller than the number of antennas, indicating the loss in spatial multiplexing gain. Similar results are obtained for zero-forcing beamforming. In the normal SNR regime, for both orthogonal zero-forcing beamforming, the throughput is found to scale double logarithmically with the number of users and linearly with the number of antennas. The same results are obtained for the low SNR regime.
Simulation results suggest that orthogonal and zero-forcing beamforming achieve different uplink throughput in non-asymptotic regimes even though they may follow the same throughput scaling laws asymptotically. For a small SNR or a large SNR coupled with many users, orthogonal beamforming outperforms zero-forcing beamforming. The reverse is true for a large SNR and a small number of users.
This analysis in this paper opens a few interesting topics for future investigation. First, how to design a scheduling algorithm for uplink SDMA with orthogonal beamforming that achieves the optimum throughput scaling factor in the high SNR regime? Second, how to design scheduling algorithms for maximizing uplink SDMA throughput in practical regimes? Note that the scheduling algorithms discussed in this paper only ensure the asymptotic throughput scaling.
Third, how to select feedback users for reducing the sum feedback rate along the vein of [30] , [43] , [44] ? APPENDIX I PROOF OF PROPOSITION 1 Using the triangular inequality,
By definitions of ϕ u and θ u , the above expression can be rewritten as
From the given condition
Using this inequality, (12) and (5)
= |A| log(cos
For (a), note that β m,n ≤ 1.
Next, an upper-bound is obtained for the throughput C as follows 
where the inequality (a) is obtained by applying Lemma 1. Combining (62) and (65) 
The inequality (a) follows from max u ∈I The following result is well-known from extreme value theory (see e.g. [16, 
(A10)])
Pr max
From (67) and (68)
Last, a close-form expression is derived for Π defined in (67). Since
Π is upper-bounded as
The equality (a) is a property of the quantization for orthogonal beamforming [33] u ∼ = min The proof is divided according to three cases:
A. N = o(U )
To begin, a bins-and-balls model is constructed for multiuser feedback of quantized channel shapes as follows. In this model, the U balls of the channel shapes of U users, which are i.i.d. points uniformly distributed on the surface of the unit hyper sphere. The small bins (cf.
Section IV-A) are N congruent disks on the unit hyper-sphere as defined below.
where A = 1/U is the disk volume. Note that the volume of the big bin is 1 − N/U . Following this definition, each disk (or small bin) is centered at a code vector in the codebook F (cf.
Section III-C.1) and has a volume 1/U . The set of balls inside the small bin B (m) n is specified by the following index set n , 1 ≤ n ≤ N t }. Furthermore, define the index set for nonempty clusters
Thus the number of nonempty clusters is Q = |Q|. The above bins-and-balls model allows us to apply Lemma 1 for characterizing Q. Specifically, Q satisfies (23) with p = 1/U .
Next, we derive the probability that a small bin lies inside a Voronoi cell, namely Pr T 
Proof: Define sin
is proved as follows
Using the sufficient condition in (75)
where (a) is a property of the quantization codebook for orthogonal beamforming, which consists of M randomly generated orthonormal sets [33] . The desired result following from the last equation and the definition of sin θ.
To use the result based on the bins-and-balls model, the following variable is defined by
A useful result is provided in the following lemma.
Lemma 10: The mean of˜ in (76) is upper bounded as
where Q := |Q| and Q is defined in (73).
Proof: From (76) and the definition of Q in (73) 
Next, a close-form expression is derived for the lower bound in (79). Since
we have Pr min
Using the above CDF and following the similar procedure in the proof of Lemma 1 (cf. [34] ), we obtain that
The desired result follows from the last equation and (79).
Using the above results, the lower bound of the scaling factor of the expected throughput R (α) or is readily obtained as follows. From (29)
The inequality (a) is the result of the Jensen's inequality; (b) is obtained by using Lemma 10;
(c) results from Lemma 1. To obtain (d), the following inequality is used, which is obtained using Lemma 9 and the definitions of andε in (30) and (76)
Last, the desired result in Lemma 5 follows from (83) and M = N/N t = o(U ).
B. N = ω(U ) and N = O(N )
Consider the case of N = ω(U ). Similar to (72) and (73), definẽ
where c is a constant. Following similar steps as in the proof for Lemma 9 and Lemma 1, the following results can be obtained
where p = cU M
. Following similar steps as in the last section, the throughput is lower-bounded as
Therefore, there exists a sequence {c U } with U = 1, 2, · · · , ∞ being the number of users such that the desired lower-bound in Lemma 5 holds and N = cU = ω(U ).
The proof of for the case of N = O(U ) is similar to that for N = ω(U ) and is thus omitted.
Combining all three cases, the throughput lower bound is proved.
APPENDIX IV
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The idea for proof is summarized as follows. Consider a set of disks as defined in (71). A user is said to be in a disk if his/her channel shape belongs to the disk. First, the uniform convergence of the numbers of users in the N disks is shown using Lemma 3. Second, for a large number of users, a disk is shown to lie inside a corresponding Voronoi cell. With this result, considering only users in the disks rather than all results in a throughput lower bound that is tight for a large number of users.
Consider a set of N disks B (m) n 1 log U as defined in (71), each has a volume of 1/ log U .
A corollary of Lemma 3 is provided as follows. Define the index set of the users in the disk
The following corollary follows from Lemma 3 by substituting A = 
where U is defined in (25) with τ 1 = τ 2 = 1 log U . Next, for a sufficiently large number of users, the disk B The desired result follows from the above equation.
APPENDIX V PROOF OF THEOREM 3
The proof procedure is similar to that in Appendix IV. To apply the theory of uniform convergence i the weak law of large numbers, the following corollary of Lemma 3 is obtained.
Corollary 3:
The number of users in the index sets {J k } satisfies the following property.
Pr min 1≤n≤Nt
|J n | ≥ τ Nt−1 0
where U o is from (25) with τ 1 (U ) = τ 2 (U ) = Following similar steps in Appendix IV, we obtain that
It follows that
From the above inequalities, (38) and Proposition 1, we obtain the desired scaling factors. 
The desired result is obtained by combining the above inequality, Lemma 8 and Proposition 1.
APPENDIX VIII PROOF OF THEOREM 5
Define the index set
By applying Lemma 3
Pr |L n | ≥ U (log U )
There exists U 0 such that L n ∩ L n = ∅ for all n = n .
Next, define
Again, by applying Lemma 3
DenoteŨ = U/(log U )
E log 1 + γ log U 1 + γ log U 
