Abstract. We develop the impulsive inequality and the classical lower and upper solutions, and establish the comparison principles. By using these results and the monotone iterative technique, we obtain the existence of solutions of periodic boundary value problems for a class of impulsive neutral differential equations with multi-deviation arguments. An example is given to demonstrate our main results.
Introduction
Impulsive differential equations have become more important in recent years in some mathematical models of real phenomena, especially in control, biological or medical domains (see, for example, [1] [2] [3] [4] [5] respectively. In this paper, however, the character of its neutral type is (u(θ (t))) . The character is different from the previous ones. Consider the following periodic boundary value problems for impulsive neutral differential equations with multi-deviation arguments of the form            (u(θ (t))) = f (t, u(t), u(ϕ 1 (t)), . . . , u(ϕ q (t))),
where 0 = t 0 < t 1 < • • • < t p < t p+1 = T ; θ ∈ C 1 (J, R), θ is monotone increasing with 0 ≤ θ (t) ≤ t (t ∈ J ), θ (0) = 0, θ (T ) = T , and set θ (ζ k ) = t k (k = 1, . . . , p), J 0 = J \{t 1 , . . . , t p }, J 1 = J \{ζ 1 , . . . , ζ p }; f : J × R q+1 → R is continuous almost everywhere, and ϕ i : J → R continuous with ϕ i (J ) ⊆ J (i = 1, . . . , q); and I k ∈ C(R, R), u(t k ) = u(t + k ) − u(t k ). Denote by PC(X, Y ), where X ⊂ R, Y ⊂ R, the set of all functions u : X → Y which are piecewise continuous in X with points of discontinuity of the first kind at the points t k ∈ X , i.e., there exist the limits u(t 
where
(1.5)
The definitions of classical lower and upper solutions make reference to the case α(0) ≤ α(T ) and β(0) ≥ β(T ).
Preliminaries
Lemma 1. Let s ∈ [0, T ], c k ≥ 0, α k , k = 1, . . . , p be constants, p, q ∈ PC(J, R), x ∈ PC 1 (J, R) and θ be set by (1.1). If (x(θ (t))) ≤ p(t)x(θ (t)) + q(t), t ∈ [s, T ), t = ζ k , x(t + k ) ≤ c k x(t k ) + α k , t k ∈ [s, T ), then for t ∈ [s, T ], x(θ(t)) ≤ x(θ (s + )) s<ζ k <t c k exp t s p(u)du + t s u<ζ k <t c k × exp t u p(τ )dτ q(u)du + s<ζ k <t ζ k <ζ i <t c i exp t ζ k p(τ )dτ α k .
DIFFERENTIAL EQUATIONS WITH MULTI-DEVIATION ARGUMENTS
This proof is similar to the one of [1] , here we omit it.
Then u ≤ 0 on J .
Proof. By (A1) and (A2), we have
To prove u(t) ≤ 0 on J , we shall consider the following two cases.
Case 1. u(t)
≥ 0 for all t ∈ J . In this case, by (2.2) and (2.3) and the properties of θ , we get u (t) ≤ 0 on J 0 and u(t 
, the proof is similar, here we omit.). In this case, we consider two subcases.
In view of (2.4), (2.3), and Lemma 1, we can get for t ∈ [ζ , T ],
Let t = T . Then we have
which is contradictory to (A4).
Subcase 2. u(T ) ≤ 0. In this subcase, thenζ < ζ * orζ > ζ * .
(i)ζ < ζ * . According to the same arguments as (2.5), we get 
(ii)ζ > ζ * . By (A3), we have u(0) ≤ 0. This and the properties of θ imply 0 < ζ * . According to the same arguments as (2.5), we get
Since u(θ(ζ * )) > 0, we have 
Multiplying both sides of the above inequality by
Thus, in either case u ≤ 0 on J . Therefore the proof of the Lemma is complete.
Also assume that ( A4) holds. Then u ≤ 0 on J .
By Lemma 2, we obtain m(t) ≤ 0 on J , and so u(t) ≤ 0 on J . Thus, we have completed the proof of the Lemma.
Existence for linear problem
In this section, we consider the linear problem of (1.1)
Theorem 1.
Suppose that there exist α, β ∈ such that Proof. We shall prove the Theorem in the following three steps.
Step 1. If u 1 , u 2 are solutions of (3.1), set
and
By Lemma 2, we obtain
Then there exists a unique solution u for (3.1).
Step 2. We prove that if ω, γ are classical lower and upper solutions, respectively, for (3.1) with ω ≤ γ , then (3.1) has a solution u ∈ [ω, γ ]. Let u(•, a) denote the unique solution of the following equation 
(T, γ (0)). Assume ω(0) > u(T, ω(0)). Let v(t) = ω(t) − u(t, ω(0)). Then the function v satisfies
By 
t) = ω(t) − u(t, c) and m 2 (t) = u(t, c) − γ (t).
It is evident that m 1 , m 2 ∈ , and
Using Lemma 2, we obtain m 1 ≤ 0 and m 2 ≤ 0 on J . Thus ω ≤ u(•, c) ≤ γ on J .
Step 3. We prove thatᾱ(t),β(t) are classical lower and upper solutions, respectively, for (3.1) withᾱ ≤β, moreover
It is evident that α ≤ᾱ andβ ≤ β on J . Thusᾱ(0) = α(0) ≤ᾱ(T ) and
and add toᾱ(0) ≤ᾱ(T ).
Thus, in either case,ᾱ is a classical lower solution for (3.1). The same arguments show thatβ is a classical upper solution for (3.1).
DIFFERENTIAL EQUATIONS WITH MULTI-DEVIATION ARGUMENTS
Now, we consider the function m =ᾱ −β.
Using Lemma 2, we get m ≤ 0 on J , i.e.,ᾱ ≤β on J .
Thus, we have completed the proof of Theorem 1.
Existence for nonlinear problem
In this section, we establish the existence criteria for solutions of (1.1) by the lower and upper solutions and the monotone iterative technique.
Theorem 2.
Suppose that there exist α, β ∈ such that (D1) α and β are lower and upper solutions for (1.1) with α ≤ β;
Also assume that ( A4) holds. Then there exist monotone sequence {ᾱ n (t)}, {β n (t)} withᾱ 0 =ᾱ,β 0 =β, whereᾱ,β are defined by (3.3) and (3.4), such that lim n→∞ᾱn (t) = ρ(t) and lim n→∞βn (t) = ψ(t) uniformly hold on J , where ρ(t), ψ(t) are minimal and maximal solutions of (1.1), respectively. Proof. We shall prove the Theorem in the following three steps.
Step 1. It is evident that α ≤ᾱ and β ≤β on J . Thus α(0) =ᾱ(0) ≤ᾱ(T )
Let the function m =ᾱ −β, then m(0) =ᾱ(0) −β(0) ≤ᾱ(T ) −β(T ) = m(T ). Next, we consider two cases.
Case 1. α(0) > α(T ) and β(0) < β(T ).
Firstly, by (D2), we get
Again, by (D3), we obtain
Finally, add to m(0) ≤ m(T ). Using Lemma 2, m(t) ≤ 0 on J , i.e.,ᾱ ≤β on J .
It follows that
DIFFERENTIAL EQUATIONS WITH MULTI-DEVIATION ARGUMENTS
Since α ≤ᾱ ≤ β, by (D2), we get
From (D3), we get
Case 2. α(0) ≤ α(T ) and β(0) ≥ β(T ). In this case, it is trivial that we get (4.1) and (4.2).
Thus, in either case,ᾱ is a classical lower solution. Similarly,β is a classical upper solution.
Step 2. For any η ∈ [ᾱ,β], we consider Firstly, let m =ᾱ −ᾱ 1 , whereᾱ 1 = Aᾱ. Then we get
By Lemma 2, we have m(t) ≤ 0 on J , i.e.,ᾱ ≤ Aᾱ. Similarly, we getβ ≥ Aβ.
Next, set v 1 = Aη 1 and v 2 = Aη 2 , where
− f (t, η 2 (t), η 2 (ϕ 1 (t)), . . . , η 2 (ϕ q (t)))] − M(η 2 (t) − η 1 (t)) + 
By Lemma 2, we get m(t) ≤ 0 on J , i.e., v 1 ≤ v 2 on J . Then Aη 1 ≤ Aη 2 for η 1 , η 2 ∈ [ᾱ,β] with η 1 ≤ η 2 .
Step 3. Define the sequence {ᾱ n (t)}, {β n (t)} byᾱ n+1 = Aᾱ n ,β n+1 = Aβ n , α 0 =ᾱ,β 0 =β. From (E1) and (E2), we get α 0 ≤ᾱ 1 ≤ . . . ≤ᾱ n ≤β n ≤ . . . ≤β 1 =β 0 , ∀n ∈ N .
Thus it is immediate to verify that lim n→∞ᾱ n (t) = ρ(t) and lim n→∞β n (t) = ψ(t) uniformly hold on J .
We consider the equation
N iᾱn (ϕ i (t)) + f (t,ᾱ n (t),ᾱ n (ϕ 1 (t)), . . . ,ᾱ n (ϕ q (t))), t ∈ J 1 ,
α n+1 (0) =ᾱ n+1 (T ), and pass to the limit when n tends to ∞. Thus we obtain that ρ is a solution of (1.1). Analogously, ψ is also a solution of (1.1). Finally, let u be any solution of (1.1) on [ᾱ,β]. Clearlyᾱ 0 ≤ u. Assumē α n ≤ u. We get thatᾱ n+1 ≤ u by considering the function m = u −ᾱ n+1 and using Lemma 3 again. Then by passing to the limit, we conclude ρ ≤ u on J . Similarly, u ≤ ψ on J . Then ρ(t), ψ(t) are minimal and maximal solutions of (1.1), respectively. Thus, we have completed the proof of Theorem 2.
