In this paper, we prove new pinching theorems for the first eigenvalue λ 1 (M ) of the Laplacian on compact hypersurfaces of the Euclidean space. These pinching results are associated with the upper bound for λ 1 (M ) in terms of higher order mean curvatures H k . We show that under a suitable pinching condition, the hypersurface is diffeomorpic and almost isometric to a standard sphere. Moreover, as a corollary, we show that a hypersurface of the Euclidean space which is almost Einstein is diffeomorpic and almost isometric to a standard sphere.
Introduction and Preliminaries
Let (M n , g) be a n-dimensional compact, connected, oriented manifold without boundary, isometrically immersed by φ into the (n + 1)-dimensional Euclidean space, (R n+1 , can), i.e., φ * can = g. If, in addition, (M n , g) is Einstein, then a well-known result of Cartan and Thomas ([10] ), also proved by Fialkow ([3] ), says that M is a round sphere S n (R) of corresponding radius.
A natural question is to ask what one could say if (M n , g) is almost-Einstein, that is, ||Ric − kg|| ∞ ε, for some positive constant k.
Recently, J.F. Grosjean gave a new proof of the Thomas-Cartan theorem using an upper bound of the first eigenvalue of the Laplacian. Indeed, Grosjean proved in [4] that if (M n , g) has positive scalar curvature, then the first eigenvalue of the Laplacian satisfies
with equality only for geodesic spheres (here Scal denotes the scalar curvature). If (M n , g) is Einstein, i.e., Ric = (n − 1)g, we know by the Lichnerowicz theorem that λ 1 (M) n, and by the above upper bound
So λ 1 (M) = n and we are in the equality case of both inequalities, that is, M = S n . This approach leads naturally to consider a pinching result on the first eigenvalue of the Laplacian, which allows to show that an almost Einstein hypersurface of R n+1 is close to a sphere. First, we can deduce from a theorem of Aubry ( [1] ), which is a pinching theorem corresponding to the Lichnerowicz inequality, that if ε is small enough, then M is homeomorphic to S n (see Theorem 3). Nethertheless, Aubry's result does not yield to a sufficiently strong rigidity result. For this, we will study another pinching of the first eigenvalue of the Laplacian, which is associated with an extrinsic upper bound involving the scalar curvature. In fact, in this paper, we are interested in more general upper bounds in terms of higher order mean curvatures.
In [7] , Reilly gives upper bounds for λ 1 (M), in terms of higher order mean curvatures H k , which are defined as the symmetric polynomials in the principal curvatures. He shows that for all k ∈ {1, · · · , n}:
with equality only for the standard spheres of R n+1 . By the Hölder inequality, we get similar inequalities with the L 2p -norms (p 1) of H k :
As for inequality (1), the equality case in (2) characterizes the standard spheres.
Then, a natural question is to know if there exists a pinching result as the following theorem proved by B. Colbois and J.F. Grosjean ([2] )? For p 2 and any ε > 0, there exists a constant C ε depending only on n and ||H|| ∞ so that if the pinching condition
is true, then the Haussdorff distance between M and the sphere S 0,
is at most ε.
We give a positive answer to this question, and, as we will see, the case k = 2, that is involving H 1 and H 2 , will solve the problem for almost-Einstein hypersurfaces.
) be a compact, connected, oriented Riemannian manifold without boundary isometrically immersed in R n+1 and p 0 the center of mass of M. Assume that V (M) = 1 and let k ∈ {1, · · · , n} such that H k > 0. Then, for any p 2 and for any ε > 0, there exists a constant C ε depending only on ε, n, ||H|| ∞ and ||H k || 2p such that
We recall that the Haussdorff distance between two compact subsets A and B of a metric space (E, d) is given by
where for any subset A, the set V η (A) is the tubular neighborhood of A defined by V η (A) = x ∈ E d(x, A) < η . So, i) and ii) of Theorem 1 imply that the Haussdorff distance between M and S x 0 ,
is at most ε. Remark 1. We will see in the proof that C ε −→ 0 when ||H|| ∞ −→ ∞ or ε −→ 0.
In this second theorem, if the pinching condition is strong enough, with a control on the L ∞ -norm of the second fundamental form B, we obtain that M is diffeomorphic and almost-isometric to a round sphere in the following sense Theorem 2. Let (M n , g) be a compact, connected, oriented Riemannian manifold without boundary isometrically immersed in R n+1 and p 0 the center of mass of M. Assume that V (M) = 1 and let k ∈ {1, · · · , n} such that H k > 0. Then for any p 2, there exists a constant K depending only on n, ||B|| ∞ and ||H k || 2p such that if the pinching condition
which is a quasi-isometry. Namely, for any .
These results have a double interest. First, they improve the results in [2] . Second, the case k = 2 is especially interesting. Indeed, for hypersurfaces of the Euclidean space, the second mean curvature H 2 is, up to a multiplicative constant, the scalar curvature. Precisely,
. Then we deduce from Theorems 1 and 2 two corollaries for almost-Einstein hypersurfaces. Now, we give some preliminaries for the proof of these theorems. Throughout this paper, we consider a compact, connected, oriented Riemannian manifold isometrically immersed in (R n+1 , can) by φ. Let ν be the outward normal unitary vector field. We denote respectively by ∇ and ∆ the Riemannian connection and the Laplacian of M, and by ∇ the Riemannian connection of R n+1 . Finally, we denote by ·, · the Euclidean scalar product of R n+1 . The second fundamental B of the immersion is defined by
and the mean curvature H by
Now we recall the following well-known identity
where X is the position vector.
We finish by recalling the definition of higher order mean curvatures. They are extrinsic geometric invariants defined from the second fundamental form and generalizing the mean curvature. We saw that
where σ 1 is the first symmetric polynomial and κ 1 , · · · , κ n the principal curvatures of M. The higher order mean curvatures are defined for k ∈ {1, · · · , n} by
where σ k is the k-th symmetric polynomial, that is,
This definition is equivalent to
where the B ij 's are the coefficients of the second fundamental form B in a local orthonormal frame {e 1 , . . . , e n }. Moreover, we denote by ǫ i 1 , · · · , i k j 1 , · · · , j k the usual symbols for permutation. Finally, by convention, we set H 0 = 1 and H n+1 = 0.
These mean curvatures satisfy some properties as the Hsiung-Minkowski formula (see [5] 
and the following inequalities Lemma 1.1. If k ∈ {1, · · · , n}, and H k is a positive function, then
2 An L 2 -approach to the problem We prove Theorems 1 and 2 in two steps. First, we prove that if the pinching condition (P C ) is satisfied, then M is close to a sphere in an L 2 -sense. For this, we prove a first lemma which gives an estimate of the L 2 -norm of the position vector X.
Lemma 2.1. If the pinching condition
where A 1 is a positive constant depending only on n, ||H|| ∞ and ||H k || 2p .
Proof: If (P C ) is satisfied, we have:
If, in addition, we assume that C < n 2
||H k || 2p , we get
and so
. Moreover, by the variational characterization of λ 1 (M), we have
where X i are the functions defined by
, and by (5),
For the left hand side, we have
Then, by the Hölder inequality, we deduce
and with the pinching condition,
From now, we denote by X T the orthogonal projection of X on M. That is, if for x ∈ M, {e 1 , . . . , e n } is an orthonormal frame of T x M, then
X, e i e i = X − X, ν ν.
In the following lemma, we show that the pinching condition (P C ) implies that the L 2 -norm of X T is close to zero.
Lemma 2.2. The pinching condition (P C ) with C < n 2
where A 2 is a positive constant depending only on n, ||H|| ∞ and ||H k || 2p .
Proof: We saw that
so by the Hsiung-Minkowski formula and the Cauchy-Schwarz inequality
Then we deduce
Finally, we get
In order to prove assertion i) of Theorem 1, we will show that
For this, we need an upper bound on the L 2 -norm of the function
Before getting such an estimate, we introduce the two following vector fieds:
First, we have the following: Lemma 2.3. The pinching condition (P C ) implies ||Y || 2 2 nC.
Proof: We have
where we used the Hsiung-Minkowski formula (4), and the fact that
We also have
Lemma 2.4. If the pinching condition
where A 3 is a positive constant depending only on n, ||H|| ∞ and ||H k || 2p .
Proof: We have
By the Hölder inequality, we get
where A 3 depends only on n, ||H|| ∞ and ||H k || 2p . Note that we have used Lemma 1.1 and the fact that n λ 1 (M)
. Now, we give an upper bound for the L 2 -norm of the function ϕ.
Lemma 2.5. The pinching condition (P C ) with C < n 2
Proof:
We have
Finally, from Lemmas 2.3 and 2.4, we obtain
where A 4 is a positive constant depending only on n, ||H|| ∞ and ||H k || 2p .
Proof of Theorem 1
The proof of Theorem 1 is an immediate consequence of the two following lemmas:
Lemma 3.1. For p 2 and any η > 0, there exists . We will prove Lemma 3.1 in Section 6. Now, we will prove Theorem 1 by using these two lemmas.
Proof of Theorem 1 Let ε > 0 and consider the function
We set
By definition, η(ε) > 0, and by Lemma 3.1, there exists K η(ε) such that for all x ∈ M,
Now to prove the theorem, it is sufficient to assume ε <
3||H||∞
. We will show that either
By examining the function f , it is easy to see that f has a unique local maximum at
. Moreover, from the definition of η(ε), we have
.
Since we assume ε < 2 3||H||∞ 2 3
, we have
which with (6) yields (7). Now, from Lemma 2.1, we deduce that there exists a point y 0 ∈ M such that
, the condition (P C ) implies
We deduce that
Since M is connected, for any x ∈ M,
which proves the assertion i) of the theorem. In order to prove the second, we consider the pinching condition (P Cε ) with
, with e ∈ S n and assume that B(x, ε) ∩ M = ∅. We can apply Lemma 3.2. So, there exists a point y 0 ∈ M such that |H(y 0 )| 2n−1 nε > ||H|| ∞ since we assumed ε < 2 3||H||∞ 2n−1 n||H||∞ . This is a contradiction and so B(x, ε) ∩ M = ∅. The assertion ii) is satisfied and C ε −→ 0 when ||H|| ∞ −→ ∞ or ε −→ 0.
Proof of Theorem 2
From Theorem 1, we know that for any ε > 0, there exists C ε depending only on n, ||H|| ∞ and ||H k || 2p so that if (P Cε ) is true, then
for all x ∈ M. Since √ n||H|| ∞ ||B|| ∞ , it is easy to see that we can assume that C ε depends only on n, ||B|| ∞ and ||H k || 2p .
The proof of Theorem 2 is an immediate consequence of the following lemma about the L ∞ -norm of X T .
Lemma 4.1. For p 2 and any η > 0, there exists
We will prove this lemma in Section 6.
Proof of Theorem 2 Let
. This choice of ε implies that if the pinching condition (P Cε ) is true, then |X| never vanishes, and so we can consider the following map
Without any pinching condition, a straightforward computation yields to
for any unitary vector u ∈ T x M. But,
We recall that
Since we assume ε < 1 2 n ||B||∞ , the right hand side is bounded by a constant depending only on n, ||B|| ∞ and ||H k || 2p . So we have
Moreover, since C ε −→ 0 when ε −→ 0, there exists ε(n, ||B|| ∞ , ||H k || 2p , η) so that C ε K η (where K η is the constant of Lemma 4.1) and so, ||X T || ∞ η. As before, there exists a constant δ depending on n, ||B|| ∞ and ||H k || 2p such that
Then, from (8), (9) and (10), we deduce that (P Cε ) implies
. We can assume that ε is small enough to have εγ
. In that case, we have
. Since S 0,
is simply connected for n 2, the map F is a global diffeomorphism.
Application to almost-Einstein Hypersurfaces
In this section, we give an application of Theorems 1 and 2 to almost Einstein hypersurfaces. In fact, we obtain two different rigidty results.
ε for a positive constant k, with ε small enough depending on n, k and ||H|| ∞ , then
Proof: The assumption ||Ric − kg|| ∞ ε, implies that the scalar curvature satisfies
So the first eigenvalue of the Laplacian can be bounded form above
On the other hand, the Lichnerowicz theorem says that 
||K|| 2p A, and
In this theorem, Ric(x) is the smallest eigenvalue of the symmetric bilinear form Ric(x) on T x M, and Ric − (n − 1) − = max 0, −Ric + (n − 1) .
Since M is almost-Einstein, we are precisely in the assumptions of this theorem, and it is sufficient to choose ε(k, n, ||K|| 2p ) > 0 small enough.
Proof of the technical Lemmas
The proof of Lemmas 3.1 and 4.1 is based on the following result due to Colbois and Grosjean [2] using a Niremberg-Moser type of argument. For this, the pinching condition (P C ) is used only one time, to obtain an upper bound of ||X|| ∞ depending only on n, ||H|| ∞ and ||H k || 2p . We apply Proposition 6.1 to the function ξ = |X|. We now that if ||X|| ∞ > E, then there exists a constant L(n, ||H|| ∞ , E) such that
By the pinching condition (P C ) with C < n 2
, we obtain from Lemma 2.1 that
But, L is bounded when E −→ 0, so we can choose E = E(n, ||H|| ∞ , ||H k || 2p ) big enough to have
In that case, we have ||X|| ∞ E(n, ||H|| ∞ , ||H k || 2p ). Then, the proof of Lemmas 3.1 and 4.1 is exactly the same as the proof of the technical Lemmas in [2] , [8] or [9] .
