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Abst rac t - -We combine uniformisation, a powerful numerical technique for the analysis of contin- 
uous time Markov chains, with the Markov chain embedding technique to analyze GI/M/s/c queues. 
The main steps of the proposed approach are the computation of
(1) the mixed-Poisson probabilities associated tothe number of arrival epochs in the uniformising 
Poisson process between consecutive customer arrivals to the system; and 
(2) the conditional embedded uniformised transition probabilities of the number of customers in
the queueing system immediately before customer arrivals to the system. 
To show the performance of the approach, we analyze queues with Pareto interarrival times using a 
stable recursion for the associated mixed-Poisson probabilities whose computation time is linear in the 
number of computed coefficients. The results for queues with Pareto interarrival times are compared 
with those obtained for queues with other interarrival time distributions, including exponential, 
Erlang, uniform and deterministic interarrival times. The obtained results how that much higher loss 
probabilities and mean waiting times in queue may be obtained for queues with Pareto interarrival 
times than for queues with the other mentioned interarrival time distributions, pecially for small 
traffic intensities. (~) 2006 Elsevier Ltd. All rights reserved. 
Keywords--GI/M/s/c queues, Loss probability, Markov chains, Mixed-Poisson probabilities, 
Pareto distribution, Stochastically monotone matrices, Uniformisation. 
1. INTRODUCTION 
In this paper ,  we combine the Markov chain embedd ing  approach,  in t roduced by Kendal l  [1,2], 
with the uni formisat ion technique of Jensen [3], also known as Jensen 's  method  or randomizat ion,  
and use stochast ic  order ing [4] to s tudy  GI/M/s/c queueing systems.  Namely, the customers 
arrive to the sys tem according to a general  renewal process and are served by one of s servers 
(working in parallel) in a first come, first served discipline. The  customer  service t imes are 
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independent and identically distr ibuted (i.i.d.) random variables with exponential distribution. 
It the queueing capacity c is finite, then a customer that finds c* = s + c customers in the system 
at his arrival to the system is lost. Conversely, if c = oo, then no customer is lost. 
Uniformisation is a powerful numerical technique to analyze continuous t ime Markov chains 
(CTMCs) with bounded transit ion rates out of states that,  essentially, uniformises the rates at 
which a CTMC makes transit ions from each of its states by introducing self-transitions. Making 
this, uniformisation shifts the problem of computing the transit ion probabil it ies of a CTMC to 
the computat ion of the transit ion probabil it ies of the discrete time Markov chain (DTMC) em- 
bedded at the transit ion epochs of the uniformised CTMC along with the computat ion of Poisson 
probabil it ies with associated rate equal to the uniformisation rate, cf. [5-7]. The dissemination 
of the uniformisation method in the applications i mainly due to its simplicity, its excellent nu- 
merical stabi l ity as it leads to recurrence relations involving only addit ions and multipl ications of 
nonnegative numbers, allowing one to obtain results with an arbitrary pre-established accuracy, 
and having a probabil ist ic interpretation. 
Stochastic ordering has vast applications [4] and is used, in particular, to study internal changes 
of performance due to parameter variations, compare distinct systems, approximate a system by 
a simpler one, and obtain lower and upper bounds for the main performance measures of systems. 
This paper is organized as follows. In Section 2, we show how to combine the Markov chain 
embedding approach with uniformisation to obtain the transit ion probabi l i ty matrix of the DTMC 
resulting from embedding the number of customers in the GI/M/s/c system immediately before 
arrival epochs and to obtain the steady-state distr ibutions of this DTMC. In Section 3, we 
derive lower and upper bounds for performance measures of GI/M/s/c systems and i l lustrate 
them for systems with Pareto, Erlang, exponential, deterministic and uniform interarrival time 
distributions, highlighting the differences between the Pareto and the other cases. Finally, in 
Section 4, some conclusions are drawn. 
2. COMBIN ING MARKOV CHAIN EMBEDDING 
WITH UNIFORMISAT ION 
We consider a GI/M/s/c system (tim system) with interarrival t imes with distr ibution func- 
tion A and mean A -1, and service rate #, so that  the system has traffic intensity p = A/s#. We 
let X(t) denote the number of customers in the system at t ime t; the process X = {X(t),  t >_ 0} 
is a Markov regenerative process [7] that  is a CTMC only if the renewal customer arrival process 
is Poisson, i.e., the interarrival times have exponential distribution. Due to space constraints, 
the study in the paper is l imited to the characterization of the system from the perspective of 
tile customers; thus, instead of X,  we use the associated embedded DTMC )( = {)~k, k _> 0} 
immediately before arrival epochs. That  is, -~k = X(S~) with Sk denoting the instant of arrival 
of the k th customer. 
Before proceeding with the analysis of GI/M/s/c systems, we recall a few stochastic ordering 
definitions used in the paper; see, e.g., [7] for more details. If W1 and W2 are discrete random 
variables with common support, then W1 is said to be stochastically smaller than W2 in the 
usual sense, written W1 ~st W2, if P(W1 > w) < P(W2 > w) for all w E R. Equivalently, 
given probabil i ty vectors p and q with common real indices, p is said to be stochastical ly smaller 
than q in the usual sense, written p -<st q, if ~-~j>_k PJ ~-- ~j>k qJ for all k. Thus, if W1 and W2 
are discrete random variables with common support and having respective probabi l i ty vectors p 
and q, then W1 -<st W2 if and only if p <st q. Moreover, if A = [a~j] and B = [b~] are stochastic 
matrices with common real-valued indices, then the matr ix A is said to be stochastical ly smaller 
than B in the Kalmykov ordering sense, written A _<K B, if Y]~j>_k aij < ~j>k bmj, for any i <_ m 
and any k. In addition, a stochastic matr ix A is said to be stochastical ly monotone if A --<K A. 
Between two consecutive customer arrivals, the process X behaves like an homogeneous pure 
death process with state space S* = {0 ,1 ,2 , . . . , c*}  and death rates {p~ = #min(s,i), i = 
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1, 2 . . . .  , c*}. Thus, 
{X(t),  Sk _< t < Sk+: I X(Sk) = i} =,t {Y(t), 0 _< t < Sk+l -- Sk] Y(0) = i}, (1) 
for i ~ S*, where Y = {Y(t), t > 0} is a pure death process with state space S* and death 
rates {#4}, independent of the renewal customer arrival process, and =~t denotes equality in 
distribution. 
The interarrival times Tk = Sk+l - Sk, for k >_ 0 with So = 0, are i.i.d, random variables 
with distr ibution function A and Tk is independent of )(k. Note also that if a customer finds i 
customers in the system at his arrival to the system, then he joins the system if i < c* and is 
lost (or blocked) if i = c*. Hence, in view of (1), the embedded DTMC 2 has one-step transit ion 
probabil it ies 
PO = P (Xk+: = j I f ik  = i) = P (Y ( t )  = j I Y(O) = i + [1 - ~i,c-]) A(dt),  
for i, j E S*, where ~ is the Kronecker delta function, i.e., 5~b = 1, i ra  = b, and 5~b = 0, otherwise. 
Therefore, if we let 6~, (i) = i + 1 - ~,c" = min(i + 1, c*), then 
f0 ~ 
p,j : P (Y ( t )  = j ] Y(0) = 5c. (i)) A(dt) : P(Y(T1) = j I Y(O) = ~.  (iD). (2) 
Thus, the transit ion probabil i ty matr ix P of )f is a function of the transit ion probabil it ies of 
the pure death process Y in a random interval of t ime with length given by the interarrival t ime 
distribution. 
As the rates out of states of the CTMC Y are bounded by the constant six, the service rate when 
all s servers are busy, we may use uniformisation to compute the one-step transit ion probabili- 
ties (2) of .~. For the computation o f /5  we use the embedded uniformised DTMC with uniformi- 
sation rate six associated to Y,  which has one-step transit ion probabi l i ty matr ix f f  = I + Q/stx,  
with Q denoting the infinitesimal generator matrix of Y, i.e., qi,i-1 = --qii = lag = #nf in(s , i ) ,  
i = 1,2 . . . . .  c*, and all other entries of Q are null. Thus, Pi,i-1 = min(s , i ) / s  = 1 - p,,, 
i = 1 ,2 , . . . , c* ,  :fi00 = 1 and /50 = 0, otherwise. Hence, /5 is a stochastical ly monotone ma- 
trix ar id ,  moreover, it is a lower tr iangular matrix, viz. /5 is associated to an almost surely 
nonincreasing DTMC. 
Start ing from (2) and conditioning on the number of renewals until t ime T1 of the uniformising 
Poisson process with rate s# ( independent of Y), a straightforward computat ion leads to 
n=0 \n=O 
where [5c" (B)]i j  = [B]a~.(i)d, for B = [bij]i,j~s., and 
(3) 
~0 ~176 
aA(n,  sp) = e -~ ' t  (spt)~ A(dt).  
n! 
(4) 
The probabi l i ty OeA(n , Sp) is the n TM mixed-Poisson probabil ity with structural  distr ibution func- 
tion A and rate s#. Namely, O~A(n , S#) denotes the probabi l i ty that  exactly n renewals take place 
in the uniformising Poisson process with rate s# between two consecutive customer arrivals to the 
queueing system. To ease the notation, we will write from now onwards an instead of aA(n ,  s#)- 
Aside from the calculation of the mixed-Poisson probabil it ies, the computat ion of 15 from (3) 
involves an infinite number of powers of the matr ix /5 .  Thus, in general, the sum in (3) has to 
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be truncated and the result leads only to an approximation of/~. A special case where an exact 
result is obtained is the single server case, s = 1, for which { o < < 
:5~j = an, j = 0, (5) 
0, otherwise. 
Moreover, for finite c the computation of fiij from (5) requires the computation of the mixed- 
oo k Poisson probabilities ~ only for n -- 0, 1 . . . . .  c, since ~=k+l  a~ = 1 - ~=0 a,,, for all k E No. 
Note that for the M/M/1 /c  system, (5) further specializes into 
(1 - ~)S  ~+l(~)-j, o < j _< ~+~(i), 
p~j = /3 '~+'(~), j = 0, 
0, otherwise, 
with Z = #/()~ + #), since a,~ = (1 - Z)Z n. 
For multiple servers (s > 1), the transition probability matr ix/5 is not associated to a deter- 
ministic monotone decreasing DTMC as in the single server case. Despite that, the transition 
probability matr ix/5 still possesses good monotonicity properties, which are used to derive The- 
orem 1 below. In order to present his result, we let 
R(N)  : ~c* anpn § oLnZ , -~(N) -~ ~c" an~ha + E an/hN ' 
kn=0 n=N+l  n=0 n=N+l / 
for N E No, where Z = [zij] = [hi0]. Moreover, we let y__(g) and y(N) denote DTMCs with state 
space S* and respective transition probability matrices _R (N) and ~(N). 
THEOREM 1. The matrices R (N) and ~(N) are stochastic matrices uch that 
_n (N) <--K P --<K ~(N), (6) 
for any N g No, and R (N) and -~(N) converge to /5 as N tends to infinity. 
The DTMCs f (  and _Y(N). N 6 N, are ergodic if c < oo or c = co and p < 1. Conversely. the 
DTMCs y(N),  N _> 2, are ergodic if c < oo or for sufficiently large N if c = oo and p < 1. 
Moreover, if the DTMC y(N) is ergodic and we let K (N) (Tr, w(N)) denote the unique stationary 
probability row vector of Y_ (N) (2,Y(N)) ,  then 
7r(N) --~st 71" --~st ~(N) .  (7) 
PROOF. The mixed-Poisson probabilities {an, n c N0} constitute a probability function and are 
all strictly positive. Thus, _R (g) and ~(g)  are stochastic matrices since they are convex linear 
combinations of the stochastic matrices /hn, n C N0, and Z. The convergence of_R (y) and ~(N) 
to/5, as N tends to infinity, then follows from the fact that ~ tends to zero as N tends En=N+I  O~n 
to  infinity. 
In addition, (6) follows from the following three properties: 
(i) the powers of the transition probability matrix P are stochastically monotone nonincreas- ^ ^ 
ing in the Katmykov ordering sense, i.e., pn2 --<K pro,  for 0 _< nt _< n2; 
(ii) for any stochastic matrix B with indices on S*, Z _</( B; thus, in particular, Z < P~ for 
all n E N0; and 
(iii) for any stochastic matrices B and C with indices on S*, if B <--K C, then 5c'(B) _<K 
,~. (C). 
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Taking into account he strict positivity of the mixed-Poisson probabilities and using the general 
theory of DTMCs, we conclude from the inspection of the nonzero entries of the transition 
probability matrices of 3(, y(N), N _> 1, and y(N),  N _> 2, that these DTMCs are irreducible 
and aperiodic. Thus, if in addition c < co, then these DTMCs are ergodic and it is well known 
that )( is also ergodic if c = ~ and p < 1 [7,8]. In view of (6) and Theorem 3.12 of [9], this 
implies that the DTMCs associated to __R (N), N C N, are also ergodic if c = co and p < 1. 
Suppose that c = oo and p < 1, and fix ~ > 0 such that A ( I+E)  < s#. As from the 
properties of the mixed-Poisson probabilities ~-~n_>0 nan = s#/A, there exists N(e) >_ 2 such that 
N ~n=0 na,~ >_ (s#)/[A(l+e)], for any N >_ N(c). This implies that, for N _> N(e) and i >_ s+N(~),  
[~(N) ~(N) ] ~ f i  N(~) 
E[~k+l - - i l~k  = i  _ E (1 -n )an-N(e)  an <_ 1 -  ~nan < e* <0, 
n=0 n=i-t-1 n=0 
where e* = 1 - (sp)/[,k(1 + e)]. Thus, by Pakes's lemma (see, e.g., [7, Corollary 3.3]), y(N) is 
ergodic for N >_ N(e). 
If the DTMC ~(N) is ergodie, then )( and y(N) are also ergodic and, moreover, the unique 
stationary probability row vectors 7r (g), 7r, and ~(N) of y(N), )~, and y(N), respectively, are also 
timit probability row vectors of the corresponding DTMCs. Let a denote an arbitrary probability 
vector on S*, then, in view of (6), 
a(R(N) )n  <staPn <sta(-R(N))  n, 
for any n, N E N. Thus, (7) follows by taking the limit as n tends to infinity in the previous 
relation, since the usual stochastic order is closed for limits [4, Theorem 1.A.3 (c)]. | 
The DTMCs y_(N) and 7 (N) possess probabilistic interpretations. Namely, y(N) corresponds 
to the number of customers een by customers at their arrival to a GI /M/s /c  system with a 
uniformising Poisson clearing process, with rate s#, whose (N + 1) th renewal epoch between two 
consecutive customer arrivals would lead to the queueing system being emptied instantaneously. 
For the one server system, each clearing time would correspond to a (N + 1) th customer departure 
time between two consecutive customer arrivals. Similarly, y (y )  corresponds to the number of 
customers een by customers at their arrival to a GI /M/s /c  system with a uniformising Poisson 
vacation process, with rate s#, whose g TM renewal epoch between two consecutive customer 
arrivals would lead to all servers going instantaneously on vacation until the next customer 
arrival time. For the one server system, each vacation of the server would be started at the N TM 
customer departure time between two consecutive customer arrivals. 
In the implementation of the computation of the powers o f /5  the special block-structure of 
the matrix can be explored, leading to a strong reduction in computation time from the general 
^ 
procedure to compute the powers of a matrix. In fact, P~, n >_ 1, may be partitioned in the 
block-form 
C~ D n ' 
where B is a stochastic matrix with indices on {0, 1, . . .  ,s - 1}, such that boo = 1 and b,,~-i = 
i /s = 1 - bi~ for 1 < i < s - 1; D is a square matrix with indices on {s ,s+ 1, . . . , c '} ,  such 
that d~j = 5~,j+~--thus, [D'~],.j = 5~-j,n, n _> 1, and, in particular, [Dn]~j - 0 for n > c; and, 
finally, [Cn]~j = 0 if n < i -  j and [C~],j = [B'~-~+~-~]~-~,j otherwise. Accordingly, the recursive 
computation of /Sn resumes in practice to the recursive computation of B ", which, in turn, 
reduces to 
[B~+~],Y = / [B%~[B~]~ '. b.,bJJ + [Bn]i,j+l . bj+l,j, ii = > jj,A n + 1 >_ i - j, 
t O, i< jVn+l<i - j ,  
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inpu~ : u = [bij]i,j=O.l,~,~,~,,~l <lu is the matr ix  B 
p=u 
k=l  
wh i le  k < n do 
k=k+l  
fo r  i = 1 : s - 1 do / the row 0 of B ~ does not  change wi th  n 
fo r j  = max(0 , i  -- k) : i - 1 do 
p(i' j )  = p(i' j )  . u(j,  j )  + p(i' j + l).u(j + l ' j )  
end f or 
p(i" i) = p(i' i ) .  u(i, i) 
endfor  
endwhile 
output  : B"  = [PL i ] , ' i=0q '~ l  
F igure  1. A lgor i thm for comput ing  B n for n > 1. 
for n C N. As a result, the algorithm presented in Figure 1 may be used to compute the matrix 
powers B n, n 6 N. 
The results presented in Theorem 1 have special interest to analyze GI /M/s /c  queues that 
do not possess explicit expressions for the transit ions probabil it ies of the embedded DTMCs, 
as occurs for Pareto renewal arrival processes. To compute the steady-state distr ibution of the 
number of customers een in the system by customers at their arrival to the system, the following 
auxil iary result is useful. 
LEMMA 2. Let W = {Wk, k >_ 0} be a DTMC on Sw = {0, 1 , . . . ,  m} with transition probability 
matrix P such that, for i , j  C Sw,  Pij = 0 if j > i + 1 and Pij > 0 if [i - j[ <_ 1. Then I,V is 
ergodic and has invariant measure {r/j, j 6 Sw }, where rim = 1 and 
% - - -  r/i Pij, for n = re - 1, re - 2 , . . . ,  0. (8) 
Pn,n+l i=n+l  j=0  
PROOF. Let c~(A, B) = ~ jea  ~keB c~jpjk for a measure c~ on Sw and subsets ,4 and B of Sw. 
Since p<~ = 0 if j > i + 1 and Pij > 0 if li -- Jl --< 1, the DTMC W is irreducible and aperiodic, 
and therefore, ergodic. Thus, an invariant measure 77 of W satisfies r/(A,A) = r/(A,.4) for 
any nonempty subset A of Sw (see [10]), where A is the complement of A on Sw.  If we let 
A~ = {1,2 , . . .  ,n}, n = re -  1 ,m-  2 , . . . ,0 ,  we get that r/(A~,An) = r/(,4~,An), i.e., r/nPn,~+! = 
n 
~-~/in=.n+l r/i ~ j=oP i j ,  SO that  (8)  ho lds .  | 
If c is finite, then recursion (8) may be used to compute the steady-state distr ibutions of J<, 
y(N) and 7 (N), with N >_ 2, since the transit ion probabil ity matrices of these DTMCs have 
the form of the transit ion probabil i ty matrix of Lemma 2. After using recursion (8) to compute 
invariant measures of R (g) and ~(N), normalization leads to the steady-state distr ibutions of 
y(N) and ~(g) .  
3. RESULTS FOR PERFORMANCE MEASURES 
In this section, we assume that the GI /M/s /c  system has finite capacity, i.e., c < oc. For 
convenience, we let/5,  _RR, and R (Tr,_r, ~) denote the transit ion probabil i ty matrices (steady-state 
probabi l i ty vectors) of )f,  y_(N), y(N) ,  where N >_ 2 is fixed, L denote the steady-state number 
of customers een in the system by customers at their arrival to the system, and Wq denote 
the steady-state waiting t ime in queue of a nonblocked customer. We will first derive lower and 
upper bounds for some performance measures of the system and will afterwards present ables 
and figures to i l lustrate them. 
Vv'e will consider the following performance measures of GI /M/s /c  systems associated to cus- 
tomer losses and delays, which are key factors for appropriate system capacity dimensioning: 
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the steady-state loss probabi l i ty or long-run fraction of customers that  are lost, the steady-state 
loss-delay probabi l i ty  or long-run fraction of customers that  are lost or delayed, the steady-state 
mean number  of customers een in the system by customers at their arr ival to the system, and the 
steady-state mean wait ing t ime in queue of nonblocked customers.  In addit ion,  we will investigate 
the loss probabi l i ty  for the n TM next arr iv ing customer given that  the present customer has been 
blocked, a measure that  is useful to character ize the short - term impact  of customer losses in 
terms of addit ional  customer losses. Whenever  possible, we will provide lower and upper bounds 
for these performance measures, since in general, only approx imate  values of these measures are 
computed.  The  der ivat ion of the formulas follows closely that  of M/M/s /c  systems (see, e.g., [8]). 
C* The steady-state  loss probabil ity, 7re., and steady-state loss-delay probabil i ty,  }"~n=s 7rn, satisfy 
C* C* c* 
Kc,<rrc,<~,c, and E~_o_< E ~  <_ E~o 
n~.s  r l~3  n=.s  
The steady-state number  of customers een in the system by customers at their arrival to the 
system, L, has probabi l i ty d istr ibut ion % such that  
i 
k=0 k=O 
for i E S*, and, as a consequence, its mean satisfies 
C* C* 
_< E[sl ___ Z k -k. 
k=0 k=0 
The steady-state wait ing t ime in queue of a nonblocked customer,  Wq, has survival  funct ion 
j=o':-i [ .] P(Wq > t)= Ee-Sut (SlS)J 1 k<~s+j-Trk" 
1-  7re. I ' 
for t >_ 0, and, as a result, the steady-state mean wait ing t ime in queue of a nonblocked customer 
satisfies 
E  -kl [ E  kl 
< 1 ~ k<s+j I " 
- _ 
j=0 j=0 
Table 1. Steady-state mean waiting tittle in queue of a nonblocked customer in 
D/M/1/c systems, with # = 1, for several values of the traffic intensity p and queue- 
ing capacity c. 
Queueing Capacity 
p 10 50 1000 
0.10 0.0000 0.0000 0.0000 
0.20 0.0070 0.0070 0.0070 
0.30 0.0426 0.0426 0.0426 
0.40 0.1203 0.1203 0.1203 
0.50 0.2550 0.2550 0.2550 
0.60 0.4798 0.4798 0.4798 
0.70 0.8734 0.8762 0.8762 
0.75 1.1857 1.2007 1.2007 
0.80 1.6221 1.6927 1.6927 
0.85 2 .2231 2.5187 2.5187 
0.87 2.5153 3.0288 3.0288 
0.89 2.8366 3.7251 3.7254 
P 
0.91 
0.93 
0.95 
0.96 
0.97 
0.98 
0.99 
1.00 
1.10 
1.30 
1.50 
2.00 
Queueing Capacity 
10 
3.1844 
3.5543 
3.9401 
4.1367 
4.3346 
4.5327 
4.7300 
4.9256 
6.6361 
8.3804 
9.0029 
9.5000 
50 1000 
4.7299 4.7329 
6.2887 6.3177 
8.9072 9.1724 
10.8809 11.6712 
13.4706 15.8367 
16.7522 24.1689 
20.6579 49.1678 
24.9185 499.9142 
45.0036 994.9999 
48.3333 9983333 
49.0000 999.0000 
49.5000 999.5000 
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1401 , , , 
I ~ P(1.1, . ) /M/5/20 
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Queueing capacity 
Figure 2. Number of iterations needed to achieve an accuracy of 10-10 in the compu- 
tation of the steady-state distribution of the number of customers seen in the system 
by a customer at his arrival to the system. 
To show the performance of the proposed approach, we analyze queues with Pareto interarrival 
tirnes, Pareto/M/s/c systems, and compare the corresponding behavior with those of GI/M/s/c 
systems with other types of renewal arrival processes, with the same mean interarrival t ime 
and service rate s -1. More precisely, we consider the following interarriwd t ime distributions: 
Pareto (P),  uniform (U), exponential (M), deterministic (D), and Erlang with three phases (E3). 
The results have been computed with MATLAB algorithms and the steady-state probabil it ies of 
the number of customers in the system seen by customers at their arrival to the system have been 
obtained with an accuracy of ~ = 10-10. We have checked the correctness of the implementation 
of the algorithm proposed by comparing its output with the simple and well-known analytical 
solutions based on the theory of birth-and-death processes for M/M/s/c queues (see, e.g., [8]); 
and, results obtained from dedicated simulations for GI/M/s/c queues with non-Poisson arrival 
process. Note also that the results for the steady-state mean waiting t ime in queue of a nonblocked 
customer in D/M/1/c systems presented in Table 1 are consistent with those reported by Pike [11~ 
"fable 2, p. 488] for the D/M/1 queue with traffic intensity smaller than one. 
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l~'igure 3. Steady-state loss probabilities as a function of the traffic intensity and of 
the capacity of the system. 
Moreover, the mixed-Poisson probabilities (4) have been computed using the recursions pro- 
posed in [12]. For the Pareto(fl, ~) distribution, ~ > 0 and /3 > 1, with mean/3~r - 1), the 
mixed-Poisson probabilities are 
~ oo e -***L (s#t)n 8~ ~ dL O~n = n! t ~+1 
Thus, c~0 = f l (s#~)Or(-~,  s#~) and 
(n - /3)a ,~ + f le -*~'~(s#~)n/n!  
C~n+ 1 ---~ n+l  
tbr n >_ 0, where r(a, b) = s e-~.y ~-1 dy is the incomplete gamma function. This recursion 
is stable, easy to implement, and its computation time is linear on the number of computed 
coefficients. It thus avoids the numerical problems reported until recently [13] relative to the 
computation of the mixed-Poisson probabilities with Pareto structural distribution, whose asso- 
ciated distribution function converges lowly to 1. 
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Figure 4. Steady-state loss probabilities for systems with Pareto customer interarrival 
time distribution as a function of the traffic intensity. 
Accordingly, in general and for a given accuracy level, the approximation of steady-state per- 
fbrmance measures for GI/M/s/c queues requires more iterations for Pareto renewal processes 
than for the other renewal customer arrival processes considered in the paper, as shown in Fig- 
ure 2. Moreover, the number of iterations required to achieve a fixed accuracy decreases with the 
arrival rate and increases with the number of servers and the system capacity. As i l lustrated in 
Figure 2, for the Pareto arrival process, the increase in the number of iterations as the number of 
servers increases is stronger than the corresponding increase due to an increase in the queueing 
capacity, the latter being roughly of one addit ional mixed-Poisson coeff• for each unitary 
increase in the queueing capacity. 
As expected, and as can be seen in Figure 3, the results show that, for all renewal customer 
arrival processes considered, the steady-state loss probabil i ty increases with the arrival rate and 
decreases with the queueing capacity (for fixed number of servers). We note that, for not too 
large arrival rates, the customer loss probabil it ies are strongly dependent on the interarrival time 
distribution. For a common traffic intensity, as the Pareto distr ibution is among those considered 
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Figure 5. Loss probabi l i ty for the n TM next arr iv ing customer given that  the last 
customer has been lost. 
the one that tends to produce more clusters of arrivals within short t ime periods, the customers 
tend to find the system more congested at their arrival in Pareto/M/s/c systems than in the 
other systems. This effect gets stronger as the shape parameter of the Pareto distr ibution, fl, 
gets closer to one, in which case the systems may have large steady-state loss probabil it ies even for 
small traffic intensities, as can be seen particularly well in Figure 4, where one of the parameters 
of the Pareto distr ibution is changed and the other is kept fixed. Furthermore, increases in the 
capacity of the system may lead to much smaller reductions in the steady-state loss probabil ity 
when the renewal customer arrival process is Pareto than in the other considered cases. 
Figure 5 shows that in Pareto/M/s/c systems, high customer loss probabil it ies may persist for a 
rather long sequence of customer arrivals after the loss of a customer takes place. This is consistent 
with the view that  strong dependence in customer losses may be observed for Pareto/M/s/c 
systems and that  the quality of service may deteriorate for long periods of time. For the other 
considered renewal customer arrival processes, the loss probabi l i ty for the n TM next arriving 
customer given that  the last customer has been blocked decreases fast to its limit value, with this 
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Figure 6. Steady-state mean number of customers seen in the system by a customer at 
his arrival to the system and steady-state mean waiting t ime in queue of a nonblocked 
customer as a function of the traffic intensity, 
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decrease being faster for smaller arrival rates. Results not included in the paper show that the 
steady-state loss-delay probability decreases with the number of servers and increases with the 
arrival rate and the system capacity, as reported in [14] for M/M/s /c  systems. 
Figure 6 displays the steady-state mean number of customers seen in the system by a customer 
at his arrival to the system and the steady-state mean waiting time in queue of a nonblocked 
customer as a function of the traffic intensity. The graphs obtained with exponential, Erlang, 
uniform and deterministic distributions are similar, but quite different of those obtained for the 
Pareto. For low arrival rates (A < 1), the steady-state mean number of customers een in the 
system by a customer at his arrival to the system and the steady-state mean waiting time in 
queue of a nonblocked customer may be much larger for Pareto /M/s /c  systems than for the 
other considered systems. 
Performance measures of GI /M/s /c  systems are sensitive to changes on the number servers, 
the queueing capacity, and the traffic intensity. The results presented in the section illustrate, 
in addition, the importance of a good fitting of the interarrival time distribution of GI /M/s /c  
systems, especially if this distribution is heavy-tailed as it is the case with the Pareto distribu- 
tion. In this case, the performance measures of the system may deviate strongly from those of 
distributions with light tails, such as in systems with Poisson customer arrival process. 
4. CONCLUSIONS 
In this paper, we have shown that the classical Markov chain embedding approach may be 
combined with uniformisation to analyze GI /M/s /c  queues. The technique derived provides a 
recursive way to approximate, with any desired accuracy, the one step transition probabilities 
of the number of customers een in the system by customers at their arrival to the system and 
the associated steady-state distribution. The derived procedure has special interest o analyze 
GI /M/s /c  queues that do not possess explicit expressions for the transitions probabilities of the 
embedded DTMCs, as occurs with Pareto and uniform renewal arrival processes, and provides 
an alternative to the use of simulation. 
We have computed transient and steady-state performance measures related to the state of 
GI /M/s /c  systems een by customers at their arrival to the system, for various interarrival time 
distributions. In the numerical results presented, special attention was given to Pareto /M/s /c  
systems, in which customers may experience much higher loss probabilities and mean waiting time 
in queue than in similar systems with exponential, uniform, Erlang or deterministic nterarrival 
times. This phenomenon, especially evident for small customer arrival rates, illustrates the 
finding that, in order to achieve an accurate forecasting of performance measures associated to 
a G I /M/s /c  system, it is necessary to have a good fitting of the corresponding interarrival time 
distribution, particularly if this distribution is heavy-tailed. 
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