: decision making/process preference modeling multi-attribute value theory uncertainty aggregation environmental assessment a b s t r a c t Multi-criteria decision analysis (MCDA) requires an accurate representation of the preferences of decisionmakers, for instance in the form of a multi-attribute value function. Typically, additivity or other stringent assumptions about the preferences are made to facilitate elicitation by assuming a simple parametric form. When relaxing such assumptions, parameters cannot be elicited easily with standard methods. We present a novel approach for identifying multi-attribute value functions which can have any shape. As preference information indifference statements are used that can be elicited by trade-off questions. Instead of asking one indifference statement for each pair of attributes, we ask for multiple trade-offs at different points in the attribute space. This allows inferring parameters of complex value functions despite the simplicity of the preference statements. Parameters are estimated by taking into account preference and elicitation uncertainty with a probabilistic model. Statistical inference supports identifying the most adequate preference model out of several candidate models through quantifying the uncertainty and assessing the need for non-additivity. The approach is elaborated for determining value functions by hierarchical aggregation. We apply it to an assessment of the ecological state of rivers, which is used to support environmental management decisions in Switzerland. Preference models of four experts were quantified, confirming the feasibility of the approach and the relevance of considering non-additive functions. The method suggests a promising direction for improving the representation of preferences.
Introduction
Multi-criteria decision analysis requires evaluating decision alternatives across multiple objectives. A multi-attribute value function (MAVF) can be used to determine the overall degree of achievement across these objectives by evaluating this function at the predicted outcomes of the alternatives [1] . 1 This kind of decision support relies on constructing a MAVF as a model of the decision-makers' preferences.
Several methods to specify a MAVF and estimate its parameters exist. Generally, they differ with regard to (a) which preference information is used, (b) which a priori restrictions are put on the preference model, i.e., what types of MAVF are considered, (c) how always uncertain due to the inherent uncertainty of personal preferences and the uncertainty induced by the elicitation process. Yet, this uncertainty is often not dealt with explicitly and consistently in decision analysis. Secondly, preferences should not be forced to adhere to one specific form of the MAVF. Yet, often strict restrictions are placed on the shapes of MAVF to facilitate elicitation and estimation. We lack general methods for identifying MAVF that are not bound to specific functional forms and are feasible in practice regarding the elicitation process and the reliability of results.
In this paper we address these issues. We present a novel approach for constructing MAVF based on ideas from statistical learning. The approach is characterized by an explicit treatment of uncertainty and the usability with arbitrary forms of MAVF. Since practical feasibility of elicitation and inference are essential concerns, we illustrate the approach with a real-world assessment for river management.
In the following, we first introduce the general method for identifying MAVF based on uncertain indifference statements ( Section 2 ). Subsequently, we specify this method for the hierarchical construction of a MAVF by aggregation ( Section 3 ). We demonstrate its practicability with a case study ( Section 4 ), before discussing implications ( Section 5 ) and drawing conclusions ( Section 6 ).
Method for identifying value functions in a probabilistic framework
A multi-attribute value function (MAVF) is a function that returns the degree of achievement of an objective as a function of attribute levels that characterize potential outcomes of decision alternatives. In this sense the MAVF is a model of the preferences of a decision-maker. If we know the MAVF and the consequences of decision alternatives, we can easily assess alternatives by evaluating the MAVF at the predicted attribute levels and solve ranking and choice problems.
More formally, a finite set of alternatives A = { a, b, . . . } shall be evaluated with regard to an objective o . In an objectives hierarchy (see Section 3 ) this objective can be a higher-level objective with several sub-objectives. Each alternative a ∈ A is associated with predicted outcomes x a = ( x a, 1 , . . . , x a,n ) , with x a , i being the level of an attribute i that measures a consequence of alternative a . Let
] be the set of potential outcomes for attribute i (interval bounded by a lower bound, lb, and an upper bound, ub). Note that intervals and even measurement units for different attributes usually differ as they quantify different aspects of the outcome. Let X denote the set of all possible outcomes for all attributes in a decision. We are interested in finding a MAVF v : X → [0, 1] that represents the evaluation -or degree of achievement -of the objective o for potential outcomes of the decision alternatives. To obtain such a MAVF, we propose a procedure based on five steps ( Fig. 1 ) , as detailed in Sections 2.1 -2.5 .
Using a parameterized function as value function
In our context, a value function can be any parameterized function v (x 1 , . . . , x n , θ) with parameters θ, if it maps decision outcomes to a value representing the decision-maker's preferences when choosing appropriate parameter values. In the following, only interval scale (measurable) value functions [8] are considered. A description of preferences by such a value function is possible if the preference for alternatives' outcomes and the preference for transitions between outcomes are complete and transitive orderings [20] .
The value function can be additive or non-additive. An additive value function has the form v (x 1 , . . . , x n , θ) = n i =1 w i · v i (x i ) with parameters θ = (w 1 , . . . , w n ) . It only is a valid representation of preferences if mutual preferential independence of attributes is given and in the case of measurable value functions also difference independence [8] . If preferential independence is violated, i.e., there is interaction between objectives, non-additive value functions should be used. A non-additive value function can have any form except the additive one, as long as it adequately describes the preferences.
Commonly, one particular preference model is assumed a priori and subsequently its parameters are estimated based on preference information. We argue that this choice should not be made a priori to avoid restricting the expression of preferences. Selecting an appropriate model should be based on how well alternative models fit to the preference statements, balanced with model complexity. In this spirit, we explicitly start with several alternative preference models to then select the best.
Eliciting preference information

Indifference statements
Various types of preference information can be used for constructing value functions. These include holistic judgments or rankings of alternatives, pairwise comparisons of decision outcomes, or inter-objective comparisons such as rankings of importance, weights, or interaction between objectives [e.g., 4, 5, 14, [21] [22] [23] .
Indifference statements between pairs of decision outcomes ( a, b ) are a further possibility [2] . Each of the outcomes is characterized by a vector of attribute levels x a = ( x a, 1 , . . . , x a,n ) . In a classical trade-off question these levels are manipulated until indifference between the pair is reached: a ∼ b [1] . In comparison to statements about simple preference, such as a b , indifference points provide more information [24] . This allows robust inference with fewer questions. A disadvantage is that trade-off questions are more difficult to answer than statements about simple preference and are thus more uncertain.
Trade-offs have a strong axiomatic foundation and the advantage of directly representing a property of the MAVF: When a decision-maker is indifferent between two potential decision outcomes, a measurable MAVF should have the same value for both. Trade-offs may change depending on the starting position in the value space [1] . This allows determining level-dependent interactions (e.g., non-constant substitution rates).
Behavioral aspects play a paramount role for eliciting meaningful preference statements. Two important factors are task complexity and task type. Task complexity here refers to the number of attributes that need to be considered when making an indifference statement. For choice experiments it has been found that with increasing numbers of attributes, non-attendance to (i.e., ignoring of) attributes increases [e.g., 25 ]. This is likely analogous for indifference statements and limits the dimensionality of meaningful tradeoff questions to few attributes -or a large number of uncertain answers are needed for reliable parameter inference. However, with a hierarchical approach ( Section 3 ) larger decision problems can be tackled.
Repeated choice tasks (i.e., pairwise comparisons, deciding which outcome is preferable), matching tasks (i.e., adjusting one outcome until it is equally good as the other), or combinations -such as letting the decision-maker suggest an indifference state [26] -can be used for eliciting indifference statements. Since procedural invariance is not given, there is a long and ongoing debate which type of task leads to more reliable, unbiased, and valid preference statements [e.g., [27] [28] [29] . One phenomenon and potential bias is the prominence effect which suggests that in choices the more important dimension looms larger than in matching [24, 27] . Loss aversion -"losses loom larger than corresponding gains" [30] -is another potential bias, but the dependence on the task type is still debated [e.g., 24, 28, 29, 31 ] .
Acknowledging the importance of behavior in elicitation, for the case study application we have decided to use matching tasks and compare a maximum of three attributes at once.
Determining an elicitation scheme
To be sensitive to non-additivity, we need to ask trade-offs at different points in the attribute space for each attribute combination. As we can ask a decision-maker only a limited number of questions, the choice of questions becomes a key issue. The elicitation scheme should allow estimating the parameters of the preference model well for a feasible number of questions and allow discriminating between alternative models.
The theory on experimental design makes it possible to formalize such requirements as optimality criteria, which can be used for finding an optimal elicitation scheme [see 32 for an overview]. Alternatively, an adaptive or flexible approach to determining elicitation questions is possible [e.g., [33] [34] [35] [36] .
Finding an optimal design for non-linear models which also allows model discrimination is a non-trivial problem, as the optimal design depends on model parameters (which are not known a priori ) and maximizing model dissimilarity is an additional difficulty [37] . With many unresolved challenges remaining, e.g., concerning the formulation of optimality criteria, algorithms, and computation, we decided for a pragmatic approach: We determined our elicitation scheme in a simulation study where we tested different schemes with artificial answers (see Section 4.3.1 ).
Probabilistic framework for parameter estimation: Building an observation model
We propose to use a probabilistic framework for identifying a MAVF. Preference statements always contain uncertainty. Conceptually, this uncertainty can be separated into uncertainty of the decision-maker about her preferences and uncertainty due to the elicitation process ("observation error"), although empirically these are usually mixed. Therefore, the preference statements are treated as uncertain information rather than hard constraints. When formulating the uncertainties probabilistically, standard frequentist or Bayesian statistical inference techniques can be applied for estimating the parameters of the MAVF, their uncertainty, and the resulting uncertainty of the value function. Quantifying the uncertainty of the parameter estimates is important to assess the significance of aspects described by them, e.g., of non-additivity.
Formalizing indifference statements
In each question we ask for an indifference statement between two potential outcomes which are each characterized by a vector of attribute levels ( x 1 , . . . , x n ) . One of these potential outcomes is completely specified and denoted by reference point, r : x r = (x r 1 , . . . , x r n ) . The other potential outcome is denoted by question point, q , and is missing the specification of the attribute . This model attribute level is thus defined by the implicit equation
Assumptions about the error model
To account for the uncertainties in the preferences and the elicitation process, we assume the replies to be distributed normally around the deterministic solution provided by Eq. (1) . We experimented with other distributions (e.g., beta distributions) but found them dissatisfying as they do not allow answers to fall outside the considered attribute ranges ( Section 2.3.3 ). However, other distributions can be used by adapting the probabilistic model ( Eq. (2) ). Secondly, we assume the errors of the answers to different questions to be independent. Thirdly, we assume the variances σ i 2 of the replies regarding the attribute i to be constant in the whole attribute space. It is important to allow answers to be outside the bounds [
] . This also eliminates the need for a decreasing variance at the interval bounds, as would be the case if the answers would be restricted to the interval. However, extension to non-constant variance is possible.
These assumptions seem very stringent. However, they lead to the simplest probability model of the "observation process" and we would need empirical evidence for its rejection to justify a more complex approach. In our case study, we statistically tested the assumptions (see Section 4.4 ). However, due to the small sample sizes, these tests do not have a high power.
Dealing with situations with no indifference point within given attribute ranges
Attribute levels are restricted to certain ranges,
] . These are either defined by the decision context (alternatives under consideration will not lead to outcomes outside these ranges) or represent natural bounds of the attribute (e.g., substance concentrations cannot be negative). MAVF are defined over this range. However, it may happen that the decision-maker cannot provide an indifference point within the range. She would be indifferent when the attribute level is outside the bounds, or she cannot reach indifference at all when modifying this single attribute. Therefore, decision-makers were given the possibility to make such a statement for every question.
To use this preference information, we explicitly incorporated it in our probabilistic model ( Eq. (2) ] or the probability for the response being above or below this interval, depending on the observed value of the response i at which the probabilistic model is evaluated. If Eq. (1) cannot be solved, we reject the parameter values as inadequate.
Probabilistic model
To formulate the probabilistic model for multiple questions, we extend our notation by introducing an index j to refer to the question. Consequently, we denote the reference and question points for question j by x r ( j ) and x
, and the sets of all reference and question points by x r and x q −i , respectively. Finally, we denote the single reply to question j by x q ( j) i ( j) and the set of all replies by x q i . Given our assumptions about the error model and given the preference model v , its parameters, the standard deviations σ i , and the reference and question points, the probability distribution for receiving the answers that the decision-maker gave can be written as:
This model depends on the value function v through the solutions 
. The probability of the answer being outside the specified range is given by integrating the probability density function over the corresponding range (either , have been substituted into the expression.
Inferring parameters of preference models
Parameter estimation can be formulated as an optimization problem under constraints. One important distinction between different approaches concerns the definition of the performance measure or optimality criterion. In Operations Research, such problems are classically formulated as minimizing a cost or error term [e.g., 14, 22, 23 ] . Within a probabilistic framework, we use a statistical measure as optimality objective [e.g. , 22 ] .
Substituting the replies of the decision-makers ("observations") into the probabilistic model given by Eq. (2) leads to the likelihood function that builds the basis for frequentist or Bayesian inference of the parameters of the MAVF, θ, and the error model, σ. The strength of frequentist techniques is to get parameter estimates without the need of specifying prior knowledge ("prejudice"), but they require sufficient data to achieve parameter identifiability. In contrast, Bayesian techniques combine prior knowledge with the information gained from (new) data. Which technique is favorable depends on the availability and desire to use prior knowledge. In our application case, we chose to estimate the parameters in a frequentist context by maximum likelihood estimation.
In this technique, the best set of parameters is obtained by maximizing the likelihood function, i.e., the probability of the results evaluated at the elicited indifference levels. Parameter inference was implemented in R [38] . The problem was solved numerically, using the Rsolnp package [39] for optimization. It implements an augmented Lagrange barrier minimization algorithm [40] which was used to minimize the negative log-likelihood of our function under constraints. Constraints were that parameters were kept in the domain of their definition. Uncertainty of the parameter estimates can be inferred using bootstrapping [41, 42] , see Section 2.5.1 . Parameter inference was conducted separately for each competing model.
Evaluating results
Quality of parameter estimates
A decisive advantage of the probabilistic framework is that we can assess the uncertainty of our parameter estimates. This makes it possible to evaluate the quality of parameter inference, using variance and bias in the estimate as measures of quality. Furthermore, we can determine whether the parameters of the preference model make it significantly different from the additive model.
In our application we used bootstrapping [42] for this purpose and repeated the parameter estimation with different answer samples. These answer samples were created by drawing with replacement from the empirical distribution of the residuals of the decision-maker's answers and the model values and then adding the drawn residuals to the model values. 2 Variance in the parameter estimate can be determined by the standard error of the bootstrap sample estimates (measure for random error in the estimate). Bias in the estimate can only be determined when the true value is known, as in a simulation study ( Section 4.3.1 ). Here, we calculated bias of the parameter estimator as the deviation of the estimated mean of the bootstrap sample from the true mean (measure for systematic deviation in the estimate).
Model selection
Selecting the best preference model requires balancing model fit with model complexity. This can be captured by different selection criteria. Classical approaches are based on information criteria such as the Akaike information criterion (AIC) or the Bayesian information criterion (BIC). These criteria penalize high parameter numbers, as more parameters will usually lead to a better fit.
When a more precise representation of model complexity is of interest, more sophisticated criteria such as normalized maximum likelihood [43] should be used. The choice of a selection criterion will depend on the application case.
In our application, we have chosen non-additive value functions that have the same parameters as the additive model (weights) complemented by one additional parameter that characterizes the curvature of the iso-lines or iso-hyper-surfaces. Therefore, the model complexity penalty-term in the information criteria cancels out and we would choose the model with the best fit. Since the considered models have a similar shape of the iso-lines or isohyper-surfaces, this argument is also valid when using a more sophisticated model complexity quantification.
Thus, we decided to select the model based on the estimated standard deviation, σ , and check for the significance of nonadditivity using the uncertainty range of the curvature parameter. As the models have similar complexity, the only remaining concern is overfitting. The simulation study helped determining the number of replies needed to avoid overfitting.
Hierarchical construction of MAVF by aggregation
The method presented in Section 2 is general and makes no assumptions about the problem structure. In this section we specify how a multi-attribute value function (MAVF) can be obtained when the problem is structured by an objectives hierarchy. A hierarchical structure has the advantage of requiring preference statements only for a subset of attributes at the same time.
Objectives hierarchies
A MAVF returns an evaluation of decision outcomes. In the context of value-focused thinking [44] , we are interested in an evaluation with respect to concrete decision objectives. In multicriteria problems, an overall goal is specified by several objectives which establish an objectives hierarchy. This hierarchy can be built by two approaches, which in practice are often mixed. In a topdown approach we start with a general objective which is further characterized by sub-objectives. In a bottom-up approach individual objectives are clustered to become sub-objectives of higherlevel concepts. It is not uncommon to have an objectives hierarchy with only one single level; this case is sometimes called "nonhierarchical".
The decomposition of a decision problem with a hierarchy has practical advantages and is one solution to the "curse of dimensionality". The hierarchical structure represents independence conditions that help disassembling the identification of a MAVF into smaller parts and thus considerably simplifies its construction [2] . Interactions are not considered between all objectives simultaneously, but only within the same branch and level, which also makes elicitation more feasible.
Obtaining a MAVF by hierarchical aggregation
Given an objectives hierarchy, the construction of the value function for the overall objective can be divided into two steps. Firstly, value functions for the lowest-level sub-objectives are elicited as functions of the attributes relevant for these subobjectives. Typically, due to the narrow definition of these objectives, they just need a single attribute or a small number of attributes. Secondly, value functions for higher-level objectives are constructed by using an aggregation function which depends on the values of the underlying sub-objectives and combining it with the value functions of these sub-objectives.
Formalizing this construction, elementary objectives (lowestlevel objectives) o i are directly evaluated with respect to their attributes { x k , . . . , x l } with a value function v i ( x k , . . . , x l , θ i ) with parameters θ i . This value function can be linear or non-linear and can be single-attribute or multi-attribute. There are established methods for constructing single-attribute value functions, such as the mid-value splitting method, see [1] . For MAVF the procedure introduced in Section 2 can be used as presented to determine this value function.
Higher-level objectives are evaluated by aggregating the evaluations of their respective sub-objectives and thus depend on the attributes indirectly. Such a MAVF over objectives { o p , . . . , o q } on a specific hierarchical level may generally be written as: If the parameters { θ p , . . . , θ q } of the underlying value functions are known, we only need to determine the functional form and parameters θ pq of F to construct the MAVF. In this case, we can easily apply the parameter estimation procedure presented in Section 2 only to the aggregation step. We replace attributes, For a multi-level hierarchy, evaluations are aggregated upwards along the hierarchy in a step-wise manner (i.e., following each branch) until an overall evaluation is reached. In this case, multiple aggregation functions are nested according to the hierarchical structure of the problem.
Since the MAVF in Eq. (3) , v p,q (x 1 , . . . , x n , θ) , is a parameterized function as introduced in Section 2 , we could estimate all its parameters -both of the individual underlying value functions and the aggregation function -at once by the method presented in Section 2 . In practice, however, it is often sensible to determine parameters of lowest-level value functions and aggregation functions separately.
Aggregation functions
An aggregation function maps an arbitrarily long list of input values on the same scale to one single representative output value. For a real interval [0, 1] that contains the values to be aggregated,
that is nondecreasing in each argument and fulfills the boundary [45] . In the context of MAVF, aggregation functions operate on the value space, not the attribute space.
For aggregation functions to be meaningful in preference modeling, we consider certain properties useful: Aggregation functions should be continuous and idempotent, meaning
(if all input values are equal, the overall value is identical to these). Furthermore, they need to be meaningful for the type of scales we operate on. For ordinal value functions, many aggregation functions are not meaningful [11] . Lastly, behavioral properties of the functions are relevant, as we would like to model different preference structures. Also, they should make it possible to incorporate varying sensitivities to different sub-objectives (for example by weighting). For an in-depth treatment of aggregation functions we refer to Grabisch et al. [46] and Beliakov et al. [45] .
Aggregation functions with diverse behavior exist [45, 46] . Basic behaviors are complementarity (synergy), independence (substitutability), and redundancy. These extreme cases can be modeled by the minimum (Min), (weighted) arithmetic mean (AM), and maximum (Max) aggregation functions, respectively. The aggregation functions differ in how sensitive the result is to unequal input values. If all inputs are equal, they give the same result due to idempotency. Complementarity means punishing unequal inputs, as the aggregated value is smaller than with the AM. Redundancy means favoring unequal inputs, as the aggregated value is higher than with the AM. This can be formalized by measures of andness and orness which express how similar to Min and Max an aggregation function behaves [46] . Aggregation functions can cover behaviors from complete andness (Min), over independence (AM), to complete orness (Max). Interactions may depend on the level of the values to be aggregated. For instance, there might be partial complementarity when values to be aggregated are low, independence when values are medium, and redundancy when values are high.
By choosing an appropriate aggregation function, we can model all kinds of interactions between objectives. In practice, most commonly the additive model with the weighted arithmetic mean as aggregation function is used. One often proposed alternative is multiplicative aggregation [1, 8] which, however, is not idempotent. More recently, the Choquet integral has received increasing attention [e.g., 13,15,16 ]. Furthermore, minimum aggregation is applied in practice to account for strict legal thresholds or restriction levels [47] .
Eliciting preference statements in a hierarchy
For inferring the parameters of aggregation functions at different hierarchical levels, we need corresponding indifference statements. A hierarchical problem structure has the great advantage that preferences can be elicited for each subset of objectives separately. This reduces cognitively demanding multi-dimensional trade-offs, i.e., considering interactions between many objectives simultaneously.
However, there are drawbacks. Generally, decision-makers give indifference statements between states characterized by attributes. In hierarchical elicitation, communicating the attributes at higher hierarchical levels becomes challenging, because more and more attributes have to be considered and a certain value can be achieved by different combinations of the levels of attributes. This is a general drawback of a hierarchical elicitation procedure which also affects the simpler elicitation of weights of the additive model [e.g., 48 ]. In some cases, decision-makers are sufficiently familiar with states leading to a certain degree of fulfillment of subobjectives so they can give indifference statements directly in the value space. This applies to the case discussed in Section 4 , where the decision-makers routinely assess rivers with value classes in [0,1].
Application to river management
Assessing the ecological state of rivers is a key management issue for identifying and addressing perturbations and pressures on these systems and for supporting decisions about rehabilitation measures based on trade-offs with costs and ecosystem services [49] . To obtain a comprehensive overview, multiple quality elements are included covering biological, chemical, and physical aspects of rivers [e.g., 50 ].
For Switzerland, a modular concept for stream assessment has been established [51] . To allow an overall assessment based on several existing assessment modules (quality elements), an approach based on MAVT has been proposed [50, 52] . However, aggregation of the results from the individual assessment modules to an overall state has been based on direct judgment [12] , not explicitly on elicited preferences (but see [9] ).
With this case study, we illustrate the use of the presented method for the step of identifying aggregation functions (as in Section 3.2 ) for the upper hierarchical levels of this assessment, as the value functions for the lower levels (assessment modules) are already known. 3 The preferences of experts working in river management were elicited and modeled.
Case description
The assessment of the ecological state of rivers can be structured in an objectives hierarchy covering the biological, physical, and chemical state. Each of these branches is described by several sub-objectives that cover the different assessment modules. For example, the biological state is described by assessment modules for the organism groups of fish, macroinvertebrates, and diatoms ( Fig. 2 ) .
Similarly to the European Water Framework Directive [49] , the outcomes of all assessment modules are expressed by five colorcoded quality classes. Furthermore, the outcomes can be presented in the form of a measurable value function on an absolute scale 3 See http://www.modul-stufen-konzept.ch/index _ EN . between 0 and 1 with equally distributed classes (poor state from 0 to 0.2 in red; unsatisfactory from 0.2 to 0.4 in orange, moderate from 0.4 to 0.6 in yellow, good from 0.6 to 0.8 in green; very good from 0.8 to 1 in blue) [53] . The value functions have three welldefined reference points on all hierarchical levels. A value of zero represents the worst possible state that is imaginable for a river in Switzerland. A value of one represents the near-natural state in the given anthropogenic influenced environment [51] . A value of 0.6 or above, i.e., good or very good quality class, means that there is no need for action while a value below 0.6 means that measures should be taken to improve the state.
The full objectives hierarchy including the lower levels is provided in Fig. B1 ( Appendix B ) . Examples for two value functions on the lowest level are given for the nutrient assessment module ( Appendix B , Fig. B2 ). The full hierarchy and value functions can be reproduced with the R package "ecoval" [54, 55] . As they are not decisive for this application, not all lower-level value functions are presented.
The interviewed experts were familiar with the assessment modules as part of their daily work and can thus link the quality classes and values to real-world outcomes. Since some assessment modules are under development or in revision, we agreed with the interviewees to assume that a satisfying assessment module exists for each sub-objective.
Compared to the general approaches outlined in Sections 2 and 3 , this case has specific characteristics which we could exploit. These are useful to ease the hierarchical elicitation:
• The interviewed experts were well familiar with the assessment modules and the value scales have a common and interpretable meaning for all objectives on all levels. Thus, it was not necessary to illustrate outcomes on a multi-dimensional attribute scale.
• Since we are only concerned with the upper part of the hierarchy, we can consistently operate on the level of values which are given by underlying value functions.
• The hierarchical structure requires maximally three objectives to be compared simultaneously. 
Weighted power mean (root-mean-power) POW
The geometric mean has the sometimes undesirable property of being zero if one element is zero. Adding an offset eliminates this. For δ = 0 , GEO-OFF reduces to the weighted geometric mean, for δ = Inf , it reduces to the weighted arithmetic mean. b The mixture between WAM and minimum is a composed aggregation function. Specifically, a weighted arithmetic mean of two quasi-arithmetic means. As it is a simple extension of the WAM that allows modeling veto effects [12] , it was included.
• As values by definition have the same range [0, 1], we could further simplify the probabilistic model ( Eq. (2) ) by assuming all the σ i to be equal per set of compared objectives.
Considered aggregation functions
In the spirit of working with multiple competing preference models, we tested several aggregation functions as part of the MAVF. Relying on prior knowledge for this assessment [12] , we considered several functions of the family of weighted quasiarithmetic means [46] to be suitable for this study ( Table 1 ) . In other applications, other functions may be more sensible. A well founded account of useful aggregation functions is provided by Grabisch et al. [46] , Beliakov et al. [45] , or Langhans et al. [12] .
For aggregating a vector v = ( v 1 , . . . , v n ) with n elements, quasiarithmetic means are defined as
with f a continuous and strictly monotonic function (the generating function), f −1 its inverse, and w a vector of weights with n i =1 w i = 1 . Table 1 contain the additive model (the WAM) as special case (last column). This allows us to address the question how "non-additive" preferences are. Apart from weights, w , the functions have one additional parameter, which can be seen as indicative of the deviation from the additive model. In non-additive models weights can have a different meaning than in the additive model and can compensate or reinforce the effect of the additional parameter.
All functions in
To make comparison easier, the functions were reparametrized:
The additional parameter, now called α for all functions, is zero when the model coincides with the additive model, one when it is maximally different in direction of the minimum, and minus one when it is maximally different in direction of the maximum ( Appendix A , Table A1 ). The effect of a certain change in α depends on the function. Therefore, the value of α is only indicative of the deviation from the additive model and not an absolute measure. The chosen functions have a relatively simple form. However, considered together, they are able to represent a wide range of preferences between complementarity and redundancy and can show behaviors from complete andness to independence to strong orness, depending on the parameters. Level-dependent interactions between two and more objectives can also be modeled.
Preference elicitation
Determining an elicitation scheme
To test our method before conducting the elicitation interviews and to find elicitation schemes (sets of questions) with a high sensitivity to the parameters, we conducted a simulation study. The fundamental idea was to generate artificial, noisy answer data for different elicitation schemes based on one preference model and then use these artificial answers to estimate the parameters of this and other models.
The simulation allowed, firstly, determining how well the parameters of the model that generated the answer data could be recovered. Secondly, it allowed testing model discrimination between the additive model and others. Thirdly, by fitting other preference models to these data, it allowed assessing the distinguishability between models. Fourthly, it helped estimating the number of questions needed for reaching an acceptable parameter uncertainty and a reasonable model discrimination power as well as avoiding overfitting.
The ideal elicitation scheme depends on the goals of the preference modeling. In our case, important goals were discriminating between additive and non-additive preference models and estimating parameter uncertainty. The simulation helped us to find a suitable set of questions for these goals. For instance, as we wanted to determine a generic value function applicable to all midsized streams in Switzerland, our models should be accurate in the whole value space. Therefore, we opted for a general elicitation scheme which was independent of the compared objectives and alternatives. For other purposes, or when using preference models with a different number of parameters, the elicitation schemes and the required number of questions could be different.
The simulations study was subdivided into several parts. We describe only the case with three objectives, but it worked analogously for two objectives.
First, a full factorial design was determined, based on the factors that can be varied when asking a trade-off question. These are: (1) the values of objectives used as reference point, (2) which objective is varied in the question, (3) which is the response objective, (4) the magnitude of change of the values from the reference to the question situation, and (5) the direction of change, i.e., lowering or increasing the varied value. Depending on the number of factor levels, this leads to a large number of potential questions, here more than 11,0 0 0 ( Table 2 ) . Of these, fewer than 60 0 0 Step size either 0.2 or 0.4. vi)
Further limit magnitude and direction of change: if the level of the question variable is 0.9, it is decreased by 0.4; if it is 0.1, increased by 0.4; if 0.2, decreased by 0.2; if 0.7, the step size is always 0.2.
Table 4
Design sets to reduce the number of questions from a full factorial design for three objectives.
Elicitation layout Applied reductions
Resulting number of questions
are within the required interval and lead to different reference and question points (see top line in Table 4 ). Secondly, a list of criteria ( Table 3 ) was developed and iteratively refined to reduce the number of possible questions and the cognitive burden for interviewees. For example, by criterion iv) the value of the third variable, which is not directly involved in the trade-off, was fixed. Based on these criteria, the number of potential questions was narrowed down and more specific elicitation layouts were created (E2-E6, Table 4 ).
In a first simulation, we investigated how many questions were necessary for acceptable parameter estimation when we used these elicitation layouts. For this purpose we created concrete elicitation schemes with different numbers of questions (12, 18, 30, 42) based on the layouts in Table 4 . As the desired number of questions is usually smaller than the number of possible questions, the questions were selected by random or stratified random sampling. To account for effects due to this selection, we created 10 instances of each scheme. The more selection criteria had been applied, the fewer questions are possible and the smaller is the variation in the elicitation schemes.
Next, artificial answers were calculated for the elicitation schemes using the aggregation functions ( Table 1 ) and assumptions about likely parameter values. We used six different parametrizations with more equal and more unequal weights, and stronger and weaker non-additivity. We calculated the answers that would be given if these models were correct and added Gaussian noise with mean 0 and standard deviation 0.05 to represent uncertainty.
Subsequently, we performed parameter inference to see how well the generating function and other functional forms could fit these artificial answers. To analyze the estimates, 100 bootstrap samples were created and the inference was rerun with these answer samples. Results were analyzed by exploratory data analysis ( Fig. 3 ) .
As expected, the goodness of the parameter estimate, approximated by the standard error of the bootstrap sample, increased with the number of questions (decreasing lines in Fig. 3 ). The improvement from 12 to 18 questions was often considerable, in contrast to minor further improvement when asking 30 or 42 questions. We judged these further improvements not to outweigh the additional elicitation effort, especially since judgments of decisionmakers might become more uncertain with fatigue. Therefore, we decided to use 18 questions.
The overall performance for those elicitation layouts in which there were fewer degrees of freedom for the question selection (layouts 5 and 6 in Fig. 3 ) was generally better than for random layouts (layouts 1 and 2). Therefore, we continued to work with the layout with most restrictions (E6) with an overall good performance across all cases for 18 questions.
As layout E6 contains 42 questions, there are different possibilities for drawing 18 questions out of these 42. In a second simulation study, we tested four possible subsets and a random layout against each other, using the same procedure as before. We examined the ability to recover parameters and to estimate other functional forms. Focusing on the σ parameter as an estimator for the goodness of fit, the differences between layouts 3-5 were generally small ( Fig. 4 ) . As expected, all functions were able to estimate the parameters of the additive model (panels in first column). Selfrecovery worked well for all functions and question layouts 3-5 (diagonal panels). Functions could generally be discriminated from each other (other panels) -with some exceptions, e.g., the geometric mean with offset and the exponential mean. As it is completely deterministic, we decided to use variant 5 of elicitation layout 6 in the interviews, ( Appendix B , Table B1 ). If we interpolated this elicitation scheme with the same logic to cases with more objectives, 32 questions would be necessary to compare four objectives and 50 questions for five objectives. However, the performance of these schemes cannot be deduced directly from the known performance with three objectives.
In a third simulation, we tested the influence of different degrees of uncertainty on the inference. For this purpose, we Focusing again on the estimates of the σ parameter, all functions were able to estimate the parameters of the additive model ( Fig. 5 , panels in first column), as expected. For self-recovery ( Fig. 5 , diagonal panels) there was little difference between the elicitation layouts. However, for discriminating between preference models (columns) the layout used in the interviews outperformed a random layout. The fit of functions that had not been used to generate the answers was much poorer for the interview layout ( σ is high).
This enhances the possibility for model discrimination. The value of the standard deviation of the observation error, σ , was generally underestimated by about 20%.
Overall, these results indicate that the models are identifiable with the used layouts and that the standard deviation, σ , can be used for discriminating among the non-additive models in our specific application (with models of the same complexity).
Eliciting indifference statements
We elicited preferences from three experts working in Swiss cantonal authorities responsible for surface water protection and one scientist involved in developing the Swiss stream assessment procedure who is co-author of this paper.
Preferences were elicited by computer aided personal interviews. We have developed an interactive tool to aid the task. It is implemented with shiny [56] , a framework for building R based web applications. The tool displays attribute levels or values numerically and in bar plots, making explicit the ranges of attributes and the magnitude of trade-offs ( Fig. 6 ) .
Decision-makers were presented with a reference point and a question point. For one of the objectives, the question point had a different value than the reference point, i.e., it was either worsened or improved. The value of another objective was left open, so that it could be adjusted according to the preference of the respondent. If there was a third objective, it had the same value for both points. In a matching task, respondents were asked to adjust the value of the open objective of the question point until they were indifferent between the points. A possibility was to state that the indifference point was higher or lower than the given range and no trade-off was possible. To check for consistency, the reference point and adjusted question point were reversed. Decision-makers were asked how this change of the previously open objective could be compensated by now changing the other objective. If inconsistencies were detected, they were resolved by going back and forth between these directions of asking.
In the example depicted in Fig. 6 , at the reference point (dotted line) all objectives are set to a good state (value = 70). 
Results
From the indifference statements provided by the experts we inferred parameters of different aggregation functions for each higher-level objective. These are the weights for the sub-objectives and the α parameter. The model with the best representation of the preferences was selected based on the σ term. The probabilistic framework allowed us to determine the quality of our parameter estimates.
The results can be illustrated with a plot showing two subobjectives on the x-and y-axis and the value of the main objective as iso-lines ( Fig. 7 ) . For the two objectives case, we can also plot the answers to trade-off questions as iso-lines (connected dots). As a reading example, consider the answers of expert 1 for the chemical state (left side, Fig. 7 ) . In one question, both objectives were set to a value of 0.7 as reference point (square symbol). For the question point, the value of the assessment module micropollutants was improved to a value of 0.9 and the expert was asked by how much the objective nutrients would have to be lowered to counterbalance this improvement. The answer was 0.6, resulting in the value 0.9/0.6 (dot to the upper-left). In a second question, the nutrient assessment was improved to a value of 0.9, which had to be counterbalanced by worsening micropollutants to 0.63 (dot to the lower-right) according to the expert.
Since we treat the indifference statements as uncertain information and not as constraints, the preference statements are approximated rather than exactly matched by the models. In Fig. 7 , the statements of expert 1 could best be approximated by a model which uses a mixture of the weighted arithmetic mean and minimum for aggregation. If the fit of the model were perfect, the iso-lines of the answers would be parallel to the iso-lines of the model.
As the non-additive models have more parameters, they lead to a lower estimate of the σ parameter and thus a better fit than the additive model ( Table 5 ). The uncertainty range of the curvature parameter, α, can now be used to assess whether the preferences may nevertheless be indistinguishable from the additive model. Judged by the 98% interquantile range of the α estimates, this was the case only once (expert 3, physical state; Table 5 ). For all experts the resulting models were convex ( α > 0), pointing towards synergy or complementarity between objectives. Otherwise, there was considerable variation between experts in the resulting functions and parameters.
The magnitude of the error ( σ ) varied between experts and nodes from 0.02 to 0.14 ( Table 5 ). This is the random error due to uncertainty in preferences, uncertainty due to elicitation, and deviation of the parameterized aggregation function from the "true" model. There are two lines of explanation which are indistinguishable by relying on the data alone. Firstly, the selected models might be more or less suitable for representing the preferences. Secondly, uncertainty in the experts' preferences or bias in the elicited preferences may differ. Such behavioral effects might, for instance, be related to lossaversion [30] . When there was a loss in one objective in comparison to the reference situation and the experts were asked by how much this had to be compensated, we have found indications that this loss was overcompensated. Some experts compensated almost any loss by larger gains independent of the objective in question or levels of the reference points, leading to inconsistent statements. By asking consistency questions this could partly be mitigated.
Where possible given the small number of answers, we tested the assumptions of our error model based on the answers. Answers are given as connected dots: squares represent the reference points and dots the given answers. In case an iso-point was outside the range a dashed line is shown. For a reading example, see text.
Table 5
Parameters of the aggregation functions with best fit per aggregation node and expert. Standard deviation of bootstrap parameter estimation is given in brackets. a As one of the weights is always given by normalization, it was not part of the parameter estimation and there is no estimate for its uncertainty.
b The 98% interquantile range of the bootstrap sample contains zero. Therefore this model was judged indistinguishable from the additive model.
Concerning normality, a Kolmogorov-Smirnov test on the residuals for every expert and node indicated that the null hypothesis of normality at the 0.05 significance level could never be rejected. Concerning the independence of errors, we calculated the autocorrelation of residuals. With a lag of one, we found autocorrelations larger than 0.5 in 3 out of 16 cases.
The results from the bootstrap method indicated that the parameter estimation led to acceptable uncertainties for the models that turned out to be best ( Fig. 8 and Appendix B , Fig. B3 ). Usually, the models could be distinguished from the additive model, i.e., the uncertainty range for α was not overlapping with zero ( Fig.  8 , panels headed by α as example) . Discrimination between the other models was sometimes difficult. The estimates for σ often overlapped, which indicates that we cannot be sure which nonadditive model has the best fit ( Fig. 8 , panels headed by σ as example). As their functional forms can be alike in certain parameter regions, geometric mean with offset (GEO-OFF) and exponential mean (EXPM) are often similar in their ability to fit the data.
To explore the significance of the differences between the preference models of experts for the evaluation of real-world situations, we calculated how river sites would be evaluated by these models ( Fig. 9 ) . The situations were archetypes, but based on real monitoring data for the Swiss plateau. Mostly, the differences between experts were not huge and decreased with higher hierarchical level. For instance, for site 1 the maximum difference between the evaluations of the ecological state between experts 1-4 was only 0.015 ( Fig. 9 , top panel) . However, for certain nodes differences were up to 0.1 and sometimes led to sites being assigned to different river quality classes (e.g. sites 2, 3, and 4; Fig. 9 ). This might have implications for site management, e.g., regarding prioritization of measures. We also compared the results to two aggregation forms traditionally used in river management: minimum (Min, "one out all out" [47] ) and arithmetic mean with equal weights (AM). In comparison to the experts' models, Min was very strict and often led to assignment of a different quality class (maximum difference to experts −0.35). The AM was closer to the evaluation of the experts. However, partly its evaluations were considerably higher (maximum difference to experts + 0.12).
Discussion
Discussion of the case study
The goal of the case study was to identify value functions of experts that adequately represent their preferences about an integrated ecological assessment of river states. Together with cost and ecosystem services assessments, these valuations are intended to be applied to support river management in Switzerland.
The application showed that the suggested approach is indeed feasible and reliable. Multi-attribute value functions could be identified based on the indifference statements and their parameters could be estimated with acceptable error. In addition, the mean uncertainty in the replies, caused by the imprecision of the preference, the uncertainty of the elicitation process, and the structural error of the value function parameterization, could be estimated.
The interviews took about two hours to elicit almost 60 indifference statements. Clearly, this is more demanding than eliciting a set of weights for the additive model, but the resulting preference information is also much richer. If we just had wanted to infer parameters of one specific non-additive model over the objectives in our case study, ten trade-off statements would have been sufficient to estimate all α and weight parameters. However, this would have left us with no information about the uncertainty and no possibility of discriminating between models.
Preference statements are inherently uncertain, which was also mentioned by the interviewees. As with any elicitation, behavioral aspects are a crucial issue which deserves attention. While not systematically investigated, we suspect that loss aversion bias or criteria conflict might have been influencing factors [31] . Behavioral effects and possible de-biasing strategies for trade-off questions should be explored more systematically in further studies.
Despite the differences in the elicited preference models of the different experts, the evaluation of sites turned out similarly ( Fig.  9 ). This indicates a good chance for finding a consensus solution that would be acceptable to all experts, e.g., by a group discussion and a joint fit to all answers.
In most cases, the elicited non-additive preference models were significantly different from the additive model. Sometimes, the experts' replies indicated level-dependent interactions. When the achievement of one objective was poor and of one objective good, a decrease in the degree of fulfillment of the well-fulfilled objective could be compensated by a small improvement in the degree of fulfillment of the other objective. However, when starting at a more balanced degree of fulfillment of both objectives, a larger improvement in the degree of fulfillment of the objective was needed to compensate for the same decrease in the other one ( Fig. 7 ) .
These findings add to a growing literature discussing the limitations of the additive model and the need to build MAVF for more complex preference structures [e.g., 9, 10, 12 ] . In practice, the accuracy of preference models, the effort for elicitation, and the ease of communication of results to decision-makers requires a delicate balance. In many real-world cases, relatively simple models and elicitation efforts may be sufficient to find a good compromise solution for a decision problem. However, we made the experience that in some cases also practitioners opt for non-additive models, for example in lake shore assessment [57] .
Discussion of the method
With the development of our method, we address two important issues in preference modeling: uncertainty and non-additive preferences.
We propose to use a probabilistic framework for parameter inference for MAVF. The advantage of the approach is that uncertainty in elicitation and model fit can be explicitly considered and Fig. 9 . Aggregation of evaluations along the hierarchy. We present four typical river situations (sites 1-4), based on real monitoring data from Switzerland. The evaluations according to the preference models of the four interviewed experts are shown. We also evaluated the data using two typical assumptions: Additive, equal weights: arithmetic mean using equal weights; Min: minimum aggregation.
quantified. It allows us to evaluate the uncertainty of the estimates of model parameters and to assess the importance of preference features described by these parameters (e.g., non-additivity). By knowing about the uncertainty we can thus be more deliberate in model selection and the interpretation of results.
The method does not require a priori restrictions on the shape of the MAVF. Thus, it can be used to infer parameters of a wide range of preference models. This includes models like the Choquet integral. However, we can go beyond these models and test new ones to represent diverse interactions between objectives, for instance level-dependent synergy and redundancy between the same objectives. A further advantage is that the elicitation procedure is independent of the form of the value function. This allows identifying the best fitting function a posteriori without a need for new elicitation. The presented method is a general approach for identifying MAVF and their parameters. As such it presents an alternative to other techniques suggested for identifying specific types of non-additive MAVF [e.g., 13, 14, 21, 58, 59 ] .
The concepts can be further developed concerning the error model, the type of preference information, and the parameter inference. If there are empirical indications, we might want to relax the assumptions of our error model and, e.g., allow for nonconstant variance. Furthermore, uncertainty in value functions on lower hierarchical levels could be propagated to higher levels when evaluating the MAVF. Instead of using indifference statements as preference information, the ideas can be adapted to other types of information, such as simple preference in pairwise comparisons of alternatives' outcomes. This merely requires a reformulation of the probabilistic model of the responses and leads to a different likelihood function for the parameters. Lastly, if prior information exists, a Bayesian framework to parameter estimation may be more suitable than the frequentist approach we have chosen.
Decision models with interacting objectives require more information compared to the additive model to reliably estimate the interaction effects. Therefore, the development of feasible elicitation schemes is a key research direction. Instead of using a simulation study to identify question layouts, one could try to formally optimize elicitation schemes [32] or design an adaptive approach to elicitation. In an adaptive elicitation scheme, previous answers determine the questions to be asked next. Most approaches so far assume the additive model [e.g., [33] [34] [35] [36] , but the idea of adaptive elicitation has also been used for the Choquet integral [60] . Such an approach would also be well aligned with Bayesian parameter estimation. When the purpose of the MAVF is to differentiate between alternatives that are specified in advance (or even to select one best alternative), a promising direction is to take the alternatives more directly into account. When using an adaptive approach, we can stop elicitation when differentiation between the alternatives is possible. As the purpose of our case study was to develop a generic model that can be used to evaluate the ecological state of almost any midsized river in Switzerland -from very poor to very good state -we have not yet applied this idea.
Conclusion
We presented a novel method for identifying multi-attribute value functions (MAVF) based on indifference statements and using a probabilistic framework for parameter estimation. A real-world application to an ecological assessment procedure used for river management confirmed that the method is useful and feasible.
Instead of forcing preferences to fit an a priori specified model, we suggest to test how well different models fit the indifference statements made by the decision-makers. As additivity is a predominantly used a priori assumption, it is particularly interesting to test for non-additivity. Complex preference models can be inferred based on commonly used preference statements such as trade-offs. Ideas from statistical inference are promising for preference modeling because they allow explicit treatment of uncertainty in the elicitation and modeling phase.
This study contributes to a growing stream of literature on modeling interacting objectives by presenting a novel, practical, and well-grounded approach for doing so. In the presented case study, the most adequate preference models predominantly deviated from the additive model. We hope to stimulate further research in this direction, especially by testing the feasibility of the proposed approach in other cases. 
Table A1
Parameters of aggregation functions expressed in terms of parameter α. 
a α is zero when the model coincides with the additive model, one when it is maximally different in direction of the minimum. In addition, for the power mean and exponential mean α is minus one when the model is maximally different in direction of the maximum. 
