ABSTRACT An integrated approach for online dynamic security assessment based on exploring connotative associations in massive data is proposed; this approach consists of three stages and can give visual and credible dynamic security assessment results. The relationships of operation variables and transient stability margin are assigned scores by the maximal information coefficient and the Pearson-correlation coefficient. The connotative nonlinear functional relationships and linear relationships are explored by ranking the scores, and some highly ranked relationships are shown and curve fitted. In this approach, a processing unit is designed for dynamic security assessment based on the explored highly ranked relationships. The approach considers classification and prediction. This approach is tested in a 21-bus test system and a larger 1648-bus system. The robustness with respect to topology changes, variation of power distribution among generators/loads, and variation of peak load/minimum load are analyzed. The test results indicate that compared with the traditional methods, the proposed approach provides a relatively fast and accurate dynamic security assessment and is suitable for online use.
I. INTRODUCTION
The security of a power system refers to the ability to provide uninterrupted customer service in the presence of possible imminent disturbances. Power system security assessment provides system operators important information regarding the performance of systems under various possible contingencies [1] - [3] . With real-time measurements obtained from the wide area measurement system (WAMS) [4] , online dynamic stability assessment (DSA) can produce more accurate security prediction/classification decisions and achieve security self-perception for the current operating state [5] , [6] . DSA is a problem with inherent complexity, non-linearity and uncertainty and also requires online monitoring. Online stability assessment still constitutes a challenging task due to the computational complexity [7] , [8] incurred by the massive scale of practical power systems, multiple contingencies and various system operation conditions.
Since conventional time domain simulation tools are usually not suitable for online application, the application of data mining tools/intelligent systems, such as the support vector machine (SVM) [9] , extreme learning machine (ELM) [5] , artificial neural network (ANN) [10] , decision tree (DT, including classification tree (CT), and regression tree (RT)) [4] , [11] and Fuzzy_DT [12] , to online DSA has attracted research attention. SVM, ELM and ANN are blackbox tools, while DT and Fuzzy_DT are transparent tools. It is reported that there is a trade-off between the estimation accuracy and the transparency for data mining models. Compared to the black-box tools studied in [5] , [9] , and [10] , the transparent tools examined in [4] , [11] , and [12] can conveniently provide a clear relationship between the system variables and the onset of an instability event. In some cases, for catastrophe anticipation purposes, transparent tools are recommended even while sacrificing some accuracy [12] , [13] . However, the tree-based approaches in [4] , [11] , and [12] also have some disadvantages: bad robustness to data missing partial input features and complex debugging for tree building when applied to large data sets.
Due to their statistical learning nature, it is still highly challenging for the conventional data mining tools in prefault DSA to perfectly eliminate prediction/classification errors [4] , [5] . Because of the insufficient knowledge in the available training data, the fitted distribution by the tool may not always agree with the reality. This is a major reason for the prediction error on unknown instances, which is usually unavoidable [5] . The existence of fuzzy security boundary (a mixed area including secure and insecure samples) is a primary cause of the classification error [6] . On the one hand, there is a pressing need for more powerful tools to improve the DSA accuracy; on the other hand, if the error remains unavoidable, it is important to detect the potential error and avoid the use of such unreliable DSA results.
This paper proposes an integrated approach for online DSA based on the exploration of connotative associations in massive data. Connotative associations are undiscovered relationships contained in a data set with hundreds of variables. Manual examination is impractical for data sets with tens of thousands of variable pairs in the data set [14] . Sometimes, the users do not know a priori what relationships to search for, and therefore, it is not easy to efficiently identify the important relationships. Large data sets are increasingly common in fields as varied as biology, physics, economics and engineering science. The discovery of connotative associations and the identification of the important relationships in massive information are increasingly challenging [15] .
As a transparent tool, the proposed approach is not only advantageous relative to black-box tools but can also overcome the abovementioned disadvantages of DT and Fuzzy_DT. Moreover, compared with other data mining tools, the approach can improve the DSA accuracy based on the concept of avoiding the use of unreliable results. The approach can give online credible DSA (prediction/ classification) results and online visual DSA results including geographic information.
In this paper, an RE-based processing unit is specially designed for DSA. In the processing unit, the maximal information coefficient (MIC) is used to assign scores for the nonlinear relationships of operation variables and transient stability margin (TSM), and Pearson correlation coefficients (PCC) are used for the linear relationships. The connotative nonlinear functional relationships and linear relationships are explored by ranking the scores, and the corresponding operation variables of highly ranked relationships are selected as the input features. By using the curve fitting method, the analytical expressions of selected nonlinear functional relationships and linear relationships are obtained. Finally, dynamic security assessment can be achieved with the operation variable data provided from the wide area measurement system (WAMS). The performance of the integrated approach is examined on systems with different size.
The impact factors such as training simple data set size, selected relationships' number and type are studied. The adaptability of the approach to variation of network topology, power distribution among generators/loads and peak load/minimum load is analyzed. As a white-box method, the proposed approach can not only have the advantage over black-box methods but can also overcome the abovementioned deficiencies of DT and Fuzzy_DT. Moreover, the approach can provide online visual DSA results including geographic information.
The paper is structured as follows: Section II introduces the principles of the supporting mathematical theory. Section III describes the RE-based approach for online DSA. Section IV describes extended analysis procedures including credibility and visualization. Section V describes the results of the performance examination of the approach. Section VI presents the application of the approach to a larger system. Section VII concludes the paper with the summary of the novelty and contributions of this work.
II. PROBLEM STATEMENT AND MATHEMATICAL METHODS

A. TSM
For pre-fault DSA, the approaches using TSM or risk indices are sometimes recommended because they can describe/quantify the distance from the current operating state to the security boundary, which usually cannot be captured by the approaches of deterministic security assessment [1] , [16] . The concept of critical clearing time (CCT) is used for DSA in [1] , [5] , [7] , and [17] , which is a good measure of dynamic security for contingencies involving fault clearance [16] . In a fault location, the operating state with a longer CCT is considered to be more secure. When the CCT is larger than the actual clearing time (ACT), the system is secure. If the CCT is smaller than the ACT, then the system is not secure. Accordingly, a TSM index is defined as (1) for contingency i, which is a clear and simple continuous function.
where CCT i denotes the CCT of contingency i, and ACT i denotes the ACT of contingency i. From a practical point of view, this is more reasonable than a discrete security/severity function that treats all situations where the CCT is smaller than the ACT as equally bad. In a real system, the longer the fault clearing is delayed, the more widespread and severe the effect will be [1] . In some situations, the TSMs are quite low and the information should be passed to the system operators for preventive controls. A sketch of secure cases, insecure cases and the approximate security boundary is shown in Fig. 1 for a contingency. Variables i, j and k are the pre-fault steady-state power system variables (called features).
In this paper, the time domain simulations are performed using the PSS/E software to obtain the CCTs of various fault locations for each operation state. In an operation state, a series of simulations with different clearing times are performed to determine the corresponding CCT for a fault location. In the simulations, the longest clearing time that can guarantee the stability of power system is regarded as the CCT. The stability is examined by checking if the rotor angle difference of any two generators exceeds 360 degrees during the simulation time.
B. MIC
As an exploratory data analysis concept, MIC is a measure of the dependence for two-variable relationships that can capture associations that are both functional and not in large data sets. MIC presents good heuristic property generality, which means that with the sufficient sample size, the MIC statistic can detect a wide range of interesting associations that are not limited to specific function types (such as linear, sinusoidal, exponential, or parabolic), or even to all functional relationships. MIC also has another heuristic property of equitability [14] , which means that MIC can give similar scores to equally noisy relationships of different types.
Intuitively, MIC is based on the idea that if a relationship exists between two variables, a grid can be drawn on the scatter plot of the two variables that partitions the data to encapsulate that relationship (Fig. 2) . Thus, to calculate the MIC of a set of two-variable data, all grids up to the maximal grid resolution are explored, dependent on the sample size ( Fig. 2A) , computing for every pair of integers (x,y) to search the largest possible mutual information achievable by any x-by-y grid applied to the data. Then, these mutual information values are normalized to ensure a fair comparison between grids of different dimensions and to obtain modified values between 0 and 1. The characteristic matrix M = (m x,y ) is defined [14] , where m x,y is the highest normalized mutual information achieved by any x-by-y grid, and the statistic MIC is the maximum value in M (Fig. 2B-C) .
This process is expressed in a mathematical form. Given a finite set D of ordered pairs, the x-values of D are partitioned into x bins, and the y-values of D are partitioned into y bins. Such a pair of partitions is called an x-by-y grid. Given a 
where I (D| G ) denotes the mutual information of D| G , and the maximum is over all grids G with x columns and y rows. set D of two-variable data is an infinite matrix, and it is given by (3):
The MIC of a set D of two-variable data with sample size n and grid size less than B(n) is given by (4) :
where B(n) = n 0.6 is recommended [14] because it leads to good performance of MIC in assigning scores to relationships in practice. The parameter B(n) controls the fraction of the characteristic matrix that is searched. Setting B(n) too high can lead to non-zero scores even for random data because each data point receives its own cell, while setting B(n) too low means searching only for simple patterns. The setting B(n) = n 0.6 is based on balancing these competing considerations.
MIC falls between 0 and 1. Generally, MIC values closer to 1 correspond to stronger relationships. Some basic properties of MIC are as follows: 1) MIC gives scores that tend to 1 to all never-constant noiseless functional relationships; 2) MIC gives scores that tend to 1 to a larger class of noiseless relationships (including superpositions of noiseless functional relationships); 3) MIC gives scores that tend to 0 to statistically independent variables.
C. PCC
PCC is a linear degree index of two variables [18] that has been widely used for detecting the linear relationships of variables in the various scientific fields. For samples(X i , Y i ), PCC can be expressed based on the concept of standard deviation, defined as (5):
where n is the total number of samples,
Some basic characters of PCC are as follows. 1) A larger |ρ| indicates there is an obvious linear relationship between two variables [18] . 2) A quite small |ρ| indicates that the two variables do not have linear relationship, but it should be noted that it is possible that another type of relationship exists (such as a curvilinear relationship).
III. PROPOSED INTEGRATED APPROACH FOR ONLINE DSA
In this paper, MIC and PCC are used to explore the relationship between the power system operation variables and transient security region (TSM). The proposed RE-based approach consists of 3 steps, as illustrated in Fig. 3 , with the details described below.
Step 1: A power system large data set is established based on different operation points in this step. Here, the aim is to construct a statistical model that approximates the probability distribution of all stochastic variables based on large historical datasets from on-site PMU. MATLAB and Python programs are used to control PSS/E simulators, and the data from PSS/E were collected automatically. This procedure can be summarized as follows.
The load parameters are randomly selected considering their distribution functions. Then, optimal power flow (OPF) is utilized to determine other variables such as real/reactive power distribution and tap changer position [22] . To record more power system behavior and augment the knowledge base, generators/loads are randomly changed from 80%-120% of its original distribution. The change in topology is another factor that should be considered. In practice, the lists of credible network topologies can be obtained from electric companies [24] . In this paper, original network topology and some arbitrary changed N-k scenarios are considered. Based on the obtained generation/load distribution and topology lists, a power flow simulator (PSS/E) is employed and pre-fault operation variables data are collected. Then, the Power tech dynamic security assessment software is employed to compute the critical clearing time for each operation points. The stability is examined by checking whether the difference of any two generators' rotor angle exceeds 360 degree during the simulation time. Then, the TSM of operation points can be calculated, and the sample data set is initially established.
Step 2: For contingency i, the relationship between the operation variables and corresponding TSM is assigned MIC and PCC scores. Fig. 4A shows MIC and PCC scores for a sample database, in which each point represents a single relationship.
Step 3: For each contingency, the operation variables with highly ranked relationships will be selected. The selected variables are regarded as the important input features. By using MATLAB curve fitting tools, the analytical expressions of selected nonlinear functional relationships and linear relationships are obtained. A linear relationship between a variable and TSM of a contingency is shown in Fig. 4C , while an explored nonlinear functional relationship is shown in Fig. 4D . For each contingency, we selected the explored relationships' MIC/PCC scores, and the corresponding variables and the function expression are recorded.
Step 4: Using the measurement data of these variables, the TSM of each contingency for a new operation state can be estimated based on the explored linear and nonlinear functional relationships. The combination of multiple variables/relationships can give rise to plurality decisions, which can give a more accurate result than an individual. The DSA (prediction/classification) is based on all the credible individuals, and the decision-making rules will be introduced in part A of Section IV.
The integrated approach for online DSA using the designed RE-based processing unit is proposed and illustrated in Fig. 5 , and includes three stages: offline training, model update and online estimation.
A. OFFLINE TRAINING
In this stage, a list of multiple contingencies is prepared in the database according to the historical statistics, which can also be selected by the system operators at utility companies or based on prior experience [7] . The RE-based processing unit is applied to each contingency, and a model structure is built for the current operation state. Table 1 is provided to illustrate what is recorded in the model structure, which consists of a contingency list and the corresponding model data. For each contingency, the model data includes the selected explored relationships' MIC/PCC scores, the corresponding variables and the function expression by curve fitting.
B. MODEL UPDATE
In practice, the actual system operation conditions may be influenced by some factors, including: 1) topology change; 2) the variation of power distribution among the generators/ loads; 3) the variation of peak load/minimum load. The second factor may be caused by the high penetration of variable renewable generation and distributed generation. Regarding factor 3, the peak load/minimum load may be different in the winter and summer. Generally, different peak load/minimum load correspond to different aggregate output of the generators in the system. The aggregate output of the generators consists of the individual output of each generator, which may affect the TSM of different locations. If the peak load/minimum load changes during the operation, especially when the peak load increases or the minimum load decreases, the accuracy of used model should be checked because some unseen operation states occur that have not been added to the training samples for knowledge learning.
In Fig. 5 , the three factors are monitored online to drive the model update. If one of the three factors occurs and the errors of DSA results are not acceptable, the RE-based processing unit will use new training operation samples based on the new operation conditions to obtain new relationships.
It is worth noting that during the operating horizon, it is also likely that the model structure may need to be updated by incorporating new contingencies of interest. This can be the fourth factor driving the model update, and the RE-based processing unit is applied to each new contingency. There is no need to create new training operation samples, and only the data of TSM for new contingencies is needed. This requires only the addition of new contingencies and the corresponding models in Table 1 .
C. ONLINE ESTIMATION
as mentioned in step 4, when selected operation variable data are received from WAMS/PMU, the online DSA can be achieved by using the obtained functional expressions.
IV. EXTENDED ANALYSIS PROCEDURES A. CREDIBLE RE-BASED DSA
The following decision-making rules are given for the RE-based approach to avoid the use of potentially inaccurate DSA results and achieve a more accurate and reliable DSA.
1) RULE FOR PREDICTION
Sometimes a continuous value is used to quantitatively measure the dynamic security degree, such as CCT, and stability energy margin [5] . In this case, there is no prior knowledge regarding an accurate prediction. However, the bias between an individual output and the expectation of the ensemble can be used as a measure for appraising the potential error of the individual prediction. A kind of credibility estimation criterion for prediction is presented based on replicated tests that is given by (6):
If ŷ − 2.5% ≤ y i ≤ŷ + 2.5% → y i is credible y i <ŷ − 2.5% or y i >ŷ + 2.5% → y i is incredible (6) where y i is the single sub-output given by used relationship i in the RE-based approach, i = 1, 2, . . . , N , andŷ is the median value of the outputs [y 1 , . . . y i , . . . y N ] by N used relationships. For prediction, the concept of forming the decision-making rule is based on the fact that if there is a certain number of sub-outputs that do not fall betweenŷ−2.5% andŷ+2.5%, the corresponding prediction will be regarded as incredible due to the potentially large error. Time domain simulation will be used in these conditions, but such simulations are timeconsuming. The selected range (ŷ − 2.5%,ŷ + 2.5%) is based on replicated tests, and it is one of the appropriate selections. It should be noted that an oversized range cannot improve the prediction accuracy effectively, while an undersized range is unnecessary and time-consuming because of the overuse of the time domain simulations. The prediction rule is described as follows.
Given N sub-outputs (including N 1 sub-outputs by nonlinear functional relationships and N 2 sub-outputs by linear relationships), where there are W credible and N − W incredible sub-outputs,
If N − W ≥ T , this prediction is incredible.
If N − W < T , this prediction is credible and given as follows.
For a set of nonlinear relationships, the assessment result is given by (7) . For linear relationships, the result is given by (8) . The final ensemble prediction is given by (9) . It should be noted that (7)- (9) are used for each contingency (each TSM) separately.
where T (T <= N ) is a user-defined threshold to evaluate the credibility of the final prediction result Y , W 1 (or W 2 ) is the total number of highly ranked nonlinear relationships (linear relationships), MIC i (or ρ j ) is the MIC (or PCC) score of relationship i (or j), TSM i (or TSM j ) is the individual estimation result of TSM by relationship i (or j), and TSM MIC (or TSM ρ ) is the comprehensive results of the nonlinear relationships (linear relationships).
2) RULE FOR CLASSIFICATION
Usually, the dynamic security index can be a qualitative binary class label. In this work, TSM falls between −100% and 100%. A kind of credibility estimation criterion for classification is presented based on replicated tests, and is given by (10):
For classification, the idea of forming the decision-making rule is based on the fact that if a certain amount of suboutputs fall between −5% and 5%, conventional data mining tools cannot always guarantee the correct classification result. The corresponding classification is regarded as incredible and time domain simulation will be used in this case. The selected range (-5%, 5%) is based on replicated tests, and it is one of the appropriate selections. It should be noted that an oversized range is undesired and will give rise to a large computational cost due to the overuse of time domain simulations, while an undersized range cannot improve the classification accuracy effectively.
B. VISUALIZATION OF ONLINE TSM
In practice, a visual presentation of the dynamic security for different locations is convenient for operators in understanding the security of the current operation state [20] . The visualization of TSM can give operators a better view of dynamic security including geographically distributed information.
For an existing power system, the faults at different locations (various contingencies) can usually be obtained from the historical statistics [21] . In the studied test systems, the data of fault locations can be arbitrary if it is not available [5] , [21] . The proposed integrated approach can give the TSM for each fault location according to the real-time measurements provided by the WAMS. For each fault location, the TSM data can be displayed for every time step and played in the form of a movie. Due to the fast data sampling of WAMS and the high processing speed of the online TSM assessment, the proposed approach can display the animation loop and provide TSM results at a glance. A sample presentation of online TSMs for different fault locations is shown in Fig. 6 , including some buses and lines. It should be noted that in the visual TSM monitoring, the fault locations (such as automatic alarms in the screen) should have low TSMs or negative TSMs. In practice, coding components on the green/yellow/red scale based on TSM can be used for different locations in the screen. A feasible criterion is given as follows: green means 5% ≤ TSM < 100%, yellow means 0 < TSM < 5% and red means −100% < TSM ≤ 0. This can conveniently show the system operators where urgent action is needed. In Fig. 6 , the indicator lights of different locations in the network will be green/yellow/red according to their TSMs in the operation. Moreover, if the probabilities of fault locations are available from the historical data, the fault locations with high probabilities should be preferentially addressed (such as the highlights in the monitoring screen).
Cascading contingencies are of great importance for the prevention of blackouts. In this work, the visualization of real-time quantitative dynamic security, including geographical information for various contingencies, provides a better view of dynamic security for the system operators. The operators will be informed of the need to take measures to improve the TSMs of the alarm locations and their neighboring areas for the purpose of preventive controls. Without such online assessment and monitoring measures, the locations with negative TSMs may not be detected by the operators for long periods of time. If a fault occurs in one of these locations and the corresponding line is tripped, then the generators losing synchronization (or even loads) may be tripped or system splitting may occur. Therefore, the proposed TSM visualization approach is helpful and meaningful for the active prevention of cascading contingencies by monitoring and detecting fault locations with lower TSMs or negative TSMs in the operation.
V. PERFORMANCE EXAMINATION
The proposed method is applied to a 21-bus system. The topology of this system is shown in Fig. 6 and consists of 6 generators, 8 loads and 23 transmission lines. In each SVSA process, 80% of the obtained operation states are utilized for training and the remaining 20% are used for testing. In this contribution, 5-fold cross-validation method is implemented. The tests are performed using a personal computer with an Intel core i7 CPU (3.60 GHz), 16 GB of memory, and a 1 TB hard disk.
A. HIGHLY RANKED RELATIONSHIPS EXPLORED BY MIC AND PCC
A contingency is used as an example for illustration of the approach proposed in this paper. A three-phase fault in the middle point of line 9-10 cleared by tripping line 9-10 after a test time is simulated on the generated operation states. For the faults situated on the transmission lines, the middle point of each line is assumed for simplicity [21] in this work. ACT = 0.25s [3] , [16] is used for the 21-bus system. The MIC and PCC scores for the 21-bus test system are given in Fig. 4A . There are 391 relationships and some of the most significant relationships are shown in Fig. 4C-D .
From the perspective of transient ability, some reasonable explanation can be provided to explain why some variables are selected as an important input feature, whereas others are not. For a fault location, the generator with the maximum rotor angle in the post-fault response usually influences the CCT i significantly when the network topology is constant. The output of the generator or another operation variable nearby in the electric distance tends to be related to the CCT i . In a power system, most of the operation variables far in the electric distance have inconspicuous relationships VOLUME 5, 2017 with CCT i . As shown in Fig. 4C-D , generally noise exists in the association between an operation variable and CCT i due to the influence of other operation variables. For the variable network topology, usually a variation located at the short electric distance tends to have a greater impact on the relationships than a variation located at a large the electric distance. As shown in Fig. 3 , model update will be derived by a topology change if the currently used relationships are not sufficiently accurate.
B. DSA TEST
In this work, credibility is given by (11): (11) where N cre is the total number of credible predictions (classifications), and N t is the total number of testing instances. For predictions, residuals squared error (R 2 ) [24] is adopted to measure the performance of the DSA model, as given by eq. (12) . Root mean squared error (RMSE) is adopted to measure the specific difference between the predicted and actual values, as given by eq. (13). These two parameters are used to measure the accuracy.
where S is the sample set, n is the number of the samples, x i is an input feature, y i is the actual value, d(x i ) is the predicted value, andȳ i is the mean value of y i . R 2 falls in (0,1). Generally, if R 2 tends to 1, the prediction model performs better. Based on the experimental results, R 2 > 0.90 is acceptable [24] , and this is used as a basic requirement of estimation accuracy in this work. In the prediction, RMSE refers to the magnitude of the specific object of assessment. In statistics, the values of different research targets can differ by orders of magnitude. In this work, the research target TSM in the range of −1 to 1. Accordingly, the maximum RMSE of TSM in this work is less than 2.
For credible classifications, the accuracy A cla is given by (14) : 14) where N cor is the total number of correctly classified instances in the credible classifications, and N cre is the total number of credible classifications. Replicated tests have been done for multiple contingencies. The assessment accuracy for the 21-bus system is shown in Table 2 based on N 1 = 10, N 2 = 10 and T = 16. It should be noted that a smaller T means the credibility estimation criterion is stricter. Obviously, a stricter criterion will make the estimation more accurate, and will lead to lower credibility (more undecided instances). Therefore, there is a trade-off between accuracy and credibility. In this work, the parameter T is set to around (N 1 + N 2 ) × 80% based on repeated experiments; this value can give the highest possible credibility while maintaining 100% classification accuracy.
C. TSM VISUALIZATION WITH GEOGRAPHICAL INFORMATION
Using the highly ranked variable data obtained from the WAMS/SCADA, the TSMs of multiple contingencies can be visually monitored online, and 6 of them are shown in Fig. 6 . Fig. 9 in [7] provides an example of a real-time system active load profile, and this curve shape is used in the test systems of this work. Such visualization of realtime quantitative dynamic security including geographical information for various contingencies will provide a better view of dynamic security to the system operators, which is helpful and meaningful for preventive controls.
VI. PERFORMANCE EXAMINATION IN 1648-BUS SYSTEM
The following introduces the application of the integrated approach in a practical 1648-bus power system consisting of 313 generators, 1220 loads, 2294 branches and 182 shunts (detailed model of generators).
A. EXPLORED RELATIONSHIPS, DSA TEST AND TSM VISUALIZATION WITH GEOGRAPHICAL INFORMATION
A contingency is use as an example for illustration. A three-phase fault at bus 105 [5] , [7] cleared by tripping line 91-105 after a test time is simulated on the generated operation states. In this work, ACT = 0.10 s [3] , [5] , [7] is used for the 1648-bus system. Then, the proposed approach is used to explore the function linear/nonlinear relationships between the operation variables and transient security region (TSM). All the MIC and PCC scores (32040 ones) are shown in Fig. 7 . Some of the obtained linear/nonlinear relationships are illustrated in Fig. 8 . Then, curve fitting is employed to explore the functional expressions between these variables and TSM. The final results are shown in table 3.
The statistical DSA accuracy of multiple contingencies is shown in Table 2 , based on N 1 = 10, N 2 = 10 and T = 16. In the 1648-bus system, the TSMs of 215 contingencies are visually monitored online in tests and 6 of them are shown in Fig. 9 . 
B. COMPARISON WITH OTHER DATA MINING TOOLS
The proposed approach is compared to the conventional online DSA methods: SVM, ELM, ANN, DT and Fuzzy_DT. The statistical accuracies of conventional online DSA methods for the test systems are summarized in Table 3 based on repeated tests. In each tool, the total number of input features is the same. For fair comparison, the accuracy of RE shown in Table 3 is based on the RE-based approach without the idea of credibility.
1) CREDIBLE RE VERSUS SVM, ELM, ANN, DT AND FUZZY_DT
The comparison between Table 2 and Table 3 shows the advantage of credible RE in estimation accuracy. For credible RE, a very small number of undecided instances (incredible estimations of operation states) will be encountered in application. In practice, T-D simulation is used to analyze the remaining undecided instances. Generally, the computation efficiency can fully satisfy the real-time DSA requirement because most of the instances are credible and the corresponding computation time is trivial.
2) TRANSPARENT TOOLS (RE, DT AND FUZZY_DT) VERSUS BLACK-BOX TOOLS (SVM, ELM AND ANN)
The three tested black-box tools exhibit better accuracies than the three transparent tools. However, sometimes for catastrophe anticipation purposes, transparent tools are rec- VOLUME 5, 2017 ommended because, even while sacrificing some accuracy, they provide the system operators with a clearer cause-effect relationship of how the system operation variables lead to the onset of an instability event [19] , [13] .
3) RE VERSUS DT AND FUZZY_DT
For the two tree-based approaches, the main deficiency is related to adapting to the missing input data. This is because tree-based models usually process the input data sequentially. Therefore, the incorrect assessments in earlier stages of a tree usually greatly influence the DSA accuracy [8] . However, the deficiency can be overcome by the proposed RE-based DSA approach because the inputs are used in parallel. Moreover, it is not convenient for the two tree-based approaches to search an appropriate surrogate variable if the data of an input operation variable are lost. In this case, re-training a new assessment model is common for the tree-based approaches, possibly leading to an additional computational cost. However, the proposed approach can conveniently select an appropriate surrogate variable according to the explored connotative relationships in MIC/PCC scores list, maintaining the DSA accuracy and avoiding the time-consuming re-train process. Finally, when the two tree-based approaches are applied to massive data, usually complex and tedious debugging is necessary in building a DT model to avoid over-fitting (overly complex rules of DT). The use of parameters in the proposed approach is simple and convenient.
Additional remarks on the statistical DSA accuracies of different tools shown in Table 3 Table 3 , SVM shows the best performance. According to the data in Table 2 , the precision of RE-based approach with credibility is 0.0246/0.0209 = 1.177 times better than that of SVM. In the classification, the majority of the monitoring locations have high TSMs during the operating horizon, and minority have TSMs approximately 0 for some time (Fig. 9) . Generally, a data mining tool can give correct classification results easily for a location where the corresponding TSM is away from 0. Usually, a misclassification tends to occur when the TSM is near to 0. Although the tools show obvious differences in the prediction performance, the accuracy of classification is similar because TSM does not stay approximately 0 often during the operation.
C. IMPACT OF TRAINING SET SIZE
The impact of used training set size on TSM prediction of the proposed approach was studied. In each test, different per- centage of the total training samples is used and the accuracy values for the test set are shown in Figure 10 . It can be seen that sufficient training samples are necessary to guarantee a high assessment accuracy. For the acceptable assessment accuracy, approximately 700 samples (22% of the 2500 ones) are necessary for training in the 21-bus power system, and the corresponding number is 2500 (31% of 7931) in the 1648-bus power system. Moreover, users can conveniently select the appropriate training set size if a higher assessment accuracy (such as R 2 > 0.95) is required for the tests. 
D. IMPACTS OF SELECTED RELATIONSHIPS' TOTAL NUMBER AND TYPES
The impacts of used connotative relationships' number and type on TSM prediction are studied for three groups. In each group, a different number of the explored connotative relationships in MIC/PCC scores list is used. The following introduces the types of connotative relationships used in the three groups. (1) Group 1: 50% nonlinear functional relationships and 50% linear relationships. (2) Group 2: linear relationships. (3) Group 3: nonlinear functional relationships. R 2 of the test set for each test is shown in Figure 11 . In these tests, 100% of the total training samples are used. For the acceptable assessment accuracy R 2 > 0.90, approximately 14 top connotative relationships are necessary in the 1648-bus power system according to the tests of group 1. Compared to using a simplex type of information, the comprehensive application of connotative linear and nonlinear information in massive data shows better performance.
E. DATA PROCESSING SPEED
In practice, if the security condition of a power system is required to be assessed at each snapshot, the data from phasor measurement units (PMUs) of WAMS should be processed in 0.033 s [19] . The ability to perform high speed analysis is a prerequisite for online DSA. For the proposed approach, the computation time is summarized in Table 4 . Parallel computation with 10 computers is used, and each computer has an Intel Core i-7 3.40-GHz CPU and 4 GB of RAM. In Table 4 , the corresponding accuracy is R 2 > 0.9794 for the training time of the 1648-bus power system. For the acceptable assessment accuracy R 2 > 0.90, approximately 2500 samples are necessary for training and the consumed time will decrease to 2.3 min.
As summarized in Table 4 , the proposed approach can execute DSA for 1000 new operation states in 7 s for the two power systems. According to the statistical results, the data processing speed of the proposed approach is in accordance with the requirement of online applications.
F. TESTS FOR TOPOLOGY CHANGE, VARIATION OF POWER DISTRIBUTION AMONG GENERATORS/LOADS, AND VARIATION OF PEAK LOAD/MINIMUM LOAD
The system operation conditions may be influenced by some disturbing factors in practice. The impacts of these factors on TSM prediction are examined for the integrated RE-based approach. In Table 5 , the data for the testing of different power system topologies are presented In Table 6 , the data for the testing of different power distributions among the generators/loads are shown. It should be noted that for each retraining in Table 6 , the power distribution among the generators/loads are randomly changed within 90%-110% of the new distribution [7] , [8] . In Table 7 , different peak load/minimum load are tested and the data for some of these are shown. The original minimum load and peak load are 39042 MW and 71486 MW, respectively. In Tables 5-7 , the data for two groups of tests are presented as follows.
1) In group 1, the re-train and update stage is not adopted, and the connotative information explored in the previous operation conditions is used for the current new operation conditions.
2) In group 2, the model update is adopted in the proposed approach, and the connotative information explored in the current new operation condition is used.
The tests indicate that the proposed integrated RE-based approach in Fig. 5 has good capability for accommodating different operation conditions. RMSE 1 is usually acceptable. According to RMSE 2 , if the operators want to keep the assessment as accurate as possible, it is better to re-train the model when a new operation condition occurs.
G. DISCUSSION
In the presentation of the designed RE-based processing unit in Section III, the procedure for generating operation states for off-line training is given. For the initialization of the operation condition in the off-line training stage, the data can be obtained from the records of the historical operation by SCADA. For the drive of the possible needed model update, the following variations can be monitored for the operation condition based on the steady-state SCADA data: 1) topology change; 2) variation of power distribution among the generators/loads; and 3) variation of peak load/minimum VOLUME 5, 2017 FIGURE 12. Available data from various sources for online DSA.
load. For the stage of online DSA, the used data are obtained from dynamic measurements of PMUs. Fig. 12 shows the state-of-the-art data acquisition structure, including PMU data, SCADA data, and state estimator data from EMS. The proposed approach can provide online TSM data for all locations with the update rate of 30 Hz based on PMUs. Although the SCADA measured data are used in monitoring the variation of the operation conditions for model update, they may not have the characteristics needed to implement the online assessment process of new analysis tools due to the lack of time-synchronized sampled waveform data [19] , [26] . In the stage of online DSA, the performance of new analysis tools may be compromised by using the data from existing SCADA systems or nonlinear state estimators in EMS [4] , [8] . For the proposed approach, the time delay in obtaining the PMU data (including data concentration, data synchronization and data transfer) is approximately 100-700 ms [27] and the time delay in computing is less than 7 ms, based on Table 4 . Although it maybe not necessary to refresh TSM every few cycles for all the systems in practice at the present, the fast data processing of PMU data and high update rate of TSM in the proposed approach will provide a technical service for future electricity markets.
VII. CONCLUSION
A novel integrated approach for online DSA with credibility and visualization based on exploring connotative associations in massive data is proposed in this paper. The approach can give a visual presentation of real-time quantitative dynamic security including geographical information for various contingencies. The approach considers classification and prediction, and the performance is examined on systems with different scales. The impacts of different factors on the accuracy of the method are studied, and the robustness of the approach to the variation of the system operation conditions is analyzed. The approach has exhibited higher accuracy than other data mining tools (SVM, ELM, ANN, DT and Fuzzy_DT) because it can detect the potential error in conventional DSA and avoid the use of unreliable DSA results. The approach can also incorporate new contingencies of interest conveniently during the operating horizon. By updating the DSA model intelligently and accurately, this method can accommodate topology changes, variation of power distribution among the generators/loads, and variation of peak load/minimum load.
