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Abstract
To effectively train medical students to become qualified radiologists, a large
number of X-ray images collected from patients with diverse medical conditions
are needed. However, due to data privacy concerns, such images are typically
difficult to obtain. To address this problem, we develop methods to generate
view-consistent, high-fidelity, and high-resolution X-ray images from radiology
reports to facilitate radiology training of medical students. This task is presented
with several challenges. First, from a single report, images with different views
(e.g., frontal, lateral) need to be generated. How to ensure consistency of these
images (i.e., make sure they are about the same patient)? Second, X-ray images
are required to have high resolution. Otherwise, many details of diseases would be
lost. How to generate high-resolutions images? Third, radiology reports are long
and have complicated structure. How to effectively understand their semantics to
generate high-fidelity images that accurately reflect the contents of the reports?
To address these three challenges, we propose an XRayGAN composed of three
modules: (1) a view consistency network that maximizes the consistency between
generated frontal-view and lateral-view images; (2) a multi-scale conditional GAN
that progressively generates a cascade of images with increasing resolution; (3)
a hierarchical attentional encoder that learns the latent semantics of a radiology
report by capturing its hierarchical linguistic structure and various levels of clinical
importance of words and sentences. Experiments on two radiology datasets demon-
strate the effectiveness of our methods. To our best knowledge, this work represents
the first one generating consistent and high-resolution X-ray images from radiology
reports. The code is available at https://github.com/UCSD-AI4H/XRayGAN.
1 Introduction
X-ray is a widely-used imaging technique for making diagnostic and treatment decisions. Medical
professionals interpreting X-ray images are called radiologists. To train medical students into
radiologists, a lot of X-ray images are needed, taken from patients with various medical conditions,
medical histories, demographics, etc. However, due to data privacy concerns, such images are
typically difficult to access. As a result, medical students are trained using a limited number of
de-identified X-rays which are not rich enough to serve the purpose of training. To address this
problem, we aim to develop computer vision methods to automatically generate clinically-diverse,
high-resolution, and high-fidelity X-rays which provide a rich resource for medical student training.
Figure 1 illustrates the training process. A medical educator writes down a radiology report describing
the lesions (e.g., pneumonia, effusion) of a patient and the attributes of the lesions such as locations,
Preprint. Under review.
ar
X
iv
:2
00
6.
10
55
2v
1 
 [e
es
s.I
V]
  1
7 J
un
 20
20
Ground-truth report
FINDINGS:The cardiomediastinal silhouette 
is normal in size and contour.....
IMPRESSION: No acute cardiopulmonary 
process.
Student report
FINDINGS:The heart is in normal size. Lungs 
are clear.....
IMPRESSION: No abnormal findings
Student writes report.XRayGAN generates X-rays.
Student learns 
from comparison.
1 2
3
Figure 1: An illustration on how XRayGAN can be used for training radiology students.
severity, appearance, size, etc. Our tool takes this report as input and automatically generates X-ray
images that reflect the lesions and their attributes described in the report. Then the medical students
are asked to read these generated X-ray images and write down radiology reports to narrate the
clinical findings in the images. The reports written by students are compared with the ground-truth
report written by the educator. Students can learn from the comparisons.
While this is a promising solution for mitigating the deficiency of radiology training resources,
generating high-fidelity X-ray images from radiology reports is highly challenging. First, in clinical
practice, a radiology report is typically written by interpreting X-ray images taken from different
views, such as frontal view, lateral view, etc., as shown in Figure 2. When generating images
from a radiology report, instead of generating a single image, we need to generate multiple images
corresponding to different views. And these images from different views need to be clinically
consistent, i.e., they reflect the medical conditions of the same patient. Second, X-ray images are
usually of high-resolution so that radiologists could identify subtle clinical findings. How to generate
high-resolution images is technically demanding. Third, the radiology reports are long and have
complicated syntax and semantics. The reports have hierarchical structures: each report has multiple
sentences; each sentence has a sequence of words. Different words and sentences have different
levels of clinical importance. How can we generate high-fidelity images that accurately reflect the
complicated semantics in the reports? In this work, we aim to address these challenges. To our
best knowledge, our work represents the first one that generates multi-view high-resolution medical
images from clinical texts.
INDICATION: Chest pain, dyspnea
FINDINGS: The cardiomediastinal silhoue-
tte is normal in size and contour. Lungs are 
clear without focal areas of consolidation. No 
pneumothorax or large pleural effusion. No 
acute bone abnormality.
IMPRESSION: No acute cardiopulmonary 
process.
Figure 2: (Left) A frontal-view X-ray image. (Middle) A
lateral-view image. These two images are from the same
patient. (Right) A radiology report written from these two
images. Each report contains multiple sentences.
To generate view-consistent images,
we train a view consistency network
(VCN) which takes a frontal-view im-
age and a lateral-view image as inputs
and judges whether they belong to the
same patient. This network is trained
offline using real X-ray images where
positive examples are pairs of frontal-
view and lateral-view images belong-
ing to the same patient and negative
examples are those from different pa-
tients. When training the X-ray generation models, we use the pre-trained VCN to evaluate how
consistent the generated images are and encourage the generators to generate images with high con-
sistency. To generate high-resolution X-ray images, we adopt a multi-scale conditional progressive
generation approach [1]. Considering that it is relatively easy to generate high-fidelity images when
the size of images is small, we first generate small-sized low-resolution images using a conditional
GAN [2] which is conditioned on the latent embedding of the input report. Then starting from the
high-fidelity but low-resolution image, we generate images with increasing resolutions progressively
in multiple stages. To effectively understand the semantics of radiology reports, we develop a
hierarchical attentional encoder, which uses a word-level LSTM [3] network to capture the local
semantics within a sentence and a sentence-level LSTM to capture the long-range semantics across
sentences. Attentional modules [4] are used to identify words and sentences that are clinically more
important. On two radiology datasets, we demonstrate the effectiveness of our methods in generating
view-consistent, high resolution, and high-fidelity X-rays from radiology reports.
The major contributions of this paper are as follows:
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Figure 3: Overview of XRayGAN. Our method generates realistic bi-planer chest radiography in a
coarse-to-fine manner, which consists of a hierarchical attentional encoder, a multi-scale conditional
GAN, and a view consistency network.
• We propose an XRayGAN to generate view-consistent, high-fidelity, and high resolution X-ray
images from radiology reports. To our best knowledge, our work is the first of its kind.
• We propose a view consistency network to encourage the generated frontal-view image and
lateral-view image to be consistent (i.e., coming from the same patient).
• We develop a multi-scale conditional GAN to generate high-resolution X-ray images.
• We develop a hierarchical attentional encoder to effectively understand the semantics of long and
complicated radiology reports.
• We demonstrate the effectiveness of our model on two radiology datasets.
The rest of the paper is organized as follows. Section 2 introduces the method. Section 3 presents the
experimental results. Section 4 reviews related works. Section 5 concludes the paper.
2 Method
We aim to develop a method which takes a radiology report as input and generates a set of X-ray
images that manifest the clinical findings narrated in the report. For simplicity, we assume there are
two views of images: frontal view and lateral view, each with one image. It is straightforward to
extend our method to more views (each with more than one image).
At a high level, our model consists of three modules: hierarchical attentional encoder (HAE), multi-
scale conditional GAN (MSCGAN), and view consistency network (VCN). The HAE takes the
radiology report as input and generates an encoding vector that captures the semantics of the report.
The MSCGAN takes the report encoding generated by HAE as input and generates a frontal-view
image and a lateral-view image. The VCN takes the two images generated by MSCGAN as inputs
and produces a score that measures how consistent the frontal-view image is with the lateral-view
image. Figure 3 shows the overview of our model. In the following sections, we describe each
module in detail.
3
2.1 Hierarchical Attentional Encoder
The HAE takes the radiology report as input and encodes it into an embedding vector. The report has
a hierarchical linguistic structure: it is composed of a sequence of sentences and each sentence is
composed of a sequence of words. To capture such a hierarchical structure, we use a hierarchical
LSTM network [5], which consists of two levels of LSTM networks: word-level LSTM and sentence-
level LSTM. The word-level LSTM takes the sequence of words in one sentence as inputs and learns
latent embeddings for each word and the sentence. The sentence-level LSTM takes the embeddings
of a sequence of sentences as inputs and learns an embedding of the report. Within a sentence, some
words (e.g., medical terms) are more important than others (e.g., functional words). To account
for the different importance of different words, we use a word-level attentional [5] module which
calculates an attention score for each word and these attention scores are used to re-weight the word
embeddings when generating the embedding of the entire sentence. Similarly, at the sentence level,
certain sentences are more important than others. A sentence-level attention mechanism is used to
account for this fact.
Attentional Word-level LSTM Given a sequence of T words in a sentence, we use an attentional
word-level LSTM to learn a representation for this sentence. For a word w(t) (represented using
one hot encoding) at position t, we obtain its embedding c(t)word =Wew
(t) by querying a learnable
embedding matrix We. Then c
(t)
word is fed into a bi-directional LSTM [6] which produces hidden
states −→h (t)word and←−h
(t)
word that capture contextual information of w
(t). Different words have different
importance. We use an attentional module [7] to learn the importance of each word. The importance
e
(t)
word ofw
(t) is calculated as: e(t)word = vw tanh(Wwh
(t)
word+bw), where h
(t)
word is the concatenation
of −→h (t)word and←−h
(t)
word, Ww is a learnable weight matrix, vw and bw are learnable weight vectors.
Then we normalize these importance scores using softmax: α(t)word = exp(e
(t)
word)/
∑T
j=1 exp(e
(j)
word).
Finally, the representation of this sentence is calculated as a weighted sum of words’ representations:
csent =
∑T
j=1 α
(j)
wordh
(j)
word, where more important words contribute more in representing the
sentence.
Attentional Sentence-level LSTM Given a sequence of sentences in the report, we first use the
word-level LSTM to obtain an embedding of each sentence. Then we feed these embeddings into
a sentence-level LSTM to obtain an embedding of the report. Similar to the word-level LSTM, the
sentence embeddings are fed into a bi-directional LSTM to capture the contextual information. An
attentional module is used to calculate the importance of each sentence. The normalized importance
scores are used to take a weighted sum of the hidden states produced by the bi-directional LSTM,
yielding a representation of the report.
2.2 Multi-scale conditional GAN (MSCGAN)
The MSCGAN takes the embedding of the report as input and generates a frontal-view image and
a lateral-view image. X-ray images have a high requirement of resolution. Many details of lesions
would be lost if the resolution is low. To generate high resolution images, MSCGAN adopts a
multi-scale progressive generation approach [8]: first generate high-quality but low-resolution images,
then generate higher-resolution images from lower-resolution ones progressively in multiple stages.
The MSCGAN consists of two types of generators: (1) basic generators which generate frontal-view
and lateral-view images with the lowest resolution; (2) progressive generators which take a generated
lower-resolution image as input and generate a higher-resolution image. These generators are all
conditional generators, where the generation of images is conditioned on the embedding of the
radiology report.
Basic generators The basic generatorsG(1)f andG
(1)
l take the embedding c of the radiology report as
input and generate a frontal-view X-ray x(1)f and a lateral-view X-ray x
(1)
l with the lowest resolution:
x
(1)
f = G
(1)
f (c), x
(1)
l = G
(1)
l (c). Since the resolution of x
(1)
f and x
(1)
l is low, it is relatively easy to
generate them. The basic generators capture coarse-grained information in images, determining how
the X-rays look roughly. The fine-grained details will be filled in by the progressive generators.
Progressive generators Given the images generated by basic generators, a cascade of progressive
generators (PGs) produces a sequence of images with increasing resolutions. At each stage in the
4
cascade, the image resolution increases by a factor of 2. The outputs of PGs at stage n − 1 are
the inputs of PGs at stage n. PGs at all stages are conditioned on the embedding c of the report.
Given the frontal-view image x(n−1)f and lateral-view image x
(n−1)
l generated at stage n− 1, PGs
G
(n)
f and G
(n)
l at stage n generate two higher-resolution images containing more fine-grained visual
information:
x
(n)
f = αG
(n)
f (x
(n−1)
f , c)+(1−α)U(x(n−1)f ), x(n)l = αG(n)l (x(n−1)l , c)+(1−α)U(x(n−1)l ) (1)
where U(·) is an operation that resizes x(n−1) to the size of x(n). The higher-resolution image is a
linear combination of the generated image and the resized lower-resolution image. α = 0.5 controls
the level of blending.
Discriminators Similar to GAN [8], we use discriminators at each stage to judge whether images
are generated or real. The generators are learned in a way that such a discrimination is difficult to
achieve. The discriminators are based on patches whose sizes are different at different stages. The
discriminators are also conditioned on the report embedding c, which takes c and an image x as input
and predicts whether x is real or synthetic.
2.3 View Consistency Network (VCN)
The VCN takes a frontal-view image and a lateral-view image as inputs and generates a score to
measure how consistent these two views of images are. Specifically, the level of consistency means
how likely that these two images are from the same patient. The weights of the VCN are trained
offline. Given a frontal-view image and a lateral-view image in the training data, if they belong to
the same patient, we label them as being consistent. They are labeled as inconsistent if belonging to
different patients. Given these labeled pairs, we learn a classification network which takes a pair of
frontal- and lateral-view images as inputs and judges whether they are consistent. This network first
uses a CNN to encode each image separately. Then the embeddings of these two images are fed into
a siamese network [9] to generate a score which indicates how consistent the two images are. This
consistency module is added at each stage of the progressive generation process. During training
of the progressive generators, we maximize the consistency scores of generated frontal-view and
lateral-view image pairs at each stage. A modified ResNet-18 [10] f (n) is used to compute image
embeddings at stage n in the progressive generation process. Given the embeddings f (n)(x(n)f ) and
f (n)(x
(n)
l ) of a frontal image x
(n)
f and a lateral image x
(n)
l , the probability that these two images
are from the same patient is calculated as: σ(
∑
j wj |f (n)j (x(n)f ) − f (n)j (x(n)l )|), where σ(·) is the
sigmoid function, j indexes the dimensions of embeddings, and {wj} are learnable weights.
2.4 Objective Function
The objective function used for training HAE and MSCGAN consists of three terms: adversarial loss,
view-consistency reward, and image reconstruction loss. Note that the view consistency network is
trained offline and its weights are frozen during XRayGAN training. For the adversarial loss, we use
the loss function in WGAN-GP [11], which measures the discrepancy of real images and generated
images. The generators aim to minimize this loss and the discriminators aim to maximize this loss.
The reconstruction loss is defined as the pixel-level L2 distance between a generated image and the
groundtruth image. The generators aim to minimize this loss. The view-consistency reward is defined
as the probability (in Section 2.3) measuring how likely two images are from the same patient. The
generators aim to maximize this probability for every pair of generated frontal-view and lateral-view
images. A weighted sum of these three terms forms the final objective function.
3 Experiments
3.1 Datasets
We evaluate our model on the Open-i dataset [12] and the MIMIC-CXR [13] dataset. Open-i [12]
provides 7,470 chest X-rays with 3,955 radiology reports. We select patient cases who have both
a frontal-view X-ray, a lateral-view X-ray, and a report, ending up with 2,585 such cases. MIMIC-
CXR [13] contains 377,110 chest X-rays associated with 227,827 radiology reports, divided into
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Table 1: Results achieved by different methods on the test sets of Open-i and MIMIC-CXR.
Open-i MIMIC-CXR
Method IS↑ FID↓ SSIM↑ VC ↑ IS↑ FID↓ SSIM↑ VC ↑
Real - - - 0.669 - - - 0.589
GAN-INT-CLS [15] 1.015 272.7 0.201 0.525 1.039 214.3 0.291 0.555
StackGAN [16] 1.043 243.4 0.138 0.487 1.063 245.5 0.212 0.471
AttnGAN [17] 1.055 226.6 0.171 0.508 1.067 232.7 0.231 0.487
XRayGAN 1.081 141.5 0.343 0.627 1.112 86.15 0.379 0.580
subsets. We perform the experiments on the p10 subset containing 6,654 data examples, each with
a frontal-view image, a lateral-view image, and a report. For each dataset, we split it into train,
validation, test sets with a radio of 0.7, 0.1, and 0.2.
3.2 Experimental Settings
In the multi-scale conditional GAN (MSCGAN), the number of stages is set to 4. The image
resolution in basic generators is 32× 32. The resolution of the final image produced by MSCGAN is
256× 256. In the hierarchical attentional encoder, the size of hidden states in both word-level and
sentence-level LSTMs is set to 128. To train the networks, we adopt the Adam [14] optimizer with
β1 = 0.9 and β2 = 0.999. The initial learning rates for networks in different stages of MSCGAN
are set to 3× 10−4, 3× 10−4, 2× 10−4 and 1× 10−4 and reduced by multiplying with 0.2 every
20 epochs. The minibatch sizes for the 4 stages are set to 96, 56, 24, and 12 respectively. The VCNs
are trained for 20 epochs with a learning rate of 0.01. In the objective function, we set the weights
associated with the adversarial loss, reconstruction loss, and view-consistency reward as 1, 100, and
-1 respectively. The model takes 1 days to train with four GeForce GTX 1080 Ti GPUs. Please refer
to the supplements for additional hyperparameter settings.
We compare with three state-of-the-art methods for text-to-image generation: GAN-INT-CLS [15],
StackGAN [16] and AttnGAN [17]. To ensure a fair comparison, the encoders of texts in these
baselines are set to the hierarchical attentional encoder used in our approach. The generator of
GAN-INT-CLS is the same as our basic generator with 8 Res-Upsample blocks. The StackGAN and
AttnGAN models are modified from the official implementation, with architecture unchanged.
We use four metrics to measure the quality and diversity of generated X-rays, including Inception
Score (IS) [18], Frechet Inception Distance (FID), Structural Similarity Index (SSIM) [19], and View
Consistency (VC). VC measures how likely a frontal and a lateral image are from the same patient.
To measure VC, we trained a view-consistency network on another subset of MIMIC-CXR.
3.3 Results
Table 2: Ablation study on the Open-i dataset.
Open-i
Method IS↑ FID↓ SSIM↑ VC↑
Real - - - 0.669
w/o VCN 1.079 147.4 0.353 0.623
w/o MSCGAN 1.022 235.5 0.164 0.605
w/o HAE 1.079 153.2 0.300 0.621
Full 1.081 141.5 0.343 0.627
Table 1 shows the IS (the higher, the bet-
ter), FID (the lower, the better), SSIM (the
higher, the better), and VC (the higher, the
better) achieved by different methods on
the test sets of Open-i and MIMIC-CXR.
From this table, we make the following
observations. First, our method achieves
much better view consistency (VC) scores
than the baselines including GAN-INT-
CLS, StackGAN, and AttnGAN. The rea-
son is that our method uses the view-
consistency network to encourage image
generators to generate frontal-view and lateral-view images yielding large view-consistency probabil-
ities while the baselines lack such a mechanism. Note that the VC scores of real images are higher
than the generated images, which is not surprising. Second, our method achieves better IS, FID, and
SSIM than baselines. One reason is that the multi-scale conditional GAN in our method is good at
generating high-resolution images in a progressive way. The other reason is: the view-consistency
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network in our method imposes a consistency constraint between frontal-view and lateral-view
images. Such a constraint can help to avoid generating insensible images.
3.3.1 Ablation Studies
We perform ablation studies on the Open-i dataset to investigate the effectiveness of each module in
XRayGAN. In each of the following studies, we change one module with other modules intact.
View-consistency network To verify the effectiveness of the view-consistency network (VCN),
we remove it from the model. As can be seen from Table 2, removing VCN ("w/o VCN") gets a
worse VC score. This demonstrates that VCN is effective for improving view consistency. The reason
is straightforward: during training of generators, the VCN explicitly encourages the generators to
generate images yielding large VC scores.
MSCGAN To verify the effectiveness of MSCGAN, we replace it with a vanilla conditional GAN
with the same number of layers and parameters, which generates images at one shot without going
through the progressive procedure. As can be seen from Table 2, this replacement ("w/o MACGAN")
leads to substantial degradation of performance on all metrics. This demonstrates that MSCGAN is
essential in generating high-resolution and high-fidelity images. MSCGAN progressively generates
a cascade of images with increasing resolutions. This curriculum strategy is better at generating
high-resolution images than the at-one-shot generation strategy.
Hierarchical LSTM To verify the effectiveness of hierarchical LSTM, we replace it with a single-
layer bidirectional LSTM which treats the entire report as a flat sequence of tokens and ignores the
report-sentence-token hierarchical structure. As can be seen from Table 2, this replacement ("w/o
HAE") yields worse performance. This demonstrates that using hierarchical LSTM to capture the
linguistic hierarchy in the report can better understand the report, which further makes the generated
images have better fidelity.
3.3.2 Qualitative Evaluation
Figure 4 shows frontal-view and lateral-view images generated by different methods from three
reports. From the results, we make the following observations. First, the images generated by our
method are clear and visually very similar to the groundtruth, and are more realistic than those
generated by the baselines. In particular, our method performs much better in generating lateral-view
images than baselines. The lateral-view images generated by baselines have a lot of blur, especially in
the lung regions. In contrast, our method successfully generates lateral-view images with clear lungs
and ribs. One possible reason that our method works better is: XRayGAN uses a view-consistency
network (VCN) to ensure the frontal and lateral images are consistent. If the frontal image is clear,
then VCN encourages the lateral image to be clear as well to achieve consistency. The baseline
methods lack such a mechanism. On frontal-view images, our method outperforms baselines as well.
The frontal-view images generated by GAN-INT-CLS are blurred, where the outline and shadow
of chests can be barely recognized, while those generated by our method are visually clear. In the
frontal-view images generated by StackGAN, the outlines of ribs are distorted. In contrast, XRayGAN
preserves rib outlines well. In the frontal-view images generated by AttnGAN, the number and
morphology of ribs is very different from that in the groundtruth. The ribs generated by our method
are visually similar to the groundtruth. The reason that our method generates better frontal-view
images is that it uses multi-scale progressive GANs to improve the resolution of generated images.
The second observation is that the images generated by XRayGAN correctly reflect the clinical
findings in the reports. For example, in the first example, there are two abnormal findings: “increased
opacity within the right upper lobe" and “opacity in the left midlung overlying the posterior left 5th
rib". The frontal-view image generated by XRayGAN manifests such findings, where the image
regions marked by orange and purple circles show the first and second finding respectively. In
contrast, images generated by baselines fail to reflect these abnormalities.
4 Related works
Text-to-image generation Generating images conditioned on texts have been studied in several
works [20, 21]. Mansimov et al. [22] proposed an encoder-decoder architecture for text-to-image
generation. The encoder of text and the decoder of image are both based on recurrent networks.
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FINDINGS: There is XXXX increased opacity within 
the right upper lobe with possible mass and associated
area of atelectasis or focal consolidation. The cardiac 
silhouette is within normal limits. XXXX opacity in 
the left midlung overlying the posterior left 5th rib 
may represent focal airspace disease. No pleural 
effusion or pneumothorax. No acute bone abnormality.
IMPRESSION: 1. Increased opacity in the right 
upper lobe with XXXX associated atelectasis may 
represent focal consolidation or mass lesion with 
atelectasis. Recommend chest CT for further 
evaluation. 2. XXXX opacity overlying the left 5th rib 
may represent focal airspace disease.
Groundtruth GAN-INI-CLS StackGAN XRayGANAttnGAN
FINDINGS: Trachea is midline. The 
cardiomediastinal silhouette is normal. The 
lungs are clear, without evidence of acute 
infiltrate or effusion. There is no 
pneumothorax. The visualized bony structures 
show no acute abnormalities. Lateral view 
reveals mild degenerative changes of the 
thoracic spine.
IMPRESSION: No acute cardiopulmonary 
abnormalities.
Groundtruth GAN-INI-CLS StackGAN XRayGANAttnGAN
FINDINGS: XXXX opacities projecting over the 
right apex and mediastinum on PA view are 
artifactual. Stable cardiomediastinal silhouette. 
Pulmonary vascularity is unremarkable. Stable 
chronic coarse interstitial markings, without focal 
airspace disease or consolidation. Negative for 
pneumothorax or pleural effusion. Limited 
evaluation reveals the XXXX XXXX are grossly 
intact. XXXX right cervical rib.
IMPRESSION: 1. Stable chronic lung changes 
without acute cardiopulmonary abnormality.
Groundtruth GAN-INI-CLS StackGAN XRayGANAttnGAN
Figure 4: Frontal-view and lateral-view images generated by different methods from three reports.
Attention is used between image patches and words. StackGAN [16] first uses a GAN to generate
low-resolution images, which are then fed into another GAN to generate high-resolution images.
AttnGAN [17] synthesizes fine-grained details at different subregions of the image by paying attention
to the relevant words in the natural language description. DM-GAN [23] uses a dynamic memory
module to refine fuzzy image contents, when the initial images are not well generated and designs
a memory writing gate to select the important text information. Obj-GAN [24] proposes an object-
driven attentive image generator to synthesize salient objects by paying attention to the most relevant
words in the text description and the pre-generated semantic layout. MirrorGAN [25] uses an
autoencoder architecture, which generates an image from a text, then reconstructs the text from the
image. Different from general-domain text-to-image generation, generating X-rays from radiology
reports present unique challenges such as ensuring view consistency, handling the linguistic structure
of radiology reports, etc.
X-ray synthesis Several attempts have been made to synthesize X-ray images. In [26, 27], GANs
are used to generate X-ray images from random vectors. Ganesan et al. [28] uses progressively-
growing GAN to synthesize high-resolution X-rays. Malygina et al. [29] uses CycleGAN to augment
X-rays images for infrequent diseases. Ying [30] reconstructs CTs from biplanar X-rays using GANs.
Our work differs from these works in two aspects: (1) we generate X-rays from radiology reports; (2)
we generate both frontal-view and lateral-view images.
Image generation GANs [31] have been widely used for image generation from random vectors.
Conditional GANs [2, 32] generates images from class labels. Image-to-image translation [33, 34, 35]
studies how to generate one image (set) from another (set) based on GANs. Brock et al. [36]
demonstrate that GANs benefit dramatically from scaling: increasing model size and minibatch size
improves the fidelity of generated images.
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5 Conclusions
In this paper, we study how to generate view-consistent, high-resolution, and high fidelity X-ray
images from radiology reports, for the sake of facilitating training of medical students specialized
in radiology. We propose an XRayGAN where a view consistency network is used to encourage
the generated frontal-view and lateral-view images to be from the same patient, a multi-scale
conditional GAN is used to generate high-resolution X-ray images in a progressive manner, and a
hierarchical attentional encoder is used to capture the hierarchical linguistic structure and various
clinical importance of words and sentences. We demonstrate the effectiveness of our methods on two
radiology datasets.
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