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Chapitre 1
Introduction
L’hydrogène occupe de plus en plus l’espace médiatique d’une part grâce à ses ca-
ractéristiques énergétiques très intéressantes et d’autre part à l’aide de ses propriétés
environnementales. Sa combustion dans l’oxygène ne générant que de l’eau, il est perçu
comme non polluant dans un monde qui cherche à limiter au maximum les émissions de
CO2. Il est de plus en plus envisagé comme une réelle alternative aux hydrocarbures.
Une des raisons principales réside dans sa haute énergie par unité de masse comparée aux
combustibles fossiles : un kilogramme d’hydrogène libère environ trois fois plus d’énergie
qu’un kilogramme de kérosène. De plus, l’hydrogène présente des temps caractéristiques
d’auto-allumage très faibles. Il reste néanmoins de nombreux challenges à relever pour que
l’énergie issue de sa combustion puisse se substituer de façon pérenne aux combustibles
plus classiques. Ces propriétés réactives rendent son utilisation civile très délicate. Le défi
le plus important à relever est celui de son stockage. De part sa faible densité et sa forte
volatilité, c’est un gaz difficile à stocker. Les techniques de stockage actuelles proposent
une autonomie comparable à celle offerte par le pétrole (pour le transport terrestre) avec
des réservoirs de 150 litres pressurisés à 700 bars.
Sur le plan de la sécurité grand public, les obstacles semblent difficilement surmon-
tables. L’acceptation sociale de l’hydrogène dépendra de la confiance du public en sa
sûreté. La maîtrise des risques est donc particulièrement importante pour que l’hydro-
gène puisse remplacer de manière durable les carburants traditionnels. L’utilisation de
l’hydrogène à grande échelle comme vecteur d’énergie doit donc répondre à des mesures
de sécurité très exigeantes. Afin de définir ces principes de sécurité, une excellente com-
préhension des phénomènes physiques est nécessaire incluant les rejets non enflammées
et leur dispersion, l’auto-allumage, les flammes jets, la déflagration et la détonation de
mélange d’hydrogène.
Les jets fortement sous détendus jouent un rôle essentiel dans de nombreuses applica-
tions. Par exemple, les systèmes propulsifs équipant les véhicules hypersoniques ou bien
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certains missiles les mettent en jeu. Ils interviennent aussi dans de nombreux cas de figure
relevant de la sécurité industrielle tels que les explosions de jets (EXJET) associées à la
rupture de conduites ou bien encore les ruptures de chambres de combustion d’aéronefs.
Malheureusement, la connaissance des interactions choc / turbulence / mélange / com-
bustion telles qu’elles se manifestent dans l’ensemble de ces situations reste aujourd’hui
encore extrêmement imparfaite. Un des objectifs de ce travail de Thèse est donc de contri-
buer à l’améliorer. Les interactions choc / turbulence se produisant dans ce type de jet
modifient profondément la nature du mélange turbulent et cela influe notablement sur
l’allumage et l’éventuelle stabilisation de la combustion dans ce type d’écoulement. En
particulier, cette étude vise à appréhender des configurations mettant en jeu des interac-
tions fortes, en présence d’effets de courbure et de forte détente, susceptibles de conduire
au développement d’instabilités particulières qui modifient significativement la dynamique
classiquement observée dans les jets adaptés.
La simulation numérique directe ou DNS est un outil puissant de plus en plus employé
à mesure que les puissances de calcul augmentent. Elle est capable de prédire complète-
ment des écoulements turbulents grâce à la résolution de toutes les échelles caractéristiques
de la turbulence. Ces simulations mettent donc en jeu des maillages conséquents et elles
sont donc très coûteuses. Les chercheurs cherchent donc à développer des modélisations
afin d’alléger ces coûts de calcul. Les calculs DNS servent également à vérifier ces mo-
dèles. La haute précision des schémas numériques employés dans ce travail est combinée
à la description la plus détaillée des termes de transport moléculaire et des processus
chimiques.
Ce manuscrit est décomposé en cinq chapitres. Le premier chapitre regroupe la pré-
sentation générale des différents phénomènes étudiés dans cette thèse avec notamment
une description des jets compressibles analysés, une courte introduction au mélange sca-
laire ainsi qu’une présentation de la combustion de l’hydrogène dans l’air ou l’oxygène. Le
deuxième chapitre est dédié à la description du code de calcul CREAMS. Il comprend la
description des équations résolues et des algorithmes implémentés dans ce solveur. Il in-
tégre également une section portant sur la vérification de cet outil numérique. Le chapitre
trois est consacré à l’étude d’un jet fortement sous détendu d’air dans une atmosphère
au repos. Le chapitre 5 concerne un jet tridimensionnelle d’hydrogène pur dans une at-
mosphère au repos et enfin le chapitre 6 les jets fortement sous détendus réactifs. Ce
manuscrit se clôt par une conclusion générale de ces travaux ainsi que quelques perspec-
tives pour de futures études.
Chapitre 2
Phénoménologie
2.1 Introduction
Ce premier chapitre présente de manière générale les principaux phénomènes phy-
siques mis en jeu dans notre étude. Dans un premier temps, nous allons reprendre la
description des jets compressibles avec une distinction des singularités propres à ce type
d’écoulement. Ensuite, nous élaborerons une introduction au mélange de scalaires passifs.
Finalement, nous exposerons quelques notions concernant l’allumage et la combustion
dans les écoulements à grande vitesse.
2.2 Jets compressibles
2.2.1 Écoulement compressible
Le terme d’écoulement compressible sous entend un écoulement dans lequel des varia-
tions de densité peuvent se produire. Ces variations de densité résultent principalement
d’inhomogénéités de la pression 1. Le taux de variation de la densité est un paramètre
important dans l’étude des écoulements compressibles. Il est intimement lié à la vitesse de
propagation d’une petite perturbation de pression, i.e. à la vitesse du son. Le “niveau” de
compressibilité d’un écoulement est généralement quantifié à l’aide du nombre de Mach
Ma. Celui-ci est défini comme le rapport entre la vitesse u et la célérité du son a
Ma = u
a
(2.1)
1. Rappelons qu’elles peuvent aussi être le fruit du mélange d’espèces de masses volumiques différentes
ou bien de variations de température (ou les deux)
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avec
a2 =
(
∂P
∂ρ
)
s
(2.2)
et pour les gaz parfaits a2 = γ P
ρ
= γrT . Le nombre de Mach doit être estimé avec la
température locale de l’écoulement. Il varie évidemment en tout point de l’écoulement.
Lorsque Ma < 1, l’écoulement reste subsonique, lorsque Ma > 1 l’écoulement devient
supersonique, enfin l’écoulement est sonique lorsque Ma = 1. Un écoulement est incom-
pressible lorsque le milieu est incompressible ou lorsque la vitesse est faible comparée à
la vitesse locale du son. La limite des écoulements incompressibles se situe aux alentours
de Ma = 0.3. Dans ces écoulements, les perturbations de pression se propagent unifor-
mément dans toutes les directions. Lorsque la vitesse de l’écoulement est subsonique, les
pulsations de pression se font sentir dans toutes les directions et tous les points de l’espace.
Pour des vitesses supersoniques, la propagation des perturbations est complètement diffé-
rente du cas subsonique. Celles-ci sont contenues dans un cône dont la source ponctuelle
est le sommet. L’effet de la perturbation n’est pas ressenti en amont de la source de la
perturbation. Ce cône est appelé “cône de Mach”. Le demi angle α de celui-ci est relié au
nombre de Mach par
sinα = 1
Ma
(2.3)
2.2.2 Choc et détente
Formation des ondes de choc
Pour un écoulement supersonique, la structure de l’écoulement peut être totalement
modifiée par l’apparition de zone de compression et de détente. En effet, pour des écoule-
ments compressibles à grande vitesse, il existe des singularités où les caractéristiques de
l’écoulement varient fortement et très rapidement afin de s’adapter aux contraintes. Ce
sont les ondes de choc. Un choc est une zone très mince (de l’ordre de quelques libres
parcours moyen moléculaire) de l’écoulement à travers laquelle les grandeurs physiques
varient très rapidement. Cette onde de choc peut être normale à la direction de l’écoule-
ment, on parle de choc droit, ou bien inclinée par rapport à la direction de l’écoulement,
on parle alors de choc oblique. On introduit leur mode de formation en considérant une
accumulation et une fusion (ou coalescence) d’ondes de compression infinitésimales. Ce
comportement est exclusivement lié à la nature compressible des écoulements de fluide
gazeux. Une perturbation ponctuelle d’une variable physique va se propager à la vitesse
locale du son propageant ainsi un saut infinitésimal de toutes les variables physiques.
En particulier, le passage d’une telle onde de compression va légèrement augmenter la
température et donc la vitesse du son dans le milieu. Si la source de la perturbation est
continue, chaque nouvelle onde de perturbation va se déplacer plus rapidement et “rat-
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Figure 2.1 – Schéma de la formation de faisceaux de détente et de compression.
traper” l’onde précédente et coalescer en une onde dont la vitesse dépend du nouveau
saut des grandeurs induit entre l’amont et l’aval du front de perturbation. Si la source
de perturbation est suffisamment intense, l’onde de choc peut se former instantanément.
Un bilan local de masse, de quantité de mouvement et d’énergie permet de déterminer les
conditions de saut de Rankine-Hugoniot reliant le saut de chaque variable au nombre de
Mach amont de l’écoulement ainsi que le nombre de Mach aval.
Faisceaux de détente et de compression
Dans un écoulement compressible où la vitesse n’est pas uniforme, les ondes de Mach
produites vont soit diverger, accélérant et détendant l’écoulement, soit converger, com-
primant et ralentissant l’écoulement (cf. figure 2.1). L’écoulement supersonique au niveau
d’une marche descendante permet de visualiser et comprendre la formation de faisceau
de détente et de compression. La singularité que représente l’élargissement brusque dû à
la marche est à l’origine du faisceau de détente. La section de passage des lignes fluides
augmente. L’écoulement supersonique accélère alors et la pression chute. La paroi infé-
rieure de la marche modifie la courbure des lignes de courant induisant une convergence
progressive des ondes de Mach. Il s’agit dès lors d’un faisceau d’ondes de compression.
2.2.3 Jets compressibles
Un jet est un écoulement issu d’un espace confiné jaillissant dans un espace ouvert.
Dans un jet compressible (sonique ou supersonique), le fluide est soumis à trois phéno-
mènes différents. Tout d’abord, la différence de pression avec le milieu extérieur modifie
la vitesse et la trajectoire des particules fluides. Ensuite, le fluide est soumis à une iner-
tie importante (proportionnelle à la vitesse au carré). Finalement, la viscosité du fluide
amortie l’ensemble de ces phénomènes et tend à équilibrer le jet avec le milieu ambiant.
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Cône potentiel
Couche de cisaillement
Zone potentielle Zone de transition Zone développée
Figure 2.2 – Schéma du jet libre.
L’interaction de ces trois phénomènes régit la structure du jet. Schématiquement, la struc-
ture du jet supersonique axisymétrique se décompose en trois zones distinctes (suivant
l’axe du jet) (voir figure 2.2)
— Le coeur potentiel qui débute à la section d’éjection (la section de sortie de la buse)
et qui est le siège des phénomènes de détente et de re-compression (au travers
d’ondes de choc). L’écoulement dans cette zone est isolé du milieu ambiant et les
effets de viscosité y restent négligeables. En périphérie du coeur du jet se développe
la couche de mélange. Elle est le siège d’un fort cisaillement entre le fluide injecté,
qui s’écoule à haute vitesse et le milieu ambiant qui est au repos.
— La région de transition où la couche de cisaillement atteint l’axe du jet. L’augmen-
tation du mélange entre le fluide injecté et le milieu ambiant tend à homogénéiser
l’écoulement.
— La zone lointaine où le jet est globalement subsonique et la pression sensiblement
identique à la pression du milieu ambiant.
La différence de pression à la sortie d’un jet compressible est un paramètre important
influençant la structure du jet. Lorsque la pression à la sortie du jet est supérieure à
la pression dans le milieu ambiant, le jet est dit “sous-détendu”. Inversement lorsque la
pression à la sortie est inférieure à la pression ambiante, le jet est dit “sur-détendu”. Les
différents jets étudié dans ce travail correspondent à des jets sous-détendus.
2.2.4 Jets compressibles sous-détendus
Comme mentionné précédemment, la pression statique à l’ajutage d’un jet sous dé-
tendu est supérieure à la pression statique du milieu ambiant dans lequel il se décharge. Le
rapport entre la pression statique du fluide dans la section de sortie du jet et la pression
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Figure 2.3 – Schéma du jet faiblement sous-détendu (1.1 > NPR > 2.1). 1 : Choc
incident “en tonneau”, 2 : Choc réfléchi, 3 : Ligne isobare de la couche de cisaillement,
4 : Couche de cisaillement du jet, 5 : Zone potentielle, 6 : Zone de transition, 7 : Zone
développée, 8 : Profil de similitude des champs de vitesse et de température (d’après
Lehnasch [2])
statique du milieu dans lequel le fluide est injecté, noté NPR (Nozzle Pressure Ratio) est
le paramètre primordial qui va déterminer la structure du jet. Nous allons passer ici en
revue les différentes structures de jet pilotées par ce paramètre. Nous nous focalisons ici
sur les valeurs de NPR > 1 qui correspondent aux cas des jets sous-détendus. De plus,
nous concentrons notre description aux cas de jets soniques de fluide parfait.
Pour un rapport de pression compris entre 1,1 et 2,1 se développe un jet faiblement
sous-détendu (cf. figure 2.3). La différence de pression à l’ajutage fait diverger les lignes
de courant du jet ce qui induit l’apparition de faisceaux divergents d’ondes de détente.
Ce faisceau d’ondes se réfléchit sur l’enveloppe isobare du jet (3) en faisceaux convergents
d’ondes de compression. De la focalisation de ces ondes de compression résulte le choc
incident (1) qui converge vers l’axe. C’est au niveau de l’axe que ce choc se réfléchit en
un choc (4 qui diverge jusqu’à la frontière du jet. Ce choc va à nouveau se réfléchir sur
l’enveloppe isobare en un nouveau faisceau de détente convergent vers l’axe. Le rapport
de pression n’étant pas très élevé, les faisceaux de détente restent relativement peu éten-
dus. Ainsi, ils ne défléchissent l’enveloppe isobare que sur une courte distance. Les chocs
apparaissent quasi-rectilignes. Ce schéma se répète faisant apparaître plusieurs cellules de
choc. Le nombre de cellules de choc visible va dépendre du NPR mais également de la
section d’entrée. La structure globale prend alors une forme dite "en diamants" typique
des jets en sortie de tuyère. Dans ce cas, les réflexions de choc sont régulières. L’écoule-
ment est successivement détendu et accéléré puis comprimé et ralenti, mais reste toujours
supersonique (toutes les ondes de chocs traversées par l’écoulement sont obliques). Ce
cas est assez simple et n’est essentiellement conditionné que par l’évolution de la couche
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Figure 2.4 – Schéma du jet modérément sous détendu (2.1 > NPR > 7). 1 : Faisceau
de détente, 2 : Choc incident “en tonneau”, 3 : Point triple, 4 : Choc réfléchi, 5 : Poche
subsonique, 6 : Couche de mélange induite par le disque de Mach , 7 : Ligne isobare de
la couche de cisaillement, 8 : Couche de cisaillement du jet, 11 : Longueur de la première
cellule de choc, 12 : Longueur de la seconde cellule de choc, 13 : Distance entre l’ajutage
et le disque de Mach, 14 : Longueur de la poche subsonique (d’après Lehnasch [2]).
de cisaillement externe qui, en se développant, va progressivement diffuser la quantité
de mouvement du jet et dissiper les gradients de pression. Suivant l’évolution globale de
la position de l’enveloppe isobare, le jet se comprime et se dilate radialement, perdant
l’aspect classique qu’il aurait s’il était parfaitement détendu. L’enveloppe du jet appa-
raît alors ondulée dans la direction longitudinale. Pour un NPR compris entre 2,1 et 7,
le régime du jet devient modérément sous détendu (cf. figure 2.4). La différence la plus
notable est l’apparition d’un disque de Mach. Effectivement, la première réflexion de choc
sur l’axe n’est plus régulière. Légèrement en amont du point de réflexion du choc sur l’axe
que l’on observerait pour un jet faiblement sous détendu apparaît un choc droit. Il s’agit
d’un “disque” ou “cône” de Mach. Les chocs suspendu (2) et réfléchi (4) se rattachent
à ce disque au niveau du point triple (3). L’écoulement en aval du disque de Mach est
subsonique (5) tandis que l’écoulement en aval du choc réfléchi (4) reste supersonique.
Une couche de cisaillement (6) prend alors naissance à partir du point triple. Au point
d’impact du choc réfléchi avec la frontière du jet naît un nouveau faisceau de détente.
Celui-ci va infléchir la couche de cisaillement interne ce qui va restreindre la section de
passage de l’écoulement subsonique. Cet effet “tuyère” va réaccélérer le fluide jusqu’à la
vitesse sonique. La croissance de la couche de cisaillement finit d’homogénéiser la vitesse
des deux écoulements concentriques. La longueur de cette zone subsonique est essentielle-
ment liée à la taille du disque de Mach. Pour des valeurs du rapport de pression inférieurs
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Figure 2.5 – Schéma de la structure du jet fortement sous détendu (7 > NPR > 10).
2 : Choc incident “en tonneau”, 3 : Ligne isobare de la couche de cisaillement, 4 : Choc
réfléchi, 5 : Couche de cisaillement du jet, 6 Disque de Mach, 8 : Couche de mélange du
disque de Mach, 11 : Zone de détente supesonique, 12 : Zone de compression supesonique
(d’après Lehnasch[2])
à 4, 5, le jet possède encore deux cellules de choc. Au delà d’un NPR de 4, 5, Dam et
al. [11] observent que la zone subsonique (5) s’étend jusqu’à la seconde cellule. Les chocs
ne subsistent plus que dans l’enveloppe externe supersonique et le deuxième disque de
Mach disparaît. Une augmentation du NPR induit un étirement du diamètre du disque
de Mach ainsi qu’un allongement et un élargissement radial de la zone subsonique. L’ex-
tension de la zone supersonique où résident les chocs obliques est ainsi rétrécie. La zone
subsonique va s’allonger jusqu’à effacer complètement la seconde structure de choc. Pour
des NPR supérieur à 7, le jet est fortement sous détendu et sa structure va encore évoluer.
Ainsi, pour NPR = 7, Dam et al. [11] observent la disparition complète de la seconde
cellule. Le choc incident est fortement courbé, on parle alors de “bouteille de Mach”. Nous
pouvons néanmoins distinguer encore deux cas (les jets fortement sous détendu et très for-
tement sous détendu). Le premier pour lequel le disque de Mach bien que très large reste
au sein de la zone dite potentielle (cf. figure 2.5). Dans ce cas, la zone subsonique devient
suffisamment longue pour que la couche de cisaillement du disque de Mach interagisse
en aval avec la couche de cisaillement externe, qui se développe entre le jet et l’ambiant.
Au delà de la première cellule, l’écoulement s’apparente alors à l’écoulement de deux jets
annulaires concentriques à masse volumique fortement variable, l’un subsonique, l’autre
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Figure 2.6 – Schéma de la structure du jet très fortement sous détendu (NPR > 10).
1 : Choc incident “en tonneau”, 2 : Couche de mélange, 3 : Ligne isobare de la couche de
cisaillement, 4 : Choc réfléchi, 5 : Disque de Mach (d’après Lehnasch [2])
supersonique. L’écoulement en aval du choc réfléchi traverse alors un train de faisceaux
d’ondes de Mach, et subit successivement des détentes et des compressions. Pour des NPR
encore plus élevés (NPR > 10), le disque de Mach interagit directement avec la couche de
cisaillement, déstabilisant complètement le jet en aval (voir figure 2.6). Aucune structure
de choc stationnaire ne devient alors a priori identifiable au delà du disque de Mach. Le
choc incident et le disque de Mach deviennent très courbés et la zone subsonique s’allonge
en aval du disque de Mach. La problématique dans cette zone proche en aval du disque de
Mach est alors celle d’une couche de mélange supersonique à masse volumique fortement
variable comprise entre une couche externe au repos et un noyau subsonique interne for-
tement comprimé. Cette couche de cisaillement est soumise à une chute de pression totale
différente à travers le choc droit et le choc oblique, ce qui semble induire un mélange accru
et une forte déflexion de la zone interne de la couche vers l’axe. Cette configuration de jet
très fortement sous-détendu correspond typiquement à celle que l’on devrait obtenir dans
le cas particulier de percement d’une chambre de combustion ou de réservoirs à haute
pression. Nous allons désormais examiner plus en détail ses caractéristiques.
2.2.5 Jets compressibles fortement sous-détendus
Nous nous plaçons donc dans la catégorie des jets fortement sous-détendus (NPR >
10). Nous avons vu que pour ces conditions, il ne subsiste plus qu’une seule cellule de choc
délimitée en aval par un disque de Mach. Nous allons à présent étudier cette structure
compressible et en définir les dimensions.
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Figure 2.7 – Évolution de la position du disque de Mach en fonction de la pression totale
(données de Addy [3] (), Ashkenas [4] (), Dubois [5] (5) et Love [6] (4)). La courbe
en pointillés correspond à la corrélation de Ashkenas et Sherman [4].
Evolution de la structure de choc en fonction du rapport des pressions sta-
tiques ou NPR
Position du disque de Mach Dans un premier temps, nous allons analyser la position
du disque de Mach dans l’écoulement. Celui-ci est fortement courbé pour les grandes
valeurs du rapport de pression. Nous définissons donc la position xDM comme la distance
entre l’injection et la position du choc sur l’axe du jet. Dans les années 1960, Ashkenas
et Sherman [4] ont proposé une corrélation pour évaluer cette distance dans le cas de jet
sonique axisymétrique en fonction du rapport entre la pression totale à l’injection et la
pression ambiante :
xDM
De
= 0.67×
√
P0
Pa
(2.4)
avec P0 la pression totale à la sortie du jet, Pa la pression ambiante et De le diamètre
d’injection. Cette corrélation est valable pour des rapports de pression allant jusqu’à
3.105. La figure 2.7 montre la distance xDM/De déterminée à l’aide de la corrélation de
Ashkenas et Sherman [4] ainsi que plusieurs bases de données expérimentales [3, 4, 5, 6].
La corrélation donne une bonne estimation de la distance xDM même pour les très grands
rapports de pression.
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Figure 2.8 – Évolution du diamètre du disque de Mach en fonction de la pression totale
(données de Crist et al. [7]).
Diamètre du disque de Mach Nous allons maintenant considérer le diamètre du
disque de Mach. Dans le cas du jet sonique, le disque de Mach garde une allure de choc
droit jusqu’à NPR = 10 environ. Lorsque le NPR augmente au delà de cette valeur,
le disque de Mach se courbe, sa concavité étant orientée vers l’ajutage. La position du
premier disque de Mach ne dépend essentiellement que du rapport des pressions statiques.
En revanche, lorsque le rapport des chaleurs spécifiques diminue (entre 1,4 pour l’air dans
les conditions standards et 1,25 par exemple pour des gaz brûlés à haute température),
le faisceau de détente (Prandtl-Meyer) s’élargit. Il en résulte un accroissement de l’angle
initial de la frontière du jet par rapport à l’axe, accompagné d’une augmentation de l’angle
d’incidence du choc en tonneau avant réflexion, et donc du diamètre du disque de Mach
(cf. figure 2.8). L’étude de Antsupov [12] permet d’estimer les principales caractéristiques
des jets supersoniques jusqu’à NPR = 30. Il propose d’estimer le diamètre du disque de
Mach par le biais de la corrélation suivante (vérifiée expérimentalement par visualisation
Schlieren pour NPR < 40)
DDM
De
= log
((
Pe
Pa
)5/2)
− 34 (2.5)
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Figure 2.9 – Schéma de la structure proche d’un jet fortement sous-détendu. 1 : Buse
d’injection, 2 : Choc incident “en tonneau”, 3 : Disque de Mach, 4 : Choc réfléchi, 5 :
Couche de cisaillement, 6 : Couche tourbillonnaire de structures longitudinales, 7 : Couche
de mélange du disque de Mach, 8 : Tourbillon longitudinal de type Taylor-Görtler (d’après
Lehnasch[2])
2.2.6 Caractéristiques instationnaires des jets fortement sous-
détendus
Instationnarité de la couche de cisaillement
Les jets fortement sous-détendus présentent plusieurs zones de fort cisaillement no-
tamment la périphérie du jet et les couches cisaillées annulaires émanant du point triple.
Toutes ces zones peuvent être le siège de développement d’instabilités. Les couches ci-
saillées issues du point triple vont voir se développer des instabilités de type Kelvin-
Helmhotz, structures tourbillonnaires dont la taille croît, par entraînement de l’air am-
biant, lorsqu’elles sont convectées vers l’aval. Sur la périphérie du jet, les lignes de courant
de l’écoulement sont fortement courbées. Cette courbure est due au phénomène de détente
se produisant en sortie de buse d’injection. Ainsi, des effets de force centrifuge peuvent
s’exercer sur la couche cisaillée soumise à de forts gradients de vitesse et des instabilités
peuvent naître sur cette surface. Il s’agit d’un type d’instabilités typiquement lié au cas
du jet fortement sous-détendu : l’instabilité de Taylor-Görtler. Ces instabilités donnent
naissance à des tourbillons longitudinaux qui sont plus couramment observés au sein de
couches limites se développant sur parois courbes.
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Description des tourbillons L’observation d’une structure stationnaire de tourbillons
longitudinaux remonte à la fin des années 1970 [13]. Ces structures prennent naissance au
sein de la couche de cisaillement entre le choc “en tonneau” et la frontière du jet. Elles
se développent et se maintiennent dans la zone proche du jet fortement sous-détendu.
D’après l’étude de Arnette et al. [14], des variations azimutales de la pression statique
peuvent être enregistrées pour un jet sonique et un NPR de 4, 1. Ces variations peuvent
atteindre de forte amplitude en aval du disque de Mach. Buzyna et al. [13] ont effec-
tué des coupes planes transversales à l’axe du jet à différentes distances de la buse par
diffusion Rayleigh d’eau condensée. Ils illustrent ainsi le mécanisme de développement
de ces structures dites en pétales qui prennent naissance au niveau de la buse. Ces in-
stabilités vont croître et s’élargir atteignant leur taille maximale légèrement en aval du
disque de Mach. Celles-ci vont ensuite fusionner et perdre leur caractère stationnaire en
moyenne puis disparaître. Le nombre de structures semble globalement augmenter avec
le niveau de détente mais les tourbillons longitudinaux se présentent toujours par paires
de tourbillons contrarotatifs. En vérifiant que cette structure n’apparaît que dans le cas
des jets fortement sous-détendus, Arnette et al. [14] associe cependant fortement l’appari-
tion de cette structure à l’instabilité de Taylor-Görtler. Numériquement, plusieurs études
montrent l’apparition de ces structures sur la périphérie du jet. C’est le cas notamment
pour l’étude de Dauptain et al. [15] qui met en évidence l’apparition de sillons le long de
la périphérie du jet.
Origine des tourbillons L’origine de ces tourbillons est ainsi dans un premier temps
entièrement attribuée à la naissance et à l’amplification d’instabilités de type Taylor-
Görtler [16]. Zapryagaev et Bobrikov [17] étudient d’ailleurs spécifiquement l’évolution
longitudinale des taux de croissance des perturbations dans la couche de cisaillement
d’un jet sonique sous-détendu (NPR = 2, 65). Des spectres d’amplitude de pression sont
déduits les taux de croissance entre chaque section transversale. Ils observent naturelle-
ment que le domaine d’instabilité se réduit à mesure que l’on s’éloigne vers l’aval, vérifiant
directement le lien entre la disparition des structures tourbillonnaires longitudinales et la
diminution de courbure de la couche de cisaillement. Cette étude ne permet cependant
pas de conclure quant à la véritable origine des tourbillons. Novopashin et Perepelkin [18]
repèrent la position des tourbillons dans leur jet sonique en identifiant une structure en
“pétale”. Ils étudient l’impact de la rugosité de la buse d’injection sur le développement
de ces instabilités. Ils associent le développement de ces instabilités à la présence d’une
rugosité limite de leur buse d’injection. Ainsi, ils n’observent pas la structure particulière
lorsque la rugosité est inférieure à 5µm. Ils en concluent donc qu’une certaine rugosité de la
buse est nécessaire à l’apparition des tourbillons. Par ailleurs, Buzyna et al. [13] observent
cette structure tourbillonnaire pour des jets faiblement sous-détendus (NPR = 5.1), dé-
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montrant ainsi que la forte courbure des lignes de courant n’est pas le seul ingrédient
nécessaire au développement de ces structures longitudinales. King et al. [19] réussissent
d’ailleurs à exciter ces tourbillons longitudinaux même pour des cas de détente idéale.
Face à l’imprécision quant à l’origine de ces tourbillons, Krothapalli et al. [20] mènent
finalement une étude plus complète sur le lien entre la structure et l’état de surface à
l’intérieur de la buse. Ils constatent notamment par mesures micrométriques, que le pic
d’ondulation de pression qu’ils observent dans un premier temps dans leur jet, correspond
à un défaut d’usinage de la surface de leur buse convergente. En retravaillant l’état de
surface, ils parviennent à faire disparaitre globalement l’ensemble des tourbillons, même
avec un jet fortement sous-détendu. Au contraire, en ajoutant de petits apex au niveau de
la sortie d’une tuyère divergente adaptée (Ma = 1, 8), ils parviennent à enregistrer une
augmentation des ondulations de pression. Constatant que les plus gros tourbillons sont
générés par des apex triangulaires et que des obstacles de forme rectangulaire n’induisent
que très peu de mélange supplémentaire par rapport au cas sans obstacle, ils relient la
présence des tourbillons longitudinaux à une génération initiale de vorticité longitudinale
au sein de la couche limite de la tuyère. Ainsi, l’instabilité de Taylor-Görtler ne ferait
qu’amplifier spatialement la vorticité générée au sein de la couche limite. D’autres fac-
teurs resteraient à étudier pour caractériser plus précisément ces tourbillons, tels que le
rapport des masses volumiques, la vitesse du jet ou encore du nombre de Mach convec-
tif. On retiendra le résultat de Krothapalli et al. [4] suivant : la rugosité est susceptible
de déclencher la naissance d’un tourbillon longitudinal si la hauteur relative de rugosité
sur le diamètre de la section de l’ajutage est supérieure à environ 2/1000 pour une buse
convergente de diamètre de sortie de 22,6 mm)(Novopashin et Perepelkin avaient trouvé
0,0013 mais pour des buses plus petites de 0,5 à 4 mm). C’est donc en estimant l’épaisseur
de la couche limite et la rugosité que l’on devrait a priori pouvoir prédire l’apparition de
tourbillons longitudinaux. Un défaut de surface égal à un douzième de l’épaisseur de dé-
placement de la couche limite semble suffisant pour déclencher l’apparition d’un tourbillon
dans le jet.
Le développement de telles structures est possible que lorsque le nombre de Görtler
G dépasse une certaine valeur [21] (G = (Uθ/ν)(θ/R)1/2 avec U l’échelle de vitesse, θ
l’épaisseur de la couche limite à l’ajutage, R le rayon de courbure de la frontière du jet et
ν la viscosité cinématique). En ce qui concerne les simulations numériques de jets sous-
détendus, Dauptain et al. [15] observent ces instabilités le long de la périphérie du jet dans
leur calcul LES. De petites instabilités prennent naissance aux bords de la buse d’injection.
Ces perturbations sont amplifiées par l’instabilité de Taylor-Görtler déclenchée par la
courbure du jet. L’apparition des perturbations initiales est engendrée par des singularités
géométriques. Concernant la simulation numérique de Dauptain, celles-ci peuvent provenir
sans doute de singularité dans le maillage. En effet, un maillage non-structuré à base de
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tétraèdres est utilisé pour ce calcul. Vuorinen et al. [22] ont effectué des simulations de
jet sous détendu à l’aide de maillage non structuré à maille hexaédrale. Dans leur calcul,
la turbulence se développe naturellement en aval du disque de Mach et ils n’observent
pas d’instabilité le long de la périphérie du jet. Ils expliquent l’absence de structure
instationnaire par l’absence de perturbation en sortie de buse. Ainsi, le développement de
ces tourbillons dépendrait du niveau de turbulence en entrée.
2.3 Phénoménologie du mélange scalaire passif
2.3.1 Mélange scalaire
Scalaire passif
Nous notons ξ un scalaire passif. Celui-ci peut désigner indifféremment la concentration
d’une espèce chimique inerte ou bien la température (à conditions que les variations
correspondantes restent assez faibles). Ces différentes quantités ont un comportement
similaire dans un fluide. Elles sont transportées par le fluide en mouvement et elles se
diffusent à l’intérieur de celui-ci. L’étude du comportement de ces quantités se ramène
donc à celle d’un champ scalaire ξ régi par l’équation de transport
∂
∂t
(ρξ) + ∂
∂xi
(ρuiξ) =
∂
∂xi
(
ρD
∂ξ
∂xi
)
(2.6)
où ρ représente la masse volumique, ui la composante dans la direction i du champ de vi-
tesse, ξ le scalaire passif et D la diffusivité moléculaire de ce scalaire ξ supposée constante.
Si on se place dans un repère lié à une particule fluide, la variation de ξ associée à cette
particule ne dépend plus que du Laplacien ∆ξ. Si ce point représente un maximum local du
champ scalaire (respectivement un minimum), le Laplacien est négatif (respectivement po-
sitif) et la valeur du champ scalaire ne peut que décroître (respectivement croître). Ainsi,
une majoration du champ scalaire par ξmax (respectivement une minoration par ξmin) à un
instant donné reste valable à tout instant. Dans quasiment toutes les situations physiques,
le scalaire est donc borné par les conditions initiales. Ainsi, ces bornes restent valables
à tout instant. De plus, le champ ξ peut être multiplié par une constante ou bien une
constante peut lui être ajoutée sans modifier l’équation d’évolution. Ainsi, l’étude de tout
scalaire borné peut se ramener à celle d’un champs scalaire dans un intervalle de travail
arbitraire.
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Ecoulement turbulent
Le scalaire est dit passif si sa présence n’influence pas l’écoulement. Dans cette étude,
nous nous plaçons dans le cas d’un fluide compressible de masse volumique ρ. Le mou-
vement du fluide est décrit par son champ de vitesse. Les équations qui gouvernent le
comportement du fluide sont les équations de Navier-Stokes
∂ρ
∂t
+ ∂ρuj
∂xj
= 0, (2.7)
∂ρui
∂t
+ ∂ρuiuj
∂xj
+ ∂p
∂xi
= ∂τij
∂xj
, i = 1, . . . , 3, (2.8)
∂ρet
∂t
+ ∂ (ρet + p)uj
∂xj
= ∂uiτij
∂xj
− ∂qj
∂xj
, (2.9)
∂ρYα
∂t
+ ∂ρYαuj
∂xj
= −∂ρYαVαj
∂xj
+ ρω˙α, α = 1, . . . , N. (2.10)
Nous reviendrons sur ces équations dans le chapitre 3 où elles seront présentées plus en
détails. A grand nombre de Reynolds, le fluide présente un comportement turbulent. Dans
le cas particulier d’une turbulence homogène et isotrope (THI), la turbulence a un com-
portement universel : les plus grosses structures sont fragmentées sous les effets d’inertie
en structures plus petites, qui sont à leur tour divisées sans perte d’énergie notable. Les
plus petites structures de l’écoulement sont ensuite dissipées par la viscosité [23]. L’énergie
cinétique du fluide est donc dissipée aux petites échelles. L’échelle en dessous de laquelle
on ne trouve plus de fluctuation de vitesse s’appelle l’échelle de Kolmogorov. Elle signe
l’arrêt par la viscosité de la cascade turbulente des plus grandes vers les plus petites
échelles. Cette échelle est donnée par la relation suivante :
lη =
(
ν3

)1/4
(2.11)
où ν est la viscosité cinématique du fluide considéré et  est le taux de dissipation de
l’énergie cinétique turbulente.
Homogénéisation du scalaire
Moyenne du scalaire Le champ du scalaire peut être décomposé en une partie moyenne
ξ et une fluctuation ξ′ tel que ξ = ξ + ξ′. C’est la décomposition de Reynolds. Dans les
écoulements à masse volumique variable, un autre opérateur de moyenne est utilisé. Il
s’agit de la moyenne de Favre qui revient à pondérer la moyenne de Reynolds par la
masse volumique
ξ˜ = ρξ
ρ
(2.12)
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Figure 2.10 – Forme modèle du spectre d’énergie de la turbulence.
La décomposition devient ξ = ξ˜+ξ′′. Nous définissons alors la moyenne du champ scalaire
ξ˜ dans l’écoulement par
ρξ˜ = lim
T→∞
1
T
∫ t0+T
t0
ρξdt (2.13)
L’équation de transport de la valeur moyenne du scalaire ξ s’obtient simplement en moyen-
nant l’équation de transport instantanée suivante
∂
∂t
(ρξ) + ∂
∂xi
(ρuiξ) =
∂
∂xi
(
ρD
∂ξ
∂xi
)
(2.14)
Nous distinguons dans cette équation le terme d’accumulation, le terme de convection par
le champ de vitesse et de diffusion. L’équation de transport de la valeur moyenne s’écrit
alors
∂
∂t
(
ρξ˜
)
+ ∂
∂xi
(
ρu˜iξ˜
)
= ∂
∂xi
(
ρD
∂ξ
∂xi
− ρu′′i ξ′′
)
(2.15)
Un terme de flux turbulent ρu′′i ξ′′ apparaît dans le membre de droite. Ce terme représente
la convection du scalaire par les fluctuations du champ de vitesse.
Variance, énergie et dissipation du scalaire Nous étudions maintenant la variance
du scalaire dans notre écoulement. La variance ξ˜′′2 est une grandeur très importante
puisqu’elle caractérise la dispersion des valeurs du scalaire autour de sa valeur moyenne.
Son équation de transport exacte peut être obtenue à partir de l’équation de transport
2.3. Phénoménologie du mélange scalaire passif 19
instantanée du scalaire eq. (2.14) en effectuant la différence ξ˜2 − ξ˜2 :
∂
∂t
(
ρξ′′2
)
+ ∂
∂xk
(
ρukξ′′2
)
= ∂
∂xk
(
ρD
∂ξ′′2
∂xk
− ρu′′kξ′′2
)
−2ρD∂ξ
′′
∂xk
∂ξ′′
∂xk
− 2ρu′′kξ′′
∂ξ˜
∂xk
+ 2ξ′′ ∂
∂xk
(
ρD
∂ξ˜
∂xk
) (2.16)
Dans cette équation apparaissent un terme d’accumulation, un terme de convection dans
le membre de gauche de l’équation et un terme de diffusion moléculaire dans le membre
de droite. Les trois premiers termes du membre de droite représentent respectivement le
transport moléculaire et turbulent, le terme de dissipation ainsi que le terme de produc-
tion par le gradient moyen. On notera que la dernière contribution est souvent négligée.
La production de variance reflète l’hétérogénéité du mélange local. En revanche, sa des-
truction caractérise l’action des processus moléculaires à travers la valeur moyenne du
taux de dissipation scalaire (SDR) Nξ = D(∂ξ/∂xk)(∂ξ/∂xk) du scalaire passif, enfin plus
exactement de sa principale contribution turbulente ρε˜ξ = ρD(∂ξ′′/∂xk)(∂ξ′′/∂xk). Ce
taux de dissipation détruit la variance tant qu’il ne s’annule pas, i.e. tant que le champ
scalaire n’est pas uniforme. C’est ce processus d’homogénéisation du champ scalaire que
représente le mélange.
Le mélange turbulent
Nous avons vu que le mélange était piloté par le taux de dissipation scalaire (SDR).
Celui-ci est proportionnel au gradient du scalaire passif. Ainsi, le mélange est d’autant
plus rapide qu’il existe des zones de fort gradient. Dans ces zones, la dissipation est forte et
les flux scalaires dûs à la diffusion moléculaire sont importants. C’est toujours la diffusion
qui permet le mélange (si on pose D = 0, la variance du scalaire reste constante).
L’influence du champ de vitesse sur le mélange est indirecte. Pour illustrer cette action,
nous considérons la forme suivante de l’équation de transport du taux de dissipation
scalaire [24, 25, 26, 27] :
∂ρ˜ξ
∂t
+ ∂
∂xk
(ρu˜k ˜ξ)︸ ︷︷ ︸
II
= ∂
∂xk
(
ρD
∂ξ
∂xk
)
︸ ︷︷ ︸
III
− ∂ρu
′′
kξ
∂xk︸ ︷︷ ︸
IV
− 2ρD∂ξ
′′
∂xi
∂u′′k
∂xi
∂ξ˜
∂xk︸ ︷︷ ︸
V
−2ρD∂ξ
′′
∂xk
∂ξ′′
∂xi
∂u˜k
∂xi︸ ︷︷ ︸
V I
− 2ρDu′′k
∂ξ′′
∂xi
∂2ξ˜
∂xk∂xi︸ ︷︷ ︸
V I−b
(2.17)
−2ρD∂ξ
′′
∂xk
∂ξ′′
∂xi
∂u′′k
∂xi︸ ︷︷ ︸
V II
− 2ρD2 ∂
2ξ′′
∂xi∂xk
∂2ξ′′
∂xi∂xk︸ ︷︷ ︸
V III
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Le terme (IV) représente l’effet de la diffusion turbulente, le terme (V) la production par
le gradient de la concentration moyenne, le terme (VI) la production par le gradient de
la vitesse moyenne et le terme (VI-b) la courbure du champ de composition moyenne. Le
terme (VII) correspond à l’effet d’étirement par la turbulence, le terme (VIII) représente la
courbure locale. Pour les écoulements à grand nombre de Reynolds, les termes dominants
sont (VII) et (VIII) (d’ordre Re
1
2
t ) [26, 27]. Les termes (IV) , (V) et (VI) sont d’ordre
Re0t tandis que le terme (VI-b) est lui d’ordre Re
− 12
t . Le taux de dissipation scalaire ε˜ξ
n’est pas une quantité conservée et pour comprendre comment elle se crée et disparaît,
il faut considérer les deux termes source de l’équation précédente. Le premier, le terme
(VIII), est forcément négatif. Il signifie que les zones de fort gradient où la dissipation
est importante, comme la diffusion à tendance à détruire les gradients, la dissipation
est elle-même dissipée lors du processus d’homogénéisation. Le second, le terme (VII),
fait explicitement intervenir le champ de vitesse. Il s’agit du terme d’interaction entre la
turbulence et le champ scalaire. Il représente la création de dissipation dans les zones de
fort étirement. La turbulence, en étirant le fluide et le champ scalaire, crée des gradients
importants et favorise ainsi l’homogénéisation du scalaire. C’est le mélange turbulent.
Le rapport entre la viscosité (coefficient de diffusion de la quantité de mouvement) et
le coefficient de diffusion du scalaire est essentiel. Ce rapport sans dimension est appelé
nombre de Schmidt
Sc = ν
D
(2.18)
Il contrôle directement le rapport entre l’échelle de Kolmogorov et l’échelle de Batchelor.
Cette échelle est celle en dessous de laquelle le scalaire ne présente plus de fluctuations
notables et elle est définie par
lB =
lη√
Sc
(2.19)
Dans ce travail, l’ordre de grandeur du nombre de Schmidt est de 1.
Étude du scalaire passif
Le scalaire passif a été et est toujours abondamment étudié. Nous pouvons mentionner
les travaux de Batchelor [28], Bilger [29], Anselmet et al. [30] ou encore ceux de Sreeni-
vasan [31] et de Warhaft [32]. Nous allons présenter ici la description la plus classique
du comportement du scalaire passif. Il s’agit du point de vue développé par Corrsin et
Obukhov dans le début des années 1950.
Approche de Corrsin et Obukhov L’approche la plus classique du scalaire passif est
conceptuellement et chronologiquement très proche de l’approche de Kolmogorov concer-
nant la turbulence. Elle a été proposée par Corrsin [33] et Obukhov [34]. Ils voient dans le
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Figure 2.11 – Aspect des spectres d’énergie de la turbulence (trait plein) et d’un scalaire
passif ξ en fonction de son nombre de Schmidt (traits pointillés).
mélange turbulent un phénomène de cascade. De leur point de vue, le mélange turbulent
est dû à la division des structures du champ scalaire en structure plus petites, jusqu’à une
échelle où ces structures peuvent être dissipées par la diffusion moléculaire. En suivant
ce raisonnement analogue à celui de Kolmogorov, ils prédisent une loi puissance pour le
spectre dans la zone inertielle du champ de vitesse. Cette loi de puissance a déjà été obser-
vée, y compris pour des valeurs du nombre de Reynolds basé sur l’échelle de Taylor Reλ
faibles en turbulence de grille alors que le champ de vitesse ne présentait pas encore de
zone inertielle prédite par la théorie de Kolmogorov. Inversement, pour des écoulements
qui ne sont pas aussi nettement homogènes et isotropes, le comportement ci-dessus ne
semble se présenter que pour des grandes valeurs de Reλ. Dans le cas des grands nombres
de Schmidt, le spectre du scalaire s’étend au delà de l’échelle de Kolmogorov, jusqu’à
l’échelle de Batchelor qui est dans ce cas nettement plus petite. A ces échelles, le scalaire
n’est plus soumis au même type de mélange et Batchelor prédit un spectre du scalaire
présentant un comportement en κ−1.
Intermittence et modèle de l’advection turbulente Le spectre ne suffit cependant
pas à décrire toutes les caractéristiques du scalaire dans un écoulement turbulent. Si on
considérait par exemple un champ présentant un spectre en κ−5/3 et des phases aléatoires
indépendantes et identiquement distribuées, alors la densité de probabilité de ∆ξ serait
une gaussienne. Cela correspond à un comportement des moments de ∆ξ prédit par la
théorie de Corrsin et Obukhov. Ce comportement n’est pas du tout observé et, en pratique,
l’exposant des fonctions de structure croît beaucoup moins vite. Cela signifie que, pour des
distances assez faibles, ∆ξ prend des grandes valeurs plus souvent que dans le cas gaussien.
Cette apparition d’évènements violents moins rares qu’attendu est appelé intermittence et
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il est bien établi que le champ de vitesse turbulent et le champ scalaire sont intermittents.
On aurait pu penser que l’intermittence du scalaire était liée à celle du champ de vitesse.
Kraichnan a développé un modèle pour le champ de vitesse turbulent où celui-ci est
représenté par un champ gaussien (ne présentant donc pas d’intermittence) et décorrélé en
temps. Les simulations numériques qui ont été menées avec ce modèle ont fait apparaître
une intermittence importante du scalaire alors que le champ de vitesse ne présentait pas
d’intermittence notable.
Anisotropie du scalaire L’échec de la théorie de Corrsin et Obukhov du mélange
turbulent s’explique sans doute par l’anisotropie du scalaire à petite échelle. En effet, leur
théorie est basée sur l’hypothèse qu’à petite échelle, les propriétés des champs de vitesse
et du scalaire sont universelles et indépendantes des conditions aux limites. Or il semble
bien que le scalaire connaisse une relaxation lente vers l’isotropie, c’est à dire que même
aux temps longs et à petite échelle, il soit encore marqué par la façon dont il a été injecté.
C’est en contradiction avec l’idée que les petites échelles du scalaire sont universelles.
Le rôle comparé de la pression dans les équations du champ de vitesse et dans celles du
champ scalaire n’est probablement pas négligeable ici.
Étude du terme d’interaction entre la turbulence et le champ scalaire
Le terme (VII) de l’équation (2.17) représente l’interaction qui se produit dans l’écou-
lement entre la turbulence et le champ scalaire. Il correspond au produit tensoriel entre le
tenseur des taux de déformation et du gradient scalaire. Il a été intensément analysé pour
l’étude de la combustion, en combustion pré-mélangée pour l’étude de la variable d’avan-
cement de la réaction chimique et pour la combustion non pré-mélangée pour l’étude de la
fraction de mélange [32, 35, 36, 37]. Ce terme peut être exprimé dans l’espace des vecteurs
propres λi du tenseur des taux de déformations Sij = 12
(
∂ui
∂xj
+ ∂uj
∂xi
)
(équation (2.20))
ρD
∂ξ′′
∂xi
∂ξ′′
∂xk
∂u′′k
∂xi
= −ρξ (λ1 cos2 e1 + λ2 cos2 e2 + λ3 cos2 e3) (2.20)
Les λi sont les valeurs propres du tenseur des taux de déformation avec λ1 > λ2 > λ3.
La valeur propre λ1 correspond à la valeur propre d’étirement et λ3 à la valeur propre
de compression, enfin λ2 est une valeur propre intermédiaire pouvant être négative ou
positive. Les ei représentent les angles entre les vecteurs propres du tenseur de taux de
déformation et les gradients du scalaire passif. L’orientation relative du vecteur gradient
scalaire ou de la normale unitaire associée (nξ = ∇ξ/||∇ξ||) par rapport au vecteur propre
du taux de déformation associé à λ1 est noté e1. La nature du terme d’interaction entre
la turbulence et le champ scalaire est déterminé par l’alignement entre le gradient sca-
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Figure 2.12 – Schéma bidimensionnel de l’interaction entre le champ de vitesse et le
champ scalaire. Les directions e1 et e3 correspondent respectivement aux directions propres
d’étirement et de compression.
laire et les vecteurs propres. Les travaux précédents montrent que dans le cadre d’une
turbulence homogène isotrope (THI), le gradient du scalaire s’aligne préférentiellement
avec les contraintes principales de compression [35]. Ceci fait du terme (VII) un terme de
production de taux de dissipation scalaire. Lee et al. [38] ont étudié l’effet de la compres-
sibilité sur les gradients de vitesse sur une gamme de Mach turbulent allant de 0.059 à
0.885. Ils ont montré que les effets de compressibilités sur l’amplitude des valeurs propres
du tenseur des taux de déformations étaient minimes. Le schéma 2.12 illustre pour un
cas bidimensionnel l’influence du champ de vitesse sur le champ scalaire. La direction e1
correspond à la direction principale d’étirements et e3 à la direction principale de com-
pression. La bande hachurée représente le feuillet scalaire et les flèches montrent les lignes
de courant. Lorsque le gradient scalaire est aligné avec la direction principale de com-
pression e3, l’écoulement étire le feuillet scalaire et tend à accroître le gradient scalaire
et par conséquent le mélange. Inversement, si le gradient scalaire s’oriente parallèlement
avec la direction principale d’étirement e1, l’épaisseur du feuillet scalaire augmente, dimi-
nuant localement le gradient et donc le mélange. En d’autres termes, l’amplification des
gradients scalaires est associée à une région où la compression prédomine.
2.4 Allumage et Combustion
L’hydrogène est un combustible de tout premier choix pour les applications liées à la
propulsion aérospatiale. La chimie et, en conséquence, l’auto-allumage de l’hydrogène ont
été largement étudiées dans la littérature. L’hydrogène possède des propriétés thermody-
namique qui en font un combustible assez particulier notamment vis-à-vis des hydrocar-
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bures. Sa grande diffusivité et sa faible énergie d’allumage en font le combustible avec la
plage d’inflammation la plus importante. Le faible nombre de réactions élémentaires qui
caractérisent sa cinétique en font une des plus simples en particulier lorsqu’on la compare
à celles des hydrocarbures.
2.4.1 Chimie des mélanges d’hydrogène
La chimie de l’hydrogène représente sans doute la plus fondamentale et la plus im-
portante part de la combustion. Elle a d’ailleurs été massivement étudiée et de nom-
breux mécanismes réactionnels ont été développés. Nous pouvons ainsi citer les travaux
de Dryer [39] et Westbrook [40] ou encore ceux de Ó Conaire [1]. La plupart de ces schémas
réactionnels possèdent huit espèces réactives (H2, O2, H, O, OH, HO2, H2O2 et H2O). Un
mécanisme réactionnel possède quatre types de réactions élémentaires : les réactions d’ini-
tiation, de ramification, de propagation et de terminaisons. Les réactions d’initiations ont
pour rôle de fournir des radicaux consommés lors des réactions en chaîne. Ces réactions en
chaîne se composent des réactions de ramification et de propagation qui s’amplifient avec
l’augmentation de la température. Lorsque la températures est très élevée, les réactions
de terminaison se substituent aux autres. La présence d’un troisième corps dans les étapes
d’initiation et terminaison est très importante. Celui-ci représente une espèce inerte in-
tervenant à basse pression dans une réaction trimoléculaire pour évacuer l’excès d’énergie
libérée lors de la recombinaison de deux espèces réactives. La concentration du radical
hydroperoxyde (HO2) joue également un rôle crucial dans le phénomène d’auto-allumage
au travers de la température de croisement [41, 42]. Cette température Tc de l’ordre de
950 K à 1 atm, définit la température à partir de laquelle les réactions de ramification
et de recombinasion de l’hydroperoxyde deviennent du même ordre de grandeur. Plus de
détails sont donnés dans les références [43, 44].
2.4.2 Limites d’allumage des mélanges hydrogène/air
Les limites d’allumage représentent une propriété fondamentale d’un mélange hydro-
gène/air. Elles définissent les limites riche et pauvre d’un mélange. Les limites d’inflam-
mabilité de l’hydrogène dans l’air ont été déterminées par Zabetakis [45]. Les richesses
limites d’inflammabilité pour un mélange hydrogène/air et une température de 298.5 K
et 1 atm sont de 0.1 et 7.14 (10% – 75% en volume). La plage d’inflammabilité est donc
plus large pour l’hydrogène que pour n’importe quel autre hydrocarbone ou biofuel, ceci
est en grande partie grâce à sa faible énergie d’allumage et sa grande diffusivité. Ceci
a des conséquences directes sur les caractéristiques d’auto-allumage, de propagation de
flamme, d’extinction ou encore de stabilité. Comme pour la vitesse de flamme, les limites
d’inflammabilité dépendent de nombreuses variables. Par exemple, une augmentation de
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la température élargit la plage d’inflammabilité (augmente la limite haute et diminue la
limite basse). Un accroissement de la pression est susceptible de légèrement élargir la
plage d’inflammabilité.
2.4.3 Auto-allumage des mélanges d’hydrogène
L’auto-allumage signifie l’établissement spontané d’une zone réactive entre deux réac-
tifs mis en contact. Pour la plupart des mélanges, la réaction s’effectue seulement au dessus
d’une température critique. Ce processus possède un caractère très local dans le mélange
combustible/oxydant. Par exemple, dans un écoulement turbulent, c’est l’interaction entre
la chimie et la turbulence qui détermine les zones les plus favorables à l’auto-allumage.
Selon les travaux conduits dans [42, 46, 47], l’auto-inflammation a lieu dans des régions
caractérisées par un faible taux de dissipation scalaire et pour une valeur de la fraction
de mélange particulièrement réactive ξmr. Cette fraction de mélange est susceptible de
différer de celle correspondant aux conditions stoechiométrique ξst.
L’auto-inflammation est un processus fortement non linéaire et très rapide. L’expres-
sion des vitesses de réaction basées sur une loi exponentielle d’Arrhenius en est la preuve.
On parle souvent d’un processus d’emballement thermique ou “thermal runaway”, un léger
dégagement de chaleur augmentant la température amplifiera ce dégagement de chaleur
déclenchant le processus d’auto-inflammation.
Dans le cas de réactifs non prémélangés, l’auto-inflammation est donc un phénomène
local qui se déroule à une fraction de mélange ξ particulière notée MR (“Most Reactive”
la plus réactive). Cette quantité peut être définie comme la valeur minimisant le temps de
l’allumage. On comprend tout de suite que chaque écoulement possède sa propre valeur
de ξMR. La déterminations de celle-ci s’effectuent généralement grâce à des réacteurs
adiabatiques parfaitement mélangés [48]. Les résultats de Echekki et Chen [49] ont montré
l’existence des régions appelées “kernels” où l’auto-inflammation du mélange se produit à
ξMR. Ces régions sont aussi caractérisées par une haute température, une richesse pauvre
et des niveaux de dissipation scalaire très faibles.
D’après Mastorakos et al. [48], la turbulence est susceptible de diminuer le délai d’allu-
mage par rapport au cas laminaire. La stabilisation des flammes résulte de la compétition
entre le temps caractéristique du transport et le temps caractéristique de la chimie. Tan-
dis que pour les écoulements subsoniques cette stabilisation peut être obtenue en créant
une zone de recirculation des gaz brûlés à basses vitesses et hautes températures, le cas
supersonique pose plus de difficultés dû à l’ordre de grandeur des vitesses impliquées [50].
L’auto-allumage peut se comporter comme un mécanisme stabilisateur des flammes non
prémélangées. La stabilisation d’une “flamme jet” d’hydrogène-air fait l’objet de nom-
breuses études [51, 42]. En particulier, les résultats obtenus dans les travaux récents de
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Yoo et al. [42] indiquent que le bilan entre la vitesse axiale locale et l’auto-allumage
détermine la stabilisation de la flamme. Dans le cas d’une combustion supersonique et,
notamment celle ayant lieu dans les chambres de combustion des superstatoréacteurs, la
stabilisation de la combustion peut se faire à l’aide d’un système de chocs obliques. Dans
des mélanges d’hydrogène et d’air, des inflammations locales peuvent être pilotées par
des effets de compressibilité, de dissipation visqueuse et des fluctuations de température
et de composition. L’allumage a lieu à l’intérieur des tourbillons, du côte du courant
chaud, où les conditions locales le permettent [52] puisqu’elles correspondent à de hautes
températures, de faibles niveaux de dissipation scalaire et à des temps d’induction faibles.
2.4.4 Auto-allumage dans les écoulements à haute vitesse
Lorsqu’un mélange s’auto-enflamme, la chaleur produite se diffuse dans un premier
temps dans son milieu proche accompagnée par une légère dilatation de celui-ci. Lorsque
la température atteint des niveaux suffisants, la réaction chimique entre le combustible
et l’oxydant se met en place. L’emballement thermique qui en résulte propage le front
de flamme. Dans les écoulements à grande vitesse, une compétition peut s’établir entre
le transport des radicaux et de la chaleur sous l’effet dû champ de vitesse turbulent et
l’apport d’énergie du à l’échauffement visqueux ainsi qu’au dégagement de chaleur issu
de la réaction chimique.
Chapitre 3
Présentation de l’outil numérique
3.1 Introduction
Ce chapitre regroupe tous les aspects liés au développement et à la présentation du
code de simulation numérique employé dans le cadre de cette étude. Dans un premier
temps, nous allons rappeler brièvement les équations régissant les écoulements tridimen-
sionnels compressibles et réactifs avec une présentation détaillée des différentes approches
concernant le traitement des termes de transport ainsi que la prise en compte des termes
sources chimiques. Ensuite, nous décrirons les schémas numériques ainsi que les conditions
aux limites implémentées dans le code CREAMS. Enfin, nous exposerons quelques uns
des nombreux cas tests préliminaires effectués avec le solveur.
3.2 Equations et modèles mathématiques
Cette partie présente les différentes équations utilisées pour modéliser des écoulements
tridimensionnels compressibles de mélanges réactifs gazeux, notamment la description du
traitement des termes de transport ainsi que le modèle cinétique basé sur un mécanisme
réactionnel composé de plusieurs étapes réactionnelles élémentaires.
La section 3.2.1 présente les équations de Navier-Stokes multi-espèces réactives pour
un écoulement tridimensionnel décrivant un mélange de gaz réactifs. Les propriétés ther-
modynamiques du mélange sont exposées dans la section 3.2.2 tandis que les propriétés
de transport détaillé et simplifié sont présentées, respectivement, dans les sections 3.2.3 et
3.2.4. Le modèle de cinétique chimique est étudié dans la section 3.2.5. La dernière partie
de ce chapitre présente un récapitulatif des équations et modèles utilisés.
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3.2.1 Equations de Navier-Stokes pour un mélange réactif de
gaz
Nous considérons ici le système d’équations décrivant un écoulement tridimensionnel,
instationnaire, compressible et visqueux composé de N espèces réactives, où les forces
volumiques et le transfert d’énergie par rayonnement sont négligeables. Ce système de
lois de conservation est basé sur les variables indépendantes suivantes (appelées aussi
variables conservatives) : la masse volumique ρ, les trois composantes de la quantité de
mouvement ρui, les fractions massiques d’espèces pondérées par la masse volumique ρYi
(ou masses volumiques partielles ρi) et enfin l’énergie spécifique totale pondérée par la
masse volumique ρet. Il peut s’écrire sous la forme suivante :
∂ρ
∂t
+ ∂ρuj
∂xj
= 0, (3.1)
∂ρui
∂t
+ ∂ρuiuj
∂xj
+ ∂p
∂xi
= ∂τij
∂xj
, i = 1, . . . , 3, (3.2)
∂ρet
∂t
+ ∂ (ρet + p)uj
∂xj
= ∂uiτij
∂xj
− ∂qj
∂xj
, (3.3)
∂ρYα
∂t
+ ∂ρYαuj
∂xj
= −∂ρYαVαj
∂xj
+ ρω˙α, α = 1, . . . , N. (3.4)
La première équation du modèle de Navier-Stokes traduit la conservation de la masse
totale du mélange. Les trois équations suivantes traduisent le principe fondamental de la
dynamique, i.e., la variation de la quantité de mouvement d’un système physique est due
aux forces auxquelles il est soumis. La cinquième équation traduit le premier principe de
la thermodynamique, i.e. la variation de l’énergie totale d’un système physique due à la
somme des travaux de toutes les forces appliquées à ce système. Les N équations restantes
traduisent la conservation de l’ensemble des espèces chimiques.
Les espèces chimiques, appelées scalaires actifs, modifient l’écoulement par le biais de
la masse volumique du mélange (combinaison des différentes masses molaires des espèces)
et également par les propriétés de transport, comme la viscosité et les coefficients de
diffusion. La masse volumique ρ et la pression p sont reliées à la température T via
l’équation d’état des gaz parfaits
p = ρRT
W
, (3.5)
où R = 8.314 J/molK est la constante universelle des gaz parfaits et
W =
N∑
α=1
XαWα =
(
N∑
α=1
Yα
Wα
)−1
, (3.6)
est la masse molaire du mélange, calculée à partir des masses molaires de chaque espèceWα
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et leur fractions molaires ou massiques, Xα ou Yα respectivement. Les énergies spécifiques
totale et interne de l’écoulement sont reliées par l’équation
et = e+
uiui
2 , (3.7)
où l’énergie spécifique interne, qui comporte une contribution chimique (liaisons entre les
atomes) et sensible (agitation moléculaire en température), peut s’exprimer à partir de
l’enthalpie spécifique du système comme
e = h− p
ρ
. (3.8)
L’écriture du bilan d’énergie (3.3) en terme d’énergie totale (énergie chimique, sensible
et cinétique) est avantageux car aucun terme source associé aux processus chimiques
n’apparaît de façon explicite dans ce bilan.
Afin de compléter la description du système (3.1)–(3.4), il est nécessaire de définir
d’autres quantités telles que les propriétés thermodynamiques du mélange, le tenseur des
contraintes visqueuses τij, les composantes du vecteur de flux de chaleur qj, ainsi que les
vitesses de diffusion et les taux de production de chaque espèce, Vαj et ω˙α respectivement.
Il s’agit de lois de comportement. En outre, le système (3.1)–(3.4) reste surdéterminé :
il y a N fractions massiques à déterminer avec (3.4) et la conservation de la masse glo-
bale du système impose que la somme des fractions massiques doit être égale à l’unité,
i.e. ∑Nα=1 Yα = 1. Néanmoins, lorsque les identités ∑Nα=1 YαVαj = 0 et ∑Nα=1 ω˙α = 0
sont vérifiées, l’équation (3.1) est retrouvée. Ceci montre qu’il n’existe effectivement que
N équations indépendantes. La résolution d’une équation pour le bilan de la masse to-
tale (3.1) ou l’une des N équations (3.4) est donc inutile mais nous procéderons tout de
même à cette résolution suivant l’argumentaire proposé dans [53].
3.2.2 Propriétés thermodynamiques
La valeur de l’enthalpie du mélange est nécessaire pour déterminer précisément l’éner-
gie interne (3.8). L’enthalpie de chaque espèce est calculée à partir de l’expression suivante
hα (T ) = ∆h0fα +
∫ T
T0
cpα(T ∗)dT ∗
= R
Wα
(
a6α + a1αT + a2α
T 2
2 + a3α
T 3
3 + a4α
T 4
4 + a5α
T 5
5
)
,
(3.9)
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la chaleur spécifique à pression constante de chaque espèce étant exprimée de façon stan-
dardisée comme une fonction polynomiale
cpα(T ) =
R
Wα
(
a1α + a2αT + a3αT 2 + a4αT 3 + a5αT 4
)
. (3.10)
Les valeurs des coefficients anα sont données dans les tables de JANAF [54]. La constante
d’intégration a6α est choisie de façon à obtenir la valeur correcte de l’enthalpie de formation
∆h0fα à la température T 0 = 298.15 K. L’enthalpie spécifique du mélange est obtenue à
partir de la somme pondérée des enthalpies de chaque espèce par la fraction massique
correspondante
h =
N∑
α=1
Yαhα. (3.11)
La même procédure est utilisée pour retrouver la chaleur spécifique à pression constante
du mélange
cp =
N∑
α=1
Yαcpα, (3.12)
tandis que la chaleur spécifique à volume constant du mélange est donnée par la relation
cv = cp − R
W
. (3.13)
D’après la relation (3.9), la dépendance non linéaire des chaleurs spécifiques à pression
constante avec la température empêche la calcul direct de la température à partir de
l’énergie totale (3.7). Cette dernière quantité étant fournie directement par les équations de
Navier-Stokes, il est donc nécessaire d’utiliser un algorithme itératif permettant d’estimer
la valeur de la température du mélange à partir de son énergie totale. Cet algorithme sera
détaillé dans le chapitre suivant.
3.2.3 Propriétés de transport détaillé
Dans cette description détaillée, les coefficients de transport ne sont pas donnés expli-
citement par la théorie cinétique. En revanche, ils sont calculés à partir de la résolution
de systèmes linéaires d’une taille considérable. Dans ce travail, ils sont évalués en suivant
l’approche décrite par Ern et Giovangigli [55, 56]. Cette stratégie utilise une méthode
itérative pour obtenir une solution approchée à ce système.
Ainsi, le tenseur des contraintes visqueuses est donné par
τij = κSkkδij + 2µ
(
Sij − Skk3 δij
)
, (3.14)
où κ et µ sont la viscosité volumique et dynamique, respectivement. δij est le symbole de
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Kronecker et Sij est la partie symétrique du tenseur des gradients de vitesse
Sij =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
. (3.15)
Les flux de diffusion d’espèces est donné par
ρYαVαj = −
N∑
β=1
ρD˜αβdβj − ρYαθα∂ lnT
∂xj
= −
N∑
β=1
ρD˜αβ
(
dβj +
Xβχ˜β
T
∂T
∂xj
)
,
(3.16)
avec le vecteur de diffusion dβj défini comme
dβj =
∂Xβ
∂xj
+ Xβ − Yβ
p
∂p
∂xj
. (3.17)
La variable D˜αβ représente les coefficients du flux de diffusion des composantes de YαDαβ.
χ˜α est le rapport de la diffusion thermique normalisé (χ˜α = χα/Xα) de la αème espèce, dé-
fini de telle sorte que DαβXβχ˜β = θα, avec θα étant le coefficient de diffusion thermique de
la αème espèce. Les équations (3.16)–(3.17) ne considèrent pas seulement la diffusion pro-
voquée par les gradients de fraction molaire des espèces, mais aussi l’effet de barodiffusion
provoqué par les gradients de pression et de thermodiffusion dû aux gradients de tempé-
rature (communément appelé effet Soret). Finalement, les effets de diffusion différentielle
sont bien pris en compte par D˜αβ.
Le flux de chaleur peut s’exprimer comme
qj = −λ′ ∂T
∂xj
+
N∑
α=1
ρYαVαjhα − p
N∑
α=1
θαdαj
= −λ ∂T
∂xj
+
N∑
α=1
ρYαVαjhα + p
N∑
α=1
χαVαj
= −λ ∂T
∂xj
+
N∑
α=1
ρYαVαj
(
hα +
RTχ˜α
Wα
)
,
(3.18)
avec λ′ la conductivité thermique partielle et λ la conductivité thermique du mélange. Le
premier terme à droite de l’égalité est le transport de chaleur par diffusion. Le deuxième
terme représente le transfert de chaleur par conduction. Finalement, le dernier terme est
connu sous le nom d’effet Dufour.
Tous les coefficients de transport des équations précédentes, i.e. κ, µ, λ, D˜αβ et χ˜α,
sont calculés à l’aide de la librairie fortran EGLIB [56]. Dans la suite, cette description
des termes de transport sera désignée par “transport détaillé”.
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3.2.4 Propriétés de transport simplifié
La description simplifiée des termes de transport que nous allons présenter mainte-
nant néglige la viscosité volumique du tenseur des contraintes visqueuses (3.14) ainsi que
les effets Soret et Dufour. Dans cette approche, les coefficients de transport de chaque
espèce sont déterminés à l’aide des expressions issues de la théorie cinétique des gaz. Une
formulation moyenne du mélange [57] est retenue pour la description des flux de diffusion
d’espèces en remplaçant (3.16) par une version modifiée de l’approche de Hirschfelder et
Curtiss [58]
ρYαVαj = −ρDmα
Wα
W
∂Xα
∂xj
+ ρYαVc
= −ρDmα
Wα
W
∂Xα
∂xj
+ ρYα
N∑
β=1
Dmβ
Wβ
W
∂Xβ
∂xj
,
(3.19)
le dernier terme correctif permet d’assurer la conservation de la masse globale du mé-
lange [59], i.e. ∑Nα=1 YαVαj = 0. Dans cette expression, la matrice des coefficients de
diffusion binaires D˜αβ est remplacée par la matrice des coefficients de diffusion de la αème
espèce dans le mélange, Dmα , en négligeant les effets de diffusion différentielle.
Le flux de chaleur s’en retrouve également simplifié
qj = −λ ∂T
∂xj
+
N∑
α=1
ρYαVαjhα. (3.20)
Les expressions des coefficients de transport µ et λ varient par rapport à celles corres-
pondantes à la description détaillée. Ceux-ci sont évalués, avec Dmβ , à l’aide de la librairie
CHEMKIN [60, 57]. La description des termes de transport présentée dans cette section
sera désignée dans la suite par “transport simplifié”.
3.2.5 Cinétique chimique
Une réaction chimique, traduisant le bilan global d’un processus de combustion, peut
être exprimée de la façon suivante
ν ′cC + ν ′oO→ ν ′′pP, (3.21)
où ν ′c, ν ′o et ν ′p sont les coefficients stœchiométriques du combustible C, de l’oxydant O
et des produits de combustion P, respectivement. Un système composé de N espèces qui
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réagissent en suivant Nr réactions élémentaires est décrit par le mécanisme réactionnel
N∑
α=1
ν ′α,iMα 

N∑
α=1
ν ′′α,iMα, i = 1, . . . , Nr. (3.22)
Dans cette expression, ν ′α,i et ν ′′α,i sont les coefficients stœchiométriques direct (réactifs vers
produits) et inverse (produits vers réactifs), respectivement, de l’espèce Mα intervenant
dans la ième réaction. Le taux global de la ième réaction est donné par la théorie cinétique
des gaz, à partir de la différence entre les taux de réactions directs et inverses
qi = kf,i
N∏
α=1
[Xα]ν
′
α,i − kr,i
N∏
α=1
[Xα]ν
′′
α,i , (3.23)
kf,i et kr,i étant les constantes de vitesse de réaction directe et inverse, respectivement, et
[Xα] = ρYα/Wα étant la concentration molaire de la αème espèce. La vitesse de réaction
directe est souvent modélisée en suivant une loi d’Arrhenius
kf,i = AiT βi exp
(−EAi
RT
)
, (3.24)
où le facteur pré-exponentiel Ai, l’exposant de température βi et l’énergie d’activation
EAi sont des constantes qui dépendent de la réaction considérée mais qui sont supposés
indépendants de la température. Les constantes de vitesse de réaction directe et inverse
sont liées par la constante d’équilibre kci = kfi/kri. Finalement, le taux de production
de la αème espèce, ω˙α, est donné par la somme des taux globaux des réactions contenant
cette espèce
ω˙α =
Nr∑
i=1
ω˙α,i =
Nr∑
i=1
(
ν ′′α,i − ν ′α,i
)
qi, (3.25)
et le taux de dégagement de chaleur est calculé comme
ω˙0 = −
N∑
α=1
∆h0fαω˙α. (3.26)
L’expression générale du taux de réaction (3.23) peut être modifiée en fonction du
schéma cinétique considéré [60]. En effet, dans certaines applications, des études expé-
rimentales montrent que le taux de réaction est proportionnel à la concentration d’une
espèce élevée à une puissance arbitraire différente du coefficient stœchiométrique. De la
même manière, certaines réactions peuvent faire intervenir un troisième corps et la concen-
tration effective de cette nouvelle espèce doit être prise en compte dans l’expression (3.23).
Dans la littérature, il existe plusieurs schémas cinétiques permettant de modéliser
les processus chimiques des mélanges d’hydrogène-air : Miller et al. [61], Westbrook et
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Tableau 3.1 – Mécanisme réactionnel de Ó Conaire et al. [1]. Les coefficients de réaction
sont exprimés sous la forme kf = AT β exp (−EA/RT ) en unités s-cm3-cal-mol-K. Les
espèces considérées sont les suivantes : H2, O2, H, O, OH, HO2, H2O2, H2O, N2.
Nr Réaction A β EA
01 H + O2 
 O + OH 1.91× 1014 0.00 16440
02 O + H2 
 H + OH 5.08× 104 2.67 6292
03 OH + H2 
 H + H2O 2.16× 108 1.51 3430
04 O + H2O
 2OH 2.97× 106 2.02 13400
05 H2 + M
 2H + Ma 4.58× 1019 −1.40 104400
06 O2 + M
 2O + Ma 4.52× 1017 −0.60 118900
07 OH + M
 O + H + Ma 9.88× 1017 −0.70 102100
08 H2O + M
 H + OH + Mb 1.91× 1023 −1.80 118500
09 H + O2 + M
 HO2 + Mc 1.48× 1012 0.60 0
10 HO2 + H
 H2 + O2 1.66× 1013 0.00 823
11 HO2 + H
 2OH 7.08× 1013 0.00 295
12 HO2 + O
 OH + O2 3.25× 1013 0.00 0
13 HO2 + OH
 H2O + O2 2.89× 1013 0.00 −497
14 H2O2 + O2 
 2HO2 4.63× 1016 −0.30 50670
15 H2O2 + O2 
 2HO2 1.43× 1013 −0.30 37060
16 H2O2 + M
 2OH + Ma 2.95× 1014 0.00 48430
17 H2O2 + H
 H2O + OH 2.41× 1013 0.00 3970
18 H2O2 + H
 H2 + HO2 6.03× 1013 0.00 7950
19 H2O2 + O
 OH + HO2 9.55× 106 2.00 3970
20 H2O2 + OH
 H2O + HO2 1.00× 1012 0.00 0
21 H2O2 + OH
 H2O + HO2 1.07× 1013 0.60 40450
aEfficacité du troisième corps : k(H2) = 2.50, k(H2O) = 12.
bEfficacité du troisième corps : k(H2) = 0.73, k(H2O) = 12.
cEfficacité du troisième corps : k(H2) = 1.30, k(H2O) = 14.
Dryer [62], Maas et Warnatz [63], etc. Le schéma cinétique retenu dans notre étude est
celui de Ó Conaire et al. [1] qui comporte 21 réactions élémentaires et 9 espèces (cf.
tableaux 3.1). Ce schéma, assez récent, est basé sur le mécanisme réactionnel de Mueller
et al. [64] et a été conçu pour simuler la combustion des mélanges d’hydrogène-air dans une
large gamme de température (298 K–2700 K), de pression (0.05 bar–87 bar) et de richesse
(0.2–6.0). Il a été validé avec des données expérimentales en termes de délais d’auto-
inflammation, de vitesses de flammes laminaires et de compositions de radicaux.
3.2.6 Récapitulatif
Les équations de Navier-Stokes multi-espèces réactives pour un écoulement tridimen-
sionnel décrivant un mélange des gaz réactifs ont été présentées. Les propriétés des
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différentes espèces chimiques composant le mélange sont présentées sous forme poly-
nomiale [54]. Les propriétés de transport détaillé sont calculés à l’aide de la librairie
EGLIB [56] tandis que la librarie CHEMKIN [57] est utilisée pour évaluer les propriétés
de transport simplifiées et la cinétique chimique considérée à partir des différents méca-
nismes réactionnels retenus.
3.3 Méthodes numériques
Les outils numériques utilisés dans ce travail sont présentés dans ce chapitre. Une par-
tie des développements réalisés s’appuie sur les travaux de Shahab et al. [65], portant sur
des écoulements inertes d’air. Ces outils ont été étendus et optimisés pour l’étude d’écou-
lements réactifs multi-espèces par Martinez [66]. Dans ce type d’écoulements, il existe des
échelles temporelles très différentes associées aux différents phénomènes physiques et chi-
miques impliqués. Cela donne lieu à un système d’équations particulièrement raide. Une
difficulté à prendre en compte est celle liée à la résolution simultanée des équations du
mouvement et des espèces chimiques, en tenant compte de l’intégration des termes sources
chimiques associés. La modélisation d’un problème instationnaire de convection-diffusion
avec termes sources est décrite par l’équation aux dérivées partielles de la forme suivante
∂Q
∂t
+ ∂Fj
∂xj
= ∂Gj
∂xj
+ S. (3.27)
Cette équation comporte trois termes qui ont des propriétés mathématiques différentes :
le terme convectif représenté par Fj, le terme diffusif représenté par Gj et le terme de
production-consommation ou terme source représenté par S.
L’équation (3.27), présentée sous forme différentielle, est résolue numériquement par
la méthode des différences finies. Le schéma numérique permettant la résolution de la
partie hyperbolique des équations de Navier-Stokes est détaillé dans la section 3.3.1 tan-
dis que celui utilisé pour évaluer les flux moléculaires est décrit dans la section 3.3.2.
La section 3.3.3 présente l’intégration temporelle des contributions inertes et réactives de
l’équation (3.27) tandis que les critères de stabilité numérique limitant le pas de discréti-
sation temporel sont donnés dans la section 3.4. Une méthode itérative est utilisée dans
la section 3.4.1 pour la détermination de la température du mélange. Les conditions aux
limites utilisées sont décrites dans la section 3.4.2. Finalement, la section 3.4.3 présente
un récapitulatif des méthodes numériques utilisées.
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3.3.1 Discrétisation spatiale des flux convectifs
Les flux convectifs correspondent à la partie hyperbolique des équations de Navier-
Stokes, représentée par les équations d’Euler. Celles-ci décrivent le mouvement d’un fluide
compressible non visqueux, sans termes de production. Par soucis de simplicité, nous
considérons ici uniquement la première direction de l’espace pour écrire les équations.
Dans cette direction, la partie hyperbolique des équations de Navier-Stokes (3.1)–(3.4)
peut s’exprimer sous forme conservative comme
∂Q
∂t
+ ∂F
∂x
= 0, (3.28)
où Q est le vecteur des variables conservatives
Q = (ρ, ρu1, ρet, ρY1, . . . , ρYN)t, (3.29)
et F = F (Q) est le vecteur des flux convectifs dans la direction j = 1 (F ≡ F1 et x ≡ x1)
F = u1Q+ p(0, 1, u1, 0, . . . , 0)t. (3.30)
L’équation (3.28) est résolue numériquement dans un domaine de calcul discrétisé
régulièrement en N points, xi = i∆x pour i = 1, . . . , N , ∆x étant le pas de discrétisa-
tion spatiale. L’approximation numérique Qi de la solution exacte Q satisfait le système
d’équations différentielles ordinaires
∂Qi
∂t
= L(Qi) = − 1∆x
(
fˆi+1/2 − fˆi−1/2
)
, (3.31)
aussi appelée forme semi-discrète du système (3.28). Les quantités fˆi+1/2 et fˆi−1/2 sont
les approximations numériques aux interfaces i+ 1/2 et i− 1/2, respectivement, des flux
eulériens F (Q(xi+1/2)) et F (Q(xi−1/2)). L’opérateur de discrétisation spatiale L(Qi) est
évalué à l’aide d’un schéma WENO précis à l’ordre 7, désigné dans la suite par “WENO7”.
Le paragraphe suivant décrit la procédure utilisée pour la famille des schémas WENO.
Pour ce qui concerne le développement des schémas WENO, on pourra se référencer aux
travaux de Crnjaric-Zic et al. [67], Shi et al. [68], Shu et al. [69], Titarev et Toro [70], Xu
et Shu [71] et Zhang et al. [72] entre autres.
La famille des schémas ENO (essentially non-oscillatory) et WENO (weighted essen-
tially non-oscillatory) a été développée dans le but de résoudre des écoulements complexes
contenant de forts gradients, e.g. ondes de choc, discontinuités de contact, etc. Les sché-
mas ENO, introduits dans [73], utilisent un algorithme local non linéaire pour sélectionner
un et un seul stencil parmi plusieurs candidats afin d’éviter que celui-ci ne franchisse une
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discontinuité dans les solutions lors de l’interpolation des flux numériques. Cet algorithme
attribue à chaque stencil un poids en fonction du niveau de régularité locale de la solu-
tion. Plus le stencil est proche de la discontinuité, plus le poids attribué est faible. Les flux
numériques calculés avec cette procédure n’introduisent pas d’oscillation non physique.
Les schémas WENO, introduits par Liu et al. [74], constituent ainsi une amélioration des
schémas ENO. L’évolution réside dans l’utilisation de tous les stencils disponibles pour
l’interpolation des flux, au lieu d’un seul utilisé dans la procédure des schémas ENO.
Par exemple, dans les régions de l’écoulement où il n’y a pas de discontinuité, tous les
stencils sont utilisés pour effectuer l’interpolation, ce qui permet d’augmenter l’ordre du
schéma. Néanmoins, au voisinage des discontinuités, certains stencils vont avoir un poids
très faible ce qui va réduire l’ordre de précision du schéma. Cette ordre peut diminuer
jusqu’à celui du schéma ENO équivalent dans le cas où un seul stencil est désigné par
l’algorithme d’assignation des poids.
L’interpolation directe des flux des variables conservatives fˆi+1/2 et fˆi−1/2 dans (3.31)
est possible ; cependant, pour éviter des oscillations en raison de la présence de discon-
tinuités dans l’écoulement, il est recommandé d’interpoler les flux caractéristiques. Une
fois que la procédure d’interpolation dans le champ caractéristique est réalisée, les flux
conservatifs en sont déduits. Le système d’équations (3.28), exprimé sous forme conser-
vative, peut être réécrit sous forme caractéristique. Pour ce faire, il suffit de multiplier le
système (3.28) par la matrice des vecteurs propres du jacobien du flux R−1
R−1
∂Q
∂t
+R−1∂F
∂x
= ∂W
∂t
+ ∂Fs
∂x
= 0, (3.32)
où W et Fs sont les vecteurs des variables et des flux caractéristiques, respectivement.
Les expressions analytiques des matrices des vecteurs propres du système hyperbolique
ainsi que sa procédure d’obtention sont détaillées dans la thèse de Martinez [66]. Le flux
caractéristique est discrétisé selon
∂Fs
∂x
≈ 1∆x
(
fˆs,i+1/2 − fˆs,i−1/2
)
, (3.33)
où fˆs,i+1/2 et fˆs,i−1/2 sont les approximations numériques aux interfaces i+ 1/2 et i− 1/2
des flux caractéristiques Fs(W (xi+1/2)) et Fs(W (xi−1/2)) respectivement. La matrice de
vecteurs propres à droite est aussi évaluée aux interfaces i+ 1/2 et i− 1/2 à l’aide de la
moyenne de Roe entre les points i et i + 1, et entre les points i et i− 1, respectivement.
Ensuite, les flux caractéristiques sont décomposés en deux parties
Fs(W ) = F+s (W ) + F−s (W ), (3.34)
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S3=(xi-3,xi-2,xi-1,xi)
Figure 3.1 – Stencils candidats pour l’évaluation du flux numérique fˆ+s,i+1/2 par interpo-
lation essentiellement non oscillante du schéma WENO7.
de telle sorte que dF+s (W )/dW > 0 et dF−s (W )/dW 6 0. Cette décomposition est effec-
tuée selon la méthode locale de Lax-Friedrichs (LLF ou local Lax-Friedrichs)
F±s (W ) =
1
2 (Fs(W )± ‖Λ‖maxW ) , (3.35)
avec Λ = dFs(W )/dW la matrice des valeurs propres du système (3.28).
Les flux caractéristiques numériques correspondants, fˆ±s,i+1/2 et fˆ±s,i−1/2, sont recons-
truits par interpolation essentiellement non oscillante sur les stencils candidats du schéma
WENO7 (voir figure 3.1). Pour des raisons de simplicité, seule la procédure de calcul des
flux fˆ+s,i+1/2 sera considérée dans la suite. L’évaluation de fˆ−s,i+1/2 se fait symétriquement
par rapport à l’interface i+ 1/2. En outre, l’évaluation des flux numériques en i− 1/2 est
similaire à celle en i+ 1/2.
La procédure du schéma ENO4 d’ordre r = 4 retient un seul stencil parmi les r
stencils candidats, Sk = (xi−k, xi−k+1, ..., xi−k+r−1) avec k = 0, . . . , r − 1, pour évaluer les
flux numériques. Cependant, dans l’approche WENO7, d’ordre 2r− 1 = 7, l’interpolation
s’effectue sur les r = 4 stencils candidats
fˆ+s,i+1/2 =
r−1∑
k=0
ωrkfˆ
+(k)
s,i+1/2, (3.36)
avec
fˆ
+(k)
s,i+1/2 =
r−1∑
l=0
arklF
+
s (W (xi+k−r+1+l)). (3.37)
Dans les régions où l’écoulement ne contient pas de discontinuité, les poids pondérant la
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contribution du flux provenant de chaque stencil
ωrk =
αrk∑r−1
m=0 α
r
m
, (3.38)
avec
αrk =
drk
(βrk + ε)p
, (3.39)
tendent vers les valeurs optimales drk, qui permettent d’aboutir à un schéma centré précis
à l’ordre 2r − 1. Pour r = 4, ces coefficients sont : d40 = 1/35, d41 = 12/35, d42 = 18/35
et d43 = 4/35. Le paramètre ε évite la division par zero dans (3.39). Il est pris ici égal à
10−10. Les valeurs des coefficients arkl sont données dans le tableau 3.2. Les coefficients βrk
mesurent la continuité de la solution et ont pour expression
βrk =
r−1∑
m=1
∆x2m−1
∫ xi+1/2
xi−1/2
(
dmF+(k)s
dxm
)2
dx. (3.40)
Après intégration, ces coefficients peuvent s’exprimer sous la forme suivante :
β40 = F+s,i−3(547F+s,i−3 − 3882F+s,i−2 + 4642F+s,i−1 − 1854F+s,i)
+ F+s,i−2(7043F+s,i−2 − 17246F+s,i−1 + 7042F+s,i)
+ F+s,i−1(11003F+s,i−1 − 9402F+s,i)
+ F+s,i(2107F+s,i),
(3.41)
β41 = F+s,i−2(267F+s,i−2 − 1642F+s,i−1 + 1602F+s,i − 494F+s,i+1)
+ F+s,i−1(2843F+s,i−1 − 5966F+s,i + 1922F+s,i+1)
+ F+s,i(3443F+s,i − 2522F+s,i+1)
+ F+s,i+1(547F+s,i+1),
(3.42)
β42 = F+s,i−1(547F+s,i−1 − 2522F+s,i + 1922F+s,i+1 − 494F+s,i+2)
+ F+s,i(3443F+s,i − 5966F+s,i+1 + 1602F+s,i+2)
+ F+s,i+1(2843F+s,i+1 − 1642F+s,i+2)
+ F+s,i+2(267F+s,i+2),
(3.43)
β43 = F+s,i(2107F+s,i − 9402F+s,i+1 + 7042F+s,i+2 − 1854F+s,i+3)
+ F+s,i+1(11003F+s,i+1 − 17246F+s,i+2 + 4642F+s,i+3)
+ F+s,i+2(7043F+s,i+2 − 3882F+s,i+3)
+ F+s,i+3(547F+s,i+3).
(3.44)
Après le calcul des flux caractéristiques, fˆs,i+1/2 = fˆ+s,i+1/2 + fˆ−s,i+1/2, la reconstruction
40 Chapitre 3. Présentation de l’outil numérique
Tableau 3.2 – Valeurs du coefficient arkl pour le schéma WENO7 (r=4).
l = 0 l = 1 l = 2 l = 3
k = 0 -1/4 13/12 -23/12 25/12
k = 1 1/12 -5/12 13/12 1/4
k = 2 -1/12 7/12 7/12 -1/12
k = 3 1/4 13/12 -5/12 1/12
des flux conservatifs se fait par une opération inverse, en multipliant (3.32) par la matrice
de vecteurs propres R
R
∂W
∂t
+R∂Fs
∂x
= ∂Q
∂t
+ ∂F
∂x
= 0. (3.45)
Plusieurs versions modifiées du schéma WENO (WENO-M, WENO-Z. . . ) ont été
proposées dans la littérature [75, 76, 77]. Dans ce travail, la version utilisée du schéma
WENO7 est celle proposée par Balsara et Shu [75]. Afin de diminuer la viscosité numérique
introduite par le décentrage des stencils issu de la pondération non linéaire, le schéma a
été modifié de façon à désactiver la pondération non-linéaire et donc forcer l’utilisation
du schéma optimal dans les zones suffisamment régulières de l’écoulement. Cette opéra-
tion est équivalente à la superposition des quatre stencils candidats du schéma WENO7
lorsque chaque stencil est évalué avec son poids optimal drk. La détermination des dis-
continuités dans les solutions est réalisée à partir de l’évaluation des gradients normalisés
locaux de pression et de masse volumique. Lorsque, dans un point du domaine de calcul,
ces deux gradients normalisés dépassent une certaine valeur seuil, e.g. 5%, la région in-
cluant ce point et définie par tous les autres points compris dans les différents stencils
Sk = (xi−k, xi−k+1, ..., xi−k+r−1) avec k = 0, . . . , r − 1, est marquée comme une région
discontinue. Ce critère, utilisé dans différentes configurations numériques avec présence
des fortes discontinuités, a montré que la procédure de pondération du schéma WENO7
n’est appliquée que dans les régions englobant les discontinuités, tandis que dans le reste
de l’écoulement le schéma centré du ENO7 est utilisé. D’autres hybridations du schéma
WENO avec des schémas centrés, similaires à celle retenue dans ce travail, peuvent être
trouvées dans la littérature [78, 79, 80].
3.3.2 Discrétisation spatiale des flux diffusifs
Les contributions moléculaires, incluant les termes visqueux et diffusifs du système (3.27),
sont déterminées à l’aide d’un schéma centré d’ordre 8. Pour simplifier l’écriture des équa-
tions, nous ne considérons à nouveau que la première direction de l’espace (G ≡ G1 et
x ≡ x1). Dans un domaine de calcul discrétisé régulièrement en N points, xi = i∆x pour
i = 1, . . . , N , avec ∆x le pas de discrétisation spatiale, l’approximation d’ordre 8 de la
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dérivée est donnée par
∂G
∂x
≈ 1∆x [a8(gi−4 − gi+4) + b8(gi−3 − gi+3) + c8(gi−2 − gi+2) + d8(gi−1 − gi+1)] , (3.46)
avec a8 = −3/840, b8 = 32/840, c8 = −168/840 et d8 = 672/840. La précision numérique
de la dérivée est progressivement diminuée en s’approchant des frontières physiques du
domaine de calcul. Un schéma centré d’ordre 6 est employé aux points i = 4 et i = N − 3
∂G
∂x
≈ 1∆x [a6(gi−3 − gi+3) + b6(gi−2 − gi+2) + c6(gi−1 − gi+1)] , (3.47)
avec a6 = 1/60, b6 = −9/60 et c6 = 45/60. Aux points i = 3 et i = N − 2, un schéma
centré d’ordre 4 est utilisé
∂G
∂x
≈ 1∆x [a4(gi−2 − gi+2) + b4(gi−1 − gi+1)] , (3.48)
avec a4 = −1/12 et b4 = 8/12. Aux points i = 2 et i = 1, le même schéma d’ordre 4 est
décentré. Pour i = 2, l’expression suivante est utilisée
∂G
∂x
≈ 1∆x [a4lgi−1 + b4lgi + c4lgi+1 + d4lgi+2 + e4lgi+3] , (3.49)
avec a4l = −3/12, b4l = −10/12, c4l = 18/12, d4l = −6/12 et e4l = 1/12. De la même
manière, l’expression de la dérivée au point i = 1 est donnée par
∂G
∂x
≈ 1∆x [a4ugi + b4ugi+1 + c4ugi+2 + d4ugi+3 + e4ugi+4] , (3.50)
avec a4u = −25/12, b4u = 48/12, c4u = −36/12, d4u = 16/12 et e4u = −3/12. L’obtention
des expressions des dérivées aux points i = N − 1 et i = N se fait de manière symétrique
par rapport aux points i = 2 et i = 1, respectivement.
La forme discrétisée des flux numériques convectifs et diffusifs présentée ci-dessus est
obtenue sous l’hypothèse d’un domaine de calcul discrétisé régulièrement, i.e. avec un
pas de discrétisation spatiale constant. Néanmoins, il est possible d’utiliser les expressions
précédentes dans des maillages cartésiens non uniformes, permettant de resserrer des
points de calcul dans certaines régions d’intêret. Dans ce cas, une simple transformation
de l’opérateur dérivée spatiale est appliquée. La dérivée d’une certaine quantité φ dans
un domaine cartésien non uniforme composé de N points de calcul est donnée par
∂φ
∂x
≈ ∂φi
∂xi
= ∂φi
∂ξi
∂ξi
∂xi
, (3.51)
avec ξi = i pour i = 1, . . . , N étant la nouvelle variable indépendante avec un pas de
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discrétisation constante, ∆ξi = 1 pour i = 1, . . . , N . L’expression ∂ξi/∂xi est évaluée
une seule fois dans le code de calcul à l’aide du schéma aux différences finies présenté
dans cette section. Cette approche n’est valable que lorsque φ est une fonction continue
de ξ. Dans la pratique, ceci se traduit par des taux d’étirements des mailles réguliers et
modérés.
3.3.3 Intégration temporelle
Les écoulements réactifs qui sont considérés dans ce travail peuvent présenter des
termes sources chimiques très raides. Ainsi, le temps caractéristique réactif peut être très
faible par rapport aux temps caractéristiques convectif et diffusif. La stratégie adoptée ici
utilise la méthode du splitting de Strang d’ordre 2 [81, 82]. Dans cette méthode explicite,
après intégration de la partie inerte des équations du mouvement (termes convectifs et
diffusifs), la résolution d’un ensemble d’équations différentielles ordinaires (ODE ou ordi-
nary differential equations) concernant la partie réactive est effectuée. L’intégration de ces
équations nécessite la connaissance des conditions initiales, qui sont les solutions obtenues
après la résolution de la partie inerte des équations du mouvement. La mise à jour de la
solution après un temps ∆t donnée par la méthode de Strang s’écrit formellement :
Qn+1 = [Lr(∆t/2)Li(∆t)Lr(∆t/2)]Qn, (3.52)
où Lr et Li sont les opérateurs discrets correspondant à l’intégration du terme réactif
et inerte, respectivement. Notons que, suivant les recommandations de Sportisse [83],
l’intégration chimique est réalisée en deux fois sur un demi pas de temps.
L’opérateur d’intégration des termes inertes s’exprime sous la forme
∂Q
∂t
= Li(Q(t)) = −∂Fj
∂xj
+ ∂Gj
∂xj
. (3.53)
Dans le cas particulier d’un mélange multi-espèces (voir section 3.2.1), il correspond à
∂ρ
∂t
= −∂ρuj
∂xj
, (3.54)
∂ρui
∂t
= −∂ρuiuj
∂xj
+ ∂p
∂xi
+ ∂τij
∂xj
, i = 1, . . . , 3, (3.55)
∂ρet
∂t
= −∂ (ρet + p)uj
∂xj
+ ∂uiτij
∂xj
− ∂qj
∂xj
, (3.56)
∂ρYα
∂t
= −∂ρYαuj
∂xj
− ∂ρYαVαj
∂xj
, α = 1, . . . , N. (3.57)
L’intégration de ces équations s’effectue à l’aide d’un schéma TVD (total variation dimi-
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nishing) Runge-Kutta précis à l’ordre 3 [84]. L’avancement en temps du système (3.53)
se fait de la manière suivante :
Q(1) = Qn + ∆tLi(Qn),
Q(2) = 14
[
3Qn +Q(1) + ∆tLi(Q(1))
]
,
Qn+1 = 13
[
Qn + 2Q(2) + 2∆tLi(Q(2))
]
,
(3.58)
où Qn est la valeur du vecteur de variables conservatives à l’instant n tandis que Q(1) et
Q(2) sont des solutions intermédiaires. La solution de ce système à l’instant n + 1 peut
s’écrire comme Qn+1 = [Li(∆t)]Qn.
L’opérateur d’intégration des termes réactifs s’exprime également sous la forme
∂Q
∂t
= Lr(Q(t)) = S, (3.59)
et a l’expression suivante pour le cas d’un mélange multi-espèces
dT
dt =
RT
cv
N∑
α=1
ω˙α
Wα
−
∑N
α=1 hαω˙α
cv
, (3.60)
dYα
dt = ω˙α, α = 1, . . . , N, (3.61)
Il correspond aux équations décrivant la combustion adiabatique à volume constant d’un
mélange de gaz réactifs. L’équation (3.59) correspond à un système raide d’équations
différentielles ordinaires, lequel est résolu à l’aide d’une méthode à coefficients variables
disponible dans la sous-routine VODE [85]. Cet algorithme est très similaire à celui de
Livermore, LSODE [86], et peut être appliqué à des systèmes raides et non raides. Une
étude détaillée des solveurs d’ODE chimiques a été conduite par D’Angelo [87, 88].
La résolution du système (3.59) à l’instant n + 1, Qn+1 = [Lr(∆t)]Qn, doit assurer
la conservation de la masse du système : ∑Nα=1 ω˙α = 0. Pour ce faire, la fraction mas-
sique de l’espèce majoritaire est recalculée à partir de la contribution des autres espèces
YN = 1−∑N−1α=1 Yα. Un critère a été développé afin de déterminer les régions suffisamment
réactives où effectuer l’intégration du système (3.59). Les régions composées exclusive-
ment d’oxydant pur ou de combustible pur et donc où le terme de production minimum
d’une espèce, ω˙α, est inférieur à 10−12 s−1 ne sont pas retenues par ce critère. Cette mé-
thode permet d’évaluer (3.59) seulement dans les régions susceptibles de réagir et ainsi
d’économiser d’importantes ressources de calcul.
Finalement, la solution du système complet s’obtient par application de la méthode
de splitting de Strang (3.52) avec les étapes suivantes :
1. résolution du système (3.59) à partir des données initiales et un pas de temps ∆t/2,
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2. résolution du système (3.53) à partir de la solution obtenue dans (3.59) et un pas
de temps ∆t,
3. résolution du système (3.59) à partir de la solution obtenue dans (3.53) et un pas
de temps ∆t/2.
3.4 Critères de stabilité numérique
Le solveur développé est explicite. La restriction sur le pas de temps liée à la partie
convective est donnée par le critère CFL (Courant-Friedrichs-Lewy) défini par
CFL = max
[
(√uiui + c) ∆t∆x
]
, (3.62)
Le schéma numérique est stable pour les valeurs du critère CFL inférieur à 0.9. Le pas de
temps obtenu est alors
∆tCFL = CFL×min
(
∆x√
uiui + c
)
(3.63)
La restriction associée à la partie visqueuse est imposée par le nombre de Fourier, Fo,
défini par
Fo = max
[
Dmα
∆t
∆x2
,
λ∆t
ρcp∆x2
]
, (3.64)
avec Fo . 0.1.
∆tFo = Fo×min
[
∆x2
Dmα
,
ρcp∆x2
λ
]
(3.65)
En dépit du fait que le schéma utilisé pour l’intégration des termes sources chimiques soit
stable, un critère basé sur la chimie est appliqué à chaque itération. Ce critère additionnel
permet de réduire le pas de discrétisation temporel pour capturer l’évolution de la com-
position de certaines espèces chimiques dont le temps caractéristique est inférieur au pas
de temps imposé par les processus convectifs et diffusifs. Ce critère est très utile dans des
processus transitoires ou d’auto-inflammation. Il est basé sur la température maximale
atteinte dans la résolution de (3.59), ∆Tmax, sur le pas temporel associé à la restriction
du CFL, ∆tCFL, et celui du nombre de Fourier, ∆tFo. Il s’exprime sous la forme
∆tR =
∆Tpermis
∆Tmax
min [∆tCFL,∆tFo] (3.66)
Dans la pratique, on retiendra des valeurs de ∆Tpermis de l’ordre de 10K.
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3.4.1 Température du mélange
Comme indiqué dans la section 3.2.2, la dépendance non linéaire avec la température
des chaleurs spécifiques à pression constante empêche le calcul direct de cette quantité.
La valeur de la température du mélange est donc obtenue par la racine de
f(T ) = et +
RT
W
− h(T )− uiui2 . (3.67)
La dérivée de cette fonction par rapport à la température donne
f ′(T ) = df(T )dT = −
R
W
× 1
γ(T )− 1 , (3.68)
qui est une fonction décroisante de la température. L’équation (3.67) est résolue avec la
méthode itérative de Newton-Raphson [89]
T n+1 = T n − f(T
n)
f ′(T n) , (3.69)
où T 1 est la température initiale, supposée connue. Dans la plupart des applications
considérées ensuite, un nombre d’itérations inférieur à 5 suffit pour obtenir la convergence
du calcul de la température. Cette convergence est atteinte lorsque, pour chaque point du
maillage, la relation |T n+1 − T n| < 10−6 K est vérifiée. Dans le code de calcul développé,
cet algorithme est optimisé de façon à évaluer simultanément la température et la chaleur
spécifique à pression constante du mélange ainsi que les enthalpies de toutes les espèces.
3.4.2 Conditions aux limites
Dans cette section, le traitement des conditions aux limites d’entrée et de sortie d’un
écoulement réactif est présenté. Pour des raisons de simplicité, une seule direction de l’es-
pace sera considérée (x1 ≡ x). L’extension aux autres dimensions spatiales est obtenue de
manière analogue. Le type de conditions aux limites employé dépend de la nature même
de l’écoulement. Pour des écoulements subsoniques, la méthode utilisée est la méthode
NSCBC (Navier-Stokes Characteristic Boundary Conditions) basée sur la considération
des ondes caractéristiques au bord du domaine. Cette méthode a d’abord été introduite
par Thompson [90] pour des écoulements non visqueux (notées ECBC pour Euler Cha-
racteristic Boundary Conditions). Elle a ensuite été généralisée aux équations de Navier-
Stokes par Poinsot et Lele [91]. Ces développements ont ensuite été étendus par Baum et
al. [92] aux écoulements multi-espèces, pour permettre l’étude des écoulements réactifs.
Ces conditions reposent sur l’hypothèse que l’écoulement à la frontière est localement mo-
nodimensionnel. Les différentes amplitudes des ondes franchissant la frontière sont alors
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Figure 3.2 – Schéma des ondes caractéristiques entrant et sortant du domaine selon l’axe
x pour des vitesses subsoniques.
déterminées à l’aide du système LODI (Local One Dimensional Inviscid). Ces relations
sont issues des équations de Navier-Stokes écrites pour les variables primitives sous forme
caractéristique. Plus récemment, Yoo et al. [93] ont ajouté la prise en compte des termes
transversaux dans le traitement de la conditions aux limites, termes jusque là négligés.
Lodato [94] a étendu ces conditions avec la prise en compte des effets de convection et
de gradient de pression dans le plan de sorti. Il a également apporté une attention par-
ticulière pour le traitement des bords et des coins du domaine de calcul. Enfin, Albin et
al. [95] introduisent par ailleurs un changement de repère pour appliquer le traitement
NSCBC lorsque l’écoulement moyen n’est pas perpendiculaire à la frontière. Ils choisissent
de décomposer les ondes caractéristiques dans un repère local lié aux lignes de courant
franchissant la frontière.
D’un point de vue général, le principe de cette méthode consiste à déterminer l’am-
plitude des ondes caractéristiques sur la frontière du domaine. La figure 3.2 montre ces
ondes caractéristiques ainsi que leur vitesse respective en entrée du domaine (x = 0) et
en sortie du domaine (x = L). Nous nous plaçons en sortie du domaine (x = L). Toutes
les ondes caractéristiques Li sortent du domaine sauf L1. Les ondes sortantes sont calcu-
lées exactement par le schéma numérique à l’aide des informations issues de l’intérieur.
En revanche, l’onde L1 issue de l’extérieur du domaine, ne peut pas être calculée par
le schéma numérique. Elle doit etre imposée. Cette valeur imposée constitue la condition
limite dite physique. Le paragraphe suivant présente l’obtention des expressions des ondes
caractéristiques mentionnées précédemment.
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Dans un premier temps, les termes hyperboliques des équations de Navier-Stokes sont
sont exprimés sous leur forme caractéristique. Cette étape est réalisée à l’aide de l’ana-
lyse caractéristique développée par Thompson [90]. Dans un soucis de concision, nous
nous limitons ici à la définition des ondes sur la frontière de sortie x1 = L. Le système
d’équations de Navier-Stokes modifié devient
∂ρ
∂t
+ d1 +
∂
∂x2
(ρu2) +
∂
∂x3
(ρu3) = 0 (3.70)
∂ρE
∂t
+ 12
( 3∑
k=1
u2k
)
d1 +
d2
γ − 1 + ρu1d3 + ρu2d4 + ρu3d5
+ ∂
∂x2
[u2 (ρes + P )] +
∂
∂x3
[u3 (ρes + P )] =
∂
∂xi
(
λ
∂T
∂xi
)
+ ∂
∂xi
(uiτij) + ω˙T
(3.71)
∂ρu1
∂t
+ u1d1 + ρd3 +
∂
∂x2
(ρu2u1) +
∂
∂x3
(ρu3u1) =
∂τ1j
∂xj
(3.72)
∂ρu2
∂t
+ u2d1 + ρd4 +
∂
∂x2
(ρu2u2) +
∂
∂x3
(ρu3u2) +
∂P
∂x2
= ∂τ2j
∂xj
(3.73)
∂ρu3
∂t
+ u3d1 + ρd5 +
∂
∂x2
(ρu2u3) +
∂
∂x3
(ρu3u3) +
∂P
∂x3
= ∂τ3j
∂xj
(3.74)
∂ρYk
∂t
+ Ykd1 + ρd5+k +
∂
∂x2
(ρu2Yk) +
∂
∂x3
(ρu3Yk) =
∂
∂xj
(
ρDk
∂Yk
∂xj
)
− ω˙k (3.75)
pour k = 1 , N Les termes de ce nouveau système d’équations contiennent des dérivées
normales à la frontière x1 (elles sont notées d1 à d6), des dérivées parallèles à cette même
frontière ainsi que des termes visqueux. Ce vecteur d est également fourni par l’analyse
caractéristique [90].
d1 =
1
c2
(
L2 +
1
2(L5 + L1)
)
(3.76)
d2 =
1
2 (L5 + L1) (3.77)
d3 =
1
2ρc (L5 − L1) (3.78)
d4 = L3 (3.79)
d5 = L4 (3.80)
d5+k = L5+k (3.81)
Les amplitudes des variations des différentes ondes caractéristiques Li sont alors détermi-
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nées à partir du système suivant :
L1 = λ1
(
∂P
∂x1
− ρc∂u1
∂x1
)
(3.82)
L2 = λ2
(
c2
∂ρ
∂x1
− ∂P
∂x1
)
(3.83)
L3 = λ3
(
∂u2
∂x1
)
(3.84)
L4 = λ4
(
∂u3
∂x1
)
(3.85)
L5 = λ5
(
∂P
∂x1
+ ρc∂u1
∂x1
)
(3.86)
L5+k = λ5+k
(
∂Yk
∂x1
)
(3.87)
avec λ1 = u − c, λ2 = λ3 = λ4 = λ5+k = u et λ5 = u + c. Les quantités λ1 et λ5 sont les
vitesses des ondes acoutisques respectivement montante et descendante, λ2 est la vitesse
de l’onde entropique, λ3, λ4 et λ5+k sont les vitesses d’advection de la vitesse v, de la
vitesse w et de la fraction massique Yk de l’espèce k dans la direction x1. Ces relations
expriment la conservation de certaines quantités (les invariants de Riemann généralisés) le
long des lignes caractéristiques x+λit. Par exemple, la première correspond aux variations
dp− ρcdu = dA1 qui sont nulles le long de la caractéristique x+ λ1t (L1) dont la vitesse
est λ1 = u− c. A ce niveau, on peut réécrire le problème comme
∂A1
∂t
+ λ1
∂A1
∂x1
= 0 (3.88)
ou encore
∂A1
∂t
+ L1 = 0 (3.89)
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Le système LODI
Le système LODI est déduit du nouveau système d’équations de Navier-Stokes modifié
en négligeant les termes perpendiculaires à la frontière ainsi que les termes visqueux :
∂ρ
∂t
+ 1
c2
[
L2 +
1
2 (L1 + L5)
]
= 0 (3.90)
∂p
∂t
+ 12 (L1 + L5) = 0 (3.91)
∂u1
∂t
+ 12ρc (L5 − L1) = 0 (3.92)
∂u2
∂t
+ L3 = 0 (3.93)
∂u3
∂t
+ L4 = 0 (3.94)
∂Yk
∂t
+ L5+k = 0 (3.95)
Condition de sortie partiellement non réfléchissante
Dans le cas d’une sortie subsonique, on constate qu’il n’y a qu’une seule onde caracté-
ristique entrant dans le domaine de calcul (cf. Fig. 3.2). Pour obtenir une condition limite
purement non réfléchissante, il suffit de forcer l’amplitude de cette onde à 0. Néanmoins,
cette méthode induit une dérive des grandeurs physiques au cours du temps. Afin de pal-
lier ce problème de dérive, Poinsot et Lele [91] suggère de fixer l’amplitude de cette onde
en fonction de la différence de pression entre la sortie et l’infini (éq. 3.96).
L1 = K (p− p∞) (3.96)
Rudy et Strikwerda [96] ont défini le paramètre K par :
K = σ
(
1−M2
) c
L
(3.97)
où σ représente une constante comprise entre 0 et 1,M le nombre de Mach de l’écoulement,
c la vitesse du son et L une longueur caractéristique du domaine de calcul. Lorsque
K = 0, l’amplitude de l’onde L1 est imposée à 0 ce qui rend la condition parfaitement
non-réflechissante. Lorsque la pression à la frontière est proche de la pression à l’infini,
l’amplitude L1 est également proche de 0. La frontière devient dès lors non réfléchissante.
Au contraire, si l’écart entre les pressions est important, des ondes vont être réfléchies à
l’intérieur du domaine pour rétablir la pression à l’infini.
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Vérification de la condition de sortie partiellement non réfléchissante
Nous avons réalisé quelques tests afin de s’assurer du bon comportment de cette condi-
tion aux limites implémentée par nos soins. Dans un premier temps, nous avons analysé
la traversée d’un tourbillon à travers cette nouvelle frontière [94]. Dans un second temps,
nous avons simulé le développement d’une couche de mélange bidimensionnelle incom-
pressible [97].
Tourbillon Le cas test d’un tourbillon traversant une condition aux limites est un cas
classique dans la littérature. Il apparaît régulièrement dans les vérifications de conditions
de sortie. En effet, ce type de structure tourbillonnaire est représentatif de celles rencon-
trées dans des écoulements turbulents. Ainsi, un tourbillon est superposé à un écoulement
constant unidirectionnel. Le tourbillon est alors advecté dans cette direction et franchit
la frontière. L’écoulement est initialisé à l’aide d’une fonction de courant (éq. (3.98)).
Ψ = Cc exp
(
− r
2
2R2c
)
+ U0y (3.98)
u = ∂Ψ
∂y
(3.99)
v = −∂Ψ
∂x
(3.100)
Cc représente l’intensité du tourbillon, r =
√
x2 + y2 la distance du centre du tour-
billon et Rc le rayon du tourbillon. La vitesse U0 est celle de l’écoulement uniforme à
sa périphérie. La pression, la masse volumique ainsi que la température sont obtenues à
partir d’une solution analytique. En fixant la température à T0, les champs de pression et
de masse volumique sont définis par :
p(r) = p∞ exp
[
−γ2
(
Cc
cRc
)2
exp
(
r2
R2c
)]
(3.101)
ρ(r) = p(r)
RT0
(3.102)
avec c =
√
γRT0. Les paramètres de simulations sont reportés dans le tableau 3.3. Le
domaine de calcul est un carré de longueur L = 0, 013 m avec une condition inflow U0 à
droite, des conditions latérales périodiques et la condition partiellement non réfléchissante
à droite. Les résultats seront observés en fonction d’un temps adimenssionné t∗ = t/(L/u).
Le paramètre σ de relaxation de la condition partiellement non réfléchissante est pris égal
à 0,28 ce qui correspond à la valeur optimale proposée par Rudy et Strikwerda [96].
Le maillage cartésien utilisé comporte 81 x 81 points. Ce test, a aussi été retenu par
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Tableau 3.3 – Paramètres pour le tourbillon
Cc 5.10−3
Rc (m) 0,0013
Longitudinal velocity U0 (m/s) 200
Transversal velocity V0 (m/s) 0,0
Pressure P∞ ( atm) 1,0
Temperature T∞ (K) 300
YO2 (−) 0,233
YN2 (−) 0,767
Lodato [94], pour comparer une condition NSCBC simple avec son extension 3D-NSCBC.
Dans la vérification présente, nous comparerons la condition NSCBC simple avec notre
propre implémentation de la condition NSCBC.
P ∗(x, t) = p(x, t)− p∞
p(0, 0)− p∞ (3.103)
La pression est examinée en fonction de sa valeur relative par rapport à la pression
du champ lointain et adimensionnée par la pression initiale du centre du tourbillon
(éq. (3.103)). La figure 3.3 montre l’advection du tourbillon dans le domaine de calcul
au travers des iso-valeurs de vitesses longitudinales. Nous remarquons que ces iso-lignes
ne sont pas déformées au passage de la frontière. Par contre, le champs P ∗ est fortement
perturbé lors de la sortie du tourbillon. Les extrema apparaissent lorsque le centre du
tourbillon quitte le domaine de calcul (t∗ = 0.5). A cet instant, la différence (p− p∞) est
la plus grande et donc l’amplitude des ondes réfléchies à l’intérieur du domaine de cal-
cul est la plus importante. Le même type de perturbations est observé pour la condition
NSCBC simple testé dans la référence [94].
Couche de mélange incompressible Cette section est consacrée à l’étude d’une
couche de mélange incompressible afin de déterminer l’efficacité de cette nouvelle condition
aux limites. La configuration de couche de mélange simulée est similaire à celle proposée
par Bogey [97]. La vitesse de chaque écoulement est fixée à U1 = 100m/s et U2 = 50m/s
et l’épaisseur de vorticité initiale à δω,0 = 1.6 × 10−3 m. Le nombre de Reynolds initial
est fixé à Reω,0 = 5333 et le nombre de Mach convectif vaut Mc = 0.074. Il s’agit donc
d’une couche de mélange incompressible dû au très faible nombre de Mach convectif. Les
dimensions du domaine de calcul bidimensionnel sont L1 = 320δω,0 et L2 = 198δω,0. Ce
domaine est uniformément discrétisé dans le direction longitudinale avec 1000 points de
calcul et une taille constante de maille ∆x1 = 0.32δω,0. Dans la direction transversale,
Nx2 = 281, les mailles sont progressivement étirées avec un taux de 1.8% à partir du
centre du domaine, où la taille de maille est fixée à ∆x2 = 0.16δω,0. A l’entrée du domaine
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(a) t∗ = 0. (b) t∗ = 0.2.
(c) t∗ = 0.4. (d) t∗ = 0.6.
(e) t∗ = 0.8. (f) t∗ = 1.
Figure 3.3 – Iso-contours de la vitesse longitudinale superposés au champs de P ∗ pour
six instants différents.
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(a) Pression moyenne avec la condition parfaitement non réfléchissante
(b) Pression moyenne avec la condition NSCBC
Figure 3.4 – Champs des pressions moyennes pour une couche de mélange subsonique.
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Figure 3.5 – Evolution de la pression moyenne au cours du temps en deux points de
calcul pour la condition parfaitement non réfléchissante (N) et la condition NSCBC (•).
de calcul, une condition de type Dirichlet est imposée. Une condition partiellement non
réfléchissante est utilisée en sortie et des conditions parfaitement non réfléchissante en
bas et en haut du domaine. Pour initialiser le calcul, l’air est défini à partir d’un mé-
lange d’oxygène-azote (21%O2 + 79%N2) de masse volumique ρ = 1.22 kg/m3 à pression
p = 1 bar. La vitesse longitudinale suit le profil en tangente hyperbolique (3.104) tandis
que la vitesse transversale est fixée à une valeur nulle. Les calculs sont conduits avec une
description simplifiée des termes de transport moléculaire, un nombre de CFL de 0.75 et
un nombre de Fourier égal à 0.1.
u1 =
U1 + U2
2 +
U1 − U2
2 tanh
(
2x2
δω,0
)
, (3.104)
La figure 3.4 montre les champs de pression moyen en régime établi avec une condition
de sortie parfaitement non réfléchissante et pour une condition de sortie de type NSCBC
avec σ = 0.25. La figure 3.5 présente le profil de pression adimensionnée par la pression
atmosphérique en deux points de calcul : x = 100δω,0 et x = 200δω,0 pour les deux types de
conditions aux limites. Nous observons bien la dérive de la pression en fonction du temps
pour la condition aux limites parfaitement non réfléchissante. En revanche, la condition
améliorée corrige cette dérive de la pression.
3.4.3 Récapitulatif
Les méthodes numériques permettant de calculer les équations de Navier-Stokes por-
tant sur des mélanges de gaz réactifs ont été décrites dans cette section. Le code de calcul
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massivement parallèle développé dans le cadre de ce travail de thèse utilise des schémas
numériques de haute précision. La partie hyperbolique des équations est résolue à l’aide
d’un schéma hybride WENO-centré précis à l’ordre 7 tandis que la partie visqueuse est
calculée à l’aide d’un schéma d’ordre 8. L’intégration temporelle s’effectue à l’aide de la
méthode splitting de Strang en utilisant un schéma Runge-Kutta d’ordre 3 pour la partie
inerte des équations (hyperbolique et visqueuse) et une méthode à coefficients variables
pour la partie réactive. En outre, des critères de stabilité numérique ont été définis et,
en particulier, un critère permettant de capturer des processus chimiques extrêmement
rapides a été introduit. L’algorithme itératif de Newton-Raphson a été choisi pour calculer
la température du mélange en fonction des variables conservées de l’écoulement. Finale-
ment, les conditions limites utilisées ont été présentées. L’implémentation de condition
non réfléchissante au sein du code de calcul a aussi fait l’objet d’une discussion spéci-
fique. Dans la suite, elle sera utilisée en conjonction avec l’emploi de zones tampons et
de techniques de filtrage numérique appropriées pour les écoulements compressibles que
nous considérons ici [98].
3.5 Vérifications numériques du code CREAMS
Cette section vise à présenter quelques éléments de la vérification de l’outil numérique
à l’aide de plusieurs cas test élémentaires. Cette partie exposera également le critère de
détection de choc permettant l’hybridation du schémaWENO. Une vérification exhaustive
du solveur peut être consultée dans la référence [53].
La section 3.5.1 présente le cas classique du tube à choc de Sod permettant d’évaluer
les performances du schéma WENO7 en comparant la solution obtenue à la solution
exacte de ce problème. La section 3.5.2 présente une étude du taux de convergence global
du solveur numérique et la section 3.5.3 présente une étude du taux de convergence du
schéma WENO7 seul. La section 3.5.4 est consacrée à la vérification du code pour un
mélange de gaz.
Les résultats généraux issus de cette étude de vérification sont résumés à la fin du
chapitre.
3.5.1 Tube à choc de Sod
Le premier test de validation est le tube à choc (test de Sod). Il s’agit d’un problème
classique pour vérifier le comportement du solveur en présence de chocs forts. Il a été
proposé initialement par Sod [8].
Le tube de Sod consiste à résoudre les équations d’Euler monodimensionnelles (x ≡ x1
et u ≡ u1) décrivant un écoulement compressible non visqueux dans lequel se propage un
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Figure 3.6 – Tube à choc de Sod [8]. Comparaison entre les solutions numériques (CFD)
et analytiques de la masse volumique (a), la vitesse (b), la pression (c) et l’énergie spéci-
fique interne (d). t = 0.2, 400 points de calcul, CFL=0.5.
choc, un faisceau de détente et une discontinuité de contact. La longueur du tube est égale
à l’unité et les conditions initiales correspondent au problème de Riemann suivant :
Q (x, t = 0) =
QL x ≤ 0.5,QR x > 0.5, (3.105)
avec QL = (ρL, uL, pL) = (1, 0, 1) et QR = (ρR, uR, pR) = (0.125, 0, 0.1). Le domaine de
calcul considéré est composé de 400 points et la valeur retenue pour le CFL est égale à
0.5. La solution de ce problème pour t > 0 se réduit à une onde de choc se propageant
vers la droite, une discontinuité de contact se propageant dans le même sens à une vitesse
inférieure à celle du choc, et enfin un faisceau de détente se propageant vers la gauche. Les
solutions analytiques et numériques (CFD) à t = 0.2 de la masse volumique, la vitesse, la
pression et l’énergie spécifique interne sont reportées dans la figure 3.6.
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La solution numérique obtenue avec le schéma WENO7 reste assez proche de la solu-
tion exacte pour la discrétisation spatiale retenue. Cependant, nous observons une légère
diffusion de la solution dans la région de la discontinuité de contact. Ce phénomène bien
connu a fait l’objet d’études précises. Plusieurs auteurs ont proposé des méthodes parti-
culières pour réduire ces effets [75, 99, 100]. Nous pouvons citer notamment la méthode
de compression artificielle (ACM ou artificial compression method) initialement dévelop-
pée par Harten [101] puis affinée par Yang [102], ou encore la méthode de résolution
sous-cellule de Harten [103]. Dans certains problèmes où la propagation très précise des
discontinuités est fortement souhaitée, il est préférable de les laisser propager de manière
naturelle sur un nombre de points plus élevé en conservant une précision importante plu-
tôt que de propager les discontinuités artificiellement sur un nombre de points réduit en
dégradant la précision du schéma (Balsara et Shu [75]). Ceci est particulièrement impor-
tant lors de la simulation d’écoulements turbulents où la précision de la propagation de
l’information dans l’écoulement influence de manière significative les résultats. Pour cette
raison, aucune des méthodes évoquées ci-dessus n’a été retenue dans le cadre de ce travail.
3.5.2 Taux de convergence global
Le test précédent a montré que la résolution de la propagation de choc est satisfai-
sante. Cette section a pour objectif de déterminer le taux de convergence global du code
CFD. Des tests comparables de convergence pour le schémas WENO4 et WENO5 ont
été présentés par Jiang et Shu [99] tandis que Henrick et al. [76] ont étudié l’influence
du paramètre ε (voir équation (3.39)) dans l’ordre de convergence du schéma WENO5 et
sa version “mappée” : WENO5M. Balsara et Shu [75] ont estimé l’ordre de convergence
des schémas WENO7 et WENO7M couplé avec la stratégie ACM utilisée pour éviter la
diffusion de la solution proche des discontinuités de contact. Shen et Zha [77] ont comparé
l’ordre de convergence des versions WENO7-BS (Balsara et Shu) avec leur version amélio-
rée WENO-Z7 basée sur l’extension de Borges et al. [104] pour le schéma WENO5. Dans
cette partie, un tourbillon isentropique déjà étudié dans les références [105, 106, 107] sera
utilisé pour l’étude de la convergence. Ce test consiste à résoudre un écoulement bidimen-
sionnel uniforme non visqueux à l’intérieur duquel un tourbillon isentropique est créé à
l’aide de la perturbation suivante :
(δu1, δu2) =
Γ
2pi exp
(
1− r2
2
)
(−x¯2, x¯1) , (3.106)
δT = −(γ − 1) Γ
2
8γpi exp
(
1− r2
2
)
, (3.107)
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Tableau 3.4 – Analyse de convergence globale du code de calcul avec le schéma centré.
N ∆x Eτ,h (1C) re (1C) q (1C) Eτ,h (10C) re (10C) q (10C)
20 0.5263 4.73×10−3 – – 1.11×10−2 – –
40 0.2564 2.02×10−4 1.37 4.55 1.58×10−3 0.85 2.81
80 0.1266 7.94×10−6 1.41 4.67 6.86×10−5 1.36 4.53
160 0.0629 8.07×10−7 0.99 3.30 6.80×10−6 1.00 3.33
320 0.0313 1.08×10−7 0.87 2.90 8.37×10−7 0.91 3.02
640 0.0156 2.68×10−8 0.61 2.01 1.13×10−7 0.87 2.89
Tableau 3.5 – Analyse de convergence globale du code de calcul avec le schéma WENO7.
N ∆x Eτ,h (1C) re (1C) q (1C) Eτ,h (10C) re (10C) q (10C)
20 0.5263 1.09×10−2 – – 3.56×10−2 – –
40 0.2564 5.31×10−4 1.31 4.36 2.93×10−3 1.08 3.60
80 0.1266 3.26×10−5 1.21 4.03 8.47×10−5 1.54 5.11
160 0.0629 8.28×10−7 1.60 5.30 7.04×10−6 1.08 3.59
320 0.0313 1.08×10−7 0.88 2.94 8.38×10−7 0.92 3.07
640 0.0156 2.68×10−8 0.61 2.01 1.13×10−7 0.87 2.89
où Γ = 5 est la circulation du tourbillon, (x¯1, x¯2) = (x1 − x1,0, x2 − x2,0) avec (x1,0, x2,0)
les coordonnées initiales du centre du tourbillon et r =
√
x¯21 + x¯22 le rayon du tourbillon.
Les conditions initiales du problème sont définies par u1 = u1∞ + δu1, u2 = u2∞ + δu2,
(u1∞, u2∞) = (1, 0), T = T∞ + δT et ρ = T
1
γ−1 .
Pour chaque point (i, j, k) du domaine de calcul, la variable φh(i,j,k) est définie comme
étant la valeur discrète d’une variable φ d’intérêt, e.g. la masse volumique, les composantes
de la vitesse, la pression ou la température, obtenue sur un maillage de pas caractéristique
h. La variable φe(i,j,k) représente la valeur exacte de la solution. Nous définissons l’erreur
relative numérique de la solution, notée Eτ,h, pour quantifier l’erreur numérique pour des
valeurs décroissantes de la taille caractéristique du maillage, notée h. En utilisant la norme
L2, l’erreur associée à la solution discrète peut s’exprimer sous la forme
Eτ,h = L2
(
φh(i,j,k)
)
=
√√√√ 1
N
∑
i,j,k
(
φh(i,j,k) − φe(i,j,k)
)2
, (3.108)
avec N le nombre total de points de calcul et τ le pas de temps caractéristique. Nous
définissons le rapport d’erreurs re = log (Eτ,2h/Eτ,h) avec Eτ,2h l’erreur obtenue sur un
maillage de taille caractéristique 2h. En suivant la nomenclature utilisée dans les réfé-
rences [108, 109] l’ordre de précision de la solution numérique est donné par q = re/ log(2).
Cette quantité ne décroît pas nécessairement de façon monotone au fur et à mesure que
le maillage est raffiné et peut présenter des oscillations [109].
A t = 0, le tourbillon de rayon r = 5 se trouve au centre d’un domaine de calcul carré
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Figure 3.7 – Norme L2 de l’erreur numérique basée sur le champ de masse volumique (a)
et ordre de précision correspondant (b).
de côté 10. Des conditions aux limites périodiques sont imposées aux frontières du domaine
et la valeur du CFL est fixée à 0.8. A t = 10 (1 cycle) et à t = 100 (10 cycles), l’erreur
relative de la solution ainsi que l’ordre de précision du code de calcul sont évaluées, en se
basant sur le champ de masse volumique. Les tableaux 3.4–3.5 montrent, respectivement,
les résultats obtenus avec le schéma centré et avec le schéma WENO7. La figure 3.7(a)
montre la norme L2 de l’erreur numérique basée sur le champ de masse volumique. Comme
attendu, la valeur correspondante augmente avec le nombre de cycles. Cependant, la pente
de décroissance ne semble pas être affectée par le nombre de cycles, ce qui est confirmé
par la figure 3.7(b). L’ordre de précision global du solveur numérique s’approche ici de la
valeur 3, correspondant à la précision du schéma d’intégration temporelle Runge-Kutta.
Finalement, la figure 3.8 confirme la qualité de la solution numérique obtenue après 10
cycles qui ne présentent pas de différences notables avec la solution initiale.
3.5.3 Taux de convergence du schéma WENO7
Dans cette partie, nous souhaitons évaluer le taux de convergence du schéma WENO7.
Pour ce faire, nous conservons le même tourbillon isentropique définie dans la section
précédente. L’erreur globale du solveur numérique peut être définie par τ,h = C ′τ p +Chq
avec C et C ′ deux constantes, τ = ∆t et h = ∆x. Afin de s’affranchir de la dépendance
en temps de l’erreur (C ′τ p), nous avons d’abord effectué une convergence en temps de
l’advection du tourbillon (cf. fig.3.9). Le tableau 3.6 ainsi que la figure 3.10(a) montrent la
norme L2 de l’erreur numérique spatiale. Comme pour l’étude précédente, l’amplitude de
l’erreur est plus importante lorsque le tourbillon est advecté dix fois. L’ordre de précision
du schéma spatial s’approche de 6. C’est légèrement plus faible que la valeur théorique.
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Figure 3.8 – Isolignes de masse volumique (a) et de la composante transversale de vi-
tesse (b) à deux instants différents. N = 160.
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Figure 3.9 – Norme L2 de l’erreur numérique basée sur le champ de masse volumique
obtenue après 1 cycle (a) et 10 cycles (b) en fonction de l’inverse du pas de temps pour
différents niveaux de résolution.
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Tableau 3.6 – Analyse de convergence du schéma WENO7
N ∆x L2 (1C) q2 (1C) L2 (10C) q2 (10C)
20 0.5263 4.73×10−3 – 9.46×10−3 –
30 0.3448 9.34×10−4 4.04 4.77×10−3 1.69
40 0.2564 1.78×10−4 5.76 1.35×10−3 4.39
50 0.2041 5.64×10−5 5.15 3.13×10−4 6.54
60 0.1695 1.97×10−5 5.77 1.24×10−4 5.09
70 0.1449 7.51×10−6 6.26 5.87×10−5 4.84
80 0.1266 3.15×10−6 6.50 2.74×10−5 5.71
90 0.1124 1.45×10−6 6.60 1.31×10−5 6.25
100 0.1010 7.25×10−7 6.57 6.61×10−6 6.50
110 0.0917 3.98×10−7 6.29 3.51×10−6 6.62
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Figure 3.10 – Norme L2 de l’erreur numérique basée sur le champ de masse volumique (a)
et ordre de précision correspondante (b).
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3.5.4 Tube à choc multi-espèces inerte
Ce test permet de vérifier le couplage entre le terme convectif des équations de Navier-
Stokes et la librairie thermodynamique des mélanges multi-espèces, ainsi que la robustesse
du schéma WENO7 en présence de fortes discontinuités. Il s’agit d’une version modifiée
du tube à choc de Sod étudié dans la section 3.5.1, étendue aux mélanges multi-espèces.
Plusieurs auteurs ont étudié différentes versions de ce problème [110, 111, 112]. Le test
considéré ici a été proposé par Fedkiw et al. [111] et consiste à résoudre les équations
d’Euler monodimensionnelles pour un mélange multi-espèces inerte. Il s’agit d’un mélange
de H2/O2/Ar de rapport molaire 2/1/7. La condition initiale correspond au problème de
Riemann suivant : (TL, pL) = (400 K, 8000 Pa) et (TR, pR) = (1200 K, 80000 Pa).
A l’instant t = 0, les mélanges du côté gauche (L) et droit (R) sont séparés au milieu du
domaine de calcul de 10 cm de longueur discrétisé en 400 points. La valeur du CFL est fixée
à 0.5. Les solutions obtenues pour les profils de masse volumique, vitesse, température
et rapport de chaleurs spécifiques à t = 40µs sont reportées dans la figure 3.11. Ces
solutions sont en excellent accord avec celles de Fedkiw et al. [111] montrant les mêmes
positionnements du choc, de la discontinuité de contact et enfin du faisceau de détente, à
l’instant considéré.
3.5.5 Scalabilité de CREAMS
Ce test de scalabilité consiste en un jet d’hydrogène dans l’air en trois dimensions. Le
code est ici utilisé dans sa configuration non réactive. Le maillage comprend 1077 × 637
× 637 points. Ces calculs sont effectués sur la machine THOR de l’institut Pprime. Le
calcul est lancé successivement sur 250, 500, 1000 et 2000 processeurs ce qui correspond
respectivement à 1, 75.106, 8, 75.105, 4.37.105 et 2, 78.105 points par bloc. La figure 3.12
représente le temps de calcul divisé par le temps de référence (le temps de référence
correspond au calcul lancé sur 250 processeurs), la droite idéale est en trait plein et les
résultats du code de calcul en trait pointillé. L’axe des abscisses indique le nombre de
processeurs utilisés. On obtient un excellent niveau de performances du code CREAMS
(speed up de 92% sur l’intégralité de la machine). Les performances devraient encore
croître lorsque le calcul des termes sources chimiques sera pris en compte : ce problème
est, par essence, très bien parallélisable puisque les termes sources chimiques ne dépendent
que de la composition locale.
3.6 Récapitulatif
Un ensemble de tests élémentaires permettant de vérifier le fonctionnement correct du
code de calcul CREAMS a été présenté dans ce chapitre. Quelques tests ont été choisis
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Figure 3.11 – Tube à choc multi-espèces inerte. Profils de masse volumique (a), vi-
tesse (b), température (c) et rapport des chaleurs spécifiques (d). t = 40µs, 400 points de
calcul, CFL=0.5.
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Figure 3.12 – Résultats de scalabilité pour le code CREAMS. La droite idéale est repré-
senté en trait plein et les résultats du code de calcul sont présentés en trait pointillé.
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de façon à vérifier des parties indépendantes du code numérique : flux convectifs, flux
diffusifs, sources réactives ainsi que la librairie thermodynamique des mélanges de gaz.
D’autres tests combinant plusieurs composantes du code ont aussi été présentés et, fina-
lement, un test portant sur une flamme de prémélange laminaire d’hydrogène-oxygène a
permis de vérifier l’intégralité du code de calcul [53]. Enfin, un dernier test effectué sur la
machine THOR de l’Institut P’ a montré le bon parallélisme du code de calcul, qui a été
confirmé lors du passage aux supercalculateurs Curie du TGCC et Turing (Blue Gene/Q)
de l’IDRIS.
Chapitre 4
Simulation de jets fortement
sous-détendus d’air
4.1 Introduction
Dans ce chapitre, nous allons caractériser un jet compressible fortement sous-détendu
d’air dans une atmosphère au repos. Cette géométrie est par exemple représentative du
percement d’un réservoir d’air à haute pression. Dans un premier temps, l’analyse de ce
premier écoulement va permettre de définir la structure complexe qui se développe juste
en aval de l’injection de ce type de jet. Dans un deuxième temps, nous examinerons la
croissance des instabilités et de la turbulence dans les couches cisaillées en développement.
Nous clôturerons ce chapitre par l’étude plus approfondie du mélange dans le sillage de la
structure compressible. Enfin, ce jet constitue aussi une première référence pour effectuer
des comparaisons ultérieures.
4.2 Description des configurations étudiées
Cette première section va être consacrée à la description des configurations retenues
pour les simulations d’un jet axisymétrique fortement sous-détendu d’air dans une atmo-
sphère au repos. Deux calculs avec injection d’air à haute pression ont été réalisés. Le
premier cas est basé sur un maillage comprenant près de 35 millions de points, dénommé
dans la suite du manuscrit par “jet-1”. Le second est basé sur un maillage plus raffiné
comportant 177 millions de points, dénommé par la suite par “jet-2”. Les différents para-
mètres caractérisant ces deux maillages sont repris dans le tableau 4.1. Le calcul “jet-1”
est réalisé dans un domaine de calcul cartésien. Les dimensions complètes de ce domaine
sont L1 × L2 × L3 = 16D × 14D × 14D (les indices 1, 2, 3 signifient x, y, z et D est le
diamètre de l’ajutage). Ce domaine est discrétisé avec N1 × N2 × N3 = 488 × 271 × 271
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Tableau 4.1 – Paramètres géométriques correspondant aux simulations inertes. Le do-
maine de calcul (sans les zones tampons) a pour dimensions L′1 × L′2 × L′3. Il est
constitué d’un nombre de points N ′ = N ′1×N ′2×N ′3. Le diamètre d’injection D est utilisé
comme longueur de référence.
Cas L′1/D L′2/D L′3/D N ′1 N ′2 N ′3 N ∆x (m)
jet-1 14 6 6 425 199 199 17× 106 3.125× 10−5
jet-2 14 6 6 850 399 399 135× 106 1.667× 10−5
14D
Nx = 840
6D
Ny = 360
6D
Nz = 360D
Injection
Plans d'analyses
Figure 4.1 – Domaine de calcul : définition des plans d’analyse.
Injection Frontière partiellement
non-réfléchissante
Figure 4.2 – Domaine de calcul : conditions aux limites retenues.
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points avec une résolution dans la zone d’intérêt de ∆x1 = ∆x2 = ∆x3 = D/32. Des
zones tampons ont été ajoutées sur toutes les sorties du domaine (i.e sur les frontières
situées à gauche, en bas, en haut, en avant et en arrière) (cf. figure 4.2). Les dimensions
du domaine sans ces zones tampons se réduit à L1 × L2 × L3 = 14D × 6D × 6D. Le
second calcul est également réalisé dans un domaine de calcul cartésien dont les dimen-
sions complètes sont L1 × L2 × L3 = 16D × 14D × 14D. Ce domaine est discrétisé avec
N1×N2×N3 = 880×449×449 points avec un niveau de résolution dans la zone d’intérêt
de ∆x1 = ∆x2 = ∆x3 = D/60. Il contient aussi des zones tampons (la géométrie utilisée
est la même que celle du calcul précédent figurant sur la figure 4.2). Les dimensions du
domaine sans celles-ci sont L1×L2×L3 = 14D× 6D× 6D. Il est à noter que la taille des
mailles est maintenue constante dans tout le domaine résolu. L’étirement du maillage est
opéré uniquement dans les zones tampons. Le schéma 4.1 donne un aperçu du domaine
de calcul où figurent également les plans transversaux dans lesquels nous allons effectuer
l’analyse statistique.
La géométrie étudiée correspond à un jet d’air issu d’un réservoir à haute pression dans
une atmosphère au repos. L’air est ici considéré comme un mélange binaire d’oxygène O2
et d’azote N2. Ce mélange est décrit avec des capacités calorifiques variables tout comme
les propriétés de transport. Ceci permet d’éviter l’hypothèse simplificatrice d’un rapport
de capacités calorifiques γ constant. La vitesse du jet est de 630 m/s dans le plan de
sortie (ce qui correspond à une sortie sonique). Le domaine de calcul est initialisé avec
les caractéristiques de l’air à une pression de 1 atm et 300 K. Le diamètre d’injection est
fixé à D = 0, 001 m. Le nombre de Reynolds initial basé sur le diamètre d’injection est
Re = 77500. Les grandeurs physiques utilisées pour ces deux simulations sont identiques
et reportées dans le tableau 4.2. Un léger co-flow d’air est ajouté dans le but d’améliorer
la stabilité et la convergence des calculs. Le profil de vitesse imposé en entrée est donné
par la relation :
u = ucf + uinj2 +
(
ucf − uinj
2
)
tanh
(
r − r0
δ
)
(4.1)
avec δ = D/25 et r0 = D/2. Les conditions retenues correspondent à un jet libre forte-
ment sous-détendu avec un rapport de pression totale NPR égal à 28.4. Nous imposons
des conditions de non réflexion parfaite sur toutes les autres frontières du domaine à l’ex-
ception de la sortie droite où nous imposons une condition partiellement non réfléchissante
de type NSCBC [96, 90, 91].
Les deux simulations considérées dans ce chapitre ont été réalisées sur deux super-
calculateurs. Le premier supercalculateur est le “TGCC Curie” du CEA. Il s’agit d’une
machine proposant trois types de ressources de calcul différents et basée sur une architec-
ture x86-64. Elle offre une puissance de calcul crête globale de 2 Pflops. La partie utilisée
ici est équipée de 80640 cœurs cadencés à 2.7 GHz. La deuxième machine est le cluster
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Tableau 4.2 – Paramètres de l’écoulement.
Injection Co-courant
P (atm) 15.0 1.0
T (K) 1000.0 300.0
Ma 1.0 0.05
u (m/s) 630.0 20.0
YO2 0.233 0.233
YN2 0.767 0.767
“MC2P” de l’Institut P’. Il possède 108 noeuds de calcul bi-processeurs AMD Opteron
4, soit 864 cœurs de calcul, et une puissance totale d’environ 8.5 Tflops. La simulation
sur maillage fin (“jet-2”) a été exécutée sur Curie Thin nodes avec 1024 processus MPI
nécessitant 160 000 heures CPU tandis que la seconde (“jet-1”) a été lancée sur le clus-
ter de l’Institut P’ en utilisant 288 processus MPI nécessitant 25 000 heures CPU. Ces
deux simulations ont le même temps physique simulé (1.15 ms). Ces temps de calcul ne
prennent pas en compte les transitoires des calculs.
4.3 Vérification des calculs
Cette deuxième section va être consacrée à plusieurs types d’analyses permettant de
jauger la qualité des simulations numériques effectuées. Nous allons dans un premier temps
étudier la convergence de la base de données “jet-2”, ensuite nous nous pencherons sur la
résolution spatiale de celle-ci.
4.3.1 Convergence des statistiques
Cette partie consiste à vérifier que la base de donnée obtenue pour le calcul du jet
d’air est bien convergée en temps. Dans cette optique, nous visualisons la convergence
de la moyenne de la vitesse longitudinale cumulée (∆u˜ = (u˜(t) − u˜(tfin))/u˜(tfin) × 100)
et de sa variance (∆u˜′′2 = (u˜′′2(t) − u˜′′2(tfin))/u˜′′2(tfin) × 100). La convergence de la
pression moyenne (∆P = (P (t)− P (tfin))/P (tfin)× 100) est également tracée. Ce calcul
est effectué en x/D = 14 et r/D = 2 ce qui correspond à un point localisé dans la
zone de turbulence développée de la couche de cisaillement. La figure 4.3 montre la
convergence des moments d’ordre un et deux de la vitesse longitudinale en fonction du
temps de simulation normalisé par un temps de référence. Ce temps de référence est défini
par tref = Lref/Uref avec Lref = 14D et Uref représentant la vitesse moyenne sur l’axe
du jet entre l’injection et x = Lref (Uref = (1/Lref )
∫ Lref
0 u(x)dx). La valeur obtenue est
tref = 2.71 · 10−5s. Nous remarquons que le taux de convergence de la moyenne de la
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Figure 4.3 – Etude de la convergence de base de donnée (vitesse longitudinale).
−1.0
0.0
1.0
0 10 20 30 40
∆
P
t/tref
Figure 4.4 – Étude de convergence du signal de pression mesuré au voisinage du dernier
plan d’analyse x/D = 14.
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Tableau 4.3 – Caractérisation de la résolution de la simulation (les nombres de Reynolds
ainsi que les longueurs caractéristiques sont évaluées à x/D = 14 et r/D = 1.75).
D/∆x lλ/∆x lη/∆x tη/∆t IQη
60 4.69 0.162 37.0 88.9
vitesse longitudinale atteint 0.5% tandis que le taux de convergence de sa variance est
inférieur à 2%. On notera aussi que la pression (cf. figure 4.4) atteint un état stationnaire.
Nous pouvons ainsi considérer que la base de donnée est suffisamment convergée.
4.3.2 Vérification de la résolution spatiale
La résolution spatiale est quantifiée à partir de plusieurs indicateurs déterminés a
posteriori. Concernant cette vérification, nous nous concentrons sur le cas le plus résolu,
i.e. le cas “jet-2”. Dans un premier temps, les différentes échelles de longueur et de temps
de la turbulence sont estimées et reportées dans le tableau 4.3. L’échelle de Kolmogorov
lη est estimée à l’aide de la relation lη = (ν3/)1/4 et la micro échelle de Taylor lλ est
elle estimée à partir de lλ =
√
10νk/ avec k l’énergie cinétique turbulente,  son taux
de dissipation et ν la viscosité cinématique du fluide. L’échelle de temps de Kolmogorov
tη est déterminée par tη = (ν/)1/2. Dans cet écoulement transitionnel, la turbulence se
développe naturellement. Il est donc attendu que les plus petites échelles ne soient pas
encore créées tandis que la gamme d’échelles dynamiquement actives sont correctement
capturées. Les plus petites échelles présentes sont donc susceptibles d’être bien capturées
par le maillage. L’échelle de temps de Kolmogorov est clairement capturée par le pas de
temps. Par ailleurs, la réelle représentativité de l’échelle spatiale de Kolmogorov vis à vis
des processus dissipatifs reste aujourd’hui encore le sujet de discussion. Le niveau de
résolution de la simulation vient d’être analysé du point de vue des différentes échelles
caractéristiques de la turbulence. Il existe d’autres mesures de la résolution de simulation
numérique pour des écoulements turbulents telles que les indices de qualité proposés par
Klein [113] ou bien par Celik et al. [114]. Nous avons donc étudié un indice basé sur la
résolution du maillage et l’échelle de Kolmogorov noté IQη. L’expression de cet indice est
donnée par la relation suivante [114] :
IQη =
1
1 + αη
(
lη
∆
)−m × 100 (4.2)
où αη = 0.05 et m = 0.5. ∆ est le pas du maillage et lη l’échelle de Kolmogorov. La
figure 4.5(a) montre le champ de l’index de qualité et la figure 4.5(b) représente deux
4.3. Vérification des calculs 71
80 100
(a) Champ de l’index de qualité IQη
0
20
40
60
80
100
0 2 4 6 8 10 12 14
I
Q
η
x/D
ξ˜ = 0.1
r = 0.0
(b) Profils de l’index de qualité
Figure 4.5 – Champ de l’index de qualité IQη superposé aux iso-lignes ξ˜ = 0.1 et r = 0.0
(a) et profils de IQη sur les iso-lignes r = 0.0 et ξ = 0.1 (b).
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(a) Champ de la viscosité νSGSGS/ν (Smagorinsky).
(b) Champ de la viscosité νSFSGS/ν (Fonction de structure).
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(c) Profils radiaux de la viscosité νSGSGS/ν.
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(d) Profils radiaux de la viscosité νSFSGS/ν.
Figure 4.6 – Champs estimés à posteriori du rapport de la viscosité de sous-maille et
de la viscosité moléculaire νSGS/ν obtenus avec le modèle de Smagorinsky (a) et avec
le modèle fonction de structure (b) ainsi que des profils de ce même rapport obtenus à
différentes distances de l’injection pour le modèle de Smagorinsky (c) et pour le modèle
à fonction de structure (d).
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profils longitudinaux l’un obtenu pour r/D = 0 et l’autre sur l’iso-ligne ξ˜ = 0.1. Par
construction, la valeur de cet indicateur reste limitée entre 0 et 100. Plus la valeur de celui-
ci est élevée, plus la résolution de la simulation est importante. Pour notre simulation, cet
indice est systématiquement supérieur à 85. Ce qui correspond à des niveaux de résolution
extrêmement importants. Notons également que la valeur de IQη qui serait associée à
∆ = lη n’est que de 95.
Nous procédons ensuite à une analyse a posteriori de la résolution spatiale en évaluant
une possible contribution de sous maille négligée via le calcul d’une viscosité turbulente par
post-traitement. Pour cela, nous utilisons deux modèles de sous-maille. Le premier modèle
utilisé est le modèle classique défini par Smagorinsky : νSGSGS(x, t) = (Cs∆)2
√
2SijSij.
La constante Cs du modèle est prise égale à 0.1 (valeur usuelle pour des écoulements
compressibles cisaillées). Ensuite, nous utilisons le modèle élaboré par Métais et Lesieur
basé sur la fonction de structure d’ordre deux [115]. Ce modèle repose sur la relation
entre le spectre d’énergie locale et la fonction de structure de la vitesse du deuxième ordre
F2(x, t) =< ||u(x, t)−u(x+∆x, t)||2 >. Il peut être interprété comme un modèle basé sur
l’énergie à la coupure exprimé dans l’espace physique. La viscosité turbulente modélisée
prend la forme νSFSGS = 0.105K
−3/2
0 ∆
√
F2(x, t) avec K0 = 1.4 la constante de Kolmogorov.
La figure 4.6(a) montre le champ du rapport νSGSGS/ν et la figure 4.6(b) celui de νSFSGS/ν. La
figure 4.6(c) montre les profils radiaux du rapport νSGSGS/ν et la figure 4.6(d) ceux de νSFSGS/ν.
En ce qui concerne la performance de cette fermeture basée sur la fonction de structure, il
a été montré qu’il est moins dissipatif que le modèle de Smagorinsky pour les écoulements
isentropiques. Ceci se traduit par une prédiction plus précise de la zone inertielle de la
turbulence comme indiqué par la référence [115]. Par contre, pour les écoulements cisaillés
comme ceux considéré dans cette étude, il est communément admis qu’il peut aussi être
excessivement dissipatif [116] de telle sorte qu’il a été modifié pour aboutir au modèle de
fonction de structure filtrée (FSF), qui améliore son comportement dans les écoulements
cisaillés turbulents [117]. Le rapport νSGS/ν est suffisamment faible pour statuer que les
caractéristiques moléculaires sont correctement restituées par notre simulation numérique.
Enfin, une analyse spectrale est réalisée. Dans ce but, nous définissons la fonction des
corrélations croisées Rij(x) = ui(x)uj(x + dx) et Eij(κ) la transformée de Fourier de
Rij(x). Par définition, on a :
Eij(κ) =
1
(2pi)3
∫∫∫ +∞
−∞
e−i.κ.xRij(x)dx (4.3)
avec κ le vecteur des nombres d’ondes, et inversement, on peut exprimer la corrélation
croisée de la manière suivante :
Rij(x) =
∫∫∫ +∞
−∞
e+i.κ.xEij(κ)dκ (4.4)
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Figure 4.7 – Spectre de l’énergie cinétique turbulente tracé en fonction du nombre d’onde
κ [m−1].
Maintenant, si nous prenons i = j et x = 0, nous obtenons l’énergie cinétique de turbu-
lence
k = 12Rii(0) =
1
2u
′
iu
′
i =
∫∫∫ +∞
−∞
1
2Eii(κ)dκ (4.5)
Néanmoins, cette expression dépend toujours de la direction. Afin de supprimer cette
dépendance à l’orientation des modes de Fourier, nous intégrons κ sur la surface d’une
sphère S(κ) :
k =
∫ +∞
−∞
∮ 1
2Eii(κ)DS(κ)dκ (4.6)
avec
E(κ) =
∮ 1
2Eii(κ)DS(κ) (4.7)
Finalement,
k = 12u
′
iu
′
i =
∫ +∞
−∞
E(κ)dκ (4.8)
E(κ) représente la fonction de répartition de l’énergie pour une certaine valeur du nombre
d’onde κ. La figure 4.7 affiche les spectres d’énergie cinétique turbulente calculées à plu-
sieurs positions longitudinales de l’écoulement et dans la couche du cisaillement. Tous
les spectres présentent un comportement attendu de jet transitionnel à Reynolds modéré
avec une pente comprise entre -1 et -2 couvrant un peu moins de deux décades dans le
domaine inertiel. On observe par ailleurs l’absence d’accumulation d’énergie artificielle
aux plus petites échelles résolues.
La figure 4.8 présente un champ instantané des régions où les différents schémas sont
activés pour le maillage le plus fin par le critère de détection de choc présenté dans la
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Figure 4.8 – Visualisation instantanée de la zone d’activation de la pondération non
linéaire du schéma WENO.
partie [3.3.1]. Le schéma servant à capturer les chocs s’active principalement le long du
choc en tonneau, autour du disque de Mach ainsi que sur le choc réfléchi. Il ne s’active que
sporadiquement dans la zone de fort cisaillement qui contient la couche de cisaillement ex-
terne ainsi que celle issue du point triple. La pondération non-linéaire du schéma WENO7
ne se déclenche quasiment plus à partir de l’abscisse x/D = 10. L’influence de ce critère
sur la robustesse de la simulation a été étudiée. La valeur retenue est celle permettant de
minimiser le déclenchement du schéma WENO7 afin de minimiser la viscosité numérique
introduite par le schéma tout en conservant la plus grande robustesse possible.
4.4 Comparaison des deux niveaux de résolution
Nous allons ici comparer les deux niveaux de résolution “jet-1” et “jet-2”. Nous rap-
pelons ici que le maillage du cas “jet-1” comprend 35 millions de points alors que celui
du cas “jet-2” en compte 177 millions. Le deuxième calcul correspond à un raffinement
d’environ deux de la taille de maille. Tous les paramètres concernant les deux niveaux de
raffinement sont exposés dans le tableau 4.1.
La figure 4.9 compare entre eux différents champs instantanés (nombre de Mach,
pseudo-schlieren basé sur la masse volumique et la vorticité). Les parties supérieures des
champs correspondent au maillage fin et les parties inférieures au maillage plus grossier.
Ces figures permettent, dans un premier temps, d’observer qualitativement les différences
entre les deux maillages utilisés.
Sur le champ de Mach 4.9(a) ainsi que sur le schlieren 4.9(b), nous constatons que la
structure de choc en amont évolue peu lorsque le maillage est raffiné. Le maillage “jet-1”
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(a) Mach.
(b) Pseudo-visualisation Schlieren basé sur la masse volumique.
(c) Vorticité.
Figure 4.9 – Analyse de l’influence du niveau de résolution sur la structure du jet :
cartographie des champs instantanés du nombre de Mach (a), d’un schlieren basé sur la
masse volumique (b) et de la vorticité (c). Les parties supérieures correspondent au “jet-2”
et les parties inférieures au “jet-1”.
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Figure 4.10 – Analyse de l’influence du niveau de résolution sur la structure du jet : profils
moyens axiaux du nombre de Mach (a), de la pression adimensionnée P ∗ = P/Pamb (b),
de la vitesse adimensionnée u˜∗ = u˜/uinj (c) et de la fraction de mélange ξ˜ (d).
la capture très bien (notamment la position et la hauteur du disque de Mach qui sont
identiques pour les deux simulations). Au niveau du disque de Mach, la seule différence
notable est l’épaisseur visuelle de celui-ci. En revanche, en aval du disque de Mach, les
différences sont plus remarquables, en particulier au niveau de la couche de mélange issue
du point triple. Celle-ci atteint l’axe du jet plus tardivement dans le cas du maillage fin.
La figure 4.9(b) compare un schlieren basé sur la masse volumique. Cette grandeur
est basée sur les gradient de masse volumique. La différence entre ces deux champs vient
exclusivement du fait que les gradients sont mieux capturés par le maillage fin. Ce qui
procure au schlieren issu du maillage fin une impression de plus grande netteté vis à vis
de celui issu du maillage plus grossier. C’est notamment visible sur le choc réfléchi et sur
le choc en tonneau. C’est également perceptible au niveau des grosses structures dans le
sillage du disque de Mach.
La figure 4.9(c) permet de distinguer un plus large panel de structures résolues ainsi
que des différences de niveaux de vorticité sur la périphérie externe du jet. A cet endroit, la
turbulence commence à se développer. Celle-ci est mieux capturée sur le maillage fin. Cet
effet a des répercussions sur toute la turbulence en aval. La figure 4.10 montre les profils
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Figure 4.11 – Analyse de l’influence du niveau de résolution sur la structure du jet :
profils moyens radiaux de la vitesse longitudinale adimensionnée u˜∗ = u˜/uinj (a) et de la
variance adimensionnée de la vitesse longitudinale u˜′′2/u2inj (b).
moyens axiaux du nombre de Mach 4.10(a), de la pression adimensionnée 4.10(b), de la vi-
tesse longitudinale adimensionnée 4.10(c) ainsi que d’un scalaire passif transporté 4.10(d).
Les profils de pression obtenus pour les deux niveaux de résolution sont très similaires. La
pression ne semble pas être impactée par le niveau de résolution du calcul. En revanche,
ce n’est pas le cas de la vitesse ni du nombre de Mach. En effet, la longueur de la poche
subsonique en aval du disque de Mach est plus longue dans le cas du maillage fin. La fin
de la poche subsonique correspond à une distance x/D = 13 pour le maillage fin alors
que l’écoulement redevient supersonique à une distance de x/D = 11 pour la simulation
conduite sur le maillage plus grossier. Comme mentionné précédemment, ceci vient du
fait que la couche de mélange issue du point triple rejoint l’axe plus loin dans le cas du
maillage fin. C’est également visible sur le profil du scalaire passif. La décroissance de
ce scalaire commence à partir de x/D = 9 pour le cas “jet-2”, alors qu’elle intervient à
x/D = 7 pour le cas “jet-1” (cf. fig. 4.10(d)).
La figure 4.11 compare les profils moyens radiaux de la vitesse longitudinale et de sa
variance à différentes distances de l’injection. Une des premières observations que nous
pouvons faire est la réduction de l’épaisseur des couches cisaillées interne et externe. Sur
le graphe 4.11(a), nous observons cet effet dans le plan x/D = 10. Par contre, cet effet
n’est quasiment plus perceptible pour le plan x/D = 14. Au niveau de la variance, les
effets les plus importants se trouvent proche de l’axe du jet pour la distance x/D = 10.
Ces niveaux redeviennent du même ordre de grandeur au delà de x/D = 14.
Nous venons de comparer deux niveaux de résolution pour le jet fortement sous-
détendu d’air dans l’atmosphère. La structure de choc en amont du disque de Mach
est bien capturée par les deux maillages. Une différence notable est observé en terme de
capture des instabilités le long de la périphérie du jet, soulignée par le champ de vorticité.
La croissance de ces instabilités pilote le développement de la turbulence dans le domaine
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en aval du disque de Mach. L’effet le plus visible de la différence dans la capture du
développement de ces instabilités est la réduction de la longueur de la poche subsonique
pour le cas “jet-1”. Nous allons dorénavant nous concentrer sur la résolution “jet-2” pour
caractériser cet écoulement.
4.5 Etude de la structure globale du jet
(a) Structure du champ proche de l’injection. (b) Dimensions du disque de Mach.
Figure 4.12 – Configuration du champ proche.
Nous allons étudier dans cette partie la structure du jet fortement sous-détendu axi-
symétrique se développant à travers un orifice dans une atmosphère de repos. Celle-ci
est présentée sur la figure 4.12(a). Toute la structure compressible est clairement identi-
fiée [118]. Le développement des instabilités sur la frontière du jet et leurs interactions
avec le choc réfléchi sont également observables dans la figure 4.12(a). La différence de
pression entre le jet issus du reservoir et l’atmosphère au repos fait que l’écoulement va se
détendre et s’accélérer (Fig. 4.13(a) et 4.13(d)). Les ondes de détente naissant au niveau
de l’injection se réfléchissent à la périphérie du jet en ondes de compression. Ces ondes de
compression coalescent créant le choc dit en tonneau délimitant une zone supersonique.
La réflexion de ce choc incident n’est pas régulière et un disque de Mach apparaît dans
le champ proche du jet. Juste en aval du disque de Mach, l’écoulement est subsonique,
alors qu’il reste supersonique en aval du choc réfléchi. Le point triple relie diverses dis-
continuités et devient l’origine d’une nouvelle ligne de glissement, ce qui donne naissance
à une couche de cisaillement supersonique. En raison de la détente du gaz, la pression
(Fig. 4.13(a)) et la température (Fig. 4.13(b)) diminuent de manière significative tandis
que la vitesse et le nombre de Mach augmentent (Fig. 4.13(c) et Fig. 4.13(d)).
La chute du nombre de Mach sur la figure 4.13(c) permet de déterminer l’emplacement
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Figure 4.13 – Profils axiaux de la pression normalisée, de la température normalisée, du
nombre de Mach et de la vitesse axiale normalisée.
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Figure 4.14 – Position adimensionnée du disque Mach, la courbe en pointillé correspond
à la corrélation empirique de Ashkenas et Sherman [4].
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du disque de Mach à environ x/D = 3, 55. Cette position du disque de Mach est comparée
avec la valeur obtenue à l’aide de la corrélation empirique de Ashkenas et Sherman [4]
xDM/D = 0, 67
√
P0/Pa. Celle-ci conduit à une estimation similaire : xDM/D = 3, 60. La
figure 4.14 regroupe les positions du disque de Mach issues de plusieurs études expéri-
mentales et numériques de jets fortement sous-détendus. Celle-ci confirme le bon accord
entre nos résultats numériques et les résultats antérieurs. La hauteur du disque de Mach
est également estimée à l’aide de la corrélation de Antsupov [12] donnant dDM/D = 2, 2.
Les résultats numériques sont là aussi très proches des données issues de la corrélation.
Nous avons également évalué l’angle que fait le choc réfléchi au point triple avec l’axe
du jet. Il est mesuré à β = 27˚. Vuorinen et al. [22] ainsi que Hamzehloo et al. [119]
observent des angles β du même ordre de grandeur dans leurs simulations. Hamzehloo
et al. [119] précisent également que l’angle du choc réfléchi décroît en fonction du NPR
jusqu’à atteindre une valeur limite de β = 28˚ pour un NPR supérieur à 10. Nous avons
également évalué l’épaisseur de la couche de cisaillement δ définie par la hauteur entre
le choc réfléchi et la ligne de glissement issue du point triple (cf. figure 4.12(b)). Nous
trouvons une épaisseur δ/D = 0.23. Il est établi dans la littérature que cette grandeur
décroît lorsque le NPR augmente [22, 119].
En aval du disque de Mach, la pression se stabilise autour de la pression atmosphé-
rique tandis que l’écoulement réaccélère progressivement et redevient supersonique à une
distance à l’injecteur voisine de x/D = 13. La figure 4.16 reporte des comparaisons de
profils de vitesse longitudinale de l’écoulement le long de l’axe du jet avec des données
expérimentales et numériques [120, 121, 122, 123]. Compte tenu des difficultés liées aux
mesures des grandes vitesses dans ce type d’écoulement notamment entre l’injection et le
disque de Mach, le profil de vitesse obtenu affiche un accord satisfaisant avec les données
expérimentales.
L’adaptation du niveau de la pression statique dans le jet est principalement assurée
par le phénomène de forte détente initiale, nous observons ainsi que le jet redevient qua-
siment isobare au delà du disque de Mach avec un niveau proche de la pression ambiante
(cf. figure 4.13(a)). En revanche, les niveaux de pression totale en aval du choc réfléchi
sont plus importants (environ 170 000 Pa) qu’en aval du disque de Mach (environ 120
000 Pa) (cf. figure 4.15(d)). En aval du choc réfléchi, nous observons une série de détentes
et de compressions successives. Ce comportement, similaire à celui des jets faiblement
sous-détendus, est visible sur le champ de la vitesse longitudinale (cf. 4.15(a)).
La figure 4.15(b) illustre l’intensité des effets de masse volumique variable dans la
couche de cisaillement et en aval du disque de Mach. Ces effets sont les plus importants
dans la couche de mélange naissant du point triple.
La figure 4.17 montre les profils de vitesse adimensionnée longitudinale, radiale et azi-
mutale pour différentes valeurs du paramètres x/D. L’étude des profils de la composante
82 Chapitre 4. Simulation de jets fortement sous-détendus d’air
(a)
(b)
(c)
(d)
Figure 4.15 – Structure moyenne de l’écoulement. (a) : champ moyen de la composante
longitudinale de la vitesse u˜ (m.s−1) (partie supérieure) et champ de l’énergie cinétique
turbulente k (m2.s−2) (partie inférieure) ; (b) : champ moyen de la masse volumique ρ
(kg.m−3)(partie supérieure) et champ de la variance normalisée ρ′2/ρ2 (partie inférieure) ;
(c) : champ moyen de nombre de Mach (partie supérieure) et champ moyen de la fraction
de mélange ξ (partie inférieure) ; (d) : iso-contours de la pression (50 niveaux pris entre
2500 Pa et 2.105 Pa).
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Figure 4.16 – Profils axial de la vitesse normalisée u∗ = u˜/uinj sur l’axe du jet, uinj
représente la vitesse d’injection du jet.
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Figure 4.17 – Profils radiaux des composantes moyennes de vitesse adimensionnées.
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Figure 4.18 – Champ de l’énergie cinétique turbulente k/u2inj.
longitudinale 4.17(a) nous permet de suivre l’évolution des couches cisaillées dans le sillage
du disque de Mach. Nous observons deux couches cisaillées : la première est la couche de
cisaillement externe entre l’atmosphère ambiante et le jet ; la seconde est issue du point
triple. Juste en aval du disque de Mach, i.e. x/D = 6, les deux couches de mélange sont
bien distinctes. Leurs évolutions sont encore décorrélées. La couche de mélange interne
se situe entre r/D = 0.75 et r/D = 1.1 tandis que la couche de cisaillement externe se
trouve entre r/D = 1.1 et r/D = 2. Lorsque que l’on s’éloigne du disque de Mach, le
point de regroupement des deux couches mélanges, i.e. le point de vitesse longitudinale
maximale, se décale vers l’intérieur du jet et l’épaisseur des couches de cisaillement croît.
La vitesse azimutale est quasi-nulle en moyenne 4.17(c).
Le développement de la couche de cisaillement extérieure et celui de la couche de
cisaillement issue du point triple sont découplés en moyenne jusqu’à une distance de
x/D = 8, ceci est ainsi visible sur la figure 4.18. L’énergie cinétique turbulente est la
plus élevée au niveau de l’impact du choc réfléchi sur la couche de mélange externe. Ceci
représente l’un des effets les plus significatifs de l’interaction onde de choc / turbulence
à savoir l’amplification des fluctuations turbulentes au travers d’une onde de choc. Un
phénomène de génération de vorticité est également observé à la traversé du disque de
Mach. Sur cette figure, nous observons également une diminution de l’énergie cinétique
de turbulence en fonction de la distance à l’injection.
La figure 4.19 reporte les termes diagonaux du tenseur de Reynolds. Nous pouvons
dans un premier temps remarquer que les amplitudes ainsi que les profils des contraintes
sont différents. Cela révèle le caractère anisotrope de la turbulence dans le sillage du
disque de Mach. De plus, les niveaux des fluctuations diminuent lorsque l’on s’éloigne
de l’injection. Les amplitudes sont divisées par deux entre le plan x/D = 6 et le plan
x/D = 14. Enfin, la présence des deux couches cisaillées est bien décelables sur les deux
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(a) Composante principale longitudinale du tenseur de Reynolds adimensionnée R∗11.
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(b) Composante principale radiale du tenseur de Reynolds adimensionnée R∗22.
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(c) Composante principale azimutale du tenseur de Reynolds adimensionnée R∗33.
Figure 4.19 – Composantes principales du tenseur de Reynolds adimensionnées.
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(a) Nombre de Reynolds Reλ. (b) Nombre de Mach turbulent Mt.
Figure 4.20 – Champs des nombres de Reynolds turbulent et de Mach turbulent.
premiers plans d’analyse, i.e. x/D = 6 et x/D = 8. La turbulence est plus intense dans
la couche de mélange externe que dans celle issue du point triple. En effet, l’amplitude
de R11 est toujours plus importante dans la couche externe que dans la couche issue du
point triple. Les fluctuations longitudinales sont presque 20% supérieures dans la première
comparativement à la seconde dans le plan x/D = 6. Néanmoins, la distinction claire entre
ces deux couches devient moins visible dans les trois derniers plans d’analyses. En effet,
nous n’observons plus deux pics distincts caractérisant les deux couches. Nous pouvons
estimer qu’elles ne sont plus découplées dans ces trois derniers plans.
La figure 4.20 révèle le champ du nombre de Reynolds basé sur l’échelle de Taylor
(Reλ = 2k
√
5/(ν.)) ainsi que le champ du nombre de Mach turbulent (Mt =
√
u′iu′i/c). Le
premier nous renseigne sur le degré de développement de la turbulence. Il est à noter que ce
nombre de Reynolds est plus important dans la couche cisaillée externe que dans la couche
de mélange issue du point triple. Le second nous informe sur le degré de compressibilité de
la turbulence. Ce dernier peut être interprété comme le rapport entre un temps acoustique
τa et un temps caractéristique de la turbulence τt. L’écoulement étudié ici présente des
zones où existent de forts effets de compressibilité. Ils sont surtout présents dans la couche
de mélange externe avec des valeurs très élevées atteignant 0.76. Cette compressibilité reste
importante jusqu’en sortie du domaine d’étude.
Les profils de l’échelle de Taylor Lλ et de l’échelle de Kolmogorov Lη sont reportés
sur la figure 4.21. La micro échelle de Taylor est considéré comme la frontière entre le
domaine inertiel et le domaine dissipatif. Nous remarquons que cette échelle est plus faible
au centre de la couche de mélange ce qui constitue la zone où la turbulence est la plus
développée. Nous constatons également que le pas du maillage est bien inférieur à cette
échelle. Celle-ci est donc capturé par le maillage. L’échelle de Kolmogorov définie la plus
petite échelle présente dans les écoulements turbulents. A cette échelle, la viscosité du
fluide dissipe complètement les tourbillons tranformant leur énergie cinétique en chaleur.
Concernant cette seconde échelle, elle est également la plus faible au centre de la zone
cisaillée.
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Figure 4.21 – Profils des échelles caractéristiques de la turbulence.
La figure 4.22(a) présente une iso-surface du traceur passif ξ qui montre une vue
d’ensemble du mélange en aval du disque de Mach. Elle permet également de visualiser
le développement des instabilités sur la périphérie de jet. Les iso-surfaces instantanées de
scalaire passif sont caractérisées par des niveaux de plissements importants.
La figure 4.22(b) représente une iso-surface du critère Q. Ce critère souligne la richesse
topologique de l’écoulement ainsi que l’activité de la turbulence dans cette région. Il
révèle également un écoulement turbulent complexe présentant des structures turbulentes
ressemblant à des vers tourbillonnaires (“worms”).
4.5.1 Etude de l’anisotropie du jet
Nous allons ici nous intérésser à l’anisotropie de la turbulence dans ce type de jet
compressible. Pour cela, nous définissons le tenseur déviateur du tenseur des contraintes
de Reynolds :
b˜ij =
ρu′′i u′′j
ρu′′i u′′i
− 13δij (4.9)
Ce tenseur, classiquement nommé tenseur d’anisotropie, mesure le degré d’anisotropie des
contraintes de Reynolds. La cartographie des invariants de ce tenseur illustre la dynamique
des écoulements complexes liée aux chocs et leurs interactions avec les couches cisaillées
et la turbulence. Par construction, le premier invariant de ce tenseur, i.e. sa trace, noté
Ib, est nul. Ce tenseur peut donc être étudié à l’aide de ces seuls invariants d’ordre 2
(IIb = bijbji) et d’ordre 3 (IIIb = bikbkjbji). Le domaine de variation des valeurs des
invariants du tenseur b˜ij est borné dans le plan (IIb, IIIb). Cette caractéristique a été
démontrée par Lumley [124] dans le plan (II∗b , III∗b ) avec II∗b = −IIb/2 et III∗b = IIIb/3.
Dans ce nouveau repère, les couples (II∗b , III∗b ) sont restreints à l’intérieur d’un triangle
dit de Lumley. Les frontières de ce triangle décrivent les différents états du tenseur des
contraintes turbulentes. L’origine de ce plan représente l’état de turbulence isotrope. Le
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Figure 4.22 – Vue d’ensemble du mélange en aval du disque de Mach.
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segment (PQ) correspond à une turbulence à deux composantes (une des trois valeurs
propres est nulle). Cette trajectoire est déterminée par la relation 1− 9II∗b + 27III∗b = 0.
Les segments (OP), correspondant à III∗b = 2(II∗b /3)(3/2), et (OQ), III∗b = −2(II∗b /3)(3/2),
représentent une turbulence axisymétrique (deux valeurs propres égales). La distinction
entre ces deux comportements est liée au signe du troisième invariant. Lorsque celui-ci est
positif, la valeur propre axiale est prépondérante par rapport au deux autres composantes
qui sont égales. On parle alors de structure en cigare. En revanche, lorsque IIIb est négatif,
ce sont les composantes radiales qui sont prépondérantes devant la composante axiale. On
parle alors de structure en disque. Par soucis de visibilité, nous représentons les invariants
dans le repère (II∗b , III∗b ) avec II∗b = −IIb/2 et III∗b = IIIb/3 ainsi que dans le repère
(η, ξ) avec η2 = II∗b /3 et ξ3 = III∗b /2.
La figure 4.23 montre les invariants du tenseur d’anisotropie dans le repère (II∗b , III∗b )
tandis que la figure 4.24 les reporte dans le plan (η, ξ). La figure 4.23 souligne que les
résultats numériques évoluent bien dans les limites données par le triangle de Lumley. Les
diagrammes sont tracés pour différentes abscisses x/D. Les trajectoires ainsi représentées
vont du centre du jet (r/D = 0) vers la périphérie du jet (r/D = 3). Pour les positions
se trouvant en amont du disque de Mach (cf. figures 4.23(a) et 4.23(b)), les échantillons
se situent majoritairement au voisinage de la ligne OP qui correspond à une turbulence
axisymétrique à une composante. Les deux termes diagonaux sont égaux et inférieurs à
la troisième composante. Cet état est également rencontré dans les écoulements super-
sonique en conduite [125]. Juste en aval du disque de Mach (cf. figure 4.23(c)), nous
observons une transition des états quasi-axisymétriques à une composante vers des états
quasi-axysimétriques à deux composantes représentés par la courbe OQ. Dans ce dernier
état, deux éléments diagonaux sont quasiment identiques et supérieurs au troisième qui
est négligeable. Dans le sillage de la structure compressible (cf. figures 4.23(d), 4.23(e),
4.23(f), 4.23(g) et 4.23(h)), l’anisotropie évolue peu et tend vers un état de turbulence
axisymétrique à deux composantes.
Nous venons de caractériser la topologie globale de l’écoulement avec un regard par-
ticulier concernant l’anisotropie de la turbulence. Nous allons maintenant nous pencher
sur le mélange scalaire à petite échelle avec notamment l’étude du modèle de fermeture
LRM (Linear Relaxation Model) pour la dissipation scalaire.
4.6 Champ scalaire : mélange turbulent
Nous étudions maintenant le mélange scalaire dans notre configuration d’écoulement
compressible. Pour ce faire, nous résolvons une équation de transport supplémentaire
pour un scalaire passif ξ (éq. (4.10)) qui est advecté avec un nombre de Lewis unitaire.
La diffusivité de ce scalaire est égale à la diffusivité thermique. Les effets de Lewis et ceux
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Figure 4.23 – Plans des invariants (II∗a ,III∗a) pour différentes sections de l’écoulement.
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Figure 4.24 – Plans des invariants (η,ξ) pour différentes sections de l’écoulement.
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Figure 4.25 – Profils radiaux des deux premiers moments du scalaire passif.
associés à la diffusion différentielle ne sont donc pas pris en compte ici. Ce traceur ξ est
défini avec une valeur unitaire à l’intérieur du jet et nulle ailleurs.
∂
∂t
(ρξ) + ∂
∂xi
(ρuiξ) =
∂
∂xi
(
ρD
∂ξ
∂xi
)
(4.10)
La figure 4.15(c) présentant le champ du nombre de Mach moyen a été superposée avec
quatre iso-lignes de ξ˜ (0.1 ; 0.4 ; 0.7 ; 0.95). La périphérie du jet en champ proche se
comporte comme une membrane imperméable. Le milieu extérieur et le jet ne se mélange
pas. Dans cette configuration, la turbulence se développe sur cette limite et dans les
couches de cisaillements supersoniques. Les figures 4.25(a) et 4.25(b) affichent les profils
radiaux de la valeur moyenne et de la variance du scalaire passif à différentes sections du
jet. La quantité ξ˜′′2 est gouvernée par l’équation de transport (4.11). Elle caractérise la
dispersion du scalaire autour de sa valeur moyenne.
∂
∂t
(
ρξ′′2
)
+ ∂
∂xk
(
ρukξ′′2
)
= ∂
∂xk
(
ρD
∂ξ′′2
∂xk
− ρu′′kξ′′2
)
−2ρD∂ξ
′′
∂xk
∂ξ′′
∂xk
− 2ρu′′kξ′′
∂ξ˜
∂xk
+ 2ξ′′ ∂
∂xk
(
ρD
∂ξ˜
∂xk
) (4.11)
La production de variance reflète ainsi l’hétérogénéité du mélange local. En revanche, sa
destruction caractérise l’action des processus moléculaires à travers la valeur moyenne du
taux de dissipation scalaire (SDR) Nξ = D(∂ξ/∂xk)(∂ξ/∂xk) du traceur passif. On définit
également ε˜ξ le taux de dissipation scalaire moyen des fluctuations de ξ. Il est défini par :
ρε˜ξ = ρD
∂ξ′′
∂xk
∂ξ′′
∂xk
(4.12)
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Pour des valeurs du nombre de Reynolds suffisamment élevées, on montre que ce terme
est comparable au taux de dissipation scalaire moyen N˜ξ :
ρε˜ξ = ρD
∂ξ′′
∂xk
∂ξ′′
∂xk
= ρN˜ξ − ρD ∂ξ˜
∂xk
∂ξ˜
∂xk
≈ ρN˜ξ (4.13)
Le mélange scalaire a lieu dans les couches cisaillées supersoniques comme indiqué dans
la figure 4.25(b). Nous pouvons remarquer que pour x/D = 12, la valeur de ξ˜ sur l’axe
de symétrie (r/D = 0) est inférieur à l’unité. Les couches cisaillées internes se coupent
en effet sur l’axe du jet à cette distance de x/D ≈ 12, ce qui correspond approximative-
ment à la longueur de la poche subsonique. La figure 4.25(b) illustre l’homogénéisation
du mélange et la destruction de la variance entre le plan x/D = 6 et le plan x/D = 14.
La variance ξ˜′′2 est également tracée en fonction de la valeur moyenne ξ˜ sur la figure 4.26.
Les profils obtenus peuvent ainsi être comparés à la valeur maximale de la variance définie
par ξ˜′′2max = ξ˜(1 − ξ˜). Pour les positions prises entre x/D = 6 et x/D = 14, la valeur
maximale de la ségrégation, i.e. Sξ = ξ˜′′2/ξ˜(1 − ξ˜) se trouve autour de 0.17 à x/D = 6
et décroît progressivement pour atteindre 0.07 à x/D = 14. Les figures 4.28(a) et 4.28(c)
représentent respectivement la variance ξ˜′′2 et le taux de dissipation scalaire N˜ξ suivant
les iso-contours de ξ˜ définis précédemment. Pour x/D ≤ 3, les profils de Nξ sont peu
représentatifs. Les gradients scalaires sont très grands et il y a peu d’échantillons dans
cette zone pour pouvoir restituer correctement la dynamique de l’écoulement. Ceci per-
met d’expliquer la persistance d’oscillations résiduelles sur les profils. Le pic sur les deux
courbes de ξ˜′′2 et de N˜ξ à x/D ≈ 4 perceptible sur les iso-lignes ξ˜ = 0.4, 0.7 et 0.95 s’ex-
pliquent par l’effet de l’onde de choc réfléchie sur le mélange dans cette zone. L’iso-contour
ξ˜ = 0.1, qui ne traverse pas l’onde de choc réfléchie, ne présente pas de pic particulier.
Ce résultat est cohérent avec d’autres études conduites qui soulignent l’amélioration du
mélange par des ondes de choc grâce (i) à la déviation des lignes de courant par le choc
et (ii) la génération de structures tourbillonnaires dans ces régions [126]. Ceci pourrait
d’ailleurs être conforté par l’analyse détaillée du bilan de vorticité.
Nous étudions ici les fonctions densité de probabilité (PDFs) de ξ. Celles-ci sont pré-
sentées sur la figure 4.27. Ces PDFs sont évaluées sur les iso-lignes de ξ˜ pour différentes
valeurs de x/D. La forme de la PDF, en fonction de leur position dans le jet, sont com-
patibles avec les formes attendues [29]. Sur les frontières externe et interne de la couche
de mélange induite par le jet, soit pour ξ˜ = 0.1 et ξ˜ = 0.95, l’influence des effets de
mélange moléculaire sur ξ est peu appréciable. Les PDFs présentent toutes un pic au
niveau de la valeur moyenne et évoluent très peu en fonction de la position longitudinale.
En revanche, à l’intérieur de la couche de cisaillement, soit pour ξ˜ = 0.4 et ξ˜ = 0.7, les
PDFs se concentrent autour de la valeur moyenne. Sur l’iso-ligne ξ˜ = 0.7, elle présente
également des poches de traceur passif unitaire à x/D = 6 et x/D = 8. Dans cette ré-
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Figure 4.26 – Variance scalaire en fonction de ξ˜.
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Figure 4.27 – Fonctions densité de probabilité P˜ (ξ) situées à x/D = 6, 8, 10, 12 et 14
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gion, le processus de mélange moléculaire ne s’est pas encore totalement développé. Le
skewness Sξ = ξ˜′′3/(ξ˜′′2)3/2 mesure l’asymétrie de ces distributions. Pour les valeurs né-
gatives de Sξ (i.e. ξ˜ = 0.7), les distributions sont légèrement en pente vers la gauche de
leur valeur moyenne, tandis qu’à droite elles sont plus raides. La somme des fluctuations
négatives élevée à la puissance 3 sera ainsi supérieure à la somme des cubes des déviations
positives. Au contraire, si la somme des cubes de fluctuations positives est supérieure à
celui obtenu pour des fluctuations négatives, le skewness sera positif. La figure 4.27(d)
expose ce coefficient pour les trois jeux de PDF présentés. On note un coefficient positif
pour les iso-lignes ξ = 0.3 et ξ = 0.5. La valeur positive pour l’iso-ligne ξ = 0.5 confirme
que le processus de mélange moléculaire et le taux de dissipation scalaire associé est plus
efficace pour les faibles valeurs de la fraction de mélange plutôt qu’au voisinage de la
fraction de mélange unitaire. Ceci est en contraste avec la valeur négative de Sξ obtenu
pour ξ = 0.7. Le long de cette iso-ligne spécifique, le skewness croît dans un premier
temps vers zéro (entre x/D = 6 et x/D = 10). Il décroît ensuite entre x/D = 10 et
x/D = 14. Ce comportement est lié à la définition même du coefficient d’asymétrie, dont
l’évolution de la valeur normalisé ∆Sξ/Sξ est pilotée par la différence entre les évolutions
normalisées des moments d’ordre deux et trois, i.e. ∆ξ˜′′3/ξ˜′′3−(3/2)∆ξ˜′′2/ξ˜′′2. Pendant les
premières étapes du processus de mélange, l’évolution de Sξ semble être dominée par la
diminution du moment d’ordre trois normalisé, ce qui conduit à l’accroissement de Sξ alors
qu’on constate qu’il diminue plus en aval. Ce comportement spécifique reflète l’influence
de la propagation des niveaux élevés de probabilité associées à la persistance de poche
de fraction de mélange unitaire entre x/D = 6 et x/D = 10. Il convient également de
remarquer l’évolution particulière du maximum local de la probabilité (situé entre ξ = 0.6
et ξ = 0.8). Dans un premier temps, ce maximum décroît entre x/D = 6 et x/D = 10
puis il augmente entre x/D = 10 et x/D = 14. Il semble important de noter que, pour
x/D = 14, sa valeur est légèrement supérieure à la valeur moyenne ξ˜ = 0.7.
L’analyse du taux de dissipation scalaire N˜ξ joue un rôle crucial pour la combustion
non prémélangée. En effet, le mélange des réactifs à l’échelle moléculaire est une condition
nécessaire pour que se produise la réaction chimique. Comme mentionné précédemment,
sa valeur moyenne N˜ξ ≈ ε˜ξ impose le niveau de la variance scalaire. Celui-ci apparaît
alors comme un terme puits dans le membre de droite de l’équation de transport de la
variance scalaire. Ce terme fait apparaître des gradients de scalaire locaux au carré et
ce terme requiert une fermeture spécifique. Dans le domaine de la modélisation de la
combustion turbulente, le taux de dissipation scalaire moyen - qui apparaît dans la partie
droite de l’équation de transport de la variance scalaire (4.11) - est dans la plupart des
cas fermé en invoquant une hypothèse de similitude entre le spectre du scalaire passif
et celui de la turbulence. Il en résulte l’approximation classique τξ ' Cξτt avec Cξ une
constante de modélisation. Cela conduit à la définition du modèle de relaxation linéaire
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Figure 4.28 – Échelles caractéristiques de temps de la turbulence et du mélange scalaire
obtenues à partir de l’énergie cinétique de turbulence et de la variance du scalaire passif
et leur taux de dissipation respectif. En suivant l’équation (4.13), le taux de dissipation
scalaire moyen ε˜ξ est approximé par N˜ξ.
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Figure 4.29 – Profils de la constante Cξ = τξ/τt le long de différentes iso-lignes de ξ˜.
(ou LRM pour Linear Relaxation Model) qui se traduit par l’estimation du SDR suivante :
ε˜ξ = ξ˜′′2/τξ ' ξ˜′′2/Cξτt.
La validité de cette fermeture simplifiée est analysée en déterminant la constante
de proportionnalité entre τξ et τt (Cξ = τξ/τt) dans notre configuration [127, 128]. La
figure 4.28(e) représente l’échelle de temps du mélange scalaire défini par τξ = ξ˜′′2/ε˜ξ le
long des iso-lignes de ξ˜ et la figure 4.28(f) représente elle l’échelle de temps de la turbulence
définie comme τt = k/ε également le long des iso-lignes de ξ˜. La quantité k est l’énergie
cinétique turbulente et ε représente son taux de dissipation. La figure 4.29 montre le
profil du rapport entre le temps scalaire et le temps turbulent caractérisant la constante
du modèle LRM. Dans cette figure, il convient de noter que l’impact des ondes de choc
sur la couche de mélange n’affecte pas de manière significative la valeur de la constante
Cξ. En outre, il est également remarquable que, dans des situations très compressibles
telles que celles prises en considération ici, l’hypothèse d’une valeur constante, comme le
laisse entendre la fermeture fournie par le modèle LRM, est assez bien vérifiée et n’est pas
significativement modifiée par les effets de compressibilité. Enfin, la valeur obtenue pour
Cξ, qui est d’ordre unité, est consistante avec les données de la littérature [127, 128, 129].
Nous allons dorénavant regarder l’interaction entre le champ de vitesse et le champ de
scalaire à travers l’étude d’un terme communément appelé terme d’Interaction Turbulence-
Scalaire (ITS).
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4.7 Interaction entre le champ de vitesse et le champ
scalaire
L’obtention de l’équation de transport du taux de dissipation scalaire (ou SDR) est
donnée dans la partie 2.3.1. L’analyse d’ordre de grandeur de cette équation de trans-
port confirme que cette quantité est principalement régie par deux termes dominants (i)
la contribution dissipative et (ii) la corrélation du 3ème ordre entre le tenseur des gra-
dients de vitesse et le tenseur d’anisotropie des petites échelles [26, 27]. Le terme (i)
inclut l’influence de l’étirement turbulent qui tend à accroître la valeur du gradient lo-
cal gξ = (gξ.gξ)1/2 et donc le taux de dissipation Nξ = D.gξ.gξ. L’efficacité du mélange
scalaire semble être controlée par cette dernière quantité qui est souvent nommée terme
d’interaction Turbulence-Scalaire. Il peut être établi que seule la partie symétrique Sij du
tenseur des gradients de vitesse contribue à ce terme. Dès lors, il est classique d’analyser
la contribution de ce terme dans l’espace des vecteurs propres du tenseur des taux de
déformations Sij [37, 130]. Ce terme a été étudié de manière extensive dans le contexte
de la combustion turbulente qu’elle soit pré-mélangée ou non à travers l’analyse de la va-
riable d’avancement pour les conditions pré-mélangées [131] ou de la fraction de mélange
pour les conditions non pré-mélangées [32, 35, 37, 132]. La figure 4.30 illustre, dans un
cas bidimensionnel, l’influence de ces orientations sur l’amplitude du gradient du scalaire
passif. Le vecteur e1 correspond à la direction principale d’étirement et e3 à la direction
principale de compression. Lorsque le gradient scalaire est aligné avec la direction prin-
cipale de compression e3, l’épaisseur caractéristique de la couche de scalaire diminue ce
qui entraîne l’augmentation du gradient ainsi que du SDR. Inversement, si le gradient
scalaire s’aligne avec la direction principale d’étirement, la norme du gradient décroît.
Autrement dit, l’amplification du gradient scalaire par le champ de vitesse requiert un
alignement préférentiel avec la direction principale de compression. Une fois exprimé dans
l’espace des vecteurs propres du tenseur des taux de déformation Sij, le terme d’interaction
Turbulence-Scalaire devient :
− 2ρD∇ξ · S ·∇ξ = −2ρNξ
3∑
i=1
λi cos2 θi, (4.14)
où les quantités λi représentent les valeurs propres du tenseur des taux de déformation
avec λ1 > λ2 > λ3. Dans un écoulement turbulent incompressible, la trace du tenseur
Sij est nulle c’est à dire que la somme les trois valeurs propres est nulle. La valeur λ1
correspond à la direction principale d’étirement la plus importante tandis que λ3 est
associé à la direction principale de compression la plus importante. La valeur propre
intermédiaire est notée λ2. La variable θi correspond à l’angle entre la direction principale
ei et la direction normale aux iso-lignes de ξ, i.e nξ = gξ/gξ. Il est évident, d’après
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Figure 4.30 – Schématisation de l’action du champ de vitesse sur le champ scalaire.
l’équation (4.14), que le signe de la contribution associée à l’Interaction Turbulence–
Scalaire dépendra des orientations θi et des valeurs propres λi associées. La figure 4.31(a)
montre la fonction densité de probabilité des valeurs propres λ1 (lié à l’étirement) et λ3
(lié à la compression) de S obtenues dans le plan x/D = 14 et pour différentes positions
radiales. La figure 4.31(b) présente les PDFs de ces mêmes quantités adimensionnées par
ν/η2. En fonction de la position radiale, l’amplitude des valeurs propres λi n’est pas
constante tandis que les amplitudes des valeurs propres adimensionnées λ∗i le sont.
Il a été mis en évidence que pour une turbulence homogène incompressible [35], le
gradient scalaire s’aligne préférentiellement avec la direction principale de compression.
Ceci entraîne donc le terme −2ρD∇ξ ·S ·∇ξ à donner une contribution positive au bilan
du taux de dissipation scalaire. Ces orientations sont analysées à travers les fonctions
densité de probabilité de cos2 θi. Ces PDFs sont obtenues pour gξ ∈ [gminξ ; gmaxξ ] avec
gmaxξ = 0.2/∆ et gminξ = 0.01gmaxξ . La figure 4.32(a) montre l’orientation entre le gradient
du scalaire et les vecteurs propres du tenseur des taux de déformation et la figure 4.32(b)
montre les PDFs des valeurs propres du tenseur des taux de déformation dans le champ
lointain du jet (x/D = 14). Le gradient scalaire est aligné avec la direction principale de
compression e3 tandis que les autres directions principales (étirement et intermédiaire)
sont orientées perpendiculairement. Cet alignement des vecteurs est le même dans toute la
région située en aval du disque de Mach (x/D = 6 à 14). Si l’on revient à l’équation (4.14),
nous avons donc cos θ1 = cos θ2 = 0 et cos θ3 = 1. La valeur λ3 est définie négative ; ce
résultat conduit donc à la positivité du terme d’interaction Turbulence–Scalaire.
Au contraire, dans la région proche de l’injection, l’orientation entre le gradient du
scalaire et le gradient de la vitesse évolue (cf. figure 4.33(a)). Le gradient scalaire n’est pas
aligné avec la direction principale de compression mais prend un angle d’environ quarante
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Figure 4.31 – Pdf des valeurs propres d’étirement (N) et de compression (•) non adimen-
sionnées (a) et adimensionnées par (ν/η2) (b) pour trois différents rayons et x/D = 14.
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Figure 4.32 – Orientations entre le gradient scalaire et les gradients de vitesse dans le
champ lointain.
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Figure 4.33 – Orientations entre le gradient scalaire et les gradients de vitesse dans la
région proche du choc réfléchi.
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Figure 4.34 – Pdf de chacune des contributions au produit λi × cos2 θi.
102 Chapitre 4. Simulation de jets fortement sous-détendus d’air
0
1
010203040
0.
0
0.
2
0.
4
0.
6
0.
8
1
P
(
√
cos
2
(θ
i
)
)
√ co
s2
(θ
i)
θ 3
012345
0.
0
0.
2
0.
4
0.
6
0.
8
1
P
(
√
cos
2
(θ
i
)
)
√ co
s2
(θ
i)
θ 3
•
•
Figure 4.35 – Iso-surface instantanée du gradient scalaire (∇ξ = ∇ξtres) coloriée par le
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cinq degrés à la fois avec la direction principale de compression et la direction principale
d’étirement. Par contre, il est toujours perpendiculaire à la direction principale intermé-
diaire. Par conséquent, les contributions λ1 cos2 θ1 et λ3 cos2 θ3 tendent à s’annuler. La
valeur propre λ2 et l’angle associé cos2 θ2 sont approximativement nuls ce qui minimise la
contribution de ce terme. Dans cette région, l’éventuelle production du taux de dissipation
scalaire ne résultera donc pas du terme d’interaction Turbulence–Scalaire qui est proche
de zéro.
Enfin, la figure 4.35 présente (i) une iso-surface instantanée du gradient scalaire
(gξ = 0.4gmaxξ ) dans l’ensemble du domaine de calcul et (ii) deux PDFs conditionnelles de
cos2 θ3 pour x/D = 2.3 et x/D = 14. L’iso-surface est colorée par la valeur de l’angle entre
le gradient scalaire et la direction principale de compression, i.e. de cos θ3 = cos(nξ, e3).
Dans le champ lointain, la prédominance de la valeur unitaire confirme l’orientation préfé-
rentielle de gradient scalaire avec la direction principale de compression. Ce comportement
diffère totalement de celui observé en champ proche le long de la frontière du jet.
4.8 Influence des termes à masse volumique variable.
Cette section est consacrée à l’étude des termes supplémentaires liés aux variations de
masse volumique présents dans l’équation de transport du taux de dissipation scalaire.
Nous rappelons ici cette équation (4.15).
∂ρ˜ξ
∂t
+ ∂
∂xk
(ρu˜k ˜ξ)︸ ︷︷ ︸
II
= ∂
∂xk
(
ρD
∂ξ
∂xk
)
︸ ︷︷ ︸
III
− ∂ρu
′′
kξ
∂xk︸ ︷︷ ︸
IV
− 2ρD∂ξ
′′
∂xi
∂u′′k
∂xi
∂ξ˜
∂xk︸ ︷︷ ︸
V
−2ρD∂ξ
′′
∂xk
∂ξ′′
∂xi
∂u˜k
∂xi︸ ︷︷ ︸
V I
− 2ρDu′′k
∂ξ′′
∂xi
∂2ξ˜
∂xk∂xi︸ ︷︷ ︸
V I−b
(4.15)
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104 Chapitre 4. Simulation de jets fortement sous-détendus d’air
0.0 · 1010
4.0 · 1010
8.0 · 1010
1.2 · 1011
0.0 0.5 1.0 1.5 2.0 2.5 3.0
r/D
(a) Terme X pour x/D = 10.
0.0 · 1010
2.0 · 1010
4.0 · 1010
6.0 · 1010
8.0 · 1010
0.0 0.5 1.0 1.5 2.0 2.5 3.0
r/D
(b) Terme X pour x/D = 14.
−1.2 · 1011
−8.0 · 1010
−4.0 · 1010
0.0 · 1010
4.0 · 1010
0.0 0.5 1.0 1.5 2.0 2.5 3.0
r/D
(c) Terme XI pour x/D = 10.
−6.0 · 1010
−4.0 · 1010
−2.0 · 1010
0.0 · 1010
2.0 · 1010
0.0 0.5 1.0 1.5 2.0 2.5 3.0
r/D
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Figure 4.36 – Profils radiaux de la contribution des termes associés aux variations de
masse volumique dans l’équation de transport du SDR.
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Figure 4.37 – Profils radiaux des rapports entre les termes (X) et (V III) et entre les
termes (XI) et (V III) de l’équation de transport du SDR.
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Il s’agit des termes numérotés (X) et (XI). Ces termes faisant intervenir le gradient de
la masse volumique sont souvent négligées dans la plupart des simulations numériques. La
figure 4.36 montre les profils de ces deux termes pour une distance x/D = 10 (fig. 4.36(a) et
fig. 4.36(c)) et x/D = 14 (fig. 4.36(b) et fig. 4.36(d)) de l’injection. Le terme (X) apparaît
comme un terme de production de taux de dissipation scalaire. L’allure de ce terme est
cohérente avec les profils précédemment observés. Les minima locaux apparaissent au
centre du jet (r/D = 0) et à l’extérieur du jet (r/D > 2.5). A ces positions, les gradients
de scalaire passif sont nuls. Il y a un troisième minimum local pour r/D ≈ 1.25. Ce
point correspond au point d’inflexion du profil de scalaire passif. La dérivée seconde du
scalaire passif est donc nulle en ce point. Le terme (XI) lui apparaît d’abord comme un
terme de production au centre du jet puis comme un terme de dissipation lorsque l’on
s’éloigne de l’axe (r/D ≈ 1.0). Nous avons ensuite calculé le rapport entre les termes
(X) et (V III) ainsi que le rapport entre (XI) et (V III) pour les mêmes distances à
l’injection que précédemment. Ceux-ci sont reportés sur la figure 4.37. L’amplitude de ces
deux termes est clairement négligeable devant l’amplitude du terme (V III), ce dernier
étant au minimum cent fois supérieurs aux deux autres termes.
4.9 Conclusion
Un jet fortement sous détendu d’air a été considéré dans ce chapitre. Deux niveaux
de résolution ont été comparés. La structure compressible est bien capturée sur les deux
maillages considérés. Par contre, la topologie de l’écoulement en aval du disque de Mach
diffère sensiblement suivant que l’on considère l’un ou l’autre des deux niveaux de ré-
solution, le maillage le plus fin permettant une meilleure capture du développement des
instabilités. La structure globale du jet a ensuite été étudiée plus profondément sur le
maillage le plus fin. Le développement de la turbulence ainsi que son anisotropie ont été
caractérisés. Ensuite, le mélange turbulent a été analysé avec une attention particulière
accordée au mélange à petite échelle. Nous avons ainsi pu vérifier le comportement correct
du modèle de relaxation linéaire (LRM) dans notre configuration. L’examen de l’interac-
tion entre le champ turbulent et le champ scalaire a montré un comportement différent
du terme d’Interaction Turbulence–Scalaire dans le champ proche de l’injection et dans
le champ plus lointain. Finalement, la faible amplitude des termes supplémentaires, liés
aux variations de masse volumique, présents dans l’équation de transport du taux de dis-
sipation scalaire a été mis en évidence. Nous allons caractériser dans le chapitre suivant
le même type de jet mais avec une injection d’hydrogène.

Chapitre 5
Simulations de jets inertes
d’hydrogène fortement
sous-détendus
5.1 Introduction
Nous allons ici étudier un jet d’hydrogène pur fortement sous détendu dans une atmo-
sphère d’air au repos. Cette géométrie peut être rencontrée lors de la décharge accidentelle
d’hydrogène d’un réservoir de stockage à haute pression. Nous allons effectuer une analyse
comparative entre ce jet de combustible et le jet d’air étudié dans le chapitre précédent.
Nous mettrons ainsi en évidence les effets du changement de fluide injecté ainsi que les
effets de masse volumique variable. Nous observerons également le mélange aux petites
échelles. Enfin, nous terminerons ce chapitre par la comparaison des deux méthodes im-
plémentées dans CREAMS pour déterminer les propriétés du transport moléculaire.
5.2 Description de la configuration
Cette première section va être consacrée à la description des configurations retenues
pour les simulations de jets axisymétriques fortement sous-détendus d’hydrogène dans une
atmosphère d’air au repos. Deux calculs avec injection d’hydrogène à haute pression ont
été réalisés. Le premier est basé sur une représentation simplifiée des termes de transport
basée sur l’approximation de Hirschfelder et Curtiss [58], il est dénommé “jet-3” dans
la suite du manuscrit. Le second est basé sur une représentation détaillée des termes de
transport avec l’utilisation de la librairie EGLIB développée par Ern et Giovangigli [56],
il sera dénommé “jet-4” par la suite. Ces deux simulations sont conduites sur un même
maillage dont les caractéristiques sont reportées dans le tableau 5.1.
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Tableau 5.1 – Paramètres géométriques correspondant aux simulations inertes. Le do-
maine de calcul (sans les zones tampons) a pour dimensions L1×L2×L3 et il est constitué
d’un nombre total de points N = N1 × N2 × N3. Le diamètre d’injection D est utilisé
comme longueur de référence.
L1/D L2/D L3/D N1 N2 N3 N ∆x
14 8 8 850 480 480 195× 106 1.667× 10−5
Tableau 5.2 – Paramètres de l’écoulement.
Injection Co-courant
P (atm) 15.0 1.0
T (K) 1000.0 300.0
Ma 1.0 0.05
u (m/s) 2410.0 20.0
YH2 1.0 0.0
YO2 0.0 0.233
YN2 0.0 0.767
Le domaine de calcul est cartésien et ses dimensions complètes sont L1 × L2 × L3 =
16D × 20D × 20D (les indices 1, 2, 3 correspondent aux directions x, y, z). Ce domaine
est discrétisé avec N1 ×N2 ×N3 = 880× 547× 547 points, ce qui représente un nombre
total de points de calcul supérieur à 260 millions. Des zones tampons ont été ajoutées
sur certaines frontières du domaine de la même manière que pour le jet d’air exposé dans
le chapitre précédent. Les dimensions du domaine sans ces zones tampons se réduisent à
L1 × L2 × L3 = 14D × 8D × 8D. La taille des mailles est, pour ces cas aussi, maintenue
constante dans tout le domaine résolu avec un étirement des mailles appliqué uniquement
dans les zones tampons. Le nombre de Reynolds initial basé sur le diamètre d’injection est
Re = 45000. Les grandeurs physiques utilisées pour ces deux simulations sont identiques
et reportées dans le tableau 5.2.
Les deux simulations considérées dans ce chapitre ont été réalisées sur le supercalcu-
lateur “Turing” de l’IDRIS. Il s’agit d’une machine IBM Blue Gene/Q équipée de 98304
cœurs PowerPC A2 avec une puissance en crête totale de 1,258 Pflops.
5.3 Vérification des deux cas de calcul
Comme pour l’étude du jet d’air, cette section préliminaire va être consacrée à plusieurs
types d’analyses permettant d’estimer la qualité des simulations numériques effectuées.
Nous allons dans un premier temps étudier la convergence des bases de données, ensuite
nous nous pencherons sur la résolution spatiale de celles-ci.
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Figure 5.1 – Description de la géométrie utilisée pour les jets d’hydrogène.
5.3.1 Convergence des bases de données.
L’étude de la convergence des bases de données pour le calcul du jet d’hydrogène inerte
a la même base que celle explicitée dans le chapitre précédent. Nous visualisons donc ici
aussi la convergence de la moyenne de la vitesse longitudinale cumulée (∆u˜ = (u˜(t) −
u˜(tfin))/u˜(tfin)×100) et de sa variance (∆u˜′′2 = (u˜′′2(t)− u˜′′2(tfin))/u˜′′2(tfin)×100) ainsi
que la convergence de la pression moyenne (∆P = (P (t)− P (tfin))/P (tfin)× 100). Nous
rappelons ici à toutes fins utiles que u˜(t) = (1/t)
∫ t
0 u(t)dt et u˜(tfin) = (1/tfin)
∫ tfin
0 u(t)dt.
Nous nous plaçons également à la même position que celle utilisée pour le jet d’air, à
savoir x/D = 14 et r/D = 2. La figure 5.2 montre la convergence de la moyenne et de
la variance de la vitesse longitudinale en fonction du temps de simulation normalisé par
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Figure 5.2 – Étude de la convergence de base de données (vitesse longitudinale).
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Figure 5.3 – Étude de convergence du signal de pression mesuré au voisinage du dernier
plan d’analyse x/D = 14.
Tableau 5.3 – Caractérisation de la résolution de la simulation (les nombres de Reynolds
ainsi que les longueurs caractéristiques sont évalués à x/D = 14 et r/D = 1.75).
Re D/∆x lλ/∆x lη/∆x Reλ
“jet-2” 77500 60 4.69 0.162 381
“jet-3” 45000 60 5.23 0.267 180
le temps de référence défini dans la section (4.3.1) (tref = Lref/Uref avec Lref = 14D et
Uref =
∫ Lref
0 u(x)dx/Lref ). La valeur ainsi obtenue est tref = 6.75·10−6s. Nous remarquons
que le taux de convergence de la moyenne de la vitesse longitudinale est de l’ordre du 1%
tandis que le taux de convergence de sa variance est d’environ 4%. On notera aussi que
la pression (cf. figure 5.3) atteint tout juste un état stationnaire. On notera ici que les
vitesses mises en jeu dans ce calcul sont plus importantes que celles correspondant au cas
du jet d’air. On considérera par la suite que cette base de données est convergée.
5.3.2 Résolution spatiale
La quantification de la résolution spatiale est réalisée en conservant les mêmes indica-
teurs que pour le chapitre précédent. Dans un premier temps, les différentes échelles de
longueur et de temps de la turbulence sont estimées et reportées dans le tableau 5.3. Les
définitions des différentes échelles ont été explicitées dans la partie (4.3.2).
Nous avons ensuite tracé les spectres de l’énergie cinétique de turbulence (cf. figure 5.4)
ainsi que celui pour le traceur passif (figure 5.5) à plusieurs positions longitudinales de
l’écoulement et dans la couche de cisaillement. Les spectres présentent le comportement
attendu pour ce type de jet transitionnel à Reynolds modéré avec une pente comprise entre
-1 et -2 couvrant un peu moins de deux décades dans le domaine inertiel. On observe par
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Figure 5.4 – Spectre de l’énergie cinétique turbulente Eu(κ) tracé en fonction du nombre
d’onde κ [m−1] à différentes abscisses.
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Figure 5.5 – Spectre du traceur passif Eξ(κ) tracé en fonction du nombre d’onde κ [m−1]
à différentes abscisses.
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Figure 5.6 – Cartographie des zones de déclenchement de la pondération non-linéaire du
schéma WENO7.
ailleurs l’absence d’accumulation d’énergie artificielle aux plus petites échelles résolues.
La figure 5.6 présente les zones où le décentrage lié au schéma WENO s’opère. Le
déclenchement du schéma WENO s’effectue principalement le long du choc “en tonneau”,
autour du disque de Mach ainsi que le long du choc réfléchi. En aval du disque de Mach,
il ne se déclenche quasiment plus. Cette figure permet donc de confirmer le faible niveau
résiduel de diffusion numérique présent dans cette simulation.
5.4 Étude de la structure macroscopique du jet
5.4.1 Influence du changement de fluide injecté
Cette partie va être consacrée à l’étude de la structure du jet d’hydrogène “jet-3”.
Pour cela, nous allons procéder à une comparaison de celui ci avec le jet d’air “jet-2”
étudié dans le chapitre (4). Les deux simulations ont été effectuées avec le même NPR
et la même température totale à l’injection. Nous pourrons ainsi étudier l’influence du
changement de fluide injecté sur la structure d’un jet fortement sous détendu et sur les
différents paramètres physiques. La nature du fluide injecté impacte directement le rapport
entre la masse volumique à l’injection et la masse volumique de l’atmosphère ambiante
sρ = ρinj/ρamb. Dans le cas du jet d’air, ce rapport vaut 4.49 alors qu’il n’est que de 0.315
dans le cas du présent jet d’hydrogène.
Nous nous intéressons dans un premier temps au champ proche de ce jet. La figure 5.7
présente un schlieren basé sur la masse volumique ainsi qu’un champ instantané de vor-
ticité adimensionné. Le premier champ 5.7(a) nous permet de comparer visuellement la
structure compressible se développant juste en aval de l’injection. Ainsi, nous pouvons
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(a) (b)
Figure 5.7 – Comparaison en champ proche entre le jet d’air “jet-2” et le jet d’hy-
drogène “jet-3” : schlieren basé sur la masse volumique (a) et vorticité adimensionnée
par (Uinj/D) (b). Les parties supérieures correspondent au cas hydrogène et les parties
inférieures au cas air.
remarquer que la position du disque de Mach est légèrement décalée vers l’aval pour le jet
d’hydrogène. Nous avons vu que le développement de la structure de ce jet est principale-
ment pilotée par le rapport des capacités calorifiques γ. Dans le cas présent, le rapport γ
de l’hydrogène est proche de celui de l’air. Nous ne devrions donc pas observer de chan-
gements importants (du moins macroscopiquement). La position du disque de Mach est
essentiellement pilotée par le NPR et le rapport des capacités calorifique γ. L’air et l’hy-
drogène ont des valeurs de γ voisines et les conditions de pression sont conservées entre
les deux simulations, il est donc normal que les paramètres du disque de Mach n’évoluent
que très peu. Nous constatons en premier lieu que la position du disque de Mach n’a que
légèrement reculé, se positionnant à xDM/D = 3.605 (comparé à xDM/D = 3.55 pour le
jet d’air), soit une évolution de 1.5%. Le diamètre du disque de Mach s’en retrouve égale-
ment légèrement modifié avec une valeur DDM/D = 2.16. Ce rapport était de 2.2 pour le
jet d’air. Ce qui correspond a une évolution de 1.8%. Comme attendu, les modifications
des caractéristiques du disque de Mach sont donc très faibles voire tout à fait négligeables.
Concernant la comparaison de l’angle du choc réfléchi et de l’épaisseur δ (définis dans le
paragraphe 4.5 comme étant la hauteur entre le choc réfléchi et la ligne de glissement
issue du point triple), la valeur du premier est approximativement de 28˚ ce qui est très
proche de l’angle mesuré pour le cas air (βair ≈ 27˚). La valeur de la deuxième grandeur
est de δ/D = 0.257. La comparaison des δ/D pour les cas considérés ici laisse apparaître
une différence d’environ 10%. Il est difficile d’attribuer cette différence non négligeable
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Figure 5.8 – Évolution de l’épaisseur δ2 de la couche supersonique entre le choc en
tonneau et la périphérie du jet.
aux seuls effets de changement de fluide tant cette propriété est complexe à bien définir
et estimer.
Mis à part cette légère différence, les deux jets présentent les mêmes caractéristiques
de jet fortement sous détendu déjà présentées précédemment. La partie droite de la fi-
gure 5.7(b) expose un champ instantané de la vorticité. Dans le champ proche, les niveaux
de vorticité atteints sont comparables. La comparaison des niveaux de vorticité obtenus
dans le champ proche de l’injection (figure 5.7(b)) met en évidence des structures compa-
rables. La production de vorticité apparaît notamment au niveau de la frontière externe du
jet, au niveau du point triple ainsi qu’au point d’impact du choc réfléchi sur la couche de
mélange externe. Les amplitudes de la vorticité adimensionnée générées par les différentes
structures sont du même ordre de grandeur dans les deux cas considérés ici.
La figure 5.8 reporte l’évolution de l’épaisseur de la couche supersonique δ2. Cette
épaisseur représente la distance entre le choc “en tonneau” et la périphérie externe du
jet. Nous observons que les deux profils se superposent parfaitement. Ceci confirme que le
champ proche du jet fortement sous détendu dépend principalement du rapport entre la
pression à l’injection et l’atmosphère ambiante (NPR) et du rapport des capacités calo-
rifiques. Le rapport entre la densité à l’injection et la densité ambiante n’a pratiquement
aucun impact sur la topologie (champ proche) du jet.
Nous allons maintenant visualiser et comparer le jet d’air et le jet d’hydrogène sur
l’ensemble du domaine de calcul. La figure 5.9 montre un champ de nombre de Mach
moyen (a), un champ de la température moyenne (b) ainsi qu’un champ de variance de
la masse volumique moyenne (c). La figure 5.10 expose les profils axiaux du nombre de
Mach (a), de la vitesse longitudinale moyenne adimensionnée u˜/uinj (b), de la température
normalisée T/Tinj (c) et du traceur passif ξ˜ (d).
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(a)
(b)
(c)
Figure 5.9 – Comparaison entre le jet d’air “jet-2” et le jet d’hydrogène “jet-3” : nombre
de Mach (a), température (en K) (b) et rapport ρ′2/ρ2 (c). Les parties supérieures de
chacunes des trois figures correspondent au cas hydrogène et les parties inférieures au cas
air.
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Figure 5.10 – Structure du jet d’hydrogène : profils axiaux du nombre de Mach moyen (a),
de la vitesse axiale normalisée u˜/uinj (b), de la température normalisée T/Tinj (c) et du
traceur passif ξ˜ (d).
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Sur l’évolution du nombre de Mach dans le jet (cf. figures 5.9(a), 5.10(a) et 5.11(a)),
nous pouvons relever l’absence de différence majeure entre les simulations conduites avec
les deux fluides (air ou hydrogène). Les nombres de Mach atteints en amont du disque de
Mach sont similaires. L’évolution de la poche subsonique en aval du disque de Mach est
en revanche notablement impactée par le changement de fluide injecté. En effet, dans le
cas du jet d’air sa longueur est de Ls2 = 9.03D. La poche subsonique du jet d’hydrogène
est bien plus courte mesurant Ls3 = 8.05D. Nous pouvons également noter l’expansion
radiale plus importante pour le cas simulant le jet d’hydrogène.
La température moyenne est présentée sur les figures 5.9(b), 5.10(c) et 5.11(b). Les
différences les plus remarquables sur ce champ sont observées en aval du choc réfléchi au
niveau des zones de compression et détente successives. Le jet d’hydrogène développe une
zone plus chaude que dans le cas du jet d’air. Cet excédent de température comparative-
ment à la simulation avec de l’air est bien visible sur les profils 5.11(b). En x/D = 6, la
différence de température entre l’air et l’hydrogène s’observe entre r/D = 1.2 et r/D = 2.0
avec notamment une “bosse” bien perceptible. Dans le plan x/D = 14, les profils de tem-
pérature diffèrent notablement de r/D = 0.5 à r/D = 3.5. Cette différence de température
est due au cisaillement beaucoup plus fort pour le jet d’hydrogène que pour le jet d’air.
Les vitesses mises en jeu dans le jet d’hydrogène sont bien plus importantes que dans
le jet d’air, la vitesse d’injection de l’hydrogène est quatre fois plus élevée que la vitesse
d’injection de l’air. De plus, les deux couches en contact possèdent des masses volumiques
très différentes dans le jet d’hydrogène (une couche d’hydrogène pur rapide et une couche
d’air pur lente) alors que les différences de masse volumique dans le jet d’air ne sont
dues qu’à la différence de température entre la couche rapide et la couche lente d’air pur.
L’échauffement par cisaillement du jet d’hydrogène est donc bien présent ici alors qu’il
n’était quasiment pas observé pour la simulation conduite avec de l’air.
La figure 5.9(c) expose la variance adimensionnée de la masse volumique. Les variations
sont uniquement dues aux variations de température et de pression pour le cas du jet d’air
tandis qu’elles sont également dues aux variations de compositions (espèces chimiques
en présence) pour le cas du jet d’hydrogène. Ainsi, les différences observées pour les
fluctuations de masse volumique sont nettement visibles. La première zone concernée
par ces disparités se trouve au niveau de la frontière du jet. Les fluctuations de masse
volumiques sont beaucoup plus importantes dans le cas de l’hydrogène et cela résulte de
la grande différence de densité entre le jet interne et l’atmosphère ambiante. Cette zone de
fortes fluctuations reflète le mélange entre l’hydrogène et l’air ambiant. Pour le cas de l’air,
la différence de densité entre l’air ambiant et l’air issu du jet est bien moins importante. En
aval du disque du Mach, les zones de fortes fluctuations sont situées dans la partie interne
du jet pour le jet d’air alors qu’elles sont situées plus dans la partie externe du jet dans le
cas du jet d’hydrogène. Nous retrouvons ici les mêmes causes que celles mentionnées ci-
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Figure 5.11 – Structure du jet d’hydrogène : profils radiaux du nombre de Mach
moyen (a), de la température normalisée T/Tinj (b) et du traceur passif ξ˜ (c). Les symboles
(•) correspondent au jet d’air “jet-2” et les symboles () au jet d’hydrogène “jet-3”.
dessus. Le mélange des deux milieux de masses volumiques très différentes, en l’occurrence
l’hydrogène et l’air, est le mécanisme prépondérant de production de variance de masse
volumique dans cette zone.
Nous nous intéressons ensuite au mélange à proprement parler en étudiant l’évolution
du scalaire passif injecté dans chacun des deux jets. La figure 5.12 reprend ainsi le champ
du scalaire passif moyen ξ˜ (a), la variance de ce traceur passif ξ˜′′2 (b) et enfin le taux de
ségrégation basé sur ce scalaire passif (c). Le champ de ξ˜ ne permet pas de mettre en évi-
dence de différence remarquable entre les deux jets. Nous notons simplement l’expansion
radiale légèrement plus importante pour le jet d’hydrogène. En revanche, des différences
bien plus importantes sont observées sur le profil axial (cf. figure 5.10(d)). La quantité
de traceur disponible sur l’axe diminue beaucoup plus rapidement pour le cas dans le jet
d’hydrogène. Cette diminution intervient aux alentours de x/D = 9 alors qu’elle appa-
raissait plutôt au voisinage de x/D = 10 pour le jet d’air. Nous constatons également
que le mélange est plus intense pour le jet d’hydrogène. La valeur axiale à la frontière du
domaine est bien plus faible pour le jet d’hydrogène (0.89) que pour le jet d’air (0.95).
Ce comportement est provoqué par le fait que la poche subsonique est plus courte dans
le jet d’hydrogène ce qui indique que la couche cisaillée atteint l’axe du jet plus tôt. La
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Figure 5.12 – Comparaison entre le jet d’air “jet-2” et le jet d’hydrogène “jet-3” : scalaire
passif ξ˜ (a), variance du scalaire passif ξ˜′′2 (b) et taux de ségrégation (c). Les parties
supérieures correspondent au cas hydrogène et les parties inférieures au cas air.
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topologie du champ de la variance du traceur passif est, là aussi, assez similaire entre les
deux jets. Les différences résident essentiellement dans les valeurs prises par la grandeurs
étudiée. La variance pour le jet d’hydrogène prend des valeurs beaucoup plus importantes.
Cette différence est à relier aux différences de vitesse en les deux jets considérés. Le mé-
lange moléculaire est plus long à se mettre en place. C’est également visible sur le taux
de ségrégation représenté sur la figure 5.12(c). La ségrégation reste importante dans le jet
d’hydrogène comparé au jet d’air où celle-ci est rapidement détruite.
Hormis le profil de scalaire passif, tous les profils axiaux sont semblables. Les diffé-
rences apparaissent sur les profils radiaux, notamment au niveau de la température et de
l’ouverture de jet.
Nous nous intéressons maintenant aux caractéristiques de l’écoulement turbulent. Les
profils d’énergie cinétique turbulente k dans les plans x/D = 6 et 14 sont comparés pour
le jet d’air et le jet d’hydrogène. Ils sont reportés dans la figure 5.14(a). Les courbes
présentent la même allure. Dans les deux jets considérés, nous relevons la présence de
deux pics de fluctuations à l’intérieur des couches cisaillées aux niveaux des profils pris
dans le plan x/D = 6. Les profils dans le champ lointain (i.e. x/D = 14) sont également
similaires avec un seul pic au niveau de la couche de mélange subsistante et un degré de
fluctuation non négligeable au centre du jet. Cependant, malgré les similitudes constatées,
nous notons aussi certaines disparités pour l’amplitude des maxima et leurs positions res-
pectives. En effet, nous observons pour les pics d’énergie cinétique de turbulence un écart
au voisinage du centre du jet dans le cas du jet d’hydrogène et ce quelle que soit la po-
sition considérée. De plus, un déficit de fluctuation (environ 30%) au centre de la couche
de mélange interne et un niveau de turbulence plus élevé (environ 45%) dans la seconde
couche de mélange sont remarqués pour le jet d’hydrogène. Ces caractéristiques sont éga-
lement étudiées sur les profils des composantes principales des fluctuations (composantes
longitudinale 5.14(b), radiale 5.14(c) et azimutale 5.14(d)). La composante longitudinale
R11 présente des niveaux de fluctuations bien plus élevés dans le jet d’hydrogène alors que
les fluctuations transversales sont plus faibles et ne montrent quasiment pas de maximum
pour la couche cisaillée interne. Les niveaux d’énergie cinétique turbulente plus élevés
dans la couche de mélange externe pour le jet d’hydrogène sont intégralement dus aux
fluctuations plus importantes de la vitesse longitudinale. La présence de fluctuations de
masse volumique, importantes dans cette région, est responsable de cette production de
turbulence. La couche cisaillée externe est également affectée par le mélange de deux
fluides de masse volumique différente (l’hydrogène et l’air) alors que la couche interne ne
résulte que du différentiel de vitesse entre les deux courants d’hydrogène.
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(a)
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Figure 5.13 – Structure du jet d’hydrogène : champ de la composante longitudinale de
la vitesse moyenne u˜ (m.s−1) (a), champ de nombre de Mach moyen (b) et iso-contours
de la pression moyenne (Pa) (c).
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Figure 5.14 – Structure du jet d’hydrogène : comparaisons des profils radiaux de l’énergie
cinétique turbulente (a) et des tensions turbulentes adimensionnées R11, R22 et R33 (com-
posantes longitudinale (b), radiale (c) et azimutale (d)). Les symboles (•) correspondent
au jet d’air “jet-2” et les () au jet d’hydrogène “jet-3”.
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Figure 5.15 – Champ du nombre de Mach turbulent Mt =
√
u′iu′i/c.
5.4.2 Effet de masse volumique variable
Nous allons étudier dans cette partie les différents effets induits par un écoulement
à masse volumique variable. Les résultats exposés sont issus du jet d’hydrogène inerte
simulé avec les propriétés de transport calculées à l’aide de la méthode de Hirschfelder et
Curtiss [58]. Il est important de distinguer les différentes sources qui peuvent faire varier
la masse volumique. Celles-ci peuvent être séparées en deux catégories principales : les
effets de compressibilité associés au changement de volume de la particule fluide et ceux
résultant des variations de composition ou de volume dues au dégagement de chaleur [133].
Ces deux types de variations sont rencontrées dans notre situation. La compressibilité du
jet étudié ici est caractérisée par le nombre de Mach turbulent (cf. figure 5.15). Celui-ci
prend en compte les effets locaux de la compressibilité. On observe sur la figure 5.15 que
le nombre de Mach turbulent décroît en s’éloignant de l’injection. Ce comportement est
lié à la diminution progressive des fluctuations turbulentes. Néanmoins, il présente des
valeurs élevées confirmant l’ampleur des effets de compressibilité dans ce type de jet.
Nous allons à présent considérer les fluctuations des variables thermodynamiques. La
partie supérieure de la figure 5.16 montre le champ de ρ′2/ρ2 tandis que la partie inférieure
présente le champ de P ′2/P 2. La figure 5.17 reprend les profils des fluctuations adimen-
sionnées des variables thermodynamiques dans trois plans transversaux. La prédominance
des fluctuations de densité par rapport aux fluctuations de pression est évidente. Les pics
de la variance adimensionnée de la masse volumique atteignent des valeurs proches de
25% alors que les maxima observés pour la pression sont de l’ordre de environ 7.5%. Il
est également à noter que les pics de variance de masse volumique restent à un niveau
élevé dans toute la zone de fort cisaillement du plan x/D = 6 au plan x/D = 14 alors
que la variance de pression diminue fortement en s’éloignant de l’injection. Enfin, nous
constatons un déplacement vers l’extérieur du jet du pic de variance de masse volumique
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Figure 5.16 – Champs des fluctuations des variables thermodynamique. La partie su-
périeure correspond au champ de ρ′2/ρ2 et la partie inférieure représente le champ de
P ′2/P
2.
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Figure 5.17 – Profils des fluctuations adimensionnées des variables thermodynamiques :
masse volumique ρ′2/ρ2 (a) et pression P ′2/P 2 (b).
(de r/D environ égal à 1.5 pour le plan x/D = 6 à r/D environ égal à 2.25 pour le plan
x/D = 14) à l’endroit où les pics de variance pour la pression sont quasiment toujours
situés à r/D = 1.5.
Nous allons ensuite étudier plus précisément les fluctuations de masse volumique en
les décomposant en partie acoustique et entropique. Cette approche, fréquemment utili-
sée pour les écoulements compressibles, permet de séparer les fluctuations thermodyna-
miques (masse volumique, température et pression) en partie acoustique et entropique
afin de distinguer les fluctuations de densité provoquées par des fluctuations de pression
de celles provoquées par des fluctuations de composition. La définition d’une telle dé-
composition n’est pas unique. Nous retenons dans cette étude la définition introduite par
Kovasznay [134]. Les fluctuations de pression sont associées aux modes acoustique. Les
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Figure 5.18 – Champ des contributions des modes acoustique (partie supérieure) et
entropique (partie inférieure) dans les fluctuations de masse volumique.
fluctuations isentropiques de masse volumique et de température sont également associées
aux modes acoustique. Explicitement, la décomposition est définie par :
P ′ac = P ′ (5.1)
ρ′ac =
P ′ac
c2
= P
′
c2
(5.2)
tandis que la partie entropique est définie par :
P ′en = 0 (5.3)
ρ′en = ρ′ − ρ′ac (5.4)
On vérifie bien que P ′ac = 0, P ′ent = 0, ρ′ac = 0 et ρ′ent = 0. La figure 5.19 montre les valeurs
de la décomposition de la masse volumique dans deux plans longitudinaux (x/D = 6 et
x/D = 14). Dans le plan x/D = 6 (a), nous pouvons distinguer deux types de com-
portement. Pour la partie interne du jet, i.e. r/D < 2.0, la majorité des fluctuations de
masse volumique est associée au mode entropique. Dans cette région, les fluctuations de
densité sont essentiellement dues aux effets de mélange. Pour la partie externe du jet, i.e.
r/D > 2.0, la tendance s’inverse. De façon attendu, le mode acoustique domine largement
dans la zone externe du jet. On vérifie néanmoins qu’il est bien négligeable dans la zone
cisaillée. C’est donc bien le comportement thermique du jet et les fluctuations d’échauf-
fement par cisaillement qui semblent a priori piloter au premier ordre les fluctuations de
masse volumique et le mélange associé à petite échelle. La figure 5.20 présente les coef-
ficients de corrélation entre la masse volumique et le scalaire passif 5.20(a) puis entre la
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Figure 5.19 – Contribution des modes acoustique et entropique dans les fluctuations de
masse volumique pour différentes distances de l’injection (x/D = 6 (a) et x/D = 14 (b)).
masse volumique et la pression 5.20(b). Ces coefficients de corrélation sont définis par :
R(ρ, ξ) = ρ
′ξ′
ρrmsξrms
(5.5)
R(ρ, P ) = ρ
′P ′
ρrmsPrms
(5.6)
Une des premières observations que nous pouvons faire sur le coefficient de corrélation
entre la masse volumique et le scalaire passif (cf. figure 5.20(a)) est qu’il est négatif. Ce
résultat déjà observé dans les investigations de Sautet [135] est la conséquence du rapport
de densité inférieur à l’unité pour ce jet d’hydrogène. Ainsi, une diminution du scalaire
passif conduit à une augmentation de la masse volumique. Ceci s’explique par le fait que le
scalaire passif suit l’évolution de la teneur en hydrogène (ξ = 1 correspond ici à YH2 = 1)
qui est le gaz le plus léger dans nos simulations. Ceci entraîne donc une augmentation de la
masse volumique lorsque le scalaire passif diminue. Ensuite, nous notons que le coefficient
R(ρ, ξ) est proche de l’unité dans la partie centrale du jet pour les distances de l’injection
supérieures à 10D. Pour le plan x/D = 6, la corrélation entre la masse volumique et le
traceur passif n’apparaît que dans la zone où le cisaillement est le plus important, i.e.
pour une valeur du rayon adimensionné comprise entre 1.0 et 2.5. En ce qui concerne le
coefficient R(ρ, P ), nous constatons que les fluctuations de la densité et de la pression
sont corrélées à l’extérieur des zones de cisaillement dans les différents plans présentés sur
la figure 5.20(b). Cela signifie que les fluctuations de densité sont exclusivement associées
au mode acoustique. De plus, il est intéressant de remarquer que les profils des coefficients
de corrélation sont quasiment opposés.
Enfin, nous allons étudier la production d’enstrophie dans le jet et plus spécifique-
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Figure 5.20 – Corrélation entre les fluctuations de masse volumique et de scalaire pas-
sif (a) ainsi qu’entre les fluctuations de masse volumique et de pression (b).
ment dans le sillage du disque de Mach. L’étude de la génération de vorticité et donc de
la production d’enstrophie est particulièrement intéressante pour un écoulement à masse
volumique variable tel que celui considéré ici. Afin d’étudier la dynamique de l’enstro-
phie, nous considérons la forme simplifiée suivante de l’équation de transport pour cette
quantité :
D (ωiωi)
Dt
= 2ωiωj
∂ui
∂xj
− 2ωiωi∂uj
∂xj
+2ijkωi
1
ρ2
∂ρ
∂xj
∂P
∂xk
+ 2ijkωi
∂
∂xj
(
1
ρ
∂τkm
∂xm
) (5.7)
où ijk correspond au symbole de Levi-Civita défini par ijk = (i− j)(j − k)(k− i)/2. Les
quatre termes du second membre de l’équation (5.7) décrivent, respectivement, l’étire-
ment tourbillonnaire, l’expansion volumique (dilatation/compression), le couple barocline
et les effets visqueux. Dans un écoulement incompressible à masse volumique constante,
le membre de droite se réduit au premier et dernier terme. La production / destruction
d’enstrophie résulte uniquement des processus d’étirement tourbillonnaire et des effets
moléculaires. Pour les écoulements à masse volumique variable apparaissent deux méca-
nismes supplémentaires dans la dynamique de la vorticité prenant part à la production
d’enstrophie : le terme de dilatation et le couple barocline. Le deuxième terme dépend
de la variation de volume de la particule fluide au travers de la divergence du vecteur
vitesse. Le couple barocline est spécifique aux écoulements à masse volumique variable
qu’ils soient compressibles ou non. Il représente la génération de vorticité induite par l’in-
teraction entre les gradients de masse volumique et les gradients de pression. Ce terme
est présent lorsque ces deux vecteurs ne sont pas colinéaires. Le terme de dilatation vo-
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lumique peut devenir très important dans les écoulements réactifs où les variations de
masse volumique dépendent fortement du dégagement de chaleur.
La figure 5.21 expose un champ moyen de vorticité ainsi qu’un champ moyen d’enstro-
phie. Nous retrouvons les zones de forte vorticité au niveau du point triple et au niveau
de l’impact du choc réfléchi avec la périphérie du jet. Les amplitudes restent importantes
dans les couches de mélanges supersoniques mais elles diminuent rapidement au fur et
à mesure que le mélange s’installe. En aval du disque de Mach, nous voyons apparaître
quelque trace de production de vorticité de faible amplitude générée par ce dernier mais
elles sont très rapidement détruites.
La figure 5.22 reprend les deux termes caractéristiques des écoulements à masse volu-
mique variable : le terme de dilatation (partie supérieure) et le couple barocline (partie
inférieure). Le disque de Mach correspond à une région de forte production d’enstrophie
par la dilatation et par le couple barocline. La production de vorticité en aval d’un choc
courbe est déjà bien établie. Concernant le couple barocline, il peut s’avérer producteur
ou destructeur de vorticité en fonction du rayon de courbure du choc et de la direction
du champ de vitesse en aval de celui-ci [136]. La production par la dilatation est égale-
ment très présente à la périphérie du jet en aval du point d’impact du choc réfléchi. En
amont de celui-ci, ce terme devient destructeur au niveau de la zone de détente et dans la
couche de mélange issue du point triple. Il redevient positif (production) dans la couche
de cisaillement issue du point triple. A partir du point triple et jusqu’à une distance de
huit diamètres de l’injection, se succèdent des zones de compression et de détente dans la
couche de mélange supersonique. Dans cette région, le terme de dilatation alterne entre
production et destruction d’enstrophie devenant tantôt négatif dans les zones de détente
et tantôt positif dans les zones où la compression domine. Dans le champ lointain où ne
subsistent plus ces successions de détente et de compression, il contribue à faire décroître
l’enstrophie. La topologie du couple barocline est légèrement différente. Tout d’abord,
l’amplitude du couple barocline est globalement inférieure, d’un ordre de grandeur, au
terme de dilatation. En revanche, les deux termes étudiés dans ce cas présentent de très
faibles amplitudes au niveau du “choc en tonneau”.
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Figure 5.21 – Champ moyen de vorticité (s−1) (partie supérieure) et d’enstrophie (s−2)
(partie inférieure).
Figure 5.22 – Production d’enstrophie. Comparaison entre le terme barocline (s−3) et
le terme de dilatation (s−3) de l’enstrophie. La partie supérieure correspond au terme de
dilatation et la partie inférieure au couple barocline.
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Figure 5.23 – Bilan de l’enstrophie dans le plan de sortie du domaine (x/D = 14) : (a)
terme de convection, (b) étirement tourbillonnaire, (c) expansion volumique, (d) couple
barocline et (e) diffusion visqueuse.
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5.5 Analyse du mélange aux petites échelles
5.5.1 Évolution du gradient scalaire
Nous allons évaluer, dans cette section, le gradient scalaire et son évolution dans le jet.
Dans cette partie, nous utilisons une nouvelle définition pour les scalaires passifs basée
sur les éléments chimiques (atomes) et non plus sur les espèces chimiques (molécules).
Sutherland et al. [137] définissent cette fraction de mélange par le biais de l’équation de
transport suivante :
ρ
Dφ
Dt
= ∇ · (ρDφ∇φ) (5.8)
avec ρ la masse volumique du mélange, Dφ le coefficient de diffusivité de φ et D/Dt =
∂/∂t+ u · ∇ est la dérivée particulaire.
L’équation de transport de l’espèce i peut être écrite sous la forme :
ρ
DYi
Dt
= −∇ · ji +Wiω˙i (5.9)
avec Yi la fraction massique de l’espèce i, ji est le flux de masse de cette espèce, Wi sa
masse molaire et ω˙i son taux de production chimique.
La définition de leur scalaire passif est basée sur le fait que, dans une réaction chi-
mique, si les différentes fractions massiques d’espèces ne sont pas conservées, les fractions
massiques des éléments chimiques le sont. Ceci nous amène à la définition des fractions
massiques élémentaires Zl définies par :
Zl =
Ns∑
i=1
al,iWl
Wi
Yi (5.10)
où Ns représente le nombre d’espèces dans le mélange, al,i est le nombre d’atomes
de l’élément l dans l’espèce i, Wl est la masse molaire de l’élément l et Wi est la masse
molaire de l’espèce i. Ainsi, nous pouvons écrire Ne équations de conservation de fractions
massiques d’éléments :
ρ
DZl
Dt
= −
Ns∑
i=1
al,iWl
Wi
∇ · ji (5.11)
Cette nouvelle définition nous permet d’obtenir trois nouvelles fractions massiques basées
sur les trois éléments chimiques présents dans les simulations (ZH , ZO et ZN).
Ensuite, nous pouvons définir trois nouvelles fractions de mélanges basées sur ces
fractions massiques élémentaires :
ξl =
Zl − Zoxl
Zcl − Zoxl
(5.12)
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Figure 5.24 – Scatterplots des fractions de mélange basées sur les fractions massiques
d’éléments ZH (en rouge), ZO (en bleu) et ZN (en vert) en fonction du scalaire passif
transporté ξ pour différentes positions longitudinales. Les figures (a), (b) et (c) sont
positionnées à x/D = 06 tandis que les figures (d), (e) et (f) sont positionnées à x/D = 14.
Ce type de définition est aussi retenue dans l’étude récente de Gomet et al. [138]. Il est
à noter, que pour le cas présent, le jet est non réactif et les espèces chimiques impliquées
ne partagent pas d’élément chimique. Cette nouvelle définition basée sur les éléments
chimiques est donc ici strictement équivalente à la définition basée sur les espèces chi-
miques. En revanche, la définition introduite ci-dessus prend une importance essentielle
lorsque les simulations prennent en compte la réaction chimique. En effet, lorsque la réac-
tion chimique intervient, les fractions massiques élémentaires seront les seules grandeurs
strictement conservées.
La figure 5.24 reporte des scatterplots des fractions de mélange élémentaires ξi (ξH , ξO
et ξN) en fonction du traceur passif transporté ξ. Pour la position longitudinale la plus
en amont, i.e. x/D = 06, les trois fractions élémentaires suivent assez bien la première
bissectrice. Les points de mesure sont répartis de manière homogène autour de la droite
ξi = ξ. En revanche, lorsqu’on s’éloigne de l’injection, nous voyons apparaître quelques
différences. Ces différences sont plutôt concentrées au voisinage des faibles ξ et sont visibles
surtout sur la fraction de mélange basée sur l’élément oxygène et, dans une moindre
mesure, sur celle basée sur l’élément hydrogène. En effet, sur la figure 5.24(e), les points
présentés pour ξ inférieur à 0.4 se distinguent notablement de la première bissectrice. La
fraction de mélange basée sur l’élément azote ne semble pas impactée.
Nous visualisons ensuite les profils des gradients moyens de l’élément hydrogène à
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Figure 5.25 – Evolution du gradient moyen de fraction massique d’élément hydrogène
en fonction de la direction radiale. Nous représentons ici le gradient dans la direction
longitudinale ∇x et radiale ∇r. Ces gradients moyens sont évalués pour une position
longitudinale x/D = 8 (a) et x/D = 14 (b).
deux positions différentes (cf. figure 5.25). Nous évaluons les gradients dans la direction
longitudinale (∇x) ainsi que dans la direction radiale (∇r). Le gradient dans la direction
azimutale est nul. La première observation est que le gradient dans la direction radiale
est largement dominant par rapport au gradient longitudinal quelle que soit la position
considérée. Ensuite, nous constatons que le gradient (dans la direction radiale mais égale-
ment dans la direction longitudinale) s’atténue en s’éloignant de l’injection. Ceci confirme
la destruction du gradient sous l’effet du mélange moléculaire.
Les quantités conditionnées sont souvent utilisées dans le domaine de la combustion
turbulente afin d’axer les études sur des conditions particulières (notamment au voisinage
du front de flamme). Ces grandeurs sont également utilisées dans certaines techniques de
modélisation notamment l’approche CMC (Conditional Moment Closure) développée par
Kilimenko [139] et Bilger [140]. Le gradient conditionné, noté 〈|∇φ||φ∗〉, est lié au taux
de dissipation scalaire χξ = 2D|∇φ|2. La figure 5.26 présente l’évolution du gradient de
fraction de mélange conditionné par le traceur passif ξ. Nous remarquons tout de suite
que le gradient n’est pas symétrique par rapport à la fraction de mélange transportée.
Le gradient est nul aux bords du domaine. Il croît progressivement en partant de ξ = 0
lorsque la fraction de mélange croît atteignant un maximum. Ce maximum est positionné
entre ξ = 0.6 et ξ = 0.8 pour nos simulations. Il diminue ensuite brusquement pour
redevenir nul en ξ = 1. La position du gradient conditionné maximum évolue en fonction
de la position dans le jet. Juste en aval du disque de Mach (pour x/D = 6), ce maximum
se positionne aux environs de ξ = 0.8. Il va ensuite évoluer pour se positionner vers ξ = 0.6
dans le champ lointain du jet, i.e. x/D = 14. Nous notons également une atténuation du
gradient en s’éloignant de l’injection.
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Figure 5.26 – Évolution de la norme du gradient de fraction massique d’espèce condi-
tionné par le scalaire passif transporté ξ. Les gradients conditionnés sont basés sur les
fractions massiques élémentaires. Les données sont représentées pour différentes distances
de l’injection : x/D = 6 (a), x/D = 8 (b), x/D = 12 (c) et x/D = 14 (d).
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5.5.2 Étude de la dynamique du gradient scalaire
Nous allons nous concentrer dans cette partie sur l’étude de la diffusion différentielle.
Pour cela, nous allons définir une mesure de celle-ci basée sur le gradient de flux de masse
et observer son importance relative dans nos simulations.
La diffusion différentielle est présente dès lors que différentes espèces d’un mélange ne
diffusent pas avec le même coefficient. Une tentative de quantification de cette diffusion
différentielle est donnée par Sutherland et al. [137] et Chabane et al. [141]. Elle consiste
à reconstruire une variable φ à partir des fractions massiques d’espèces transportées. On
détermine ensuite le gradient de flux de masse de cette variable ∇·(ρDφ∇φ). On compare
ensuite ce gradient de flux de masse au gradient du flux de masse d’une fraction de
mélange ξ qui diffuse avec une certaine diffusivité Dξ. Dans ce but, il est nécessaire de
préciser plusieurs paramètres : le modèle utilisé pour le transport des flux de diffusion ji
des espèces i et l’approximation utilisée pour le coefficient de diffusion Dξ pour la fraction
de mélange transportée.
Nous avons défini dans le paragraphe précédent une fraction de mélange basée sur les
éléments atomiques plutôt que sur les espèces chimiques. Pour ce cas aussi, étudier les
fractions massiques d’élément ou les fractions massiques d’espèce est strictement équi-
valent. En effet, les espèces présentes (H2 , O2 et N2) pour ces simulations ne partagent
aucun élément entre elles. Dans le cas ou deux espèces partageraient un même élément, le
coefficient de diffusion de cet élément serait dépendant des coefficients de diffusion de ces
deux espèces. Il serait alors nécessaire de passer par la fraction massique d’élément pour
bien prendre en compte les effets de diffusion différentielle considérés ici. Le flux pour l’élé-
ment l est alors déterminé par l’expression −∑Nsi=1(aliWl)/(Wi)∇ · ji avec ji = −ρDi∇Yi
le flux diffusif de l’espèce i.
Nous choisissons d’étudier les effets de la diffusion différentielle à l’aide d’un traceur
passif ξ dont le coefficient de diffusion est pris égal à la diffusion thermique, i.e. un nombre
de Lewis égal à l’unité, et la fraction massique d’hydrogène dont le coefficient de diffusion
est estimé avec la méthode de Hirschfelder et Curtiss (Cas “jet-3”). Nous déterminons
ainsi deux grandeurs : γex = ∇ · (ρDH2∇YH2) le gradient de flux de masse d’hydrogène et
γap = ∇ · (ρDξ∇ξ) le gradient de flux de masse du scalaire passif.
Ces deux termes sont extraits de nos simulations en les conditionnant une première fois
à la valeur moyenne du traceur passif. Nous obtenons ainsi ces quantités pour cinq valeurs
de ξ˜ (0.1 ; 0.3 ; 0.5 ; 0.7 ; 0.9). Nous déterminons ensuite la moyenne conditionnelle de ces
termes en fonction du scalaire passif. La figure 5.27 expose les résultats obtenus dans le
plan x/D = 6 et la figure 5.28 dans le plan x/D = 14. La différence entre les deux tracés
représente l’effet de la diffusion différentielle. Ces courbes coupent toutes les deux l’axe
des abscisses au niveau de la valeur moyenne ξ˜ quelle que soit la position longitudinale
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dans le jet et quelle que soit la valeur moyenne du scalaire passif. Les effets de diffusion
différentielle sont plus importants juste en aval du disque de Mach qu’en champ lointain.
De surcroît, plus la valeur du traceur est éloignée de la valeur moyenne et plus l’influence
de la diffusion différentielle est grande.
Méthode de la PDF transportée
Dans cette section, nous allons étudier le micro-mélange dans le sillage du disque
de Mach. On se propose dans cette partie de considérer un modèle de micro-mélange
particulier dans notre configuration : le modèle IEM/LMSE. Il s’agit du plus simple que
l’on puisse imaginer. Dans un premier temps, je vais rappeler brièvement la méthode de
la PDF transportée et présenter le modèle étudié, i.e IEM/LMSE. Dans un second temps,
les résultats obtenus pour notre configuration seront exposés.
L’équation de transport de la PDF jointe de la vitesse et de la composition P˜ s’écrit
de la manière suivante :
∂ρP˜
∂t
+
3∑
i=1
∂
∂xi
[
ρViP˜
]
= −
3∑
i=1
∂
∂Vi
[
ρ 〈Ai|V, ψ〉 P˜
]
− ∂
∂ψα
[
ρ 〈Θα|V, ψ〉 P˜
]
(5.13)
avec :
Ai =
1
ρ
[
∂τij
∂xj
− ∂p
∂xi
+ ρFi
]
(5.14)
Θα =
1
ρ
[
−∂J
α
j
∂xj
+ ρω˙α
]
(5.15)
Les termes présents à l’intérieur des “chevrons” correspondent à des moyennes condi-
tionnelles. Nous pouvons expliciter les termes de transport dans l’espace des vitesses et
dans celui des compositions :
ρ 〈Ai|V, ψ〉 =
〈
∂τij
∂xj
|V, ψ
〉
− ∂ 〈p〉
∂xi
−
〈
∂p′
∂xi
|V, ψ
〉
+ 〈ρFi|V, ψ〉 (5.16)
ρ 〈Θα|V, ψ〉 = −
〈
∂J αj
∂xj
|V, ψ
〉
+ 〈ρω˙α|V, ψ〉 (5.17)
L’équation (5.13) peut être intégrée dans l’espace des vitesses, conduisant à la forme
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Figure 5.27 – Comparaisons entre les profils de diffusion conditionné de
〈∇ · (ρD∇X)|X∗〉 pour X = ξ et X = YH2 dans le plan x/D = 6 pour les valeurs
de ξ˜ = 0.1, 0.3, 0.5 et 0.7.
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Figure 5.28 – Comparaisons entre les profils de diffusion conditionné de
〈∇ · (ρD∇X)|X∗〉 pour X = ξ et X = YH2 dans le plan x/D = 14 pour les valeurs
de ξ˜ = 0.1, 0.3, 0.5 et 0.7.
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simplifiée suivante 1 :
∂ρP˜
∂t
+ ∂
∂xi
(
ρu˜iP˜
)
= ∂
∂xi
(
ρD
∂P˜
∂xi
)
− ∂
∂xi
(
ρ 〈u′′i |ψ〉 P˜
)
− ∂
∂ψα
(
ρ(ψ)ω˙α(ψ)P˜
)
−
α=N∑
α=1
β=N∑
β=1
∂2
∂ψαψβ
(
ρ
〈
D
∂φα
∂xi
∂φα
∂xi
|ψ
〉
P˜
)
(5.18)
où on a décomposé la moyenne conditionnelle de la vitesse en u˜i+ < u′′i |ψ >.
En pratique, la méthode la plus couramment utilisée pour estimer P˜ consiste à en
présumer la forme à partir de ses premiers moments. Cette méthode est essentiellement
applicable aux cas où la PDF d’une seule variable est considérée. Son extension à des
PDFs multi-variables, sans recourir à des hypothèses trop restrictives d’indépendance sta-
tistique entre les différents scalaires considérés est particulièrement délicate. Néanmoins,
une méthode de PDFs partielles limitant l’emploi de cette hypothèse à des portions ré-
duites de l’espace des compositions a été introduite par Mura et Borghi [143] ; ce qui
permet de la rendre moins restrictive. Il existe également des méthodes permettant d’éva-
luer cette PDF sans recourir à aucune hypothèse a priori concernant sa forme. Celle-ci
est déterminée directement à partir de son équation de transport.
Nous définissons alors la PDF jointe de la vitesse, de la dissipation visqueuse et des
scalaires (réactifs ou non). Cette équation de transport a été proposée par Frost [144]
puis son utilisation a été généralisée par Pope [145]. Cette équation ne contenant pas
d’information sur le temps du mélange lié aux gradients scalaires, Dopazo [146] suggéra
l’emploi d’une PDF jointe de la vitesse, des gradients de vitesse, des scalaires réactifs mais
aussi de leurs gradients.
∂ρP˜
∂t
+∇ ·
(
ρu˜P˜
)
+ (ρg −∇p) · ∇vP˜ +
n∑
i=1
∂
∂ψi
(
ρωiP˜
)
=
∇v ·
[
〈−∇ · τ +∇p′|u,ψ〉 P˜
]
+
n∑
i=1
∂
∂ψi
[
〈∇ · (ρDφi) |u,ψ〉 P˜
] (5.19)
le symbole∇v fait référence à l’opérateur divergence par rapport aux trois composantes
de la vitesse. Les chevrons correspondent à des moyennes conditionnelles, conditionnées
1. pour simplifier les écritures, nous considérons ici une forme classique, le lecteur intéressé pourra
se référer à Delarue et Pope [142] pour les aspects plus spécifiques dues à la nature compressible des
écoulements à grandes vitesses
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à des valeurs de u et ψ. Dans ces conditions, tous les termes du membre de gauche font
intervenir des variables données par la PDF. Ainsi, cette approche ne fait aucune hypo-
thèse quant aux termes sources chimiques ce qui est le grand avantage de cette méthode.
Il reste donc deux termes qui nécessitent une modélisation particulière. Le premier terme
du membre de droite faisant intervenir la vitesse conditionnelle correspond au transport
de la PDF dans l’espace des vitesses induits par les contraintes visqueuses et le gradient
de pression. La fermeture de l’équation de transport de la PDF nécessite aussi l’emploi
d’un modèle pour le terme de mélange moléculaire. La qualité de cette méthode va for-
tement dépendre de la qualité de cette modélisation. Nous allons considérer ici le modèle
d’Interaction par Echange avec la Moyenne (IEM) ou bien LMSE (Linear Mean Square
Estimation).
Modèle IEM/LMSE
Ce modèle sert à représenter le terme de micro-mélange présent dans l’équation de
transport de la PDF. Le modèle IEM (Interaction by Exchange with the Mean) a été
introduit par Villermaux et Devillon [147]. Il est également connu sous le nom de modèle
LMSE (Linear Mean Square Estimation model) [148, 149]. Dans cette fermeture, les effets
moléculaires sont représentés par le biais d’une relaxation vers la valeur moyenne, ce qui
conduit au modèle Lagrangien suivant
dψji
dt
= −ψ
j
i − ψ˜ji
τi
(5.20)
La quantité τi représente l’échelle caractéristique du temps de mélange associé au sca-
laire ψi. Par construction, ce modèle ne modifie pas la valeur moyenne et produit une
décroissance de la variance du scalaire. En dépit de sa simplicité, ce modèle traduit deux
caractéristiques essentielles du mélange aux petites échelles, le mélange est d’autant plus
efficace que l’intensité de turbulence est élevée et la diffusion est d’autant plus impor-
tante que l’on s’éloigne de la valeur moyenne locale. L’inconvénient majeur de ce modèle
est son comportement au voisinage des bornes ξ = 0 et ξ = 1 pour lesquelles il prédit
un mélange maximal alors qu’il devrait s’annuler compte tenu que les gradients scalaires
tendent eux-mêmes vers zéro.
Analyse a priori du comportement du modèle IEM
Nous allons discuter ici les résultats obtenus pour la simulation du jet d’hydrogène réa-
lisée avec transport simplifié. Nous avons caractérisé le comportement du terme∇·(ρD∇ξ)
à différentes distances de l’injection. La figure 5.29 expose les termes 〈∇ · (ρD∇ξ)|ξ〉 pour
une distance x/D = 6 de l’injection et pour trois valeurs distinctes de ξ˜. La figure 5.30
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Figure 5.29 – Profils des gradients conditionnés 〈∇ · (ρD∇ξ)〉 en fonction du traceur
passif superposés aux droites IEM pour le plan x/D = 6.
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Figure 5.30 – Profils des gradients conditionnés 〈∇ · (ρD∇ξ)〉 en fonction du traceur
passif superposés aux droites IEM pour le plan x/D = 14.
fait de même mais dans le plan x/D = 14. Comme mentionné précédemment, nous re-
trouvons bien les tendances attendues avec des courbes qui coupent l’axe des ordonnées
au niveau de la valeur moyenne avec un comportement linéaire ou quasi-linéaire entre
les deux maxima locaux. Cette partie linéaire va particulièrement nous intéresser ici. En
effet, cette droite correspond à l’approximation considérée dans le modèle IEM. La pente
de cette droite devrait donc correspondre au temps caractéristique du mélange associé
à cette modélisation. Nous pouvons déjà remarquer que les pentes des droites sont bien
négatives. Un premier aspect important pour pouvoir évaluer un temps caractéristique
positif. De plus, les pentes des parties linéaires sont différentes en fonction de la position
étudiée. Elles évoluent également légèrement avec la valeur moyenne considérée. Globale-
ment, la pente diminue lorsque la valeur moyenne augmente ainsi que lorsqu’on s’éloigne
de l’injection. Nous retrouvons également le défaut du modèle IEM mentionné plus haut,
à savoir une estimation du mélange maximum aux bornes de l’espace de la fraction de
mélange. En effet, ce modèle ne prend pas en compte la décroissance des gradients vers
0 pour ξ = 0 et ξ = 1. Il s’agit ensuite de relier le temps caractéristique de mélange du
modèle étudié à un temps de mélange dépendant des grandeurs déterminées lors du calcul.
Nous avons déterminé une relation dans la section (4.6) permettant de définir un temps
de mélange scalaire en reliant la variance du scalaire passif transporté et son taux de dissi-
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Tableau 5.4 – Comparaison des temps de mélange obtenus à l’aide du modèle IEM
(τIEM) et basé sur le transport d’un scalaire passif (τξ = ξ˜′′2/ε˜ξ) et estimation de la
constante CIEM = τξ/τIEM .
x/D ξ˜ τIEM τξ CIEM
0.3 2.00 · 10−6 3.40 · 10−6 1.70
6 0.5 2.50 · 10−6 3.36 · 10−6 1.34
0.7 2.60 · 10−6 3.51 · 10−6 1.35
0.3 1.12 · 10−6 2.38 · 10−6 2.13
14 0.5 1.25 · 10−6 2.94 · 10−6 2.35
0.7 1.47 · 10−6 3.68 · 10−6 2.50
pation scalaire τξ = ξ˜′′2/ε˜ξ. Nous allons donc comparer le temps de mélange τIEM obtenu
à l’aide du modèle IEM au temps τξ basé sur la fraction de mélange transportée et définir
une constante CIEM comme le rapport entre τξ et τIEM . Les résultats ainsi obtenus sont
exposés dans le tableau 5.4. La constante de proportionnalité entre les temps de mélange
est proche de 2.0. Cette valeur est en bon accord avec les données de la littérature.
5.5.3 Etude des PDFs de scalaires passifs
Nous allons considérer maintenant les PDFs de fraction de mélange transportée ξ
pour le cas “jet-3”. L’intérêt ici est de confronter les résultats obtenus avec la fraction de
mélange transportée et ceux obtenus avec la fraction massique d’hydrogène afin d’évaluer
les erreurs commises en conduisant des simulations pour lesquelles n’est résolue qu’une
équation de transport pour la fraction de mélange, économisant ainsi la résolution des
équations de transport des différentes espèces chimiques mises en jeu.
La figure 5.31 reporte les PDFs du traceur passif dans les différents plans d’étude et
pour différentes valeurs moyennes de ce scalaire. Concernant la dynamique du scalaire
passif dans ce type de jet, nous constatons que les PDFs concernant le jet d’hydrogène
sont sensiblement les mêmes que celles obtenues pour le jet fortement sous détendu d’air
“jet-2”. Nous retrouvons notamment les poches unitaires résiduelles dans les plans x/D =
6 et 8 au niveau de la valeur moyenne ξ˜ = 0.7. Les PDFs obtenues avec la fraction
massique d’hydrogène sont quasiment identiques à celles obtenues pour le scalaire passif.
Les différences ne sont pas perceptibles, nous ne les faisons donc pas apparaître ici. Si on
compare par exemple les coefficients de dissymétrie (ou skewness) Sξ = ξ˜′′3/(ξ˜′′2)3/2, on
constate que celui basé sur l’hydrogène n’est que très légèrement supérieur à celui basé sur
ξ (cf. figure 5.32). Cet écart est le plus élevé pour la valeur moyenne la plus faible. Lorsque
l’on se rapproche du centre du jet, i.e. lorsque la valeur moyenne augmente, la différence
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Figure 5.31 – PDF de ξ suivant les iso-lignes ξ˜ = 0.1 (a), ξ˜ = 0.3 (b), ξ˜ = 0.5 (c) et
ξ˜ = 0.7 (d).
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Figure 5.32 – Comparaison des skewness des fonctions densité de probabilité de ξ ()
et de YH2 (•) pour trois valeurs moyennes du scalaire passif ξ˜.
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entre les deux courbes comparées diminue. Cela signifie que les PDFs sont plus similaires
au centre du jet que vers l’extérieur. Cela conforte dans la conclusion que l’influence de
la diffusion différentielle de l’hydrogène est donc plus importante pour les faibles valeurs
de sa fraction massique.
Nous venons juste de comparer les statistiques de la fraction de mélange et de la frac-
tion massique d’hydrogène au sein de la même simulation. Pour cela, nous nous sommes
penchés sur l’étude des fonctions densité de probabilité de chacune d’elles. Nous avions
préalablement distingué la dynamique aux petites échelles à travers le gradient scalaire et
le gradient moléculaire. Nous avons ainsi déterminé les effets de la diffusion différentielle
présents au sein de notre écoulement. Nous allons maintenant caractériser ces différences
induites par le transport moléculaire en comparant de manière plus globale les simula-
tions conduites sous les approximations de transport simplifié avec celles réalisées avec les
termes de transport détaillé.
5.6 Effet de la prise en compte des termes de trans-
port détaillés
Nous allons ici étudier plus globalement les différences observées en considérant l’une
et l’autre des deux approches pour les termes de transport. Nous rappelons que les deux
approches étudiées dans le cadre de ce travail sont l’approximation de Hirschfelder et
Curtiss [58] et une représentation plus détaillée du transport via l’utilisation de la librairie
EGLIB de Ern et Giovangigli [56].
Nous allons ainsi visualiser qualitativement ces différences à travers différents champs
moyen. Dans un second temps, nous allons tenter de quantifier les effets du changement
de traitement des termes de transport.
La figure 5.33 montre le champ moyen du nombre de Mach pour les méthodes de
transport utilisées. Comme attendu, la structure du jet ne semble globalement pas être
influencée par la méthode de transport utilisée. Le disque de Mach se positionne à la même
abscisse. Une différence visible sur ce champ est la différence du nombre de Mach moyen
juste en amont du disque de Mach. Le nombre de Mach maximum atteint en amont
du disque de Mach est plus élevé dans le cas “jet-3”. Ce comportement est provoqué
par la différence de température dans la zone juste en aval de l’injection. En effet, la
figure 5.34(b) montre que, dans le champ proche, la composante longitudinale de la vitesse
est strictement égale pour les deux jets considérés alors que le profil de température
(figure 5.34(c)) est légèrement différent avec une température plus élevée dans le cas
du transport détaillé. Une différence peu visible mais quantifiée se trouve au niveau de la
position du point triple qui est légèrement modifiée. Il s’est éloigné de 0.02D de l’injection
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Figure 5.33 – Comparaison entre le champ moyen du nombre de Mach pour le cas
transport simplifié (TS) et le cas transport détaillé (TD).
et de 0.06D de l’axe du jet. La poche subsonique mesurée est plus courte passant de 8.05D
pour la simulation “jet-3” à 7.46D pour la simulation “jet-4” (cf. fig. 5.34(a)). Nous notons
également une évolution dans le profil axial de la composante longitudinale de la vitesse
dans le champ lointain. Nous observons deux bosses dans le cas “jet-3” alors qu’il n’y en
a plus qu’une dans le cas “jet-4”. Concernant la fraction de mélange, les figures 5.34(d)
et 5.35(c) montrent que la précision apportée par la prise en compte des termes de baro-
et thermo-diffusion n’a qu’un impact réduit sur l’évolution de celle-ci. Les différences
observées sur les profils transversaux restent assez imperceptibles et celles constatées sur
les profils longitudinaux sont aussi très faibles. La température en particulier ne présente
aucune modification notable sur les profils transversaux.
L’observation des coefficients de transports permet d’appréhender plus directement
ces effets. La figure 5.36 compare la viscosité dynamique (transport de la quantité de
mouvement) et la conductivité thermique (transport de la chaleur) pour les deux repré-
sentations des termes de transport. Cette figure montre d’un côté les champs des quantités
et de l’autre côté deux profils transversaux pour x/D = 6 et x/D = 14. Le champ de
viscosité dynamique 5.36(a) ne présente pas de changement important entre les deux si-
mulations. Nous remarquons juste la persistance de faibles valeurs de µ au milieu de la
couche de mélange aux environs de x/D = 12 pour le cas utilisant le transport détaillé.
Les profils de viscosité présentent effectivement des disparités au centre de la couche de
cisaillement (entre r/D = 1 et r/D = 3). Celles-ci sont plus importantes dans le champ
lointain (x/D = 14) qu’en aval du disque de Mach. Ces différences ne peuvent pas être
imputées à la différence de température, celle-ci étant la même pour les deux simula-
tions. La valeur obtenue pour le transport simplifié est plus élevée que celle atteinte par
la simulation avec le transport détaillé. Les écarts concernant la conductivité thermique
sont notés dans une zone plus proche du centre du jet (entre r/D = 0.7 et r/D = 2).
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Figure 5.34 – Effets de la prise en compte des termes de transport détaillé. Profils
axiaux du nombre de Mach (a), de la vitesse axiale adimensionnée (b), de la température
adimensionnée (c) et du traceur passif (d).
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Figure 5.35 – Effets de la prise en compte des termes de transport détaillé. Profils radiaux
de la vitesse axiale adimensionnée (a), de la température adimensionnée (b) et du traceur
passif (c). Les symboles (•) correspondent à la simulation “jet-3” et les symboles () au
jet d’hydrogène “jet-4”.
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Figure 5.36 – Effets de la prise en compte du transport détaillé sur le coefficient de
viscosité dynamique µ (kg/(m.s)) (a) et (b) et de conductivité thermique λ (W/(m.K) (c)
et (d). Pour les champs présentés, les parties supérieures correspondent à la simulation
“jet-3” et les parties inférieures à la simulation “jet-4”. Pour les profils, les symboles
(•) correspondent au transport simplifié tandis que les symboles () correspondent au
transport détaillé.
Cependant, pour cette quantité, les rapports se sont inversés. En effet, la conductivité
thermique est plus grande dans le cas du transport détaillé.
Enfin, nous concluons l’analyse comparée des cas “jet-3” et “jet-4” par l’étude des
gradients moléculaires 〈∇ · (ρD∇YH2)〉. La figure 5.37 expose les gradients moléculaires
dans le plan x/D = 6 pour deux valeurs de Y˜H2 et la figure 5.38 dans le plan x/D = 14.
Les différentes courbes présentent dans ces figures coïncident relativement bien. L’effet de
la prise en compte de la viscosité volumique du tenseur des contraintes visqueuses ainsi
que des effets Soret et Dufour reste négligeable dans une large portion de l’écoulement
étudié.
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Figure 5.37 – Effets de la prise en compte du transport détaillé sur les gradients de flux
de masse dans le plan x/D = 6.
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Figure 5.38 – Effets de la prise en compte du transport détaillé sur les gradients de flux
de masse dans le plan x/D = 14
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5.7 Conclusion
L’étude d’un jet d’hydrogène fortement sous détendu a été conduite. L’influence du
changement de fluide injecté a été analysée avec notamment une augmentation du cisaille-
ment ayant pour conséquence des phénomènes d’échauffement locaux. Un accroissement
des effets de masse volumique variable dus aux effets de variation de composition en plus
de ceux résultant de la compressibilité a été observé ce qui nous a conduit à approfondir
l’analyse de ces effets et en particulier celui du couple barocline dans le bilan d’enstrophie.
Finalement, le mélange aux petites échelles a aussi été examiné avec une attention particu-
lière accordée aux phénomènes de diffusion différentielle. Il semble que la prise en compte
du transport détaillé ne soit pas nécéssaire dans ce cas particulier. Nous nous dirigeons
maintenant vers la partie réactive avec l’application à deux configurations d’écoulement
réactif.

Chapitre 6
Allumage et combustion de jets
d’hydrogène fortement sous détendus
6.1 Introduction
Ce chapitre traite des écoulements réactifs. Nous allons nous intéresser à deux confi-
gurations différentes. La première correspond au jet d’hydrogène fortement sous détendu
considéré dans le chapitre précédent. Il s’agit ici de caractériser la propension de ce jet à
l’allumage. Cette étude sera limitée au champ proche du jet car l’extension du domaine
de calcul reste encore assez réduite. La deuxième géométrie envisagée est représentative
de celle qui peut être rencontrée au niveau d’un allumeur central de moteur fusée. La to-
pologie de l’écoulement est ici légèrement plus compliquée que celle du jet sous détendu :
il s’agit ici d’une injection centrale oxydante composée d’oxygène et de vapeur d’eau,
à sa périphérie est injecté de l’hydrogène pur. Pour finir, il est important de souligner
ici que, compte tenu de l’indisponibilité de modélisation de sous maille dans la version
de CREAMS que nous utilisons, mais aussi des niveaux de résolution des simulations
réalisées, celles-ci sont conduites en négligeant la possible influence de fluctuations de
composition à l’échelle non résolue.
6.2 Propension du jet d’hydrogène à l’allumage
Ce paragraphe peut être considéré comme un préambule au cas réactif que nous traite-
rons dans le paragraphe suivant. Nous allons caractériser dans cette partie les probabilités
d’auto-allumage du jet d’hydrogène étudié dans le chapitre précédent. Cette étude consiste
à déterminer des zones où l’auto-allumage est le plus susceptible d’apparaître. Elle repose
sur l’observation de PDFs d’allumage ainsi que sur plusieurs caractéristiques physiques
de l’écoulement.
151
152 Chapitre 6. Allumage et combustion de jets d’hydrogène fortement sous détendus
0.0
1.0
2.0
3.0
4.0
5.0
0.0 0.2 0.4 0.6 0.8 1.0
P
(ξ
)
ξ
r/D = 1.20
r/D = 1.50
r/D = 1.70
r/D = 2.00
r/D = 2.20
(a) x/D = 06
0.0
1.0
2.0
3.0
4.0
5.0
0.0 0.2 0.4 0.6 0.8 1.0
P
(ξ
)
ξ
r/D = 1.20
r/D = 1.50
r/D = 1.70
r/D = 2.00
r/D = 2.20
(b) x/D = 12
Figure 6.1 – PDF de ξ pris en différents rayons du jet d’hydrogène.
6.2.1 Probabilité d’allumage du jet d’hydrogène
Le mélange d’un combustible et d’un oxydant ne peut réagir que dans un domaine
restreint de composition. Ces mélanges sont dits inflammables si une flamme peut s’y
propager. Le mélange le plus dilué définit la limite inférieure d’inflammabilité, ou limite
pauvre du mélange tandis que le mélange le plus concentré en combustible définit la limite
supérieure, ou limite riche d’inflammabilité. Dans la pratique, les limites d’inflammabilité
d’un système particulier sont affectées par la température, la pression, la direction de
propagation de la flamme ou encore par la force du champ gravitationnel [45]. Les limites
sont obtenues expérimentalement par la détermination des compositions limitant les mé-
langes inflammables et ininflammables. Dans la pratique, les valeurs obtenues dependent
des conditions opératoires et les essais et procédures correspondants sont donc normali-
sés. Nous déterminons ici les probabilités d’allumage Pinf . Celles-ci correspondent à la
probabilité que l’écoulement s’allume au point considéré du seul point de vue du mélange
réactif en présence. Ces probabilités sont donc basées uniquement sur les PDFs de fraction
massique d’hydrogène. La probabilité d’allumage est définie de la manière suivante :
Pinf =
∫ ξ+ign
ξ−ign
P (ξ∗)dξ∗ (6.1)
Les bornes d’intégration correspondent aux teneurs en hydrogène minimale et maximale
entre lesquelles un mélange est susceptible de s’enflammer. Par exemple, la limite infé-
rieure d’inflammabilité à 25˚C et à la pression atmosphérique pour un mélange d’hydro-
gène et d’air est de l’ordre de 4% en volume. La limite supérieure est d’environ 75% en
volume [45]. Les fractions de mélange limites correspondantes sont donc de ξ−ign = 0.003 et
ξ+ign = 0.167. Une fois les bornes d’intégration définies, la probabilité d’allumage se déter-
mine en intégrant les fonctions densité de probabilité de la fraction massique d’hydrogène
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Figure 6.2 – Probabilité d’allumage en fonction du rayon du jet pour différentes valeurs
de x/D.
entre ces deux bornes. La figure 6.1 présente les PDFs de fraction massique d’hydrogène
pour cinq rayons différents et deux positions longitudinales (x/D = 6 et x/D = 12).
L’intégration de ces PDFs entre les limites d’inflammabilité de l’hydrogène dans l’air défi-
nies précédemment fournit la probabilité d’inflammation de l’écoulement. Une probabilité
d’inflammation grande correspond donc à une forte probabilité de la fraction massique
d’hydrogène de se trouver entre les bornes d’inflammabilité et donc une PDF comprise
entre ces bornes. La figure 6.2 cartographie la probabilité d’allumage en fonction du rayon
du jet pour différentes positions longitudinales dans le jet. Toutes les courbes ont une al-
lure “gaussienne” plus ou moins large. La probabilité la plus importante se trouve dans
le plan x/D = 6 pour un rayon adimensionné r/D = 1.75. Nous remarquons que la pro-
babilité la plus importante se décale vers l’extérieur du jet lorsque la distance au plan
d’injection augmente. Cela s’explique par le fait que le jet s’ouvre radialement lorsqu’on
s’éloigne de l’injection et que les faibles valeurs des fractions massiques d’hydrogène se
trouvent à l’extérieur du jet. De plus, cette probabilité diminue légèrement en fonction
de la position du plan longitudinal. Nous remarquons également que l’intégrale sous ces
courbes augmentent en s’éloignant de l’injection. Les zones favorables à l’inflammation
du mélange ainsi définies correspondent à des couronnes comprises entre les rayons de la
figure 6.2. L’épaisseur de cette couronne augmente en s’éloignant de l’injection.
6.2.2 Détermination des zones favorables à l’allumage
Nous venons de déterminer les zones favorables à l’inflammation du seul point de vue
de la composition du mélange. Nous allons maintenant nous intéresser à la température
dans ces zones pour mieux caractériser la propension à l’allumage de ce jet fortement
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Figure 6.3 – Probabilité d’allumage Pinf et température moyenne du jet pour plusieurs
valeurs de x/D.
sous détendu. Suivant la référence [45], à pression atmosphérique la température d’auto-
inflammation de l’hydrogène est de l’ordre de 850K. La figure 6.3 expose la température
moyenne de l’écoulement en fonction de la probabilité d’allumage déterminée précédem-
ment. Dans ces conditions, les courbes s’apparentent plus à des paraboles qu’à des courbes
gaussiennes. La partie de la parabole correspondant à la zone la plus chaude de l’écou-
lement coïncide avec l’intérieur du jet. Nous remarquons que les températures moyennes
atteintes pour les probabilités d’allumage non nulles sont très en dessous de la température
d’auto-inflammation de l’hydrogène. La température maximale associée à une probabilité
Pinf non nulle se trouve en x/D = 14 du côté interne de la couche de mélange superso-
nique. Elle est d’environ 760K. La prise en compte de la température dans l’étude de la
propension de ce jet à l’allumage n’est donc guère optimiste. En effet, dans ces conditions,
la probabilité que le jet d’hydrogène s’allume spontanément est effectivement quasiment
nulle. Néanmoins, ces conclusions sont basées sur les températures moyennes de l’écoule-
ment. Nous allons donc maintenant nous intéresser à un champ instantané de température
représentatif de ce jet.
La figure 6.4 montre un champ instantané de la fraction massique d’hydrogène prise
entre les limites d’inflammabilité ξ−ign et ξ+ign coloré par la température et superposé à
un schlieren basé sur la masse volumique. Le schlieren de densité permet de mieux se
repérer dans la structure du jet en visualisant ses structures compressibles caractéristiques.
Cette figure nous permet de mieux visualiser les zones favorables à l’auto-inflammation
du jet à un instant donné. Ces zones se situent effectivement à l’intérieur de la couche
de mélange externe du jet. Les niveaux de température au sein de cet instantané sont
plus encourageants quant à l’auto-allumage éventuel de ce jet. En effet, nous visualisons
des zones où le mélange atteint des concentrations en hydrogène susceptibles de conduire
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Figure 6.4 – Limite d’auto-inflammation du mélange hydrogène/air : champ instantané
de la fraction massique d’hydrogène prise entre les limites d’inflammabilité ξ−ign et ξ+ign
coloré par la température et superposé à un schlieren basé sur la masse volumique.
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Figure 6.5 – Fonction densité de probabilité jointe de la température et du traceur passif
dans le plan x/D = 6 (a) et dans le plan x/D = 14 (b).
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Figure 6.6 – Délais d’auto-allumage d’un mélange hydrogène-air en fonction de la tem-
pérature (mélange stoechiométrique, mélange 4% H2 et 75% H2) (figure issue de la réfé-
rence [9]).
à l’inflammation ainsi qu’une température proche de la température d’auto-allumage. Il
s’agit dorénavant d’examiner les délais d’auto-inflammation pour déterminer s’ils sont
compatibles avec notre domaine de simulation (de longueur réduite) et les vitesses mises
en jeu.
Nous constatons sur la figure 6.6 que les délais d’auto-allumage sont de l’ordre de la
milliseconde pour des mélanges à 1100K. En comparaison des temps de séjour correspon-
dants, ces délais sont donc rédhibitoires vis à vis de l’auto-allumage de notre jet fortement
sous détendu. Le temps que la particule fluide réagisse, elle est déjà sortie du domaine de
calcul.
La probabilité d’auto-inflammation du jet d’hydrogène fortement sous détendu étant
quasiment nulle, nous décidons de forcer l’allumage dans la couche de mélange superso-
nique par l’ajout d’un noyau d’auto-allumage.
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6.3 Allumage forcé du jet d’hydrogène central
Cette partie est consacrée à l’étude du jet d’hydrogène fortement sous détendu réactif.
Nous avons déterminé et vérifié dans la partie précédente que ce jet ne peux pas s’allumer
spontanément. Nous allons donc utiliser une source de chaleur externe afin de forcer
l’allumage de ce jet. Nous allons donc dans un premier temps décrire la configuration
étudiée pour ensuite étudier la réaction chimique dans cette situation.
6.3.1 Description de la configuration
Cette section va décrire la configuration étudiée notamment le schéma cinétique utilisé
ainsi que les principales caractéristiques du noyau d’auto-allumage utilisé pour forcer
l’inflammation du jet.
Cette configuration reprend le jet d’hydrogène fortement sous détendu avec une ap-
proche détaillé des termes de transport étudié dans le chapitre précédent pour lequel nous
considérons maintenant les termes sources chimiques.
Nous rappelons ici quelques caractéristiques du jet déjà mentionnées dans la sec-
tion 5.2. Le calcul met en place un jet d’hydrogène pur de diamètre D = 0.001 m à
très haute pression (15 atm) dans une atmosphère au repos. La résolution de celui-ci est
basée sur une approche détaillée des termes de transport avec l’utilisation de la librairie
EGLIB développée par Ern et Giovangigli [56]. Le domaine de calcul est cartésien et ses
dimensions complètes sont L1 × L2 × L3 = 16D × 20D × 20D. Ce domaine est discrétisé
avec N1×N2×N3 = 880×547×547 points (260 millions). Cette simulation a été réalisée
sur le supercalculateur “Turing” de l’IDRIS pour un temps de calcul d’environ 300 000
heures CPU.
La résolution du terme source chimique est effectuée à l’aide du schéma cinétique
détaillé de Ó Conaire et al. [1]. Ce schéma réactionnel comprend 21 étapes et 9 espèces.
Il a été validé en terme de délai d’auto-allumage pour la combustion supersonique et
convient particulièrement bien à notre situation.
Le noyau d’allumage est une région du domaine dans laquelle nous forçons la réac-
tion chimique. Dans cette région, l’approximation de Burke et Schumann est utilisée pour
transformer localement les réactifs en produits de combustion. Ainsi, l’hydrogène et l’oxy-
gène sont transformés en vapeur d’eau ce qui a pour conséquence d’augmenter localement
la température. Ce noyau d’allumage est représenté par une sphère de rayon Rsp localisée
en (xsp,ysp,zsp).
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6.3.2 Étude de la propagation de la réaction chimique
Nous allons étudier ici l’écoulement en présence d’un spot d’allumage localisé en
(4.85D,1.75D,0D). Différents essais faisant varier le temps de maintien du noyau d’al-
lumage ont été effectués. Ceux-ci n’ont pas conduit à un maintien des niveaux de tempé-
rature suffisants pour permettre à la réaction chimique de se développer. Une étude plus
systématique aurait pu être conduite en faisant varier les dimensions du noyau d’allumage
(rayon critique) en suivant les travaux de Champion, Deshaies et Kinoshita [150] mais elle
n’a pas pu être envisagée faute de temps. Nous avons donc décidé de maintenir le noyau
d’allumage tout au long de la simulation prise en compte ici. L’observation de l’évolution
de l’écoulement va s’effectuer en trois instants différents tous séparés de tint = 10−6s. Le
premier instant pris en compte intervient une quinzaine de tint après le début de l’allumage
forcé. La figure 6.7 reporte les trois champs de température autour du spot d’allumage. Le
spot d’allumage est représenté par la sphère blanche. Nous observons bien que la tempé-
rature s’est élevée autour du spot d’allumage atteignant des niveaux supérieurs à 2000K
à certains endroits. Nous constatons également la diffusion de celle-ci dans son entourage
proche permettant à l’écoulement de s’auto-enflammer dans ces régions. On note que la
propagation de la réaction ne s’effectue que dans le sens de l’écoulement. Les vitesses à
cet endroit sont beaucoup trop importantes pour permettre à la réaction chimique de se
propager à contre-courant.
La figure 6.8 affiche le dégagement de chaleur dans cet écoulement. Le noyau d’allu-
mage est représenté par une sphère bleue dans cette figure. Le dégagement de chaleur dans
le spot d’allumage est nul. Le dégagement de chaleur est uniquement dû à l’auto-allumage
dans le sillage du noyau. Il est relativement intermittent.
Le taux de dissipation scalaire instantané est présenté sur la figure 6.9. Nous constatons
que la réaction chimique et donc le dégagement de chaleur est présent dans les zones où
le taux de dissipation scalaire est suffisamment faible.
La figure 6.10 montre les champs de fraction massique du radical hydroxyle OH. Cette
espèce chimique est caractéristique des zones d’oxydation et permet donc de définir le
front de flamme. Dans notre cas, la fraction massique de ce radical reste très faible. Elle
prend des valeurs relativement élevées juste en aval de la zone de forçage, notamment pour
les temps t3, mais ces niveaux diminuent très rapidement dans le sillage. Il n’y a donc
pas à proprement parler de développement d’un front de flamme dans cet écoulement, on
visualise plutôt quelques zones plus ou moins réactives dispersées.
Nous nous intéressons maintenant plus en détail aux espèces chimiques. Comme indi-
qué précédemment, l’auto-inflammation dans les conditions considérées dans cette étude
est caractérisée par l’accumulation de radicaux avant toute libération de chaleur impor-
tante. Cette accumulation de radicaux est le résultat de la concurrence entre les réactions
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Figure 6.7 – Champs de température (en K) autour du noyau d’allumage en trois ins-
tants.
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(a) t1
(b) t2
(c) t3
Figure 6.8 – Champs du taux de dégagement de chaleur ω0 (m2.s−3) autour du noyau
d’allumage en trois instants.
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Figure 6.9 – Champs du taux de dissipation scalaire autour du noyau d’allumage en
trois instants.
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(a) t1
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(c) t3
Figure 6.10 – Champs de la fraction massique du radical OH autour du noyau d’allumage
en trois instants.
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(a) t1
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Figure 6.11 – Champs de la fraction massique du radical HO2 autour du noyau d’allu-
mage en trois instants.
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Figure 6.12 – Champs de la fraction massique du radical H2O2 autour du noyau d’allu-
mage en trois instants.
6.3. Allumage forcé du jet d’hydrogène central 165
(a) t1
(b) t2
(c) t3
Figure 6.13 – Champs de l’indice de Takeno dans le sillage du noyau d’allumage pour
les trois instants considérés.
166 Chapitre 6. Allumage et combustion de jets d’hydrogène fortement sous détendus
de ramification de chaîne et les réactions de terminaison de chaîne. Les espèces intermé-
diaires tels que HO2 et H2O2 peuvent servir d’abord comme “puits” pour les radicaux
par étapes de terminaison de chaîne ; puis, à la fin de la période d’induction, ils sont par-
tiellement convertis en radicaux dans les étapes qui stimulent le processus de ramification
de chaîne.
Nous étudions ici un index permettant de distinguer les zones pré-mélangées des zones
non pré-mélangées. Cette étude est basée sur l’indice de Takeno [151] défini par :
G = 12
(
1 + ∇Yc ·∇Yo||∇Yc||||∇Yo||
)
(6.2)
où les indices C et O désignent, respectivement, le combustible et l’oxydant. La relation
(6.2) représente le cosinus de l’angle entre les gradients de fractions massiques de com-
bustible et d’oxydant de telle sorte que des valeurs de G proches de l’unité correspondent
à des gradients alignés (associés à une combustion plutôt pré-mélangée), tandis que des
valeurs proches de 0 correspondent à des gradients opposés (flammes non pré-mélangées).
La détermination de cette indice n’est effectuée que dans les zone ou le dégagement de
chaleur est non nul et donc dans les zones où l’auto-allumage se produit. Nous constatons
sur la figure 6.13 qu’au premier instant, l’essentiel du dégagement de chaleur s’effectue
dans des zones où les gradients sont opposés et donc plutôt associées à des flammes non
pré-mélangées avec tout de même la présence de quelques poches pré-mélangées. En re-
vanche, à mesure que le temps avance, nous visualisons des poches pré-mélangées qui
subsistent en aval du domaine. Les résultats obtenus confirment que l’auto-inflammation
de l’écoulement a lieu dans des régions où les gradients de combustible et d’oxydant sont
majoritairement opposés.
Nous divisons maintenant le domaine en deux zones d’études distinctes (cf. figure 6.14)
afin d’obtenir des résultats locaux. La zone 1 se trouve juste en aval du noyau d’allumage
tandis que la zone 2 est repoussée en aval de la zone 1. Nous allons étudier la température
et les fractions massiques d’hydrogène, de vapeur d’eau et de radical hydroxyl OH en
fonction du traceur passif transporté pour deux intervalles de temps (temps 1 correspond
à l’intervalle entre t1 et t2 et temps 2 correspond à l’intervalle entre t2 et t3).
La figure 6.15 reporte les quatre scatterplots de la température en fonction de ξ. La
courbe noire correspond à la stoechiométrie. Les températures dans la zone 2 ne présentent
pas de valeur supérieure à 1000K. Nous pouvons donc supposer que le dégagement de
chaleur est bien trop faible dans la seconde zone. En revanche, on trouve des températures
plus élevées dans la zone 1. Pour le deuxième intervalle de temps, nous constatons que les
températures les plus élevées se trouvent au niveau de la stoechiométrie. Alors que pour
le premier intervalle de temps, elles se trouvent bien au delà de la stoechiométrie.
La figure 6.16 reporte les quatre scatterplots de la fraction massique d’hydrogène en
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Zone 1
Zone 2
Figure 6.14 – Définitions des deux zones d’études
fonction de la fraction de mélange ξ. La courbe noire correspond ici à la première bissec-
trice. Les fractions massiques sont globalement sous la première bissectrice pour les faibles
valeurs de ξ. Cette tendance s’inverse lorsque ξ augmente avec de plus en plus de valeurs
au dessus de la droite lorsque ξ est supérieur à 0.2. Nous avons déjà observé ces effets de
Lewis lors de l’étude du jet d’hydrogène. Pour le cas du jet d’hydrogène, ces effets étaient
les plus importants pour les faibles valeurs de la fraction de mélange.
Nous observons également la fraction massique de vapeur d’eau (cf. figure 6.17). La
courbe noire correspond à la valeur maximale que peut prendre la fraction de mélange
d’eau si la réaction chimique était infiniment rapide. Il est à noter la très grande différence
entre les valeurs prises dans la zone 1 et dans la zone 2. Dans la zone 2, les niveaux atteints
par cette quantité sont de nouveau très faibles. On en déduit qu’il n’y a pas création de
vapeur d’eau à ce niveau et que celle créée en amont est déjà diluée dans l’écoulement.
En revanche, au niveau de la zone aval, nous observons des valeurs bien plus importantes
proches de la valeur obtenue avec une chimie infiniment rapide. Les valeurs les plus grandes
sont placées légèrement avant la stoechiométrie comme pour la température.
La figure 6.18 montre les mêmes scatterplots concernant la fraction massique du radical
hydroxyl OH. La présence de ce radical dans la seconde zone est très faible. Les quantités
de celui-ci dans la première zone sont environ vingt fois supérieures avec un pic toujours
en aval de la stoechiométrie. Le noyau d’allumage ne produit pas de radicaux. Ceux-ci
résultent donc uniquement de la réaction chimique en présence dans cette zone. Le noyau
d’allumage permet donc à l’écoulement de s’auto-allumer légèrement dans la première
zone. Par contre, nous pouvons conclure que la réaction chimique ne se maintient pas
dans le domaine, elle est totalement absente dans la seconde zone.
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Figure 6.15 – Scatterplots de la température dans les deux zones d’études pour les deux
intervalles de temps.
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Figure 6.16 – Scatterplots de la fraction massique d’H2 dans les deux zones d’études
pour les deux intervalles de temps.
6.3. Allumage forcé du jet d’hydrogène central 169
0.00
0.05
0.10
0.15
0.20
0.25
0.0 0.2 0.4 0.6 0.8 1.0
Y
H
2
O
ξ
(a) Zone 1 - Temps 1
0.00
0.05
0.10
0.15
0.20
0.25
0.0 0.2 0.4 0.6 0.8 1.0
Y
H
2
O
ξ
(b) Zone 1 - Temps 2
0.10−2
1.10−2
2.10−2
3.10−2
0.0 0.2 0.4 0.6 0.8 1.0
Y
H
2
O
ξ
(c) Zone 2 - Temps 1
0.10−2
1.10−2
2.10−2
3.10−2
0.0 0.2 0.4 0.6 0.8 1.0
Y
H
2
O
ξ
(d) Zone 2 - Temps 2
Figure 6.17 – Scatterplots de la fraction massique d’H2O dans les deux zones d’études
pour les deux intervalles de temps. La courbe noire correspond à l’approximation de chimie
infiniment rapide (limite de Burke et Schumann).
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Figure 6.18 – Scatterplots de la fraction massique d’OH dans les deux zones d’études
pour les deux intervalles de temps.
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Figure 6.19 – Fonction densité de probabilité de l’index de Takeno G.
Nous avons vu précédemment sur des champs instantanés (cf. fig. 6.13) que le critère
permettant de distinguer les zones où la réaction chimique est plutôt prémélangées des
zones où elle est plutôt non prémélangées montrait une prédominance de zones réactives
non prémélangées. Néanmoins, nous avons tout de même déterminé la fonction densité
de probabilité de cet indice dans les deux sous domaines définis précédemment (cf. fi-
gure 6.19). On s’aperçoit effectivement que la probabilité d’avoir des gradients opposés
est prépondérante. Nous trouvons qu’une légère trace de gradients alignés dans cet écou-
lement. L’absence de zones pré-mélangées pénalise le développement et le maintient de
la réaction chimique. Dans cette configuration où la vitesse est très élevée, la combustion
ne peut pas se développer. Nous avons également étudié quelques grandeurs moyennes
conditionnées par la fraction de mélange. Le profil de température moyenne condition-
née (cf. fig. 6.20(a)) confirme bien la présence d’un pic de température dans la première
zone. Ce pic résulte à la fois de la présence du noyau d’allumage juste en amont de cette
zone et du dégagement de chaleur par la réaction chimique. L’impact principal est sans
doute à mettre au crédit du noyau d’allumage. On remarque que dans la zone aval, le
profil de la température moyenne est au dessus de la courbe de température de la zone
1. On constate que les niveaux moyens de température obtenus pour les valeurs de ξ
inférieurs à 0.17 sont très inférieurs dans la zone 2 par rapport à la zone 1 alors que,
pour les valeurs de ξ supérieures, la tendance s’inverse et la température est plus élevée.
Nous avons également considéré le taux de dissipation scalaire moyen (cf. fig. 6.20(b)).
Les profils observés dans chaque zone sont assez similaires. Nous notons toutefois un taux
de dissipation plus faible dans la seconde zone sous l’effet du mélange. Son étude revêt un
intérêt particulier dans l’étude de l’auto-allumage dans la mesure où l’auto-inflammation
d’un écoulement se produit préférentiellement dans les zones où le taux de dissipation
scalaire est plutôt faible [46]. Pour les faibles valeurs du traceur passif, nous constatons
que le taux de dissipation scalaire est bien plus faible que pour les valeurs élevées. Ceci est
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Figure 6.20 – Grandeurs moyennes conditionnées par la fraction de mélange transportée.
favorable à la formation de noyau d’auto-allumage dans cette région. Les figures suivantes
reportent les taux de production moyen du radical OH (figure 6.20(c)) et du radical HO2
(figure 6.20(d)). Nous nous apercevons à nouveau que la seconde zone est complètement
dépourvue de production ou destruction de radicaux. En revanche, la première zone est
un lieu de production de radicaux HO2 et de destruction de radicaux OH.
Si on regarde le profil de température moyen conditionné, le fait que la température
augmente dans la seconde zone est probablement un signe de l’efficacité du noyau d’al-
lumage. En maintenant le noyau d’allumage et en augmentant légèrement sa taille, on
aurait peut être pu observer un maintient de la réaction chimique après extinction de ce
noyau. Néanmoins, le coût de la simulation aurait été vraiment trop important sans avoir
de garantie d’observer effectivement la réaction chimique prendre le relais du noyau d’al-
lumage. Nous avons donc décidé d’étudier l’auto-allumage et la combustion en écoulement
rapide dans une configuration plus favorable.
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6.4 Allumage de type moteur fusée
Cette partie va être consacrée à l’étude de l’auto-inflammation dans une configuration
plus particulière de jet fortement sous détendu. Dans un premier temps, nous définirons
tous les paramètres de cette nouvelle configuration. Ensuite, nous décrirons la topologie
de l’écoulement. Enfin, nous étudierons l’auto-allumage dans le sillage de ce jet fortement
sous détendu.
6.4.1 Description de la configuration
Nous allons tout d’abord prendre le temps de bien décrire la configuration simulée.
Cette configuration s’apparente à un allumeur de moteur fusée.
Nous allons étudier ici une injection centrale de gaz chauds composés d’oxygène et de
vapeur d’eau pouvant être considérés comme les gaz brûlés issus d’un mélange préalable
présentant un excès d’oxygène. En périphérie de cette injection centrale, on va considérer
un jet co-courant d’hydrogène pur. Les deux injections s’opèrent à pression élevée. La
pression d’injection du jet d’oxygène et de vapeur d’eau sera de 15 atm tandis que celle
du jet d’hydrogène pur sera de 6 atm. Nous avons choisi de considérer la pression interne
de la chambre de combustion, initialement remplie d’azote inerte, à une atmosphère. Ceci
conduit à des rapports de pression de 15 pour le jet central et de 6 pour le jet périphé-
rique. Le jet central sera donc fortement sous détendu tandis que le jet périphérique sera
faiblement sous détendu. Le diamètre dc de l’injecteur central est fixé à 0.001 m ce qui est
bien plus faible que la dimension d’un injecteur réel. L’épaisseur de la couronne d’injection
périphérique correspond quant à elle à 1/8ème du diamètre de l’injecteur central. Enfin,
les deux injections sont séparées d’une distance équivalente à 1/4 du diamètre central.
Le calcul est toujours réalisé dans un domaine de calcul cartésien dont les dimensions
complètes sont L1×L2×L3 = 15.3D× 18D× 18D. Il est discrétisé avec N1×N2×N3 =
1077×637×637 points avec une résolution dans la zone d’intérêt de ∆x1 = ∆x2 = ∆x3 =
Tableau 6.1 – Paramètres de l’écoulement.
Injection centrale Injection périphérique
P (atm) 15.0 6.0
T (K) 2000.0 325.0
Ma 1.0 1.0
u (m/s) 890.0 1060.0
YH2 0.0 1.0
YO2 0.7698 0.0
YH2O 0.2302 0.0
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Figure 6.21 – Schéma de la configuration utilisée pour étudier l’auto-allumage dans le
sillage d’un jet fortement sous détendu.
D/74. Ce qui représente un nombre total de points de calcul de près de 440 millions. Des
zones tampons ont été ajoutées sur toutes les sorties du domaine de calcul, i.e sur les
frontières à gauche, en bas, en haut, avant et arrière (cf. figure 6.21). Les dimensions du
domaine sans ces zones tampons se réduisent à L1 × L2 × L3 = 14D × 8D × 8D.
La simulation présentée ici a été conduite sur le supercalculateur “Turing” de l’IDRIS.
Elle a nécessité environ 3.5 millions d’heures CPU en utilisant 65536 processus MPI.
Les grandeurs physiques utilisées pour les deux injections de cette simulation sont
reportées dans le tableau (6.1). Les termes de production chimique ne sont considérés
qu’après que l’écoulement se soit établi et que les structures compressibles se soient déve-
loppées.
6.4.2 Description de la structure du jet
Champ proche
La structure du jet principal est significativement modifiée par la présence du coflow
d’hydrogène. Celui-ci modifie en effet les conditions de vitesse et de pression à la périphérie
du jet principal (effet de confinement), modifiant le taux de déflexion initial des lignes de
courant au sein du jet principal (et donc le taux de détente associé) par rapport au cas
sans coflow. Ceci conduit ainsi à une structure de choc incident en tonneau (a) plus étroite
que celle observée précédemment. Ce choc (a) se réfléchit de façon irrégulière sur l’axe et
est connecté à un disque de Mach et un choc réfléchi principal (b). L’écoulement de coflow,
étant lui-même en situation initiale de forte détente, est fortement accéléré avant d’être
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Figure 6.22 – Champ du nombre de Mach dans le champ proche de l’injection illustrant la
complexité de la topologie de l’écoulement compressible issu de ces deux jets co-courants.
recomprimé à travers un premier choc courbe (c). Cette structure s’apparente en fait à
celle qui serait rencontrée dans le cas d’un jet supersonique impactant une paroi inclinée.
La condition d’équilibre pression/direction d’écoulement découlant de la rencontre de
la zone externe de l’écoulement principal et interne de l’écoulement de coflow conduit
alors à la formation d’un second choc incident en tonneau (d). Ce choc ne semble avoir
qu’une faible incidence sur la structure de l’écoulement principal et ne semble induire
qu’un changement mineur de la direction du choc réfléchi (b). On note finalement qu’un
dernier choc incident (e) se forme par focalisation d’ondes de compression associées à
l’épanouissement de la couche de mélange externe du coflow. Il interagit fortement avec le
choc réfléchi (b) du jet principal en formant une structure complexe de type “cap shock”,
ressemblant aux structures de choc en chapeau rencontrées en configuration d’écoulement
de tuyère supersonique en régime de décollement restreint [152]. Cette interaction conduit
d’ailleurs à la formation d’un léger effet de Mach (f), connecté à un nouveau choc réfléchi
(g). En aval du choc réfléchi (b), l’écoulement est fortement défléchi vers l’extérieur du jet
avant de s’infléchir au contraire vers l’axe du jet au sein de la zone de détente observée
dans la couronne supersonique entourant la poche subsonique formée en aval du disque de
Mach. On note à ce niveau que la courbure du disque de Mach près du point triple conduit
initialement à un écoulement localement convergent vers l’axe du jet principal. Cette
situation d’écoulement prenant localement des orientations très différentes est propice à
la formation de zone de recirculation. La formation d’une telle poche de recirculation en
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aval du disque de Mach est détectable par le tracé (non-reporté) de lignes de courant, à
une distance radiale proche de celle du point triple.
Définition de la fraction de mélange
Pour ce dernier jet simulé, nous n’avons pas résolu d’équation de transport pour la
fraction de mélange. Nous avons donc dû chercher une grandeur passive caractérisant
l’entrée de combustible. La difficulté réside dans le fait que ce jet contient plus de deux
entrées car à l’instant initial le domaine de calcul ne contient que de l’azote (un balayage
de N2 a été réalisé). Finalement, la première entrée correspond au jet central contenant de
l’oxygène O2 et de la vapeur d’eau H2O, la seconde au coflow d’hydrogène pur et la troi-
sième à l’atmosphère inerte constitué d’azote N2 (cette entrée ne débite plus à partir de
t = 0). Il nous faut donc trouver plusieurs grandeurs passives capables de suivre le degré
de mélange entre ces trois entrées. La fraction massique élémentaire d’hydrogène ZH n’est
pas un bon candidat. En effet, l’élément hydrogène est présent à la fois dans le coflow d’hy-
drogène pur ainsi que dans l’injection centrale de dioxygène O2 et de vapeur d’eau H2O.
Nous devons donc trouver d’autres quantités pour discriminer les différentes entrées. La
première grandeur utile va être la fraction massique d’azote YN2 . En effet, cette grandeur
n’est présente que dans l’atmosphère au repos et est de plus inerte. La seconde grandeur
que nous avons sélectionnée est la fraction massique élémentaire d’oxygène ZO. Cet atome
n’est présent que dans l’injection centrale et va ainsi pouvoir caractériser cette entrée. La
quantité ZO est basée sur l’élément oxygène et nous avons vu précédemment qu’elle est
passive par construction. Finalement, l’entrée combustible peut donc être complètement
caractérisée par la quantité ξ définie par :
ξ = 1− YN2 − ξO (6.3)
avec ξO = ZO/Z∞O le traceur de l’entrée oxydante, la valeur de Z∞O étant la fraction
massique élémentaire de l’atome O prise dans l’entrée oxydante. La fraction de mélange ξ
définie par (6.3) est bien un scalaire passif, elle est unitaire dans le courant de combustible
et nulle dans l’azote pur.
L’injection de combustible est bien caractérisée et suivie par ce traceur passif comme
l’illustre les figures 6.23 qui reportent un champ instantané et un champ moyen de la
fraction de mélange.
Topologie globale
Nous venons de voir que la topologie du champ proche est très fortement modifiée par
la présence du coflow d’hydrogène. Qu’en est-il du champ lointain ? Les modifications ob-
servées dans le champ lointain sont dues à la fois à la présence du coflow et à la présence
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(a) Champ instantané ξ (b) Champ moyen ξ˜
Figure 6.23 – Champ instantané (a) et champ moyen (b) de la fraction de mélange ξ
reconstruite à partir de la fraction massique d’azote YN2 et de la fraction de mélange
élémentaire basée sur l’élément oxygène ξO.
de la réaction chimique et du dégagement de chaleur qui en résulte. La figure 6.24(a)
expose le champ du nombre de Mach moyen. La géométrie en aval du disque de Mach
conserve les mêmes caractéristiques avec une couronne supersonique entourée par deux
zones subsoniques donnant ainsi naissance à deux couches de mélange supersonique : une
première avec la poche subsonique interne et la seconde avec l’atmosphère extérieure au
repos. La topologie globale de l’écoulement reste qualitativement similaire. En revanche,
ses caractéristiques géométriques sont considérablement impactées. Tout d’abord, la lon-
gueur de la poche subsonique est bien plus faible que dans le cas sans coflow. Sur le profil
longitudinal du nombre de Mach moyen, nous déterminons la longueur de la poche sub-
sonique à Ls/D = 4.76, ce qui est près de deux fois inférieure à celle du jet d’hydrogène
pur (qui était de 8.05). La figure 6.24(b) présente le profil longitudinal de la tempéra-
ture moyenne le long de l’axe du jet. Pour le cas non réactif, nous constations que la
température diminuait constamment dans le champ lointain, or dans le cas présent, la
température diminue jusqu’à un palier vers (x/D ≈ 9.5) remontant même légèrement
avant de diminuer à nouveau à partir de x/D = 13. Ce comportement est à mettre au
crédit de la réaction chimique et du dégagement de chaleur. L’ouverture du jet semble
aussi être impactée par le dégagement de chaleur et la dilatation qu’il produit. Celle-ci
est plus prononcée au niveau de la sortie du domaine (entre x/D = 12 et x/D = 14).
La figure 6.25 présente les profils radiaux des espèces majoritairement présentes dans
cet écoulement. Sur la figure 6.25(a), les courbes avec les symboles correspondent aux
profils de la fraction de mélange ξ˜ tandis que les courbes sans symboles correspondent
aux profils de fraction massique d’hydrogène Y˜H2 . La différence entre ξ˜ et Y˜H2 correspond
à la consommation d’hydrogène par le réaction chimique. Nous y observons notamment la
destruction de l’oxygène à partir de x/D = 12 et la production de vapeur d’eau dans cette
même région. Les profils de la fraction massique d’azote souligne l’entraînement du milieu
extérieur dans le jet. En effet, l’azote n’est initialement présent que dans l’atmosphère
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Figure 6.24 – Champ et profil axial du Nombre de Mach moyen (a) et champ de la
température moyenne (K) et profil axial de la température moyenne normalisée (b).
0.00
0.05
0.10
0.15
0.20
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Y˜
H
2
r/D
x/D = 10
x/D = 14
(a)
0.0
0.2
0.4
0.6
0.8
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Y˜
O
2
r/D
x/D = 08
x/D = 10
x/D = 12
x/D = 14
(b)
0.0
0.1
0.2
0.3
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Y˜
H
2
O
r/D
x/D = 08
x/D = 10
x/D = 12
x/D = 14
(c)
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Y˜
N
2
r/D
x/D = 08
x/D = 10
x/D = 12
x/D = 14
(d)
Figure 6.25 – Profils radiaux des espèces principales de l’écoulement : H2 (a), O2 (b),
H2O (c) et N2 (d).
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externe au jet. Nous constatons que l’azote est aussi présent dans la partie centrale du
jet.
6.4.3 Énergie cinétique de turbulence
La figure 6.26 visualise un champ de l’énergie cinétique de turbulence k ainsi que
des profils radiaux à différentes positions longitudinales x/D du jet. La distribution de
l’énergie cinétique turbulente de ce jet particulier s’effectue de la même manière pour le
jet d’air étudié précédemment. La turbulence se développe dans les deux zones cisaillées
de l’écoulement, la couche cisaillée présente à la périphérie du jet et la couche de mélange
issue du point triple. Ces deux zones de turbulence sont discernables sur les profils radiaux
par la présence de deux pics de k dans la direction radiale. A la périphérie du jet, la
turbulence se développe le long de la frontière du jet central atteignant son maximum en
amont du choc réfléchi. Elle décroît ensuite dans le sillage de la structure compressible. En
ce qui concerne la seconde zone, la turbulence se développe à partir du point triple. Elle
atteint son maximum vers x/D = 6 puis décroît. Elle se dissipe dans cette zone beaucoup
plus rapidement que dans la zone externe du jet (ce qui avait déjà été observé dans le cas
du jet d’air). Par contre, en comparant avec le jet d’air, il apparaît qu’elle se dissipe plus
rapidement également dans cette zone.
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Figure 6.26 – Visualisation du champ de l’énergie cinétique turbulente k (m2.s−2) et des
profils radiaux de k normalisés.
6.4.4 Etude de l’auto-allumage
Nous allons maintenant nous intéresser à la combustion du jet et plus particulière-
ment à l’auto-allumage de celui-ci. La figure 6.27(a) montre l’évolution du dégagement
de chaleur. Nous constatons que la partie du centrale du jet est le lieu privilégié de la
réaction chimique avec un taux de dégagement de chaleur maximum dans cette partie
(principalement à l’intérieur de la zone délimitée par le rayon r/D = 1). La combustion
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Figure 6.27 – Champ et profils radiaux du dégagement de chaleur ω0 (m2.s−3) (a) et
champ et profils radiaux de l’indice de Takeno G (b).
ne se développe pas juste en aval du disque de Mach. Elle apparaît très légèrement à
partir de x/D = 8 et devient vraiment importante à partir de x/D = 12.
La figure 6.27(b) propose une cartographie des zones plus ou moins prémélangées à
l’aide du critère de Takeno G dont on visualise l’évolution moyenne. La partie centrale
du jet montre une zone largement dominée par des gradients opposés correspondant à
des régions plutôt non prémélangées. En revanche, nous observons également des secteurs
possédant des gradients alignés synonyme de zones plutôt prémélangées (entre r/D = 1.5
et r/D = 2.1). La présence de cette dernière diffère radicalement de l’observation faite
pour le cas du jet pur d’hydrogène. Dans ce dernier, aucune région prémélangée n’avait
été observée.
La figure 6.28 présente deux champs de la fraction massique du radical OH superposée
à un schlieren de la masse volumique. Ce radical est largement utilisé pour identifier les
fronts de flamme lors de la combustion de mélanges réactifs. Dans le cas présent, nous
remarquons une première production de radical en aval du choc réfléchi. Cette zone est
une région de température très élevée dans laquelle co-existent de l’oxygène pur et de la
vapeur d’eau. On remarque que les étapes (8f) et (4f)-(6f) peuvent conduire à l’apparition
de radicaux OH en l’absence d’hydrogène pur. Ce qui est une caractéristique du fait
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Figure 6.28 – Champs instantanés de la fraction massique du radical OH superposés à
une visualisation pseudo-Schlieren.
d’employer une chimie complexe. Néanmoins, cette production reste très limitée et la
véritable production de radicaux se trouve bien en aval de cette région à la limite de la
sortie du domaine. On note également un influence très faible des ondes de compressions
sur la réaction chimique. La compressibilité ne joue pas un rôle essentiel dans la chimie de
ce jet. L’écoulement est naturellement influencé par les ondes de choc mais ce sont bien
les processus d’emballement thermique qui assurent l’essentiel de l’auto-allumage.
La figure 6.29 représente les moyennes conditionnelles de la température et du taux de
dégagement de chaleur en fonction de la fraction de mélange. Ces valeurs sont déterminées
pour un rayon inférieur à 1.5 diamètre. On remarque l’élévation de la température pour les
faibles valeurs de ξ lorsque l’on s’éloigne de l’injection. On obtient également la fraction
de mélange ayant le dégagement de chaleur le plus important : ξ ≈ 0.05, cette valeur
serait à rapprocher de la valeur ξMR pour ces conditions. Dans les conditions considérées,
la valeur stoechiométrique de la fraction de mélange est d’environ 0.09.
La figure 6.30 regroupe également différents profils moyens conditionnés par la fraction
de mélange. Ceux-ci concernent les fractions massiques de l’hydrogène, du radical OH
et de la vapeur d’eau. Le profil conditionné de l’hydrogène met en évidence les régions
préférentielles de consommation de l’hydrogène dans l’espace de la fraction de mélange.
Ainsi, il est exclusivement transformé pour ξ < 0.1. La fraction massique du radical OH
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Figure 6.29 – Moyenne conditionnelle de la température et du taux de dégagement de
chaleur.
présente un pic au niveau de ξ = 0.02.
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Figure 6.30 – Fractions massiques moyennes conditionnées par la fraction de mélange
pour les espèces réactives H2, H2O et OH.
Étude de la dynamique de l’auto-allumage
La dynamique de l’auto-allumage est analysée à l’aide de scatterplots obtenus pour les
abscisses x/D = 8, x/D = 10, x/D = 12 et x/D = 14 et pour les rayons présentant le
taux de dégagement de chaleur maximum. La première série de scatterplots (figure 6.31)
montre les valeurs prises par la température aux différentes abscisses du jet. On visualise
bien l’effet du dégagement de chaleur pour les abscisses au delà de x/D = 12. L’effet le
plus important se produit à l’abscisse x/D = 14 avec un échauffement de l’écoulement le
plus fort correspondant à la zone de stabilisation de la combustion. Dans un deuxième
temps, la figure 6.32 permet d’examiner la fraction massique de vapeur d’eau. La pro-
duction de vapeur d’eau par la réaction chimique commence à l’abscisse x/D = 12 et se
poursuit au moins jusqu’à x/D = 14. Ensuite, nous examinons la fraction massique du ra-
dical OH (figure 6.33). Les observations sont les mêmes que précédemment. L’absence de
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Figure 6.31 – Scatterplots de la température obtenus en quatre abscisses du jet. La
figure (a) correspond à l’abscisse x/D = 8, (b) correspond à l’abscisse x/D = 10, (c)
correspond à l’abscisse x/D = 12 et (d) correspond à l’abscisse x/D = 14.
0.0
0.1
0.2
0.3
0.4
0.5
0.00 0.04 0.08 0.12 0.16
Y
H
2
O
ξ
(a)
0.0
0.1
0.2
0.3
0.4
0.5
0.00 0.04 0.08 0.12 0.16
Y
H
2
O
ξ
(b)
0.0
0.1
0.2
0.3
0.4
0.5
0.00 0.04 0.08 0.12 0.16
Y
H
2
O
ξ
(c)
0.0
0.1
0.2
0.3
0.4
0.5
0.00 0.04 0.08 0.12 0.16
Y
H
2
O
ξ
(d)
Figure 6.32 – Scatterplots de la fraction massique de vapeur d’eau obtenus en quatre
abscisses du jet.
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Figure 6.33 – Scatterplots de la fraction massique du radical OH obtenus en quatre
abscisses du jet.
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Figure 6.34 – Scatterplots de la fraction massique du radical HO2 obtenus en quatre
abscisses du jet.
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dégagement de chaleur pour les abscisses inférieures à x/D = 12 est directement corrélée
à l’absence de radicaux OH dans cette région. Inversement, le dégagement de chaleur est
maximum dans les zones où ce radical est très présent. Finalement, la figure 6.34 affiche
la fraction massique du radical HO2. Contrairement aux quantités évoquées précédem-
ment, ce radical est largement existant dès les premières abscisses mentionnées ici. Cette
constatation souligne le caractère précurseur du radical HO2 dans la dynamique de la
réaction chimique.
Étude de la réactivité du milieu
La réactivité λ a été introduite par Boivin et al. [153]. Elle représente la valeur propre
réelle et positive, entre trois, caractérisant la dynamique d’un mécanisme cinétique chi-
mique réduit minimal pour décrire l’évolution du système H2−O2. L’étude de ce système
chimique réduit met en évidence le paramètre λ associé à la consommation des radicaux
H, O et OH. Ce paramètre atteint un maximum au voisinage de la stoechiométrie.
Son expression est donnée par la relation suivante :
λ = 2k1fCO2Λ (6.4)
avec
Λ = (1 + 2B)
1/2 − 1
B
(6.5)
et
B = 4k1fCO2(k1fCO2 + k2fCH2 + k3fCH2)
k2fk3fC2H2
(6.6)
L’apparition de l’auto-allumage peut être repérée par le taux de production du radical
HO2. En effet, le radical HO2 est considéré comme un excellent traceur de l’auto-allumage
des mélanges contenant de l’hydrogène. L’étude du paramètre λ s’effectue dans les zones où
l’auto-allumage est présent. Pour cela, nous traçons un second paramètre α (ProdHO2−
DestHO2/ProdHO2) identifiant les zones d’étude basé sur la production de radical HO2.
La figure 6.35 montre deux champs du paramètre α.
La figure 6.36 expose la réactivité dans les zones délimitées par 0.05 < α < 0.95.
Nous avons superposé aux champs de λ un schlieren basé sur la masse volumique pour
visualiser correctement l’écoulement. Nous constatons que les valeurs les plus élevées de
la réactivité sont corrélées avec la zone où la stabilisation de la combustion s’opère ce qui
confirme une nouvelle fois la bonne représentativité de ce critère et la bonne restitution de
la dynamique de l’auto-allumage par ce schéma réduit à trois étape [153]. La perspective
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Figure 6.35 – Visualisation en deux instants distincts du critère α de détection des zones
de production du radical HO2.
Figure 6.36 – Visualisation de la réactivité λ en deux instants distincts dans les zones
délimitées par 0.05 < α < 0.95.
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de simulation sans schéma cinétique complet mais avec un schéma réduit de ce type est
donc aussi à prendre en compte.
6.5 Conclusion
Ce chapitre a présenté deux simulations réactives qui caractérisent l’allumage dans des
situations non pré-mélangées. La probabilité d’auto-allumage du premier a été déterminée.
Celle-ci s’est révélée très faible. Un noyau d’allumage a donc été ajouté afin d’observer
le maintien et la stabilisation d’une zone réactive dans cet écoulement. Ce jet n’a pas
présenté de telle zone et nous avons fait face à l’extinction totale de la réaction après l’arrêt
du noyau d’allumage. Le second jet a permis de visualiser et caractériser le phénomène
d’auto-allumage dans des conditions représentatives de celles rencontrées dans un allumeur
central de moteur fusée. Avec l’emploi d’une cinétique chimique complexe, l’étude des
radicaux a pu être effectuée avec la confirmation du rôle précurseur du radical HO2 dans
la dynamique de l’auto-allumage. L’analyse jointe de l’index de Takeno et de la teneur
en radical OH dans la zone de stabilisation confirme la prédominance d’un mode de
combustion non-prémélangé.
Chapitre 7
Conclusion et perspectives
Les travaux présentés dans ce manuscrit de thèse sont consacrés à la simulation nu-
mérique directe de jets fortement sous détendus. Ces jets ont été abordés dans des cas
inertes mais également réactifs. Les interactions entre la turbulence, la compressibilité et
la réaction chimique ont été analysées ainsi que leur influence sur le mélange et l’auto-
inflammation de ces écoulements. Sur le plan de la modélisation numérique, les équations
résolues sont celles de Navier-Stokes en formulation compressible, multi-espèces, réactives,
munie d’une loi des gaz parfaits. Les coefficients de transport des différentes espèces sont
déterminés soit par l’approche de Hirschfelder et Curtiss [58] soit par l’approche décrite
par Ern et Giovangigli [55]. Le travail de développement numérique, nécessaire pour me-
ner à bien ces études, a notamment consisté à l’extension des conditions aux limites dans
le code de calcul CREAMS et à une amplification des capacités du programme de post-
traitement des données POSTCREAMS. Le fonctionnement et la précision de l’outil de
simulation ont été contrôlés à l’aide d’une série de tests élémentaires de référence. Plu-
sieurs simulations ont ensuite été réalisées. Un premier jet fortement sous détendu d’air a
permis d’acquérir un premier support avant d’obtenir une base de données concernant ce
type de jet mettant en jeu de l’hydrogène pur. Finalement, deux cas réactifs, représentatifs
du percement d’un réservoir haute pression et de la phase d’allumage d’un moteur fusée,
ont été exécutés.
La simulation du jet fortement sous détendu d’air permet la construction d’une pre-
mière base de données de référence inerte. L’organisation globale de ce type de d’écou-
lement a été étudiée avec notamment la description du champ proche présentant une
structure compressible particulièrement complexe ainsi que la croissance des instabilités
et le développement de la turbulence. Le mélange scalaire à petite échelle a fait l’objet
d’une attention particulière avec la validation d’une fermeture simplifiée du taux moyen
de dissipation scalaire dans notre configuration puis l’observation du terme d’interaction
entre le champ de vitesse et le champ scalaire et enfin les contributions à masse volumique
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variable.
Le calcul d’un jet fortement sous détendu d’hydrogène contient en plus un aspect
applicatif dans la sécurité industrielle dans la mesure où il est représentatif d’une fuite
accidentelle d’une canalisation ou d’un réservoir à haute pression. Le premier cas inerte
permet principalement de suivre le mélange et la dispersion de l’hydrogène dans une at-
mosphère au repos avec l’approfondissement de la dynamique du mélange scalaire. Il met
également en évidence les effets de masse volumique variable dus aux effets de compres-
sibilité et ceux résultant des variations de composition. L’influence du changement de
fluide injecté en comparant le jet d’air et celui d’hydrogène a aussi été abordé. Ensuite, le
modèle IEM a été examiné dans cette configuration compressible montrant une constante
de proportionnalité entre le temps caractéristique de mélange du modèle et un temps de
mélange dépendant des grandeurs déterminées lors du calcul en bon accord avec celle
utilisée dans la littérature. Enfin, les effets de diffusion différentielle ont été observés. La
prise en compte du transport détaillé (viscosité de volume, effets Soret et Dufour) ne
semble pas nécessaire dans ce cas particulier.
La dernière partie traite des écoulements réactifs. L’analyse de l’auto-inflammation
dans le sillage de la structure compressible est considérée au travers de deux configurations
caractéristiques d’applications industrielles (le percement d’une conduite et l’allumage
d’un moteur fusée). Dans la première, l’absence de zone où la combustion se maintient et
se stabilise est une information importante concernant la sécurité industrielle. Néanmoins,
la taille réduite du domaine de calcul ne nous permet de conclure catégoriquement que ce
type de jet accidentel ne peut pas s’auto-enflammer. La seconde configuration a permis
de caractériser les processus d’auto-allumage dans un allumeur de moteur fusée. Celle-ci
a confirmé les caractéristiques d’allumage des mélanges d’hydrogène avec notamment le
rôle précurseur dans le développement de la combustion du radical HO2 ainsi que la forte
présence du radical OH dans la zone de stabilisation de la réaction chimique. L’étude
de la réactivité a montré une bonne représentativité de ce critère avec la perspective de
pouvoir, dans certaines conditions, utiliser un schéma cinétique réduit à la place d’un
schéma plus détaillé.
Les perspectives et les futurs travaux liés aux simulations de ce type de jets fortement
sous détendus sont étroitement associés au futur de la filière hydrogène. Le transport
de l’hydrogène pour les applications terrestres nécessite un stockage gazeux à très haute
pression. La détermination de l’inflammabilité et la cartographie de la dispersion de l’hy-
drogène à partir d’un jet issu de tel réservoir est d’une importance capitale pour que le
grand public accepte cette nouvelle énergie. Un calcul avec un domaine au minimum deux
fois long serait intéressant dans l’optique d’étudier le mélange et l’allumage dans le champ
plus lointain du jet. Les bases de données générées pourraient également être réutilisées
pour examiner plus en détail le développement des instabilités de type Taylor-Görtler le
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long de la périphérie du jet pour les cas air et hydrogène pur et ainsi caractériser leur
croissance.

Annexe A
Approximation de Burke et
Schumann
Nous rappelons ici l’approximation de Burke et Schumann [10] concernant l’évolution
de la composition d’un mélange sous l’effet de la réaction chimique. Cette démarche
repose sur l’hypothèse que la réaction chimique est infiniment rapide et irréversible. Dans
ces conditions, dès lors que l’oxydant est en présence de combustible, la réaction chimique
se produit jusqu’à consommation totale de l’une des deux espèces. Il est alors possible de
suivre l’évolution de la composition du milieu en fonction de la fraction de mélange. La
figure A.1 présente les domaines accessibles aux fractions massique de l’hydrogène A.1(a)
et de l’oxygène A.1(b) en fonction de la fraction de mélange.
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Figure A.1 – Variation de la fraction massique d’hydrogène YH2 (a) et d’oxygène YO2 (b)
en fonction de la fraction de mélange avec l’approximation de Burke et Schumann [10].
Les droites signalées par Y uH2/Y ∞H2 et Y uO2/Y ∞O2 forment les droites de mélange pur. Les
droites signalées par Y bH2/Y ∞H2 et Y bO2/Y ∞O2 représentent la trajectoire de Burke et Schu-
mann avec les fractions massiques d’hydrogène et d’oxygène après la réaction chimique en
fonction de la fraction de mélange. La trajectoire de Burke et Schumann est complètement
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définie par la connaissance de la valeur de la fraction de mélange stoechiométrique ξst.
Les équations des droites de mélange sont :
Y uH2
Y ∞H2
= ξ
Y uO2
Y ∞O2
= 1− ξ
Y uN2
Y ∞N2
= 1− ξ
(A.1)
Les équations des droites de la trajectoire Burke et Schumann sont :
Y bH2
Y ∞H2
=

0 si ξ ≤ ξst
ξ − ξst
1− ξst si ξ ≥ ξst
Y bO2
Y ∞O2
=
 1−
ξ
ξst
si ξ ≤ ξst
0 si ξ ≥ ξst
Y bN2
Y ∞N2
= 1− ξ
(A.2)
Détermination de la fraction de mélange stoechiométrique Nous nous plaçons
dans le cas de la combustion de l’hydrogène dans l’air.
H2 +
1
2 (O2 + 3.76N2) −→ H2O +
3.76
2 N2 (A.3)
On introduit la fraction de mélange ξ :
ξ =
φ
YH2
Y∞H2
− YO2
Y∞O2
+ 1
φ+ 1 (A.4)
avec φ = rst · Y
∞
H2
Y∞O2
. rst correspond au rapport stoechiométrique massique. Ici,
rst =
1
2
MO2
MH2
= 8 (A.5)
Les fractions massiques de O2 et de N2 présentent dans l’air correspondent à :
Y ∞O2 =
1×MO2
1×MO2 + 3.76×MN2
= 0.233 (A.6)
Y ∞N2 =
3.76×MN2
1×MO2 + 3.76×MN2
= 0.767 (A.7)
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La fraction de mélange stoechiométrique est donnée par la relation :
ξst =
1
1 + φ =
1
1 + rst · Y
∞
H2
Y∞O2
= 0.028 (A.8)
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The present manuscript reports a numerical veriﬁcation study based on a series of tests that allows to
evaluate the numerical performance of a compressible reactive multicomponent Navier–Stokes solver.
The veriﬁcation procedure is applied to a density-based ﬁnite difference numerical scheme suited to
compressible reactive ﬂows representative of either combustion in high speed ﬂows or detonation. The
numerical algorithm is based on a third-order accurate Total Variation Diminishing (TVD) Runge Kutta
time integration scheme. It employs a seventh-order accurate Weighted Essentially Non-Oscillatory
(WENO) scheme to discretize the non-linear advective terms while an eighth-order accurate centered
ﬁnite difference scheme is retained for the molecular viscous and diffusive terms. These molecular con-
tributions are evaluated with the library EGLIB that accounts for detailed multicomponent transport
including Soret and Dufour effects. The developed numerical solver thus offers an interesting combina-
tion of existing methods suited to the present purpose of studying combustion in high speed ﬂows
and/or detonations. The numerical solver is veriﬁed by considering a complete procedure that gathers
eight elementary veriﬁcation subsets including, among others, the classical Sod’s shock tube problem,
the ignition sequence of a multi-species mixture in a shock tube, the unsteady diffusion of a smoothed
concentration proﬁle and a one-dimensional laminar premixed ﬂame. Such veriﬁcation analyses are sel-
dom reported in the literature but constitute an important part of computational research activities. It is
presently completed with the application of the veriﬁed ﬁnite difference scheme to the numerical simu-
lation of (i) shock (reactive) mixing layer interaction and (ii) combustion ignition downstream of a highly
under-expanded jet. The corresponding results shed some light onto the robustness (stability) and per-
formance of the numerical scheme, and also provide some very valuable insights onto the complex phys-
ics that prevails in the development of chemical reactions in such situations, which are considered as
representative of the discharge or accidental release of high pressure ﬂammable mixtures into the
atmosphere.
� 2013 Elsevier Ltd. All rights reserved.
1. Introduction
The direct numerical simulation (DNS) and large-eddy simula-
tion (LES) of compressible turbulent reactive ﬂows require the
use of highly accurate numerical schemes, which must be capable
of capturing shock waves, describing multicomponent mixtures as
well as detailed chemical kinetics, and resolving a broad range of
length scales. The ﬁnal objective associated with the present
development of such a numerical scheme is to perform numerical
simulations of combustion in supersonic ﬂows, which is funda-
mentally different from combustion in the subsonic regime. Igni-
tion and ﬂame stabilization processes in supersonic combustion
devices may indeed differ signiﬁcantly from those observed in
the subsonic regime [1–3] and their description raise some speciﬁc
issues [4,5].
Combustion in supersonic ﬂows covers a broad range of poten-
tial applications. For instance, the success of future hypersonic pro-
pulsion systems will be largely dependent on efﬁcient injection,
mixing and combustion processes inside the supersonic combus-
tion chamber [3,6]. Mixing and combustion efﬁciency in the super-
sonic ﬂow regime is of great concern since the growth and
entrainment rates of compressible shear layers are known to be
much smaller than those of incompressible ﬂows at the same
velocity and density ratios. Other practical questions related to
combustion in high speed ﬂows concern for instance explosion
hazards. A wide variety of process gases that are manufactured
and used in the chemical and power industries are stored and
transported at high pressure levels. One such process gas attracting
commercial interest over the years is syngas, a mixture containing
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Analysis of small-scale scalar mixing processes in highly
under-expanded jets
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Abstract In the present study, we numerically investi-
gate turbulent scalar mixing taking place downstream
of highly underexpanded jets. The focus is placed on
two inter-related issues: (i) the closure of the mean
scalar dissipation rate (SDR) and (ii) the turbulence-
scalar interaction term. It is indeed commonly admitted
that the former, i.e., the SDR, which is deﬁned as the
product of the scalar diﬀusivity with the squared scalar
gradient, provides a good measure of the mixing eﬃ-
ciency. In turbulent ﬂows, the mean (turbulent) SDR
requires a speciﬁc closure to be settled. It is generally
obtained within the approximation of a linear relax-
ation of scalar ﬂuctuations or linear relaxation model
(LRM). We will ﬁrst evaluate herein the performance
of this widely-used closure. The analysis is further de-
veloped thanks to the consideration of the mean SDR
transport equation which shows that, in gaseous con-
ditions, the SDR is mainly driven by two terms: (i) a
dissipation contribution and (ii) the third-order corre-
lation between the velocity gradient tensor and small-
scale scalar anisotropy tensor. The scalar mixing eﬃ-
ciency thus appears to be controlled by the later quan-
tity, which is often denoted as the turbulence-scalar in-
teraction (TSI) term. It can be shown that only the
symmetric part (rate of strain) of the velocity gradi-
ent tensor contributes to this term; the anti-symmetric
part indeed does modify the orientation of the scalar
gradient but not its magnitude. It is therefore classical
to analyze this contribution in the eigenframe of the
rate of strain tensor. Such analyses show that, in ho-
mogeneous isotropic turbulence (HIT), the scalar gradi-
ent tends to align with the most compressive direction,
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thus leading to SDR production. However, the present
conditions, which are far from homogeneity and involve
strong density variations may modify this classical pic-
ture. The present study analyzes this possible inﬂuence.
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Scalar mixing · Scalar dissipation rate
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CK : Kolmogorov constant (CK = 1.4)
CS : Smagorinsky constant (CS = 0.1)
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D : inlet tracer molecular diﬀusivity
Dαβ : diﬀusion matrix
E(κ) : energy spectrum function
ei : principal direction
et : total energy
F2 : second-order velocity structure function
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gξ : norm of the tracer gradient
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Ji : i-component of the heat ﬂux
k : turbulence kinetic energy
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Nξ : scalar dissipation rate (SDR)
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p : pressure
PDF : probability density function�P (ξ) : Favre-averaged PDF of ξ
q : conservative vector
r : radial coordinate (r =
�
x22 + x
2
3)
R : universal gas constant
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Résumé
Cette Thèse de Doctorat est consacrée à l’étude des écoulements cisaillés réactifs su-
personiques et plus particulièrement à la dynamique des jets compressibles fortement sous
détendus. Ce type d’écoulement est rencontré dans un certain nombre d’applications rela-
tives, par exemple, à l’injection d’hydrogène dans les superstatoréacteurs ou bien à l’allumage
de moteurs fusées. Il est aussi représentatif du percement de réservoirs à haute pression. Ce
travail s’appuie sur l’emploi d’un outil de simulation numérique haute fidélité : CREAMS
(Compressible REActive Multi-species Solver). Ce code de calcul met en oeuvre des schémas
numériques d’ordre élevé : schéma d’intégration d’ordre 3 en temps et une combinaison de
schémas centrés et WENO d’ordre 7 et 8 pour l’intégration en espace. Il s’appuie sur une des-
cription des termes de transport moléculaire et des termes sources chimiques la plus précise
possible (transport détaillé et chimie complexe). Les simulations réalisées dans des condi-
tions inertes permettent de caractériser l’importance des interactions choc/turbulence avec
une attention particulière accordée au mélange turbulent à petite échelle. Les simulations
réactives de jets fortement sous détendus d’hydrogène montrent les difficultés d’allumage et
de stabilisation de la combustion pour ce type de conditions, même en présence d’un apport
externe d’énergie. Enfin, l’analyse d’un jet représentatif d’un allumeur de moteur fusée révèle
certaines spécificités de l’auto-allumage dans ces conditions non-prémélangées rapides.
Mots clés : Ecoulement cisaillé / Compressibilité / Mélange / Aérodynamique superso-
nique / Allumage / Turbulence / Simulation numérique
Abstract
This dissertation is devoted to the study of sheared supersonic reactive flows and more
specifically the dynamics of highly underexpanded jets. Such complex compressible turbulent
flow conditions are of practical interest for scramjets as well as rocket engines applications.
Similar conditions may also be found during the accidental releases of flammable substances
into the atmosphere during high pressure vessel rupture or venting. This work is conducted
with a high fidelity computational solver : CREAMS (Compressible Multi-reactive species
Solver). It uses high precision numerical schemes : third-order Runge Kutta scheme for time
integration, plus a combination of seventh and eighth-order centered and WENO schemes for
spatial integration. The molecular transport terms and chemical sources terms are handled
with the most accurate descriptions, i.e., including detailed transport and chemistry. Inert
flow simulations allow to characterize the importance of shock/turbulence interactions with
a special emphasis placed on the small-scale scalar mixing. Highly under-expanded reactive
hydrogen jet simulations underline the specific difficulties associated to ignition and combus-
tion stabilization even in the presence of an external deposit of energy. Finally, the analysis
of the rocket engine igniter jet reveals some specific features of self-ignition phenomena in
such non-premixed conditions.
Key words : Shear flow / Compressibility / Mixing / Supersonic, Aerodynamics /
Ignition / Turbulence / Computer simulation
