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1. INTRODUCTION, PRELIMINARIES, AND NOTATIONS
Various problems of science and engineering, including a multi-parameter identifica-
tion problem, the convex feasibility problem, a common fixed point problem, etc...,
lead to a system of ill-posed operator equations
Ai(x) = 0, x ∈ X, (i = 1, 2, . . . ,N), (1.1)
where X is a real Banach space and Ai : D(Ai) = X → X are possibly nonlinear
operators on X.
Very recently, several sequential and parallel regularizing methods for solving sys-
tem (1.1) have been proposed. The Kaczmarz method [1, 2], the Newton-Kacmarz
method [3], the steepest-descent-Kaczmarz method [4], parallel iterative regularization
methods [5], parallel regularized Newton-type methods [6, 7], parallel hybrid meth-
ods [8], to name only few. However, most of the investigation of available methods
was carried out in the framework of Hilbert spaces.
In this paper we study parallel methods extended to system (1.1) involving m-
accretive operators in the setting of Banach spaces. In the sequel we always assume
that system (1.1) is consistent, i.e., the solution set S of (1.1) is not empty. It is known
that if Ai(i = 1, . . . ,N) are not strongly or uniformly accretive, then system (1.1) in
general is ill-posed, i.e., the solution set S of (1.1) may not depend continuously on
data. In that case, a process known as regularization should be applied for stable solu-
tion of (1.1).
In what follows, for the reader’s convenience, we collect some definitions and re-
sults concerning the geometry of Banach spaces and accretive operators, which are
used in this paper. We refer the reader to [9-13] for more details.
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2 Regularizing systems of accretive operator equations
Definition 1.1. A Banach space X is called
1) strictly convex if the unit sphere S1(0) = {x ∈ X : ||x|| = 1} is strictly convex, i.e., the
inequality ||x+ y|| < 2 holds for all x, y ∈ S1(0), x 6= y;
2) uniformly convex if for any given ǫ > 0 there exists δ = δ(ǫ) > 0 such that for all
x, y ∈ X with ‖x‖ ≤ 1, ‖y‖ ≤ 1, ‖x− y‖ = ǫ the inequality ‖x+ y‖ ≤ 2(1− δ)
holds.
The modulus of convexity of X is defined by
δX(ǫ) = inf
{
1− ‖x− y‖
2
: ‖x‖ = ‖y‖ = 1, ‖x− y‖ = ǫ
}
.
The modulus of smoothness of X is defined by
ρX(τ) = sup
{‖x+ y‖+ ‖x− y‖
2
− 1 : ‖x‖ = 1, ‖y‖ = τ
}
.
Definition 1.2. A Banach space X is called uniformly smooth if
lim
τ→0
hX(τ) := lim
τ→0
ρX(τ)
τ
= 0.
Observe that if X is a real uniformly convex and uniformly smooth Banach space,
then the modulus of convexity δX is a continuous and strictly increasing function on
the whole segment [0, 2] (see, for example [14]).
Definition 1.3. A Banach space X possesses the approximation if there exists a directed family
of finite dimensional subspaces Xn ordered by inclusion, and a corresponding family of projec-
tors Pn : X → Xn, such that ||Pn|| = 1 for all n ≥ 0 and ∪nXn is dense in X.
Throughout this paper we assume that the so-called normalized duality mapping
J : X → X∗, satisfying the relation
〈x, J (x)〉 = ‖x‖2 = ‖J (x)‖2 , ∀x ∈ X,
is single valued. This assumption will be fulfilled if X is smooth.
For the sake of simpicity, we will denote norms of both spaces X and X∗ by the same
symbol ‖.‖. The dual product of f ∈ X∗ and x ∈ X will be denoted by 〈x, f 〉 or 〈 f , x〉.
Besides, we put R+ := (0,∞),R+∗ := [0,∞).
Definition 1.4. An operator A : X → X is called
1) accretive, if
〈A(x)− A(y), J(x− y)〉 ≥ 0 ∀x, y ∈ X;
2) maximal accretive, if it is accretive and its graph is not the right part of the graph of any
other accretive operator;
3) m-accretive, if it is accretive and R(A + αI) = X for all α > 0, where I is the identity
operator in X;
4) uniformly accretive, if there exists a strictly increasing function ψ : R+∗ → R+∗ ,ψ(0) =
0, such that
〈A(x)− A(y), J(x − y)〉 ≥ ψ(||x− y||) ∀x, y ∈ X; (1.2)
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5) strongly accretive, if there exists a positive constant c, such that in (1.2), ψ(t) = ct2;
6) inverse strongly accretive, if there exists a positive constant c, such that
〈A(x)− A(y), J(x − y)〉 ≥ c||A(x)− A(y)||2 ∀x, y ∈ X.
If X is a Hilbert space then J is an identity operator and accretive operators are also
called monotone.
Definition 1.5. A continuous operator A mapping a Banach space X into itself is called ϕ-
inverse uniformly accretive (or simply, inverse uniformly accretive ), if there exists a function
ϕ : R+ × R+∗ → R+∗ , which is continuous and strictly increasing in the second variable and
ϕ(s, t) = 0 if and only if t = 0 for every fixed s > 0, such that
〈A(x)− A(y), J(x − y)〉 ≥ ϕ (R, ‖A(x)− A(y))‖) ∀x, y ∈ X, ‖x‖ , ‖y‖ ≤ R, ∀R > 0.
(1.3)
Example 1. Any inverse strongly accretive operator is inverse uniformly accretive,
hence is accretive. Indeed, let A be a c-inverse strongly accretive operator. Then A
is Lipschitz continuous with the Lipschit constant c−1 and the inequality (1.3) holds
for the function ϕ(s, t) = ct2.
Example 2. Let T be a nonexpansive operator on a uniformly convex and uniformly
smooth Banach space X. Then A := I − T is a Lipschitz continuous operator. More-
over, according to Alber [15],
〈A(x)− A(y), J(x − y)〉 ≥ L−1R2δX
(‖A(x)− A(y)‖
4R
)
∀x, y ∈ X, ‖x‖ , ‖y‖ ≤ R,
where L ∈ (1; 1.7) is the Figiel constant and δX(ǫ) is the modulus of the convexity of
X. Observe that ǫ := ‖A(x)−A(y)‖4R ≤ 1 for any x, y ∈ X; ‖x‖ , ‖y‖ ≤ R and inequality
(1.3) holds for the function ϕ(s, t) = L−1s2δX
(
t
4s
)
, s ∈ R+; t ∈ [0; 2s].
Example 3. Now let X in Example 2 be one of the following Banach spaces Lp, lp,Wmp ,
where 1 < p < ∞. Then X is uniformly smooth and uniformly convex, and it is well-
known that (see [9])
δX(t) ≥ p− 1
16
t2, 1 < p < 2;
δX(t) ≥ 1
p2p
tp, p ≥ 2.
Thus, for all x, y ∈ X, ‖x‖ , ‖y‖ ≤ R, one gets
〈A(x)− A(y), J(x − y)〉 ≥ p− 1
256L
‖A(x)− A(y)‖2 , 1 < p < 2;
〈A(x)− A(y), J(x − y)〉 ≥ 1
Lp8p
‖A(x)− A(y)‖p
Rp−2
, p ≥ 2.
So, the operator A = I − T, where T : lp → lp is a nonexpansive operator, is inverse
strongly accretive if 1 < p < 2, and is inverse uniformly accretive with ϕ(s, t) =
tp
pL8psp−2 , if p ≥ 2.
Definition 1.6. An operator, B : D(B) ⊂ X → X is called
4 Regularizing systems of accretive operator equations
1) hemicontinuous at a point x0 ∈ D(B), if B(x0 + tnh) ⇀ x0 as tn → 0 for any vector h
such that x0 + tnh ∈ D(B) and 0 ≤ tn ≤ t(x0);
2) weakly continuous at x0 ∈ D(B), if D(B) ∋ x ⇀ x0 implies that B(x)⇀ B(x0).
If B is hemicontinuous (weakly continuous) at every point of D(B), then B is said
to be hemicontinuous (weakly continuous), respectively.
For regularizing accretive operator equations one needs the following fact [9].
Lemma 1.1. Suppose that the Banach space X possesses the approximation, A : X → X is
a hemicontinuous accretive operator with D(A) = X, and the normalized duality mapping
J : X → X∗ is sequentially weakly continuous and continuous. Then the problem
A(x) + αx = y, (1.4)
where α is a fixed positive parameter and y ∈ X, is well-posed.
The unique solvability of (1.4) is established in [9]. The continuous dependence of
the solution xα of (1.4) on the right-hand side y follows from the inequality ||xα,1 −
xα,2|| ≤ ||y1−y2||α , where xα,i are the unique solution of (1.4) with respect to the right-
hand side y = yi, i = 1, 2.
The next five lemmas will be used in Section 2 for establishing the convergence of
implicit and explicit parallel iterative regularization methods.
Lemma 1.2. [16] Let X be a real uniformly smooth Banach space. Then for any x, y ∈ X such
that ‖x‖ ≤ R, ‖y‖ ≤ R, the following inequality holds:
‖J(x)− J(y)‖ ≤ 8RhX
(
16L ‖x− y‖
R
)
,
where L is Figiel constant, (1 < L < 1.7).
Lemma 1.3. [9] If X is a real uniformly smooth Banach space, then the inequality
‖x‖2 ≤ ‖y‖2 + 2 〈x− y, J(x)〉
≤ ‖y‖2 + 2 〈x− y, J(y)〉+ 2 〈x− y, J(x)− J(y)〉
holds for every x, y ∈ X.
Lemma 1.4. [9] Let X be a uniformly smooth Banach space. Then for x, y ∈ X
〈x− y, J(x)− J(y)〉 ≤ 8 ‖x− y‖2 + C (‖x‖ , ‖y‖) ρX(‖x− y‖),
where C (‖x‖ , ‖y‖) ≤ 4 max {2L, ‖x‖+ ‖y‖} .
Lemma 1.5. [9] In a uniformly smooth Banach space X, for x, y ∈ X,
〈x− y, J(x)− J(y)〉 ≤ R2(‖x‖ , ‖y‖)ρX
(
4 ‖x− y‖
R(‖x‖ , ‖y‖)
)
,
where R(‖x‖ , ‖y‖) =
√
2−1(‖x‖2 + ‖y‖2).
If ‖x‖ ≤ R, ‖y‖ ≤ R, then
〈x− y, J(x)− J(y)〉 ≤ 2LR2ρX
(
4 ‖x− y‖
R
)
.
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Lemma 1.6. [9, 17] Let {λn} and {pn} be sequences of nonnegative numbers, {bn} be a
sequence of positive numbers, satisfying the inequalities
λn+1 ≤ (1− pn) λn + bn, ∀n ≥ 0,
where pn ∈ (0; 1) , bnpn → 0 (n → +∞) and ∑∞i=1 pn = +∞. Then λn → 0 (n → +∞).
In Section 3, when dealing with a parallel Newton-type regularization method, we
need some more results.
Lemma 1.7. [18] Suppose A : D(A) = X → X is a continuously Fre´chet differentiable
accretive operator and let L := A
′
(h), h ∈ X, and α be a real positive number. Then∥∥∥(αI + L)−1∥∥∥ ≤ 1
α
;
∥∥∥(αI + L)−1 L∥∥∥ ≤ 2.
Lemma 1.8. [7, 19] Let {ωn} be a sequence of nonnegative numbers satisfying the relations
ωn+1 ≤ a+ bωn + cω2n, n ≥ 0,
for some a, b, c > 0.
Let M+ := (1 − b +
√
(1− b)2 − 4ac)/2c, M− := (1 − b −
√
(1− b)2 − 4ac)/2c. If
b+ 2
√
ac < 1 and ω0 ≤ M+, then ωn ≤ l :=max{ω0,M−} for all n ≥ 0.
An outline of the remainder of the paper is as follows: In Section 2 we propose two
parallel iterative regularizations methods (PIRMs) for system (1.1), namely implicit
PIRM and explicit PIRM. The convergence of these PIRMs is established for both exact
and noisy data cases. Section 3 studies a parallel regularizing Newton-type method
for system (1.1). The convergence analysis of the proposed method in exact and noisy
data cases is also studied.
2. EQUATIONS WITH INVERSE UNIFORMLY ACCRETIVE OPERATORS
In this section, we consider system (1.1) with inverse uniformly accretive operators.
Clearly, if each operator Ai is ϕi-inverse uniformly accretive, then it is ϕ-inverse uni-
formly accretive with ϕ(s, t) := min
i=1,...,N
ϕi(s, t). Thus, without loss of generality we can
assume that all the operators Ai, i = 1, . . . ,N are ϕ-inverse uniformly accretive with
the same funtion ϕ.
We begin with the following simple fact (cf. [6]).
Lemma 2.1. Suppose Ai, i = 1, 2, . . . ,N, are inverse uniformly accretive operators. If system
(1.1) is consistent, then it is equivalent to the operator equation
A(x) :=
N
∑
i=1
Ai(x) = 0. (2.1)
Proof. Let the opeartors Ai, i = 1, . . . ,N, be ϕ-inverse uniformly accretive with the
same funtion ϕ. Obviously, any solution of (1.1) is a solution of (2.1). Conversely, let y
be a solution of (2.1), i.e.,
N
∑
i=1
Ai(y) = 0.
6 Regularizing systems of accretive operator equations
Let z be a solution of system (1.1), i.e., Ai(z) = 0, i = 1, 2 . . .N. Then, ∑
N
i=1(Ai(y) −
Ai(z)) = 0, and since Ai are inverse uniformly accretive, one gets
N
∑
i=1
ϕ (R, ‖Ai(y)− Ai(z)‖) ≤
N
∑
i=1
〈Ai(y)− Ai(z), J(y− z)〉 = 0,
where R = max {‖y‖ , ‖z‖}. Thus ϕ (R, ‖Ai(y)− Ai(z)‖) = 0, hence Ai(y) = Ai(z) =
0, i = 1, 2, . . .N. Therefore, y is a solution of system (1.1).
In this section we need the following result .
Lemma 2.2. ( [20],Theorem 2.1). Let X be a real, reflexive and strictly convex Banach space
with a uniformly Gateaux differentiable norm and let A be an m-accretive mapping on X.
Then for each α > 0 and a fixed y ∈ X, equation (1.4) possesses a unique solution xα, and
in addition, if the solution set SA of the equation A(x) = y is nonempty, then the net {xα}
converges strongly to the unique element x̂∗ solving the following variational inequality
〈x̂∗, J(x̂∗ − x∗)〉 ≤ 0, ∀x∗ ∈ SA.
Moreover we have ||xδα − xα|| ≤ δ/α, where xδα is the unique solution of the equation A(x) +
αx = yδ, for any α > 0 and yδ ∈ X satisfying ||yδ − y|| ≤ δ.
In the remainder of Section 2, we impose two sets of conditions on the space X, the
duality mapping J, and the operators Ai, i = 1, 2, . . . ,N.
Conditions (AJX)
A1. Ai, i = 1, 2, . . . ,N, are ϕ-inverse uniformly accretive operators with D(Ai) = X;
A2. The normalized duality mapping J is sequentially weakly continuous and continuous;
A3. X is a smooth and reflexive Banach space, possessing the approximation.
Conditions (AX)
B1. Ai, i = 1, 2, . . . ,N, are m-accretive and ϕ-inverse uniformly accretive operators with
D(Ai) = X;
B2. X is a uniformly smooth and uniformly convex Banach space.
Together with equation (2.1) we consider the following regularized one
A(x) + αnx =
N
∑
i=1
Ai(x) + αnx = 0. (2.2)
Lemma 2.3. Let conditions A1-A3 or B1-B2 be fulfilled. Then the following statements hold:
i) For every αn > 0, equation (2.2) has a unique solution x
∗
n.
ii) ‖x∗n‖ ≤ 2 ‖x̂‖, where x̂ is an arbitrary element of S.
iii) x∗n → x̂∗ as n → +∞, where x̂∗ is an unique solution of the inequality 〈x̂∗, J(x̂∗ − x∗)〉 ≤
0, ∀x∗ ∈ S.
iv)
∥∥x∗n − x∗n+1∥∥ ≤ 2 ‖x̂∗‖ |αn+1−αn|αn .
v) ‖Ai(x∗n)‖ ≤ ϕ−1R
(
6αn ‖x̂∗‖2
)
i = 1, 2, . . . ,N, where R > 0 is a fixed number sat-
isfying an a-priori estimate R ≥ 2 ‖x̂∗‖ and ϕ−1s denotes the inverse function of ϕ (s, t)
with respect to the second variable t for fixed s > 0.
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Proof. 1. Suppose that conditions A1-A3 hold. We perform the regularization process
(2.2) for equation (2.1) with the accretive operator A = ∑Ni=1 Ai. For the proofs of
statements i) − iv) we refer the reader to [9]. Concerning the last part v) we observe
that
N
∑
i=1
(Ai(x
∗
n)− Ai(x̂∗)) + αnx∗n = 0,
hence,
N
∑
i=1
〈Ai(x∗n)− Ai(x̂∗), J(x∗n − x̂∗)〉+ αn 〈x∗n, J(x∗n − x̂∗)〉 = 0.
Observing that by part ii) ‖x∗n‖ ≤ 2 ‖x̂∗‖ , hence, ‖x∗n − x̂∗‖ ≤ 3 ‖x̂∗‖ and using the
inverse uniform accretiveness of Ai, from the last inequality we have
N
∑
i=1
ϕ (R, ‖Ai(x∗n)− Ai(x̂∗)‖) ≤ −αn 〈x∗n, J(x∗n − x̂∗)〉 ≤ αn ||x∗n| |. ||x∗n − x̂∗| |,
where R ≥ 2 ‖x̂∗‖. The last inequality gives ϕ (R, ‖Ai(x∗n)‖) ≤ 6αn ‖x̂∗‖2. Thus
‖Ai(x∗n)‖ ≤ ϕ−1R
(
6αn ‖x̂∗‖2
)
.
2. Now suppose that conditions B1-B2 hold. Since all Ai are inverse uniformly ac-
cretive, they are continuous, hence locally bounded. Besides, Ai, i = 1, . . .N, are m-
accretive, D(Ai) = X, and the spaces X and X
∗ are uniformly convex, then by Theorem
1.15.22 ( [9]), the operator A = ∑Ni=1 Ai is also m-accretive. Lemma 2.2 applied to equa-
tion (2.2) ensures the convergence of regularized solutions x∗n to x̂∗. The remaining
statements can be argued similarly as in part 1.
Following [5] we consider an implicit PIRM consisting of solving simultaneously N
regularized equations
Ai(x
i
n) + (
αn
N
+ γn)x
i
n = γnxn, i = 1, 2, . . . ,N, (2.3)
where αn > 0 and γn > 0 are regularization and parallel splitting up parameters,
respectively, and defining the next approximation as an average of the regularized
solutions xin,
xn+1 =
1
N
N
∑
i=1
xin, n = 0, 1, . . . , x0 ∈ X. (2.4)
According to Lemmas 2.2, 2.3, all the problems (2.3) are well posed and independent
from each other, hence the regularized solutions xin can be found stably and simulta-
neously by parallel processors.
We first prove the boundedness of the sequence {xn} defined by the implicit PIRM
(2.3)-(2.4).
Lemma 2.4. Under conditions A1-A3 or B1-B2, the sequence {xn} generated by (2.3) and
(2.4) is bounded.
Proof. By Lemma 1.1 (Lemma 2.2), the regularized equation (2.3) has a unique solution
denoted by xin. Let Br(x̂
∗) be the closed ball with center x̂∗and radius r. Choose r > 0
sufficiently large such that r ≥ ‖x̂∗‖ and x0 ∈ Br(x̂∗). Supposing for some n > 0,
xn ∈ Br(x̂∗), we will show that xn+1 ∈ Br(x̂∗). Indeed, from (2.3) and Ai(x̂∗) = 0, we
get
(Ai(x
i
n)− Ai(x̂∗)) + (
αn
N
+ γn)(x
i
n − x̂∗) = γn(xn − x̂∗)−
αn
N
x̂∗.
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Thus〈
Ai(x
i
n)− Ai(x̂∗), J(xin − x̂∗)
〉
+ (
αn
N
+ γn)
〈
xin − x̂∗, J(xin − x̂∗)
〉
= γn
〈
xn − x̂∗, J(xin − x̂∗)
〉
− αn
N
〈
x̂∗, J(xin − x̂∗)
〉
.
By the accretiveness of Ai, we get
(
αn
N
+ γn)
∥∥∥xin − x̂∗∥∥∥2 ≤ γn ‖xn − x̂∗‖ ∥∥∥xin − x̂∗∥∥∥+ αnN ‖x̂∗‖ ∥∥∥xin − x̂∗∥∥∥ ,
hence
(
αn
N
+ γn)
∥∥∥xin − x̂∗∥∥∥ ≤ γn ‖xn − x̂∗‖+ αnN ‖x̂∗‖ .
Using the inequalities ‖xn − x̂∗‖ ≤ r and r ≥ ‖x̂∗‖, we have
(
αn
N
+ γn)
∥∥∥xin − x̂∗∥∥∥ ≤ γnr+ αnN r ≤ (αnN + γn)r,
which gives
∥∥xin − x̂∗∥∥ ≤ r. By (2.4), one gets
‖xn+1− x̂∗‖ ≤ 1
N
N
∑
i=1
∥∥∥xin − x̂∗∥∥∥ ≤ r.
Therefore, xn+1 ∈ Br(x̂∗). Thus, {xn} is bounded.
Theorem 2.1. Suppose conditions A1-A3 or B1-B2 are fulfilled. Let {αn} and {γn} be real
sequences, such that
i) αn → 0,γn → +∞ as n → +∞,
ii)
γn|αn+1−αn|
α2n
→ 0 as n → +∞, ∑∞n=1 αnγn = +∞,
iii)
hX(τn)ϕ
−1
R (R1αn)
αn
→ 0 as n → +∞, where R ≥ 2||x̂∗||, R1 := 3R22 and τn = γ−1n .
If in addition, the function
ϕ(s,t)
t is coercive in t for any fixed s > 0, i.e.,
ϕ(s,t)
t → +∞ as
t → +∞, then starting from arbitrary x0 ∈ X, the sequence {xn} defined by (2.3) and (2.4)
converges strongly to x̂∗.
Proof. Let x∗n be the unique solution of (2.2). Setting ein = xin − x∗n; en = xn − x∗n; ǫn =
αnτn
N , we can rewrite (2.3) as
xin + τnAi(x
i
n) + ǫnx
i
n = xn,
or (
ein − en
)
+ τn
[
Ai(x
i
n)− Ai(x∗n)
]
+ ǫne
i
n = −τnAi(x∗n)− ǫnx∗n, i = 1, 2, . . .N.
From the last relation, using the accretiveness of Ai we find
2
〈(
ein − en
)
, J(ein)
〉
+ 2ǫn
∥∥∥ein∥∥∥2 ≤ −2〈τnAi(x∗n) + ǫnx∗n, J(ein)〉 . (2.5)
From Lemma 1.3, we get
2
〈
ein − en, J(ein)
〉
≥
∥∥∥ein∥∥∥2 − ‖en‖2 .
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Combining this inequality with (2.5), we obtain
(1+ 2ǫn)
∥∥∥ein∥∥∥2 − ‖en‖2 ≤ −2τn 〈Ai(x∗n) + αnN x∗n, J(ein)〉 ,
hence,
(1+ 2ǫn)
N
∑
i=1
∥∥∥ein∥∥∥2 − N ‖en‖2 ≤ −2τn N∑
i=1
〈
Ai(x
∗
n) +
αn
N
x∗n, J(ein)
〉
. (2.6)
Observing that x∗n is the solution of (2.2) and using Lemma 2.3, we can estimate the
right-hand side of (2.6) as follows
−
N
∑
i=1
〈Ai(x∗n) +
αn
N
x∗n, J(ein)〉 = −
〈
N
∑
i=1
Ai(x
∗
n) + αnx
∗
n, J(en)
〉
−
N
∑
i=1
〈
Ai(x
∗
n) +
αn
N
x∗n, J(ein)− J(en)
〉
≤
N
∑
i=1
(
‖Ai(x∗n)‖+
αn
N
‖x∗n‖
) ∥∥∥J(ein)− J(en)∥∥∥
≤
N
∑
i=1
(
ϕ−1R
(
6αn ‖x̂∗‖2
)
+
2αn
N
‖x̂∗‖
)∥∥∥J(ein)− J(en)∥∥∥ . (2.7)
By Lemma 2.3 and Lemma 2.4, the sequences {x∗n} , {xn} and
{
xin
}
are bounded, hence
the sequences {en} and
{
ein
}
are also bounded, i.e., there exists a positive constant
C > 0 such that ‖en‖ ≤ C;
∥∥ein∥∥ ≤ C; ∥∥xin∥∥ ≤ C.
From Lemma 1.2, we get∥∥∥J(ein)− J(en)∥∥∥ ≤ 8ChX
(
16L
∥∥xin − xn∥∥
C
)
, (2.8)
where L ∈ (1, 1.7) is Figiel constant.
We show that ||Ai(z)|| ≤ Ci < +∞ for all ||z|| ≤ R0 := C+ 2||x̂∗|| and i = 1, . . . ,N. In-
deed, suppose in contrary, that there exists a sequence {zn}, such that ||zn|| ≤ R0, and
||Ai(zn)|| → ∞ as n → ∞. Then tn := ||Ai(zn)− Ai(0)|| ≥ ||Ai(zn)|| − ||Ai(0)|| → ∞
as n → ∞. Since ϕ(R0, tn) = ϕ(R0, ||Ai(zn)− Ai(0)||) ≤ 〈Ai(zn)− Ai(0), J(zn − 0)〉 ≤
||Ai(zn) − Ai(0)||||zn || ≤ R0tn, we get R0 ≥ ϕ(R0,tn)tn , which contradicts the coercive-
ness of
ϕ(R0,t)
t .
Thus, we can put
M = sup
{∥∥∥Ai(x) + αnN x∥∥∥ : ‖x‖ ≤ R0, n = 1, 2, . . . , i = 1, 2, . . . ,N} .
Relation (2.3) yields
Ai(x
i
n) +
αn
N
xin = γn
(
xn − xin
)
, i = 1, 2, . . . ,N,
which gives γn
∥∥xn − xin∥∥ ≤ ∥∥Ai(xin) + αnN xin∥∥ ≤ M, hence, ∥∥xn − xin∥∥ ≤ Mγn = Mτn.
Combining the last inequality with (2.8), we obtain∥∥∥J(ein)− J(en)∥∥∥ ≤ c2hX(k0τn), (2.9)
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where c2 = 8C, k0 =
16LM
C . By (2.7) and (2.9), we have
−
N
∑
i=1
〈
Ai(x
∗
n) +
αn
N
x∗n, J(ein)
〉
≤ Nc2
(
ϕ−1R
(
6αn ‖x̂∗‖2
)
+
2αn
N
‖x̂∗‖
)
hX(k0τn). (2.10)
From (2.6), (2.10), we get
(1+ 2ǫn)
N
∑
i=1
∥∥∥ein∥∥∥2 ≤ N ‖en‖2 + 2Nc2τn (ϕ−1R (6αn ‖x̂∗‖2)+ 2αnN ‖x̂∗‖
)
hX(k0τn).
(2.11)
Taking into account relation (2.4), Lemma 2.3, and the inequality (a + b)2 ≤ (1 +
ǫn)(a2 +
b2
ǫn
), we find
‖en+1‖2 =
∥∥xn+1− x∗n+1∥∥2 ≤ (‖xn+1− x∗n‖+ ∥∥x∗n − x∗n+1∥∥)2
≤
(
‖xn+1− x∗n‖+ 2 ‖x̂∗‖
|αn+1− αn|
αn
)2
≤
(
1
N
N
∑
i=1
∥∥∥ein∥∥∥+ 2 ‖x̂∗‖ |αn+1− αn|αn
)2
≤
 1√
N
(
N
∑
i=1
∥∥∥ein∥∥∥2
)1/2
+ 2 ‖x̂∗‖ |αn+1− αn|
αn
2
≤ (1+ ǫn)
(
1
N
N
∑
i=1
∥∥∥ein∥∥∥2 + 4 ‖x̂∗‖2 |αn+1− αn|2α2nǫn
)
.
Thus,
N
(1+ ǫn)
‖en+1‖2 − 4Nǫn
(
αn+1− αn
ǫnαn
)2
‖x̂∗‖2 ≤
N
∑
i=1
∥∥∥ein∥∥∥2 . (2.12)
From (2.12), (2.11), one gets
‖en+1‖2 ≤ 1+ ǫn
1+ 2ǫn
‖en‖2 + 4(1+ ǫn)ǫn
(
αn+1− αn
ǫnαn
)2
‖x̂∗‖2
+
2c2 (1+ ǫn) τn
1+ 2ǫn
(
ϕ−1R
(
6αn ‖x̂∗‖2
)
+
2αn
N
‖x̂∗‖
)
hX(k0τn). (2.13)
Setting λn = ‖en‖2 ; pn = ǫn1+2ǫn and bn = b1n + b2n + b3n, where
b1n =
4(1+ ǫn)
ǫn
(
αn+1− αn
αn
)2
‖x̂∗‖2 ;
b2n =
2c2 (1+ ǫn) τn
1+ 2ǫn
ϕ−1R
(
6αn ‖x̂∗‖2
)
hX(k0τn);
b3n =
4c2 (1+ ǫn) τnαn
N(1+ 2ǫn)
‖x̂∗‖ hX(k0τn).
We can rewrite (2.13) as λn+1 ≤ (1− pn) λn + bn. Clearly, λn, bn ≥ 0; pn ∈ (0; 1) and
pn → 0 as n → +∞.
Since pn =
ǫn
1+2ǫn
and ǫn → 0 as n → +∞, the series ∑∞n=1 pn = +∞ if and only if
∑
∞
n=1 ǫn = +∞. The last fact is equivalent to the assumption ∑
∞
n=1
αn
γn
= +∞.
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By the assumption ii), b1npn = 4 (1+ ǫn) (1+ 2ǫn)
(
αn+1−αn
ǫnαn
)2 ‖x̂∗‖2 → 0 as n → +∞.
Further, using assumption iii), we will show that the expression
b2n
pn
= 2c2N (1+ ǫn)
ϕ−1R
(
6αn ‖x̂∗‖2
)
hX(k0τn)
αn
(2.14)
will tend to zero as n → +∞. We first prove that there exist positive integers m and
n0, such that for all n ≥ n0, hX(k0τn) ≤ 5mk0 hX(τn). Indeed, according to [10, Lemma 1,
page 65], we have
2 ≤ lim
τ→0+
sup
ρX(2τ)
ρX(τ)
≤ 4.
Hence, there exists τ0 > 0, such that
ρX(2τ)
ρX(τ)
≤ 5 for all τ ≤ τ0. Since τn → 0 as
n → +∞, we can find a number n0 such that k0τn ≤ τ0 for all n ≥ n0. Let m be a
sufficiently large positive integer, such that 2m ≥ k0. Then for all n ≥ n0 we have
ρX(k0τn) = ρX(2
k0τn
21
) ≤ 5ρX( k0τn21 ) = 5ρX(2
k0τn
22
) ≤ 52ρX( k0τn22 ) ≤ . . . ≤ 5mρX( k0τn2m ).
Because of the convexity of ρX and
k0
2m ≤ 1, we get ρX(k0τn) ≤ 5mρX( k0τn2m ) ≤ 5mρX(τn).
Thus, we come to the relation hX(k0τn) =
ρX(k0τn)
k0τn
≤ 5mk0
ρX(τn)
τn
= 5
m
k0
hX(τn).
Now using the last inequality and taking into account the fact that ϕ−1R (t) is an in-
creasing function and R1 :=
3
2R
2 ≥ 6||x̂∗||2, we can estimate the expression (2.14) as
b2n
pn
≤ 2c2N5m(1+ǫn)k0
ϕ−1R (R1αn)hX(τn)
αn
for all n ≥ n0. The assumption iii) implies that b2npn → 0
as n → +∞.
Finally, the uniform smoothness of X gives
b3n
pn
= 4c2 (1+ ǫn) ‖x̂∗‖ hX(k0τn) → 0
as n → +∞. Thus, bnpn → 0(n → +∞). Lemma 1.6 ensures that λn = ‖en‖
2 =
‖xn − x∗n‖2 → 0(n → +∞). Besides, by Lemma 2.3, x∗n → x̂∗(n → +∞), hence
‖xn − x̂∗‖ ≤ ‖xn − x∗n‖ + ‖x∗n − x̂∗‖ → 0(n → +∞). The proof of Theorem 2.1 is
complete.
Example 4. Let Ai, i = 1, . . . ,N be c− inverse strongly monotone operators on a real
Hilbert space X. Then all the conditions A1-A3 and B1-B2 are satisfied. Further, since
ϕ(s, t) = ct2, the function
ϕ(s,t)
t = ct is coercive. Conditions i), ii) on the parameters
αn,γn have been already stated in [5, Theorem 2.1]. On the other hand, for a Hilbert
space, ρX(t) =
√
1+ t2 − 1 ≤ t22 , hence the assumption iii) of Theorem 2.1 leads to the
additional constraint γnα
1/2
n → +∞ (n → +∞).
An example of such a pair of parameters could be αn = (n+ 1)−p, where, 0 < p <
1/2 and γn = (n+ 1)1/2.
In the next two examples we suppose that X = lp, 1 ≤ p < +∞ and Ai = I − Ti,
where Ti : X → X, i = 1, . . . ,N, are nonexpansive operators. In this case both sets of
conditions A1-A3 and B1-B2 are fulfilled. Observe that for proving them- accretiveness
of Ai one shoud use the identity Ai + αI = (1+ α){I − (1+ α)−1Ti} and the fact that
(1+ α)−1Ti is a contraction for i = 1, . . . ,N.
Example 5. Let X = lp with p ≥ 2, then ρX(t) ≤ (p − 1)t2 and hX(t) ≤ (p − 1)t
(see [9], page 48). According to Example 3, all the operators Ai := I− Ti, i = 1, 2, . . . ,N
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are inverse uniformly accretive with ϕ(s, t) = 1Lp8p
tp
sp−2 . For any fixed s > 0, ϕ
−1
s (t) =
c(s)t
1
p , where c(s) is a positive constant, and the function
ϕ(s,t)
t is coercive in t. The
assumption iii) of Theorem 2.1 becomes γnα
p−1
p
n → ∞ (n → +∞) and we can choose
αn = (n+ 1)−k,γn = (n+ 1)1/2 with 0 < k < 12 .
Example 6. Suppose X = lp, 1 < p < 2, then we have (see [9], page 48) ρX(t) ≤
tp
p , hX (t) ≤ t
p−1
p . Example 3 shows that Ai, i = 1, . . . ,N are c− inverse strongly accre-
tive operators with ϕ(s, t) = ct2, ϕ−1s (t) =
√
t√
c
, c =
p−1
256L and the assumption iii) of
Theorem 2.1 becomes α1/2n γ
p−1
n → ∞ (n → +∞). We can chose αn = (n+ 1)−k,γn =
(n+ 1)1/2 with 0 < k < min{12 , p− 1}.
Next we turn to the noisy data case. Assume that Ai(x) := Fi(x)− fi and the exact
operators Fi(x), i = 1, . . . ,N, are inverse uniformly accretive. Suppose that instead of
the exact data (Fi , fi), we have only noisy ones (Fn,i, fn,i), where the perturbed opera-
tors Fn,i : D(Fn,i) = X → X are just accretive for all n ≥ 1 and i = 1, . . . ,N. Moreover,
let
‖Fn,i(x)− Fi(x)‖ ≤ hng(‖x‖), (2.15)
‖ fn,i − fi‖ ≤ δn, i = 1, . . . ,N, (2.16)
where, g(t) is a nonnegative continuous nondecreasing function, hn > 0, δn > 0 for all
n > 0. Starting from arbitrary z0 ∈ X, we perform the following implicit PIRM:
An,i(z
i
n) + (
αn
N
+ γn)z
i
n = γnzn, i = 1, 2, . . . ,N, (2.17)
zn+1 =
1
N
N
∑
i=1
zin, n = 0, 1, . . . , (2.18)
where An,i(x) := Fn,i(x)− fn,i, i = 1, 2, . . . ,N.
Theorem 2.2. Assume that all the conditions of Theorem 2.1 and relations (2.15), (2.16)
are fulfilled. If in addition hn+δnαn → 0 as n → +∞, then the sequence {zn} generated by
(2.17) , (2.18) converges strongly to x̂∗ as n → +∞.
Proof. Let {xn} be the sequence of approximations defined by (2.3), (2.4). From (2.3)
and (2.17), we have
An,i(z
i
n)− Ai(xin) + (
αn
N
+ γn)
(
zin − xin
)
= γn(zn − xn),
or (
Fn,i(z
i
n)− Fn,i(xin)
)
+
(
Fn,i(x
i
n)− Fi(xin)
)
+ ( fn,i − fi) + (αnN + γn)
(
zin − xin
)
= γn(zn − xn).
Therefore
〈Fn,i(zin)− Fn,i(xin), J(zin − xin)〉+
〈
Fn,i(x
i
n)− Fi(xin), J(zin − xin)
〉
+
〈
fn,i − fi, J(zin − xin)
〉
+ (
αn
N
+ γn)
∥∥∥zin − xin∥∥∥2
= γn
〈
zn − xn, J(zin − xin)
〉
(2.19)
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By relations (2.15), (2.16) and (2.19), we get
(
αn
N
+ γn)
∥∥∥zin − xin∥∥∥2 ≤ hng(∥∥∥xin∥∥∥) ∥∥∥zin − xin∥∥∥+ δn ∥∥∥zin − xin∥∥∥+ γn ‖zn − xn‖ ∥∥∥zin − xin∥∥∥
Lemma 2.4 ensures the boundedness of the sequence
{
xin
}
. Thus,
∥∥xin∥∥ ≤ R for some
R > 0. Setting λn = ‖zn − xn‖, from the last inequality we find∥∥∥zin − xin∥∥∥ ≤ Nγnαn + Nγnλn + Ng(R)hnαn + Nγn + Nδnαn + Nγn (2.20)
On account of (2.4), (2.18) and (2.20), we have
λn+1 = ‖zn+1− xn+1‖ ≤ 1
N
N
∑
i=1
∥∥∥zin − xin∥∥∥ ≤ Nγnαn + Nγnλn + Ng(R)hnαn + Nγn + Nδnαn + Nγn .
(2.21)
Putting pn =
αn
αn+Nγn
, bn =
Ng(R)hn
αn+Nγn
+ Nδnαn+Nγn , from (2.21) we get λn+1 = (1− pn)λn +
bn. By virtue of the hypotheses of Theorem 2.2, we have ∑
∞
n=1 pn = +∞,
bn
pn
→ 0 as n →
+∞. Lemma 1.6 implies that λn = ‖zn − xn‖ → 0 as n → +∞. Finally, by Theorem
2.1, xn → x̂∗ (n → +∞), hence ‖zn − x̂∗‖ ≤ ‖zn − xn‖+ ‖xn − x̂∗‖ → 0(n → +∞).
The proof of Theorem 2.2 is complete.
We now consider an explicit PIRM for solving system (1.1), consisting of syn-
chronous computation of intermediate approximations zni
zni = zn − 1
γn
{
Ai (zn) +
αn
N
zn
}
= zn − τn
{
Ai (zn) +
αn
N
zn
}
, i = 1, 2, . . . ,N, (2.22)
and defining the next approximation zn+1 as an average of intermediate approxima-
tions zni
zn+1 =
1
N
N
∑
i=1
zni, n = 1, 2, . . . . (2.23)
Lemma 2.5. Suppose conditions B1-B2 are satisfied. Assume in addition the function
ϕ(s,t)
t is
coercive in t for every fixed s > 0. Let {αn} and {γn} be positive sequences such that for all
n ≥ 0, αn ≤ 1, γn ≥ 1, and
τn ≤ d, ρX (τn)
τnαn
≤ d2, (2.24)
where τn := 1/γn and d ∈ (0, 1) is a fixed number. Then starting from arbitrary z0 ∈ X, the
sequence {zn} generalized by (2.22), (2.23) is bounded.
Proof. A simple vertification shows that the sequence {zn} defined by (2.22) and (2.23)
satisfies the relation
zn+1 = zn − 1
Nγn
{A(zn) + αnzn}, (2.25)
where A(z) := ∑Ni=1 Ai(z). By our assumptions, all the operators Ai, i = 1, . . . ,N, are
continuous, m-accretive and ϕ-inverse uniformly accretive. Moreover, as it was shown
in the proof of Theorem 2.1, Ai is bounded for every i, hence the operator A : D(A) =
X → X is bounded, continuous and m-accretive. According to Lemma 2.1, equation
A(z) = 0 is equivalent to the consistent system (1.1). By [21, Theorem 5.1] the sequence
{zn} defined by (2.25) is bounded.
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Theorem 2.3. Assume that all the conditions of Lemma 2.5 are fulfilled. In addition, let αn →
0, τn := 1/γn → 0 as n → +∞, such that
∞
∑
i=1
αnτn = +∞,
τn
αn
→ 0 |αn − αn+1|
τnα2n
→ 0 ρX (τn)
τnαn
→ 0. (2.26)
Then the sequence {zn} generalized by (2.22) and (2.23) converges to x̂∗ as n → ∞.
Proof. Let x∗n be the unique solution of regularized equation (2.2). It follows from
Lemma 2.3 that {x∗n} is bounded, hence there exists a constant d˜ > 0 such that∥∥x∗n − x∗n+1∥∥ ≤ d˜.
By Lemma 1.3, we have∥∥zni − x∗n+1∥∥2 ≤ ‖zni − x∗n‖2 + 2 〈x∗n+1− x∗n, J (x∗n − zni)〉
+ 2
〈
x∗n+1− x∗n, J(x∗n+1− zni)− J(x∗n − zni)
〉
. (2.27)
Further, by Lemma 1.4, we get∥∥zni − x∗n+1∥∥2 ≤ ‖zni − x∗n‖2 + 2 ‖zni − x∗n‖ . ∥∥x∗n+1− x∗n∥∥
+ 16
∥∥x∗n+1− x∗n∥∥2 + c1 (n) ρX (∥∥x∗n+1− x∗n∥∥) , (2.28)
where c1(n) = 8max
{
2L,
∥∥zni − x∗n+1∥∥+ ‖zni − x∗n‖}. Taking into account Lemma
2.5 and the boundedness of the operators Ai we conclude that the sequence {zni} is
also bounded, therefore there exist positive numbers c1, k0 such that c1(n) ≤ c1 and
‖zni − x∗n‖ ≤ k0 for all n ≥ 0. Note that, if H is a Hilbert space, then for all 0 < τ < τ̂
ρX (τ) ≥ ρH (τ) =
√
1+ τ2 − 1 ≥ ĉτ2, (2.29)
where ĉ =
(√
1+ τ̂2 + 1
)−1
.
Now, summing up both sides of (2.28) for i = 1, 2 . . . ,N, and using Lemma 1.5, as well
as inequality (2.29) with τ̂ := d˜ ≥ τ := ∥∥x∗n+1− x∗n∥∥, we obtain
N
∑
i=1
∥∥zni − x∗n+1∥∥2 ≤ N∑
i=1
‖zni − x∗n‖2 + 4Nk0
|αn+1− αn|
αn
‖x̂∗‖
+ N
(
16ĉ−1 + c1
)
ρX
(
2
|αn+1− αn|
αn
‖x̂∗‖
)
.
From the last inequality and the fact that ρX (τ) ≤ τ, one gets
N
∑
i=1
∥∥zni − x∗n+1∥∥2 ≤ N∑
i=1
‖zni − x∗n‖2 + c3
|αn+1− αn|
αn
, (2.30)
where c3 = 2N ‖x̂∗‖
(
2k0 + 16ĉ
−1 + c1
)
.
Next, we shall estimate the expression ∑Ni=1 ‖zni − x∗n‖2. By Lemma 1.3 and (2.22), we
have
‖zni − x∗n‖2 =
∥∥∥zn − x∗n − τn {Ai (zn) + αnN zn}∥∥∥2
≤ ‖zn − x∗n‖2 − 2τn
〈
Ai (zn) +
αn
N
zn, J(zn − x∗n)
〉
+ 2 〈zni − zn, J(zni − x∗n)− J(zn − x∗n)〉 . (2.31)
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Besides,
‖zni − zn‖ = τn
∥∥∥Ai (zn) + αnN zn∥∥∥ ≤ Mτn, (2.32)
where M = sup
{∥∥Ai (zn) + αnN zn∥∥ : i = 1, 2, . . . ,N; n = 1, 2, . . .}. Using (2.32) and
Lemma 1.4, one obtains
〈zni − zn, J(zni − x∗n)− J(zn − x∗n)〉 ≤ 8M2τ2n + c2(n)ρX (Mτn) ,
where c2(n) = 4max {2L, ‖zni − x∗n‖+ ‖zn − x∗n‖} ≤ c2 because of the boundedness of
the sequences {zni} , {zn} and {x∗n}. Therefore
〈zni − zn, J(zni − x∗n)− J(zn − x∗n)〉 ≤ 8M2τ2n + c2ρX (Mτn) . (2.33)
On the other hand, since the operators Ai are accretive and x
∗
n is the solution of (2.2),
we have
N
∑
i=1
〈Ai (zn) + αnN zn,J(zn − x
∗
n)〉 =
N
∑
i=1
〈Ai (zn)− Ai (x∗n) , J(zn − x∗n)〉
+
〈
N
∑
i=1
Ai (x
∗
n) + αnx
∗
n, J(zn − x∗n)
〉
+ αn ‖zn − x∗n‖2
≥ αn ‖zn − x∗n‖2 . (2.34)
Now, summing the both sides of (2.31) for i = 1, 2, . . . ,N and taking account relations
(2.33), (2.34), we get
N
∑
i=1
‖zni − x∗n‖2 ≤ N ‖zn − x∗n‖2− 2τnαn ‖zn − x∗n‖2 + 16NM2τ2n + 2Nc2ρX (Mτn) .
(2.35)
Note that
∥∥zn+1− x∗n+1∥∥2 ≤ 1N2
(
N
∑
i=1
∥∥zni − x∗n+1∥∥
)2
≤ 1
N
N
∑
i=1
∥∥zni − x∗n+1∥∥2 . (2.36)
From (2.30), (2.35), (2.36), we get∥∥zn+1 − x∗n+1∥∥2 ≤ ‖zn − x∗n‖2 − 2τnαnN ‖zn − x∗n‖2
+ 16M2τ2n + 2c2ρX (Mτn) + c3
|αn+1− αn|
αn
. (2.37)
Setting λn = ‖zn − x∗n‖2 , pn = 2τnαnN , bn = 16M2τ2n + 2c2ρX (Mτn) + c3 |αn+1−αn|αn , we
can rewrite (2.37) as
λn+1 ≤ (1− pn)λn + bn.
In the samemanner as in the proof of Theorem 2.1, we can find positive integers n0 and
m, such that for all n ≥ n0, ρX(Mτn) ≤ 5mρX(τn). By Lemma 1.6 and the hypothesis
(2.26), we conclude that λn = ‖zn − x∗n‖2 → 0 as n → +∞. Finally, by Lemma 2.3,
‖zn − x̂∗‖ ≤ ‖zn − x∗n‖+ ‖x∗n − x̂∗‖ → 0,
which implies that {zn} converges to x̂∗.The proof of Theorem 2.3 is complete.
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3. EQUATIONS WITH SMOOTH ACCRETIVE OPERATORS
In this section, for solving system (1.1) with smooth accretive operators Ai, we con-
sider a parallel regularized Newton-type method (cf. [6, 7])
Ai(xn) +
αn
N
(xn − x0i ) + (A′i(xn) +
αn
N
I)(xin − xn) = 0, i = 1, 2, . . . ,N, (3.1)
xn+1 =
1
N
N
∑
i=1
xin, n = 0, 1, . . . . (3.2)
The following assumptions will be needed throughout Section 3.
C1. System (1.1) possesses an exact solution x̂∗. The operators Ai (i = 1, . . . ,N)
are accretive on a real Banach space X and Fre´chet differentiable in a closed ball
Br(x̂∗) ⊂ X with center x̂∗ and radius r > 0. Moreover,∥∥A′i(x)− A′i(y)∥∥ ≤ K ‖x− y‖ ∀x, y ∈ Br(x̂∗), i = 1, . . . ,N.
C2. The following componentwise source condition (see [3, 7]) holds
x0i − x̂∗ = A′i(x̂∗)vi,
where x0i ∈ Br(x̂∗), vi ∈ X, 1 ≤ i ≤ N.
C3. The parameters αn are chosen such that
αn > 0, αn → 0, 1 ≤ αn
αn+1
≤ ρ,
where the constant ρ > 1.
Theorem 3.1. Let all the assumptions C1−C3 be satisfied. If ∑Ni=1 ‖vi‖ is sufficiently small
and x0 is close enough to x̂
∗, then there holds the estimate
‖xn − x̂∗‖ = O(αn). (3.3)
Proof. We suppose by induction that xn ∈ Br(x̂∗) for some n ≥ 0. Setting ein = xin − x̂∗
and en = xn − x̂∗, from equation (3.1) and assumption C2, we get
ein = en + x
i
n − xn = en −
(
A′i(xn) +
αn
N
I
)−1 (
Ai(xn) +
αn
N
(xn − x0i )
)
=
(
A′i(xn) +
αn
N
I
)−1 [(
A′i(xn) +
αn
N
I
)
en −
(
Ai(xn) +
αn
N
(xn − x0i )
)]
=
(
A′i(xn) +
αn
N
I
)−1 [αn
N
(x0i − x̂∗) + A′i(xn)en − Ai(xn)
]
=
αn
N
(
A′i(xn) +
αn
N
I
)−1
A′i(x̂
∗)vi +
(
A′i(xn) +
αn
N
I
)−1 (
A′i(xn)en − Ai(xn)
)
.
Using Lemma 1.7, from the last inequality we obtain∥∥∥ein∥∥∥ ≤ αnN
∥∥∥∥(A′i(xn) + αnN I)−1 A′i(x̂∗)
∥∥∥∥ ‖vi‖+ Nαn ∥∥A′i(xn)en − Ai(xn)∥∥ . (3.4)
Obviously, if xt := xn + t(x̂∗ − xn), where 0 ≤ t ≤ 1, then
‖xt − x̂∗‖ = (1− t) ‖xn − x̂∗)‖ ≤ r,
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hence xt ∈ Br(x̂∗).
The second term of the right-hand side of (3.4) can be estimated as
N
αn
∥∥A′i(xn)en − Ai(xn)∥∥ = Nαn ∥∥Ai(x̂∗)− Ai(xn) + A′i(xn)(en)∥∥
=
N
αn
∥∥∥∥∫ 1
0
(
A′i(xn)− A′i(xt)
)
endt
∥∥∥∥
≤ N
αn
∫ 1
0
Kt ‖en‖2 dt = KN
2αn
‖en‖2 . (3.5)
On the other hand, we have(
A′i(xn) +
αn
N
I
)−1− (A′i(x̂∗) + αnN I)−1 =
=
(
A′i(xn) +
αn
N
I
)−1 [
A′i(x̂
∗)− A′i(xn)
] (
A′i(x̂
∗) +
αn
N
I
)−1
.
Therefore,∥∥∥∥(A′i(xn) + αnN I)−1 A′(x̂∗)
∥∥∥∥ ≤ ∥∥∥∥(A′i(x̂∗) + αnN I)−1 A′i(x̂∗)
∥∥∥∥
+
∥∥∥∥(A′i(xn) + αnN I)−1 [A′i(x̂∗)− A′i(xn)] (A′i(x̂∗) + αnN I)−1 A′i(x̂∗)
∥∥∥∥ .
From the last inequality and using Lemma 1.7 as well as assumption C1, we get∥∥∥∥(A′i(xn) + αnN I)−1 A′i(x̂∗)
∥∥∥∥ ≤ 2+ 2KNαn ‖en‖ . (3.6)
Combining (3.4), (3.5) and (3.6), one has∥∥∥ein∥∥∥ ≤ 2αn ‖vi‖N + 2K ‖vi‖ ‖en‖+ NK2αn ‖en‖2 . (3.7)
By (3.2) and (3.7), we obtain
‖en+1‖ = ‖xn+1− x̂∗‖ ≤ 1
N
N
∑
i=1
∥∥∥ein∥∥∥ ≤ 2αn ∑Ni=1 ‖vi‖N2
+
2K ∑Ni=1 ‖vi‖
N
‖en‖+ NK
2αn
‖en‖2 . (3.8)
Setting ωn =
N‖en‖
αn
and using assumption C3, from (3.8) we find
ωn+1 ≤ 2∑
N
i=1 ‖vi‖
N
(
αn
αn+1
)
+
2K ∑Ni=1 ‖vi‖
N
(
αn
αn+1
)
ωn +
K
2
(
αn
αn+1
)
ω2n
≤ 2ρ∑
N
i=1 ‖vi‖
N
+
2ρK ∑Ni=1 ‖vi‖
N
ωn +
Kρ
2
ω2n
= a+ bωn + cω
2
n, (3.9)
where
a =
2ρ∑Ni=1 ‖vi‖
N
, b =
2ρK ∑Ni=1 ‖vi‖
N
, c =
Kρ
2
.
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If ∑Ni=1 ‖vi‖ is small enough, then a, b will be small, hence
b+ 2
√
ac < 1,
2aα0
N
≤ r
(
1− b+
√
(1− b)2 − 4ac
)
. (3.10)
Now if x0 is sufficiently close to x̂
∗ then
ω0 =
N ‖e0‖
α0
=
N ‖x0 − x̂∗‖
α0
≤ M+ := (1− b+
√
(1− b)2 − 4ac)
2c
.
Lemma 1.8 applied to (3.9) ensures that
ωn :=
N ‖en‖
αn
≤ l := max {ω0,M−} , ∀n ≥ 0,
where M− =
(1−b−
√
(1−b)2−4ac)
2c =
2a
(1−b+
√
(1−b)2−4ac)/2c .
In particular,
‖xn+1− x̂∗‖ = ‖en+1‖ = ωn+1αn+1N ≤
lα0
N
. (3.11)
Observing that ω0α0N = ‖x0− x̂∗‖ ≤ r. From (3.10), we have
M−α0
N
=
2aα0
N
(
1− b+√(1− b)2 − 4ac) ≤ r.
Therefore, lα0N ≤ r, hence xn+1 ∈ Br(x̂∗). Thus, the estimate ωn ≤ l yields
‖en‖ = ωnαn
N
≤ lαn
N
= O (αn) .
The proof of Theorem 3.1 is complete.
Now, assume that Ai(x) = Fi(x)− fi and instead of (Fi, fi), we only have approxi-
mations
(
Fhi , f
δ
i
)
, such that ∥∥∥ f δi − fi∥∥∥ ≤ δ, (3.12)
and the operators Fhi , (i = 1, . . . ,N), are accretive on a real Banach space X and Fre´chet
differentiable in a closed ball Br(x̂
∗). Moreover, suppose that∥∥∥Fh′i (x)− Fh′i (y)∥∥∥ ≤ K ‖x− y‖ ∀x, y ∈ Br(x̂∗), i = 1, 2, . . . ,N. (3.13)
Also, assume that ∥∥∥Fhi (x̂∗)− Fi(x̂∗)∥∥∥ ≤ h, (3.14)∥∥∥Fh′i (x̂∗)− F′i (x̂∗)∥∥∥ ≤ h. (3.15)
Given a starting point x0 ∈ Br(x̂∗), we define a sequence {xn}:
A˜i(xn) +
αn
N
(xn − x0i ) + (A˜′i(xn) +
αn
N
I)(xin − xn) = 0, i = 1, 2, . . . ,N (3.16)
xn+1 =
1
N
N
∑
i=1
xin, n = 1, 2, . . . , (3.17)
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where A˜i(x) = F
h
i (x)− f δi . We define the stopping index N(δ, h) as
N(δ, h) = max
{
n : α2n ≥
δ+ h
η
}
, (3.18)
where η is a fixed parameter.
By the same argument as in the proof of Theorem 3.1, we come to the following esti-
mate for iteration (3.16) and (3.17)∥∥∥ein∥∥∥ ≤ 2αn ‖vi‖N + 2 ‖vi‖ ∥∥∥F′i (x̂∗)− Fh′i (xn)∥∥∥+ Nαn
∥∥∥Fh′i (xn)en − Fhi (xn) + f δ∥∥∥ (3.19)
From conditions (3.13) and (3.15), we have∥∥∥F′i (x̂∗)− Fh′i (xn)∥∥∥ ≤ ∥∥∥F′i (x̂∗)− Fh′i (x̂∗)∥∥∥+ ∥∥∥Fh′i (x̂∗)− Fh′i (xn)∥∥∥ ≤ h+ K ‖en‖ . (3.20)
And using conditions (3.12) and (3.14), we have∥∥∥Fh′i (xn)en − Fhi (xn) + f δ∥∥∥ ≤ ∥∥∥Fh′i (xn)en − Fhi (xn) + Fhi (x̂∗)∥∥∥+
+
∥∥∥Fhi (x̂∗)− Fi(x̂∗)∥∥∥+ ∥∥∥ f − f δ∥∥∥ ≤ K2 ‖en‖2 + h+ δ. (3.21)
Combining (3.19), (3.20), (3.21) and noting that ‖en+1‖ ≤ 1N ∑Ni=1
∥∥ein∥∥, we obtain
‖en+1‖ ≤
[
2∑Ni=1 ‖vi‖
N
(h+ αn) +
h+ δ
αn
]
+
2L∑Ni=1 ‖vi‖
N
‖en‖+ K
2αn
‖en‖2 . (3.22)
From (3.18) we get hαn ≤ αnη ≤ α0η. Setting ωn =
N‖en‖
αn
we can rewrite (3.22) as
ωn+1 ≤ αn
αn+1
[
2∑Ni=1 ‖vi‖
N
(
h
αn
+ 1
)
+
h+ δ
α2n
+
2L∑Ni=1 ‖vi‖
N
ωn +
K
2
ω2n
]
≤ ρ
[(
2∑Ni=1 ‖vi‖
N
(α0η + 1) + η
)
+
2K ∑Ni=1 ‖vi‖
N
ωn +
K
2
ω2n
]
= a+ bωn + cω
2
n,
where
a = ρ
(
2∑Ni=1 ‖vi‖
N
(α0η + 1) + η
)
, b =
2ρK ∑Ni=1 ‖vi‖
N
, c =
Kρ
2
.
Again, if ∑Ni=1 ‖vi‖ and η are small enough and x0 is sufficiently close to x̂∗, then ar-
guing similarly as in the proof of Theorem 3.1, we can conclude that xn+1 ∈ Br(x̂∗)
and ‖xn − x̂∗‖ = O (αn) for n = 1, 2, . . . ,N(δ, h). Thus, we come to the following
convergence result.
Theorem 3.2. Assume that the assumptionsC1-C3 hold for the exact operators Fi, i = 1, . . . ,N,
and conditions (3.12), (3.13), (3.14) and (3.15) are satisfied. If ∑Ni=1 ‖vi‖ is sufficiently small
and x0 is close enough to x̂
∗, then there holds the following estimate
‖xn − x̂∗‖ = O (αn) , n = 1, 2, . . . ,N(δ, h). (3.23)
Finally, taking into account the stopping rule (3.18), from Theorem 3.2 we obtain
the convergence rate for the parallel regularized Newton-type method (3.16)-(3.17) in
noisy data cases.
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Corollary 3.1. Assume that all conditions of Theorem 3.2 are fulfilled. Then
‖xn∗ − x̂∗‖ = O
(
δ1/2 + h1/2
)
, (3.24)
where n∗ = N(δ, h) + 1.
4. CONCLUSION
Most of existing solution methods for systems of ill posed operator equations deal with
Hilbert spaces. In this paper we investigate two parallel iterative regularization meth-
ods and a parallel regularized Newton-type method for solving systems of equations
involving m-accretive operators in Banach spaces. The convergence analysis of the
proposed methods in both free-noise and noisy data cases is provided.
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