ABSTRACT. We consider the incompressible Euler equations on R d , where d ∈ {2, 3}. We prove that: (a) In Lagrangian coordinates the real-analyticity radius (more generally, the Gevrey-class radius) is conserved, locally in time.
Introduction
The Euler equations for ideal incompressible fluids have two formulations, the Eulerian and the Lagrangian one (apparently both due to Euler [Eul57] ). In the Eulerian formulation the unknown functions are velocity and pressure, recorded at fixed locations in space. Their time evolution is determined by equating the rates of change of momenta to the forces applied, which in this case are just internal isotropic forces maintaining the incompressible character of the fluid. In the Lagrangian formulation the main unknowns are the particle paths, the trajectories followed by ideal particles which are labeled by their initial positions. The Eulerian and Lagrangian formulations are equivalent in a smooth regime in which the velocity is in the Hölder class C s , where s > 1. The particle paths are just the characteristics associated to the Eulerian velocity fields. In recent years it was proved [Che92, Gam94, Ser95, Sue11, GST12, Shn12, Nad13, FZ14, ZF14, CVW14] that the Lagrangian paths are time-analytic, even in the case in which the Eulerian velocities are only C s , with 1 < s < 2. This points to a remarkable difference in the Lagrangian and Eulerian behaviors, in the not-too-smooth regime.
In this paper we describe a simple but astonishing difference of behaviors in the analytic regime: The radius of analyticity is locally conserved in the Lagrangian formulation (Theorem 1.1), but deteriorates in the Eulerian one (Remark 1.2). Moreover, the Lagrangian formulation allows solvability in anisotropic classes, e.g. functions which have analyticity in one variable, but are not analytic in the others (Theorem 1.3). The Eulerian formulation is ill-posed in such functions spaces (Theorem 1.4).
Velocity in Lagrangian coordinates. We consider the Cauchy problem for the incompressible homogeneous Euler equations
u t + u · ∇u + ∇p = 0 (1.1) ∇ · u = 0 (1.2) u(x, 0) = u 0 (x) (1.3)
where (x, t) ∈ R d × [0, ∞), and d ∈ {2, 3}. In order to state our main results, we first rewrite the Euler equations in Lagrangian coordinates. Define the particle flow map X by
where t ≥ 0, and a ∈ R d is the Lagrangian label. The Lagrangian velocity v and pressure q are obtained by composing with X, i.e.,
The Lagrangian formulation of the Euler equations (1.1)-(1.3) is given in components by
where we have used the summation convention on repeated indices. The derivatives ∂ k are with respect to the label direction a k and Y k i represents the (k, i) entry of the matrix inverse of the Jacobian of the particle map, i.e., Y (a, t) = (∇ a X(a, t)) −1 .
We henceforth drop the index a on gradients, as it will be clear when the gradients are taken with respect to Lagrangian variables a or with respect to the Eulerian variable x. From (1.2) it follows that det(∇X) = 1, and thus, differentiating ∂ t X = v with respect to labels, and inverting the resulting matrix, we obtain
The closed system for (v, q, Y ) is supplemented with the initial conditions
where I is the identity matrix. In the smooth category, the Lagrangian equations (1.6)-(1.8) are equivalent to the Eulerian ones (1.1)-(1.3).
Vorticity in Lagrangian coordinates.
For d = 2 the Eulerian scalar vorticity ω = ∇ ⊥ · u is conserved along particle trajectories, that is, the Lagrangian vorticity ζ(a, t) = ω(X(a, t), t) obeys ζ(a, t) = ω 0 (a) (1.9) for t ≥ 0. The Lagrangian velocity v can then be computed from the Lagrangian vorticity ζ using the elliptic curl-div system
where ε ij is the sign of the permutation (1, 2) → (i, j). The equation (1.10) above represents the definition of the Lagrangian vorticity, while (1.11) represents the Lagrangian divergence-free condition. We note that in the two-dimensional case the right sides of (1.10)-(1.11) are time independent. For d = 3 the Eulerian vorticity vector ω = ∇ × u is not conserved along particle trajectories, and the replacement of (1.9) is the vorticity transport formula
(1.12)
Thus, in three dimensions elliptic curl-div system becomes
(1.14)
In order to make use of (1.13), we need to reformulate this identity so that the right side is time-independent, in analogy to the two-dimensional case. For this purpose we recall the Cauchy invariants [Cau27, ZF14] 
The identity (1.16) can also be obtained by multiplying (1.12) from the left with the matrix Y . Thus, for d = 3 we solve (1.14) and (1.16) for ∇v in terms of Y and ω 0 . Note that, as in the d = 2 case, this system has a right side which is time independent.
1.3. Isotropic and anisotropic Lagrangian Gevrey spaces. First we recall the definition of the Gevrey spaces. Fix r > d/2, so that H r (R d ) is an algebra (we may replace H r (R d ) with W r,p (R d ) for r > d/p and p ∈ (1, ∞). For a Gevrey-index s ≥ 1 and Gevrey-radius δ > 0, we denote the isotropic Gevrey norm by
where β ∈ N d 0 is a multi-index. When s = 1 this norm corresponds to the space of realanalytic functions, and δ represents the uniform radius of analyticity of f .
Similarly, given a coordinate j ∈ {1, . . . , d}, we define the anisotropic s-Gevrey norm with radius δ > 0 by
that is, among all multi-indices β with |β| = m, we only consider β = (β k ) with β k = mδ jk , where δ jk is as usual the Kronecker symbol. 
REMARK 1.2 (Decay of the Eulerian analyticity radius).
We recall from Remark 1.3 in [KV11b] that there exist solutions to (1.1)-(1.3) whose Eulerian real-analyticity radius decays in time. Consider the explicit shear flow example (cf. [DM87, BT10]) given by
which satisfies (1.1)-(1.2) with vanishing pressure in d = 3, for smooth f and g. For s = 1 we may for simplicity consider the domain to be the periodic box [0, 2π] 3 , and let
.
It is easily verified that the uniform in x 1 and x 2 real-analyticity radius of u(x, t) decays as 1/(t + 1) for t > 0.
The proof of Theorem 1.1 can be used to obtain the local existence and the persistence of the radius for anisotropic Gevrey spaces as well. THEOREM 1.3 (Solvability in Lagrangian anisotropic Gevrey spaces). Fix a direction j ∈ {1, . . . , d}, assume that v 0 ∈ H r+1 and that
for some index s ≥ 1 and radius δ > 0. Then there exists T > 0 and a unique solution
The above theorem does not hold in the Eulerian coordinates as shown by the next result. The fact that the Eulerian version of the theorem does not hold should not surprise, due to the isotropy and time-reversibility of the Euler equations. By contrast, the fact that the Lagrangian formulation keeps the memory of initial anisotropy is a puzzling fact. 1)-(1.3) is not real-analytic in x 1 , for any t ∈ (0, T ].
Ill-posedness in Eulerian anisotropic real-analytic spaces
In this section we prove Theorem 1.4. Here, all the derivatives are taken with respect to Eulerian variables. The idea of the proof is simple. We consider an initial vorticity that is supported in a horizontal strip around the x 1 axis and which is nonzero in the strip but very highly concentrated near the origin. We can construct it such that it is real analytic in x 1 , but obviously not real analytic in x 2 . We note that it is approximately a point vortex at the origin, and that its corresponding velocity is approximately a pure rotation. Then for short time, the Euler equations will evolve in such manner that the vorticity is supported in a slightly deformed but rotated strip. The rotation uncovers some of the points that were on the boundary of the original strip, making them points of vanishing vorticity, while covering others. Thus, on a horizontal line parallel with the x 1 axis, the vorticity instantly acquires an interval on which it must vanish, while it is not identically zero, and hence it cannot possibly continue to be real analytic with respect to x 1 .
In the detailed proof we first construct a function
such that the following properties hold:
(vi) ∂ α ω converges to 0 exponentially fast and uniformly in x 1 as x 2 → ±∞.
In order to simplify the presentation, we introduce the following notation: If ω is a function (or a measure) with a sufficient decay at infinity, denote
for k = 1, 2, . . ., where c 0 is a normalizing constant such that 2 (−1, 1) < 0. These inequalities for k sufficiently large indeed follow immediately once we observe that the sequence (2.4) is an approximation of identity, i.e., it converges to the Dirac mass δ 0 , while the velocity
corresponding to δ 0 satisfies (iii). Thus the construction of a velocity satisfying the properties (i)-(vi) is complete. Denote this velocity by u 0 and the corresponding vorticity ω 0 = curl u 0 . Now, consider the Euler equation
where, recall, u(ω) denotes the velocity computed from the vorticity ω via the Biot-Savart law. By the well-known properties of the Euler equation, the solution is smooth for all t > 0. By (ii) and (iii) and using the Lagrangian variables to solve the Euler equation, there exists t 0 > 0 with the following property: For every t ∈ (0, t 0 ), there exists a constant ε 1 (t) > 0 such that
On the other hand, by (iii) and (v), we obtain, by possibly reducing t 0 , that for every t ∈ (0, t 0 ) there exists a constant ε 2 (t) > 0 such that
The properties (2.5) and (2.6) contradict the tangential analyticity of ω(t) at x 2 = 1 for all t ∈ (0, t 0 ).
Local solvability in Lagrangian anisotropic Gevrey spaces
In this section we prove Theorem 1.3. For simplicity of the presentation, we give here the proof for d = 2. The proof carries over mutatis mutandis to d = 3, the only change arises from using (1.16) instead of (1.10). These details may be seen in Section 4, where the well-posedness in 3d isotropic Gevrey spaces is proven.
Fix s ≥ 1. Without loss of generality, the direction j ∈ {1, . . . , d} may be taken to be j = 1. Fix δ > 0 so that ∇v 0 ∈ G (1) s,δ with norm M , that is, the quantity
Recall that Y 0 = I. Fix T > 0, to be chosen later sufficiently small in terms of M , s, and δ. For m ≥ 0 we define
Note that in the norm (3.2) the velocity v does not appear without a gradient. Also, the power −1/2 of t appearing in (3.3) is arbitrary, in the sense that the proof works with any power in (−1, 0). First we bound ∇v from the approximate div-curl system (1.10)-(1.11), in terms of Y and ω 0 . Since ∂ m 1 commutes with curl and div, using the Helmholtz decomposition to estimate
Further, by appealing to (1.10)-(1.11), the Leibniz rule, and the fact that H r is an algebra, we obtain
Taking a supremum over t ∈ [0, T ] and using the notation (3.2)-(3.3), we obtain
for all m ∈ N, while for m = 0 we have
Note that we did not use here the evolution equation (1.6) for v, and have instead appealed to the Lagrangian vorticity conservation (1.10). In order to estimate the Z m 's we use the Lagrangian evolution (1.8) in integrated form, and obtain
for all t ∈ [0, T ]. Dividing by t 1/2 and taking a supremum over t ∈ [0, T ] it immediately follows from (3.6) that
Differentiating (3.6) m times with respect to the label a 1 , using the Leibniz rule, and the fact that H r is an algebra, we arrive at
Further, dividing by t 1/2 , taking a supremum over t ∈ [0, T ] and using the notation (3.2)-(3.3), we obtain
for some constant C > 0. From (3.5) and (3.7) we obtain that for any t ∈ (0, T ] we have
for some constant C 0 > 0, while the initial data obey
Here we used that in view of (3.6), as long as ∇v and Y are bounded in time, we have t −1/2 (Y (t) − I) ≈ t 1/2 → 0 as t → 0. By the continuity in time of V 0 (t) and Z 0 (t), it follows that there exists
This is a time of local existence in H r (R d ) for ∇v and a. At this stage, we assume that T obeys
and define
for all m ≥ 0. By (3.9)-(3.10) we have
Adding (3.4) and (3.8) we arrive at
for all m ≥ 1, for some positive constant C 1 ≥ 1. In view of (3.12) we may take
sufficiently small, such that
We thus obtain from (3.13) and (3.14) that
for all m ≥ 1. 1, and recalling the initial datum assumption (3.1), we arrive at
Here we used the discrete Young inequality ℓ 1 * ℓ 1 ⊂ ℓ 1 . In order to conclude the proof, we note that the initial values are ∇v 0 obeying (3.1), and Y 0 = I. Thus, at T = 0 we have
and in view of (3.16), if T is taken sufficiently small so that
we arrive at
In summary, we have proven that there exists T = T (M ) > 0, given by (3.11), (3.14), and (3.18), such that
for some constant C > 0. This concludes the proof of the a priori estimates needed to establish Theorem 1.3.
REMARK 3.1 (Justification of the a priori estimates). Here we show that by using an approximation argument we may rigorously justify inequality (3.20). Assume that the initial datum v 0 is real-analytic (e.g., a mollified approximation of the original datum) and it satisfies the inequality (3.17), i.e., 
Note that S m 0 is a continuous function of time and
Following the derivation in (3.16), we then obtain
for all t ≥ 0. By (3.22) and the continuity of S m 0 (t), we get
provided that T < T 1 is chosen to obey (3.11), (3.14), and (3.18). The bound (3.23) may be rewritten as
, with T as above. Finally, since m 0 ≥ 0 is arbitrary, from the monotone convergence theorem we obtain
Passing to zero in the mollification approximation completes the proof.
Local in time persistence of the Lagrangian Gevrey radius
In this section we prove Theorem 1.1. For simplicity of the presentation, we give here the proof for d = 3. Fix s ≥ 1 and δ > 0 so that ∇v 0 ∈ G s,δ with norm M , that is, the quantity
Fix T > 0, to be chosen later sufficiently small in terms of M , s, and δ. Similarly to the previous section for m ≥ 0 define
In order to estimate ∇v and its derivatives, we use the three-dimensional div-curl system (1.14) and (1.16) to write
From (4.5)-(4.4) we conclude that for α ∈ N 3 0 we have
Summing the above inequality over all multi-indices with |α| = m and taking a supremum over t ∈ [0, T ] we arrive at . Indeed, for (4.7) (the proof of (4.8) being analogous), we have by using the substitution γ = α − β for some constant C 0 > 0. As in the two-dimensional case, in order to bound Z m we appeal to the integral formula for Y (t) − I, namely (3.6). We apply ∂ α to identity (3.6), sum over all multi-indices with |α| = m, divide the resulting inequality by t 1/2 and take a supremum over t ∈ [0, T ]. By appealing to (4.7) and (4.8), similarly to (3.8) we obtain for some constant C > 0. This concludes the proof of the a priori estimates needed to establish Theorem 1.1.
