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MANIFOLDS WITH INFINITE DIMENSIONAL GROUP OF
HOLOMORPHIC AUTOMORPHISMS AND THE LINEARIZATION
PROBLEM
FRANK KUTZSCHEBAUCH
Abstract. We overview a number of precise notions for a holomorphic automorphism
group to be big together with their implications, in particular we give an exposition
of the notions of flexibility and of density property.
These studies have their origin in the famous result of Anderse´n and Lempert
from 1992 proving that the overshears generate a dense subgroup in the holomorphic
automorphism group of Cn, n ≥ 2. There are many applications to natural geometric
questions in complex geometry, several of which we mention here.
Also the Linearization Problem, well known since the 1950s and considered by
many authors, has had a strong influence on those studies. It asks whether a compact
subgroup in the holomorphic automorphism group of Cn is necessarily conjugate to
a group of linear automorphisms. Despite many positive results, the answer in this
generality is negative as shown by Derksen and the author. We describe various
developments around that problem.
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1. Introduction
The holomorphic and at the same time algebraic automorphism group of the complex
line C consists of invertible affine maps z 7→ az + b, a ∈ C⋆, b ∈ C. It is a complex Lie
group generated by the translations z 7→ z + b and the rotations z 7→ az.
It is a classical fact that Cn for n ≥ 2 has infinite dimensional groups of algebraic and
of holomorphic automorphisms. Indeed, maps of the form
(1.1) (z1, . . . , zn) 7→ (z1, . . . , zn−1, zn + f(z1, . . . , zn−1)),
where f ∈ O(Cn−1) is an arbitrary polynomial or holomorphic function of n − 1 vari-
ables, are automorphisms. They can be viewed as time-1 maps of the vector field
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θ = f(z1, . . . , zn−1)
∂
∂zn
. In complex analysis (when f is holomorphic) such an auto-
morphism is called a shear and such a vector field is called a shear field. If f is a
polynomial the complex analysts call the automorphism a polynomial shear, whereas in
affine algebraic geometry it is called an elementary automorphism. The geometric idea
behind this automorphism is to look at Cn as a trivial line bundle over Cn−1 and per-
forming a translation in each of the fibers of that line bundle, that depends polynomially
or holomorphically on the base point. In the same way one can use rotations depending
on the base point
(1.2) (z1, . . . , zn) 7→ (z1, . . . , zn−1, f(z1, . . . , zn−1) · zn),
where f ∈ O∗(Cn−1) is a nowhere vanishing holomorphic function. By simple connected-
ness of Cn−1 the function f is the exponential f = eg of some holomorphic g ∈ O(Cn−1).
Again such an automorphism is the time-1 map of a complete(ly integrable) holomorphic
vector field θ = g(z1, . . . , zn−1)zn
∂
∂zn
. These automorphisms are called overshears and
the corresponding vector fields overshear fields. This notion is not relevant for affine
algebraic geometry, since nowhere vanishing polynomials on affine space are constant.
These maps together with affine automorphism are the first obvious candidates for a
generating set of the group of holomorphic automorphisms Authol(C
n). We will come
to this point in the next section.
The content of our article is an account of the holomorphic side of the problem of
understanding the automorphism group of affine space and understanding how to detect
affine space among manifolds.
The attempts of getting a better understanding and possibly some structure theorems
for the infinite dimensional groups Authol(C
n) and Autalg(C
n) started earlier in the
algebraic case than in the holomorphic category. We present some of the the known
results in the next section.
One attempt of better understanding these groups was the Linearization Problem
asking about the ways a reductive (for example a finite) group can act on Cn. Or
equivalently, how to find all subgroups of the algebraic or the holomorphic automorphism
group of Cn isomorphic to a given reductive group G. The conjectured answer was that
all such groups are conjugated into the group of linear transformations GLn(C).
Another intriguing question is whether this rich group of holomorphic or algebraic au-
tomorphisms can be used to characterize affine space Cn holomorphically among Stein
manifolds or algebraically among smooth affine algebraic varieties, i.e., subsets of CN
given by finitely many polynomial equations. Remember that a Stein manifold is by
definition a complex manifold that is holomorphically convex and holomorphically sep-
arable. Let be reminded that by the Bishop–Remmert embedding theorem any Stein
manifold is a closed complex submanifold of some CN given by finitely many holomor-
phic equations. Thus Stein manifolds are the natural holomorphic analogue of affine
algebraic manifolds. Surprisingly both problems Linearization and characterization of
Cn are intimately related which is the reason why we present them both here.
It was understood since a long time that in order to solve the Linearization Problem
one needs to be able to characterize Cn. Most easily this is seen at the example of the
famous Zariski Cancellation Problem (see Problem 5.11) (the author learned this from
Hanspeter Kraft, who says that several people knew it). Suppose X ×C is algebraically
isomorphic (resp. biholomorphic) to Cn+1 where X is not algebraically isomorphic
(resp. biholomorphic) to Cn. Then the action of the group of 2 elements generated by
σ : X × C → X × C (x, t) 7→ (x,−t) acts on Cn+1 ∼= X × C with a fixed point set
X not algebraically isomorphic (resp. biholomorphic) to Cn. Thus this action cannot
be conjugate to a linear action since the fixed point sets of linear actions are affine
spaces. Thus to answer the linearization question to the positive it is necessary to
solve Zariski’s Cancellation Problem to the positive and this in turn would most likely
require a certain characterization of Cn. More information in this direction can be
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found in section 2 and subsection 5.4. When looking for a such a characterization of
Cn a natural attempt is to use the automorphism group. It is a general phenomenon in
mathematics and nature that highly symmetric objects are rare and such objects often
can be characterized by their symmetries. As an instance in our subject one can name
the fact that among bounded domains the unit ball B := {z = (z1.z2, . . . , zn) ∈ C
n :
|z1|
2+ |z2|
2+ . . .+ |zn|
2 < 1} can be characterized among bounded strictly pseudoconvex
domains by the dimension of its holomorphic automorphism group. Now the algebraic
and holomorphic automorphism groups of are large, at least infinite dimensional as
we saw above. What would be a natural ”largeness” condition which is exclusively
satisfied by the holomorphic automorphism group of Cn. The search for structure on
Authol(C
n) lead to a nice guess, the density property (see the Varolin Toth Conjecture
5.12). More precisely, Anderse´n and Lempert proved a remarkable result which was
further developed by Forstnericˇ and Rosay to the so called Anderse´n-Lempert Theorem
2.5. This result shows in a precise way how big Authol(C
n) is. The crucial ingredient of
the Anderse´n-Lempert Theorem (sometimes called the Anderse´n-Lempert Lemma) was
then naturally generalized by Varolin to the notion of density property. Now the search
for Stein manifolds with this property started and it is still not clear at the moment
whether this property (together with an obvious condition having the right structure as a
differentiable manifold) characterizes Cn. The Anderse´n-Lempert Theorem in turn was
used to construct non-straightenable holomorphic embeddings which then in turn led to
the counterexamples to Holomorphic Linearization described in the last section. Thus
the attempt of finding structure led to the study of largeness properties of Authol(C
n)
and a nice application of the theory to embedding questions finally led to the negative
solution of the Linearization Problem. The details of this construction based on the
ingenious trick of Asanuma are described in subsection 5.3.
Thus one concrete question pointing in the direction of characterizing affine space,
was solved to the negative by another (not yet finished) attempt of charactering affine
space. Welcome to the story.
The article is organized as follows. In Section 2 we give an account of the knowledge
about the algebraic and holomorphic automorphism groups of affine space Cn. The no-
tions of density property and flexibility are explained in Section 3 together with their
implications, most prominent for the density property this is the Anderse´n-Lempert
Theorem 3.2 and for flexibility this is the Oka principle 3.2.1. In Section 4 we give a list
of beautiful applications of the theory behind these notions to natural geometric prob-
lems. In Section 5 we turn to the Holomorphic Linearization Problem. After explaining
basic notions like the categorical quotient in Section 5.1. we go through the history in
Section 5.2.. In Section 5.3. we explain one of the most spectacular applications of num-
ber (2) in the list of applications from Section 4: The counterexamples to Holomorphic
Linearization found by Derksen and the author. In Section 5.4. we relate these coun-
terexamples to famous Zariski Cancellation Problem and other long standing problems.
In Section 5.5. we explain recent positive results on Holomorphic Linearization which
very heavily point to the conjecture that the method of constructing counterexamples
explained in Section 5.3. is the only possible method.
We wish to thank the referee for a careful reading of the manuscript and giving
valuable advice to improve the presentation.
2. Complex Affine Space
From now on n ≥ 2. As we have seen in the introduction there are plenty of polynomial
automorphisms of Cn given by formula (1.1). Together with the affine automorphisms
Aff(Cn) consisting of maps Z 7→ AZ + b, where A ∈ GLn(C) and b ∈ C
n, they generate
the group Tame(Cn) of tame automorphisms. Remark that using conjugation with
linear automorphisms permuting the coordinates we see that all automorphisms of the
form (1.1) with any other variable zi playing the role of zn are contained in the group
Tame(Cn) of tame automorphisms. The natural question arising is whether all algebraic
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automorphisms are tame automorphisms, i.e., is Autalg(C
n) = Tame(Cn)? Suggesting
a positive answer to that question this was known under the name ”Tame Generator
Conjecture”. The conjecture was supported by the classical positive answer for C2
Theorem 2.1 (Jung 1942 [Jun42]). Tame(C2) = Autalg(C
2).
However already in 1972 Nagata proposed a candidate for a counterexample in C3,
now well known under the name Nagata automorphism.
(2.1) (z1, z2, z3) 7→ (z1 − 2(z1z3 + z
2
2)z2 − (z1z3 + z
2
2)
2z3, z2 + (z1z3 + z
2
2)z3, z3)
In order to see that this map is invertible it helps to observe that it preserves the
polynomial u = z1z3 + z
2
2 .
It took until 2003 when Umirbaev and Shestakov [SU03] were able to confirm that
the Nagata automorphism is not tame. The Tame Generator Conjecture is still open for
n ≥ 4. In particular the Nagata automorphism is stably tame [Smi89] more precisely
the extension of the Nagata automorphism to C4 by mapping the fourth coordinate to
itself is a tame automorphism of C4..
Let us also name a classical structure result for the algebraic automorphism group
Autalg(C
2) of C2. To formulate it we introduce the group of triangular or elementary
automorphisms, also called the de Jonquie`res group:
(2.2) Jonq(Cn) = {(ϕ = (ϕ1, . . . , ϕn) ∈ Autalg(C
n) : ϕi = ϕi(z1, . . . , zi)}
Theorem 2.2 (van der Kulk 1953 [vdK53]). The group Autalg(C
2) is a free amalga-
mated product of the group of affine automorphisms Aff(C2) and the group of elementary
automorphisms Jonq(C2) over their intersection.
Inspired by the algebraic results and the Tame Generator Conjecture W. Rudin to-
gether with P. Ahern proved the analogous structure result in the holomorphic category.
Here the group generated by holomorphic shears (see equation (1.1)), overshears (see
equation (1.2)) and affine automorphisms is called the overshear group Osh(Cn). The
definition of the holomorphic de Jonquie`res group Jonqhol(C
n) is clear. For convenience
of the reader we write their members for C2
(z, w) 7→ (az + b, ef(z)w + g(z))
where a ∈ C∗, b ∈ C are numbers and f, g ∈ O(C) holomorphic functions.
Theorem 2.3 (Ahern, Rudin [AR95]). The group Osh(C2) is a free amalgamated prod-
uct of Aff(C2) and Jonqhol(C
2) over their intersection.
Similar structure results for higher dimensions n ≥ 3 do not hold. We invite the reader
to write the identity automorphism as a non-trivial product of triangular and affine
automorphisms. Only for two dimensional affine manifolds similar structure results are
known. For example automorphism groups of Danielewski surfaces admit structures
of free amalgamated products. Danielewski surfaces are the surfaces given by D :=
{(u, v, z) ∈ C3 : uv = f(z)}, where f is either a polynomial or a holomorphic function
with simple zero’s only. This condition of simple zeros ensures the smoothness of the
corresponding affine algebraic variety (resp. Stein manifold). In the algebraic category
these structure results are due to Makar-Limanov [ML90] and in the holomorphic to
Andrist, Lind and the author [AKL15], see these reference for relevant definitions of the
involved groups in the amalgamated product structure.
Rudin very much promoted the analogue of the Tame Generator Conjecture in the
holomorphic category. Is Osh(Cn) = Authol(C
n)?
In their seminal paper Anderse´n and Lempert [AL92] gave two answers to this ques-
tion, the first of them solving the problem in the negative has not been of much future
importance. The group Authol(C
n) is a topological group when equipped with the topol-
ogy of uniform convergence on compacts, the usual c.-o.-topology. The following metric
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d on Authol(C
n) induces this topology and makes this topological space a complete
metric space, i.e., a Freche´t space ([AL92] Proposition 6.4.).
For Ψ,Φ ∈ Authol(C
n), and r = 1, 2, . . . put
dr(Ψ,Φ) = max{max
|z|≤r
|Φ(z)−Ψ(z)|,max
|z|≤r
|Φ−1(z)−Ψ−1(z)|},
d(Ψ,Φ) =
∞∑
r=1
min(1, dr(Ψ,Φ))2
−r
(2.3)
Theorem 2.4. For all n ≥ 2 the overshear group Osh(Cn) is meagre in Authol(C
n).
Interestingly for n ≥ 3 no concrete holomorphic automorphism is known which is not
contained in Osh(Cn). It is for example not known whether the Nagata automorphism
from formula (2.1) is contained in Osh(C3). In dimension 2 it follows easily from the
structure Theorem 2.3 that automorphisms of the form
(z1, z2) 7→ (e
f(z1z2)z1, e
−f(z1z2)z2)
are not contained in Osh(C2) [And90], [KK96].
The second answer Anderse´n and Lempert gave to Rudin’s question is of great value,
it has been the starting point of an enormous development leading to many beautiful
results of geometric nature in complex analysis. This still extremely active area will be
described in the next section.
Theorem 2.5. For all n ≥ 2 the overshear group Osh(Cn) is dense in Authol(C
n) with
respect to the c.-o.-topology.
This exemplifies the fact that finite compositions are not the appropriate notion for
complex analysis when it comes to infinite dimensional automorphism groups. Rather
limits of finite compositions are the appropriate notion.
Finally let us come to the Holomorphic Linearization Problem that was long standing
and could be solved only with the methods of the area which is described in the next
section and which was started by the seminal paper of Anderse´n and Lempert [AL92].
In what follows G will be a complex reductive group. For us a complex reductive group
G is a complex Lie group which is the universal complexification G = KC of its maximal
compact subgroup K. Examples of such groups are GLn(C) = U
C
n , SLn(C) = SU
C
n or
even unconnected groups like On(C) which has 2 connected components. Even finite
groups are most interesting (which by definition are the universal complexification of
themselves). Suppose a reductive group G is acting (effectively) holomorphically on
Cn, n ≥ 2, in other words, let a holomorphic (injective) group homomorphism G →֒
Authol(C
n) be given.
Problem 2.6 (Holomorphic Linearization Problem). [Huc90]
Does there exist a holomorphic change of variables α ∈ Authol(C
n) such that α◦G◦α−1
is linear?
If the answer is positive, we say the action is linearizable. The problem can be equiv-
alently formulated for compact (real-analytic Lie) groups instead due to the following
result of the author. Using the discussion about completeness of vector fields at the
beginning of section 3.1.1 one can generalize this result from Cn to any Stein manifold
with the density property.
Theorem 2.7. [Kut98] If a real Lie group H acts on Cn by holomorphic transforma-
tions, then this action extends (uniquely) to a holomorphic action of the complexification
HC.
Thus an action of a compact group K extends to an action of the reductive group
G = KC and is linearizable, iff the action of G is. This follows directly from the identity
principle for holomorphic mappings since K is totally real of maximal dimension in G.
6 FRANK KUTZSCHEBAUCH
As a sort of curiosity, it also follows from the above theorem that the real Lie groups
S˜Lk(R) for k ≥ 2 (the universal covering of SLk(R)) cannot act effectively on C
n since
they are not injective into their universal complexifications SLk(C).
The linearization question in the algebraic setting is classical and has drawn much at-
tention. We don’t want to go into these details, we just want to explain the counterexam-
ples to the Algebraic Linearization Problem first constructed by Gerald Schwarz [Sch89].
They are known as G-vector bundles over representations. A representation is a Ck with
a linear action (representation) of G, i.e., a group homomorphism α : G→ GLk(C). By
the Quillen-Suslin solution to the Serre question, every algebraic vector bundle (say of
rank l) over Ck is trivial, i.e., isomorphic to Ck × Cl → Ck. Now we require the linear
G-action on the base Ck to lift to the total space as vector bundle automorphisms. This
means there is a map β : G × Ck → GLl(C) such the action of G on the total space
Cn = Ck × Cl of the bundle, which is a map G × (Ck × Cl) → (Ck × Cl), will be given
by the formula
(2.4) (g, (z, w)) 7→ (α(g) · z, β(g, z) · w)
and the · is multiplication of a vector by a matrix. Clearly the map β has to satisfy some
obvious rules coming from the requirements of a group action. The only non-linearity
in this sort of action is the dependence of the map β on the “base point” z. A concrete
example used by G. Schwarz is the following:
Example 2.8. We will construct a non-linearizable action of the group G = C∗×O2(C) on
C4. For that we consider C4 as a trivial vector bundle of rank 2 over C2. First we describe
the action of O2(C) ∼= SO2(C) ⋊ Z/2Z ∼= C
⋆ ⋊ Z/2Z by vector bundle automorphisms
of the trivial vector bundle. For that let λ denote the variable in SO2(C) ∼= C
⋆ and σ
the generator of Z/2Z. Then the action of λ on the trivial vector bundle C2 × C2 with
coordinates ((x, y), (u, v)) is given by
(λ, (u, v), (x, y)) 7→ ((λ2u, λ−2v), (λ3x, λ−3y))
and the action of σ is given by
((u, v), (x, y)) 7→ ((u, v), ((1 + uv + (uv)2)y − v3x, u3y + (1− uv)x))
The action of SO2(C) is linear however the element σ makes this bundle non-trivial as
an O2(C)-bundle. The action of the additional factor C
⋆ in G is just the multiplication
in the fibre. This has the consequence, that a C⋆-equivariant isomorphism is nothing
than a bundle isomorphism. Since there is no linearization of the SO2(C)-action by
bundle isomorphisms, we have a non-linearizable action of G. The reader is invited to
linearize the bundle, and thus the action, holomorphically by explicit formulas involving
the exponential function.
Already Schwarz mentioned that this particular action is holomorphically lineariz-
able. This is an instance of a more general result described in section 5, based on the
Equivariant Oka Principle (Theorem 5.6.). Let us just finish the discussion of the Al-
gebraic Linearization Problem by saying that there are non-linearizable actions of all
semi-simple groups, that no counterexamples for abelian groups are known yet, and that
actions of connected reductive groups on C2 and on C3 [KR14] are known to be lineariz-
able. For C2 this follows classically from Theorem 2.2. The most striking case was
that of C∗-actions on C3, a result with very indirect proof [KKMLR97]. First came the
classification of all contractible affine algebraic 3-folds with C∗-action. Then it remained
to prove that some of those varieties, which if they were isomorphic to C3 would carry
a non-linearizable action, are in fact not isomorphic to C3. The most famous example
is the so called Koras-Russell cubic threefold defined by the equation
(2.5) MKR := {(x, y, s, t) ∈ C
4 : x+ x2y + s2 + t3 = 0}
It was Makar-Limanov who could distinguish this variety algebraically from C3 by
inventing his famous Makar-Limanov invariant [ML96].
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We will continue this discussion of the Linearization Problem in the last section, but
then concentrating more on the holomorphic setting.
3. Notions for the largeness of an automorphism group
A natural way of saying that Authol(X) of a complex manifold is large is that it
is infinite-dimensional. This is by definition the case if the Lie algebra (and equiv-
alently the vector space) generated by R-complete holomorphic vector fields on X is
infinite-dimensional. This condition is equivalent to the impossibility of introducing on
Authol(X) a topology with respect to which it becomes a Lie transformation group (pos-
sibly, with uncountably many connected components) in the sense of Palais ([Pal57], p.p.
99, 101, 103). In particular, in this case Authol(X) is not a Lie group in the compact-
open topology and not even locally compact (see [MZ74], p. 208).
The notions we will introduce in this section are much stronger (or more precise) and
imply the infinite-dimensionality of the holomorphic automorphism group. For example
consider the manifold X = D × C which is the product of the unit disc D = {z ∈ C :
|z| < 1} with the complex line. It has an infinite-dimensional group of holomorphic
automorphisms. Indeed it contains the shear-like maps (z, w) 7→ (z, f(z) + w) for all
holomorphic functions f ∈ O(D). On the other hand this manifold does not have the
notions we will introduce in this chapter, it does not have the density property and is not
holomorphically flexible. The same holds true for the direct product of any Kobayashi
hyperbolic manifold with C.
Another class of examples of manifolds with infinite-dimensional holomorphic au-
tomorphism group are homogeneous Stein manifolds of dimension ≥ 2 as proved by
Huckleberry and Isaev [HI09]. In contrary to the example D×C, it seems possible that
the Stein homogeneous spaces of dimension ≥ 2, except possibly (C⋆)n, all have the
density property. If one assumes that the homogeneous space is affine algebraic (instead
of assuming Stein) this is a recent result of Kaliman and the author, see Example (1) in
the list of examples with density property from subsection 3.1.2.
3.1. Density property. Considering a question promoted by Walter Rudin, Anderse´n
and Lempert in 1992 [AL92] proved a remarkable fact about the affine n-space n ≥ 2,
namely that the group generated by shears (maps of the form
(z1, . . . , zn) 7→ (z1, . . . , zn−1, zn + f(z1, . . . , zn−1))
where f ∈ O(Cn−1) is a holomorphic function and any linear conjugate of such a map)
and overshears (maps of the form
(z1, . . . , zn) 7→ (z1, . . . , zn−1, zng(z1, . . . , zn−1))
where g ∈ O∗(Cn−1) is a nowhere vanishing holomorphic function (and any linear con-
jugate of such a map) are dense in holomorphic automorphism group of Cn, endowed
with compact-open topology.
The main importance of their work was not the mentioned result but the proof itself
which implies, as observed by Forstnericˇ and Rosay in [FR93] forX = Cn, the remarkable
Anderse´n–Lempert theorem, see below. The natural generalization from Cn to arbitrary
manifolds X was made by Varolin [Var01] who introduced the important notion of the
density property.
3.1.1. Definition and main features. Recall that a holomorphic vector field Θ on a com-
plex manifold X is called complete or completely integrable if the ODE
d
dt
ϕ(x, t) = Θ(ϕ(x, t))
ϕ(x, 0) = x
has a solution ϕ(x, t) defined for all complex times t ∈ C and all starting points x ∈ X.
It gives a complex one-parameter subgroup in the holomorphic automorphism group
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Authol(X) (by definition this is a holomorphic group homomorphism C → Authol(X))
whose elements ϕt = ϕ(·, t) : X → X we call flow maps or time-t-maps of the field Θ.
We will denote the set of completely integrable holomorphic vector fields by CVFhol(X)
and the smallest Lie algebra containing a subset A of the Lie algebra of all vector fields
on X will be denoted by Lie(A). We call it the Lie algebra generated by A.
A remark about completeness of vector fields is in order. The just defined notion is
usually called C-complete. When the above ODE has a solution for all real times t ∈ R
a field is called R-complete and when it has a solution for positive real times, the field
is called R+-complete. On Kobayashi hyperbolic manifolds, for example the unit ball
in Cn, no R-complete field can be C-complete, since entire holomorphic maps to such
manifolds are constant. Also on the unit ball, there exist R+-complete holomorphic
fields which are not R-complete, e.g., the Euler vector field contracting the ball to zero.
In contrast to this situation one could define the density property (next definition)
using R-complete holomorphic vector fields and derive the fact that on Stein manifolds
with the density property any R-complete holomorphic vector field is automatically
C-complete. The main ingredient in the proof of this fact is that on Stein manifolds
with density property bounded plurisubharmonic functions are constant (see property
(1) of Stein manifolds with DP at the end of this subsection). Thus by the theorem in
[AFR00] even all R+-complete holomorphic fields on such manifolds are automatically C-
complete. This is the reason why we use the simplified notion ”complete” or ”completely
integrable” holomorphic vector field. Following the reasoning along these lines one can
prove that Theorem 2.7 is holds true when Cn is replaced by any Stein manifold with
density property.
Definition 3.1. A complex manifold X has the density property (for short DP) if in
the compact-open topology the Lie algebra Lie(CVFhol(X)) generated by completely
integrable holomorphic vector fields on X is dense in the Lie algebra VFhol(X) of all
holomorphic vector fields on X.
The density property is a precise way of saying that the automorphism group of a
manifold is big, in particular for a Stein manifold this is underlined by the main result
of the theory (see [FR93] for Cn, [Var01], a detailed proof can be found in the Appendix
of [Rit13] or in [For17]).
Theorem 3.2 (Anderse´n-Lempert Theorem). Let X be a Stein manifold with the
density property and let Ω be an open subset of X. Suppose that Φ : [0, 1]×Ω→ X is a
C1-smooth map such that
(1) Φt : Ω→ X is holomorphic and injective for every t ∈ [0, 1],
(2) Φ0 : Ω→ X is the natural embedding of Ω into X, and
(3) Φt(Ω) is a Runge subset
1 of X for every t ∈ [0, 1].
Then for each ǫ > 0 and every compact subset K ⊂ Ω there is a continuous family,
α : [0, 1]→ Authol(X) of holomorphic automorphisms of X such that
α0 = id and |αt − Φt|K < ǫ for every t ∈ [0, 1]
Moreover, given a collection A of completely integrable vector fields such that Lie(A) is
dense in VFhol(X), the automorphisms αt can be chosen to be finite compositions of flow
maps of vector fields from the collection A.
Philosophically one can think of the density property as a tool for realizing local
movements by global maps (automorphisms). In some sense it is a substitute for cutoff
functions which in the differentiable category are used for globalizing local movements.
In the holomorphic category we of course lose control on automorphisms outside the
compact set K. This makes constructions more complicated. Nevertheless constructing
1Recall that an open subset U of X is Runge if any holomorphic function on U can be approximated
by global holomorphic functions on X in the compact-open topology. Actually, for X Stein by Car-
tan’s Theorem A this definition implies more: for any coherent sheaf on X its section over U can be
approximated by global sections.
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sequences of automorphisms by iterated use of the Anderse´n-Lempert theorem has led
to remarkable applications.
Let us further remark that the implications of the density property for manifolds
which are not Stein have not been explored very much yet. If the manifold is compact
all (holomorphic) vector fields are completely integrable, the density property trivially
holds and thus cannot give any further information on the manifold.
Remark 3.3. Anderse´n and Lempert proved that every algebraic vector field on Cn is a
finite sum of algebraic shear fields (fields of form p(z1, . . . zn−1)
∂
∂zn
for a polynomial p ∈
C[Cn−1] and their linear conjugates, i.e., fields whose one-parameter subgroups consist
of shears, see equation (1.1)) and overshear fields (fields of form p(z1, . . . zn−1)zn
∂
∂zn
for
a polynomial p ∈ C[Cn−1] and their linear conjugates, i.e., fields whose one-parameter
subgroups consist of overshears, see equation (1.2)). Here an algebraic vector field is
an algebraic section of the tangent bundle, for example on Cn it can be written as∑n
i=1 pi(z1, . . . , zn)
∂
∂zi
with polynomials pi ∈ C[C
n].
Since algebraic vector fields are dense in c.-o.-topology in the holomorphic vector
fields, their result shows that Cn has the density property (they do not even need Lie
brackets). Together with the simple fact that any holomorphic automorphism of Cn
can be joined to the identity by a smooth path, this shows how the Anderse´n-Lempert
theorem implies that the group Osh(Cn) is dense in the holomorphic automorphism
group of Cn, (Theorem 2.5 above).
Definition 3.4. An affine algebraic manifold X has the algebraic density property
(for short ADP) if the Lie algebra Lie(CVFalg)(X) generated by completely integrable
algebraic vector fields on it coincides with the Lie algebra VFalg(X) of all algebraic
vector fields on it.
The algebraic density property for affine algebraic manifolds can be viewed as a tool
to prove the density property, whereas the ways of proving it are purely algebraic work.
Since on an affine algebraic manifold the algebraic vector fields are dense in c.o.-topology
in the holomorphic vector fields, the algebraic density property implies the density prop-
erty: ADP =⇒ DP.
If an algebraic vector field is completely integrable, its flow gives a one parameter sub-
group in the holomorphic automorphism group not necessarily in the algebraic automor-
phism group. For example, a polynomial overshear field of the form p(z1, . . . , zn−1)zn
∂
∂zn
has the flow map γ(t, z) = (z1, . . . , zn−1, exp(tp(z1, . . . , zn−1))zn). This is the reason that
the study of the algebraic density property is in the intersection of affine algebraic ge-
ometry and complex analysis. It is an algebraic notion, proven using algebraic methods,
but has implications for the holomorphic automorphism group.
3.1.2. Criteria and Examples. The first example of a manifold with the density prop-
erty was Cn as explained above. Then Varolin himself found many examples [Var00]
and together with Toth he proved that semi-simple complex Lie groups and certain ho-
mogeneous spaces of them have DP. Their proofs rely on results from representation
theory and are therefore not applicable in a more general context. Later Kaliman and
the author found very effective criteria to prove DP, see e.g. [KK08a], [KK17]. We will
explain one of them now. The idea has two steps.
STEP1: This crucial step is a way of finding a submodule in VFhol(X) contained in
the closure of Lie(CVFhol(X)). That is highly non-trivial, the main idea is the following:
Definition 3.5. A compatible pair is a pair (ν, µ) of complete holomorphic vector fields
such that the closure of the linear span of the product of the kernels ker ν kerµ contains
a non-trivial ideal I ⊂ O(X) and there is a function h ∈ O(X) with ν(h) ∈ ker ν \ 0
and h ∈ ker µ. The biggest ideal I with this property will be called the ideal of the pair
(ν, µ).
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Lemma 3.6. Let (ν, µ) be a compatible pair, and let I be its ideal and h its func-
tion. Then the submodule of VFhol(X) given by Iν(h)µ is contained in the closure of
Lie(CVFhol(X)).
Proof. Let f ∈ ker ν and g ∈ kerµ, then fν, fhν, gµ, ghµ ∈ CVFhol(X). A standard
calculation shows
[fν, ghµ]− [fhν, gµ] = fgν(h)µ ∈ Lie(CVFhol(X)).
Thus an arbitrary element
∑N
i=1(figi)ν(h)µ ∈ span(ker ν ker µ)ν(h)µ with fi ∈ ker ν
and gi ∈ kerµ is contained in Lie(CVFhol(X)) which concludes the proof. 
STEP 2: Once some submodules are found, simple transitivity creates more of them
as follows:
Definition 3.7. Let p ∈ X. A set U ⊂ TpX is called generating set for TpX if the orbit
of U under the induced action of the stabilizer Authol(X)p contains a basis of TpX.
Proposition 3.8. Let X be a Stein manifold such that Authol(X) acts transitively on
X. Assume that there are holomorphic vector fields v1, ..., vn ∈ VFhol(X) which generate
a submodule O(X)vi that is contained in the closure of Lie(CVFhol(X)) and assume that
there is a point p ∈ X such that the tangent vectors vi(p) ∈ TpX are a generating set
for the tangent space TpX. Then X has DP.
Proof. The basic observation is that the change of variables does not effect the com-
plete integrability of a vector field and commutes with the operations of forming the
Lie bracket and the sum of vector fields. Thus for any holomorphic automorphism
α ∈ Authol(X) we have α
∗(CVFhol(X)) = CVFhol(X) and α
∗(Lie(CVFhol(X))) =
Lie(CVFhol(X)) (and the same for the closure). Also if L is a submodule of VFhol(X)
(as O(X) module), then α∗(L) is again a submodule.
We may assume that the vectors vi(p) contain a basis of TpX. Indeed, the vectors
vi(p) are a generating set of TpX. Thus after adding some pullbacks of some vector
fields vi by automorphisms in the stabilizer Authol(X)p we get the desired basis of TpX.
Let A ⊂ X be the analytic subset of points where the vectors vi(a) do not span the
whole tangent space TaX. Let K ⊂ X be a compact set. After replacing K by its O(X)
-convex hull we may assume that K is O(X)-convex. Let Y be a neighborhood of K
which is Stein and Runge, and moreover such that the closure of Y is compact. After
adding finitely many pullbacks of the vi by automorphisms to the collection of vector
fields v1, ..., vn we get that Y ∩A = ∅. Indeed, since the closure of Y is compact, Y ∩A is
a finite union of irreducible analytic subsets. Let A0 ⊂ A be an irreducible component
of maximal dimension. Pick any a ∈ A0 and ϕ ∈ Authol(X) such that ϕ(a) ∈ Y \ A.
Since the vectors vi(ϕ(a)) span the tangent space Tϕ(a)X the vectors (ϕi)(a) span the
tangent space TaX. Thus after adding some of the pull backs to v1, ..., vn the component
A0∩Y is replaced by finitely many components of lower dimension. Repeating the same
procedure, inductively we get after finitely steps a list of complete vector fields v1, ..., vN
such that A ∩ Y = ∅. By the Nakayama lemma they generate the stalk of the tangent
sheaf at each point in Y . By standard results in the theory of coherent O-module sheaves
on Stein manifolds, the sum of the corresponding modules O(X)vi approximates every
holomorphic vector field on the compact K. Thus by the observation in the beginning
of the proof every holomorphic vector field is in the closure of Lie(CVFhol(X)). 
Summarizing we obtain our criterion
Theorem 3.9. Let X be a Stein manifold such that the holomorphic automorphisms
Authol(X) act transitively on X. If there are compatible pairs (νi, µi) such that there is
a point p ∈ X where the vectors µi(p) form a generating set of TpX, then X has the
density property.
Proof. Let Ii be the ideals and hi the functions of the pairs (νi, µi) and pick any non-
trivial fi ∈ Iiµi(hi) for every i. Since the set of points q ∈ X where the vector fields µi(q)
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are a generating set is open and non-empty, there is some p ∈ X where the vector fields
fi(p)µi(p) are a generating set for TpX. By Lemma 3.6 the module generated by the
vector fields fiµi is contained in the closure of Lie(CVFhol(X)) and thus by Proposition
3.8 the manifold X has the density property. 
Before we come to the complete list of examples of Stein manifolds known to have the
density property, we would like to show the power of our criterion in some examples:
Example 3.10. On Cn, n ≥ 2 the pair of vector fields ( ∂∂z1 ,
∂
∂z2
) is compatible, with
function z1 and I = O(C
n). Since we can permute coordinates, { ∂∂z2 } is a generating
set for each tangent space. Thus Cn has DP.
Example 3.11. On X = SL2(C) denote an element of X by
A =
(
a1 a2
b1 b2
)
The pair (δ1, δ2) is compatible, where
δ1 = a1
∂
∂b1
+ a2
∂
∂b2
δ2 = b1
∂
∂a1
+ b2
∂
∂a2
.
with I = O(X) and function h = a1. These fields are corresponding to adding multiples
of the first row to the second row and vice versa. To see that δ2 is a generating set at the
identity one can for example use the fact that the adjoint representation is irreducible.
Thus SL2(C) has DP. The proof for SLn(C) and GLn(C), n ≥ 3 goes the same way.
List of examples of Stein manifolds known to have the density property:
(1) A homogeneous space X = G/H where G is a linear algebraic group and H is
a closed algebraic subgroup such that X is affine and whose connected component is
different from C and from (C∗)n, n ≥ 1 has DP.
It is known that if H is reductive the space X = G/H is always affine, however there is
no known group-theoretic characterization which would say whenX is affine. This result
has a long history, it includes all examples known from the work of Anderse´n-Lempert
and Varolin and Varolin-Toth and Kaliman-Kutzschebauch, Donzelli-Dvorsky-Kaliman,
the final result is proven by Kaliman and the author in [KK17]. C and C∗ do not have
DP, however the following problem is well known and seems notoriously difficult
Open Problem: Does (C∗)n, n ≥ 2 have DP?
It is conjectured that the answer is no, more precisely one expects that all holomorphic
automorphisms of (C∗)n, n ≥ 2 respect the form ∧ni=1
dzi
zi
up to sign.
(2) The manifolds X given as a submanifold in Cn+2 with coordinates u ∈ C, v ∈ C,
z ∈ Cn by the equation uv = p(z), where the zero fiber of the polynomial p ∈ C[Cn] is
smooth (otherwise X is not smooth) have ADP and thus DP [KK08b].
(3) The only known non-algebraic examples with DP are firstly the holomorphic ana-
logues of (2), namely the manifolds X given as a submanifold in Cn+2 with coordinates
u ∈ C, v ∈ C, z ∈ Cn by the equation uv = f(z), where the zero fiber of the holomorphic
function f ∈ O(Cn) is smooth (again otherwise X is not smooth) [KK08b]. Secondly a
special case of (4), namely when the Gizatullin surface can be completed by four ratio-
nal curves, the Stein manifolds given by holomorphic analogues of the concrete algebraic
equations have the density property [AKP17].
(4) Smooth Gizatullin surfaces which admit a C-fibration with at most one singular
and reduced fibre. Sometimes these surfaces are called generalized Danielewski surfaces
[And17b].
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Recall that Gizatullin surfaces are by definition the normal affine surfaces on which the
algebraic automorphism groups acts with an open orbit whose complement is a finite set
of points. By the classical result of Gizatullin they can be characterized by admitting
a completion with a simple normal crossing chain of rational curves at infinity. Every
Gizatullin surface admits a C-fibration with at most one singular fibre which however is
not always reduced.
(5) Certain hypersurfaces in Cn+3 with coordinates z = (z0, z1, . . . , zn) ∈ C
n+1, x ∈
C, y ∈ C given by the equation x2y = a(z) + xb(z) where degz0 a ≤ 2, degz0 b ≤ 1 and
not both degrees are zero, including the Koras-Russell threefold from equation (2.5)
[Leu16].
Here is a number of consequences the density property has, the proof of each of them is
a certain application of the Anderse´n-Lempert theorem:
If X is a Stein manifold with DP, then
(1) X is covered by Fatou-Bieberbach domains, i.e., each x ∈ X has a neighborhood
Ωx ⊂ X biholomorphic to C
dimX [Var00]. In particular all Eisenman measures
on X vanish identically and bounded plurisubharmonic functions are constant.
(2) There is ϕ : X → X, injective holomorphic not surjective (biholomorphic images
of X in itself) [Var00].
(3) If X is Stein with DP, dimX ≥ 3 and Y is a complex manifold such that
End(X) and End(Y ) are isomorphic as abstract semigroups, then X and Y are
biholomorphic or anti-biholomorphic, see [And11], [AW14]. We believe that the
same is true if the dimension of X is 2, but the known proofs do not apply.
(4) There are finitely many complete holomorphic vector fields θ1, . . . , θN ∈ CVFhol(X)
such that span(θ1(x), . . . , θN (x)) = TxX ∀x ∈ X (see [KK11]) and thus X is
holomorphically flexible (see Definition 3.16).
3.2. Flexibility.
3.2.1. Definition and main features. The notion of flexibility is even more recent than
the density property. It was defined in [AFK+13]. First we state the algebraic version:
Definition 3.12. Let X be an algebraic variety defined over C (any algebraically closed
field would do). We let SAut(X) denote the subgroup of Autalg(X) generated by all
algebraic one-parameter unipotent subgroups of Autalg(X), i.e., algebraic subgroups
isomorphic to the additive group Ga (usually denoted C
+ in complex analysis). The
group SAut(X) is called the special automorphism group of X; this is a normal subgroup
of Autalg(X).
Definition 3.13. We say that a point x ∈ Xreg is algebraically flexible if the tangent
space TxX is spanned by the tangent vectors to the orbits H · x of one-parameter
unipotent subgroups H ⊆ Autalg(X). A variety X is called algebraically flexible if every
point x ∈ Xreg is.
Clearly, X is algebraically flexible if one point of Xreg is and the group Autalg(X)
acts transitively on Xreg.
The main feature of algebraic flexibility is the following result from [AFK+13] (whose
proof mainly relies on the Rosenlicht theorem).
Theorem 3.14. For an irreducible affine variety X of dimension ≥ 2, the following
conditions are equivalent.
(1) The group SAut(X) acts transitively on Xreg.
(2) The group SAut(X) acts infinitely transitively on Xreg.
(3) X is an algebraically flexible variety.
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The paper [AFK+13] also contains versions of simultaneous transitivity (where the
space Xreg is stratified by orbits of SAut(X)) and versions with jet-interpolation. More-
over, it was recently remarked that the theorem holds for quasi-affine varieties, see
Theorem 1.11. in [FKZ16].
Examples of algebraically flexible varieties are homogeneous spaces of semisimple Lie
groups (or extensions of semisimple Lie groups by unipotent radicals), toric varieties
without non-constant invertible regular functions, cones over flag varieties and cones
over Del Pezzo surfaces of degree at least 4, normal hypersurfaces of the form uv = p(x¯)
in Cn+2u,v,x¯. Moreover, algebraic subsets of codimension at least 2 can be removed as
recently shown by Flenner, Kaliman and Zaidenberg in [FKZ16]:
Theorem 3.15. Let X be a smooth quasi-affine variety of dimension ≥ 2 and Y ⊂ X
a closed subvariety of codimension ≥ 2. If X is flexible then so is X \ Y .
The holomorphic version of this notion for a reduced complex space X is much less
explored, it is obviously implied by the algebraic version in case X is an algebraic variety.
Definition 3.16. We say that a point x ∈ Xreg is holomorphically flexible if the tangent
space TxX is spanned by the tangent vectors of completely integrable holomorphic vector
fields, i.e. holomorphic one-parameter subgroups in Authol(X). A reduced complex
space X is called holomorphically flexible if every point x ∈ Xreg is.
Clearly, X is holomorphically flexible if one point of Xreg is and the group Authol(X)
acts transitively on Xreg.
In the holomorphic category it is still open whether an analogue of Theorem 3.14
holds.
Open Problem: Are the three equivalences from Theorem 3.14 true for a reduced
irreducible Stein space X? More precisely, if a reduced irreducible Stein space X is
holomorphically flexible, does the holomorphic automorphism group Authol(X) act in-
finitely transitively on Xreg?
It is clear that holomorphic flexibility of X implies that Authol(X) acts transitively on
Xreg, i.e., the implication (3) ⇒ (1) is true. Indeed, let θi, i = 1, 2, . . . , n be completely
integrable holomorphic vector fields which span the tangent space TxX at some point x ∈
Xreg, where n = dimX. If ψ
i : C ×X → X, (t, x) 7→ ψit(x) denote the corresponding
one-parameter subgroups, then the map Cn → X, (t1, t2, . . . , tn) 7→ ψ
n
tn ◦ ψ
n−1
tn−1 ◦
· · · ◦ ψ1t1(x) is of full rank at t = 0 and thus by the Inverse Function Theorem a local
biholomorphisms from a neighborhood of 0 to a neighborhood of x. Thus the Authol(X)-
orbit through any point of Xreg is open. If all orbits are open, each orbit is also closed,
being the complement of all other orbits. Since Xreg is connected, this implies that it
consists of one orbit.
The inverse implication (1) ⇒ (3) is also true. For the proof we appeal to the
Hermann–Nagano Theorem which states that if g is a Lie algebra of holomorphic vector
fields on a manifold X, then the orbit Rg(x) (which is the union of all points z over any
collection of finitely many fields v1, . . . vN ∈ g and over all times (t1, . . . , tN ) for which
the expression z = ψNtN ◦ ψ
N−1
tN−1
◦ · · · ◦ ψ1t1(x) is defined) is a locally closed submanifold
and its tangent space at any point y ∈ Rg(x) is TyRg(x) = spanv∈gv(y). We consider the
Lie algebra g = Lie(CVFhol(X)) generated by completely integrable holomorphic vector
fields. Since by the assumption the orbit is Xreg, we conclude that Lie combinations of
completely integrable holomorphic vector fields span the tangent space at each point in
Xreg. Now suppose at some point x0 the completely integrable fields do not generate
Tx0Xreg, i.e., there is a proper linear subspace W of Tx0Xreg, such that v(x0) ∈ W for
all completely integrable holomorphic fields v. Any Lie combination of completely inte-
grable holomorphic fields is a limit (in the compact open topology) of sums of completely
integrable holomorphic fields due to the formula {v,w} = limt→0
φ∗t (w)−w
t , where φt is
the flow of v, for the Lie bracket (φ∗t (w) is a completely integrable field pulled back by
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an automorphism, thus completely integrable!). Therefore all Lie combinations of com-
pletely integrable fields evaluated at x0 are contained in W ⊂ Tx0Xreg, a contradiction.
In order to prove the remaining implication (3)⇒ (2) in the same way as in the alge-
braic case, one would like to find suitable functions f ∈ ker θ for a completely integrable
holomorphic vector field θ, vanishing at one point and not vanishing at some other point
of X. In general these functions may not exist, an orbit of θ can be holomorphically
Zariski dense in X.
At this point it is worth mentioning that for a Stein manifold the density property DP
implies all three conditions from Theorem 3.14. For flexibility this has been mentioned
above, infinite transitivity (with jet-interpolation) is proved by Varolin in [Var00], see
also Lemma 4.3 below.
The main importance of holomorphic flexibility is the fact that holomorphically flexi-
ble manifolds are sources for the Oka-Grauert-Gromov-h(omotopy)-principle in Complex
Analysis.
Let us explain this more precisely. A holomorphically flexible complex manifold X
is an Oka–Forstnericˇ manifold which means it is an appropriate (nonlinear) target for
generalizing classical Oka–Weil interpolation and Runge approximation for holomorphic
functions (linear target C) or sections of vector bundles (linear target as well). More
precisely, the following is true for an Oka–Forstnericˇ manifold X (see [For17] Corollary
5.4.5.):
Oka principle
For any Stein space W , complex subspace W ′, compact O(W )-convex subset K = K̂ ⊂
W and any ϕ :W → X continuous, such that the restriction to W ′ ∪K is holomorphic,
there is a homotopy of continuous maps
h : [0, 1] ×W → X
from the continuous map h0 = ϕ to a holomorphic map h1,
with interpolation: ht = ϕ on W
′ and
with approximation: |ht − ϕ|K arbitrary small ∀ t ∈ [0, 1].
Moreover parametric versions are true: The inclusion of the space of holomorphic maps
Hol(W,X) into the space of continuous maps Cont(W,X) is a weak homotopy equiva-
lence.
We refer the reader to the monograph of Forstnericˇ for more details. Let us just
remark that Gromov introduced the notion of an elliptic manifold, which by definition
is a complex manifold with a dominating spray, and proved that the above conclusions
are true for an elliptic manifold.
A spray for a complex manifold X is a holomorphic vector bundle π : E → X
together with a holomorphic (spray) map s : E → X, such that s is the identity on the
zero section X →֒ E. The spray is dominating if for each x ∈ X the induced differential
map sends the fibre Ex = π
−1(x), viewed as a linear subspace of TxE surjectively onto
TxX. Gromov’s standard example for a spray is used to see that a holomorphic flexible
manifold is elliptic.
Example 3.17. Let X be holomorphically flexible. We need an easy fact proved by the
author in [Kut14] (see also the appendix of [AFK+13]), namely that there are finitely
many completely integrable holomorphic vector fields θ1, θ2, . . . , θN such that at each
point x ∈ X they span the tangent space (by definition for each point there are finitely
many spanning at this point only). Let ψi : C × X → X, (t, x) 7→ ψit(x) denote the
corresponding flow maps.
Then the map s : CN×X → X defined by ((t1, t2, . . . , tN ), x) 7→ ψ
N
tN ◦ψ
N−1
tN−1
◦· · ·◦ψ1t1(x)
is of full rank at t = 0 for any x, and thus a dominating spray map from the trivial
bundle X × CN → X.
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4. Applications to natural geometric questions
All applications described below are applications of the density property DP and some
of them use flexibility at the same time. Sometimes variants of the density property are
used. There are versions for volume preserving automorphisms, so called Volume Density
Property, relative versions, e.g., for automorphisms fixing subvarieties or fibered versions
(considering automorphisms leaving invariant a fibration). We leave it to the interested
reader to look up in the given references which version is used. Only the very last
application does not use DP, it uses flexibility only via a stratified version of the Oka
principle.
(1) A first application that we would like to mention is to the notoriously difficult ques-
tion whether every open Riemann surface can be properly holomorphically embedded
into C2. This is the only dimension for which the conjecture of Forster [For70], saying
that every Stein manifold of dimension n can be properly holomorphically embedded
into CN for N = [3n2 ] + 1, is still unsolved. The conjectured dimension is sharp by
examples of Forster [For70] and has been proven by Eliashberg, Gromov [EG92] and
Schu¨rmann [Sch97] for all dimensions n ≥ 2. Their methods of proof fail in dimension
n = 1. But Fornæss Wold invented a clever combination of a use of shears (nice projec-
tion property) and Theorem 3.2 which led to many new embedding theorems for open
Riemann surfaces. As an example we like to mention the following two recent results of
Forstnericˇ and Fornæss Wold [FW13], [FW09] the first of them being the most general
one for open subsets of the complex line:
Theorem 4.1. Every domain in the Riemann sphere with at least one and at most
countably many boundary components, none of which are points, admits a proper holo-
morphic embedding into C2.
Theorem 4.2. If Σ¯ is a (possibly reducible) compact complex curve in C2 with boundary
∂Σ of class Cr for some r > 1, then the inclusion map i : Σ = Σ¯ \ ∂Σ → C2 can be
approximated, uniformly on compacts in Σ, by proper holomorphic embeddings Σ→ C2.
Many versions of embeddings with interpolation are also known and proven using
the same methods invented by Fornæss Wold in [Wol06]. In particular the Gromov–
Eliashberg–Schu¨rmann Theorem mentioned above is true with interpolation on discrete
subsets [FIKP07].
(2) Another application is to construct non-straightenable holomorphic embeddings of
Ck into Cn for all pairs of dimensions 0 < k < n, a fact which is contrary to the situ-
ation in affine algebraic geometry. It is contrary to the famous Abhyankar-Moh-Suzuki
theorem for k = 1, n = 2 and also to work of Kaliman [Kal15] for 2k + 1 < n, whereas
straightenability for the other dimension pairs is still unknown in algebraic geometry.
Here non-straightenable for an embedding Ck into Cn means to be not equivalent to the
standard embedding.
To give the reader an idea about the flavor of the subject, let us explain briefly how
Theorem 3.2 is used to construct a non-straightenable embedding of C into Cn.
The idea is to use the existence of a non-tame discrete subset E = {e1, e2, . . .} in C
n
and to construct a proper holomorphic embedding ϕ : C → Cn whose image contains
E, ϕ(C) ⊃ E. The notion of a tame subset in Cn goes back to Rosay and Rudin
[RR88] and is by definition a subset in A ⊂ Cn which can be mapped by a holomorphic
automorphism α ∈ Authol(C
n) onto the subset {(i, 0 . . . , 0) ∈ Cn , i ∈ N}. The only
information we need is the fact that any countable discrete subset of the first coordinate
line {(z, 0 . . . , 0) ∈ Cn : z ∈ C} is tame. This shows that our embedding containing a
non-tame subset E cannot be straightenable. Indeed, were it straightenable, the set E
would be mapped by the straightening automorphism into the first coordinate line and
therefore be tame, a contradiction. The existence of non-tame subsets of Cn has been
proved by Rosay and Rudin [RR88] and for the reader familiar with Eisenman measures
we just mention that one can construct a discrete subset in Cn whose complement is
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Eisenman n-hyperbolic (also called volume hyperbolic). Since the complement of the
first coordinate line has constantly vanishing Eisenman volume such an E cannot be
contained in a coordinate line. The step where we embed C through that set is where
we make use of DP applying Theorem 3.2. Let us describe this a little more detailed in
order to let the reader feel the flavor of the subject. The step where we embed the line
through a discrete subset is presented in the more general situation where Cn is replaced
by any Stein manifold with DP.
We begin with an easy lemma which already demonstrates the power of the density
property. Expressed in words it means that N different points can be moved around
independently of each other by automorphisms inside small neighborhoods, and the
nearer the points are to their targets the nearer the automorphism is to the identity.
This lemma easily implies that the holomorphic automorphism group of X acts infinitely
transitive on X, a result of Varolin [Var00].
Lemma 4.3. For any N -tuple of pairwise distinct points x1, x2, . . . , xN in a Stein man-
ifold X of dimension dimX = n with DP, there is an open neighborhood P of 0 ∈ Cn·N
together with an injective holomorphic map ψ : P → Authol(X) satisfying ψ(0) = id
such that the map P → XN defined by p 7→ (ψ(p)(x1), ψ(p)(x2), . . . , ψ(p)(xN ) is a bi-
holomorphism from P to an open neighborhood of the point (x1, x2, . . . , xN ) in the N -fold
product XN .
Proof. Choose coordinate balls Bi which are Runge around each point xi so small that
their union ∪Ni=1Bi is Runge too. Consider the collection of nN vector fields θ
j
i defined
on ∪Ni=1Bi by θ
j
i =
∂
∂zj
on Bi and identically zero on Bk for k 6= i. They naturally
induce vector fields on B1×B2× · · · ×BN which span the tangent space to X
N at each
point there. Using DP they can be approximated by Lie combinations, in fact sums (see
the proof of (1) ⇒ (3) after Definition 3.16) of complete vector fields. Linear algebra
shows that there are nN complete holomorphic vector fields θ˜i whose naturally induced
fields on XN span the tangent space at the point (x1, x2, . . . , xN ). The map from C
nN
to XN defined by applying the flows of the fields in any (but fixed) order to the point
(x1, x2, . . . , xN ) (as in Example 3.17) is of full rank. By the implicit function theorem
it is a local biholomorphism, which finishes the proof. 
Proposition 4.4. Given an analytic subset S in a Stein manifold X with DP and
a countable discrete subset E ⊂ X. Then there is a proper holomorphic embedding
ϕ : S →֒ X with E ⊂ ϕ(S).
Proof. The idea is to construct inductively a sequence of holomorphic automorphisms
αi ∈ Authol(X) such that the limit limn→∞ αn ◦ · · · ◦ α2 ◦ α1 converges uniformly on
compacts on an open subset Ω of X containing S to a biholomorphic map ψ : Ω → X
(thus Ω is a so called Fatou-Bieberbach domain in X). Moreover E ⊂ ψ(S). For
describing the inductive procedure we fix a strictly plurisubharmonic (spsh) exhaustion
function ρ : X → [0,∞) of the Stein manifold X. The existence of such a function is
guaranteed by embedding X as a closed submanifold into some affine space CN of high
enough dimension and restricting the function |z|2 = |z1|
2 + |z2|
2 + . . . + |zN |
2 to X.
By moving the origin by an arbitrarily small amount in CN if necessary and changing
the enumeration of the points in E, we can assume that ρ(e1) < ρ(e2) < . . . ρ(ek) <
ρ(ek+1) < . . .. Also we choose numbers rk > 0 with ρ(ek) < rk < ρ(ek+1). Since ρ
is spsh its sub-level sets Xr := ρ
−1([0, r)) are Runge subsets of X. We can restrict ρ
to the closed subvariety S in order to obtain a spsh exhaustion function of S. Again
the sub level sets SR := ρ
−1([0, R) ∩ S are holomorphically convex Runge subsets of S.
Moreover it can be shown that for each R > r there is a neighborhood basis Ui of SR
with the property that Xr ∪ Ui is a Runge subset in x. Finally choose ǫk < rk+1 − rk
and with
∑
k ǫk <∞.
We can assume that e1 ⊂ S by the following application of Theorem 3.2: Suppose
e1 /∈ S, choose a point s ∈ S and connect the points s and e1 by a continuous path
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γ(t). It is an easy exercise using local charts and cutoff functions that the map γt can
be extended to a neighborhood W of the point s to a map Γ : W × [0, 1] → X with
Γ(s, t) = γ(t) so that the maps Γt are biholomorphisms ofW onto its image Γt(W ) which
is Runge in X and with Γ0 = id. For X = C
n a simple translation Γt(z) = z + γ(t) will
do the job. By Theorem 3.2 we can approximate the final map Γ1 by an automorphism
which will move the point e1 arbitrarily close to the point s ∈ S. Using Lemma 4.3 we
can move e1 by a further automorphism exactly to s ∈ S.
Now we describe the inductive step: The automorphisms αk will satisfy
‖αk − id‖Xrk∪Srk+1 < ǫk
αk(ei) = ei i = 1, 2, . . . , k
∃s ∈ S : αk ◦ . . . ◦ α1(s) = ek+1
We assume α1, . . . αk−1 have been constructed. To construct αk we proceed as follows:
If ek+1 ∈ αk−1 ◦ . . . ◦ α1(S) we set αk = id, if not we connect ek+1 by a continuous path
γ(t) never intersecting Xrk ∪ Srk+1 to a point s in S \ Srk+1. Now the local data for
application of Theorem 3.2 is identity on Xrk ∪ Srk+1 and an extension of the path
γ(t) to biholomorphic maps Γt of a small neighborhood W of s as above. If W is
small enough the sets Xrk ∪ Srk+1 ∪ Γt(W ) are Runge and an application of Theorem
3.2 gives an automorphism α which satisfies the first of the three conditions above
and the second and third condition are satisfied approximately. By composing α with
an automorphism from Lemma 4.3 (not destroying the first condition, if the points
had moved/stayed nearby enough) we find our desired αk. The claim that the limit
limn→∞ αn ◦ · · · ◦ α2 ◦ α1 converges uniformly on compacts on an open subset Ω of X
containing S to a biholomorphic (Fatou-Bieberbach) map ψ : Ω→ X follows standardly
from ‖αk− id‖Xrk < ǫk and the restrictions on the ǫk (see e.g. [For17] Proposition 4.4.1.
and Corollary 4.4.2.). Moreover ‖αk − id‖Srk+1 < ǫk implies S ⊂ Ω and since S is closed
in Ω clearly ψ(S) is closed in X = ψ(Ω) and the last two properties of αk ensure that
E ⊂ ψ(S). 
More generally one can think of the possible ways of embedding any Stein manifold
X into Cn.
Definition 4.5. Two embeddings Φ,Ψ: X →֒ Cn are equivalent if there exist automor-
phisms ϕ ∈ Aut(Cn) and ψ ∈ Aut(X) such that ϕ ◦ Φ = Ψ ◦ ψ.
The best and quite striking result in this direction says that there are even holomor-
phic families of pairwise non-equivalent holomorphic embeddings.
Theorem 4.6. [KL13, BK06]. Let n, l be natural numbers with n ≥ l + 2. There exist,
for k = n− l−1, a family of holomorphic embeddings of Cl into Cn parametrized by Ck,
such that for different parameters w1 6= w2 ∈ C
k the embeddings ψw1 , ψw2 : C
l →֒ Cn
are non-equivalent. Moreover, there are uncountably many non-equivalent holomorphic
embeddings of Cn−1 into Cn.
We will see a beautiful application of Theorem 4.6 to the holomorphic linearization
problem in the last section.
It is clear that in Definition 4.5 the ambient space Cn can be replaced by any other
manifold, most interesting by a Stein manifold with DP, since they are all targets for
embedding of Stein manifolds, exactly as affine spaces are, see the next application.
Open Problem: Suppose X is a Stein manifold with density property and Y ⊂ X is a
closed submanifold. Is there always another proper holomorphic embedding ϕ : Y →֒ X
which is not equivalent to the inclusion i : Y →֒ X?
We should remark that an affirmative answer to this problem is stated in [Var00], but
the author apparently had another (weaker) notion of equivalence in mind.
(3) As mentioned above not only affine spaces Cn are the universal targets for embedding
Stein manifolds. All Stein manifolds with DP are such targets as well.
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Theorem 4.7. [AFRW16] Let X be a Stein manifold satisfying the density property. If
S is a Stein manifold and 2 dimS + 1 ≤ dimX, then any continuous map f : S → X
is homotopic to a proper holomorphic embedding F : S → X. If in addition K is a
compact O(S)-convex set in S such that f is holomorphic on a neighborhood of K, and
S′ is a closed complex subvariety of S such that the restricted map f : S′ → X is a
proper holomorphic embedding of S′ to X, then F can be chosen to agree with f on S′
and to approximate f uniformly on K as closely as desired.
This theorem which underlines the intrinsic importance of Stein manifolds with DP
could play a future role for results in the direction of La´russons question, which is
motivated by his homotopy theoretic view point of Oka theory, for details we refer to
[L0´4].
Open Problem: Does every Stein manifold admit an acyclic proper holomorphic em-
bedding into a Stein Oka–Forstnericˇ manifold?
For the connection to the density property remember that Stein manifolds with DP
are Oka–Forstnericˇ manifolds.
(4) The already mentioned infinite transitivity of the action of Authol(X) on a Stein
manifold with density property can be strengthened to a parametric version. This is
a recent result of Ramos Peon and the author. For an interpretation of it as an Oka
principle in the Grauert style but for bundles with infinite dimensional Fre´chet groups
as fibers (instead of Lie groups) we refer the interested reader to the last section of their
paper [KRP17].
Theorem 4.8. Let W be a Stein manifold and X a Stein manifold with the density
property.
Let x :W → XN \ {(z1, . . . , zN ) ∈ XN : zi = zj for some i 6= j}
be a holomorphic map. Then the parametrized points x1(w), . . . , xN (w) are simultane-
ously standardizable by an automorphism lying in the path-connected component of the
identity (AutW (X))
0 of AutW (X) if and only if x is null-homotopic.
Here simultaneously standardizable means that given any fixed positions x˜1, x˜2, . . . , x˜N ∈
X there are holomorphic automorphisms α ofX depending holomorphically on w, i.e., an
element of AutW (X) = {α ∈ Aut(W ×X);α(w, z) = (w,α
w(z))}, with αw(xj(w)) = x˜j
for all w ∈W and j = 1, . . . , N .
The proof of this result uses extensively DP via Theorem 3.2 and the Oka principle.
(5) All Fatou–Bieberbach domains arising as basins of attraction or more generally as
domains of convergence of sequences of automorphisms of Cn are always Runge domains.
Thus it is natural to ask whether all Fatou–Bieberbach domains in Cn have to be Runge.
This problem was solved by Fornæss Wold who constructed a Fatou–Bieberbach domain
in C× C∗ which is not Runge in C2 (but Runge in C × C∗) using the density property
of C× C∗ [Wol08].
(6) One of the questions coming from complex dynamical systems is the description
of the boundaries of Fatou–Bieberbach domains. Say, a surprising result of Stensønes
[Ste97]) provides such a domain in C2 with a smooth boundary which has, therefore,
Hausdorff dimension d = 3. Furthermore, it was established by methods of complex
dynamical systems that such a dimension can take any value 3 ≤ d < 4. However
the question about a Fatou–Bieberbach domain in C2 with a boundary of Hausdorff
dimension d = 4 remained open until Peters and Fornæss Wold [PW05] managed to
construct it using the DP.
(7) A question posed by Siu asks whether there exists always a Fatou–Bieberbach do-
main contained in the complement to a closed algebraic subvariety Z of Cn such that
dimZ ≤ n− 2. The affirmative answer was obtained by Buzzard and Hubbard [BH00]
who used some concrete construction. Another proof of this fact was given by Kali-
man and the author who used a version of the density property for such complements.
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More precisely for any point x ∈ Cn \ Z there is a Fatou–Bieberbach (i.e. holomorphic
injective) map f : Cn → Cn \Z with f(0) = x (actually, the existence of complete holo-
morphic vector fields on such complements Cm \ Z has been observed in earlier papers
of Gromov [Gro89] and Winkelmann [Win90]).
In particular all Eisenman measures on Cn \Z are trivial. It is worth mentioning that
closed analytic subsets of Cn of codimension k may have k-Eisenman hyperbolic com-
plements. More precisely, it was shown in [BK08] that if a complex manifold Y admits
a proper holomorphic embedding into Cn then it has also another proper holomorphic
embedding with (n− dimY ) -Eisenman hyperbolic complement to the image (the proof
is based on the DP and a generalized idea from [BF96]).
(8) A beautiful combination of differential-topological methods with hard analysis (so-
lutions of ∂¯-equations with exact estimates) and the Anderse´n-Lempert-Theorem is re-
quired for understanding of how many totally real differentiable embeddings of a real
manifold M into Cn can exist.
If f0, f1 : M → C
n are two totally real, polynomially convex real-analytic embeddings
of a compact manifold M into Cn, we say that f0 and f1 are Authol(C
n)-equivalent2 if
f1 = F ◦ f0, where F : U → F (U) ⊂ Cn is a biholomorphism defined in a neighbor-
hood U of f0(M) such that F is the uniform limit in U of a sequence of elements of
Authol(C
n). Conditions for Authol(C
n)-equivalence were found in [FR93], using volume-
preserving automorphisms (and an approach using automorphisms preserving the holo-
morphic symplectic form was considered in [For95]).
In the smooth case let Er(M,Cn) be the set of all totally real polynomially convex Cr-
embeddings of M into Cn (for 2 ≤ r ≤ ∞). It is proved by Forstnericˇ and Løw that two
embeddings f0, f1 ∈ E
∞(M,Cn) belong to the same connected component (in the space
of Cr-embeddings ofM into Cn equipped with the usual topology of uniform convergence
of all derivatives up to order r) if and only if there exists a sequence {Φj} ⊂ Authol(C
n)
such that Φj ◦ f0 → f1 and Φ
−1
j ◦ f1 → f0 in C
∞(M) as j → ∞. Precise results in the
case r <∞ were obtained in [FLØ01].
(9) Recall that a “long Cn” is a complex manifold X that can be exhausted by open
subsets Ωi which are all biholomorphic to C
n, i.e. X =
⋃∞
i=1 Ωi, Ωi ⊂ Ωi+1, and Ωi
∼= Cn
for all i ∈ N. (Here, of course, Ωi ⊂ Ωi+1 is not a Runge pair.) The fist examples of
such manifolds not biholomorphic to Cn for n ≥ 3 were constructed by Fornæss [For76]
in 1976. The case of n = 2 had been resistant until recently when, developing further
the ideas from application (5), Fornæss Wold [Wol10] constructed a “long C2” which
is not biholomorphic to C2. Every known “long Cn” (including the case of n = 2) is
non-Stein. Recently families of non-isomorphic long Cn’s have been constructed using
DP via Theorem 3.2 by Forstnericˇ and Boc Thaler [BTF16].
(10) The classical approximation theorem of Carleman states that for each continuous
function λ : R → C and a positive continuous function ǫ : R → (0,∞) there exists an
entire function f on C such that |f(t)− λ(t)| < ǫ(t) for every t ∈ R.
Using the Anderse´n-Lempert theorem together with some explicit shears Buzzard and
Forstnericˇ [BF97] were able to prove a similar result for holomorphic embeddings into
Cn. Namely, for any proper embedding λ : R→ Cn of class Cr (where n ≥ 2 and r ≥ 0)
and a positive continuous function ǫ : R → (0,∞) there exists a proper holomorphic
embedding f : C→ Cn such that
|f (s)(t)− λ(s)(t)| < ǫ(t) ∀ t ∈ R, 0 ≤ s ≤ r.
Actually this fact remains valid under the additional requirement that the embedding
satisfies the interpolation property as in Proposition 4.4.
(11) The spectral ball of dimension n ∈ N is defined to be
Ωn := {A ∈ Mat (n× n; C) : ρ(A) < 1}
2It is unfortunate that in the literature the term “Authol(C
n)-equivalence” is used in different mean-
ings - see the sentence after the Open Problem in application (2).
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where ρ denotes the spectral radius, i.e. the modulus of the largest eigenvalue.
The study of the group of holomorphic automorphisms of the spectral ball started
with the work of Ransford and White [RW91] in 1991 and was continued by various
authors. A conjecture from [RW91] was disproved by Kosin´ski [Kos13] for n = 2 and
moreover he described a dense subgroup of the 2× 2 spectral ball Ω2. Andrist and the
author generalized these results to Ωn for n ≥ 2 with an new approach using the fibered
density property. The notion of SLn(C)-shears and -overshears is easy to understand.
One uses a one-parameter subgroup of SLn(C) which by conjugation acts on Ωn and thus
gives rise to a complete vector field θ on Ωn. Multiplying θ with a function f in the kernel
gives a shear field fθ and with a function f in the second kernel (θ(f) ∈ ker f \ {0}) we
get an overshear field fθ. Shears and overshears are time t-maps of the corresponding
fields. This is the same way as shears and overshears in Cn from formulas 1.1 and 1.2
arise from the complete fields ∂∂zi .
Theorem 4.9. [And17a] The SLn(C)-shears and the SLn(C)-overshears together with
matrix transposition and matrix valued Mo¨bius transformations generate a dense sub-
group (in compact-open topology) of the holomorphic automorphism group AutΩn.
For the convenience of the reader we recall that a matrix valued Mo¨bius transforma-
tion is a map of the form h : Ωn → Ωn
(4.1) A 7→ γ · (A− α · id) · (id − αA)−1, α ∈ D, γ ∈ ∂D
(12) It is standard material in a Linear Algebra course that the group SLm(C) is gener-
ated by elementary matrices E +αeij , i 6= j, i.e., matrices with 1’s on the diagonal and
all entries outside the diagonal are zero, except one entry. Equivalently, every matrix
A ∈ SLm(C) can be written as a finite product of upper and lower diagonal unipotent
matrices (in interchanging order). The same question for matrices in SLm(R) where R
is a commutative ring instead of the field C is much more delicate. For example, if R
is the ring of complex valued functions (continuous, smooth, algebraic or holomorphic)
from a space X the problem amounts to finding for a given map f : X → SLm(C) a
factorization as a product of upper and lower diagonal unipotent matrices
f(x) =
(
1 0
G1(x) 1
)(
1 G2(x)
0 1
)
. . .
(
1 GN (x)
0 1
)
where the Gi are maps Gi : X → C
m(m−1)/2.
Since any product of (upper and lower diagonal) unipotent matrices is homotopic
to a constant map (multiplying each entry outside the diagonals by t ∈ [0, 1] we get
a homotopy to the identity matrix), one has to assume that the given map f : X →
SLm(C) is homotopic to a constant map or as we will say null-homotopic. In particular
this assumption holds if the space X is contractible.
This very general problem has been studied in the case of polynomials of n variables.
For n = 1, i.e., f : C → SLm(C) a polynomial map (the ring R equals C[z]) it is an
easy consequence of the fact that C[z] is an Euclidean ring that such f factors through
a product of upper and lower diagonal unipotent matrices. For m = n = 2 the following
counterexample was found by Cohn [Coh66]: the matrix(
1− z1z2 z
2
1
−z22 1 + z1z2
)
∈ SL2(C[z1, z2])
does not decompose as a finite product of unipotent matrices.
For m ≥ 3 (and any n) it is a deep result of Suslin [Sus77] that any matrix in
SLm(C[C
n]) decomposes as a finite product of unipotent (and equivalently elementary)
matrices. More results in the algebraic setting can be found in [Sus77] and [GMV94].
For a connection to the Jacobian problem on C2 see [Wri78].
In the case of continuous complex valued functions on a topological space X the
problem was studied and partially solved by Thurston and Vaserstein [TV86] and then
finally solved by Vaserstein [Vas88].
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It is natural to consider the problem for rings of holomorphic functions on Stein spaces,
in particular on Cn. Explicitly this problem was posed by Gromov in his groundbreaking
paper [Gro89] where he extends the classical Oka-Grauert theorem from bundles with
homogeneous fibers to fibrations with elliptic fibers, e.g., fibrations admitting a domi-
nating spray (for definition see before Example 3.17). In spite of the above mentioned
result of Vaserstein he calls it the
Vaserstein problem: (see [Gro89, sec 3.5.G])
Does every holomorphic map Cn → SLm(C) decompose into a finite product of holo-
morphic maps sending Cn into unipotent subgroups in SLm(C)?
Gromov’s interest in this question comes from the question about s-homotopies (s
for spray). In this particular example the spray on SLm(C) is that coming from the
multiplication with unipotent matrices. Of course one cannot use the upper and lower
diagonal unipotent matrices only to get a spray (there is no submersivity at the zero
section!), there need to be at least one more unipotent subgroup to be used in the
multiplication. Therefore the factorization in a product of upper and lower diagonal
matrices seems to be a stronger condition than to find a map into the iterated spray,
but since all maximal unipotent subgroups in SLm(C) are conjugated and the upper
and lower diagonal matrices generate SLm(C) these two problems are in fact equivalent.
We refer the reader for more information on the subject to Gromov’s above mentioned
paper.
As an application of flexibility via a stratified version of the Oka principle from [For10]
Ivarsson and the author gave a complete positive solution of Gromov’s Vaserstein
problem.
Theorem 4.10. [IK12] Let X be a finite dimensional reduced Stein space and f : X →
SLm(C) be a holomorphic mapping that is null-homotopic. Then there exist a natural
number K and holomorphic mappings G1, . . . , GK : X → C
m(m−1)/2 such that f can be
written as a product of upper and lower diagonal unipotent matrices
f(x) =
(
1 0
G1(x) 1
)(
1 G2(x)
0 1
)
. . .
(
1 GK(x)
0 1
)
for every x ∈ X.
We leave it as an exercise to the reader to factorize the Cohn example holomorphically.
5. The holomorphic linearization problem
The holomorphic linearization problem was well known to the German Complex Anal-
ysis School of Grauert and Remmert. For example a first special case of the Luna slice
theorem was proved by Kuhlmann. The problem was officially stated by Huckleberry
in his chapter in the (that time still Soviet) Encyclopedia of Mathematical Sciences.
[Huc90]
Problem 5.1 (Holomorphic Linearization Problem). Suppose a reductive group
G is acting holomorphically on Cn, n ≥ 2, Does there exist a holomorphic change of
variables α ∈ Authol(C
n) such that α ◦G ◦ α−1 is linear?
Independently the late Walter Rudin got interested in this problem, he formulates it
more specifically for a finite cyclic group G = Z/nZ in his paper with Ahern [AR95].
5.1. Basic notions and properties. Two students of Alan T. Huckleberry, namely
Dennis Snow and my adviser Peter Heinzner [Hei91] developed the theory of reduc-
tive group actions on Stein spaces guided by the results from algebraic geometry, most
prominently by the slice theorem in e´tale topology due to Domingo Luna.
Let a reductive group G = KC, the universal complexification of its maximal compact
subgroup K, act on a Stein space X. Identify two points x1 ≡ x2 if f(x1) = f(x2) for all
G-invariant holomorphic functions f ∈ OG(X). The quotient space X//G has a natural
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complex structure such that π : X → X//G =: QX is holomorphic. The quotient
space QX (whose holomorphic functions are the invariant holomorphic functions on X,
O(QX) = O
G(X)) is a Stein space [Sno82]. Each fiber of π contains a unique closed
G-orbit which is contained in the closure of any of the other G-orbits in the same π-fiber.
For a point x in this unique closed orbit the complexification of the K-isotropy is equal
to the G-isotropy, (Kx)
C = (KC)x.
If X is affine algebraic and G acts algebraically the categorical quotient is the same
as the ”Hilbert” quotient (Spec(C[X]G) = X//G).
In general the fibers of π are affine G-varieties not necessarily reduced. This can be
easily seen from the fact that locally every Stein G-manifold can be properly equivari-
antly embedded into a linear G-representation, i.e., a CN with linear G action, together
with fact 1 below. If X has only finitely many slice types there is even a global such
embedding. This is the main result of Peter Heinzner’s Ph.D. thesis [Hei88].
The following facts are easy. The first fact uses the property that G-invariant holomor-
phic functions from a subvariety Y of a Stein space X extend to G-invariant functions on
X (proved by using Cartan extension and averaging over the maximal compact subgroup
K of G). The second fact is obvious.
Fact 1: If Y is a closed G-invariant subspace of a Stein G-space X, then the restriction
of the categorical quotient map π : X → QX to Y is a categorical quotient map for
Y and the categorical quotient for Y is the image QY ∼= π(Y ) of Y , which is a closed
subspace of QX .
Fact 2: If X is a Stein G-space with categorical quotient map π : X → QX and Y
is a Stein space with trivial G-action, then the categorical quotient map for X × Y is
π × IdY : X × Y → QX × Y ∼= QX×Y .
Example 5.2. Let the group SLn(C) act on the vector space of all n by n matrices
Mat(n × n,C) by conjugation SLn(C) ×Mat(n × n,C) → Mat(n × n,C) (G,M) 7→
GMG−1. We know that the orbits of this action correspond to Jordan normal forms.
The categorical quotient is given by the coefficients of the characteristic polynomial
χM (λ) = det(λE −M) = λ
n + an−1λ
n−1 + . . . + a0 or equivalently by the elementary
symmetric polynomials in the eigenvalues of the matrix M . This means
π :Mat(n× n,C)→ Cn,M 7→ (a0, a1, . . . , an−1)
is a categorical quotient map for the above action and thus QMat(n×n,C) = Mat(n ×
n,C)// SLn(C) ∼= C
n.
The categorical quotient carries a stratification defined as follows. We say that two
points q, q′ ∈ QX are in the same Luna stratum if the fibers π
−1(q) and π−1(q′) are
G-biholomorphic. Remember the fibers are affine not necessarily reduced G-varieties.
Theorem 5.3 (Luna stratification). [Sno82] The Luna strata form a locally finite strat-
ification of QX by locally closed smooth analytic subvarieties.
The following very easy example will play a role for our counterexamples to Holomor-
phic Linearization.
Example 5.4. Let G = C⋆ act on C3 by the rule
(5.1) G× C3 → C3, (λ, (u, v, w)) 7→ (λ2u, λ−2v, λw)
The categorical quotient QC⋆ is isomorphic to C
2 and the map is (u, v, w) 7→ (uv,w2v).
The Luna stratification of the quotient is easy: QC⋆ ∼= C
2 ⊃ C × {0} ⊃ {(0, 0)}.
The isotropy groups in the closed orbits over points of the strata are isomorphic to
{Id}, {±Id},C⋆ respectively.
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Moreover the local structure of holomorphic G-actions on Stein manifolds is well
understood, thanks to the following slice theorem due to Snow [Sno82].
The setting of this holomorphic slice theorem is as follows. Let the complexification
G = KC of a compact Lie group K act holomorphically on a Stein space X with
categorial quotient π : X → X//KC. Let x be a point in the unique closed G-orbit in the
fiber π−1(q), where q = π(x), with stabilizer LC, where L = Kx. Let V = TxX/TxK
Cx
be the normal space to the orbit KCx at x. It is an LC-module. With respect to
the identification KC/LC ≃ KCx, the normal bundle N of KCx in X is isomorphic to
KC ×L
C
V .
Theorem 5.5 (Luna slice theorem). There is a saturated (with respect to π) Stein
neighborhood U of the orbit KCx in X, KC-equivariantly biholomorphic to a subvariety
A of a neighborhood of the zero section of N . The embedding ι : U → N maps KCx
biholomorphically onto the zero section of N .
If X is smooth, the submanifold A in the Luna Slice Theorem is open. Thus the
representation of LC on V = TxX/TxK
Cx, called the slice representation, determines
the local structure of the KC-manifold X on a saturated neighborhood of x. Therefore
our Luna stratification is the same as the stratification by slice representations from
[Sno82]. We will call the categorical quotient QX equipped with the Luna stratification
the Luna quotient. An isomorphism of Luna quotients QX and QY (for Stein G-
manifolds X and Y ) is by definition a biholomorphism between the Stein spaces QX
and QY mapping corresponding Luna strata onto each other. Clearly an equivariant
biholomorphism between X and Y induces an isomorphism of the Luna quotients.
5.2. History of the linearization problem. Let us describe the most important
results of the holomorphic part of the problem
• If the quotient Cn//G is zero dimensional (one point) the action is linearizable.
This follows from Luna’s slice theorem (Theorem 5.5).
• Holomorphic C⋆-actions on C2 are linearizable (M. Suzuki 1977 [Suz77]).
• Holomorphic actions with one-dimensional quotient are linearizable. This is
the main result from the Ph.D. thesis of Jiang 1990. A new proof is given by
La´russon, Schwarz and the author in 2016. [KLS17c].
• The first counterexamples to the Algebraic Linearization Problem are given
in 1989 by G. Schwarz: These examples are G-vector bundles over representation
spaces, see Example 2.8 and the discussion preceding it. Based on the same
method F. Knop constructs algebraically non-linearizable actions for all semi-
simple groups G [Kno91].
• Holomorphic G-vector bundles over representation spaces are holomorphically
trivially, in other words: the corresponding actions are linearizable. This is an
application of the Equivariant Oka Principle proved by Heinzner and the author
in 1995. For the definition of a Kempf-Ness set we refer the interested reader to
[HK95], for our application the existence of the homotopy is not essential. The
existence of the homotopy over the whole space X together with a generalization
to bundles with homogeneous fiber see the recent work of La´russon, Schwarz and
the author [KLS17a].
Theorem 5.6 (Equivariant Oka Principle). (a) Every topological principal K-
G-bundle on A Stein space X is topologically K-isomorphic to a holomorphic
principal KC-G-bundle on X.
(b) Let P1 and P2 be holomorphic principal K
C-G-bundles on X. Let c be
a continuous K-equivariant section of Iso(P1, P2) over R. Then there exists a
homotopy of continuous K-equivariant sections γ(t), t ∈ [0, 1], of Iso(P1, P2)
over a Kempf-Ness set R such that γ(0) = c and γ(1) extends to a holomorphic
K-equivariant isomorphism from P1 to P2.
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• Holomorphic actions of de Jonquie`res (triangular) type (see formula (2.2)) on
Cn are linearizable. Also holomorphic actions in the overshear group of C2 are
linearizable. This result of Kraft and the author [KK96] also makes use of the
Equivariant Oka Principle (Theorem 5.6).
5.3. Counterexamples. The first counterexamples to the Holomorphic Linearization
Problem were found by Derksen and the author. In contrast to the algebraic situation,
where counterexamples for abelian groups are still unknown, they constructed coun-
terexamples for any reductive group G. For the case of finite groups G they had to use
the classification of finite simple groups.
Theorem 5.7. [DK98] For all reductive groups G there exists a number N(G) such that
for all n ≥ N(G) there is a non-linearizable action of G on Cn.
The smallest dimension N(G) in which we know counterexamples is 4. These are
counterexamples for G = C⋆ or G = Z/2Z. The exact value of N(G) is not known for a
single group G. Funny enough the counterexample for G = Z/2Z is not explicit. There
are two examples: One is an action on C4, the other one on a certain 4-dimensional
manifold Y . If the first example is linearizable, then the manifold Y is biholomorphic
to C4 and the action on it is not linearizable. We will come back to this topic, when
discussing the relation to famous open problems.
Of course we want to give the reader an impression how these counterexamples are
constructed. Hereby we will limit our presentation to the case of G = C⋆. The main idea,
originating from the work of Asanuma [Asa99], is to use non-straightenable holomorphic
embeddings of Cl into Cn to produce an action on some CN which cannot be linearizable
by the following reason:
The Luna quotient of this action on Cn is not isomorphic to the Luna quotient of any
linear G-action on CN .
Let us describe the method from [DK98] and [DK99] (based on [Asa99]) to construct
(non-linearizable) C∗-actions on affine spaces out of (non-straightenable) embeddings
Cl →֒ Cn. At the same time we want to present a strengthening of the original method
to a parametrized version. It will turn out that if the embeddings are holomorphically
parametrized, then the resulting C∗-actions depend holomorphically on the parameter.
Theorem 4.6 will give us then the following quite striking result due to Lodin and the
author [KL13], a whole family of counterexamples to linearization:
Theorem 5.8. For any n ≥ 5 there is a holomorphic family of C∗-actions on Cn
parametrized by Cn−4
Cn−4 × C∗ × Cn → Cn (w, θ, z) 7→ θw(z)
so that for different parameters w1 6= w2 ∈ C
n−4 there is no equivariant isomorphism
between the actions θw1 and θw2 .
Moreover for n ≥ 5 there are such C∗-actions on Cn parametrized by C with the
additional property that θ0 is a linear action.
Let’s go through the method: For an embedding ϕ : Cl → Cn take generators of
the ideal Iϕ(Cl) < O(C
n) of the image manifold, say f1, . . . , fN ∈ O(C
n) (in this case
N = n− l would be sufficient, since Cl is always a complete intersection in Cn by results
of Forster and Ramspott [FR66], but this is not important for the construction) and
consider the manifold
M := {(z1, . . . , zn, u1, . . . uN , v) ∈ C
n+N+1 : fi(z1, . . . , zn) = ui v ∀ i = 1, . . . , N}
which in [DK98] is called Rees space. This notion was introduced there by the authors
since they were not aware of the fact that this is a well-known construction, called affine
modification, going back to Oscar Zariski. Geometrically the manifold M results from
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Cn+1z,v by blowing up along the center C = ϕ(C
l)× 0v and deleting the proper transform
of the divisor D = {v = 0}. Since our center is not algebraic but analytic, the process
usually is called pseudo-affine modification.
Let’s denote the constructed manifold M by Mod(Cn+1,D, C) = Mod(Cn+1z,v , {v =
0}, ϕ(Cl)×{v = 0}). It’s clear from the geometric description that the resulting manifold
does not depend on the choice of generators for the ideal IC of the center. The important
fact about the above modifications is that
Mod(Cn+1z,v , {v = 0}, ϕ(C
l)× {v = 0}) × Cl
is biholomorphic to
Cn+l+1 ∼=Mod(Cn+l+1z,u,v , {v = 0}, ϕ(C
l)× 0u × 0v).
The later biholomorphism comes from the fact that there is an automorphism of Cn+l+1
leaving the divisor {v = 0} invariant and straightening the center ϕ(Cl)× 0v inside the
divisor (see Lemma 2.5. in [DK98]). This is the so called Asanuma trick. Let’s present
this important fact with holomorphic dependence on a parameter.
Lemma 5.9. Let Φ1 : C
k×X →֒ Ck×Cn, Φ1(w, x) = (w,ϕ1(w, x)) and Φ2 : C
k×X →֒
Ck × Cm, Φ2(w, x) = (w,ϕ2(w, x)) be two holomorphic families of proper holomorphic
embeddings of a complex space X into Cn resp. Cm parametrized by Ck. Then there
is an automorphism α of Cn+m parametrized by Ck, i.e., α ∈ Authol(C
k
w × C
n+m
z ) with
α(w, z) = (w, α˜(w, z)), such that α ◦ (Φ1 × 0m) = 0n × Φ2.
Proof. By an application of Theorem B the holomorphic map ϕ1 : C
k×X to Cn extends
to a holomorphic map µ1 from C
k × Cm ⊃ Φ2(C
k × X) to Cn (so µ1 ◦ ϕ2 = ϕ1).
Likewise there is a holomorphic map µ2 : C
k ×Cn → Cm with µ2 ◦ ϕ1 = ϕ2. Define the
parametrized automorphisms α1, α2 of C
k×Cn×Cm by α1(w, z, y) = (w, z, y+µ2(w, z))
and α2(w, z, y) = (w, z+µ1(w, y), y). Now α = α
−1
2 ◦α1 is the desired automorphism. 
Lemma 5.10. Let Φ : Ck × Cl →֒ Ck × Cn Φ(w, θ) = (w,ϕ(w, θ)) be a holomorphic
family of proper holomorphic embeddings of Cl into Cn parametrized by Ck.
Then Mod(Ck+n+1w,z,v , {v = 0},Φ(C
k × Cl) × {v = 0}) × Cl ∼= Ck+n+l+1. Moreover
there is a biholomorphism such that the restriction to each fixed parameter w ∈ Ck is a
biholomorphism from Mod(Cn+1z,v , {v = 0},Φ({w} × C
l)× {v = 0})× Cl ∼= Cn+l+1.
Proof. Apply Lemma 5.9 to the families Φ1 = Φ and Φ2 the trivial family Φ2 : C
k ×
Cl →֒ Ck × Cl Φ2(w, θ) = (w, θ). Let α ∈ Authol(C
k × Cn × Cl) be the resulting
parametrized automorphism which we extend to Ck+n+l+1 by letting it act trivial on the
last coordinate v. Then by definitionMod(Ck+n+1w,z,v , {v = 0},Φ(C
k×Cl)×{v = 0})×Cl =
Mod(Ck+n+l+1w,z,θ,v , {v = 0},Φ(C
k × Cl) × {v = 0} × 0l) and applying (the extended) α we
get that the later is biholomorphic to Mod(Ck+n+l+1w,z,θ,v , {v = 0},C
k
w × 0n×C
l
θ×{v = 0}).
The last manifold is obviously biholomorphic to Ck+n+l+1 since blowing up along a
straight center and deleting the proper transform of a straight divisor does not change the
affine space. The above constructed biholomorphism restricts to each fixed parameter
as desired since α is a parametrized automorphism. This can be also seen by writing
down concrete formulas for the modifications using generators f1(w, z), . . . , fN (w, z) of
the ideal Iφ(Ck×Cl) in O(C
k+n) and remarking that for each fixed w ∈ Ck the functions
f1(w, ·), . . . , fN (w, ·) generate the ideal IΦw(Cl). 
Now we describe the group actions:
Let f1(w, z), . . . , fN (w, z) be generators of the ideal Iφ(Ck×Cl) in O(C
k+n) and consider
Mod(Ck+n+1w,z,v , {v = 0},Φ(C
k × Cl) × {v = 0}) × Cl ∼= Ck+n+l+1 as the affine manifold
given by equations:
{(w, z, v, u) ∈ Ck × Cn × C × CN : fi(w, z) = ui v ∀ i = 1, . . . , N} × C
l
x
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On it we consider the action of C∗ν given by the restriction of the following linear
action on the ambient space:
(5.2) C∗ × Ck × Cn × C×CN ×Cl → Ck × Cn × C×CN × Cl
(ν, (w, z, v, u, x)) 7→ (w, z, ν2v, ν−2u1, . . . , ν
−2uN , νx1, . . . , νxl)
This gives by Lemma 5.10 a holomorphic family of C∗-actions on Cn+l+1 parametrized
by Ck, i.e., an action C∗ × Ck × Cn+l+1 → Ck × Cn+l+1 of the form (ν(w, z)) 7→
(w, ν(w, z)). Calculating (as in [DK99]) the Luna-stratification of the categorical quo-
tient Cn+l+1//C∗ for the C∗-action for fixed w, in particular the inclusion of the fixed
point stratum in the Z/2Z-isotropy stratum one sees that this inclusion is biholomorphic
to Φw(C
l) ⊂ Cn. The reader is invited to do this calculation using Example 5.4 and Fact
1 from section 5.1. Thus if for different parameters w1 6= w2 there were an equivariant
automorphism α ∈ Authol(C
n), the induced isomorphism of the categorical quotients
would map the Luna-stratifications onto each other. Therefore the restriction of that
induced isomorphism to the Z/2Z-isotropy stratum would give an automorphism β of
Cn with β(Φw1(C
l)) = Φw2(C
l). This shows that pairwise non-equivalent embeddings
lead to non-equivalent C∗-actions. This concludes the proof of Theorem 5.8 except for
the moreover part. The proof of this fact is a simple trick of contracting the parameter
space. We refer the reader to [KL13]. Also it is clear from the above discussion that
one can construct uncountably many non-linearizable C⋆-actions on C4 using the last
assertion from Theorem 4.6.
5.4. Relation to famous problems. The Holomorphic Linearization Problem is con-
nected to famous problems about complex affine space Cn. The first one is the holomor-
phic version of the Zariski Cancellation Problem, a problem which is still open in both
the algebraic category over C and in the holomorphic category.
Problem 5.11 (Zariski Cancellation). If X is a complex manifold such that X × C is
biholomorphic to Cn+1. Does it follow that X is biholomorphic to Cn?
There is an easy connection to Linearization since if we had a counterexample X to
the Zariski Cancellation Problem, say dimX = n then on Cn+1 ∼= X × C the Z/2Z-
action given by Z/2Z × (X × C) → X × C, (σ, (x, t)) 7→ (x,−t) would have a fixed
point set X which would not be biholomorphic to an affine space. Clearly fixed point
sets of linear actions are affine spaces, thus the Z/2Z-action would be non-linearizable.
Another less obvious connection comes from the construction of our counterexamples, the
Asanuma trick. Set X =Mod(Cn+1z,v , {v = 0},Φ(C
l) ⊂ {v = 0}) for a non-straightenable
holomorphic embedding Φ : Cl → Cn. By Lemma 5.10 X × Cl ∼= Cn+l+1. If X were
biholomorphic to Cn+1 we would have non-linearizable actions in lower dimensions.
But if X were not biholomorphic to Cn+1 there would be a counterexample to Zariski
Cancellation.
Here is a connection to another well known problem, formulated as a conjecture by
Varolin and Toth.
Problem 5.12 (Varolin-Toth-Conjecture). If a Stein manifold X is diffeomorphic to
R2n (n ≥ 2) and has the density property, is X then biholomorphic to Cn?
Again our X =Mod(Cn+1z,v , {v = 0},Φ({C
l) ⊂ {v = 0}) is the candidate. From (3) in
our list of examples in section 3.1.2 we see that it has the density property. Also it can
be proven that X is diffeomorphic to R2n+2, see [KK08b]. Were it not biholomorphic
to affine space, we would have a counterexample to the Varolin-Toth-Conjecture. There
are more candidates for counterexamples to this conjecture. A famous one is the Koras-
Russell threefold from equation (2.5), which is well known to be diffeomorphic to R6
and has the density property, see (5) in our list of examples in section 3.1.2.
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5.5. Optimal positive results. The way of constructing counterexamples to the Holo-
morphic Linearization Problem was providing group actions on Cn whose Luna quotient
is not isomorphic to the Luna quotient of a linear action. This raises the following
natural question:
Question 1: If the Luna quotient of an action of a reductive group G on Cn is biholo-
morphic to the quotient of a linear action, does it follow that the action is linearizable?
In general one can replace Cn by arbitrary Stein manifolds.
Question 2: If two Stein G-manifolds have isomorphic Luna quotients, under which
additional assumptions are they G-biholomorphic?
The following example shows that there is at least a topological obstruction for this
to hold true.
Example 5.13. Take any Stein manifold M which admits 2 non-isomorphic holomorphic
line bundles π1 : L1 →M and π2 : L2 →M . Remember that by Oka principle H
2(M,Z)
parametrizes the holomorphic line bundles on M , so this cohomolgy group has to be
non-trivial. Consider the action of C⋆ on the total spaces X = L1 and Y = L2 of the line
bundles by fibre wise multiplication. The categorical quotient maps for these actions are
just the bundle projections. Both categorical quotients are just isomorphic to M .The
fibers of the categorical quotient maps consist of 2 orbits, a fixed point (contained in
the zero section of the bundle) and the rest of the line, a free C⋆ orbit. The Luna
stratification is trivial, with one stratum M . A C⋆-equivariant biholomorphism between
L1 and L2 is linear in the fibers of the line bundle, thus a bundle isomorphism. But
the line bundles are non-isomorphic. The obstruction to an equivariant biholomorphism
under the existence of a Luna biholomorphism in this example is purely topological:
H2(M,Z).
We are now going to present recent results on the above two questions obtained by
La´russon, Schwarz and the author, all results are from the papers [KLS15], [KLS17c],
[KLS17b]. The setting is as follows: Let X and Y be Stein manifolds on which G acts
holomorphically. We have quotient mappings pX : X → QX and pY : Y → QY where
QX and QY are normal Stein spaces, the categorical quotients of X and Y Suppose
there is a biholomorphism φ : QX → QY which preserves the Luna strata, i.e., Xq is
G-biholomorphic to Yφ(q) for all q ∈ QX . We say that X and Y have common quotient
Q.
Set
Iso(X,Y ) =
∏
q∈Q
Iso(Xq, Yq)
where Iso(Xq, Yq) denotes the set of G-biholomorphisms of Xq and Yq. In general, there
is no reasonable structure of complex variety on Iso(X,Y ) as examples in [KLS17c] show.
Let Φ: X → Y be a G-diffeomorphism inducing the identity on the quotient. Φ is
called strict if it induces a G-biholomorphism of (Xq)red with (Yq)red for all q ∈ Q. One
can think of the strict G-diffeomorphisms as “smooth sections of Iso(X,Y )” (although
the later has no good structure).
Theorem 5.14. Let X and Y be Stein G-manifolds with common quotient Q. Suppose
that there is a strict G-diffeomorphism Φ: X → Y . Then Φ is homotopic, through strict
G-diffeomorphisms, to a G-biholomorphism from X to Y .
We would like to comment on this theorem whose proof has two major steps. Our
aim is to lift a Luna isomorphism φ between QX and QY in the diagram
X −−−−−−−−−→ Y
↓ pX ↓ pY
QX
φ
−−−−−−−−−→ QY
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to a G-equivariant biholomorphism between X and Y (under the assumption that there
is a lift to a strict G-diffeomorphism). The first step which may readily be overlooked
is the local lifting. For each q ∈ QX and φ(q) ∈ QY there are open neighborhoods
U ⊂ QX and V = ϕ(U) ⊂ QY whose preimages under the categorical quotient maps
are described by the Luna slice theorem Theorem 5.5. And since φ respects the Luna
stratification, both p−1X (U) and p
−1
Y (V ) are described by the same slice model and thus
are G-biholomorphic. The problem is that this existing G-biholomorphism need not
to be a lift of φ, it may induce another local Luna isomorphism between U and V .
Therefore our first step is non-trivial and uses the additional information, namely the
existence of a strict G-diffeomorphism.
The second step is then the gluing of the local lifts of the Luna isomorphism to a
global lift. This is an Oka principle, which is a separate important result:
Suppose that we have a stratified biholomorphism φ : QX → QV where V is a G-
module. Again we identify QX and QV and call the common quotient Q. We have
quotient mappings p : X → Q and r : V → Q. Assume there is an open cover {Ui}i∈I
of Q and G-equivariant biholomorphisms Φi : p
−1(Ui)→ r
−1(Ui) over Ui (meaning that
Φi descends to the identity map of Ui). We express the assumption by saying that X
and V are locally G-biholomorphic over a common quotient. Equivalently, our original
φ : QX → QV locally lifts to G-biholomorphisms of X to V .
Theorem 5.15. Let X and Y be Stein G-manifolds which locally G-biholomorphic over
a common quotient Q. Suppose that there is a strict G-diffeomorphism Φ: X → Y .
Then Φ is homotopic, through strict G-diffeomorphisms, to a G-biholomorphism from
X to Y .
In the case of a generic action (see Definition 5.17 below) this theorem can be deduced
from the Equivariant Oka Principle (Theorem 5.6). The proof in the general case is much
more involved.
Together with the above described first step this proves Theorem 5.14. The ad-
ditional obstruction, besides the Luna-isomorphism of the quotients, is the strict G-
diffeomorphism. We also have a result, where the obstruction is more topological (in-
stead of smooth). This is the existence of a strong G-homeomorphism, which is the
right version of “continuous sections of Iso(X,Y )”. Since the definition of strong G-
homeomorphism is not so straightforward and the result includes an extra assumption
on the common quotient we refer the interested reader to [KLS17c] for details.
Now let us get back to the special case of linearization, i.e., one of the G-manifolds,
say Y , is a linear representation of G, i.e., a G-module. This of course gives immediately
more information on the Luna quotient and there is hope that the additional obstruc-
tion just disappears because of the simple topology or diffeomorphism type of Cn. We
have not been able to confirm this hope completely, but substantial results are proven.
Remember that the proof of Theorem 5.14 consisted of two steps, the first step, the local
G-diffeomorphisms are the problem, the second step is solved:
Theorem 5.16. Suppose that X is a Stein G-manifold, V is a G-module and X
and V are locally G-biholomorphic over a common quotient. Then X and V are G-
biholomorphic.
For the local G-isomorphisms we still do not know the optimal result. We have to
make an additional technical assumption on the representation.
Definition 5.17. Assume that the set of closed orbits with trivial isotropy group is
open in X and that the complement, a closed subvariety of X, has complex codimension
at least two. We say that X is generic. Let X(n) denote the subset of X whose isotropy
groups have dimension n. We say that X is large if X is generic and codimX(n) ≥ n+2
for n ≥ 1.
For a simple group all but finitely many irreducible representations are large. A
representations is large if all irreducible factors are large.
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Theorem 5.18. Suppose that X is a Stein G-manifold and V is a G-module satisfying
the following conditions.
(1) There is a stratified biholomorphism φ from QX to QV .
(2) V (equivalently, X) is large.
Then, by perhaps changing φ, one can arrange that X and V are locally G-biholomorphic
over QX ≃ QV , hence X and V are G-biholomorphic.
Some special cases where the representation is not large can be dealt with as well:
Theorem 5.19. Suppose that X is a Stein SL2(C)-manifold and V is a SL2(C)-module.
If there is a stratified biholomorphism (Luna isomorphism) φ from QX to QV , then X
is SL2(C)-biholomorphic to V .
Also an old result of Jiang from our history of the Holomorphic Linearization Problem
can be reproved by using this approach.
Theorem 5.20. Suppose that X is a Stein G-manifold and V is a G-module with one-
dimensional categorical quotient QV . If there is a stratified biholomorphism φ from QX
to QV , then X is G-biholomorphic to V .
A comment on the last three theorems is in order, namely that we do not assume from
the beginning that the Stein manifold X is biholomorphic to affine space. Therefore
these theorems can be viewed as a characterization of Cn. On the other hand it seems
unlikely that this characterization can be applied in any interesting case to prove that
some Stein manifold is Cn. For example let’s pretend we would like to use it to prove
that the Koras-Russel cubic threefold MKR given by equation (2.5) is biholomorphic to
C3. The only known action of a reductive group on MKR is the famous C
⋆-action given
by the restriction to MKR of the linear action C
⋆ × C4 → C4
(λ, (x, y, s, t)) 7→ (λ6x, λ−6y, λ3s, λ2t).
The reader is invited to calculate the Luna quotient and to observe that this Luna
quotient is not isomorphic to the Luna quotient of a linear action. The theorem cannot
be applied, and thus no information whether MKR is biholomorphic to C
3 or not can
be obtained. On the other hand, if there were a(nother) way to conclude that MKR is
biholomorphic to C3, we would have found a non-linearizable holomorphic C⋆-action on
C3. Up to now the holomorphic linearization for C⋆ is known to hold on C2, not to hold
on Cn for n ≥ 4 (see section 5.2) and is open on C3.
The last three theorems give already a lot of evidence that the answer to Question
1 could be positive. If so, this would in some sense give one beautiful answer to the
Holomorphic Linearization Problem. On the other hand the question about minimal di-
mension for non-linearizable actions of a given reductive groupG is much more difficult to
answer. Until we have an effective criterion which can distinguish affine space Cn among
Stein manifolds with density property there is no hope for an answer. At this point it
is worth mentioning another criterion for characterization of Cn obtained by Isaev and
Kruzhilin. A Stein manifold X of dimension n whose holomorphic automorphism group
Authol(X) is isomorphic as topological group to Authol(C
n) is biholomorphic to Cn
[Isa01]. This conclusion even holds without the Stein assumption [IK02]. Unfortunately
this criterion is equally not applicable to the above problems as ours from the last three
theorems. In the early 1990’s J.P. Rosay asked the author whether Authol(C
n) as an
abstract group (without topology) could characterize Cn. Unfortunately even a positive
answer to this seemingly difficult question would not be very helpful for our problems.
References
[AFK+13] I. Arzhantsev, H. Flenner, S. Kaliman, F. Kutzschebauch, and M. Zaidenberg, Flexible va-
rieties and automorphism groups, Duke Math. J. 162 (2013), no. 4, 767–823. MR 3039680
[AFR00] Patrick Ahern, Manuel Flores, and Jean-Pierre Rosay, On R+ and C complete holomorphic
vector fields, Proc. Amer. Math. Soc. 128 (2000), no. 10, 3107–3113. MR 1664301
30 FRANK KUTZSCHEBAUCH
[AFRW16] Rafael Andrist, Franc Forstnericˇ, Tyson Ritter, and Erlend Fornæss Wold, Proper holo-
morphic embeddings into Stein manifolds with the density property, J. Anal. Math. 130
(2016), 135–150. MR 3574650
[AKL15] Rafael B. Andrist, Frank Kutzschebauch, and Andreas Lind, Holomorphic automorphisms
of Danielewski surfaces II: Structure of the overshear group, J. Geom. Anal. 25 (2015),
no. 3, 1859–1889. MR 3358076
[AKP17] Rafael B. Andrist, Frank Kutzschebauch, and Pierre-Marie Poloni, The density property for
Gizatullin surfaces completed by four rational curves, Proc. Amer. Math. Soc. 145 (2017),
no. 12, 5097–5108. MR 3717940
[AL92] Erik Anderse´n and La´szlo´ Lempert, On the group of holomorphic automorphisms of Cn,
Invent. Math. 110 (1992), no. 2, 371–388. MR 1185588
[And90] Erik Anderse´n, Volume-preserving automorphisms of Cn, Complex Variables Theory Appl.
14 (1990), no. 1-4, 223–235. MR 1048723
[And11] Rafael B. Andrist, Stein spaces characterized by their endomorphisms, Trans. Amer. Math.
Soc. 363 (2011), no. 5, 2341–2355. MR 2763719
[And17a] F. Andrist, R. Kutzschebauch, The fibered density property and the automorphism group
of the spectral ball, Math. Ann. online first (2017), https://doi.org/10.1007/s00208–017–
1520–8.
[And17b] R.. Andrist, The density property for gizatullin surfaces with reduced degenerate fibre, J.
Geom. Anal. online first (2017), https://doi.org/10.1007/s12220–017–9916–y.
[AR95] Patrick Ahern and Walter Rudin, Periodic automorphisms of Cn, Indiana Univ. Math. J.
44 (1995), no. 1, 287–303. MR 1336443
[Asa99] Teruo Asanuma, Non-linearizable algebraic k∗-actions on affine spaces, Invent. Math. 138
(1999), no. 2, 281–306. MR 1720185
[AW14] Rafael B. Andrist and Erlend Fornæss Wold, Riemann surfaces in Stein manifolds with the
density property, Ann. Inst. Fourier (Grenoble) 64 (2014), no. 2, 681–697. MR 3330919
[BF96] Gregery T. Buzzard and John Erik Fornæss, An embedding of C in C2 with hyperbolic
complement, Math. Ann. 306 (1996), no. 3, 539–546. MR 1415077
[BF97] Gregery T. Buzzard and Franc Forstnericˇ, A Carleman type theorem for proper holomorphic
embeddings, Ark. Mat. 35 (1997), no. 1, 157–169. MR 1443039
[BH00] Gregery T. Buzzard and John H. Hubbard, A Fatou-Bieberbach domain avoiding a neigh-
borhood of a variety of codimension 2, Math. Ann. 316 (2000), no. 4, 699–702. MR 1758449
[BK06] Stefan Borell and Frank Kutzschebauch, Non-equivalent embeddings into complex Euclidean
spaces, Internat. J. Math. 17 (2006), no. 9, 1033–1046. MR 2274009
[BK08] , Embeddings through discrete sets of balls, Ark. Mat. 46 (2008), no. 2, 251–269.
MR 2430726
[BTF16] Luka Boc Thaler and Franc Forstnericˇ, A long C2 without holomorphic functions, Anal.
PDE 9 (2016), no. 8, 2031–2050. MR 3599525
[Coh66] P. M. Cohn, On the structure of the GL2 of a ring, Inst. Hautes E´tudes Sci. Publ. Math.
(1966), no. 30, 5–53. MR 0207856
[DK98] Harm Derksen and Frank Kutzschebauch, Nonlinearizable holomorphic group actions,
Math. Ann. 311 (1998), no. 1, 41–53. MR 1624259
[DK99] , Global holomorphic linearization of actions of compact Lie groups on Cn, Com-
plex geometric analysis in Pohang (1997), Contemp. Math., vol. 222, Amer. Math. Soc.,
Providence, RI, 1999, pp. 201–210. MR 1653052
[EG92] Yakov Eliashberg and Mikhael Gromov, Embeddings of Stein manifolds of dimension n
into the affine space of dimension 3n/2+ 1, Ann. of Math. (2) 136 (1992), no. 1, 123–135.
MR 1173927
[FIKP07] Franc Forstnericˇ, Bjo¨rn Ivarsson, Frank Kutzschebauch, and Jasna Prezelj, An interpola-
tion theorem for proper holomorphic embeddings, Math. Ann. 338 (2007), no. 3, 545–554.
MR 2317930
[FKZ16] Hubert Flenner, Shulim Kaliman, and Mikhail Zaidenberg, A Gromov-Winkelmann type
theorem for flexible varieties, J. Eur. Math. Soc. (JEMS) 18 (2016), no. 11, 2483–2510.
MR 3562349
[FLØ01] Franc Forstnericˇ, Erik Løw, and Nils Øvrelid, Solving the d- and ∂-equations in thin tubes
and applications to mappings, Michigan Math. J. 49 (2001), no. 2, 369–416. MR 1852309
[For70] Otto Forster, Plongements des varie´te´s de Stein, Comment. Math. Helv. 45 (1970), 170–
184. MR 0269880
[For76] John Erik Fornaess, An increasing sequence of Stein manifolds whose limit is not Stein,
Math. Ann. 223 (1976), no. 3, 275–277. MR 0417448
[For95] Franc Forstnericˇ, A theorem in complex symplectic geometry, J. Geom. Anal. 5 (1995),
no. 3, 379–393. MR 1360826
[For10] , The Oka principle for sections of stratified fiber bundles, Pure Appl. Math. Q. 6
(2010), no. 3, Special Issue: In honor of Joseph J. Kohn. Part 1, 843–874. MR 2677316
MANIFOLDS WITH INFINITE DIMENSIONAL GROUP OF HOLOMORPHIC AUTOMORPHISMS 31
[For17] , Stein manifolds and holomorphic mappings, second ed., Ergebnisse der Math-
ematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics
[Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics], vol. 56, Springer, Cham, 2017, The homotopy principle in complex analysis.
MR 3700709
[FR66] Otto Forster and Karl Josef Ramspott, Analytische Modulgarben und Endromisbu¨ndel,
Invent. Math. 2 (1966), 145–170. MR 0218618
[FR93] Franc Forstnericˇ and Jean-Pierre Rosay, Approximation of biholomorphic mappings by au-
tomorphisms of Cn, Invent. Math. 112 (1993), no. 2, 323–349. MR 1213106
[FW09] Franc Forstnericˇ and Erlend Fornæss Wold, Bordered Riemann surfaces in C2, J. Math.
Pures Appl. (9) 91 (2009), no. 1, 100–114. MR 2487902
[FW13] , Embeddings of infinitely connected planar domains into C2, Anal. PDE 6 (2013),
no. 2, 499–514. MR 3071396
[GMV94] Fritz Grunewald, Jens Mennicke, and Leonid Vaserstein, On the groups SL2(Z[x]) and
SL2(k[x, y]), Israel J. Math. 86 (1994), no. 1-3, 157–193. MR 1276133
[Gro89] M. Gromov, Oka’s principle for holomorphic sections of elliptic bundles, J. Amer. Math.
Soc. 2 (1989), no. 4, 851–897. MR 1001851
[Hei88] Peter Heinzner, Linear a¨quivariante Einbettungen Steinscher Ra¨ume, Math. Ann. 280
(1988), no. 1, 147–160. MR 928302
[Hei91] , Geometric invariant theory on Stein spaces, Math. Ann. 289 (1991), no. 4, 631–
662. MR 1103041
[HI09] Alan Huckleberry and Alexander Isaev, Infinite-dimensionality of the automorphism groups
of homogeneous Stein manifolds, Math. Ann. 344 (2009), no. 2, 279–291. MR 2495770
[HK95] Peter Heinzner and Frank Kutzschebauch, An equivariant version of Grauert’s Oka prin-
ciple, Invent. Math. 119 (1995), no. 2, 317–346. MR 1312503
[Huc90] Alan T. Huckleberry, Actions of groups of holomorphic transformations, Several complex
variables, VI, Encyclopaedia Math. Sci., vol. 69, Springer, Berlin, 1990, pp. 143–196.
MR 1095091
[IK02] A. V. Isaev and N. G. Kruzhilin, Effective actions of the unitary group on complex mani-
folds, Canad. J. Math. 54 (2002), no. 6, 1254–1279. MR 1940238
[IK12] Bjo¨rn Ivarsson and Frank Kutzschebauch, Holomorphic factorization of mappings into
SLn(C), Ann. of Math. (2) 175 (2012), no. 1, 45–69. MR 2874639
[Isa01] A. V. Isaev, Characterization of Cn by its automorphism group, Tr. Mat. Inst. Steklova
235 (2001), no. Anal. i Geom. Vopr. Kompleks. Analiza, 110–113. MR 1886577
[Jun42] Heinrich W. E. Jung, u¨ber ganze birationale Transformationen der Ebene, J. Reine Angew.
Math. 184 (1942), 161–174. MR 0008915
[Kal15] S. Kaliman, Analytic extensions of algebraic isomorphisms, Proc. Amer. Math. Soc. 143
(2015), no. 11, 4571–4581. MR 3391018
[KK96] Hanspeter Kraft and Frank Kutzschebauch, Equivariant affine line bundles and lineariza-
tion, Math. Res. Lett. 3 (1996), no. 5, 619–627. MR 1418576
[KK08a] Shulim Kaliman and Frank Kutzschebauch, Criteria for the density property of complex
manifolds, Invent. Math. 172 (2008), no. 1, 71–87. MR 2385667
[KK08b] , Density property for hypersurfaces UV = P (X), Math. Z. 258 (2008), no. 1,
115–131. MR 2350038
[KK11] , On the present state of the Anderse´n-Lempert theory, Affine algebraic geometry,
CRM Proc. Lecture Notes, vol. 54, Amer. Math. Soc., Providence, RI, 2011, pp. 85–122.
MR 2768636
[KK17] , Algebraic (volume) density property for affine homogeneous spaces, Math. Ann.
367 (2017), no. 3-4, 1311–1332. MR 3623226
[KKMLR97] S. Kaliman, M. Koras, L. Makar-Limanov, and P. Russell, C∗-actions on C3 are lineariz-
able, Electron. Res. Announc. Amer. Math. Soc. 3 (1997), 63–71. MR 1464577
[KL13] Frank Kutzschebauch and Sam Lodin, Holomorphic families of nonequivalent embeddings
and of holomorphic group actions on affine space, Duke Math. J. 162 (2013), no. 1, 49–94.
MR 3011872
[KLS15] Frank Kutzschebauch, Finnur La´russon, and Gerald W. Schwarz, An Oka principle for
equivariant isomorphisms, J. Reine Angew. Math. 706 (2015), 193–214. MR 3393367
[KLS17a] , An equivariant parametric oka principle for bundles of homogeneous spaces, Math.
Ann. (2017).
[KLS17b] , Homotopy principles for equivariant isomorphisms, Trans. Amer. Math. Soc. 369
(2017), no. 10, 7251–7300. MR 3683109
[KLS17c] , Sufficient conditions for holomorphic linearisation, Transform. Groups 22 (2017),
no. 2, 475–485. MR 3649463
[Kno91] Friedrich Knop, Nichtlinearisierbare Operationen halbeinfacher Gruppen auf affinen
Ra¨umen, Invent. Math. 105 (1991), no. 1, 217–220. MR 1109627
32 FRANK KUTZSCHEBAUCH
[Kos13]  Lukasz Kosin´ski, Structure of the group of automorphisms of the spectral 2-ball, Collect.
Math. 64 (2013), no. 2, 175–184. MR 3041762
[KR14] Hanspeter Kraft and Peter Russell, Families of group actions, generic isotriviality, and
linearization, Transform. Groups 19 (2014), no. 3, 779–792. MR 3233525
[KRP17] Frank Kutzschebauch and Alexandre Ramos-Peon, An Oka principle for a parametric in-
finite transitivity property, J. Geom. Anal. 27 (2017), no. 3, 2018–2043. MR 3667419
[Kut98] Frank Kutzschebauch, Compact and reductive subgroups of the group of holomorphic auto-
morphisms of Cn, Su¯rikaisekikenkyu¯sho Ko¯kyu¯roku (1998), no. 1033, 81–93, Singularities
and complex analytic geometry (Japanese) (Kyoto, 1997). MR 1660631
[Kut14] , Flexibility properties in complex analysis and affine algebraic geometry, Automor-
phisms in birational and affine geometry, Springer Proc. Math. Stat., vol. 79, Springer,
Cham, 2014, pp. 387–405. MR 3229363
[L0´4] Finnur La´russon, Model structures and the Oka principle, J. Pure Appl. Algebra 192
(2004), no. 1-3, 203–223. MR 2067196
[Leu16] Matthias Leuenberger, (Volume) density property of a family of complex manifolds includ-
ing the Koras-Russell cubic threefold, Proc. Amer. Math. Soc. 144 (2016), no. 9, 3887–3902.
MR 3513546
[ML90] L. Makar-Limanov, On groups of automorphisms of a class of surfaces, Israel J. Math. 69
(1990), no. 2, 250–256. MR 1045377
[ML96] , On the hypersurface x + x2y + z2 + t3 = 0 in C4 or a C3-like threefold which is
not C3, Israel J. Math. 96 (1996), no. part B, 419–429. MR 1433698
[MZ74] Deane Montgomery and Leo Zippin, Topological transformation groups, Robert E. Krieger
Publishing Co., Huntington, N.Y., 1974, Reprint of the 1955 original. MR 0379739
[Pal57] Richard S. Palais, A global formulation of the Lie theory of transformation groups, Mem.
Amer. Math. Soc. No. 22 (1957), iii+123. MR 0121424
[PW05] Han Peters and Erlend Fornæss Wold, Non-autonomous basins of attraction and their
boundaries, J. Geom. Anal. 15 (2005), no. 1, 123–136. MR 2132268
[Rit13] Tyson Ritter, A strong Oka principle for embeddings of some planar domains into C×C∗,
J. Geom. Anal. 23 (2013), no. 2, 571–597. MR 3023850
[RR88] Jean-Pierre Rosay and Walter Rudin, Holomorphic maps from Cn to Cn, Trans. Amer.
Math. Soc. 310 (1988), no. 1, 47–86. MR 929658
[RW91] T. J. Ransford and M. C. White, Holomorphic self-maps of the spectral unit ball, Bull.
London Math. Soc. 23 (1991), no. 3, 256–262. MR 1123334
[Sch89] Gerald W. Schwarz, Exotic algebraic group actions, C. R. Acad. Sci. Paris Se´r. I Math.
309 (1989), no. 2, 89–94. MR 1004947
[Sch97] J. Schu¨rmann, Embeddings of Stein spaces into affine spaces of minimal dimension, Math.
Ann. 307 (1997), no. 3, 381–399. MR 1437045
[Smi89] Martha K. Smith, Stably tame automorphisms, J. Pure Appl. Algebra 58 (1989), no. 2,
209–212. MR 1001475
[Sno82] Dennis M. Snow, Reductive group actions on Stein spaces, Math. Ann. 259 (1982), no. 1,
79–97. MR 656653
[Ste97] Berit Stenso¨nes, Fatou-Bieberbach domains with C∞-smooth boundary, Ann. of Math. (2)
145 (1997), no. 2, 365–377. MR 1441879
[SU03] Ivan P. Shestakov and Ualbai U. Umirbaev, The Nagata automorphism is wild, Proc. Natl.
Acad. Sci. USA 100 (2003), no. 22, 12561–12563. MR 2017754
[Sus77] A. A. Suslin, The structure of the special linear group over rings of polynomials, Izv. Akad.
Nauk SSSR Ser. Mat. 41 (1977), no. 2, 235–252, 477. MR 0472792
[Suz77] Masakazu Suzuki, Sur les ope´rations holomorphes du groupe additif complexe sur l’espace
de deux variables complexes, Ann. Sci. E´cole Norm. Sup. (4) 10 (1977), no. 4, 517–546.
MR 0590938
[TV86] W. Thurston and L. Vaserstein, On K1-theory of the Euclidean space, Topology Appl. 23
(1986), no. 2, 145–148. MR 855453
[Var00] Dror Varolin, The density property for complex manifolds and geometric structures. II,
Internat. J. Math. 11 (2000), no. 6, 837–847. MR 1785520
[Var01] , The density property for complex manifolds and geometric structures, J. Geom.
Anal. 11 (2001), no. 1, 135–160. MR 1829353
[Vas88] L. N. Vaserstein, Reduction of a matrix depending on parameters to a diagonal form by
addition operations, Proc. Amer. Math. Soc. 103 (1988), no. 3, 741–746. MR 947649
[vdK53] W. van der Kulk, On polynomial rings in two variables, Nieuw Arch. Wiskunde (3) 1
(1953), 33–41. MR 0054574
[Win90] Jo¨rg Winkelmann, On automorphisms of complements of analytic subsets in Cn, Math. Z.
204 (1990), no. 1, 117–127. MR 1048069
[Wol06] Erlend Fornæss Wold, Proper holomorphic embeddings of finitely and some infinitely con-
nected subsets of C into C2, Math. Z. 252 (2006), no. 1, 1–9. MR 2209147
MANIFOLDS WITH INFINITE DIMENSIONAL GROUP OF HOLOMORPHIC AUTOMORPHISMS 33
[Wol08] , A Fatou-Bieberbach domain in C2 which is not Runge, Math. Ann. 340 (2008),
no. 4, 775–780. MR 2372737
[Wol10] , A long C2 which is not Stein, Ark. Mat. 48 (2010), no. 1, 207–210. MR 2594593
[Wri78] David Wright, The amalgamated free product structure of GL2(k[X1, · · · , Xn]) and the
weak Jacobian theorem for two variables, J. Pure Appl. Algebra 12 (1978), no. 3, 235–251.
MR 501951
Departement Mathematik, Universita¨t Bern, Sidlerstrasse 5, CH–3012 Bern, Switzer-
land
E-mail address: frank.kutzschebauch@math.unibe.ch
