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La formation de la structure de grains est d'intérêt pour quasiment tous les procédés
de fabrication de pièces métalliques. La raison en est que cette structure inﬂuence grande-
ment les propriétés du matériau, mécaniques en particulier. Aussi, la compréhension de la
formation de structures de grains a fait l'objet de nombreuses recherches en métallurgie,
depuis environ un siècle. Les outils de modélisation à disposition restent cependant encore
très limités. Avant d'aborder le contexte et la problématique de ce travail, nous revenons
brièvement sur l'histoire de l'observation des grains cristallins.
Les cristaux, du grec kr ystallos (glace), ont été pour la première fois observés par
les Grecs anciens dans des matériaux transparents : glace, cristal de roche (quartz), dia-
mant... Leur compréhension de la formation de ces cristaux était toutefois très limitée, et
les écrits se bornent à des analogies de formes angulaires. La description de Pline l'An-
cien montre d'ailleurs que les Grecs imaginaient que les cristaux de roche n'étaient rien
d'autre qu'une sorte d'eau congelée, dont la formation n'était possible que dans des con-
ditions de froid extrême (c'est-à-dire dans les montagnes) (cité par [l'I72]). Par la suite,
les nombreuses observations de formes géométriques régulières dans d'autres matériaux
obligèrent à reconsidérer cette théorie. Les premiers écrits posant les bases de la science
de la cristallographie sont ceux de Conrad Gessner, au 16e siècle, mais il faut attendre
Hottinger deux siècles plus tard pour les premières études et observations par microscope
sur des minéraux (quartz). Par la suite, l'observation de cristaux a pu se généraliser aux
métaux (bien que la structure cristalline des métaux ait été connue auparavant) avec la
diﬀraction par rayons X, inventée par Max von Laue en 1912. Aujourd'hui, ces observa-
tions peuvent se faire post mortem, par microscopie électronique par exemple, ou in situ
lors de la solidiﬁcation, avec des appareillages tels les synchrotrons.
La structure de grains, c'est-à-dire la forme, l'orientation et l'agencement des cristaux,
est déterminante pour de nombreuses propriétés du matériau. Tout d'abord au niveau mé-
canique, puisque les dislocations se concentrent au niveau des joints de grains. Selon les
applications, on cherchera à obtenir des densités de grains élevées, en particulier pour
augmenter la limite d'élasticité. Au contraire, d'autres applications requièrent des pièces
monocristallines, qui présentent de bonnes propriétés à haute température, par exem-
ple pour les aubes de turbine des avions à réaction. Mais les propriétés mécaniques ne
sont pas les seules aﬀectées : dans les semiconducteurs, les joints de grains ont des eﬀets
néfastes sur les mécanismes quantiques, et sont pour cette raison bannis de tous les com-
posants électroniques. La structure de grains doit donc être très contrôlée : c'est pour cela,
entre autres, que d'une manière générale, quasiment aucune pièce n'est produite brute
de fonderie, c'est-à-dire sans traitements particuliers après la solidiﬁcation du matériau.
Par exemple, le recuit (maintien à une température élevée), qui permet d'homogénéiser
et d'augmenter la taille des grains, est très utilisé dans les procédés de laminage et de
forgeage. Cependant, la structure de grains initiale provient uniquement de l'étape de
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Figure 1 Structure de grains dans un aluminium métallurgique, observée en lumière
polarisée [Que03]. Les ramiﬁcations dendritiques de chaque grain sont particulièrement
visibles.
solidiﬁcation, que ce soit dans des lingots ou dans des pièces moulées. Si la structure de
grains initiale est éloignée de la structure souhaitée, les diﬀérents traitements post solidi-
ﬁcation seront d'autant plus longs et coûteux. De plus, certains défauts ne pourront pas
être corrigés (par exemple lors de la production de pièces monocristallines).
Enﬁn, c'est lors de la solidiﬁcation que se forment les diverses phases, les inhomogénéités
en composition d'éléments d'alliages, les porosités, les contraintes thermomécaniques, etc.,
qui seront autant de défauts éventuels à prendre en compte aﬁn d'atteindre la mise en
forme ﬁnale de la pièce. Or, une bonne description de la solidiﬁcation et de la croissance
des phases ne peut se faire sans considérer la structure de grains. Aussi de nombreuses
recherches ont été menées pour tenter de comprendre ces phénomènes, les modéliser et
les prédire.
Parallèlement à ces avancées dans la représentation théorique des phénomènes de so-
lidiﬁcation, se sont développées des méthodes numériques, avec lesquelles les modèles
sont intimement liés. Bien que les approches numériques de résolution d'équations exis-
tent depuis des siècles, par exemple les méthodes de Newton ou d'Euler, elles ont pris
leur plein essor dans les années 80 avec l'avènement de l'informatique. Depuis, les capac-
ités de calcul (mémoire, puissance) n'ont eu de cesse d'augmenter, repoussant les limites
et permettant aux modèles de se complexiﬁer toujours plus. Cependant, depuis moins
d'une dizaine d'années, l'évolution des performances s'est trouvée en partie bloquée par
les limites physiques dans la fabrication de composants électroniques (transistors, etc.)
et du design des puces. Étant devenu diﬃcile d'augmenter la puissance individuelle de
ces puces, les développements se tournent aujourd'hui vers le calcul parallèle, c'est-à-dire
l'association de plusieurs unités de calcul pour combiner leur capacité. Tous les micropro-
cesseurs neufs produits actuellement pour les ordinateurs sont composés de plusieurs de
ces unités. Les supercalculateurs les plus puissants intègrent quant à eux de l'ordre d'un
million d'unités de calcul (p.ex. ﬁgure 2), et ont une capacité de plusieurs Pﬂops, soit 1015
opérations sur ﬂottants par seconde (cf. http ://www.top500.org). Mais le calcul parallèle
a également apporté ses problématiques propres, car l'exploitation de cette puissance de
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calcul ne peut se faire qu'avec des algorithmes extrêmement bien optimisés, ce qui peut
se révéler une tâche très ardue en soi.
Malgré ces avancées technologiques, les modèles, scientiﬁques en général et de solidi-
ﬁcation en particulier, sont toujours cantonnés à un certain domaine d'échelles de temps
et de taille. Si le choix est fait de représenter des phénomènes à très petite échelle, par
exemple au niveau atomique, alors les calculs seront limités en termes de volume et de
temps, même sur des calculateurs très puissants. Si au contraire l'objectif est de prendre
en compte des échelles importantes, par exemple au niveau d'un procédé industriel, alors
des approximations doivent être faites aux petites échelles pour mener le calcul. Certains
phénomènes physiques seront alors approchés par des lois plus ou moins complexes, ou
tout simplement ignorés.
Figure 2 Le plus grand supercalculateur à ce jour, Sequoia, du laboratoire Lawrence
Livermore (USA), comptabilise 1,5M d'unités de calcul pour une puissance de 16Pﬂops.
Le problème de la solidiﬁcation concerne, comme beaucoup d'autres domaines, une
grande variété d'échelles. La structure de grains est généralement beaucoup plus ﬁne que
la taille caractéristique du procédé. Les grains eux-mêmes sont formés d'une microstruc-
ture de dimension plus réduite : un exemple est donné à la ﬁgure 1, où on aperçoit la
microstructure dendritique ramiﬁée à l'intérieur de chaque grain coloré. Autant de mod-
èles que d'échelles ont été développés en solidiﬁcation. L'objectif de cette étude est de
mettre en place un modèle 3D, capable de prédire directement la formation de la struc-
ture de grains, mais pas leur microstructure dendritique interne, à l'échelle d'une pièce
industrielle.
L'approximation consistant à ne pas représenter la structure interne des grains en
suivant tout de même le développement de leur enveloppe est typique d'un modèle mé-
soscopique, couplant les approches dites d'automate cellulaire (CA) et d'éléments ﬁnis
(FE). Le modèle CAFE entre dans la catégorie des modèles dits macroscopiques directs.
Il est certain que la non-description de la microstructure dendritique interne empêche la
représentation directe de certains phénomènes physiques à cette échelle : courbure de l'in-
terface entre le solide et le liquide, champs de composition précis dans les phases solides
et liquide, etc. Ces phénomènes sont donc pris en compte à travers des lois simples, ana-
lytiques ou phénoménologiques. Le problème posé par l'utilisation de ces lois est double :
d'une part, leur domaine de validité est rarement connu précisément ; d'autre part, des
données d'entrée sont souvent nécessaires, et pas toujours disponibles expérimentalement.
C'est pourquoi une partie de cette étude est dédiée à la comparaison du modèle CAFE
avec un modèle champ de phase microscopique direct, permettant de suivre directement
l'interface solide-liquide à l'échelle dendritique pendant la solidiﬁcation. Cette comparai-
son aura pour objectif de vériﬁer la validité des lois physiques et des hypothèses utilisées
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dans la construction du modèle CAFE. Un second objectif sera de voir dans quelle mesure
les modèles microscopiques directs, comme le champ de phase, peuvent permettre de cali-
brer les paramètres physiques et numériques des modèles mésoscopiques, comme le modèle
CAFE. Enﬁn, les limitations des deux modèles en termes d'échelle seront évaluées, ainsi
que leurs intérêts complémentaires.
À l'échelle du procédé, un des phénomènes les plus néfastes pour les propriétés des
pièces produites est la ségrégation macroscopique des espèces chimiques, ou macroségréga-
tion. Cette dernière est fortement liée à l'étape de solidiﬁcation. Aussi, le deuxième objectif
principal de ce travail sera de prendre en compte ce phénomène de manière couplée avec
le développement de la structure de grains. Il sera ainsi possible de montrer l'inﬂuence de
l'un sur l'autre. Pour cela, une expérience spécialement conçue pour servir de référence sur
la macroségrégation induite par convection naturelle sera modélisée [Hac12a]. La grande
quantité de données mesurées en fait une expérience de choix pour la validation du modèle
et de son implémentation.
En termes d'échelle, le but visé est la modélisation d'un procédé industriel de coulée
semi-continue de lingots de silicium polycristallin, utilisé ensuite comme composant actif
dans les panneaux solaires photovoltaïques. Dans ce procédé, la structure de grains (visi-
ble sur la ﬁgure 3.b) est primordiale, car déterminante pour le rendement des panneaux.
De plus, on le verra, ce procédé met en jeu des phénomènes représentables en 3D unique-
ment. Les lingots produits ont des dimensions de l'ordre de 0,4 x 0,4 x 5m (cf. ﬁgure
3.a), et les grains observés ont une taille de l'ordre du millimètre. Ces conditions rendent
clairement le calcul parallèle indispensable. D'ailleurs, les versions précédentes de ce mod-
èle mésoscopique, qui n'utilisaient pas le calcul parallèle, étaient limitées à des calculs sur
de petites dimensions. Le troisième objectif sera donc d'implémenter un algorithme de
résolution du modèle CAFE parallèle et optimisé, et de mener un calcul démonstratif sur




Figure 3 (a) Lingot de silicium polycristallin et (b) plaquette de silicium avant son




Solidiﬁcation : notions fondamentales et
modèles numériques
Dans ce chapitre est présentée une brève revue de littérature sur la solidiﬁcation des
métaux, ainsi que les diﬀérents modèles de solidiﬁcation et leurs approches en calcul par-
allèle. Une partie est dédiée aux objectifs et enjeux de la thèse.
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1 Phénomènes physiques liés à la formation des struc-
tures de grains dans les métaux
La structure de grains, telle qu'observée sur un lingot, résulte de l'interaction de nom-
breux phénomènes physiques pendant la solidiﬁcation. Nous donnons ici les clés pour
comprendre les principaux aspects en jeu, et les diﬀérents paramètres susceptibles d'inﬂu-
encer la formation de cette structure. Nous présenterons donc brièvement l'importance de
l'interface solide-liquide, les structures dendritiques et eutectiques qui seront par la suite
étudiées, la compétition de croissance entre grains, et enﬁn le phénomène de macroségré-
gation.
1.1 Germination
La germination dans un liquide résulte de la formation d'une grappe d'atomes formant
une structure solide qui, si elle est suﬃsamment stable, grossit assez pour devenir un
germe. En croissant, ce germe formera un grain. L'étude de ce phénomène est basée
sur des concepts thermodynamiques, et en particulier considère l'énergie de l'interface
solide/liquide de l'embryon, σ. En approchant l'embryon par une sphère, on peut déﬁnir





Dans cette équation apparaît le rayon critique Rc au-delà duquel l'embryon est sta-
ble et forme un germe. Ce rayon pourra être atteint par des ﬂuctuations thermiques en
dessous de la température de fusion. Cependant la surfusion nécessaire peut atteindre
plusieurs centaines de Kelvins, ce qui n'est pas cohérent avec les observations expérimen-
tales [Dan09].
Par opposition à ce modèle de germination homogène, de nombreuses recherches ont
été menées sur la germination hétérogène, c'est-à-dire la formation de germes sur des
substrats (particules, moule), qui nécessite une surfusion de quelques Kelvins seulement.
Mais, la germination étant un phénomène à l'échelle atomique sensible aux ﬂuctuations
thermiques, il est impossible de prédire à l'échelle macroscopique la position et l'orienta-
tion du premier cristal à se former. Pour ces raisons, un modèle statistique a été développé
[Rap89] aﬁn de donner une distribution de sites de germination dont la surfusion critique,
∆Tnucl, suit une loi gaussienne. Quand la surfusion locale ∆T , déﬁnie par l'équation I.2,
devient supérieure à cette surfusion critique, alors le site germe et forme un nouveau
grain :
∆T = Teq − T (I.2)
où T est la température locale et Teq la température de la transformation à l'équilibre, par
exemple la température de liquidus. En pratique, il sera donc nécessaire de déterminer par
l'expérience les paramètres de la loi gaussienne, c'est-à-dire la surfusion critique moyenne,
∆TN , son écart-type, ∆Tσ, et la densité maximale de sites de germination, nmax.
1.2 Description de l'interface solide-liquide
La nature et le comportement de l'interface entre la phase solide est la phase liquide
pendant la solidiﬁcation sont d'une manière générale déterminants dans le processus de
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formation de cristaux, et donc de structures de grains. L'interface peut être classée selon
trois catégories [Kur98] :
 Les fronts plans correspondent à une interface stable, au sens où les perturbations se
résorbent avec le temps. Ces fronts sont essentiellement obtenus lors de la croissance
colonnaire de substances pures.
 Les morphologies cellulaires se développent quant à elles à la limite de l'instabilité
de l'interface lors de la croissance colonnaire. Ces morphologies se caractérisent par
la croissance de cellules alignées sur le gradient thermique.
 Enﬁn, la morphologie dendritique, la plus courante dans les alliages métalliques,
correspond à une interface instable, où les perturbations ont tendance à s'ampliﬁer
avec le temps.
En plus de la description précédente, une interface peut être rugueuse, comme dans la
plupart des métaux, ou facettée, par exemple pour certains intermétalliques ou des semi-
conducteurs comme le silicium. Elle présente alors une interface dentelée à l'échelle mi-
croscopique, chaque facette étant en fait un plan à l'échelle atomique. Ces plans sont
la conséquence d'une cinétique d'attachement plus lente des atomes, et va généralement
de pair avec une surfusion plus importante [Kur98]. Pour le silicium, dans le procédé
Czochralski où la vitesse de tirage est très lente, l'interface solide-liquide est plane et non
facettée, bien que des facettes puissent apparaître. La fabrication de silicium polycristallin
est plus complexe de par la vitesse de croissance plus importante.
Selon le critère de Jackson [Jac84], la transition d'une interface rugueuse à facettée





avec η1 le nombre de plus proches voisins sur l'interface, Z le nombre de plus proches
voisins total, kb la constante de Boltzmann, Lat l'enthalpie de fusion atomique et Tm la
température de fusion. Si α est supérieur à 2, l'interface sera facettée. Le tableau I.1
donne le paramètre α pour les plans à bas indices dans le silicium, l'aluminium et l'étain,
matériaux qui seront étudiés par la suite.
1.3 Structures de grains
Structure dendritique
Un grain dendritique est constitué d'un réseau de ramiﬁcations issues du même germe
initial. Après une courte phase de croissance sphérique, le grain se développe selon des
directions préférentielles liées à l'anisotropie de l'énergie interfaciale et à la cinétique d'at-
tachement des atomes. Des bras de dendrite primaires se forment selon ces directions,
puis des bras secondaires apparaissent par ramiﬁcation. Ce réseau dendritique peut être
caractérisé par l'espacement interdendritique primaire, λ1, et secondaire, λ2 (ﬁgure I.1).
Ces valeurs sont en particulier dépendantes de la vitesse de refroidissement et du gradient
de température, et sont donc susceptibles de changer d'un point à l'autre du lingot. De
plus, elles évoluent fortement après la phase de croissance initiale par maturation et dis-
solution des bras secondaires. Les propriétés ﬁnales du matériau dépendent en particulier
de λ2.
La croissance initiale des bras de dendrites est gouvernée par les pointes de dendrite.
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Si Al Sn
Structure Diamant CFC TC a
Dendrites <100> <100> <110>
Lat (eV) 0,525 0,111 0,075
Tm (K) 1683 933,5 505,1
(100) η1/Z 1/4 4/12 2/2
α 0,91 0,46 1,7
(110) η1/Z 2/4 2/12 2/2
α 1,8 0,23 1,7
(111) η1/Z 3/4 6/12 0/2
α 2,7 0,69 0,0
a. Tétragonal centré, avec les dimensions de la maille : a = b = 583 · 10−12 m et c = 318 · 10−12 m
Table I.1 Critère de Jackson pour la transition d'une interface rugueuse (α < 2) à
facettée (α ≥ 2) pour le silicium, l'aluminium et l'étain. Les seules facettes pouvant
apparaître selon ce critère sont les plans (111) du silicium [Nag05].
Figure I.1 Illustration de l'espacement interdendritique primaire, λ1, et secondaire, λ2,
dans du camphène [Cad00].
La surfusion au niveau de la pointe est donnée par :
∆T = ∆TT + ∆TC + ∆TR + ∆TK (I.4)
avec ∆TT la surfusion thermique, ∆TC la surfusion chimique, ∆TR la surfusion due à la
courbure de l'interface et ∆TK la surfusion cinétique d'attachement des atomes. Il a été
noté que la surfusion de courbure ∆TR joue un rôle important : d'une part, la courbure
à l'extrémité de la pointe est maximale, d'autre part, la courbure varie fortement au
niveau de la pointe. ∆TR varie donc également et la pointe ne peut en toute rigueur
être considérée isotherme. La diﬀusion de la chaleur dans le solide et le liquide doit donc
être prise en compte, ce qui complexiﬁe notablement le problème. Notons ﬁnalement que
dans la plupart des cas, hormis en solidiﬁcation rapide et pour des interfaces facettées, la
surfusion cinétique ∆TK peut être négligée.
Plusieurs modèles analytiques ont été développés pour calculer vitesse de croissance
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et rayon de courbure des pointes de dendrites, en partant de plusieurs approximations. La
principale est que la pointe de dendrite est assimilable à un paraboloïde de révolution. À
partir de cette géométrie simpliﬁée, et en supposant la pointe isotherme, les équations de
conduction thermique ou solutale peuvent être résolues de manière analytique, comme cela
a été introduit par Ivantsov [Iva47]. Cependant, cette solution ne permet pas de trouver
un point de fonctionnement unique entre la vitesse de la pointe, v, et son rayon, r. Par la
suite, un critère de stabilité marginale a été développé [Lan77] pour pallier ce problème et
lier r et v à travers une constante de stabilité, σ∗. Un modèle reprenant cette analyse sera
présenté en détail dans le chapitre II, notons ici le modèle de Lipton et al. (LGK) [Lip87]
pour la croissance équiaxe et le modèle de Kurz et al. (KGT) [Kur86] pour la croissance
directionnelle, ces deux modèles étant aujourd'hui très répandus dans la littérature.
Structure eutectique
Les grains eutectiques se déﬁnissent par la croissance simultanée de deux phases solides
ou plus. Par la suite, nous traiterons uniquement des alliages binaires, et donc des eutec-
tiques à deux phases. De plus, seuls les eutectiques réguliers lamellaires seront abordés
ici. Ils sont caractérisés par une morphologie en lamelles de deux phases alternées, qui
forment au niveau macroscopique un front plan avec le liquide. La croissance simultanée
de ces deux phases est rendue possible par l'échange de soluté dans le liquide à l'interface
entre les lamelles des deux phases. Les transformations eutectiques binaires sont souvent
considérées isothermes, et à composition ﬁxe weut. La croissance eutectique a en particulier
été étudiée par Jackson et Hunt, leur analyse étant aujourd'hui reprise très régulièrement
[Jac66].
20 µm
Figure I.2 Eutectique lamellaire régulier dans du CBr4 − C2Cl6, tiré de Akamatsu et
al. [Aka12]. Les deux phases sont aisément distinguables de par leur taille de lamelle. λeut
est ici environ 20 fois plus grand que dans les alliages métalliques standards.
Une grande diﬀérence avec les grains dendritiques vient de la taille de ces lamelles, et
donc de l'espacement interlamellaire λeut, qui est de un à deux ordres de grandeur inférieurs
à λ2. Il en résulte une diﬃculté numérique pour traiter de la croissance simultanée de grains
dendritiques et eutectiques. Pour ces raisons, les deux phases constituant l'eutectique
sont souvent regroupées et considérées comme une unique structure, dont la vitesse de
croissance v est unique.
1.4 Compétition de croissance
Croissance colonnaire
Les grains dits colonnaires se caractérisent par une taille plus importante dans une
direction. Un exemple est donné par la ﬁgure I.3, dans la partie basse du lingot. Ces grains
se forment lors d'une croissance contrainte, par exemple dans un gradient de température.
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Il a été observé à de multiples reprises que les grains colonnaires dont les directions
préférentielles étaient orientées selon le gradient thermique se développent au détriment
des autres [Gan94], menant à une sélection de grains.
Pour les grains dendritiques, la sélection des directions préférentielles est basée sur la
minimisation de l'énergie de surface, mais, de par leur morphologie, la selection des grains
elle-même est uniquement due à la cinétique de croissance et aux conditions locales de
refroidissement. Il résulte de cette sélection une diminution du nombre de grains et la for-
mation d'une texture, c'est-à-dire d'une microstructure dont les grains sont tous orientés
selon la même direction. Le lingot pourra ainsi avoir des propriétés (p.ex. mécaniques)
anisotropes, et diﬀérentes d'un endroit à l'autre. Une application directe de ce phénomène
est le sélecteur de grains qui, en imposant une certaine géométrie, permet de sélectionner
un seul grain et de réaliser ainsi des pièces monocristallines [Ree06].
Dans le cas de grains non dendritiques, la minimisation de l'énergie de surface peut
devenir prépondérante dans la compétition de croissance entre grains si la vitesse de
refroidissement est faible. C'est par exemple le cas pour le silicium pur (voir section
IV.3).
Grains équiaxes et transition colonnaire-équiaxe
Les grains dits équiaxes sont caractérisés par une taille semblable dans toutes les di-
rections, par opposition aux grains colonnaires. On peut distinguer deux zones de grains
équiaxes dans un lingot : d'une part, en surface du lingot, où la vitesse de refroidisse-
ment est maximale et les sites de germination hétérogène nombreux, d'autre part au
centre du lingot, où le gradient de température est proche de zéro. Dans ce deuxième
cas, la germination de grains équiaxes dans le liquide libre peut entièrement bloquer la
croissance du front colonnaire. Le blocage en lui-même se fait à la fois mécaniquement
et par interaction solutale [Mar03]. Ce phénomène, appelé transition colonnaire-équiaxe
(Columnar-to-Equiaxed Transition, CET), est fréquemment observé en solidiﬁcation. Un
exemple est donné à la ﬁgure I.3. Les propriétés très diﬀérentes des structures équiaxes
et colonnaires font que selon les applications, on cherchera à maximiser la germination
équiaxe, par exemple pour des propriétés mécaniques plus isotropes, ou à la minimiser,
par exemple pour des pièces monocristallines ou le silicium photovoltaïque.
L'origine de la CET est encore discutée pour les raisons évoquées plus haut concernant
la germination homogène. D'ailleurs, les observations de germination équiaxe in situ se
font souvent avec l'ajout d'agents de germination, agissant comme des substrats pour la
germination hétérogène. Dans le silicium photovoltaïque, il a été émis comme hypothèse
que la germination équiaxe prenait place sur des précipités de carbone ou d'azote, présents
en plus ou moins grande quantité selon la pureté du matériau [MN08]. Une autre hypothèse
est que le faible gradient de température et l'enrichissement en soluté au niveau du front
lors de la CET entraîne des refusions locales des dendrites colonnaires, et facilite ainsi
la fragmentation des bras de dendrites, chaque fragment pouvant à terme former un
nouveau grain équiaxe [Gan00a]. Cependant, bien que ce phénomène ait pu être observé
expérimentalement, par exemple sur la ﬁgure I.4, il n'a pu être conﬁrmé sans convection.
1.5 Ségrégation
La ségrégation est un phénomène qui entraîne une répartition non homogène des es-
pèces chimiques. Elle peut-être liée à une accumulation ou une déplétion de soluté à






Figure I.3 Coupe centrale d'un lingot cylindrique d'Al-7%pds Si [Gan00a]. La solidiﬁ-
cation se fait de bas en haut, et on observe clairement la transition de grains colonnaires
dans la partie inférieure à des grains équiaxes dans la partie supérieure.
Figure I.4 Observation in-situ de la fragmentation de dendrites en présence de convec-
tion naturelle, dans un alliage d'Al-20pds%Cu [Ruv07].
l'échelle de la microstructure, par exemple entre les bras de dendrites, auquel cas on parle
de microségrégation, ou à l'échelle du lingot, auquel cas on parle de macroségrégation.
Parfois des mésoségrégations peuvent également apparaître à une échelle intermédiaire,
de l'ordre de quelques grains.
Les macroségrégations sont des défauts de fonderie très fréquents : on pourra ainsi
observer une macroségrégation positive dans les zones de la pièce avec une composition










Figure I.5 Coupe d'un lingot de 65 t d'acier 0,22%pds C, avec (a) l'empreinte sul-
fure révélant la concentration en carbone et (b) la carte de concentration correspondante
[Les05].
plus élevée que la composition nominale de l'alliage, ou négative dans le cas contraire.
Un exemple d'observation expérimentale sur un lingot d'acier est donné à la ﬁgure I.5.
La macroségrégation est un phénomène très étudié industriellement, car d'une part il
entraîne des inhomogénéités des propriétés du matériau (p.ex. mécaniques) à l'échelle de
la pièce, et d'autre part ces défauts sont très diﬃcilement corrigibles avec des traitements
thermiques ou mécaniques. Ils résultent de nombreux phénomènes lors de la solidiﬁcation
[Riv11] :
 la contraction ou dilatation thermique, due à l'évolution de la masse volumique en
fonction de la température,
 le retrait à la solidiﬁcation, qui correspond au changement de masse volumique entre
le liquide et le solide,
 les mouvements de convection, qu'elle soit naturelle ou forcée,
 la déformation de la zone pâteuse par des forces extérieures,
 le mouvement des grains équiaxes, dû à la gravité et/ou à la convection,
 la diﬀusion des espèces chimiques.
Tous ces phénomènes, hormis la diﬀusion chimique, correspondent à un mouvement relatif
du solide et du liquide. L'accumulation de soluté aura pour conséquence de diminuer
localement la surfusion, et donc de ralentir voire stopper la croissance des grains, de
changer les fractions de phases, leur composition, ou même de former de nouvelles phases
en ﬁn de solidiﬁcation.
Les mésoségrégations sont des ségrégations à une échelle intermédiaire formant des
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Figure I.6 Mésoségrégations (freckles) verticales dans un superalliage base nickel
(MAR-M200), pour un lingot cylindrique de 10 cm de diamètre [Gia70].






























Figure I.7 Diagramme de phase du système étain-plomb, tiré de la base de données
PBIN avec le logiciel Thermo-Calc.
canaux fortement concentrés en soluté. La formation de ces canaux est liée à la vitesse
du liquide dans la zone pâteuse (et donc à sa perméabilité) et à la vitesse de refroidisse-
ment. Ces défauts apparaissent notamment dans les alliages base fer et nickel, comme
illustré sur la ﬁgure I.6. Les phénomènes physiques en jeu sont les mêmes que pour la
macroségrégation, avec éventuellement des déformations dues au procédé.
Enﬁn, la microségrégation désigne la distribution des espèces chimiques à l'échelle de
la microstructure, typiquement λ2. La microségrégation est due au fait que, lors de la for-
mation d'une phase solide, cette phase n'a pas la même composition que la phase liquide
dans laquelle elle se forme. À l'équilibre thermodynamique, la composition des phases
est donnée en fonction de la température et de la pression par le diagramme de phase,
dont un exemple est donné à la ﬁgure I.7 pour le système Sn-Pb. Considérons un alliage
hypoeutectique riche en Sn : pour une température donnée, le solide (phase BCT_A5)
a une composition ws inférieure à celle du liquide, wl. Le rapport entre ces deux compo-
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sitions est nommé coeﬃcient de partage et noté k = ws/wl. Dans les métaux, le liquide
est généralement plus riche en soluté que le solide, et k < 1. Cette diﬀérence implique
qu'au cours de la solidiﬁcation, le liquide va progressivement s'enrichir en soluté : c'est la
microségrégation. De plus, si on prend en compte les phénomènes de diﬀusion, de retrait,
etc., on ne peut considérer le liquide et le solide uniformes en concentration : d'après le
diagramme de phases, le dernier solide formé sera plus riche qu'au début. Il apparaît donc
des proﬁls de composition dans les deux phases, et on ne peut pas dire que les compo-
sitions moyennes du liquide et du solide sont données par l'équilibre thermodynamique.
Les diﬀérentes approximations (ou modèles de microségrégation) seront décrites dans la
section 2.2.
2 Modèles de solidiﬁcation
Plus que la nature des modèles, c'est leurs échelles de longueur et de temps qui les car-
actérisent. La ﬁgure I.8 est une représentation simpliﬁée des diﬀérentes échelles en jeu lors
de la solidiﬁcation. L'interface solide-liquide y est représentée de l'échelle macroscopique
jusqu'à l'atome. À chaque image expérimentale est associée un modèle, dont l'objectif
est de représenter les phénomènes physiques à cette échelle. Ces modèles sont présentés
ci-après.
2.1 Modélisation directe de la microstructure
La première idée est de suivre l'interface solide-liquide à l'échelle de la dendrite. Pour
les métaux, cette échelle se situe à l'ordre de λ2, c'est-à-dire moins de 100µm.
Modélisation atomique
L'épaisseur de l'interface solide-liquide est de l'ordre de 10−9 m, c'est-à-dire quelques
atomes. La modélisation de cette interface à cette échelle a pour avantage de nécessiter
peu de paramètres en entrée. Les plus gros problèmes posés sont le temps de calcul sur
des domaines importants, et les phénomènes de diﬀusion de chaleur et/ou de soluté, qui
prennent place à une échelle de l'ordre de 2 · 10−4 m.
Avec l'augmentation des capacités de calcul, ces modèles se sont fortement développés
ces dernières années. Aujourd'hui, les plus largement utilisées sont les modèles de dy-
namique moléculaire (DM), de Monte-Carlo, les dérivés de la théorie de la fonctionnelle
de la densité (Density Functional Theory, DFT) et le champ de phase cristallin. Ils sont
décrits très brièvement ici :
 Les modèles de dynamique moléculaire considèrent les atomes comme des sphères.
Le calcul de leur mouvement est eﬀectué à partir de leur potentiel, qui est soit
donné soit déduit par des méthodes ab initio 1. Comme ces modèles suivent les
mouvements atomiques, ils sont limités par leur pas de temps (typiquement 10−12 s)
à des phénomènes très courts, de l'ordre de 10−6 secondes. Bien que les dernières
avancées permettent de réduire ce problème [Mir04], les temps de calcul restent
prohibitifs sur des échelles de temps classiques.
1. Ces méthodes se basent sur la mécanique quantique pour calculer l'état électronique des atomes
pour chaque conﬁguration. Malheureusement, les temps de calcul additionnels réduisent encore l'échelle
de temps des phénomènes modélisables.
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Figure I.8 Diﬀérentes échelles de l'interface solide-liquide, vue expérimentalement
(haut) et par des modèles numériques (bas). Les échelles expérimentales ne sont pas
directement comparables, car toutes ces grandeurs varient selon le matériau, et d'autant
plus entre métaux et alliages organiques.
 Les modèles de Monte-Carlo se basent sur un tirage aléatoire qui se veut assez im-
portant pour être ﬁdèle. Dans le cas de la transformation liquide-solide, il s'agit
de faire évoluer l'interface par transitions stochastiques, dépendantes de l'état ini-
tial, vers un état ﬁnal. Il est possible avec ces modèles de simuler des phénomènes
plus lents qu'avec la dynamique moléculaire. Cependant, la nature du modèle im-
plique que tous les phénomènes physiques soient explicitement décrits dans la loi
statistique, et c'est essentiellement pour cela que les résultats obtenus sont souvent
qualitatifs. De plus, le pas de temps numérique ne peut pas être directement relié
au pas de temps physique : l'évolution temporelle est donc purement qualitative.
Pour des exemples, on se référera aux travaux de Das et al. [Das00, Das02].
 Les modèles basés sur la DFT, initialement développée par Thomas et Fermi [Tho27,
Fer27], décrivent l'interaction entre atomes par leur densité électronique (plutôt que
par leur fonction d'onde). La théorie de la DFT a été reprise dans de nombreux
domaines, avant d'être appliquée à la solidiﬁcation [Mik91]. Ces méthodes, qui per-
mettaient auparavant d'atteindre des échelles plus ﬁnes, ont été délaissées en faveur
de la dynamique moléculaire.
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 Plus récemment, le champ de phase cristallin (Phase Field Crystal, PFC), a été
développé en remplaçant les atomes de la dynamique moléculaire par un champ con-
tinu périodique, rendant compte du réseau cristallin [Eld07, Emm11]. Ces modèles
ont pour avantages de pouvoir modéliser le comportement du matériau à l'échelle
atomique, mais sur des temps beaucoup plus longs que la dynamique moléculaire.
Outre le comportement général à cette échelle, ces méthodes sont utilisées pour obtenir des
paramètres clés du matériau : l'énergie de surface solide-liquide et le coeﬃcient cinétique.
Concernant l'énergie de surface, bien que plusieurs méthodes expérimentales soient
disponibles [Kel91, Gün85], les modèles atomistiques se sont imposés depuis quelques an-
nées de par leur facilité de mise en ÷uvre et leur capacité à calculer le caractère anisotrope
de l'énergie de surface. Celui-ci, bien que faible, se doit d'être connu précisément. En eﬀet,
cette anisotropie est responsable de la sélection des directions de croissance préférentielles
des structures cristallines, et inﬂuence fortement la vitesse de croissance et la germination
hétérogène [Rap10]. Or, les rares mesures dans les métaux ont montré que l'anisotropie
était de l'ordre de 1 à 2% [Liu01, Nap02], ce qui est en deçà de l'incertitude atteignable
par les modèles atomistiques. Pour pallier ce défaut, plusieurs techniques numériques ont
été développées, qui ont montré un bon accord avec les valeurs expérimentales [Hoy03].
De manière similaire, le coeﬃcient cinétique et son anisotropie n'ont pu être mesurés
expérimentalement jusqu'à présent, aussi les simulations atomistiques ont peu à peu rem-
placé les approximations habituelles pour déterminer ces paramètres. Pour plus de détails,
on se référera à [Hoy03]. Notons que ces méthodes ont été employées pour déterminer
l'énergie d'interface et le coeﬃcient cinétique de substances pures, hormis quelques rares
exceptions [Ast02].
Modélisation par milieux continus
La nécessité de suivre l'interface solide-liquide à l'échelle des branchements dendri-
tiques a lancé le développement de modélisation par milieux continus, c'est-à-dire où les
phases ont des propriétés variant continûment et ne sont plus considérées comme un en-
semble de particules. Cette approche permet de simpliﬁer considérablement les modèles
et de les résoudre sur des domaines et des temps de solidiﬁcation bien plus importants.
En contrepartie, des paramètres additionnels doivent être fournis, tels que l'énergie de
surface et le coeﬃcient cinétique.
Suivi de front Un des modèles les plus  naturels  est la méthode de suivi de front telle
qu'initiée par Tryggvason [Jur96, Try01]. Dans cette approche, la position du front est
déterminée de façon explicite en intégrant un terme source J sur l'interface solide-liquide
dans l'équation de conservation de l'énergie, par exemple en diﬀusion pure :
∂
∂t




jδ(x− xf )dV (I.6)
avec δ(x− xf ) fonction de Dirac non nulle sur l'interface seulement, et j terme source de
chaleur provenant de la diﬀérence d'enthalpie des deux phases. Par exemple :
j = ρLv−→n (I.7)
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où v−→n est la vitesse normale à l'interface. À cela s'ajoute la condition de Gibbs-Thomson à
l'interface :






avec Tf la température de l'interface, K la courbure de l'interface, ∆s l'entropie de fusion
volumique, µ(~n) le coeﬃcient de mobilité anisotrope et σr(~n) la rigidité de l'interface
anisotrope, déﬁnie à partir de l'énergie d'interface [Dan09]. Le terme cinétique a ici été
négligé.
La détermination de la courbure et de la normale à l'interface est réalisée par un ﬁt
polynomial de la position de l'interface sur un voisinage donné. Cette étape reste un point
sensible de ces approches.
Ce modèle s'est peu à peu enrichi pour aboutir à des résultats avancés en termes de
physique considérée, on pourra par exemple voir les travaux d'Al-Rawahi et al. [AR04]
pour des calculs en 3D avec écoulement du liquide. Cependant, ce type de modèle est au-
jourd'hui peu utilisé. La principale raison réside dans la diﬃculté à suivre des interfaces
complexes, en particulier les changements de topologie tels que la fusion et la fragmen-
tation des bras. Ils restent malgré tout utilisés pour calibrer les paramètres numériques
d'autres modèles, par exemple pour les calculs en champ de phase.
Level-set Pour dépasser les limitations du suivi de front classique, des modèles basés
sur les fonctions level-set ont été développés. Ces fonctions sont utilisées dans de nom-
breux domaines où il est nécessaire de suivre une interface, car elles permettent de garder
simplement une approche eulérienne indépendamment de la complexité de l'interface. Une
fonction level-set, φLS, est une fonction signée qui varie continûment d'une valeur positive
à l'intérieur du domaine, à une valeur négative à l'extérieur. L'interface elle-même est
déﬁnie par φLS = 0. On peut assimiler φLS à la distance signée à l'interface.
Cette méthode a été appliquée dans le cadre de la solidiﬁcation en deux et trois
dimensions [Kim00], avec une formulation très proche du suivi de front. La principale
diﬀérence est que le déplacement de l'interface se fait indépendamment par la résolution
de l'équation level-set :
∂φLS
∂t
+ vLS |∇φLS| = 0 (I.9)
où vLS est ici le champ de vitesse déterminé à partir de la condition de Gibbs-Thomson
(équation I.8). La position du front étant ensuite recalculée, l'équation de conservation de
l'énergie peut être résolue.
L'avantage des fonctions level-set est leur habilité à représenter des changements com-
plexes de topologie. De plus, de par leur nature, le calcul de la courbure de l'interface
est grandement facilité. Ces modèles ont également donné lieu à des résultats avancés,
notamment pour des alliages binaires et multicomposés en 3D, avec écoulement [Zab06].
Champ de phase Une approche très similaire dans l'esprit est le champ de phase. Ces
modèles introduisent une fonction φ qui varie continûment d'une valeur constante dans
un domaine à une autre constante dans l'autre domaine. Par exemple, de façon usuelle,
φ ∈ [0,1] avec φ = 0 dans le liquide et φ = 1 dans le solide. Les valeurs intermédiaires
correspondent à l'interface solide-liquide. La diﬀérence fondamentale avec la méthode
Modèles de solidiﬁcation 21
level-set est qu'une épaisseur WPF est ainsi donnée à l'interface elle-même, qui devient
diﬀuse. Les phases sont donc ici représentées par un champ continu. Le principe du champ
de phase est de minimiser l'énergie libre du système, FH , déﬁnie par une intégration de











avec fH(φ) l'énergie libre de Helmholtz et εφ un coeﬃcient positif. Le terme du gradient







où Mφ est la mobilité de la phase. La dérivation des équations I.10 et I.11 permet, en
choisissant une description de la variation de φ à l'interface, de faire évoluer l'interface
pour minimiser l'énergie F . Dans le cas simple de deux phases dans une substance pure,
ces équations reviennent à la condition de Gibbs-Thomson.
Le champ de phases présente de nombreux avantages et est devenu le modèle de
prédilection à cette échelle pour la solidiﬁcation. En particulier, il n'est pas nécessaire de
calculer a posteriori la courbure de l'interface et la normale, car elles sont explicitement
calculées dans la résolution des équations. En contrepartie, les résultats sont mauvais avec
une interface trop large : il est admis qu'elle doit être inférieure à la longueur capillaire
pour converger vers la solution donnée par les modèles d'interface nette [Bec99], ce qui
peut être très problématique dans les problèmes avec convection malgré le remaillage et
autres optimisations numériques [Pro99]. L'analyse de l'épaisseur d'interface requise est
souvent référée comme analyse asymptotique , et notamment eﬀectuée en comparaison
avec des modèles d'interface nette (level-set par exemple).
Notons également que les calculs sont rendus diﬃciles si l'anisotropie de l'énergie
d'interface est grande ou faible [Egg01]. Enﬁn, le paramètre Mφ peut être problématique
dans le sens où sa valeur est supposée assez grande pour ne pas avoir d'inﬂuence, ce qui
n'est pas toujours réalisable numériquement. De plus amples détails sont donnés dans le
chapitre IV.
Malgré tout, ces modèles ont beaucoup évolué depuis les premières applications au
champ de la solidiﬁcation [Cag89] pour s'étendre aux alliages [Kar01] et plus récemment
aux matériaux multiphasés [Böt06, Eik06, Eik09].
Automate cellulaire microscopique Les méthodes d'automate cellulaire ont été, en-
tre autres, appliquées à la prédiction de structures dendritiques pendant la solidiﬁcation.
De par le fait que les champs globaux sur tout le domaine (température, composition)
inﬂuencent indirectement l'état local des cellules, ces modèles ont été baptisés Modiﬁed
Cellular Automata, MCA. Pour les diﬀérencier du modèle CAFE, ils seront ici désignés
en tant qu'automate cellulaire microscopique.
Plusieurs versions ont été développées, mais les modèles les plus courants se basent
sur le même principe que le champ de phase. La diﬀérence est que l'épaisseur d'interface
est simplement égale à une rangée de cellules, ce qui permet d'avoir des tailles de cellule
plus grande. On pourra voir en particulier [Nas99, Kra09].
Ces méthodes ont été développées pour leur rapidité d'exécution, et donc potentielle-
ment leur habilité à être utilisées sur des domaines plus importants que le champ de
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phase. Leur principal inconvénient est l'anisotropie induite par une grille régulière de cel-
lules carrées ou cubiques, peu évidente à eﬀacer [Kra09]. Cependant, ces méthodes ont
fait l'objet de nombreux eﬀorts pour arriver à des résultats quantitatifs, notamment en
les confrontant avec les modèles champ de phase [Yin11, Cho12] ou suivi de front [Zhu07].
Notons ﬁnalement l'existence de modèles automate cellulaire où la cinétique de l'in-
terface est calculée à partir d'équations analytiques, par exemple KGT [Zhu01]. Cette
approche permet d'accélérer les temps de résolution, mais le caractère quantitatif des
résultats n'est pas clair.
Figure I.9 Croissance d'une dendrite équiaxe 3D d'Al-4%pds Cu par une méthode
automate cellulaire microscopique [Cho12].
2.2 Modélisation indirecte de la microstructure
La modélisation directe de la microstructure trouve vite ses limites en termes de temps
de solidiﬁcation et de volume simulé. Pour dépasser ces limitations, des modèles indirects,
n'oﬀrant pas une description morphologique de la structure, ont été proposés. Il peut s'a-
gir de calculer une cinétique de croissance : les modèles KGT ou de Jackson-Hunt évoqués
précédemment en sont des exemples. Il peut aussi s'agir de suivre la microségrégation. Le
but n'est pas alors de suivre explicitement le déplacement de l'interface solide-liquide mais
de calculer des variations de fractions de phases et de compositions en fonction des condi-
tions locales (p.ex. la température). La morphologie interne des grains (ou microstructure)
n'est donc pas connue dans ces modèles. Le principal modèle auquel se réfère la littéra-
ture aujourd'hui est celui de Wang-Beckermann [Wan93a, Wan93b], basé sur les travaux
de Thévoz et al. concernant la solidiﬁcation dendritique équiaxe [Thé89]. Il s'agit d'un
modèle semi-analytique dont l'intérêt est double :
 représenter une diﬀusion ﬁnie du soluté dans le liquide et le solide,
 être à même prendre en compte une surfusion de croissance calculée par un modèle
cinétique distinct.
Ce modèle distingue un liquide extradendritique, noté l, et un liquide interdendritique,
noté d, ce dernier étant considéré homogène et à l'équilibre thermodynamique. Les frac-
tions de phases et leur composition sont données par les bilans de masse et de composition
entre l, d, et le solide s, avec l'hypothèse que les échanges de masse et de soluté se font
uniquement entre l et d et entre d et s.
On peut noter que le modèle de Wang-Beckermann permet de retrouver plusieurs
autres approximations. D'une part est retrouvée l'approximation de la loi des leviers


















LR : loi des leviers
GS : Gulliver-Scheil
PE : équilibre partiel
P : modèle type Wang-Beckermann
Figure I.10 Fraction solide en fonction de la température dans un alliage Fe-1%pds
C-10%pds Cr, telle que prédite par plusieurs modèles de microségrégation : loi des leviers,
Gulliver-Scheil, équilibre partiel ou basé sur le modèle Wang-Beckermann, avec diﬀusion
ﬁnie dans le solide et le liquide [Zha10].
(qui suppose l'équilibre thermodynamique complet entre phases) quand les coeﬃcients de
diﬀusion tendent vers l'inﬁni. Cette approche n'est acceptable que lorsque le nombre de
Fourier dans le solide, Fos , est grand, par exemple pour des solutés interstitiels comme le
carbone et l'azote. D'autre part, le modèle tend vers l'approximation de Gulliver-Scheil
[Gul09, Sch42] quand Fos = 0 et Fo l → ∞. Cette dernière approche est applicable
notamment pour les alliages d'aluminium et de nickel. La ﬁgure I.10, tirée de Zhang et
al. [Zha10], représente la fraction solide en fonction de la température pour diﬀérentes
approximations : loi des leviers, Gulliver-Scheil, équilibre partiel, et modèle à diﬀusion
ﬁnie analogue à celui de Wang-Beckermann. On constate des variations assez importantes
entre ces approximations, et que les fractions de phases prédites sont diﬀérentes.
Par la suite, plusieurs extensions ont été développées pour prendre en compte la con-
vection [Wan96a, Wan96b, App08], les alliages multicomposés [Rap99, App08, Zha10],
les transformations péritectiques et eutectiques [Tou09, Zha10]. L'hypothèse d'un liquide
interdendritique uniforme a également été levée [Tou09, Zha10].
2.3 Modélisation indirecte de la structure de grains
Prise de moyenne
Les modèles de microségrégation décrits ci-dessus sont en tant que tels des modèles
1D, donc limités dans leurs applications et les phénomènes physiques pris en compte (mat-
uration des bras secondaires, etc.). Aussi, il est très tôt apparu la nécessité de modéliser
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ces phénomènes en 2 ou 3 dimensions, sur des domaines à l'échelle du procédé. Pour
cela, Wang et Beckermann ont introduit en même temps que leur modèle de microségré-
gation l'approche de prise de moyenne des grandeurs physiques sur un Volume Élémen-
taire Représentatif (VER). Les grandeurs en question sont par exemple les fractions de
phases et leur composition. Ce volume doit être suﬃsamment petit pour représenter les
hétérogénéités à l'échelle du procédé, par exemple en composition, mais aussi suﬃsam-
ment grand pour avoir des grandeurs moyennes correctes. Typiquement, ce volume est
de l'ordre de plusieurs λ2. Déﬁnissons l'opérateur de prise de moyenne 〈 〉 sur le VER Ω










avec V Ω le volume du VER, k la phase ou la structure étudiée, et ψk la fonction de




















Les fonctions de présence doivent respecter les deux théorèmes de la prise de moyenne,


















et dans l'espace :









avec Skj la surface de l'interface entre k et j, ~n et v respectivement normale et vitesse
de l'interface. À partir de ces théorèmes, les diﬀérentes équations de conservation (masse,
mouvement, énergie) peuvent être développées sur le VER [Dan09]. Puis, par exemple en
éléments ﬁnis, un VER peut être associé à chaque élément du maillage et ces équations
résolues sur des domaines macroscopiques, comme des pièces entières de fonderie ou des
lingots de coulée. La prise de moyenne permet de cette manière de coupler les équations
de microségrégation et les équations globales de transport d'énergie et de soluté.
Densité de grains
Le fait de ne pas connaître la structure de grains est un problème qui peut être par-
tiellement résolu par des modèles qui prédisent une densité de grains N sur le VER. Un
des premiers modèles de ce type [Thé89] propose une variation de la fraction de solide
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basée sur la densité de grains, en supposant une forme sphérique des grains. Il est en ce





où R est le rayon moyen des grains et gsi la fraction de solide interne au grain moyen
représentatif, donnée par un modèle de microségrégation. La densité de grains évolue
de par la germination de nouveaux grains, qui est donnée par un modèle de germination
instantanée, supposant une distribution gaussienne de la densité de grains pouvant germer
en fonction de la surfusion (voir 1.1). Le rayon des grains évolue avec une vitesse de
croissance donnée par un modèle de cinétique de pointe, LGK par exemple. Cette approche
permet, quand elle est couplée à la résolution macroscopique des équations de transport,
de prendre en compte la surfusion de germination et de croissance, et de prédire entre
autres des phénomènes de recalescence.
Par la suite, ce modèle a évolué pour être utilisé avec des approches de microségrégation
avancées [Com96], puis pour prendre en compte le transport des grains [Wan96a, Zal10a].
Un exemple est donné par la ﬁgure I.11, qui est une simulation de l'évolution de la densité










Figure I.11 Densité de grains et vitesse du solide en présence de convection naturelle
dans un alliage Sn-5%pds Pb, simulée sur un lingot 2D de 0,1 x 0,06m par un modèle
indirect et la méthode des volumes ﬁnis [Zal10b].
Le problème principal des modélisations indirectes des structures de grains est la dif-
ﬁculté à rendre compte du changement de morphologie des grains. Ces modèles doivent
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faire l'hypothèse d'un type de croissance et d'une forme des grains. Généralement, ils
s'appliquent aux croissances équiaxes, bien que des critères empiriques de transition
colonnaire-équiaxe puissent être aussi utilisés, comme le critère de Hunt [Hun84]. Pour
pallier ce défaut, des modèles prédisant directement la structure de grains (mais pas leur
microstructure interne) ont été développés et sont présentés dans la section ci-dessous.
2.4 Modélisation directe de la structure de grains
Modèle CAFE
Le modèle CAFE, ou Cellular Automaton-Finite Element model, est décrit extensive-
ment dans les chapitres suivants et est abordé ici dans le but de le situer par rapport aux
autres modèles de solidiﬁcation, et de restituer ses diverses évolutions.
Initié par Rappaz et Gandin [Rap93], le modèle automate cellulaire-éléments ﬁnis a été
un des premiers à chercher à modéliser la structure de grains plutôt que la morphologie
interne des grains. Il reprend en ce sens la démarche de Brown et Spittle pour traiter la
croissance des grains [Bro89, Spi89]. Il repose sur deux hypothèses fondamentales :
 la forme de l'enveloppe d'un grain est localement donnée par une forme géométrique
simple,
 la croissance de cette forme géométrique peut être calculée selon les directions
préférentielles par un modèle de cinétique de pointe.
Ces simpliﬁcations permettent de modéliser la croissance de grains, mais en perdant la
description microscopique des bras de dendrites, ce qui le déﬁnit comme un modèle mé-
soscopique. Un exemple est donné à la ﬁgure I.12.b, en comparaison avec des modèles
suivant directement la microstructure (a) ou suivant indirectement la macrostructure (c).
Les fractions de phases dans les enveloppes n'étant pas données par l'automate cellu-
laire, le modèle CAFE doit être utilisé avec un modèle de microségrégation qui permet




Figure I.12 Représentation schématique dans un VER (a) d'une croissance dendritique
équiaxe, (b) du suivi d'enveloppes correspondant tel qu'introduit dans le modèle CAFE
et (c) de grandeurs caractéristiques typiques pour les modèles macroscopiques indirects
(p.ex. la densité de grains N).
Dans la continuité des travaux initiaux [Rap93, Gan94], plusieurs couplages ont été
introduits : d'abord thermique [Gan99], puis avec la macroségrégation [Gui07] et enﬁn
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avec le modèle de microségrégation de Wang-Beckermann [Gan08]. Malgré le fait qu'une
première description 3D du modèle ait été donnée en 1999 [Gan99], tous les calculs couplés
ont par la suite été eﬀectués en 2D uniquement, notamment à cause des ressources requises
par les calculs en trois dimensions. Notons également que le code commercial ProCAST
implémente le modèle CAFE et est utilisé fréquemment dans les calculs présentés dans
la littérature [Car00]. Cependant, ce code ne reprend à ce jour aucun de ces couplages
[Gan99, Car12].
Champ de phase mésoscopique
On trouve dans la littérature très peu de modèles mésoscopiques en solidiﬁcation.
En dehors du modèle CAFE, le plus avancé est certainement le champ de phase méso-
scopique, basé sur les travaux de Steinbach et al. [Ste99, Ste05] et étendu par la suite aux
alliages binaires [Del10]. Ce modèle cherche également à calculer l'enveloppe des grains,
sous la forme d'une surface continue connectant les pointes de dendrite, telle que schéma-
tisée par la ﬁgure I.13. Cette enveloppe est doublée d'une enveloppe confocale délimitant
le champ d'interaction solutal, et dont l'épaisseur critique a été discutée [Ste99, Ste05].
Ces deux enveloppes sont suivies par une unique fonction type level-set φLS. L'évolution
de φLS est calculée en tout point selon une vitesse déterminée par la relation :
v(~n) = vLGK |~n| cos θ~n (I.18)
où vLGK est la vitesse donnée par le modèle de cinétique de pointe LGK, ~n la normale à
l'interface et θ~n l'angle entre cette normale et le bras de dendrite principal le plus proche.
Le paramètre critique de ce modèle est l'épaisseur de l'enveloppe confocale, puisque la
concentration loin de l'interface apparaissant dans le modèle de cinétique de pointe,
wl∞, est prise au niveau de cette enveloppe. La détermination de ce paramètre n'est pas
encore claire, et le recours à des modèles microscopiques (champ de phase, etc.) pour
calibrer cette approche sera sans doute nécessaire à l'avenir.
Figure I.13 Illustration de l'enveloppe de grain et de l'enveloppe confocale suivies par
le modèle champ de phase mésoscopique [Ste05]. Bien que la structure dendritique des
bras secondaires soit schématiquement représentée ici, elle n'est pas prédite par le modèle.
La zone pâteuse à l'intérieur de l'enveloppe de grain est considérée homogène, avec un
liquide à l'équilibre thermodynamique. La résolution des équations de conservation de la
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masse et du soluté permet de connaître la fraction interne de solide et de liquide. Malgré
tout, ce modèle est encore limité à des calculs 2D, sans diﬀusion dans le solide et sans
convection. De plus, il n'a pour l'instant été appliqué qu'à de petits domaines (de l'ordre
de 1mm2) et avec peu de grains. Il oﬀre cependant une alternative intéressante au modèle
CAFE au niveau de la forme des enveloppes de grains.
Figure I.14 Exemple de simulation par champ de phase mésoscopique [Del10] : (a)
croissance expérimentale de trois dendrites dans un alliage Al-20%pds Cu, et prédictions
(b) du champ de composition et de l'enveloppe de grain, et (c) de la fraction solide
moyenne.
2.5 Conclusion sur les modèles de solidiﬁcation
Il ressort de cette revue bibliographique que l'on peut répertorier les modèles de so-
lidiﬁcation selon plusieurs caractéristiques, dont les plus importantes sont :
 leur échelle d'application,
 leur habilité à prédire des morphologies dendritiques, des enveloppes de grains ou
des fractions moyennes de phase,
 la nature de l'interface solide-liquide, nette ou diﬀuse,
 la croissance de l'interface, basée sur la résolution d'équations de conservation ou
sur des modèles de cinétique de pointe,
 leur support mathématique, qu'il soit champ de phase, level-set, automate cellulaire,
etc.
Il apparaît que de nombreuses combinaisons ont été expérimentées, trouvant plus ou moins
d'écho dans la littérature. Le tableau I.2 résume les tailles de domaines et les principales
entrées et sorties pour les diﬀérentes échelles présentées. Bien entendu, ces entrées et
sorties sont susceptibles de varier d'une implémentation à l'autre, selon les phénomènes
physiques pris en compte. Il est intéressant de noter que de nombreuses entrées peuvent
être déduites du modèle à l'échelle inférieure.
3 Calcul parallèle
Depuis plusieurs années, un intérêt croissant et multidisciplinaire est porté au cal-
cul parallèle, ce qui s'explique principalement par le coût de plus en plus faible des
unités de calcul. La recherche d'une exploitation optimisée de clusters pouvant attein-














































Table I.2 Principales entrées et sorties des modèles de solidiﬁcation, suivant leur échelle.
niveau matériel et des connexions entre unités de calcul, qu'au niveau de l'implémentation
des modèles physiques. Concernant ce dernier point, plusieurs modèles de programmation
ont été standardisés avec le temps, notons entre autres :
 un modèle à mémoire partagée, dont le standard est OpenMP,
 un modèle à mémoire distribuée, dont les deux standards sont PVM (Parallel Virtual
Machine, [Gei94]) et MPI (Message Passing Interface, [Sni96, Gro98]).
La gestion de la mémoire partagée, présentée sur la ﬁgure I.15.a, permet d'avoir un
espace d'adressage unique : chaque unité de calcul, ou c÷ur, peut accéder à une mémoire
commune centralisée. Les c÷urs sont physiquement regroupés en n÷uds. Les n÷uds sont
analogues à des serveurs classiques, reliés au réseau, et contiennent typiquement quelques
dizaines de c÷urs. Les modiﬁcations d'un c÷ur dans la mémoire sont donc visibles di-
rectement par toutes les autres unités. Il s'agit d'une manière simple de paralléliser un
code de calcul, mais qui est restreinte aux machines à mémoire partagée. Ces dernières
sont limitées le plus souvent à moins de 32 c÷urs. Notons également que le code de calcul
est parallélisé de manière semi-automatique par le compilateur, qui ne peut le faire que
sur des morceaux de code relativement simples.
La gestion de la mémoire dite distribuée, présentée sur la ﬁgure I.15.b, sépare au
contraire la mémoire entre les n÷uds de calcul. L'espace d'adressage est donc multiple,
c'est-à-dire que chaque unité de calcul aura sa mémoire propre qu'il pourra modiﬁer de
façon indépendante. Les normes PVM et MPI reposent sur l'échange ponctuel de messages
entre les unités de calcul, qui doivent être explicitement indiqués par le programmeur. Ceci
laisse beaucoup de ﬂexibilité dans la conception du code, qui peut ainsi être optimisé à
souhait. C'est l'approche privilégiée aujourd'hui pour de meilleures performances et pour
le calcul massivement parallèle. Elle est cependant plus complexe à mettre en place, car

































Figure I.15 Deux modèles de gestion de la mémoire parallèle : (a) partagée, où la
mémoire est commune pour tous les n÷uds de calcul et (b) distribuée, où la mémoire est
gérée indépendamment par chaque n÷ud. D'après [Dig01].
le programmeur doit lui-même gérer et optimiser les communications entre les c÷urs.
Pour mesurer les performances du calcul parallèle, l'accélération, Acc, et l'eﬃcacité,









avec p le nombre de c÷urs utilisés, et tCPU le temps de résolution. L'accélération, Acc(p),
représente le gain de temps sur p c÷urs par rapport au temps nécessaire à la résolution
sur un seul c÷ur, tCPU(1). Idéalement, l'accélération doit toujours respecter Acc(p) = p,
ce qui signiﬁe qu'utiliser deux fois plus de c÷urs permet de résoudre le même problème
en deux fois moins de temps. L'eﬃcacité est quant à elle idéalement égale à un. En
pratique, si l'implémentation du code n'est pas optimale, l'eﬃcacité sera inférieure à un
et Acc(p) < p, ce qui est un régime de sous accélération. À l'inverse, le fractionnement
du problème et les eﬀets de cache peuvent permettre d'atteindre une eﬃcacité supérieure
à un, ce qui constitue le régime d'hyper accélération. Les eﬀets de cache sont dûs à la
mémoire cache des microprocesseurs, très rapide mais de petite capacité. Si les données
nécessaires à une opération (parcours de tableau, produit vectoriel, etc.) peuvent être
entièrement chargées dans cette mémoire, alors cette opération sera eﬀectuée beaucoup
plus rapidement que si les données étaient stockées dans la mémoire vive classique. Le
fractionnement du problème entre plusieurs unités de calcul peut permettre de bénéﬁcier
de ces eﬀets pendant la résolution, et d'atteindre le régime d'hyper accélération. La ﬁgure
I.16 présente ces diﬀérents régimes et un comportement typique.
L'accélération repose sur la qualité de la répartition des tâches, et sur la parallélisation
de l'algorithme lui-même. Sur ce dernier point, la loi d'Amdahl [Amd67] indique que si une




































Figure I.16 Diﬀérents régimes de performances en calcul parallèle, en fonction du
nombre p d'unités de calcul : (a) accélération et (b) eﬃcacité telles que déﬁnies par les
équations I.19 et I.20. Un comportement typiquement rencontré est également représenté.
code qui ne s'exécute que sur une unité de calcul, alors l'accélération maximale atteignable







Cette loi indique que même s'il ne reste qu'une petite fraction d'algorithme séquentiel,
l'accélération est très vite limitée avec un grand nombre de c÷urs. C'est notamment
pour cette raison que la parallélisation semi-automatique eﬀectuée avec des standards tels
OpenMP n'est généralement pas acceptable au-delà d'une dizaine de c÷urs.
Concernant les éléments ﬁnis, et plus généralement la résolution de systèmes linéaires,
de nouvelles problématiques ont vu le jour avec le calcul parallèle. Par exemple, les nom-
breuses communications nécessaires aux solveurs directs ont de fait privilégié le développe-
ment de solveurs itératifs, qui permettent des gains bien supérieurs en parallèle [Cou97].
Les diverses problématiques sont dans l'esprit semblables à celles posées par le modèle
CAFE parallèle, et seront exposées plus en détail dans le chapitre II. De plus amples
précisions sur les particularités du calcul parallèle dans un contexte éléments ﬁnis sont
données dans la littérature [Mar97, Per00, Dig01].
Dans le domaine de la solidiﬁcation, la tendance est également à une parallélisation
générale des codes. Le motif récurrent est l'extension des modèles à trois dimensions, très
gourmandes en ressources. Les premiers à être parallélisés ont certainement été les modèles
de dynamique moléculaire [Hel90], de par i - les ressources importantes nécessitées par les
calculs, ii - la facilité d'obtenir de bonnes parallélisations sur ce type de modèle, étant
donné que l'interaction des atomes est restreinte à un voisinage proche, et iii - la variété
des domaines où ces modèles sont appliqués. Aujourd'hui, ils sont régulièrement utilisés
pour mettre en avant les performances des supercalculateurs [Swa08].
Par la suite, la plupart des modèles présentés dans la section précédente ont été par-
allélisés, par exemple le suivi de front [AR04], les méthodes level-set [Zab06] et champ
de phase [Jeo01, Geo02]. Malheureusement, on pourra regretter que les diverses optimi-
sations nécessaires au calcul parallèle ne soient quasiment jamais explicitées, et soient
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même souvent complètement laissées de côté. Ces optimisations sont pourtant critiques
pour obtenir des gains corrects en termes de temps de calcul. Notons également que la
bibliographie éﬀectuée n'a pas permis d'identiﬁer un eﬀort de parallélisation des modèles
d'automates cellulaires appliqués à la solidiﬁcation.
4 Objectifs et plan de l'étude
L'objectif de cette thèse est de mettre au point un modèle automate cellulaire-éléments
ﬁnis (CAFE) 3D pour la prédiction de structures de grains pendant la solidiﬁcation d'al-
liages métalliques. Le but est de prendre en compte la surfusion de germination et de
croissance durant la solidiﬁcation, et de comprendre l'inﬂuence de la structure sur divers
phénomènes physiques, comme la macroségrégation.
Les calculs 3D étant d'autre part très gourmands en ressources de calcul, le deuxième
objectif sera de mettre au point une implémentation parallèle du code, aﬁn de pouvoir
mener des simulations sur des domaines importants, à l'échelle du centimètre jusqu'au
mètre. De ce point de vue, le but ﬁnal est de pouvoir numériquement eﬀectuer des calculs
sur un lingot de silicium en coulée semi-continue, en 3D et avec une résolution suﬃsante.
Les phénomènes physiques liés à la croissance du silicium n'étant pas encore correctement
connus, du moins quantitativement, il ne sera pas ici question de modéliser les phénomènes
spéciﬁques tels que maclage ou facettes.
Le chapitre 2 sera dédié à la description du modèle CAFE et des modèles physiques
sur lesquels il se base, aux mises en équations et aux algorithmes de couplage. Une partie
sera axée sur la parallélisation du modèle et des algorithmes. Le chapitre 3 présentera
plusieurs cas de validation analytiques et expérimentaux. L'eﬃcacité du code parallèle
sera également testée. Le modèle CAFE sera ensuite mis en application dans le chapitre 4
sur trois cas. Premièrement, le modèle sera comparé à des résultats donnés par un modèle
microscopique champ de phase, sur un problème situé à une échelle intermédiaire. Puis,
une partie sera dédiée à la simulation d'un benchmark expérimental de macroségrégation
par convection naturelle [Hac12a]. Enﬁn, un calcul type utilisant intensivement l'algo-
rithme parallèle sera présenté pour la solidiﬁcation du silicium polycristallin à destination
photovoltaïque, sur un lingot de dimensions industrielles.
Chapitre II
Modèle CAFE : implémentations
numériques et couplages
Dans ce chapitre sont décrits le modèle CAFE, son algorithme de résolution et l'implé-
mentation des diﬀérentes équations physiques. Une partie est consacrée au couplage entre
modèle indirect macroscopique (FE), modèle direct mésoscopique (CA) et modèles indi-
rects microscopiques. Enﬁn, l'optimisation du code et l'implémentation parallèle seront
abordées.
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1 Présentation du modèle
Le modèle CAFE se base sur le couplage entre plusieurs échelles de calcul :
 échelle macroscopique : les équations globales macroscopiques sont résolues sur le
maillage éléments ﬁnis,
 échelle mésoscopique : le développement de l'enveloppe des grains est suivi sur
une grille régulière de cellules carrées en deux dimensions ou cubiques en trois
dimensions, de longueur d'arête lCA. Cette grille dite d'automate cellulaire recouvre
tout le domaine du maillage FE,
 échelle microscopique : des modèles indirects d'évolution de la microstructure sont
utilisés pour nourrir les échelles supérieures de lois cinétiques.
L'intérêt de ce modèle réside dans la rapidité de résolution de l'automate cellulaire, qui
permet de considérer des tailles de cellules d'au moins un ordre inférieur à la taille de
maille, et au caractère local de l'algorithme qui est bien adapté à la propagation d'une
interface. La ﬁgure II.1 donne un aperçu général du modèle développé qui sera détaillé
dans la suite de ce chapitre. Plusieurs notions générales sont ici survolées.
Phases Les phases, notées ϕ, sont bien évidemment les phases thermodynamiques ap-
paraissant lors de la solidiﬁcation de l'alliage, ainsi que la phase liquide. Les phases seront
désignées pour un alliage donné par trois lettres majuscules, qui reprendront le même nom
que dans les bases de données thermodynamiques, soit généralement le réseau cristallin
pour les phases solides et LIQ pour le liquide. Dans l'exemple du système binaire Sn-Pb,
dont le diagramme de phases est donné plus haut (ﬁg. I.7), les phases solides sont BCT
et FCC.
Structures Les structures, notées si ou li, représentent, comme leur nom l'indique, des
structures solides si ou des structures liquides li. Les structures solides apparaissent lors
de la solidiﬁcation. Sur le même exemple d'un alliage Sn-Pb hypoeutectique (ﬁg. I.7),
deux structures solides apparaissent lors de la solidiﬁcation. La structure s1 dendritique
est composée d'une unique phase BCT (par la suite, des précipités de la phase secondaire
FCC pourront éventuellement s'y former). La structure s2 eutectique est quant à elle
biphasée, et contient à la fois les phases BCT et FCC, dont la proportion évolue avec
la température. Les phases thermodynamiques sont donc présentes dans une ou plusieurs
structures, et peuvent avoir une composition en éléments d'alliages 〈wϕsi 〉ϕsi diﬀérente
pour chaque structure. Les structures liquides li sont déﬁnies dans ce but : il est parfois
nécessaire de distinguer deux liquides à compositions diﬀérentes, par exemple le liquide
libre, l0, et le liquide interdendritique, l1, bien que la phase thermodynamique soit la
même.
Zones Les zones sont déﬁnies par les enveloppes des grains pour chaque structure en
train de se développer. Elles peuvent contenir une ou plusieurs structures.
Un exemple de ce formalisme est donné sur les ﬁgures II.1.c et d. La ﬁgure II.1.c
présente le suivi des enveloppes de deux grains, pour deux structures s1 (dendritique) et
s2 (eutectique). Ces enveloppes déﬁnissent trois zones : la zone (0) de liquide libre, en
hachuré, la zone (1) pâteuse, en pointillés, et la zone (2) de croissance eutectique.
La ﬁgure II.1.d reprend la description les zones, structures et phases pour un volume




















Figure II.1 Diﬀérentes échelles du modèle CAFE : (a) maillage éléments ﬁnis macro-
scopique, (b) grille de cellules, (c) suivi mésoscopique des enveloppes de grains pour une
cellule et (d) évolution 1D de la microstructure.
donné à l'échelle microscopique. La zone (0) contient une unique structure l0, composée
de liquide de composition
〈
wLIQl0
〉LIQl0 . De même, le liquide dans la structure l1 de la
zone (1) est de composition
〈
wLIQl1
〉LIQl1 . La structure dendritique s1 est présente dans




Enﬁn, la structure eutectique s2 est présente uniquement dans la zone (2) et contient deux
phases BCT et FCC, de composition
〈
wBCTs2
〉BCTs2 et 〈wFCCs2〉FCCs2 .
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2 Modèle FE
Le modèle FE s'appuie sur une prise de moyenne volumique des équations de conser-
vation et leur résolution par la méthode des éléments ﬁnis, qui se base ici sur des éléments
triangulaires (2D) ou tétraédriques (3D) de type P1.
2.1 Énergie
L'équation de conservation de l'énergie, sous l'hypothèse de densités constantes et








〉 · ∇ 〈H〉l)−∇ · (〈κ〉∇T ) = 0 (II.1)
où 〈H〉 est l'enthalpie massique moyenne, 〈H〉l l'enthalpie moyenne du liquide, 〈vl〉 la
vitesse moyenne du liquide et 〈κ〉 la conductivité thermique moyenne.
Ce problème classique introduit deux inconnues, l'enthalpie et la température, qui
ne sont pas liées par une relation linéaire. En eﬀet, la conversion enthalpie-température
dépend fortement du chemin de solidiﬁcation, autrement dit des transformations de phases,
de leur composition et de leur fraction. Cette conversion sera également inﬂuencée par
la croissance des grains, donc par la résolution de l'automate cellulaire, ce qui constitue
un couplage fort CA-FE. Ce couplage sera décrit dans la section 5. En supposant une
relation quelconque entre enthalpie et température, l'équation II.1 doit être résolue par
un algorithme non linéaire, en l'occurrence une approche itérative Newton-Raphson. Cet
algorithme permet de calculer, pour l'itération (k + 1), la variation d'enthalpie moyenne
d 〈H〉 = (k+1)〈H〉 − (k)〈H〉 à partir des valeurs à l'itération (k) de l'enthalpie, (k)〈H〉,
la température, (k)T , et la dérivée (k)(dT/d 〈H〉). En adoptant une formulation faible du
problème, l'équation à résoudre discrétisée en temps s'écrit :[


















où 〈H〉t est l'enthalpie au début du pas de temps, et où les matrices [M ], [A], [K] et le
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avec ∆t le pas de temps, vlc la vitesse du liquide au centre de l'élément, φi et φj les fonctions
d'interpolation et de poids, et τs le paramètre de stabilisation SUPG déﬁni comme dans
la littérature [Riv11]. Ce paramètre stabilise les équations en régime convectif, et dépend
notamment de la taille de maille et de vlc. À la première itération, les valeurs
(k=0)〈H〉,
(k=0)T , et (k=0)(dT/d 〈H〉) sont initialisées aux valeurs calculées au pas de temps précédant,
〈H〉t, T t, et (dT/d 〈H〉)t . Puis, à chaque itération, les valeurs sont mises à jour :
 (k+1)〈H〉 d'après la résolution de II.2,
 (k+1)T d'après la relation enthalpie-température choisie et (k+1)〈H〉,
 (k+1)(dT/d 〈H〉) = ((k+1)〈H〉 − (k)〈H〉)/((k+1)T − (k)T ).
À partir de ces valeurs, le résidu de l'équation II.2 à l'itération (k + 1) peut être estimé
avec :













La résolution a convergé après (k + 1) itérations si (k+1)RE devient inférieur à une
valeur ﬁxée ε :
(k+1)RE < ε
(0)RE (II.8)
où (0)RE est le résidu au début du pas de temps, introduit pour pallier le non précondition-
nement du calcul des résidus. Si la relation II.8 n'est pas vériﬁée, une nouvelle itération
a lieu. Quand le critère de convergence est atteint, les valeurs (k+1)〈H〉 et (k+1)T devien-
nent les solutions 〈H〉t+∆t et T t+∆t. Notons que le système peut diverger au cours d'une
itération, c'est-à-dire (k+1)RE >
(k)RE. Dans ce cas, la solution est supposée être contenue
entre les deux dernières enthalpies calculées, (k)〈H〉 et (k+1)〈H〉. Plusieurs solutions in-
termédiaires (c)〈H〉 sont essayées, telles que (c)〈H〉 = (k)〈H〉 + c((k+1)〈H〉 − (k)〈H〉), avec
0 < c < 1. Le résidu est estimé pour chacune de ces enthalpies, et la meilleure solution
(c)〈H〉 est utilisée pour la prochaine itération. Cette approche simple permet généralement
d'améliorer la vitesse de convergence de la résolution.
2.2 Soluté
L'équation de conservation du soluté est classiquement déﬁnie comme suit, en nég-
ligeant la diﬀusion dans le solide à l'échelle macroscopique, avec une densité constante et






〉 · ∇ 〈wl〉l −∇ · (Dlgl∇ 〈wl〉l) = 0 (II.9)
Ici encore, deux inconnues 〈w〉 et 〈wl〉l apparaissent. Reprenant l'analyse de séparation




= 〈w〉 − 〈w〉t + 〈wl〉l t où 〈w〉t et 〈wl〉l t sont les
valeurs au début du pas de temps, on peut réécrire l'équation de conservation selon une











〈w〉t − 〈wl〉l t)) (II.10)
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Nous verrons dans la section 4.3 comment évolue la composition moyenne du liquide,〈
wl
〉l
, aﬁn de résoudre l'équation II.10. Cette approche n'est bien sûr valide que pour des
pas de temps assez petits. Cette équation est résolue avec une formulation faible et une
méthode de stabilisation SUPG dont les détails sont donnés ailleurs [Liu05].
2.3 Navier-Stokes
Les équations de Navier-Stokes pour le calcul de l'écoulement du liquide, considéré
newtonien et incompressible, sont déﬁnies comme suit :



















avec g le champ de gravité, pl la pression, Kperm la perméabilité locale, et µl la viscosité
dynamique du liquide. Cette équation se base sur l'approximation de Boussinesq, qui
permet de prendre en compte la convection naturelle avec une densité constante par
ailleurs. La densité est donc imposée à ρ0 sauf dans le terme de gravité, où on déﬁnit :
ρl = ρ0
(













pérature et la composition de référence. Dans la suite de cette étude, la perméabilité sera





180 (1− gl)2 (II.14)
Cette approche permet de retrouver les équations classiques de Navier-Stokes dans le
liquide et la relation de Darcy dans le solide. Cependant, il s'agit d'une approximation
des forces de friction dans la zone pâteuse, qui pourra être à l'avenir remplacée par un
modèle plus précis.
Ces équations sont résolues avec une formulation faible, et une stabilisation SUPG-
PSPG-LSIC. Les détails de cette approche sont donnés ailleurs [Riv11].
3 Modèle CA
La méthode automate cellulaire est basée sur la déﬁnition :
 d'un voisinage,
 de plusieurs variables par cellule, évoluant selon des modèles physiques et/ou statis-
tiques,
 d'une fonction de transition permettant de changer l'état d'une cellule selon l'état
de son voisinage.
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Le modèle présenté ici déﬁnit un voisinage basé sur les plus proches cellules d'un réseau
cubique. Chaque cellule aura 8 voisins en deux dimensions (1ers et 2èmes plus proches
voisins), et 26 voisins en trois dimensions (1ers, 2èmes et 3èmes plus proches voisins). Les
diﬀérentes variables seront présentées en détail par la suite, notons en particulier le numéro
de grain et l'orientation cristallographique.
Pour chaque cellule ν est déﬁni un état Iν , qui peut prendre trois valeurs :
 Iν = 0 si la cellule est complètement liquide,
 Iν = 1 si la cellule contient une ou plusieurs enveloppes de grains en train de croître
localement,
 Iν = 2 si toutes les enveloppes de grains de la cellule ont atteint leur maximum local
de croissance, qui est déﬁni au paragraphe 3.3.
Une enveloppe de grain (j)∗ est déﬁnie pour chaque structure solide si 1. Les cellules
doivent donc également rendre compte de l'état local de chaque structure dont on veut
suivre la croissance. On déﬁnit pour cela un deuxième état pour chaque enveloppe, I(j)∗ν ,




ν = 0 si la structure si n'est pas présente,
 I
(j)
ν = 1 si l'enveloppe de si est en train de croître localement,
 I
(j)
ν = 2 si l'enveloppe de si a atteint son maximum local de croissance.
Chaque cellule a donc un état donné, mais l'enveloppe des grains et leur propagation lors
de la croissance ne peuvent être représentées uniquement par cet état. Pour représen-
ter les enveloppes de grains de la structure si à l'échelle microscopique, on associe à
chaque cellule où I(j)ν = 1 une forme géométrique dont certaines frontières coïncident avec
les frontières du grain macroscopique. Éventuellement, si plusieurs enveloppes de grains
croissent simultanément au niveau d'une même cellule, plusieurs formes géométriques
seront déﬁnies. Cette forme géométrique élémentaire doit rendre compte des directions
préférentielles de croissance du cristal. Dans la suite de cette étude, les cristaux étudiés
se développent selon les directions <100>, qui sont caractéristiques des cristaux den-
dritiques CFC et CC [Kur98]. Ceux-ci englobent la plupart des métaux et le silicium,
qui adopte une structure diamant. Les troncs et bras de dendrites seront donc supposés
alignés avec les directions <100>. La forme élémentaire d'enveloppe de grain sera ici le
carré en deux dimensions et l'octaèdre en trois dimensions. Les sommets de l'octaèdre
seront ainsi assimilés aux pointes de dendrite <100>, et la microstructure interne sera
supposée développée de façon homogène à l'intérieur de l'enveloppe. Ceci est illustré par
la ﬁgure II.1.c. La validité de cette hypothèse est plus ou moins vériﬁée selon les cas,
une étude par comparaison avec un calcul champ de phase sera présentée au chapitre III.
Cet octaèdre pourra être par la suite déformé si les directions <100> ne croissent pas à
la même vitesse. Les octaèdres sont caractérisés pour chaque cellule par un centre, C(j)ν ,
6 rayons R(j)ν k∈[1,6] (4 en deux dimensions), et une orientation cristallographique sous la
forme de trois angles d'Euler (un en deux dimensions).
Les paragraphes suivants présentent l'algorithme de germination et de croissance de
ces octaèdres.
1. Il a été choisi de prendre des indices diﬀérents pour les enveloppes, (j)∗, et pour les structures, si,
bien que dans tous les cas présentés par la suite, i = j. Ceci est fait dans un souci de souligner le lien
entre les indices des enveloppes et des zones, (j), qui seront présentées dans la section 3.3.
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3.1 Germination
Toutes les cellules sont dans un premier temps initialisées à un état liquide Iν = 0
et I(j)ν = 0 pour toutes les structures si. Des sites de germination sont aﬀectés à chaque
structure suivie, et associés à une cellule. Chaque cellule peut potentiellement contenir
plusieurs sites pour chaque structure. Une surfusion critique est tirée pour chaque site,
grâce à la méthode de Box-Muller [Box58] :
∆Tnucl =
√
−2 lnu1 cos (2piu2) ∆Tσ + ∆TN (II.15)
u1 et u2 étant deux réels aléatoires entre 0 et 1. Ce tirage génère une loi gaussienne, dont
un exemple est présenté à la ﬁgure II.2.
Au cours du calcul, si la surfusion locale au centre d'une cellule dépasse la surfusion
de germination d'un site de cette cellule, et que le site peut germer, la cellule passe à un
état Iν = 1 et I
(j)
ν = 1 pour la structure si qui a germé. Un site peut germer si :
 la structure en question n'est pas déjà présente sur la cellule, i.e. I(j)ν = 0,
 la phase mère est présente sur la cellule.
La phase mère correspond à la phase qui est transformée lors de la croissance de l'enveloppe
(j)∗. Par exemple, dans le cas du suivi d'une structure dendritique et d'une structure
eutectique, les sites de ces deux structures ne pourront germer sur une cellule que s'il
reste du liquide. Avec cette approche, certains sites ne pourront pas germer, soit parce
que la phase mère n'est plus présente au moment où ∆T > ∆Tnucl, soit parce qu'un grain
de la même structure est déjà présent. Il se met donc en place une compétition entre
vitesse de croissance et germination, pour chaque structure et entre les structures si elles
ont la même phase mère. Un exemple de ce phénomène est donné à la ﬁgure II.2.
















Figure II.2 Loi de germination, sites de germinations créés et grains germés dans un
domaine carré 2D de 0,1 x 0,1m, avec une vitesse de croissance v = 5 · 10−4∆T 2, une
température uniforme sur toute la pièce et une vitesse de refroidissement dT/dt = −1 K/s.
Les paramètres de la gaussienne sont ∆TN = 3 K, ∆Tσ = 0,5 K et n = 3 · 105 m−2.
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Lorsqu'un site germe eﬀectivement sur la cellule, un nouveau grain est créé, avec une
orientation cristallographique aléatoire dont les angles d'Euler sont tirés de façon à avoir
une texture uniforme [Gan95], soit en degrés :
ψ = 360 (0,5− u1)
θ = arccos(1− 2u2)
φ = 360 (0,5− u3)
(II.16)
avec u1, u2 et u3 trois réels aléatoires entre 0 et 1. La forme du grain est initialisée pour
la cellule qui a germé sous la forme d'un octaèdre (ou un carré en deux dimensions) dont
tous les rayons sont égaux et nuls, et dont le centre C(j)ν est le même que le centre de la
cellule, C0ν . Ces rayons R
(j)
ν k∈[1,6] déﬁnissent les longueurs des directions <100> depuis le
centre C(j)ν .
Notons également que pour restituer le fait que la germination est facilitée à certains
endroits, par exemple sur les faces au contact du moule, plusieurs lois gaussiennes peuvent
être déﬁnies. Généralement, une loi à faible germination (n faible, ∆TN élevé) sera déﬁnie
dans le volume, et des lois à forte germination (n élevé, ∆TN faible) sur les frontières du
domaine.
3.2 Croissance et capture
La croissance des grains se fait localement par l'agrandissement des formes octaé-
driques selon les directions <100>, c'est-à-dire en faisant évoluer les rayons des octaè-
dres. Comme introduit ci-dessus, les sommets de l'octaèdre coïncident avec les pointes de
dendrite, aussi leur vitesse sera calculée à partir de modèles physiques présentés dans la
section 4.2, et des conditions locales au centre de la cellule C0ν (température, composition,
direction et vitesse du liquide).
L'hypothèse de grains octaédriques n'est pas justiﬁée pour l'eutectique, qui forme
plutôt des grains globulaires. Le but n'est cependant pas de prédire la microstructure des
grains eutectiques, mais de prendre en compte la surfusion de germination et de croissance
eutectique. Il sera nécessaire à l'avenir d'introduire des formes de croissance adaptées pour
parvenir à des comparaisons plus poussées avec l'expérience, par exemple en faisant croître
des sphères plutôt que des octaèdres.
Une fois la vitesse de chaque branche connue, les déplacements des sommets peuvent
être calculés et les rayons de l'octaèdre mis à jour. Dans un cas de croissance en diﬀu-
sion pure, la vitesse sera la même pour toutes les branches, donc la forme octaédrique
sera localement conservée pour chaque cellule. Par contre, en présence de convection, les
branches orientées à l'opposé de la direction de l'écoulement croîtront plus vite et l'oc-
taèdre pourra être déformé. La ﬁgure II.3 illustre ce phénomène en 2D : juste après la
germination (temps t), la forme associée à la cellule centrale ν est carrée. Notons que son
centre C(j)ν correspond au centre de la cellule, C0ν . Les vitesses des quatre sommets sont
calculées d'après l'orientation cristallographique du grain et la direction de l'écoulement.
Les directions < 10 > et < 01¯ > ont donc les vitesses v(j)1 et v
(j)
4 les plus importantes
(voir ﬁg. II.8), ce qui entraîne la déformation de la forme géométrique au temps t+ ∆t.
La propagation d'un grain d'une cellule à l'autre est ici appelée capture. Quand
l'octaèdre associé à une cellule et à une structure si s'étend suﬃsamment pour englober






Figure II.3 Croissance 2D de la forme géométrique associée à la cellule centrale ν en
présence d'un écoulement vl, juste après la germination (t) et à un temps t+ ∆t.
à Iν = 1 et I
(j)
ν = 1. De façon analogue à la germination, une cellule peut être capturée
par une autre si la structure n'est pas déjà présente et si la phase mère de la structure est
présente.
Quand une cellule est capturée, un nouvel octaèdre plus petit lui est associé de façon
à conserver localement la forme de l'enveloppe de grain. Cet algorithme, introduit dans
Gandin et al. [Gan97], est brièvement rappelé ici pour un octaèdre déformé. Ceci est
illustré en 2D par la ﬁgure II.4. Le centre de la cellule µ, C0µ, est englobé par la forme
géométrique de la cellule centrale ν, qui capture la cellule µ. La face de capture, ici (11¯),
est identiﬁée, et le centre de µ projeté sur cette face en A. Le sommet de capture, ici
S
(j)
ν 1 , peut ensuite être facilement repéré en comparant AS
(j)
ν 1 et AS
(j)
ν 4 . La nouvelle forme
géométrique d'enveloppe associée à µ aura ce sommet commun, S(j)µ 1 = S
(j)
ν 1 . La longueur






















Cette troncature permet de limiter la taille du nouvel octaèdre et éviter un accroisse-
ment continu des rayons au ﬁl du calcul. De cette manière la forme élémentaire reste
locale et a une dimension de l'ordre de la cellule. Le rapport a entre nouveaux et anciens






ν 4 , et les rayons de µ déduits d'après ce
rapport : R(j)µk = aR
(j)
ν k. Notons que le nouveau centre, C
(j)
µ , ne coïncide plus avec le centre
de la cellule, C0µ. Ceci permet de s'aﬀranchir de l'anisotropie de la grille. Une validation
de cet aspect sera présentée au chapitre III.
La procédure en 3D, très similaire, est donnée en annexe B.
Si, au cours d'un pas de temps, le centre C0µ de la cellule µ est englobé par deux voisins
simultanément, alors µ est capturée par le grain le plus développé. Pour cela, la longueur
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(a) (b)
A
Figure II.4 Formes géométriques 2D (a) de la cellule centrale ν et (b) de la cellule à sa
droite µ, au moment de la capture de µ par ν. La forme associée à ν est représentée en
traits épais, et celle associée à µ en traits ﬁns.
C0µA est évaluée pour les deux voisins captureurs, et celui ayant la plus grande valeur est
considéré comme le grain le plus développé.
3.3 Fractions d'enveloppes et de zones
Une fraction volumique d'enveloppe g(j)∗ν est déﬁnie pour chaque cellule ν et pour
chaque structure suivie. Pour une structure si, déﬁnissant une enveloppe (j)∗, et pour
une cellule donnée ν, trois cas peuvent se présenter :




 si 0 < g(j)∗ν < 1, l'enveloppe de grain (j)∗ est en train de se développer dans la
cellule ν (et donc la structure si également), I
(j)
ν = Iν = 1,
 si g(j)∗ν = 1, l'enveloppe de grain (j)∗ a atteint son maximum de croissance pour la
cellule ν (mais les phases associées pourront éventuellement continuer de croître à
l'intérieur de l'enveloppe, selon le modèle de microségrégation), I(j)ν = 2.
Le cas intermédiaire correspond à la croissance de la forme octaédrique représentant lo-
calement l'enveloppe de grain de la structure si. Pour une structure donnée, la fraction





ν − V (j)ν capt
V
(j)




où V (j)ν est le volume actuel de l'octaèdre, V
(j)
ν capt le volume au moment de la capture et
V
(j)
νmax le volume de croissance maximum. Notons que l'astérisque (*) désignant l'enveloppe
de grain plutôt que la zone a ici été ignoré par souci de simpliﬁcation des notations, mais
devrait en toute rigueur être reporté sur tous les volumes, aires, etc. Le volume au moment









Figure II.5 Illustration (a) 2D et (b) 3D du calcul de V (j)ν capt et V
(j)
νmax par voisinage pour
une enveloppe de grain (j)∗ se développant dans la cellule centrale ν. La forme associée





(A(j)ν capt) correspond au volume (à l'aire) à l'instant où ν a été capturée. Le volume (l'aire)
maximum est ici estimé(e) en agrandissant cette forme de capture pour englober le centre
de tous les voisins, le dernier voisin possiblement capturé étant ici la cellule µ.
est englobé et capturé par un voisin. Ceci est illustré par les ﬁgures II.5 et II.6. Concernant
le volume de croissance maximum, deux approches ont été développées et sont présentées
ici.
Calcul par voisinage La première approche, dite par voisinage, considère que le maxi-
mum de croissance pour l'enveloppe d'une cellule ν est atteint quand sa forme géométrique
a englobé le centre de tous ses voisins. C'est l'approche initialement présentée dans la lit-
térature [Gan99, Gui07, Car12], illustrée par la ﬁgure II.5. Étant donné que l'octaèdre
peut potentiellement se déformer lors de la croissance, la forme ﬁnale au moment de la
capture de tous les voisins n'est pas connue a priori. Pour pallier ce défaut, V (j)νmax est
estimé lors de la capture de la cellule, en considérant que les bras croîtront de façon pro-
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portionnelle, c'est-à-dire que la forme ﬁnale sera un agrandissement non déformé de la
forme initiale.
Calcul par espacement dendritique primaire La deuxième approche, utilisée dans
Mosbah et al. [Mos10], consiste à dire que le maximum de croissance est atteint quand
les bras principaux se sont développés d'une longueur donnée, choisie comme étant égale
à Rf = λ1/2. Autrement dit, le volume de croissance maximum est ﬁxé à :








L'avantage de cette approche est bien sûr de relier le calcul de g(j)∗ν à une grandeur
physique, λ1, et donc de rendre g
(j)∗
ν indépendant de la taille de cellule, contrairement à
la première approche. Ceci est illustré en deux dimensions par la ﬁgure II.6.
Rf
Figure II.6 Calcul de l'aire de croissance maximum A(j)νmax de l'enveloppe d'une cellule
ν, avec l'approche de l'espacement dendritique primaire [Mos10]. Il n'y a plus de notion
de voisinage, le calcul de g(j)∗ν devient donc indépendant de la taille de cellule.
Il faut rappeler que le développement des octaèdres selon les directions <100> représente
la croissance des pointes primaires et des bras secondaires des dendrites dans le liquide,
tandis que l'augmentation de la fraction solide à l'intérieur des enveloppes octaédriques
représente l'épaississement des bras secondaires. De ce point de vue, il est justiﬁé qu'un
bras de dendrite puisse croître jusqu'à une longueur λ1/2. Le couplage avec des mod-
èles type Wang-Beckermann prend alors une logique, qui sera décrite au paragraphe 4.3.
Cependant, plusieurs problèmes apparaissent avec cette méthodologie. Premièrement, l'es-
pacement interdendritique primaire λ1 n'est pas a priori connu pour un matériau donné.
De plus, sa valeur peut très bien changer selon les conditions de refroidissement, et donc
varier d'un endroit à l'autre du lingot. Deuxièmement, une certaine épaisseur WCA de
l'ordre de Rf est donnée à la frontière de l'enveloppe, qui devient diﬀuse. Ceci est illustré
par la ﬁgure II.7. En eﬀet, des cellules qui ont capturé tous leurs voisins, donc qui sont
derrière le front F (j)0 , déﬁni par la frontière g
(j)∗
ν = 0, peuvent tout de même avoir une
fraction d'enveloppe g(j)∗ν < 1 tant que Rf (et donc V
(j)
νmax) n'est pas atteint localement.
Un deuxième front F (j)1 est déﬁni par la frontière g
(j)∗
ν = 1. L'épaisseur de la frontière




1 . Revenons encore une fois à la déﬁnition, qui
indique que tant que g(j)∗ν < 1 les bras de dendrite peuvent croître dans les directions




0 , les bras primaires peuvent donc s'étendre vers la zone où g
(j)∗





1 , les bras secondaires peuvent encore croître dans du liquide libre. Enﬁn, le front F
(j)
1
indique la ﬁn de la croissance, derrière laquelle les pointes de dendrite ont rencontré un
autre bras primaire et ne peuvent plus croître, et où l'évolution des fractions de phases
se fera de façon interne à l'enveloppe. Finalement, notons qu'avec cette approche la taille




Solidification interne des octaèdres
Direction de croissance
Figure II.7 Exemple d'interface diﬀuse de zone pâteuse pour une rangée de cellules en
2D, avec le calcul de g(j)∗ν introduit par la ﬁgure II.6. La croissance des octaèdres, qui
correspond à la croissance des pointes de dendrite, permet de calculer la fraction d'en-
veloppe pour chaque cellule. L'évolution interne de la fraction solide est due uniquement à
l'épaississement des bras. De par la méthode de calcul de g(j)∗ν , la frontière de l'enveloppe
s'étend sur plusieurs cellules.
En pratique, cette deuxième approche sera surtout utilisée en conjonction avec les
modèles type Wang-Beckermann. Dans la suite de ce travail, sauf spéciﬁé explicitement,
on prendra toujours la première approche pour calculer les fractions d'enveloppes.
Fractions de zones L'automate cellulaire permet de suivre le développement des en-
veloppes de grains de chaque structure solide, autrement dit les frontières entre les dif-
férentes zones. Il n'est cependant pas trivial de déduire les zones à partir des enveloppes
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des grains, en particulier si la géométrie des enveloppes est complexe. En pratique, on se
ramènera à un problème 1D en considérant que toutes les structures croissent à partir
du même centre, avec la même forme et la même orientation. Il est ensuite possible de
calculer simplement les fractions volumiques des zones, g(j), à partir des fractions d'en-
veloppes, g(j)∗. Notons que cette simpliﬁcation (même centre, même orientation et même
forme des grains) est faite uniquement lors de la détermination des fractions de zones,
et nullement lors du reste du calcul. En supposant que l'on ait, pour la ﬁgure II.1.d, des
fractions d'enveloppes de grains g(1)∗ et g(2)∗ des structures s1 et s2, on peut retrouver
facilement les fractions de zones avec :
g(0) = 1− g(1) − g(2) (II.20)
g(1) = g(1)∗ − g(2)∗ (II.21)
g(2) = g(2)∗ (II.22)
Ces relations dépendront du problème et de sa mise en données, et ne peuvent être
généralisées simplement.
4 Modèles cinétiques
Les modèles cinétiques présentés ici sont des modèles indirects microscopiques, per-
mettant de décrire l'évolution de la microstructure sans suivre explicitement les interfaces
entre les phases. Ces modèles sont utilisés pour nourrir les modèles FE et CA.
4.1 Germination
Comme introduit précédemment, la germination est ici considérée comme un phénomène
statistique pour deux raisons : d'une part les modèles de germination ne permettent pas de
prédire la localisation des germes, d'autre part il s'agit d'un phénomène atomique, bien en
dessous de l'échelle de modélisation visée dans le cadre de cette étude. La germination est
donc ici considérée comme instantanée à partir d'une certaine surfusion critique, ∆Tnucl,
qui est attribuée indépendamment à chaque germe selon une distribution gaussienne.
On constate aisément sur la ﬁgure II.2 que les sites ayant une surfusion critique élevée
ne pourront éventuellement jamais germer, selon les conditions de refroidissement de la
pièce. Il est donc diﬃcile de déduire directement les paramètres de la loi gaussienne à partir
d'observations expérimentales, puisque seuls les sites ayant germé peuvent être observés.
À cela s'ajoute la diﬃculté de mesurer précisément la surfusion de germination de chaque
grain, sur un nombre de grains assez grand pour avoir une statistique représentative.
Pour ces raisons, les paramètres de la loi gaussienne ne sont quasiment jamais connus, en
particulier dans les métaux, et doivent être déduits par essai-erreur aﬁn de prédire une
structure de grains en accord avec la réalité. Dans de rares cas, les paramètres de la loi
de germination ont pu être reliés à l'expérience de façon plus directe.
Un premier cas concerne l'observation in situ par synchrotron de la solidiﬁcation d'un
alliage d'Al-3,5%pds Ni aﬃné [MN11]. Cette approche permet de compter le nombre de
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grains germés et de mesurer la vitesse du front vf pour plusieurs vitesses de refroidisse-
ment, mais la température elle-même est mal connue notamment à cause des radiations.
La température du front et sa surfusion ∆Tf peuvent cependant être retrouvées à partir
de vf et d'un modèle de cinétique de croissance tel celui présenté dans la section suiv-
ante. Il devient ensuite possible de retrouver la première partie de la distribution (faibles
surfusions de germination) en traçant le nombre cumulé de sites en fonction de ∆Tf . Les
paramètres de la loi de germination sont ﬁnalement aisément calculés en supposant une
distribution gaussienne ou log normale. Les auteurs n'ont en l'occurrence pas trouvé de
meilleur accord avec une loi ou l'autre.
Un autre cas concerne la solidiﬁcation en micro-gravité d'un alliage organique trans-
parent, NPG-37,5%pds DC [Stu11]. Dans cette expérience, la température de germination
de 26 grains équiaxe a été mesurée, donnant lieu à une statistique de germination avec une
surfusion moyenne, ∆T effN , un écart-type ∆T
eff
σ et une densité de grains n
eff . Ces valeurs
concernent uniquement les grains germés, et sont bien sûr à diﬀérencier de ∆TN , ∆Tσ et n
qui concernent tous les sites (même non germés). Il est cependant possible dans ce cas de
déterminer ∆TN , ∆Tσ et n de manière à obtenir par la simulation des valeurs de ∆T
eff
N ,
∆T effσ et n
eff proches de l'expérience, par exemple à l'aide de méthodes inverses.
Enﬁn, un dernier cas concerne l'addition d'un agent de germination, sous la forme de
particules de TiB2, dans un alliage d'aluminium [Gre00]. Les auteurs ont pu mesurer une
distribution de taille des particules par analyse d'image. Reprenant cette distribution, les






d étant le diamètre de la particule, σ l'énergie d'interface solide-liquide et ∆s l'entropie de
fusion volumique. Bien que les modèles cinétiques et de représentation des grains soient
simpliﬁés, cette approche a permis de retrouver des distributions de tailles de grains
en fonction de la charge d'inoculants et de la vitesse de refroidissement très proches de
l'expérience. La distribution de la taille des particules suivant une loi gaussienne, son
emploi dans la loi de germination est d'autant plus justiﬁé.
4.2 Croissance
Dendrite solutale en régime purement diﬀusif
L'étude de la cinétique de pointe de dendrite dans un régime de diﬀusion pure a été
formalisée par Ivantsov [Iva47], puis améliorée à de nombreuses reprises. C'est le modèle
développé dans [Kur86] qui est présenté ici. Sous l'hypothèse d'une pointe paraboloïdale
isotherme sans phénomène de retrait, on a :
Ω = Iv(Pev) (II.24)
avec Ω sursaturation chimique, Iv fonction d'Ivantsov et Pev nombre de Péclet solutal.
Cette équation est valide pour les dendrites solutales, c'est-à-dire où le milieu est considéré
isotherme et inﬁni, et où la croissance est gouvernée par la diﬀusion de soluté. Cependant,
la contribution de la surfusion thermique étant faible même avec de faibles teneurs en
soluté [Dan09], cette équation sera par la suite utilisée dans un cadre plus général avec
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un thermique non uniforme. Cette hypothèse est justiﬁée pour des surfusions de quelques
Kelvins. Pour des dendrites thermiques (par exemple dans un corps pur), des équations
analogues peuvent être facilement développées [Gui04a].
La fonction d'Ivantsov est déﬁnie par :
Iv(x) = x exp(x)E1(x) (II.25)












La sursaturation chimique est donnée par :
Ω =
wl s/l − wl∞
wl s/l − ws s/l (II.27)
avec wl s/l et ws s/l respectivement la composition du liquide et du solide à l'interface, et






Les surfusions thermique et cinétique sont négligées :
∆TT = T





avec T s/l et T l∞ respectivement température de l'interface et à l'inﬁni, et µ0 coeﬃcient
de surfusion cinétique. La surfusion devient donc, d'après l'équation I.4 :
∆T = ∆TC + ∆TR (II.31)
La surfusion due à la courbure, ∆TR, est estimée par la condition de Gibbs-Thomson





La surfusion chimique, ∆TC , peut être estimée dans l'approximation d'une pente de
liquidus m constante entre wl∞ et wl s/l, ce qui est justiﬁé pour de faibles sursaturations.
La surfusion devient alors :
∆TC = m
(
wl∞ − wl s/l) (II.33)
Le jeu d'équations II.24, II.27, II.28, II.31, II.32 et II.33 ne peut être résolu en l'état,
puisque deux inconnues sont introduites : le rayon et la vitesse de la pointe, r et v. La
résolution des équations d'Ivantsov donne donc pour résultat plusieurs couples (r, v).
Plusieurs approches ont été développées pour déterminer quel couple est sélectionné par
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la dendrite lors de la croissance. Initialement, la vitesse maximale était retenue, mais
les observations expérimentales ont montré les limites de cette théorie, et parallèlement
l'eﬃcacité de l'approche de stabilité marginale [Mul64]. Ce modèle fait l'hypothèse que le
rayon de la pointe de dendrite est égal à la longueur d'onde minimale pour déstabiliser
une surface plane, et aboutit à la relation :
r2v =
DlΓ
σ∗m(ws s/l − wl s/l) (II.34)
avec σ∗ constante de stabilité. Ainsi, l'analyse d'Ivantsov donne rv = constante (équation
II.28) et le critère de stabilité marginale donne r2v = constante (équation II.34). Le
système n'admet plus qu'une solution unique. Pour autant, un problème se pose pour la
détermination de la variable σ∗ : initialement égale à (4pi2)−1, sa détermination a donné
lieu à de nombreuses discussions. D'autres théories, comme la microsolvabilité, prédisent
une valeur dépendante de l'énergie de surface. Les expériences ont montré une déviation
assez importante par rapport à sa valeur initiale [Hua81]. Enﬁn, des analyses par champ
de phase semblent montrer que σ∗ dépend de plusieurs paramètres [Mul11]. Le problème
principal est que le modèle cinétique se base sur certaines hypothèses, et que faire varier
le critère de stabilité ne revient peut-être qu'à essayer de compenser ces hypothèses. Il
est donc diﬃcile de dire si les diﬀérences par rapport à l'expérience ou à des modèles
microscopiques viennent réellement de la valeur de σ∗. C'est pour cela que beaucoup





Dendrite solutale en présence de convection
Dans le cas d'une croissance dendritique en présence de convection, il devient nécessaire
de distinguer une couche limite d'épaisseur δc devant la pointe, où le transport de soluté
est supposé purement diﬀusif. En dehors de cette couche limite, le transport de soluté
est gouverné par la convection. Un développement des équations peut alors être eﬀectué
[Gan03, Gui04a]. La sursaturation chimique devient :











L'expression de δc est obtenue en assimilant la pointe à une sphère, et permet de
trouver la sursaturation en fonction de l'angle θ entre la direction du liquide incident et
l'orientation de la pointe (voir un exemple sur la ﬁgure II.8) :
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avec µl viscosité dynamique et vl norme de la vitesse du liquide. Les coeﬃcients D1, D2 et
D3 de l'équation II.37 ont été déterminés pour retrouver la solution analytique de Ananth





Cette approche permet de retrouver la solution d'Ivantsov en diﬀusion pure, et de
































Figure II.8 Vitesse de croissance d'une pointe d'Al-7%pds Si en fonction de l'angle
entre la direction de l'écoulement et la direction de croissance, avec vl = 0,01 m.s−1 et
∆T = 5 K. La solution d'Ivantsov est tracée en ligne pointillée. Les autres paramètres
sont identiques à ceux donnés dans Gandin et al. [Gan03].
Une limitation de ce modèle apparaît pour des angles θ proches de 0, c'est-à-dire quand
le liquide s'écoule dans la même direction que la croissance dendritique. Ceci s'explique
par l'approximation sphérique de la pointe de dendrite, qui n'est bien sûr pas valide à
l'arrière de la pointe où le tronc dendritique n'a pas une forme paraboloïdale. L'interaction
du liquide avec ce tronc ainsi qu'avec les autres branches certainement présentes à l'arrière
de la pointe n'est pas prise en compte. En conséquence, la vitesse prédite par ce modèle
montre une mauvaise corrélation avec les résultats expérimentaux dans ces conditions
[Gan03]. De plus, la corrélation permettant de déterminer les coeﬃcients Di n'est valide
que dans une certaine gamme de paramètres, correspondante à 10−4 < Pev < 10, 10−2 <
Pevl < 10 et 50 < Sc < 500, avec Pevl = rvl/2Dl nombre de Péclet du ﬂuide. Le modèle
lui-même ne sera donc valide que dans une certaine gamme de surfusion, dépendamment
du matériau étudié.
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Structure eutectique : modèle de Jackson-Hunt
Par simpliﬁcation, on considérera ici que les grains eutectiques croissent avec une forme
d'octaèdre, dont la vitesse des sommets est donnée par le modèle cinétique de Jackson-
Hunt [Jac66] :




où λeut est l'espacement interlamellaire (ﬁgure I.2), Peeut le nombre de Péclet déﬁni par
Peeut = vλeut/D
l, et AR/AC une longueur moyenne de capillarité, dépendant notamment



























où gαeut et g
β
eut sont respectivement les fractions de phase primaire α et secondaire β dans
la structure eutectique, Γα et Γβ leur coeﬃcient de Gibbs-Thomson, θα et θβ leur angle de
contact avec la phase liquide, mα et mβ leur pente de liquidus au niveau de l'eutectique,
et w′ = wβeut − wαeut. En choisissant un point de fonctionnement tel que la surfusion est
minimale pour une vitesse donnée, l'équation II.41 devient [Dan09] :
v = ∆T 2Dl/(4ArAc) (II.46)
En pratique, gαeut et g
β
eut sont choisis constants pour un matériau donné au niveau du
front eutectique, et l'équation II.46 se simpliﬁe en v = cJHDl∆T 2, avec cJH constante du
matériau.
Approche simpliﬁée
Dans certains cas, des observations expérimentales permettent de relier directement
vitesse et surfusion. On pourra alors utiliser une cinétique de croissance simpliﬁée sous la






Les coeﬃcients ai et ki étant tirés de l'expérience. Malgré le peu de fondement physique
de cette relation, elle est souvent utilisée pour avoir une meilleure corrélation que les lois
de type Ivantsov. Notons que les coeﬃcients ki sont souvent limités à des valeurs entières
supérieures ou égales à 2.
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Résolution de la cinétique de pointe
En supposant les conditions locales (température, composition, direction et vitesse du
liquide, etc.) connues au centre de la cellule ν, le modèle de cinétique de pointe peut être
résolu pour chaque branche de l'octaèdre. Cette résolution est triviale pour la loi puissance
ou pour le modèle de Jackson-Hunt. Pour le modèle KGT en présence ou non d'écoulement,
les équations II.37, II.38, II.39, II.27, II.28, II.31, II.32, II.33, et II.34 sont résolues par un
algorithme non linéaire de Brent. Contrairement à la méthode présentée dans Gandin et al.
[Gan03], c'est le rayon r qui est ici considéré comme inconnue principale, ce qui permet
d'évaluer directement la surfusion avec la courbure, et évite ainsi de devoir eﬀectuer
plusieurs résolutions non linéaires.
4.3 Ségrégation
La connaissance de 〈H〉 〈w〉 et g(j) doit permettre de calculer le chemin de solidiﬁcation
et donc la température, les fractions de phases et leur composition. Ceci se traduit par








g(j)gs(j)(〈w〉 ,T )gϕs (〈w〉 ,T )ρ0 〈Hϕ〉ϕ (〈wϕs〉ϕs ,T ) (II.48)
où g(j) provient de la croissance des grains et est prédit par le modèle automate cellulaire,
et 〈H〉 et 〈w〉 sont calculés par la résolution éléments ﬁnis. Pour alléger les équations, s
englobe ici les structures solides, si, et les structures liquides, li. Il reste donc à déterminer
la température, T , la fraction des structures s dans les zones (j), gs(j), la fraction et la
composition des phases ϕ dans les structures s, gϕs et 〈wϕs〉ϕs , et l'enthalpie de chaque
phase ϕ, 〈Hϕ〉ϕ. Avec une déﬁnition donnée pour chacune de ces grandeurs, l'équation
II.48 peut être résolue par un algorithme non linéaire de Brent en prenant T pour inconnue
principale.
D'une manière générale, 〈Hϕ〉ϕ dépend de la température et de la composition intrin-
sèque de la phase, on choisira donc une déﬁnition unique pour 〈Hϕ〉ϕ, indépendante de la
structure ou de la zone dans laquelle la phase ϕ se trouve. Deux approches sont possibles,
la première se base sur une analyse simpliﬁée d'une chaleur latente, Lϕ, et d'une capacité
caloriﬁque, Cϕp , constantes par phase :
〈Hϕ〉ϕ (〈wϕs〉ϕs ,T ) = Cϕp T + Lϕ (II.49)
Dans ce cas l'enthalpie de la phase est indépendante de sa composition interne. L'autre
approche se base sur des fonctions tabulées :
〈Hϕ〉ϕ (〈wϕs〉ϕs ,T ) = fHϕTAB (〈wϕs〉ϕs ,T ) (II.50)
fH
ϕ
TAB étant une tabulation tirée de bases de données thermodynamiques, par exemple à
travers le logiciel Thermo-Calc. Des exemples de tabulations seront donnés notamment
au chapitre III. Dans la suite de cette étude, les deux approches seront utilisées selon les
cas.
À l'équation II.48 s'ajoutent les conditions suivantes :∑
j









gϕs = 1 (II.53)
Notons que l'équation II.51 est vériﬁée à partir des équations liant g(j)∗ et g(j) (p.ex.
les équations II.20, II.21 et II.22).
Les grandeurs gs(j), g
ϕ
s et 〈wϕs〉ϕs doivent quant à elles être déterminées suivant un
modèle de microségrégation. Ci-dessous sont donnés des exemples avec plusieurs modèles,
sur le cas de la ﬁgure II.1.d qui servira de base à tous les calculs par la suite :
 trois zones sont déﬁnies, (0) correspondant à la zone de liquide libre, (1) à la zone
pâteuse et (2) à la zone de croissance dendrites-eutectique,
 quatre structures sont déﬁnies, l0 correspondant au liquide extradendritique, l1 au
liquide interdendritique, s1 à la structure dendritique et s2 à la structure eutectique,
 trois phases sont déﬁnies, LIQ correspondant au liquide, BCT au solide primaire
et FCC au solide secondaire.
Plusieurs grandeurs sont triviales et communes à tous les modèles de solidiﬁcation présen-









1. Au niveau des fractions internes de phases, gLIQl0 = g
LIQ
l1




exemples ci-dessous concernent le traitement des fractions et des compositions de phases
dans les zones (0) et (1) uniquement. La croissance de l'eutectique (zone (2)) est traitée
séparément et de façon similaire pour tous les modèles de microségrégation. Elle sera donc
présentée à la ﬁn de cette section.
Loi des leviers
La loi des leviers suppose une diﬀusion instantanée dans le liquide et le solide, autrement
dit que l'équilibre thermodynamique est toujours respecté. À partir de cette hypothèse,
on peut déterminer la fraction de liquide par rapport à la fraction de solide pour une
composition moyenne, 〈w〉 :
gl1(1) =
〈w〉 − ws1 s1/l1
wl1 s1/l1 − ws1 s1/l1 (II.54)




= wl1 s1/l1 (II.56)
〈ws1〉s1 = ws1 s1/l1 (II.57)
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Les compositions à l'interface s1/l1 sont directement données par l'équilibre thermo-
dynamique, on pourra donc calculer ces compositions par une linéarisation du diagramme





ws1 s1/l1 = kwl1 s1/l1 (II.59)
Concernant le liquide dans la structure l0, ne considérant pas d'échanges entre l0 et




Les structures s1, l1 et l0 n'étant constituées que d'une seule phase, les compositions




〉BCTs1 , 〈wLIQl1〉LIQl1 et 〈wLIQl0〉LIQl0 .




, notamment utilisée dans la résolution de
l'équation de conservation du soluté, est obtenue simplement par moyenne sur toutes les














Les équations II.54 et II.55 permettent de calculer la fraction de liquide interdendri-
tique, l1, et de fraction solide, s1, dans la zone (1). Cette dernière peut, selon les résultats
de la partie automate cellulaire, être absente en dessous de la température d'équilibre
thermodynamique, ce qui se traduit par g(1) = 0. Ceci dépend en particulier des surfu-
sions de germination et de croissance. Par contre, quand la zone (1) est complètement
développée, i.e. g(1) = 1, on retrouve le chemin de solidiﬁcation classique donné par la
loi des leviers. L'introduction de g(1) dans le calcul des fractions de phases (équ. II.48)
revient ainsi à tronquer le chemin de solidiﬁcation au-dessus d'une certaine température,
qui dépend de la surfusion de germination et de croissance.
Gulliver-Scheil
L'approximation de Gulliver-Scheil considère une diﬀusion nulle dans le solide, et in-
ﬁnie dans le liquide. L'interface est toujours considérée à l'équilibre thermodynamique,
donc wl1 s1/l1 et ws1 s1/l1 sont donnés par le diagramme de phase. L'équation II.56 est égale-
ment conservée. Par contre, la composition du solide n'est plus à l'équilibre et l'équation
II.57 n'est plus vériﬁée.
L'analyse du problème montre que le soluté rejeté par la croissance du solide corre-
spond à l'augmentation de concentration dans le liquide, ce qui mène à :
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Dans le cas d'un diagramme linéarisé, cette équation peut être explicitement résolue en
fonction de la température par exemple. Cependant, dans le cas général, il est nécessaire






l1 s1/l1 − wl1 s1/l1−
wl1 s1/l1 − ws1 s1/l1
)
(II.63)
avec gl1−(1) et w
l1 s1/l1− respectivement la fraction et la composition du liquide l1 précédente.
De plus, la composition moyenne du solide s1 est donnée par :
〈ws1〉s1 =
gs1−(1) 〈ws1〉s1− + ws1 s1/l1dgs1(1)
gs1(1)
(II.64)
avec, de façon analogue, gs1−(1) et 〈ws1〉s1− respectivement la fraction de solide précédente
et la composition moyenne du solide précédente. Ici encore, les seules inconnues sont
wl1 s1/l1 et ws1 s1/l1 , qui devront être déterminées pour une composition moyenne et une
température données. La composition du liquide dans l0 et dans l1 est calculée de la même
manière qu'en loi des leviers.
La troncature du chemin de solidiﬁcation avec l'approximation de Gulliver-Scheil se
fait exactement de la même manière qu'en loi des leviers : l'équation II.63 permet de
calculer la fraction des phases dans la zone (1), qui ne sera présente qu'en dessous d'une
certaine température, dépendant de la surfusion de germination et de croissance.
Modèle de Wang-Beckermann
Le modèle de Wang-Beckermann se base sur un bilan d'équilibre pour la conservation
du soluté et de la masse dans chaque phase. Les hypothèses du modèle sont les suivantes :
 pas d'échange de soluté et de masse entre s1 et l0,
 l'interface s1/l1 est à l'équilibre thermodynamique,
 le liquide l1 est homogène et à l'équilibre, c'est-à-dire
〈
wl1
〉l1 = wl1 s1/l1 .
De cette manière, le déplacement de l'interface l0/l1 correspond à la croissance des pointes
de dendrites, tandis que le déplacement de l'interface s1/l1 correspond au développement
des bras secondaires. Dans le contexte de la méthode CAFE, la frontière l0/l1 est ex-
plicitement suivie par l'automate cellulaire, tandis que la frontière s1/l1 évolue suivant les
équations de conservation.
Nous supposerons de plus dans la suite de cette étude que la convection est négligeable
à l'échelle du VER de microségrégation, et donc que vl = 0 localement. Les trois équations
de conservation pour les trois phases sont :















wl0/l1 − 〈wl0〉l0) (II.65)


























1 − 〈wl1〉l1) (II.66)
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Et enﬁn pour le solide s1 :
∂
∂t






ws1/l1 − 〈ws1〉s1) (II.67)
avec ϕl le ﬂux macroscopique de soluté arrivant ou quittant le VER, Sα/β la densité de






Figure II.9 Représentation 2D des approximations utilisées pour les surfaces d'échange :
(a) sphérique pour l'interface l0/l1, et (b) plane pour l'interface s1/l1.
Pour estimer les surfaces d'échange, des simpliﬁcations géométriques sont nécessaires
puisque la morphologie des bras dendritiques n'est pas connue (ﬁgure II.9). Au niveau de





avec Rf = λ1/2 le rayon maximal de croissance et Re = Rf
3
√
g(j)∗ le rayon actuel. Con-





Le développement des expressions pour les longueurs de diﬀusion est fait en supposant
un proﬁl de composition parabolique dans le solide et un état quasi stationnaire dans le





































Pour chaque VER, les équations de conservation II.65, II.66 et II.67 sont résolues
de la manière suivante. Concernant le ﬂux de soluté macroscopique ϕl, celui-ci est déduit
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La répartition de ce ﬂux entre le liquide interdendritique et le liquide extradendritique







Les équations II.65, II.66 et II.67 se recoupant, seuls les bilans sur le liquide extraden-
dritique l0 (équ. II.65) et sur le solide s1 (équ. II.67) sont résolus, avec comme hypothèses
supplémentaires :
gl0 = g(0) (II.74)
gl1 + gs1 = g(1) (II.75)
gs1 〈ws1〉s1 + gl1 〈wl1〉l1 + gl0 〈wl0〉l0 = 〈w〉 (II.76)
Il est ensuite aisé de déduire les fractions internes aux zones pour rentrer dans l'équa-
tion II.48, par exemple : gs1(1) = g
s1/g(1).
Le choix de prendre T comme inconnue principale dans l'équation II.48 est général,
mais ne permet pas de résoudre directement ce système. On devra donc, pour chaque T ,
résoudre un système non linéaire avec un algorithme de Brent en choisissant gl1 comme
inconnue principale. Cette imbrication de deux résolutions non linéaires n'est bien sûr
pas souhaitable, cependant un changement de stratégie (par exemple résoudre II.48 en
prenant gl1 comme inconnue) ne serait valable que pour ce modèle de microségrégation
particulier, faisant perdre le caractère général de la méthode. Il faudrait donc à l'avenir
tester les performances des deux implémentations pour mesurer l'impact de ce choix, et
éventuellement y revenir.
Les approximations de la loi des leviers et de Gulliver-Scheil peuvent être retrouvées
avec le modèle de Wang-Beckermann, en faisant tendre les coeﬃcients de diﬀusion vers
des valeurs limites (0 ou l'inﬁni).
Chemins tabulés
Bien que le modèle de Wang-Beckerman ait été étendu à plusieurs phases solides
[Tou09], son utilisation peut parfois être complexe sur des multicomposés avec beaucoup
d'éléments d'alliage, et entraîner des temps de calcul importants. Dans le cadre de la
méthode CAFE, le modèle de microségrégation doit être résolu au moins une fois par pas
de temps à chaque n÷ud. Si on envisage des couplages directs avec des bases thermody-
namiques, les temps de simulation deviennent vite irréalistes. Il peut donc être nécessaire
de tabuler les chemins de solidiﬁcation en fonction de la température et de plusieurs
paramètres pi, i ∈ [1,n]. Ces paramètres sont généralement les compositions moyennes
60 Chapitre II. Modèle CAFE : implémentations numériques et couplages
de chaque élément d'alliage, auxquelles on pourra ajouter d'autres paramètres spéciﬁques
tels que la vitesse de refroidissement, etc. On aura alors des fractions de structures et de









〈wϕsi 〉ϕsi = fwϕsiTAB (p1,p2,..,pn,T ) (II.79)
Notons que les paramètres pi ne sont pas obligatoirement les mêmes pour chaque
tabulation. L'avantage de cette approche est une grande ﬂexibilité, par exemple pour la
solidiﬁcation de polymères on pourra introduire une dépendance à la pression ambiante.
L'inconvénient est le caractère ﬁxe des tabulations, et la diﬃculté de passer d'un jeu
de paramètres à un autre. En eﬀet, les tabulations des chemins de solidiﬁcation sont
généralement eﬀectuées pour un jeu de paramètres ﬁxe. Or, il est tout à fait possible qu'un
ou plusieurs paramètres changent pendant la solidiﬁcation, par exemple un changement
de composition moyenne locale due à une macroségrégation. L'entrée de la tabulation
correspondant à ce nouveau jeu de paramètres provenant d'un chemin à paramètres ﬁxes,
l'historique de l'évolution de la composition sera perdu. Les fractions de phases calculées
à un temps donné seront donc indépendantes de l'état précédent du système. De la même
façon, il ne sera pas possible de garder l'historique de la vitesse de refroidissement, etc.
En conséquence, cette approche prend sa plus grande signiﬁcation en loi des leviers, où
l'état actuel du système n'est pas inﬂuencé par l'histoire de l'évolution des paramètres au
cours du temps.
Croissance eutectique
La croissance de l'eutectique impose d'introduire un nouveau concept, de par le fait
qu'elle entre en compétition avec la croissance dendritique. Les fractions de structure
dendritique et eutectique dans la zone (2) ne sont pas connues au départ, et résulteront
uniquement :
 de la surfusion de croissance de l'eutectique,
 de l'historique de la croissance dendritique et de sa solidiﬁcation.
Autrement dit, la fraction eutectique dépendra uniquement de la quantité de liquide
restant au moment de la croissance de la zone (2). Pour rendre compte de ce phénomène,
nous attribuons à chaque zone (j) une zone mère (mj) et à chaque structure solide si
une phase mère ϕmsi . Par exemple, la zone (2) de croissance eutectique-dendrites aura
pour zone mère la zone dendritique (1). De plus, les deux structures s1 et s2 auront pour
phase mère la phase liquide. Il est ensuite possible de déterminer à chaque pas de temps
la fraction de zone mère (mj) transformée par la croissance de la zone ﬁlle (j) :
dg(mj) = g(j) t+∆t − g(j) t (II.80)
La fraction de phase mère qui pourra être transformée par la croissance de la structure
si dans la zone (j) est ensuite calculée en supposant une répartition homogène des phases
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Finalement, la croissance de la structure si dans (j) est limitée par cette fraction de
phase mère, par une troncature de type :
gsi t+∆t(j) ≤ gsi t(j) + g
ϕmsi
(j) (II.82)
Puis la fraction de phase mère restante dans (j) est mise à jour, et les autres structures
croissant également dans cette zone (j) et dans cette phase mère ϕmsi pourront se dévelop-
per et être tronquées de la même manière. Les compositions des phases sont quant à elles
calculées avec une moyenne analogue à l'équation II.64.
Ce concept de phase mère et de zone mère, ainsi que tout le formalisme précédent
distinguant phases, structures et zones ont été développés dans le but de mettre en place
une base formelle générale à tout problème de solidiﬁcation. Son application est limitée ici
aux croissances dendritique et eutectique sans zone couplée (c'est-à-dire sans croissance
d'eutectique dans du liquide extradendritique). Cependant, il sera intéressant à l'avenir de
voir l'applicabilité de ce formalisme et ses limitations pour des problèmes plus complexes,
comme les transformations péritectiques, la croissance couplée eutectique-dendrites, ou
encore les alliages multicomposés.
5 Couplages Macro-Méso-Micro
Dans cette section sont présentées les bases du couplage automate cellulaire-éléments
ﬁnis et les diﬀérentes stratégies de résolution.
5.1 Transport FECA
Les grandeurs calculées aux n÷uds du maillage éléments ﬁnis d'après la résolution des
équations présentées dans la section 2 doivent dans un premier temps être interpolées au
niveau des cellules pour résoudre les cinétiques de germination et de croissance. Pour une
cellule ν appartenant à un élément Eν du maillage, les grandeurs xtn calculées au n÷ud n









φn étant la fonction de forme du n÷ud n. Les variables nécessaires sont, suivant les modèles
choisis : la température, la composition et le vecteur vitesse du liquide.
5.2 Transport CAFE
Contrairement aux descriptions précédentes données dans la littérature, les fractions
internes de phases sont calculées aux n÷uds du maillage éléments ﬁnis et non pas au niveau
de chaque cellule. Ceci permet de réduire notablement le temps de calcul, et présente
plusieurs avantages :
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 le calcul des fractions de phases lui-même peut être long à eﬀectuer, le nombre
de chemins de solidiﬁcation calculés se limitera donc ici au nombre de n÷uds du
maillage et non pas au nombre de cellules,
 les cellules ayant atteint une fraction g(j)∗ν = 1 n'évolueront plus et peuvent être
supprimées du calcul, moyennant certaines précautions. Cette partie, qui constitue
l'allocation dynamique, sera présentée dans la section 6,
 une parfaite conversion de l'enthalpie en température aux n÷uds. En eﬀet, le calcul
des fractions de phases et de la température au niveau des cellules pouvait mener à
une incohérence au niveau des n÷uds entre enthalpie, température et fractions de
phases. Avec l'approche actuelle, le chemin de solidiﬁcation est calculé aux n÷uds
et donc la relation enthalpie-température est respectée sur tout le maillage, ce qui
a l'avantage de stabiliser les résolutions éléments ﬁnis.
Cette approche permet d'aller vers des calculs en trois dimensions, ce qui n'était pas
possible dans les méthodes précédentes [Gui07, Mos10].
Après le calcul des fractions volumiques d'enveloppes au niveau des cellules, cette













où g(j)∗n est la fraction volumique d'enveloppe (j)∗ au n÷ud n, et En l'ensemble des
éléments connectés au n÷ud n. Notons que l'analyse de l'interface diﬀuse faite au para-
graphe 3.3 reste valide si la taille de maille est inférieure àWCA. D'autre part, une diﬀusion
numérique est introduite par cette rétrocession (illustrée sur la ﬁgure II.10), mais il sera
montré dans les cas de validation qu'elle n'a pas d'inﬂuence signiﬁcative sur les résultats
tant que la taille de maille reste raisonnablement petite. Les fractions d'enveloppes g(j)∗n
permettent de déduire les fractions de zones g(j)n aux n÷uds, qui sont utilisées dans le
calcul du chemin de solidiﬁcation présenté plus haut.
5.3 Micro pas de temps
L'algorithme de croissance et de capture requiert qu'au cours d'un pas de temps, une
cellule donnée ne puisse capturer que ses voisins directs. Autrement dit, la croissance
maximale des octaèdres au cours d'un pas de temps doit être au plus égale à lCA. Si cette
condition n'est pas respectée, une cellule pourrait potentiellement capturer des cellules
au-delà de son voisinage direct, ce qui entraînerait une erreur dans le suivi des enveloppes
de grains. Le pas de temps éléments ﬁnis, ∆t, appelé pas de temps macroscopique, ne
respecte pas forcément cette condition. Aussi, il est nécessaire de le diviser en micro pas








où vmax est la vitesse de croissance maximale parmi toutes les enveloppes suivies. Un
temps microscopique tm est ainsi introduit, qui est initialisé à tm = t au début du macro
pas de temps et incrémenté de δt jusqu'à tm = t + ∆t. L'algorithme de germination-
croissance-capture est donc résolu plusieurs fois par pas de temps macroscopique. Notons
que le micro pas de temps δt peut évoluer au cours d'un même macro pas de temps,


















Figure II.10 Relation entre le calcul des fractions d'enveloppes aux cellules, la rétroces-
sion aux n÷uds du maillage, et l'application du modèle de microségrégation sur le VER
associé à un n÷ud. L'interpolation introduit une diﬀusion numérique supplémentaire de
l'interface.
5.4 Couplage itératif
Nous avons vu dans les paragraphes précédents comment retrouver température T
et fractions de phases gϕ aux n÷uds du maillage, à partir de l'enthalpie moyenne, des
compositions moyennes et de la structure de grains calculée par l'automate cellulaire.
Tout cet aspect de calcul du chemin de solidiﬁcation concerne les n÷uds individuels du
maillage, mais s'inscrit dans un cadre plus général qui est la résolution de l'équation de
conservation de l'énergie telle que présentée dans la section 2.1. Or, cette équation requiert
d'évaluer T et gϕ à chaque n÷ud pour chaque itération de Newton-Raphson (k). Et il a
été montré que pour un couplage CA-FE en énergie fort, il est nécessaire pour évaluer
ces grandeurs d'évaluer également g(j) à chaque n÷ud, ce qui implique de résoudre les
algorithmes CA à chaque itération de Newton-Raphson, et pour ce faire de conserver une
copie complète de la grille de cellules au début du pas de temps. Cet aspect est expliqué
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plus en détail au paragraphe suivant. Les surcoûts en termes de temps de calcul et de
mémoire ont fait que ce couplage dit itératif n'a jamais été implémenté auparavant.
L'argument consistait à dire que, pour un pas de temps macroscopique assez petit, la
première évaluation de l'enthalpie est proche de la réalité, autrement dit que le critère
de convergence II.8 est respecté dès la première itération (k = 0). Cependant, l'erreur
induite par cette approximation n'a jamais été quantiﬁée, et l'hypothèse elle-même jamais
réellement validée.
Nous proposons donc ici plusieurs types de couplage, qui permettront de tester l'in-
ﬂuence de cette approximation sur les résultats (chapitre III).
Couplage itératif complet
La ﬁgure II.11 reprend tout l'algorithme de résolution CAFE dans un contexte de
couplage itératif complet. Au temps t, c'est-à-dire au début du pas de temps macro-
scopique, les diverses variables nécessaires au calcul sont initialisées aux n÷uds et aux
cellules, en particulier leur état, I(j) tν , et les rayons éventuels des octaèdres, R
(j) t
ν , pour
chaque enveloppe (j)∗ dont on suit la croissance. Puis, l'algorithme de Newton-Raphson
est initialisé pour chaque variable x avec (k=0)x = xt. La variation d'enthalpie est éval-
uée par la résolution de l'équation II.2, donnant la nouvelle enthalpie (k+1)〈H〉. Le micro
pas de temps est ensuite calculé et le temps microscopique initialisé à tm = t. L'algo-
rithme automate cellulaire de germination-croissance-capture est résolu sur le micro pas
de temps δt, grâce aux valeurs interpolées dans l'espace et le temps, notamment T tmν . À
la ﬁn du micro pas de temps, tm + δt, les fractions de zones g(j) tm+δt sont calculées par
rétrocession, et le modèle de microségrégation appliqué à chaque n÷ud pour trouver les
fractions de structures et de phases, gsi tm+δt(j) et g
ϕ tm+δt
si
, et la température T tm+δt. Cette
dernière sera ré-interpolée aux cellules et utilisée pour la résolution du micro pas de temps
suivant, cette méthode étant répétée jusqu'à ce que tm + δt = t + ∆t. Cet instant con-
stitue la ﬁn de l'itération de Newton-Raphson, les variables sont donc mises à jour selon
(k+1)x = xtm+δt et le résidu correspondant (k+1)RE est évalué. Si le critère de convergence
est atteint, les variables (k+1)x sont supposées convergées et donc xt+∆t = (k+1)x. Sinon,
les variables (hormis l'enthalpie et dT/d 〈H〉) sont réinitialisées à leurs valeurs au début
du pas de temps et une nouvelle évaluation complète a lieu, jusqu'à convergence. Il est
donc eﬀectivement nécessaire de conserver une copie de l'état des cellules au temps t pour
l'initialisation à l'étape A, indiquée sur la ﬁgure II.11. L'algorithme complet est réitéré à
chaque macro pas de temps, jusqu'à la ﬁn du calcul tfin.
Couplage non-itératif
Le couplage itératif constitue une nouveauté par rapport au couplage non-itératif
précédemment décrit dans la littérature. Ce dernier reprend le même principe que l'algo-
rithme de la ﬁgure II.11, mais en supprimant le critère de convergence et donc la boucle
de Newton-Raphson. Pour reprendre le même formalisme, les variables xt+∆t sont directe-
ment égales à (k=1)x. Il est donc en particulier inutile de garder une copie de l'état des
cellules au temps t, puisque la boucle sur les micro pas de temps ne sera eﬀectuée qu'une
seule fois par macro pas de temps.
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Init. du temps macro t, ∆t




Init. des cellules I(j) tν , R
(j) t
ν
Résolution FE soluté 〈w〉t+∆t avec 〈vl〉t et 〈wl〉l t
Init. Newton-Raphson k = 0
Init. des nœuds (k)〈H〉 = 〈H〉t, (k)T = T t
(k)
(dT/d 〈H〉) = (dT/d 〈H〉)t
Résolution FE énergie (k+1)〈H〉 avec 〈vl〉t
Init. du temps micro tm = t
Init. des nœuds 〈H〉tm = 〈H〉t, T tm = T t, gsi tm(j) = gsi t(j) , gϕ tmsi = gϕ tsi








Calcul du micro-pas δt = min(lCA/vmax,∆t− tm)












Procédure Tests Modifications aux cellules









Croissance I(j)ν 6= 0, g(j)ν < 1, Tν < T sieq R(j)ν





















Micoségrégation 〈H〉tm+δt = 〈H〉t + ((k+1)〈H〉 − 〈H〉t)(tm + δt− t)/∆t
T tm+δt, gsi tm+δt(j) , g
ϕ tm+δt
si
tm + δt < t+ ∆t
Oui
tm ← tm + δt







(dT/d 〈H〉) = ((k+1)T−(k)T )/((k+1)〈H〉−(k)〈H〉)
Calcul du résidu (k+1)RE = RE(





(k)← (k + 1)




〉t+∆t avec gl t+∆t, T t+∆t et 〈wl〉l t+∆t
t+ ∆t < tfin Fin
Oui
t← t+ ∆t
Figure II.11 Algorithme de couplage itératif complet en énergie CA-FE. L'indice ν
indique une grandeur aux cellules, tandis que l'absence d'indice indique une valeur aux
n÷uds du maillage.
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Init. du temps macro t, ∆t




Init. des cellules I(j) tν , R
(j) t
ν
Résolution FE soluté 〈w〉t+∆t avec 〈vl〉t et 〈wl〉l t
Init. du temps micro tm = t
Init. des nœuds T tm = T t







Calcul du micro-pas δt = min(lCA/vmax,∆t− tm)












Procédure Tests Modifications aux cellules









Croissance I(j)ν 6= 0, g(j)ν < 1, Tν < T sieq R(j)ν









tm + δt < t+ ∆t
Oui
tm ← tm + δt











Init. Newton-Raphson k = 0
Init. des nœuds (k)〈H〉 = 〈H〉t, (k)T = T t
(k)
(dT/d 〈H〉) = (dT/d 〈H〉)t
Résolution FE énergie (k+1)〈H〉 avec g(j) t+∆t et 〈vl〉t
Micoségrégation (k+1)T , (k+1)gsi(j),
(k+1)gϕsi avec g
(j) t+∆t
Mise à jour (k+1)(dT/d 〈H〉) = ((k+1)T−(k)T )/((k+1)〈H〉−(k)〈H〉)
Calcul du résidu (k+1)RE = RE(





(k)← (k + 1)




〉t+∆t avec gl t+∆t, T t+∆t et 〈wl〉l t+∆t
t+ ∆t < tfin Fin
Oui
t← t+ ∆t
Figure II.12 Algorithme de couplage itératif explicite en énergie CA-FE. L'indice ν
indique une grandeur aux cellules, tandis que l'absence d'indice indique une valeur aux
n÷uds du maillage.
Couplage itératif explicite
Un couplage intermédiaire entre le couplage itératif complet et non-itératif est intro-
duit ici, sous le nom de couplage itératif explicite. Celui-ci est motivé par le fait qu'il est
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toujours très coûteux de garder une copie de la grille de cellules, surtout en termes de
mémoire, mais que l'absence d'itérations dans la résolution de la conservation de l'énergie
peut très rapidement mener à des oscillations et à des résultats incohérents. Ce couplage
est représenté à la ﬁgure II.12.
On considère ici un schéma purement explicite pour la résolution automate cellulaire
sur le macro pas de temps, c'est-à-dire que l'algorithme de germination-croissance-capture
se basera uniquement sur les grandeurs au début du pas de temps, par exemple T t et 〈w〉t.
Partant de cette hypothèse, il est possible de résoudre la croissance des grains en dehors
de la boucle Newton-Raphson de résolution de l'énergie, puisque les résultats donnés par
l'automate ne dépendront pas de (k)x (ou xt+∆t). Cette approche permet de limiter les
oscillations d'enthalpie ou de température, et donc d'utiliser des pas de temps ∆t plus
grands, sans doubler la mémoire nécessaire à la partie CA. L'erreur induite par rapport au
couplage itératif complet se situe surtout au niveau de la structure de grains calculée, mais
elle reste négligeable si ∆t est raisonnablement petit, et elle disparaît complètement si
∆t < δt. Dans la plupart des cas présentés par la suite, c'est ce couplage itératif explicite
qui sera utilisé. Des évaluations quantitatives des diﬀérences entre ces trois couplages
seront données au chapitre III.
Remarques additionnelles : couplage fort
En réalité, les couplages présentés ci-dessus ne concernent que la résolution de l'én-
ergie. Par rapport aux précédents algorithmes [Gui04a], il s'agit toujours d'un couplage
fort en énergie seulement. La section 2 a clairement montré que les diﬀérentes équations
macroscopiques résolues sur le maillage éléments ﬁnis sont liées. Par exemple, la vitesse
de l'écoulement calculée dans les équations de Navier-Stokes se retrouve dans l'équation
de conservation du soluté, qui permet de calculer l'évolution de la composition moyenne
〈w〉, elle-même inﬂuençant le chemin de solidiﬁcation donc la résolution de l'énergie et
la fraction de liquide, qui est également présente dans les équations de Stokes. En clair,
un couplage fort nécessiterait de résoudre toutes ces équations plusieurs fois par pas de
temps pour arriver à une convergence globale de toutes les grandeurs calculées. Mal-
heureusement, et bien que cela ait été réalisé dans certains cas sans automate cellulaire
[Liu05], ce couplage fort nécessite beaucoup plus de ressources en termes de mémoire et
de temps de calcul. On se contentera donc, dans la suite de ce travail, d'un couplage faible
entre les équations macroscopiques.
6 Implémentation parallèle
Avec le couplage en énergie aux n÷uds, la résolution des équations automate cellulaire
a pour unique but de déterminer la position du front des structures en cours de solidiﬁ-
cation, autrement dit de calculer les fractions d'enveloppes g(j)∗ aux n÷uds du maillage
éléments ﬁnis. Pour chaque cellule, il est donc nécessaire de stocker son état global, Iν , son
état vis-à-vis de chaque structure de solidiﬁcation, I(j)ν , et, pour chaque enveloppe présente,
l'indice et l'orientation cristallographique du grain, ainsi que le centre, C(j)ν , et les rayons
des octaèdres, R(j)ν , le volume de capture, V
(j)
ν capt, et le volume de croissance maximum,
V
(j)
ν max. Le stockage et le traitement numérique de ces données devient, pour un grand
nombre de cellules, un problème majeur. Or, pour prédire correctement les mécanismes
de croissance et de compétition des grains, il a été montré que la taille des cellules doit
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être inférieure à la taille critique de ramiﬁcation du réseau dendritique [Hua81, Gan94].
Généralement, une taille de cellule de 100µm est suﬃsante pour les alliages métalliques,
ce qui en trois dimensions correspond à 106 cellules par cm3. Ce critère sera remis en
évidence au chapitre suivant. Dans les procédés industriels, qui constituent l'échelle visée
par ce modèle, le nombre total de cellules peut facilement dépasser 109. Pour permettre
l'utilisation du modèle sur ces tailles de domaines en trois dimensions, il est indispensable
de procéder à des optimisations séquentielles de l'algorithme, et d'avoir recours au calcul
parallèle.
Cette partie présente les diﬀérentes stratégies d'optimisation développées dans le mod-
èle CAFE, et la parallélisation de la partie CA qui n'a jamais été réalisée auparavant.
6.1 Allocation dynamique
Avant même de passer à une parallélisation du code CAFE, diverses optimisations
séquentielles peuvent être eﬀectuées. En particulier, l'allocation dynamique de la grille
de cellules a déjà été identiﬁée comme un point critique [Gan99]. La stratégie présentée
dans Gandin et al. [Gan99] ne constitue cependant pas un algorithme optimal d'allocation
dynamique, comme cela va être montré ici.
La thermodynamique indique que les cellules dont la température est supérieure à la
température d'équilibre T sieq d'une structure si donnée, par exemple le liquidus pour la
structure primaire dendritique, ne peuvent ni germer ni être capturées pour cette struc-
ture. Si, au cours d'un pas de temps macroscopique, la température reste supérieure à
T sieq , alors la cellule est assurée de ne pas évoluer au cours de ce pas de temps, et donc de
ne pas contribuer à l'évolution aux n÷uds de la fraction d'enveloppe g(j)∗ associée à cette
structure. De façon analogue, quand la fraction d'enveloppe atteint 1 au niveau d'une
cellule, g(j)∗ν = 1, cela signiﬁe que le front a complètement dépassé la cellule et que celle-ci
n'aura plus d'inﬂuence sur l'évolution de g(j)∗ aux n÷uds. Cette aﬃrmation reste vraie
à condition que la température n'augmente pas, auquel cas une refusion pourrait avoir
lieu. Par la suite, nous ne prendrons en compte la refusion qu'au niveau du maillage, la
structure de grains elle-même ne pouvant être ici refondue. À partir de ces considérations,
il est possible d'ignorer certaines cellules durant le calcul, pour un pas de temps donné. La
première étape consiste à remplacer l'équation II.84, permettant de rétrocéder la fraction
d'enveloppes des cellules aux n÷uds, par une variation de fraction :















ν étant la variation au niveau de la cellule ν de la fraction d'enveloppe (j)∗, entre t
et t + ∆t. Il est ensuite possible d'activer ou de désactiver les cellules, ce qui se fera ici
élément par élément, la grille automate cellulaire étant créée à partir du maillage éléments
ﬁnis. Au cours d'un pas de temps macroscopique, l'élément E sera activé vis-à-vis d'une
structure de solidiﬁcation si si :
 au moins un n÷ud de l'élément E est à une température inférieure à T sieq .
Si cet élément était précédemment désactivé, les cellules appartenant à cet élément, c'est-
à-dire les cellules dont le centre C0ν est situé géométriquement dans l'élément, sont créées
et considérées dans l'algorithme de résolution CA jusqu'à ce que l'élément soit désactivé,
ce qui arrive quand :
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 toutes les cellules de l'élément E ont atteint leur croissance maximum, i.e. g(j)∗ν∈E = 1.
Cet algorithme est représenté à la ﬁgure II.13.a, qui est une vue schématique du maillage
et des cellules activées dans un lingot 2D avec un gradient de température vertical. Le
grain (en gris foncé) croît de bas en haut, et l'isotherme de la température d'équilibre de
la structure est tracée en rouge. Grâce à l'algorithme présenté ci-dessus, une seule rangée
d'éléments est activée devant le front de température Teq, et une rangée derrière le front
du grain. Le nombre de cellules est donc limité au domaine d'intérêt, ce qui est similaire
aux stratégies précédentes [Gan99].
(a) (b)
Teq
Figure II.13 Solidiﬁcation d'un grain dans un lingot 2D avec un gradient de tempéra-
ture vertical. L'isotherme Teq, ici correspondant à la température du liquidus, est tracée
en rouge. Les cellules liquides (gris clair) et pâteuses (gris foncé) considérées dans la
résolution au temps t sont représentées par-dessus le maillage éléments ﬁnis pour (a) l'al-
gorithme standard et (b) le nouvel algorithme d'allocation dynamique. Dans cet exemple,
le nombre de cellules actives est diminué de 55% en passant de (a) à (b).
Une sérieuse limitation de cette approche apparaît pour des problèmes avec de faibles
gradients de température, qui sont des cas répandus dans l'industrie. Dans ce cas, un
grand volume de liquide est surfondu. En conséquence, tous les éléments de ce volume
sont activés. L'algorithme précédent est ineﬃcace contre ce problème, et peut mener à des
chutes importantes en termes de temps de calcul et d'utilisation mémoire. Ces limitations
proviennent du fait que même si la majorité des cellules sont inactives (par exemple
liquides), elles doivent être considérées dans le calcul car elles peuvent être associées à
des sites de germination qui sont potentiellement à même de germer et de former un
nouveau grain dès que la température devient inférieure à Teq. Ces sites doivent donc
absolument être pris en compte. Dans l'algorithme présent, les sites de germination sont
traités indépendamment des cellules, bien qu'associés à ces dernières. Les sites sont tirés
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aléatoirement dans le domaine surfondu, suivant le modèle statistique présenté plus haut,
et stockés dans un espace indépendant sous la forme de tableau creux 2. Chaque site reste
associé à une cellule dans l'espace, même si cette cellule n'est pas encore créée.
Un nouvel algorithme d'allocation dynamique est alors possible, qui est représenté
à la ﬁgure II.13.b. Tout comme la croissance cellulaire, l'allocation (i.e. l'activation des
éléments) est maintenant propagée localement. Un élément E sera donc activé vis-à-vis
de la zone (j) quand une de ces conditions est remplie :
 au moins un n÷ud de l'élément E a une fraction de zone en croissance, c'est-à-dire
0 < g(j)∗ < 1,
 au moins un site de si associée à (j)∗ germe sur l'élément E.
La condition de désactivation reste la même que précédemment. De cette manière, seule
une rangée d'éléments est activée devant et derrière le front de l'enveloppe (j)∗, même
quand tout le domaine est surfondu. Il est cependant toujours nécessaire de suivre les
évènements de germination dans la zone surfondue. Les améliorations apportées par cet
algorithme seront quantiﬁées dans le chapitre III.
6.2 Calcul parallèle
L'implémentation du modèle CAFE décrite ici se base sur la librairie CimLib dévelop-
pée au CEMEF, qui a été largement utilisée pour le calcul éléments ﬁnis en parallèle
[Mes09]. Concrètement, le maillage est séparé en autant de parties que d'unités de calcul,
chaque partie étant aﬀectée à une unité (appelée c÷ur de calcul). Par la suite, glob-
al se référera au problème dans son intégralité tandis que local concernera la partie
locale du problème aﬀectée à un c÷ur. La ﬁgure II.14.a présente le même exemple que
précédemment, résolu sur trois c÷urs C1, C2 et C3. Les domaines aﬀectés aux c÷urs sont
distingués par la couleur des arêtes des éléments. Les équations éléments ﬁnis sont résolues
avec des schémas itératifs implémentés à travers la librairie PETSc [Bal12]. Ces schémas
permettent d'atteindre de bonnes performances en termes de temps de calcul en parallèle
[Cou97]. En particulier, les communications entre les c÷urs sont optimisées de façon à
minimiser leur impact sur le temps de calcul.
L'algorithme automate cellulaire n'a quant à lui jamais été parallélisé dans le contexte
du modèle CAFE. Par déﬁnition, il s'agit d'un modèle local de propagation par voisinage,
il n'y a donc pas d'équation globale à résoudre. La principale barrière à la parallélisation
du code est donc l'accès aux données des cellules voisines, même si celles-ci sont situées
sur un autre c÷ur de calcul. La stratégie de résolution est représentée à la ﬁgure II.14.b,
qui montre sur un exemple comment sont gérées les communications entre les c÷urs C1 et
C2. Notons qu'ici, le problème CA est séparé de la même manière que le maillage éléments
ﬁnis : les cellules appartenant à un élément donné seront aﬀectées au même c÷ur de calcul
que l'élément. Ce point sera discuté plus en détail dans la section suivante.
Dans le but de préserver l'unité de la grille de cellules, il est imposé qu'un c÷ur ne
puisse modiﬁer l'état et les données que de ses cellules locales. Dans cet objectif, la prop-
agation des grains (j)∗ est eﬀectuée en considérant le voisinage des cellules où I(j)ν = 0
(i.e. où l'enveloppe (j)∗ est absente). Au début de chaque macro pas de temps, l'état
des voisins de chaque cellule locale est vériﬁé. Si un ou plusieurs de ces voisins n'exis-
tent pas localement, ils sont marqués comme cellules fantômes. La liste de ces cellules
2. L'implémentation se fait ici en C++. Les tableaux creux se réfèrent donc à la classe map déﬁnie
dans la librairie standard STL.
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* Cellule en bordure de C2(données sur C1)
Cellule en bordure de C1(données sur C2)
Figure II.14 Résolution du problème précédent (ﬁgure II.13.b) sur trois c÷urs de calcul.
(a) Le maillage éléments ﬁnis est coupé en trois parties (bleu, rouge, vert) assignées aux
c÷urs C1, C2 et C3. Pour rendre possible la propagation de grains d'un c÷ur à l'autre, des
échanges de données sont nécessaires (b). L'état et les données des cellules à l'interface
sont mis à jour avant chaque micro pas de temps.
est ensuite envoyée aux autres c÷urs de calcul 3. Pour limiter la quantité de communica-
tions, cette liste est envoyée uniquement aux c÷urs voisins, dont les domaines locaux sont
géométriquement adjacents. Si la cellule fantôme est trouvée sur un c÷ur voisin, alors
elle est ajoutée à la liste des cellules à l'interface avec ce c÷ur. Sur la ﬁgure II.14.b, les
cellules fantômes de C1 et de C2 à l'interface C1-C2 sont marquées par les symboles #
et *, respectivement. Si une cellule fantôme n'est trouvée sur aucun des c÷urs voisins,
alors elle est considérée en dehors du maillage ou sur un élément désactivé, et simplement
ignorée dans la suite de la résolution.
L'état et les données de ces cellules à l'interface sont mis à jour avant chaque micro pas
de temps. Ces cellules fantômes peuvent donc être considérées comme des copies locales
des vraies cellules. Par la suite, à chaque micro pas de temps, le voisinage est vériﬁé
pour chaque cellule où I(j)ν = 0 (par exemple les cellules entièrement liquides). Suivant
l'algorithme de capture présenté plus haut, la cellule peut éventuellement être capturée
par un voisin où l'enveloppe (j)∗ est en train de croître, que ce voisin soit une cellule
fantôme (i.e. à l'interface) ou non.
D'autres procédures requièrent des communications entre c÷urs de calcul, mais dans
une moindre mesure. Par exemple, le numéro de grain doit être unique, la liste des grains
germés est donc maintenue à jour globalement de façon à avoir une numérotation unique
sur tous les c÷urs de calcul.
3. Rappelons que toutes les communications entre les c÷urs sont ici gérées grâce à la librairie MPI
[Gro98].
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6.3 Partitionnement
Partitionnement éléments ﬁnis
Dans le but de maximiser l'eﬃcacité de la résolution des équations sur le maillage
éléments ﬁnis, il est généralement supposé que la complexité du problème dépend di-
rectement du nombre de n÷uds et d'éléments dans le calcul. Il en ressort qu'une bonne
approche pour partitionner le maillage entre plusieurs c÷urs est d'équilibrer le nombre
de n÷uds et d'éléments entre les unités de calcul. Cependant, il est également important
de réduire au mieux les communications entre les c÷urs, ce qui implique de minimiser le
nombre de n÷uds à l'interface entre les domaines locaux. Plusieurs algorithmes spéciﬁques
ont été implémentés pour traiter un grand nombre de cas et atteindre des partitions de
bonne qualité [Bas00, Dig01]. La ﬁgure II.14.a est un exemple de partition optimisée pour
la résolution FE, sur un cas schématique. Le nombre de n÷uds/éléments locaux pour les
c÷urs C1, C2 et C3 est respectivement 25/39, 25/41 et 25/40. L'interface entre les par-
titions est également minimisée. En conséquence, on peut s'attendre à ce que l'eﬃcacité
parallèle lors de la résolution éléments ﬁnis soit élevée. Notons que sur des cas réalistes,
qui impliquent plusieurs milliers de n÷uds par c÷ur, une tolérance de 5% est admise (et
généralement mesurée) sur l'équilibre en nombre de n÷uds et d'éléments.
Partitionnement CAFE
Le modèle CAFE ajoute une contrainte au partitionnement, en particulier avec l'al-
location dynamique présentée ci-dessus. Étant donné les diverses interpolations et rétro-
cessions entre automate cellulaire et maillage, il est toujours plus optimal d'aﬀecter les
cellules au même c÷ur que l'élément auquel elles appartiennent. Le partitionnement de
la grille de cellules est donc basé sur un partitionnement du maillage.
Cependant, l'approche standard de partitionnement n'est pas adaptée. Par exemple,
sur la ﬁgure II.14.a, le nombre de cellules aﬀectées aux c÷urs C1, C2 et C3 est respective-
ment 492, 469 et 45. En conséquence, l'eﬃcacité de la résolution CA ne sera pas optimale :
le c÷ur C3 aura une activité proche de zéro. De plus, la plupart de la mémoire requise
le sera par les c÷urs C1 et C2. Ceci peut devenir problématique pour des cas plus con-
séquents pour des machines à mémoire distribuée (voir ﬁg. I.15.b). La mémoire est dans
ce cas partagée équitablement entre les c÷urs, ces derniers n'ayant normalement pas accès
à la globalité de la mémoire si le calcul est lancé sur un nombre important de c÷urs. Ceci
provient du fait que les c÷urs sont physiquement regroupés dans un cluster en n÷uds
de calcul. Chaque n÷ud a accès à une mémoire indépendante, et un problème lancé sur
10 n÷uds ne pourra sans doute pas s'exécuter si toutes les données se retrouvent sur un
n÷ud à cause d'un mauvais partitionnement. Le partitionnement dit hétérogène permet
d'aﬀecter un poids (i.e. une charge de calcul) diﬀérent à chaque entité (n÷uds et éléments
du maillage), selon son coût en termes de mémoire et de temps de calcul, ce qui est une
approche logicielle du partitionnement. De plus, il peut être nécessaire, si les c÷urs de
calculs ne sont pas tous identiques, d'aﬀecter une capacité de calcul diﬀérente à chaque
c÷ur, ce qui constitue un partitionnement orienté matériel [Bas06]. Ce dernier ne sera pas
utilisé par la suite.
En ce qui concerne le partitionnement orienté logiciel, une première stratégie est d'es-
sayer d'équilibrer le nombre de cellules entre les unités de calcul. Le nombre de cellules par
élément dépend de la forme et de la taille de l'élément. De plus, à cause de l'algorithme
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d'allocation dynamique, seuls quelques éléments sont activés à un temps t et contiennent
véritablement des cellules. Il est donc nécessaire d'estimer le poids de chaque élément dans





Figure II.15 Partitionnement optimisé pour la résolution automate cellulaire. Un poids
est donné à chaque élément en fonction du nombre de cellules qu'il contient. Le problème
n'est cependant plus optimisé pour la résolution FE. Notons que le domaine de C3 n'est
pas contigu.
La ﬁgure II.15 représente le même cas schématique que précédemment, mais en prenant
en compte un poids par élément directement proportionnel au nombre de cellules appar-
tenant à l'élément. Le nombre de cellules traitées par les c÷urs C1, C2 et C3 est maintenant
382, 275 et 349. Le déséquilibre est grandement amoindri, mais toujours présent : il est dû à
la grossièreté du maillage, et donc au fait que peu d'éléments peuvent être distribués entre
les unités de calcul. Le problème automate cellulaire est cependant bien mieux équilibré
que précédemment (ﬁgure II.14.a). Par contre, le partitionnement est loin d'être optimal
pour la résolution des équations éléments ﬁnis, puisque le nombre de n÷uds/éléments par
c÷ur est maintenant 9/18, 35/58 et 29/44 pour C1, C2 et C3 respectivement. Le domaine
de C3 n'est plus contigu, ce qui n'est pas un problème en soi, mais engendrera un surcoût
de communication. Le temps de résolution FE risque d'être allongé par rapport à la parti-
tion précédente. Cela peut ne pas être important, par exemple pour des problèmes simples
en thermique pure, mais ne peut être ignoré si le modèle inclut des équations avancées,
en particulier la résolution d'un problème de mécanique. Une solution simple serait de
donner un poids aux éléments en fonction de la répartition au niveau du temps de calcul
et de la mémoire utilisée entre la partie CA et la partie FE. Mais cette approche pourrait
simplement mener à un mauvais partitionnement pour les deux parties du problème...
Une autre solution, implémentée ici, utilise deux partitions diﬀérentes. Le partition-
nement parallèle de la ﬁgure II.16.a, PFE, est utilisé pour résoudre les équations FE sur
le maillage. Le partitionnement de la ﬁgure II.16.b, PCA, est quant à lui utilisé pour
créer et activer la grille de cellules, et faire les interpolations/rétrocessions entre maillage
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et cellules. Ces deux partitionnements sont en fait considérés comme deux maillages in-
dépendants, MFE et MCA, ce qui requiert un surplus de mémoire. Cependant, plusieurs
avantages résultent de cette méthode, en particulier quand un remaillage devient néces-
saire. Un exemple est donné par la ﬁgure II.16.a, où on suppose que le problème FE
nécessite une taille de maille plus ﬁne au-dessus de la température d'équilibre. Cette zone
étant loin de l'interface avec le grain, ce raﬃnage n'est pas utile au niveau du maillage
support pour l'automate cellulaire,MCA. De plus, remaillerMCA implique de réassigner
les cellules aux nouveaux éléments selon la nouvelle topologie de maillage, ce qui ajoute
un surcoût en termes de temps de calcul.
(a) (b)








Figure II.16 Approche à deux maillages et deux partitions du modèle CAFE. Une
partition (a) est utilisée pour la résolution FE, diﬀérente de la partition (b) pour la réso-
lution CA. Le maillage FE peut facilement être raﬃné si besoin. Les grandeurs nécessaires
sont interpolées entre les deux maillages, impliquant un surcoût de communications et de
calcul.
Le lien entre les deux maillages requiert bien sûr des communications supplémentaires.
Concrètement, les variables utilisées dans la résolution de l'algorithme automate cellulaire
sont calculées aux n÷uds de MFE et interpolées aux n÷uds de MCA à chaque macro
pas de temps. Dans la plupart des cas, les grandeurs nécessaires sont la température, la
concentration en soluté et la vitesse du liquide. De même, les résultats provenant de la
croissance des grains, c'est-à-dire les fractions d'enveloppes g(j)∗, sont rétrocédés sur le
maillage MCA puis interpolés aux n÷uds de MFE. S'il n'y a pas de remaillage, alors les
n÷uds de MFE et MCA sont coïncidents et l'interpolation se résume à un transport de
données d'un c÷ur à l'autre. Si les deux maillages ne coïncident pas, comme c'est le cas
sur la ﬁgure II.16, une interpolation linéaire est eﬀectuée. L'impact de cette interpolation
sur le temps de calcul est cependant limité en ne calculant les coeﬃcients d'interpolation
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que lorsque nécessaire, par exemple après chaque remaillage.
Repartitionnement
Une problématique supplémentaire vient de l'allocation dynamique, qui limite la zone
de calcul CA à quelques éléments sur tout le maillage. Si le lingot est entièrement solidiﬁé,
cela signiﬁe que la zone activée (contenant des cellules) traversera tout le domaine au cours
du calcul. Le partitionnement PCA doit donc évoluer pour suivre et rester cohérent avec
l'allocation dynamique, et garder une répartition égale des cellules entre les c÷urs. La
méthode de partitionnement en elle-même ne change pas par rapport au partitionnement
initial. Le repartitionnement doit être limité en nombre, car s'il est souvent répété son
inﬂuence sur le temps de résolution peut devenir non négligeable. Ici, une fréquence de
repartitionnement est mise en place selon les cas.
6.4 Gestion de la mémoire
Stockage des données
La force de la méthode automate cellulaire réside dans sa rapidité d'exécution. Une
de ses faiblesses est la quantité de données stockées, ce qui peut devenir très vite problé-
matique et dépasser la mémoire disponible. La première étape dans l'optimisation de la
gestion de la mémoire consiste donc à limiter au mieux la quantité de données stockée
par cellules, et pour la grille de cellules elle-même. Deux idées clés sont proposées et
implémentées ici dans ce but.
Premièrement, la position des cellules dans l'espace n'est pas enregistrée directement.
Habituellement, les valeurs nécessaires sont les coordonnées du centre de chaque cellule,
c'est-à-dire trois réels 4 par cellule. Grâce à la régularité de la grille de cellules, il est en
fait possible de déduire ces coordonnées à partir de l'origine du maillage, de la taille de
cellule, et d'un indice unique, appelé numéro de cellule. Cet indice devra ou non être
réellement stocké en mémoire pour chaque cellule, selon la méthode d'allocation mémoire
(voir paragraphe suivant). Au pire, un entier non signé 5 sera stocké par cellule pour
pouvoir retrouver sa position. Notons que cet indice limite en théorie le nombre de cellules
possiblement représentables dans le calcul, mais bien que cela puisse être une limite en
32 bits (environ 4 · 109 cellules), cette limite est bien au-delà des capacités de calcul avec
les architectures standards actuelles en 64 bits (1,8 · 1019 cellules, soit quasiment autant
que la totalité des données numériques stockées sur Terre en 2010 en octets [Gan10]).
Deuxièmement, aucune duplication de données n'est autorisée. Par exemple, la même
plage de données en mémoire représente toutes les cellules liquides, puisqu'il n'y a physique-
ment aucune diﬀérence entre elles. De façon analogue, les données des grains (numéro de
grain, angles d'Euler et numéro de zone) sont stockées une seule fois par grain. La plupart
des cellules ne font que se référer à ces données 6, et y ajoutent un numéro de cellule et
le numéro de l'élément FE auquel elles appartiennent. Seules les cellules en croissance
(Iν = 1), à l'interface de croissance des grains, stockent des informations supplémentaires
4. Les réels sont représentés par des ﬂottants double précision (ou double), chaque double étant
encodé sur 8 octets en 32 bits ou 16 octets en 64 bits. Par la suite, la plupart des calculs sont menés dans
un environnement 64 bits.
5. Le type correspondant en C++ est unsigned long.
6. Sous la forme de pointeurs C++.
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pour décrire la forme locale de l'enveloppe de grain. Celles-ci correspondent aux rayons
et au centre de l'octaèdre, ainsi que V (j)ν max et V
(j)
ν capt pour chaque enveloppe (j)∗.
Allocation mémoire
Un problème majeur de la gestion mémoire au niveau de l'automate cellulaire provient
de la non-contiguïté de la grille de cellules. Cette non-contiguïté est due à trois raisons
principales :
 la géométrie du lingot,
 l'allocation dynamique (avec la germination),
 le partitionnement parallèle du domaine de calcul.
La conséquence est que la grille locale de cellule à un temps t n'est pas une forme
géométriquement simple, et ne peut pas être représentée par un tableau standard sans
sérieux problèmes de performance. Les caractéristiques attendues de la méthode de gestion
mémoire sont la faculté de pouvoir scanner rapidement à travers les cellules, la possibilité
de retrouver rapidement une cellule à partir de son indice, et la limitation de la mémoire
requise. Généralement, ces caractéristiques sont contradictoires et un compromis entre
vitesse d'exécution et mémoire utilisée doit être trouvé. Trois approches de gestion de
la mémoire sont présentées ici. Elles sont comparées qualitativement en fonction de leur
vitesse d'exécution et du taux de remplissage, c'est-à-dire le ratio entre nombre de cellules
(sous-entendu cellules utilisées dans le calcul) et cases mémoires allouées.
La ﬁgure II.17.a représente le même cas que précédemment, mais avec uniquement
les cellules aﬀectées au c÷ur C2. La première approche se base sur un tableau standard
contigu, tel que représenté sur la ﬁgure II.17.b. Une boîte englobant le sous maillage formé
par les éléments locaux actifs est déﬁnie (représentée en traits pointillés) et toutes les
cellules potentiellement contenues dans cette boîte sont allouées en mémoire. Les cellules
ayant vraiment lieu d'être sont représentées en bleu, tandis que les cellules allouées mais
inutilisées dans le calcul sont marquées d'une croix. Les éléments locaux activés pour C2
sont également tracés. L'allocation étant contiguë en mémoire, le parcours du tableau est
très rapide. De plus, il n'est pas nécessaire de stocker explicitement l'indice de chaque
cellule, puisque celui-ci peut être retrouvé à partir de la position de la cellule dans le
tableau. Cependant, comme le tableau doit englober entièrement le maillage local activé,
beaucoup de mémoire est allouée inutilement. En conséquence, le taux de remplissage τ
est de seulement 54% sur la ﬁgure II.17.b. En 3D et sur des géométries plus complexes,
on peut s'attendre à ce que ce ratio soit encore plus faible. De plus, durant l'allocation
dynamique, le tableau doit être entièrement réalloué en mémoire, ce qui peut faire chuter
les performances.
La deuxième approche, représentée à la ﬁgure II.17.c, se base sur un tableau creux
tel qu'implémenté dans la STL. Cette approche est analogue aux stratégies de gestion de
matrices creuses en éléments ﬁnis. Seules les cellules réellement utiles sont allouées, mais
ne se suivent pas dans la mémoire. Des informations supplémentaires sont donc nécessaire-
ment stockées pour retrouver l'emplacement mémoire suivant et précédent une entrée du
tableau. Les temps d'accès et de parcours du tableau sont beaucoup plus importants qu'un
tableau classique. De plus, l'indice des cellules ne peut pas être retrouvé directement à
partir de leur position dans le tableau. Il faut donc stocker explicitement ces indices 7, ce
7. En fait, ces indices constituent dans cette approche la clé du conteneur associatif qu'est le tableau
creux.
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Figure II.17 (a) Cellules locales aﬀectées au c÷ur de calcul C2, et les diﬀérentes ap-
proches de gestion de la mémoire associées : (b) tableau classique, (c) tableau creux et (d)
tableau en proﬁl. Le taux de remplissage τ , i.e. le nombre de cellules réelles par rapport
au nombre de cases mémoire allouées est respectivement 0,54, 1,0 et 0,69.
qui constitue un surcoût conséquent en termes de mémoire. Par contre, aucune mémoire
n'est allouée inutilement et le taux de remplissage est garanti d'être égal à 1.
La dernière approche consiste en une gestion en proﬁl de la mémoire. Ceci est illustré
par la ﬁgure II.17.d. Plusieurs tableaux standard (contigus en mémoire) sont alloués in-
dépendamment selon une direction, formant plusieurs colonnes. Sur la ﬁgure II.17.d, cette
direction va de bas en haut. Un autre tableau, appelé tableau d'indexation, stocke l'indice
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de la première et de la dernière cellule de chaque colonne. De par le fait que ce tableau
d'indexation soit d'une dimension inférieure au problème, son coût en mémoire est nég-
ligeable. En comparaison avec le tableau creux, il n'est pas nécessaire de stocker chaque
indice de cellule, puisque celui-ci peut être retrouvé à partir de la position de la cellule
dans la colonne et de l'entrée dans le tableau d'indexation. Cette approche permet sur la
ﬁgure II.17.d d'atteindre un taux de remplissage de 69%. La vitesse d'accès et de recherche
avec cette approche est très similaire voire meilleure qu'avec un tableau standard, notam-
ment grâce au fait que moins de cellules inutiles soient parcourues. Finalement, cette
méthode est compatible avec l'allocation dynamique puisque chaque colonne peut être
réallouée indépendamment.
Deux autres approches alternatives, qui pourraient être à l'avenir considérées si les
performances des approches ci-dessus s'avéraient insuﬃsantes, sont présentées en annexe
D.
6.5 Algorithme général
La ﬁgure II.18 présente l'algorithme général détaillé de résolution de la partie auto-
mate cellulaire, pour le schéma de couplage itératif explicite présenté par la ﬁgure II.12.
Rappelons que ce schéma considère la température constante sur le pas de temps macro-
scopique, et la résolution automate n'est eﬀectuée qu'une seule fois par macro pas de
temps. Le détail de chaque opération est donné ci-dessous.
Au début de la simulation, le système de coordonnées est initialisé (O). Premièrement,
une boîte est mise en place de façon à ce qu'elle englobe la totalité du domaine. Cette
boîte est bien sûr commune à tous les c÷urs. Le nombre de cellules dans chaque direction
est ensuite calculé à partir de la taille de cellule. Dans la suite du calcul, il sera ainsi
possible de retrouver les coordonnées d'une cellule à partir d'un numéro unique (son
indice), comme introduit section 6.4.
La première étape de la résolution (A) consiste à créer les sites de germination sur les
éléments surfondus et à libérer les cellules de la mémoire sur les éléments désactivés, ce
qui constitue la base de l'allocation dynamique. La désactivation se fait selon les critères
donnés section 6.1. Puis, les diverses variables sont initialisées (B) avant de commencer la
boucle sur les micro pas de temps. Celle-ci commence par le calcul de la vitesse maximale
locale, et du micro pas de temps correspondant (C). Le micro pas de temps est ensuite
synchronisé entre tous les c÷urs (D), ce qui constitue une opération de communication
supplémentaire indispensable à l'algorithme parallèle. La cinétique de pointe est résolue
pour chaque cellule ayant une enveloppe de grain en train de croître (E), et les rayons
des octaèdres sont mis à jour. La germination prend ensuite place (F) : les sites de germi-
nation sont scannés, et ceux ayant une surfusion de germination inférieure à la surfusion
locale germent et forment de nouveaux grains. Notons qu'avec la stratégie d'allocation
dynamique présentée plus haut (ﬁg. II.13.b), il est nécessaire à ce stade de vériﬁer si l'élé-
ment contenant le nouveau grain était déjà activé, et si non, de l'activer et de créer les
cellules associées (F). D'après les conditions d'activation (section 6.1), il est également
nécessaire d'activer les éléments voisins, puisque ces derniers ont au moins un n÷ud avec
une fraction d'enveloppe comprise entre zéro et un. Il est ensuite possible de numéroter
les nouveaux grains de façon globale (F), et de résoudre leur cinétique de croissance sur le
micro pas de temps (F). Le principal surcoût du calcul parallèle est dû à l'identiﬁcation
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Figure II.18 Algorithme général de résolution de la partie automate cellulaire parallèle,
pour un couplage itératif explicite. Seules les opérations principales sont représentées. Ces
dernières sont regroupées en plusieurs catégories : allocation dynamique, communications
parallèles, germination, croissance, capture, etc. Le détail de chaque opération A,B,...,H
et O, et de l'algorithme en général, est donné dans la section 6.5.
ce qui a été présenté plus haut (ﬁgure II.14). Après cette étape, la capture éventuelle
des cellules est résolue (H), ce qui peut entraîner l'activation d'un ou plusieurs nouveaux
éléments (voir section 6.1). Il est donc là encore nécessaire de procéder à une réallocation




Ce chapitre est dédié à la validation du modèle CAFE, que ce soit par confrontation
avec des solutions analytiques, d'autres modèles numériques, ou l'expérience. Une première
partie présente la validation de l'aspect croissance et capture CA, puis les stratégies de
couplage seront validées, et enﬁn l'eﬃcacité de l'implémentation parallèle sera mesurée.
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1 Croissance et capture
1.1 Monograin analytique
Le premier cas de validation du modèle CAFE est basé sur une solution analytique
développée pour un grain seul [Gan96]. Celle-ci est valable pour une conﬁguration de type
Bridgman, c'est-à-dire pour un gradient de température, G, et une vitesse de refroidisse-
ment, T˙ , constants. Elle est basée sur la croissance des branches <100> en fonction de
la désorientation du grain par rapport au gradient thermique. L'enveloppe est formée par
la jonction des plus grandes branches. Deux cas ont fait l'objet de comparaisons, d'abord
en 2D avec des angles d'Euler nuls, puis en 3D. Les calculs ne sont pas couplés en én-
ergie : la température est imposée sur tout le domaine. La croissance du grain n'a donc
pas d'inﬂuence sur la température. Le but est ici de valider l'algorithme de croissance et
de capture au niveau des cellules.
Un grain germe à une surfusion ∆Tnucl = 2 K, et croît à une vitesse v = a∆T 2 avec
a = 10−4 m s−1 K−2. La vitesse de refroidissement est ﬁxée à T˙ = 0,1 K s−1. Les solutions
sont comparées au temps t = 6,5 s après la germination. Le cas 2D d'une température
homogène, G = 0 K m−1, correspond à la ﬁgure III.1.a. Les cellules pâteuses du modèle
CAFE suivent parfaitement la solution analytique, en traits pleins. On retrouve l'en-
veloppe géométrique de base associée aux cellules, le carré, qui représente les directions
de croissance <10> du cristal. Ceci s'explique simplement par le fait que, à température
uniforme, la vitesse de croissance est la même dans toutes les directions <10> de l'espace.
La ﬁgure III.1.b montre la même simulation dans un gradient de température vertical,
G = 250 K m−1, correspondant à une vitesse des isothermes vT = 4 · 10−4 m s−1. On
constate que cette fois la forme du grain déﬁnie par les cellules pâteuses est sensiblement
diﬀérente de la solution analytique. La température étant interpolée au centre des cellules,
la même vitesse est appliquée à toutes les branches des enveloppes de chaque cellule.
Ceci introduit une certaine erreur, puisque la vitesse des branches inférieures [01¯] est
normalement plus importante que les autres, la surfusion étant plus grande à cet endroit.
Globalement, la vitesse de croissance vers le haut est surestimée, alors que la vitesse vers
le bas est sous-estimée. Ceci est visible dans la partie inférieure du grain, où certaines
cellules sont liquides (non tracées) alors que leur centre est bien dans l'enveloppe de
la solution analytique. Si l'on trace la forme des enveloppes individuelles en train de
croître et non plus les cellules, la diﬀérence est ﬂagrante (ﬁg. III.1.c). On retrouve bien
la sous-estimation dans la partie inférieure, où les enveloppes n'atteignent pas la solution
analytique, tandis que dans la partie supérieure, les enveloppes ont tendance à dépasser la
solution analytique. Au niveau des branches primaires latérales, la prédiction CAFE est
parfaite puisque le gradient étant vertical, les isothermes sont horizontales. Dans ce cas
précis où les angles d'Euler sont nuls, la température au centre d'une cellule sera égale
à la température aux pointes des branches latérales de son enveloppe, il n'y a donc pas
d'erreur d'interpolation.
Une solution pour améliorer ce résultat consiste à ne plus interpoler la température
aux centres des cellules, mais véritablement aux pointes des dendrites. Chaque branche
aura alors sa vitesse propre. Le résultat est présenté sur la ﬁgure III.1.d : chaque forme
d'enveloppe individuelle est déformée selon le gradient de température. La forme macro-
scopique est donc améliorée. Cependant, la solution n'est pas parfaite : dans la partie
inférieure, la vitesse est encore sous-estimée. Ceci provient de la discrétisation du prob-
lème en temps. Bien que le gradient et la vitesse de refroidissement soient linéaires, et
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(a) (b) (c)
(d) (e) (f)
Figure III.1 Prédiction analytique de la croissance d'un monograin (traits épais) en
deux dimensions, dans un gradient de température vertical de (a) G = 0 K m−1 ou (b, c, d,
e, f) G = 250 K m−1. Les angles d'Euler sont nuls. Les cellules pâteuses sont représentées
dans (a, b, f) tandis que les ﬁgures (c, d, e) montrent les enveloppes associées aux cellules
à l'interface de la zone pâteuse. L'interpolation de la température se fait (a, b, c) au
centre des cellules, ou (d, e, f) aux extrémités des branches <10> des enveloppes. La
taille de cellule est lCA = 100 µm. Le pas de temps est ﬁxé à 0,5 s, sauf pour (e) et (f) où
∆t = 0,05 s.
donc que l'interpolation linéaire au niveau des cellules soit juste, la vitesse de croissance
est calculée de manière explicite, et est donc constante sur un micro pas de temps δt. La
diminution du pas de temps permet donc de gagner en précision, par exemple sur la ﬁgure
III.1.e avec un pas de temps dix fois plus petit. Les branches des enveloppes individuelles
suivent parfaitement la solution analytique. Au niveau de l'automate, cela se traduit par
le fait que toutes les cellules incluses dans le grain calculé sont eﬀectivement pâteuses (ﬁg.
III.1.f).
D'autres tests ont été menés avec des angles d'Euler non nuls. Les résultats sont simi-
laires, et permettent de retrouver avec un pas de temps adéquat les solutions analytiques.
Le passage en 3D ne présente pas de diﬀérence. Les résultats déjà publiés [Gan97] ont été
reproduits avec succès (ﬁgure III.2).
La ﬁgure III.3 représente la direction selon laquelle chaque cellule a été capturée, en







Figure III.2 Prédiction de la croissance d'un monograin de façon analytique (traits
épais) et avec le modèle CAFE (cellules cubiques) en trois dimensions, dans un gradient
de température vertical de (a) G = 0 K m−1 ou (b) G = 250 K m−1. Les angles d'Euler
sont (ψ,θ,φ) = (20°,20°,20°). L'interpolation de la température se fait aux pointes des
dendrites, avec ∆t = 0,05 s et lCA = 100 µm.
Branche ayant capturé la cellule :x
y[01]
(a) (b) (c)
Figure III.3 Représentation pour chaque cellule de la direction l'ayant capturée en
fonction de la taille de cellule, pour un angle d'Euler ψ = 20° et un gradient de température
G = 250 K m−1. La ﬁgure II.4 donne un exemple de l'identiﬁcation de la direction de
capture pour la cellule µ, en l'occurrence [10].
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2D, dans un gradient thermique vertical G = 250 K m−1, et avec un angle d'Euler ψ = 20°.
Le grain peut être séparé en quatre zones, correspondantes au développement des faces
(11), (11¯), (1¯1) et (1¯1¯). La solution analytique donne pour ces quatre zones une direction
préférentielle de croissance, respectivement [01], [10], [01] et [1¯0] [Gan96]. Ceci signiﬁe
par exemple que la face (11¯) est obtenue par la croissance des bras [10], qui sont les plus
rapides dans cette zone.
Le modèle CAFE ne permet pas de retrouver exactement ce résultat, puisque pour
chaque zone deux directions sont sélectionnées (dont celle donnée par la solution ana-
lytique). Par exemple, la face (11¯) est déﬁnie par la croissance de bras [10] et [01¯]. Le
problème vient du fait que l'automate cellulaire autorise un branchement dendritique in-
stantané sur chaque cellule dès qu'elle est capturée. Cela permet à d'autres directions de
se propager localement aussi rapidement que la direction préférentielle, ce qui numérique-










Branche ayant capturé la cellule :
Figure III.4 Direction de capture pour chaque cellule sur le monograin 3D, avec vue
extérieure et coupes selon les plans (100), (010) et (001). La taille de cellule est de 50µm,
les angles d'Euler (20°,20°,20°) et le gradient de 250 K m−1.
La ﬁgure III.4 donne des résultats similaires en 3D, le grain étant cette fois divisé en
6 zones avec trois directions sélectionnées par zone au lieu d'une seule dans la solution
analytique. Dans les plans de coupe, on retrouve les deux directions obtenues en 2D.
Pour résoudre ce problème, il faudrait donc limiter les branchements dendritiques.
Une solution serait d'appliquer une cinétique diﬀérente aux pointes des octaèdres selon
les directions primaires et secondaires. De façon plus réaliste, il serait possible d'initialiser
la forme octaédrique au moment de la capture de telle sorte que les branches secondaires
soient en retard par rapport à la branche primaire (ayant capturé la cellule), par exem-
ple en tronquant les rayons secondaires. Ceci demanderait cependant des confrontations
avec l'expérience pour valider ces résultats et relier les simulations aux dimensions des
branchements.
Ce test permet cependant de valider que l'intégration de la vitesse au cours de la
croissance soit correcte. Il est possible avec cet algorithme de tendre vers la solution ana-
lytique, cependant le but n'est pas d'avoir des formes d'enveloppes parfaites, mais plutôt
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de représenter la structure de grains avec un maximum de cellules. Or, plus la densité de
cellules augmente, moins la diﬀérence entre ces solutions est importante. L'interpolation
aux pointes de dendrites, bien qu'étant laissée comme une possibilité à l'utilisateur, ne
sera donc pas utilisée dans la suite de ce travail. Ce modèle est par nature discrétisé, il
présente donc une erreur de l'ordre du pas de cellule.
1.2 Compétition de croissance
Le deuxième cas de validation est basé sur une expérience menée par Esaka [Gan94], qui
a observé la croissance de trois grains d'orientations cristallographiques diﬀérentes dans
un gradient de température vertical, G = 1900 K m−1 (ﬁg. III.5.a). Il s'agit d'un alliage
organique transparent de succinonitrile-1,3%pds acétone. La vitesse des isothermes est
vT = 8,6 ·10−5 m s−1. Le domaine est un rectangle de 4,14mm Ö 8,31mm. La solidiﬁcation
du lingot se fait de bas en haut. Les angles d'Euler des trois grains sont, de gauche à droite :
(4°,0°,0°), (30°,0°,0°) et (11°,0°,0°). L'intérêt de cette expérience est que tous les grains ont
une direction [001] normale au plan d'observation, ce qui permet de se ramener à un
problème 2D pour la compétition de croissance.
Expérimentalement, les directions [010] des grains gauche et central convergent avec
un angle de 26° alors que celles du grain central et de droite divergent avec un angle de
19°. La frontière de grain à gauche est dite convergente, et celle de droite divergente. Les
trois grains de gauche à droite ont une largeur initiale en bas du lingot de 0,71, 3,43 et
0,71mm. L'image III.5.a est une superposition à deux instants de la solidiﬁcation, aﬁn de
montrer l'état de l'interface solide-liquide avec les trois grains (en bas) et après disparition
du grain central (en haut).
Une relation entre vitesse des pointes de dendrites et surfusion a été déterminée sous
la forme d'une loi puissance : v = a1∆T 2 + a2∆T 3, avec a1 = 8,26 · 10−6 m s−1 K−2 et
a2 = 8,18 · 10−5 m s−1 K−3. Le but est ici de reproduire l'expérience et notamment de
mesurer l'angle θd formé par la frontière divergente. La température est imposée.
Dans le cas 2D, plusieurs simulations ont été eﬀectuées avec des tailles de cellule
diﬀérentes. À chaque fois, l'angle θd est mesuré entre les grains du centre et de droite. Un
exemple de résultat est donné à la ﬁgure III.5.b avec une taille de cellule lCA = 25 µm,
soit une densité de 1600 cellules par mm2. Les mesures sont reportées sur la ﬁgure III.6,
en fonction de la densité de cellules. Pour de faibles densités, c'est-à-dire une grande taille
de cellule, la diﬀérence avec l'expérience est importante. Par contre, avec une densité
assez grande, l'angle θd tend vers la valeur expérimentale de 19°. Ceci vient du mécanisme
de compétition entre les grains : le grain central, étant plus désorienté par rapport au
gradient thermique, présente une surfusion plus importante à son interface avec le liquide
que les autres grains. La vitesse de croissance des dendrites dans la direction <100> est
donc plus grande, et le front solide est moins avancé comparativement au grain droit. On
le voit notamment sur la ﬁgure III.5.a. Des dendrites secondaires vont donc pouvoir se
développer au-dessus du grain central, et gagner petit à petit du terrain sur lui. Il faut
donc, pour reproduire ce phénomène, que la taille des cellules soit inférieure à l'espacement
dendritique secondaire λ2. En réalité, seules les branches secondaires actives interviennent
dans ce processus [Gan94], c'est-à-dire celles qui sont sorties de la couche de liquide
enrichi en soluté présente devant l'interface. Statistiquement, ces branches sont espacées
de plusieurs λ2. Pour représenter ﬁdèlement la solidiﬁcation d'un matériau, il faudra donc
choisir la taille des cellules en conséquence. Ici, l'erreur sur l'angle du joint de grain est







Figure III.5 Croissance de trois grains d'un alliage succinonitrile-1,3%pds acétone :
comparaison (a) des résultats expérimentaux et (b) de la simulation CAFE en deux di-
mensions et (c) en trois dimensions, avec une taille de cellule de 25 µm.
acceptable à partir d'une densité de 1111 cellules par mm2, soit une taille de cellule de
30 µm. L'erreur sur θd est alors de 1,1°. De façon générale, une taille de 100µm permet de
modéliser correctement la plupart des métaux.
Concernant la frontière convergente, là aussi une densité minimum de cellules est req-
uise pour retrouver les résultats expérimentaux. Cependant, avec une taille de cellule
trop petite, l'angle de la frontière prédit a tendance à diverger. Ceci vient d'un autre
phénomène, qui est dû à la forme géométrique d'enveloppe associée aux cellules. En ef-
fet, les grains ne croissent pas sous la forme de carrés (ou d'octaèdres) parfaits, mais
plutôt d'étoiles à quatre branches qui seraient plus représentatives de l'évolution des den-
drites secondaires et tertiaires. Ceci recoupe la discussion du paragraphe précédent sur le
branchement dendritique, et pourra faire l'objet d'un travail futur, mais l'erreur induite
est assez faible pour la négliger.
En ajoutant une épaisseur de 1mm au lingot, on retrouve en trois dimensions les
mêmes résultats, par exemple sur la ﬁgure III.5.c. Quelques artefacts sont visibles de part
et d'autre, c'est-à-dire que la symétrie n'est pas parfaite : cela vient de l'ordre dans lequel
les cellules sont scannées, qui a une inﬂuence en cas d'égalité parfaite lors de la capture
(ce qui est le cas ici). D'une manière générale, il faut garder à l'esprit que les résultats
obtenus sont valables au mieux à une cellule près.
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Figure III.6 Angle de la frontière divergente entre le grain central et le grain de droite
en fonction de la densité de cellules en 2D.
Ce test, allié à la croissance d'un monograin, permet de valider l'algorithme de crois-
sance du modèle automate cellulaire présenté ci-dessus, en prouvant qu'il intègre bien la
cinétique de croissance des grains, ainsi que la compétition aux joints de grain.
2 Couplage
2.1 Lingot 1D Al-7%pds Si : suivi de front
L'objectif dans cette section est de valider les algorithmes de couplage en énergie
présentés au chapitre II, et notamment de quantiﬁer les erreurs introduites par les dif-
férentes approximations au niveau du couplage itératif. De plus, l'approche consistant à
calculer les chemins de solidiﬁcation aux n÷uds du maillage plutôt qu'aux cellules doit
être validée, puisqu'elle est présentée pour la première fois dans ce travail.
La procédure se base sur la solution donnée par un modèle de suivi de front 1D
[Gan00b]. Ce modèle permet de suivre l'interface entre la zone pâteuse et le liquide libre,
et entre l'eutectique et la zone pâteuse. La fraction de solide dans la zone pâteuse est







Rappelons que ce chemin de solidiﬁcation est tronqué au-dessus d'une certaine tempéra-
ture, inférieure à la température d'équilibre thermodynamique, puisque la présence de la
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zone (1) dépend de la surfusion de croissance et de germination. Cette troncature découle
de l'utilisation des fractions de zones, g(1) en l'occurrence, dans le calcul des fractions de
phases (équ. II.48).
Les compositions des phases sont calculées à partir des équations II.64, II.56, II.58 et
II.59. La macroségrégation n'est ici pas prise en compte, et la modélisation FE est donc
réduite à la résolution de l'équation de conservation de l'énergie (équ. II.1). La cinétique
de croissance suit une loi puissance (équ. II.47). Enﬁn, l'enthalpie des phases est donnée
par une capacité caloriﬁque et une chaleur latente constantes (équ. II.49).
Ce modèle suivi de front est utilisé pour suivre la solidiﬁcation d'un lingot 1D d'Al-
7%pds Si de 100mm de long. La chaleur est extraite par une face du lingot, à la position
x = 0 mm, et avec une condition aux limites de type Fourier. Les autres faces du lingot
sont adiabatiques. Les paramètres de la simulation CAFE sont reportés dans le tableau
III.1. Les autres paramètres numériques sont donnés dans le tableau III.2, et feront l'objet
d'une discussion section 2.1. Il n'y a pas de germination dans le volume, seuls des cristaux
sur la face gauche (en x = 0 mm) où a lieu l'extraction de chaleur germent à la température
d'équilibre de la phase. Le modèle CAFE étant dans ce travail uniquement implémenté en
deux et trois dimensions, une largeur de 1mm est donnée au lingot en 2D, et une section
de 1mm x 1mm en 3D.
Paramètre Symbole Valeur Unité Réf.
Conductivité thermique κ 70 W m−1 K−1
Capacité caloriﬁque ρCp 3 · 106 J m−3 K−1
Chaleur latente ρL 9,5 · 108 J m−3
Température de fusion Tm 663,5 °C
Température de liquidus T s1eq 618 °C
Température eutectique T s2eq 577 °C
Pente de liquidus m −6,5 K %pds−1
Coeﬃcient de partage k 0,13 -
Composition moyenne w0 7 %pds








Germination (refroidisseur) ∆T s1nucl 0,0 °C
Germes ﬁxés à x = 0 ∆T s2nucl 0,0 °C
Germination (volume) ns1 0 m−3
ns2 0 m−3
Conditions initiales / aux limites
Température initiale T0 800,0 °C
Coeﬃcient de transfert hext 500,0 W m−2 K−1
Température extérieure Text 100,0 °C
Longueur du lingot lz 0,1 m
Temps de solidiﬁcation tfin 1000 s
Table III.1 Paramètres de la simulation du lingot 1D Al-7%pds Si [Gui04b] pour val-
idation de l'algorithme de couplage en énergie. Les autres paramètres numériques sont
donnés dans le tableau III.2.
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Une seule structure et couplage non itératif
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Figure III.7 Évolution (a) de la température et (b) de la fraction solide à diﬀérentes
positions du lingot, tel que prédit par le suivi de front (gris clair) et le modèle CAFE avec
le suivi des enveloppes dendritiques seulement et un couplage non itératif (noir).
La ﬁgure III.7 présente la température et la fraction de solide prédites à plusieurs points
équidistants le long du lingot, à partir de l'interface avec le refroidisseur (x = 0 mm) et
jusqu'à la ﬁn du lingot (x = 100 mm). Les courbes en gris clair correspondent aux résultats
du calcul suivi de front 1D, et les courbes en noir aux prédictions du modèle CAFE avec
suivi des enveloppes d'une seule structure, la structure dendritique s1, et un couplage non
itératif en énergie. Ce cas correspond aux résultats précédents de la littérature [Gui04a],
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hormis le fait que la conversion enthalpie-température est ici eﬀectuée aux n÷uds du
maillage et non pas aux cellules.
La plus grande diﬀérence se trouve au niveau de la transformation eutectique (Teut =
577 °C) sur la ﬁgure III.7.a. Dans le modèle suivi de front, le grain eutectique a une
cinétique propre, menant à une surfusion de l'ordre de 3 °C. Ceci est particulièrement
observable sur la courbe x = 100 mm, où le plateau eutectique est clairement en dessous
de la température eutectique. Au contraire, dans les simulations CAFE, aucune surfusion
eutectique n'est prédite. L'enveloppe de la structure eutectique n'étant pas ici suivie au
niveau de l'automate cellulaire, la transformation eutectique est considérée isotherme à
T = Teut. Concrètement, quand la température locale atteint la température eutectique,
la fraction d'enveloppe eutectique est imposée à g(2)∗ = 1. En conséquence, le plateau
eutectique se trouve à la température eutectique.
Concernant la partie supérieure des courbes de température, un bon accord est trouvé
entre les prédictions CAFE et le suivi de front. On retrouve donc ici les mêmes résultats
que précédemment [Gui04a], mais en calculant le chemin de solidiﬁcation aux n÷uds. Les
plateaux autour de 613°C correspondent à la formation de la structure dendritique, avec
une surfusion de l'ordre de 5°C. Cette surfusion est également observable sur les courbes
d'évolution de la fraction solide en fonction du temps, ﬁgure III.7.b, où la fraction de solide
passe brusquement de 0 à environ 0,13 suite à la procédure de troncature du chemin de
solidiﬁcation.
Deux types d'oscillations sont relevées sur les courbes prédites par le modèle CAFE.
Le premier type prend place au niveau des plateaux dendritiques, vers 613°C. Ils sont dus
aux changements de pentes (en particulier dT/dH) dans la conversion de l'enthalpie en
température, et peuvent être évités en raﬃnant les paramètres numériques, notamment le
pas de temps. Le deuxième type d'oscillations apparaît autour de la solidiﬁcation eutec-
tique, sous la forme de marches en température. Ces oscillations sont également dues à un
changement de pente, mais sont principalement causées par la taille de maille qui est ici
relativement grande. Quand un n÷ud est atteint par le front eutectique, sa température
est bloquée à Teut jusqu'à ce que la fraction solide atteigne un. Ce blocage a une inﬂuence
sur les éléments connectés au n÷ud : chaque marche de température correspond à un
n÷ud atteint par le front eutectique.
Plusieurs structures et couplage itératif
La ﬁgure III.8 montre la comparaison entre les prédictions des modèles suivi de front
et CAFE avec le nouvel algorithme de couplage itératif complet, et le suivi des enveloppes
de plusieurs structures. Par rapport à la ﬁgure précédente, l'amélioration est claire : la
surfusion eutectique est bien représentée et les oscillations ne sont plus visibles. L'accord
avec les prédictions du suivi de front en est largement meilleur. Une diﬀérence est tout
de même observable sur les courbes d'évolution de la fraction de solide (ﬁg. III.8.b), en
particulier à la position x = 0 mm. Cette diﬀérence est due à la transformation eutectique
qui est très rapide dans cette zone : le point à 0mm est celui où les grains dendritique
et eutectique apparaissent, la chaleur latente peut donc être très vite extraite par le
refroidisseur, qui est en contact avec le lingot à cet endroit. La fraction solide peut en
conséquence augmenter très rapidement. Suivre ces phénomènes plus précisément avec le
modèle CAFE est possible, mais demande de raﬃner les paramètres numériques que sont
la taille de maille et le pas de temps.
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Figure III.8 Évolution (a) de la température et (b) de la fraction solide à diﬀérentes
positions du lingot, comme prédit par le suivi de front (gris clair) et le modèle CAFE avec
le suivi des enveloppes dendritiques et eutectiques et un couplage itératif complet (noir).
Comparaison quantitative
Le tableau III.2 donne un résumé des comparaisons quantitatives entre les tempéra-
tures prédites par le suivi de front et le modèle CAFE multistructures pour diﬀérents
algorithmes. Les cas de la série (a) correspondent à l'algorithme non itératif, tel qu'u-
tilisé précédemment dans la littérature, mais avec suivi des enveloppes dendritiques et
eutectiques et calcul des chemins de solidiﬁcation aux n÷uds du maillage. Les cas (b)
correspondent au couplage itératif complet : par exemple, les prédictions obtenues avec
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Cas Réf. 1 2 3 4 5 6 3D
lCA (µm) 100 10 500 100 100 100 100 100
∆t (s) 0,1 0,1 0,1 0,01 0,1 0,1 0,1 0,1
ε (-) 4 · 10−2 4 · 10−2 4 · 10−2 4 · 10−2 4 · 10−4 1 4 · 10−2 4 · 10−2
lFE (m) 10−3 10−3 10−3 10−3 10−3 10−3 5 · 10−4 10−3
(a) Couplage non itératif
Cas Réf.a 1a 2a 3a 4a 5a 6a 3Da
|∆T |m (°C) 0,1652 0,1601 0,1580 0,0393 - - 0,2926 0,1590
|∆T |σ (°C) 0,3631 0,3228 0,3474 0,0515 - - 0,6077 0,3149
|∆T |max (°C) 14,8 11,3 12,2 0,840 - - 20,4 10,4
Temps CPU 24min02 1h58 25min47 2h04 - - 39min15 50min24
(b) Couplage itératif complet
Cas Réf.b 1b a 2b 3b 4b 5b 6b 3Db
|∆T |m (°C) 0,0438 - 0,0557 0,0397 0,0435 0,0836 0,0412 0,0455
|∆T |σ (°C) 0,0568 - 0,0820 0,0551 0,0585 0,1425 0,0499 0,0559
|∆T |max (°C) 0,681 - 0,901 0,804 0,766 4,527 0,532 0,575
Temps CPU 1h24 - 1h10 5h27 5h01 47min44 7h11 11h29
(c) Couplage itératif explicite
Cas Réf.c 1c 2c 3c 4c 5c 6c 3Dc
|∆T |m (°C) 0,0537 0,0403 0,0881 0,0518 0,0547 0,1008 0,0536 0,0436
|∆T |σ (°C) 0,0640 0,0567 0,113 0,0625 0,0657 0,1489 0,0658 0,0543
|∆T |max (°C) 0,517 1,037 1,332 0,526 0,505 4,707 0,884 0,488
Temps CPU 33min18 1h49 33min37 1h39 44min42 31min17 1h03 1h02
a. Ce cas n'a pu converger avec ces paramètres.
Table III.2 Erreur sur la température prédite par le modèle CAFE par rapport au suivi
de front, pour diﬀérents algorithmes de couplage et diﬀérents paramètres numériques :
taille de cellule, lCA, pas de temps, ∆t, critère de convergence, ε, et taille de maille,
lFE. Sont donnés l'erreur moyenne, |∆Tm|, son écart-type, |∆Tσ|, et l'erreur maximale,
|∆T |max.
le cas Réf.b sont tracées sur la ﬁgure III.8. Enﬁn, les cas (c) correspondent au couplage
itératif explicite, où l'algorithme automate cellulaire n'est résolu qu'une seule fois par
pas de temps macroscopique, mais où une convergence est quand même eﬀectuée sur la
résolution de l'équation de conservation de l'énergie.
Pour chaque cas sont donnés, par rapport aux résultats du modèle suivi de front :
l'erreur moyenne sur la température, |∆Tm|, son écart type, |∆Tσ|, et l'erreur maximum,
|∆T |max. Pour chaque série de cas (a), (b) et (c), un cas référence Réf. est choisi pour
pouvoir mettre en exergue l'inﬂuence des paramètres numériques sur les résultats. Chaque
cas i ∈ [1,6] fait varier un paramètre par rapport au cas référence. Le cas noté 3D reprend
les mêmes paramètres que la référence, mais en trois dimensions.
Pas de temps Sans itérations (série (a)), le pas de temps macroscopique est le paramètre
qui a le plus fort impact sur les résultats. Diviser le pas de temps de référence (0,1 s) par 10
permet de diviser l'erreur moyenne par quatre (cas 3a), l'écart-type par sept et de réduire
l'erreur maximale à moins de 1°C. Notons que ces résultats sont du même ordre que ce qui
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est obtenu avec les couplages itératifs (cas Réf.b et Réf.c). Ceci justiﬁe l'hypothèse initiale
qu'un pas de temps assez petit permet de se passer d'une résolution itérative [Gui04a].
Le pas de temps de référence est ici trop grand pour atteindre un bon accord entre suivi
de front et modèle CAFE, puisque l'erreur maximale atteint 14,8°C pour le cas Réf.a.
Précisons tout de même que cette erreur est relevée pour tous les cas vers 870 s, quand
l'eutectique atteint le point à 100mm du lingot, qui est le dernier point solidiﬁé. Après
quoi la température chute brutalement puisqu'aucune chaleur latente n'est libérée par la
suite. Ce changement brutal de pente relativise l'erreur maximale, et ﬁnalement l'erreur
moyenne est plus signiﬁcative ici.
Pour les algorithmes avec itérations, le pas de temps n'a quasiment aucune inﬂuence sur
les résultats (cas 3b et 3c), ce qui est cohérent. Notons que le temps de résolution augmente
par contre considérablement par rapport aux références Réf.b et Réf.c. Par contre, si l'on
compare les cas Réf.b et 3a, l'approche itérative complète permet d'obtenir les mêmes
ordres d'erreur avec un pas de temps 10 fois plus grand et un temps de résolution diminué
de 25%. Finalement, la nouvelle approche de couplage itératif explicite (cas Réf.c) permet
de retrouver quasiment la même précision que le couplage itératif complet (cas Réf.b)
mais avec un temps de résolution très proche de l'algorithme non itératif (cas Réf.a).
Critère de convergence Concernant le critère de convergence, il est clair qu'un plus
petit critère sur le résidu donne de meilleurs résultats. Cependant, un compromis raisonnable
doit être trouvé, car un critère très petit n'améliore pas forcément les résultats de manière
notable, mais peut énormément augmenter le temps de résolution. C'est le cas sur les ex-
emples 4b et 4c où l'erreur sur la température reste inchangée, mais où le temps de
résolution est plus important en comparaison aux cas Réf.b et Réf.c. Les cas 5b et 5c
(ε = 1) correspondent à une convergence immédiate, mais le système étant évalué au
moins deux fois pour calculer le nouveau résidu, les erreurs restent plus faibles qu'avec
l'algorithme non itératif (cas Réf.a).
Taille de cellule Sans itérations, le pas de cellule a une inﬂuence très limitée sur les
résultats (cas 1a et 2a). Comme attendu, une taille de cellule plus petite permet de
diminuer l'erreur. L'amélioration principale se trouve sur l'erreur maximale, mais même
avec une taille de 10µm (cas 1a), celle-ci reste supérieure à 10°C. La taille de cellule a un
eﬀet plus important avec les algorithmes itératifs (cas 2b, 1c et 2c) mais limité. Ceci vient
du fait que le chemin de solidiﬁcation est calculé aux n÷uds. Pour ce cas très simple, le
gradient température est quasi-1D selon la direction de croissance. Aussi, tant que la taille
de cellule reste inférieure à la taille de maille, l'inﬂuence de lCA est quasiment inexistante
sur ce cas.
Taille de maille La conversion enthalpie-température étant eﬀectuée aux n÷uds, la
taille de maille a par contre une grande inﬂuence sur les courbes de température. Con-
cernant l'algorithme non itératif (cas 6a), les changements ne sont pas ceux attendus : le
maillage le plus ﬁn donne les plus grandes erreurs. En fait, il est commun pour retrouver
les mêmes ordres d'erreur de devoir diviser le pas de temps par deux si la taille de maille
est divisée par deux. Ici, le pas de temps de référence était déjà trop important pour
avoir des prédictions correctes avec un maillage lFE = 10−3 m (Réf.a). Il est donc logique
qu'un maillage plus ﬁn, lFE = 5 · 10−4 m, entraîne de moins bons résultats (6a). Par con-
tre, le couplage itératif complet permet d'améliorer encore la concordance avec le suivi
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de front (cas 6b par rapport à Réf.b). La limitation est donc bien ici le maillage et non
le critère de convergence. Le temps de résolution est cependant beaucoup plus élevé. Le
couplage itératif explicite (cas 6c) permet quant à lui de garder le même ordre de temps
de résolution qu'en absence d'itérations, sans augmenter notablement l'erreur commise.
Dimension Les cas de référence ont également été résolus en 3D, pour les trois couplages
(3Da, 3Db et 3Dc). Les erreurs sont globalement plus faibles qu'en 2D, la moyenne des
valeurs en chaque point se faisant sur un plus grand nombre de n÷uds. Le suivi de front
n'étant développé qu'en une dimension, les capteurs sont placés au centre de la section
3D dans les simulations CAFE.
Temps de calcul et conclusion Il ressort de cette étude que l'algorithme itératif
explicite permet d'améliorer fortement la précision du calcul sans augmenter de façon
dramatique les temps de résolution. En comparant les cas Réf.a et Réf.c, l'erreur moyenne
est divisée par trois alors que le temps de calcul n'est augmenté que de 38%. De plus,
cet algorithme permet de stabiliser notablement la résolution et sera l'approche utilisée
systématiquement par la suite. Le couplage itératif complet reste le plus précis, mais la
diﬀérence par rapport au couplage itératif explicite est trop faible pour justiﬁer son temps
de calcul très important. De plus, la quantité de mémoire nécessaire à la résolution de la
partie CA est quasiment doublée, ce qui est très limitant sur des grands domaines. Notons
ﬁnalement que le couplage non itératif donne des résultats acceptables dans la plupart
des cas (ici, ∆Tm < 0,5 °C) si le pas de temps choisi est raisonnablement petit.
2.2 Transition colonnaire-équiaxe expérimentale
Cette section est dédiée à l'étude d'un cas expérimental de transition colonnaire-
équiaxe sur un lingot d'Al-7%pds Si [Gan00a]. Cette expérience a déjà fait l'objet de
modélisations [Gan00b, Mar03]. Le lingot est cylindrique, de 35mm de rayon. La hauteur
du lingot mesurée à la ﬁn de la solidiﬁcation est de 170mm. La partie inférieure est en
contact avec un refroidisseur en cuivre. Des thermocouples sont placés à 20, 40, 60, 80,
100, 120 et 140mm du refroidisseur. Une coupe verticale de la structure de grains est
donnée à la ﬁgure I.3.
La thermomécanique n'étant pas résolue dans le modèle CAFE, le retrait dû à la
solidiﬁcation ne peut être représenté. Pour pallier partiellement ce défaut, un domaine
de 173mm est utilisé pour les simulations, qui est plus grand que le lingot ﬁnal, mais
plus petit que le lingot initial liquide (177mm). Ceci s'est déjà avéré nécessaire par le
passé [Gan00b]. La température dans le lingot au niveau du refroidisseur (z = 0 mm)
est déduite par une extrapolation au second ordre des données mesurées à 20, 40, 60
et 80mm du bas. Cette température extrapolée est imposée sur la face inférieure du
domaine pour la simulation CAFE. Comme précédemment [Gan00b], un faible ﬂux de
chaleur J0 = −3000 W m−2 est imposé sur la face supérieure du lingot dans la première
partie de la simulation, tant que t < 900 s. Les autres faces sont supposées adiabatiques.
L'enthalpie des diﬀérentes phases est tabulée d'après la chaleur massique et la chaleur
latente données dans la littérature (équ. II.50), ainsi que la conductivité thermique des
phases [Gan00b]. La macroségrégation est ici négligée, ce qui est justiﬁé pour un alliage
Al-Si, ainsi que la convection. Le chemin de solidiﬁcation est calculé d'après le modèle
de Gulliver-Scheil avec un diagramme linéarisé, en utilisant les équations III.1, II.64,
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II.56, II.58 et II.59. Comme précédemment, le chemin de solidiﬁcation est tronqué par
l'introduction des fractions de zones, g(j), dans l'équation II.48. La vitesse de croissance
est calculée avec une loi puissance (équ. II.47) et les mêmes paramètres que précédemment
(tableau III.1).
Paramètre Symbole Valeur Unité
Taille de maille lFE 3,0 · 10−3 m
Taille de cellule lCA 2,5 · 10−4 m
Pas de temps ∆t 0,1 s
Germination (refroidisseur) ∆T s1N 0,0 °C
s1= dendritique ∆T s1σ 0,0 °C
ns1 5 · 105 m−2
Germination (refroidisseur) ∆T s2N 0,0 °C
s2= eutectique ∆T s2σ 0,0 °C
ns2 5 · 105 m−2
Germination (volume) ∆T s1N 5,19 °C
s1= dendritique ∆T s1σ 0,5 °C
ns1 109 m−3
Germination (volume) ns2 0 m−3
s2= eutectique
Hauteur du lingot l 0,173 m
Conditions initiales / aux limites
Refroidisseur T expérimental imposé
Face supérieure, t < 900 s J0 -3000 W m−2
Face supérieure, t ≥ 900 s J1 0 W m−2
Température initiale T0 745,3 °C
Table III.3 Paramètres pour la simulation CAFE de la transition colonnaire-équiaxe
sur un lingot cylindrique 3D d'Al-7%pds Si [Gan00a].
Les paramètres numériques sont donnés dans le tableau III.3. Les enveloppes des grains
de deux structures sont suivies : dendritique (s1) et eutectique (s2). Les cinétiques de
croissance de ces structures sont les mêmes que celles données dans le tableau III.1. Des
germes dans le volume sont tirés pour la structure dendritique uniquement. Une deuxième
loi gaussienne est déﬁnie spéciﬁquement sur la face inférieure du lingot en contact avec
le refroidisseur, pour les structures dendritique et eutectique. La taille de cellule est de
250 µm, soit environ 43 · 106 cellules sur tout le domaine. Étant donné les ressources
requises par ce type de calcul, celui-ci a été eﬀectué sur 16 c÷urs en 3 jours et 6 heures.
Le couplage non itératif est utilisé ici, avec un pas de temps macroscopique ∆t = 0,1 s.
La ﬁgure III.9 présente une vue extérieure du lingot à diﬀérents temps de solidiﬁcation.
Chaque couleur correspond à un grain dendritique. La structure eutectique se forme par-
dessus, et n'est pas représentée ici. N'étant pas observable expérimentalement, le suivi de
la structure eutectique permet simplement de prendre en compte la surfusion eutectique.
Comme on le voit sur la ﬁgure III.9, les grains forment au tout début de la solidiﬁca-
tion une structure équiaxe : beaucoup de grains germent sur la surface en contact avec le
refroidisseur, vu la loi de germination donnée à cet endroit. Par la suite, les grains dont les
directions <100> sont alignées avec le gradient thermique vertical se développent au détri-
ment des autres, et une structure colonnaire apparaît. Enﬁn, la diminution du gradient
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t=800st=700st=400st=225s
t=1200st=1000st=950st=900s
Figure III.9 Vue 3D de la structure de grains dendritiques prédite par le modèle CAFE
à diﬀérents temps de la transition colonnaire-équiaxe.
thermique devant l'interface entraîne la germination de nouveaux grains dans le volume
de liquide libre entre 800 et 950 s, résultant en une transition colonnaire-équiaxe. Notons
que cette transition est prédite plus tôt que dans l'expérience, puisqu'elle est mesurée à
118mm du refroidisseur (ﬁg. I.3), mais prédite par le modèle CAFE à 108,3mm. De plus,
la taille des grains équiaxes dans la partie haute est plus importante qu'expérimentale-
ment. L'ajustement des paramètres de la loi de germination n'a pas permis de prédire
une structure plus ﬁne à ce niveau. Ces diﬀérences peuvent être expliquées par plusieurs
causes. Premièrement, le modèle n'inclut pas le phénomène de sédimentation des grains,
qui peut avoir un impact important sur la taille moyenne des grains. Deuxièmement, la
loi de germination est purement statistique, or, comme discuté dans le chapitre I, il a été
suggéré dans la littérature que la transition colonnaire-équiaxe était plutôt due à la frag-
mentation des bras de dendrites quand le gradient devient faible dans le liquide. Enﬁn,
d'autres phénomènes physiques tels la macroségrégation et le retrait ont certainement une
inﬂuence sur la transition colonnaire-équiaxe.
La ﬁgure III.10 montre l'évolution de la température, telle que mesurée expérimentale-
ment et prédite par le modèle CAFE. L'accord est globalement très bon. Les diﬀérences
sont dues aux mêmes raisons que celles mentionnées ci-dessus, avec en plus le fait que
la température imposée en bas du lingot n'est qu'une extrapolation des données expéri-
mentales. Cette température imposée est tracée en pointillés sur la ﬁgure III.10.a. Le
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Figure III.10 Courbes de température mesurées (gris clair) et prédites par le modèle
CAFE (noir) le long du lingot, avec (a) l'histoire complète de solidiﬁcation et des zooms
autour (b) de la température de liquidus, T s1eq , et (c) de la température eutectique, T
s2
eq .
retrait à la solidiﬁcation est supposé avoir une inﬂuence importante sur ces courbes. La
transition colonnaire-équiaxe est clairement observable à travers la recalescence prédite
et mesurée sur la courbe à 140mm du refroidisseur, avec une surfusion de l'ordre de 5°C
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(ﬁg. III.10.b). Cette recalescence ne peut être prédite sans représentation de la structure,
et n'a jamais pu atteindre un tel accord avec l'expérience avec des simulations 2D. Le
plateau eutectique est également visible sur la courbe à 140mm du bas, avec une certaine
surfusion (ﬁg. III.10.c).
Le couplage aux n÷uds et la parallélisation de l'algorithme CAFE ont permis de ré-
soudre la solidiﬁcation de deux structures avec un temps de calcul raisonnable. La transi-
tion colonnaire-équiaxe telle que prédite ici a atteint un très bon accord avec l'expérience.
Le suivi du développement de chaque grain dendritique individuel permet de prédire cette
transition sans critère explicite. Les grains colonnaires sont simplement bloqués lors de la
croissance par les nouveaux grains ayant germé devant le front. Il a été discuté dans la
littérature de l'importance de l'interaction solutale dans la transition colonnaire-équiaxe
[Mar03], mais les résultats obtenus ici montrent que le blocage mécanique suﬃt pour
modéliser cette transition correctement. Il pourra en être autrement sur des alliages avec
une forte ségrégation extradendritique des espèces chimiques, et/ou une densité de grains
équiaxe plus élevée.
2.3 Micro et macroségrégation
Les cas présentés ci-dessus sont basés sur des modèles de microségrégation simples (loi
des leviers, Gulliver-Scheil), sans macroségrégation, et avec des cinétiques de croissance
simpliﬁées. Le cas étudié ici est basé sur une expérience menée par Gandin et al. [Gan08]
sur une goutte d'Al-14%pds Cu en lévitation électromagnétique. La goutte a un rayon
de 2,65mm, et est refroidie progressivement en abaissant la puissance dans les bobines
servant également à la lévitation. Cette expérience a déjà été modélisée auparavant, avec
un modèle 1D analytique axisymétrique [Gan08]. Les frontières liquide libre-zone pâteuse
et zone pâteuse-eutectique sont suivies avec les modèles KGT et de Jackson-Hunt, re-
spectivement. La fraction de solide interne à la zone pâteuse ainsi que les phénomènes
de ségrégation sont résolus avec le modèle de Wang-Beckermann. Un bon accord avec
l'expérience, en particulier avec les courbes de refroidissement, a été trouvé.
L'objectif est ici de reproduire ces résultats avec le modèle CAFE 3D, et ainsi de valider
la représentation de la diﬀusion dans le solide et le liquide. Le tableau III.4 reprend tous
les paramètres matériau et numériques pour cette simulation. Un grain dendritique et
un grain eutectique germent au centre de la goutte, avec des surfusions imposées d'après
les mesures expérimentales. La température initiale est également tirée de l'expérience.
Le coeﬃcient de transfert thermique avec l'extérieur a été déterminé de façon à retrou-
ver l'évolution en température au début du refroidissement. La convection est négligée, la
macroségrégation est donc due uniquement à la diﬀusion. Les coeﬃcients de diﬀusion solu-
tale du cuivre dans l'aluminium solide et liquide sont calculés d'après une loi d'Arrhénius :





avec D0 le coeﬃcient pré-exponentiel, Q l'énergie d'activation et < la constante des gaz
parfaits.
Le modèle de microségrégation utilisé ici est le modèle de Wang-Beckermann, avec
la fraction d'enveloppe calculée à partir de λ1, comme présenté au chapitre II, section
3.3. La valeur de λ1 a déjà été étudiée sur ce cas et est reprise de la littérature [Mos10].
L'espacement dendritique secondaire est quant à lui mesuré expérimentalement.
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Paramètre Symbole Valeur Unité
Chaleur latente ρL 109 J m−3
Capacité caloriﬁque ρCp 3 · 106 J m−3 K−1
Coeﬃcients de Gibbs-Thomson Γα 2,41 · 10−7 K m
Γβ 0,55 · 10−7 K m
Diﬀusion de Cu dans l'Al liquide :
Facteur pré-exponentiel Dl0 1,05 · 10−7 m2 s−1
Énergie d'activation Ql 23804 J mol−1
Diﬀusion de Cu dans l'Al solide :
Facteur pré-exponentiel Ds0 6,47 · 10−5 m2 s−1
Énergie d'activation Qs 134911 J mol−1
Structure dendritique :
Température de liquidus T s1eq 895 K
Pente du liquidus hypoeutectique mα -3,854 K %pds−1
Coeﬃcient de partage k 0,17 -
Espacement dendritique primaire λ1 5λ2 m
Espacement dendritique secondaire λ2 2,5 · 10−5 m
Surfusion de germination ∆T s1nucl 15,0 °C
Structure eutectique :
Température eutectique T s2eq 821 K
Composition de l'eutectique weut 33,2 %pds
Pente du liquidus hypereutectique mβ 3,5 K %pds−1
Longueur de la ligne eutectique w′ 46,5 %pds
Fraction de phase primaire dans l'eutectique gαeut 0,54 -
Angle de contact avec le liquide θα 60 °
θβ 65 °
Paramètre P ′ du modèle Jackson-Hunt P ′ 3,36 · 10−2 -
Surfusion de germination ∆T s2nucl 20,0 °C
Conditions initiales / aux limites :
Composition nominale en Cu w0 14 %pds
Température initiale T0 939 K
Température extérieure Text 293 K
Coeﬃcient de transfert hext 29 W m−2 K−1
Paramètres numériques :
Taille de maille lFE 7 · 10−5 m
Taille de cellule lCA 1,5 · 10−6 m
Pas de temps ∆t 10−2 s
Rayon du domaine R 2,65 · 10−3 m
Table III.4 Paramètres pour la simulation de la solidiﬁcation d'une goutte d'Al-14%pds
Cu [Gan08]. Les phases primaires et secondaires sont notées respectivement α et β. Les
structures dendritiques et eutectiques sont notées s1 et s2.
Les simulations CAFE sont menées en 3D sur un huitième de sphère. La ﬁgure III.11
représente l'évolution de la température, des fractions des structures solides et liquides,
et des compositions intrinsèques des phases en fonction du temps, pour le modèle CAFE
et pour le modèle 1D axisymétrique [Gan08]. Au niveau de la température, l'évolution
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Figure III.11 Évolution de (a) la température, (b) les fractions des structures den-
dritique s1 et eutectique s2, (c) les fractions des structures liquides libre l0 et inter-
dendritique l1 et (d) la composition moyenne des structures. Les courbes rouges sont
celles obtenues avec le modèle CAFE actuel, et les courbes noires avec le modèle 1D
axisymétrique [Gan08]. Les données expérimentales sont indiquées avec le symbole .
est bien retrouvée et les deux recalescences dendritique et eutectique sont correctement
prédites. Concernant les fractions de structures solides s1 et s2, ainsi que la fraction to-
tale gs = gs1 + gs2 , les prédictions sont en très bon accord (ﬁg. III.11.b). On remarque
notamment une refusion de la structure dendritique lors de l'apparition de l'eutectique,
à t = 60 s. Par contre, les fractions des structures liquides montrent certaines diﬀérences
(ﬁg. III.11.c). La plus importante est que dans le modèle 1D axisymétrique, il reste une
quantité de liquide libre gl0 tout au long de la solidiﬁcation, qui ne disparaît qu'avec la
croissance de l'eutectique. Ce phénomène est dû à l'enrichissement en soluté du liquide li-
bre, qui bloque complètement la croissance dendritique. L'eutectique ﬁnit donc par croître
directement dans le liquide libre. Au contraire, dans le modèle CAFE présent, l'enveloppe
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du grain englobe rapidement tout le domaine et à t = 17 s, tout le liquide restant est
interdendritique l1. Le liquide libre ne s'enrichit donc pas suﬃsamment vite pour bloquer
la croissance dendritique. Cette diﬀérence vient de deux points :
 le grain adopte dans le modèle CAFE une forme octaédrique, les bras princi-
paux peuvent donc facilement atteindre le bord du domaine. Dans le modèle ax-
isymétrique, l'enveloppe de grain est sphérique, ce qui permet d'enrichir le liquide
libre de façon homogène.
 le calcul CAFE est multidimensionnel tandis que le modèle axisymétrique est 1D.
Les phénomènes de diﬀusion numérique font que le soluté peut partiellement s'échap-
per de la zone de liquide libre, ce qui est impossible en 1D.
Enﬁn, concernant la composition, les prédictions sont en très bon accord pour le liquide in-
terdendritique l0 et le solide, sachant que la composition du solide tracée 〈ws〉s correspond
à la moyenne sur la structure dendritique et eutectique. Pour le liquide l1, on retrouve
les résultats discutés ci-dessus indiquant que l'enrichissement en soluté est beaucoup plus
lent avec le modèle CAFE, et disparaît rapidement.
Le tableau III.5 présente la fraction d'eutectique, gs2 , à la ﬁn de la solidiﬁcation, telle
que mesurée expérimentalement et calculée avec plusieurs modèles. L'approximation de
Gulliver-Scheil ne considère aucune surfusion, et une diﬀusion nulle dans le solide, d'où une
fraction d'eutectique éloignée de l'expérience. Le modèle 1D axisymétrique utilisé dans
la comparaison ci-dessus [Gan08] prend en compte la surfusion dendritique et eutectique
ainsi que la diﬀusion dans le solide, et prédit ainsi une fraction gs2 plus proche de la valeur
expérimentale. Enﬁn, le modèle CAFE axisymétrique utilisé précédemment [Mos10] ne
permet de suivre que la croissance dendritique, aussi la surfusion de germination et de
croissance eutectique sont nulles.
Expérience Gulliver- [Gan08] [Mos10] Modèle présent
Scheil (1) (2) (3) (4)
∆T s1nucl (°C) 15,0 0 15,0 15,0 15,0 15,0 15,0 0,0
∆T s1nucl (°C) 20,0 0 20,0 0,0 20,0 0,0 20,0 0,0
Ds (m2 s−1) >0 0 >0 >0 > 0 >0 0 0
gs2 (-) 0,29 0,353 0,322 0,335 0,323 0,334 0,335 0,347
Table III.5 Fraction ﬁnale d'eutectique, gs2 , mesurée expérimentalement et calculée
avec plusieurs modèles : approximation de Gulliver-Scheil, modèle 1D semi-analytique
[Gan08], modèle CAFE axisymétrique avec une seule structure [Mos10], et modèle CAFE
3D présent.
Le modèle CAFE présent introduit la possibilité de suivre plusieurs structures, aussi
le cas (1) correspond aux mêmes conditions que le modèle semi-analytique [Gan08], et la
fraction d'eutectique prédite (0,323) en est très proche (0,322). Le cas (2) permet de mettre
en avant le rôle de la surfusion de germination eutectique : la fraction ﬁnale d'eutectique
est plus élevée (0,334), car la transformation eutectique commence plus tôt. Dans le cas (1)
avec surfusion de germination, la recalescence eutectique permet de refondre partiellement
la structure dendritique (ﬁg. III.11), mais pas suﬃsamment pour atteindre une fraction
d'eutectique aussi élevée. Malgré le fait que le cas (2) prenne en compte la surfusion
de croissance eutectique, la valeur de gs2 est presque identique à celle prédite par le
modèle CAFE précédent [Mos10], où ni la surfusion de croissance ni de germination étaient
intégrées.
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Le cas (3) met en avant le rôle de la diﬀusion dans le solide, qui mène à une fraction
dendritique plus importante au moment où la transformation eutectique prend place.
Enﬁn, le cas (4) s'approche de l'approximation de Gulliver-Scheil, puisque les surfusions
de germination et la diﬀusion dans le solide sont nulles. La fraction gs2 prédite (0,347)
est cependant légèrement plus faible qu'avec l'approximation de Gulliver-Scheil, car les
surfusions de croissance sont tout de même prises en compte. Il apparaît donc que, pour
ce cas, la diﬀusion dans le solide et les surfusions de germination sont indispensables
pour s'approcher de l'expérience. Le modèle CAFE multistructures présenté ici permet
de prendre en compte ces surfusions de germination dendritique et eutectique, ce qui avait
déjà été identiﬁé comme une amélioration nécessaire [Mos10] pour retrouver des fractions
de structures correctes. Les résultats présentés dans le tableau III.5 montrent que les
prédictions du modèle semi-analytique [Gan08] peuvent en eﬀet être retrouvées avec cette
approche multistructures.
2.4 Comparaison avec un modèle macroscopique indirect
Une comparaison est présentée ici avec un modèle 1D macroscopique indirect [Her06].
Ceci complète la comparaison avec un modèle microscopique indirect (section 2.3 ci-
dessus) et avec un modèle microscopique direct (chapitre IV, section 1). Notons qu'une
comparaison similaire a déjà été réalisée [Mos10]. Le modèle CAFE avait dans cette étude
été modiﬁé aﬁn de représenter la croissance d'une enveloppe sphérique, pour être comparée
avec celle du modèle 1D [Her06].
Le modèle macroscopique indirect faisant l'objet de la comparaison est basé sur la
méthode des volumes ﬁnis, avec un maillage monodimensionnel régulier, pour résoudre
les équations classiques de conservation (énergie, soluté). La frontière zone pâteuse-zone
liquide est suivie par une méthode de suivi de front, avec une cinétique de type Ivantsov.
Le modèle est appliqué à une expérience de solidiﬁcation d'une goutte de 125 µm de
rayon par atomisation, d'un alliage Al-10%pds Cu [Her06]. Les paramètres du calcul sont
donnés dans le tableau III.6. Les conditions aux limites hext et Text correspondent à un
refroidissement d'environ −2000 K s−1. Un grain dendritique germe au centre du domaine
avec une surfusion de 30K. La transformation eutectique est considérée isotherme, à la
température eutectique. Le domaine simulé peut donc être limité à un huitième de sphère.
Concernant le modèle CAFE, un remaillage est mis en place sur le maillageMFE servant à
la résolution des équations macroscopiques, tandis que le maillageMCA servant de support
à la grille de cellules reste ﬁxe (voir ﬁg. II.16). La taille de maille est calculée avec un
estimateur d'erreur à partir du hessien du champ de composition moyenne [Ham08]. Un
exemple de maillage raﬃné est donné à la ﬁgure III.13.a, ainsi que les champs de fraction
solide, composition moyenne en cuivre et température à un instant donné de la simulation
CAFE.
La ﬁgure III.12 présente le proﬁl de composition à la ﬁn de la solidiﬁcation, prédit
par le modèle 1D et par le modèle CAFE, en fonction de la position normalisée Ra/R.
Concernant le modèle CAFE, le proﬁl de composition est tracé selon les directions <100>
et <111>. La moyenne est également mesurée par intégration surfacique de 〈w〉 sur des
sphères de rayon Ra. Le modèle 1D est quant à lui axisymétrique, ce qui revient à consid-
érer une enveloppe de grain sphérique : le proﬁl de composition ne dépend donc pas de la
direction selon laquelle il est tracé. On constate sur la ﬁgure III.12 que cette approxima-
tion ne permet pas de comparer directement le modèle 1D avec l'enveloppe octaédrique
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Paramètre Symbole Valeur Unité
Chaleur latente ρL 9,5 · 108 J m−3
Capacité caloriﬁque ρCp 3 · 106 J m−3 K−1
Coeﬃcient de Gibbs-Thomson [Mos10] Γ 2,41 · 10−7 K m
Diﬀusion de Cu dans l'Al liquide Dl0 1,05 · 10−7 m2 s−1
Ql 23804 J mol−1
Diﬀusion de Cu dans l'Al solide Ds 0,0 m2 s−1
Conductivité thermique κl 100,0 W K−1 m−1
κs 192,5 W K−1 m−1
Température de fusion Tm 933,5 K
Température de liquidus T s1eq 899,9 K
Température eutectique T s2eq 817,74 K
Pente du liquidus m -3,37 K %pds−1
Coeﬃcient de partage k 0,17 -
Espacement dendritique primaire λ1 20 · 10−6 m
Espacement dendritique secondaire λ2 20 · 10−6 m
Surfusion de germination ∆T s1nucl 30,0 K
Conditions initiales / aux limites :
Composition nominale en Cu w0 10,0 %pds
Température initiale T0 900,9 K
Coeﬃcient d'échange thermique hext 490 W m−2 K−1
Température extérieure Text 373 K
Rayon du domaine R 125 · 10−6 m
Paramètres numériques :
Taille de maille (maillage MFE) lFE 3 · 10−6 − 5,8 · 10−6 m
Taille de maille (maillage MCA) lFE 3 · 10−6 m
Taille de cellule lCA 10−6 m
Pas de temps ∆t 10−5 s
Table III.6 Paramètres pour la comparaison avec un modèle macroscopique indirect
[Her06], sur une goutte atomisée d'Al-10%pds Cu.
prédite par le modèle CAFE. Dans ce dernier, le proﬁl de composition est plus ségrégé
selon la direction <100>, puisque c'est selon cette direction que la croissance est la plus
rapide. Le soluté peut donc être facilement rejeté loin de la pointe. Par contre, selon la
direction <111>, le proﬁl de composition est moins ségrégé que le modèle 1D, qui se
situe entre ces deux extrêmes. Le comportement est cependant qualitativement correct.
La moyenne par intégration sur les surfaces sphériques permet de retrouver quantitative-
ment quasiment le même proﬁl de composition. Le remaillage du modèle CAFE permet
de bien représenter la forte ségrégation au centre et à l'extérieur de la goutte. Par contre,
les oscillations sur le proﬁl <100> de la ﬁgure III.12 laissent penser que la stabilisation
de la résolution de la conservation du soluté (équ. II.9) peut être améliorée. Actuellement,
seul le terme convectif est stabilisé, par la méthode SUPG. Il serait intéressant à l'avenir
d'introduire des méthodes de stabilisation du terme diﬀusif [Hac10].
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Figure III.12 Proﬁl de composition à la ﬁn de la solidiﬁcation, pour le modèle ax-
isymétrique macroscopique indirect [Her06], et pour le modèle CAFE selon les directions
<100>, <111> et en moyenne, en fonction de la distance au centre normalisée.
0 0,8 gs (-)0,2 0,4 0,6 (b)
4 13 <w> (%pds)6 8 10 12 (c)
886,75 887,05 T (K)886,9 (d)
(b) (a)
(c) (d)
Figure III.13 (a) Maillage et frontière du grain, (b) fraction de solide, (c) composition
moyenne et (d) température pour la simulation CAFE 3D sur le plan (010), sur le cas
comparé au modèle macroscopique indirect [Her06], à l'instant où la fraction volumique
de grain atteint 0,3.
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3 Performances et calcul parallèle
Les ﬁgures présentées dans la section II.6 sont des cas schématiques pour faciliter la
compréhension, mais ne se prêtent pas à des mesures de performance vu la simplicité
du problème. Les résultats présentés ici sont mesurés sur un cas similaire à l'expérience
de transition colonnaire-équiaxe (section 2.2), qui consiste en la solidiﬁcation d'un lingot
cylindrique d'Al-7%pds Si, en 2 ou 3 dimensions. Dans un premier temps sera mesuré
l'impact des diverses optimisations sur le temps de calcul, puis la scalabilité du code sera
étudiée.
3.1 Eﬃcacité des diﬀérentes approches
Par rapport au cas présenté précédemment, les paramètres de la simulation (notam-
ment les propriétés thermodynamiques) ont été simpliﬁés et reportés dans le tableau
III.7. Seule la diﬀusion thermique est ici considérée. De plus, l'algorithme de germination-
croissance automate cellulaire n'est appliqué que sur la structure dendritique, la structure
eutectique étant considérée comme une réaction isotherme à l'équilibre, prenant place à
la température eutectique Teut.
Les résultats en termes de performances de calcul sont donnés dans le tableau III.8,
sur un domaine 2D de 7 x 17,3 cm. Tous les cas ont été lancés sur 8 c÷urs de calcul, sauf
ceux spéciﬁés par un astérisque qui ont été lancés en séquentiel (sur un seul c÷ur). Le
temps de calcul est distingué en trois parties :
 la résolution des équations éléments ﬁnis, soit ici l'équation de conservation de
l'énergie, qui inclut assemblage des matrices et résolution du système linéaire,
 la résolution de l'algorithme automate cellulaire,
 les opérations diverses, regroupant toutes les autres étapes (p.ex. le repartition-
nement ou l'interpolation entre deux maillages).
L'eﬃcacité parallèle, déﬁnie par l'équation I.20, sera la grandeur utilisée ici pour mesurer
les performances de l'algorithme.
Allocation dynamique séquentielle : cas (1) et (2)
L'algorithme d'allocation dynamique optimisé présenté dans la section 6.1 est valable
en parallèle et en séquentiel. Le cas (1) du tableau III.8 correspond à l'algorithme non
optimisé déjà présent dans la littérature [Gan99] utilisé pour résoudre le problème sur
un seul c÷ur, tandis que le cas (2) reprend le nouvel algorithme d'allocation optimisé.
Conformément à la ﬁgure II.13.a, dans le cas (1) des cellules sont créées sur tout le domaine
de liquide surfondu, alors que dans le cas (2), une unique rangée d'éléments devant le front
de croissance est remplie de cellules (ﬁgure II.13.b). Bien que le temps de résolution FE
ne varie pas, l'algorithme CA est 4,3 fois plus rapide dans le cas (2). Cette amélioration
dépend bien entendu de la quantité de liquide surfondu présente dans le problème, et
donc par extension du gradient de température et de la vitesse de refroidissement. Ici, le
nombre de cellules est en moyenne 3,7 fois inférieur dans le nouvel algorithme.
Allocation dynamique parallèle : cas (5) et (6)
La même observation peut être faite pour un calcul parallèle en comparant les cas
(5) et (6). La résolution CA est ici seulement 4,2 fois plus rapide dans le second cas, à
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Paramètre Symbole Valeur Unité
Taille de maille lFE 2,5 · 10−3 m
Taille de cellule lCA 10−4 m
Pas de temps ∆t 0,1 s
Temps de solidiﬁcation tfin 1200 s
Conductivité thermique κ 70 W m−1 K−1
Capacité caloriﬁque ρCp 3 · 106 J m−3 K−1
Chaleur latente ρL 9,5 · 108 J m−3
Température de fusion Tm 660,2 °C
Température de liquidus Teut 577 °C
Pente de liquidus m −6,5 K %pds−1
Coeﬃcient de partage k 0,13 -
Cinétique de pointe a1 2,9 · 10−6 m s−1 K−k1
k1 2,7 -
Composition moyenne w0 7 %pds
Température initiale T0 660,85 °C
Flux de chaleur Jext −2 · 105 J m−2 s−1
Table III.7 Paramètres du cas-test 2D pour la mesure des performances des algorithmes
en calcul parallèle.
cause d'autres phénomènes dus à l'implémentation parallèle de l'algorithme. Cependant,
l'amélioration apportée par le nouvel algorithme est toujours importante.
Partitionnement du problème FE : cas (1) et (4)
La seule diﬀérence entre les cas (1) et (4) est le nombre de processeurs sur lesquels
le problème est résolu, respectivement 1 et 8. Le partitionnement dans le cas (4) est
ici optimisé pour le problème éléments ﬁnis, c'est-à-dire que le maillage est partitionné
pour équilibrer le nombre de n÷uds et d'éléments traités par chaque c÷ur. L'eﬃcacité
parallèle concernant la partie FE est ici Eff (8) = 0,78, ce qui est acceptable. Cependant,
l'eﬃcacité parallèle du problème CA est de 0,25, ce qui est très faible. Le cas (4) correspond
au schéma II.14.a : le nombre de cellules n'est pas correctement réparti entre les c÷urs,
le partitionnement vis-à-vis de la grille de cellules est donc très mauvais. L'eﬃcacité
parallèle sur le temps global est limitée par l'eﬃcacité CA à 0,27. Les mêmes conclusions
peuvent être tirées en comparant les cas (3) et (7), qui reprennent l'algorithme d'allocation
dynamique optimisé.
Partitionnement optimisé : cas (6), (7) et (8)
Les cas (6), (7) et (8) du tableau III.8 résument les bénéﬁces que l'on peut tirer de
la méthode à deux maillages et deux partitions présentée dans la section 6.3. Le cas (7)
correspond à un partitionnement standard, équilibré pour la résolution FE d'une manière
similaire à la ﬁgure II.14.a, utilisé pour résoudre l'entièreté du modèle CAFE. Le cas (8)
correspond à un partitionnement optimisé pour le problème CA, similaire à la ﬁgure II.15,
utilisé également pour résoudre la totalité du modèle CAFE. Enﬁn, le cas (6) correspond
à la méthode à deux partitions (sans remaillage) présentée par la ﬁgure II.16.










































































































































































































































































Table III.8 Temps de résolution pour diﬀérentes approches sur la solidiﬁcation verticale
d'un lingot 2D d'Al-Si. Tous les cas sont exécutés sur 8 c÷urs de calcul (AMD Opteron
2,3GHz, 64 bits, 512 ko de cache), hormis ceux notés avec * qui sont exécutés sur un seul
c÷ur. Le temps d'écriture des ﬁchiers sortie n'est pas inclus.
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Il apparaît que la résolution du problème CA avec un partitionnement optimisé pour
la partie FE (cas (7)) est 2,6 fois plus lente qu'avec un partitionnement optimisé pour la
partie CA. L'eﬃcacité parallèle de l'algorithme CA, calculé en comparaison avec le cas
séquentiel correspondant (3), est très faible : 0,20. L'eﬃcacité parallèle FE et totale sont
respectivement de 0,73 et 0,32. Cette dernière est encore une fois limitée par la résolution
CA.
De façon analogue, la résolution FE avec un partitionnement optimisé pour la partie
CA (cas (8)) est 2,6 fois plus lente qu'avec un partitionnement optimisé pour la partie FE.
En plus de cela, le temps divers est singulièrement augmenté puisque ce temps regroupe des
opérations qui sont eﬀectuées principalement au niveau du maillage éléments ﬁnis : modèle
de microségrégation, conditions aux limites, etc. L'eﬃcacité parallèle de l'automate est
améliorée (0,52) mais celle du problème FE est grandement diminuée (0,28) et l'eﬃcacité
totale en pâtit (0,33). Finalement, le temps de résolution global du problème est quasiment
le même que dans le cas (7), même si ce temps est réparti diﬀéremment.
Le cas (6) est le seul cas optimisé pour la résolution CA et FE. Comme attendu, les
temps de résolution des parties CA et FE du problème sont optimaux. Le temps divers est
par contre augmenté de 25% à cause des communications et opérations supplémentaires
nécessaires pour transporter les variables d'une partition à l'autre. Le temps total de
résolution est cependant diminué de 1/3 par rapport aux cas (7) et (8). Notons aussi que
l'on s'attend à ce que cette diﬀérence devienne plus importante à mesure que le nombre
de c÷urs augmente. En comparant avec le cas (3), l'eﬃcacité parallèle FE, CA et totale
sont respectivement 0,73, 0,52 et 0,47.
Gestion de la mémoire : cas (6), (9) et (10)
Le cas (9) du tableau III.8 correspond à la gestion de la mémoire avec un tableau
contigu standard, représenté par la ﬁgure II.17.b. Le cas (10) correspond à l'approche
avec un tableau creux, représenté par la ﬁgure II.17.c. Enﬁn, le cas (6) discuté dans
le paragraphe ci-dessus correspond au tableau en proﬁl représenté par la ﬁgure II.17.d.
Logiquement, la seule diﬀérence est au niveau des temps de résolution CA. Notons que
le tableau standard (cas (9)) est 2,6 fois plus lent que le tableau en proﬁl : ceci est
principalement dû à l'allocation dynamique qui n'est pas adaptée à cette méthode, puisque
le tableau standard doit être complètement réalloué et recopié à chaque fois qu'un élément
du maillage est activé. En comparaison, le tableau creux est seulement 1,5 fois plus lent que
le tableau en proﬁl est peut être utilisé comme alternative viable si la mémoire disponible
est très limitée. La même conclusion peut être tirée en comparant les cas séquentiels (2)
et (3), où le tableau creux est 1,6 fois plus lent. Cependant, cette approche n'est pas
envisageable sur de gros cas où ses performances chutent rapidement. La complexité de
l'algorithme du tableau creux n'augmente en eﬀet pas de façon linéaire en fonction du
nombre de cellules ncell, mais suivant ncell × log ncell.
Conclusion sur les optimisations des algorithmes : cas (1) et (6)
En guise de conclusion partielle, nous pouvons comparer le cas (1), qui correspond
à l'algorithme historique séquentiel, et le cas (6), qui implémente les optimisations et le
calcul parallèle introduits dans ce chapitre. Le temps total de résolution sur 8 c÷urs a été
divisé par 11,9. On l'a vu, cette amélioration a été possible en passant bien sûr au calcul
parallèle, mais surtout grâce aux optimisations des algorithmes séquentiel et parallèle.
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3.2 Scalabilité parallèle et limitations mémoire
Utilisation de la mémoire
Un autre aspect très important à considérer est le taux de remplissage des méthodes
de gestion de la mémoire. Si celui-ci est trop faible, les ressources de calculs peuvent
rapidement devenir insuﬃsantes pour des cas importants en termes de volume de données.
Les performances présentées ici ont été mesurées sur le même cas 3D étudié plus haut
pour la transition colonnaire-équiaxe. Le lingot est cylindrique, de diamètre 7 cm et de
hauteur 17,3 cm. Le volume correspondant est d'environ 0,65 `. La taille de cellule doit
idéalement être de l'ordre de 250 à 100µm, ce qui signiﬁe de 42 à 250 millions de cellules.
Les grandeurs représentatives de la performance de l'implémentation parallèle peuvent
être déﬁnies facilement, par exemple l'eﬃcacité par l'équation I.20. Cependant, elles ne
peuvent être généralement mesurées que sur un certain domaine en termes de nombre
de c÷urs, à cause des limitations au niveau du temps de calcul et de la mémoire. Des
paramètres numériques donnés (p.ex. taille de maille, taille de cellule) qui sont appropriés
pour une résolution sur un seul c÷ur ne seront par représentatifs de la performance du
code sur 128 c÷urs, principalement car le problème sera trop petit pour être correctement
partitionné en 128 sous domaines. De façon analogue, il n'est pas possible de résoudre sur
un seul c÷ur un très gros cas, à cause de la mémoire qui est limitée et du temps de calcul.
En conséquence, un problème est signiﬁcatif sur un domaine donné en terme de nombre
de c÷urs. Une alternative consiste non pas à essayer d'accélérer le temps de résolution
d'un cas donné en augmentant le nombre de c÷urs (ce qui correspond aux équations
I.19 et I.20), mais d'augmenter la complexité du problème avec le nombre de c÷urs, sans
augmenter le temps de résolution [Gus88]. Une eﬃcacité parfaite correspond alors à la
résolution d'un cas deux fois plus complexe sur deux fois plus de c÷urs, avec le même
temps de résolution. La diﬃculté de ce type d'approche réside dans l'estimation de la
complexité du problème, qui dépend de plusieurs paramètres (taille de maille, pas de
temps, etc.) de façon non linéaire.
Pour avoir une idée générale du comportement et de la scalabilité du code, c'est-à-
dire son habilité à être utilisé sur un nombre quelconque de c÷urs, deux domaines ont
été déﬁnis et sont donnés dans le tableau III.9. Le premier domaine concerne les faibles
nombres de c÷urs (1 à 32) tandis que le deuxième domaine est dimensionné pour un
nombre plus important de c÷urs (8 à 256). Tous les paramètres physiques et la mise en
données sont les mêmes que dans le cas présenté dans la partie précédente (tableau III.3).
Domaine Taille de maille (m) Taille de cellule (m) Domaine (m3)
1-32 c÷urs 3,24 · 10−3 5 · 10−4
6,54 · 10−4
8-256 c÷urs 1,71 · 10−3 2,5 · 10−4
Table III.9 Paramètres numériques pour la mesure des performances parallèles en 3D.
Deux domaines se chevauchant sont déﬁnis : de 1 à 32 c÷urs et de 8 à 256 c÷urs. Le
nombre total de cellules dans le domaine est respectivement 5,2 et 42 millions.








112 Chapitre III. Validation du modèle
où nalloc(i) est le nombre total de cases mémoires allouées pour les cellules sur le c÷ur i
(voir ﬁgure II.17), et Mem0 la mémoire minimale nécessaire à la résolution du cas. Cette
dernière est calculée avec Mem0 = τ
∑k
j nalloc(j), où k est le plus petit cas du domaine en
termes de nombre de c÷urs (k = 1 pour le premier domaine, et k = 8 pour le deuxième) et
τ le taux de remplissage moyen, déﬁni par la ﬁgure II.17. La mémoire maximale normalisée





Ces deux grandeurs sont moyennées sur 1000 pas de temps, correspondant à l'intervalle
de solidiﬁcation 230-330s. Elles sont représentées pour deux approches de gestion de la
mémoire présentées plus haut : le tableau standard et le tableau en proﬁl. Le cas idéal
correspond à un partitionnement parfait des cellules entre les c÷urs, et à aucune allocation
inutile. Cette deuxième condition revient à avoir un taux de remplissage de 100%, tel celui
qui serait obtenu avec un tableau creux. Cependant, le cas présent est trop gros pour être
résolu avec la méthode du tableau creux, qui donne des temps de calcul irréalisables ici.
La qualité du partitionnement est quant à elle observable pour p c÷urs en comparant la
mémoire utilisée en moyenne pour un c÷ur, Mem(p) (traits épais), et la mémoire utilisée
par le c÷ur qui en demande le plus, Memmax(p) (traits ﬁns). Un partitionnement parfait
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Figure III.14 Utilisation mémoire pour les approches avec un tableau standard et un
tableau en proﬁl. Sont tracées la mémoire moyenne par c÷ur et la mémoire maximale
entre tous les c÷urs de calcul, ainsi que le comportement idéal. Les faibles performances
du tableau standard n'ont pas permis de l'utiliser sur le deuxième domaine.
Concernant le tableau standard, l'utilisation mémoire sur un c÷ur est déjà 3,4 fois plus
élevée que dans l'idéal, c'est-à-dire que le taux de remplissage est d'environ 30%. Quand
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le nombre de c÷urs de calcul augmente, l'utilisation mémoire moyenne par c÷ur diminue
de façon erratique. Par contre, la mémoire maximum évolue peu, et reste supérieure à
1,0 (excepté sur 16 c÷urs). Ceci signiﬁe qu'il y a toujours au moins un c÷ur de calcul
qui utilise plus de mémoire que la mémoire totale théoriquement nécessaire pour résoudre
le problème sur un seul c÷ur. Cela constitue un problème important dans la mesure
où augmenter le nombre de c÷urs ne permet pas de diminuer la mémoire requise. La
scalabilité de cette approche est donc très mauvaise. De plus, cela pourra avoir un impact
sur le temps de résolution. Pour ces raisons, le tableau standard n'a pu être utilisé pour
résoudre le problème avec les paramètres du deuxième domaine.
Concernant le tableau en proﬁl, la mémoire utilisée sur un seul c÷ur est 1,5 fois
plus élevée que dans l'idéal, donc un taux de remplissage de 66%. Plus important, le
comportement global de l'évolution de la mémoire utilisée en fonction du nombre de
processeurs est proche de l'idéal : à chaque fois que le nombre de c÷urs est doublé, la
mémoire moyenne par c÷ur est divisée par 1,78 (contre 2 dans l'idéal), et la mémoire
maximum est divisée par 1,57. On trouve donc deux courbes linéaires en échelle log-
log. Les courbes se superposent bien à l'intersection des deux domaines, on peut donc
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Figure III.15 (a) Temps de résolution normalisé et (b) eﬃcacité parallèle par domaine,
avec l'approche à deux partitions.
Temps FE La ﬁgure III.15 présente les temps de résolution et l'eﬃcacité avec la gestion
de la mémoire par le tableau en proﬁl, le couplage itératif explicite et la méthode des deux
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partitionnements. Les résolutions éléments ﬁnis et automate cellulaire sont distinguées
et normalisées pour chaque domaine de mesure. Le comportement idéal est également
reporté. La résolution éléments ﬁnis a par ailleurs été extensivement testée et optimisée
[Bal12, Dig01], aussi on retrouve logiquement un comportement très proche de l'idéal,
voire même d'hyper accélération, jusqu'à 64 c÷urs. Au-delà, l'eﬃcacité chute fortement,
et la résolution FE est même plus lente sur 256 c÷urs que sur 64. Cet eﬀet peut provenir
de deux causes : soit le problème à résoudre n'est pas assez important pour être partagé
entre un tel nombre de c÷urs (cause logicielle) ; soit la mesure elle-même est faussée (cause
matérielle).
Le tableau III.10 donne le temps moyen de résolution des principales parties du modèle
CAFE par pas de temps, sur les mêmes 1000 pas de temps que la ﬁgure III.15. La résolution
de la méthode éléments ﬁnis est divisée en deux : l'assemblage des matrices et la résolution
du système linéaire. Concernant ces deux parties, l'évolution des temps de résolution est
quasiment linéaire en fonction du nombre de c÷urs, jusqu'à 64 c÷urs. Notons que les
temps des deux domaines sont comparables : la taille de maille étant divisée par deux,
le nombre de n÷uds (donc d'inconnues) est multiplié par 8. Étant donné que le pas de
temps est inchangé, on peut considérer que la complexité du problème FE est environ
multipliée par 8. Au niveau de l'assemblage, on retrouve bien le même temps d'exécution
sur un c÷ur pour le premier domaine et sur 8 c÷urs pour le deuxième domaine. Par
contre, la résolution du système linéaire est plus que doublée. En fait, cette résolution
n'augmente pas linéairement en fonction du nombre d'inconnues, puisqu'il s'agit d'une
méthode itérative, qui demande un plus grand nombre d'itérations pour converger quand
le nombre de n÷uds augmente.
Concernant le premier domaine, l'eﬃcacité de la résolution du système linéaire est
d'environ 1, sauf sur 16 c÷urs où elle monte à 1,2, et sur 32 c÷urs où elle est de 0,8
seulement. Une explication est que le problème est eﬀectivement trop petit pour être par-
titionné sur un tel nombre de c÷urs. Sur 16 c÷urs, il est probable que le problème local
résolu par chaque c÷ur soit assez petit pour bénéﬁcier des eﬀets de cache du micropro-
cesseur, menant à l'hyper accélération observée. Sur 32 c÷urs, le coût des communications
devient plus important par rapport au coût de résolution, et l'eﬃcacité chute. L'assem-
blage des matrices suit quant à lui une accélération linéaire en fonction du nombre de
c÷urs.
Cet eﬀet est également observé sur le deuxième domaine, de façon plus marquée. Con-
cernant la résolution du système linéaire, l'eﬃcacité sur 64 c÷urs est de 0,95, puis de
0,40 et 0,10 sur 128 et 256 c÷urs, respectivement. Sur 64 c÷urs, les eﬀets de cache sont
atteints, et au-delà, l'eﬃcacité chute rapidement. Il s'agit ici d'un problème 3D, ce qui
signiﬁe que le nombre moyen de c÷urs voisins ne se stabilise que vers 256 environ. Le
régime stationnaire n'est donc pas atteint, et le nombre de c÷urs voisins augmente avec
le nombre de c÷urs total. En conséquence, le coût des communications augmente égale-
ment, et la chute d'eﬃcacité est plus importante quand ces communications deviennent
prépondérantes. Concernant l'assemblage des matrices, l'accélération est linéaire sauf pour
256 c÷urs où l'eﬃcacité est de 0,78.
En conclusion, les causes de la chute de l'eﬃcacité FE sont logicielles. Les temps
reportés dans le tableau III.10 sont moyennés par pas de temps, or, à chaque pas de temps,
l'algorithme non linéaire de Newton-Raphson implique que l'assemblage et la résolution
FE sont eﬀectués plusieurs fois, soit environ 5 fois par pas de temps pour ce cas. Sur un
grand nombre de c÷urs, l'assemblage et la résolution FE sont donc très rapides, ce qui
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Domaine 1
Nombre de c÷urs 1 2 4 8 16 32
Assemblage FE (s) 5,25 2,60 1,31 0,64 0,30 0,16
Système linéaire FE (s) 1,46 0,72 0,38 0,16 0,073 0,057
Résolution CA (s) 1,32 0,92 0,60 0,40 0,34 0,29
Domaine 2
Nombre de c÷urs 8 16 32 64 128 256
Assemblage FE (s) 5,11 2,42 1,14 0,57 0,31 0,20
Système linéaire FE (s) 3,55 2,20 0,99 0,47 0,55 1,12
Résolution CA (s) 2,80 1,50 1,07 1,08 1,06 1,06
Table III.10 Temps moyen par macro pas de temps pour l'assemblage des matrices
éléments ﬁnis, la résolution des systèmes linéaires et la résolution de l'algorithme automate
cellulaire. Les valeurs sont moyennées sur 1000 pas de temps, et correspondent aux données
de la ﬁgure III.15.
signiﬁe bien que le problème local géré par chaque c÷ur est trop petit. Notons cependant
que le cluster utilisé pour ces calculs 1 n'a pas permis, à cause de sa taille, de réserver
exclusivement des n÷uds de calcul pour les cas sur 128 et 256 c÷urs. Des interférences
avec d'autres calculs en cours ont donc pu fausser partiellement ces deux mesures. Il faudra
à l'avenir revoir la déﬁnition des deux domaines à la hausse en termes de complexité, et
utiliser un cluster plus conséquent pour ces mesures de temps de résolution. Gardons à
l'esprit que les calculs sur 32 c÷urs du premier domaine et sur 128 et 256 c÷urs du second
domaine ne sont pas représentatifs d'un calcul réel.
Temps CA La résolution automate cellulaire a quant à elle un comportement moins
optimal. Sur le premier domaine, le temps de résolution diminue de façon monotone
jusqu'à 32 c÷urs, où la résolution n'est toutefois que 3,9 fois plus rapide qu'en séquentiel.
L'eﬃcacité est donc de 0,14, ce qui est loin de l'idéal. Pour le deuxième domaine et
sur 16 c÷urs, l'eﬃcacité est aussi bonne que la partie FE (0,93), mais elle diminue très
rapidement par la suite puisqu'à 256 c÷urs, le temps de résolution CA est seulement 2,3
fois plus rapide que sur 8 c÷urs, donc une eﬃcacité de 0,07. À ce niveau, on ne peut pas
dire que la scalabilité du code soit bonne, contrairement à l'étude précédente (section 3.1).
En fait, on constate avec le tableau III.10 que le temps de résolution stagne au-dessus
de 32 c÷urs. Deux aspects inﬂuençant l'eﬃcacité sont à considérer : l'équilibrage de la
charge de calcul entre les c÷urs, et les surcoûts liés aux communications, mais, on l'a
vu avec l'étude sur les temps FE, les communications ne sont pas signiﬁcatives pour les
petits nombres de c÷urs des deux domaines.
L'eﬃcacité sur 16 c÷urs pour le deuxième domaine laisse cependant penser que, là
encore, une partie de la chute d'eﬃcacité vient de la taille trop petite du problème à
résoudre. Entre les deux domaines, la taille de cellule est divisée par deux (donc leur
nombre multiplié par 8). De plus, même si le macro pas de temps est inchangé, le nombre
de micro pas de temps est multiplié par deux. La complexité du problème CA est donc
multipliée environ par 16. Or, le cas sur 16 c÷urs du deuxième domaine est résolu en
un temps équivalent au cas sur 1 c÷ur du premier domaine. De même, le cas sur 32
1. Il s'agit du cluster CEMEF-MINES ParisTech, totalisant à ce jour 1480 c÷urs sur 159 n÷uds.
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c÷urs du deuxième domaine est équivalent au cas sur 2 c÷urs du premier domaine. Il
semble donc qu'il soit diﬃcile d'accélérer la résolution CA en augmentant le nombre de
c÷urs, mais qu'en revanche, pour un temps de calcul donné, la précision de la résolution
puisse être augmentée en utilisant plus de c÷urs. C'est d'ailleurs ce qui est généralement
recherché par l'utilisateur, et qui correspond à l'approche de Gustafson [Gus88]. Des tests
supplémentaires pour des nombres de c÷urs plus importants mériteraient d'être menés,
par exemple sur 256 c÷urs avec une taille de cellule divisée par deux par rapport au
deuxième domaine.
Concernant l'équilibrage de la charge, le partitionnement est également une source
d'étude très riche. Nous avons supposé dans tout ce qui précède qu'un problème CA était
équilibré si le nombre de cellules était le même sur tous les c÷urs de calcul. Or, en réalité,
chaque cellule a un coût qui lui est propre, et on pourrait en particulier distinguer cellules
entièrement liquides, cellules avec enveloppe en train de croître, et cellules non évolutives
(dont l'état est Iν = 2). Sur la ﬁgure III.15, le cas sur deux c÷urs est typique d'une
mauvaise estimation des coûts : il s'agit en eﬀet du cas où le partitionnement est le plus
simple (et donc le meilleur), et où le nombre de cellules à l'interface est le plus réduit.
Or l'eﬃcacité n'est que de 0,68. La ﬁgure III.16 permet d'expliquer ce résultat. Il s'agit
de la dispersion, 1 − xmin/xmax, de plusieurs variables x en fonction du déséquilibre de
la partition, qui est la dispersion sur le poids donné aux éléments et n÷uds du maillage.
Ces valeurs sont mesurées juste après chaque repartitionnement, soit tous les 50 pas
de temps, sur l'intervalle 240-420 s de solidiﬁcation. Le calcul est lancé sur deux c÷urs,
avec des paramètres numériques plus grossiers que le tableau III.9 : lFE = 0,012 m et
lCA = 2 · 10−3 m. Enﬁn, la germination dans le volume a été désactivée, aﬁn qu'elle
n'inﬂuence pas le temps de résolution.
La ﬁgure III.16.a correspond à l'hypothèse qui est faite dans tout le reste de cette
étude, à savoir que le poids de chaque élément dépend linéairement du nombre de cellules
contenues dans cet élément. Logiquement, quand le déséquilibre de la partition est faible
(c'est-à-dire que le poids est bien réparti), le nombre de cellules est également bien réparti
(a.1). De plus, la dispersion sur le nombre de cellules est bien égale au déséquilibre de la
partition. Par contre, le nombre d'appels à la fonction Capture(), qui teste si l'enveloppe
octaédrique englobe une cellule voisine et qui calcule les rayons du nouvel octaèdre, est
très déséquilibré (a.2) : cela est bien sûr dû au fait que l'on ne prenne pas en compte le
type de chaque cellule dans le calcul des poids. Or, cette fonction est très coûteuse, et c'est
sans doute en partie pour cela qu'il n'y a pas de relation linéaire entre le déséquilibre de la
partition et la dispersion sur le temps de calcul (a.3). Cette dispersion indique si la charge
de calcul est bien répartie entre les c÷urs. L'absence de relation, comme on le voit sur la
ﬁgure III.16.a.3, signiﬁe que le poids de chaque élément calculé pour le partitionnement
ne correspond pas au coût réel en termes de temps de calcul. En conséquence, la bonne
répartition de la charge de calcul n'est pas garantie, et l'eﬃcacité chute très rapidement
avec un grand nombre de c÷urs.
La ﬁgure III.16.b reprend le même exemple, mais en calculant le poids uniquement à
partir du nombre d'appels à la fonction Capture(). Le nombre de cellules est logiquement
mal réparti (b.1), et le problème reste le même au niveau du temps de calcul (b.3), bien
qu'une tendance se dessine pour les grands déséquilibres de partition. Le problème semble
d'ailleurs plus diﬃcile à partitionner, ce qui est logique puisque la zone de capture est
plus restreinte que la zone contenant les cellules. Il apparaît donc absolument nécessaire,
pour améliorer l'eﬃcacité de la partie CA, de déterminer une fonction coût représentative
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Figure III.16 Dispersion (1−xmin/xmax) du nombre de cellules, du nombre de tentatives
de capture (i.e. nombre d'appels à la fonction Capture), et du temps de calcul en fonction
du déséquilibre en poids de la partition, sur deux c÷urs. Le poids pour le partitionnement
est attribué (a) aux cellules et (b) à la fonction de capture.
du problème, et qui permette de donner un poids juste à chaque élément du maillage.
Cependant, ce travail est loin d'être simple puisque l'algorithme comprend plusieurs as-
pects, principalement la germination, la croissance, la capture et la rétrocession. Le coût
de chaque aspect est inconnu, et est susceptible de varier selon les cas. Le poids d'un
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élément devra donc a priori dépendre du nombre de cellules, du nombre de sites de ger-
mination, et du nombre d'appels à la fonction Capture(). Par rapport à la méthode des
éléments ﬁnis, le coût de calcul de cette dernière est beaucoup plus prédictif. En eﬀet,
d'après la déﬁnition de la méthode, le nombre de lignes et de colonnes des matrices locales
du système linéaire, et donc le nombre d'opérations à eﬀectuer, dépendent directement
du nombre de n÷uds et d'éléments locaux. En conséquence, la fonction coût est simple,
et si le nombre de n÷uds et d'éléments est bien réparti, l'eﬃcacité parallèle sera bonne (à
condition que le problème soit assez conséquent pour négliger le coût des communications,
ce qui n'était clairement pas le cas sur 128 et 256 c÷urs).
Notons que, d'autre part, l'allocation dynamique présentée ci-dessus permet de réduire
fortement le nombre de cellules considérées à un instant t, en limitant au maximum le
nombre d'éléments activés. Or ce sont ces éléments qui doivent être répartis entre les
c÷urs, donc plus le domaine de calcul se restreint plus le partitionnement est diﬃcile.
Ceci est de plus en plus vrai à mesure que le nombre de c÷urs augmente. Il sera donc
peut-être nécessaire à l'avenir de partitionner le problème automate cellulaire de façon
complètement indépendante du problème éléments ﬁnis. La grille de cellules pourrait par
exemple être découpée en plusieurs domaines, qui ne suivent pas forcément la topologie du
maillage. La diﬃculté essentielle serait alors de pouvoir interpoler facilement et rapidement
les grandeurs calculées aux n÷uds vers les cellules, et inversement. Pour ﬁnir, bien que
cela ait été partiellement fait dans ce travail, une analyse plus ﬁne des temps d'exécution
de chaque partie du code pourrait être eﬀectuée.
Pour ce qui est de l'implémentation actuelle, le calcul parallèle permet de mener à bien
des simulations avec un grand nombre de cellules, puisque la mémoire est relativement
bien partagée, par contre le temps de calcul reste le facteur limitant. D'une manière
générale, l'optimisation des algorithmes (en particulier l'allocation dynamique) permet
de réduire grandement le temps de calcul, mais en contrepartie rend la parallélisation
du code plus complexe et moins eﬃcace. Il aurait été possible d'obtenir de très bonnes
eﬃcacités parallèles en ne faisant aucune allocation dynamique par exemple, mais le temps
de calcul absolu aurait peut-être été plus grand. Il faut donc garder à l'esprit que l'eﬃcacité
présentée ici est calculée par rapport à un algorithme séquentiel très optimisé.
4 Conclusion sur le modèle implémenté
La confrontation des prédictions du modèle CAFE avec des résultats analytiques et
expérimentaux a permis de valider l'implémentation parallèle 3D de l'algorithme automate
cellulaire-éléments ﬁnis. Une première comparaison avec une enveloppe analytique dans un
gradient de température [Gan96] a montré que la procédure de croissance et de capture au
niveau des cellules permettait, notamment grâce à la méthode dite d'octaèdres décentrés,
de s'aﬀranchir de l'anisotropie induite par la grille régulière et de pouvoir considérer des
angles d'Euler quelconques.
Une deuxième comparaison avec l'expérience d'Esaka [Gan94] a été réalisée pour
valider la formation des joints de grains lors de la compétition de croissance. Il a été
notamment mis en avant que la taille de cellules se doit d'être assez petite pour pouvoir
représenter cette compétition, typiquement de l'ordre de quelques λ2.
Le nouvel algorithme de couplage a ensuite été comparé avec une solution 1D donnée
par un modèle de suivi de front [Gan00b]. Cette comparaison a montré l'intérêt de suivre
le développement des enveloppes de grain de plusieurs structures de solidiﬁcation, dendri-
Conclusion sur le modèle implémenté 119
tique et eutectique en l'occurrence. La nouvelle approche consistant à calculer le chemin
de solidiﬁcation aux n÷uds du maillage plutôt qu'aux cellules a permis de retrouver les ré-
sultats précédents de la littérature. Additionnellement, les algorithmes de couplage itératif
complet et explicite ont été testés. Le couplage itératif explicite se révèle être d'un grand
intérêt, de par le faible surcoût en termes de temps de calcul et de mémoire qu'il engendre.
L'accord avec le suivi de front est, avec ce couplage, excellent, et permet de réduire très
fortement les oscillations numériques lors du passage des fronts de structures.
Le couplage aux n÷uds a été également validé sur une expérience de transition colon-
naire équiaxe [Gan00a] modélisée en 3D. Il s'agit de la première application du modèle
CAFE en trois dimensions couplé en énergie. Ce calcul a été rendu possible grâce i - à
l'implémentation parallèle, ii - à l'optimisation du calcul automate cellulaire, notamment
à travers l'allocation dynamique, et iii - à la diminution de la charge de calcul liée au mod-
èle de microségrégation, qui est ici résolu aux n÷uds. Ce modèle 3D a permis de calculer
une structure de grains et une transition colonnaire-équiaxe proches de l'expérience, et
des évolutions de température reproduisant bien les phénomènes de recalescence.
Le couplage avec des modèles de microségrégation plus avancés a été validé par com-
paraison avec les résultats de modèles 1D axisymétriques, microscopique indirect [Gan08]
et macroscopique indirect [Her06]. Les cinétiques de croissance dendritique et eutectique,
et le couplage avec la diﬀusion de soluté dans le solide et le liquide avec les équations de
Wang-Beckermann ont permis de retrouver les résultats de la littérature.
Enﬁn, l'implémentation parallèle a été testée. Sur un faible nombre de c÷urs (<64), les
diverses optimisations ont permis de réduire notablement le temps de calcul. La scalabilité
du code en termes de mémoire est bonne : elle a été validée jusqu'à 256 c÷urs. Par contre,
l'eﬃcacité en termes de temps de calcul pour des problèmes 3D chute assez rapidement,
et l'augmentation du nombre de c÷urs ne permet d'accélérer que très peu le problème
à partir de 32 c÷urs. En revanche, à temps de calcul ﬁxe, l'augmentation du nombre
de c÷urs permet de résoudre des problèmes plus complexes. Ce comportement reste à
conﬁrmer avec des mesures plus représentatives, sur des cas plus importants. Il faudra à
l'avenir améliorer et optimiser de façon plus ﬁne les communications et les algorithmes,




Ce chapitre regroupe trois applications du modèle CAFE : premièrement, sur une
goutte atomisée d'Al-10%pds Cu où les résultats sont comparés avec un modèle champ
de phase. Deuxièmement, le modèle est utilisé pour modéliser un benchmark expérimen-
tal de macroségrégation. Enﬁn, le calcul parallèle est mis en application sur un lingot de
silicium industriel.
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1 Comparaison avec un modèle Champ de Phase
L'objectif est ici de comparer le modèle CAFE avec le modèle champ de phase im-
plémenté dans Micress® [Eik06, Eik09] sur un cas commun de solidiﬁcation dendritique
équiaxe. Le but est d'observer le comportement du modèle CAFE à une petite échelle, de
valider ou inﬁrmer certaines de ses hypothèses de construction, mais également de voir
comment un modèle direct microscopique peut permettre de calibrer un modèle méso-
scopique. Ce genre de comparaison d'une échelle à l'autre est rare dans la littérature, bien
qu'en théorie ces passages semblent naturels (voir p.ex. le tableau I.2). On peut noter le
passage de modèles atomiques (Monte-Carlo, dynamique moléculaire) à des modèles con-
tinus (champ de phase) [Hoy03], mais il s'agit d'utiliser l'énergie de surface et le coeﬃcient
de mobilité pour des modèles à l'échelle supérieure, et non de comparer directement les
prédictions de deux modèles sur un même cas. Mosbah et al. ont, comme cela a été présenté
section III.2.4, comparé le modèle CAFE (macroscopique direct) au modèle d'Heringer et
al. (macroscopique indirect) sur une goutte atomisée de 125µm de rayon [Mos10, Her06].
Le modèle CAFE a également déjà été comparé à des modèles microscopiques indirects,
par exemple dans la section III.2.3 de ce document.
Par contre, le modèle CAFE n'a jamais fait l'objet d'une comparaison avec un mod-
èle microscopique direct (tel le champ de phase). Les comparaisons automate cellulaire-
champ de phase de la littérature concernent uniquement le modèle automate cellulaire
microscopique, dont un exemple est donné à la ﬁgure I.9 [Yin11, Cho12].
1.1 Déﬁnition du cas-test
Le problème principal de cette comparaison est la déﬁnition d'un cas-test, qui soit
suﬃsamment petit pour être géré par le champ de phase, mais suﬃsamment grand pour
que les hypothèses du modèle CAFE (prise de moyenne, etc.) aient un sens.
Paramètre Symbole Valeur Unité
Énergie de surface σ0 2,45 · 10−1 J m−2
Coeﬃcient d'anisotropie statique εσ
r
0,288 -
Coeﬃcient d'anisotropie cinétique εM 0,10 -
Diﬀusion de Cu dans l'Al liquide Dl 4,37 · 10−9 m2 s−1
Diﬀusion de Cu dans l'Al solide Ds 0,0 m2 s−1
Surfusion de germination ∆Tnucl 10,0 K
Conditions initiales / aux limites :
Composition nominale en Cu w0 10,0 %pds
Température initiale T0 890 K
Flux de chaleur Jvol −1,91 · 109 J m−3 s−1
Table IV.1 Paramètres pour le cas-test commun champ de phase-CAFE. Les autres
données physiques sont les mêmes que dans le tableau III.6.
Le cas-test déﬁni ici se base sur une expérience d'atomisation d'une goutte d'Al-
10%pds Cu [Her06], déjà présentée plus haut (section III.2.4). Pour simpliﬁer le prob-
lème, un seul grain est supposé germer au centre du domaine, ce qui permet de réduire
l'étude à un huitième de sphère par symétrie. La taille expérimentale des gouttes, 250µm
de diamètre, est relativement grande pour un calcul champ de phase 3D. Aussi, deux
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cas seront étudiés : une goutte de 39µm de rayon, et une goutte de 125 µm de rayon.
Bien que le cas 3D soit le plus intéressant, des calculs 2D seront également menés. La
vitesse de refroidissement a cependant été réduite par rapport aux −2000 K s−1 expéri-
mentaux à −637 K s−1. Le problème est qu'une forte vitesse de refroidissement entraîne
une microstructure très ﬁne, et en particulier un rayon de pointe de dendrite très petit.
Or, les prédictions du champ de phase ne sont quantitatives que si la taille de la grille est
suﬃsamment petite pour avoir une bonne déﬁnition de la courbure, qui est maximale au
niveau de la pointe.
Les paramètres du cas-test sont donnés dans le tableau IV.1. Les propriétés thermo-
dynamiques ont été simpliﬁées pour faciliter la comparaison. Notons que le modèle champ
de phase implémenté dans Micress® est isotherme, la conductivité thermique n'est donc
utilisée que dans le modèle CAFE. Il sera montré plus loin que la résolution de la diﬀu-
sion de la chaleur n'a aucune inﬂuence sur les résultats, ce qui est logique étant donné la
taille très réduite du domaine. Le ﬂux de chaleur imposé Jvol est volumique, c'est-à-dire
qu'il apparaît directement dans le second terme de l'équation II.1. La convection étant




−∇ · (〈κ〉∇T ) = Jvol (IV.1)
L'énergie de surface et les coeﬃcients d'anisotropie sont quant à eux utilisés uniquement
dans le modèle champ de phase, comme expliqué ci-dessous.
1.2 Convergence
Ici sont identiﬁés les paramètres numériques susceptibles d'inﬂuencer les résultats des
deux modèles. Une étude de convergence sur ces paramètres est eﬀectuée.
Modèle Champ de phase
Le modèle champ de phase peut se résumer, pour un alliage binaire et deux phases et
moyennant certaines hypothèses [Eik09], à l'équation :
∂φ
∂t
= −Mφ [b∆G− σrKφ] (IV.2)
b et Kφ étant déﬁnis par la forme de φ à l'interface. Dans cette équation se trouvent la
mobilité du champ de phase,Mφ, et la rigidité de l'interface, σr. L'anisotropie de ces deux
grandeurs est traitée comme suit :




où σ0 est donné dans le tableau IV.1, et aM et aσ
r
les fonctions d'anisotropie déﬁnies pour
un matériau cubique par [Nap02, Eik06] :
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aσ
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avec εM et εσ
r
les coeﬃcients d'anisotropie donnés dans le tableau IV.1. Le coeﬃcient
Mφ0 peut en théorie être relié au coeﬃcient de mobilité, mais les contraintes numériques
font qu'il est souvent impossible de considérer une valeur assez grande pour être physique.
Aussi, une étude sur Mφ0 est nécessaire pour atteindre une convergence. La taille des cel-
lules de la grille champ de phase, notée lCA par analogie avec la grille automate cellulaire,
doit également être considérée. En eﬀet, le modèle champ de phase introduit une inter-
face diﬀuse, dont l'épaisseur est notée WPF . Or, pour résoudre correctement la courbure
de l'interface, cette épaisseur doit être relativement petite par rapport à une longueur
dite capillaire. Le point critique est évidemment la pointe de dendrite, où la courbure
est maximale. Des analyses empiriques ont montré que la condition WPF < 0,2r permet
généralement d'avoir une déﬁnition suﬃsante de la pointe [Ech04]. Dans toutes les simu-
lations qui suivent, la taille de l'interface a été ﬁxée à 5 cellules, i.e. WPF = 5lCA. Étudier
la convergence sur lCA revient donc directement à étudier la convergence sur WPF . Enﬁn,








































Paramètres sélectionnés : 2D / R = 39 µm2D / R = 125 µm
3D / R = 39 µm
3D / R = 125 µm
+
+
Figure IV.1 (a) Erreur moyenne sur la température par rapport au cas de référence
pour 0,1 s de solidiﬁcation en fonction du coeﬃcient de mobilité, Mφ0 , et de la taille de la
grille, lCA, et (b) temps de résolution correspondant. Le cas de référence correspond à la
plus grande mobilité et la plus petite taille de grille. Les autres paramètres sont donnés
dans la table IV.2. Les paramètres numériques sélectionnés pour les diﬀérentes simulations
champ de phase sont indiqués sur le graphique, bien que cette analyse de convergence n'ait
été réalisée que pour le cas 2D / R = 39 µm.
Étant donnée la déﬁnition du cas-test, il n'y a pas de régime stationnaire atteint au
cours de la solidiﬁcation, en particulier à cause du fait que le domaine soit de dimension
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ﬁnie. Il n'est donc pas possible de comparer les résultats champ de phase à une solution
analytique, par exemple. Dans cette étude, il a été choisi de présenter systématiquement
l'inﬂuence des diﬀérents paramètres numériques et des propriétés physiques sur la tem-
pérature : en eﬀet, son évolution découle de quasiment tous les phénomènes (vitesse de
croissance, ségrégation, etc.) et permet de les résumer de manière concise. Aussi, pour
étudier la convergence des résultats, le cas avec les paramètres numériques les plus ﬁns
(taille de grille petite, lCA = 0,03 µm, et mobilité élevée, M
φ
0 = 0,4 cm
4 J−1 s−1) est con-
sidéré convergé. Pour les autres jeux de paramètres, l'erreur sur la température prédite
est calculée pour la 0,1 première seconde de solidiﬁcation, correspondant à la propagation
dendritique dans la totalité du domaine, et moyennée sur un échantillon de 100 points.
Vu les temps de calcul, cette étude n'a pu être faite qu'en 2D, sur la plus petite goutte
(R = 39 µm).
Les résultats sont reportés sur la ﬁgure IV.1, ainsi que les temps de calcul correspon-
dants. On peut constater que, pour une taille de cellule assez petite, il y a bien convergence
quandMφ0 augmente. Par contre, si lCA est trop petit, on observe une divergence. De façon
analogue, en ﬁxant Mφ0 assez grand, une convergence apparaît en fonction de lCA. Il est
aussi intéressant de noter que l'on observe des minimums locaux avec une erreur moyenne
relativement faible, malgré des paramètres numériques grossiers (par exemple pour toute
la série Mφ0 = 0,05 cm
4 J−1 s−1). Au niveau des temps de calcul, il est clair que la taille
de la grille lCA a la plus grande inﬂuence, et sera le facteur limitant dans les simulations
3D. Malheureusement, comme discuté juste au-dessus, une taille de cellule trop grossière
ne permet pas d'atteindre une convergence sur Mφ0 . Il sera donc nécessaire d'utiliser les
minimums locaux. Les paramètres sélectionnés pour les diﬀérentes simulations (2D / 3D
et 39 / 125 µm) sont identiﬁés sur le graphe et reportés dans le tableau IV.2. Notons que
cette ﬁgure de convergence est susceptible de changer pour les autres simulations, cepen-
dant le temps de calcul, surtout en 3D, est prohibitif. Nous reviendrons plus loin sur la
convergence des simulations 3D par rapport au rayon de la pointe, section 1.4.
Modèle CAFE
Paramètres numériques Comme cela a été introduit auparavant, les trois paramètres
numériques clés du modèle CAFE pouvant avoir une inﬂuence sur les résultats sont le pas
de temps macroscopique, ∆t, la taille de cellule, lCA, et la taille de maille, lFE. De façon
analogue au champ de phase, la convergence vis-à-vis de ces trois paramètres a été étudiée
par rapport aux résultats obtenus avec des paramètres ﬁns (∆t, lCA et lFE petits).
Les résultats sont donnés à la ﬁgure IV.2. L'étude est menée sur le cas 3D, pour
R = 125 µm. Pour chaque paramètre étudié, les autres paramètres sont ﬁxés aux valeurs
données dans le tableau IV.2, qui correspondent aux valeurs sélectionnées par la suite pour
les simulations. Ces valeurs sont indiquées sur la ﬁgure IV.2 par les symboles vert, rouge et
bleu. Puis, pour le paramètre étudié, la plus petite valeur est considérée comme convergée.
L'erreur moyenne sur la température est calculée comme pour le champ de phase. Par
rapport à l'étude de convergence du champ de phase, on constate que globalement cette
erreur est beaucoup plus faible dans les gammes de paramètres choisies. Le pas de temps
a la plus grande inﬂuence sur les résultats, comme cela a déjà été constaté au chapitre
précédent.
Pour le cas R = 39 µm, le même type d'étude a été mené. Vu les temps de calcul très
réduits par rapport au champ de phase, il est possible avec le modèle CAFE d'atteindre
une convergence sur tous les cas, même en 3D. Avec le modèle champ de phase, seul le
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Figure IV.2 Erreur moyenne sur la température prédite par le modèle CAFE par
rapport aux cas de référence pour 0,1 s de solidiﬁcation, en fonction du pas de temps, de
la taille de maille et de la taille de cellule. Les cas de références correspondent aux plus
petites valeurs pour le paramètre étudié, les autres paramètres étant ﬁxés à ceux donnés
dans le tableau IV.2 pour le cas 3D / R = 125 µm et mis en évidence par des symboles.
cas 2D / R = 39 µm a pu donner lieu à une étude de convergence.
Diﬀusion thermique Le modèle champ de phase utilisé dans cette comparaison est
isotherme, contrairement au modèle CAFE où la résolution de la conservation de l'énergie
considère la diﬀusion thermique. Aﬁn de vériﬁer que cette diﬀérence n'a pas d'inﬂuence
sur les résultats, l'algorithme de résolution CAFE a été partiellement modiﬁé. Dans un
premier temps, la variation d'enthalpie est calculée à chaque n÷ud du maillage avec
ρ0∂ 〈H〉 /∂t = Jvol. À partir de cette enthalpie et des fractions de zones données par
l'automate cellulaire, les fractions de phases et la température sont calculées à chaque
n÷ud, avec l'équation II.48. À ce stade, la température peut varier d'un point à l'autre






avec V volume total du domaine. Cette température est ensuite imposée en chaque n÷ud
du maillage. Enﬁn, l'enthalpie est recalculée pour satisfaire cette température et les frac-
tions de phases présentes : 〈H〉 = CpT + gLIQL. Cette procédure revient à imposer un
coeﬃcient de diﬀusion thermique inﬁni.
Avec cette approche, la diﬀérence moyenne sur la température prédite sur 0,1 s de
solidiﬁcation est, par rapport au cas standard utilisant les coeﬃcients de diﬀusions donnés
dans le tableau III.6, de 0,06K sur la goutte 3D / R = 125 µm. Cette très faible diﬀérence
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vient du fait que le domaine est petit par rapport aux longueurs de diﬀusion thermique, et
qu'en conséquence, l'approximation d'un domaine isotherme est justiﬁée. Par la suite, les
calculs CAFE seront eﬀectués avec la résolution classique de la conservation de l'énergie
(équ. IV.1).
Paramètre Symbole CAFE PF Unité
2D / R = 39 µm
taille de cellule lCA 2,5 · 10−7 3 · 10−8 m
taille de maille lFE 1,8 · 10−6 - m
mobilité Mφ0 - 4 · 10−9 m4 J−1 s−1
2D / R = 125 µm
taille de cellule lCA 10−6 6 · 10−8 m
taille de maille lFE 5,8 · 10−6 - m
mobilité Mφ0 - 4 · 10−9 m4 J−1 s−1
3D / R = 39 µm
taille de cellule lCA 2,5 · 10−7 1,2 · 10−7 m
taille de maille lFE 1,8 · 10−6 - m
mobilité Mφ0 - 5 · 10−10 m4 J−1 s−1
3D / R = 125 µm
taille de cellule lCA 10−6 5 · 10−7 m
taille de maille lFE 5,8 · 10−6 - m
mobilité Mφ0 - 5 · 10−10 m4 J−1 s−1
Pas de temps ∆t 10−5 10−10 - 0,1 s
Épaisseur de l'interface WPF variable 5lCA m
Espacement primaire λ1 cf. discussion - m
Espacement secondaire
R = 39 µm λ2 5,5 · 10−6 - m
R = 125 µm λ2 10−5 - m
Table IV.2 Paramètres numériques sélectionnés pour les modèles CAFE (correspondant
pour le cas 3D / R = 125 µm aux grands symboles bleu, rouge et vert de la ﬁgure IV.2)
et champ de phase (correspondant aux symboles noir, rouge, bleu et magenta de la ﬁgure
IV.1).
1.3 Microstructure
La ﬁgure IV.3 représente l'évolution de la microstructure telle que prédite par le modèle
champ de phase, en deux et trois dimensions, pour les gouttes de 39 et 125 µm de rayon, à
diﬀérents temps de solidiﬁcation. Pour les cas 3D, une coupe est également donnée selon
le plan (Oyz). Sur les images 2D et les coupes, la zone noire représente le solide et la zone
blanche le liquide. Sur les images 3D, la surface grise représente l'interface solide-liquide.
Constatons en premier lieu un changement notable entre les simulations 2D et 3D,
qui s'explique par une diﬀérence entre la cinétique de croissance et les ﬂux de diﬀusion.
Le modèle CAFE se base quant à lui sur une cinétique de pointe 3D (même en deux
dimensions), il sera donc peu représentatif de comparer les simulations 2D. Les résultats
champ de phase de la ﬁgure IV.3 montrent également une structure plus ramiﬁée sur la
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Figure IV.3 Microstructure prédite par le modèle champ de phase pour les deux tailles
de domaine. Des coupes sont données selon le plan (Oyz) pour les simulations 3D. La
zone noire correspond au solide.
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goutte de 125 µm que sur la goutte de 39 µm. Nous reviendrons plus tard sur les raisons
physiques de cette diﬀérence, mais deux choses sont à noter ici : d'une part, le fait d'avoir
une taille de cellule plus grande ou/et une mobilité plus faible introduit un bruit numérique
qui facilite les branchements dendritiques. Il serait donc intéressant d'étudier le nombre
de bras secondaires en fonction de lCA et M
φ
0 , sur le cas 2D / R = 125 µm par exemple.
D'autre part, sur toutes les simulations, la solidiﬁcation peut être séparée en trois
étapes : d'abord, les bras primaires croissent très rapidement pour atteindre le bord du
domaine, où ils sont stoppés. En même temps, l'interface se déstabilise et des bras sec-
ondaires apparaissent. Ensuite, ces bras secondaires croissent et certains arrivent à sortir
de la couche de soluté et à se développer au détriment des autres. Enﬁn, quand les bras
secondaires arrivent à proximité d'autres bras, ils stoppent leur croissance et une solidiﬁ-
cation par maturation commence.
La ﬁgure IV.4 montre l'enveloppe de grain prédite par le modèle CAFE, pour les
mêmes cas et aux mêmes temps que le champ de phase. Les valeurs de λ1 et wl∞ seront
discutées plus loin. Sur les vues 2D, les zones grises correspondent à l'interface de la
zone pâteuse, c'est-à-dire où 0 < g(1)∗ < 1. Les zones noires correspondent à une zone
pâteuse sans liquide libre, g(1)∗ = 1. Enﬁn les zones blanches correspondent au liquide,
g(1)∗ = 0. On visualise ici concrètement la frontière diﬀuse et son épaisseur WCA. Sur les
vues 3D, la surface grise correspond à l'interface F (1)0 , c'est-à-dire la limite où g
(1)∗ = 0.
La comparaison avec la microstructure du champ de phase peut se faire en relevant la
position des pointes des bras primaires.
Les temps de calcul sont également indiqués sur les ﬁgures IV.3 et IV.4. Bien que les
nombres de c÷urs ne soient pas les mêmes, et que le matériel informatique soit diﬀérent,
le modèle CAFE est entre 15 et 200 fois plus rapide que le modèle champ de phase. Dans
ces conditions, on comprend aisément les compromis à faire lors du choix des paramètres
du champ de phase, lCA et M
φ
0 . Notons que les paramètres numériques choisis pour les
simulations CAFE sont ﬁns par rapport à l'erreur induite. D'après la ﬁgure IV.2, une
taille de cellule deux fois plus grande (2 µm) et un pas de temps dix fois plus important
(10−4 s) seraient acceptables si on compare l'erreur estimée (<0,1K) aux erreurs sur les
simulations PF (de l'ordre de 1K, voir ﬁg. IV.1). Avec ces paramètres, la solidiﬁcation
de la goutte 3D de 125 µm de rayon a pris 48min sur 16 c÷urs avec le modèle CAFE,
soit 280 fois plus vite que le champ de phase à nombre de c÷urs équivalent. L'erreur par
rapport aux paramètres sélectionés dans le tableau IV.2 est en moyenne / au maximum
de 0,03 / 0,10K sur la température, de 0,015 / 0,05%pds sur la composition moyenne du
solide, et de 10−4 / 3 · 10−4 sur la fraction de solide. Ces erreurs sont bien plus faibles que
l'incertitude sur les calculs champ de phase.
1.4 Calibrage du modèle CAFE
Le but de cette comparaison est bien sûr de valider le modèle CAFE, mais également de
voir comment les modèles aux échelles inférieures peuvent aider à calibrer les paramètres
physiques ou numériques. Les résultats sont essentiellement donnés pour le domaine 3D
de rayon 125µm, pour la raison qu'il s'agit du cas où les approximations du modèle CAFE
sont susceptibles d'être les plus justiﬁées.
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Figure IV.4 Enveloppe de grain prédite par le modèle CAFE, avec λ1 = R/2 et wl∞ =
w0. La zone noire correspond à la zone complètement pâteuse (g(1) = 1) et la zone grise
à la frontière (0 < g(1) < 1).




























































Figure IV.5 Méthode de détermination du rayon de la pointe de dendrite primaire à
partir des résultats champ de phase 3D, pour (a) le domaine de 39µm à t = 15 ms et (b)
le domaine de 125 µm à t = 30 ms.
Inﬂuence de σ∗
La constante de stabilité σ∗ est un paramètre important du modèle CAFE puisqu'elle
détermine la cinétique de croissance dendritique. La valeur standard utilisée dans la lit-
térature a déjà fait l'objet de nombreuses discussions. Le modèle champ de phase apporte
ici des indications intéressantes puisqu'il est possible d'extraire σ∗ des prédictions de la
microstructure. Pour cela, la vitesse, le rayon et la composition doivent être mesurés au
niveau de la pointe du bras primaire. Composition et vitesse sont directement données.
Par contre, la détermination du rayon n'est pas directe. L'approche utilisée ici est un
ajustement de la forme de l'interface au niveau de la pointe, de manière analogue à la
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littérature [Ste08]. La courbure est considérée comme étant la même dans toutes les direc-
tions au niveau de la pointe. La détermination de la courbure 3D revient donc à calculer
la courbure sur un plan de coupe 2D quelconque, passant par la pointe et contenant
la direction [100]. Le plan Oxy est choisi ici, qui correspond au plan cristallographique
(110) du grain. Puis, les points situés à l'interface solide-liquide sont identiﬁés. Celle-ci est
déﬁnie par φ = 0,5. Pour chaque rangée de cellules (y constant), la position de l'interface
est déterminée, de sorte que φ = 0,5 à cette position. La valeur de φ aux cellules n'étant
jamais exactement égale à 0,5, une interpolation linéaire entre le centre des cellules est
eﬀectuée pour trouver la position précise de l'interface. La même procédure est appliquée
pour chaque colonne de cellules (x constant). Un exemple de l'ensemble des points trouvés
de cette manière est reporté sur la ﬁgure IV.5 pour le domaine de (a) 39 µm et (b) 125 µm
de rayon. La vue 3D de l'interface est donnée à gauche, tandis que l'ensemble des points
à l'interface sur le plan Oxy est donné en noir à droite.
Un algorithme est ensuite mis en place pour ajuster une parabole à la forme de la
pointe de dendrite. Cette méthode requiert, de même que les précédentes approches de la
littérature [Ste08], de tronquer l'interface à une certaine distance de la pointe. Un sous-
ensemble de points est sélectionné parmi les points de l'interface identiﬁés, de telle sorte
que y > ymax − 3r0, où ymax est l'ordonnée de la pointe de dendrite, et r0 = 5 µm une
estimation du rayon maximal. Ceci permet de se restreindre grossièrement à la partie
de l'interface à ajuster. Puis, ce sous-ensemble de points est approché par une parabole
d'équation :
y = c0 + c1x
2 (IV.8)
où les coeﬃcients c0 et c1 sont déterminés par la méthode des moindres carrés. Le rayon
de la pointe correspondant est alors déduit : r1 = −1/2c1. Puis, ce rayon est utilisé pour
aﬃner le sous-ensemble de points sélectionnés, de telle sorte que y > ymax − kr1, où k est
initialisé à 2. Ce nouveau sous-ensemble est à nouveau ﬁtté par une parabole, et la somme
des carrés des résidus, χ2, est évalué par la méthode des moindres carrés. Un critère sur χ2
est instauré, de manière à ce que si χ2 > ε, la valeur de k est diminuée, un nouveau sous-
ensemble de points déterminé, et un nouveau ﬁt eﬀectué. Quand la condition χ2 < ε est
atteinte, l'ajustement du sous-ensemble de points par une parabole est considéré correct, et
le rayon de la pointe de dendrite calculé. La valeur de ε a été ici arbitrairement ﬁxée à 0,5.
La ﬁgure IV.5 présente le dernier sous-ensemble de points sélectionnés pour l'ajustement,
ainsi que la valeur du rayon calculé et la courbe parabolique correspondante. On constate
premièrement que le ﬁt sur le domaine de 39µm de rayon (a) est assez représentatif de la
forme de la pointe. Par contre, sur le domaine de 125 µm de rayon (b), le nombre de points
sélectionnés est très faible, ce qui indique qu'il est ici diﬃcile d'approcher la pointe de
dendrite par une parabole. On peut imputer cela à la taille de cellule, qui est trop grossière
pour avoir une bonne déﬁnition de la pointe. La méthode d'ajustement présente également
une incertitude numérique due à la sélection des points à ajuster, qu'il est diﬃcile d'évaluer
correctement. Sur le cas de la ﬁgure IV.5.a, la portion d'interface sélectionnée est égale à
environ deux fois r0 (soit les valeurs initiales de k et r1). L'incertitude sur r obtenue en
faisant varier k de 1 à 3 est d'environ ±15%.
Les rayons calculés sur la ﬁgure IV.5 sont respectivement 0,77 et 1,39 µm pour les
domaines de 39 et 125µm, aux temps 15 et 30ms, respectivement. Comme on le voit sur
la vue 3D, ces rayons sont calculés au moment de la croissance initiale des bras primaires,
c'est-à-dire quand les rayons sont a priori les plus petits. Or, la taille de cellule pour
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les deux domaines est respectivement de 0,12 et 0,5 µm, ce qui correspond à des tailles
d'interface de 0,6 et 2,5 µm. On est ici loin de la valeur empirique de convergence donnée
plus haut, qui voudrait queWPF < 0,2r, et donc que l'interface ait une épaisseur inférieure
à 0,12 et 0,278µm pour les domaines de 39 et 125µm de rayon respectivement, soit
avec 5 cellules dans l'interface une taille de cellule de 0,024 et 0,056 µm, respectivement.



























































Figure IV.6 Évolution du rayon de la pointe et de σ∗ d'après les prédictions champ de
phase 3D, pour (a) la goutte de 39 µm de rayon et (b) la goutte de 125 µm de rayon.
Il faut néanmoins remarquer que l'exemple de la ﬁgure IV.5 est donné à des temps
où le rayon est petit et la vitesse élevée. La ﬁgure IV.6 montre pour les deux domaines
3D l'évolution du rayon de la pointe et de σ∗ en fonction du temps, calculé d'après r, v,
wl s/l donnés par le champ de phase et l'équation II.34. L'épaisseur de l'interface, WPF ,
est tracée, ainsi que la limite 5WPF . Il est clair que la condition WPF < 0,2r n'est pas
respectée jusqu'à 0,05 s environ, qui correspond au moment où la pointe primaire atteint le
bord du domaine et où son rayon augmente rapidement. Dans toute la phase de croissance
initiale, on ne peut donc pas présumer du caractère quantitatif de ces résultats.
Concernant σ∗, la valeur prédite est non constante et s'accorde peu avec la valeur
théorique de (4pi2)−1. Bien que des observations similaires aient été faites dans la littéra-
ture [Mul11], deux autres problèmes majeurs se posent ici dans la détermination de σ∗.
Premièrement, les résultats (rayon, vitesse, etc.) n'étant pas quantitatif, la valeur de σ∗
calculée à partir de ces résultats ne peut être quantitative. Deuxièmement, on se place
dans un cas de solidiﬁcation rapide (−637 K s−1), peu approprié au modèle de croissance
qui suppose un régime stationnaire. La valeur de σ∗ calculée ici n'a donc pas vraiment de
sens physique, et doit être vue comme une variable d'ajustement servant à retrouver les
résultats (non convergés) du champ de phase.
La ﬁgure IV.7 montre les prédictions CAFE comparées au champ de phase pour le
domaine 3D le plus grand (R = 125 µm), en fonction de σ∗. On constate que σ∗ inﬂuence
surtout la surfusion (ou le temps) à laquelle la recalescence commence. La forme de la
courbe après cet instant est quasiment la même quel que soit σ∗. La valeur standard donne
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Figure IV.7 Évolution sur le domaine 3D / R = 125 µm de (a) la température et (b) la
position de la pointe primaire selon l'axe des x telles que prédites par le champ de phase
et le modèle CAFE pour diﬀérentes valeurs de σ∗, avec λ1 = R/2 et wl∞ = 〈w〉.
une recalescence et une croissance beaucoup trop rapide, la surfusion prédite est de 2,6K
plus faible pour le modèle CAFE. Le meilleur accord est obtenu pour σ∗ = 0,0095, ce qui
s'approche de la valeur moyenne mesurée sur la courbe IV.6.b. C'est donc cette valeur qui
sera utilisée dans la suite de l'étude pour le domaine de 125µm. On l'a vu, le caractère
quantitatif des résultats champ de phase ne peut être assuré avec certitude, et l'ajustement
de σ∗ n'est a priori nécessaire qu'à cause de l'erreur commise sur le champ de phase. Ceci
devra faire l'objet d'analyses futures plus détaillées. C'est notamment pour cette raison
que dans toutes les autres applications, la valeur standard (4pi2)−1 sera utilisée.
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Inﬂuence de λ1
L'espacement dendritique primaire est utilisé dans le modèle CAFE à deux niveaux :
i - pour calculer la fraction d'enveloppe, ce qui est décrit dans II.3.3, et ii - pour calculer les
surfaces d'échanges dans les équations de Wang-Beckermann. Dans le cas présenté ici, λ1
ne peut être rigoureusement déﬁni puisqu'un seul grain équiaxe croît. On pourrait assimiler
l'interaction avec les bords du domaine comme celle prenant place avec un autre grain,
et il vient alors λ1 = 2R. En réalité, comme λ1/2 correspond également au maximum
de croissance des branches secondaires (et tertiaires) dans le modèle CAFE, et que les
branchements sont possibles instantanément dès la capture d'une cellule, le λ1 numérique
ne correspond ici pas exactement au λ1 physique. Il est clair que d'après les prédictions
du champ de phase, les branches secondaires ne peuvent se développer que d'une grandeur
comprise entre environ R/2 et R/4.

















 Champ de phase
 CAFE,  = R / 2
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Figure IV.8 Évolution de la température sur le domaine 3D / R = 125 µm telle que
prédite par le champ de phase et le modèle CAFE pour diﬀérentes valeurs de λ1, avec
wl∞ = w0.
La ﬁgure IV.8 présente l'inﬂuence de λ1 sur les prédictions CAFE. Un grand λ1 signiﬁe
une épaisseur de la frontière liquide libre-zone pâteuse,WCA, plus grande. En conséquence,
dans la première partie de la solidiﬁcation, la fraction de zone pâteuse (1) sur tout le
domaine est moins importante, ainsi que la fraction de solide, ce qui se traduit sur la
courbe IV.8 par une recalescence prenant place plus tard dans le temps.
Un meilleur accord avec le champ de phase est obtenu pour λ1 = R/2, ce qui est
logique vis-à-vis de la discussion ci-dessus. La valeur de λ1 a déjà été identiﬁée comme
étant critique pour les résultats [Mos10], mais son inﬂuence n'a pu être comparée qu'à
d'autres modèles moyens. L'intérêt ici est de pouvoir relier λ1 à la microstructure du
champ de phase. On peut cependant imaginer que sa valeur soit assez diﬃcile à calibrer
pour des cas importants, où λ1 varie certainement d'un point à l'autre du lingot.
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Inﬂuence de wl∞
Un problème récurrent dans l'implémentation de la cinétique de croissance de type
Ivantsov est la composition dans le liquide loin de l'interface, wl∞. Cette dernière cor-
respond à la composition vue par la pointe de dendrite lors de son développement, et
déﬁnit la sursaturation locale par l'équation II.27. Dans les modèles de champ de phase
mésoscopique, la composition wl∞ est prise à une distance ﬁxée de l'interface. Dans le
modèle CAFE, la composition moyenne au centre de la cellule, 〈w〉, est généralement
utilisée, mais cette hypothèse a déjà fait l'objet de discussions par le passé [Mos10]. En




〉l0 . Dans cette étude, nous nous restreindrons aux deux cas limites
qui sont la composition moyenne, 〈w〉, et la composition nominale de l'alliage, w0.
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0
Figure IV.9 Évolution de la température sur le domaine 3D / R = 125 µm telle que
prédite par le champ de phase et le modèle CAFE pour diﬀérentes valeurs de wl∞, avec
λ1 = R/2.
La ﬁgure IV.9 donne l'évolution de la température selon ces deux hypothèses. On
constate que le choix de wl∞ n'a pas d'inﬂuence sur la première partie de la courbe (et
notamment la surfusion maximale), mais change notablement l'évolution de T par la suite.
Si nous prenons pour critère la température maximale sur la courbe, le meilleur accord
est ici obtenu avec wl∞ = w0, qui donne une recalescence plus importante.
Si le choix de wl∞ n'inﬂuence pas la surfusion et la recalescence initiale, c'est que la
croissance de la pointe primaire n'est quasiment pas aﬀectée par ce choix : en fait, à cause
de la frontière diﬀuse, la fraction solide au niveau de la pointe est très faible, donc la
composition est très proche de la composition nominale. Par contre, dans l'épaisseur de
la frontière, 〈w〉 varie fortement. La cinétique calculée en prenant wl∞ = w0 ne sera pas
inﬂuencée par cette ségrégation, tandis que wl∞ = 〈w〉 entraînera un ralentissement de la
croissance des pointes dans l'épaisseur de l'enveloppe, à cause de l'accumulation de soluté
dans le liquide. L'augmentation de la fraction solide sera logiquement plus lente et la
recalescence moindre. Le choix de prendre la composition moyenne 〈w〉 est physiquement
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plus justiﬁé pour tenir compte d'un enrichissement du liquide devant les pointes, mais
on constate clairement que l'accord avec le champ de phase est moins bon ici. La théorie
nécessite en fait l'utilisation du gradient de soluté à la pointe, grandeur qui ne peut être
extraite du calcul CAFE. Il est diﬃcile de conclure sur ce point, notamment à cause de
l'échelle qui est très diﬀérente des échelles de calcul habituelles du modèle CAFE : avec
des tailles de cellule de 100µm, ce qui constitue normalement une limite basse, il suﬃrait
d'une dizaine de cellules pour englober toute la goutte ! La composition moyenne 〈w〉 au
niveau d'une cellule serait alors bien sûr proche de la composition nominale de l'alliage.
D'autres tests mériteraient ici d'être menés, en particulier en considérant la compo-
sition moyenne sur le liquide extradendritique, mais il sera de toute manière diﬃcile de
transposer ces résultats à l'échelle normalement utilisée dans les simulations CAFE, c'est-
à-dire à l'échelle de la structure des grains d'un lingot.
Inﬂuence de λ2
Dans les résultats précédents, la diﬀusion dans le solide est ignorée. Par contre, dans le
cas où les équations de Wang-Beckermann sont résolues avec de la diﬀusion à l'état solide
(Ds 6= 0), l'espacement interdendritique secondaire λ2 doit être explicitement spéciﬁé pour
calculer la surface d'échange s1/l1 (équ. II.69) et la longueur de diﬀusion (équ. II.70). Le
modèle champ de phase peut donner de précieuses informations à ce niveau, puisqu'aucune
hypothèse n'est faite dans ce modèle concernant λ2.
























 2D / R = 39µm
 2D / R = 125µm
 3D / R = 39µm
 3D / R = 125µm
Figure IV.10 Espacement dendritique secondaire λ2 moyen prédit par les simulations
champ de phase.
La ﬁgure IV.10 présente l'évolution de λ2 au cours des simulations. Ce sont des
moyennes obtenues par analyse d'image des résultats champ de phase : pour les domaines
2D, il s'agit simplement d'une moyenne à diﬀérents temps sur les distances entre le centre
des bras secondaires. Pour les domaines 3D, deux mesures ont été recoupées : d'une part,
la même méthodologie qu'en 2D est utilisée sur les plans {100}. D'autre part, des coupes
parallèles aux plans {100} ont été analysées : le centre de chaque bras est identiﬁé, et
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la distance minimale avec les autres centres calculée. On observe sur la ﬁgure IV.10 une
rapide augmentation systématique de λ2, avant une stabilisation. L'augmentation corre-
spond à la sélection initiale des bras secondaires. Ici, on trouve λ2 = 5,5 · 10−6 m pour le
domaine de 39µm, et 10−5 m pour le domaine de 125µm (tableau IV.2).



























Ra / R (-)
 Ds = 0 m2 s-1
 Ds = 6,8 x 10-13 m2 s
<100>
Figure IV.11 Composition moyenne du solide sur le domaine 3D / R = 125 µm prédite
par le modèle CAFE le long des directions <100>, <110> et <111>, au temps t = 0,3 s,
en fonction de la distance au centre du domaine normalisée, Ra/R, avec et sans diﬀusion
à l'état solide. Dans le cas avec diﬀusion, l'espacement interdendritique secondaire est ﬁxé
à 10−5 m.
La ﬁgure IV.11 montre un exemple de résultats pour le modèle CAFE avec et sans
diﬀusion dans le solide, pour le domaine 3D / R = 125 µm et au temps t = 0,3 s. La
composition moyenne du solide, 〈ws1〉s1 , est tracée selon les directions (100), (110) et
(111). Il est d'ailleurs intéressant de noter que le premier solide formé au centre du domaine
(Ra/R proche de 0) a une composition plus élevée que le solide formé à l'extérieur de la
goutte (Ra/R = 0,7 par exemple). Ceci est contraire à l'équilibre thermodynamique, et
s'explique par la surfusion de germination et la recalescence, qui font que le solide se forme
à une température plus basse au centre qu'à l'extérieur.
Concernant la diﬀusion dans le solide, son rôle est bien mis en évidence par la ﬁgure
IV.11, mais a une inﬂuence très limitée sur les autres grandeurs (température, compo-
sition moyenne, etc.). La longueur de diﬀusion à l'interface s1/l1 est, d'après l'équation
II.70, d'environ 0,86 µm. Ceci correspond à un nombre de Fourier Fos de 0,25, ce qui ne
permet normalement pas de négliger la diﬀusion dans le solide. Cependant, l'intervalle de
solidiﬁcation étudié ici est restreint (notamment en termes d'intervalle de température),
ce qui a pour eﬀet que, même avec Ds = 0, la variation de composition moyenne du solide
est faible dans la goutte.
L'analyse des prédictions champ de phase permet donc de déterminer la valeur de
λ2 pour les modèles opérant à une échelle supérieure. Il serait par la suite intéressant
d'introduire une variation de λ2 dans le modèle CAFE en fonction de la fraction solide
par exemple, aﬁn de prendre mieux en compte la maturation des bras.
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1.5 Comparaisons supplémentaires
Pour les comparaisons ci-dessous, λ1 = R/2 et la composition loin de l'interface a été
ﬁxée à w0.
Position de l'interface























 Champ de phase
 CAFE, g(1) = 1
 CAFE, g(1) = 0
W
CA
Figure IV.12 Position de l'interface de la zone pâteuse selon l'axe x, sur le domaine 3D
/ R = 125 µm telle que prédite par le champ de phase et le modèle CAFE avec wl∞ = w0
et λ1 = R/2.
La ﬁgure IV.12 décrit la position de l'interface de la zone pâteuse prédite par le champ
de phase et le modèle CAFE. Au niveau du champ de phase, il est choisi de déﬁnir la
zone pâteuse par un octaèdre dont les sommets coïncident avec les extrémités des bras
primaires. Au niveau du modèle CAFE, l'interface est diﬀuse : il y a donc une interface
F
(1)
0 déﬁnie par la frontière g
(1) = 0, représentant la pointe de dendrite primaire, et une
interface F (1)1 déﬁnie par la frontière g
(1) = 1. Ceci a déjà été introduit précédemment
(ﬁg. II.7).
Dans la première partie de la courbe, l'accord de F (1)0 avec le champ de phase est
excellent. Après 0,02 s, le front F (1)0 s'éloigne progressivement des prédictions champ de
phase : dans ce dernier, le soluté s'accumule devant la pointe de dendrite jusqu'à la stopper
complètement. En fait, la pointe primaire n'atteint jamais exactement le bord du domaine.
Dans le modèle CAFE, la vitesse est ici calculée en prenant wl∞ = w0, donc la vitesse de
la pointe n'est pas aﬀectée par l'accumulation de soluté dans le liquide devant l'enveloppe.
Il est donc normal d'observer cette déviation par rapport au champ de phase. Cependant,
même avec wl∞ = 〈w〉, la frontière diﬀuse entre le liquide et la zone pâteuse ne permet pas
d'accumuler suﬃsamment de soluté devant la pointe primaire, et la courbe g(1) = 1 sur la
ﬁgure IV.12 est quasiment inchangée. L'interface F (1)0 atteint donc rapidement la frontière
du domaine. L'interface F (1)1 n'est quant à elle pas directement comparable avec le champ
de phase, il faudrait pour cela trouver une déﬁnition à cette interface, par exemple à
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travers un critère sur la vitesse de croissance des bras secondaires, ou sur l'écart entre la
composition moyenne du liquide et sa composition d'équilibre.
Fractions de phases
La ﬁgure IV.13 compare diﬀérentes fractions volumiques, moyennées sur le champ de
phase et le modèle CAFE. Tout d'abord, la fraction solide moyenne sur le domaine est en
très bon accord, ce qui est logique vu l'évolution de la température. Est également tracée la
fraction de zone où g(1) > 0, qui correspond au volume total du grain incluant la frontière
zone pâteuse-liquide libre. Ce volume correspond en champ de phase à l'octaèdre dont
les plans {111} sont tangents aux bras de dendrites, ce qui au début de la solidiﬁcation
revient à la jonction des pointes de dendrite primaires. Dans le modèle CAFE, ce volume
correspond à la somme de la zone grise et de la zone noire sur la ﬁgure IV.4. L'accord
entre les volumes du grain est assez bon, ce dont on pouvait déjà se douter avec la position
des pointes primaires.
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Figure IV.13 Fractions volumiques moyennes sur le domaine 3D / R = 125 µm prédites
par le champ de phase et le modèle CAFE avec wl∞ = w0 et λ1 = R/2.
La fraction de solide interne à ce volume est également tracée (carrés). Pour le champ
de phase, on constate sur cette courbe une diminution de cette fraction au début du calcul.
Après la germination, la forme du grain est quasi-sphérique aussi la fraction interne est
très élevée. Puis, les bras primaires se développent rapidement, augmentant le volume du
grain et créant une recalescence. En conséquence, la fraction de solide interne au grain
diminue par refusion. Ce phénomène n'est pas observé dans le modèle CAFE dans cette
moyenne sur la totalité du domaine. Cependant, si on considère un volume ﬁxe de l'ordre
d'un élément du maillage, il y a bien refusion et diminution de la fraction interne de solide,
comme on le verra sur la ﬁgure IV.14. De plus, la fraction interne à la zone (1) (ou zone
pâteuse), à diﬀérencier de la zone g(1) > 0 tracée en IV.13, diminue également au cours du
temps en moyenne sur tout le domaine. Il s'agit donc d'un problème lié à la représentation
diﬀuse de la frontière, ainsi qu'aux hypothèses prises sur la microstructure dans le modèle
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CAFE. En eﬀet, dans la première partie de la croissance, la structure globulaire prédite
par le champ de phase n'est pas du tout représentée par le modèle CAFE.
La ﬁgure IV.14 décrit la fraction solide moyennée sur des surfaces sphériques, centrées
en 0 et de rayon Ra, au cours du temps. Proche du centre du domaine (Ra = 0,2R et
Ra = 0,4R), on observe une rapide augmentation de la fraction solide, ce qui correspond
au passage du front, suivie d'une refusion due à la recalescence. Quand on s'éloigne du
centre du domaine (Ra = 0,7R), il n'y a quasiment plus de refusion, le pic de recalescence
(à 0,1 s) étant passé. Il y a ici un bon accord entre CAFE et champ de phase, ce qui est
encourageant. Malgré le fait que le modèle CAFE ne prédise pas la microstructure interne
du grain, la fraction solide moyenne à diﬀérents points est correctement calculée, ce qui
est un des objectifs du modèle. Cependant, d'après le champ de phase, au début de la
solidiﬁcation, les niveaux de fraction de solide ne sont pas les mêmes entre le centre et la
périphérie du grain, ce qui n'est pas retrouvé par le modèle CAFE.
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Figure IV.14 Fraction solide moyennée sur des surfaces sphériques de rayon Ra, sur
le domaine 3D / R = 125 µm, prédites par le champ de phase et le modèle CAFE avec
wl∞ = w0 et λ1 = R/2.
Compositions
Les compositions moyennes du solide, du liquide interne au grain et du liquide sur
tout le domaine sont tracées sur la ﬁgure IV.15. Un très bon accord est trouvé en ce qui
concerne le solide et le liquide total. Le liquide interne au grain correspond à une moyenne
sur l0 et l1 dans la zone où g(1) > 0. On peut l'assimiler à un liquide interdendritique. La
composition de ce liquide prédite par le champ de phase est au départ plus élevée que dans
le modèle CAFE. Ceci rejoint la discussion précédente sur la fraction de solide interne au
grain : celle-ci étant beaucoup plus grande au début de la solidiﬁcation en champ de phase,
le liquide s'enrichit plus vite. Par la suite, l'accord trouvé est relativement bon.
Il est également possible de tracer cette composition en fonction de la température,
ou de la fraction solide, comme sur la ﬁgure IV.16. Il est intéressant de constater sur
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Figure IV.15 Compositions moyennes sur le domaine 3D / R = 125 µm prédites par le
champ de phase et le modèle CAFE avec wl∞ = w0 et λ1 = R/2.
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Figure IV.16 Composition du liquide interne au grain, sur le domaine 3D / R = 125 µm,
prédite par le champ de phase et le modèle CAFE avec wl∞ = w0 et λ1 = R/2.
les courbes prédites par le champ de phase que dans la première partie de la simulation,
ce liquide interdendritique est loin de la composition donnée par l'équilibre thermody-
namique. Ce résultat est en contradiction avec les hypothèses communément admises pour
les modèles simpliﬁés de microségrégation. Par la suite, cette composition se rapproche
de l'équilibre : concernant le modèle CAFE, on retrouve exactement l'équilibre thermo-
dynamique, puisqu'il s'agit d'une hypothèse du modèle de Wang-Beckermann quand le
144 Chapitre IV. Applications
liquide libre a totalement disparu. Les résultats champ de phase permettent de valider
cette hypothèse, en montrant que le liquide interdendritique est homogène.
Domaine 3D / R = 39µm
Toutes les ﬁgures ci-dessus concernent la goutte de 125µm de rayon. L'étude ci-après
se focalise sur la goutte 3D de 39µm de rayon. Concernant σ∗, sa valeur est conservée
à la valeur théorique malgré la déviation mesurée à la ﬁgure IV.6. En eﬀet, sa valeur a
ici moins d'inﬂuence et une meilleure corrélation est obtenue avec la valeur théorique.
Rappelons que le caractère non stationnaire du problème ne permet pas de donner un
réel sens physique à cette valeur. De la même manière que précédemment, une étude sur
λ1 et wl∞ a été réalisée mais les conclusions étant très similaires, seuls les résultats avec
λ1 = R/2 et wl∞ = w0 sont présentés ici.
La ﬁgure IV.17 reprend l'évolution des diﬀérentes grandeurs en fonction du temps
pour le modèle champ de phase et le modèle CAFE. Ces courbes permettent d'expliquer
la diﬀérence de microstructure prédite par le champ de phase entre les domaines de 39 et
125 µm (ﬁg. IV.3). Cette diﬀérence provient de la chaleur latente libérée, qui permet de
réchauﬀer beaucoup plus rapidement le petit domaine que le grand. En conséquence, la
surfusion de croissance est globalement plus faible dans la goutte de 39 µm. L'interface est
donc peu déstabilisée et quasiment aucun branchement dendritique secondaire ne s'opère.
Au contraire, sur la goutte de 125 µm, la surfusion est importante et l'interface se désta-
bilise plus facilement, beaucoup de bras secondaires apparaissent. Expérimentalement, le
nombre de ramiﬁcations dendritiques observées est encore plus grand, ce qui s'explique
par la vitesse de refroidissement qui est aussi plus élevée.
Concernant la comparaison CAFE / champ de phase, même si au niveau de la tem-
pérature (a), un bon accord est trouvé, les autres graphes indiquent une grande déviation
des prédictions CAFE. Concernant les grandeurs volumiques (b), on constate que la frac-
tion du grain est beaucoup plus importante avec le modèle CAFE. La fraction interne
de solide s'en trouve également impactée par rapport au champ de phase. De même, les
moyennes sur les surfaces (c) sont très diﬀérentes des résultats champ de phase. En fait,
si on compare la ﬁgure IV.17 avec les équivalents sur la goutte de 125 µm (ﬁgures IV.9,
IV.13, IV.14 et IV.15), il est ﬂagrant que les courbes prédites par le modèle CAFE ont un
comportement très similaire. Par contre, le champ de phase prédit des évolutions assez
diﬀérentes, en particulier pour les fractions solides moyennes sur les rayons Ra. Le modèle
CAFE part de l'hypothèse que le VER sur lequel se fait la prise de moyenne est assez grand
par rapport aux inhomogénéités de la microstructure. Or, il est clair que sur la goutte de
39 µm, le VER associé à chaque n÷ud du maillage est beaucoup plus petit que la taille
caractéristique λ2. C'est aussi le cas sur la goutte de 125µm, mais le nombre important
de branchements secondaires permet de retrouver en moyenne des grandeurs correctes. Le
domaine de 39 µm est donc trop petit, au vu de la microstructure dendritique, pour les
approximations du modèle CAFE. Il est intéressant de noter qu'en revanche, le domaine
de 125 µm est à la limite de ce que peut atteindre le modèle champ de phase pour espérer
avoir des résultats quantitatifs.
Domaines 2D
Pour conclure cette étude, une rapide comparaison est donnée sur les domaines de
39 et 125µm en 2D. Comme cela a déjà été indiqué plus haut, cette comparaison est
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Figure IV.17 Évolution de la température, des fractions volumiques et des compositions
moyennes sur le domaine 3D / R = 39 µm, prédites par le champ de phase et le modèle
CAFE avec wl∞ = w0, λ1 = R/2 et σ∗ = 1/4pi2.
moins signiﬁcative dans la mesure où les modèles cinétiques implémentés dans l'algorithme
CAFE sont basés sur des considérations en trois dimensions.
La ﬁgure IV.18 montre en eﬀet des diﬀérences notables entre la température prédite
par le champ de phase et le modèle CAFE. Sur la goutte de 39µm, l'accord est très
mauvais : au problème de la dimension s'ajoute comme plus haut le fait qu'il n'y ait
quasiment pas de branchement dendritique secondaire (ﬁg. IV.3). Concernant la goutte
de 125 µm, l'accord est meilleur car la prise de moyenne est plus justiﬁée, et l'erreur est
principalement due au fait que les calculs soient eﬀectués en deux dimensions.
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Figure IV.18 Évolution de la température pour (a) le domaine 2D / R = 39 µm et (b)
le domaine 2D / R = 125 µm. Pour le modèle CAFE, on ﬁxe wl∞ = w0, λ1 = R/2 et (a)
σ∗ = (4pi2)−1 ou (b) σ∗ = 0,0095.
1.6 Conclusion et domaines de validité
Cette étude permet de tirer plusieurs conclusions intéressantes. D'une part, sur un do-
maine 3D relativement grand par rapport à la microstructure, le modèle CAFE permet de
retrouver de manière correcte des grandeurs moyennes, sans suivre directement l'interface
solide-liquide. Pour un temps de calcul réduit en comparaison du champ de phase, il est
ainsi possible d'avoir une bonne idée de l'évolution de la température, de la composition
et des fractions de phases dans la structure dendritique. Le champ de phase permet quant
à lui de calibrer de manière assez précise les paramètres numériques et physiques que sont
σ∗, λ1 et λ2. Concernant wl∞, la discussion est encore ouverte puisque les conclusions sur
ces tailles de domaines ne sont pas forcément valables à des échelles plus importantes.
D'autre part, sur un domaine relativement petit par rapport à la microstructure,
les prédictions du modèle CAFE s'éloignent fortement de celles du champ de phase, ce
qui est attendu. On en vient donc à déﬁnir des échelles de validité de ces modèles :
sur des domaines trop petits, les approximations de la prise de moyenne ne permettent
pas d'utiliser le modèle CAFE. Sur des domaines trop grands, le temps de calcul du
champ de phase impose de prendre des paramètres numériques plus grossiers, ce qui
enlève partiellement le caractère quantitatif des résultats.
À ce propos, il faut encore souligner que la convergence du modèle champ de phase
n'a pu être étudiée en 3D, et en particulier sur la goutte de 125µm. Ceci constituerait
la prochaine étape de l'étude, pour augmenter la conﬁance dans les résultats champ de
phase et aﬃner la comparaison avec le modèle CAFE, notamment en ce qui concerne σ∗.
La taille de l'interface est encore beaucoup trop importante par rapport au rayon de la
pointe de dendrite. Cependant cette taille est fortement limitée en 3D par les temps de
calcul et la mémoire nécéssaire. On l'a vu, les tailles d'interface théoriquement requises
sont déjà à la limite de ce qui est possible actuellement en 2D, du moins pour la croissance
dendritique équiaxe d'un alliage binaire. Il serait donc judicieux de continuer cette étude
sur des domaines 2D, ce qui nécessiterait tout de même de modiﬁer la cinétique de pointe
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3D utilisée dans le modèle CAFE.
Pour autant, il s'agit de la première comparaison de ce type, qui pourra donner des
bases et des directions pour les recherches analogues à venir, comme avec le champ de
phase mésoscopique [Ste99, Ste05, Del10].
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2 Benchmark expérimental de macroségrégation
Avec l'amélioration des méthodes de modélisation en solidiﬁcation, la représentation
de la macroségrégation est devenue une problématique courante dans l'implémentation des
codes de calculs. Cependant, aucun code macroscopique ne couple actuellement la prédic-
tion de la macroségrégation avec une description directe de la formation de la structure
de grains. Les publications précédentes sur le sujet étaient limitées à de petits domaines
en 2D [Gui07]. La présente étude a pour objectif de comparer le modèle CAFE 3D à une
expérience de macroségrégation par convection naturelle, aﬁn de valider le couplage des
équations et d'appréhender les possibilités oﬀertes par le modèle à ce niveau.
2.1 Cas expérimental
On l'a vu, les origines de la macroségrégation sont multiples et il est diﬃcile d'isoler un
phénomène en particulier. Aussi, la validation des codes reste un exercice complexe. Pour
résoudre ce problème, Hebditch et Hunt ont mené dans les années 70 une expérience qui
a fait date [Heb74], où était observée la croissance de grains dans un alliage plomb-étain
par trempe au cours de la solidiﬁcation. Plus récemment, un même type d'expérience a
été réalisé au SIMAP avec des moyens de mesure plus importants sur diﬀérents alliages
étain-plomb [Hac12a]. La macroségrégation est, dans cette expérience, due presque ex-
clusivement à la convection naturelle, c'est pourquoi elle se prête bien à la validation de
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Figure IV.19 Schéma du montage expérimental. Les thermocouples en surface du lingot
sont identiﬁés par L01-L50, dans l'échangeur thermique gauche par FL1-FL6 et dans le
droit par FR1-FR6.
La ﬁgure IV.19 présente le dispositif expérimental. La cavité où se trouve l'alliage
mesure 100mm selon x, 10mm selon y et 60mm selon z. Le moule est constitué de
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plaques d'acier de 0,5mm d'épaisseur. Les surfaces gauche et droite de la cavité, de di-
mensions 60 x 10mm, sont positionnées verticalement. Elles sont maintenues en contact
avec des échangeurs thermiques en cuivre. Chaque échangeur est composé d'un élément
de chauﬀage autour de la partie en cuivre, et d'une boîte à eau pour contrôler précisé-
ment la température. Six thermocouples de type K sont placés dans chaque échangeur,
aﬁn d'imposer la température à gauche et à droite. Les expériences ont lieu sous un vide
d'environ 1 kPa, il n'y a donc pas d'échange thermique avec l'extérieur par convection. Les
pertes dues aux radiations sont quant à elles compensées grâce à une boîte de Kirchhoﬀ.
De plus, la face inférieure est isolée avec un aérogel dont la conductivité thermique est
de l'ordre de 0,02 W m−1 K−1 à 200°C. On peut donc considérer les faces qui ne sont pas
en contact avec les échangeurs comme adiabatiques, et le proﬁl de température comme
quasiment 2D.
L'alliage Sn-3%pds Pb est placé dans la cavité, puis fondu et maintenu à 260°C pendant
600 secondes avec un brassage électromagnétique, de façon à homogénéiser au maximum
le liquide. Au temps t = 0 s, le brassage est arrêté, l'échangeur droit est chauﬀé à 280°C
et l'échangeur gauche refroidi à 240°C. Cet état est maintenu pendant 1000 secondes de
façon à ce que le mouvement du liquide se stabilise et soit uniquement dû à la convec-
tion naturelle, causée par la diﬀérence de température. Les mesures expérimentales de
la température montrent qu'un régime stable est eﬀectivement atteint au bout d'un mo-
ment. Enﬁn, les échangeurs droit et gauche sont refroidis simultanément à une vitesse de
−0,03 °C s−1 jusqu'à solidiﬁcation complète. Une diﬀérence de 40°C est donc maintenue
entre les échangeurs durant toute la durée de la solidiﬁcation.
L'évolution de la température dans le lingot est mesurée avec 50 thermocouples de
type K, espacés régulièrement de 10mm, et formant une grille de 5 lignes et 10 colonnes.
Ils sont identiﬁés sur la ﬁgure IV.19 par le symbole ⊕ et numérotés de L01 à L50. Ces
thermocouples sont soudés sur la face avant de la cavité en acier, et ne sont donc pas
directement en contact avec le métal fondu. Il est possible avec ce dispositif d'avoir une
carte 2D de la température, avec une fréquence d'échantillonnage de 1Hz. Après solid-
iﬁcation, la structure de grain est révélée grâce à un polissage et une attaque chimique
avec une solution de HCl-25%vol. HNO3. La carte de ségrégation ﬁnale est obtenue par
rayons X d'une part, et par analyse chimique d'autre part en spectrométrie par torche à
plasma (ICP). Pour cette dernière, des trous cylindriques de 2mm de rayon sont percés à
travers le lingot Sn-3%pds Pb. Ces trous sont centrés aux mêmes positions que les 50 ther-
mocouples. Les copeaux sont ensuite analysés par ICP. Tous les résultats expérimentaux
présentés ci-après sont tirés de Hachani et al. [Hac12a].
2.2 Mise en données
Le tableau IV.3 reprend tous les paramètres physiques et numériques pour les simula-
tions CAFE. Seul le développement de la structure dendritique est suivi par l'automate
cellulaire, avec la cinétique par corrélation présentée au chapitre II. La fraction d'eutec-
tique est très faible dans cet alliage, aussi son suivi a peu d'intérêt ici. Pour simpliﬁer le
problème, on considère deux zones : la zone de liquide libre (0), contenant une unique
structure l0 elle-même composée de la phase liquide ; et la zone de solidiﬁcation (1), con-
tenant une structure de solidiﬁcation, s1. Cette structure est constituée de la phase liquide
(interdendritique), de la phase primaire BCT (Sn) et de la phase secondaire FCC (Pb).
L'évolution des fractions de phases dans s1 rend compte de l'apparition de l'eutectique et
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Paramètre Symbole Valeur Unité
Base de données thermodynamique PBIN
























Diﬀusion de Pb dans le Sn liquide Dl 3 · 10−9 m2 s−1
Viscosité dynamique du liquide µl 2 · 10−3 Pa s
Densité ρ0 7130 kg m−3
Coeﬃcient d'expansion solutale βw −5,3 · 10−3 %pds−1







Température de référence Tref 228,14 °C
Champ de gravité g -9,81 m s−2
Espacement dendritique secondaire λ2 9 · 10−5 m
Conductivité thermique κl 55 W K−1 m−1
κs 33 W K−1 m−1
Données additionnelles pour le problème CA :
Température de fusion Tm 232 °C
Pente du liquidus m -1,2895 K %pds−1
Coeﬃcient de partage k 0,0656 -
Coeﬃcient de Gibbs-Thomson Γ 2 · 10−7 K m
Sites de germinations :
Surface droite
Densité nS 104 m−2
Surfusion moyenne ∆T SN 1,5 °C
Écart-type ∆T Sσ 0,5 °C
Volume, loi V_I (ﬁgs IV.25, IV.25.a, IV.26.c et IV.27.c)
Densité nV_I 108 m−3
Surfusion moyenne ∆TV_IN 3,5 °C
Écart-type ∆TV_Iσ 0,5 °C
Volume, loi V_II (ﬁgs IV.23 et IV.25.b)
Densité nV_II 107 m−3
Surfusion moyenne ∆TV_IIN 5 °C
Écart-type ∆TV_IIσ 0,5 °C
Conditions initiales :
Composition nominale en Pb w0 3,0 %pds
Température initiale T0 258,6 °C
Vitesse initiale vl0 0 m s
−1
Paramètres numériques :
Taille de maille lFE 1,2 · 10−3 m
Taille de cellule lCA 2 · 10−4 m
Pas de temps ∆t 0,1 s
Table IV.3 Paramètres pour la modélisation de la solidiﬁcation du lingot Sn-3%pds Pb
avec macroségrégation et convection naturelle [Hac12a].
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des éventuels précipités à l'état solide.
On l'a vu, les fractions de zones sont calculées grâce au suivi des enveloppes de grains
de l'automate cellulaire. Les fractions de structures sont ici triviales : gl0(0) = g
s1
(1) = 1. Con-
cernant les fractions de phases dans s1, l'approche utilisée est une tabulation des valeurs
obtenues par le logiciel Thermo-Calc et la base de données PBIN, en assumant l'approxi-
mation de la loi des leviers. Le diagramme de phases correspondant est donné à la ﬁgure
I.7. Une partie des tabulations utilisées est donnée à la ﬁgure IV.20. Les chemins de so-
lidiﬁcation, i.e. les fractions volumiques et les compositions intrinsèques des phases, sont
tabulés en fonction de 〈w〉 de 0 à 40%pds Pb et de 100 à 300°C, avec des pas de 1%pds et
de 1°C. Les ﬁgures IV.20.a et b donnent un exemple pour 〈w〉 = 3 %pds et 〈w〉 = 5 %pds.
Pour l'alliage à 3%pds, la fraction de phase primaire BCT dans s1 augmente jusqu'à l'u-
nité, puisqu'on se trouve en dessous de la limite de solubilité du plomb dans l'étain. Puis,
vers 170°C, la phase secondaire FCC commence à se former : il s'agit de précipitations
à l'état solide. Celles-ci sont introduites à cause de la loi des leviers, mais sont justiﬁées
vu la faible vitesse de solidiﬁcation. Il serait à l'avenir intéressant d'appliquer le modèle
de Wang-Beckermann à ce calcul, mais la combinaison de ce modèle avec les enthalpies
tabulées demande encore à être stabilisée pour être applicable sur un cas important.
Concernant l'alliage à 5%pds Pb des ﬁgures IV.20.a et b, la fraction de BCT dans s1 aug-
mente progressivement jusqu'à la température eutectique de 183°C. En dessous de cette
température, la fraction liquide passe brusquement à 0 et la phase secondaire se forme.
Par la suite, la proportion de BCT et de FCC continue d'évoluer par transformation à
l'état solide, ce qui est attendu en supposant l'équilibre thermodynamique.
L'enthalpie de chaque phase est quant à elle tabulée dans le domaine d'existence de
la phase, avec un pas de 0,5%pds pour BCT et 1%pds pour FCC et le liquide. La ﬁgure
IV.20.c montre ces tabulations pour les limites des domaines d'existence des phases. On
constate que la pente de ces courbes varie très peu avec la température. Une exception




= 5 %pds. Par contre, l'enthalpie
varie beaucoup en fonction de la composition intrinsèque des phases, en particulier pour
le liquide dont la composition varie fortement au cours de la solidiﬁcation. Les tabulations
utilisées ici permettent donc de s'aﬀranchir des approximations classiques (capacité calori-
ﬁque et chaleur latente constantes) et de réduire les erreurs sur la résolution thermique.
La recherche et l'interpolation dans les valeurs tabulées se font par dichotomie, selon la
procédure décrite dans l'annexe C.
La méthode de tabulation présentée ici n'est pas limitée aux alliages binaires : son avan-
tage est de pouvoir être facilement appliquée à des alliages multicomposés, avec plusieurs
réactions péritectiques et eutectiques par exemple. Les propriétés du matériau sont alors
directement données par les fractions et les compositions des phases, ce qui s'est déjà révélé
un atout pour les comparaisons avec l'expérience [Tou11]. La température de fusion, pente
de liquidus et coeﬃcient de partages donnés dans le tableau IV.3 sont utilisés uniquement
au niveau de l'automate cellulaire pour calculer la surfusion locale et résoudre le modèle
de cinétique de croissance. Une amélioration future serait d'utiliser les mêmes données
thermodynamiques à ce niveau, par exemple en tabulant la température d'équilibre de la
structure en fonction de la composition de l'alliage. Cependant, dans le cas présent où la
composition moyenne varie peu, l'hypothèse de m et k constants est justiﬁée.
Le domaine de simulation est un parallélépipède, correspondant à la cavité contenant
l'alliage Sn-3%pds Pb. Au temps initial, une température presque uniforme (de 257,1
à 259,0°C) est mesurée par les thermocouples L01-L50, aussi une température initiale
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T0 = 258,6 °C est imposée sur tout le domaine. De plus, le liquide est considéré homogène
à la composition nominale w0. L'enthalpie initiale peut donc être calculée à partir des




(w0,T0). La vitesse initiale du
ﬂuide vl0 est négligée, ce qui est justiﬁé expérimentalement puisque le gradient thermique
est nul au début.
Concernant les conditions aux limites, un ﬂux nul en soluté et en masse est imposé sur
toutes les faces du domaine, ce qui permet de conserver la masse. Une vitesse du liquide
nulle est également imposée sur les faces. Au niveau thermique, toutes les frontières sont
considérées adiabatiques hormis les deux surfaces à gauche et à droite en contact avec
les échangeurs. Sur ces dernières, la température est imposée sous la forme de conditions
de Dirichlet. Malgré les nombreux thermocouples dans les échangeurs, la température
dans l'alliage au niveau de ces faces n'est pas connue à cause de la résistance de contact
entre le lingot et les échangeurs thermiques. Pour résoudre ce problème, le ﬂux thermique
horizontal est évalué à un temps donné dans les échangeurs : par exemple, dans l'échangeur
gauche, les thermocouples FL1 et FL2 permettent de trouver le ﬂux horizontal à la hauteur
z = 50 mm, qui est donné par :
jFL z=50 = −κCu(TFL1 − TFL2)/(xFL1 − xFL2) (IV.9)
avec (xFL1 − xFL2) = 15 mm la distance entre les deux thermocouples et κCu la conduc-
tivité thermique du cuivre, ﬁxée ici à 380 W m−1 K−1. Ce ﬂux est ensuite combiné avec la
température mesurée dans le lingot à la même hauteur et au plus proche de la face, donnée
pour le même exemple par le thermocouple L01, pour déduire la température TFL1in dans
l'alliage au niveau de la surface :
jFL z=50 = −κl(TL01 − TFL1in)/(xL01 − xFL1in) (IV.10)
avec (xL01− xFL1in) = 5 mm la distance entre L01 et l'interface et κl la conductivité ther-
mique du liquide Sn-3%pds Pb. La même procédure est utilisée dans l'échangeur gauche
pour les thermocouples FL3, FL4 et L21 à z = 30 mm et les thermocouples FL5, FL6
et L41 à z = 10 mm. Les trois températures dans l'alliage à l'interface avec l'échangeur,
TFL1in , TFL3in et TFL5in , sont ensuite extrapolées sur toute la hauteur du lingot en utilisant
un polynôme :
TFLin(z) = N1(z)TFL1in +N3(z)TFL3in +N5(z)TFL5in (IV.11)

N1(z) = (z − 30)(z − 50)/800
N3(z) = −(z − 10)(z − 50)/400
N5(z) = (z − 10)(z − 30)/800
(IV.12)
où z est la distance à la face inférieure, exprimée en mm. Cette procédure est réitérée
pour chaque temps mesuré, ce qui permet d'obtenir ﬁnalement un historique de la tem-
pérature sous la forme TFLin(z,t) avec z ∈ [0,60 mm] et t ∈ [0,5000 s]. La même démarche
est suivie pour l'échangeur droit avec les thermocouples FR1-FR6, L10, L30 et L50 pour
obtenir TFRin(z,t), soit la température en fonction du temps et de la distance à la face
inférieure dans le lingot au niveau du contact avec l'échangeur droit. Les valeurs tabulées
TFLin(z,t) et TFRin(z,t) sont ensuite imposées comme conditions de Dirichlet sur les faces
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gauche et droite. Comme la résolution éléments ﬁnis se fait selon la variation d'enthalpie
d 〈H〉 (équ. II.2), une procédure spéciale doit être appliquée pour ce type de conditions
aux limites. Les enthalpies 〈H〉FLin (z,t) et 〈H〉FRin (z,t) correspondantes aux tempéra-
tures tabulées TFLin(z,t) et TFRin(z,t) sont tout d'abord calculées en utilisant les données
thermodynamiques tabulées et les fractions et compositions intrinsèques des phases au
début du pas de temps. Puis, la variation d'enthalpie d 〈H〉 est imposée à zéro sur les
faces de gauche et de droite, et la nouvelle enthalpie sur ces faces est imposée aux valeurs
calculées.
2.3 Comparaison
Calculs FE sans structure de grains
Pour mettre en évidence l'importance du suivi des grains, des calculs sont d'abord
eﬀectués sans structure. Par rapport à la mise en données, l'unique diﬀérence est que les
fractions de zones sont imposées à g(0) = 0 et g(1) = 1 durant toute la simulation. Avec
ces valeurs, la phase liquide suit la fraction et la composition données par la tabulation
de la ﬁgure IV.20 pour la zone (1). En conséquence, aucune surfusion (ni de germination,
ni de croissance) n'est prise en compte et la solidiﬁcation démarre à la température de
liquidus déﬁnie par la composition locale 〈w〉. Le modèle utilisé revient donc à un modèle
macroscopique FE classique. Toutes les autres données sont les mêmes que dans le tableau
IV.3. L'espacement λ2 est déduit de mesures expérimentales [Hac12a], et n'est utilisé ici
que pour calculer la valeur de la perméabilité Kperm entrant dans les forces de friction de
l'équation de conservation du moment (équs. II.12 et II.14).
Des simulations sont eﬀectuées en deux et trois dimensions. Les résultats sont donnés
sur la ﬁgure IV.21 aux positions L21, L24, L27 et L30, c'est-à-dire sur la surface du
domaine de simulation (y = 0 mm), à mi-hauteur (z = 30 mm), et respectivement à
x = 5, 35, 65 et 95mm de la surface en contact avec l'échangeur gauche (ﬁg. IV.19). Sur
la ﬁgure IV.21, les conditions aux limites imposées à z = 30 mm sont tracées en gris et
les mesures expérimentales en pointillés. On constate que durant les premières 1000 s où
une diﬀérence de 40°C est maintenue entre les échangeurs gauche et droit, la diﬀérence de
température dans le lingot FL3in−FR3in atteint seulement 29°C environ. Ceci est dû aux
résistances de contact entre les échangeurs et l'alliage, et justiﬁe la procédure ci-dessus
pour imposer les conditions de Dirichlet.
Sur le calcul 2D (ﬁgure IV.21.a), la simulation permet de retrouver des évolutions de
température en bon accord avec l'expérience en dessous de 230°C. Par contre, pour des
températures plus élevées, l'approximation 2D ne permet pas de prédire une diﬀérence
de température entre les positions L30 et L21, alors que cette diﬀérence est clairement
observée expérimentalement. Le calcul 3D (ﬁg. IV.21.a) prédit quant à lui cette diﬀérence.
Cet eﬀet est la conséquence de la couche limite qui se forme au niveau des parois verticales
avant et arrière de la cavité. Celles-ci ne sont pas considérées dans la simulation 2D, ce qui
mène à des vitesses de liquide plus importantes, donc un transport convectif de chaleur
plus grand et un gradient plus faible dans le lingot. De plus, de nombreuses oscillations sont
visibles sur les courbes IV.21.a, malgré le fait que la résolution des équations FE converge
systématiquement. Une analyse détaillée montre que cela est dû à l'approximation 2D,
qui ne permet pas d'atteindre ici un régime de convection stable.




 Conditions aux limites, FE 2D













































 Conditions aux limites, FE 3D










































Figure IV.21 Comparaison à mi-hauteur du lingot de la température mesurée (courbes
pointillées) et calculée en (a) 2D et (b) 3D par le modèle FE (sans couplage CA). L'évo-
lution de la fraction solide totale simulée est ajoutée en traits ﬁns.
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Calculs CAFE avec structure de grains
Les calculs présentés dans cette section incluent le suivi de la croissance des grains
avec le modèle CAFE. Étant données les limitations évidentes de l'approximation 2D,
seuls les résultats en 3D sont analysés. Les paramètres additionnels pour la partie CA
sont indiqués dans le tableau IV.3. Au niveau des paramètres de germination, une loi de
germination surfacique est déﬁnie sur la face en contact avec l'échangeur droit, c'est-à-
dire où la solidiﬁcation commence. La valeur de nS permet de retrouver une densité de
grains similaire à ce qui est observé expérimentalement. Les paramètres ∆T SN et ∆T
S
σ sont
quant à eux choisis arbitrairement. Concernant la germination dans le volume, deux lois
gaussiennes ont été utilisées, labellées V_I et V_II, et est l'unique diﬀérence entre les
deux simulations CAFE présentées ici. La loi V_I permet de germer une quantité plus
importante de grains que la loi V_II, car la densité est plus importante (nV_I = 10nV_II)
et la surfusion de germination en moyenne plus faible (∆TV_IN < ∆T
V_II
N ).
La ﬁgure IV.22 présente l'écoulement du liquide ainsi que la structure de grains cal-
culés avec la loi V_I, du début de la solidiﬁcation à 2400 s à sa ﬁn à 5000 s. Une boucle
de convection principale se forme avant la solidiﬁcation, due à la diﬀérence de tempéra-
ture entre les échangeurs, et correspondant donc à la convection naturelle induite par le
gradient thermique. Notons sur la ﬁgure IV.21 qu'à 2400 s, ce gradient est nul entre les
positions L24 et L27, près du centre du domaine : en fait, la convection est assez forte pour
homogénéiser la température au centre. Par contre, des diﬀérences de température sont
clairement visibles entre les positions L21 et L24, ou entre L27 et L30. Dans le liquide, le
gradient horizontal est donc concentré aux bords du domaine, à proximité des échangeurs
thermiques. Ceci est particulièrement observable en comparant les températures aux po-
sitions FL3in et L21, qui sont seulement distantes de 5mm, ou encore les températures à
FR3in et à L30. Des diﬀérences apparaissent entre L24 et L27 quand la solidiﬁcation com-
mence au niveau de L27, c'est-à-dire après environ 2800 s. L'écoulement est alors stoppé
progressivement et le refroidissement à la position L27 s'accélère, la température devient
alors très diﬀérente de celle à L24. La structure de grains à 3000 s sur la ﬁgure IV.22 est
un temps intermédiaire entre la capture de L27 et L24 par le front de croissance. Notons
également la forte interaction entre l'écoulement dans le liquide et le développement de la
structure de grains : la boucle de convection se déplace vers l'échangeur gauche au cours
de la croissance du front colonnaire, et change de forme. La vitesse du liquide dans la zone
pâteuse n'est pas nulle, et son eﬀet sera discuté plus loin, mais son ordre de grandeur est
beaucoup moins important, c'est pourquoi elle n'est pas visible sur les ﬁgures IV.22. Au
fur et à mesure du refroidissement, la zone de liquide surfondue augmente en volume alors
que le gradient de température dans le liquide diminue. Une germination dans le volume
a alors lieu, comme on peut le voir à 3520 s.
Une comparaison plus complète des diﬀérents champs est donnée à la ﬁgure IV.23,
au temps t = 3380 s. Au niveau de l'expérience, seul le champ de température est connu.
Notons qu'il aurait été possible d'obtenir d'autres champs par analyse in situ par rayons
X, comme cela a déjà été démontré par le passé [Mat05, Bog10]. Cependant, la procédure
expérimentale utilisée ici donne une évolution complète et détaillée du champ de tempéra-
ture, à ±1°C près, ce qui permet de faire des comparaisons telles celle de la ﬁgure IV.23.a.
La diﬀérence sur les cartes de température entre résultats FE et CAFE est faible. Ceci
vient du fait que la surfusion de germination et de croissance est limitée à environ 2°C,
cette surfusion a donc un faible impact sur les courbes de température. D'ailleurs, l'accord
des prédictions FE avec l'expérience est déjà très bon (ﬁg. IV.21.b). L'eﬀet de la surfusion












Figure IV.22 Vue extérieure de l'écoulement et de la structure de grains prédits par la
simulation CAFE 3D, à diﬀérents temps de la solidiﬁcation.
est plus visible sur la ﬁgure IV.23.b, où une large zone liquide surfondue est prédite par
le modèle CAFE, alors que du solide est présent quasiment partout dans les résultats FE.
La ﬁgure IV.23.c donne les diﬀérences FE / CAFE au niveau de la macroségrégation, sur
lesquelles nous reviendrons plus tard. Enﬁn, la structure de grains obtenue par le modèle
CAFE est également tracée.
La ﬁgure IV.24.a compare les mesures expérimentales avec les températures prédites
par le modèle CAFE et la loi de germination V_II dans le volume. Les résultats sont très
proches de ceux donnés par le modèle FE, ﬁgure IV.21.b. Cependant, certaines diﬀérences
apparaissent en dessous de la température de liquidus. En particulier, une recalescence
est mesurée à la position L21, qui est une des dernières positions solidiﬁées. Un zoom
à ce niveau permet de mieux visualiser cette recalescence (ﬁg. IV.24.b). La composition
moyenne locale est de 3,08%pds, donc la température de liquidus est de 228,0°C. En
conséquence, au moment de la recalescence, la surfusion est de l'ordre de 2,8°C.
Les courbes de température sont tracées en traits épais et de fraction solide en traits
ﬁns. D'après la simulation CAFE avec la loi V_II, la recalescence commence vers 3500 s,
alors que le point L21 est encore complètement liquide. La fraction solide commence à



























































































 Conditions aux limites, CAFE 3D

















































































CAFE V_I CAFE V_II
Figure IV.24 Évolution de la température à mi-hauteur (a) avec le modèle CAFE et
la loi V_II de germination dans le volume. La ﬁgure (b) est un zoom au niveau de la
recalescence à la position L21, avec résultats FE et CAFE avec les lois V_I et V_II.
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augmenter vers 3525 s, quand la température a atteint son maximum. Ainsi, la surfusion
de croissance quand le front passe au niveau de L21 correspond au maximum de la re-
calescence, soit environ 1,8°C. Ceci est cohérent avec d'autres analyses de la thermique
lors du développement de la zone pâteuse [Her06]. La diminution de température après
le passage du front indique que le transport thermique se fait ensuite essentiellement à
travers la zone pâteuse. Notons que l'ordre de grandeur de la surfusion au niveau du front
et de la recalescence est en excellent accord avec l'expérience, ce qui valide indirectement
le modèle de cinétique de croissance utilisé ici. Rappelons que la loi V_II correspond à
une faible germination dans le volume : la structure de grains ﬁnale au centre du lingot
est donnée par la ﬁgure IV.25.c. Il s'agit majoritairement d'une structure colonnaire, con-
nectée aux surfaces en contact avec les échangeurs thermiques à gauche et à droite. Bien
que l'évolution en température soit très proche de l'expérience, la structure de grains est
assez diﬀérente des observations expérimentales, dont une image est donnée à la ﬁgure
IV.25.a.
Pour corriger ces divergences, les paramètres de la loi de germination ont été mod-
iﬁés. La structure de grains obtenue avec la loi V_I, ﬁgure IV.25.b, est très proche de
l'expérience. Par contre, la recalescence prédite, tracée sur la ﬁgure IV.24.b, montre un
moins bon accord avec les courbes expérimentales. En eﬀet, la recalescence arrive plus
tôt, à 3440 s, et ﬁnit également plus tôt, à 3470 s. De plus, la température à laquelle la
recalescence commence est plus élevée d'environ 1,2°C, et la recalescence elle-même est
de moindre intensité. Comme cela a déjà été présenté plus haut, la germination dans le
volume devant le front colonnaire a fait l'objet de nombreuses discussions dans la lit-
térature [Gan00b, Her06]. En particulier, pour des alliages sans agent de germination,
la fragmentation des bras dendritiques colonnaires lors de la diminution du gradient de
température devant le front joue probablement un rôle important dans l'apparition des
grains équiaxes. L'évolution de la température mesurée et la recalescence suggèrent de
plus une refusion de la zone pâteuse dans la dernière partie de la solidiﬁcation, où un
grand volume de liquide devient surfondu, et une diminution de la vitesse de croissance
du front colonnaire. Ces phénomènes favorisent justement la fragmentation des bras. Or,
il est clair que la distribution gaussienne utilisée dans le modèle CAFE ne permet pas de
rendre compte de la fragmentation. Pour ﬁnir, les résultats précédents avec le modèle FE
sans suivi de la structure (ﬁg. IV.21.b) ont été reportés sur le zoom de la ﬁgure IV.24.b.
Cette approche ne prédit aucune recalescence, puisqu'aucune surfusion n'est admise et que
la solidiﬁcation débute dès la température du liquidus. Au niveau de la position L21, la
solidiﬁcation commence vers 3370 s, soit environ 200 s avant le pic de recalescence mesuré.
Les cartes de composition moyenne en plomb sont données sur les ﬁgures IV.26 et
IV.27, avec (a) les observations expérimentales, (b) les résultats FE et (c) les résultats
CAFE avec la loi V_I. On peut observer sur la carte obtenue par rayons X (ﬁg. IV.26.a)
des canaux ségrégés positivement dans la partie inférieure droite du lingot. Ces canaux ne
sont pas prédits par la simulation : bien que la raison n'en soit pas claire, l'anisotropie de
la perméabilité de la zone pâteuse, qui n'est pas traitée dans le modèle, est susceptible de
jouer un rôle dans la formation de ces canaux. De plus la taille de maille et les algorithmes
numériques de stabilisation ont clairement une inﬂuence sur leur prédiction [Com12]. Il
a été en particulier montré que le remaillage et un couplage fort entre transport ther-
mique, solutal, et équations de Navier-Stokes sont nécessaires pour correctement prédire
ces canaux [Liu05, Liu09]. Bien qu'il implique très certainement un temps de résolution
beaucoup plus important, implémenter le couplage fort serait possible, s'il est utilisé avec




Figure IV.25 Structure de grains à la moitié de l'épaisseur (a) vue expérimentalement
après traitement [Hac12a], et comparée aux simulations CAFE avec la loi de germination
dans le volume (b) V_I et (c) VII. Les paramètres de ces lois sont donnés dans le tableau
IV.3.
la résolution explicite de la partie CA. Quant au remaillage, l'approche à deux maillages
présentée au chapitre II a déjà été testée avec succès.
La comparaison des ﬁgures IV.26.b et c montre que la carte de ségrégation est plus
perturbée avec le couplage avec la structure (c). Ceci était déjà mis en évidence sur les
ﬁgures IV.23.c. Les formes ségrégées observables sur les cartes CAFE sont en fait alignées
avec les orientations principales des grains, comme on peut le voir sur la ﬁgure IV.25. Il
est d'ailleurs intéressant de noter que les grains sélectionnés ont tendance à croître vers
le haut du lingot, formant une texture. Ceci s'explique par la dépendance de la vitesse
de croissance avec la désorientation entre l'écoulement et la direction <100> des grains
(équation II.37). La boucle de convection fait que le liquide se déplace de haut en bas
devant le front colonnaire, les directions de croissance des grains alignées à l'opposé de





Figure IV.26 Carte de composition à la ﬁn de la solidiﬁcation, observée (a) expérimen-
talement par rayons X et prédite au milieu de l'épaisseur par (b) la simulation FE et (c)
la simulation CAFE V_I. L'échelle, en %pds, ne s'applique qu'aux simulations.
cet écoulement adoptent une surfusion plus faible. Ces grains ont donc tendance à croître
au détriment des autres, ce qui donne la structure présentée plus haut. Ce phénomène est
également observable expérimentalement (ﬁgure IV.25.a), mais la direction sélectionnée
n'est pas exactement la même que dans le modèle CAFE. La cause de cette diﬀérence
n'est pas claire, et il n'est pas possible en l'état de savoir si elle provient de la cinétique
elle-même ou de l'algorithme de croissance CA. Pour identiﬁer le problème et améliorer
cette partie, il serait nécessaire de mener des expériences spéciﬁques.
Bien que la carte rayons X ne puisse être reliée à des grandeurs quantitatives, il est
clair que la zone blanche dans la partie en bas à gauche du lingot, qui correspond à une
Benchmark expérimental de macroségrégation 163
haute teneur en plomb, est correctement prédite par les simulations. De plus, on observe
dans l'expérience des ségrégations orientées, alignées selon les orientations des grains, et
similaires à celles obtenues avec le modèle CAFE. Il est possible d'obtenir des compara-
isons plus quantitatives avec les mesures par torche à plasma, ﬁgure IV.27. Concernant les
simulations (b et c), les données ont été obtenues en moyennant la composition en plomb
sur des cylindres de 2mm de diamètre à travers toute l'épaisseur, et centrés aux posi-
tions des thermocouples L01-L50. De cette manière, la méthode de moyenne est proche
de ce qui est fait expérimentalement. Les résultats de la ﬁgure IV.27 révèlent une très
faible diﬀérence entre les simulations FE et CAFE. On retrouve les tendances mesurées
(a), mais la moyenne fait perdre les ségrégations orientées montrées par rayons X (ﬁg.
IV.26.a). Les simulations ne permettent pas de retrouver quantitativement des niveaux
de ségrégation en accord avec l'expérience, dont le minimum et maximum mesurés sont
aussi indiqués sur la ﬁgure IV.27.a. Comme cela a été mentionné, la macroségrégation a
de multiples origines, or le modèle actuel ne prend en compte que le transport de soluté
par convection et la ségrégation entre le solide et le liquide. Le transport des grains (par
convection ou gravité) n'est ici pas considéré, bien que cela ait été démontré comme possi-
ble en 2D [Gui04a, Gui06]. Cependant, on peut raisonnablement le négliger dans ce cas où
la structure est principalement colonnaire. De plus, les grains équiaxes sont supposément
la conséquence d'une fragmentation des bras quand le gradient de température diminue
et que le front colonnaire ralentit. Si c'est le cas, alors les grains équiaxes apparaissent
très proches du front colonnaire, et sont peu susceptibles d'être soumis à un transport
de longue durée dans le liquide libre. Concernant le retrait à la solidiﬁcation, qui n'est
pas non plus considéré dans le modèle, son eﬀet sur la macroségrégation est diﬃcile-
ment estimable. On voit clairement sur la ﬁgure IV.25.a le retrait expérimental, qui est
la cause d'un mouvement supplémentaire du liquide. Un couplage du développement de
la structure avec cet eﬀet serait donc la prochaine étape pour améliorer ces prédictions.
2.4 Conclusion de l'étude
Le modèle CAFE a pu être appliqué à un benchmark expérimental de macroségréga-
tion, notamment avec tabulation des données thermodynamiques. Les résultats obtenus
sont en très bon accord avec l'expérience en ce qui concerne l'évolution de la tempéra-
ture dans le lingot. La recalescence prédite est identique à l'expérience, à un degré près.
Les avantages de modéliser la croissance de la structure ont d'ailleurs été mis en évi-
dence grâce aux comparaisons avec les résultats du modèle FE. Concernant la structure
de grains, l'ajustement de la loi de germination a permis de retrouver une structure très
proche de l'expérience, mais au détriment de l'évolution de la température. Il n'est pas
possible, avec le modèle actuel, de prédire à la fois une recalescence et une structure de
grains optimales au regard de l'expérience, ce qui laisse penser que les phénomènes de
germination équiaxe ne sont pas correctement modélisés.
Concernant les cartes de ségrégation, l'accord avec l'expérience est correct, mais pas
quantitatif. De plus, les canaux ségrégés n'ont jamais pu être prédits. Une piste d'amélio-
ration porte sur la perméabilité de la zone pâteuse, qui est connue pour être anisotrope
[Fel91, Fel98, Ram03]. L'orientation cristallographique des grains étant connue avec le
modèle CAFE, il serait possible d'implémenter des lois plus complexes de perméabilité.
Cette comparaison a donné lieu au premier calcul 3D couplant croissance de la struc-
ture, macroségrégation et équations de Navier-Stokes. Ce calcul a été rendu possible grâce







Figure IV.27 Carte de composition à la ﬁn de la solidiﬁcation (a) mesurée par ICP
et prédite par (b) la simulation FE et (c) la simulation CAFE V_I. L'échelle, en %pds,
s'applique à toutes les images. Le rectangle noir représente le lingot complet.
à l'implémentation parallèle : les simulations présentées ont été résolues sur 64 c÷urs, en
environ 2 jours pour le modèle FE et 3 jours pour le modèle CAFE. Il est d'ailleurs
intéressant de constater que l'expérience, initialement conçue comme un benchmark 2D,
présente des phénomènes appréhendables en 3D uniquement. D'une manière générale, plus
l'épaisseur du domaine est petite, plus les eﬀets de bord seront grands et plus l'approxi-
mation 2D sera fausse. Or c'est souvent l'inverse qui est mis en avant dans des expériences
présentées comme 2D de par leur domaine très ﬁn !
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3 Application au silicium photovoltaïque
Le silicium photovoltaïque était à l'origine issu des rebuts de la microélectronique,
c'est-à-dire des lingots monocristallins obtenus avec le procédé de Czochralski. Depuis
l'essor de l'industrie de l'énergie solaire, des ﬁlières dédiées à la production de silicium
ont dû être montées. Or, le procédé Czochralski est extrêmement lent et coûteux, et la
génération d'électricité photovoltaïque ne requiert pas d'avoir des monocristaux, bien que
l'eﬃcacité de conversion énergétique soit meilleure avec ces derniers. Actuellement, la ma-
jorité des panneaux produits et commercialisés sont constitués de silicium polycristallin
ou amorphe, ce dernier étant eﬃcace sous lumière diﬀuse, mais avec un moins bon rende-
ment en général. Il est tout de même utilisé pour sa souplesse et son faible poids sur des
produits mobiles (sacs à dos, calculatrices, etc.).
Concernant le silicium polycristallin, ses moins bonnes performances par rapport aux
monocristaux viennent du fait que les joints de grains agissent comme des pièges pour
les porteurs minoritaires, qui permettent de convertir photons en électricité. Aussi, les
procédés industriels cherchent à augmenter au maximum la taille des grains pour améliorer
le rendement des panneaux. C'est dans ce cadre que le modèle CAFE est utilisé, sur un
procédé industriel de coulée semi-continue.
3.1 Procédé EMIX
Le procédé de fabrication de la société EMIX (située à St-Maurice-la-Souterraine,
France) s'apparente à la coulée semi-continue des lingots d'aluminium sur creuset froid
[Gar01]. Un schéma du procédé est reporté à la ﬁgure IV.28. Un support en graphite revêtu
de SiC et ayant une section carrée de 38,4 x 38,4 cm est placé dans le four. Le silicium est
introduit par le haut à travers une trémie, sous la forme de solide broyé, dont la pureté
est ajustée avec une torche à plasma. Cette dernière permet la fusion et l'évaporation des
diverses impuretés. Des exemples classiques de compositions sont donnés dans le tableau
IV.4. Un dopant est ajouté en très faible quantité, sous la forme de silicium fortement
dopé en bore. Le bore possède 3 électrons de valence, soit un de moins que le silicium. Le
semiconducteur obtenu est donc de type P, c'est-à-dire avec une densité d'électrons plus
faible que le silicium pur. Plusieurs inducteurs placés en haut du four permettent de fondre
le solide. Le champ électromagnétique produit par induction maintient également un petit
espace entre le creuset en cuivre et le bain, ce qui est un avantage majeur du procédé. Grâce
à cet espace, il y a peu de contamination du matériau par le moule, qui peut être maintenu
à plus basse température (d'où son appellation de creuset froid). De plus, pour éviter au
maximum l'oxydation du silicium liquide, le four est maintenu sous atmosphère contrôlée
d'argon. Enﬁn, le champ électromagnétique permet de brasser le liquide, ce qui est a priori
bénéﬁque pour l'homogénéisation, mais qui peut également entraîner la germination de
grains équiaxes par fragmentation. La colonne de silicium descend progressivement dans
le four de refroidissement, à une vitesse d'environ 1,7mm/min, soit 28 µm/s. Plus bas, des
fours de recuit sont installés pour diminuer les contraintes résiduelles et les dislocations
dans le silicium solide, qui peuvent être problématiques lors de la découpe ultérieure des
lingots et pour le rendement des panneaux. Régulièrement, la descente est stoppée pour
découper la colonne solidiﬁée, d'où la désignation de coulée semi-continue.
Les lingots coupés sont parallélépipédiques, de section carrée, avec une arête de 38,4 cm
et une hauteur de 50 cm environ. Les surfaces extérieures, présentant une forte densité
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Métallurgique (MG) MG amélioré 1 MG amélioré 2 Solaire
Bore 9,4 4,9 1,4 < 0,001
Phosphore 8,2 6,5 5,1 < 0,001
Carbone 67 26 36 < 10
Oxygène 210 21 13 < 1
Table IV.4 Impuretés principales en ppm pour diﬀérents types de silicium (données
EMIX).
de grains, sont scalpées, et les lingots coupés verticalement en quatre. Le format ﬁnal de
chaque partie est de section carrée, de 15 cm d'arête. Par la suite, ces quarts de lingot
seront découpés horizontalement avec une scie à ﬁl pour obtenir des plaquettes (wafers)
d'environ 200 µm d'épaisseur. Celles-ci pourront ensuite être préparées pour intégrer un
panneau solaire. Généralement, ces plaquettes sont texturées en surface par une solution
acide, aﬁn de former des aspérités qui permettront de capter plus de lumière. Puis, les
plaquettes sont dopées en surface avec un dopant de type N, par exemple du phosphore.

















Figure IV.28 Procédé EMIX de coulée semi-continue de silicium polycristallin.
La ﬁgure IV.29 présente une coupe horizontale du lingot EMIX, avant que ses faces
extérieures ne soient scalpées et que le lingot ne soit coupé en quatre. On peut remarquer
deux zones où la densité de joints de grains est importante : au niveau des faces extérieures,
où une germination importante à lieu en début de solidiﬁcation, et dans la zone centrale.
Pour cette dernière, nous montrerons plus loin qu'il s'agit en fait de grains colonnaires
orientés verticalement, alignés sur le gradient thermique. L'objectif du procédé est donc
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de maximiser la zone intermédiaire, où les grains sont majoritairement colonnaires et
horizontaux, pour diminuer la densité de joints de grains sur les wafers, qui sont des
coupes horizontales.
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Figure IV.30 Vitesse de croissance en fonction de la surfusion, (a) calculée par une
méthode Monte-Carlo [Bea00] et (b) mesurée expérimentalement [Fuj08]. Les trois vitesses
de tirage sont indiquées par une croix rouge.
Concernant la cinétique de croissance, deux lois tirées de la littérature sont présentées
par la ﬁgure IV.30. La première (a) a été obtenue à partir de simulations Monte-Carlo
sur la croissance des plans (111) [Bea00]. La deuxième (b) est une mesure expérimentale,
tirée de l'observation de la croissance d'un monograin par microscope avec une caméra
CCD [Fuj08]. Les trois vitesses de tirage proposées par EMIX (8,3, 28 et 50 µm/s) sont
indiquées sur le graphique par des croix, et correspondent à une surfusion de croissance
comprise (a) entre 4 et 5K ou (b) entre 1 et 7K. Une question que l'on peut légitimement
se poser est la nature (rugueuse ou facettée) de l'interface solide liquide à ces surfusions.
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En eﬀet, les données de la littérature sont loin d'être claires à ce sujet. Il a déjà été
noté que seuls les plans {111} sont à même de former des facettes (voir tableau I.1)
[Bea00, Nag05, Fuj08]. Cependant, plusieurs régimes de croissance ont été observés : en
dessous d'une certaine vitesse critique, il semblerait que l'interface soit plane [Fuj08].
Ces auteurs évaluent la surfusion critique correspondante comme étant située entre 10 et
13K, mais des incertitudes sur la mesure demeurent. Il n'est donc pas certain que des
facettes se forment dans le procédé EMIX. Notons également que pour des vitesses de
croissance élevées, c'est-à-dire une surfusion supérieure à 100K, la libération de chaleur
latente devient prépondérante par rapport à la cinétique d'attachement des atomes, et
une interface rugueuse est observée [Nag05].
Un autre point critique est la morphologie des grains, qui ne sont généralement pas
dendritiques (sauf pour des vitesses de croissance élevées, où des dendrites non facettées
orientées selon les directions <100> ont été observées [Nag05]). On ne peut donc pas à
proprement parler de cinétique de pointe. De plus, la minimisation de l'énergie de surface
solide-liquide peut avoir une inﬂuence lors de la compétition de croissance entre plusieurs
grains non dendritiques. Une observation directe de ce phénomène a été reportée dans la
littérature [Fuj04], où deux modes de croissance ont été mis en évidence en faisant croître
deux grains dont les directions alignées avec le gradient thermique sont <100> et <111>.
Pour une faible vitesse de croissance, v = 0,02 mm/min (∆T = 3,8 K), l'interface solide
liquide est plane. Le grain <111> présente une interface avec le liquide formée par le
plan cristallographique (111), qui a une plus faible énergie de surface solide-liquide que
le plan (100). Pour cette raison, le grain <111> s'étend au détriment de l'autre grain.
Au contraire, pour v = 5,8 mm/min (∆T = 6,3 K), le grain le plus rapide, c'est-à-dire
celui dont la direction <100> est alignée avec le gradient thermique, forme des facettes et
s'étend. Des simulations ultérieures en champ de phase ont permis de retrouver ce résultat
[Che08]. La surfusion de transition semble donc être du même ordre que les surfusions du
procédé EMIX.
Toutes ces données sont pour l'instant qualitatives, et sont notamment dépendantes
de la pureté du matériau. Il a donc été choisi de conserver la croissance octaédrique selon
les directions préférentielles <100> du modèle CAFE, et une interface non facettée. Au
niveau de la loi de croissance, dans une première approximation, la cinétique présentée à
la ﬁgure IV.30.a est utilisée sous la forme d'une loi puissance, dont les paramètres sont
donnés dans le tableau IV.5. Bien qu'en contradiction avec les résultats expérimentaux
(ﬁg. IV.30.b), les incertitudes de la mesure et la dispersion importante entre toutes les
mesures de la littérature [Mil11] font émettre des doutes quant à ces résultats. Il sera par
la suite indispensable d'utiliser des cinétiques de croissance obtenues expérimentalement,
avec des procédures ﬁables et validées, mais de telles données n'existent pas à ce jour.
Germination et macles
Concernant la cinétique de germination, deux lois sont déﬁnies. D'une part, une haute
densité de germes est appliquée sur les faces verticales du lingot en contact avec l'argon
et sur la face inférieure. D'autre part, une densité plus faible est déﬁnie dans le volume.
Le maclage n'est ici pas pris en compte, or il a été observé sur des lingots industriels
qu'environ la moitié des joints de grain résultent d'un ou plusieurs maclages [Voi98]. Les
macles sont des défauts atomiques d'empilement qui peuvent apparaître au cours de la
solidiﬁcation. Ce sont des défauts cristallins cohérents, plus ou moins répandus dans les
métaux, mais systématiques dans le silicium. Il s'agit d'une rotation d'un plan cristallin
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par rapport à sa normale. Les macles ont en général une très basse énergie, beaucoup plus
faible que des joints de grains classiques (incohérents). C'est le cas pour les macles Σ3
avec 0,06 J/m2, quand un joint de grain aura une énergie de l'ordre de 1 J/m2. La théorie
générale est que les macles apparaissent pour diminuer l'énergie interfaciale du système.
Les plans maclés sont donc susceptibles d'être alignés sur le gradient de température, ce




Figure IV.31 Joints de grains et macles dans une plaquette EMIX de silicium poly-
cristallin.
Cependant, le mécanisme de formation des macles est encore loin d'être clair. Elles sont
cependant toujours associées à une interface facettée. Or, la théorie indique que générer
une macle au milieu d'une facette nécessite une très grande énergie. Elles ne peuvent donc
se former qu'aux points triples (par exemple, à l'interface entre deux grains et le liquide,
ou entre un grain, le liquide et le moule). Ce résultat a été validé à partir des théories
classiques de germination [Buz88], et par dynamique moléculaire [Poh10]. Cependant,
elles contredisent quelques résultats expérimentaux. Fujiwara et al. ont en eﬀet observé
des doubles macles Σ3 parallèles au milieu de certains grains [Fuj08], mais l'absence
d'observation directe de la formation des macles rend l'analyse diﬃcile. En réalité, d'autres
paramètres inﬂuencent l'apparition des macles, en particulier les impuretés. Notamment,
les précipités SiC peuvent induire des structures de macles stables. Malheureusement,
le seul modèle théorique prédisant l'apparition des macles [Duf10] manque de données
précises (énergies d'interface en particulier) et n'a pu être validé expérimentalement.
Dans une première approximation, on peut apparenter la germination dans le volume
à du maclage, à la diﬀérence fondamentale que la position et l'orientation des nouveaux
grains sont aléatoires. Cependant, le maclage apparaît pour réorienter les grains avec le
gradient thermique, et c'est exactement le mécanisme qui se met en place en introduisant
une germination dans le volume : les nouveaux grains alignés avec le gradient auront
tendance à se développer au détriment des autres. Si les nouveaux grains sont désalignés,
ils disparaîtront rapidement. Il s'agit bien sûr d'une approximation très grossière, et il
faudra dans le futur considérer le maclage à travers des modèles physiques.
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Mise en données
On l'a vu, la solidiﬁcation du silicium est encore relativement mal connue, et les
données quantitatives quasiment inexistantes. L'enjeu ici n'est donc pas de modéliser les
phénomènes propres au silicium, comme l'interface facettée ou les macles, mais plutôt de
mener un calcul sur un lingot de grand volume.
Pour des raisons de symétrie, il est possible de se limiter à un quart de lingot, qui
aura une section de 19,2 x 19,2 cm. Concernant la longueur simulée, il n'y a évidemment
pas de limite au niveau du procédé. Cependant, on peut considérer que la structure de
grains atteint un régime de croissance stable à partir d'une certaine longueur, et que la
structure au-delà sera très répétitive. En conséquence, l'objectif est ici de considérer un
lingot d'au moins un mètre de long.
Paramètre Symbole Valeur Unité
Température de fusion Tm 1685 K
Cinétique de pointe a1 5,3516 · 10−11 m s−1 K−k1
k1 8,5878 -
Germination (surface) ∆T SN 1,5 °C
∆T Sσ 0,5 °C
nS 106 m−2
Germination (volume) ∆T VN 1,5 °C
∆T Vσ 0,5 °C
nV 1,12 · 107 m−3
Pas de temps ∆t 10 s
Table IV.5 Paramètres du modèle CAFE pour la solidiﬁcation du silicium polycristallin.
Il a déjà été montré que la librairie CimLib permet de résoudre des équations par
éléments ﬁnis sur des domaines à l'échelle des procédés industriels [Hac12b]. Cependant,
la résolution des équations macroscopiques nécessiterait ici d'implémenter des solveurs
supplémentaires, en particulier pour ce qui est de l'électromagnétisme. D'autre part, la
résolution correcte de ces équations impose de modéliser le procédé dans son ensemble,
avec échanges de chaleur entre les diﬀérentes pièces du four, rayonnement, etc. La consti-
tution précise du four et les paramètres du procédé ne sont pas disponibles, mais même
s'ils l'étaient, cette mise en données est en soi un travail à part entière. Enﬁn, au vu des
approximations faites sur la croissance du silicium, cet excès de précision n'est pas néces-
saire. Les équations macroscopiques (conservation de l'énergie, du soluté et de la quantité
de mouvement) ne seront donc pas résolues ici. La thermique est imposée d'après un
champ de température 2D, calculé par EMIX avec le logiciel éléments ﬁnis COMSOL
Multiphysics®. Le champ calculé est statique, sur un domaine de 19,2 x 208 cm, pour
trois vitesses de tirage : 8,3, 28 et 50 µm/s. Ces trois champs sont donnés à la ﬁgure
IV.32. L'isotherme correspondant à la température de fusion est tracée en blanc. En haut
du lingot, une petite zone est en dessous de cette température : elle correspond à la zone
d'alimentation où est introduit le silicium solide. Ce dernier est introduit à température
ambiante, aussi l'énergie nécessaire à sa fusion est importante, et le champ de température
s'en trouve aﬀecté. Notons que la forme et la profondeur du puits diﬀèrent selon la vitesse
de tirage.








Figure IV.32 Champs de température 2D pour une vitesse de tirage de (a) 8,3, (b) 28
et (c) 50µm/s. L'isotherme en blanc correspond à la température de fusion de 1685°C.
3.3 Résultats
Calculs 2D
Le modèle CAFE est tout d'abord résolu en 2D avec les champs EMIX présentés à la
ﬁgure IV.32. La température est imposée, i.e. un couplage faible est utilisé en thermique et
la croissance de la structure de grains n'a aucune inﬂuence sur le champ de température.
Le domaine considéré est un rectangle de 2,08 x 0,192m. Le maillage est ﬁxe, et le champ
de température EMIX est interpolé sur ce maillage, avec un certain décalage en hauteur
qui évolue au cours du temps. Au début de la simulation, le champ EMIX est décalé de
telle sorte que le plus haut point corresponde au plus bas n÷ud du maillage. Le champ
EMIX est ensuite décalé à chaque pas de temps, en fonction de la vitesse de tirage, et ses
valeurs interpolées linéairement sur le maillage. Les zones du maillage où le champ EMIX
n'est pas déﬁni sont simplement ignorées lors de la croissance des grains. Cette procédure
permet de mimer le déplacement du lingot vers le bas. Le temps de solidiﬁcation de la
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Figure IV.33 Vues de la structure de grains avec une vitesse de tirage de 28µm/s, (a-c)
selon les prédictions du modèle CAFE 2D et (d) expérimentale. La direction principale
des grains sélectionnés est tracée en ligne pointillée.
La ﬁgure IV.33 présente la structure de grain simulée par le modèle CAFE pour la
vitesse de tirage de 28µm/s avec plusieurs niveaux de zoom, et une photographie du lingot
expérimental, dont le contraste a été augmenté. On peut notamment voir sur la ﬁgure
IV.33.c la grille de cellules, qui est beaucoup plus ﬁne que le maillage éléments ﬁnis. La
taille de cellules est lCA = 100 µm, ce qui correspond à 40 millions de cellules sur tout
le domaine. L'allocation dynamique permet cependant de n'en considérer qu'une petite
partie à un temps donné, ce qui signiﬁe que les 40 millions de cellules ne sont jamais
stockées en mémoire simultanément. La réalisation d'images de la structure complète né-
cessite donc une reconstruction, ce qui est fait en post-processing en combinant les images
à chaque pas de temps. Ce calcul a été eﬀectué sur un seul c÷ur en 17h30, soit moins
de temps qu'il n'en faut pour couler le lingot. Sur la ﬁgure IV.33.a, il est clair que la
structure de grain se répète dans la hauteur, il n'est donc pas nécessaire de modéliser la
solidiﬁcation sur la totalité des 2,08m. La ﬁgure IV.33.b est un zoom sur la structure
qui permet de mieux révéler les directions principales des grains sélectionnés lors de la
croissance. Dans la première partie solidifée, au niveau de la face droite, le gradient de
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température est très important et horizontal, comme on peut le voir sur la ﬁgure IV.32.b.
Après germination initiale sur la face, les grains dont les directions <100> sont horizon-
tales se développent préférentiellement. Puis, vers le milieu du lingot, le gradient devient
peu à peu vertical et la texture suit cette rotation. De plus, l'intensité du gradient diminue,
il devient donc possible de germer des grains dans le volume devant le front. La ﬁgure
IV.32.d présente une vue expérimentale du lingot, avec en ligne pointillée la direction
principale des grains. On retrouve qualitativement les prédictions du modèle CAFE, avec
une densité plus importante de grains au centre et une réorientation des grains au cours
de la croissance. Cependant, la direction est de manière générale plus orientée vers le haut
dans l'expérience. La réorientation des grains est ici clairement gouvernée par le gradient
thermique, aussi, même si la cinétique de croissance et les phénomènes propres au sili-
cium sont susceptibles de modiﬁer la structure de grains par rapport aux approximations
utilisées dans le modèle CAFE, il est probable que cette diﬀérence d'orientation vienne
surtout du champ de température qui n'est pas représentatif de l'expérience. Enﬁn, l'ap-
proximation 2D est très limitante pour ce cas, que ce soit pour le champ de température
ou la structure de grains. La raison principale est la forme du lingot, qui a une section
carrée et ne peut pas être considéré comme axisymétrique.
(a) (b) (c)
tCPU = 17htCPU = 42h tCPU = 15h
Figure IV.34 Diﬀérentes structures de grains 2D et interface solide-liquide pour des
vitesses de tirage de (a) 8,3, (b) 28 et (c) 50 µm/s. Le temps de calcul est indiqué pour
un c÷ur.
La ﬁgure IV.34 montre l'évolution de la structure de grains 2D en fonction de la
vitesse de tirage, et la forme du puits. L'objectif du procédé est d'avoir des grains les
plus horizontaux possible : il apparaît sur la ﬁgure IV.34 que l'orientation principale des
grains est liée à la forme du puits, donc à la direction du gradient thermique. La faible
vitesse de tirage (a) présente un gradient vertical sur une grande partie du puits, ce
qui est dommageable. Le gradient est logiquement plus horizontal avec des plus grandes
vitesses de tirage, mais d'autres problèmes peuvent alors arriver, par exemple à cause de
l'expansion volumique du silicium à la solidiﬁcation.
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Calcul 3D
La simulation 3D n'est ici eﬀectué que pour estimer la faisabilité d'un tel calcul, et
les limites du code parallèle. En eﬀet, aucune simulation 3D du champ thermique n'est
disponible. Aussi, la température imposée ici est le champ obtenu avec la vitesse de tirage
de 28 µm/s en 2D (ﬁgure IV.32.b), étendu d'un facteur
√
2 selon la plus petite largeur de
façon à correspondre à la diagonale du lingot parallélépipédique. Une rotation est ensuite
appliquée autour de l'axe vertical central du lingot, et la température est imposée de la
même manière qu'en 2D.
La ﬁgure IV.35 présente les résultats de la simulation, ainsi qu'un wafer (b). La taille
de cellule est de 250µm, ce qui veut dire 4,9 milliards de cellules sur tout le lingot. Le
nombre total de grains diﬀérents s'élève à 1,6 million. Ce calcul a été eﬀectué sur 32
c÷urs, en un peu plus de 32 jours. La taille de cellule est sensiblement trop grande pour
obtenir des résultats corrects, comme on peut le constater au niveau des joints de grains
sur les ﬁgures IV.35.c et d. Cependant, la taille de cellule initialement visée de 100µm
revient à multiplier le nombre total de cellules par (250/100)3 = 15,6. Il faudrait donc
en toute logique utiliser 15,6 fois plus de c÷urs de calcul, soit 500 c÷urs. Hormis le fait
que l'utilisation de 500 c÷urs pendant un mois est diﬃcilement possible, et concrètement
irréaliste pour une industrie, il a été montré qu'au-delà de 64 c÷urs, l'eﬃcacité parallèle du
code était faible, et donc le temps de calcul diminue peu. Or, ce temps serait au minimum
multiplié par 15,6 en passant à une taille de 100µm. En fait, le facteur multiplicatif
sera vraisemblablement plus proche de (250/100)4 = 39, étant donné que le nombre de
micro pas de temps est lui aussi impacté par cette diminution de taille. Il n'est donc
pas envisageable de mener ce type de calcul sur 500 c÷urs sans valider plus en détail le
comportement du code sur un tel nombre de c÷urs. Bien que des concessions puissent être
faites, comme calculer la structure de grains sur une longueur moins importante, il est
clair que l'implémentation actuelle ne se prête pas encore à un tel volume de données. Il
faudra donc, pour arriver à prendre en compte des volumes aussi importants, travailler à
l'amélioration de l'algorithme de calcul parallèle, et à un meilleur équilibrage des charges
de calcul. Notons pour ﬁnir que le volume de données est ici très important : l'image
IV.35.a a nécessité le traitement d'environ 135Go de données, alors que seules les cellules
visibles (à l'interface solide-liquide et aux frontières du lingot) sont stockées dans les
ﬁchiers sortie.
Étant donné les diverses approximations, tant sur la physique propre au silicium que
sur le champ de température 3D, les résultats qualitatifs obtenus sont raisonnables. La
tendance observée sur le wafer est bien retrouvée, même si les densités de grains et leur
forme présentent des diﬀérences notables. Il serait intéressant à l'avenir de comparer des
données EBSD [Gal11] avec les orientations prédites par le modèle CAFE, aﬁn de vériﬁer
le changement de texture de la zone extérieure à la zone centrale du lingot.








Figure IV.35 (a) Lingot 3D simulé avec le modèle CAFE et une taille de cellule de
250 µm, (b) wafer expérimental, et sections planes horizontales de la simulation CAFE à
(c) 1,1 et à (d) 1,8m du bas du lingot. Les cadres noirs sur (c) et (d) indiquent approxi-
mativement la zone correspondante au wafer (b) après découpe.

Conclusion et perspectives
Le développement de la structure de grains et de la ségrégation chimique sont des
phénomènes apparaissant en premier lieu durant la solidiﬁcation : bien qu'elles puissent
être modiﬁées par la suite avec des traitements thermiques, l'optimisation de la solidiﬁ-
cation initiale peut permettre de réduire l'importance de ces traitements. La prédiction
de la structure et de la ségrégation est donc un intérêt de premier ordre. Malheureuse-
ment, la structure de grains est trop souvent ignorée à l'échelle macroscopique à cause des
ressources numériques nécessaires au calcul. Le fait que les prédictions ne soient correcte-
ment approchées qu'en 3D ne fait qu'augmenter la diﬃculté de ces calculs. La présente
étude avait donc pour objectif de développer un modèle automate cellulaire-éléments ﬁ-
nis utilisant le calcul parallèle, pour modéliser la germination et la croissance des grains
durant la solidiﬁcation en trois dimensions. Ce projet s'est inscrit dans le cadre du ﬁ-
nancement ANR Habisol-Si X, avec comme contexte général la prédiction de structures
de grains dans le silicium polycristallin.
Par rapport aux descriptions précédentes de la littérature, le modèle CAFE proposé
ici présente plusieurs améliorations et nouveautés :
 le suivi de la croissance de plusieurs structures de solidiﬁcation, par exemple den-
dritique et eutectique,
 le calcul des chemins de solidiﬁcation (i.e. évolution des fractions de phases et de
leur composition) à l'échelle du maillage plutôt qu'au niveau de la grille de cellules,
assurant une cohérence entre enthalpie, température, et fractions de phases,
 diﬀérents schémas de couplage de la structure avec l'équation de conservation de
l'énergie, et en particulier le couplage itératif explicite qui présente l'avantage de
ne pas augmenter de manière signiﬁcative le temps de calcul, mais qui permet de
fortement stabiliser la résolution des équations et d'assurer une convergence de la
résolution en énergie,
 une tabulation des données thermodynamiques (fractions, compositions et enthalpie
des phases),
 une optimisation de l'algorithme séquentiel, et en particulier de l'allocation dy-
namique,
 une implémentation 3D utilisant le calcul parallèle.
Tous ces aspects ont fait l'objet de multiples comparaisons, avec des solutions analytiques,
d'autres modèles numériques et l'expérience. Parmi ces comparaisons, la simulation de la
macroségrégation par convection naturelle est sans doute la plus évocatrice. Le couplage
avec le développement de la structure de grains a permis d'atteindre un degré de précision
avancé. Ces résultats proviennent clairement du calcul 3D et des couplages, qui sont
ﬁnalement les grands intérêts de ce modèle.
La comparaison avec le modèle champ de phase constitue un travail novateur rarement
réalisé, qui est de confronter deux modèles destinés à des échelles diﬀérentes sur un même
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cas commun. Le champ de phase suit directement l'interface solide-liquide, et résout donc
la microstructure dendritique des grains. Le modèle CAFE, quant à lui, ne fait que suivre
l'enveloppe des grains, et approche les grandeurs internes (fractions de phases, etc.) par des
quantités moyennées. Il a été montré que dans le cas de la solidiﬁcation d'un unique grain
équiaxe pour un alliage binaire, le champ de phase est très limité au niveau de la taille
du domaine représentable, surtout en 3D. Cependant, les comparaisons ont été faites en
assumant que les résultats du champ de phases sont quantitatifs. Elles montrent un accord
assez bon entre les deux modèles. Il en est ressorti que si les dimensions caractéristiques
de la microstructure sont grandes par rapport au volume considéré, les approximations du
modèle CAFE ne donnent pas des résultats corrects, ce qui est prévisible vu les hypothèses
de la prise de moyenne. Par contre, si la microstructure est petite par rapport au domaine,
les grandeurs moyennes prédites par le modèle CAFE sont proches de celles données par le
champ de phase. De plus, il a été montré comment le champ de phase (ou d'autres modèles
de la même échelle) peut aider à calibrer le modèle CAFE et ses paramètres. Cependant, les
incertitudes quant à la convergence du champ de phase font que le caractère quantitatif des
résultats est loin d'être sûr. D'autres recherches devront être menées dans cette direction,
mais cette étude constitue un premier pas signiﬁcatif démontrant faisabilité et intérêt.
D'autre part, le modèle CAFE a été mis en application pour modéliser l'expérience du
projet ANR-SMACS, qui a été conçue dans le but de monter un benchmark de macrosé-
grégation par convection naturelle et forcée [Hac12a]. Il s'agit là du premier calcul couplé
en 3D de la structure de grains et de la macroségrégation. Nous avons pu obtenir un
excellent accord avec l'expérience sur l'évolution de la température dans le lingot, en par-
ticulier au niveau de la recalescence. Le calcul parallèle a ici joué son rôle, permettant de
compléter les simulations en un temps raisonnable (2 à 3 jours). La structure de grains
est quant à elle assez bien reproduite, même si les limites du modèle de germination sont
apparues. Il faudrait pour y remédier mener des expériences dédiées, notamment sur la
fragmentation des bras dendritiques. Les cartes de composition ont pu être prédites de
façon qualitative. Par contre, l'apparition des freckles n'a jamais été simulée. La prise en
compte d'une perméabilité anisotrope est la prochaine étape à ce niveau.
Concernant la simulation du lingot de silicium en coulée semi-continue, les résultats,
bien que relativement proches de la réalité, n'ont pas vocation à représenter précisément
les phénomènes physiques spéciﬁques à la solidiﬁcation du silicium. Il faudrait pour cela
implémenter de nouveaux mécanismes, comme la croissance de facettes, la transition d'une
interface rugueuse à une interface facettée, et la formation de macles. Bien que l'implémen-
tation concrète de ces mécanismes dans le cadre de la méthode CA poserait certainement
de nouveaux problèmes, il est actuellement prématuré d'en parler puisque les modèles
physiques sous-jacents ne sont ni prêts, ni validés expérimentalement. Le calcul a donc ici
plutôt pour vocation de tester les limites de l'algorithme parallèle. Et en eﬀet, le calcul
3D sur un lingot de 19,2 x 19,2 x 208 cm présente un chalenge numérique non néglige-
able : avec le code actuel, la structure de grains a pu être simulée sur tout ce domaine en
environ 1 mois sur 32 c÷urs, pour un total de 4,9 milliards de cellules et 1,6 million de
grains diﬀérents. Cependant, les tests ont montré que l'eﬃcacité de l'algorithme CA sur
un grand nombre de c÷urs (>64) chute rapidement. Bien que la mémoire semble assez
bien répartie et gérée jusqu'à 256 unités de calcul, la limitation actuelle est clairement
imposée par le temps de calcul. Aussi, l'objectif initial qui était de prendre en compte
des cellules de 100µm d'arête n'a pu être atteint. Il reste donc de ce côté un vaste champ
d'améliorations, que ce soit au niveau de l'optimisation des parties séquentielles du code
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(c'est-à-dire améliorer la rapidité de résolution des algorithmes individuels sur chaque
c÷ur), au niveau des stratégies parallèles d'échange de données, ou encore au niveau du
partitionnement et de l'équilibrage. Sur ce dernier point, les améliorations demanderont
d'estimer plus précisément le coût de calcul de chaque cellule, aﬁn d'équilibrer au mieux
la charge entre les c÷urs. D'autre part, il deviendra peut-être nécessaire de partitionner
la grille de cellules indépendamment d'un maillage éléments ﬁnis. Il serait alors possible
de mieux optimiser le volume de données échangées entre les unités de calcul.
Certains aspects du couplage restent par ailleurs à valider. En particulier, toutes les
combinaisons au niveau des modèles de microségrégation n'ont pas été testées. Par exem-
ple, il serait très intéressant d'utiliser le modèle de Wang-Beckermann avec des tabulations
des enthalpies des phases. Le problème principal de ce genre de combinaison réside dans
la convergence de la résolution. D'autre part, le calcul de la cinétique de croissance au
niveau de l'automate cellulaire ne se fait pour l'instant strictement qu'avec une linéarisa-
tion du diagramme de phase. Une prochaine étape serait donc de tabuler la température
d'équilibre des phases en fonction de la composition en éléments d'alliages. À ce propos,
l'application du modèle CAFE à des multicomposés demande encore à être réalisée. Outre
le couplage avec des modèles de microségrégation plus complets [Tou11], il sera nécessaire
de tester dans quelle mesure la partie CA est capable de rendre compte de la compéti-
tion de croissance entre diﬀérentes structures : dendritiques, eutectiques, et péritectiques.
Pour l'instant, les seuls calculs menés avec deux structures (dendritique et eutectique)
ne considèrent pas de zone couplée, c'est-à-dire où l'eutectique croît directement dans le
liquide libre, et entre en compétition avec les grains dendritiques. Les expériences in situ
de solidiﬁcation d'alliages métalliques se généralisant, il serait intéressant de modéliser un
cas complet avec modèle de Wang-Beckermann, tabulations des enthalpies, convection et
macroségrégation.
Par rapport aux phénomènes physiques pris en compte, de nombreuses perspectives
sont encore ouvertes. D'une part, la refusion de la structure sera dans un avenir proche
considérée. Cet aspect permettra notamment de modéliser des procédés de soudage. La
diﬃculté principale est liée à l'allocation dynamique : puisque la structure initiale est
susceptible d'être refondue, elle ne peut être simplement libérée de la mémoire. Aussi,
il sera nécessaire de mettre en place une stratégie de stockage des parties inutilisées du
lingot, qui pourront ensuite être rechargées dynamiquement au moment de la refusion.
Ce stockage pourrait se faire aussi bien dans la mémoire vive que dans la mémoire morte.
D'autre part, les transformations à l'état solide ne sont pour l'instant prises en compte que
sous la forme d'évolution des fractions moyennes des phases. Or, il est clair que les joints
de grains ne sont pas ﬁxés après solidiﬁcation : en fait, ces joints continuent d'évoluer tant
que la température est assez élevée. La prise en compte de ce phénomène est un avenir
proche du modèle, et pourra se montrer particulièrement justiﬁée en conjonction avec la
refusion de la structure.
Enﬁn, il serait intéressant d'implémenter le transport des grains équiaxes, par convec-
tion et par sédimentation. Bien que cela ait déjà été décrit dans la littérature [Gui04a,
Gui06], le reprendre en trois dimensions soulèvera certainement de nouvelles questions. Il
sera sans doute nécessaire de simpliﬁer et d'optimiser l'algorithme. De plus, des diﬃcultés,
comme la rotation des grains équiaxes, ou le comportement des grains équiaxes une fois
qu'ils sont entrés en contact avec le front colonnaire, n'ont jamais été levées. Ceci s'in-
scrit dans une démarche plus générale, qui est la prise en compte de la thermomécanique
du solide, c'est-à-dire la présence d'une vitesse non nulle et non triviale du solide (une
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vitesse triviale serait par exemple la translation du lingot lors de la coulée semi-continue).
Cette étape constituera certainement le plus gros du travail à venir, et s'inscrit dans la
suite logique des modèles thermomécaniques avec ségrégation [Riv11]. Si ce phénomène
n'a jamais été inclus dans le modèle CAFE, la raison en est simple : la grille de cellules
est peu adaptée à des déformations. En eﬀet, l'intérêt principal de cette méthode réside
dans sa rapidité, qui est due elle-même à la régularité de la grille. Il est donc très facile de
calculer un voisinage, et de suivre localement le déplacement d'une interface. D'ailleurs,
des calculs éléments ﬁnis à 5 milliards de n÷uds demandent autrement plus de ressources
de calcul. La déformation de cette grille ferait donc perdre tout intérêt à cette méthode.
Une approche plus réaliste consisterait à déplacer les informations des cellules plutôt que
les cellules elles-mêmes. C'est d'ailleurs la stratégie qui a été utilisée pour le transport des
grains équiaxes. La résolution des équations éléments ﬁnis donnerait alors une vitesse du
solide qui serait interpolée au centre des cellules, et les grains déformés en conséquence.
D'autre part, il serait possible de renvoyer des informations sur la microstructure aux
n÷uds (l'orientation cristalline par exemple) pour pouvoir implémenter des lois de com-
portement polycristallines.
En l'état, le modèle CAFE présente tout de même de nombreux avantages, et est
actuellement le seul à pouvoir eﬀectuer des calculs de solidiﬁcation couplés avec la struc-
ture de grains en 3D, et sur des lingots conséquents. Cela lui donne un certain potentiel
pour être appliqué à des expériences ou des procédés industriels, aﬁn d'aider à l'inter-
prétation de phénomènes physiques, ou d'optimiser certains paramètres. De plus, son
domaine ne se limite pas à la métallurgie : il a déjà été utilisé dans le projet Cristapress
concernant la cristallisation de sphérolites dans les polymères [Boy11]. Ce potentiel va
se concrétiser prochainement sous la forme d'une intégration dans le logiciel commercial
THERCAST, développé par Transvalor, qui se base déjà en partie sur CimLib. En plus
d'apporter une maintenance durable du code et une meilleure visibilité, cette étape va
permettre de grandement faciliter l'utilisation du modèle, que ce soit pour la mise en don-
nées, ou la visualisation de la structure. Rappelons que la visualisation est un problème
à part entière de la chaîne de calcul, surtout si elle est parallèle, et que des traitements
en post processing sont pour l'instant nécessaires pour obtenir des images complètes de
la structure de grains.
Annexe A
Structure du code du modèle CAFE
La ﬁgure A.1 reprend sous la forme d'un diagramme UML [OMG11] les principales
classes et fonctions implémentées dans l'algorithme automate cellulaire. La partie FE
n'est pas abordée ici. Le but est de décrire brièvement l'intérêt et le rôle de chacune de
ces classes.
ModeleCellules
Il s'agit de la classe principale, qui instancie toutes les autres classes. Un nouvel objet
ModeleCellules est créé pour chaque bloc correspondant dans les scripts MTC 1 de mise
en données. Ses rôles principaux sont :
 gérer la boucle sur les micro pas de temps,
 scanner la grille de cellules,
 gérer tout ce qui est relatif au calcul parallèle.
LesCellules Instance de GestionCellules, c'est concrètement la grille de cellules et
toutes ses méthodes d'accès, de modiﬁcation, etc.
LesGrains Il s'agit de la liste des grains connus (i.e. présents ou ayant déjà été présents
localement sur le c÷ur). À chaque entrée de la liste sont associés le numéro de grain,
le volume local du grain (en nombre de cellules) et un pointeur vers l'objet DCGrain
contenant toutes les données du grain.
LesSites Liste des sites de germination. Cette liste est remplie par LesCellules, mais la
germination est gérée par le ModeleCellules. Chaque entrée de la liste contient le numéro
de cellule associé, le numéro d'élément de la cellule (utile p.ex. si la cellule n'existe pas en-
core), et une sous-liste contenant toutes les sites de germinations à cette position, chaque
sous-entrée contenant une surfusion de germination (double) et les données (DonneesCel-
lulaire*). Lors de l'étape de germination (cf. ﬁgure II.18), cette liste est scannée. Si les sites
germent ou si les cellules associées à des germes sont détruites par l'allocation dynamique,
alors les sites sont retirés de la liste.
1. Ces scripts contiennent toute la mise en données du problème sous la forme du pseudo-langage
MTC, interprété par la bibliothèque CimLib. Son but principal est de déﬁnir des modèles, comme ici
ModeleCellules.
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# LesCellules: GestionCellule*












# LesCellulesT: pair<int, DonneesCellulaire*>*
# mit: pair<int, DonneesCellulaire*> *
# Taille: unsigned long
+ allocate()
+ it(): pair<int,DonneesCellulaire*> * 






+ it(): pair<int,DonneesCellulaire*> * 
+ find(unsigned long): pair<int,DonneesCellulaire*> * 
GestionCellulesMap# LesCellules: map<unsigned long, pair<int,DonneesCellulaire*> >
# mit: map<unsigned long, pair<int,DonneesCellulaire*> >::iterator
+ allocate()
+ it(): pair<int,DonneesCellulaire*> * 
+ find(unsigned long): pair<int,DonneesCellulaire*> * 
GestionCellulesTab
GestionCellulesProfile# Index: unsigned long *
# LesCellulesP: pair<int, DonneesCellulaire*> **
# mit: pair<int, DonneesCellulaire*> *
# Taille: unsigned long
+ allocate()
+ it(): pair<int,DonneesCellulaire*> * 


















































+ getChampDouble(phase): double* 




















Figure A.1 Principales classes et fonctions C++ du code automate cellulaire.
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LesStructures Liste des structures de croissance dont on veut suivre les enveloppes des
grains. Il s'agit d'une liste de pointeurs Structure*.
Resoudre() Fonction principale qui est normalement appelée à chaque macro pas de
temps, et qui résout l'algorithme CA décrit à la ﬁgure II.18.
NumeroteGrains() Gestion parallèle pour avoir une numérotation des grains unique
et globale. Cette fonction a pour but d'attribuer un numéro unique aux nouveaux grains
germés.
CalculFractionEnveloppe() Rétrocession des fractions d'enveloppes pour chaque struc-
ture sur les n÷uds du maillage.
CalculVoisins() Identiﬁe les cellules à l'interface (cf. ﬁgure II.14), et les c÷urs qui les
gèrent. La liste explicite de ces cellules n'est maintenue que pour la gestion de la mémoire
en tableau creux (map). Pour les autres, les cellules à l'interface sont simplement retrou-
vées en leur attribuant un numéro d'appartenance à un élément du maillage inexistant
(valeur négative).
UpdateCellulesExt() Met à jour les données des cellules à l'interface.
TransporteRePartitionnement() Après un repartitionnement, les cellules doivent se
voir attribuer leur nouveau numéro d'élément (les éléments étant dans CimLib numérotés
par c÷ur, et non de façon globale). C'est le rôle de cette fonction, ainsi que d'échanger
les données des cellules pour lesquelles l'élément a changé de c÷ur.
EcrirePvtu() Permet d'écrire dans des ﬁchiers sortie toutes les cellules, ou des do-
maines déﬁnis par des instances de la classe Domaine (non indiquée sur A.1). La liste de
ces domaines est stockée dans ModeleCellules, et spéciﬁée par l'utilisateur lors de la mise
en données. Les domaines décrivent des sous-ensembles de cellules, aﬁn de limiter la taille
des ﬁchiers sortie. Ils peuvent être de diverse nature (boîte, plan de coupe) et concerner
toutes les cellules, ou les cellules d'un certain type (DCOctaedre, cellules aux frontières
du maillage...).
Reprise() Fonction permettant de charger un état précédent à partir de ﬁchiers de
données, aﬁn de reprendre un calcul interrompu par exemple.
GestionCellules
Cette classe gère tout ce qui est relatif à :
 la création/destruction dynamique des cellules,
 la gestion mémoire de la grille,
 le tirage aléatoire des sites de germination.
Les classes héritées implémentent les diﬀérentes stratégies de gestion mémoire (ﬁg. II.17).
La sélection des zones à allouer/désallouer ne se fait pas à ce niveau, mais plutôt au niveau
des objets Structure. Ici il est uniquement question de créer/détruire les cellules sur ces
zones.
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MD Le maillage support de la grille de cellules, qui pourra ou non servir également
à la résolution des équations par éléments ﬁnis, selon la mise en données. Il s'agit du
maillage local uniquement.
CalculBoites() Initialise le système de coordonnées de la grille de cellules. Une boîte
englobant tout le maillage est déﬁnie, ainsi que les coordonnées de l'origine de cette boîte
et la taille des cellules. Par la suite, ce système permet de localiser une cellule uniquement
avec un seul indice.
CreerCellules() Si le nouvel algorithme d'allocation dynamique est activé (ﬁg. II.13.b),
alors cette fonction a essentiellement pour rôle de tirer les sites de germination sur les
zones activées. Sinon (ﬁg. II.13.a), cette fonction sert également à créer et détruire les
cellules sur les éléments qui ont été sélectionnés pour être activés/désactivés.
allocate() Alloue la mémoire nécessaire à la création subséquente des cellules.
it() La classe GestionCellules introduit un système d'itérateur semblable à la STL pour
avoir une utilisation identique de la grille quelle que soit la méthode de gestion mémoire.
Pour simpliﬁer, un itérateur membre est également présent, dont l'accès se fait avec cette
fonction. La variable renvoyée est typique de l'approche présente, c'est-à-dire une paire
contenant le numéro d'élément de la cellule sur laquelle pointe l'itérateur, et les données
de la cellule (DonneesCellulaire*).
ﬁnd() Parmi toutes les fonctions d'accès à la grille, un exemple évocateur est ﬁnd(),
qui permet de retrouver la cellule par son indice. Le résultat est le même que pour it(),
et que pour toutes les fonctions d'accès en général.
GestionCellulesMap Classe héritée qui implémente la gestion mémoire en tableau
creux (ﬁg. II.17.c). Concrètement, les cellules sont stockées dans la map (STL) nommée
LesCellules, et la fonction allocate() n'eﬀectue aucune action.
GestionCellulesTab Classe héritée qui implémente la gestion mémoire en tableau stan-
dard (ﬁg. II.17.b).
GestionCellulesProﬁle Classe héritée qui implémente la gestion mémoire en proﬁl
(ﬁg. II.17.d). Index correspond au tableau d'indexation, tandis que chaque entrée de
LesCellulesP est une ligne de cellules.
DonneesCellulaire
Classe abstraite stockant toutes les données des cellules et des grains (orientation
cristallographique, etc.).
getAngle() Renvoie les angles d'Euler.
getChampDouble() Renvoie toutes les données stockées sous la forme de ﬂottants
(centre de la forme de croissance, volume de capture...).
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getChampInt() Renvoie toutes les données stockées sous la forme d'entiers (essentielle-
ment le numéro de grain).
Capture() Applique l'algorithme géométrique pour capturer un voisin dont le centre
est passé en paramètre (x).
DCLiquide Équivalente à un singleton, puisqu'instanciée une seule fois, cette classe
représente toutes les cellules liquides (Iν = 0).
DCGrain Une instance par grain. Stocke les angles d'Euler, le numéro de la structure,
le numéro de grain. Une cellule de la grille peut pointer directement sur un objet DCGrain
(I(j)ν = 1), ou indirectement à travers un objet DCOctaedre.
DCOctaedre Cellule en croissance (I(j)ν = 2). Stocke le centre, Vmax et Vmin, ainsi qu'un
pointeur vers les données du grain (DCGrain*).
DCEutectique Identique à DCOctaedre, la seule diﬀérence étant la capacité à capturer
des cellules non liquides.
DCMultiple Cette classe est introduite pour gérer la croissance de plusieurs structures
(DonneesCellulaire**) au sein d'une même cellule. Pour cela toutes les fonctions de Don-
neesCellulaire prennent un argument qui est le numéro de structure, égal à 0 par défaut,
mais qui peut varier s'il y a plusieurs structures pour une cellule.
Structure
Classe abstraite pour déﬁnir la température d'équilibre et la cinétique de croissance
d'une structure.
diag2phases Diagramme de phases (Diagramme*) qui déﬁnit une méthode de calcul
de la température d'équilibre, à partir des conditions locales.
getTl() Renvoie la température d'équilibre de la structure.
getDl() Calcul le coeﬃcient de diﬀusion (p.ex. avec une loi d'Arrhénius).
update_zone() Détermine les éléments à activer et à désactiver, en fonction de la
stratégie choisie (ﬁg. II.13), de la fraction d'enveloppe et de la température d'équilibre
pour cette structure. Par la suite, les cellules seront créées/détruites sur les éléments
choisis par GestionCellules.
StructureDummy Déﬁnit une cinétique de croissance par une loi puissance, éventuelle-
ment combinée avec un terme exponentiel.
StructureBLC_r Déﬁnit une cinétique de croissance type Ivantsov avec convection
(section II.4.2), et une résolution avec le rayon de la pointe en inconnue principale.
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StructureHunt Déﬁnit une cinétique de croissance de type Jackson-Hunt.
Diagramme
Classe abstraite pour déﬁnir la température et les compositions à l'équilibre thermo-
dynamique d'une structure.
getTl() Renvoie la température d'équilibre de la structure.
getPentes() Renvoie les pentes (m, k) du diagramme.
DiagrammeLineaire Classe héritée utilisée dans tous les exemples de cette étude.
Déﬁnit le diagramme avec des pentes constantes, pour un alliage binaire.
DiagrammeTabule Classe héritée qui déﬁnit la température d'équilibre par des tabu-
lations.
VoisinageCellulaire (RubikCube)
Cette classe permet simplement de gérer le voisinage d'une cellule, pour ensuite lui
appliquer les algorithmes de capture, etc. Les données ne sont pas réellement stockées ici,
il s'agit juste de pointeurs vers les entrées de l'objet LesCellules (GestionCellules*).
AdressesDC Pointeurs vers l'entrée dans LesCellules correspondante à la cellule cen-
trale et à ses voisines.
Resoudre() Applique l'algorithme de capture sur la cellule centrale (appelle la fonction
Capture de chaque voisin).
Annexe B
Capture octaédrique en 3D
Capture L'algorithme de capture géométrique par un octaèdre, ainsi que la troncature
du nouvel octaèdre sont présentés ici en 3D, de manière analogue à ce qui a déjà été
montré en 2D (voir section II.3.2). Considérons une cellule µ de centre C0µ, dont on veut
savoir si elle est capturée par la cellule ν. Cette dernière est associée avec une forme de
croissance octaédrique dont le centre est C(j)ν , les rayons sont R
(j)
ν k∈[1,6] et les angles d'Euler
(ψ,θ,φ). Ceci est une situation analogue à la ﬁgure II.4 en 3D. L'objectif est de savoir dans
un premier temps si C0µ est englobé par la forme de croissance de ν. Pour cela, on se place
dans le repère de l'octaèdre associé à ν, c'est-à-dire ayant pour origine C(j)ν et pour axes











avec x, y, z les coordonnées cartésiennes, et A la matrice de rotation déﬁnie par les angles
d'Euler :
[A] =
 cosφ cosϕ− cos θ sinϕ sinφ cosφ sinϕ+ cos θ cosϕ sinφ sinφ sin θ− sinφ cosϕ− cos θ sinϕ cosφ − sinφ sinϕ+ cos θ cosϕ cosφ cosφ sin θ
sin θ sinϕ − sin θ cosϕ cos θ

(B.2)
Il est ensuite possible d'identiﬁer la face pouvant capturer la position C0µ avec le signe




µ). La normale à ce plan, notée ~n, est calculée,







Il est ainsi possible de savoir si C0µ est englobé par la forme de croissance de ν, ce qui
est réalisé quand ps < 0.
Troncature Si on a eﬀectivement ps < 0, alors la direction <100> la plus proche (notée
~p) est identiﬁée, ce qui est fait facilement en trouvant le maximum des coordonnées en
valeur absolue de C0µ dans le repère de ν. La longueur du rayon de l'octaèdre selon cette
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direction est noté Rν p, et le sommet correspondant Sν p. Les deux autres sommets de
la face de capture sont notés Sν q et Sν r. De façon similaire à ce qui est fait en 2D, le























































où I et J sont les projections de A sur les arrêtes Sν pSν q et Sν pSν r, respectivement. Par
exemple, les longueurs ISν p et ISν q sont données par :
ISν p =









ν q − ISν p (B.8)






µ = Rµ p~p,
et ses coordonnées sont recalculées dans le repère standard en inversant la matrice de
rotation, A−1. Pour des illustrations de cette méthodologie, on pourra se référer à la
littérature [Gan97, Gan99].
Annexe C
Interpolation des valeurs tabulées
Considérons une fonction tabulée dépendant de plusieurs paramètres pi∈[1,n] et de la
température, fTAB(p1,p2,...,pn,T ). Ces fonctions tabulées sont utilisées par exemple dans
les équations II.77, II.78 et II.79. Considérons ensuite que les valeurs des paramètres pi
sont connues en un point donné du domaine. Il convient pour calculer la valeur de fTAB
en ce point d'eﬀectuer une interpolation, quelle qu'elle soit, sur les valeurs des paramètres
pi existants dans la tabulation. Il est pour cela nécessaire d'identiﬁer les valeurs tabulées
de pi à partir desquelles l'interpolation sera faite, et leur coeﬃcient (ou leur poids). La
méthode utilisée ici consiste à mailler l'espace des paramètres pi, ce qui donne donc un
espace à n dimensions, et de trouver la zone où l'interpolation va être faite. Le cas de la
température est traité séparément et sera expliqué par la suite. Dans un souci d'optimiser
le temps de calcul, le maillage est régulier, composé d'éléments quadrilatéraux (rectangles
si n = 2, parallélogrammes si n = 3, etc.). Il est donc imposé à l'utilisateur de donner
toutes les combinaisons possibles de pi, même si certaines combinaisons n'ont aucun sens
physique (mais, si c'est le cas, elles ne seront jamais utilisées dans les interpolations). Par
exemple, pour n = 3 et avec 3 valeurs diﬀérentes de p1, 2 valeurs diﬀérentes de p2 et 4
valeurs diﬀérentes de p3, les 24 combinaisons (p1,p2,p3) devront exister dans la tabulation.
Il devient ensuite plus aisé d'identiﬁer les combinaisons qui vont servir à l'interpolation,
puisque les valeurs des pi de ces combinaisons pourront être identiﬁées indépendamment.
Pour chaque paramètre, on identiﬁera donc les deux valeurs tabulées pkii et p
ki+1
i telles
que la valeur en un point donné x, pi(x), soit comprise entre ces bornes. L'exposant ki
représente ici l'entrée dans la tabulation, en supposant les pkii classés pas ordre croissant
selon ki puis selon i. On a donc, pour chaque paramètre pi :
pkii < pi(x) < p
ki+1
i (C.1)
Les coeﬃcients d'interpolation linéaire akii et a
ki+1










aki+1i = 1− akii (C.3)
Pour chaque combinaison c de valeurs identiﬁées, (pj∈[ki,ki+1]i∈[1,n] ), soit 2
n combinaisons, on
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où aji sont les coeﬃcients d'interpolation des valeurs de p
j
i composant la combinaison c.
Pour chaque combinaison, il existe une tabulation en fonction de T . D'après la valeur de
T au point x, T (x), il est possible d'interpoler linéairement T (x) dans les valeurs de T
données. On trouve donc, de façon analogue à l'équation C.1, les valeurs de T qui serviront
à l'interpolation pour ce jeu de paramètres :
T kc < T (x) < T
k+1
c (C.5)
Et, de la même manière, déduire les coeﬃcients d'interpolation linéaires :
bkc =
T k+1c − T (x)
T k+1c − T kc
(C.6)
bk+1c = 1− bkc (C.7)
On peut ensuite calculer le poids des entrées T kc et T
k+1












αkcfTAB(pi ∈ c,T kc ) + αk+1c fTAB(pi ∈ c,T k+1c ) (C.10)
Cette méthode de séparation de la température des autres paramètres permet d'opti-
miser la tabulation et d'alléger notablement la taille des ﬁchiers tabulés.
Annexe D
Approches alternatives de gestion de la
mémoire
Les trois approches de gestion de la mémoire présentées dans la section II.6.4 ne sont
pas les seules stratégies possibles. Bien que l'approche en tableau proﬁlé (ﬁg. II.17.d) ait
montré de bonnes performances, et soit jusqu'à présent suﬃsante (ﬁg. III.14), d'autres
alternatives pourraient donner de meilleurs résultats ou une plus grande ﬂexibilité.
Multigrille
La ﬁgure D.1.a présente un cas pathologique de maillage éléments ﬁnis. Ce type de
domaine est peu commun dans les applications réelles, mais peut en revanche s'approcher
de domaines locaux avec le calcul parallèle. En eﬀet, lors du partitionnement, un c÷ur de
calcul peut se voir aﬀecter un domaine local non connexe ou, comme sur la ﬁgure, non
plein. La méthode de gestion de la mémoire avec le tableau en proﬁl, telle que décrite par
la ﬁgure II.17.d et utilisée dans tout le reste de ce document, est mise en diﬃculté par ce
cas. C'est ce qui est représenté à la ﬁgure D.1.b : quelle que soit la direction selon laquelle
le proﬁl est fait, la grille sera sera toujours allouée en mémoire au centre du domaine,
diminuant le taux de remplissage. Sur l'exemple de la ﬁgure D.1.b, ce taux est de 0,43
seulement.
La ﬁgure D.1.c montre une approche alternative qui permettrait de gérer correctement
ce type de problèmes. De manière similaire à certaines implémentations [Gan99], la grille
de cellules est découpée en boîtes représentées en vert, formant une sous-grille. Chaque
boîte de cette sous grille peut être allouée indépendamment. Avec cette approche, tous
les cas de non-continuité du domaine peuvent être traités correctement. Sur l'exemple de
la ﬁgure D.1.c, le taux de remplissage est de 0,71. Idéalement, la taille de ces boîtes peut
être spéciﬁée : pour des géométries simples, une grande taille permettra de garder une
bonne vitesse d'exécution. Sur des géométries complexes, une petite taille permettra de
limiter la mémoire allouée inutilement. Il serait ainsi possible d'adapter la gestion de la
mémoire au problème et/ou aux ressources informatiques disponibles, en optimisant soit
la vitesse d'exécution, soit la mémoire nécessaire. Cette ﬂexibilité pourrait être donnée
statiquement, à travers une option de l'utilisateur, ou mieux, dynamiquement, c'est-à-
dire que la taille des boîtes de la sous-grille pourrait changer au cours du calcul, selon un
critère sur le taux de remplissage par exemple.
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Figure D.1 Cas spéciﬁque de maillage (a), géré par la méthode (b) du tableau en proﬁl
implémentée dans ce travail et (c) multigrille.
Table de hachage
La gestion de la mémoire en tableau creux, présentée par la ﬁgure II.17.c, a l'avantage
de n'allouer aucune mémoire inutilement. Chaque élément (i.e. cellule) du tableau est
identiﬁé par une clé, qui est en l'occurrence l'indice de la cellule. Par rapport au tableau
en proﬁl, il y a donc nécessiter de stocker plus de données, mais ceci est compensé par le
taux de remplissage parfait. Par contre, le gros inconvénient du tableau creux est le temps
d'accès à un élément, donc la complexité varie en log n. Une alternative est proposée avec
les tables de hachages. Ces tables utilisent une fonction, dite fonction de hachage, qui
permet de transformer la clé d'accès (l'indice de la cellule) en la position de l'élément
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dans le tableau (i.e. en mémoire). Ces fonctions sont choisies pour que statistiquement les
probabilités que deux clés diﬀérentes donnent le même résultat soient très faibles. L'avan-
tage de ces tables de hachage est que la complexité d'accès à un élément est constante :
le coût est en fait donné par l'évaluation de la fonction de hachage, dont le résultat est
directement la localisation des données en mémoire. Par contre, le parcours des éléments
du tableau n'est pas optimal par rapport aux tableaux standards.
Il serait donc intéressant d'implémenter ce type de gestion de la mémoire pour la grille
de cellules. Bien que ces méthodes soient étudiées depuis longtemps, leur standardisation
dans le langage C++ n'est que très récente (norme C++11 [JTC11]), et peu de compi-
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INSTITUT DES SCIENCES ET TECHNOLOGIES
Développement d’un modèle 3D Automate Cellulaire-Éléments Finis (CAFE)
parallèle pour la prédiction de structures de grains lors de la solidification
d’alliages métalliques
Résumé : La formation de la structure de grains dans les métaux pendant la solidification est dé-
terminante pour les propriétés mécaniques et électroniques des pièces coulées. En plus de la texture
donnée au matériau, la germination et la croissance des grains sont liées en particulier avec la for-
mation des phases thermodynamiques et les inhomogénéités en composition d’éléments d’alliage.
La structure de grains est rarement modélisée à l’échelle macroscopique, d’autant plus que l’approxi-
mation 2D est très souvent injustifiée. Dans ces travaux, la germination et la croissance de chaque
grain individuel sont suivies avec un modèle macroscopique 3D CAFE. La microstructure interne des
grains n’est pas explicitement résolue. Pour valider les approximations faites sur cette microstructure,
une comparaison directe avec un modèle microscopique "champ de phase" a été réalisée. Celle-ci a
permis de valider les hypothèses de construction du modèle CAFE, de mettre en avant le lien entre
données calculées par les modèles microscopiques et paramètres d’entrée des modèles à plus grande
échelle, et les domaines de validité de chaque modèle. Dans un deuxième temps, un couplage avec
la ségrégation chimique et les bases de données thermodynamiques a été mise en place et appliquée
sur un alliage binaire étain-plomb. Une expérience de macroségrégation par convection naturelle a
été simulée. L’accord entre les courbes de température expérimentales et simulées atteint une préci-
sion de l’ordre de 1 K, et la recalescence est correctement prédite. Les cartes de compositions sont
comparables qualitativement, ainsi que la structure de grains. Les avantages du suivi de la structure
ont été mis en évidence par rapport à une simulation par éléments finis classique. De plus, il a été
montré que le calcul 3D était ici indispensable. Enfin, une implémentation parallèle optimisée du code
a permis d’appliquer le modèle CAFE à un lingot de silicium polycristallin industriel de dimensions
0,192 x 0,192 x 2,08 m, avec une taille de cellules de 250 µm. Au total, 4,9 milliards de cellules sont
représentées sur le domaine, et la germination et la croissance de 1,6 million de grains sont suivies.
Mots clés : CAFE, solidification, structure de grains, macroségrégation, calcul parallèle
Development of a 3D parallel Cellular Automaton-Finite Element (CAFE) model
for grain structure prediction during solidification of metallic alloys
Abstract: Grain structure formation during solidification of metal parts has a big impact on the final
mechanical and electronic properties. Besides determining the crystallographic texture, the nucleation
and growth of grains are linked and interact with the appearance of thermodynamic phases and in-
homogeneities in the alloy’s chemical elements distribution. Grain structure is very rarely modeled
on the macro scale, especially because the 2D approximation is often not justified. In this work, the
nucleation and growth of each individual grain is tracked with the 3D CAFE macroscopic model. The
internal microscopic structure is not explicitly solved. In order to validate the assumptions concern-
ing this microstructure, a direct comparison has been done with a microscopic "phase field" model.
That comparison led to the validation of some of the hypothesis on which the CAFE model is built.
Moreover, the various data computed in microscopic models that can be used as input parameters of
the macroscopic models have been identified, and the limits of each model clearly shown. Secondly,
coupling with macrosegregation and thermodynamic databases was achieved, and applied to a binary
tin-lead alloy. An experiment featuring macrosegregation induced by natural convection was modeled.
The agreement between the experimental and the predicted cooling curves is within 1 K, and the re-
calescence is found to be correctly predicted. The composition maps and the grain structure agree
qualitatively with the experiment. The improvement due to structure tracking was demonstrated, re-
garding a standard finite elements resolution. It was also shown that the 3D simulation is mandatory to
reach a good description. Finally, the model was implemented through an optimized parallel algorithm.
This permitted to apply the CAFE model on an industrial scale polycrystalline silicon ingot, which di-
mensions are 0,192 x 0,192 x 2,08 m. The cell size is chosen to be 250 µm. In total, 4,9 billions of
cells were represented, and the nucleation and growth of 1,6 million of grains were tracked.
Keywords: CAFE, solidification, grain structure, macrosegregation, parallel computation
