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Abstract
The design of any machine tool is required to possess rigidity, impact resistance and absorption or damping of vibrations. The 
structural member needs to be lightweight satisfying the strength requirement. This paper deals with the optimum design of thin 
plated steel box column of a pillar-type drilling machine. Under dynamic conditions, the maximum permissible inclination of the 
drill resulting from the deformation tells upon the accuracy of the hole. The existing formulation of behavioral and geometric 
constraint equations is solved by means of (i) Particle Swarm Optimization (PSO). The results obtained with PSO are compared 
with (i) exhaustive search results (ii) results obtained by using Davidon-Fletcher-Powell (DFP) method  and (iii) results obtained 
using genetic algorithm (GA) available in the literature. The results are presented in the form of optimum values of cross-
sectional dimensions for minimum weight of column. The agreement and the enhancement in results indicate the fruitful 
application of PSO to the present case.
© 2014 The Authors. Published by Elsevier Ltd.
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1. Introduction
The welded built up steel box columns of relatively large size are commonly used in tower cranes, building 
frames and machine tools. The advantage of using built-up sections is that they can be easily fabricated to any 
* Corresponding author. Tel.: 9428068059
E-mail address: ketantamboli@gcet.ac.in
 2014 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://cre tivecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the Organizing Committee of ICIAME 2014.
474   Ketan Tamboli et al. /  Procedia Technology  14 ( 2014 )  473 – 479 
practical size to get advantage of weight and cost saving as per Liew et al [1]. Heisel et al [2] used artificial neural 
network for optimal configuration decisions at design stage. Kushmir et al.[3] considered various materials for use of 
optimum structure by satisfying the strength requirements. Nakaminami et al. [4] analyzed the requirements of 
compound multi-axis machine tools based on functions to be carried out. A single compound multi-axis machine 
tool functions as 2-axis CNC lathe and as a 5-axis machining center. It executes inclined surface machining and gear 
cutting as well. The authors discussed the systematic analysis and methodology to determine the compound multi-
axis machine tool specifications from the quality and cost viewpoint. The relation of machine features, productivity 
and investment effectiveness with mechanical structures was presented. With increasing trend of using various 
optimization techniques [5,6,7,8,9,10,11] due to rapid developments in computer technologies, it is now possible to 
use the evolutionary methods to get the optimum design parameters for minimum weight, cost etc. along with the 
necessary and sufficient requirement of strength and rigidity in present case. The objective of minimum weight helps 
in saving material and cost. Also, the recent growth in manufacturing technology facilitates the production of 
required optimum dimensions [12,13,14]. This paper specifically deals with the optimization of the cross sectional 
dimensions of a pillar type drilling machine column for minimum weight. The objective function and corresponding 
constraints are discussed below [15,16].
Nomenclature
W weight (kg) 
ߩ mass density of the material (kg/m3)
H            total height of the column (m)
t thickness of the column (mm)
tmin minimum thickness of the box section (mm)
a       length of the box section (mm)
b width of the box section (mm)
ߪ            direct stress (N/m2)
P thrust force at the tip of the drill (kgf)
Ixx moment of inertia about x-axis
D drill diameter (mm)
K material combination constant 
S feed (mm/s)
ߪ௬ ௣         yield stress (MN/m
2)
E             modulus of elasticity (N/m2)
l              horizontal distance between centre of the column and centre of the drill (m)
h             maximum distance between the bracket supporting the drill head and table (m)
1.1. Objective function
Weight  2W H t a bU  or    31200 1W t a b 
where 37800 /kg mU  and 2H m (considered) (Refer Fig.1)
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Fig.1. Schematic Representation of Pillar Type Drilling Machine
1.2. Constraints
1.2.1 Functional Constraints
(a) Strength constraint i.e. the stresses in the column will be sum of direct stress due to bending moment and 
thrust. Hence the maximum value of direct stress in column is given as per Basu et al. [17]
 
   2
2 6 2
2xx
P I a P PI P
I A t a bb a
V    

(b) Thrust at the tip of drill as per Patil [18]
   0.851.16 100 3P K D s kgf 
           Considering K =2.41 (worst combination of work-piece and drill materials)
            D = 10 mm (drill diameter) 
            S = 0.16 mm/rev (Feed), yields P = 2950 N.
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1.2.2 Behavioral Constraints
(a) Direct induced stress d yield stress ( y pV ) on substitution leads to
     
6 6
1 2
1.5 10 2.5 10, , 1 0 4g a b t
t a bb a
 u u   d

( b) Accuracy (at the top of the drill ) d 20 microns.
     
             Considering 2 2590 / , 207 / , 0.5 , 0.65 ,yp MN m E GN m l m h mV     the final constraint will be
   
3
2 3




         (a) mint tt ( say 5 mm )  or 
                   3 , , 1 200 0 6g a b t t  d
( b ) The maximum sides are limited to 300 mm which yields to maximum width-thickness ratio to be 60. i.e. the 





Hence         
                  4 , , 60 1 0 7tg a b t a   d            
           
     5 , , 60 1 0 8tg a b t b   d
                6 , , 0 9g a b t a  d
                7 , , 0 10g a b t b  d
             
                8 , , 0 11g a b t t  d
2. Method of solution
In the following section, a well-established and well-accepted evolutionary method known as PSO is described in 
brief and the code is developed in MATLAB for the present case.
2.1. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a population-based Evolutionary Algorithm first introduced by Kennedy 
and Eberhart [19]. It is stochastic in nature and models itself on flocking behavior such as that of birds. It simulates 
the social behavior of a group of individuals called particles, in a multi-dimensional search space. Initially a 
population of particles is randomly generated. These particles are then flown through the problem space by 
following the current optimum particles. The particles are evolved according to the update equations described by 
Y.Shi et al. [20] as follows:
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1 2* * ()* * ()* 12id id id id id gdv w v c rand p x c Rand p p    
 13id id idx x v 
where ݓ is inertia weight, 1c and 2c are learning rates, ()rand and ()Rand are independent random numbers 
generated uniformly in > @0,1 , idp is the thi particle’s location at which its best fitness has been achieved so far, gdp
is the location at which the best fitness of the entire population has been achieved so far, idx is the current location 
of the thi particle with current velocity .idv New velocity idv is calculated from Equation (12) and hence the new 
position from Equation (13). For simple applications, the suggested values of  1c and 2c are 1.49445 and that of w
is 0.729. This is called the Gbest version of PSO. C.Worasucheep [21] presented different ways to handle the 
constraints. In this work, Penalty Function Method is used to handle the constraints.
3. Experimentations and Results
The code developed in MATLAB is experimented with different number of iterations as shown in Table 1. The 
bold results indicate the minimum value of the objective function (i.e. weight) for 60 and 80 numbers of iterations. 
3.1. Results by PSO
Table 1 Results by PSO for different no. of iterations
Sr.No. a (m) b (m) t (m) Minimum weight 
(kg)
No. of Iterations
1 0.2637 0.0987 0.0050 56.54 60
0.2723 0.0894 0.0050 56.42 60
0.2203 0.3175 0.0057 95.23 60
0.2252 0.1789 0.0063 79.73 60
0.2640 0.0979 0.0050 56.61 60
2 0.2774 0.0848 0.0050 57.28 70
0.2674 0.0943 0.0050 56.57 70
0.2643 0.0977 0.0050 56.61 70
3 0.2788 0.0832 0.0050 57.07 80
0.2769 0.0857 0.0050 56.76 80
0.2709 0.0908 0.0050 56.42 80
4 0.2733 0.0910 0.0050 56.82 90
0.2760 0.0859 0.0050 56.73 90
0.2700 0.0924 0.0050 56.54 90
5 0.2779 0.0852 0.0050 57.05 100
0.2679 0.0936 0.0050 56.50 100
0.2673 0.0945 0.0050 56.67 100
3.2. Results by Exhaustive Search
This is a brute force approach. This approach is less intelligent but gives the exact solution of the problem. 
However, it is time consuming, particularly, if the number of variables is large. The aim is to find the optimum 
solution by testing each feasible solution in certain pre-decided range of each of the design variables. Since 
computers work only in discrete steps, all points in an interval cannot be examined. Hence each point within the pre-
decided ranges of the variables with a specified increment are first tested for feasibility and then optimum solution 
with corresponding optimum weight is found amongst the feasible points. The increments are decided on the basis 
of the desirable accuracy. The results are tabulated for two different values of increments, viz. 0.001 and 0.0001 in 
Table 2. The first value of increment requires less number of calculations but gives the optimum value significantly 
far from the exact solution. For a desired accuracy of 0.0001, the number of solutions to be tested is large. So, 
number of calculations required increases significantly. Thus, higher accuracy for optimum weight, shown in bold in 
the table, can be obtained at the cost of more number of calculations.
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Table 2 Results of Exhaustive Search Method





Upto Increment Total no. of 
values/
calculations




a 0.090 0.601 0.001 512 0.279
67.7664b 0.001 0.512 0.001 512 0.083
t 0.005 0.011 0.001 7 0.005
a 0.090 0.601 0.0001 5111 0.2739
57.5219b 0.001 0.512 0.0001 5111 0.0876
t 0.005 0.011 0.0001 61 0.0051
The table 2 reveals that the higher accuracy in increment though leads to better optimum weight also involves 
large number of calculations (such as 5111 x 5111 x 61 = 1.6 x 109). However, for a moderate accuracy of increment 
the calculations are (512 x 512 x 7 =) 1.83 x 106 but inferior results are obtained.
3.3. Comparison of results with existing
Table 3 compares the results achieved by PSO with the existing result of DFP method, Genetic Algorithm and 
Exhaustive Search methods. Ideally, no other method can outperform the exhaustive search method. However, in the 
present case, PSO gives even better results than exhaustive search method. The reason behind this discrepancy is the 
inherent error present in the numerical calculations carried out by computers. 
Table 3 Comparison of results with the existing result
Sr.
No.
Method of solution Optimum design parameters (m) Optimum weight 
(W ) (kg)a b t
1 DFP method [15, 22] 0.260 0.123 0.005 59.86
2 Exhaustive search method [present work] 0.2739 0.0876 0.0051 57.52
3 Binary coded GA [16] 0.269 0.093 0.005 56.47
4 Real coded GA [16] 0.269 0.112 0.005 59.44
5 Particle Swarm Optimization [present work] 0.272 0.089 0.005 56.42
4. Conclusion and way forward
The weight minimization of steel box column for a pillar-type drilling machine is carried out using various 
methods as discussed. The technological developments permit manufacturing of a certain section as designed and 
optimized for minimum weight. The methods presented are with minimum complexities and simple to use. The 
comparison of results obtained reveals the efficiency of PSO over other methods which proves the versatility of the 
method in present case. However, the designer needs to analyze the exact application for PSO with appropriate 
parameters. The proposed work can be extended to include maximization of load as single objective and as multi-
objective with minimization of weight. Moreover, other evolutionary methods can also be used to compare the 
results.
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