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ABSTRACT

In recent years, the distributed representation of words in vector space or word embeddings
have become very popular as they have shown significant improvements in many statistical
natural language processing (NLP) tasks as compared to traditional language models like Ngram. In this thesis, we explored various state-of-the-art methods like Latent Semantic
Analysis, word2vec, and GloVe to learn the distributed representation of words. Their
performance was compared based on the accuracy achieved when tasked with selecting the
right missing word in the sentence, given five possible options. For this NLP task we trained
each of these methods using a training corpus that contained texts of around five hundred
19th century novels from Project Gutenberg. The test set contained 1040 sentences where
one word was missing from each sentence. The training and test set were part of the
Microsoft Research Sentence Completion Challenge data set. In this work, word vectors
obtained by training skip-gram model of word2vec showed the highest accuracy in finding
the missing word in the sentences among all the methods tested. We also found that tuning
hyperparameters of the models helped in capturing greater syntactic and semantic
regularities among words.
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CHAPTER 1: INTRODUCTION
1.1 Overview
Our brains provide us with an array of reciprocally connected information processing sites
that exploit records of recent events in order to rapidly and accurately anticipate future
events, such as the next word in this text, in a friend's conversation or navigating a busy
sidewalk while reading one's cell phone. Our quality of life and, indeed, our survival depend
on our ability to quickly anticipate objects and events in our immediate environment. Most of
those objects, such as words, the primary object of our research, occur in a rich time and
space context. Exploiting this contextual information prior to recognizing the next word
helps the perceptual apparatus anticipate each next word so that only a fraction of its features
may be needed for fast accurate recognition. The payoff for this savings is increased
information processing per unit time and increased the availability of cortical processing
resources for higher order analyses such as word and sentence comprehension.
In 1950, Alan Turing published his paper “Computing Machinery and Intelligence”
[1] in which the opening line was “I propose to consider the question, 'Can machines think?”.
The famous Turing test evolved from this paper which asserted that a computer is considered
as intelligent as human if it can communicate with human beings without the human realizing
that they are talking to machines. Natural language processing (NLP) has been considered
one of the hot topics for artificial intelligence ever since Turing proposed this game.
Natural Language Processing (NLP) is related to human and machine interaction. The
aim of the research is to understand how humans acquire knowledge, build their vocabulary
and create tools and methods that can help computer in understanding and manipulating
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natural languages [2]. NLP is a multi-disciplinary field that includes computer science,
mathematics, computational linguistics and artificial intelligence. There are many
applications of NLP – machine translation, automatic speech recognition, information
retrieval, text summarization etc. As suggested in [3] a major challenge in NLP is to ascribe
the correct meaning to a word while accounting its contextual information. For example,
consider the following two sentences
a)   I am going to the bank to deposit money.
b)   She is standing near the bank of the river.
In the first sentence, the word bank refers to a financial institution while in the second
sentence it refers to the land alongside a river. Humans can figure out this difference in
meaning based on the context words surrounding the central word.
Also, the meaning of a word is determined by the situation in which it is used.
Consider the following two sentences
a)   She chopped the vegetables with knife.
b)   The man was stabbed with a knife.
In the first sentence knife is used as a tool but in the second it is a weapon.
With the advent and growth of Internet, social media, and blogs a large amount of
unstructured text data exist. It is difficult to analyze a large corpus of text to discover the
structure within the data using computational methods. In the traditional NLP approach,
words are considered as single atomic units and are represented as indices in the vocabulary.
This kind of representation of word fails to capture the similarity among words. But this
representation of the word is very popular because of its simplicity and robustness. When
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trained on large dataset n-gram model shows better performance than the complex models
trained on smaller datasets [4].
Many tasks in NLP such as Part-Of-Speech (POS) tagging, chunking, document
classification, information retrieval use supervised learning methods. These supervised
methods require annotated corpora and manually selected features as input. Hand annotation
of the input data is a time consuming and expensive task. Many available annotated data like
Penn Treebank are very small - around 50K sentences, compared to two trillion tokens used
in [5]. The annotated data are hard to adopt for new tasks and languages. The robustness of
the models trained using supervised methods raises concerns as they are trained using a small
amount of data and may not perform efficiently on new data [6]. The limited amount of
annotated training data for Machine Translation and Automatic Speech Recognition systems
has restricted the scope of improvement in their performance. NLP classification tasks
trained using a different text data performs poorly on text chosen from a completely different
genre.
Due to the limitations of supervised learning algorithms the research in NLP has
started focusing on implementation of efficient unsupervised or semi-supervised algorithms.
The main advantage of unsupervised algorithms is that the input is unannotated raw text so a
lot of time and effort is saved as the costly hand-annotation is not required. These
unsupervised algorithms performed much better that the supervised ones [7].
One unsupervised method that is gaining a lot of traction these days is the distributed
representation of words in vector space. These word representations are vectors in multidimensional space where each dimension value is a word feature and represent a syntactic or
semantic property of the word. These feature values are learned by the vectors themselves
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[7]. These word representations should encode similarities - semantic and grammatical,
among words. Similar words should be closer to each other in the vector space.
The next step after inducing continuous representation of words is to combine them
into a meaningful and grammatically correct sequence. This is called language modeling.
The language model is an algorithm that defines the probability distribution over all possible
sequence of words or utterances [8]. The main purpose is to capture regularities in the
language to improve the performance of various NLP tasks.
Language models are a way for evaluating human-machine interaction. Given a
sentence like ‘I love driving cars’ and a word ‘pizza’, a good language model should be able
to tell that the word ‘pizza’ is not relevant to the sentence. One way to evaluate a language
model is its performance in the task of predicting a missing word in the sentence. For
example, given a sentence
𝐼	
  𝑤𝑎𝑛𝑡	
  𝑡𝑜	
  𝑒𝑎𝑡	
  ______.
An efficient language model should predict that the missing word should be some edible
items.
Traditionally the most popular way of implementing statistical language model is the
n-gram model. The statistical language models have been used successfully in various NLP
applications like machine translation, spelling correction, and automatic speech recognition
[8]. The n-gram model uses the frequency of occurrence of sequences of words of length one,
two, three or more in the training data.
Consider that a word sequence ending in ⋯ 𝑤./0 𝑤./1 𝑤. 𝑤.21 occurs frequently in the
training corpus. The n-gram language model will estimate the probability of the word 𝑤.21
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given a sequence of words 𝑤1 ⋯ 𝑤./0 𝑤./1 𝑤. 𝑤.21 by ignoring the context beyond 𝑛 − 1
words. If we are using trigram model, then
𝑃 𝑤.21 𝑤1 ⋯ 𝑤./0 𝑤./1 𝑤. 𝑤.21 = 	
  𝑃(𝑤.21 |𝑤./0 𝑤./1 𝑤. )

𝑃 𝑤.21 𝑤./0 𝑤./1 𝑤. = 	
  

𝑐𝑜𝑢𝑛𝑡(𝑤./0 𝑤./1 𝑤. 𝑤.21 )
𝑐𝑜𝑢𝑛𝑡(𝑤./0 𝑤./1 𝑤. )

(1)
(2)

One issue with n-gram model is that if a sequence of words is not observed in training
set then that sequence will be assigned zero probability. This is known as the curse of
dimensionality. The n-gram model requires a large amount of training data to account for the
large size of vocabulary in the language and for efficient estimation of parameters used by
the model. Various smoothing techniques are used to handle sequences of words that are
missing in the training set. More details about these smoothing techniques will be discussed
in chapter 3. The statistical language model considers words as a single unit and though they
exploit the previous 𝑛 context word around the target words they do not take into account the
deep structure and meaning of the words.
To fight the curse of dimensionality and to generalize language model to unseen data
a new approach for the distributed representation of word [9] in continuous vector space has
become very popular. This word representation is also known as word embedding. Suppose
we have a vocabulary, denoted by 𝑉,	
  of the unique words in the corpus. The 𝑖 .? word in 𝑉 is
represented as an embedding by	
  𝑤@ ∈ ℝC where 𝑑 is smaller than the total size of 𝑉. Each
dimension in this continuous 𝑑 -dimensional vector is a word feature that captures the
syntactic and semantic regularities of the word in the training corpus. The words that are
similar to each other should share some of these latent features and should be closer to each
other in the vector space. The main advantage of the distributed word representation is that
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they allow language model to generalize well on unseen data. The word embedding
represents a large set of possible meaning in a compact form. There are many ways of
creating these word embeddings. One of the earlier famous methods of learning the
distributed representation of word is Latent Semantic Indexing [9, 10]. The Latent Semantic
Analysis/ Latent semantic Indexing perform singular value decomposition on a termdocument matrix created from the training corpus.
One of the word embedding technique that has garnered a lot of news coverage is the
word2vec [4, 12] neural network based language model. Word2vec uses two kinds of
architecture - Continuous Bag-of-Words and Skip-Gram for computing distributed
representation of words.
The other famous unsupervised algorithm for finding similarities among the words
using low 𝑑 -dimensional distributed representation is GloVe: Global Vectors for Word
Representation [13].
These representations can be subsequently used in many natural language processing
applications and for further research. Distributed representations of words have shown to
benefit a diverse set of NLP tasks including syntactic parsing [14, 15], named entity
recognition [16] and sentiment analysis [17]. Additionally, because they can be created using
raw words as input, they are likewise available in domains and languages where traditional
linguistic resources do not exist.

1.2   Thesis Goal
In this thesis, we study various methods of creating the distributed representation of words in
the vector space. We also assess the performance of these word embeddings on the task of
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filling in the missing word in a sentence, given five-word choices. We used Microsoft
Research Challenge Data training and test set to evaluate our methods [18].

1.3 Motivation
The task of predicting the missing word in a sentence by assessing how the different words
fit into the sentence and the ability of the language model to answer such questions has a
wide impact on the variety of NLP tasks like automatic speech recognition, optical character
recognition, word prediction software used in word processor and augmentative
communication systems, machine translation and text generation to calculate likelihood of a
sequence of words or sentences. Most of the modern spell checking software can detect if the
word is misspelled but these programs will fail to identify the issue with the following
sentence as it is a grammatically correct sequence of words “Please answer her fall”. An
algorithm that could catch this error would thus need to look beyond what letters form words
and instead attempt to determine what word is most probable in a given sentence.
The data used in speech recognition and optical character recognition can be noisy
due to unclear speech or handwriting. But if the model can exploit the context around the
missing words and predict the missing word efficiently then the performance of these tasks
can improve dramatically.
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CHAPTER 2: RELATED WORK

The most recent work in the SAT style sentence completion task was published in a 2012
paper by Zweig et al [19]. Two approaches for solving this task are proposed – classical ngram model that used the local context information and latent semantic analysis that uses
distributed representation of words. Zweig et. al. evaluated their methods on practice SAT
sentence completion questions and on the Microsoft Research Sentence Completion
Challenge data that consists of 1040 test sentences. They achieved around 53% accuracy by
using the linear combination of the outputs of n-gram and LSA language model. Lee et al
[20] proposed an approach for solving SAT style sentence completion task by using webscale data. They used n-gram probability distribution for identifying the candidate word and
handled data sparseness issues by using Backoff smoothing techniques. They achieved 5280% accuracy.
Another related work in sentence completion task was proposed by [21] where the
probability of a sentence was estimated as the probability of the lexicalization of a given
syntactic dependency tree. They tested their approach on Microsoft Research Sentence
Completion Challenge data set and showed 8.7% performance improvement of n-gram
model. In [22] the substitution word for the target word was estimated through the use of
Word Sense Disambiguation and based on it an appropriate synonym was targeted. This
Word Sense Disambiguation language model was trained using a large unannotated corpus.
The system also participated in the SemEval-2007 Task 10: English Lexical Substitution
Task and was ranked first.
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Giuliano et al [23] also participated in the SemEval-2007 Task 10: English Lexical
Substitution Task and created two systems. They used a synonym list created using WordNet
and Oxford dictionary. One system used Latent Semantic Analysis (LSA) to rank the
synonym list closest to the target word while the other system was trained using the Web IT
5-gram corpus. They achieved state-of-art performance with the 5-gram statistical language
model.
A lot of work has also been done on evaluating the performance of language model on
TOEFL synonyms, GRE antonym questions, and SAT analogy questions. Mohammad et al
[24] presented a new empirical approach to find whether the words in a pair are antonyms of
each other. They randomly selected a large set of antonym set from WordNet and observed
their statistics in the British National Corpus using the context size of 5. They evaluated their
approach on the GRE antonyms questions and reported an accuracy of 80%. Turney et al.
[25] presented an algorithm to solve SAT-style analogy questions. Their model based on
Vector Space Model of information retrieval was trained using unlabeled data. The model
correctly answered 47% of analogy questions in the test set.
The other type of work that can be deemed similar to sentence completion task is the
prediction of the word given the neighboring words. The main aim of word prediction
software is to reduce the number of keystrokes required to complete the text being entered by
the user by suggesting the list of most probable words that the user anticipates to type before
actually typing it.
The word completion programs developed in early 80’s were based on simple
language models which suggested the list of most frequent words based on the current
partially typed word [26]. These systems did not consider the context of a word which affect
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their performance. WordQ [27] is the software that uses n-gram language models to predict
the next word. While making predictions the software that exploits the context also consider
the frequent words recently used by the users in order to adapt to the user’s typing behavior
[28]. Researchers in [29] used part-of–speech (POS) tagging for words to improve the
algorithms for predicting next words. Systems that employ POS tagging first estimate the
probability of the POS tag for the next word. They used this probability as well as
bigram/trigram model for word suggestions. FASTY [30], a multilingual word prediction
software, also uses POS tags of the words to exploit the syntactic information. FASTY uses
collocation-based statistics of a corpus to include distant relationship among words.
Collocations are expressions of multiple words which commonly co-occur like red wine. The
use of POS tags further adds the complexity of annotating the words in the corpus with their
corresponding POS tags. Some of the researchers in the word prediction that use part of
speech tags along with bigram/trigram model have observed that probability estimation of
POS tag of next word does not contribute much to the performance improvement in word
prediction as compared to context based prediction. As per [28] when a bigram/trigram
language model is used, it also captures the corresponding tag probabilities.
The NLP task of predicting the missing word or the next word in a sentence is a more
difficult problem than filling the blank in the SAT style sentence completion question where
five-word choices are given.
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CHAPTER 3: RESEARCH LITEARTURE

In this chapter, we will review the literature that will provide us with the necessary
background to explore various models to be used for the sentence completion task. We will
start with the classical n-gram statistical language model, followed by the discussion of
different types of the vector representation of the words and their uses. Then we will explore
three popular methods to create these word embedding.

3.1 N-gram Models
As we have seen in the previous chapter the n-gram model is the most popular statistical
language model for many NLP tasks – both syntactic as well as semantic tasks. Initially, the
word prediction task was also considered a statistical natural language processing task. A
language model would predict the missing word based on probability distribution of a
sequence of words in the training corpus. This probability distribution is calculated by
training the model using a large corpus of text like Brown Corpus.
Let 𝑤1 , 𝑤0 , … , 𝑤./1	
   be the sequence of words in a sentence and 𝑤.	
   is the next word in
this sequence. The probability estimation function is denoted by
P(W) = Ρ 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 )

(3)

where 𝑊 = 	
   𝑤1 , 𝑤0 , … , 𝑤./1 , 𝑤. . Using Bayes theorem,
J

𝑃 𝑊 = 	
  

𝑃( 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 )
.K1
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(4)

The parameter space of the model will become very large if we consider the entire history of
the word 𝑤. . The n-gram model uses Markov assumption to simplify the probability
estimation of the word sequence. Markov assumption is used to describe a model where
Markov property is assumed to hold.
Per Markov property the stochastic processes are memory-less. The conditional
probability distribution of the future word depends only on the preceding word. Formally the
n-gram language model is represented as
Ρ 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 ) = Ρ 𝑤.	
  	
   𝑤./L21 , … , 𝑤./1 )

(5)

If n=1, it is a unigram model and
Ρ 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 ) = Ρ(𝑤. )

(6)

If n = 2, it is a bigram model and
Ρ 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 ) = 	
  Ρ 𝑤.	
  	
   𝑤./1 )

(7)

If n=3, it is a trigram model then
Ρ 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 ) = Ρ 𝑤.	
  	
   𝑤./0	
   𝑤./1 )

(8)

n-gram probabilities are estimated using maximum likelihood estimation (MLE). The MLE
for n-gram model is evaluated by taking the frequency of words in the corpus and then
normalizing the frequency to get the probability distribution [31].
The bigram probability is calculated as
𝛲 𝑤.	
  	
   𝑤./1 ) =

𝑐𝑜𝑢𝑛𝑡(𝑤./1 	
  𝑤. )
𝑐𝑜𝑢𝑛𝑡	
  (𝑤./1 )

(9)

The trigram probability is given by
𝛲 𝑤.	
  	
   𝑤./0 𝑤./1 ) =

𝑐𝑜𝑢𝑛𝑡(𝑤./0 𝑤./1 	
  𝑤. )
𝑐𝑜𝑢𝑛𝑡	
  (𝑤./0 𝑤./1 )

For the general case n-gram probability is estimated as
12

(10)

𝑃

./1
𝑤. 𝑤./L21

./1
𝑐𝑜𝑢𝑛𝑡(𝑤./L21
	
  𝑤. )
= 	
  
./1
𝑐𝑜𝑢𝑛𝑡	
  (𝑤./L21
)

(11)

3.1.1 N-gram Language model evaluation
A good language model is one that assigns a high probability to grammatically correct and
frequently seen sentences. For a specific language model two different sets are required:
a)   The training set for training the model and calculating the required probabilities.
b)   The test set for evaluating model efficiency.
Training and testing data should be different. Testing on the training data might lead to
overfitting and the model will not perform well on unseen data.
There are two methods to evaluate a language model – extrinsic evaluation and
intrinsic evaluation [31]. Suppose we have to compare two language model M1 and M2. We
embed these models in our application like a word predictor and run the task end to end. The
model that improves the application word prediction accuracy is the better language model.
The major drawback of extrinsic evaluation is that it is very slow and can take days and week
to finish the evaluation. Instead, we use intrinsic evaluation that focuses on the efficiency and
accuracy of language model rather than the application.
One of the popular metrics for intrinsic evaluation is perplexity. Perplexity (PP) is
calculated on a test set as the inverse of the probability of the test set and is normalized by
the number of words in the sequence. The major intuition of perplexity can be dated back to
the information theory proposed by Shannon in 1948 [32]. Consider we have a very long
sentence X in a test set with m words. Thus	
  	
  𝑋 = 	
   𝑤1	
  , 	
  𝑤0 , … , 𝑤O . The perplexity of X is
/1

𝑃𝑃 𝑋 = 	
  𝑃(𝑤1	
  , 	
  𝑤0 , … , 𝑤O ) O
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(12)

Using chain rule,

𝑃𝑃 𝑋 = 	
  

P

O

.K1

1
Ρ 𝑤.	
  	
   𝑤1 , 𝑤0 , … , 𝑤./1 )

(13)

For a bigram model perplexity is given by

𝑃𝑃 𝑋 = 	
  

O

P

.K1

(14)

1
Ρ 𝑤.	
  	
   𝑤./1 )

Since perplexity is the inverse of the conditional probability of test set, a better language
model should minimize the perplexity of the language model. To compare unigram, trigram
and bigram model using the perplexity matrix, each of these language model was trained
using the Wall Street Journal corpus. This corpus contained 38 million tokens and the size of
the vocabulary was 19, 979. The test set contained 1.5 million words [31].

Perplexity

Unigram

Bigram

Trigram

962

170

109

Table 1. Comparison of perplexity in Language model [31]

As we increase the context size, the perplexity decreases which means the language
model is increasingly accurate. If we are using perplexity as our evaluation metric we should
make sure that the test set is unseen. None of the sentences in the test set should occur in
training set. The training should not have any prior knowledge about the test set or its
vocabulary. Any prior knowledge of the test set would lead to overfitting and would lead to
bias in perplexity calculation. Secondly, we should use the same test set to compare two
language models that are trained using the same corpus.
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3.1.2 Generalization of N-gram language model
The probabilities estimated by training the n-gram model encode facts about the training
corpus. Thus the model created is dependent on the training set. As we increase the value of
N, the context size, better performance is obtained. On borrowing the techniques of [31] and
[33] to generate random sentences from these language models, probabilities are assigned to
unigram, bigram, trigram and 4-gram sequences using maximum likelihood estimation. In
case of unigram language model, we select the word with highest probability followed by a
random word according to its probability and so on until we encounter the sentence ending
token </s>. For bigram model using a priori distribution we select the bigram token that
starts with <s> followed by randomly chosen bigram based on its probability and so on. We
observe that the sentences generated by unigram language model have no coherent relation
among words. This should be the case because unigram language model does not take into
account the previous context of a word. But the sentences generated by bigram model will
have some coherence mostly word to word because it takes into account the previous word.
The sentence grammatical structure and meaning would keep on improving as we increase
the context size to three, four and five.
Since the language model is dependent on the training set, the model will not be very
efficient if we test on the data that is completely different from the training set. For example,
if the language model is trained using Shakespeare’s work and the test set is based on Wall
Street Journal corpus then the model will perform poorly on the test set. One way to deal
with this issue is to select training corpus from the genre that is similar to the task we are
trying to solve.
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But this can not solve the issue of data sparsity. The training corpus will always be
limited in size. Many English words, word sequences, sentences will be missing from the
training set. Thus, the n-gram matrix will have many zero entries. If any of these sequences
will occur in the test data, the model will estimate zero probability and the perplexity which
is the inverse of the probability will be undefined. To illustrate this issue, consider the
following example from [35]. Suppose our training set consist of three sentences as shown.
a)   JOHN READ MOBY DICK.
b)   MARY READ A DIFFERENT BOOK. SHE READ A BOOK BY CHER.
We train the bigram model using the eq. (1). The probability of a sentence is
L21

𝑃 𝑆 = 	
  

(15)

Ρ 𝑤.	
  	
   𝑤./1 )
.K1

Suppose our testing set contains the sentence St = JOHN READ A BOOK.
𝑃(St) = 𝑃 𝐽𝑂𝐻𝑁 . 	
  	
  𝑃 𝑅𝐸𝐴𝐷 𝐽𝑂𝐻𝑁 	
  	
  	
  	
  𝑃 𝐴 𝑅𝐸𝐴𝐷 	
  	
  𝑃 𝐵𝑂𝑂𝐾 𝐴 	
  	
  	
  𝑃(. |𝐵𝑂𝑂𝐾)
=

\]^L.(._`aJ)
\]^L.(.)

	
  	
  	
  	
  

\]^L.(_`aJ	
  bcde) \]^L.(bcde	
  d) \]^L.(d	
  f``g) \]^L.(f``g	
  .)
\]^L.(_`aJ)

	
  	
  

\]^L.(bcde)

	
  

\]^L.(d)

	
  

\]^L.(f``g)

1

1
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1

h

1

h

0

0
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≈ 	
  0.06
For 𝑆. = CHER READ A BOOK.
𝑃(𝑆. ) = 𝑃 𝐶𝐻𝐸𝑅 . 	
  	
  𝑃 𝑅𝐸𝐴𝐷 𝐶𝐻𝐸𝑅 	
  	
  	
  	
  𝑃 𝐴 𝑅𝐸𝐴𝐷 	
  	
  𝑃 𝐵𝑂𝑂𝐾 𝐴 	
  	
  	
  𝑃(. |𝐵𝑂𝑂𝐾)
m

m
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=0

16

3.1.3 Smoothing
To enable the n-gram model to generalize well to unseen data, we have to prevent the
language model from assigning zero probability to unseen events. This can be achieved by
applying smoothing to probability estimation. Smoothing discounts, the positive counts,
counts of frequently occurring events in the training set, and reallocates the probability to
unseen events whose count is zero. Smoothing is also called discounting. There are various
ways of doing smoothing as discussed below.

3.1.3.1 Laplace Smoothing
This is the simplest smoothing technique. In Laplace smoothing [36] all the counts are
incremented by one before normalizing to get probability estimate. Thus the unseen events
count change from zero to one and other positive counts are incremented by one too. If we
apply Laplace smoothing to unigram model, the probability estimate that was initially
estimated as
𝑃 𝑤@ = 	
  

𝑐𝑜𝑢𝑛𝑡(𝑤@ )
𝑁

(16)

will change to
𝑃nop 𝑤@ = 	
  

𝑐𝑜𝑢𝑛𝑡 𝑤@ + 1
𝑁 + |𝑉|

(17)

where N is the total number of words in the training set and |V| is the vocabulary size. The
denominator changes from N to N + |V| because we incremented the count of all the words
by one which has to be taken into account. The smoothed bigram model probability will be
estimated as

17

𝑃nop 𝑤@ |𝑤@/1 = 	
  

𝑐𝑜𝑢𝑛𝑡 𝑤@/1 𝑤@ + 1
𝑐𝑜𝑢𝑛𝑡(𝑤@/1 ) + |𝑉|

(18)

On applying Laplace smoothing to the previous example,
𝑃(JOHN READ A BOOK.) = 	
  	
  	
  	
  	
  
𝑃(𝐶𝐻𝐸𝑅	
  𝑅𝐸𝐴𝐷	
  𝐴	
  𝐵𝑂𝑂𝐾. ) = 	
  	
  	
  	
  	
  

121
h211
m21

	
  	
  	
  

	
  	
  

121

	
  	
  

021

	
  	
  

121

	
  	
  

121

1211 h211 0211 0211

m21

	
  	
  

021

	
  	
  

121

	
  

121

h211 1211 h211 0211 0211

≈ 	
  0.001

≈ 	
  0.003

Laplace smoothing is easy to apply but it overestimates the probability of an unseen
event and can discount the estimate of frequent event that can reduce the efficiency of a
language model. To fix this problem we can use add-k smoothing where instead of adding
one to each count we add a fraction 𝑘 < 1 . The bigram probability estimate in add-k
smoothing is given by
𝑃oCC/u 𝑤@ |𝑤@/1 = 	
  

𝑐𝑜𝑢𝑛𝑡 𝑤@/1 𝑤@ + 𝑘
𝑐𝑜𝑢𝑛𝑡(𝑤@/1 ) + 𝑘|𝑉|

(19)

We need an additional validation set to estimate the value of parameter k such that it
optimizes the performance of language model.

3.1.3.2 Good-Turing Smoothing
The main intuition behind this smoothing is to re-estimate the amount of probability mass to
be assigned to n-gram with zero or lower counts by observing the n-gram of higher count
[37]. Let 𝑁\ 	
  be the number of n-grams that occur 𝑐 times. The new smoothed count is
count ∗ = (count + 1)
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𝑁\21
𝑁\

(20)

3.1.3.3 Backoff Smoothing
By using smoothing, we can estimate the probability of novel events in the set by using only
the raw frequency of n-gram. Backoff smoothing is another way of estimating these unseen
data probabilities. Consider for example the computation of the trigram probability of the
sequence w1 w2 w3 where the count of this sequence in the data is 0. We compute the
𝑃 𝑤h 𝑤1 𝑤0 by estimating the bigram probability of bigram w2w3. But if the sequence w2w3
also does not exist then we compute unigram probability	
  𝑃(𝑤h ). Thus, we try to generalize
the n-gram language model on the unseen events. For the correct probability distribution, the
Backoff

model

should

use

smoothed

counts.

The

Backoff

model

used

with

smoothing/discounting is called Katz-Backoff [38]. Trigram version of Katz-Backoff
Smoothing model is

𝑃u| 𝑤@ 𝑤@/1 𝑤@/0

𝑃 𝑤@ 𝑤@/1 𝑤@/0 	
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  𝑐𝑜𝑢𝑛𝑡 𝑤@/1 𝑤@/0 > 0	
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(21)

Mostly Good-Turing smoothing is used with Katz-Backoff model.

3.1.3.4 Linear Interpolation
The linear interpolation estimates the trigram probabilities by taking a weighted sum of all
trigram, bigram and unigram estimate.
𝑃n@ 𝑤@ 𝑤@/1 𝑤@/0 = 	
  	
   𝜆1	
   𝑃 𝑤@ 𝑤@/1 𝑤@/0 + 	
   𝜆0	
   𝑃 𝑤@ 𝑤@/1 + 𝜆h	
   𝑃 𝑤@
such that 𝜆1	
   > 0, 𝜆0	
   > 0, 𝜆h > 0	
  𝑎𝑛𝑑	
  𝜆1	
   + 	
   𝜆0 + 𝜆h = 1.
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(22)

The common way of estimating the parameter 𝜆 is to create a development test data which is
different from training and test data. Let 𝑐(𝑤…/0 𝑤…/1 𝑤… ) be the frequency of trigram
𝑤…/0 𝑤…/1 𝑤… in the development test set. The log likelihood of development test data is a
function of 𝜆1	
   , 𝜆0	
   , 𝜆h .
𝐿(𝜆1	
   , 𝜆0	
   , 𝜆h ) = 	
  

𝑐 𝑤…/0 𝑤…/1 𝑤… log 𝑃n@ 𝑤… 𝑤…/1 𝑤…/0

(23)

‰Š‹Œ ‰Š‹• ‰Š

The value of 𝜆 should be so chosen to 𝑎𝑟𝑔 𝑚𝑎𝑥 𝐿(𝜆1	
   , 𝜆0	
   , 𝜆h )
‘•	
   ,‘Œ	
   ,‘’

3.1.3.5 Kneser-Ney Smoothing
Kneser-Ney smoothing [39] is the most popular smoothing algorithm. The main idea behind
this algorithm is that the lower order model is important only when higher order model is
sparse.
Kneser-Ney uses absolute discounting [39] on higher order N-gram along with linear
interpolation on lower order N-grams. The equation for interpolated absolute discounting
applied to bigram is:
𝑃o|“_C@“ 𝑤@ 𝑤@/1 = 	
  

𝑐𝑜𝑢𝑛𝑡 𝑤@/1 𝑤@ − 𝑑
+ 	
   𝜆‰”‹• 𝑃 𝑤 	
  	
  	
  	
  
𝑐𝑜𝑢𝑛𝑡 𝑤@/1

(24)

The first term is the discounted bigram estimate and the second term is the interpolated
unigram probability.
Consider that our bigram language model is trained on data where the word
Francisco occurred frequently [35]. The maximum likelihood estimate of this unigram will
be high. If we are trying to predict the next word in the sentence “I cannot see without my
reading _____.”, the absolute discounting interpolation will assign Francisco higher
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probability than the glasses. But Francisco occurs only when the previous word is San. The
word glasses has a much wider distribution and we need to capture this intuition. The
Kneser-Ney smoothing provides an elegant solution to this problem by modifying the
unigram model where the probability estimate of unigrams is based on the count of different
context the word 𝑤 has occurred rather than the raw probabilities based on the frequency of
the word in the corpus.
𝑃\]L. 𝑤@ = 	
  

|{𝑤@/1 : 𝑐𝑜𝑢𝑛𝑡 𝑤@/1 𝑤@ > 0}|

(25)

|{{𝑤…/1 𝑤… : 𝑐𝑜𝑢𝑛𝑡 𝑤…/1 𝑤… > 0}|

Now	
  𝑃\]L. 𝑓𝑟𝑎𝑛𝑐𝑖𝑠𝑐𝑜 < 	
   𝑃\]L. 𝑔𝑙𝑎𝑠𝑠𝑒𝑠
The Kneser-Ney algorithm is
𝑃uL™“™š_L™› 𝑤@ 𝑤@/1 = 	
  

𝑐𝑜𝑢𝑛𝑡 𝑤@/1 𝑤@ − 𝑑
+ 	
   𝜆‰”‹• 𝑃\]L. 𝑤@
𝑐𝑜𝑢𝑛𝑡 𝑤@/1

(26)

We need to estimate the parameter 𝑑 and 𝜆‰”‹• and the details are in [39].

3.1.3.6 Stupid Backoff smoothing
With the growth of the internet, a large amount of text data exists on the web which can be
used to create large language model. Efficiency is an important consideration in the large
language model. Stupid Backoff [40] is a simple algorithm to create efficient large language
model from web text data. It does not discount higher order n-gram probability. If the
frequency of higher order n-gram is 0 in the set it backs off to lower order n-gram weighted
by a fixed context independent weight factor. This algorithm does not estimate probabilities
so following [40]
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@/1
𝑆 𝑤@ 𝑤@/u21
=

	
  

@
𝑓𝑟𝑒𝑞 𝑤@/u21

@
	
  	
  	
  	
  	
  	
  𝑖𝑓	
  𝑓𝑟𝑒𝑞 𝑤@/u21
>0

(27)

@/1
𝑓𝑟𝑒𝑞(𝑤@/u21
)
@/1
𝛼𝑆 𝑤@ 𝑤@/u20 	
  	
  	
  	
  	
  	
  	
  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

This Backoff step terminates in unigram where
𝑆 𝑤 = 	
  

𝑓𝑟𝑒𝑞 𝑤
𝑁

(28)

where 	
  𝑁 = 𝑡𝑜𝑡𝑎𝑙	
  𝑛𝑢𝑚𝑏𝑒𝑟	
  𝑜𝑓	
  𝑤𝑜𝑟𝑑𝑠	
  𝑖𝑛	
  𝑡ℎ𝑒	
  𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦 . Using heuristics, [40] set the
value of 𝛼 = 0.4 in all experiments.

3.2 Learning Distributed Representation of Words
Even though we have a large amount of text available online that can help to resolve the data
sparsity issue in language models, the recent research in IBM has shown that the
improvement in statistical language model has reached saturation. Word embeddings or
distributed representation of words capture the syntactic and semantic regularities of the
word in the training data and represent them in low 𝑑-dimensional space. The use of these
word embeddings has outperformed n-gram model in many NLP tasks. The models that use
the distributed word representation achieve greater generalization as these word
representations take into account similarity among words.

3.2.1 Different form of word representation in vector space
Word is the basic unit in most of the NLP applications. In computers, words are represented
as strings - a sequence of characters that does not convey the meaning of the word.
Syntactically we can create similar words by modifying them using morphological
derivations (write- writer) and inflections (rat – rats, decide - decided). These words are
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similar in meanings as well as in terms of syntax. Similarity among words with similar
characters can be captured using Levenshtein Distance [50] or Edit Distance. But there are
many words like hotel and motel, feline and cat which have similar meaning but Levenshtein
Distance or Edit Distance will fail to find similarity using these raw words. We need a better
representation of words that cluster similar word, both in meaning and syntax, together.
To encode the similarities among words we can represent words as vectors. The
simplest form of word vector is the one-hot vector. The first step is creating the vocabulary V
by processing the text in the large training corpus. We start by segmenting the raw text into
sentence followed by tokenization and then if required normalizing the word tokens. We also
remove any non-textual content like HTML tags, Java Script codes from the text. If our
corpus contains text from British English as well as American English then there are certain
words like color and colour, behavior and behaviour that are spelled differently but they
have the same meaning and we might want to normalize them into one. We can also conduct
stemming and lemmatization based on our needs.
When creating a vocabulary one should know the difference between type and token.
Consider the following sentence ‘democracy is for the people, by the people and of the
people’. There are 12 tokens and 8 types. A type is a sequence of characters that represents a
word while a token is an instance of the type.
In our vocabulary we keep the inflections and derivations of the same basic form like
car and cars i.e. car and cars exist in vocabulary. Let |V| denotes the size of the vocabulary.
Every word in our text is represented as ℝ|

|×| |

vector with one at the index position of the

word in the vocabulary and zero elsewhere. For example, our vocabulary consists of
following types:
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𝑉	
   = 	
   {𝑧𝑒𝑏𝑟𝑎, 𝑎𝑛𝑖𝑚𝑎𝑙, 𝑤ℎ𝑖𝑐ℎ, … , 𝑞𝑢𝑒𝑒𝑛}
The one-hot vector representation is

wzebra =

1
0
0
⋮
0

0
1
wanimal = 0
⋮
0

0
0
wqueen = 0
⋮
1

These one-hot vectors are sparse with only one dimension on and they also do not capture the
similarity among words [2]. Thus (wzebra)T. wanimal = 0. We need a dense word vector for NLP
related task. One of such vector is distributional vector.

3.2.1.1 Distributional vectors
Distributional vectors are based on distributional hypothesis – “you shall know a word by the
company it keeps” [41]. By analyzing the statistical pattern of the words written or uttered by
humans, we can help the computer in understanding the human language. The main idea
behind distributional hypothesis is that the words that occur in similar context tend to have
similar meanings. Let each word be represented by a |𝑉| dimensional vector where |𝑉| is the
length of the vocabulary. Instead of using a one-hot vector representation of the word, where
only the index corresponding to ID of the word in the vocabulary is on, we also take into
account the neighboring words. Let c =5 be the context size around the center word (e.g.
running). Given a large corpus, we search for the occurrence of the center word. Along with
updating the frequency of the center word we also update the frequency of the context words
around the center word in its vector. After looping over the entire corpus, the frequency of
the central word and neighboring words are normalized to get the probability distribution.
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Distributional word representations are based on co-occurrence matrix X of size V 	
  by	
  |C|
where |V| is the size of vocabulary. The various choices for co-occurrence matrix X are given
below.
a)   Word-document matrix
It is typically used to capture similarity among documents. Each word in the vocabulary V of
the corpus is a row 𝑥@:	
   in the matrix and the documents represent the column 𝑥:…	
   𝑜f the matrix.
The documents are represented as a bag of words. In mathematics, a bag is like a set where
duplicates are allowed. Consider the following document containing a single sentence “to be
or not to be”. This document contains 6 tokens and 4 types.
𝑉 = 	
  	
   {𝑡𝑜, 𝑏𝑒, 𝑜𝑟, 𝑛𝑜𝑡} and the bag of word representation is {2, 2, 1, 1}
Let our corpus contain 𝑚 words and	
  𝑛 documents. The entry 𝑥@… = 0 if the word 𝑖 does not
occur in document 𝑗	
  else	
  𝑥@… = 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	
  𝑜𝑓	
  𝑤𝑜𝑟𝑑	
  𝑖 	
  𝑖𝑛	
  𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡	
  𝑗.
The row vector 𝑥@:	
   tells the meaning of the word 𝑖 and the column vector
𝑥:…	
   helps in determining the topic of the document based on the types of words in the
document. Though the bag-of-words approach does not take into account the order of words
in a document but these vectors still efficiently capture similarity of documents. This is based
on the fact that if two documents are related then the choice of words in these documents will
be similar. [42] used this approach to measure document similarity. [40] focused on row
vectors to capture similarity among words.
b)   Word-context matrix
In a word-context matrix the context can be words, sentences, phrases, paragraph or
documents. This matrix is based on the distributional hypothesis – words that occur in similar
context have similar meanings. Two row vectors with similar pattern of numbers indicate
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similarity in their meanings. If the context in a word-context is a word, then it is a word-word
co-occurrence matrix. Consider the following sentences:
a)   I love reading.
b)   I like pizza.
c)   I like NLP.
The word-word co-occurrence matrix X is given as
I

like

love NLP pizza reading

I

0

1

1

0

0

0

like

1

0

0

1

1

0

love

1

0

0

0

0

1

NLP

0

1

0

0

0

0

pizza

0

1

0

0

0

0

reading 0

0

1

0

0

0

Table 2. . Example of a word-word co-occurrence matrix with context size=1

The distributional vectors capture the similarity among words based on the
similarity among neighboring words. These vectors can be compared using measures like
cosine similarity. These vectors are of size |V| - typically the value of v can be in hundreds of
thousands. The storage and computation of these vectors can be expensive. We need to
reduce the size of vectors from ℝ 𝑉 to d where |𝑑| ≪ |𝑉| in such a way that the low ddimensional vector encodes the similarity among word vectors.
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3.2.1.2 Distributed Representation/Word embedding
Word embedding is the vector representation of high dimensional distributional word vectors
of size |V|, where V is the vocabulary, into low d – dimensional (d is typically between 50 to
1000) vector where|𝑑| ≪ |𝑉|. In 1980, the neural networks were revived in the research
community and the distributed representation was the core topic. Initially the distributed
representation was associated with the way human brain would be learning new concepts, as
distributed representations contain many features that help in generalizing to new concepts
which are similar to the known ones. The distributed representation is different from one-hot
vector representation in which only one or few indices are on. The distributed representation
of words has helped in fighting the curse of dimensionality issue that has made the statistical
language modelling task intrinsically difficult [9]. According to [9], every word in the
vocabulary is represented as an embedding in vector space. These distributed word vectors
are real valued vectors. The dimensions of these word vectors range from 50-1000 which is
much smaller than the size of the vocabulary. The joint probability function of the sequence
of words is expressed in terms of these newly learned distributed word vectors of the words
in the given sequence. The models simultaneously learn the distributed word vectors and the
parameters of the joint probability function. To maximize the log-likelihood of the training
data, the models iteratively tuned the parameters using stochastic gradient descent. There are
many popular methods for learning distributed representations of words like matrix
factorization, singular value decomposition, neural network and deep learning [4, 9, 10,
11,12, 46]. The distributed representation of words generalizes easily to an unseen sequence
of words as compared to n-gram models. The model will assign high probability to this
unseen sequence of words if the words are similar to the words in the seen sentences. To
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illustrate, consider that the model has already seen the sentence “The cat is meowing in the
room”. Suppose the model is given a new unseen sentence “The dog is barking in the
bathroom”. The model should assign a high probability to this unseen sentence as in the
distributed representation, cat is similar to dog, meowing is semantically closer to barking
and the vectors for the and a, and room and bathroom are also similar in the vector semantic
space. In the following sections we will discuss various methods for learning distributed
representation of words in vector space.

3.3 Methods to Obtain Distributed Representation of Words
3.3.1 Latent Semantic Analysis
Latent Semantic Analysis (LSA) [43] is a popular method for creating vector representation
of the words in low-dimensional space. It is a statistical technique where the input is raw text
segmented into sentences or tokenized into words. LSA does not need annotated corpus or
handcrafted features [44].
The raw text is converted to a word-context matrix 𝑋	
  where each row in 𝑋	
  represents
a unique word in the vocabulary extracted from the text. Each column in 𝑋 represents the
context. Generally, in LSA the context is a document but it can be a paragraph, sentence or
even a word. The entry 𝑥@… in the matrix is the frequency of the word represented by 𝑋@: in
the context	
  𝑋:… .
The words in a document help in understanding the topic of documents but there exist
certain words called stop words like the, a, an, she etc. that occur in all the document
frequently and do not help in encoding the meaning of the word or the context in which they
occur. We need some weighing techniques that assign more weight to words that reflect the
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meaning of the context and less weight to the stop words. One such technique is TF-IDFwhich is a product of two components:
a)   Term Frequency
b)   Inverse Document Frequency
Term frequency is an indication of how frequently a word occurs in a document. In case,
our context is a document and a word might occur more frequently in a long document as
compared to a short document. Thus, we normalize the raw count by the total number of
words in the document to account for the different length of documents in the corpus. Let
𝑤@	
   represent the 𝑖 .? word in the matrix 𝑋 and 𝑑… be the document under consideration. So
𝑇𝐹 𝑤@	
   = 	
  

𝑐𝑜𝑢𝑛𝑡 𝑤@	
   : 𝑤@	
   ∈ 𝑑…
|𝑑… |

(29)

where |𝑑… | is the total number of words in document 𝑑… .
Inverse Document Frequency measures if the word is common or rare across all context.
𝐼𝐷𝐹 𝑤@	
   = 	
  𝑙𝑜𝑔	
  (

𝑁
)
|𝑑 ∈ 𝐷: 𝑤@	
   ∈ 𝑑|

(30)

Here, N is the total number of documents which is total number of columns in the matrix
|𝑑 ∈ 𝐷: 𝑤@	
   ∈ 𝑑| which represents total number of documents where the word 𝑤@	
   appears.
The next step in LSA is applying Singular Value Decomposition (SVD) to the matrix
decomposing X into 𝑈𝑆𝑉 𝑋 = 𝑈𝑆𝑉 If the original matrix 𝑋 is of size 𝑚×𝑛 then
𝑈 is of size 𝑚×𝑚 and the columns of 𝑈 are eigenvectors of 𝑋𝑋 𝑉 is of size 𝑛×𝑛 and the columns of 𝑉 are eigenvectors of 𝑋 - 𝑋
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(31)

𝑆 is a diagonal matrix of size 𝑚×𝑛 and the value of diagonal element, arranged in
descending order, is the eigenvalue. The rows of U can be used as word embeddings for all
the words in the vocabulary. To obtain low d-dimensional distributed word representation we
can cut the singular values in matrix S at index d based on the desired percentage variance
captured:
C
@K1 𝜎@
| |
@K1 𝜎@

We take 𝑈1:

,1:C

(32)

to be the word embedding matrix where each word is represented as a d-

dimensional vector.

Figure 1. Effect of applying SVD o a square matrix of size |V|X|V|

There are certain problems associated with the SVD based methods:
a)   The matrix changes often as the new words and size of the corpus frequently get
updated.
b)   As the training data is fixed and many possible word will not co-occur the matrix will
be sparse.
c)   SVD based methods are very expensive to train.

3.3.2 Neural Network Language Model (NNLM)
NNLM is another popular way of simultaneously learning distributed representation of words
and the parameters of the joint probability functions of the sequence of words. Bengio et. al.
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[9] have shown that distributed representation of words combined with neural network
probability predictions has outperformed traditional n-gram language models in many
statistical NLP tasks. Various experiments on distributed representation of words have shown
meaningful linear substructures. A neural probabilistic language model was introduced in [9].

3.3.2.1 Neural Network Language Model Architecture
The NNLM consists of an input projection layer, non-linear hidden layer and an output layer.

Figure 2. Architecture of neural net language model [9]

Using chain rule, the probability of a sequence of word is given as
𝑃(𝑤1 , 𝑤0 , … 𝑤./1 , 𝑤. ) = 𝑃 𝑤1 𝑃 𝑤0 𝑤1 … 𝑃(𝑤. |𝑤1 , 𝑤0 … 𝑤./1 )

(33)

Using Markov assumption, we limit the history to 𝑛 − 1 words.
𝑃 𝑤1 , 𝑤0 , … 𝑤./1 , 𝑤. = 𝑃 𝑤. |𝑤./L21 , … 𝑤./1
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(34)

The main aim of NNLM in [9] is to learn a good model that maximize the log
likelihood of output probability	
  𝑃(𝑤. |𝑤1./1 ). The input to the NNLM are the indices of the
context words in the vocabulary V of the model and the output of the model is a vector of
size |V| where each feature 𝑖 is the posterior probability of the word 𝑤@	
   at the index 𝑖 in the
vocabulary , 𝑃(𝑤. = 𝑤@ |𝑤./L21 , … 𝑤./1 ).
In [9], initially the input context words are given as one-hot vector and as the model
is trained each word 𝑤./@ is mapped to d-dimensional feature vector 𝐶‰¯‹” ∈ ℝC .	
   Let the
input vector 𝑥 be represented by concatenation of 𝑛 − 1 feature vectors. This is the
distributed representation of the word in vector space.
𝑥 = (𝐶‰¯‹°±” ,1 , …	
  𝐶‰¯‹°±” ,C , … 𝐶‰¯‹• ,1 , …	
  𝐶‰¯‹• ,C )

(35)

Let 𝑉 be the input hidden layer weight matrix and 𝑊 be the hidden output layer matrix. Let ℎ
be the number of hidden units and 𝑑 be the dimensions of the distributed word vectors. Let
	
  𝑏@ be the bias term and 𝑎… 	
  be the hidden layer activation functions given by
L/1 C

𝑎@ = tanh(𝑏@ +

(36)
𝑉@… 𝑥… )

…K1

The output layer activation function is given by
?

𝑦u = 𝑙u +

(37)
𝑊u@ 𝑎u

@K1

The probabilistic function of the next word is estimated using the softmax function
𝑃 𝑤. = 𝑤@ |𝑤./L21 , … 𝑤./1

𝑒 o”
= 	
  
o³
uK1 𝑒

(38)

Along with matrix 𝐶 the other parameters that the model needs to learn are bias vectors 𝑏 and
𝑙 and also the weight matrices 𝑉 and	
  𝑊 . Let 𝜃 denote all the parameters that the NNLM
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needs to learn. The objective function of the NNLM is to maximize the log-likelihood of the
training set
𝐿 𝜃 = 	
  

𝑙𝑜𝑔 𝑃(𝑤|𝑤./L21 , … 𝑤./1 )

(39)

‰∈-

The model is trained using stochastic gradient descent based back propagation and the
parameters are updated iteratively.

3.3.3 Word2Vec
Word2vec is a popular method for generating dense word embedding and it is very similar to
feed-forward neural network language model [4]. In word2vec the hidden layer is not nonlinear. As we have seen the neural network model learns the distributed representation of
context word in the process of estimating the probability of next word given the 𝑛 − 1
context words. The main driver behind these dense word embedding is that words with
similar contexts occur next to each other in the text. The neural models learn distributed
representation of words by starting with random vectors and iteratively making them similar
to the distributed word vectors that occur near them and less similar to the distributed word
vectors that do not occur nearby. There are two algorithms for learning distributed
representation of word in word2vec.
a)   Continuous-Bag-Of-Word model (CBOW) [4]
b)   Skip-gram model (SKIP) [4]
The basic difference between the CBOW and Skip-gram model is that the CBOW predicts
the word based on the context while Skip-gram predicts the surrounding words given the
current word.
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Figure 3. Difference between CBOW and skip -gram model [4]

The main advantage of word2vec is that they are fast and efficient to train.
3.3.3.1 Continuous-Bag-Of-Word model (CBOW)
Consider a very simple version of CBOW model [4] where only one context word 𝑐 is given
as input and the model has to predict the next word 𝑤. Figure 1 shows the simplified CBOW
model where 𝑉 is the size of vocabulary and 𝑁 is the size of the hidden layer and the
dimension of the word embedding produced by this model. The size of the output layer is
same as the input layer. The size of output vector 𝑦 is same as the cardinality of the
vocabulary. The value at each index of the output vector represent the probability that next
word is the word at index 𝑖 of the vocabulary and so on. Thus
𝑦@ = P w c

(40)

𝑦@ = 1

(41)

The input to this network 𝑥¶ is one-hot vector representation of the context word. Thus
𝑥u = 1	
  and 𝑥u · = 0 for ∀	
  𝑘′ ≠ 𝑘 [45].
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Figure 4. A simple CBOW model with only one word in the context [45]

There are two sets of weight matrices – one between input layer and hidden layer and
is denoted by 𝑾 and the other weight matrix between the hidden layer and output layer
denoted by 𝑾’. The size of the matrix 𝑾 is 𝑉×𝑁 and of matrix 𝑾’ is 𝑁×𝑉.
ℎ = 𝑾𝑻 𝑥

(42)

Since 𝑥 is a sparse vector with only one dimension on at the 𝑘.? position so the vector ℎ is
𝑘.? row of 𝑾. Let 𝑊u: be the 𝑘.? row of 𝑾. ℎ	
  is represented as
ℎ = 𝑾- 𝑥 	
   = 	
   𝑊u: = 	
   𝑣\

(43)

Thus activation function of the inner hidden layer is a linear function. Suppose
𝑦@ = 𝜑 𝑢@

(44)

𝑢 = 𝑾′- ℎ

(45)

𝑢@ = 𝑊′:@ 	
  ℎ

(46)

𝑢@ = 	
   𝑣‰ 	
  ℎ

(47)

𝑢@ = 	
   𝑣‰ 𝑣\

(48)

and,

Let us denote 𝑊′:@ as 𝑣‰ . Therefore

From eq. (43)
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𝑦@ is the non linear function 𝜑	
  applied to 𝑢@ . Since we want to interpret 𝑦@ as a probability so
we will use softmax – a log-linear classification model to obtain the probability distribution
of the words.
𝑒 ^”
^”·
@¿ 𝑒

𝑦@ =

(49)

From eq. (48)
(50)

𝑒 ¶À ¶Á

𝑦@ =

‰¿ 𝑒

	
  ¶À· ¶Á 	
  	
  

where 𝑤′ ∈ {all the words in vocabulary V}. 𝑣‰ 	
  and 𝑣\ are the parameter of this model that
we need to find in a way that the likelihood of the model is maximized. Let 𝜃 denote the
parameters of the CBOW model such that 𝜃 = {𝑣‰ , 𝑣\ }. Let 𝐿(𝜃) denote the likelihood of the
parameter.
𝐿 𝜃 =

(51)

𝑃(𝑤|𝑐)
‰∈-

On taking the log of the likelihood 𝐿 𝜃 	
  denoted by 𝑙
𝑙 𝜃 =

log 𝑃(𝑤|𝑐)

(52)

‰∈-

From eq. (50)
𝑙 𝜃 =

𝑙𝑜𝑔
‰∈-

𝑙 𝜃 =

‰¿ 𝑒

¶À ¿¶Á

𝑒 ¶À ¿¶Á

𝑣‰ 𝑣\ − 𝑙𝑜𝑔
‰∈-

‰¿
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(53)

𝑒 ¶À ¶Á

(54)

On taking the derivative of log likelihood 𝑙 𝜃 w.r.t. 𝑣‰
𝛿𝑙(𝜃)
= 𝑣\ −
𝛿𝑣‰

1
‰· 𝑒

¶À ¿¶Á

𝑒 ¶À ¿¶Á 	
  𝑣\

(55)

𝛿𝑙(𝜃)
= 𝑣\ − 𝑃(𝑤|𝑐)𝑣\
𝛿𝑣‰

(56)

𝛿𝑙(𝜃)
= 𝑣\ (1 − 𝑃 𝑤 𝑐 )
𝛿𝑣‰

(57)

Using stochastic gradient descent, we can obtain the weight updating equation for
hidden→output layer,
𝑣‰ = 	
   𝑣‰ − 𝜂	
  𝑣\ (1 − 𝑃 𝑤 𝑐 )

(58)

Similarly, on taking derivative of log likelihood 𝑙 𝜃 w.r.t. 𝑣\ , the weight updating equation
for input→hidden layer is estimated by
𝑣\ = 	
   𝑣\ − 𝜂	
  𝑣‰ (1 − 𝑃 𝑤 𝑐 )
Multi-word context
In this case the input is not the single word context but multiple words 𝑥1 , 𝑥0 , ⋯ , 𝑥\ .

Figure 5. A CBOW model with C words (C>1) in the context [45]

The hidden layer output ℎ is given by
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(59)

𝑊 - (𝑥1 + 	
   𝑥0 + ⋯ + 𝑥\ )
ℎ=
𝐶
ℎ=

(60)

𝑣‰• + 𝑣‰Œ + ⋯ + 𝑣‰Á
𝐶

(61)

𝐶 is the context window size. Let 𝐿(𝜃) denotes the likelihood of the parameter 𝜃.
𝐿 𝜃 =

(62)

𝑃(𝑤|𝑐1 , 𝑐0 , … 𝑐Å )
‰∈-

On taking the log of the likelihood denoted by 𝑙(𝜃)
𝐿 𝜃 =

(62)

𝑃(𝑤|𝑐1 , 𝑐0 , … 𝑐Å )
‰∈-

	
  	
  	
  	
  	
  	
  𝑙 𝜃 =

𝑙𝑜𝑔
‰∈-

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  𝑙 𝜃 =

(63)

𝑒 ¶À ?
‰¿ 𝑒

¶À· ?

𝑒 ¶À· ?

𝑣‰ ℎ − 𝑙𝑜𝑔
‰∈-

(64)

‰¿

Using stochastic gradient descent, we can obtain the weight updating equation for
hidden→output layer,
𝑣‰ = 	
   𝑣‰ − 𝜂ℎ − 𝑃(𝑤|𝑐1 , 𝑐0 , … 𝑐Å ))

(65)

Similarly, on taking derivative of log likelihood 𝑙 𝜃 w.r.t. 𝑣\ , the weight updating equation
for input→hidden layer is estimated by
𝑣\ = 	
   𝑣\ −

1
𝜂	
  𝑣 (1 − 𝑃(𝑤|𝑐1 , 𝑐0 , … 𝑐Å ))
𝐶 ‰
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(66)

3.3.3.2 Skip-gram model
This model was introduced in [12]. In this model the aim is to predict the neighboring word
given the central word as the input. The input is one-hot vector representation of the central
word and is represented by 𝑥.

Figure 6. The skip gram model [45]

The input vector for the word 𝑥 is denoted by 𝑣\ . Similar to the single word context model of
CBOW, there are two weight matrices denoted by 𝑊 and 𝑊′. The output of hidden layer is
given by
ℎ = 𝑊 - 𝑥 	
  	
   = 	
   𝑊u: = 	
   𝑣\

(67)

Score vector for the output word is generated using
-

𝑢\… = 𝑢… = 	
   𝑊 ¿ 	
  ℎ = 𝑣‰Š ℎ = 𝑣‰Š 𝑣\ 	
  	
  

(68)

for 𝑐 = 1, 2 … , 𝐶
𝑣‰Š is the output vector of 𝑗.? word in the vocabulary and it is also the 𝑗.? column of the
output matrix 𝑾′.

39

Using the softmax function, each of these score is converted to a corresponding
probability. The objective function of this model is that probability vector generated to match
the actual probabilities which is 𝑦 (@/\) , … , 𝑦 (@/1) , 𝑦 (@21) , … , 𝑦

@2\

, the one hot vector of

actual output. This probability is estimated by the formula below.
𝑃 𝑤\,… = 𝑤`,\ 𝑤Æ = 𝑦\,… =

𝑒 ^Á,Š
^Á,Š ¿
… · K1 𝑒

(69)

We need to define an objective function to evaluate the skip-gram model. Using the NaïveBayes assumption, given the central word, all the neighboring words are completely
independent.

3.3.4 Optimizing Word2Vec Computational Efficiency
In both CBOW and skip-gram, the model learns two distributed representation of words in
the vocabulary - input vector 𝑣\ and output vector 𝑣‰ . At the output of these models we have
the softmax layer which gives us the probability of observing each word in the vocabulary
following the given input context. One problem with this approach is that the dimension of
the output softmax layer is in the order of the size of the vocabulary which can be in
hundreds of thousands or even millions. When we are performing the calculations we need to
compute all the activations in the hidden layer and calculate the softmax probabilities. This is
computationally expensive both in terms of memory and time required to train the models as
it is required for every training instance. Thus we need an efficient way of defining this
probability distribution function. One approach is to limit the number of output vectors to be
updated per training instance. There are two ways to achieve this – hierarchical softmax and
negative sampling.

40

3.3.4.1 Hierarchical Softmax
Hierarchical Softmax algorithm was introduced by Morin and Bengio [46]. In hierarchical
softmax instead of |𝑉| dimensional output softmax layer, we create a binary tree
representation of output layer where the leaves of the tree are the words in the vocabulary.
For each word there is a unique path from the root of the tree to the leaf representing that
word and this path is used to estimate the probability of the output word.

Figure 7 Hierarchical Softmax [45]

Let 𝑛(𝑤, 𝑗) be the 𝑗.? node on the path from root to word 𝑤 and let 𝐿(𝑤) be the length of the
path. There are 𝑉 − 1 inner units and for each inner unit there is an output vector 𝑣′L(‰ · ,…) .
The probability of the 𝑘.? word 𝑤u in the vocabulary to be the output word is given in [12]
by
Ç ‰ /1
-

𝑃 𝑤 = 𝑤u = 	
  

(70)

𝜎( 𝑛 𝑤, 𝑗 + 1 = 𝑐ℎ(𝑛 𝑤, 𝑗 ) . 𝑣′L(‰ · ,…) ℎ
…K1

where cℎ(𝑛) is the left child on inner unit 𝑛 and ℎ is the activation value of hidden layer. 𝑥
is defined as
𝑥 =

1	
  	
  	
  	
  	
  𝑖𝑓	
  𝑥 	
  𝑖𝑠	
  𝑡𝑟𝑢𝑒
−1	
  	
  	
  	
  	
  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒	
  	
  	
  	
  	
  	
  	
  

41

(71)

In word2vec, binary Huffman tree is used as it results in faster training.

3.3.4.2 Negative Sampling
Negative sampling is the other efficient computation scheme for calculating the output
probability in word2vec. It is a completely different optimization function. It is based on the
assumed to be a classification problem. Consider two sets 𝐷 and 𝐷’ where 𝐷 is a set of all
(𝑤, 𝑐) pairs that are in the corpus and 𝐷′ is a set of all (𝑤, 𝑐) pairs that are not in the corpus.
Given a pair as an input to the classifier, it outputs one if it is in the corpus else 0. We define
two probabilities based on the output:
Pr	
  (𝑧 = 1| 𝑤, 𝑐 ) is the probability that 𝑤, 𝑐

is in 𝐷 and Pr	
  (𝑧 = 1| 𝑤, 𝑐 ) is the

probability that 𝑤, 𝑐 is in 𝐷′
Using logistic regression to solve this classification problem,
Pr 𝑧 = 1 𝑤, 𝑐

= 	
  

Pr 𝑧 = 0 𝑤, 𝑐

= 	
  

1
1+
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𝑒 /¶Á ¶À
1

1+

(73)

𝑒 ¶¿Á ¶À

The joint probability of the distribution is given by
P 𝑧 𝑤, 𝑐

= 	
  

1

É

1 + 𝑒 ¶¿Á ¶À

1

1/É

(74)

1 + 𝑒 ¶¿Á ¶À

𝑣\ and 𝑣‰ are the parameters that the model needs to learn. By maximum likelihood
estimation,
𝐿 𝜃 = 	
   𝑎𝑟𝑔	
  max
Ì

P 𝑧 𝑤, 𝑐
(‰,\)∈e∪e¿

The objective function is to maximize the log likelihood of training data
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𝑙 𝜃 = 𝑎𝑟𝑔	
  max
Ì

1

𝑧	
  𝑙𝑜𝑔

1 + 𝑒 /¶¿Á ¶À

(‰,\)∈e∪e¿

𝑙 𝜃 = 𝑎𝑟𝑔	
  max
Ì

1

	
  𝑙𝑜𝑔

1+

(‰,\)∈e

+ (1 − 𝑧)

𝑒 /¶¿Á ¶À

1
1 + 𝑒 ¶¿Á ¶À
1

+
(‰,\)∈e¿
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1+

(77)

𝑒 ¶¿Á ¶À

In [12] the negative sampling objective function is given by
u

log 𝜎

𝑣¿

\ 𝑣‰

+

Ε‰” ~𝑃L 𝑤 log 𝜎

𝑣¿

(78)
\ 𝑣‰

@K1

where 𝑘 is the number of negative samples sampled from 𝑃L 𝑤 and 𝜎 is the sigmoid
function such that
𝜎=

1
1 + 𝑒 /É

(79)

The best choice for 𝑃L 𝑤 was found to be unigram distribution 𝑈(𝑤) raised to 3/4 power.

3.3.5 Global Vector for Word Representation (GloVe)
GloVe [13] is an unsupervised machine learning method for representing words in the vector
space model. GloVe is a global log-bilinear model that uses two methods – matrix
factorization and local context window size [13]. In GloVe a word-word co-occurrence
matrix, denoted by 𝑋 is used. The entries 𝑋@… denote the count of the event when the word at
the 𝑗.? index in the vocabulary 𝑉 occurs in the context of the word at the 𝑖 .? index in 𝑉. Let 𝑋@
denote the count of the event when any word in the vocabulary occurred in the context of the
word 𝑖 and is estimated by
𝑋@ =

𝑋@u
u∈
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Let 𝑃@… be the probability of the event when word 𝑗 occurred in the context of the word 𝑖 and
is calculated as
𝑃@… = 	
  𝑃 𝑗 𝑖 = 	
  

𝑋@…
𝑋@

(81)

An example in [13] shows that the meaning of a word can be encoded by using the
ratio of co-occurrence probabilities. Two word 𝑖 = 𝑖𝑐𝑒 and 𝑗 = 𝑠𝑡𝑒𝑎𝑚 are chosen to
understand their relationships in this illustration. The probabilities of these two words with
selected context word are calculated from the corpus of around six billion tokens. The ratio
of co-occurrence probability is given by

Ð”³
ÐŠ³

. For word 𝑘 related to ice, the ratio	
  

Ð”³
ÐŠ³

will be

large and if 𝑘 is related to steam this will be small. But if 𝑘 is related to both target words or
not related to both the words then this ratio will be close to 1. Table below shows these
probabilities and confirm our arguments.
𝑷𝒓𝒐𝒃𝒂𝒃𝒊𝒍𝒊𝒕𝒚	
  &	
  𝒓𝒂𝒕𝒊𝒐

𝒌 = 𝒔𝒐𝒍𝒊𝒅

𝒌 = 𝒈𝒂𝒔

𝒌 = 𝒘𝒂𝒕𝒆𝒓

𝒌 = 𝒇𝒂𝒔𝒉𝒊𝒐𝒏

𝑷(𝒌|𝒊𝒄𝒆)

1.9	
  ×10/æ

6.6	
  ×10/ç

3.0×10/h

1.7	
  ×10/ç

𝑷(𝒌|𝒈𝒂𝒔)

2.2	
  ×10/ç

7.8	
  ×10/æ

2.2×10/h

1.8	
  ×10/ç

𝑷 𝒌 𝒊𝒄𝒆 /𝑷(𝒌|𝒈𝒂𝒔)

8.9

8.5	
  ×10/0

1.36

0.96

Table 3. Co-occurrence probabilities for target words ice and steam with selected context words from a 6 billion token
corpus [13]

The general form of the GloVe model is given by,
𝐹 𝑤@ , 𝑤… , 𝑤u =

𝑃@u
𝑃…u

(82)

where 𝑤 ∈ ℝC is d-dimensional word embedding and 𝑤 is d-dimensional context word
embedding. GloVe produces word vectors by minimizing the following cost functions using
gradient descent
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𝑓 𝑋@… (𝑤@- 𝑤… + 𝑏@ + 𝑏… − log 𝑋@… )0

𝐽=

(83)

@,…

𝑏@ and 𝑏… are the parameters measuring word specific biases. The function 𝑓 𝑥 should have
the following properties:
a)   𝑓 0 = 0
b)   𝑓 𝑥 should be non-decreasing to prevent over-weighing of rare co-occurrences
c)   𝑓(𝑥) should be relatively small for large value of 𝑥 so that frequently appearing cooccurrences are not overweighed.
One function with above properties which works well with the model is
𝑓 𝑥 = 	
  

	
  	
  	
  	
  	
  0	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  𝑥 = 0
(𝑥/𝑥ìíî	
   )ï 	
  	
  	
  	
  	
  	
  	
  𝑥 < 𝑥ìíî	
  
	
  	
  	
  	
  	
  	
  1	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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CHAPTER 4: EXPERIMENTS AND EVALUATION
4.1 The Data
The training and test data provided by Microsoft Research Sentence completion challenge
[18] are used to assess the performance of our methods. The test set consists of 1040 fill-inthe-blank sentences similar to the SAT style sentence completion questions. The aim of these
questions is to test the student’s ability to select the correct word that is meaningful in the
given context. The correct determination of missing words cannot be made just on the basis
of grammatical correctness. The 1040 sentences are picked from the five Sir Arthur Conan
Doyle’s Sherlock Holmes novels. Each question is provided with 5 choices and the task is to
identify which word among them is the correct. The missing word in these sentences is
infrequent in the training data. The other four alternatives for the missing word are generated
using n-gram model. The n-gram model is trained using 500 19th century novel from Project
Gutenberg. All the five alternatives look plausible and the models are required to encode
semantic meaning for making a correct guess. We used the same training set to train our
models.

Figure 8. Two example MSR sentence completion questions [18]. The correct answers are 𝑎 and 𝑏 respectively.
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4.2 Data pre-processing
4.2.1 Cleaning the text
Before training and evaluating our methods on sentence completion task, we need to
preprocess our training and test data. The MSR Sentence Completion Challenge data [18]
provided a training corpus that contains 19th - century novel text from Project Gutenberg. The
training set consists of 522 text files. These texts contain meta data and source text
information. We stripped all the metadata tags, author name, text source and extracted the
novel text. The entire text is converted to lowercase. We also removed the punctuation
marks. After preprocessing, each sentence in the text is a single line. We ignored the task of
lemmatization – replacing the word with its corresponding vocabulary lemma as this would
be time-consuming. We also did not perform stemming – removing the suffixes from the
words, as this would introduce word ambiguity.

Figure 9. Text before processing

Figure 10. Text after processing
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4.2.3 Building Vocabulary
The next step after cleaning the data is to form a vocabulary that maps the words in the text
to a unique ID. After cleaning the training data, every document was segmented into
sentences and each sentence was represented as a single line in the text file. We then parsed
this document line by line to convert it into a bag-of-word representation.

4.3 Methodology
We evaluated various techniques for word representation in vector space, namely LSA,
Word2Vec and GloVe. The trained models select the answers based on the cosine similarity
between each answer choice and other words in the sentences. The cosine similarity between
two word vectors is defined as
𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚(𝑤1 , 𝑤0 ) =

𝑤1 . 𝑤0
|𝑤1 ||𝑤0 |

(85)

The sentence with the highest score is selected as the answer.

4.3.1 Latent Semantic Analysis (LSA)
LSA is a technique particularly useful in distributional semantics for analyzing the relations
between documents based on the words in the documents and is used to extract topics of the
document. The first step in LSA is to create a word – document frequency matrix where each
word is represented as a row in matrix and each column is the document. As the main task is
predicting the missing word in the sentence we created a word – sentence matrix where each
sentence is in the preprocessed training text set. This is done as explained below.
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Consider a training corpus 𝐶 containing 𝑛 sentences 𝑇@ for 𝑖 = 1, … . 𝑛 denoted by
𝐶 = {𝑇1 , 𝑇0 , … , 𝑇L } where each element 𝑇@ is a sequence of words 𝑤… for 𝑗 = 1, … . 𝑟,	
  𝑇@ =
{𝑤1 , 𝑤0 , … , 𝑤š }. A dictionary D of 𝑚 words 𝑑@ is constructed from the training corpus given
by 𝐷 = {𝑑1 , 𝑑0 , … , 𝑑O }. The words in the dictionary are mapped to the index	
  𝑖 . The wordsentence matrix 𝑋 of size 𝑚×𝑛	
  is created where each row 𝑖 represents the word 𝑑@ in D. The
element 𝑥@… is the term frequency which is frequency of word 𝑑@ in the document 𝑇… . We
normalized the values in the frequency matrix using TF-IDF weighing scheme which
decreases the frequency of stop words. The frequency matrix is very high-dimensional. To
obtain the distributed representation of words we apply the SVD to the matrix 𝑋 and obtain
the best 𝑑 rank approximation of X
𝑋C = 𝑈C 𝑆C 𝑉C-

(86)

where 𝑈C is a matrix of size 𝑚×𝑑, 𝑆C is a diagonal matrix of size 𝑑×𝑑 and 𝑉C is a matrix of
size 𝑛×𝑑.We can evaluate the distributed representation of words in the dictionary D by
multiplying 𝑈C and 𝑆C . The rows in the new matrix can be compared using cosine similarity.
The LSA model was trained using Gensim package [49]. We followed Zweig et al
[19] approach to find the score for each option provided for the sentence completion task. Let
𝐿𝑆𝐴_𝑆𝑐𝑜𝑟𝑒 be the score of option 𝑎 for question	
  𝑄.
𝐿𝑆𝐴_𝑆𝑐𝑜𝑟𝑒(𝑎, 𝑄) =

𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚(𝑤, 𝑎)	
  
‰∈ñ,‰òo

The answer 𝑎 with the highest score is selected as the answer.	
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4.3.2 Word2Vec
Word2vec has gained a lot of traction in the news and is a popular method for creating stateof-art distributed word representations. As discussed before word2vec uses a feed-forward
neural network language model to predict the missing word given the context around the
word [3, 11]. We evaluated the performance of word2vec models, trained using the Microsoft
Research training corpus that contains around 50M words, on the Microsoft Research
sentence completion test set. The word2vec models were trained using CBOW and SkipGram methods.

In our experiments we used both, hierarchical softmax and negative

sampling, to train the word2vec CBOW and skip gram language models. The performance of
word2vec models depends on the hyper-parameter choice. We trained the word2vec models
by using various hyper-parameter choices:
1.   Word2vec offers two different architectures – CBOW and skip-gram. We trained both
the models. To train word2vec models we used Python implementation of word2vec
in the Gensim package [49].
2.   The word2vec uses softmax function to estimate the probability prediction of the
central word in case of CBOW model and the probability prediction of the context
word if skip-gram model is being used. As these models are trained using very large
corpus where dictionary size can be in hundreds of thousands, efficient methods are
required to compute the softmax probabilities. Word2vec suggested two training
algorithm - hierarchical softmax and negative sampling for efficient computation of
the output probabilities.
3.   We varied the dimensionality of word vectors to see if high dimensional word vectors
performed better than low dimensional.
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4.   Finally, we also trained models using different context window size of 5 and 10.
4.3.2.1 Continuous Bag of Word
The CBOW language model predicts the central word given 𝐶 context words before and after
the central word. The CBOW model was trained using two different context window sizes –
5 and 10. We also trained the CBOW model to produce word vectors of different dimensions
ranging from 300-1000. Let 𝐶𝐵𝑂𝑊_𝑆𝑐𝑜𝑟𝑒 be the score of option 𝑎 for the question, 𝑄. The
answer 𝑎 with the highest score is selected as the answer.
𝐶𝐵𝑂𝑊_𝑆𝑐𝑜𝑟𝑒(𝑎, 𝑄) =

𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚(𝑤, 𝑎)	
  

(88)
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4.3.2.2 Continuous Skip-Gram
The skip-gram language model of word2vec predicts the 𝐶 context words before and after the
given central word. Similar to CBOW, we trained the skip-gram model with different context
window size – 5 and 10. We also trained the skip-gram model to produce word vectors of
different dimensions ranging from 300-1000. Let 𝐶𝐾𝐼𝑃_𝑆𝑐𝑜𝑟𝑒 be the score of option 𝑎 for
the question, 𝑄. The answer 𝑎 with the highest score is selected as the answer.	
  
𝐶𝑆𝐾𝐼𝑃_𝑆𝑐𝑜𝑟𝑒(𝑎, 𝑄) =

𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚(𝑤, 𝑎)	
  

(89)
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4.3.3 GloVe
GloVe is another unsupervised learning algorithm for obtaining vector space representation
of words which is trained on word-word co-occurrence matrix. The distributed word vectors
produced have shown 75% accuracy on word analogy task. Better performance than related
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models on word similarity and named entity recognition task is also reported [13]. We
constructed unigram counts from the corpus, and thresholds from the resulting vocabulary
based on the minimum frequency count of 5. After forming the vocabulary, we created the
word-word co-occurrence matrix using the context window size of 5 and 10. The GloVe
model was trained using AdaGrad - an algorithm for gradient-based optimization. The order
in which data is presented to stochastic gradient descent algorithm is critical. If input data fed
to algorithm is in a meaningful form, this can bias the gradient and will result in poor
convergence. To avoid the biasing issue, we randomly shuffle the co-occurrence matrix and
then train the GloVe model on this shuffled co-occurrence frequency matrix. We used the
code provided at http://nlp.stanford.edu/projects/glove/ to train the GloVe models. Let
𝐺𝑙𝑜𝑉𝑒_𝑆𝑐𝑜𝑟𝑒 be the score of option 𝑎 for the question, 𝑄. The answer 𝑎 with the highest
score is selected as the answer.	
  
𝐺𝑙𝑜𝑉𝑒_𝑆𝑐𝑜𝑟𝑒	
  (𝑎, 𝑄) =

𝑐𝑜𝑠𝑖𝑛𝑒“@O (𝑤, 𝑎)	
  

(90)
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4.4 Results and Discussions
4.4.1 Analysis of word2vec performance on tuning various hyper-parameters
For word2vec, we evaluated the performance of CBOW and skip-gram models on Microsoft
Research Sentence Completion Challenge data set. The performance of these models on
semantic NLP tasks depends on the tuning of various hyper-parameters, particularly
dimensionality of word embedding, context-window size and training algorithm. We trained
both skip-gram and CBOW using hierarchical softmax and negative sampling algorithm.
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These models were trained to produce word embedding of different dimensions. We also
used two context sizes - 5 and 10.

Figure 11. Performance analysis CBOW model trained using hierarchical softmax and negative sampling algorithm using
different context size window.

The CBOW model trained using hierarchical softmax performed better than the CBOW
model trained using negative sampling for both context window size 5 and 10. Except for
vector dimension of 300, CBOW model trained with context size 5 and training algorithm
hierarchical softmax performed better than the model trained with context size 10 and
negative sampling. Thus for negative sampling algorithm word vectors of dimensions less
than 500 perform better when larger context size is used. In case of CBOW model
hierarchical softmax worked better even with smaller context size.
We performed the similar analysis on the performance of word embeddings of
different dimensions produced by training skip-gram model.
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Figure 12. Performance analysis of skip-gram model (SG) trained using hierarchical softmax (HS) and negative sampling
(NS) algorithm for different context window size

We found that for both context size of 5 and 10, the skip gram model trained using
hierarchical softmax outperformed the skip-gram model trained using negative sampling.
In both CBOW and skip-gram model the hierarchical softmax is better in predicting the
missing word in the sentence than the negative sampling. This is because the word missing
from the sentence is an infrequent one and as per [3, 11] hierarchical softmax is better for
infrequent words.
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Figure 13. Performance analysis of skip-gram and CBOW model trained using hierarchical softmax algorithm on different
context window size.

Thus, in space of hyper-parameters we found that the hierarchical softmax algorithm
is a better choice for sentence completion task. The optimal performance of hierarchical
softmax algorithm is found for skip-gram model trained to learn distributed representation of
words of size 500 for context window of size 10.

4.4.2 Analysis of GloVe model performance on tuning various hyper-parameters
For GloVe we tuned two parameters - dimension of word embedding and context size. The
GloVe model prediction accuracy is within 49.1% to 50% for the context size of 10 and the
dimensionality of word vectors is between 300-1000. For context size of 5 and similar range
for size of word vectors the Glove model performance degraded to 46%.
The context-size hyper-parameter has a greater impact on the quality of the word
embeddings produced by GloVe than the dimensionality of the vectors. The GloVe model
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performs dimensionality reduction on a word-word co-occurrence matrix to produce word
embedding. The large context size captures greater syntactic and semantic similarities among
words that occur near each other in the text which improve the quality of word embedding.

Figure 14. Performance analysis of GloVe trained with different context window size.

4.4.3 Comparison of LSA, CBOW, Skip-Gram and GloVe
We learned the distributed representation of words using three popular word embedding
techniques – LSA, CBOW, skip-gram and GloVe and compare their performances on
Microsoft Research sentence completion challenge set. For CBOW, skip-gram and GloVe we
compared the models that were trained using the context size of 10 and the dimension of
word vectors is 500. For CBOW and skip-gram model we used hierarchical softmax as the
training algorithm based on analysis in section 4.1. Table 3 summarizes the result of this
evaluation.
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Method

Accuracies (%)

LSA

37.1	
  

CBOW

52.9

Skip-Gram

57.0

GloVe

50.6

Table 4. Comparison of performance of various models on the Microsoft Sentence Completion

As we can see the skip-gram model has outperformed all other word embedding
generation technique. This is because skip-gram works well with small amount of training
data and can learn better word representation for rare or infrequent words in the corpus and in
the SAT style MSR sentence completion test set the word missing in the sentence is an
infrequent word. In our experiments, LSA performed the worst on the test set.
We also compared the performance of different word vectors models on different
vector size. In general, the assumption is the quality of word vectors improve as we increase
the dimensions.
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Figure 15 Comparison of GloVe, LSA, Skip-gram and CBOW models

But we found that the performance of the word embedding did not improve on increasing the
dimensionality. The skip-gram model showed the highest accuracy of around 57% for the
dimensionality of 500 but on increasing the vector size beyond 500 the prediction accuracy
decreased. We observed the similar patterns in all the other training methods except GloVe
where the accuracy remained and improved slightly for the word vectors of dimensionality
1000. The reason for the decrease in accuracy for word vectors of higher dimensionality can
be attributed to over-fitting as we used a smaller training corpus to evaluate the various
models. Among the word embedding of different dimensions, the skip-gram model of
word2vec has shown the state-of-the-art performance on the prediction of missing words in
the sentences and is very well suited for semantic NLP tasks.
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CHAPTER 5: CONCLUSION & FUTURE WORK

In this thesis we compared the performance of distributed word vectors on the task of
predicting the missing word in the sentence. In particular, we assessed CBOW and skip-gram
models of word2vec, GloVe and LSA by training them using 522 19th century novels
provided by Microsoft Research Sentence Completion Challenge data set. The skip-gram
architecture of word2vec model trained using hierarchical softmax algorithm achieved 57%
accuracy.
Among all methods, the performance of LSA model was the worst on Microsoft
Research Sentence Completion test set. LSA is very sensitive to various hyper-parameters
tuning [47]. In our experiments for LSA, we only varied the dimensions of word vectors. To
improve the performance of LSA on sentence completion task, apart from TF-IDF
normalization other techniques like square root normalization [49] can be used. Linear
combination of the output of LSA and n-gram model can be performed as done in [19] to
attain greater accuracy.
The skip-gram model of word2vec attained the highest accuracy of 57% on the
sentence completion task for the word vectors of size 500. The word missing in the sentence
completion questions occurred infrequently in the corpus and the skip-gram model tends to
perform better on infrequent words.
The CBOW method also performed decently on the given task by answering around
53% questions correctly. As per [4, 12] skip-gram performs better than CBOW on less
training data and our experiment results also support this analysis. This is because skip-gram
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extracts more information from the available data as compared to CBOW. Also, CBOW
model performs better on frequently occurring words. In terms of the training time, CBOW
models are faster to train as compared to skip-gram. We can further improve the performance
of CBOW models by incorporating more training data.
For word2vec models, we trained both models using two different optimization
algorithms – hierarchical softmax and negative sampling. In both architectures, models
trained using hierarchical softmax performed better than the one trained using negative
sampling. As the missing words in the sentences are infrequent and hierarchical softmax
generalize better on infrequent words. We also observed that for negative sampling the
quality of lower dimensional vectors was better than that of higher-dimensional vectors.
The Glove model performed 50% on the sentence completion task. GloVe is a countbased model. Following the similar approach as in [44], GloVe model with noise-contrastive
estimation can be trained to achieve better quality word embeddings.
To further optimize the performance of these methods detailed analysis of the set of
questions that were correctly answered by the methods is required. One can leverage this
information to effectively combine these methods to achieve greater accuracy in the
prediction tasks. The quality of word embeddings learned using various methods can be
further improved by training the models on a large amount of training data of the order of
GB.
In recent years, neural network language models have been the focus of various
semantic NLP tasks. To obtain high quality word embedding and eventually higher accuracy
in sentence completion tasks neural network language model like recurrent neural network
language model can be used. The main issue with NNLM is that they are slow and
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computationally expensive to train. One can train them using noise-contrastive estimation to
reduce the training time. Future analysis could also incorporate syntactic dependencies of the
sentence like Part-of-Speech tags and syntax tree of the sentence to determine how well the
word fit in the sentence.
It would be interesting to see how the models trained using deep learning neural
network like Recurrent Neural Network and Feed-forward Convolution Neural Networks
would perform on the sentence completion task.
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APPENDIX A: CODE DESCRIPTION
The package contains three projects – GloVe, lsa and word2vec.

A.1 GloVe Package
The directory structure of GloVe is as follow
A.1.1 data_preprocessing.py
The script data_preprocessing.py processes the training corpus raw text and test data. It
converts text to lowercase and remove all the meta data information.
A.1.2 Directory nlp_GloVe
The nlp_Glove folder contains the source code provided by [13]. It contains following files
1.   vocab_count
It reads the tokens in the processed training corpus text file and constructs the unigram
counts from a corpus. It creates the vocabulary and also threshold to keep the vocabulary size
in a limit.
2.   cooccur
This script constructs a word-word co-occurrence matrix from the training corpus and the
vocabulary created using vocab_count. This also takes as input context size.
3.   shuffle
This script performs the shuffling of the word-word co-occurrence matrix created by cooccur
file. The output is a .bin file.
4.   Glove
On running this tool, the GloVe model is trained using the co-occurrence matrix produced as
an output of running the shuffle.c file. This class takes as an input the vector dimensions
along with other parameters.
62

A.1.3 evaluate_MSR.py
This python file evaluates the various GloVe models by testing their performance on ted
Microsoft Research Sentence Completion test set.

A.2 LSA Package
The directory structure consists of following two files
A.2.1 data_preprocessing.py
The data_preprocessing.py script processes the raw text in the training corpus and test data. It
converts text to lowercase and removes all the meta data information.

A.2.1 lsa.py
On running this python file, a dictionary is created using the tokens in pre-processed training
text. Then we train the LSA model using Gensim [49] package and test the model on the
sentence completion task.

A.3 word2vec Package
The directory structure consists of following files:
A.3.1 data_preprocessing.py
The file data_preprocessing.py process the raw text in the training corpus and test data. It
converts text to lowercase and removes all the metadata information.
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A.3.2 Wor2Vec_CBOW_HS_MSR.py
This file trains the Continuous-Bag-of-Words model of word2vec using hierarchical softmax
algorithm. We use Gensim’s [49] word2vec implementation in Python to train the models
This python class creates models using different context-size and vector-dimensions as
discussed before.

A.3.3 Wor2Vec_CBOW_NS_MSR.py
This file trains the Continuous-Bag-of-Words model of word2vec using negative sampling
algorithm. We use Gensim’s word2vec implementation in Python to train the models This
python class creates models using different context-size and vector-dimensions as discussed
before.

A.3.4 Wor2Vec_SG_HS_MSR.py
Using this script, we train the Skip-gram model of word2vec using hierarchical softmax
algorithm. We use Gensim’s word2vec implementation in Python to train the models This
python script creates models using different context-size and vector-dimensions as discussed
before.

A.3.5 Wor2Vec_SG_NS_MSR.py
This file trains the Skip-gram model of word2vec using negative sampling algorithm. We use
Gensim’s word2vec implementation in Python to train the models This python class creates
models using different context size and vector dimensions as discussed before.
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A.3.6 evaluate_word2vec_cbow_hs.py
This file evaluates the performance of Continuous-Bag-of-Words model trained using
hierarchical softmax algorithm on the sentence completion task.

A.3.7 evaluate_word2vec_cbow_ns.py
This file evaluates the performance of Continuous-Bag-of-Words model trained using
negative sampling algorithm on the sentence completion task.

A.3.8 evaluate_word2vec_sg_hs.py
This file evaluates the performance of Continuous-Bag-of-Words model trained using
hierarchical softmax algorithm on the sentence completion task.

A.3.9 evaluate_word2vec_sg_ns.py
This file evaluates the performance of Skip-gram model trained using negative sampling
algorithm on the sentence completion task.
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