In the present paper, a 5-yr baseline integration for the period 1987-91 was carried out over a PanCanadian domain to validate the performance of the third-generation Canadian Regional Climate Model (CRCM). The CRCM simulated the large-scale circulation over North America well; it also correctly captured the seasonal variability of surface temperature and reproduced the winter precipitation over North America realistically. However, the CRCM systematically overestimated the summer precipitation over the continent when compared with the observed values.
Introduction
Since the pioneering works of Dickinson et al. (1989) and Giorgi (1990) , regional climate models (RCMs) have become one of the most popular tools to address regional climate impact studies. RCMs are able to provide valuable regional finescale information, especially in regions where the climate variables are strongly regulated by the underlying topography and the surface heterogeneity (e.g., Giorgi 1990; Jones et al. 1995; Laprise et al. 1998 ; and see Houghton et al. 2001 for a comprehensive review).
In atmospheric models, precipitation is one of the most critical climate variables and end product for climate studies. Some studies using RCMs have shown very skillful simulations, such as the precipitation over the northwest United States (Giorgi et al. 1993; Liang et al. 2004) where the orographic forcing dominates throughout the year. However, the simulation of precipitation is still the most problematic part for some current RCMs. For example, Giorgi et al. (1993) showed that the fourth-generation Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model (MM4)-based Regional Climate Model (RegCM) tends to overestimate summer precipitation over the southern and central Rocky Mountains because of the frequent occurrence of strong gridpoint rain events over mountainous terrain. Hong and Leetmaa (1999) found that the National Centers for Environmental Prediction (NCEP) regional spectral model (RSM) had positive biases for both winter and summer precipitation over the United States, which is related to the deficiencies in the moist convective parameterization scheme used in RSM. The initial results from the Project to Intercompare Regional Climate Simulations (PIRCS) also revealed that most participant models showed an obvious positive bias in simulating 1988 extreme drought over the central United States (Takle et al. 1999 ) but underrepresented the extreme flooding over the same region in 1993, which suggests that the interannual variability of the precipitation might be damped in the RCMs (Anderson et al. 2003) . More recently, Gutowski et al. (2004) reported that the RegCM2 tends to produce larger-thanobserved monthly average precipitation in the Mississippi Delta area. This problem has attracted the attention of the climate research community. For example, an international project, the North American Monsoon Experiment (NAME), has been setup to detect the sources and limitations of predictability of warm season precipitation over the North America monsoon region (http://www.joss.ucar.edu/name). Similar shortcomings have also been found in the Canadian Regional Climate Model (CRCM; Laprise et al. 1998; Caya and Laprise 1999) . The first-and secondgeneration CRCMs were used to study current climate and climate change over western Canada (Laprise et al. 1998 (Laprise et al. , 2003 . These studies demonstrated that on the one hand, the CRCM had reasonable abilities to simulate seasonal mean and temporal variability of the large-scale circulation and had the potential to reproduce enhanced spatial variability in low-level fields. On the other hand, the error of overestimated simulated summer precipitation in western Canada was also noticed.
The recently developed third-generation CRCM includes an updated preprocess package to deal with different sources of reanalysis data, so as to provide "perfect" boundary conditions to the CRCM. A state-ofthe-art spectral nudging technique had also been introduced. The observed monthly mean sea surface temperature (SST) and sea ice concentration from the Atmospheric Model Intercomparison Project (AMIP) are prescribed as the lower boundary conditions. In addition, a more sophisticated mass flux convective parameterization scheme (Bechtold et al. 2001 ) was implemented into this new version of the CRCM as an attempt to overcome the aforementioned overestimation problem in simulated summer precipitation.
This new version of CRCM is intended for climate change studies; as such, its overall performance must be assessed. As suggested by the Intergovernmental Panel on Climate Change (IPCC; Houghton et al. 2001) , in this study, we first evaluated the CRCM performance by conducting a 5-yr baseline simulation over a PanCanadian domain (Fig. 1 ) using NCEP-NCAR reanalysis data (NNRA; Kalnay et al. 1996) as the proxy of the perfect initial and lateral boundary conditions. The seasonal mean climatologies simulated by the CRCM were then compared with available sources of observations, with particular attention being given to the model-simulated summer precipitation. As will be seen, the CRCM still showed positive biases in simulating summer precipitation despite updating the convective parameterization scheme, prescribing the observed monthly mean SST and sea ice concentrations, and using the so-called perfect lateral boundary conditions. Sensitivity experiments revealed that the major error was caused by excessive soil moisture and the deficiency of the turbulent mixing in the planetary boundary layer (PBL). To overcome these deficiencies, a simple but strong boundary layer mixing process was implemented into a modified version of the CRCM along with an adjustment to the soil water holding capacity, and an additional 14-month-long experiment was conducted to verify the impact of these modifications on the simulated summer precipitation.
A brief description of the CRCM and experimental configuration is given in section 2. The improvements introduced in the CRCM are also discussed in this section. Section 3 briefly presents the validation of the 5-yr baseline simulation to identify the strengths and weaknesses of the current CRCM. Section 4 introduces the new boundary layer mixing processes, the adjustment to the soil water holding capacity, and the verification of the results. The paper concludes with the summary in the section 5. 
Model description and experimental configuration a. The third-generation CRCM
The model employed in this study is the thirdgeneration CRCM. The CRCM is a fully elastic, nonhydrostatic model based on the three-dimensional Euler equations Mesoscale Compressible Community (MC2) model. The dynamical kernel of the CRCM is characterized by an advanced semi-implicit semiLagrangian (SISL) three-time-level differential scheme in solving the prognostic equations (Bergeron et al. 1994) . The prognostic/diagnostic variables are distributed on an Arakawa C-type staggered grid with a uniform horizontal resolution in the polar-stereographic projection. In the vertical, the Gal-Chen terrainfollowing coordinate (Gal-Chen and Somerville 1975) is adopted. As with most of the current RCMs, the CRCM employs a one-way nesting technique to provide large-scale lateral meteorological boundary conditions. A state-of-the-art spectral nudging optionally controls the CRCM large-scale fields toward the values of the driving data in the interior of the model domain (Riette and Caya 2002) . At the lateral boundaries, Davies nudging (Davies 1976 ) is generally applied on the wind field over a nine-gridpoint buffer zone.
The CRCM shares most of its physical parameterization schemes with the second generation of the Canadian General Circulation Model (CGCM), and these are described in detail in McFarlane et al. (1992) and summarized in Caya and Laprise (1999) .
In this version of the CRCM, the preprocessing package was updated to allow the CRCM to be driven either by the CGCM output or by reanalysis data. Therefore, different sources of reanalysis, such as the NNRA or the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis (ERA) data, can be used as the proxies of observations to verify the model performance. Moreover, to prevent simulated largescale circulation from drifting too far away from the driving conditions when a large domain is used (as in this study), spectral nudging has been applied on the horizontal wind fields. The wavelengths to be nudged (greater than 1400 km) are selected by a spectral filter based on the discrete cosine transform function (Denis et al. 2002) .
Efforts were also undertaken to improve the treatment of the time-dependent SST and sea ice fields in the CRCM. In the earlier versions of the CRCM, the monthly mean climatologies of SST and sea ice concentrations from the CGCM output were linearly interpolated to obtain time-dependent sea surface conditions, which actually impeded interannual variations and finescale structures of the lower boundary forcing. The new CRCM overcomes this deficiency by introducing observed monthly mean SST and sea ice concentrations from AMIP. Moreover, to preserve the original monthly mean values and interannual variabilities in the interpolated SST and sea ice time series, the midmonth values of observed SST and sea ice concentrations are first computed following Sheng and Zwiers (1998) and then linearly interpolated to each of the CRCM's time step.
The Bechtold-Kain-Fritsch mass flux scheme (Bechtold et al. 2001) , which is a modified version of the Kain-Fritsch scheme (Kain and Fritsch 1990) , was implemented in the CRCM (Paquin and Caya 2000) . Although there are some substantial differences with the Kain-Fritsch scheme in moist thermodynamics, in constructing entrainment rates and in computing the updraft, the Bechtold-Kain-Fritsch scheme can be summarized into three major components as most mass flux parameterization schemes used: the trigger function, the mass flux formulation, and the closure assumption. The convection is triggered by an at least 60-hPa deep mixed layer, raised to its lifting condensation level without any entrainment, and is capable of producing a 3000-m thick cloud. The convective updraft is parameterized by a one-dimensional entrainment/detrainment plume-cloud model based on the conservation of enthalpy and total water mixing ratio (see Fritsch and Chappell 1980 for a detailed description). The downdraft is driven by cooling through melting and evaporation of precipitation, and is computed using the equivalent potential temperature. Finally, a closure assumption is used to control the intensity of the convection, which assumes that at least 90% of the convective available potential energy (CAPE) is removed by the overturning mass in updraft and downdraft, and mixing with the surrounding environment within an adjustment period (30 ϳ 60 min for deep convection and 3 h for the shallow convection).
The shallow convection shares the same parameterization strategy as the deep convection in the BechtoldKain-Fritsch scheme except that the cloud radius is set to 50 m and the minimum cloud depth is 500 m, rather than 1500-m radius and 3000-m minimum cloud depth for the deep convection. Furthermore, there is no downdraft, and thus no precipitation generated in the shallow convection.
b. Experimental configuration
The model domain, as shown in Fig. 1 , comprises the whole Canadian territory, most of the United States and Greenland, northeastern Pacific Ocean, northwestern Atlantic Ocean, and Arctic Ocean. There are 193 ϫ 145 polar stereographic grid points with a horizontal resolution of 45 km (true at 60°N). The 8600 ϫ 6500 km 2 domain places most of western, eastern, and northern boundaries over the Pacific Ocean, Atlantic Ocean, and Arctic Ocean, respectively, and the southern boundary is placed over the southernmost part of the complex topography to avoid the effects of unrealistic surface energy budget calculations near the boundaries (Giorgi and Mearns 1999) . Meanwhile, the model domain puts our area of interest, the Canadian territory, right in the center of the domain with large enough surrounding spaces to study the sensitivity of the internal forcings (Seth and Giorgi 1998) ; the 45-km horizontal resolution is fine enough to adequately capture the underlying surface forcing, such as Coastal Ranges, Cascade Mountains, and Sierra Nevada in the western coast and the Appalachian Mountains in the eastern part of continent. There are 29 uneven Gal-Chen levels capped at about 29 km in the vertical (see Table 1 for the complete list of the CRCM levels). To allow the planetary boundary layer and lower troposphere to be well resolved, most of levels are assigned in the lower troposphere.
Both the initial and lateral boundary conditions stem from NNRA data. The simulation was initiated on 1 January 1987 and was run continuously for 5 yr, to 31 December 1991, with a 15-min time step. The 6-hourly lateral boundary conditions (large-scale horizontal wind, temperature, specific humidity, and surface pressure) were linearly interpolated to every time step. The large-scale horizontal wind of the driving data was blended with the CRCM over a nine-gridpoint sponge zone. The SST and sea ice concentrations were prescribed from the monthly mean observations of the AMIP. The soil moisture was initialized by the monthly mean climatology of the CGCM output.
The simulated seasonal mean climatologies
In this section, the seasonal mean climatologies based on the 4 yr of the simulation (1988-91) are analyzed and compared to observations or reanalysis data. Figure 2 presents the CRCM simulated 500-hPa seasonal mean geopotential height fields and the difference with the NNRA data for winter (DJF) and summer (JJA). As can be seen, the large-scale circulations simulated by the CRCM are quite close to NNRA for both seasons. The CRCM simulation is only about 1 (2) dam higher than that of the NNRA over the eastern part of the continent, 3 (4) dam lower over the southwest United States in winter (summer). The CRCM also successfully reproduced the basic distribution patterns of the screen-level surface temperature and its seasonal variation over the North American continent. Figure 3 compares the simulated monthly mean screenlevel surface temperature with the Climate Research Unit TS 2.02 observation (hereafter referred as to CRU; Mitchell and Philip 2005) , which is a 0.5 ϫ 0.5 longitude-latitude high-resolution monthly climate data constructed from meteorological stations. Basically, the CRCM simulation successfully captured the seasonal variation over North American continent with some negative biases in winter and spring but with some minor positive biases in summer and fall. The seasonal mean biases averaged over all land grid points are only 2°C colder in winter and 1°C warmer in summer (Table 2) . Figure 4 presents the seasonal mean precipitation simulated by the CRCM and the CRU observation, which was interpolated from 0.5 ϫ 0.5 latitude- longitude grid to the CRCM polar stereographic grid for the purpose of comparison. The CRCM realistically reproduced the winter precipitation patterns over the North American continent (Fig. 4a) ; the maximum precipitation was correctly located along the western coast of the British Colombia and the south shore of Alaska, which was in good agreement with the CRU observations (Fig. 4c) . The model also reproduced the dry conditions in the central continent and captured the precipitation maximum over the southeastern United States, with only a slight deficit in the rainfall amount. Unfortunately, the CRCM systematically overestimated the summer precipitation over the whole continent (Fig. 4b) . The model was unable to capture the dry situation in southwestern United States (over California, Nevada, Utah, and Idaho), where the CRU observation generally suggested precipitation less than 1 mm day Ϫ1 in summer ( Fig. 4d ), but the CRCM simulation showed more than 3 mm day Ϫ1 . Figure 5 compares the simulated mean annual cycle for precipitation with the CRU observation over six subregions, which include west coast (WC), prairie Canada (PC), central Canada (CC), northwest United States (NW), Great Plains (GP), and southeast United States (SE) (see boundaries for the subregions in Fig.  1) . Even though the model replicated the basic annual variability of the precipitation, the CRCM overestimated summer precipitation in all six subregions. Table  3 presents seasonal mean precipitation biases and relative biases of simulated precipitation. Clearly, the CRCM overestimated the seasonal precipitation over all six subregions for all seasons except the winter and fall precipitation over central Canada and the southeast United States. The largest bias appears in the simulation of summer precipitation over the Great Plains, where the bias reached 3.32 mm day
Ϫ1
, while the largest relative bias (about 187%) was found in the dry summer over the northwest United States, where the observed seasonal mean precipitation was approximately 1 mm day
. Comparatively, the most reliable simulation was found in central Canada, where the model underestimated only about 4% and 12% of winter and fall precipitation, respectively, and overestimated about 40% of the summer precipitation.
Sensitivity experiments and modification to the CRCM parameterizations
Based on the results presented previously, this section reports on the sensitivity experiments conducted to diagnose problems in the simulated summer precipitation and the modifications to the CRCM. The verification of the modified CRCM is also presented.
a. Sensitivity experiments
Generally speaking, overestimation problems related to simulated summer precipitation can easily be attributed to the convective parameterization scheme used in the model, simply because of the convective nature of the summer precipitation (e.g., Hong and Leetmaa 1999) . In the CRCM, about 60% (in some specific areas, the proportion is more than 90%) of the summer precipitation is generated by convection (Fig. 6) , which is parameterized by the Bechtold-Kain-Fristch mass flux scheme. This suggests that the Bechtold-KainFristch scheme is perhaps responsible for the overprediction of summer precipitation. We conducted several sensitivity experiments with special attention focused on the adjustable empirical parameters in the Bechtold-Kain-Fristch scheme, such as the reference cloud radius, the minimum required cloud depth and the minimum mixed layer depth to sustain convection, etc. All sensitivity experiments were conducted for one month only (branched off from 5-yr baseline integration and restarted on 1 July) since the simulation of summer precipitation was our main concern. Detailed results of each sensitivity experiment are not presented because our experiments did not find any adjustable parameters sensitive enough to lower the spurious land convective precipitation to a reasonable level, even when several parameters were adjusted simultaneously. The adjustable parameters in the Bechtold-KainFristch scheme only changed the intensity and the location of some individual convective events in the daily precipitation variability, but had very limited impact on the amount and overall pattern of the monthly mean precipitation.
The sensitivity experiments did not effectively correct the overprediction problem in the CRCM; some physical parameterizations other than the BechtoldKain-Fristch convective scheme were investigated. Figure 7 compares the model-simulated domain-averaged vertical profile of the monthly mean specific humidity with the driving NNRA and ERA-40 data. For comparison purposes, both NNRA and ERA-40 data were interpolated from 2.5°latitude-longitude grid to the CRCM's polar stereographic grids in the horizontal direction, and in the vertical, from 17 and 23 standard pressure levels to the 29 Gal-Chen levels. Although there were minor differences between the NNRA and the ERA-40 (generally less than Ϯ1 g kg Ϫ1 ), the basic shapes of the two analyses were quite similar. However, large differences between the CRCM simulation and the reanalysis data were present from the surface to the lower troposphere. The CRCM retained too much moisture in the near-surface boundary layer below level 8 (below 660 m; see Table 1 ) but showed an obvious deficit of moisture in the lower troposphere between levels 8 and 18 (between 660 and 4000 m). The largest difference appeared in the lowest model layer, where the specific humidity in the CRCM reached 13.6 g kg Ϫ1 , whereas the corresponding NNRA and ERA-40 were 8.9 and 8.6 g kg Ϫ1 , respectively. Can this error in the moisture field be linked to the positive biases in simulated summer precipitation? A possible and reasonable conjecture is the following: the water vapor accumulated in the lower boundary layers provides a potential moisture source and favorable conditions for convection; once the convection is triggered by the daytime surface heating, the abundant moisture in the near surface layer will be transported to the upper layer and then condense and precipitate. To confirm this hypothesis, taking advantage of the spectral nudging, we carried out another one-month-long test with the specific humidity on all CRCM interior grid points spectrally forced (the adjustable spectral nudging weight set to 1.0) to the NNRA values at every time step. The strong nudging kept the large-scale distribution of the model moisture exactly the same as the NNRA driving data. Using this method, the model performance (especially the response of the BechtoldKain-Fristch scheme) was validated under a welldefined large-scale humidity environment.
CAPE objectively determines how convective the atmosphere is. Kain and Fritsch (1990) demonstrated a large sensitivity of parameterized mass flux (thus the convective precipitation rate) to the CAPE. Figure 8 compares the simulated monthly mean CAPE before and after the specific humidity was nudged. The monthly mean CAPE was reduced significantly, which implies that the simulated convective precipitation decreased over the whole continent (not shown). Correspondingly, the overall patterns of the simulated total precipitation over the North American continent (Fig.  9b) was improved substantially toward the CRU observations (Fig. 10d) . In particular, the excessive precipitation over the southwestern United States was strongly reduced and in some areas disappeared altogether. The results imply that the vertical distribution of moisture in the atmospheric column strongly influences the convective activities and precipitation amounts, and the Bechtold-Kain-Fristch mass flux scheme could work well, provided the large-scale moisture environment is accurate.
Based on these findings, in the next section, we present some efforts made to correct the error in the moisture field by introducing new boundary layer mixing processes and adjusting the soil water holding capacity.
b. Adjustment of the soil water holding capacity
The feedback processes between the soil and the atmosphere are of importance in the hydrological cycle of the climate system. The soil water holding capacity, which affects evaporation and release of latent heat from the underlying surface to the atmosphere plays a critical role in the water and energy balance of the land surface (Milly and Dunne 1994; Betts et al. 1996) . For example, as shown by an earlier study (Vidale et al. 2003) , the underestimation of the soil water flux resulted in a significant dryness in the central European regions. There is also a positive feedback between soil moisture and the deep convection (Clark and Arritt 1995; Seth and Giorgi 1998) .
In the CRCM, soil moisture parameterization is adopted from the second-generation CGCM and is represented in terms of a "beautified bucket" model as described in McFarlane et al. (1992) . This simple land surface scheme crudely accounts for the effect of the vegetative evaporation by setting the maximum soil water holding capacity as a function of the porosity and depth of the soil; both of them are weighted functions of the primary and secondary vegetations. For the purpose of accounting for the transpiration effect of vegetation canopy from the deep root zones, the maximum water holding capacity had been assigned to a large value (the maximum value in some tropical area could reach 100 cm) in the original scheme, which has been proven to be a reasonable setting in the CGCM without the occurrence of significant overestimation of evaporation and precipitation. Contrary to this, our 5-yr baseline experiment revealed that in the CRCM, this large water holding capacity setting provided favorable conditions for evaporation; the excessive evaporation generated abundant precipitation over land, which in turn replenished the soil before any surface runoff could occur. To overcome the excessive evaporation from the soil, in the modified CRCM, we set the maximum water holding capacity back to 15 cm, which is the conventional value (Manabe 1969) and has been widely used in many bucket models.
c. New boundary layer mixing scheme
In the CRCM, as shown in Fig. 7 , a large amount of moisture remains in the near-surface layer without effectively mixing with the upper atmosphere. The description of the original vertical mixing procedure used in the CRCM can be found in McFarlane et al. (1992) . The vertical turbulent fluxes in the free atmosphere were parameterized using a stability-dependent eddy diffusivity formulation. The surface fluxes were evaluated by the drag coefficients, which are the functions of the bulk Richardson number in the surface layer. As used in most of boundary layer parameterization schemes, the influence of the surface fluxes was imposed only on the lowermost model layer.
In the modified CRCM, we implemented a stronger mixing process, which has already been used in the third-generation CGCM. Instead of exchanging latent and sensible heat fluxes only with the lowest model layer, the new mixing process has an effect on the whole boundary layer so as to mimic a well-mixed vertical distribution of water vapor and potential temperature in the boundary layer. As in the original CRCM, the sensible heat (SH) and latent heat (LH) fluxes are computed as
Here ϭ R/C p with R the gas constant for dry air; C p is the specific heat at constant pressure; C H is the drag coefficient; V L represents the wind in the lowest momentum layer; (, T, q, and ) Lϩ(1/2) represent the air density, air temperature, specific humidity, and the thickness of the lowest thermodynamic layer, respectively; T g and q g indicate the ground temperature and soil moisture; L is the latent heat; and ␤ e is the potential evapotranspiration factor.
Starting from the lowest model layer, a new specific humidity q PBL and potential temperature PBL for the whole PBL can be derived by evenly adding surface fluxes to the entire PBL as follows: FIG. 6 . Fraction of convective (black) and stratiform (hatched) precipitation averaged over all land grid points.
FIG. 7.
Vertical profile of the monthly mean specific humidity averaged over all land grid points for July 1991. 
The corresponding virtual potential temperature( ) PBL in the PBL is then updated and compared with the old value at the current level. If this newly obtained virtual potential temperature ( ) PBL is greater than the old one ( ) old lϩ(1/2) (implying a statically unstable profile), the specific humidity q PBL and potential temperature PBL are allowed to mix upward with an additional layer and the PBL top is raised accordingly. This procedure is repeated until the newly derived mixed virtual potential temperature becomes less than the old one at the top of the PBL. It is then assumed that the PBL has reached its full extent and all levels in the PBL share the same values of newly derived specific humidity and potential temperature. In this way, the surface fluxes are imposed evenly in the whole PBL to assure a wellmixed profile in the PBL.
d. Influence of the soil water holding capacity and boundary layer mixing process
To test the impact of the adjustment in the soil water holding capacity and new boundary layer mixing scheme on the summer precipitation, we conducted a 14-month simulation using this modified CRCM. The experiment was initialized on 1 May 1991 and ended on 30 June 1992. Outputs from the first two months (May and June of 1991) were discarded as spinup since the modification in the soil water holding capacity needs time to reach its equilibrium. For the comparison purpose, we also extended our baseline experiment for another six months to June 1992, so that both the modified experiment and the baseline experiment covered the common period from July 1991 to June 1992.
Comparison of the vertical profile of the humidity showed the effects of the modified boundary layer mixing scheme and the soil water holding capacity (Fig. 7) . Evidently, these two modifications greatly improved the vertical distribution of moisture in the PBL. The profile simulated by the modified CRCM followed the NNRA and ERA reanalyses very well in most of the model layers, although there were still some minor but less than Ϯ0.5 g kg Ϫ1 differences. Figure 10 shows the monthly mean precipitation simulated by the modified CRCM and the CRU observation for July and December 1991. Compared with the original simulation (Fig. 9a) , the monthly mean precipitation simulated by the modified CRCM (Fig. 10b) has been reduced over most parts of the continent in July; the overall patterns are similar to the CRU observation (Fig. 10d) . In particular, the modified CRCM correctly simulated the dry conditions over the western mountainous areas of the United States, where the simulated precipitation over California, Nevada, Idaho, and Washington states were less than 1 mm day
Ϫ1
; these were very close to the CRU observations. Figure 11a summarizes the summer precipitation amounts averaged over six subregions as simulated by the original CRCM, the modified CRCM, and the CRU observations. Clearly, the summer precipitation simulated by the modified CRCM was considerably reduced in most subareas. For example, the relative bias over the southeast United States was reduced from 57% in the original CRCM to about 30% in the modified CRCM. More significantly, great improvements appeared in prairie Canada, the northwest United States, and the Great Plains, where the relative biases were reduced from 139%, 179%, and 121% to 44%, 23%, and 22%, respectively.
It should be pointed out that some problems still exist in the modified CRCM. For example, over the West Coast, where the relative biases, in the order of 60%, remained almost the same as in the original CRCM (Fig. 11a) . Also, as can be seen from Fig. 10b , over some high-latitude regions, such as Alaska, Yukon Territory, northeastern Quebec, and Labrador, the summer precipitation simulated by the modified CRCM remained overestimated. Although we can partially attribute these errors to the coarser observational data over these regions, our further analysis indicates that these overestimations are still largely related to the excessive wetness of the soil over these regions during the summertime (not shown). This illustrates that simply adjusting the soil water holding capacity cannot solve all problems of the bucket model present in many areas; an imminently more sophisticated biospheric land surface model is required in the CRCM. As expected, the already well-simulated winter precipitation was not affected by the modified CRCM as shown in Figs. 10a and 11b . The simulated maximum precipitation in December 1991 was correctly concentrated over the west coast of British Columbia, and agreed well with the CRU observation (Fig. 10c) . The location of the rain belt in the southeastern United States also matched the observations very well, despite a slight deficit in rainfall amount. In addition, the overall patterns and the seasonal mean rainfall amounts over prairie Canada, central Canada, the northwest United States, and the Great Plains were in good agreement with the CRU observations (Fig. 11b) .
In summary, the improved CRCM with modified water holding capacity and modified boundary layer mixing schemes effectively improved the model performance in simulating summer precipitation over the North America continent without substantially deteriorating the simulation of winter precipitation.
Summary and conclusions
We first presented the seasonal mean climatology simulated by the third-generation CRCM. The model used the basic physical parameterization package of the second-generation CGCM with the exception of the convective parameterization scheme, which had been updated using the Bechtold-Kain-Fritsch mass flux scheme. The simulation was performed at 45-km resolution over a Pan-Canadian area. The model was driven by the so-called perfect lateral boundary conditions from the NNRA data and was forced by observed monthly mean SST and sea ice concentration from AMIP.
The simulation covered 5 yr, from January 1987 to December 1991. In general, the CRCM reproduced the basic patterns and the seasonal cycle of the large-scale circulation. The simulated surface temperature biases (the difference between the simulation and the CRU observation) were 2°C colder in winter and 1°C warmer in summer. The model reproduced the basic pattern of winter precipitation over the model domain; however, overestimation was present in simulating summer precipitation. The CRCM systematically overestimated the summer precipitation over the continent. In particular, the model generated too much precipitation over the southwestern United States where the observed summer precipitation suggested less than 1 mm day Ϫ1 but the model simulation was generally larger than 3 mm day Ϫ1 . The problem prompted us to conduct sensitivity experiments to pinpoint the fundamental reason for this behavior in the CRCM. Sensitivity experiments were conducted to investigate the empirical parameters in the Bechtold-Kain-Fritsch mass flux scheme since most simulated summer precipitation originates from convection. However, our sensitivity experiments revealed that the scheme itself was not directly responsible for the overprediction of summer precipitation. An experiment with the specific humidity being nudged toward the values of the NNRA data further confirmed that the Bechtold-Kain-Fritsch mass flux scheme could perform well as long as the large-scale moisture field is accurate. Further investigation found that too much accumulated moisture in the PBL and too much moisture stored in the soil are directly responsible for the precipitation overestimation in the CRCM.
A stronger boundary layer mixing process along with the adjustment to the soil water holding capacity was implemented into the modified CRCM. Instead of mix- ing surface fluxes only with the lowest model layer, the new mixing scheme evenly added fluxes to the whole boundary layer so as to mimic the vertical profiles of water vapor and potential temperature in a well-mixed PBL. These modifications were effective at improving the distribution of moisture in the PBL and consequently improved the summer precipitation simulations considerably. In addition, the quality of the simulated winter precipitation appeared to be unaffected by these modifications.
The CRCM underlies the strategy of using the same physics schemes as its "parent" model, the CGCM, to achieve maximum compatibility between the nested and driving models. The results of this study illustrate that the physic schemes appropriated for the coarserresolution CGCM may not be adequate for the highresolution CRCM. All physical parameterization schemes suitable for the CGCM must be carefully calibrated before they are applied in the CRCM. This conclusion, we believe, is universally applicable to all RCMs underlying the same strategy as the CRCM (Giorgi and Mearns 1999) .
In the newly developed fourth-generation CRCM, a more advanced and more comprehensive biospheric land surface model, the Canadian Land Surface Scheme (CLASS), has replaced the original bucket model. Some preliminary simulations have shown more realistic evapotranspiration from the underlying surface, and thus more accurate simulated precipitation. Finally, it will be quite interesting to use different sources of driving data, for example, ERA-40, to detect the impact of the lateral boundary conditions on the performance of the CRCM. The "perfect" lateral boundary conditions constructed from the NNRA contain large uncertainties that result mainly from formulation deficiencies in the assimilation model system. These uncertainties have been shown to contribute significant errors to the RCM simulations (Liang et al. 2001 (Liang et al. , 2004 and may likely mask the identification of the CRCM formulation deficiencies as documented in this study. Sensitivity experiments using different reanalyses will address this issue. Tests with a domain expanding its south boundary equatorward so that the Gulf of Mexico is included will also be conducted.
