This paper describes the coupling of a 1D engine simulation code (Ricardo WAVE) to a 3D CFD code (STAR-CD) to study the flow behaviour inside a Close-Coupled Catalytic converter (CCC). A SI engine was modelled in WAVE and the CCC modelled in STAR-CD. The predictions of the stand-alone WAVE model were validated against engine bed tests before the coupled 1D/3D simulations were performed at 3000 RPM WOT for both motored and firing conditions. The predicted exhaust velocities downstream of the catalyst monolith in the coupled simulations matched fairly well with Laser Doppler Anemometry (LDA) measurements.
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INTRODUCTION
The ever more stringent legislation to reduce motor vehicle exhaust emissions has led to extensive research on the performance of catalytic converters. The flow field characteristics in the exhaust system are of particular interest, since they affect catalyst warm-up, light-off, life time, overall utilisation and conversion efficiency [1, 2] . To reduce cold start emissions, converters have been moved from the traditional under body position to a closecoupled position near to the engine [3] [4] [5] . Understanding the complex internal flow of CCCs is required both to interpret their performance and to aid design optimisation.
Over the past decade or so, Computational Fluid Dynamics (CFD) models have been widely used to study the complicated 3D unsteady flow behaviour inside catalytic converters [6] [7] [8] . However, the transient boundary conditions of the CFD domain must be defined with reasonable accuracy for CFD models to give realistic predictions. Experimental methods can be used to measure the boundary conditions in a real engine environment, however they are time-consuming and costly. Consequently more researchers are utilising 1D gas dynamic and engine simulation codes to predict the transient exhaust behaviour within the catalyst [9, 10] . Such 1D engine simulations can be performed and the exhaust flux and state variables written to a file, which then provides 3D CFD models with the necessary boundary conditions [11, 12] . However the real time mutual influence, between the 3D CFD model and 1D engine piping system, can only be established by performing a time-step based coupled simulation.
To date there have been few studies published in the open literature on the coupled simulation to investigate the flow characteristics within the exhaust system [13] . The work discussed here reports the coupling of a 1D engine simulation code to a 3D CFD code to investigate the flow behaviour inside a production CCC system, and compares predictions with flow measurements. A four cylinder 16 valve 1.4 litre gasoline engine was modelled by the 1D engine simulation code, WAVE, from the intake pipe to the tailpipe. Components modelled included the air filter, throttle body, intake plenum, intake manifold, cylinders, exhaust manifold, CCC and two mufflers. WAVE predictions of the engine performance were validated against engine test bed data. Transient exhaust velocities at the cylinder exhaust port were validated under motored conditions using Hot Wire Anemometry (HWA). The CCC was subsequently modelled in 3D using the CFD code STAR-CD. The model included the exhaust manifold, diffuser volume, catalyst monolith, outlet section and outlet pipe. Coupled 1D/3D simulations were then performed at 3000 RPM WOT for both motored and firing conditions. The predicted velocity pulses and the flow distribution across the catalyst monolith were compared with LDA measurements obtained under motored and firing conditions.
1D ENGINE MODELLING
The modelling of the complete engine piping system was performed using the Ricardo WAVE programme [14] . WAVE offers a fully integrated treatment of the time dependent fluid dynamics and thermodynamics by means of a 1D finite difference formulation to solve the governing compressible flow equations. The specifications of the engine are shown in table 1 and figure 1 (a) shows a schematic of the WAVE model with the entire engine piping system. An accurate prediction of the boundary conditions is a prerequisite for the coupled 1D/3D simulations to yield realistic results. The experimental validation of the stand-alone WAVE model described above shows that WAVE is capable of providing fairly accurate boundary conditions for the 3D CFD model.
3D CCC MODELLING
The CCC system was modelled in 3D using the CFD code, STAR-CD [17] . Figure 4 shows the mesh, which contained about 220,000 cells. The 3D model included the exhaust manifold, diffuser volume, catalyst monolith, outlet section and outlet pipe. The runners were extended upstream of the manifold to accommodate optical access for LDA measurements. Another volume for LDA optical access was added between the monolith and the outlet section, in order to measure the velocities downstream of the monolith and provide experimental correlations with the predictions of the co-simulation. To avoid numerical instability in the coupled simulation, the cell layer in the CFD mesh adjacent to the interface between WAVE and STAR-CD was increased in the axial direction.
Figure 4. CFD mesh of the CCC system
The inlet plane of the four runners and exit plane of the outlet pipe were defined as five 'inlet boundaries' in STAR-CD. The boundary conditions were provided by user subroutines offered by WAVE. All other surfaces of the CFD mesh were defined as the default 'adiabatic wall'. The PISO algorithm was used for the transient analysis. The time step was equal to 0.5° crank angle at 3000 RPM (i.e. 2.7778E-5 s). The second order differencing scheme MARS was used for momentum variables and the first order UD scheme was chosen for turbulence variables and enthalpy. The compressible high Reynolds k-ε model was used as the turbulence scheme and the 'wall function' was used to treat the flow in the wall boundary layer. The density and specific heat of the exhaust gas were provided by WAVE through STAR-CD's user subroutines. The dynamic viscosity and conductivity were defined by polynomial curve fit.
The catalyst monolith was treated as a porous medium in STAR-CD, with the flow resistance formula of the form
where Δp/L is the pressure loss per unit length of the monolith channels, u is the superficial velocity in one of the three orthotropic directions, α and β are user-supplied permeability coefficients in that direction and | V | is the superficial velocity magnitude. Since the flow in the monolith channels is essentially unidirectional, the transverse permeability coefficients were assigned large values (10 8 ), whilst in the axial direction the channel pressure loss was described by the HagenPoisieulle relationship for fully developed laminar flow (2) where K is a constant dependent on the channel cross sectional shape. For ceramic substrates the channel cross section was assumed to be square, hence K = 28.454. μ is the dynamic viscosity, variable with temperature, φ is the porosity of the substrate (76%) and d is the channel hydraulic diameter (1.105 mm). In the axial direction, a was defined as zero and β was calculated as in equation (2). Figure 5 shows the WAVE model i n the coupled simulation. WAVE uses special junctions to link with STAR-CD. Each of these junctions was assigned a number (1 to 5) in WAVE, identical to the corresponding boundary number in STAR-CD (see figure 4) . WAVE was responsible for starting the co-simulation and ran as the parent programme. 
COUPLED SIMULATION

METHODOLOGY
STAR-CD
When the pre-defined simulation time is reached the co-simulation stops.
The coupling methodology requires that the WAVE/STAR-CD connecting interfaces should be flat planes normal to a region of approximately 1D flow. In this study, it is reasonable to treat the flow through the inlet planes of the four exhaust runners and the exit plane of the outlet pipe as onedimensional. Hence these planes were used as the interfaces between the two codes.
In the WAVE model shown by figure 5 , the 1D network linking the 5 special junctions is termed a 'shadow network'. When the shadow network was used, the special junctions to link with STAR-CD were treated no differently from the normal orifice junctions used in WAVE. Hence the WAVE model containing the shadow network in figure 5 was similar to the stand-alone WAVE model in figure 1 (a). The shadow network was replaced by the 3D CFD model in the second phase of the coupled simulation. The purpose in using the shadow network was to reduce the total amount of CPU time required to obtain a converged coupled solution. Therefore in the coupled simulation, WAVE modelled two cases. Case 1 used the shadow network and was run for 20 engine cycles to get a converged solution in WAVE. The flow field was preserved at the end of case 1 and served as the initial flow field in the 1D network in case 2. In case 2 the 1D shadow network was replaced by the 3D STAR-CD model of the CCC system and the two codes performed a coupled simulation using the procedure described above. The preserved flow field in case1 also served as the initial boundary conditions for the STAR-CD model in case 2. Case 2 was run for 3 engine cycles and the results were analysed from the data saved in the last cycle. The co-simulation was performed at 3000 RPM WOT under both firing and motored conditions. The simulations took about 4 and 3 weeks respectively, running on a SGI Octane Unix workstation with a single processor (MIPS R12000) and 2 GB RAM.
SIMULATION RESULTS
Preliminary result analysis
To determine if a converged result is achieved by the coupled simulation, the velocity histories at the centre of runner 1 inlet plane and outlet pipe exit plane in the STAR-CD model were plotted in figure  6 against simulation time for the firing case. As shown, strong boundary fluctuations were observed at the beginning of the coupled run in the first engine cycle. However the velocity histories in the second and third engine cycle did not show much difference. Therefore it was believed that 3 engine cycles were enough for the coupled simulation to converge, and that the third engine cycle produced reliable results.
Figure 6. Velocity histories against simulation time (firing engine)
As mentioned earlier, when the 'shadow network' was used in case 1 of the coupled simulation, the solution actually did not include the 3D CFD model. Only when the 'shadow network' was replaced by the 3D CFD model in case 2, the mutual influence between the 1D and 3D codes was realised. Figure  7 shows the velocity history comparisons between the two cases. This shows that incorporating the 3D model modified the boundary conditions at the interface between the two codes.
Figure 7. Comparison between two cases in the coupled simulation (firing engine)
Exhaust velocity pulse shapes Figure 8 shows the comparison between the firing and motored engine predictions of the inlet velocity pulse to runner 1. It can be seen that the pulse shapes were quite different. For the firing case a predominant velocity peak occurred shortly after EVO, which was caused by the 'blow-down' event of the high pressure gas trapped inside the combustion chamber. Two secondary velocity peaks and two reverse flow troughs were also observed between EVO and EVC. It was conjectured that the two secondary peaks were associated with the 'piston displacement' event and pressure harmonics inside the exhaust system. The high 'blow-down' pressure may be partially reflected by the diffuser wall, the front face of the monolith or the closed end of the runner ducts of the other cylinders. These pressure reflections could generate the two reverse flow troughs and could contribute to the generation of the two secondary peaks. Compared with the firing inlet velocity pulse shape, the motored run only showed one 'piston displacement' velocity peak. 9 (b-f) ), four velocity peaks were clearly shown, corresponding to the individual exhaust events of the four cylinders. The predicted velocity pulse shapes and magnitude of the peak flows matched well with LDA in general. In the spatial comparison ( figure 9 (a) ), the predicted mean velocity profile along the X axis (see figure 10 (a)) exhibited a similar shape to the LDA profile.
Some discrepancies exist between prediction and measurement. In the spatial comparison (figure 9 (a)) for the motored case, the predicted location and magnitude of the max/min velocities are different from experiment. Several factors in the CCC model may affect the accuracy of the predictions of the coupled solution. First, the flow resistance formula in the porous medium region in STAR-CD may be over simplified, as it does not take into account the local resistance increase when the flow impinges on the monolith front face at an oblique angle. This suggests that the pressure loss 'entrance effect' due to oblique entry should be included in the resistance formula in the porous medium [18]. Second, the grid resolution may not be high enough to capture some details in the flow field. Third, the standard k-ε model and 'wall function' boundary layer treatment may not adequately describe the flow field associated with the complex manifold geometry and the highly swirling flow in the diffuser. Fourth, in the firing case the effect of chemical reaction on temperature distribution in the monolith was not considered and the wall was simplified as adiabatic in STAR-CD in both cases. Nevertheless it can be seen that in general fairly good agreement was achieved between the predictions and LDA for both motored ( figure 9 (a-e)) and firing (figure 9(f) ) conditions. 
Figure 10. Predicted velocity distribution across the monolith
The contour plots in figure 10 (b, c) were not symmetric about the X axis (see figure 10 (a) ). This could be due to slight asymmetry in the CFD mesh that was derived from the CAD data of the CCC system. The slight difference in volumetric efficiency of the four cylinders could also worsen the flow symmetry.
The flow distribution in the motored and firing cases shared some common features, namely relatively low velocities in the central and near wall region with an annular region of relatively high velocities in between. For the firing case, the maximum velocity region appeared on both sides furthest from the X axis. However in the motored case, the maximum velocity region appeared on the far-engine side, with a secondary high velocity band on the nearengine side. To reveal the reason for the difference between the two cases, figure 11 shows snapshots at the times of peak flow for the individual cylinder exhaust events for both the firing (left) and motored (right) case. It can be seen that for the firing engine, the high momentum flux of the exhaust gas generated strong swirl. All the four ports thus contributed significantly to the two side regions (furthest from the X axis). When the engine was motored, the momentum flux of the exhaust was much less and the intensity of the swirl was reduced significantly. In this case only ports 1 and 4 contributed to the far-engine side. For these ports the flow was directed by the curvature of the runners and their angles of entry to the diffuser volume. Ports 2 and 3 did not contribute much to the far-engine side due to lower momentum flux. Also the timing of the individual exhaust events was different between the firing and motored cases, as shown in figure 11. This will introduce different port interactions and hence contribute to the velocity distribution differences seen in figure 10 (b, c) . , Y. S., Kim, D. S., Han, M., Joo, Y., Lee, 
