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MODULAR GALOIS COVERS ASSOCIATED TO
SYMPLECTIC RESOLUTIONS OF SINGULARITIES
EYAL MARKMAN
Abstract. Let Y be a normal projective variety and pi : X → Y
a projective holomorphic symplectic resolution. Namikawa proved
that the Kuranishi deformation spaces Def(X) and Def(Y ) are
both smooth, of the same dimension, and pi induces a finite branched
cover f : Def(X)→ Def(Y ). We prove that f is Galois. We pro-
ceed to calculate the Galois group G, when X is simply connected,
and its holomorphic symplectic structure is unique, up to a scalar
factor. The singularity of Y is generically of ADE-type, along ev-
ery codimension 2 irreducible component B of the singular locus,
by Namikawa’s work. The modular Galois group G is the product
of Weyl groups of finite type, indexed by such irreducible compo-
nents B. Each Weyl group factorWB is that of a Dynkin diagram,
obtained as a quotient of the Dynkin diagram of the singularity-
type of B, by a group of Dynkin diagram automorphisms.
Finally we consider generalizations of the above set-up, where
Y is affine symplectic, or a Calabi-Yau threefold with a curve of
ADE-singularities. We prove that f : Def(X)→ Def(Y ) is a Ga-
lois cover of its image. This explains the analogy between the above
results and related work of Nakajima, on quiver varieties, and of
Szendro˝i on enhanced gauge symmetries for Calabi-Yau threefolds.
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1. Introduction
An irreducible holomorphic symplectic manifold is a simply connected
compact Ka¨hler manifold X , such that H0(X,Ω2X) is generated by an
everywhere non-degenerate holomorphic two-form [Be1, Huy]. A pro-
jective symplectic variety is a normal projective variety with rational
Gorenstein singularities, which regular locus admits a non-degenerate
holomorphic two-form. Let π : X → Y be a symplectic resolution of a
normal projective variety Y . Then Y has rational Gorenstein singular-
ities and is thus a symplectic variety [Be2], Proposition 1.3. Assume
thatX is a projective irreducible holomorphic symplectic manifold. Let
Def(X) and Def(Y ) be the Kuranishi spaces of X and Y . Denote by
ψ : X → Def(X) the semi-universal deformation ofX , by 0 ∈ Def(X)
the point with fiber X , and let Xt be the fiber over t ∈ Def(X). Let
ψ¯ : Y → Def(Y ) be the semi-universal deformation of Y , 0¯ ∈ Def(Y )
its special point with fiber Y , and Yt the fiber over t ∈ Def(Y ). The
following is a fundamental theorem of Namikawa:
Theorem 1.1. ([Nam1], Theorem 2.2) The Kuranishi spaces Def(X)
and Def(Y ) are both smooth of the same dimension. They can be
replaced by open neighborhoods of 0 ∈ Def(X) and 0¯ ∈ Def(Y ), and
denoted again by Def(X) and Def(Y ), in such a way that there exists
a natural proper surjective map f : Def(X) → Def(Y ) with finite
fibers. Moreover, for a generic point t ∈ Def(X), Yf(t) is isomorphic
to Xt.
Def(X) is thus a branched covering of Def(Y ). We first observe
that the covering is Galois, in analogy to the case of the resolution of
a simple singularity of a K3 surface [Br, BW].
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Lemma 1.2. (1) The neighborhoodsDef(X) of 0 and Def(Y ) of 0¯
in Theorem 1.1 may be chosen, so that the map f : Def(X)→
Def(Y ) is a branched Galois covering.
(2) The Galois group acts on H∗(X,Z) via monodromy operators,
which preserve the Hodge structure. The action on H1,1(X,R)
is faithful and the action on H2,0(X) is trivial.
The elementary lemma is proven in section 2. Significant generaliza-
tions of the lemma are considered in section 6. We proceed to calculate
the Galois group. Let Σ ⊂ Y be the singular locus. The dissident locus
Σ0 ⊂ Σ is the locus along which the singularities of Y fail to be of
ADE type. Σ0 is a closed subvariety of Σ.
Proposition 1.3. ([Nam1], Propositions 1.6) Y has only canonical
singularities. The dissident locus Σ0 has codimension at least 4 in
Y . The complement Σ \ Σ0 is either empty, or the disjoint union of
codimension 2 smooth and symplectic subvarieties of Y \ Σ0.
Kaledin proved that the morphism π is semi-small, i.e., the fiber
product X×Y X has pure dimension 2n, providing further information
on the dissident locus [K].
Let B ⊂ [Σ\Σ0] be a connected component, E the exceptional locus
of π, and EB := π
−1(B). Then EB is connected, of pure codimension 1
in X , and each fiber π−1(b), b ∈ B, is a tree of smooth rational curves,
whose dual graph is a Dynkin diagram of type ADE, by the above
proposition. We refer to this Dynkin diagram as the Dynkin diagram
of the fiber. Fix b ∈ B. The fundamental group π1(B, b) acts on the
set of irreducible components of the fiber π−1(b) via isotopy classes of
diffeomorphisms of the fiber, and in particular via automorphisms of
the dual graph. We refer to the quotient, of the Dynkin diagram of the
fiber by the π1(B, b)-action, as the folded Dynkin diagram and denote
by WB the Weyl group of the folded root system (see section 3). Note
that the set of irreducible components of EB corresponds to a basis of
simple roots for the folded root system. Let B be the set of connected
components of Σ \ Σ0. Let G be the Galois group of the branched
Galois cover f : Def(X)→ Def(Y ), introduced in Lemma 1.2.
Theorem 1.4. G is isomorphic to
∏
B∈BWB.
The Theorem is the combined results of Lemmas 4.16 and 4.24. The
K3 case of the Theorem was proven by Burns and Wahl [BW], Theorem
2.6 and Remark 2.7. See also [Sz1]. Y. Namikawa recently extended
Theorem 1.4 to the case of Poisson deformation spaces of affine sym-
plectic varieties [Nam6].
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The above group G, associated to the birational contraction π : X →
Y , acts on H∗(X,Z) via local monodromy operators, by Lemma 1.2.
One can define abstractly the local monodromy group of X , which is
larger in general ([Ma2], Definition 2.4). It includes, for example, mon-
odromy operators induced by automorphisms and birational automor-
phisms. Affine Weyl groups can be constructed as subgroups of the
local monodromy group, by taking the group generated by Weyl groups
Gi, associated to two or more birational contractions πi : X → Yi as
in Theorem 1.4. Consider, for example, a K3 surface S, admitting an
affine Dynkin diagram of rational curves as a fiber in an elliptic fibra-
tion. Choose two Dynkin sub-diagrams of finite type, which union is
the whole affine diagram. Then the elliptic fibration factors through
the two different birational contractions, and the two Galois groups will
generate an affine Weyl group. Affine Weyl group monodromy actions
occur for quiver varieties [Nak]. A conjectural characterization of the
local monodromy group is discussed in [Ma2], section 2.
The paper is organized as follows. Lemma 1.2, stating that the
modular cover is Galois, is proven in section 2. In section 3 we recall
the procedure of folding Dynkin diagrams of ADE type by diagram
automorphisms. Section 4 is dedicated to the proof of Theorem 1.4,
i.e., the calculation of the modular Galois group G as a product of Weyl
groups. The key step is the construction of a reflection in G, for every
codimension one irreducible component of the exceptional locus of the
contraction π : X → Y (Lemmas 4.10 and 4.23). In section 5 we apply
Theorem 1.4 to calculate modular Galois groups in specific examples.
We consider, in particular, O’Grady’s 10-dimensional example of an
irreducible holomorphic symplectic manifold X with b2(X) = 24. We
apply Theorem 1.4 to explain the occurrence of the root lattice of G2
as a direct summand of the lattice H2(X,Z) (Lemma 5.1). The above
is part of an earlier result of Rapagnetta [R].
Section 6 is devoted to generalizations of Lemma 1.2. We consider
birational contractions π : X → Y , where Y is affine symplectic, or
the symplectic variety Y does not admit a crepant resolution, or Y is
a Calabi-Yau threefold with a curve of ADE-singularities. Again we
prove that the associated modular morphism f : Def(X)→ Def(Y ) is
a Galois branched cover of it image (it need not be surjective in the non-
symplectic cases). The generalization in section 6.1.2 is sufficient to ex-
plain the analogy between the results of the current paper and results
of Nakajima on quiver varieties [Nak]. Arguably, the most significant
generalization is Lemma 6.2. The latter is used in Lemma 6.3 to explain
the apparent analogy between the current paper and the string theory
phenomena of enhanced gauge symmetries associated to Calabi-Yau
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threefolds with a curve of ADE-singularities [As, KMP]. These symme-
tries were explained mathematically by Szendro˝i [Sz1, Sz2] and related,
in a limiting set-up, to Hitchin systems of ADE-type in [DHP, DDP].
Acknowledgments: The author benefited from conversations and cor-
respondences with F. Catanese, B. Hassett, M. Lehn, H. Nakajima, Y.
Namikawa, K. O’Grady, T. Pantev, A. Rapagnetta, C. Sorger, and
K. Yoshioka. I am deeply grateful to them all. This paper depends
heavily on the results of the paper [Nam1]. I would like to thank Y.
Namikawa for writing this fundamental paper, for reading an early
draft of the proof of Lemma 1.2, for his encouragement, and for helpful
suggestions. The author considered earlier a local monodromy reflec-
tion, associated to the Hilbert-Chow contraction S [n] → S(n), from the
Hilbert scheme of length n subschemes on a K3 surface to the symmet-
ric product [Ma2], Lemma 2.7 and [Ma3], Example 5.2. The relevance
of Namikawa’s work in this case was pointed out to me by K. Yoshioka.
I thank him for this, and for numerous instructive conversations.
2. Modular branched Galois covers via local Torelli
We prove Lemma 1.2 in this section.
Part (1): We may assume that the neighborhoods Def(X) and
Def(Y ) are sufficiently small, so that the fiber of f over 0¯ consists
of the single point 0 corresponding to X . The morphism π : X → Y
deforms as a morphism ν of the semi-universal families, which fits in a
commutative diagram
(1)
X
ν
→ Y
ψ ↓ ψ¯ ↓
Def(X)
f
→ Def(Y ),
by [KM], Proposition 11.4. Let U ⊂ Def(Y ) be the largest open subset
satisfying the following conditions: The semi-universal deformation Y
restricts to a smooth family over U and f is unramified over U . Dia-
gram (1) restricts over the subset U of Def(Y ) to a cartesian diagram,
by Theorem 1.1. Set V := f−1(U). The group H2(X,Z) is endowed
with the monodromy invariant Beauville-Bogomolov symmetric bilin-
ear pairing [Be1]. Set Λ := H2(X,Z) and let
ΩΛ := {ℓ ∈ PH
2(X,C) : (ℓ, ℓ) = 0 and (ℓ, ℓ¯) > 0}
be the period domain. The local system R2ψ∗(Z) is trivial. Choose the
trivialization ϕ : R2ψ∗(Z)→ Λ, inducing the identity on H
2(X,Z). Let
p : Def(X) → ΩΛ be the period map, given by p(t) = ϕ(H
2,0(Xt)).
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Recall that p is a holomorphic embedding of Def(X) as an open sub-
set of ΩΛ, by the Local Torelli Theorem [Be1]. We get the following
diagram:
(2)
X
ν
−→ Y
↓ ψ ↓ ψ¯
ΩΛ
p
←− Def(X)
f
−→ Def(Y )
∪ ∪
V −→ U.
Choose a point u ∈ U . We get the monodromy homomorphism
mon : π1(U, u) → O(Λ) := O [H
2(X,Z)]. Set K := ker(mon) and let
fK : U˜K → U be the Galois
1 cover of U associated to K.
We have a natural isomorphism
(3) ν∗ : f ∗
[
R2ψ¯∗(Z)|U
]
∼=
−→ R2ψ∗(Z)|V .
Hence, the local system f ∗
[
R2
ψ¯∗
(Z)|U
]
is trivial. It follows that the
covering f : V → U factors as f = h ◦ fK via a covering h : V → U˜K .
The restriction of the period map p to V clearly factors through h. Now
p is injective. Hence, so is h. We conclude that h is an isomorphism.
Set G := π1(U, u)/K. It remains to extend the action of G on V
to an action on Def(X). Set φ := ϕ ◦ ν∗ : f ∗
[
R2
ψ¯∗
(Z)|U
]
→ Λ. Let
γ : G→ O(Λ) be the homomorphism induced by the monodromy repre-
sentation. Given a deck transformation g ∈ G, we get the commutative
diagram of trivializations of local systems over V :
(4)
f ∗
[
R2
ψ¯∗
(Z)|U
]
φ
−→ Λ
= ↓ ↓ γg
f ∗
[
R2
ψ¯∗
(Z)|U
]
(g−1)∗φ
−→ Λ.
The group O(Λ) acts on the period domain and we denote the auto-
morphism of ΩΛ corresponding to γg by γg as well. We have
γg(p(t)) = γg
(
ϕt(H
2,0(Xt))
)
= γg
(
φt(H
2,0(Yf(t)))
) (4)
=
φg−1(t)(H
2,0(Yf(t))) = ϕg−1(t)(H
2,0(Xg−1(t))) = p(g
−1(t)).
We conclude the equality
(5) p ◦ g−1 = γg ◦ p.
1I thank F. Catanese for the suggestion to consider this Galois cover. It simplifies
the original proof, which considered instead the Galois closure of f : V → U .
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Claim 2.1. (1) We can choose the above open neighborhoodDef(Y )
of 0¯ in the Kuranishi space of Y , and similarly Def(X) in that
of X, to satisfy
γg(p(Def(X)) = p(Def(X)).
(2) γg(p(0)) = p(0).
Proof. (1) The equality (5) yields γg(p(V )) = p (g
−1(V )) = p(V ). The
period map p is open and biholomorphic onto its image, so the image
p(Def(X)) is the interior of its closure in ΩΛ, possibly after replacing
Def(X) and Def(Y ) by smaller open neighborhoods. The closure of
p(Def(X)) is equal to the closure of p(V ) and is thus γg-invariant.
(2) Define the homomorphism α : G→ Aut(Def(X)) by
αg := p
−1 ◦ γg ◦ p.
We have
f ◦ αg = f ◦ p
−1 ◦ γg ◦ p
(5)
= f ◦ p−1 ◦ p ◦ g−1 = f ◦ g−1 = f.
Thus αg(0) belongs to the fiber of f over f(0). This fiber consists of a
single point, so αg(0) = 0. 
Proof of Lemma 1.2 part (2): The monodromy action of G on
H2(X,Z) is given by the homomorphism γ. Let γ˜ : G→ GL[H∗(X,Z)]
be the monodromy representation and consider the analogue of Dia-
gram (4), where f˜ = f , ϕ˜ : R∗ψ∗(Z) → H
∗(X,Z) is the trivializa-
tion, inducing the identity on the fiber H∗(X,Z) over 0, φ˜ := ϕ˜ ◦ ν∗ :
f ∗
[
R∗
ψ¯∗
(Z)|U
]
→ H∗(X,Z), and γ˜g ◦ φ˜ = (g−1)∗φ˜. Given t ∈ V , we get
that
ϕ˜−1g−1(t)γ˜gϕ˜t : H
∗(Xt,Z)→ H
∗(Xg−1(t),Z)
is induced by pullback via Xg−1(t)
ν
g−1(t)
∼=
→ Yf(t)
ν
−1
t∼=
→ Xt and thus preserves
the Hodge structure. Letting t approach 0 ∈ Def(X), we get that
ϕ˜−1g−1(0)γ˜gϕ˜0 : H
∗(X0,Z) → H∗(Xg−1(0),Z) preserves the Hodge struc-
ture as well. The statement follows, since g(0) = αg(0) = 0, by the
above claim, and ϕ˜0 = id. The subspace H
2,0(X) is a trivial represen-
tation of G, since H2,0(X) is contained in the trivial2 representation
π∗H2(Y,C), by [K], Lemma 2.7. 
2 The triviality of the monodromy representation pi∗H2(Y,C) will be proven in
detail in Proposition 4.4.
8 EYAL MARKMAN
3. Folding Dynkin diagrams
Consider a simply laced root system Φ˜ with root lattice Λr and a
basis of simple roots F := {f1, . . . , fr}. We regard the simple roots
also as the nodes of the Dynkin graph. The bilinear pairing on Λr is
determined by the Dynkin graph as follows:
(fi, fj) =


2 if i = j,
−1 if i 6= j and the nodes fi and fj are adjacent,
0 if i 6= j and the nodes fi and fj are not adjacent.
Let Γ be a subgroup of the automorphism group of the Dynkin graph.
If non-trivial, then Γ = Z/2Z, for types An, n ≥ 2, Dn, n ≥ 5, and E6,
and Γ is a subgroup of the symmetric group Sym3, for type D4 [Hum],
section 12.2. Given an orbit j := Γ · fj˜ ∈ F/Γ, let ej be the orthogonal
projection of fj˜ from Λr to the Γ-invariant subspace [Λr ⊗Z Q]
Γ. The
projection clearly depends only on the orbit Γ · fj˜.
We recall the construction of the folded root system (also known
as the root system of the twisted group associated to an outer au-
tomorphism, see [C], Ch. 13). Its root lattice is the lattice Λr¯ :=
spanZ{e1, . . . , er¯}, where r¯ is the cardinality of F/Γ. Set e
∨
i :=
2(ei,•)
(ei,ei)
,
i ∈ F/Γ. Let fi˜ and fj˜ be two simple roots and set i := Γ · fi˜ and
j := Γ · fj˜.
Examination of the Dynkin graphs of ADE type shows that there
are only two types of Γ orbits:
(1) The orbit Γ · fj˜ consists of pairwise non-adjacent roots.
(2) The original root system is of type A2n, Γ = Z/2Z, and the orbit
Γ · fj˜ consists of the two middle roots of the Dynkin graph.
The following Lemma will be used in the proofs of Lemmas 4.16 and
4.24.
Lemma 3.1. The following equation holds:
e∨j (ei) =


2 if i = j,∑
f
k˜
∈Γ·f
j˜
(fk˜, fi˜) if i 6= j and type(Γ · fj˜) = 1,
2
∑
f
k˜
∈Γ·f
j˜
(fk˜, fi˜) if i 6= j and type(Γ · fj˜) = 2.
Consequently, e∨j (ei) is an integer and the reflection ρj(x) = x−e
∨
j (x)ej
by ej maps Λr¯ onto itself.
Proof. e∨j (ei) =
2(ej, ei)
(ej, ej)
=
2(ej , fi˜)
(ej , fj˜)
=
2
(∑
γ∈Γ γ(fj˜), fi˜
)
(∑
γ∈Γ γ(fj˜), fj˜
) .
If the orbit Γ · fj˜ is of type 1, the denominator
∑
γ∈Γ
(
γ(fj˜), fj˜
)
is
equal to twice the order of the subgroup of Γ stabilizing fj˜. Thus,
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e∨j (ei) =
∑
f
k˜
∈Γ·f
j˜
(fk˜, fj˜). If the orbit Γ · fj˜ is of type 2, let γ be the
non-trivial element of Γ. Then the denominator is equal to (fj˜, fj˜) +
(γ(fj˜), fj˜) = 2−1 = 1. Furthermore, Γ = Z/2Z acts freely on the orbit
of fj˜. 
The Weyl group W , of the folded root system, is the subgroup of
the isometry group of Λr¯, generated by the reflections with respect to
ei, 1 ≤ i ≤ r¯. W is finite, since the bilinear pairing is positive definite.
The set of roots Φ is the union of W -orbits of simple roots ∪r¯i=1W · ei.
We conclude that Φ is a, possibly non-reduced, root system (i.e., it
satisfies axioms R1, R3, R4 in [Hum], section 9.2, but we have not3
verified axiom R2, that the only multiples of α ∈ Φ, which are also in
Φ, are ±α).
Following is the list of folded root systems, which can be found in
[C], section 13.3. If Φ˜ is of type Ar, r ≥ 2, Dr, r ≥ 5, or E6, then the
automorphism group Γ of the Dynkin diagram is Z/2Z. Setting Φ to
be the folded root system, the types of the pairs (Φ˜,Φ) are: (A2n, Bn),
(A2n−1, Cn), (Dr, Br−1), and (E6, F4). When Φ˜ is of type D4, the auto-
morphism group of the Dynkin diagram is the symmetric group Sym3.
The folding by a subgroup Γ of order 2 results in Φ of type C3. Let us
work out the remaining case explicitly.
Example 3.2. Consider the root system of type D4 with simple roots
f1, f2, f3, f4, whose Dynkin graph has three edges from f2 to each of the
other simple roots. Let Γ be either the full automorphism group Sym3,
permuting the roots {f1, f3, f4}, or its cyclic subgroup of order 3. Set
e1 :=
f1+f3+f4
3
and e2 := f2. Then e
∨
1 = 3e1 and e
∨
2 = e2. The intersec-
tion matrix of the root lattice spanZ{e1, e2} is ((ei, ej)) =
(
2/3 −1
−1 2
)
and its Cartan matrix is
(
(ei, e
∨
j )
)
=
(
2 −1
−3 2
)
. Hence, the folded
Dynkin diagram is that of G2. This example is revisited in section 5.2.
4. Galois groups
We prove Theorem 1.4 in this section. Let π : X → Y be a symplec-
tic projective resolution of a normal projective variety Y of complex
dimension 2n. Assume that X is an irreducible holomorphic symplectic
manifold. We keep the notation of Proposition 1.3 and Theorem 1.4.
3See however [Hum] Section 12.2 Exercise 3, stating that the only irreducible
non-reduced root systems are of type BCn.
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4.1. Two Leray filtrations of H2(X,Z). Set U := Y \ Σ0 and U˜ :=
X \ π−1(Σ0). Let φ : U˜ → U be the restriction of π to U˜ . We get the
commutative diagram of pull-back homomorphisms
H2(Y,Z)
ι∗
U−→ H2(U,Z)
π∗ ↓ ↓ φ∗
H2(X,Z)
ι∗
eU−→ H2(U˜ ,Z).
Lemma 4.1.
(1) The homomorphism ι∗
eU
: H2(X,Z)→ H2(U˜ ,Z) is bijective.
(2) The homomorphism φ∗ : H2(U,Z)→ H2(U˜ ,Z) is injective.
(3) Denote the image of the composition
H2(U,Z)
φ∗
−→ H2(U˜ ,Z)
(ι∗
eU
)−1
−→ H2(X,Z)
by H2(U,Z) as well. Then H2(U,Z) is saturated in H2(X,Z).
(4) Let E be the set of all irreducible components of codimension
1 of the exceptional locus of π. The subset {[E] : E ∈ E}
of H2(X,Z) is linearly independent. E maps bijectively onto a
basis of H2(X,Q)/H2(U,Q) via the map E 7→ [E] +H2(U,Q).
Proof. 1) The inverse image Σ˜0 := π
−1(Σ0) has complex codimension
≥ 2 in X , since Σ0 has codimension ≥ 4 in Y , by Proposition 1.3, and
π is semi-small [K]. U˜ is thus simply connected, since X is assumed
so. Furthermore, the groups H i(Σ˜0,Z) vanish, for i = 4n − 2 and
4n−3. The top horizontal homomorphism in the following commutative
diagram is thus an isomorphism.
H4n−2(X, Σ˜0,Z) −→ H4n−2(X,Z)
L.D. ↓ ↓ P.D.
H2(U˜ ,Z)
ιeU∗−→ H2(X,Z)
The right arrow is the Poincare Duality isomorphism and the left is the
Lefschetz Duality isomorphism (see [Mun], Theorem 70.6, as well as the
argument in [V], proving equation (1.9) in the proof of Theorem 1.23).
The bottom push-forward homomorphism ιeU∗ is thus an isomorphism as
well. H2(X,Z) is isomorphic to H2(X,Z)
∗ and H2(U˜ ,Z) is isomorphic
to H2(U˜ ,Z)∗, by the Universal Coefficients Theorem and the fact that
both spaces are simply connected. The restriction homomorphism ι∗
eU
:
H2(X,Z)→ H2(U˜ ,Z) is thus an isomorphism.
2) Associated to π we have the canonical filtration L on Hq(X,Z)
and the Leray spectral sequence Ep,qr (X), converging to H
p+q(X,Z),
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with Ep,q2 (X) = H
p(Y,Rqpi∗Z), and E
p,q
∞ (X) = Gr
p,q
L H
p+q(X,Z) ([V],
Theorem 4.11). Similarly we have the Leray spectral sequence Ep,qr (U˜)
associated to φ and converging to Hp+q(U˜ ,Z). We have the equalities
E2,02 (X) = H
2(Y,Z) and E2,02 (U˜) = H
2(U,Z), since π has connected
fibers, by Zariski’s Main Theorem.
The sheaf R1φ∗Z vanishes, since it is supported on Σ \ Σ0 and over
each connected component B of the latter, π−1(B)→ B is a topologi-
cal fibration with simply connected fibers, by Proposition 1.3. Conse-
quently, Ep,12 (U˜) vanishes, for all p, and the differentials d
p,1
2 : H
p(U,R1φ∗Z)→
Hp+2(U,Z) and dp,22 : H
p(U,R2φ∗Z) → H
p+2(U,R1φ∗Z) vanish, for all p.
We get the equality Ep,q∞ (U˜) = E
p,q
2 (U˜), for p+ q = 2, and in particular
E2,0∞ (U˜) = H
2(U,Z). The injectivity of φ∗ follows.
3) We need to show thatH2(X,Z)/H2(U,Z) is torsion free. It suffices
to show that H2(U˜ ,Z)/φ∗H2(U,Z) is torsion free, by part 1. We have
seen that φ∗H2(U,Z) is isomorphic to E2,0∞ (U˜). E
1,1
∞ (U˜) vanishes, by
the vanishing of E1,12 (U˜) observed above. Hence, it suffices to show
that E0,2∞ (U˜) is torsion free. Now E
0,2
∞ (U˜) is isomorphic to E
0,2
2 (U˜) :=
H0(U,R2φ∗Z). The sheaf R
2
φ∗
Z is supported as a local system over
Σ \Σ0. Its fiber, over a point b in a connected component B of Σ \Σ0,
is the free abelian group generated by the fundamental classes of the
irreducible components of the fiber π−1(b). In particular, H0(U,R2φ∗Z)
is torsion-free.
4) The fundamental group π1(B, b) permutes the above mentioned
basis of the fiber of the sheaf R2φ∗Z, over the point b. Hence, H
0(U,R2φ∗Z)
has a basis consisting of the sum of elements in each π1(B, b)-orbit of the
original basis elements. These orbits are in one-to-one correspondence
with the irreducible components of the exceptional divisor of φ. 
Caution: We get the inclusions π∗H2(Y,Z) ⊂ H2(U,Z) ⊂ H2(X,Z).
The first inclusion may be strict, i.e., the pullback homomorphism ι∗U :
H2(Y,Z)→ H2(U,Z) is not surjective in general. We thank the referee
for pointing out the following counter example. Let π : X → Y be a
contraction of a Lagrangian Pn, n ≥ 2, to a point. Then π∗H2(Y,Z)→
H2(X,Z) is not surjective, since its image does not contain any ample
line-bundle. Now U = U˜ , so ι∗U : H
2(Y,Z)→ H2(U,Z) must fail to be
surjective. The Leray filtration of H2(X,Z) is thus different from the
image of the Leray filtration of H2(U˜ ,Z) via the isomorphism ι∗
eU
.
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4.2. An upper estimate of the Galois group. Let L be the kernel
of the composition
H2(X,Z)
P.D.
∼=
−→ H4n−2(X,Z)
pi∗−→ H4n−2(Y,Q),
where 2n := dimC(X). L is the saturation of the sublattice generated
by the irreducible components of the exceptional divisors of the map
π : X → Y .
Lemma 4.2. The Beauville-Bogomolov pairing restricts to a nega-
tive definite pairing on L. Furthermore, L⊥ is equal to the subspace
H2(U,Z) of H2(X,Z) defined in Lemma 4.1 part 3.
Proof. Choose a class σ ∈ H2,0(X), such that
∫
X
(σσ¯)n = 1. There
exists a positive real number λ, such that
2(α, β) = λn
∫
X
αβ(σσ¯)n−1 +
λ(1− n)
{∫
X
ασn−1σ¯n
∫
X
βσnσ¯n−1 +
∫
X
βσn−1σ¯n
∫
X
ασnσ¯n−1
}
,
by [Be1], Theorem 5. If α belongs to L and c belongs to H4n−2(Y ),
then
∫
X
απ∗(c) = P.D.(α) ∩ π∗(c) = π∗(P.D.(α)) ∩ c = 0. There is
a class σY ∈ H
2(Y,C), such that π∗(σY ) spans H
2,0(X), by Lemma
2.7 of [K]. Assume that β belongs to π∗H2(Y ). The classes σnσ¯n−1,
σn−1σ¯n, and β(σσ¯)n−1, all belong to π∗H4n−2(Y ). Thus (α, β) = 0, for
all α ∈ L. We conclude that L is orthogonal to π∗H2(Y,Z).
The subspace π∗H2(Y,R) of H2(X,R) contains a positive definite
three-dimensional subspace spanned by the real part of H2,0(X) ⊕
H0,2(X) ⊕ Rπ∗α, where α ∈ H2(Y,Z) is the class of an ample line
bundle. L is negative definite, since the Beauville-Bogomolov pairing
on H2(X,R) has signature (3, b2(X)− 3).
We prove next the inclusion H2(U,Z) ⊂ L⊥. Let β˜ ∈ H2(X,Z) be a
class, which belongs to the image of H2(U,Z). Then ι∗
eU
(β˜) = φ∗(β), for
a unique class β ∈ H2(U,Z). Let α ∈ H2(X,Z) be the class Poincare-
dual to an irreducible component Ei, of the exceptional locus of π, of
codimension one inX . Set Bi := π(Ei), B
0
i := Bi∩U , and E
0
i := Ei∩U˜ .
Then E0i is a fibration φi : E
0
i → B
0
i over B
0
i , with pure one-dimensional
fibers, by Proposition 1.3. We get∫
X
αβ˜π∗(σY σ¯Y )
n−1 =
∫
Ei
β˜π∗(σY σ¯Y )
n−1 =
∫
E0i
φ∗i
(
[β(σY σ¯Y )
n−1)]|
B0
i
)
.
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The above integral vanishes, since the restriction of the 2n − 2 form
β(σY σ¯Y )
n−1 to the (2n−4)-dimensional B0i vanishes. The vanishing of
(α, β˜) follows. We conclude the inclusion H2(U,Z) ⊂ L⊥.
The latticesH2(U,Z) and L⊥ have the same rank, by Lemma 4.1 part
4. The equality H2(U,Z) = L⊥ follows, since H2(U,Z) is saturated in
H2(X,Z), by Lemma 4.1 part 3. 
Let B be the set of connected components of Σ\Σ0. Let ΛB, B ∈ B,
be the sublattice of H2(X,Z) spanned by the classes of the irreducible
components of π−1(B). Let EB be the set of irreducible components
of the exceptional locus of π : X → Y , of pure co-dimension 1, which
dominate B. Given i ∈ EB, denote by Ei ⊂ X the corresponding
divisor and let ei ∈ H
2(X,Z) be the class Poincare-dual to Ei. Set
E0i := Ei \ π
−1Σ0. The fiber of E
0
i → B over a point b ∈ B is a
union of smooth irreducible rational curves, which are all homologous
in X . Denote by e∨i the class in H
4n−2(X,Z) of such a rational curve.
Consider e∨i also as a class in H
2(X,Z)∗, via Poincare-duality.
Lemma 4.3. (1) ΛB is a G-invariant sublattice of H
2(X,Z).
(2) For every element g ∈ G, there exists an algebraic correspon-
dence Zg in X×Y X, of pure dimension 2n, inducing the action
of g on H2(X,Z).
(3) The endomorphism [Zg]∗ : H
2(X,Z) → H2(X,Z), induced by
the correspondence Zg, has the form
[Zg]∗ = id+
∑
B∈B
∑
i,j∈EB
aijei ⊗ e
∨
j ,
for some non-negative integers aij.
Proof. Part 1 follows from part 3. We proceed to prove part 2. Fix
an element g ∈ G. Let C ⊂ Def(X) be a smooth connected Riemann
surface, containing 0, such that C \{0} is contained in the open subset
V introduced in Diagram (2). Set C0 := C \ {0}. Given a subset S of
Def(X), let XS be the restriction of X to S and YS the restriction of
f ∗Y to S. The morphism ψ : XV → V is G-equivariant with respect to
the G-action on XV induced by the isomorphism ν˜ : XV → YV . We get
the isomorphism g˜ : XC0 → (g
∗X )C0 . Let Γ be the closure of the graph
of the isomorphism g˜ in XC ×C (g
∗X )C. Then Γ is contained in the
inverse, via ν˜ × ν˜ of the diagonal in YC ×C YC . Hence, the fiber Zg :=
Γ ∩ [X ×X ] is contained in X ×Y X . We consider Zg as a subscheme
of X × X . The fiber Zg is of pure dimension 2n, by the upper-semi-
continuity of fiber dimension, and the irreducibility of Γ. Hence, the
morphism Γ → C is flat. The class [Zg] ∈ H
4n(X × X) is thus the
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limit of the classes of the graph Γt of the isomorphism g˜t : Xt → Xg(t),
t ∈ C0. The limiting action [Zg]∗ : H
2(X,Z) → H2(X,Z) is precisely
the monodromy operator γg, given in diagram (4).
Part 3 follows from Proposition 1.3 and the above construction of
Zg. 
Let GL ⊂ O[H
2(X,Z)] be the subgroup, which leaves invariant each
of the sublattices ΛB, B ∈ B, of H
2(X,Z), and acts as the identity on
the sublattice L⊥ orthogonal to L.
Proposition 4.4. (1) GL is a finite subgroup, which contains the
image of the Galois group G, via the injective homomorphism
G→ O[H2(X,Z)] constructed in Lemma 1.2.
(2) The group G is isomorphic to a product of Weyl groups associ-
ated to root systems of finite type.
Caution: Part 2 of the proposition does not relate the Weyl group
factors of G to the Weyl groups WB, B ∈ B, in Theorem 1.4. At this
point we do not claim even the non-triviality of G.
Proof. 1) Lemma 4.2 and part 1 of Lemma 4.3 reduce the proof to show-
ing that γg acts as the identity on the subgroup H
2(U,Z) of H2(X,Z),
for all g ∈ G. The action of γg on H
2(U,Z) is trivial, by part 3 of
Lemma 4.3. Indeed, let Zg ⊂ X ×Y X be the corresondence, of pure-
dimension 2n, inducing the action of γg. Let β ∈ H
2(X,Z) be a class
in the image of H2(U,Z). Using the notation of Lemma 4.3 we have
e∨i (β) = 0, for all i ∈ ∪B∈BEB. Hence, [Zg]∗(β) = β.
2) The quotient H1,1(X,C)/G is smooth, by Lemma 1.2 and The-
orem 1.1. H1,1(X,C) decomposes as the direct sum of LC := L ⊗Z C
and L⊥
C
∩ H1,1(X,C), since L is negative-definite, by Lemma 4.2. G
acts trivially on L⊥
C
, and hence LC/G is smooth as well. G is thus a
finite complex reflection group, by [Bou], Ch. V, section 5, Theorem 4,
and the statement follows from the classification of complex reflection
groups preserving a lattice [Bou], Ch. VI, section 2, Proposition 9. 
Consider the case where π : X → Y is a small contraction. Then
L = (0), both GL and G are trivial, and f : Def(X) → Def(Y ) is
an isomorphism. The latter fact is already a consequence of a general
result of Namikawa (see Proposition 4.5 below).
4.3. The differential df0. Recall that the infinitesimal deformations
of Y are given by the group Ext1(Ω1Y ,OY ). The morphism π : X → Y
induces a natural morphism π∗ : H
1(X, TX) → Ext1(Ω1Y ,OY ), which
coincides with the differential df0 of f : Def(X) → Def(Y ) at 0.
Given ξ ∈ H1(X, TX), the class π∗(ξ) is identified as follows. Let
MODULAR GALOIS COVERS 15
0 → OX → F → Ω
1
X → 0 be a short exact sequence with extension
class ξ. We get the short exact sequence
0→ OY → π∗F → π∗Ω
1
X → 0,
since R1pi∗(OX) vanishes, as Y has rational singularities. Pulling back
via π∗ : Ω1Y → π∗Ω
1
X , we get the extension with class π∗(ξ).
Let Σ be the singular locus of Y and Σ0 the dissident locus, as in
Proposition 1.3. Set U := Y \ Σ0 and U˜ := π
−1(U).
Proposition 4.5. ([Nam1], Proposition 2.1) There is a commutative
diagram
(6)
H1(X, TX)
∼=
−→ H1(U˜ , T U˜)
π∗ ↓ ↓
Ext1(Ω1Y ,OY )
∼=
−→ Ext1(Ω1U ,OU),
where the restriction horizontal maps are both isomorphisms.
Let H1,1(X) = H1,1(X)G⊕H1,1(X)′ be the G-equivariant decompo-
sition, where H1,1(X)′ := ⊕R6=1HomG[R,H
1,1(X)] ⊗ R, and R varies
over all non-trivial irreducible complex representations of G. Identify
H1(X, TX) with Hom[H2,0(X), H1,1(X)].
Lemma 4.6. The differential df0 : Hom[H
2,0(X), H1,1(X)]→ Ext1(Ω1Y ,OY )
factors as the projection onto Hom[H2,0(X), H1,1(X)G], followed by an
injective homomorphism Hom[H2,0(X), H1,1(X)G]→ Ext1(Ω1Y ,OY ).
Proof. The statement follows immediately from Lemma 1.2, sinceDef(Y ) =
Def(X)/G. 
Remark 4.7. Once Theorem 1.4 is proven, we would get that the in-
variant subspace LG of L vanishes. Hence, the rank of df0 is equal to
dim[H2(U,C)∩H1,1(X)] = h1,1(X)− rank(L), by Lemmas 4.2 and 4.6.
4.4. Pro-representable deformation functors of open subsets.
Let Art be the category of local Artin algebras over C, and Set the
category of sets. Let DX , DY , DeU , and DU be the deformation func-
tors from Art to Set, sending A to the set of equivalence classes of
deformations, of the corresponding variety, over A [Sch], section (3.7).
The terms hull and pro-representable functors are defined in [Sch], Def-
inition 2.7. The reader is refered to [I], §8.1, for an excellent summery
of basic definitions in formal algebraic geometry. The following is an
immediate corollary of Proposition 4.5.
Corollary 4.8. The functors DX , DeU , DY andDU are pro-representable.
Denote by Def(X), Def(Y ), Def(U˜), and Def(U) the corresponding
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hulls. We have the commutative diagram
Def(X)
ιX←− Def(X)
ρX−→ Def(U˜)
f ↓ fˆ ↓ fˆ ρ ↓
Def(Y )
ιY←− Def(Y )
ρY
−→ Def(U),
where ιX factors through an isomorphism of the hull Def(X) with the
completion of the Kuranishi local moduli space Def(X) at 0, and sim-
ilarly for ιY . The morphism ρX is the one associated to the morphism
of functors from DX to DeU induced by restriction. The morphism ρX
is an isomorphism. The morphism ρY is defined similarly and is an
isomorphism. The morphism fˆ is the completion of f at 0 and we set
fˆ ρ := ρY ◦ fˆ ◦ ρ
−1
X .
Proof. The deformation functor DS : Art → Set, of a scheme S over
C, has a hull, if and only if Ext1(Ω1S,OS) is finite dimensional, by
[Sch], section 3.7. Finite dimensionality, for S = U or U˜ , is established
in Proposition 4.5. Def(X) and Def(U˜) are pro-representable, since
H0(X, TX) and H0(U˜ , T U˜) both vanish.
The sheaf TY of derivations of OY is torsion free. The vanishing
of H0(U, TU) would thus imply that of H0(Y, TY ), and would conse-
quently prove that DU and DY are also pro-representable. Hence, it
suffices to prove that there is a sheaf isomorphism π∗T U˜ → TU , yield-
ing an isomorphism H0(U˜ , T U˜) ∼= H0(U, TU). The spaces of global
sections are the same, regardless if we use the Zariski or analytic topol-
ogy. The sheaf-theoretic question is thus local, in the analytic topology,
and so reduces to the case of simple surface singularities ([Reid], section
(3.4)). The latter is proven in [BW], Proposition 1.2.
The same argument shows that each of ρX and ρY is an isomorphism.
We prove it only for ρY . Denote by RY and RU the formal coordinate
rings of Def(Y ) and Def(U). RY is a formal power series ring, by
Theorem 1.1. Let m be the maximal ideal of RU . RU is a quotient of
the formal power series ring C[[m/m2]] with cotangent space m/m2, by
construction ([Sch], Theorem 2.11). The composition C[[m/m2]]
q
−→
RU
ρ∗Y−→ RY is an isomorphism, as it induces an isomorphism of Zariski
cotangent spaces, by Proposition 4.5. The homomorphism ρ∗Y is an
isomorphism, since the homomorphism q is surjective. 
Let g be an automorphism of Def(X), such that g(0) = 0. We use
the above Corollary to obtain a sufficient criterion for g to belong to the
Galois group G of f : Def(X) → Def(Y ). Given a Riemann surface
C in Def(X), containing 0, denote by YC the restriction of f
∗Y to C.
MODULAR GALOIS COVERS 17
Set Y0C := YC \ Σ0, so that the fiber of Y
0
C over 0 is U := Y \ Σ0. Let
V be the open subset of Def(X) in Diagram (2). Denote by Ĉ the
completion of C at 0.
Lemma 4.9. Assume that there exists a Zariski dense open subset T
of P[T0Def(X)] satisfying the following property. For every connected
Riemann surface C ⊂ Def(X), containing 0, whose tangent line T0C
belongs to T, and such that C \ {0} is contained in V , the completions
of Y0C and g
∗(Y0g(C)) along U are equivalent formal deformations of U
over Ĉ. Then g belongs to G.
Proof. It suffices to prove the equality f ◦ g|C = f|C , for every curve C
as above, where f|C : C → Def(Y ) is the restriction of f to C.
Let Ŷ0C be the completion of Y
0
C along U . Let fˆ|C : Ĉ → Def(U)
be the composition of the completion of f|C at 0 with the isomor-
phism Def(Y ) ∼= Def(U) of Corollary 4.8. Now fˆ|C is the classifying
morphism of Ŷ0C and f̂ ◦ g|C is the classifying morphism of gˆ
∗
| bC
(Ŷ0g(C)).
These two formal deformations over Ĉ are equivalent, by assumption.
The equality fˆ|C = f̂ ◦ g|C thus follows from the pro-representability
of the functor DU . The desired equality f ◦ g|C = f|C follows, as C is
connected. 
4.5. Galois reflections via flops. Let E ⊂ X be the exceptional
locus of π : X → Y , and Ei an irreducible component of E, which
intersects U˜ along a P1 bundle E0i → B˜i over an unramified cover
B˜i → B of a connected component B of Σ \ Σ0. Let ei ∈ H
2(X,Z)
be the class Poincare-dual to Ei. Let e
∨
i ∈ H
4n−2(X,Z) be the class
Poincare-dual to the fiber of Ei over a point of B˜i.
Lemma 4.10. The Beauville-Bogomolov degree (ei, ei) is negative. The
isomorphismH2(X,Q)→ H4n−2(X,Q), induced by the Beauville-Bogomolov
pairing, maps the class −2ei
(ei.ei)
to the class e∨i . Consequently, the reflec-
tion
g(x) := x−
2(x, ei)
(ei, ei)
ei
has integral values, for all x ∈ H2(X,Z). The integral Hodge-isometry
g induces an automorphism of Def(X), which belongs to the Galois
group G.
Proof. We follow the strategy suggested by Lemma 4.9.
Step 1: (A generic one-parameter deformation). Let C ⊂ Def(X)
be a connected Riemann surface containing 0 and ψC : XC → C the
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restriction of the semi-universal family. Assume that C \ {0} is con-
tained in the open subset V of Def(X), given in Diagram (2). Set
Σ˜0 := π
−1(Σ0) and X
0
C := XC\Σ˜0, so that U˜ is the fiber of ψ
0 : X 0C → C
over 0 ∈ C.
Denote by ǫ ∈ Ext1eU(NeU/X 0 , T U˜)
∼= H1(U˜ , T U˜) the Kodaira-Spencer
class and ǫ|E its restriction to H
1(E0i , T U˜|E0
i
). Let j : T U˜|
E0
i
→ NE0i /eU
be the natural homomorphism, and α := j∗(ǫ|E) the pushed-forward
class. Denote by P1t , t ∈ B˜i, the fiber of E
0
i over t. Note that α
restricts to P1t as a class in H
1(P1t , ωP1t ).
H1(U˜ , T U˜) is isomorphic to H1(X, TX), by [Nam1], Proposition 2.1,
and to H1,1(X), via the holomorphic symplectic form. Let T be the
complement in PH1(X, TX) of the projectivization of the kernel of
the composition H1(X, TX) → H1,1(X) → H1,1(P1t ). T is non-empty,
since the homomorphism is surjective. Choose the curve C so that T0C
belongs to T. Then the restriction α|
P1
t
is non-trivial.
Step 2: (A correspondence Z ⊂ X ×X). Let ∆eU be the diagonal in
U˜ × U˜ and set Z := ∆eU ∪ [E
0
i × eBi E
0
i ]. Let Z be the closure of Z in
X ×X and denote by Z∗ : H
2(X,Z) → H2(X,Z) the homomorphism
induced by the correspondence. Let (e∨i )
⊥ ⊂ H2(X,Z) be the sublattice
annihilated by cup product with the class of P1t . We clearly have that∫
X
eie
∨
i = deg
(
ωP1t
)
= −2, Z∗(ei) = −ei, and Z∗ restricts to (e
∨
i )
⊥ as
the identity. Hence, Z∗ is an involution.
Step 3: (The homomorphism Z∗ as a limit). Our choice of the family
XC → C is such, that NE0i /X 0 restricts to P
1
t as a non-trivial extension
of OP1t by ωP1t . There is a unique such extension, and so the restriction
of NE0i /X 0 is isomorphic to OP1t (−1) ⊕ OP1t (−1). Let X̂ be the blow-
up of X 0C centered at E
0
i , and Ê the exceptional divisor of X̂ → X
0
C .
Then Ê is a [P1 × P1] bundle over B˜i. Furthermore, O bX (Ê) restricts
as OP1×P1(−1,−1) to each fiber
4. Hence, there exists a C-morphism
X̂ → X ′ contracting Ê along the second ruling [Ar, FN]. Note that
the fiber of ψ′ : X ′ → C over 0 ∈ C is naturally isomorphic to U˜ .
The morphism X̂ → X 0C × X
′ is an embedding and we denote its
image by X̂ as well. Then X̂ ∩ [U˜ × U˜ ] = Z. The restriction homo-
morphism H2(X,Z) → H2(U˜ ,Z) is an isomorphism, by Lemma 4.1
part 1. We get that both R2ψ0∗(Z) and R
2
ψ′∗
(Z) are local systems over
4We have the three relations ω bX
∼= ωX 0
C
(Ê),
(
ω bX
)
| bE
∼= ω bE ⊗ O bE(−Ê), and
ω bE
∼= ω bE/E0
i
⊗ ωE0
i
. Back substitution yields O bE(2Ê)
∼= ω bE/E0
i
⊗ ωE0
i
.
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C. Each of the two projections, from the correspondence X̂ to X 0C
and X ′, is a proper morphism. Thus, the correspondence X̂ induces a
homomorphism
(7) X̂∗ : R
2
ψ0∗
(Z) −→ R2ψ′∗(Z),
which is clearly an isomorphism of weight 2 variations of Hodge struc-
tures. Similarly, we get an induced homomorphism Z∗ : H
2(U˜ ,Z) →
H2(U˜ ,Z), which is conjugated to Z∗ via the restriction isomorphism.
We conclude that the involution Z∗ of H
2(X,Z) is the limit of isome-
tries, and is hence an isometry.
Step 4: We prove that Z∗ is the reflection by ei. The degree of ei
is negative, by Lemma 4.2. Let e⊥i ⊂ H
2(X,Z) be the orthogonal
complement, of the class ei, with respect to the Beauville-Bogomolov
form. We have seen that the involution Z∗ sends ei to −ei and acts as
the identity on (e∨i )
⊥. Hence (e∨i )
⊥ = e⊥i , since Z∗ acts as an isometry
and the eigenspaces of an isometry are pairwise orthogonal. Hence, Z∗
is the reflection by ei. On the other hand, Z∗(x) = x + (e
∨
i , x)ei, for
all x ∈ H2(X,Z), by definition of Z. The equality (e∨i , •) =
−2(ei,•)
(ei,ei)
follows.
Step 5: Let g be the automorphism of Def(X), induced by the
Hodge-isometric reflection Z∗, and gˆ its completion at 0. We prove
next the equivalence of two formal deformations of U˜ : One is the com-
pletion of ψ′ : X ′ → C along the fiber U˜ and the other is obtained
similarly from the pullback g∗(X 0g(C)) := C×g(C)X
0
g(C) to C via g of the
“family” X 0g(C) → g(C).
Let Ĉ be the completion of C at zero. The restrictions of X 0C and
X ′ to Ĉ induces two classifying maps, κX 0 and κX ′ , from Ĉ to the
hull Def(U˜) of the deformation functor DeU . The isomorphism (7)
of variations of Hodge structures implies that the outer square of the
following diagram commutes.
Ĉ
κ
X0−→ Def(U˜)
ιX◦ρ
−1
X−→ Def(X)
p
−→ Ω
= ↓ gˆ ↓ g ↓ Z∗ ↓
Ĉ
κ
X′−→ Def(U˜)
ιX◦ρ
−1
X−→ Def(X)
p
−→ Ω
The right and middle squares commute, by definition. The period map
p is an embedding, by the Local Torelli Theorem [Be1]. Hence, the
left square commutes as well, and we get the equality κX ′ = gˆ ◦ κX 0 .
Consequently, the completion along U˜ of ψ′ : X ′ → C is equivalent to
that of g∗(ψ0) : g∗(X 0g(C))→ C as a formal deformation of U˜ over Ĉ.
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Step 6: A modification of a complex analytic space is a commutative
diagram
(8)
U˜ ⊂ A˜
π ↓ ↓ ν
U ⊂ A,
where U and U˜ are closed analytic subspaces ofA and A˜, the morphisms
ν and π are proper and surjective, and ν restricts as an isomorphism
from A˜\ U˜ onto A\U . We construct next a modification of A˜ := X ′ to
obtain a space Y ′ := A. There is also a notion of a formal modification
[AT], Ch I Section §2. We will only use the fact that the formal com-
pletion of Diagram (8) along U and U˜ is a formal modification. The
following is an anaytic version of an algebraic result of M. Artin [Ar].
Theorem 4.11. ([AT], Theorem C) Let U˜ be a closed analytic subspace
of an analytic space A˜, and A˜ the formal completion of A˜ along U˜ .
Suppose that there exists a formal modification
(9)
U˜ ⊂ A˜
π ↓ ↓ νˆ
U ⊂ A,
with the additional hypothesis that A is locally the formal completion
of an analytic space along a closed analytic subset. Then there exist
an analytic space A, containing U as a closed analytic subset, and a
modification (8), such that νˆ is the completion of ν along U˜ . The pair
(A, ν) is unique, up to an isomorphism.
Given a subvariety S of Def(X), containing 0, let YS be the restric-
tion to S of f ∗Y and Y0S := YS \Σ0, so that the fiber of Y
0
S over 0 ∈ S
is U := Y \ Σ0.
Claim 4.12. There exists a normal analytic space Y ′, admitting a
morphism ψ¯′ : Y ′ → C, and a proper surjective C-morphism ν ′ : X ′ →
Y ′, having the following properties: 1) ν ′ restricts to the fibers over
0 ∈ C as π : U˜ → U . 2) ν ′ is an isomorphism over Y ′ \ Using. 3) The
completion of ψ¯′ along U is equivalent to that of g∗(Y0g(C))→ C.
Proof. The formal completion of X ′ along the fiber U˜ was shown to be
isomorphic to the completion of g∗(X 0g(C)) along U˜ , via a Cˆ-morphism.
We may thus identify the two completions and denote both by A˜. Let
ν˜ : X → f ∗Y be the natural lift of ν, given by the universal property
of the fiber product f ∗Y := Def(X) ×Def(Y ) Y . Now ν˜ restricts to
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a contraction g∗(X 0g(C)) → g
∗(Y0g(C)). Let νˆ : A˜ → A be the formal
completion of the latter contraction along U˜ and U . We obtain a formal
modification (9). We apply Theorem 4.11 with A˜ := X ′ and conclude
the existence of the morphism ν ′ : X ′ → Y ′, satisfying property 1). Y ′
is normal, since g∗(Y0g(C)) is (see [Ha], Ch. III, Lemma 9.12). Property
2) follows from the smoothness of X ′ and Y ′ \ Using, and the fact that
ν ′ : X ′ \ U˜ → Y ′ \ U is an isomorphism. Property 3) is clear, by
construction. 
Step 7: We are now ready to apply Lemma 4.9. The assumptions
of Lemma 4.9 would be verified, once we prove the equivalence of the
completions along U of Y0C and Y
′ (here we use property 3 in Claim
4.12). The composite morphism X̂ → X 0C
ν˜
→ Y0C is clearly also the
composition of X̂ → X ′ and a C-morphism ν ′′ : X ′ → Y0C .
Set a := ν ′ × ν ′′ : X ′ → Y ′ × Y0C . We show that a maps X
′ onto
the graph of a C-isomorphism between Y ′ and Y0C . The fiber Yf(t) is
smooth, for all t in C \ {0}, by our choice of C. The statement is
thus clear over C \ {0}. The restriction of a to the special fiber is the
morphism π × π : U˜ → U × U , which maps U˜ onto the diagonal in
U×U . The morphism a is proper, so its image is supported by a closed
subvariety Ŷ , which maps bijectively onto each of Y ′ and Y0C . It remains
to show that each of these bijective morphisms induces an isomorphism
of the structure sheaves. This question is infinitesimal, and so we may
pass to the algebraic category. Note that Y0C is normal, by a lemma of
Hironaka [Ha], Ch. III, Lemma 9.12. Each of the projections from Ŷ,
to each of the factors Y ′ and Y0C , is a proper morphism, since ν
′ and
ν ′′ are. Ŷ is thus the graph of an isomorphism, by Lemma 4.13. This
completes the proof of Lemma 4.10. 
Lemma 4.13. Let Y1, Y2 be normal schemes of finite type over C and
Ŷ ⊂ Y1 × Y2 a closed integral subscheme. Assume that the projection
πi : Ŷ → Yi is a proper and bijective morphism, for i = 1, 2. Then Ŷ
is the graph of an isomorphism from Y1 onto Y2.
Proof. (See the proof of [Ha], Corollary III.11.4) The projection πi :
Ŷ → Yi is clearly a homeomorphism, since π is bijective continuous and
closed. It suffices to prove that the sheaf homomorphism OYi → πi,∗ObY
is an isomorphism. The question is local, so we may assume that
Yi = Spec(Ai) and Ŷ = Spec(B). B is a finitely generated Ai-module,
since πi,∗ObY is a coherent OYi module. Ai andB have the same quotient
field, and Ai is integrally closed. Consequently Ai = B. 
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Keep the notation of Step 1 of the proof of Lemma 4.10.
Corollary 4.14. The complex manifold g∗(X 0g(C)) := C ×g(C) X
0
g(C) is
isomorphic to the flop of X 0C along E
0
i via a C-isomorphism.
Proof. Let X ′ be the flop of X 0C along E
0
i , constructed in Step 3 of the
proof of Lemma 4.10. We have constructed the following two modifi-
cations in the proof of Lemma 4.10:
U˜ ⊂ g∗(X 0g(C))
π ↓ ↓ ν˜
U ⊂ g∗(Y0g(C))
and
U˜ ⊂ X ′
π ↓ ↓ ν ′
U ⊂ g∗(Y0g(C)),
the left in Step 6 and the right in Step 7. Their completions, along
U˜ and U , are isomorphic formal modifications, by Claim 4.12. The
desired isomorphism X ′ ∼= g∗(X 0g(C)) follows from the uniqueness part
of the statement of the existence and uniqueness of dilitations [AT],
Theorem D. 
4.6. Weyl groups as Galois groups. We prove Theorem 1.4 in this
section, provided that all connected components of Σ \ Σ0 satisfy the
technical Assumption 4.15 introduced below. The proof of the Theorem
is completed in section 4.8, dropping the assumption.
Let B be a connected component of Σ\Σ0. Then Y has singularities
along B of type Ar, Dr, or Er, by Proposition 1.3. Set EB := π
−1(B).
Choose a point b in B. We adopt, throughout this section, the follow-
ing:
Assumption 4.15. If Y has An singularities along B, and n is even,
then π1(B, b) acts trivially on the set of irreducible components of π
−1(b).
Each irreducible component E0i of EB is a P
1-bundle πi : E
0
i → B˜i
over an unramified cover ui : B˜i → B, such that ui ◦ πi is equal to
the restriction of π to E0i . This follows from Assumption 4.15, and the
classification of the automorphism groups of Dynkin diagrams ([Hum],
Section 12.2 Table 1).
Let τB be the type of the Dynkin diagram of the singularity of Y
along B. Then τB is also the type of the Dynkin diagram of the fiber
π−1(b). The fundamental group π1(B, b) acts on the dual graph, via
graph automorphism. Let τ¯∨B be the type of the Dynkin diagram ob-
tained by folding the Dynkin diagram of the fiber, via the action of
π1(B, b), following the procedure recalled in section 3. The dual type
is denoted by τ¯B. Let Ei be the closure of E
0
i in X and set ei to be its
class in H2(X,Z). Let e∨i be the class in H
4n−2(X,Z) Poincare-dual
to the fiber of E0i over a point in B˜i. Set ΛB := spanZ{e1, . . . , er¯} and
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Λ∨B := spanZ{e
∨
1 , . . . , e
∨
r¯ }, where r¯ is the rank of the root system of type
τ¯B.
Lemma 4.16. (1) We can rearrange the irreducible components
Ei, so that the matrix −
∫
X
e∨i ej is a Cartan matrix
5 of type
τ¯∨B .
(2) The lattices ΛB and Λ
∨
B both have rank r¯.
(3) The isomorphism H2(X,Q) → H4n−2(X,Q), induced by the
Beauville-Bogomolov pairing, restricts to an isomorphism from
ΛB⊗ZQ onto Λ∨B⊗ZQ, mapping the class
−2ei
(ei.ei)
to the class e∨i .
(4) Let WB be the subgroup of G, generated by the reflections with
respect to ei, as in Lemma 4.10. Then WB is isomorphic to the
Weyl group of type τ¯B.
(5) Let B0 ⊂ B be the subset consisting of connected components B
of Σ \ Σ0 satisfying Assumption 4.15. The subgroup W of G,
generated by ∪B∈B0WB, is isomorphic to
∏
B∈B0
WB.
(6) If B0 = B, then G =
∏
B∈BWB.
Given a lattice M of maximal rank in ΛB ⊗Z Q, we denote by M∗
the sublattice of Λ∨B⊗ZQ, consisting of classes x, such that (x, y) is an
integer, for all y ∈M . The fundamental group of the root system is, by
definition, the group ΠB := (Λ
∗
B/Λ
∨
B).
Proof. 1) This part follows immediately from the definition of an ADE-
singularity along B, if π1(B, b) acts trivially on the dual graph of the
fiber π−1(b). More generally, let F := {F1, . . . , Fr} be the set of irre-
ducible components of π−1(b). Denote by fi the node, corresponding
to Fi, of the dual graph. We regard {f1, . . . , fr} as a basis of simple
roots of the root lattice of type τB, which bilinear pairing was recalled
in Section 3. Let [Fj ] ∈ H
4n−2(X,Z) be the cohomology class of Fj.
Let Γ be the image of π1(B, b) in the automorphism group of the graph
dual to the fiber π−1(b). Note that if Fi and Fj belong to the same
Γ-orbit, then [Fi] = [Fj].
Let E0i be an irreducible component of EB and Fi˜ an irreducible
component of the fiber of E0i → B over b. Let E
0
j and Fj˜ be another
such pair. Then
∫
X
[Ej ][Fi˜] = −2, if i = j, and∫
X
[Ej ][Fi˜] = −
∑
f
k˜
∈Γ·f
j˜
(fk˜, fi˜), if i 6= j,
5The Cartan matrix of a root system with fundamental basis {e∨
1
, . . . e∨r¯ } has
entry e∨i (ej) in the i-th row and j-th column. Note that we are folding the root
system of the fiber.
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by Assumption 4.15. Thus −
∫
X
[Ej ][Fi˜] is equal to the right hand side
of the equation in Lemma 3.1. Hence, we can order the orbit F/Γ,
so that the matrix −
(∫
X
[Ej][Fi˜]
)
is the Cartan matrix of the folded
Dynkin diagram.
2) The sets {e1, . . . , er¯} and {e
∨
1 , . . . , e
∨
r¯ } are linearly independent,
since the rank of the Cartan matrix is r¯.
3) This part was proven in Lemma 4.10, which applies by Assumption
4.15.
4) Part 3 implies that the basis {e1, . . . , er¯} of ΛB, endowed with
minus the Beauville-Bogomolov pairing, is a basis of simple roots for a
root system of type τ¯B.
5) The lattice L is negative definite and the sub-lattices ΛB, B ∈ B,
are pairwise orthogonal, yielding an orthogonal direct sum decompo-
sition L ⊗Z Q = ⊕B∈BΛB ⊗Z Q. WB acts on ΛB via the reflection
representation and it acts trivially on ΛB′ , if B 6= B
′.
6) The inclusion W ⊂ G follows from part 5. We prove the inclusion
G ⊂W . The inclusion G ⊂ GL was proven in Proposition 4.4. Let GB
be the image of G in O(ΛB) via the composition G → GL → O(ΛB).
It suffices to prove the inclusion GB ⊂WB, since W =
∏
B∈BWB. The
inclusion GB ⊂WB would follow, if we can prove that G acts trivially
on the fundamental group ΠB, since WB is equal to the subgroup of
O(ΛB), which acts trivially on ΠB, by [Hum], Exercise 5 in Section 13.4.
Fix g ∈ G. Lemma 4.3 implies that g acts on ΛB via the class [Zg] =
I+
∑r
i=1
∑r
j=1 aijei⊗ e
∨
j , where I is the identity linear transformation,
and aij are non-negative integers. Let λ be an element of Λ
∗
B. Then
g(λ) = λ +
∑r
i=1
∑r
j=1 aijλ(ei)e
∨
j , which is congruent to λ modulo
Λ∨B. 
Definition 4.17. Let B ∈ B be a connected component satisfying
Assumption 4.15. The root system ΦB ⊂ ΛB is the union of the WB-
orbits of the classes ei, 1 ≤ i ≤ r¯, of the irreducible components of the
closure of π−1(B). The root system Φ∨B ⊂ Λ
∨
B is the union ofWB-orbits
of the classes e∨i , 1 ≤ i ≤ r¯, of the irreducible components of the fiber
π−1(b), b ∈ B.
Root systems, as defined in section 9.2 of [Hum], are reduced. See
[Hum], Section 12.2 Exercise 3, for the non-reduced root system of type
BCn. As a corollary of Lemma 4.16 we get:
Corollary 4.18. (1) ΛB is the root lattice of the root systems ΦB ⊂
ΛB and Λ
∨
B is the root lattice of the root system Φ
∨
B ⊂ Λ
∨
B. Both
root systems are reduced and are dual to each other. ΦB has
type τ¯B.
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(2) If the type τ¯B is E8, F4, or G2, then H
2(X,Z) decomposes as
the orthogonal direct sum ΛB⊕Λ
⊥
B. If, furthermore, B = Σ\Σ0,
then Λ⊥B is equal to the subspace H
2(U,Z) of H2(X,Z), defined
in Lemma 4.1 part 3.
Proof. 1) ΦB spans ΛB and Φ
∨
B spans Λ
∨
B, by construction. The fold-
ings, of every finite root system of type ADE, by any subgroup of its
automorphism group, produces a reduced root system, by the classifi-
cation of the automorphism groups of Dynkin diagrams of ADE type
(see [C], Section 13.3).
2) If τ¯B is E8, F4, or G2, then the fundamental group ΠB of the root
system is trivial, so that the sublattice Λ∨B of H
4n−2(X,Z) is isometric
to Λ∗B. The extension 0 → ΛB → H
2(X,Z) → H2(X,Z)/ΛB → 0 is
split, by the Poincare-Duality isomorphism:
H2(X,Z) ∼= H4n−2(X,Z)∗ → (Λ∨B)
∗ ∼= ΛB.
The kernel of the above homomorphism is the annihilator of Λ∨B, which
is equal to Λ⊥B, by Lemma 4.16 part 3. If Σ \ Σ0 = B, then Λ
⊥
B =
H2(U,Z), by Lemma 4.2. 
4.6.1. The saturation of the root lattice ΛB. Let LB be the saturation of
the sublattice ΛB of H
2(X,Z). Let L∨B be the saturation of the sublat-
tice Λ∨B of H
4n−2(X,Z). Let |ΠB| be the cardinality of the fundamental
group ΠB of the root system. We clearly have the flag
Λ∨B ⊂ L
∨
B ⊂ L
∗
B ⊂ Λ
∗
B.
We get the equality
|L∨B/Λ
∨
B| · |LB/ΛB| · |L
∗
B/L
∨
B| = |ΠB|.
ΠB is determined by the type τ¯B of the folded root system as follows:
Ar: Z/(r+1)Z, Br, Cr: Z/2Z, Dr: Z/4Z, if r is odd, and Z/2Z×Z/2Z,
if r is even, E6: Z/3Z, E7: Z/2Z, E8, F4, G2: trivial [Hum], section
13.1.
The groups LB/ΛB and L
∨
B/Λ
∨
B are invariants of the singularity,
which need not be determined by the type of the folded root system,
if the fundamental group ΠB is non-trivial.
Example 4.19. For the singularity type A1 we have three possibilities
|LB/ΛB| = 2, |L
∨
B/Λ
∨
B| = 2, or |L
∗
B/L
∨
B| = 2. Following are two examples.
a) Let S be a K3 surface, S [n] the Hilbert scheme of length n sub-
schemes of S, S(n) the n-th symmetric product, and π : S [n] → S(n)
the Hilbert-Chow morphism. Then π is a contraction of type A1,
B := Σ \ Σ0 is irreducible, the exceptional divisor E has class e = 2δ,
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where δ is integral, primitive, and (δ, δ) = 2 − 2n [Be1]. Hence,
LB/ΛB ∼= Z/2Z.
b) Let π : X → Y be a contraction of type A1, such that the class e
of the exceptional divisor satisfies (e, e) = −2, and (e, x) = 1, for some
x ∈ H2(X,Z). Then (e∨, x) = (e, x), so |LB/ΛB| = |L∨B/Λ
∨
B| = 1, and
thus |L∗B/L
∨
B| = 2. The contraction of a −2 curve on a K3 surface X
provides such an example. Higher dimensional examples can be found
in [Y1], or [Ma1], Corollary 3.19 in the case of Mukai vectors v with
χ(v) = 0.
4.7. Weyl group actions via flops. Let B ∈ B be a connected com-
ponent satisfying Assumption 4.15. Let g ∈ WB and write g as a word
in the reflections with respect to the simple roots {e1, . . . er¯}
g = ρeikρeik−1 · · · ρei1 .
Let C ⊂ Def(X) be a connected Riemann surface containing 0, such
that C\{0} is contained in the subset V given in Diagram 2. Denote by
ΦB ⊂ ΛB the root system (Definition 4.17). Assume further that T0C
is not contained in the +1 eigenspace in T0Def(X) of any reflection
with respect to a root in ΦB. Notice that the special fiber of the flop of
X 0C centered along E
0
i , 1 ≤ i ≤ r¯, is naturally identified with the fiber U˜
of X 0C . Hence, we can talk about sequences of such flops. Furthermore,
the following equality holds for every h ∈ WB and for every E
0
i :
(10) h∗(flop of X 0h(C) along E
0
i ) = flop of h
∗(X 0h(C)) along E
0
i .
Lemma 4.20. The complex manifold g∗(X 0g(C)) is isomorphic to the
one obtained from X 0C by the sequence of k flops, starting with E
0
i1
and
ending with E0ik .
Proof. The proof is by induction on k. The case k = 1 was proven
in Corollary 4.14: ρ∗ei(X
0
ρei (C)
) is isomorphic to the flop of X 0C along
E0i . Assume that k ≥ 2 and the statement holds for k − 1. Set g˜ :=
ρeik−1 · · · ρei1 . Then g˜
∗(X 0g˜(C)) is obtained from X
0
C by the sequence of
flops starting with E0i1 and ending with E
0
ik−1
. Apply next the case
k = 1 of the Lemma with the Riemann surface g˜(C) and the reflection
ρeik to get
g∗(X 0g(C)) = g˜
∗ρ∗eik
(X 0ρeik g˜(C)
) = g˜∗(the flop of X 0g˜(C) along E
0
ik
)
(10)
= the flop of g˜∗(X 0g˜(C)) along E
0
ik
. 
Example 4.21. Choose a connected component B ∈ B, a point b ∈ B,
and assume that the type τB, of the Dynkin diagram of the fiber π
−1(b),
is A2, and that π1(B, b) acts trivially on the Dynkin graph, so that τ¯
∨
B =
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A2 as well. The existence of such a component B, for some contraction
π : X → Y , with 2n-dimensional X and Y , for all n, is exhibited in
section 5.1. Given such a component B, then EB := π
−1(B) is the
union of two irreducible components E01 and E
0
2 , such that E
0
i is a
P1 bundle over B with section E01 ∩ E
0
2 . Set ei := [Ei] ∈ H
2(X,Z),
i = 1, 2, as above, and let ρei ∈ G be the element of the Galois group
corresponding to the reflection with respect to ei. Note the equalities
ρe1ρe2ρe1 = ρe1+e2 = ρe2ρe1ρe2 .
Choose a smooth connected Riemann surface C ⊂ Def(X), as in
Lemma 4.20. We see that flopping X 0C first along E
0
1 , then along E
0
2 ,
and finally along E01 again, yields the same “family” ρ
∗
e1+e2
(X 0ρe1+e2(C)
),
as flopping first along E02 , then along E
0
1 , and finally along E
0
2 again.
The above Example will enable us to complete the proof of Theo-
rem 1.4, dropping Assumption 4.15. We will further need the following
Lemma. Keep the notation of the Example. Let Z ⊂
[
X 0C × ρ
∗
e1+e2
(X 0ρe1+e2 (C)
)
]
be the closure of the graph of the composite isomorphism
[X 0C \ U˜ ]
∼= [Y0C \U ]
∼= [ρ∗e1+e2(Y
0
ρe1+e2 (C)
) \U ] ∼= [ρ∗e1+e2(X
0
ρe1+e2(C)
) \ U˜ ].
Let Z be the fiber of Z over 0 ∈ C.
Lemma 4.22. The reduced induced subscheme structure of Z consists
of the union of the following five irreducible components: The diagonal
∆eU , and the four components E
0
1×BE
0
1 , E
0
2×BE
0
2 , E
0
1×BE
0
2 , E
0
2×BE
0
1
of EB×B EB. Z is generically reduced along each of these components.
Proof. Choose the equality ρe1+e2 = ρe1ρe2ρe1 and consider the corre-
sponding sequence of flops
Z1 Z2 Z3
ւ ց ւ ց ւ ց
X 0C ρ
∗
e1
(X 0ρe1 (C)
) ρ∗e1ρ
∗
e2
(X 0ρe2ρe1 (C)
) ρ∗e1+e2(X
0
ρe1+e2 (C)
).
Each Zi embeds as a correspondence in the product of its two successive
blow-downs. Z is the composite correspondence Z = Z3 ◦ Z2 ◦ Z1.
Let Zi be the fiber of Zi over 0 ∈ C. For i = 1, 2 we have Zi :=
∆eU∪[E
0
i ×B E
0
i ] and Z3 = Z1. Z is generically equal to the composition
Z3 ◦Z2 ◦Z1 of the three correspondences, which is the union of the five
irreducible components as stated. 
4.8. The folded A2k case of Theorem 1.4. Drop Assumption 4.15.
Fix B ∈ B, along which Y has an Ar-singularity, r even, a point b ∈ B,
and assume that the image Γ of π1(B, b), in the automorphism group
of the graph of the fiber π−1(b), is Z/2Z. Let ΛB ⊂ H
2(X,Z) be the
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lattice generated by the classes ej of the irreducible components Ej
of the closure of EB. Define Λ
∨
B as the lattice spanned by the classes
[Fj], where Fj is one of the irreducible components of the fiber of E
0
j
over b. We will see below that ΛB is a unimodular (non-reduced) root
lattice of type BCr¯, r¯ = r/2, and Λ
∨
B is isometric to the dual lattice
Λ∗B (Remark 4.25).
We define a sublattice Λ˜B of ΛB. The irreducible components Fj of
the fiber π−1(b) come with two natural orderings, one the reverse of
the other. The two are interchanged by the non-trivial element of Γ.
Choose one of the orderings and let E0j be the irreducible component
of EB containing the fiber Fj , 1 ≤ j ≤ r¯. Then E
0
r¯ is the irreducible
component, such that the fiber of E0r¯ over b consists of the pair of
middle components Fr¯, Fr¯+1 in the graph of the fiber. Set e˜j := [Ej ],
if j 6= r¯, e˜r¯ := 2[Er¯], and let Λ˜B := span{e˜1, . . . , e˜r¯}. We set e˜
∨
j := [Fj ],
regardless if j and r¯ are equal or not. Set Λ˜∨B := span{e˜
∨
1 , . . . , e˜
∨
r¯ }.
Then Λ˜∨B = Λ
∨
B.
Lemma 4.23. The Beauville-Bogomolov degree (e˜r¯, e˜r¯) is negative.
The isomorphism H2(X,Z)→ H4n−2(X,Z), induced by the Beauville-
Bogomolov pairing, maps the class
−er¯
(er¯, er¯)
=
−2e˜r¯
(e˜r¯, e˜r¯)
to the class e˜∨r¯ .
Consequently, the reflection
g(x) := x−
2(x, e˜r¯)
(e˜r¯, e˜r¯)
e˜r¯
has integral values, for all x ∈ H2(X,Z). The Hodge-isometry g in-
duces an automorphism of Def(X), which belongs to the Galois group
G.
Proof. We indicate the modifications needed in the proof of the analo-
gous Lemma 4.10.
Step 1: Choose C ⊂ Def(X) as in Step 1 of the proof of Lemma
4.10. Let B˜r¯ → B be the double cover corresponding to the choice of
a line in a fiber of E0r¯ → B. We get a natural P
1-bundle E˜0r¯ → B˜r¯
and a morphism η : E˜0r¯ → X
0
C with an injective differential, and so the
normal bundle Nη of the morphism is locally free. Step 1 of the proof
of Lemma 4.10 goes through, with P1t , t ∈ B˜r¯.
Step 2: In Step 2 of the proof of Lemma 4.10 we defined a subscheme
Z ⊂ U˜ × U˜ . We need to redefine Z as the subscheme ∆eU ∪ [E
0
r¯ ×B E
0
r¯ ].
Note that Z has three irreducible components. Let Z ⊂ X ×X be the
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closure of Z. We get
∫
X
e˜r¯ e˜
∨
r¯ = 2
∫
X
[Er¯][Fr¯] = −2,
Z∗(e˜r¯) = 2Z∗([Er¯]) = −2[Er¯] = −e˜r¯,
and so the analogues of the results of Step 2 hold.
Step 3: We use Example 4.21 and Lemma 4.22 to construct the flop
X ′ of X 0C . Choose a covering {Wα} of Y
0
C, open in the analytic topology,
satisfying the following property: If bα is a point of Bα := B ∩ Wα,
then π1(Bα, bα) acts trivially on the graph of the fiber π
−1(bα). Set
W˜α := ν˜
−1(Wα) to obtain an open covering of X
0
C . Set Eα := E
0
r¯ ∩ W˜α.
Then Eα is a reducible divisor in W˜α with two irreducible components
Eα,1 and Eα,2. If Bα is empty, set W˜
′
α := W˜α. Otherwise, let W˜
′
α be the
result of the sequence of three flops, starting with the flop of W˜α along
Eα,1, then along Eα,2, and finally along Eα,1 again. Similarly, let W˜
′′
α
be the result of the sequence of three flops, starting with the flop of
W˜α along Eα,2, then along Eα,1, and finally along Eα,2 again. Example
4.21 shows that the bimeromorphic isomorphism W˜ ′α → W˜α → W˜
′′
α is
actually biregular. Hence, W˜ ′α is independent of the choice of ordering
of the two irreducible components of Eα. We can thus glue {W˜
′
α}
to a smooth analytic space X ′, locally isomorphic to X 0C , admitting
morphisms ψ′ : X ′ → C, and ν˜ ′ : X ′ → Y0C . Let X̂ ⊂ X
0
C × X
′ be the
closure of the graph of the isomorphism
[X 0C \ U˜ ]
∼= [Y0C \ U ]
∼= [X ′ \ U˜ ].
Set Z ′ := X̂ ∩ [U˜ × U˜ ]. Then Z ′ is generically reduced along each of its
irreducible components, and the reduced induced subscheme of Z ′ is
isomorphic to ∆eU ∪ [E
0
r¯ ×BE
0
r¯ ], by Lemma 4.22. The proof of Step 3 of
Lemma 4.10 now goes through to show that Z∗ : H
2(X,Z)→ H2(X,Z)
is a Hodge-isometry.
The rest of the proof is identical to that of Lemma 4.10. 
The following lemma completes the proof of Theorem 1.4. Let B ∈ B
and E0r¯ ⊂ EB be as above. We indicate the changes required in the
statement and proof of Lemma 4.16, once we drop Assumption 4.15.
Lemma 4.24. (1) The matrix with entry −
∫
X
e˜∨i e˜j in the i-th row
and j-th column is the Cartan matrix of type Br¯.
(2) The lattices Λ˜B and Λ˜
∨
B both have rank r.
(3) The isomorphism H2(X,Q) → H4n−2(X,Q), induced by the
Beauville-Bogomolov pairing, restricts to an isometry from Λ˜B⊗ZQ
onto Λ˜∨B ⊗Z Q, mapping the class
−2e˜i
(e˜i, e˜i)
to the class e˜∨i .
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(4) Let WB be the subgroup of G generated by the reflections with
respect to e˜i, as in Lemmas 4.10 and 4.23. Then WB is isomor-
phic to the Weyl group of type Br¯.
(5) G =
∏
B∈BWB.
Proof. 1) We have e˜∨i (e˜r¯) = 2
∫
X
[Er¯][Fi] = −2
∑
fk∈Γfr¯
(fk, fi). We see
that −e˜∨i (e˜r¯) is equal to the right hand side of the equation in Lemma
3.1, in the case (i, j) = (i, r¯). The equality of −e˜∨i (e˜j) with the right
hand side of the equation in Lemma 3.1, for j 6= r¯, is proven in part 1 of
Lemma 4.16. Consequently, the matrix −e˜∨i (e˜j) is the Cartan matrix
of type Br¯, the type of the Dynkin diagram obtained by folding that
of Ar (see [C], Section 13.3).
2) The proof is identical to that of Lemma 4.16 part 2.
3) Follows from Lemma 4.23, if i = r¯, and from Lemma 4.10, for
1 ≤ i ≤ r¯ − 1.
4) The proof is identical to that of Lemma 4.16 part 4.
5) Let GB be the image of G in O(ΛB) via the composition G →
GL → O(ΛB). It suffices to prove the inclusion GB ⊂ WB, for every
component B violating Assumption 4.15, by the reduction argument
provided in Lemma 4.16 part 6.
We rephrase first the above results in the language of root systems.
Let Φ˜B be the union of all WB orbits of the simple roots e˜i, 1 ≤ i ≤ r¯.
Define Φ˜∨B similarly, with respect to e˜
∨
i . We get that Λ˜B is a root lattice
of the root system Φ˜B of type Cr¯, and Λ˜
∨
B is the root lattice of the root
system Φ˜∨B of type Br¯.
We define next ΛB as a root lattice of type Br¯. Set Λ¯B = ΛB, with
a basis of simple roots spanZ{e¯1, . . . e¯r¯}, where e¯i = ei, 1 ≤ i ≤ r¯. Set
e¯∨i = [Fi], for 1 ≤ i ≤ r¯ − 1, e¯
∨
r¯ = 2[Fr¯], and Λ¯
∨
B := spanZ{e¯
∨
1 , . . . , e¯
∨
r¯ }.
We get the root systems Φ¯B ⊂ Λ¯B and Φ¯
∨
B ⊂ Λ¯
∨
B. Part 3 still holds,
replacing e˜i with e¯i. Thus Λ¯B is the root lattice of the root system Φ¯B
of type Br¯ and Λ¯
∨
B is the root lattice of the root system Φ¯
∨
B of type
Cr¯. The proof of part 6 of Lemma 4.16 applies to the pair of dual
root systems Φ¯B ⊂ Λ¯B and Φ¯
∨
B ⊂ Λ¯
∨
B, and shows the the inclusion
GB ⊂WB. 
Remark 4.25. The union Φ˜B ∪ Φ¯B in ΛB is a root system of type BCr¯,
by the proof of part 5 above. Similarly, the union Φ˜∨B ∪ Φ¯
∨
B in Λ
∨
B is a
root system of type BCr¯.
5. Examples
5.1. Hilbert schemes. Let S¯ be a projective K3 surface with ADE-
singularities at Q := {Q1, . . . , Qk} ⊂ S¯, and c : S → S¯ the crepant
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resolution, so that S is a smooth K3 surface. Let S [n] be the Hilbert
scheme of length n subschemes of S, n ≥ 2, and π : S [n] → S¯(n) the
composition, of the Hilbert-Chow morphism S [n] → S(n) onto the sym-
metric product of S, with the natural morphism S(n) → S¯(n) induced
by c. Set W0 := Z/2Z and let Wi be the Weyl group of the root system
of the type of the singularity of S¯ at Qi, 1 ≤ i ≤ k. We apply Theorem
1.4 to show that W :=
∏k
i=0Wi is isomorphic to the Galois group G of
f : Def(S [n])→ Def(S¯(n)), introduced in Lemma 1.2.
A point P of S¯(n) is a function P : S¯ → Z≥0, with finite support
supp(P ), satisfying
∑
Q∈S¯ P (Q) = n. Set
Σ := {P :
∑k
i=1 P (Qi) +
∑
Q∈supp(P )\Q[P (Q)− 1] > 0},
Σ0 := {P :
∑k
i=1 P (Qi) +
∑
Q∈supp(P )\Q[P (Q)− 1] > 1}.
Σ is the singular locus of S¯(n) and Σ0 is its dissident locus. The set
Σ \ Σ0 is smooth, with 2n− 2 dimensional connected components:
B0 := {P :
∑k
i=1 P (Qi) = 0 and
∑
Q∈supp(P )\Q[P (Q)− 1] = 1},
Bj := {P : P (Qj) = 1 and
∑k
i=1
i 6=j
P (Qi)+
∑
Q∈supp(P )\Q[P (Q)−1] = 0}.
S¯(n) has a singularity of type A1 along B0 and the singularity along
Bj, j ≥ 1, has the same type as that of S¯ at Qj . Set U := S¯
(n) \Σ0 and
U˜ := π−1(U). Let E be the exceptional divisor of π. The intersection
E0 := E ∩ U˜ has k+1 connected components. One, a P1 bundle over
B0, is irreducible. The connected component of E
0 over Bj , j ≥ 1, is
isomorphic to the product of the fiber of S over Qj ∈ S¯ with Bj . Choose
a point bj ∈ Bj , 0 ≤ j ≤ k. We see that π1(Bj , bj) acts trivially on the
Dynkin graph of the fiber π−1(bj), 0 ≤ j ≤ k. Theorem 1.4 implies the
equality G = W .
5.2. O’Grady’s 10-dimensional example. Let S be a K3 surface,
K(S) its topological K-group, and v ∈ K(S) the class of an ideal sheaf
of a length 2 zero dimensional subscheme of S. There is a system of
hyperplanes in the ample cone of S, called v-walls, that is countable but
locally finite [HL], Ch. 4C. An ample class is called v-generic, if it does
not belong to any v-wall. Choose a v-generic ample class H . Let M :=
MH(2v) be the moduli space of Gieseker H-semi-stable sheaves with
class 2v. M is singular, but it admits a projective symplectic resolution
β : X → M [O]. Let Y be the Ulenbeck-Yau compactification of the
moduli space of H-stable locally free sheaves with class 2v. There is a
natural morphism φ :M → Y , which is an isomorphism along the locus
of stable locally free sheaves [Li]. Let π : X → Y be the composition
X
β
−→M
φ
−→ Y.
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Lemma 5.1. (1) The Galois group of f : Def(X) → Def(Y ) is
the Weyl group of type G2.
(2) [R] The lattice H2(X,Z) is the orthogonal direct sum Λ⊕H2(U,Z),
where Λ is the (negative definite) root lattice of type G2, and
H2(U,Z) is defined in Lemma 4.1 part 3.
Proof. The proof of Lemma 5.1 consists of two steps. In step 1 we
recall that the singular locus ΣY of Y is irreducible, and Y has D4
singularities along the complement BY := ΣY \ ΣY,0 of the dissident
locus. This fact is implicitly proven in [O]. I thank A. Rapagnetta and
M. Lehn for explaining this fact to me. In the short step 2 we observe
that the image of π1(BY , b), b ∈ BY , in the automorphism group of the
Dynkin diagram of the fiber π−1(b), is the full automorphism group;
i.e., the symmetric group Sym3. The folded Dynkin diagram is thus of
type G2, by Example 3.2, and the Galois group is the Weyl group of
G2, by Theorem 1.4. The orthogonal direct sum decomposition follows,
by Corollary 4.18.
Step 1: While M =MH(2v), the moduli space MH(v) is the Hilbert
scheme S [2] of length 2 zero dimensional subschemes of S. The singular
locus ΣM ofM is isomorphic to the symmetric square
6 M(v)(2) and the
dissident locus ΣM,0 is the diagonal ofM(v)
(2) [O]. ΣY is isomorphic to
the fourth symmetric power S(4), and ΣY,0 consists of the big diagonal
in S(4) (see [O], paragraph following the proof of Prop. 3.1.1). Note
that BY := ΣY \ ΣY,0 is connected.
We review first the main ingredients of the proof that ΣY = S
(4).
Any H-semi-stable locally free sheaf of class 2v is H-stable, by [O],
Lemma 1.1.5. H-stable sheaves correspond to smooth points of M
[Muk]. Hence, the singular locus ΣM is contained in the sublocus
D ⊂ M parametrizing equivalence classes of H-semi-stable sheaves,
which are not locally free. Each equivalence class is represented by a
unique isomorphism class of an H-poly-stable sheaf. The reflecsive hull
E∗∗, of every H-poly-stable sheaf E corresponding to a point in D, is
necessarily isomorphic to OS ⊕ OS [O], Prop. 3.0.5. We get a short
exact sequence
0→ E → OS ⊕OS → QE → 0,
where QE is a sheaf of length 4. QE determines a point of S
(4). The
construction yields a surjective morphism φ|D : D → S
(4), which is the
restriction of the morphism φ, by the results of Jun Li [Li].
We need to recall the proof of the surjectivity of φ|D : D → S
(4). It
suffices to prove that φ|D is dominant. Let D
0 ⊂ D be the Zariski dense
6Lehn and Sorger showed that X is the blow-up of M centered at ΣM [LS].
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open subset, where the support of QE consists of four distinct points.
Let BY be the complement in S
(4) of the big diagonal. We get that
φ restricts to a morphism φ|
D0
: D0 → BY . O’Grady proves that the
latter is a P1-bundle [O], Prop. 3.0.5. Following is the identification
of the fiber. Let b ⊂ S be a length four subscheme consisting of four
distinct points (q1, q2, q3, q4). A poly-stable sheaf E in D, with QE
isomorphic to Ob, consists of a choice of a one dimensional subspace of
each of the fibers E∗∗qi . These four fibers can be identified, since E
∗∗ is
trivial. Hence, a point E in the fiber Db of M → Y over b corresponds
to a choice of a point (ℓ1, ℓ2, ℓ3, ℓ4) of P1 × P1 × P1 × P1, modulo the
action of Aut(E∗∗). If ℓ1 = ℓ2 = ℓ3, then the ideal sheaf Iq4 is a subsheaf
of E, contradicting the semi-stability of E. Consequently, H-semi-
stability of E implies that each point of P1 appears at most twice in
(ℓ1, ℓ2, ℓ3, ℓ4). The two conditions are in fact equivalent. The quotient
Db is thus isomorphic to the GIT quotient M 0,4 of P1 × P1 × P1 × P1
by the diagonal action of PGL(2). Now M 0,4 is isomorphic to P
1.
We are ready to identify the fiber of π : X → Y over b ∈ BY . Let
Db be the fiber φ
−1(b). Let E ∈ Db be the polystable sheaf, such
that ℓi = ℓj and i 6= j. Set Z := {qi, qj} and W := b \ Z. We get
the inclusion IW ⊂ E of the ideal sheaf of the length two subscheme
of S supported on W , and the quotient E/IW is the ideal sheaf IZ .
Polystability implies that E = IW ⊕IZ . The intersection Db∩ΣM thus
consists precisely of three points IW ⊕IZ , where W ∪Z = {q1, q2, q3, q4}
is a decomposition of b as the union of two disjoint subsets of cardinality
two. Set B˜Y := D
0 ∩ ΣM . Then B˜Y is a Zariski dense open subset of
BM := ΣM\ΣM,0. M has A1-singularities along B˜Y , by [O], Proposition
1.4.1. Hence, the total transform of Db in X consists of the union of
the strict transform of Db and three smooth rational curves over the
three points of intersection Db ∩ ΣM . The graph, dual to the fiber of
π : X → Y over b, is thus a Dynkin graph of type D4. We conclude that
Y has D4 singularities along BY , by Namikawa’s classification [Nam1],
section 1.8.
Step 2: We have seen that B˜Y is a connected unramified cover of BY
of degree 3. Let ED be the proper transform of D in X and EΣ the
exceptional divisor of X → M . Then E0Σ → BY is the composition
of a P1-bundle E0Σ → B˜Y and the covering map B˜Y → BY . The
fundamental group of BY is the symmetric group Sym4, and it acts
on B˜Y via the natural homomorphism Sym4 → Sym3, permuting the
three decompositions b = W ∪ Z of b. We conclude that the image Γ
of π1(BY , b), in the automorphisms group of the Dynkin graph of type
34 EYAL MARKMAN
D4, is the full automorphism group of the latter. This completes the
proof of Lemma 5.1. 
Remark 5.2. Part 2 of Lemma 5.1 falls short of determining the Beauville-
Bogomolov pairing on H2(X,Z), which is the main result of [R]. Miss-
ing still is the determination of the rank of H2(U,Z) and of two con-
stants λ1, λ2 defined below. The bilinear pairing on the root lattice Λ
of G2 is determined only up to a constant. Rapagnetta proved that the
matrix of the bilinear pairing on Λ is the multiple of the one in Ex-
ample 3.2 by a factor of λ1 = −3. Rapagnetta furthermore shows
that the direct summand H2(U,Z) is Hodge-isometric to H2(S,Z).
The proof of the latter statement goes as follows: Donaldson’s ho-
momorphism µ : H2(S,Q) → H2(Y,Q) is injective, by [O], Claim
5.2. Compose with restriction to U to get an injective homomorphism
µ˜ : H2(S,Q) → H2(U,Q). The homomorphism µ˜ is surjective, since
b2(X) = 24, by [R], Theorem 1.1. There exists a rational number λ2,
such that λ2µ˜ is an isometric embedding, with respect to the inter-
section pairing on S and the Beauville-Bogomolov pairing induced on
the direct summand H2(U,Z) of H2(X,Z). The existence of λ2 follows
from the calculation of the degree 10 Donaldson polynomial in [O],
equation (5.1). A short argument, using the polarization of that Don-
aldson polynomial, shows that λ2 = 1 (see the first part of the proof of
[R], Theorem 3.1). The unimodularity, of the K3 lattice, shows that
π∗ (µ[H2(S,Z)]) is saturated in H2(X,Z), and hence equal to H2(U,Z).
5.3. Contractions of moduli spaces of sheaves on a K3. I thank
K. Yoshioka for kindly explaining to me the following examples. Fix
an ample line bundle H on a K3 surface S. The notion of Gieseker
H-stability admits a refinement, due to Matsuki and Wentworth, called
w-twistedH-stability, where ω is a class in Pic(S)⊗ZQ [MW]. Yoshioka
extended this notion for sheaves of pure one-dimensional support [Y3].
The moduli space MωH(r, c1, c2), of S-equivalence classes of ω-twisted
H-semistable sheaves with rank r and Chern classes ci, is a projective
scheme [MW, Y3]. There is a countable, but locally finite, collection of
walls, defining a chamber structure on Pic(S)⊗Z Q, once we fix H , r,
and ci, i = 1, 2. A class ω is called generic, if it does not lie on a wall.
When ω is generic, it is often the case that ω-twisted H-semistability,
for sheaves with the specified rank and Chern classes, is equivalent
to ω-twisted H-stability. The moduli space MωH(r, c1, c2) is smooth
and holomorphic symplectic, for such a generic ω [Muk]. The moduli
space is in fact deformation equivalent to S [n] and is thus a projective
irreducible holomorphic symplectic manifold [Y2]. If we deform ω to a
class ω¯ in the closure of the chamber of ω, then there exists a morphism
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πωω¯ :M
ω
H(r, c1, c2)→M
ω¯
H(r, c1, c2) [MW]. One can carefully analyze the
exceptional locus of the contraction in many examples. This is done for
two dimensional moduli spaces in [OK]. They obtain many examples
where the morphism πωω¯ is the crepant resolution of a normalK3 surface
with ADE singularities. These methods can be extended to the higher
dimensional examples considered in [Y4], Example 3.2 and Proposition
4.3, to obtain divisorial contractions with Weyl groups of irreducible
root systems of ADE-type. A detailed explanation would, regrettably,
take us too far afield.
6. Generalizations
6.1. Symplectic generalizations. We thank Y. Namikawa for point-
ing out the following generalizations of Lemma 1.2, allowing the singu-
lar symplectic Y to be affine, or considering only partial resolutions of
Y .
6.1.1. Partial resolutions. Let Y be a projective symplectic variety. A
Q-factorial terminalization of Y is a morphism π : X → Y from a
projective Q-factorial symplectic variety X with only terminal singu-
larities, which is an isomorphism over the non-singular locus Yreg of
Y . Y need not admit a symplectic resolution [KLS], but it always ad-
mits a Q-factorial terminalization, by [Nam2], Remark 2, and recent
results in the minimal model program [BCHM]. The Hodge structure
of H2(Xreg,C) is pure, any flat deformation of X is locally trivial,
i.e., it preserves all the singularities of X [Nam2], the Kuranishi space
Def(X) is smooth, and the Local Torelli Theorem holds for X [Nam3],
Theorem 8. The analogue of Theorem 1.1 above for a symplectic Q-
factorial terminalization π : X → Y was proven in [Nam2], Theorem
1. The analogue of Lemma 1.2 above extends, by exactly the same
argument. We expect Theorem 1.4 to generalize as well.
6.1.2. Affine examples. Theorem 1.1 was further extended by Namikawa
to the the case where π : X → Y is a crepant resolution of an affine sym-
plectic variety Y with a good C∗-action and with a positively weighted
Poisson structure ([Nam5], Theorems 2.3 and 2.4). A C∗-action on an
affine variety Y is good, if there is a closed point y0 ∈ Y fixed by the
action, and C∗ acts on the maximal ideal of y0 with positive weights.
Examples include Springer resolutions of the closure of a nilpotent or-
bit of a complex simple Lie algebra. More generally, Nakajima’s quiver
varieties fit into the above set-up [Nak].
The analogue of Lemma 1.2 above extends. Infinitesimal Poisson
deformations of X are governed by H2(X,C), by [Nam4], Corollary 10.
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The only change to the proof of Lemma 1.2 is that we replace the period
domain by H2(X,C), on which the monodromy group acts, and we do
not need to consider any pairing on H2(X,C). The Kuranishi Poisson
deformation space PDef(X) is an open analytic neighborhood of 0 in
H2(X,C), and the period map is replaced by the inclusion PDef(X) ⊂
H2(X,C). The analogue of Theorem 1.4 for quiver varieties follows
from the results in [Nak].
6.2. Modular Galois covers in the absence of simultaneous res-
olutions. Let Y be a normal compact complex variety, X a connected
compact Ka¨hler manifold, and π : X → Y a morphism, which is
bimeromorphic. Assume that R1pi∗OX = 0. Then π induces a mor-
phism f : Def(X) → Def(Y ) and π deforms as a morphism ν of
the semi-universal families, fitting in a commutative diagram (1), by
[KM], Proposition 11.4. Let M ⊂ Def(Y ) be the image of f . We
keep the notation of diagram (1) and impose the following additional
assumptions:
Assumption 6.1. (1) Def(X) is smooth.
(2) The morphism f is proper with finite fibers.
(3) The Local Torelli Theorem holds for Def(X) in the following
sense. There exists a positive integer i, such that the local sys-
tem Riψ∗(Q) is a polarized
7 variation of Hodge structures, with
period domain Ω and period8 map p : Def(X) → Ω. Further-
more, the differential dp0 at 0 ∈ Def(X) is injective.
(4) There exists a closed analytic proper subset ∆ ⊂ M , such that
if we set U := M \ ∆ and V := Def(X) \ f−1(∆), then the
restriction ψ¯|U : Y|U → U is a topological fibration. Further-
more, for every t ∈ U and for every two points t1, t2 in V ,
satisfying f(t1) = f(t2) = t, the pull-back homomorphisms
ν∗tj : H
i(Yt,Q) → H i(Xtj ,Q), j = 1, 2, are surjective and have
the same kernel, which we may denote by Lt.
Part 4 of the assumption implies that the homomorphism of local
systems
ν∗ : f ∗
(
[Riψ¯∗Q]|U
)
−→ Riψ∗(Q)|V
is surjective and its kernel is the pullback f ∗L of a local subsystem
L ⊂ [Ri
ψ¯∗
Q]|U over U . Consequently, the local system R
i
ψ∗
(Q)|V is
7A canonical polarization exists, for example, if i is the middle cohomology, or
if i = 2 and X is an irreducible holomorphic symplectic manifold.
8See the reference [G] for the definitions of variations of Hodge structures and
period maps.
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isomorphic to the pullback of the quotient local system [Ri
ψ¯∗
Q]|U/L over
U . This isomorphism is a generalization of the isomorphism (3) used
in the proof of Lemma 1.2. The image M of f is a closed irreducible
analytic subset of Def(Y ), by part 2 of the assumption. We endow M
with the reduced structure sheaf, and let M˜ →M be its normalization.
The morphism f factors through M˜ , since Def(X) is smooth. The
proof of Lemma 1.2 is easily seen to generalize yielding the following
result.
Lemma 6.2. Under the above assumptions, there exist neighborhoods
of 0 in Def(X) and of 0¯ in M , which we denote also by Def(X) and
M , and a finite group G, acting faithfully on Def(X), such that the
morphism f is the composition of the quotient Def(X)→ Def(X)/G,
an isomorphism Def(X)/G → M˜ , and the normalization M˜ → M .
The group G acts on H∗(X,Z) via monodromy operators preserving
the Hodge structure.
6.3. Calabi-Yau threefolds with a curve of ADE singularities.
We provide examples of the set-up of section 6.2. Let π : X → Y be a
crepant resolution, by a Calabi-Yau threefold X , of a normal projective
variety Y with a uniform ADE singularity along a smooth curve C of
genus g ≥ 1. The morphism π is assumed to restrict to an isomorphism
over Y \ C.
Lemma 6.3. Assume9 that for a generic t ∈ M , Yt is normal with
only isolated singular points, and νt : Xt → Yt is a small resolution.
Then the conclusion of Lemma 6.2 holds.
Proof. 10 We verify the conditions of Assumption 6.1. Def(X) is
smooth, by the Bogomolov-Tian-Todorov Theorem [Bo, Ti, To]. Con-
dition 1 follows. The Local Torelli Condition 3 (with i = dimC(X)) is
well known for Ka¨hler manifolds with trivial canonical bundle. Condi-
tion 2 follows from the assumption that the singularities along C are
of ADE-type, by the same argument used in the proof of Theorem 1.1
(see [Nam1], Claim 2 in the proof of Theorem 2.2). The key is the
uniqueness of the crepant resolution of ADE-singularities.
9The assumption is automatically satisfied if g = 1, since Yt is in fact smooth.
In the g = 1 case Y is deformation equivalent to X , and Def(X) and Def(Y )
have the same dimension, by [W], Proposition 4.4 and the erratum of [W]. In that
case, M = Def(Y ). If g > 1, then Y is not deformation equivalent to X , and the
expected dimension of Def(Y ) is larger. The variety Yt would thus be singular, if
g > 1.
10I thank T. Pantev for explaining to me the results of [DDP], leading to the
formulation of this Lemma.
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It remains to prove Condition 4. We endow M with the reduced
structure sheaf, so that M is reduced and irreducible. Let ∆ ⊂ M
be the union of the singular locus of M , the branch locus of f , the
locus where Yt has singularities, which are not isolated singular points,
and the locus where Yt has more than the number of isolated singular
points of Yt′ , of a given topological type, for a generic t
′ ∈ M . Set
U := M \ ∆. U is non-empty, by assumption, open, and Y clearly
restricts to a topological fibration over U . Set V := f−1(U). Fix s ∈ V
and set t := f(s). The surjectivity of ν∗s : H
3(Yt,Z) → H3(Xs,Z)
follows from the following general fact.
Claim 6.4. Let N be a three dimensional normal complex variety,
smooth away from a finite set of isolated singular points, admitting a
small resolution φ : M → N . Then φ∗ : H3(N,Z) → H3(M,Z) is
surjective.
Proof. 11 Associated to φ we have the canonical Leray filtration L on
Hq(M,Z), and the Leray spectral sequence Ep,qr converging toH
p+q(M,Z),
with Ep,q2 = H
p(N,Rqφ∗Z) and E
p,q
∞ = Gr
p
LH
p+q(M,Z) (see [V], Theo-
rem 4.11).
Denote by dp,qr : E
p,q
r → E
p+r,q−r+1
r the differential at the r term.
Note the equality E3,02 = H
3(N,Z), since N is normal and thus the
fibers of φ are connected. We have a surjective homomorphism
H3(N,Z) = E3,02 → E
3,0
∞ = Gr
3
LH
3(M,Z),
since d3,0r : E
3,0
r → E
3+r,1−r
r vanishes for r ≥ 2. Hence, it suffices to
prove that Ep,q∞ = Gr
p
LH
3(M,Z) vanishes, for p 6= 3. Now Ep,q∞ is a
sub-quotient of Ep,q2 , so it suffices to prove the vanishing of E
2,1
2 =
H2(N,R1φ∗Z), E
1,2
2 = H
1(N,R2φ∗Z), and E
0,3
2 = H
0(N,R3φ∗Z). The
first two vanish, since for q > 0 the sheaf Rqφ∗Z is supported on the
zero dimensional set of isolated singular points, and so Hp(Y,Rqφ∗Z)
vanishes, for p > 0. E0,32 vanishes, since the sheaf R
3
φ∗
Z vanishes,
because the fibers of φ have real dimension at most 2. 
Fix t ∈ U and let s1, s2 be two points of V with f(s1) = f(s2) = t.
We prove12 next that ker(ν∗s1) = ker(ν
∗
s2). Let X be the closure in
Xs1×Xs2 of the graph of the birational isomorphism Xs1 → Yt ← Xs2.
Choose a resolution of singularities X˜ → X . Let pi : X˜ → Xsi be the
projection. We have the equality νs1 ◦ p1 = νs2 ◦ p2. Set µ := νsi ◦ pi.
11I thank Y. Namikawa for kindly providing this proof.
12I thank B. Hassett for kindly providing this argument.
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Let [X˜ ] ∈ H6(X˜,Q) be the fundamental class. The homomorphisms
p∗i : H
3(Xsi,Q)→ H
3(X˜,Q) satisfy
pi∗
(
[X˜ ] ∩ p∗iα
)
= pi∗([X˜ ]) ∩ α = [Xsi] ∩ α,
for all α ∈ H3(Xsi,Q), by the projection formula. The homomorphisms
p∗i are thus injective, since the cap product [Xsi]∩ : H
3(Xsi,Q) →
H3(Xsi,Q) is an isomorphism, by Poincare Duality. Hence, ker(ν
∗
si
) =
ker(µ∗), i = 1, 2. This completes the proof of Lemma 6.3. 
Example 6.5. The following simple example is discusses in [DHP], sec-
tion 3.2, in connection with large N duality for Dijkgraaf-Vafa geo-
metric transitions in string theory. Consider the complete intersection
of a quadric Q and a quartic F hypersurfaces in P5. Let Q˜ be the
quadratic form with zero locus Q. If Q˜ has rank 3, so that Q has an
A1-singularity along a plane P , then for a generic F , the complete in-
tersection Y := Q ∩ F has an A1-singularity along the smooth plane
quartic C := P ∩ F . The blow-up π : X → Y , of Y along C, yields
a Calabi-Yau threefold X . If the quadratic form Q˜t has rank 4, so
that the quadric Qt is singular along a line ℓ ⊂ Q, then for a generic
F , the complete intersection Yt := Qt ∩ F has four ordinary double
points along ℓ ∩ F . The proper transforms of Yt, in each of the two
small resolutions of Qt, is a crepant resolution Xsi → Yt, i = 1, 2. Both
Xsi are deformation equivalent to X . The two corresponding points
si ∈ Def(X), i = 1, 2, are interchanged by the Galois involution of
f : Def(X) → M . In this case Def(X) and M are 86-dimensional,
while Def(Y ) is 89-dimensional. For a generic pair of smooth quadric
Qt and quartic F , the complete intersection Q∩F is a smooth Calabi-
Yau threefold, which is deformation equivalent to Y but not to X .
Additional examples of contractions, of the type considered in Lemma
6.3, with An singularities along a curve, are provided in [KMP]. An
example of type C2 singularities along a curve is provided in [Sz1],
Example 8. Szendro˝i states Lemma 6.3, as well as the analogue of
Theorem 1.4 in this set-up, as a meta-principle in [Sz1], Proposition 6.
He proceeds to prove that proposition in a beautiful family of examples,
where X is a rank two vector bundle over C and Y is its quotient by a
finite group of vector bundle automorphisms, which acts on each fiber
as a subgroup of SL(2) (see [Sz2], Proposition 2.9 part iii). Szendro˝i’s
main emphasis is the construction of a braid group action on the level
of derived categories, which he carries out in general [Sz1, Sz2].
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