Abstract-An extreme transformation removes the body of a method that is reached by one test case at least. If the test suite passes on the original program and still passes after the extreme transformation, the transformation is said to be undetected, and the test suite needs to be improved. In this work we propose a technique to automatically determine which of the following three reasons prevent the detection of the extreme transformation is : the test inputs are not sufficient to infect the state of the program; the infection does not propagate to the test cases; the test cases have a weak oracle that does not observe the infection. We have developed RENERI, a tool that observes the program under test and the test suite in order to determine runtime differences between test runs on the original and the transformed method. The observations gathered during the analysis are processed by RENERI to suggest possible improvements to the developers. We evaluate RENERI on 15 projects and a total of 312 undetected extreme transformations. The tool is able to generate a suggestion for each each undetected transformation. For 63% of the cases, the existing test cases can infect the program state, meaning that undetected transformations are mostly due to observability and wek oracle issues. Interviews with developers confirm the relevance of the suggested improvements and experiments with state of the art automatic test generation tools indicate that no tool can improve the existing test suites to fix all undetected transformations.
INTRODUCTION
Niedermayr et al [1] define an extreme program transformation as one that removes all instructions in the body of a method. If needed, the body is replaced with a single return instruction producing a fixed constant value. If we apply an extreme transformation to a method, and no test case is able to detect this change, this is an indicator that the code of this method is not correctly assessed by the test suite.
Our previous work [2] demonstrated two key phenomena: 1) the methods where an extreme transformation is not detected are indeed the least tested in the program, and 2) undetected extreme transformations provide valuable information to the developers in order to improve their test suite.
Undetected extreme transformations provide valuable insights about which methods should be better tested. Developers can improve the test suite by enhancing an existing test case with more inputs or assertions, or they can add a new test. Yet, the complex interactions between the test cases and the program under test make it challenging to understand what action to take. For example, the method to be tested can be executed only at the end of a long sequence of invocations, or it can be private and indirectly executed by the test suite. In all these cases, developers need to spend significant effort to understand the complex chain of invocations between the test cases and the method to be tested, its effect on the method and how the extreme transformation affects the program state.
In this work, we propose a tool, called RENERI, which automates the analysis of the test execution on both the original and the transformed method. With RENERI, we aim at automating the analysis of the interaction between the test suite and the method to be tested in order to assist the developer in the improvement of the test suite. RENERI implements a dynamic analysis inspired by the Reachability, Infection, Propagation model (RIP or PIE 1 ) [3] , [4] , [5] . The tool takes a program, its test suite and a set of undetected extreme transformations as inputs. RENERI instruments the code of the program and the test suite to gather information about the program state during test executions. Then, it compares the information produced during the execution of the original code with the information from the execution of the extreme transformation.
RENERI determines the root cause of the undetected transformation: 1) the test inputs are not sufficient to infect the state of the program (no-infection); 2) the infection does not propagate to the test cases (no-propagation); 3) the test cases have a weak oracle that does not observe the infection (weak-oracle).
RENERI uses the diagnosis information to synthesize suggestions, in plain English, that can be directly followed by the developers to create a new test input, add a new assertion or create a new test case.
We perform three systematic evaluations of RENERI: 1) a quantitative analysis of root causes behind undetected extreme transformations; 2) a qualitative analysis of the synthesized suggestions through interviews with develop- The first evaluation is performed with 15 projects containing 312 undetected transformations. We observe that there is no dominant root cause to miss a transformation, there is balance between no-infection, no-propagation and weak oracle.
In the second evaluation, we use RENERI to generate improvement suggestions for a selected number of undetected extreme transformations in four open-source projects. Developers considered these suggestions helpful in most cases and also provided feedback on RENERI's strengths and weaknesses.
In the third evaluation, we design and implement two strategies to handle the undetected transformations: one based on EVOSUITE as a test generation alternative and another based using DSpot as a test case improvement approach. In total, both strategies were able to generate test cases that detect 77% of the previously undetected extreme transformations.
The key contributions of this work are as follow:
•
• RENERI, a new tool that automates the infection and propagation analysis on Java programs. The key novelty is that it generates natural language suggestions that can be followed by the developers to improve their test suite • an empirical assessment of the tool with 15 projects and a total of 312 undetected extreme transformations. This analysis indicates that undetected extreme transformations are mostly due to a lack of observation.
• open science: RENERI is available as open source 2 and empirical data is provided as open data 3 to facilitate future replication The rest of this paper is organized as follows: first we describe extreme transformations through an example and discuss how they can be helpful to reveal weaknesses in the test suite; then we define the main concepts behind the dynamic analysis implemented in our tool and how we adapt the RIP model conditions to extreme transformations. In the following sections we describe the different stages of the proposed dynamic analysis and how they are implemented. Then, we expose the research questions we followed to validate our proposal, and the answers to these question. Finally we discuss the threats to the validity of our study, a list of related works and the conclusions that can be drawn from our present work.
EXTREME TRANSFORMATIONS AND TEST SUITE

WEAKNESSES
In this section we go through an example that illustrates the possible interactions between a test suite, a program under test and extreme transformations. We show what types of weaknesses in the test suite these extreme transformations can reveal. We also illustrate how tailored dynamic analyses can be used to guide the developers for test suite improvement. 2 . https://github.com/STAMP-project/reneri 3. https://github.com/STAMP-project/descartes-amplificationexperiments
Examples of undetected extreme transformations
Listing 1 displays the VersionedSet class. It implements a set that keeps track of the insertion operations through the version field. Listing 2 shows a JUnit test class that verifies VersionedSet. The test class contains three test methods implementing three test cases. These test cases are able to reach all methods in the class under test, that is, at least one statement of each method is executed by a test case. All tests pass when executed with the original class code.
For this example, the extreme transformation process [2] analyzes the VersionedSet class and the associated test class and performs seven operations: 1) remove the body of add (line 5) 2) remove the body of incrementVersion (line 11) 3) replace the body of equals by return true (line 24) 4) replace the body of equals by return false 5) replace the body of intersect by return null (line 37) 6) replace the body of isEmpty by return true (line 17) 7) replace the body of isEmpty by return false Methods size, contains and getVersion are ignored by the transformation process [2] : size and contains delegate the execution to similar methods of the underlying instance of ArrayList. getVersion is a simple getter for the version field. Methods matching these patterns are automatically detected and skipped. This design decision relies on the observation that most developers do not target these types of methods directly in test cases. The objective of the extreme transformations is to run the test class against each transformed method. This provides an assessment of the test suite ability to reveal these transformations. For our example, we observe the following: transformations 1, 4 and 5 are detected: at least one of the test cases fails when the transformation is performed. Meanwhile transformations 2, 3, 6 and 7 are not detected by the test suite.
Conditions to detect extreme transformations
In order for the test suite to detect an extreme transformation, the following conditions must hold (we adapt these conditions from the Reachability, Infection, Propagation model): 1) reach: at least one test case invokes the method modified by the extreme transformation (reaches the transformed method) 2) infect: the program state after the method call must be different from the state observed when no transformation is performed (the transformation infects the state) 3) expose: the modification propagates to a point in the top level code of a test case (the infection propagates to an observable point) 4) assert: there is an oracle (i.e. an assertion) that verifies the modified state.
The reach condition depends on the coverage achieved by the test suite. In this paper we focus only in the analysis of methods that are reached by the test suite, that is, at least one statement in their code is executed. In our example, all methods meet this condition.
For the infect condition, we consider the following: after the execution of the transformed method, we observe the state of the return value, the state of the object instance on which the method has been invoked, and the state of any of the actual parameters. We compare the values when running the test suite on the original and the transformed versions of the method compared. If any value is different between these executions, we consider that the interaction between the test suite and the transformation can infect the program state.
An infection is exposed if it can be observed from a test case, i.e., if the test case can query some program states that are affected by the infection at the boundary of the transformed method. The last condition about assert holds if the test case actually checks a property that is influenced by this visible state that is affected by the infection.
Analyzing undetected extreme transformations
The analysis of the previous conditions helps to explain why an extreme transformation is not detected by the test suite. We illustrate this with our example.
The equals method (line 24) is reached by testEquals (line 10). Yet, the extreme transformation that replaces the body of equals by return true has no effect on the immediate state of the program, when executed with testEquals. The equals method returns the same value for the given input and has no other side effect. In fact, the test case makes the method return true and no other test case makes the method return false. The transformation is reached in the execution but the program state is not infected by the extreme transformation. The effects are therefore not propagated and the transformation can not be detected. In this particular example it is necessary to augment the test suite with a new test case using a new input.
When transformation 2 is applied the method incrementVersion (line 11) and testAdd is executed, the immediate program state is infected: the value of version is 0 while it is 1 with the original method body. The infection is propagated to the code of the test case, as the state of the list variable is affected after the invocation of add in line 5. However, the test case is not verifying this state element. In this example it is necessary to add a new assertion targeting getVersion.
Both transformations 7 and 6 affect the method isEmpty. The former transformation makes the method return false. In the context of the testIntersection test case, this transformation is similar to 3 for the equals method. The program state is not infected. As for the latter transformation, the program state is infected. isEmpty should return false and not true. However, the return value of intersect turns out to be the same as expected in the original test case and therefore the infection is not propagated. This analysis could produce two possible outcomes. The utility of isEmpty for the implementation of intersect could be questioned. No matter the result of this method, the final effect is the same so the code could require some refactoring. On the other hand, a completely new test case could handle these two transformations. In particular, a test case that can target directly the isEmpty method, as it is public.
These three examples illustrate how we can obtain valuable insights when analyzing the interactions between test cases and extreme transformations at the immediate program state after the transformation. Such an analysis can support the developers in deciding whether they should add assertions to an existing test case, or add a new test case or if the program is not fully testable and requires refactoring.
AUTOMATIC SYNTHESIS OF SUGGESTIONS FOR TEST IMPROVEMENT
The automatic synthesis of suggestions for test improvements takes as input a Java program, its test suite, and a set of undetected extreme transformations. These transformations can be discovered from the program and the test suite following the proposal described in our previous work [2] . The approach consists in automatically understanding why a given extreme transformation is not detected and in suggesting the developers a possible test improvement to detect it. These understanding and suggestion synthesis activities are based on the comparison of the test suite execution on the original and the transformed program.
In this section, we provide precise definitions of the program analysis concepts that we manipulate to understand the effect of extreme transformations. Then, we detail each step of the dynamic analysis and test improvement suggestion synthesis.
Definitions
We now rigorously define our terminology for state observation. Our definitions are scoped by the Java language and the JVM. We believe they could be extrapolated to other languages and runtimes in general. Definition 1. Basic state of a value: Let v be a Java typed value, the basic state of v is a set of property-value pairs BS defined as follows:
• If the type of v is any Java primitive type, any wrapper type or String , then BS = (value, v).
• If v is a reference to an object, then BS contains (null , b)
where b is a boolean value indicating whether v is the null reference.
• If v is a reference to an array, then BS contains (length, l)
where l is the length of the array.
• If the type of v implements interfaces java.util.Collection or java.util.Map, then BS contains (size, l) where s is the size of the collection.
Definition 2. State of value:
The state of a given value v is a set of properly-value pairs S defined as follows:
• S contains all the elements in the basic state of v.
• If the type of v is not a Java primitive type, a wrapper type or String then S contains the basic state of all values of all fields, declared or inherited by the type of v.
For example, the state of a reference to an instance of the VersionedSet class in Listing 1 right after its creation would be: {(null , false) (version, 0), (elements.null , false), (elements.size, 0)}.
In this paper we consider a program P to be a set of method and its accompanying test suite T to be a set of test cases. Table 1 . An extreme transformation is said to be undetected if t ∈ T that fails when m is replaced by m in P and the tests in T are executed.
Our analysis takes as input a program P , a test suite T and U , a set of undetected extreme transformations as defined in Definition 3.
Definition 4. Local immediate program state after a method invocation:
The local immediate state of a program P after the execution of a method m ∈ P is a set of property-value pairs MS m defined as follows:
• MS m contains all elements in the state (as defined in Definition 2) of all the arguments of m, if any.
• If m has a return value, (i.e. m is not void), then MS m contains all elements in the state of the result value as defined in Definition 2.
• If m is not static, then MS m contains all elements in the state (as defined in Definition 2) of the instance on which m was invoked. MS m,t denotes the immediate program state after the invocation of m when executing the test case t ∈ T .
As an example, if a program creates an instance of VersionedSet and then invokes addElement on this instance with a String "something", the local program state would be: {(null , false) (version, 1), (elements.null , false), (elements.size, 1), (value, "something")}. Notice how this state includes the state of the V ersionedSet instance and the state of the argument. In this case the method is void, so the result value is not reflected in the state.
Definition 5. Local immediate program state infection:
Let m ∈ P be a method that is reached (executed) by at least one test case t ∈ T . Let (m, m ) ∈ U be an undetected transformation. We say that the execution of the test case t provokes an infection of the local immediate program state under the extreme transformation if MS m,t = MS m ,t . That is, there is an infection if we are able to observe a difference in the immediate program state after the execution of m by t and the execution of m by the same test case t.
Definition 6. Test case state: Let t ∈ T be a test case. Let O be the set of values local to t, that is, all the values that result from any expression or subexpression in the code of t. Then, TS t denotes the state of t and it is the union of the states of all values local to t. That is ∪ o∈O S o . TS m denotes the state of t when the original method m ∈ P is used and TS t,m denotes the state of t when it is executed under the extreme transformation (m, m ).
For example, the state of testEquals in line 10 of Listing 2 includes the state of the set instances referenced by one and two and the result of the result of the invocation to the equals method.
Definition 7.
Program state infection propagation: Let m ∈ P be a method and (m, m ) ∈ U an undetected extreme transformation. The immediate program infection is said to propagate to the test case t ∈ T if there is a difference between the state of t while executing m and the state of t when executing m . That is if TS m = TS t,m .
As per the definitions above, we study the local state of a program after a method invocation and the local state of a test case. The former includes the state of the receiver of the method, the state of the arguments, and the state of the resulting value. The latter includes the state of all values resulting from an expression in the code of the test case.
Overview of the process for test improvement suggestions synthesis
The global process to understand undetected extreme transformations and to synthesize a test improvement suggestion operates in three main stages. Algorithm The analysis results in the identification of one symptom for each undetected extreme transformation. The identified symptom shall help to explain why the extreme transformation was not detected by the test suite. We identify the following three types of symptom:
• no-infection (ni): there is no observable difference in the local state of the program after the method invocation when the test case is executed on the original and transformed method.
• no-propagation(np): there is an observable difference in the program state at the transformation point, but there is no observable difference in the state of the test case.
• weak-oracle (wo): the program state infection is propagated to the code of a test case but no assertion fails.
These symptoms, as well as intermediate observations of the dynamic program analysis are consolidated in a final report to provide concrete improvement suggestions to the developers.
Infection detection
The goal of the first stage is to determine whether the execution of the tests under an extreme transformation infects the program state. We instrument the original program and the program after the application of the extreme transformation to observe the immediate program state in both situations. If we can observe a difference between the states, then this signals an infection. The main steps of this stage are outlined in algorithm 2
Instrumentation
For each method and its transformed variants we observe the following parts of the program state: the instance on which the method is invoked, all arguments (if any), and the result value (if the method returns a value).
For primitive values and strings, the observation is trivial. For objects of other types, an observation means inspecting public and private fields using reflection. In this way the observation minimizes potential side-effects to the object being observed.
In practice, we obtain these observations by instrumenting the code of the original methods and its transformed variant (lines 4 and 7 from algorithm 2). The instrumentation targets the compiled bytecode of the program.
Listing 3 shows an example of how the equals method from Listing 1 is instrumented for observation. The observe function saves the state of the object as defined in Definition 2. 
Dynamic Analysis
Each extreme transformation (m, m ) ∈ U is observed and analyzed independently. After the instrumentation, all the test cases known to cover m are executed. With this, we observe the original program state MS m . The same is done with m to obtain MS m . If there is at least a property with a different value in both states, then the states are said to be different (get_diff in algorithm 3). The property points to the code location where the infection has manifested: one of the arguments, the receiver or the result of an invocation. If no difference is observed, then the process has discovered a no-infection symptom for the given extreme transformation.
A method could be invoked several times by the same test case. In our experience, we have seen methods invoked thousands of times in a single test execution. During the dynamic analysis of this stage, each method invocation is Data: P : program under test, T : test suite, U : undetected extreme transformations 1 no-infection, infection ← find_infections(P , T , U ) 2 no-propagation, weak-oracle ← find_propagations(P , T , infection) 3 gen_suggestions(no-infection, no-propagation, weak-oracle) uniquely identified by its order in the entire method invocation sequence. This identification differentiates the states from each invocation of m and m . The properties from one method invocation are distinguished from the properties of another method invocation. For example, the result value of the first invocation of m is considered as a distinct property from the result value of the second invocation of m. With this, the state elements from the first invocation of m are only compared to the same state elements form the first invocation of m and so on.
During the observations, there may be changes from one execution to the other, that are not due to the extreme transformations [6] . Such variations may be derived from random number generation, usage of system time, usage of temporary file paths, and they should be discarded. As a trivial example, in line 7 of Listing 4, the value of start depends on the current system time. In order to identify such changing values, we execute the tests N times when recording the states of the original methods and another N times when recorded their transformed variants. N is a parameter that can be controlled by the user with a default value of 10. For the state comparison, we keep only the properties that had the same value across all N executions. So, we actually consider as the state of the program only the set of state elements that remained unchanged across executions, as can be seen in the get_diff function from algorithm 3.
If a difference is observed, we can collect the state property, that is, whether the infection can be observed in a field or the value of the result of the method, in one of the arguments or the receiver.
After this stage, the undetected transformations can be partitioned in two groups: those exhibiting a no-infection symptom, and those for which the test executions produce the infection of the immediate program state.
Propagation detection
The goal of this second stage is to determine which program state infections, detected in the previous stage, are propagated to the test code. In this stage we observe the state of each test case covering these transformations. At the 
Instrumentation
In this stage, the test states are also observed through source code instrumentation. Unlike in the previous stage, here we instrument the Java source code of the test cases. This instrumentation observes the test case state as defined in Definition 6. We instrument only the tests that cover the method of at least one extreme transformation for which a program infection was previously detected. The code is instrumented to observe the state of the values produced by all expressions and subexpressions in the code of the test case. This instrumentation amplifies the observation capabilities of the test cases, limited before only to the values being asserted by the developers.
Listing 5 shows the instrumentation applied to the testAdd test method from Listing 2.
We exclude from the observation: constant expressions and expressions on the left side of an assignment. Generic test method and test classes, that is with type arguments, are not considered in our current implementation. The instrumentation inserts try...catch blocks in the test code, in order to observe exceptions that could be thrown during test execution, as it is done in line 13. 
Dynamic analysis
The dynamic analysis in this stage is very similar to the infection detection. Each extreme transformation is analyzed in isolation. The test are executed N times for the original code and N times for the transformed code. Only the state elements that remained unchanged are kept for the state comparison. Unlike the previous stage, here the states are recorded from the test code and the properties point to code locations where developers can actually insert new assertions. If no difference was observed between the execution of the original method and the transformed method, then a no-propagation symptom is signaled. The previously detected infection did not propagate to an observable point in the test code. On the contrary, if a difference is observed, then we signal a weak-oracle symptom. The existing assertions do not notice the extreme transformation.
Suggestion synthesis
The third stage synthesizes the final suggestions. The suggestions are compiled into a human readable report. The report includes a detailed diagnosis of the symptom for each extreme transformation and an indication of the potential solution strategies. In this section we discuss how these reports are generated, the exact information they include and provide an example for each symptom.
Suggestion for a no-infection symptom
For a given undetected extreme transformation, if no immediate program infection is observed for all tests case, it means that the test input is not able to generate a state difference (no-infection). It also means that the method had no observable side-effects over the instance on which it was invoked or the arguments. The result value of the method is the same across all invocations. However, there are test cases that reach the method.
Altering the existing input in these test cases could alter the program state so the method can return a different value or produce a different side effect. So, the suggestion generated in the process tells developers to create new test cases from the ones covering the method and alter their input to induce an observable effect.
Consider again the equals method in Listing 1. The suggestion given to the developer is to create a new test case to make the method return a different value using testEquals as a starting point. Figure 1 shows the report.
Suggestion for a no-propagation symptom
A no-propagation symptom unveils an immediate program infection that is not propagated to the test code. A different program state is observed after one or more invocations of the transformed method. However, no state difference is observed from the test cases. The effects of the program infection are masked at some point in the execution path. Observing the changed state requires a new invocation sequence able to propagate the infection to an observable point from the test. This means that new test cases are then required to detect these extreme transformations. This the suggestion that we generate for these symptoms.
However, the method under study could be private and not directly accessible from the test cases. To address this problem, we find methods that are accessible from the test code, and that are as close as possible in an invocation sequence to the method we want to target. For this we perform a static analysis in the code of the project that follows the invocation graph. The analysis produces the list of public or protected methods inside accessible classes that can be use to reach the method.
The report for a no-propagation symptom includes a description of the transformation and the list of methods that should be targeted in the new test cases. If the method is already accessible then it is the only one listed as target. If it is not accessible, we include the list produced by the static analysis. The report also includes the test cases executing the method.
In our example, the isEmpty method has a nopropagation symptom. As, it is accessible from the test code, the suggestion is to create a new test case targeting isEmpty directly. Figure 2 shows the report.
Suggestion for a weak-oracle symptom
If an infection propagation is detected (weak-oracle), it is visible in the result of an expression in the test code. In the previous stage we have recorded the exact code location of this expression. The weak-oracle suggestion is to add an assertion at the right location in the test code. We even provide the developer with the value to be asserted.
The state difference could be the result of the expression itself if it is a primitive type or a string. But, if the expression returns an object, the difference may be observed in one of its fields. For instance, in our example from Listing 2 in line 22 the result of the expression at the right of the assignment is a VersionedSet. With the original code, the value of the version field should be 1 while, with the transformed method it is observed to be 0.
If the state difference is observed through an accessible field of the result of the expression or the result itself, the suggestion is to create an assertion targeting this value.
If the field is not accessible, (i.e. it is private) further actions are required. For this, we perform a static analysis to find methods that use the identified field. These methods could be not accessible from the test code. So, we find accessible class members invoking these methods, in the same way it is done for the no-propagation reports. The final suggestion is to assert the result and side effects of the final set of methods, invoked in the result of the initially identified expression.
In Listing 1, the process suggests the addition of a new assertion targeting the getVersion method invoked in the list instance of line 6. Figure 3 shows the synthesized suggestion.
Implementation
We have implemented our proposal in an open-source tool which we named RENERI. The tool has been conceived as a Maven plugin and it is able to target Java programs that use Maven as main build system. The code, and all data related to the current work are available from Gihub 4 5 . RENERI relies on Javassist 3.24.1 [7] for bytecode instrumentation, Spoon 7.1.0 [8] for static code analysis and Java source code transformation and Descartes 1.2.5 [9] to apply extreme transformations. All stages in the process described before are exposed as Maven goals. Apart from human readable reports, RENERI also generate files more suitable for automatic analysis that could be used by external tools.
EXPERIMENTAL EVALUATION
We assess our proposal based on a set of research questions. In this section we present these questions, the projects we used as study subjects and the results we obtained.
Research questions
RQ1
To what extent does the execution of an extreme transformation infect the immediate program state?
With this question we quantify 1) how frequent the noinfection symptom is and 2) how often an infection can be observed. We collect the number of extreme transformations exhibiting an infection across projects. RQ2 To what extent can test cases propagate the effects of extreme transformations to the top level test code?
With this question we quantify how frequently nopropagation and weak-oracle symptoms appear across projects. weak-oracle symptoms might represent assertions missed by developers. no-propagation symptoms may require the creation of new test cases. RQ3 Are the suggestions synthesized by RENERI valuable for the developers?
In this question we empirically assess the suggestions generated by RENERI. The goal is to know if explaining the undetected extreme transformations can actually help developers to improve their test cases. RQ4 Can developers leverage test improvement tools to deal with undetected extreme transformations?
With this question we explore if developers can leverage state-of-the-art automatic test generation and test improvement tools. We also quantify the effectiveness of these tools against no-infection, no-propagation and weak-oracle symptoms.
Study subjects
We select a set of 15 open-source projects as study subjects to answer our research questions. All projects use Maven as the build system, are written in Java (8 or lower) and use JUnit(4.12 or lower). We selected these projects systematically as follows. We started from 51 single-module projects, matching the above conditions and studied by the authors of [10] and [2] . We focus on single-module projects as they have a very well defined structure and all unit test cases are well located. This eliminates the need to deal with the idiosyncrasies from specific projects.
For these 51 initial projects, we performed the following actions: 1) Clone the repository 2) Switch to the commit of the last stable release (according to the Gihub API) or the latest commit if the API produced no result 3) Build the project using mvn clean test 4) Execute PITest using the Descartes extension to find undetected extreme transformations.
The last step computes the set of undetected extreme transformations and the test cases reaching these transformations. The full workflow was successful in only 25
From these 25 projects, we kept those having at least one undetected extreme transformation. We discarded projects with more than 100 application methods with at least one undetected extreme transformation. With this we eliminated 6 projects where all extreme transformations were detected and 2 that had more than 100 affected methods. 2 additional projects were discarded due to technical incompatibilities with our implementation: one of them widely uses generic classes in the test code, which we do not target in our current implementation. The testing configuration of the other project clashed with the way we log the program state information during test execution. Table 2 shows the list of projects used in the present study. The columns in the table show the number of lines of the main source code (LOCs) as measured by cloc 6 , the number of lines for the test code, the number of test cases in the project as reported by Maven with the execution of mvn test, the number of application methods for which at least one extreme transformation was not detected and the number of undetected extreme transformations for the entire project.
The last three columns provide statistics about how many test cases execute each method included in the Methods column:. the minimum, maximum and average number of tests cases that execute a method.
All projects included in the study are of small to medium size (731 to 13752 LOCs). In seven cases, the size of the test suite is comparable or larger to the size of the application code. The size is not always correlated to the number of test cases which range from 15 to 889. There are 260 methods methods with at least one undetected extreme transformation, and they are distributed as follows: from 2 to 95 per project. The total number of transformations studied is 312 ranging from 2 to 118 per project. In most projects there is at least one transformation that is covered by only one test case. In four projects all the transformations are executed by more than one test case and in commons-cli the methods are covered by at least eight test cases. Notably, in five projects, one of the identified methods is covered by more than 100 test case: in jsoup, one transformation is covered by 483 test cases. The transformations are covered on average by 20 test cases.
RQ1:
To answer RQ1 we executed the first stage of RENERI and collected the number of no-infection symptoms for all our 15 study subjects.
We observe an immediate program infection for 198 out of the 312 undetected extreme transformations. That is, in 63% of the cases, the existing test inputs do trigger an infection of the local program state at the transformation point. The rest 114 (37%) does not provoke a program infection. 6 . https://github.com/AlDanial/cloc So, the execution of the majority of transformations in fact provoke a program infection. Figure 4 shows the number and proportion of the three symptoms: no-infection, no-propagation and weak-oracle found for each study subject. For instance, for project jpush-api-java-client there is 50% of cases with noinfection and 50% of cases with weak-oracle. In all but three projects the no-infection symptoms are less than 52% of all symptoms discovered. In two projects, commons-cli and yahoofinance-api the execution of all extreme transformations infected the program state. On the contrary, in j2html all the symptoms are no-infection. So, we observe that the proportion of symptoms is different from one project to another.
A no-infection symptom occurs when the effects and result of the transformed method do not differ from the effects and results of the original method, with respect to the existing testing input. As an example, one of the methods in j2html is an equals method executed by only one test case where it returns true. There is no test case where the method should return false, that is, it is never presented with objects that are not equal.
The other four methods in the same project are all void and are entitled to perform a sanitization in the fields of the class instance, if needed. These four methods are executed by only one test case whose input does not contain a string requiring the sanitization. Thus all these methods are executed and the expected program state is the same under the extreme transformations. So, here, even when the test code executes these methods, the input does not trigger a behavior where their effects can be manifested.
One common cause that prevents an immediate program infection is related to boolean methods. In many cases these methods are tested to return only one value: always true or always false. In such a situation, the transformed method will have the same result in all invocations as the original method. This produces a no-infection symptom. In fact, in our study, 129 undetected extreme transformations were discovered in boolean methods. 65 of them do not provoke a program infection. Notably, 19 were created in equals methods and none of them induced a program infection.
So, boolean methods are related to a large portion of undetected extreme transformations (41%) and half of them exhibit a no-infection symptom.
Another common scenario comes from methods checking preconditions that are not tested with corner cases. Listing 6 shows one of those methods. As can be seen, these are void methods that check the value of a boolean expression (line 2), which is the precondition. If the expression is false, then an exception is thrown as in line 4. So, apart from the exception, these methods have no other effect. It is common that developers do not create test cases with inputs that do not meet the precondition. Where are the infections detected? RENERI observes program infections in the result of the invocation of the transformed method, its arguments after the invocation and the instance on which the method was invoked. In this section we explore how frequently the infection is observed at each location. The result value can only be observed in non-void methods. In this study we analyze 312 extreme transformations: 254 of them were created in non-void methods. 176/254 transformations in non-void methods are related to an infection and 167/176 (95%) of these infections are observed in the state of the result value. So, in non-void methods, the infection is observed in the result value in a vast majority of cases.
An infection in the arguments can only be observed for parameterized methods. Our study includes 227 transformations in methods with parameters. 144/227 of them caused an infection. We observe that 37/144 (26%) of these infections are detected in the state of the arguments. That corresponds to the best practice that the returned value stores the effect, not the argument.
An effect in the receiver instance can only be observed in non-static methods: 251 transformations in our study were created in instance methods. 160/251 of them provoked an infection and 69/160 (43%) can be detected in the state of the receiver instance.
In global terms, of the 198 transformations that caused an infection, 84% (167) can be observed in the state of the result value of the method, 19% (37) can be observed in the state of the arguments and 35% (69) can be detected in the state of the receiver instance. While, these numbers are more a reflection of the coding practices than of extreme transformations and even testing, they still provide valuable insights for developers who wish to understand undetected transformations. Table 3 shows the details for the study subjects. The columns are divided in three groups. The first group corresponds to the transformations created in non-void methods, how many of them caused an infection and how many of them were detected in the state of the result value. The two other groups show analogous numbers for transformations in methods with parameters, non-static methods and whether the transformations can be detected in the state of the arguments and the receiver instance. The numbers for each project does not differ much from the general view. Only spring-petclinic shows more infections in the state of the arguments (4) less in the receiver instance (2) and none in the state of the result value.
Answer to RQ1: The existing tests infect the immediate program state at the transformation point in 63% of the cases. This indicates that undetected extreme transformations are mostly due to a lack of observation in the test cases. 84% of transformations infecting the program state result in a different return value for the transformed method.
RQ2: To what extent can test cases propagate the effects of extreme transformations to the top level test code?
To answer this question we execute the second stage of our process and collect all no-propagation and weak-oracle symptoms. We observe an infection that successfully propagates (i.e., a weak-oracle) for 83 extreme transformations, which represents 42% of the 198 transformations causing a program infection (and 27% of all transformations in the study). The other 115 transformations that can infect the program are diagnosed as no-propagation, which represents 58% of the transformations that do infect the program state (37% of all transformations). A general observation is that a weak oracle is clearly not the main symptom that prevents the test suite from detecting the extreme transformations.
Here again we notice differences among projects. In Figure 4 we notice four projects that do not have a single case of no-propagation. In three of them, all program infections reached the test code at locations that can be verified. The other, j2html had no program infection, which was discussed previously. In 11 projects, the weak-oracle symptoms are close or below 30% of all symptoms detected. In commons-cli, jpush-api-java-client and cron-utils these symptoms were majority or reached the 50% of all symptoms discovered for the project.
We hypothesize that the distance to the test code might be a factor that influences no-propagation symptoms. If the methods are far from the test code in the invocation sequence, then their effects are more likely to get hidden or lost before reaching the test code. To check this hypothesis, we compute the stack distance from the method to the test case for all transformations. We consider the stack distance to be the number of activation records in the method call stack between the activation record of the test case and the activation record of the method related to the transformation. If the method is invoked more than once in the test suite, we keep the lowest stack distance. Figure 5 plots these distance measures between the test and the transformed method. Each point in the graph corresponds to an extreme transformation in the study. Transformations with no-propagation symptoms are shown in yellow and transformations with weak-oracle symptoms are shown in green. For example, the green point in commons-cli corresponds to an extreme transformation with a weak-oracle symptom, whose method is five activation records away from an activation record of a method in a test class, when the tests are executed. Darker points in the graph result from the agglomeration of several extreme transformations with the same stack distance. We observe that, in most cases, the stack distance of weak-oracles tends to be lower than the distance for no-propagation symptoms. This is evidence that confirms our hypothesis: transformations that occur far from the tests tend to propagate less than the others. Smaller projects tend to behave differently.
TABLE 3
Number of times extreme transformations were detected in the state of the result value, the arguments or the receiver instance. The table is divided in three groups: non-void methods, parameterized methods and non-static methods. Each group shows the total number of transformations, how many of them provoke an infection and if they were detected in the result, the arguments or the receiver respectively.
Transformations in non-void methods Transformations in parameterized methods
Transformations The few weak-oracle cases that have higher stack distances occur on small projects, e.g., java-html-sanitizer or jopt-simple where they have the same distance. Larger projects,jsoup, TridentSDK, jcodemodel show a more significant tendency to the stack distance difference between these two symptoms.
no-propagation examples
An infection is not propagated when the code executed between the method invocation and the top level code of the test case masks the state infection. In many cases this happens for methods that are reached through a long sequence of invocations. An example from commons-cli is given in Listing 7: when the body of isLongOption (line 2) is replaced by return false, the test suite does not fail. This method is reached through a sequence of five invocations starting from parse (line 16). This sequence of invocations is triggered only when specific conditions are met (line 12). isLongOption is invoked 32 times by seven test cases in the test suite. The method is expected to return true in only one invocation. When the method is transformed to return only false, the infection is observed for the invocation in which it should have returned true. However, in this case, the isShortOption (line 5) method is executed and returns true. Therefore, the return value of isOption (line 4) does not change in comparison with the expected result. Since these methods have no other effects, the infection is not propagated. A no-propagation occurrence might signal the need for code refactoring. In commons-cli we found that the body of hasValueSeparator declared in the Option class (line 1 in Listing 8) could be replaced by return true and, for the test cases in which the method should have returned false, the change in the program state does not reach the top level test code. It is interesting to notice that this is a public method, not directly assessed by any test case and it is used only by a private method in the same class. In the code of processValue, if the instance of Option has a value separator, some specific actions are taken. These actions depend on the presence of such a separator. If hasValueSeparator returns the wrong value, the separator is not found in the given parameter, and the actions are never taken (see the while loop in line 10). So, in this example, hasValueSeparator has no effect whatsoever and the code could be refactored. Another way to solve the problem is to directly assess the method, as it is public. In general, a no-propagation symptom might be solved with the creation of new test cases which are closer, in the invocation chain, to the method in question. This increases the chances of immediate program infections to propagate to the top level code of the test case.
weak-oracle examples
When the infection is propagated to the test code we discover a weak-oracle symptom. The infection propagations are observed in the result value of the expression in the code of the test cases.
Listing 9 exposes an example of a weak-oracle symptom in jcodemodel.
The annotate methods of the class JPackage, declared in lines 5 and 14 have both a such a symptom. The body of these two methods can be replaced by return null and the test suite executes without noticing the change. These methods are executed by the testPackageAnnotation test case shown in line 26. This test seems to be designed to actually verify the package annotation functionality. Both transformations do infect the program state, as they make the method return null, which is not the expected value. The infection reaches the test code in line 28, where the method is invoked and its result could be directly asserted. The transformation to the method in line 14 can be also observed in line 29. This method has a side effect on the JCodeModel instance by adding a reference to the annotation class. In the JCodeModel class, these references are stored in the m_aRefClasses field (line 21 Testability issues may prevent weak-oracle symptoms to be solved without modifying or refactoring the main code base. Listing 10 shows the example of a private void method named getFromCache in gson-fire. It is used by a public method (lines 16 and 20) to retrieve a cached result. Under extreme transformations the instructions of this method are replaced by return null. The immediate program state is infected for some invocations of the method where the result value should be non-null. When the cached result is null, the actual value is computed once again, therefore the returned value of the public method is the same. The effects are propagated and observed in the cache field (line 23). Under the transformation no value is ever cached and the collection remains empty when it should contain some elements. However, there is no way to verify the effects of this method from the test code. The process is able to get the size of cache via reflection, but the field is not accessible. In order to catch the transformation, it is required to verify the content of cache with an extra accessor or changing its visibility.
The effects could be observed in the cache field . However, this field is private and cannot be observed from any test case. Moreover, it can not be solved with the creation of any new test case. It requires a code modification.
We inspected the 58 transformations of the first nine projects in Table 2 . For each transformation we manually wrote a test case trying to detect testability issues. We found only two cases, one of them is the method exposed in Listing 10. So, even when we observed concrete cases, lack of testability does not appear to be a major influence for undetected extreme transformations. Answer to RQ2: 42% of the transformations infecting the program state, propagate to an observable point. In general, methods with weak-oracle symptoms are closer to the test cases than no-propagation in the invocation sequence. Transformations that do not propagate may require new test cases closer to the method. Testability issues may prevent weak-oracle symptoms to be solved without refactoring.
RQ3: Are the suggestions synthesized by RENERI valuable for the developers?
With RQ3 we perform a qualitative evaluation of the suggestions synthesized by RENERI. We want to know if developers find these suggestions relevant and helpful to fix undetected transformations. To answer this question we target four open-source projects for which we are able to directly consult developers who have a strong knowledge about the code. For each project we select up to six undetected extreme transformations for which RENERI generated a suggestion. We manually select these transformations, so that they represent interesting testing cases for the developers. Table  Table 4 shows the projects and the symptoms of the selected issues.
For each issue we create a form containing (i) a link to the automatically generated report (similar to those shown in Figures 1, 2 and 3) ; and (ii) a set of questions 7 . Table 5 summarizes the developers' feedback. We divide the answers from the developers according to the three types of symptom. Of the 23 issues that were discussed, 18 were considered as relevant or of medium relevance. The developers considered the report to contain helpful information in 18 cases, and even thought that the exact testing solution was given in 4 cases. In all cases, the developers, could emit a verdict about all the testing issues in around 30 minutes. Developers considered that six transformations can be solved with the addition of an assertion, only one by slightly modifying an existing test case and five with the creation of a new test case. In 11 cases developers considered that the transformations should be solved by other actions. These actions included, for example, a complete replacement of the assertions in a test case, or a combination of new input and new assertions, or, instead of adding a new verification to an existing test case, developers would prefer the create a new test case by repeating the same code with the new 7 . The questionnaire can be consulted in https://github.com/ STAMP-project/descartes-amplification-experiments/blob/master/ validation/form.md assertion. The solutions are in fact influenced by the testing practices of each developer.
Qualitative feedback from the developers
Even when developers would not modify the test code as suggested, the report provides information that it generally considered as helpful and the proposed solution as a valid starting point to ease the understanding of the testing issue.
The developers found that the synthesized suggestion was not helpful in three cases, two no-propagation and one no-infection. In two of those cases, the developers wished that the suggestion contained more information about the state differences between the original and the transformed method. For example, developers would like the tool to identify the instruction in the test code that triggered the method invocation for which the state difference was observed. The third case was a method related to the performance of the code. The developer argued that a test case for this method would be "artificial".
Two suggestions were considered as misleading. In one case, the issue could not be reproduced by the developer. In the other, the developer could not make the connection between the program state difference and the test cases executing the method. So, developers find the suggestions not helpful or misleading when they fail to understand what caused the program state difference between the executions of the original and the transformed method. Suggestions could be further improved with additional information, for example, the stack trace containing the invocation sequence from the test code to method in no-propagation symptoms.
Actual solutions given by the developers
Developers actually solved 13 issues with 11 commits. The details of the commits are available online 8 . One issue in funcon4j was not solved as it was related to a testability problem. No issue was fixed for greycat due to nontechnical and unrelated reasons. In this section we provide two examples of how developers solved the extreme transformations and how the solutions relate to the synthesized suggestion.
In project funcon4j the developer was presented with a no-infection symptom. The suggestion, was to create a variant of the existing test case to make the method produce a different value. In the questionnaire, the developer answered that the issue can be solved with the addition of a new assertion. Listing 11 shows the actual test modification: the addition of line 2. The commit can be seen at https://github.com/manuelleduc/Funcon4J/ commit/63722262313fb2dac5b516bbae5f04e0502e7f26.
The developer added a new assertion but she also included a new input derived from the existing code, using a small modification. The actual test improvement corresponds to the suggestion generated by RENERI.
In Answer to RQ3: Our empirical evaluation shows that the synthesized suggestions are helpful for developers. In the best case, RENERI even points to the exact solution.
The real test fixtures created by the developers to fix the testing problem are in line with the suggestions synthesized by RENERI.
RQ4: Can developers leverage test improvement tools to deal with undetected extreme transformations?
With this question we explore if state of the art test generation tools can help developers to deal with undetected extreme transformations, i.e. they can generate tests that detect the extreme transformations missed by the original test suite.
With current tools, we have two possibilities: generate test cases from scratch targeting the methods in question; improve existing test cases that are known to reach the method in the extreme transformation. The expected benefit of the first possibility is that test cases are as close as possible to the method. This increases the chances to observe the state differences. Also, some developers prefer to preserve existing test cases (cf.4.5). The second option, uses existing test cases as seeds for the generation process. These tests already have inputs able to execute the method in the transformation. These test cases may just need small code adjustments to make the method return a different value or to actually verify the effects of the transformation.
Based on the aforementioned options, we implemented two improvement strategies. One strategy is based on EVO-SUITE [11] , a state of the art tool for automatic test generation in Java. It generates test cases from scratch and uses coverage and weak mutation to assess the generated test suites. The other strategy is based on DSpot [6] , is a test improvement tool that can use the ratio of undetected extreme transformation as the objective function.
We applied both strategies to the projects listed in Table 2. Since both tools produce non-deterministic results, we attempted the improvement process for each project and strategy ten times.
We consider an undetected extreme transformation to be solved by one strategy if it is detected by the test cases generated in any of the improvement attempts. In our experiments we evaluate both strategies in terms of the stability of the results, that is, if they obtain similar results in all attempts. We also analyze the absolute number of transformations solved by each strategy in total and considering the type of symptom.
In this section, we briefly summarize how each strategy selects the input and configures the tools. Then we discuss the results we obtained and their implications.
Detecting extreme transformations with EVOSUITE
EVOSUITE is a test generation tool for Java classes. It implements a search-based approach to produce test suites from scratch. As a fitness function, EVOSUITE maximizes a combination of coverage criteria and weak mutation score. EVOSUITE also minimizes the generated test suite to keep only test cases that are valuable according to the fitness function. The tool adds assertions to the test cases based on the observation of the test executions.
In our experiment we identified a set of methods for each project as targets for EVOSUITE. The set was computed as follows: 1) We include all methods with at least one undetected extreme transformation 2) If there is a private method in the set, we remove it and add all the accessible methods in the project that could be used instead. This is done in the same way as in stages 2 and 3 of RENERI. 3) If there is a method declared in an abstract class or an interface (default interface methods in Java 8+), then we remove the method from the targets and add all its implementations instead. 4) The two previous steps are repeated until no further change can be done to the set.
The second column in Table 6 shows the number of target methods identified for each study subject. Recall that the goal is to create a test cases specifying the methods with undetected extreme transformations, using these identified target methods as entry points.
Next, we provide the target methods as inputs for EVO-SUITE. We use the EVOSUITE default parameter configuration. The outcome, for a specific project, is a set of test cases generated for all the target methods in that project. As final step, we run the generated test cases to determine if the EVOSUITE tests can detect the extreme transformations that were previously undetected.
Detecting extreme transformations with DSpot
DSpot is a tool designed to improve test cases written by developers. It takes as input existing test cases and gradually DSpot only keeps the generated test cases that increment the mutation score of the existing test suite. As a proxy for the mutation score, we used the ratio of detected extreme transformations in the code covered by the test to improve.
It is prohibitively expensive to use DSpot and improve all test cases executing one method and do the same for every method with undetected extreme transformations. Recall that some of these methods are executed by more than 100 test cases (cf. Table 2 ). For this reason, we instruct DSpot to improve the test case that is the closest, in a sequence call to a method where there is an undetected extreme transformation.
We detect the closest test case by executing the test suite and obtaining the stack trace from any method in a test class to the application methods with undetected extreme transformations. For each application method, the closest test case is the test method that produces the shortest stack trace. Different methods may be executed by the same test cases. In some situations, the closest test case to more than one method is the same. In such a situation we keep the same test case for these methods.
The selection results in a set of test cases for each project. The third column in Table 6 shows the number of test cases identified for each study subject.
An attempt to solve the undetected extreme transformations for a given project, consists in executing DSpot for each test case in the identified set. We used all DSpot search operators (amplifiers) available (by default DSpot only adds regression assertions to existing test cases) and performed three amplification iterations for each target. The output of one attempt is the combination of all the improved test cases. Both strategies produce test improvement for 11/15 projects. Eight projects are improved by both strategies. No strategy can generate tests that fix undetected extreme transformations in jpush-api-java-client. DSpot produces the best improvement in one attempt for seven projects while EVOSUITE achieves the best improvement for six projects. The same best improvement is obtained for java-html-sanitizer and jpush-aoi-java-client.
No strategy reaches an improvement beyond 85% in one attempt. DSpot reaches this percentage by handling 6/7 extreme transformations in jopt-simple. The EVO-SUITE strategy achieves an 83% improvement handling 5/6 extreme transformations in spring-petclinic. In the largest project, jcodemodel, the EVOSUITE strategy handles 64/118 transformations while DSpot handles 89/118. The improvement is below 75% for both cases.
This means that no strategy was considerably better than the other in terms of handling all projects and even all the transformations on each project.
Inspecting the improvement distributions we notice that DSpot has better convergence in all projects but jcodemodel and jsoup. This is a consequence of using the existing test cases as seeds for the generation process. Those test cases have been created by developers, therefore, they are close to a local optimum and DSpot, as it implements a local search approach is able to converge more frequently to this solution. We computed the set of solved extreme transformations for each strategy. That is, the extreme transformations detected in at least one attempt in one project by each strategy. EVOSUITE solves 146 (47%) of all 312 transformations. On its side, the DSpot strategy solved 180 (58%). Only 87 (28%) transformations are solved by both strategies. A total of 239 (77%) are solved by any of the strategies, which leaves 73 (23%) transformations unsolved.
DSpot solves more extreme transformations, but no strategy solves more than 60% of all transformations. The intersection between the transformations solved by both strategies is low, below 30%. Only when both results are combined, we are able to solve 77% of all transformations but still remains below 80%. This is a direct result of the very diverse nature of undetected extreme transformations. A subset of the transformations is more challenging for one of the strategies than the other. Table 7 shows the set of solved extreme transformations by symptom (It is only a coincidence that the intersection for all symptoms is 29). DSpot performs better for all symptoms but more notable for weak-oracle symptoms. These are precisely the symptoms that RENERI identifies that benefit the most from modifying existing test cases, in particular, the addition of new assertions, which is one of the main features of DSpot.
DSpot produces better results because it uses the test cases written by developers as seed. We believe that this strategy is closer to what a developer would do. The developer actions exemplified in 4.5 provide supporting evidence in this sense. However, the strategy based on EVOSUITE does not fall too much behind. A better fine-tuning of the tool and the incorporation of a notion extreme transformation to the fitness function may help the strategy achieve a much better result.
This opens the opportunity for a more targeted solution that fully exploits the results of RENERI. Nevertheless, we observe in 4.5 that developers have strong and diverse opinions when it comes to refactor the testing code to deal with extreme transformations. Providing them with helpful and well localized information extracted from dynamic and static analysis and perhaps small code changes might be the adequate solution instead of a fully automated approach.
Answer to RQ4: DSpot olves 58% of the undetected transformations, while the EVOSUITE solves 47% . None of state of the art test generation tools can fix all testing issues revealed by extreme transformations.
THREATS TO VALIDITY
As said before, we believe that the definitions included in subsection 3.1 and the entire process implemented in RENERI can be extrapolated to other programming languages and runtimes. However we can not assure that the results we have obtained for RQ1 and RQ2 may generalize to other environments and even a different set of Java projects. The set of study subjects used to answer these two questions include only 15 projects, which is not large enough to derive statistically robust results. This selection is also restricted to small to medium sized Maven projects with a single module. In large and multimodule projects the situation may be different. Even though, our set of subjects is diverse with regards to the obtained results.
The tooling we have developed and also the external tools we have used are not exempt of bugs. RENERI has been conceived as an open-source project available in Gihub. We have used PITest 1.4.7, and Descartes 1.2.5 to answer all questions. We used DSpot 2.1.0 and built EVOSUITE from revision 1895b6d to answer RQ4. Using a different version of these tools may produce a different result given their natural evolution.
The validation to answer RQ3 was conducted over a very small set of projects and issues. Also, the selection included projects whose developers we know and can reach. In order to be able to generalize these results a more impartial and larger evaluation is required. However, we selected projects with different application domains and developers with different backgrounds and experience.
RELATED WORK
In 1978, DeMillo and colleagues proposed a seminal piece of work in the area of software testing; "Hints on Test Data Selection: Help for the Practicing Programmer" [12] . This work is mostly known for introducing mutation analysis as a novel test assessment criterion, stronger than code coverage, and for the whole literature that has followed. Meanwhile, our work is more inspired by the paper's intention to provide "hints on test data selection". In particular, the following concluding remark is a key motivation for our work: mutation analysis "yields advice" to be used in generating test data for similar programs". While this quote dates from four decades back, there has been very little work that pursued this idea of "advice" extraction from mutation analysis. Our work explores this opportunity further, in the context of extreme transformations.
Extreme transformations, originally named extreme mutations, can be seen as a "lightweight" form of mutation testing [1] , [13] . introduced by Niedermayr and colleagues [1] to discover pseudo-tested methods, that is, those for which no extreme transformation is detected by the test suite. Recently, Niedermayr and Wagner [13] showed a correlation between the stack distance from the test code to the pseudotested method and the test effectiveness. A part of our present work supports this observation with evidence that the effects of methods with higher stack distance are more likely to be masked in the invocation sequence. The core of our contribution is completely novel: automatically analyze undetected extreme transformations to generate suggestions to be used in improving the test suite.
Reachability, Infection, Propagation
The Reachability, Infection, Propagation model (RIP) [3] , [4] , [14] states the necessary conditions for a fault to be detected. That is: 1) the fault should be reached/executed 2) the program state should be changed/infected after the fault is executed 3) the program infection should propagate to the output. Our work is inspired by the RIP model and considers that the propagated infection should be asserted to be discovered in automatic unit testing. We use extreme transformations as fault surrogates.
Voas introduced the propagation, infection and execution (PIE) analysis [5] . Subsequently, Voas and Miller [15] discussed the notion of testability in relation to the PIE analysis: "the likelihood that the code can fail if something in the code is incorrect". The authors express concerns about the loss of observation ability linked to information hiding in objectoriented programs. Our work contributes to the state of the art in this area with novel results about infections that do not propagate to the test cases.
Li and Offutt [16] evolve the RIP model into Reachability Infection Propagation Revealability, (RIPR) to include the notion that the oracle in automated tests must reveal failures. They devise several rules to specify which program states to check. The assert condition we present is a parallel to their notion of Revealability . Lin et al [17] recently proposed D-RIP, a combination of RIP analysis with domain-based testing. They conclude that a program infection that does not propagate is the main reason why a mutant is not detected. This coincides with our own observations in the present study.
Since its introduction, the RIP model has been leveraged to analyze faults and the conditions under which they can be detected. Yet, the creation of actionable suggestions for developers has received little attention.
Mutation-based test generation
DeMillo and Offutt [4] generate test data based on mutation testing. They derive the conditions/constraints under which the execution of a mutant produces a different state than the original code and then generate test inputs with a constraint solver. Later works relied on search-based techniques to generate test cases that target live mutants, using the mutation score as a fitness function. In earlier work, we introduced a version of genetic algorithm to generate test cases in C# that could kill live mutants [18] . Fraser and Zeller [19] observe the objects during the test generation process and use the observed values generate assertions that can distinguish the original code apart from its mutants. The idea is further explored by Fraser and Arcuri and implemented in EVOSUITE [11] .
These works use traditional mutation testing to guide automatic test generation. Yet, none of these works validate the relevance of mutants for developers nor the utility of the generated tests. In our work we leverage extreme mutation (transformations) with the explicit goal to provide guidance to developers. Our suggestions seek to improve the test suite in terms of fault detection while letting control to the developers about how they want to use their test resources..
Test improvement
Beyond extreme transformations, our work relates to the broader field of works that aim at assisting developers to build stronger test suites [20] . Here we discuss the most related works that target the improvement of test oracles.
Staats et al [21] propose an automated process to support the creation of test oracles defined as concrete values the system under test is expected to produce. Their goal is to guide the tester in the selection of variables and outputs for which the values should be specified. They leverage mutation analysis to rank variables and outputs with respect to their ability at revealing a mutant. In the current work we suggest developers ways to enhance the assertion-based oracles. In particular we provide the expected values and methods that can be used to observe these values.
Daniel et al developed ReAssert [22] a tool that suggests test repairs to developers. The tool tries to change the behavior of failing test cases to make them pass while trying to maintain the original test code as much as possible and retaining the test's regression detection capabilities. RENERI, like ReAssert, focuses on improving the test code. ReAssert instruments the test code to observe expected and actual values in assertions. We instrument the program and the test code to observe the program state at different levels. ReAssert applies predefined repair strategies to the tests. Our suggestions are built solely form the observations.
Xie [23] introduces Orstra, a tool to automate the creation of regression oracles. Pacheco and Ernst have developed Randoop [24] and Eclat [25] , based on their experience with Daikon [26] to monitor runtime values and infer valuable properties to build an oracle a tool for automatic test generation. T All these works leverage the observation during test executions to create regression oracles and new assertions. RENERI works under the same principles. It observes the program state at different levels when executing the tests. The observed values become oracles to check the values produced in the execution of extreme transformations. A difference is converted into a suggestion for the developers.
Song and colleagues [27] have a that tool recommends observer methods that could be used to verify the effects of methods that change the state of the receiver. Their analysis is similar to ours when we select methods to fix weak-oracle symptoms.
CONCLUSIONS
In this work we describe an infection-propagation analysis to generate actionable suggestions that can help developers deal with undetected extreme transformations. The process is implemented in an open-source tool, RENERI, that can target Java projects built with Maven. With the help of RENERI we study the undetected extreme transformations of 15 Java open-source projects. In 312 transformations:
• 37% do not infect the immediate program state • 37% infect the immediate program state but the infection do not propagate to an observable point • 27% propagate the infection to an observable point, yet the existing test cases do not assess the program state items that are affected. We validated the suggestions generated by RENERI with the help of the developers of three open-source projects.
Most suggestions provided helpful information or the exact solution to detect the extreme transformations. We also explored two automatic strategies to solve undetected extreme transformations. These strategies were based in state-of-theart test generation and test improvement tools. The DSpot based strategy produces better results as it uses the ratio of undetected extreme transformations as fitness function and a seed that already executes the method involved in the transformation. Since undetected extreme transformations point to very well localized testing issues, more targeted automatic solutions are to be explored and compared in the future.
