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Abstract
Nontrivial solutions of 0u + u+ − u− = 0 in  ⊂ Rn with zero Dirichlet condition on 9 are studied.
The collection of the pairs (; ) is the so called Fu$c%&k spectrum F. A new variational formulation for parts
of F is presented and analyzed. Based on this formulation a minimization algorithm for the computation
of a part of F is developed. Alternatively, an approach using an implicit function argument is discussed
analytically and, via Newton’s method, also numerically. By combining the variational minimization method
with Newton’s method a new bifurcation result is 9rst observed numerically and then proved rigorously. By
replacing the variational minimization method by the Mountain Pass Algorithm higher curves in F are found
numerically. Several numerical results are discussed including a further example of the previously recorded
phenomenon of crossing of Fu$c%&k curves originating from di=erent eigenvalues.
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1. Introduction
For a bounded, piecewise smooth domain  ⊂ Rn we consider the boundary value problem
0u+ u+ − u− = 0 in ; u= 0 on 9;
∫

u2 dx = 1; (1)
where u+ = max{u; 0} and u− = max{−u; 0}. A point (; )∈R2 is called a Fu$c%&k eigenvalue if
(1) has a weak solution u∈W 1;20 (). A corresponding solution u is called a Fu$c%&k eigenfunction.
∗ Corresponding author.
E-mail address: reichel@math.unibas.ch (W. Reichel).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.06.003
314 J. Hor*ak, W. Reichel / Journal of Computational and Applied Mathematics 161 (2003) 313–338
The collection of all Fu$c%&k eigenvalues is called the Fu$c%&k spectrum F. The notion of the Fu$c%&k
spectrum goes back to Fu$c%&k [16] and Dancer [12], who discovered that the solvability of the
problem 0u + f(u) = 0 in ; u = 0 on 9 with lims→∞f(s)=s = , lims→−∞f(s)=s =  depends
on the location of the point (; ) with respect to the Fu$c%&k spectrum. Schechter [23,24], Gallouet,
Kavian [17], Magalha˜es [20] and Cac [5] have extended these results.
In this paper we investigate the structure of certain parts of the Fu$c%&k spectrum. References to
recent literature are given in the individual sections. We pursue the following goals:
(a) Find a simple parameter dependent variational formulation for var2 —the 9rst nontrivial part
of F.
(b) Design a steepest descent method to numerically compute var2 .
The results are described in Sections 2 and 3. We have not been able to locate numerical results
for the multi-dimensional Fu$c%&k spectrum in the literature. For one dimensional problems F can be
characterized completely. Numerical computations were carried out by Brown, Reichel [4]; examples
can also be found in [1]. The numerical results obtained from (b) are surprising, since they suggest
that bifurcations happen on the curves in F. To the best of our knowledge such bifurcations have
not been observed previously. With these observations in mind we extend our goals:
(c) Find analytic proofs for the observed bifurcations using implicit function methods.
(d) Use Newton’s method to complete var2 locally.
(e) Find numerical methods for higher Fu$c%&k curves.
Results for (c) can be found in Section 4. In Section 5 we report to which extent (d) and, with
considerably more e=ort, (e) were accomplished.
The combination of the parameter dependent variational method from (a) and the implicit function
method from (c), (d) turns out to be very useful numerically. Where the variational method quickly
gives a global picture, Newton’s method can be used to complete the 9ner picture. For example,
9nding a sudden change of shape of the global minimizer by the variational method indicates that a
bifurcation has occurred. Newton’s method can be used to continue the previously found solutions
up to the bifurcation points. It should be noted that Newton’s method alone might fail to detect
bifurcations, it tends to follow a single path only.
The same idea of interaction between the variational formulation and Newton’s method can be
applied to critical points other than global minimizers. To obtain these critical points one needs a
nonstandard variational technique—an extension of the Mountain Pass Algorithm of [7,18,19]. As a
payo= a surprisingly complicated structure of the Fu$c%&k spectrum comes to light—even for simple
planar domains, cf. Section 5.3. It is interesting to observe that Fu$c%&k curves of di=erent order, i.e.,
curves connected to di=erent eigenvalues, can intersect. Such a behavior was previously recorded in
[6] for second and fourth order ordinary di=erential operators and in [10] for the Laplacian on a
rectangle.
Analytically it is much more diRcult to combine variational and implicit function methods. The
complications encountered are described in Section 4.3. It is a major open question how to show
that Fu$c%&k curves obtained variationally and by the implicit function theorem coincide. We address
this question in Section 6, where a partial answer is given.
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Notation. With i; i; i = 1; 2; : : : we denote the linear Dirichlet eigenvalues and eigenfunctions of
−0 on . We assume that 1 ¿ 0 in .
The following properties of F are elementary:
(i) (i; i)∈ F for every i∈N,
(ii) F is reSection-symmetric across the line  =  in the ; -plane: if (; ; u) solves (1), then
(; ;−u) also solves (1),
(iii) The sets a1 = {1} × R and b1 = R × {1} belong to F. The corresponding solutions are
positive/negative copies of 1,
(iv) If (; )∈ F \ (a1 ∪ b1), then the Fu$c%&k eigenfunction u is sign-changing and ; ¿1.
2. The variational second Fuck set
The search for a variational characterization of the Fu$c%&k spectrum has its origin in the well known
min–max characterization of the eigenvalues of −0. The min–max characterization is based on the
concept of orthogonality and linearity. This is not available for the Fu$c%&k spectrum.
Still, variational formulations were found: for one-dimensional periodic problems DeFigueiredo and
Ruf [14] gave a variational description. For the Laplacian in space dimensions n¿ 1 DeFigueiredo
and Gossez [13] described an approach to the 9rst nontrivial curve of the Fu$c%&k spectrum. The
authors minimize
∫
 |∇u|2dx subject to the constraint {u∈W 1;20 () :
∫
(u
+1 − ru−1) dx = 0,∫
(u
+)2 + r(u−)2dx = 1}, where r ¿ 0 is 9xed. If the minimal energy value is called Er , then
r = 1 + Er and r = 1 + rEr belong to the Fu$c%&k spectrum. As r ∈ (0;∞) varies they form a
continuous and decreasing curve in the ; -plane, which crosses the diagonal at (2; 2). This curve
is called the “9rst nontrivial curve”. Technical diRculties arising from the non-smoothness of the
constraint can be overcome.
In contrast to the approach of DeFigueiredo, Gossez [13] we propose a di=erent variational for-
mulation: for 9xed t ∈ (0; 1)
(Pt)


minimize J (u) =
∫

|∇u|2dx
over Nt =
{
u∈W 1;20 () :
∫

(u+)2dx = t;
∫

(u−)2dx = 1− t
}
:
We point out an alternative way of looking at (Pt): for 9xed t ∈ (0; 1)
(Qt) minimize t1(A) + (1− t)1( \ VA) over all open subsets A ⊂ .
The link between the two problems is that a minimizer At of (Qt) can be thought of as the support
of the minimizer u+t of (Pt) and vice versa. In this paper we do not investigate (Qt) any further.
We mention that all results of this section can be obtained for the p-Laplacian by simply replacing
J (u) by
∫
 |∇u|pdx and Nt by {u∈W 1;p0 () :
∫
(u
+)pdx = t;
∫
(u
−)pdx = 1 − t}. The method
proposed in [13] cannot be generalized to the p-Laplacian. Instead, a related approach was developed
in [11].
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Theorem 1. Problem (Pt) has for each t ∈ (0; 1) at least one minimizer ut with corresponding
Lagrange multipliers t = t−1
∫
 |∇u+t |2dx and t = (1 − t)−1
∫
 |∇u−t |2dx such that the triple
(t; t ; ut) solves (1). The set of all such Lagrange multipliers
var2 = {(t; t) : t ∈ (0; 1)}
belongs to the Fu;c*<k spectrum.
Remark. The map t → (t; t ; ut) can be multivalued in case more than one minimizer exists.
Proof. Let t ∈ (0; 1) be 9xed. If {uk; t}k is a minimizing sequence, then uk; t → ut weakly in W 1;20
and strongly in L2. Therefore ut ∈Nt , and
∫
 |∇ut|2dx6 lim inf
∫
 |∇uk; t|2dx=infNt J . Hence ut = 0
is the desired minimizer and (t; t) are the corresponding Lagrange parameters such that
0ut + tu+t − tu−t = 0 in ; (2)
i.e., (t; t) is a Fu$c%&k eigenvalue for the Fu$c%&k eigenfunction ut . After testing (2) with u+t ; u
−
t , we
obtain∫

|∇u+t |2dx = tt;
∫

|∇u−t |2dx = t(1− t):
This 9nishes the proof.
Proposition 2. Let s; t ∈ (0; 1) and suppose (s; s) and (t; t) are corresponding points in var2 .
Then the following inequalities hold:
st + (1− s)t¿ ss + (1− s)s; (3)
(1− s)t + st¿ ss + (1− s)s: (4)
Proof. Let us; ut be corresponding minimizers. De9ne a new function
v(x) =


(
s
t
)1=2 ut(x) if ut(x)¿ 0;(
1−s
1−t
)1=2
ut(x) if ut(x)6 0:
Then v∈Ns and hence
∫
 |∇v|2dx¿
∫
 |∇us|2dx. Thus
st + (1− s)t =
∫

|∇v+|2dx +
∫

|∇v−|2dx
¿ ss + (1− s)s;
which proves (3). Similarly, we de9ne a function
w(x) =

−
(
s
1−t
)1=2
ut(x) if ut(x)6 0;
− ( 1−st )1=2 ut(x) if ut(x)¿ 0:
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Then w∈Ns and hence
∫
 |∇w|2dx¿
∫
 |∇us|2dx. Thus
st + (1− s)t =
∫

|∇w+|2dx +
∫

|∇w−|2dx
¿ ss + (1− s)s
establishes (4).
Theorem 3. The set var2 has the following properties:
(a) Non-triviality: t ¿1, t ¿1 for all t ∈ (0; 1).
(b) Monotonicity: if s; t ∈ (0; 1) with s¡ t, then s ¿t and s ¡t unless s = t and s = t .
(c) If ut is a minimizer for (Pt), then −ut is a minimizer for (P1−t). As a consequence var2 is
re?ection-symmetric across the line  =  in the ; -plane.
(d) No part of the Fu;c*<k spectrum F lies between the trivial curves a1, 
b
1 and the variational set
var2 . More precisely, if (t; )∈ F for some t ∈ (0; 1) and ∈R, then either  = 1 or ¿ t .
Similarly, if (; t)∈ F for some t ∈ (0; 1) and ∈R, then either  = 1 or ¿ t .
(e) limt→1(t; t)=(1;∞) and limt→1 ut =1 in W 1;20 , limt→0(t; t)=(∞; 1) and limt→0 ut =−1
in W 1;20 .
(f) If (; )∈ var2 , then = 2 = minN1=2J .
Remark. In contrast to the result in [13] our set var2 is in general not a continuous curve. However,
the gaps in var2 contain a valuable information related, for example, to bifurcation as seen in the
example of Section 5.2.
Proof. Part (a)—Non-triviality: If, for example, t6 1 and ut is the corresponding Fu$c%&k eigen-
function for (t; t), then on the set +={x∈ : ut ¿ 0} we 9nd 0ut+tut=0 and ut=0 on 9+.
Since the measure of + is strictly smaller than the measure of , we 9nd t6 1()¡1(+).
Therefore the maximum principle applies and states that ut ≡ 0 on +, which is impossible. Like-
wise, t6 1 is shown to be false.
Part (b)—Monotonicity of t; t: Let s; t ∈ (0; 1). By Proposition 2 (3) we have
s(t − s)¿ (1− s)(s − t): (5)
By interchanging s and t we also get
t(t − s)6 (1− t)(s − t): (6)
Now consider s¡ t. If s = t , then s = t . Next, suppose for contradiction s ¡t , which implies
s ¿t . Then (1 − s)=s
(5)
6(t − s)=(s − t)
(6)
6(1 − t)=t, which contradicts the fact that the function
(1− x)=x is strictly decreasing on (0, 1). Therefore it is, indeed, true that s¡ t implies s ¿t and
s ¡t unless t = s, t = s.
Part (c)—Re?ection symmetry: Let ut; u1−t be minimizers for (Pt); (P1−t), respectively, with
Lagrange multipliers (t; t) and (1−t ; 1−t). The energies are E(t)=J (ut)=
∫
 |∇ut|2dx and E(1−t)
=J (u1−t). Since −ut belongs to N1−t and −u1−t belongs to Nt , we 9nd
J (−ut)¿E(1− t) and J (−u1−t)¿E(t):
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But since J (−ut) = J (ut) = E(t) and J (−u1−t) = J (u1−t) = E(1 − t), we obtain E(t) = E(1 − t).
Hence −ut is a minimizer for (P1−t) and −u1−t is a minimizer of (Pt). Moreover, this shows that
if (t; t) belongs to var2 , then so does (t; t).
Part (d)—Extremality property: Suppose for some t ∈ (0; 1) that (t; )∈ F with the Fu$c%&k eigen-
function u. If  = 1, then ¿1 (cf. Section 1, property (iv)) and therefore u must be sign-changing
with t = ‖∇u+‖2L2=‖u+‖2L2 and = ‖∇u−‖2L2=‖u−‖2L2 . If we de9ne
v(x) =
{√
tu(x)=‖u+‖L2 if u(x)¿ 0;√
1− tu(x)=‖u−‖L2 if u(x)6 0;
then v∈Nt and tt + (1 − t)t = J (ut)6 J (v) = tt + (1 − t), from which we conclude ¿ t . A
similar argument shows that if (; t)∈ F for some t ∈ (0; 1), then either  = 1 or ¿ t .
Part (e)—Asymptotics: Let us consider the limit t → 1. Since t is non-increasing and bounded
below, we know that limt→1 t=inf t t¿ 1. Next, we construct an element vt ∈Nt such that J (vt)→
1 as t → 1. Once such an element vt is shown to exist, we can conclude that
lim
t→1 tt + t(1− t) = limt→1 J (ut)6 limt→1 J (vt) = 1; (7)
which implies limt→1 t = 1. If we interpret this result as
t =
∫
 |∇u+t |2dx∫
 |u+t |2dx
→ 1 as t → 1;
then we conclude that u+t → 1 in W 1;20 and since
∫
 |∇u−t |2dx → 0 also ut → 1 in W 1;20 . Finally,
we need to show that t → ∞ as t → 1. Since t = 1({x∈ : ut6 0}), it is suRcient to show
that the measure of the latter set tends to 0 as t → 1 (here we need to recall that 1 decreases
under symmetrization and that 1 of a ball tends to in9nity when the radius tends to 0). To do this
we write the measure of the set {x∈ : ut6 0} as follows (let M ¿ 0 be such that 0¡1 ¡M
in ):
meas{x∈ : ut(x)6 0}
=meas
(∞⋃
k=2
{x∈ : ut(x)6 0; M=(k − 1)¿1(x)¿M=k}
)
=
∞∑
k=2
meas{x∈ : ut(x)6 0; M=(k − 1)¿1(x)¿M=k}︸ ︷︷ ︸
:=mk; t
:
Since {x∈ : ut(x)6 0; M=(k − 1)¿1(x)¿M=k} is contained in the set {x : |u+t (x) − 1(x)|¿
M=k}, we 9nd as a consequence of ut → 1 in L2 that mk; t → 0 for k 9xed and t → 1. Moreover,
since
mk; t = meas{x∈ : ut(x)6 0; M=(k − 1)¿1(x)¿M=k}
6mk =meas{x∈ : M=(k − 1)¿1(x)¿M=k}
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and since the series
∑
k mk converges, we conclude by Lebesgue’s dominated convergence theorem
for in9nite series that
lim
t→1
∞∑
k=2
mk; t = 0;
which shows that the measure of the set {x∈ : ut6 0} converges to zero for t → 1.
Up to the construction of the function vt ∈Nt with J (vt) → 1 as t → 1 this 9nishes the investi-
gation of the asymptotics as t → 1. Similar arguments apply to the limit t → 0.
The construction of vt: We choose a ball B' centered at point p on a smooth piece of 9. The
domain  splits into two parts  ∩ B' and  \ VB'. We de9ne
vt; '(x) =
{
t;'(x) for x∈ \ VB';
− t; '(x) for x∈ ∩ B';
where t;' ¿ 0,  t; ' ¿ 0 are 9rst Dirichlet eigenfunctions of −0 on  \ VB' and ∩ B', respectively,
which are normalized such that
∫
\ VB' 
2
t; ' dx = t,
∫
B'
 2t; ' dx = 1− t. By scaling around p and using
continuous dependence of eigenvalues on the domain, cf. [9], one 9nds that '21( ∩ B') = 1(B+1 )
+o(1), where o(1)→ 0 as ' → 0 and B+1 is a half-ball. Therefore
J (vt; ') = 1( \ VB')t + 1(B' ∩ )(1− t)
= 1( \ VB')t + (1(B+1 ) + o(1))'−2(1− t):
Again by continuous dependence of 1 on the domain we have lim'→0 1( \ VB') = 1(). If we
choose '= (1− t)1=3, then we get J (vt; ')→ 1 () for t → 1 as claimed.
Part (f)—Eigenvalue case: First, we need to study properties of the minimum of the energy J (u)
over Nt as a function of t ∈ (0; 1).
Proposition 4. Let E(t) = minu∈Nt J (u). Then E(t) is a continuous function of t ∈ (0; 1) with the
following properties:
(i) limt→0 E(t) = limt→1 E(t) = 1,
(ii) If E(Vt) = 2 for some Vt ∈ (0; 1), then E(t) = 2 for all t between Vt and 1− Vt,
(iii) E(t)∈ (1; 2] for all t ∈ (0; 1).
Proof. Continuity: First, we show that E(t) is a bounded function on (0, 1). Let A, B be two disjoint
open subsets of  with V = VA ∪ VB and let A, B be the two positive 9rst Dirichlet eigenfunctions
of −0 on A and B normalized by ∫A 2A dx = ∫B 2B dx = 1. Let t ∈ (0; 1) and
vt =
{√
tA on A;
−√1− tB on B:
Then vt ∈Nt and E(t)6 t1;A + (1− t)1;B6max{1;A; 1;B}.
To show continuity of E(t) let tk → t ∈ (0; 1) and let (tk ; tk ; utk ) and (t; t ; ut) be the corre-
sponding Fu$c%&k eigenvalues and eigenfunctions. By Proposition 2 (3) we have
tkt + (1− tk)t¿ tktk + (1− tk)tk = E(tk);
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and therefore lim supE(tk)6E(t). On the other hand, suppose {tk′}k′∈N is a subsequence such that
E(tk′) → lim inf E(tk). Because of the boundedness of E(t) we may suppose that utk′ → v weakly
in W 1;20 and strongly in L
2. Hence v∈Nt and
lim inf E(tk) = lim
k′→∞
E(tk′) = lim
k′→∞
∫

|∇utk′ |2dx
¿
∫

|∇v|2¿E(t):
Together with lim supE(tk)6E(t) this shows the continuity of E(t).
Properties of E(t)—(i) From (7) in the proof of part (e) of Theorem 3 it follows that limt→1 E(t)=
1. In a similar way we obtain limt→0 E(t) = 1.
(ii) Suppose ∃Vt ∈ (0; 1) such that E(Vt) = 2. De9ne
vx =


√
Vt2(x)=‖+2 ‖L2 if 2(x)¿ 0;√
1− Vt2(x)=‖−2 ‖L2 if 2(x)6 0:
Then v∈N Vt and J (v) = 2 = E(Vt). This means that v is a minimizer of J over N Vt and standard
regularity results imply v∈C2(). Since 2 is smooth, we obtain
Vt=‖+2 ‖2L2 = (1− Vt)=‖−2 ‖2L2 ;
which means that v is just a multiple of 2, so without loss of generality we can assume v=2. Hence
 Vt =  Vt =2. Part (c) of Theorem 3 implies that −2 is a minimizer for (P1− Vt), i.e., 1− Vt = 1− Vt =2.
The monotonicity property of t; t in part (b) of Theorem 3 yields t = t = 2 for all t between Vt
and 1− Vt proving property (ii) of E(t).
(iii) Part (a) of Theorem 3 implies that E(t)=tt+(1−t)t ¿1. It remains to show that E(t)6 2
for all t ∈ (0; 1). Suppose, without loss of generality, that there is t∗ ∈ (0; 12 ] such that E(t∗)¿2.
By continuity of E(t) and limt→0 = 1 there exists Vt ¡ t∗ such that E(Vt) = 2. Property (ii) of E(t)
then implies E(t∗) = 2, which is a contradiction.
Now we can 9nish the proof of Theorem 3. If (; )∈ var2 , then  = i is an eigenvalue of −0
with energy E=i. Property (iii) of Proposition 4 implies =2 and property (ii) of the proposition
implies minN1=2J = E(
1
2) = 2.
3. A numerical algorithm for var2
We design an algorithm based on the method of the steepest descent to solve problem (Pt)
numerically for a 9xed value of t ∈ (0; 1).
For u∈Nt the subspace of vectors tangent to Nt at u is given by
TuNt =
{
v∈W 1;20 () :
∫

u+v dx =
∫

u−v dx = 0
}
:
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If Pu : W
1;2
0 ()→ TuNt is the orthogonal projection on the subspace TuNt , then for v∈W 1;20 () we
have the formula
Puv= v− 〈w1; v〉‖w2‖
2 − 〈w2; v〉〈w1; w2〉
‖w1‖2‖w2‖2 − 〈w1; w2〉2 w1
−〈w2; v〉‖w1‖
2 − 〈w1; v〉〈w1; w2〉
‖w1‖2‖w2‖2 − 〈w1; w2〉2 w2; (8)
where w1 = (−0)−1u+; w2 = (−0)−1u−, ‖ · ‖ and 〈·; ·〉 are the standard norm and inner product
on W 1;20 (), respectively. Since u∈Nt , the functions w1 and w2 are linearly independent and the
denominator in (8) is nonzero.
The gradient of J at a point u∈W 1;20 () is de9ned as the Riesz representation of the Fr%echet
derivative J ′(u). Therefore grad J (u)=2u. Since we want to minimize the functional J over the set
Nt , we need to solve the following initial value problem:
d
d+
,(+) =−P,(+),(+); ,(0) = ,0 ∈Nt: (9)
Proposition 5. Let t ∈ (0; 1); ,0 ∈Nt . The initial value problem (9) has a unique solution ,(+) for
+∈ [0;∞) with the following properties:
(a) ,(+)∈Nt ∀+∈ [0;∞).
(b) There exists a sequence {+k} ⊂ [0;∞) and a function ucr ∈Nt such that limk→∞ +k = ∞,
limk→∞ ,(+k) = ucr and ucr is a critical point of the functional J subject to Nt .
(c) If, furthermore, ucr is a strict local minimum of J subject to Nt , then lim+→∞ ,(+) = ucr.
Proof. We de9ne a map h : M = {u∈W 1;20 () : |〈w1; w2〉|¡ ‖w1‖‖w2‖} → W 1;20 () by
h(u) =−Puu=−u+ t‖w2‖
2 + (1− t)〈w1; w2〉
‖w1‖2‖w2‖2 − 〈w1; w2〉2 w1
−(1− t)‖w1‖
2 + t〈w1; w2〉
‖w1‖2‖w2‖2 − 〈w1; w2〉2 w2; (10)
where w1 = (−0)−1u+; w2 = (−0)−1u−. As already noted, the manifold Nt belongs to M .
Since h(u) is locally Lipschitz continuous on M , problem (9) has a unique local solution ,(+).
On its maximal domain of existence this solution belongs to the set Nt (and hence to M). To see
this, we denote F±(u) =
∫
(u
±)2dx and get
d
d+
F±(,(+)) = F ′±(,(+))
d
d+
,(+) = 2
∫

,(+)±h(,(+)) dx = 0 ∀+∈ (0; '):
The claim follows from ,(0)=,0 ∈Nt . We also observe that J (,(+)) is a decreasing function, because
d
d+
J (,(+)) = J ′(,(+))
d
d+
,(+) = 2
∫

∇,(+) · ∇h(,(+)) dx
=−2‖h(,(+))‖26 0: (11)
Since the value of J (,(+)) decreases, we see that the solution ,(+) is bounded in W 1;20 () as long
as it exists. Standard ODE theory implies that ,(+) exists and is unique for all +∈ [0;∞).
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From (11) it follows that for every T ¿ 0
06 J (,(T )) = J (,0)− 2
∫ T
0
‖h(,(+))‖2d+;
hence
∫∞
0 ‖h(,(+))‖2d+¡∞. Then there exists a sequence {+k} ⊂ (0;∞) such that limk→∞ +k =∞
and limk→∞ h(,(+k))= 0 in W 1;20 (). Since {,(+k)} is bounded, we can assume that it converges to
some ucr ∈W 1;20 () weakly inW 1;20 () and strongly in L2(). Then ucr ∈Nt and limk→∞(−0)−1,(+k)±
=(−0)−1u±cr in W 1;20 (). Taking into account limk→∞h(,(+k)) = 0 and the de9nition (10) of h we
conclude that limk→∞,(+k) = ucr in W 1;20 () and h(ucr) = 0.
If ucr is a strict local minimum of J subject to Nt , then there exists a ball B/(ucr) such that
∀u∈B/(ucr) ∩ Nt \ {ucr} we have J (u)¿J (ucr). For ¿ 0 denote A = {u∈B/(ucr) ∩ Nt : J (u)¡
J (ucr) + }. Then the “diameter” supu∈A‖u − ucr‖ → 0 as  → 0. Now we can show that
lim+→∞,(+) = ucr. For '∈ (0; /] there exists (')¿ 0 such that A(') ⊂ B'(ucr). Since ucr ∈A(')
and A(') is open in Nt , there exists k ∈N such that ,(+k)∈A('). Then ,(+)∈A(') ⊂ B'(ucr) for all
+¿ +k , because J decreases along ,(+).
The numerical algorithm. The discretization of the steepest descent problem (9) in time + is
performed in two steps:
1. one step of Euler’s method: choose 0+k ¿ 0 small, de9ne
Vuk+1 = uk −0+kPuk uk ;
2. 9nd the L2-best approximation of Vuk+1 by an element uk+1 in Nt:
uk+1 =
√
t
‖ Vu+k+1‖L2
Vu+k+1 −
√
1− t
‖ Vu−k+1‖L2
Vu−k+1:
Besides its natural form, the main reason for using the L2-best approximation in step 2 was the
diRculty encountered when deriving the best approximation in the W 1;20 -norm.
The step size 0+k is chosen to be smaller than a prescribed maximum value. After step 2 we
check whether J (uk+1)¡J (uk). If not, we halve the size of the time step 0+k and repeat steps 1
and 2. If the value of J cannot be decreased any further, that is if the norm of Puk uk is too small,
we stop the algorithm.
There is no guarantee that the algorithm converges to the global minimum of J subject to Nt .
Based on our experience it is possible to 9nd a numerical approximation of several local minimizers
by varying the initial condition of (9). At the end we choose the one(s) with the smallest value of J .
Example—a rectangular domain in R2.
Although the complete summary of our numerical results will be presented later in Section 5, at
this stage it is worth noticing that the minimizer ut of problem (Pt) does not, in general, depend
continuously on the parameter t ∈ (0; 1).
Fig. 1 shows plots of solutions of problem (Pt) on  = (0; 1:2) × (0; 1). For t = 0:5 we found
function (1), which is the second Dirichlet eigenfunction of −0. For t = 0:2 function (2) was
obtained. These solutions can be easily expressed analytically, as the following lemma states. From
the 9gure we notice that the nodal line is the set {1:20} × (0; 1) for some 0∈ (0; 1). Solutions of
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Fig. 1. Solutions of problem (Pt) on  = (0; 1:2)× (0; 1) for t = 0:5 (1) and t = 0:2 (2):
0
0.6
1.2 0
0.5
1
−2
−1
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0
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(4) 
Fig. 2. (3) Solution of problem (Pt) on  = (0; 1:2)× (0; 1) for t = 0:05, (4) critical point of J on Nt for t = 0:05:
this type are called “straight-line solutions”. Such solutions have also been computed by Cuesta [10]
using separation of variables.
Lemma 6. Suppose =(0; a)×(0; b) with a¿b. Then the second eigenvalue of −0 is simple with
2 =12(4=a2 +1=b2), and the corresponding eigenfunction is 2 = sin(21x=a) sin(1y=b). If 0∈ (0; 1),
then the following are Fu;c*<k eigenvalues:
0 =
12
0 2a2
+
12
b2
; 0 =
12
(1− 0)2a2 +
12
b2
;
with corresponding Fu;c*<k eigenfunctions
u0(x; y) =


sin
1x
0a
sin
1y
b
; 06 x6 0a;
0− 1
0
sin
1(a− x)
(1− 0)a sin
1y
b
; 0a6 x6 a:
Function (3) in Fig. 2 is a solution of (Pt) for t=0:05 with energy J (ut) ≈ 25:7. The nodal line is no
longer straight. A solution of this type is called a “corner-cutting solution”. A second “corner-cutting
solution” may be obtained by a mirror reSection of the 9rst one about the line y = 0:5.
Finally, let us mention that there exists a value 0 such that (up to a scaling factor) the Fu$c%&k
eigenfunction u0 from Lemma 6 belongs to the set Nt with t = 0:05. This function is shown in
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Fig. 2 (4), its energy is J (u0) ≈ 26:8. This Fu$c%&k eigenfunction is no longer the global minimizer.
It can, however, be found by using our numerical method restricted to functions even about y=0:5.
Conclusion. We have observed that there exists an interval of values of t around t = 12 on which
problem (Pt) has a “straight-line solution” of the type described in Lemma 6. After crossing a certain
value of t the minimizer ut “jumps” to a di=erent type represented by function (3) in Fig. 2. We
will come back to this example in Sections 4.3 and 5.2.
4. The Fuck spectrum via the implicit function theorem
Implicit function methods have been a useful tool in studying the behavior of the Fu$c%&k spectrum
near the points (i; i), where i is an eigenvalue. It is known from the work of Gallouet and
Kavian [17] that near a simple eigenvalue the Fu$c%&k spectrum consists of at most two curves.
Later Pistoia [22] used the implicit function theorem to show that for a generic domain the Fu$c%&k
spectrum is locally the union of at most 9nitely many curves and Micheletti [21] showed that near a
double eigenvalue the Fu$c%&k spectrum has vanishing two-dimensional Lebesgue measure. Recently,
Ben-Naoum et al. [2] have extended the implicit function arguments to the Fu$c%&k spectrum around
multiple eigenvalues under certain non-degeneracy conditions.
4.1. F locally around simple eigenvalues
The following theorem is known from [17]. We repeat the main parts of the proof since it will
be the basis for a new bifurcation theorem presented later in this section.
Theorem 7. Suppose i; i¿ 2 is a simple Dirichlet eigenvalue of −0 on . In a small ball around
(i; i) the Fu;c*<k spectrum F consists of exactly two Lipschitz curves ai and 
b
i with the following
properties:
(a) ai = {(; ai ()) : ∈ (i − '; i + ')} with ai (i) = i. The corresponding Fu;c*<k eigenfunction
u = uai () is a Lipschitz function of  with u
a
i (i) = i. Moreover, at  = i the curve is
diDerentiable with
9ai
9
∣∣∣∣
=i
=−
∫

(+i )
2dx
/∫

(−i )
2dx:
(b) bi = {(; bi ()) : ∈ (i − '; i + ')} with bi (i) = i. The corresponding Fu;c*<k eigenfunction
u= ubi () is a Lipschitz function of  with u
b
i (i) =−i. Moreover
9bi
9
∣∣∣∣
=i
=−
∫

(−i )
2dx
/∫

(+i )
2dx:
Proof. In a similar way to the method of Pistoia [22] we de9ne a function
G :
{
W 1;20 ()× R2 → W 1;20 × R;
(u; ; ) → (u+0−1(u+ − u−); 12 (‖u‖2L2 − 1)):
(12)
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In order to solve G(u; ; ) = (0; 0) we want to apply the implicit function theorem: for ai we start
at (i; i; i) and for bi at (−i; i; i). The function G is Lipschitz but not Fr%echet di=erentiable—
except at certain points. Therefore the classical implicit function theorem has to be replaced by a
weaker version, where instead of continuous di=erentiability the following is required: given ( Vu; V; V)
with G( Vu; V; V)=0 it is suRcient to 9nd a bounded and invertible linear operator L : W 1;20 ()×R→
W 1;20 ()× R such that for every '¿ 0 there exists 4¿ 0 with
‖G(u1; ; 1)− G(u2; ; 2)− L(u1 − u2; 1 − 2)‖W 1; 20 ×R
6 '(‖u1 − u2‖W 1; 20 + |1 − 2|) (13)
for all u1; u2 ∈B4( Vu); 1; 2 ∈ ( V−4; V+4) and ∈ ( V−4; V+4); L is called the strong partial Fr%echet
derivative of G with respect to (u; ) at ( Vu; V; V). Then a weaker version of the implicit function
theorem, cf. Ben-Naoum et al. [2] or Deimling [15], shows that G(u; ; ) = 0 can be solved locally
around ( Vu; V; V) by a Lipschitz function (u(); ()), which is di=erentiable at V. Property (13) is
established through the following result of Solimini [25]: if Vu(x) = 0 a.e. in ; u∈Lp() for p¿ 2
then given '¿ 0 there exists 4¿ 0 such that
‖u+1 − u+2 − 5 Vu¿0(u1 − u2)‖L26 '‖u1 − u2‖Lp ∀u1; u2 ∈B4( Vu) ⊂ Lp():
By the mapping properties of 0−1 there exists a constant C ¿ 0 such that ∀u1; u2 ∈B4( Vu) ⊂ W 1;20
one has
‖0−1u+1 −0−1u+2 −0−1(5 Vu¿0(u1 − u2))‖W 1; 20 6 'C‖u1 − u2‖W 1; 20 :
Notice that since Vu is a solution of (1) it satis9es meas {x∈ : Vu(x)=0}=0. Therefore, the operator
L= 9G=9(u; )|( Vu; V; V) given by
L(; ) := (+0−1[( V5 Vu¿0 + V5 Vu¡0)−  Vu −];
∫

 Vu dx)
satis9es (13). At the point ( Vu; V; V) = (i; i; i) we 9nd
L(; ) = (+0−1[i− −i ];
∫

i dx):
The operator L is a compact perturbation of the identity. Thus L is invertible provided it is injective.
To show injectivity suppose L(; ) = 0. Then  is a weak solution of
0+ i= −i in;
∫

i dx = 0:
After testing with i we 9nd 
∫
(
−
i )
2 dx = 0, i.e.,  = 0. Hence  is either an ith eigenfunction
orthogonal to i or zero. Simplicity of i implies  ≡ 0. The implicit function theorem shows the
local existence of the curve ai . A similar proof applies to 
b
i .
To 9nd the slope of the curve ai we need to di=erentiate
G(u(); ; ()) = 0 (14)
with respect to  at  = i. If we use the abbreviation  = 9u=9|=i and += 9=9|=i , then the
di=erentiation of (14) w.r.t.  leads to L( ; +) =−(0−1+i ; 0), i.e.,
 +0−1(i − +−i ) =−0−1+i ;
∫

 i dx = 0:
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Applying the Laplacian to both sides and testing with i leads to the result + = −
∫
(
+
i )
2dx=∫
(
−
i )
2dx. A similar calculation applies to bi .
4.2. Conditions for coincidence of ai and 
b
i
Coincidence of ai and 
b
i is known from the one-dimensional example u
′′ + u+ − u− = 0 on
(−1; 1) with u(−1) = u(1) = 0 whenever i is an even number. The corresponding ith eigenfunction
of −d2=dx2 is odd and satis9es ∫ 1−1(+i )2dx = ∫ 1−1(−i )2dx. This motivates the following:
De)nition 8. A Dirichlet eigenfunction i of −0 on  is called equally distributed if∫

(+i )
2dx =
∫

(−i )
2dx:
Yet another reason to study equally distributed eigenfunctions comes from the property of var2 studied
in Theorem 3(f): if var2 intersects the diagonal, then it does so at (2; 2) and 2=minN1=2 J . In other
words, var2 can reach the diagonal only if there exists an equally distributed second eigenfunction
of −0.
Corollary 9. Suppose i; i¿ 2, is a simple Dirichlet eigenvalue of −0 on . Then the following
alternative holds:
(a) If i is equally distributed, then ai and 
b
i meet tangentially at (i; i),
(b) If i is not equally distributed, then ai and 
b
i are diDerent curves, which intersect non-
tangentially at (i; i).
De)nition 10. (1) A bounded domain  ⊂ Rn is symmetric if there exists a matrix S ∈O(n); S = Id
such that S = .
(2) Suppose a bounded domain  is symmetric with a symmetry matrix S. A Dirichlet eigen-
function i of −0 is called odd if i(Sx) =−i(x).
On a symmetric domain any odd eigenfunction is equally distributed.
Theorem 11. Suppose  is a symmetric domain. If i; i¿ 2 is a simple Dirichlet eigenvalue such
that i is odd, then locally near (i; i) the two curves ai , 
b
i coincide.
Note. Ben-Naoum et al. [2, Section 5], give an abstract functional analytic criterion for the coinci-
dence of ia and 
i
b. In contrast, our approach is motivated geometrically.
Proof. Consider a point (; ai ()) on 
a
i with corresponding solution u
a
i (). By the symmetry of
the domain we can de9ne v(x) := uai (; Sx), which solves the same equation as u
a
i () with the same
coeRcients (; ai ()). Since (; 
a
i (); v) lies in a small norm-ball around the point (i; i;−i) the
uniqueness part of the implicit function theorem implies that v=ubi () and 
a
i ()=
b
i (). This proves
that locally ai = 
b
i .
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4.3. Example of a bifurcation from 2
Theorem 7 provides a local existence and uniqueness of Fu$c%&k curves around the diagonal. In the
following we demonstrate by an example that this local uniqueness may break down further away
from the diagonal, and new solution branches may bifurcate from 2.
Let  = (0; a)× (0; b) with a¿b. By Theorem 11 the two curves a2 and b2 coincide. We refer
to them as 2. Recall from Lemma 6 the Fu$c%&k eigenvalues
0 =
12
0 2a2
+
12
b2
; 0 =
12
(1− 0)2a2 +
12
b2
; 0∈ (0; 1); (15)
with the corresponding eigenfunctions
u0(x; y) =


sin
1x
0a
sin
1y
b
; 06 x6 0a;
0− 1
0
sin
1(a− x)
(1− 0)a sin
1y
b
; 0a6 x6 a:
(16)
For 0 close to 12 the values (0; 0) lie on 2, where instead of  as a parameter we have chosen
0∈ (0; 1). Moreover, this branch not only exists locally for 0 around 12 but globally. In fact, 2 ={(0; 0) : 0∈ (0; 1)} naturally extends the previous de9nitions of 2. However, we know from the
Example of Section 3 that “corner-cutting solutions” exist. We will show that these “corner-cutting
solutions” bifurcate from the explicitly known “straight-line solutions”.
Theorem 12. Suppose  = (0; a) × (0; b) with a¿b. For given 0∈ (0; 1) consider the eigenvalue
problem
0+ (05{x¡0a} + 05{x¿0a} + 8)= 0 in ; = 0 on 9 (17)
with real eigenvalue parameter 8. If 0∗ ∈ (0; 1=2) is such that some eigenvalue 8i has value 0 and
multiplicity 2, then 0∗ is a bifurcation point for (1) in the sense that a new branch of Fu;c*<k
eigenvalues and eigenfunctions separates from the known branch (0; 0; u0) at 0= 0∗.
Remark. Through (15) the known “straight-line solutions” can be parameterized by  instead of 0.
This enables us to apply bifurcation theory to the problem G(u; ; )=0 from Theorem 7 with  as the
bifurcation parameter. The branch of non-trivial solutions will detach at ∗=12=(0∗2a2)+12=b2. Our
numerical computations in the following example suggest that we encounter a supercritical pitch-fork
bifurcation, i.e., the bifurcating branch goes into the direction of increasing . Moreover, the “upper”
branch ( Vu; ; V) and the “lower” branch (u; ; ) of the pitch-fork are related by Vu(x; y)= u(x; b− y).
This mirror symmetry has no inSuence on the Fu$c%&k eigenvalues, i.e., V = , and it will not be
visible in the ; -diagram. We could not rigorously establish that the bifurcation is of supercritical
pitch-fork type, since the lack of smoothness prevents higher order Taylor expansions in .
Proof. We suppose that the known “straight-line solutions” are parameterized by  instead of 0.
Bifurcation theory from a simple eigenvalue, cf. [8], shows that for the problem G(u; ; ) = 0 from
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Theorem 7 the point ∗ is a point of bifurcation from the branch of known solutions provided
L=
9G(u; ; )
9(u; )
∣∣∣∣
u=u(∗); =∗ ; =(∗)
has 0 as a simple eigenvalue. The bifurcation theorem still holds if instead of continuous partial
Fr%echet derivatives one only has strong partial Fr%echet derivatives like in Theorem 7.
As shown in the proof of Theorem 7 the zero-eigenvalue condition may be written as the problem
of 9nding (; )∈W 1;20 ()× R such that
0+ (5u¿0 + 5u¡0)= u−;
∫

u dx = 0: (18)
By replacing  by  − (∫  u dx)u the second condition in (18) is satis9ed and, after a short
calculation, (18) is seen to be equivalent to
0 + (5u¿0 + 5u¡0) = u−: (19)
By testing (19) with u and integrating by parts one 9nds 
∫
(u
−)2 dx = 0, i.e.,  = 0. We are
therefore left with
0 + (5u¿0 + 5u¡0) = 0: (20)
However,  = u is always a solution (corresponding to  = 0). Hence, in order to 9nd 0 as an
eigenvalue of multiplicity 1 for (18) we are now looking for 0 as an eigenvalue of multiplicity 2
for (20). If we switch back to 0 as a parameter instead of  and recall that u changes sign exactly
at x= 0a, then we see that (20) is the equation for the zero-eigenvalue of (17) with multiplicity 2.
Next we need to determine constructively the eigenvalues 8 of (17). In the 9rst step we perform
a separation of variables. The completeness of the resulting orthogonal system of eigenfunctions is
justi9ed as in Courant, Hilbert [9, II\S 1, Section 6].
Lemma 13. A complete set of eigenfunctions of (17) is given by
ij(x; y) =  i(x) sin(j1y=b); i; j;=1; 2; : : : ;
where  i are the eigenfunctions of the one-dimensional problem
 ′′ + (05{x¡0a} + 05{x¿0a} + ;) = 0 on (0; a);  (0) =  (a) = 0; (21)
and ;i are the corresponding eigenvalues. The eigenvalues of (17) are then given by 8ij=;i+12j2=b2
with i; j = 1; 2; : : : .
Remark. Note that the numbering 8ij does not take into account the ordering of the eigenvalues.
The following lemma reduces the search for eigenvalues ;i of (21) to 9nding roots of scalar
equations, which can be done numerically.
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Fig. 3. First four eigenvalues.
Lemma 14. Let 0∈ (0; 1=2] be Exed. A value ; is an eigenvalue of (21) if and only if ;¿ − 0
and one of the following holds:
(i) −0 ¡;¡− 0 : tan(
√
0 + ;0a)√
0 + ;
=− tanh(
√−0 − ;(1− 0)a)√−0 − ; ,
(ii) ; =−0 : tan(
√
0 + ;0a)√
0 + ;
=−(1− 0)a,
(iii) ;¿− 0 : tan(
√
0 + ;0a)√
0 + ;
=− tan(
√
0 + ;(1− 0)a)√
0 + ;
.
Proof. Notice that 0¿ 0 for 0∈ (0; 1=2]. Hence no eigenvalue of (21) exists with 86− 0. We
consider case (iii) 9rst. Necessarily, an eigenfunction must have the form
(x) =
{
sin(
√
0 + ;x); 06 x6 0a;
< sin(
√
0 + ;(a− x)); 0a6 x6 a;
and < must be chosen such that (x) is a C1-function on [0; a]. This leads to two equations for <,
which can be solved if and only if (iii) holds. For case (ii) one needs to change  on [0a; a] to
(x) = <(x − a). For case (i) one needs (x) = < sinh(√−0 − ;(a − x)) on [0a; a]. In both cases
we obtain the above formulae.
Example. We want to apply the above theory to the case where =(0; 1:2)× (0; 1). For decreasing
values of 0 starting at 0 = 1=2 we calculate numerically the 9rst 4 eigenvalues 81(0); : : : ; 84(0) of
(17) by Lemmas 13 and 14. The results are pictured in Fig. 3.
At 0 = 1=2 we 9nd 8i(1=2) = i − 2 with 2 = 412=a2 + 12=b2. For decreasing values of 0 we
see that 82 remains zero. It also remains simple until at 0∗ ≈ 0:3458 the eigenvalue 83 reaches
zero and forms together with 82 a zero-eigenvalue of multiplicity 2. Theorem 12 implies that at
0∗ ≈ 0:3458 new Fu$c%&k eigenvalues and eigenfunctions bifurcate from the known ones. Initially, the
new Fu$c%&k eigenfunctions look very much like the known ones. As the branch evolves further, they
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Fig. 4. Left: energy values of the solutions, right: transformed zoom.
will eventually look like the “corner-cutting solutions”, which were already observed in the Example
of Section 3.
Bifurcation results vs. variational results. We wish to understand how the bifurcation translates back
into Problem (Pt). For this we have taken a computed solution u and have calculated t, such that
u∈Nt , together with the energy J (u). Hence to every u we associated a point (t; J (u)), which is
plotted in Fig. 4. The values obtained from the “straight-line solutions” usl are marked by a solid
line and the values coming from the “corner-cutting solutions” ucc by a dotted line. In the left
picture we see that as t decreases towards 0 the “corner-cutting solutions” have a lower energy. In
the right picture we take a closer look. 1 A surprising result was discovered. To describe it we use
the following abbreviation: when we refer to a critical point of type ucc we mean a pair of critical
points Vu cc and u cc related by the mirror symmetry Vu cc(x; y) = u cc(x; 1− y).
(i) For 0:1342¡t¡ 0:5 the function usl is the global minimizer of the functional J on Nt .
(ii) At t = 0:1342 two new local minimizers of type ucc are created. When t decreases further one
of them replaces usl as the global minimizer, i.e., the solution of (Pt) jumps discontinuously
from usl to ucc.
(iii) If we continue to decrease t we reach the bifurcation point, where the ucc branch detaches from
usl. After that ucc looses its stability, i.e., it is no longer a local minimizer but a saddle point.
The structure of the critical points with small energy is given as follows:
t-interval Critical points
0¡t¡ 0:1286 1 global min ucc, 1 saddle pt. usl
0:1286¡t¡ 0:1325 2 local min ucc, usl, 1 global min ucc
0:1325¡t¡ 0:1342 2 local min ucc, 1 global min usl
0:1342¡t¡ 0:5 1 global min usl
1 For a more convenient look we have subtracted the energy value of the “straight-line solution” usl, i.e., the points
arising from usl are now shown on level 0.
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Table 1
Values corresponding to numerical solutions presented
# t   J (u) Type of solution
 unit disk, Fig. 5
1 0.5 14.6 14.6 14.6 Solution of (Pt), 2nd eigenfunction
2 0.8 10.3 23.3 12.9 Solution of (Pt)
3 0.99 6.7 94.0 7.6 Solution of (Pt)
 = (0; 1:2)× (0; 1), Figs. 1, 2, 6
1 0.5 37.3 37.3 37.3 Solution of (Pt), 2nd eigenfunction
2 0.2 55.8 28.1 33.6 Solution of (Pt)
3 0.05 118.5 20.8 25.7 Solution of (Pt)
4 0.05 102.1 22.8 26.8 Saddle point of J on Nt
 isosceles triangle with base 1 and height 2, Fig. 7
1 0.5 40.9 55.4 48.2 Solution of (Pt)
2 0.1 115.0 36.6 44.7 Local minimum of J on Nt
3 0.93 65.0 145.4 70.9 MPA and Newton’s method
4 0.22 115.0 40.2 57.0 MPA and Newton’s method
 cross, Fig. 8
1 0.5 44.1 25.5 34.8 Solution of (Pt)
2 0.5 37.2 37.2 37.2 2nd eigenfunction
5. Numerical examples in R2
We present numerical results for several domains in R2. When necessary, we will distinguish
between two approaches used to obtain the results:
1. solve problem (Pt) using the variational method of Section 3,
2. solve problem (1) using Newton’s method applied to G(u; ; )=0 for 9xed , where G is de9ned
by (12).
For the second approach, we need a “good” guess to start the method. Such a guess can be obtained,
for example, from the method of Section 3 as a local minimum of J on Nt or from the Mountain
Pass Algorithm (MPA), as will be explained later. Once Newton’s method converges, we can start
varying the value of  in small steps and 9nd a branch of values (; ) that belongs to the Fu$c%&k
spectrum.
We are discussing four di=erent geometries: the unit disk, a rectangle, an isosceles triangle and
a cross. Table 1 lists the Fu$c%&k eigenvalues corresponding to the Fu$c%&k eigenfunctions presented in
9gures, as well as the value of the energy and the parameter t describing the set Nt .
5.1. Disk
Let = {x∈R2 : |x|¡ 1}. Fig. 5 shows the set var2 and solutions of (Pt) for three values of t as
found using the variational method. The second eigenvalue 2 can be considered simple when we
9x an axis of symmetry.
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Fig. 5. Graph of var2 and three solutions of (Pt) on the unit disk: (1) t = 0:5, (2) t = 0:8, (3) t = 0:99.
5.2. Rectangle
Let =(0; 1:2)×(0; 1). The left graph in Fig. 6 shows the set var2 found by the variational method.
The curve has a “gap” which corresponds to the jump of the minimizer ut from the “straight-line
solution” to the “corner-cutting” one, as mentioned in the Example in Section 3. More information
can be obtained by continuing each of the branches of var2 using Newton’s method. The resulting
graph is shown on the right in Fig. 6. In this graph, the solid line corresponds to the “straight-line
solutions” (curve 2), the dashed line to the “corner-cutting solutions”. The computation shows that
the bifurcation occurs at  ≈ 67:2;  ≈ 25:9. By Lemma 6 this corresponds to 0 ≈ 0:3458, which is
in good agreement to the predicted bifurcation value 0∗ ≈ 0:3458 computed in Section 4.3.
5.3. Isosceles triangle
Let  be an isosceles triangle with base 1 and height 2. Several curves are described.
The variational set var2 . The top left graph in Fig. 7 shows the set 
var
2 as obtained by the vari-
ational method. It is cut into an upper and a lower branch, since the second Dirichlet eigenfunction
is not equally distributed. Function (1) in the 9gure is a solution of (Pt) for t =0:5 but it is not an
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Fig. 6. Left: Graph of var2 for  = (0; 1:2)× (0; 1), right: bifurcation from 2.
eigenfunction. The support of its positive part lies to the left of the nodal line. As we change t from
0.5 towards 1 we move up on the upper branch of var2 . Correspondingly, the nodal line of function
(1) moves to the right towards the vertex. The lower branch of var2 starts at another solution of
(P0:5), namely function (1) with an opposite sign.
Continuation of var2 . We try to continue the branches of 
var
2 using Newton’s method to “9ll in
the gap”. If we start again with function (1) and try to increase the value of , we get solutions
that look similar to (1), only the nodal line moves to the left towards the base of the triangle. The
; -branch crosses the axis  =  but the corresponding second eigenfunction belongs to Nt with
t ≈ 0:34, so it is not equally distributed. At a certain point we observe a bifurcation from this branch
similar to the bifurcation from 2 described in detail for a rectangle. A new type of solutions is
created, the new branch is marked by a dashed line in the ; -graph and an example of a solution
on this branch, function (2), is depicted.
A higher curve. The next curve in the ; -diagram on the right in Fig. 7 that contains values
corresponding to solutions (3) and (4) and its reSection about the axis  =  was obtained by
Newton’s method combined with the Mountain Pass Algorithm. When solving problem (Pt) for a
9xed value of t ∈ (0; 12) numerically, we found the global minimizer ut and another local minimizer
ut; loc of J on Nt .
We are now in a mountain pass situation, since one needs to cross a mountain range when
following a path from one local minimum to the other. The Mountain Pass Theorem then concludes
that there exists another critical point of the functional—situated in the mountain pass. We are
interested in critical points of functional J subject to Nt . The Mountain Pass Theorem on the set
Nt follows immediately from the Deformation Lemma of Bonnet [3] on submanifolds with 9nite
codimension. By the theorem we can conclude that there exists another critical point uMP ∈Nt of
the functional J such that J (uMP) = inf <∈= maxu∈<([0;1])J (u), where = = {<∈C([0; 1]; Nt) : <(0) =
ut; <(1) = ut; loc} is a family of paths in Nt .
The idea of the Mountain Pass Algorithm is to 9nd an approximation of a path for which the
in9mum is attained. The algorithm was introduced in [7] and later used, for example, in [19]. Our
problem, however, presents an additional feature—the constraint Nt . We have implemented a version
of the Mountain Pass Algorithm subject to this constraint, explained in detail in Hor%ak [18]. From
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Fig. 7. Top left: graph of var2 for a triangular domain ; top right: higher eigenvalue curves; contour plots (1)–(4): Fu$c%&k
eigenfunctions corresponding to the eigenvalues marked in the ; -diagrams.
it we were able to obtain two types of solutions with two nodal lines: (1) both nodal lines connect
the sides of the triangle (function (3) in Fig. 7), (2) one nodal line connects the sides, the other
one “cuts a corner” (function (4) in the 9gure). Then we continued the ; -curves in the Fu$c%&k
spectrum using Newton’s method. The branch that corresponds to the “corner-cutting solutions” is
marked again by a dashed line.
Still a higher curve. The 9nal curve in the ; -diagram on the right was obtained by Newton’s
method for a range of values of , starting from an equally distributed eigenfunction with four nodal
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Fig. 8. Top left: graph of var2 for  in the shape of a cross; top right: coincidence of 
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2 and 
b
2; function (1) solution
of (Pt) for t = 0:5; function (2) second eigenfunction.
domains. The eigenfunction was found by solving G(u; ; ) = 0 and − =0 by Newton’s method
with a pseudo-random initial approximation.
Curves may intersect. Fig. 7 shows another surprising feature: Fu$c%&k curves with di=erent nodal
patterns intersect. Such a behavior was previously recorded by Cuesta [10] by an explicit calculation
for a rectangle. However, for a class of one dimensional problems Lu+ u+− u−=0 with smooth
coeRcients previously known data, cf. Brown and Reichel [4], indicated that only Fu$c%&k curves with
the same nodal pattern can intersect in diagonal points. In contrast, Campos and Dancer [6] suggested
that the crossing of Fu$c%&k curves may occur provided the coeRcients of L are discontinuous.
5.4. Cross
Let  have the shape of a cross depicted in Fig. 8. The ; -plot on the left shows again the
set var2 . Function (1) is a solution of (Pt) for t = 0:5. As in the case of the triangle, it is not an
eigenfunction and 2 does not belong to var2 . We continue one of the branches of 
var
2 using the
Newton’s method and obtain the ; -diagram on the right in the 9gure. The second eigenfunction,
function (2), is simple and odd (with respect to the symmetry of  about the axis of the second
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and fourth quadrant). This situation has been described by Theorem 11. It shows that a2, 
b
2 form
a single curve, which is visible in Fig. 8.
6. Open questions
The following question remains essentially open:
Suppose  is symmetric and the second Dirichlet eigenfunction 2 is simple, odd, and hence
equally distributed. Under which additional assumption on  do we have 2 = var2 near the
diagonal?
To see the diRculties involved, recall those examples from Section 5 where  is equally distributed.
If  is a disk (with one axis of symmetry 9xed) or a rectangle, then our numerical results indicate
that the variational set and the implicit function curve locally coincide. However, if  is a cross,
then var2 does not meet the diagonal, although the second eigenfunction is equally distributed.
We propose the following partial answer to the problem.
Theorem 15. Suppose  is a symmetric domain. If the second Dirichlet eigenfunction 2 is simple
and odd (and hence equally distributed) and if (2; 2)∈ var2 , then locally at (2; 2) the sets a2; b2
and var2 coincide.
Proof. Let t → 1=2 and let t; t be a single-valued selection. By monotonicity we have t → V
and t → V. We will show that V = V = 2 and that a weak limit point of ut is either 2 or −2.
So suppose utk → Vu weakly in W 1;20 and strongly in L2. Thus Vu∈N1=2. By lower semicontinuity∫
 |∇ Vu|2dx6 lim inf t→1=2 E(t) = E(1=2). Hence Vu is a minimizer for (P1=2), i.e., Vu=±2. Suppose,
for example, that Vu=2. Then we have utk → 2 strongly in W 1;20 . Likewise u+tk → +2 and u−tk → −2 .
This implies that tk ; tk → 2, i.e., V = V = 2. This shows that the possibly multivalued function
(t; t) converges to (2; 2) as t → 1=2, and the limit points of ut as t → 1=2 are ±2.
Therefore, if t is close to 1=2 either
∫
 ut2 dx¿ 0 or
∫
 ut2 dx¡ 0. However, since both ut(x)
and ut(Sx) are Fu$c%&k eigenfunctions with the same Lagrange multipliers, we have two Fu$c%&k eigen-
functions uat and u
b
t for every t close to 1=2 such that∫

uat 2 dx¿ 0;
∫

ubt 2 dx¡ 0 and u
a
t → 2; ubt → −2 as t → 1=2:
Hence we de9ne for small 4¿ 0
=a2 = {(t; t ; uat ) : t ∈ (1=2− 4; 1=2 + 4)};
=b2 = {(t; t ; ubt ) : t ∈ (1=2− 4; 1=2 + 4)}:
From the implicit function theorem we get correspondingly
>a2 = {(; a2(); ua2()) : ∈ (2 − '; 2 + ')};
>b2 = {(; b2(); ub2()) : ∈ (2 − '; 2 + ')}:
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On >a2 we have
∫
 u2 dx¿ 0, whereas on >
b
2 we 9nd
∫
 u2 dx¡ 0. By the uniqueness part of
the implicit function theorem we 9nd for suRciently small 4 that =a2 ⊂ >a2; =b2 ⊂ >b2. If one observes
that
t() :=
∫

(ua2()
+)2 dx
is a continuous function of , i.e., t() maps ∈ (2− '; 2 + ') bijectively to (1=2− 4; 1=2+ 4) for
suitably small 4; ', one obtains
=a2 = >
a
2; =
b
2 = >
b
2:
This completes the proof of a2 = 
b
2 = 
var
2 locally.
Theorem 15 reduces the above open question to the problem of 9nding conditions on  such that
(2; 2)∈ var2 . Based on the examples from Section 5 one might ask the following question:
Suppose  is symmetric and the second Dirichlet eigenfunction 2 is simple, odd and hence
equally distributed. Suppose the nodal domains of 2 are convex. Is it true that 2 is the
minimizer for (P1=2)?
A positive answer to this question would explain why var2 meets the diagonal if  is a disk or a
rectangle, but not if  is a cross.
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