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SCALING LIMIT OF A LIMIT ORDER BOOK MODEL
VIA THE REGENERATIVE CHARACTERIZATION OF
LE´VY TREES
By Peter Lakner and Josh Reed and Florian Simatos
We consider the following Markovian dynamic on point processes:
at constant rate and with equal probability, either the rightmost atom
of the current configuration is removed, or a new atom is added at
a random distance from the rightmost atom. Interpreting atoms as
limit buy orders, this process was introduced by Lakner, Reed and
Stoikov (2016) to model a one-sided limit order book.
We consider this model in the regime where the total number of
orders converges to a reflected Brownian motion, and complement
the results of Lakner, Reed and Stoikov (2016) by showing that, in
the case where the mean displacement at which a new order is added
is positive, the measure-valued process describing the whole limit
order book converges to a simple functional of this reflected Brownian
motion. Our results make it possible to derive useful and explicit
approximations on various quantities of interest such as the depth or
the total value of the book.
Our approach leverages an unexpected connection with Le´vy trees.
More precisely, the cornerstone of our approach is the regenerative
characterization of Le´vy trees due to Weill (2007), which provides an
elegant proof strategy which we unfold.
1. Introduction.
1.1. Context. The limit order book is a financial trading mechanism that
facilitates the buying and selling of securities by market participants. It keeps
track of orders made by traders, which makes it possible to fulfill them in
the future. For instance, a trader may place an order to buy a security at a
certain level p. If the price of the security pi is larger than p when the order
is placed, then the order is kept in the book and will be fulfilled if the price
of the security falls below p.
Due to its growing importance in modern electronic financial markets,
the limit order book has attracted a significant amount of attention in the
applied probability literature recently. One may consult, for instance, the
survey paper by Gould et al. (2013) for a list of references. Several mathe-
matical models of the limit order book have been proposed in recent years,
ranging from stylized models such as the Stigler-Luckock model (see Kelly
and Yudovina (to appear); Luckock (2003); Swart) to more complex mod-
els such as those proposed by Cont, Stoikov and Talreja (2010) or Gare`che
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et al. (2013). Broadly speaking, these models may be categorized as being
either discrete and closely adhering to the inherent quantized nature of the
limit order book, or as being continuous in order to better capture the high
frequency regime in which the order book typically evolves.
In the present paper, we attempt to bridge the gap between the discrete
and continuous points of view by establishing the weak convergence of a
discrete limit order book model to a continuous one in an appropriately
defined high frequency regime where the speed at which orders arrive grows
large. Similar weak convergence results have recently been considered in
various works. However, most of the time, only finite-dimensional statistics
of the limit order book are tracked such as the bid and ask prices (the highest
prices associated with a buy and sell order on the book) or the spread (equal
to the difference between these two quantities), see for instance Abergel and
Jedidi (2013); Blanchet and Chen; Cont and de Larrard; Cont and de Larrard
(2013); Kirilenko, Sowers and Meng (2013). In contrast, in the present paper
we establish the convergence of the full limit order book which we model by
a measure-valued process. This approach has also been taken in Osterrieder
(2007). In Horst and Paulsen (2017) the authors also model the entire book
but with a different approach, namely, they track the density of orders which
they see as random elements of an appropriate Banach space.
1.2. Multiplicative model description and main result. The discrete model
that we study is a variant of the limit order book model proposed by Lakner,
Reed and Stoikov (2016). This is a one-sided limit order book with only limit
buy orders which are therefore fulfilled by market sell orders. Since in this
one-sided case no confusion can arise, in the rest of the paper we simply
refer to them as limit orders and market orders, and we call price the bid
price, i.e., the highest price associated with a limit order in the book. Limit
and market orders arrive according to two independent Poisson processes,
and:
Upon arrival of a market order the market order fulfills one of the limit
orders associated to the current price which is therefore removed from
the book;
Upon arrival of a limit order conditionally on the state of the book, the
location of this new order is distributed like max(Mp, p0) with p the
current price, p0 > 0 some fixed parameter and M some positive ran-
dom variable.
The parameter p0 models the action of a market maker that prevents the
price from reaching arbitrary low values. Our techniques could be extended
to allow for p0 = 0: in this case, p0 has to be replaced by the past infimum
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of the price, see the discussion in Section 6.
In our model, a new limit order is only placed in the vicinity of the cur-
rent price: this assumption is justified from empirical evidence that shows
that the major component of the order flow occurs at the (best) bid and
ask price levels, see for instance Biais, Hillion and Spatt (1995). This fea-
ture has been incorporated in previous models such as Cont and de Larrard;
Cont, Kukanov and Stoikov (2014) and the purpose of our model is to under-
stand the impact of this fundamental behavior in the high-frequency regime.
We model the state of the book at time t by a finite point measure Xt
on R+ where atoms record positions of orders in the book. Our main re-
sult (Theorem 2.1 below) states that when E(logM) > 0 and in the high-
frequency regime where the rates at which the market and limit orders arrive




Λ(Wt), t ≥ 0
)
with W a Brownian motion reflected at 0 and Λ(w) for each w ≥ 0 the









Note that W has variance (2λ)[E(logM)]2 and is allowed to have a drift
m ∈ R: λ is the asymptotic rate at which orders arrive and m emerges as
the difference between the arrival rates of market and limit orders. The drift
thus reflects the imbalance between offer and demand which is line with the
standard economic models of price evolution such as in Foucault, Kadan and
Kandel (2005).
In the original discrete model, the price at time t corresponds to the
supremum of the support of Xt. In the limit, we define the limiting price
process (pit, t ≥ 0) in the same way from ((1/E(logM))Λ(Wt), t ≥ 0), i.e.,
pit = sup supp(Λ(Wt)).
Remark 1.1. Here we have stated a multiplicative version of our result
where the location of an order is obtained as a multiplicative factor of the
current price. This is the most relevant form of our result from an applica-
tion point of view and is thus suited for the discussion below. However, from
a technical standpoint it is more convenient to take a logarithmic transfor-
mation and consider an additive model where the displacement is obtained
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as a linear addition to the current pice. This will be the setting adopted in
Section 2 onward, and in particular in the statement of our main result,
Theorem 2.1 below.
1.3. Insights into limit order book. This result brings practical insight
into the behavior of limit order books in the high frequency regime as we
now discuss.
1.3.1. State-space collapse, local evolution and asymptotic Markovianity of
the price. Our limiting process ((1/E(logM))Λ(Wt), t ≥ 0) has the striking
feature that the associated price process (pit, t ≥ 0) is Markov, namely it is
a geometric reflected Brownian motion. Note that this is in accordance with
standard assumptions in finance such as in the famous model of Black and
Scholes. What is more, it actually bears all the randomness since according
to (1), Λ(Wt) is a deterministic function of pit. This phenomenon of dimen-
sion reduction, going from a process with values in the space of measures to
a real-valued process, is well-known in queueing theory where it is referred
to as the state-space collapse phenomenon Bramson (1998); Gromoll (2004);
Reiman (1984); Williams (1998). To the best of our knowledge it is however
the first time that it is observed in financial applications.
These two properties are surprising because they are far from being true
in the original discrete model. Indeed, in the original discrete model it is
not enough to know the price process to know the entire state of the book,
and the price process is not amenable to a simple description: it is not even
Markov. Actually, most of the forthcoming technical difficulties come from
the fact that in order to control the discrete price process, one needs to know
the entire state of the book.
A closely related striking feature is that in the limit, the price process
becomes symmetric in the following sense. At the discrete level, the price
process increases when a limit order arrives and draws a random variable
M > 1: in this case, the (multiplicative) increase is independent of the state
of the book and is distributed like M conditioned on being > 1. On the
other hand, the price can only decrease when a market order arrives and
in this case the decrease of the price is governed by the state of the book.
Intuitively, the more orders in the book the smaller the decrease since it will
be more likely for an order to be close to the current price. However, this
asymmetry is washed out in the limit: the fact that the limiting price process
is a geometric reflected Brownian motion implies that it behaves as if the
increase and decrease were distributed identically. Note that, heuristically
at least, this gain in symmetry is necessary for the price process to become
Markovian since otherwise, the evolution of the price process would depend
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on the state of the book. The local evolution of the price and its asymptotic
Markovianity are therefore closely related.
As mentioned in Section 1.2, our model is meant to shed light on the
impact of the fact that orders are placed in the vicinity of the current price: in
light of the above discussion, we believe that one of the insights of our result
is to justify the use of Markovian models for price evolution in the high-
frequency regime, even though this would not be a reasonable assumption at
the discrete level. We note moreover that our model leads to the price process
following a geometric reflected Brownian motion which is in accordance with
standard models Hull (2018).
1.3.2. Convergence of the entire book and useful approximations. Fur-
thermore, establishing convergence of the measure-valued process describing
the whole state of the book bears at once all the relevant information on
the limit order book. For instance, our result combined with the continuous
mapping theorem implies the convergence of:
The price process: the price process converges toward the stochastic pro-
cess (pit, t ≥ 0) with pit the supremum of the support of the measure
Λ(Wt) and so, as mentioned above, pi is a geometric reflected Brownian
motion. In particular, we know its law which is for instance given in
the case of zero drift by e|N | with N a normal random variable, which
allows for explicit computation of its mean, variance, etc;
The depth of the book: the depth of the book converges to the process
(pit − p0, t ≥ 0);
The total value of the book: in the discrete model, it is defined as the
sum of the prices corresponding to the limit orders in the book. In
terms of the measure Xt, this corresponds to the mass
∫
xXt(dx) which





Further examples of functionals that converge include the time-to-fill of an
order in the book or the fill probability. From a practical standpoint, these
convergence results yield approximations of discrete quantities by continuous
ones in the high-frequency regime. These approximations are particularly
useful because, as discussed above, the limiting continuous process is much
simpler than the original discrete one since it is a deterministic function of
a geometric Brownian motion.
For simplicity we have restricted the proof of our main result to the case
where W has no drift. With minor technical additions they could be ex-
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tended to allow for an arbitrary drift m ∈ R which is the setting consid-
ered for the following discussion, see Section 6 for more details. We then
have the following high frequency approximations where we write σ2 =
(2λ)[E(logM)]2 for the variance of W :
Time-to-fill density: let T be the time-to-fill of an order at p when the
current price is at pi > p: then our result yields the approximation











Fill probability: the previous approximation directly leads to an approx-
imation for the fill probability of a similar order, namely
P(T <∞) ≈
{






These high frequency approximations are obtained by solving the similar
problem on our limiting process ((1/E(logM))Λ(Wt), t ≥ 0). This Brownian
approximation of the price process also tells us that in the high-frequency
regime, the probability for the price to go up or down is actually independent
of the state of the book and is close to 12 .
1.4. Link with other strands of applied probability. Our model is moti-
vated by financial applications but it can also be viewed as a queueing model
and as a particular model of branching random walk: we now detail the po-
tential contribution of our paper for these two fields. Note also that, as will
be discussed in Section 1.6.2 below, the techniques we develop give insight
into the heavy-traffic approximation of the LIFO queue established by Limic
(2000, 2001).
1.4.1. Spatial queueing models. There has recently been a surge of inter-
est for spatial queueing models where either the server moves and/or users
are spread in space. The references Altman and Levy (1994); Coffman and
Gilbert (1987); Foss, Rolla and Sidoravicius (2015) belong to the first cate-
gory and investigate the performance of various spatial service disciplines as
the server moves and customers arrive in space, while the references Aldous
(2017); Bouman, Borst and van Leeuwaarden (2011); van de Ven, Borst and
Ying (2013) belong to the second category and analyze, among others, the
performance of various classical medium access mechanisms when customers
are spread in space.
In terms of spatial queueing models, our model can be formulated as fol-
lows: there is a queue of customers lined up on R, with only the rightmost
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customer being served. When a new customer enters, she chooses her posi-
tion at a random distance from the rightmost customer, i.e., the customer
currently in service. If the new customer becomes the rightmost one, then
she receives service, i.e., the service discipline is pre-emptive. If customers
were always picking a position to the right of the rightmost customer, then
this queueing system would essentially be a LIFO queue. However, because
customers may choose a position to the left of the customer currently in ser-
vice this creates an intricate correlation between service and spatial positions
which we analyze here.
1.4.2. Link with branching random walks. In a branching random walk,
individuals reproduce as in a Galton–Watson branching process and also un-
dergo spatial motions with the constraint that children start off at the same
location as their parent. This is an important model in applied probability
with connections to, e.g., partial differential equations and Gaussian fields,
see for instance Bramson (1978) and Ding and Zeitouni (2014).
Many variants of this model have been studied, such as branching random
walks with a barrier (introduced by Biggins et al. (1991)) or more recently
the N branching random walk where only the N rightmost particles are
allowed to reproduce and the others are killed as in Brunet and Derrida
(1997). As will be recalled below, in Simatos (2014) a coupling was estab-
lished between the model of the present paper and branching random walks,
which makes it possible to see our model as a branching random walk where
only the rightmost particle is allowed to reproduce, and does so one child at
a time.
1.5. Relation with previous work. As mentioned earlier, we consider in
the present paper the case E(logM) > 0. The case E(logM) < 0 is stud-
ied in Lakner, Reed and Stoikov (2016) and exhibits a fundamentally dif-
ferent behavior. Namely, when E(logM) < 0 the entire limit order book
appropriately scaled is asymptotically concentrated at the price and the
latter converges to a monotonically decreasing process. The sharp contrast
between the cases E(logM) > 0 and E(logM) < 0 reflects the intrinsic
asymmetric nature of the discrete limit order book model itself, discussed
in Section 1.3.1.
The case E(logM) < 0 is treated in Lakner, Reed and Stoikov (2016)
using stochastic calculus arguments, and the main challenge of the proof is to
show that the price process is asymptotically monotone. When E(logM) > 0
this is no longer the case, and the main challenge of the present paper is
to show that the price process converges to a geometric reflected Brownian
motion. Because of this fundamentally different asymptotic behavior, the
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techniques developed in Lakner, Reed and Stoikov (2016) cannot be directly
applied to study the case E(logM) > 0.
For this reason, we develop here entirely new arguments relying on the
regenerative property of Weill (2007). To unfold this proof strategy, we need
to control specific random times, typically left and right endpoints of ex-
cursions. These controls are provided by a coupling laid down in Simatos
(2014) between the model studied here and a branching random walk. Con-
ceptually, this coupling is merely a technical tool that is only used to control
these random times: it is conceivable that they could be controlled by other
means and the coupling avoided altogether. In contrast, the connection with
Le´vy trees which we present briefly now, and in more details in Section 2.2,
lies at the heart of our approach and constitutes an original contribution
which could be useful for other stochastic systems.
1.6. An unexpected connection with Le´vy trees and the heavy traffic limit
of the LIFO queue revisited.
1.6.1. A new characterization of the reflected Brownian motion. Quite
surprisingly, we find that in our model the log-price process satisfies a re-
generative property very close to the one characterizing the contour process
of Galton–Watson trees, see Lemma 2.3 and the discussion following it.
Roughly speaking, this regenerative property says that for any level a > 0,
successive excursions above level a are i.i.d. and that their common law does
not depend on a.
Clearly this property is satisfied by a reflected Brownian motion and one
of the takeaway from Weill (2007) is that, under certain conditions, this is
the only process that satisfies this property. In other words, this regenerative
property can be used to characterize a reflected Brownian motion.
Since the discrete log-price process almost satisfies this regenerative prop-
erty, in order to prove that it converges to a reflected Brownian this suggests
to prove that any of its accumulation points satisfies this regenerative prop-
erty. Although this argument lays down an elegant and attractive proof
strategy, many technical details need to be taken care of along the way and
Section 5 of the paper is dedicated to working these details out.
1.6.2. The heavy traffic limit of the LIFO queue revisited. To conclude
the presentation and implications of our results, we note that the approach
explained above, using the regenerative characterization of the reflected
Brownian established by Weill (2007), provides a new interpretation for the
results by Limic (2000, 2001) where it is proved that the scaling limit of the
pre-emptive LIFO queue is the height process of a Le´vy tree.
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First of all, note that the queue length process of the pre-emptive LIFO
queue indeed exhibits the above regenerative property (this was already ob-
served by Nu´n˜ez-Queija (2001)): the beginning of a new excursion at level a
corresponds to an arrival of a customer when there were a− 1 customers in
the queue. The excursion above level a lasts until the queue length process
falls back to level a− 1 and because of the pre-emptive LIFO service disci-
pline, this excursion is distributed as a regular busy cycle. In particular, it is
independent of a and moreover, the service discipline is such that successive
excursions are i.i.d..
Assuming that the queue length process properly scaled converges and
that this regenerative property passes to the limit, it becomes very natu-
ral that any accumulation point of the queue length process satisfies the
continuous version of the regenerative property as defined by Weill (2007).
As Weill (2007) showed that this regenerative property characterizes the
height process of Le´vy trees Duquesne and Le Gall (2002), this provides
another explanation as why, as was showed by Limic (2000, 2001), the pre-
emptive LIFO queue is the height process of a Le´vy tree.
1.7. Organization of the paper. Section 2 introduces basic notation, presents
our main result (Theorem 2.1) and discusses more formally the connection
with Le´vy trees. Before proceeding to the proof of Theorem 2.1 in Section 5,
we introduce in Section 3 the coupling of Simatos (2014), and additional
notation together with preliminary results in Section 4. We conclude the
paper by discussing in Section 6 possible extensions of our results.
1.8. Acknowledgements. F. Simatos would like to thank N. Broutin for
useful discussions about branching random walks that lead to the results of
Appendix A. The authors are also grateful to I. Kortchemski for suggest-
ing the current proof of the second bound in (36) which simplified earlier
arguments.
2. Model and main result.
2.1. Model and main result. Let M be the set of finite and positive
measures on [0,∞). We equip M with the vague topology and consider
D([0,∞),M) the class of ca`dla`g mappings from [0,∞) to M, which we en-
dow with the Skorohod topology. It is well-known, see for instance (Kallen-
berg, 2002, Section A.2), that M and D([0,∞),M) with these topologies
are Polish spaces.
Let z ∈ M be the zero measure, δa be the Dirac mass at a ≥ 0 and
MF ⊂ M be the set of finite point measures, i.e., measures ν ∈ M with
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finite support and of the form ν =
∑
p ςpδp for some integers ςp. For a
measure ν ∈M let pi(ν) be the supremum of its support:
pi(ν) = sup {y ≥ 0 : ν([y,∞)) > 0}
with the convention pi(z) = 0; pi(ν) will be called the price of the measure
ν, and an atom of ν ∈MF will be referred to as an order.
We use the canonical notation and denote by (Xt, t ≥ 0) the canonical
M-valued process. Let Pχ be the law of the MF -valued (strong) Markov
process started at χ ∈MF and with generator ω given by
ω(f)(ν) = λE
[




f(ν − δpi(ν))− f(ν)
]
1{ν 6=z}
where a+ = max(0, a) for a ∈ R, and where λ > 0 and J , a real-valued ran-
dom variable, are the only two parameters of the model under consideration.
In words, the dynamic is as follows. We are given two independent Poisson
processes, each of intensity λ. When the first one rings, a new order is added
to the process and is located at a distance distributed like J to the current
price, independently from everything else (J will sometimes be referred to
as the displacement of the newly added order). Note however that an order
cannot be placed in the negative half-line, and so an order with displace-
ment J is placed at (pi(ν) + J)+ (this boundary condition will be discussed
in Section 6). When the second Poisson process rings and provided that at
least one order is present, an order currently sitting at the price is removed
(it does not matter which one).
Let Pnχ be the law of (ϑn(Xn2t), t ≥ 0) under Pχ, where ϑn : M → M
acts on measures as follows:
(2) ϑn(ν)([y,∞)) = 1
n
ν([ny,∞)), y ≥ 0.
In the sequel we will omit the subscript when the initial state is the
empty measure z, i.e., we will write P and Pn for Pz and Pnz , respectively,
with their corresponding expectations E and En. For convenience we will
also use P and E to denote the probability and expectation of other generic
random variables (such as when we write E(J), or when we consider random
trees).
LetMnF = ϑn(MF ) = {ϑn(ν) : ν ∈MF }. In the sequel we will denote by
νn for ν ∈ MnF the only measure in MF such that ϑn(νn) = ν. Let in the
sequel W be a standard Brownian motion reflected at 0 and α = (2λ)1/2.
The following result, which is the main result of the paper, shows that Pn
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converges weakly to a measure-valued process which can simply be expressed
in terms of W .
Theorem 2.1. Assume that E(J) > 0 and that J ∈ {−j∗,−j∗ + 1, . . . , 0, 1}
for some j∗ ∈ N. Then as n→ +∞, Pn converges weakly to the unique prob-
ability measure under which X satisfies the following two properties:
a. pi ◦X is equal in distribution to αE(J)W ;
b. Xt for each t ≥ 0 is absolutely continuous with respect to Lebesgue
measure with density 1{0≤y≤pi(Xt)}/E(J), i.e.,
(3) Xt([0, y]) =
1
E(J)
min (y, pi(Xt)) , t, y ≥ 0.
Remark 2.2. We will prove more than is stated, namely, we will show
that X converges jointly with its mass and price processes, and also with
their associated local time processes at 0 (see Lemma 5.2).
In the rest of the paper we assume that the assumptions of this theorem
hold, i.e., E(J) > 0 and J ∈ {−j∗, . . . , 1} for some j∗ ∈ N. The behavior
when E(J) < 0 is completely different and has been treated in Lakner, Reed
and Stoikov (2016) using stochastic calculus arguments, see the Introduction
and Section 6 for more details.
2.2. Link with Le´vy trees: detailed discussion. The following lemma is at
the heart of our approach to prove Theorem 2.1. Let in the sequel D be the
set of real-valued ca`dla`g functions with domain [0,∞) and
ζ(f) = inf{t > 0 : f(t) = 0}
for f ∈ D. We call excursion, or excursion away from 0, a function f ∈ D
with 0 < ζ(f) < +∞ and f(ζ(f) + t) = 0 for all t ≥ 0 (note that we only
consider excursions with finite length). We call height of an excursion its
supremum, and denote by E the set of excursions. For a ≥ 0 and g ≤ d we
say that the function e = (f((g + t) ∧ d) − a, t ≥ 0) is an excursion of f
above level a if e ∈ E , et ≥ 0 for every t ≥ 0 and f(g−) ≤ a.
Lemma 2.3. Let a ≥ 0 be any integer. Then under P, the sequence of
successive excursions of pi ◦X above level a are i.i.d., with common distri-
bution the first excursion of pi ◦X away from 0 under Pδ1.
Proof. Consider X under Pν for any ν ∈ MF with pi(ν) ≤ a that
only puts mass on integers. Then when the first excursion (of pi ◦X) above
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a begins, the price is at a and an order is added at a + 1. Thus if g is
the left endpoint of the first excursion above a, Xg must be of the form
Xg = Xg− + δa+1 with pi(Xg−) = a. This excursion lasts as long as at
least one order sits at a + 1, and if d is the right endpoint of the first
excursion above a, then what happens during the time interval [g, d] above
a is independent from Xg− and is the same as what happens above 0 during
the first excursion of pi ◦ X away from 0 under Pδ1 . Moreover, Xd only
puts mass on integers and satisfies pi(Xd) ≤ a, so that thanks to the strong
Markov property we can iterate this argument. The result therefore follows
by induction.
Remark 2.4. For a ≥ 0 let Ra :M→M be defined by
Ra(ν)([y,∞)) = ν([a+ y,∞)),
and call (Ra(Xt), g ≤ t ≤ d) an excursion of X above level a if the path
(pi(Xt), g ≤ t ≤ d) is an excursion of pi ◦ X above level a. Then the above
proof actually shows that the successive excursions above level a of X are
i.i.d., with common distribution the first excursion above 0 of X under Pδ1.
Lemma 2.3 is at the heart of our proof of Theorem 2.1. Indeed, this
regenerative property is strongly reminiscent of Galton–Watson branching
processes. More precisely, consider a stochastic process H ∈ E with finite
length and continuous sample paths, that starts at 1, increases or decreases
with slope ±1 and only changes direction at integer times.
For integers a ≥ 0 and p > 0 and conditionally on H having p excur-
sions above level a, let (eka,p, k = 1, . . . , p) be these p excursions. Then H
is the contour function of a Galton–Watson tree if and only if for each a
and p, the (eka,p, k = 1, . . . , p) are i.i.d. with common distribution H. Indeed,
H can always be seen as the contour function of some discrete tree. With
this interpretation, the successive excursions above a of H code the subtrees
rooted at nodes at depth a + 1 in the tree. The (eka,p, k = 1, . . . , p) being
i.i.d. therefore means that the subtrees rooted at nodes at depth a are i.i.d.:
this is precisely the definition of a Galton–Watson tree.
The difference between this regenerative property and the regenerative
property satisfied by pi ◦ X under P and described in Lemma 2.3 is that,
when conditioned to belong to the same excursion away from 0, consecutive
excursions of pi◦X above some level are neither independent, nor identically
distributed. If for instance we condition some excursion above level a to be
followed by another such excursion within the same excursion away from 0,
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this biases the number of orders put in {0, . . . , a} during the first excursion
above a. Typically, one may think that more orders are put in {0, . . . , a} in
order to increase the chance of the next excursion above a to start soon, i.e.,
before the end of the current excursion away from 0.
However, this bias is weak and will be washed out in the asymptotic
regime that we consider. Thus it is natural to expect that pi ◦ X under P,
properly renormalized, will converge to a process satisfying a continuous ver-
sion of the discrete regenerative property satisfied by the contour function
of Galton–Watson trees.
Such a regenerative property has been studied in Weill (2007), who has
showed that it characterizes the contour process of Le´vy trees (see for in-
stance Duquesne and Le Gall (2002) for a background on this topic). Thus
upon showing that this regenerative property passes to the limit, we will have
drastically reduced the possible limit points, and it will remain to show that,
among the contour processes of Le´vy trees, the limit that we have is actually
a reflected Brownian motion. From there, a argument based on local time
considerations allows us to conclude that Theorem 2.1 holds.
In summary, our proof of Theorem 2.1 will be divided into four main
steps:
1. showing tightness of Pn;
2. showing, based on Lemma 2.3, that for any accumulation point P,
pi ◦ X under P satisfies the regenerative property studied in Weill
(2007) (most of the proof is devoted to this point);
3. arguing that among the contour processes of Le´vy trees, pi ◦X under
P must actually be a reflected Brownian motion;
4. showing that Xt under P has density 1{y≤pi(Xt)}/E(J) with respect to
Lebesgue measure.
3. Coupling with a branching random walk.
3.1. Coupling with a branching random walk. In this section we intro-
duce the coupling of Simatos (2014) between our model and a particular
random walk with a barrier. As mentioned in the Introduction, this cou-
pling plays a crucial role in the proof of Theorem 2.1. Let T be the set of
colored, labelled, rooted and ordered trees. Trees in T are endowed with the
lexicographic order. Thus in addition to its genealogical structure, each edge
of a tree T ∈ T has a real-valued label and each node has one of three colors:
either white, green or red.
In the sequel we write v ∈ T to mean that v is a node of T, and we denote
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by ∅ ∈ T the root of T, by |T| its size (the total number of nodes) and by
h(T) its height. Nodes inherit labels in the usual way, i.e., the root has some
label and the label of a node that is not the root is obtained recursively by
adding to the label of its parent the label on the edge between them. If v ∈ T
we write ψ(v, T) for the label of v (in T), |v| for the depth of v (so that, by
our convention, |∅| = 1 and h(T) = supv∈T|v|) and vk ∈ T for k = 1, . . . , |v|
for the node at depth k on the path from the root to v (so that v1 = ∅ and
v|v| = v). Also, ψ∗(T) = supv∈T ψ(v, T) is the largest label in T, γ(T) is the
green node in T with largest label, with γ(T) = ∅ if T has no green node
and in case several nodes have the largest label, γ(T) is the last one, and





We say that a node v ∈ T is killed if the label of v is < than the label of
the root, and if the label of every other node on the path from the root to v
has a label ≥ to the one of the root. Let K(T) ⊂ T be the set of killed nodes:
K(T) =
{
v ∈ T : min
1≤k≤|v|−1
ψ(vk, T) ≥ ψ(∅, T) and ψ(v, T) < ψ(∅, T)
}
and consider B(T) ∈ T the tree obtained from T by removing all the de-
scendants of the killed nodes (but keeping the killed nodes themselves), and
B+(T) the tree obtained from B(T) by applying the map x 7→ x+ to the label
of every node in B(T). Note that since B(T) is a subtree of T, we always have
ψ∗(B(T)) ≤ ψ∗(T).
Let Φ : T→ T be the operator acting on a tree T ∈ T as follows. If T has
no green node then Φ(T) = T. Else, Φ changes the color of one node in T
according to the following rule:
• if γ(T) has at least one white child, then its first white child becomes
green;
• if γ(T) has no white child, then γ(T) becomes red.
Let Φk be the kth iterate of Φ, i.e., Φ0 is the identity map and Φk+1 =
Φ ◦ Φk, and let also τ(T) = inf{k ≥ 0 : ψ(γ(Φk(T)), T) < ψ(∅, T)}. We will
sometimes refer to the process (Φk(T), k = 0, . . . , τ(T)) as the exploration of
the tree T.
Consider a tree T ∈ T such that all the nodes are white, except for the
root which is green. For such a tree, the dynamic of Φ is such that τ(T) is
the smallest k at which the nodes of B(Φk(T))\K(Φk(T)) are red, the nodes
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of K(Φk(T)) are green and the other nodes are still white. It has taken one
iteration of Φ to make the nodes of K(T) green, and two to make the nodes
of B(T) \K(T) red (first each of them had to be made green), except for the
root which was already green to start with. Thus for such a tree we have
τ(T) = 2|B(T)| − |K(T)| − 1.
Let finally Tx for x ∈ R be the following random tree:
• its genealogical structure is a (critical) Galton–Watson tree with ge-
ometric offspring distribution with parameter 1/2, i.e., each node has
k = 0, 1, . . . children with probability 1/2k+1 independently from ev-
erything else;
• ψ(∅, Tx) = x and labels on the edges are i.i.d., independent from the
genealogical structure, and with common distribution J ;
• all nodes are white, except for the root which is green.
Because of the last property and the preceding remark, we have
(4) τ(Tx) = 2|B(Tx)| − |K(Tx)| − 1.
Note that since J ≤ 1, we have ψ∗(T1) ≤ h(T1), which gives in particular
ψ∗(B(T1)) ≤ h(T1). The following result is a slight variation of Theorem 2
in Simatos (2014), where the same model in discrete-time and without the
boundary condition (i.e., an order may be added in the negative half-line)
was studied. The intuition behind this coupling is to create a genealogy
between orders in the book, a newly added order being declared the child
of the order corresponding to the current price, see Section 3.1 in Simatos
(2014) for more details.
Theorem 3.1 (Theorem 2 in Simatos (2014)). Let a be any integer and
g < d be the endpoints of the first excursion of pi ◦ X above level a. Then
the process (Xt −Xg−, g ≤ t ≤ d) under P and embedded at jump epochs is
equal in distribution to the process (Γ ◦ Φk ◦B+(Ta+1), k = 0, . . . , τ(Ta+1)).
3.2. Ambient tree. Thanks to this coupling, we can see any piece of path
of X corresponding to an excursion of the price process above some level
a as the exploration of some random tree Ta+1: we will sometimes refer to
this tree as the ambient tree. Note that the ambient tree of an excursion
above a, say e, is a subtree of the ambient tree of the excursion above a− 1
containing e. Moreover, the remark following Lemma 2.3 implies that the
ambient trees corresponding to successive excursions above some given level
are i.i.d..
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3.3. Exploration time. Theorem 3.1 gives, via (4), the number of steps
needed to explore the ambient tree, say T . However, we are interested in X
in continuous time. Since jumps in X under P occur at rate 2λ independently
from everything else, the length of the corresponding excursion is given by
S(τ(T )), where, here and in the sequel, S is a random walk with step dis-
tribution the exponential random variable with parameter 2λ, independent
from the ambient tree T .
More generally, we will need to control the time needed to explore certain
regions of T , which will translate to controlling S(β) for some random times
β defined in terms of T , and thus independent from S. As it turns out, the
random variables β that need be considered have a heavy tail distribution.
Since on the other hand jumps of S are light-tailed, the approximation
P(S(β) ≥ y) ≈ P(β ≥ 2λy) will accurately describe the situation. Let us
make this approximation rigorous: for the upper bound, we write
P (S(β) ≥ y) ≤ P (β ≥ λy) + P (S(β) ≥ y, β ≤ λy)
≤ P (β ≥ λy) + P (S(λy) ≥ y) .
Then, a large deviations bound shows that P(S(y) ≥ y) ≤ e−µy where we
have defined µ = (1− log 2)λ. Carrying out a similar reasoning for the lower
bound, we get
(5) P (β ≥ 4λy)− e−µy ≤ P (S(β) ≥ y) ≤ P (β ≥ λy) + e−µy
with µ = (2 log 2− 1)λ.
4. Notation and preliminary remarks.
4.1. Additional notation and preliminary remarks. We will write in the
sequel Px, P, Pnx, Pn for Pδx , Pz, Pnδx and P
n
z , respectively, and denote by
Ex,E, etc, the corresponding expectations. Remember that we will also use
P and E to denote the probability and expectation of other generic random
variables (such as when we write E(J)). In the sequel it will be convenient to
consider some arbitrary probability measure P on D([0,∞),M) and to write
Yn ⇒n Y to mean that the law of Yn under Pn converges weakly to the law
of Y under P (Yn and Y are measurable functions of the canonical process).
When we will have proved the tightness of Pn, then we will fix P to be one
of its accumulation points, but until then P remains arbitrary. Let M(ν)
for ν ∈ M be the mass of ν, i.e., M(ν) = ν([0,∞)). If φ : [0,∞) → [0,∞)
is continuous, we will denote by fφ : M → [0,∞] the function defined for
ν ∈M by fφ(ν) =
∫
φdν.
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We will need various local time processes at 0. Let `t =
∫ t
0 1{pi(Xu)=0}du
denote the Lebesgue measure of the time spent by the price process at 0.
For discrete processes, i.e., under Pn, we will also need the following local









1{pi(Xu)=0}du, t ≥ 0, n ≥ 1.
For the continuous processes that will arise as the limit of pi◦X and M ◦X,











, t ≥ 0.
We will only consider L applied at random processes equal in distribution
to βW for some β > 0, in which case this definition makes sense and indeed
leads to a local time process at 0. Note that for any β > 0 and any f for
which L(f) is well-defined, we have L(βf) = β−1L(f). Moreover, according





L(W ) + W¯
where W¯ is a standard Brownian motion.
In the sequel we will repeatedly use the fact that the process pi◦X under Pn
(or P) is regenerative at 0, in the sense that successive excursions away from
0 are i.i.d.. Note also that the time durations between successive excursions
away from 0 are also i.i.d., independent from the excursions, with common
distribution the exponential random variable (with parameter λP(J = 1)n2
under Pn, and λP(J = 1) under P).
Moreover, jumps of pi ◦X under Pn have size 1/n, and so if pi ◦X under
Pn converges weakly, then the limit must be almost surely continuous (see
for instance Theorem 13.4 in Billingsley (1999)).
Let θt and σt for t ≥ 0 be the shift and stopping operators associated to
pi ◦ X, i.e., θt = (pi(Xt+s), s ≥ 0) and σt = (pi(Xs∧t), s ≥ 0). Since by the
previous remark, accumulation points of pi◦X under Pn are continuous, these
operators are continuous in the following sense (see for instance (Lambert,
Simatos and Zwart, 2013, Lemma 2.3)).
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Lemma 4.1 (Continuity of the shift and stopping operators). Consider
some arbitrary random times Tn, T ≥ 0. If (pi ◦X,Tn)⇒n (pi ◦X,T ), then
(θTn , σTn)⇒n (θT , σT ).
We will finally need various random times. For t and ε ≥ 0 let
Gt = sup {s ≤ t : pi(Xs) = 0} , Dt = inf {s ≥ t : pi(Xs) = 0}
and
Dt,ε = inf {s ≥ t : pi(Xs) ≤ ε} .
Note that Gt and Dt are the endpoints of the excursion of pi◦X straddling
t, where we say that an excursion straddles t if its endpoints g ≤ d satisfy
g ≤ t ≤ d. For 0 ≤ a ≤ b we also define Tb = inf{s ≥ 0 : pi(Xs) ≥ b} and
(7) ga,b = sup {s ≤ Tb : pi(Xs) = a} , da,b = inf {s ≥ Tb : pi(Xs) = a}
and
(8) Ua,b = da,b − ga,b,
so that ga,b ≤ da,b are the endpoints of the first excursion of pi◦X above level
a with height ≥ b− a and Ua,b is its length. Note that, in terms of trees, the
interval [ga,b, da,b] corresponds to the exploration of a tree distributed like
Ta conditioned on ψ∗(Ta) > b, since the height of the excursion corresponds
to the largest label in the ambient tree. Also, it follows from the discussion
at the end of Section 3 that Ua,b is equal in distribution to S(τ(Ta)) under
the same conditioning.
4.2. An aside on the convergence of random times. At several places in
the proof of Theorem 2.1 it will be crucial to control the convergence of some
specific random times. For instance, we will need to show in the fourth step
of the proof that if (X,pi ◦X)⇒n (X,pi ◦X), then Dt ⇒n Dt for any t ≥ 0.
Let us explain why, in order to show that Dt ⇒n Dt, it is enough to show
that for any η > 0,
(9) lim sup
n→+∞
Pn (Dt −Dt,ε ≥ η)−→
ε→0
0.
Let us say that pi ◦X goes across ε if inf [Dt,ε,Dt,ε+η] pi ◦X < ε for every
η > 0, and let G = {ε > 0 : pi ◦ X goes across ε}. Then, the following
property holds (see for instance Proposition VI.2.11 in Jacod and Shiryaev
(2003) or Lemma 3.1 in Lambert and Simatos (2015)): if P(ε ∈ G) = 1, then
Dt,ε ⇒n Dt,ε.
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On the other hand, the complement Gc of G is precisely the set of discon-
tinuities of the process (Dt,ε, ε > 0). Since (Dt,ε, ε > 0) is ca`gla`d because it
is the left-continuous inverse of the process (inf [t,t+s] pi ◦ X, s ≥ 0), the set
{ε > 0 : P(ε ∈ Gc) > 0} is at most countable, see for instance (Billingsley,
1999, Section 13). Gathering these two observations, we see that the conver-
gence Dt,ε ⇒n Dt,ε holds for all ε > 0 outside a countable set. Then, writing
for any ε, η > 0
Pn (Dt ≥ x) = Pn (Dt ≥ x,Dt −Dt,ε ≥ η) + Pn (Dt ≥ x,Dt −Dt,ε < η)
gives
Pn (Dt ≥ x) ≤ Pn (Dt −Dt,ε ≥ η) + Pn (Dt,ε ≥ x− η) .
Since Dt,ε ⇒n Dt,ε for all ε outside a countable set, and since for those ε
we have Pn (Dt,ε ≥ x− η)→ P (Dt,ε ≥ x− η) for all η’s outside a countable
set, we obtain for all ε, η > 0 outside a countable set
lim sup
n→+∞
Pn (Dt ≥ x) ≤ lim sup
n→+∞
Pn (Dt −Dt,ε ≥ η) + P (Dt,ε ≥ x− η) .
Next, observe that Dt,ε → Dt as ε → 0, P-almost surely. Indeed, Dt,ε
decreases as ε ↓ 0, and its limit D′ must satisfy t ≤ D′ ≤ Dt because
t ≤ Dt,ε ≤ Dt, and also pi(XD′) = 0 because pi(XDt,ε) ≤ ε and pi ◦ X is
P-almost surely continuous. Thus letting first ε→ 0 and then η → 0 in the
previous display, we obtain by (9)
lim sup
n→+∞
Pn (Dt ≥ x) ≤ P (Dt ≥ x)
which shows that Dt ⇒n Dt by the Portmanteau theorem. This reasoning,
detailed for Dt and used in the proof of Lemma 5.6, will also be used in
Section 5.4 to control the asymptotic behavior of Tb, ga,b and da,b.
We will also use the following useful property: if pi ◦X and Dt converge
weakly, then the convergence actually holds jointly. The reasoning goes as
follows. If pi ◦X and Dt under Pn converge to pi ◦X and Dt under P, then
(pi ◦X,Dt) under Pn is tight (we always consider the product topology). Let
(P ′, D′) be any accumulation point.
Since projections are continuous, P ′ is equal in distribution to pi◦X under
P, in particular it is almost surely continuous, and D′ is equal in distribution
to Dt under P, in particular it is almost surely ≥t. Further, assume using
Skorohod’s representation theorem that (Pn, Dnt ) is a version of (pi ◦X,Dt)
under Pn which converges almost surely to (P ′, D′). Since PnDnt = 0 and P
′ is
continuous, we get P ′D′ = 0 and thus, since D
′ ≥ t, inf{s ≥ t : P ′s = 0} ≤ D′.
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Since these two random variables are both equal in distribution to Dt under
P, they must be (almost surely) equal. This shows that (P ′, D′) is equal in
distribution to (pi ◦X,Dt) under P, which uniquely identifies accumulation
points.
This reasoning applies to all the random times considered in this paper, in
particular to Tb, ga,b and da,b. Thus, once we will have shown the convergence
of pi ◦X and, say, Tb, then we will typically be in position to use Lemma 4.1
and deduce the convergence of θTb and σTb .
4.3. Convention. In the sequel we will need to derive numerous upper
and lower bounds, where only the asymptotic behavior up to a multiplicative
constant matters. It will therefore be convenient to denote by C a strictly
positive and finite constant that may change from line to line, and even
within the same line, but which is only allowed to depend on λ and the law
of J .
5. Proof of Theorem 2.1. We decompose the proof of Theorem 2.1
into several steps. The coupling of Theorem 3.1 makes it possible to translate
many questions on Pn to questions on B(T1), and in order to keep the focus
of the proof on Pn, we postpone to the Appendix A the proofs of the various
results on B(T1) which we need along the way.
At a high level, it is useful to keep in mind that, since E(J) > 0, the law of
large numbers prevails and the approximation ψ(v, T1) ≈ E(J)|v| describes
accurately enough (for our purposes) the labels in the tree B(T1). In some
sense, most of the randomness of B(T1) lies in its genealogical structure, and
the results of the Appendix A aim at justifying this approximation.
Note that similar results than the ones we need here are known in a more
general setting, but for the tree without the barrier, i.e., for T1 instead of
B(T1), see, e.g., Durrett, Kesten and Waymire (1991) and Kesten (1994).
We begin with a preliminary lemma: recall that W is a reflected Brownian
motion, that α = (2λ)1/2 and that L(βW ) = β−1L(W ) for any β > 0.
Lemma 5.1. As n → +∞, (M ◦ X,Ln,M , Ln,pi) under Pn converges
weakly to








: n ≥ 1, 0 < ε < 1, ν ∈MF
}
< +∞.
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Proof. By definition, M ◦ X under P is a critical M/M/1 queue with
input rate λ, which is well-known to converge under Pn to αW . Further,
λLn,M is the finite variation process that appears in its canonical (semi-
martingale) decomposition, and standard arguments show that it converges,
jointly with M ◦X, to the finite variation process that appears in the canon-
ical decomposition of αW , equal to (α/2)L(W ) by (6). Dividing by λ we see
that Ln,M under Pn converges to (α/(2λ))L(W ) = L(αW ). This shows that
(M ◦X,Ln,M ) under Pn converges weakly to (αW,L(αW )).
We now show that Ln,pi under Pn converges weakly to (1/E(J))L(αW )






under P, it is enough to show that
∫ y
0 1{M(Xu)=0}du/`y → E(J) as y → +∞,
P-almost surely. Indeed, this would imply that Ln,pi under Pn converges
in the sense of finite-dimensional distributions to (1/E(J))L(αW ) (jointly
with M ◦ X and Ln,M ), and so, since Ln,pi and L(W ) are continuous and
increasing, Theorem VI.2.15 in Jacod and Shiryaev (2003) would imply the
desired functional convergence result.
Let Q = M ◦X ◦ `−1, where `−1 stands for the right-continuous inverse
of `. The composition with `−1 makes Q evolve only when the price is at 0.
Under P and while the price is at 0, the dynamic of Q is as follows:
• Q increases by one at rate λP(J ≤ 0) (which corresponds to an order
with a displacement ≤ 0 being added) and decreases by one at rate λ,
provided Q > 0 (which corresponds to an order being removed);
• when an order with displacement > 0 is added, which happens at rate
λP(J = 1), the price makes an excursion away from 0. When it comes
back to 0, Q resumes evolving and, by the coupling, a random number
of orders distributed like |K(T1)| and independent from everything else
have been added at 0.
Thus we see that Q under P is stochastically equivalent to a G/M/1 single-
server queue, with two independent Poisson flows of arrivals: customers ar-
rive either one by one at rate λP(J ≤ 0), or by batch of size distributed
according to |K(T1)| at rate λP(J = 1). Then, customers have i.i.d. ser-
vice requirements following an exponential distribution with parameter λ.
In particular, the load of this queue is P(J ≤ 0) +P(J = 1)E(|K(T1)|) which
by (37) is equal to 1− E(J). Since E(J) > 0, Q is positive recurrent and in
particular, the long-term average idle time is equal to one minus the load,
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1{Qu=0}du −→y→+∞E(J), P− almost surely.














which, combined with (12), proves that
∫ y
0 1{M(Xu)=0}du/`y → E(J) and
achieves the proof of the convergence of (M ◦X,Ln,M , Ln,pi).
It remains to prove (11): since M ◦ X spends more time at 0 when
started empty (this can be easily seen with a coupling argument), we have
Enν (L
n,M
ε ) ≤ En(Ln,Mε ) which gives the uniformity in ν. Further, since as
mentioned previously M ◦X − λLn,M is a martingale, we have En(Ln,Mε ) =
λ−1En(M(Xε)). Since M ◦X is a reflected critical random walk with jump
size ±1/n and jump rates λn2, one easily proves that En(M(Xε)2) ≤ 2λε
which gives the desired result by Cauchy-Schwarz inequality.
5.1. First step : tightness of Pn. To show the tightness of Pn, it is enough
to show that M ◦X under Pn is tight, and that for each continuous φ which is
infinitely differentiable with a compact support, fφ ◦X under Pn is tight (re-
call that fφ(ν) =
∫
φdν), see for instance Theorem 2.1 in Roelly-Coppoletta
(1986). The tightness of M ◦X is a direct consequence of Lemma 5.1, and
so it remains to show the tightness of fφ ◦X. First of all, note that jumps
of fφ ◦ X under Pn are upper bounded by sup|φ|/n, and so we only need
to control the oscillations of this process (see for instance the Corollary on
page 179 in Billingsley (1999)). Using standard arguments, we see that the









where Ωn is the generator of Pn, given for any ν ∈ MnF and any function
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and Zn is a local martingale with predictable quadratic variation process





































from which it follows that
|Ωn(fφ)(ν)| ≤ j∗λ sup|φ′|+nλ|φ(0)|1{M(ν)=0} and
∣∣Ω2n(fφ)(ν)∣∣ ≤ 2λ supφ2.
Thus there exists a finite constant C ′, that only depends on λ, the law of





∣∣∣∣) ≤ C ′ε+C ′En (Ln,MV+ε − Ln,MV ) ≤ C ′ε+C ′ε1/2,
where the last inequality follows from (11) combined with the strong Markov
property at time V . Similarly, En (|〈Zn〉V+ε − 〈Zn〉V |) ≤ C ′ε and these up-
per bounds imply the tightness of fφ ◦ X by standard arguments for the
tightness of a sequence of semimartingales, see for instance Theorem VI.4.18
in Jacod and Shiryaev (2003), or Theorem 2.3 in Roelly-Coppoletta (1986).
We now know that Pn is tight: it remains to identify accumulation points.
As planned in Section 4.1, we now let P be an arbitrary accumulation point
of Pn and we assume without loss of generality that Pn converges weakly to
P. In particular, we have fφ ◦ X ⇒n fφ ◦ X for every continuous function
φ ≥ 0 with a compact support, see for instance Theorem 16.16 in Kallenberg
(2002). Also, as noted in Section 4.1 the process pi ◦ X under P is almost
surely continuous, and since the jumps of fφ◦X under Pn are upper bounded
by n−1 sup|φ|, the same argument shows that the process fφ ◦X under P is
also almost surely continuous.
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5.2. Second step : joint convergence. We now show that X under Pn
actually converges jointly with its mass, price and local time processes. The
proof is based on checking that some sample-path properties are satisfied,
which makes it possible to use the continuous mapping theorem.
Lemma 5.2. The following joint convergence holds:(
X,M ◦X,pi ◦X,Ln,M , Ln,pi)⇒n (X,M◦X,pi◦X,L(M◦X),L(E(J)M◦X)).
Moreover, it holds P-almost surely that M(Xt) ≥ pi(Xt) for every t ≥ 0.
Proof. Lemma 5.1 and the first step imply that the sequence (X,M ◦
X,Ln,M , Ln,pi) under Pn is tight. Let (X ′,M ′,L(M ′),L(E(J)M ′)) be any
accumulation point (which is necessarily of this form by Lemma 5.1), and
assume in the rest of the proof, using Skorohod’s representation theorem,
that X(n) is a version of X under Pn and that L(n),M and L(n),pi are defined
in terms of X(n) similarly as Ln,M and Ln,pi are defined in terms of X, such
that (X(n),M ◦X(n), L(n),M , L(n),pi) → (X ′,M ′,L(M ′),L(E(J)M ′)) almost
surely. Then, in order to prove the joint convergence, we only have to prove
that M ′ = M ◦X ′ and that pi(X(n)t )→ pi(X ′t) for every t ≥ 0.
We will use the following key observation: under P and provided that
M(Xt) > 0, we have Xt({p}) ≥ 1 for any integer p ≤ pi(Xt). Indeed, this is
a consequence of our assumption that J is integer-valued with J ≤ 1 and can
be proved by induction. It follows that, Pn-almost surely, pi(Xt) ≤ M(Xt)
for every t ≥ 0 and so pi(X(n)t ) ≤ M(X(n)t ). Note that this implies the
desired inequality pi(Xt) ≤ M(Xt) under P, once we will have proved that
M ′ = M ◦X and that pi(X(n)t )→ pi(X ′t).
So fix some t ≥ 0 and let us first show that M ′t = M(X ′t). Let K ≥M ′t +1
and φ be any decreasing, continuous function with φ(x) = 1 for x ≤ K and
φ(x) = 0 for x ≥ K + 1, so that ∫ φdX(n)t → ∫ φdX ′t as n → +∞. On
the other hand, since M(X
(n)
t ) → M ′t we have M(X(n)t ) ≤ M ′t + 1, and in
particular pi(X
(n)







t ) for those n, and since the left-hand side of this
equality converges to
∫
φdX ′t while the right-hand side converges to M ′t , we
obtain
∫
φdX ′t = M ′t . Letting K → +∞ we obtain M(X ′t) = M ′t .
Let us now prove that pi(X
(n)
t )→ pi(X ′t). First, note that since pi(X(n)t ) ≤
M(X
(n)
t ), the sequence (pi(X
(n)
t ), n ≥ 1) is bounded and any accumulation
point is upper bounded by M(X ′t). Consider any such accumulation point p,
and assume without loss of generality that pi(X
(n)
t )→ p ≤M(X ′t): we have
to show that p = pi(X ′t). Fix some b > a > p and let φ be any continuous
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φdX ′t and since
pi(X
(n)




t = 0 for n large enough. Thus∫
φdX ′t = 0 which shows that pi(X ′t) ≤ p. To show the reverse inequality,
consider a < b < p such that X
(n)
t ([a, b]) → X ′t([a, b]) (this holds for every
a < b < p outside a countable set). Then for n large enough we have a < b <
pi(X
(n)
t ) and so a consequence of the key observation made at the beginning
of the proof is that X
(n)
t ([a, b]) ≥ b − a. This shows that X ′t([a, b]) ≥ b − a
and so pi(X ′t) ≥ a. Letting a ↑ p achieves the proof.
Since under Pn, orders are added at a distance at most j∗/n from the
current price, it follows readily from the previous result that X under P only
evolves locally around its price, in the sense that if y ≥ 0 and 0 ≤ g ≤ d are
such that pi(Xt) > y for g ≤ t ≤ d, then for t ∈ [g, d] the measures Xt and
Xg restricted to [0, y] are equal. Actually we will only need the following
weaker property.
Corollary 5.3. The following property holds P-almost surely. Let t, y ≥
0 such that pi(Xt) > y, and let g be the left endpoint of the excursion of pi◦X
above y straddling t. Then Xt([0, y]) = Xg([0, y]).
5.3. Third step : P is regenerative at 0. So far, we have used the fact that
pi ◦X under Pn was regenerative at 0, in the natural sense that successive
excursions away from 0 are i.i.d.. Under P there is no first excursion away
from 0 and so we need a more general notion of regeneration (we also don’t
know, at this point, that pi ◦X under P is a Markov process). The goal of
this step is to show that pi ◦X under P is regenerative at 0 in the following
sense (recall that θt and σt are the shift and stopping operators associated
to pi ◦X, see Section 4.1),:
i) the zero set of pi ◦X has zero Lebesgue measure under P;
ii) P(D′0 = 0) = 1, where D′0 = inf {t > 0 : pi(Xt) = 0};
iii) for every t ≥ 0 and every continuous, bounded functions f and g on E :
(13) E [f(σDt)g(θDt)] = E [f(σDt)] E [g(pi ◦X)] ;
Note for (13) that Dt is P-almost surely finite (because Lemma 5.2 implies
that Dt ≤ inf{s ≥ t : M(Xs) = 0}), and this upper bound is P-almost surely
finite by Lemma 5.1. It can be checked, following the proof of Theorem 22.11
in Kallenberg (2002), that if pi ◦X under P satisfies the three properties i)–
iii) above, then pi ◦ X admits an excursion measure away from 0, denoted
by N , by which we mean, in accordance with the literature, that:
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1. there is a continuous, nondecreasing process L increasing only on the
zero set of pi ◦X (the local time);
2. the right-inverse L−1 of L is a subordinator and the excursion process
sending t to the corresponding excursion if L−1 jumps at time t (and to
a cemetery point otherwise) is a Poisson point process with intensity
measure dmdN (m stands for the Lebesgue measure).
The rest of this step is devoted to showing that P satisfies the proper-
ties i)–iii) above. We begin with a preliminary lemma.
Lemma 5.4. For any n ≥ 1 and t ≥ 0, En(Ln,pit ) ≤ Ct1/2.
Proof. We have




















Let D0 = 0 and Dk for k ≥ 1 be the endpoint of the kth excursion away
from 0 of pi ◦X, and let K(y) = ∑k≥1 1{Dk≤y} be the number of excursions









The coupling with branching random walks shows that for each k ≥ 1 we
can write Dk − Dk−1 = Ek + V k, where Ek and V k are independent and,
under P:
• Ek = ∫ DkDk−1 1{pi(Xu)=0}du is the time that the price process stays at 0
before the kth excursion starts. In particular, it follows an exponential
distribution with parameter λP(J = 1);
• V k is the time taken to explore the ambient tree T k, distributed ac-
cording to T1, corresponding to the kth excursion. According to the
discussion at the end of Section 3, we can write V k = Sk(τ(T k)) where
Sk is a random walk independent from T k and with step distribution
an exponential random variable with parameter 2λ.
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Note furthermore that, since pi◦X under P is regenerative at 0, the random







1{E1+···+Ek+V 1+···+V k≤y} ≤ K¯(y)
with K¯(y) =
∑















where the last inequality follows from the independence between K¯(n2t) and



















V i ≤ n2t
)










V 1 ≤ n2t)}k ≤ 1
1− P (V 1 ≤ n2t)
with this last upper bound being equal to 1/P
(S1(τ(T 1)) ≥ n2t). According
to (40) we have P(τ(T1) ≥ u) ≥ Cu−1/2 and so the lower bound in (5) implies
that P(S1(τ(T 1)) ≥ u) obeys to a similar lower bound, which completes the
proof.
Lemma 5.5 (Proof of property i)). We have P(∀t ≥ 0 : `t = 0) = 1.
Proof. We will use the compensation formula for the Poisson point pro-
cess of excursions away from 0 of pi ◦X associated to the local time `, see,
e.g., Corollary IV.11 in Bertoin (1996). More precisely, under Pn the first
jump of the right-continuous inverse of ` occurs at rate λP(J = 1)n2, which
uniquely identifies the excursion measure of pi ◦X associated to ` as being
equal to λP(J = 1)n2 times the law of an excursion of pi◦X away from 0, see
for instance Proposition O.2 in Bertoin (1996). In particular, if (βs, s ≥ 0)
is the Poisson point process of excursions of pi ◦X away from 0 associated
to `, so that βs ∈ E ∪ {∂} for some cemetery state ∂, then for any t ≥ 0
and any measurable function F : E ∪ {∂} → [0,∞) with F (∂) = 0 we have





 = λP(J = 1)× nEn (`t)× nEn1 [F (σD0)].
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Since n`t = L
n,pi





 ≤ Ct1/2 × nEn1 [F (σD0)], n ≥ 1, t ≥ 0.


























which would yield P(`t = 0) = 1 for each fixed t ≥ 0, and thus P(∀t ≥ 0 :
`t = 0) = 1 by continuity of `. So let us show (15): using Markov inequality,
writing
∫ t
0 1{pi(Xu)≤ε}du = `t +
∫ t


















Since `t = L
n,pi
t /n, the first term of the above upper bound is upper
bounded by Ct1/2/(ηn) by Lemma 5.4. As for the second term, using (14)
with F () =
∫ ζ()




















In terms of the exploration of the ambient tree (equal in distribution to
T1), the integral under the expectation corresponds to the time spent when
the largest label of a green node was ≤ εn. Since transitions occur at rate
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k≥0 1{γ(Φk(T1))=v} counts the number of times the node v has
been the price: this is actually equal to 1 + C(v), with C(v) the number of
children of v in T1. The one accounts for the first time v becomes the price,
and the additional C(v) accounts for the fact that each child of v makes v
stay the price one more unit of time (either immediately, if the child has a









Now this sum counts twice all nodes in B(T1) \ K(T1) with label in
{1, . . . , εn}; it also counts once the nodes in K(T1) as well as the nodes








and so taking the mean and using (41) finally gives E1(
∫ D0
0 1{pi(Xu)≤εn}du) ≤












from which (15) follows by letting first n→ +∞ and then ε→ 0.
Lemma 5.6 (Proof of properties ii) and iii)). We have P(D′0 = 0) = 1
and for any t ≥ 0 and f, g bounded, continuous functions on E, the rela-
tion (13) holds.
Proof. We first prove the property iii). First, assume that for every
η > 0 it holds that
(17) lim sup
n→+∞
Pn (Dt −Dt,ε ≥ η)−→
ε→0
0.
As explained in Section 4.2, this implies that (θDt , σDt)⇒n (θDt , σDt). On
the other hand, since pi ◦X under Pn is regenerative at 0, (13) holds with En
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instead of E and so passing to the limit and using (θDt , σDt)⇒n (θDt , σDt)
we obtain the desired result. Thus we only have to prove (17), which we do
now.
Let At = t−Gt be the age of the excursion straddling t, and Gu < Du for
u > 0 be the endpoints of the first excursion of pi ◦X with length > u, say
eu: then Theorem (5.9) in Getoor (1979) shows that for u > 0 and ν ∈MF
and conditionally on {At = u,XnGt = ν} (recall the definition of Xnt before
Theorem 2.1), the excursion of pi ◦X straddling t is equal in distribution to
eu conditionally on {XnGu = ν}: in particular,





At ∈ du,XnGt ∈ dν
)
Pnν (Du −Du,ε ≥ η | D0 > u) .
Further, under Pn, XnGt is almost surely of the form ν = ςδ0 + δ1 for some
ς ≥ 0. For such an initial condition, the number ς of orders sitting at 0 does
not influence the first excursion, which is distributed like the first excursion
under P1: thus
Pn (Dt −Dt,ε ≥ η) =
∫
Pn (At ∈ du)Pn1 (Du −Du,ε ≥ η | D0 > u)





Pn1 (Du −Du,ε > η | D0 > u)−→
ε→0
0,
which will achieve the proof of (17). Rescaling, we obtain
Pn1 (Du −Du,ε ≥ η | D0 > u) = P1
(
Dun2 −Dun2,εn ≥ ηn2 | D0 > un2
)
and to control this term we consider any ε′ > 0 and write
(18) Pn1 (Du −Du,ε ≥ η | D0 > u) ≤ P1
(




Dun2 −Dun2,εn ≥ ηn2, S ≤ (ε+ ε′)n | D0 > un2
)
where S = suppi ◦X, where the supremum is taken over [Dun2,εn, Dun2 ].
High-level description. Let us explain in words how we are going to upper
bound each term in the right-hand side of (18): this reasoning will also be
used in the proof of Lemma 5.8. Let Tˆ be the ambient tree corresponding
to the first excursion of pi ◦X away from 0, so that D0 is the sum of τ(Tˆ )
i.i.d. exponential random variables with parameter 2λ and the conditioning
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D0 > un
2 therefore amounts, by (4), to B(Tˆ ) having a large number of
nodes.
When S ≤ (ε+ ε′)n, then Dun2 −Dun2,εn is smaller than the time spent
exploring all the nodes in Tˆ with label ≤ (ε+ ε′)n. We have a good control
on the number of such nodes (they are of the order of (ε + ε′)2n2) which
thus translates into a good control on Dun2 −Dun2,εn in this event.
On the other hand, to control the probability of S being large, i.e.,
S > (ε+ ε′)n, we observe that S is equal to the largest supremum of the ex-
cursions above εn that start between times Dun2,εn and D0. By Lemma 2.3
these excursions are i.i.d. with common distribution the exploration of a tree
distributed like T1. In particular, we can control their supremum (which is
equal in distribution to ψ∗(T1)), and to control their number, we use a crude
upper bound by saying that there cannot be more excursions above level εn
than there are nodes in Tˆ with label = εn. Again, we have a good control on
these two quantities which, combined, will give us a sufficiently good control
on the probability of S being large.
Let us now make these arguments rigorous. As just explained, Dun2 −
Dun2,εn is, in the event {S ≤ (ε + ε′)n,D0 > un2}, smaller than the time
spent exploring the nodes of the ambient tree that have a label ≤ (ε+ ε′)n.





is the number of such nodes, then
P1
(
Dun2 −Dun2,εn ≥ ηn2, S ≤ (ε+ ε′)n | D0 > un2
)
≤ P (S(2N≤) ≥ ηn2 | τ(T1) > un2)
(the factor 2 in 2N≤ comes from the same reason as the 2 in the right-hand
side of (16)). Invoking (5), we get
P1
(
Dun2 −Dun2,εn ≥ ηn2, S ≤ (ε+ ε′)n | D0 > un2
)
≤ P (N≤ ≥ ληn2/2 | τ(T1) > un2)+ e−µηn2
and so (43) finally gives
P1
(
Dun2 −Dun2,εn ≥ ηn2, S ≤ (ε+ ε′)n | D0 > un2





We now control the second term in the right-hand side of (18). Let ek be
the kth excursion of pi ◦X above level εn−1 to start after time un2, and let
imsart-ssy ver. 2014/10/16 file: SSY-2015-201-final_submission.tex date: November 6, 2017
32 P. LAKNER, J. REED AND F. SIMATOS
N= be the number of excursions above level εn− 1 that belong to the first




S ≥ (ε+ ε′)n | D0 > un2





sup ek ≥ ε′n | D0 > un2
)
.
Thanks to the coupling, we have
P1
(




1{ψ(v,T1)=εn} ≥ κ0n | τ(T1) > un2

and so (44) gives P1
(
N= ≥ κ0n | D0 > un2
) ≤ Cε/κ0. On the other hand,
since under P1( · | D0 > un2) the (ek, k ≥ 1) are i.i.d., with common distri-
bution the first excursion of pi◦X under P1 (as a consequence of Lemma 2.3),


























where the last inequality follows from Lemma A.3. Gathering the previous
bounds, we see that












Choosing κ0 = ε
1/2 and ε′ = ε1/4, and letting first n→∞ and then ε→ 0
achieves to prove (17), and in particular property iii).
We now prove property ii), i.e., for any ε > 0 we must prove that P(D′0 ≥
ε) = 0. For any η > 0 we have P(D′0 ≥ ε) ≤ P(Dη ≥ ε − η). Because we
have just proved that Dη ⇒n Dη, we have Pn (Dη ≥ ε′) → P (Dη ≥ ε′) for
all ε′ outside a countable set. Adapting the previous arguments, it is on the









which concludes the proof of the lemma.
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5.4. Fourth step : a regenerative property at the excursion level. Let in
the sequel N be an excursion measure of P, whose existence has been proved
in the previous step. With a slight abuse in notation we will consider that
N acts on measurable functions f : E → [0,∞) by N (f) = ∫ fdN . Note
that N is only determined up to a multiplicative constant: in this step the
value of this multiplicative constant is irrelevant (because we only consider
N upon some conditionings), and it will be fixed at the end of the next step.
The goal of this step is to show that N satisfies the following regenerative
property (R) studied in Weill (2007). In the sequel we use the canonical
notation for excursions, and let  = (t, t ≥ 0) denote the canonical excursion
and ξ(a, u) for a, u > 0 denote the number of excursions of  above level a
that have height > u.
(R) For every a, u > 0 and p ∈ N, under the probability measure N ( · |
sup  > a) and conditionally on the event {ξ(a, u) = p}, the p excursions of
 above level a with height greater than u are independent and distributed
according to the probability measure N ( · | sup  > u).
This property implies that N is the law of the excursion height process
of a spectrally positive Le´vy process that does not drift to +∞, see the next
step for more details.
The rest of this step is therefore devoted to proving that N satisfies the
regenerative property (R). Fix until the rest of this step a, u > 0, p ∈ N
and (fk, k = 1, . . . , p) continuous, bounded and non-negative functions on
E . Consider the first excursion of  (or pi◦X) with exactly p excursions above
a with height larger than u and let (ˆk, k = 1, . . . , p) be these p excursions:











N (fk() | sup  > u) .














k) | ξ(a, u) = p
)












N (fk() | sup  > u) .
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Let in the rest of the proof gˆk < dˆk be the endpoints of ˆk, k be the kth
excursion of pi ◦X above a with height > u, and gk < dk be its endpoints.
Note in particular that (g1, d1) = (ga,a+u, da,a+u) (recall the definitions of
ga,b and da,b in (7)– (8)). Before delving into the technical details let us give
an high-level overview of the proofs of (19) and (20).
High-level overview of the proof of (19). The first step in the proof of (19)
is to reduce the proof to showing that the endpoints (gˆk, dˆk) of the ˆk con-
verge. Next, the (gˆk, dˆk) form by definition a subsequence of the (gk, dk):
more precisely there exists k∗ such that (gˆk, dˆk) = (gk∗+k, dk∗+k), which fur-
ther reduces to proving that the (gk, dk) converge jointly with k∗. Finally,
we can express k∗ in terms of return times to 0 which eventually reduces
the whole proof to the convergence of suitably chosen random times. To do
so we prove that the limiting process must cross the levels it reaches in the
sense explained in Section 4.2, i.e., we have to prove results similar to (9).
As before, such controls will be provided by the coupling with the branching
random walk.
High-level overview of the proof of (20). Heuristically, (20) means that the
ˆk are asymptotically independent. This is very reasonable as the only cor-
relation between successive excursions above a given level a is through the
number of orders placed below a during a given excursion, and this number
is small because orders can only be placed below a when the price is below
a+ j∗. In other words, the main intuition behind the proof is that the mea-
sures Xnd1 and X
n
g1− representing the state of the book before and after the
first excursion above a are very close. This is the meaning of Lemma 5.9
below, which is proved thanks to coupling argument.
5.4.1. Proof of (19). Since N is an excursion measure of pi ◦X under P,
the probability distributionN ( · | ξ(a, u) = p) is the law of the first excursion














k) | ξ(a, u) = p
)
.
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i.e., that (ˆk, k = 1, . . . , p) ⇒n (ˆk, k = 1, . . . , p). In view of Lemma 4.1
it is enough to show that the corresponding endpoints converge, i.e., that
we have the convergence ((gˆk, dˆk), k = 1, . . . , p) ⇒n ((gˆk, dˆk), k = 1, . . . , p).
We first show in the following two lemmas that Ta+u and (ga,a+u, da,a+u)
converge, and explain after Lemma 5.8 why this implies the convergence of
((gˆk, dˆk), k = 1, . . . , p). In the following lemma, the limit means that the
left-hand side can be made arbitrarily small by choosing b − b, b − b ≥ 0
small enough. The limit in Lemma 5.8 has the same meaning.









Proof. Consider any 0 < b′ < b and let ε = b − b, ε′ = b − b′ and












Tbn − Tbn > ηn2, S < (ε+ ε′)n
)
.
When S ≥ (ε+ ε′)n, then necessarily gb′n,bn ≤ Tbn ≤ Tbn ≤ db′n,bn and so
Pn
(
Tb − Tb > η
) ≤ P (Ub′n,bn > ηn2)+ P (S < (ε+ ε′)n) .
The coupling implies that Ub′n,bn under P is equal in distribution to
S(τ(T1) + 1) conditionally on ψ∗(B(T1)) ≥ ε′n, and also that S under P
is equal in distribution to ψ∗(B(T1)) conditioned on ψ∗(B(T1)) ≥ ε′n. Using
τ(T1) + 1 ≤ 2|T1| by (4) and using also (5), we therefore get
Pn
(
Tb − Tb > η
) ≤ P (|T1| > ληn2/3 | ψ∗(B(T1)) ≥ ε′n)+ e−µηn2
+ P
(
ψ∗(B(T1)) < (ε+ ε′)n | ψ∗(B(T1)) ≥ ε′n
)
.
In view of (45) and (46), choosing ε′ = ε1/2 and letting first n → +∞
and then ε→ 0 gives the result.
Recall the definition of Ua,b in (7)–(8).
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ga,b − ga,b ≥ η
)
= 0.
The proofs for d and g are very similar to one another, and also very
similar to the proof of Lemma 5.6. Let us first sketch the proof for d. First
of all, we are interested in the excursion straddling Tbn and above an, so
the ambient tree, say Tˆ , is distributed like T1 conditioned on ψ∗(B(T1)) >









Rescaling and introducing S = suppi ◦ X − an, where the supremum is
taken over [dan,bn, dan,bn], we obtain
(22) Pn
(
da,b − da,b ≥ η
) ≤ P (dan,bn − dan,bn ≥ ηn2, S ≤ (ε+ ε′)n)
+ P
(
S > (ε+ ε′)n
)
.
To control the right-hand side of the above upper bound we use a similar
reasoning as in the proof of Lemma 5.6 (see the High-level description there).
To control the first term of the above right-hand side, we observe that in the
event {S ≤ (ε + ε′)n}, dan,bn − dan,bn is upper bounded by the time spent
exploring nodes with label ≤ (ε+ ε′)n in Tˆ , which leads to the bound
P
(
dan,bn − dan,bn ≥ ηn2, S ≤ (ε+ ε′)n
)
≤ P (N≤ ≥ ληn2/2 | ψ∗(B(T1)) > (b− a)n)+ e−µηn2 .
To control the second term of the right-hand side of (22), we observe that
(1) S is equal to the largest supremum of the excursions above an that start
after dan,bn and end before d0,bn; (2) the number of such excursions is smaller
than the number of nodes with label = εn in Tˆ ; and (3) the excursions above
an and starting after time dan,bn are i.i.d. with common distribution the first
excursion of pi ◦X under Pn1 . This leads to the bound
P
(
S > (ε+ ε′)n
) ≤ P (N= ≥ κ0n | ψ∗(B(T1)) > (b− a)n) + Cκ0
ε′
.
In view of (47) and (48) we get the desired result for d. For g we derive
the exact same upper bound by considering S = suppi ◦X − an, where the
supremum is now taken over [gan,bn, gan,bn]. There is one minor difference,
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namely that excursions above an that end before gan,bn are i.i.d., but with
distribution the first excursion of pi ◦X above an conditioned on having its
height < bn. Since the probability of this event goes to one, this additional
conditioning does not influence the final result.
We now explain why the two previous lemmas imply the convergence of
the vector ((gˆk, dˆk), k = 1, . . . , p) (by which we mean that ((gˆk, dˆk), k =
1, . . . , p) ⇒n ((gˆk, dˆk), k = 1, . . . , p)). First of all, the discussion in Sec-
tion 4.2 shows that pi◦X shifted at time Ta+u converges. Thus by Lemma 5.8,
da,a+u, which is the hitting time of (0, a] by the process pi ◦X shifted at time
Ta+u, converges. Moreover, the arguments in the proof of Lemma 5.8 go
through for a = 0, which shows that Dda,a+u converges. Since ga,a+u is the
hitting time of (0, a] by the process pi ◦ X shifted at time Ta+u and run
backward in time, and the mapping that to a function associates the same
function run backward in time is continuous, we obtain for the same reasons
the convergence of ga,a+u.
Recall that k is the kth excursion of pi ◦X above a with height > u, and
gk < dk are its endpoints. Let also T k = inf{t ≥ gk : pi(Xt) ≥ a + u}. The
idea is now to iterate the above arguments by looking at the process pi ◦X
shifted at time dk. Let us look at k = 1, for which we have (g1, d1, T 1) =
(ga,a+u, da,a+u, Ta+u). Inspecting the proof of Lemma 5.7, we see that T
2
converges: indeed, all that matters in the proof of Lemma 5.7 is the local
behavior around b, for which the initial state ν, as long as pi(ν) is far below
b, is irrelevant (note that this is the case when shifting pi ◦ X at time d1,
since by definition pi(Xd1) ≤ a).
Moreover, since the successive excursions above a are i.i.d. by Lemma 2.3,
Lemma 5.8 implies, since T 2 converges, that d2, g2 and Dd2 converge. Iterat-
ing, we obtain the convergence of dk, gk and Ddk for every k ≥ 1. Finally, it
is not hard to see that these convergences hold jointly, i.e., ((gk, dk, Ddk), k ≥
1)⇒n ((gk, dk, Ddk), k ≥ 1). There are two different ways to see this: either
use arguments as in end of the discussion in Section 4.2, or use the fact
that the results of Lemmas 5.7 and 5.8 actually show more than just weak
convergence, but actually that the limiting functions have no fixed point of
discontinuity, and then use the continuous mapping theorem.
Having the joint convergence with the Ddk ’s makes it possible to know
whether two successive excursions above a with height > u belong to the
same excursion away from 0. In particular, if k∗ ≥ 0 is the first index
such that Ddk∗ < Ddk∗+1 = · · · = Ddk∗+p < Ddk∗+p+1 (defining d0 = 0),
then (gˆk, dˆk) = (gk
∗+k, dk
∗+k) for k = 1, . . . , p. From the convergence of
((gk, dk, Ddk), k ≥ 1) we obtain the convergence of k∗, which therefore entails
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the convergence of ((gˆk, dˆk), k = 1, . . . , p) as desired. This finally achieves
the proof of (19).
5.4.2. Proof of (20). Let mk = suppi ◦X, where the supremum is taken
over the interval [dk, Ddk ]: then (ˆ
k, k = 1, . . . , p) is equal in distribution to
(k, k = 1, . . . , p) conditionally on {mp < a + u < m1, . . . ,mp−1} (which is












k);mp < a+ u < m1, . . . ,mp−1
]
Pn (mp < a+ u < m1, . . . ,mp−1)
.
For ν ∈MF we define




fk+p−q(k);mq < a+ u < m1, . . . ,mq−1
)












with An,1p defined similarly as Anp by taking all the fk’s equal to the constant
function which takes value one. Moreover, let us introduce for ν ∈MF




fk+p−q(k); g1 < D0,mq < a+ u < m1, . . . ,mq−1
)
for q = 1, . . . , p− 1,





for q = 0,








for q = 0, . . . , p− 1





for q = 1, . . . , p.
Note that Lemma 2.3 together with Lemmas 4.1, 5.7, 5.8 and the defini-
tion of N imply that
(23) ϕnq −→n→+∞N (fp−q+1() | sup  > u) for q = 1, . . . , p.
We now derive some relations between all these quantities. First of all,
(24) Bnq (ν) = A
n
q (ν)−Bn0 (ν)Anq (z) for q = 1, . . . , p− 1.
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Indeed, for q = 1, . . . , p− 1 we have







fk+p−q(k);D0 < g1,mq < a+ u < m1, . . . ,mq−1
)
,
and since pi ◦X regenerates at D0, the second term of the above right-hand
side is equal to




fk+p−q(k);mq < a+ u < m1, . . . ,mq−1
)
.
Since the two events {D0 < g1} and {D0 < d1} coincide, we obtain (24).
Second, for ν ∈MF with pi(ν) < an, we have








+ ∆nq−1(ν) for q = 1, . . . , p.
Indeed, the strong Markov property at time d1 gives for q = 1, . . . , p









Since pi(ν) < an, under Pnν , 1 and Xg1− are independent, and 1 is dis-
tributed according to 1 under Pn, which gives (25). Combining (24) and (25),
we end up with the following recursion for Anq :

















for q = 2, . . . , p, and with the boundary condition









Since the functions fk were arbitrary in deriving this recursion, we obtain
a similar recursion for An,1q (ν), but with all the terms ϕnq replaced by one
and the ∆nq (ν)’s replaced by ∆
n,1
q (ν), defined similarly as ∆nq (ν) but with the
functions fq equal to the constant function taking value one. Now consider
A˜nq and A˜
n,1
q that satisfy the same recursion (26)–(27), but with all the ∆nq
equal to 0, i.e., for every ν ∈MF ,
















, q = 2, . . . , p,
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with the boundary condition

























N (fk() | sup  > u) .
On the other hand, for ν with pi(ν) < an, we have An1 (ν)−A˜n1 (ν) = ∆n0 (ν)






) ∣∣Anq−1(z)− A˜nq−1(z)∣∣+ ∣∣∆nq−1(ν)∣∣.





∣∣∆nq (ν)∣∣ for q = 0, . . . , p− 1,
then by induction we obtain |Anp (z)−A˜np (z)
∣∣ ≤ Cε(n) for some finite constant
C, and a similar upper bound holds for |An,1p (z) − A˜n,1p (z)| (note that, to
perform the induction, we use the fact that pi(Xng1−) < an P
n
ν -almost surely,
for any ν with pi(ν) < an). In view of (28), the following lemma therefore
achieves the proof of (20).
Lemma 5.9. ε(n) → 0 as n→ +∞.
Proof. By definition we have for q = 0, . . . , p− 1
|∆nq (ν)| ≤ C Enν
[∣∣∣Bnq (Xng1−)−Bnq (Xnd1)∣∣∣]
with C = maxq=1,...,p sup fq. To control the difference appearing in this last
expectation, we use the following observation: under Pnν for any ν ∈ MF
with pi(ν) < an, we can write Xnd1 = X
n
g1− + Ξ, where Ξ ∈MF corresponds
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to the orders added below a during the first excursion of pi ◦X above a with
height > u. In particular, the coupling implies that Ξ is independent from
Xng1−, its law does not depend on ν and M(Ξ) is equal in distribution to
|K(T1)| conditioned on ψ∗(B(T1)) > un. In particular,




∣∣Bnq (ν)−Bnq (ν + Ξ)∣∣
]
.
Thus we need to control terms of the form Bnq (ν)−Bnq (ν+ ν˜) uniformly in
ν ∈MF with pi(ν) < an, where ν˜ plays the role of Ξ. In view of the definition
of Bnq , we thus need to understand the difference between X under Pnν and
Pnν+ν˜ . More precisely, all the events and random variables involved in the
computation of Bnq depend on X stopped at D0, and so we actually only
need to compare the processes (Xt, 0 ≤ t ≤ D0) under Pnν and Pnν+ν˜ .
In order to do so we extend the coupling of Theorem 3.1: recall that this
coupling couples X under Pa with Ta. Using this coupling, it is straight-
forward to couple X under Pν with a forest of trees F(ν) = (T(k), k =
1, . . . ,M(ν)) such that the trees T(k) are independent, and if ν =
∑
a ςaδa,
then exactly ςa of the trees T(k) are distributed like Ta. This coupling relies
on extending the map Φ to make it act on forests in an obvious manner.
This coupling between Pν and F(ν) provides a coupling between Pν
and Pν+ν˜ as follows: first, one considers the forest F(ν) used to construct
X under Pν . Then, one adds M(ν˜) independent trees to this forest, say
(T˜(k), k = 1, . . . ,M(ν˜)), such that if ν˜ =
∑
p ς˜pδp then exactly ς˜a of these
trees are distributed according to Ta. We thus get a larger forest, say F˜ =
F(ν) ∪ {T˜(k), k = 1, . . . ,M(ν˜)}, and by exploring this forest with successive
iterations of Φ we get a new process X˜ on the same probability space that
X. By construction and thanks to Theorem 3.1, this process is a version of
X under Pν+ν˜ .
Note moreover that, as mentioned previously, we are only interested in
X before time D0. In particular, we can truncate the trees T(k) and T˜(k)
by removing all the nodes that have a label ≤ 0. It is thus convenient to
consider the operator B0 : T→ T that removes all the nodes of a tree T ∈ T
with label ≤ 0, as well as their descendants.
If ˜k, g˜1, m˜k and D˜0 are the quantities associated to X˜ in the same way








imsart-ssy ver. 2014/10/16 file: SSY-2015-201-final_submission.tex date: November 6, 2017
42 P. LAKNER, J. REED AND F. SIMATOS














Now the key observation is that in the event {maxk ψ∗(B0(T˜(k))) < (a+u)n},
the two random variables (the one defined in terms of X and the one defined
in terms of X˜) in the previous expectation are equal. Indeed, in this event,
the excursions above a with height > u for X and X˜ coincide. In particular,
since the random variables under consideration are bounded, we obtain




ψ∗(B0(T˜(k))) > (a+ u)n
)
.
Recall that the trees T˜(k) are independent. Further, ψ∗(B0(Ty)) ≤ ψ∗(Ty),
and ψ∗(Ty) is (stochastically) increasing in y, so that using the union bounds





ψ∗(B0(T˜(k))) > (a+ u)n
)
≤M(ν˜)P (ψ∗(T0) > un) .
In view of (29) and the discussion preceding it, we therefore get
ε(n)q ≤ CE (|K(T1) | ψ∗(B(T1)) > un)× P (ψ∗(T0) > un) .
The supremum over n ≥ 1 of the expectation in the above right-hand side
is finite by (49), and since P(ψ∗(T0) > un) → 0 as n → +∞, the result is
proved.
5.5. Fifth step : pi ◦X under P is a reflected Brownian motion. At this
point, we know that N is a σ-finite measure on E that satisfies the following
properties:
I) N (ζ = +∞) = 0 (since pi ◦X under P is upper bounded by M ◦X by
Lemma 5.2, which by Lemma 5.1 is a Brownian motion with no drift
reflected at 0);
II) N ( is not continuous) = 0 (since pi ◦ X under P is almost surely
continuous).
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In particular, N induces a σ-finite measure Θ on the set of compact real
trees via the usual coding of a compact real tree by a continuous excursion
with finite length, see for instance (Le Gall and Miermont, 2012, Section 3).
Further, let y > 0 and 1 be the first excursion of pi ◦ X away from 0
with height > y. Then by Lemmas 5.7 and 5.8, we have Pn(sup 1 > x) →
P(sup 1 > x) for all x outside a countable set, where this latter quantity is
equal to N (sup  > x | sup  > y) by definition of N . On the other hand,
Pn
(
sup 1 > x
)
= P (ψ∗(B(T1)) > xn | ψ∗(B(T1)) > yn)
which, for any 0 < y < x, converges to y/x by Lemma A.3. Thus for all
x > y outside a countable set, we have
N (sup  > x | sup  > y) = N (sup  > x)N (sup  > y) =
y
x
from which one deduces that N (sup  > x) = c/x for every x > 0, and for
some finite constant c > 0 (this constant will be fixed shortly). Thus N
satisfies the following additional properties:
III) N (sup  = 0) = 0 (by definition of an excursion measure);
IV) 0 < N (sup  > x) < +∞ for every x > 0 (since N (sup  > x) = c/x);
V) N (E) = +∞ (obtained by letting x ↓ 0 in N (sup  > x) = c/x);
VI) N satisfies the regenerative property (R) (by the previous step).
Properties III)–V) above immediately translate to Θ having infinite mass,
Θ(H = 0) = 0 and Θ(H > x) ∈ (0,∞) (where H denotes the height of the
canonical tree t). Moreover, the last property VI) means exactly that Θ
satisfies the property (R) of Weill (2007): indeed, excursions of  above level
a under N correspond to the subtrees of t above level a under Θ. Finally, we
see that the assumptions of Theorem 1.1 in Weill (2007) are satisfied, which
gives the existence of a spectrally positive Le´vy process Y , with Laplace
exponent Ψ satisfying
∫∞
(1/Ψ) < +∞, such that Θ is the (excursion) law
of the Ψ-Le´vy tree. In particular, N is an excursion measure of the height
process associated to Y .
We now fix the normalization constant as in Duquesne and Le Gall (2002)
(which amounts to choosing the constant c above), so that according to
Corollary 1.4.2 in Duquesne and Le Gall (2002) (remember that
∫∞
(1/Ψ) <




= x, x > 0,
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which implies, since N (sup  > x) = c/x, that Ψ(u) = u2/c. In other words,
Y is equal in distribution to (2/c)1/2W˜ , with W˜ a standard Brownian mo-
tion, and the height process associated to this Le´vy process is equal in
distribution to (2c)1/2W (to see this, consider for instance the CSBP Z
associated to Y , which has branching mechanism Ψ and satisfies the SDE
dZt = (2Zt/c)
1/2dW˜t, and use (20) and (21) in Pardoux and Pardoux and
Wakolbinger (2011)). Since pi ◦ X under P is equal in distribution to the
height process of Y , we obtain that pi ◦X under P is equal in distribution
to (2c)1/2W . The following lemma makes it possible to identify c and, more
importantly, to conclude the proof of Theorem 2.1.








∣∣∣∣ ≥ η)−→ε↓0 0.
Proof. Writing
∫ t
0 1{pi(Xu)≤ε}du = `t +
∫ t
0 1{0<pi(Xu)≤ε}du and using the












∣∣∣∣ ≥ η/2) .
The first term of the above upper bound goes to 0 by Lemma 5.4, and so




















Let as in the proof of Lemma 5.4 K(y) be the number of excursions of
pi ◦X away from 0 that end before time y, Ek be the time that pi ◦X stays
at 0 before the kth excursion and V k(y) be the time spent exploring nodes
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If pi(Xn2t) > 0, then the residual term, instead of being E
K(n2t)+1, is the
time spent exploring nodes with label ≤ εn in the K(n2t)th ambient tree.
In each case, one can show that this residual term does not contribute in
the regime n → +∞ and then ε → 0 that we are interested in, and so we















For y > 0 introduce the following quantities: m(y) = E(E1)−E(V 1(y))/y,




































Let C = supy≥0(y−1/2E(K(y))), which has been showed in the proof of
Lemma 5.4, to be finite. Using Markov’s inequality, the first term of the






≤ (2/η)Ct1/2 × |m(εn)| .
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and so (42) implies that m(y) → 0. In view of (31), the first term in the
right-hand side of (30) therefore vanishes as n→ +∞. We now control the
second term: let C∗ = supy≥0(σ(y)/y1/2), which is proved to be finite in
Section A.2, so that
P
(

















where the second inequality, valid for any K¯, is obtained by considering the
two events {n/K(n2t) ≥ 1/K¯2} and {n/K(n2t) ≤ 1/K¯2} and using the
Markov inequality in the second case. Since the (Y
k
(εn), k ≥ 1) are i.i.d.











Thus letting first n → +∞, then ε → 0 and finally K¯ → +∞ achieves
the proof.
5.6. Last step. At this point, we know that, under P:
1. pi ◦X is equal in distribution to (2c)1/2W (by the fifth step);
2. M ◦X is equal in distribution to (2λ)1/2W (by Lemmas 5.1 and 5.2);
3. L(pi ◦X) = L(E(J)M ◦X) (by Lemmas 5.2 and 5.10);
These three properties have the following consequence.
Lemma 5.11. Under P, for every t ≥ 0 we have M(Xt) = pi(Xt)/E(J).
Before proving this lemma, let us quickly conclude the proof of The-
orem 2.1. Fix some t, y ≥ 0: we have to prove (3). If pi(Xt) = 0, then
M(Xt) = 0 by Lemma 5.11 and (3) holds. Otherwise, assume first that
y < pi(Xt) and let g be the left endpoint of the excursion of pi ◦X above y
straddling t. Then according to Corollary 5.3, we have Xt([0, y]) = Xg([0, y]).
On the other hand, we have y = pi(Xg) by definition of g and so Xg([0, y]) =
M(Xg) which is equal to pi(Xg)/E(J) = y/E(J) by Lemma 5.11. This proves
that Xt([0, y]) = y/E(J) for y < pi(Xt), and since Xt([0, y]) = M(Xt) for
y ≥ pi(Xt), which is equal to E(J)−1pi(Xt) by Lemma 5.11, this proves (3)
and concludes the proof of Theorem 2.1.
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Proof of Lemma 5.11. Thanks to (6) we can write pi = cL(pi) + p¯i
and M = λL(M) + M¯ , where (2c)−1/2p¯i and (2λ)−1/2M¯ are two standard
Brownian motions, and in the rest of the proof we write in order to ease
the notation pi and M for pi ◦X and M ◦X, respectively. Moreover, L(pi) is
on the one hand equal in distribution to L((c/λ)1/2M) because pi is equal
in distribution to (c/λ)1/2M , while on the other hand we have L(pi) =
L(E(J)M). This shows that c = λE(J)2 and in particular, we have M =
(c/E(J))L(pi) + M¯ .
Fix some a, t ≥ 0: then we can apply the optional sampling theorem (as
in, e.g., (Karatzas and Shreve, 1991, Problem 1.3.23a)) for the bounded
stopping time Ta ∧ t and the martingales M¯ and p¯i, and derive
(32) E(MTa∧t) = (c/E(J))E
(L(pi)Ta∧t) = (1/E(J))E(piTa∧t).
Since (M¯2−2λt, t ≥ 0) and (p¯i2−2ct, t ≥ 0) are also martingales, another




















The stopped process (MTa∧t, t ≥ 0) is therefore uniformly integrable, and
letting t → +∞ in (32), we thus obtain E(MTa) = E(piTa)/E(J) = a/E(J).
On the other hand, letting t → +∞ in (33) and using Fatou’s lemma, we
obtain E(M2Ta) ≤ (a/E(J))2 which implies that MTa = a/E(J).
A calculation similar to (33) shows that the stopped Brownian motions
(M¯Ta∧t, t ≥ 0) and (p¯iTa∧t, t ≥ 0) are uniformly integrable. Then we can
apply another version of the optional sampling theorem, such as in (Karatzas
and Shreve, 1991, Problem 1.3.19 and Theorem 1.3.22), and get
E (MTa | Ft∧Ta) = (c/E(J))E
(L(pi)Ta | Ft∧Ta)+ M¯Ta∧t.
Since we have proved that MTa = a/E(J), the last display leads to
a− cE(L(pi)Ta | Ft∧Ta) = E(J)M¯Ta∧t.
The exact same reasoning shows that the left-hand side of the above
display is also equal to p¯iTa∧t, and so Mt∧Ta = pit∧Ta/E(J). Letting a→ +∞
achieves the proof.
6. Discussion. The main purpose of this paper is to exploit the connec-
tion between the regenerative characterization of Le´vy trees of Weill (2007)
and the present model of the limit order book. The assumptions made on
J in Theorem 2.1 correspond to the simplest interesting case where this
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connection can be exploited, but this result should hold under more general
assumptions on J and λ. For instance, our arguments should readily extend
to a triangular scheme where the rates at which orders are added to and re-
moved from the book may be different, and the model’s parameters depend
on n in a suitable way. We believe that the results of Theorem 2.1 would
still hold, with the limiting price process being a Brownian motion with drift
reflected at 0.
A more delicate generalization consists in relaxing the assumption that
J ∈ {−j∗, . . . , 1}. The proof of most results goes through in this more gen-
eral case, but the main problem is that for a general random variable J , the
successive excursions above level a are not i.i.d. anymore, which invalidates
Lemma 2.3. However, the dependency between successive excursions lies in
the overshoot of the price above a at the beginning of each excursion above
a, and so upon suitable moment assumptions on J this dependency should
be washed out in the limit. We believe that this generalization could be ob-
tained with a suitable coupling with the case J ∈ {−j∗, . . . , 1} studied here.
Further, different boundary conditions can also be considered. In Simatos
(2014) and in the additive version of Lakner, Reed and Stoikov (2016) for
instance, orders can be placed in the negative half-line. In Lakner, Reed and
Stoikov (2016) there is the additional constraint that the number of orders
cannot fall below some level, say εn. This is meant to model the presence of
a market maker.
In the presence of such a market maker, Theorem 2.1 remains valid and
the proofs go through. Indeed, imagine εn orders initially sit at 0. Since
these orders can only be displaced when the price is at 0 and, while the
price is at 0, the number of orders evolves according to a critical random
walk, the price process needs to accumulate of the order of n2 units of local
time at 0 in order to go through this initial stack of orders. Lemma 5.1
shows that this takes of the order of n4 units of time, and so on the time
scale that we are interested in, this does not happen. Pushing this reasoning
a bit further actually shows that Theorem 2.1 should remain valid as long as
the initial number of orders, say mn, grows to +∞. Indeed, in this case after
accumulating m2n units of local time at 0 these orders will have only moved
by a constant distance, and it would thus take nm2n units of local time at 0,
which take about n2m4n  n2 units of normal time to accumulate, to have
them moved by a distance of the order of n.
On the other hand, when orders can be placed on the negative half-line
and there is no market maker, then we conjecture that the price process
should converge to a Brownian motion (without reflection), say W˜ , and
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the measure-valued process should converge to the process having constant
density 1/E(J) with respect to Lebesgue measure restricted to [It, W˜t] with
It = inf [0,t] W˜ . The key observation is indeed that if, in this “free” case, one
reflects the measure-valued process by considering Ipi, the past infimum of
the price process, as the origin of space and collapsing all the orders below
Ipi at Ipi, then one precisely gets the model studied here. Thus the only
thing left to prove would be that Ipi converges to the local time at 0 of the
reflected price process.
Let us finally mention that we have focused here on the case E(J) > 0.
When E(J) < 0, under minor moment assumptions on J the probability
P(ψ∗(B(T1)) > u) decays exponentially fast, since for this to happen one
needs the supremum of a random walk with a negative drift to be large
(see for instance Theorem 2 in Addario-Berry and Broutin (2011)). This is
in sharp contrast with the polynomial decay proved in Lemma A.3 when
E(J) > 0, and it implies, when E(J) < 0, that pi ◦ X under Pn converges
weakly to 0 (since one would need to see an exponential number of excursions
before seeing a macroscopic one). Note that the case E(J) < 0 with a differ-
ent boundary condition (see discussion above) has been studied in Lakner,
Reed and Stoikov (2016) via a completely different approach. The fact that
pi ◦ X under Pn converges to 0 means, in terms of the free process stud-
ied in Lakner, Reed and Stoikov (2016), that the limiting price process is
increasing (see Proposition 9.12 there).
To conclude, we note that the case E(J) = 0, which is in some sense the
true critical case where both the offspring and displacement distributions of
T1 are critical, remains open.
APPENDIX A: RESULTS ON A BRANCHING RANDOM WALK
WITH A BARRIER
We prove in this section the various results on B(T1) that have been used
in the proof of Theorem 2.1. These results may also be of independent inter-
est, see for instance Durrett, Kesten and Waymire (1991) and Kesten (1994)
where closely related results are proved for T1. Note that we consider the
case of a geometric offspring distribution, but the arguments above actually
work for any offspring distribution with finite exponential moments. With
more care, they could probably be extended to a more general setting.
A.1. Preliminary results. Let in the sequel Zm =
∑
v∈T1 1{|v|=m} for
m ≥ 1 be the number of nodes at depth m in T1, so that (Zm,m ≥ 1) is
a Galton–Watson branching process with geometric offspring distribution
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with parameter 1/2, h(T1) is its extinction time and |T1| is its total progeny.





= 2m, m ≥ 1.
Moreover, it is well known that there exists a finite constant CS > 0 such
that
(35) P (|T1| ≥ u) ∼
u→+∞CS/u
1/2 and P (h(T1) ≥ u) ∼
u→+∞ 1/u,
see for instance (Aldous, 1993, Theorem 23) where these estimates are es-
tablished for any finite variance Galton–Watson process. Most of the times
upper and lower bounds will be enough, and we will for instance often write
1/(Cu1/2) ≤ P (|T1| ≥ u) ≤ C/u1/2 and 1/(Cu) ≤ P (h(T1) ≥ u) ≤ C/u.
We will also need the existence of a finite constant C > 0 such that for
every u,m ≥ 1,
(36) E (Zm | |T1| > u) ≤ Cm and E (Zm | h(T1) > u) ≤ Cm.
The first bound can be found in, e.g., (Janson, 2006, Theorem 1.13), where
it is proved for any finite variance Galton–Watson process. The second bound
is very natural in view of the first one, since the trees conditioned on having
a large size or a large height are known to have the same scaling limits, but
we could not find a precise reference for it and we therefore provide a proof.
The following proof is due to Igor Kortchemski, to whom we are grateful for
sharing it with us.
Proof of the second bound in (36). Since P(h(T1) > u) ≥ C/u, we
have
E(Zm | h(T1) > u) ≤ CuE(Zm;h(T1) > u).
If u ≤ 2m, then we simply use E(Zm;h(T1) > u) ≤ E(Zm) = 1 to get
E(Zm | h(T1) > u) ≤ Cu ≤ 2Cm. Assume now that u ≥ 2m. Then given
Zm = z, in order to have h(T1) > u at least one of the z subtrees rooted at
depth m must have height > u−m. Using the branching property we thus
get





with q(x) = 1− P(h(T1) > x). Using E(Zm) = 1 we obtain
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and since q(x) ≥ 1− C/x, this yields





















where we have used (1 − x)z ≥ 1 − zx for the second inequality. Since
E(Z2m) ≤ Cm by (34), we finally get
E(Zm | h(T1) > u) ≤ Cum
u−m ≤ Cm,
using for the second inequality u/(u −m) ≤ 2 when u ≥ 2m. The proof is
complete.
Let in the rest of this section S = (Sm,m ≥ 0) be a random walk
started at 0 and with step distribution J , independent from T1, and Sm =
min0≤k≤m Sk.
Lemma A.1. We have E(|K(T1)|2) < +∞ and
(37) E (|K(T1)|) = 1− E(J)P(J = 1) .






f(v) with f(v) = 1{ψ(v,T1)≤0,ψ(v1,T1),...,ψ(vm−1,T1)≥1}.
Thus, taking the mean and using the fact that labels are independent






Sm < 0, Sm−1 ≥ 0
)
E(Zm).
Since the genealogical structure Z of T1 is a critical Galton–Watson pro-
cess, we have E(Zm) = 1 which gives E(|K(T1)|) = P(S∞ < 0). Since J ∈
{−j∗,−j∗ + 1, . . . , 0, 1}, S is, in the terminology of Brown, Peko¨z and Ross
(2010), a skip-free (to the right) random walk with positive drift. In partic-
ular, Corollary 1 in this reference implies that P(S∞ ≥ 0) = E(J)/P(J = 1)
which gives (37).
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As for the second moment, we define v ∧ v′ for v, v′ ∈ T1 as the most
recent common ancestor of v and v′, and write |K(T1)|2 = |K(T1)| + Σ, so











Let M ≥ 1, m,m′ ≥M and V, v, v′ ∈ T1 with |V | = M , |v| = m, |v′| = m′,
v ∧ v′ = V and v 6= v′. If v is an ancestor of v′ (or the other way around),
then f(v)f(v′) = 0. Otherwise, m,m′ > M and the paths from the root to
v and v′ coincide on the first M steps and are independent afterwards, on
the m−M and m′ −M remaining steps, respectively. Thus in this case, if
S′ is an independent copy of S we have
E
(
f(v)f(v′) | Z) = P(Sm−1 ≥ 0, Sm < 0,
SM + S
′
1, . . . , SM + S
′




g(m−M,SM )g(m′ −M,SM );SM ≥ 0
]
where g(i, s) = P
(
Si−1 ≥ −s, Si < −s
)
for i ≥ 1 and s ∈ N. Defining
















Since by the branching property, the subtrees rooted at nodes at depth
M in the tree are i.i.d., independent from the number ZM of nodes at depth














To count the number of nodes at depths m−M and m′−M with most
recent common ancestor the root, we can pick two distinct children of the
root and then count the number of nodes at depth m−M−1 and m′−M−1






Z(u,m−M − 1)Z(u′,m′ −M − 1)
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where Z(w, i) is the number of nodes at depth i in the subtree of T rooted
at w ∈ T . Thus taking the mean and noting that the number of distinct
pairs of children of the root is equal in distribution to Z1(Z1− 1) which has








 = 2E (Zm−M−1Zm′−M−1) = 2E(Zm∗)
with m∗ = min(m−M,m′−M)+1. Using that g(0, s) = 0, upper bounding
m∗ by 3((m−M) + (m′ −M)) when m,m′ > M , changing variables in the
sum and using (34), we get









We have by definition g(m, s) = P(Sm−1 ≥ −s, Sm < −s), so that for any
κ > 0,
(38) g(m, s) ≤ P (Sm < −s) ≤ e−κs
[
E(e−κJ)
]m ≤ e−κs [E(e−2κJ)]m/2 .
Since E(J) > 0, we can choose κ > 0 such that β = E(e−2κJ) < 1, and so
we get the bound















Since β < 1, these two sums are finite, which achieves to prove that
|K(T1)| has a finite second moment.
Lemma A.2. As u → +∞, we have uP(h(B(T1)) ≥ u) → E(J)/P(J =
1).
Proof. Define for simplicity κ = |K(T1)| and let (vBk , k = 1, . . . , κ) be




h(B(T1)), |vB1 |+ h(T (1))− 1, . . . , |vBκ |+ h(T (κ))− 1
)
so that
P (h(T1) ≥ u) = P (h(B(T1)) ≥ u)
+ P
(
∃k ∈ {1, . . . , κ} : h(B(T1)) < u and h(T (k)) ≥ u+ 1− |vBk |
)
.
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Next, we observe that conditionally on B(T1), the (h(T (k)), k = 1, . . . , κ)










1−H(u+ 1− |vBk |)
)
and consequently,
H(u) = E (Y (u);h(B(T1)) < u) + P (h(B(T1)) ≥ u)
with




1−H(u+ 1− |vBk |)
)
.
It follows from (35) that the random variable uY (u)1{h(B(T1))<u} con-
verges almost surely as u→ +∞ to κ. If we had uniform integrability, then
we would obtain
uP (h(B(T1)) ≥ u) = uH(u)− E (uY (u);h(B(T1)) < u) −→
u→+∞ 1− E(κ)
which would prove the result by (37). Thus it remains to show that the family
of random variables (uY (u)1{h(B(T1))<u}, u ≥ 0) is uniformly integrable: it is
enough to show that supu≥1 E(u2Y (u)2) is finite. Let V B = maxk=1,...,κ|vBk |:




) ≤ P (V B ≥ u/2)+ E [(1− (1−H(u/2 + 1))κ)2] .
In the event V B ≥ u/2, we have N ≥ 1 where N is the number of nodes










P (Sm ≤ 0) .
Using 1− (1− x)y ≤ xy for y ≥ 0, we get on the other hand
E
[
(1− (1−H(u/2 + 1))κ)2
]
≤ H(u/2 + 1)2E (κ2)
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) ≤ u2 ∑
m≥u/2





Since the probability P(Sm ≤ 0) decays exponentially fast as m → +∞
by (38), the first term of the above upper bound is bounded in u. The
second term being also bounded in u by (35) and Lemma A.1, the proof is
complete.
Lemma A.3. As u→ +∞, we have







|v|−2/3 |ψ(v, T1)− |v|E(J)| ,
so that for any % > 0,
(39) P
(
ψ∗(B(T1)) ≥ u, ψ ≤ u%
) ≤ P (ψ∗(B(T1)) ≥ u)
≤ P (ψ∗(B(T1)) ≥ u, ψ ≤ u%)+ u−12%E(ψ12) .
























|Y1 + · · ·+ Ym|12
]
where (Yi) are i.i.d. centered random variables with distribution J − E(J)
and where, in order to derive the last equality, we used the independence in
T1 between the genealogical structure and the labels. The central limit theo-
rem implies that |Y1+· · ·+Ym|/m1/2 converges weakly, and since the Yk’s are
bounded, all the moments of this random variable are bounded uniformly
in m, so that by uniform integrability we can write E
[|Y1 + · · ·+ Ym|12] ≤
Cm6 for all m ≥ 1 and some finite constant C, independent from m. This
gives E(ψ12) ≤ C∑m≥1m−2 which is finite.
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We now derive an upper bound on the term P(ψ∗(B(T1)) ≥ u, ψ ≤ u%)
in (39). In the event {ψ∗(B(T1)) ≥ u}, there exists v∗ ∈ B(T1) such that
u ≤ ψ(v∗, T1) ≤ |v∗|. Moreover, by definition of ψ we have ψ(v∗, T1) ≤
|v∗|E(J)+ |v∗|2/3ψ, and so when both events {ψ∗(B(T1)) ≥ u} and {ψ ≤ u%}
hold, there exists v∗ ∈ B(T1) such that
u ≤ |v∗|E(J) + |v∗|2/3u% ≤ |v∗|E(J) + |v∗|%+2/3,
which can be rewritten as u ≤ φ(|v∗|E(J)) where φ(x) = x+ (x/E(J))%+2/3
for x ≥ 0. If φ−1 stands for its inverse, we therefore have
P
(
ψ∗(B(T1)) ≥ u, ψ ≤ u%
) ≤ P (h(B(T1)) ≥ φ−1(u)/E(J))
so that plugging these inequalities in (39), we obtain







For % > 1/12 the first term of the above upper bound vanishes, while for
% < 1/3 we have φ−1(u) ∼ u as u → +∞ and so the second one goes to
(E(J))2/P(J = 1) by Lemma A.2. Thus choosing 1/12 < % < 1/3 we obtain
lim sup
u→+∞




Starting from the lower bound in (39) a corresponding lower bound can
be proved using the same arguments, which completes the proof.
A.2. Various results. We now provide the proof of the various results
that have been used in the proof of Theorem 2.1.
Result needed in the proof of Lemma 5.4. To complete the proof
of Lemma 5.4, we need to show that there exists a finite constant C > 0
such that for every u > 0,
(40) P (τ(T1) ≥ u) ≥ Cu−1/2.
Indeed, we have
P (τ(T1) ≥ u) ≥ P (|T1| ≥ u,K(T1) = ∅)
= P (|T1| ≥ u)− P (|T1| ≥ u, |K(T1)| ≥ 1) .
We have P(|T1| ≥ u) ≥ Cu−1/2 by (35), while
P (|T1| ≥ u, |K(T1)| ≥ 1) ≤
√
P (|T1| ≥ u)E (|K(T1)|) ≤ Cu−1/4,
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where the first inequality comes from using first Cauchy-Schwarz inequality
and then Markov inequality, and the second inequality comes from (35) and
the fact that E(|K(T1)|) is finite by Lemma A.1. We thus get
P (τ(T1) ≥ u) ≥ C(u−1/2 − u−1/4) ≥ Cu−1/2
which concludes the proof.
Results needed in the proof of Lemmas 5.5 and 5.10. To complete
the proof of Lemma 5.5, we need to show that there exists a finite constant


























P (Sm ≤ y, Sm ≥ 0) .
As m → +∞, Sm/m conditionally on {Sm ≥ 0} converges to E(J). One
can therefore show that∑
m≥1
P (Sm ≤ y, Sm ≥ 0) =
y/E(J)∑
m=1
P (Sm ≥ 0) + o(y).
Since P (Sm ≥ 0)→ P (S∞ ≥ 0) = E(J)/P(J = 1), this gives∑
m≥1
P (Sm ≤ y, Sm ≥ 0) =
y
E(J)





Results needed in the proof of Lemma 5.6. To complete the proof
of Lemma 5.6, we must show that there exists a finite constant C > 0 such




1{ψ(v,T1)≤p} ≥ κ | τ(T1) > u
 ≤ Cp2
κ
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Note that (44) implies (43) by summation over p, so we only need prove (44).
Let Np =
∑
v∈T1 1{ψ(v,T1)=p}: to control P(Np ≥ κ | τ(T1) > u) we start by
writing
P (Np ≥ κ | τ(T1) > u) = P (Np ≥ κ, τ(T1) > u)P (τ(T1) > u) ≤
C
κ
E (Np | |T1| > u/2)
using (40), τ(T1) ≤ 2|T1| by (4), Markov inequality and (35) to derive the
inequality. Conditioning on the genealogical structure leads as before to
E (Np | |T1| > u/2) =
∑
m≥1
E (Zm | |T1| > u/2)P (Sm = p)
and combining the two previous displays with (36), we end up with












Since S takes a geometric number of times the value p at times around
p/E(J), the term E(
∑
m≥1m1{Sm=p}) is of the order of p when p grows
large, which concludes the proof.
Results needed in the proof of Lemma 5.7. To complete the proof













(|T1| > εn2 | ψ∗(B(T1)) ≥ εn)−→
ε→0
0.
Note that (45) follows immediately from Lemma A.3. As for (46), we have
P
(|T1| > εn2 | ψ∗(B(T1)) ≥ εn) = P (|T1| > εn2, ψ∗(B(T1)) ≥ εn)P (ψ∗(B(T1)) ≥ εn)
≤ CεnP (|T1| > εn2)
where the last inequality results from Lemma A.3. Invoking (35) thus gives
the desired (46).
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Results needed in the proof of Lemma 5.8. To complete the proof
of Lemma 5.8, we must show that there exists a finite constant C > 0 such















As for (43) and (44) we only need prove (48): combining ψ∗(B(T1)) ≤









1{ψ(v,T1)=p} ≥ κ | h(T1) > u
 .
From there, (48) can be proved by repeating verbatim the proof of (44)
with the following caveat: one needs to replace the conditioning on |T1| by
a conditioning on h(T1), and thus to use the second bound in (36) instead
of the first one.
Result needed in the proof of Lemma 5.9. To complete the proof
of Lemma 5.9, we need to prove that
(49) sup
u≥0
E (|K(T1)| | ψ∗(B(T1)) > u) < +∞.
The same arguments as in the previous proof apply and show that
E (|K(T1)| | ψ∗(B(T1)) > u) ≤ CE (|K(T1)| | h(T1) > u) .
Conditioning on the genealogical structure (Zm,m ≥ 1), we get
E (|K(T1)| | h(T1) > u) =
∑
m≥1
E(Zm | h(T1) > u)P
(





mP (Sm < 0)
using (36) for the last inequality. Since P(Sm < 0) decays exponentially fast
in m by (38), the sum
∑
m≥1mP(Sm < 0) is finite, which gives (49).
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Result needed in the proof of Lemma 5.10. To complete the proof
of Lemma 5.10 we need to prove that the constant C∗ defined there is
finite. Let N(y) be the number of nodes in B(T1) with label ≤ y: then
going back to the definition of C∗, we see that we have to prove that
supy(Var(S(N(y)))/y3) is finite, where Var(Y ) denotes the variance of a
real valued random variable Y . Thanks to (5), we only have to show that
supy(Var(N(y))/y
3) is finite. Further, using the same estimates as in the
proof of Lemma A.3 we can show that N(y) behaves like the number of
nodes in T1 at depth ≤ y/E(J), and in particular Var(N(y)) is of the order
of Var(Z1 + · · · + Zy/E(J)). Thus in order to prove that C∗ < +∞, we only

















and so (34) gives vn = 2n+ vn−1. In particular, vn grows quadratically. On
the other hand, we have
Var(Z1 + · · ·+ Zn+1) = 2(n+ 1) + 2vn + Var(Z1 + · · ·+ Zn),
and since vn grows quadratically in n, this implies that Var(Z1 + · · ·+ Zn)
grows like n3, which proves the result.
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