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Abstract
We extend Furstenberg’s structure theorem to any standard Borel G-space, where G is any locally compact second
countable Noetherian module over a syndetic ring.
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0. Introduction
We start this paper with recalling the celebrated Furstenberg structure theorem, which asserts the following state-
ment:
Furstenberg’s Structure Theorem (1963 [11]). Let G y X be a topologically action of a locally compact group G
on a compact metric space X, which is minimal distal. Then there exists an ordinal η such that to each ordinal ξ ≤ η
there is associated a factor πξ : (X,G) → (Xξ,G) so that the followings are satisfied:
(a) (X0,G) is the one-point G-system and (Xη,G) = (X,G).
(b) If 0 ≤ ξ < θ ≤ η, then there is a factor map πθ,ξ : (Xθ,G) → (Xξ,G) with πξ = πθ,ξ ◦ πθ.
(c) For each ξ < η, πξ+1,ξ : (Xξ+1,G) → (Xξ,G) is an isometric extension.
(d) If θ is a limit ordinal ≤ η, then lim←− ξ<θ(Xξ,G).
The above statement itself and Furstenberg’s original proof both are purely topological, not involving any probability
theory [11]. There are other structure theorems to attempt to generalize or simply prove Furstenberg’s in the literature
(cf., e.g., [23, 10, 24, 25, 1, 2, 19, 20]). Particularly, we will be concerned with the following important and convenient
version of Furstenberg structure theorem:
Furstenberg-Katznelson Structure Theorem (1978 [14]). Let (X,BX , µ) be a regular Zd-space, where 1 ≤ d < ∞.
Then there exists an ordinal η and a system of Zd-factors{
πξ : X = (X,BX , µ,Zd) → Xξ = (Xξ,Xξ, µξ ,Zd)
}
ξ≤η
such that:
(1) X0 is the one-point Zd-system and Xη = X (µ-mod 0).
(2) If θ < ξ ≤ η, then there is a factor Zd-map πξ,θ : Xξ → Xθ with πθ = πξ,θ ◦ πξ.
(3) For each ξ < η, πξ+1,ξ : Xξ+1 → Xξ is a primitive extension.
(4) If ξ is a limit ordinal ≤ η, then Xξ = lim←− θ<ξXθ.
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We refer to this system of factors
X → · · · → Xξ+1 → Xξ → · · · → X1 → X0,
possibly transfinite, as a “composition factors series” of the regular Zd-system X.
Since R is not a free abelian group, the above two theorems do not include the very important C0-flow. This paper
will be devoted to developing Furstenberg Theory for measure-preserving dynamical systems of Noetherian-module
actions far beyond the Z- or Zd-spaces.
0.1. Noetherian modules and syndetic rings
Let (R,+, ·) be a (not necessarily commutative) ring with the zero element 0 for the commutative addition +, the
identity element 1 for the (not necessarily commutative) multiplication ·.
Let (G, ◦), with the identity I, be an R-module. By this we mean a group such that there exists a (left) scalar
multiplication (t, g) 7→ tg from R × G to G satisfying the property that for any two elements S , T in G and any two
scalars r, t in R,
• t(S ◦ T ) = (tS ) ◦ (tT ), (r + t)S = rS ◦ tS .
It is easy to check that any R-module must be an abelian group. (R,+) itself, by letting (G, ◦) = (R,+) with the identity
I = 0, is of course an R-module. See [17, §III.1].
By a topological group we here mean a Hausdorff space with a continuous group structure. Further, an R-module
G is referred to as a locally compact second countable (lcsc) R-module in this paper if
• (R,+) and (G, ◦) both are locally compact second countable groups and (t, g) 7→ tg is continuous from the
product space R ×G to the space G.
Moreover (R,+, ·) is called an lcsc ring if (R,+) itself is a locally compact second countable R-module.
We note here that any lcsc abelian group (G, ◦) is an lcsc Z-module by defining the scalar multiplication of Z ×G
to G: (n, g) 7→ gn = g ◦ · · · ◦ g (n-powers), where Z is endowed with the discrete topology.
Let G be an lcsc R-module. By a standard Borel G-space, we mean a standard Borel probability space (X,X , µ)
together with a Borel G-action from left on X by measure-preserving transformations of (X,X , µ); that is to say,
every g ∈ G is a measure-preserving transformation of (X,X , µ) to itself and the G-action map (g, x) 7→ g(x) is Borel
measurable of G × X to X. We will simply write X = (X,X , µ,G) later on. We should bear in mind that different
group elements may define the same µ-preserving transformation of X.
To precisely formulate our Furstenbergwise structure theorem we will prove in this paper, we first need to introduce
the basic notions/conditions.
Definition 0.1. (1) An R-module G is said to be Noetherian if it satisfies the ascending chain condition (ACC): for
every sequence G0 ⊆ G1 ⊆ G2 ⊆ · · · of R-submodules of G we have Gn = Gn+1 for n sufficiently large. The ring
(R,+, ·) itself is called Noetherian if (R,+) is just a Noetherian R-module over (R,+, ·). See, e.g., [17, §VI.1].
(2) A subset S of an lcsc ring (R,+, ·) is said to be syndetic if one can find a compact subset K of R such that
K + S = R; cf. e.g. [16, 13]. Further (R,+, ·) itself is called syndetic if for each r ∈ R with r , 0, rR is syndetic
in R.
For example, for 1 ≤ n < ∞ the n-dimensional lattice space Zn thought of as a Z-module and the n-dimensional
euclidian space Rn as an R-module both are Noetherian. In fact, every finitely generated module over a Noetherian
ring is Noetherian (cf. [17, Proposition VI.3]). And by Hilbert’s Basis Theorem it follows that the polynomial ring
F[x1, . . . , xn] in n variables over a field F is Noetherian and thus every finitely generated F[x1, . . . , xn]-module is
Noetherian ([17, Theorem VI.1]).
Clearly, the integers ring Z, the p-adic integers ring Zp, the rationals field Q, the reals field R and the p-adic
numbers field Qp all are syndetic and Noetherian under the natural topologies and so all of the finitely generated
topological Q-modules, R-modules, Zp-modules, and Qp-modules are Noetherian, which are lcsc groups; see e.g.
[17]. Note that (Rn,+, ·) with 0 = (0, . . . , 0), 1 = (1, . . . , 1) is an lcsc ring under the algebraic operations
(x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn) and (x1, . . . , xn) · (y1, . . . , yn) = (x1y1, . . . , xnyn).
However, it is not a syndetic ring. Particularly, it should be noted that (Rn,+) as an R-module is Noetherian, but not
as a Z-module.
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0.2. Structure theorem
Motivated by [11, 24, 14, 13], in this paper we shall mainly prove the following Furstenberg-wise structure theorem
including C0-flow, which generalizes the FK structure theorem stated before.
Theorem 0.2 (Structure Theorem I). Let G be an lcsc Noetherian R-module over a syndetic ring (R,+, ·). Then for
any nontrivial standard Borel G-space X, there exists an ordinal η and a system of G-factors {πξ : X → Xξ}ξ≤η such
that:
(a) X0 is the one-point G-system and Xη = X (µ-mod 0).
(b) If 0 ≤ θ < ξ ≤ η, then there is a factor G-map πξ,θ : Xξ → Xθ with πθ = πξ,θ ◦ πξ.
(c) For each ordinal ξ with 0 ≤ ξ < η, πξ+1,ξ : Xξ+1 → Xξ is a nontrivial “primitive” extension (cf. Def. 4.1 in
§4.1).
(d) If ξ is a limit ordinal ≤ η, then Xξ = lim←− θ<ξXθ.
Moreover, the intermediate factors in our factors chain are of the form
Xξ = (X,Xξ, µ,G), {x} ∈ Xξ ∀x ∈ X, πξ = IdX and πξ+1,ξ = IdX (0 < ξ < η).
We will call
X → · · · → Xξ+1 → Xξ → · · · → X1 → X0,
a “Furstenberg factors chain” of X.
This structure theorem claims that if regarding some dynamics, such as “Sz-” and “Kh-properties” we will consider
in our subsequent paper [6], one interprets primitive extensions sufficiently broadly, then one can, by this procedure,
describe all standard Borel G-systems acted by a Noetherian R-module.
As a byproduct Theorem 4.7 in §4.3 is another Zimmer-type structure theorem we will prove in this paper. The
remainder of this paper will be organized as follows.
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1. Basic dynamics notions
In the sequel of this section, unless an explicit declaration, we let G be an lcsc R-module over any ring (R,+, ·) not
necessarily syndetic,
• X = (X,X , µ,G) a standard Borel G-space so we may decompose µ;
and let (Y,Y , ν) be another Borel G-space, not necessarily a standard Borel probability space, and simply write
• Y = (Y,Y , ν,G).
We shall call X an extension of Y or Y a factor of X via a G-homomorphism π, usually written as π : X → Y, if
there is a measure-preserving map π : (X,X , µ) → (Y,Y , ν) satisfying π(g(x)) = g(π(x)) for all g ∈ G and x ∈ X; i.e.,
the following commutative diagram holds:
(X,X , µ) g−−−−−→ (X,X , µ)
π
y πy
(Y,Y , ν) g−−−−−→ (Y,Y , ν)
∀g ∈ G.
Here π is called a factor G-map from X to Y. Note here that x 7→ g(x) and y 7→ g(y) refer to the G-actions of the same
G on two different state spaces X and Y.
An extension π : X → Y is said to be nontrivial if π−1[Y ] ,X (µ-mod 0). In fact, (Y,Y , ν,G; π) = (X,Y , µ,G; IdX)
in our factors chain in Theorem 0.2.
For any T ∈ G, 〈T 〉R will stand for the R-submodule of G generated by the element T over the same ring (R,+, ·);
that is to say,
〈T 〉R = {tT ; t ∈ R}
that is the smallest R-submodule containing T in G. Note that 〈I〉R = {I} and 0T = I for any T ∈ G, where we remind
that I is the identity of G.
1.1. Totally relatively ergodic extensions
Let π : X → Y be an extension. From now on, let X ′ be a σ-subalgebra of X , where (X,X ′, µ) is not necessarily
a standard Borel probability space, such that
• π−1[Y ] ⊆ X ′, X ′ is G-invariant (i.e. g−1[X ′] ⊆ X ′ ∀g ∈ G),
and write
• X′ = (X,X ′, µ,G).
Then X′ is a factor of X via the G-map IdX : X → X; x 7→ x and it is also an extension of Y via the same π : X → Y.
We will call X
IdX−−→ X′ π−→ Y a short factors series.
Definition 1.1. For X′ = (X,X ′, µ,G), we say the extension π : X′ → Y is to be
• relatively ergodic for an element g in G if every 〈g〉R-invariant f ∈ L2(X,X ′, µ) is (µ-a.e.) a function on Y (or
equivalently, every 〈g〉R-invariant f ∈ L∞(X,X ′, µ) is also π−1[Y ]-measurable);
– further, to be totally relatively ergodic for an R-submoduleΓ of G if it is relatively ergodic for each element
g in Γ with g , I.
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• jointly relatively ergodic for an R-submodule Γ of G if every Γ-invariant f ∈ L∞(X,X ′, µ) is (µ-a.e.) a function
on Y.
Notice here that π : X′ → Y fails to be totally relatively ergodic for G itself if some set in X ′ that is not the
preimage of a set in Y is 〈T 〉R-invariant for some T ∈ G with T , I. Ordinarily when one speaks of ergodicity of a
Borel G-space (X,X ′, µ), one is concerned about G-invariance, not only 〈T 〉R-, of sets in X ′.
Particularly, only from the viewpoint of group in [14, 13], π : X′ → Y fails to be (totally) relatively ergodic for G
if some set in X ′ that is not the preimage of a set in Y is T or equivalently 〈T 〉Z, but not 〈T 〉R, -invariant for some
T ∈ G with T , I.
If Y is a one-point G-system, then the relative ergodicity of X′ for g is just the classical ergodicity of the metric
dynamical system (X,X ′, µ, 〈g〉R) for the R-submodule 〈g〉R.
1.2. Relative-product extensions
For any extension π : X → Y (not for π : X′ → Y), by Doob’s theorem, there exists a random measure on the
standard Borel probability space (X,X , µ):
µ(, ) : Y ×X → R or write {µy : X → R}y∈Y
such that for any y ∈ Y, B ∈ X and ϕ ∈ L1(X,X , µ),
(1) µy() : X → R; A 7→ µ(y, A) is a probability measure on (X,X );
(2) µ(, B) : Y → R; y 7→ µ(y, B) is a Y -measurable function;
(3) µπ(x)(B) = Eµ(1B|π−1[Y ])(x) for µ-a.e. x ∈ X;
(4) Eµ(ϕ|π−1[Y ])(x) =
∫
X ϕ(z)µ(π(x), dz) for µ-a.e. x ∈ X.1
Here {µy}y∈Y or write µ =
∫
Y µyν(dy) is called the disintegration of µ, over X
π−→ Y, which is unique for ν-a.e. y ∈ Y. If
Y is countably generated, then µy is supported on the π-preimage of the atom [y]Y and µy = µz for any z ∈ [y]Y .
Following [12, 14] and [13, §5.5], the condition-independent measure µ ⊗Y µ on (X × X,X ⊗ X ) over (Y, π) is
defined by the disintegration
µ ⊗Y µ =
∫
Y
µy ⊗ µyν(dy).
Then by [13, Proposition 5.10],∫
X×X
f1 ⊗ f2dµ ⊗Y µ =
∫
Y
Eµ( f1|Y)Eµ( f2|Y)dν ∀ f1, f2 ∈ L2(X,X , µ).
Clearly µ ⊗Y µ is G-invariant where G acts diagonally on X × X by the following standard way:
g(x, x′) = (g(x), g(x′)) ∀(x, x′) ∈ X × X and g ∈ G;
hence (X × X,X ⊗X , µ⊗Y µ,G) is a measure-preserving G-system, which is called the relative-product extension of
(Y, π), write (X,X , µ,G) ×Y (X,X , µ,G) or simply X ×Y X. Then {µy ⊗ µy}y∈Y is exactly the classical disintegration
of µ ⊗Y µ, over the factor Y via the G-map2
π ×Y π : (x, x′) 7→ π1(x) = x or π ×Y π : (x, x′) 7→ π2(x′) = x′.
Then
Eµ⊗Yµ( f1 ⊗ f2|Y) = Eµ( f1|Y)Eµ( f2|Y) ∀ f1, f2 ∈ L2(X,X , µ).
1In fact, (3) ⇔ (4). In addition, we set Eµ(ϕ|Y)() =
∫
X ϕ(x)µ(, dx) ∈ L1(Y,Y , ν) as in [13, Chap. 5]. In addition, if (X,X , µ) is not a standard
Borel probability space, then such µ(, ) does not need to exist (cf., e.g., [8]). This is just the reason why we will always regard X′ as a factor of X,
not individually an extension of Y.
2It should be noted that π−11 [A] = π−12 [A] (µ ⊗Y µ-mod 0) for any A ∈ Y ; cf. [13, Proposition 5.11].
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See [13, Propositions 5.12 and 5.14].
Let {Ug : φ 7→ φ ◦ g}g∈G be the naturally induced Koopman unitary operators on the following L2-spaces of
complex-valued functions:
H = L2(X,X , µ), H ⊗Y H = L2(X × X,X ⊗ X , µ ⊗Y µ),
and
Hy = L
2(X,X , µy), Hy ⊗Y Hy = L2(X × X,X ⊗ X , µy ⊗ µy), ∀y ∈ Y.
For any ϕ ∈ H or H ⊗Y H , we denote its L2-norm by ‖ϕ‖2 (or by ‖ϕ‖2,µ, ‖ϕ‖2,µ⊗Yµ); if ϕ ∈ Hy or Hy ⊗Y Hy, we
denote its L2-norm by ‖ϕ‖2,y or ‖ϕ‖2,µy⊗µy . We say that ϕ ∈ H on X or H ⊗Y H on X × X is fiberwise L2-bounded if
‖ϕ‖2,y or ‖ϕ‖2,µy⊗µy is bounded as a function of y on Y.
We note that if φ, ψ ∈ H then φ ⊗ ψ ∈ L1(X × X,X ⊗ X , µ ⊗Y µ), since ‖φ‖2,y and ‖ψ‖2,y as functions of the
variable y on Y are in L2(Y,Y , ν) and∫
X×X
|φ ⊗ ψ(x, x′)|µ ⊗Y µ(d(x, x′)) =
∫
Y
∫
X×X
|φ ⊗ ψ(x, x′)|µy ⊗ µy(d(x, x′))ν(dy)
=
∫
Y
(∫
X
|φ(x)|µy(dx)
∫
X
|ψ(x′)|µy(x′)
)
ν(dy)
≤
∫
Y
‖φ‖2,y‖ψ‖2,yν(dy)
≤ ‖φ‖2,µ‖ψ‖2,µ
by
‖φ‖2,µ =
(∫
Y
‖φ‖22,yν(dy)
) 1
2
and ‖φ‖2,y =
(
Eµ(|φ|2|Y)(y)
) 1
2 =
(∫
X
|φ(x)|2µy(dx)
) 1
2
for ν-a.e. y ∈ Y.
Since (X,X ) is a standard Borel G-space and G is lcsc, by Varadarajan’s isomorphism theorem [22, Theorem 3.2]
or [26, Theorem 2.1.19] that is independent of the module structure of G, it follows that (X,X ) is G-isomorphic to
some G-invariant Borel subset of certain compact metric G-space. Thus combined with the G-invariance of µ this
yields the well-known fact that the function g 7→ Ugφ of G into H is continuous under the L2-norm of H with
respect to µ, for any given φ in H .
Remark. Given any short factors series X IdX−−→ X′ = (X,X ′, µ,G) π−→ Y, we will write
H
′ = L2(X,X ′, µ),
H
′ ⊗Y H ′ = L2(X × X,X ′ ⊗ X ′, µ ⊗Y µ),
and for all y ∈ Y
H
′
y = L
2(X,X ′, µy),
H
′
y ⊗Y H ′y = L2(X × X,X ′ ⊗X ′, µy ⊗ µy).
Then, H ′,H ′ ⊗Y H ′,H ′y , and H ′y ⊗Y H ′y are closed subspaces of H ,H ⊗Y H ,Hy, and Hy ⊗Y Hy, respectively.
It should be noted, however, that {µy}y∈Y and then µ ⊗Y µ are induced by π : X → Y, never by π : X′ → Y, for the
intermediate factor X′ we consider later is not necessarily a standard Borel G-space.
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1.3. Relative convolutions of functions and precompactness
In the sequel of this subsection, let there be any given a short factors series:
X
IdX−−→ X′ = (X,X ′, µ,G) π−→ Y.
Given any two functions H ∈ H ′ ⊗Y H ′ and φ ∈ H ′, as in [14, 13] for the special case (R,+, ·) = (Z,+, ·), we
now define the convolution, written as H ∗Y φ, of H with φ relative to the factor π : X′ → Y by
H ∗Y φ(x) =
∫
X
H(x, x′)φ(x′)µπ(x)(dx′). (1.1)
Since for ν-a.e. y ∈ Y here H(x, x′) is a function in H ′y ⊗Y H ′y , so that for µy-a.e. x ∈ X the integrand H(x, )φ() in
(1.1) is the product of two functions of the variable x′ ∈ X in H ′y , and hence H(x, )φ() ∈ L1(X,X ′, µπ(x)) by Fubini’s
theorem and so the integral exists. Thus (1.1) is well defined for µ-a.e. x ∈ X, for µ = ∫Y µyν(dy). Moreover,
‖H ∗Y φ‖2,y ≤ ‖H‖2,µy⊗µy‖φ‖2,y ν-a.e. y ∈ Y. (1.2)
From this we can conclude that if H is fiberwise L2-bounded (i.e. ‖H‖2,µy⊗µy ≤ M < ∞ for ν-a.e. y ∈ Y), then
‖H ∗Y φ‖2 ≤ M‖φ‖2
so that H ∗Y φ ∈ H ′ and further
H ∗Y  : φ 7→ H ∗Y φ
is a bounded linear operator of H ′ into itself. On the other hand, if φ ∈ L∞(X,X ′, µ), then for any H ∈ H ′ ⊗Y H ′
‖H ∗Y φ‖2 ≤ ‖φ‖∞
(∫
X
∫
X
|H(x, x′)|2µπ(x)(dx′)µ(dx)
)1/2
= ‖φ‖∞
(∫
Y
∫
X
∫
X
|H(x, x′)|2µπ(x)(dx′)µy(dx)ν(dy)
)1/2
= ‖φ‖∞
(∫
Y
(∫∫
X×X
|H|2dµy ⊗ µy
)
ν(dy)
)1/2
= ‖φ‖∞‖H‖2,µ⊗Yµ
(1.3)
so that
✷ ∗Y φ : H 7→ H ∗Y φ
is a bounded operator of H ′ ⊗Y H ′ into H ′.
As usual, a subset A in a topological space M is called precompact if its closure A relative to M is compact. Recall
that a subset A in a complete metric space M is precompact iff for any δ > 0 there are points a1, . . . , ak ∈ A such that
A is covered by the k balls of centered at ai of radius δ and iff for any δ > 0 there are points a1, . . . , ak ∈ M such that
A is covered by the k balls of centered at ai of radius δ. If A is precompact in a Hausdorff space, then any subset of A
is also precompact.
The following is a criterion of precompactness of subset of (L2(X,X ′, µ), ‖ · ‖2,y), which is of interest itself.
Theorem 1.2. Given any short factors series X IdX−−→ X′ π−→ Y, consider the relative convolution linear operator on
(H ′ ⊗Y H ′) × H ′ to H ′:
✷∗Y  : L2(X × X,X ′ ⊗X ′, µ ⊗Y µ) × L2(X,X ′, µ) −→ L2(X,X ′, µ)
given by (H, φ) 7→ H ∗Y φ as in (1.1); and for any r > 0 and H ∈ H ′ ⊗Y H ′, write
B2,∞r =
{
φ ∈ L2(X,X ′, µ) : ‖φ‖∞ ≤ r
}
and H ∗Y B2,∞r =
{
H ∗Y φ | φ ∈ B2,∞r
}
.
Then for any H ∈ H ′ ⊗Y H ′ and r > 0, the set H ∗Y B2,∞r is precompact in the Hilbert space (L2(X,X ′, µ), ‖ · ‖2,y)
for ν-a.e. y ∈ Y.
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Proof. For our simplicity, assume all the L2-spaces involved in the theorem consist of real-valued functions without
loss of generality. Let r > 0 and H ∈ H ′ ⊗Y H ′ be any given. We will divide our proof of Theorem 1.2 into two
steps.
Step 1. If H is of the form H(x, x′) = ∑Jj=1 ψ j(x)ψ′j(x′) with ψ j(x), ψ′j(x′) ∈ L∞(X,X ′, µ) and 1 ≤ J < ∞, then
H ∗Y B2,∞r is precompact in the Hilbert space (L2(X,X ′, µ), ‖ · ‖2,y) for ν-a.e. y ∈ Y.
Proof. To prove the above claim, we first note that by the Banach-Alaoglu Theorem, the closed ball of radius r
Ey =
{
φ(x′) ∈ L2(X,X ′, µy) : ‖φ‖2,y ≤ r
}
is weakly compact in L2(X,X ′, µy) for each y ∈ Y. Moreover, since (X,X ) is a standard Borel space, hence Hy and
further H ′y are separable. This implies that Ey is metrizable with the weak topology. Then by the Tychonoff Theorem
it follows that
∏
y∈Y Ey is a compact convex subset of the locally-convex Hausdorff product-topological vector space∏
y∈Y
L
2(X,X ′, µy)
where each of the factor spaces is under the natural weak topology.3
Let {φn}∞n=1 be an arbitrary sequence of functions in B2,∞r . By dropping a zero-measure set if necessary, we may
assume |φn(x′)| ≤ r for all n ≥ 1 and any x′ ∈ X. Since φn ∈ Ey for each y ∈ Y, hence 〈φn,y〉y∈Y ∈
∏
y∈Y Ey where
φn,y(x′) = φn(x′) for all n. Therefore by [4, Lemma 2], from the vector sequence
{〈φn,y〉y∈Y}∞n=1 may be extracted a
subsequence
{〈φnℓ ,y〉y∈Y}∞ℓ=1 such that as ℓ → ∞ we have
φnℓ ,y
weakly in L2(X,X ′,µy)−−−−−−−−−−−−−−−−→ φy ∀y ∈ Y
for some point 〈φy〉y∈Y ∈
∏
y∈Y Ey. Given any ψ ∈ L∞(X,X ′, µ), y 7→ 〈ψ, φy〉y is Y -measurable from Y to R and so
x 7→ 〈ψ, φπ(x)〉π(x) is X ′-measurable from X.
Therefore for any function H(x, x′) = ∑Jj=1 ψ j(x)ψ′j(x′) with ψ j(x), ψ′j(x′) in L∞(X,X ′, µ) and 1 ≤ J < ∞, it
holds that
J∑
j=1
ψ j(x)〈ψ′j, φnℓ〉H ′π(x) =
J∑
j=1
ψ j(x)〈ψ′j, φnℓ ,π(x)〉H ′π(x)
µy-a.e. x in X−−−−−−−−−→
J∑
j=1
ψ j(x)〈ψ′j, φπ(x)〉H ′π(x)
as ℓ → ∞. This implies that for µy-a.e. x ∈ X,
H ∗Y φnℓ (x) → H ∗Y φy(x) as ℓ → ∞.
So by |H ∗Y φnℓ (x)| ≤ r‖H‖∞ < ∞ and the Lebesque Dominated Convergence Theorem, we see that H ∗Y φnℓ → H ∗Y φy
in the Hilbert space (L2(X,X ′, µ), ‖ · ‖2,y).
This proves that H ∗Y B2,∞r is precompact in the Hilbert space (L2(X,X ′, µ), ‖ · ‖2,y).
Step 2. Let H be arbitrarily given in L2(X×X,X ′⊗X ′, µ⊗Y µ); then H ∗B2,∞r is precompact in (L2(X,X ′, µ), ‖·‖2,y)
for ν-a.e. y ∈ Y.
Proof. Indeed since L∞(X,X ′, µ)⊗L∞(X,X ′, µ) is dense in L2(X×X,X ′⊗X ′, µ⊗Y µ), hence there exists Hn → H
in L2(X ×X,X ′ ⊗X ′, µ⊗Y µ) where each Hn(x, x′) has the special form of finite linear combination
∑
j ψ j ⊗ψ′j with
ψ j, ψ′j ∈ L∞(X,X ′, µ). Since by (1.3) we have
‖Hn ∗Y φ − H ∗Y φ‖2 ≤ r‖Hn − H‖2,µ⊗Yµ ∀φ ∈ B2,∞r ,
we see that as n → ∞, under the L2-norm ‖ · ‖2
Hn ∗Y φ → H ∗Y φ
3Any separable Hilbert space is locally convex under the weak topology.
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in L2(X,X ′, µ) uniformly for φ ∈ B2,∞r . Let ε > 0 be arbitrary. For Hn ∗Y B2,∞r is precompact in (L2(X,X ′, µ), ‖ · ‖2,y)
by Step 1, there exists a finite set of functions, say φ(n)1 , . . . , φ
(n)
kn , in B
2,∞
r so that
min
1≤i≤kn
∥∥Hn ∗Y φ − Hn ∗Y φ(n)i ∥∥2,y < ε3 ∀φ ∈ B2,∞r .
Then by∥∥H ∗Y φ − H ∗Y φ(n)i ∥∥2,y ≤ ‖H ∗Y φ − Hn ∗Y φ‖2,y + ∥∥Hn ∗Y φ − Hn ∗Y φ(n)i ∥∥2,y + ∥∥Hn ∗Y φ(n)i − H ∗Y φ(n)i ∥∥2,y
≤ 2r‖H − Hn‖2,µ⊗Yµ +
∥∥Hn ∗Y φ − Hn ∗Y φ(n)i ∥∥2,y
we see that as n sufficiently large,
min
1≤i≤kn
∥∥H ∗Y φ − H ∗Y φ(n)i ∥∥2,y < ε ∀φ ∈ B2,∞r .
This implies that H ∗Y B2,∞r is precompact in (L2(X,X ′, µ), ‖ · ‖2,y), since ε is arbitrary.
The proof of Theorem 1.2 is therefore completed.
Notice here that φ 7→ H ∗Y φ is not a compact operator from (L2(X,X ′, µ), ‖ · ‖∞) to (L2(X,X ′, µ), ‖ · ‖2).
1.4. Relatively compact extensions
The following concept is due to H. Furstenberg and Y. Katznelson 1978 [14].
Definition 1.3 ([14, 13, 9]). Given any short factors series X IdX−−→ X′ = (X,X ′, µ,G) π−→ Y and any subgroup Γ of G,
for π : X′ → Y a function ϕ in L2(X,X ′, µ) is called
• FK almost periodic for Γ (FK a.p. for Γ for short) if for any ε > 0 there exists a finite set of functions φ1, . . . , φk
in L2(X,X , µ) such that for every g ∈ Γ,
min1≤ j≤k‖Ugϕ − φ j‖2,y < ε (ν-a.e. y ∈ Y).
We write L2FKap(X,X ′, µ,G:Γ) for the set of all the functions FK a.p. for Γ.
Then π : X′ → Y is said to be
• relatively compact for Γ if L2FKap(X,X ′, µ,G:Γ) is dense in
(
L
2(X,X ′, µ), ‖ · ‖2,µ
)
.
Note here that FK a.p. for G is simply called AP in [9, Def. 7.18]. Moreover, it is not required that φ1, . . . , φk belong
to the Γ-orbit of ϕ. Here FK is the abbreviation of Furstenberg-Katznelson.
According to this definition, we easily see that:
• The relative compactness of π : X′ → Y appears to depend heavily upon the G-factor (Y, π) and also the
standard Borel structure of (X,X ); this is because the disintegration {µy}y∈Y of µ is closely related with the
given condition (Y, π) and the standard Borel structure of (X,X ).
• To get around some hard points appeared in the literature like [14, 13, 9], here we only require loosely that
φ1, . . . , φk ∈ L2(X,X , µ) instead of φ1, . . . , φk ∈ L2(X,X ′, µ). This point is different with the literature.
Clearly, if ϕ ∈ L2(X,X ′, µ) is FK a.p. for Γ, then Γ[ϕ] is precompact in (L2(X,X ′, µy), ‖ · ‖2,y) for ν-a.e. y ∈ Y.
However, Theorem 1.2 together with Theorem 2.4 below shows that the converse is never true.
Then the following result is an important technique lemma for our arguments later.
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Lemma 1.4. Let X IdX−−→ X′ = (X,X ′, µ,G) π−→ Y be any short factors series. Given any R-submodule G′ of the lcsc
R-module G, let Γ be a countable dense subgroup of G′, δ ≥ 0, ǫ > 0, and ϕ ∈ H ′, φ1, . . . , φk ∈ H with the property
that for any γ ∈ Γ,
min
1≤i≤k
‖Uγϕ − φi‖2,y < ǫ but for a set of y ∈ Y of ν-measure ≤ δ.
Then for any g ∈ G′,
min
1≤i≤k
‖Ugϕ − φi‖2,y < 4ǫ but for a set of y ∈ Y of ν-measure ≤ 4δ.
Hence,
L2FKap(X,X ′, µ,G:G′) = L2FKap(X,X ′, µ,G:Γ).
Proof. Without loss of generality, we may suppose that (X,X ) is a Polish G-space by Varadarajan’s theorem. Let
g ∈ G′ be any given and take any sequence in Γ, gn → g. Now select a sequence of bounded X ′-functions ψℓ ∈ H ′
with ψℓ → ϕ in H ′. Since
‖ϕ − ψℓ‖2,µ =
(∫
Y
‖ϕ − ψℓ‖22,yν(dy)
)1/2
→ 0 as ℓ → ∞,
hence by passing to a subsequence if necessary, we may assume
‖ϕ − ψℓ‖2,y → 0 as ℓ → ∞ (ν-a.e. y ∈ Y).
Inasmuch as Γ is countable, so we can choose some Y∞ ∈ Y with ν(Y∞) = 1 such that
γ(Y∞) = Y∞ ∀γ ∈ Γ ∪ {g} and lim
ℓ→∞
‖ϕ − ψℓ‖2,y = 0 ∀y ∈ Y∞.
From the fact that for ν-a.e. y ∈ Y∞
min
1≤i≤k
‖Ugϕ − φi‖2,y ≤ min
1≤i≤k
(‖Ugϕ − Ugnϕ‖2,y + ‖Ugnϕ − φi‖2,y)
≤ min
1≤i≤k
‖Ugnϕ − φi‖2,y + ‖Ugϕ − Ugψℓ‖2,y + ‖Ugψℓ − Ugnψℓ‖2,y + ‖Ugnψℓ − Ugnϕ‖2,y
≤ min
1≤i≤k
‖Ugnϕ − φi‖2,y + ‖ϕ − ψℓ‖2,g(y) + ‖Ugψℓ − Ugnψℓ‖2,y + ‖ψℓ − ϕ‖2,gn(y)
together with using Egoroff’s theorem for the sequence of functions {‖ψℓ − ϕ‖2,y}∞ℓ=1 of the variable y on (Y,Y , ν), it
follows that for any δ′ > 3δ we can find a set U ∈ Y with U ⊂ Y∞, ν(U) > 1 − δ′ such that
min
1≤i≤k
‖Ugϕ − φi‖2,y < 4ǫ ∀y ∈ U.
From this we can conclude the lemma for δ′ > 3δ is arbitrary.
It should be noted here that the subgroup Γ in Lemma 1.4 is not necessarily to be an R-submodule of G. For
example, for G = Rr, the rational subgroup Qr is countable dense in Rr but it is not an R-submodule; Z is dense in
the p-adic integers ring Zp.
2. Characterizations of relatively compact extension for amenable groups
In this section, we will generalize Furstenberg and Katznelson’s characterization theorem of relatively compact ex-
tensions to any amenable groups following the framework of [24, 14, 13] combining with Varadarajan’s isomorphism
theorem and the L2-mean ergodic theorem.
Throughout this section, let X
IdX−−→ X′ = (X,X ′, µ,G) π−→ Y be any short factors series under the Borel actions by
a same lcsc R-module G over a ring (R,+, ·) not necessarily syndetic, where
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• (X,X , µ) is a standard Borel probability space so we can disintegrate µ over Y, µ = ∫Y µydν(y).
As in Remark of §1.2, write
H = L2(X,X , µ)
and
H
′ = L2(X,X ′, µ), H ′ ⊗Y H ′ = L2(X × X,X ′ ⊗X ′, µ ⊗Y µ),
where µ ⊗Y µ is defined based on π : X → Y not on π : X′ → Y.
We shall work on the intermediate factor X′ but not on X, as in §1.
2.1. Compactness of an extension
Following the ideas of [14, Def. 2.1] and [13, Sect. 6.3], we now equivalently describe the relative compactness
of π : X′ → Y respecting any given R-submodule Γ of G.
C1: The set of functions H∗Yφ spans a dense subset of H ′ as H(x, x′) ranges over the boundedΓ-invariant functions
in H ′ ⊗Y H ′ and φ(x′) ranges over the bounded functions in H ′.
C2: L2FKap(X,X ′, µ,G:Γ) = H ′, where a function of FK a.p. for Γ is defined as in Def. 1.3 in §1.4 following the
idea of Furstenberg and Katznelson [14].
C3: Each φ ∈ H ′ is such that for any δ > 0 there exists a Y -set B ⊆ Y with ν(B) > 1 − δ such that the modification
φB(x) = 1π−1[B](x)φ(x) ∀x ∈ X
is FK a.p. for Γ; that is, for any ε > 0 there exists a finite set of functions φ1, . . . , φk ∈ H verifying that for
each g ∈ Γ,
min
1≤i≤k
‖UgφB − φi‖2,y < ε (ν-a.e. y ∈ Y).
It is different with C3 of [14, 13] there the choice of B ∈ Y depends not only on δ but also on ε. This C3-
condition implies [9, Lemma 7.24] for R = Z.
C4: Any φ ∈ H ′ is FK ν-almost almost-periodic for Γ (FK a.a.p. for Γ for short) in the sense that for any δ > 0
and ε > 0, there exists a finite set of functions φ1, . . . , φk in H such that for each g ∈ Γ,
min
1≤i≤k
‖Ugφ − φi‖2,y < ε but for a set of y ∈ Y of ν-measure less than δ.
We will write L2FKaap(X,X ′, µ,G:Γ) for the set of all FK a.a.p. for Γ L2-functions. Here ‘FK’ is for Furstenberg-
Katznelson.
C5: Let {Fn}∞1 be a weak Følner sequence in Γ with a left Haar measure mΓ or write dg.4 For each ϕ ∈ H ′, we
define
P(ϕ ⊗ ϕ¯) = w- lim
n→∞
1
mΓ(Fn)
∫
Fn
Ug(ϕ ⊗ ϕ¯)dg,
here the w-limit means the convergence in the weak topology of H ⊗Y H . Then
4Let G be an amenable lcsc group with a fixed left Haar measure mG . Then there always exists a so-called weak Følner sequence {Fn}∞1 in G,
i.e., a sequence of nonull compact subsets Fn of positive Haar measure of G such that
lim
n→∞
mG(gFn △ Fn)
mG(Fn) = 0 ∀g ∈ G.
It is a well-known fact that every lcsc abelian group is amenable; see, e.g., [21, 9]. Thus an lcsc R-module is amenable by our convention before.
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– P(ϕ ⊗ ϕ¯) = 0 if and only if ϕ = 0.
C6: Let {Fn}∞1 be a weak Følner sequence in Γ with a left Haar measure mΓ or dg. For each ϕ ∈ H ′, set
P(ϕ ⊗ ϕ¯) = s- lim
n→∞
1
mΓ(Fn)
∫
Fn
Ug(ϕ ⊗ ϕ¯)dg,
where the s-limit exists in the L2-norm of H ⊗Y H . Then
– P(ϕ ⊗ ϕ¯) = 0 if and only if ϕ = 0.
It should be noted that:
• In C3 and C4, we did not require that φ1, . . . , φk ∈ H ′ instead of φ1, . . . , φk ∈ H .
• By the L2-mean ergodic theorem [5], P(ϕ ⊗ ϕ¯) is well defined in C5 and C6.
The following lemma is useful for us to understand the FK ν-almost almost-periodicity property of the extension
π : X′ → Y.
Lemma 2.1. Let Γ be any R-submodule of G. If ϕ ∈ H ′ is precompact for Γ in H ′, i.e., the Γ-orbit Γ[ϕ] is
precompact in (L2(X,X ′, µ), ‖ · ‖2), then ϕ ∈ L2FKaap(X,X ′, µ,G:Γ).
Proof. Let δ > 0 and ε > 0 be any given. Since Γ[ϕ] is precompact in (L2(X,X ′, µ), ‖ · ‖2), there is a finite set of
functions {φ1, . . . , φℓ} ⊂ Γ[ϕ] such that
min
1≤ j≤ℓ
‖Ugϕ − φ j‖2,µ < 12ε
√
δ ∀g ∈ Γ.
For any g ∈ Γ, we set
B =
{
y ∈ Y
∣∣ min
1≤ j≤ℓ
‖Ugϕ − φ j‖2,y < 12ε
}
.
Then
1
4
ε2δ > min
1≤ j≤ℓ
∫
Y
‖Ugϕ − φ j‖22,yν(dy) ≥
∫
Y
min
1≤ j≤ℓ
‖Ugϕ − φ j‖22,yν(dy) ≥
1
4
ε2ν(Y − B)
and so
ν(B) ≥ 1 − δ.
This implies that ϕ ∈ L2FKaap(X,X ′, µ,G:Γ).
The proof of Lemma 2.1 is thus completed.
For our convenience, we now introduce another standard notation, which is completely independent of the factor
Y and the factor G-map π from X′ to Y.
Definition 2.2 (cf. [24, 13]). For the intermediate factor X′ = (X,X ′, µ,G), any function φ ∈ L2(X,X ′, µ) is called
• (von Neumannian) almost periodic for an R-submodule Γ of G (a.p. for Γ for short) if the partial orbit Γ[φ] is
precompact in the space
(
L
2(X,X ′, µ), ‖ · ‖2
)
.
Write L2ap(X,X ′, µ,G:Γ) for the set of all the L2-functions of a.p. for Γ on X.
Then by Lemma 2.1, every a.p. for Γ function is an FK a.a.p. for Γ function. Clearly only from definitions, a.p. ,
FK a.a.p. for a same submodule Γ. We will construct an example later; see Corollary 4.6 in §4.3.
The following lemma is obvious but it is very useful.
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Lemma 2.3. Let G be an lcsc R-module, X IdX−−→ X′ π−→ Y a short factors series and Γ ⊆ G an R-submodule. Then the
following statements hold:
(1) L2FKaap(X,X ′, µ,G:Γ) forms an algebra and it is a closed subspace of
(
L
2(X,X ′, µ), ‖ · ‖2
)
.
(2) If ϕ ∈ H ′ is FK a.a.p. for G, then Ugϕ is also FK a.a.p. for G for each g ∈ G.
(3) If H(x, x′) ∈ H ′ ⊗Y H ′ is Γ-invariant and φ(x′) ∈ L∞(X,X ′, µ), then
Ug(H ∗Y φ) = H ∗Y (Ugφ) (2.1)
for every g ∈ Γ.
Proof. (1) and (2) follow from C4; (3) follows at once from (1.1).
2.2. Characterizing compact extensions
When G is a finitely generated free abelian group, i.e., G ≈ Zd for some integer d ≥ 1, then it is known that
G is amenable and C1 ∼ C5 are equivalent for Γ = G; cf. [14, Theorem 2.1 and Proposition 2.5] and also [13,
Theorem 6.13]. We now will extend Furstenberg and Katznelson’s characterization theorem to an lcsc module as
follows.
Theorem 2.4. Let X IdX−−→ X′ = (X,X ′, µ,G) π−→ Y be a short factors series and let Γ be an R-submodule of the lcsc
R-module G. Then C1 ∼ C6 are equivalent to each other for Γ.
Proof. We will prove Theorem 2.4 by finely modifying Furstenberg and Katznelson’s framework developed in the
work [14].
C1 ⇒ C2. Clearly any linear combination of functions of FK a.p. for Γ in H ′ is also an FK a.p. for Γ function.
In order to prove that C1 ⇒ C2, it will suffice to show that by an arbitrary L2-norm small modification of a function
of the form H ∗Y φ described as in C1, we can obtain an FK a.p. for Γ function in H ′. Let ‖φ‖∞ > 0; otherwise
H ∗Y φ ≡ 0 and nothing needs to do.
According to Lemma 1.4 with δ = 0, there is no loss of generality in assuming that Γ is countable only thought
of as a subgroup of G. As in Step 2 of the proof of Theorem 1.2, there exists Hn → H in H ′ ⊗Y H ′ where each
Hn(x, x′) has the special form of finite linear combination
∑
j ψ j ⊗ ψ′j with ψ j, ψ′j in L∞(X,X ′, µ). That means that
‖H −Hn‖2,y → 0 as a sequence of functions of y ∈ Y in L2(Y,Y , ν). Passing to a subsequence if necessary, we assume
without loss of generality that
‖H − Hn‖2,y → 0 as n → ∞ ν-a.e. y ∈ Y.
For any η > 0, by Egoroff’s theorem we can find a Y -subset E of Y with ν(E) < η such that
‖H − Hn‖2,y → 0 as n → ∞ uniformly for y ∈ Y − E.
Since Γ is countable, we can define the Γ-invariant set
F =
⋂
g∈Γ
g−1[E] = Y −
⋃
g∈Γ
g−1[Y − E] ∈ Y (2.2)
and let
ϕ(x) =
{
H ∗Y φ(x) if x < π−1[F],
0 if x ∈ π−1[F]. (2.3)
Since F ⊆ E and µ ◦ π−1 = ν, ν(F) < η so that ϕ(x) defined by (2.3) differs from H ∗ φ(x) only on an X ′-set of
µ-measure less than η. It is sufficient to verify that ϕ(x) is FK a.p. for Γ.
Let ε > 0 be an arbitrary constant and let there hold the following assertion.
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Assertion. There exists a finite set of functions φ1, . . . , φk ∈ L2(X,X ′, µ) so that for any g ∈ Γ,
min
1≤ j≤k
‖Ugϕ − φ j‖2,y < ε
for ν-a.e. y ∈ Y − E.
Then we can find a set of functions ˜φ1, . . . , ˜φk, which is ε-spanning Γ[ϕ] in (L2(X,X ′, µy), ‖ · ‖2,y) for ν-a.e. y ∈ Y.
Indeed, we now express the Γ-invariant Y -set
B :=
⋃
g∈Γ
g−1[Y − E] (= Y − F)
as a disjoint union ∑n Bn, where Bn ⊆ g−1n [Y − E] and Γ = {gn; n = 1, 2, 3, . . . }. We then define X -measurable
functions
˜φ j(x) =
{
0 if π(x) ∈ F = Y − B,
Ugnφ j(x) if x ∈ π−1[Bn], n ≥ 1;
j = 1, . . . , k.
And so we can see that { ˜φ1, . . . , ˜φk} is ε-spanning Γ[ϕ] for ν-a.e. y ∈ Y, noting that µy ◦ g−1n = µgn(y) and F, B both are
Γ-invariant, and that µy(F) = 1 for ν-a.e. y ∈ F and µy(Bn) = 1 for ν-a.e. y ∈ Bn.
We now proceed to prove the above Assertion. Since ‖H−Hn‖2,y → 0 uniformly on Y −E, we can find sufficiently
large n with ‖H − Hn‖2,y < ε/(2‖φ‖∞) for all y ∈ Y − E. According to (1.2) it follows that for any bounded ψ ∈ H ′
with ‖ψ‖∞ ≤ ‖φ‖∞,
‖H ∗Y ψ − Hn ∗Y ψ‖2,y < ε2‖φ‖∞
· ‖φ‖∞ = ε2 ∀y ∈ Y − E. (2.4)
If
Hn(x, x′) =
J∑
j=1
ψ j(x)ψ′j(x′) where ψ j, ψ′j ∈ L∞(X,X ′, µ) and 1 ≤ J < ∞
and ψ ∈ H ′ with ‖ψ‖∞ ≤ ‖φ‖∞, then
Hn ∗Y ψ =
J∑
j=1
c j(ψ)ψ j
where
c j(ψ)(x) =
∫
X
ψ′j(x′)ψ(x′)µπ(x)(dx′) with |c j(ψ)(x)| ≤ ‖ψ′j‖∞‖φ‖∞.
Now for this set
{∑J
j=1 c j(ψ)ψ j |ψ ∈ H ′, ‖ψ‖∞ ≤ ‖φ‖∞
}
, it is obvious that there exists a finite set of functions
φ1, . . . , φk ∈ H ′ so that for any ψ ∈ H ′ with ‖ψ‖∞ ≤ ‖φ‖∞ we have
min
1≤i≤k
∥∥∥∥ J∑
j=1
c j(ψ)ψ j − φi
∥∥∥∥
2,y
<
ε
2
∀y ∈ Y. (2.5)
Indeed, let
−‖φ‖∞ max
1≤ j≤J
‖ψ′j‖∞ = r0 < r1 < · · · < rl = ‖φ‖∞ max1≤ j≤J ‖ψ
′
j‖∞
such that ri+1 − ri are sufficiently small for 0 ≤ i < l; then
φi ∈
{
λ1ψ1 + · · · + λJψJ | (λ1, . . . , λJ) ∈ {r0, r1, . . . , rl}J
}
is exactly what desired, noting that c j(ψ)(x) is a function on Y. Finally combined with (2.1), (2.4), and (2.5) yields the
desired result.
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C2 ⇒ C3. Let φ ∈ H ′ and δ > 0. Choose a sequence δℓ ↓ 0 as ℓ → ∞ with
∑
ℓ δℓ < δ. For every ℓ ≥ 1, by C2
there is an ϕℓ ∈ L2FKap(X,X ′, µ,G:Γ) such that
‖φ − ϕℓ‖2 < δℓ.
Let
Bℓ =
{
y ∈ Y
∣∣ ‖φ − ϕℓ‖2,y ≥ √δℓ} and B = Y − ∞⋃
ℓ=1
Bℓ.
Using the identity
‖φ − ϕℓ‖2 =
(∫
Y
‖φ − ϕℓ‖22,yν(dy)
)1/2
,
we can see that
ν(Bℓ) < δℓ and so ν(B) > 1 − δ.
Finally, to check the FK a.p. for Γ property of fB, we fix any ε > 0 and choose some ℓ with √δℓ < 12ε. Since
ϕℓ ∈ L2FKap(X,X ′, µ,G:Γ), there exist functions φ1, . . . , φk ∈ H such that for any g ∈ Γ,
min
1≤i≤k
‖Ugϕℓ − φi‖2,y < ε2 ν-a.e. y ∈ Y;
and set φk+1 ≡ 0. Now let g ∈ Γ be arbitrary. For ν-a.e. y ∈ Y, if y ∈ g−1[B], then
‖UgφB − Ugϕℓ‖2,y = ‖φB − ϕℓ‖2,g(y) = ‖φ − ϕℓ‖2,g(y) < ε2
so that
min1≤i≤k‖UgφB − φi‖2,y < ε; (2.6a)
if y < g−1[B], then φB = 0 as an element of H ′g(y) so that UgφB = 0 in H ′y and further
‖UgφB − φk+1‖2,y = 0. (2.6b)
This verifies the property C3.
C3 ⇒ C4. This is obvious by (2.6) and noting that φB = φ as an element of H ′y for y ∈ B.
C4 ⇒ C5. Let us say that φ1, . . . , φk is a (δ, ε)-spanning set for φ ∈ H ′ if C4 holds. Without loss of generality we
can assume that the φi are bounded functions. Then ¯φi ⊗ φi is in L∞(X × X,X ⊗ X , µ ⊗Y µ). Suppose P(φ ⊗ ¯φ) = 0.
Then for each i = 1, . . . , k, ∫
X×X
¯φi ⊗ φi · P(φ ⊗ ¯φ)dµ ⊗Y µ = 0.
Using the definition of P(φ ⊗ ¯φ) in C5 and Fubini’s theorem, we find
lim
n→∞
1
mΓ(Fn)
∫
Fn
k∑
i=1
∫
Y
∣∣∣∣∫
X
¯φi(x)φ(g(x))µy(dx)
∣∣∣∣2 ν(dy)dg = 0
It follows that for n sufficiently large there will exist some g ∈ Fn for which
k∑
i=1
∫
Y
∣∣∣∣∫
X
¯φi(x)φ(g(x))µy(dx)
∣∣∣∣2 ν(dy)
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is sufficiently small. Thus, for such g, but for a set of y ∈ Y of ν-measure less than δ we shall have for all 1 ≤ i ≤ k,∣∣∣∣∫
X
¯φi(x)φ(g(x))µy(dx)
∣∣∣∣2 < ε2.
However since φ1, . . . , φk is a (δ, ε)-spanning set for φ, min1≤i≤k ‖Ugφ − φi‖22,y < ε2 but for a set of y ∈ Y of ν-measure
less than δ. It follows that but for a set of y ∈ Y of ν-measure less than 2δ we have ‖Ugφ‖22,y < 3ε2. The same is then
true for φ and since δ and ε were arbitrary it follows that φ = 0 in H ′.
C5 ⇒ C6. This is immediate by the L2-mean ergodic theorem (cf. [5]).
C6 ⇒ C1. In contrast with the statement, we suppose that the set F of functions, which is defined to be
F = {H ∗Y φ : H ∈ L∞(X × X,X ′ ⊗X ′, µ ⊗Y µ) with gH = H ∀g ∈ Γ, φ ∈ L∞(X,X ′, µ)},
were not dense in H ′. Then we can choose some ψ ∈ L∞(X,X ′, µ) which is orthogonal to F in H ′ and from the
L
2
-mean ergodic theorem [5] we form a function in H ′ ⊗Y H ′ as follows:
H(x, x′) = lim
n→∞
1
mΓ(Fn)
∫
Fn
Ug(ψ ⊗ ¯ψ)(x, x′) dg = P(ψ ⊗ ¯ψ)(x, x′)
over some weak Følner sequence {Fn}∞1 in Γ with a left Haar measure mΓ. The function H is Γ-invariant and by
passing to a subsequence of {Fn}∞1 we see that ‖H‖∞ ≤ ‖ψ ⊗ ¯ψ‖∞ < ∞. So by hypothesis we have ψ ⊥ (H ∗Y ψ). Thus∫
X
(∫
X
H(x, x′)ψ(x′)µπ(x)(dx′)
)
¯ψ(x)µ(dx) = 0.
By µ =
∫
Y µyν(dy) and µy(π−1(y)) = 1, we can obtain that
0 =
∫
Y
{∫
X
(∫
X
H(x, x′)ψ(x′)µπ(x)(dx′)
)
¯ψ(x)µy(dx)
}
ν(dy)
=
∫
Y
{∫
X
∫
X
H(x, x′)ψ(x′) ¯ψ(x)µy(dx′)µy(dx)
}
ν(dy)
=
∫∫∫
H(x, x′) · ψ ⊗ ¯ψ(x, x′)µy(dx′)µy(dx)ν(dy)
=
∫
X×X
H · ψ ⊗ ¯ψdµ ⊗Y µ.
Therefore H ∈ H ′ ⊗Y H ′ is orthogonal to ψ⊗ ¯ψ ∈ H ′⊗Y H ′. Since H is Γ-invariant, we obtain that Ug(ψ⊗ ¯ψ) ⊥ H
for all g ∈ Γ. From this follows that P(ψ⊗ ¯ψ) which is the ergodic average of Ug(ψ⊗ ¯ψ) with respect to Γ is orthogonal
to H. But P(ψ ⊗ ¯ψ) = H; so P(ψ ⊗ ¯ψ) = 0 a.e. and finally by C6 we conclude that ψ = 0 in H ′.
The proof of Theorem 2.4 is thus completed.
Lemma 2.5. If π : X′ → Y is relatively compact for R-submodules Γ′, Γ′′ ⊂ G, respectively; then it is also relatively
compact for Γ′ × Γ′′.
Proof. This follows from the same argument of [14, Proposition 2.3] or [13, Proposition 6.14] by using C4. So we
omit the details here.
As to be shown by [9, Example 7.19], it is not true that any φ ∈ L2(X,X ′, µ) is automatically FK a.p. for Γ for a
compact extension X of Y; however C3 circumvents this drawback.
Without the amenability, we can obtain the following weak implications:
Theorem 2.6. Let Γ be an R-submodule of an lcsc R-module G and X IdX−−→ X′ π−→ Y a short factors series. Then
C1 ⇒ C2 ⇒ C3 ⇒ C4
for π : X′ → Y.
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In addition, from Lemma 2.3-(1) and Assertion in the proof of C1 ⇒ C2 in Theorem 2.4, we can easily obtain the
following lemma.
Lemma 2.7. Let Γ be an R-submodule of an lcsc R-module G and X IdX−−→ X′ π−→ Y a short factors series. Let
H ∈ H ′ ⊗Y H ′ be a Γ-invariant bounded function and let φ ∈ L∞(X,X ′, µ); then H ∗Y φ is FK a.a.p. for Γ as in C4.
The following lemma will be needed in proving our dichotomy theorem in §4.2.
Lemma 2.8. Let K be a compact subset of the lcsc R-module G, Γ an R-submodule of G, and X IdX−−→ X′ π−→ Y a short
factors series. If
L2FKaap(X,X ′, µ,G:Γ) = L2(X,X ′, µ),
then each ϕ ∈ L2(X,X ′, µ) is FK a.a.p. for K × Γ.
Proof. In view of Theorem 2.4 (i.e. C2 ⇔ C4) and Lemma 2.3-(1), it is sufficient to show that if ϕ ∈ L2FKap(X,X ′,G:Γ)
then ϕ is FK a.a.p. for K × Γ. Now let ϕ ∈ L2FKap(X,X ′,G:Γ) and δ > 0, ε > 0 be any given. Take φ1, . . . , φJ ∈ H so
that
min
1≤ j≤J
‖Ugϕ − φ j‖2,y < ε3 (ν-a.e. y ∈ Y).
Next we can find some ǫ = ǫ(δ, ε, J) > 0 such that
ψ ∈ H ′, ‖ψ‖2,µ < ǫ ⇒ ‖ψ‖2,y < ε3 but for a set of y ∈ Y of ν-measure less than
δ
J
.
Since
Φ = {Ugφ j; g ∈ K, 1 ≤ j ≤ J}
is compact in H , we can find ǫ3 -balls
Bǫ/3(ψ1), . . . , Bǫ/3(ψK)
in H , which cover Φ. Now for any f ∈ K, g ∈ Γ we have
min
1≤i≤K
‖U f gϕ − ψi‖2,y ≤ min
1≤i≤K
{‖U f (Ugϕ) − U fφ j‖2,y + ‖U fφ j − ψi‖2,y}
= min
1≤i≤K
{‖Ugϕ − φ j‖2, f (y) + ‖U fφ j − ψi‖2,y}
≤ ‖Ugϕ − φ j‖2, f (y) + min
1≤i≤K
‖U fφ j − ψi‖2,y.
Set
Y j =
{
y ∈ Y
∣∣ ‖Ugϕ − φ j‖2, f (y) < ε3} .
Clearly, Y = Y1 ∪ Y2 ∪ · · · ∪ YJ (ν-mod 0). Thus, for y ∈ Y j,
min
1≤i≤K
‖U f gϕ − ψi‖2,y ≤
ε
3 +
ε
3 but for a set of y ∈ Y j of ν-measure less than
δ
J
.
This implies that
min
1≤i≤K
‖U f gϕ − ψi‖2,y < ε but for a set of y ∈ Y of ν-measure less than δ.
Note that the choice of ψ1, . . . , ψK ∈ H is independent of f ∈ K, g ∈ Γ.
The proof of Lemma 2.8 is thus completed.
Finally we note that by the same arguments, we can see that Theorem 2.4 holds for any lcsc amenable group G
and amenable subgroup Γ without the R-module structure of G.
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3. Alternating theorems for locally compact second countable modules
This section is devoted to proving alternating theorems for lcsc R-modules which generalize Furstenberg and
Katznelson’s theorem using slightly different methods. We say Γ is a nontrivial R-submodule of an lcsc R-module G
over a ring (R,+, ·) if Γ is an R-submodule with Γ , {I}.
• Let X = (X,X , µ,G) IdX−−→ X′ = (X,X ′, µ,G) π−→ Y = (Y,Y , ν,G) be a short factors series, where
– (X,X , µ) is a standard Borel probability space.
Differently with [14, 13, 9], we will work on the intermediate factor X′, not directly on X, as in §2.
3.1. Totally relatively weak-mixing extensions
Recall from the viewpoint of group as in [14, 13] that π : X′ → Y is referred to as relatively weak-mixing for an
element g in G if every g-invariant (or equivalently {gn | n ∈ Z}-invariant) function H(x, x′) in H ′ ⊗Y H ′ is a function
on (Y,Y , ν) via the factor G-map
π ×Y π : X × X → Y.
Let Γ be a subgroup of G; then we say π : X′ → Y is (totally) relatively weak-mixing for Γ if π : X′ → Y is relatively
weak-mixing for every g, g , I, in Γ (cf. [13, Def. 6.3]).
We now generalize this to modules case as follows:
Definition 3.1. Let Γ be a nontrivial subset of the lcsc R-module G and g ∈ G, g , I. Then π : X′ → Y is said to be
(a) relatively weak-mixing for g if every 〈g〉R-invariant function H(x, x′) ∈ H ′⊗Y H ′ is a function on (Y,Y , ν) via
π ×Y π : X × X → Y.
(b) totally relatively weak-mixing for Γ if π : X′ → Y is relatively weak-mixing for each g in Γ with g , I under
the sense of (a);
(c) jointly relatively weak-mixing for Γ if every 〈Γ〉R-invariant function H(x, x′) ∈ H ′ ⊗Y H ′ is a function on
(Y,Y , ν) via π ×Y π : X × X → Y. See [24, 15] for (R,+, ·) = (Z,+, ·) and X = X′.
Since every 〈Γ〉R-invariant function is 〈g〉R-invariant for each g ∈ Γ, a totally relatively weak-mixing extension
must be a jointly relatively weak-mixing extension for Γ; but the converse does not need to be true.
Remark 3.2. Given any T , I in G, if (X,X ′, µ, T ) is weakly mixing, then (X,X ′, µ, 〈T 〉Z) is totally weak-mixing
(cf. [13, Proposition 4.7]). However, this is never the case for extensions.
• If π : X′ → Y is relatively weak-mixing for g (g , I), then it is not necessarily totally relatively weak-mixing
for 〈g〉R unless Rr = R for each r , 0 like R to be a field.
That is to say, “π : X′ → Y is relatively weak-mixing for g , I” , “π : X′ → Y is totally relatively weak-mixing for
〈g〉R” in general.
Proposition 3.3. Let Γ be a dense subgroup of an lcsc group G. Then π : X′ → Y is jointly relatively ergodic for G if
and only if so is π : (X,X ′, µ, Γ) → (Y,Y , ν, Γ) for Γ.
Proof. It is sufficient to show that for any ϕ(x) ∈ L2(X,X ′, µ), ϕ(x) is (µ-a.e.) G-invariant if and only if it is (µ-a.e.)
Γ-invariant. This is obvious since g 7→ Ugϕ is continuous from G to L2(X,X ′, µ).
3.2. Joint case
Our theorem below is a generalization of Furstenberg and Katznelson’s alternating theorem by only considering the
Z-moduleZr andΓ = 〈T 〉Z for T ∈ G with T , I (cf. [14, Proposition 2.2], [13, Theorem 6.15] and [9, Theorem 7.21]).
With Theorem 2.4 at hands, now we may independently prove our first alternating theorem as follows:
Theorem 3.4 (Alternating Theorem I). Let Γ be a nontrivial R-submodule of an lcsc R-module G, and X IdX−−→ X′ π−→ Y
a short factors series, where π : X′ → Y is nontrivial. Then either
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(1) π : X′ → Y is jointly relatively weak-mixing for Γ;
or
(2) there exists an intermediate factor X′′ = (X,X ′′, µ,G) between X′ and Y such that:
• π : X′′ → Y is nontrivial, relatively compact for Γ;
• {x} is an X ′′-set for each x ∈ X;
• IdX : X′ → X′′.
Proof. First of all, note that conditions C1 ∼ C6 are equivalent to each other for Γ under the hypothesis of Theo-
rem 3.4.
(1): We first note that if π : X′ → Y is jointly relatively weak-mixing for Γ, then from the non-triviality of
π : X′ → Y it follows that π : X′ → Y is not relatively C1-compact for Γ. Indeed, if π : X′ → Y is relatively compact
for Γ, then for any µ ⊗Y µ-a.e. Γ-invariant H(x, x′) ∈ H ′ ⊗Y H ′ and any φ ∈ L∞(X,X ′, µ), by the jointly relatively
weak-mixing,
H ∗Y φ(x) =
∫
X
H(x, x′)φ(x′)µπ(x)(dx′) =
∫
X
H(z, x′)φ(x′)µπ(z)(dx′) = H ∗Y φ(z)
for any x, z ∈ π−1(y) for ν-a.e. y ∈ Y; hence by C1, H ′ = L2(X, π−1[Y ], µ) and so π : X′ → Y is trivial, a contradiction.
Conversely, if π : X′ → Y is relatively compact for Γ, then by C1 it similarly follows that π : X′ → Y is never
jointly relatively weak-mixing for Γ. So if (1) holds, we then can stop here.
(2): Next we assume π : X′ → Y is not jointly relatively weak-mixing for Γ. This means that we can find a bounded
Γ-invariant (µ ⊗Y µ-a.e.) function H ∈ H ′ ⊗Y H ′ on X × X, which is not a (lift of some) function on (Y,Y , ν). Then
replacing H(x, x′) by H(x′, x) if necessary, we can conclude that:
There exists some ϕ ∈ L∞(X,X ′, µ) such that H ∗Y ϕ : X → C is bounded but not a function on (Y,Y , ν). See,
e.g., [9, Lemma 7.22].
By Lemma 2.7, H ∗Y ϕ is a bounded function of FK a.a.p. for Γ as in C4. Hence there always exist bounded functions
in L2FKaap(X,X ′, µ,G:Γ) which are not functions on (Y,Y , ν).
By Lemma 2.3-(1), it is clear that sums, products and limits ofL2-functions of FK a.a.p. for Γ are still L2-functions
of FK a.a.p. for Γ.
Moreover (the lifting of) all of the functions in L∞(Y,Y , ν) are FK a.a.p. for Γ for the extension π : X′ → Y.
Indeed, for any A ∈ Y , let
H(x, x′) = 1π−1[∪g∈Γg−1[A]](x) ∈ H ′ ⊗Y H ′
which is Γ-invariant on X × X and we set φ(x′) = 1π−1[A](x′); then it is easy to check that 1π−1[A](x) = H ∗Y φ(x). This
shows 1π−1[A]() is FK a.a.p. for Γ by Lemma 2.7. Then L∞(Y,Y , ν) ⊆ L2FKaap(X,X ′, µ,G:Γ) by Lemma 2.3.
In addition, for any point x0 ∈ X, 1{x0} is FK a.a.p. for Γ. Indeed, if µ({x0}) = 0, the assertion holds for 1{x0}(x) ≡ 0
a.e.; otherwise, x0 is a periodic point for Gand then the assertion also holds automatically.
Let
X
′′ =
{
A ∈ X ′ | 1A() is FK a.a.p. for Γ for X′ π−→ Y
}
,
which contains π−1[Y ] because 1π−1[A] is in L2FKaap(X,X ′, µ,G:Γ) for each A ∈ Y ; then it is a σ-subalgebra of X ′
by the Halmos Monotone-class Theorem, since L2FKaap(X,X ′, µ,G:Γ) is an algebra and it is closed. In addition X ′′
is obviously Γ-invariant and {x} ∈ X ′′ for all x ∈ X; moreover,
• X ′′ is G-invariant by the commutativity of G.
This shows that if we define X′′ = (X,X ′′, µ,G), where the G-action map is defined by (g, x) = g(x) same as in X′;
then X′′ is a factor of X′ via the factor G-map IdX : X → X and Y is a factor of X′′ via the factor G-map π : X → Y.
We now claim that L2(X,X ′′, µ) = L2FKaap(X,X ′′, µ,G:Γ). Indeed, let φ be X ′′-measurable, then φ is the
limit in L2(X,X ′′, µ) of finite linear combinations of characteristic functions of X ′′-sets, and hence φ belongs to
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L2FKaap(X,X ′′, µ,G:Γ), since L2FKaap(X,X ′′, µ,G:Γ) is closed.5 Therefore we can conclude that π : X′′ → Y is a
relatively compact extension for Γ.
Finally we notice that π−1[Y ] (X ′′ (µ-mod 0); this is because
L2FKaap(X,X ′, µ,G:Γ) ⊆ L2FKaap(X,X ′′, µ,G:Γ)
and there always exist bounded functions in L2FKaap(X,X ′, µ,G:Γ) which are not functions on (Y,Y , ν).
Therefore π : X′′ → Y is a nontrivial relatively compact extension of Y for Γ. The proof of Theorem 3.4 is thus
completed.
Using Theorem 2.6 and Lemma 2.3, we can similarly obtain the following
Theorem 3.5 (Alternating Theorem II). Let G be an lcsc amenable group and X IdX−−→ X′ π−→ Y a short factors series,
where π : X′ → Y is nontrivial. Then at least one of the following two statements holds:
(1) π : X′ → Y is jointly relatively weak-mixing for G;
(2) there exists an intermediate factor X′′ = (X,X ′′, µ,G) between X′ and Y such that π : X′′ → Y is nontrivial
relatively compact for G.
Proof. If (1) holds, we then stop here. Now assume π : X′ → Y is not jointly relatively weak-mixing for G. The proof
is almost same as that of the second part of Theorem 3.4. We only need to note that the G-invariance of X ′′ here
follows from Lemma 2.3-(3).
Note that we can further disintegrate µ over the factor IdX : X → X′′.
3.3. Individual case
A special case of Theorem 3.4 is the following
Theorem 3.6 (Alternating Theorem III). Let G be an lcsc R-module and X IdX−−→ X′ π−→ Y a short factors series where
π : X′ → Y is nontrivial. Then at least one of the followings holds:
(1) π : X′ → Y is totally relatively weak-mixing for G;
(2) there exists an intermediate factor X′′ = (X,X ′′, µ,G) between X′ and Y with X ′′ ⊂ X ′ such that
• π : X′′ → Y is a nontrivial, relatively compact extension for 〈g〉R for some element g in G with g , I;
• {x} is an X ′′-set for each x ∈ X;
• IdX : X′ → X′′.
Proof. If (1) does not hold, then there exists some element g ∈ G, g , I, such that π : X′ → Y is not jointly relatively
weak-mixing for the R-submodule 〈g〉R. Then by Theorem 3.4, the statement (2) of Theorem 3.6 holds. The proof of
Theorem 3.6 is thus complete.
3.4. A remark on intermediate factors
It should be noted here that although the intermediate factors X′′ = (X,X ′′, µ,G) in Theorems 3.4, 3.5 and 3.6
are not necessarily to be standard Borel G-spaces (i.e., there does not need to exist a topology on X so that (X,X ′′, µ)
is a Polish Borel probability space and the G-action is Borel), yet Theorem 2.4 is still valid for these factors of the
standard Borel system X. This point is important for us to build up a structure theorem that consists of “primitive”
links in the factors chain in §4 below.
5It should be noted here that if φ ∈ L2(X,X ′′, µ) ∩ L2FKaap(X,X ′, µ,G:Γ), then φ ∈ L2FKaap(X,X ′′, µ,G:Γ). This is just the reason why we
did not require φ1, . . . , φk ∈ H ′ instead of φ1, . . . , φk ∈ H in C4. Otherwise, we cannot check that 1A is FK a.a.p. for Γ (for needing to find
φ1, . . . , φk ∈ H ′′) for any A ∈ X ′′.
20
4. Dichotomy theorem and Furstenberg structure theorem
We will generalize Furstenberg’s dichotomy and structure theorems in this section. First we suppose that G is an
lcsc R-module over a ring (R,+, ·) as in Introduction and assume
π : X = (X,X , µ,G) → Y = (Y,Y , ν,G)
is an extension under Borel acting by G, where
• (X,X , µ) is a standard Borel G-space and (Y,Y , ν) is a Borel G-space.
Then conditions C1 ∼ C6 are equivalent to each other by Theorem 2.4.
The main arguments of this section will need the condition that (R,+, ·) is a syndetic ring and G is Noetherian.
4.1. Primitive factors
Let X
IdX−−→ X′ π−→ Y be a short factors series, where π : X′ → Y is nontrivial and IdX is the identity of X to itself.
Definition 4.1 (cf. [13, Def. 6.5] and [14] for R = Z). We shall say that π : X′ → Y is primitive if one of the following
holds:
(a) π : X′ → Y is totally relatively weak-mixing for G;
(b) π : X′ → Y is relatively compact for G;
(c) G is the nontrivial direct product of two R-submodules G = Grc×Grw such that π : X′ → Y is relatively compact
for Grc and totally relatively weak-mixing for Grw.
The case (c) will be called “chaotically primitive”.
We notice here that (a) and (c) both require that (X,X , µ) be a standard Borel G-space; otherwise, there is no the
definition of relatively weak-mixing for G or Grw over X′.
4.2. Dichotomy theorem
Combining Theorem 3.6 and Lemma 2.5 we can obtain our dichotomy theorem–Theorem 4.2, which is a gener-
alization of the Furstenberg-Katznelson dichotomy theorem (cf. [14, Theorem 2.4] and also [13, Theorem 6.16]) and
of Furstenberg’s [11, Theorem 10.3].
Theorem 4.2. Let G be an lcsc Noetherian R-module over a syndetic ring (R,+, ·). If π : X → Y is a nontrivial
extension, then one can find a short factors series, X IdX−−→ X′ = (X,X ′, µ,G) π−→ Y, such that
• π : X′ → Y is a nontrivial primitive extension of Y.
Proof. Let π : X → Y itself be neither totally relatively weak-mixing for G nor relatively compact for G; otherwise
the statement holds trivially by taking X′ = X.
Then by Theorem 3.6, it follows that there is a factor X′ = (X,X ′, µ,G) of X such that π : X′ → Y is a nontrivial
relatively compact extension for 〈g〉R, for some g ∈ G with g , I. Let Γrc be the nonempty collection of all R-
submodules of G for which π : X′ → Y is a nontrivial relatively compact extension for some factor (X′, π) of X.
Since G is Noetherian, we can choose a maximal R-submodule from Γrc, say Grc, such that π : X′ → Y is a nontrivial
relatively compact extension for Grc and that Grc , {I}, where X′ = (X,X ′, µ,G) is such that {x} ∈ X ′ for each
x ∈ X.
Let Grc , G; otherwise Theorem 4.2 holds. We then can claim that for any g ∈ G \ Grc, X′ π−→ Y is not relatively
compact for 〈g〉R. For if not, one can find some g ∈ G \ Grc so that π : X′ → Y is a nontrivial compact extension for
the R-submodule 〈g〉R ×Grc that is larger than Grc, by Lemma 2.5. This contradicts the maximality of Grc.
Now we will consider the short factors series: X IdX−−→ X′ π−→ Y. We will assert that for any g ∈ G \Grc, π : X′ → Y
is jointly relatively weak-mixing for the R-submodule 〈g〉R. Indeed, if not, then by Theorem 3.4 it follows that there
is a factor of X′, X′′ = (X,X ′′, µ,G), such that π : X′′ → Y is nontrivial relatively compact for Γ = 〈g〉R for some
21
g < Grc; and further π : X′′ → Y is nontrivial relatively compact for Γ ×Grc by Lemma 2.5. This is a contradiction to
the maximality of Grc.
Because R is a syndetic ring, 〈g〉R ∩ Grc = {I} for any g < Grc. Otherwise, for some t , 0, tg ∈ Grc, so Rtg ⊂ Grc
and then π : X′ → Y is relatively compact for Rtg = 〈tg〉R. Since R is syndetic, we can find a compact subset K of R
with K + Rt = R. Further, by Lemma 2.8, it follows that π : X′ → Y is relatively compact for Rg = 〈g〉R. This is a
contradiction.
Then we can similarly find a maximal R-submodule of G, say Grw, outside Grc such that π : X′ → Y is jointly
relatively weak-mixing for Grw. We may claim that
G = Grc ×Grw.
Indeed, if not, then there exists some g ∈ G \Grc ×Grw; clearly (〈g〉R ×Grw) ∩Grc = {I} because
(tg)grw = grc ∈ Grc, t , 0, grw ∈ Grw ⇒ tg = grcg−1rw ∈ Grc ×Grw;
so the extension π : X′ → Y is jointly relatively weak-mixing for 〈g〉R ×Grw; this contradicts the maximality of Grw.
Then by Grw ∩Grc = {I}, it follows that π : X′ → Y is totally relatively weak-mixing for Grw. Thus, π : X′ → Y is
primitive in the sense of Def. 4.1(b) or Def. 4.1(c). This proves Theorem 4.2.
This theorem will provide us with the main ingredient in the proof of our Structure Theorem I (Theorem 0.2) as
in the classical case of Hillel Furstenberg.
4.3. Structure theorems
To formulate the structure theorems, we need the notion of limit of factors. If Z = (Z,Z , µ,G) is a measure-
preserving system and βθ : Z → Zθ, θ ∈ Θ, is a system of factors of Z. We shall say that Z is an inverse limit of the
factors {Zθ; θ ∈ Θ} if Z is generated by the family of σ-subalgebras β−1θ [Zθ] (µ-mod 0), i.e., Z = σ
(⋃
θ∈Θ β
−1
θ [Z ]
)
(µ-mod 0); written as Z = lim←− θ∈ΘZθ.
In addition, any trivial extension is itself totally relatively weak-mixing for G. Whence we only need to study
nontrivial extensions.
We now reformulate Theorem 0.2 in a slightly general version as follows:
Theorem 4.3 (Structure Theorem I). Let G be an lcsc Noetherian R-module over a syndetic ring (R,+, ·). Then, for
any nontrivial standard Borel extension π : X → Y, there exists an ordinal η and a system of factors {πξ : X → Xξ}ξ≤η
with πξ = IdX and {x} ∈ Xξ ∀x ∈ X for 0 < ξ < η such that
(a) Xη = X (µ-mod 0) and X0 = Y, π0 = π.
(b) For each pair of ordinals θ, ξ with 0 ≤ θ < ξ ≤ η, there is a factor G-map πξ,θ : Xξ → Xθ such that πθ = πξ,θ ◦πξ.
(c) For each ordinal ξ with 0 ≤ ξ < η, πξ+1,ξ : Xξ+1 → Xξ is a nontrivial primitive extension.
(d) If ξ is a limit ordinal with 0 < ξ ≤ η, then Xξ = lim←− θ<ξXξ.
Moreover, in the factors chain
X → · · · → Xξ+1
πξ+1,ξ−−−→ Xξ → · · · → X1
π1,0−−→ X0
every intermediate link πξ+1,ξ : Xξ+1 → Xξ is such that πξ+1,ξ = IdX for 0 < ξ < η.
Proof. If π : X → Y itself is primitive, then let η = 1, X1 = X, π1 = IdX , and π1,0 = π and hence Theorem 4.3 holds.
Next assume that π : X → Y is not primitive and we will denote by Θ = {1, 2, . . . , ω, ω + 1, . . . } the set of all ordinals
bigger than 0.
By contrary, suppose that there exists no an ordinal η satisfying the requirements of the structure theorem. Then
by transfinite induction and letting X0 = Y, we can construct a system of factors
π0 : X → X0, πθ : X → Xθ = (X,Xθ, µ,G) ∀θ ∈ Θ,
such that:
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(b) πθ : X
πξ−→ Xξ
πξ,θ−−→ Xθ for all 0 ≤ θ < ξ;
(c) for each ordinal θ ≥ 0, the extension πθ+1,θ : Xθ+1 → Xθ is primitive and nontrivial; and
(d) Xξ = lim←− θ<ξXθ if ξ is a limit ordinal.
Indeed, let π0 = π; and for the ordinal θ = 1, by Theorem 4.2, it follows that there is a factor X1 = (X,X1, µ,G)
of X such that π : X
π1−→ X1
π1,0−−→ X0 and X1
π1,0−−→ X0 is nontrivial primitive. Now, given any ordinal θ ∈ Θ, θ ≥ 2, let,
for any ordinal ξ < θ, there be factor Xξ of X such that πξ+1,ξ : Xξ+1 → Xξ is nontrivial primitive whenever ξ + 1 < θ
and that for any ξ < α < θ there holds πξ : X
πα−→ Xα
πα,ξ−−→ Xξ. If θ is an isolated ordinal, then by Theorem 4.2 we can
interpolate a factor, say Xθ = (X,Xθ, µ,G), of X between X πθ−1−−→ Xθ−1 such that
πθ−1 : X
πθ−→ X πθ,θ−1−−−→ Xθ−1
and such that πθ,θ−1 : Xθ → Xθ−1 is nontrivial primitive. If θ is a limit ordinal, then we set Xθ = σ
(⋃
ξ<θ Xξ
)
which
is a σ-subalgebra of X , where X0 = π−1[Y ], and we now define πθ,0 = π, πθ,ξ = IdX for 0 < ξ < θ. This completes
the induction-hypothesis.
Finally we let X˜µ be the Boolean σ-algebra of (X,X , µ); that is, X˜µ consists of equivalence classes of sets in X ,
where A ∼ B if µ(A ∪ B − A ∩ B) = 0. By
∣∣X˜µ∣∣ we denote the power of the set X˜µ and let η be the initial ordinal
corresponding to the power 2
∣∣X˜µ∣∣
. Now for any ordinal θ < η, since the extension πθ+1,θ : Xθ+1 → Xθ is nontrivial,
hence we can find a point
x˜θ ∈ ˜π−1θ+1[Xθ+1]µ − ˜π−1θ [Xθ]µ ( X˜µ.
From that x˜ξ , x˜θ for all ξ , θ, it follows that the power |{x˜θ; θ < η}| = 2
∣∣X˜µ∣∣ > ∣∣X˜µ∣∣. However, this yields a
contradiction to that {x˜θ; θ < η} ⊂ X˜µ.
The proof of Theorem 4.3 is thus completed.
Recall that an ordinal θ is said to be isolated if it is not a limit ordinal; in other word, we have the ordinal θ − 1.
The following is a simple observation.
Lemma 4.4. Let Γ be a submodule of an lcsc R-module G and X a standard Borel G-space. If there is an isolated
ordinal θ and a system of G-factors {πξ : X → Xξ}ξ≤θ such that
(1) for each ordinal ξ < θ there is a factor G-map πθ,ξ : Xθ → Xξ with πξ = πθ,ξ ◦ πθ, and
(2) πθ,θ−1Xθ → Xθ−1 is relatively C4-compact for Γ;
then πξ+1,ξXξ+1 → Xξ is relatively C4-compact for Γ for each ordinal ξ < θ.
Proof. The statement follows from the following factors series:
Xθ
πθ,θ−1−−−−−→ Xθ−1
πθ−1,ξ+1−−−−−→ Xξ+1
πξ+1,ξ−−−−−→ Xξ.
Given any ϕ ∈ L2(X,Xξ+1, µ), by the definition of C4, it follows that ϕ belongs to L2FKaap(X,Xθ,G : Γ). This proves
the lemma.
The following is a special case of Theorem 0.2.
Theorem 4.5 (Maximal Distal Factor). Let G be an lcsc Noetherian R-module of rank 1 over a syndetic ring R and
X a standard Borel G-space. Then there exists an ordinal η and a system of factors {πξ : X → Xξ}ξ≤η such that
(a) πη : X → Xη is totally relatively weak-mixing for G or Xη = X (µ-mod 0).
(b) X0 ≈ (X,X0, µ,G) where X0 = {∅, X}.
(c) For each pair of ordinals θ, ξ with 0 ≤ θ < ξ ≤ η, there is a factor G-map πξ,θ : Xξ → Xθ such that πθ = πξ,θ ◦πξ.
(d) For each ordinal ξ < η, πξ+1,ξ : Xξ+1 → Xξ is a nontrivial relatively compact extension for G.
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(e) If ξ is a limit ordinal ≤ η, then Xξ = lim←− θ<ξXθ.
Proof. Based on Lemma 4.4 and Theorems 4.3 and 2.4, we can conclude this theorem.
Corollary 4.6. Let T2 = R2/Z2 be the 2-dimensional torus and let µ be the standard Haar measure on T2. Assume Z
acts µ-preserving on T2 induced by T : (x, y) 7→ (x, y + x) and set X = (T2,BT2 , µ,Z). Let
X → · · · → Xθ+1
πθ+1,θ−−−→ Xθ → · · · → X1
π1,0−−→ X0
be the factors chain of X by Theorem 4.5. Then there exists at least one intermediate link πθ+1,θ : Xθ+1 → Xθ which is
relatively compact for Z but there is some ϕ ∈ L2(T2,Xθ+1, µ) with ϕ ≥ 0 a.e. and
∫
T2 ϕ dµ > 0 such that ϕ is not a.p.for Z in the sense of Def. 2.2.
Proof. Otherwise, by [6], it follows that X would have the multiple Khintchine recurrence. However, this is a contra-
diction to [3, Theorem 1.3 and Theorem 2.1].
Similar to the proof of Theorem 4.3, we can obtain the following another structure theorem.
Theorem 4.7 (Structure Theorem II). Let G be an lcsc amenable group and X a nontrivial standard Borel G-space.
Then there exists an ordinal η and a system of factors {πξ : X → Xξ}ξ≤η such that
(a) πη : X → Xη is jointly relatively weak-mixing for G or Xη = X (µ-mod 0).
(b) X0 ≈ (X,X0, µ,G) where X0 = {∅, X}.
(c) For each pair of ordinals θ, ξ with θ < ξ ≤ η, there is a factor G-map πξ,θ : Xξ → Xθ such that πθ = πξ,θ ◦ πξ.
(d) For each ordinal ξ < η, πξ+1,ξ : Xξ+1 → Xξ is a nontrivial relatively compact extension for G itself.
(e) If ξ is a limit ordinal with ξ ≤ η, then Xξ = lim←− θ<ξXθ.
Proof. The statement follows from Theorem 3.5 by making use of the transfinite induction as in the proof of Theo-
rem 4.3.
We note here that if G is a discrete countable abelian group, this is just another Structure Theorem [15, Theo-
rem 10.15] using different approaches.
In addition, it should be noted that the jointly relatively weak-mixing for G is essentially weaker than the totally
relatively weak-mixing for G as mentioned before. It turns out that the totally relatively weak-mixing, not the jointly
relatively weak-mixing, is very important for proving the multiple recurrence theorem in our subsequent applica-
tions [6, 7].
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