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Chapter 1
Introduction
1.1 An example
We start with an example. Let M be a smooth manifold, or an algebraic variety. Then the bundle
of differential forms generates a bundle of algebras. If ω1 is a p-form and ω2 is a q-form, then
ω1∧ω2 is a (p+ q)-form. Thus we can assemble all differential forms into an algebra, and we obtain
a bundle A(M) of algebras over M . Clearly, for any open set U ⊂M , the sections of A(M) over U
do not form a commutative algebra, but a Z2-graded commutative algebra: if ω1 is a p-form and ω2
is a q-form, then ω1 ∧ ω2 = (−1)pqω2 ∧ ω1. The algebra of sections of A(M) over U thus naturally
splits into a direct sum of even rank differential forms and odd rank differential forms. In other
words, we have constructed a sheaf AM of Z2-graded commutative algebras on M .
In this thesis we will develop the algebraic machinery to deal with spaces that come with sheaves
of Z2-graded commutative algebras. Such algebras we will call superalgebras.
1.2 Motivation
It is well-known that the elementary particles from the standard model come into two kinds: bosons
and fermions. Already a long time ago in 1925, it was noted by Pauli [1] that on the level of
quantum mechanics these fermions have to be treated in a rather unusual way, namely by using
anticommuting variables (be aware, this is a slight twist of history). That is, fermions were to be
described by sections of algebra bundles such that if η, η′ are two such sections, then ηη′ = −η′η.
Since then, many things have changed in physics, but the fermionic variables pursue to exist. Even
more, in modern theories as the minimal supersymmetric standard model, or in super string theory,
or in M-theory, F-theory, . . . , the role of fermionic variables has gained increased interest and
importance.
With the venue of mirror symmetry (see [2] for an introduction with a historical overview and
references), varieties with additional noncommuting variables became more and more interesting.
Even from a purely mathematical point of view, the idea of making spaces with noncommuting
coordinates has become popular and seems to make it possible to get deep mathematical results.
We will not even try to give a historical overview of the history of the subject. Partially this is
due to the fact that in the Russian literature anticommuting variables were already used before the
texts were translated in English. Therefore there is some debate on who was first. The interested
reader is referred to [3–7] for historical notes, remarks and lists of references.
2 Introduction
The theory of supermanifolds has already been an object of focus in many publications, for
example, see [5, 6, 8–14] for a (incomplete) selection of expositions. However, mainly the category
of smooth manifolds was considered. Many authors note that much algebra can be translated to
get a superversion of a theorem of commutative algebra. However, little steps are taken to fully
develop a theory for superalgebras parallel to the theory of commutative algebras. In this thesis we
will be very explicit and present all details: a partial goal is to get an overview of which theorems
still hold, when replacing commutative by Z2-graded commutative. For example, it is already clear
that the theorem of Cartier, which states that in characteristic zero, any commutative Hopf algebra
is reduced, will not hold for a super Hopf algebra.
1.3 Plan
The idea of the thesis was to generalize the Cayley map, which sets up a birational equivalence
between a reductive algebraic group and its Lie algebra, to supermanifolds. Then rather quickly
we stumbled over the question what a supergroup should be, and how we should view its Lie
superalgebra. On the one hand Lie superalgebras are vector spaces over a field with an algebraic
structure, on the other hand, in the literature one views supergroups more in a functorial way.
Therefore, the connection between a supergroup and its Lie superalgebra cannot be simply a kind
of differentiation. The next obstruction was to find enough generalizations of commutative algebra
and algebraic geometry to treat supergroups and supervarieties in a satisfying way. This then turned
out to be most of the work. Many authors already dealt with generalizations of commutative algebra
to the realm of superrings and superalgebras, but mainly on an ad-hoc basis and sometimes even
wrongly or unsatisfactorily. Therefore the plan of the dissertation changed more or less to the
following task: give structure to commutative algebra for superrings.
In chapter two we deal with super vector spaces, which are in fact no more than vector spaces
with a Z2-grading, and shortly discuss Lie superalgebras. In chapter three we give a fast introduction
to the most elementary objects, like superrings and their modules. Prime ideals in superrings are the
focus of chapter four, which will be used extensively when we discuss localization and completion of
superrings in chapter five, where we also shortly discuss superschemes. We return back to modules
of superrings in chapter six and discuss more general notions that can be treated after having
developed the machinery in the preceding chapters. In chapter seven we give a rudimentary scheme
for dimension theory of superrings. These first chapters are an attempt to try to generalize results of
commutative algebra to superrings. We have used and followed the standard works on commutative
algebra as for example [15–19].
In chapter eight we return to the question we started with: the relationship with the Lie super-
algebra of a supergroup. In the ninth chapter we come to discuss representations of supergroups.
For that we need some more knowledge on coalgebras and comodules and their generalizations to
the super case. The presentation in chapters eight and nine closely follows the books [20–22]. In
the final chapter, we get to the starting point of our quest: we define a Cayley map for supergroups.
In order to do so, we first need to address the question what a rational map is for superschemes
and group functors.
1.4 Notation and conventions
A note on notation: We fix a field k for the rest of the paper. We assume that the characteristic
of k is zero, but most of the claims hold for nonzero characteristic as well. We write Z2 = Z/2Z
and denote the elements of Z2 by 0¯, 1¯. When x ∈ Z2 then (−1)x is 1 if x = 0¯ and −1 if x = 1¯. We
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use i, j, . . . both for indices that take values in Z2 as for indices that take values in Z. From the
context it will be clear what kind of index it is. If A and B are two sets, we write A − B for the
set of elements that are in A but not in B. For the concatenation of maps between super vector
spaces we use the convention that the symbol ⊗ (tensor product) binds stronger than the symbol
◦ (concatenation). The end of an example is indicated by the symbol △. The end of a proof is
indicated by the symbol .
On nomenclature: When we have defined an object or property and used the prefix super, then
afterwards the prefix super will often be omitted. Important exceptions are superring, superalgebra
and super vector spaces, which will always be denoted superring, superalgebra and super vector
spaces. As an example, the ‘super dimension of a superring’ will often be denoted ‘the dimension of a
superring’. Note that the word ‘commutative ring’ is thus never used to indicate a supercommutative
superring. Giving names to objects in ‘supermathematics’ is for a great deal a matter of taste and we
are not aware of any fix rules. Therefore, some inconsistencies in nomenclature seem unavoidable:
super Hopf algebra on the one hand, but Lie superalgebra on the other hand, superring as one
construction, and super coalgebra as an alternative. When it comes to choosing nomenclature, we
have taken seemingly settled conventions and esthetics as guidance.
On occasion we need Zorn’s lemma. In some cases we have spelled out how to use the lemma,
especially in the first few chapters. In many cases however, we only indicate that the lemma of
Zorn is used and do not give the details. The justification lies in the fact that all applications of
Zorn’s lemma are very similar.
We distinguish betweem homomorphisms and morphisms. Morphisms are the arrows of the
category the objects live in. Hence we will speak of group morphisms instead of group homomor-
phisms. Homomorphisms are only used for super vector spaces and supermodules and need not
preserve the Z2-grading.
We frequently use categorical language and assume the reader has some familiarity with concepts
as initial object, terminal object, universal properties, monomorphism, epimorphism, and so on.
We refer to [23–25] for explanations on these matters in case our explanation is not sufficient or
missing.
Chapter 2
Super vector spaces
In this chapter we define the most basic notions of super mathematics, the super vector spaces.
We will then discuss the category of super vector spaces, come to notions as supermatrices, su-
perdeterminant and supertrace. Then we will introduce Lie superalgebras and briefly discuss some
classification issues of these. In this chapter we restrict to finite-dimensional (super) vector spaces.
2.1 Super vector spaces
A super vector space over k is a Z2-graded vector space over k and we write V = V0¯ ⊕ V1¯. The
elements of V0¯ and V1¯ are called even respectively odd. A homogeneous element is an element that
is even or odd. For a homogeneous element v we write |v| for the parity; if v ∈ V0¯ ( resp. V1¯) we
have |v| = 0¯ ( resp. 1¯). A morphism of super vector spaces is a parity preserving map. We write
Hom(V,W ) for all k-linear morphisms from V to W . The field k itself is viewed as a super vector
space with zero odd part.
For a super vector space V we say that a linear subspace U ⊂ V is a sub super vector space if
U is Z2-graded, that is, if U = (U ∩V0¯)⊕ (U ∩V1¯). In this case, U itself is a super vector space and
the inclusion U → V is a morphism of super vector spaces. The quotient V/U is then a well-defined
super vector space with the Z2-grading (V/U)0¯ = V0¯/U0¯ and (V/U)1¯ = V1¯/U1¯.
The category sVec of super vector spaces over k is abelian: Cokernels and kernels are au-
tomatically Z2-graded since the morphisms are Z2-graded. Direct sums and direct products are
constructed as for ordinary vector spaces, but with parity preserving maps. The direct sum V ⊕W
is Z2-graded as
(V ⊕W )i = Vi ⊕Wi , i ∈ Z2 . (2.1)
The direct product V ×W is given the Z2-grading (V ×W )i = Vi ×Wi. It is easy to check that
the inclusions V → V ⊕W , W → V ⊕W and the projections V ⊕W → V , V ⊕W → W preserve
the Z2-grading. The tensor product V ⊗W exists and is Z2-graded with
(V ⊗W )i =
⊕
j+k=i
Vj ⊗Wk , i ∈ Z2 . (2.2)
The dual of a super vector space V is denoted V ∗ and has the natural Z2-grading ω ∈ (V ∗)i ⇔
|ω(v)| = |v|+ i = 0¯.
We have an inner hom-functor: we denote Hom(V,W ) the vector space of all k-linear maps from
V to W . The space Hom(V,W ) is Z2-graded; the even maps preserve parity, the odd maps change
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parity. The functor (V,W ) 7→ Hom(V,W ) is an endo-bi-functor on the category of super vector
spaces. We have
Hom(V,W ) ∼= V ∗ ⊗W . (2.3)
We define the functor Π : sVec → sVec by putting (ΠV )0¯ = V1¯, (ΠV )1¯ = V0¯ and on morphisms
f : V → W we put (Πf) : v 7→ f(v), where we view v as an element of ΠV and f(v) as an element
of ΠW . The functor Π is sometimes called the parity swapping functor. It is easy to see that for
any morphism f : V →W we have KerΠf ∼= ΠKerf and CokerΠf ∼= ΠCokerf .
Remark 2.1.1. Using the isomorphism in the category sVec given by
V ⊗W →W ⊗ V , v ⊗ w 7→ (−1)|v||w|w ⊗ v , (2.4)
most of multilinear algebra can be treated from a categorical point of view, see for example for a
proof of the Birkhoff–De Witt theorem along these lines in [6].
Let V be a super vector space such that the dimension of V as a vector space is finite. Then
we define the super dimension of V to be the pair p|q where p is the dimension of V0¯ over k and q
is the dimension of V1¯ over k. We will often say dimension of V , when it is clear that V is a super
vector space to denote the super dimension of V . The super vector space kp|q is the super vector
space with even part kp and odd part kq. Choosing a basis of homogeneous elements in V we get
an isomorphism V ∼= kp|q for some p and q. A standard basis of a super vector space is a basis
of homogeneous elements e1, . . . , er, such that in the ordering the even elements precede the odd
elements.
We can write any morphism f : kp|q → kr|s as a block matrix of the form(
A 0
0 D
)
, (2.5)
where A is an r× p-matrix and D an s× q-matrix. Any element of Hom(V,W )1¯ can be represented
by a block matrix of the form (
0 B
C 0
)
, (2.6)
where B is an r × q-matrix and C is an s × p-matrix. The most interesting case, which is also
the one we will need later on, is the case where p = r and q = s. We write Matp|q(k) for the
set of all the matrices that represent elements of Hom(kp|q, kp|q). The set Matp|q(k) is a vector
space in the obvious way and is Z2-graded in the sense discussed above; that is we decompose each
(p+ q)× (p+ q)-matrix as(
A B
C D
)
0¯
=
(
A 0
0 D
)
,
(
A B
C D
)
1¯
=
(
0 B
C 0
)
, (2.7)
where A is a p× p-matrix, B is a p× q-matrix, C is a q× p-matrix and D is a q × q-matrix. Hence
Matp|q(k) becomes a super vector space.
Remark 2.1.2. The super vector space Matp|q(k) is also an algebra, where multiplication is ordi-
nary matrix multiplication. It is not hard to check that the product of two even matrices is again
even, that the product of an even and an odd matrix is odd and that the product of two odd
matrices is even. Therefore, as we will see later, Matp|q(k) is a superalgebra. However, it is not
supercommutative.
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We define the supertrace as the map str : Matp|q(k)→ k given by
str :
(
A B
C D
)
7→ trA− trD , (2.8)
where tr denotes the ordinary trace. The supertrace is independent of the basis chosen since any
two bases are related by an element of Matp|q(k)0¯. One easily shows that for homogeneous X and
Y in Matp|q(k) we have
str(XY ) = (−1)|X||Y |str(Y X) . (2.9)
The set Matp|q(k)
∗
0¯ of invertible even elements of Matp|q(k) forms an algebraic group (in particular
it is a variety over k) and we can define a map b : Matp|q(k)
∗
0¯ → k as follows:
b :
(
A 0
0 D
)
7→ detA
detD
. (2.10)
The function b satisfies b(XY ) = b(X)b(Y ) and is thus a group morphism. It is interesting to note
that the induced map on the tangent spaces is the restriction of str to Matp|q(k)0¯. In chapter 3 we
will see that this correspondence can be generalized to the case when the matrix entries take values
in a commutative superring. The map b is then called the Berezinian.
We define the super transpose XST of an element X ∈ Matp|q(k) as follows. First we write X
with respect to a standard basis in block form as
X =
(
A B
C D
)
, (2.11)
with A a p× p-matrix and D a q × q-matrix and then put
XST =
(
AT CT
−BT DT
)
, (2.12)
where T denotes the ordinary transpose. One easily shows that
(XY )ST = (−1)|X||Y |Y STXST , strXST = strX . (2.13)
Remark 2.1.3. For the remainder of the paper, if we use parity assignments in formulas, we mean
that the formula holds as given for homogeneous elements and is extended to arbitrary elements
by linearity. If we write subscripts 0¯, 1¯ we mean a decomposition into even and odd parts. Thus
for example, if V is a super vector space and v ∈ V then we write v = v0¯ + v1¯, where v0¯ ∈ V0¯ and
v1¯ ∈ V1¯. In addition, when we decompose matrices in block form, this will always be done with
respect to a standard basis.
2.2 Lie superalgebras
Definition 2.2.1. A Lie superalgebra is a super vector space g together with an operation [, ] :
g⊗ g → g that preserves the Z2-grading and satisfies:
(i) [x, y] + (−1)|x||y|[y, x] = 0,
(ii) (−1)|x||z|[[x, y], z] + (−1)|y||x|[[y, z], x] + (−1)|y||z|[[z, x], y] = 0.
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The requirement (ii) is often called the super Jacobi identity The operation [, ] we call the Lie
bracket, although some people prefer the name super Lie bracket. A morphism of Lie superalgebras
is a super vector space morphism that preserves the Lie bracket; if g and h are Lie superalgebras,
a morphism is a linear Z2-grading preserving map f : g → h satisfying [f(x), f(y)] = f([x, y]).
Suppose that g is a Lie superalgebra. Then from the definition it follows that g0¯ is an ordinary
Lie algebra and that g1¯ is a g0¯-representation.
Now we discuss some basic examples. In fact, we have already seen some examples of Lie
superalgebras: The super vector spaceMatp|q(k) can be equipped with a Lie superalgebra structure,
by defining
[X,Y ] = XY − (−1)|X||Y |Y X . (2.14)
It is easily checked that this makes Matp|q(k) into a Lie superalgebra and the obtained Lie superal-
gebra is denoted glp|q(k). In this case the Lie bracket is also called the super commutator. For any
super vector space V we write glV for the Lie superalgebra of all linear maps V → V equipped with
the commutator. Another example is the kernel of the map str : Matp|q(k)→ k; if X,Y ∈ Matp|q(k)
have super trace zero, then so doesXY−(−1)|X||Y |Y X by eqn.(2.9). Thus with the same Lie bracket
as glp|q we can make the super vector space of all supertrace zero (p + q) × (p + q)-matrices into
a Lie superalgebra, which is denoted by slp|q(k). We now give an example, which we haven’t seen
yet. Consider the (p+ 2q)× (p+ 2q)-matrix Ω defined by
Ω =
(
1p 0
0 Jq
)
, Jq =
(
0 −1q
1q 0
)
, (2.15)
where for any natural number m, 1m denotes the m × m identity matrix. We now define the
orthosymplectic Lie superalgebra ospp|2q(k) as the super vector space of (p+2q)× (p+2q)-matrices
X satisfying XSTΩ+ ΩX = 0 and with the Lie bracket the super commutator of Matp|2q(k). The
inclusion ospp|2q(k)→ slp|2q(k) is a Lie superalgebra morphism.
Many notions that are defined for Lie algebras can also be defined for Lie superalgebras and
many well-known results for Lie algebras apply as well to Lie superalgebras. In the next paragraph
we explain the classification of the simple Lie superalgebras. We do not prove any result, but refer
to the literature where the proof can be found.
An ideal in a Lie superalgebra g is a sub super vector space L ⊂ g such that [g, L] ⊂ L, or
equivalently [L, g] ⊂ L. In particular, an ideal is a Lie sub superalgebra. We say a Lie superalgebra
is solvable if the following series terminates in a finite number of steps:
g0 = g , gk+1 = [gk, gk] . (2.16)
A Lie superalgebra is called nilpotent if the following series terminates in a finite number of steps:
g0 = g , gk+1 = [g, gk] . (2.17)
A Lie superalgebra is called semi-simple if it contains no nontrivial solvable ideals.
There exists a version of Engel’s theorem for Lie superalgebras:
Lemma 2.2.2. Let g be a sub Lie superalgebra of glV and suppose all elements of g are nilpotent
operators on V , then there is a nonzero v ∈ V with g · v = 0.
By considering homogeneous elements in g, we see that we can take v to be homogeneous. The
proof of lemma 2.2.2 proceeds as in the case for ordinary Lie algebras, see for example [26, 27].
A representation of a Lie superalgebra g is a Lie superalgebra morphism ρ : g → glV for some
super vector space V . In that case we call V a g-module. A g-submodule is a sub super vector space
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W ⊂ V such that ρ(g)W ⊂ W . The representation ρ is completely reducible if for any submodule
W there is a complement toW in V that is also a submodule. We say a representation is irreducible
if there are no nontrivial submodules. We note that Ado’s theorem holds for Lie superalgebra; any
finite-dimensional Lie superalgebra can be embedded into glV for some finite-dimensional super
vector space V when the characteristic of k is not 2 [28].
The adjoint representation is given by x 7→ adx ∈ gl(g), where adx is the linear map sending
y ∈ g to [x, y]. We call a Lie superalgebra simple if g is irreducible as g-module with the adjoint
representation. Equivalently, g contains no nontrivial ideals. We present a criterion for simplicity
of a Lie superalgebra:
Lemma 2.2.3. Let g = g0¯ ⊕ g1¯ be a simple Lie superalgebra. Then
(i) The representation of g0¯ on g1¯ is faithful.
(ii) [g1¯, g1¯] = g0¯.
Conversely, if (i) and (ii) hold and the representation of g0¯ in g1¯ is irreducible, then g is simple.
The proof of lemma 2.2.3 can be found in [29]. There is a variation of Schur’s lemma for Lie
superalgebras, for details see for example [29–31]:
Lemma 2.2.4. Let V = V0¯ ⊕ V1¯ be a super vector space over an algebraically closed field, let g be
a simple sub Lie superalgebra of glV and define C(g) = {a ∈ glV |[a, x] = 0 , ∀x ∈ g}. Then we have
(i) C(g) consists of all multiples of the identity ,
(ii) and when dimV0¯ = dimV1¯ then C(g) consists of the subalgebra of glV generated by the identity
and some linear operator that interchanges V0¯ and V1¯.
The Cartan–Killing form is the bilinear form (x, y) 7→ str(adx◦ady). In general, it does not hold
that the Cartan–Killing form is nondegenerate for semisimple Lie superalgebras. In the classification
of simple Lie superalgebras, there appear simple Lie superalgebras that have a Cartan–Killing form
that is identically zero. In fact, if g is simple, then either the Cartan–Killing form is nondegenerate,
or is identically zero.
We call a Lie superalgebra g = g0¯⊕g1¯ of classical type if (i) g is simple and (ii) the representation
of g0¯ in g1¯ is completely reducible. The classical Lie superalgebras are classified by Kac [32] (also see
for example [5,29–31,33–35]). All finite-dimensional simple Lie superalgebras over C are isomorphic
to one of the following:
(i) A(m,n) = slm+1|n+1(C), possibly with substraction of the center if m = n.
(ii) B(m,n) = osp2m+1,2n(C).
(iii) C(n) = osp2,2n(C).
(iv) D(m,n) = osp2m,2n(C), with m > 1.
(v) D(2, 1;α) for some α 6= 0,−1 in C, for a description see [29, 31].
(vi) F (4), for a description see [29, 31].
(vii) G(3), for a description see [29, 31].
10 Super vector spaces
(viii) P (n) for n > 2; this Lie superalgebra is defined as all (n+n)× (n+n)-matrices in Matn|n(C)
of the form (
a b
c d
)
, with tr a = 0 , bT = b , cT = −cT . (2.18)
(ix) Q(n); this Lie superalgebra is defined as follows. We first define the sub Lie superalgebra
Q˜(n) of gln+1|n+1(C) formed by (n+ 1)× (n+ 1)-matrices of the form(
a b
b a
)
, with tr b = 0 . (2.19)
Then we put Q(n) = Q˜(n)/C1n+1.
The Lie superalgebras F (4), G(3) and D(2, 1;α) are rather mysterious exceptional Lie super-
algebras. The most remarkable feature of D(2, 1;α) is that this is a continuous series of simple
Lie superalgebras, a counterpart of which does not exist in the world of Lie algebras. For the
classification of real simple Lie superalgebras we refer to [36, 37].
Remark 2.2.5. Lie superalgebras made their first appearance in mathematics in the works of
Fröhlicher & Nijenhuis [38], Gerstenhaber [39,40], Nijenhuis & Richardson [41] and Milnor & Moore
[42] around 1960 in the context of deformation theory, topology and cohomology theories. Hopf
and Steenrod used commutative superalgebras for different algebraic structures in cohomology
groups. A little later around 1970 physicists discovered Lie superalgebras independently in their
investigations on supersymmetry; pioneers were Gol’fand and Likhtman with their important paper
[43], Miyazawa [44], Volkov and Akulov [45], and Wess and Zumino [46, 47].
For more historical notes and references, see for example [4, 5, 48, 49].
Chapter 3
Basics of superrings and
supermodules
In this chapter we introduce the concepts of superrings and supermodules. The chapter will serve
as a basis for the following chapters. Since important tools such as localization and completion, but
also important results on prime ideals, will be discussed in the following chapters, some notions are
only shortly discussed and await a further treatment later. Many proofs are similar to the proofs
from ordinary commutative algebra. For completeness and ease of reading, we incorporated them
in the present text.
3.1 Superrings and superalgebras
Definition 3.1.1. A superring A is a Z2-graded ring A = A0¯ ⊕ A1¯ such that the product map
A×A→ A satisfies AiAj ⊂ Ai+j . A morphism of superrings is a Z2-grading preserving morphism
of rings. The elements of A0¯ are called even, the elements of A1¯ are called odd and an element that
is either even or odd is said to be homogeneous.
We always assume that a superring has a multiplicative unit element 1 and is associative.
Morphisms f : A → B map the unit element of A to the unit element of B. Furthermore we only
consider commutative superrings; we call a superring commutative if
ab− (−1)|a||b|ba = 0 , for all a, b ∈ A0¯ ∪A1¯ . (3.1)
Note that in particular a2 = 0 if a ∈ A1¯. We write sRng for the category of superrings that are
associative, unital and commutative.
Lemma 3.1.2. Let A be a (not necessarily commutative or associative) superring with unit element,
then 1 ∈ A0¯.
Proof. Write 1 = e0¯ + e1¯ for the decomposition of 1 into homogeneous components. We have
e0¯1 = e0¯ and thus e0¯ = (e0¯)
2+ e0¯e1¯, but e0¯e1¯ is odd whereas e0¯ and e0¯e0¯ are even. Hence e0¯e1¯ = 0,
from which it follows that e1¯ = 1e1¯ = e0¯e1¯ + e1¯e1¯ = e1¯e1¯. But since e1¯ is odd and e1¯e1¯ is even, we
must have e1¯ = 0 and 1 = e0¯ ∈ A0¯.
Lemma 3.1.3. Let A be a superring, then any idempotent lies in A0¯.
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Proof. Let e0¯+e1¯ be an idempotent, then (e0¯)
2 = e0¯ and 2e0¯e1¯ = e1¯. Multiplying the last equation
with e0¯ we get 2(e0¯)
2e1¯ = 2e0¯e1¯ = e0¯e1¯, hence e1¯ = 2e0¯e1¯ = 0.
A sub superring I of A, such that for all a ∈ A and x ∈ I we have xa ∈ A and ax ∈ A, is called
an ideal of A. A Z2-graded ideal I of A is a subring of A such that (1) ax ∈ I for all x ∈ I, a ∈ A
and (2) I = (I ∩ A0¯) ⊕ (I ∩ A1¯). Point (2) means that if x lies in I, then also the homogeneous
components. It then follows that for all x ∈ I, a ∈ A we have xa ∈ I. Given a Z2-graded ideal I in
A, we define the quotient to be the superring A/I = (A0¯/I0¯)⊕(A1¯/I1¯). If S is a set of homogeneous
elements, we write (S) for the ideal generated by the elements of S. Thus (S) contains all elements
of the form
∑
m∈M amsm with am ∈ A and sm ∈ S and M a finite set. If S consists of elements
f1, . . . , fr we write (S) = (f1, . . . , fr).
Every superring A comes with a canonical ideal JA, which is defined as the ideal generated by
the odd elements - and is thus automatically Z2-graded. The quotient A/JA is called the body and
denoted A¯ and the image of a ∈ A under the projection A → A/JA is denoted a¯. Any element
x ∈ JA is a finite sum
∑m
i=1 aibi with ai ∈ A and bi ∈ A1¯. Then xm+1 = 0 and thus JA consists of
nilpotent elements.
The set of nilpotent elements of A is a Z2-graded ideal; it is an ideal since the sum of two
nilpotents is nilpotent and since the product of any element with a nilpotent is again nilpotent and
it is Z2-graded since all elements of A1¯ are nilpotent. We denote the ideal of nilpotent elements of A
by Nilrad(A) and call it the nilradical of A. Clearly we have JA ⊂ Nilrad(A). When x ∈ Nilrad(A),
then 1−x is invertible with the inverse given by 1+x+x2+ . . .+xn with n so large that xn+1 = 0.
If a superring A is such that A¯ contains no nilpotents, or equivalently if Nilrad(A) = JA, we call A
reduced. If A¯ is an integral domain, we call A a super domain.
For an element a ∈ A we define Ann(a) to be the ideal of all elements b ∈ A such that ba = 0
and we call Ann(a) the annihilator of a. If a is not Z2-graded, it is not guaranteed that Ann(a)
is a Z2-graded ideal; if a is homogeneous, then Ann(a) is Z2-graded. We therefore avoid the use
of the notation Ann(a) for inhomogeneous a. The elements of Ann(a) are, by the usual abuse of
language, also called annihilators of a.
A zerodivisor is a nonzero element x in A such that there exists a nonzero y ∈ A with xy = 0.
The set of zerodivisors do not form an ideal in general. Let us describe the set D of zerodivisors
in a superring A. It is clear that all odd elements are in D, A1¯ ⊂ D. If x is any even element of
D, and θ is any odd element, then we claim that x + θ is in D. Indeed, suppose xy = 0 for some
nonzero y. Then we can take y to be homogeneous. If yθ = 0, then y(x+ θ) = 0 and x+ θ ∈ D. If
yθ 6= 0, then yθ(x+ θ) = 0, and again x+ θ ∈ D.
Now let x+ θ be any element in D, then (x+ θ)(y+ η) = 0 for some nonzero y+ η. Written out
this means xy + θη = 0 and xη + yθ = 0. If θη = 0, then x ∈ D. If θη 6= 0, then x(θη) = 0 implies
that x ∈ D. Hence, in any case, x ∈ D. Therefore we conclude that the set D of zerodivisors of a
superring A is the set of elements x + θ, with x even and θ odd, such that not both x and θ are
zero and such that when x is nonzero, it is the annihilator of some homogeneous element of A and
θ is arbitrary. If x = 0, then θ is any nonzero odd element.
Rehearsing the discussion in the preceding paragraph we obtain:
Corollary 3.1.4. The set D of zerodivisors is given by
D =
⋃
z 6=0homogeneous
Ann(z) .
Proof. For any homogeneous element in D we are done. If x + θ ∈ D is not homogeneous, then
x annihilates an even element z. If θz = 0, then x + θ annihilates z, and if θz 6= 0, then x + θ
annihilates zθ. But both z and zθ are even.
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Definition 3.1.5. We call an ideal m of a superring A a maximal ideal if m is not properly contained
in any other ideal and m is properly contained in A.
We have not included the requirement that a maximal ideal is Z2-graded in the definition, since
it follows that any maximal ideal is Z2-graded:
Lemma 3.1.6. Let A be a superring, then any maximal ideal is automatically Z2-graded and
contains JA.
Proof. Let m be a maximal ideal and a ∈ A1¯ and consider the ideal m′ generated by a and m. If
a /∈ m, then m is properly contained in m′ and thus m′ = A and it follows that there are m ∈ m
and b ∈ A such that m+ ba = 1, but 1− ba is invertible. Hence m = A, which is a contradiction to
m being a maximal ideal. Hence a maximal ideal contains all odd elements and thus JA.
As the maximal ideals in a superring contain all the odd elements, the quotient A/m does behave
as if A were a commutative ring:
Lemma 3.1.7. Let A be a superring. An ideal m of A is a maximal ideal of A if and only if A/m
if a field.
Proof. If A/m is a field, then A1¯ ⊂ m. If m ⊂ m′ then every element m′ of m′−m has an invertible
image in A/m and we may assume m′ to be even. This means am′ +m = 1 for some a ∈ A0¯ and
m ∈ m0¯ implying m′ = A. On the other hand, if m is maximal and x ∈ A/m is nonzero then choose
an even preimage y of x in A. The ideal generated by y and m equals A and thus there are a ∈ A0¯
and m ∈ m0¯, such that ay +m = 1 and thus x is invertible.
We already noted that all elements of the form 1 + y with y ∈ JA are invertible. The following
lemma characterizes the invertible elements:
Lemma 3.1.8. Let A be a superring, then the following are equivalent: (i) a ∈ A is invertible (has
a left and a right inverse), (ii) a0¯ is invertible in A0¯, (iii) a¯ is invertible in A¯.
Proof. Let a in A be invertible and let y ∈ A be an inverse; ya = ay = 1 (since A is associative, if
an element has a right inverse and a left inverse then they are equal). Then applying the projection
A→ A¯ it is clear that a¯ is invertible in A¯. From ay = 1 we have a1¯y0¯+ a0¯y1¯ = 0 and a0¯y0¯ = 1−w,
with w = a1¯y1¯. The element w is nilpotent, and hence 1−w is invertible and the inverse lies in A0¯
and thus a0¯y0¯(1 − w)−1 = 1, showing that a0¯ is invertible in A0¯. Conversely, consider a ∈ A. If a0¯
is invertible in A0¯, then there is b ∈ A0¯ such that a0¯b = ba0¯ = 1 and thus ab = 1+w with w = a1¯b
a nilpotent element and thus 1 + w is invertible. If a¯ is invertible in A¯, then there is b ∈ A such
that a¯b¯ = b¯a¯ = 1 and thus ab = 1−w and ba = 1−w′ with w,w′ ∈ JA and thus a has a left and a
right inverse.
Proposition 3.1.9. Let A be a superring and let m be a Z2-graded ideal in A of the form m =
m0¯ ⊕A1¯. Then m is a maximal ideal in A if and only if m0¯ is a maximal ideal in A0¯.
Proof. The quotient A/m is a field if and only if A0¯/m0¯ is a field, since A/m ∼= A0¯/m0¯.
We now show that the projection A → A¯ can be seen as a functor and we give an adjoint to
this functor. Let Rng denote the category of commutative, associative rings with unit. Define the
functor S : Rng → sRng on objects as R 7→ S(R), with S(R)0¯ = R and S(R)1¯ = 0. On morphisms
f : R → R′ we put S(f) : r 7→ f(r). Thus S does nothing more than considering the objects as
superrings with zero odd part.
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On the other hand, there are two obvious ways to make a commutative ring from a superring A;
we can take A¯ and A0¯. As we will see, the choice A¯ is the more natural of the two. If f : A→ B is
a morphism of superrings then f(JA) ⊂ JB and hence we can define f¯ : A¯→ B¯ to be the induced
morphism with f¯(a¯) = f(a) for all a ∈ A. Thus the diagram below commutes:
A
f - B
A¯
πA
?
f¯ - B¯
πB
?
, (3.2)
where πA : A → A and πB : B → B¯ are the canonical projections. We write B for the functor
B : sRng → Rng that assigns to each superalgebra A the body A¯ and each morphism f the
induced morphism f¯ .
Proposition 3.1.10. The functor S : Rng → sRng is right-adjoint to the functor B : sRng →
Rng.
Proof. Let A be a superring and R a commutative ring. Then f ∈ HomsRng(A,S(R)) has to factor
over JA since all odd elements of A need to be mapped to zero. Thus there is a unique morphism
f¯ : A¯ → R such that f = f¯ ◦ π, which we can view as a morphism in Rng. Conversely, given
a morphism in g ∈ HomRng(B(A), R), then by composition with the projection A → A¯ = B(A)
we obtain a morphism from A to S(R) in sRng. Hence HomsRng(A,S(R)) ∼= HomRng(B(A), R).
Using the commutativity of diagram (3.2), naturality is obvious.
Definition 3.1.11. A superalgebra over k is a super vector space over k with a k-bilinear map
A⊗A→ A such that the image of Ai ⊗Aj lies in Ai+j .
A superalgebra over k is thus a superring with the extra structure of being a super vector space
over k with a compatible Z2-grading; that is, the Z2-grading as a superring and as a super vector
space coincide. A morphism of superalgebras is a morphism of superrings that is k-linear. We denote
sAlg the category of superalgebras over k. The notion of a body carries over to superalgebras. We
call a superalgebra commutative if it is commutative as a superring. Unless otherwise specified, all
the superalgebras that we consider are commutative, associative and have a unit element 1. The
tensor product A⊗kB of superalgebras A and B is as a super vector space defined as in the category
of super vector spaces and equipped with the product a⊗ b · a′ ⊗ b′ = (−1)|a′||b|aa′ ⊗ bb′.
The polynomial superalgebra (over k) in n even variables Xi, 1 ≤ i ≤ n, and m odd variables
Θα, 1 ≤ α ≤ m, is defined to be the algebra over k generated by the Xi and Θα subject to the
relations XiXj = XjXi, XiΘα = ΘαXi and ΘαΘβ = −ΘβΘα for all i, j, α, β. This algebra is
denoted k[X1, . . . , Xn|Θ1, . . . ,Θm]. We have k[X1, . . . , Xn|Θ1, . . . ,Θm] ∼= k[X1, . . . , Xn].
Let V be a super vector space over k and let T (V ) =
⊕
k≥0 V
⊗k be its tensor superalgebra. As
a superalgebra T (V ) is generated by 1 and all v ∈ V . The multiplication is defined by the tensor
product: the product v · w for v ∈ V ⊗n and w ∈ V ⊗m is v ⊗ w. We call IV the Z2-graded ideal
generated by all elements of the form v⊗w− (−1)|v||w|w⊗ v, where v, w run over all homogeneous
elements of V . We define the symmetric superalgebra over V as the quotient S(V ) = T (V )/IV .
Furthermore, we call k[V ] = S(V ∗) the polynomial superalgebra of V . If V is finite-dimensional,
then there is a noncanonical isomorphism k[V ] ∼= S(V ) and k[V ] is a polynomial superalgebra.
We say a superalgebra A is finitely generated if there exist finitely many homogeneous elements
a1, . . . , at such that any element x in A can be expressed as a polynomial
x =
∑
i1,...,it
ci1···ita
i1
1 · · · aitt , (3.3)
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such that only finitely many coefficients ci1···it are nonzero. In other words, a superalgebra A is
finitely generated if and only if there exists a surjective morphism of superalgebras P → A where
P is a polynomial superalgebra.
3.2 Supermodules
On occasion it is convenient to use the notion of Z2-graded abelian groups. We call an abelian
group G a Z2-graded abelian group if G is a direct sum G0¯ ⊕G1¯. The elements of G0¯ are labeled
as even elements whereas the elements of G1¯ are labeled as odd elements.
Definition 3.2.1. Let A be a superring and let M be a Z2-graded abelian group M =
⊕
i∈Z2
Mi.
We call M a left A-module if M is a left A-module in the usual sense with the additional requirement
that the structure morphism l : A×M →M satisfies Ai ×Mj ⊂Mi+j.
We almost always write am for l(a,m), except when clearness is at risk. A right A-module is
defined in a similar way; again the only difference from the usual concept of a right A-module is that
the structure morphism r :M ×A→M respects the Z2-grading. For a commutative superring A,
every left A-moduleM with structure morphism l : A×M →M admits a canonical right A-module
structure. We define the structure morphism r :M ×A→M by
r(m, a) = (−1)|a||m|l(a,m) , m ∈M ,a ∈ A . (3.4)
When we define the right action of A as in eqn.(3.4), it commutes with the left action: r(l(a,m), b) =
l(a, r(m, b)) for all a, b ∈ A andm ∈M . Therefore we can unambiguously write amb for l(a, r(m, b)).
IfM is a left A-module equipped with the compatible right action of A just described, we callM an
A-module. A submodule N of an A-module M is a submodule N of M in the usual sense with the
requirement N = (N ∩M0¯)⊕ (N ∩M1¯), that is, if n ∈ N then the homogeneous components of n
also lie in N . If N is a submodule of M , the quotient module M/N is defined by (M/N)i =Mi/Ni
for i = 0¯, 1¯ and the right action is given by r(mmodN, a) = mamodN .
Let M be an A-module. We call a proper submodule N ⊂M a maximal submodule if the only
submodule of M that properly contains N is M itself. A necessary condition that N is a maximal
submodule of M is that either N0¯ =M0¯ or N1¯ =M1¯. Hence M/N has either a trivial even part, or
a trivial odd part, which implies that A1¯ has to act trivially on M/N and thus M/N is in a natural
way a A¯-module.
We define morphisms of A-modules to be parity-preserving maps that commute with the action
of A. Since a morphism f preserves parity, when f commutes with the right action of A it also
commutes with the left action. (In section 3.7 and in chapter 6 we will also consider odd A-linear
maps; then we define A-linearity as commuting with the right action of A.) We call two A-modules
M and N isomorphic if there are morphisms of A-modules f : M → N and g : N → M such that
f ◦ g = idN and g ◦ f = idM . One easily checks that a morphism f :M → N is an isomorphism if
and only if Kerf = 0 and f(M) = N .
Direct sums and direct products of A-modules are defined in the usual way; for two A-modules
M and N
(M ⊕N)i =Mi ⊕Ni , (M ×N)i =Mi ×Ni . (3.5)
For the tensor product we have to be a bit more careful. As usual, the tensor product can be defined
by its universal property, see for example [50]. We construct the module M ⊗A N as follows: let
M ⊠ N be the abelian group generated freely by all pairs m ⊗ n, where m and n run over all
homogeneous elements of M respectively N . Then we put a Z2-grading on this group by saying
that an element m ⊗ n is even if m,n are both even or both odd and m ⊗ n is odd if m is odd
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and n even or m is even and n is odd. Then M ⊠N = (M ⊠N)0¯ ⊕ (M ⊠N)1¯. We make M ⊠N
into an A-module by defining the right action r(m ⊗ n, a) = m ⊗ (na). Next we consider the
submodule RM,N ⊂M ⊠N generated by all homogeneous elements of the form ma⊗ n−m⊗ an,
(m+m′)⊗ (n+n′)−m⊗n−m⊗n′−m′⊗n−m′⊗n′ where m,n,m′, n′ run over all homogeneous
elements and a over all homogeneous a ∈ A. The resulting quotient A-moduleM⊠N/RM,N we call
M⊗AN . One easily verifies thatM⊗AN has the usual universal property (see for example [15,50]).
The body module of an A-module M is defined to be the quotient M =M/JAM and we write
m¯ for the image of m ∈M in M . The body module is in a natural way an A¯-module, as the action
of A factors over JA; a¯m¯ = am for a ∈ A,m ∈M . In particular, the body A¯ is both an A-module
and an A¯-module.
Lemma 3.2.2. Let A be a superring and M an A-module, then M ∼= A¯⊗A M , where A¯ is viewed
as an A-module.
Proof. Consider the maps f : A¯ ⊗A M → M sending a¯⊗m to am and g : M → A¯⊗A M sending
m¯→ 1⊗m. The maps f, g are well-defined morphisms and inverse to each other.
Definition 3.2.3. Let A be a superring. We define the parity-swapping functor Π in the category
of A-modules by (ΠM)0¯ = M1¯ and (ΠM)1¯ = M0¯. The action of A on ΠM is such that the right
action of A on ΠM coincides with the right action of A on M . On morphisms f : M → N we
define Πf as the same morphism from ΠM to ΠN as abelian groups. Thus Π exchanges the labels
‘even’ and ‘odd’ for the elements of M .
Definition 3.2.4. Let A be a superring and M an A-module. The module M is finitely generated
if it is generated as a module by a finite number of homogeneous elements. An ideal in A is finitely
generated if it is finitely generated by homogeneous elements as an A-module. If f : A → B is
a morphism of superrings, B becomes an A-module and then we call B an A-superalgebra. We
say that B is finitely generated as an A-superalgebra, if there is a finite number of homogeneous
elements b1, . . . , bt in B such that each element of B can be written as a polynomial in the bi with
coefficients in A.
Remark 3.2.5. If A is a superring and I is a Z2-graded ideal that is generated by inhomogeneous
elements x1, . . . , xn, then I is also generated by the homogeneous components and thus I is finitely
generated. However, if we define an ideal I to be the ideal generated by inhomogeneous elements,
then it is not guaranteed that I is Z2-graded.
The notion of annihilator of an element of a superring carries over to modules. Let M be any
module over a superring A. For any m ∈M we define Ann(m) to be the set of all a ∈ A such that
am = 0, that is, the left action of a maps m to zero. If am = 0 we say that a annihilates m. When
m is homogeneous, one easily sees that Ann(m) is a Z2-graded ideal in A. The next example shows
that if m is not homogeneous, then Ann(m) might not be Z2-graded.
Example 3.2.6. Let A = k[X |Θ1,Θ2] and consider the A-module A/(X2 + Θ1Θ2). The element
a = X(X + Θ2) annihilates m = X − Θ1 but X2 and XΘ2 do not annihilate m. Hence Ann(m)
need not be Z2-graded if m is not homogeneous. △
For a submodule N ⊂ M we write Ann(N) for the Z2-graded ideal of elements a A such that
aN = 0. Equivalently, Ann(N) = ∩n∈NAnn(n) where the intersection goes over all elements of N .
Indeed, a ∈ A annihilates all homogeneous elements of N if and only if a annihilates all elements
of N .
Let f : A→ B be a morphism of superrings. The map f turns B into an A-module so that B
is an A-superalgebra. If B is a finitely generated as an A-module, we call the morphism f finite.
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Let JA and JB be the canonical ideals of A and B respectively. Then f(JA) ⊂ JB and thus there
is an induced morphism of commutative rings f¯ : A¯→ B¯. It is obvious that when f is finite, then
so is f¯ . The following lemma states that under mild assumptions the converse holds as well:
Lemma 3.2.7. Let f : A → B be a morphism of superrings such that B is a finitely generated
A-superalgebra and such that the induced morphism of commutative rings f¯ : A¯→ B¯ is finite. Then
f is finite.
Proof. By assumption there are even elements x1, . . . , xp and odd elements η1, . . . , ηq in B and a
surjective morphism of superrings
fˆ : A[X1, . . . , Xp|H1, . . . , Hq]→ B , (3.6)
with fˆ(Xi) = xi and fˆ(Hj) = ηj and where the Xi are even variables and the Hj are odd variables.
The assumptions also ensure that the induced morphism A¯[X1, . . . , Xp] → B¯ is surjective and
that there is a positive integer N , such that every element b¯ of B¯ is the image of a polynomial
g(X1, . . . , Xp) with coefficients in A¯ and degree less than N . We now claim that B is generated
as an A-module by all elements of the form g, gηj , gηj1ηj2 , . . ., gη1η2 · · · ηq, where g runs over all
monomials of degree less than N . Since there are only finitely many such monomials, the lemma is
then proved.
Let us denote A[X ]N for all polynomials in X1, . . . , Xp with coefficients in A and degree less
than N . If b is any element in B, then there is an element b˜ ∈ f(A[X ]N) such that b − b˜ ∈ JB.
Thus we can write
b− b˜ =
∑
j
bjηj . (3.7)
But also for each bj there is an element b˜j ∈ f(A[X ]N) such that bj − b˜j ∈ JB. Hence we can write
b = b˜+
∑
j
b˜jηj +
∑
j,k
bjkηjηk . (3.8)
We can repeat the procedure till we reach an expression
b = b˜+
∑
j
b˜jηj +
∑
j,k
b˜jkηjηk + . . .+ b˜12···qη1η2 · · · ηq , (3.9)
with all b˜j ∈ f(A[X ]N). This proves the claim.
3.3 Noetherian superrings
Proposition 3.3.1. Let A be a superring, then the following are equivalent:
(i) Each Z2-graded ideal of A is finitely generated.
(ii) Each ascending chain I0 ⊂ I1 ⊂ I2 ⊂ . . . of Z2-graded ideals in A is stationary, that is, there
is an integer n such that In = In+1 = In+2 = . . ..
(iii) Every nonempty set of Z2-graded ideals contains a maximal element.
Proof. (i)⇒ (ii): Let I0 ⊂ I1 ⊂ I2 ⊂ . . . be an ascending chain of Z2-graded ideals in A. Consider
the ideal I = ∪kIk, which is Z2-graded and thus has to be finitely generated. Let m be an integer
such that Im contains all the (homogeneous) generators of I. Then Il = Im for all l ≥ m.
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(ii)⇒ (iii): Let S be a nonempty set of Z2-graded ideals in A that has no maximal elements.
Since S is nonempty we can find I0 in S. Since I0 cannot be maximal we can find I1 in S that
properly contains I0. Repeating the procedure we find a chain I0 ⊂ I1 ⊂ . . . of proper inclusions
going on indefinitely, contradicting the assumption that each chain of ideals is stationary.
(iii) ⇒ (i): Let I be a Z2-graded ideal of A. Let S be the set of finitely generated Z2-graded
ideals of A that are contained in I. Then all the Z2-graded ideals that are generated by finitely
many homogeneous elements of I are in S, and thus S contains at least the zero ideal and is therefore
not empty. Hence S contains a maximal element Imax. If I 6= Imax then there is a homogeneous
element x ∈ I that does not lie in Imax. The ideal generated by Imax and x is finitely generated,
contained in I and properly contains Imax, contradictory to the choice of Imax. Hence there is no
such x ∈ I − Imax and I = Imax and I is finitely generated.
Definition 3.3.2. A superring satisfying any of the three equivalent conditions of proposition 3.3.1
is called a Noetherian superring.
Proposition 3.3.3. Let A and B be superrings and let f : A→ B be a surjective morphism. If A
is Noetherian, then so is B.
Proof. For any Z2-graded ideal I of B consider its inverse image f
−1(I) in A, which is a Z2-graded
ideal and hence finitely generated. The images of generators of f−1(I) generate I as an ideal.
By considering the body of a superring as a superring with zero odd part we immediately get:
Corollary 3.3.4. When A is a Noetherian superring, then the body A¯ is a Noetherian ring.
The converse of corollary 3.3.4 is not true. A counter example is given by the superalgebras
considered by DeWitt and Rogers [7, 10, 51]. Consider the superalgebra A over k defined by A =
k[(θi)i∈IN ]. The ideal JA generated by the odd elements is clearly not finitely generated, whereas
A/JA ∼= k is Noetherian.
Proposition 3.3.5. If A is a Noetherian superring and J is the Z2-graded ideal generated by the
odd elements, then there are finitely many odd elements that generate J . Furthermore, if S is a set
of homogeneous elements that generate J , then J is already generated by the odd elements of S.
Proof. Let J be generated by θ1, . . . , θs, which we may assume to be homogeneous. Assume θ1 to
be even, then θ1 ∈ (A1¯)2 and it follows that θ1 is a quadratic expression in the θi: θ1 = a + θ1b
where a, b are linear combinations of the θi for i 6= 1. Reiteration gives
θ1 =
r∑
k=1
abk + θ1b
r+1 , (3.10)
and since b is nilpotent we see that in fact θ2, . . . , θs generate J . Hence we can remove all even
generators of J by this procedure leaving only the odd ones.
Proposition 3.3.6. Let A be a Noetherian superring, then A0¯ is Noetherian.
Proof. Let I be any ideal of A0¯, J the Z2-graded ideal in A generated by the odd elements and
I ′ the Z2-graded ideal in A generated by I. First, we claim that I
′ ∩ A0¯ = (I ′)0¯ = I. Indeed, for
if x ∈ (I ′)0¯, then x =
∑
rifi where fi ∈ I and the ri we may assume to be homogeneous, hence
x ∈ A0¯I ⊂ I. Thus (I ′)0¯ is contained in I. On the other hand, the inclusion I ⊂ (I ′)0¯ follows from
the definition of I ′.
I ′ is generated by a finite number of even elements ai and a finite number of odd elements bi. If
x ∈ I, then x is an even element of I ′ and hence we have x =∑xiai +∑ yibi, where yi ∈ A1¯ ⊂ J .
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The Z2-graded ideal J is generated by a finite number of generators θi, which by proposition 3.3.5
can be taken to lie in A1¯. But then we see that the set consisting of all elements ai and θkbl generate
I and lie in (I ′)0¯ = I.
Proposition 3.3.7. Let R be a commutative Noetherian ring. Then the superring
R[X1, . . . , Xn|Θ1, . . . ,Θm] is Noetherian.
Proof. In view of the result for commutative rings of the form R[X1, . . . , Xn] (see for example
[15,19,50]) it suffices to show that if A is a Noetherian superring, then A[θ] with θ an odd variable
is a Noetherian superring. Let I be a Z2-graded ideal in A[θ] and define
I1 = {a ∈ A|∃b ∈ A such that b+ aθ ∈ I} . (3.11)
It follows that I1 is a Z2-graded ideal in A. Hence there are homogeneous generators t1, . . . , tk ∈ A
of I1. For every ti we select homogeneous yi = ci+ tiθ ∈ I where ci ∈ A is homogeneous. Let K be
the Z2-graded ideal in A[θ] generated by the elements y1, . . . , yk and let
I0 = {a ∈ A|∃b ∈ K such that a+ b ∈ I} . (3.12)
Then I0 is a Z2-graded ideal in A and hence there are homogeneous generators r1, . . . , rl ∈ A of I0.
Since K ⊂ I we have I0 ⊂ I ∩ A. Let J be the ideal in A[θ] generated by the yi and the ri. Then
we clearly have J ⊂ I. Let u = x+ yθ ∈ I. Since y ∈ I1 there is u′ in K given by u′ =
∑
i yidi for
some di ∈ A with u− u′ ∈ A. Hence u− u′ ∈ I0, but then u = (u− u′) + u′ is an element of J ; we
conclude that I = J .
An immediate result of propositions 3.3.3 and 3.3.7 is that any superring that is finitely generated
over a commutative ring, is Noetherian.
We call an A-module M Noetherian if one of the following properties holds:
(i) Each Z2-graded submodule N of M is finitely generated.
(ii) Each ascending chain M0 ⊂M1 ⊂M2 ⊂ . . . of Z2-graded submodules is stationary.
(iii) Every nonempty subset of Z2-graded submodules of M has a maximal element.
The proof that the properties (i)-(iii) are equivalent is the same as in proposition 3.3.1. A superring
is Noetherian if it is Noetherian as a module over itself. If f :M → N is a surjective morphism, then
by the same reasoning as in proposition 3.3.3 the module N is Noetherian when M is Noetherian.
Furthermore, when M is a Noetherian A-module and N is a submodule of M , then N is also a
Noetherian A-module; any submodule of N is a submodule of M , and thus finitely generated.
Proposition 3.3.8. Let A be a Noetherian superring and M a finitely generated A-module, then
M is a Noetherian A-module.
Proof. Suppose M is generated by m1, . . . ,mr. We use induction on r. For r = 1 the module
M is isomorphic to A/a or Π(A/a) for some ideal a in A. Each Z2-graded submodule of M then
corresponds to a Z2-graded ideal in A and hence M is Noetherian. If r > 1 and N a submodule
of M , consider the image N ′ of N in M/Am1, which is a Z2-graded module generated by r − 1
elements. Thus there are elements x1, . . . , xk in N , such that their images in N
′ generate N ′. The
A-module Am1 is Noetherian and hence we can assume that N ∩ Am1 is generated by y1, . . . , yl.
Take n ∈ N , then there are ai ∈ A such that n−
∑
aixi goes to zero in N
′, and hence n−∑ aixi
lies in N ∩Am1, so that we can write it as an A-linear combination of the yj. It follows that n is
an A-linear combination of the yj and the xi.
Later in section 6.4 we will have more to say on finitely generated modules of a Noetherian
superring.
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3.4 Artinian superrings
Noetherian modules satisfy the ascending chain condition: any ascending chain of submodules
becomes stationary after a finite number of steps. The descending chain condition requires from a
module that any descending chain of submodules becomes stationary after a finite number of terms.
A module that satisfies the descending chain condition is said to be Artinian. In this section we
present the basics on Artinian modules. When we have dealt with localization and prime ideals we
return to Artinian modules again in section 5.2.
Let A be a superring and let M be an A-module. We say that M is a simple module if M does
not contain any nontrivial submodules, that is, the only submodules are 0 and M itself. There is a
certain duality between maximal submodules and simple modules: if N is a submodule of M , then
M/N is simple if and only if N is maximal.
For superrings, a simple module has the peculiar property that it is either even or odd and
hence A1¯ acts by zero: JAM = 0. If we pick an element m ∈M then A ·m ⊂M and hence either
m = 0, or A ·m =M . ThusM is generated by one element and hence M ∼= A/m orM ∼= ΠA/m for
some ideal m, which clearly has to be a maximal ideal. In particular, M is an A¯-module and since
the image of m in A¯ is a maximal ideal, M is simple as an A¯-module. Conversely, if M is a simple
A¯-module, it is of the form A¯/m¯ for some maximal ideal m¯. We makeM into an A-module through
the canonical projection A→ A¯. Then M is a simple A-module isomorphic to A/m, where m is the
inverse image of m¯ under the canonical projection. We thus have proved the following statement:
Proposition 3.4.1. There is a one-to-one correspondence between the simple A-modules and simple
A¯-modules.
We call a superring Artinian if it satisfies the descending chain condition on Z2-graded ideals;
in other words, a superring A is Artinian if any sequence
I0 ⊃ I1 ⊃ I2 ⊃ . . . , (3.13)
stabilizes after a finite number of terms. We call a module over a superring Artinian if it satisfies
the descending chain condition on Z2-graded submodules. Equivalently, each nonempty set of
submodules contains a minimal element. Thus a superring is Artinian if and only of it is Artinian
when considered as a module over itself. If a superring A is Artinian, then so is ΠA as an A-module.
Proposition 3.4.2. Let M be an Artinian A-module, then all submodules of M are Artinian and
all quotients of M are Artinian.
Proof. If N ⊂M , then any chain in N is a chain inM , hence stabilizes. If we have a chain inM/N ,
we can find a chain of preimages of the projection M → M/N in M . This chain maps surjective
onto the given chain and terminates as M is Artinian. Thus the chain in M/N also terminates.
Proposition 3.4.3. Let A be a superring. Let M be an A-module, and N a submodule of M . If
N and M/N are Artinian, so is M .
Proof. Let M1 ⊃ M2 ⊃ . . . be any chain of submodules of A. Consider the chain of images of Mi
under the projection M →M/N . Then this chain stabilizes. Hence there is an integer k such that
MimodN = MjmodN for all i, j ≥ k. Consider the chain M1 ∩N ⊃ M2 ∩N ⊃ . . .. Then there
is an integer l such that Mi ∩N = Mj ∩ N for all i, j ≥ l. This implies that Mi = Mj for all i, j
greater than or equal to the maximum of k, l. Indeed, let j ≥ i be both larger than the maximum
of k and l, so that Mi ⊃ Mj and suppose mi ∈ Mi. Then mi = mj + n for some mj ∈ Mj and
n ∈ N . We see that n ∈Mi ∩N , hence n ∈Mj ∩N and thus mi ∈Mj .
3.4 Artinian superrings 21
Corollary 3.4.4. If M and N are two Artinian modules, so is their direct sum M ⊕N .
Proof. Apply proposition 3.4.3 to the modules E = M ⊕N and N ; E/N ∼= M is Artinian and N
is Artinian. Hence E is Artinian.
Corollary 3.4.5. Let A be an Artinian superring and M a finitely generated A-module. Then M
is an Artinian A-module.
Proof. If M is finitely generated, then M is a quotient of a finite direct sum of copies of A and ΠA.
Hence the result follows from proposition 3.4.2 and corollary 3.4.4.
We call a descending chain M = M0 ⊃ M1 ⊃ . . . of submodules in M a composition series
if Mi/Mi+1 is a simple module. We define the length of a module to be the minimal length of a
composition series. If there are no finite composition series we say the module has infinite length.
We denote the length of M by l(M).
Lemma 3.4.6. Let M be a A-module and N a proper submodule of M . Then l(N) < l(M).
Proof. We look at the intersections of N with composition series ofM . Take any composition series
of M :
M =M0 ⊃M1 ⊃ . . . ⊃Mn = 0 . (3.14)
We have
N ∩Mi
N ∩Mi+1
∼= N ∩Mi +Mi+1
Mi+1
⊂ Mi
Mi+1
. (3.15)
Hence either the left-hand side is zero, or the left-hand side is simple. In the first case N ∩Mi ∼=
N ∩Mi+1, and in the second case N ∩Mi +Mi+1 =Mi. In any case we can delete the redundant
terms in the series M ∩ N = M0 ∩ N ⊃ M1 ∩ N ⊃ . . . ⊃ Mn ∩ N to get a composition series of
M ∩ N of length ≤ n. Suppose equality holds, then for all i we have N ∩Mi +Mi+1 = Mi, so
N ∩Mn = Mn implying Mn ⊂ N . And for n − 1 we see N ∩Mn−1 +Mn = Mn−1 and thus also
Mn−1 ⊂ N . Continuing the process we arrive at M0 ⊂ N , which contradicts the assumption that
N is a proper submodule. Hence any composition series of M gives rise to a shorter composition
series of N .
Lemma 3.4.7. Let M be a module with length l(M). If we have a chain of submodules M =M0 ⊃
M1 ⊃M2 ⊃ . . . ⊃Mr then r ≤ l(M).
Proof. We use induction on the length ofM . If l(M) = 0 then the statement is trivial. For l(M) = 1
we see thatM is simple. Hence any chain of submodules consists of one term. Now suppose l(M) ≥
1, then we use lemma 3.4.6 and the induction hypothesis to derive that r − 1 ≤ l(M1) ≤ l(M)− 1.
Hence r ≤ l(M)
Corollary 3.4.8. All composition series of M have the same length l(M).
Proof. By lemma 3.4.7 we see all chains have length smaller or equal l(M). But by the very
definition of the length of M , l(M) is the minimal length of a composition. Hence no composition
series can satisfy the strict inequality.
Theorem 3.4.9. A module M has a finite composition series if and only if it is Noetherian and
Artinian.
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Proof. Suppose M has length l(M) < ∞, then all chains have length less than l(M). This proves
that M is Noetherian and Artinian. Conversely, suppose M is Artinian and Noetherian. Then as
M is Noetherian, we can choose a maximal submodule M1. M1 itself is also Noetherian and hence
we find a proper maximal submodule M2. We now observe that M/M1 is simple, since else M1
would not be maximal. Similarly M1/M2 is simple. We continue the process to find a composition
series. This composition series is finite since M is assumed to be Artinian.
Corollary 3.4.10. If a superalgebra over a field k is finite-dimensional, it is Artinian and Noethe-
rian.
Proof. In any chain with proper inclusions, the dimension has to change at every step. Thus M
has a finite composition series.
3.5 Split superrings
In this section we discuss some superrings with a particular simple form. Because of their simplicity
they are an easy testing ground for several concepts that will be discussed later. The split superrings
admit a geometric intuition: they can be seen as the ring of functions of an ordinary variety in An
with some additional noncommutative structure.
Definition 3.5.1. We say a superring A has a split body if there is a morphism of superrings
σ : A¯ → A, such that σ(x) = x for all x ∈ A¯; in this definition A¯ is considered a superring with
trivial odd part.
Definition 3.5.1 can be rephrased by saying that the exact sequence 0 → JA → A → A¯ → 0
splits. We call the morphism σ the splitting morphism. From the definition it follows that a
superring A is a split superring if and only if A contains a commutative ring that is isomorphic to
A¯ and that maps surjectively to A¯ under the projection A→ A¯. Hence the following lemma follows
immediately.
Lemma 3.5.2. Let B be a commutative ring and let A be the superring given by A = B[θ1, . . . , θm]/I
where the θi are odd variables and where I is a Z2-graded ideal contained in JA. Then A has a split
body.
An example of a superring with a split body is given by the superring associated to the ‘super-
sphere’:
A =
k[X1, X2, X3|θ1, θ2, θ3]
(
∑3
i=1X
2
i ,
∑3
i=1Xiθi)
. (3.16)
An example of a superring that does not have a split body is given by
A =
k[X |θ1, θ2]
(X2 + θ1θ2)
, (3.17)
where the body is given by k[X ]/(X2).
Proposition 3.5.3. Let B be a superring and let A be the superring given by A = B[θ1, . . . , θm]/I
where the θi are odd variables and where I is a Z2-graded ideal contained in (θ1, . . . , θm). Then if
B has a split body then A has a split body.
Proof. Clearly, (θ1, . . . , θm) ⊂ JA and thus B¯ = A¯ and since B is a subalgebra containing B¯ as a
subalgebra.
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Proposition 3.5.4. Let A be a superring with a split body and splitting morphism σ : A¯→ A and
suppose f : A→ B is a surjective morphism of superrings with kernel I and denote I¯ the image of
I in A¯. If σ(I¯) ⊂ I, then B has a split body.
Proof. We have an induced surjective ring morphism f¯ : A¯ → B¯ with kernel I¯. For b¯ ∈ B¯ we
can find a¯ with f¯(a¯) = b¯. We define τ(b¯) = f ◦ σ(a¯); then τ(b¯) is independent of the choice of
a¯ since σ(I¯) ⊂ I. Furthermore τ(b¯) = f ◦ σ(a¯) = f¯σ(a¯) = f¯(a¯) = b¯ and hence τ is a splitting
morphism.
3.6 Grassmann envelopes
Given a super vector space V over k and a superalgebra A over k, we can consider V (A) = V ⊗kA.
Then V (A) is an A-module, and although we will define free modules not until section 3.7, it is
not too hard to see that V (A) is a free A-module. One calls V (A) the Grassmann envelope of the
first kind. The even part of V (A) is an A0¯-module and is called the Grassmann envelope of the
second kind. These two constructions play an important role in the theory of Lie superalgebras
associated to algebraic supergroups in chapter 8. The name Grassmann envelop was dubbed by
Felix Berezin [9], one of the pioneers in the area of super mathematics.
If V is a Lie superalgebra, then V ⊗A is also a Lie superalgebra and (V ⊗A)0¯ is a Lie algebra with
an A0¯-module structure. Later, in subsection 8.6.4 we loosen up the definition of Lie algebra to be
a module over a commutative ring R together with a Lie bracket [, ], satisfying the usual conditions
of being R-linear, [x, x] = 0 and the Jacobi identity. Then we can say that A 7→ (V ⊗ A)0¯ is a
functor from the category of superalgebras to the category of Lie algebras.
Let C be some category that admits a faithful embedding into the category of super vector
spaces. We take a heuristic approach and use the liberty to specify a posteriori what further
properties we require C to have. To a super vector space V we associate a functor TV : sAlg → C
as follows: On the objects we put TV : A 7→ (V ⊗ A)0¯; we thus need that C is such that it allows
that the objects (V ⊗A)0¯ are A0¯-modules in a functorial way. On morphisms φ : A→ B the functor
TV acts on the second factor; TV (φ) : v ⊗ a 7→ v ⊗ φ(a). We write TV ⊗ TW for the functor that
maps A to (V ⊗k A)0¯ ⊗A0¯ (W ⊗k A)0¯ and a morphism f : A→ B is mapped to the morphism that
sends v ⊗ a⊗A0¯ w ⊗ a′ to v ⊗ f(a)⊗A0¯ w ⊗ f(a′). Note that TV⊗W 6= TV ⊗ TW . We remark that
there is an important difference between ⊗A0¯ and ⊗A. So is θ⊗A θ = 0 but θ ⊗A0¯ θ 6= 0 in general
for odd θ ∈ A. The definition of⊗i∈I TVi is immediate for finite sets I. If V is a Lie superalgebra,
the objects (V ⊗A)0¯ are Lie algebras in a natural way and hence we can take C to be the category
LieAlg of Lie algebras, as described above. The following result is due to Deligne and Morgan [6]:
Proposition 3.6.1.
(a) There is a one-to-one correspondence between the natural transformations
⊗
i∈I TVi → TW
and super vector space morphisms f :
⊗
i∈I Vi →W .
(b) If all objects TV (A) are functorially Lie algebras over A0¯, then the vector space V is a Lie
superalgebra.
Proof. (a) We first do the proof for I = {1}. We use the functoriality and apply the functors to
A = k and A′ = k[θ] to get maps V0¯ → W0¯ and V1¯ → W1¯. Let f : V → W be the map defined in
this way. Consider now a general superalgebra A and consider the element v ⊗ a ∈ (V ⊗ A)0¯. If
a is even, we can use the A0¯-linearity to obtain v ⊗ a = v ⊗ 1 · a 7→ f(v) ⊗ a, and if a is odd we
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consider the morphism k[θ]→ A given by θ 7→ a.
TV (k[θ]) - TW (k[θ])
TV (A)
?
- TW (A)
?
. (3.18)
Since TV → TW is a natural transformation, the diagram (3.18) we obtain v⊗θ 7→ v⊗a 7→ f(v)⊗a.
So indeed the natural transformation agrees with the given map f . On the other hand, a morphism
f of super vector spaces induces exactly the same natural transformation.
For more general index sets I the proof is rather similar. Let us first do existence and uniqueness.
Write the natural transformation as ϕ(A) for each superalgebra A. If we choose A = k, we get a
map f :
⊗
i∈I Vi,0¯ → W0¯. To specify a map on the tensor product of Vi,0¯ for i /∈ J and Vi,1¯ for
i ∈ J for some subset J ⊂ I we use A = k[(θj)j∈J ]. We take vi ∈ Vi,0¯ for i /∈ J and vi ∈ Vi,1¯ for
i ∈ J , we write wi = vi for i /∈ I and wi = viθi for i ∈ J and determine f from
ϕ(k[(θj)j∈J ])(⊗iwi) = (−1)N(N−1)/2f(⊗vi)Πi∈Jθi , where N = #J . (3.19)
The expression (3.19) is dictated by the fact that under the morphism θi → 0 the left-hand side
vanishes, hence also the right-hand side. Therefore the right-hand side is a product of the θi with
i ∈ J . Since the expression (3.19) fixes f , the morphism f is unique and furthermore, given ϕ
we define f in this way. Let now f be defined in this way and consider a general superalgebra
A. We have a similar commutative diagram as in part (a). Given an element ⊗wi, where wi is in
V0¯ ⊗A0¯ for i /∈ J for a subset J ⊂ I and wi ∈ V1¯ ⊗A1¯ for i ∈ J , we can use A0¯-linearity to choose
wi = vi⊗1 ∼= vi with vi ∈ V0¯ in the first case. For the second case we write wi = vi⊗ai and choose
the morphism k[(θj)j∈J ] → A given by θj → aj . The same commutative diagram as for the case
I = {1} concludes the proof of the general case.
(b) The rules that determine the Lie algebra structure are given by maps of the form treated in (a)
satisfying the axioms of a Lie superalgebra.
In fact, Deligne and Morgan proved the theorem for a more general case. However, stating the
theorem in the general case is a rather difficult task; in fact, to state the theorem is more difficult
than to prove it. We therefore refer the reader to [6].
3.7 Free modules and supermatrices
We consider a fixed superring A. A free A-module can be characterized as usual by a universal
property: Let S be a set that is a disjoint union of two sets S0¯ and S1¯; S = S0¯∪S1¯ and S0¯∩S1¯ = 0.
A free A-module on S is an A-module FS together with a map u : S → FS with u(Si) ⊂ (FS)i for
i = 0¯, 1¯ such that if M is any A-module and f : S →M is a map of S to M such that f(Si) ⊂Mi,
then there is a unique morphism of A-modules v : FS → M with f = v ◦ u. From the universal
property it follows that FS is unique up to isomorphism. The construction of FS is as follows: for
each x ∈ S0¯ we take a copy of A and put u(x) to be the unit element in A, for y ∈ S1¯ we take a
copy of ΠA and map y to 1 ∈ ΠA. We thus have FS = (
⊕
x∈S0¯
A) ⊕ (⊕y∈S1¯ ΠA) and u(x) = 1 in
the corresponding factor of A or ΠA; then FS has the required universal property. We are mainly
interested in the case that S is a finite set.
If |S0¯| = p and |S1¯| = q we write FS = Ap|q for the free A-module on S. Thus Ap|q =
(
⊕p
i=1 A)⊕ (
⊕q
j=1 ΠA). We call p|q the rank of the module Ap|q. If S is not finite, we say that the
free module on S has infinite rank. By the following lemma the definition of rank makes sense:
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Lemma 3.7.1. The rank of a free A-module on a finite set is well-defined; that is, if Ap|q ∼= Ar|s,
then p = q and r = s.
Proof. Let K = A/m for some maximal ideal m. Then it is easy to see that p|q is the dimension of
the super vector space Ap|q ⊗A K ∼= Kp|q. Thus Kp|q ∼= Kr|s, but then Kp ∼= Kr and Kq ∼= Ks as
vector spaces, from which the lemma follows.
Lemma 3.7.2. If M is a free A-module of rank p|q, then M is a free A¯-module of rank p+ q.
Proof. Follows from the isomorphisms A ⊗A A¯ ∼= A¯ and ΠA ⊗A A¯ ∼= A¯, which are isomorphism of
A¯-modules since A¯-modules don’t have a definite parity. We thus have Ap|q ⊗A A¯ ∼=
⊕p+q
i=1 A¯.
For the rest of this section we assume that A is a superalgebra over k. The goal below is to
define supermatrices with entries in A. We consider maps from Ap|q to Ar|s that preserve sums
and commute with the right action of A: ϕ(ma) = ϕ(m)a for all m ∈ Ap|q. The set of all such
maps we denote HomA(A
p|q, Ar|s). We call an element of HomA(A
p|q, Ar|s) even if it preserves the
Z2-grading and odd if it reverses the Z2-grading. It is easy to see that then HomA(A
p|q , Ar|s) is a
Z2-graded abelian group.
Since Ap|q ∼= kp|q ⊗k A, any morphism F ∈ HomA(Ap|q, Ar|s) should be an A-linear sum of
(r + s) × (p + q)-matrices with entries in k. For convenience we write M = Ap|q and N = Ar|s.
Assume m1, . . . ,mp+q are generators for M and n1, . . . , nr+s are generators for N . We can always
arrange the generators in the standard way, by which we mean that m1, . . . ,mp are even and
mp+1, . . . ,mp+q are odd. (We thus also arrange that n1, . . . , nr are even and nr+1, . . . , nr+s are
odd.)
Given any A-linear map F ∈ HomA(M,N) we define an (r + s) × (p + q)-matrix (Fij) with
entries in A by F (mi) =
∑
j njFji. Let L = A
u|v be another free A-module with standard basis
l1, . . . , lu+v and let G : N → L be an element of HomA(N,L) that can be represented by a
(u + v) × (r + s)-matrix with entries in A given by G(nj) =
∑
k lkGkj . It is not too hard to see
that then (G ◦ F )(mi) =
∑
k,j lkGkjFji so that (G ◦ F )ki =
∑
j GkjFji. Note that it is crucial in
this definition that F and G commute with the right action of A. We can decompose the matrix
(Fij) in block-form as
F =
(
F00 F01
F10 F11
)
, (3.20)
where F00 is of size r×p, F01 is of size r×q, F10 is of size s×p and F11 is of size s×q. In the sequel,
when we decompose a matrix into block matrices, we always mean the block-form as in (3.20). If
the map F is even, then the entries of F00 and F11 are even elements of A, whereas the entries of
F01 and F10 are odd elements of A. When F is an odd homomorphism, then all entries have the
opposite parity.
We now focus on the case where M = N . We denote Matp|q(A) the set of (p + q) × (p + q)-
matrices with entries in A. From the above discussion there is a one-to-one correspondence between
HomA(M,M) and Matp|q(A). We make Matp|q(A) into a Z2-graded abelian group by saying that
a matrix (Fij) is even (resp. odd) when it is even (resp. odd) as an element of HomA(M,M). We
make Matp|q(A) into an A-module by defining for a ∈ A the action (Fij)a = ((F ◦ a)ij), where a is
identified with the morphism m 7→ am. On the basis elements mi we have
(Fa)(mi) = F (mi)a(−1)|mi||a| =
∑
j
mjFjia(−1)|mi||a| . (3.21)
We see that (Fji)a is given by the matrix with entries Fjia(−1)|i||a|, where we used the short-hand
|i| = |mi|, which we also use below. Using the law of matrix multiplication (FG)ij =
∑
k FikGkj
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we make Matp|q(A) into an associative, unital, noncommutative A-superalgebra. We denote the
unit matrix by 1.
Let X ∈ Matp|q(A), then X¯ is the matrix obtained by applying the projection to the body on
each entry: in components (X¯)ij = (Xij). Suppose that X is such that X¯ = 0, then for each entry
Xij there is an integer nij such that X
nij
ij = 0. Thus X
N = 0, where N =
∑
ij nij . From this
observation the proof of the following lemma is easy.
Lemma 3.7.3. A matrix X ∈ Matp|q(A) is invertible if and only if X¯ is invertible. If X is even
and of the form
X =
(
A B
C D
)
, (3.22)
then X is invertible if and only if A and D are invertible, that is, if and only if detA and detD are
invertible in A0¯.
Proof. If X is invertible, there is a matrix Y with XY = Y X = 1, applying the body projection
on both sides, we see X¯ is invertible. If X¯ is invertible, there is Y ∈ Matp|q(A) with XY − 1 =
Y X − 1 = 0. Hence we have Y X = 1 − N andXY = 1 − N ′, where N and N ′ are nilpotent
matrices, so that 1 − N and 1 − N ′ are invertible. Thus X has a left- and a right inverse. Since
Matp|q(A) is associative, the left- and right inverse coincide.
If X is even and of the form as stated, it follows that when X¯ is invertible, then so are A¯ and
D¯. Using the same argument, we see that also A and D are invertible. Since A and D only contain
even elements, we can apply the determinant rule.
Definition 3.7.4. We define the supertrace str of a supermatrix by
str
(
A B
C D
)
= trA− trD . (3.23)
Definition 3.7.5. We define the supertranspose XST of a supermatrix X as follows. For even
supermatrices we define the supertranspose by
(
A B
C D
)ST
=
(
AT −CT
BT DT
)
, (3.24)
and for odd supermatrices we define the supertranspose by
(
A B
C D
)ST
=
(
AT CT
−BT DT
)
, (3.25)
where the superscript T denotes the ordinary transpose.
Definition 3.7.5 is compatible with the earlier definition we gave of the supertranspose in equation
(2.12). We observe that if x and y are p×q- and q×r-matrices respectively with only odd elements as
entries, then (xy)T = −yTxT . Using this observation and the definitions, the proof of the following
lemma can be done by a straightforward calculation:
Lemma 3.7.6. Let X and Y be two matrices in Matp|q(A) for some superring A. Then str(XY ) =
(−1)|X||Y |str(Y X), (XY )ST = (−1)|X||Y |Y STXST and strXST = strX.
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We give A ⊗k Matp|q(k) a superalgebra structure in the usual way: if a, b ∈ A and X,Y ∈
Matp|q(k) then a⊗X · b⊗Y = (−1)|X||b|ab⊗XY . We now give an explicit isomorphism of algebras
A⊗kMatp|q(k)→ Matp|q(A). This isomorphism explains why some sign changes can appear when
one passes from A⊗kMatp|q(k) to Matp|q(A). Some authors wave this sign change away and simply
redefine - for example - the notion of supertransposition. We denote Eij the matrix in Matp|q(k)
that has a 1 on the (i, j)th place and is zero elsewhere. We have |Eij | = |i|+ |j|. We write δij for
the Kronecker delta.
Lemma 3.7.7. Let A be a superalgebra over k. The k-linear map ϕ : A⊗Matp|q(k)→ Matp|q(A)
that sends a ⊗k Eij to the matrix with entries (ϕ(a ⊗k Eij))mn = (−1)|i||a|aδimδjn is an algebra
isomorphism.
Proof. By definition, the map sends sums to sums so we have to check that ϕ preserves products.
We have
a⊗k Eij · b⊗k Ekl = (−1)(|i|+|j|)|b|ab⊗ δjkEil , (3.26)
and applying ϕ we obtain a matrix with (m,n)-entry
(−1)|a||i|+|b||j|(abδjk)δimδln . (3.27)
On the other hand∑
p
(ϕ(a⊗k Eij))mp(ϕ(b ⊗k Ekl))pn =
∑
p
(−1)|a||m|+|b||p|abδimδjpδkpδln
= (−1)|a||i|+|b||j|abδimδjkδln .
(3.28)
Clearly, the map ϕ is surjective and injective.
We define the functor GLp|q from the category of superrings sRng to the category of groups Grp
as follows: to each superring A we assign the group of invertible even elements of Matp|q(A) and to
each morphism of superrings f : A→ B we assign the map that sends a matrix (Xij) ∈ GLp|q(A) to
the matrix (f(Xij)) ∈ GLp|q(B) - that is, it works on each matrix entry. Since an algebra morphism
maps invertible elements to invertible elements, the matrix (f(Xij)) ∈ GLp|q(B) is indeed invertible
by lemma 3.7.3.
Definition 3.7.8. For an invertible even supermatrix X we define the superdeterminant BerX by
the formula
Ber
(
A B
C D
)
=
det(A−BD−1C)
detD
. (3.29)
The notation is in honor of Berezin and therefore the superdeterminant is often called the
Berezinian.
It is easy to see that BerXST = BerX . The following lemma is proved in [9, 11]:
Lemma 3.7.9. For two elements X and Y of GLp|q(A) we have Ber (XY ) = BerX BerY .
The lemma states that we have a natural transformation GLp|q → GL1|0.
Chapter 4
Primes and primaries
In this chapter we study the notion of a prime ideal more profoundly. We define primary ideals and
consider primary decompositions.
4.1 Properties of prime ideals
Definition 4.1.1. Let A be a superring. We call an ideal p of A a prime ideal if p is properly
contained in A and pq ∈ p implies that p ∈ p or q ∈ p.
Due to the defining property, a prime ideal is always Z2-graded; if p ∈ p then p1¯ ∈ p since
(p1¯)
2 = 0 ∈ p. Hence all prime ideals of A contain JA. In order to check that an ideal is prime, we
only need to check the definition 4.1.1 for the homogeneous elements by the following lemma.
Lemma 4.1.2. Let A be a superring and p be a properly contained ideal of A. Then for p to
be prime it is necessary and sufficient that for all homogeneous elements p, q ∈ A it follows from
pq ∈ A that p ∈ p or q ∈ p.
Proof. The necessity is clear. To proof the sufficiency, let p, q be arbitrary elements of A with
pq ∈ p. Since p1¯ and q1¯ square to zero and 0 ∈ p, we must have p1¯ ∈ p and q1¯ ∈ p. Hence p0¯q0¯ ∈ p
and thus p0¯ ∈ p or q0¯ ∈ p. Therefore we conclude p ∈ A or q ∈ A.
We can equivalently define a prime ideal as an ideal p of A such that A/p is an integral domain
with 0 6= 1. It follows that A is a super domain if and only if Nilrad(A) is a prime ideal.
Proposition 4.1.3. Let a1, . . . , ar be a set of Z2-graded ideals in a superring A. If p is a prime
ideal of A that contains the product a1 · · · ar, then p contains at least one of the ai.
Proof. By induction it is sufficient to consider the case r = 2. If p does not contain a1, consider a
homogeneous element a ∈ a1 that does not lie in p. Then for each a′ ∈ a2 the element aa′ lies in p
hence a′ ∈ p and thus a2 ⊂ p.
A slight variation of proposition 4.1.3 involving the intersection instead of the product is given
in the following lemma.
Lemma 4.1.4. Let a1, . . . , an be ideals and let p be a prime ideal such that p = ∩iai. Then p = ai
for some i.
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Proof. Suppose p + ai for all i. Then there are homogeneous xi ∈ ai such that xi 6= p for all i. But∏
i xi lies in the intersection and thus in p; then one of the xi should have been in p already. Thus
we obtain a contradiction. Hence p contains at least one of the ai, say p ⊃ a1. Since p = ∩iai we
have furthermore that p ⊂ ai for all i, hence a1 ⊂ p ⊂ a1.
Proposition 4.1.5. Suppose A is a superring and m is a maximal ideal of A. If for some integer
n ≥ 1 there is a prime ideal p of A that contains mr, then p = m.
Proof. We apply proposition 4.1.3 to the product ai = m
i and deduce that m ⊂ p. Since m is
maximal, we cannot have a proper inclusion and thus p = m.
Lemma 4.1.6. Let A and B be superrings and f : A → B a morphism of superrings. If p is a
prime ideal in B, then the inverse image f−1(p) is a prime ideal of B.
Proof. We give two proofs, as the result is of great importance. (i): If p, q are elements such that
f(q) /∈ p and f(pq) ∈ p then f(p) ∈ p and thus p ∈ f−1(p). (ii): It is clear that f−1(p) is a
Z2-graded ideal in A and that the induced morphism A/f
−1(p) → B/p is injective. Since B/p is
an integral domain and A/f−1(p) is isomorphic to a subring of B/p, it is an integral domain as
well.
Lemma 4.1.7. Let A be a superring and a a Z2-graded ideal in A. Then there is a one-to-one
correspondence between the prime ideals in A that contain a and the prime ideals in A/a. This
correspondence preserves inclusions and hence there is a one-to-one correspondence between the
maximal ideals in A that contain a and the maximal ideals in A/a.
Proof. Suppose p is a prime ideal in A that contains a. Since the projection π : A → A/a is
surjective, one easily checks that π(p) is a prime ideal in A/a. The ideal π−1(π(p)) is a prime ideal
by lemma 4.1.6. Suppose x ∈ π−1(π(p)), then π(x) = π(y) for some y ∈ p. Hence x − y ∈ a ⊂ p
and therefore x ∈ p. It follows that p = π−1(π(p).
Conversely, suppose b is a prime ideal in A/a. Then by lemma 4.1.6 π−1(b) is a prime ideal in A
and clearly it contains a. Furthermore, we have π(π−1(b)) = b, so that the correspondence holds.
Clearly, if p ⊂ p′ are two prime ideals in A, then π(p) ⊂ π(p′). Thus the correspondence
preserves inclusions.
An immediate application to the ideal generated by the odd elements gives:
Lemma 4.1.8. Let A be superring, then there is a one-to-one correspondence between the prime
ideals in A and the prime ideals in A/JA. This correspondence is inclusion preserving and thus
there is a one-to-one correspondence between the maximal ideals in A and the maximal ideals in
A/JA.
Proof. We set a = JA in lemma 4.1.7 and note that all prime ideals contain JA.
Lemma 4.1.9. Let A be a superring. Then (1) any prime ideal p is of the form p = p0¯ ⊕ A1¯,
where p0¯ is a prime ideal of the commutative ring A0¯, and (2) any maximal ideal m is of the form
m = m0¯ ⊕A1¯, where m0¯ is a maximal ideal of the commutative ring A0¯.
Proof. It is clear that A1¯ is contained in any prime (resp. maximal) ideal. For any ideal p of A
containing A1¯, p0¯ is an ideal in A0¯ containing JA ∩A0¯ = (A1¯)2 and
A/p ∼= A0¯/p0¯ . (4.1)
Thus if p is a prime (resp. maximal) ideal of A, then p0¯ is a prime (resp. maximal) ideal of A0¯.
Conversely, if p0¯ is a prime (resp. maximal) ideal of A0¯, then p0¯ ⊕ A1¯ is a prime (resp. maximal)
ideal of A.
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Corollary 4.1.10. Let A be a superring, then the intersection of all prime ideals is the nilradical
of A.
Proof. If a ∈ Nilrad(A), then a lies in every prime ideal. Conversely, let I be the intersection of
the prime ideals in A, then I¯ = Imod JA is the intersection of all prime ideals of A. Thus if a lies
in I, then a¯ lies in I¯ and there exists an integer n such that a¯n = 0, and thus an ∈ JA. But then
an is nilpotent, hence a is nilpotent.
Corollary 4.1.11. Let A be a superring and M an A-module with finite length l(M). Then M has
length l(M) as an A0¯-module.
Proof. Let M = M0 ⊃ M1 ⊃ . . . ⊃ Mn with n = l(M) be a decomposition series of M as an
A-module. We know that all decomposition series of an A0¯-module with finite length have the
same length - this is the commutative counterpart of corollary 3.4.8. Dropping the Z2-parity, we
have
Mi/Mi+1 ∼= A/m ∼= A0¯/m0¯ , (4.2)
for some maximal ideal m = m0¯⊕A1¯ in A. By lemma 4.1.9 m0¯ is a maximal ideal in A0¯ and hence
the series (4.2) is also a composition series of M as an A0¯-module. Thus, M has finite length as an
A0¯-module and the length is n = l(M).
Definition 4.1.12. Let A be a superring and I a Z2-graded ideal in A. The radical of I is the
ideal
√
I defined by the set of all elements r ∈ A such that rn ∈ I for some positive integer n.
Suppose r ∈ √I, then r = r0¯ + r1¯ and rn = rn0¯ + nrn−10¯ r1¯. Thus if I is Z2-graded, then rn0¯ ∈ I.
Hence r0¯ ∈
√
I, so that also r1¯ ∈
√
I. We therefore conclude that the radical ideal of a Z2-graded
ideal is Z2-graded. By lemma 4.1.7 we can equivalently characterize the radical of a Z2-graded
ideal I as follows: a ∈ √I if and only if amod I ∈ Nilrad(A/I).
Using corollary 4.1.10 and we obtain
Lemma 4.1.13. Let I be a Z2-graded ideal in a superring A. Then the radical of I is the intersection
of all prime ideals in A containing I.
Proof. The nilradical of A/I is given by the intersection of all prime ideals in A/I. The preimage
of the nilradical of A/I under the projection A → A/I is precisely √I and the preimages of the
prime ideals in A/I are by lemma 4.1.7 the prime ideals in A that contain I. Thus the radical of I
is the intersection of the prime ideals containing I.
Let X and Y be algebraic sets in An for some n and suppose X is described by a finite set of
polynomial equations fi = 0 and Y by a finite set of polynomial equations gj = 0. Let I be the
reduced ideal describing X and let J be the reduced ideal describing Y ; I =
√
(fi) and J =
√
(gj).
The union X ∪ Y is on the one hand defined by I ∩ J and on the other hand by the equations figj,
that is, by IJ . One is thus lead to conclude that at least over an algebraically closed field we have√
IJ =
√
I ∩ J . However, we can prove this in general and even for superrings:
Lemma 4.1.14. Let I, J be ideals in any superring A. Then
√
IJ =
√
I ∩ J .
Proof. Since IJ ⊂ I ∩ J , any prime ideal containing I ∩ J also contains IJ . Let p be any prime
ideal containing IJ . Suppose p does not contain I ∩ J , then there is an x lying both in I and in J
but not in p. Then x2 ∈ IJ and thus x2 ∈ p, so we conclude x ∈ p. Thus we obtain a contradiction.
Hence if a prime ideal contains IJ it also contains I∩J . Thus the sets A = {p|p ⊃ IJ , p prime} and
B = {p|p ⊃ I ∩ J , p prime} are equal and hence also the intersection over the elements of A equals
the intersection over the elements of B. By lemma 4.1.13 it then follows that
√
IJ =
√
I ∩ J .
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One also uses the term radical ideal for an ideal I satisfying
√
I = I. It follows directly from
the definition of prime ideals that they are radical, although one is also lead to this conclusion by
lemma 4.1.13 as any prime ideal contains itself.
Lemma 4.1.15. Let A be a superring and let I be the intersection ∩m max. idealsm of all maximal
ideals of A. Then x ∈ I if and only if for all a ∈ A the element 1− ax is invertible.
Proof. If x ∈ I and if 1− ax is not invertible, then 1− (ax)0¯ is not invertible. The Z2-graded ideal
(1− (ax)0¯) is properly contained in A and thus is contained in some maximal ideal m, meaning that
there is m ∈ m such that 1 − (ax)0¯ = m, but then 1 ∈ m since (ax)0¯ ∈ m. Conversely, if 1 − ax is
invertible for all a ∈ A and m is a maximal ideal not containing x, then m does not contain x0¯. The
Z2-graded ideal (m, x0¯) equals A, implying that there is a ∈ A and m ∈ m such that 1 = ax0¯ +m.
But as x1¯ ∈ m we see there exists a ∈ A such that 1 = ax+m for some m ∈ m, and thus 1−ax = m.
The latter identity implies that m is invertible and thus m = A, which is a contradiction.
The ideal I = ∩m max. idealsm is called the Jacobson radical of A. Since each nilpotent of A
is contained in any maximal ideal, the Jacobson radical contains all nilpotents. If M is a simple
A-module, then M must be isomorphic to A/m or ΠA/m for some maximal ideal m. Hence the
Jacobson radical annihilates any simple module. Conversely, if I is an ideal such that I annihilates
any simple module, then I is contained in the Jacobson radical. The Jacobson radical is the largest
ideal that annihilates any simple module. One calls an ideal that annihilates a simple module a
primitive ideal. It is easy to see that all primitive ideals are Z2-graded. We conclude that the
Jacobson radical is the intersection of all primitive ideals.
Definition 4.1.16. Let A be a superring. We call a prime ideal p of A minimal if for any prime
ideal q of A the inclusion q ⊂ p implies q = p.
Let a be any Z2-graded ideal in A. Then we say that a prime ideal p is minimal over a if p
contains a and for any prime ideal q the inclusion a ⊂ q ⊂ p implies p = q. Equivalently, a prime
ideal p is minimal over a if and only if the image of p in A/a is a minimal prime. Thus a minimal
prime is a prime ideal minimal over the zero ideal. If a prime ideal q contains a, we also say that q
lies over a.
Lemma 4.1.17. Let A be a superring. A prime ideal p of A is minimal if and only if the prime
ideal p¯ of A¯ is minimal.
Proof. Follows from lemma 4.1.8 as the correspondence between the prime ideals of A and the prime
ideals of A¯ preserves inclusions.
Proposition 4.1.18. Let A be a Noetherian superring and a an ideal in A, then there are only
finitely many prime ideals over a.
Proof. Suppose the statement fails. Consider the set S of ideals b for which there are not finitely
many minimal prime ideals over b and suppose S 6= ∅. Since A is Noetherian, there is a maximal
element b in S. Clearly, b cannot be prime, since then there is only one minimal prime over b,
namely b itself. Hence there are f, g ∈ A − b with fg ∈ b. The ideals b + (g) and b + (f) both
properly contain b and are not equal to A, since b is contained in some maximal ideal m, and thus
f ∈ m or g ∈ m. If p is a prime ideal over b, then it contains f or g, say f ; then p is a prime ideal
over b+ (f). Therefore p is a minimal prime over b if and only if it is a minimal prime over b+ (g)
or b + (f). But there are finitely many minimal primes over b + (f) and b + (g), and then also
finitely many minimal primes over b. But that is a contradiction.
We immediately obtain by taking a = 0:
