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1. Introduction
In this section, we shall introduce the concepts of totally isotropic subspaces in singular classical
spaces, and then introduce our main result. Notation and terminology will be adopted from Wan’s
book [10]. We always assume that
Kl =
⎛
⎝ 0 I(ν)−I(ν) 0
0(l)
⎞
⎠ , H0;l =
⎛
⎝ 0 I(ν)I(ν) 0
0(l)
⎞
⎠ , H1;l =
⎛
⎜⎜⎝
0 I(ν)
I(ν) 0
1
0(l)
⎞
⎟⎟⎠ .
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Let Fq be a ﬁnite ﬁeld with q elements, and let E denote the subspace of F
2ν+δ+l
q generated by
e2ν+δ+1, e2ν+δ+2, . . . , e2ν+δ+l , where ei is the row vector in F
2ν+δ+l
q whose ith coordinate is 1 and all
other coordinates are 0.
The singular symplectic group of degree 2ν + l over Fq, denoted by Sp2ν+l,2ν(Fq), consists of all (2ν +
l) × (2ν + l) nonsingular matrices T over Fq satisfying TKlTT = Kl . The row vector space F2ν+lq together
with the rightmultiplication action of Sp2ν+l,2ν(Fq) is called the (2ν + l)-dimensional singular symplec-
tic space over Fq. Anm-dimensional subspace P in the (2ν + l)-dimensional singular symplectic space
is said to be of type (m, s, k), if PKlP
T is of rank 2s and dim(P ∩ E) = k. In particular, subspaces of type
(ν, 0, 0) are calledmaximal totally isotropic subspaces.
Let q = q2
0
, where q0 is a power of a prime. Then Fq has an involutive automorphism a → a¯ = aq0 .
The singular unitary group of degree 2ν + δ + l over Fq, denoted by U2ν+δ+l,2ν+δ(Fq), consists of all
(2ν + δ + l) × (2ν + δ + l) nonsingular matrices T over Fq satisfying THδ;lTT = Hδ;l , where δ = 0 or 1.
The row vector space F2ν+δ+lq together with the right multiplication action of U2ν+δ+l,2ν+δ(Fq) is called
the (2ν + δ + l)-dimensional singular unitary space over Fq. Anm-dimensional subspace P in the (2ν +
δ + l)-dimensional unitary space is said to be of type (m, r, k), if PHδ;lPT is of rank r and dim(P ∩ E) = k.
In particular, subspaces of type (ν, 0, 0) are calledmaximal totally isotropic subspaces.
Denote byK2ν+δ+l the set of all (2ν + δ + l) × (2ν + δ + l) alternate matrices over Fq, where δ =
0, 1 or 2. Two (2ν + δ + l) × (2ν + δ + l)matrices A and B overFq are said to be congruentmodK2ν+δ+l ,
denoted by A ≡ B (modK2ν+δ+l), if A − B ∈K2ν+δ+l . Clearly, ≡ is an equivalence relation on the set
of all (2ν + δ + l) × (2ν + δ + l)matrices. Let [A] denote the equivalence class containing A. Twomatrix
classes [A] and [B] are said to be cogredient if there is a nonsingular (2ν + δ + l) × (2ν + δ + l) matrix Q
over Fq such that [QAQT] ≡ [B]. For q is odd, let
S2s+δ,;l =
⎛
⎜⎜⎝
0 I(s)
I(s) 0

0(l)
⎞
⎟⎟⎠ , where  =
⎧⎨
⎩
∅, if δ = 0,
(1) or (z), if δ = 1,
diag(1,−z), if δ = 2,
where z is a ﬁxed non-square element of Fq. For q is even, let
S2s+δ,;l =
⎛
⎜⎜⎝
0 I(s)
0

0(l)
⎞
⎟⎟⎠ , where  =
⎧⎪⎪⎨
⎪⎪⎩
∅, if δ = 0,
(1), if δ = 1,(
α 1
α
)
, if δ = 2,
where α is a ﬁxed element of Fq such that α /∈ {x2 + x|x ∈ Fq}. The singular orthogonal group of de-
gree 2ν + δ + l over Fq with respect to S2ν+δ,;l , denoted by O2ν+δ+l,2ν+δ(Fq), consists of all (2ν + δ +
l) × (2ν + δ + l) nonsingular matrices T over Fq satisfying [TS2ν+δ,;lTT] ≡ [S2ν+δ,;l]. The row vector
space F2ν+δ+lq together with the right multiplication action of O2ν+δ+l,2ν+δ(Fq) is called the (2ν + δ +
l)-dimensional singular orthogonal space over Fq. An m-dimensional subspace P in the (2ν + δ + l)-
dimensional orthogonal space is a subspace of type (m, 2s + γ , s,, k) if PS2ν+δ,;lPT is cogredient to
diag(S2s+γ ,;0, 0(m−2s−γ )) and dim(P ∩ E) = k. In particular, subspaces of type (ν, 0, 0, 0, 0) are called
maximal totally isotropic subspaces.
LetF2ν+δ+lq beoneof the (2ν + δ + l)-dimensional singular classical spaces and letG2ν+δ+l,2ν+δ be the
corresponding singular classical group of degree 2ν + δ + l. If l = 0,F2ν+δ+lq is the (2ν + δ)-dimensional
classical space and G2ν+δ+l,2ν+δ is the corresponding classical group of degree 2ν + δ. Clearly, each
singular classical group G2ν+δ+l,2ν+δ is transitive on the set of all subspaces of the same type in F
2ν+δ+l
q .
Dual polar graphs form a family of well-known distance-regular graphs (see [2]). Applying the
matrix method, Wan et al. [9] computed the parameters of dual polar graphs. As a generalization of
dual polar graphs, Rieck [8] constructed association schemes by the subspaces of a given dimension in
a ﬁnite classical polar space. His construction stimulates us to consider the construction of association
schemes in a singular classical polar space.
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As a generalization of dual polar graphs, we obtain the following results:
Theorem 1.1. Let X be the set of all themaximal totally isotropic subspaces ofF2ν+δ+lq . For any two elements
of X
P = ( 2ν+δ lP′ P′′ ), Q = ( 2ν+δ lQ ′ Q ′′ ),
deﬁne
R(i,j−i) = {(P,Q )|dim(P′ ∩ Q ′) = ν − i, dim(P ∩ Q ) = ν − j},
where0 i  ν, 0 j − i min{ν − i, j, l}. Thenwe obtain a family of symmetric association schemewith
parameters d, v and n(i,j−i) given by (1), (2) and (3), respectively; intersection numbers p
(i,j−i)
(s,t−s),(u,v−u)’s given
by (9) and (10).
2. Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1 and compute all the parameters of the association
scheme. For general theory of association schemes, the readers may consult [1].
Lemma 2.1. The construction in Theorem 1.1 yields a symmetric association scheme.
Proof. For any (U,V) ∈ R(i,j−i), U and V have the matrix representations of the forms
U =
⎛
⎝
2ν+δ l
U11 U12
U21 U22
U31 U32
⎞
⎠ i
j−i
ν−j
and V =
⎛
⎝
2ν+δ l
V11 V12
U21 V22
U31 U32
⎞
⎠ i
j−i
ν−j
where rank(U22 − V22) = j − i. So U + V is a subspace with a matrix representation of the form⎛
⎜⎜⎜⎜⎝
U11 U12
U21 U22
U31 U32
0 V22 − U22
V11 V12
⎞
⎟⎟⎟⎟⎠ .
Similarly, for any (P,Q ) ∈ R(i,j−i), P + Q is also a subspace with the matrix representation just like
that of U + V . Since G2ν+δ+l,2ν+δ is transitive on the set of all subspaces of the same type in F2ν+δ+lq ,
there exists T ∈ G2ν+δ+l,2ν+δ such that (P + Q )T = U + V . It follows that UT = P and VT = Q . Hence the
construction in Theorem 1.1 yields a symmetric association scheme. 
By the definition of R(i,j−i) we have that 0 i  ν, 0 ν − i − (ν − j) ν − i and 0 ν + j − (ν +
i) l. It follows that 0 j − i min{ν − i, j, l}; and so there are
d = −1 +
ν∑
i=0
(1 + min{ν − i, l}) (1)
classes in the association scheme.
By [9, Theorems 3.24, 5.25, 6.30, 7.32],
v = |X| = qνl
⎧⎪⎨
⎪⎩
∏ν−1
i=0 (q
ν−i + 1), the singular symplectic case,∏ν−1
i=0 (q
ν−i+δ−1/2 + 1), the singular unitary case,∏ν−1
i=0 (q
ν−i+δ−1 + 1), the singular orthogonal case.
(2)
In order to compute the intersection numbers of the association scheme, we need the following
old results.
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Proposition 2.2 [9]. For 1 ν, let P′ and Q ′ be two ﬁxed maximal totally isotropic subspaces of F2ν+δq
with dim(P′ ∩ Q ′) = ν − i. Then the number of maximal totally isotropic subspaces S′ of F2ν+δq satisfying
dim(P′ ∩ S′) = ν − s and dim(S′ ∩ Q ′) = ν − u is
pis,u(ν, 2ν + δ)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
qω1
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏
 μ2 
t=1 (q2t−1)
∏α−μ
t=1 (qt−1)
, the symplectic case
∑
α+γ=i,β+ρ=ν−i
0σ1σδ,02μ+σ+σ1α
α+ρ=u,γ+μ+ρ+σ+σ1=s
qω2
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏μ
t=1(qt/2−(−1)t/2)
∏α−μ−σ−σ1
t=1 (qt−1)
, the unitary case,
∑
α+γ=i,β+ρ=ν−i
0σ1σδ,02μ+σ+σ1α
α+ρ=u,γ+2μ+ρ+σ+σ1=s
qω3
g(δ,σ ,σ1)
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏μ
t=1(q2t−1)
∏α−2μ−σ−σ1
t=1 (qt−1)
, the orthogonal case,
where ω1 =
⌊
μ
2
⌋ (
μ
2
 + 1)+ ρi + ρ(ρ+1)
2
;ω2 = ν2 − i2/2 − ν/2 + νδ − iδ − β(β − 1)/2 − γ (γ − 1)/2 −
ρ(ρ − 1)/2 − (α − μ − σ − σ1)(α − μ − σ − σ1 − 1)/2 − μ(μ − 1)/4 − α(2β + γ + ρ) − β(2γ + 2ρ + δ) −
γρ − β2/2 − (μ + σ + σ1)(α − μ − σ − σ1) − σ1(μ + 1) + σ/2;
g(δ, σ , σ1) =
⎧⎨
⎩
q, if δ = σ = 2, σ1 = 0,
q + 1, if δ = 2, σ = 1 or δ = σ = 2, σ1 = 1,
1, otherwise,
ω3 = i(i − 1)/2 + (ν − i)(ν − i − 1) + (ν − i)(2i + δ) − μ2 − (α − 2μ − σ − σ1)(α − 2μ − σ − σ1 − 1)/2 −
β(β−1)−γ (γ −1)/2 − ρ(ρ − 1)/2−αγ − (α + γ )ρ − 2β(α + γ + ρ) − βδ − (2μ + σ + σ1)(α − 2μ − σ) −
g(σ1),
g(σ1) =
{
0, if σ1 = 0,
1 − σ − σ2
1
, if σ1 /= 0.
In particular, for a given maximal totally isotropic subspace P of F2ν+δq , the number of maximal totally
isotropic subspaces intersecting P at (ν − i)-dimensional subspaces of F2ν+δq is
p0i,i(ν, 2ν + δ) = qi(i+e)/2+iδ
[
ν
i
]
q
,
where e takes 1, 0,−1 in the the symplectic, unitary and orthogonal cases, respectively.
Proposition 2.3 [9, Chapter 1, Theorem 5]. The number of m × n matrices with rank i over Fq is
N(i;m × n) = qi(i−1)/2
[
m
i
]
q
n∏
t=n−i+1
(qt − 1).
Proposition 2.4 [12, Section 4, Theorem 2]. Let 0 < i < min{m,n}. Assume that A1,A2 are two m × n
matrices with rank(A1 − A2) = i. Then the number Nijk(m × n) of m × n matrices A over Fq satisfying
rank(A − A1) = j and rank(A − A2) = k is
Ni
jk
(m × n) = ∑
0αmin{j,m−i,n−i}
0βmin{i,j,n−i−α}
0α+βmin{j,k}
N(α; (m − i) × (n − i))N(β; i × (n − i − α))
× qi(m+β)Ni−β
j−α−β,k−α−β((m − α − β) × i),
where N(0; i × 0) = 1 if n − i − α = 0,N0
00
(0 × i) = 1 if m − α − β = 0.
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In the rest of this section, we always assume that
P′ = (I(ν)0(ν,ν+δ)), Q ′ =
(
0(ν−i,i) I(ν−i) 0 0 0
0 0 I(i) 0 0(i,δ)
)
.
For a ﬁxed subspace P = (P′, 0(ν,l)), n(i,j−i) is the number of subspaces U satisfying (P,U) ∈ R(i,j−i).
Write U = (U ′,U ′′), where U ′ is a ν × (2ν + δ) matrix of rank ν and U ′′ is a ν × l matrix. Then U ′ is a
maximal totally isotropic subspace which intersects P ′ at a (ν − i)-dimensional subspace of F2ν+δq . By
Proposition 2.2, there are p0
i,i
(ν, 2ν + δ) choices for U ′. By the transitivity of G2ν+δ+l,2ν+δ , we may take
U ′ = Q ′. Then U has the unique matrix representation of the form
( i ν−i i ν−i δ l
0 I 0 0 0 A1
0 0 I 0 0 A2
)
ν−i
i
,
where rank A1 = j − i. By Proposition 2.3, there are N(j − i; (ν − i) × l) choices for A1. Hence
n(i,j−i) = qilp0i,i(ν, 2ν + δ)N(j − i; (ν − i) × l). (3)
Now we compute the intersection numbers. By the transitivity of G2ν+δ+l,2ν+δ on R(i,j−i), we may
choose two ﬁxed maximal totally isotropic subspaces P = (P′, 0(ν,l)) and Q = (Q ′,Q ′′), where
Q
′′ =
(
I(j−i) 0(j−i,l+i−j)
0 0
)
.
Then (P,Q ) ∈ R(i,j−i), andp(i,j−i)(s,t−s)(u,v−u) is thenumber of subspaces S satisfying (P, S) ∈ R(s,t−s) and (S,Q ) ∈
R(u,v−u). Write S = (S′, S′), where S′ is a ν × (2ν + δ) matrix of rank ν and S′′ is a ν × l matrix.
Denote by Pis,u(ν, 2ν + δ) the set of maximal totally isotropic subspaces S′ of F2ν+δq satisfying both
dim(P′ ∩ S′) = ν − s and dim(S′ ∩ Q ′) = ν − u. For any S′ ∈ Pis,u(ν, 2ν + δ), write S′ in block as
S′ = ( i ν−i i ν−i δS1 S2 S3 S4 S5 ).
Suppose rank S4 = ρ, rank(S1, S4) = ρ + α, rank(S1, S3, S4) = ρ + α + γ and β = ν − (ρ + α + γ ). By suit-
able row elementary transformations, we may pick S′ as
⎛
⎜⎜⎝
i ν−i i ν−i δ
S11 S12 S13 0 S15
0 S22 0 0 S25
0 S32 S33 0 S35
S41 S42 S43 S44 S45
⎞
⎟⎟⎠
α
β
γ
ρ
, (4)
where rankS44 = ρ, rankS11 = α, rankS33 = γ . Since S′ is a totally isotropic subspace, S25 = 0, S35 = 0.
So rankS22 = β. Note that there are[
i
α
]
q
and
[
ν − i
β
]
q
choices of subspaces S11 and S22, respectively. By the transitivity of G2ν+δ+l,2ν+δ(Fq) on the set of
subspaces with the same type, the number of S′’s does not depend on the particular choices of S11, S22.
Without loss of generality we may assume
S11 = (I(α)0), S22 = (I(β)0).
Since S′ is a totally isotropic subspace, S33 and S44 have matrix representations of the forms
S33 = (0(γ ,α)S∗33), S44 = (0(ρ,β)S∗44),
respectively. By rank S33 = γ and rank S44 = ρ, γ  i − α and ρ  ν − i − β. It follows that α + γ = i
and β + ρ = ν − i. Hence S∗
33
and S∗
44
are γ × γ and ρ × ρ nonsingular matrices, respectively. Then S′
has a matrix representation of the form
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⎛
⎜⎜⎝
I 0(α,γ ) 0 S122 S131 0 0 0 S15
0 0 I 0(β,ρ) 0 0 0 0 0(β,δ)
0 0 0 S322 0 I
(γ ) 0 0 0
0 S412 0 S422 S431 0 0 I
(ρ) S45
⎞
⎟⎟⎠ . (5)
Note that thematrix representation of S′ of the form (5) is unique. By dim(P ′ ∩ S′) = ν − s and dim(Q ′ ∩
S′) = ν − u, we deduce that ν − s  α + β, β + γ = ν − u and rank(S131S15) = s − ρ − γ . By Proposition
2.2 there are pis,u(ν, 2ν + δ) choices for S′. By the transitivity of G2ν+δ+l,2ν+δ , the number of subspac-
es S′′ is independent of the special choice for S′. Without loss of generality we pick S′ listed in (5),
(S131S15) =
(
B1
0
)
, where B1 is an (s − ρ − γ ) × (α + δ) matrix of rank s − ρ − γ . Write
S
′′ =
⎛
⎜⎜⎜⎜⎝
A1
A2
A3
A4
A5
⎞
⎟⎟⎟⎟⎠
s − ρ − γ
ν − β − s
β
γ
ρ
.
Since dim(P ′ ∩ Q ′ ∩ S′) = β, there are the following two cases to be considered.
Case 1: j − i  β. Then (P, S) ∈ R(s,t−s) and (S,Q ) ∈ R(u,v−u) hold simultaneously if and only if A2,A3
and A4 satisfy
rank
(
A2
A3
)
= t − s (6)
and
rank
(
A3 − A6
A4
)
= v − u, (7)
where
A6 =
(
I(j−i) 0(j−i,l+i−j)
0(β+i−j,j−i) 0
)
.
Since dim(P′ ∩ Q ′ ∩ S′) = β and A2 is a (ν − β − s) × l matrix, we have
max{t − s − (ν − β − s), 0}  θ = rankA3 min{t − s,β}.
Similarly, since A4 is a γ × l matrix, max{v − u − γ , 0} ξ min{v − u,β}, where
ξ = rank(A3 − A6). (8)
By Proposition 2.4 there areN
j−i
θ ,ξ (β × l) choices ofA3 with rank θ satisfying (8). Once theA3 is chosen,
by [11, Lemma 2.4] there are
q(ν−s−β)θN(t − s − θ; (ν − s − β) × (l − θ))
choices of A2 satisfying (6), and there are
qγ ξN(v − u − ξ ; γ × (l − ξ))
choices of A4 satisfying (7). Hence there are
αj−i =
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
q(ν−s−β)θ+γ ξNj−iθ ,ξ (β × l)
× N(t − s − θ; (ν − s − β) × (l − θ)) × N(v − u − ξ ; γ × (l − ξ))
choices for A2,A3,A4. Since A1 and A5 may be any (s − ρ − γ ) × l and ρ × l matrices over Fq, there are
q(s−γ )l choices for A1,A5. Hence there are αj−iq(s−γ )l choices of S′′ for a ﬁxed S′. Let
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p
(i,j−i)
(s,t−s),(u,v−u) =
⎧⎨
⎩
psy, the singular symplectic case,
pun, the singular unitary case,
por, the singular orthogonal case.
By Proposition 2.2, we obtain
psy = ∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
qω1+
×
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏
 μ2 
t=1 (q2t−1)
∏α−μ
t=1 (qt−1)
,
pun = ∑
α+γ=i,β+ρ=ν−i
0σ1σδ,02μ+σ+σ1α
α+ρ=u,γ+μ+ρ+σ+σ1=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
qω2+
×
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏μ
t=1(qt/2−(−1)t/2)
∏α−μ−σ−σ1
t=1 (qt−1)
,
por = ∑
α+γ=i,β+ρ=ν−i
0σ1σδ,02μ+σ+σ1α
α+ρ=u,γ+2μ+ρ+σ+σ1=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
qω3+
×
g(δ,σ ,σ1)
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏μ
t=1(q2t−1)
∏α−2μ−σ−σ1
t=1 (qt−1)
,
(9)
where = (s − γ )l + (ν − s − β)θ + γ ξ , = N(v − u − ξ ; γ × (l − ξ))Nj−iθ ,ξ (β × l)N(t − s − θ; (ν − s − β) ×
(l − θ)),ω1,ω2,ω3 and g(δ, σ , σ1) are given in Proposition 2.2.
Case 2: j − i > β. Similar to Case 1, there are αβq(α+β−ν+s+ρ)l choices of S′′ for a ﬁxed S′. It follows
that
psy = ∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
qω1+
×
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏
 μ2 
t=1 (q2t−1)
∏α−μ
t=1 (qt−1)
˜,
pun = ∑
α+γ=i,β+ρ=ν−i
0σ1σδ,02μ+σ+σ1α
α+ρ=u,γ+μ+ρ+σ+σ1=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
qω2+
×
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏μ
t=1(qt/2−(−1)t/2)
∏α−μ−σ−σ1
t=1 (qt−1)
˜,
por = ∑
α+γ=i,β+ρ=ν−i
0σ1σδ,02μ+σ+σ1α
α+ρ=u,γ+2μ+ρ+σ+σ1=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s),0}
min{v−u,β}∑
ξ=max{v−u−γ ,0}
qω3+
×
g(δ,σ ,σ1)
[
ν − i
β
]
q
∏i
t=γ+1(qt−1)
∏μ
t=1(q2t−1)
∏α−2μ−σ−σ1
t=1 (qt−1)
˜,
(10)
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where = (s − γ )l + (ν − s − β)θ + γ ξ , ˜ = N(v − u − ξ ; γ × (l − ξ))Nβθ ,ξ (β × l)N(t − s − θ; (ν − s − β) ×
(l − θ)),ω1,ω2,ω3 and g(δ, σ , σ1) are given in Proposition 2.2.
The proof of Theorem 1.1 is completed. 
3. Association schemes with small number of vertices
Hanaki andMiyamoto [4–7] classiﬁed association schemeswith small number of vertices. Recently,
they uploaded the data of their search on Hanaki’s homepage (see [3]).
Nowwe list the association schemeswith l /= 0andvertices from6 to30 in Theorem1.1, and identify
them in the list of [3].
(δ, ν, l, q) Symplectic Unitary Orthogonal
(0,1,1,2) as 06: No. 2
(1,1,1,2) as 06: No. 2
(2,1,1,2) as 10: No. 2
(0,1,1,3) as 12: No. 2 as 06: No. 3
(1,1,1,3) as 12: No. 2
(2,1,1,3) as 30: No. 3
(0,1,1,4) as 20: No. 3 as 12: No. 4 as 08: No. 3
(1,1,1,4) as 20: No. 3
(0,1,1,5) as 30: No. 4 as 10: No. 4
(1,1,1,5) as 30: No. 4
(0,1,1,7) as 14: No. 3
(0,1,1,8) as 16: No. 7
(0,1,1,9) as 18: No. 5
(0,1,1,11) as 22: No. 3
(0,1,1,13) as 26: No. 13
(0,1,2,2) as 12: No. 4 as 08: No. 3
(1,1,2,2) as 12: No. 4
(2,1,2,2) as 20: No. 3
(0,1,2,3) as 18: No. 5
(0,1,3,2) as 24: No. 6 as 16: No. 7
(1,1,3,2) as 24: No. 6
(0,2,1,2) as 24: No. 53
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