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Resumen
Los sistemas de tiempo real crı´ticos embarcados en misiones aeroespaciales deben
afrontar unos requisitos de seguridad y fiabilidad extremadamente exigentes debido a las
circunstancias especiales que los rodean. Dichos requisitos afectan tanto al hardware,
como al software, provocando que su evolucio´n sea muy lenta.
Tradicionalmente, a la hora de disen˜ar un sistema se distinguı´a claramente entre los
componentes especı´ficos de la misio´n y aquellos destinados a funciones de control, utili-
zando procesadores dedicados para aislar fı´sicamente unos de otros y evitar ası´ la propa-
gacio´n de fallos.
La entrada en el sector espacial de una nueva generacio´n de procesadores ma´s poten-
tes permite alojar varias aplicaciones en un mismo nodo hardware. Hasta ahora se utilizan
te´cnicas de planificacio´n esta´ticas para gestionar los recursos. Dichas te´cnicas proporcio-
nan un nivel de seguridad elevado pero su eficiencia no es especialmente alta por lo que,
en parte, se esta´ desaprovechando la capacidad de estos nuevos procesadores.
En esta tesis se propone una nueva arquitectura, basada en te´cnicas de planificacio´n
dina´micas que permiten aumentar la eficiencia de manera notable. Adema´s, la arquitectura
incluye una serie de te´cnicas de monitorizacio´n que palı´an los problemas de seguridad que
por sı´ solas tienen las te´cnicas de planificacio´n dina´micas, permitiendo que cumpla con
los exigentes requisitos que tienen los sistemas empleados en misiones espaciales.
El disen˜o de la nueva arquitectura se ha realizado pensando en su integracio´n posterior
dentro de un modelo de componentes que facilite el proceso de desarrollo de productos
nuevos, ahorrando costes y mejorando la productividad de la industria aeroespacial.
I

Abstract
High-Integrity real-time systems aimed to space missions must face stringent reliabi-
lity, safety and security requirements, due to the especial conditions this kind of systems
deal with. Such requirements have a strong influence on both hardware and software com-
ponents, causing a slow progression of their capabilities.
Usually, payload components were clearly separated from those that perform control
functions, using different dedicated computer boards for each function in order to build
fault containment regions.
At the present time, a new generation of powerful processors has appeared in the
space domain, allowing to host several applications in the same node. Up to now, static
scheduling policies have been used to manage processor usage. This kind of techniques
guarantee a high level of safety. However, they lack efficiency, and therefore, part of the
power contributed by the new generation of processors is being under-utilized.
In this thesis a new architecture is presented, based on dynamic scheduling policies
which allow to reach a high efficiency level. Moreover, this new architecture includes a set
of monitoring techniques which cover the safety problems usually associated to dynamic
policies, enhancing global reliability in order to fulfill the requirements attached to space
missions.
The new architecture has been designed taking in mind its subsequent integration
within a component model, which eases the development of new products while saving
costs and improving productivity of the aerospace industry.
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Capı´tulo 1
INTRODUCCIO´N
1.1. Motivacio´n
Durante la u´ltima de´cada, el grupo de investigacio´n en Sistemas de Tiempo Real y Ar-
quitectura de Servicios Telema´ticos, del que formo parte, ha colaborado con la Agencia
Europea del Espacio (ESA) a trave´s de proyectos de diversa ı´ndole. Durante este periodo
se ha adquirido una experiencia muy valiosa acerca de temas relacionados con los siste-
mas de tiempo real crı´ticos destinados a misiones espaciales. Sobre este dominio vamos
a fijar nuestra atencio´n a lo largo de esta tesis.
Los sistemas de tiempo real comparten una caracterı´stica comu´n, consistente en que
no so´lo deben proporcionar una respuesta correcta desde el punto de vista lo´gico, sino
que adema´s deben hacerlo atendiendo a unas restricciones temporales dadas. Adema´s, el
hecho de que un sistema vaya a ser utilizado en misiones espaciales implica la necesidad
de cumplir con unos requisitos de seguridad y fiabilidad muy estrictos, pues hay que tener
presente las circunstancias que rodean a este tipo de sistemas:
No es posible probar su comportamiento en condiciones reales de funcionamiento
antes de su puesta en marcha definitiva.
La sustitucio´n de un componente es pra´cticamente inviable.
Los componentes hardware utilizados en misiones espaciales no son ordinarios,
deben estar protegidos frente a radiacio´n, lo cual implica la utilizacio´n de una se-
rie de te´cnicas especiales que aumentan considerablemente su coste a la vez que
disminuyen sus prestaciones.
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Debido a los factores inherentes al dominio espacial, el hardware apto para ser em-
barcado en estas misiones evoluciona muy lentamente. Este hecho se traduce en que se
dispone de recursos muy limitados, tanto la velocidad del procesador como la capacidad
de memoria utilizadas en misiones espaciales esta´n varios o´rdenes de magnitud por de-
bajo de los valores tı´picos que se pueden encontrar en ordenadores personales de hoy en
dı´a.
Como consecuencia de las escasas prestaciones del hardware, y de las precauciones
que se deben tomar con el software, dado el impacto que un fallo puede acarrear, las
aplicaciones especı´ficas de la misio´n (denominada carga de pago o payload) y aquellas
que realizan funciones de control (sistemas de navegacio´n, comunicaciones, control de
potencia, etce´tera), tradicionalmente se ejecutaban en procesadores dedicados, es decir,
se utilizaba una te´cnica de aislamiento fı´sico mediante la cua´l, las aplicaciones se desple-
gaban sobre nodos diferentes.
Gracias a una nueva generacio´n de procesadores (ERC32, LEON. . . ), construidos con-
forme a la arquitectura SPARC, actualmente se dispone de plataformas hardware ma´s po-
tentes que los anteriores, aunque au´n muy alejadas de las prestaciones de un ordenador
personal corriente.
Si con estas nuevas plataformas se continuara utilizando la te´cnica del aislamiento
fı´sico se estarı´an desperdiciando recursos, ya que dichas plataformas tienen capacidad
suficiente para alojar varias aplicaciones en un solo nodo. Por este motivo, el me´todo de
aislamiento fı´sico esta´ cada vez ma´s en desuso, siendo sustituido por te´cnicas de parti-
cionado que permiten ejecutar varias aplicaciones en un mismo nodo. No obstante, hasta
ahora la tendencia ha sido utilizar te´cnicas de planificacio´n esta´ticas, que son muy seguras,
pero alcanzan unos niveles de rendimiento discretos.
Para superar esta barrera y conseguir aprovechar las prestaciones de la nueva gene-
racio´n de procesadores, esta tesis propone utilizar te´cnicas de planificacio´n concurrente
dina´micas que permitan maximizar la eficiencia del sistema. Debe destacarse que la uti-
lizacio´n de este tipo de te´cnicas tambie´n implica la aparicio´n de nuevos problemas que
podrı´an comprometer la seguridad del sistema si no se toman las medidas adecuadas. Por
ello, es necesario dotarlo con un conjunto de funciones que permitan garantizar el aisla-
miento temporal entre las diferentes aplicaciones, estableciendo barreras de contencio´n de
fallos que eviten que, debido a un error, una aplicacio´n se exceda en el uso del procesador
e impida la correcta ejecucio´n de alguna otra aplicacio´n.
En definitiva, para mejorar la situacio´n de los sistemas de tiempo real crı´ticos embar-
cados en misiones espaciales se hace necesario un nuevo marco de desarrollo de software
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que permita ejecutar varias aplicaciones en un mismo nodo de manera eficiente, sustitu-
yendo te´cnicas esta´ticas por te´cnicas dina´micas, pero manteniendo el nivel de seguridad
que a dı´a de hoy ofrecen las te´cnicas esta´ticas, cuyo uso esta´ muy extendido en el sector.
1.2. Objetivos
Tras evaluar la situacio´n descrita en el apartado anterior, estimamos que existe un
apreciable margen de mejora en el rendimiento de los sistemas de tiempo real crı´ticos
embarcados en misiones aeroespaciales. Por tanto, el objetivo global de esta tesis consiste
en disen˜ar una arquitectura de software para sistemas de tiempo real particionados, basada
en te´cnicas de planificacio´n dina´micas, orientada a mejorar la eficiencia obtenida median-
te los me´todos utilizados actualmente, y que contenga los mecanismos de monitorizacio´n
necesarios para cumplir con los requisitos de seguridad exigidos en este tipo de misiones.
Para alcanzar y validar este objetivo principal se ha dividido el trabajo en varias etapas,
establecie´ndose la siguiente lista de objetivos parciales como los pasos fundamentales que
se deben ir dando para cumplir con el objetivo global:
Estudiar los me´todos ma´s relevantes utilizados actualmente para proporcionar ais-
lamiento temporal, analizando sus debilidades y fortalezas.
Proponer un me´todo basado en un algoritmo dina´mico que aproveche las ventajas
de los anteriores a la vez que minimice sus inconvenientes.
Analizar los elementos novedosos incorporados en la nueva revisio´n del lenguaje
Ada, denominada Ada 2005.
Valorar la utilidad de las nuevas funciones presentes en Ada 2005 para proporcionar
aislamiento temporal.
Desarrollar una plataforma de ejecucio´n capaz de soportar las nuevas funciones
mencionadas.
Proponer soluciones basadas en los puntos anteriores que sean fa´cilmente integra-
bles en un modelo de componentes.
Validar las soluciones propuestas en esta tesis en el marco de la industria espacial
europea, mediante proyectos piloto que hagan uso de las nuevas te´cnicas aportadas
con objeto de evaluar su rendimiento en entornos reales.
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Divulgar los avances a trave´s de congresos cientı´ficos internacionales de reconocido
prestigio dentro del a´rea te´cnica correspondiente.
1.3. Proyectos relacionados
Uno de los aspectos que ma´s se ha cuidado a la hora de elaborar esta tesis es su integra-
cio´n dentro de un marco de investigacio´n ma´s completo, que aborde lı´neas de accio´n ma´s
amplias que las consideradas en este trabajo. De esta manera, se garantiza que se parte de
una base te´cnica so´lida y que el resultado final sera´ fa´cilmente integrable en entornos ma´s
generales, evitando que se quede aislado debido a la dificultad de conectarlo con otros
trabajos relacionados. Ası´ pues, podemos resaltar varios enlaces de esta tesis con proyec-
tos nacionales e internacionales (brevemente descritos a continuacio´n), ası´ como con un
gran nu´mero de artı´culos cientı´ficos publicados en congresos o revistas de prestigio cuyas
referencias ira´n apareciendo paulatinamente a lo largo de esta memoria.
1.3.1. El nu´cleo ORK
Tras una larga colaboracio´n, a trave´s de varios proyectos, con la Agencia Europea
del Espacio, el grupo de sistemas de tiempo real y arquitectura de servicios telema´ticos
ha desarrollado un nu´cleo de tiempo real denominado ORK (Open Ravenscar real-time
Kernel).
ORK es un nu´cleo de taman˜o mı´nimo, disen˜ado conforme al perfil de Ravenscar.
Como se explicara´ a lo largo de la seccio´n 2.3, someterse a las restricciones del perfil de
Ravenscar supone eliminar todas aquellas construcciones que producen indeterminismo
temporal o necesitan un soporte muy complejo, de esta manera es posible elaborar un
nu´cleo de taman˜o reducido, que aumenta la velocidad de ejecucio´n de las aplicaciones y
permite que el comportamiento temporal de e´stas sea predecible.
ORK ha servido como punto de partida en la parte de la investigacio´n relacionada
con la plataforma de ejecucio´n, puesto que se ha utilizado este nu´cleo para implementar
los servicios que monitorizan el consumo de tiempo de ejecucio´n exigidos por la nueva
arquitectura.
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1.3.2. El proyecto ASSERT
El proyecto ASSERT1, co-financiado por la Comunidad Europea dentro del VI Pro-
grama Marco de cooperacio´n entre los estados miembros, es un proyecto integrado coor-
dinado por la Agencia Espacial Europea en el que toman parte aproximadamente 30 enti-
dades de diversos tipos (instituciones, universidades y empresas privadas procedentes de
10 estados miembros), entre las que podemos destacar Alcatel, EADS, DASSAULT, el
ETH (Swiss Federal Institute of Technology), la Universidad de Padua y la propia Univer-
sidad Polite´cnica de Madrid.
El proyecto ASSERT esta´ encuadrado en el a´rea de Tecnologı´as de la Sociedad de
la Informacio´n, y surgio´ para actuar en consecuencia con los desafı´os socio-econo´micos
actuales:
Resolviendo problemas de seguridad y rendimiento para mejorar ostensiblemente
la fiabilidad de las tecnologı´as, infraestructuras y aplicaciones.
Dando soporte para resolver problemas complejos en las a´reas de ciencia, sociedad,
industria y negocios.
Dentro de ese a´rea tan amplia, el proyecto tiene un extenso rango de objetivos, entre
los que destacan los siguientes puntos de intere´s:
Sistemas empotrados: conceptos, me´todos y herramientas de disen˜o de sistemas,
desarrollo de componentes software con garantı´as e implementacio´n de sistemas,
todo ello, haciendo e´nfasis en el manejo adecuado de las restricciones de tiempo
real.
Sistemas distribuidos: middleware y plataformas para construir sistemas empotra-
dos en red eficientes y de bajo coste, haciendo hincapie´ en ocultar en la medida de
lo posible la complejidad de las comunicaciones subyacentes.
Competitividad: reforzar las a´reas en las que la industria europea es actualmente
lı´der, ası´ como superar las debilidades en aquellas en las que actualmente el retraso
compromete el crecimiento y la capacidad de superar los desafı´os sociales.
El proyecto tiene una estructura global compleja, dividida en tres clusters principales,
centrados respectivamente en los aspectos relacionados con:
1Automated proof based System and Software Engineering for Real-Time Applications
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Ingenierı´a de sistemas basada en demostraciones.
Fiabilidad, distribucio´n y tiempo real estricto.
Tecnologı´as de desarrollo y verificacio´n.
A su vez, cada uno de estos clusters esta´ estrechamente relacionado con otras es-
tructuras del proyecto compuestas por expertos acade´micos (universidades e institutos
tecnolo´gicos) y socios industriales que se encargan de dar realimentacio´n y evaluaciones
sobre los trabajos desarrollados, ası´ como de diseminar los resultados finales.
Nuestro grupo de investigacio´n forma parte del segundo de los clusters menciona-
dos en la lista anterior, siendo su objetivo principal el desarrollo de una plataforma que
permita ejecutar redes de sistemas empotrados, capaz de ocultar la complejidad de las
comunicaciones y de los co´mputos inherentes a este tipo de sistemas, a la vez que provea
una distribucio´n efectiva y eficiente de los recursos.
La arquitectura propuesta en esta tesis sera´ la base de la plataforma de ejecucio´n desa-
rrollada en el proyecto ASSERT, con lo que se tendra´ la oportunidad de validar su fun-
cionamiento en el entorno de la industria aeroespacial europea, siendo e´ste un excelente
marco para comprobar la viabilidad de la propuesta y para contribuir a propagar hacia la
industria los resultados de la investigacio´n producida en el a´mbito acade´mico.
1.3.3. El proyecto TRECOM
El proyecto TRECOM (2002-2005) 2, es parte del Plan nacional de I+D+I. La reali-
zacio´n fue llevada a cabo por tres grupos de investigacio´n, que son:
Grupo de sistemas de tiempo real y arquitectura de servicios telema´ticos de la Uni-
versidad Polite´cnica de Madrid.
Grupo de computadores y tiempo real de la Universidad de Cantabria.
Grupo de informa´tica industrial de la Universidad Polite´cnica de Valencia.
El objetivo del proyecto TRECOM fue desarrollar me´todos y herramientas adecuados
para la construccio´n de sistemas de tiempo real empotrados distribuidos con un alto grado
de fiabilidad y requisitos de calidad de servicio, utilizando un enfoque de hacer un uso
2Sistemas de tiempo real empotrados, fiables y distribuidos basados en componentes
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sistema´tico de tecnologı´as de componentes software, e integrar me´todos de especificacio´n
y ana´lisis de las propiedades relacionadas con la fiabilidad, la calidad de servicio y el
comportamiento temporal de los sistemas. Entre los campos de aplicacio´n estudiados se
encuentran los de sistemas multimedia, sistemas ubicuos, y sistemas de control industrial,
ası´ como otros campos en que los requisitos de fiabilidad estrictos son comunes (sistemas
de alta integridad).
Los resultados del proyecto comprenden: nu´cleos de sistemas operativos de tiempo
real especializados para sistemas de alta integridad y gestio´n de calidad de servicio, sub-
sistemas de comunicaciones y software intermedio para este tipo de sistemas, estudios
sobre me´todos de ana´lisis de sistemas y herramientas de desarrollo y ana´lisis adaptadas a
la construccio´n de sistemas de tiempo real distribuidos.
Dentro del marco de esta tesis, en el proyecto TRECOM comenzo´ a desarrollarse
la implementacio´n de funciones de medida del tiempo de ejecucio´n consumido por las
diferentes tareas de un sistema, implementando sobre la versio´n de ORK disponible en
aquel momento los relojes de tiempo de ejecucio´n.
1.3.4. El proyecto THREAD
El proyecto THREAD (2005-2008) 3, es igualmente parte del Plan nacional de I+D+I
y esta´ siendo desarrollado por los mismos actores que el proyecto TRECOM.
En este caso, el objetivo global es el desarrollo de un soporte integral para sistemas
empotrados, distribuidos y de tiempo real, en el que se incluira´ una familia de plataformas
interoperables, sus mecanismos de conexio´n, la arquitectura y las metodologı´as de disen˜o
aplicables, y los dominios de aplicacio´n de la pro´xima generacio´n de este tipo de sistemas.
Este soporte integral tendra´ en cuenta todos los niveles desde el sistema operativo y las
redes, pasando por el middleware de comunicaciones y de gestio´n de calidad de servicio,
hasta llegar al nivel de la aplicacio´n.
Los resultados que se espera obtener de la ejecucio´n del proyecto comprenden pla-
taformas configurables y abiertas que permitan la interoperabilidad entre distintos tipos
de procesadores, sistemas operativos y lenguajes de programacio´n, software intermedio
(middleware) para sistemas empotrados distribuidos con requisitos de tiempo real y cali-
dad de servicio, y directrices metodolo´gicas y herramientas de desarrollo adecuadas para
este tipo de sistemas.
3Soporte integral para sistemas empotrados de tiempo real distribuidos y abiertos
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Dentro del proyecto THREAD se ha trabajado en la migracio´n de la u´ltima versio´n
de ORK, orientada a la plataforma hardware ERC32, a la plataforma hardware LEON
(sucesora de ERC32), y en la monitorizacio´n avanzada del consumo de recursos.
1.4. Organizacio´n de la tesis
El resto del documento esta´ organizado de la siguiente manera: el capı´tulo 2 hace un
repaso de la teorı´a de sistemas de tiempo real (haciendo especial hincapie´ en la planifica-
cio´n), del lenguaje de programacio´n Ada, ampliamente utilizado en el entorno de los STR,
y de algunos lenguajes de modelado, que una vez consolidados en temas de propo´sito ge-
neral tambie´n comienzan a penetrar en el a´mbito del tiempo real. El capı´tulo 3 introduce
el concepto de sistema particionado y repasa dos de los me´todos ma´s significativos a dı´a
de hoy, bien por su cuota de mercado (ARINC 653), bien por lo novedoso (servidores).
En el capı´tulo 4 se presenta la principal contribucio´n de esta tesis, una arquitectura de
sistemas particionados basada en bandas de prioridad, mientras que en el capı´tulo 5 se
enumeran los pasos necesarios para integrarla correctamente en el modelo de componen-
tes definido en el proyecto ASSERT. El capı´tulo 6 resume el proceso que se ha seguido
para validar la propuesta y, para finalizar, el capı´tulo 7 destaca las conclusiones extraı´das
de este trabajo.
Capı´tulo 2
ESTADO DE LA TE´CNICA
2.1. Sistemas de tiempo real
Existe una gran variedad de definiciones de sistema de tiempo real aunque todas ellas
coinciden en algo fundamental: la relevancia del tiempo de respuesta. Una definicio´n
ampliamente aceptada es la que define un sistema de tiempo real como “cualquier acti-
vidad o procesamiento de informacio´n que tiene que responder a un estı´mulo de entrada
generado externamente (incluido el paso natural del tiempo), en un perı´odo finito y espe-
cificado” (Young, 1982). Dicho de otra forma, en un sistema de tiempo real no basta con
que la respuesta sea correcta desde el punto de vista lo´gico, sino que adema´s e´sta debe
producirse dentro de un intervalo previamente especificado.
Se puede hacer una clasificacio´n de los sistemas de tiempo real basa´ndose en los re-
quisitos temporales y las consecuencias que tendrı´a la llegada de una respuesta fuera del
tiempo previsto (Burns and Wellings, 2001). Ası´ pues, se pueden distinguir tres cate-
gorı´as:
Sistemas de tiempo real estricto: es absolutamente imprescindible que se cumplan
siempre los plazos ya que una sola respuesta fuera del intervalo previsto podrı´a tener
consecuencias catastro´ficas, tales como la pe´rdida de vidas humanas o el fracaso
total de la misio´n. Un claro ejemplo de STR estricto es el sistema ABS (Sistema
Anti-Bloqueo) de un automo´vil que evita que las ruedas queden bloqueadas durante
la frenada (pues esto dejarı´a ingobernable la direccio´n del vehı´culo). Para ello, el
sistema debe controlar la velocidad de giro de las ruedas y aflojar la presio´n que
ejercen los frenos en caso de que se detecte un bloqueo inminente. Obviamente, una
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respuesta tardı´a del sistema en esta situacio´n podrı´a desembocar en un accidente con
vı´ctimas.
Sistemas de tiempo real flexible: el valor que tiene una respuesta decrece con el
paso, del tiempo por lo que se permite que las respuestas lleguen fuera de plazo
ocasionalmente. Por ejemplo, un sistema de control industrial que nivela el flujo a
trave´s de una tuberı´a debe detectar cualquier desviacio´n del nivel ideal y disparar
una alarma lo antes posible. Cuanto ma´s tarde el sistema en responder para corregir
la desviacio´n, mayores sera´n las pe´rdidas producidas.
Sistemas de tiempo real firme: una respuesta tardı´a carece de valor, sin embargo, las
consecuencias no son tan severas como en los sistemas estrictos por lo que pe´rdidas
de plazos ocasionales son admisibles. Por ejemplo, en una planta de embotellado,
si el grifo deja salir exactamente la cantidad de lı´quido previsto, pero lo hace unas
de´cimas de segundo tarde, cuando la botella ya no esta´ debajo, e´sta se queda vacı´a
y carece de valor, sin embargo, es admisible que este fallo suceda ocasionalmente
siempre y cuando el porcentaje de errores se mantenga por debajo de un cierto
umbral.
Por otra parte, es muy habitual que los STR formen parte de dispositivos que necesi-
tan hacer algu´n tipo de procesado de informacio´n para cumplir con su objetivo principal,
a pesar de que este u´ltimo no tenga nada que ver con la informa´tica, por ejemplo, pode-
mos encontrar sistemas de tiempo real formando parte de automo´viles, electrodome´sticos,
tele´fonos, robots industriales, etce´tera. Son lo que se denominan sistemas empotrados y
al contrario de lo que pueda parecer a simple vista, los sistemas empotrados son tan ha-
bituales que se calcula que hasta el 99 % de los procesadores del mundo forman parte
de ellos. Precisamente por el hecho de formar parte de sistemas cuya finalidad no es el
procesado de informacio´n, los STR suelen tener una serie de caracterı´sticas muy restric-
tivas, ya que en general se cuenta con recursos limitados en lo que se refiere a procesador
y memoria, los dispositivos de entrada y salida son especiales (no suele haber teclado ni
pantalla), e incluso la arquitectura del sistema tambie´n suele diferir de la propia de un sis-
tema esta´ndar (figura 2.1). Por estas razones, en los sistemas de tiempo real la eficiencia
es un factor clave.
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Figura 2.1: Arquitectura tı´pica de un sistema empotrado
2.2. Planificacio´n de sistemas de tiempo real
Dada la importancia que en los STR tiene la gestio´n del tiempo y la predictibilidad del
comportamiento del sistema, es fundamental hacer una buena planificacio´n para aprove-
char al ma´ximo los recursos disponibles (fundamentalmente el procesador) sin llegar a so-
brecargarlos, evitando ası´ que los trabajos se completen fuera del plazo previsto. Ası´ pues,
debe haber un elemento denominado planificador que se encargue de asignar los recursos
apropiados a los trabajos pendientes para que se realicen de manera eficiente.
Esta labor resulta especialmente complicada si tenemos en cuenta que en la gran ma-
yorı´a de sistemas (tanto mono como multiprocesador) se ejecutan varias aplicaciones si-
multa´neamente haciendo uso de recursos compartidos (fundamentalmente procesador y
memoria), dando lugar a la concurrencia.
A la hora de planificar un sistema concurrente utilizamos como unidad ba´sica la tarea,
que es una secuencia de operaciones que tiene restricciones de tiempo definidos a partir
de una serie de para´metros (pra´cticamente equivalente a una hebra de ejecucio´n de un
sistema operativo). Una tarea se activa en un momento dado que llamamos activacio´n y
tiene que completar una serie de instrucciones que llevan asociado un cierto tiempo de
ejecucio´n antes de un instante que denominamos plazo de respuesta (a veces se utiliza
la voz inglesa deadline). La figura 2.2 aclara estos conceptos. Dependiendo del modo en
que se active la tarea, podemos hacer la siguiente clasificacio´n:
Tarea perio´dica: si se activa con un periodo fijo, marcado por el reloj del sistema.
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Tarea aperio´dica: cuando la activacio´n de la tarea, generalmente debida a algu´n
evento externo, puede darse en cualquier instante.
Tarea espora´dica: si, de manera semejante a las tareas aperio´dicas, se puede activar
en cualquier instante pero respetando un intervalo mı´nimo entre dos activaciones
consecutivas.
Tiempo de ejecución  (C)
Periodo  (T)
Activación Activación
Deadline
Arranque Terminación
Tiempo de respuesta (R)
Plazo de respuesta (D)
tiempo
Figura 2.2: Para´metros de una tarea
A su vez, podemos distinguir entre tareas no desalojables y desalojables segu´n el
planificador deba asignarle un recurso a una tarea hasta que e´sta finalice todas sus opera-
ciones, o bien la pueda expulsar y diferir antes de completar su trabajo.
El problema de la planificacio´n es muy complejo, ha sido ampliamente estudiado a lo
largo de la historia de los sistemas de tiempo real (Sha et al., 2004) y, puesto que es uno de
los fundamentos teo´ricos en los que se apoya esta tesis, los siguientes apartados se dedican
a describir con detalle los me´todos que enunciamos a continuacio´n. Podemos identificar
tres paradigmas fundamentales que engloban los diferentes me´todos de planificacio´n:
Planificacio´n esta´tica: es un me´todo sı´ncrono, dirigido por el reloj del sistema. El
tiempo se divide en rodajas que son asignadas a las diferentes tareas en tiempo
de disen˜o, de manera que se conoce perfectamente a priori en que´ momento se
ejecutara´ cada tarea.
Prioridades fijas: a cada tarea se le asigna una prioridad fija en tiempo de disen˜o que
se mantiene invariable durante toda la vida de la tarea. El planificador se encarga
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de que en cada instante ocupe el procesador aquella tarea que, estando lista para ser
ejecutada, tenga una mayor prioridad asociada.
Prioridades dina´micas: en este caso las tareas tambie´n tienen asignada una prioridad
y el planificador elige en cada momento la ma´s prioritaria, sin embargo, la prioridad
de las tareas cambia dina´micamente en tiempo de ejecucio´n de acuerdo con algu´n
factor definido previamente, por ejemplo, la proximidad de la expiracio´n de su plazo
de respuesta.
2.2.1. Planificacio´n esta´tica
Inicialmente, la planificacio´n esta´tica fue el me´todo ma´s utilizado en los STR, siendo
el enfoque del ejecutivo cı´clico el ma´s comu´n (Baker and Shaw, 1989). La idea se ba-
sa en construir un sistema cı´clico pra´cticamente hecho a medida. En el sistema pueden
apreciarse una serie de ciclos secundarios de duracio´n fija en los que se ejecutan ciertas
tareas, cada una de ellas de principio a fin, no siendo necesario proteger los datos ya que
este esquema no da lugar a concurrencia. Estos ciclos secundarios se agrupan dentro de
un ciclo principal que se repite perio´dicamente tal y como muestra la figura 2.3, de ahı´ su
nombre de ejecutivo cı´clico.
0 10 20 30 40 50 60 70 80
ciclo principal
ciclo secundario ciclo secundario ciclo secundario ciclo secundario
c d c
ciclo principal
d
A A A AB B
Figura 2.3: Ejemplo de ejecutivo cı´clico
Este me´todo es determinista por su propia naturaleza, ya que desde el disen˜o del sis-
tema se conocen todos los detalles acerca de su posterior ejecucio´n, por lo tanto, si es
posible construir el ejecutivo cı´clico no es necesario ir ma´s alla´ en su ana´lisis temporal
porque el sistema es correcto por construccio´n.
La planificacio´n esta´tica es un me´todo de planificacio´n muy utilizado en los STR de
alta integridad (Zamorano et al., 1997), ya que el determinismo es la caracterı´stica ma´s
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valorada en te´rminos de seguridad. Sin embargo, este me´todo no esta´ exento de proble-
mas, pues su alto grado de determinismo es posible a costa de su escasa flexibilidad que,
a su vez, se traduce en una serie de problemas. Por ejemplo, en el caso general, construir
el ejecutivo cı´clico es un problema NP-duro, que resulta difı´cil de resolver, especialmen-
te si los periodos de las tareas son de diferentes o´rdenes de magnitud. Adema´s, es muy
costoso de mantener y reutilizar, ya que introducir una tarea nueva en un sistema existen-
te implicarı´a rehacer toda su planificacio´n. Asimismo, encajar las tareas aperio´dicas, que
pueden activarse en cualquier momento, dentro de este modelo que es totalmente sı´ncrono
tampoco es un problema trivial.
2.2.2. Prioridades fijas
La planificacio´n con prioridades fijas es un procedimiento que impulsa la flexibilidad,
transformando en dina´mica parte de la gestio´n que en el me´todo anterior se hacı´a de
manera totalmente esta´tica. La parte esta´tica de la planificacio´n basada en prioridades
fijas consiste en establecer en tiempo de disen˜o una prioridad para cada tarea, que se
mantendra´ fija durante toda la vida de e´sta. Posteriormente, ya en tiempo de ejecucio´n, es
el planificador el que se encarga de que en cada momento se ejecute la tarea con un nivel
de prioridad ma´s alto.
El trabajo de (Liu and Layland, 1973) fue la base de la teorı´a de planificacio´n con
prioridades fijas. En dicho trabajo se propone un protocolo de asignacio´n de prioridades
o´ptimo, conocido como RMS (Rate Monotonic Scheduling), por el cual se asignan los
niveles de prioridad de manera inversamente proporcional a los periodos de las tareas,
es decir, a la tarea que se activa con mayor frecuencia se le asigna la mayor prioridad
y ası´ sucesivamente. RMS es o´ptimo en el sentido de que si un conjunto de tareas es
planificable con alguna asignacio´n de prioridades, tambie´n lo sera´ con RMS.
Este modelo inicial propuesto en 1973 era bastante limitado debido a que los auto-
res impusieron una larga lista de restricciones al modelo computacional (todas las tareas
independientes y perio´dicas, activadas al inicio de su periodo, con periodo igual a su pla-
zo, . . . ), sin embargo, a lo largo de los an˜os han ido apareciendo estudios que eliminaban
parte de las restricciones originales, haciendo que en la actualidad el modelo de planifi-
cacio´n con prioridades fijas sea muy completo, potente y atractivo.
La planificacio´n con prioridades fijas resuelve en gran parte los problemas que plan-
teaba la planificacio´n esta´tica. Mientras que la construccio´n del ejecutivo cı´clico era muy
complicado, en este caso, asignar las prioridades, que es lo que se hace en tiempo de
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disen˜o, es muy sencillo siguiendo esquemas como RMS. Tambie´n es importante todo lo
referido a la reasignacio´n dina´mica de recursos, ya que al tomar decisiones en tiempo de
ejecucio´n, hay cierto margen para corregir problemas derivados de un disen˜o incorrecto
o algu´n imprevisto, como que el tiempo de ejecucio´n de una tarea se alargue ma´s de lo
previsto.
La polı´tica de planificacio´n mediante prioridades fijas permite aseverar que en caso
de sobrecarga, aquellas tareas con un nivel de prioridad ma´s bajo sera´n las primeras en
incumplir su plazo de respuesta. Por tanto, si se decidiera asignar las prioridades en fun-
cio´n de la importancia de las tareas, se podrı´a afirmar que en caso de sobrecarga serı´an
aquellas tareas menos importantes las primeras en perder su plazo.
A cambio de estas mejoras, el principal problema de la planificacio´n con prioridades
fijas es la pe´rdida de determinismo. Al no conocer el orden exacto en el que se ejecutara´n
las tareas ni el momento en el que se despachara´n, se hacen necesarios nuevos me´todos
de ana´lisis que permitan pronosticar si un sistema va a ser planificable o no.
El me´todo de ana´lisis ma´s sencillo que nos informa acerca de la planificabilidad del
sistema (esto es, si todas las tareas cumplira´n sus plazos), es el denominado factor de
utilizacio´n del procesador, que proporciona una condicio´n suficiente (no necesaria), para
que el sistema sea planificable. En el caso de utilizar RMS, la fo´rmula para calcularlo
viene dada en la ecuacio´n 2.1, siendo N el nu´mero de tareas que componen el sistema,
Ci el tiempo de ejecucio´n de la tarea i en el caso ma´s desfavorable, y Ti su periodo de
activacio´n.
U(N) =
n∑
i=1
Ci
Ti
≤ N · (2 1N − 1) (2.1)
Lo ma´s crı´tico de esta expresio´n es calcular el valor del te´rmino Ci, ya que determinar
el peor tiempo de ejecucio´n de una tarea no es sencillo, ya sea midie´ndolo en una imple-
mentacio´n piloto (difı´cil saber cuando se ejecuta el caso peor), o analizando su co´digo
(difı´cil de incluir todos los efectos provocados por el hardware), por lo que hay multi-
tud de trabajos de investigacio´n que proponen me´todos para calcular dicho valor de una
manera segura y eficiente (Bernat et al., 2002; Edgar and Burns, 2001). Por otra parte, se
observa que a medida que crece el nu´mero de tareas N, el valor ma´ximo de U(N) para el
que los plazos esta´n garantizados va decreciendo. Tomando lı´mites se obtiene una cota
inferior de ese valor:
l´ım
N→∞
[N · (2 1N − 1)] = ln 2 ' 0,69
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Un me´todo de ana´lisis ma´s completo y flexible que el factor de utilizacio´n, aunque ma´s
complicado de llevar a cabo, es el Ana´lisis de Tiempo de Respuesta (RTA), introducido
a finales de la de´cada de los 80 (Harter, 1987; Joseph and Pandya, 1986; Audsley et al.,
1992). A diferencia del factor de utilizacio´n, el ana´lisis de tiempo de respuesta establece
una condicio´n necesaria y suficiente para que el sistema sea planificable. Esta te´cnica se
basa en comprobar que el tiempo de respuesta R de una tarea i es menor que su plazo
correspondiente, es decir:
∀i, Ri ≤ Di
Para ello, hay que calcular el tiempo de respuesta de cada tarea en el caso ma´s desfa-
vorable que, en el modelo de tareas ma´s ba´sico, viene dado por la ecuacio´n recurrente 2.2,
donde hp(i) representa el conjunto de tareas con prioridad mayor que i:
wn+1i = Ci +
∑
j∈hp(i)
⌈
wni
Tj
⌉
Cj (2.2)
La solucio´n a esta ecuacio´n se obtiene de manera recursiva, comenzando por hacer
wni = Ci e iterando hasta que converja (w
n+1
i = w
n
i ), y entonces Ri = w
n
i .
La ecuacio´n 2.2 ha sido posteriormente modificada tras sucesivas aportaciones que
han ido an˜adiendo nuevas caracterı´sticas al modelo de tareas ba´sico, como por ejemplo,
inclusio´n de plazos de respuesta distintos de los periodos (Leung and Whitehead, 1982;
Audsley et al., 1993), tareas aperio´dicas (Sha et al., 1986; Sprunt et al., 1989; Strosnider
et al., 1995), interferencias debidas a la exclusio´n mutua de los recursos compartidos (Sha
et al., 1990), fluctuaciones (jitters) y fases (offsets) (Bate and Burns, 1997; Palencia and
Harbour, 1998), resultando finalmente la ecuacio´n 2.3, donde Bi representa el tiempo de
bloqueo sufrido por la tarea i debido a la exclusio´n mutua en los recursos compartidos
con otras tareas (ver explicacio´n en la seccio´n 2.2.4) y Ji es el jitter.
wn+1i (q) = (q + 1)Ci +Bi +
∑
j∈hp(i)
⌈
wni (q) + Jj
Tj
⌉
Cj (2.3)
Ri(q) = w
n
i (q)− q · Ti + Ji (2.4)
donde finalmente:
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Ri = ma´x
q=1,2,...
Ri(q)
siendo el ma´ximo valor de q que necesita ser probado el menor entero que verifica:
Ri(q) ≤ Ti
Dado que un modelo de tareas completo dificulta extremadamente su ana´lisis tempo-
ral, generalmente se recurre a incluir una serie de restricciones en el co´digo, prohibiendo
el uso de ciertas construcciones que generen indeterminismo temporal (ver seccio´n 2.3.3).
Ası´ pues, es habitual hablar de un modelo de tareas esta´tico en el que todas las tareas sean
creadas en la elaboracio´n del sistema, no terminen nunca y tengan un solo punto de acti-
vacio´n.
2.2.3. Prioridades dina´micas
La planificacio´n con prioridades dina´micas supone un nuevo aumento de flexibilidad,
haciendo que un mayor nu´mero de decisiones se tomen dina´micamente, en tiempo de
ejecucio´n, en lugar de hacerlo esta´ticamente, en tiempo de disen˜o.
La diferencia fundamental entre la planificacio´n con prioridades fijas, y la planifica-
cio´n con prioridades dina´micas radica en que, con el primer me´todo, las prioridades se
asignan esta´ticamente en funcio´n de algu´n para´metro de la tarea (periodo, plazo de res-
puesta, importancia, etc.) y permanecen ya constantes durante la ejecucio´n. Sin embargo,
cuando hablamos de prioridades dina´micas, la prioridad de cada tarea es una variable que
va tomando diversos valores en tiempo de ejecucio´n.
El me´todo de planificacio´n con prioridades dina´micas ma´s extendido se conoce por
las siglas EDF (Earliest Deadline First) y fue definido inicialmente por Liu y Layland en
el artı´culo ya citado anteriormente (Liu and Layland, 1973). En este me´todo, el para´metro
que se utiliza para modificar el valor de la prioridad de las tareas es la proximidad de
su plazo de respuesta, asignando las prioridades de manera directamente proporcional a
dicha proximidad, es decir, a la tarea cuyo plazo esta´ ma´s cercano se le asigna la prioridad
ma´s alta.
La planificacio´n EDF es o´ptima entre los algoritmos de planificacio´n con desalojo, lo
cual significa que si un conjunto de tareas es planificable mediante algu´n otro algoritmo,
tambie´n lo es utilizando EDF.
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Una vez ma´s, la te´cnica de ana´lisis ma´s sencilla es la del factor de utilizacio´n. Adema´s,
en el caso de EDF nos da una condicio´n que adema´s de suficiente es necesaria, con lo
cual, partiendo de las mismas premisas que en el apartado anterior cuando se utilizaba
un conjunto de N tareas planificadas con RMS, en el caso de EDF podemos decir que es
planificable si, y solo si, se verifica la ecuacio´n 2.5:
U =
N∑
i=1
Ci
Ti
≤ 1 (2.5)
Comparando los ecuaciones 2.1 y 2.5 podemos ver fa´cilmente que para un nu´mero de
tareas N > 1, la utilizacio´n que garantiza la planificabilidad del sistema es ma´s alta en el
caso de EDF. Es decir, teo´ricamente, con EDF se puede sacar ma´s rendimiento del pro-
cesador. Ahora bien, esta ventaja teo´rica se ve seriamente mermada por dos desventajas
pra´cticas:
Si por algu´n motivo se produce una sobrecarga, esto es, la cantidad de tiempo de
procesador restante es insuficiente para que no se pierda el plazo de alguna de las
tareas activas, el comportamiento de la planificacio´n EDF es impredecible.
La complejidad de un planificador EDF es superior a la de uno basado en priorida-
des fijas, lo cual se traduce finalmente en mayores sobrecargas a la hora de gestionar
los cambios de contexto.
2.2.4. Acceso a datos compartidos
En las secciones anteriores hemos pasado por alto el problema de los accesos a datos
compartidos que puede haber en un sistema cuyas tareas no sean independientes. En estos
casos, se hace necesario algu´n mecanismo de proteccio´n que evite que varias tareas acce-
dan a la vez a un mismo dato de manera incontrolada, ya que esto podrı´a provocar errores
graves. La mayorı´a de los lenguajes incorporan algu´n tipo de mecanismo para solventar
este problema (sema´foros, monitores, objetos protegidos), que permiten que una tarea sea
suspendida hasta que suceda algu´n evento que garantice que se puede acceder al recurso
en cuestio´n con seguridad (por ejemplo, que se libere un sema´foro).
El problema surge cuando las tareas que acceden a un recurso son de diferente prio-
ridad (ver figura 2.4). En este ejemplo, las tareas τ1 y τ4 comparten un recurso. En un
momento dado, la tarea τ4 (de baja prioridad) se hace con e´l, cuando esta´ a mitad de la
ejecucio´n en la zona compartida, se activan las tareas τ2 y τ3, que al ser ma´s prioritarias,
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la desalojan. Un poco ma´s tarde se activa la tarea τ1 que, al ser la ma´s prioritaria comienza
a ejecutarse inmediatamente, sin embargo, cuando intenta acceder al recurso compartido
no puede hacerlo porque e´ste esta´ ocupado por la tarea τ4, ası´ que se queda bloqueada es-
perando a que finalice esta ocupacio´n, para lo que a su vez deben finalizar antes las tareas
τ2 y τ3 tambie´n. El resultado final es que se ha producido una inversio´n de prioridad, ya
que las tareas τ2 y τ3 han terminado su ejecucio´n antes que la τ1.
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Figura 2.4: Inversio´n de prioridad
Esto que hemos explicado con prioridades fijas, sucede de manera ana´loga en la pla-
nificacio´n EDF, donde el feno´meno se conoce como inversio´n de tiempo lı´mite. En ambos
casos se trata de un efecto perverso que no debe darse porque contraviene la esencia de
las prioridades.
Si bien no es posible eliminar completamente los efectos secundarios de la inver-
sio´n de prioridad, sı´ que se puede minimizar su impacto siguiendo ciertos protocolos que
varı´an dina´micamente la prioridad de las tareas (Cornhilll et al., 1987). Por supuesto, esto
supone una excepcio´n en la teorı´a de prioridades fijas. Por tanto, cuando decı´amos que en
la planificacio´n con prioridades fijas la prioridad de la tarea permanece invariable durante
su ejecucio´n, en realidad faltaba an˜adir: “excepcio´n hecha de cuando se modifica su prio-
ridad para acceder a un recurso compartido”. En los siguientes apartados presentamos
los protocolos ma´s relevantes (Rajkumar, 1991).
Protocolo de herencia de prioridad
La variante ma´s sencilla que se puede poner en pra´ctica para evitar la inversio´n de
prioridad consiste en elevar la prioridad de la tarea que mantiene bloqueado un recurso
compartido cuando una tarea de mayor prioridad intenta acceder a e´l (ver figura 2.5). Ası´,
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cuando la tarea τ1, intenta acceder al recurso ocupado, se eleva la prioridad de la tarea
τ4 para que desaloje el recurso cuanto antes (Cornhill and Sha, 1987). De esta manera se
consigue evitar la inversio´n de prioridad.
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Figura 2.5: Protocolo de herencia de prioridad
Protocolo de techo de prioridad
El protocolo de techo de prioridad (Goodenough and Sha, 1988) es ma´s complejo que
el anterior. En este caso se define un techo de prioridad para cada recurso compartido. El
valor de este techo es igual a la ma´xima prioridad de las tareas que acceden a e´l. Cada tarea
tiene una prioridad dina´mica que se calcula como el ma´ximo entre la prioridad ba´sica de
la propia tarea y la prioridad de las tareas a las que bloquea. A partir de estas definiciones
se establece que una tarea so´lo puede acceder a un recurso compartido si su prioridad
dina´mica es mayor que el techo de prioridad de todos los recursos en uso.
En la figura 2.6 se puede observar co´mo la tarea τ1 comienza a ejecutarse hasta que es
desalojada cuando se activan las tareas τ2 y τ3 de mayor prioridad. Sin embargo, cuando
la tarea τ2 intenta acceder a un recurso compartido no puede hacerlo al ser la prioridad
dina´mica de la tarea τ1 mayor.
Comparando las figuras 2.5 y 2.6 se aprecia que el protocolo de techo de prioridad da
un mejor resultado, pues hace que los recursos utilizados por tareas de alta prioridad sean
liberados antes. Adema´s de la anterior, podemos an˜adir algunas ventajas:
Las tareas se bloquean como ma´ximo una vez durante cada ciclo.
No puede haber interbloqueos ni bloqueos encadenados.
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Figura 2.6: Protocolo de techo de prioridad
Protocolo de techo de prioridad inmediato
Siguiendo una filosofı´a similar al protocolo anterior, el me´todo ma´s eficiente de acceso
a recursos compartidos en sistemas planificados con prioridades fijas es el protocolo de
techo de prioridad inmediato (Sha et al., 1990).
En este caso, cuando una tarea accede a un recurso compartido inmediatamente se
eleva su prioridad hasta el techo del recurso (es decir, a la ma´xima prioridad de todas las
tareas que acceden a e´l). De esta manera se consigue que el tiempo de ocupacio´n de un
recurso compartido sea el ma´s pequen˜o posible, minimizando ası´ los tiempos de bloqueo.
El protocolo de techo de prioridad inmediato conserva las ventajas enumeradas para el
protocolo de techo de prioridad pero, adema´s, nos permite an˜adir una, y es que podemos
afirmar que utilizando este protocolo, si una tarea se bloquea, siempre es al inicio de su
ejecucio´n, tal y como muestra la figura 2.7. En resumen, podrı´amos decir que a pesar de
las semejanzas entre el protocolo de techo de prioridad (simple) y el protocolo de techo
de prioridad inmediato, este u´ltimo tiene dos ventajas fundamentales:
Es ma´s fa´cil de implementar.
Provoca menos cambios de contexto.
Polı´tica de pila de recursos
En el caso de planificacio´n EDF, existe un me´todo propuesto por Baker (Baker, 1991)
muy semejante al techo de prioridad, denominado polı´tica de pila de recursos, ma´s co-
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Figura 2.7: Protocolo de techo de prioridad inmediato
nocido por sus siglas en ingle´s: SRP (Stack Resource Policy). En este caso, a cada tarea
se le asigna un nivel de apropiacio´n en funcio´n de la cercanı´a de su plazo. En tiempo
de ejecucio´n a cada recurso compartido se le asigna una cota (semejante al techo de los
protocolos vistos anteriormente), igual al nivel ma´s alto de los niveles de apropiacio´n que
tienen las tareas que acceden a e´l. A partir de ahı´ se establece que cuando se active una
tarea so´lo podra´ desalojar a la que esta´ en el procesador si su plazo esta´ ma´s cercano y
adema´s, su nivel de apropiacio´n supera a la cota de todos los recursos que hay bloqueados
en el sistema en ese momento.
Con ambos protocolos se consigue que las tareas sufran como ma´ximo un solo blo-
queo, que adema´s ocurre al ser activadas, se previenen bloqueos mutuos y se puede cal-
cular fa´cilmente el tiempo que pueden permanecer bloqueados.
2.3. El lenguaje Ada y el perfil de Ravenscar
2.3.1. Generalidades del lenguaje Ada
Los orı´genes del lenguaje de programacio´n Ada datan aproximadamente de 1974, an˜o
en el que comenzo´ su desarrollo por parte del Departamento de Defensa de los Estados
Unidos bajo la premisa de reducir los costes destinados a software, especialmente en lo
relativo a sistemas de alta integridad y sistemas empotrados. El proceso de definicio´n,
desarrollo y pruebas dio finalmente sus frutos en el an˜o 1983, cuando fue publicado el
esta´ndar ANSI para el lenguaje Ada bajo el tı´tulo Reference Manual for the Ada Pro-
gramming Language (ANS, 1983), siendo esta versio´n conocida popularmente como Ada
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83. En 1987 se convirtio´ en un esta´ndar ISO (ISO, 1987), aunque se mantuvo la denomi-
nacio´n Ada 83.
An˜os ma´s tarde, la constante evolucio´n tecnolo´gica llevo´ a plantearse la necesidad
de revisar el esta´ndar Ada 83 con objeto de adaptarlo a los nuevos tiempos, aplicando la
experiencia adquirida en entornos fuera de los sistemas empotrados para los que inicial-
mente se penso´ el lenguaje y en nuevos paradigmas como la programacio´n orientada a
objetos. El nuevo resultado fue un esta´ndar ISO publicado en 1995, siendo la definicio´n
oficial de Ada 95 el documento denominado Reference Manual for the Ada Programming
Language (ISO, 2000).
La Organizacio´n Internacional para la Estandarizacio´n (ISO) tiene una estructura jera´rqui-
ca de varios niveles, dando lugar a un gran nu´mero de grupos de trabajo, especializados
cada uno de ellos en un tema concreto. El grupo encargado del desarrollo de esta´ndares
ISO para el lenguaje de programacio´n Ada es el ISO-IEC/JTC1/SC22/WG9 donde las
siglas significan lo siguiente:
JTC1: Joint Technical Committee 1, encargado de las estandarizaciones relativas a
las tecnologı´as de la informacio´n.
SC22: Subcommittee 22, trata los lenguajes de programacio´n, sus entornos e inter-
faces con sistemas software.
WG9: Working Group 9, tiene la responsabilidad de desarrollar los esta´ndares ISO
para el lenguaje Ada.
Dentro de este grupo, existen a su vez varios de los denominados Rapporteur Groups
que tratan aspectos concretos del lenguaje, entre los que destaca la labor de los siguientes:
Ada Rapporteur Group (ARG): discutiendo mejoras del lenguaje
Annex H Rapporteur Group (HRG): asesorando en los aspectos de seguridad y
fiabilidad de aplicaciones Ada.
A dı´a de hoy ya esta´ disponible una nueva revisio´n del lenguaje, Ada 2005. Debido
al intere´s que tiene para esta tesis sus aspectos ma´s relevantes se destacan en una sec-
cio´n aparte (ver 2.3.2). Tras cumplir con los u´ltimos tra´mites administrativos dentro de la
estructura ISO, la versio´n definitiva del manual de referencia puede consultarse en (Taft
et al., 2007).
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La definicio´n de Ada tenı´a como meta dotar al nuevo lenguaje de una serie de carac-
terı´sticas entre las que podemos destacar las siguientes: legibilidad, tipado fuerte, manejo
de excepciones, abstraccio´n, orientacio´n a objetos y concurrencia. Ada es un lenguaje
muy completo, mucho ma´s extenso, por ejemplo, que Pascal o C, y quiza´s similar a C++.
Esta´ compuesto por un nu´cleo comu´n, ma´s una serie de anexos especializados, que no
an˜aden sintaxis, pero sı´ una serie de nuevas bibliotecas y mecanismos de implementacio´n
que deben estar soportados si se quiere trabajar conforme a ellos.
Junto con el anexo de sistemas de tiempo real (anexo D, que tratamos a continuacio´n),
la gestio´n de la concurrencia es especialmente importante dentro de nuestro marco de
trabajo pues, como ya hemos mencionado, en los sistemas de tiempo real es muy habitual
que sucedan varias cosas en paralelo, siendo mucho ma´s natural y co´modo manejarlo con
herramientas integradas en el propio lenguaje que tener que recurrir a llamadas al sistema
operativo.
El anexo de sistemas de tiempo real define una serie de caracterı´sticas adicionales
pensadas para aquellas implementaciones destinadas a formar parte de sistemas de tiempo
real. De manera resumida, estas caracterı´sticas son:
Prioridad de la tarea: se utiliza la construccio´n Pragma Priority, o en su caso, Prag-
ma Interrupt Priority para asignarle una prioridad a una tarea, objeto protegido o
subprograma.
Planificacio´n: permite que se describan las reglas que determinan que´ tarea se ejecu-
ta cuando hay varias disponibles para ello. La opcio´n por defecto es FIFO Within-
Priorities, es decir, primero la que tiene la prioridad ma´s alta y, en caso de igualdad,
la primera en llegar.
Protocolo de techo de prioridad: especifica el modo en que interaccionan la priori-
dad de la tarea y los techos de prioridad de los objetos protegidos. Por defecto se
utiliza el protocolo Ceiling Locking equivalente al techo de prioridad inmediato.
Protocolos de encolado: permite especificar la manera en la que se ordena una cola
de tareas que esta´n esperando obtener un determinado servicio. El lenguaje define
FIFO Queuing y Priority Queuing.
Prioridades dina´micas: ofrece una serie de instrucciones que permiten cambiar la
prioridad de una tarea en tiempo de ejecucio´n.
Tiempo: an˜ade una biblioteca con facilidades para manejar un reloj mono´tono de
alta resolucio´n.
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Precisio´n de las instrucciones delay: Define con precisio´n los efectos de utilizar las
instrucciones delay y delay until usadas para diferir trabajos.
Transferencia sı´ncrona de control: ofrece un tipo de sema´foro que puede ser uti-
lizado para suspender operaciones o implementar colas de alto nivel, todo ello de
manera sı´ncrona.
Transferencia ası´ncrona de control: define una forma de suspender o reanudar tareas
de manera ası´ncrona.
Restricciones al modelo de tareas: detalla una serie de pragmas restrictivos que se
pueden utilizar para prohibir la utilizacio´n de una serie de componentes del len-
guaje, lo cual resulta muy u´til cuando queremos construir sistemas especialmente
eficientes o fa´cilmente analizables como veremos a continuacio´n.
2.3.2. El nuevo esta´ndar Ada 2005
De nuevo los constantes avances hicieron que se planteara la necesidad de revisar el
esta´ndar de Ada 95. Despue´s de varios an˜os de trabajo en diferentes mejoras, la nueva
definicio´n del lenguaje, Ada 2005, vio la luz en el mes de Marzo de 2007.
El nuevo esta´ndar contiene una gran variedad de modificaciones sobre el lenguaje
en general, pero el avance en todo lo relativo a programacio´n de tiempo real y sistemas
de alta integridad es especialmente significativo. Entre las nuevas herramientas podemos
destacar las siguientes:
Eventos temporizados: mecanismos que permiten al usuario ejecutar un procedi-
miento en un momento dado sin necesidad de recurrir a otras herramientas como
tareas o instrucciones delay.
Relojes de tiempo de ejecucio´n: herramientas que permiten controlar en todo mo-
mento la cantidad de tiempo que una tarea ha ocupado el procesador.
Temporizadores de tiempo de ejecucio´n: temporizadores que se pueden programar
a priori para que si una tarea consume ma´s de un cierto tiempo de CPU se dispare
una alarma.
Cuotas de tiempo de ejecucio´n para grupos de tareas o cuotas colectivas: semejan-
tes a los temporizadores de tiempo de ejecucio´n. La diferencia es que este nuevo
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elemento esta´ pensado para medir el tiempo de procesador consumido, no por una
tarea, sino por un grupo de ellas. Este elemento lleva asociada la complejidad de
decidir con que´ algoritmo se recargan las cuotas.
Procedimiento para finalizar una tarea: se an˜ade un mecanismo para asignarle un
procedimiento a una tarea, que sera´ invocado en caso de que la tarea termine (gene-
ralmente debido a una instruccio´n abort o a una excepcio´n no controlada). Ası´, se
evita que una tarea muera de manera silenciosa, ya que esto podrı´a poner el peligro
la integridad del sistema.
Inclusio´n del perfil de Ravenscar: hasta ahora, las caracterı´sticas del perfil de Ra-
venscar (ver apartado 2.3.3) se incluı´an mediante un numeroso conjunto de prag-
mas. En Ada 2005 se an˜ade un pragma especı´fico con todas ellas, incluyendo las
u´ltimas modificaciones que se han realizado sobre el perfil.
Planificacio´n por bandas de prioridad: se permite definir una serie de bandas de
prioridad con diferentes polı´ticas de planificacio´n, de manera que en un mismo
sistema pueden convivir varios grupos de tareas planificados cada uno de ellos de
la forma ma´s eficiente.
Soporte para planificacio´n EDF y Round-Robin: Se incluye en el lenguaje la polı´tica
de planificacio´n EDF (ver seccio´n 2.2.3) y Round-Robin.
Planificacio´n cooperativa (sin desalojo): se an˜ade una polı´tica de planificacio´n sin
desalojo, de manera que cuando una tarea accede al procesador, lo ocupa hasta que
termina su trabajo. Este tipo de planificacio´n facilita la implementacio´n de ejecuti-
vos cı´clicos (ver seccio´n 2.2.1).
Techos de prioridad dina´micos: hasta ahora el techo de prioridad de los objetos pro-
tegidos era esta´tico. Esta nueva medida permite que se modifiquen dina´micamente,
lo cual puede ser muy u´til a la hora de construir sistemas con varios modos de
funcionamiento o sistemas con prioridades dina´micas en general.
Veremos ma´s adelante que estos cambios en el esta´ndar Ada son de vital importancia
para la arquitectura desarrollada en esta tesis, ya que gran parte de la innovacio´n que se
propone debe ser implementada con la ayuda de estos nuevos elementos.
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2.3.3. El perfil de Ravenscar
Como ya se ha mencionado, el lenguaje Ada es muy potente, dispone de un buen
nu´mero de elementos que permiten una gran variedad de construcciones. Esto, que es po-
sitivo para construir sistemas de propo´sito general, se vuelve en nuestra contra a la hora
de construir sistemas de alta integridad ya que, cuanta ma´s variedad de construcciones ha-
ya, mayor sera´ el indeterminismo asociado. De hecho, a dı´a de hoy no es posible analizar
el comportamiento temporal de una aplicacio´n que haga uso de todas las facilidades que
ofrece Ada.
El IRTAW (International Real-Time Applications Workshop) es una reunio´n de tra-
bajo de cara´cter cientı´fico que tiene en los sistemas de tiempo real su foco de atencio´n,
haciendo especial e´nfasis en el lenguaje Ada. Una de las aportaciones ma´s importantes
realizadas en este taller es el denominado Perfil de Ravenscar (Burns, 1999) (llamado
ası´ porque la reunio´n en la que se definio´ se celebro´ en ese lugar del Reino Unido). El
perfil de Ravenscar fue refinado en las dos siguientes ediciones (celebradas en 1999 y
2001). Posteriormente, se han hecho algunas modificaciones para adaptarlo a Ada 2005
(de la Puente and Zamorano, 2003), siendo la ma´s importante de ellas que el perfil pasa
a ser parte del propio lenguaje gracias una directiva del compilador (pragma) que permi-
te a una aplicacio´n solicitar el modo de operacio´n restringido caracterı´stico del perfil de
Ravenscar.
La estrategia seguida para definir el perfil puede resumirse en tres puntos:
Eliminar todos aquellos componentes que introducen indeterminismo o bien supo-
nen una carga muy pesada en tiempo de ejecucio´n.
Mantener aquellas utilidades que permiten construir sistemas de tiempo real y alta
criticidad que satisfagan las necesidades actuales.
Asegurarse de que es posible realizar un ana´lisis de tiempo de respuesta, ası´ como
otras clases de ana´lisis esta´ticos en los programas construidos conforme al perfil.
Para comprender mejor el perfil vamos profundizar en el detalle de cua´les son las
principales acciones que se permiten o prohı´ben para lograr los objetivos marcados.
El modelo de tareas se restringe a las siguientes situaciones:
El conjunto de tareas es esta´tico (no hay creacio´n dina´mica de tareas).
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Las tareas se ejecutan cı´clicamente y sin fin. Tienen un solo punto de suspensio´n y
contienen co´digo que se ejecuta secuencialmente sin llamadas bloqueantes.
Las tareas pueden ser perio´dicas (con periodo conocido) o espora´dicas, en cuyo
caso se debe conocer el tiempo mı´nimo entre dos activaciones consecutivas. El
tiempo de co´mputo en el peor caso posible (WCET) tambie´n debe ser conocido,
ası´ como el plazo de respuesta deadline para poder llevar a cabo el ana´lisis esta´tico.
La comunicacio´n entre tareas se realiza mediante variables compartidas (objetos
protegidos sin entry), salvo en el caso de tareas espora´dicas, cuya activacio´n se
realiza mediante un objeto protegido con una sola entry.
La planificacio´n se realiza mediante prioridades fijas y esquema FIFO para las ta-
reas con el mismo nivel de prioridad. Tambie´n se pueden analizar esquemas no
desalojables.
El protocolo de acceso a objetos protegidos es el de techo de prioridad inmediato
(consultar 2.2.4).
Se eliminan los elementos que producen indeterminismo en el uso de la memoria:
Creacio´n dina´mica de atributos de tareas.
Asignacio´n implı´cita de espacio de memoria en la pila esta´ndar.
Se eliminan los elementos que producen indeterminismo temporal:
So´lo puede haber una tarea esperando en un entry.
La barrera de un objeto protegido debe ser sencilla (una expresio´n booleana).
El reencolado esta´ prohibido, ası´ como la asignacio´n dina´mica de manejadores de
interrupcio´n y la transferencia ası´ncrona de control.
Adema´s, se utiliza una base temporal precisa mediante el uso del reloj de tiempo
real Ada.Real Time o similar. No se permite el uso del paquete Ada.Calendar ni retardos
relativos (so´lo se permite el uso de la instruccio´n delay until).
Gracias a las restricciones mencionadas es posible crear un nu´cleo de tiempo real, con
soporte para concurrencia (restringida), suficientemente pequen˜o y sencillo como para
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que pueda ser certificado (ver seccio´n 3.1), y al mismo tiempo eficiente y analizable, lo
cual lo hace muy u´til para dar soporte a sistemas de alta integridad (Burns et al., 2003; Var-
danega and Caspersen, 2001), garantizando adema´s que una aplicacio´n disen˜ada con-
forme a Ravenscar puede ser analizada (Zamorano and de la Puente, 2002; Vardanega
et al., 2005). El ape´ndice A enumera todas las restricciones que impone el perfil tanto
en lenguaje natural como mediante las directivas que hay que darle al compilador para
garantizar su cumplimiento por parte de la aplicacio´n.
2.3.4. ORK: un nu´cleo de tiempo real
Existen varias implementaciones de nu´cleos de tiempo real que soportan el perfil de
Ravenscar, algunas de ellas comerciales, tales como ObjectAda Real-Time Raven (fabri-
cado por Aonix) (Burns et al., 1998) o GSTART (fabricado por Green Hill Software)
(GST, 2005), y otras libres como ORK (Open Ravenscar real-time Kernel), desarrollado
en el grupo de sistemas de tiempo real de la Universidad Polite´cnica de Madrid (de la
Puente, Ruiz and Zamorano, 2000; de la Puente, Ruiz, Zamorano, Garcı´a and Ferna´ndez-
Marina, 2000; de la Puente et al., 2001; Zamorano and Ruiz, 2003).
Para desarrollar parte del trabajo ha sido necesario utilizar uno de estos nu´cleos como
punto de partida. En nuestro caso particular hemos optado por ORK ya que, adema´s de ser
software libre, contamos con la ventaja del conocimiento acumulado sobre la herramienta
tras varios an˜os de continuo desarrollo y mantenimiento. De hecho, ya se han publicado
varios trabajos sobre ORK relacionados con alguno de los temas que se exponen en esta
tesis (Zamorano et al., 2004; Uruen˜a et al., 2005; Pulido et al., 2005).
ORK es un nu´cleo mı´nimo de altas prestaciones que proporciona soporte para ejecutar
programas acordes con el perfil de Ravenscar de Ada y tambie´n para el lenguaje C. Existen
dos versiones de ORK, segu´n se quiera ejecutar el co´digo resultante en un PC desnudo o
en una plataforma ERC32. Esta u´ltima plataforma, protegida frente a radiacio´n, es muy
utilizada en el entorno aeroespacial, especialmente por la Agencia Espacial Europea, con
la que colaboramos activamente a trave´s de diversos proyectos, por lo que nuestro trabajo
partira´ de la versio´n de ORK para ERC32.
ORK esta´ integrado con el compilador GNAT segu´n se muestra en la figura 2.8, de
manera que ORK proporciona el soporte ba´sico para gestionar a bajo nivel las hebras,
el tiempo, la memoria, las interrupciones, y la salida serie, mientras que por encima, la
capa GNARL (GNU Ada Runtime Library) sirve de interfaz para dar soporte al modelo
de tareas de Ada. En realidad, esta capa esta´ dividida en dos, ya que a la parte de ma´s bajo
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Figura 2.8: Arquitectura del sistema GNAT-ORK
nivel, que es dependiente del hardware y del sistema operativo se la denomina GNULL.
2.4. El proceso de desarrollo en ASSERT
Otro de los flancos que se quiere abordar en esta tesis esta´ situado en un nivel de
abstraccio´n ma´s alto. Actualmente, se calcula que los costes de las fases de integracio´n y
pruebas de un proyecto pueden llegar a ascender hasta el 50 % de los costes totales. Ge-
neralmente, esto es debido a una cadena de errores durante el proceso de elaboracio´n del
producto, especialmente en las etapas tempranas del mismo: unas especificaciones poco
claras o ambiguas, errores en la implementacio´n, etc. Para minimizar este problema se
propone utilizar lenguajes de modelado no ambiguos, que permiten al disen˜ador del siste-
ma situarse en un nivel de abstraccio´n ma´s alto, obviando detalles de la implementacio´n,
para que posteriormente una herramienta se encargue de generar co´digo fuente de manera
automa´tica, de esta forma se eliminan los errores introducidos por el factor humano. Den-
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tro del proyecto ASSERT, en el que hemos colaborado activamente durante los u´ltimos
3 an˜os, tienen especial relevancia dos lenguajes: AADL y UML, de los que comentamos
los aspectos ma´s significativos en los siguientes apartados.
2.4.1. AADL
AADL son las siglas en ingle´s de Lenguaje de Ana´lisis y Disen˜o de Arquitecturas
(SAE, 2004). Es un lenguaje definido por la SAE (Society of Automotive Engineers),
con la colaboracio´n de diferentes industrias e instituciones del entorno aeroespacial, tales
como Airbus, la Agencia Espacial Europea, Boeing, EADS, etce´tera. Esta´ pensado pa-
ra sistemas de tiempo real de alta integridad, y se utiliza para describir la estructura de
sistemas como un conjunto de componentes software que se ejecutan en una plataforma
hardware. El lenguaje incluye elementos que permiten expresar las interfaces funcionales
entre componentes y su interaccio´n, por ejemplo, mediante puertos de entrada y salida de
datos, ası´ como aspectos crı´ticos relacionados con la planificacio´n o el comportamiento
dina´mico al dar soporte a cambios de modo.
AADL es un lenguaje donde el elemento ba´sico es el componente. Se puede establecer
una jerarquı´a de componentes y diversas relaciones entre ellos tal y como veremos a
continuacio´n. En primer lugar se define un tipo componente, que especifica su interfaz
con el exterior, declarando sus funcionalidades y los subcomponentes que son accesibles
desde el exterior. Ma´s tarde, se define una implementacio´n del componente, en la que se
refina la especificacio´n y se an˜aden las partes privadas del componente y los modos de
funcionamiento que permiten configurarlo de diversas maneras.
Los mayorı´a de los componentes esta´n clasificados en dos grandes grupos: componen-
tes de plataforma de ejecucio´n y componentes software. En el primer grupo se encuentran:
Procesador: modela una abstraccio´n de hardware y software capaz de planificar y
ejecutar hebras.
Memoria: representa dispositivos de almacenamiento, tales como RAM, ROM, dis-
cos o cintas.
Bus: componente a cargo de trasladar informacio´n de un componente a otro.
Dispositivo: elemento hardware cuyo funcionamiento interno es irrelevante para el
resto del sistema. So´lo es importante su interfaz para interactuar con el resto del
sistema. Ejemplos tı´picos serı´an sensores, actuadores o displays.
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Entre el grupo de componentes software podemos encontrar los siguientes:
Dato: representa un tipo dato de co´digo fuente, que puede ser compartido. Se su-
pone que cuenta con algu´n mecanismo para controlar la concurrencia y puede tener
sus propias operaciones.
Subprograma: representa una cla´sica funcio´n o procedimiento de co´digo fuente.
Hebra: flujo de control secuencial planificable que ejecuta instrucciones dentro del
espacio de memoria virtual de un proceso.
Grupo de hebras: grupo lo´gico de hebras. Simplemente se utiliza para simplificar el
disen˜o cuando se trabaja con sistemas de gran taman˜o.
Proceso: modela un espacio virtual de memoria, cuya implementacio´n contiene al
menos una hebra o un grupo de ellas.
Adema´s de los grupos anteriores, en AADL se pueden definir los siguientes elemen-
tos:
Sistema: componente que representa el mayor nivel de abstraccio´n, contiene tanto
la plataforma de ejecucio´n como el software que corre sobre ella, adema´s de otros
sistemas como subcomponentes, si resulta necesario.
Paquete: no es un componente en sı´, sino una manera de organizarlos en grupos de
declaraciones con espacios de nombres diferentes.
En AADL se establecen relaciones entre los distintos componentes mediante carac-
terı´sticas, conexiones y flujos. Las caracterı´sticas se utilizan para especificar el interfaz
que presenta un componente al exterior. Hay cuatro categorı´as:
Puerto: se utiliza para representar la transmisio´n ası´ncrona de datos y/o control,
pudiendo declararse como de entrada, salida y de entrada-salida.
Subprograma: su definicio´n es ide´ntica al componente software con el mismo nom-
bre.
Para´metro: representa los datos intercambiados por un subprograma.
Acceso a subcomponente: simboliza un acceso tanto de entrada como de salida a
datos o buses internos.
2.4. EL PROCESO DE DESARROLLO EN ASSERT 33
Una conexio´n, como su nombre indica, representa una transferencia de datos y/o con-
trol entre dos componentes. Podemos hablar de conexiones entre puertos, entre para´me-
tros y entre accesos a subcomponentes.
Un flujo es una corriente lo´gica de informacio´n a trave´s de una serie de componentes
y conexiones que facilita la capacidad de soportar diferentes tipos de ana´lisis, como por
ejemplo, la latencia de principio a fin de cierta comunicacio´n.
Por u´ltimo, otro elemento fundamental de AADL son las propiedades. Se utilizan pa-
ra proveer un amplio rango de informacio´n acerca de componentes, flujos, conexiones,
etce´tera. Las propiedades AADL tienen nombre, tipo y valor. Hay dos grupos de pro-
piedades predefinidas por el lenguaje, que son las utilizadas ma´s habitualmente, pero se
permite que el usuario especifique todas las que considere necesario para realizar su traba-
jo. Esto hace que AADL sea un lenguaje abierto que puede llegar a cubrir la gran mayorı´a
de las necesidades del disen˜ador del sistema.
2.4.2. HRT-UML/RCM
El Lenguaje Unificado de Modelado (UML) (Booch et al., 1998), y sobre todo su nue-
va versio´n UML2 (Obj, 2006; Booch et al., 2005), tiene actualmente una gran relevancia
tanto en la comunidad cientı´fica como en la empresarial, pues es la notacio´n ma´s utilizada
a la hora de especificar y documentar sistemas a lo largo de todas sus fases.
Sin embargo, el lenguaje UML, al ser de propo´sito general, resulta demasiado gene´ri-
co a la hora de tratar aspectos determinados. Para poder tratar con detalle conceptos per-
tenecientes a ciertos dominios se recurre a los perfiles (Fuentes and Vallecillo, 2004), que
son una herramienta del lenguaje que permite extender tanto su sema´ntica como su ana´li-
sis con objeto de representar esas caracterı´sticas especiales. Algunos ejemplos de perfiles
UML son:
SPT: UML Profile for Schedulability, Performance and Time para utilizar en el do-
minio del tiempo, la planificacio´n y temas relacionados con el funcionamiento del
sistema.
Qos-FT: UML Profile for Quality of Service and Fault Tolerance, especializado en
conceptos de calidad de servicio y tolerancia a fallos.
CCM: UML Profile for CORBA Component Model, para aplicaciones basadas en
CCM.
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Otro de estos perfiles ha sido elaborado recientemente para tratar las caracterı´sticas
de los sistemas basados en Ravenscar y se denomina HRT-UML/RCM. Este perfil es el
eslabo´n actual de una larga cadena de lenguajes que se han utilizado durante los u´lti-
mos veinte an˜os para modelar sistemas de tiempo real. RCM son las siglas de Ravenscar
Computational Model, y es el sucesor de HRT-UML (Mazzini et al., 2003), que vino des-
pue´s de HRT-HOOD (Burns and Wellings, 1994; Burns and Wellings, 1995), que a su
vez proviene de HOOD (Robinson, 1992). El perfil RCM se ha construido a partir de los
siguientes conceptos:
Entidad espora´dica: aquella que contiene una hebra que se activa mediante un even-
to externo, ya sea software o hardware.
Entidad cı´clica: ana´loga a la anterior, pero se activa perio´dicamente debido al paso
natural del tiempo.
Entidad protegida: recurso del sistema que sigue algu´n protocolo de acceso a me-
dios compartidos para garantizar la exclusio´n mutua.
Entidad pasiva: nocio´n ligada al concepto de agregacio´n, una entidad pasiva en un
recurso del sistema que no tiene ningu´n protocolo de acceso.
Entidad activa: de manera intuitiva, una entidad activa es aquella que se situ´a fuera
del modelo, contiene hebras y su comportamiento no interfiere con e´l.
Tanto AADL como el perfil UML para Ravenscar sera´n utilizados por otros grupos de
investigacio´n para describir los contenedores mencionados en uno de los objetivos de esta
tesis. Dichos contenedores son los elementos que permitira´n facilitar el disen˜o del sistema
y generar automa´ticamente co´digo fuente ejecutable sobre la plataforma que proponemos
ma´s adelante, avanzando ası´ en el disen˜o de sistemas de alta integridad.
Capı´tulo 3
SISTEMAS PARTICIONADOS
3.1. Certificacio´n de sistemas crı´ticos
Como ya se ha comentado en capı´tulos anteriores, un error en un sistema crı´tico puede
tener consecuencias catastro´ficas, por ello, es necesario asegurarse de que el producto final
cumple con las garantı´as necesarias. La manera ma´s habitual de comprobar la integridad
de un producto es recurrir a un proceso de certificacio´n.
E´ste es un proceso llevado a cabo por una entidad reconocida e independiente de
las partes interesadas que manifiesta la conformidad, en este caso del sistema, con las
especificaciones dadas, ası´ como con las definidas en alguna norma especı´fica del dominio
de la aplicacio´n, ya que en la mayorı´a de los sectores industriales podemos encontrar
algu´n esta´ndar de certificacio´n, tales como: DO-178B utilizado en sistemas de aviacio´n
civil, IEC 601-4 en equipamiento me´dico, IEC 880 en plantas de energı´a nuclear, EN
50128 en los ferrocarriles europeos, etce´tera.
Puesto que el radio de accio´n principal del presente trabajo son las aplicaciones aero-
espaciales, comentamos algunos detalles del esta´ndar DO-178B, titulado ”Software Con-
siderations in Airborne Systems and Equipment Certification”, por el que deben regirse
los productos de este a´rea.
El esta´ndar DO-178B fue creado por la RTCA (Radio Technical Commission for Ae-
ronautics) y actualmente esta´ aceptado como el instrumento para certificar el software
de aviacio´n nuevo. Esta´ enfocado principalmente en los procesos de desarrollo y como
consecuencia, obtener una certificacio´n DO-178B requiere entregar una gran cantidad de
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documentos y registros relacionados con las fases de desarrollo del sistema.
No toda la certificacio´n se realiza al mismo nivel. El esta´ndar DO-178B establece
cinco niveles de certificacio´n, de manera que cada uno de ellos se corresponde con la
severidad de las consecuencias que un fallo en potencia pudiere ocasionar. Los cinco
niveles de criticidad son los siguientes:
Nivel A ⇒ Consecuencias catastro´ficas
Nivel B ⇒ Consecuencias graves
Nivel C ⇒ Consecuencias serias
Nivel D ⇒ Consecuencias leves
Nivel E ⇒ Sin consecuencias
El esta´ndar define cerca de una veintena de documentos y registros con diferente infor-
macio´n (Ej: Software Development Plan (SDP), Software Verification Plan (SVP), Pro-
blem Reports, etc.). Dependiendo del nivel al que se pretenda certificar una aplicacio´n se
siguen unos procedimientos u otros, es decir, el rigor del control de calidad y la documen-
tacio´n requerida varı´an en funcio´n del nivel de certificacio´n deseado.
Certificar un producto al ma´ximo nivel es muy difı´cil y caro, ya que so´lo es posible
llegar a cumplir con las exigencias del “nivel A” en sistemas muy poco complejos y
despue´s de muchas horas de trabajo y preparacio´n. Por este motivo, es muy importante
a la hora de disen˜ar un sistema fijar desde el inicio cua´l es el nivel de certificacio´n ma´s
adecuado para cada parte. Por ejemplo, no es extran˜o que un proyecto espacial contenga
aplicaciones certificadas a 3 niveles diferentes.
Como ya adelanta´bamos en la introduccio´n, uno de nuestros objetivos es proporcionar
un me´todo que permita ejecutar varias aplicaciones en un mismo procesador de manera
segura y eficiente. Sin embargo, al estar las aplicaciones certificadas a distintos niveles
podemos asegurar que el control de calidad durante su desarrollo ha sido diferente, y por
tanto tambie´n su nivel de fiabilidad es distinto. Por ello, no se deben ejecutar aplicaciones
de distinto nivel de criticidad en una misma plataforma sin proporcionar antes una serie
de medidas de seguridad extra, ya que un fallo en una aplicacio´n de baja criticidad (y por
ende poco fiable al haber superado unos controles menos estrictos), podrı´a provocar un
efecto colateral y comprometer la integridad de las partes vitales del sistema a pesar de
que estas u´ltimas no contuvieran errores internos.
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3.2. Aislamiento y planificacio´n jera´rquica
Visto el proceso de certificacio´n, queda claro que para integrar varias aplicaciones de
distinto nivel de criticidad en una misma plataforma de ejecucio´n es necesario incorpo-
rar medidas de aislamiento y contencio´n de fallos que eviten que un error interno a una
aplicacio´n se extienda y afecte a las dema´s. Es decir, hay que habilitar unas particiones
virtuales que garanticen que cada aplicacio´n se ejecute de manera segura y aislada, sin
injerencias de las dema´s. Esto implica que se debe proporcionar:
Aislamiento temporal: el tiempo de ejecucio´n de una tarea en el peor caso posible
se supone conocido en tiempo de disen˜o, sin embargo, en tiempo de ejecucio´n,
esta estimacio´n puede ser sobrepasada por diversos motivos (ca´lculos incorrectos,
activaciones de tareas espora´dicas fuera del modelo previsto, bucles infinitos, etc.),
por lo que una tarea puede intentar ocupar el procesador durante demasiado tiempo.
Por este motivo, es necesario disponer de alguna herramienta que evite que una tarea
monopolice el uso del procesador, impidiendo que otras tareas puedan cumplir sus
plazos previstos.
Aislamiento espacial: de manera ana´loga al tiempo de ejecucio´n, las aplicaciones
tambie´n disponen de un espacio de memoria que no debe ser invadido por otras
aplicaciones. Sin embargo, un error de programacio´n podrı´a provocar el desborda-
miento de una pila, lo cual, con toda probabilidad dejarı´a inutilizables las aplicacio-
nes contiguas. Por tanto, es igualmente necesario adoptar medidas que garanticen
que no se producira´n desbordamientos de las zonas de memoria asignadas a cada
aplicacio´n.
Una te´cnica muy apropiada para proporcionar aislamiento temporal entre aplicaciones
es la planificacio´n jera´rquica (Mok et al., 2001; Regehr et al., 2003). Conceptualmente
es una idea sencilla aunque tras la nocio´n general se esconden mu´ltiples variaciones, cada
una de ellas con sus ventajas y sus inconvenientes.
Dado un sistema con varias aplicaciones, donde cada una de ellas contiene a su vez
un conjunto de tareas, el argumento principal de la planificacio´n jera´rquica consiste en
dividir el sistema en varias particiones, que tı´picamente coincidira´n con las aplicaciones,
y utilizar dos clases de planificadores en la plataforma en que se ejecutan. De esta manera
se distingue entre:
Planificador global: u´nico en el sistema, se encarga de gestionar particiones. Si-
guiendo las normas dictadas por una polı´tica de planificacio´n (las repasadas en las
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seccio´n 2.2 u otras), es el responsable de decidir cua´l es la particio´n que debe eje-
cutarse en cada momento, la cual recibe el nombre de particio´n activa.
Planificadores locales: cada particio´n tiene asignado un planificador local, de ma-
nera que cuando el planificador global activa un particio´n, es el planificador local
asignado a esa particio´n el encargado de decidir entre todas las tareas que hay en
ella cua´l es la que debe ocupar el procesador. Un dato importante a tener en cuen-
ta es que cada planificador local podrı´a regirse segu´n una polı´tica de planificacio´n
diferente, dotando al sistema de mayor flexibilidad.
Vemos, por tanto, que hay mu´ltiples opciones para planificar un sistema de manera
jera´rquica, utilizando planificacio´n esta´tica, prioridades fijas, prioridades dina´micas, etc.
Las siguientes secciones esta´n dedicados a analizar las opciones ma´s importantes debido
a su grado de utilizacio´n o a sus aportaciones novedosas.
3.3. Particionado esta´tico
El particionado esta´tico esta´ basado en una teorı´a similar a la descrita en la sec-
cio´n 2.2.1. La idea consiste en que el tiempo se divide en ranuras a las que se asignan
particiones esta´ticamente. Seguidamente, cuando una particio´n se activa, es el planifica-
dor local el encargado de gestionar esa ventana de tiempo despachando convenientemente
las tareas locales.
3.3.1. Particionado y comunicaciones en ARINC 653
Uno de los ejemplo ma´s conocidos que siguen este enfoque es el esta´ndar ARINC
653 (Aeronautical Radio, Inc) (ARI, 2003), que forma parte de IMA (Integrated Modular
Avionics, te´rmino utilizado para describir un sistema de computacio´n distribuido y de
tiempo real ampliamente utilizado en aeronaves).
En ARINC 653 se modela un ciclo principal esta´tico que sera´ el que se repita conti-
nuamente. En este ciclo principal se establece que´ particio´n se ejecutara´ en cada ranura
ası´ como la longitud de e´stas, asignando al menos una ranura a cada particio´n. El pla-
nificador global se encarga por tanto de activar las diferentes particiones siguiendo el
esquema descrito, tal y como muestra la figura 3.1, activando en cada momento la parti-
cio´n adecuada. Una vez que se agota el plazo asignado la particio´n es desalojada y pasa a
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activarse la siguiente. No hay prioridades a nivel global. Cuando una particio´n esta´ activa,
su planificador local se encarga de decidir la tarea que debe ocupar el procesador, esta vez
sı´, siguiendo un esquema de prioridades fijas.
Ȇ1
tiempo
Planificador global
(ventanas de tiempo)
Planificadores
locales
(FPPS)
Partición 1 Partición 2 Partición 3
Ȇ2 Ȇ3 Ȇ4 Ȇ1 Ȇ2 Ȇ3 Ȇ4 Ȇ1 Ȇ2 Ȇ3 …
ȗ 1,1
ȗ 1,2
ȗ 2,1
ȗ 2,2
ȗ 3,1 ȗ 3,2
ȗ 3,3
Ciclo principal
Figura 3.1: Planificacio´n siguiendo el esta´ndar ARINC 653
3.3.2. Ana´lisis de planificacio´n en ARINC 653
Una vez descritas las caracterı´sticas ma´s importantes de la arquitectura ARINC 653,
a continuacio´n se detalla el ana´lisis de tiempo de respuesta que debe realizarse en un
sistema construido conforme a esta arquitectura. Seguidamente, incluimos un resumen
de los pasos que se deben seguir (puede consultarse el desarrollo completo en el trabajo
(Audsley and Wellings, 1996)).
El modelo de particionado establecido en ARINC 653 permite separar el ana´lisis de
las diferentes particiones Πi, uniendo la contribucio´n al tiempo de respuesta de todas las
dema´s particiones del sistema en una sola tarea τ0 (ver figura 3.2), con los para´metros que
se detallan a continuacio´n:
C0 = T
Π
i ;T0 = T
Π
i ;O0 = C
Π
i
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Ȇi Ȇi Ȇi
tiempo
ȗ 0 ȗ 0 ȗ 0
O0= Ci C0
T0
Figura 3.2: Para´metros para realizar el ana´lisis en ARINC 653
La condicio´n de viabilidad para el sistema completo viene dada por la siguiente ex-
presio´n:
∀Πj ∈ Π;∀τi ∈ Πj;Ri + Ji ≤ Di
en la que Ri es el tiempo de respuesta de la tarea τi dado por la ecuacio´n recursiva 3.1:
Ri = Ci+Bi+Li+OSi(0, Ri)+ma´x
(
0,
⌈
Ri −O0
T0
⌉
· C0
)
+
∑
τj∈hp(τi)
⌈
Ri
Tj
⌉
·Cj (3.1)
donde:
Ji es la fluctuacio´n (jitter) de la tarea τi.
Ci representa el tiempo de ejecucio´n en el caso peor de la tarea τi.
Bi cuantifica el tiempo que la tarea τi permanece bloqueada por tareas de menor
prioridad (dentro de la misma particio´n) debido a recursos compartidos.
Li modela el plazo que la ejecucio´n de una particio´n puede ser diferida para que la
anterior salga de una regio´n crı´tica.
OSi(t1, t2) representa la ma´xima sobrecarga en el intervalo [t1, t2) provocada por
las capas inferiores del sistema operativo.
O0, T0 y C0 representan la fase (offset), periodo y tiempo de co´mputo de la tarea
acumulada τ0 (ver figura 3.2)
hp(τi) es el conjunto de tareas que existen en la misma particio´n que la tarea bajo
ana´lisis pero que tienen un nivel de prioridad ma´s alto.
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3.3.3. Valoracio´n
El modelo ARINC 653 tiene como ventaja su gran determinismo, ya que la planifica-
cio´n de las particiones esta´ predeterminada por el plan que se repite perio´dicamente. Sin
embargo, comparte los mismos inconvenientes que los me´todos de planificacio´n esta´tica
en general, ya que es un modelo muy rı´gido, en el que resulta muy difı´cil hacer cambios en
la planificacio´n de las particiones. Ası´ pues, podemos destacar los siguientes problemas:
Cambiar la configuracio´n del sistema, ya sea an˜adiendo o eliminando particiones
no es trivial.
El tiempo asignado a cada ranura es fijo, lo cual no da opcio´n a reutilizar el tiempo
desperdiciado por una particio´n.
Incluir tareas espora´dicas en este esquema no es ni sencillo ni eficiente.
Merece una mencio´n especial el esquema de comunicaciones exclusivamente basado
en mensajes empleado en ARINC 653 (impuesto por IMA), que consiste en que una capa
de transporte pone a disposicio´n de las particiones una ventana de transmisio´n perio´dica
y de duracio´n predeterminada durante la cual las aplicaciones pueden enviar sus mensajes
sin riesgo de colisiones, ya que en cada ventana so´lo transmite una particio´n.
Este esquema tan rı´gido como el de asignacio´n de ranuras de tiempo de procesador a
particiones tambie´n tiene el inconveniente de que construir la agenda global no es nada
sencillo, especialmente en sistemas con un alto nivel de distribucio´n y muchas aplicacio-
nes independientes. Adema´s, no debe despreciarse el hecho de que cuando un mensaje se
envı´a no podra´ ser leı´do hasta que la particio´n de destino se active, independientemente
de la urgencia del mensaje.
Ȇ1 Ȇ2 Ȇ4Ȇ3 Ȇ1 Ȇ2 Ȇ3 Ȇ4 Ȇ1 . . .
tiempo( )
Latencia Mínima
Ciclo principal
Figura 3.3: Paso de mensajes en ARINC 653
La figura 3.3 muestra una de estas situaciones, en la que la particio´n Π3 envı´a un
mensaje que debe ser entregado a la particio´n Π2. Puede verse fa´cilmente co´mo desde que
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el mensaje es enviado hasta que puede ser leı´do por la aplicacio´n hay una latencia mı´nima
debido a las ranuras que ocupan otras particiones, por tanto, cada vez que se produzca
una comunicacio´n de estas caracterı´sticas el mensaje estara´ en espera una cantidad de
tiempo no despreciable, independientemente de si es importante para la integridad del
sistema e incluso aunque las particiones intermedias desperdicien totalmente su tiempo
de ejecucio´n porque no tengan tareas pendientes de completar.
Actualmente ARINC 653 es el modelo ma´s utilizado a bordo de aeronaves, ya que
hasta ahora ha primado la seguridad ofrecida por esta arquitectura frente a las desventa-
jas que hemos destacado. Podemos encontrar trabajos basados en implementar esta ar-
quitectura usando el lenguaje Ada (Dobbing, 2000; Tokar, 2003) y, de hecho, existe un
sistema operativo comercializado por Green Hills certificado al ma´ximo nivel de critici-
dad (nivel A), que soporta Ada y esta´ siendo usado en un amplio rango de proyectos por
numerosas empresas pertenecientes al sector de la aviacio´n, como son: Lockheed Martin,
Boeing, Rockwell, Raytheon, BAE Systems, BF Goodrich Aerospace o Alenia Aerospa-
tiale (Int, 2005).
Por otra parte, un buen nu´mero de empresas e instituciones, tales como EADS, Alca-
tel, la Agencia Espacial Europea y algunas de las ya citadas en el pa´rrafo anterior esta´n
involucradas en proyectos como ASSERT con la intencio´n de explorar la posibilidad de
construir sistemas ma´s flexibles que ARINC, de los que se pueda obtener un mayor ren-
dimiento (abaratando por tanto los costes), manteniendo el nivel de seguridad exigido.
3.4. Particionado basado en servidores
3.4.1. Fundamentos de los servidores
Los servidores fueron presentados en la de´cada de los 80 como una solucio´n al pro-
blema de planificar tareas espora´dicas dentro de un esquema de prioridades fijas como
RMS (Sha et al., 1986). A pesar de RMS se habı´a presentado como un algoritmo o´ptimo,
su uso no estaba extendido debido a diversas dificultades pra´cticas como la mencionada.
Mediante servidores el problema se ataca reservando un cierto ancho de banda para pro-
cesar los eventos espora´dicos, de manera que estos son almacenados hasta que el servidor
se hace con el procesador utilizando dicha reserva y procede a atenderlos.
Esta idea es fa´cilmente adaptable a un esquema de planificacio´n jera´rquica, que adema´s
avanza en la direccio´n indicada en la seccio´n anterior, eliminando parte de la rigidez im-
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puesta por el esquema cı´clico del esta´ndar ARINC 653.
Partiendo de los trabajos iniciales realizados en la planificacio´n jera´rquica con ser-
vidores (Deng et al., 1996), que imponı´an un gran nu´mero de restricciones al modelo
computacional para ser capaces de realizar el ana´lisis de planificacio´n, poco a poco se ha
ido desarrollando una densa teorı´a que ha permitido ir eliminando buena parte de esas
restricciones, ası´ como tambie´n se ha propuesto un gran nu´mero de variantes en busca de
una mayor eficiencia de la arquitectura (Deng and Liu, 1997; Kuo and Li, 1998; Saewong
et al., 2002; Almeida and Pedreiras, 2004; Lipari and Bini, 2005).
El componente ba´sico de la arquitectura es claramente el servidor, que en este caso
podrı´a ser definido como un elemento especializado en la planificacio´n y ejecucio´n de
tareas. El funcionamiento es sencillo: cada servidor tiene una cuota de tiempo de ejecu-
cio´n, de manera que cuando uno de ellos es activado por el planificador global, comienza
a ejecutar tareas y, por tanto, a consumir esa cuota hasta que, o bien se agota, o bien es
desalojado del procesador por el planificador global. Una vez agotada su cuota, el servidor
permanece inactivo hasta que es recargada.
En otras palabras, el sistema esta´ compuesto por un planificador global encargado de
activar en cada momento el servidor apropiado. Los servidores a su vez, desempen˜an la
funcio´n de planificadores locales, despachando tareas cuando son activados por el plani-
ficador global. De esta manera, por cada particio´n que se desea realizar en el sistema se
debe utilizar un servidor, que sera´ el encargado de garantizar el ancho de banda definido
por el disen˜ador.
Uno de los puntos claves de la arquitectura basada en servidores viene dada por los
grados de libertad que tiene el disen˜ador del sistema, ya que existe la posibilidad de con-
figurar el planificador global con diferentes polı´ticas de planificacio´n tales como FPPS
(Fixed Priority Preemptive Scheduling), EDF, etc. Adema´s, veremos ma´s adelante que
una vez dentro de una particio´n tambie´n es posible configurar cada servidor con mu´ltiples
opciones que aumentan au´n ma´s dicha flexibilidad.
Un ejemplo de planificacio´n con servidores es la arquitectura propuesta en el proyecto
FIRST (Davis and Burns, 2005a; Davis and Burns, 2005b), (ver figura 3.4). Aquı´, el pla-
nificador global se rige por una polı´tica de prioridades fijas con desalojo (FPPS), ası´ que
es necesario asignarle a cada servidor un nivel de prioridad para que en cada momento
el planificador global pueda asignarle el procesador al servidor con la prioridad ma´s al-
ta. Adema´s se han definido tres tipos de servidores, que se distinguen por la manera que
tienen de activarse y consumir su cuota de tiempo de ejecucio´n. E´stos son:
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Servidor perio´dico (Sha et al., 1986): se activa con un periodo fijo y, siempre y
cuando no sea desalojado, consume su cuota de tiempo de ejecucio´n tanto si tiene
tareas listas para ejecutar como si no las tiene. La cuota de tiempo de ejecucio´n se
repone en el comienzo del siguiente periodo.
Servidor aplazable (Strosnider et al., 1995): similar al anterior, la diferencia es que,
en este caso, si no hay ninguna tarea lista para ser ejecutada el servidor suspende su
ejecucio´n con objeto de preservar su cuota de tiempo por si algunas de sus tareas
se activa en la parte final de su periodo. La cuota de tiempo de ejecucio´n de este
servidor se repone al comienzo del siguiente periodo tanto si ha sido consumida
como si no lo ha sido.
Servidor espora´dico (Sprunt et al., 1989): en este caso cuando consume parte de su
cuota, se programa la reposicio´n de esa cantidad despue´s de un cierto periodo Ts
que varı´a en funcio´n de la planificacio´n interna de sus tareas.
Alta
Prioridad
Baja
Prioridad
Servidor periódico
Servidor aplazable
Servidor aperiódico
ȗ 1,1
ȗ 1,2 ȗ 1,3
ȗ 2,1
ȗ 2,2
ȗ 2,3
ȗ 3,1 ȗ 3,2
Figura 3.4: Arquitectura basada en servidores
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3.4.2. Ana´lisis de planificacio´n con servidores
Dada la gran variedad de para´metros configurables que ofrece esta arquitectura, no
es posible condensar en un so´lo apartado todas las variantes de ana´lisis que se pueden
ofrecer, por lo que en este caso se recomienda recurrir a la bibliografı´a especializada para
profundizar en el tema (Davis and Burns, 2005a; Davis and Burns, 2006). A modo de
ejemplo, consideramos el caso general, en el que para hallar el tiempo de respuesta de
una tarea se utiliza la ecuacio´n recursiva 3.2:
wni = Li(w
n
i )+
⌈
Li(w
n
i )
Cs
⌉
(Ts−Cs)+
∑
∀X∈hp(s)

ma´x
(
0, wni −
(⌈
Li(w
n
i )
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⌉
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TX
CX
(3.2)
en la que se puede iniciar la recurrencia con un valor de w0i = Ci +
⌈
Ci
Cs
⌉
(Ts − Cs).
Adema´s, el valor de la expresio´n Li(W ni ) debe ser actualizado en cada iteracio´n utilizando
la ecuacio´n 3.3
Li(w) = Ci +
∑
∀j∈hp(i)
⌈
w
Tj
⌉
Cj (3.3)
donde:
Cs, Ts y Js representan respectivamente la capacidad, el periodo de relleno y el
jitter del servidor con prioridad s.
CX , TX y JX son los valores correspondientes al servidor de mayor prioridad.
hp(s) representa el conjunto de servidores con prioridad mayor que el servidor s.
L(w) es la carga debido a tareas activadas en un intervalo w.
3.4.3. Valoracio´n
Obviamente, el punto ma´s fuerte de la arquitectura basada en servidores es la gran
flexibilidad y libertad ofrecida al disen˜ador para configurar a su gusto el sistema y tra-
tar de sacar el ma´ximo provecho de e´l. En contra, la complejidad de los servidores es
notablemente ma´s alta por varios motivos:
46 CAPI´TULO 3. SISTEMAS PARTICIONADOS
El hecho de disponer de mu´ltiples opciones de planificacio´n complica el ana´lisis de
planificacio´n.
Los servidores en sı´ son una estructura compleja, que necesitan soporte del nu´cleo
de tiempo real para ser implementados, lo cual no esta´ siempre disponible.
Las tareas no corren en los servidores de manera transparente, es decir, hay que
programarlas siendo consciente de que van a ejecutarse dentro de un servidor, lo
cual, aumenta su complejidad.
Adema´s de estos puntos, hay uno que cobra especial relevancia cuando nos introduci-
mos en los sistemas de alta integridad, y es que la arquitectura basada en servidores por
sı´ misma no ofrece mecanismos para corregir las violaciones de tiempo de ejecucio´n que
se puedan producir. Es decir, cuando un servidor agota su cuota, simplemente se queda
suspendido hasta que dicha cuota es rellenada en algu´n momento posterior, lo cual, le-
jos de solucionar el problema, probablemente lo agrave ya que, si una tarea no cumple
sus plazos seguramente se producira´ una reaccio´n en cadena que pondra´ en peligro la
integridad del sistema.
Por supuesto, estos mecanismos pueden ser incorporados al sistema como una capa
ma´s, pero serı´a deseable una arquitectura que agrupe todos estos mo´dulos, de manera que
la planificacio´n, la monitorizacio´n del tiempo de ejecucio´n y el tratamiento de fallos este´n
integrados en la propia arquitectura, simplificando el funcionamiento de la aplicacio´n de
usuario y por tanto facilitando la labor del disen˜ador del sistema. De esta manera, se
reducirı´an sensiblemente los costes tanto directos (menor esfuerzo en el disen˜o), como
indirectos, pues cuanto ma´s sencilla sea la etapa de disen˜o, menor sera´ el nu´mero de
errores introducidos, simplificando la fase de integracio´n.
3.5. Evaluacio´n general y propuesta
Tras analizar los dos me´todos ma´s relevantes en la actualidad a la hora de construir sis-
temas particionados, en cada uno de ellos se ha destacado una serie de aspectos negativos,
los cuales, consideramos que pueden y deben ser mejorados.
A grandes rasgos, la caracterı´stica ma´s destacable de ARINC 653 es el nivel de deter-
minismo que proporciona, sin embargo, esto es posible gracias a una rigidez que penaliza
sensiblemente la eficiencia del sistema. Por otra parte, la flexibilidad es precisamente la
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mayor fortaleza de la arquitectura basada en servidores pero, este modelo no hace de-
masiado e´nfasis en la seguridad. Por estos motivos, uno de los objetivos de esta tesis es
disen˜ar una nueva arquitectura en la que se combinen los puntos fuertes de los ejemplos
evaluados, minimizando sus desventajas. Es decir, construir una arquitectura para soportar
sistemas de tiempo real, flexible como para maximizar su eficiencia, a la vez que se pro-
porcione un grado de seguridad suficientemente alto como para ser utilizado en sistemas
de alta integridad.
El lenguaje de programacio´n Ada en su versio´n 95 ya proporcionaba un buen nu´mero
de herramientas para construir eficientemente sistemas de tiempo real, pero gracias a las
mejoras que se han introducido en el nuevo esta´ndar Ada 2005 (ver seccio´n 2.3.2), se
ha abierto una nueva posibilidad para llevar a cabo la planificacio´n jera´rquica en la que,
tanto el planificador global como los planificadores locales, esta´n integrados en un mismo
entorno (Pulido et al., 2006). Esta tesis propone utilizar esta nueva te´cnica, denominada
arquitectura de bandas de prioridad, que combina elementos de las anteriores, reforzando
sus ventajas y minimizando sus debilidades. Ası´ pues, las bandas de prioridad tienen
grandes similitudes con la planificacio´n basada en servidores, cuya principal ventaja es
que se trata de un entorno mucho ma´s flexible que ARINC 653, en el que realizar cambios
es ma´s sencillo y la comunicacio´n entre particiones se puede realizar de una manera ma´s
fa´cil mediante el uso de objetos protegidos. Sin embargo, combina esta flexibilidad con
los puntos fuertes de ARINC 653, que son la seguridad y sencillez, ya que:
Los dos niveles de planificacio´n se encuentran integrados, por lo que el nu´cleo de
tiempo real que soporta la ejecucio´n puede ser mucho ma´s sencillo.
Existen herramientas para monitorizar el tiempo de ejecucio´n y programar tempori-
zadores hardware que provoquen el desalojo inmediato de una tarea que sobrepasa
su cuota.
Adema´s, todos los elementos de la arquitectura propuesta esta´n basados en el lenguaje
Ada, todas las funciones que se utilizan esta´n integradas en el propio lenguaje, lo cual fa-
cilita sensiblemente el proceso de desarrollo y aumenta la portabilidad del sistema, factor
clave a la hora de reducir costes mediante la reutilizacio´n de componentes en proyectos
diferentes.
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Capı´tulo 4
ARQUITECTURA DE BANDAS DE
PRIORIDAD
4.1. Introduccio´n
Uno de los aspectos que ma´s se ha cuidado en la elaboracio´n de esta tesis ha sido la
integracio´n en proyectos ma´s amplios de los avances que se han ido produciendo como
consecuencia de nuestra investigacio´n. De esta forma se evita obtener resultados que, aun
resolviendo problemas te´cnicos concretos, son difı´ciles de llevar a la pra´ctica por falta de
una interfaz compatible con otros mo´dulos o herramientas con los que interactuar.
Con este objetivo, todos los desarrollos que aquı´ se exponen han sido realizados con-
forme con los requisitos y restricciones definidas en el proyecto ASSERT (revisar apar-
tado 1.3.2), asegurando ası´ un buen nivel de visibilidad del trabajo realizado ası´ como un
excelente nivel de interaccio´n con otros componentes.
La siguiente seccio´n de este capı´tulo se dedica a explicar la arquitectura completa
que se utiliza en ASSERT, capaz de dar servicio a sistemas de tiempo real empotrados y
distribuidos con un alto grado de fiabilidad. A pesar de que muchos de los detalles que se
facilitan esta´n fuera del a´mbito de esta tesis, se considera conveniente esbozar el marco
general de la arquitectura, mostrando sus caracterı´sticas principales con objeto de conocer
mejor co´mo se lleva a cabo la integracio´n de todos los componentes.
Posteriormente, entrando ya en el radio de accio´n directo de esta tesis, la atencio´n
se centra sobre el detalle del nu´cleo de tiempo real y en la estructura de su planificador.
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Ma´s adelante se justificara´ la necesidad de mecanismos adicionales para proporcionar
seguridad en el sistema. En primer lugar se trata el aislamiento temporal, tema central
de la tesis, que consiste en garantizar que una aplicacio´n no consumira´ ma´s tiempo de
procesador que el previsto en tiempo de disen˜o, garantı´a que se implementa en tres pasos:
Ana´lisis esta´tico, para comprobar en tiempo de disen˜o si un conjunto de tareas es
planificable o no.
Monitorizacio´n en tiempo de ejecucio´n, para verificar que las premisas empleadas
en el ana´lisis esta´tico se conservan en tiempo de ejecucio´n y detectar cualquier
anomalı´a.
Tratamiento de fallos temporales, para dar una respuesta adecuada ante cualquier
mal funcionamiento temporal.
Por u´ltimo, aunque la tesis se centra en el aislamiento temporal, para cerrar el capı´tulo
se indican las lı´neas a seguir para proporcionar aislamiento espacial, encargado de garan-
tizar que una aplicacio´n no va a invadir el espacio de memoria de cualquier otra.
4.2. Arquitectura completa de la ma´quina virtual
Dentro de la apuesta firme de la Comunidad Europea por mejorar la competitividad
de la industria aeroespacial europea surgio´ el proyecto ASSERT, que centra su atencio´n
sobre los sistemas crı´ticos embarcados, de tiempo real, distribuidos, fiables y basados en
componentes.
Uno de los principales desafı´os del proyecto ASSERT consiste en desarrollar una
arquitectura con la que se puedan construir redes de sistemas empotrados, que sea capaz
de ocultar la complejidad de las comunicaciones y de los co´mputos inherentes a este tipo
de sistemas, a la vez que provea una distribucio´n efectiva y eficiente de los recursos, todo
ello con un coste reducido.
Con este objetivo se ha definido una lista de requisitos que la ma´quina virtual debe
cumplir. Estos son:
1. Soporte para diferentes niveles de criticidad: orientado a procesos de certificacio´n,
la ma´quina virtual debe proteger a las aplicaciones que se ejecuten en ella de errores
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externos, evitando que aplicaciones certificadas a alto nivel se vean comprometidas
por fallos de otras certificadas a ma´s bajo nivel.
2. Soporte para la contencio´n de fallos: en consonancia con el requisito anterior, la
ma´quina virtual debe proporcionar aislamiento temporal y espacial para evitar la
propagacio´n de errores desde unas aplicaciones hacia otras.
3. Soporte para datos compartidos: todo ello con un control estricto, incluyendo tipado
fuerte y mecanismos de control de acceso para evitar problemas derivados de la
concurrencia.
4. Soporte para modelos de proceso complejos: debe tenerse en cuenta que se van a
ejecutar aplicaciones heteroge´neas, lo cual incluye: aplicaciones con varias tareas
internas, aplicaciones distribuidas, activacio´n de tareas perio´dicas y espora´dicas,
ası´ como restricciones de precedencia y/o exclusio´n mutua.
5. Transparencia en la distribucio´n: las aplicaciones deben tener la posibilidad de co-
municarse entre sı´ independientemente del nodo en el que se encuentren, es decir,
la infraestructura de comunicaciones debe ser transparente a las aplicaciones.
6. Puntualidad y predictibilidad: el comportamiento temporal debe ser analizable esta´ti-
camente y garantizado en tiempo de ejecucio´n.
7. Confiabilidad: el sistema debe establecer sistemas de filtrado que garanticen que el
flujo de informacio´n sea correcto.
La figura 4.1 muestra la arquitectura completa de la ma´quina virtual. Ba´sicamente,
la arquitectura esta´ formada por tres componentes, configurados para operar sobre una
plataforma hardware LEON2 :
Nu´cleo de tiempo real: soporta la ejecucio´n de tareas de manera concurrente con-
forme al perfil de Ravenscar.
Servicio de transferencia de mensajes: permite comunicaciones de bajo nivel entre
los diferentes nodos.
Middleware: facilita los servicios de distribucio´n de manera transparente para las
aplicaciones, que pueden estar en el mismo o en diferentes nodos.
Los siguientes apartados muestran una descripcio´n de cada componente, siendo el
nu´cleo de tiempo real el componente que merece ma´s atencio´n por ser el que incorpora la
mayorı´a de los desarrollos elaborados en el marco de esta tesis.
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Canal de comunicaciones SpaceWire
Núcleo de tiempo real
Procesador LEON2 
Driver de 
Comunicaciones
Servicio de comunicaciones
SOIS MTS
Middleware
Código de aplicación (generado)
Núcleo de tiempo real
Procesador LEON2 
Driver de 
Comunicaciones
Servicio de comunicaciones
SOIS MTS
Middleware
Código de aplicación (generado)
Figura 4.1: Arquitectura de la ma´quina virtual
4.2.1. Middleware
El componente middleware que forma parte de la ma´quina virtual esta´ basado en Pol-
yORB, producto desarrollado inicialmente por la E´cole Nationale Supe´rieure des Te´le´com-
munications de Parı´s (Vergnaud et al., 2004). Desde un punto de vista funcional, es el
encargado de asegurar que desde un nodo se puede servir una peticio´n procedente de un
nodo distinto, siendo por tanto el principal encargado de cumplir con el requisito nu´mero 5
“transparencia en la distribucio´n”.
Para cumplir con su misio´n, se distinguen siete fases necesarias para llevar a cabo la
comunicacio´n entre diferentes aplicaciones. Esta secuencia es:
1. Direccionamiento: a cada entidad se le asigna un identificador global u´nico.
2. Enlace: el middleware establece y mantiene asociaciones entre recursos que inter-
actu´an, permitiendo la comunicacio´n.
3. Serializacio´n: los para´metros de una peticio´n son transformados de una manera
adecuada para ser transmitidos a trave´s de una red de comunicaciones.
4. Protocolo: el middleware implementa un protocolo para la transmisio´n de mensajes
entre los diferentes nodos.
5. Transporte: se establece un canal de comunicaciones entre un nodo y un objeto para
transmitir peticiones.
6. Activacio´n: el middleware asegura que una entidad concreta esta´ disponible para
procesar una peticio´n.
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7. Ejecucio´n: finalmente, se asignan recursos para procesar cada nueva peticio´n.
4.2.2. Servicio de transferencia de mensajes
El servicio de transferencia de mensajes esta´ basado en el protocolo SOIS-MTS y se
encarga de dar el soporte de bajo nivel para las comunicaciones teniendo presente los
requisitos definidos anteriormente. Junto con el componente middleware, se encarga de
soportar los servicios de distribucio´n transparente, teniendo muy en cuenta los requisitos
nu´mero 2 (contencio´n de fallos) y nu´mero 6 (puntualidad y predictibilidad). Para ello, este
componente implementa un servicio de filtrado por el que se regula la comunicacio´n entre
aplicaciones de distinto nivel de criticidad, asegurando ası´ que un mensaje procedente
de un nivel de certificacio´n ma´s bajo no comprometera´ la integridad de una aplicacio´n
certificada a ma´s nivel. Para cumplir con el requisito nu´mero 6, el servicio de transferencia
de mensajes utiliza un protocolo determinista que permite dar una cota superior del tiempo
necesario para llevar a cabo una comunicacio´n. Adema´s, implementa mecanismos para
evitar sobrecargas que bloqueen el acceso al medio compartido.
4.2.3. Nu´cleo de tiempo real
La funcio´n del nu´cleo de tiempo real es dar soporte a la ejecucio´n de aplicaciones
con mu´ltiples tareas en un so´lo nodo. Como punto de partida se ha tomado el sistema de
compilacio´n GNAT Pro for ERC32, que contiene una evolucio´n del nu´cleo de tiempo real
ORK. La decisio´n se debe principalmente a que se puede sacar provecho de la experiencia
acumulada a lo largo de los an˜os por los miembros de nuestro grupo de investigacio´n, ya
que previamente se han desarrollado numerosos trabajos en torno a este nu´cleo de tiempo
real.
Tal y como se introducı´a en la seccio´n 2.3.4, ORK es un nu´cleo mı´nimo de altas
prestaciones que proporciona soporte para ejecutar programas acordes con el perfil de
Ravenscar de Ada y tambie´n para el lenguaje C. ORK esta´ integrado con el compilador
GNAT, siendo GNAT Pro for ERC32, desarrollada por la empresa AdaCore, la versio´n
ma´s moderna disponible a la fecha de comienzo de este trabajo. A lo largo del mismo,
se ha desarrollado GNATforLEON, que es una evolucio´n disen˜ada para operar sobre la
plataforma hardware LEON2 (Uruen˜a et al., 2007).
Dentro de la arquitectura propuesta en ASSERT, sobre el nu´cleo de tiempo real recae
especialmente la responsabilidad de dar respuesta al requisito nu´mero 6 “puntualidad y
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predictibilidad”, ası´ como dar soporte a los requisitos del 1 al 4 (soporte para diferentes
niveles de criticidad, contencio´n de fallos, diferentes modelos de proceso y de datos com-
partidos). El nu´cleo ORK esta´ basado en el modelo de concurrencia restringido del perfil
de Ravenscar, por ser un modelo de solvencia contrastada en sistemas de alta integri-
dad que permite realizar un ana´lisis formal de las propiedades temporales de un sistema
utilizando te´cnicas de ana´lisis de tiempo de respuesta. El modelo Ravenscar incluye un
conjunto de tareas esta´ticas (son creadas en tiempo de elaboracio´n y ejecutan un bucle
infinito), y una sincronizacio´n restringida mediante objetos protegidos. Este modelo es
suficientemente sencillo para ser soportado por un nu´cleo pequen˜o y que, por tanto, pue-
de someterse a un proceso de certificacio´n. A su vez, como consecuencia de la sencillez el
nu´cleo es capaz de ofrecer un alto nivel de prestaciones, aumentando la velocidad de sis-
temas operativos tradicionales y disminuyendo considerablemente su huella en memoria,
lo cual es especialmente relevante en sistemas empotrados.
Las propiedades del modelo Ravenscar dan soporte arquitecto´nico para cumplir con
los requisitos 3, 4 y 6, sin embargo, no esta´ contemplado el soporte en tiempo de eje-
cucio´n para vigilar que todo transcurre dentro de los para´metros considerados durante el
disen˜o del sistema. Asimismo, no hay ninguna referencia al aislamiento espacial, por lo
que el modelo de Ravenscar debe ser ampliado para poder cumplir con todos los requi-
sitos enumerados en la descripcio´n de la arquitectura ASSERT. Consecuentemente, esta
ampliacio´n debe incorporar:
Deteccio´n de sobrecargas mediante monitorizacio´n del tiempo de ejecucio´n para
garantizar aislamiento temporal entre aplicaciones.
Garantı´a de aislamiento espacial entre aplicaciones.
La figura 4.2 muestra la arquitectura interna original del nu´cleo de tiempo real. Sus
funciones pueden agruparse en varios grupos fundamentales:
Gestio´n de tareas: incluyendo su creacio´n, sincronizacio´n y planificacio´n.
Servicios temporales: principalmente el reloj de tiempo real y los retardos absolu-
tos.
Gestio´n de memoria: restringiendo la reserva dina´mica de memoria al arranque del
sistema, fase durante la cual se reserva espacio de pila para las tareas.
Manejo de interrupciones: atendiendo a las restricciones especificadas por el perfil
de Ravenscar.
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junto con estos paquetes especialmente relevantes, el nu´cleo tambie´n incluye funcio-
nes para gestionar una lı´nea serie adema´s de otras funciones privadas que dan soporte a
los paquetes enumerados anteriormente pero no son visibles desde el exterior.
Kernel.ParametersE
Kernel.Peripherals
Kernel.CPU_Primitives
Kernel.Time
Kernel.Memory
Kernel.Threads
Kernel.Interrupts
{Time Keeping and Delays}
{Storage Allocation}
{Thread Management}
{Synchronization}
{Scheduling}
{Interrupt Handling}
Kernel
{Serial Output}
Kernel.Serial_Output
Figura 4.2: Estructura del nu´cleo ORK
4.3. Estructura del planificador
Dada la importancia que tiene la planificacio´n en esta tesis, dentro de la arquitectura
del nu´cleo real se le debe prestar una atencio´n especial a la estructura del planificador,
ya que e´sta es una de las partes fundamentales de la propuesta que persigue mejorar el
rendimiento que se puede obtener de las arquitecturas analizadas en el capı´tulo 3.
La arquitectura de bandas de prioridad, mostrada en la figura 4.3, esta´ pensada para
maximizar la flexibilidad manteniendo un nivel de seguridad tan alto como puedan pro-
porcionar otras arquitecturas (e.g. ARINC 653). Puede observarse que la arquitectura de
bandas de prioridad cuenta con un planificador global configurado para seguir una polı´ti-
ca de prioridades fijas. Adema´s, se muestra co´mo el rango global de prioridades se divide
en una serie de bandas de prioridad disjuntas. Cada una de estas bandas cuenta con un
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planificador local, que es el encargado real de despachar las tareas que esta´n dentro de
su rango. Para aumentar la flexibilidad del sistema, cada planificador local puede utili-
zar una polı´tica de planificacio´n diferente (e.g. prioridades fijas, EDF, Round-Robin) y
ası´ adaptarse mejor a los requisitos de la aplicacio´n.
Puede verse que, por su propia naturaleza, el planificador global siempre selecciona la
banda de prioridad ma´s alta que contiene al menos una tarea lista para ser ejecutada. Una
vez seleccionada la banda de prioridad, el planificador local correspondiente, siguiendo
su propia polı´tica de planificacio´n, elige entre la cola de tareas listas para ejecutarse cua´l
es la que debe ocupar el procesador, resaltando la ventaja que supone que cada una de
estas bandas puede estar configurada con una polı´tica de planificacio´n diferente.
Alta
prioridad
Baja
prioridad
Banda de prioridad 1: Política local = FPSS
Banda de prioridad 2: Política local = EDF
Banda de prioridad 3: Política local = Round Robin
ȗ 3,1 ȗ 3,2 ȗ 3,3 ȗ 3,4
ȗ 1,1
ȗ 2,1 ȗ 2,2
ȗ 2,3 ȗ 2,4
ȗ 1,2 ȗ 1,3 ȗ 1,4 ȗ 1,5
Figura 4.3: Arquitectura basada en bandas de prioridad
Con este modelo se puede pensar en una arquitectura de planificacio´n jera´rquica inte-
grada, en la que cada banda de prioridad delimita una particio´n virtual en la que se puede
4.4. ANA´LISIS ESTA´TICO 57
ejecutar una tarea (o conjunto de ellas) de manera segura, es decir, sin injerencias de las
dema´s. Ası´, serı´a lo´gico pensar en un sistema compuesto por varias aplicaciones, en el
que se defina una banda de prioridad para cada una de ellas, obteniendo ası´ el deseado
aislamiento entre aplicaciones.
Para poder llevar a cabo con e´xito esta propuesta hay que tener en cuenta una serie
de consideraciones que se van a abordar seguidamente. En primer lugar se debe tener
presente que, si bien la flexibilidad de la que se hablaba viene dada por la propia naturaleza
de la arquitectura, especialmente gracias a su planificador global basado en prioridades
fijas que elimina las inco´modas restricciones de la planificacio´n esta´tica, es necesario
incorporar los mecanismos adecuados para proporcionar el nivel de seguridad deseado.
Por ello, los siguientes apartados tratan los siguientes puntos:
Ana´lisis esta´tico: en tiempo de disen˜o se pueden utilizar una serie de datos y pre-
misas para pronosticar el comportamiento del sistema y ası´, comprobar a priori si
un conjunto de tareas es planificable o no.
Monitorizacio´n del tiempo de ejecucio´n: para tener la certeza de que el resultado del
ana´lisis es fiable, en tiempo de ejecucio´n se debe verificar que el comportamiento
del sistema se ajusta a las premisas utilizadas en la fase de ana´lisis y, en su caso,
detectar cualquier anomalı´a, ya que de lo contrario el comportamiento del sistema
podrı´a volverse impredecible.
Tratamiento de fallos temporales: en caso de que se produzca alguna anomalı´a es
fundamental dar una respuesta adecuada para salvaguardar la integridad del sistema.
Aislamiento espacial: ana´logamente al tiempo de ejecucio´n, se deben tomar me-
didas para garantizar que los espacios de memoria asignados a cada particio´n son
respetados.
4.4. Ana´lisis esta´tico
El primer paso para dotar al sistema de la seguridad necesaria es proporcionar aisla-
miento temporal, de manera que una tarea no pueda utilizar el procesador durante ma´s
tiempo del previsto y ası´ evitar que tareas de menor prioridad se vean privadas del tiempo
necesario para cumplir con sus plazos. Para ello hay que empezar por realizar un ana´lisis
esta´tico o de tiempo de respuesta para comprobar si un conjunto de tareas con para´metros
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conocidos es o no planificable, es decir, si el tiempo de respuesta de cada tarea es menor
que su plazo lı´mite.
La arquitectura basada en bandas de prioridad tiene un planificador global configurado
para seguir una polı´tica de planificacio´n con prioridades fijas, lo cual facilita el ana´lisis en
primera instancia. La mayor dificultad viene dada por el hecho de que las diversas bandas
pueden seguir polı´ticas distintas, de manera que el ana´lisis es diferente segu´n el sistema
utilice unos protocolos u otros. En este trabajo se van a considerar solamente dos polı´ticas
de planificacio´n a nivel local: FPPS y EDF.
El caso en el que todos los planificadores locales utilizan FPPS es el ma´s sencillo,
ya que al ser e´ste el protocolo utilizado tambie´n a nivel global, a pesar de ser un caso
particular de planificacio´n jera´rquica, a efectos de realizar el ana´lisis de planificacio´n el
sistema se comporta como uno basado en prioridades fijas sin planificacio´n jera´rquica,
exactamente igual al caso visto en la seccio´n 2.2.2, donde se mostraba que el tiempo de
respuesta de una tarea en el peor caso posible viene dado por las expresiones 4.1 y 4.2:
wn+1i (q) = (q + 1)Ci +Bi +
∑
j∈hp(i)
⌈
wni (q) + Jj
Tj
⌉
Cj (4.1)
Ri(q) = w
n
i (q)− q · Ti + Ji (4.2)
donde finalmente:
Ri = ma´x
q=1,2,...
Ri(q)
siendo el ma´ximo valor de q que necesita ser probado el menor entero que verifica:
Ri(q) ≤ Ti
El ana´lisis de tiempo de respuesta resulta ma´s complicado cuando se utilizan diferen-
tes polı´ticas de planificacio´n a nivel local, es decir, cuando en al menos una de las bandas
de prioridad las tareas son planificadas utilizando EDF. No obstante, el trabajo (Gonza´lez-
Harbour and Palencia, 2003) resuelve el caso en el que se utiliza EDF localmente en un
sistema planificado globalmente con prioridades fijas, lo que es de aplicacio´n directa en
la arquitectura de bandas de prioridad, por lo que se muestra a continuacio´n la manera de
llevar a cabo el ana´lisis.
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Una de las principales contribuciones de Gonza´lez y Palencia es que demuestran que:
“Una tarea τj planificada en una banda EDF con prioridad fija global Pj > Pa produce
la misma interferencia en τa que si dicha banda tuviera un planificador local configurado
con FPPS”. Es decir, a la hora de analizar la contribucio´n al caso peor de una tarea τa
causado por las bandas superiores, no importa si la polı´tica de planificacio´n de dichas
bandas es EDF o FPPS ya que en ambos casos tienen el mismo impacto. Por tanto, las
ecuaciones 4.1 y 4.2 son va´lidas para analizar las tareas pertenecientes a bandas de prio-
ridad configuradas con FPPS independientemente de la polı´tica utilizada en las bandas
superiores.
En el caso del las tareas pertenecientes a bandas EDF, el ana´lisis resulta un poco
ma´s complejo aunque puede ser igualmente llevado a cabo. A continuacio´n se resume los
pasos a seguir para realizar dicho ana´lisis, calculando el tiempo de respuesta de una tarea
τa perteneciente a una banda EDF.
El primer paso consiste en analizar la contribucio´n de aquellas tareas con prioridades
mayores que τa. Su contribucio´n es ma´xima cuando son activadas al principio del periodo
ocupado despue´s de haber experimentado su ma´xima fluctuacio´n (ver ecuacio´n 4.3).
wi(t) =
⌈
t+ Ji
Ti
⌉
· Ci (4.3)
Posteriormente, se calcula la ma´xima longitud del periodo ocupado an˜adiendo la con-
tribucio´n de aquellas tareas con prioridad mayor o igual que τa, donde Bipca considera el
tiempo de bloqueo causado por tareas de menor prioridad:
L = Bipca +
∑
∀i|Pi≥Pa
⌈
L+ Ji
Ti
⌉
· Ci (4.4)
La complejidad reside en que el instante crı´tico puede ser distinto del punto inicial
del periodo ocupado, por lo que es necesario analizar tambie´n aquellos instantes Ψx en
los que el plazo de respuesta de τa coincide con el plazo de alguno de los trabajos con
la misma prioridad τi donde Pa = Pi (incluyendo la propia tarea bajo ana´lisis). Se ha
utilizado el te´rmino trabajo porque es posible que se produzcan varias activaciones de
una misma tarea dentro del periodo ocupado y todas ellas deben ser tenidas en cuenta.
Ası´ pues, el tiempo de respuesta de la tarea τa viene dado por:
Ra = ma´x(R
A
a (p)) (4.5)
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∀p = 1 . . .
⌈
L+ Ja
Ta
⌉
,∀A(Ψx)|Ψx ∈ Ψ∗
donde A(Ψx) representa el punto de activacio´n de de un trabajo cuyo plazo de res-
puesta expire en el instante Ψx y p es un nu´mero entero que representa el nu´mero de
activacio´n de una tarea dentro del periodo ocupado.
Para obtener los posibles valores de Ψx es necesario explorar todas las tareas con la
misma prioridad que τa (incluyendo de nuevo la propia tarea τa:
Ψ =
⋃{(p− 1) · Ti − Ji + di} (4.6)
∀p = 1 . . .
⌈
L+ Ji
Ti
⌉
,∀i|Pi = Pa
Y extraer aquellos valores pertenecientes al periodo:
Ψ∗ = {Ψx ∈ Ψ|(p− 1) · Ta − Ja + da ≤ Ψx < p · Ta − Ja + da} (4.7)
Entonces:
A(Ψx) = Ψx − [(p− 1) · Ta − Ja + da] (4.8)
DA(p) = A(Ψx)− Ja + (p− 1) · Ta + da (4.9)
wAa (p) = Ba + p · Ca +
∑
∀i 6=a|Pi=Pa
mı´n
(⌈
wAa (p) + Ji
Ti
⌉
,
⌊
Ji +D
A(p)− di
Ti
⌋
+ 1
)
· Ci +
+
∑
∀j|Pj>Pa
⌈
wAa (p) + Jj
Tj
⌉
· Cj (4.10)
Y finalmente:
RAa (p) = w
A
a (p)− A(Ψx) + Ja − (p− 1) · Ta (4.11)
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Este me´todo permite realizar el ana´lisis de tiempo de respuesta de un sistema con
bandas de prioridad, a la par que resulta muy u´til para decidir la configuracio´n de los
planificadores locales, ya que se puede comprobar fa´cilmente si se obtienen ventajas uti-
lizando una polı´tica de planificacio´n u otra.
4.5. Monitorizacio´n en tiempo de ejecucio´n
A pesar de que en la seccio´n anterior se ha explicado la manera de realizar un ana´lisis
esta´tico para conocer en tiempo de disen˜o si un conjunto de tareas dado es viable o no, es
decir, si todas las tareas van a ser capaces de terminar su trabajo antes de que expire su
plazo de respuesta, no se puede confiar la seguridad del sistema solamente a las te´cnicas
de planificacio´n. Esta afirmacio´n se basa en dos motivos:
En primer lugar, la planificacio´n se hace a priori tomando como va´lidos una serie
de para´metros que pueden no cumplirse despue´s en tiempo de ejecucio´n, siendo dos
los casos ma´s habituales:
— Una tarea espora´dica puede activarse ma´s frecuentemente de lo esperado, por
ejemplo, una pieza hardware defectuosa puede producir interrupciones conti-
nuamente.
— El peor tiempo de ejecucio´n de una tarea puede ser peor de lo previsto.
En segundo lugar, ya se ha comentado que no todas las aplicaciones son certifica-
das al mismo nivel, con lo que es posible que en un nodo conviva una aplicacio´n
certificada a un alto nivel, y por tanto muy fiable, con una certificada a ma´s bajo
nivel, con lo que no se puede confiar tanto en su correccio´n ya que su control de
calidad ha sido menos exhaustivo y por tanto es ma´s probable que contenga errores
que pongan en peligro la integridad del sistema completo.
Por estos motivos, a pesar de que el ana´lisis esta´tico es un paso imprescindible para
comprobar la viabilidad de un conjunto de tareas, en sistemas de alta integridad es igual-
mente importante asegurar que en tiempo de ejecucio´n no se va a violar ninguna de las
restricciones consideradas en el ana´lisis.
El esta´ndar Ada 2005 incluye en el propio lenguaje nuevos mecanismos de monito-
rizacio´n de tiempo de ejecucio´n que permiten vigilar en todo momento que los ca´lculos
realizados en la fase de disen˜o son respetados, ası´ como tomar las medidas oportunas en
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caso de que se produzca la vulneracio´n de alguno de los supuestos en los que se basa
el ana´lisis. Los tres nuevos mecanismos que pueden ser utilizados en la arquitectura de
bandas de prioridad son:
Relojes de tiempo de ejecucio´n: cada tarea lleva asociado un reloj que mide cua´nto
tiempo de procesador ha consumido una tarea desde su primera activacio´n hasta el
instante actual.
Temporizadores de tiempo de ejecucio´n: permiten asociarle a una tarea un tempo-
rizador cargado con un cierto valor de tiempo de ejecucio´n, de manera que si dicho
temporizador expira antes de ser desactivado o rearmado con un nuevo valor, se
dispara una alarma en el sistema que permite ejecutar un procedimiento definido
por el usuario para tomar las medidas oportunas.
Cuotas de tiempo de ejecucio´n para grupos de tareas o cuotas colectivas: de manera
similar a los temporizadores de tiempo de ejecucio´n, permiten armar un temporiza-
dor con un cierto valor, sin embargo, en lugar de estar asociadas a una sola tarea,
este mecanismo se utiliza para vigilar el consumo de un grupo de ellas de manera
conjunta.
Estas herramientas ofrecen diferentes soluciones para realizar la monitorizacio´n en
tiempo de ejecucio´n que se analizan seguidamente.
4.5.1. Deteccio´n simple
El mecanismo ma´s sencillo es la deteccio´n simple. Consiste en utilizar los relojes
de tiempo de ejecucio´n tal y como muestra el listado 4.1, donde se aprecia la estructura
de una tarea que realiza un cierto trabajo u´til monitorizada por un reloj de tiempo de
ejecucio´n.
El listado muestra el cuerpo de la tarea, cuyo elemento principal es un bucle infinito en
el que la carga u´til esta´ representada por la instruccio´n Realizar Trabajo Util. Cuando la
tarea finaliza su trabajo u´til se hace una llamada a la funcio´n Leer Reloj (lectura del reloj
de tiempo de ejecucio´n), que devuelve la cantidad de tiempo de ejecucio´n consumida
por la tarea desde su creacio´n. Al restar esta cantidad de la leı´da en la iteracio´n anterior
se obtiene la cantidad de tiempo de ejecucio´n consumido por la tarea durante el u´ltimo
ciclo. Posteriormente, so´lo queda comprobar si este resultado supera el peor tiempo de
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Listado 4.1: Deteccio´n simple
task Deteccion Simple is
begin
loop
−− R e a l i z a r T r a b a j o U t i l ;
Leer Re lo j ;
Comparar dos u l t imas lec turas ;
i f Resultado > L im i te then
Disparar Alarma ;
end i f ;
delay u n t i l Prox ima Act ivac ion ;
end loop ;
end Deteccion Simple ;
ejecucio´n previsto para la tarea, en cuyo caso se debe disparar una alarma indicando que
la tarea se ha excedido en el uso de los recursos asignados y se deben tomar las medidas
adecuadas.
La sencillez es el punto a favor de este me´todo ya que introduce una sobrecarga muy
ligera en el sistema a todos los niveles:
A nivel de nu´cleo, porque las modificaciones que son necesarias para dar soporte a
esta herramienta son mı´nimas.
En tiempo de ejecucio´n, pues el nu´mero de instrucciones extra que deben ejecutarse
en cada iteracio´n es reducido porque simplemente hay que realizar una lectura del
reloj de tiempo real para comprobar el tiempo de co´mputo consumido
Por el contrario, el gran inconveniente de este me´todo es que la deteccio´n se realiza
a posteriori, es decir, la comparacio´n entre el tiempo consumido y el ma´ximo admitido
se hace una vez que la tarea ha finalizado su trabajo. Por consiguiente, si la tarea se ha
excedido en el uso del procesador, el dan˜o ya esta´ causado y es posible que alguna tarea
de menor prioridad no haya completado su trabajo a tiempo, lo cual es una amenaza para
la integridad del sistema.
Se puede concluir por tanto que el problema de la deteccio´n tardı´a inherente a es-
te mecanismo es demasiado grave como para confiarle en exclusiva la seguridad de un
sistema de tiempo real crı´tico.
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4.5.2. Deteccio´n inmediata
Un mecanismo basado en una idea similar pero ma´s sofisticado que el anterior es el
que denominamos deteccio´n inmediata. El listado 4.2 presenta su algoritmo.
Listado 4.2: Deteccio´n inmediata
task Detecc ion Inmediata is
begin
loop
Armar Temporizador ;
−− R e a l i z a r T r a b a j o U t i l ;
Desarmar Temporizador ;
delay u n t i l Prox ima Act ivac ion ;
end loop ;
end Detecc ion Inmediata ;
Puede observarse de nuevo que el elemento fundamental del cuerpo de la tarea es un
bucle infinito que realiza un cierto trabajo u´til. En este caso, justo antes y justo despue´s de
realizar dicho trabajo se hace una llamada a las funciones Armar Temporizador y Desar-
mar Temporizador respectivamente. El efecto es el siguiente; cuando la tarea comienza a
ejecutarse por primera vez despue´s de cada activacio´n, se carga un temporizador con una
cuota igual al tiempo de ejecucio´n en el peor caso posible de la tarea; una vez montado
este temporizador, la tarea realiza su trabajo u´til a la vez que la cantidad de tiempo de
ejecucio´n cargada en el temporizador va disminuyendo (no´tese que si la tarea es desalo-
jada del procesador, el temporizador es detenido hasta que la tarea en cuestio´n vuelve a
ocupar el procesador). Si la tarea termina su labor a tiempo, se ejecutan las instrucciones
Desarmar Temporizador (que desconecta el temporizador) y Delay until, por lo que la
tarea queda suspendida hasta el instante Proxima Activacion. Si por el contrario, la tarea
supera el tiempo de ejecucio´n previsto, el temporizador expira antes de ser desmontado,
disparando una alarma que debe ser debidamente tratada (ver apartado 4.6).
La diferencia fundamental entre los dos me´todos expuestos hasta el momento radica
en que, mientras que en el primero, la deteccio´n del problema puede retrasarse ad infini-
tum porque el trabajo u´til de la tarea no es interrumpido, con el mecanismo de deteccio´n
inmediata el temporizador provoca una interrupcio´n justo en el instante en el que se ha
consumido la cantidad de tiempo de ejecucio´n especificada por lo que, tomando las me-
didas de contencio´n adecuadas, se puede garantizar la integridad de las tareas de menor
prioridad, cuya ejecucio´n era desplazada utilizando el mecanismo de deteccio´n simple.
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Por contra, la deteccio´n inmediata requiere el uso de temporizadores de tiempo de
ejecucio´n, que producen una sobrecarga mayor en el sistema ya que, tanto para armar
como para desarmar un temporizador hay que realizar una serie de operaciones a nivel de
hardware que la aumentan. Adema´s se deben introducir ma´s operaciones en cada cambio
de contexto. En el capı´tulo 6 se ofrecen datos cuantitativos concretos que facilitan la
comparacio´n entre ambos me´todos.
4.5.3. Cuota colectiva
Una u´ltima variante para monitorizar el tiempo de ejecucio´n es posible gracias a las
cuotas colectivas, que funcionan de una manera similar a los temporizadores de tiempo
de ejecucio´n salvo por dos hechos:
No contabilizan el consumo de una sola tarea sino el de un grupo de ellas.
A diferencia de los temporizadores, en los que cada vez que se quiere monitorizar
una seccio´n de co´digo se arma un temporizador con un valor concreto, las cuotas
colectivas son inicializadas una sola vez con una cierta cantidad, que va siendo
consumida por las diferentes tareas asociadas y que debe ser rellenada siguiendo
algu´n algoritmo.
El hecho de que contabilicen el consumo de un grupo de tareas conjuntamente hace
de esta variante una opcio´n muy interesante en aquellos casos en los que no es especial-
mente relevante el consumo de una tareas por sı´ misma sino el consumo de una aplicacio´n
completa. Por ejemplo, esta situacio´n se da cuando el disen˜ador del sistema quiere equili-
brar el uso del procesador entre varias aplicaciones, asegura´ndose de que ninguna de ellas
utiliza ma´s de un cierto porcentaje del tiempo de procesador, sin tener que descender al
nivel de tarea y comprobar los tiempos de ejecucio´n de cada una de ellas. De hecho, la
deteccio´n de errores temporales mediante cuotas colectivas no permite saber a priori cua´l
ha sido la tarea que ha provocado la sobrecarga, ya que puede ser la tarea que se este´ eje-
cutando en el instante en que salta la alarma, o bien puede haber sido provocada por una
tarea que se ejecuto´ con anterioridad y que consumio´ ma´s tiempo del previsto, dejando
demasiado poco restante para las dema´s tareas del grupo.
Las cuotas colectivas son una herramienta u´til a la hora de implementar una arqui-
tectura basada en servidores como los mostrados en el capı´tulo anterior. Sin embargo,
utilizar esta funcionalidad del lenguaje Ada 2005 para monitorizar el consumo de CPU y
garantizar aislamiento entre particiones no es trivial.
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Parte del trabajo de investigacio´n realizado en esta tesis ha consistido en evaluar di-
ferentes algoritmos en los que se utilizan cuotas colectivas para controlar el tiempo de
ejecucio´n de varias tareas de manera conjunta. Dicho con otras palabras, se ha buscado
un me´todo que permitiera balancear el consumo de tiempo de procesador entre varias
tareas sin invalidar el ana´lisis esta´tico presentado en la seccio´n 4.4. Los resultados obte-
nidos no han sido satisfactorios ya que los algoritmos probados tendı´an en algunos casos
hacia resultados optimistas (detecciones tardı´as), o bien pesimistas (falsos positivos).
El punto clave de un algoritmo que utilice cuotas colectivas esta´ en el modo de re-
cargar la cuota. Es decir, definir en que´ momento debe hacerse la recarga y que´ cantidad
recargar. En el caso que nos ocupa, un sistema de tiempo real crı´tico basado en el perfil de
Ravenscar, la opcio´n ma´s razonable es la ma´s restrictiva desde el punto de vista temporal.
Para ello, cada cuota colectiva debe ser inicializada y rellenada con la menor cantidad de
tiempo de ejecucio´n posible y adema´s, el momento de la recarga debe posponerse hasta
el u´ltimo instante.
Listado 4.3: Deteccio´n mediante cuota colectiva
task Cuota Colec t iva is
begin
loop
−− R e a l i z a r T r a b a j o U t i l ;
Calcular Tiempo Consumido ;
delay u n t i l Prox ima Act ivac ion ;
Rel lenar Cuota ( Tiempo Consumido ) ;
end loop ;
end Cuota Colec t iva ;
Una posibilidad estudiada se muestra en el listado 4.3. La cuota colectiva se crea e
inicializa fuera de la tarea, con un valor inicial igual a la suma de los WCET de todas las
tareas del grupo. El listado muestra como en cada activacio´n, la tarea entra en su bucle
principal, de manera semejante a lo visto en los ejemplos anteriores, en el que se realiza el
trabajo u´til de la tarea. Con objeto de cumplir la premisa establecida anteriormente, segu´n
la cual, la cuota debe recargarse con la menor cantidad de tiempo de ejecucio´n y lo ma´s
tarde posible, una vez realizado el trabajo u´til se calcula cuanto tiempo se ha consumido
en esta iteracio´n, recargando solamente esta cantidad al inicio de la siguiente iteracio´n
(primera instruccio´n despue´s del delay until).
Este algoritmo no es va´lido ya que podrı´a darse la situacio´n mostrada en la figura 4.4.
Una cuota monitoriza el consumo de las tareas τ1,1 y τ1,2. En la primera activacio´n se ini-
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cializa la cuota y se consume a medida que alguna de las dos tareas ocupa el procesador.
En su primera activacio´n, τ1,2 termina su trabajo en menos tiempo que su WCET esti-
mado, por lo que queda cuota remanente. En la siguiente activacio´n de τ1,1, utiliza dicho
remanente. El problema se genera porque dicho remanente no se utiliza una sola vez (lo
cual sı´ serı´a un balanceo correcto), sino que se utiliza tambie´n en la tercera y sucesivas
aplicaciones, incumpliendo las premisas del ana´lisis esta´tico y provocando que la tarea
τ2,1 incumpla su plazo de respuesta.
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Figura 4.4: Fallo del algoritmo por exceso de optimismo
Para solucionar este problema, se puede pensar en modificar ligeramente el algoritmo,
de manera que la cantidad a recargar no sea el tiempo consumido en la ejecucio´n anterior
cuando e´ste haya sobrepasado el WCET de la tarea. Es decir, la cantidad R a recargar
serı´a:
R = mı´n(WCET, tiempo consumido)
Este algoritmo tampoco da resultado debido a que en esta ocasio´n el exceso de pe-
simismo puede dar lugar a falsas alarmas (ver figura 4.5). La causa es que cuando una
tarea excede su WCET, au´n balancea´ndolo con otra tarea de su grupo, como ocurre con
las tareas τ1,1 y τ1,2 en la figura 4.5, ese exceso se traduce en una pe´rdida en el saldo de
la cuota colectiva que no se recupera nunca. Por este motivo, cuando las tareas se acercan
de nuevo a su WCET, se producen falsos positivos.
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Figura 4.5: Fallo del algoritmo por exceso de pesimismo
En definitiva, debe continuarse el ana´lisis de algoritmos que permitan equilibrar el
consumo de tiempo de ejecucio´n entre varias tareas. De momento, posponemos la utiliza-
cio´n de cuotas colectivas y recomendamos el uso del mecanismo de la deteccio´n inmediata
para monitorizar el comportamiento en tiempo de ejecucio´n.
4.5.4. Cumplimiento del periodo mı´nimo entre activaciones espora´di-
cas
Tal y como se ha apuntado previamente, otra de las fuentes de fallos temporales viene
dada porque el ana´lisis esta´tico se hace teniendo en cuenta que las tareas espora´dicas
respetan un cierto intervalo entre dos activaciones consecutivas, con lo que el ana´lisis
de tiempo de respuesta establece como premisa que el periodo mı´nimo de estas tareas
es igual a dicho intervalo. Sin embargo, en la pra´ctica esta premisa puede incumplirse
debido a mu´ltiples circunstancias, por ejemplo, un fallo hardware en un sensor puede
hacer que este´ constantemente produciendo interrupciones (babbling idiot failure), que
tı´picamente disparara´n una tarea espora´dica mucho ma´s frecuentemente de lo esperado.
Por este motivo, tan importante como vigilar que el tiempo de ejecucio´n real no exceda
del previsto, es tambie´n forzar que se cumpla el tiempo mı´nimo entre dos activaciones
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consecutivas de una tarea espora´dica.
Listado 4.4: Cumplimiento del periodo mı´nimo entre dos activaciones consecutivas
task Esporadica is
begin
loop
Esperar Evento ;
−− R e a l i z a r T r a b a j o U t i l ;
delay u n t i l Prox ima Act ivac ion ;
end loop ;
end Esporadica ;
El listado 4.4 muestra el sencillo algoritmo que debe seguirse para proteger el sistema
de este error. Puede verse que en cada iteracio´n la ejecucio´n se queda bloqueada en dos
puntos distintos: en primer lugar, esperando a que se produzca el evento que dispara la
tarea espora´dica. Cuando esto sucede, se realiza el trabajo u´til y, seguidamente, se ejecuta
una instruccio´n delay until que deja la tarea suspendida hasta que transcurra el interva-
lo mı´nimo. De esta manera, aunque se den los eventos demasiado pro´ximos entre sı´, al
estar suspendida, la tarea no podra´ atenderlos hasta su debido momento. Como se expli-
cara´ ma´s adelante, este algoritmo puede ser perfeccionado para tener en cuenta si se han
producido intentos de disparar la tarea demasiado frecuentemente y ası´ poder actuar en
consecuencia.
4.5.5. Vigilancia del plazo de respuesta
A pesar de que el uso de los mecanismos expuestos hasta el momento, ya sea indivi-
dualmente o combinando varios de ellos, garantizan con un alto grado de fiabilidad que
el uso del procesador se va a ajustar a las premisas establecidas en tiempo de disen˜o, es
conveniente vigilar que los plazos de respuesta de las tareas son finalmente cumplidos
para poder detectar la violacio´n de uno de estos plazos justo en el momento en que se
produce.
Una de las novedades que introduce Ada 2005 son los eventos programados (timing
events). Este mecanismo permite al programador definir un procedimiento para que sea
ejecutado en un cierto instante de manera sencilla, introduciendo so´lo una ligera sobre-
carga, ya que no hay necesidad de utilizar una tarea.
La vigilancia del cumplimiento de plazos de respuesta puede hacerse mediante even-
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Listado 4.5: Vigilancia del plazo de respuesta
task Moni tored Deadl ine is
begin
loop
Cargar Evento Programado ;
delay u n t i l Prox ima Act ivac ion ;
−− R e a l i z a r T r a b a j o U t i l ;
end loop ;
end Moni tored Deadl ine ;
tos programados tal y como muestra el listado 4.5. Partiendo de que existe un procedi-
miento definido por el disen˜ador del sistema en el que se ejecutan las acciones necesa-
rias en caso de que una tarea no cumpla su plazo de respuesta, el resto del algoritmo
es muy sencillo. Tomando como base el pseudo-co´digo habitual en el que el cuerpo de
la tarea esta´ basado en un bucle infinito que contiene un cierto trabajo u´til, en este caso
se trata de an˜adir una instruccio´n que carga un evento programado que debe disparar-
se justo en el momento en el que cumpla el plazo de respuesta de la pro´xima iteracio´n
del bucle. Ası´ pues, en caso de que la tarea no realice su trabajo u´til antes del tiempo
previsto, se ejecutara´ el procedimiento definido por el disen˜ador del sistema. En caso
contrario, cuando la tarea sı´ cumple su objetivo a tiempo, se ejecuta de nuevo la instruc-
cio´n (Cargar Evento Programado), que sobreescribe el evento programado, modificando
ası´ el instante en el que deberı´a saltar el manejador, pasando a ser la deadline de la pro´xi-
ma interaccio´n del bucle en lugar de la actual.
4.6. Tratamiento de fallos temporales
Despue´s de detectar un fallo temporal, el siguiente paso es dar una respuesta adecuada
para minimizar su impacto y preservar la integridad del sistema (Pulido, Uruen˜a, Zamo-
rano and de la Puente, 2007). A continuacio´n se muestran las acciones ma´s lo´gicas que se
pueden llevar a cabo. La eleccio´n de unas u otras depende de varios factores, tales como
el estado global del sistema o la criticidad de la aplicacio´n que provoca el fallo.
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4.6.1. Notificacio´n del fallo
La primera accio´n, y la menos intrusiva, es notificar y registrar el error producido,
identificando la aplicacio´n, y si es posible, la tarea que se ha excedido en el uso de los
recursos. Obviamente, esta accio´n, que ni siquiera puede ser calificada como correcto-
ra, ya que la aplicacio´n defectuosa continu´a haciendo uso del procesador, solamente es
va´lida en rangos de muy baja criticidad, donde un mal funcionamiento no pone en peli-
gro la integridad del sistema en general o, durante las diferentes fases de pruebas en las
que el objetivo sea simplemente recoger la mayor informacio´n posible acerca del com-
portamiento temporal de las aplicaciones. En cualquier otro caso es necesario ir ma´s alla´,
puesto que resulta inadmisible que una tarea monopolice el uso del procesador.
4.6.2. Algoritmo de la segunda oportunidad
La segunda estrategia a seguir recibe el nombre de algoritmo de la segunda oportuni-
dad. E´ste es un mecanismo algo ma´s intrusivo que el anterior ya que modifica ligeramente
los para´metros que intervienen en la planificacio´n. Consiste en que, cuando se detecta un
exceso en el consumo de tiempo de ejecucio´n, antes de tomar medidas de mayor calado
como las que se muestran posteriormente, se alarga la cuota de la tarea problema´tica (o
en su caso de la aplicacio´n), haciendo uso del tiempo que el procesador esta´ inactivo,
dando de esta manera una segunda oportunidad a la tarea para que cumpla su objetivo, de
ahı´ el nombre del algoritmo. Dicho de otra forma, el algoritmo de la segunda oportunidad
utiliza el tiempo que el procesador permanece ocioso para intentar resolver situaciones de
sobrecarga.
El uso de este algoritmo puede justificarse porque ba´sicamente hay dos motivos por
los que una tarea puede sobrepasar su tiempo de ejecucio´n:
Debido a algu´n problema grave, una tarea puede necesitar una cantidad de tiem-
po de ejecucio´n muy superior al estimado, es posible incluso que sea infinito (por
ejemplo si ha entrado en un bucle sin fin), lo cual puede ocasionar unos efectos
colaterales cuyo alcance pone en peligro la integridad del sistema en general.
Debido a un error leve en la estimacio´n del peor caso de tiempo de ejecucio´n se
produce una sobrecarga puntual.
El primer caso de fallo es muy grave porque tiene implicaciones tanto para la tarea
defectuosa como para las dema´s, ya que:
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La tarea defectuosa probablemente no sera´ capaz de completar su trabajo, ni siquie-
ra despue´s de aumentar su cuota.
Las tareas de menor prioridad no conseguira´n hacerse con el procesador por lo que
tampoco serı´an capaces de terminar su trabajo a tiempo.
Las tareas de mayor prioridad tambie´n pueden verse afectadas por el mal funciona-
miento, por ejemplo, si hacen operaciones tomando como entrada algu´n valor que
deberı´a ser actualizado por la tarea defectuosa.
En el segundo caso, sin embargo, cabe la posibilidad de que esta situacio´n ano´mala
se de´ en casos muy aislados o incluso de que ocurra una vez y no vuelva suceder en el
futuro, por lo que conceder a la tarea una pro´rroga para que intente terminar su trabajo
puede resolver el problema sin necesidad de tomar decisiones ma´s dra´sticas que afecten
seriamente a la funcionalidad del sistema. En otras palabras, si el ana´lisis muestra que hay
un tiempo en el que el procesador permanece inactivo, se puede utilizar esta capacidad
de co´mputo remanente para concederle a la tarea una segunda oportunidad de terminar
su trabajo y ası´ comprobar si la sobrecarga ha sido transitoria o, si por el contrario, es
suficientemente grave como para ir un paso ma´s alla´ en las acciones correctivas a tomar
para preservar la integridad del sistema.
Ca´lculo de la cuota extraordinaria
Para utilizar el algoritmo de la segunda oportunidad, el primer paso consiste en calcu-
lar la longitud de la cuota, que de manera extraordinaria, se le asigna a una tarea.
En ciertos tipos de sistemas, como pueden ser algunos de tiempo real flexible, o cier-
tas arquitecturas basadas en reservas, es habitual que se agoten las cuotas; en esos casos
no se trata de un mal funcionamiento, simplemente es un evento ma´s que provoca ciertas
reacciones en el sistema, de la misma forma que lo harı´a un usuario pulsando un boto´n.
Sin embargo, la arquitectura basada en bandas de prioridad esta´ pensada para sistemas de
tiempo real estricto, en los que el hecho de que una tarea agote su tiempo de co´mputo no
entra dentro de la normalidad; es una excepcio´n que debe ser tratada. Como se ha expues-
to en el apartado anterior, el objetivo de utilizar el algoritmo de la segunda oportunidad es
proporcionar un tiempo extra para intentar que la tarea cumpla su misio´n ya que, de con-
seguirlo, el sistema podrı´a continuar operando en modo normal, sin necesidad de poner
en pra´ctica medidas complejas.
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Hay diferentes algoritmos que regulan el uso de este tiempo extra (ve´anse como ejem-
plo los trabajos (Davis et al., 1993; Burns and Wellings, 2001)). En el caso que nos atan˜e
hay que tener en cuenta sus circunstancias particulares. Por un lado, agotar una cuota es
un hecho excepcional. Por otro lado, si la tarea no termina su trabajo las consecuencias
pueden ser muy graves. Por tanto, la opcio´n ma´s interesante es tratar de darle a la tarea
defectuosa, de una sola vez, el mayor tiempo de co´mputo que sea posible manteniendo el
conjunto de tareas planificable, es decir, sin afectar a las tareas de menor prioridad.
Intentar calcular en tiempo de ejecucio´n la longitud de la cuota extra con objeto de
llevar al extremo la premisa de maximizar su valor resultarı´a contraproducente, ya que
se trata de un ca´lculo muy pesado que no harı´a sino complicar au´n ma´s la situacio´n de
sobrecarga en la que se encuentra el sistema. Por consiguiente, la opcio´n ma´s conveniente
es hacer el ca´lculo en tiempo de disen˜o a pesar de que se obtenga un valor ma´s pesimista
que el que se obtendrı´a al hacer el ca´lculo dina´micamente.
El ca´lculo a realizar consiste en averiguar cua´nto tiempo de procesador puede con-
sumir una tarea sin provocar que las dema´s incumplan su plazo de respuesta. Para poder
resolver correctamente esta cuestio´n hay que modificar ligeramente el ana´lisis esta´tico
propuesto en la seccio´n 4.4. El listado 4.6 muestra el algoritmo necesario. El primer paso
es analizar si el conjunto de tareas es planificable utilizando los para´metros originales. En
caso afirmativo, se itera el ana´lisis aumentando el tiempo de co´mputo (Ci) de una tarea τi
hasta averiguar cua´l es el ma´ximo valor que puede tomar manteniendo el conjunto planifi-
cable (i.e. el ma´ximo valor que permite asegurar que el tiempo de respuesta de cada tarea
es menor que su deadline). Repitiendo esta operacio´n para todas las tareas del conjunto
se obtiene, para cada una de ellas, cua´l es la longitud ma´xima de la cuota extraordinaria
que se puede utilizar en caso de sobrecarga.
El cuadro 4.1 muestra un ejemplo sencillo que ilustra el funcionamiento del algoritmo.
Sea un sistema con 3 tareas (τ1, τ2 y τ3), con los periodos, prioridades y tiempos de
co´mputo en el caso peor mostrados. Aplicando el algoritmo anteriormente expuesto se
obtiene los valores de la cuota extraordinaria que se podrı´a utilizar en caso de que un
temporizador de tiempo de ejecucio´n lanzase una alarma. Lo´gicamente, el valor de la
cuota extraordinaria crece de manera inversamente proporcional con las prioridades de
las tareas, puesto que a menor prioridad menor riesgo existe de bloquear la ejecucio´n de
aquellas tareas que gozan de una prioridad au´n menor.
74 CAPI´TULO 4. ARQUITECTURA DE BANDAS DE PRIORIDAD
Listado 4.6: Ca´lculo de la cuota extraordinaria
P l a n i f i c a b l e : Boolean := False ;
Cuota Extra : Array (1 . . Max Tasks ) of CPU Time ;
Anal is is Tiempo Respuesta ( P l a n i f i c a b l e ) ;
i f P l a n i f i c a b l e then
for i in 1 . . Max Tasks loop
while P l a n i f i c a b l e loop
Aumentar C i ;
Anal is is Tiempo Respuesta ( P l a n i f i c a b l e ) ;
end loop ;
A jus ta r Va lo r Max imo C i ;
Cuota Extra ( i ) := Valor Maximo C i − C i i n i c i a l ; ;
end loop ;
else
nul l ; −− Conjunto i n i c i a l no p l a n i f i c a b l e ! !
end i f ;
Cuadro 4.1: Algoritmo de la segunda oportunidad
Tarea Periodo Prioridad WCET Cuota extraordinaria
τ1 10 3 3 2.5
τ2 20 2 5 5
τ3 30 1 4 7
Utilizacio´n de la cuota extraordinaria
Tras explicar co´mo se calcula el valor de la cuota extraordinaria que se utiliza en el
algoritmo de la segunda oportunidad, inmediatamente surgen dos preguntas: ¿Se puede
utilizar la cuota extraordinaria varias veces? Y, en caso afirmativo ¿hay que respetar algu´n
intervalo mı´nimo entre dos utilizaciones consecutivas?
La respuesta es afirmativa en ambos casos. Por supuesto, se puede utilizar la cuota
extraordinaria en mu´ltiples ocasiones, siempre y cuando se cumplan las condiciones ini-
ciales con las que su valor fue calculado. No´tese que el ca´lculo se realizaba alargando el
tiempo de co´mputo de la tarea afectada manteniendo el de las dema´s constantes, por lo
que si se intenta alargar el tiempo de CPU concedido a una tarea inmediatamente despue´s
de que otra tarea haya utilizado su pro´rroga, muy probablemente alguna tarea perderı´a su
plazo. Por tanto, para estar seguros de que no se violan las condiciones de ana´lisis cada
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vez que se utilice la cuota extraordinaria habra´ que dejar transcurrir un hiperperiodo antes
de volver a utilizarla.
4.6.3. Cambio de modo
Una u´ltima estrategia es posible y necesaria para tratar un fallo temporal. Cuando
la tarea no es capaz de finalizar su trabajo a tiempo, ni siquiera despue´s de alargar su
cuota mediante el algoritmo de la segunda oportunidad, podrı´a poner en serio peligro la
integridad del sistema, por tanto, es necesario ir ma´s alla´ y emprender acciones correctoras
que limiten los efectos del fallo temporal y no ponga en riesgo la totalidad del sistema
dejando tareas incontroladas. Para ello, lo ma´s apropiado es efectuar un cambio de modo
de funcionamiento en el sistema, siendo lo recomendable:
Iniciar una secuencia de parada segura, en la que los diferentes servicios se van
apagando para llevar al sistema a un estado seguro.
Cambiar a un modo restringido en el que el sistema puede continuar operando pero
so´lo con una parte de su funcionalidad activa.
Reiniciar el sistema, siempre y cuando el tiempo necesario para llevar a cabo esta
operacio´n y durante el cual el sistema quedarı´a sin gobierno, sea asumible.
Estas opciones son ejemplos cla´sicos de acciones de recuperacio´n. Por supuesto, tam-
bie´n existen me´todos para garantizar que el sistema puede seguir operando con toda su
funcionalidad disponible, sin embargo, para ello es necesario disponer de redundancia
tanto hardware como software, lo cual no es objeto de esta tesis por lo que esta opcio´n no
sera´ considerada de aquı´ en adelante.
Parada segura
El mecanismo de parada segura es el ma´s sencillo de realizar ya que puede ser im-
plementado en Ada 2005 mediante la ejecucio´n de un manejador de u´ltimas voluntades,
incluido en el perfil de Ravenscar, que debe ejecutar todas las instrucciones necesarias
para llevar el sistema hasta la situacio´n segura. El problema es que no todos los sistemas
pueden ser apagados. Por ejemplo, en caso de que se detecten anomalı´as graves en un tren,
detenerlo es la opcio´n ma´s segura para los pasajeros. Obviamente, no se podrı´a hacer lo
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mismo con un avio´n. No obstante, lo que sı´ es posible pra´cticamente en todos los casos
es hacer una parada segura de algu´n subsistema.
Modo restringido
Otra posibilidad consiste en poner en cuarentena a la tarea problema´tica (aquella que
provoco´ que se disparara una alarma), de manera que no pueda continuar bloqueando al
resto de tareas. Para ello se pueden ejecutar dos acciones:
Reducir la prioridad de la tarea a la mı´nima del sistema, ası´ so´lo se ejecutarı´a en
segundo plano, es decir, ocuparı´a el procesador u´nica y exclusivamente cuando
ninguna otra tarea estuviese activa.
Abortar la tarea. Puesto que reduciendo su prioridad a la mı´nima es improbable que
pueda cumplir su plazo, se puede optar directamente por abortar la tarea.
Ambas soluciones son una fuente de indeterminismo, por lo que su comportamiento
temporal puede ser difı´cil de analizar, de hecho, tanto cambiar la prioridad de una tarea
como abortarla, son instrucciones prohibidas por el perfil de Ravenscar. Adema´s, cual-
quier dependencia funcional o sincronizacio´n con la tarea defectuosa debe ser tenida en
cuenta en estas situaciones porque se pueden producir efectos colaterales no deseados.
Por ejemplo, una tarea podrı´a permanecer suspendida ad infinı´tum esperando en una ba-
rrera que debı´a ser levantada por la tarea defectuosa, o bien podrı´a generar continuamente
datos erro´neos debido a para´metros que nunca son actualizados porque esta labor le co-
rrespondı´a a la tarea puesta en cuarentena. Por consiguiente, eliminar sin ma´s una tarea de
la planificacio´n es una opcio´n aceptable si, y solo si, desempen˜a una funcio´n prescindible
y no hay ninguna otra tarea cuyo comportamiento dependa de ella.
Una accio´n ma´s plausible es realizar un cambio de modo operacional, consistente en
mantener operativos so´lo ciertos servicios. De este modo se puede aligerar la carga del
procesador y superar la situacio´n de sobrecarga, manteniendo intactas las funciones ma´s
importantes del sistema y descartando aquellas ma´s prescindibles. Uno de los principales
problemas viene dado por el nu´mero de modos que se deben incluir en el sistema con
vistas a afrontar todos los fallos potenciales que se puedan producir. Dado que un sistema
tı´pico puede contener en total varias docenas de tareas esta´ claro que no es viable incluir
el mismo nu´mero de modos de funcionamiento alternativos con objeto de cubrir un fallo
en cada tarea de manera individualizada. Una solucio´n ma´s realista consiste en proveer
un solo modo degradado, en el que se llevan a cabo las funciones vitales del sistema.
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Un cambio de modo supone una profunda alteracio´n en la configuracio´n del sistema.
El habitual escenario esta´tico que propone el perfil de Ravenscar es alterado y por tan-
to puede ser complicado llevar a cabo el necesario ana´lisis temporal, especialmente si
se utilizan prioridades dina´micas, transferencia ası´ncrona de control o se abortan tareas,
motivo por el cual, todas estas acciones esta´n excluidas del perfil. No obstante, es posible
implementar cambios de modo de una manera compatible con el perfil como ya mostraron
(Alonso and de la Puente, 2001). La esencia del me´todo propuesto en ese estudio consiste
en separar las tareas de los trabajos, de manera que cada tarea tiene la posibilidad de
ejecutar un trabajo distinto en cada iteracio´n, dependiendo del modo operacional en que
se encuentre el sistema. Esta forma de llevar a cabo un cambio de modo sı´ es analizable
y, por tanto, va´lida para ser usada en sistemas de tiempo real crı´ticos.
Tomando como punto de partida esta idea, proponemos un mecanismo alternativo para
implementar un cambio de modo. Lo primero que se ha de tener en consideracio´n es que
cuando una tarea ocupa el procesador durante demasiado tiempo, todas aquellas tareas
de menor prioridad quedan bloqueadas. Tal y como se ha comentado a lo largo de esta
seccio´n, no esta´ permitido hacer uso de prioridades dina´micas ni abortar tareas, por tanto,
si la tarea defectuosa, por ejemplo, ha entrado en un bucle infinito, no hay ninguna manera
de rescatarla y, lo que es peor, no hay forma de evitar el bloqueo de todas las tareas que
tengan una prioridad menor que la tarea defectuosa. Por consiguiente, los trabajos que
tienen que ser ejecutados en el modo degradado deben estar dentro de tareas con un nivel
de prioridad mayor que el de la tarea problema´tica.
Puesto que a priori no se sabe que´ tarea va tener un comportamiento erro´neo, es im-
posible conocer en tiempo de disen˜o a partir de que´ nivel de prioridad van a quedarse
bloqueadas las tareas. Por tanto, los trabajos a ejecutar en el modo degradado no pueden
compartir las mismas tareas que aquellos que deben ser ejecutados en el modo operacio-
nal normal, sino que deben estar situados en una banda de prioridad superior para evitar
posibles bloqueos. Dicho de otra forma, sean n1 y n2 el nu´mero de trabajos a realizar
en los modos normal y restringido respectivamente. Para evitar el riesgo de bloqueo, no
se debe utilizar una combinacio´n con N tareas (donde N = ma´x(n1, n2)), en la que va-
rias tareas ejecuten un trabajo correspondiente al modo normal u otro correspondiente al
modo degradado dependiendo del estado global del sistema (ver listado 4.7).
En su lugar, sera´ necesario utilizar M tareas (siendo M = n1 + n2), donde las n2 de
mayor prioridad realizaran un trabajo correspondiente al modo restringido, y las restantes
contendra´n los trabajos necesarios en el modo normal (ver figura 4.6).
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Listado 4.7: Una misma tarea incluye dos modos de funcionamiento
task Ejemplo is
begin
loop
i f Estado Global . Normal then
−− Real izar Traba jo Ut i l Modo Normal ;
e l s i f Estado Global . Res t r i ng ido then
−− Rea l i za r T raba jo U t i l Modo Res t r i ng ido ;
else
−− Otros modos . . .
end i f ;
delay u n t i l Prox ima Act ivac ion ;
end loop ;
end Ejemplo ;
Teniendo en cuenta que las tareas de la banda asignada al modo restringido no eje-
cutan ningu´n trabajo mientras que no se detecte ninguna anomalı´a y el sistema continu´e
operando en modo normal, no tiene sentido que sean activadas continuamente siguiendo
los mismos para´metros que en el modo restringido, por tanto, para evitar un nu´mero exce-
sivo de cambios de contexto inu´tiles que conllevarı´an una sobrecarga muy alta, cuando el
sistema opere en modo normal las tareas pertenecientes a la banda de prioridad superior
permanecera´n suspendidas en una entrada protegida (ver listado 4.8), de esta forma su
interferencia sobre la planificacio´n del modo normal es nula.
Listado 4.8: Trabajos pertenecientes a modos distintos mediante tareas separadas
task Res t r i ng ido is −− P r i o r i d a d A l t a !
begin
loop
Modo Restr ingido . Wait ;
−− Rea l i za r T raba jo U t i l Modo Res t r i ng ido ;
delay u n t i l Prox ima Act ivac ion ;
end loop ;
end Res t r i ng ido ;
task Normal is −− P r i o r i d a d Baja !
begin
loop
−− Real izar Traba jo Ut i l Modo Normal ;
delay u n t i l Prox ima Act ivac ion ;
end loop ;
end Normal ;
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Figura 4.6: Asignacio´n de prioridades a los diferentes modos
Reiniciar el sistema
Una u´ltima opcio´n puede ser factible para sacar al sistema de un estado inconsistente;
reiniciar el sistema. Para ello se debe tener en cuenta el tiempo necesario para llevar a
cabo esta operacio´n, ya que durante este intervalo el sistema puede quedar ingobernable,
ası´ como la posible pe´rdida de datos que se producirı´a. Dada la gran variedad de sistemas,
no es posible etiquetar esta opcio´n como va´lida o inva´lida en general. Es responsabilidad
del disen˜ador del sistema estudiar sus caracterı´sticas concretas y decidir si reiniciar el
sistema al completo puede ser o no una opcio´n viable.
4.7. Evaluacio´n de opciones de disen˜o
Tal y como se ha descrito en los apartados anteriores, la arquitectura basada en bandas
de prioridad presenta varios grados de libertad. Las diferentes alternativas con las que se
puede configurar el sistema deben ser analizadas para decidir cua´les son las opciones ma´s
recomendables en cada situacio´n. Concretamente, se debe tomar una decisio´n relacionada
con los siguientes aspectos:
Polı´tica de asignacio´n de prioridades.
Polı´ticas de planificacio´n utilizadas, especialmente en los planificadores locales.
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Me´todo de tratamiento de fallos temporales.
4.7.1. Asignacio´n de prioridades
La asignacio´n de prioridades es una de las decisiones ma´s importantes a la hora de
disen˜ar un sistema de tiempo real. Como ya se comento´ en el capı´tulo 2, probablemente
el me´todo ma´s utilizado para asignar prioridades es DMS, ya que al ser un algoritmo
o´ptimo y muy sencillo de implementar, conduce a los mejores resultados posibles.
Por otra parte, tambie´n se ha expuesto en el apartado correspondiente que la teorı´a
de planificacio´n con prioridades fijas establece que en caso de sobrecarga, aquellas tareas
con un nivel de prioridad menor sera´n las primeras en incumplir sus plazos de respuesta.
Este hecho conduce a pensar en un sistema en el que las aplicaciones este´n clasificadas
segu´n su importancia (ver figura 4.7), de manera que se puedan asignar las prioridades
de manera proporcional a dicho factor (a mayor importancia, mayor prioridad),con la
finalidad de asegurar que si algu´n motivo provoca una sobrecarga temporal, sera´n las
funciones ma´s superfluas las primeras en incumplir sus plazos, dando de esta manera un
pequen˜o margen a las aplicaciones ma´s vitales para mantener el sistema en condiciones
de operar aunque su funcionalidad se vea degradada.
Partición 1
Banda de prioridad 1
Banda de prioridad 2
Banda de prioridad 3
Partición 2
Partición 3
Figura 4.7: Asignacio´n dependiente de la importancia de la aplicacio´n
Obviamente, la importancia de una tarea no tiene ninguna correlacio´n con sus para´me-
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tros temporales (periodo, plazo de respuesta o tiempo de co´mputo), por ello, un algoritmo
basado en la importancia puede distar mucho de ser o´ptimo. En otras palabras, con un
algoritmo de asignacio´n de prioridades basado en la importancia de las tareas no se con-
seguira´n valores de utilizacio´n del procesador tan altos como usando DMS. No obstante,
para minimizar este efecto, si bien las aplicaciones esta´n clasificadas por importancia, a
las tareas que componen cada aplicacio´n sı´ se le asignan prioridades utilizando DMS lo-
calmente. En la figura 4.7 se apreciaba como a cada aplicacio´n se le asigna una banda de
prioridad, de manera que la tarea de menor prioridad perteneciente a la aplicacio´n Π1 tie-
ne una prioridad ma´s alta que la mayor de todas aquellas pertenecientes a Π2. Ahora bien,
el mecanismo para asignar las prioridades de manera local a una aplicacio´n es DMS, por
lo que la mayor prioridad de la banda 1 es para la tarea de la aplicacio´n Π1 con un plazo
de respuesta ma´s corto, mientras que la menor prioridad de la banda 1 le correspondera´ a
la tarea perteneciente a la aplicacio´n Π1 con un periodo ma´s largo.
Para cuantificar el efecto que produce este algoritmo de asignacio´n de prioridades, se
ha realizado un experimento que consiste en lo siguiente:
Se genera un grupo de 40 tareas con para´metros semi-aleatorios (tiempo de co´mpu-
to, periodo y nivel de importancia).
Se realiza el ana´lisis de tiempo de respuesta y se comprueba si el conjunto es pla-
nificable o no, primero asignando las prioridades segu´n DMS y despue´s segu´n la
importancia de la aplicacio´n (CMS).
Se anota el resultado y se vuelve al punto 1.
Despue´s de repetir este bucle 10.000 veces, se comprueba cua´ntos conjuntos han re-
sultado viables con uno y otro me´todo, lo cual permite tomar en consideracio´n el impacto
de utilizar cada opcio´n. Para refinar las conclusiones, los para´metros no son totalmente
aleatorios, sino que se ha repetido el experimento en varias ocasiones forzando alguna
relacio´n entre para´metros. Ası´, se ha tenido en cuenta la relacio´n entre los periodos de las
tareas y la carga de procesador que genera cada grupo.
Las figuras 4.8, 4.9 y 4.10 muestran los resultados del estudio. En el eje de abcisas
se muestran los valores discretos que se han utilizado de carga del procesador (U), yendo
desde el 5 % hasta el 95 % en pasos de 5 % en 5 %. El eje de ordenadas representa el
nu´mero de conjuntos de tareas que han resultado viables. En los tres gra´ficos, la lı´nea
azul muestra el comportamiento de la asignacio´n DMS.
82 CAPI´TULO 4. ARQUITECTURA DE BANDAS DE PRIORIDAD
La diferencia entre las figuras viene dada por los para´metros utilizados a la hora de
generar los valores aleatorios de los periodos de las tareas. Ası´, en la figura 4.8 el periodo
mayor es so´lo 2 veces ma´s largo que el menor. En la figura 4.9 este ratio se amplı´a hasta
5, y por u´ltimo, la figura 4.10 muestra los resultados cuando el periodo ma´s largo es un
orden de magnitud mayor que el ma´s corto.
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Figura 4.8: Resultados con ratio 2
0
2000
4000
6000
8000
10000
12000
0,
05
0,
15
0,
25
0,
35
0,
45
0,
55
0,
65
0,
75
0,
85
0,
95
DMS
CMS
Figura 4.9: Resultados con ratio 5
4.7. EVALUACIO´N DE OPCIONES DE DISEN˜O 83
0
2000
4000
6000
8000
10000
12000
0,
05
0,
15
0,
25
0,
35
0,
45
0,
55
0,
65
0,
75
0,
85
0,
95
DMS
CMS
Figura 4.10: Resultados con ratio 10
La pe´rdida de planificabilidad viene dada por aquellas tareas con tiempos de co´mputo
muy largo y alta prioridad, que dejan bloqueadas a tareas con periodos cortos, no pudiendo
cumplir sus plazos.
Una te´cnica a utilizar en caso de que un conjunto de tareas no sea viable consiste
en realizar un ana´lisis de sensibilidad, de manera que se modifiquen los para´metros de
las diferentes tareas para intentar conseguir un conjunto de valores que hagan el sistema
planificable. Este ana´lisis le proporciona al disen˜ador del sistema ma´s informacio´n que
la simple respuesta booleana afirmativa o negativa que se obtiene mediante el ana´lisis
de tiempo de respuesta, ya que le permite comprobar que´ para´metros son los que esta´n
empeorando la planificabilidad (Bini et al., 2006). Es ma´s, si el ana´lisis de sensibilidad
devuelve un conjunto de valores con los que el sistema se vuelve planificable, entonces el
disen˜ador tiene la posibilidad de evaluar si con dichos valores la funcionalidad del sistema
es conservada, en cuyo caso la alternativa ofrecida es va´lida y se consigue transformar en
viable un conjunto de tareas inviable con relativamente poco esfuerzo del disen˜ador del
sistema (Panunzio, 2006; Panunzio and Vardanega, 2007).
Con objeto de mitigar los efectos resen˜ados en las figuras, es razonable pensar en
una ampliacio´n del ana´lisis de sensibilidad, de manera que aquellas tareas con periodos
y tiempos de co´mputo largos (que generalmente realizan tareas de background), sean
desplazadas a una banda de prioridad inferior (ver figura 4.11), con lo que se consigue
minimizar su interferencia y aumentar la carga del procesador. Este modelo de asignacio´n
mixto puede ser interpretado como un compromiso entre las dos opciones comentadas
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anteriormente (DMS y CMS), en la que la primera maximiza la eficiencia mientras que la
segunda aumenta la seguridad.
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Figura 4.11: Modelo de asignacio´n mixto
Recomendacio´n
La arquitectura basada en bandas de prioridad cuenta con varias barreras de conten-
cio´n que evitan que un mal funcionamiento temporal se propague y afecte a diversas
aplicaciones ma´s alla´ de la que ha provocado el fallo. En primer lugar, se cuenta con el
ana´lisis esta´tico, que ya permite predecir si un conjunto de tareas es viable o no. Poste-
riormente, ya en tiempo de ejecucio´n, se cuenta con todos los me´todos expuestos en este
mismo capı´tulo para garantizar que si se produce un fallo, e´ste es detectado inmediata-
mente y tratado para evitar su propagacio´n y salvaguardar la integridad del sistema.
La asignacio´n de prioridades en funcio´n de la importancia de las aplicaciones puede
verse como otra barrera de contencio´n de fallos que aumenta au´n ma´s el nivel de seguridad
de la arquitectura basada en bandas de prioridad. Sin embargo, las medidas enumeradas
en el pa´rrafo anterior ya proporcionan un nivel de seguridad muy alto, por lo que no se
debe despreciar en absoluto la asignacio´n de prioridades utilizando el algoritmo DMS.
Por consiguiente, despue´s de analizar las consecuencias de utilizar las diferentes polı´ti-
cas de asignacio´n de prioridades, la recomendacio´n es comenzar utilizando la asignacio´n
basada en la criticidad de la aplicacio´n. Si el resultado del ana´lisis esta´tico es positivo
utilizar directamente esta te´cnica. En caso contrario, realizar un ana´lisis de sensibilidad
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para modificar la prioridad de aquellas tareas que ma´s interferencia producen, llegando al
extremo de utilizar la asignacio´n DMS en caso de que sea la u´nica asignacio´n de priori-
dades viable. Debe tenerse siempre en mente que DMS no es un me´todo inseguro ya que
el resto de los elementos de la arquitectura proporciona un nivel de proteccio´n suficiente-
mente alto como para ejecutar diferentes aplicaciones en el mismo nodo con total garantı´a
de aislamiento temporal entre ellas.
4.7.2. Polı´ticas de planificacio´n
Segu´n la descripcio´n dada de la arquitectura de bandas de prioridad, el planificador
cla´sico del modelo Ravenscar, basado en prioridades fijas, viene a desempen˜ar el papel
de planificador global, por lo que en este nivel de jerarquı´a no existe libertad; se emplea
la polı´tica de planificacio´n de prioridades fijas. Sin embargo, gracias a la introduccio´n de
las bandas de prioridad propiamente dichas, sı´ que es posible tener planificadores loca-
les configurados para usar diferentes protocolos. En esta tesis se ha decidido analizar el
comportamiento de dos de ellos, prioridades fijas y EDF. El primer me´todo ha sido selec-
cionado por ser el ma´s empleado durante las u´ltimas de´cadas en los sistemas de tiempo
real. Por otra parte, tal y como se mostraba en el apartado 2.2.3, la teorı´a de EDF muestra
que se puede llegar a alcanzar el 100 % de uso del procesador, por lo que en los u´lti-
mos an˜os esta polı´tica de planificacio´n ha despertado un gran intere´s y hay numerosos
grupos de investigacio´n trabajando para reducir sus desventajas y explotar su eficiencia
teo´rica (Buttazzo, 2005).
Por este motivo, viendo los resultados obtenidos en el apartado anterior al utilizar la
asignacio´n de prioridades basada en la importancia de la aplicacio´n, parece conveniente
estudiar si se puede mejorar el resultado cambiando la configuracio´n de los planificadores
locales para que utilicen EDF. Con esta configuracio´n volverı´amos a tener bandas de
prioridad disjuntas ordenadas por la valı´a de la aplicacio´n tal y como se mostraba en la
figura 4.7, pero la organizacio´n interna a cada aplicacio´n serı´a distinta ya que se utilizarı´an
prioridades dina´micas en lugar de esta´ticas.
Para comprobar el resultado de esta configuracio´n se ha realizado un experimento
similar al comentado en el apartado anterior. Tras definir un conjunto de tareas con valores
semi-aleatorios, se comprobaba su viabilidad tras asignar prioridades fijas siguiendo los
esquemas DMS y CMS, ası´ como asignando prioridades dina´micas con el protocolo EDF
(respetando las particiones). La figura 4.12 muestra que la diferencia entre los resultados
obtenidos al utilizar EDF en los planificadores locales es pra´cticamente inexistente.
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Figura 4.12: Comparacio´n de resultados obtenidos utilizando EDF
Puesto que los resultados no muestran una mejora evidente en la utilizacio´n de EDF,
unido al hecho de que implementar un nu´cleo que soporte dicha polı´tica de planificacio´n
no es en absoluto trivial, esta solucio´n se ha descartado por completo, por lo que se reco-
mienda la utilizacio´n de prioridades fijas en los planificadores tanto a nivel global como
a nivel local.
4.7.3. Incumplimientos temporales
A lo largo de las secciones 4.5 y 4.6 se han explicado respectivamente diferentes ma-
neras de monitorizar el comportamiento en tiempo de ejecucio´n de tareas o aplicaciones
y diversos mecanismos a poner en marcha en caso de que se detecte un comportamiento
que no se ajusta a lo previsto mediante el ana´lisis esta´tico. El objetivo de este apartado es
proporcionar una guı´a para su uso, tratando de obtener el ma´ximo beneficio de todo este
conjunto de herramientas puestas a disposicio´n del disen˜ador del sistema.
Opciones de deteccio´n
Para detectar incumplimientos temporales se ha detallado el funcionamiento de cinco
mecanismos:
Deteccio´n simple
Deteccio´n inmediata
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Cuotas colectivas
Vigilancia del plazo de respuesta
Cumplimiento del periodo mı´nimo entre activaciones espora´dicas
Salvo el mecanismo de las cuotas colectivas, que ha sido desestimado, las cuatro te´cni-
cas restantes no son excluyentes, es decir, no hay necesidad de elegir una y descartar las
dema´s, ya que es posible utilizar una combinacio´n de varias de ellas; de hecho, es posi-
ble utilizar las cuatro simulta´neamente. Sin embargo, esta u´ltima no es una opcio´n muy
eficiente.
La deteccio´n simple es la opcio´n mas desaconsejable para monitorizar el compor-
tamiento en tiempo de ejecucio´n ya que no es posible predecir a priori cua´ndo se va a
detectar el fallo, es decir, hay una latencia entre que se produce el incumplimiento y e´ste
se detecta cuya duracio´n es totalmente impredecible. Por este motivo, el mecanismo de
deteccio´n simple puede ser adecuado en prototipos para hacer estadı´sticas del tiempo de
procesador consumido por un cierto co´digo, pero no lo es para detectar fallos temporales
en un sistema real en el que se deba poner remedio en el instante en que se producen.
La te´cnica denominada deteccio´n inmediata proporciona una informacio´n muy com-
pleta ya que permite identificar no so´lo la aplicacio´n defectuosa sino la tarea concreta que
monopoliza el uso del procesador. Adema´s la deteccio´n se produce en el preciso instante
en el que una tarea excede su WCET, por lo que el sistema esta´ a tiempo de tomar medi-
das para evitar que otras tareas pierdan su plazo de respuesta. La recomendacio´n final es
utilizar siempre el mecanismo de deteccio´n inmediata.
La vigilancia de los plazos de respuesta mediante timing events es la u´ltima barrera
de seguridad que se puede utilizar. E´sta es una alarma que salta justo cuando se cumple
la deadline de una tarea sin que e´sta haya finalizado su trabajo por lo que su uso es
recomendable en todos los casos en que la tarea sea crı´tica y haya que tomar medidas
extraordinarias de manera inmediata. Si por el contrario, el disen˜ador estima que la labor
de ciertas tareas son poco importantes, y no es necesario tomar medidas en caso de que
se incumplan sus plazos de respuesta, entonces no tiene sentido utilizar este mecanismo.
Por u´ltimo, el mecanismo que garantiza que el cumplimiento del periodo mı´nimo entre
aplicaciones espora´dicas debe ser utilizado en todos los casos, ya que la sobrecarga an˜adi-
da es pra´cticamente nula mientras que una activacio´n incontrolada de una tarea espora´dica
tiene consecuencias totalmente imprevisibles para la planificabilidad del sistema.
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Opciones de tratamiento
Una vez detectado el incumplimiento temporal es necesario tomar medidas para evitar
que el sistema entre en un estado inconsistente que podrı´a desembocar en una cata´strofe.
A lo largo del capı´tulo se han explicado diferentes tipos de actuaciones para tratar la
situacio´n:
Notificar el fallo
Utilizar el algoritmo de la segunda oportunidad
Cambio de modo
Parece lo´gico que lo primero que debe hacerse en caso de detectar un fallo sea no-
tificarlo, de esta manera, el usuario del sistema tiene informacio´n precisa para tomar las
decisiones oportunas. Adema´s, si el fallo detectado es que una tarea ha consumido su
tiempo de procesador debe ponerse en marcha el algoritmo de la segunda oportunidad.
Este mecanismo tiene un coste muy reducido y, sin embargo, puede ser suficiente para
tratar una sobrecarga si e´sta es puntual y corta. Si esta medida tiene e´xito, el sistema
puede continuar operando en modo normal sin necesidad de utilizar otras te´cnicas ma´s
complejas. Si, por el contrario, el algoritmo no tiene e´xito, o bien la alarma ha sido dispa-
rada por el mecanismo que vigila el cumplimiento del plazo de respuesta, ya no ha lugar a
seguir aumentando la cuota de la tarea o aplicacio´n defectuosa ya que se estarı´a poniendo
en peligro la integridad del resto del sistema. Es el momento de que el usuario del sis-
tema se decida por una de las opciones etiquetadas como cambio de modo que incluyen
la parada segura, el cambio de estado operacional a un modo restringido o el reinicio del
sistema.
Es difı´cil dar una recomendacio´n gene´rica para utilizar una opcio´n u otra, ya que todas
ellas son muy dependientes del tipo de sistema en el que se pretendan utilizar. Podrı´amos
decir que con aplicaciones de muy baja criticidad, que no interfieran con las dema´s del
sistema (este´n asignadas a la banda de prioridad ma´s baja) es posible incluso no tomar
ninguna medida extraordinaria; notificar el fallo y permitir que se siga ejecutando. Al fin
y al cabo, la banda de prioridad ma´s baja se puede considerar de background ya que so´lo
tomara´ el control del procesador cuando en las dema´s bandas de prioridad no haya ningu-
na tarea lista para ejecutar. En los dema´s casos, queda a eleccio´n del disen˜ador que´ opcio´n
tomar, siendo quiza´s la parada segura y posterior reinicio del sistema la alternativa ma´s
recomendable en te´rminos de seguridad siempre y cuando la parada sea una opcio´n va´lida
(por ejemplo, no se puede hacer una parada segura de todos los subsistemas de un avio´n).
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4.8. Aislamiento espacial
Para dar soporte a los requisitos de la ma´quina virtual nu´meros 1 y 2, “soporte para
diferentes niveles de criticidad” y “contencio´n de fallos” respectivamente, adema´s de pro-
porcionar aislamiento temporal entre las aplicaciones, tambie´n se debe hacer e´nfasis en el
aislamiento espacial con objeto de evitar que una aplicacio´n acceda a una zona de memo-
ria que no le corresponde. El objetivo de esta tesis comprende el estudio e implementacio´n
del aislamiento temporal, sin embargo, la implementacio´n del aislamiento espacial que-
da fuera de su a´mbito. Esta seccio´n apunta diversos me´todos que permiten proporcionar
aislamiento espacial y que pueden ser investigados en el futuro, complementando los es-
tudios realizados sobre el aislamiento temporal para poder proporcionar un aislamiento
entre particiones completo (Uruen˜a and Zamorano, 2007).
Existen tres te´cnicas ba´sicas que permiten proporcionar aislamiento espacial entre
aplicaciones:
Ana´lisis esta´tico de flujo de informacio´n
Comprobaciones en tiempo de ejecucio´n
Proteccio´n hardware contra escritura
4.8.1. Ana´lisis esta´tico de flujo de informacio´n
Un ana´lisis esta´tico acerca de los flujos de informacio´n realizado sobre el co´digo fuen-
te puede garantizar que una aplicacio´n no escribira´ en una zona de memoria perteneciente
a otra aplicacio´n. Utilizando un lenguaje como Spark (Barnes, 2003), que permite an˜adir
anotaciones a subprogramas y variables, se puede seguir la evolucio´n del flujo de infor-
macio´n para detectar potenciales fuentes de errores, por ejemplo, que un subprograma in-
tente modificar el valor de una variable clasificada a un nivel de criticidad ma´s alto (Amey
et al., 2005).
La informacio´n que se puede obtener utilizando este me´todo es muy valiosa, sin em-
bargo, exige que todo el software sea programado utilizando Spark. Esta premisa puede
ser viable para los niveles de criticidad ma´s altos, sin embargo, carece de sentido imple-
mentar con Spark los niveles no-crı´ticos, ya que Spark es un lenguaje muy escueto que
permite muy pocas construcciones, es decir, carece de la funcionalidad suficiente para
implementar los niveles de criticidad ma´s bajos.
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Por otra parte, sı´ que serı´a muy interesante investigar la mejora de la eficiencia en
la ejecucio´n de aplicaciones criticas que utilicen Spark, puesto que la garantı´a obtenida
esta´ticamente permite eliminar en parte el uso de otros mecanismos hardware de protec-
cio´n, cuya sobrecarga no es despreciable.
4.8.2. Comprobaciones en tiempo de ejecucio´n
El lenguaje Ada no so´lo permite hacer comprobaciones durante la compilacio´n del
sistema, sino que tambie´n lleva a cabo en tiempo de ejecucio´n numerosas comprobaciones
que no pueden ser realizadas al compilar, por ejemplo, desreferenciar un puntero nulo o
acceder fuera de los lı´mites de un array.
Esta te´cnica se puede aplicar tambie´n para garantizar aislamiento espacial, amplia´ndo-
la para comprobar que una tarea no accede a posiciones a las que no deberı´a tener acceso,
por ejemplo, verificando que un puntero no apunta fuera del rango permitido. El punto
ma´s desfavorable de este me´todo es la necesidad de confiar en el compilador a la hora de
generar estos puntos de control, el cual es un elemento demasiado complejo como para
someterlo a un proceso de certificacio´n al ma´ximo nivel. Asimismo, es necesario investi-
gar la sobrecarga introducida por esta clase de comprobaciones en tiempo de ejecucio´n,
ya que tambie´n podrı´an alcanzar valores no despreciables.
4.8.3. Proteccio´n hardware contra escritura
Los mecanismos de proteccio´n de memoria descritos hasta ahora esta´n basados sola-
mente en software, sin embargo, tambie´n se puede hacer uso de recursos hardware para
proporcionar aislamiento espacial.
Una unidad de gestio´n de memoria (MMU) permite la traduccio´n entre direcciones
y direcciones virtuales. Este componente permite que una aplicacio´n so´lo maneje
un rango de direcciones virtuales (que la MMU se encarga de transformar en di-
recciones fı´sicas) ocultando ası´ aquellas direcciones a las que la aplicacio´n no debe
acceder.
Una pareja de registros valla definen la direccio´n inicial y final de un rango. Su
utilizacio´n permite prohibir escrituras, bien dentro del rango delimitado por los
registros, bien fuera de e´l.
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.text
.data
Pila de tarea 1
Pila de tarea 2
…
Pila de tarea n
.bss
Figura 4.13: Mapa de memoria actual en GNATforLEON
La plataforma LEON2 hacia la que esta´ orientada la ma´quina virtual ofrece un pobre
soporte en lo que a elementos hardware se refiere, ya que solamente cuenta con dos pa-
rejas de registros valla. No existe ninguna clase de MMU por lo que no hay posibilidad
de traducciones de memoria vı´a hardware. Todas las aplicaciones comparten un mismo
espacio de memoria.
En la versio´n actual de GNATforLEON todo el co´digo se enlaza esta´ticamente en
un u´nico archivo binario. La pilas de las tareas se crean en la misma zona de memoria
durante la inicializacio´n. La figura 4.13 muestra el mapa de memoria. Los registros valla
no se utilizan puesto que todas las variables globales se encuentran en la misma seccio´n
(.data o .bss) independientemente de su nivel de criticidad. Adema´s, el modelo proxy que
utiliza GNAT para implementar los objetos protegidos, segu´n el cual, una tarea que ejecuta
un procedimiento protegido puede tener que escribir en la pila de una tarea encolada en
una entrada protegida, tambie´n impide el uso natural de los registros valla.
La figura 4.14 muestra un mapa de memoria alternativo. En e´l, co´digo, datos y pila de
tarea esta´n claramente separados cuando pertenecen a particiones distintas. En el futuro
se puede plantear una modificacio´n de GNATforLEON para generar un mapa de memoria
semejante al de la figura, ya que este esquema sı´ que permite la proteccio´n hardware.
Incluso si las pro´ximas versiones de la plataforma LEON incluye un mayor nu´mero de
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…
Figura 4.14: Posible mapa de memoria para GNATforLEON en el futuro
registros valla, se podrı´a mejorar la granularidad de la proteccio´n.
Capı´tulo 5
MODELO DE COMPONENTES
5.1. Un nuevo proceso de desarrollo
El crecimiento constante de los costes asociados a un proyecto de ingenierı´a de soft-
ware supone un importante freno en la productividad. El desarrollo de sistemas de tiempo
real empotrados no es ajeno a este problema, por lo que resulta fundamental ofrecer solu-
ciones orientadas a las distintas causas que lo generan.
El capı´tulo 4 se ha centrado en mostrar una nueva arquitectura que aumenta la fle-
xibilidad y, por tanto, la eficiencia, garantizando adema´s un nivel de seguridad suficiente
como para ser utilizada en sistemas de alta integridad. Obviamente el disen˜o de una arqui-
tectura eficiente puede mejorar considerablemente el rendimiento del sistema; si adema´s
es configurable se gana en reutilizacio´n, ya que se podrı´an adaptar sus caracterı´sticas a
los requisitos concretos de cada proyecto, lo cual evita tener que empezar desde cero cada
vez y por consiguiente se ahorran costes.
Sin embargo, mejorar el disen˜o arquitecto´nico so´lo resuelve parte del problema. Ac-
tualmente se calcula que el coste de las fases de integracio´n y pruebas de un proyecto de
ingenierı´a de software puede llegar a ascender hasta el 50 % del total. Ello es debido a
errores cometidos a lo largo de las diferentes fases del proyecto. Se pueden identificar dos
fuentes principales que conducen a estos errores:
Unas especificaciones poco claras o ambiguas hacen que la implementacio´n acabe
reflejando un concepto distinto de la idea original.
El factor humano siempre introduce errores en la fase de implementacio´n.
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Como consecuencia, la fase de integracio´n se convierte en un proceso largo y tedioso
en el que se acaba invirtiendo una gran cantidad de esfuerzo. Asimismo, es necesario
llevar a cabo un programa de pruebas exhaustivo, necesario para detectar y corregir el
mayor nu´mero de errores que sea posible. Todo ello, se refleja finalmente en los costes
del proyecto.
Por tanto, si se desea actuar eficazmente contra la escalada de costes es necesario
atacar el problema desde todos los frentes. Con este objetivo, adema´s de las medidas
centradas en el disen˜o de una nueva arquitectura propuestas hasta este momento, este
capı´tulo detalla una nueva metodologı´a que persigue un doble objetivo:
Facilitar el trabajo del disen˜ador del sistema, oculta´ndole en la medida de lo posible
los detalles de bajo nivel, y ofrecie´ndole una serie de componentes combinables
para formar sistemas correctos por construccio´n.
Establecer un proceso de generacio´n automa´tica de co´digo que minimice los errores
introducidos por el factor humano.
5.2. Disen˜o basado en contenedores
En el marco del proyecto ASSERT se ha definido un nuevo me´todo de desarrollo que
fomenta las pra´cticas expuestas anteriormente. Por un lado, se hace hincapie´ en separar las
propiedades funcionales y no funcionales del sistema, de manera que el disen˜ador puede
centrarse en la parte funcional y no debe tener en mente los detalles no funcionales de
bajo nivel en las etapas tempranas del desarrollo, lo cual facilita sensiblemente su labor.
Esto tiene un impacto importante en el coste del proyecto, ya que el hecho de ser una
labor ma´s sencilla tiene dos implicaciones:
Se necesita menos tiempo para completar la fase de disen˜o, por lo que se produce
un ahorro directo.
Se cometen menos errores, que de otra forma serı´an trasladados a fases futuras,
alargando la integracio´n y las pruebas del sistema, por lo que tambie´n se produce
un ahorro indirecto.
La figura 5.1 muestra el proceso completo. En ella se ilustra el modo en el que durante
el modelado se pueden expresar las propiedades no-funcionales de intere´s y preservarlas
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a lo largo del proceso de desarrollo completo, desde la especificacio´n hasta el despliegue
sobre un entorno de ejecucio´n. Para que esto sea posible, el modelo del sistema construido
durante la fase de disen˜o debe incluir cuatro aspectos complementarios:
Vista
funcional
Vista
concurrencia
Información
despliegue
Vista
interfaz
Análisis
viabilidad & 
sensibilidad
Plataforma de 
ejecución
WCET
Código
final
Código
funcional
Figura 5.1: Proceso de desarrollo en ASSERT
Interfaces: especifica las interfaces de los componentes del sistema ası´ como las
relaciones entre ellas.
Funcionalidad: en cada componente se describe su funcionalidad interna mediante
el formalismo adecuado, respetando siempre las restricciones impuestas por el mo-
delo computacional elegido para el sistema (en nuestro caso particular, el modelo
Ravenscar).
Despliegue: detalla las caracterı´sticas de la plataforma de ejecucio´n y la manera de
desplegar el software sobre el hardware, incluyendo, por ejemplo, la definicio´n de
las particiones a realizar.
Concurrencia: determina los para´metros fundamentales de las hebras de control
que existen en el sistema, incluyendo su sincronizacio´n y los protocolos utilizados,
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cumpliendo siempre los requisitos necesarios para poder llevar a cabo un ana´lisis
esta´tico.
A partir del modelo funcional se genera su co´digo fuente. E´ste, junto con la infor-
macio´n necesaria para el despliegue sobre una plataforma hardware concreta y los da-
tos de concurrencia ba´sicos, se integra dentro de unos bloques que conforman la parte
no-funcional del sistema. Todo ello, pasa por un proceso para determinar el tiempo de
ejecucio´n en el peor caso posible y por un ciclo de ana´lisis de sensibilidad y viabilidad.
Tal y como se apuntaba en el capı´tulo anterior, el ana´lisis de viabilidad se corresponde
con el ana´lisis esta´tico explicado en la seccio´n 4.4 que permite conocer si conjunto final
es planificable o no. En caso de que la respuesta sea negativa, el ana´lisis de sensibili-
dad permite modificar los para´metros de tiempo real utilizados con objeto de encontrar
un conjunto de valores que hagan el sistema viable. Estos nuevos valores son mostrados
al disen˜ador del sistema que debe dar el visto bueno final confirmando que los nuevos
para´metros (por ejemplo, un periodo ma´s largo de la tarea τi,j), entran dentro de un rango
suficientemente razonable como para que el sistema continu´e cumpliendo sus requisitos
funcionales. Despue´s de esta fase iterativa, se genera el co´digo fuente final que se va a
desplegar finalmente sobre la plataforma de ejecucio´n.
5.2.1. Conceptos clave
Para dar soporte al procedimiento expuesto, se necesitan cuatro elementos ba´sicos que
se describen a continuacio´n: contenedores, ma´quina virtual, transformaciones y propie-
dades.
Contenedores
El elemento ba´sico que permite integrar de manera coherente las diferentes perspecti-
vas representadas en la figura 5.1 es el contenedor. Los contenedores, mediante atributos,
valores y caracterı´sticas permiten expresar estrictamente el grado de libertad especificado
en el modelo de proceso elegido para desarrollar el sistema. Una vez ma´s, en el contexto
de esta tesis nos estamos refiriendo al modelo Ravenscar.
Para facilitar el trabajo, tanto el nuestro a la hora de especificar los contenedores, como
el del disen˜ador del sistema a la hora de utilizarlos, los contenedores se han dividido en
dos categorı´as.
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Contenedores de aplicacio´n (CAP): pensados para incluir la perspectiva funcional
y la de interfaz, ocultando los detalles de bajo nivel referentes a la concurrencia.
Contenedores de ma´quina virtual (CMV): definidos como entidades que existen en
tiempo de ejecucio´n y que contienen una serie de propiedades garantizadas por la
ma´quina virtual.
Ma´quina virtual
La ma´quina virtual es una plataforma de ejecucio´n, entendiendo como tal, una abs-
traccio´n de hardware y software capaz de planificar y ejecutar aplicaciones multi-hebra
distribuidas. Su arquitectura ya ha sido presentada en el apartado 4.2, por lo que esta sec-
cio´n se centra en las propiedades que permiten que sea uno de los actores principales del
proceso de desarrollo.
Si bien hasta ahora se habı´a presentado como su principal activo la flexibilidad que le
permite planificar las tareas de manera eficiente, a su vez, la plataforma debe ser inflexible
cuando se trata de hacer cumplir estrictamente las restricciones enumeradas en el modelo
de proceso, ejecutando y vigilando el comportamiento en tiempo de ejecucio´n de los
contenedores que pueden operar sobre ella. Las caracterı´sticas principales de la ma´quina
virtual son las siguientes:
Implementa un modelo computacional concurrente que se puede someter a un ana´li-
sis esta´tico. Este modelo permite la comunicacio´n entre tareas mediante elementos
intermedios encargados de la sincronizacio´n que no incurren en indeterminismo.
Es un entorno de ejecucio´n que so´lo acepta y da soporte a las entidades legales
definidas por la sema´ntica del modelo Ravenscar. Es decir, los contenedores de
ma´quina virtual.
Esta´ ligada a un sistema de compilacio´n que so´lo produce co´digo para las entidades
legales y rechaza cualquier construccio´n fuera del modelo definido. Adema´s, cuenta
con una serie de mecanismos que llevan a cabo en tiempo de ejecucio´n aquellas
comprobaciones que no es posible realizar en tiempo de compilacio´n.
Aporta servicios en tiempo de ejecucio´n que permiten que los contenedores conser-
ven sus propiedades, ba´sicamente:
— Medir de forma precisa del tiempo de ejecucio´n real consumido por cada tarea.
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— Asignar una cuota de tiempo de ejecucio´n a cada tarea, rellena´ndola segu´n lo
estimado en el modelo y disparando una alarma en caso de que una tarea agote
sus recursos.
— Agrupar las tareas, asignando cuotas colectivas de tiempo de ejecucio´n, con-
tabilizando su consumo y reposicio´n de manera ana´loga a como se hace con
tareas individuales.
— Forzar el cumplimiento del periodo mı´nimo entre dos activaciones consecuti-
vas de las tareas espora´dicas.
— Erigir fronteras que permitan delimitar regiones de contencio´n de fallos para
evitar la propagacio´n de estos de unas tareas a otras.
— Lograr transparencia en la distribucio´n y comunicacio´n entre tareas.
Transformaciones
La intencio´n de simplificar la tarea del disen˜ador de sistemas mediante el modelo de
proceso que se esta´ describiendo se traduce en que aquel so´lo trabaja directamente con
los contenedores de aplicacio´n, o lo que es lo mismo, so´lo tiene en cuenta la perspectiva
funcional y la de interfaz, ası´ como informacio´n sobre el despliegue.
Sin embargo, al contrario que los contenedores de ma´quina virtual, los contenedores
de aplicacio´n no son entidades ejecutables directamente por la ma´quina virtual. Por tanto,
es necesario llevar a cabo lo que denominamos una transformacio´n vertical, que convierta
los contenedores de aplicacio´n en una serie de contenedores de ma´quina virtual, todo ello
de manera fiable, es decir, conservando sus propiedades, sin ninguna distorsio´n sema´ntica,
y forzando el cumplimiento de las propiedades y restricciones impuestas por el modelo
de proceso.
Propiedades
Dentro del modelo propuesto, las propiedades funcionales tienen cabida tanto en la
vista funcional como en la de interfaz. El disen˜ador trabaja sobre ambas perspectivas. En
la primera, el disen˜ador especifica las acciones llevadas a cabo por cada me´todo indivi-
dualmente. En la segunda, el disen˜ador especifica cua´les son las interfaces de los com-
ponentes (i.e. que´ caracterı´sticas, atributos y me´todos proveen) y co´mo interactu´an entre
sı´.
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Propiedades no-funcionales tales como los requisitos de tiempo real estrictos refe-
rentes a la invocacio´n y ejecucio´n de tareas (periodo, deadline. . . ), se especifican en la
vista de interfaz para que posteriormente, mediante la transformacio´n vertical, se vean
reflejadas en la vista de concurrencia.
5.2.2. Modelo del sistema
Desde el punto de vista del disen˜ador, el modelo del sistema esta´ compuesto por una
serie de contenedores de aplicacio´n (CAP) interconectados entre sı´. Posteriormente, una
transformacio´n vertical automatizada se encarga de convertir este modelo en otro sema´nti-
camente equivalente, pero formado ya solamente por contenedores de ma´quina virtual, los
cuales, recordemos que son las u´nicas entidades aceptadas por la plataforma de ejecucio´n.
No puede existir una jerarquı´a de contenedores de aplicacio´n, es decir, un CAP no
puede tener en su interior otro CAP. En otras palabras, el nivel de CAP es el ma´ximo
hasta el que puede descender el disen˜ador del sistema. A partir de ahı´, todas las transfor-
maciones esta´n automatizadas, por lo que el disen˜ador no puede intervenir en el modelo
a nivel de ma´quina virtual. La justificacio´n para esta restriccio´n viene dada precisamente
por el propo´sito de este proyecto de automatizar en la medida de lo posible el proce-
so de disen˜o, preservando las propiedades a lo largo de todo e´l y evitando alteraciones
introducidas por el factor humano.
Modelo computacional
El modelo computacional impuesto por este proceso coincide casi totalmente con el
modelo Ravenscar, ampliamente comentado a lo largo de esta memoria. El modelo supo-
ne que se ejecuta un conjunto esta´tico de tareas (creadas en tiempo de elaboracio´n y que
no tienen fin), concurrentes, planificadas mediante prioridades fijas, que se pueden inter-
comunicar mediante mecanismos de sincronizacio´n tipo monitor y con accesos a regiones
crı´ticas regladas por protocolos basados en el techo de prioridad para evitar el feno´meno
de la inversio´n (recordar apartado 2.2.4). Adema´s, las tareas tienen un u´nico punto de sus-
pensio´n, por lo que aparte de ese u´nico punto, el cuerpo de una tarea no puede contener
acciones potencialmente bloqueantes (instrucciones delay, llamadas a entradas protegi-
das, etce´tera). La diferencia entre ambos modelos computacionales es que se ha decidido
aceptar el uso de los temporizadores de tiempo de ejecucio´n.
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Garantı´as en tiempo de ejecucio´n
Las tareas llevan a cabo un cierto trabajo, bien con un periodo fijo, marcado por el reloj
del sistema (tarea perio´dica), o bien espora´dicamente, provocadas por un evento externo,
siempre y cuando se respete un periodo mı´nimo entre dos activaciones consecutivas (tarea
espora´dica). En cualquier caso, el tiempo de co´mputo necesario para llevar a cabo dicho
trabajo se supone finito y especificado.
La ma´quina virtual garantiza que el comportamiento en tiempo de ejecucio´n de las
tareas respeta su especificacio´n, de manera que una tarea espora´dica no viole su periodo
mı´nimo entre activaciones consecutivas, y una tarea perio´dica cumpla siempre con su
periodo. En ambos casos se detectan los excesos de consumo de procesador y se toman
las medidas adecuadas.
5.3. Agrupando las diferentes perspectivas
A lo largo del capı´tulo se ha afirmado que para disen˜ar un sistema se han de combinar
cuatro aspectos o perspectivas complementarias: interfaz, funcional, concurrencia y des-
pliegue, donde cada uno de estos aspectos contiene un tipo de informacio´n especı´fico. Las
figuras 5.2 y 5.3 representan co´mo se combinan los aspectos mencionados para dar lugar
al sistema final. La primera de ellas hace e´nfasis en el interfaz y posterior despliegue sobre
el hardware, mientras que la figura 5.3 representa la ampliacio´n de un CAP para hacer
e´nfasis en el contenido funcional y en los aspectos relacionados con la concurrencia.
En la figura 5.2 se distinguen dos contenedores a nivel de aplicacio´n. Cada uno de
estos contenedores presenta al exterior dos interfaces, IR e IP, cuyo significado es Interfaz
Requerida e Interfaz Provista respectivamente. De esta manera, cada contenedor a nivel
de aplicacio´n viene definido tanto por los servicios que es capaz de proporcionar al exte-
rior (es decir, lo que este componente puede hacer por los dema´s), ası´ como por aquellos
servicios que necesita obtener del exterior.
El disen˜ador del sistema puede combinar el nu´mero de CAP que estime oportuno, es-
tableciendo relaciones entre las diferentes interfaces provistas y requeridas para llevar a
cabo su objetivo. Por otra parte, gracias a las perspectivas de implementacio´n y desplie-
gue, se puede determinar el nu´mero de particiones que se desean en un sistema, decidir
que´ aplicaciones formara´n parte de una particio´n, ası´ como definir en que´ nodo del sistema
estara´n fı´sicamente localizadas cada una de estas particiones.
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Figura 5.2: Despliegue del software sobre el hardware
La figura 5.3 muestra los aspectos complementarios, es decir, funcionalidad y con-
currencia. Para facilitar la comprensio´n la figura muestra un caso sencillo, en el que un
contenedor a nivel de aplicacio´n se transforma directamente en un so´lo contenedor de
ma´quina virtual (en el caso general, un solo CAP puede generar varios CMV). Dicha fi-
gura muestra el CMV empotrado dentro del CAP, por lo que resulta sencillo comprender
co´mo se realiza la transformacio´n.
El disen˜ador del sistema so´lo tiene que preocuparse de generar el co´digo funcional
necesario para cada CAP. No tiene acceso a aspectos relacionados con la concurrencia
ma´s alla´ de especificar el periodo con el que se ha de ejecutar dicho co´digo y su plazo de
respuesta. Es responsabilidad del proceso de generacio´n automa´tica de co´digo encargarse
de asignar los para´metros adecuados para cumplir con los requisitos no-funcionales. Para
ello, el co´digo funcional junto con sus correspondientes atributos son mapeados sobre un
contenedor a nivel de ma´quina virtual como el mostrado en la figura 5.3, en el que se
pueden distinguir tres mo´dulos internos:
Tarea: hebra de control que permite la ejecucio´n del servicio invocado a trave´s del
correspondiente interfaz provisto.
Mo´dulo funcional: contiene el co´digo funcional especificado por el disen˜ador para
proveer un determinado servicio.
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TAREA
MÓDULO FUNCIONALMÓDULO DE CONTROL
CMV
CAP
Concurrencia Funcional
Interfaces
Figura 5.3: Perspectiva funcional y concurrencia
Mo´dulo de control: es el encargado de garantizar el correcto funcionamiento del
contenedor en te´rminos de sincronizacio´n.
En resumen, el disen˜ador del sistema debe crear un nu´mero de CAP, especificando sus
interfaces y las comunicaciones existentes entre ellos. Asimismo, es su responsabilidad
generar el co´digo funcional correspondiente a cada CAP. De manera independiente, es
necesario definir el nu´mero de particiones que se desea tener en el sistema, identificar
a cua´l de ellas pertenece cada CAP, ası´ como especificar sobre que´ nodo fı´sico sera´n
desplegadas. Todo ello teniendo en cuenta los siguientes puntos:
Un CAP esta´ integrado dentro de una u´nica particio´n. Con objeto de proporcionar
un nivel de aislamiento adecuado no esta´ permitido que un CAP forme parte de
varias particiones.
Una particio´n puede contener ma´s de un CAP. En este sentido no existen restriccio-
nes ya que es responsabilidad del disen˜ador elegir el nivel de granularidad de las
particiones que desea implementar en su sistema. No obstante, consideramos que el
nivel mı´nimo es una particio´n por cada nivel de criticidad, por lo que si en un nodo
han de convivir aplicaciones certificadas a distintos niveles de criticidad, e´stas han
de ser ligadas a particiones diferentes.
5.4. CATA´LOGO DE CONTENEDORES A NIVEL DE MA´QUINA VIRTUAL 103
No puede haber ma´s de una particio´n con el mismo nivel de criticidad. Con objeto
de sacar el ma´ximo provecho de la arquitectura de bandas de prioridad, es necesario
poder establecer una relacio´n de orden total entre los valores de criticidad de las dis-
tintas particiones y poder ası´ asignar la banda con prioridad ma´s alta a la particio´n
con mayor nivel de criticidad.
El disen˜o detallado de los contenedores de aplicacio´n ası´ como su transformacio´n a
contenedores de nivel de ma´quina virtual ha sido desarrollado por otros grupos de investi-
gacio´n (Bordin and Vardanega, 2007). Sin embargo, sı´ que se ha colaborado activamente
en la definicio´n de contenedores a nivel de ma´quina virtual, especialmente en su transfor-
macio´n final a co´digo fuente. El resto de las secciones de este capı´tulo esta´n enfocadas
a presentar en primer lugar el cata´logo de contenedores a nivel de ma´quina virtual y,
en segundo lugar, a definir las reglas de transformacio´n que permiten convertir dichos
contenedores en co´digo fuente ejecutable sobre la plataforma hardware elegida: LEON2
(Pulido, de la Puente, Hugues, Bordin and Vardanega, 2007).
5.4. Cata´logo de contenedores a nivel de ma´quina virtual
Los contenedores a nivel de ma´quina virtual son entidades ejecutables por la ma´quina
virtual, de hecho, son las u´nicas construcciones legales aceptadas por e´sta. Su composi-
cio´n interna en el caso general ya ha sido reflejada en la figura 5.3, sin embargo, en esta
seccio´n se van a definir tres tipos de contenedores en los que se mostrara´ que, dependiendo
de su misio´n, alguno de sus componentes internos puede ser nulo.
5.4.1. Contenedor planificable
Los contenedores planificables o concurrentes son aquellos que representan un flujo
de control. Son los principales encargados de proporcionar los aspectos de la ejecucio´n li-
gados a la concurrencia y por tanto garantizar que se conservan las propiedades de tiempo
real asignadas a lo largo del proceso de desarrollo.
El aspecto de un contenedor planificable es muy similar al mostrado en la figura 5.3
puesto que hace uso de sus tres subcomponentes:
La tarea, basada en un tarea Ada, es el elemento que permite al nu´cleo de tiempo
real de la ma´quina virtual planificar adecuadamente la ejecucio´n de los diferentes
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servicios.
El mo´dulo de control de un contenedor planificable es el elemento que regula la
ejecucio´n de la tarea, ya sea de manera perio´dica, dirigido por el reloj de tiempo
real del sistema, o espora´dica, tras recibir una peticio´n de ejecucio´n desde otro
contenedor.
El mo´dulo funcional esta´ compuesto por una serie de procedimientos que imple-
mentan la interfaz provista por el contenedor. En cada activacio´n de la tarea, el
evento que realiza la peticio´n de ejecucio´n (ya sea perio´dica o espora´dica) contiene
un indicador que identifica el servicio que debe ser ejecutado.
5.4.2. Contenedor protegido
El contenedor protegido representa la nocio´n de dato que debe ser protegido por algu´n
tipo de mecanismo que proporcione exclusio´n mutua debido a que esta´ sujeto a accesos
concurrentes.
A diferencia del contenedor planificable, el contenedor protegido so´lo tiene dos sub-
componentes: el mo´dulo de control y el mo´dulo funcional. El mo´dulo correspondiente a la
tarea es nulo. De nuevo el mo´dulo funcional es el encargado de implementar los servicios
ofrecidos a trave´s de la interfaz provista. En este caso, el mo´dulo de control es el encar-
gado de seguir el protocolo de acceso a recursos compartidos adecuado para garantizar la
exclusio´n mutua y evitar inversiones de prioridad.
5.4.3. Contenedor pasivo
Los contenedores pasivos no presentan ningu´n tipo de sema´ntica concurrente. Por
este motivo son los ma´s sencillos de los tres, tanto el modulo de control como la hebra
son nulos, siendo el mo´dulo funcional el u´nico subcomponente va´lido para este tipo de
contenedor. Una vez ma´s, e´ste es el encargado de proporcionar los servicios ofrecidos a
otros contenedores externos a trave´s de su interfaz provista.
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5.5. Esquemas de implementacio´n
El u´ltimo paso en el proceso de transformacio´n vertical es la generacio´n de co´digo
fuente Ada 2005 a partir del conjunto de contenedores de nivel de ma´quina virtual ge-
nerados en el paso anterior del proceso. Para que el proceso sea calificado como exitoso,
el co´digo fuente final debe respetar fielmente la funcionalidad declarada al principio del
proceso dentro de lo que hemos denominado aspecto o perspectiva funcional, adema´s de
ser capaz de soportar un ana´lisis esta´tico que permita prever el comportamiento tempo-
ral del sistema. Precisamente por este u´ltimo motivo se ha insistido a lo largo de todo el
proceso en ser fiel al perfil de Ravenscar.
Los siguientes apartados muestran el co´digo fuente necesario para implementar el
cata´logo de contenedores de nivel de ma´quina virtual mostrado en la seccio´n anterior, en
los que se ha de conjugar el apartado funcional y los elementos de control mostrados con
las estructuras descritas en el capı´tulo 4 referentes a la arquitectura de bandas de prioridad.
5.5.1. Contenedor pasivo
En esta ocasio´n, para ir de lo ma´s sencillo a lo ma´s complejo, vamos a comenzar
con el contenedor pasivo. Esta clase de contenedor es realmente simple ya que no cuenta
con mecanismos de control de ningu´n tipo. Simplemente contiene un elemento funcional
que debe ser ejecutado sin ni siquiera necesidad de exclusio´n mutua, por este motivo,
su implementacio´n en co´digo Ada 2005 se reduce a un simple procedimiento por cada
uno de los servicios ofrecidos a trave´s de la interfaz provista. El listado 5.1 muestra un
sencillo ejemplo con dos procedimientos que contienen sendos para´metros en modo in
out que representan el intercambio de datos.
106 CAPI´TULO 5. MODELO DE COMPONENTES
Listado 5.1: Implementacio´n de un contenedor pasivo
package Contenedor Pasivo is
−− Un procedimiento para cada s e r v i c i o o fe r tado
procedure S e r v i c i o P r o v i s t o 1 ( Parametro : in out Data ) ;
procedure S e r v i c i o P r o v i s t o 2 ( Parametro : in out Data ) ;
−− . . .
end Contenedor Pasivo ;
package body Contenedor Pasivo is
procedure S e r v i c i o P r o v i s t o 1 ( Parametro : in out Data ) is
begin
T r a b a j o U t i l 1 ;
end S e r v i c i o P r o v i s t o 1 ;
procedure S e r v i c i o P r o v i s t o 2 ( Parametro : in out Data ) is
begin
T r a b a j o U t i l 2 ;
end S e r v i c i o P r o v i s t o 2 ;
−− . . .
end Contenedor Pasivo ;
5.5.2. Contenedor protegido
La implementacio´n en Ada 2005 de un contenedor protegido es sencilla gracias a los
objetos protegidos, que permiten garantizar el acceso en exclusio´n mutua utilizando para
ello el protocolo Ceiling Locking que evita el feno´meno de la inversio´n de prioridad.
El listado 5.2 muestra el co´digo necesario para su implementacio´n, un tipo de dato
protegido en el que se declara una prioridad techo mediante la directiva pragma Priority
o pragma Interrupt Priority. Adema´s de este listado, debe tenerse en cuenta que es ne-
cesario incluir en la compilacio´n un archivo denominado gnat.adc, en el que se an˜aden
directivas para el compilador, que bien mediante la linea
pragma Locking Policy (Ceiling Locking)
o bien mediante alguna otra directiva ma´s gene´rica que incluya la anterior, como por
ejemplo
pragma Profile (Ravenscar)
fuerce la utilizacio´n del protocolo de techo de prioridad en los objetos protegidos.
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Dichas directivas pueden ser vistas como la implementacio´n del mo´dulo de control
que gestiona el acceso. Los diferentes procedimientos declarados e implementados se co-
rresponden con el mo´dulo funcional. Por u´ltimo, el u´nico atributo necesario para comple-
tar la implementacio´n es el techo de prioridad del contenedor, representado en el listado
por Mi Techo.
Listado 5.2: Implementacio´n de un contenedor protegido
−− El arch ivo gnat . adc inc luye l a d i r e c t i v a :
−− pragma Lock ing Po l i cy ( Ce i l i ng Lock ing ) ;
package Contenedor Protegido is
protected type Dato Protegido is
pragma P r i o r i t y ( Mi Techo )
−− Un procedimiento para cada s e r v i c i o n o fe r tado
procedure S e r v i c i o P r o v i s t o 1 ( Parametro : Data ) ;
procedure S e r v i c i o P r o v i s t o 2 ( Parametro : Data ) ;
−− . . .
private
−− Zona pr ivada
end Dato Protegido ;
end Contenedor Protegido ;
package body Contenedor Protegido is
protected body Dato Protegido is
procedure S e r v i c i o P r o v i s t o 1 ( Parametro : Data ) is
begin
T r a b a j o U t i l 1 ;
end S e r v i c i o P r o v i s t o 1 ;
procedure S e r v i c i o P r o v i s t o 2 ( Parametro : Data ) is
begin
T r a b a j o U t i l 2 ;
end S e r v i c i o P r o v i s t o 2 ;
−− . . .
end Dato Protegido ;
end Contenedor Protegido ;
5.5.3. Contenedor planificable
Tal y como se ha visto en la seccio´n anterior, el contenedor planificable (o concu-
rrente) es el ma´s complejo de todos porque sus tres subcomponentes son no nulos. La
implementacio´n de este tipo de contenedores se hace mediante una tarea Ada 2005. Para
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ser coherente con el modelo computacional exigido por Ravenscar, el cuerpo de la tarea
es un bucle infinito que no contiene llamadas potencialmente bloqueantes exceptuando
el u´nico punto de entrada permitido (una instruccio´n delay until en el caso de una tarea
perio´dica o una entrada protegida si se trata de una tarea espora´dica).
Existen dos tipos de contenedores concurrentes: el contenedor perio´dico y el contene-
dor espora´dico. Su implementacio´n es muy similar ya que ambos se traducen en una tarea
cuya u´nica diferencia es precisamente el punto de entrada mencionado en el pa´rrafo ante-
rior. Por este motivo, en el caso del contenedor espora´dico es necesario utilizar un objeto
protegido o un Suspension Object (si no hay transferencia de datos) para implementar
el mo´dulo de control. El listado 5.3 muestra el ejemplo de un contenedor planificable
perio´dico, en el que se identifican fa´cilmente las lı´neas de co´digo que provienen de los
diferentes subsistemas del contenedor. Ası´, el subcomponente tarea se corresponde di-
rectamente con el esqueleto de la tarea Ada. El mo´dulo funcional es representado por la
estructura case, mientras que el mo´dulo de control, encargado de la invocacio´n de la tarea,
en el caso perio´dico viene representado por la instruccio´n delay until y la actualizacio´n
que en cada iteracio´n del bucle ajusta el momento en el que la tarea debe ser activada de
nuevo.
Tanto el periodo como la prioridad de la tarea son representados por las constantes
Mi Prioridad y Mi Periodo respectivamente, cuyos valores son heredados directamente
de los atributos del contenedor concurrente que da origen a la tarea. En cuanto al valor
inicial de la variable Proxima Activacion, se obtiene de un paquete denominado Global
en el que se almacenan las variables globales, entre las cuales se encuentra el instante de
activacio´n inicial.
El listado 5.4 muestra la implementacio´n de un contenedor planificable espora´dico, en
el que resalta la necesidad de utilizar un mecanismo ligeramente ma´s complejo para im-
plementar el mo´dulo de control que gestiona la activacio´n de la tarea cuando se recibe el
evento externo correspondiente. En este caso se ha optado por utilizar un objeto protegido
para gestionar la transferencia de control y datos, aunque este mecanismo podrı´a simplifi-
carse ligeramente en caso de no existir transferencia de datos utilizando un objeto del tipo
Suspension Object en lugar del objeto protegido y una instruccio´n Suspend Until True en
lugar de la llamada a la entrada del mismo.
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Listado 5.3: Implementacio´n de un contenedor planificable perio´dico
package P l a n i f i c a b l e is
task P l a n i f i c a b l e is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end P l a n i f i c a b l e ;
end P l a n i f i c a b l e ;
package body P l a n i f i c a b l e is
task body P l a n i f i c a b l e is
Prox ima Act ivac ion : Ada . Real Time . Time := Global . Ac t i vac ion ;
Periodo : constant Ada . Real Time . Time Span := Mi Per iodo ;
begin
loop
−− Modulo de c o n t r o l
delay u n t i l Prox ima Act ivac ion ;
−− Modulo f u nc i o n a l
case Pe t i c i on is
when Valor 1 => Ejecutar Opc ion 1 ;
when Valor 2 => Ejecutar Opc ion 2 ;
−− . . .
end case ;
−− Modulo de c o n t r o l
Prox ima Act ivac ion := Prox ima Act ivac ion + Periodo ;
end loop ;
end P l a n i f i c a b l e ;
end P l a n i f i c a b l e ;
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Listado 5.4: Implementacio´n de un contenedor planificable espora´dico
package P lan i f i c ab l e Espo ra d i co is
protected Evento is
pragma P r i o r i t y ( Mi Techo ) ;
entry Esperar Evento (D : out Data ) ;
procedure Sen˜alar Evento (D : in Data ) ;
private
Condicion : Boolean ;
Datos : Data ;
end Evento ;
task P l an i f i c ab l e Espo ra d i ca is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end P lan i f i cab l e Esp o rad i ca ;
end P lan i f i c ab le Espo rad i c o ;
package body P lan i f i ca b le Espo rad i co is
protected body Evento is
entry Esperar (D : out Data ) when Condicion is
begin
D := Datos ;
Condicion := False ;
end Esperar ;
procedure Sen˜alar (D : in Data ) is
begin
Datos := D;
Condicion := True ;
end Sen˜alar ;
end Evento ;
task body P lan i f i ca b le Espo rad i ca is
Datos : Data ;
begin
loop
−− Modulo de c o n t r o l
Evento . Esperar ( Datos ) ;
−− Modulo f u n c i o n a l
case Pe t i c i on is
when Valor 1 => Ejecutar Opc ion 1 ;
when Valor 2 => Ejecutar Opc ion 2 ;
−− . . .
end case ;
end loop ;
end P lan i f i cab l e Esp o rad i ca ;
end P lan i f i c ab le Espo rad i c o ;
5.6. SOPORTE PARA PARTICIONES 111
5.6. Soporte para particiones
Para facilitar la comprensio´n, en la seccio´n 5.5 se han mostrado los resultados de las
transformaciones a co´digo fuente Ada 2005 de los contenedores a nivel de ma´quina virtual
sin tener en cuenta los elementos de la arquitectura de bandas de prioridad. Partiendo de
esta base, a lo largo de esta seccio´n se muestra el co´digo que se ha de an˜adir para integrar
las funciones necesarias impuestas por la arquitectura para lograr el aislamiento temporal
efectivo entre particiones.
A pesar de que el co´digo necesario para implementar cada medida se presenta sepa-
radamente por razones de claridad, las diferentes opciones son combinables entre sı´ para
obtener un mayor nivel de proteccio´n.
5.6.1. Deteccio´n simple
El listado 5.5 muestra la implementacio´n del mecanismo de deteccio´n simple. El fun-
cionamiento es muy sencillo, mediante una sola llamada al reloj de tiempo de ejecucio´n
de la tarea y su comparacio´n con el valor anterior se conoce el tiempo de procesador que
la tarea ha consumido en una vuelta completa al bucle principal. Cuando se obtiene dicho
valor se compara con el tiempo de ejecucio´n en el peor caso posible (WCET, extraı´do
de los atributos del contenedor). En caso de que haya sido superado se debe ejecutar un
procedimiento acorde con alguna de las medidas de contencio´n de fallos propuestas.
En el patro´n se ha supuesto que el contenedor planificable sobre el que se implemen-
ta este mecanismo es perio´dico. En caso de ser espora´dico no habrı´a ninguna variacio´n
ma´s alla´ de la sustitucio´n de la instruccio´n delay por una llamada a la entrada protegida
correspondiente.
No debe olvidarse que el uso de la deteccio´n simple ha sido desaconsejado en la
evaluacio´n como medida de proteccio´n debido a que la latencia entre que se produce el
error y se detecta puede ser indefinidamente largo, por lo que este procedimiento so´lo
debe utilizarse para obtener medidas o con fines estadı´sticos.
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Listado 5.5: Implementacio´n de la deteccio´n simple
package Deteccion Simple is
task Simple is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end Simple ;
end Deteccion Simple ;
package body Detecci o´n Simple is
task body Simple is
Lec tu ra Ac tua l : Ada . Execut ion Time . CPU Time ;
L e c t u r a A n t e r i o r : Ada . Execut ion Time . CPU Time ;
Consumo : Ada . Real Time . Time Span ;
WCET : constant Ada . Real Time . Time Span := Mi WCET ;
Periodo : constant Ada . Real Time . Time Span := Mi Per iodo ;
Prox ima Act ivac ion : Ada . Real Time . Time := Global . Ac t i vac ion ;
begin
L e c t u r a A n t e r i o r := Ada . Execut ion Time . Clock ;
loop
delay u n t i l Prox ima Act ivac ion ;
case Pe t i c i on is
when Valor 1 => Ejecutar Opc ion 1 ;
when Valor 2 => Ejecutar Opc ion 2 ;
−− . . .
end case ;
Lec tu ra Ac tua l := Ada . Execut ion Time . Clock ;
Consumo := Lec tu ra Ac tua l − L e c t u r a A n t e r i o r ;
L e c t u r a A n t e r i o r := Lec tu ra Ac tua l ;
i f Consumo > WCET then
Disparar Alarma ;
end i f ;
Prox ima Act ivac ion := Prox ima Act ivac ion + Periodo ;
end loop ;
end Simple ;
end Deteccion Simple ;
5.6.2. Deteccio´n inmediata
El listado 5.6 presenta el co´digo fuente necesario para llevar a cabo el proceso de de-
teccio´n inmediata. Para ello se hace uso de los temporizadores de tiempo de ejecucio´n
incluidos en Ada 2005. Observando el cuerpo de la tarea puede verse que ahora, la prime-
ra instruccio´n arma un temporizador con el WCET de la tarea, cuyo valor viene heredado
de los atributos del contenedor padre. El resto del cuerpo de la tarea es ide´ntico al caso
general. No obstante, para utilizar los temporizadores de tiempo de ejecucio´n es nece-
sario an˜adir otros componentes al paquete, principalmente un procedimiento protegido,
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etiquetado en el ejemplo como Manejar Timer, que sera´ el que se ejecute en caso de que
el temporizador expire.
Como curiosidad, notar que la instruccio´n que arma el temporizador de tiempo de eje-
cucio´n se hace de manera indirecta. Se ha preferido hacerlo de este modo porque permite
actuar fa´cilmente sobre el temporizador desde fuera de la tarea, lo cual, en este momento
carece de intere´s, pero se vera´ ma´s adelante que facilita la implementacio´n de algunos
mecanismos de recuperacio´n de errores, como por ejemplo, el algoritmo de la segunda
oportunidad.
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Listado 5.6: Implementacio´n de la deteccio´n inmediata
package Detecc ion Inmediata is
task Inmediata is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end Inmediata ;
protected Manejador is
pragma I n t e r r u p t P r i o r i t y ( M in Hand le r Ce i l i ng ) ;
procedure Armar Timer ( Budget : in Time Span ) ;
procedure Manejar Timer (TM : in out Timer ) ;
end Manejador ;
end Detecc ion Inmediata ;
package body Detecc ion Inmediata is
Inmediata Manejador WCET : Timer Handler := Manejador . Manejar Timer ’ Access ;
Inmed ia ta Id : aliased constant Task Id := Inmediata ’ I d e n t i t y ;
Inmediata Timer : Timer ( Inmedia ta Id ’ Access ) ;
protected body Manejador is
procedure Armar Timer ( Cuota : in Time Span ) is
begin
Ada . Execut ion Time . Timers . Set Handler
( Inmediata Timer , Cuota , Inmediata Manejador WCET ) ;
end Armar Timer ;
procedure Manejar Timer (TM : in out Timer ) is
begin
−− Ejecucion de tecn icas de recuperac ion
end Manejar Timer ;
end Manejador ;
task body Inmediata is
Prox ima Act ivac ion : Time := Global . Ac t i vac ion ;
Periodo : Time Span := Mi Per iodo ;
Inmediata WCET : Time Span := Mi WCET ;
begin
loop
Manejador . Armar Timer ( Inmediata WCET ) ;
delay u n t i l Prox ima Act ivac ion ;
case Pe t i c i on is
when Valor 1 => Ejecutar Opc ion 1 ;
when Valor 2 => Ejecutar Opc ion 2 ;
−− . . .
end case ;
Prox ima Act ivac ion := Prox ima Act ivac ion + Periodo ;
end loop ;
end Inmediata ;
end Detecc ion Inmediata ;
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5.6.3. Cumplimiento del periodo mı´nimo entre activaciones espora´di-
cas
Hacer cumplir el periodo mı´nimo entre dos activaciones consecutivas de una tarea es-
pora´dica es fundamental para conservar en tiempo de ejecucio´n la validez de los ca´lculos
realizados en el ana´lisis esta´tico. Forzar esta condicio´n resulta muy sencillo tal y como
puede observarse en el listado 5.7.
Para conseguir que se respete el intervalo mı´nimo entre dos activaciones se an˜aden
dos matices al co´digo producido para el caso general de un contenedor planificable es-
pora´dico sin proteccio´n (listado 5.4). Se trata de una instruccio´n delay until para que, tras
concluir su trabajo u´til, la tarea quede suspendida hasta que transcurra el mencionado
intervalo mı´nimo (de nuevo, este valor se conoce gracias al atributo del contenedor co-
rrespondiente). De esta manera, aunque el dispositivo que dispara la ejecucio´n de la tarea
haga llamadas al procedimiento protegido Sen˜alar, e´stas no tendra´n efecto hasta pasado el
intervalo mı´nimo. Para calcular el instante en el que se desea despertar a la tarea (variable
Activacio´n) se hace una lectura del reloj de tiempo real y se le suma el valor del periodo
mı´nimo entre llegadas. La cuestio´n clave es, en que´ momento debe hacerse la lectura del
reloj de tiempo real. Parece claro que no debe hacerse dentro de la propia tarea espora´dica
ya que nada garantiza que la tarea haya estado bloqueada por otras de mayor prioridad y,
por tanto, como resultado se estarı´a provocando que el tiempo mı´nimo entre llegadas real
fuese mayor que el utilizado en los ca´lculos teo´ricos. Por este motivo, se ha decidido hacer
la lectura del reloj dentro del procedimiento protegido que levanta la barrera y despierta a
la tarea espora´dica.
Por otra parte, aunque con esta medida se consiga el efecto deseado de forzar que entre
dos activaciones consecutivas transcurra el periodo mı´nimo especificado, el disen˜ador del
sistema podrı´a entender que este me´todo provoca una pe´rdida importante de informacio´n,
ya que se corrige el problema en caso de que se produzca pero no se da ninguna infor-
macio´n acerca de la causa. Para corregir esta falta de informacio´n, se puede completar la
estructura del objeto protegido que regula la llegada de eventos y activa la tarea espora´di-
ca tal y como se muestra en el listado 5.8. De esta forma, cuando la tarea espora´dica es
desbloqueada recibe varios para´metros que le indican, adema´s del momento en el que
se disparo´ el u´ltimo evento, el nu´mero de eventos que se han perdido entre la activacio´n
anterior y la actual, ası´ como el intervalo mı´nimo real entre dos activaciones consecutivas.
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Listado 5.7: Cumplimiento del periodo mı´nimo entre activaciones espora´dicas
package P lan i f i c ab l e Espo ra d i co is
protected Evento is
pragma P r i o r i t y ( Mi Techo ) ;
entry Esperar (D : out Data ; H : out Time ) ;
procedure Sen˜alar (D : in Data ) ;
private
Condicion : Boolean := False ;
Datos : Data ;
Hora : Time ;
end Evento ;
task P l an i f i c ab l e Espo ra d i ca is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end P lan i f i cab l e Esp o rad i ca ;
end P lan i f i c ab le Espo rad i c o ;
package body P lan i f i ca b le Espo rad i co is
protected body Evento is
entry Esperar (D : out Data ; H : out Time ) when Condicion is
begin
H := Hora ;
D := Datos ;
Condicion := False ;
end Esperar ;
procedure Sen˜alar (D : in Data ) is
begin
Datos := D;
Hora := Ada . Real Time . Clock ;
Condicion := True ;
end Sen˜alar ;
end Evento ;
task body P lan i f i ca b le Espo rad i ca is
Ac t i vac ion : Time ;
In te rva lo Min imo : constant Time Span := Mi In te rva lo Min imo ;
Datos : Data ;
begin
loop
Evento . Esperar ( Datos , Ac t i vac ion ) ;
case Pe t i c i on is
when Valor 1 => Ejecutar Opc ion 1 ;
when Valor 2 => Ejecutar Opc ion 2 ;
−− . . .
end case ;
Ac t i vac ion := Ac t i vac ion + In te rva lo Min imo ;
delay u n t i l Ac t i vac ion ;
end loop ;
end P lan i f i cab l e Esp o rad i ca ;
end P lan i f i c ab le Espo rad i c o ;
5.6. SOPORTE PARA PARTICIONES 117
Listado 5.8: Mejora de la informacio´n en activaciones espora´dicas
protected Evento is
entry Esperar (D : out Data ;
H : out Ada . Real Time . Time ;
I n t e r v a l o : out Ada . Real Time . Time Span ;
Perdidos : out Natura l ) ;
procedure Sen˜alar (D : in Data ) ;
private
pragma P r i o r i t y ( Mi Techo ) ;
Condicion : Boolean := False ;
Datos : Data ;
Hora : Time := T ime F i r s t ;
I n t e r v a l o R e a l : Time Span ;
Eventos Perdidos : I n tege r ;
end Evento ;
protected body Evento is
entry Esperar (D : out Data ;
H : out Time ;
I n t e r v a l o : out Time Span ;
Perdidos : out Natura l )
when Condicion is
begin
D := Datos ;
H := Hora ;
Perdidos := Eventos Perdidos ;
I n t e r v a l o := I n t e r v a l o R e a l ;
Condicion := False ;
end Esperar ;
procedure Sen˜alar (D : in Data ) is
Llegada Actua l : Time ;
I n t e r v a l o A c t u a l : Time Span ;
begin
Llegada Actua l := Ada . Real Time . Clock ;
I n t e r v a l o A c t u a l := L legada Actua l − Hora ;
i f Condicion then
−− Se estan perdiendo eventos
Eventos Perdidos := Eventos Perdidos + 1;
i f I n t e r v a l o A c t u a l < I n t e r v a l o R e a l then
I n t e r v a l o R e a l := I n t e r v a l o A c t u a l ;
end i f ;
else
Eventos Perdidos := 0 ;
I n t e r v a l o R e a l := I n t e r v a l o A c t u a l ;
end i f ;
Datos := D;
Hora := L legada Actua l ;
Condicion := True ;
end Sen˜alar ;
end Evento ;
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5.6.4. Vigilancia del plazo de respuesta
Para monitorizar si alguna tarea no es capaz de terminar su trabajo antes de que expire
su plazo de respuesta se utiliza una implementacio´n basada en los eventos programados
de Ada 2005 (ver listado 5.9).
El funcionamiento de este servicio consiste en que cada tarea programe uno de estos
eventos para el momento en el que finaliza el plazo de respuesta de su pro´xima activacio´n.
De esta forma, si la tarea consigue terminar el trabajo correspondiente a su activacio´n n a
tiempo, vuelve a programar el mismo evento, sobreescribiendo su valor, para actualizarlo
al instante en el que cumplira´ el plazo de respuesta de la activacio´n n+1.
Obviamente este mecanismo so´lo es va´lido para el caso de tareas perio´dicas ya que
si hablamos de tareas espora´dicas, no es posible saber en un momento dado cua´l sera´ el
momento en el que se active de nuevo la tarea y, por consiguiente, tampoco se conoce
cua´l es el instante en el que expirara´ el plazo de respuesta de la activacio´n n+1. En su lu-
gar, ha de utilizarse un mecanismo similar al propuesto en el apartado anterior, de manera
que el evento programado no sea fijado en el cuerpo de la tarea (ya podrı´a ser demasiado
tarde), sino que la instruccio´n Set Handler debe ser llamada desde el propio procedimien-
to protegido que levanta la barrera que permite la activacio´n de la tarea espora´dica (ver
listados 5.10 y 5.11). Sin embargo, esta accio´n debe hacerse con sumo cuidado. La ins-
truccio´n Set Handler no se puede ejecutar sin comprobar antes que el evento programado
este´ desarmado, ya que se corre el riesgo de sobreesctibir un evento existente, alargando
erro´neamente el plazo de respuesta de la activacio´n en curso. Por tanto, en caso de que se
produzca una llamada al procedimiento protegido Sen˜alar cuando el evento programado
este´ armado, tan so´lo se debe anotar el instante en el que se ha producido dicha llamada.
Por otra parte, mientras que en tareas perio´dicas no hay necesidad de cancelar el even-
to programado porque simplemente se rearma con el plazo de respuesta de la activacio´n
siguiente, en el caso de tareas espora´dicas es necesario cancelar el evento programado. Es
precisamente en el momento de cancelarlo cuando se debe comprobar si ya se ha produ-
cido alguna llamada nueva a Sen˜alar, en cuyo caso se reprograma el evento utilizando la
variable Llegada Actual, que conserva el instante en el que se produjo la u´ltima llamada
a Sen˜alar, o bien, si no se han producido nuevas llamadas a dicha funcio´n, directamente
se cancela el evento programado.
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Listado 5.9: Implementacio´n de la vigilancia del plazo de respuesta en tareas perio´dicas
package V i g i l a n c i a D e a d l i n e is
task V ig i l ada is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end V ig i l ada ;
protected Manejador is
pragma I n t e r r u p t P r i o r i t y ( System . I n t e r r u p t P r i o r i t y ’ Last ) ;
procedure Deadl ine Handler ( Event : in out Timing Event ) ;
end Manejador ;
end V i g i l a n c i a D e a d l i n e ;
package body V i g i l a n c i a D e a d l i n e is
Vig i lada T im ing Even t : Timing Event ;
V ig i lada Manejador : Timing Event Handler
:= Manejador . Deadl ine Handler ’ Access ;
protected body Manejador is
procedure Deadl ine Handler ( Event : in out Timing Event ) is
begin
−− Ejecucion de tecn icas de recuperac ion ;
end Deadl ine Handler ;
end Manejador ;
task body V ig i l ada is
Prox ima Act ivac ion : Time := Global . Ac t i vac ion ;
Periodo : Time Span := Mi Per iodo ;
V ig i l ada Dead l ine : Time Span := Mi Deadl ine ;
Exp i rac ion : Time Span ;
begin
loop
Exp i rac ion := Prox ima Act ivac ion + V ig i l ada Dead l ine ;
Ada . Real Time . Timing Events . Set Handler ( V ig i lada T iming Event ,
Expi rac ion ,
V ig i lada Manejador ) ;
delay u n t i l Prox ima Act ivac ion ;
case Pe t i c i on is
when Valor 1 => Ejecutar Opc ion 1 ;
when Valor 2 => Ejecutar Opc ion 2 ;
−− . . .
end case ;
Prox ima Act ivac ion := Prox ima Act ivac ion + Periodo ;
end loop ;
end V ig i l ada ;
end V i g i l a n c i a D e a d l i n e ;
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Listado 5.10: Especificacio´n de vigilancia del plazo de respuesta en tareas espora´dicas
package V i g i l a n c i a D e a d l i n e is
task V ig i l ada is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end V ig i l ada ;
protected Manejador is
pragma I n t e r r u p t P r i o r i t y ( System . I n t e r r u p t P r i o r i t y ’ Last ) ;
procedure Deadl ine Handler ( Event : in out Timing Event ) ;
end Manejador ;
protected Evento is
pragma P r i o r i t y ( Mi Techo ) ;
entry Esperar Evento (D : out Data ) ;
procedure Sen˜alar Evento (D : in Data ) ;
procedure Cancelar ;
private
Barrera : Boolean := False ;
Evento Armado : Boolean := False ;
Datos : Data ;
L legada Actua l : Time ;
Exp i rac ion : Time ;
end Evento ;
end V i g i l a n c i a D e a d l i n e ;
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Listado 5.11: Implementacio´n de la vigilancia del plazo de respuesta en tareas espora´dicas
package body V i g i l a n c i a D e a d l i n e is
Vig i lada T im ing Even t : Timing Event ;
V ig i lada Manejador : Timing Event Handler
:= Manejador . Deadl ine Handler ’ Access ;
V ig i l ada Dead l i ne : constant Time Span := Mi Deadl ine ;
protected body Manejador is
procedure Deadl ine Handler ( Event : in out Timing Event ) is
begin
−− Ejecucion de tecn icas de recuperac ion ;
end Deadl ine Handler ;
end Manejador ;
protected body Evento is
entry Esperar (D : out Data ) when Condicion is
begin
D := Datos ;
Barrera := False ;
end Esperar ;
procedure Sen˜alar (D : in Data ) is
begin
i f Evento Armado then
Llegada Actua l := Ada . Real Time . Clock ;
else
Ada . Real Time . Timing Events . Set Handler
( V ig i lada T iming Event , V ig i lada Dead l ine , V ig i lada Manejador ) ;
Evento Armado := True ;
end i f ;
Datos := D;
Barrera := True ;
end Sen˜alar ;
procedure Cancelar is
begin
i f Barrera then
Exp i rac ion := L legada Actua l + V ig i l ada Dead l ine ;
Ada . Real Time . Timing Events . Set Handler
( V ig i lada T iming Event , Expi rac ion , V ig i lada Manejador ) ;
else
Ada . Real Time . Timing Events . Cancel Handler
( V ig i lada T iming Event , Cancelado ) ;
Evento Armado := False ;
end i f ;
end Cancelar ;
end Evento ;
task body V ig i l ada is
Datos : Data ;
begin
loop
Evento . Esperar ( Datos ) ;
−− Trabajo u t i l . . .
Evento . Cancelar ;
end loop ;
end V ig i l ada ;
end V i g i l a n c i a D e a d l i n e ;
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5.7. Ejecucio´n de medidas correctoras
Los patrones mostrados a lo largo de esta seccio´n muestran la manera de implementar
los diferentes mecanismos de deteccio´n de errores temporales utilizando el lenguaje Ada
2005. Una vez conocidos e´stos, a continuacio´n se muestran los patrones necesarios para
implementar las medidas correctoras explicadas en el capı´tulo 4.
5.7.1. Esquema propuesto
A grandes rasgos, las tareas se dividen en dos grupos, por un lado se encuentran aque-
llas que operan en modo normal, mientras que por otro lado se agrupan las que deben
ser ejecutadas en caso de efectuar un cambio de modo operacional para que el sistema
funcione bajo un modo seguro. A su vez, las tareas son asignadas a diferentes particiones
tal y como se ha explicado en el capı´tulo 4, por lo que el esquema final, en cuanto a parti-
ciones y bandas de prioridad se refiere, se refleja en la figura 5.4, donde pueden verse las
aplicaciones que deben ser ejecutadas en el modo normal etiquetadas como Particio´n1,
Particio´n2 y Particio´n3, mientras que las tareas que se deben ejecutar en el modo seguro
se asignan a la banda denominada Banda de seguridad.
La figura 5.5 muestra el esquema propuesto para llevar a cabo de manera efectiva un
sistema basado en bandas de prioridad. En ella se aprecian los diversos mecanismos de
deteccio´n y correccio´n de errores. En primer lugar, el tiempo de ejecucio´n consumido
por las tareas esta´ monitorizado por temporizadores de tiempo de ejecucio´n aplicando
el algoritmo de la deteccio´n inmediata. Por otra parte, eventos programados vigilan el
cumplimiento de los plazos de respuesta. Aunque no aparece en la figura, las tareas es-
pora´dicas incorporan el mecanismo descrito en el apartado 5.6.3 para evitar activaciones
demasiado frecuentes.
Cada uno de los mecanismos mencionados esta´ asociado con un manejador, encarga-
do de llevar a cabo las acciones adecuadas. En caso de que el mecanismo de la deteccio´n
inmediata dispare una alarma, el manejador se remite al algoritmo de la segunda oportu-
nidad para alargar la cuota si es posible. En caso de que no sea posible conceder esta se-
gunda oportunidad, bien porque se haya consumido la cuota extraordinaria recientemente,
bien porque la alarma haya sido disparada por el mecanismo que vigila el cumplimien-
to del plazo de respuesta, se hace una llamada al procedimiento Sen˜alar que activa una
tarea espora´dica de ma´xima prioridad encargada de manejar la grave situacio´n en la que
se encuentra el sistema. Corresponde al disen˜ador del sistema decidir que´ camino tomar
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Figura 5.4: Divisio´n final en bandas de prioridad
en funcio´n de la tarea que provoca el mal funcionamiento. Hacer una simple anotacio´n
(Log) es trivial, mientras que reiniciar el sistema es una opcio´n posible pero que queda al
margen de esta tesis.
La u´ltima opcio´n que contemplamos consiste en pasar a un modo de operacio´n seguro.
Para ello se debe levantar la barrera en la que permanecen suspendidas las tareas etiqueta-
das como modo-seguro desde el comienzo de la ejecucio´n. Debe notarse que el hecho de
que estas tareas hayan permanecido suspendidas desde el comienzo en un barrera que es
necesario levantar no quiere decir que sean espora´dicas; la primera activacio´n puede con-
siderarse excepcional. Una vez que estas tareas entran en el bucle principal de su cuerpo,
pueden tener un comportamiento perio´dico o espora´dico exactamente igual que las tareas
etiquetadas como modo-normal, y cuyos arquetipos se han ido mostrando a lo largo de
este capı´tulo.
Un detalle que consideramos conveniente es an˜adir una tarea de background dentro
del modo seguro, es decir, an˜adir una tarea al grupo seguro, con la prioridad ma´s baja de
la banda segura, simplemente para evitar que las tareas de las bandas normales vuelvan a
entrar en el planificador. Recordemos que si se ha llegado a realizar el cambio de modo
operacional es porque el modo normal se ha vuelto inestable.
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Figura 5.5: Monitorizacio´n en tiempo de ejecucio´n
5.7.2. Planificacio´n
El ana´lisis de planificacio´n no sufre grandes cambios por el hecho de implementar ma´s
de un modo operacional de la manera propuesta. Al estar las tareas seguras bloqueadas
en una barrera desde el principio de la ejecucio´n, no entran en la planificacio´n, es decir,
no producen cambios de contexto que rebajarı´an considerablemente la planificabilidad
del sistema. Por tanto, para comprobar que el sistema funciona de manera global, hay
que analizar por separado los dos grupos de tareas. Si ambos modos son planificables de
manera independiente, tambie´n lo sera´ el sistema global.
5.7.3. Implementacio´n
Una tarea perteneciente al modo normal, con todos los mecanismos de proteccio´n
mostrados en la figura 5.5 se implementa mediante el co´digo mostrado en los listados
5.12, 5.13 y 5.14.
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Listado 5.12: Especificacio´n de una tarea monitorizada
package Paquete is
task GNC is
pragma P r i o r i t y ( M i P r i o r i dad ) ;
end GNC;
protected GNC Monitor is
pragma I n t e r r u p t P r i o r i t y ( M in Hand le r Ce i l i ng ) ;
procedure Armar Timer ( Budget : in Time Span ) ;
procedure Manejar Timer (TM : in out Timer ) ;
end GNC Monitor ;
protected Event Moni tor is
pragma I n t e r r u p t P r i o r i t y ( System . I n t e r r u p t P r i o r i t y ’ Last ) ;
procedure Manejar Deadl ine ( Event : in out Timing Event ) ;
end Event Moni tor ;
end Paquete ;
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Listado 5.13: Cuerpo de una tarea monitorizada (parte I)
package body Paquete is
GNC WCET Handler : Timer Handler := GNC Monitor . Manejar Timer ’ Access ;
GNC Id : aliased constant Task Id := GNC’ I d e n t i t y ;
GNC WCET Violacion : Timer ( GNC Id ’ Access ) ;
GNC Deadl ine Violacion : Timing Event ;
GNC Deadline Handler : T iming Event Handler
:= Event Moni tor . Manejar Deadl ine ’ Access ;
protected body GNC Monitor is
procedure Armar Timer ( Budget : in Time Span ) is
begin
Ada . Execut ion Time . Timers . Set Handler
( GNC WCET Violacion , Budget , GNC WCET Handler ) ;
end Armar Timer ;
procedure Manejar Timer (TM : in out Timer ) is
Extra : Time Span := Mi Cuota de Segunda Oportunidad ;
begin
i f Moni tor . Second Chance . Is True then
Armar Timer ( Ext ra ) ;
Put L ine ( ” Segunda opor tun idad ” ) ;
Moni tor . Second Chance . Set False ;
else
Put L ine ( ” Segunda opor tun idad agotada ” ) ;
Moni tor . Moni tor Release . S igna l ( Global . Timer Alarm ) ;
end i f ;
end Manejar Timer ;
end GNC Monitor ;
protected body Event Moni tor is
procedure Manejar Deadl ine ( Event : in out Timing Event ) is
begin
Moni tor . Moni tor Release . S igna l ( Global . Event Alarm ) ;
end Manejar Deadl ine ;
end Event Moni tor ;
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Listado 5.14: Cuerpo de una tarea monitorizada (parte II)
task body GNC is
Prox ima Act ivac ion : Time := Global . Ac t i vac ion ;
Periodo : Time Span := Mi Per iodo ;
GNC Deadline : Time Span := Mi Deadl ine ;
GNC WCET : Time Span := Mi WCET ;
begin
loop
−− V i g i l a n c i a de deadl ine
Ada . Real Time . Timing Events . Set Handler
( GNC Deadl ine Violacion ,
( Prox ima Act ivac ion + GNC Deadline ) ,
GNC Deadline Handler ) ;
−− Armar t imer para detecc ion inmediata
GNC Monitor . Armar Timer (GNC WCET) ;
delay u n t i l Prox ima Act ivac ion ;
−− Rea l i za r t r a b a j o u t i l
Prox ima Act ivac ion := Prox ima Act ivac ion + Periodo ;
end loop ;
end GNC;
end Paquete ;
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La tarea monitor encargada de gestionar las alarmas en este ejemplo es sencilla (ver
listado 5.15). Simplemente se encuentra bloqueada en una barrera. Cuando uno de los
manejadores levanta la barrera, pasa como para´metro un identificador de la causa de la
alarma, de manera que el algoritmo elegido por el disen˜ador del sistema selecciona el
procedimiento a ejecutar para salvaguardar la integridad del sistema.
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Listado 5.15: Tarea de ma´xima prioridad que gestiona las alarmas
with System ;
with Global ; use Global ;
package Moni tor is
task Moni tor is
pragma P r i o r i t y ( System . P r i o r i t y ’ Last ) ;
end Moni tor ;
protected Monitor Release is
pragma I n t e r r u p t P r i o r i t y ( System . I n t e r r u p t P r i o r i t y ’ Last ) ;
entry Wait ( Al Type : out Alarm Type ) ;
procedure Signa l ( Al Type : in Alarm Type ) ;
private
B a r r i e r : Boolean := False ;
Alarm : Alarm Type ;
end Monitor Release ;
end Moni tor ;
package body Moni tor is
protected body Monitor Release is
entry Wait ( Al Type : out Alarm Type ) when B a r r i e r is
begin
B a r r i e r := False ;
Al Type := Alarm ;
end Wait ;
procedure Signa l ( Al Type : in Alarm Type ) is
begin
Alarm := Al Type ;
B a r r i e r := True ;
end Signa l ;
end Monitor Release ;
task body Moni tor is
Al Type : Alarm Type ;
begin
loop
Monitor Release . Wait ( Al Type ) ;
case Al Type is
when Timer Alarm => Timer Exhausted ;
when Event Alarm => Event Exhausted ;
end case ;
end loop ;
end Moni tor ;
end Moni tor ;
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Capı´tulo 6
VALIDACIO´N
6.1. Proyectos piloto en ASSERT
Dentro del proyecto ASSERT existe un cluster formado por diversas empresas eu-
ropeas lı´deres en el sector aeroespacial (Thales Alenia Space, Astrium , EADS Space
Transportation, Dassault Aviation y Dutch Space). El objetivo de este cluster consiste en
integrar, experimentar y validar las soluciones desarrolladas por el resto de los socios del
consorcio en sus diferentes clusters, ası´ como en asesorarles en la especificacio´n de los
requisitos funcionales y operacionales para cada dominio especı´fico.
Para llevar a cabo este objetivo se han definido tres proyectos piloto pensados para
probar la validez de estas soluciones en entornos reales. Cada uno de estos proyectos se
centra en un a´rea de aplicacio´n concreta:
HRI: orientado al dominio de los sate´lites de larga duracio´n sin necesidad de man-
tenimiento.
MPC: centrado en los sistemas distribuidos orientados al dominio espacial.
MA3S: cubre te´cnicas relativas a los vehı´culos no tripulados y al dominio de misio´n
crı´tica.
Durante los primeros meses, el trabajo de los diferentes clusters consistio´ en capturar
los requisitos funcionales y operacionales necesarios para desarrollar con e´xito los dife-
rentes proyectos piloto. En el caso particular del cluster DDHRT, en el que trabajamos,
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durante esta fase se definieron las caracterı´sticas de la ma´quina virtual necesarias para
poder satisfacer los requisitos expuestos por los proyectos piloto.
Tras una primera fase del proyecto de aproximadamente 18 meses de duracio´n, el
cluster DDHRT entrego´ una versio´n de la ma´quina virtual, denominada V2, construida
conforme a la arquitectura de bandas de prioridad y que ya incorporaba parcialmente
funciones de monitorizacio´n del tiempo de ejecucio´n consumido por las aplicaciones,
gracias al soporte dado por el nu´cleo de tiempo real basado en ORK que la ma´quina
virtual lleva integrado.
Thales Alenia Space, la empresa que lidera el proyecto piloto HRI, construyo´ un pro-
totipo con caracterı´sticas reales que se ejecutaba sobre la ma´quina virtual entregada. Es
decir, utilizando el modelo de proceso mostrado en el capı´tulo anterior, se construyo´ un
sistema compuesto por varias aplicaciones cuyo co´digo funcional esta´ embarcado en mi-
siones reales. Siguiendo un proceso de transformaciones verticales se genero´ un co´digo
fuente (del orden de 10.000 lı´neas de co´digo) legal, admitido por el sistema de compi-
lacio´n GNATforLEON, y soportado por la ma´quina virtual de ASSERT, generando un
archivo ejecutable de aproximadamente 3MB. Finalmente, para la ejecucio´n de este pro-
totipo se utilizo´ una plataforma hardware LEON real.
Durante la revisio´n intermedia que la Comisio´n Europea realizo´ del proyecto ASSERT
se presento´ este prototipo, que recibio´ comentarios favorables por parte de los revisores
nombrados por dicha Comisio´n.
Actualmente, las empresas que lideran los proyectos piloto esta´n trabajando en un
nuevo prototipo. En esta ocasio´n, el soporte dado por la ma´quina virtual sera´ completo, es
decir, sera´ conforme a la arquitectura de bandas de prioridad e incluira´ el soporte necesario
para realizar particiones que garanticen el aislamiento temporal entre las aplicaciones que
compartan un mismo nodo.
6.2. Estudio de un caso representativo
Con objeto de llevar a cabo una validacio´n previa, a nivel local, de la arquitectura de
bandas de prioridad y los patrones de co´digo fuente mostrados en el capı´tulo anterior,
se ha desarrollado un caso de uso basa´ndonos en las especificaciones propuestas por los
socios industriales del proyecto ASSERT, encargados de los proyectos piloto.
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6.2.1. Descripcio´n
La descripcio´n del caso de uso a desarrollar es la siguiente.
Sea un subsistema de monitorizacio´n en tierra del comportamiento de un sate´lite en
o´rbita. El subsistema esta´ compuesto por dos aplicaciones que mediante telemetrı´a y te-
lecomandos vigilan el estado de un para´metro y dan o´rdenes para modificarlo en caso de
que sea necesario. Concretamente:
La aplicacio´n Control vigila perio´dicamente el comportamiento del para´metro POS.
Dicho para´metro debe mantenerse dentro de un rango de valoresR ∈ [0, 3). En caso
de que una lectura del para´metro POS devuelva un valor fuera de dicho rango se
ejecutara´ una orden para resetear el valor a cero.
La aplicacio´n Actualizacio´n realiza una serie de operaciones internas y como resul-
tado puede incrementar el valor de POS.
La aplicacio´n Control contiene dos servicios:
GNC es el servicio que desde tierra controla la evolucio´n del para´metro POS. Se
activa perio´dicamente cada 2.000 milisegundos.
TMTC es un servicio espora´dico que se activa cuando GNC detecta un valor de POS
fuera de rango. Su misio´n consiste en mandar una orden para devolver a POS a su
valor inicial. Se considera que este servicio no se activara´ con un periodo menor de
2.000 milisegundos.
Por su parte, la aplicacio´n Actualizacio´n tan so´lo contiene un servicio, denominado
PRO, de cara´cter perio´dico (con 3.000 milisegundos de periodo) y que modifica el valor
de POS.
En todos los casos, el plazo de respuesta es igual a los periodos.
Se desea que las aplicaciones se ejecuten en el mismo nodo pero aisladas entre sı´ para
que un error interno a cualquiera de las dos aplicaciones no sea propagado y afecte a la
otra. El nivel de criticidad de la aplicacio´n Control es mayor que el de Actualizacio´n.
Por u´ltimo, se desea que en caso de un mal funcionamiento persistente, el sistema
realice un cambio de modo operacional y pase a ejecutar un servicio perio´dico considera-
do seguro, que mantenga el sistema en un modo degradado en el que so´lo se ejecuten unas
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acciones vitales para la supervivencia del sistema. Dicho servicio, cuyo nombre es Safe
tiene un periodo y un plazo de respuesta igual a 500 milisegundos. Su tiempo de co´mputo
es de 300 milisegundos.
6.2.2. Transformaciones
El problema descrito puede ser representado mediante contenedores a nivel de aplica-
cio´n tal y como se muestra en la figura 6.1. La informacio´n necesaria para el despliegue
viene dada en el u´ltimo pa´rrafo de la seccio´n anterior, se necesitan dos particiones, una
para cada aplicacio´n, dentro de un mismo nodo, de manera ana´loga a la mostrada en la
figura 5.2.
Control
Actualización
POS
Figura 6.1: Modelo de la demostracio´n
Siguiendo el proceso de transformacio´n vertical, cada uno de los servicios enumera-
dos se transforma en un contenedor concurrente. GNC y PRO dan lugar a contenedores
perio´dicos mientras que TMTC es espora´dico. Por otra parte, se genera un contenedor
protegido a partir de PRO, al que deben acceder los anteriores para consultar o modificar
el estado de la variable que comparte el mismo nombre.
Puesto que la informacio´n para el despliegue especifica que la criticidad de la aplica-
cio´n Control es mayor, los contenedores concurrentes a los que da lugar esta aplicacio´n
deben estar situados en primera instancia en la banda de prioridad superior. Consecuen-
temente, el contenedor PRO se situ´a en la banda de prioridad inferior. El contenedor
protegido POS, debe tener una prioridad acorde con el protocolo de techo de prioridad
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inmediato, por lo tanto, automa´ticamente se le asigna un valor igual al mayor de todos
aquellos contenedores concurrentes que acceden a e´l.
El cuadro 6.1 muestra los para´metros definitivos que sera´n traspasados al co´digo fuen-
te, donde T representa el periodo o el intervalo mı´nimo entre llegadas segu´n corresponda,
P es la prioridad asignada automa´ticamente, C es el tiempo de co´mputo, B indica el tiem-
po de bloqueo debido a secciones crı´ticas, R es el tiempo de respuesta obtenido en el
caso peor para cada tarea mientras que E representa la cuota extraordinaria que se puede
utilizar en caso de que dispare una alarma el mecanismo de la deteccio´n inmediata.
Cuadro 6.1: Para´metros de los contenedores concurrentes
Nombre T P C B R E
GNC 1000 3 300 50 350 450
TMTC 2000 2 150 50 500 950
PRO 3000 1 600 0 1350 1200
Puede verse que las tareas correspondientes a los servicios de la aplicacio´n Control
han sido colocadas en una banda de prioridad superior (prioridades 2 y 3). Dentro de
la propia banda se ha utilizado el algoritmo DMS para asignar sus prioridades. Puesto
que el ana´lisis de viabilidad da un resultado positivo (todos los tiempos de respuesta son
menores que la deadline de cada tarea), no es necesario realizar ningu´n tipo de ana´lisis de
sensibilidad en el que se modifiquen para´metros para mejorar los resultados. Lo que sı´ se
ha llevado a cabo es el ana´lisis correspondiente al algoritmo de la segunda oportunidad,
dando como resultado que la cuota individual de las tareas se puede aumentar en 450, 950
y 1200 milisegundos respectivamente sin afectar a la viabilidad del sistema.
La tarea que se debe ejecutar en el modo seguro no se ha incluido en el ana´lisis porque
al permanecer bloqueada no interfiere en la planificacio´n. Ana´logamente, el ana´lisis de
tiempo de respuesta para el modo seguro es trivial porque este consta de una sola tarea (las
tareas pertenecientes al modo de operacio´n normal, mostradas en la tabla no interfieren).
Como resultado final de la transformacio´n se generan seis contenedores concurrentes:
GNC: implementa el servicio GNC.
TMTC : implementa el servicio TMTC.
PRO : implementa el servicio PRO.
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Safe: implementa el servicio seguro Safe que ha de ejecutarse so´lo en caso de mal
funcionamiento persistente.
Safe Background: implementa una tarea de sistema que funciona en background
con un nivel de prioridad dentro de la banda segura para evitar que tras un cambio
de modo entren en la CPU las tareas del modo normal.
Monitor: implementa una tarea del sistema encargada de gestionar las situaciones
de mal funcionamiento persistente. En este ejemplo, siempre realiza un cambio de
modo.
Adema´s, se obtiene un contenedor protegido, encargado de implementar la variable
POS y los servicios que permiten actuar sobre ella.
6.2.3. Resultados
Tras la transformacio´n a co´digo fuente de los contenedores enumerados en el apartado
anterior, siguiendo los patrones mostrados en el capı´tulo 5, se han generado seis tareas,
dentro de 12 paquetes (uno para la especificacio´n y otro para el cuerpo de cada una de las
tareas), dos paquetes ma´s que incluyen la especificacio´n y el cuerpo del objeto protegido
que se genera para dar soporte al contenedor protegido POS y un u´ltimo paquete en el que
se genera el programa principal. Entre todos los paquetes suman aproximadamente 800
lı´neas de co´digo.
Una vez compilado el co´digo fuente Ada 2005 con el sistema de compilacio´n GNAT-
forLEON, que incluye todo el soporte necesario para las funciones que proporcionan
aislamiento temporal (relojes y temporizadores de tiempo de ejecucio´n y eventos progra-
mados), se obtiene un archivo ejecutable ligeramente inferior a los 700kB de taman˜o en
memoria.
La figura 6.2 muestra la traza de la demostracio´n. En la parte funcional de la tarea
GNC se ha introducido un bucle que aumenta el tiempo de ejecucio´n en cada iteracio´n, de
manera que durante las primeras activaciones, la tarea GNC puede finalizar su trabajo sin
problemas, sin embargo, tras una serie de activaciones, excede su WCET y el algoritmo
de la deteccio´n inmediata dispara una alarma. Por ser la primera vez, se hace uso del algo-
ritmo de la segunda oportunidad. Alargar la cuota tiene e´xito porque puede comprobarse
como la tarea PRO, de menor prioridad, se ejecuta despue´s. No obstante, GNC cada vez
necesita consumir ma´s tiempo de procesador por lo que en su siguiente activacio´n vuelve
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a saltar la alarma. Al no poder usarse de nuevo el algoritmo de la segunda oportunidad, el
fallo pasa a considerarse persistente y se efectu´a el cambio de modo, tras el cual, la tarea
segura pasa a tomar el control y las dema´s son desalojadas de la planificacio´n.
Figura 6.2: Traza de la demostracio´n
El cuadro 6.2 muestra el nu´mero de instrucciones necesarias para ejecutar ciertas ac-
ciones significativas como un cambio de contexto y diferentes primitivas relacionadas
con los servicios temporales implementados en GNATforLEON, ampliamente utilizados
en los patrones de co´digo mostrados en el capı´tulo anterior. Los valores se han expre-
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sado en nu´mero de instrucciones ya que el tiempo de ejecucio´n es muy dependiente del
hardware. La relacio´n ideal es ejecutar una instruccio´n por cada ciclo de CPU (que en
el caso de LEON2 tiene una velocidad de 50MHz), sin embargo, los experimentos reales
muestran que el rendimiento habitual es aproximadamente la mitad que el ideal.
Cuadro 6.2: Instrucciones necesarias para ejecutar los diferentes servicios
Operacio´n Instrucciones
Ada.Real T ime.Clock 71
Ada.Execution T ime.Clock 157
Ada.Execution T ime.T imers.Set Handler 270
Ada.Real T ime.T iming Events.Set Handler 270
Ada.Real T ime.T iming Events.Cancel Handler 400
Cambio de contexto 629
Latencia manejador de Evento Programado) 400
Latencia manejador de Temporizador de Tiempo de Ejecucio´n 415
Capı´tulo 7
CONCLUSIONES Y TRABAJO
FUTURO
7.1. Conclusiones y resultados obtenidos
En el primer capı´tulo de esta tesis se establecı´a como objetivo global, disen˜ar una
arquitectura de software para sistemas de tiempo real particionados, basada en te´cnicas de
planificacio´n dina´micas, orientada a mejorar la eficiencia obtenida mediante los me´todos
utilizados actualmente, y que contenga los mecanismos de monitorizacio´n necesarios para
cumplir con los requisitos de seguridad exigidos en este tipo de misiones.
En esta tesis se ha propuesto una te´cnica novedosa, denominada arquitectura de ban-
das de prioridad, basada en me´todos dina´micos. Dichos me´todos deben comenzar a sus-
tituir a otras soluciones muy extendidas actualmente, basadas en te´cnicas de planificacio´n
esta´tica, que lastran la eficiencia de los sistemas de tiempo real crı´ticos embarcados en
misiones aeroespaciales.
A pesar de que los me´todos de planificacio´n dina´micos mejoran el rendimiento de los
sistemas, su uso conlleva tener que afrontar una serie de problemas derivados de la con-
currencia, como son el aumento de la complejidad y la necesidad de asegurar aislamiento
entre aplicaciones. Sin embargo, a lo largo de este trabajo se han explicado los mecanis-
mos que han de utilizarse para solucionar dichos inconvenientes y que la integridad de un
sistema no se vea afectada.
Para conseguir el objetivo global expuesto se ha comenzado por valorar los me´todos
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utilizados actualmente y sopesar la utilizacio´n de nuevas te´cnicas:
Se ha realizado una evaluacio´n crı´tica del estado actual de la te´cnica, analizando
los me´todos ma´s relevantes que proporcionan aislamiento temporal, con objeto de
destacar y aprovechar sus fortalezas, y a su vez, detectar sus debilidades para mini-
mizarlas. Los resultados de esta evaluacio´n se han expuesto a lo largo del capı´tulo 3.
Se ha llevado a cabo un ana´lisis de la nueva revisio´n del lenguaje Ada, denominada
2005, para comprobar la utilidad de las funciones incorporadas y valorar la posibi-
lidad de disen˜ar un nuevo mecanismo para proporcionar aislamiento temporal.
Tras realizar este trabajo previo, necesario para sentar las bases de la nueva propuesta
se han obtenidos los resultados enunciados a continuacio´n:
Se ha propuesto una arquitectura basada en el concepto de bandas de prioridad ha-
bilitado por el nuevo esta´ndar Ada 2005. Dicha arquitectura presenta varios grados
de libertad que permiten configurar el sistema de diferentes formas, por lo que se
ha hecho una evaluacio´n de las alternativas posibles en lo referente a:
— Asignacio´n de prioridades.
— Eleccio´n de polı´ticas de planificacio´n locales.
Se ha realizado un esquema pra´ctico de integracio´n de las soluciones propuestas
dentro del modelo de desarrollo basado en componentes utilizado en el proyecto
ASSERT.
Para la validacio´n de la propuesta se ha contado con la colaboracio´n de varios socios
industriales de ASSERT (Thales Alenia Space, Astrium y EADS Space Transportation),
encargados de disen˜ar una serie de proyectos piloto con objeto de evaluar el comporta-
miento de las diferentes soluciones entregadas por otros miembros del consorcio. Dentro
del a´mbito de esta tesis podemos destacar:
Thales Alenia Space ha liderado la construccio´n de un prototipo que utilizaba una
versio´n preliminar de la ma´quina virtual, la cual incluı´a las bases de la arquitectura
basada en bandas de prioridad y soporte parcial para la monitorizacio´n del consumo
de tiempo de ejecucio´n por parte de las tareas. En dicha prototipo se ejecuto´ co´digo
real embarcado en misiones espaciales sobre una plataforma hardware LEON. La
demostracio´n ante los revisores nombrados por la Comisio´n Europea, encargados
de evaluar la calidad del proyecto obtuvo comentarios satisfactorios.
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Se ha desarrollado con e´xito un caso de uso, siguiendo las especificaciones pro-
puestas por los socios industriales para comprobar la respuesta de la arquitectura de
bandas de prioridad, una vez que la plataforma de ejecucio´n soporta la totalidad de
las funciones necesarias para garantizar aislamiento temporal entre aplicaciones.
Los socios industriales de ASSERT esta´n trabajando en un nuevo prototipo que per-
mita completar la validacio´n de la ma´quina virtual toda vez que e´sta ya implementa
todas las funciones requeridas para garantizar aislamiento temporal entre particio-
nes.
Sin embargo, no so´lo se han producido resultados dentro del entorno industrial. Los
diferentes aspectos relacionados con la arquitectura basada en bandas de prioridad han
dado lugar a diversas publicaciones: (Pulido et al., 2006; Pulido, Uruen˜a, Zamorano and
de la Puente, 2007; Pulido, de la Puente, Hugues, Bordin and Vardanega, 2007; Pulido
et al., 2005; Uruen˜a et al., 2005; Uruen˜a et al., 2007).
7.2. Trabajo futuro
El principal objetivo de esta tesis ha consistido en identificar los problemas que las-
tran el desarrollo de los sistemas de tiempo real crı´ticos embarcados en misiones aeroes-
paciales para posteriormente ofrecer soluciones que ayuden a mitigar sus efectos nocivos.
Puesto que el objetivo es muy ambicioso, este trabajo no es sino una base para continuar
trabajando en la mejora de la eficiencia de este tipo de sistemas.
El trabajo futuro ma´s inmediato consiste en continuar la validacio´n de los resultados
obtenidos en esta tesis, ampliando los casos de uso y analizando los resultados obteni-
dos por las empresas del sector aeroespacial que han comenzado a poner en pra´ctica las
te´cnicas expuestas a lo largo de esta tesis.
El capı´tulo 4 hace hincapie´ en el aislamiento temporal entre aplicaciones. El aisla-
miento espacial ha quedado fuera del a´mbito de esta tesis, sin embargo, es el complemen-
to natural para el anterior por lo que una de las lı´neas de investigacio´n en la que se debe
continuar trabajando es en evaluar las diferentes opciones enunciadas en la seccio´n 4.8
y desarrollar el me´todo ma´s conveniente para conseguir garantizar que los espacios de
memoria de las diferentes aplicaciones van a ser respetados.
Otra lı´nea de trabajo que debe desarrollarse en el futuro consiste en prestar atencio´n a
los temas relacionados con la distribucio´n. Esta tesis se ha centrado solamente en el nivel
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local, sin embargo, el crecimiento de los sistemas distribuidos hace necesario ampliar las
te´cnicas desarrolladas en este trabajo para dar servicio a este tipo de sistemas, cada vez
ma´s presentes.
Ape´ndice A
DEFINICIO´N DEL PERFIL DE
RAVENSCAR
Los elementos del lenguaje prohibidos por el perfil de Ravenscar son los siguientes:
Declaraciones de objetos y tareas que no sean a nivel de biblioteca. Es decir, se
prohı´ben las jerarquı´as de tareas.
Asignacio´n dina´mica o liberacio´n sin supervisio´n de objetos protegidos y tareas.
Reencolado.
Transferencia ası´ncrona de control.
Utilizar cualquier forma de la instruccio´n select.
Utilizar la instruccio´n Abort
Prioridades dina´micas (a excepcio´n del protocolo de techo de prioridad inmediato
que se aplica en los objetos protegidos).
Utilizacio´n del paquete Calendar.
Utilizar retrasos (Delay) con valores relativos. So´lo se permiten valores absolutos.
Declaracio´n de objetos y tipos protegidos fuera del nivel de biblioteca.
Objetos protegidos con ma´s de un Entry.
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Definir Entries con barreras que no sean una variable booleana declarada dentro del
propio objeto protegido.
Llamar a un Entry que ya tenga una llamada encolada.
Atributos de tarea definidos por el usuario.
Modificar dina´micamente la asignacio´n de manejadores de interrupcio´n.
Ada 2005 incluye el perfil en el lenguaje, de manera que se puede dar una directiva al
compilador para que detecte cualquier violacio´n del mismo mediante la instruccio´n:
Pragma Profile (Ravenscar);
Lo cual equivale a todas las directivas mostradas en el listado A.1:
Listado A.1: Directivas equivalentes al perfil de Ravenscar
pragma Task Dispa tch ing Po l i cy ( F I F O W i t h i n P r i o r i t i e s ) ;
pragma Lock ing Po l i cy ( Ce i l i ng Lock ing ) ;
pragma Detec t B lock ing ;
pragma R e s t r i c t i o n s (
No Abort Statements ,
No Dynamic Attachment ,
No Dynamic Pr io r i t i es ,
No Imp l i c i t Heap A l l oca t i ons ,
No Local Protected Objects ,
No Local Timing Events ,
No Protec ted Type Al locators ,
No Relat ive Delay ,
No Requeue Statements ,
No Select Statements ,
No Spec i f i c Terminat ion Hand lers ,
No Task Al locators ,
No Task Hierarchy ,
No Task Terminat ion ,
S imp le Bar r ie rs ,
Max Entry Queue Length => 1 ,
Max Protec ted Ent r ies => 1 ,
Max Task Entr ies => 0 ,
No Dependence => Ada . Asynchronous Task Control ,
No Dependence => Ada . Calendar ,
No Dependence => Ada . Execut ion Time . Group Budget ,
No Dependence => Ada . Execut ion Time . Timers ,
No Dependence => Ada . T a s k A t t r i b u t e s ) ;
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