1. Introduction
Introduction. This paper introduces a new characterization of the arcsine distribution
f (x) = 1 π
Various characterization, usually in terms of probabilistic terms (the behavior of sums of random variables etc.) were given by Arnold & Groeneveld [2] , Kemperman & Skibinsky [6] , Norton [8, 9] and Shantaram [12, 13] . A fascinating analytic characterization was given by Schmidt & Zhigljavsky [11] : they show that if ξ is a random variable ξ on (−1, 1), then it follows the arcsine distribution if and only if E log (ξ − x) 2 has the same value for almost all x ∈ (−1, 1). We give another characterization in terms of integral operators: as usual, we denote the Hilbert transform of a function f ∈ L 2 (R) by
. If the Hilbert transform Hf vanishes iden-
where c ∈ R.
Orthogonal polynomials.
It is well understood that, given a nonnegative weight on (−1, 1), the associated family of orthogonal polynomials has roots whose distribution tend to the arcsine distribution (this dates back to Erdős & Turan [4] in 1940, see also Erdős & Freud [5] , Ullman [15] and Van Assche [16] ). Our main result provides a fairly natural way to explain why that this is indeed the only natural smooth distribution that could have that property. If p n is a polynomial having roots {x 1 , . . . , x n } ⊂ (−1, 1), then
can be used to derive information about the distribution of the roots of p ′ n . If the quantity was very big (in absolute values) in a region, then it would repel any roots from locating there. This suggests that the only way to have the roots of p ′ n follow the same distribution as the roots of p n is for the sum to somewhat cancel out; conversely, the sum is approximated by the Hilbert transform of the probability measure of the distribution of roots which we would thus like to see vanish everywhere. It was this consideration, motivated by a recent dynamical interpretation [14] of roots, that lead us to conjecture Theorem 1.
Integral Operators.
There is a secondary motivation: while upper bounds on integral operators are well understood, there is no such corresponding theory for lower bounds. One simple question one could ask is the following: let f ∈ C ∞ c (−1, 1), how big does the Hilbert transform have to be on, say, the interval (2, 3)? A sharp result was given by Alaifari, Pierce and the second author in [1] (see also Rüland [10] ) and reads
The proof is far from stable (in the sense that it is not clear how to establish arguments of this type for more general integral operators); indeed, the problem is completely open for general integral operators (we refer to [7] for sharp results for the Laplace transform and the Fourier transform). When dealing with the Hilbert transform, the identity Hf
suggests a rephrasing of the question: how does the Hilbert transform move the L 2 −mass of a function around? Our main result in that direction reads as follows.
This is a nice addition to the classical global L 2 −isometry Hf L 2 (R) = f L 2 (R) for compactly supported functions; it again shows a connection between the Hilbert transform and the arcsine distribution. Are there similar statements (perhaps not identities but maybe inequalities) for more general singular integral operators of convolution type?
2. Proofs 2.1. A real-variable approach to Theorem 1 and Theorem 2. Before giving a rigorous proof in §2.2, we sketch an argument that is not entirely rigorous (we do not specify the regularity of the function and freely interchange summation and integration).
Sketch of an argument. We introduce the function f (x) √ 1 − x 2 which reduces the problem to showing that if the Hilbert transform of that function vanishes on (−1, 1) , then that function is constant. We expand it into Chebychev polynomials
and write
We want to show that this quantity vanishing implies that f (x) √ 1 − x 2 = a 0 . The key ingredient is the identity
where U ℓ denotes the Chebychev polynomials of the second kind given by
we have that
and the identity above shows that
resulting in the desired identity
The sketch of the argument has perhaps a somewhat uneasy feel to it: it is not a priori clear that integration and summation can be exchanged like that and the algebraic identities seem to be coming out of nowhere. The next section contains a more illuminating proof (which, simultaneously, explains the origin of the identities used above).
Proof of Theorem 1 and Theorem 2.
The main idea is a substitution that can be found in a paper of Coifman & Weiss [3] relating the Hilbert transform on (−1, 1) to the conjugate function on the boundary of the disk (the trick is surely older than that); as such, the proof is algebraic in nature and unlikely to generalize to other integral operators.
We want to make sure that g ∈ L 2 (−π, π), a simple substitution x = cos ψ shows that
which is finite by assumption. The, however, a simple substitution (carried out in [3] ) shows that with x = cos ψ p.v. 1 π However, that last principial value is merely the formula for the conjugate function of g. If g has mean value 0 (this being the orthogonality to the arcsine distribution), then the conjugate function has the same L 2 −norm as the function g. This implies the result.
