The study of modularity in morphological systems has increased in the past twenty years,
Introduction
Modularity is a characteristic property that biological systems exhibit regarding the distribution of interactions between their composing elements; that is, in a given system, 26 subsets of elements, denominated modules, interact more among themselves than with other such subsets (Newman, 2006; Mitteroecker & Bookstein, 2007; Wagner et al., 2007). expressed at the regional level; the response to these signaling factors further changes interlandmark distances and shape variables. Furthermore, we used an approach based on the construction of theoretical covariance matrices; such matrices are used in order to estimate Type I and Type II error rates for both methods. Since these methods were 162 designed under different frameworks, the present work puts some effort into unifying both methods into the same conceptual and statistical framework, in order to produce 164 meaningful comparisons.
Methods

166
Sample
The database we used here (Table 1) consists of 21 species, distributed across all taxonomic 168 ranks within Anthropoidea above the genus level. We selected these species from a broader database (Marroig & Cheverud, 2001; Oliveira et al., 2009 ) in order to reduce 170 the effects of low sample sizes over estimates of modularity patterns. Individuals in our sample are represented by 36 registered landmarks, measured using a Polhemus 3Draw 172 (for Platyrrhini) and a Microscribe 3DS (for Catarrhini). Twenty-two unique landmarks represent each individual ( Figure S1 , Table S1 ), since 14 of the 36 registered landmarks 174 are bilaterally symmetrical. For more details on landmark registration, see Marroig & Cheverud (2001) and Oliveira et al. (2009) .
For each OTU, we estimated phenotypic covariance and correlation matrices for three different types of variables: tangent space residuals, estimated from a Procrustes superim-178 position for the entire sample, using the set of landmarks described on both Table S1 and Figure S1 (henceforth Procrustes residuals); interlandmark distances, described in Table S2 ; 180 and local shape variables (Márquez et al., 2012) , which are measurements of infinitesimal log volume transformations between each sample unit and a reference (mean) shape, based 182 upon an interpolation function that describes shape variation between sampled landmarks. In this context, we used thin plate splines as interpolating functions (Bookstein, 1989) . We 184 obtained 38 transformations corresponding to the locations of the mipoints between pairs of landmarks used to define interlandmark distances, in order to produce a dataset that different types of measurements.
192
Here we considered only covariance or correlation structure for the symmetrical component of variation; therefore, prior to any analysis, we controlled the effects of variation in
For each dataset, we estimated covariance and correlation matrices after removing fixed effects of little interest in the present context, such as sexual dimorphism, for example. For interlandmark distances and local shape variables these effects were removed through a 206 multivariate linear model adjusted for each species, according to Table 1 ; for Procrustes residuals, the same effects were removed by centering all group means to each species' 208 mean shape since the loss of degrees of freedom imposed by the GPA prohibits the use of a full multivariate linear model over this kind of data to remove fixed effects.
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In order to consider the effects of size variation on modularity patterns we used different procedures to remove the influence of size from each type of variable. For interlandmark 212 distances we used the approach established by Bookstein et al. (1985) ; if C is a correlation matrix, we obtained a correlation matrix R without the effect of size using the equation
where λ 1 and v 1 refer respectively to the first eigenvalue and eigenvector of the spectral decomposition of C, since this eigenvector commonly represents size variation in mammals,
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especially when interlandmark distances are considered (Wagner, 1984; Mitteroecker et al., 2004; Mitteroecker & Bookstein, 2007) ; t denotes matrix transpose.
218
For Procrustes residuals and local shape variables the effects of isometric variation were removed by normalizing each individual to unit centroid size. However, allometric 220 relationships still influence covariance or correlation structure. In order to remove this effect we used a procedure based upon Mitteroecker et al. (2004) , which relies on the 222 estimation of an allometric component a for each OTU, composed of normalized regression coefficents for each of the m shape variables (either Procrustes residuals or local shape 224 variables) over log Centroid Size. If S is a covariance matrix, we obtained a covariance matrix R without the influence of allometric relationships using the equation
where I m represents the identity matrix of size m. Therefore, our empirical dataset consists of six sets of covariance/correlation matrices, corresponding to each type of morphometric 228 variables considering the presence or absence of size variation.
Empirical Tests
230
Using these six sets of covariance/correlation matrices, we tested the hypotheses of trait associations described in Table S1 for Procrustes residuals and Table S2 for interlandmark 232 distances and local shape variables. These trait sets are grouped with respect to their scope; two regional sets (Face and Neurocranium), each divided into three localized trait sets
234
(Oral, Nasal and Zygomatic for the Face; Orbit, Base and Vault for the Neurocranium).
For all hypotheses, we estimated Modularity Hypothesis Indexes (MHI; Porto et al., 2013) 236 and the RV coefficient (Klingenberg, 2009 to the trait set being considered, while A c represents the complementary trait set; A b represents the block of covariances or correlations between the two sets. Thus, covariance 242 (S) or correlation (C) matrices can be partitioned into a similar scheme. We estimated MHI values using the equation
whereρ + represents the mean correlation in C h ,ρ − represents the mean correlation in the remaining sets (both C b and C c ), and ICV is the coefficient of variation of eigenvalues of the 246 associated covariance matrix, which is a measurement of the overall integration between all traits (Shirai & Marroig, 2010) . We estimated RV coefficients for each hypothesis using 248 the relationship
where tr represents the sum of diagonal elements in any given matrix (trA = ∑ i a ii ).
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The partitioning scheme outlined above assumes that the complementary trait set does not represent an actual hypothesis; however, we may choose to consider that both sets (A h and tinction between Facial and Neurocranial traits, we estimated MHI values in this manner,
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reporting values for this estimate under the denomination 'Neuroface', following Marroig & Cheverud (2001) , along independent MHI estimates for each region. Furthermore, since 258 both Face and Neurocranium are two disjoint trait sets when any morphometric variable type is considered, RV coefficient values for either set are equal; therefore, a single RV 260 value is reported for both regions, for each variable type.
In order to test the hypothesis that a trait set represents a variational module, we used a 262 randomization procedure generating 1000 random trait sets with the same number of traits as the original set, calculating MHI and RV values for each iteration. For each trait set and 264 covariance/correlation matrix, we used these values to construct distributions for both statistics representing the null hypothesis that a given trait set is a random arrangement 266 without meaningful relationships; we then compare this null distribution to the real value obtained. For MHIs we consider this null hypothesis rejected when the real value is higher 268 than the upper bound for the distribution, considering the significance level established; for RV coefficients, the null hypothesis is rejected when the real RV value is lower than 270 the lower bound for the distribution, also considering significance level. For Procrustes residuals the randomization procedure maintains coordinates within the same landmark 272 together in each randomly generated trait set, following Klingenberg & Leamy (2001) .
While the procedure for estimating significance for MHIs is derived from Mantel's (1967) 274 approach (as outlined by Cheverud et al., 1989) , we chose to generate null distributions for MHI directly, instead of estimating matrix correlation values for both real and randomized 276 matrices. Estimated p-values in both cases remain the same, and the additional step of calculating matrix correlations would produce an unnecessary difference between the 278 estimation of signficance for MHI and RV.
Estimation of Error Rates
280
We used a set of theoretical covariance matrices to investigate Type I and II error rates for either MHI and RV metrics; the construction of such matrices is detailed in the Supple-282 mental Information. Here, it suffices to say that we build two different sets of covariance matrices: one with known modular patterns embedded, referred to as C s matrices, and
284
another that represents random covariance structure, denominated C r matrices. For each of the six sets of empirical matrices we use here, we built a set of 10000 covariance matrices 286 of each case (either C s or C r ) that mimic the statistical properties of each set, obtaining from these matrices samples of increasing sample size (20, 40, 60, 80, 100 individuals) .
288
If samples were generated from a C r matrix, this represents a situation of a true null hypothesis for either tests, since the correlation matrix used to produce the sample was 290 generated by a permutation of the hypothesis being tested. Therefore, testing hypotheses over C r matrices allows us to estimate Type I error rates, or the proportion of cases in 292 which a true null hypothesis is rejected, given a significance level. In an adequate test, we expect that both quantities, significance level and Type I error rate, will be identical.
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The opposite case, when we sampled C s matrices, represents a situation in which we know that the null hypothesis of either test is false, since we are testing the hypothesis that 296 the partitioning scheme used to generate that particular matrix actually represents two variational modules. Thus, we estimated Type II error rates, or the probability that a false 298 null hypothesis is not rejected, given a significance level; here, we represent Type II error using the power for each test, by simply calculating the complementar probability to Type 300 II error rate. In an adequate test, we expect that power will rapidly reach a plateau when significance level is still close to zero, and further increasing P(α) will not produce a great 302 increase in power.
Our estimates of power for both statistics should also be controlled for effect size, since 304 sampled correlations may generate a correlation structure that is not detected due to small differences among within-set and between-set correlations. For each correlation matrix 306 sampled, we estimate squared between-set correlations (b 2 ), in order to use it as an estimate of effect size that is not directly associated with either MHI and RV metrics. We expect
Results
Empirical Tests
Tests performed using MHI for localized trait sets (Oral, Nasal, Zygomatic, Orbit, Base, and Vault; Figure 1a) Figure 1b ) is more difficult due to the lack of independent tests for each region.
Error Rates
368
Comparing the distributions of MHI and RV values from theoretical matrices with respect to their structure ( Figure 3) retained, either distributions (C r and C s ) overlap to a lesser extent.
Regarding the relationship between significance levels and Type I error rates estimated 378 over C r matrices, Figure 4 shows that these quantities approach an identity relationship very closely regardless of whether we use MHI or RV to quantify variational modularity; 380 even at low sample sizes Type I error rates are very close to significance levels. Furthermore, the effect of sampling correlations from size-free distributions does not change Type I error 382 rates.
The relationship between power and significance levels (estimated over C s matrices)
384
shows substantial differences with respect to the chosen metric (MHI or RV) and to the type of variable that provides sampled correlations. Considering local shape variables 386 ( Figure 5 ), tests using either MHI and RV have high power, even at low sample or effect sizes; increasing these quantities further increases power. However, for lower effect 388 sizes (represented by high average squared correlation between sets, b 2 ) power for tests using MHI is higher than for those using RV; as effect size increases (lower b 2 values),
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the difference in power between the two statistics decreases. For local shape variables, sampling from its associated size-free correlation distribution implies minor differences in 392 power for both statistics.
For interlandmark distances ( Figure 6 ) there are substantial differences on the relationship 394 between power and significance level if we consider the different parameters. In general, power for tests using MHI are always higher than for tests using RV; this effect is more 396 pronounced on C s matrices derived from size-free interlandmark distances, although tests 
Discussion
408
Covariance matrices derived from morphological traits are supposed to represent the pattern of codependence that arises due to a variety of interactions among developing morphological elements (Olson & Miller, 1958; Cheverud, 1996) . Such interactions are the expression of local developmental factors, as they interact with the expression profiles of 412 surrounding cell types, producing coordinated changes in their cycles and differentiation, thus integrating resulting tissues in the adult population. Although these events of local 414 integration overlap, and the composed effect over adult covariance patterns may be confusing Hallgrímsson et al., 2009) , we believe that a 416 careful comparison of different yet equally proper ways of measuring and representing form may be informative of the underlying processes that produce covariances.
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Due to the minimization of quadratic distances among homologous landmarks during GPA, covariance matrices derived from Procrustes estimators lose the signal of localized 420 effects on covariance patterns (Linde & Houle, 2009 consequences for the hypotheses we wish to test (Houle et al., 2011) ; such consequences are observable in both our empirical tests and those tests performed on theoretical matrices,
426
as we explore below.
The mammalian Basicranium originates from thirteen precursor tissues derived from both 428 paraxial mesoderm and neural crest, and they may merge to form single bones, such as the sphenoid (Jiang et al., 2002; Lieberman, 2011) . Furthermore, these precursors display a 430 mosaic of endochondral and intramembranous ossification early in development, and, as the brain grows afterwards, it induces a pattern of internal resorption and exterior depo-432 sition on the underlying posterior Basicranium (Lieberman et al., 2000) ; meanwhile, the anterior portion suffers influence from the development of Facial elements (Bastir & Rosas, 434 2005). Thus, since the Basicranium ossifies early in development, the composed effect of all posterior steps of cranial development will overshadow any pattern of integration this 436 region might have, as predicted by the palimpsest model of development (Hallgrímsson et al., 2009) . Moreover, the angulation between anterior and posterior elements of the Basicra-438 nium has changed sensibly during primate evolution, and such property appears to have evolved in coordination with Facial growth relative to the cranial Vault, accomodating 440 both structures on each other (Scott, 1958; Lieberman et al., 2000 Lieberman et al., , 2008 .
Due to this heterogeneity of developmental processes acting on the Basicranium, we would 442 not expect it to be a variational module, further expecting that a test of this property over skull covariance patterns will fail to reject the null hypothesis of random association. How-444 ever, considering the 42 tests performed over covariance matrices derived from Procrustes residuals regarding localized hypotheses (midpanels of Figure 1a ), the Basicranium is detected as a valid variational module in 27 cases, distributed through matrices with size either retained or removed; in some cases (e.g. Alouatta, Cercopithecus), only the Basicranium 448 is detected. Thus, Procrustes residuals show a pattern of detection of variational modules opposite to the expectation for this particular test. In covariances matrices derived from 450 interlandmark distances (upper panels of Figure 1a ), the Basicranium is not detected a single time; with local shape variables (lower panels of Figure 1a ), the Basicranium is 452 detected only three out of 42 times.
These two remaining types of representations, interlandmark distances and local shape 454 variables, show patterns of detection of variational modules that are both consistent to the expectations derived from developmental and functional interactions and to the patterns 456 emerging from these representations when size variation is removed. Considering that interlandmark distances are on a ratio scale (Houle et al., 2011) , isometric variation will 458 be represented to a greater extent when compared to subtle allometric relationships, due to the multiplicative nature of biological growth (Huxley, 1932) . Therefore, the Oral 460 trait set is detected as a valid variational module, considering covariance matrices among interlandmark distances (upper left panel of Figure 1a ), since this region is strongly affected 462 by the induction of bone growth due to muscular activity beginning in the pre-weaning period (Zelditch & Carmichael, 1989; Hallgrímsson et al., 2009) distances by the effect of isometric variation. On the other hand, the patterns expressed in covariance/correlation matrices for local shape variables are influenced by allometric 470 relationships defined on a proper scale (Jolicoeur, 1963; Houle et al., 2011; Márquez et al., 2012) and local developmental processes. Thus, they reflect this association between 472 integration and allometry.
By removing allometric effects from local shape variables (lower right panel of Figure 1a ),
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variational modularity can still be detected in both Oral and Nasal regions, while in a number of species, the Vault region is no longer detected as a variational module. Vault 476 integration may be achieved through both allometric relationships and the effect of relative brain growth, since Vault elements arise mostly through intramembranous ossification,
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induced by the secretion of signaling factors from the outer brain tissues, with a modest but necessary contribution of mesoderm-derived tissue that undergoes endochondral ossification (Jiang et al., 2002; Rice et al., 2003; Franz-Odendaal, 2011; Lieberman, 2011 trait sets, at least when we consider interlandmark distances. Such sensitivity might be one of the factors responsible for the low power estimated for the RV metric using theoretical 504 covariance matrices; interestingly enough, this effect of magnitude of integration (which is thought to emerge as a consequence of size variation; Wagner, 1984; Marroig & Cheverud, 506 2001 Porto et al., 2013) seems to also affect Procrustes residuals regardless of whether covariance structure arising from allometric relationships is removed or not.
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However, for the set of hypotheses concerning differences between Facial and Neurocranial traits (Figure 2) , there is substantial agreement between tests performed using MHI and
510
RV values. For MHI values (Figure 2a) , the overall pattern of detection is similar to the pattern detected in local trait sets, for all variable types; for RV values (Figure 2b) , there is 512 ample support for the hypotheses that both Face and Neurocranium represent variational modules, in both local shape variables and interlandmark distances. These regions have marked differences in timing and pattern formation during development, as observed from the behavior of their composing units (Zelditch & Carmichael, 1989; Hallgrímsson et al., 2009; Lieberman, 2011; Esteve-Altava & Rasskin-Gutman, 2014) ; therefore, the more general pattern of distinction between Face and Neurocranium is detected regardless of 518 the metric chosen to represent modularity.
Theoretical Matrices and Error Rates
520
The distribution of MHI and RV values obtained from the theoretical matrices (Figure 3 ) is a starting point for understanding the differences in power for tests using these two metrics
522
( Figures 5-7) . For MHI values, the distribution obtained from random (C r ) matrices is consistently the same, regardless of what representation we used to sample correlations,
524
or whether size was retained or removed. On the other hand, the distribution of RV values for random matrices change depending on the representation sampled or whether 526 size variation has been removed or retained. Moreover, this change in behavior for the distribution of RV values for C r matrices implies different levels of overlap between these 528 null distributions and the distribution of values obtained for structured (C s ) matrices.
For Procrustes residuals, a substantial overlap occurs regardless of whether size variation 530 was removed or retained; unsurprisingly, our estimates of power for RV in this type of representation are very low ( Figure 7) ; nonetheless, power estimated for tests based on
532
MHI is lower than in other types of representation, since the difference between withinset and between-set correlations in Procrustes residuals ( Figure S2 ) is the lowest of all 534 representations. A substantial overlap in RV distributions for C r and C s matrices also occurs with interlandmark distances when size variation is removed, and it implies in low 536 power for tests using RV values in this type of representation (right column of Figure 6 ). However, in this case there is a substantial difference between within-set and between-set 538 correlations ( Figure S2 ), and tests using MHI to represent modularity are still able to detect such difference (albeit with reduced power) when compared to tests over C s matrices 540 derived from interlandmark distances with size retained (Figure 6 ). In those cases where both distributions for C r and C s matrices do not overlap substantially -for example, 542 when local shape variables are considered ( Figure 5 ) -power for tests performed using MHI values is always higher than for tests using RV except when sample sizes are very 544 high; in this case power for both metrics are similar. The same behavior can also be observed in interlandmark distances when size is retained (left column of Figure 6 ).
These results indicate that RV coefficents are more sensitive to the absolute value of both within-set and between-set correlation distributions than MHI values. For interlandmark distances (Figure 6 ), removing size variation reduced the average value of both correlation distributions by a similar amount ( Figure S2) ; the difference between average correlations 550 in these two sets actually increases, going from 0.042 to 0.061 when size is removed. However, since the actual average correlations for these two distributions approach zero, 552 tests based on RV lose power more rapidly than tests based on MHI. This sensitivity might be associated to the use of squared covariances, as shown by Equation 4, while Modularity
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Hypothesis Indexes use correlations directly (Equation 3). Furthermore, as observed by Fruciano et al. (2013) , sample sizes sensibly influence the estimation of RV coefficients,
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and we demostrate here that such sensitivity also extends to estimates of power for tests using this metric.
558
On the other hand, our estimates of power for tests using MHI indicate that it is more robust to differences in absolute correlation values or sample sizes, thus allowing com-
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parisons across more heterogeneous settings, such as our comparison between different representations of form, with substantial variation in sample sizes. for two groups, divided by a scale parameter -ICV; Equation 3), we believe that this statistic is a proper way to represent variational modularity; the robustness of the tests 570 using this statistic reinforce this belief.
Our approach for constructing theoretical matrices attempts to simulate the most simple 572 situation, that is, the situation where there are only two subsets of traits, akin to the distinction between Face and Neurocranium in our empirical dataset (Figure 2 ). In this 574 setting, both statistics are capable of detecting this distinction, except when both are used on covariance/correlation patterns derived from Procrustes residuals. However, even 576 though we built theoretical matrices using correlations sampled from these estimators, actually simulating the interference in covariance structure that such estimators produce 578 in our theoretical matrices is quite difficult. Furthermore, constructing such matrices with more complicated patterns (with three modules, for instance) while maintaining their 580 connection to the correlation distributions of each morphometric type is also difficult, due to the restriction on positive-definiteness we enforce on them. Thus, the lack of differences 582 in type I error rates for all cases may be a limitation of our scheme for building theoretical matrices.
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The issues we found with the use of Procrustes estimators for covariance matrices and the use of RV coefficients to estimate and detect variational modularity may explain 586 results found by other authors; for instance, Martínez-Abadías et al. (2011) has found no evidence that genetic and phenotypic covariance structure for human skulls conforms to 588 a modular structure, since all tests performed by these authors failed to reject the null hypothesis of random association. These authors use Procrustes estimators to represent 590 covariance structure, and test their hypothesis of partitioning (Face, Vault and Base) using RV as the statistic representing variational modularity. Since this combination implies 592 in very low power (Figure 7) , not rejecting the null hypothesis in their case might be a consequence of the choice of estimates of both covariance structure and variational 594 modularity; thus, these authors' assertion of pervasive genetic integration in the human skull may be misleading, considering that skull covariance patterns in humans are one of 596 the most modular examples of such patterns when compared to other mammals or catarrhine primates ).
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The approach we explore in the present work is but one of the different ways one can investigate the association between genetic, functional and developmental interactions and correlation structure (Mitteroecker & Bookstein, 2007) . For example, Perez et al. (2009) relies on abstracting correlation matrices into networks, then using community-detection 602 algorithms to search for modular patterns without a priori hypotheses, associating their results with knockout experiments that support the communities they found among traits; 604 however, it is not clear how much relevant information is retained in these network representations. Furthermore, the authors use Procrustes estimators, which may bias the 606 detection of modularity patterns in this setting in the same manner as we demonstrated here.
608 Monteiro et al. (2005) assumes that the underlying morphogenetic components of the rodent mandible behave as modules, further investigating the patters of correlation be-610 tween these units in both within-species variation and between-species variation among Echimids; Monteiro & Nogueira (2010) , relying on the correspondence of these units 612 through mammalian diversification did the same to phylostomid bats. Although using a landmark-based approach to represent morphological variation, the authors do not 614 use Procrustes estimators to represent covariance structure among these units, and the pattern of reorganization of correlation structure among these units associated with niche diversification in phylostomids seems robust, considering that this radiation may have been associated with a very heterogeneous adaptive landscape, and such heterogeneity may lead to a reorganization of correlation patterns (Jones, 2007; Jones et al., 2012; Melo & Marroig, 2015) .
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Another valid approach is to model certain aspects of development as null hypotheses; Esteve-Altava & Rasskin-Gutman (2014), investigating the pattern of connections among 622 human cranial bones, conceived the null hypothesis that unconstrained bone growth is sufficient to explain the observed patterns. Such approach could be extended to investigate 624 morphological covariance structure; if we consider the geometric properties of the features we measure (Mitteroecker & Bookstein, 2007) , one could formulate the null hypothesis 626 that topological proximity is a sufficient explanation for the observed covariance structure, against the alternative hypothesis that local developmental processes coupled with 628 functional interactions produce stronger relationships among close elements that surpass these purely topological interactions. Alternatively, one could actively look for variational 630 boundaries between regions, as boundary formation is a phenomenom that has been well studied under a dynamical perspective on development (e.g. Turing, 1952; Meinhardt, 632 1983; Tiedemann et al., 2012) .
The approach of partitioning covariance matrices into blocks that correspond to inferred 634 modular associations has the advantage that it is simple from an operational standpoint; however, modularity patterns are almost certainly not expressed in phenotypic data 636 as the binary hypotheses we used here (Hallgrímsson et al., 2009) . Thus, hypotheses and inferences made from them have to be contextualized in the light of developmental 638 dynamics, since the measurements we make and the parameters we estimate have to be properly connected to the models we are considering; otherwise, inferences made from 640 such models may be devoid of meaning (Wagner, 2010; Houle et al., 2011) .
Conclusion
642
Here we show that Procrustes estimators for covariance matrices fail to capture the modularity patterns embedded in phenotypic data, regardless of which metric is chosen to 644 represent such patterns, although the combination of this type of variable with RV coefficients for investigating modularity has even more problems than either has alone.
646
Both interlandmark distances and local shape variables seem valid options to represent morphological variation, if their limitations are taken into consideration. We wish to stress 648 this point: any representation of morphological variation has limitations since they are themselves models -at the very least of what it is important to represent -not fully 650 capturing the phenomena we may be interested in.
