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Ce mémoire s’intéresse aux modèles de Markov à variables latentes, une famille de mo-
dèles dans laquelle une chaîne de Markov latente régit le comportement d’un processus
stochastique observable à travers duquel transparaît une version bruitée de la chaîne cachée.
Pouvant être vus comme une généralisation naturelle des modèles de mélange, ces proces-
sus stochastiques bivariés ont entre autres démontré leur faculté à capter les dynamiques
variables de maintes séries chronologiques et, plus spécifiquement en finance, à reproduire la
plupart des faits stylisés des rendements financiers. Nous nous intéressons en particulier aux
chaînes de Markov à temps discret et à espace d’états fini, avec l’objectif d’étudier l’apport
de leurs reformulations hiérarchiques et de la relaxation de l’hypothèse d’homogénéité de la
matrice de transition à la qualité de l’ajustement aux données et des prévisions, ainsi qu’à la
reproduction des faits stylisés. Nous présentons à cet effet deux structures hiérarchiques, la
première permettant une nouvelle interprétation des relations entre les états de la chaîne, et
la seconde permettant de surcroît une plus grande parcimonie dans la paramétrisation de la
matrice de transition. Nous nous intéressons de plus à trois extensions non-homogènes, dont
deux dépendent de variables observables et une dépend d’une autre variable latente.
Nous analysons pour ces modèles la qualité de l’ajustement aux données et des prévi-
sions sur la série des log-rendements du S&P 500 et du taux de change Canada-États-Unis
(CADUSD). Nous illustrons de plus la capacité des modèles à reproduire les faits stylisés,
et présentons une interprétation des paramètres estimés pour les modèles hiérarchiques et
non-homogènes. Les résultats obtenus semblent en général confirmer l’apport potentiel de
structures hiérarchiques et des modèles non-homogènes. Ces résultats semblent en particu-
lier suggérer que l’incorporation de dynamiques non-homogènes aux modèles hiérarchiques
permette de reproduire plus fidèlement les faits stylisés—même la lente décroissance de l’au-
tocorrélation des rendements centrés en valeur absolue et au carré—et d’améliorer la qualité
des prévisions obtenues, tout en conservant la possibilité d’interpréter les paramètres estimés.
Mots clés : Modèle de Markov à variables latentes, faits stylisés des rendements finan-
ciers, structure hiérarchique, homogénéité, variables explicatives, modèle avec dynamiques




This master’s thesis is centered on the Hidden Markov Models, a family of models in which
an unobserved Markov chain dictactes the behaviour of an observable stochastic process
through which a noisy version of the latent chain is observed. These bivariate stochastic
processes that can be seen as a natural generalization of mixture models have shown their
ability to capture the varying dynamics of many time series and, more specifically in finance,
to reproduce the stylized facts of financial returns. In particular, we are interested in discrete-
time Markov chains with finite state spaces, with the objective of studying the contribution
of their hierarchical formulations and the relaxation of the homogeneity hypothesis for the
transition matrix to the quality of the fit and predictions, as well as the capacity to reproduce
the stylized facts. We therefore present two hierarchical structures, the first allowing for new
interpretations of the relationships between states of the chain, and the second allowing
for a more parsimonious parameterization of the transition matrix. We also present three
non-homogeneous models, two of which have transition probabilities dependent on observed
explanatory variables, and the third in which the probabilities depend on another latent
variable.
We first analyze the goodness of fit and the predictive power of our models on the
series of log returns of the S&P 500 and the exchange rate between canadian and american
currencies (CADUSD). We also illustrate their capacity to reproduce the stylized facts, and
present interpretations of the estimated parameters for the hierarchical and non-homogeneous
models. In general, our results seem to confirm the contribution of hierarchical and non-
homogeneous models to these measures of performance. In particular, these results seem
to suggest that the incorporation of non-homogeneous dynamics to a hierarchical structure
may allow for a more faithful reproduction of the stylized facts—even the slow decay of
the autocorrelation functions of squared and absolute returns—and better predictive power,
while still allowing for the interpretation of the estimated parameters.
Keywords: Hidden Markov Model, stylized facts of financial returns, hierarchical struc-
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Liste des sigles et des abréviations
Abréviations
HMM Modèle de Markov à variables latentes, de l’anglais Hidden Mar-
kov Model,
HHMM HMM avec architecture hiérarchique, de l’anglais Hierarchical
Hidden Markov Model,
GAS Modèle avec dynamiques autorégressives des scores généralisées,
de l’anglais Generalized Autoregressive Score model,
DDMS Modèle de Markov à variables latentes avec dépendance à la du-
rée, de l’anglais Duration-Dependent Markov Switching model.
Notation
R Ensemble des nombres réels,
R+ Ensemble des nombres réels non-négatifs, {x ∈ R|x ≥ 0},
R?+ Ensemble des nombres réels positifs, {x ∈ R|x > 0},
23
N Ensemble des nombres naturels {0,1,2, . . .},
N? Ensemble des nombres naturels positifs {1,2, . . .},
T′ Transposée de la matrice T,
x Notation usuelle pour un vecteur colonne,
⇀x Notation usuelle pour un vecteur ligne,
1K Vecteur colonne de longueur K dont toutes les entrées valent 1,
IK Matrice identité de dimension K ×K,
 Produit d’Hadamard ou produit terme par terme,
⊗ Produit de Kronecker,
N⊕
i=1
Ti Somme directe des matrices Ti,
pa(X) Les parents d’une variable X dans un graphe orienté,
Xt:n Variables du processus {Xt}t∈N? entre les temps t et n, soit
(Xt,Xt+1, . . . ,Xn),
24
xt:n Observations associées aux variables Xt:n,
Θ Espace des paramètres ⊂ RD,
θ Vecteur de paramètres (θ1, . . . ,θD) ∈ Θ,
C Espace d’états d’une chaîne de Markov,
Γ Notation usuelle pour la matrice de transition d’une chaîne de
Markov homogène,
Γt Matrice de transition d’une chaîne de Markov non-homogène, du
temps t vers le temps t+ 1,
Γ(m) Matrice de transition en m pas d’une chaîne de Markov homo-
gène,
Γ(m)t Matrice de transition en m pas d’une chaîne de Markov non-
homogène, du temps t vers le temps t+m,
Èij Entrée au croisement de la ie ligne et de la je colonne de la
matrice Γ,
Èij(t) Entrée au croisement de la ie ligne et de la je colonne de la
matrice Γt,
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È(m)ij Entrée au croisement de la ie ligne et de la je colonne de la
matrice Γ(m),
È(m)ij (t) Entrée au croisement de la ie ligne et de la je colonne de la
matrice Γ(m)t ,
⇀π Notation usuelle pour la distribution stationnaire d’une chaîne
de Markov,
i −→ j Indique que l’état j est accessible depuis l’état i,
i←→ j Indique que les états i et j communiquent entre eux,
pi(xt) Distribution conditionnelle P[Xt = xt | Ct = i ],
⇀p(xt) (p1(xt), . . . ,pK(xt)),
P(xt) diag( ⇀p(xt)),
pi(xt | x1:t−1 ) Distribution conditionnelle P[Xt = xt | X1:t−1 = x1:t−1,Ct = i ],
⇀p(xt | x1:t−1 ) (p1(xt | x1:t−1 ), . . . ,pK(xt | x1:t−1 )),
P(xt | x1:t−1 ) diag( ⇀p(xt | x1:t−1 )),
26
ui(t) Distribution marginale du processus latent {Ct}t∈N? , P[Ct = i],
⇀
u(t) (u1(t), . . . ,uK(t)),
LT (θ) Vraisemblance d’une série de T observations, conditionnellement
au vecteur de paramètres θ ,
L−(3,4)T (θ) Vraisemblance d’une série de T observations, avec les observa-
tions x3 et x4 manquantes, conditionnellement au vecteur de pa-
ramètres θ ,
`T (θ) Log-vraisemblance log(LT (θ)),
`
−(3,4)











µ Espérance inconditionnelle E[Xt],
µi Espérance conditionnelle E[Xt | Ct = i ],
µg|i Espérance conditionnelle E[g(Xt) | Ct = i ],
µg
(









σ2 Variance inconditionnelle Var[Xt],
σ2i Variance conditionnelle Var[Xt | Ct = i ],
σ2g|i Variance conditionnelle Var[g(Xt) | Ct = i ],
σ2g
(












Xt Autocorrélation Corr[g1(Xt), g2(Xt+h)],
⇀at (P[Xt,Ct = 1 | Ft−1 ], . . . ,P[Xt,Ct = K | Ft−1 ]),
at P[Xt | Ft−1 ],
⇀ωt (P[Ct = 1 | Ft ], . . . ,P[Ct = K | Ft ]),
⇀ω t+h | t (P[Ct+h = 1 | Ft ], . . . ,P[Ct+h = K | Ft ]),
⇀ω t+h | t (i) P[Ct+h = i | Ft ],
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4
C Espace d’états de la couche supérieure d’un HMM hiérarchique,
◦
C Espace d’états de la couche subalterne d’un HMM hiérarchique,
4
Γ Matrice de transition de la couche supérieure d’un HMM hiérar-
chique,
◦
Γi Matrice de transition du ie régime de la couche subalterne d’un
HMM hiérarchique,








$i` Probabilité de choisir le `e régime subalterne du ie régime supé-
rieure d’un HMM hiérarchique,
si` Probabilité de quitter le `e régime subalterne du ie régime supé-
rieure d’un HMM hiérarchique,
S Espace d’états de la chaîne instrumentale d’un HMM-
DDMS(K,τ),
Dt Durée de temps dans un état d’un modèle HMM-DDMS(K,τ),
29
Γ Matrice de transition de la chaîne instrumentale d’un HMM-
DDMS(K,τ),
Èij Entrée au croisement de la ie ligne et de la je colonne de la
matrice Γ,
⇀
u(1) Distribution marginale du processus latent de la chaîne instru-
mentale d’un HMM-DDMS(K,τ),
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Un modèle n’étant autre chose en fait qu’une série d’hypothèses, il convient, lorsque l’on
étudie un modèle, de débuter par une analyse de ces hypothèses, ainsi que des conséquences
de celles-ci.
À cet égard, le présent mémoire s’intéresse aux modèles de Markov à variables latentes,
une famille de modèles dans laquelle un phénomène est représenté par une chaîne de Markov
latente dont seule une version buitée est observée. Les modèles de cette famille ont connu une
popularité grandissante en finance depuis les travaux de Hamilton [1989]. Ceci n’est pas
surprenant puisque plusieurs caractéristiques de ces modèles en font d’excellents candidats
à la modélisation de séries financières. En bâtissant sur les travaux de Granger et Ding
[1995], l’article de Rydén, Teräsvirta et Åsbrink [1998] montrait par exemple que les
modèles de Markov à variables latentes se démarquent en ce qui a trait à la reproduction des
faits stylisés des rendements financiers. Ces faits stylisés, caractéristiques observables sur une
grande quantité de séries financières, doivent être reproduits aussi fidèlement que possible
par les modèles statistiques utilisés sur ces dernières. Dans cet article, ces derniers auteurs
illustrent que les modèles de Markov à variables latentes homogènes ayant des distributions
normales comme noyau ont la capacité de reproduire tous ces faits stylisés à l’exception du
second, soit la lente décroissance de l’autocorrélation des rendements, en valeur absolue et
au carré.
À l’instar de ces derniers, la majorité de la littérature au sujet des modèles de Markov à
variables latentes suppose que la matrice de transition de la chaîne de Markov est homogène.
Puisque l’homogénéité d’une chaîne de Markov permet de multiples simplifications, il est
évident que sans cette propriété, plusieurs quantités d’intérêt sont plus complexes—voir
impossibles—à obtenir. En plus d’alourdir la notation, la non-homogénéité signifie de plus
que la matrice de transition change potentiellement à chaque pas, ce qui peut appesantir
considérablement la routine d’optimisation.
Cette hypothèse très populaire étant cependant très forte, nous nous intéresserons dans
ce mémoire à l’apport potentiel d’une relaxation de celle-ci à la qualité de l’ajustement du
modèle aux données et à sa faculté à reproduire les faits stylisés des rendements financiers.
L’interprétabilité des paramètres étant souvent importante dans les applications en finance,
celle-ci sera aussi une préoccupation tout au long de notre étude. Les modèles non-homogènes
étant généralement plus lourdement paramétrés et la parcimonie étant une caractéristique
convoitée lors de la sélection de modèles, nous nous intéresserons par le fait même à une
reformulation hiérarchique du modèle permettant une plus grande parcimonie, mais aussi
une nouvelle interprétation des relations entre les états.
Les résultats obtenus lors de nos analyses suggèrent d’ailleurs que la combinaison d’une
reformulation hiérarchique et d’une structure non-homogène puisse permettre au modèle ré-
sultant de reproduire plus fidèlement les faits stylisés—même le second mentionné ci-haut—,
et de produire des prévisions plus justes sur la série à l’étude. À ce propos, cette série étant
très populaire dans les articles ayant trait aux modèles de Markov à variables latentes —et
dans la littérature financière en général—nous utiliserons les log-rendements de l’indice S&P
500 aux fins d’illustration des concepts et de test de nos modèles.
La suite de ce mémoire sera structurée de la manière suivante ; la revue de littéra-
ture propre à chacun des chapitres sera présentée en introduction de ceux-ci. Au chapitre
1 (p.35), nous présenterons certains concepts de base liés à l’étude de séries financières—log-
rendements et faits stylisés—, illustrerons ces concepts sur le S&P 500 et présenterons les
modèles de base n’incluant pas de dépendance temporelle—distributions normales univa-
riées et modèles de mélange. Au chapitre 2 (p.47), nous introduirons les chaînes de Markov
ainsi que les principales caractéristiques de ces dernières puis présenterons au chapitre 3 (p.53)
les modèles de Markov à variables latentes, combinant pour ainsi dire les modèles de mé-
lange aux chaînes de Markov. Nous nous intéresserons ensuite, au chapitre 4 (p.75), à deux
reformulations hiérarchiques de ces modèles, la première permettant une nouvelle interpré-
tation des relations entre les états de la chaîne de Markov, et la seconde permettant de
surcroît une plus grande parcimonie dans la construction de la matrice de transition. Au
chapitre 5 (p.87), nous présenterons deux catégories d’extensions non-homogènes des modèles
de Markov à variables latentes. D’abord, nous présenterons deux extensions pour lesquelles
les probabilités de transition dépendent de variables observables—soit le HMM-LOGIT(K)
et le HMM-GAS(K) —et ensuite, une extension où elles dépendent d’une variable latente—le
HMM-DDMS(K,τ)—permettant d’inclure le nombre de pas consécutifs dans un même état
aux probabilités de transition. Nous concluerons ce mémoire au chapitre 6 (p.105) par une
étude des performances de ces modèles sur la séries des log-rendements du S&P 500. En
particulier, nous étudierons la qualité de l’ajustement—log-vraisemblance, AIC, AICc et
BIC—, l’erreur moyenne de prévision—MAFE, MSFE, MASFE et MSSFE—, la capacité





1.1. Faits stylisés des rendements financiers
Puisque nous nous intéresserons à l’évolution du niveau d’un indice, ou du prix d’un titre,
il est d’abord convenable de définir la forme que prendra la relation entre les prix successifs
et les log-rendements associés. En notant Pt le prix au temps t, nous modéliserons la relation
entre ce prix et Pt−1 par le biais de la variable aléatoire rt ∈ R. Cette relation prend la forme





= log(Pt)− log(Pt−1). (1.1.1)
Cette définition pour rt correspond à un rendement composé continûment entre t− 1 et t.
Lorsque l’on tente de modéliser ces rendements financiers, nous sommes confrontés à plu-
sieurs dynamiques complexes, difficiles à reproduire avec des modèles économétriques stan-
dards. Puisqu’elles sont communes à la majorité des séries financières, quelques unes de ces
dynamiques sont rassemblées sous l’appelation des faits stylisés des rendements financiers.
Il y a bien longtemps que les économétriciens s’intéressent à ces caractéristiques. Lorsque
vient le temps de justifier l’architecture d’un modèle, par exemple, ces hypothèses doivent
au mieux être reproduites par celui-ci. Certaines de ces caractéristiques étaient même déjà
étudiées dans les travaux révolutionnaires de Louis Bachelier au début du 20e siècle, de
Osborne [1959] et de Fama [1965]. Ce dernier affirmait alors, à contre-courant des « traders
» de l’époque, qu’il n’y avait aucune preuve de l’existence de dépendance dans le processus
des rendements, mais que de grandes variations dans les rendements avaient tendance à être
suivies de grandes variations à leur tour.
Ce qui était presque scandaleux à l’époque ne l’est plus maintenant. En effet, ces faits sty-
lisés étant très importants, ils ont été étudiés depuis par de multiples auteurs comme Boothe
et Glassman [1987], Diebold [1988], Engel et Hamilton [1990], Rydén, Teräsvirta
et Åsbrink [1998], Maheu et McCurdy [2000b], Ang et Bekaert [2002b], Augusty-
niak [2018] et bien d’autres. La manière d’exposer ces faits stylisés diffère quelque peu en
fonction de l’époque ou de l’auteur, mais les idées restent sensiblement les mêmes. Nous
présenterons un mélange des formulations de Rydén, Teräsvirta et Åsbrink [1998] et de
Augustyniak [2018].
Afin de bien illustrer ces propriétés des rendements financiers, nous adopterons la forme
suivante pour les log-rendements :
rt = µt + εt = µt + ηtσt, (1.1.2)
avec
µt = E[rt | r1:t−1 ], (1.1.3)
σ2t = Var[rt | r1:t−1 ], (1.1.4)
ηt ∼ N(0,1) (1.1.5)
et le vecteur des log-rendements passés noté r1:t−1 def= (r1,r2, . . . ,rt−1). Le présent mé-
moire étant principalement dédié à l’analyse de séries chronologiques, la notation
X1:n
def= (X1, . . . ,Xn) correspondante à un vecteur de n variables aléatoires indicées et
ordonnées sera utilisée à maintes reprises dans les sections qui suivent.
Les faits stylisés des rendements financiers se résument en cinq points :
(1) Absence d’autocorrélation dans les rendements (i.e. Corr[rt, rt+h] ≈ 0,∀h ≥ 1). 1
(2) Présence d’autocorrélation positive dans les processus {ε2t} et {|εt|}, ce qui implique de
la dépendance entre les rendements centrés, mais surtout une hétéroscédasticité condi-






et Corr[|εt|, |εt+h|]. De plus, la décroissance de ces autocorrélations est bien plus lente
que celle associée à un processus AR(1) ou ARMA(1,q). 2
(3) Regroupement (clustering) des volatilités : Les rendements de faibles et de fortes
amplitudes ont tendance à se regrouper, ce qui est dû au point (2).
(4) Ailes épaisses et asymétrie négative : Les rendements auront un coefficient d’apla-
tissement 3 (kurtosis) supérieur à celui d’une densité normale (i.e. µ̃4 > 3), ce qui
1. La corrélation entre deux variables aléatoires quelconques X et Y est définie comme








2. Rydén, Teräsvirta et Åsbrink [1998].






implique des ailes de distribution épaisses. De plus, ils auront un coefficient d’asy-
métrie 4 (skewness) négatif (µ̃3 < 0), indiquant une prépondérance de rendements
positifs, mais des rendements négatifs plus extrêmes.
(5) Effet de levier : Un choc négatif sur les rendements aura un effet plus fort sur la
volatilité des rendements subséquents qu’un choc positif de la même amplitude. Ma-
thématiquement, cet effet s’écrit Corr[|εt+h|,max {−εt,0}] > Corr[|εt+h|,max {εt,0}].
Remarque 1.1.1. Selon Rydén, Teräsvirta et Åsbrink [1998], le fait sylisé le plus
difficile à reproduire—et le plus important pour la modélisation—est la lente décroissance
de l’autocorrélation dans les processus {ε2t} et {|εt|}, soit le fait stylisé (2). L’hypothèse
soulevée par les auteurs pour expliquer cette difficulté est que les modèles de Markov à
variables latentes standards sont, par construction, incapables de tenir compte de tendances
à long terme dans les rendements. Nous présenterons une solution possible à ce problème au
chapitre 5 (p.87), soit l’utilisation de chaînes de Markov non-homogènes.
Tel que mentionné en introduction, nous utiliserons les log-rendements sur l’indice S&P
500 afin d’illustrer le processus nous menant à introduire les modèles de Markov à variables
latentes. Illustrons donc d’abord les faits stylisés par le biais de cette série afin de bien cerner
de quoi il est question. La figure 1.1 présente la série sans transformation ainsi que ses log-
rendements. Au premier coup d’oeil sur le deuxième graphique de la figure 1.1, nous pouvons
Figure 1.1 – Séries des niveaux et des log-rendements du S&P 500






déjà observer le point (3) des faits stylisés, c’est-à-dire le regroupement des volatilités. En
effet, les périodes de forte et de faible volatilité semblent regroupées relativement distincti-
vement pour cette série. En deuxième lieu, une analyse des statistiques descriptives obtenues
pour notre échantillon est présentée dans le tableau 1.1.
Tableau 1.1 – Statistiques descriptives sur le S&P 500
Moyenne Écart-type Asymétrie (µ̃3) Aplatissement (µ̃4) Min Max n
0.026 1 −1.005 29.89 −22.9 10.957 14882
Ce tableau indique que notre série affiche une asymétrie négative et un aplatissement
presque dix fois supérieur à celui d’une loi normale, ce qui concorde avec le point (4).
Maintenant, la figure 1.2 présente les fonctions d’autocorrélation des log-rendements et
des log-rendements centrés puis mis au carré (ε2t ) ou en valeur absolue (|εt|). Il est intéressant






< Corr[|εt|, |εt+h|], ∀h > 0. Ce phénomène est appelé l’effet de
Taylor 5 6 7 et un modèle adéquat devrait, selon Granger et Ding [1995], respecter l’effet
de Taylor ∀h > 0. Cette figure illustre clairement les points (1) et (2).
La figure 1.3, quant à elle, illustre l’effet de levier présenté au point (5).
Le premier graphique de cette figure présente la Corr[|εt+h|,max {−εt,0}], le se-
cond présente Corr[|εt+h|,max {εt,0}] et le troisième la différence entre les deux.
Il est clair que notre série confirme la présence de cet effet de levier, puisque
Corr[|εt+h|,max {−εt,0}]− Corr[|εt+h|,max {εt,0}] > 0, pour presque tout h ≥ 0.
Remarque 1.1.2. À la lumière de ces caractéristiques, il semble raisonnable de considérer,
en vertu des faits stylisés (2) et (3), que l’accent de la modélisation de séries financières soit
mis sur la volatilité conditionnelle σt. En accord avec le fait stylisé (1) et puisque nous n’ob-
servons pas, ou que très peu, d’autocorrélation dans la série des rendements, nous pourrions
de surcroît faire l’hypothèse d’unicité de la moyenne (µt = µ, ∀t). Cette hypothèse permet
entre autres de réduire le nombre de paramètres des modèles.
Il est attendu que les modèles de Markov à variables latentes, présentés au chapitre 3,
sauront reproduire la majorité de ces faits stylisés, justifiant ainsi leur utilisation dans le
milieu financier.
5. Taylor [1986].
6. Granger et Ding [1995].
7. Rydén, Teräsvirta et Åsbrink [1998].
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Figure 1.2 – Autocorrélation des log-rendements et des log-rendements centrés en valeur
absolue et au carré sur le S&P 500
1.2. Distribution normale univariée
Selon Granger et Ding [1995], il est commun lorsque l’on étudie les rendements sur
un actif financier de se concentrer sur deux mesures : une mesure de positionnement et une
mesure de dispersion. Puisqu’elle adresse directement ces deux mesures par le biais de ses
paramètres, la distribution normale est une candidate de choix pour ce genre d’étude.
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Figure 1.3 – Illustration de l’effet de levier sur les log-rendements du S&P 500
Ainsi, les modèles statistiques présentés dans ce mémoire seront successivement de plus
en plus complexes, mais auront toujours en leur coeur des distributions normales univariées.













De plus, les moments d’une variable aléatoire normale univariée sont obtenus directement,
à même les paramètres du modèle
E[X] = µ ∈ R, (1.2.2)
Var[X] = σ2 ∈ R?+. (1.2.3)
En utilisant d’abord les outils fournis par R, nous testons pour la normalité de l’échan-
tillon.
Figure 1.4 – Densité, test des quantiles et Box Plot pour les log-rendements du S&P 500 8
Le premier graphique de la figure 1.4 semble indiquer une forme presque normale pour
la densité non-paramétrique des log-rendements. Il semble par contre que la distribution ait
des ailes trop épaisses, ce qui concorde avec le fait stylisé (4). De plus, le second graphique
indique une grande dispersion dans les données comparativement à une distribution normale
univariée. Cette dispersion est aussi très apparente dans le Box Plot sur lequel nous observons
une grande quantité de valeurs aberrantes. Une lecture rapide du tableau 1.1 des statistiques
descriptives sur le S&P 500 indique aussi une bien plus grand dispersion dans nos données
par rapport à un échantillon normalement distribué. Ceci pourrait indiquer que plus d’une
distribution est en cause dans notre échantillon. C’est justement cette dispersion qui motive,
à ce stade-ci, l’introduction des modèles de mélange.
8. Sur le Box Plot, les limites inférieure et supérieure des deux bandes horizontales grises représentent
respectivement les quartiles Q1 et Q3 (avec IQR = Q3−Q1), la ligne les séparant représente la médiane et les
deux traits horizontaux représentent le minimum (Q1 − 1.5IQR) et le maximum (Q3 + 1.5IQR). Les points
apparaissant en dessous du minimum et au-dessus du maximum correspondent à des valeurs aberrantes.
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1.3. Modèles de mélange
Lorsque l’on observe un processus et qu’il semble que plus d’une distribution statistique
soit en cause, il est commun de considérer l’utilisation de modèles de mélange. Ceux-ci,
comme leur nom l’indique, sont des modèles proposant à chaque observation un mélange de
distributions statistiques. Ces modèles servent, entre autres, à corriger un problème de sur-
dispersion dans les données pouvant réduire énormément la qualité de l’inférence statistique.
Définition 1.3.1 (Processus stochastique). Un processus stochastique est une famille—ou
suite—de variables aléatoires {Ct}t∈N, indicées et ordonnées, représentant l’évolution dans
le temps d’un phénomène aléatoire.
Définition 1.3.2 (Modèle de mélange). Soit K, le nombre de distributions considérées dans
le mélange et t, le temps. Un modèle de mélange considère 2 processus stochastiques. Le
premier processus est noté {Ct}t∈N?, est considéré iid et n’est pas observé (latent). La te
variable de ce processus génère une valeur i ∈ {1, 2, . . . , K}. C’est cette valeur que prend Ct
qui régit la distribution du second processus au temps t. Ce second processus, noté {Xt}t∈N?
est celui qui génère l’observation xt. Ce type de modèle stipule que la valeur prise par Xt est
indépendante de ses valeurs passées et ne dépend que de la valeur prise par Ct. Les propriétés
habituelles de ce modèle, ∀ k ∈ {1, . . . ,K} et ∀ t ∈ N, sont résumées à la spécification d’un
modèle de mélange (p.42).
Spécification 1 : Modèle de mélange
Distribution de mélange Ct ∼ P[Ct = k] = πk
Probabilité d’émission Xt | Ct = k ∼ pk(xt)
Nouvelle notation associée
pi(xt) def=P[Xt = xt | Ct = i ] (1.3.1)
Représentation graphique du modèle complet
C1 C2 C3 . . . Ct . . .
Processus latent
indépendant
↓ ↓ ↓ ↓
X1 X2 X3 . . . Xt . . . Processus observé
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La différence majeure entre ce type de modèle et les modèles de Markov à variables
latentes qui seront introduits à la section 3 est que l’on considère dans le cas présent que le
processus {Ct}t∈N? est lui aussi iid.
Les distributions marginales univariées du processus {Xt}t∈N? sont obtenues en condi-
tionnant sur les valeurs du processus {Ct}t∈N? et par le biais de la formule des probabilités
totales. Dans un modèle de mélange à K composantes, les distributions marginales des va-
riables aléatoires Xt sont donc obtenues ainsi
P[Xt = xt] =
K∑
i=1





où pi(xt) pourrait être une fonction de densité ou de masse.
En représentant les distributions marginales des variables aléatoires Ct sous la forme de
vecteurs lignes de dimension K,
⇀π = (P[Ct = 1], . . . ,P[Ct = K]), ∀ t ∈ N?, (1.3.3)
= (π1, . . . , πK), (1.3.4)
cette équation peut s’écrire sous la forme matricielle











= ⇀π P(xt)1K , (1.3.6)
avec P(xt) = diag( ⇀p(xt)) = diag(p1(xt), . . . , pK(xt)) et où 1K = (1 · · · 1)′ est un vecteur
colonne de dimension K dont toutes les entrées valent 1.
Les distributions marginales bivariées sont obtenues similairement,
P[Xt = xt, Xt+k = xt+k] =
K∑
i,j=1




P[Xt = xt | Ct = i ]P[Ct = i]P[Xt+k = xt+k | Ct+k = j ]P[Ct+k = j],
= (⇀π P(xt)1K)× (⇀π P(xt+k)1K). (1.3.8)
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Les moments de Xt s’obtiennent aussi simplement. En suivant la même logique, nous








πiE[g(Xt) | Ct = i ], (1.3.9)
lorsque l’espérance est définie pour la transformation g(Xt) et où E[g(Xt) | Ct = i ] dépend
de la distribution associée à la ie composante du modèle.
En notant µg|i
def=E[g(Xt) | Ct = i ], µg
def=
(
µg|1 , . . . , µg|K
)′





vons réécrire cette somme sous la forme matricielle
E[g(Xt)] = ⇀πMg1K . (1.3.10)
1.3.1. Estimation des paramètres
Puisque l’une des probabilités du mélange peut être obtenue par soustraction(
K∑
i=1





, les paramètres d’un modèle à K composantes se résument
à (K − 1) probabilités pour le mélange et K vecteurs de paramètres pour les distributions
du mélange. Pour un mélange de lois normales N(µi,σ2i ), ceci revient donc à 3K − 1
paramètres, contenus dans un vecteur noté θ. Les paramètres optimaux pour un échantillon
donné sont obtenus en maximisant la distribution conjointe de toutes les observations, aussi
appelée vraisemblance du modèle. Les paramètres ainsi obtenus sont appelés estimateurs du
maximum de vraisemblance (EMV) et nous noterons θ̂ le vecteur contenant ces paramètres
estimés.
Plusieurs notations équivalentes existent pour identifier la vraisemblance (ou distribution
marginale de grand ordre) d’un échantillon, quelques unes de ces notations sont répertoriées
dans le tableau 1.2.
P[X1 = x1, X2 = x2, . . . , XT = xT ]
f(x1:T | θ ), P[X1:T = x1:T ], Pθ(x1:T ),
LT (θ), L(θ | x1:T ), LT .
Tableau 1.2 – Diverses notations pour la vraisemblance d’un échantillon x1:T
Par soucis de précision et de concision, nous retiendrons une version légèrement alourdie
de la notation utilisée dans Zucchini et Macdonald [2009](p. 37), soit LT (θ).
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Remarque 1.3.1. Lorsqu’il est question de probabilités—ou de fonctions de celles-ci—il
serait plus juste d’inscrire explicitement le vecteur de paramètres sur lequel la probabilité
est conditionnelle. Il aurait donc, par exemple, été plus juste d’écrire à la première notation
du tableau 1.2
P[X1 = x1, X2 = x2, . . . , XT = xT | θ ]. (1.3.11)
Cependant, cette écriture est plus lourde et c’est surtout lorsqu’il est question d’estimation
de vecteurs de paramètres qu’il devient important de noter à quels paramètres la fonction de
probabilité fait référence. C’est pourquoi ceux-ci seront seulement spécifiés dans le symbole
retenu pour la vraisemblance, LT (θ).
Pour un échantillon de T observations, avec un total de p paramètres pour les distributions
et K distributions, cette vraisemblance s’écrit donc





























où θ = (θ1, . . . , θp, π1, . . . , πK−1)′ ∈ Θ ⊆ R(p+K) et Θ représente l’espace des paramètres.
Ainsi, en termes mathématiques, les EMVs satisfont la relation suivante :
θ̂ = arg max
θ
f(x1:T | θ ), (1.3.14)
ou de manière équivalente
θ̂ = arg max
θ
LT (θ). (1.3.15)
La recherche du maximum d’un produit n’est cependant pas chose aisée. Mis à part
certains algorithmes comme le MO-CMA-ES 9 présenté par Langouët [2011] et ayant re-
cours à des interpolations, la maximisation numérique d’une fonction passe presque toujours
par le calcul de son gradient. L’objectif est donc en partie de trouver une forme pour la
vraisemblance dont la dérivation est relativement simple à obtenir.
Puisque le logarithme d’un produit se simplifie à la somme du logarithme des termes
séparés, il est bien plus pratique de chercher le maximum du logarithme de la vraisemblance.
Dans ce cas, le gradient peut être calculé terme par terme. De plus, cette transformation
9. Multi-Objective - Covariance Matrix Adaptation - Evolution Strategy
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est justifée mathématiquement puisque la fonction logarithmique est une fonction monotone
croissante, conservant donc la position du maximum. La log-vraisemblance du même modèle
s’écrit




















Cette fonction ne peut malheureusement pas non plus être optimisée analytiquement, il
est donc nécessaire d’avoir recours à des routines d’optimisation numérique. Celles-ci sont
incluses dans les langages de programmation comme R, qui offre par exemple les fonctions
nlm et optim permettant de trouver le minimum d’une fonction donnée. On cherchera donc
plutôt le minimum de −`T (θ) afin de trouver les paramètres optimaux du modèle.
Les modèles de mélange sont forts utiles afin d’étendre les ailes d’une distribution et régler
ainsi le problème de surdispersion. Cependant, rappelons qu’à la section 1.1 nous affirmions
que les rendements financiers affichent habituellement une forme de dépendance temporelle.
Évidemment, cette hypothèse de dépendance est antithétique à l’hypothèse d’indépendance
du processus {Ct}t∈N? des modèles de mélange.
Une approche classique consiste à intégrer cette dépendance à même le processus des ren-
dements. Ce type d’approche rassemble entre autres les modèles de type autorégressif (AR)
et à moyenne mobile (MA)—ayant tous deux pour but de générer une dépendance linéaire
dans le processus des rendements—et autorégressif-conditionnellement-hétéroscédastique
(ARCH )—générant plutôt une dépendance dans le processus de la valeur absolue ou du
carré des rendements. Puisqu’en vertu du fait stylisé (1) (p.36), nous n’observons pas de dé-
pendance linéaire dans le processus de rendement, ce n’est pas une dynamique qui nécessite
d’être incluse dans le modèle financier. Ainsi, les modèles de type ARCH seront habituelle-
ment préférés aux modèles de types AR et MA pour l’étude de séries financières.
Une autre approche consiste à modéliser cette dépendance par le biais d’un processus
latent régissant le processus des rendements. Cette approche peut être vue comme une gé-
néralisation naturelle des modèles de mélange, ce qui la rend spécialement attrayante.
Tel que démontré notamment dans Augustyniak [2014], ces deux approches peuvent
aisément être combinées. Nous choisissons cependant de concentrer nos efforts sur la seconde
approche dans les prochains chapitres.
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Chapitre2
Chaîne de Markov à temps discret
Dans ce chapitre, ainsi que dans les chapitres subséquents, il sera question de matrices
carrées non-négatives Γ = (Èij)i,j∈{1,...,K}, dont toutes les entrées satisfont Èij ≥ 0. Nous
utiliserons alors la notation Γ ≥ 0 pour signifier cette propriété et Γ > 0 lorsque Èij > 0,
∀i, j. Nous écrirons donc que Γ ≥ B ≡ Γ−B ≥ 0, avec des matrices Γ et B de dimensions
cohérentes. Cette notation s’étend naturellement aux vecteurs.
L’objet de cet ouvrage est principalement les modèles de Markov à variables latentes. À
cet effet, il convient au préalable de nous intéresser aux chaînes de Markov et en particulier à
celles à temps discret et à espace d’états fini. Ces chaînes étant au coeur même des modèles
en question, nous débuterons par une présentation de quelques définitions et propriétés de
celles-ci, nous permettant ensuite d’intégrer ces caractéristiques à la description des modèles
de Markov à variables latentes présentés au chapitre 3 (p.53).
2.1. Définitions
Définition 2.1.1 (Chaîne de Markov). Une chaîne de Markov à temps discret et à espace
d’états dénombrable est un processus stochastique, prenant des valeurs dans un espace d’états
dénombrable C et possédant la propriété markovienne. Cette propriété stipule que toute l’in-
formation sur la valeur suivante de la chaîne se trouve dans sa valeur présente et ne dépend
pas des valeurs antérieures à cette dernière. Cette propriété de « perte de mémoire » se
résume à la simplification suivante :
P[Ct+1 = ct+1 | C1:t ] = P[Ct+1 = ct+1 | Ct ], ∀ t ∈ N, (2.1.1)
et graphiquement, la chaîne peut être vue ainsi
C1 → C2 → · · · → Ct−1 → Ct → Ct+1 → · · ·
En particulier, nous nous concentrerons sur les chaînes de Markov à temps discret et
à espace d’états fini C ∈ RK. Ceci permettra, sans perte de généralité, d’indicer les va-
leurs possibles de la variable aléatoire et de définir l’espace d’états C = {1, 2, . . . , K}. Ainsi,
∀ i, j ∈ {1, . . . , K} et ∀ t ∈ N?, nous noterons la probabilité de transition au temps t, de
l’état i vers l’état j :
Èij(t) def=P[Ct+1 = j | Ct = i ]. (2.1.2)
Définition 2.1.2 (Matrice de transition). Les probabilités de transition d’une chaîne de
Markov sont rassemblées dans une matrice appelée matrice de transition. Ces probabilités
sont inscrites dans cette matrice de sorte que les lignes correspondent à l’état présent et
les colonnes à l’état suivant de la chaîne. Ainsi, la probabilité Èij, i, j ∈ C , se retrouve à




È11(t) · · · È1K(t)
... Èij(t) ...
ÈK1(t) · · · ÈKK(t)

, (2.1.3)
avec comme condition que
K∑
j=1
Èij = 1, ∀ i ∈ C , (2.1.4)
ou de manière équivalente
Γt1K = 1K . (2.1.5)
Cette condition, ainsi que le fait que Γt ≥ 0, qualifie la matrice de transition d’une chaîne
de Markov de matrice stochastique.
Définition 2.1.3 (Homogénéité). Lorsque les probabilités de transition ne dépendent pas
de l’indice t, nous dirons que celles-ci sont homogènes. Dans ce cas, on dit de la chaîne
qu’elle est homogène et la probabilité de transition d’un état Ct = i vers un état Ct+1 = j,
avec i,j ∈ C , est alors notée
Èij def=P[Ct+1 = j | Ct = i ], ∀t. (2.1.6)
De plus, lorsque la chaîne est homogène, la matrice de transition est unique et notée
Γ = (Èij)i,j∈C . (2.1.7)
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À moins que ce ne soit indiqué par l’absence de l’indice t ou précisé autrement, nous
ferons l’hypothèse de non-homogénéité et c’est donc la notation Γt qui sera privilégiée pour
les définitions suivantes. Certaines architectures des modèles de Markov à variables latentes
sont construites avec une chaîne de Markov non-homogène par définition. Quelques unes de
ces architectures seront discutées au chapitre 5.
2.2. Matrice de transition en m pas
La matrice de transition telle que définie précédemment permet d’avancer d’un pas dans
la chaîne de Markov. Lorsque l’on cherche à avancer dem ∈ N? pas en avant, nous utiliserons
la matrice de transition enm pas que nous noterons simplement Γ(m)t . Cette matrice contient,
au croisement de la ie ligne et de la je colonne, la probabilité
È(m)ij (t) = P[Ct+m = j | Ct = i ]. (2.2.1)
Remarque 2.2.1. Lorsque la chaîne est homogène, ces probabilités sont notées
È(m)ij = P[Ct+m = j | Ct = i ],∀ t ∈ N?. (2.2.2)
Quelques propriétés supplémentaires des matrices de transition en m pas et des proba-
bilités de transition sont reportées dans l’appendice externe.
2.3. Classification des états
Les propriétés des états d’une chaîne de Markov sont elles aussi reportées dans l’appen-
dice externe. La propriété la plus importante, l’ergodicité, est présentée ici parce qu’elle est
centrale à la théorie des chaînes de Markov. Nous introduisons de plus les propriétés d’irré-
ductibilité et de périodicité puisqu’elles sont cruciales à la compréhension de l’ergodicité.
Définition 2.3.1 (Communication entre les états). Un état j est dit accessible à partir d’un
état i, noté i −→ j, si et seulement si ∃ m(i,j) ∈ N? t.q. È(m(i,j))ij > 0. Si, de plus, i est
accessible à partir de j, nous dirons que les deux états communiquent et cette relation sera
notée i←→ j.
Si tous les états de la chaîne communiquent entre eux, ils sont dits faire partie de la même
classe d’équivalence. Lorsque l’espace d’états est composé d’une seule classe d’équivalence, la
chaîne est dite irréductible.
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n ≥ 1 : È(n)kk > 0
)
. (2.3.1)
Un état k est alors dit apériodique si d(k) ∈ {0, 1} et périodique lorsque d(k) > 1. Par
convention, d(k) = 0 si l’état k n’est pas accessible à partir de lui-même.
Définition 2.3.3 (Ergodicité). Une chaîne de Markov irréductible, apériodique et sur un
espace d’états fini est dite ergodique.
2.4. Distribution stationnaire
Si une chaîne de Markov est ergodique et homogène, elle admet une distribution station-





π1 π2 · · · πK
π1 π2 · · · πK
... ... . . . ...
π1 π2 · · · πK

. (2.4.1)
Bien entendu, puisque le vecteur ⇀π correspond à une ligne de la limite de la matrice
de transition en m pas, elle est soumise à toutes les contraintes auxquelles sont soumises
les lignes de la matrice Γ d’une chaîne ergodique. En plus de ces contraintes cependant,
puisqu’une chaîne ergodique est par définition irréductible, les termes de la distribution
stationnaire doivent être tous non-nuls.
De plus, cette distribution stationnaire satisfait





πjÈji, ∀ i ∈ C . (2.4.3)
C’est généralement en résolvant l’équation (2.4.2) que la distribution stationnaire de la
chaîne de Markov est obtenue.
Remarque 2.4.1 (Irréductibilité et identifiabilité). Ici nous bornons πi strictement, tel que
les cas πi = 0 et πi = 1 soient exclus. Ceci est une conséquence du théorème ergodique qui
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nécessite l’irréductibilité de la chaîne. De plus, ceci est lié au concept d’identifiabilité d’un
modèle de Markov à variables latentes qui est discuté dans l’appendice externe.
Afin d’alléger le texte, les définitions autour de la diagonalisation de la matrice de transi-
tion ainsi que le théorème de Perron-Frobenius sont aussi reportés dans l’appendice externe.
Il est toutefois important de mentionner ici que c’est grâce à ce théorème que l’on peut affir-
mer l’existence et l’unicité de la distribution stationnaire d’une chaîne de Markov ergodique.
Une autre conséquence importante de ce théorème est que la plus grande valeur propre
de la matrice Γ est λ1 = 1 et que la seconde valeur propre λ2 < 1 indique la vitesse de
convergence géométrique de la matrice Γ vers sa distribution stationnaire, donnant une idée
de la persistance combinée des états de la chaîne. Lorsque les régimes sont persistants, ces
modèles permettent habituellement de reproduire le regroupement des volatilités, soit le fait
stylisé (3) (p.36).
2.5. Distributions marginales
Comme à la section 1.3, les distributions marginales des variables aléatoires Ct seront
représentées sous la forme de vecteurs lignes de dimension K. Cependant, dans le cas des
HMMs, celles-ci pourraient changer à chaque pas et dépendent donc de l’indice t. Nous
noterons ces probabilités
⇀
u(t) = (P[Ct = 1], . . . ,P[Ct = K]), ∀ t ∈ N. (2.5.1)
= (u1(t), . . . , uK(t)) (2.5.2)
avec uk(t) = P[Ct = k].
En particulier, lorsque la chaîne de Markov débute en t = 1, la distribution initiale de
la chaîne est notée ⇀u(1). Celle-ci est cruciale à la caractérisation d’une chaîne de Markov,
en particulier pour l’obtention des distributions conjointes. Nous référons les intéressé.e.s à
l’appendice externe pour plus de détails.
Les distributions marginales suivantes sont obtenues récursivement à partir de la distri-
bution initiale de la chaîne ainsi que la matrice de transition. En effet, nous pouvons obtenir
directement la distribution marginale de la chaîne à n’importe quel point (t+ h) dans le
temps à partir de la distribution marginale à t et la matrice de transition :
⇀
u(t+ h) = ⇀u(t)Γ(h)t , ∀ t,h ∈ N?, (2.5.3)
= ⇀u(t)Γh, si la chaîne est homogène. (2.5.4)
Démonstration. Démonstration dans l’appendice externe. 
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Remarque 2.5.1. Dans le cas où la chaîne est homogène, soit l’équation (2.5.4), la notation
Γh correspond à un produit matriciel. En contrepartie, la notation Γ(h)t de l’équation (2.5.3)
ne fait que préciser que le nombre de pas à prendre à partir de t correspond à h, masquant
ainsi les transitions intermédiraires par soucis de concision. Le cas où la chaîne est homogène





Maintenant que nous avons ces concepts en main, il est temps de combiner les modèles de
mélange et les chaînes de Markov pour obtenir les modèles de Markov à variables latentes.
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Chapitre3
Modèles de Markov à variables latentes
Les modèles de Markov à variables latentes ont fait leurs preuves maintes et maintes
fois depuis le début de leur étude par le mathématicien américain Leonard E. Baum [1966 ;
1967 ; 1968 ; 1970 ; 1972]. Il désirait alors pouvoir appliquer ces modèles aux marchés bour-
siers, à l’étude des taches solaires et à la météorologie. C’est d’ailleurs durant ces travaux
qu’il développe l’algorithme de Baum-Welch, une méthode itérative permettant d’obtenir les
paramètres d’un modèle de Markov à variables latentes, même lorsqu’une forme analytique
pour la vraisemblance est très difficile à obtenir. Cet algorithme est d’ailleurs le précurseur
de l’algorithme EM, une version aux applications plus générales développée par Dempster,
Laird et Rubin [1977]. En présentant une méthode permettant d’estimer les paramètres, il
lançait une invitation à tester ces modèles et à bâtir sur ses travaux afin de populariser la
nouvelle classe de modèles qu’il proposait.
Ce n’est certainement pas un hasard si ces modèles sont depuis devenus si populaires. Le
concept même de changement de régime dans une série chronologique est à la fois intuitif et
naturellement observable. Prenons en exemple la température d’une journée à la suivante.
Dans certains pays—à commencer par le Canada—, il est clair que la température d’une
journée ne dépend pas seulement de la température de la veille, mais aussi de la saison dans
laquelle elle est mesurée. Certaines saisons affichent en effet des variations de températures
beaucoup plus volatiles que d’autres. Naturellement, ces changements de saisons ne sont pas
fruits du hasard, ni d’une structure absolue, ils sont plutôt la conséquence d’un processus que
nous n’observons pas et qui régit leur alternance au gré d’un cycle, lui aussi latent. Comme
nous avons pu le constater à la section 1.1, il en va de même pour les rendements financiers
et les cycles—saisons—économiques associés.
En effet, il est clair depuis les travaux de Hamilton [1989] que les cycles économiques
ont une grande influence sur la volatilité du prix d’un titre ou du niveau d’un indice. Les
régimes d’expansion et de récession identifiés naturellement par ses modèles correspondaient
à des moments de changements dans les politiques monétaires. Ces observations furent depuis
confirmées à maintes reprises. Par exemple dans les travaux d’Andrew Ang, comme dans Ang
et Timmermann [2012], où il est question en détails des prouesses des modèles à changement
de régime pour l’analyse du rendement d’actifs et la reproduction des faits stylisés en finance.
L’intérêt de ces modèles pour l’analyse spécifique de la volatilité des marchés et des
rendements est aussi apparent. Cette idée est discutée entre autres dans les travaux de
Rossi et Gallo [2002] et de Liu, Margaritis et Wang [2012], et c’est un sujet presque
incontournable lorsqu’il est question des applications des modèles de Markov à variables
latentes en finance.
Dans un contexte multivarié, ces modèles permettent aussi que les corrélations entre
plusieurs actifs changent d’un régime à un autre, relaxation potentiellement majeure discutée
par Ang et Chen [2002]. Au moment de construire un portefeuille, la diversification peut
être un enjeux majeur nécessitant ensuite un suivi serré afin que celui-ci reste diversifié.
En effet, lorsque les corrélations entre les actifs changent, un portefeuille que l’on croyait
diversifié peut ne plus l’être. Cette caractéristique des modèles de Markov les rend donc très
attrayant lorsqu’il est question d’allocation d’actifs. Ainsi, cette classe de modèles est utilisée
entre autres pour l’allocation dynamique d’actifs telle que discutée par Ang et Bekaert
[2002a ; 2002b ; 2004], Bulla et al. [2011], Kritzman, Page et Turkington [2012] et
dans les travaux de thèse de Peter Nystrup (e.g. [2015 ; 2017]).
Dans le contexte d’analyse de signal, ces modèles sont en fait si généraux et naturels,
qu’un monde sépare parfois les domaines où ils sont utilisés. Que ce soit pour la reconnais-
sance vocale (e.g. Rabiner [1989], Juang et Rabiner [1991]), la prédiction et l’analyse
des précipitations au Brésil (e.g. Robertson, Kirshner et Smyth [2003]), l’analyse de
séquences biologiques comme le génôme (e.g. Yoon [2009]), la prévision et l’étude de catas-
trophes naturelles comme les tremblements de terre (e.g. Zucchini et Macdonald [2009])
et bien d’avantage, ces modèles sont maintenant incontournables. Avec la popularisation de
l’apprentissage automatique, ces modèles ont aussi reçu une notoriété supplémentaire. En
effet, ils apparaissent dans les travaux de Yoshua Bengio (e.g. Bengio et Frasconi [1994],
Bengio [1999]) qui propose leur utilisation dans divers contextes, comme la reconnaissance
du langage écrit.
Remarque 3.0.1. Il est important de noter que cette classe de modèles a reçu plusieurs
dénominations au fil du temps, le nom de modèle de Markov à variables latentes est bien
loin d’être le seul qui soit utilisé, même en français. Quelques exemples communs sont :
Modèle à chaîne de Markov cachée, Modèle de Markov caché, Modèle à changement de
régime Markovien, automate de Markov à états cachés, ou en anglais : Hidden Markov model,
Markov-switching model, hidden Markov process 1,Markov-dependent mixture 2, model subject
1. Ephraim et Merhav [2002].
2. Le, Leroux, Puterman et Albert [1992].
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to Markov regime, Markov mixture model. Le nom utilisé dépend naturellement du domaine
d’activité de la personne qui l’utilise.
Nous utiliserons « modèle de Markov à variables latentes » lorsque nous ferons référence
au modèle par son nom complet, mais l’acronyme HMM, de l’anglais Hidden Markov Model,
sera parfois utilisé afin d’alléger le texte.
3.1. Définition
Un modèle de Markov à variables latentes est un processus stochastique bivarié à temps
discret, noté {(Xt, Ct)}t∈N? . Les propriétés habituelles de ce modèle sont résumées à la spé-
cification standard (p.56).
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Spécification 2 : HMM standard
Distribution initiale C1 ∼ p(c1)
Probabilité de transition Ct | (X1:t−1 = x1:t−1, C1:t−1 = c1:t−1) ∼ p(ct | ct−1 )
Probabilité d’émission Xt | (X1:t−1 = x1:t−1, C1:t = c1:t) ∼ p(xt | ct )
Représentation graphique du processus latent
1


























Représentation graphique du modèle complet
C1 → C2 → C3 → . . . → Ct . . .
Chaîne de Markov
non observée
↓ ↓ ↓ ↓
X1 X2 X3 . . . Xt . . . Processus observé
Constitués de deux parties, une chaîne de Markov non-observée (ou latente) notée
{Ct}t∈N? et un processus observé noté {Xt}t∈N? , ce modèle est tel que lorsque la valeur
de Ct est connue, la distribution de Xt ne dépend que de cette valeur. Ceci signifie que,
conditionnellement aux valeurs prisent par {Ct}t∈N? , le processus {Xt}t∈N? est une suite de
variables aléatoires indépendantes, et donc que
P[x1:n | c1:T ] =
n∏
t=1
P[xt | ct ], n = 1, . . . , T. (3.1.1)
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La structure de ces modèles est illustrée à la portion diagramme de la spécification
standard (p.56) par un graphique orienté dans lequel la zone délimitée par une ligne discontinue
indique que nous n’observons pas son contenu.
Remarque 3.1.1 (Propriété markovienne). Bien que le processus {Xt}t∈N? ne soit pas
une chaîne de Markov, le processus bivarié {(Xt, Ct)}t∈N? possède malgré tout la propriété
markovienne de perte de mémoire. En effet, nous avons que
P[xt, ct | x1:t−1, c1:t−1 ]
Bayes=P[ct | x1:t−1, c1:t−1 ] · P[xt | x1:t−1, c1:t ],
=P[ct | xt−1, ct−1 ] · P[xt | xt−1, ct−1, ct ],
Bayes=P[xt, ct | xt−1, ct−1 ], (3.1.2)
et donc que ce processus bivarié est une chaîne de Markov selon la définition 2.1.1 (p.47).
La définition d’un modèle de Markov à variables latentes standard n’est en fait pas très
différente de celle d’un modèle de mélange indépendant (définition 1.3.2 (p.42)). Par exemple,
si toutes les lignes de la matrice de transition de la chaîne étaient identiques, ceci serait
essentiellement équivalent à un modèle de mélange. La grande différence est que dans un
HMM, le processus {Ct}t∈N? n’est pas considéré iid par hypothèse. Cette petite différence
aura cependant des répercussions très importantes sur les distributions conditionnelles et
marginales de ces deux processus.
Dans les sections subséquentes, il sera parfois possible de démontrer certains résultats
sous une définition plus générale des modèles de Markov à variables latentes dans laquelle la
chaîne de Markov admet une dépendance entre Ct et X1:t−1. Cette définition est présentée à
la spécification généralisée (p.58).
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Spécification 3 : HMM généralisé
Distribution initiale C1 ∼ p(c1)
Probabilité de transition Ct | (X1:t−1 = x1:t−1, C1:t−1 = c1:t−1) ∼ p(ct | ct−1, x1:t−1 )
Probabilité d’émission Xt | (X1:t−1 = x1:t−1, C1:t = c1:t) ∼ p(xt | x1:t−1, ct )
Nouvelle notation associée
⇀p(xt | x1:t−1 ) def= (p1(xt | x1:t−1 ), . . . , pK(xt | x1:t−1 )), (3.1.3)
pi(xt | x1:t−1 ) def=P[Xt = xt | X1:t−1 = x1:t−1, Ct = i ], (3.1.4)








Représentation graphique du processus latent
1


























Représentation graphique du modèle complet
C1 → C2 → C3 → . . . → Ct . . .
Chaîne de Markov
non observée









→ . . . → Xt,
σ(x1:t)
. . . Processus observé
avec σ(x1:t) la σ-algèbre engendrée par x1:t.
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3.2. Distributions marginales
3.2.1. Distributions marginales univariées
Les distributions marginales univariées du processus {Xt}t∈N? sont obtenues en condi-
tionnant sur les valeurs du processus {Ct}t∈N? . En reprenant la notation utilisée à la section
2.5, ces distributions sont données par
P[Xt = xt] =
K∑
i=1





= ⇀u(t)P(xt)1K , ∀ t ∈ N?, (3.2.3)
avec ⇀u(t) = (u1(t), . . . , uK(t)) et P(xt) = diag(p1(xt), . . . , pK(xt)). Ces distributions sont
ainsi obtenues de la même manière qu’elles l’étaient pour les modèles de mélange à la section
1.3, à la différence qu’ici les probabilités de mélange sont spécifiquement les distributions
marginales du processus {Ct}t∈N? . Il est donc attendu que les moments de Xt soient obtenus
sensiblement par la même méthode que pour un modèle de mélange, à la différence qu’ici les
probabilités de mélange sont dépendantes du temps t.
3.2.2. Distributions marginales de plus grand ordre
Afin de bien expliquer le calcul des distributions marginales de plus grand ordre, nous
utiliserons l’approche proposée par Zucchini et Macdonald [2009] qui consiste à d’abord
définir les parents de chaque variable impliquée. Ces parents correspondent en fait aux va-
riables apparaissant plus tôt dans le processus stochastique et desquelles dépend la variable
à l’étude. Ceci est équivalent à dire que les parents d’une variable sont les variables qui ap-
paraissent dans le calcul de sa distribution marginale. Ainsi, une fois ces parents définis, la




P[Vi | pa(Vi) ], (3.2.4)
où pa(Vi) correspond à l’ensemble des parents de la variable aléatoire Vi.
Considérons par exemple les quatres variables aléatoires {Xt, Xt+h, Ct, Ct+h}. En suivant
simplement les flèches sur le graphe orienté de la spécification standard (p.56), nous avons que
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dans cet ensemble
pa(Xt) = {Ct}, (3.2.5)
pa(Xt+h) = {Ct+h}, (3.2.6)
pa(Ct+h) = {Ct} (3.2.7)
et
pa(Ct) = ∅. (3.2.8)
La distribution jointe de ces quatres variables aléatoires est alors
P[Xt, Xt+h, Ct, Ct+h] = P[Ct]× P[Xt | Ct ]× P[Ct+h | Ct ]× P[Xt+h | Ct+h ]. (3.2.9)
Les distributions marginales bivariées du processus {Xt}t∈N? sont ensuite obtenues en
sommant sur les valeurs possibles prisent par les parents de ces variables aéatoires.
Proposition 3.2.1. Les distributions marginales bivariées—ou d’ordre deux—du processus
observé d’un modèle de Markov à variables latentes non-homogène sont obtenues, en repre-
nant la notation utilisée à la section 2.5, en conditionnant sur les parents de chaque variable.
P[Xt = xt, Xt+h = xt+h] =
K∑
i,j=1




P[Ct = i]P[Xt = xt | Ct = i ]





= ⇀u(t)P(xt)Γ(h)t P(xt+h)1K , ∀ t,h ∈ N?. (3.2.10)
Ce résultat est ensuite aisément étendu à des distributions marginales de plus grands
ordres. Sans perte de généralité, prenons en exemple les distributions marginales trivariées.
Celles-ci sont obtenues, ∀ t, h, p ∈ N?, en suivant la même approche que précédemment, soit
P[Xt = xt, Xt+h = xt+h, Xt+h+p = xt+h+p] = ⇀u(t)P(xt)Γ(h)t P(xt+h)Γ
(p)
t+hP(xt+h+p)1K ,
et ainsi de suite pour les ordres plus élevés.
Remarque 3.2.1. Nous reconnaissons dès lors la forme que prendra la vraisemblance d’un
échantillon de T observations, soit LT (θ) = P[X1:T = x1:T ]. Celle-ci sera discutée aux sections
3.5 et 3.6.
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3.3. Moments de {Xt}t∈N?
Afin d’obtenir le cas général, nous considérerons les moments d’une transformation g(x)
des variables aléatoires Xt. Ces transformations sont soumises à la condition que l’espérance
conditionnelle aux états de la chaîne soit définie pour celles-ci. Cette généralisation, inspirée
de Rydén, Teräsvirta et Åsbrink [1998](p. 222), nous permettra d’obtenir plus rapide-
ment les moments du processus {Xt}t∈N? et de tester la faculté de nos modèles à mouler les
faits stylisés présentés à la section 1.1 (p.35).
Soit la notation suivante pour les moments conditionnels d’une transformation g(x) de
la variable aléatoire Xt, ∀ i ∈ C et ∀ t ∈ N? :
µg|i = E[g(Xt) | Ct = i ], (3.3.1)
σ2g|i = Var[g(Xt) | Ct = i ]. (3.3.2)








ui(t)E[g(Xt) | Ct = i ], (3.3.4)
= ⇀u(t)Mg1K , ∀t ∈ N?, (3.3.5)







µg|1 , . . . , µg|K
)′
.
Remarque 3.3.1. Si la chaîne admet une distribution stationnaire ⇀π et que celle-ci est
choisie comme distribution initiale, ce résultat est identique à celui obtenu pour un simple
modèle de mélange (Section 1.3). En effet, par définition, nous avons que ⇀πΓ = ⇀π, et donc
que si ⇀u(1) def= ⇀π, alors ⇀u(t) = ⇀u(1) = ⇀π, ∀t.
Pour ce qui est des moments conjoints cependant, le fait que {Ct}t∈N? soit une chaîne de












E[g(Xt, Xt+h) | Ct = i, Ct+h = j ] ui(t) È(h)ij (t). (3.3.6)
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À l’avenir, nous restreindrons notre analyse aux fonctions g(x) pouvant être facto-
risées sous la forme g(Xt, Xt+h) = g1(Xt)g2(Xt+h). Cette restriction a pour effet que,
puisque {Xt}t∈N? est conditionnellement iid et que Ct /∈ pa(Xt+h) (i.e. P[Xt+h | Ct, Ct+h ] =
P[Xt+h | Ct+h ]), l’espérance précédente peut être réécrite sous la forme












µg1|i µg2|j ui(t) È(h)ij (t), (3.3.10)
= ⇀u(t)Mg1 Γ
(h)















def=E[gf (Xt) | Ct = i ], ∀t ∈ N?.
Remarque 3.3.2. Cette forme générale pour les moments deXt sera utile lorsque viendra le
temps de calculer les moments marginaux et conjoints de la valeur absolue de notre variable.
Nous pourrons ainsi tester la capacité de notre modèle à reproduire les faits stylisés (voir
section 1.1). À cet effet, c’est plus spécifiquement la fonction d’autocovariance sous cette
transformation qui nous intéressera. Celle-ci sera présentée à la section suivante.
Alors que la formule (3.3.6) est valide ∀h ∈ N, la formule obtenue en (3.3.11) n’est pas
toujours valide en h = 0. En général,
E[g1(Xt)g2(Xt) | Ct = i ] 6= E[g1(Xt) | Ct = i ] · E[g2(Xt) | Ct = i ], (3.3.12)
puisque habituellement g1(Xt) n’est pas indépendant de g2(Xt). En particulier, ceci sera pro-
blématique lorsque l’on cherche E[g(Xt)g(Xt) | Ct = i ] pour calculer Var[g(Xt)]. Cependant,
puisque nous savons que
Var[g(Xt) | Ct = i ] = E
[
g(Xt)2
∣∣∣ Ct = i]− (E[g(Xt) | Ct = i ])2, (3.3.13)
⇔ σ2g|i = µg2|i − µ2g|i , (3.3.14)
⇔ µg2|i = σ2g|i + µ2g|i , (3.3.15)
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= ⇀u(t)Mg2 1K , (3.3.17)






µg2|1 , . . . , µg2|K
)′
et µg2|i = E
[
g(Xt)2
∣∣∣ Ct = i], ∀ t ∈ N?.














1K − (⇀u(t)Mg1K)2, ∀t ∈ N?. (3.3.19)
Remarque 3.3.3 (Formule de variance totale). Il est aussi possible d’obtenir la variance de
g(Xt) par la formule de variance totale. Le résultat obtenu est cependant bien moins élégant
et ainsi nous le reportons dans l’appendice externe.
3.4. Autocovariance de {Xt}t∈N? et {Ct}t∈N?
Grâce aux résultats (3.3.5) et (3.3.11), la fonction d’autocovariance de la variable aléatoire
Xt s’obtient directement.
Proposition 3.4.1 (Autocovariance du processus {Xt}t∈N?). Soit {(Xt, Ct)}t∈N?, un modèle
de Markov à variables latentes non-homogène tel que défini à la spécification standard (p.56).
Pour tous entiers positifs quelconques t et h, la fonction d’autocovariance de g1(Xt) et
g2(Xt+h) est
Cov[g1(Xt), g2(Xt+h)] = E[g1(Xt)g2(Xt+h)]− E[g1(Xt)]× E[g2(Xt+h)], (3.4.1)
= ⇀u(t)Mg1 Γ
(h)




u(t+ h)Mg2 1K). (3.4.2)
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En remplaçant les transformations g1 et g2 par la fonction identité g(x) = x, nous obte-
nons en particulier que
Cov[Xt, Xt+h] = ⇀u(t)MΓ(h)t µ − (
⇀
u(t)µ )× (⇀u(t+ h)µ ), (3.4.3)
avec M def= diag(µ ), la matrice diagonale des moments conditionnels de Xt.
Remarque 3.4.1. Il est intéressant de noter que la forme obtenue pour l’autocovariance
de Xt est la même que celle associée à la variable Ct (présentée dans l’appendice externe).
En effet, en remplaçant les entiers positifs comme étiquettes des régimes de la chaîne de
Markov par les moments conditionnels de {Xt}t∈N? , nous obtenons que υ ≡ µ et donc que
Υ ≡ M . Avec cette étiquettage, nous obtenons le même résultat en (3.4.3) que pour le
processus {Ct}t∈N? , et nous avons que






= ⇀u(t)MΓ(h)t µ − (
⇀
u(t)µ )× (⇀u(t+ h)µ ), (3.4.5)
= Cov[Xt, Xt+h], ∀ t,h ∈ N?. (3.4.6)
Le processus {Xt}t∈N? a donc la même fonction d’autocovariance que la chaîne de Markov
associée, sauf en h = 0.
Finalement, pour tous entiers positifs quelconques t et h, la fonction d’autocorrélation
de g1(Xt) et g2(Xt+h) est donnée par
g1,g2ρ
(h)






En particulier, nous avons que la fonction d’autocorrélation de Xt est
ρ
(h)







3.5.1. Calcul sur toutes les trajectoires possibles
Il pourrait être tentant de calculer directement la vraisemblance d’un échantillon x1:T
en conditionnant sur toutes les valeurs possibles que puissent prendre la chaîne de Markov
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P[ct | ct−1 ]
)]
En considérant un HMM avec espace d’états C de cardinalitéK sur une chaîne de longueur
T , il existe KT combinaisons possibles de ces états, correspondant chacune à un produit de





Afin d’illustrer l’énormité de cette valeur, penchons-nous sur le calcul du nombre d’atomes
dans l’univers visible. Il est estimé que notre étoile, le Soleil, ait une masse de ≈ 233g,
correspondant à ≈ 1057 atomes. En utilisant cette valeur comme moyenne pour la taille des
étoiles ailleurs dans l’univers et en multipliant par le nombre estimé d’étoiles dans notre
galaxie (100 milliards = 1011), nous obtenons que notre galaxie compterait ≈ 1068 atomes.
Puisque notre galaxie est considérée de taille moyenne, nous pouvons donc la prendre comme
galaxie-type et multiplier sa taille par le nombre estimé de galaxie dans l’univers visible (1000
milliards = 1012). Tous ces calculs nous emmènent à estimer qu’il y aurait, dans l’univers
visible, ≈ 1068 × 1012 = 1080 ≈ 2265.7542 atomes.
Cette valeur peut sembler élevée—et elle l’est—, mais elle correspond en fait au nombre de
combinaisons possibles pour un modèle très simple avec K = Card(C ) = 2, et seulement T =
266 observations. Une telle chaîne serait considérée très courte, voir minuscule, en finance.
C’est en fait à peine supérieur au nombre prévu de jours ouvrables pour la bourse de Toronto
en 2020, c’est-à-dire 252 3. Il est donc clair que cette voie ne soit pas computationnellement
admissible comme solution, même pour le modèle le plus simple à 2 états.
S’il n’est pas possible de calculer la vraisemblance en sommant sur toutes les valeurs pos-
sibles de la chaîne, il faudra pouvoir obtenir de l’information sur le processus latent {Ct}t∈N?
et réduire la cardinalité de l’espace exploré. C’est précisément cette recherche d’information
qui est l’objet du problème de filtrage, un défi classique des modèles stochastiques.
3.5.2. Problème de filtrage
Afin d’expliquer le problème de filtrage, il convient de présenter rapidement le concept
de filtration. À la jonction de la théorie des ensembles et des processus stochastiques et
3. 366 jours par année bissextile - 104 jours de fin de semaine - 10 journées fériées = 252 jours ouvrables.
(Wikipedia contributors [2019] et TSX [2020])
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introduites dans les travaux de Joseph Doob au milieu du 20e siècle, les filtrations permettent
de formaliser la notion d’information observée du point 1 jusqu’à un certain point t dans le
temps inclusivement.
Définition 3.5.1 (Filtrations). En théorie des processus stochastiques, une filtration sur un
ensemble est une suite de parties croissantes pour l’inclusion. Cette famille indexée, notée
{Ft}t∈N?, est engendrée par le processus stochastique {Xt}t∈N?. Chacuns des ensembles Fm
de cette suite contient l’information observée jusqu’au point m inclusivement. De plus, ces
ensembles respectent la condition que
Fk ⊆ Fl, ∀ k ≤ l ∈ N?, (3.5.1)
avec la précision que toutes les suites de {Ft}t>n partagent les mêmes n premiers termes.
Cette définition n’est pas une définition formelle car celle-ci aurait usage de concepts qui
ne sont pas l’objet de ce mémoire et qui n’aurait pas de valeur ajoutée en terme de clareté du
texte. Pour une définition formelle des filtrations, les travaux de Joseph Doob—en particulier
son livre Doob [1953]—ou le papier de Coculescu et Nikeghbali [2007] traitent plus en
profondeur des diverses caractéristiques, conséquences et utilisations de celles-ci.
Maintenant que le concept de filtration est défini, précisons ce qui est entendu par le
problème de filtrage. Supposons d’abord que notre modèle soit complètement spécifié et que
nous ayons mesuré l’information observable jusqu’au temps t inclusivement. Dans ce cas, le
problème de filtrage revient à poser la question :
« Qu’est-il possible de dire sur le processus latent {Ct}t∈N? , conditionnellement à la
filtration {Ft}t∈N? ? »,
ou de manière équivalente :
« Comment est-il possible de calculer la probabilité conditionnelle P[Ct | Ft ] ? ».
Dans le cadre d’un modèle standard, nous avons que Ft correspond à l’information en-
gendrée par la suite x1:t. Ceci signifie qu’en terme mathématique, le problème de filtrage
se résume à obtenir P[Ct | x1:t ],∀ t ∈ N?. La prochaine étape est donc de proposer une mé-
thode afin d’inférer sur les états cachés de la chaîne de Markov, et ce, en conditionnant sur
l’information contenue dans la suite {Ft}t∈N? .
3.6. Inférence sur les états cachés de la chaîne
Dans cette section, nous nous intéressons aux méthodes permettant de faire de l’inférence
sur l’état caché de la chaîne de Markov au temps t, en conditionnant sur l’information obser-
vée jusqu’au temps t, soit Ft. Une première méthode, dénommée l’algorithme avant par
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Lystig et Hughes [2002] et présentée initialement dans Baum, Petrie, Soules et Weiss
[1970], permet en théorie de calculer efficacement la vraisemblance en calculant récursivement
les probabilités P[Ct | Ft ], dites probabilités filtrées.
Bémol important cependant, cet algorithme souffre du problème de soupassement arith-
métique (underflow). Nous présenterons donc directement une technique connue sous le nom
de filtre d’hamilton—ou algorithme de filtrage avant—permettant d’éviter ce problème
de soupassement. Le nom de cet algorithme est lié aux travaux de Hamilton [1989 ; 1994 ;
2008], même s’il n’était pas le premier à proposer une telle méthode. L’algorithme avant,
ainsi que la preuve de celui-ci, se retrouve malgré tout dans l’appendice externe.
Toujours en conditionnant sur Ft, nous présenterons ensuite une technique permettant
de faire des prévisions sur les états futurs de la chaîne, soit en t+ h.
Remarque 3.6.1 (Inférence conditionnelle àFT ). Il est aussi possible de faire de l’inférence
sur les états cachés de la chaîne en conditionnant sur toute l’information disponible jusqu’à la
fin de la fenêtre d’observation, soit FT . Le filtre de Kim permet dans ce contexte d’obtenir
les probabilités P[Ct | FT ] dites probabilités lissées, et l’algorithme de Viterbi permet
d’obtenir la séquence d’états cachés la plus probable a posteriori. Ces quantités n’étant
cependant pas centrales à l’objet de ce mémoire, elles sont reportées dans l’appendice externe.
3.6.1. Inférence conditionnelle à Ft
3.6.1.1. Filtre d’Hamilton
En plus d’être une solution au problème de soupassement arithmétique et de dépassement
d’entier, cet algorithme permet d’obtenir les trois termes suivants ∀ t ∈ {1, . . . ,T} :
Densité conditionnelle P[Xt | X1:t−1 ],
Probabilité filtrée P[Ct | X1:t ],
Probabilité prédictive P[Ct+1 | X1:t ].
Ces probabilités seront largement utilisées dans les sections subséquentes, en particulier
lorsqu’il sera question de prédiction à la section 3.6.1.2. Ces probabilités sont aussi cruciales
à l’exécution de l’algorithme de lissage présentés dans l’appendice externe.
Tout comme l’algorithme avant, il est intéressant de noter que le filtre d’Hamilton permet
d’obtenir la log-vraisemblance pour un HMM sous la spécification généralisée (p.58), soit un
modèle de Markov à variables latentes dont la chaîne de Markov admet une dépendance
entre Ct et X1:t−1.
Remarque 3.6.2. Le filtre d’Hamilton permet en fait une généralisation encore plus forte
de notre modèle en admettant une dépendance entre Ct et Ct−q:t−1, soit un modèle de Markov
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à variables latentes ayant une chaîne de Markov d’ordre q ∈ N?. Cette relaxation alourdie
énormément le modèle cependant, nécessitant O(TKq+1) opérations et n’est donc pas pra-
tiquable, sauf pour de petits échantillons avec une chaîne d’ordre q relativement petit. Voir
Augustyniak [2018](p. 85-86) pour plus de détails ainsi que la méthode du filtre d’Hamilton
généralisé.
Puisque le filtre d’Hamilton est très important, et afin de bien présenter chaque étape du
filtre et de son implémentation, nous allons d’abord présenter l’approche probabiliste, puis
une version algorithmique de ce filtre plus facile à implanter dans un logiciel de programma-
tion. Malgré le fait que les deux approches soient équivalentes et qu’elles comportent toutes
deux trois étapes, ces étapes diffèrent. Une version probabiliste est présentée à la figure 3.1,
et une version algorithmique est présentée dans l’algorithme 1 : Filtre d’Hamilton (p.68).
Algorithme 1 : Filtre d’Hamilton
Soit les notations suivantes, et leurs interpretations probabilistes :
⇀at
def= (P[Xt, Ct = 1 | X1:t−1 ], . . . ,P[Xt, Ct = K | X1:t−1 ]), (3.6.1)
at
def=P[Xt | X1:t−1 ], (3.6.2)
⇀ωt





⇀a1 = ⇀u(1) ⇀p(x1),













⇀at = (⇀ωt−1Γt−1) ⇀p(xt | x1:t−1 ),
















Cet algorithme est valide même pour un modèle de Markov à variables latentes













P[X1, C1 = i] =
K∑
i=1













∣∣∣ X1 ] = K∑
i=1
P[C2, C1 = i | X1 ] =
K∑
i=1















∣∣∣ X1:t−1 ] = K∑
i=1








∣∣∣ X1:t ] = P[Xt, Ct | X1:t−1 ]
P[Xt | X1:t−1 ]
= P[Xt | X1:t−1, Ct ]P[Ct | X1:t−1 ]




∣∣∣ X1:t ] = K∑
i=1









`T (θ) = log(P[X1:T ]) = log(P[X1]) +
T∑
t=2
log(P[Xt | X1:t−1 ]).
Figure 3.1 – Approche probabiliste du filtre d’Hamilton
Remarque 3.6.3 (Échantillons incomplets). Une des caractéristiques attrayantes de cet
algorithme est qu’il s’adapte très facilement lorsque l’échantillon est incomplet. En effet, il
suffit alors de remplacer la matrice diagonale des distributions conditionnelles P(xt) par la
matrice identité. Ceci est équivalent à omettre cette matrice dans le calcul et à remplacer Γt
par Γ(1+m)t , où m correspond au nombre de données manquantes consécutives. Bien entendu,
il ne faut pas que la matrice de transition dépende de ces valeurs manquantes, ce qui signifie
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que nous devons exclure la spécification généralisée (p.58) et nous en tenir à la spécification
standard (p.56) lorsque des données sont manquantes.




u(1)P(x1)Γ1P(x2)Γ(3)2 P(x5)Γ5 . . .ΓT−1P(xT )1K , (3.6.4)
le reste de l’algorithme restant inchangé.
3.6.1.2. Inférence en t+ h
Faire des prévisions sur les états cachés de la chaîne de Markov en (t+ h) conditionnel-
lement à Ft nécessite, sous notre modèle actuelle, de trouver une expression pour calculer
P[Ct+h | Ft ].
Tout d’abord, il est toujours possible de prédire l’état de la chaîne de Markov un pas en
avant (i.e. en h = 1). La valeur de P[Ct+1 | Ft ] est en fait obtenue directement par le biais
du filtre d’Hamilton (3.6.1.1). C’est d’ailleurs aussi grâce à ce filtre que nous obtenons les
termes nécessaires à la prévision de l’état de la chaîne en (t+ h).
Pour ce qui est des prévisions plus d’un pas en avant (i.e. en h ≥ 2), l’homogénéité de
la matrice de transition est alors une propriété très intéressante, voir sine qua non. En effet,
lorsque la matrice de transition de la chaîne de Markov est homogène—et donc unique—,
il est possible d’utiliser l’information observée jusqu’à t pour inférer analytiquement sur
tous les états subséquents de la chaîne de Markov. Ceci est une conséquence directe d’une
propriété des matrices de transition en m pas (voir l’appendice externe).
Si toutefois la matrice de transition n’est pas homogène, une inférence analytique n’est
pas forcément possible. Lorsque par exemple les entrées de la matrice de transition en h
pas dépendent de valeurs n’ayant pas encore été observées, il n’est pas possible d’obtenir
analytiquement la valeur de la matrice Γ(h)t . Il faudra alors recourir à la simulation afin
d’inférer sur ces valeurs au delà de h = 1. C’est le cas pour les HMMs sous la spécification
généralisée (p.58) puisque la matrice de transition Γ(h)t dépend des valeurs du processus observé
jusqu’à (t+ h− 1).
Puisque plusieurs architectures non-homogènes pour la matrice de transition seront pré-
sentées au chapitre 5, nous y réservons la discussion concernant les répercussions de celles-ci
sur la prévision. Nous nous concentrerons pour le moment sur les matrices de transition
homogènes, et celles qui ne dépendent que de valeurs incluses dans Ft, ou à tout le moins
connues en t.
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Proposition 3.6.1 (Prévision dans le processus {Ct}t∈N?). Soit {(Xt, Ct)}t∈N?, un modèle
de Markov à variables latentes homogène tel que défini à la spécification standard (p.56). Nous
avons alors, ∀h ∈ N?, les probabilités
⇀ω t+h | t (j) def=P[Ct+h = j | Ft ] =
K∑
i=1













P[Ct = i | Ft ]È(h)ij , j = 1, . . . ,K. (3.6.8)
avec Ft
def=σ(x1:t).
En utilisant à nouveau la notation présentée dans le cadre du filtre d’Hamilton, les pro-
babilités conditionnelles peuvent être exprimées sous forme matricielle :
⇀ω t+h | t
def= (P[Ct+h = 1 | Ft ], . . . ,P[Ct+h = K | Ft ]) = ⇀ωtΓh, ∀h ∈ N?. (3.6.9)
Faire une prévision revient alors à prendre le maximum sur le vecteur de probabilités
résultant.
3.7. Prévision sur le processus observé
À la section 3.6.1.2, nous présentions les méthodes permettant d’inférer les états cachés
de la chaîne en t+h conditionnellement à Ft. Si nous voulons maintenant prédire les valeurs
de Xt+h pour h ∈ N?, nous chercherons à calculer les probabilités conditionnelles
P[xt+h | x1:t ]. (3.7.1)
Le calcul de ces probabilités en h = 1 est très simple car les densités prédictives un pas






1 P[xt+1 | x1:t ] =
K∑
j=1








⇀ω t+1 | t (j)pj(xt+1 | x1:t ). (3.7.3)
À nouveau, lorsque la matrice de transition n’est pas homogène, il n’est habituellement
pas possible d’obtenir analytiquement les densités prédictive pour h ≥ 2. Il serait alors néces-
saire de procéder à des simulations afin d’inférer les probabilités P[Ct+h | Ct, x1:t ], car nous
ne connaissons pas les valeurs prisent par Xt+1:t+h—ni les valeurs prisent par les variables
explicatives potentiellement utilisées dans le calcul de Γ(h)t .
En contrepartie, sous la spécification standard (p.56), ces prévisions sont possibles et la






P[xt+h | x1:t ] =
K∑
j=1












⇀ω t+h | t (j)pj(xt+h). (3.7.4)
En utilisant la notation vectorielle
⇀ω t+h | t = (P[Ct+h = 1 | x1:t ], . . . ,P[Ct+h = K | x1:t ]), h ∈ N? (3.7.5)
proposée à la section 3.6.1.2, ainsi que le résultat (3.6.9) de la proposition 3.6.1, il est possible
de reformuler les relations (3.7.3) et (3.7.4) sous forme matricielle. En effet, nous avons alors
P[xt+h | x1:t ] = ⇀ω t+h | tP(xt+h)1K , (3.7.6)
= ⇀ωtΓhP(xt+h)1K , ∀h ∈ N?, (3.7.7)
où ⇀ωt contient les probabilités P[Ct = i | x1:t ], i = 1, . . . , K, obtenues avec le filtre d’Hamil-
ton—voir l’algorithme 1 : Filtre d’Hamilton (p.68).
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Maintenant que nous avons défini les propriétés et discuté des conséquences des mo-
dèles de Markov à variables latentes, nous pouvons nous intéresser à différentes architectures
possibles du processus de changement de régime, en commençant par la reformulation hié-




Reformulation hiérarchique - HHMM
Les modèles de Markov à variables latentes hiérarchiques —abbréviés HHMMs —, sont
initialiement présentés dans les travaux de Fine, Singer et Tishby [1998] afin d’améliorer
la modélisation du langage naturel. Leur objectif était alors d’incorporer à cette modélisa-
tion l’information contenue dans les structures plus simples (i.e quelques mots), mais sans
négliger l’influence de structures plus complexes (i.e. des phrases, paragraphes, etc). Dans les
recherches subséquentes, cette reformulation fût mise en valeur pour sa faculté à augmenter
la granularité des modèles, tout en restant fidèle à l’idée derrière les HMMs.
Essentiellement, les HHMMs sont une reformulation multi-couche structurée des modèles
de Markov à variables latentes. À chaque état d’un HHMM est en général associé un pro-
cessus stochatisque à part entière. Certains de ces états n’ont d’influence que sur le reste du
processus latent, et les états de la dernière couche émettent des observations, à l’instar des
HMMs classiques. Sous cette reformulation, il est possible de voir chaque régime de l’espace
d’états d’une couche comme étant une chaîne de Markov à son tour. Ainsi, les HMMs peuvent
être vus comme un cas particulier des HHMMs dans lesquels chaque état de la chaîne est
associé à une chaîne de Markov n’admettant qu’un état. C’est donc de dire que tout HMM
est équivalent à un HHMM à une couche.
Remarque 4.0.1. Il est important de souligner à cet égard que tout HHMM peut aussi
être représenté comme un HMM standard. Cette caractéristique sera évidente lorsque nous
présenterons l’architecture de la matrice de transition pour les deux structures étudiées dans
ce chapitre.
Pour ce qui est de choisir une distribution d’émission sous ces modèles, la procédure de
sélection est, comme son nom l’indique, hiérarchisée—celle-ci produisant plutôt une série
d’états qu’un état unique. Dans un premier temps, la couche supérieure émet un état, qui
est ensuite envoyé à la couche suivante. Dans cette dernière, un second état est émis, ajouté
à la série, et à nouveau cette série est envoyée à la couche suivante, et ainsi de suite jusqu’à
la dernière couche. Cette dernière couche finalise ensuite la construction de la série en y
ajoutant un régime et, en général, émet un régime producteur (production state 1 2) qui pointe
finalement vers une distribution d’émission.
Remarque 4.0.2 (Modèles de Markov à variables latentes factoriels). Certaines versions
des HHMMs soumettent la série d’états finale à une transformation, plutôt que de lui faire
directement correspondre une distribution. C’est le cas par exemple des modèles de Markov
à variables latentes factoriels (Factorial Hidden Markov Model ou FHMM ), dans lesquels
les états émis par les chaînes de Markov sont multipliés ensemble plutôt que concaténés.
En effet, sous cette spécification, les états émis par les couches successives sont multipliés
ensemble pour produire une valeur qui peut ensuite servir à mettre à l’échelle la variance du
processus, comme par exemple dans Augustyniak, Bauwens et Dufays [2019].
Sous sa structure générale, c’est la granularité du modèle qui est la principale caractéris-
tique recherchée. Au delà de cette caratéristique, ces modèles permettent aussi de visualiser le
modèle sous un nouvel angle, en remplaçant les probabilités de transition par des fonctions
déterministes de nouveaux paramètres pour les transitions. En revanche, depuis plusieurs
années, l’accent de la recherche a été mis sur le développement de modèles étant plus par-
cimonieux (i.e. ayant un nombre restreint de paramètres). C’est en effet une quête double
de parcimonie, mais aussi d’interpretabilité des régimes, qui motivent les scientifiques à étu-
dier des modèles ayant entre deux et quatre régimes producteurs, et nécessitant moins de
paramètres que les HMMs classiques.
Afin d’étudier à la fois la faculté des HHMMs à augmenter la granularité des modèles
et leur faculté à augmenter leur parcimonie—tout en ne nous étendant pas trop sur le su-
jet—nous restreindrons notre étude à deux de ces structures. Dans un premier temps, nous
étudierons une structure plus générale à la section 4.1, puis une structure simplifiée plus
parcimonieuse sera présentée à la section 4.2.
Dans ces sections, nous chercherons à présenter les diverses spécifications de ces modèles
aussi généralement que possible, mais nous présenterons seulement les résultats pour les
modèles ayant deux couches cachées admettant chacune deux régimes possibles, soit un
total de 4 régimes producteurs. À cet effet, nous pouvons dès maintenant définir la notation
permettant d’identifier les diverses variables aléatoires impliquées dans ce type de modèle.
Puisque notre modèle n’a que deux couches, nous choisissons de donner aux régimes de la
couche supérieure le titre de régimes parents et à ceux de la couche subalterne le titre de
régimes enfants. La série de régimes parents sera représentée par {Pt}t∈N? et celle de régimes
enfants par {Et}t∈N? , avec la combinaison de ces deux séries permettant de constituer la série
1. Charlot et Marimoutou [2011].
2. Augustyniak, Bauwens et Dufays [2019].
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de régimes producteurs {Ct}t∈N? ≡ {(Pt, Et)}t∈N? . Nous réservons pour les sections suivantes
la discussion concernant les valeurs que peuvent prendre ces variables.
4.1. Structure générale
La structure générale des modèles de Markov à variables latentes hiérarchiques, inspirée
des travaux de Charlot et Marimoutou [2011], est présentée à la spécification hiérar-
chique générale (p.78). Les représentations graphiques incluses dans cette spécification sont
associées à un HHMM ayant deux couches, et où les chaînes de la couche subalterne ne par-
tagent pas forcément le même nombre de régimes. Cette structure est aisément étendue à des
modèles ayant plus de couches, la figure présentée à la portion représentation graphique du
processus latent illustrant simplement la relation entre les régimes d’une couche supérieure
(i.e. les régimes parents) et de la couche subalterne suivante (i.e. les régimes enfants associés).
Dans le cas général d’un modèle avec N régimes parents ayant respectivement ki régimes
enfants, les régimes parents peuvent prendre les valeurs {p1, . . . , pN} et les régimes enfants
du ie parent les valeurs
{




. Les régimes producteurs sont alors issus de l’espace
d’états C =
{


















. Ainsi, à un pas de temps t
quelconque, le régime parent
Pt ∈
4
C = {p1, . . . , pN}, (4.1.1)
le régime enfant








, ∀ i ∈ {1, . . . , N} (4.1.2)
et le régime producteur

























Dans le cas qui nous intéresse, nous choisissons à nouveau de simplement numéro-
ter les régimes en fonction de leur position dans l’espace d’états. En l’occurrence, les
séries de régimes producteurs peuvent prendre leurs valeurs dans l’espace d’états C =
{(1, 1), (1, 2), (2, 1), (2, 2)} ≡ {1, 2, 3, 4}, chacune de ces valeurs pointant vers une distri-
bution d’émission.
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Spécification 4 : HMM Hiérarchique général
Distribution initiale C1 ∼ p(c1)
Probabilité de transition Ct | (X1:t−1 = x1:t−1, C1:t−1 = c1:t−1) ∼ p(ct | ct−1 )
Probabilité d’émission Xt | (X1:t−1 = x1:t−1, C1:t = c1:t) ∼ p(xt | ct )
Remarque
Cette spécification ne fait qu’introduire la paire {(Pt, Et)}t∈N? ≡ {Ct}t∈N? liée
par des relations déterministes. De plus, la construction de ce modèle nécessite le
même nombre de paramètres que pour la construction d’un modèle de Markov à
variables latentes ayant le même nombre d’états finaux.
Nouvelle notation associée
4Èij def= P[Pt+1 = pj | Pt = pi ], $j` def= P
[
Et = ej`
∣∣∣ Pt = pj ],
◦È jη` def= P
[
Et+1 = ej`




Quitter le régime enfant eiη et retourner à son parent pi
]
.
Représentation graphique du processus latent
p1
s̄1
. . .e11 e
1
k1
. . . pN
s̄N



































Représentation graphique du modèle complet
P1 → P2 → P3 → . . . → Pt . . .
régimes parents
non observés
↓ ⤭ ↓ ⤭ ↓ ⤭ ⤭ ↓
E1 → E2 → E3 → . . . → Et . . .
régimes enfants
non observés
↓ ↓ ↓ ↓
X1 X2 X3 . . . Xt . . . Processus observé
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4.1.1. Architecture de la matrice de transition
Dans un premier temps, rappelons les symboles associés à ce type de structure—ainsi
que leurs significations—pour un modèle avec N régimes parents et leurs ki régimes enfants
associés :




∣∣∣ Pt = pj ], (4.1.5)
◦È jη` = P
[
Et+1 = ej`
∣∣∣ Pt+1 = pj, Pt = pj, Et = ejη ], (4.1.6)
si` = P
[
Quitter le régime enfant ei` et retourner à son parent pi
]
. (4.1.7)
Par sa structure, le modèle impose à ces probabilités probabilités de transition les
contraintes suivantes ∀ i ∈ {1, . . . , N} :
N∑
j=1
4Èij = 1, (4.1.8)
ki∑
`=1
◦È iη` + siη = 1, ∀ η ∈ {1, . . . , ki}, (4.1.9)
ki∑
`=1
$i` = 1. (4.1.10)
Ainsi, nous avons besoin dans un premier temps de N(N − 1) probabilités pour peupler




ce qui est de peupler la couche suivante (régimes enfants), le ie parent nécessite (ki − 1) pro-
babilités pour choisir un de ses ki enfants—soit {$i`}`∈{1,...,(ki−1)}—et de k
2
i probabilités de
transition pour peupler la chaîne de Markov de cette branche de la couche subalterne—soit{ ◦È iη`}η,`∈{1,...,ki}—, les probabilités de choisir le kie enfant ($iki) et de sortir d’un régime enfant




(ki − 1) + k2i
]
paramètres pour le processus latent des HHMMs sous la spécification hiérarchique géné-
rale (p.78) à deux couches. Pour le modèle qui nous intéresse (i.e. celui ayant N = 2 régimes
parents avec chacun ki = 2 enfants), au total 12 paramètres libres sont donc nécessaires
afin de paramétrer la matrice de transition du processus latent, exactement comme pour un
HMM classique à 4 régimes tel que présenté à la spécification standard (p.56).
Remarque 4.1.1. Bien que cette architecture ne réduise pas le nombre de paramètres du
modèle, il est clair que de nouvelles informations concernant le processus de changement de
régime sont obtenues grâce à celle-ci. Cette caractéristique est illustrée clairement à la portion
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représentation graphique du processus latent de cette spécification. C’est donc principalement
afin de mieux comprendre le processus latent que nous sommes emmenés à considérer la
spécification hiérarchique générale (p.78) des modèles de Markov à variables latentes. Quant à
la possibilité de paramétrer ces modèles plus parcimonieusement que leurs homologues de la
spécification standard (p.56), cette caractéristique d’intérêt sera discutée à la section 4.2 (p.82).
Afin de bien illustrer la construction de la matrice de transition, nous utiliserons une
approche par bloc. Nous présenterons d’abord la construction des blocs correspondant à un
changement de régime enfant mais associé à un même parent, puis des blocs relatifs à la
sortie du régime parent, la sélection d’un autre parent, puis d’un des enfants de ce dernier.
La matrice de transition prendra donc la forme
Γ =

 p1 → p1




. . . ...
pN → p1





Intéressons-nous donc dans un premier temps aux transitions dans un même parent, soit
les blocs pi → pi. En nous fiant à la représentation graphique du processus latent présentée
à la spécification hiérarchique générale (p.78), le passage de l’état eiη à l’état ei` peut se faire
en suivant deux parcours. Soit le passage est direct de eiη vers ei`, ou bien le parcours débute
par un retour au ie parent, la sélection de celui-ci à nouveau et le choix du régime ei` depuis









Quitter le régime enfant eiη et retourner à son parent pi
]




∣∣∣ Pt+1 = pi ]),
=
◦È iη` + siη ·
4Èii ·$i`,
∀ η, ` ∈ {1, . . . , ki} et∀ i ∈ {1, . . . , N}. (4.1.12)
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Pour ce qui est maintenant des transitions vers un régime enfant associé à un parent
différent, il suffit de quitter le régime enfant actuel, transitionner ensuite vers un autre
parent et finalement choisir un des enfants de celui-ci. En termes mathématiques, le passage
du régime eiη vers le régime e
j





Quitter le régime enfant eiη et retourner à son parent pi
]








∀ η ∈ {1, . . . , ki},
∀ ` ∈ {1, . . . , kj} et
∀ i, j ∈ {1, . . . , N}.
(4.1.13)
Si tous les régimes parents ont le même nombre de régimes enfants (disons ki =
k,∀ i ∈ {1, . . . , N}), la matrice de transition pour les K = N · k régimes producteurs peut











































Γi correspond à la somme directe des matrices de transition de la couche subalterne,
⊗ correspond au produit de Kronecker et  est le produit de Hadamard.
Exemple 4.1.1 (Construction de la matrice de transition). Soit un HHMM ayant 2 couches
cachées structurées comme à la spécification hiérarchique générale (p.78) et où les chaînes de





















Comme nous le mentionnions précédemment, il est aussi possible de structurer un HHMM
afin de rendre le modèle plus parcimonieux, tout en augmentant la granularité du modèle par
rapport à un HMM ayant le même nombre de paramètres. La définition d’un HHMM simplifié
est présentée à la spécification hiérarchique simplifiée (p.83). À nouveau, nous y présentons les
représentations graphiques pour un modèle ayant deux couches cachées, mais cette structure
peut naturellement être étendue pour avoir un nombre plus élevé de couches.
Sous cette spécification, les variables aléatoires du processus latent d’un HHMM avec N
régimes parents ayant chacun k régimes enfants sont telles que, ∀ t ∈ N?,
Pt ∈
4
C = {p1, . . . , pN}, (4.2.1)
Et ∈
◦
C = {e1, . . . , ek}. (4.2.2)
À la différence de la spécification hiérarchique générale (p.78), les branches de la couche su-
balterne admettent ici le même espace d’états
◦
C . L’espace d’états des régimes producteurs
est donc C = {(p1, e1), . . . , (p1, ek), . . . , (pN , e1), . . . , (pN , ek)}, avec Card(C ) = k ·N .
Dans le cas qui nous intéresse, les régimes producteurs admettent les mêmes combinaisons
que dans la spécification hiérarchique générale (p.78), soit Ct ∈ {(1, 1), (1, 2), (2, 1), (2, 2)} ≡
{1, 2, 3, 4}.
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Spécification 5 : HMM Hiérarchique simplifié
Distribution initiale C1 ∼ p(c1)
Probabilité de transition Ct | (X1:t−1 = x1:t−1, C1:t−1 = c1:t−1) ∼ p(ct | ct−1 )
Probabilité d’émission Xt | (X1:t−1 = x1:t−1, C1:t = c1:t) ∼ p(xt | ct )




. . . pN
e1 e2
. . .ek
Représentation graphique du modèle complet
P1 → P2 → P3 → . . . → Pt . . .
régimes parents
non observés
↓ ↓ ↓ ↓
E1 → E2 → E3 → . . . → Et . . .
régimes enfants
non observés
↓ ↓ ↓ ↓
X1 X2 X3 . . . Xt . . . Processus observé
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4.2.1. Architecture de la matrice de transition
Sous cette spécification simplifiée, chaque couche est indépendante des couches lui étant
subalternes. Cependant, le régime émis au temps t par une couche subalterne dépend du
régime émis au temps t − 1 par cette même couche, et du régime émis au temps t par la
couche du dessus. Ce ne sont en fait que les probabilités de transition de la couche subalterne
qui changent d’un régime parent à un autre, l’espace d’états restant fixe.
Les notations utilisées pour la spécification hiérarchique générale (p.78) peuvent à nou-
veau servir à peupler les chaînes de Markov des couches homologues dans la spécification
hiérarchique simplifiée (p.83). Les symboles en question—et leurs interprétations— sont sensi-
blement les mêmes, mis à part le fait que sous cette spécification les probabilités de transition
sur la couche subalterne ne dépendent pas du parent précédent. Nous retenons, ∀ pi, pj ∈
4
C
et ∀ eη, e` ∈
◦
C , les symboles




∣∣∣ Pt+1 = pi, Et = eη ], (4.2.4)







( ◦È iη`)η,`∈{1,...,k}. (4.2.6)
Sous cette spécification des HHMMs, les contraintes imposées sur les probabilités de
transition sont séparées par couche et identiques pour chacune d’entre elles. Ces contraintes




Γi,∀ i ∈ {1, . . . , N} soient
des matrices stochastiques. Sous forme matricielle, nous contraignons donc
4
Γ ≥ 0, (4.2.7)
4
Γ · 1N = 1N (4.2.8)
et
◦
Γi ≥ 0, (4.2.9)
◦
Γi · 1k = 1k. (4.2.10)
Ainsi, nous avons besoin de N(N−1) paramètres pour la couche supérieure, et de k(k−1)
paramètres pour chaque chaîne de la couche subalterne. Ceci correspond donc à un total de
N(N − 1) + Nk(k − 1) paramètres pour le processus latent des HHMMs simplifiés à deux
couches. Pour le modèle ayant N = 2 régimes parents admettant chacun k = 2 régimes
enfants, nous avons donc besoin de 6 paramètres pour peupler le processus latent. Cette
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valeur est bien en deçà des 12 paramètres requis pour un HMM classique à 4 régimes tel que
présenté à la spécification standard (p.56).
Pour ce qui est maintenant de calculer les probabilités de transition pour les régimes
producteurs d’un HHMM simplifié, celles-ci sont simplement obtenues en appliquant le théo-




vers la paire (pj, e`)
se fait avec probabilité
P
[
Pt+1 = pj, Et+1 = e`












∀ pi, pj ∈
4
C et
∀ eη, e` ∈
◦
C .
Afin de construire la matrice de transition sous cette spécification, nous nous intéres-
sons au prochain régime parent, plutôt qu’au régime parent actuel tel que c’était le cas
précédemment. Nous utiliserons à cet effet le symbole Ϡj pour dénoter les colonnes de Γ
correspondantes à une transition vers le parent pj. Ces matrices sont obtenues en prenant le
produit de Kronecker de la je colonne de la matrice
4
Γ et de la matrice
◦





Γj, ∀ j ∈ {1, . . . , N}, (4.2.11)
où
4È?j désigne la je colonne de la matrice
4
Γ. La matrice de transition correspondante aux
régimes producteurs est alors
Γ =
 Ϡ1 · · · ϠN
 (4.2.12)
avec les Ϡj de dimensions (Nk × k), ∀ j ∈ {1, . . . , N}.
Exemple 4.2.1 (Construction de la matrice de transition). Soit un HHMM ayant 2 couches
cachées structurées comme à la spécification hiérarchique simplifiée (p.83) et où les chaînes de
Markov admettent chacune 2 régimes. La matrice de transition prend alors la forme
Γ =





Remarque 4.2.1 (Stationnarité). Il est intéressant de souligner ici que si les chaînes sur
toutes les couches sont ergodiques, la chaîne de Markov des régimes producteurs résultante




À la remarque 1.1.1 (p.37) du chapitre 1, nous mentionnions l’inaptitude des HMMs à
reproduire le fait sylisé (2), en particulier la lente décroissance de l’autocorrélation dans les
processus {ε2t} et {|εt|} 1 qui s’apparente à un processus ayant une longue mémoire.
Selon Bulla et Bulla [2006], le fait que le temps de séjour dans un état d’une chaîne
de Markov d’ordre un soit par définition géométrique limite la capacité des HMMs standards
à modéliser la longue mémoire que certaines séries semblent afficher, et par extension leur
capacité à reproduire le fait stylisé (2). Ces auteurs proposent à cet effet l’utilisation de
modèles semi-markoviens permettant de relaxer l’hypothèse de perte de mémoire des HMMs.
Cette approche permet donc de donner au modèle une plus longue mémoire par construction.
Dans leurs travaux, Calvet et J. Fisher [2004] proposent plutôt l’utilisation de modèles
ayant une très haute dimensionalité dans la chaîne de Markov, soit les Markov-switching
multifractal—abbréviés MSM. Ils démontrent que ces modèles ont la faculté de reproduire
une grande persistance dans la volatilité des taux de change en reproduisant artificiellement
des effets semi-markoviens, augmentant pour ainsi dire la mémoire du processus.
Dans l’article « Stylized Facts of Daily Return Series and the Hidden Markov Model »,
Rydén, Teräsvirta et Åsbrink [1998] présentent une étude de l’adéquation des HMMs
à reproduire les faits stylisés sur la série de l’indice S&P 500 du 3 janvier 1929 au 30 avril
1991. Ces derniers séparent l’échantillon en 10 sous-séries d’environ 1700 observations qui
seront modélisées séparément par 10 modèles distincts ayant la même structure fondamen-
tale. En analysant les paramètres estimés pour les différents modèles, ils en arrivent à une
observation très intéressante liée à l’enjeu de la mémoire du processus. Les auteurs observent
que les modèles entraînés sur ces diverses sous-séries présentent parfois des paramètres très
différents—bien que les modèles sur les sous-séries contigues soient généralement plus sem-
blables. Cette observation semble suggérer que la relaxation de l’hypothèse d’homogénéité
puissent corriger cette lacune des HMMs standard.
1. Rydén, Teräsvirta et Åsbrink [1998].
Bien que relativement peu de recherche ait à ce jour été dédiée à l’étude des structures
non-homogènes pour la matrice de transition des HMMs, cette relaxation trouve multiples
justifications dans divers phénomènes naturels. Nous savons d’ailleurs depuis plusieurs années
que l’hypothèse d’homogénéité est très contraignante. Indépendamment les uns des autres,
les travaux de Diebold, Lee et Weinbach [1994] et Filardo [1994] démontraient que
l’hypothèse d’homogénéité est bien trop contraignante dans une grande quantité de contextes
empiriques. Plus spécifiquement par rapport au niveau du S&P 500, Nystrup, Madsen et
Lindström [2017] démontrent, suite aux découvertes de Rydén, Teräsvirta et Åsbrink
[1998] et Bulla [2011], que la valeur des paramètres liés aux changements de régime varient
énormément sur la durée de la série chronologique des log-rendements quotidiens sur l’indice
S&P 500. L’utilisation de HMMs non-homogènes se justifie donc par des études empiriques, et
se démarque par sa capacité à admettre un temps de séjour non-géométrique et à incorporer
une forme de dépendance à long-terme, lorsque la structure choisie pour la matrice Γt le
permet.
Afin d’étudier cette relaxation de l’hypothèse d’homogénéité, nous considérerons des mo-
dèles provenant des deux classifications proposées par Cox et al. [1981] pour les modèles
dont les paramètres varient dans le temps. La première de ces catégories, soit les modèles dits
observation-driven, inclue tous les modèles dont les paramètres sont des fonctions détermi-
nistes de variables observables. La seconde catégorie, soit les modèles dits parameter-driven,
réfère aux modèles dont les paramètres varient selon un processus non-observable.
Nous nous intéresserons donc, dans un premier temps, aux structures utilisant des va-
riables explicatives observables—potentiellement des termes précédents de la variable dépen-
dante—afin de permettre à la matrice Γt de varier dans le temps. Ces structures incluent,
entre autres, celles proposées par Diebold, Lee et Weinbach [1994], Hamilton [1994],
Filardo [1994], Perez-Quiros et Timmermann [2000] et Bazzi, Blasques, Koopman
et Lucas [2017]. Sous ces structures, la log-vraisemblance peut-être obtenue analytique-
ment par le filtre d’Hamilton, permettant une estimation des paramètres sans recours à la
simulation.
Puisque les modèles de la seconde catégorie incluent des variables ne pouvant être obser-
vées—et devant donc être inférées—, ces derniers requièrent habituellement plus d’ajuste-
ments à la structure du modèle complet. Nous restreindrons donc notre étude des modèles de
cette catégorie à ceux admettant une dépendance au nombre de pas déjà passés dans l’état
actuel (e.g. Durland et McCurdy [1994], Lam [1997], Kim et Nelson [1998] et Ma-
heu et McCurdy [2000a ; 2000b]). Nous présenterons en particulier le modèle de Markov
à variables latentes avec dépendance à la durée proposé par Maheu et McCurdy [2000a ;
2000b]. Il sera nécessaire pour ce modèle d’ajuster la paramétrisation de la chaîne et de
mettre à jour le filtre d’Hamilton afin de construire analytiquement la vraisemblance.
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5.1. Transitions dépendantes de variables observables
(Observation-driven models)
Pour les modèles de cette catégorie, les probabilités de transition dépendent de variables
observables au temps t, lesquelles seront contenues dans un vecteur ligne noté
⇀
Yt. Il est pos-
sible, par exemple, d’utiliser des valeurs passées de la série à l’étude soit Yt = Xt. D’ailleurs,
nous avons déjà présenté un modèle ayant ce type de structure à la spécification généra-
lisée (p.58) introduite au chapitre 3 et utilisant la série à l’étude {Xt}t∈N? comme variable
explicative dans la construction de Γt. Ainsi, nous savons déjà que ces structures permettent
l’utilisation de l’algorithme 1 : Filtre d’Hamilton (p.68) et nous pourrons donc obtenir la log-
vraisemblance du modèle analytiquement. Un autre avantage des modèles de cette catégorie
est qu’ils ne viennent pas modifier l’espace d’états de la chaîne de Markov. Les approches
présentées dans cette section ne font en fait que spécifier la forme que prennent les termes
de la matrice de transition dans la spécification généralisée (p.58).
Dans cette section, nous présenterons d’abord la forme générale que prend la relation entre
les variables explicatives et les probabilités de transition, puis deux formes particulières et
quelques résultats tirés de la littérature.
5.1.1. Architecture de la matrice de transition
Dans un HMM non-homogène avec transitions dépendantes de variables observables, les
probabilités de transition prennent habituellement, ∀ t ∈ N? et ∀ i ∈ {1, . . . , K}, la forme
Èij(t) def=P[Ct+1 = j | Ct = i, ⇀Yt = ⇀yt ], (5.1.1)












où les δij ∈ [0, 1/2] sont des hyperparamètres et les fij,t sont des fonctions de variables
observables contenues dans le vecteur ⇀yt. Puisque la fonction exponentielle est toujours non-
négative et que les probabilités sont normalisées sur les lignes de Γt par définition, cette
forme pour les probabilités Èij(t) permet que la fonction fi`,t ne soit pas contrainte ∀ i, j ∈ C
et t ∈ N?.
Dans cette forme générale, les hyperparamètres δij permettent de contraindre les probabi-
lités de sorte que Èij(t) ∈ [δij, 1− δij], ∀ t ∈ N?. La valeur de ces hyperparamètres pourrait
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être choisie afin de limiter l’intervalle dans lequel peuvent se trouver les probabilités de
transition de la chaîne cachée en fonction de considérations propres au domaine d’utilisa-
tion. Dans la majorité des cas—y compris l’application présentée au chapitre 6 (p.105)—, ces
hyperparamètres seront fixés à zéro.
5.1.2. Formes pour les fonctions fij,t
5.1.2.1. Combinaison linéaire de variables observables
L’approche proposée par Diebold, Lee et Weinbach [1994] construit sur les travaux
de Lee [1991] et donne à la fonction fij,t la forme
fij,t = ⇀ytβij, (5.1.4)
où ⇀yt =
[
1 yt,1 · · · yt,q
]
est un vecteur ligne contenant (q + 1) ∈ N? variables explicatives








est un vecteur colonne contenant les coefficients
associés à ces variables. Afin de les différencier des autres modèles de ce chapitre, nous
noterons ces modèles HMM-LOGIT(K), où K correspond au nombre de régimes de la chaîne
de Markov.
Puisque la forme de la matrice de transition ne change pas, il y a, dans un HMM-
LOGIT(K), (K − 1) probabilités libres par ligne de la matrice Γt. Cette paramétrisation
de la matrice de transition nécessitant (q + 1) coefficients pour chacune de ces probabilités
libres, (q + 1)K(K − 1) paramètres sont au total nécessaires afin de peupler la chaîne de
Markov.
Sous cette spécification de fij,t, les coefficients β0ij font en sorte que ce modèle ne soit
qu’une généralisation de la spécification standard (p.56). En effet, si nous avions β`ij = 0
∀ ` ∈ {1, . . . , q} et ∀ i, j ∈ C , alors les probabilités de transition seraient indépendantes du
temps t et ce modèle serait équivalent à un HMM standard.
Dans leur article à vocation principalement méthodologique, Diebold, Lee et Wein-
bach [1994] montrent, en utilisant des échantillons simulés avec un HMM non-homogène,
que leur modèle converge relativement rapidement vers la vraie log-vraisemblance de l’échan-
tillon, avec presque tous les paramètres près de leurs vraies valeurs. Ils montrent de plus que
leur modèle performe deux fois mieux qu’un HMM homogène lorsque la distribution utili-
sée pour simuler les données était non-homogène, avec une erreur moyenne au carré pour
l’inférence des états cachés 2 (mean squared state extraction error) de 0.13 contre 0.27.
2. Voir tableau 5.2.
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Ces résultats sont très semblables à ceux obtenues par Filardo [1994]. Ce dernier suggère
l’utilisation d’indicateurs économiques 3 comme variables explicatives pour la modélisation
du produit intérieur brut de la reserve fédérale (IP index) avec un HMM-LOGIT(K = 2).
Bien que le modèle résultant ne soit pas supérieur en tout point aux modèles alternatifs
présentés dans cet article, il démontre que celui-ci décelle généralement mieux les dynamiques
changeantes au gré des cycles économiques. Il observe en particulier que la persistance des
régimes varient selon le contexte économique. Cette caractéristique pourrait permettre à ces
modèles de mouler plus étroitement le comportement de la série à l’étude, et potentiellement
de reproduire le faits stylisé (2).
Les résultats rapportés par Liu, Margaritis et Wang [2012] soutiennent de plus l’idée
que l’inclusion de variables observables dans une dynamique du type proposée par Diebold,
Lee et Weinbach puisse permettre d’augmenter la qualité des prévisions issues du modèle.
L’un de leurs modèles à deux régimes incorpore la largeur moyenne de l’intervalle de prix
hebdomadaire dans les 6 mois précédents comme regresseur dans la matrice de transition.
En terme de performance à l’intérieur de l’échantillon d’entraînement (in-sample), ce modèle
performe mieux que les GARCH(1, 1), T-GARCH(1, 1), EGARCH(1, 1) et MSGARCH(1, 1)
sans régresseurs pour la prévision de la volatilité un pas en avant, et n’est battu que par
le EGARCH(1, 1) en terme de AIC et de BIC 4. La performance de ce modèle à l’extérieur
de l’échantillon d’entraînement (out-of-sample) est quant à elle supérieure à tous les autres
modèles pour l’erreur de prévision moyenne au carré (mean squared forecast error, MSFE) et
en valeur absolue (mean absolute forecast error, MAFE) 5. Ces modèles se démarquent par
ailleurs en ayant les plus petites valeurs de MSFE et MAFE pour la prévision de la moyenne
à l’intérieur et à l’extérieur de l’échantillon.
Tableau 5.1 – Critères de sélection de modèles basés sur la log-
vraisemblance, le nombre de paramètres et la taille de l’échantillon






with small sample correction : AICcK = AICK +
2D2K+2DK
T−DK−1






— T : la taille de l’échantillon,
—DK : le nombre de paramètres libres d’un modèle à K régimes
3. e.g. des indices composites (CLI, XLI, SP), l’indice de diffusion du CLI (DFI), Term Premium (TP)
et le Federal Funds rate (FF).
4. Voir tableau 5.1.
5. Voir tableau 5.2.
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Tableau 5.2 – Critères de sélection de modèles basés sur l’erreur de prévi-
sion
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— yt une série quelconque et ŷt la série des valeurs inférées de cette dernière,
— µt = E[Xt | Ft−1 ],
— σ2t = Var
[
(Xt − µt )
2
∣∣∣ Ft−1 ].
L’erreur moyenne au carré pour l’inférence des états cachés (mean squared state





, où Ĉt est la valeur inférée de l’état caché au temps t.
Plus récemment, les résultats obtenus par Tan, Koh, Ng et Ng [2020] concernant la
modélisation des dynamiques de la volatilité des rendements de la série BTC (Bitcoin) vont
dans la même direction. Ces derniers incorporent au processus de changement de régime de
la variance le logarithme du volume d’échange quotidien du Bitcoin ou la quantité de re-
cherches faites quotidiennement sur Google dans une dynamique de type HMM-LOGIT(K).
Ils démontrent que, dans ce contexte, les modèles résultants—qu’ils notent TV-MSGARCH
(Time-varying Markov-switching GARCH)—sont généralement plus performants que les mo-
dèles GARCH et MSGARCH en terme de log-vraisemblance, de AIC, de AICc 6, de BIC et
d’erreur de prévision à l’intérieur et à l’extérieur de l’échantillon d’entraînement du modèle.
5.1.2.2. Dynamique généralisée autorégressive du score de la densité prédictive
Discutés d’abord dans Creal, Koopman et Lucas [2008 ; 2011], puis proposés dans
Creal, Koopman et Lucas [2013], les modèles avec dynamiques autorégressives des
scores généralisées (Generalized Autoregressive Score models)—abbréviés GAS—incorporent
le score de la densité prédictive mis à l’échelle et la valeur précédente des paramètres au pro-
cessus de variation des paramètres du modèle. C’est par la suite dans les travaux de Bazzi,
Blasques, Koopman et Lucas [2017] que cette approche est utilisée dans le contexte
6. Voir tableau 5.1.
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des modèles de Markov à variables latentes, donnant lieu à des modèles que nous noterons
HMM-GAS(K), où K correspond au nombre de régimes de la chaîne de Markov.
Dans leur article, ces derniers auteurs proposent une formule matricielle pour construire
les fonctions fij,t, ∀ i, j ∈ C . Ils rassemblent ces fonctions dans un vecteur noté ft ∈ RK(K−1)
qui est obtenu par la relation de type autorégressive
ft+1 = ω + Ast + Bft, (5.1.5)
où




P[Xt | Ft−1,ft,θ ] (5.1.7)
et dans laquelle ω ∈ RK(K−1) est un vecteur de constantes, A et B sont des matrices
K(K − 1) ×K(K − 1)—habituellement diagonales—de coefficients constants et St est une
matrice de mise à l’échelle pour le score qui varie dans le temps. Puisque celle-ci tient compte
de la courbure de ∇t par rapport à ft, les auteurs proposent pour St d’utiliser la racine carrée
de l’inverse de la matrice d’information de Fisher 7.
Cette spécification pour les fonctions fij,t nécessite donc 2K(K − 1)
(
K(K − 1) + 1
)
paramètres lorsque les matrices A et B sont complètes et 4K(K−1) paramètres lorsqu’elles
sont diagonales.
Si, parmi les paramètres constants propres à cette spécification de fij,t, seul le vecteur ω
contenait des éléments non-nuls, alors les probabilités de transition seraient indépendantes
du temps t et ce modèle serait équivalent à un HMM standard.
Afin de justifier l’utilisation de dynamiques GASs dans les HMMs, Bazzi, Blasques,
Koopman et Lucas démontrent l’efficacité du modèle HMM-GAS(K) à la fois sur des
données simulées par une approche Monte-Carlo et sur la série du niveau de la production
industrielle totale américaine (INDPRO).
À cet effet, ils simulent des données à partir de six spécifications différentes pour les
probabilités È11(t) et È22(t) (voir tableau 5.3 (p.94))—dont aucune n’incorpore de dynamiques
GAS . Sur ces échantillons, leurs résultats indiquent que le HMM-GAS(K = 2) performe en
moyenne mieux en terme de log-vraisemblance, de AICc et de BIC qu’un HMM homogène et
qu’un HMM-LOGIT(K = 2). Plus précisément, le HMM-GAS(K = 2) performe beaucoup
mieux en terme de AICc et BIC que le modèle homogène (constant), et n’est supplanté par
ce dernier que lorsque les données sont générées par un processus homogène ou affichant une
cassure unique au centre de l’échantillon. Il en va de même pour l’erreur moyenne au carré
(MSE) et en valeur absolue (MAE) sur l’estimation des probabilités filtrées du processus.
7. Une définition est présentée dans l’appendice externe.
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Étonnemment, pour leur HMM-GAS(K = 2), ces statistiques semblent de plus décroître
lorsque la taille de l’échantillon augmente, ce qui n’est pas le cas pour les autres modèles.
Les résultats de leur étude indiquent de surcroît que le HMM-GAS(K = 2) perfome mieux
en terme de MAFE, MSFE, MASFE et MSSFE 8 sur toutes les séries générées par un proces-
sus dont les transitions sont non-homogènes. Étonnamment, le HMM-GAS(K = 2) performe
mieux en terme d’erreurs de prédiction non-standardisées que le HMM-LOGIT(K = 2),
même lorsque c’est ce dernier qui avait simulé les données.
Leur étude par simulation semble donc démontrer que le HMM-GAS(K = 2) est le modèle
qui performe le mieux lorsqu’il ne correspond pas au processus de génération des observations.
En d’autres mots, leurs résultats indiquent que c’est ce modèle qui s’ajuste le plus facilement
lorsqu’il n’est pas correctement spécifié, parfois éclipsé mais seulement par le modèle étant
correctement spécifié.
Tableau 5.3 – Spécifications de È11(t) et È22(t) pour simulations
Modèle È11(t) È22(t)
1. Homogène 0.95 0.85
2. Sin lent 0.5 + 0.45 sin(4πt/T) 0.5− 0.45 sin(4πt/T)
3. Sin rapide 0.5 + 0.45 sin(20πt/T) 0.5 + 0.45 sin(20πt/T)
4. Cassure 0.2 · 1{t<T/2} + 0.8 · 1{t≥T/2} 0.8 · 1{t<T/2} + 0.2 · 1{t≥T/2}
5. Petite cassure 0.4 · 1{t<T/2} + 0.6 · 1{t≥T/2} 0.6 · 1{t<T/2} + 0.4 · 1{t≥T/2}
6. Autoregressif (décalée) (1 + exp{−1.2xt−1})−1 (1 + exp{0.3xt−1})−1
7. Exogène (1 + exp{0.7yt−1})−1 (1 + exp{−0.7yt−1})−1
où yt = φyt−1 +
√
1− φ2νt, avec νt ∼ N(0,1) et φ = 0.99.
Tableau tiré de Bazzi, Blasques, Koopman et Lucas [2017](p. 465).
Tel que mentionné précédemment, leur étude se conclut par une comparaison de la perfor-
mance de trois modèles sur la série de la production industrielle américaine, soit à nouveau un
HMM homogène, un HMM-LOGIT(K) et leur HMM-GAS(K). Les trois modèles considérés
admettent 3 régimes pour la moyenne—à laquelle ils donnent une forme autorégressive—et 2
régimes pour la volatilité. Ces deux processus ayant chacun une matrice de transition à part
entière, la matrice de transition du modèle complet est obtenue par le produit de Kronecker
de celles-ci, à l’instar de Doornik [2013]. Il est important de souligner que dans leur défini-
tion de ces modèles, seul le processus de changement de régime pour la variance admet une
structure non-homogène. De plus, afin de ne pas contraindre les probabilités de transition,
tous les coefficents δij sont fixés à zéro pour tous les modèles dont les paramètres varient
8. Voir tableau 5.2.
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dans le temps. Leurs résultats indiquent que leur modèle est le plus performant sur cette
série, capturant plus efficacement les caractéristiques variables du processus de changement
de régime. En effet, leur modèle affiche une grande persistance dans les deux régimes, les
entrées de la matrice diagonale A étant positives, la matrice diagonale B étant presque égal
à la matrice identité et la variation des probabilités de rester dans un état coïncidant avec
les caractéristiques observées au préalable sur la série.
Bazzi, Blasques, Koopman et Lucas soutiennent finalement, à la lumière de ces
résultats, que lorsque l’on suspecte le comportement de la série à l’étude d’être non-homogène
sur l’intervalle étudié, les HMM-GAS(K) se présentent comme de bons modèles de référence.
5.2. Transitions dépendantes de variables non-
observables (Parameter-driven models)
Une autre méthode permettant de faire varier les probabilités de transition dans le temps
est d’inclure une autre variable latente dans le processus de changement de régime. Les
modèles de cette classe ont malheureusement tendance à être plus complexes à estimer car la
variable n’est pas observable au temps t. Il existe cependant des paramétrisations permettant
d’inclure une telle variable sans que le modèle ne s’en voit démesurément complexifié. Il
faudra tout de même ajuster le filtre d’Hamilton afin qu’il puisse être utilisé dans ce contexte.
Afin d’introduire cette catégorie de modèles, nous étudierons les modèles de Markov à
variables latentes avec dépendance à la durée.
5.2.1. Duration-dependent Markov switching - DDMS
Les modèles de Markov à variables latentes avec dépendance à la durée (de l’anglais
Duration-Dependent Markov Switching models et abbréviés DDMS)—Durland et Mc-
Curdy [1994], Lam [1997], Maheu et McCurdy [2000a ; 2000b]—introduisent dans la
matrice de transition une dépendance au nombre de pas consécutifs dans un même état—la
durée.
Définition 5.2.1 (Durée (Duration)). Soit Dt, la durée de temps—nombre de pas consécu-




Dt−11{Ct=Ct−1} + 1, τ
)
∈ {1, . . . , τ}, (5.2.1)
où τ est un hyperparamètre permettant de borner supérieurement l’effet du temps passé dans
un état en limitant la mémoire du processus.
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Remarque 5.2.1. Il est possible d’obtenir la valeur optimale de τ en utilisant des algo-
rithmes de recherches d’hyperparamètres. Maheu et McCurdy [2000a] choisissent pour
leur part d’utiliser l’algorithme grid-search afin d’obtenir la valeur de τ qui maximise la
log-vraisemblance. Nous présenterons pour notre part ces modèles pour un τ quelconque, et
référons les intéressé.e.s à Bergstra et Bengio [2012] pour une étude de l’efficacité relative
de trois de ces algorithmes, dont grid-search.
Jusqu’ici, nous avions considéré exclusivement des chaînes de Markov d’ordre un, c’est-à-
dire des chaînes dans lesquelles la variable latente Ct est indépendante de C1:t−2 conditionnel-
lement à Ct−1 (i.e. P[Ct | C1:t−1 ] = P[Ct | Ct−1 ]). Cependant, l’inclusion d’une dépendance à
la durée a pour effet d’augmenter l’ordre de la chaîne de Markov ; une chaîne d’ordre τ étant
telle que P[Ct | C1:t−1 ] = P[Ct | Ct−τ :t−1 ]. Cette dépendance de plus grand ordre dans la
chaîne de Markov complique techniquement l’estimation des paramètres. En revanche, Ma-
heu et McCurdy [2000a](p. 111-112) soulignent qu’il est possible de reformuler ce modèle
comme une chaîne de Markov d’ordre un et proposent une mise-à-jour du filtre d’Hamilton
adaptée à cette reparamétrisation.
Reparamétriser une chaîne d’ordre τ en chaîne d’ordre un implique généralement de dé-
finir un nouvel espace d’états tenant compte de toutes les séquences possibles de τ états
consécutifs, soit une pige avec remise. Ainsi, cette opération sur une chaîne d’ordre τ admet-
tant K états implique habituellement un espace d’états de cardinalité Kτ .
Puisque, dans le cas qui nous intéresse, nous sommes simplement intéressés par les sé-
quences de longueurs ` ∈ {1, . . . , τ} passées dans un même état, cette structure permet de
réduire considérablement la cardinalité de l’espace d’états. Dans un modèle DDMS admet-
tant K régimes et une dépendance aux séquences allant jusqu’à τ pas consécutifs—ci-après
notés HMM-DDMS(K, τ)—, l’espace d’états est par conséquent de cardinalité Kτ . Afin de
ne pas confondre l’état de la chaîne originale ({Ct}t∈N?) avec celui de la chaîne instrumentale,
nous définissons la série {St}t∈N? telle que
St
def= (Ct − 1)τ +Dt ∈ S = {1, . . . , Kτ}. (5.2.2)
La définition d’un HMM-DDMS(K, τ) est présentée à la spécification du modèle DDMS (p.97).
Remarque 5.2.2 (Généralisation). Le modèle qu’ils proposent admet de plus une dépen-
dance entre les valeurs décalées des rendements, comme à la spécification généralisée (p.58)
des HMMs présentée au chapitre 3. Nous choisissons cependant de nous concentrer dans
cette section sur l’incorporation de la durée dans la chaîne de Markov puisque l’inclusion
de valeurs décalées du processus observé a déjà été étudiée à la section précédente sur les
modèles observation-driven.
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Spécification 6 : Duration-Dependent Markov Switching
models
Distribution initiale C1 ∼ p(c1)
Probabilité de transition Ct | (X1:t−1 = x1:t−1, C1:t−1 = c1:t−1) ∼ p(ct | ct−1, dt−1 )















Èij def= P[St+1 = j | St = i ], ⇀u(t) def= (P[St = i])i∈S ,
⇀p(xt | x1:t−1 ) def= (P[Xt = xt | St = i,X1:t−1 = x1:t−1 ])i∈S .













? = (K − 1)τ + 1,
?? = (K − 1)τ + 2.
Représentation graphique du modèle complet
S1 → S2 → S3 → . . . → St . . .
Chaîne instrumentale
d’ordre 1 non observés
⇓ ⇓ ⇓ ⇓
C1 C2 C3 . . . Ct . . .
Chaîne de Markov
non observée
↓ ↓ ↓ ↓
X1 X2 X3 . . . Xt . . . Processus observé
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5.2.1.1. Architecture de la matrice de transition
Les probabilités de transition de la chaîne originale sont obtenues, ∀ t ∈ N?, par les
relations









exp{β0i` + β1i` · dt}
,










exp{β0i` + β1i` · dt}
, (5.2.6)
où l’utilisation de la fonction logistique permet à nouveau que les coefficients β0ij et β1ij soient
non-contraints ∀ i, j ∈ C .
Les valeurs des coefficients β1ij permettent de connaître le signe de la relation entre les
probabilités de transition et la durée de temps dans un état. Lorsque la chaîne est par exemple
dans l’état i,
β1ii > 0 =⇒ l’état i deviendra de plus en plus persistant,
β1ii < 0 =⇒ l’état i deviendra de moins en moins persistant,
β1ii = 0 =⇒ la durée de temps dans l’état i n’a pas d’effet
sur la probabilité de demeurer dans l’état i.
Remarque 5.2.3. Un modèle DDMS dont les coefficients β1ij sont nuls ∀i, j est équivalent
à la spécification standard (p.56) d’un HMM.
Puisque c’est la chaîne de Markov associée à la variable St que nous devrons manipuler,
nous redéfinissons les probabilités de transition afin de tenir compte de chaque valeur possible
de la variable Dt. Ce faisant, la matrice de transition obtenue ne dépendra plus du temps
t et sera donc homogène. Les probabilités de transition pour la chaîne instrumentale sont
données par










? = j? et dj = min(di + 1, τ)) ou














, di = i−τ(i? − 1) et dj = j−τ(j? − 1). Ces probabilités de transition







qui est construite par bloc.







, ∀ i?, j? ∈ C sont définis en fonction de la chaîne originale. En effet,
ceci implique que, puisque la chaîne originale admettait K régimes et que par conséquent
sa matrice de transition avait K(K − 1) probabilités libres, le modèle requiert au total
(2K(K − 1)) paramètres pour peupler son processus de changement de régime, et ce peu
importe la valeur de τ .
Puisque les probabilités de transition sont non-nulles seulement si l’état j est accessible
depuis l’état i dans la chaîne instrumentale, il est clair en nous fiant à la représentation
graphique du processus latent de la spécification du modèle DDMS (p.97) que la majorité
d’entre elles seront nulles. À partir d’un état donné de la chaîne instrumentale, il y a deux
cas possibles de transition :
(1) Augmentation du nombre de pas consécutifs dans le même état (jusqu’à un maximum
de τ),
(2) Passage à un autre des (K − 1) régimes de la chaîne initiale et retour en Dt = 1.
La matrice Γ est ainsi constituée de blocs correspondants au cas (1) sur sa diagonale, et de
blocs correspondants au cas (2) autour. La forme que prennent les blocs sur la diagonale est
présentée à la figure 5.1 (p.100) et celle pour les autres blocs est présentée à la figure 5.2 (p.101).
Exemple 5.2.1 (Construction de la matrice de transition pour un HMM-DDMS(4, 3)).
Soit un modèle DDMS bornant la dépendance à la durée en τ = 3 et dans lequel la chaîne
de Markov admet K = 4 régimes. La forme que prend alors la matrice de transition est
présentée à la figure 5.3 (p.102).
5.2.1.2. Adaptation de l’algorithme 1 : Filtre d’Hamilton (p.68)
Afin de pouvoir utiliser le filtre d’Hamilton pour les modèles DDMSs, nous de-
vons redéfinir la distribution initiale ⇀u(1) def= (P[Ct = i])i∈C et la densité conditionnelle
⇀p(xt | x1:t−1 ) def= (P[Xt = xt | X1:t−1 = x1:t−1,Ct = i ])i∈C pour qu’elles correspondent à la
chaîne instrumentale St. Ainsi, en sachant que
P[D1 = d] =
1, si d = 10, sinon (5.2.10)
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Ct = i
Dt=1 Dt=2 Dt=3 ... Dt=τ











































































Figure 5.1 – Blocs sur la diagonale de Γ pour un HMM-DDMS(K, τ)
et donc que
P[C1 = i,D1 = di]
Bayes=P[C1 = i | D1 = di ]P[D1 = di], (5.2.11)
Ind.=P[C1 = i]P[D1 = di], (5.2.12)
=
P[C1 = i], si di = 10, sinon, (5.2.13)
nous définissons dans un premier temps
⇀
u(1) def= (P[S1 = 1], . . . ,P[S1 = Kτ ]), (5.2.14)
=
(
P[C1 = 1, D1 = 1],P[C1 = 1, D1 = 2], . . . ,P[C1 = 1, D1 = τ ], . . . ,





P[C1 = 1, D1 = 1],
(τ−1) fois︷ ︸︸ ︷
0, . . . , 0, . . . ,P[C1 = K,D1 = 1],
(τ−1) fois︷ ︸︸ ︷





Dt=1 Dt=2 ... Dt=τ
















































(τ−1) fois︷ ︸︸ ︷
0, . . . , 0, . . . ,P[C1 = K],
(τ−1) fois︷ ︸︸ ︷






1 0 · · · 0
]
, le premier vecteur de la base canonique de l’espace Rτ et ⊗, le
produit de Kronecker.
Pour ce qui est maintenant de remplacer la distribution conditionelle ⇀p(xt | x1:t−1 ),
puisque par hypothèseXt est indépendant deDt sachant Ct (i.e. P[Xt | Ct, Dt ]
Hyp.=P[Xt | Ct ]),
nous définissons
⇀p(xt | x1:t−1 ) def= (P[Xt | St = 1,X1:t−1 ], . . . ,P[Xt | St = Kτ,X1:t−1 ]), (5.2.19)
=
(
P[Xt | Ct = 1, Dt = 1, X1:t−1 ], . . . ,P[Xt | Ct = 1, Dt = τ,X1:t−1 ], . . . ,




( τ fois︷ ︸︸ ︷
P[Xt | Ct = 1, X1:t−1 ], . . . ,P[Xt | Ct = 1, X1:t−1 ], . . . ,
τ fois︷ ︸︸ ︷
P[Xt | Ct = K,X1:t−1 ], . . . ,P[Xt | Ct = K,X1:t−1 ]
)
, (5.2.20)
= ⇀p(xt | x1:t−1 )⊗1τ ′. (5.2.21)
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Γ =
Ct=1 Ct=2 Ct=3 Ct=4
Dt=1 Dt=2 Dt=3 Dt=1 Dt=2 Dt=3 Dt=1 Dt=2 Dt=3 Dt=1 Dt=2 Dt=3














































































































































0 È12 0 È14 0 0 È17 0 0 È1(10) 0 0
0 0 È23 È24 0 0 È27 0 0 È2(10) 0 0
0 0 È33 È34 0 0 È37 0 0 È3(10) 0 0
È41 0 0 0 È45 0 È47 0 0 È4(10) 0 0
È51 0 0 0 0 È56 È57 0 0 È5(10) 0 0
È61 0 0 0 0 È66 È67 0 0 È6(10) 0 0
È71 0 0 È74 0 0 0 È78 0 È7(10) 0 0
È81 0 0 È84 0 0 0 0 È89 È8(10) 0 0
È91 0 0 È94 0 0 0 0 È99 È9(10) 0 0
È(10)1 0 0 È(10)4 0 0 È(10)7 0 0 0 È(10)(11) 0
È(11)1 0 0 È(11)4 0 0 È(11)7 0 0 0 0 È(11)(11)
È(12)1 0 0 È(12)4 0 0 È(12)7 0 0 0 0 È(11)(12)

.
Figure 5.3 – Matrice Γ sous un HMM-DDMS(K = 4, τ = 3)
La version adaptée de cet algorithme tenant compte de ces nouvelles définitions est pré-
sentée à l’algorithme 2 : Filtre d’Hamilton pour modèle DDMS (p.103).
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Algorithme 2 : Filtre d’Hamilton pour modèle DDMS
Soit la chaîne de Markov {St}t∈N? définie en fonction de la chaîne de Markov
{Ct}t∈N? telle que
St





Dt−11{Ct=Ct−1} + 1, τ
)
∈ {1, . . . , τ}.
Soit les notations suivantes associées à cette chaîne de Markov, ainsi que leurs
interprétations probabilistes :
⇀
u(1) def= (P[S1 = 1], . . . ,P[S1 = Kτ ]),
⇀p(xt | x1:t−1 ) def= (P[Xt = xt | St = 1,X1:t−1 ], . . . ,P[Xt = xt | St = Kτ,X1:t−1 ]),









def= (P[Xt, St = 1 | X1:t−1 ], . . . ,P[Xt, St = Kτ | X1:t−1 ]),
at
def=P[Xt | X1:t−1 ],
⇀ωS,t







1 ⇀aS,1 = ⇀u(1) ⇀p(x1),










⇀aS,t = (⇀ωS,t−1Γ) ⇀p(xt | x1:t−1 ),

















Le nombre d’opérations nécessaires pour compléter cet algorithme peut être
réduit en construisant les vecteurs et matrices de sorte à profiter du fait que la
majorité des entrées y sont nulles. Cet algorithme est valide même pour un modèle






Dans ce mémoire, notre objectif était d’illustrer l’apport d’une reformulation hiérarchique
et de la relaxation de l’hypothèse d’homogénéité à la modélisation de séries financières avec
les modèles de Markov à variables latentes. Dans les chapitres précédents, nous avons présenté
plusieurs méthodes permettant d’évaluer la performance et l’utilité de modèles statistiques.
Nous proposons de séparer ces méthodes en quatre catégories :
(1) Qualité de l’ajustement aux données (log-vraisemblance, AIC, AICc et BIC ). 1
(2) Qualité de la prévision un pas en avant (MAFE, MSFE, MASFE et MSSFE). 2
(3) Capacité à reproduire les faits stylisés présentés à la section 1.1 (p.35).
(4) Interprétabilité des paramètres.
Dans ce chapitre, nous rassemblerons les deux premiers critères dans une même section et
comparerons la qualité de l’ajustement et des prévisions de tous les modèles présentés dans
cet ouvrage sur deux séries, soit le niveau de l’indice S&P 500 3 et le taux de change Canada-
États-Unis (CADUSD) 4. Cette portion de notre analyse se trouve à la section 6.1 (p.107).
Ensuite, nous étudierons à la section 6.2 (p.111) la faculté des modèles entraînés sur le S&P
500 à reproduire les faits stylisés par le biais de séries simulées de 2 000 000 d’observa-
tions. Pour chacune de ces séries simulées, nous présenterons d’abord l’autocorrélation des
log-rendements Corr[rt, rt+h], l’autocorrélation des rendements centrées en valeur absolue






—en plus de la différence entre les deux pour étu-
dier la présence de l’effet de Taylor. Nous présenterons ensuite les coefficients d’asymétrie
et d’applatissement et finalement la corrélation entre les log-rendements centrés et les chocs
positifs Corr[|εt+h|,max {εt,0}] et négatifs Corr[|εt+h|,max {−εt,0}] afin d’étudier la présence
de l’effet de levier. Afin d’illustrer le fait stylisé (3), soit le regroupement des volatilités,
1. Voir tableau 5.1.
2. Voir tableau 5.2.
3. (MSFT) [2020a].
4. (MSFT) [2020b].
nous étudierons les probabilités filtrées P[Ct | Ft ] et lissées P[Ct | FT ] 5 obtenues lors de
l’entraînement des modèles sur le S&P 500. Finalement, nous nous intéresserons, à la section
6.3 (p.123), à l’interprétation des paramètres obtenus pour les modèles présentés aux chapitres
4 (p.75) et 5 (p.87).
Pour notre analyse, nous utilisons les log-rendements quotidiens du S&P 500 entre le 3
janvier 2000 et le 24 décembre 2020 et les différences pondérées du taux de change CADUSD
entre le 18 septembre 2003 et le 25 décembre 2020. Afin d’évaluer la qualité de l’ajustement
de nos modèles, nous avons choisi de séparer les échantillons en deux parties, soit un échan-
tillon d’entraînement et un de test, représentant respectivement 90% et 10% de l’échantillon
complet. Nous avons d’abord entraîné sur ces données une distribution normale univariée
(UNIVARIÉE(K = 1)), ainsi que trois modèles de mélange de K ∈ {2, 3, 4} lois normales
(MÉLANGE(K)). Ces modèles nous ont permis dans un premier temps d’obtenir des points
de départ pour l’optimisation des modèles plus complexes et seront de plus utilisés comme
modèles de référence. Nous avons ensuite entraîné trois HMM(K) correspondant à la spécifi-
cation standard (p.56) avecK ∈ {2, 3, 4}, qui nous ont eux aussi aidé à calibrer les modèles plus
complexes. Dans un quatrième temps, nous avons entraîné un HHMM(N = 2, k1 = 2, k2 = 2)
et un HHMM-simplifié(N = 2, k1 = 2, k2 = 2), puis un modèle HMM-LOGIT(K = 4) utili-
sant la série à l’étude comme variable explicative et un utilisant les log-rendements de l’indice
de production industrielle totale américaine (INDPRO) 6, un modèle HMM-GAS(K = 2) et
finalement trois modèles HMM-DDMS(K = 4, τ), avec τ ∈ {3, 5, 14}. L’optimisation a été
effectuée grâce à la fonction optim disponible dans la librairie stats du langage R, avec un
seuil de tolérance de 10−10 et en utilisant la méthode quasi-Newton BFGS.
Remarque 6.0.1. Nous utiliserons, dans les tableaux et graphiques de ce chapitre,
les notations HHMM(K = 4) et HHMM-simplifié(K = 4) afin de faire référence aux mo-
dèles HHMM(N = 2, k1 = k2 = 2) et HHMM-simplifié(N = 2, k1 = k2 = 2) de manière plus
concise. Ceci est simplement dû au fait que l’espace était une préoccupation puisque les ta-
bleaux étaient déjà de grandes tailles, et que les modèles hiérarchiques présentés admettaient
tous deux régimes parents (N = 2) ayant chacun deux régimes enfants (ki = 2, ∀i).
Remarque 6.0.2. L’estimation des paramètres du modèle HMM-GAS(K = 2) a été pos-
sible grâce à la version 2.0 de la librairie HMMGAS rendu disponible par Marco Bazzi [2017]. Il
a été nécessaire de modifier légèrement le code source de la librairie afin qu’elle permette que
les volatilités puissent être distinctes dans chaque état. Cette librairie ne permet malheureu-
sement que de considérer des modèles ayant K = 2 régimes, et ne permet pas de simuler des
séquences en utilisant les paramètres estimés d’un modèle GAS . Ainsi, nous ne pourrons pas
étudier leur capacité à reproduire les faits stylisés—outre le regroupement des volatilités.
5. Présentées dans l’appendice externe.
6. Federal Reserve System (US) [2020].
106
Remarque 6.0.3 (Accessibilité du code source). Le code R permettant de produire tous
les résultats présentés dans cette section est disponible sur mon compte Github à l’adresse
suivante : https://github.com/GabrielLemyre/Code_R_Memoire_Maitrise.
6.1. Qualité de l’ajustement et erreurs moyennes de pré-
vision
Les mesures de qualité de l’ajustement basées sur la log-vraisemblance et l’erreur de
prévision sur l’indice du S&P 500 sont présentées au tableau 6.1 (p.109) et ceux pour le taux
de change Canada-États-Unis (CADUSD) sont présentées au tableau 6.2 (p.110).
Nous observons tout d’abord, en analysant les modèles n’admettant pas de dépendance
temporelle et les HMMs standards, que nos résultats ne semblent pas a priori indiquer sans
équivoque la présence de quatre régimes distincts, autant sur le S&P 500 que sur le CADUSD.
L’apport d’un quatrième régime dans une structure standard semble en fait au mieux mar-
ginal. Une analyse des résultats obtenus sur les modèles plus complexes semblent cependant
indiquer que quatre régimes sont observables dans la série. Ceci sera plus clair dans les
sections subséquentes où nous nous intéresserons aux faits stylisés et à l’interprétation des
paramètres.
Bien qu’ils ne soient en fait qu’une reformulation des HMMs standards, il semble que
les modèles hiérarchiques se démarquent pour les mesures de qualité d’ajustement basées
sur la log-vraisemblance, à la fois dans l’échantillon et à l’extérieur de celui-ci, et ce pour le
S&P 500 et le CADUSD—à l’exception du BIC sur ce dernier. Une explication possible est
que ces modèles sont potentiellement moins sensibles à une mauvaise initialisation puisque
plusieurs paramètres entrent en jeu dans le calcul des probabilités de transition, rendant
ces modèles généralement plus faciles à calibrer. Nous observons de plus que, puisqu’il ne
requiert que 6 paramètres pour construire la matrice de transition contre 12 pour la version
générale, les HHMM-simplifié(K = 4) performent habituellement légèrement mieux que les
modèles HHMM(K = 4) lorsque le nombre de paramètres et la taille de l’échantillon sont des
facteurs. La performance de ces modèles en terme d’erreur moyenne de prévision ressemble
de près à la majorité des autres modèles étudiés sur le S&P 500, mais ils se démarquent pour
l’erreur moyenne standardisée sur le CADUSD.
Puisque la performance des modèles HHMM(K = 4) est comparable à celle des modèles
HHMM-simplifié(K = 4), mais que ces derniers nécessitent un peu moins de la moitié du
temps d’entraînement sur le S&P 500 et un peu moins du tiers sur le CADUSD, ceux-ci sont
probablement préférables comme premiers modèles afin d’évaluer l’apport potentiel d’une
structure hiérarchique.
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Pour les modèles HMM-LOGIT(K = 4), il semble que la série INDPRO soit préférable
aux valeurs décalées du S&P 500 lorsque la sélection de modèles se fait en terme de BIC, de
MAFE ou de MSFE. Cependant, ce sont pourtant ces derniers qui dominent tous les autres
modèles en terme d’erreur moyenne de prévision standardisée, et ce par une marge importante
à l’intérieur et à l’extérieur de l’échantillon d’entraînement. L’inverse semble vrai sur la
série du CADUSD, où c’est plutôt l’utilisation de valeurs décalées qui supplante l’utilisation
de INDPRO. En effet, autant les mesures d’ajustement liées à la log-vraisemblance que
celles liées à l’erreur moyenne de prévision standardisée indiquent que l’utilisation de valeurs
décalées augmente significativement le pouvoir prédictif du modèle sur le CADUSD, ce qui
est cohérent avec les résultats obtenus par Liu, Margaritis et Wang [2012].
Malgré le fait que les modèles HMM-GAS(K = 2) ne soient grands vainqueurs dans
aucune catégorie, leur performance en terme de MAFE et de MSFE est très semblable à la
moyenne des autres modèles, et ils arrivent deuxième en terme de MASFE et de MSSFE sur
le S&P 500. Il est de plus intéressant de noter que leur performance sur cette dernière série
est supérieure hors de l’échantillon, creusant l’écart avec le modèle HMM-LOGIT(K = 4)
utilisant les valeurs décalées du S&P 500. Il se peut que ceci soit lié à l’observation de Bazzi,
Blasques, Koopman et Lucas [2017], selon lesquels ces modèles ont une très grande faculté
d’adaptation, et performent parfois mieux que le modèle ayant généré les observations. Sur
le CADUSD, ces modèles performent relativement bien en terme de BIC et sensiblement
comme les autres en terme de MAFE et de MSFE, mais leurs MASFE et MSSFE sont bien
loin derrière les autres.
Finalement, les résultats obtenus pour les modèles HMM-DDMS(K = 4, τ ∈ {3, 5, 14})
ne semblent pas supporter l’idée que l’inclusion d’une dépendance à la durée permette à ces
modèles de se démarquer en terme de log-vraisemblance ou d’erreur moyenne de prévision.
En effet, ils se retrouvent dans la moyenne pour la majorité des mesures présentées dans ces
tableaux, mais nécessitent généralement beaucoup plus de temps pour converger et l’apport
d’une plus longue mémoire n’est pas évident.
En général, il semble que les modèles étudiés soient plus aptes à faire des prévisions sur
l’indice du S&P 500 que sur le CADUSD. Ceci est potentiellement dû au fait que le CADUSD
affiche des écarts à la moyenne moins importants, ne justifiant donc pas forcément l’utilisation







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.2. Reproduction des faits stylisés avec les modèles en-
traînés sur le S&P 500
Rappelons d’abord que la forme donnée aux log-rendements du S&P 500 à la section
1.1 (p.35) était
rt = µt + εt = µt + ηtσt, (6.2.1)
avec
µt = E[rt | r1:t−1 ], (6.2.2)
σ2t = Var[rt | r1:t−1 ], (6.2.3)
ηt ∼ N(0,1) (6.2.4)
et où les εt correspondent aux log-rendements centrées, ou à l’erreur statistique.
Rappelons de plus que les faits stylisés sont
(1) l’absence d’autocorrélation dans les rendements (i.e. Corr[rt, rt+h] ≈ 0, ∀h ≥ 1),
(2) la présence d’autocorrélation positive dans les processus {ε2t} et {|εt|},
(3) le regroupement (clustering) des volatilités,
(4) des ailes épaisses et une asymétrie négative pour la distribution des log-rendements
(µ̃3 < 0 et µ̃4 > 3),
(5) l’effet de levier : Corr[|εt+h|,max {−εt,0}] > Corr[|εt+h|,max {εt,0}],







Tel que mentionné en introduction de chapitre, nous avons, afin d’illuster la faculté des
divers modèles à reproduire ces faits stylisés, simulé pour chaque modèle entraîné sur le S&P
500 une série de 2 000 000 d’observations. Nous comparons ensuite les diverses quantités
d’intérêt à celles obtenues empiriquement sur la série des log-rendements du S&P 500. Les
sections qui suivent sont ordonnées afin de mouler la liste de faits stylisés présentée ci-haut.
6.2.1. Absence d’autocorrélation dans les rendements
Les fonctions d’autocorrélation Corr[rt, rt+h] pour h ∈ {1, . . . , 200} sont présentées à la
figure 6.1 (p.112). Au premier regard, il semble que les séries simulées par tous les modèles af-
fichent une absence d’autocorrélation dans les log-rendements. Ainsi, tous les modèles étudiés











































HMM−LOGIT(K=4) sur SP500 ~ SP.500[−1]
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HMM−LOGIT(K=4) sur SP500 ~ INDPROlog
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Figure 6.1 – Fonctions d’autocorrélation des log-rendements du S&P 500
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6.2.2. Présence d’autocorrélation positive dans les processus {|εt|}
et {ε2t}
Les fonctions d’autocorrélation des log-rendements centrées en valeur absolue
Corr[|εt|, |εt+h|] pour h ∈ {1, . . . , 200} sont présentées à la figure 6.2 (p.114) et celles






sont présentées à la figure 6.3 (p.115).
Nous avons superposé, sur chacun de ces graphiques, les fonctions d’autocorrélation empi-
rique lissées correspondantes afin de pouvoir comparer celle-ci à celles des séries simulées.
Bien que selon Rydén, Teräsvirta et Åsbrink [1998] ce fait stylisé soit le plus difficile
à reproduire avec les modèles de Markov à variables latentes, il semble que la relaxation
de l’hypothèse d’homogénéité ainsi qu’une architecture hiérarchique puisse permettre aux
HMMs de reproduire celui-ci plus fidèlement.
En effet, parmi les modèles homogènes, les modèles hiérarchiques affichent généralement
une plus grande persistance dans ces deux processus, avec le modèle HHMM(K = 4) mou-
lant presque exactement la fonction d’autocorrélation empirique lissée sur un grand horizon.
Parmi les modèles non-homogènes, les HMM-DDMS(K = 4, τ ∈ {3, 14}) sont eux aussi très
persistants, ce qui était attendu puisque ces derniers incorporent directement la persistance
dans un régime comme variable explicative. De plus, bien que ce soit marginal, l’augmenta-
tion de la mémoire du modèle semble augmenter aussi la persistance dans ces deux processus.
Ainsi, autant les modèles hiérarchiques que les DDMSs affichent une décroissance bien plus
lente de ces fonctions d’autocorrélation que les HMMs standards.
Pour ce qui est de l’effet de Taylor, la différence entre les fonctions d’autocorréla-
tion de {|εt|} et de {ε2t} est présentée à la figure 6.4 (p.116)—sur laquelle la fine ligne
bleue représente cette différence sur la série du S&P 500. Il semble que tous les mo-







< Corr[|εt|, |εt+h|], ∀h > 0, et ce pour toutes les séries. Cet effet est à nou-
veau beaucoup plus apparent pour les modèles hiérarchiques et les DDMSs, mais aussi pour
le HMM-LOGIT(K = 4) utilisant les valeurs décalées du S&P 500. Il est intéressant de noter
ici que c’est le HHMM-simplifié(K = 4) qui affiche la plus lente décroissance, moulant de très







































































































Autocorrélation des log−rendements centrés en valeur absolue
Simulations depuis SP.500
Figure 6.2 – Fonctions d’autocorrélation des log-rendements centrés en valeur absolue {|εt|}







































































































Autocorrélation des log−rendements centrés au carré
Simulations depuis SP.500
Figure 6.3 – Fonctions d’autocorrélation des log-rendements centrés et au carré {ε2t} du





























































































Effet de Taylor 
Simulations depuis SP.500
Figure 6.4 – Illustration de l’effet de Taylor sur le S&P 500 et les séries simulées avec les
modèles à l’étude
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6.2.3. Regroupement des volatilités
Afin d’illustrer le regroupement des volatilités, nous présentons à la figure 6.5 (p.118) les
probabilités filtrées P[Ct | Ft ] obtenues par le filtre d’Hamilton et introduites à la section
3.6 (p.66), et à la figure 6.6 (p.119) les probabilités lissées P[Ct | FT ] obtenues par le filtre de
Kim et présentées dans l’appendice externe. Ces graphiques présentent des régions corres-
pondantes à un empilement vertical des probabilités filtrées ou lissées à chaque pas de temps
et les lignes pointillées verticales indiquent la position de la dernière date de l’échantillon
d’entraînement. Les états ont de plus été ordonnés de sorte que l’état le plus en bas (en
rouge) soit toujours le plus volatil et ainsi de suite jusqu’au moins volatil tout au dessus (en
bleu). Nous reportons de plus en annexe A.1 (p.140) des graphiques plus détaillés pour chaque
modèle.
Bien que cet effet de regroupement soit apparent en regardant les probabilités filtrées,
celui-ci est habituellement beaucoup plus évident en observant les probabilités lissées puisque
les régions y sont plus définies. Ces graphiques semblent suggérer que tous les modèles étudiés
permettent un regroupement des volatilités. En effet, les régions colorées sont habituellement
assez larges, et ce même en période de haute volatilité. L’augmentation du nombre de régimes
a pour effet de réduire la largeur de ces bandes puisque les régimes supplémentaires ont
tendances à ajouter plus de granularité à l’étude de la volatilité. Ceci sera plus évident à la
section 6.3 (p.123) où nous présenterons les valeurs estimées des paramètres.
Remarque 6.2.1. Nous remarquons dès lors en observant ces graphiques que les probabi-
lités filtrées et lissées d’un régime des modèles DDMSs semblent ne jamais dépasser la barre
du 50%. Ceci sera discuté à la section 6.3.6 (p.127) sur l’interprétation des paramètres.
Remarque 6.2.2. Nous observons de plus que bien que l’année 2020 ait été difficile, la
bonne nouvelle est que tous les modèles semblent indiquer que nous entrons dans une période






















































































































































































Probabilités filtrées sur SP.500


































































































































































































Probabilités lissées sur SP.500
Figure 6.6 – Probabilités lissées P[Ct | FT ] estimées sur le S&P 500
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6.2.4. Ailes épaisses et asymétrie négative
Afin d’illustrer ce fait stylisé, nous présentons au tableau 6.3 les même statistiques des-
criptives que celles présentées au tableau 1.1 de la section 1.1 (p.35). Tous les modèles étudiés
affichent un coefficient d’asymétrie négatif d’une ampleur comparable au coefficient empi-
rique, avec le coefficient µ̃3 du HHMM-simplifié(K = 4) étant le plus près. Il en va de même
pour le coefficient d’aplatissement µ̃4 de nos modèles qui sont tous supérieurs à 3, avec cette
fois le HHMM(K = 4) en première place. Il semble donc que tous les modèles étudiés sachent
reproduire ce fait stylisé relativement bien.
Tableau 6.3 – Statistiques descriptives sur le S&P 500 et les séries simulées avec les modèles
µ a σ b µ̃3
c µ̃4
d Min Max
S&P 500 0.018 1.256 −0.393 13.931 −12.765 10.957
HMM-Homogeneous(K = 2) 0.013 1.199 −0.193 5.952 −9.282 9.997
HMM-Homogeneous(K = 3) 0.013 1.198 −0.244 8.568 −14.334 12.154
HMM-Homogeneous(K = 4) 0.013 1.205 −0.290 9.069 −12.510 14.234
HHMM(K = 4) 0.013 1.201 −0.292 10.780 −14.532 14.169
HHMM-simplifié(K = 4) 0.011 1.208 −0.313 9.601 −13.795 14.026
LOGIT(K = 4) ∼ S&P 500[−1] 0.012 1.195 −0.157 8.549 −13.431 10.625
LOGIT(K = 4) ∼ INDPROlog 0.021 1.036 −0.138 6.146 −13.443 11.471
DDMS(K = 4, τ = 3) 0.011 1.207 −0.193 8.438 −11.654 11.666
DDMS(K = 4, τ = 5) 0.011 1.205 −0.159 8.692 −11.471 12.407
DDMS(K = 4, τ = 14) 0.010 1.213 −0.263 8.480 −11.854 11.128
a. Moyenne inconditionnelle
b. Écart-type inconditionnel










6.2.5. Effet de levier
Les différences entre la corrélation des log-rendements centrés en valeur absolue avec un
choc négatif et avec un choc positif (i.e. Corr[|εt+h|,max {−εt,0}] − Corr[|εt+h|,max {εt,0}])
sur les séries simulées sont présentées à la figure 6.7 (p.122). La ligne bleue y représente cette
différence observée sur la série du S&P 500.
Bien que cette différence ne soit pas significative pour la presque totalité des modèles,
le modèle HMM-LOGIT(K = 4) utilisant les valeurs précédentes de la série comme variable
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explicative semble tout de même afficher une différence positive pour un délai relativement
court. Ceci est potentiellement dû au fait que les plus grands coefficients de la matrice β1
sont négatifs, ce qui implique que les log-rendements négatifs ont un grand effet sur les
probabilités de transition dans certains régimes. Ceci sera discuté plus en détails à la section
6.3.3 (p.125).
Il est de plus important de mentionner que bien que cette différence soit très faible





























































































Effet de Levier 
Simulations depuis SP.500
Figure 6.7 – Illustration de l’effet de levier sur le S&P 500 et les séries simulées avec les
modèles à l’étude
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6.3. Interprétation des paramètres estimés sur le S&P
500
6.3.1. Paramètres estimés pour le HHMM(K = 4)
Les paramètres obtenus lors de l’estimation du HHMM(K = 4) sont regroupés à la figure
6.8 (p.123) et la matrice de transition résultante est
Γ =

0.965 0.035 0 0
0.006 0.977 0.018 0
0 0.010 0.953 0.037


















N( 0.09, 0.51 2)N( 0.01, 0.96 2)



















Figure 6.8 – Paramètres pour le HHMM(K = 4) estimés sur le S&P 500
Au premier abord, il semble que les régimes soient bel et bien séparés en deux groupes dis-
tincts associés aux régimes de la couche supérieure de la chaîne. Les régimes enfants associés
au régime parent p1 semblent correspondre à des régimes plus turbulents avec une tendance à
la baisse. En contrepartie, les régimes enfants associés au régime parent p2 semblent associés
à des états plus calmes de l’économie, avec une faible tendance à la hausse. Une analyse des
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probabilités de transition indique aussi que le passage de l’état le plus calme à l’état le plus
turbulent se fait toujours par le biais des états intermédiaires, avec une faible probabilité de
quitter les états calmes, et une faible probabilité de quitter les états turbulents une fois dans
ceux-ci. Ceci est cohérent avec les phases du cycle économique.
6.3.2. Paramètres estimés pour le HHMM-simplifié(K = 4)
Les paramètres obtenus lors de l’optimisation du HHMM-simplifié(K = 4) sont regroupés
à la figure 6.9 (p.124) et la matrice de transition résultante est
Γ =

0.951 0.043 0.006 0
0.005 0.988 0 0.006
0.003 0 0.926 0.070








N( 0.12, 0.48 2)N(−0.01, 0.91 2)














Figure 6.9 – Paramètres pour le HHMM-simplifié(K = 4) estimés sur le S&P 500
Les paramètres estimés pour ce modèle semblent à nouveau se séparer en deux groupes
distincts associés à des périodes plus turbulentes pour le régime parent p1 et des périodes
plus calmes associées au régime parent p2. Sous cette spécification cependant, la probabilité
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de passer d’un état intermédiaire à un autre est presque nulle. Nous observons sous cette
spécification une grande persistance des régimes parents comparativement à la spécification
générale présentée ci-haut. Ceci est potentiellement la raison pour laquelle le regroupement
des volatilités semble plus clair pour cette spécification.
6.3.3. Paramètres estimés pour le HMM-LOGIT(K = 4) ∼ S&P 500
Les paramètres des lois normales obtenus lors de l’estimation du HMM-LOGIT(K = 4)
utilisant les valeurs décalées de la variable dépendante sont
Régime 1 : N(−0.53, 4.77 2),
Régime 2 : N( 0.004, 2.08 2),
Régime 3 : N(−0.07, 1.09 2),
Régime 4 : N( 0.09, 0.56 2)
et les paramètres de la matrice de transition sont construits pas à pas avec la relation
ft =

18.071 −120.988 −30.083 −
− 10.895 7.586 7.766
− 46.328 49.954 −59.311






1.007 −23.528 −4.308 −
− 1.872 2.323 2.121
− 7.190 7.946 −14.468






Tel que mentionné à la section 6.2.5 (p.120), ce modèle est le seul permettant d’observer
l’effet de levier sur les données simulées. Ceci est possiblement lié au fait que les coefficents
négatifs de la matrice β1 sont de plus grande ampleur que les coefficients positifs. Ceci
implique qu’un log-rendement négatif aura un effet relatif plus grand qu’un log-rendement
positif sur la probabilité de quitter l’état actuel. Il est aussi intéressant de noter la faible
taille des coefficients de la matrice β1 par rapport à ceux de la matrice β0, ce qui signifie
que les mouvements de l’indice S&P 500 ont un effet sur les probabilités de transition, mais
que celui-ci est relativement limité.
6.3.4. Paramètres estimés pour le HMM-LOGIT(K = 4) ∼ IND-
PRO
Les paramètres des lois normales obtenus lors de l’estimation du HMM-LOGIT(K = 4)
utilisant les log-rendements mensuels du niveau de INDPRO sont
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Régime 1 : N(−0.59, 4.49 2),
Régime 2 : N(−0.05, 1.14 2),
Régime 3 : N( 0.09, 0.54 2),
Régime 4 : N(−0.04, 2.05 2)
et les paramètres de la matrice de transition sont construits pas à pas avec la relation
ft =

5.005 −118.439 −30.083 −
− 24.191 20.693 19.106
− 44.211 47.625 −54.778






0.415 −27.058 −4.308 −
− 5.559 5.442 5.612
− 15.263 16.201 −30.994








Les paramètres obtenus pour les distributions normales de ce modèles sont très semblables
à ceux obtenus pour le modèle précédent. Il semble aussi que les probabilités de transition
de ce modèle dépendent du mouvement de l’indice INDPRO, mais que cette dépendance soit
à nouveau limitée par l’ampleur relative des paramètres de la matrice β0 par rapport à la
matrice β1. Sous cette spécification, nous observons cependant une plus grande dépendance
au mouvement de l’indice INDPRO dans les régimes moins turbulents. Ceci est potentielle-
ment expliqué par le fait que cet indice est habituellement moins turbulent que le S&P 500,
qu’il ne change qu’une fois par mois, et qu’il est un bon indicateur de la santé de l’économie
américaine.
6.3.5. Paramètres estimés pour le HMM-GAS(K = 2)
Les paramètres des lois normales obtenus lors de l’estimation du HMM-GAS(K = 2) sont
Régime 1 : N(−0.12, 3.85 2)
Régime 2 : N( 0.07, 0.39 2)




















L’un des régimes est à nouveau associé à une distribution ayant une forte volatilité et
une tendance à la décroissance (bearish regime), et le second associé à une faible volatilité
et une légère tendance à la hausse (bullish regime).
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À l’instar de Bazzi, Blasques, Koopman et Lucas [2017], la matrice B obtenue est
presque égale à la matrice identité. Ceci à pour effet d’engendrer une grande persistance dans
les régimes, laquelle est observable à la figure A.8 (p.147). De plus, le régime moins turbulent
est associé à un paramètre constant plus grand et une entrée de la matrice A plus faible,
impliquant une moindre dépendance aux changements de contexte économique, alors que le
régime turbulent est plus sensible à un changement de contexte mais moins probable a priori.
6.3.6. Paramètres estimés pour le HMM-DDMS(K = 4, τ = 14)
Nous restreindrons notre analyse des paramètres obtenus pour les modèles HMM-
DDMS(K = 4, τ) au modèle admettant une mémoire maximale de τ = 14 puisque c’est
celui qui, en moyenne, a le mieux performé à la fois dans l’échantillon et à l’extérieur de
celui-ci, pour l’ajustement aux données, l’erreur de prévision et la reproduction des faits
stylisés.
Les paramètres des lois normales obtenus lors de l’estimation du HMM-
DDMS(K = 4, τ = 14) sont
Régime 1 : N(−0.15, 2.65 2)
Régime 2 : N(−0.07, 1.26 2)
Régime 3 : N( 0.09, 0.53 2)
Régime 4 : N( 1.41, 0.13 2)
et les paramètres de la matrice de transition sont construits pas à pas avec la relation
ft =

0.685 −5.778 −2.086 −
− 4.420 5.042 −6.723
− 8.412 8.062 −1.731






0.547 −5.801 0.466 −
− −0.034 −0.418 −9.685
− 8.751 9.064 −5.711





Tel que nous le mentionnions à la section 6.2.3 (p.117) concernant le fait stylisé (3), le
régime 4 associé à une faible volatilité et une forte tendance à la hausse ne semble jamais
visité dans la série. Bien que ceci soit potentiellement dû à une mauvaise initialisation des
paramètres, plusieurs essais sont malheureusement restés infructueux. À la section 6.1 (p.107),
nous mentionnions que les modèles de bases ne semblaient pas suggérer la présence de quatre
régimes sur cet intervalle de données. Il est donc possible que ceci ne soit en fait qu’une
conséquence de la longue mémoire de ces modèles. Le coefficient β144 = −6.840 étant fortement
négatif relatif aux autres, il n’est pas surprenant que le modèle n’y reste que très peu de
temps, si même il y passe.
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Il est tout de même intéressant d’analyser les paramètres β1ii associés aux autres régimes
afin d’étudier l’effet de la durée sur leur persistance. Il semble d’abord que le nombre de pas
dans le régime le plus turbulent soit lié à une augmentation de sa persistance, mais que cet
effet soit relativement faible. Pour ce qui est de l’état intermédiaire, il semble que celui-ci
devienne de moins en moins persistant au fur et à mesure que nous nous enfonçons dans celui-
ci. En contrepartie, il semble que l’état calme devienne de plus en plus persistant lorsque le
nombre de pas dans celui-ci augmente. Nous pouvons aisément observer ces caractéristiques
à la figure A.11 (p.150) dans laquelle les zones jaunes sont relativement courtes et éparses, les




Nous avons présenté dans ce mémoire les modèles de mélange, les HMMs standards ainsi
que deux reformulations hiérarchiques et trois extensions non-homogènes, à savoir le modèle
HMM-LOGIT(K), le HMM-GAS(K) et finalement le HMM-DDMS(K,τ). Notre objectif
était d’étudier l’apport potentiel de structures hiérarchiques et de la relaxation de l’hypo-
thèse d’homogénéité à la qualité de l’ajustement aux données et à la reproduction des faits
stylisés grâce aux modèles de Markov à variables latentes. Nous étions de plus intéressés par
l’interprétabilité des paramètres des divers modèles étudiés.
À la lumière des analyses présentées au chapitre 6, il semble que la reformulation hiérar-
chique et la relaxation de l’hypothèse d’homogénéité permettent aux modèles de reproduire
plus fidèlement les faits stylisés. Bien que ce soit les modèles hiérarchiques qui prennent la
première place pour la majorité des méthodes de sélection de modèles, l’apport des modèles
non-homogènes n’est cependant pas négligeable. En effet, la qualité des prévisions obtenues
sur le S&P 500 grâce au modèle HMM-LOGIT(K = 4) est nettement supérieure à tous les
autres modèles et l’inclusion de valeurs décalées de la variable à l’étude dans ce dernier
semble permettre une meilleure reproduction de l’effet de levier. Pour leur part, les modèles
HMM-GAS(K = 2) se démarquent par leur capacité à capter les dynamiques du S&P 500
et la rapidité avec laquelle ils convergent. L’inclusion de la durée comme variable explicative
semble de plus permettre de reproduire plus fidèlement la lente décroissance de l’autocorréla-
tion des processus {|εt|} et {εt2}, fait stylisé particulièrement difficile à reproduire selon Ry-
dén, Teräsvirta et Åsbrink [1998]. De plus, malgré la complexité croissante des modèles
présentés, leurs paramètres peuvent malgré tout être interprétés et liés à des caractéristiques
observables sur la série à l’étude.
Ainsi, il serait intéressant d’étendre l’étude actuelle en combinant dans un premier temps
une approche hiérarchique avec une dynamique non-homogène. En particulier, nous croyons
que l’inclusion de variables explicatives à la manière des HMM-LOGIT(K) et HMM-GAS(K)
pourrait permettre de combiner la faculté des HHMMs à reproduire les faits stylisés avec la
faculté desdits modèles à faire des prévisions sur le S&P 500. L’utilisation de valeurs décalées
de la variable dépendante dans une structure analogue au HMM-LOGIT(K) permetterait
potentiellement aussi au modèle résultant de reproduire l’effet de levier, complétant pour
ainsi dire la liste des faits stylisés reproductibles par les modèles hiérarchiques.
Remarque 6.3.1. Puisque la reformulation hiérarchique inclut plusieurs couches de chaînes
de Markov, l’utilisation de celle-ci ouvre de plus la porte à une panoplie de nouvelles for-
mulations. Il serait à cet égard intéressant de tester l’inclusion de paramètres variables dans
une seule couche, ou d’inclure des séries différentes comme variables explicatives dans les dif-
férentes couches. Ceci permettrait par exemple d’inclure une série plus stable représentant
l’état général de l’économie dans la couche supérieure et une série propre au même secteur de
l’économie que la série étudiée dans une couche subalterne. L’apport d’une telle distinction
entre les couches est cependant spéculatif, il conviendrait d’abord de tester l’inclusion de
plus d’une série de manière plus généralisée et d’analyser les paramètres obtenus.
Dans un second temps, considérant la performance remarquable des modèles hiérar-
chiques, il serait intéressant de comparer ces derniers avec les modèles factoriels mentionnés
en introduction du chapitre 4. Ne représentant en fait qu’une différence au niveau de la
transformation appliquée à la série d’états générée par les couches successives, ceux-ci pour-
raient s’inscrire dans une étude plus large sur les diverses transformations proposées dans la
littérature.
Finalement, bien que nous n’ayons pas obtenu de bons résultats avec les DDMSs en terme
de log-vraisemblance et de prévision, ils semblaient reproduire les faits stylisés relativement
bien. Puisqu’ils partageaient la même relation entre les paramètres et les probabilités de
transition, mais se démarquaient pour des mesures de performance différentes, il serait in-
téressant d’intégrer la durée provenant du modèle HMM-DDMS(K,τ) aux côtés de séries
financières dans un modèle de type HMM-LOGIT(K). Les DDMSs se démarquant de plus
des autres modèles non-homogènes par le fait qu’il est possible de les reformuler comme
des HMMs homogènes, ils se présentent à notre avis comme des candidats particulièrement
intéressants pour ce type de combinaison.
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Graphiques et tableaux de résultats
supplémentaires
A.1. Résultats pour la série S&P500
Diagramme des probabilitées pour le modèle 
HMM−Homogeneous(K=2) − (Q)
Train :2000−01−03 − 2018−11−20























































































































































































Figure A.1 – Probabilités filtrées et lissées pour le modèle HMM(K = 2) estimées sur le
S&P500
140
Diagramme des probabilitées pour le modèle 
HMM−Homogeneous(K=3) − (Q)
Train :2000−01−03 − 2018−11−20

























































































































































































Figure A.2 – Probabilités filtrées et lissées pour le modèle HMM(K = 3) estimées sur le
S&P500
141
Diagramme des probabilitées pour le modèle 
HMM−Homogeneous(K=4) − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































Figure A.3 – Probabilités filtrées et lissées pour le modèle HMM(K = 4) estimées sur le
S&P500
142
Diagramme des probabilitées pour le modèle 
HHMM(K=4) − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































Figure A.4 – Probabilités filtrées et lissées pour le modèle HHMM(K = 4) estimées sur le
S&P 500
143
Diagramme des probabilitées pour le modèle 
HHMM.simplifie(K=4) − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































Figure A.5 – Probabilités filtrées et lissées pour le modèle HHMM-simplifié(K = 4) esti-
mées sur le S&P 500
144
Diagramme des probabilitées pour le modèle 
HMM−LOGIT(K=4) sur SP500 ~ SP.500[−1] − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































































































Figure A.6 – Diagonales de Γt, probabilités filtrées et lissées pour le modèle HMM-
LOGIT(K = 4) estimées sur le S&P 500 avec ses valeurs décalées comme variable explicative
145
Diagramme des probabilitées pour le modèle 
HMM−LOGIT(K=4) sur SP500 ~ INDPROlog − (Q)
Train :2000−01−03 − 2018−11−20






















































































































































































































































































































Figure A.7 – Diagonales de Γt, probabilités filtrées et lissées pour le modèle HMM-
LOGIT(K = 4) estimées sur le S&P 500 avec la série INDPRO comme variable explicative
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Diagramme des probabilitées pour le modèle 
HMM−GAS(K=2) − (Q)
Train :2000−01−03 − 2018−11−20























































































































































































































































Figure A.8 – Diagonales de Γt, probabilités filtrées et lissées pour le modèle HMM-
GAS(K = 2) estimées sur le S&P 500
147
Diagramme des probabilitées pour le modèle 
DDMS(K=4,tau=3) − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































Figure A.9 – Probabilités filtrées et lissées pour le modèle HMM-DDMS(K = 4, τ = 3)
estimées sur le S&P500
148
Diagramme des probabilitées pour le modèle 
DDMS(K=4,tau=5) − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































Figure A.10 – Probabilités filtrées et lissées pour le modèle HMM-DDMS(K = 4, τ = 5)
estimées sur le S&P500
149
Diagramme des probabilitées pour le modèle 
DDMS(K=4,tau=14) − (Q)
Train :2000−01−03 − 2018−11−20



























































































































































































Figure A.11 – Probabilités filtrées et lissées pour le modèle HMM-DDMS(K = 4, τ = 14)
estimées sur le S&P 500
150
A.2. Résultats pour la série du taux de change Canada-
États-Unis (CADUSD)
Diagramme des probabilitées pour le modèle 
HMM−Homogeneous(K=2) − (Q)
Train :2000−01−03 − 2018−11−20























































































































































































Figure A.12 – Probabilités filtrées et lissées pour le modèle HMM(K = 2) estimées sur le
CADUSD
151
Diagramme des probabilitées pour le modèle 
HMM−Homogeneous(K=3) − (Q)
Train :2000−01−03 − 2018−11−20

























































































































































































Figure A.13 – Probabilités filtrées et lissées pour le modèle HMM(K = 3) estimées sur le
CADUSD
152
Diagramme des probabilitées pour le modèle 
HMM−Homogeneous(K=4) − (Q)
Train :2003−09−18 − 2019−04−08





























































































































































Figure A.14 – Probabilités filtrées et lissées pour le modèle HMM(K = 4) estimées sur le
CADUSD
153
Diagramme des probabilitées pour le modèle 
HHMM(K=4) − (Q)
Train :2003−09−18 − 2019−04−08





























































































































































Figure A.15 – Probabilités filtrées et lissées pour le modèle HHMM(K = 4) estimées sur
le CADUSD
154
Diagramme des probabilitées pour le modèle 
HHMM.simplifie(K=4) − (Q)
Train :2003−09−18 − 2019−04−08





























































































































































Figure A.16 – Probabilités filtrées et lissées pour le modèle HHMM-simplifié(K = 4) esti-
mées sur le CADUSD
155
Diagramme des probabilitées pour le modèle 
HMM−LOGIT(K=4) sur CADUSD ~ CADUSD[−1] − (Q)
Train :2003−09−18 − 2019−04−08



















































































































































































































Figure A.17 – Diagonales de Γt, probabilités filtrées et lissées pour le modèle HMM-
LOGIT(K = 4) estimées sur le CADUSD avec ses valeurs décalées comme variable expli-
cative
156
Diagramme des probabilitées pour le modèle 
HMM−LOGIT(K=4) sur CADUSD ~ INDPROlog − (Q)
Train :2003−09−18 − 2019−04−08




































































































































































































































































Figure A.18 – Diagonales de Γt, probabilités filtrées et lissées pour le modèle HMM-
LOGIT(K = 4) estimées sur le CADUSD avec la série INDPRO comme variable explicative
157
Diagramme des probabilitées pour le modèle 
HMM−GAS(K=2) − (Q)
Train :2003−09−18 − 2019−04−08















































































































































































































Figure A.19 – Diagonales de Γt, probabilités filtrées et lissées pour le modèle HMM-
GAS(K = 2) estimées sur le CADUSD
158
Diagramme des probabilitées pour le modèle 
DDMS(K=4,tau=3) − (Q)
Train :2003−09−18 − 2019−04−08





























































































































































Figure A.20 – Probabilités filtrées et lissées pour le modèle HMM-DDMS(K = 4, τ = 3)
estimées sur le CADUSD
159
Diagramme des probabilitées pour le modèle 
DDMS(K=4,tau=5) − (Q)
Train :2003−09−18 − 2019−04−08





























































































































































Figure A.21 – Probabilités filtrées et lissées pour le modèle HMM-DDMS(K = 4, τ = 5)
estimées sur le CADUSD
160
Diagramme des probabilitées pour le modèle 
DDMS(K=4,tau=14) − (Q)
Train :2003−09−18 − 2019−04−08





























































































































































Figure A.22 – Probabilités filtrées et lissées pour le modèle HMM-DDMS(K = 4, τ = 14)
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Propriétés et Résultats supplémen-
taires concernant les chaînes de Mar-
kov
I.1. Propriété des matrices de transition en m pas
Cette section complète l’information présentée à la section 2.2 sur les matrices de tran-
sition en m pas. Les probabilités de transition en m pas respectent les conditions suivantes
’ m,t œ N :
Propriété 1. 0 Æ È(m)ij (t) Æ 1, ’ i,j œ C ,
Propriété 2. q
jœC
È(m)ij (t) = 1, ’ i œ C ,
Les propriétés 1 et 2 sont obtenues directement puisque les È(m)ij (t) sont des probabilitées
et que la somme des probabilités de transition à partir d’un état vers tous les autres doit
être égale à 1 par la formule des probabilités totales. Ce sont ces deux propriétés qui font de
la matrice  (m)t une matrice stochastique.





È(m≠k)ih (t) ◊ È(k)hj (t + m ≠ k)
È






1 i = j,
0 i ”= j.
(I.1.2)
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t+m≠k, ’ k œ {0,1, . . . ,m}, (I.1.3)
avec
 (0) = IK . (I.1.4)
Démonstration. Sans faire l’hypothèse d’homogénéité de la chaîne de Markov,








P[Ct+m = j | Ct+m≠k = h, Ct = i ]




P[Ct+m = j | Ct+m≠k = h ]





È(m≠k)ih (t) ◊ È(k)hj (t + m ≠ k)
È
, ’ i, j œ C et ’ k œ {0,1, . . . ,m}.
⇤
Lorsque la chaîne de Markov est homogène et par l’équation de Chapman-Kolmogorov,
la matrice de transition admet aussi la propriété suivante :
Propriété 4.  (m) =  m.








= . . .
=  m.
⇤
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I.2. Classification des états
Cette section présente les outils de caractérisation des chaînes de Markov. Ces outils
inclus l’accessibilité entre les états d’une chaîne, leurs types de récurrence ainsi que leurs
périodes. Ce sont ces caractéristiques qui permettent ensuite de définir l’ergodicité d’une
chaîne de Markov.
Définition I.2.1 (Communication entre les états). Un état j est dit accessible à partir d’un
état i, noté i ≠ô j, si et seulement si ÷ m(i,j) œ Nı t.q. È(m(i,j))ij > 0. Si, de plus, i est
accessible à partir de j, nous dirons que les deux états communiquent et cette relation sera
notée i }ô j.
Cette relation, appelée relation d’équivalence, admet la propriété de transitivité telle
qu’illustrée à la propriété 3 des matrices de transitions en m pas, présentée en appendice
I.1. En e et, si i }ô k et que k }ô j, alors on a que i }ô j.
Si tous les états de la chaîne communiquent entre-eux, ils sont dits faire partie de
la même classe d’équivalence. Lorsque l’espace d’états est composé d’une seule classe
d’équivalence, la chaîne est dite irréductible.
Définition I.2.2 (État récurrent). Un état k d’une chaîne de Markov est dit récurrent si
fkk
def=P[retour à l’état k | départ de l’état k ] = 1. (I.2.1)
Sinon (fkk < 1), l’état est dit transient.
Définition I.2.3 (État récurrent positif). Un état k d’une chaîne de Markov est dit récur-
rent positif si
rk
def=E[ temps de premier retour à l’état k | départ de l’état k ] < Œ. (I.2.2)
Sinon (rk = Œ), l’état est dit récurrent nul.




n Ø 1 : È(n)kk > 0
2
. (I.2.3)
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Un état k est alors dit apériodique si d(k) œ {0, 1} et périodique lorsque d(k) > 1. Nous
noterons d(k) = 0 pour indiquer que l’état k n’est pas accessible à partir de lui-même.
Théorème I.2.1. Si i }ô j, alors
a) i et j ont la même période,
b) i est récurrent si et seulement si j est récurrent,
c) i est récurrent positif si et seulement si j est récurrent positif.
Si, de plus, l’espace d’états est fini, alors
d) tous les états récurrents sont récurrents positifs,
e) dans tous les cas il y a au moins un état récurrent.
Corollaire I.2.1. Si l’espace d’états est fini, tous les états d’une chaîne de Markov irréduc-
tible sont récurrents positifs.
Démonstration. Theorème 2 et lemme 7 de Grimmett et Stirzaker [2001], ou alter-
nativement les propositions 1, 2 et 3 ainsi que le corollaire de la section 1.6.4 de Lessard
[2014] (démonstrations en 1.8.2, 1.8.3 et 1.8.4). ⇤
Théorème I.2.2. Soit i œ C , un état d’une chaîne irréductible et d, sa période (et donc celle
de tous les états de la chaîne). Alors, ’ j œ C , il existe un entier unique rj œ [0,d) tel que
a) È(s)ij > 0 =∆ s © rj(mod d),
b) È(kd+rj)ij > 0, ’k Ø N(j), avec N(j) œ Nı.
Démonstration. Voir le théorème 1.3 de Seneta [2006]. ⇤
Définition I.2.5 (Ergodicité). Une chaîne de Markov irréductible, apériodique et sur un
espace d’états fini est dite ergodique.
I.3. Diagonalisation et le théorème de Perron-Frobenius
Définition I.3.1 (Diagonalisation). Une matrice carrée T de dimension K ◊ K est diago-
nalisable si elle admet K vecteurs propres linéairement indépendants (ou K valeurs propres
distinctes). Elle peut alors s’écrire sous la forme
T = P P≠1, (I.3.1)
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où la matrice P, appelée matrice de passage, contient sur ses colonnes lesdits K vecteurs
propres, la matrice   est une matrice diagonale dont les coe cients sont les valeurs propres
associées à ces vecteurs et P≠1 est l’inverse de la matrice de passage. Les colonnes de P sont
appelées vecteurs propres droits et les lignes de P≠1 sont appelées vecteurs propres gauches.
Afin d’alléger l’écriture, nous adopterons la notation suivante,
— ⁄(T) : L’ensemble des valeurs propres de T, aussi appelé le spectre de T,
— ⁄i : Le ie élément de ⁄(T),
— ‹i : Le vecteur propre droit associé à ⁄i,
— «Êi : Le vecteur propre gauche associé à ⁄i.
Les valeurs propres sont obtenues en trouvant les valeurs de ⁄ telles que
det (T ≠ ⁄IK) = 0. (I.3.2)
Les vecteurs propres sont obtenus en trouvant les vecteurs ‹ tels que T‹ = ⁄‹, ce qui est
équivalent à résoudre
(T ≠ ⁄)‹ = 0. (I.3.3)
Prenons en exemple la matrice de transition d’une chaîne de Markov et calculons la
puissance 2 de la matrice  ,













= P 2P≠1, puisque   est diagonale.
Selon cette même logique, nous pouvons écrire en général que
 m = P mP≠1. (I.3.4)
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⁄m1 0 · · · 0
0 ⁄m2 · · · 0
... ... . . . ...




Une simplification supplémentaire et très importante nous provient du théorème de
Perron-Frobenius et d’un de ses corollaires, présentés entre autres dans Seneta [2006]. Mais
d’abord,
Définition I.3.2 (Matrice primitive). Une matrice non-négative T est dites primitive si
÷k œ N tel que Tk > 0.
Théorème I.3.1. Une matrice de transition associée à une chaîne de Markov irréductible
et apériodique est primitive et inversement.
Démonstration. Si la matrice de transition   est irréductible avec période d = 1, alors
par le théorème I.2.2, nous avons que
È(k)ij > 0, ’k Ø N(i,j).
Ainsi, en prenant Nú = max
i,j
N(i,j), nous avons que
È(k)ij > 0, k Ø Nú, ’ i,j œ C .
Ce qui revient à dire que
 k > 0, ’k Ø Nú
et que donc, la matrice   est primitive.
Si maintenant la matrice   est primitive, nous avons directement que la matrice   est
irréductible par définition. De plus, nous avons qu’il ÷m œ N tel que  m > 0. Supposons
que  m+1 ne soit pas positive. Si  m+1 n’est pas positive, ÷i,j œ C | È(m+1)ij = 0. Puisque
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toutes les entrées de  m sont positives et que   Ø 0, la seule manière qu’une entrée de
 m+1 soit nulle est qu’une colonne complète de   soit nulle. Ceci signifierait qu’un état de
la chaîne n’est accessible depuis aucun autre état, ce qui est en contradiction avec le fait
que la chaîne associée à   est irréductible.
Ainsi, nous avons que  m+1 > 0 et puisque le pgcd(m,m + 1) = 1, la chaîne associée est
apériodique. ⇤
Le théorème suivant s’applique donc dans le cas de matrices de transition associées à des
chaînes de Markov irréductibles et apériodiques sur un espace d’états fini.
Théorème I.3.2 (Perron-Frobenius). Soit T, une matrice non-négative, primitive et de
dimension K ◊ K. Elle admet alors une valeur propre r telle que
(a) r œ Rú+,
(b) r > |⁄|, ’ ⁄ ”= r œ ⁄(T),
(c) r est une racine de multiplicité algébrique un du polynôme caractéristique de T (i.e.
solution à det (⁄IK ≠ T) = 0),
(d) Si 0 Æ B Æ T et que — est une valeur propre de B, alors |—| Æ r. De plus, si |—| = r,
alors certainement B = T,
(e) On peut associer à r des vecteurs propres droit et gauche strictement positifs,
(f) Les vecteurs propres associés à r sont uniques à une constante multiplicative près,
ainsi r a une multiplicité géométrique de un ( i.e. @ d’autre vecteur linéairement











avec l’égalité des deux côtés seulement si les sommes sur les lignes de la matrice T sont
égales.
Les démonstrations du théorème I.3.2 ainsi que du corollaire I.3.1 sont très longues et
seront donc omises dans cet ouvrage. Une approche algébrique peut être retrouvée à la
section 1.1 de Seneta [2006].
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Nous nous limiterons au cas particulier où la chaîne est ergodique (période d = 1) et
noterons pour la suite ⁄1 := r.
Théorème I.3.3. Soit  , la matrice de transition d’une chaîne de Markov ergodique. Alors,
(a) ⁄1 = 1,
(b) ⁄1 > |⁄i|, ’ valeur propre ⁄i avec i œ {2, . . . ,K},
(c) ⁄1 est une racine de multiplicité algébrique un du polynôme caractéristique de   (i.e.
solution à det (⁄IK ≠  ) = 0),
(d) On peut associer à ⁄1 des vecteurs propres droit ‹1 et gauche «Ê1 strictement positifs,
(e) Les vecteurs propres associés à ⁄1 sont uniques à une constante multiplicative près,
ainsi ⁄1 a une multiplicité géométrique de un.
Démonstration. Ce théorème est une conséquence directe du théorème de Perron-
Frobenius ainsi que du corollaire I.3.1. ⇤
Nous avons donc que ⁄1 = 1 et |⁄i| < ⁄1, ’i ”= 1. Puisque nous savons que la vitesse
de convergence de la matrice   dépend seulement de ses valeurs propres, tel qu’illustrée à
l’équation (I.3.5), il convient de s’intéresser à la valeur prise par la deuxième plus grande
valeur propre en valeur absolue.
Théorème I.3.4. Soit mi, la multiplicité algébrique de ⁄i.
Pour une matrice primitive   :
(a) Si ⁄2 ”= 0, alors lorsque k ô Œ










(a) Si ⁄2 = 0, alors
 k = rk‹1«Ê1, (I.3.9)
= 1K «fi. (I.3.10)
Ainsi, peu importe la valeur prise par ⁄2, nous avons que
lim
kôŒ
 k ô 1K «fi, (I.3.11)
puisque ⁄1 def= r = 1.
Démonstration. Ce théorème est obtenu en combinant les théorèmes 1.2 et 4.2 de Seneta
[2006]. ⇤
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Remarque I.3.1. Le théorème de Perron-Frobenius est très important car c’est grâce à lui
que l’on peut garantir l’existence et l’unicité de la distribution stationnaire d’une chaîne de
Markov ergodique. Le corrolaire I.3.1 nous permet de garantir que la distribution stationnaire
de la chaîne correspond au vecteur propre gauche normalisé associé à la valeur propre ⁄1 = 1.








1 0 · · · 0
0 ⁄2 · · · 0
... ... . . . ...





















1 0 · · · 0
0 0 · · · 0
... ... . . . ...














fi1 fi2 · · · fiK
fi1 fi2 · · · fiK
... ... . . . ...




Une version de ce théorème pour les chaînes de Markov irréductibles sur un espace
d’états fini est présentée par Grimmett et Stirzaker [2001]. Ainsi, les a rmations de la
remarque I.3.1 s’appliquent aussi lorsque la chaîne est périodique.
I.4. Distribution initiale et conjointe
Une chaîne de Markov est complètement déterminée par sa matrice de transition ainsi
que la distribution initiale de la chaîne, soit celle de C1. En e et, il est possible d’obtenir
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toutes les distributions marginales et conjointes de la chaîne grâce à la propriété markovienne
et aux probabilités de transition conditionnelles. En conditionnant sur le premier état de la
chaîne et décomposant les probabilités de transition un pas à la fois, nous obtenons par
récurrence que la fonction de masse conjointe des variables C1, . . . , Cn est simplement
P[Cn = in, . . . , C1 = i1]
= P[Cn = in | Cn≠1 = in≠1, . . . , C1 = i1 ] ◊ P[Cn≠1 = in≠1, . . . , C1 = i1],
= P[Cn = in | Cn≠1 = in≠1 ] ◊ P[Cn≠1 = in≠1, . . . , C1 = i1],
= Èin≠1,in ◊ P[Cn≠1 = in≠1, . . . , C1 = i1],
= Èin≠1,in ◊ Èin≠2,in≠1 ◊ P[Cn≠2 = in≠2, . . . , C1 = i1],
= Èin≠1,in ◊ Èin≠2,in≠1 ◊ · · · ◊ Èi1,i2 ◊ P[C1 = i1], ’ i1, . . . ,in œ C ,
où les probabilités de transition Èin≠1,in seraient simplement notées Èin≠1,in(n ≠ 1) lorsque
la chaîne n’est pas homogène.
Il est évident que puisque les probabilités conditionnelles sont entre 0 et 1, plus la
chaîne est longue et plus la probabilité conjointe tends vers 0. Cet enjeux est discuté à la
section 3.5.2, où il est question de méthodes de filtrage permettant que la vraisemblance des
réalisations de la chaîne ne soit pas numériquement nulle.
Les distributions marginales des autres pas de la chaîne étant aussi obtenues à partir de
la distribution initiale de la chaîne, il est important de faire une hypothèse par rapport à
cette initialisation lorsque nous construirons des modèles faisant usage de chaîne de Markov.
Ceci est évident pour le filtre d’Hamilton présenté à la section 3.6.1.1. Il est d’abord possible











Dans le cas où la chaîne de Markov est ergodique, il est aussi possible de choisir la
distribution stationnaire comme distribution initiale. Ainsi, nous ne considérons pas celles-ci
comme un vecteur de paramètres, ce qui allège le modèle de (K ≠ 1) paramètres. Ainsi, nous
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noterons dans ce cas
«
u(1) = «fi. (I.4.2)
Puisqu’une chaîne ergodique admet une matrice de transition homogène, ce choix signifie





Il y a naturellement plusieurs autres choix possibles. Choisir d’assigner une probabilité
égale à chaque état est une bonne manière de ne pas prendre de décision par rapport à
l’initialisation de la chaîne. L’inverse fonctionne aussi, c’est-à-dire de simplement choisir
aléatoirement un état comme étant le premier et de représenter le vecteur de distribution
initiale sous forme canonique, ou comme un vecteur one-hot 1. Par exemple, si nous faisions
l’hypothèse que l’état initial de la chaîne est le troisième, nous initialiserions celle-ci par
«
u(1) = (0,0,1,0,0, . . . ,0). (I.4.3)
Peu importe le choix qui sera fait concernant cette distribution, si la chaîne admet une
distribution stationnaire, le théorème de Perron-Frobenius (I.3.2) implique que la distribu-
tion marginale de la chaîne de Markov converge à vitesse géométrique vers la distribution
stationnaire. La vitesse de cette convergence dépend de la valeur de la deuxième plus grande
valeur propre de la matrice  .
I.5. Temps de séjour dans un état
Sous l’hypothèse d’homogénéité, le temps de séjour dans un état de la chaîne est de
distribution géométrique. En e et, nous avons que
P[Ct+1 = i, . . . ,Ct+k = i,Ct+k+1 ”= i | Ct = i ] = Èkii(1 ≠ Èii). (I.5.1)
Ceci signifie que, si la chaîne est dans l’état i au temps t, alors l’espérance du temps de séjour
dans cet état à partir de—et en incluant—t est de 1/!1 ≠ Èii".
1. Cette appellation est très utilisée en apprentissage automatique (Machine Learning), en particulier
lorsqu’il est question de classification, afin de définir la cible d’un modèle cherchant à classer des objets dans
des catégories.
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I.6. Moments et autocovariance des variables aléatoires
Ct
Afin de généraliser les résultats de cette section à des cas où les états de la chaîne
ne sont pas simplement les entiers de 1 à K, supposons que l’espace d’états est C =
{‚1, . . . ,‚K} œ RK . À cet e et, nous adopterons la notation ‚ def= (‚1, . . . ,‚K)Õ et la matrice
diagonale   def= diag(‚) afin d’alléger la notation.
I.6.1. Moments de Ct










avec f(‚) = (f(‚1), . . . ,f(‚K))Õ. Ainsi,
E[Ct] = «u(t)‚, (I.6.2)
où «u(t) est remplacée par «fi lorsque la distribution stationnaire est choisie comme distribution
initiale de la chaîne. Dans ce cas, l’espérance est constante en tout point de la chaîne
E[Ct] = «fi‚, ’ t œ N. (I.6.3)
I.6.2. Fonction d’autocovariance
Puisqu’il est intéressant de comparer les fonctions d’autocovariance et d’autocorrélation
des chaînes de Markov et des modèles de Markov à variables latentes, nous présentons ici les
résultats concernant les chaînes de Markov et référons à la section 3.4 pour l’autocovariance
des modèles de Markov à variables latentes.
Proposition I.6.1. Sans supposer l’homogénéité, la fonction d’autocovariance d’une chaîne
de Markov est donnée par
Cov[Ct, Ct+h] = «u(t)  (h)t ‚ ≠ (
«
u(t)‚) ◊ («u(t + h)‚), ’ t,h œ N, (I.6.4)
= «fi  h‚ ≠ («fi‚)2, si la chaîne est homogène et ’ h œ N. (I.6.5)
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En particulier, lorsque h = 0, nous obtenons la variance de Ct
Var[Ct] = Cov[Ct, Ct] = «u(t) ‚ ≠ («u(t)‚)2, ’ t,h œ N, (I.6.6)
= «fi ‚ ≠ («fi‚)2, si la chaîne est homogène et ’ h œ N. (I.6.7)
Démonstration. Voir Appendice III.2. ⇤
Proposition I.6.2. Si la chaîne de Markov est ergodique et que sa matrice de transition
est diagonalisable tel que défini à l’appendice I.3, alors la fonction d’autocorrélation d’une









avec ai, le ie élément de «a = «fi Q et bi, le ie élément du vecteur b = Q≠1‚. Cette seconde
forme permet de bien illustrer le fait que la persistance de l’autocorrélation d’une chaîne de
markov dépend de la seconde valeur propre de sa matrice de transition.
Démonstration. Voir appendice III.3. ⇤
I.7. Variance de g(Xt) par la formule de variance totale
La formule de variance totale est une alternative à la démarche présentée à la section 3.3
pour l’obtention de la Var[g(Xt)].
Celle-ci stipule que si les réalisations Ai œ A, i = {1,2, . . . ,n} sont mutuellement ex-
clusives et couvrent tout l’espace des réalisations possibles, alors la variance d’une variable














E[X | Ai ]P[Ai]E[X | Aj ]P[Aj]. (I.7.1)
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µg|i ui(t) µg|j uj(t), (I.7.2)











































avec § correspondant au produit élément par élément (Produit d’Hadamard),
 g def= diag(‡g ), ‡g def=
1










1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
... ... ... . . . ...




une matrice triangulaire inférieure de dimension K ◊ K.
Démonstration. La preuve d’égalité entre la sommation et la forme matricielle du troi-
sième terme de cette somme est en appendice III.4 ⇤
AppendiceII
Techniques et Résultats supplémen-
taires concernant les HMMs
II.1. Algorithme avant (Forward algorithm)
Comme le mentionnait la remarque 3.2.1, une solution possible au problème de filtrage
découle directement de la proposition 3.2.1. Nous y avions déjà mentionné pouvoir adapter le
résultat de la proposition afin de calculer la vraisemblance. En e et, à partir de ce résultat,
nous pouvons faire la proposition suivante :
Proposition II.1.1. La vraisemblance d’un modèle de Markov à variables latentes est obte-
nue en calculant la distribution marginale du vecteur X1:T , soit







De plus, puisque la multiplication matricielle est associative, il est possible d’évaluer ce
produit grâce à un algorithme récursif connu sous le nom de l’algorithme avant et présenté
à l’algorithme 3 : Algorithme avant (p.140).
Remarque II.1.1. Il est important de souligner que l’algorithme avant permet d’obtenir
la vraisemblance sous la spécification généralisée (p.28) dans laquelle la chaîne de Markov
admet une dépendance entre Ct et X1:t≠1. C’est d’ailleurs sous cette généralisation que sera
présentée la preuve de l’agorithme avant.
Démonstration. Tel que mentionné à la remarque II.1.1, nous faisons ici la preuve de
l’algorithme avant sous la spécification généralisée (p.28).
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def= (P[X1:t, Ct = 1], . . . ,P[X1:t, Ct = K]), t = 1, . . . , T, (II.1.2)
habituellement appelées probabilité vers l’avant a, avec
«








pj(xt), ’ j œ C . (II.1.4)
a. Lystig et Hughes [2002]


















LT (◊) = «↵T 1K .







Sujet au problème de soupassement arithmétique (underflow) et de dépasse-
ment d’entier (overflow).
Par la formule de la probabilité totale, nous avons dans un premier temps que la vrai-
semblance de ce modèle peut s’écrire sous la forme




P[x1:T , CT = j]. (II.1.6)
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Le terme à l’intérieur de la somme peut ensuite être décomposé de la manière suivante :
P[x1:T , CT = j] PT=
Kÿ
i=1




P[xT | CT = j,⇠⇠⇠⇠




P[xT | CT = j, x1:T ≠1 ]P[CT = j | CT ≠1 = i, x1:T ≠1 ] P[x1:T ≠1, CT ≠1 = i] .
Ainsi, nous reconnaissons dès lors la relation entre les termes en surbrillance. En notant
«

















’ j œ {1, . . . , K} et
’ t œ {2, . . . , T}.
. (II.1.9)
Cette relation tient jusqu’en t = 1, avec ces derniers termes obtenus directement par
définition et le théorème de Bayes :
«
↵1(j) def=P[x1, C1 = j]
Bayes=P[C1 = j]P[x1 | C1 = j ] = uj(1)pj(x1), ’ j œ {1, . . . , K}.
(II.1.10)
Finalement, sous forme matricielle, ces relations sont équivalentes à
«
↵t = «↵t≠1 t≠1 «p(xt | x1:t≠1 ) (II.1.11)
et
«
↵1 = «u(1) «p(x1). (II.1.12)
⇤
Bien que cette technique soit en théorie très e cace pour obtenir une expression de la
vraisemblance, elle sou re malheureusement du problème de soupassement arithmétique et
devra être adaptée. C’est pourquoi nous avons choisi de présenter plutôt le filtre d’Hamilton,
une solution élégante à ce problème et un algorithme adaptatif très important dans l’étude
des modèles de Markov à variables latentes.
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II.2. Inférence conditionnelle à FT
Telle que mentionné, une autre inférence d’intérêt consiste à prévoir les états cachés de
la chaîne cachée en conditionnant cette fois sur l’entièreté de la série d’observations. Deux
approches sont étudiées ici. D’abord, nous présenterons le filtre de Kim (Kim [1994])
permettant une inférence locale en calculant P[Ct = i | x1:T ], ’ i œ C et ’ t œ Nı. Nous abor-
derons ensuite l’algorithme de Viterbi, permettant une inférence globale en obtenant la
séquence d’états inférés Ĉ1:T def= arg max
c1:T
P[C1:T = c1:T | x1:T ].
II.2.1. Filtre de Kim
Aussi dénommé l’algorithme de lissage arrière (backward smoothing algorithm), le
filtre de Kim permet de complémenter l’information obtenue grâce au filtre d’Hamilton.
Alors que ce dernier permet une inférence dite vers l’avant en calculant les termes P[Ct | Ft ]
pour t = 1, . . . , T , le filtre de Kim permet une inférence dite vers l’arrière en obtenant les
termes P[Ct | FT ] pour t = T ≠ 1, . . . , 1. Ces probabilités—appelées probabilités lissées
(smoothed probabilities)—sont calculées récursivement à partir des probabilités obtenues par
la méthode du filtre d’Hamilton.
Il est important de rappeler que l’on conditionne ici sur l’état suivant de la chaîne—soit
en t + 1—lorsque l’on fait l’inférence sur l’état en t. En reprenant les termes calculés lors
du filtre d’Hamilton, le filtre de Kim n’est autre chose qu’une application de la formule des
probabilités totales et du théorème de Bayes.
Le premier terme est obtenu directement du filtre d’Hamilton, soit
«ÊT | T (i) def=P[CT = i | x1:T ] = «ÊT (i). (II.2.1)
Pour les termes suivants, nous avons que
«Ê t | T (i) def=P[Ct = i | x1:T ] =
Kÿ
j=1
P[Ct = i, Ct+1 = j | x1:T ], (II.2.2)
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avec
P[Ct = i, Ct+1 = j | x1:T ] = P[Ct+1 = j | x1:T ]P
Ë
Ct = i
--- Ct+1 = j, x1:T
È
,
= «Ê t+1 | T (j)P
Ë
Ct = i
--- Ct+1 = j, x1:t
È
,
= «Ê t+1 | T (j)
P[Ct = i, Ct+1 = j | x1:t ]
P[Ct+1 = j | x1:t ]
,
= «Ê t+1 | T (j)
P[Ct = i | x1:t ]P[Ct+1 = j | Ct = i, x1:t ]
Kq
i=1
P[Ct = i, Ct+1 = j | x1:t ]
,
= «Ê t+1 | T (j)
«Êt(i)P[Ct+1 = j | Ct = i, x1:t ]
Kq
k=1
«Êt(k)P[Ct+1 = j | Ct = k, x1:t ]
(II.2.3)
et où le terme «Ê t+1 | T (j) provient de l’étape précédente de l’algorithme. La preuve de la
transition en surbrillance est en appendice III.5.
Une version vectorielle de cet algorithme, inspirée des travaux de Hamilton
[1994](p. 694), est présentée à l’algorithme 4 : Filtre de Kim (p.144).
II.2.2. Algorithme avant-arrière
Puisque le filtre de Kim nécessite d’abord l’utilisation du filtre d’Hamilton, cette combi-
naison de méthodes porte un nom, l’algorithme avant-arrière (forward-backward algorithm
ou forward filtering-backward smoothing algorithm). C’est dans les travaux de Baum [1972]
qu’est d’abord proposée cette combinaison.
La réalisation de cet algorithme, à l’instar de ses composantes, nécessite que nous connais-
sions trois distributions :
Distribution initiale «u(1),
Probabilités de transition  t = (Èij(t))i,jœC ,
Probabilités d’émission P[Xt | Ct ].
Afin de bien cerner l’intérêt de cet algorithme—un exemple simple de programmation
dynamique—il su t de nous intéresser à ce que chacune des parties contribue. Sans nous
éterniser dans les détails, les filtres d’Hamilton et de Kim, une fois combinés, nous permettent
d’obtenir les informations répertoriées dans la figure II.1.
II.2.3. Algorithme de Viterbi
Alors que l’algorithme avant-arrière permet une inférence dite locale, certains algorithmes
permettent de faire une inférence dite globale. Dans notre situation, ceci correspond à obtenir
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Algorithme 4 : Filtre de Kim
Soit les notations suivante, et leurs interprétation probabilistes :
«Ê t | t = «Êt = (P[Ct = 1 | Ft ], . . . ,P[Ct = K | Ft ]), (II.2.4)
«Ê t+h | t = (P[Ct+h = 1 | Ft ], . . . ,P[Ct+h = K | Ft ]), (II.2.5)





Directement du filtre d’Hamilton, nous obtenons le premier terme :





Pour t = T ≠ 1, . . . ,1, calculer les termes :
«Ê t | T = «Ê t | t §
I5





= «Ê t | t §
I5
«Ê t+1 | T £
1





où § et £ correspondent respectivement au produit et à la division de matrice




Kim [1994](p. 9) et
Hamilton [1994](p. 694)
Remarque
Cet algorithme est valide même pour un modèle de Markov à variables latentes
non-homogène tel que défini à la spécification généralisée (p.28).
Densité conditionnelle P[Xt | x1:t≠1 ] at
Filtre d’Hamilton Probabilité filtrée P[Ct | x1:t ] «Êt ’ t œ 1, . . . , T
Probabilité prédictive P[Ct+1 | x1:t ] «Ê t+1 | t
Filtre de Kim Probabilité lissée P[Ct | x1:T ] «Ê t | T ’ t œ T ≠ 1, . . . , 1
Figure II.1 – Probabilités obtenues grâce à l’algorithme avant-arrière
la suite d’état cı1:T telle que
cı1:T = arg max
c1:T
P[c1:T | x1:T ], (II.2.10)
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ou de manière équivalente avec la probabilité conjointe
cı1:T = arg max
c1:T
P[x1:T , c1:T ]. (II.2.11)
Théoriquement, la solution à ce problème pourrait être obtenue en évaluant P[x1:T , c1:T ]
pour chacune des KT trajectoires possibles pour c1:T et en choisissant celle qui maximise cette
probabilité. Cependant, tel que démontré à la section 3.5.1, ceci est simplement impraticable,
même pour une chaîne relativement courte sur un espace d’états de cardinalité K = 2.
Un algorithme connu sous le nom de l’algorithme de Viterbi permet de contourner ce
problème et d’y trouver une solution en O(TK2) opérations. Cet algorithme, un analogue
de l’algorithme de propagation des convictions (Belief propagation), est d’abord pré-
senté par Viterbi [1967] dans le but de borner la probabilité d’erreur lors du décodage de
messages, puis adapter par Forney [1973] à l’estimation de la séquence d’état d’une chaîne
de Markov à temps discret sur un espace d’états fini.
À la manière de Forney [1973], et afin de simplifier la présentation des étapes de l’al-
gorithme, nous proposons la notation ci-bas, ainsi que la méthode pour obtenir ces termes
récursivement.
Proposition II.2.1. Soit les probabilités suivantes et la notation associée :
›1(i) def=P[x1, C1 = i], i = 1, . . . , K, (II.2.12)
›t(i) def= maxc1:t≠1P[x1:t, c1:t≠1, Ct = i], i = 1, . . . , K et t = 2, . . . , T. (II.2.13)
Il est possible d’obtenir le terme ›t+1(j) grâce à la relation recursive suivante :
›t+1(j) = P[xt+1 | x1:t, Ct+1 = j ] ◊ max
i=1,...,K
{P[Ct+1 = j | Ct = i, x1:t ]›t(i)}, (II.2.14)
= pj(xt+1 | x1:t ) ◊ max
i=1,...,K
{Èij(t) · ›t(i)}. (II.2.15)
Remarque II.2.1 (Soupassement arithmétique). Tout comme les probabilités calculées
dans le cadre de l’algorithme avant, les termes de la proposition II.2.1 sont sensibles au
soupassement arithmétique.
Afin de rémédier à ce problème, il est possible de normaliser les termes un pas de temps
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Il semble déjà à cette étape que la maximisation pourra être e ectuée un pas à la fois.
L’algorithme de Viterbi est présenté à l’algorithme 5 : Algorithme de Viterbi (p.146) et les
démonstrations de celui-ci et de la proposition II.2.1 sont reportées en appendice III.6.
Algorithme 5 : Algorithme de Viterbi
Soit la suite d’états i1:T satisfaisant la relation
i1:T = arg max
c1:T
P[c1:T | x1:T ]. (II.2.17)





Calculer les termes ›t(i), i = 1, . . . , K, en suivant la méthode récursive





























Les termes provenant de la proposition II.2.1 et calculés à l’étape 1 peuvent être
emmagasinés dans une matrice de dimensions T ◊ K, facilitant la manipulation
de ceux-ci. C’est cette caractéristique qui fait de l’algorithme de Viterbi un autre
exemple de programmation dynamique.
II.3. Estimation des paramètres
Estimer les paramètres d’un modèle de Markov à variables latentes peut s’avérer très
complexe. Plusieurs considérations techniques doivent être prises en compte afin de nous
assurer entre autres que le modèle est identifiable et que l’EMV existe, de construire correc-
tement la vraisemblance, de choisir la bonne méthode d’estimation, d’assurer que le vecteur
de paramètres obtenu maximise la vraisemblance (i.e. que c’est un EMV) et que l’EMV
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trouvé est fortement convergent et asymptotiquement e cace (Ces derniers termes seront
définis dans les sections II.3.2 et II.3.6 respectivement).
Par ailleurs, les paramètres tels que définis pour le moment sont contraints. Il est alors
habituellement suggéré de reparamétriser le modèle afin d’accélérer ou même de rendre pos-
sible le processus d’optimisation. Cette manoeuvre ayant des répercussions sur la majorité
des quantités calculées dans le contexte du processus d’optimisation, nous réservons la sec-
tion II.3.5 afin de l’étudier et de présenter à nouveau les principaux résultats devant être
ajustés.
II.3.1. Idenfiabilité du modèle
Définition II.3.1. Une famille de distribution {P[x | ◊ ] : ◊ œ  } est dites identifiable si
’ ◊, ◊Õ œ  , nous avons que
P[x | ◊ ] = P[x | ◊Õ ] pour (presque) tout x œ ‰ =∆ ◊ = ◊Õ, (II.3.1)
avec   correspondant à l’espace des paramètres. Si cette condition n’est pas respectée, alors












pour (presque) tout x œ ‰
Ô
, (II.3.2)
contient plus d’un élément. Ceci a pour e et que la famille n’est plus identifiable, et qu’il n’est
pas garanti que les paramètres du modèle puisse être identifiés adéquatement par rapport à un
échantillon donné. Plusieurs combinaisons distinctes de paramètres seraient alors associées
à une même valeur de la vraisemblance.
Sans nous éterniser sur le sujet, il est évidemment important que le modèle retenu soit
identifiable, ou du moins qu’il soit possible d’ajouter des contraintes sur les paramètres et
leurs intéractions afin de le rendre identifiable. Tel qu’il a été défini jusqu’ici, notre modèle
n’est pas strictement identifiable selon la définition II.3.1. Par exemple, il est clair à première
vue que l’ordre des distributions du modèles n’a pas été une préoccupation jusqu’à ce point.
Nous nous sommes contentés pour le moment d’étiquetter les régimes en utilisant les entiers
positifs, sans que ces nombres aient de signification intrinsèque dans notre modèle. Dans




de cardinalité supérieur ou
égale à K! puisque chacune des K distributions peut se retrouver à n’importe quelle position
relative aux autres sans a ecter la vraisemblance.
Afin de rendre un modèle de Markov à variables latentes général identifiable, les trois
contraintes suivantes su sent habituellement :
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(1) La chaîne de Markov doit être irréductible 1, empêchant ainsi qu’un régime ne soit
inatteignable et que les paramètres de la distribution correspondante puissent alors
prendre n’importe quelle valeur dans  , sans a ecter la vraisemblance.
(2) Aucunes deux composantes du modèle ne peuvent partager tous les paramètres de
leurs lois respectives. Ceci revient à dire que ’ i ”= j œ C , ◊i doit di érer que ◊j pour
au moins un des paramètres de la distribution.
(3) Les vecteurs de paramètres {◊i}i=1,...,K doivent se voir imposer une relation d’ordre
quelconque afin que leur position soit fixe l’un par rapport à l’autre. Lorsqu’il est
question de paramètres univariées, il est possible d’imposer directement ◊1 < ◊2 <
· · · < ◊K . Sinon, il faut simplement choisir un des paramètres sur lequel imposer cette
relation d’ordre.
Remarque II.3.1. Même si en pratique il se peut qu’aucun paramètre ne soit distinct pour
toutes les composantes du modèle et que nous ne puissions donc pas choisir un seul d’entre-
eux pour ordonner strictement les composantes, ce problème est facilement contourné en
utilisant un deuxième paramètre afin d’ordonner les composantes pour lesquelles le paramètre
choisi prend la même valeur.
Finalement, certaines familles de distributions ne sont pas identifiables, même sous les
conditions énumérées plus haut. Ce n’est heureusement pas le cas des familles gaussiennes
ou de poisson qui sont habituellement réputées identifiables. Pour plus de détails concer-
nant les autres familles de distribution ainsi que quelques exemples illustrant les limites
des trois contraintes présentées ci-haut, nous référons les intéressé.e.s à la section 3.3.2 de
Augustyniak [2018](p. 40-43).
Remarque II.3.2 (label-switching problem). Si une approche baysienne était retenue pour
l’estimation des paramètres, l’interchangeabilité des paramètres deviendrait problèmatique
et la contraintes (3) ne su rait plus. Ce problème, connu sous le nom du label-switching
problem, est d’abord mentionné dans les travaux de Redner et Walker [1984] pour identi-
fier le problème d’invariance de la vraisemblance sous une permutation des étiquettes. Nous
n’explorerons pas cet enjeux en plus de détails ici, mais plus d’information ainsi que quelques
solutions possibles à ce problème peuvent entre autres être retrouvées dans les travaux de
Diebolt et Robert [1994], Celeux [1998], Stephens [2000], Jasra, Holmes et Ste-
phens [2005] et Puolamäki et Kaski [2009].
Il est à noter que les modèles de mélange présentés à la section 1.3 sou rent eux aussi
pour les mêmes raisons de ce problème d’identifiabilité. Les contraintes proposées pour les
1. Voir définition I.2.1
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HMMs sont généralement su santes pour les modèles de mélange, à l’exception de la pre-
mière contrainte qui est remplacée par la contrainte que les probabilités de mélange soient
strictement positives, «fi > 0.
II.3.2. Existence de l’EMV
Plusieurs facteurs, dont une vraisemblance non bornée, peuvent faire en sorte que l’EMV
n’existe pas au sens stricte. Ceci peut se produire lorsque, par exemple, la volatilité d’une
distribution normale tend vers 0. Puisque ceci correspond à la frontière de   et à une distri-
bution dites dégénérée 2 exclue la majorité du temps, une solution possible est de restreindre





Ø c > 0 (II.3.3)
proposée par Hathaway [1985], où les ‡i , i œ {1, . . . , K} correspondent aux écarts-types
des K composantes normales du mélange. Il est aussi démontré dans ce dernier ouvrage que
la condition II.3.3 implique que l’EMV est alors fortement convergent (strongly consistent),
c’est-à-dire que ‚◊ p.s.ô ◊. Nous présenterons une autre condition permettant d’a rmer que
l’EMV est fortement convergent au théorème II.3.2 de la section II.3.6.
II.3.3. Obtenir une expression analytique pour la vraisemblance
Une des principales considérations concernant la vraisemblance est à savoir si celle-ci
peut être obtenue analytiquement. Calculer la vraisemblance pour un modèle de Markov à
variables latentes sous les hypothèses du modèle général de la spécification généralisée (p.28)
est l’un des cas les plus simple. En e et, le filtre d’Hamilton présenté à la section 3.6.1.1
nous donne directement une forme analytique pour la vraisemblance du modèle, permettant
une maximisation numérique par descente de gradient, sans avoir recours à des simulations.
Nous utiliserons l’outil d’optimisation sans contrainte optim du language R afin d’opti-
miser notre modèle. Pour ce faire, nous aurons besoin de pouvoir calculer le gradient de la
vraisemblance, soit le score, ainsi que la matrice hessienne et son inverse additif, la matrice
d’information observée.
Remarque II.3.3. Si toutefois la vraisemblance ne peut être obtenue analytiquement,
l’utilisation de l’algorithm EM—ou de sa version spécifique aux HMMs, l’algorithme de
Baum-Welch—est nécessaire afin d’obtenir l’EMV grâce à une procédure itérative.
2. La loi de probabilité d’une variable aléatoire x œ ‰ est dites dégénérée si ÷a œ ‰ tel que P[a] = 1.
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II.3.4. Gradient, matrice hessienne et d’information observée
Définition II.3.2 (Gradient de la log-vraisemblance). Soit ¸ :   ‘ô R, la fonction de
log-vraisemblance ¸T (◊) def= log(P◊(x1:T )), où ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD, avec D le nombre
de paramètres libres du modèle et   l’espace des paramètres. Le gradient de ¸ en ◊, noté
Ò¸T (◊) — aussi appelé le score et noté S(◊ | x1:T ) — est le vecteur des dérivées partielles
de ¸T (◊),




























Ce vecteur colonne est fonction de ◊ et de l’échantillon x1:T .
Le gradient de la log-vraisemblance à plus d’une utilité lors de l’estimation des paramètres
de notre modèle. Dans un premier temps, donner explicitement la forme de ce gradient
à la routine d’optimisation permet potentiellement de diminuer le temps nécessaire à sa
convergence vers l’EMV. De plus, c’est ce gradient qui nous permet de nous assurer que
l’algorithme à bel et bien convergé vers le maximum de la fonction et que l’estimateur
trouvé est celui qui est fortement convergent et asymptotiquement e cace 3.
Définition II.3.3 (Matrice Hessienne de la log-vraisemblance). Soit ¸ :   ‘ô R, la fonction
de log-vraisemblance ¸T (◊) def= log(P◊(x1:T )), où ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD, avec D le nombre
de paramètres libres du modèle. La matrice hessienne de ¸ en ◊, noté H¸T (◊), est la








(◊) œ RD◊D. (II.3.5)
L’élément au croisement de la ie ligne et de la je colonne de la matrice H¸T (◊) est noté








La matrice H¸T (◊) est fonction de ◊ et de x1:T .
3. Voir section II.3.6
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Définition II.3.4 (Matrice d’information observée). La matrice d’information obser-
vée, notée I(◊ | x1:T ), est définie comme le négatif de la matrice hessienne de la log-
vraisemblance par rapport au vecteur ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD, soit




avec l’élément au croisement de la ie ligne et de la je colonne, noté [I(◊ | x1:T )]ij, corres-
pondant à
[I(◊ | x1:T )]ij = ≠[H¸T (◊)]ij = ≠
ˆ2¸T
ˆ◊iˆ◊j




La matrice I(◊ | x1:T ) est fonction de ◊ et de x1:T .
Remarque II.3.4. Quoique la matrice d’information observée corresponde toujours au
négatif de la matrice hessienne de la log-vraisemblance, la matrice hessienne—comme le
gradient—peut être définie par rapport à n’importe quelle fonction dérivable.
Obtenir ces trois expressions n’est certe pas trivial, mais Lystig et Hughes [2002] pro-
posent une technique récursive très élégante permettant d’obtenir celles-ci simultanément et
à faible coût en terme de complexité. Ce qui rend cet algorithme intéressant est qu’il peut être
intégré directement à la récursion du filtre d’Hamilton, permettant de construire le gradient
et la matrice hessienne au fur et à mesure que l’on construit la vraisemblance. Cependant,
ce qui permet à cette technique de se démarquer est le fait qu’elle permet d’obtenir la valeur
exacte de la matrice d’information observée—en plus du score et de la log-vraisemblance—,
alors que, d’après les auteurs, ses concurrentes ne permettent habituellement qu’une estima-
tion de celle-ci.
II.3.4.1. Algorithme récursif pour le calcul du score
Proposition II.3.1 (Algorithme récursif pour le score). Soit le vecteur de paramètres
libres du modèle ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD et la notation pour les dérivées partielles de















’ j œ {1, . . . , K},
’ d œ {1, . . . , D} et
’ t œ {1, . . . , T},
(II.3.9)
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avec les probabilités vers l’avant
«





↵t≠1(i) · Èij(t ≠ 1) · pj(xt), ’ j œ C (II.3.11)
provenant de l’algorithme avant.
Soit les notations suivantes, et leurs interprétation probabilistes provenant du filtre d’Ha-
milton :
«at
def= (P[Xt, Ct = 1 | X1:t≠1 ], . . . ,P[Xt, Ct = K | X1:t≠1 ]), (II.3.12)
at
def=P[Xt | X1:t≠1 ], (II.3.13)
«Êt
def= (P[Ct = 1 | X1:t ], . . . ,P[Ct = K | X1:t ]). (II.3.14)

























’ j œ {1, . . . , K},
’ d œ {1, . . . , D} et
’ t œ {2, . . . , T},
(II.3.15)





















’ j œ {1, . . . , K} et
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Le score en ◊d, ’ d œ {1, . . . , D}, est finalement donné par
S(◊d | x1:T ) def=
ˆ¸T
ˆ◊d
(◊) =  T (◊d)
aT
, (II.3.20)




Alternativement, il est possible d’exprimer ces relations sous forme vectorielle, facilitant
l’exécution de cet algorithme d’un point de vue computationnel et rapprochant celui-ci de l’al-
gorithme du filtre d’Hamilton présenté à l’algorithme algorithme 1 : Filtre d’Hamilton (p.38).
Une version vectorielle de cet algorithme est présentée à l’algorithme algorithme 6 : Calcul
récursif du score (p.154).
Démonstration. Soit le vecteur de paramètres libres du modèle ◊ def= (◊1, . . . ,◊D)Õ œ   ™
RD.
Soit les probabilités vers l’avant
«
↵1(j) def=P[X1, C1 = j] = P[X1 | C1 = j ]P[C1 = j] = uj(1) · pj(x1), ’ j œ C (II.3.25)
et
«












’ j œ C et
’ t œ {2, . . . , T},
(II.3.27)






présentées dans le cadre de l’algorithme avant à l’appendice II.1.
Soit les probabilités
«a1(j) def=P[X1,C1 = j] = «↵1(j), ’ j œ C , (II.3.29)
«at(j) def=P[Xt, Ct = j | X1:t≠1 ],










’ j œ C et







«at(j) = P[Xt | X1:t≠1 ], ’ t œ {1, . . . , T}, (II.3.31)
obtenues grâce au filtre d’Hamilton présenté à la section 3.6.1.1.
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Algorithme 6 : Calcul récursif du score

















· · · ˆA1Kˆ◊d
... . . . ...
ˆAK1
ˆ◊d




qui s’étend naturellement à la dérivée d’un vecteur.
Soit les notations suivante, et leurs interprétation probabilistes :
«at
def= (P[Xt, Ct = 1 | X1:t≠1 ], . . . ,P[Xt, Ct = K | X1:t≠1 ]), (II.3.22)
at
def=P[Xt | X1:t≠1 ], (II.3.23)
«Êt
def= (P[Ct = 1 | X1:t ], . . . ,P[Ct = K | X1:t ]). (II.3.24)


















































Version initiale présentée par
Lystig et Hughes [2002]
Remarque
Les notations présentées ci-haut proviennent du filtre d’Hamilton (Algorithme
1). Cette algorithme sous forme vectorielle est une adaptation de l’algorithme
présentée à la proposition II.3.1.
Soit le score en ◊d, d œ {1, . . . , D},
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Obtenir une expression analytique pour le score en ◊d n’est alors qu’une application de
la règle du produit et de la règle de dérivation en chaîne (ou règle de dérivation des formules
composées). Ce n’est cependant pas exactement cette expression que nous recherchons. En
e et, puisque nous savons que les probabilités vers l’avant sont sensibles au problème de
soupassement arithmétique, Lystig et Hughes [2002] proposent la séparation par le théo-
rème de Bayes de la probabilité P[X1:T ] = P[X1:T ≠1]P[XT | X1:T ≠1 ] et l’inclusion du terme
P[X1:T ≠1] dans la somme au numérateur. Cette manoeuvre est ensuite répétée à chaque pas
de la dérivation en chaîne afin de mettre à l’échelle chacun des termes de la somme imbriquée
résultante. Ainsi,






















↵T ≠1(i)Èij(T ≠1)pj(xT )
4
P[X1:T ≠1]











↵T ≠1(i)·Èij(T ≠1)·pj(xT )
Ô
P[X1:T ≠1]












ÈÈij(T ≠1)·pj(xT )+«↵T ≠1(i)Ë ˆˆ◊dÈij(T ≠1)
È
pj(xT )+«↵T ≠1(i)·Èij(T ≠1)Ë ˆˆ◊d pj(xT )
ÈÔ
P[ XT ≠1 | X1:T ≠2 ]·P[X1:T ≠2]












































◊ (P[XT ≠1 | X1:T ≠2 ])≠1
P[XT | X1:T ≠1 ]
. (II.3.39)
















’ i œ {1, . . . , K},
’ d œ {1, . . . , D} et
’ t œ {1, . . . , T},
(II.3.41)
II.3. ESTIMATION DES PARAMÈTRES 157
et avec «aT ≠1(j) =
«
↵T ≠1(i)

































◊ (P[XT ≠1 | X1:T ≠2 ])≠1
T
XXXXXXXXXXV
P[XT | X1:T ≠1 ]
(II.3.43)
et donc que


















◊ (aT ≠1)≠1, ’ d œ {1, . . . , D}.
(II.3.44)
Cependant, puisqu’une probabilité par ligne de chaque matrice de transition  t peut être
obtenue par soustraction, ce résultat n’est valide que pour j = 1, . . . ,K ≠1. En e et, puisque
chaque matrice de transition n’a que K(K ≠ 1) paramètres libres, il faut adapter la relation
(II.3.44) pour le cas j = K.
Comme à la section 1.3 sur les modèles de mélange, nous choisissons, par simplicité et
sans perte de généralité, d’exprimer les probabilités de transition vers le régime K en fonction
des autres probabilités sur la même ligne, soit







’ i œ {1, . . . , K} et
’ t œ {1, . . . , T}.
(II.3.45)
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Ainsi, nous avons en j = K que
ÂT (K; ◊d) def=
ˆ
ˆ◊d
P[X1:T , CT = K]


































































\ ◊ (aT ≠1)
≠1, ’ d œ {1, . . . , D}.
(II.3.48)
Puisque la relation (II.3.27) (p.153) utilisée à l’équation (II.3.37) (p.156) n’est valide que pour
t œ {2, . . . , T}, les relations (II.3.44) (p.157) et (II.3.48) ne tiennent que sur cet ensemble. Il
faut donc obtenir séparément une expression pour Â1(i; ◊d), ’ j œ 1, . . . , K. Comme précé-





P[X1, C1 = j],
= ˆ
ˆ◊d

















’ j œ {1, . . . , K ≠ 1} et
























, ’ d œ {1, . . . , D}.
(II.3.50)
⇤
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II.3.4.2. Algorithme récursif pour la matrice hessienne de ¸T (◊)
Pour ce qui est maintenant de construire la matrice hessienne, la proposition II.3.2 pré-
sente la méthode permettant de la construire récursivement. Cependant, bien que cet algo-
rithme soit intéressant d’un point de vue théorique, celui-ci nécessite O(D2TK2) opérations,
ce qui limite grandement sont champ d’applications. Puisque cette matrice nous servirait
principalement à estimer la matrice d’information de Fisher qui sera présentée à l’appendice
II.3.6, nous y reportons la discussion concernant les méthodes permettant de contourner ce
problème.
Proposition II.3.2 (Algorithme récursif pour la matrice hessienne de ¸T (◊)). Soit le vecteur
de paramètres libres du modèle ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD.

















’ j œ {1, . . . , K},
’ d œ {1, . . . , D} et
’ t œ {1, . . . , T},
(II.3.51)
avec les probabilité vers l’avant
«





↵t≠1(i) · Èij(t ≠ 1) · pj(xt), ’ j œ C , (II.3.53)
provenant de l’algorithme avant.
Soit la notation pour les dérivées partielles de second ordre de P[X1:t, Ct = j] mises à
l’échelle
„t(j; ◊d, ◊e) def=
ˆ2
ˆ◊dˆ◊e






’ j œ {1, . . . , K},
’ d,e œ {1, . . . , D} et
’ t œ {1, . . . , T},
(II.3.54)
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Ces dernières peuvent être obtenues par les relations de récurrence






































































’ j œ {1, . . . , K},
’ d,e œ {1, . . . , D} et
’ t œ {2, . . . , T},
(II.3.55)










































’ j œ {1, . . . , K} et
’ d,e œ {1, . . . , D},
(II.3.57)










































































(◊) = [H¸T (◊)]ed, (II.3.62)
=  T (◊d, ◊e)
aT
≠  T (◊d) ·  T (◊e)
(aT )2
, ’ d, e œ {1, . . . , D} (II.3.63)
avec  T (◊d) =
Kq
i=1




Par le fait même, nous obtenons les termes permettant de construire la matrice d’infor-
mation observée, correspondant au négatif de la matrice hessienne de la log-vraisemblance,
soit
[I(◊ | x1:T )]de = ≠[H¸T (◊)]de, ’ d, e œ {1, . . . , D}. (II.3.64)
Démonstration. La preuve de cette proposition fait principalement usage de la règle de
dérivation d’un produit, de la règle de dérivation en chaîne et du théorème de Bayes, tout
comme la proposition II.3.1. Ainsi, la preuve de cette proposition étant très semblable à celle
de la proposition II.3.1 et surtout très lourde en notation, nous choisissons d’omettre celle-ci
et de diriger les intéressé.e.s vers Lystig et Hughes [2002](p. 688). ⇤
II.3.4.3. Enjeux liés à la dimension du vecteur ◊
Nous avons jusqu’à maintenant défini ◊ œ   µ RD, sans nous intéresser réellement
à la valeur que prend D dans nos modèles. C’est pourtant une quantité très importante
apparaissant entre autres dans le calcul du nombre d’opérations requises pour les algorithmes
présentés dans la présente section.
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Bien entendu, le cas où la matrice de transition n’est pas homogène et ne s’est vue
imposer aucune structure particulière (i.e. que les matrices de la suite { t}tœ{1,...,T } nécessitent
chacunes K(K ≠ 1) paramètres libres) peut être exclus d’emblée. En e et, cette structure
ne permettant ni de faire de l’inférence sur le processus latent, ni de faire des prévisions
ou d’étendre le modèle au dela de t = T , elle n’a aucun intérêt ormis théorique. Ainsi, à
l’instar de l’inférence en t + h conditionnellement à Ft présentée à la section 3.6.1.2, nous
nous intéresserons ici au cas où la matrice de transition est homogène, mais où la distribution
initiale «u(1) n’est pas spécifiée et doit donc être estimée. Nous réservons pour le chapitre 5
les discussions et résultats pour des architectures spécifiques de  t
Puisque nous construisons notre modèle autour de distributions normales univariées
(Xt | Ct = i ≥ N(µi,‡2i ), ’ i œ {1, . . . , K}) nécessitant chacune un paramètre de position
µi et un paramètre d’échelle ‡i , nous aurons d’abord besoin de 2K paramètres afin de
paramétrer ces K distributions normales.
En ce qui a trait à la chaîne de Markov, nous avons déjà indiqué précédemment que la
construction d’une matrice de transition homogène nécessite K(K ≠ 1) paramètres libres,
avec une croissance quadratique en fonction du nombre de régimes du modèle. Si de plus la
distribution initiale de la chaîne de Markov n’est pas spécifiée dans la définition du modèle,
il faudra retenir (K ≠ 1) paramètres pour celle-ci.
Cette spécification implique donc un total de D = 2K + K(K ≠ 1) + (K ≠ 1) = O(K2)
paramètres libres. Nous savons que l’algorithme permettant de calculer le score (Algorithme
algorithme 6 : Calcul récursif du score (p.154)) nécessite O(DTK2) opérations et que celui
pour obtenir la matrice hessienne nécessite O(D2TK2) opérations. Dans le modèle considéré
aux paragraphes précédents, ceci correspond à une complexité de O(TK4) pour le score et
de O(TK6) pour la matrice hessienne, en plus d’un espace machine considérable.
Nous présentons ici, à titre d’illustration, la forme que prend le score lorsque la chaîne
de Markov est homogène. La démarche pour le calcul de la matrice hessienne est omise car
sa complexité est démesurée et qu’elle ressemble énormément à celle pour le score.
Exemple II.3.1 (Calcul du score d’un HMM homogène à K = 3 régimes). Soit un modèle










(x ≠ µi )
2
J
, ’ i œ C . (II.3.65)
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Ce modèle est complètement défini par les vecteurs de paramètres
µ = (µ1 , . . . , µK )
Õ, (II.3.66)




u(1) = (u1(1), . . . , uK(1)), (II.3.68)
ainsi que la matrice de transition unique
  = (Èij)i,jœC . (II.3.69)
Le vecteur de paramètre de notre modèle est donc
◊ = (µ1 , . . . , µK , ‡1 , . . . , ‡K , u1(1), . . . , uK≠1(1),È11,È12,È21,È22,È31,È32)Õ (II.3.70)
et en nous fiant à la proposition II.3.1, nous aurons besoin de calculer, ’ ◊d œ ◊ et

































Ces dérivées partielles sont rassemblées dans le tableau II.1.
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(1, 0, ≠1), si ◊d = u1(1),
(0, 1, ≠1), si ◊d = u1(2),


























· p1(xt), 0, 0
B


























· p1(xt), 0, 0
R










































· · · ˆÈ1Kˆ◊d
... . . . ...
ˆÈK1
ˆ◊d



















... . . . ...
ˆÈK1
ˆ◊d













166 II. TECHNIQUES ET RÉSULTATS SUPPLÉMENTAIRES CONCERNANT LES HMMS













= ≠1 et toutes les autres entrées sont nulles. Pour tous les autres paramètres du
















En introduction à cette section, il était mentionné que les paramètres de notre modèles
étaient pour le moment sous contraintes. En e et, nous avons jusqu’à maintenant imposé les
contraintes suivantes sur nos paramètres :
Contrainte 1. 0 Æ ‡ < Œ,









Èij = 1, ’ i œ C et ’ t œ Nı.
Quoique certains outils informatiques mentionnés dans Zucchini et Macdonald
[2009](p. 47) permettent d’optimiser une fonction de plusieurs variables sous contraintes et
qu’il puisse être contre-indiqué de modifier des variables n’étant contraintes que linéairement,
une optimisation non-contrainte savère habituellement beaucoup plus longue et pourrait
ne pas converger vers l’EMV. Nous préconiserons donc une reparamétrisation de toutes les
variables étant contraintes dans notre modèle. Puisque celles-ci sont claires et concises, nous
adoptons une version légèrement modifiée des méthodes de reparamétrisation proposées par
Zucchini et Macdonald [2009](p. 48-49).
Remarque II.3.5 (Paramètres de travail). Les paramètres non-contraints ainsi obtenus
sont communément appelés les paramètres de travail (Working parameters), alors que
les paramètres initiaux contraints du modèle sont appelés paramètres naturels (Natural
parameters).
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Reparamétriser correctement un modèle nécessite de trouver une transformation surjec-
tive g : Rn ô   µ RD, avec n le nombre de paramètres de travail et   le domaine de
dimension D des paramètres naturels. Il est important que la transformation soit au moins
surjective afin de nous assurer de chercher dans tout l’ensemble de départ  . Puisque nous
notons ◊ œ   µ RD le vecteur de paramètres naturels, nous adopterons la notation ◊̃ œ Rn
afin d’identifier le vecteur contenant les paramètres de travail.
Remarque II.3.6 (Di érentiabilité de la transformation g). Aux fins d’optimisation de
la log-vraisemblance d’un modèle de Markov à variables latentes, il sera important que la
transformation g choisie soit de surcroît di érentiable en ◊̃. Ceci sera évident lorsque nous
chercherons à exprimer le score et la matrice hessienne par rapport aux paramétres de travail
en fin de section.
Puisque nous voulons maximiser la vraisemblance sans contraintes, nous devrons exprimer
celle-ci en fonction des paramètres de travail et obtenir l’EMV correspondant à ceux-ci, que
nous noterons ◊̌ œ Rn. Une propriété importante à cet égard est la propriété d’invariance de
l’estimateur du maximum de vraisemblance.
Théorème II.3.1 (Propriété d’invariance de l’EMV). Si ◊̂ est l’EMV de ◊, alors pour toute




est l’EMV de f(◊).
Démonstration. Voir le théorème 7.2.10 de Casella et Berger [2001](p. 320). ⇤















log(P[x1:T | ◊ ]), (II.3.77)





C’est une raison de plus pour laquelle l’identifiabilité du modèle est si importante lors de
l’estimation des paramètres.
Une fois la vraisemblance exprimée en fonction de nos paramètres de travail, l’optimisa-
tion s’e ectue en deux étapes :
Étape 1. Obtenir l’EMV de travail
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Sous la spécification généralisée (p.28) d’un HMM avec composantes normales, les para-
mètres à transformer se divise en deux groupes : Les écarts-types liés aux distributions
normales, soit ‡ , et les paramètres liés au processus de changement de régime, soit les ma-
trices de transition et la distribution initiale si elle n’est pas donnée explicitement dans la
définition du modèle—voir l’appendice I.4.
En choisissant d’incorporer les contraintes 3 et 5 dans la démarche des algorithmes ré-
cursifs pour le score et la matrice hessienne et d’information observée présentés à la section
II.3.4, nous avons dans un premier temps réduit la dimension du vecteur de paramètres
naturels de (K + 1), mais aussi simplifier la méthode de reparamétrisation à un enjeu de
positivité et de normalisation.
II.3.5.1. Méthode pour ‡
Pour les paramètres liés aux distributions de probabilité, la reparamétrisation est re-
lativement simple. Puisque nous cherchons simplement à nous assurer que les paramètres
d’écart-type soient non-négatifs, nous aurons usage de la fonction exponentielle et de son
inverse, la fonction logarithmique. Si nous définissons
÷i = log(‡i ), ’ i œ C , (II.3.80)
alors ÷i œ R et n’est donc plus contraint. La maximisation se fait alors en fonction de cette
dernière, puis on applique la transformation inverse
‡i = exp{÷i }, (II.3.81)
qui nous garantie que ‡i œ R+.
II.3.5.2. Méthode pour  t
Pour ce qui est de reparamétriser la matrice de transition, la procédure est légèrement
plus complexe. Nous choisissons par soucis de simplicité d’utiliser à nouveau la fonction









’ i œ {1, . . . , K},
’ j œ {1, . . . , K ≠ 1} et
’ t œ {1, . . . , T},
(II.3.82)
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permet de récupérer les probabilités de transition naturelles.
II.3.5.3. Méthode pour «u(1)
La même technique que nous venons d’appliquer sur les lignes de  t permet de repara-






, ’ i œ {1, . . . , K ≠ 1}, (II.3.84)








permet de récupérer la distribution initiale naturelle.
Exemple II.3.2 (Reparamétrisation de  t dans le cas K = 3). Soit la matrice de transition





















dont les entrées sont liées aux probabilités de transition par le biais de transformation stric-
tement croissante de l’équation (II.3.82) (p.168) et où les entrées ·iK(t) = 0, ’ i œ {1, . . . , K}.
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Afin de rendre la démarche plus lisible, intéressons-nous à la première ligne de la matrice
de transition afin d’illustrer la méthode. Les probabilités sur cette ligne sont telles que
È11(t) = exp{·11(t)}exp{·11(t)} + exp{·12(t)} + 1 , (II.3.88)
È12(t) = exp{·12(t)}exp{·11(t)} + exp{·12(t)} + 1 , (II.3.89)




















1 ≠ (È11(t) + È12(t))
B
. (II.3.92)
II.3.5.4. Matrice jacobienne de la reparamétrisation
Un enjeu qui survient lorsque l’on exprime la vraisemblance en fonction des paramètres
de travail est que le gradient qui doit être donné à la routine d’optimisation et qui sera
retourné par celle-ci est en fontion de ces paramètres de travail non-contraints. Nous aurons
donc besoin de pouvoir aisément passer d’une paramétrisation à l’autre afin d’accélérer l’op-
timisation, d’obtenir les erreurs-types sur nos paramètres estimés et de calculer les quantités
nécessaires au test d’e cacité. C’est à ce moment qu’entre en jeu un outil mathématique
très important, le jacobien.
Définition II.3.5 (Jacobien). Soit g : Rn ‘ô   ™ RD, une fonction dérivable en
◊̃ def=
1
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n’est fonction que de ◊̃.
Remarque II.3.7. Le jacobien de la log-vraisemblance correspond à la transposée de son
gradient :
J¸T (◊) = ÒÕ¸T (◊) = SÕ(◊ | x1:T ). (II.3.96)














(◊) = JÒ¸T (◊). (II.3.97)
Une expression pour le score par rapport aux paramètres naturels peut à présent être
obtenue par l’entremise du jacobien de la transformation de reparamétrisation g.
Proposition II.3.3. Soit ¸ :   ‘ô R, la fonction de log-vraisemblance ¸T (◊) def= log(P◊(x1:T )),
où ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD, avec D le nombre de paramètres libres du modèle et  
l’espace des paramètres.













◊̃1, . . . ,◊̃n
2Õ
œ Rn, avec n le nombre de paramètres de travail et g : Rn ‘ô  , une fonction
surjective dérivable en ◊̃.
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Démonstration. Par la règle de la dérivation en chaîne, nous savons que
h(x) = f(g(x)) =∆ Jh(x) = Jf (g(x)) · Jg(x). (II.3.99)


















































· Ò¸T (◊). (II.3.101)
⇤
Proposition II.3.4. Soit ¸ :   ‘ô R, la fonction de log-vraisemblance ¸T (◊) def= log(P◊(x1:T )),
où ◊ def= (◊1, . . . ,◊D)Õ œ   ™ RD, avec D le nombre de paramètres libres du modèle et  
l’espace des paramètres.













◊̃1, . . . ,◊̃n
2Õ
œ Rn, avec n le nombre de paramètres de travail et g : Rn ‘ô  , une fonction
surjective dérivable en ◊̃.
































Démonstration. Voir Augustyniak [2018](p. 38-39). ⇤
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En imposant pour le moment l’homogénéité à la matrice de transition, nous avons que































g2K+1(‚1, . . . , ‚K≠1)
...
g3K≠1(‚1, . . . , ‚K≠1)
g3K
1









































Afin d’illustrer la démarche de construction de la matrice jacobienne, nous revenons à
notre exemple II.3.1, où nous considérions un modèle de Markov à variables latentes homo-
gène à K = 3 régimes.
Exemple II.3.3 (Suite de l’exemple II.3.1 : Construction du jacobien). Soit les transfor-





suivante pour une modèle homogène à K = 3 régimes :





























































































































































































exp{÷1 } 0 0
0 exp{÷2 } 0








(‚1, ‚2) ˆg7ˆ‚2 (‚1, ‚2)
ˆg8
ˆ‚1








































≠ exp{‚1} exp{‚2}(1+ exp{‚1}+ exp{‚2})2












(·11, ·12) ˆg9ˆ·12 (·11, ·12) 0 0 0 0
ˆg10
ˆ·11
(·11, ·12) ˆg10ˆ·12 (·11, ·12) 0 0 0 0
0 0 ˆg11ˆ·21 (·21, ·22)
ˆg11
ˆ·22
(·21, ·22) 0 0
0 0 ˆg12ˆ·21 (·21, ·22)
ˆg12
ˆ·22
(·21, ·22) 0 0













0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0












(·i1, ·i2) ˆg7+2iˆ·i2 (·i1, ·i2)
ˆg8+2i
ˆ·i1


















































XV, i œ {1, 2, 3}.
(II.3.109)
Il est bien connu qu’une fonction peut avoir plus d’un sommet, un exemple évident de
cette caractéristique étant la fonction trigonométrique sin(x) qui est périodique et admet
une infinité d’extrema sur les R. Il se peut donc que le point trouvé ne soit qu’un maximum
local et que le vecteur de paramètres obtenu ne soit pas l’EMV, même si le gradient en ce
point est nul. Cette considération sera discutée à la fin de la présente section, en plus du défi
de choisir de bonnes valeurs initiales pour les paramètres dans la routine d’optimisation.
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II.3.6. E cacité, convergence et propriétés asymptotiques de
l’EMV
Définition II.3.6 (Matrice d’information de Fisher). La matrice d’information de Fi-
sher, notée FT (◊), est
FT (◊) def=E
Ë





S(◊ | x1:T )SÕ(◊ | x1:T )P◊(x1:T )dx1:T , (II.3.111)
où le score S(◊ | x1:T ) correspond au gradient de log-vraisemblance en ◊ (Définition II.3.2).
La matrice FT (◊) n’est fonction que de ◊, l’échantillon étant considéré aléatoire.
Proposition II.3.5. Sous certaines conditions de di érentiabilité sous le signe de l’intégrale,
on obtient que








Démonstration. Voir Ferguson [1996](p. 120). ⇤
Remarque II.3.8. Puisque
Var[S(◊ | x1:T )] = E
Ë
S(◊ | x1:T )SÕ(◊ | x1:T )
È
≠ E[S(◊ | x1:T )]E[S(◊ | x1:T )]Õ
et que
E[S(◊ | x1:T )] =
⁄ ˆ
ˆ◊










la matrice d’information de Fisher peut aussi être écrite comme la variance du score, soit
FT (◊) = Var[S(◊ | x1:T )]. (II.3.113)
Théorème II.3.2. Soit x1:T , un échantillon iid provenant de la densité P[Xt | ◊0 ], avec ◊0 le
vecteur de paramètres réels ayant engendrés les observations. Sous certaines conditions dites
de régularité, la théorie asymptotique du maximum de vraisemblance stipule que dans tout
voisinage su samment petit de ◊0, lorsque T est su samment grand, il existe une solution
unique à l’équation S(◊ | x1:T ) = 0, notée ‚◊, qui maximise localement la log-vraisemblance.
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où l’inverse de la matrice d’information de Fisher en ◊0, soit [FT (◊0)]≠1, est appelée la
matrice de variance-covariance asymptotique de ‚◊. Il est donc possible d’approximer







Démonstration. Nous recommandons les références proposées dans Augustyniak
[2018](p. 49), soit le chapitre 18 de Ferguson [1996] pour le cas général et Redner et
Walker [1984] pour les particularités liées aux modèles de mélange. ⇤
Remarque II.3.9. Au chapitre 7 de Ferguson [1996], il est aussi démontré que si la
transformation g est di érentiable en ◊ et que ‚◊ est un estimateur asymptotiquement e cace




















En pratique cependant, il n’est jamais possible de connaître les paramètres réels ◊0 de
notre modèle. Il n’est de surcroît que très rare de pouvoir obtenir analytiquement la matrice
d’infomation de Fisher FT (◊0) pour la même raison. Puisque nous avons que ‚◊
p.s.
ô ◊0, il est
commun dans la pratique d’utiliser l’approximation






afin d’obtenir une estimation de l’erreur-type sur nos paramètres estimées. Similairement, il
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II.3.7. Influence de l’initialisation des paramètres
La dernière préoccupation d’importance est que la fonction à maximiser admet poten-
tiellement plus d’un maximum local sur  . La fonction de vraisemblance d’un HMM est
sensible à ce genre de problème et le résultat de l’optimisation est donc potentiellement af-
fecté par le choix des paramètres initiaux donnés à la routine d’optimisation. Une manière
de se protéger contre cette situation est d’estimer le modèle avec plusieurs combinaisons de
valeurs initiales et de voir si le maximum obtenu est le même. Si les valeurs obtenues ne
sont pas toutes identiques, il faudra choisir une méthode afin de départager les vecteurs de
paramètres obtenus et selectionner la combinaison optimale selon des critères préétablis.
AppendiceIII
Démonstrations
III.1. Distribution marginale d’une chaîne de Markov
2.5
Démonstration. Sans perte de généralité, prenons la probabilité uk(t + n) = P[Ct+n = k] :
uk(t + n) =
Kÿ
i=1








ui(t) ◊ È(n)ik (t),
= «u(t) ◊ la ke colonne de  (n)t .
⇤
III.2. Fonction d’autocovariance d’une chaîne de Mar-
kov I.6.1
Démonstration. Tout d’abord, nous savons par définition de la covariance que
Cov[Ct, Ct+h] = E[CtCt+h] ≠ E[Ct]E[Ct+h].
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Maintenant, nous avons que



























De plus, il est possible d’écrire cette équation en notation matricielle en utilisant le fait
que
«
















E[CtCt+h] = «u(t)  (h)t ‚.
En utilisant maintenant le résultat en (I.6.2), nous obtenons finalement le résultat en
(I.6.4)
Cov[Ct, Ct+h] = E[CtCt+h] ≠ E[Ct]E[Ct+h],
= «u(t)  (h)t ‚ ≠ (
«
u(t)‚) ◊ («u(t + h)‚).
Le résultat (I.6.5) est obtenu directement en remplaçant les distributions marginales par
la distribution stationnaire et la matrice de transition par son homologue homogène
Cov[Ct, Ct+h] = «fi  h‚ ≠ («fi‚) ◊ («fi‚),
= «fi  h‚ ≠ («fi‚)2.
Les résultats concernant la variance de Ct sont obtenus directement, puisque  (0)t =
IK , ’ t œ N. ⇤
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III.3. Fonction d’autocorrélation d’une chaîne de Mar-
kov ergodique I.6.2
Démonstration. Tout d’abord, puisque la chaîne est stationnaire, l’autocorrélation ne





Par la proposition I.6.1, nous savons que la fonction d’autocovariance d’une chaîne de
Markov ergodique est
Cov[Ct, Ct+h] = «fi  h‚ ≠ («fi‚)2,
= «fi Q hQ≠1‚ ≠ («fi‚)2 (III.3.2)
Nous savons de plus que puisque la première valeur propre de   est ⁄1 = 1, la première
colonne de Q est 1K et la première ligne de Q≠1 correspond au vecteur «fi. Ainsi, la première
colonne de Q h correspond au vecteur unité 1K et puisque  1K = ‚, nous avons que le
produit ligne par ligne autour de la valeur propre ⁄1 correspond à
«fi 1K «fi‚ = («fi‚)2,
ce qui s’annule avec le second terme de (III.3.2). Il ne reste donc que les lignes de 2 à K du





















III.4. Variance d’une transformation de la série ob-
servée dans un HMM , équation matricielle
(I.7.3) (p.138)
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µg|i ui(t) µg|j uj(t)
---
K=3
= µg|2 u2(t)¸ ˚˙ ˝
2
µg|1 u1(t)¸ ˚˙ ˝
1
+ µg|3 u3(t)¸ ˚˙ ˝
3
1































Afin d’alléger la notation des résultats intermédiaires, nous noterons
«
 (t)g





























































Maintenant, nous remarquons que les termes qui doivent être retirés à cette équation
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1 1 + 2 1 + 3 1
2 1



































































































III.5. Démonstration du filtre de Kim
Nous voulons démontrer que, sous la spécification généralisée (p.28) d’un modèle de Markov









--- Ct+1 = j, x1:t
È
(III.5.1)
Démonstration. Tout d’abord, rappelons les hypothèses du HMM plus général présenté





Ct | (X1:t≠1 = x1:t≠1,C1:t≠1 = c1:t≠1) ≥ p(ct | ct≠1,x1:t≠1 ),
Xt | (X1:t≠1 = x1:t≠1,C1:t = c1:t) ≥ p(xt | x1:t≠1,ct ).
(III.5.2)
En utilisant le théorème de Bayes, nous avons que
P[ct | ct+1, x1:T ] =
P[ct, ct+1 | x1:T ]
P[ct+1 | x1:T ]
,
= P[ct+1 | ct, x1:T ]P[ct | x1:T ]
P[ct+1 | x1:T ]
,
= P[ct+1 | ct, x1:t ]P[ct | x1:T ]
P[ct+1 | x1:T ]
, (III.5.3)
Maintenant, en rappelant que si l’événement A est indépendant de l’événement B, alors
P[A] = P[A | B ], nous développons P[ct+1 | x1:T ] :
P[ct+1 | x1:T ] =
ÿ
ct




P[ct+1 | ct, x1:T ]





P[ct+1 | ct, x1:t ]
P[ct | x1:T ]
.
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En développant maintenant le dénominateur,
P[ct | x1:T ] =
ÿ
ct≠1




P[ct | ct≠1, x1:T ]





P[ct | ct≠1, x1:t≠1 ]





P[ct | ct≠1, x1:t ]
P[ct≠1 | x1:T ]
,
car puisque ct | ct≠1, x1:t≠1 est indépendant de xt, P[ct | ct≠1, x1:t≠1 ] = P[ct | ct≠1, x1:t ] et
ainsi de suite jusqu’à
P[c1 | x1:T ] = P[c1] par hypothèse,
= P[c1 | x1:t ].
En remplaçant les valeurs obtenues récursivement, nous obtenons qu’à chaque point k Æ t,
P[ck | x1:T ] = P[ck | x1:t ]
et donc que
P[ct+1 | x1:T ] =
ÿ
ct
P[ct+1 | ct, x1:t ]





P[ct+1 | ct, x1:t ]





P[ct+1, ct | x1:t ],
= P[ct+1 | x1:t ].
En remplaçant ces quantités dans (III.5.3), nous obtenons donc
P[Ct | ct+1, x1:T ] =
P[ct+1 | Ct, x1:t ]P[ct | x1:T ]
P[ct+1 | x1:T ]
,
= P[ct+1 | ct, x1:t ]P[ct | x1:t ]
P[ct+1 | x1:t ]
,
= P[ct | ct+1, x1:t ].
⇤
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III.6. Démonstrations pour l’algorithme de Viterbi
III.6.1. Démontration de relation recursive de la proposition II.2.1
Nous allons prouver par induction que
›t+1(j) = P[xt+1 | x1:t, Ct+1 = j ] ◊ max
i=1,...,K
{P[Ct+1 = j | Ct = i,x1:T ]›t(i)}, t = 1, . . . ,T ≠ 1.
(III.6.1)
Démonstration. En t = 1, nous avons que
›2(j) def= maxc1 P[x1,x2,c1,C2 = j],
= max
i=1,...,K
P[x1,x2,C1 = i,C2 = j],
= max
i=1,...,K






P[x1,C1 = i]¸ ˚˙ ˝
›1(i)






= P[x2 | x1C2 = j ] max
i=1,...,K
{P[C2 = j | C1 = i,x1 ] ◊ ›1(i)}.
Si nous supposons maintenant que
›t(j) = P[xt | x1:t≠1Ct = j ] ◊ max
i=1,...,K
{P[Ct = j | Ct≠1 = i ],x1:t≠1 ◊ ›t≠1(i)}
alors nous avons d’abord, en séparant le dernier terme du max, que
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Il ne reste maintenant qu’à isoler ›t(i) et la probabilité qui ne dépend pas du fait que































= P[xt+1 | x1:t,Ct+1 = j ] max
i=1,...,K
{P[x1:t,c1:t≠1,Ct = i]›t(i)}.
Puisque la relation est vraie en t = 1 et que si la relation est vraie en t, alors elle est vraie
en t+1, il est possible d’a rmer par le principe d’induction que la relation tient ’t = 1, . . . ,T
et ’ T œ Nı. ⇤
III.6.2. Démonstration de l’algorithme 5 : Algorithme de Vi-
terbi (p.146)
Nous allons prouver par induction les relations II.2.18 et II.2.19 de l’algorithme 5.






















En supposant maintenant que la relation tient jusqu’en t+1, ce signifie que nous connais-


































Indépendant de c1:t≠1˙ ˝¸ ˚
P[Ct+1 = it+1 | Ct = i,x1:t ]
◊




















{P[Ct+1 = it+1 | Ct = i,x1:t ]›t(i)}.
Puisque la relation est vraie en t = T et que si la relation est vraie en t + 1, alors
elle est vraie en t, il est possible d’a rmer par le principe d’induction que la relation tient
’t = T, . . . ,1 et ’ T œ Nı. ⇤
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