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ABSTRACT
We derive and implement a full Bayesian large scale structure inference method aiming at precision recov-
ery of the cosmological power spectrum from galaxy redshift surveys. Our approach improves over previous
Bayesian methods by performing a joint inference of the three dimensional density field, the cosmological
power spectrum, luminosity dependent galaxy biases and corresponding normalizations. We account for all
joint and correlated uncertainties between all inferred quantities. Classes of galaxies with different biases are
treated as separate sub samples. The method therefore also allows the combined analysis of more than one
galaxy survey. In particular, it solves the problem of inferring the power spectrum from galaxy surveys with
non-trivial survey geometries by exploring the joint posterior distribution with efficient implementations of
multiple block Markov chain and Hybrid Monte Carlo methods. Our Markov sampler achieves high statistical
efficiency in low signal to noise regimes by using a deterministic reversible jump algorithm. This approach
reduces the correlation length of the sampler by several orders of magnitude turning the otherwise numerical
unfeasible problem of joint parameter exploration into a numerically manageable task. We test our method on
an artificial mock galaxy survey, emulating characteristic features of the Sloan Digital Sky Survey data release
7, such as its survey geometry and luminosity dependent biases. These tests demonstrate the numerical feasibil-
ity of our large scale Bayesian inference frame work when the parameter space has millions of dimensions. The
method reveals and correctly treats the anti-correlation between bias amplitudes and power spectrum, which
are not taken into account in current approaches to power spectrum estimation, a 20 percent effect across large
ranges in k-space. In addition, the method results in constrained realizations of density fields obtained without
assuming the power spectrum or bias parameters in advance.
Subject headings: cosmology: observations: methods: numerical
1. INTRODUCTION
With the advent of large three dimensional galaxy surveys
the three dimensional large scale structure has become a ma-
jor source of knowledge to understand the homogeneous and
inhomogeneous evolution of our Universe. In particular, two-
point statistics of the three dimensional matter distribution,
are important tools to test our current picture of inflation and
evaluate cosmological models describing the origin and evo-
lution of the Universe. For example, detailed knowledge on
the overall shape of the matter power spectrum can provide
constraints on neutrino masses or the primordial power spec-
trum and break degeneracies in cosmological parameter es-
timation from Cosmic Microwave Background (CMB) data
when measuring the parameter combination Ωm/h (e.g. Hu
et al. 1998; Spergel et al. 2003; Hannestad 2003; Efstathiou
et al. 2002; Percival et al. 2002; Spergel et al. 2003; Verde
et al. 2003). Since the physics governing the baryon acoustic
oscillations (BAO) in the power spectrum is well understood
(e.g. Silk 1968; Peebles & Yu 1970; Sunyaev & Zeldovich
1970), precise measurements of the BAO will allow us to es-
tablish this length scale as a new standard ruler to measure
the geometry of our Universe through the redshift distance re-
lation (Blake & Glazebrook 2003; Seo & Eisenstein 2003).
Inferring the BAOs from observation therefore constitutes an
important task for determining the detailed nature of a possi-
ble dynamic dark energy component, which may explain the
currently observed accelerated expansion of the Universe.
Precision cosmology of this kind requires not only the large
and informative data sets which are becoming available, such
as the Sloan Digital Sky Survey (SDSS), Dark Energy Sur-
vey (DES), Canada-France-Hawaii Telsecope Legacy Survey
(CFHTLS) and EUCLID, but also fair and accurate data anal-
ysis methods (York et al. 2000; Coupon et al. 2009; Refregier
et al. 2010; Frieman 2011). Establishing contact between ob-
servations and theoretical predictions in large scale structure
is non-trivial. This is due to the fact that generally galaxy red-
shift surveys are subject to a variety of systematic and statis-
tical uncertainties that arise in the observational process such
as, noise, survey geometry, selection effects, and close pair
incompleteness due to fiber collisions.
Furthermore, the unknown clustering bias of any one con-
sidered galaxy sample compared to the overall mass distribu-
tion adds an intrinsic level of uncertainty (Sa´nchez & Cole
2008). Redshift space distortions can be considered a system-
atic for some analyses but also contain cosmological informa-
tion.
A careful treatment of the survey geometry is essential for
the analysis of LSS surveys (Tegmark 1995; Ballinger et al.
1995). Generally, the raw power spectrum, estimated from a
galaxy redshift survey, yields an expectation value that is the
true power spectrum convolved with the survey mask (Cole
et al. 2005). This convolution distorts the shape of the power
spectrum and dramatically reduces the detectability of subtle
features such as the BAOs. Also the details of galaxy clus-
tering can have a major impact on the shape of the power
spectrum (Tegmark et al. 2004). The details of how galaxies
cluster and trace the gravitational potentials of dark matter are
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Figure 1. Flow chart depicting the multi-step iterative block sampling procedure exemplified for two data sets. In the first step a three dimensional density
field will be realized conditional on the galaxy observations. In subsequent steps, the bias parameters, the power spectrum and the normalization parameters
for the galaxy distribution will be sampled conditional on the respective previous samples. Iteration of this process yields samples from the full joint posterior
distribution.
complicated and not conclusively understood at present. Most
likely the relation between galaxies and matter is essentially
non-linear and possibly stochastic in nature, such that the in-
ferred galaxy power spectrum is expected to deviate from that
of mass (Dekel & Lahav 1999). The issue of the galaxy bias
remains complicated even in the limit of a linear bias, since
different types of galaxies exhibit different clustering behav-
ior (see e.g. Cole et al. 2005). As an example, luminosity
dependent clustering of galaxies introduces scale dependent
biases, when inferring power-spectra from flux limited galaxy
surveys (Tegmark et al. 2004).
1.1. The state of the art
To address these problems, a large variety of different
power spectrum inference methods have been proposed in
the literature. Substantial work has been done in respect
to Fourier transform based methods, such as the optimal
weighting scheme. In this approach galaxies are assigned a
weight, in order to reduce the error in the estimated power
(see e.g. Feldman et al. 1994; Tegmark 1995; Hamilton
1997a; Yamamoto 2003; Percival et al. 2004). As alterna-
tives to Fourier space methods, there exist methods relying
on Karhunen-Loe`ve or spherical harmonics decompositions
(see e.g. Tegmark et al. 1997, 2004; Pope et al. 2004; Fisher
et al. 1994; Heavens & Taylor 1995; Tadros et al. 1999; Per-
cival et al. 2004; Percival 2005). Furthermore, there exists a
rich body of research based on a variety of likelihood methods
aiming at inferring the real space power spectrum (Ballinger
et al. 1995; Hamilton 1997a,b; Tadros et al. 1999; Percival
2005). To not only provide maximum likelihood estimates but
also corresponding conditional errors, Percival (2005) pro-
posed a Markov Chain Monte Carlo approach.
1.2. Bayesian analysis
Inference of the three dimensional density field and the cor-
responding cosmological power spectrum from galaxy red-
shift surveys with highly structured survey geometries and
statistical uncertainties is an ill-posed problem. This means,
there generally exists a large range of feasible solutions con-
sistent with observations. The Bayesian approach solves this
problem by providing numerical representations of the joint
three dimensional density and power spectrum posterior dis-
tribution (Jasche et al. 2010b). Similar approaches have also
been applied to Bayesian inference with CMB data (see e.g.
Wandelt et al. 2004; O’Dwyer et al. 2004; Eriksen et al. 2004;
Jewell et al. 2004; Larson et al. 2007; Eriksen et al. 2007;
Jewell et al. 2009).
In the age of precision cosmology the goal is to assess joint
and correlated uncertainties between quantities inferred from
a given galaxy redshift survey. A particularly important ex-
ample are galaxy biases that, if measured incorrectly, have
the potential to distort the shape of the inferred power spec-
trum over a large range of modes (Tegmark et al. 2004). Tra-
ditionally, biases are accounted for in the following sequen-
tial pipeline process: first, measure the bias amplitudes from
power-spectra of different galaxy populations fixing to a fidu-
cial power spectrum; then infer the power spectrum from the
entire catalog (see e.g. Tegmark et al. 2004). This approach
leaves open the charge of overusing the information content
of the data because biases and the power spectrum inferences
are treated as independent when they are not. Alternative ap-
proaches like the optimal weighting scheme or the Bayesian
power spectrum inference method assume fixed bias models
(see e.g. Percival et al. 2004; Jasche et al. 2010b).
In all these methods uncertainties in the inferred bias mod-
els do not feed back to the power spectrum. It is therefore
important to quantify these joint uncertainties and to devise
methods to account for these effects. In this paper we report
on the inclusion of these effects in the inference framework
described in Jasche et al. (2010b).
Our approach accounts for joint uncertainties by exploring
the joint posterior distribution of the three dimensional den-
sity field, the power spectrum, galaxy biases and correspond-
ing normalizations conditioned to observations. Numerical
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and statistical efficient exploration of the corresponding high
dimensional parameter space is achieved via new implemen-
tations of multiple block Markov chain and Hybrid Monte
Carlo methods. The schematic outline of the iterative block
sampling scheme is given in figure 1. Running through the
analysis cycle generates a sampled representation of the full
joint posterior distribution, which naturally accounts for joint
and correlated uncertainties involved in the inference process.
This paper also describes radical methodological changes
in the implementation of the sampling scheme underlying the
exploration of this joint posterior density. Using a combina-
tion of an efficient Hybrid Monte Carlo sampling method for
all the parameters, together with the reversible jump algorithm
described by Jewell et al. (2009) we obtained an algorithm
that proves to sample all the parameters efficiently both in the
high and in the low signal-to-noise regimes.
The paper is structured as follows. In section 2, we sum-
marize the notation used in this work. Section 3 describes the
large scale structure posterior distribution, employed to infer
the large scale three dimensional density field, power spec-
trum, galaxy biases and normalizations from galaxy observa-
tions. Here we also describe how the complex task of sam-
pling the full joint posterior distribution can be dissected into
a sequence of smaller sub problems within the framework of
multiple block Metropolis-Hastings sampling. In Section 4,
we discuss the numerical implementation of our method. The
following section 5 describes the generation of an artificial
galaxy mock observation which emulates characteristic fea-
tures of the Sloan Digital Sky Survey Data Release 7 (Abaza-
jian et al. 2009). In section 6, we perform a test of our method
by applying it to artificial galaxy data. These tests particularly
aim at estimating the efficiency of the algorithm in a realistic
scenario. Some results of the performed test are discussed
in section 7. In particular, here we show, that the posterior
correlations between inferred power-spectra and galaxy biases
are strongly anti-correlated over large ranges in Fourier-space.
The paper is concluded in section 8 by a discussion of the re-
sults obtained in this work and some concluding remarks.
2. NOTATION
In this section, we describe the basic notation used through-
out this work. Let the quantity ρi = ρ(~xi) be the field ampli-
tude of the three dimensional field ρ(~x) at position ~xi. Then
the index i has to be understood as a multi index, which labels
the three components of the position vector:
~xi = [x1i , x
2
i , x
3
i ] , (1)
where x ji is the jth component of the ith position vector. Al-
ternatively one can understand the index i as a set of three
indices {r, s, t} so that for an equidistant grid along the three
axes the position vector can be expressed as:
~xi = ~xr,s,t = [∆x r,∆y s,∆z t] , (2)
with ∆x, ∆y and ∆z being the grid spacing along the three
axes. With this definition we yield:
ρi ≡ ρr,s,t . (3)
Also note that any summation running over the multi index i
is defined as the three sums over the three indices r, s and t:∑
i
≡
∑
r
∑
s
∑
t
. (4)
Further, we will frequently use the notation {ρi}, which de-
notes the set of field amplitudes at different positions ~xi. In
particular:
{ρi} ≡ {ρ0, ρ1, ρ2, ..., ρNvox−1} , (5)
where Nvox is the total number of position vectors or voxels in
the three dimensional volume.
3. THE LARGE SCALE STRUCTURE POSTERIOR
In this section we will describe the Large scale structure
posterior distribution employed in this work. As will be
demonstrated, the multiple block sampling approach permits
to dissect the complex problem of exploring a joint posterior
distribution into a set of smaller subtasks.
3.1. The joint posterior distribution
The aim of this work is to update and complement the pre-
viously presented power spectrum sampling framework de-
scribed in Jasche et al. (2010b) to be numerically more effi-
cient and also to account for additional systematics and statis-
tical uncertainties of the galaxy distribution from which the
density field and the power spectrum shall be inferred. In
particular, the previously developed algorithm accounted for
systematics such as arising from survey geometry and selec-
tion effects as well as statistical uncertainties due to noise in
the galaxy distribution and cosmic variance (see Jasche et al.
2010b, for details). Additional uncertainties arise from the
galaxy bias and the correct normalization for the galaxy den-
sity contrast. Both of these effects can greatly effect the re-
covery of the large scale power spectrum and may yield er-
roneous results when not accounted for accurately. In par-
ticular, a galaxy sample consisting of many galaxy types, all
tracing the underlying density field differently, does not pro-
vide a homogeneous sample of the underlying density field.
This is because luminous galaxies will dominate the galaxy
sample at larger distances while fainter galaxies are found in
regions closer to the observer. Due to the different clustering
behavior of luminous and faint galaxies, this observational ef-
fect introduces a spatially varying bias, which translates to a
scale depended bias in Fourier-space (Tegmark et al. 2004;
Percival et al. 2004). In addition, a wrong assumption on
the galaxy density contrast normalization will yield a non-
vanishing mean resulting in erroneous large scale power when
estimating power-spectra. It is therefore generally crucial to
account for these effects when inferring the density field and
power spectrum from realistic galaxy surveys.
Traditional approaches generally measure the power spec-
trum and the galaxy bias parameters in separate steps by either
measuring it from the same data set or employing fitting func-
tions calibrated on other galaxy catalogs (see e.g. Percival
et al. 2004; Tegmark et al. 2004; Cole et al. 2005; Percival
et al. 2007). The risk of such approaches is that they may
over-use the data by ignoring joint and correlated uncertain-
ties for inferred biases and power-spectra, leading to wrong
conclusions on the accuracy of inferred quantities and pos-
sibly biased results because not all parameters are explored
jointly.
In principle there may also be cases where a joint inference
of power spectrum and galaxy biases may be mutually bene-
ficial. Traditional approaches would miss such opportunities.
In this paper we aim for the full characterization of the joint
posterior P
(
{δi}, S , {N¯ l}, {bl}|{N li }
)
of Mtracer different tracer
populations labeled by the index l. We will achieve this by
simultaneously exploring the three dimensional density field
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δi, the corresponding power spectrum S , the galaxy biases bl
and the galaxy density contrast normalizations N¯ l given the
data – galaxy observations in the form of three dimensional
number counts N li .
3.2. Dissecting the posterior distribution
Direct analysis of the joint posterior
P
(
{δi}, S , {N¯ l}, {bl}|{N li }
)
is challenging: it is non-Gaussian
and very high-dimensional. From a technical point of view,
it is also not advisable to directly generate random variates
from the joint posterior distribution since this may result
in a numerically unfeasible algorithm preventing rapid
exploration of the parameter space. In such a situation
one usually has to rely on Metropolis-Hastings algorithms,
which reduce the problem of numerical parameter space
exploration to the design of suitable proposal distribution for
the generation of candidate solutions. A particular important
theorem on Metropolis Hastings block sampling permits
to dissect the high dimensional sampling problem into a
sequence of lower dimensional problems once conditional
distributions for the subtasks can be formulated (Hastings
1970). It is therefore possible to subdivide the exploration of
the full joint parameter space into the following sequence of
conditional sampling procedures:
1) {δi}(s+1) x P
(
{δi}|S s, {N¯ l}s, {bl}s, {N li }
)
2) S (s+1) x P
(
S s|{δi}s, {N¯ l}s, {bl}s, {N li }
)
3) {N¯ l}(s+1) x P
(
{N¯ l}|S s, {δi}s, {bl}s, {N li }
)
4) {bl}(s+1) x P
(
{bl}|S s, {δi}s, {N¯ l}s, {N li }
)
, (6)
where s labels the sample number. Iterating these individ-
ual sampling steps will then provide samples from the full
joint posterior distribution (Hastings 1970). Also see figure
1 where we have illustrated this multiple block sampling pro-
cedure, also clarifying the flow of information in subsequent
iterations. In the following we will discuss the individual con-
tributions to the full joint posterior distribution as listed in
equation (6).
3.3. The density posterior
We now derive the posterior distribution to infer the three
dimensional density field (for further details see Jasche et al.
2010b).
3.3.1. The density prior distribution
This work mainly concerns the inference of the largest
scales, where the density field can be reasonably well de-
scribed by Gaussian statistics. A Gaussian prior will therefore
be an adequate description of the statistical behavior of the
large scale density field. It should nevertheless be remarked,
that a Gaussian prior resembles the least informative prior,
once the mean and the covariance of the density field are spec-
ified. For this reason, from a Bayesian perspective, the Gaus-
sian prior is well justified approximation even for inference
of the density field in the non-linear regime. Therefore, in the
following, we will assume the prior distribution for the den-
sity contrast δi to be a multivariate normal distribution with
zero mean and the Fourier transform of the covariance matrix
S being the cosmological power spectrum P(k). With these
definitions the prior distribution for the density contrast can
be written as:
P ({δi}|S ) = e
− 12
∑Nvox
i j δi S
−1
i j δ j
√
det (2 pi S )
. (7)
For further discussions the interested reader is referred to
Jasche et al. (2010b).
3.3.2. The density likelihood and the data model
As already discussed above, it is crucial to account for dif-
ferent clustering behavior of galaxy populations in the large
scale structure sample from which density fields and power-
spectra are inferred. In order to do so, we split the galaxy
sample into sub samples for which we can treat the respective
systematic and statistical uncertainties. The aim of this work
is to present a method which can extract joint information on
the three dimensional density contrast field δ, the power spec-
trum P(k), the bias b and the mean number of galaxies in the
survey N¯ from a set of galaxy samples, all tracing the underly-
ing density field differently, while properly accounting for the
individual systematic and stochastic uncertainties. We present
the method in a general fashion that includes joint cosmologi-
cal analyses from two or more different galaxy surveys or even
different probes of the large scale structure, while accounting
for their respective systematic and stochastic uncertainties. In
the case of Mtracer sub samples or galaxy observations, a linear
data model for each of the subsets can be formulated as:
N li = N¯
l Rli
(
1 + bl D+i δi
)
+  li , (8)
where N li are the observed number counts of galaxies in the lth
sample and in the ith volume element, N¯ l is the correspond-
ing expected number of galaxies, Rli is the corresponding sur-
vey response function, which accounts for survey geometry
and selection function, bl is a linear galaxy bias, D+i is the
linear growth function and  li is a random noise component.
Also note, that here we are mainly interested in recovering
the largest scales and so a linear bias should suffice. We will
defer the inclusion of more complicated non-linear and non-
local biases to a future work. The survey response operator
Rli is given by the product of the angular mask or complete-
ness function Cli and the radial selection function F
l
i at the ith
volume element:
Rli = C
l
i F
l
i . (9)
By following the arguments in Jasche et al. (2010b), we will
assume the random noise component  li to follow a Gaussian
distribution with zero mean and noise covariance matrix Lli j,
given as:
Lli j = N¯
l Rli δ
K
i j , (10)
where δKi j is the Kronecker delta. Equation (10) resembles the
Covariance matrix of a Poisson process when averaged over
realizations of the density contrast δi, since the average of δi
vanishes (see Jasche et al. 2010b, for some discussions of the
noise covariance matrix). Alternatively, the assumed Gaus-
sian uncertainty model can be derived by a Taylor-expansion
of the Poissonian log-likelihood to second order in the density
field. This demonstrates, that the Gaussian likelihood model
is correct at large scales, where density amplitudes are small,
while it describes an approximation to small scale uncertain-
ties. Although this Gaussian model assumes independence of
the noise from the underlying density field, the number counts
N li of the M
tracer tracer populations are correlated in spatially
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overlapping regions as they all refer to the same underlying
three dimensional density field δi. In this fashion, the data
model given in equation (8) emulates the expected behavior
of galaxy formation models. In this work, we are focusing at
inferring the largest scales from observations, for which our
data model is adequate. Note, that precise inference of the
large scale structure in the non-linear regime while account-
ing for the full Poissonian noise statistics can be performed
with the method presented in Jasche & Kitaura (2010) and
Jasche et al. (2010a).
With these definitions the likelihood for the lth dataset can
be expressed as a multivariate normal distribution:
Pl
(
{N li }|{δi}, N¯ l, bl
)
=
e−
1
2
∑Nvox
i j (N li−N¯ l Rli (1+bl δi))L−1li j
(
N lj−N¯ l Rlj (1+bl δ j)
)
√
det (2 pi L)
=
e
− 12
∑Nvox
i
(Nli−N¯l Rli (1+bl δi))
2
N¯l Rli(
2 pi N¯ l
) Nvox
2 ∏Nvox
i
√
Rli
(11)
The joint likelihood from all Mtracer datasets is then obtained
as:
P
(
{N li }|{δi}, {N¯ l}, {bl}
)
=
Mtracer∏
l
Pl
(
{N li }|{δi}, N¯ l, bl
)
(12)
where we assumed conditional independence of the individ-
ual likelihoods, once the density contrast δi, the mean galaxy
numbers N¯ l and the biases bl are given.
3.4. The Power-spectrum posterior distribution
As described above, sampling from the Wiener posterior
distribution will provide realizations of full three dimensional
density fields conditioned on the observations. Basing on
these density fields, in subsequent steps realizations of the
corresponding power spectrum can be generated by sampling
from the conditional power spectrum posterior distribution:
P
(
S |{δi}, {N¯ l}, {bl}, {N li }
)
=P (S )P ({δi}|S )
P
(
{N¯ l}, {bl}, {N li }|{δi}
)
P
(
{δi}, {N¯ l}, {bl}, {N li }
)
∝P (S )P ({δi}|S )
∝P (S ) e
− 12
∑Nvox
i j δi S
−1
i j δ j
√
det (2 pi S )
, (13)
where we assumed conditional independence of the data on
the power spectrum, once the full three dimensional density
field is given, and in the last line we used the density prior
given in equation (7). The result provided by equation (13)
demonstrates that once a realization of the three dimensional
density field is given, inferring a realization of the power spec-
trum is conditionally independent on the data. This fact was
first pointed out by Wandelt et al. (2004) in case of CMB anal-
ysis and was later adapted for large scale structure inference
by Jasche et al. (2010b). This is a particularly important result
for the power spectrum sampling procedure. Since all obser-
vational systematics and uncertainties have already been ac-
counted for in inferring a density field realization, this consid-
erably simplifies conditional power spectrum inference (also
see Jasche et al. 2010b, for a deeper discussion). Also note,
that equation (13) is a standard result for Bayesian density and
power spectrum inference with Wiener posteriors in the case
of CMB and large scale structure analyses (see e.g. Wandelt
et al. 2004; Eriksen et al. 2004; Jasche et al. 2010b). It is inter-
esting to remark that equation (13) provides a direct sampling
procedure to generate power spectrum realizations. Follow-
ing Jasche et al. (2010b), equation (13) can be re expressed
as an inverse Gamma distribution, when employing a power-
law prior for the power spectrum amplitudes. Thus, inserting
a power law prior in equation (13) and imposing the correct
normalization, the conditional power spectrum posterior can
be written as (Jasche et al. 2010b):
P(Pm|{si}) =
(
σm
2
)(α−1)+nm/2
Γ
(
(α − 1) + nm2
) 1
P(α+nm/2)m
e−
1
2
σm
Pm , (14)
where Pm is the power spectrum amplitude of the mth bin cor-
responding to the Fourier mode km, nm is the number of modes
in that bin, α is the power-law index of the power-law prior,
Γ(x) is the Gamma function and σm is given as the squared
isotropic average over the mth mode bin in Fourier space :
σm = σ(|~km|) =
∑
φ
∑
θ
∣∣∣∣δˆ(|~km|, φ, θ)∣∣∣∣2 , (15)
with δˆ(~k) being the Fourier transform of the density field.
Note, that the power-law prior with α = 0 describes a ”flat”
prior on a unit scale, while α = 1 yields a Jeffreys Prior. Jef-
freys prior is a solution to a measure invariant scale transfor-
mation, and hence is a scale independent prior, as different
scales have the same probability. For this reason, Jeffreys
prior is optimal to infer cosmological power-spectra, which
constitute scale measurements, as it does not introduce any
bias on a logarithmic scale. For a more detailed derivation
and discussion of the Inverse Gamma distribution in case of
LSS inference the reader is referred to our previous work pre-
sented in Jasche et al. (2010b).
3.5. The bias posterior distribution
Accounting for galaxy biases is particularly important when
analyzing galaxy samples exhibiting widely varying cluster-
ing behavior across galaxy types. These galaxy biases give
rise to additional systematics, which when ignored, have the
potential to distort the shape of inferred power-spectra. We
extend the power spectrum sampling framework described in
Jasche et al. (2010b) with a galaxy bias sampling procedure.
To be maximally agnostic about the functional shape of the
galaxy bias as a function of galaxy properties such as lumi-
nosity or color, we will assign a galaxy bias bl to each of
the Mtracer individual galaxy sub samples. Another approach
would be to assume a functional shape for the galaxy bias as a
function of some galaxy properties such as luminosity and just
fit the corresponding function parameters. Such an approach
would be a posteriori and hence overuse the data since knowl-
edge of such a functional shape is generally extracted from the
galaxy sample under consideration itself. We will instead pur-
sue an approach that only assumes that bias properties remain
approximately constant within luminosity bins.
Realizations of the bias factors bl can then be obtained
by sampling from the conditional bias posterior distribution
given as:
P
(
{bl}|S , {δi}, {N¯ l}, {N li }
)
= P
(
{bl}|{δi}, {N¯ l}, {N li }
)
, (16)
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Figure 2. Acceptance rate for successive samples (left panel) and the execution time per sample (right panel). It can be seen that the acceptance rate increases
during the initial burn in phase and finally stabilizes at about 92 per cent. The left panel demonstrates the scatter in the execution times of individual samples.
The average execution time is about 16 seconds as indicated by the solid blue line.
where the bias factors bl are conditionally independent of the
power spectrum, once the full three dimensional density field
is known. Using Bayes theorem we can rewrite the condi-
tional bias posterior as:
P
(
{bl}|{δi}, N¯ l, {N li }
)
=P
(
{bl}
)
P
(
{δi}, {N¯ l}|{bl}
)
×
P
(
{N li }|{δi}, {N¯ l}, {bl}
)
P
(
{δi}, {N¯ l}, {N li }
)
∝
∏
l
P
(
bl
)
P
(
{N li }|{δi}, N¯ l, bl
)
,(17)
where we introduced a prior factorizing in the different galaxy
samples P
(
{bl}
)
=
∏
l P
(
bl
)
and assumed conditional inde-
pendence P
(
{δi}, {N¯ l}|{bl}
)
= P
(
{δi}, {N¯ l}
)
. Since the prob-
ability distribution given in equation (17) factorizes in the
Mtracer galaxy sub samples, one can estimate the bias factors
for each galaxy sample separately by sampling from the fol-
lowing distribution:
P
(
bl|{δi}, N¯ l, {N li }
)
∝P
(
bl
)
P
(
{N li }|{δi}, N¯ l, bl
)
. (18)
In order to follow the maximum ignorance principle also with
regard to the amplitude of the bias, we assume a flat prior
P
(
bl
)
∝ 1. With these assumptions the conditional bias pos-
terior distribution is simply proportional to the density likeli-
hood given in equation (11):
P
(
bl|{δi}, N¯ l, {N li }
)
∝ e−
1
2
∑Nvox
i
(Nli−N¯l Rli (1+bl δi))
2
N¯l Rli
(19)
As can be seen from equation (19) and as demonstrated in
appendix B, this distribution turns into a univariate normal
distribution for the bias factor bl given as:
P
(
bl|{δi}, N¯ l, {N li }
)
=
e
− 12
(bl−µbl )
2
(σbl )
2√
2 pi (σbl )2
,
(20)
with σbl given as:
(σbl )2 =
1∑Nvox
i N¯
l Rli δi
, (21)
and the mean µbl given as:
µbl =
∑Nvox
i
(
N li − N¯ l
)
δi∑Nvox
i N¯
l Rli δi
. (22)
A random realization for the galaxy bias can thus be ob-
tained by simply sampling from a univariate normal distri-
bution. Note, that while previous methods such as presented
in Tegmark et al. (2004) measure the relative bias from esti-
mated power-spectra, our method infers the bias parameters
directly from the relation between the data and the three di-
mensional density field. Further, since the density field con-
tains information inferred jointly from all Mtracer galaxy sub
samples, inference of individual bias factors depends on all
other biases via the density field, enabling us to measure rela-
tive biases and thus the shape of the power spectrum up to an
overall normalization.
3.6. The N¯ posterior distribution
Of similar importance as galaxy biases are the mean num-
bers of galaxies N¯ l for the Mtracer sub samples. These mean
numbers of galaxies N¯ l are crucial to define the true underly-
ing density contrast of the galaxy distribution. A false value
of N¯ l will yield a non-vanishing mean and result in erroneous
large scale power in the inferred power-spectra. Since the N¯ l
are not known a priorly, they will also have to be inferred
jointly, in order not to miss possible cross-correlations and in-
terdependencies. The parameters N¯ l for the Mtracer sub sam-
ples can then be inferred from a conditional distribution given
as:
P
(
{N¯ l}|S , {δi}, {bl}, {N li }
)
= P
(
{N¯ l}|{δi}, {bl}, {N li }
)
, (23)
where, in a similar fashion as described in section 3.5, we as-
sume conditional independence of the power spectrum once
the full three dimensional density field is given. Further, fol-
lowing similar arguments as described in section 3.5, it is pos-
sible to infer each parameter N¯ l separately, since the corre-
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Figure 3. Selection functions for 15 absolute magnitude bins (left panel) and the SDSS survey geometry (right panel).
sponding probability distribution factorizes. As a result we
obtain the following probability distribution for the parameter
N¯ l:
P
(
N¯ l|{N li }, {δi}, bl
)
∝P
(
N¯ l
)
P
(
{{N li }|δi}, bl, N¯ l
)
∝ e
− 12
∑Nvox
i
(Nli−N¯l Rli (1+bl δi))
2
N¯l Rli(
N¯ l
) Nvox
2
.
(24)
Note, that also here we followed a maximum ignorance ap-
proach by setting the prior P
(
N¯ l
)
∝ 1. As can be seen the
resultant probability distribution for the parameter N¯ l is pro-
portional to the density likelihood given in equation (11). Fol-
lowing the discussion presented in appendix A, the probability
distribution for the N¯ l given in equation (A2) is a generalized
inverse Gaussian distribution (GIG) given as:
P
(
N¯ l|{N li }, {δi}, bl
)
=
(
Al
Bl
) pl
2
(
N¯ l
)pl−1
2Kpl
(√
Al Bl
) e− 12 (N¯ lAl+ 1N¯l Bl)(25)
where Kpl (x) is a modified Bessel function of the second kind,
pl = 1 − Nobsvox/2, Al is given as:
Al =
Nvox∑
i
Rli
(
1 + bl δi
)2
, (26)
and Bl being:
Bl =
Nvox∑
i
(
N li
)2
/Rli . (27)
The number of observed voxels Nobsvox is given by:
Nobsvox =
Nvox∑
i
θ(Rli) , (28)
where the Heaviside function θ(x) counts the non zero ele-
ments of the three dimensional survey mask. Random real-
izations for the parameters N¯ l can then be provided by sam-
pling from the GIG distribution. It is interesting to note, that
the inferred N¯ l also depend on the galaxy bias parameters and
the three dimensional density field. This indicates, that a joint
estimation of all these parameters is required in order to cor-
rectly account for joint information and correlated uncertain-
ties. Algorithms to sample from the GIG distribution are de-
scribed in literature (see e.g. Dagpunar 1988).
4. NUMERICAL IMPLEMENTATION
In this section we will describe the numerical implementa-
tion of the large scale structure sampler.
4.1. Sampling the density field
As is manifest from the above discussion, the three di-
mensional density sampling step resembles the core of our
method. The Wiener posterior for the density sampling step
described in section 3 is a multivariate normal distribution,
and as such possesses a clear sampling procedure, by first cal-
culating the Wiener-mean and adding a variance term corre-
sponding to the Wiener-variance (see e.g. Wandelt et al. 2004;
O’Dwyer et al. 2004; Eriksen et al. 2004; Jewell et al. 2004;
Larson et al. 2007; Eriksen et al. 2007; Jewell et al. 2009;
Jasche et al. 2010b). Nevertheless, calculating the Wiener
mean and variance requires matrix inversions for large matri-
ces with typically on the order of 107 × 107 entries. These
matrix inversions can be performed with efficient operator
based implementations of conjugate gradient methods (see
e.g. Wandelt et al. 2004; Eriksen et al. 2004; Kitaura et al.
2009; Jasche et al. 2010b). Alternatively, the Wiener pos-
terior in case of CMB data has also been explored using a
Hybrid Monte Carlo (HMC) algorithm (Taylor et al. 2008).
Furthermore, the HMC has been successfully applied for the
inference of three dimensional density fields in the non-linear
regime (see e.g. Jasche & Kitaura 2010; Jasche et al. 2010a;
Jasche & Wandelt 2012b). Since these references have found
the HMC algorithm to be very efficient in large scale struc-
ture problems we implement an HMC algorithm for the ex-
ploration of the large scale structure density field. Compared
to the direct sampling approach based on iterative techniques,
HMC is less sensitive to the effects of numerical inaccura-
cies, e.g. due to insufficiently strict tolerances in the inversion
scheme, because the final accept/reject step of the Metropo-
lis Hastings sampler ensures correctness of the target density.
Any such inaccuracies would only impact efficiency but not
correctness.
In the following we will review the basics of the HMC al-
gorithm required for this work.
4.1.1. The HMC algorithm
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Figure 4. The plots demonstrate the burn-in behavior of the algorithm by following the systematic drift of successive N¯l (left panels), bl (middle panels) and P(k)
(right panels) samples during the burn-in phase. Successive samples are color coded corresponding to their sample number as indicated by the color bar on the
right. Black dashed lines correspond to the respective true underlying values. Lower panels depict the successive deviation ξ from the true values, as described
in the text, for the N¯l, bl and P(k) samples respectively. The sequence of 1000 successive samples, visualizes how the sampler approaches the true underlying
values and starts exploring the parameter space around them, corresponding to the respective uncertainties.
The numerical efficiency of the Hybrid Monte Carlo al-
gorithm originates from the fact that it exploits techniques
developed to follow classical dynamical particle motion in
potentials to deterministically provide new proposals to the
Metropolis-Hastings algorithm (Duane et al. 1987; Neal 1993,
1996). Assuming we wish to generate random variates from
a probability distribution P({xi}), with {xi} being a set con-
sisting of the N elements xi, we may interpret the negative
logarithm of this distribution as a potential ψ(x):
ψ(x) = −ln(P(x)) , (29)
Further, by introducing a ’momentum’ variable pi and a ’mass
matrix’ M, one can add a kinetic term to the potential ψ(x) in
order to obtain a Hamiltonian function, which, similar to ordi-
nary mechanics, describes the dynamics in a high dimensional
parameter space. Such a Hamiltonian can be written as:
H =
∑
i
∑
j
1
2
pi M−1i j p j + ψ(x) . (30)
The new target probability distribution is then obtained by ex-
ponentiating the Hamiltonian given in equation (30):
e−H = P({xi}) e− 12
∑
i
∑
j pi M−1i j p j . (31)
As can be seen from equation (31), the form of the Hamilto-
nian was chosen such, that the new target distribution is sep-
arable into a Gaussian distribution in the momenta {pi} and
the target distribution P({xi}). This immediately clarifies that
the two sets of variables {pi} and {xi} are independent and
marginalization over the artificial momenta yields the origi-
nal target distribution P({xi}).
Given an initial point in this high dimensional phase space
({xi}, {pi}) it is possible to deterministically propose a new
sample from the target distribution by following persistent tra-
jectories for some fixed time τ according to Hamilton’s equa-
tions:
dxi
dt
=
∂H
∂pi
, (32)
and
dpi
dt
=
∂H
∂xi
= −∂ψ(x)
∂xi
. (33)
A new point in phase space will be accepted according to the
standard Metropolis-Hastings acceptance rule:
PA = min [1, exp(− (H({x′i }, {p′i}) − H({xi}, {pi}))] . (34)
Since Hamiltonian dynamics conserve the Hamiltonian, the
HMC approach results in an acceptance rate of unity. In prac-
tical applications, however, the acceptance rate may be lower
due to numerical inaccuracies in the integration scheme. Once
a new sample has been accepted the momentum variable is
discarded and the process restarts by randomly drawing a new
set of momenta. The individual momenta {pi} will not be
stored, and therefore discarding them amounts to marginaliz-
ing over this auxiliary quantity. Hence, the Hamiltonian sam-
pling procedure basically consists of two steps. The first step
is a Gibbs sampling step, which yields a new set of Gaus-
sian distributed momenta. The second step, on the other hand
amounts to solving a deterministic dynamical trajectory on
the posterior surface.
4.1.2. Equations of motion for the Wiener Posterior
As described above, in this work we will employ a Wiener
posterior for the inference of the three dimensional density
field. In this case the Hamiltonian potential can be written
as:
ψ({δi}) = 12
Nvox∑
i j
δi S −1i j δ j +
1
2
Nvox∑
i
∑
l
(
N li − N¯ l Rli
(
1 + bl δi
))2
N¯ l Rli
,
(35)
where we omitted terms corresponding to normalization con-
stants. Variation of ψ({δi}) with respect to the three dimen-
sional density field δp then yields the Hamiltonian forces
which govern the dynamics in parameter space:
∂ψ({δi})
∂δp
=
∑
j
S −1p j + ∑
l
δKp j(b
l)2N¯ l Rlj
 δ j
−
∑
l
bl
(
N lp − N¯ l Rlp
)
.
(36)
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With this definition the equations of motion can be given as:
dδi
dt
=
∑
j
M−1i j p j , (37)
and
dpi
dt
=−
∑
j
S −1p j + ∑
l
δKp j(b
l)2N¯ l Rlj
 δ j
+
∑
l
bl
(
N lp − N¯ l Rlp
)
.
(38)
As can be seen from equation (38), in the framework of the
HMC the quadratic form of the Wiener posterior yields a mul-
tidimensional coupled harmonic oscillator whose zero points
are defined by the data. Also note, that equations (37) and (38)
can be combined to yield a second order differential equation:
d2δh
dt2
=−
∑
p
M−1hp
∑
j
S −1p j + ∑
l
δKp j(b
l)2N¯ l Rlj
 δ j
+
∑
p
M−1hp
∑
l
bl
(
N lp − N¯ l Rlp
)
. (39)
This clarifies that an ideal choice for the mass matrix M would
be given by:
Mi j = S −1i j +
∑
l
δKi j(b
l)2N¯ l Rlj , (40)
which would decouple the harmonic oscillators and permit a
trivial analytic solution to the equations of motion for a set
of independent harmonic oscillators. Nevertheless, this ap-
proach would again require matrix inversions and hence be
identical to a Gibbs sampling approach, which we try to avoid
here (see e.g. Wandelt et al. 2004; O’Dwyer et al. 2004; Erik-
sen et al. 2004; Jewell et al. 2004; Larson et al. 2007; Eriksen
et al. 2007; Jewell et al. 2009; Jasche et al. 2010b). In or-
der to provide samples from the target distribution, we will
therefore integrate the equations of motion (37) and (38) nu-
merically over a pseudo time interval τ via a leapfrog scheme.
In order to avoid resonant trajectories, the pseudo time inter-
val τ is drawn from a uniform distribution. It is also impor-
tant to remark, that the leapfrog scheme is a symplectic in-
tegrator, and as such ensures detailed balance of the Markov
chain. For a detailed description of the numerical implemen-
tation of the HMC in general and in cosmology in particular
the reader is referred to the literature (in particular see Duane
et al. 1987; Neal 1993, 1996; Taylor et al. 2008; Jasche & Ki-
taura 2010). In general the choice of the mass matrix does
not affect the validity but only the numerical efficiency of the
sampling method. We choose a diagonal form consisting of
the diagonal elements of the full mass matrix, given in equa-
tion (40), in its Fourier representation. This choice enhances
performance while avoiding matrix inversions, analogous to
using a diagonal preconditioner in iterative conjugate gradi-
ents solvers.
4.2. Sample the power spectrum
The conditional power spectrum posterior, given by the in-
verse gamma distribution in equation (14) , facilitates a di-
rect sampling scheme (see e.g. Eriksen et al. 2004; Wandelt
et al. 2004; Jasche et al. 2010b). In particular, by perform-
ing a change of variables xm = σm/Pm one obtains the χ2-
distribution
P(xm|{si}) = x
βm/2−1
m
Γ (βm/2) (2)βm/2
e−
xm
2 , (41)
where βm = 2(α+nm/2−1). Consequently, generating random
variates for the power spectrum reduces to the task of draw-
ing independent random samples from the χ2-distribution for
each Fourier mode km. Let zq be βm independent, normally
distributed random variates with zero mean and unit variance.
Then (Jasche et al. 2010b):
xm =
βm∑
q=1
z2q = |~zm|2 (42)
is χ2-distributed, with ~zm a βm element vector with elements
zq. A sample of the power spectrum amplitude Pm at Fourier
mode km is then obtained by:
Pm =
σm
|~zm|2 . (43)
It should be remarked that each Pm is a positive quantity, en-
suring the requirement that the signal covariance matrix be a
positive definite quantity.
4.3. Exploring the low signal to noise regime
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Figure 6. The plot shows the cross-correlation matrix Cl l′ between the different modes kl of the power spectrum. As can be seen, the matrix is strongly peaked
near the diagonal with anti-correlation of adjacent spectral bins. These results demonstrate the ability of our method to accurately determine the posterior
correlation matrix for the power-spectrum amplitudes P(k) .
In a Poissonian picture of galaxy formation the signal-to-
noise ratio can be expressed as the square root of the num-
ber of galaxies Ngal found in a given volume S/N =
√
Ngal.
Consequently, splitting a galaxy sample into a number of sub
samples, to accurately account for the respective systematics
will yield a lower signal-to-noise ratio for each of these galaxy
sub samples. Although, the Likelihood given in equation (12)
correctly accounts for the joint recovery of information from
all galaxy samples by correctly weighting them corresponding
to their respective noise properties, the overall signal-to-noise
ratio may still be low, depending on the amount of sub sam-
ples. This effect may influence the numerical efficiency for
the power spectrum sampling procedure as described above.
While the approach described in sections 4.1 and 4.2 prov-
ably converges to the target posterior on all scales probed by
the data, it may take prohibitive computational time to gener-
ate a sufficient amount of independent samples in low signal
to noise regime (Jewell et al. 2009). In particular, the varia-
tions in subsequent power spectrum samples are solely deter-
mined by cosmic variance, whereas the full posterior distribu-
tion is governed by cosmic variance and noise. This permits
a rapid exploration of parameters at the largest scales, where
cosmic variance is dominant, but yields poor statistical effi-
ciency for the small scale regime, where cosmic variance is
typically much smaller than the noise variance. This results
in a prohibitively long correlation length of the sequence of
spectra in the low-signal to noise regime, requiring unfeasible
long Markov Chains to generate sufficient numbers of inde-
pendent samples (Jewell et al. 2009). The above discussion
shows that the variables chosen to explore the parameter space
are optimal for the cosmic variance dominated regime, but it
may also suggest that a change of variables is advantageous
for the exploration of the low signal to noise regime.
In fact, a change of variables can greatly improve the mix-
ing behavior of the Markov Chain. Following Jewell et al.
(2009), we introduce a change of variables which corresponds
to the following deterministic transition for the three dimen-
sional density field in Fourier space:
δˆs+1k =
√
Ps+1(k)
Ps(k)
δˆsk , (44)
while, as demonstrated in appendix C, a new power spectrum
sample has to be generated from the distribution:
P
(
{Ps+1(k)}|{uk}, {d}
)
=P
(
{Ps+1(k)}
)
×
∏
l
e
− 12
∑Nvox
i
Nli−N¯l Rli
1+bl C ∑ √Ps+1(k) uˆke2piik
√−1
N


2
N¯l Rli
(45)
with uˆk = δˆsk/P
s(k) and s labeling the sample number in
the Markov chain. Unfortunately there exists no immediate
way to generate power spectrum samples from this distribu-
tion. While Jewell et al. (2009) propose a simple Metropolis-
Hastings sampler to generate samples from the distribution
given in equation (45), we will employ a HMC to solve the
problem. As already discussed above, the HMC has the
advantage that it greatly improves the acceptance probabil-
ity compared to standard implementations of a Metropolis-
Hastings algorithm. Furthermore, the entire procedure of
sampling a power spectrum from the distribution given in
equation (45) followed by the deterministic transition, de-
scribed by equation (44), for the density field is numerically
as expensive as the sampling procedure outlined in sections
4.1 and 4.2. Alternating these two sampling procedures will
thus not decrease the overall numerical efficiency of the al-
gorithm. On the other hand, alternated sampling in these two
variable bases greatly improves the statistical efficiency and
hence the overall performance of our algorithm.
5. GENERATING ARTIFICIAL OBSERVATIONS
Above we discussed the derivation and numerical imple-
mentation of our method. In this section we will describe
the generation of an artificial galaxy survey, used to test our
method. Following closely the description in Jasche et al.
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Figure 7. Marginalized two dimensional posterior distribution for randomly selected pairs of power spectrum modes.
(2010b), at first a realization for the density contrast δi is gen-
erated from a normal distribution with zero mean and a co-
variance matrix corresponding to a cosmological power spec-
trum. The density field will be stored on a three dimensional
equidistant Cartesian grid with Nside = 128, corresponding
to Nvox = 2097152 volume elements, and a co moving box
length of L = 750Mpc h−1. The cosmological power spectrum
for the underlying matter distribution, with baryonic wiggles,
is calculated according to the prescription described in Eisen-
stein & Hu (1998) and Eisenstein & Hu (1999). Further, a
standard ΛCDM cosmology with a set of cosmological pa-
rameters (Ωm = 0.24, ΩΛ = 0.76, Ωb = 0.04, h = 0.73,
σ8 = 0.74, ns = 1 ) is assumed.
On top of this three dimensional density contrast realiza-
tion δi, Mtracer = 15 artificial galaxy sub samples N li will be
generated corresponding to the data model described in sec-
tion 3.3.2. For each subsample the noise term  li is generated
from a multivariate normal distribution with zero mean and a
diagonal covariance matrix Lli j = N¯
l Rli δ
K
i j .
In particular, the aim of the present work is to test our
method in a realistic scenario with largely inhomogeneous
galaxy samples with respect to their clustering behavior. As
already discussed above, such a sample would not represent a
spatially homogeneous sample of the three dimensional den-
sity field, and hence introduces scale dependent biases in
Fourier space (Tegmark et al. 2004). This situation is usu-
ally faced when analyzing real galaxy observations (see e.g.
Tegmark et al. 2004). Subdividing the galaxy sample into
Mtracer = 15 sub samples permits to account for the respec-
tive systematic effects while jointly extracting information on
the cosmological power spectrum from a galaxy survey.
In setting up a realistic test scenario, we emulate the main
features of the Sloan Digital Sky survey data release 7 as
closely as possible (Abazajian et al. 2009). In particular, we
use the completeness mask of the Sloan Digital Sky Survey
data release 7 depicted in the right panel of figure 3. This
mask was evaluated with the MANGLE code provided by
Swanson et al. (2008) and has been stored on a HEALPIX
map with nside = 4096 (Go´rski et al. 2005). Further, we as-
sume that the radial selection function follows from a standard
Schechter luminosity function with standard r-band parame-
ters ( α = −1.05, M∗ − 5log10(h) = −20.44 ), and we only
include galaxies within an apparent Petrosian r-band magni-
tude range 14.5 < r < 17.77 and within the absolute magni-
tude ranges Mmin = −17 to Mmax = −23. The corresponding
radial selection function f (z) is then obtained by integrating
the Schechter luminosity function over the range in absolute
magnitude:
f (z) =
∫ Mmax(z)
Mmin(z)
Φ(M) dM∫ Mmax
Mmin
Φ(M) dM
, (46)
where Φ(M) is given in appendix D. The selection functions
for the galaxy sub samples are depicted in the left panel of
figure 3. The product of the survey geometry and the selection
function at each point in the three dimensional volume yields
the survey response operator:
Rli = C
l
i F
l
i = C(αi, δi) f
l(zi) , (47)
where αi and δi are the right ascension and declination coor-
dinates corresponding to the ith volume element, and zi is the
corresponding redshift. The functions C(αi, δi) and f l(zi) are
the continuous survey completeness and selection function,
respectively, sampled at the ith grid position. Further, we
will model a luminosity dependent bias, in terms of absolute
magnitudes M, as:
bl = b(Ml) = b∗
(
a + b 100.4(M∗−M
l) + c
(
Ml − M∗
))
, (48)
with the fitting parameters a = 0.895, b = 0.105 and c =
−0.040 (see Tegmark et al. 2004, for details). Since equa-
tion (48) formulates only the relative bias with respect to a
reference point in absolute magnitude M∗, we will arbitrarily
set M∗ = −20.83 and b∗ = 1.2 for our test scenario. Finally
we have to define a artificial set of mean galaxy numbers N¯ l.
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Figure 8. Posterior correlation matrices between the bias parameters bl and the power spectrum P(k) (left panel), between N¯l parameters and the power spectrum
P(k) (middle panel), and between the bl and N¯l parameters (right panel). In particular, the anti-correlation between inferred bias parameters and the power
spectrum at different scales can be clearly seen.
In the case studied here, the different N¯ l are directly related
to the Schechter luminosity function by integrating over the
width of the lth absolute magnitude bin:
N¯ l =
∫ Ml+1
Ml
Φ(M) dM (49)
The individual galaxy observations N li are then obtained by
evaluating equation 8 with the quantities as specified above.
6. TESTING THE ALGORITHM
The aim of this section is to conduct a series of tests to judge
the performance of our method in a realistic scenario by ap-
plying the algorithm to the simulated galaxy survey described
in the previous section. We particularly focus on studying
the burn-in and convergence behavior of our method, which
determines its overall numerical feasibility and efficiency in
real-world applications.
6.1. Testing burn-in and statistical efficiency
Metropolis Hastings samplers are designed to have the
target distribution as their stationary distribution (see e.g.
Metropolis et al. 1953; Hastings 1970; Neal 1993). The sam-
pling process will provide samples from the specified joint
large scale structure posterior distribution after a sufficiently
long burn-in phase. The theory of Metropolis Hastings sam-
pling by itself does not provide any criterion to determine the
length of the burn-in phase, so we study it in numerical exper-
iments.
Typically, burn-in manifests itself as a systematic drift of
sampled parameter values towards their true underlying val-
ues from which the artificial data was generated. This behav-
ior can be monitored by following the evolution of parameters
in subsequent samples (see e.g. Eriksen et al. 2004; Jasche
et al. 2010b). To test this initial burn-in behavior we will
arbitrarily set the initial values for the parameters N¯ l and bl
to unity N¯ l = bl = 1, while the initial power spectrum am-
plitudes for P(k) are assumed to be two orders of magnitude
larger than their true underlying values. One can then observe
the successive drift towards the true values of the respective
parameters. The 1000 first successive samples of the Markov
chain are presented in figure 4, which clearly demonstrates
the drift towards the respective true solutions.
Figure 4 already illustrates the interplay between bias and
power spectrum samples. While bias parameters approach
their true values from the top, the power spectrum approaches
its fiducial value from below. This effect originates from the
anti-correlation between biases and power-spectra for given
data. In particular high bias values will result in lower power
spectrum amplitudes and vice versa.
More quantitatively the initial burn-in behavior is studied
by comparing the sth sample of a parameter ωs in the chain to
its true underlying value ω0 via:
ξ (ωs) = 1 − ωs
ω0
, (50)
where for our case, the parameter sample ωs has to be re-
placed by one of the parameters sampled by the Markov chain.
The results for the ξ
(
N¯ ls
)
, ξ
(
bls
)
and ξ (Ps(k)) are shown in the
lower panels of figure 4. It can be seen that the algorithm
drifts towards the preferred region in parameter space and
starts exploring the parameters corresponding to their joint
uncertainties. Also note, that figure 4 already indicates the
degree of scatter which can be expected in the final analysis
of the Markov run.
In this test we do not observe any particular hysteresis for
the poorly constrained large scale modes, meaning they do
not remain at their initially set values but efficiently explore
the parameter space. This reflects the ability of our algorithm
to account for artificial mode coupling as introduced by the
survey geometry, selection effects and biases.
These tests show that the algorithm requires an initial phase
of on the order of 1000 samples before providing typical sam-
ples from the joint posterior. This initial burn-in period can be
shortened by initializing the algorithm with a set of parame-
ters closer to the true solutions, contrary to the test presented
here where the initialization was intentionally chosen to test
the burn-in behavior.
Statistical efficiency is a major design goal of Markov
Chain Monte Carlo algorithms. Generally, successive sam-
ples in the chain are not independent but correlated with their
predecessors. Consequently the degree of correlation between
successive samples determines the amount of independent
samples which can be drawn from a chain with given length.
To study this correlation effect we follow a similar approach
as described in (Eriksen et al. 2004) or (Jasche et al. 2010b).
Assuming all parameters in the Markov chain to be inde-
pendent of each other, the correlation between subsequent
samples ωs for the parameter ω can be quantified in terms
of the autocorrelation function
C(ω)n =
〈
ωs − 〈ω〉√
Var (ω)
ωs+n − 〈ω〉√
Var (ω)
〉
, (51)
where n is the distance in the chain measured in iterations
(also see e.g. Eriksen et al. 2004; Jasche et al. 2010b, for a
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Figure 9. Marginalized two dimensional posterior distributions for randomly selected bias parameters bl and power spectrum amplitudes P(kl).
similar discussion). The results for this analysis are presented
in figure 5 which shows the auto-correlation functions for the
parameters N¯ l, bl and P(k).
One can define a correlation length of the Markov sam-
pler as the distance in the chain nc beyond which the cor-
relation coefficient C(ω)n has dropped below a threshold of
0.1. As can be seen in figure 5 the correlation length is typi-
cally less than 200 samples, except for a few power-spectrum
modes in the Nyquist regime of the box, which are corre-
lated across a few hundred samples. This demonstrates the
overall high statistical efficiency of the sampler. Note, that
these Nyquist modes are under-sampled due to the finite reso-
lution of the Fast Fourier Transform. Even though our method
treats these eight Nyquist frequencies correctly, they will not
be considered for a typical cosmological analyses where usu-
ally only modes with frequencies less than seventy percent of
the Nyquist frequency are considered (see e.g. Jing 2005).
These tests demonstrate the numerical feasibility of our
method to explore the full joint posterior distribution despite
the high dimensionality of the problem presented here.
6.2. Joint uncertainties and correction of systematics
The previous section demonstrates the numerical and sta-
tistical efficiency of our algorithm to explore the joint large
scale structure posterior in high dimensional spaces. As will
be shown in this section, the algorithm also accurately ac-
counts for systematics and joint stochastic uncertainties in
the inference of the different parameter. Of particular impor-
tance for the measurement of cosmological parameters from
power-spectra are the effects of survey geometry and selec-
tion effects. Survey geometry and selection effects introduce
artificial mode coupling to the Fourier modes of the three-
dimensional density field, and can greatly reduce the visibility
of features in the power spectrum, such as the baryonic acous-
tic oscillations (Cole et al. 2005). Correcting these effects is
hence of utmost importance for any method to estimate the
cosmological power spectrum from observations.
The information on how well our method corrects for sur-
vey geometry effects is naturally contained in the correlation
structure of the individual power spectrum samples. To ex-
amine this effect, we calculate the correlation matrix of the
power spectrum samples
Cm m′ =
〈
Pm − 〈Pm〉√
VarPm
Pm′ − 〈Pm′〉√
VarPm′
〉
, (52)
where Pm = P(km) is the power spectrum amplitude at the
mode km. The result of this exercise is presented in figure
6, where the ensemble average has been taken over 7 × 104
power spectrum samples. As can be clearly seen, the resul-
tant correlation matrix exhibits a well defined diagonal struc-
ture, as expected from theory. Also note the slight red band of
anti-correlation around the diagonal, particularly at the high-
est frequencies in figure 6. This anti-correlation indicates that
the power spectrum frequency resolution is higher than sup-
ported by the data. Note that these effects are accurately ac-
counted for by our method, since it provides the full proba-
bility distribution for each mode. If one wishes, it is possible
to reduce frequency resolution in a post-processing step until
anti-correlation vanishes (Jasche et al. 2010b).
It should be noted, that generally the posterior distributions
for the individual Pm are non-Gaussian. Consequently, two-
point statistics of the power spectrum, as presented in figure
6, do not provide conclusive information on the full statistical
behavior of the Pm. Since our method provides a numerical
representation of the large scale structure posterior higher or-
der statistics for the power spectrum can naturally be taken
into account. To illustrate this fact, we plot two dimensional
marginalized posterior distributions for a few arbitrarily cho-
sen pairs of Pms in figure 7.
In the previous section 6.1 we saw burn-in behavior that
suggested bias parameters bl being anti-correlated with in-
ferred power-spectra P(k). This behavior is easily under-
stood: a higher bias parameter requires a lower amplitude of
the power spectrum to match observations. The details and
strength of these effects generally depend on the magnitude
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Figure 10. Inferred ensemble means (red lines) for the power spectrum (left panel), bias (middle panel) and N¯l (right panel) and corresponding one sigma (light
gray shaded) and two sigma (dark gray shaded) credible regions.
bin for the bias parameter and the mode of the power spec-
trum. To quantify these effects we now study the posterior
correlations between the inferred bias parameters bl, the N¯l
and the power spectrum P(k). Figure 8 shows the correlation
matrices
C(x, y) =
〈
x − 〈x〉√
Var x
y − 〈y〉√
Var y
〉
, (53)
where x and y have to be replaced by the parameter under
consideration. The scale dependent anti-correlation between
bias parameters and power-spectra is clearly visible in the left
panel of figure 8. Note, that we are measuring relative biases
and for that reason the bias amplitude at a magnitude Ml =
−20.4 is fixed to 1.
The maximum anti-correlation amounts to about 20 per
cent, and significant anti-correlation can be observed at all
scales and for all magnitudes. This result emphasizes our
claim, that even simple linear bias amplitudes cannot be es-
timated independently from power-spectra and vice versa.
The middle panel of figure 8 shows the correlations be-
tween the N¯l and different modes of the power spectrum. Gen-
erally correlations and anti-correlations amount maximally up
to a few percent. However, N¯l at the magnitude bin Ml =
−20.4 of the fixed bias amplitude is strongly anti-correlated
with the modes of the power spectrum. This indicates, that
N¯l carries additional information on the bias amplitude at the
magnitude bin Ml = −20.4.
Finally, the right panel of figure 8 shows the correlations be-
tween inferred N¯l and bl parameters. The prominent diagonal
character of this correlation matrix demonstrates that the anti-
correlation between inferred biases and N¯l is strongest for val-
ues belonging to the same magnitude bin. Nevertheless, there
exist percent level correlations and anti-correlations between
parameters in different bins. A prominent feature of this plot
is also the strong band of positive correlations for the param-
eter N¯l at magnitude Ml = −20.4, which demonstrates strong
correlations between N¯l in this bin and the bias parameters bl
of other magnitude bins.
Since our method provides a numerical representation of
the highly non-Gaussian posterior distribution, uncertainty
quantification is not limited to Gaussian approximation but
can take into account all involved non-Gaussianities and non-
linearities. As a demonstration, in figure 9, we plot marginal-
ized two dimensional distributions of individual, randomly se-
lected, bias parameters bl and modes of the power spectrum
P(k). It can be seen, that the marginalized distributions re-
flect the previously observed anti-correlations between bias
parameter and power-spectra. Also note, that the marginal-
ized distributions, presented in figure 9, exhibit non-Gaussian
behavior. The results of this section support the requirement
for a full joint approach to cosmological power-spectrum es-
timation.
7. RESULTS
In the previous section we discussed the numerical feasi-
bility of our method and demonstrated the necessity of a full
joint approach. Here we will describe the final results inferred
from the Markov chain. As described in section 5, we seek to
test our method in a realistic scenario by emulating charac-
teristic features of the SDSS DR7 main sample. A galaxy
sample, such as the SDSS main sample, represents an inter-
esting and challenging test scenario for our method, since it
consists of a large class of galaxy types exhibiting different
clustering behavior at different redshifts and hence requires
to exploit the entire methodology as described in this work.
On the other hand, the SDSS main sample is a shallow galaxy
sample with a median redshift of about zmed = 0.1, which
is not ideal to infer tiny features at large scales in the power
spectrum, such as the baryon acoustic oscillations.
Additional information, to probe the large scales, can be
obtained from highly clustered luminous red galaxies (LRG)
which cover larger volumes to higher redshifts. For the sake
of demonstrating the capabilities of our code to infer the
power spectrum on the entire range of scales covered by the
survey, we ignored LRGs in this work. Note, that LRGs can
be easily added as an additional data bin in the joint analysis,
where they would add their information content to the infer-
ence process. It should be remarked, that the analysis volume
of 7503 Mpc3/h3, used for the inference, is only about half
filled by data.. This obviously increases the challenge com-
pared to a case where the empty volume would be filled with
additional LRGs. In this respect, the presented test is harder
compared to a real cosmological analysis in which we would
exploit all available information.
To summarize the inferred quantities, in figure 10, we show
ensemble means for the power spectrum, the bias and N¯l, es-
timated from 72 × 104 Markov realizations. It is immediately
obvious, that the mean density parameters N¯l can be recovered
very well. The middle panel of figure 10 depicts the ensem-
ble mean for the bias parameters bl and corresponding un-
certainties. The plot demonstrates that the shape of the mag-
nitude dependent bias function can be accurately recovered
from data in this joint analysis. Since we are measuring rela-
tive biases the bias parameter at a magnitude of Ml = −20.4
is held fixed at unity.
The left panel of figure 10 depicts the ensemble mean power
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Figure 11. Three slices from different directions through the three dimensional posterior mean density (upper panels) and standard deviation (lower panels)
fields. It can be seen, that the method accounts for non-trivial survey geometry.
spectrum and corresponding uncertainties. The inferred en-
semble mean power spectrum nicely follows the true un-
derlying fiducial power spectrum across the entire range of
modes covered by our analysis. Even on the largest scales,
poorly constrained by the artificial galaxy survey dominated
by sample variance, the analysis returns sensible constraints
and hints at the turn-over in the power spectrum.
Visually it is not possible to observe recovered baryon
acoustic oscillations. This is due to several effects. First of
all, the analyzed volume is too shallow to accurately probe
the Baryon acoustic oscillations. Secondly, joint inference of
the power spectrum, bl and N¯l correctly accounts for coupled
uncertainties which will lead to a blurring of tiny features in
the power spectrum compared to an analysis that takes best-fit
biases as inputs to power spectrum analysis. We conclude that
our artificial data set, emulating the SDSS main sample data,
is not sufficiently informative to provide conclusive informa-
tion on the baryon acoustic oscillations. Although preliminary
tests with real observations already indicate qualitatively sim-
ilar behavior, a detailed analysis of the latest SDSS data will
be subject to a forthcoming publication.
Finally, we would like to point out, that our method also
provides measurements of the three dimensional density field
and corresponding uncertainties. Individual samples of these
density fields represent constrained realizations of the under-
lying density field cleaned from all statistical and systematic
uncertainties, and as such will generally be valuable to study
galaxy and three dimensional large scale structure formation.
Note that in contrast to conventional constrained realizations
our method obtains these reconstructions without assuming
biases, number densities, or correlations a priori.
The slices through the posterior mean density shown in fig-
ure 11 can be thought of as a non-linear Wiener filter. Our
method also delivers an error model for this reconstruction,
here summarized in terms of standard deviation per pixel.
These plots illustrate that our method is able to account for
arbitrary and complex survey geometries in three dimensional
space.
8. SUMMARY AND CONCLUSION
This work describes the derivation and numerical imple-
mentation of a full Bayesian approach to cosmological large
scale structure power spectrum analysis.
It addresses the problem of joint power spectrum and galaxy
bias inference from redshift surveys, and thus aims at a nat-
ural and fully self consistent treatment of joint and corre-
lated uncertainties. Traditionally, these correlations remain
generally unaccounted for in standard sequential pipeline ap-
proaches to power spectrum inference, which assume fixed
bias models (see e.g. Percival et al. 2004; Jasche et al. 2010b).
The method, as described in this work, naturally accounts
for correlated uncertainties between all quantities to be in-
ferred, by exploring the joint parameter space, of the three
dimensional density field, the power spectrum, luminosity
dependent biases and corresponding normalizations. This is
achieved through the use of multiple block Metropolis Hast-
ings and Hybrid Monte Carlo algorithms.
As described in section 3, the multiple block sampling ap-
proach permits us to dissect the computationally challenging
task of joint sampling into sequential sub tasks of lesser com-
plexity. Thus, the problem can be processed as outlined in
figure 1, yielding a numerical representation of the full joint
posterior distribution.
The algorithm presented in this work improves over the
method presented in Jasche et al. (2010b), in various respects.
Most notably, the previous three dimensional density sam-
pling procedure, relying on the solution of large systems of
linear equations via Krylov space methods, has been replaced
by a Hybrid Monte Carlo scheme. This has proven to be more
efficient, especially in high dimensions.
We further increased the statistical efficiency and hence the
number of independent samples which can be drawn from the
Markov chain. To do this, we followed the deterministic tran-
sition approach proposed by Jewell et al. (2009), but incor-
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porated an HMC transition, rather than a pure Metropolis-
Hastings step, to improve the overall computational efficiency
of the algorithm.
Further, we derived conditional posterior distributions for
the inference of absolute magnitude dependent bias and cor-
responding normalizations. As described in section 3, we fol-
lowed a maximally agnostic approach by assuming all abso-
lute magnitude bins to be independent and additionally as-
suming flat priors for the corresponding bias and normaliza-
tion amplitudes. The resultant conditional posterior distribu-
tions have analytic expressions. In particular, realizations of
magnitude dependent biases can be generated from univariate
normal distributions and corresponding normalization factors
are drawn from generalized inverse Gaussian distributions.
We also described tests of our method in a realistic scenario.
Section 5 describes the generation of an artificial galaxy sur-
vey emulating characteristic features of the SDSS DR7, such
as survey geometry, selection effects, and luminosity depen-
dent galaxy biases. The test was particularly designed to high-
light the problematics of survey geometry, selection effects
and luminosity dependent biases and their impact on cosmo-
logical power spectrum inference. Specifically, the main goals
of the test, described in section 6, is to study the expected nu-
merical behavior and efficiency of our method when applied
to real data. Through a simple numerical experiment, by set-
ting the initial values of the bias and normalization factors to
unity and scaling the amplitude of the initial power spectrum
up by two orders of magnitude, we were able to determine the
initial burn-in phase of the Markov sampler to be on the order
of 1000 samples, which demonstrates numerical feasibility of
the method. Also note, that initial burn-in time can be sig-
nificantly shortened by a more realistic choice of the initial
parameter values.
We overcame a crucial difficulty in implementing a joint
inference approach: statistical dependency between the bias
parameters and the power spectrum leads to unfeasibly long
correlation lengths for our block sampling scheme. Adding
a deterministic transition step reduces the correlation length
of typical parameters by a factor of more than 1000. As a
remark, in tests without such a deterministic transitions we
observed still eighty percent correlations at a lag of 10000
samples for most of the power-spectrum modes yielding an
unfeasibly long convergence time of the sampler. This dra-
matic improvement allows practical use of our algorithm even
in regimes where signal-to-noise is low.
Our method accurately accounts for artificial mode cou-
pling due to the survey geometry and selection effects. The
correlation structure of the Markov samples in Fourier space
reveals that the power spectrum correlation matrix is of highly
diagonal shape. Even when coupled with inference of the bias
parameters, maximal residual correlations between power
spectrum bins are typically less than 10 per cent, emphasiz-
ing the ability of our method to account for survey geometry
effects.
Our test revealed anti-correlations at the level of 20 per cent
between the bias parameters and the power spectrum across
large ranges in Fourier-space. It remains to be studied to what
extent this coupling has impacted past cosmological analyses
of galaxy survey data that ignored it.
While a linear luminosity dependent galaxy bias is one
of the simplest bias models for cosmological inference from
galaxy surveys, it does not seem reasonable to assume that
more complicated bias models would not suffer from this cou-
pling effect. Still, our method is easily extensible to include
more complicated bias models such as second and higher or-
der bias.
In section 7, we summarize means and credible regions for
the parameters inferred by our method. In particular, the
power spectrum can be accurately recovered from the test
data.
Since we treat each luminosity class as a separate galaxy
sample with its own bias parameters, we actually inferred the
power spectrum from 15 different galaxy sub-samples all ex-
hibiting different systematic and statistical uncertainties. In
particular, each sub-sample comes with its own mask, average
number density, bias, and selection function. Our method is
therefore able to perform joint power spectrum analysis from
combinations of different galaxy surveys—and, after further
development, possibly even different probes of large scale
structure.
Note, that the normalization parameters in the different
magnitude bins are directly related to the luminosity func-
tion, which in a scenario as described in this work, is a natural
byproduct of the cosmological inference. Also note, that our
method further provides full three-dimensional maps of the
inferred matter distributions and corresponding uncertainties.
These constrained realizations of the density distribution may
provide useful information to test cosmological structure for-
mation.
The method, as described here, seamlessly integrates into
the larger Bayesian large scale structure inference framework.
In particular, it can be used in conjunction with the photo-
metric redshift sampling method described in Jasche & Wan-
delt (2012a), to account for additional redshift uncertainties.
In that combination our method would accurately treat all
joint and correlated uncertainties when analyzing galaxy sur-
veys with highly uncertain radial positions of galaxies. Note,
although not discussed in this work, the present bias sam-
pling framework seamlessly integrates with effective mea-
sures of redshift space distortions corrections, for instance as
described in Tegmark et al. (2004), Erdog˘du et al. (2006) or
Jasche et al. (2010a), but also with information theoretically
more rigorous approaches, which will be subject to future
publications.
In addition, a exciting next step will be to merge our method
with the initial conditions inference framework presented in
(Jasche & Wandelt 2012b). This would permit inferring the
power spectrum of the initial conditions of the Universe from
catalogs of biased tracers.
In summary, our method jointly infers all parameters in the
cosmological power spectrum inference problem and accu-
rately accounts for correlated uncertainties and interdepen-
dencies. As a highly flexible and numerically efficient ap-
proach it seamlessly integrates into a larger body of large scale
structure inference methods and allows straightforward gener-
alization to more sophisticated biasing schemes. The applica-
tion of this approach to actual data will be the subject of a
forthcoming publication. Preliminary tests indicate a qualita-
tively similar behavior to the results presented here.
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APPENDIX
INVERSE GAUSSIAN DISTRIBUTION FOR N¯L
As described in section the posterior distribution for the mean galaxy numbers N¯ l is proportional to the data likelihood:
P
(
N¯ l|{N li }, {δi}, bl
)
∝Pl
(
{N li }|{δi}, N¯ l, bl
)
∝ e
− 12
∑Nvox
i
(Nli−N¯l Rli (1+bl δi))
2
N¯l Rli(
N¯ l
) Nvox
2
(A1)
Expanding the square in the exponent and discarding numerical constants then yields:
P
(
N¯ l|{N li }, {δi}, bl
)
∝ e
− 12
∑Nvox
i
(Nli)
2−2 Nli N¯l Rli (1+bl δi)+(N¯l Rli (1+bl δi))
2
N¯l Rli(
N¯ l
) Nvox
2
∝ e
− 12
 1N¯l ∑Nvoxi (Nli)2Rli +N¯ l ∑Nvoxi Rli (1+bl δi)2
(
N¯ l
) Nvox
2
(A2)
The notation can be simplified by introducing the following quantities:
Al =
Nvox∑
i
Rli
(
1 + bl δi
)2
, (A3)
and
Bl =
Nvox∑
i
(
N li
)2
Rli
. (A4)
With these definitions we obtain a one dimensional distribution:
P
(
N¯ l|{N li }, {δi}, bl
)
∝ e
− 12
(
N¯ lAl+ 1
N¯l
Bl
)
(
N¯ l
) Nvox
2
. (A5)
It can be seen that equation A5 describes a generalized inverse Gaussian distribution (GIG). Introducing proper normalization
constants then yields:
P
(
N¯ l|{N li }, {δi}, bl
)
=
(
Al
Bl
) pl
2
(
N¯ l
)pl−1
2Kpl
(√
Al Bl
) e− 12 (N¯ lAl+ 1N¯l Bl) (A6)
where Kpl (x) is a modified Bessel function of the second kind and pl = 1 − Nvox/2. Generating the mean number of galaxies N¯ l
from this generalized inverse Gaussian distribution is straightforward.
NORMAL DISTRIBUTION FOR THE BIAS
As described in section 3.5 the conditional distribution for the galaxy bias is given up to a normalization constant as:
P
(
bl|{δi}, N¯ l, {N li }
)
∝ e−
1
2
∑Nvox
i
(Nli−N¯l Rli (1+bl δi))
2
N¯l Rli
(B1)
By expanding the square in the exponent and discarding numerical constants we obtain:
P
(
bl|{δi}, N¯ l, {N li }
)
∝ e− 12
(
(bl)2 ∑Nvoxi N¯ l Rli δ2i −2 bl ∑Nvoxi (N li−N¯ l) δi)
(B2)
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We can simplify notation considerably by introducing the following quantities:
Cl =
Nvox∑
i
N¯ l Rli δ
2
i , (B3)
and
Dl =
Nvox∑
i
(
N li − N¯ l
)
δi , (B4)
With this notation we obtain:
P
(
bl|{δi}, N¯ l, {N li }
)
∝ e− 12
(
(bl)2Cl−2 blDl
)
∝ e− 12 Cl
(
bl− Dl
Cl
)2
,
(B5)
where in the second line the square in the exponent has been completed. By introducing a variance as:
(σbl )2 =
1
Cl
, (B6)
and a mean as:
µbl =
Dl
Cl
, (B7)
we obtain a univariate normal distribution for the bias parameter bl:
P
(
bl|{δi}, N¯ l, {N li }
)
=
e
− 12
(bl−µbl )
2
(σbl )
2√
2 pi (σbl )2
.
(B8)
This result permits us to employ simple sampling techniques of generating random normal variates to rapidly explore the param-
eter space of galaxy biases.
INCREASING STATISTICAL EFFICIENCY
Splitting up the galaxy sample into a number of sub samples to treat their individual systematics also yields higher uncertainty,
since the shot noise for each sub sample is increased due to a decreased number of galaxies compared to the full sample. Hence,
in order to improve the mixing behaviour of the Markov chain, it is desirable that the algorithm performs large moves in the
power spectrum in regimes with low signal to noise. This can be achieved by introducing a deterministic proposal distribution to
the Metropolis Hastings algorithm (see Jewell et al. 2009, for details). In particular, Jewell et al. (2009) proposed the following
deterministic step for the density field in Fourier space:
δˆs+1k =
√
Ps+1(k)
Ps(k)
δˆsk . (C1)
Given such a deterministic transition, a proposal distribution w
(
{δˆs+1k }, {Ps+1(k)}|{δˆsk}, {Ps(k)}
)
for the joint transition of power-
spectra and density fields can be given as:
w
(
{δˆs+1k }, {Ps+1(k)}|{δˆsk}, {Ps(k)}
)
= w′
(
{Ps+1(k)}|{δˆsk}, {Ps(k)}
)
w′′
(
{δˆs+1k }|{Ps+1(k)}, {δˆsk}, {Ps(k)}
)
= w′
(
{Ps+1(k)}|{δˆsk}, {Ps(k)}
)
∏
k
δD
δˆs+1k −
√
Ps+1(k)
Ps(k)
δˆsk
 ,
(C2)
where in the last line we made explicit use of the deterministic transition in the density field parameters. Consequently, the
Metropolis Hastings acceptance rule for the joint transition is:
A
(
{δˆs+1k }, {Ps+1(k)}|{δˆsk}, {Ps(k)}
)
= min
1, P
(
{δˆs+1k }, {Ps+1(k)}|{d}
)
P
(
{δˆsk}, {Ps(k)}|{d}
)
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w′
(
{Ps(k)}|{δˆs+1k }, {Ps+1(k)}
)
w′
(
{Ps+1(k)}|{δˆsk}, {Ps(k)}
)
∏
k
√
Ps+1(k)
Ps(k)
δD
δˆs+1k −
√
Ps+1(k)
Ps(k)
δˆsk

 .
(C3)
The Dirac delta distribution in the last line of equation (C3) permits us to rewrite the Metropolis Hastings acceptance rule as:
A
(
{δˆs+1k }, {Ps+1(k)}|{δˆsk}, {Ps(k)}
)
= min
1, P
(
{Ps+1(k)}
)
P ({Ps(k)})
×
∏
l
e
− 12
∑Nvox
i
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√
Ps+1(k)
Ps(k) δˆ
s
ke
2piik
√−1
N
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2
N¯l Rli
e
− 12
∑Nvox
i
Nli−N¯l Rli
1+bl C ∑
√
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Ps(k) δˆ
i
ke
2piik
√−1
N


2
N¯l Rli
×
w′
(
{Ps(k)}|{δˆsk}, {Ps+1(k)}
)
w′
(
{Ps+1(k)}|{δˆsk}, {Ps(k)}
)  .
(C4)
As already pointed out by Jewell et al. (2009), the result given in equation (C4), demonstrates that, given a deterministic transition
for the density field, one has to draw random realizations for the power spectrum from the following distribution:
P
(
{Ps+1(k)}|{uk}, {d}
)
=P
(
{Ps+1(k)}
)
∏
l
e
− 12
∑Nvox
i
Nli−N¯l Rli
1+bl C ∑ √Ps+1(k) uˆke2piik
√−1
N


2
N¯l Rli
(C5)
where we introduced uˆk = δˆsk/P
s(k). Drawing random variates from this distribution is a non-trivial task and will in general require
a Metropolis-Hastings sampling framework Jewell et al. (2009). In order to increase sampling efficiency and for consistency with
the remainining sampling algorithm we will generally use a Hybrid Monte Carlo algorithm, as described in section 4.1.1, to
explore the power spectrum posterior given in equation (C4).
Discrete Fourier transformation
In this work we employ the following convention for the discrete Fourier transform:
yk = Cˆ
N−1∑
j=0
x je−2pi jk
√−1
N , (C6)
while the inverse Fourier transform is given as:
x j = C
N−1∑
k=0
yke2pi jk
√−1
N = C
N
2∑
k=−( N2 −1)
yke2pi jk
√−1
N . (C7)
Note, that the normalization coefficients C and Cˆ have to fulfill the requirement:
CCˆ =
1
N
. (C8)
THE SCHECHTER LUMINOSITY FUNCTION
According to Schechter (1976) the luminosity function can be expressed as:
Φ(M) dM = 0.4 Φ∗ln(10)
(
100.4 (M
∗−M))α+1 e−100.4 (M∗−M) dM . (D1)
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It should be remarked, that for calculating selection functions the normalization Φ∗ is not required.
