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Abstract—This paper investigates covert communication over
an additive white Gaussian noise (AWGN) channel in finite
block length regime on the assumption of Gaussian codebooks.
We first review some achievability and converse bounds on the
throughput under maximal power constraint. From these bounds
and the analysis of TVD at the adversary, the first and second
asymptotics of covert communication are investigated by the
help of some divergences inequalities. Furthermore, the analytic
solution of TVD, and approximation expansions which can be
easily evaluated with given snr (signal noise ratio) are presented.
In this way, the proper power level for covert communication can
be approximated with given covert constraint of TVD, which
leads to more accurate estimation of the power compared with
preceding bounds. Moreover, the connection between Square
Root Law and TVD is disclosed to be on the numerical properties
of incomplete gamma functions. Finally, the convergence rates of
TVD for snr = n−τ with τ > 0.5 and τ < 0.5 are studied when
the block length tends to infinity, which extends the previous
extensively focused work on τ = 0.5. Further elaboration on the
effect of such asymptotic characteristics on the primary channel’s
throughput in finite block regime is also provided. The results
will be very helpful for understanding the behavior of the total
variation distance and practical covert communication.
Index Terms—Covert communication, finite block length, met-
ric of discrimination, total variance, convergence rate.
I. INTRODUCTION
Security is very important aspect of wireless communi-
cation. Covert communication or communication with low
probability of detection (LPD), where it is required that the
adversary should not learn whether the legitimate parties are
communicating nor not, has been studied in a lot of recent
works. Typical scenarios arise in underwater acoustic commu-
nication [1] and dynamic spectrum access in wireless channels,
where secondary users attempt to communicate without being
detected by primary users or users wish to avoid the attention
of regulatory entities [2]. The information theory for covert
communication was first characterized on AWGN channels in
[3] and DMCs in [2][4], and later in [5] and [6] on BSC and
MIMO AWGN channels, respectively. It has been shown that
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the throughput of covert communication follows the following
square root law (SRL) [3].
Square Root Law. In covert communication, for any ε > 0,
the transmitter is able to transmit O(
√
n) information bits to
the legitimate receiver by n channel uses while lower bounding
the adversary’s sum of probability of detection errors α+β ≥
1−ε if she knows a lower bound of the adversary’s noise level
(α and β are error probabilities of type I and type II in the
adversary’s hypothesis test). The number of information bits
will be o(
√
n) if she doesn’t know the lower bound.
If θn is denoted to be the snr at the main channel, then the
maximal number of information bits that can be transmitted by
n channel uses is 12n log(1 + θn) over AWGN channels when
the input distribution is Gaussian. From the Square Root Law,
the maximal number of information bits by n channel uses is
O(
√
n) if a lower bound of the adversary’s noise is known,
hence we have nθn = ω(1), that is: there exists a constant
n0 > 0 such that 1 < nθn for any n ≥ n0. Furthermore, we
have 1 ≤ 12n log(1 + θn) =
1
2n ln(1+θn)
ln 2 ∼ nθn2 ln 2 ∼ O(
√
n).
The first inequality is ensured by the feasibility of covert
communication. If we assume that
θn = n
−τ , 0 < τ < 1, (1)
Square Root Law implies that the appropriate power level is
τ ≥ 12 for covert communication in the asymptotic regime. In
that case, K-L distance, as a metric of discrimination with
respect to the background noise at the adversary will be
bounded as n → ∞. Consequently, the asymptotic capacity
( 12n log(1 + n
−τ )) with per channel use is zero.
A number of works focused on improving the communi-
cation efficiency by various means, such as using channel
uncertainty in [7][8][9], using jammers in [10][11] and other
methods in [12][13]. These methods are discussed in the
asymptotic regime. However, in practical communication, we
are more concerned about the behaviors in finite blocklength
regime. For example, given a finite block length n, how
many information bits can be transmitted with a given covert
criterion and maximal probability of error , under which
the adversary is not able to determine whether or not the
transmitter is communicating effectively. When the channels
are discrete memoryless, this question has been answered
by Bloch’s works [14][15], where the exact second-order
asymptotics of the maximal number of reliable and covert
bits are characterized when the discrimination metrics are
relative entropy, total variation distance (TVD) and missed
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2detection probability, respectively. In [16] and [17], one-shot
achievability and converse bounds of Gaussian random coding
under maximal power constraint are presented, and also the
TVD at the adversary is roughly estimated using Pinsker’s
inequality. There are several reasons for us to adopt Gaussian
random codes. First, Gaussian distribution is optimal in both
maximizing the mutual information between the input and
output ends of the legitimate receiver over AWGN channels in
the asymptotic regime and minimizing KL divergence between
the output and the background noise at the adversary (Theorem
5 in [4]). It has found applications in secure chaotic spread
spectrum communication systems [18][19]. Second, TVD at
the adversary is relatively easy to analyze when the codewords
are Gaussian generated (or nearly Gaussian generated) than a
determined codebook. In addition, random coding approach
can offer us means to attain even greater achievability bounds
on the number of decodable codewords. In most of previous
works, K-L distance is adopted as the discrimination metric
in asymptotic situation because K-L distance is convenient
to analyze and compute compared with TVD. However, it is
TVD that is directly related to the optimal hypothesis test.
Moreover, it does not increase with the blocklength and has
range [0, 1], hence is a normalized metric of discrimination
for two probability measures. TVD is not easily obtained in
general settings, and yet its close form is attainable under
the assumption of Gaussian input distribution over AWGN
channels, which makes it possible for us to investigate it
directly with varying block length. Though our previous results
provide some characterization of covert communication over
AWGN channels, a thorough understanding of it requires fur-
ther investigation; On one hand, an accurate characterization of
the throughput in the finite blocklength regime highly depends
on the accurate value of TVD at the adversary instead of its
bounds. On the other hand, the direct relationship between the
throughput and covert constraint is not established. Moreover,
what will happen on the covertness at the adversary when τ
varies in (0, 1) is not fully known.
In the current work, we will precede with our previous
results on Gaussian random coding to characterize the first and
second order asymptotics of the throughput. This result will
establish the direct relationshp between the covert constraint
and the throughput. Moreover, the TVD at the adversary is
directly evaluated. Based on that, we further consider the
problem in the opposite direction: give an finite block length
n and snr in scaling law of n−τ with different τ ∈ (0, 1) at
the main channel, how much discrimination will it give rise
to at the adversary with respect to the background noise and
what is its tendency when n goes to infinity.
To the best of our knowledge, our work for the first time in
literature offers a comprehensive investigation about both finite
block length behaviors of the throughput and the adversary’s
TVD. More specifically, the contributions of our work are
listed as follows:1
• With given TVD upper bound δ, we derive sufficient
condition and necessary condition for the sending power
level. As the counterpart of [15], the first and second
1Part of this paper was submitted to ??
order of asymptotics are shown to be O(n
1
2 ) and O(n
1
4 ),
respectively.
• Under moderate blocklength assumption, analytic for-
mula of the TVD at the adversary is obtained. From the
analytic formula, we show that there is close connection
between SRL and the asymptotic behavior of incomplete
gamma functions.
• The analytic formula leads to more accurate approx-
imation of TVD, and further leads to more accurate
evaluation of both achievability and converse bounds
of the primary throughput, which will be illustrated by
numerical results.
• For the analytical expression, we present its series ex-
pansions with different snr for convenient evaluation.
Numerical results show that they approximate the total
variation distance accurately, i.e., we can provide a simple
but accurate numerical description of TVD as the discrim-
ination metric at the adversary in covert communication
with properly moderate blocklength.
• When τ < 12 , the convergence rate that TVD at the
adversary approaches to 1 as n → ∞, is proved to be
O(e−
1
4n
1−2τ
). When τ > 12 , the rate that TVD goes to
0, is proved to be between O(n1−2τ ) and O(n
1
2 (1−2τ)).
These convergence rates could be quite useful for not
only understanding the behavior of TVD as a metric of
discrimination in probability theory, but also the practical
design of covert communication.
The rest of this paper is arranged as follows. In Section II,
we describe the model for covert communication over AWGN
channels. In Section III, the hypothesis test at the adversary
is introduced. The main results are presented in Section IV,
Section V and Section VI. We then provide numerical results
in Section VII. Section VIII concluded the paper.
II. THE CHANNEL MODEL AND THE CODING SCHEME
In this section, the channel model of covert communication
over AWGN channels is presented. An (n, 2nR) code for the
Gaussian covert communication channel consists of a message
set W ∈ W = {1, ..., 2nR}, an encoder at the transmitter Alice
fn : W → Rn, w 7→ xn, and a decoder at the legitimate user
Bob gn : Rn → W, yn → wˆ. Meanwhile, a detector is at
an adversary Willie hn : Rn → {0, 1}, zn → 0/1. The error
probability of the code is defined as Pne = Pr[gn(fn(W )) 6=
W ]. The channel model is defined by
yi = xi +NBi , i = 1, ..., n (2)
zi = xi +NWi , i = 1, ..., n (3)
as shown in Fig.1, where xn = {xi}ni=1, yn = {yi}ni=1, zn =
{zi}ni=1 denote Alice’s input codeword, the legitimate user
Bob’s observation and the adversary Willie’s observation,
respectively. Variables {NBi , NWi , i = 1, · · · , n} are inde-
pendent identically distributed (i.i.d) according to Gaussian
distribution N (0, σ2b ) and N (0, σ2w), respectively. Each xn
is a codeword from the (n, 2nR) codebook with rate R.
The generation of the codebook will be described later. 2
2Although the asymptotic capacity of the covert communication is zero, the
rate with finite n and nonzero decoding error probability  could be positive.
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Fig. 1. The channel model of Gaussian LPD communication in Section II
Bob wants to decode the received vector yn with small
error probability Pne . The adversary Willie tries to determine
whether Alice is communicating (hn = 1) or not (hn = 0)
by statistical hypothesis test, and the worst performance by
Willie in detection is thus to attain the error probability of
detection being 12 . Thus, Alice, who is active about her choice,
is obligated to seek for a code such that limn→∞ Pne → 0
and limn→∞ P (hn = 0) → 12 . There is usually a secret key
to assist the communication between Alice and Bob (such
as the identification code for the users in spread spectrum
communication), which is not the focus of this work. The
interested reader may refer to [2] and [3] for more details. For
calculation convenience, it is furthter assumed that the noise
levels at Alice and Willie are the same, i.e., σ2b = σ
2
w = σ
2.
Each codeword is randomly selected from a subset of can-
didate codewords. Each coordinate of these candidates are
i.i.d generated from N (0, P (n)) where P (n) is a decreasing
function of n. The detail of selection will be discussed later.
The adversary is aware that the codebook is generated from
Gaussian distribution N (0, P (n)) with blocklength n but he
doesn’t know the specific codebook. Thus, the signal plus
noise at Willie follows N (0, σ21) with σ21 = pn+σ2 if Alice is
transmitting. As previously stated, we denote θn = pnσ2 as snr,
and the main concern in this work is the situation θn = n−τ
with τ ∈ (0, 1).
The hypothesis test of Willie in covert communication is
performed on his received signal zn which is a sample of
random vector Zn.
• The null hypothesis H0 corresponds to the situation
where Alice doesn’t transmit and consequently Zn has
output probability distribution P0. Otherwise, the received
vector Zn has output probability distribution P1 which
depends on the input distribution.
• The rejection of H0 when it is true will lead to a false
alarm with probability α. The acceptance of H0 when
it is false is considered to be a missed detection with
probability β.
The aim of Alice is to decrease the success probability of
Willie’s test by increasing α + β, and meanwhile reliably
communicating with Bob. The effect of the optimal test is
usually measured by total variation distance VT (P1,P0) which
is 1− (α+ β) [25]. The total variation distance between two
probability measures P and Q on a sigma-algebra F of subsets
of the sample space Ω is defined as
VT (P,Q) = sup
A∈Ω
|P (A)−Q(A)| . (4)
When VT (P1,P0) is close to 0, it is generally believed that
any detector at Willie can not discriminate the induced output
distribution and the distribution of noise effectively, hence can
not distinguish whether or not Alice is communicating with
Bob.
III. FIRST AND SECOND ASYMPTOTICS
In this section, we mainly focus on the asymptotics of
covert communication over AWGN channel. Subsection A will
review some results. Subsection B discusses the TVD at the
adversary with the previous constructed codebook. Under that
condition, we use divergence inequalities to get the sufficient
and necessary condition of the power under covert constraint
in Subsection B. In Subsection C, based on previous results,
the achievability bound and converse bound under covert
constraint are obtained, which lead to the first and second
asymptotics of covert communication over AWGN channel.
At first, some notions will be introduced as follows.
• µ is a parameter to constrain the candidates of codewords,
which may depend on n.
• For each n, F¯n , {xn : µ2 · nP ≤ ‖x‖22 ≤ nP}.
• P is a decreasing function of n and is usually written as
P (n).
A. Previous Results on the Throughput
In this section, we first present a coding scheme and cor-
responding achievability bound from the resulting codebook.
The generation of our codebook is descripted as follows.
1) Firstly, a set of candidates are generated. Each coor-
dinates of these candidates is drawn from i.i.d normal
distribution of variance µP (n).
2) Secondly, each codeword is randomly chosen from a
subset F¯n.
The decoding procedure will be sequential threshold decoding
and for this codebook, we have the following normal approx-
imation of its size.
Theorem 1. (Theorem 6 in [17]) For the AWGN channel with
noise N (0, 1) and any 0 <  < 1, there exists an (n,M, )
code (maximal probability of error) chosen from a set F¯n of
codewords whose coordinates are i.i.d ∼ N (0, µP (n)), 0 <
µ < 1 and satisfy:
1) µ2nP (n) ≤ ‖x‖22 ≤ nP (n)
2) τ0 ≤ τn(R) ≤ nn+1.
Let
x = [
√
R, · · · ,
√
R], Cµ(n) =
1
2
log(1 + µP (n)),
τµn (R) =
Bµ(P,R)√
n
, Bµ(P,R) =
6Tµ(P,R)
Vˆµ(P,R)3/2
,
Tµ(P,R) = E
[
| log e
2(1 + µP )
[µP + 2
√
RZi − µPZ2i ]|3
]
,
Vˆµ(P,R) =
(
log e
2(1 + P )
)2
(4R+ 2P 2) = V (n) ·
(
2R+ P 2
2P + P 2
)
,
4Then we have (maximal probability of error)
logM∗m(n, , P (n)) ≥ sup
0<τ0<
{nCµ(n) + n(R
∗ − µP (n)) log e
2(1 + µP (n))
+
√
nVˆµ(P (n), R∗)Q−1
(
1− + 2Bµ(P (n), R
∗)√
n
)
+ log τ0 +
1
2
log n− log
 2 log 2√
2piVˆµ(P,R∗)
+ 4Bµ(P,R
∗)
}.
(5)
The quantity R∗ satisfies xn0 = [
√
R∗, · · · ,√R∗] ∈ F¯n and
maximizes (43).
When n is sufficiently large, there exists some τ0 that  >
τn(R) > τ0 holds. We further have
logM∗m(n, , P (n)) ≥nCµ(n)−
√
nVµ(n))Q
−1()
+
1
2
log n+ log τ0 + logPX [F¯n] +O(1).
(6)
holds for some τ0.
The following theorem (Formula (42) in [17]) provides nor-
mal approximation of the converse bound for the throughput
with blocklength n under maximal power constraint P (n).
Theorem 2. For the AWGN channel with P = P (n) which is
a decreasing function of n, and  ∈ (0, 1) and maximal power
constraint under a given n: each codeword ci ∈ Xn satisfies
‖ci‖2 ≤ nP (n), we have (maximal probability of error)
logM∗m(n, , P (n))
≤nC(n)−
√
nV (n))Q−1() +
1
2
log n+O(1).
(44)
Note that the converse bound is irrelevant with any coding
scheme.
B. TVD and The Power Level under The Coding Scheme
Recall the process of generating the codebook: each co-
ordinate of the candidates is generated from i.i.d Gaussian
distribution N (0, µP (n)) and then each codeword is selected
within the region where the radius is between
√
µ2nP (n) and√
nP (n) as shown in Figure 3. The distribution P¯Xn of the
codewords is a truncated Gaussian distribution whose density
function is
f(x) =

1
∆
1
(2piµP (n))k/2
e
− ‖x‖
2
2µP (n) ,
√
µ2nP (n) ≤‖x‖≤
√
nP (n)
0, otherwise,
(45)
where ∆ is the normalized coefficient
∆ = E[1{x∈Bn0 (
√
nP (n))\Bn0 (
√
µ2nP (n))}]. (46)
The distribution of the candidates PXn has density function
g(x) =
1
(2piµP (n))k/2
e−
‖x‖2
2µP (n) , (47)
Let P0 be the n-dimensional noise distribution N (0, In),
P1 be the output distribution induced by the n-dimensional
Gaussian distribution N (0, µP (n)In) and let P¯1 be the output
distribution of the truncated Gaussian distribution P¯Xn . From
above analysis, TVD at the adversary is written as
VT (P¯1,P0) (48)
and the power level should be chosen so that VT (P¯1,P0) ≤ δ.
It is difficult to get an analytic formula of (48). We use the
following bounds of TVD at the adversary.
Fact 1. TVD is a distance and satisfies the triangle inequality
[32]:
|VT (P1,P0)− VT (P¯1,P1)| ≤ VT (P¯1,P0)
≤ VT (P1,P0) + VT (P¯1,P1).
(49)
Fact 2.
VT (P¯1,P1) ≤ VT (P¯Xn , PXn). (50)
Under the conditions of µ ∈ [0.7, 0.85] and n ≥ 400,
VT (P¯Xn , PXn) will be small for most applications and the
effect of truncation is regarded to be negligible due to sphere
hardening effect. In the following analysis, it is assumed µ
and n are chosen as stated so that the effect of truncation
is constrained under a small threshold. Without loss of gen-
erality, it is assumed that the TVD constraint is satisfied if
VT (P1,P0) ≤ δ so that we can focus on the effect of the
power on the asymptotics of the throughput.
C. Power Constraint and Divergence Inequalities
First, we introduce some well known bounds for the total
variation distance.
1) K-L distance bound. K-L distance is used as an upper
bound of the total variation distance by Pinsker’s inequal-
ity,
VT (P,Q) ≤
√
1
2
D(P‖Q). (51)
Since K-L distance is asymmetric, D(P,Q) and D(Q,P )
are different, and both are upper bounds of the total
variation distance VT (P,Q). In our case, these two K-
L distances are expressed as
D(P1,P0) =
n
2
[θn − ln(1 + θn)] log e. (52)
D(P0,P1) =
n
2
[
ln(1 + θn) +
1
1 + θn
− 1
]
log e (53)
In [24], it is proved that the latter is smaller than the
first, which is always used as a constraint for covert
communication in the form of D(P1,P0) ≤ δ under the
premise of Gaussian codebooks. From now on, we denote√
1
2D(P1,P0) as K-L bound.
2) Hellinger distance. For probability distributions P and
Q, the square of the Hellinger distance between them
is defined as,
H2(P,Q) =
1
2
∫
(
√
dP −
√
dQ)2. (54)
In our case, the square of the Hellinger distance is
expressed as [26]
H2(P1‖P0) = 1−
(
2σσ1
σ2 + σ21
)n
2
(55)
5nCµ(n) +
n(R∗ − µP (n)) log e
2(1 + µP (n))
+
√
nVˆµ(P (n), R∗)Q−1
(
1− + 2Bµ(P (n), R
∗)√
n
)
+
1
2
log n+ log τ0 + logPX [F¯n]− log
 2 log 2√
2piVˆµ(P,R∗)
+ 4Bµ(P,R
∗)
 . (43)
2 (n)r nP
2
1 (n)r nP
3 (n)r nP
Fig. 2. The candidates of codewords lies in a subset of n-dimensional sphere:
Fn , {xn : µ2 · nP (n) ≤ ‖x‖22 ≤ nP (n)}.
The Hellinger distance H(P,Q) and the total variation
distance (or statistical distance) VT (P,Q) are related as
follows
H2(P,Q) ≤ VT (P,Q) ≤
√
2 ·H(P,Q). (56)
Recently, Igal Sason gave an improved bound on the
Hellinger distance, see Proposition 2 in [27],
1−
√
1− VT (P,Q)2 ≤ H2(P,Q). (57)
From (57),
VT (P,Q) ≤
√
1− (1−H2(P,Q))2. (58)
The right side of the inequality is a sharper upper bound
for the total variation distance than the upper bound in
(56) and it is also sharper than K-L bound, as shown in
our numerical results section. We denote it as Hellinger
upper bound. Thus, we have
H2(P1,P0) ≤ VT (P1,P0) ≤
√
1− (1−H2(P1,P0))2
(59)
As we have lower bound and upper-bound on VT (P1,P0)
as BL = H2(P1‖P0), and BU =
√
1− (1−H2(P1‖P0))2,
i..e. BL ≤ VT (P1‖P0)) ≤ BU .
(1) Let BL = δ, from which we get a power PNEC
(i.e. necessary condition for the power). If P > PNEC ,
it is impossible to achieve VT (P1‖P0) ≤ δ. However, if
P ≤ PNEC , we don’t necessarily achieve VT (P1‖P0)) ≤ δ,
the corresponding throughput is logM∗NEC . It is unlikely to
attach a larger rate than this one given our TVD constraint.
From (55) we get
H2(P1‖P0) = δ
⇐⇒ 4σ
2(σ2 + pn)
(2σ2 + pn)2
= (1− δ) 4n
⇐⇒ 4(1 + θn)
4 + 4θn + θ2n
= (1− δ) 4n .
(60)
Denote ηn = 1 + θn and y = 14 (1− δ)
4
n , we have
ηn
(1 + ηn)2
= y. (61)
Solving the above equation, we get
PNEC = (
1− 2y +√1− 4y
2y
− 1) · σ2. (62)
(2) Let BU = δ, from which we solve and find PSUF ,
which suggests: if P ≤ PSUF , we for sure can achieve
VT (P1‖P0) ≤ δ, but it might be too conservative to use
such power. Thus, the corresponding maximal throughput
is logM∗SUF , which is smaller than logM
∗
NEC . The actual
power Pn to meet the constraint of VT (P1‖P0) ≤ δ, can be
attained by setting VT (P1‖P0)) = δ, which should be between
these two bounds, i.e. PSUF ≤ Pn ≤ PNEC .√
1− (1−H2(P1‖P0))2 = δ2
⇐⇒ 4σ
2(σ2 + pn)
(2σ2 + pn)2
= (1− δ) 4n
⇐⇒ 4(1 + θn)
4 + 4θn + θ2n
= (1− δ) 4n .
(63)
Denote ηn = 1 + θn as above and y0 = 14 (1− δ2)
2
n , and we
have
PSUF = (
1− 2y0 +
√
1− 4y0
2y0
− 1) · σ2. (64)
If the average power of the sending signal is smaller than
PSUF , it is certain that VT (P1‖P0)) ≤ δ will be satisfied. If
the average power of the sending signal is larger than PNEC ,
it is certain that VT (P1‖P0)) ≥ δ.
D. First and Second order Asymptotics of the Maximal
Thoughput
From the previous analysis, the results on the power re-
quirement are applied in the achievability and converse bounds
on the throughput over AWGN channel, then we can get the
achievability and converse bounds on the throughput under
convert constraint. If we assume that n is sufficiently large,
then the formula (6) could be used to characterized the first
and second order asymptotics. More specifically,
61) If the quantity P (n) in the achievability bound (6) is
substituted by PSUF (64), then an achievability bound
logM∗SUF (n, )on the maximal throughput is obtained.
2) If the quantity P (n) in the converse bound (44) is
substituted by PNEC (62), then a converse bound
logM∗NEC(n, ) on the maximal throughput is obtained.
The details are presented in the following theorem.
Theorem 3. For covert communication over AWGN channel
with average decoding error probability  and total variation
distance constraint VT (P1‖P0)) ≤ δ at the adversary, the
maximal throughput should satisfy:
logM∗NEC(n, , δ) ≤ n log
[
1− 2y +√1− 4y
2y
]
−
√√√√√√n log2 e2
1− 1[
1−2y0+
√
1−4y0
2y0
]2
Q−1() +O(log n),
(65)
logM∗SUF (n, , δ) ≥ n log
[
1− 2y0 +
√
1− 4y0
2y0
]
−
√√√√√√n log2 e2
1− 1[
1−2y+√1−4y
2y
]2
Q−1() +O(log n)
(66)
where y = 14 (1 − δ)
4
n and y0 = 14 (1 − δ2)
2
n . Moreover, the
first term of the maximal throughput under TVD constraint δ:
logM∗(n, , δ) is of O(n
1
2 ), and the second term is of O(n
1
4 ).
Proof. The necessary and sufficient condition on the maximal
throughput are applications of Theorem 2 and Theorem 1 on
the power PNEC and PSUF . A sufficient condition on power
level will both satisfy the covert constraint and obtain the
achievability bound logM∗SUF (n, ). A necessary condition on
power level will lead to the converse bound logM∗NEC(n, ).
They provide achievability and converse bounds on the max-
imal throughput with given TVD constraint VT (P1‖P0)) ≤ δ.
In the following, we will analyze the order of the first
and the second terms of the quantities logM∗NEC(n, ) and
logM∗SUF (n, ). The following quantities are significant for
our analysis.
• The quantity 1−2y+
√
1−4y
2y .
Denote λ =
√
1− 4y, then λ =
[
1− (1− δ) 4n
] 1
2
. If we
further denote t = − ln(1−δ) 4n , we have (1−δ) 4n = e−t
and −t = O( 1n ) as n→∞. Now
λ =(1− e−t) 12
=(1− 1 + t− t
2
2
+
t3
6
+ · · · ) 12
=O(
1√
n
).
(67)
Since
1− 2y +√1− 4y
2y
= 1 +
2λ(1 + λ)
1− λ2 , (68)
we have
log
1− 2y +√1− 4y
2y
=
ln
[
1 + 2λ(1+λ)1−λ2
]
ln 2
= O(
1√
n
).
(69)
1− 1[
1−2y0+
√
1−4y0
2y0
]2 = 1− [ 1− λ21 + 2λ+ λ2
]2
= O(
1√
n
).
(70)
• The quantity 1−2y0+
√
1−4y0
2y0
.
Denote λ1 =
√
1− 4y0 =
√
1− (1− δ2) 2n and s =
− 2n ln(1− δ2), we have s = O( 1n ) and (1− δ2)
2
n = e−s.
Moreover,
λ1 = O(
1√
n
), (71)
1− 2y0 +
√
1− 4y0
2y0
= 1 +
2λ1(1 + λ1)
1− λ21
. (72)
Thus,
log
1− 2y0 +
√
1− 4y0
2y0
= O(λ1) = O(
1√
n
), (73)
and
1− 1[
1−2y0+
√
1−4y0
2y
]2 = 1− [ 1− λ211 + 2λ1 + λ21
]2
= O(
1√
n
).
(74)
Now we analyze the first and the second term of
logM∗NEC(n, ) and logM
∗
SUF (n, ).
• logM∗NEC(n, , δ) in (65). From the above bounds, es-
pecially (73) and (74), the first term is of order O(
√
n),
and the second term is of order O(n
1
4 ).
• logM∗SUF (n, , δ) in (66). The first term is of order
O(
√
n), and the second term is of order O(n
1
4 ).
The first-order asymptotics of the maximal throughput in
logM∗NEC(n, , δ) and logM
∗
SUF (n, , δ) are both O(n
1
2 ).
Hence, the first-order asymptotic of logM∗(n, , δ) must
be O(n
1
2 ). The second-order asymptotics of the maximal
throughput in logM∗NEC(n, , δ) and logM
∗
SUF (n, ) are both
O(n
1
4 ). Hence, the second-order asymptotic of logM∗(n, , δ)
must be O(n
1
4 ).
IV. ANALYSIS OF TOTAL VARIATION DISTANCE IN
COVERT COMMUNICATION OVER AWGN CHANNELS
In this section, we extend the analysis of throughput to the
TVD at the adversary under the same assumption that the
effect of selection is negligible. In other words, we assume
that µ is properly chosen and the blocklength n is at least
moderately large (n ≥ 500) so that we can regard that each
coordinate of the codewords is subject to normal distribution
N (0, µP (n)). In this case, TVD at the adversary can be
approximated by VT (P1,P0).
7A. Analytic Formula of VT (P1,P0)
Although we have gotten upper and lower bounds of the
maximal throughput, the power we use is based on divergence
inequalities, which will impair the accuracy of the power and
hence the throughput when the interest is on the behavior
with finite n. In this section, we will get analytic formula
of VT (P0,P1) with snr = θn. The formula will permit us to
get accurate evaluation of TVD with given power level.
Theorem 4. With fixed block length n and Gaussian signal
with power pn, the total variation distance at Willie is formu-
lated as
VT (P1,P0) =
1
Γ(n/2)
[
γ(
n
2
, f(θn))− γ(n
2
, g(θn))
]
. (75)
In the above formula, n is the blocklength, θn = pnσ2 is
the snr, Γ(x) is the well known Gamma function and
γ(a, x) is the incomplete gamma function. Moreover, f(θn) =
1
2n
(
1 + 1θn
)
ln(1 + θn) and g(θn) = 12n
ln(1+θn)
θn
.
The proof can be found in Appendix A, and it can also be
obtained by geometric integration methods from [29].
Remark. The incomplete gamma functions
γ(a, z) =
∫ z
0
e−tta−1dt, (76)
Γ(a, z) =
∫ ∞
z
e−tta−1dt (77)
are related as follows:
γ(a, z) + Γ(a, z) = Γ(a);
Theorem 4 provides an accurate quantitative measure of
the discrimination respect to the noise level at the adversary,
whose input variables are the block length n and snr. It
will help us understand the discrimination of two multivariate
normal distribution with the same mean vector and different
covariance matrices. There are several interesting facts about
the total variation distance at the adversary from the conclusion
of Theorem 4.
(a) The numerator is the difference of two incomplete gamma
functions, the first variables of which are the same, i.e.,
half of the blocklength.
(b) The second variables lie on the left and right of n/2, and
the difference of which is 12n ln(1+θn), i.e., the capacity
multiplied by the blocklength n.
B. Numerical Approximation for VT (P1,P0)
Since the analytic formula for the total variation distance at
the adversary is involved with Gamma function and incomplete
gamma functions, it is not convenient to evaluate them in
general. Therefore, it is necessary to give relatively simple
formulae to evaluate these gamma functions. For Gamma
function, we have String formula [34] as asymptotic approxi-
mation,
lim
n→∞
n!
e−nnn
√
2pin
= 1. (78)
For the incomplete gamma functions γ(a, z) and Γ(a, z), we
have the following expansions for approximate evaluation:
1) In the case of R(a) > −1 and R(a) > R(z), if z is
away from the transition point a ([33], Section 3),
γ(a+ 1, z) = e−zza+1
∞∑
k=0
ck(a)Φk(z − a), (79)
where ck(a) is expressed as
ck(a) =
k∑
j=0
(−a)j
j!
ak−j
(k − j)! (80)
with (−a)j = (−a) · (−a+ 1) · · · (−a+ j − 1) and has
recurrence
ck+1(a) =
1
k + 1
[kck(a)− ack−1(a)]. (81)
In addition,
ck(a) = O(a
b k2 c), |a| → ∞. (82)
The function Φk(z − a) has recurrence
Φk(z − a) = 1
z − a
[
ez−a − kΦk−1(z − a)
]
(83)
and satisfies the following equation
Φk(z− a) = k!
(a− z)k+1 − e
z−a
k∑
j=0
k!
(k − j)!(a− z)j+1
with ez−a exponentially small for R(a) > R(z). We also
have
Φk(z − a) = O((z − a)−k−1), |z − a| → ∞.
The expansion in (79) is convergent, and also asymptotic
for large a− z = O(a1/2+),  > 0.
2) In the case of R(a) > −1 and R(a) < R(z), if z is
away from the transition point a ([33], Section 4),
Γ(a+ 1, z) ∼ e−zza+1
∞∑
k=0
c∗k(a)
(z − a)k+1 , (84)
where ck(a) is expressed as
c∗k(a) = (−1)k
k∑
j=0
k!
(−a)j
j!
ak−j
(k − j)! (85)
and has recurrence
c∗k+1(a) = −k
[
c∗k(a)− ac∗k−1(a)
]
. (86)
The expansion in (84) is not convergent, nevertheless, it
is asymptotic for large a− z = O(a1/2+) with  > 0.
From the expressions of ck and c∗k, we have
c∗k(a) = (−1)kk!ck(a) (87)
for case (1) and case (2).
3) For large a and z such that a − z = o(a2/3), if
‖Arg(z)‖ < pi, there is asymptotic expansion
Γ(a+ 1, z) ∼ e−aaa+1
∞∑
k=0
ck(a)Φk(a, z) (88)
with
c0(a) = 1, c1(a) = c2(a) = 0,
8Φ0(a, z) =
√
pi
2a
erfc(
z − a√
2a
), Φ1(a, z) =
e−(z−a)
2/(2a)
a
and for k ≥ 2,3
ck+1(a) =
1
k + 1
[a · ck−2(a)− k · ck(a)] , (89)
Φk(a, z) =
1
a
[(k − 1)Φk−2(a, z)
+
(
z − a
a
)k−1
· e− (z−a)
2
2a ].
(90)
Remark. [34] We say that, a power series expansion∑∞
n=0 an(z − z0)n is convergent for |z − z0| < r with some
r ≥ 0, provided
Rn(x) =
∞∑
n=N+1
an(z − z0)n → 0,
as N → ∞ for each fixed z satisfying |z − z0| < r. We say
that, a function f(z) has an asymptotic series expansion of∑∞
n=0 an(z − z0)n as z → z0, i.e.
f(z) ∼
∞∑
0
an(z − z0)n,
provided
Rn(x) = o((z − z0)N ),
as z → z0 for each fixed N . Note that, in practical terms,
an asymptotic expansion can be of more value than a slowly
converging expansion.
We have the following theorem by utilization of the above
conclusions properly, and the details could be found in the
Appendix B.
Theorem 5. TVD at the adversary could be approximated by
1
n
1
4
√
pi · 2 54
∞∑
k=0
ck(a) [Φk(a, g(θ))− Φk(a, f(θ))] (91)
when τ ≥ 12 and
1−e−f(θn)+n2
(
f(θn)
n
2
)n
2 1√
pin
1
4
∞∑
k=0
(−1)kk!ck(n2 − 1)
(f(θn) + 1− n2 )k+1
+ e−g(θn)+
n
2
(
g(θn)
n
2
)n
2 1√
pin
1
4
∞∑
k=0
(−1)k+1k!ck(n2 − 1)
(g(θn) + 1− n2 )k+1
+ e−g(θn)+
n
2
(
g(θn)
n
2
)n
2 1√
pin
1
4
∞∑
k=0
ck(
n
2
− 1)eg(θn)+1−n2
·
k∑
j=0
(−1)jk!
(k − j)!(g(θn) + 1− n2 )j+1
(92)
when τ < 12 , respectively.
Though we can get some bounds and second order asymp-
totic on the maximal throughput of covert communication
3 erfc is the complementary error function, which is defined as erfc(x) =
1− erf(x) = 2√
pi
∫∞
x e
−t2dt
over AWGN channels by some bounds on TVD, they are
usually rather rough in the finite blocklength regime. From
the equations (91) and (92), the approximation of the total
variation distance when τ ≥ 12 and τ < 12 can be obtained.
They are easy to evaluate, and numerical results show that
they are good approximations for the total variation distance.
From the evaluations of TVD with given values of the power
level, we can approximate the proper power with given TVD
constraint directly, which will lead to more accurate evaluation
of the maximal throughput with different TVD constraint.
Hence, Theorem 5 provides us a tool for this approach and its
importance will be more clear in Section V.
C. Analysis of the Convergence Rate of VT (P0,P1) with
respect to n
Although the approximation numerical formulae for TVD
are derived in the last section, we also wish to get its
convergence rates when n → ∞, which seems difficult to
get from these expansions. In the follow-on analysis, we will
discuss the rates by the lower and upper bounds of VT (P0,P1)
when τ > 12 and τ <
1
2 , respectively.
The following lemma is from the definition of Hellinger
distance (54).
Lemma 1. When pn ∼ n−τ · σ2 with 0 < τ < 12 , the square
of the Hellinger distance H2(P0,P1) will approach to 1 when
n→∞.
Proof. For our case, the distributions P0 and P1 follow from
multivariate normal distributions N(0,Σ) and N(0,Σ1) with
Σ = σ2 · In and Σ1 = (σ2 + pn) · In, respectively. The square
of the Hellinger distance of P0 and P1 is expressed as
H2(P0,P1) = 1− ( 2σσ1
σ2 + σ21
)
n
2 (93)
where σ21 = σ
2 + pn. From the formula (93), we just need
to prove that ( 2σσ1
σ2+σ21
)
n
2 approaches 0 when the conditions are
satisfied, denote θ = pnσ2 = c · n−τ with c as a constant, and
the logarithm of ( 2σσ1
σ2+σ21
)
n
2 can then be formulated as follows,
1
2
n ln
2σσ1
σ2 + σ21
=
1
2
n ln
2(1 + θ)
1
2σ2
(2 + θ)σ2
=
1
2
n
[
ln 2(1 + θ)
1
2 − ln(2 + θ)
]
=
1
4
n ln
4 + 4cn−τ
c2n−2τ + 4cn−τ + 4
∼− 1
4
n · c
2n−2τ
4cn−τ + 4
.
(94)
When τ < 12 , 1 − 2 · τ > 0 and the above logarithm
will approach −∞ as n → ∞. Consequently, ( 2σσ1
σ2+σ21
)
n
2
approaches 0 as n→∞ and the conclusion is obtained.
Proposition 1. The total variation distance between P0 and
P1 will approach 1 at the rate of
O(e−
1
4n
1−2τ
)
9when 0 < τ < 12 and n→∞
Proof. If we denote ( 2σσ1
σ2+σ21
)
n
2 as t in (93), then H2(P0,P1) =
1− t, and ln t = − 14n · c
2n−2τ
4cn−τ+4 ∼ − 14n1−2τ . Thus, we have
t ∼ e− 14n1−2τ
When τ < 12 , we have − 14n1−2τ → −∞ and e−
1
4n
1−2τ → 0
as n → ∞, hence the rate that H2(P0,P1) approaches 1 is
e−
1
4n
1−2τ
. Furthermore,
H(P0,P1) =
√
1− t = 1− 1
2
t+ o(t) as t→ 0.
Therefore, H(P0,P1) approaches 1 at the same rate. Conse-
quently, from (56), the rate that VT (P0,P1) approaches 1 when
τ < 12 is c · e−
1
4n
1−2τ
, where c is a constant.
Next, we consider the situation where τ > 12 .
Proposition 2. The total variation distance between P0 and
P1 will approach 0 at the rate between O(n1−2τ ) and
O(n
1
2 (1−2τ)) if pn ∼ n−τ · σ2 with τ > 12 and n→∞.
Proof. From (94), the logarithm of ( 2σσ1
σ2+σ21
)
n
2 will approach
0 from the left as n → ∞, hence ( 2σσ1
σ2+σ21
)
n
2 will approach
1 from the left. Therefore, H2(P0,P1) will approach 0. From
(56), VT (P0,P1) will approach 0. When τ > 12 , − 14n1−2τ will
approach 0 from the negative axis. From Taylor expansion,
ex = 1 + x+ o(x), we have
t ∼ e− 14n1−2τ = 1− 1
4
n1−2τ + o(
1
4
n1−2τ ). (95)
The rate that ex approaches 1 is almost determined by the
rate that x goes 0. Therefore, t approaches 1 at the rate of
1
4n
1−2τ , i.e., H2(P,Q) approaches 0 at the rate of 14n
1−2τ
when τ > 12 .
H(P,Q) =
√
1− t ∼
√
1
4
n1−2τ + o(
1
4
n1−2τ ) ∼ 1
2
n
1
2 (1−2τ)
Thus, the rate that VT (P0,P1) approaches 0 is between
O(n1−2τ ) and O(n
1
2 (1−2τ)).
The convergence rates of TVD provide a lot of information
for covert communication over AWGN channels in finite
blocklength regime, which are listed as follows.
Remarks. • With given  > 0, we can only talk about finite
blocklength n. The blocklength n and the power level (τ )
should be chosen carefully to satisfy bounds on given
decoding error probability  and TVD δ.
• Under any given 0 < δ < 1, and a fixed τ > 12 , as n
increases it will definitely satisfy the requirement on the
upper-bound imposed on TVD.
• If τ < 1/2, increasing n will eventually violate any given
upper bound 0 < δ < 1 on TVD.
• With given δ, if pn = C ·n−τ with proper constant C and
τ = 1/2, we can increase n to satisfy any small decoding
error probability  without worrying about the violation
of TVD bound δ since the total variation distance will
be stationary. Moreover we can also provide the second
order asymptotics in this case for log(Mn).
• The rate can be also testified by using (57). In our case,
we have√
1− (1−H2(P0,P1))2
=
√
1− t2
∼
√
1− e− 12n1−2τ
∼
√
1−
[
1− 1
2
n1−2τ +
1
8
n2−4τ + · · ·
]
∼
√
2
2
n
1
2 (1−2τ).
(96)
Hence, we have the same rate upper bound as Proposition
2.
• The rate bound in the last proposition can also be testified
from the bound of total variation distance in terms of K-L
distance. From (22) in [27],
D(P,Q) ≥ log
(
1
1− VT (P,Q)2
)
. (97)
We have
VT (P,Q) ≤
√
1− e−D(P,Q). (98)
From (34) in [27],
VT (P,Q) ≥
(
1− β
log 1β
)
D(P,Q). (99)
The K-L distance in our case can be reformulated as
follows
D(P0,P1) =
n
2
[
ln(1 + θn) +
1
1 + θn
− 1
]
log e
=
n
2 ln 2
[
θn − 1
2
θ2n + 1− θn + θ2n − 1 + o(θ2n)
]
=
n
2 ln 2
[
1
2
θ2n + o(θ
2
n)
]
∼ 1
4 ln 2
n1−2τ .
(100)
When τ > 12 , it goes to 0 at rate O(n
1−2τ ). Hence, from
(99), the lower bound goes to 0 at the rate of O(n1−2τ ).
For the upper bound, from (98),√
1− e−D(P1,P0) =
√
1− [1−D(P1,P0) + o(n1−2τ )]
∼
√
1
4 ln 2
n1−2τ + o(n1−2τ ).
(101)
Hence, the upper bound of the total variation distance
goes to 0 at the rate of O(n
1
2 (1−2τ)). In summary, we
also get that the rate that the total variation distance
goes to 0 is between O(n1−2τ ) and O(n
1
2 (1−2τ)).
V. NUMERICAL RESULTS
In this section, the numercial results are presented. The main
results in Section III and Section IV are testified. Since we
can only limit the effect of truncation by choosing proper µ
and moderately large blocklength. In the following, the least
10
blocklength is 500 when δ = 0.01, then the effect of selection
(or truncation) is negligible. The least blocklength is even
larger when δ = 0.01. In these circumstances, the codewords
could be regarded as Gaussian generated and the TV D at the
adversary is approximated as VT (P0,P1).
In Fig.3 and Fig.4, the necessary condition PNEC and
sufficient condition PSUF of the power for VT (P1‖P0) ≤ δ
at different blocklength n are plotted when δ is fixed as 0.1
and 0.01, respectively. They are compared with the power
approximated directly from formula (75). We can see that
the sufficient condition of the power for covert constraint is
quite close to the approximation when δ = 0.1 or δ = 0.01.
The maximal value of power proper for covert constraint
VT (P1‖P0) ≤ δ will always be in the zone between two curves
of sufficient and necessary conditions with 0 < δ < 1. In
Fig.5, we plot the necessary condition PNEC and sufficient
condition PSUF of the power for VT (P1‖P0) ≤ δ with
different δ with fixed blocklength n = 2000. It is obvious
that the approximation of power will be in the zone between
the curve of PSUF and the curve of PNEC . From the analytic
solution in Proposition 2, the behavior of VT (P1‖P0) when the
power scaling law follows snr = θn = n−τ with τ < 12 at
the main channel with different τ can be found in Fig.6. As
n tends to infinity, we can see that VT (P1‖P0) approaches
1 exponentially if τ < 12 , and the rate it approaches 0 is
polynomial if τ > 12 . When τ =
1
2 , VT (P1‖P0) will be
stationary even when n is very large.
We plot TVD VT (P1‖P0) from (75), the square of the
Hellinger distance from (93) , Hellinger upper bound from
(57) and the approximation expansion from (92) when τ < 12
in Fig.7. It is obvious that the approximation from (92) is quite
accurate and can be used in practical performance analysis of
covert communication. Moreover, the validity that VT (P1‖P0)
goes to 1 exponentially is demonstrated again.
These quantities VT (P0,P1),
√
1
2D(P0,P1) (K-L bound),
Hellinger upper bound (57) and the approximation of
VT (P0,P1) in (160) with τ > 12 are plotted in Fig.8. The
accuracy of the approximation (91) is obvious. It is also clear
that the rates that they approach 0 are polynomial. Moreover,
the validity of these bounds is testified and the relationship
between them with finite block length is demonstrated.
VI. CONCLUSION
In this work we consider covert communication over AWGN
channels in finite block length regime. The maximal through-
put with TVD constraint is investigated and the first and
second asymptotics are obtained, which extends Square Root
Law for covert communication. We also got close formula of
TVD, between the distributions of the noise and the signal
plus the noise at the adversary. The numerical approximation
expressions for TVD with different signal noise ratio levels
were further discussed, which are helpful for practical design
and analysis of covert communication. Furthermore, our inves-
tigation about the convergence rates of TVD when n → ∞
are meaningful for understanding the total variation distance
as a metric of discrimination of Gaussian distributions with
different variances. In future work we plan on investigating
covert communication over MIMO systems.
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APPENDIX A
PROOF OF THEOREM 4
We have 1−(τ+β) = VT (P1,P0) = 12‖P1(x)−P0(x)‖1, P0
and P1 are n-product Gaussian distributions with zero mean
and variance σ2 and σ21 = σ
2 + pn, respectively. pn is the
average power per symbol. We derive from (132) and get (133)
by integrating the variable in the n dimension ball.
In the derivation, the equation (a) follows from the following
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Fig. 5. The sufficient and necessary condition for the power and the
approximation for covert communication over AWGN channel for varying
δ with fixed blocklength n = 2000.
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inequalities:
1
(2piσ2)n/2
e−
∑n
i=1 x
2
i
2σ2 − 1
(2piσ21)
n/2
e
−
∑n
i=1 x
2
i
2σ21 ≥ 0
⇐⇒ 1− (σ
2
σ21
)n/2e
−
∑
i x
2
i
2 (
1
σ21
− 1
σ2
) ≥ 0
⇐⇒ e
∑
i x
2
i
2 (
1
σ21
− 1
σ2
) ≥ (σ
2
σ21
)n/2
⇐⇒
∑
i x
2
i
2
(
1
σ21
− 1
σ2
) ≥ n
2
(lnσ2 − lnσ21)
⇐⇒
∑
i
x2i ≤
n(lnσ2 − ln(σ2 + pn))
1
σ21
− 1σ2
⇐⇒
∑
i
x2i ≤
n(σ1σ)
2 ln(1 + pnσ2 )
pn
.
(134)
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The equation (b) follows from the following equalities:∫∫
· · ·
∫
∑
i x
2
i≥
n(σ1σ)
2 ln(1+
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σ2
)
pn
1
(2piσ2)n/2
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i=1 x
2
i
2σ2
=1−
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· · ·
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)
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i
2σ2∫∫
· · ·
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)
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i
2σ2
=1−
∫∫
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σ2
)
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i=1 x
2
i
2σ2 .
(135)
12
‖P0(x)− P1(x)‖1
=
∫∫
· · ·
∫
x1,x2,...,xn
∣∣∣∣∣ 1(2piσ2)n/2 e−
∑n
i=1 x
2
i
2σ2 − 1
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e
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i=1 x
2
i
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(a)
=
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(b)
=2 ·
∫∫
· · ·
∫
∑
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1
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(2piσ21)
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e
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(132)
VT (P1,P0) = ·
∫∫
· · ·
∫
∑
i x
2
i≤
n(σ1σ)
2 ln(1+
pn
σ2
)
pn
(
1
(2piσ2)n/2
e−
∑n
i=1 x
2
i
2σ2 − 1
(2piσ21)
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e
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2
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)
dx1 · · · dxn. (133)
Denote R2 =
n(σ1σ)
2 ln(1+ pn
σ2
)
pn
; to calculate the integration
of (133), we need to calculate the following integration,∫∫
· · ·
∫
∑
i x
2
i≤R2
1
(2piσ2)n/2
e−
∑n
i=1 x
2
i
2σ2 dxi · · · dxn. (136)
By the following variable substitution,
x1 = r cos θ1
x2 = r sin θ1cosθ2
· · ·
xn−1 = r sin θ1 sin θ2 sin θ3 · · · cos θn−1
xn = r sin θ1 sin θ2 sin θ3 · · · sin θn−1
0 ≤ r ≤ R, 0 < θ1, θ2, · · · , θn−2 < pi, 0 < θn−1 < 2pi
the integration can be rewritten as (137).
In (137), the function B(x, y) denotes the well known Beta
function. If xi with i = 1, · · · , n follow i.i.d Gaussian distribu-
tion with zero mean and variance σ2, denote X = x21+· · ·+x2n,
then the random variable X follows central χ distribution, the
pdf of X is written as
p(x) =
{
1
2n/2Γ(n/2)σn
x
n
2−1e−
x
2σ2 , x > 0
0 else
The cdf of X is following when n = 2m is even:
F (x) =
{
1− e− x2σ2 ∑m−1k=0 1k! ( x2σ2 )2, x > 0
0 else
Note that X = x21+· · ·+x2n, we have the following equation
from (137),
pin/2
Γ(n2 )
∫ R
0
2
(2piσ2)n/2
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r2
2σ2 rn−1dr
r2=x
=⇒ pi
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2σ2 x
n−1
2
1
2
x−
1
2 dx
=
1
2n/2Γ(n/2)σn
∫ R2
0
x
n
2−1e−
x
2σ2 dx.
(138)
Consequently, the integration in (136) can be reformulated
as
P{X < R2} = 1
2n/2Γ(n/2)σn
∫ R2
0
x
n
2−1e−
x
2σ2 dx. (139)
Denote Y and X as the random variable corresponding the
sums of i.i.d Gaussian random variable with variance σ1 and
σ, respectively, then the equation (133) can be rewritten as
following
VT (P0,P1)
=
1
2
‖P1(x)− P0(x)‖1
=P{X < R2} − P{Y < R2}
=
1
2
n
2 Γ(n/2)
∫ R2
0
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1
σn
x
n
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x
2σ2 − 1
σn1
x
n
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− x
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)
dx
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1
2
n
2 Γ(n/2)
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x
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2−1
(
1
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e−
x
2σ2 − 1
σn1
e
− x
2σ21
)
dx.
(140)
Now we consider the integration
∫ R2
0
1
σn
x
n
2−1e−
x
2σ2 dx. (141)
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∫∫
· · ·
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2σ2 dxi · · · dxn
=
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0
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e−
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(137)
Denote x2σ2 = t, then we get∫ R2
0
1
σn
x
n
2−1e−
x
2σ2 dx
=
1
σn
∫ R2
0
(2σ2t)
n
2−1e−tdx
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= 2
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n
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n
2
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(142)
where γ(a, z) =
∫ z
0
e−tta−1dt is the incomplete gamma
function.
By the same reasoning, we have∫ R2
0
1
σn1
x
n
2−1e
− x
2σ21 dx
=2
n
2 γ(
n
2
,
R2
2σ21
).
(143)
Therefore, the integration in (140) is expressed as
VT (P1,P0) =
1
2
‖P1(x)− P0(x)‖1
=
1
2
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2
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2
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n
2
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2
, g(θn))
]
.
(144)
Note that the Gamma function is related to the incomplete
gamma function by Γ(n/2) = γ(n/2,∞) = ∫∞
0
e−tt
n
2−1dt.
As R2 =
n(σ1σ)
2 ln(1+ pn
σ2
)
pn
, if we denote θn = pnσ2 , i.e.,
snr, f(θn) = R
2
2σ2 and g(θn) =
R2
2σ21
, we have the following
relationships between these variables,
f(θn) =
1
2
nσ21 ln(1 +
pn
σ2
)/pn
=
1
2
n
pn + σ
2
pn
ln(1 +
pn
σ2
)
=
1
2
n
(
1 +
1
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)
ln(1 + θn),
(145)
g(θn) =
R2
2σ21
=
1
2
nσ2 ln(1 +
pn
σ2
)/pn
=
1
2
n
ln(1 + θn)
θn
,
(146)
f(θn)− g(θn) = θng(θn), (147)
f(θn)
g(θn)
= 1 + θn. (148)
APPENDIX B
PROOF OF THEOREM 5
This proof consists three steps. At first the numerical
relationship between f(θn) and g(θn) is discussed, and then
clarify their roles in the expansions of the incomplete gamma
functions. At last we get different expansions for TVD in
different cases. From the equations (1), (145) and (146),
f(θn) ∼ 12n
(
1 + 1θn
)
(θn − θ
2
n
2 +
θ3n
3 +O(θ
4
n))
∼ 12n[1 + θn2 − 16θ2n +O(θ3n)] > 12n, (149)
14
g(θn) ∼ 12n
θn− θ
2
n
2 +
1
3 θ
3
n+O(θ
4
n)
θn
∼ 12n[1− θn2 + 13θ2n +O(θ3n)] < 12n. (150)
In addition, the following equations are obvious,
f(θn)− n
2
=
1
2
n(1 +
1
θn
) ln(1 + θn)− n
2
=
1
2
n[
θn
2
− 1
6
θ2n +
1
12
θ3n + · · · ]
=
1
2
n× x
(151)
where x = θn2 − 16θ2n + 112θ3n + · · · =
∑∞
j=1(−1)j+1( 1j −
1
j+1 )θ
j
n → 0 with n→∞.
g(θn)− n
2
=
1
2
n
ln(1 + θn)
θn
− n
2
=
1
2
n[−θn
2
+
1
3
θ2n −
1
4
θ3n + · · · ]
= −1
2
n× y
(152)
where y = θn2 − 13θ2n+ 14θ3n+· · · =
∑j=∞
j=1 (−1)j+1 1j+1θjn → 0
with n→∞.
f(θn)
n
2
=
1
2
n(1 +
1
θn
) ln(1 + θn)/
n
2
= 1 +
θn
2
− 1
6
θ2n +
1
12
θ3n + · · ·
= 1 + x
(153)
g(θn)
n
2
=
1
2n
ln(1+θn)
θn
n
2
= 1− θn
2
+
1
3
θ2n −
1
4
θ3n + · · ·
= 1− y.
(154)
From the above analysis, we have
− 1
2
n(x+ y) = g(θn)− f(θn) = −1
2
n ln(1 + θn), (155)
1 + x
1− y =
f(θn)
g(θn)
= 1 + θn. (156)
Now let a = n2 − 1, and z equals f(θn) and g(θn),
respectively. We have the following facts,
1) f(θn) and g(θn) are on the right and left side of a = n2−1
on R, respectively.
2) Given θn, f(θn)−(n2−1) and g(θn)−(n2−1) tend to −∞
and ∞, respectively if n → ∞, which implies that we
can approximate them by (79) and (84) when n is large in
case 1 and case 2 respectively. The premise condition for
the above two expansions is that |a− z| = O(a1/2+),
which implies the exponent of nθ should satisfy
1− τ ≥ 1
2
,
that is
τ ≤ 1
2
.
3) When θn is small with a given n, from (149) and (150),
f(θn) and g(θn) will be very close to n2 − 1 , which
implies that we can approximate them by (88). Note that
the premise condition is that a − z = o(a2/3), which
implies the exponent of nθ should satisfy
1− τ ≤ 2
3
,
that is
α ≥ 1
3
.
Hence, VT (P1,P0) could be approximated by the expan-
sions from (88) if τ > 12 .
Now we consider the expansions for VT (P1,P0) when τ ≥ 12
and τ < 12 , respectively. First, from (78),
n! ∼ e−nnn
√
2pin (157)
By Legendre’s duplication formula,
√
piΓ(2z) = 22z−1Γ(z)Γ(z +
1
2
) (158)
In our setting, z is a integer n , hence
Γ(n+
1
2
) =
(
n− 12
n
)
Γ(n)
√
pi ∼ √pi · Γ(n).
Therefore from (158)
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piΓ(
n
2
)2 ∼ e−nnn
√
2pin · √pi
⇒ Γ(n
2
) ∼ e−n2 (n
2
)
n
2 n
1
4
√
pi · 2 54
(159)
the detailed expansion for our approximation of VT (P0,P1)
when τ ≥ 12 .
VT (P0,P1) =
=
1
Γ(n/2)
[
γ(
n
2
, f(θn))− γ(n
2
, g(θn))
]
(a)
=
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]
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4
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(c)∼ 1
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4
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pi · 2 54
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(160)
where (a) is from Γ(a, z) = Γ(a)− γ(a, z), (b) is from (159),
Γ(a + 1) = Γ(n2 ) ∼ e−
n
2 (n2 )
n
2 (n)
1
4
√
pi · 2 54 = e−a−1(a +
1)a+1(2a+2)
1
4
√
pi·2 54 and (c) is from lima→∞(1− 1a+1 )a+1 =
e−1.
When τ < 12 , VT (P1,P0) could be rewritten as
1
Γ(n2 )
[
γ(
n
2
, f(θn))− γ(n
2
, g(θn))
]
=
1
Γ(n2 )
[
Γ(
n
2
)− Γ(n
2
, f(θn))− γ(n
2
, g(θn))
]
=1− 1
Γ(n2 )
[
Γ(
n
2
, f(θn)) + γ(
n
2
, g(θn))
]
.
(161)
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We have the following asymptotic expansion for
Γ(n2 , f(θn)) + γ(
n
2 , g(θn)):
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(162)
For the terms e−f(θn)+
n
2
(
f(θn)
n
2
)n
2
and e−g(θn)+
n
2
(
g(θn)
n
2
)n
2
,
with the help of (151) - (156), we have
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2
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