Abstract: This paper is dedicated to the consistency of systemic risk measures with respect to stochastic dependence. It compares two alternative notions of Conditional Value-at-Risk (CoVaR) available in the current literature. These notions are both based on the conditional distribution of a random variable given a stress event for a random variable , but they use different types of stress events. We derive representations of these alternative CoVaR notions in terms of copulas, study their general dependence consistency and compare their performance in several stochastic models. Our central finding is that conditioning on ≥ VaR ( ) gives a much better response to dependence between and than conditioning on = VaR ( ). We prove general results that relate the dependence consistency of CoVaR using conditioning on ≥ VaR ( ) to well established results on concordance ordering of multivariate distributions or their copulas. These results also apply to some other systemic risk measures, such as the Marginal Expected Shortfall (MES) and the Systemic Impact Index (SII). We provide counterexamples showing that CoVaR based on the stress event = VaR ( ) is not dependence consistent. In particular, if ( , ) is bivariate normal, then CoVaR based on = VaR ( ) is not an increasing function of the correlation parameter. Similar issues arise in the bivariate model and in the model with margins and a Gumbel copula. In all these cases, CoVaR based on ≥ VaR ( ) is an increasing function of the dependence parameter.
Introduction
The present paper studies the notion of Conditional Value-at-Risk (CoVaR) introduced by Adrian and Brunnermeier (2008) as a dependence adjusted version of Value-at-Risk (VaR). The general idea behind CoVaR is to use the conditional distribution of a random variable representing a particular financial institution (or the entire financial system) given that another institution, represented by a random variable , is under stress. CoVaR represents one of the major threads in the current regulatory and scientific discussion of systemic risk, which significantly intensified after the recent financial crisis. The current discussion on systemic risk measurement is far from being concluded, and the competing methodologies are still under development. In addition to systemic risk measures (cf. Acharya et al. (2010) , Brunnermeier (2008, 2010) , Girardi and Ergün (2013) , Goodhart and Segoviano (2008) , Huang et al. (2012) , Zhou (2010) ), related topics include the structure of interbank networks, e.g., Boss et al. (2004) , Cont et al. (2013) , models explaining how systemic risk is created, e.g., Choi and Douady (2012) , Ibragimov and Walden (2007) , and attribution of systemic risk charges within a financial system, as discussed in Staum (2012) , Tarashev et al. (2010) . Also the recent survey by Bisias et al. (2012) provides an extensive overview of different measures in the literature.
Our contribution addresses the consistency of systemic risk measures with respect to the dependence in the underlying stochastic model. In the case of CoVaR we give a strong indication for the choice of the stress event for the conditioning random variable . There are two alternative definitions of CoVaR in the current literature. The original definition in Adrian and Brunnermeier (2008 , 2009 is derived from the conditional distribution of given that = VaR ( ). The second one uses conditioning on ≥ VaR ( ). This modification was proposed by Girardi and Ergün (2013) to improve the compatibility of CoVaR with nonparametric estimation methods. For similar reasons, such as continuity and better compatibility with discrete distributions, conditioning on ≥ VaR ( ) was also favoured by Klyman (2011) for both CoVaR and Conditional Expected Shortfall (CoES). Finally, it is remarkable that most competitors of CoVaR (cf. Acharya et al. (2010) , Goodhart and Segoviano (2008) , Huang et al. (2012) , Zhou (2010)) use conditioning on ≥ VaR ( ) as well. This approach goes in line with the general concept of stress scenarios discussed in Balkema and Embrechts (2007) .
Our results show that conditioning on ≥ VaR ( ) has great advantages for dependence modelling. We prove that this modification of CoVaR makes it respond consistently to dependence parameters in many important stochastic models, whereas the original definition of CoVaR fails to do so. The counterex-amples even include the bivariate Gaussian model, where the original CoVaR is decreasing with respect to the correlation := corr( , ) for > 1/ √ 2. Thus, CoVaR based on { = VaR ( )} fails to detect systemic risk when it is most pronounced; and we also found this kind of inconsistency in other examples. On the other hand, our findings for the modified CoVaR relate its dependence consistency to concordance ordering of multivariate distributions or related copulas.
This may explain the comparative results in Gauthier et al. (2012) , where CoVaR stood somewhat apart from its competitors. Moreover, it gives the modified notion of CoVaR a solid mathematical basis.
Besides CoVaR, we also discuss extensions to Conditional Expected Shortfall (CoES). It turns out that the dependence inconsistency or dependence consistency of the alternative CoVaR notions is propagated to the corresponding definitions of CoES. The dependence consistency results for CoVaR and CoES, based on the stress scenario ≥ VaR ( ), also apply to the Marginal Expected Shortfall (MES) defined in Acharya et al. (2010) and to the Systemic Impact Index (SII) introduced in Zhou (2010) . The paper is organized as follows. Basic notation and alternative definitions of
CoVaR and CoES are given in Section 2. In Section 3 we present the general mathematical results, including representations of CoVaR in terms of copulas and consistency of the modified CoVaR or CoES with respect to dependence characteristics. Section 4 contains a detailed comparison of the original and the modified CoVaR in three different models: the bivariate normal, the bivariate distribution, and a bivariate distribution with margins and a Gumbel copula. Conclusions are stated in Section 5.
Basic definitions and properties
Let and be random variables representing the profits and losses of two financial institutions, such as banks. Focusing on risks, let and be random loss variables, so that positive values of and represent losses, whereas the gains are represented by negative values. The issues of contagion and systemic stability raise questions for the joint probability distribution of and :
, ( , ) := P( ≤ , ≤ ).
The corresponding marginal distributions will be denoted by and . Provided a method to quantify the loss or gain of the entire financial system, , can also represent the joint loss distribution of a bank and the system . Embrechts and Hofert (2010) .
In the present paper we discuss two alternative approaches to adjust VaR to dependence between and . This is achieved by conditioning the distribution of on a stress scenario for . These two notions appear in the recent literature under the name Conditional Value-at-Risk (CoVaR), but they use different kinds of stress scenarios. The original notion was introduced by Adrian and Brunnermeier (2008 , 2009 and will henceforth be denoted by CoVaR = . The alternative definition was proposed by Girardi and Ergün (2013) . We denote it by CoVaR. 
provided that (VaR ( )) > 0. In some models, such as elliptical distributions, | =VaR ( ) is known explicitly. In general, however, computation of | =VaR ( ) requires numerical integration.
Conditioning on ≥ VaR ( ) is less technical. The definition of VaR ( ) implies that P( ≥ VaR ( )) ≥ 1− , so that elementary conditional probabilities are well defined. In particular, if is continuous, then
Moreover, conditioning on events with positive probabilities is advantageous in statistical applications, including model fitting and backtesting. This is the major reason why the original notion of CoVaR = was modified to CoVaR in Girardi and Ergün (2013) .
A straightforward extension from CoVaR to Conditional Expected Shortfall (CoES) is based on the representation ES ( ) = Brunnermeier (2008, 2010) , Girardi and Ergün (2013) , JaegerAmbrozewicz (2010) Artzner et al. (1999) is inherited by CoES , for all , ∈ (0, 1). The central point here is subadditivity, which is understood as
for any random variables ( , , ) defined on the same probability space. Brunnermeier (2008, 2010) 
In view of (2.1), one could also write MES ( | ) = CoES ,0 ( | ).
(f) In Klyman (2011) In Adrian and Brunnermeier (2010) , the centring term VaR ( ) representing the risk of in an unstressed state is replaced by the conditional VaR of given that is equal to its median: 
General results
We begin with representations of CoVaR = and CoVaR in terms of copulas. It is well known that any bivariate distribution function , admits the decomposition
where is a probability distribution function on (0, 1) 2 with uniform margins (cf. Joe (1997) , Sklar (1959) ). That is, there exist random variables , ∼ unif(0, 1) such that ( , ) = P( ≤ , ≤ ). The function is called a copula of , .
If both and
are continuous, then is uniquely determined by ( , ) =
The decomposition (3.1) yields the following representation of CoVaR = and
CoVaR.
Proof. Part (a). It is well known that ( ← ( ), ← ( )) ∼ , , and hence
The functions and
← are non-decreasing and satisfy ≤ ( ← ( )) and ← ( ( )) ≤ for all ∈ (0, 1) and ∈ ℝ. This implies that ← ( ) ≤ is equivalent to ≤ ( ). Moreover, continuity of implies that ← is strictly increasing, so that
and the result follows from the chain rule for the generalized inverse.
Part (b). Analogously to Part (a), one obtains that
and hence CoVaR , ( | ) = ← ( | ≥ ( )). Since ( , ) ∼ and the margins of are uniform, we obtain that Müller and Stoyan (2002, Theorem 3.8 
For proofs and further alternative characterizations we refer to

.2).
The central theoretical result of the present paper is the following. 
Moreover, it is well known that for any distribution functions and the ordering
Thus it suffices to show that
The representation of | ≥ ( ) in Theorem 3.1(b) reduces this to ( , ) ≤ ( , ) for all , , which is precisely ⪯ . Part (b). Combining (3.2) with Theorem 3.1, one obtains
As is continuous, ← is strictly increasing. Therefore (3.4) implies (3.3), which is equivalent to ⪯ .
Theorem 3.4 can be applied to various stochastic models. We start with elliptical distributions. This model class includes such important examples as the multivariate Gaussian and the multivariate distributions. Since CoVaR , ( | ) considers two random variables and multivariate ellipticity implies bivariate ellipticity for all bivariate sub-vectors, we restrict the consideration to the bivariate case.
is uniformly distributed on the Euclidean unit sphere { ∈ ℝ 2 : ‖ ‖ 2 = 1}, and is a nonnegative random variable independent of . If E < ∞, then = E and = E . The ellipticity matrix := ⊤ is unique except for a multiplicative factor. The covariance matrix of ( , ) is defined if and only if E 2 < ∞, and this matrix is always equal to for some constant > 0. Thus, rescaling and , one can always achieve that
where, if defined, = var( ), = var( ), and = corr( , ). In the following we will always assume this standardization of and denote the bivariate elliptical distribution with location parameter = ( , ) and ellipticity matrix by E( , , ). If ( , ) ∼ E( , , ) with continuous marginal distributions, then the copula of ( , ) is uniquely determined. Copulas of this type are called elliptical copulas. The invariance of copulas under increasing marginal transforms implies that depends only on the parameter of and on the distribution of . Thus is the natural dependence parameter for a bivariate elliptical copula , whereas the distribution of specifies the type of the copula, such as Gaussian or . We will call elliptical copulas and of same type if the corresponding elliptical distributions have identical radial parts
The following theorem states monotonicity of CoVaR with respect to the dependence parameter if ( , ) is elliptically distributed or has an elliptical copula. In particular, it applies to bivariate Gaussian or bivariate distributions, and also to bivariate distributions with Gaussian or copulas. 
where is the copula of ( , ). 
Hence is continuous as well, and therefore the copulas and of ( , ) and ( , ) are uniquely defined. According to Theorem 3.4(a), it suffices to show that < implies ⪯ . This is equivalent to E(0, 0, ( ), ) ⪯ E(0, 0, ( ), ) for ≤ and ( ) =
( 1 1 ). This ordering result is proven in Cambanis and Simons (1982) . In the bivariate Gaussian case it is also known as Slepian's inequality (cf. Tong (1990, Theorem 5.1.7)). 
A very popular copula model is the Gumbel copula. In the bivariate case it is defined as
The dependence parameter assumes values in [1, ∞] , where = 1 and = ∞ refer to 1 ( , ) := (independence copula) and ∞ ( , ) := min( , ) (comonotonicity copula) respectively. As shown in Wei and Hu (2002) Remark 3.9. Corollary 3.8 also holds for Galambos copulas with dependence parameters ≤ ; see Wei and Hu (2002) 
.
We conclude this section by relating the results obtained here to another systemic risk measure. 
Examples
In this section we compare CoVaR and CoVaR = in three different models: the bivariate Gaussian, the bivariate , and the bivariate distribution with a Gumbel copula and margins.
The bivariate Gaussian distribution
It is well known that the bivariate Gaussian distribution is elliptical. Hence Theorem 3.6(a) guarantees that CoVaR is an increasing function of the correlation parameter . Moreover, CoVaR = can be calculated explicitly in this case, so that it is particularly easy to compare CoVaR to CoVaR = .
Computation of CoVaR
=
Let ( , ) ∼ N( , ) with mean vector = ( , ) and covariance matrix as in (3.5). As for all bivariate elliptical models, the dependence between and is fully described by the correlation parameter . An appealing property of the bivariate normal distribution is the interpretation as a linear model. Indeed, 
This shows that the distribution law L( | = VaR ( )) = N(,̃2) with̃= + Φ −1 ( ) and̃= √1 − 2 . Hence we obtain that
Computation of CoVar
To compute CoVaR, we use the copula representation from Theorem 3.1(b). From ∼ N( , 2 ) one obtains that −1 ( ) = + Φ −1 ( ) for ∈ (0, 1). Moreover, the copula of ( , ) ∼ N( , ) is the Gaussian copula with dependence parameter . For = 0 it is the independence copula, 0 ( , ) = , and for ̸ = 0 it has the following representation:
Applying Theorem 3.1(b), we obtain
where
. The values of CoVaR can be obtained by numerical integration of (4.3) and numerical inversion of the function | ≥ ( ).
An alternative method to compute CoVaR is the numerical computation and inversion of the function
where , is the joint density of and . Depending on the application, each method has its advantages. Whilst (4.4) is more direct and hence faster for numerically tractable , , the conditional copula values obtained in (4.3) can be re-used with different marginal distributions.
Monotonicity in
As bivariate Gaussian distributions are elliptical, Theorem 3.6(a) guarantees that
CoVaR is always increasing in . However, this is not the case for CoVaR = . Partial differentiation of (4.2) in yields 
and decreasing for > 0 .
(ii) If ≥ 1/2 and < 1/2, then CoVaR pronounced. In the special case = , the critical threshold 0 is always equal to 1/ √ 2.
A graphic illustration to this fact is given in Figure 4 . 
Normalized values of CoVaR and CoVaR
=
The relative impact of a stress event for on the institution can be quantified by the ratio CoVaR
A similar indicator of systemic risk was proposed in Adrian and Brunnermeier (2008) . Figure 4 .2 shows these ratios for = and = 0 as functions of . The different line types in the plots correspond to = 0.5, 0.7, and 0.9. The ratios CoVaR = ( | )/ VaR ( ) are constant, which is also easy to see from (4.2).
The interesting part here is the ordering of the lines for different . In case of CoVaR = , the line for = 0.7 is above the two others, illustrating that the inconsistency problem persists for all confidence levels ∈ (1/2, 1). 
Backtesting and violation rates
The results above show that CoVaR reflects the dependence between and much more consistently than CoVaR
= . An intuitive and very general explanation of this fact is that conditioning on ≥ VaR ( ) corresponds to a reasonable "what if" question, whereas conditioning on = VaR ( ) does not. Indeed, the scenario { ≥ VaR ( )} includes all possible outcomes for if is stressed, whereas the scenario { = VaR ( )} selects only the most benign among them, thereby constituting an overly optimistic stress scenario.
In backtesting of VaR one expects that exceeds VaR ( ) with probability not larger than 1 − . Abbreviating "Conditional VaR", the term CoVaR = ,
suggests that exceeds CoVaR = , ( | ) with conditional probability 1 − or less, given that is stressed. The definition of CoVaR understands stress of as { ≥ VaR ( )}, so that the expected violation rate for CoVaR , under this stress scenario is by construction equal to 1 − . In contrast to that, CoVaR = is designed to have the violation rate 1− under the less natural and more optimistic scenario { = VaR ( )}. As a consequence, the violation rates for CoVaR At a first glance, Δ med CoVaR = seems to be an improvement because it is increasing in . In fact, Δ med CoVaR = is even linear here. Due to med( ) = , (4.1)
2), one obtains that type (4.1), where it is superfluous because it carries quite the same information as the correlation parameter or the linear regression parameter from the classical Capital Asset Pricing Model (the so-called CAPM-), which is equal to / in the present setting.
Extension from CoVaR to CoES
Due to Corollary 3.10(a) we already know that CoES , is increasing in for all and . The special case = is illustrated in Figure 4 .5, which also shows that CoES = is not increasing in . Due to the light tail of the normal distribu- 
Bivariate distribution
The next example we consider is the bivariate distribution, which is elliptical, but heavy-tailed. The comparison follows the same scheme as in the previous section. A bivariate distributed random vector with > 0 degrees of freedom (bivariate ( )) can be obtained as follows:
where (̃,̃) ∼ N(0, ) and ∼ 2 ( ), independent of (̃,̃). The parameters , ∈ ℝ specify the location of ( , ). For simplicity, we consider a centred model with
It is well known that the bivariate distribution is elliptical with ellipticity matrix . The corresponding sample clouds have an elliptical shape (cf. Figure 4 .8). The second moments of and are finite for > 2, and in this case the correlation between and is equal to . The role of is the same as for all elliptical models: larger values of increase association between large values of and .
Analytic expressions for CoVaR = or CoVaR are not obtainable in this model, so that computations have to be carried out numerically.
Monotonicity in
The behaviour of CoVaR = and CoVaR as functions of the correlation parameter is shown in Figure 4 .6 for = 3. Similarly to the Gaussian case, CoVaR is increasing in due to Theorem 3.6(a), whereas CoVaR = is not. Moreover, the relative distance between CoVaR = and CoVaR (as it could be quantified by the ratio CoVaR / CoVaR = ) is larger than in the Gaussian case. A possible explanation to this effect could be the heavy tail of the (3) distribution. the line for the largest is entirely above the line for the second largest , etc. In contrast to the Gaussian case, these ratios are increasing in . This could be explained by the heavy tail of the (3) distribution or by the positive tail dependence in the bivariate model.
Backtesting and violation rates
The backtesting study was implemented analogously to the bivariate Gaussian example. The results are shown in Table 4 .2, and they go in line with those from the Gaussian case. While CoVaR -again, by construction -has a violation rate close to 1− , the violation rates of CoVaR = are significantly higher and increasing in . Going up to 36% for = 0.9, the violation rates for CoVaR 
ΔCoVaR
= is rather limited in this respect.
Extension from CoVaR to CoES
The comparison of CoES vs. CoES = is shown in Figure 4 .10. The monotonicity or non-monotonicity in is again inherited from CoVaR or CoVaR = respectively.
See also Corollary 3.10(a). 
Gumbel copula with margins
The last model we consider is obtained by endowing a bivariate Gumbel copula (cf. (3.6)) with margins. Thus it has the same heavy-tailed margins as the previous example, but a different dependence structure. Indeed, being an extreme value copula, it allows in particular more generously for joint excesses. An illustration of the sample clouds generated from this distribution is given in Figure 4 .13. On the qualitative level, all comparison results obtained in this case are similar to the bivariate model, so that a brief overview is fully sufficient: -Corollary 3.8 guarantees that CoVaR , is increasing with respect to the dependence parameter , whereas CoVaR = , fails to be increasing when dependence is at its largest (see Figure 4 .11 for the case = ). The strongest decay of CoVaR = takes place for ∈ (1.5, 2) and slows down for > 2. On the other hand, CoVaR is almost constant for > 2. It seems that for > 2 the joint distribution of large values of ( , ) is almost comonotonic, so that there is no much change after exceeds 2. -The ratios CoVaR ( | )/ VaR ( ) are ordered correctly with respect to , whereas the ratios CoVaR = ( | )/ VaR ( ) are not (see Figure 4 .12).
-The violation rates for CoVaR = , in a simulated backtesting study are significantly larger than 1 − , going up to 40% for = = 0.95 and = 3 (cf. Figure 4 .13). This is even more than in the bivariate case.
-Both ΔCoVaR = and Δ med CoVaR = fail to be increasing in (Figure 4 .14).
-Again, CoES is increasing in while CoES = is not; see Corollary 3.10(a) and 
Conclusions
The present paper demonstrates that the alternative definition of Conditional
Value-at-Risk proposed in Girardi and Ergün (2013) , Klyman (2011) (here CoVaR)
gives a much more consistent response to dependence than the original definition used in Adrian and Brunnermeier (2008 , 2009 This kind of stress scenario has a much more meaningful practical interpretation than the highly selective and over-optimistic scenario { = VaR ( )}. Conditioning on { ≥ VaR ( )} also makes CoVaR more similar to the systemic risk measures proposed in Acharya et al. (2010) , Goodhart and Segoviano (2008) , Huang et al. (2012) , Zhou (2010) .
The question how to define risk contribution measures based on stress events to the financial system is currently open. Besides CoVaR, CoES with proper conditioning may also be an option. The advantage of CoES over CoVaR is its coherency. In the case VaR vs. ES, this point has gained new interest from regulators, see e.g. Basel Committee on Banking Supervision (2012), Gauthier et al. (2012) .
In some sense, CoVaR = repeats two times the design error that is responsible for the non-coherency of VaR. In the first step, it follows the VaR paradigm and thus favours a single conditional quantile of over an average of such quantiles. In the second step, it favours the most benign outcome of in a state of stress over considering the full range of possible values in this case. Financial regulation based on CoVaR = has the potential to introduce additional instability, to set wrong incentives, and to create opportunities for regulatory arbitrage.
Another argument supporting CoES is that it is particularly suitable for stress testing. In a system with several factors 1 , . . . , , the numbers CoES , ( | ) one always obtains a sub-additive risk measure. If the weights sum up to 1, the resulting risk measure is coherent in the sense of Artzner et al. (1999) . The choice of the weights or of the confidence levels may change over time, incorporating the newest information about the health of the institutions 1 , . . . , .
To make the weighted risk measure (5.1) even more meaningful, one could modify it by implementing not only the single risk factor excesses ≥ VaR ( ), but also the joint ones. Consistent choice of the corresponding weights can be derived by methods presented in Rebonato (2010) . A detailed discussion of this goes beyond the scope of the present paper and would also require additional mathematical research.
Motivated by the recent financial crisis and the following discussions on appropriate reforms in financial regulation, systemic risk measurement has become a vivid topic in economics and econometrics. Our results show that some important contributions are also to be made in related mathematical fields, including probability and statistics. In particular, the dependence consistency or, say, dependence coherency of systemic risk indicators is a novel problem area that needs further study. The present paper provides first examples and counter-examples for compatibility of systemic risk indicators with the concordance order. The questions for general characterizations or representations of functionals with this property are currently open.
In addition to dependence consistency, implementation of systemic risk measures in practice obviously needs estimation methods. The estimation of CoVaR in GARCH models is discussed in Girardi and Ergün (2013) . As non-parametric estimation of rare events requires a lot of data, methods from Extreme Value Theory may be used to extrapolate the rear events from a larger number of data points. Recent applications of these methods to the estimation of systemic risk from market data include Zhou (2010) and Nguyen and Samorodnitsky (2013) . Another approach to the estimation of systemic risk levels via a so-called herd behaviour index (HIX) is taken in Dhaene et al. (2012) . Using instantaneous market data, this method has the potential to react immediately when new information enters the financial markets.
We would like to conclude with a comment on the applicability of CoVaR.
A lot of market data based stress measures failed to pick up the subliminal buildup of systemic risk in the run-up to the financial crisis. Since CoVaR estimates are based on market data, they can only reflect the information that is already available in the financial markets. In particular, mutual exposures of financial institutions are highly relevant to the stability of financial systems, but for obvious reasons most of this information is not disclosed. Using a unique dataset, this approach is pursued in Cont et al. (2013) , where interbank exposure data -representing potential future losses -is used to measure systemic risk. Therefore, we consider CoVaR rather as an indicator of current "market temperature" than as a genuine early warning measure. However, as our results illustrate, consistent quantification of market stress is highly important. It is particularly relevant to regulators when evaluating different policy responses to stressed financial markets.
