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Abstract
We argue that the next frontier in natural lan-
guage understanding (NLU) and generation
(NLG) will include models that can efficiently
access external structured knowledge reposi-
tories. In order to support the development
of such models, we release the VisualSem
knowledge graph (KG) which includes nodes
with multilingual glosses and multiple illus-
trative images and visually relevant relations.
We also release a neural multi-modal retrieval
model that can use images or sentences as
inputs and retrieves entities in the KG. This
multi-modal retrieval model can be integrated
into any (neural network) model pipeline and
we encourage the research community to use
VisualSem for data augmentation and/or as
a source of grounding, among other possible
uses. VisualSem as well as the multi-modal
retrieval model are publicly available and can
be downloaded in: https://github.com/
iacercalixto/visualsem.
1 Introduction
Current state-of-the-art models in natural language
understanding (Devlin et al., 2019) and generation
(Brown et al., 2020) memorise factual knowledge
needed to solve downstream tasks implicitly in
their parameters (Petroni et al., 2019; Nematzadeh
et al., 2020). Even though this implicit encoding
of knowledge in model parameters tends to trans-
late into better performance, it also hinders model
interpretability and is ultimately inefficient since
new models cannot re-use the knowledge learned
by previous models without expensive re-training.
We argue that the next frontier in NLU and NLG
will be models that can efficiently access exter-
nal structured knowledge. This knowledge should
arguably include lexical knowledge as provided
∗ Work conducted while in the University of Amsterdam
during her MSc. research.
in WordNet (Miller, 1995), factual knowledge as
found in DBPedia (Auer et al., 2007) or Wikidata
(Vrandecˇic´ and Kro¨tzsch, 2014), common sense
knowledge as in ConceptNet (Speer and Havasi,
2012), and visual knowledge as in ImageNet (Deng
et al., 2009).
However, although there are many such datasets
and knowledge bases (KBs) built to encode dif-
ferent types of knowledge, they were not created
with the purpose of supporting vision and language
(V&L) research. In this paper, we bridge this gap
and propose VisualSem: a multilingual and multi-
modal knowledge graph (KG) designed to support
V&L research that is built using publicly available
resources and open source code bases.
Data Collection We use knowledge from mul-
tiple high-quality sources and we open source
the entire code base needed to generate our KG,
which makes it easy to integrate into virtually any
language-based or vision-based downstream task,
and which to a certain extent can be adapted to
the needs of the practitioner. We use BabelNet
(Navigli and Ponzetto, 2012) to integrate different
sources of knowledge including images from Ima-
geNet (Russakovsky et al., 2015) and Wikipedia.1
We also use a high-precision pretrained model in
our data collection pipeline that automatically fil-
ters out noisy and/or undesirable images (Alberts
and Calixto, 2020).
Multi-modal Retrieval We release trained mod-
els to retrieve entities in the KG with k-nearest
neighbour search using sentences and images as
inputs, respectively. Our implementation is compu-
tationally efficient and works well in practice.
Our main contributions are:
• We propose VisualSem, a multi-modal knowl-
edge graph designed to be used in vision and
1https://www.wikipedia.org
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language research, and that integrates textual
descriptions in up to 14 languages and images
from curated sources.
• We provide an open source code base with
an implementation of our proposed recipe to
generate the KG.
• We release a multi-modal retrieval model that
can be used to retrieve entities from the KG
given images and sentences.
This paper is organised as follows. In Section 2
we discuss relevant related work, including exist-
ing multi-modal knowledge bases and how they
compare to our work. In Section 3 we explain in
detail how VisualSem is built, how one can use our
code base to generate it, and what are the control-
lable hyperparameters when doing so. In Section 4
we provide detailed statistics of the data collected,
and also analyse VisualSem’s content and structure
qualitatively. In Section 5, we describe the multi-
modal retrieval mechanism that uses sentences and
images to retrieve nodes in the KG. Finally, in
Section 6 we discuss our main findings as well as
provide avenues for future work.
2 Related work
Knowledge bases. Knowledge bases have a long
and rich history, and many publicly available
knowledge bases exist and have been built for dif-
ferent purposes. A seminal example is Cyc (Lenat
et al., 1986), an early effort towards building a
general-purpose knowledge base to store common
sense facts and rules about how the world works.
More recent ones include WordNet (Miller, 1995),
a lexical database for English that was later ex-
panded into multiple languages (Bond and Paik,
2012); DBPedia (Auer et al., 2007) and Wikidata
(Vrandecˇic´ and Kro¨tzsch, 2014), which provide
structured databases with facts and entities from
Wikipedia; Freebase (Bollacker et al., 2008), a
collaboratively-built knowledge base to store “gen-
eral human knowledge” in a structured format;
YAGO (Rebele et al., 2016; Pellissier Tanon et al.,
2020), a large multilingual semantic knowledge
base that integrates knowledge from many previous
ones; ConceptNet (Speer and Havasi, 2012), which
also integrates knowledge from different sources
and includes common sense knowledge; ATOMIC
(Sap et al., 2019), which focusses on human-like
common sense inferences; among many others (see
Wang et al. (2017); Ji et al. (2020) for a detailed list
of KBs and algorithms). However, our main goal
in this paper is to design KBs to support vision and
language research, and none of the mentioned KBs
are designed to do that.
Multi-modal knowledge bases. Two recently
proposed multi-modal knowledge bases are WN9-
IMG (Xie et al., 2017) and FB15-IMG (Mous-
selly Sergieh et al., 2018): the former consists of
a subset of entities and relations from WordNet
and was built using the WN18 dataset proposed in
Bordes et al. (2014), and additionally includes 10
images illustrating each entity; the latter is based on
the FB15 dataset introduced by Bordes et al. (2013),
which in turn consists of examples extracted from
Freebase, and also includes 10 images per entity.
Even though these KBs include images, they are
still very small, constrained in terms of the knowl-
edge they encompass, and restricted to a single data
source, i.e. WordNet or Freebase.
One exception is BabelNet (Navigli and
Ponzetto, 2012), which is a very large KB that
combines varied sources—such as Freebase, Word-
Net and Wikipedia in several languages, among
many others— and includes over 54 million im-
ages mined mostly from Wikipedia and ImageNet.
BabelNet can be seen as a high coverage KB and in
its last version 4.0 has more than 15.7 million con-
cepts in 284 languages. Since one of the sources
BabelNet uses to obtain images is Wikipedia, at
times its images can be of limited quality, e.g.
blurred photos, images loosely related to the con-
cept they illustrate, uninformative images such as
icons, flags, rendered graphs, etc.
Discussion. The WN9-IMG and FB15-IMG
knowledge bases are too small and constrained in
terms of domain to be useful across a wide range of
vision and language tasks. BabelNet, however, has
the opposite issue: it is very large, it incorporates
knowledge from varied sources at times with differ-
ent degrees of quality, and it can also be very noisy.
VisualSem, on the other hand, strikes a nice balance
between breadth and depth: we build on BabelNet
to integrate knowledge from different sources, and
at the same time build in semi-automatic mecha-
nisms to make sure images are high quality.
3 Approach
We use BabelNet v4.02 to build our multilingual
and multi-modal knowledge graph. BabelNet is
a large-scale multilingual knowledge graph where
nodes denote a synset or concept, and edges de-
note semantic relations between nodes. It con-
tains more than 15.7 million concepts in 284 lan-
guages, and also includes links to over 54 mil-
lion images associated to concepts. BabelNet is
built by semi-automatically integrating many other
knowledge bases and resources such as multilin-
gual Wikipedias, WordNets in multiple languages,
Freebase, among others. That means one can eas-
ily link a BabelNet synset to its corresponding
Wikipedia article or WordNet synset.
3.1 VisualSem
VisualSem is a multilingual and multimodal knowl-
edge graph consisting of 101, 244 unique nodes
and 1, 901, 531 training examples, where each ex-
ample is a tuple <ni, rj , nk> that denotes that node
ni is connected to node nk via relation rj . Rela-
tion rj is typed and can take one of 13 different
relation types. We select nodes and relations care-
fully and do so trying to maximise VisualSem’s
usefulness for V&L research. That means we want
its nodes to include concepts and named entities
with a strong visual component, and its relations
to also encode relevant visual knowledge and/or
knowledge relevant to solving tasks that require
visual understanding.
3.1.1 Relation types
We choose relation types to include in VisualSem
following previous work. Cui et al. (2018) pro-
pose to use 15 relation types since they were
found to have a strong visual component and there-
fore are likely to help in vision and language
tasks: is-a, has-part, related-to, used-for, used-by,
subject-of, depicts, receives-action, made-of, has-
property, also-see, gloss-related, synonym, part-of,
and located-at. Out of the 15 proposed relation
types, we use only 13 since we do not have any
examples of relation types depicts and also-see in
the nodes we select in BabelNet. We describe the
data collection procedure next.
3.1.2 Data collection
We start by choosing a set of seed nodes we can
guarantee is high-quality, well-curated, and visu-
2https://babelnet.org
ally relevant. We therefore use the BabelNet API3
to get synsets corresponding to the 1, 000 ImageNet
classes used in the ILSVRC image classification
competition (Russakovsky et al., 2015) as our ini-
tial seed nodes.4 We call these nodes our initial
node pool.
We then follow an iterative procedure where we
select additional nodes according to certain criteria
and add them to the node pool. In the beginning of
the first step, the node pool includes the 1, 000 seed
nodes; in the second step, it will include the 1, 000
seed nodes plus the additional nodes gathered in
the first step; and so on, until we reach an amount
of nodes that is higher than desired, due to later
filtering steps.
In practice, this procedure works by repeating
the following steps iteratively:
i) Retrieve neighbors: retrieve neighbor nodes
for all nodes currently in the node pool using
the BabelNet API;
ii) Extract features: extract features for all
neighboring nodes (see Appendix A for the
detailed list of features);
iii) Filter nodes: filter out nodes if they don’t
obey certain criteria;
iv) Validate images: validate whether images are
good enough to be included in the dataset, and
remove them if they are not;
v) Update pool: accept top-k nodes among re-
maining nodes after sorting nodes according
to their features.
Retrieve neighbors In this step we collect all
first-degree neighbors for each of the nodes in the
node pool, and remove any duplicate retrieved
nodes if any exists. First-degree neighbors are
those that are connected to a node via a relation
which type is one of the 13 relation types (Sec-
tion 3.1.1).
Extract features We extract many different fea-
tures for each node retrieved in the neighborhood,
out of which the most important ones are:5 the
number of nodes in the node pool it is connected to,
one feature for each relation type and the number
of images associated to the node.
3https://babelnet.org/guide
4https://tinyurl.com/oaxra9h
5Please see Appendix A for a list of all features.
# nodes # rels. # images # train # valid # test
WN9-IMG 6, 555 9 65, 550 11, 741 1, 337 1, 319
FB15-IMG 11, 757 1, 231 107, 570 285, 850 29, 580 34, 863
VisualSem 101, 244 13 1, 539, 244 1, 901, 531 20, 000 20, 000
Table 1: VisualSem statistics compared to other multi-modal knowledge bases. WN9-IMG is introduced by (Xie
et al., 2017) and FB15-IMG is proposed in (Mousselly Sergieh et al., 2018).
en fr de es it ru nl pl pt sv zh ar fa ko
98.4 81.6 80.0 72.6 70.3 69.9 68.8 62.1 59.7 59.1 53.9 49.0 43.6 42.4
Table 2: Number of nodes (×1, 000) with at least one gloss in each of the supported languages.
Node filtering + Validate images + Update pool
These steps aim at keeping only the best nodes ac-
cording to our initial criteria: well-curated, visually
relevant, and high-quality.
We require that nodes have at least one image
associated to them, and that they contain relations
with other nodes with a minimum of two different
relation types. If nodes do not satisfy these criteria,
they are filtered out (well-curated). In the initial
1000 nodes in the node pool, it may occur that one
or more of these nodes have no images associated
to them. Since these nodes are vital for VisualSem’
structure, we keep these nodes and add images to
them via the Google Image API.
From the total amount of image files we down-
loaded, on average 0.7% were invalid image files
and were removed. We also found images that
were near-duplicates among different synsets, i.e.
images are either identical or very similar to each
other. Near duplicate images over all synsets were
filtered with hashing, meaning that different nodes
can be associated with the same, hashed image.
After removing these, we train (and thoroughly
evaluate) an image classification model to validate
images associated to each node in the pool of cur-
rently selected neighbors (high-quality). We use
this model to filter out undesirable images and keep
only high-quality ones (more details about this is
given in Section 3.1.3). After doing that, we also
filter out any remaining nodes that do not at least
have one associated image.
Finally, after filtering we sort the remaining
nodes. We prioritize nodes with a larger number
of images (visual relevance), nodes that include as
many diverse relation types as possible, and espe-
cially nodes that include more relations of the least
frequent types (well curated).
3.1.3 ImagiFilter
Images linked through the BabelNet API come
from many different sources, and in addition to
bogus files and near-duplicate images which have
already been removed prior to this point, we still
have many images that are undesirable. For our
purposes undesirable images are those that are
not naturally occurring photographic images, in-
cluding hand drawings and sketches, maps, icons,
flags, graphs and other rendered images, and un-
clear/blurred/dark or low-quality images.
We use the ImagiFilter dataset (Alberts and Cal-
ixto, 2020) to filter out undesirable images from
the image pool. The dataset includes 6k images
and provide coarse annotations, i.e. a binary la-
bel indicating if the image is natural/photographic
or not, and also fine-grained labels for all non-
photographic images: hand drawings and sketches,
maps, icons, flags, graphs and other rendered im-
ages, and others.
We specifically apply the publicly available
coarse binary classification model trained to clas-
sify images as photographic/natural versus non-
photographic. It consists of a pretrained ResNet-
152 (He et al., 2015, 2016) fine-tuned on the Imagi-
Filter dataset.6 The dataset contains 2.7k training
instances of images in the positive and negative
class respectively, and classification accuracy on a
held-out validation set with 300 images per class is
∼ 98%.
Our purpose is to ensure the quality of images
downloaded using the BabelNet API. This is crucial
to obtain high-quality images since in practice we
observed they were very noisy. By removing the
images tagged as non-photographic with the model
trained on the ImagiFilter dataset, we reduce the
6https://github.com/houda96/
imagi-filter
overall number of images from ∼ 2.1 million to
over 1.5 million.
4 Data Statistics and Analysis
In this section, we investigate the structure and
content of VisualSem. In Section 4.1, we compute
and report relevant statistics, as well as show some
examples of nodes and relations in it. In Section
4.2, we provide a more qualitative analysis using
Latent Dirichlet Allocation (LDA; Blei et al., 2003)
to induce topic models for VisualSem.
4.1 Data Statistics
In Table 1, we show statistics for VisualSem and
two other multi-modal knowledge bases WN9-
IMG and FB15-IMG.
Glosses. We include a total of 1, 506, 283 glosses
in 14 different languages: Farsi, English, Arabic,
German, Spanish, French, Italian, Korean, Dutch,
Polish, Portuguese, Russian, Swedish, and Chinese.
The languages were chosen to be representative
of diverse linguistic families and to include many
different scripts, while at the same time covering a
high number of nodes in VisualSem. Nodes have
on average 39.9 glosses across all 14 languages,
and in Table 2 we show the number of nodes that
have at least one gloss in each language. We ob-
serve that nodes with English glosses have the high-
est coverage, i.e. 98, 433 nodes have at least one
English gloss, and nodes with Korean glosses have
the smallest coverage, i.e. 42, 499 nodes have at
least one Korean gloss. Example: Node Ronaldo
(Brazilian footballer) has four glosses in English:7
(1) Ronaldo Lus Nazrio de Lima, commonly known
as Ronaldo, is a retired Brazilian professional
footballer who played as a striker., (2) Rivaldo
and Ronaldinho-Strikeforce of Brazil’s 2002 FIFA
World Cup winning football team., (3) Brazilian
footballer, and (4) Ronaldo Luis Nazrio de Lima
is a Brazilian professional footballer who plays
as a striker for the Campeonato Brasileiro club
Corinthians.
Images. As shown in Table 1, VisualSem has a
total of 1, 539, 244 unique images associated to its
nodes. On average, there are 25.2 images per node
and in Figure 2 we show the distribution of images
per node across the knowledge base. The node
7The same node also has glosses in French (3), German
(2), Spanish (4), Italian (4), Russian (1), Dutch (3), Polish (1),
Portuguese (3), Swedish (3), Mandarin (1), Arabic (1), Farsi
(2), and Korean (1).
(a) (b)
Figure 1: Two example figures illustrating node
Ronaldo (Brazilian footballer).
Figure 2: Number of images per node.
with the greatest number of associated images has
1, 062 images and is the concept Russian culture.8
Example: Node Ronaldo (Brazilian footballer) is
associated to 59 images in total, and in Figure 1 we
show two of them.
Relations. In VisualSem there are 13 different
relation types and all relations are typed. Rela-
tion types include: is-a, has-part, related-to, used-
for, used-by, subject-of, receives-action, made-of,
has-property, gloss-related, synonym, part-of, and
located-at. Example: In Figure 3, we show an ex-
ample node in VisualSem and how it relates to other
nodes in the knowledge base. We note that most
connections from this node to other nodes have the
related-to relation type, and we also note that the
direction of the relation edge in this case seems
rather arbitrary, i.e. both tuples < Ronaldo, related-
to, Brazil at 2006 FIFA World Cup > and < Brazil
at 2006 FIFA World Cup, related-to, Ronaldo > are
in principle equally valid. However, only one of
them exist in the KB.
8It has BabelNet id bn:01286889n and is linked
to Wikipedia article https://en.wikipedia.org/
wiki/Russian_culture.
1 2 3 4 5 6 7 8 9 10
religion phys. geography geography us / war france / music art / mixed chemistry / mixed countries biology technology
roman river city american french human water states species system
people united region war france food type united family device
group new province world music art small county genus person
language states capital film class study form state plant computer
church mountain republic first ship branch chemical germany plants power
london area located military instrument type consisting north small information
Table 3: Topics induced using Latent Dirichlet Allocation on VisualSem (labels in bold are assigned manually).
Ronaldo Virgo 
(astrological 
sign)
related-to
Brazil at 2006 FIFA World Cup
related-to
Association 
Football
has-a
Figure 3: Example of how node Ronaldo (Brazilian
footballer) relates to other nodes in VisualSem, as well
as images illustrating them.
Figure 4: Number of entries per relation type.
In Figure 4, we show the number of examples
per relation type. There is a very large imbalance,
with the type related-to accounting for about 81%
of all existing relations in the KB. We note that we
adopted different measures to alleviate this issue in
our data collection pipeline, as discussed in Section
3.1.2.
4.2 Topic Models
To shed light on the content of VisualSem, we train
a topic model using Latent Dirichlet Allocation
(LDA; Blei et al., 2003) with 10 latent topics. We
let each node be a document, and each document’s
content be the combination of its English glosses.9
In Table 3, we show the six most representative
words per topic after stop-word removal. We note
that topics are varied although there seem to exist
a bias towards factual knowledge, which is to be
expected since glosses by definition describe facts
about nodes. Concepts that are well covered in
Wikipedia seem to also be well covered in Visu-
alSem, e.g. sciences (Biology, Chemistry, Geog-
raphy), countries (USA, France, Germany), and
technology (military, informatics).
5 Knowledge Base Retrieval
In this Section we describe a retrieval model which
goal is to map arbitrary sentences or images into
nodes in the KB. We implement the idea in a
retrieval/ranking framework where the model is
trained to rank nodes in VisualSem given an input
sentence or image. We hope that this module will
allow for the seamless integration of VisualSem’s
entities, glosses, and images into neural network
model data pipelines.
In practice, we frame the sentence-to-node re-
trieval as a sentence-to-gloss ranking and use all
glosses available for the node to train the ranking
model. We similarly frame the image-to-node re-
trieval as an image-to-image ranking and use all
images available for the node to train the model.
Experiments in this Section use the gloss and im-
age splits in Table 4. Note that gloss validation and
test splits include 2, 000 examples for each of the
14 languages in VisualSem.
5.1 Sentence retrieval
Glosses for nodes are available in possibly multiple
languages. We use a total of 101, 151 nodes in this
experiment, i.e. the setN of nodes with at least one
9We use only English glosses because topics are only
meant to provide insight into the contents of the KB, and
using English will keep our insights accessible to a wider
audience.
# train # valid # test
Glosses 1, 466, 283 28, 000 28, 000
Images 1, 539, 244 20, 000 20, 000
Table 4: VisualSem gloss and image splits. Gloss vali-
dation and test splits include 2, 000 entries for each of
the 14 languages in VisualSem.
associated gloss independently of the language.10
We encode glosses using Sentence BERT
(SBERT; Reimers and Gurevych, 2019), a model
trained using Siamese networks on the task
of sentence similarity and that has strong per-
formance when used for retrieval/indexing.
We specifically use the multilingual
distiluse-base-multilingual-cased
model (Reimers and Gurevych, 2020), which
supports different languages and scripts. This
model is trained so that sentences with similar
semantics in different languages are projected to
points close in the embedding space. Let Gi be the
set of glosses associated to node i ∈ N , and gi,j be
the j-th gloss in Gi. We denote gi,j as gloss gi,j’s
512-dimensional vector representation computed
with SBERT.
We implement sentence retrieval using k-nearest
neighbour (k-NN) and encode all glosses in Visu-
alSem training set as well as our query sentences
using Sentence BERT. We simply rank all glosses
in VisualSem given the query according to their
cosine similarity, and use the node associated to
the gloss with the highest cosine similarity as the
retrieved node.
Training and Evaluation SBERT (Reimers and
Gurevych, 2019, 2020) is pretrained on sentence
similarity in 13 different languages.11 We do not
fine-tune it using VisualSem’s glosses to avoid over-
fitting since glosses have a very specific structure
and function, i.e. they are created to be descriptive
of a concept. Although fine-tuning on VisualSem’s
glosses could probably improve gloss-to-gloss re-
trieval considerably, we do not have more “general-
purpose” evaluation data to test the sentence re-
trieval model. Since we expect the sentence re-
trieval model to be used with arbitrary downstream
NLU/NLP models, we use the publicly available
pretrained SBERT. We note that SBERT does not
10There are 93 nodes without any glosses regardless of the
language and we do not consider them for sentence retrieval.
11https://github.com/UKPLab/
sentence-transformers
Rank Hits@k
mean (std) ↓ 1 ↑ 3 ↑ 10 ↑
en 24, 984 (76, 965) 25.5 33.5 42.7
es 39, 108 (56, 205) 11.8 16.5 22.8
de 29, 129 (57, 002) 11.0 16.8 24.2
it 32, 844 (52, 994) 10.3 14.6 19.5
fr 39, 278 (60, 287) 8.6 12.4 17.6
pt 48, 056 (35, 924) 6.8 9.6 12.7
pl 50, 327 (35, 878) 6.1 8.3 11.6
nl 35, 866 (51, 193) 5.6 8.5 13.5
ru 54, 224 (42, 666) 4.8 7.0 9.6
ko 37, 950 (19, 143) 3.5 4.8 6.9
sv 51, 074 (31, 479) 2.0 3.6 4.8
ar 43, 519 (22, 921) 1.8 2.5 3.8
zh 50, 106 (20, 304) 1.5 3.1 3.4
fa 41, 522 (17, 709) 0.6 0.9 1.3
avg. 41,285 7.2 10.2 13.9
Table 5: Sentence retrieval results on VisualSem test
glosses. We list languages from best to worst Hits@1
(higher is better).
use task supervision in Swedish nor Farsi, there-
fore sentence retrieval in these two languages can
be seen as zero-shot retrieval.
We directly use the 2, 000 held-out test glosses
per language for model evaluation and show the
results in Table 5. We note there is a very large gap
between the best-performing (i.e., English, Spanish,
and German) and the worst performing (i.e., Farsi,
Mandarin, Arabic) languages.
Discussion Best performance is observed on Eu-
ropean languages, which is expected since multi-
lingual SBERT uses the English model to distill
knowledge into other languages. Finally, in addi-
tion to worse performance in Swedish and Farsi
due to lack of supervision in these languages, lan-
guages with non-Latin scripts also perform badly,
which suggest that considerable transfer in SBERT
happens within sub-words parameter sharing. We
recommend care when using our sentence retrieval
models for these languages.
5.2 Image retrieval
We compute global image features using a ResNet-
152 (He et al., 2015) architecture pretrained for
ImageNet classification (Russakovsky et al., 2015).
Each image feature vector consists of a 2048-
dimensional pooled vector, i.e. the activation of
the pool5 layer.
Each node in VisualSem has at least one associ-
ated image, therefore we use all nodes for image
Rank Hits@k
mean (std) ↓ 1 ↑ 3 ↑ 10 ↑
k-NN 12, 600 (28, 104) 43.3 45.2 47.6
Table 6: Image retrieval results on test images.
retrieval. Let Vi be the set of images associated
to node i ∈ N , and vi,k be the k-th image in Vi.
We denote vi,k as image vi,k’s vector representa-
tion. Node i’s visual representation vi is the 2048-
dimensional mean image vector computed over all
images in Vi.
vi =
1
|Vi|
∑
k∈Vi
vi,k . (1)
We denote a node’s visual representation as its
mean image features to mitigate the effect of any
noise left in the images due to the data collection
procedure in VisualSem (Section 3.1.2).
For image retrieval, the goal is to train a model
to retrieve the correct node i given one of its images
vi,k. The only trained parameters in the model is
the image projection matrix WV . This matrix is
used to project input image feature vectors and we
train the model to maximise the dot product of
positive examples and minimise the dot product
of negative examples. We denote Vˆi as the set of
negative images for node i. The image retrieval
loss is given below.
LV = 1|Vi|
∑
k∈Vi
− log p(WV Tvi,k · vi)+
1
|Vˆi|
∑
l∈Vˆi
+ log p(WV
Tvi,l · vi) .
Training and Evaluation To train the k-nearest
neighbour image retrieval model, we use all
1, 539, 244 training images to train the model, per-
form model selection using the 20, 000 validation
images and evaluate the model on the 20, 000 test
images (see Table 4). We report results in Table 6.
Discussion We note that although the mean rank
is around 12k, the Hits@1 metric is over 43%. This
seems to be a very good result, i.e. we retrieved the
correct node for over 43% of the images in the test
set. However, these metrics do not provide much
detail about how the remaining images are ranked,
i.e. the ∼ 53% images which nodes are not ranked
in the top-10. In Figure 5 we show a histogram
Figure 5: Histogram for validation set predictions with
image retrieval model. In the x-axis we have the rank-
ing (i.e., lower is better), and in the y-axis the number
of images ranked in that ranking interval.
with the number of images in the validation set
binned according to their rankings (each bin has 50
ranks) and note that over 13k images, (i.e., 65%)
are in the first bin, whereas the others tend to either
rank in the last bins (i.e. very badly) or under rank
20k.
6 Conclusions and Future work
In this paper, we release the VisualSem knowledge
graph with ∼ 100k nodes with glosses in up to
14 diverse languages and multiple images illustrat-
ing its concepts. VisualSem is curated from high-
quality publicly available resources and designed
to help in vision and language research. We also
release a neural multi-modal retrieval model where
images and sentences in any of the 14 languages
can be used to retrieve entities from the KG (and of
course also all the associated glosses and images).
This will allow researchers to easily integrate Visu-
alSem into their (neural) model pipelines, and we
encourage its use not just in tasks that involve vi-
sion and language, but across all sorts of language
understanding and/or generation tasks. VisualSem
can be used in grounding tasks and/or in a data aug-
mentation setting where high-quality multi-modal
sentences/images can be seamlessly merged into
arbitrary tasks.
Future Work We will use VisualSem sen-
tence/image retrieval mechanisms and gloss and
image features for data augmentation in NLP tasks,
e.g. word sense disambiguation and named entity
recognition, and on vision and language tasks, e.g.
image captioning and visual question answering.
The reason for these tasks is that they all could
intuitively benefit from the added knowledge, be it
visual, textual, or multi-modal.
We also plan to improve and grow the KG ac-
cording to the needs of the research community.
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A Node features
Here we describe the set of features computed for
candidate nodes in VisualSem, so we can choose
which nodes to add from this large candidate node
pool. The goal is to have nodes that are high qual-
ity, have a strong visual component, include many
images, and have varied relations to other nodes
already in the node pool. First, in order to include
nodes with varied relations, we distinguish two dif-
ferent types of relations: all (A) and less frequent
relations (L).
All Relations Relations in VisualSem include is-
a, has-a, related-to, used-for, used-by, subject-of,
defined-as, receives-action, made-of, has-property,
gloss-related, synonym, part-of, and at-location.
Less frequent Relations in L include all but the
two most frequent relations (related-to and has-
a). Therefore relations in L are is-a, used-for,
subject-of, defined-as, receives-action, made-of,
has-property, gloss-related, synonym, part-of, and
at-location.
Features are computed in step (ii) Extract fea-
tures in the data collection described in Section
3.1.2. We assume there is a current node pool with
nodes already added to VisualSem, and we have a
(possibly very large) list of candidate nodes we can
select nodes from to include in the node pool. For
each node n in this list of candidates, we compute
the following node features.
• Count of how many neighbors node n has
considering each relation in A (13 features,
one per relation type).
• Sum of the number of incoming edges to node
n including all relations in R (1 feature aggre-
gating all edges in R).
• Sum of the number of incoming edges to node
n including all relations in L (1 feature aggre-
gating all edges in L).
• Average number of incoming edges to node n
including all relations in R (1 feature aggre-
gating all edges in R).
• Average number of incoming edges to node n
including all relations in L (1 feature aggre-
gating all edges in L).
• Number of images associated to node n.
