Human-Computer Interaction (HCI) research has for long been dedicated to better and more naturally facilitating information transfer between humans and machines. Unfortunately, humans' most natural form of communication, speech, is also one of the most difficult modalities to be understood by machines. This is largely due to speech being the highest-bandwidth communication channel we possess. As such, significant research efforts, from engineering, to linguistic, and to cognitive sciences, have been spent during the past several decades on improving machines' ability to understand speech. Yet, the MobileHCI community (and HCI in general) has been relatively timid in embracing this modality as a central focus of research. This can be attributed in part to the relatively discouraging levels of accuracy in understanding speech, in contrast with often-unfounded claims of success from industry, but also to the intrinsic difficulty of designing and especially evaluating speech and natural language interfaces.
The goal of this course is to inform the MobileHCI community of the current state of speech and natural language research, to dispel some of the myths surrounding speech-based interaction, as well as to provide an opportunity for researchers and practitioners to learn more about how speech recognition and speech synthesis work, what are their limitations, and how they could be used to enhance current interaction paradigms. Through this, we hope that MobileHCI researchers and practitioners will learn how to combine recent advances in speech processing with user-centred principles in designing more usable and useful speech-based interactive systems.
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OUTLINE
• How Automatic Speech Recognition (ASR) and Speech Synthesis (or Text-To-Speech -TTS) work and why these are such computationallydifficult problems
• Where are ASR and TTS used in current commercial interactive applications
• What are the usability issues surrounding speechbased interaction systems, particularly in mobile and pervasive computing
• What are the challenges in enabling speech as a modality for mobile interaction
• What is the current state-of-the-art in ASR and TTS
• What are the differences between ASR systems' accuracies and the needs of interactive applications
• What are the difficulties in evaluating the quality and usability of TTS systems
• What opportunities exist to enhance systems' interactivity by enabling speech
AUDIENCE AND FORMAT
This interactive tutorial will be beneficial to all MobileHCI researchers or practitioners without a strong expertise in ASR or TTS, who still believe in fulfilling HCI's goal of developing methods and systems that allow humans to naturally interact with the increasingly ubiquitous mobile technology, but are disappointed with the lack of success in using speech and natural language to achieve this goal.
The aim of the presentation is two-fold: present new Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. concepts to the audience, and foster discussions and exchange of ideas. Slides will be used to introduce the main points, while videos and audio clips will be played to illustrate various examples. After (and during) each of the main concepts of the tutorial outline is presented, time will be allocated for interaction between presenters and audience.
PROCEEDINGS
This three-hour tutorial includes opportunities for classroom participation, discussion of recent uses of ASR and TTS in commercial hands-free products, and two interactive activities.
The interactive activities will be carried out in groups of 4 to 6 participants. During these, participants will have to access various existing functions on their smartphones or tablets (such as speech-based search). Groups will be formed to ensure at least 1-2 mobile devices are present per group. The activities do not require any technical background, although familiarity with high-level HCI concepts (e.g. usability, interface design) is recommended.
Interactive activity 1
Designing the erorr-handling interaction of the smartphones' voice-based personal assistant. For this, participants will be guided to find examples of spoken utterances that are not handled properly by the search assistant (e.g. misunderstood voice input), and map these example to the components of the ASR system (language, acoustic, semantic). Once the root causes of these errors are identified, participants will engage in a short design activity, aimed at proposing design alternatives for handling such errors, in the form of redesigning the voice interaction (e.g. prompts) or as a complementary multimodal interface (speech + touch).
Interactive activity 2
Evaluating the quality of synthetic speech output. Synthesized speech (artificial voices) is an essential component in any mobile-based speech interface, yet the evaluation of such components is highly subjective. For this exercise, participants will first engage in a brief evaluation session, similar to that of the Blizzard challenges, in which several text-to-speech systems are ranked based on accuracy and naturalness. Following this, participants will be asked to identify shortcomings of the current evaluation methods, and then engage in a design exercise that will propose an alternate evaluation of synthetic speech output that better reflect the mobile user experience. No hardware will be required for this activity -the presenters' laptop will be used for the playback of the audio samples. 
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