We study Bayesian auctions and market design in the presence of distributed external information. An important medium that falls under this category is online display advertising, in which relevant contextual information is typically collected by many third party companies ("mediators") who are willing to disclose some of their private information in return to a compensation from the ad exchange for increasing the efficiency (revenue) of the system. We propose a new model for display advertising which captures this decentralized information environment, and study the problem of revenue maximization in this setup from both computational and strategic perspectives. We propose a fair mechanism for soliciting information from mediators, inspired by Shapley's value distribution, and provide a tight analysis on its price of anarchy and price of stability. In particular, we show that it is always beneficial for the auctioneer to run this mechanism, and that it always admits a pure Nash equilibrium as the natural bestresponse dynamics of mediators is guaranteed to converge to a stable market state. We then examine the problem from a pure computational point of view, supposing the auctioneer can control the signals reported by each of the m mediators and needs to select signals which will result in maximum revenue. We show this information-aggregation problem is unlikely to admit even an O(m ε )-approximation to the optimal revenue via a gap-preserving reduction from the Densest-k-Subgraph problem, and describe a 2-approximation for a natural special class of mediators.
Introduction
Over the past few years, online display advertising has become a very popular internet advertising model as it offers advertisers effective user targeting for their campaigns. In this model, a display ad is embedded into a web page, and the advertising opportunity (aka impression) is sold to a single client out of a potential set of advertisers. Historically, the selling procedure of impressions was through a standard (offline) bilateral negotiation, in a form of "reserved campaigns". A dramatic change in the landscape of digital media market was the recent development of Real-Time Bidding (RTB), which provides a platform for selling and buying online display advertising through a virtual marketplace ("ad network") -one ad impression at a time. Ad networks enable advertisers to perform marketing decisions and precise user targeting in an online fashion, by tailoring their bid on a per-impression basis, according to the relevance of the underlying user profile to the advertiser's designated market.
The parameters governing the "relevance" of an impression to a particular advertiser are called contexts [EDKW07] . Broadly speaking, a context is any piece of auxiliary information that may modify the interpretation or expected value of an impression. Contexts may be factual information or may be based on (noisy) inference (such as an estimated zip-code inferred from a user's IP address, user's "search intent" from search-history logs and recent activity, demographic data and so on). Information about the context of an impression may affect the competition among bidding advertisers, and hence, have a large impact on the revenue of the auctioneer, as shown by previous works (e.g., [GNS07, EDKW07] ) and in this paper itself.
But where does this information come from? In some display advertising platforms, it is the auctioneer's responsibility to collect this data (by analyzing the web page and the user) and then select an advertiser for each impression based on predefined targeting rules set by the advertisers [YWZ13] . A more advanced approach is to learn a model including various features of web pages, which could then be used to compute a relevance score for advertisers' targeting criteria [BFJR07, LCG + 06]. Both advertisers and ad networks still invest significant resources in such "behavior targeting", utilizing, e.g., the browsing history of a specific user to infer her interests and improve target matching (see, e.g., [YLW + 09]).
Nevertheless, the above approaches are now considered outdated as the resolution and quantity of available contextual information keeps scaling and collecting this data often requires technology and market-specific expertise beyond the capabilities of both advertisers and auctioneers. This reality gave rise to "third-party" companies who develop technologies for collecting data and online statistics used to infer the contexts of auctioned impressions (see, e.g., [MM12] and references therein). These companies typically offer to publish their own private information to the ad network in exchange for royalties or other compensations for increasing the revenue. This phenomena created a new distributed ecosystem in which many third-party players operate within the market aiming at maximizing their own utility, while significantly increasing the effectiveness of display advertising, as suggested by the following article recently published by Facebook:
"Many businesses today work with third parties such as Acxiom, Datalogix, and Epsilon to help manage and understand their marketing efforts. For example, an auto dealer may want to customize an offer to people who are likely to be in the market for a new car. The dealer also might want to send offers, like discounts for service, to customers that have purchased a car from them. To do this, the auto dealer works with a thirdparty company to identify and reach those customers with the right offer".
(www.facebook.com, "Advertising and our Third-Party Partners", April 10, 2013.) In this paper, we propose a formal model which captures the above reality. The basic setup is similar to the model suggested by Even Dar et al. [EDKW07] and Ghosh et al. [GNS07] , where an auctioneer is selling a (single) unknown impression, distributed according to some publicly known prior distribution, to a set of potential advertisers with publicly known valuations. The full information assumption is common in similar models (see, e.g., [GNS07] ), and can be justified by the following observation. An ad networks typically has reasonable estimates on the valuations of advertisers who bid frequently on an impression since the primary selling mechanism is a second price auction in which bidding the true value is a dominant strategy. Thus, the observed historical data can be used to recover their valuations. A similar reasoning applies to the assumption that both the auctioneer and the bidders share the common a priori knowledge about the distribution of the next impression to arrive in the system -these frequencies remain more or less fixed, at least within short time intervals.
Alas, previous works [GNS07, EDKW07] implicitly assume that the auctioneer (unlike advertisers) has perfect knowledge about the context underlying the auctioned impression, an assumption which is usually unrealistic, as discussed above. Our model includes an additional set of "mediators", who play the role of the third-parties we alluded to above. Each mediator has some private information about the context of the impression which is about to be sold, for example, whether the user associated with this impression is above or below the age of 30, her geographic location, or some rough idea about her browsing history pattern. Mediators can "signal" their information to the network, and this broadcasted information may lead to more or less aggressive bids by the advertisers, and hence, to a significant impact on the expected revenue of the auctioneer. This model is formalized below. We stress that unlike previous models, in our model the participating entities (bidders, auctioneer and mediators) may collectively know a lot about the underlying context, yet the information is decentralized, and none of them has perfect information individually. This case, where relevant information is dispersed among many selfish entities, is typically the reality of the problem.
We study the impact of mediators' signaling behavior on the revenue of the auctioneer, from both computational and strategic perspectives. We first consider the pure combinatorial optimization problem of finding the revenue-maximizing information signals, and show that the task of aggregating distributed information is computationally hard (even in an approximate sense). On the other hand, if the mediators' knowledge has some natural structure, then a good (constant) approximation is achievable. We then look at revenue maximization as a market-design problem and propose a mechanism incentivizing mediators to report useful information leading to increased revenue, by distributing part of the auctioneer's profit "fairly" among mediators -according to their contribution. Our findings are discussed in Section 1.2.
Model
Our model is a generalization of the one defined in [GNS07] . There is a ground set I = [n] of potential items (contexts) to be sold and a set B = [k] of bidders. The value of item j for bidder i is given as v ij . Following the above discussion, we assume the valuation matrix V = {v i,j } is publicly known. An auctioneer is selling a single random item j R , distributed according to some publicly known prior distribution µ over I, using a second price auction (a more detailed description of the auction follows). There is an additional set M = [m] of "third-party" mediators. Each mediator t ∈ M is equipped with a partition P t ∈ Ω(I) 1 . Intuitively, P t captures the extra information t has about the item which is about to be sold -she knows the set S ∈ P t to which the item j R belongs, but has no further knowledge about which item of S it is (except for the a priori distribution µ) -in other words, the distribution she has in mind is µ| S . For example, if P t partitions the items of I into pairs, then mediator t knows to which pair {j 1 , j 2 } ∈ P t the j R belongs, but she has no information whether it is j 1 or j 2 , and therefore, from her point of view, Pr[j R = j 1 ] = µ(j 1 )/µ({j 1 , j 2 }). Mediators can report ("signal") the information they own. We consider two models of signaling:
• The All or Nothing (AON) model. In this setting each mediator t may either reveal her full knowledge or remain silent (i.e., report P ′ t ∈ {P t , {I}}).
• The General model. In this setting each mediator t may report any super-partition P ′ t , which is obtained by merging partitions in her information set P t (in other words P t must be a refinement of P ′ t ). Formally, a mediator may report any partition P ′ t for which there exists a set Q ′ t ∈ Ω(P t ) such that P ′ t = {∪ S∈A S | A ∈ Q ′ t }. In particular, a mediator can always report {I}, in which case we say that he remains silent since he does not contribute any information.
The signals P ′ 1 , P ′ 2 , . . . , P ′ m reported by the mediators are broadcasted 2 to the bidders, inducing a combined partition P × m t=1 P ′ t = {∩ i∈B A i | A i ∈ P i }, which we call the joint partition. P splits the auction into separate "restricted" auctions. For each bundle S ∈ P, the item j R belongs to S with probability µ(S) = j∈S µ(j), in which case S is signaled to the bidders and a second-price auction is performed over µ| S . Notice that if the signaled bundle is S ⊆ I, then the (expected) value of bidder i for j R ∼ µ| S is v i,S = 1 µ(S) j∈S (µ(j) · v ij ), and the truthfulness of the second price auction implies that this will also be bidder i's bid for the restricted auction. The winner of the auction is the bidder with the maximum bid max i∈B v i,S , and he is charged the second highest valuation for that bundle max (2) i∈B v i,S . Therefore, the auctioneer's revenue with respect to P is the expectation (over S ∈ R P) of the price paid by the winning bidder:
The joint partition P signaled by the mediators can dramatically affect the revenue of the auctioneer. Consider, for example, the case where V is the 4 × 4 identity matrix, µ is the uniform distribution, and M consists of two mediators associated with the partitions P 1 = {{1, 2} , {3, 4}} and P 2 = {{1, 3} , {2, 4}}. If both mediators remain silent, the revenue is R({I}) = 1/4 (as this is the average value of all 4 bidders for a random item). However, observe that P 1 × P 2 = {{1}, {2}, {3}, {4}}, and the second highest value in every column of V is 0, thus, if both report their partitions, the revenue drops to R(P 1 × P 2 ) = 0. Finally, if mediator 1 reports P 1 , while meditor 2 keeps silent, the revenue increases from 1/4 to R(P 1 ) = 1/2, as the value of each pair of items is 1/2 for two different bidders (thus, the second highest price for each pair is 1/2). This example can be easily generalized to show that in general the intervention of mediators can increase the revenue by a factor of n/2 ! Indeed, the purpose of this paper is to understand how mediators' signals affect the revenue. The above model gives rise to two natural problems in this context: 1. (Computational) Suppose the auctioneer could control the signals reported by each mediator.
We study the computational complexity of the following problem. Given a k × n matrix V of valuations and mediators' partitions P 1 , P 2 , . . . , P m , what is the revenue maximizing joint partition P = P ′ 1 × . . . × P ′ m ? We call this problem the Distributed Signaling Problem, and denote it by DSP(n, k, m).
The problem studied in [GNS07] is equivalent to DSP restricted to the case where there is a single mediator (m = 1) who has perfect knowledge about the item sold and can report any desirable partition. 3 2. (Strategic) What if the auctioneer cannot control the signals reported by the mediators (as the reality of the problem usually entails)? Can the auctioneer introduce compensations that will incentivize mediators to report signals leading to increased revenue in the auction, when each mediator is acting selfishly?
2 By saying that a mediator reports P ′ t , we mean that he reports the bundle S ∈ P ′ t for which jR ∈ S. The reader may wonder why our model is a broadcast model, and does not allow the mediators to report their information to the auctioneer through private channels, in which case the ad network will be able to manipulate and publish whichever information that best serves its interest. The primary reason for the broadcast assumption is that the online advertising market is highly dynamic and mediators often "come and go", so implementing such "private contracts" is infeasible. The second reason is that real-time bidding environments cannot afford the latency incurred by such a two-phase procedure in which the auctioneer first collects the information, and then selectively publishes it. The auction process is usually treated as a "black box", and modifying it harms the modularity of the system.
3 In other words, P1 is the partition of I into singletons.
This is a mechanism design problem: with the aim of maximizing the auctioneer's revenue, we want to design a payment rule (i.e., a mechanism) for allocating (part of) the auctioneer's profit from the auction among the mediators, based on their reported signals and the auction's outcome. Section 1.2 summarizes our findings regarding the two above problems. Unless otherwise explicitly stated, our results apply both to the AON and the general models.
Our Results
Ghosh et al. [GNS07] show that computing the revenue-maximizing partition in their "perfectknowledge" setup is N P -hard, but present an efficient algorithm for computing a 1/2-approximation of the optimal partition. We show that when information is distributed, the problem becomes much harder. More specifically, we present a gap-preserving reduction from the well studied Densest kSubgraph problem to the AON model of DSP. This is the content of the following result.
Theorem 1.
1. An α ∈ [1, n] approximation for the AON model of DSP(poly(n), poly(n), n) induces an α · O(log 2 n) approximation for the k-Densest Subgraph problem (where n is the number of nodes in the graph).
Theorem 1.1 indicates that approximating the revenue-maximizing signal, even within an O(m ε ), O(n ε ) or O(k ε ) multiplicative factor, is unlikely as the state of the art algorithm for the k-Densest Subgraph problem has an approximation ratio of O(n 1/4+ε ) [BCC + 10], and it is widely believed that there is no polynomial time algorithm which obtains a sub-polynomial approximation for this problem [ABBG10, ABW10] . On the other hand, we observe that for a certain natural class of mediators (see definition in Section 6), there exists an efficient 1/2-approximation algorithm for DSP. Theorem 1.2. If mediators are local experts, there exists an efficient 1/2-approximation algorithm for the general model of DSP.
In the strategic setup, we design a fair (symmetric) payment rule S : (P ′ 1 , P ′ 2 , ..., P ′ m ) → R m + for incentivizing mediators to report useful information they own, and refrain from reporting information with negative impact on the revenue. This mechanism is inspired by the Shapley Value -it distributes part of the auctioneer's surplus among the mediators according to their expected relative marginal contribution to the revenue, when ordered randomly. We first show that this mechanism always admits a pure Nash equilibrium, a property we discovered to hold for arbitrary games where the value of the game is distributed among players according to Shapley's value function. Theorem 1.3. Let G m be an m-player non-cooperative game in which the payoff of each player is set according to the Shapley value 4 . Then G m admits a pure Nash equilibrium. Moreover, best response dynamics are guaranteed to converge to such an equilibrium. In particular, the mechanism S always admits a pure Nash equilibrium, and best response dynamics are guaranteed to converge to such an equilibrium.
We then turn to analyze the revenue-guarantees of our mechanism S. The first theorem shows that using the mechanism S will never decrease the revenue of the auctioneer compared to the initial state (i.e., when all mediators are silent).
The next two theorems provide tight bounds on the price of anarchy and price of stability of S. 5
Theorem 1.5. The price of anarchy of S under any instance DSP(n, k, m) is at most min{k−1, n}.
Theorem 1.6. For any even n ≥ 4, there is a DSP(n, n, 2) instance for which the price of stability of S is at least (n − 3)/4 = Ω(n).
Interestingly, an adaptation of Shapley's uniqueness theorem [Sha53] to our non-cooperative setting asserts that the price of anarchy of our mechanism is inevitable if one insists on a few natural requirements -essentially fairness and efficiency 6 of the payment rule -and assuming the auctioneer alone can introduce payments. We discuss this further in Section 5.
Related Work
The formal study of internet auctions with contexts was introduced by [EDKW07] where the authors studied the impact of contexts in the related Sponsored Search model, and showed that bundling contexts may have a significant impact on the revenue of the auctioneer. The subsequent work of Ghosh et. al. [GNS07] considered the computational algorithmic problem of computing the revenue maximizing partition of items into bundles, under a second price auction in the full information setting. Unlike our distributed setup, their model is centralized, in the sense that the auctioneer has full control over the bundling process (which in our terms corresponds to having a single mediator with a perfect knowledge about the item sold).
Recently, Emek et al.
[EFG + 12] studied signaling (which generalizes bundling) in the context of display advertising. They explore the computational complexity of computing a signaling scheme that maximizes the auctioneer's revenue in a Bayesian setting. Yet, again, their setting is centralized in the sense that the auctioneer has perfect information about the sold item and can publish the information in any desirable way to serve his interest.
Our work crucially departs from the aforementioned literature by stipulating a distributed information environment. This distributed setup naturally gives rise to strategic questions, which do not exist when information is assumed to be centralized. We hope and believe our work will serve as a first step in the algorithmic and strategic study of Bayesian auctions in this more realistic setup.
Preliminaries
Throughout the paper we use capital letters for sets and calligraphic letters for set families. For example, the partition P t representing the knowledge of mediator t is a set of sets, and therefore, should indeed be calligraphic according to this notation. Most of the proofs in this paper assume the probability distribution µ over the items is uniform. For instances endowed with rational distributions, this assumption is without loss of generality due to the following reduction.
Reduction 1. Given a DSP(n, k, m) instance with a probability distribution µ assigning a rational probability to every item j ∈ I, it is possible to create a new DSP(ñ, k, m) instance with the following properties:
• The probability distributionμ of the new instance is uniform.
• There exists a one-to-one function σ from Ω(I) to Ω([ñ]) such that:
t is a valid strategy of mediator t under the new instance if and only if there exists a valid strategy P ′ t for mediator t under the old instance such that σ(
Proof. Let d be the common denominator of µ(j) for every j ∈ I (i.e., for every item
is an integer). Intuitively, we construct the new instance by splitting every item j ∈ I into d · µ(j) identical copies. Following is a formal construction. Letñ = dn, and let {Ĩ j } j∈I be a partition of [ñ] where
, where j is the single item of I for whichj ∈Ĩ j . The function σ is defined as following:
and the partition of mediator t ∈ M under the new model isP t = σ(P t ). It can be easily checked that a partitionP t is a refinement ofP ′ t if and only if there exists a partition P ′ t for which P t is a refinement and σ(P ′ t ) =P ′ t . Next, fix a strategy profile
One exception where the uniformity assumption cannot be made without loss of generality is Section 5 which analyses the efficiency of our proposed mechanism − the reason is that our results in this section depend on the support size of the distribution, and Reduction 1 prohibitively blows up the support. In order to avoid this degradation, Section 5 deals with the original distribution directly.
For a strategy profile P ′ = P ′ 1 , P ′ 2 , . . . , P ′ m , and subset J ∈ [m] of mediators, we write P ′ J to denote × t∈J P ′ t . Similarly, we write (P t , P ′ −t ) to denote the joint strategy of players when mediator t reportsP t and the rest follow the strategy profile P ′ . A mechanism M is a tuple of payment functions (Π 1 , Π 2 , . . . , Π m ) determining the compensation of every mediator given a strategy profile (i.e., Π t :
. Every mechanism M induces the following game between mediators.
Definition 2.1 (DSP game). Given a mechanism M = (Π 1 , Π 2 , . . . , Π m ) and a DSP(n, k, m) instance, the DSP M (n, k, m) game is defined as follows. Every mediator t ∈ M is a player whose strategy space consists of all partitions P ′ t for which P t is a refinement (in the AON model, P ′ t ∈ {P t , {I}}). Given a strategy profile P ′ 1 , P ′ 2 , . . . , P ′ m , the payoff of mediator t is Π t (P ′ 1 , P ′ 2 , . . . , P ′ m ). We also make an occasional use of the following graph.
Definition 2.2 (Improvement Graph). The improvement graph of an m-player non-cooperative game G m (such as DSP M (n, k, m)) is a directed graph G whose vertices are all possible strategy profiles, and there is an edge from a strategy profile (S 1 , S 2 , . . . , S m ) to a strategy profile
if and only if one can get from (S 1 , S 2 , . . . , S m ) to (S ′ 1 , S ′ 2 , . . . , S ′ m ) via a single best response deviation of some player.
Given a DSP instance and a set S ⊆ I, we use the shorthand v(S) := max (2) i∈B (v i,S ) to denote the second highest bid in the restricted auction µ| S . Using this notation, the expected revenue of the auctioneer under the (joint) partition P of the mediators can be written as
For a DSP M game, let E(M) denote the set of Nash equilibrium of this game and let P * be a maximum revenue strategy profile. The Price of Anarchy and Price of Stability of DSP M are defined as:
, and P oS := max
respectively. Notice that our definition of the price of anarchy and price of stability differs from the standard one in that it measures revenue instead of social welfare.
Our Mechanism -The Shapley Mechanism
In this section we describe a mechanism S which determines the payments to the mediators as a function of the reported signals. Our mechanism aims to incentivize mediators to report useful information, with the hope that global efficiency emerges despite selfish behavior of each mediator.
In the remainder of the paper, so long as we stick to the strategic setting, we study the game DSP S . We now turn to describe S. Suppose the mediators report partitions P ′ 1 , P ′ 2 , . . . , P ′ m . The mechanism S we propose distributes the surplus (revenue increase) of the auctioneer among the mediators according to their Shapley value: it pays each mediator his expected marginal contribution to the auctioneer's revenue according to a uniformly random ordering of the m mediators. Formally, the (expected) payoff for mediator t is
which can alternatively be written as
where
is the probability that the mediators J \ {t} appear before mediator t, when the mediators are ordered according to a uniformly random permutation σ ∈ R S m . We use both definitions interchangeably, as each one is more convenient in some cases than the other.
Clearly, the mechanism S is fair (symmetric). The main feature of the Shapley mechanism is that it is efficient. In other words, the sum of the payoffs is exactly equal to the total surplus (in our case, the revenue of the auctioneer compared to the initial state):
Proposition 3.1 (Efficiency property). For any strategy profile
Proof. Recall that the payoff of mediator t is:
.
Summing over all mediators, we get:
According to Proposition 3.1, the auctioneer distributes the entire surplus among the mediators, which seems to defeat the purpose of the mechanism. However, in the target application she can scale the revenue by a factor γ ∈ (0, 1] and only distribute the corresponding fraction of the surplus. As all of our results are invariant under scaling, this trick can be applied in a black box fashion. Thus, we henceforth assume without loss of generality that γ = 1. Proposition 3.1 implies the following theorem.
A mediator always has the option of being silent, which will result in a zero payoff for him. Thus, the payoff of a mediator in a Nash equilibrium can never be negative (in expectation). Hence, by Proposition 3.1:
Before concluding this section, two remarks are in order:
1. We assume mediators never report a signal which is inconsistent with the true identity of j R . The main justification for this assumption is that the mediators' signals must be consistent with one another (as they refer to a single element j R ). Thus, given that sufficiently many mediators are honest, "cheaters" can be easily detected.
2. The reader may wonder why the auctioneer cannot impose on the mediators any desired outcome × t∈M P ′ t by offering mediator t a negligible payment if he signals P ′ t , and no payment otherwise. However, implementing such a mechanism will require the auctioneer to know the information sets Ω(P t ) of each mediator in advance. In contrast, our mechanism requires access only to the outputs of the mediators.
Existence of Pure Equilibrium
In this section we prove Theorem 1.3.
Proof. Let G be the improvement graph of G n . We will prove that G is acyclic, which in turn implies all the conclusions of the theorem. To this end, suppose towards contradiction that G contains a cycle C. Consider an edge (S, S ′ ) ∈ C, and let i be the player that deviates in this edge (i.e.,
, which is equivalent to:
. Since i ∈ J, we get S ′ J = S J . Plugging this observation into (3), and rearranging, we get:
For J ⊆ [m] \ {i}, we trivially get: R(S ′ J ) = R(S J ), and therefore, (4) can be replaced by:
(notice that for every i ∈ J, α J\{i} = β J ). Since (5) is true for any edge (S, S ′ ) ∈ C, summing (5) over all edges and interchanging the order of summation implies:
On the other hand, the in-degree and out-degree of every node in a directed cycle must be equal, and therefore, for every fixed subset J ⊆ [n], we get:
Notice that the number of times a term R(S J ) appears in the above sum with a positive coefficient is exactly the in-degree of S in C, and the number of times it appears with a negative coefficient is exactly the out-degree of S in C. Plugging (7) into (6) leads to an immediate contradiction. Therefore, G must be acyclic, which concludes the proof.
The Price of Anarchy of the Shapley Mechanism
In this section we show a lower bound on the PoS of a DSP S (n, n, 2). Naturally, this lower bound applies also to the PoA of this game. We also show that this lower bound is almost tight both in terms of the number of elements and the number of bidders, even for the PoA. Let us begin with the following theorem. Theorem 1.6. For any even n ≥ 4, there exists a DSP S (n, n, 2) game whose price of stability is at least (n − 3)/4 = Ω(n).
Remark:
The above statement of Theorem 1.6 uses a somewhat different notation than its original statement in Section 1.2, but both statements are equivalent.
Proof. Fix a even n ≥ 4, and let ε = 2/(n − 3). Notice that this choice of ε implies ε > 2(1 + ε)/n and ε < 1. Consider the following instance of DSP S (n, n, 2). The n × n matrix V is defined as following:
The distribution µ is uniform and the partitions of the two mediators of the instance are P 1 = n/2 j=1 {{2j − 1, 2j}} and P 2 = n/2 j=1 {{2j, (2j mod n) + 1}}. Notice that both partitions split the items of I into pairs, but each partition has an offset compared to the other. See Figure 1 for an illustration of the above construction. Consider the strategy profile where a single mediator (e.g., the first one) reports his entire partition P 1 (i.e., the pair {j, j + 1} which he observes), and the other mediator remains silent. The expected revenue from this joint strategy is
since the second highest bid in every one of the n/2 pairs is 1/2. Therefore, OPT ≥ 1/2 (it is not hard to see that this is the best possible, i.e., that OPT = 1/2). However, we claim that the unique equilibrium of this game is that in which both mediators report their entire partitions P 1 and P 2 . Before we present the formal proof, let use give some intuition for why reporting the entire partitions is dominant, at least in the AON model. If mediator 1 reports his entire partition and "goes first" (which happens with probability 1/2), the revenue increases from (1 + ε)/n to 1/2 (since the latter partitions the items into pairs, and the second highest value among two consecutive columns in V is 1/2). If mediator 1 "goes second", and mediator 2 follows the same strategy, then the joint partition P 1 × P 2 partition each item into a singletons, and so the revenue decreases from 1/2 to ε (as the second highest price in each column of V is ε). Since 1/2 − (1 + ε)/n > 1/2 − ε/2 > 1/2 − ε, mediator 1 prefers this strategy over remaining silent.
The above argument can be easily made into a formal proof for the theorem in the AON model. However, proving the theorem for the general model is complicated by the fact that the mediators may use "intermediate" strategies which reveal only part of their information, but not all of it. To better understand the subtlety of the proof, consider the following natural extension of the theorem we want to prove: given two possible strategies P ′ 1 , P ′′ 1 for player 1 such that P ′ 1 is a refinement of P ′′ 2 , then P ′ 1 strictly dominates P ′′ 1 . Unfortunately, this extended theorem is simply not true, as can be verified, e.g., by considering the game for n = 8 with P ′ 1 = {{3, 4}, {1, 2, 5, 6, 7, 8}} and P ′′ 1 = {{1, 2, 3, 4, 5, 6, 7, 8}} in the case when the strategy of player 2 is P ′ 2 = {{2, 3}, {4, 5}, {1, 6, 7, 8}}. Let us now begin the formal proof that (P 1 , P 2 ) is the sole Nash equilibrium of the game described above. The following definition will be central to our analysis.
Definition 5.1 (continuous partition). Given a set S in a partition P, let C(S) be the set of maximal cyclically continues ranges in S. More formally, for 0 ≤ a, b < n the set R(a, b) = {(a + j) mod n + 1 | 0 ≤ j ≤ b} of indexes belongs to C(S) if:
• R(a, b) ⊆ S.
• Either b = n − 1 or R(a, b + 1) ∈ S and R((a − 1) mod n, b + 1) ∈ S.
A set S is called continuous if |C(S)| = 1. A partition P is called continuous if every set within it is continuous.
Claim 5.2. In our DSP S (n, n, 2) instance, every non-continuous strategy is strictly dominated by a continuous one.
Proof. We prove the statement for mediator 1. Since the players' information sets are symmetric, an analogues argument follows for mediator 2. Let P ′ 1 ⊆ P 1 be a non-continuous strategy for player 1. Let N = {S ∈ P ′ 1 | S is not continuous} be the collection of sets in P ′ 1 that are non-continuous. We suggest the following strategy for mediator 1:
In the rest of the proof, we show that for every strategy P ′ 2 ⊆ P 2 of player 2,
By the way the DSP S (n, n, 2) instance was constructed, if S ′ and S ′′ are two disjoint sets such that no element of S is adjacent to an element of S ′ (according to their order in V ), then
Let us lower bound the two terms on the right hand side of (9):
where the last inequality is strict because N = ∅ and |C(S)| > 1 for every S ∈ N . Similarly, for the second term on the right hand side of (9), we get:
Plugging both the last inequalities into (9) completes the proof of the claim.
Claim 5.3. In our DSP S (n, n, 2) instance, given a strategy profile (P ′ 1 , P ′ 2 ), where both P ′ 1 and P ′ 2 are continuous. If P ′ t = P t , then it is strictly beneficial for mediator t to deviate to strategy P t .
Proof. We prove the statement for mediator 1. Since players information sets are symmetric, an anlogues argument follows for mediator 2. We also assume |P ′ 1 |, |P ′ 2 | > 1. The cases where |P ′ 1 | = 1 and/or |P ′ 2 | = 1 will be dealt separately latter. By definition,
Let us lower bounds the terms on the right hand side of (10).
Given a set S ∈ P ′ 2 , let e(S,
Intuitively, e(S, P ′ 1 ) is the number of endpoints of S that are left as singletons in P ′ 1 × P ′ 2 . Notice that e(S, P ′ 1 ) ∈ {0, 1, 2}. Let us look at a set S ∈ P ′ 2 , and observe what becomes of it in P ′ 1 × P ′ 2 . Notice that either S ∈ P ′ 1 × P ′ 2 , or S is split into multiple sets in S ∈ P ′ 1 × P ′ 2 , two of which contain the end elements of S, and are of odd size. The other sets resulting from S are of even size, and therefore, are not singletons. The same observation also holds for P 1 × P ′ 2 , but here the odd sets must be singletons, and the even sets are of size exactly 2. Finally, observe that
This is true since the (cyclically) leftmost element of every set in P ′ 1 × P ′ 2 must be the leftmost element of exactly one set in P ′ 1 or P ′ 2 , and vice versa. Using these observations, we get:
Plugging the last two inequalities into (10) gives:
Notice that S∈P ′ 2 e(s, P ′ 1 ) is the number of singletons in P ′ 1 × P ′ 2 . The other sets in P ′ 1 × P ′ 2 must be of size at least 2. Moreover, the number of sets of size at most 2 in P ′ 1 × P ′ 2 is upper bounded by |P ′ 2 | + |P 1 ∩ P ′ 1 | (each set of size 2 in P ′ 1 × P ′ 2 originates from a set of either P ′ 2 or P 1 ∩ P ′ 1 included in a set of the other partition, and every set of size of odd size originates from a pair of overlapping sets). Thus,
Plugging the last inequality into the previous one gives:
Notice that for a set of P 1 ∩ P ′ 1 to not be included in any set of P ′ 2 , it must be on the border between two sets of P ′ 2 . Therefore, the number of such sets is at most |P 2 |. Therefore,
Plugging this into the previous inequality gives:
and the right hand side of the last inequality must be strictly positive because if P ′ 1 ⊆ P 1 , then P ′ 1 = P 1 because they are both partitions of I, which contradicts the conditions of the lemma. This completes the proof of the first case.
Next, consider the case where |P ′ 2 | = 1. In this case,
We clearly have R P 1 = 1/2. Let a and b denote the number of sets in R P ′ 1 of sizes 2 and larger than 2, respectively. Clearly, 2a + 4b ≤ n. Therefore,
where the inequality holds since ε < 1 and b ≥ 1. Plugging the last two observations into (11) completes the proofs of the case. Finally, consider the case where |P ′ 1 | = 1 but |P ′ 2 | > 1. In this case:
Again R P 1 = 1/2, and it can be easily checked that R P 1 = (1 + ε)/n. Let us lower bound the second term of (12).
Plugging all the above inequalities into (12), we get:
where the inequality follows from the definition of ε. This completes the proof of the last case.
Note that Claims 5.2 and 5.3 imply together that (P 1 , P 2 ) is the only Nash equilibrium of our DSP S (n, n, 2) instance. Under this equilibrium the auctioneer's revenue is only ε, since P 1 P 2 = {{j}} n j=1 , and the second highest bid in each column j of V is ε. As the equilibrium is unique, (8) implies that:
The rest of this section shows that Theorem 1.6 is asymptotically tight both in terms of the number of items and in terms of the number of bidders (notice that the hard example used in Theorem 1.6 has n bidders and n items). The proofs in this section assume a general probability distribution since the reduction to the uniform distribution (Reduction 1) alters the number of items. The next two theorems prove together Theorem 1.5.
Theorem 5.4. In any instance of the DSP S (n, k, m) game, the price of anarchy is at most n.
Proof. Let P ′ = (P ′ 1 , P ′ 2 , . . . , P ′ m ) be an arbitrary strategy profile of the instance in question. The revenue of P ′ is:
where the last inequality holds since for every set S, R({I}) = v(I) ≥ v(S) · µ(S). The theorem now follows from Theorem 1.4 since P ′ might be the optimal strategy profile.
One can note an interesting relation between the two proofs of the two last theorems. The choice of ε is the proof of Theorem 1.6 is the minimal necessary (up to a factor of a bit more than 2) for making the revenue of the configuration where both mediator report all their information larger than the revenue of the silent configuration. The proof of Theorem 5.4 explains why that must be the case in order for the first configuration to be a Nash equilibrium.
Theorem 5.5. In any instance of the DSP S (n, k, m) game, the price of anarchy is at most k − 1.
For every i ∈ B, let Σ i = j∈I µ(j) · v ij . It is easy to see that v(I) = max
i∈B Σ i (in other words, the second highest Σ i value is v(I)). Let i * ∈ B be the index maximizing Σ i * (breaking ties arbitrary). Consider a set S ∈ × m t=1 P ′ t . The elements of S contribute at least max (2) i∈B j∈S µ(j)·v i,j to at least two of the values: Σ 1 , . . . , Σ n . Thus, they contribute at least the same quantity to the sum i∈B\{i * } Σ i . In other words, at least one of the values {Σ i } i∈B\{i * } must be at least:
By definition Σ i * must also be at least that large, and therefore, v(I) ≥ R(× m t=1 P ′ t )/(k − 1). The theorem now follows from Theorem 1.4 since P ′ might be the optimal strategy profile.
The price of anarchy of S is inevitable
Theorem 1.6 asserts that the revenue of the best equilibrium can be about n times worse than the optimal revenue. This discouraging result raises the question of whether alternative payment rules can improve the revenue guarantees of the auctioneer. Unfortunately, Shapley's uniqueness theorem answers this question negatively, assuming one requires the mechanism to have some natural properties.
Let F n denote a family of n-player games where each player i has the same finite set S i of possible strategies in all the games. Each game in the family is determined by an arbitrary value function v : S 1 × S 2 × . . . × S n → R, and each possible such value function induces a game in F n . A mechanism M = (Π 1 , Π 2 , . . . , Π n ) is a set of payments rules. In other words, if the players choose strategies P 1 ∈ S 1 , P 2 ∈ S 2 , . . . , P n ∈ S n , then the payment of player i under mechanism M is Π i (v, P 1 , P 2 , . . . , P n ). 7 Let P denote the strategy profile (P 1 , P 2 , . . . , P n ).
Theorem 5.6 (Uniqueness of Shapley Mechanism, cf. [Sha53] ). Let F n be a family of games as described above. Then, the only mechanism satisfying the following axioms:
1. (Normalization) Each player has a distinct null action ∅ i ∈ S i , such that Π i (P) = 0 whenever
2. (Additivity) If G n , H n ∈ F n are two games with value functions v g and v h , then
3. (Fairness) If G n ∈ F n is a game with a strategy profile P * such that v(P) = v(∅) for every strategy profile P = P * , then for every strategy profile P ′ and player i:
is the Shapley value mechanism defined as follows. For a permutation σ ∈ S n , let P(σ, t) denote the strategy profile in which player i plays P i if σ(i) ≤ t and ∅ i otherwise. Then,
The "Fairness" assumption might look a bit intimidating, however, it describes a very intuitive idea. All it is saying is that, assuming there is only one strategy profile P * which produces a value other than v(∅), then when P * is played, the mechanism is required to equally distribute the surplus v(P * ) − v(∅) among the participants playing a non-null strategy in P * .
We note that this theorem was originally proved in a cooperative setting (where players may either join a coalition or not), under slightly different assumptions. The "fairness" assumption of Theorem 5.6 replaces the somewhat different fairness assumption of the original theorem as well as the efficiency assumption, and is sufficient for the uniqueness proof to go through in a non-cooperative setup such as the DSP game.
The Computational Problem
In this section we depart from the strategic setup, and consider DSP from a pure combinatorial optimization point of view. In other words, we assume the auctioneer can control the partition produced by each mediator. The objective of the auctioneer is then to choose a set of allowed partitions P ′ 1 , P ′ 2 , . . . , P ′ m whose combination yields as high a revenue as possible.
Theorem 6.1. DSP is NP-Hard both in the general and AON models.
Proof. The NP-hardness of the general model follows from the NP-hardness result of [GNS07] , by observing that the special case of a single mediator with perfect knowledge (P 1 = {{j} | j ∈ I}) is equivalent to the model of [GNS07] . The NP-hardness of the AON model is implied by Theorem 1.1, which we prove later in this section. As a warm up, we give here a simpler direct proof of this NP-hardness. Our proof consists of a reduction from SAT to DSP (in the AON model). Consider a CNF formula ψ with n variables X and m clauses C. We represent every clause C ∈ C as a set of pairs (x, v) where x ∈ X is a variable that appears in C, and v ∈ {0, 1} is the truth value of x that satisfied C.
Let us construct an instance of DSP with m + 4n + 1 (equal probability) items, 2m + 4n + 2 bidders and 2n mediators. Following is the formal description of the instance.
• Items. Each clause C ∈ C is associated with an item j C , each variable x ∈ X is associated with 4 items j x,1 , . . . , j x,4 . In addition there is one additional item j D .
• Bidders. Every clause C ∈ C is associated with two bidders i C,1 , i C,2 , both of which have a value of 1 for j C and a value of 0 to every other item. Similarly, the item j D is also associated with two bidders i D,1 , i D,2 who have a value of 1 for j D and a value of 0 for every other item. Finally every item of the form j x,ℓ is associated with a single bidder i x,ℓ who has a value of 1 for j x,ℓ and a value of 0 for every other item.
• Mediators. There is one mediator t x,v for every pair (x, v) ∈ X × {0, 1}. The partition P tx,v is defined as following:
where R x,v is a set which contains all the items which do not appear in any other part of P tx,v . Informally, P tx,v does the following: it isolates j C for every clause C ∈ C that is satisfied by setting x = v, and splits the items j x,1 , . . . , j x,4 into two pairs (the way in which these items are split into pairs depends on v).
Consider the case where ψ has a satisfying assignment φ. Let us consider what happens when a mediator t x,v speaks if and only if φ(x) = v. Since φ is a satisfying assignment, × x∈X P t x,φ(x) isolates j C for every clause C ∈ C and j D . Also, the four items j x,1 , . . . , j x,4 are split by × x∈X P t x,φ(x) into two pairs for every variable x ∈ X. It is easy to see that such a partition yields a revenue of (m + 2n + 1)/L under the valuations defined above, where L = m + 4n + 1 is the number of items.
To complete the reduction, we need to prove that if ψ does not have a satisfying assignment, then the revenue resulting from a partition × t∈M ′ P t is always smaller than (m + 2n + 1)/L for any subset Let us consider the parts of × t∈M ′ P t .
• Every variable x ∈ A 1 corresponds to a partition of j x,1 , . . . , j x,4 into 2 pairs which contribute 2/L to the revenue together.
• Every variable x ∈ A 2 corresponds to a partition of j x,1 , . . . , j x,4 into 4 isolated items which contribute 0 to the revenue.
• For some clauses C ∈ C, the item j C is isolated, and contributes 1 to the revenue.
• All the remaining items form a single part whose revenue is 1/L.
Since |C| ≤ m, the above analysis of × t∈M ′ P t shows that: R(× t∈M ′ P t ) ≤ (m + 1 + 2|A 1 |)/L. This completes the proof for the case where |A 1 | < n. Thus, we can safely assume from now on that |A 1 | = n. Since |A 1 | = n, the set M ′ induces an assignment φ (formally, φ(x) = v if and only if (x, v) ∈ M ′ ). Let S ⊆ C be the set of clauses of ψ satisfied by φ. Since we assumed that ψ does not have a satisfying assignment, |S| < m. Let us consider the parts of × t∈M ′ P t .
• Every variable x ∈ X corresponds to a partition of j x,1 , . . . , j x,4 into 2 pairs which contribute 2/L to the revenue together.
• For a satisfied clause C ∈ S, the item j C is isolated, and contributes 1/L to the revenue.
Thus, R(× t∈M ′ P t ) = (|S| + 2n + 1)/L < (m + 2n + 1)/L, which completes the proof. Theorem 1.1 strengthens Theorem 6.1 by showing that any approximation algorithm for DSP in the AON model will induce a similar approximation also for the well known k-Densest Subgraph problem. Following is the formal description of the theorem as it appears in Section 1.2. Theorem 1.1. An α ∈ [1, n] approximation for the AON model of DSP(poly(n), poly(n), n) induces an α · O(log 2 n) approximation for the k-Densest Subgraph problem (where n is the number of nodes in the graph).
Before proving the theorem, let us explain the intuitive ideas behind it. Given an instance of k-Desnset Subgraph, the proof constructs three types of DSP instances (all of which use the AON model). The mediators in all the instances constructed correspond to the nodes of the k-Densest Subgraph instance. The first instance is a gadget (called G 1 ) which has the following properties:
• If k third parties report their partitions then the gadget has a large revenue.
• If many more than k third parties report their partitions (more by a logarithmic factor), then the gadget has a much lower revenue.
The other instances constructed by the proof are formed by combining multiple copies of G 1 , and the above properties guarantee that any configuration for these instances in which many more than k third parties report their partitions will be far from optimal. The second type of instances constructed by the proof is an instance G 2,e for every edge e = uv of the k-Densest Subgraph instance. G 2,e is composed of a large matrix of G 1 gadgets which are connected in such a way that unless they are separated, their revenue diminishes (i.e., if c copies of G 1 remain connected, then they contribute together the same revenue as a single G 1 gadgets). Only two mediators, u and v, can separate the G 1 gadgets of G 2,e . When u reports his partition it separates the rows of the matrix, and when v reports her partition it separates the columns of the matrix. Thus, the only case in which G 2,e has a significant revenue is when:
• Both u and v report their partitions.
• Not many more than k mediators report their partitions.
The last AON instance constructed by the proof is G 3 which is simply the union of all the G 2,e instances. G 3 has the following properties:
• Any configuration in which many more than k mediators report their partitions has a very small revenue.
• Any other configuration has a revenue proportional to the number of edges connecting mediators who report their partitions.
Thus, a good approximation for G 3 induces a subgraph with many edges and not many more than k nodes. Picking at random k nodes from this subgraph produces a feasible solution for k-Densest Subgraph without decreasing the number of edges by too much (in expectation). The formal proof of Theorem 1.1 begins with the following lemma.
Lemma 6.2. Given two large enough integers k ≤ n, one can construct (in polynomial time in n) a randomized DSP(poly(n), poly(n), n) instance G 1 of the AON model that with high probability has the following properties:
• For every set T of k mediators: R(× t∈T P t ) ≥ 0.1 · n 5 . • For every set T of at least 3k · ln n mediators: R(× t∈T P t ) ≤ 5n 2 .
• Every item has a value of 2n 5 to exactly one bidder, and a value of 0 for the other bidders.
• For every set T of mediators, if × t∈T P t isolates an element j, then at least for one mediator t ∈ T , P t isolates j.
Proof. The instance G 1 we construct contains 2n 5 equal probability items, 2n 5 bidders and n mediators. Bidder i has a value of 2n 5 for item i, and a value of 0 for every other item (the valuations matrix of G 1 is depicted as Figure 2 ). The partition P t of every mediator t is determined by a set I t ⊆ {1, 2, . . . , n 5 } as following. For every number ℓ ∈ I t , P t has two parts isolating items 2ℓ − 1 and 2ℓ, and for every number ℓ ∈ I t , P t has one part containing both 2ℓ − 1 and 2ℓ. More formally,
Observe that if no third party reports her partition, then the revenue of G 1 is 1. Otherwise, if a non-empty set T of third parties report their partitions, then 2 t∈T I t items become isolated, while the rest of the items are paired (recall that G 1 is an instance of the AON model). An isolated item has a zero contribution to the revenue (as the second highest price in every column of Figure 2 is 0), while a pair of item is selected with probability 2/(2n 5 ) = n −5 and has an expected value of 2n 5 /2 = n 5 for two bidders. Thus, each pair contributes exactly 1 to the revenue. Since the number of pairs in × t∈T P t is n 5 − t∈T I t , we get R(× t∈T P t ) = n 5 − t∈T I t . We shall prove that it is possible to randomly choose sets I t that with high probability will obey the following properties.
• For every set T of k mediators: n 5 − t∈T I t ≥ 0.1 · n 5 .
• For every set T of at least 3k · ln n mediators: n 5 − t∈T I t ≤ 5n 2 .
Observe that the lemma follows immediately from the above properties and the discussion before them. Let I t be a random subset containing every element of {1, 2, . . . , n 5 } with probability 1/k, independently. Fix a set T of k mediators, and let I T = t∈T I t . An item of {1, 2, . . . , n 5 } does not belong to I T with probability:
where the last inequality holds for large enough k. Thus, the expected size of t∈T I t is at most (1 − e −1 /2) · n 5 ≤ 0.82 · n 5 . Since items are selected into I T independently, we get, by the Chernoff bound, that:
5 ≤ e − (0.9/0.82−1) 2 ·0.9n 5 3 < e −2·10 −3 ·n 5 .
Using the union bound, we get that the probability that there exists a set T of k third parties for which t∈T I t ≥ 0.9n 5 is at most:
where the last inequality holds for large enough n. Next, fix a set T of 3k · ln n or more third parties. An item of {1, 2, . . . , n 5 } does not belong to I T with probability:
Thus, the expected size of n 5 − t∈T I t is at most (1/n 3 ) · n 5 = n 2 . Applying the Chernoff bound again we get:
By the union bound, the probability that there exists a set T of 3k log n or more third parties for which n 5 − t∈T I t ≥ 5n 2 is at most:
Applying the union bound once more, we get that G 1 has both the above properties with high probability, which completes the proof of the lemma.
The next step is to combine G 1 instances into larger constructs.
Lemma 6.3. Given two large enough integers k ≤ n and two additional integers 1 ≤ u, v ≤ n, one can construct (in polynomial time in n) a randomized DSP(poly(n), poly(n), n) instance G 2,u,v of the AON model that with high probability has the following properties:
• For every set T of mediators: R(× t∈T P t ) ≤ n 5 .
• For every set T of k mediators containing u and v 8 : R(× t∈T P t ) ≥ 0.1 · n 5 .
• For every set T of mediators such that |T | ≥ 3k · ln n, u ∈ T or v ∈ T : R(× t∈T P t ) ≤ 5n 2 .
• All items in G 2,u,v have equal probability, and their number is independent of u and v.
Proof. Assume we have an instance of G 1 obeying all the properties guaranteed by Lemma 6.2. G 2,u,v consists of n 6 copies of G 1 indexed as G a,b
1 where 1 ≤ a, b ≤ n 3 . The items and bidders of the different copies are disjoint, but the copies share the same set of n mediators. For every mediator t, let P 1,t be its partition in G 1 . Then, its partition P t in G 2,u,v is defined as following:
• For every item j of G 1 which is isolated by P 1,t , the partition P t isolates all the copies of j.
• If I ′ is a non-singleton set of items in P t , then:
-If t = u and t = v, then all the copies of the elements of I ′ form a single set in P t .
-if t = u, then the copies of the elements of I ′ form n sets in P t : one set for the copies belonging to the gadgets {G a,b
1 | 1 ≤ a ≤ n 3 } for every 1 ≤ b ≤ n 3 . -if t = v, then the copies of the elements of I ′ form n sets in P t : one set for the copies belonging to the gadgets {G a,b Figure 3 : The construction of G 2,u,v . Mediator u "separates" the columns and mediator v "separates" the rows.
See Figure 3 for a visual presentation of the construction of G 2,u,v . Let us now analyze G 2,u,v . First, let us explain why the revenue is always upper bounded by n 5 . By Lemma 6.2, every item has a positive value only for a single bidder. Thus, isolated items contributes 0 revenue. On the other hand, v i,S ≤ n 5 for every bidder i and set S of size larger than 2 since every item has a value of 2n 5 only to a single bidder, and a value of 0 for the other bidders. Thus, the revenue is always a convex combination of values that are at most n 5 . To prove the rest of the lemma, we need to consider a few cases.
• Let T be a set of mediators that does not contain either u or v. Consider a set S of the joint partition × t∈T P t . If |S| = 1, then v i,S = 0 for every bidder i ∈ B but one. On the other hand, if |S| > 1, then, by the construction of G 2,u,v , |S| ≥ 2n 3 , and therefore, v i,S ≤ 2n 5 /|S| ≤ n 2 for every bidder i ∈ B. Thus, the revenue is a convex combination of values that are at most n 2 .
• Let T be a set of k mediators including u and v. Since u, v ∈ T , the joint partition × t∈T P t is composed of n 6 copies of × t∈T P 1,t . In other words, every set of × t∈T P 1,t appears in n 6 independent copies in × t∈T P t , one copy for every G a,b
1 . Thus, R(× t∈T P t ) = R(× t∈T P 1,t ) ≥ 0.1 · n 5 .
• Let T be a set of at least 3k · ln n mediators. Notice that one can get the joint partition × t∈T P 1,t using the following process. Start with a partition containing n 6 independent copies of every set of × t∈T P 1,t , one copy for every G a,b
1 , and then unite some non-singleton sets in the partition. Let us understand the effect of these union operations. For every pair of non-singleton sets S 1 , S 2 , µ(S 1 ) · max (2) i∈B v i,S 1 = µ(S 2 ) · max (2) i∈B v i,S 2 = µ(S 1 ∪ S 2 ) · max (2) i∈B v i,S 1 ∪S 2 , where the equalities hold since the items have equal probabilities and every item has a value of 2n 5 to one bidder and a value of 0 for all other bidders. Thus, the union operations always reduce the value of the solution, which implies: R(× t∈T P t ) ≤ R(× t∈T P 1,t ) ≤ 5n 2 .
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Given an instance (G = (V, E), k) of the k-Densest Subgraph problem, we construct an instance of DSP in the AON model. Let n = |V |. Observe that we may assume k and n are larger than any absolute constant, otherwise, the problem is solvable in polynomial time.
Let e = (u, v) be an edge of G. We abuse notation and treat u and v as numbers from {1, 2, . . . , n}. Then, we define G 2,e = G 2,u,v , where G 2,u,v is the instance guaranteed by Lemma 6.3. Our next step is to construct another DSP instance G 3 of the AON model. The instance G 3 is constructed by combining the instances G 2,e for every edge e ∈ E. The items and bidders of the different G 2,e instances are disjoint, but all the instances share the same set of n mediators. The partition of every third party t is simply the union of its partitions in the different G 2,e instances.
Let S be the optimal solution of k nodes for the original k-Densest Subgraph instance, and let E(S) be the set of edges whose two end points are in S. Then, the optimal density is |E(S)|/k. Let P 2,e,t be the partition of meditor t in G 2,e . Since we unify the nodes with the mediators, there is a mining to an expression like R(× t∈S P t ). Notice that j R belongs to each instance of G 2,e with an equal probability, and thus: R(× t∈S P t ) = e∈E R(× t∈S P 2,e,t ) |E| ≥ e∈E(S) R(× t∈S P 2,e,t ) |E| ≥ |E(S)| · (0.1 · n 5 ) |E| .
If there exists an α-approximation algorithm for DSP in the AON model, then by applying this algorithm to G 3 we should get a set S ′ of mediators for which:
where the third inequality holds assuming the graph contains at least k/2 edges (otherwise, the k-Densest Subgraph problem is trivial on this instance), and the last inequality holds for large enough k. On the other hand, any set T of at least 3k · ln n mediators has:
R(× t∈T P t ) = e∈E R(× t∈T P 2,e,t ) |E| ≤ |E| · 5n 2 |E| = 5n 2 .
Thus, S ′ contains less than 3k · ln n third parties. By Lemma 6.3, R(× t∈S ′ P 2,e,t ) ≤ 5n 2 if e ∈ E(S), and R(× t∈S ′ P 2,e,t ) ≤ n 5 otherwise. Thus, R(× t∈S ′ P t ) = e∈E R(× t∈S ′ P 2,e,t ) |E| = |E(S ′ )| · n 5 + |E \ E(S ′ )| · 5n 2 |E| ≤ |E(S ′ )| · n 5 |E| + 5n 2 .
By rearranging, and recalling that R(× t∈S ′ P t ) ≥ 10n 2 , we get:
Let S ′′ be a set which is equal to S ′ plus k − |S ′ | arbitrary other nodes if |S ′ | ≤ k, and otherwise is a random subset of size k of S ′ . Observe that every node of S ′ belongs to S ′′ with probability at least (3 ln n) −1 . Therefore, the every edge of E(S ′ ) belongs to E(S ′′ ) with probability at least (3 ln n) −2 . Thus, S ′′ is a feasible solution for k-Densest Subgraph for which: E[|E(S ′′ )|] ≥ (3 ln n) −2 · |E(S ′ )| ≥ (3 ln n) −2 · (α −1 · 0.05 · |E(S)|) = |E(S)| 180α · ln 2 n .
The theorem now follows by observing that one can constructs G 3 in polynomial time with high probability, given Lemma 6.3.
Before concluding this section, we give an example of a special case of DSP where there exists an efficient 1/2-approximation algorithm. .
Definition 6.4 (Local Experts).
A DSP instance has the local experts property if for every mediator t there exists a set I t ⊆ I such that: P t = {{j} | j ∈ I t } ∪ {I \ I t }. Informally, the local experts property means that each mediator has perfect knowledge about a single set I t -if the item belongs to I t , she can tell exactly which item it is. Theorem 1.2. There exists an efficient 1/2-approximation algorithm for the general model of DSP instances having the local experts property.
Proof. First, let us explain why one may assume |I \ ∪ t∈M I t | ≤ 1. Otherwise, let I ′ = I \ ∪ t∈M I t . We replace all the items of I ′ with a new item j ′ having the following properties: µ(j ′ ) = µ(I ′ ) and for every bidder i ∈ B, v ij ′ = v i,I ′ . It is easy to see that the new instance is equivalent to the original one since the items of I ′ are not separated by P t for any t ∈ M .
By the above assumption, × t∈M P t = {{j} | j ∈ I}. Furthermore, for every partition P ∈ Ω(I), there exists (and is easy to find) a strategy profile (P ′ 1 , P ′ 2 , . . . , P ′ m ) for which P = × t∈M P ′ t . Thus, the problem of optimizing the revenue for our DSP instance is equivalent to the problem studied by [GNS07] . The theorem now follows from the 1/2-approximation proved by [GNS07] for their model.
