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Abstract
This paper analyzes the e3ect of large wave numbers on the wavelet method for integral equations arising
in electromagnetic applications. It is shown that the compression of the sti3ness matrix deteriorates with
increasing wave number, a characteristic that has been reported before in the literature. Here, however, the
exact dependence on the wave number is calculated analytically for the two-dimensional Helmholtz problem.
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1. Introduction
For the calculation of electromagnetic :elds in scattering problems, integral equations are often
preferred over partial di3erential equations. A partial di3erential equation describes the :eld on a
domain surrounding the multi-dimensional obstacle, whereas the integral equation is typically de:ned
only on the lower dimensional boundary. The latter approach leads to meshes that are easier to
construct with fewer unknowns after discretization. The system of equations obtained after application
of a :nite element method, here called the boundary element method, is dense, however. As a result,
classical direct and iterative solvers have high computational complexities for such problems.
One method to overcome the complexity of the dense solve was developed following the ideas
in the paper of Beylkin et al. [2]. There, it was noted that the integral operator can be represented
almost sparsely by using a suitable wavelet basis, rather than the classical nodal boundary element
basis functions. The sti3ness matrix in that basis can be compressed to one with only O(N (logN ))
elements, where N is the number of discretization points. This gives rise to a fast matrix–vector
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product; the solution can then often be calculated eBciently by using iterative solvers. The method
was extended by Dahmen, PrDoEdorf and Schneider to cover operators of nonzero order, by introducing
a suitable preconditioner that bounds the condition number uniformly in N [7]. Further improvements
to the method were then presented in [15]. After a rigorous analysis to match the error in every step
to the discretization error of the overall scheme, the :nal reduction that achieves linear complexity
was established by Schneider [14].
In this paper, we investigate the behaviour of the wavelet method for oscillatory problems. It
is known [3,17] that the wavelet-based matrix compression becomes less e3ective for higher fre-
quencies. More precisely, by means of intuitive arguments, given in the previous references, it has
been demonstrated that there is a linear relation between the matrix-:ll and the frequency. Here,
we analyse this e3ect rigorously for the Helmholtz equation in two dimensions. We quantify the
achievable compression by mathematical deduction and are able to establish an upper bound that is
close to, but not entirely, linear. This is then illustrated by means of numerical results.
2. Preliminaries
2.1. The problem and its discretization
The problem considered in this paper is the Fredholm integral equation of the :rst kind
(Kv)(x) :=
∫

K(x; y)v(y) ds(y) = f(x) ∀x∈; (1)
with  a manifold in Rd; K(x; y) the kernel function, f(x) a given function on  and v(y)
the unknown density function. We will deal in particular with the integral formulation of the
two-dimensional Helmholtz equation
Gv+ k2v= 0
with wave number k. This equation can be written in the form (1) with kernel
K(x; y) :=
i
4
H (1)0 (k|x − y|); (2)
see [5], over the boundary  of a two-dimensional domain. It has order r =−1.
Following the boundary element method (BEM), a solution is assumed of the form
vJ (y) =
NJ∑
k=1
uJkJk(y)
with NJ = 2J , where the set of functions Jk ; k = 1; : : : ; NJ , is a basis for a linear space J of
functions de:ned on . The discretization of (1) obtained with a Galerkin-type approach leads to a
linear system of the form
SJuJ = fJ (3)
with
SJ; (k; l) = 〈KJl; Jk〉 and fJk = 〈f;Jk〉; (4)
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where 〈f; g〉 denotes the classical L2()-inner product. When using the nodal basis for the Helmholtz
equation, the matrix SJ in (3) is a dense matrix with condition number of the order O(NJ ) [13].
Direct solution methods for the system require O(N 3J ) operations. An iterative method based on
matrix–vector products will require O(N 2J ) operations per step, with the number of steps dependent
on NJ . This high computational complexity can be accounted for by using a suitable wavelet basis.
2.2. The wavelet approach
Our analysis will be based on the use of a periodization of the CDF-family of biorthogonal
wavelets  jk(t) on scale j with index k as basis functions [4]. We will denote the dual wavelets by
 ˜ jk . The scaling function corresponds to the hat function that is used in the nodal basis. The sti3ness
matrix MJ in the wavelet basis is related to SJ through the wavelet transformation matrix TJ , i.e.
MJ = TJSJTTJ .
Since the wavelets are biorthogonal, the number of vanishing moments d˜ of the primal wavelets
can be varied independently of the approximation order d. In the boundary element method, d
determines the convergence rate, while d˜ determines the compression of the sti3ness matrix. For
optimal compression, the inequality d˜¿d− r = d+ 1 should hold [6].
The wavelets are de:ned in the parameter domain t ∈ [0; 1], and lifted to  using a periodic
parameterization (t) : [0; 1] →  with |9(t)| 	= 0. We write  ˆ jk(x) =  jk(−1(x)), x∈. Using
these wavelet functions as boundary elements, most of the entries in the sti3ness matrix are small.
The matrix can be approximated by a sparse matrix with only O(NJ ) nonzero elements [8]. A priori
estimates for the size of the elements have been developed, so the discarded elements need not be
computed. With appropriate integration routines, the compressed matrix can be calculated directly
in O(NJ ) operations [14]. The error introduced by the compression is of the same order as the
discretization error of the entire scheme. The accuracy and convergence of the solution is therefore
uncompromised.
Additionally, the condition number of the sti3ness matrix can be bounded uniformly in N with
a simple diagonal preconditioner. The combination of the preconditioning with a fast matrix–vector
product makes the calculation of the solution with iterative methods possible in linear time [8].
3. Wavelet compression for high wave numbers
3.1. Outline
A wavelet basis is called optimal for the numerical solution of (1) when the amount of work is
proportional to the number of unknowns. This optimality is an asymptotic characteristic, relevant for
large values of N . The meaning of ‘large’ depends in general on the shape of the boundary, the kernel
function and its parameters. This dependence is rePected in the value of the proportionality constant
C = C(; K), as a function of  (the boundary) and K (the kernel function). For a Helmholtz
problem in two dimensions with a :xed boundary, we will study the size of the proportionality
constant as a function of the wave number, i.e., we will derive the function C(k). It is known [3,17]
that C(k) increases with k, and the qualitative analysis in [17] makes the assumption of a linear
dependence plausible for a straight line domain. In this section, we shall prove through a rigorous
analysis that the dependence is indeed close to, but not entirely linear, and this for more general
boundaries with a smooth parameterization.
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A detailed overview of the wavelet method can be found in [8]. We will proceed here by taking
the e3ect of the wave number into account in every step of the derivation of the method. We :nd
an upper bound, that is shown to be sharp with numerical results. First, we derive in Section 3.2 an
estimate for the derivatives of kernel (2). This estimate will be used to bound the size of the matrix
elements. Next, in Section 3.3, a similar estimate is constructed in the parameter domain t ∈ [0; 1].
Then, in Sections 3.4 and 3.5, we estimate the size of the elements in the sti3ness matrix. Finally,
in Section 3.6, the density of the sti3ness matrix after compression is analysed. The result of this
derivation is formulated in Theorem 6 of Section 3.7. An upper bound is found that is shown to be
sharp by means of some numerical results presented in Section 3.8.
3.2. Estimates for the derivatives of the kernel
Our estimates for the size of the elements in the sti3ness matrix originate in the CaldReron–
Zygmund estimate for the derivatives of Schwartz kernels, see [6],∣∣∣∣∣9
||+|!|K
9x9y! (x; y)
∣∣∣∣∣6C1(k)|x − y|−(n+r+||+|!|); x 	= y; x; y∈: (5)
The orders  and ! of the derivative are written in multi-index form, i.e., 9x = 9x11 9x
2
2 with
|| = 1 + 2. The integer n is the dimension of the boundary manifold, and r is the order of the
operator.
It is well-known that the two-dimensional Helmholtz kernel (2) satis:es (5) with n=1 and r=−1,
for some constant C1 [14]. In order to obtain the dependence of C1 on the wave number, we must
explicitly calculate these derivatives. The result is summarized in the following lemma.
Lemma 1. The function K(x; y) := (i=4)H (1)0 (k|x − y|) satis6es (5) with n= 1; r =−1, and
C1(k) = O(k ||+|!|−1=2); k →∞: (6)
Proof. In order to estimate the left-hand side of (5), we de:ne z(x; y) := |x − y| and f(z) :=
H (1)0 (kz). We then apply the chain rule and product rule for derivatives. The resulting sum contains
contributions that are derivatives of f w.r.t. z, and partial derivatives of z. The latter are independent
of k; the former are k-dependent. A recursive argument shows that the pth-order derivative of f
with respect to z contains a term
(−1)p=2kpH (1)0 (kz) or (−1)(p−1)=2kpH (1)1 (kz)
for p even, resp. for p odd. The term with the highest order derivative of f is
9||+|!|f
9z||+|!|
(
9z
9x1
)1 ( 9z
9x2
)2 ( 9z
9y1
)!1 ( 9z
9y2
)!2
:
First, assume p := ||+ |!| to be even. The sum then contains the term
T := (−1)p=2kpH (1)0 (kz)
(x1 − y1)1
z1
(x2 − y2)2
z2
(x1 − y1)!1
z!1
(x2 − y2)!2
z!2
: (7)
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We know from (5) that T is bounded on  by Dz−p with D¿ 0 a constant that depends on k. We
have
|T |zp6 kp|H (1)0 (kz)|zp;
so that
|T |zp6 kp|H (1)0 (kL)|Lp with L=max|x − y|; ∀x; y∈:
Dependence (6) now follows from the asymptotic expression [1]
H (1)' (x) ∼
√
2
(x
ei(x−(=4−'(=2); x →∞; (8)
and the fact that the term T has the highest exponent of k.
The argument for p odd is completely analogous.
3.3. Estimates for the derivatives in the parameter domain
For the application of the wavelet based solution method, we will need an expression of type (5)
along the boundary curve, represented as function on the one-dimensional parameter space t ∈ [0; 1].
This can be readily obtained by applying the chain rule for derivatives, and by using (5) for every
term in the sum. De:ne
G(t; *) := K((t); (*)); t; *∈ [0; 1] (9)
with  : [0; 1]→  the parameterization of . We then look for an expression of the form∣∣∣∣9+!G9t9*! (t; *)
∣∣∣∣6C2(k)|(t)− (*)|−(n+r++!); t 	= *; t; *∈ [0; 1]: (10)
The orders of the derivative  and ! are now scalars.
De:ning (t) = (x1(t); x2(t)) and (*) = (y1(*); y2(*)), we apply the product and chain rule to
(9). An upper bound for each partial derivative of K is known through Lemma 1. We assume
the parameterization suBciently smooth, so that the derivatives of  are bounded. They are, of
course, independent of k. It is clear that the highest order derivative of K determines the asymptotic
behaviour around the diagonal (t) = (*), where the term |(t)− (*)|−(n+r++!) grows to in:nity.
We arrive at
9+!G
9t9*! = O(|(t)− (*)|
−(n+r++!)); t − *→ 0:
The asymptotic behaviour of C2(k) is determined by the largest exponent of k in the constants of
the upper bounds for every term. This means that the exponent is again  + ! − 12 . Thus, we have
proved the following lemma.
Lemma 2. The function G(t; *) := (i=4)H (1)0 (k|(t)− (*)|) with  : [0; 1]→  satis6es (10) with
C2(k) = O(k
+!− 12 ); k →∞:
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3.4. Estimates for the size of the elements of the sti7ness matrix
If the wavelets in t and * have disjunct support, one can show [6] that the size of the corresponding
element in the sti3ness matrix is bounded by
|〈K ˆ jk ;  ˆ j′k′〉|6C3(k) 2
−( j+j′)(n=2+d˜)
dist(supp  ˆ jk ; supp  ˆ j′k′)n+2d˜+r
: (11)
The support of the wavelet  ˆ jk is denoted by supp  ˆ jk ⊂ . Bound (11) decreases very rapidly with
increasing distance between the supports of the wavelet functions.
The bound for elements with overlapping supports can also be small, when the di3erence in scale
between the wavelets is large enough, and the smaller wavelet is contained entirely in an interval
de:ned by two successive singular points of the larger wavelet. The singular points are those points
in the support where the basis function or its derivatives are discontinuous. For j′¿j, one has [14]
|〈K ˆ jk ;  ˆ j′k′〉|6C4(k) 2
−j′(n=2+d˜)2jn=2
dist(sing supp  ˆ jk ; supp  ˆ j′k′)d˜+r
: (12)
The denominator is the distance between the support of the wavelet on the :ner scale j′, and the
nearest singular point of the wavelet on scale j. A similar expression exists for j¿ j′.
The analysis of the matrix compression is based on estimates (11) and (12). The constants in
these expressions depend on the wave number. Using the results of the last paragraph, we can now
quantify that dependence. To that end, we will :rst repeat the derivation of (11).
The kernel function in the double integral (4), taken to the parameter domain, is developed into a
Taylor expansion around a point in the support of  jk . For a wavelet  jk with d˜ vanishing moments,
the :rst d˜ terms of the expansion will vanish,
〈K ˆ jk ;  ˆ j′k′〉= 〈G jk ;  j′k′〉=
∫ 1
0
∫ 1
0
9d˜G
9td˜
(t′; *)
(t′ − t)d˜
d˜!
 jk(t) j′k′(*)|′(t)‖′(*)| dt d*
with t′ ∈ supp  jk . Doing the same for * gives
〈G jk ;  j′k′〉 =
∫ 1
0
∫ 1
0
92d˜G
9td˜9*d˜
(t′; *′)
(t′ − t)d˜
d˜!
(*′ − *)d˜
d˜!
 jk(t) j′k′(*)|′(t)‖′(*)| dt d*
6
C2(k)
dist(supp  ˆ jk ; supp  ˆ j′k′)2d˜
∫ 1
0
∫ 1
0
(t′ − t)d˜
d˜!
(*′ − *)d˜
d˜!
×  jk(t) j′k′(*)|′(t)‖′(*)| dt d*
with *′ ∈ supp  j′k′ . Knowing that supp  jk ∼ 2−j and
∫ | jk(t)| dt ∼ 2−j=2, and assuming a suB-
ciently smooth parameterization, we arrive at
〈K ˆ jk ;  ˆ j′k′〉6 C2(k)
dist(supp  ˆ jk ; supp  ˆ j′k′)2d˜
A2−jd˜2−j
′d˜2−j=22−j
′=2
with A a constant, independent of k.
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The result has the same form as (11) with n=1 and r=−1. The dependence on the wave number
k is similar to that of C2(k), with = ! = d˜. We have
C3(k) = O(k2d˜−1=2): (13)
3.5. Second estimate
The derivation of estimate (12) for wavelets with overlapping support is somewhat more involved,
and was :rst established in [14]. The property of the vanishing moments can be used only once,
for the smaller wavelet that is fully contained within the singular points of the other wavelet. The
use of this property as was done above in the double integral arising from 〈G jk ;  j′k′〉, is not
immediately possible due to the singularity in the kernel function. We note, however, that the result
of the application of the integral operator G to a smooth function f∈C∞0 is also smooth. The
restriction of  jk to the interval in the parameter domain that contains  j′k′ can be extended to a
smooth function f∈C∞0 , with supp(f) ∼ 2−j and ‖f‖Hs(R)6 c2js [8]. After applying operator G
to f, we can again use the property of vanishing moments to establish estimate (12). A concise
mathematical proof is given in [8].
De:ne  jk(t) = f(t) + f˜(t), such that the support of f˜(t) does not overlap with the support of
 j′k′ . We analyse the wave number dependence of estimate (12) for the functions f and f˜.
To this end, we need to derive the dependence on k of the derivatives of Gf, since
〈Gf;  j′k′〉 =
∫ 1
0
9d˜Gf
9*d˜
(*′)
(*′ − *)d˜
d˜!
 j′k′(*)|′(*)| d*
6A2−j
′(d˜+1=2) sup
*∈supp( j′k′ )
∣∣∣∣∣9
d˜Gf
9*d˜
(*)
∣∣∣∣∣ (14)
with *′ ∈ supp( j′k′). An explicit formula for the derivative of the function Gf, is given in [12,
Chapter 3(3.4.5)] for the special case where the kernel G(t; *) is only a function of (t − *). An
expression can also be found for the more general case where the kernel depends on ((t)− (*)).
We prove it here speci:cally for kernel (9).
Theorem 3. De6ne g(*) :=
∫ b
a G(t; *)v(t) dt with v∈C1 and G(t; *) as (9). Then ∀*∈ (a; b),
g′(*) =
∫ b
a
G(t; *)v′(t) dt +
∫ b
a
(
9G
9t +
9G
9*
)
v(t) dt + G(a; *)v(a)− G(b; *)v(b): (15)
Proof. We :rst show that both integrals on the right-hand side of (15) exist. The :rst integrand is
improperly integrable. To show the existence of the second integral, de:ne r(t; *)=|(t)−(*)|. Note
that r(t; t)= 0 and (9r=9t)(t; t)+ (9r=9*)(t; t)= 0, and also (9r=9t)(t; t+ /)+ (9r=9*)(t; t+ /)=O(/).
Hence, the function
9G
9t +
9G
9* =
i
4
9H (1)0
9r
(
9r
9t +
9r
9*
)
is continuous in t = *, and thus also the second integral exists.
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To prove the expression for the derivative, we note that
g(*+ /) =
∫ b
a
G(t; *+ /)v(t) dt =
∫ b−/
a−/
G(t + /; *+ /)v(t + /) dt
=
∫ a
a−/
G(t + /; *+ /)v(t + /) dt +
∫ b−/
a
G(t + /; *+ /)v(t + /) dt
and
G(t + /; *+ /) = G(t; *) + /
(
9G
9t +
9G
9*
)
+ O(/2):
We can also write g(*) =
∫ b−/
a G(t; *)v(t) dt +
∫ b
b−/ G(t; *)v(t) dt. Now, by the de:nition of the
derivative, g′(*) = lim/→0(g(*+ /)− g(*))=/ yields result (15).
Higher order derivatives of Gf can be found by applying Theorem 3 recursively, with v(t) :=
f(t)|′(t)|. The factor |′(t)| is independent of j and k, and therefore will not inPuence the estimate.
Assuming f∈C∞0 with support contained in [a; b], we have v(i)(a) = v(i)(b) = 0. The higher order
derivative of g= Gf is then given by
g(n)(*) =
n∑
i=0
(
n
i
)∫ b
a
((
9
9t +
9
9*
)i
G(t; *)
)
dn−i
d˜tn−i
(f(t)|′(t)|) dt: (16)
Again, each integral on the right-hand side exists, since (9=9t+ 9=9*)ir(t; t+ /)=O(/), i¿=0. We
combine (16) with (10) to :nd a wave number dependence for |(9d˜Gf=9*d˜)(z)| of O(kd˜−1=2).
To establish a bound for the right-hand side of (14), we :rst note that by the Sobolev embedding
theorem sup|f(i)(t)|=‖f‖W∞; i6 c1‖f‖Hi+1=2 =c22j(i+1=2). Now, using the fact that dist(sing supp  ˆ jk ;
supp  ˆ j′k′)6 c2−j, g(d˜)(*) can be bounded by
A
∫ b
a
2j(d˜+1=2) dt6B2j(d˜+1=2−1)6C2j=2 dist(sing supp  ˆ jk ; supp  ˆ j′k′)−(d˜−1):
Combined with (14), this concludes an estimate of the form (12),
|〈Gf;  j′k′〉|6C4(k) 2
−j′(d˜+1=2)2j=2
dist(sing supp  ˆ jk ; supp  ˆ j′k′)d˜−1
:
It remains to bound the part |〈Gf˜;  j′k′〉|. This is more straightforward, as the integrand is not
singular. Using the fact that |f˜(t)|6 c2j=2 and applying (10) once, we can proceed like in (14)
(with f replaced by f˜),
|〈Gf˜;  j′k′〉|6A2−j′(d˜+1=2)
∣∣∣∣∣9
d˜Gf˜
9*d˜
(*′)
∣∣∣∣∣
6B2−j
′(d˜+1=2)
∫
supp(f˜)
|f˜(t)| dist((t); supp( ˆ j′k′))−d˜ dt
6C4(k)2−j
′(d˜+1=2)2j=2dist(sing supp  ˆ jk ; supp  ˆ j′k′)−(d˜−1):
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With these results, we have shown that estimate (12) holds, with a constant that depends on the
wave number with the order
C4(k) = O(kd˜−1=2): (17)
3.6. Density of the compressed sti7ness matrix
Based on estimates (11) and (12), a compression scheme can be devised to approximate the
sti3ness matrix in the wavelet basis by a sparse matrix. In an optimal scheme, the error introduced
by the compression is matched to the discretization error of the entire method. The compression is
a two steps procedure. To that end, one de:nes two thresholds [14]
/j; j′ =max{a2−min{j; j′}; a2(J (2d′−r)−( j+j′)(d˜+d′))=(2d˜+r)}; (18)
/Sj; j′ =max{a′2−max{j; j
′}; a′2(J (2d
′−r)−max{j; j′}d˜−( j+j′)d′)=(d˜+r)}: (19)
The two constants a and a′ determine the amount of compression, and have to be selected carefully,
see [14]. Too large a value for a and a′ will lead to a denser matrix; not all of its elements may be
needed for the required accuracy of the solution. Too small a value results in loss of convergence.
The :rst threshold (18), based on estimate (11), gives rise to a sparse matrix M3J with elements
m3(j; k); ( j′ ; k′) :=
{
m(j; k); ( j′ ; k′) if dist(supp  jk ; supp  j′k′)6 /j; j′ ;
0 otherwise:
The number of remaining elements is almost linear in NJ , up to a logarithmic factor. The sec-
ond compression removes that logarithmic factor, by making a sparse matrix Mˆ J with only O(NJ )
elements de:ned by
mˆ( j; k); ( j′ ; k′) :=


m3(j; k); ( j′ ; k′) if j
′6 j and dist(supp  jk ; sing supp  j′k′)6 /Sj; j′ ;
m3(j; k); ( j′ ; k′) if j6 j
′ and dist(sing supp  jk ; supp  j′k′)6 /Sj; j′ ;
0 otherwise:
(20)
The system of equations (3) now becomes
Mˆ J uˆ J = fJ :
De:ne Ej;j′ := Mj;j′ − M3j;j′ as the error that is introduced by the :rst compression in the block
matrix corresponding to the scales j and j′, and Fj;j′ := M3j;j′ − Mˆ j; j′ as the error by the second
compression. Then it is shown [8] that
‖Ej;j′‖6Ca−2d˜−r22Jr=22−2d′(J−( j+j′)=2); (21)
‖Fj;j′‖6C(a′)−d˜−r22Jr=22−2d′(J−( j+j′)=2): (22)
Based on these expressions, one can show that the compressed scheme is consistent with the original
operator equation, and retains the order of convergence. If the errors were bounded uniformly in k,
it would ensure that the compression error is independent of the wavenumber.
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This means that we must choose the parameters a and a′ in a suitable way. We note that expression
(21) is established by summing the corresponding estimates of the form (11) for the discarded
elements. This introduces a dependence on k of the order O(k2d˜−1=2), that is transferred unchanged
to (21). It can be compensated by an asymptotical behaviour of a= O(kp) if
k−2(d˜−1=2)pk2d˜−1=2 = O(1)⇔ −2(d˜− 12)p+ 2d˜− 126 0
or
p¿ 1 +
1
4d˜− 2 : (23)
The compression error is thus bounded uniformly in k if a = O(k1+1=(4d˜−2)). The asymptotical be-
haviour of the parameter a needs to be slightly larger than linear in k, but improves somewhat as
the number of vanishing moments increases.
The second compression is handled similarly, leading to
p¿ 1 +
1
2d˜− 2 : (24)
It is important to note here that we only consider the compression of the sti3ness matrix. The wave
number also inPuences the condition number, even after preconditioning, and will therefore have an
impact, e.g., on the convergence of iterative solution methods. This means that, for large values of
k, the system may become increasingly ill conditioned. The uniform bound on the compression error
that we have derived ensures however that, for a speci:c value of k, the compressed scheme retains
the convergence properties of the corresponding uncompressed Galerkin scheme.
3.7. Wave number dependence of the wavelet compression
The number of nonzero elements in the compressed matrices M3J and Mˆ J , depends on the param-
eters a and a′ in (18) and (19). Their values determine the sparsity structure of the submatrices
Mˆ jj′ in the sti3ness matrix.
The thresholds indicate a minimal distance between the supports of wavelets corresponding to
a matrix element. They are chosen such that the error introduced by discarding elements matches
the discretization error. The allowable error varies for each combination of scales j and j′, and in
general the rougher scales require higher accuracy, while the elements corresponding to :ner scales
can be less accurate. Combining the estimates for the matrix elements, and the thresholds used for
discarding some of them, reveals that the compressed sti3ness matrix keeps only O(N ) elements.
As the thresholds increase, the condition on the distance between wavelets becomes stronger, and
as a result the matrix will be less sparse. We see from (18) that the required minimal distance
between the support of the wavelets corresponding to a matrix element, is directly proportional to
a. While the shape of the boundary  and the parameterization (t) will have an inPuence here, we
can say in :rst order approximation that the number of elements kept is also linear in a.
Lemma 4. The number of nonzero elements in Mˆ J , as de6ned by (20), is O(a)+O(a′) as a function
of the wave number k.
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Fig. 1. The sti3ness matrix in the nodal basis and the wavelet basis with six vanishing moments. The colour is an
indication of the size of the corresponding element.
We have investigated the necessary asymptotical behaviour of the parameters a and a′ for large
values of k. Results (23) and (24) lead to another lemma.
Lemma 5. In order to achieve compression that maintains the convergency properties of the un-
compressed Galerkin scheme, the parameters a and a′ in (18) and (19) have to be chosen such
that
a= O(k1+1=(4d˜−2)) and a′ = O(k1+1=(2d˜−2)):
The combination of the previous lemmas leads to the following statement.
Theorem 6. The number of nonzero elements in the wavelet compressed sti7ness matrix with op-
timal choice of a and a′ in the threshold constants (18) and (19) increases asymptotically linear
in N, with a proportionality constant of the order O(k1+1=(2d˜−2)).
Note that the dependence on k of the proportionality constant means that, with increasing wave
numbers, the sti3ness matrix :lls up to become a dense matrix. It is common practice to increase the
number of boundary elements N linearly with the wave number k, i.e., oscillations are represented
with a :xed number of unknowns per period. In that case, the actual number of nonzero elements in
the compressed sti3ness matrix grows asymptotically as O(N 2), i.e. the matrix looses any signi:cant
sparsity.
3.8. Numerical results
Fig. 1 shows the sti3ness matrix for the Helmholtz problem on an ellipse in the nodal basis,
and in the wavelet basis. Most entries in the wavelet transformed matrix are discardable. The larger
elements are located around the diagonal, for every combination of scales.
For a :xed wave number and increasing N , the number of signi:cant elements in the sti3ness
matrix is linear in N . For a :xed N and increasing k, the number of signi:cant elements will increase
almost linear in k. This is shown in Fig. 2.
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Fig. 2. The number of signi:cant elements for :xed N = 1024 and increasing k. The problem is a circle with radius 0.5.
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Fig. 3. Numerical values for C(k) for a Helmholtz problem on a circle and an ellipse, with 10 points per wavelength.
However, some care has to be taken when comparing compression ratios for increasing values of
the wave number k. For larger values of k, the solution oscillates more rapidly and the discretization
error increases. In order to obtain comparable accuracy of the computed solution, N has to increase
with k. It is common practice [17] to choose a :xed number of discretization points per wavelength
7 = 2(=k, making N proportional to k. In the following calculations we have chosen 10 points per
wavelength.
We have chosen a simple a posteriori compression criterion, similar to the one in the paper by
Beylkin et al. [2], where the wavelet compression was originally suggested. We discard elements
smaller than a threshold :xed for the entire matrix, rather than the level dependent thresholds that
are needed for linear complexity without a logarithmic factor. This gives a reasonable approximation
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of the more complicated compression scheme, and allows for a more easy comparison when the
wave number varies. The threshold is chosen such that the error introduced by the compression is
of the same order as the discretization error. Following [17], we chose
*=
/
NJ
‖SJ‖∞:
The parameter / can be chosen so as to obtain a certain accuracy; here it is set to 0.1.
The numerical results show the dependence on the wave number. Fig. 3 gives the numerically
determined values of C(k), de:ned here as the number of nonzero elements in the compressed matrix
divided by NJ , the number of unknowns. The boundary  is a circle around the origin with radius
0.5 for the picture on the left, and an ellipse around the origin with axis lengths of 0.3 along the
X -axis and 0.5 along the Y -axis, for the picture on the right. The behaviour is in each case seen to
be almost linear, as predicted by the theory.
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