Refactoring is an important activity to improve software internal structure. Even though there are many refactoring approaches, very few consider their impact on the software quality. In this paper, we propose a software refactoring approach based on quality attributes. We rely on the measurements of the Quality Model for Object Oriented Design (QMOOD) to recommend Move Method refactorings that improve software quality. In a nutshell, given a software system S, our approach recommends a sequence of refactorings R 1 , R 2 , . . . , R n that result in system versions S 1 , S 2 , . . . , S n , where quality(S i+1 ) > quality(S i ). We empirically calibrated our approach, using four systems, to find the best criteria to measure the quality improvement. We performed three types of evaluation to verify the usefulness of our implemented tool, named QMove. First, we applied our approach on 13 open-source systems achieving an average recall of 84.2%. Second, we compared QMove with two state-of-art refactoring tools (JMove and JDeodorant) on the 13 previously evaluated systems, and QMove showed better recall, precision, and f-score values than the others. Third, we evaluated QMove, JMove, and JDeodorant in a real scenario with two proprietary systems on the eyes of their software architects. As result, the experts positively evaluated a greater number of QMove recommendations.
INTRODUCTION
The refactoring process changes the code to improve the internal structure without compromising its external behavior [8] . Currently, there are many refactoring approaches where the degree of automation can vary [4, 13, 20, 21] . Nevertheless, there are very few that consider their impact on software quality metrics. Consequently, a software system may be refactored into a version that worsens its overall quality.
In this paper, on the context of a search-based software engineering research, we propose a semi-automatic software refactoring approach based on software quality metrics. We rely on the measurements of the Quality Model for Object Oriented Design (QMOOD) [3] to recommend Move Method refactorings that improve software quality. In a nutshell, given a software system S, our approach recommends a sequence of refactorings R 1 , R 2 , . . . , R n that result in system versions S 1 , S 2 , . . . , S n , where quality(S i+1 ) > quality(S i ). Indeed, our approach provides software architects a real grasp whether refactorings improve software quality or not.
We empirically calibrated our approach to find the best criteria to assess software quality improvement. First, we modified four systems by randomly moving a subset of its methods to other classes. Second, we verified if our approach would recommend the moved methods to return to their original place. After testing ten different calibration criteria, we calibrated the approach with the one that achieved the best recall average (57.5%, specifically).
We also implemented QMove, a prototype plug-in for Eclipse IDE that supports our proposed restructuring approach with our current calibration. The plug-in receives as input a Java system and outputs the better sequence of Move Method refactorings that improves the overall software quality.
Finally, we performed three types of evaluation. First, we evaluated our approach on 13 open-source systems. Similar to our calibration method, we modified the original systems by randomly moving a subset of their methods to other classes. Next, we verified if our approach recommended the moved methods to return to their original classes. As result, QMove could move back 84.2% of the methods, on average. Second, we compared QMove with JMove and JDeodorant on the same 13 systems used before. As result, the stateof-the-art tools showed lower precision, recall, and hence f-score values than the ones achieved by QMove. Last, we performed a comparative evaluation of these tools in two proprietary systems that was oversaw by experts developers, and our approach obtained a greater number of positively evaluated recommendations.
The remainder of this paper is organized as follows. Section 2 presents the basic concepts to better understand our approach. Section 3 describes our approach, the calibration process, and the tool support. Section 4 reports three types of evaluation to verify our approach. Section 5 exhibit the threats to validity. Finally, Section 6 discusses the related work and Section 7 concludes.
BACKGROUND
This section presents fundamental concepts for understanding our proposed approach. Section 2.1 describes basic concepts on refactoring. Section 2.2 introduces the QMOOD model for quality assessment, and Section 2.3 shows precision, recall and f-score concepts.
Refactoring
In the literature, there are different terms for refactoring, such as remodularization and restructuring, and the concepts of each term are interrelated. Remodularization is a process that changes the modular design of a software for purposes of adaptation, evolution, or correction, and this process does not require the behavior of the system to be changed [19] . Restructuring is the transformation of one form of representation into another at the same level of relative abstraction, while preserving the external behavior of the system (functionality and semantics) [6] .
Refactoring is basically restructuring applied to object-oriented programming, which can be described as transformations in a software that preserve its behavior, with the main idea to redistribute classes, methods, and attributes by class hierarchy to facilitate future adaptations and extensions [14] . From the several types of refactoring, we highlight the Move Method, which is the core of our proposed restructuring approach. A Move Method refactoring consists in moving a method from one class to another. The move can even occur to classes in different packages. There are many reasons to move a method to a different class. A common scenario for this refactoring is when developers realize that a method depends more from members from another class than its own (a bad smell named Feature Envy).
Quality Model for Object Oriented Design
There are several ways to measure quality of an object-oriented software, such as CK metrics (Chidamber and Kemerer) [5] , MOOD (Metrics for Object Oriented Design) [1, 2] , and QMOOD (Quality Model for Object Oriented Design) [3] . Our approach relies on the latter due to its coverage achieved through its six quality attributes and 11 design properties, which together provide a broader overview of the quality of the software compared to other quality metrics for object-oriented design.
QMOOD quality model measures software quality aspects in object-oriented projects by six quality attributes based on ISO 9126, namely reusability, flexibility, understandability, functionality, extensibility, and effectiveness. Calculating values for each attribute provides an analysis on the quality of a software as a whole or on a subset of the six mentioned attributes. QMOOD also helps to access object-oriented design property, provides search-based refactoring, and quantifies quality attributes with the help of equations [12] .
This model defines 11 object-oriented design properties and links them to an appropriate design metric (Table 1) . Then, it proposes equations using the design properties to measure the six quality attributes (Table 2) [3] . We employ these equations in our approach. Each calculated quality attribute serves as a parameter to provide a notion of the current quality of the software, i.e., greater its value, better is the characteristic assigned to it, opposite to other metrics that provide values between 0 and 1. For example, a system S has reusability attribute value equals to 10. Assume that developers change the source code of S, generating a new version of the system, S ′ , and reusability attribute value increased to 15. Therefore, there was an increase of 50% in reusability value, which means that S ′ has a smaller number of repeated codes and a greater possibility of their reuse in other systems, compared to S.
Recall, Precision and F-Score
A view on the performance of a sample data can be given by the precision-recall curve, which is commonly summarized in a single indicator [9] , e.g., the f-score value. Given a classifier and an instance, there are four possible outcomes: (i) if the instance is positive and it is classified as positive, it is counted as a true positive (tp); (ii) if it is classified as negative, it is counted as a false negative (fn); (iii) if the instance is negative and it is classified as negative, it is counted as a true negative (tn); and (iv) if it is classified as positive, it is counted as a false positive (fp) [7] .
We use these outcomes to calculate precision and recall values and consequently obtain the f-score value, as follows [16] .
PROPOSED APPROACH
We propose a semi-automatic restructuring approach by using Move Method refactoring and six quality attributes defined by QMOOD (refer to Table 2 ). The main idea is, given a software system S, to move methods between classes in S in order to recommend a sequence of refactorings R 1 , R 2 , . . . , R n that result in system versions S 1 , S 2 , . . . , S n , where quality(S i+1 ) > quality(S i ). First, the approach calculates the six quality attributes for the analyzed software. Second, we detect every method that could be automatically moved to another class. Third, for each method, we move it to different classes that can receive it automatically, recalculate the quality attributes, and return it to its original class. Fourth, we include the refactoring that achieved better quality improvement to the recommendation list and repeat the third step for the remaining methods.
After we have processed every method, we present a recommendation list showing the sequence of Move Method refactorings ordered by the first to last recommendation found on fourth step.
Motivation Example
This section illustrates a Move Method refactoring scenario where our approach could be useful. Suppose a small Java system S with two classes: A and B. Class A has two methods: methodA1 and methodA2. For this example, method methodA2-which receives a B object as a parameter-should be in class B. Therefore, this creates a new system version S ′ when we move the method. Figure 1 shows a UML diagram of the classes described in our example, before and after we move the aforementioned method. Figure 1 : Move Method applied to our Example When we apply our approach to system S, we first compute the QMOOD quality attributes for S. Then, we detect methodA2 as a method that could be moved to another class. The method is moved to class B creating the new system version S ′ . We recompute the quality metrics for S ′ and then we return the method to class A, where it originally came from. In this particular case, since there are only two classes, our approach finishes the analysis. However, when there are other classes, our approach would repeat the process by moving the method to another class and recalculating the quality metrics again. Table 3 shows the QMOOD quality attributes for S and S ′ , and the difference between S ′ and S. Even though flexibility, understandability, and functionality values remain the same, the values for the other three quality attributes-reusability, extendibility, and effectiveness-improve. Since it shows better quality attributes, our approach would recommend methodA2 to be moved to class B (as previous illustrated in Figure 1 ). 
Algorithm
Algorithm 1 describes our proposed approach. It is worth noting that before we execute the algorithm, we make a copy of the analyzed system, and the algorithm is executed in this copy (and not in the actual system). The algorithm receives as input a list containing all methods with their respective class from the analyzed system. The output is a sequence of Move Method refactorings that resulted in better quality metrics, ordered from highest to lowest according to the quality measurements.
First, it calculates the current six QMOOD quality metrics for the analyzed system (line 5). Second, it determines the methods of the system (m) that can be automatically moved to other classes (C) (lines 6-10) and stores the pairs (m, C) in the list of potential refactorings (line 8).
The next loop (lines 13-27) finishes when the list containing the methods for potential refactoring is empty. Now, each method in the potential refactoring list is moved (line 15), the quality metrics are recalculated after moving the method (line 16), and the method returns to its original class (line 17) . If the quality measurements are better than the current ones (line 18), then the method is added to our list as a candidate for refactoring (line 19).
After we measure every method, we select the one that achieved the best quality metric improvement (line 22). The best refactoring is applied to the system copy (line 23), removed from the potential refactoring list (line 24), and added to the recommendations (line 25). The new calculated metrics for the best refactoring becomes the system baseline now (line 26). After the execution of Algorithm 1, the sequence of refactorings is recommended to the user.
Calibration
Our calibration is related to the fitness function from Algorithm 1 (line 18). The fitness function defines how we compare the quality attributes to determinate if there is an improvement according to our requirements. Our objective is to identify the best set of requirements for the fitness function to make our approach recommend better refactoring options.
3.3.1 Systems. Table 4 reports information about the four systems we use in calibration process, such as size in terms of lines of code (LOC), and number of classes and methods. We chose these four systems because they were implemented following commonly architectural standards and hence most of their methods are probably located in the correct classes. We randomly moved to different classes 20 methods of JHotDraw and JUnit, and five methods of MyAppointments and MyWebMarket. The information about these methods and classes (original and the one it has been moved to), we called Gold Set. We rely on the Gold Set to verify if our approach recommends moving those methods back to their original classes. In theory, it would be chosen the fitness function that recommends more methods from the Gold Set.
Next step of calibration process consists of elaborating different strategies for the fitness function configuration to observe which one is the most effective w.r.t. the larger number of methods from the Gold Set being moved back to their original classes.
Strategies.
For this calibration process stage, we define five different types of fitness functions using two different kinds of metrics values-the absolute and relative values of QMOOD quality attributes-and we run our approach in the modified versions of the systems for each type of calibration. Absolute values refer to original values of each calculated metric, and the relative values refer to improvement (or worsening) percentages of the metrics after a Move Method refactoring.
We assume S as a system, S ′ as its version after a Move Method refactoring, and M as a metrics set consisting of reusability, flexibility, understandability, functionality, extendibility, and effectiveness. Also, we consider M% as the set with the percentage difference between the values of each metric of M in S and S ′ .
In first calibration type, our criterion is the more simplistic where we verified if none of the quality attributes decreased and at least one attribute increased. Therefore, Equation 1 uses absolute values of each metric before and after the refactoring, while Equation 2 uses relative values.
Rel#1: ∀m% ∈ M%, m% ≥ 0 ∧ ∃m% ∈ M%, m% > 0
We discovered that the effectiveness values get worse in the majority of the Gold Set and hence we discarded correct recommendations. In the second calibration, since the effectiveness rarely changed in the first calibration, we adjusted the fitness function to disregard this quality attribute, while maintaining the other criteria from the first calibration. Therefore, we altered the absolute and relative fitness functions (Equations 3 and 4, respectively).
Rel#2: ∀m% ∈ M% \ {effectiveness}, m% ≥ 0
In the third calibration, our criterion is as simplistic as the first one where we compare the overall sum of all six quality attributes. Thus, Equation 5 represents absolute version of the function fitness and Equation 6 represents the relative one.
Rel#3: sum(M%) > 0
In the fourth calibration, we modified the fitness function based on the following two observations: (i) in the second calibration, flexibility, understandability, and extensibility improved but the remaining attributes (reusability and functionality) decreased; and (ii) Shatnawi and Li [18] stated that Move Method refactoring usually increases the values for flexibility, understandability, and extensibility. Therefore, particularly in this calibration, we consider only these three attributes: flexibility, understandability, and extensibility; disregarding the others. Therefore, consider M ′ as a subset of M consisting of flexibility, understandability and extensibility metrics and M ′ % as the percentage difference between the values of each metric of M ′ in S and S ′ . Equations 7 and 8 represent absolute and relative versions of the fitness function, respectively.
Rel#4: ∀m% ∈ M'%, m% ≥ 0
In the fifth and last calibration type, we used the following three design metrics (Table 1) : CAM (cohesion), DCC (coupling), and CIS (messaging). We chose these metrics because they are the QMOOD design metrics that usually change when a method is moved. We then establish the criteria for the fitness function that cohesion, coupling, and messaging cannot decrease. Therefore, consider DM as a set with CAM, DCC, and CIS design metrics and DM% as the percentage difference between the values of each design metric of DM in S and S ′ . Equations 9 and 10 represent absolute and relative fitness functions, respectively.
Abs#5:
Rel#5: ∀m% ∈ DM%, m% ≥ 0 ∧ ∃m% ∈ DM%, m% > 0 (10)
3.3.3 Results. Table 5 reports the calibration types, the number of recommended methods (RM), the recommendations from the Gold Set (GM) and we also calculated precision, recall, and f-score, considering GM as true positives, RM − GM as false positives, and |Gold Set| − GM as false negatives. We determined that we should focus our analysis on recall values. The measure of precision and f-score is jeopardized since we cannot ensure that recommendations that do not belong to the Gold Set are indeed wrong. In other words, we can mostly guarantee that the methods we moved around (i.e., those that belong to the Gold Set) are misplaced.
The first and second calibration strategies obtained an average of 38.8% for both Abs#1, Rel#1, Abs#2, and Rel#2. Since the number of recommendations being the same, consequently resulting in the same recall values.
For the third calibration, Abs#3 had the average recall of 56.2%, the best result so far, since is an increase of 17.4% w.r.t. the previous strategies. However, for Rel#3, the average recall rose to 57.5%, i.e., a subtle increase of 1.3%. It occurs due exclusively to the difference of recall values calculated for JUnit, which in Abs#3 was 80% and Rel#3 was 85%. Thus, we now consider Rel#3 to be the best.
In the fourth calibration, the average recall for both Abs#4 and Rel#4 were 56.2% (the same found for Abs#3), so we keep Rel#3 as the best. Last, in the fifth calibration, Abs#5 had an average recall of 36.2%, while Rel#5 had an average of 45%. These values are lower than the one of Rel#3, so they were discarded. Thus, we chose calibration Rel#3, which obtained the highest average recall value of 57.5%, to be used by our approach as the fitness function, i.e., the criterion of comparing the metrics by improvement percentage of the sum of QMOOD quality attributes.
Tool Support
We implemented our approach as a plug-in for the Eclipse IDE, called QMove 1 . By default, our tool relies on calibration Rel#3 but it provides ways to define the preferable calibration option based on users' experience. Figure 2 demonstrates an example of using QMove on a system. When developers run the tool, it shows a view with the recommended refactoring sequence. The view shows the method's current location, the suggested class to move it, and the percentage increase in QMOOD quality metrics when the refactoring is applied. Note, for instance, that recommendation ID 1 suggests to move methodB2 from pckg.B to pckg.A since it improves 68.28% of metrics values. For each recommendation, QMove allows to apply it or check detailed information w.r.t. its QMOOD metrics values. Note again that, while reusability remains the same, recommendation ID 1 improves flexibility from -2.5 to -2 (+0.5), effectiveness from -1.5 to -1.25 (+0.25), extendibility from 2.56 to 2.625 (+0.065), functionality from 4.291 to 4.676 (+0.385), and understandability from -5.555 to -5.047 (+0.508). Finally, there is also the option to automatically apply all refactorings in the order our approach suggests. 
Synthesized Evaluation
This section evaluates our proposed refactoring approach through QMove in open-source systems.
Subject systems: We rely on 13 open-source systems ( Table 6 ) that possess well-defined architectures and are active projects. These systems have been used in the evaluation of a third-party work [20] , which facilitates comparing our approach to JMove and JDeodorant. Methodology: Similarly to our calibration, we modified the subject systems by randomly moving their methods to other classes. Those methods represent our Gold Set and our evaluation consists in verifying whether QMove recommend to move methods from our Gold Set back to their original classes. 3 Results: Table 7 reports the evaluation results for each system, the total number of recommended methods, the Gold Set (GS) size, the recommendations from the Gold Set (GS), and the achieved f-score, precision, and recall. Our evaluation results shows 84.2% average recall for methods in the Gold Set. This result is similar to the one found in the calibration process, where the highest recall in our chosen strategy was 85%. On the other hand, the average f-score and precision in the evaluation were lower than the calibration. It is somehow expected since the systems used in the calibration process have been carefully implemented following commonly architectural standards. We also performed a more detailed analysis of the recommendations, considering the precision and recall values for each recommendation, allowing the behavior observation of these values during the execution of our approach. Therefore, Figures 3 and 4 show a graph containing the precision and recall results, respectively, for all subject systems. We used the logarithmic scale for a better representation of data variation, mostly in relation to the first found recommendations.
We can note that precision values in general tend to be higher in the first recommendations, and throughout of the remaining recommendations, the precision undergoes a decline until the last recommended method. Regarding recall, the observed behavior is the opposite of precision, i.e., a low recall in the first recommendations and a high value in the last recommendations. This behavior shows a tendency that the first recommendations provided by QMove have high accurate in finding methods that are erroneously located, and throughout the remaining recommendations, most of these methods are recommended but with less precision. In order to find the situation where our approach provides the best possible precision and recall values, we made further analysis through precision and recall values at different stages of the Move Method recommendations, specifically when we set the number of recommendations as three (Top3), five (Top5), ten (Top10), and n (TopN ), being n the size of the gold set for each system used in the evaluation (e.g., n = 25 for Ant according to Table 7 ). Figure 5 graphically illustrates the precision behavior and shows the data referring to the average precision of Top3 to TopN , the letter represented by the dotted line. The average precision is 71.8% for the first three recommendations, 67.7% for the first five, 66.9% for the first ten, and 52.1% for the first n recommendations. Note that our approach is more precise in the first recommendations to move methods that improve QMOOD quality attributes. Figure 6 contains a graph representing the recall value for the TopN recommendations, as well as containing a dotted line representing the average recall rate for all analyzed systems. It shows that the first n recommendations have an average recall of 53.1%, with a standard deviation of 25.6%. Thus, considering the number of randomly moved methods for each system, the tendency is that 53.1% of them are recommended to return to their original classes with a 52.1% precision.
Figure 5: Precision Tops

Figure 6: Recall Tops
Another strategy to verify the results is using f-score value in the same way that was used in the calibration (Section 3.3) . Thereupon, we generate graphs for each of the 13 systems used in the evaluation, containing the precision, recall, and f-score behavior (Figure 7 ). Our goal is to observe the point that the f-score has its highest value, which consequently sets the highest values of precision and recall, before the f-score values begin to decline. This allows us to find the number of recommendations necessary for our approach to detect as many Gold Set methods as possible, while maintaining a high precision and recall rate. All the graphs are in logarithmic scale, and the abscissa axis has the size of 250, to simplify the comparison between them.
By analyzing the graphs represented in Figure 7 , we detected the points where the f-score has its highest value, and for each point we extracted the corresponding precision, recall, and recommendation number. We also calculated the positions of the recommendations in function of n, where n is the size of the Gold Set for that system. Table 8 reports the results of this analysis showing for each system the recommendation position, the recommendation position in function of n, the f-score, precision, and recall values. As can be seen, the extracted data resulted in an average of 62.6% of the f-score values, with a standard deviation of 20.93%. Consequently, to find the number of recommendations needed to have the highest precision and recall values of 64.4% and 64.5%, respectively, are 1.14 x n. Therefore, considering all the systems used in the evaluation, our approach is able to detect, among the first 1.14 x n Move Method recommendations, 64.5% of methods contained in the Gold Set with 64.4% precision.
Comparative Evaluation
We perform a comparative analysis between our approach and the JMove and JDeodorant tools.
Subject systems: We used the same systems used in our synthesized evaluation (refer to Table 6 ).
Methodology:
We ran JMove and JDeodorant on these 13 systems to verify if they recommend moving back the methods from our Gold Set. Table 9 reports the number of refactoring recommendations by each tool (Recs.), the number of refactoring related to methods from the Gold Set (Recs. GS), and the f-score, precision, and recall values calculated through the mean of the precision and recall values for each analyzed system. As we can see in Table 9 , QMove performed better than the other tools for all metrics. QMove f-score was 39.1%, which is more than twice as JDeodorant (15.7%) and almost four times as JMove (10.1%). Considering precision and recall, QMove also performed at least twice as much as the other tools. Figure 8 shows the overlap of the Move Method recommendations belonging to the Gold Set of the three evaluated tools. 
Results:
Real Scenario Evaluation
This section evaluates our proposed refactoring approach through QMove in real-world systems.
Subject systems: We rely on two proprietary systems developed by GT4W -Geo Technology for Web, a IT company located in Lavras, Minas Gerais, Brazil. Table 10 reports data about these systems. 5 ReMent is a demand management system and Cyssion a concession management system. We chose these systems because they are in an advanced phase of implementation, have well-defined architectures through the MVC (Model-View-Controller) model, and are developed in Java. Methodology: Besides executing QMove, we also executed JMove and JDeodorant on these systems in order to compare the results. Two expert developers (one for each system) evaluated recommendations provided by each tool. Using the Likert scale [11] , the evaluation methodology consisted of developers answering, for each recommendation, the question "How do you rank this Move Method recommendation?". The answer to this question could be one of five available: (1) Strongly not recommended, (2) Not recommended, (3) Neither recommended nor recommended, (4) Recommended, or (5) Strongly recommended. We leave free the option of the experts to justify the chosen option, thus gathering useful information that could contribute to our evaluation.
Results: For ReMent, JMove and JDeodorant gave no recommendations. QMove, on the other hand, recommended five methods for ReMent, where three were evaluated as "Strongly not recommended" and two as "Neither recommended nor recommended". For Cyssion, Table 11 reports the evaluation results of the 41, five, and six recommendations triggered by QMove, JMove, and JDeodorant, respectively. Considering the positive evaluations, which are those recommendations that were evaluated as (4) and (5), QMove had six, against two and zero of JMove and JDeodorant, respectively. Also, including as positive the recommendations that were evaluated as (3) because their neutrality, QMove would have eight recommendations against three from JMove and one from JDeodorant. Figure 9 shows the overlap between the recommendations found for all three tools, making it clear that only one recommendation was found at the same time by QMove and JMove, which is evaluated as (4).
Figure 9: Overlapping between Cyssion results
These results demonstrate that QMove was relatively more effective in finding practically useful recommendations. However, there were a high number of recommendations evaluated as (1) and (2) for the two systems, and the reasons for this can be explained by comments from the experts when we were conducting the evaluation.
First, most of the comments focused on justifying evaluations (1) and (2) because of the meaningless moves, such as moving an accessor method of a private attribute. Second, experts commented that some recommendations involved methods that were being overwritten from an interface (@override annotation), and moving them would cause compilation errors. Third and last, there were comments on methods used by frameworks, and moving them to other classes would hinder the functioning of the framework. These issues will be considered in our future work.
Concluding this evaluation, QMove was able to find positively evaluated methods in greater quantity than JMove and JDeodorant, and the number of negatively evaluated recommendations can be reduced with adjustments in the preconditions of QMove.
THREATS TO VALIDITY
Next, we identify at least two threats to validity in our study.
Internal Validity: We modified the subject systems to evaluate our approach by randomly moving methods from one class to another in order to verify whether these methods are recommended to return to their original classes or not. This fully-random methodology implies in the possibility of a moved method improves QMOOD quality attributes in its new class. In this case, our approach would not recommend such a method since returning to its original class would worsen our fitness function. However, since our approach achieved a recall rate of 84.2%, we can at least assume that most methods worsen quality metrics when they were moved.
External Validity: The subject systems used in the calibration and evaluation are implemented in Java. One could argue that this could affect the use of our proposed approach in other systems that use different programming languages. Nevertheless, our fitness function is based on the QMOOD model, whose quality metrics can be measured for any object-oriented project, regardless of the underlying programming language.
RELATED WORK
In this section, we highlight and discuss some studies that are closely related to our proposed restructuring approach.
Terra et al. [20] propose JMove, a tool for Move Method refactorings. Given a method m located in a class C, it calculates two similarities using Jaccard: (i) the average similarity between m and the remaining methods in C and (ii) the average similarity between m and the methods in another class C ′ . If the similarity measured in C ′ is greater than the one measured in C, then C ′ is a potential candidate class to receive m. However, JMove deals with methods that have more than four dependencies, while our approach does not have this restriction, consequently increasing the scope of potential recommendations.
Tsantalis and Chatzigeorgiou [21] present JDeodorant, a tool that suggests Move Method refactorings as solutions to the Feature Envy design problem. JDeodorant defines a metric called Entity Placement that is used to evaluate whether a recommendation reduces coupling, defined by the Jaccard distance between the class itself and outer entities, and improves cohesion, defined by the Jaccard distance between the class itself and inner entities. Whereas JDeodorant is based only on cohesion and coupling metrics, our approach, using the QMOOD model, provides a broad set of metrics that measure improvements to overall quality of the system.
Mkaouer et al. [15] propose an approach that searches for a sequence of refactoring actions to maximize the six QMOOD quality attributes while minimizing the number of refactoring actions. Although their approach covers more refactoring types, it does not analyze all refactoring options, which may lead to a sub-optimum restructuring. In contrast, our approach analyzes every possibility but currently considers only the Move Method refactoring.
O'Keeffe and Cinnéide [17] present a tool for refactoring based on three QMOOD quality attributes, called Code-Imp. They propose four search algorithms to maximize flexibility, understandability, and extensibility. Even though their tool supports many refactoring types, it does not support the Move Method refactoring, which is the refactoring we used in our approach.
Griffith et al. [10] describe an approach to detect code smells by using CK (Chidamber-Kemerer) and size-oriented metrics, whereas our approach uses a more solid model. They employ a genetic algorithm to find the best refactoring sequence that removes the most number of code smells. While their approach outputs the refactoring in a UML class diagram, our approach allows the software architect to perform the recommended refactorings automatically in the source code.
FINAL REMARKS
Even though there are many refactoring approaches, very few consider their impact on the software quality. In this paper, thereupon, we proposed a search-based approach to recommend Move Method refactorings that improve QMOOD quality attributes. QMove receive as input a given software system S and recommends a sequence of refactorings R 1 , R 2 , . . . , R n that result in system versions S 1 , S 2 , . . . , S n , where the sum of all six QMOOD quality attributes is greater in S i+1 that in S i .
In our first evaluation, we evaluated our approach in 13 opensource systems by randomly moving 375 methods. On average, our approach could move 84.2% of the methods back to their original classes. More important, our approach is able to detect, among the first 1.14 × n recommendations (where n is the size of the Gold Set for each system), 64.5% of methods contained in the Gold Set with 64.4% precision, on average.
In our second evaluation, we compared QMove with JMove and JDeodorant on the same 13 systems used in the first evaluation. As result, the state-of-the-art tools showed lower precision, recall, and hence f-score values than the ones achieved by QMove. While QMove recall value was 84.2%, JMove and JDeodorant recall values were 30.1% and 29.5%, respectively. Nevertheless, we argue that the techniques are complementary since the state-of-the-art tools could indicate 32 correct recommendations that QMove could not.
In our third evaluation, we evaluate QMove, JMove, and JDeodorant in a real scenario on the eyes of the software architects. As result, the software architects positively evaluated six out of 46 recommendations from QMove, two out of five from JMove, and none out of six from JDeodorant. Although QMove found more correct Move Method opportunities, it triggered much more false positives than the state-of-the-art tools.
Future work includes: (i) to incorporate other types of refactorings, such as Extract Class and Extract Method, (ii) to improve QMove preconditions to avoid false positives, and (iii) to rely on other metrics and other search-based algorithms to allow users to set up their own fitness function and search-based algorithm.
