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In March 2011, mankind witnessed the core meltdown of the nuclear power plant
in Fukushima. In the course of this event thousands of people lost their homes
permanently due to radioactive contamination [1]. Once again after the incident of
Chernobyl in 1986 this demonstrated that nuclear energy is not the solution for a
sustainable electricity production to satisfy the increasing demand in future years [2]
– especially if the financial profit of an operating company appears in the equations.
A long-lasting role of fossil fuels in the energy supply for humans is ruled out due
to their contribution to global warming and their limited availability in the future.
After the events of Fukushima, the German government increased the efforts to pro-
mote the ”Energiewende” – a systematic expansion of renewable energies to become
independent of nuclear power and, in the long run, of fossil fuels. A core element
of renewable energies is photovoltaics (PV) – the conversion of solar energy into
electric energy. Nowadays, silicon-based solar cells hold the largest market share
of all PV technologies [3]. One of the reasons for this is the long technical experi-
ence with the material but also its abundance in earth’s crust. Innovative concepts
such as zero-energy buildings are an interesting and sustainable concept but rely on
affordable PV technology [4].
However, the use of an indirect band gap semiconductor such as silicon brings along
several problems, the most important technical one being the need of a thick absorber
layer and a high material purity in consequence [5]. These physical reasons together
with the prospectives of cheap and large-scale fabrication methods, such as roll-
to-roll processes, lead to the field of thin-film solar cells [6]. The most prominent
representative of this category of solar cells is Cu(In,Ga)Se2 (CIGS). The use of this
direct semiconductor allows for a layer thickness of only a few micrometer while
achieving a record power conversion efficiency of currently 21.7% [7]. In contrast
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to silicon, not all constituting elements of Cu(In,Ga)Se2 are earth-abundant and
especially indium experienced a strong increase in demand in form of indium-tin
oxide in electronics industry in recent years [8,9]. A possible price escalation of the
raw materials would have catastrophic consequences for this thin-film technology
[10].
These considerations lead to the development of a new absorber material system for
thin-film photovoltaics: Cu2ZnSn(S,Se)4 (CZTSSe) or kesterite
1. This material is
structurally related to CIGS but only comprises earth-abundant elements as con-
stituents. However, despite the similarities to CIGS fabrication of CZTSSe thin
films and solar cells turned out to be very challenging [11]. With only 12.6%, the
record power conversion efficiency of kesterite solar cells remains far behind that of
CIGS solar cells so far [12]. One of the reasons for that is an insufficient knowledge
of basic physical properties of CZTSSe. The first parameter wich characterizes a
semiconductor material as suitable for PV applications is the band gap [13]. Espe-
cially this quantity is subject to a large scatter depending on which publication is
taken into account [14]. Furthermore, fundamental studies of recombination pro-
cesses, which play an important role in the device performance of solar cells, rely
on a precise knowledge of the band gap. This underlines the necessity of a detailed
optical characterization of the CZTSSe material system and in particular, the band
gap.
Modulation spectroscopy techniques such as electromodulated reflectance – or short
electroreflectance – have been used for decades and are some of the most reliable and
precise tools to determine critical points in the band structure of semiconductors
[15]. This measurement principle relies on the modulation of the refractive index
of a material which in turn causes a change in the reflectivity or transmittivity of
the sample. Furthermore, features due to critical points in the band structure of
the semiconductor are pronounced. One possibility to induce the modulation of the
dielectric function is the application of an external periodic electric field. With the
fundamental band gap being one particularly interesting critical point, modulation
spectroscopy is an ideal characterization technique for thin-film solar cell absorber
materials such as CZTSSe or CIGS. However, a thin-film solar cell represents a
special kind of sample for modulation spectroscopy measurements which exhibits
several peculiarities. First, a strong built-in electric field in a solar cell deviates
from the typically assumed physical situation in the derivation of standard evaluation
methods [15] for modulated reflectance spectra. Furthermore, both the refractive
index contrast beween of the individual functional layers of a thin-film solar cell as
well as their thickness cause thin-film interferences which strongly distort measured
lineshapes compared to theoretical expectations.
1The name ”kesterite” actually refers to the crystal structure of the material
2
The aim of this work was to overcome the above-mentioned challenges for electrore-
flectance to establish this powerful technique in the characterization of thin-film solar
cells. Therefore, both the measurement itself and the analysis were improved in the
course of this work and the broad applicability to CIGS and CZTSSe solar cells
was ensured. Furthermore, electroreflectance was used to investigate the radiative
recombination in CZTSSe and to identify individual contributions to luminescence
spectra. To support electroreflectance, photoluminescence (PL) and PL excitation
(PLE) measurements were performed additionally. Finally, band gap shifts induced
by Cu–Zn cation reordering processes in CZTSSe could be correlated to the result-
ing band gap of the material. The kinetics of these processes were studied and the
results lead to an increase in device efficiency.
Structure of This Work
This thesis is structured in 8 chapters. After this introduction the two investigated
thin-film absorber material systems, CIGS and CZTSSe are presented in chapter 2.
The focus lies on the crystal structures, band structures and on the most important
intrinsic defects in the two materials. Furthermore, the principle structure of a thin-
film solar cell is introduced and a short overview on different solar cell concepts is
given. For completeness, issues which are related to the fabrication of CZTSSe are
discussed briefly.
A central part of this work was the application of modulation spectroscopy to thin-
film solar cells. Chapter 3 gives an overview on this measurement technique and
presents both the underlying physical mechanism and the experimental setup which
was used in this work. Further optical measurement techniques such as photolumi-
nescence and photoluminescence excitation spectroscopy were applied to CZTSSe
solar cells as well which is why a brief introduction to these techniques will be given.
As it was already mentioned, thin-film solar cells deviate from samples which are
typically investigated by means of modulation spectroscopy. Chapter 4 discusses
the peculiarities of this kind of sample with respect to the derivation of standard
evaluation techniques which are typically used. For this purpose, both optical and
electrical one-dimensional simulations are used to investigate the working principle of
electroreflectance in thin-film solar cells. In the course of this chapter the deviations
from ideal measurement conditions for electroreflectance will be discussed and the
limitations of this technique will be presented. As it turned out, the built-in electric
field and thin-film interferences play a major role in the measured electroreflectance
signal of a thin-film solar cell and need to be considered if no further precautions
are taken in the experiment.
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Chapter 5 presents a method to reduce the influence of thin-film interferences on a
measured electroreflectance signal significantly. The detection of diffusely reflected
light instead of specularly reflected light reduces thin-film interferences not only
in the reflectance signal but also in the modulated reflectance signal and yields a
measurement signal which can be evaluated precisely. This is shown experimentally
and the findings are supported by two-dimensional optical simulations.
After the applicability of electroreflectance to thin-film solar cells is ensured the
method is used to identify individual contributions to photoluminescence spectra of
CZTSSe solar cells in chapter 6. In addtition, photoluminescence excitation spectra
are also evaluated and allow for a distinction of defect-related and band-related
contributions to luminescence spectra of CZTSSe.
In chapter 7, reversible band gap shifts due to thermally-induced reordering of Cu
and Zn atoms in the CZTSSe unit cell are detected using electroreflectance. The
kinetics of these phenomena is compared to the predictions of a stochastic model.
The experiments were performed on finished CZTSSe solar cells and hence it is
possible to give an assessment of the impact of these reordering processes on device
performance.
The final chapter summarizes the main results of this work and gives an outlook





The aim of this chapter is to give basic insights into the properties of the two thin-
film absorber materials Cu(In,Ga)Se2 and Cu2ZnSn(S,Se)4 investigated in this work.
Since the majority of the experiments were performed on Cu2ZnSn(S,Se)4 solar cells
this material system will be given more attention whereas Cu(In,Ga)Se2 will often
serve as comparison. Furthermore, the reader will be given a general overview on
thin-film solar cell structures and their realization.
For Cu2ZnSn(S,Se)4 absorber layers the fabrication turned out to be more challeng-
ing than for Cu(In,Ga)Se2 which is why fabrication-related issues will be discussed
in more detail.
2.1 Properties of Chalcogenide Absorber Layers
In 1961, Shockley and Queisser published their paper in which they investigated
the connection between the absorber band gap Eg of a single p–n junction solar cell
and the maximum achievable power conversion efficiency η [13]. Assuming standard
AM1.5 irradiation, efficiencies of more than 30 % can be achieved for an absorber
band gap interval of 1.0–1.5 eV. It should be noted that within the considerations
of Shockley and Queisser detrimental effects such as non-radiative carrier recom-
bination and insufficient carrier collection are not taken into account. The model
assumes that solar irradiation with a photon energy below the band gap is not ab-
sorbed and carriers generated by photons with a photon energy above the band gap
thermalize to the conduction band edge which represents an effective carrier energy
loss.
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Within the Shockley–Queisser limit silicon exhibits an ideal optical band gap of
Eg = 1.1 eV but the indirect nature of this transition in momentum space yields
a low absorption coefficient [16] compared to direct semiconductors such as, e.g.,
GaAs [17]. Therefore, it is necessary to use a large absorber thickness in the order
of hundreds of micrometers to achieve sufficient optical absorption. In turn, this
requires a high material purity to obtain a large diffusion length of the generated
carriers for efficient separation and extraction. These are the fundamental disad-
vantages of silicon from a physical point of view which have led to the development
of new solar cell concepts.
The main idea of thin-film photovoltaics is the use of a direct semiconductor as
an absorber layer which exhibits a large absorption coefficient. This allows for a
thinner absorber loosening the requirements for diffusion length and carrier lifetime.
In consequence, the raw material input is lowered and hence production costs as
well. It should be noted that this is a very simplified picture and the real situation
comprises many further aspects, most of them being of economic nature and thus
not subject to this thesis.
The use of III–V semiconductors with a direct band gap such as GaAs and the
related Al1−xGaxAs to build thin-film solar cells with a noticable efficiency has
been known since the 1970s [18]. Up to now, the best solar cells in the world
are based on III–V semiconductors and achieve power conversion efficiencies of up
to 46 % [19]. However, these multi-junction devices are based on epitaxial III–
V semiconductor layers and a commercial upscaling of this technology cannot be
achieved at a competitive module price.
II–VI semiconductors with a tetrahedral coordination of atoms such as ZnSe or CdS
also exhibit a direct band gap which makes them – in principle – suitable candidates
for solar cell absorbers. However, the band gap of most of these semiconductors
is too large to achieve a single-junction solar cell efficiency comparable to silicon
within the Shockley–Queisser limit. A possible exception to this circumstance is the
chalcogenide CdTe with a band gap of Eg =1.49 eV [20].
It has to be mentioned that CdTe solar cells have made tremendous progress in re-
cent years and conversion efficiencies of 21 % could be achieved by First Solar [21].
The relatively mature technology is probably the one which is closest to the pro-
claimed ”1$ per Watt” goal which is necessary for thin-film technologies in order to
become competitive to conventional silicon photovoltaics [22]. According to recent
investigations the toxicity of CdTe is lower than the toxicity of elemental Cd and
other concerns, e.g., Cd emission in fires, could be eliminated [23,24]. This progress
in CdTe photovoltaics has to be mentioned. However, since CdTe is not the subject
of this work it will not be considered any further. The same holds for other pho-
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tovoltaic technologies such as dye-sensitized solar cells [25], organic solar cells [26],
and organic–anorganic hybrid perovskite solar cells [27].
The chalcogenide compound Cu(In,Ga)Se2 is structurally related to the zincblende
II–VI semiconductors and also exhibits a direct band gap and therefore a high ab-
sorption coefficient [28]. Furthermore, the band gap is tunable by varying the ratio
of gallium and indium within the absorber layer. Elaborate fabrication techniques
and continuous efforts have led to a current world record power concersion efficiency
of 21.7 % for Cu(In,Ga)Se2 solar cells [7].
A possible price escalation of the raw elements indium and tellurium in Cu(In,Ga)Se2
and CdTe solar cells, respectively, could have a severe impact on the development
of these two thin-film technologies [10]. In anticipation of such a scenario kesterite
Cu2ZnSn(S,Se)4 solar cells have been developed. The main advantages of this mate-
rial system are the abundance of the constituting elements and the similar physical
properties to Cu(In,Ga)Se2. Since the scope of this work are solar cells based on
Cu(In,Ga)Se2 and Cu2ZnSn(S,Se)4, a general overview of the main properties of
these two materials will be given in the following.
2.1.1 Crystal Structure
Figure 2.1 shows the evolution of crystal structures1 for tetrahedrally coordinated
semiconductors starting from a II–VI zincblende (sphalerite) semiconductor such as
ZnSe (Fig. 2.1(a)). Cu(In,Ga)Se2 (CIGS) crystallizes in the chalcopyrite structure
(Fig. 2.1(b), space group I 4̄2d [30]) like its phase prototype CuFeS2. This crystal
structure can be obtained if the group-II atoms are replaced alternatingly by group-
I and III atoms. This requires a unit cell which is essentially a superstructure of
two sphalerite unit cells and yields a I–III–VI2 semiconductor. This substitution is
sometimes also referred to as Goodman’s substitution [31]. Still, the tetrahedral
coordination of atoms is maintained in this transition.
In the case of CIGS, the group-III element can be either indium or gallium. The
important influence of Cu on the band structure of CIGS as well as the role of
cation or anion exchange will be discussed in subsection 2.1.2. The lattice constants
of the parent compounds CuInSe2 and CuGaSe2 are summarized in Tab. 2.1. The
tetragonal unit cell of pure CuInSe2 is stretched along the c-axis and – for increas-
ing gallium contents – undergoes a transition to a compressed unit cell in the case
of CuGaSe2. Following Goodman’s substitution once again, the kesterite structure
(Fig. 2.1(c), space group I 4̄) is obtained if one replaces the group-III atoms in the
1All crystal images in this work were created using Vesta 3 [29].
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Figure 2.1: Crystal structures and example compounds: Starting from the zincblende
structure (a) the chalcopyrite structure (b) is obtained if the group-II element is substituted
alternatingly by a group-I and group-III atom. The kesterite structure (c) is then obtained
for an alternating substitution of the group-III element by a group-II and a group-IV
element. There are two possible crystal structures for a I2–II–IV–VI4 semiconductor, the
second one being the stannite structure (d) with pure group-I layers.
chalcopyrite structure by an alternating pattern of group-II and group-IV atoms.
This crystal structure is eponymous to the Cu2ZnSn(S,Se)4 (CZTSSe) material sys-
tem [32]. The above-mentioned tetragonal distortion of the unit cell is not very
pronounced in the CZTSSe material system and the c/2a ratio of the unit cell of
both parent compounds is almost 1 as evident from Tab. 2.1.
The similiarities of the crystal structures of kesterite and zincblende allow for the
fabrication of high-quality epitaxial layers which are of interest for fundamental
physical studies [33, 34]. However, kesterite is not the only possible crystal struc-
ture for a I2–II–IV–VI4 semiconductor. For the same chemical composition the
stannite structure (Fig. 2.1(d), space group I 4̄2m) exhibits a similar unit cell but
with a characteristic atomic arrangement of pure group-I layers [32]2.
The question whether Cu2ZnSn(S,Se)4 crystallizes in the kesterite or the stannite
structure cannot be answered easily by standard thin-film characterization methods
such as X-ray diffraction (XRD) or Raman spectroscopy.
2The stannite structure is derived from the CuAu(001) ordering of a I–III–VI2 semiconductor
[35].
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Table 2.1: Lattice constants of the chalcopyrite [36, 37] and kesterite [11] parent com-
pounds. The chalcopyrite unit cell undergoes a transition from a stretched (CuInSe2)
to a compressed (CuGaSe2) unit cell whereas both kesterite compounds remain almost
pseudocubic.
Compound a (Å) c (Å) c/2a
CuInSe2 5.782 11.720 1.013
CuGaSe2 5.596 11.000 0.983
Cu2ZnSnS4 5.419 10.854 1.0015
Cu2ZnSnSe4 5.695 11.345 0.9960
Since XRD is not sensitive to the occupation of the individual lattice sites within the
unit cell due to similar structure factors of the constituting atoms it is not possible to
distinguish kesterite from stannite. Using polarized Raman spectroscopy it would in
principle be possible to discern the difference between these two crystal structures
since the irreducible representations for the phonon modes differ for the kesterite
and stannite structure [38]. However, this approach cannot be applied to solar cell
relevant absorber layers as they are polycrystalline and do not exhibit defined crystal
axes.
Density Functional Theory (DFT) studies predicted kesterite to be the ground state
and thus the stable phase [39,40] of Cu2ZnSn(S,Se)4. These findings could be verified
experimentally by Schorr using neutron diffraction [41].
2.1.2 Band Structure and Optical Properties
The band structures of both CIGS and CZTSSe exhibit a close resemblance to the
band structure of a zincblende semiconductor such as ZnSe in the energetic region
of the fundamental band gap. The reason for this lies in the structural similarity
of the crystal structures – both chalcopyrite and kesterite can be derived from the
zincblende structure as it was shown in the previous subsection. The main difference,
however, is a significantly lower direct band gap when compared to typical II–VI
compounds due to the presence of Cu-3d states [30] and a displacement of the anions
compared to a crystal structure with an ideal tetrahedral coordination of atoms [42].
For the chalcopyrite compounds the valence band (VB) states arise due to a hy-
bridization of the Cu-3d orbitals and the Se-4p orbitals [42]. The conduction band
states are due to a hybridization of Se-s,Se-p and In/Ga-s orbitals [43].
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Figure 2.2: (a) Calculated band structure of kesterite Cu2ZnSnSe4 after Persson [45] for
the [001] and [110] direction and a more detailed view (b) on the three uppermost valence
bands. Both parent compounds Cu2ZnSnS4 (not shown here) and Cu2ZnSnSe4 show a
direct band gap at k = 0.
At the Γ point the degeneracy of the three uppermost valence bands V1, V2 and
V3 is lifted due to the combination of a crystal-field splitting ∆CF and a spin–
orbit splitting ∆SO. The first is induced by the lowered symmetry compared to the
zincblende structure which mainly stems from the tetragonal distortion of the unit
cell as described in subsection 2.1.1. It is noteworthy that the sign of the crystal-field
splitting changes – and consequently the lineup of the two topmost valence bands
– when going from the chalcopyrite parent compounds CuInSe2 to CuGaSe2 [44].
This can be explained by the fact that the unit cell distortion is changing from an
expansion to a compression along the c-axis when indium is replaced by gallium [30]
as it is also evident from Tab. 2.1.
In the kesterite crystal system the band structure is again modified but still resembles
that of a zincblende compound. DFT calculations [39, 45, 46] have shown that the
valence band states in kesterite arise from the hybridization of Cu-3d and anion
p-orbitals and the conduction band (CB) states from the hybridization of anion-p
and Sn-5s orbitals.
Additionally to these orbitals, calculations by Chen et al. showed that anion-s states
also participate in the formation of the conduction band [47]. As it is the case for
the chalcopyrites, there are three topmost valence bands the degeneracy of which is
lifted by crystal-field and spin–orbit splitting.
10
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Table 2.2: Calculated band gaps for kesterite (KS) and stannite (ST) parent compounds
after Persson [45]. ST compounds exhibit a lower band gap than their KS pendant.
Compound Eg
calc (eV) ∆CF (meV)
KS Cu2ZnSnS4 1.56 -33
ST Cu2ZnSnS4 1.42 77
KS Cu2ZnSnSe4 1.05 -7
ST Cu2ZnSnSe4 0.89 70
In contrast to CIGS, ∆CF originates mainly from the symmetry reduction as a
consequence of the atomic arrangement in the unit cell instead of the tetragonal
distortion c/2a.
Figure 2.2(a) shows the calculated band structure after Persson for Cu2ZnSnSe4
[45]. For both kesterite parent compounds, Cu2ZnSnS4 and Cu2ZnSnSe4, a direct
band gap is found at the Γ point [39, 45, 46]. The same holds for the stannite
phases as well, however, the calculated band gaps are slightly lower for the same
chemical composition (∆E ≈ 150 meV) [45]. Figure 2.2(b) depicts the valence band
structure of Cu2ZnSnSe4 in more detail. The corresponding calculated values for
the band gap and crystal-field splitting of the two parent compounds and crystal
structures is summarized in Tab. 2.2. Since Cu2ZnSn(S,Se)4 exhibits a direct band
gap independently of the two possible crystal structures kesterite or stannite, both
materials would be suitable absorbers for thin-film solar cells.
However, problems may arise when both crystal structures are present within the ab-
sorber due to the slightly different band gap. This circumstance leads to carrier local-
ization and recombination which in turn would lower the efficiency of the device [48]
far below the maximum efficiency which is achievable within the Shockley–Queisser
limit [13]. It has to be mentioned that similarly to the zincblende compounds selec-
tion rules dictate whether an optical transition from VB to CB is allowed depending
on the polarization of the incident light relative to the crystal axis c. However, se-
lection rules are not applicable to this work since the investigated samples comprise
polycrystalline absorber layers without a defined crystal orientation.
An important aspect of both CIGS and CZTSSe is the tunability of the band gap





for the material CuIn1−xGaxSe2.
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Figure 2.3: (a) Measured parabolic dependence of the fundamental band gap of CIGS
on the gallium content x [52, 53]. The dependence shows a clearly parabolic behavior.
(b) Calculated dependence of the kesterite band gap on the sulfur content y [40]. The
dependence is almost linear and exhibits a very low bowing parameter of b = 0.1 eV.
The dependence of the fundamental band gap on the gallium content x is shown
in Fig. 2.3(a). Eg can be tuned within a range of 1.0–1.6 eV which is the ideal
range of a single-junction solar cell under AM1.5 illumination [13]. Furthermore, it
allows for more elaborate solar cell concepts such as band gap gradients [49,50] and
tandem cells [51]. The dependence of the band gap on x is of a parabolic nature
and the so-called bowing parameter3 varies slightly depending on the publication
one is referring to [52, 53]. A more detailed investigation of this dependence on an
atomic scale was performed by Schnohr et al. using extended X-ray absorption fine
structure spectroscopy [54].
It should be noted that the band gap can also be tuned by varying the chalcogen




for the material Cu(In1−xGax)(SySe1−y)2 [30, 55]. However, this circumstance will
not be given more attention since all CIGS solar cells investigated in this work had
pure selenide absorber layers. As will be discussed in the following section, solar-
cell-relevant CIGS absorber layers are grown with a clear copper deficiency. Since
Cu-3d states are involved in the formation of the VB states this deficiency has an
impact on the band gap as well. However, there is no clear picture about this aspect
in literature and reported results are not consistent. Chichibu et al. reported a
lowering of the band gap [56] whereas Han et al. reported an increase in band gap
3The bowing parameter is the quadratic coefficient of the dependence of Eg on either x or y.
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energy with decreasing copper content [57]. All the factors influencing the band gap
make it clear that it is important to have a precise characterization technique for
the band gap of an absorber material such as modulation spectroscopy.
In the case of Cu2ZnSn(S,Se)4 the band gap can be adjusted by a variation of the
chalcogen ratio y as well. DFT predicts an almost linear dependence of the band
gap as shown in Fig. 2.3(b) [40]. Cation substitution can also be applied to adjust
the band gap. This can be achieved by either substituting the group-II element [58]
or the group-IV element [59]. However, detailed experimental investigations of the
band bowing are still sparse. Levcenco et al. investigated the influence of the
chalcogen ratio y on the band gap of Cu2ZnSn(S,Se)4 single crystals [60] but an
investigation of the band bowing on application-relevant solar cell absorber layers
remains to be done. A possible reason for this missing investigation in literature
could be the lack of high-quality kesterite layers for different chalcogen ratios due
to the more complicated formation reaction which will be discussed in the next
subsection.
Since both Cu(In,Ga)Se2 and Cu2ZnSn(S,Se)4 represent disordered systems, the
term band gap throughout this work refers to the so-called mobility edge or perco-
lation threshold – the proper term for the energetic position at which delocalized
states can form.
2.1.3 Important Defects and Secondary Phases
For both material systems, CIGS as well as CZTSSe, defects play a crucial role
in physical key properties of the absorber layer and are thus directly relevant for
solar cell performance. The formation of defects within the CIGS material system
will only be discussed briefly since the majority of experiments of this work was
performed on CZTSSe solar cells. For a more detailed review of defects in CIGS the
reader may refer to the book by Scheer and Schock [61].
It has to be strongly emphasized that application-relevant thin-film solar cell ab-
sorbers do not exhibit chemical stoichiometry despite the fact that they are usu-
ally described as Cu(In,Ga)Se2 or Cu2ZnSn(S,Se)4. Usually, Cu(In,Ga)Se2 absorber
layers are grown Cu-poor in order to avoid the formation of CuxSe phases which
short-circuit the solar cell due to the conductive nature of these compounds.
DFT calculations for CuInSe2 have identified the copper vacancy VCu as the point
defect with the lowest formation energy [62]. Concerning defect complexes, the
[VCu + InCu] defect complex has the lowest formation energy and is favored by the
Cu-poor composition of the absorber layers. The individual point defects play an
13
Chapter 2. Chalcogenide Absorber Materials for Thin-Film Photovoltaics
Figure 2.4: Phase diagram after Dudchak [72]. The stoichiometric point (red) is very
small and even small deviations lead to the formation of secondary phases besides the
kesterite phase. Grey lines indicate compositions at which one single secondary phase is
formed.
important role in the doping of the absorber layers. Calculations by Pohl and Albe
[63] suggest that the shallowest donor defect is the indium copper antisite InCu and
the shallowest acceptor defect is the copper vacancy VCu. This assignment of defects
to donor and acceptor states is consistent with other reports in literature [64–67]
and underlines the role of the copper vacancy as the main defect responsible for the
p-type conductivity in Cu(In,Ga)Se2 absorber layers.
The situation for Cu2ZnSn(S,Se)4 is more complicated concerning defects and sec-
ondary phases due to the more complicated unit cell structure. One key aspect
in the discussion of defects and secondary phases in CZTSSe is the decomposition




CuxS(e) + SnS(e)↗ +S(e)↗ +ZnS(e) (2.1)
The decomposition and formation of kesterite is an equilibrium reaction and takes
place at temperatures of 500–600 ◦C depending on which parent compound is fab-
ricated and which process is used. The main problem in this reaction is that two
of the four products on the right-hand side of eq. 2.1 are volatile at these temper-
atures and evaporate from the film. This drives the reaction further towards the
right-hand side and favors the decomposition of kesterite. In order to prevent tin
and chalcogen loss a high partial pressure in the atmosphere surrounding the sample
is necessary and is achieved by introducing excess chalcogen (and preferentially also
tin) in the form of sulfur/selenium and/or tin sulfide/selenide [69–71]. A pseudo-
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ternary phase diagram for Cu2ZnSnSe4 was introduced by Dudchak et al. [72] and
is shown in Fig. 2.4. Although it is pseudo-ternary the picture can be used as an
orientation for the entire kesterite material system within the context relevant to
this work. Small deviations from ideal stoichiometry already lead to the formation of
different secondary phases, most of which are detrimental to solar cell performance.
While CuxS(e) compounds short-circuit the device, other secondary phases have a
band gap in the energetic vicinity of the kesterite band gap leading to band gap
fluctuations. These result in a lowering of the open-circuit voltage and the efficiency
of the solar cell [48]. Secondary phases with a higher band gap than kesterite lead
to current blocking if present abundantly. In the case of Cu2ZnSnSe4 the formation
of ZnSe matrices has been shown by atom probe tomography [73] and an electron
beam-induced current study [74]. A review of the occurrence and consequences of
the individual secondary phases was given by Siebentritt [75].
However, not only secondary phases affect the physical properties of CZTSSe layers.
In a quaternary semiconductor the possibilities of defect formation are more numer-
ous than in the respective chalcopyrite or II–VI analog. In the case of Cu2ZnSn(S,Se)4
DFT calculations suggest that the formation of shallow acceptor states is more likely
than the formation of shallow donor states which explains the instrinsic p-type na-
ture of conductivity in kesterite compounds [35, 47]. Furthermore, in contrast to
CuInSe2 the CuZn antisite is the defect with the lowest formation energy whereas
the copper vacancy VCu has the second lowest formation energy. The energetic po-
sition of VCu is close to the valence band maximum (VBM) whereas the position of
CuZn is further within the band gap. This alignment of energy levels is detrimental
to kesterite solar cells since it lowers the open-circuit voltage via carrier trapping
and subsequent bulk recombination. In solar cell fabrication this is circumvented by
using Cu-poor and Zn-rich growth conditions in order to enhance the population of
shallow VCu defects relative to CuZn defects [35].
By means of DFT it has further been shown that the mixed crystal Cu2ZnSn(S,Se)4
shows similar properties as the parent compounds [76]. A detailed presentation of
the defect nature in kesterites would go beyond the scope of this discussion.
However, the existence of defect complexes should be mentioned explicitly at this
point. Similar to CIGS the formation of defect pairs is energetically more favorable
due to charge neutrality than the formation of the individual defects. A particularly
interesting one is the [CuZn+ZnCu] antisite complex which is responsible for a cation
disorder within the Cu–Zn lattice planes of the kesterite unit cell [41]. This defect
has been shown to influence the band gap of Cu2ZnSnS4 theoretically [77] and it
will be shown experimentally within this work how it is possible to tune the band
gap of CZTSSe solar cell absorbers by adjusting the degree of Cu–Zn disorder. The
theoretical background and experimental details will be discussed in chapter 7.
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Electrostatic Potential Fluctuations Band Gap Fluctuations
Figure 2.5: Schematic band alignment in the case of electrostatic potential fluctuations
(EPF) and band gap fluctuations (BGF). In the case of EPF the band edges fluctuate in
parallel whereas for BGF the band gap fluctuates spatially. In both cases transitions can
occur at energies below the average band gap.
It has to be mentioned that the defect density in kesterites exceeds the carrier
concentration by orders of magnitude [77]. Furthermore, it has been shown that
compensation plays a very important role [47]. Charged defects lead to potential
fluctuations (that means a fluctuation of both VB and CB in parallel). Such fluctu-
ations have been reported recently to be possibly responsible for the VOC-deficit in
kesterite solar cells [78]. The reason for that is an enhanced spatially indirect recom-
bination of localized carriers which is currently still under investigation [79, 80]. In
contrast to that, structural disorder such as clustering of defects with a fluctuation
length over several hundreds of unit cells leads to fluctuations of the band gap itself
(CB and VB do not fluctuate in parallel). This causes similar effects such as carrier
localization and modified recombination of carriers which would also be detrimen-
tal to solar cell performance as discussed by Rau and Werner [81]. A schematic
comparison of the two situations is shown in Fig. 2.5. These effects have been in-
vestigated within this work by means of photoluminescence and photoluminescence
excitation measurements and the results as well as a more detailed background will
be presented in chapter 6.
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2.2 Chalcogenide Absorber Thin-Film Solar Cells
The aim of this section is to provide a basic overview on chalcogenide thin-film solar
cells. In the first part, the working principle of the solar cell structure is presented
and the different concepts of the functional parts are summarized. The discussion of
the individual layers is based on the book ”Chalcogenide Photovoltaics” by Scheer
and Schock [61]. Further references are added when necessary. In the second part
example fabrication procedures of CIGS and CZTSSe absorber layers are presented
with a focus on the routes which are employed to fabricate the solar cells which were
investigated in this work.
2.2.1 Thin-Film Solar Cell Structure
Figure 2.6(a) shows the functional layers of a thin-film solar cell including typical
thicknesses of the individual layers where necessary. In terms of substrate and
back contact material two main concepts are distinguishable. Most thin-film solar
cells are fabricated on molybdenum-coated soda lime glass (Mo-SLG) in which Mo
serves as the back contact. This choice is due to comparatively low cost and a high
melting point of Mo. The metal back contact is usually deposited onto the glass
substrate via sputtering or electron beam evaporation. Furthermore, soda lime glass
(SLG) has the advantage that it can act as a sodium source for a later CIGS layer
which has been proven to be beneficial for the solar cell performance [82]. In the
case of CZTSSe the role of sodium is still under investigation [83]. A particularly
interesting alternative to Mo-SLG are polymer films which allow for flexible solar
cells with comparably high efficiencies [84].
An important benefit of Mo in CIGS solar cells is the formation of MoSe2 at the metal
back contact during film formation. It could be shown that a thin layer of MoSe2
assists in the formation of an ohmic back contact. In CZTSSe thicker molybdenum
chalcogenide layers are observed and the effect of MoS(e)2 is reported to be rather
detrimental to solar cell performance [85]. The formation of this interfacial layer
can be prevented by, e.g., the use of a TiN diffusion barrier [86].
The absorber layer either consists of a CIGS or a CZTSSe layer with a thickness in
the range of 1–3 µm. The absorber layer will be given more attention in the next
subsection which is why it will not be discussed at this point.
Since both CIGS and CZTSSe show intrinsic p-type conductivity and extrinsic dop-
ing is very challenging, it is not feasible to form a p–n homojunction as it is the case
in silicon solar cells. This is why in most cases a thin layer of n-CdS (Eg ≈ 2.4 eV)
is used to form a p–n heterojunction.
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Figure 2.6: (a) Principle thin-film solar cell structure with typical thicknesses of the func-
tional layers. (b) Band alignment within the different functional layers. Light is incident
from the right-hand side of the figure.
The layer is deposited using chemical bath deposition (CBD) since this yields higher
efficiencies than evaporated CdS buffer layers. The reason for that is believed to be
superior interface properties of CBD-CdS layers [87]. Furthermore, in CIGS, the
formation of a so-called ordered vacancy complex turned out to be beneficial for
the junction formation [88]. However, an increasing effort is made to remove CdS
from the solar cell by using different buffer materials such as In2S3, Zn(O,S) or even
organic layers [89–92]. An important aspect of the buffer layer is the conduction
band alignment relative to the absorber layer. It is desirable to have a spike-like
arrangement with the conduction band of the buffer layer slightly above the CB
of the absorber. A cliff-like CB alignment enhances interface recombination and is
detrimental to solar cell performance. The CB alignment of different buffer layers
with both CIGS and CZTSSe absorbers as well as the interface properties are still
subject to current investigations [76,93–98].
The window layer has to fulfil two main requirements. Since it is the uppermost
layer it has to be transparent over a large spectral range which is why large band gap
semiconductors such as sputtered ZnO or indium tin oxide (ITO) [99] are commonly
used. In addition to a high transparency, a high conductivity is necessary for a
sufficient carrier extraction from the buffer layer towards the metal electrodes which
is why the window layer is additionally n-type doped.
Metal grids are introduced in order to guarantee an optimum carrier extraction and
are usually made of an Al:Ni alloy.
The resulting band structure is shown in Fig. 2.6(b). Light is incident from the
right-hand side of the structure.
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So far, most CZTSSe solar cells were designed by simply replacing the absorber
in a CIGS solar cell by a CZTSSe layer leaving the remaining parts of the device
unaltered. All samples investigated within this work had a standard layer sequence
as described in the list below. All of the samples which were investigated in the
course of this work were either fabricated at the Zentrum für Sonnenenergie- und
Wasserstoff-Forschung Baden-Württemberg (ZSW), the University of Luxemburg
(Uni Lux) or the University of Uppsala (Uni Upp). The layer sequences of the
devices were:
• Chalcopyrite solar cells:
SLG/Mo/Cu(In,Ga)Se2 /CdS/i-ZnO/ZnO:Al/Al:Ni grid
• Kesterite solar cells (ZSW):
SLG/Mo/Cu2ZnSn(S,Se)4 /CdS/i-ZnO/ZnO:Al
• Kesterite solar cells (Uni Lux):
SLG/Mo/Cu2ZnSnSe4 /CdS/i-ZnO/ZnO:Al/Al:Ni grid
• Kesterite solar cells (Uni Upp):
SLG/Mo/Cu2ZnSnS4 /CdS/i-ZnO/ZnO:Al/Al:Ni grid
In case further information about the cells is necessary, it will be given in the re-
spective section.
2.2.2 Fabrication of Thin-Film Absorber Layers
In this subsection a short overview on the common fabrication techniques of chalco-
genide absorber layers will be given. Two basic principles of fabrication can be
distinguished:
• One step chalcogenide formation at high temperatures with all elements present
• Chalcogenization of precursors with a low amount of or without sulfur or
selenium
Furthermore, precursor layer preparation can be classified as either vacuum- or non-
vacuum-based, the latter involving solution- or nanoparticle-based approaches.
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Cu(In,Ga)Se2 Absorber Layers
The most successful approach to fabricate CIGS absorber layers is coevaporation
of elements in a vacuum system [7]. During deposition metal fluxes are varied
relative to the chalcogen flux in order to yield the desired composition in terms
of copper content, band gap, etc. The substrate is typically kept at temperatures
between 300–500 ◦C depending on the stage of the process in order to facilitate the
formation reaction. A more detailed insight into the fabrication will not be given
at this point since it is not providing any more relevant information to this work
and, furthermore, many of the fabrication procedures are confidential. In contrast to
vacuum-based approaches, ink-based approaches for the fabrication of CIGS layers
still lack in final device efficiency. However, the perspective of a printable solar cell
makes this preparation method a very interesting approach [100,101].
Cu2ZnSn(S,Se)4 Absorber Layers
Since kesterites are a younger material system in photovoltaics and the layer prepa-
ration turned out to be very challenging, the fabrication methods are still various.
Only two main preparation methods will be discussed in more detail as they were
used to fabricate the kesterite solar cells which were mainly investigated in this
work. Other approaches will only be mentioned and the reader will be referred to
literature.
An important difference to CIGS is that the world record efficiency of η = 12.6 %
for CZTSSe was achieved using a solution-based approach developed at IBM [12].
However, it remains questionable whether this preparation will make it into a com-
mercial production of solar cells since the use of the toxic and explosive solvent
hydrazine is necessary.
A more application-relevant approach is the one which is used at ZSW [102]. Copper
acetate, zinc chloride and tin chloride are dissolved in dimethyl sulfoxide (DMSO).
Furthermore thiourea is added as a sulfur donor. This results in an ink which
is doctor-bladed onto a Mo-SLG substrate. This precursor layer is then annealed
in a selenium atmosphere and finally yields a Cu2ZnSn(S,Se)4 layer which is then
processed further into a solar cell with a standard layer sequence. The procedure
is based on an approach by Ki and Hillhouse [69] and has been developed further.
Recently, efficiencies of up to 11.1% could be achieved by Collord et al. by further
improvements of this procedure using doping agents [103].
Noticeable efficiencies of 9.15 % using coevaporation were achieved by Repins et
al. [71]. The challenge of this fabrication method lies in a sufficient chalcogen partial
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pressure to prevent kesterite decomposition as described in eq. 2.1 at temperatures
as high as 500 ◦C. Within this work solar cells based on coevaporated Cu2ZnSnSe4
layers were investigated. The absorbers have been fabricated using a modified fabri-
cation procedure based on the Repins process [104]. Recently, the efficiency of solar
cells based coevaporated absorbers could be improved further up to 11.6% [105].
Generally, most of the reported fabrication procedures are still two-step approaches
which only differ in the fabrication of the precursor layer. The latter can be formed
by various techniques such as nanoparticle inks [106], sputtering of metallic pre-
cursors [107, 108] or binary layers [109] or chemical bath deposition [110]. What
is common to all techniques is a subsequent high-temperature annealing step in a
chalcogen atmosphere.
2.3 Summary and Relevance for this Work
In summary, it can be stated that – from a physical point of view – both materials,
CIGS and CZTSSe, are good alternatives to the well-established silicon. However, it
is not correct to speak of a single material ”CIGS” or ”CZTSSe”, respectively. Both
represent entire material systems and the physical properties strongly depend on
both the composition and the fabrication method. This is mainly due to the fact
that there are more degrees of freedom in terms of defects and secondary phases as
there are in silicon. In the case of CIGS properties such as the band bowing or even
the band gap itself differ from publication to publication, mainly because there is
not one defined reference sample.
Ever since Cu2ZnSn(S,Se)4 gained more attention as an absorber material there has
been a discussion about the band gap of the material [14]. The discrepancies on the
band gap were mainly due to different measurement methods which were applied.
However, this emphasizes the necessity of a proper measurement technique for the
band gap of a thin-film solar cell absorber – ideally in an entire cell.
It has to be easy, precise, reproducible and should not rely on device parameters
such as diode characteristics. The standard determination technique in the solar
cell community is the extrapolation of the low-energy slope of the external quantum
efficiency (EQE) of a solar cell [111]. Although this might yield a good approxima-
tion of the band gap in high-quality solar cell absorbers such as Si, GaAs, GaInP
or Cu(In,Ga)Se2 it is a rather naive approach for the determination of the band
gap of a non-ideal semicoductor such as Cu2ZnSn(S,Se)4. This particular technique
assumes that the low-energy slope of the EQE is exclusively governed by the ab-
sorption of the absorber layer. This is certainly not the case in a material which is
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prone to exhibit carrier localization due to potential or band gap fluctuations and
an incomplete carrier extraction in consequence. This suggests that the band gap
energies determined by EQE are rather too large. Even if the main contributing
effect to the lineshape of the EQE was the absorption of the Cu2ZnSn(S,Se)4 layer
it would still raise the question which absorption model should be employed since
Cu2ZnSn(S,Se)4 exhibits a strong tailing in the absorption [78]. This topic will be
discussed further in chapter 6.
Photoluminescence spectroscopy (PL) is a good technique to study defects within
a semiconductor due to the nature of charge carriers to relax to the lowest ener-
getic state. This is what this technique will be used for within this work. However,
it will also be shown that the photoluminescence of Cu2ZnSn(S,Se)4 layers does
not necessarily coincide with the band gap of the material. As a complementary
technique photoluminescence excitation spectroscopy (PLE) will be used to inves-
tigate the optical absorption transition to gain insights into the nature of radiative
recombination.
Modulation spectroscopy techniques such as electroreflectance offer the possibility
of an easy and convenient experiment to measure the band gap of a semiconductor.
They are well-established in semiconductor physics and can even be applied to fin-
ished solar cells. Therefore, it is possible to gain insights into the band structure
of the device itself and one does not have to make comparison measurements such
as absorption on bare films leaving the open question whether CZTSSe growth on
glass and Mo-SLG is comparable. This is why the next chapter will mainly focus on
this experimental technique and its implementation in the laboratory. PL and PLE




This chapter gives an overview on the main experimental techniques which were ap-
plied within this work. These include modulation spectroscopy, photoluminescence
and photoluminescence excitation spectroscopy. Since a major part of this work
was dedicated to further develop the measurement and the analysis of modulated
reflectance spectra of thin-film solar cells, the first part of this chapter presents the
physical mechanism of this measurement technique.
PL is a valuable method to study the radiative recombination processes in semi-
conductors and represents a complementary technique to modulation spectroscopy
since it measures the downward transition of CB carriers to the VB and is fur-
thermore very sensitive to defect levels. Within this work, photoluminescence ex-
citation spectroscopy has been used as an auxiliary technique to verify the results
from modulated reflectance spectra. It is a particularly powerful technique when it
comes to determining the nature of optical transitions in disordered systems such as
Cu2ZnSn(S,Se)4. Since these last two techniques have not been developed further
but only applied within this work the reader will not be given a more detailed in-
troduction. If necessary, further information will be provided within the respective
chapters.
The used setups have been constructed and improved within this work and the Mas-
ter’s theses of Christian Huber [112], Christian Zimmermann [113], David Sper-
ber [114], and Mario Lang [115]. The three experimental setups have to be seen as
a whole which is why the reader is recommended to read all parts of the experimental
setup sections to gain a full overview.
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3.1 Modulation Spectroscopy
3.1.1 Optical Properties of Semiconductors
First, a very brief overview will be given on the relevant optical quantities which are
necessary to describe the physical mechanism of modulation spectroscopy. These
relations can also be found in standard textbooks on optics [116,117].
The optical properties of a semiconductor are described by the complex dielectric
function ε(ω). Via the susceptibility χ(ω) it connects the polarization P of a medium
and the applied electrical field E .
P(ω) = ε0(ε(ω)− 1︸ ︷︷ ︸
χ(ω)
)E(ω) (3.1)
Generally, ε(ω) is a second-rank tensor and observations such as birefringence are
due to this fact. However, in this work a directional dependence of ε(ω) is neglected
due to the polycrystalline nature of the investigated samples and thus ε(ω) will be
considered as a scalar quantity. Furthermore, all measurements are assumed to take
place in the regime of linear optics.
Excitations of a semiconductor are described by resonances in the dielectric func-
tion. Interband transitions are an example of such resonances and are particularly
important for this work. The imaginary part ε2(ω) of the dielectric function is di-
rectly connected to the joint density of states J(ECV) (JDOS) which can be seen
in the energetic region of the fundamental band gap Eg of a direct semiconductor





~ω − Eg . (3.2)
ε2 directly reflects the square-root shape of the JDOS in a three-dimensional semi-
conductor assuming parabolic bands. B represents a proportionality factor which is
independent of ω.
Furthermore, causality dictates that the real and imaginary part of the dielectric























where P denotes the Cauchy principal value of the integral. It should be noted
that these relations generally hold for quantities which are calculated from causal
quantities. In particular, they also connect the real and imaginary part of the
refractive index and can be applied to modulated reflectance spectra as it will be
presented later.
For the description of electromagnetic waves in matter it is convenient to introduce
the complex refractive index ñ(ω)=n(ω) + iκ(ω) with
ñ2(ω) = ε(ω) ε1(ω) = n
2(ω)− κ2(ω) ε2(ω) = 2n(ω)κ(ω) . (3.5)
Here, n(ω) describes the change of the phase velocity within the medium whereas
κ(ω) describes the amplitude damping of the electromagnetic wave. Using the Fres-
nel equations one can further calculate transmittivity and reflectivity of a semicon-
ductor in dependence of the angle of incidence of the light and the refractive index.
However, this will not be discussed in more detail at this point. Instead, the concept
of modulation spectroscopy will be introduced in the following – in particular the
modifications of the optical properties of a semiconductor which are induced as a
consequence of a change in the dielectric function ∆ε(ω).
3.1.2 Main Idea of Modulation Spectroscopy
As discussed in the previous subsection, the reflectivity of a material is a function of
the refractive index and in turn of the dielectric function. In a reflectance spectrum
R(ω) resonances in the dielectric function are visible but they are usually broadened
and it is therefore difficult to determine their exact energetic position. Further-
more, the measured lineshapes are distorted by instrument responses and have to
be corrected for them first.
Modulation spectroscopy techniques rely on a simple physical principle. If a quantity
f , e.g., the reflectivity R or the transmittivity T , depends on the dielectric function,





In order to obtain a normalized quantity, both sides of eq. 3.6 are multiplied by














These small changes ∆ε can be induced by various perturbations of the semicon-
ductor such as heating, strain or an applied electric field E . Especially the last one
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will be given more attention in the following since the corresponding technique –
electroreflectance – was applied in this work. It is important for this work that
the described function f(ε(ω)) can represent various optical quantities. Modulated
spectra can either occur in reflection ∆R/R, transmission ∆T/T or, as will be shown
in chapter 5, in diffuse reflection ∆RD/RD. The measurement of normalized quanti-
ties ∆R/R, ∆T/T , or ∆RD/RD has the advantage of self-referencing. This means
that influences such as detector responses or the spectrum of the incident light are
automatically corrected for.
What is common to all modulation techniques is that they result in a change in the
dielectric function mainly in the vicinity of a resonance of ε(ω), which means
∆ε(~ω ≈ Eres) 6= 0
with the energetic position of the resonance Eres. Consequently, this means that the
measured signal ∆f
f
vanishes far away from a dielectric resonance and only yields a
contribution in the vicinity of, e.g., critical points in the band structure, such as Eg.
This is the main difference to non-modulating techniques – the measured lineshapes
are more pronounced in the vicinity of resonances and a measurement background
is suppressed which simplifies the determination of Eres.
3.1.3 Physical Mechanism and Lineshape Considerations
Seraphin and Bottka discovered a change in the refractive index of Ge and GaAs
in the presence of an electric field. They stated that this “...extends the Franz–
Keldysh effect to reflection phenomena...” [118] which can be considered as the
experimental birth of modulation spectroscopy, in particular electroreflectance. Up
to then the Franz–Keldysh effect was only known as a shift of the absorption edge of
a semiconductor towards lower energies in the presence of an external electric field.
A detailed theoretical description showed, that this change in the refractive index
can be used to analyze the band structure of a semiconductor [119].
By making appropriate assumptions, Aspnes derived a simple expression for ∆ε
which is still commonly used as the standard evaluation method. In the following,
the physical mechanism of electroreflectance will be discussed and an expression
for the change in the dielectric function ∆ε(ω) will be derived. The derivation is
based on the publication by Aspnes [15]. Furthermore, a very detailed discussion of














Figure 3.1: Imaginary part ε2(ω) of the dielectric function after Aspnes [15] with (red) and
without (black) an applied electric field. The difference ∆ε2 (blue) is centered around the
fundamental band gap and vanishes for photon energies further away from the resonance.
The application of an electric field E to a semiconductor breaks the translation
symmetry of the crystal. Consequently, the momentum ~k in the direction of the
field is not a conserved quantity anymore. In momentum space this means that
optical transitions from VB to CB are not limited to ∆k ≈ 0 anymore and non-
vertical transitions become possible within a certain range.
Assuming only lifetime broadening, the shape of the dielectric function of a semi-






~ω − Eg + iΓ . (3.8)
The imaginary part ε2 of this expression is still approximately square-root shaped
but it is washed-out due to the broadening parameter Γ.
If additionally an electric field is applied, the contributions of non-vertical transitions
from VB to CB smear out the JDOS especially around Eg and a finite difference
between the dielectric function with and without the electric field ∆ε can be detected.
This situation is illustrated in Fig. 3.1.
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Low-Field Limit
Using time-dependent perturbation theory, one can derive an analytical expression
for ∆ε depending on the applied electric field E . After Aspnes [15] the dielectric
function takes the following form which can be derived from Fermi’s golden rule:





















over the first Brillouin zone (B.Z.) can be replaced by an integration over dE intro-
ducing the JDOS. Note that a momentum independent transition matrix element has
been assumed and has been absorbed as a constant. For simplicity, the parameter
s = t/~ has been introduced.
The use of this expression assumes lifetime (τ) broadened states described by a
broadening term e−Γs with the broadening parameter Γ ≈ ~
2τ
. Mathematically, the
decay of the broadening term cuts off contributions from the second exponential
function in eq. 3.9 for times longer than τ .
For a vanishing electric field this expression simplifies to the expression for the
dielectric function given in eq. 3.8.






as a measure of how strongly the system is perturbed by the applied electric field.
µ‖ represents the interband reduced mass in the field direction. Assuming parabolic
bands µ‖ is a constant.
A Taylor series of ECV(k + eEs′) can be performed so that
ECV(k + eEs′) = ECV(k) + (∇kECV(k))eEs′ +
1
2
e2(E∇k)2ECV(k)s′2 + ... (3.11)
The integration over the symmetric interval [−s/2, s/2] in the exponential function
in eq. 3.9 yields a term of the order of s for the zeroth order in eq. 3.11 and a term
of the order of s3 for the quadratic term s′2. The linear term vanishes due to the
integration over a symmetric interval. This yields an expression for the perturbed
dielectric function of the form
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In the case ~Ω ≤ Γ/3, a series expansion of the last exponential function of the form
ex = 1 +x+ ... finally shows that the perturbed dielectric function can be expressed
in the following form:













Mathematically, the criterion ~Ω ≤ Γ/3 means that the broadening term cuts off
the exponential function before higher-order terms of the series expansion come into
play. This criterion plays a central role in modulation spectroscopy as it deter-
mines whether so-called low-field conditions actually apply for a measurement. The
consequence of these higher-order terms are oscillatory contributions which will be
discussed in the context of the intermediate field regime. The second term of the
sum in eq. 3.13 is the change in the dielectric function ∆ε. This means that the per-
turbed dielectric function can be expressed as the sum of the unperturbed function
and the change ∆ε.
Further mathematical simplifications show that – under the assumptions described
above – the change in the dielectric function and hence the measured signal ∆f/f
is related to the third derivative of the unperturbed dielectric function and can be
written as









The proportionality to the third derivative of the unperturbed dielectric function is
a distinct feature of the application of an electric field E and the reduction of the
translation symmetry of the crystal which is connected to it. The electric field E
represents a net force and accelerates electrons which leads to non-vertical transi-
tions in ECV(k). Other modulation techniques such as stress or thermo-modulation
directly influence the interband transition energy ECV. A similar derivation as the
one presented here leads to a change in the dielectric function which is connected
to the first derivative of the unperturbed dielectric function. For completeness, it
should be noted that in some cases, the application of an electric field can lead to
first derivative terms [121]. This situation is typically found in quantum wells as
the carriers are confined and cannot be accelerated freely.
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In the following, the modifications of ∆ε which come into play in case ~Ω ≤ Γ/3 is
not valid anymore will be presented. This could be particularly important in solar
cells since the p–n junction comprises a large electric field and it is not a priori clear
which electric field regime the measurement of a modulated reflectance spectrum
takes place in.
Intermediate Field Regime
In order to derive an expression for the imaginary part of the dielectric function in
the presence of a static electric field the generalized Franz–Keldysh theory needs to
be applied. The following derivation is based on a publication by Aspnes [122]. The

















The effect of the electric field E is still to create contributions from non-vertical
transitions in the band structure. For mathematical simplicity, lifetime broadening
Γ is neglected here. The next step in the derivation is again to perform the Taylor
series as shown in eq. 3.11. The integration over s′ again yields a term of the order












i(~ω − ECV(k))s− i(~Ω)3s3/3
)
. (3.16)
Since no lifetime term e−Γs is cutting off contributions, the integral needs to be
evaluated explicitly which is possible using the definition of the Airy function of the







s3 + ixs (3.17)
This finally yields an expression for the imaginary part of the dielectric function in















The physical meaning of the Airy function is again that electrons gain momentum
in the applied electric field and interband transitions with ∆k 6= 0 become possible.
For a vanishing electric field (~Ω→ 0) the Airy function is replaced by a δ-function
and eq. 3.2 is obtained.
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The consideration of lifetime broadening is also possible. However, the derivation
of an expression for ∆ε is rather lengthy and not relevant for the understanding of
the basic physical mechanism of modulation spectroscopy. Instead, the expressions
for ∆ε(ω) in the intermediate field regime will be given in the following. For this
purpose it is convenient to define the electro-optic energy ~θ as
(~θ)3 = 4(~Ω)3. (3.19)
Just like ~Ω, the electro-optic energy determines the strength of the perturbation
by the applied electric field. According to Batchelor et al. [124] an expression for

















where H(z) denotes the electro-optic function [125] which is defined as
H(z) = π
[





with the Airy function of the first kind Ai(z) and of the second kind Bi(z) [123].










The imaginary part of z – the ratio of the broadening parameter Γ and the electro-
optic energy ~θ – essentially determines whether low-field conditions are given or
not. Figure 3.2 shows the change in the dielectric function ∆ε for three different ra-
tios Γ/~θ. For the highest ratio (a) low-field conditions are given and the change in
the dielectric function is given by the third-derivative of the unperturbed dielectric
function as derived above. This means in particular that the low-field limit is con-
tained within the generalized Franz–Keldysh theory. For an increasing electric field
(larger values of ~θ) oscillations become first visible and then more pronounced at
the high-energy side of the spectra (Fig. 3.2(b) and (c)). These oscillations are called
Franz–Keldysh oscillations (FKOs) and their period relates to and hence allows the
determination of the electro-optic energy [126].
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Figure 3.2: Calculated change in the real (∆ε1) and imaginary (∆ε2) part of the dielectric
function according to Franz–Keldysh theory (using eqs. 3.20 & 3.21). (a) Under low-field
conditions the change in ε is represented by the third derivative of the unperturbed di-
electric function. For increasing electro-optic energies ~θ compared to the broadening
parameter Γ pronounced Franz–Keldysh oscillations become visible above the band gap
in (b) and (c). After [112].
3.1.4 Evaluation of Electroreflectance Spectra
In this subsection, the two main evaluation methods of modulated reflectance spectra
will be presented – namely Aspnes’ Third Derivative Functional Form (TDFF) and
the calculation of the so-called Modulus Spectrum based on a numerical Kramers–
Kronig transformation. Both methods were used to evaluate the measured data sets
in this work in order to check for consistence. The resulting values agreed within a
few meV.
Aspnes’ Third Derivative Functional Form
Assuming that the measured signal ∆f/f is proportional to ∆ε and applying the
third derivative as derived in eq. 3.14 to a lifetime-broadened square-root shaped
dielectric function (eq. 3.8) yields the well-known expression for ∆f/f after Aspnes






(~ω − Eg + iΓ)n
)
. (3.22)
n determines the type of critical point and takes a value of n = 2.5 for a three-
dimensional M0 critical point. C is a slowly-varying function of the energy and is
typically considered as a constant amplitude factor. It should be noted that in the
low-field limit, the lineshape of the measured signal is invariant with respect to the
electro-optic energy but the amplitude scales with E2. The phase factor θ effectively
1In most cases, ∆f/f refers to ∆R/R.
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mixes the changes in the real and imaginary part of the dielectric function ∆ε1 and
∆ε2. It is also a slowly-varying function of the energy and is considered as a constant
over the energetic region of a resonance within this evaluation formalism.
A fit of expression 3.22 to a measured spectrum yields a set of parameters the most
important ones being the energy Eg and the broadening Γ of the optical transition.
The main advantage of this evaluation method is that no further assumptions have
to be made about other parameters of the dielectric function. In the case of multiple










(~ω − Ej + iΓj)nj
)
. (3.23)
The individual terms are refered to as oscillators. As we will show later, there is the
risk of using too many oscillators to fit a measured spectrum precisely instead of
keeping an eye on the physics behind it. Distorted lineshapes may not fit exactly to
a TDFF and an increase in the degrees of freedom produces an artifact which is then
misinterpreted as a real optical transition. The reasons for lineshape distortions will
be discussed in the next chapter.
Modulus Spectrum
Another evaluation method uses the fact that a modulated reflectance spectrum
can be calculated from a causal function, this means ∆R/R or generally ∆f/f
is proportional to ∆ε. This method was introduced by Hosea [127] and has the
main advantage compared to Aspnes’ TDFF that no assumptions about the type of
critical point have to be made. The measurement signal as described in eq. 3.22 can
be seen as the real part of a complex quantity. Since it is a function of ∆ε – a causal
function – the imaginary part of this quantity can be calculated by a Kramers–Kronig
transformation. This operation can be performed numerically using a Fourier series
approach [128].
By calculating the modulus of the complex modulated reflectance spectrum one
obtains a peak structure the center of which determines the critical point energy –
within this work the band gap Eg. It is important to note that this procedure can
only be applied in the case of isolated resonances. Mathematically, this is due to the
Kramers–Kronig transformation which leads to distortions due to interaction terms
between resonances in close vicinity of each other.
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Figure 3.3: (a) Measured modulated reflectance spectrum of a CZTSSe thin-film solar cell.
(b) The corresponding modulus spectrum shows a peak at the band gap Eg.
However, for isolated resonances (that means a separation of at least the linewidth





((~ω − Ej)2 + Γ2)n/2
(3.24)
with a set of peaks at the energetic position of the resonances Ej. Figure 3.3 shows
the modulated reflectance spectrum of the energetic vicinity of the fundamental
band gap of a solution-processed CZTSSe solar cell (a) which was measured in this
work and the corresponding transformed spectrum (b). The band gap is determined
by the center of the peak.
3.1.5 Electroreflectance Setup
In order to measure electroreflectance (ER) spectra a setup was designed within
this work and improved during the Master’s thesis of Christian Huber [112]. Fig-
ure 3.4(a) shows the electroreflectance setup which was used to acquire room tem-
perature ER spectra. A detailed list of all parts of the optical setup as well as the
data acquisition devices can be found in appendix A.
Light from a 250-W tungsten halogen lamp is dispersed in a 0.32 m focal-length
monochromator with a 600 l/mm grating. The divergent light is slightly focused
using lens L1 and reflected from mirror M1. A second lens L2 is used to focus the
light onto the sample so that a sharp image of the exit slit of the monochromator is
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Figure 3.4: (a) Schematic of the ER setup used in this work. Monochromatic light is
imaged onto the sample using a primary lens system (L1 & L2) and reflected/scattered
light is collected using a secondary lens system (L3 & L4). To block higher diffration
orders, the incident light is filtered using F1. The secondary lens system as well as the
sample are mounted on a double rotation mount so that the angle of incidence and angle
of detection can be varied independently. A square-wave voltage is applied in reverse bias
and a lock-in amplifier detects ∆R whereas a multimeter detects R. (b) Schematic of the
detection lens system with the double rotation mount (Courtesy of Christian Huber).
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visible on the sample. Furthermore, M1 is used to precisely position the image on the
sample. The sample is mounted on a copper sample holder which allows for electrical
contacting by using a gold-coated tip which is pressed onto the window layer or,
if available, the metal grid of the solar cell. The Mo back contact is electrically
connected to the copper using silver conductive paint. A two-axis translation stage
allows for a precise sample positioning in lateral direction. The sample holder is
mounted on a double rotation mount which allows for a defined adjustment of the
angle of incidence onto the sample. Using a third translation stage in axial direction
the solar cell can be positioned exactly on the rotation axis of the double rotation
mount.
Specularly or diffusely reflected light is collected using a second lens system (L3 and
L4) and detected using an amplified InGaAs or Si photodiode, depending on the
spectral region. An aperture (A) is used to block stray light. This part of the setup
is mounted on a rail carrier system which is connected to the double rotation mount
as shown in Fig. 3.4(b). This allows for an independent adjustment of the angle of
incidence (AOI) and the angle of emergence (AOE). The role of the detection of
diffusely or specularly reflected light will be discussed in chapters 4 and 5.
A square-wave voltage (Vpp = 1.5 V,Vmin = 0 V if not stated otherwise in appendix C)
in reverse-bias is applied to the solar cell at a frequency of f = 223 Hz. The reference
frequency as well as the photodiode signal are fed into a lock-in amplifier which
detects the AC part of the signal – proportional to the change in reflectance ∆R.
The photodiode is further connected to a multimeter which detects the DC part of
the signal – proportional to the average reflectance R of the solar cell. Both signals
are acquired using a LabV IEW program and ∆R/R is calculated. The wavelength
of the incident monochromatic light is scanned in energetically equidistant steps.
If necessary, temperature-dependent electroreflectance (ER-T) measurements can be
performed as well. For this purpose, the sample is mounted in a helium bath cryostat
and mirror M1 is moved backwards to allow light to enter the photoluminescence
spectroscopy setup shown in Fig. 3.5 later in this chapter. In the case of an ER-T
measurement, L10 is used instead of L2 to image the exit slit of the monochromator
onto the sample. The chopper C2 (used for PLE) is taken out of the beam.
Light reflected from the sample is then collected similarly to the secondary lens
system in Fig. 3.4 with the exception that an aperture is used to observe an inter-
mediate image of the sample and to block out-of-focus light. Details on the lens
system can be found in subsection 3.2.2 and appendix A. Light is then focused into a
0.64 m focal-length monochromator with a 150 l/mm grating which is scanned syn-
chronously to the 0.32 m monochromator to suppress luminescence from the sample.
Luminescence plays a role at low temperatures and a synchronous scan of the two
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monochromators is necessary. Further details on the photoluminescence setup will
be given in subsection 3.2.2. A mirror at the exit slit of the monochromator focuses
the selected wavelength onto the photodiode which is again connected to a lock-in
amplifier and a multimeter. The sample temperature TS is adjusted by a software
PID-controller which operates a resistive heater in the helium cryostat.
3.2 Photoluminescence Spectroscopy
3.2.1 Application of Photoluminescence Spectroscopy in
this Work
Photoluminescence spectroscopy (PL) is a well-established technique to study radia-
tive recombination processes in semiconductors. The technique is particularly useful
to study defects that lie energetically close to the band gap as electrons tend to relax
to the energetically lowest states. Since recombination is the complementary process
of carrier excitation, PL is used as a complementary technique to ER on CZTSSe
solar cells within this work.
Possible carrier recombination pathways are manifold and a review of standard mech-
anisms is given in, e.g., [129]. However, kesterites represent a highly defectious and
compensated medium and some special observations are made in PL. First, the ob-
served luminescence is very broad and asymmetric. Depending on the excitation
power, additional contributions to the luminescence spectrum are observed – none
of them as resolved peaks but shoulders on one side of the spectrum. In order
to explain these findings, recombination models such as quasi-donor–acceptor pair
recombination and fluctuating potential recombination have gained an increasing
amount of attention in recent years [79,130]. A comparison of the relevant theoret-
ical models will be given in chapter 6 and individual contributions to the PL signal
will be identified by comparison of the PL signal to the ER and photoluminescence
excitation spectroscopy signal.
3.2.2 Photoluminescence Spectroscopy Setup
During this work the optical setup shown in Fig. 3.5 has been constructed. The
intention behind it was to provide a platform for multiple optical measurements
such as PL spectroscopy, photoluminescence excitation spectroscopy but also ER-T
and Raman spectroscopy. This is why several optical paths are visible.
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Figure 3.5: Optical setup for the measurement of temperature-dependent ER, PL and PLE
spectra. Depending on the measurement, either small-bandwidth light from a halogen
lamp dispersed in a monochromator or a laser is used as excitation.
The sample is either placed in a bath-cryostat or in front of it, depending on whether
a low-temperature measurement is to be performed or not. There are several exci-
tation sources available. For PL a high-power laser diode (λ = 670 nm) is used. The
laser light is intensity-modulated using the mechanical chopper C1 the reference fre-
quency of which is fed into a lock-in amplifier. An adjustable mirror (M2) allows for
a precise positioning of the laser on the sample. The excitation light is then focused
using lens L5 which is mounted on a three-axis translation stage to adjust focus and
position of the laser spot on the sample. Using a glass plate (GP), a fraction of the
incident laser light is directed to a power meter to monitor the excitation power.
Luminescence from the sample is collimated by lens L6 and focused onto the aper-
ture by lens L7. The aperture fulfills two purposes: it is used to verify the quality
of the sample image and to reject out-of-focus light such as, e.g., laser reflections.
The luminenscence is again collimated using lens L8 and laser light scattered from
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the sample is blocked by a filter F2. The beam height is adjusted to the monochro-
mator entrance slit using a periscope consisting of two silver mirrors (not shown in
Fig. 3.5). Light is then focused into the f = 0.64 m monochromator using lens L9.
This lens was chosen to match the numerical aperture (NA) of the monochromator
in order to guarantee optimum illumination of the grating for maximum spectral
resolution.
For PL measurements a 300 l/mm grating was used. Due to broad PL features a
large spectral region had to be recorded and gratings with a higher groove density
often exhibit a strong decrease in diffraction efficiency in the infrared spectral region
due to an inappropriate blaze angle. In order to suppress water vapor absorption,
the monochromator was purged with nitrogen. Typical widths of the entrance and
exit slit were 800 µm which corresponds to a spectral resolution2 of 2 meV. The
resolution has been verified not to be the limiting factor in PL spectra by recording
spectra with smaller slit widths as well.
Luminescence is recorded using a liquid nitrogen-cooled amplified InGaAs photodi-
ode which is connected to the lock-in amplifier in order to suppress unmodulated
background light and detector noise. The monochromator wavelength is scanned in
energetically equidistant steps. Monochromator movement, data acquisition as well
as the cryostat temperature are controlled using LabV IEW programs.
The recorded samples are corrected for the detector response of the InGaAs diode.
Further details on this can be found in appendix B. A more sophisticated correction
using a calibrated halogen lamp was not performed due to the temporal instability
of the lamp as well as the modified imaging conditions compared to a laser spot.
3.3 Photoluminescence Excitation Spectroscopy
3.3.1 Physical Mechanism of Photoluminescence
Excitation Spectroscopy
In the case of thin-film solar cells it is not possible to measure the absorption spec-
trum directly due to the non-transparent Mo back contact although it would often
be of highest interest. Even for thin films prepared on glass a transmission measure-
ment will not yield the absorption but the extinction coefficient of the semiconductor.
In the case of polycrystalline Cu(In,Ga)Se2 and Cu2ZnSn(S,Se)4 absorbers this will
certainly comprise contributions from scattering processes.
2Determined by the full width at half maximum of a Ne calibration lamp.
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PLE is a powerful technique to shed light on the absorption and carrier relaxation
processes in a semiconductor. For further reading on the basic principles of PLE the
reader is referred to textbooks on semiconductor optics [117,131]. The main idea of
this technique is to vary the excitation wavelength while observing the luminescence
intensity of the sample at a fixed detection wavelength.
Since the exciting wavelength is smaller than the detection wavelength, generated
carriers have to relax to the energetic level of the detection wavelength and recom-
bine. After Yu [131] the intensity of the emission Iem at the detection wavelength
is given by:
Iem = PabsPrelPemIexc, (3.25)
where Pabs denotes the absorption probability which essentially correlates to the
absorption coefficient at the excitation wavelength. Prel denotes the probability
of a relaxation towards the detection energy. Especially this term is a key factor
in the observed spectra. In the case of potential and/or band gap fluctuations as
they are likely to be found in kesterites this term plays an important role. At low
temperatures, when carrier mobility is significantly lowered, it is not a priori clear
whether all recombination energies will be accessible due to, e.g., carrier localization.
The emission probability Pem from the final state is assumed to be constant. Finally,
the last factor which influences the emission intensity is the excitation intensity Iexc.
Ideally, the excitation intensity is held constant. If this is not possible, it has to
be verified that the luminescence spectrum exhibits an invariant lineshape for all
excitation wavelengths to exclude nonlinear effects, e.g., due to state filling. If this
is the case, the spectrum can be corrected for the varying excitation intensity as it
was done in this work.
It has to be emphasized again at this point that a PLE spectrum is not generally
identical with the absorption spectrum. In order to reach the energetic state of
the detection wavelength, carriers have to relax. Only if this relaxation probabil-
ity is constant for all detection wavelengths, the measured PLE signal is strongly
correlated to the absorption spectrum.
3.3.2 Photoluminescence Excitation Spectroscopy Setup
The setup which was used to acquire PLE spectra is shown in Fig. 3.5 and was partly
explained in subsection. 3.2.2. The main difference to a PL measurement is that the
excitation wavelength λexc is scanned. This is why monochromatic light from the
0.32 m focal-length monochromator from the ER setup is used for sample excitation.
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Mirror M1 from the ER setup (Fig. 3.4) is moved backwards so that the exciting
light can enter the PL setup (Fig. 3.5). The exciting light is chopped using C2
and the corresponding reference frequency is fed into the lock-in amplifier. Light is
focused onto the sample using L10. The detection is completely analogous to a PL
measurement with the exception that the detection monochromator is set to a fixed
wavelength and the slits are opened further in order to obtain a stronger signal. A
typical slit width of the detection monochromator was 2 mm which corresponds to
a bandwidth3 of 5 meV with a 300 l/mm grating.
Since it is of vital importance that nonlinear excitation effects are excluded, PL
spectra with several different λexc are acquired and their shape is verified to be
invariant. During the PLE measurement a small fraction of the exciting light is
branched off using mirror M3 and focused onto an InGaAs reference diode using
L11. The reference diode voltage is acquired using a computer-controlled multimeter
and the recorded PLE signal is corrected for the intensity variation of the excitation
light. The corresponding correction curves are shown in appendix B.
For the measurement itself the sample is placed within the cryostat and is set to a
defined temperature TS. The excitation wavelength is then scanned in energetically
equidistant steps.
3.4 Summary
The presented spectroscopy techniques are all well-established in semiconductor
physics and have been used for decades. However, chalcogenide thin-film solar cells
represent a challenging task for all three methods. Especially highly defectious ma-
terials such as kesterites exhibit several peculiarities when it comes to radiative
recombination. The importance of this work is that the materials were studied with
complementary techniques to investigate both absorption and emission properties.
Furthermore, an identification of the individual contributions is only possible by
comparing PL and PLE spectra which has been done within this work. This is one
aspect which underlines the significance of this work.
A central aspect of this work is the further development of modulation spectroscopy
and the application of this technique to thin-film solar cells. In the derivation of
the lineshapes presented in section 3.1 but also for data evaluation of modulated
reflectance spectra several assumptions were made. In this work, it was investigated
whether all these assumptions are justified for thin-film solar cells based on CIGS
and CZTSSe.
3Determined by the full width at half maximum of a Ne calibration lamp.
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First, Aspnes’ derivation [15] assumes a low and homogeneous electric field as a
perturbation and – and at least in its basic form – implicitly it also assumes a
single semiconductor surface the reflectivity of which is only governed by ε(ω). In
contrast to that, thin-film solar cells represent a layered system with a contrast in
the refractive index of each layer. Furthermore, a strong built-in electric field can
deviate from the usually assumed low-field conditions and a spectrum evaluation
using a TDFF fit may not be justified.
These circumstances are investigated in more detail within the next chapter and






The possibility to perform measurements on entire solar cell devices to determine the
band gap of the absorber layer is one of the main advantages of electroreflectance,
compared to, e.g., transmission measurements. However, the use of standard evalua-
tion methods for electroreflectance spectra relies on several assumptions concerning
the physical system as presented in the previous chapter.
The aim of this chapter is to give an overview on the challenges of electroreflectance
due to the complicated structure of thin-film solar cells. The influence of both
the built-in electric field as well as thin-film interferences are analyzed using one-
dimensional simulations based on the transfer matrix method (TMM).
Finally, the simulations are adjusted manually to fit a measured electroreflectance
spectrum of a CIGS solar cell and to determine the fundamental band gap as well
as the spin–orbit splitting ∆SO of the absorber layer.
A large part of the results presented in this chapter were achieved in the Master’s
thesis of Christian Huber. A detailed discussion of the topic – especially on the
implementation of the TMM simulation – can be found in [112]. Furthermore, the
results were published in [132].
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4.1 Deviations from Ideal Measurement
Conditions
A thin-film solar cell (TFSC) deviates from samples which were typically investi-
gated using ER concerning several aspects. The derivation of the most important
evaluation technique, Aspnes’ Third Derivative Functional Form (eq. 3.22), makes
several assumptions on the nature of the sample which do not necessarily hold for
a TFSC. In this section, the main assumptions of low-field electroreflectance will be
discussed and compared to a physically realistic situation for an ER measurement
on a TFSC. The results of one-dimensional optical simulations will be shown in the
following sections.
One of the most important assumptions in the derivation of eq. 3.14 and eq. 3.22
which has to be verified is ~θ/ 3
√
4 ≤ Γ/3 – namely, the applied perturbation takes
place in the low-field regime. However, in order to separate charge carriers efficiently,
a TFSC comprises a p–n junction with a built-in electric field E int. The application
of an AC voltage in reverse bias – as it is done in ER measurements – increases the
electric field amplitude E within the space-charge region (SCR). This means, that






where ~θ1 and ~θ2 denote the electro-optic energies corresponding to the extreme
values of the electric field during measurement E int and E int + Eext. This means that
both the built-in electric field of the p–n junction as well as the externally applied
electric field Eext influence the observed lineshape. It remains to investigate whether
this lineshape shows a TDFF behavior or whether the measurement takes place in
the intermediate field regime and consequently, ∆ε must be described according to
eqs. 3.20 & 3.21. In case further influences are present, it would even be possible that
neither of the two lineshapes is able to capture the measured signal accurately.
Another aspect of the built-in electric field is that the derivation of the TDFF pre-
sented in [15] assumes the presence of a homogeneous electric field E as perturbation.
In a TFSC – as well as in every p–n junction – the built-in electric field decays over
the length dSCR of the SCR within the absorber and therefore represents an inho-
mogeneous perturbation. In the Schottky approximation the decay length mainly
depends on the charge carrier concentration and the static dielectric constant εr of
the material. In both CZTSSe and CIGS the doping level depends on the concentra-
tion of VCu and therefore on the chemical composition. Thus, the length of the SCR
in the absorber as well as the maximum built-in electric field E int,max will be a func-
tion of the latter. It should be mentioned that in the past ER measurements were
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already performed using p–n junctions or Schottky barriers. As will be discussed,
this is not a problem as long the measurements take place in the low-field regime.
The, the influence of the presence of a strong applied inhomogeneous electric field
and the built-in electric field will be investigated in section 4.3.
A different factor which influences the lineshape of measured ER spectra are thin-
film interferences. An important assumption in the derivation of eq. 3.14 is that
the reflectivity of the sample is a sole function of ε(ω). A TFSC consists of several
layers q with a thickness in the order of the wavelength of light (see Fig. 2.6). Fur-
thermore, there is a strong contrast in the refractive indices ñq(ω) of the individual
layers. These two factors lead to thin-film interferences which can be observed in the
reflectance spectrum of a TFSC. More importantly, a modulation of the dielectric
function ε(ω) (and hence ñ(ω)) leads to a modulation of the interference condi-
tions for thin-film interferences due to a change in the optical layer thickness nd.
This leads to features in modulated reflectance spectra which are due to thin-film
interferences and not the critical point which is to be detected. The influence of
interferences on electroreflectance spectra will be discussed in section 4.4.
The main problem concerning the evaluation of electroreflectance spectra of a TFSC
is that lineshape distortions due to the above-named factors can easily be mistaken
for contributions from real optical transitions. One is tempted to fit the resulting
spectrum by increasing the number of TDFF oscillators thus producing evaluation
artifacts which in turn can be misinterpreted as, e.g., an energetic splitting of one
into two interband transitions.
4.2 One-Dimensional Simulation of
Electroreflectance Spectra
In order to investigate the effects of the different factors discussed in the previous
section, one-dimensional simulations based on the TMM were performed. In this
formalism, the amplitudes of the electric field propagating into and out of the solar
cell layer stack are represented by a two-component vector. An interface between
two materials i and j of different refractive indices is represented by a 2×2 matrix
M Iij. The same holds for the propagation of light within a medium j. The respective










































Figure 4.1: Schematic principle of the 1D simulations. The reflectivity of the layer stack
is calculated using the TMM with interface matrices M Ii j and propagation matrices M
P
j .
The electric field in the p–n junction is implemented by discretizing the SCR into N layers
of constant electro-optic energy ~θ (left). Rough interfaces are considered phenomenologi-
cally by dividing the transition regions into discrete layers and interpolating the refractive
index of the parent materials linearly (right).
where tij and rij denote the transmission and reflection coefficients which are de-
termined by the Fresnel equations. dj and ñj are the thickness and the complex
refractive index of layer j.
The propagation of light through a N -layer stack is characterized by the product of



















The reflectivity R of the layer stack is given by |T21/T11|2. Using this formalism
it is then possible to calculate the quantity of interest in electroreflectance – the
normalized difference of the reflectivity of the system with and without an applied
electric field E .
For the refractive index of ZnO [134] and Mo [135] tabulated data is used. The
dielectric function of the thin-film absorber layer is described using a Critical Point
Parabolic Band (CPPB) oscillator [120] which was fitted to experimental data for
CIGS given in [28]. The threefold nature of the valence band in both CIGS and
CZTSSe is explicitly neglected since the main purpose of the simulation was to
study the lineshape distortions for a single resonance which are caused by the built-
in electric field and thin-film interferences. Despite the fact that the simulations were
concepted for CIGS absorber TFSCs, the results are universal and the conclusions
can be transferred to CZTSSe. The principle of the employed TMM simulations
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is illustrated schematically in Fig. 4.1. The change in the dielectric function of the
absorber layer ∆ε due to the applied electric field is calculated using eq. 3.20 and
eq. 3.21 and is added to the unperturbed dielectric function. In order to simulate the
inhomogeneous electric field, the SCR within the absorber is discretized and each
section is attributed a constant electro-optic energy ~θ [124]. A linear decay of the
electric field within the absorber is assumed (Schottky approximation). This results
in a spatial profile ~θ(x) which is determined by ~θmax and a decay length dSCR
according to eq. 3.10 and eq. 3.19. To achieve numerical stability, the electro-optic













To determine whether or not this approximation is used or the full electro-optic
function is evaluated, a slightly modified criterion as the one described by Hall et
al. [112, 136] is used. Due to the one-dimensional nature of the simulation, surface
and interface roughness cannot be described accurately. Yet, in order to account for
this phenomenologically, rough interfaces were replaced by a set of thin sublayers
with an interpolated value for the refractive index as it is shown on the right-hand
side of Fig. 4.1.
The modulated reflectance spectrum is then determined by calculating the reflectiv-
ity of the layer stack R with and without an applied electric field and the normalized
difference in reflectivity ∆R/R.
It has to be emphasized that this is only a one-dimensional approximation of a truly
three-dimensional problem. Furthermore, the CdS buffer layer is omitted since its
thickness is smaller than the assumed interface roughness between the absorber and
the window layer. Additionally, CdS is transparent in the spectral region of interest
(Eg = 2.4 eV [137]). Furthermore, no reliable refractive index data for CBD-CdS
was available. Still, the main idea is to study the distortions of a single resonance
in the presence of a built-in electric field and thin-film interferences, separately.
4.3 Influence of the Electric Field on
Electroreflectance Spectra
As already discussed in section 4.1, the measured signal in electroreflectance is the
normalized difference of the reflectivity R of the layer stack at two different electro-
optic energies ~θ1 and ~θ2. This means that both the built-in electric field as well as
the externally applied electric field have to be considered. In the TMM simulations
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Figure 4.2: Simulation of the electric field E(x) within the SCR of a CIGS TFSC for an
assumed acceptor density of NA = 5 × 1016 cm−3 in the absorber layer with and without
an applied reverse bias of −1.5 V. For both configurations the electric field decays linearly
over the largest part of the SCR justifying the use of the Schottky approximation within
the TMM simulations. Furthermore, the width of the SCR is extended by the bias voltage.
After [132].
this is achieved by the implementation of a linear decay of the electric field in the
absorber. In order to determine appropriate values for the decay length dSCR and
the amplitude of the electric field with and without reverse bias, one-dimensional
simulations using SCAPS [138] were performed.
4.3.1 The Electric Field in the Space-Charge Region
In order to simulate the band alignment in the SCR, a slightly modified version
of the basic SCAPS model for a CIGS solar cell was used. Figure 4.2 depicts the
spatial decay of the electric field in the SCR of a TFSC with and without a reverse
bias voltage of −1.5 V. dSCR denotes the decay length of the electric field within the
absorber layer and not the depletion width of the entire SCR w. dSCR is extended
by the reverse bias voltage and the amplitude of the electric field Emax is increased.
Over a large part of the SCR the decay of the electric field can be considered as
linear which corresponds to the physical situation in the Schottky approximation.
Such a decay is also assumed in the TMM simulations.
However, the physical situation differs from the assumptions made in the derivation
of the TDFF lineshape [15]. The built-in electric field represents a spatially inhomo-
geneous perturbation which varies in its decay length for the two extreme voltages
which are applied during measurement. Aspnes and Frova pointed out that an in-
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Figure 4.3: (a) Simulated width of the SCR within the CIGS layer with and without
applied reverse bias for typical doping densities of the absorber layer. (b) Resulting max-
imum electro-optic energy ~θmax for the same variation of the absorber doping density.
The assumption of low-field conditions may not generally be justified, depending on the
broadening Γ of the dielectric resonance.
homogeneous field can be treated as an effective homogeneous perturbation with a
different amplitude [139]. This will be given more attention in the next subsection.
In order to estimate the electric field regime which electroreflectance measurements
of TFSCs take place in, the acceptor density NA and thus the charge carrier con-
centration in the CIGS layer was systematically varied in the electrical simulations.
The decay length dSCR depends strongly on the assumed doping density in the CIGS
absorber layer as shown in Fig. 4.3(a). In the case of low doping densities in the or-
der of 1015 cm−3, the SCR extends over almost the entire absorber layer (thickness
tCIGS = 2.4 µm) for a reverse bias voltage of V = −1.5 V and it is almost doubled
compared to the built-in SCR.
The second relevant quantity to describe the perturbation within the absorber layer
is the maximum electro-optic energy at the buffer–absorber interface ~θmax. The
corresponding values are shown in Fig. 4.3(b). Depending on the broadening pa-
rameter Γ of the fundamental band gap resonance in ε(ω), low-field conditions as
described in the previous chapter cannot be assumed and the appearance of FKOs
could be expected. Furthermore, the lineshapes can be distorted when considering
the measured signal ∆R/R in eq. 4.1. Typically observed widths of the measured ER
lineshapes were in the order of 0.05-0.08 eV wich would serve as an upper bound for
Γ. The resulting upper limit of the low-field regime is also shown Fig. 4.3(b). As it
will be discussed in chapter 5, inhomogeneous broadening is also observed in the ER
spectra of TFSCs which is why the observed width of the ER spectrum only serves
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as an upper bound for Γ. Therefore, Fig. 4.3(b) underlines that ER measurements
on TFSCs are likely to occur in the transition region between the low-field and the
intermediate field regime. This circumstance will be discussed in subsection 4.3.2
The electrical simulations were performed assuming CIGS as absorber layer material
due to the availability of reliable material data. The physical properties of CZTSSe
are not known in such detail so far. What is considered as certain is a lower static
dielectric permittivity in the range of εr = 6.7− 8.5 depending on the sulfur content
y [45, 140] compared to a value for CIGS of εr = 13.6 [141] as it was assumed in








VD ∝ dSCR (4.5)
with the diffusion voltage VD. Assuming the same values for NA, ND and VD as in
CIGS, the ratio of the decay lengths of the electric field dSCR within the absorber








depending on whether sulfide or a selenide kesterite is considered. Analogous rea-






This means that the electric field within CZTSSe is decaying faster but with a
steeper slope and starting at a higher value compared to CIGS. For electroreflectance
measurements the electro-optic energy is the relevant quantity and as it was shown
in eq. 3.10 the reduced mass in the direction of the field plays an important role as
well. In order to estimate the ratio of the electro-optic energies in both materials
the average effective masses from DFT calculations were considered [45] to obtain
values for the reduced masses. Based on these very simple estimations the electro-










≈ 1.4− 1.5 (4.6)
This means that deviations from low-field conditions in electroreflectance may be
present in CZTSSe for lower carrier concentrations already.
Still, the simulations showed that the linear decay of the electric field within the
SCR of the absorber layer was a realistic assumption for the TMM simulations. In
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Figure 4.4: Simulated ER spectra for a fixed oscillator position of Eg = 1 eV, a fixed
decay length dSCR, and a broadening of Γ = 0.02 eV. (a) For ~θ = 5 meV the lineshape is
perfectly captured by a TDFF. (b) For ~θ = 10 meV slight deviations on the high-energy
side of the spectrum become visible. (c) For ~θ = Γ FKOs are clearly visible and the
TDFF fit deviates clearly from the simulated lineshape. However, for all three situations
the resulting band gap is well-captured by the fit within a range of 4 meV. After [112,132]
the following, the influence of the electric fields on the distortion of ER spectra will
be investigated in terms of both a built-in electric field and electric field amplitudes
corresponding to intermediate field conditions.
4.3.2 Electroreflectance with a Strong & Spatially
Inhomogeneous Perturbation
In order to study the role of the electric field in terms of both inhomogeneity and
field strength, TMM simulations of a CIGS half space for different electro-optic
energies were performed. The ambient medium was assumed to be air (ñair = 1).
Fig. 4.4 shows the resulting ER spectra for three different ratios ~θ/Γ for a fixed
broadening of the resonance Γ = 0.02 eV and a band gap energy of Eg = 1 eV. A
decay length within the absorber dSCR of 150 nm was assumed. In this simulation
no built-in electric field was assumed.
A TDFF fit captures the lineshape of the low-field simulation in Fig. 4.4(a) very
well justifying the use of the laminar simulation approach for an inhomogeneous
electric field. Furthermore, it shows that a linearly decaying inhomogeneous electric
field does not represent a general problem for the application of a TDFF analysis.
Interestingly, the TDFF fits for higher electro-optic energies in Fig. 4.4(b) and (c)
result in band gap values which agree with the simulated values within 4 meV, despite
the fact that the lineshape is not captured very well anymore. Deviations of the fit
from the simulated spectrum arise on the high-energy side of the spectrum which is
due to the appearance of FKOs. It should be noted that the broadening parameter
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Figure 4.5: Simulated ER spectrum for a CIGS/air half space for a realistic and a changing
decay of the electric field depending on the applied voltage and realistic electro-optic
energies ~θ1 and ~θ2 assuming an acceptor density NA = 5× 1016 cm−3 in the absorber
layer. The assumed parameters for the oscillator were Eg = 1 eV and Γ = 0.05 eV. The
TDFF fit value of Eg deviates by 18 meV from the simulated value. After [112,132].
is not well-determined by the fit for higher electro-optic energies compared to the
simulations which is also a consequence of the FKOs on the high-energy side of the
spectrum. The fit only yields the precise value of the broadening parameter for the
low-field spectrum as shown in Fig. 4.4(a).
In real measurements however, besides the above-mentioned strong electric field
the decay length dSCR also varies depending on the applied bias voltage as it was
shown in the previous subsection. Figure 4.5 shows a simulated ER spectrum for an
electrically realistic situation assuming an acceptor density of NA = 5 × 1016 cm−3
in the absorber layer and an applied reverse bias of V = −1.5 V. The respective
values for dSCR and ~θ were taken from the electrical simulations of the previous
subsection. The physical difference to the previous simulation is the presence of a
built-in electric field. During measurement, the SCR is extended from 150 nm to
250 nm due to the bias voltage.
Furthermore, the electro-optic energy of the built-in electric field is ~θ1 = 36 meV
and it is increased to ~θ2 = 51 meV by the bias voltage. This is explicitly considered
in the simulation. The oscillator broadening parameter was chosen as Γ1 = 0.05 eV
and the band gap was set to Eg = 1 eV.
It is clearly visible that the TDFF fit is not able to capture the lineshape of the
simulated spectrum properly and the resulting band gap value Eg,fit deviates by
18 meV from the value of the simulation. The appearance of FKOs as evident from
Fig. 4.5 can be seen as an indicator that low-field conditions do not apply. For lower
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doping densities of the absorber layer – or in general lower electro-optic energies
– further simulations have shown that a TDFF fit captures the resulting spectrum
better and the band gap is determined correctly. The main reason for the deviations
is the existence of the built-in electric field. The magnitude of these deviations
is dependent on the amplitude of the maximum electric field and thus the doping
density in the absorber layer.
In summary, one can state that the built-in electric field is one of the key factors
which distort electroreflectance spectra of TFSCs. Especially in highly doped ab-
sorber layers as it could be found in, e.g., very Cu-poor CIGS, low-field conditions
are not fulfilled and a strong built-in electric field is present. In this case, a TDFF
analysis of measured ER spectra yields band gap values which clearly deviate from
the real value. Experimentally, the appearance of FKOs on the high-energy side of
the ER spectra indicates deviations from low-field conditions. It should be men-
tioned that the latter could be washed out due to inhomogeneous broadening.
It should be emphasized, that the TMM simulation assumed a single optical tran-
sition at the band gap. Despite this circumstance the resulting ER spectra cannot
be captured properly by a single TDFF fit. An increase of the number of oscillators
would certainly allow to correct the lineshape deviations but it would introduce an
artifact which will inevitably be misinterpreted as a contribution from a real optical
transition.
4.4 Interference Effects in
Electroreflectance Spectra
After the discussion of the influence of the built-in electric field of a TFSC on ER
spectra the role of the individual functional layers in the formation of the ER signal
will be discussed. In particular, the ZnO window layer and the partly reflective Mo
back contact will be investigated in the following.
The reason why interferences play a role in ER spectra is physically simple. The
mechanism of modulation spectroscopy is a variation of the dielectric function ε(ω)
of a material and thus the refractive index in the energetic vicinity of resonances in
ε(ω). If a dielectric layer stack exhibits an interference pattern in its reflectivity, it is
due to refractive index contrasts between the individual layers and layer thicknesses
in the order of the wavelength of light. An applied perturbation now periodically
modulates the resonance condition of the interferences in the energetic vicinity of
resonances in the dielectric function of the individual layers. This modulation can
either be due to a modified effective layer thickness ndj of an individual layer j or a
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Figure 4.6: Simulated ER spectra for a CIGS/air half space with an intermediate ZnO
layer of increasing thickness dZnO. The interference minimum in R is responsible for a
distortion in the measured signal ∆R/R. (a) In the case of a minimum in R energetically
far away from the critical point, the lineshape still resembles that of a TDFF function. (b)
and (c) For reflection minima in the energetic vicinity of the band gap the lineshapes of
both ∆R and ∆R/R are strongly distorted. Further zero-crossings are visible which can
be misinterpreted as additional optical transitions. After [112,132].
change in the reflection/transmission coefficient rij/tij between two adjacent layers
i and j.
4.4.1 Influence of the ZnO Window Layer
Typical thicknesses of the ZnO window layer lie in the range of 300–500 nm. For
simplicity of the simulations, the window layer will be considered as a homogeneous
layer whereas in reality a combination of a thin intrinsic ZnO layer is followed by a
doped ZnO:Al layer [61]. The main reason why ∆R/R is measured instead of ∆R is
that this results in a self-referenced measurement and it is assumed that ∆R and R
scale proportionally to each other so that detector responses and the spectrum of the
used light source cancel out. This is certainly true for a spectrally flat reflectivity
of a bulk semiconductor. However, with the thickness of the ZnO window layer
being in the order of the wavelength of light, thin-film interferences are visible in
the reflection spectrum of a TFSC.
Figure 4.6 shows simulated ER spectra for an increasing thickness of the window
layer. In Fig. 4.6(a) the interference minimum in R is energetically well-separated
from the band gap (Eg = 1 eV). The signal ∆R and ∆R/R are not distorted and
a TDFF fit yields the correct band gap. For the simulations a broadening of Γ =
0.05 eV was assumed. The eletro-optic energies ~θ1,2 and the decay lengths dSCR 1,2
were chosen for an assumed acceptor density of NA = 10
15 cm−3 in the absorber using
the results of the electrical simulations. This corresponds to low-field conditions.
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For an increasing ZnO thickness the interference minimum in R is shifted towards the
resonance of the critical point as evident from Fig. 4.6(b) and (c). More importantly,
∆R and consequently ∆R/R are strongly distorted in the region of the critical
point. The main visible effect is an increased number of zero-crossings compared to a
regular TDFF. Again, such a spectrum cannot be fitted with a single TDFF function
although only one single optical transition (with valid low-field conditions) is present.
Analogously to the previous section, an increase in the number of oscillators to fit
the spectrum would lead to the false interpretation that multiple optical transitions
were involved in the signal.
Furthermore, the results show that the reflectivity R and the change in reflectivity
∆R are not scaling proportionally to each other in the vicinity of interference minima
in R. Instead, this circumstance leads to a distortion of the ER spectra which
can easily be misinterpreted. The consideration of a CIGS/air half space with an
intermediate window layer is realistic for the energetic region above the band gap and
the vicinity of it. Below the band gap the absorber layer is essentially transparent
and its finite width needs to be considered. This will be discussed in the following.
4.4.2 Influence of the Mo Back Contact
Additionally to the finite absorber width, the partly reflective Mo back-contact
acts as a mirror which amplifies interferences compared to a transparent substrate.
Figure 4.7 shows a TMM simulation for a ZnO/CIGS/Mo layer stack with a rough
interface between Mo and CIGS (implemented phenomenologically by mixing of
refractive indices). Eg was again assumed to be 1 eV and the broadening parameter
to be Γ = 0.04 eV. An electro-optic energy of ~θ = 0.01 eV and a decay length
dSCR = 200 nm were chosen for simplicity and correspond to low-field conditions.
The built-in electric field is neglected in this simulation.
Interference fringes below Eg are visible in all three signals and have the same
periodicity. The implemented roughness essentially broadens the interferences in the
modulated reflectance spectrum and is necessary to prevent poles due to the division
by R = 0 in the simulations. It can be seen that an extremum in R corresponds
to an inflection point in ∆R/R. The high-frequency oscillation is damped in the
energetic region of the band gap but still distorts the resonance as it is visible from
the shoulder at around 0.97 eV. Above the band gap the interference fringes caused
by the entire layer stack is damped due to absorption in the CIGS layer.
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Figure 4.7: Simulation of a layer stack ZnO/CIGS/Mo with a rough CIGS/Mo interface
(implemented by mixing of refractive indices). Below the assumed band gap of Eg = 1 eV,
R shows interference fringes with a high frequency due to the combined layer thickness
of ZnO and CIGS. The oscillations are damped for E approaching Eg. Above Eg the
frequency of the oscillation is smaller due to the interference arising mainly from the ZnO
layer. ∆R/R shows interference fringes with the same period as R below Eg. Above Eg
the signal is distorted around the interference minimum. After [112,132].
As already shown in the previous section, the remaining interference fringes above
Eg are caused mainly by the ZnO layer. However, since the minimum of the ZnO
interference is well-separated from the band gap there is only a slight distortion of
∆R/R at around 1.25 eV (compare Fig. 4.6(a)).
In summary, one can say that interferences play the second important role in the
distortion of electroreflectance spectra of TFSCs compared to theoretical expecta-
tions. Especially in the energetic vicinity of interference minima in R, ∆R/R is
strongly distorted and it has to be verified in the experiment that the measurement
does not take place under such conditions. Interference fringes far below Eg are
easy to identify due to the regular pattern. However, in the energetic region around
the band gap, interferences distort the measurement signal strongly and it seems
natural at first to increase the degrees of freedom by introducing additional optical
transitions to fit the measured lineshape precisely.
When it comes to real ER spectra, both interference and electric field effects are
present and have to be considered if one is to extract critical points such as the
band gap or higher optical transitions. In the following, a manual adjustment of the
TMM simulations to a measured spectrum of a CIGS TFSC is performed.
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Figure 4.8: Adjustment of the TMM simulation to a measured ER spectrum. (a) Layer
thicknesses are adjusted so that reflectance extrema coincide. (b) The energetic position of
the fundamental band gap is determined to be Eg,sim = 1.18 eV. The second contribution
is attributed to the split-off VB transition at Eg,sim,SO = 1.43 eV. The high-energy side of
the spectrum was measured using Si photodiode (black squares), the low energy side was
measured using an InGaAs photodiode (blue circles). Taken from [132] and formatted.
4.5 Experiment and Simulation: Determination
of the Band Gap of Cu(In,Ga)Se2
In the previous sections, several properties of TFSCs were discussed which influence
or distort the lineshape of measured ER spectra. In order to exclude artifacts due to
an increased amount of oscillators in a TDFF fit, the TMM simulation was adjusted
to manually fit a measured spectrum recorded from a CIGS solar cell. The TFSC
had a GGI gradient starting at x = 0.23 at the surface to a depth of about 500 nm.
Then a parabolic increase to x = 0.35 is present at the back side of the device. The
ER spectrum was recorded at an angle of incidence and an angle of detection of 20◦.
Both a Si and an InGaAs detector were used to cover a larger spectral range in the
measurement.
Figure 4.8(a) shows the manual fit for the reflectance signal R. The measured signal
R was corrected for the system response using a gold mirror as a reference. The
layer thicknesses were then adjusted to yield matching reflectance extrema in both
simulation and measurement. An actual capture of the measured lineshape was not
possible. This is attributed to the phenomenological implementation of surface and
interface roughness of the TFSC. Furthermore, the CdS layer was again omitted for
the reasons already discussed in section 4.2.
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Table 4.1: Resulting parameters of a manual fit to a measured spectrum of a CIGS solar
cell. For both transitions an extension of the SCR within the absorber layer from 100 nm
(withouth electric field) to 150 nm (with electric field) was assumed.
Oscillator E (eV) Γ (meV) ~θhigh (meV) ~θlow (meV)
Eg,sim 1.18 46 40 25
Eg,sim,SO 1.43 110 40 25
However, the resulting thicknesses of the layers agree well with the thickness of the
individual layers as determined by a secondary neutral mass spectrometry (SNMS)
measurement.
Figure 4.8(b) shows the corresponding fit for the modulated reflectance signal. The
oscillator position of the fundamental band gap was determined to be Eg,sim =
1.18 eV and the corresponding broadening parameter to be Γ = 46 meV. As expected,
the position of the interference fringes in simulation and experiment match well.
Deviations in the amplitudes of the fringes are probably due to the phenomenological
implementation of roughness in the TMM model.
A second structure in the measured modulated reflectance signal arises at around
1.43 eV. This could not be captured by using only one optical transition in the sim-
ulation. Hence a second optical transition at 1.43 eV was introduced to capture the
lineshape correctly. We note that this transition is energetically clearly separated
from the fundamental band gap by 0.25 eV which is much larger than the broad-
ening parameter of the fundamental resonance. The first transition at 1.18 eV is
attributed to an effective oscillator consisting of the two topmost VB–CB transi-
tions which cannot be resolved individually. The second optical transition is due
to the third VB–CB transition which is energetically well-separated from the two
uppermost VB–CB transitions by spin–orbit splitting. The energetic value for the
split-off VB transition at Eg,sim,SO = 1.43 eV agrees well with results in literature,
which have been determined by ellipsometry [52, 53, 142]. The reported values for
the fundamental transition at Eg,sim = 1.18 eV are slightly lower than the deter-
mined value. However, the sample which was investigated within this work was
very copper-poor ([Cu]/[Group III]=0.82) and as already discussed the Cu-content
also influences the band gap (as discussed in subsection 2.1.2). The results in this
work thus reinforce the findings that a decrease in the Cu-content increases the
fundamental band gap in CIGS as reported by Han et al. [57].
The resulting set of parameters for this manual fit is summarized in Table 4.1. The
decay length of the electric field in the absorber was assumed to be 150 nm with
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and 100 nm without applied electric field. It has to be emphasized that the use of
two oscillators to fit the measured spectrum is justified since the two resonances are
energetically well-separated. Furthermore, these results were obtained by calculating
the modulated reflectance spectrum for the layer stack and not by a fit procedure
involving multiple TDFFs.
4.6 Electroreflectance on Thin-Film Solar Cells in
Literature
For CIGS thin films and single crystals several modulation spectroscopy studies
were published. Chichibu et al. investigated excitonic effects using photoreflectance
spectroscopy on single crystals, thin films and epitaxial layers of the CIGS parent
compounds CuInSe2 and CuGaSe2. As already discussed in subsection 2.1.2, Shay et
al. investigated the band structure of I–III–VI2 semiconductor samples such as CIGS
single crystals using electroreflectance and determined crystal field and spin–orbit
splittings as well as the very low thermal dependence of the band gap of CuInSe2.
What is common to all these reports is that the modulated reflectance spectra ex-
hibited isolated and spectrally narrow resonances which makes an evaluation using
multiple TDFFs possible.
In recent years, there were several reports on electroreflectance measurements on
entire TFSCs. Theoropoulou et al. performed ER on Cu(In,Ga)S2 solar cells with
varying gallium content x in the absorber layers [143]. To evaluate the spectra, the
energetic region of the fundamental band gap was fitted using up to 4 TDFFs for
comparatively featureless ER spectra. The measured spectrum and the correspond-
ing fit is shown in Fig. 4.9.
The individual oscillators were then attributed to two sets of fundamental band
gaps and split-off VB oscillators corresponding to regions in the absorber layer with
different Ga content. It is rather questionable why a statistical distribution of Ga
and In atoms in the lattice should yield two sets of discrete oscillators instead of a
single set of broadened effective oscillators.
The only explanation which might lead to such a conclusion might be an in-depth
band gap gradient. However, an ER signal from a critical point can only arise if both
a modulation of the built-in potential and a reflection are present at a certain position
at the same time. There are two positions in the absorber at which a pronounced
reflection can occur – the buffer–absorber interface and the back contact.
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Figure 4.9: Electroreflectance spectrum of a Cu(In0.96Ga0.04)S2 solar cell with the corre-
sponding fit using 4 TDFFs after [143]. The spectrum clearly shows interference fringes
which extend into the signal at the fundamental band gap. Taken from [143] and format-
ted.
A modulation of the built-in electric field however, only occurs at the p–n junction
which excludes signals from the back contact. A significant modulation caused by,
e.g., a Schottky contact at the back side of the device would lead to very bad J–V
charateristics of the device.
In the context of this chapter and this work, it is likely that the work of Theodor-
opoulou et al. suffers from an overinterpretation of the measured ER spectrum
due to interference phenomena. The measured spectra in [143] (shown in Fig. 4.9)
show clear signs of thin-film interferences below the band gap. As it was shown
in section 4.4 of this chapter, thin-film interferences with different origins can lead
to artifacts in the measured ER spectrum which can in turn be mistaken for real
optical transitions.
Kiowski et al. also performed ER measurements on 4 Cu(In,Ga)Se2 solar cells with
different Ga contents and a graded band gap CIGS sample [144]. Band structure
analysis on the absorber layer as well as the buffer/window layer was then performed
for measurements under different angles of incidence. Again, multiple TDFFs were
used to fit the different spectral regions and for some samples up to 4 oscillators were
assumed to fit the energetic region of the fundamental band gap of the absorber layer.
Furthermore, a parabolic background is subtracted in order to yield a good capture
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of the measured lineshape, which is hard to motivate physically, since the main
advantage of modulation spectroscopy is exactly the supression of other features than
critical points. Furthermore, this represents an additional increase in the degrees of
freedom. What is more likely is that the measured spectra are distorted by the effects
which were discussed in this chapter. This will be shown explicitly and discussed in
the next chapter as ER measurements on the same samples were performed.
In order to interpret ER spectra of TFSCs correctly, it is important to consider
both the modulated reflectance and the reflectance signal. In case an interference
minimum in R is in the vicinity of the fundamental band gap, the measured mod-
ulated reflectance spectrum is very likely to be distorted. Considering the findings
of this chapter, a general procedure of determining the band gap of the absorber
layer of a TFSC should be to reduce the number of oscillators – ideally to a single
effective oscillator comprising all transitions at the fundamental band gap. Instead
of trying to capture the measured lineshape perfectly only the main features such
as the maximum oscillation and the steep slope should be attempted to be captured
by a TDFF fit to estimate the band gap of the absorber correctly.
A manual fit using the presented TMM simulation is a second possibility to distin-
guish real optical transitions from artifacts produced by the built-in electric field or
interferences. The main advantage is that it incorporates all the effects discussed
within this chapter. Furthermore, it incorporates the correct physical description
of intermediate electric fields as a perturbation. The TDFF case is incorporated as
well for low electro-optic energies. However, the model comprises further degrees of
freedom and it is necessary to obtain information on the layer thicknesses in order
to check whether the resulting parameters from the simulation are consistent with
the real solar cell.
4.7 Summary
In this chapter, the peculiarities of the investigation of TFSCs using electrore-
flectance were analyzed in detail. Using TMM simulations it has been shown that
both the built-in electric field in a solar cell and thin-film interferences can strongly
distort the measured signal compared to a theoretically expected ER spectrum.
The electric field and hence ~θ within the absorber layer highly depends on the
value of the acceptor density NA. For moderate acceptor densities in the order of
1015 cm−3 up to low values in the order of 1016 cm−3 the built-in electric field is not
distorting the modulated reflectance lineshape strongly. A TDFF evaluation of the
measured signal yields a correct value for the critical point energy within an error
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of a few meV in the absence of interference distortions. However, starting at doping
densities of around NA = 5 × 1016 cm−3, ∆R/R is distorted increasingly and the
deviations from the TDFF fit value for Eg and the real value increase as discussed
in section 4.3.
Furthermore, thin-film interferences play the second important role in the distortion
of ER lineshapes. In the energetic region of reflection minima further lineshape
distortions occur which can even lead to additional zero-crossings in ∆R/R as it
was shown in section 4.4. Furthermore, the partly reflective Mo back contact acts
as a mirror for photon energies below the fundamental band gap.
The gist of this chapter is that there are two main influences which distort a measured
electromodulated reflectance spectrum. The resulting lineshapes cannot be fitted
with a single TDFF function. Mathematically, a superposition of multiple closely
spaced oscillators allows for an almost perfect capture of a measured spectrum.
However, this holds the risk of an overestimation of the number of optical transitions
involved.
To the best knowledge of the author, this is the first time that TMM simulations
were performed to simulate ER spectra of TFSCs with their characteristic layers. In
particular, this approach allowed for a detailed study of the influence of the built-in
electric field and thin-film interferences separately.
In conclusion, ER is a technique which is challenged by artifacts when it comes to
determining the band gap of the absorber of a TFSC – or generally critical critical
points in the band structure of the materials in the layer stack. A large part of
these problems is caused by the layered nature of the investigated samples – namely
interferences. In the following chapter, it will be shown how to get rid of or at
least how to reduce these artifacts dramatically by not only considering the specular





In the previous chapter, it was shown that both the built-in electric field and the
layer structure of a TFSC represent non-ideal measurement conditions for ER. Both
factors lead to distortions of the lineshape of a measured signal compared to the one
expected for a single optical transition. The distortions can in turn be misinterpreted
and mistaken for contributions originating from additional optical transitions. Es-
pecially features due to thin-film interferences can lead to additional zero-crossings
of the signal ∆R/R. A correct interpretation of specular ER spectra requires the
knowledge of a lot of properties of the sample itself and makes thus the broad ap-
plicability of ER in the case of TFSCs very challenging.
In this chapter, modulated diffuse reflectance spectra are investigated as a way to
reduce thin-film interferences drastically. First, it will be shown that the signature
of a modulation of the dielectric function ∆ε(ω) cannot only be detected in the
specular reflection RS but also in the diffuse reflection RD from a rough surface. This
will be shown by means of two-dimensional finite-difference time-domain (FDTD)
simulations.
After that, a CZTSe sample series with identical absorber thicknesses but with three
different window layer thicknesses will be investigated. In specular ER measurements
the samples show very different spectra and the data cannot be fitted by TDFFs
comprising the same parameters for the absorber band gap. The measurement of
diffuse ER yields almost identical spectra for all samples and in turn consistent
absorber band gaps for all three window layer thicknesses as it would be expected.
63
Chapter 5. Electromodulated Diffuse Reflectance
Futhermore, as an application example, the absorber band gaps of a series of CIGS
solar cells with different gallium contents x are determined. The findings of this
chapter show that diffuse ER can actually be used as a characterization technique
to determine the absorber band gap of a TFSC. In contrast to specular ER, the mea-
sured spectra can be evaluated without a detailed knowledge of, e.g., the thicknesses
of the individual functional layers as it was discussed in the previous chapter.
Finally, the role of inhomogeneous broadening of the band gap and its impact on
ER spectra are discussed. It will be shown that this is not limiting the applicability
of ER to TFSCs and that it is still possible to determine the average value of a
spatially fluctuating band gap.
As an introduction to the topic the morphology of a TFSC will be discussed briefly
in the following since it is the basis for ER measurements in diffuse reflection. Parts
of the results of this chapter were achieved in the Master’s thesis of Christian Huber
[112].
5.1 Layer Morphology of Thin-Film Solar Cells
A major drawback of the TMM simulations presented in the previous chapter is
their one-dimensionality and thus the phenomenological implementation of the layer
roughness which cannot be used to obtain information about diffuse reflection pro-
cesses. A scanning electron microscopy (SEM) image of the typical cross-section of a
real CZTSSe solar cell is shown in Fig. 5.1. TFSCs typically comprise polycrystalline
functional layers with grain sizes in the order of micrometer. A morphological pecu-
liarity of the solution-based solar cell absorbers from ZSW [102, 146] – as they are
investigated in chapters 6 & 7 – is a triple-layer structure in the CZTSSe film with
different grain sizes the origin of which is not yet understood. CZTSSe absorbers
which were prepared using other methods and CIGS absorbers are also polycrys-
talline, yet, the films are smoother and grain sizes can be as large as the entire
absorber layer thickness.
Concerning ER, one of the most important aspects of the polycrystalline absorber
layer is the pronounced appearance of a diffuse reflection RD of light originating
from the absorber layer. This means that light can also be detected at an angle of
detection (AOD) which is different from the AOE of the specular reflection. The
role of the diffuse reflection from a rough surface in modulation spectroscopy will be
investigated in the following section.
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Figure 5.1: SEM cross-section image of a standard solution-processed CZTSSe solar cell
(left) and schematic layer sequence with occurring interface roughness (right). The CdS
buffer layer is not visible in this image. Solution-processed absorbers investigated in this
work (ZSW) typically exhibit three CZTSSe layers of different morphology. Courtesy of
ZSW.
5.2 Simulation of Modulated Diffuse Reflectance
from a Rough Surface
In order to implement a more realistic model of a rough surface, two-dimensional
FDTD simulations using the software package Lumerical FDTD Solutions were
performed. For simplicity, perpendicular incidence of light (AOI = 0◦) was chosen.1
Figure 5.2(a) schematically shows the implementation of the FDTD simulation. A
CIGS half space with a roughness described by σrms = 100 nm is considered with an
unmodulated dielectric function for a M0 critical point (CPM0) after Adachi [147].
The band gap was chosen to be Eg = 1 eV and the broadening parameter to be
Γ = 0.06 eV. In order to obtain the modulated dielectric function, ∆ε(ω) is calculated
according to eq. 3.20 and eq. 3.21 for an electro-optic energy of ~θ = 0.01 eV and
a value of B = 2. The parameters were chosen to be within the low-field limit of
ER. Furthermore, ∆ε was multiplied by a factor of 100 to yield a more pronounced
change in reflectance in order to lessen the requirements on the simulation accuracy.
It should be noted that the actual shape of ∆ε is not relevant since the sole purpose
of the simulation is a proof of principle that the signature of ∆ε is also found in the
change of the intensity of diffusely reflected light ∆RD.
1The simulation assumed a slab of 100 µm width and perfectly matched layers (PML) as bound-
ary conditions.
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Figure 5.2: (a) Schematic of the FDTD simulation. A plane-wave fs-pulse is incident on
a half space with an assumed surface roughness of σrms = 100 nm. The parameters of
the CPM0 oscillator are chosen to be similar to CIGS and CZTSSe, in particular, a band
gap of 1 eV and a broadening of Γ = 0.06 eV is chosen. The simulation is carried out for
an unmodulated and a modulated dielectric function of the half space and the modulated
reflectance spectrum is calculated. (b) The signature of the modulation of the dielectric
function ∆ε is visible in the modulated specular reflectance ∆RS/RS. (c) Also diffusely
reflected light shows the signature of the modulation of the dielectric function ∆ε which
is evident from the modulated diffuse reflectance ∆RD/RD. After [145].
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The reflection of the surface is calculated for both the modulated and unmodu-
lated case and an angle-sensitive detector records the reflected intensity depend-
ing on the AOE. Based on this data, the modulated specular reflectance spectrum
∆RS/RS(ω) is calculated by adding up the resulting spectra for an AOE range of
ϕ = [−0.5◦, 0.5◦]. The resulting spectrum can be seen in Fig. 5.2(b) and carries
the signature of ∆ε. A TDFF fit to the simulation captures the lineshape almost
perfectly and yields the parameters which were used within the simulations. This
reproduces the findings of the TMM simulations for low-field conditions. The small
deviations of the lineshape could be due to the scaled change in the dielectric func-
tion ∆ε and thus contributions from terms of the order (∆ε)2 in eq. 3.6.
More importantly, the simulation allows to calculate the modulated diffuse re-
flectance spectrum ∆RD/RD(ω). By adding up the resulting partial modulated
reflectance spectra for an AOE ranging from ϕ = 35◦ to ϕ = 45◦ (assumed for a
collection angle of 10◦) the signature of ∆ε(ω) can be seen as well. This is evident
from Fig. 5.2(c) and shows that the diffuse reflectance RD also represents a function
f(ε(ω)) as described in eq. 3.7 and can therefore be used for modulation spectroscopy
measurements. This demonstrates that modulation spectroscopy is not limited to
specular ER measurements but can be applied to any physical quantity f which
depends on the dielectric function ε(ω).
An interesting aspect of a diffuse reflectance measurement is that there is a defined
AOI but no defined AOE since one is collecting light from multiple angles at once
due to the numerical aperture of the detection lens system. This means that no strict
thin-film interference condition can be formulated and interference fringes may be
reduced.
5.3 Electroreflectance Measurements in Diffuse
Reflection
In order to investigate the evolution of the ER signal depending on the AOI and
the AOD a sample series with three different ZnO:Al thicknesses was investigated.
All three samples were fabricated at the University of Luxembourg. The CZTSe
absorber layers were all fabricated in the same run of a coevaporation process as
described in [104]. After CdS and i-ZnO (80 nm) deposition the samples were coated
with three different thicknesses of ZnO:Al (180, 280, and 380 nm).
Figure 5.3 shows ER spectra of the three samples with different window layer thick-
nesses for measurements in specular reflection. It is not possible to fit the individual
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Figure 5.3: ER spectra of three CZTSe solar cell with different thicknesses dZnO:Al of the
ZnO:Al layer in specular reflection geometry. None of the spectra can be fitted by a single
TDFF function and the shape of the measured spectrum changes strongly depending on
dZnO:Al. Furthermore, fits involving multiple TDFFs do not result in identical oscillator
positions for the three samples. After [112,145].
spectra with a single TDFF and a fit involving multiple TDFFs yields different pa-
rameters for the single oscillators depending on which sample is investigated. This
is not a physically meaningful result since the absorber layers of the individual cells
were produced in the same coevaporation run and should therefore exhibit the same
or at least very similar band gaps. The explanation for this finding is the influence
of thin-film interferences on the modulated reflectance spectrum due to the different
window layer thicknesses as it was discussed in section 4.4.
The samples were then gradually rotated from specular reflection to diffuse reflection
using the double rotation mount setup described in Fig. 3.4. Figure 5.4(a) shows the
evolution of the ER signal under sample rotation. The sample is rotated so that
backscattered light is detected as evident from the definition of AOI and AOD
in Fig. 5.4(b). Interestingly, similar spectra emerge independently of the sample
which excludes lineshape distortions due to different ZnO:Al thicknesses and thus
interferences as evident from Fig. 5.4(c). All spectra can be fitted by a single TDFF
function and an average value for the band gap with its respective standard deviation
can be determined:
Ēg = 0.880± 0.005 eV .
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Figure 5.4: (a) Evolution of the modulated reflectance spectrum from specular reflec-
tion (black, bottom) to diffuse reflection (cyan, top). The signal changes drastically and
converges to a lineshape resembling a single TDFF function. (b) Definition of positive di-
rection for AOI and AOD. (c) ER spectra for all samples with different ZnO:Al thickness
in diffuse reflection geometry and example TDFF fit (red solid line). The TDFF fits yield
identical band gaps for all samples within measurement accuracy. After [145].
One has to consider that the samples comprise a pure Cu2ZnSnSe4 absorber and
the fabrication involved a rapid cool-down after the absorber fabrication. As will
be discussed in chapter 7 this thermal treatment has a strong and lowering impact
on the band gap of the absorber which explains the low band gap value of 0.88 eV
compared to typical literature values of around 1 eV [45]. The measurement of an
electromodulated diffuse reflectance spectrum thus allows to reduce the influence of
thin-film interferences drastically and turned out to be a universal method through-
out this work. In the following, the term ER will always refer to measurements in
diffuse reflection ∆RD/RD. Measurements in specular reflection will be mentioned
explicitly.
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Still, deviations from an ideal TDFF lineshape can be seen in Fig. 5.4(c) (red solid
lines) which suggests that there are still other distorting influences than interferences.
The diffuse ER measurement does not allow the exclusion of signal distortions due
to the built-in electric field of the TFSC as discussed in section 4.3. In the context
of electric field distortions of ER spectra, the most relevant physical property of the
absorber is the acceptor density NA and thus the carrier concentration. For CIGS
typical carrier concentrations are in the range of 1015 − 1016 cm−3 as determined by
drive-level capacitance profiling (DLCP) [148]. The same orders of magnitude for
the carrier concentration are found in kesterite solar cells [105, 140]. These carrier
concentrations result in estimated electro-optic energies that are still within the
low-field limit of ER but close to the intermediate field regime.
Consequently, distortions of the measurement signal due to the built-in electric field
can be expected as discussed in section 4.3. However, no FKOs are visible in the
measured spectra in Fig. 5.4(c) which suggests that the electric fields are compar-
atively low. Consequently, corresponding TMM simulations showed that a TDFF
analysis still determines the band gap within an uncertainty of around 10 meV de-
spite the fact that the curve might not capture the measured lineshape perfectly.
These results demonstrate the broad applicability of ER for the analysis of thin-film
solar cell absorbers.
5.4 Gallium-Content-Dependent Band Gap
of CIGS
The band gap of the absorber layer is one of the most important properties of a
TFSC. As discussed in subsection 2.1.2, the band gap of CIGS can be tuned con-
tinuously from around 1 eV to 1.6 eV by varying the [Ga]/([Ga]+[In]) ratio (GGI).
ER offers the possibility to determine the absorber band gap without destroying the
sample and without the necessity of a certain sample preparation. However, it has
been shown in this work that the recorded spectra have to be analyzed carefully in
order to prevent evaluation artifacts.
Kiowski et al. performed specular ER measurements on a series of CIGS TFSCs with
a varying GGI [144]. Critical points of the absorber band structure were detemined
using up to four TDFFs and a parabolic background. This means that the number
of degrees of freedom of each fit (a TDFF comprises four parameters) was between
15 and 19, depending on whether three or four TDFFs were used. Figure 5.5(a)
shows the measured specular ER spectra (taken from [144] and formatted) and the
corresponding TDFF fits.
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Figure 5.5: (a) Specular ER spectra of a series of CIGS solar cells with increasing Ga con-
tent (GGI) and corresponding fits involving multiple TDFFs and a parabolic background.
Figure (a) taken from [144] and formatted. (b) Measurements in diffuse reflection geome-
try performed on the same cells. In contrast to specular ER, the diffuse ER spectra have
less features and the band gap can be determined assuming a single optical transition.
Arrows indicate the band gap determined from the modulus spectrum.
In the context of the previous chapter and this chapter it should be clear that
especially the oscillatory features on the low-energy side of the spectra are due to
thin-film interferences and that the entire signal is heavily distorted. As discussed
in section 4.6 these spectra are likely to be overinterpreted due to the use of multiple
TDFFs.
Figure 5.5(b) shows measurements on the same TFSCs which were performed in
this work. Instead of specularly reflected light, diffusely reflected light was detected
to measure ∆RD/RD. It can be clearly seen that the spectra are much smoother
in diffuse ER measurements. Furthermore, the lineshape rather resembles a single
optical transition instead of multiple ones due to the single oscillatory feature. In a
polycrystalline sample without a preferential grain orientation – as it is typically the
case in CIGS TFSCs – selection rules cannot be applied and all optical transitions
are allowed, independently of the AOI or the polarization of light. Consequently, an
oscillator which is due to a critical point in the band structure cannot simply vanish
when diffusely reflected light is detected instead of specularly reflected light which
identifies the additional features in specular ER spectra as artifacts.
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Figure 5.6: Determination of the band bowing coefficient b of CIGS. The bowing coefficient
b = 0.06 is rather low and the band gap dependence on the gallium content is almost linear.
The band gaps of the TFSC absorbers were determined using the modulus spec-
trum method and are also shown in Fig. 5.5. The band bowing coefficient b is was
determined using a parabolic fit to the gallium-content-dependent band gap. This
fit yields a comparatively low value of b = 0.06 eV and the resulting curve is shown
in Fig. 5.6. It should be emphasized, however, that the exact composition of the
samples besides the GGI is not known. Since the band gap of CIGS is not a sole
function of x as discussed in subsection 2.1.2 the error due to the unknown composi-
tion is certainly larger than the error of the ER measurement and the corresponding
evaluation. However, an increase of the band gap from 0.98 eV for CuInSe2 to 1.6 eV
for CuGaSe2 can be seen in both Fig. 5.5 and Fig. 5.6 and is consistent with liter-
ature [30, 53]. The ER measurements were conducted on finished solar cells and
therefore application-relevant film compositions. The deviation of the band bowing
coefficient b from typical literature values [53] underlines again the importance of a
reliable determination method of the absorber band gap in TFSCs such as ER.
5.5 Inhomogeneous Broadening in
Electroreflectance
The last section of this chapter is dedicated to a discussion of the influence of in-
homogeneous broadening in electroreflectance spectra. It will be shown, that in-
homogeneous broadening may influence the lineshape of a measured ER spectrum,
however, the presented evaluation methods in this work still extract the band gap
correctly.
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Aspnes’ Third Derivative Functional Form is certainly the most popular method
to analyze modulated reflectance spectra – mainly due to its simplicity of use. As
it was shown in chapter 4 there are factors, namely thin-film interferences and the
built-in electric field, which complicate the analysis of ER spectra of TFSCs.
One aspect which was not discussed so far is the impact of inhomogeneous broaden-
ing on a resonance of the dielectric function. The derivations of ∆ε in the low-field
and intermediate field regime explicitly consider a broadening parameter Γ. How-
ever, this parameter relates to homogeneous/lifetime broadening [15] of the excited
state. In materials such as CIGS and especially CZTSSe this type of broadening is
likely not the dominant one. It is more likely that, due to structural disorder and
spatial composition fluctuations, the band gap itself varies spatially which is a form
of inhomogeneous broadening. In the case of CIGS, the impact of a spatially varying
band gap on solar cell efficiency was studied by Mattheis et al. and the main result
of it is a lowering of the open-circuit voltage VOC of the solar cell which was shown
both theoretically and experimentally [48, 149]. Similar observations in terms of a
lowered VOC were reported for CZTSSe as well [12,78,150].
In the following, the role of inhomogeneous broadening in ER will be discussed in
more detail. For simplicity, the derivations presented here will be limited to the
low-field regime of ER.
5.5.1 Inhomogeneous Broadening in the Low-Field Limit
The central expression for the change in the dielectric function – and thus the basis










with ~Ω being a function of E . It is important to note that the derivation of this
expression in section 3.1 does not assume a particular shape of the dielectric function.
Under the assumption of a square-root-shaped JDOS and lifetime broadening the
expression simplifies to Aspnes’ TDFF. The change in the dielectric function which
corresponds to this situation is given by
∆ε(ω) ∝ i
(~ω − Eg + iΓ)2.5
(5.2)
which can be obtained by applying eq. 5.1 to the expression of ε(ω) given in eq. 3.8.
A simple model to describe spatial band gap fluctuations in a solar cell would be a
Gaussian distribution of the band gap within the ER measurement spot. A similar
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assumption was made by Gokmen et al. to describe the absorption coefficient of
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(5.3)
where Eg denotes the average band gap value of the Gaussian distribution and σ
the standard deviation. This means that every infinitesimal band gap interval dEg




~ω − Eg + iΓ as described in eq. 3.8. Similar to lifetime broadening,
one effect of inhomogeneous broadening is the appearance of a tail in the imaginary
part of the dielectric function below the average band gap, however, with a different
decay behaviour.
In order to calculate the change in the dielectric function using eq. 5.1 one has to
assume that the length over which the band gap fluctuates is larger than the average
displacement of the electron during the accelaration by the applied electric field E .
Since eq. 5.1 requires the third derivative of the unperturbed dielectric function with















(~ω − Eg + iΓ)2.5
. (5.4)
The consequence of band gap fluctuations which can be described by a Gaussian
distribution is thus a Gaussian superposition of TDFF terms in ∆ε. It should be
noted that the new expression for ∆ε now contains two parameters which describe
the individual broadening mechanisms. Whereas Γ still describes the influence of a
finite lifetime of the excited state, σ represents the standard deviation of the band
gap fluctuations. In the following, the resulting lineshapes of ∆ε and thus the ER
spectrum will be investigated for different ratios Γ/σ.
Figure 5.7 shows numerically calculated ER spectra assuming Gaussian broadening
of the band gap for an assumed average band gap of Eg = 1 eV. The corresponding
TDFF fits (which assume lifetime broadening exclusively) and modulus spectra are
shown as well. In order to obtain the spectra, ∆ε(ω) was calculated using eq. 5.4
and real and imaginary part were mixed using a phase factor θ, analogously to the
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Figure 5.7: Simulated ER lineshapes for band gap fluctuations which can be described by a
Gaussian distribution with standard deviation σ and corresponding TDFF fit as well as the
corresponding modulus spectrum. In case lifetime broadening dominates (a) the lineshape
is well-captured by a TDFF. In case of comparable homogeneous and inhomogeneous
broadening (b) slight deviations in the lineshape become visible. For an inhomogeneously
broadened system (c) the lineshape is not captured well at an increasing distance to the
critical point at Eg = 1 eV due to overshoots. However, both the TDFF fit and the
modulus spectrum yield correct energetic values for the critical point.
For a mainly homogeneously broadened system as shown in Fig. 5.7(a) with a Γ/σ
ratio of 5 the ER lineshape still resembles a TDFF and is thus well captured by
the fit. However, it should be noted that even in this case the resulting lineshape
broadening ΓTDFF determined by a TDFF fit does neither correspond to Γ nor σ.
Hence it is not a good quantity for an absolute determination of, e.g., the amplitude
of the occuring band gap fluctuations. The modulus spectrum is still centered at 1 eV
and yields a correct value for the critical point. In the case of equal contributions of
homogeneous and inhomogeneous broadening as shown in Fig. 5.7(b), and finally, in
the case of a spectrum which is dominated by inhomogeneous broadening (c), the
TDFF fit is not able to capture the resulting lineshape perfectly. This is mainly due
to changes in the slope of the oscillation. However, the capture of the main feature
of the oscillation is sufficient in both cases to determine the energetic value of the
average band gap correctly.
The same holds for the corresponding modulus spectra which are still centered
around 1 eV. The lineshape of the modulus spectrum is transformed from a rather
Lorentzian lineshape in Fig. 5.7(a) to a Gaussian lineshape in Fig. 5.7(c). However,
also in these two cases, the broadening of the simulated lineshape does not allow for
a simple determination of Γ and σ. The values of ΓTDFF of the fit to the ER spec-
trum and σGaussian of the Gaussian fit to the modulus spectrum are systematically
larger than the values which were used in the simulation. Generally, the lineshape
of the modulus spectrum can also be fitted with a Voigt lineshape, which is able
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to capture this superposition of Gaussian and Lorentzian lineshape. However, the
energetic values for the resulting average band gap were independent of the used
lineshape. In principle, a modified procedure could be used in order to fit mea-
sured ER spectra in this work. However, this was not performed since it would have
introduced further degrees of freedom and although the ER spectra of TFSCs are
influenced by several circumstances they are still rather featureless. Since both a
TDFF fit and the evaluation of a modulus spectrum yield the correct values for Eg
they were used instead.
In conclusion, this means that a TDFF analysis can also be performed in the case of
an ER spectrum which is inhomogeneously broadened due to a Gaussian distribution
of local band gaps. The resulting energetic value represents the average band gap
value Eg. The broadening parameter of the resulting lineshape does not exhibit a
simple correlation to the homogeneous or inhomogeneous broadening parameters and
should therefore not be used to derive quantitative statements. It was furthermore
shown, that a TDFF analysis and a modulus spectrum analysis yield consistent
results for the energetic position of the critical point.
5.5.2 Experimental Evidence of Inhomogeneous Broadening
After this theoretical consideration of inhomogeneous broadening in ER experimen-
tal evidence will be provided in the following. Figure 5.8(a) shows a measured ER
spectrum of a solution-processed CZTSSe solar cell. The AOI was set to 40◦ and
the AOD to 0◦. On the low energy side of the spectrum remainders of thin-film
interferences still influence the lineshape slightly. On the high-energy side of the
spectrum a TDFF fit is not able to capture the lineshape of the measured ER spec-
trum completely. This slope of the measured spectrum in this spectral region is
steeper compared to the TDFF lineshape. As discussed in the previous subsection
this could be due to a dominant inhomogeneous broadening as shown in Fig. 5.7(c).
The corresponding modulus spectrum yields further insights. The lineshape of the
transformed spectrum can be captured by a single Gaussian function the center of
which is identical with the energetic position of the critical point resulting from a
TDFF fit. The observation of a Gaussian-shaped modulus spectrum was a general
observation in ER spectra of CZTSSe solar cells. A fit with a Lorentzian lineshape
did not capture the measured lineshape as well as a Gaussian lineshape, however,
it resulted in the same energetic value of Eg. It should be noted that the spectra
shown in Fig. 5.8 were recorded on CZTSSe solar cells with a low degree of Cu–
Zn disorder. As it will be shown in chapter 7 this accounts for the relatively large







Figure 5.8: (a) Measured ER spectrum of a CZTSSe solar cell and corresponding TDFF
fit. (b) The resulting modulus spectrum exhibits a Gaussian shape and indicates a domi-
nant inhomogeneous broadening. Both methods of analysis yield equivalent values for the
energetic position of the critical point.
spectrum in Fig. 5.8(b) is a second small peak at E ≈ 1.39 eV (determined by fitting
a second Gaussian function). This peak was frequently detectable in the modulus
spectra of ER measurements and is separated from the fundamental resonance by
more than the FWHM of it. It could be attributed to a band splitting due to the
spin–orbit interaction. The corresponding split-off energy in this case is
∆SO = 0.18 eV .
So far in this work, it was shown how to record and analyze ER spectra of TFSCs
correctly, also in the case inhomogeneous broadening is present. Different lineshape-
distorting mechanisms have been introduced and discussed thoroughly. In the fol-
lowing, ER measurements will be compared to and supported by different charac-
terization techniques to shed light on the radiative transitions of CZTSSe.
5.6 Summary
In this chapter, it was shown that the effect of interference-related lineshape distor-
tions in ER spectra can be substantially reduced by detecting the diffuse reflection
instead of the specular reflection in ER measurements. Using FDTD simulations it
has been shown that diffusely reflected light RD from a rough surface reacts analo-
gously to specularly reflected light RS to a change in the dielectric function ∆ε. The
TDFF signature could be detected in ∆RD/RD which makes this quantity suitable
for modulation spectroscopy.
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Experimentally, a series of three CZTSe solar cells with different window layer thick-
nesses but identical absorber layers was investigated. The sample series showed very
different ER spectra in specular reflection and could not be fitted with a consistent
set of oscillators. Interestingly, in diffuse reflection all ER spectra reduced to a
single oscillatory feature which could be fitted with a single TDFF lineshape. The
resulting band gap values coincided within a range of a few meV.
Furthermore, similar results could be found for a CIGS TFSC series with different
Ga contents. In contrast to specular ER measurements, diffuse ER measurements
revealed single optical transitions at the fundamental band gap for each GGI. It
should be emphasized that an increase in the number of oscillators to capture the
lineshape of the measured spectrum perfectly is not the correct way to analyze ER
spectra of TFSCs. Instead, the number of oscillators should be kept at a minimum
and ideally, only one effective optical transition should be assumed.
Furthermore, it has been shown that ER spectroscopy can also be used to inves-
tigate samples the ER spectra of which exhibit inhomogeneous broadening. Both
a TDFF analysis and the modulus spectrum are able to determine a correct value
for the band gap, except that this value represents an average band gap. Inhomo-
geneous linewidth broadening can be seen in the modulus spectrum of measured
ER spectra since they can be fitted better by a Gaussian function, in contrast to
lifetime-broadened spectra which can be fitted by a Lorentzian lineshape.
If these precautions both in terms of measurement and evaluation are taken, ER
spectra, in particular diffuse ER spectra, reveal the spectral position of the funda-
mental band gap of TFSC absorber layers.
After chapters focussing on the method itself, ER will be used to correlate the funda-
mental band gap to radiative recombination processes in the next chapter. Further-
more, the full potential of this technique will be used to easily detect even smallest
band gap changes in CZTSSe absorber layers which are induced by post-annealing





The optical transitions in CZTSSe are the subject of many publications in literature
and this field of research is controversially discussed. One of the main reasons for
that is the wide range of material compositions in solar cells. In addition, very
often only one particular technique is used to obtain data. Therefore, many reports
in literature about radiative recombination are contradictive. This chapter gives
an overview on the insights into the radiative processes in CZTSSe gained in this
work. In contrast to most reports in literature, the identification of the individual
contributions to radiative recombination is done using complementary techniques
such as PL and PLE or ER. Furthermore, the temperature dependence of the band
gap of CZTSSe is investigated by ER measurements. Beforehand, ER is compared
to the measurement of the external quantum efficiency (EQE) of a CZTSSe solar
cell as a means of absorber band gap determination. Parts of the results of this
chapter were achieved in the Master’s thesis of Christian Zimmermann, and a more
detailed PLE investigation can be found in [113].
6.1 Comparison of Different Methods of Band Gap
Determination in Thin-Film Solar Cells
Although ER is a commonly used characterization technique in semiconductor physics
there are only few reports in literature dealing with the determination of the ab-
sorber band gap in TFSCs using ER [143, 144]. The standard method of band
gap determination in TFSCs is the analysis of the low-energy slope of an EQE
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Figure 6.1: (a) EQE spectrum of a CZTSSe TFSC (Courtesy of ZSW). The corresponding
Tauc plot (inset) does not show a linear slope and can therefore not be used to extrapolate
a band gap value. (b) Modulus spectrum of an ER measurement on the same cell (blue)
and zoomed view of the EQE in this spectral region. The modulus spectrum lies in the
tail region of the EQE.
measurement [111]. Therefore, this technique will be discussed and compared to
ER measurements in the following. Fig. 6.1(a) shows an EQE measurement of a
CZTSSe TFSC and the corresponding Tauc plot [153] within the spectral region
of the absorber band gap (inset). Normally a linear regression would be used to
extrapolate the slope of the Tauc plot and to determine Eg at the corresponding
zero-crossing. However, this is not possible as there is no well-defined region in the
Tauc plot which could be used for a linear regression. The reasons for this will be
discussed in more detail in the following.
There are several physical assumptions for an EQE Tauc plot analysis the validity
of which has to be verified. First, the scaling of the EQE Tauc plot assumes a com-
plete and energy-independent carrier extraction from the device so that the shape
of the low-energy side of the EQE is proportional to the absorption coefficient α(ω)
exclusively. While this may be a reasonable assumption in crystalline Si solar cells
and high-quality epitaxial III–V solar cells [111] it is highly questionable whether
those assumptions are also valid for a semiconductor with a poor electronic qual-
ity such as CZTSSe. Since an EQE measurement represents a macroscopic current
measurement, it is not only influenced by the absorber properties but also by in-
terface properties and the bulk properties of the other functional layers of a TFSC.
Influences such as a low carrier mobility or band gap fluctuations can lead to carrier
localization which will effectively distort the lineshape of the EQE.
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Second, even if the assumption of an external quantum efficiency which is simply
proportional to the absorption coefficient α(ω) was justified, the Tauc plot still




E − Eg .
Only in this case, the scaling of (Eα(E))2 over E yields a straight line and allows for
an extraction of Eg at its zero-crossing. It has been shown that the CZTSSe material
system exhibits severe band tailing which is also supposed to contribute to the lack
of open-circuit voltage [78]. In some reports this has been accounted for by modeling
the absorption using a Gaussian band gap distribution as shown in subsection 5.5
and [150]. Furthermore, it was already pointed out that the term band gap needs
to be used with caution since it is not unambiguously defined in CZTSSe [150]. In
particular, this means that optically active states as they are defined by the dielectric
function and macroscopically mobile states as they are defined by contributions to
current transport do not necessarily coincide. In this work the term band gap refers
to the optical band gap – defined by a significant contribution in the JDOS.
Figure 6.1(b) shows the low-energy slope of the EQE and the corresponding mod-
ulus spectrum of an ER measurement which was performed on the same cell. A
pronounced tail in the EQE can be observed in the vicinity of the absorber band
gap. It can further be seen that the center of the modulus spectrum is situated
within the tail of the EQE and the center of it yields a band gap value which rather
coincides with the root of a linear extrapolation of the EQE plot and not the Tauc
plot. Again, this means that there is a large amount of optically active states in
CZTSSe which do not contribute to current transport. In turn, this limits the use
of the Tauc plot for band gap determination from an EQE spectrum.
For completeness, it should be mentioned that another method to determine the
absorber band gap is the inflection point of the low-energy slope of the EQE spec-
trum [78]. The justification of this method is that the band gap values derived using
it are more robust than the values determined by the Tauc plot [78]. The absorber
band gap determined by this method would be Eg,inflection = 1.15 eV and hence larger
than the value derived by ER which is Eg,ER = 1.11 eV.
In conclusion, it can be stated that a determination of the optical band gap of
CZTSSe is not possible from EQE data due to the mechanism of the measurement.
EQE is a perfectly valid method to judge the performance of a solar cell and to
identify loss mechanisms spectrally resolved. However, there are too many other
influences on an EQE spectrum which forbid the simple application of a Tauc plot to
determine the band gap of the absorber layer. It is certainly possible to determine the
spectral position at which the solar cell starts to generate a photo-current, however,
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this onset cannot simply be related to the optical band gap of the absorber (unless
it is simply defined that way).
In contrast to that, the validity of the assumptions of ER measurements have been
discussed and investigated intensively in this work. The main advantage of ER is
that the measurement does not need a macroscopic mobility over the entire device
and electrons only need to be accelerated by the applied electric field E . Comparing
ER to the low-energy slope of EQE measurements suggests severe structural inhomo-
geneities in the CZTSSe devices. Although a significant optical activity is present, as
indicated by the spectral position of the ER measurement, current transport is not
taking place. Similar measurements on CIGS solar cells yielded a smaller difference
between the band gap as determined by ER and the resulting band gap from the
extrapolation of a Tauc plot or the inflection point of the corresponding EQE mea-
surement. The splitting of the two “band gap” energies in CZTSSe as determined by
EQE and ER and the width of the corresponding ER spectra could therefore be seen
as a measure of the depth of the band tailing and subsequent carrier localization.
6.2 Review of Radiative Recombination
Mechanisms in Cu2ZnSn(S,Se)4
A central problem of the analysis of luminescence spectra from CZTSSe layers or
solar cells is their featureless structure. Individual contributions are washed out
and can only be recognized as shoulders at best. Furthermore, the presence of
different defects in CZTSSe strongly depends on the composition and the fabrication
procedure. The same holds for secondary phases with band gaps in the energetic
vicinity of the CZTSSe band gap and defect-related transitions. This makes it very
difficult to draw a conclusive picture of radiative recombination in CZTSSe which
accounts for all observed phenomena. Therefore, an overview on reported radiative
recombination mechanisms in CZTSSe will be given in the following. The discussion
is partly based on a review which has recently been published by Teixeira et al. [80]
and additional information will be given when necessary.
6.2.1 Defect-Related Recombination
A high density of intrinsic point defects in CZTSSe does not only lead to a high
doping but also a high degree of compensation [78–80,140]. Therefore, both types,
donor and acceptor defects are present in the material and are likely to participate
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Figure 6.2: Comparison of (a) donor–acceptor pair recombination to (b) + (c) quasi-
donor–acceptor pair recombination. In the case of quasi-donor–acceptor pair transitions
the energy levels of donor and acceptor states are typically not formed by individual defects
but by defect aggregrates. (b) Very often this is accompanied by band edges fluctuating
in parallel which is caused by charged defects or defect aggregates. The occurence of
spatially indirect radiative transitions leads to a redistribution of photon emission energies
over a larger interval. (c) Similar observations can be made in case the band gap itself is
fluctuating due to, e.g., spatial composition variations.
in radiative recombination processes. Hence, donor–acceptor pair (DAP) transitions
are likely to occur. The emission energy of a DAP transition is given by [154]




with Ed and Ea being the ionization energy of donors and acceptors, respectively
and κ = 4πεrelε0. In addition to that, the distance between donor and acceptor r
influences the emission energy due to Coulomb interaction. This situation is illus-
trated in Fig. 6.2(a). The luminescence from DAP transitions shows a characteristic
behaviour with varying experimental conditions. In the case of an increase in exci-
tation power a shift of the PL maximum towards higher energies is observed. This
is due to DAPs with a smaller distance, and therefore higher transition energy, be-
ing populated (compare eq. 6.1). A similar observation is made for an increase in
temperature. The contribution from DAP transitions will also experience a shift
towards higher photon energies due to thermal population of energetically higher
levels. It should be noted that very often in literature the spectral position of the
PL maximum is discussed. As will be shown in this chapter this quantity is some-
what difficult to interpret which is why additional to this quantity, the shape of the
PL spectrum is analyzed as well.
Dobrego and Shlimak pointed out that in the case of high defect concentrations the
energy levels participating in recombination processes are not formed by individual
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defects but by defect aggregates. The figure of merit which is used to characterize
the high defect density is Ndae  1 (Naah  1) for donors (acceptors) with Nd (Na)
being the donor (acceptor) density and ae (ah) being the Bohr radius of the donor
(acceptor) defect [80]. After Dobrego and Shlimak, the distance r which is relevant
for the Coulomb interaction is given by the distance between defect aggregates and
not individual point defects in the case of high defect densities. Therefore, the term
quasi-donor–acceptor pair (QDAP) recombination was introduced. Additional to
that charged defect aggregates lead to fluctuations in the band edges. The most
simple situation is given by a fluctuation of CB and VB edge in parallel. This is
referred to as electrostatic potential fluctuations and has been mentioned in the
context of CZTSSe as well [78, 79]. The corresponding band structure is shown in
Fig. 6.2(b). In the case of fluctuating band edges, the experimental observations
in luminescence spectra differ from those of DAP transitions. This is due to a
distribution of radiative transitions over a larger energetic interval due to spatially
indirect transitions. Furthermore, an increase in excitation power leads to a shift
of the PL maximum towards higher energies, however, larger than the one observed
for DAP transitions [154]. This is again due to the fact that the energy levels are
distributed over a larger energetic interval and in turn filling effects result in this
increased shift of the PL maximum.
In contrast to that, screening of charged defects by the additionally generated car-
riers can lead to a decrease of electrostatic potential fluctuations [80]. However,
this should lead to an actual blue shift of the entire PL signal since this modifies
the JDOS whereas the above-mentioned state-filling only affects the occupation of
states. In both cases of fluctuating band edges an increase in the sample tempera-
ture leads to a shift of the PL maximum towards lower energies in contrast to DAP
transitions. This can be explained by an increased mobility of the carriers which
are then able to reach energetically deeper valleys in the spatially-fluctuating band
structure and recombine at lower emission energies. From this discussion it is ev-
ident, that the sole consideration of the energetic position of the PL maximum is
somewhat problematic. Therefore, not only the energetic position of the PL max-
imum is analyzed in the following but also the shape of the measured spectra. In
particular, the low-energy slope of the spectra is analyzed in order to distinguish
screening and state-filling effects.
Yu et al. extended this picture of recombination to a spatially-fluctuating band
gap [155, 156]. The emission energy is not given by eq. 6.1 anymore but mainly
influenced by the amplitude of the band edge fluctuation γ:
hν ≈ Eg − (Ed + Ea)− 2γ . (6.2)
This formula is also valid for electrostatic potential fluctuations in case the amplitude
of the band edge fluctuations γ dominates over the Coulomb term in eq. 6.1. For
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band gap fluctuations the same qualitative observations were made in the experiment
both in terms of a shift of the PL maximum towards higher photon energies with
increasing excitation power and a red shift with increasing temperature [156]. The
corresponding spatial band structure is illustrated in Fig. 6.2(c).
These are aspects of defect-related recombination which are relevant for an inves-
tigation of radiative recombination in CZTSSe. It remains to be proven whether
defect levels with a defined distance to the band edges are a realistic assumption
for CZTSSe. By means of DFT calculations for the sulphide kesterite, Huang and
Persson were able to show that an abundant (in the order of one per unit cell)
presence of [ZnCu+CuZn] and [ZnCu+VCu] defect pairs influences the band gap it-
self [77]. Similar calculations were published by Chen et al. and therefore it cannot
be excluded that defects and defect clusters are altering the local band structure in
kesterite materials [47].
6.2.2 Band-Related Recombination
As it was discussed in the previous section, in the QDAP model radiative transitions
occur via defect levels or defect aggregates which are separated from the band edges.
However, a large density of charged defects alters the band structure locally and
leads to the formation of band tails in the JDOS [157]. Romero et al. suggested a
model for the radiative recombination in CIGS and CZTSSe in which pronounced
contributions to PL spectra are due to band tail states [130]. The tails are caused by
a large and spatially inhomogeneous defect distribution. However, the recombination
is taking place between band tail states and not defects. Especially excitation power-
dependent PL measurements are often performed for the identification of band-
related luminescence [79,80,104]. In terms of the spatial band structure the situation
is very similar to the one presented in Fig 6.2(b) [130]. However, the radiative
transitions occur via band tail states and not via isolated defect levels as in the
case of QDAP recombination. Again, the main factor which influences the energetic
position of the PL maximum is the amplitude of the band edge fluctuations γ [80]:
hν ≈ Eg − 2γ . (6.3)
In a comparative study with CIGS, Gokmen et al. suggested that electrostatic poten-
tial fluctuations due to charged defects such as, e.g., [Cu−Zn + Zn
+
Cu] mainly influence
the formation of band tails in CZTSSe. They even suggested electrostatic poten-
tial fluctuations to be the dominant performance-limiting factor in CZTSSe solar
cells [78]. An important aspect of electrostatic potential fluctuations in kesterites
was discussed by Teixeira et al [80]. The amplitude of electrostatic potential fluc-
tuations γ depends on the carrier density N in the material. An increase in charge
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carrier density by, e.g., an increase in excitation power leads to a screening of charged
defects and therefore a lowering of the amplitude γ. Therefore, a blue shift of the PL
peak with increasing excitation power can be attributed to a screening of charged
defects in the case of electrostatic potential fluctuations. The same argument would
also be valid for the case of QDAP transitions involving electrostatic potential fluc-
tuations. In this case, however, an actual blue shift of the entire PL spectrum should
be observable since the JDOS is modified and and energetically lower transitions are
extinguished.
Some reports in literature depict the presented recombination mechanisms as con-
tradictive to each other [158]. Instead, they should be seen as different aspects
of radiative recombination in CZTSSe and they are likely to occur simultaneously
depending on the excitation regime and the sample composition. Furthermore, it
should be noted that there can be multiple causes for band tails to arise. Electro-
static potential fluctuations are one mechanism which leads to a spatially constant
band gap, and the lowering of the energetic position of the PL maximum is due to
spatially indirect transitions. In contrast to that, compositional fluctuations can lead
to a spatial fluctuation of the band gap itself and thus to an inhomogeneous broad-
ening of Eg as it was discussed in section 5.5. However, spatially indirect transitions
are also possible in this case.
The main difference between the presented recombination mechanisms is whether the
recombination involves isolated impurities/impurity clusters or whether it involves
band states. As will be shown in the next sections, both situations are present in the
CZTSSe layers which were investigated in this work – depending on which excitation
power and temperature is used. Furthermore, it will be shown that the dominating
cause for fluctuating band edges in the investigated CZTSSe solar cells are likely to
be band gap fluctuations and not electrostatic potential fluctuations since screening
effects can be excluded from the measurements. However, since the measurements
were performed at low temperatures a precise knowledge of the band gap at this
temperature is necessary. This will be investigated in the following.
6.3 Anomalous Thermal Dependence of the Band
Gap of Cu2ZnSn(S,Se)4
When it comes to the analysis of radiative recombination processes the temperature
dependence of the band gap has to be taken into account, especially when comparing
absolute energetic positions of different contributions of a PL spectrum. In the case
of the I–III–VI2 semiconductors a very low temperature dependence of the band gap
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Figure 6.3: (a) Temperature-dependent absorber band gap of a CZTSSe solar cell as
determined by a TDFF fit of an ER measurement. From 120 K to room temperature
Eg decreases by approximately 0.02 eV. For temperatures below 120 K, Eg also decreases
by 0.02 eV. (b) Corresponding ER spectra (stacked) for different temperatures. Whereas
for temperatures above 120 K the ER feature actually shifts, it mainly becomes more
asymmetric for lower temperatures. The black vertical line is for orientation.
was found compared to their respective II–VI analogues [56, 159]. The change in
band gap energy of, e.g., CuInSe2 from room temperature down to 77 K is as low as
40 meV [159].
The reason for this is the admixture of Cu-d orbitals to the valence band states [159].
Due to the similarity in the band structures of the chalcopyrite and kesterite semi-
conductors similar observations can be expected in terms of the thermal dependence
of Eg.
Figure 6.3(a) shows the temperature dependence of Eg as measured by ER for a
solution-processed CZTSSe solar cell with a sulfur content of y ≈ 8%. The band
gap at each temperature was determined using a TDFF fit of the individual measure-
ment. Above 120 K the band gap can be described by a negative linear temperature
coefficient of c1 = −1.3× 10−4 eV/K. In this temperature range the band gap shifts
by about 0.02 eV and is in a similar range as the band gap shift reported for CuInSe2
and hence much lower than in comparable II–VI semiconductors [159].
Going from 120 K to even lower temperatures the band gap is decreasing again by
0.02 eV. Comparing the individual ER spectra at different temperatures in Fig. 6.3(b)
one finds that the ER feature actually shifts its spectral position from room temper-
ature to a temperature of 120 K which the detected shift in the band gap is due to.
For lower temperatures the ER spectrum becomes more asymmetric rather than it
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shifts. This suggests that the modulation mechanism could also be modified at low
temperatures. In this region the temperature coefficient is positive and is determined
to be c2 = 2.0× 10−4 eV/K.
Similar observations concerning this anomalous temperature dependence of the fun-
damental band gap were reported by several researchers for chalcopyrite (CP) semi-
conductors of various compositions [160–163], however, not yet for CZTSSe. This
physical peculiarity can be explained by the band structure of CP semiconductors,
in particular the presence of Cu-d orbitals in the formation of the VB states. Due
to the similarities of CPs and kesterite in the formation of the VB states, the same
mechanisms can account for the anomalous temperature dependence of the band
gap in CZTSSe.
The following mechanism was proposed by Artus and Bertrand [163]. As it is the
case in II–VI semiconductors as well, in CP semiconductors the temperature depen-
dence of the band gap is also caused by lattice dilatation with increasing temperature
and electron–phonon interaction. In II–VI and III–V semiconductors both effects
influence the band gap in the same way in terms of their temperature dependence.
However, in CP materials the lattice dilatation with increasing temperature leads
to a decrease in the p–d hybridization between the group I (Cu) cations and the
chalcogen anions. Since the energetic position of the topmost VBs is due to a repul-
sive interaction between the p- and d-states a lattice dilatation causes the topmost
VB not to be pushed upward into the band gap as strongly as for smaller lattice
constants.
This effectively increases the band gap of the material with increasing temperature.
This volume effect dominates at low temperatures due to the lack of phonons. It
is then compensated by the electron–phonon interaction at temperatures around
100 K which is also observed in our measurements on CZTSSe solar cells. Due to
the analogous formation mechanism of the VB states in CZTSSe this explanation
can account for the observed temperature dependence of Eg as well. It should be
emphasized that this is the first time that an anomalous temperature dependence
of the band gap in CZTSSe with temperature is observed experimentally.
The same temperature-dependent ER measurements were performed for a pure
CZTS solar cell. The cell was fabricated at the University of Uppsala by anneal-
ing of sputtered metallic precursors described in the baseline process in [164]. The
resulting ER spectra are shown in Fig. 6.4.
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Figure 6.4: Temperature-dependent ER spectra of the fundamental band gap region of a
CZTS solar cell. Within the accuracy of the measurement no shift in the band gap with
temperature can be observed. The black vertical line is for orientation.
The ER measurements still showed strong interference fringes within the region of
the fundamental band gap which made an exact determination of the band gap
impossible. An estimated value by a manual TDFF fit would yield a band gap of
Eg ≈ 1.42 eV, however, with a large uncertainty of at least 0.03 eV. However, by
inspection with the naked eye, a possible shift of the band gap with temperature
can be estimated to be lower than 0.02 eV. It should be emphasized that the purpose
of this experiment was not to accurately determine the band gap of CZTS. The sole
purpose of it was to confirm the low thermal dependence of Eg which is consistent
with the observations presented above for CZTSSe.
However, the results contradict the findings presented by Sarswat et al. for CZTS
thin films on glass which were characterized by transmission measurements [165]
employing a Tauc plot. For these measurements a decrease of about 0.1 eV was
found for an increase in temperature from 77 K to 300 K. However, no data for
temperatures below 77 K is presented which makes it impossible to judge whether
the band gap is decreasing again with lower temperatures.
In conclusion, the thermal dependence of Eg in the kesterite material system was
studied using ER measurements and was determined to be anomalous compared to
the structurally related II–VI semiconductors in terms of a change from a positive to
a negative temperature coefficient. The reason for this lies in the p–d hybridization of
atomic orbitals which leads to the formation of the VB states. The low temperature
dependence of Eg needs to be taken into account in the analysis of temperature-
dependent PL spectra of CZTSSe solar cells in the next section.
89
Chapter 6. Optical Transitions in Cu2ZnSn(S,Se)4
6.4 Identification of Contributions to Radiative
Recombination
As it was discussed in section 6.2 there is no agreement in literature about the
radiative recombination mechanisms in CZTSSe. In this section, the results of ER-T,
PLE- and PL-measurements will be presented in order to determine the energetic
position of the radiative recombination with respect to the band gap.
It stands to emphasize that the results which were found in this work are valid for
solution-processed CZTSSe solar cells prepared after [102, 146]. The conclusions
which are drawn in the following are therefore specific for this kind of sample. In
order to draw a generalized picture of the radiative recombination in the entire
CZTSSe material system, an investigation of a larger composition range remains to
be performed.
6.4.1 Excitation Power-Dependent Photoluminescence
In order to identify individual contributions to the PL spectrum, an excitation power
series was recorded. The sample which was used exhibited a low degree of Cu–Zn
disorder due to an additional annealing procedure and thus an increased band gap.
Details on the dependence of Eg on the degree of Cu–Zn disorder will be discussed in
chapter 7. This particular sample was chosen since the increased band gap allowed to
record the entire PL spectrum over several orders of magnitude of excitation power
due to the improved overlap with the spectral responsivity window of the InGaAs
photodiode which was used to record PL spectra. Furthermore, a low degree of Cu–
Zn disorder actually corresponds more to the ideal kesterite crystal structure than
the degree of Cu–Zn disorder of the as-prepared state of the solar cell as will be
shown in the next chapter. However, it should be noted that the results presented
here were typical and the conclusions which will be drawn apply to as-prepared
samples without thermal post-processing as well.
In order to analyze the spectra quantitatively, a double sigmoidal expression after















The expression is able to capture the asymmetric lineshape of the PL spectrum for
low excitation powers as long as only one contribution to the spectrum is visible as
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Figure 6.5: Comparison of experimental data and corresponding double sigmoidal fit after
Krustok [166]. The fit captures the asymmetric lineshape well. Deviations only arise in
the energetic vicinity of water vapor absoprtion lines.
shown in Fig. 6.5. The sole purpose of the fit is to determine the integrated PL yield
Y and the maximum of the PL spectrum EPL,max using an analytic expression. The
assumptions of the model presented in [166] have not been validated. Therefore, the
fit parameters A,E1, E2,W1 and W2 do not have a physical meaning which relates
to material parameters of CZTSSe.
Figure 6.6(a) shows low-temperature PL spectra for which the excitation power was
varied over four orders of magnitude. A clear shift of the PL maximum towards
higher photon energies is visible with increasing excitation power. Whether this
shift is due to state-filling or screening of electrostatic potential fluctuations will be
investigated in the following.
Figure 6.6(b) shows logarithmic plots of the PL excitation power series. It is evi-
dent that the low-energy slope of the spectra remains unaltered by an increase in
excitation power. In the case of screening of electrostatic potential fluctuations by
generated charge carriers a change in the slope on the low-energy side of the spec-
trum would be expected. In consequence, contributions of indirect transitions from
deeper valleys would vanish due to the flattening of the spatial band structure.
Since this is not observed, it can be concluded that the influence of electrostatic
potential fluctuations is not the dominant contribution to the low-energy side of
the PL spectra in our samples or charged defects cannot be screened sufficiently
by the additionally generated carriers. Instead, the reason for the shift of the PL
maximum towards higher energies is a filling of energetically higher states. This is
consistent with the observation of ER and PLE measurements which were recorded
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Figure 6.6: (a) Normalized PL-spectra of a CZTSSe solar cell show a shift of the PL max-
imum towards higher photon energies with increasing excitation power. (b) A logarithmic
plot reveals that the low-energy slope of the spectrum does not change. On the high-energy
side the slope is not changing either. Instead, a second contribution emerges for nominal
pumping powers above P = 1.4 mW. Spectra were normalized to 0.85 eV (dashed line).
The shift of the PL maximum (c) with increasing excitation power is 17 meV per decade in
the range where only a single contribution is visible in the PL spectrum. (d) The double-
logarithmic plot of the power-dependent PL-yield Y reveals a value of k = 0.8 consistent
with the assumption of a defect-related radiative recombination. After [113,152].
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in the presence of an additional constant light bias. Both measurements showed
an invariant lineshape under the additional excitation and therefore no evidence of
screening effects.
Furthermore, it should be noted, that the determination of kBT by a linear fit
to the high-energy side of the logarithmically plotted PL spectra yields a slope
corresponding to a temperature of T ≈ 100 K although the sample temperature
during measurement was TS = 10 K. This means that charge carriers cannot be
described by a Boltzmann distribution. However, the fact that the shape of the
low-energy side of the PL spectrum in Fig. 6.6(b) remains invariant for all excitation
powers shows that that carrier relaxation even towards the lowest energetic states
is possible. This means that the shape of the high-energy side of the PL spectrum
is mainly influenced by an energy-dependent density of states and not a hindered
relaxation of carriers.
For comparison to reports in literature, the shift of the PL maximum EPL,max towards
higher energies is quantified in Fig. 6.6(c) and shows an exponential increase with
excitation power. EPL,max shifts by βDEC = 17 meV per decade for low excitation
powers. Similar results have been reported by Teixeira et al. for CZTS [79, 80].
As discussed in [79] this large shift towards higher energies cannot be caused by
conventional DAP transitions with flat bands. It should be emphasized again, that
the interpretation of the PL maximum alone could draw a misleading picture of the
physics involved. The observation of an invariant lineshape of the low-energy side of
the PL spectrum due to state-filling instead of a blue shift due to screening suggests
that the PL is mainly influenced by band gap fluctuations instead of electrostatic
potential fluctuations.
In order to determine whether the radiative transitions at low excitation powers
involve defect levels or band states, the PL yield Y was analyzed depending on the
excitation power L [167].
Y (L) ∝ Lk (6.5)
Figure 6.6(d) shows the corresponding double-logarithmic plot from which a value of
k = 0.8 can be determined. According to Schmidt et al. this corresponds to a radia-
tive transition involving one or more defect levels [167]. Hence, the observations are
consistent with the assumption of transitions involving defect levels and fluctuating
band edges. It should be noted that the shift of the PL maximum towards higher
energies and the value of k < 1 is determined for a variation of the excitation power
over four orders of magnitude. For even higher excitation powers additional contri-
butions arise on the high-energy side of the PL spectrum wich will be discussed in
the following.
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6.4.2 Comparison of Photoluminescence to
Photoluminescence Excitation Spectra
In order to determine the origin of these additional contributions, PLE spectra were
recorded for comparison. Figure 6.7(a) shows logarithmically-plotted PL spectra at
two different excitation powers and a logarithmically-plotted PLE spectrum of a
CZTSSe sample. The PL spectrum clearly shows a second contribution on the high-
energy side for an increased nominal excitation power of P = 78.62 mW compared
to a low nominal excitation power of P = 1.08 mW. The higher-energy contribution
reaches into the tail of the PLE spectrum and coincides with the band gap as de-
termined by ER which suggests a transition involving at least one band or band tail
state.
The measurement data for high excitation power were fitted using 2 Gaussian func-
tions and the fit results are shown in Fig. 6.7(b). The aim of this fit was not to
perfectly capture the lineshape of the measured signal. Instead, it is used to esti-
mate the energetic positions of the two individual contributions. The fit shows two
contributions with center energies of E1 = 0.96 eV and E2 = 1.06 eV. Interestingly,
E2 coincides with the center of the modulus spectrum of the corresponding ER signal
(dashed line, Eg,ER = 1.05 eV) within the uncertainty of the individual fit parame-
ters and the accuracy of the measurements. Furthermore, this contribution to the
PL signal is located in the tail of the PLE signal. This supports the conclusion that
the high-energy contribution at E2 involves a band or a band tail state whereas the
low-energy contribution at E1 is due to a defect-related transition.
It has to be emphasized that the results were obtained by using complementary
techniques such as ER and PL or PLE and PL. This draws a more complete picture
of radiative recombination in CZTSSe compared to other reports in literature which
only apply one single technique such as PL. Furthermore, the results show that there
are two aspects of radiative recombination in CZTSSe. First, there are defect levels
which take part in radiative transitions and second, the presence of fluctuations of
the band edges distributes these defect levels over a larger energy range due to the
possibility of spatially indirect transitions.
The absence of screening phenomena in PL power series as well as the inhomoge-
neously broadened ER spectrum the width of which is not changing with temper-
ature (compare Fig. 6.3(b)) suggest fluctuations of the band gap itself rather than
electrostatic potential fluctuations.
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Figure 6.7: (a) Logarithmic PL and PLE spectra for low (red) and high (blue) PL-
excitation. For high excitation a second contribution to the PL spectrum emerges in
the tail of the PLE (black) spectrum. (b) Normalized PL and PLE spectrum with two
Gaussian peaks fitted to the PL spectrum. The low-energy contribution lies well below the
band gap whereas the high-energy contribution coincides with the tail of the PLE spec-
trum and the band gap according to the corresponding ER measurement (dashed line)
within the accuracy of the measurement. After [113,152].
After the theoretical considerations of Mattheis et al. such band gap fluctuations
have a decreasing effect on solar cell device performance [149] due to additional re-
combination of localized carriers which could account partly for the generally rather
low device performance of CZTSSe solar cells.
Finally, a few remarks on PLE measurements should be made. For different PLE
detection energies EPLE different absorption models were fitted to recorded and
corrected PLE spectra, in order to obtain an estimation for the band gap value.
These fits involved the assumption of a Gaussian band gap distribution [48, 149]
or a single exponential tail below the band gap [168]. The resulting values for Eg
differed depending on the detection energy of the PLE spectrum. Furthermore,
a common observation of all PLE experiments was that a higher detection energy
EPLE resulted in higher maximum PLE signal (PLE signals were corrected for the PL
signal strength at the detection energy as well). This suggests that carrier relaxation
plays an important role in the PLE signal of CZTSSe. Therefore, band gap values
determined from PLE measurements have to be looked at with caution and the
PLE signal is not only determined by the absorption of the absorber layer. Reliable
insights into radiative recombination mechanisms of CZTSSe can only be gained if
the results of all measurements – PL,PLE and ER – are taken into account.
95
Chapter 6. Optical Transitions in Cu2ZnSn(S,Se)4
6.4.3 Temperature-Dependent Photoluminescence
Generally, the interpretation of temperature-dependent PL spectra is often very
difficult since a variation of the sample temperature modifies several factors at once
such as carrier mobility as well as the occupation of the different energy levels and
recombination paths. This is why only a very basic interpretation of the performed
temperature-dependent measurements will be presented in the following.
An important implication of both electrostatic potential fluctuations as well as band
gap fluctuations is a shift of the PL maximum towards lower energies with increas-
ing temperature [156,169], additionally to a possible shift of Eg. The temperature-
dependence of the latter was investigated in this work using ER and it was shown
that Eg increases by about ∆Eg = 0.02 eV for an increase from T = 10 K to
T = 120 K as shown in Fig. 6.3(a).
For a low excitation power of P = 1.08 mW a temperature-dependent PL measure-
ment was performed. The low excitation power ensured that only one contribution
to the PL signal was present. As already presented in the previous section a double-
sigmoidal expression was used to determine the maximum of PL spectrum Emax,PL
of the individual PL spectra. The resulting temperature dependence of the PL spec-
tra is shown in Fig. 6.8(a). For an increasing temperature the PL spectrum shifts
towards lower energies which is consistent with the assumption of the generated car-
riers being able to reach energetically lower states. A second contribution to the PL
spectrum arises for temperatures above 90 K on the high-energy side of the spectrum
which suggests additional state-filling effects.
The temperature dependence of the maximum of the PL signal is shown in Fig. 6.8(b).
Despite the increase in the band gap of ∆Eg = 0.02 eV as determined by ER the
maximum energy of the PL signal shifts by ∆Emax,PL = 0.03 eV towards lower ener-
gies for an increase in the temperature from 10 K to 120 K. The slope of this decrease
is mt = −2.5× 10−4 eV/K. This observed shift is consistent with the assumption of
both electrostatic potential fluctuations and band gap fluctuations. Similar results
in terms of this shift towards lower energies have been found for CIGS absorber lay-
ers by Dirnstorfer et al. [170]. An increase in the temperature leads to an increased
carrier mobility which results in carriers finding deeper valleys in the band structure
in order to recombine at lower emission energies. This red shift was observed for
all investigated samples in this work and did not change within the accuracy of the
measurements for a variation of excitation power or for a variation of the degree of





Figure 6.8: (a)Temperature-dependent PL spectra of a CZTSSe sample. The spectra show
a shift of the PL signal towards lower photon energies but at the same time also a filling
of energetically higher states. (b)Temperature dependence of the PL maximum Emax,PL
as determined by a double-sigmoidal fit to the measurement data. The PL signal shifts
towards lower photon energies despite a simultaneous increase in the band gap energy as
determined by ER measurements.
It should be emphasized, however, that it is not possible to distinguish electro-
static potential fluctuations from band gap fluctuations in this measurement. The
temperature-dependent measurements primarily show the presence of either one.
Therefore, the findings are not contradictive to the suggestion of band gap fluctua-
tions as the dominant mechanism in radiative recombination. On the contrary, no
unambiguous evidence of electrostatic potential fluctuations could be found. The
results underline that the entire PL spectrum needs to be analyzed and not only the
energetic position of the PL maximum in order to shed light onto the underlying
physics.
6.5 Summary
In this chapter it has been shown that the standard band gap determination method
in the TFSC community – a Tauc plot of the low-energy side of an EQE spectrum
– cannot be applied. This is partly due to the inhomogeneous broadening of the
dielectric function as it was already discussed in section 5.5. In addition to that the
assumption that the low-energy side of the EQE spectrum represents the absorption
of the absorber layer is rather questionable. A comparison of EQE and ER spectra
revealed that optically active states exist in the CZTSSe absorber layer which do
not contribute to current transport.
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In other words, this means that the optical band gap as determined by ER does not
coincide with an electronic state of macroscopic mobility in the device.
Furthermore, the temperature-dependent band gap of the CZTSSe absorber layer in
a TFSC was determined and showed an anomalous behaviour, similar to chalcopy-
rite materials. The reason for this behaviour lies in the band structure of CZTSSe.
Due to the p–d hybridization in the formation of the VBs the contribution of lattice
dilatation and electron–phonon interaction to the changes in the band gap energy
compensate each other partially which first leads to an increase of Eg with temper-
ature at low temperatures followed by a decrease for temperatures above 120 K.
Finally, by comparing power-dependent PL spectra to PLE and ER spectra, in-
dividual contributions to the PL spectra were identified in terms of defect-related
luminescence and band- or band tail-related luminescence. Additionally, the absence
of screening effects in power-dependent PL spectra suggest that band gap fluctua-
tions due to structural disorder dominate in the investigated CZTSSe samples in
contrast to electrostatic potential fluctuations.
98
Chapter 7
Assessment of the Role of Cu–Zn
Disorder in Cu2ZnSn(S,Se)4
Recently, the so-called order–disorder transition in CZTSSe experienced an increas-
ing amount of attention [171–175]. The term “order–disorder transition” denotes a
thermally-induced cation reordering in the Cu–Zn lattice planes of the kesterite unit
cell [171]. Cu–Zn disorder in the kesterite unit cell is connected with the occurrence
of [CuZn+ZnCu] defect pairs [41]. These defect pairs could lead to electrostatic po-
tential fluctuations which have been suggested by Gokmen et al. to be the dominant
efficiency-limiting mechanism in CZTSSe solar cells [78]. In this chapter it will be
shown that in contrast to that, a controlled manipulation of the degree of order
within the Cu–Zn lattice planes corresponds to a continuous transition between two
materials with different effective crystal structures and band gaps.
First, a brief overview on different efficiency-limiting factors in CZTSSe solar cells
will be given. Then, the order–disorder transition will be introduced from a crystal-
lographic point of view and a model for the qualitative description of the kinetics
of Cu–Zn reordering processes will be presented. Furthermore, it will be shown
that the band gap of the CZTSSe absorber is directly correlated with the degree of
Cu–Zn disorder in the kesterite unit cell. This will be achieved by ER measurements
to detect thermally-induced absorber band gap shifts in CZTSSe solar cells. The
devices were still functional after the thermal treatments and hence the impact of
Cu–Zn disorder on the solar cell performance could be assessed directly. However,
it will be shown, that Cu–Zn disorder is not the main efficiency-limiting factor of
kesterite solar cells.
Parts of the results of this chapter have been achieved in the Master’s theses of
Christian Huber and Christian Zimmermann. Further details on this subject can
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be found in the respective Master’s thesis [112,113]. Furthermore, the results were
published in [151,176].
7.1 Efficiency Limitations of Cu2ZnSn(S,Se)4
Solar Cells
Despite the similarity in their physical properties, CIGS and CZTSSe show large
differences once it comes to finished solar cell devices. CIGS solar cells already
represent a mature technology and achieve power conversion efficiencies of up to
21.7% [7]. In contrast to that, CZTSSe solar cells still lack in performance and the
world record efficiency of only 12.6% [12] is not compensated economically by the
use of earth-abundant constituting elements.
In order to improve CZTSSe devices, the main device performance-limiting mech-
anisms need to be identified first. Table 7.1 summarizes the J–V characteristics of
recent CZTSSe and CIGS high-efficiency and world record solar cells. By compar-
ing the individual device parameters it is obvious that the main reason for the lower
efficiency of CZTSSe solar cells is their comparatively low open-circuit voltage VOC.





The devices in Tab. 7.1 all exhibit similar absorber band gaps and although they
were determined by means of an EQE measurement the error of the measurement
cannot account for the systematically larger VOC deficit of CZTSSe solar cells by
approximately 200 mV.
The main reason for an insufficient VOC is carrier recombination which can occur
at different locations in solar cells. One possibility is carrier recombination at the
buffer–absorber interface which has been shown for CZTSSe solar cells by means of
J–V –T -measurements [177, 178]. The results suggest a non-ideal band alignment
between the absorber layer and the CdS buffer. In contrast to that, band gap
fluctuations in the absorber material lead to carrier localization and recombination
in the bulk and also lower VOC. Such models have been proposed for CIGS and were
investigated by means of photoluminescence spectroscopy [48, 149]. The results of
chapter 6 suggest such band gap fluctuations in CZTSSe solar cells as well.
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Table 7.1: Device characteristics of different record solar cells for both CZTSSe and CIGS
absorber layers. In the case of CZTSSe solar cells the main performance-limiting factor
is the low open-circuit voltage in comparison to the band gap of the respective absorber
layer. Excerpts from device characteristics taken from [7, 12, 84, 146]. Band gap values
estimated from EQE measurements.
Device η (%) VOC (mV) JSC (mA/cm
2) FF (%) Eg
e
− VOC (mV)
CZTSSe (IBM) 12.6 513 35.2 69.8 617
CZTSSe (ZSW) 10.3 471 31.6 69.6 n/a
CIGS (ZSW) 21.7 746 36.6 79.3 384
CIGS (EMPA) 20.4 736 35.1 78.9 n/a
The strong tailing observed in the EQE of CZTSSe solar cells is seen as the funda-
mental reason for the insufficient power-conversion efficiency [78]. A similar aspect
was discussed in section 6.1 – the existence of optically active states which do not
contribute to current transport.
In a highly compensated semiconductor such as CZTSSe charged defect pairs cause
fluctuating band edges. As it was discussed in subsection 2.1.3 the defect pairs
most likely to occur in kesterite materials are [VCu+ZnCu] and [CuZn+ZnCu] defect
pairs. While the first one is almost exclusively determined by the composition of
the absorber layer, it was shown that the density of the latter defect pair can be
controlled by thermal treatments which will be subject to the following sections.
7.2 Controlling Cu–Zn Disorder in the
Cu2ZnSn(S,Se)4 Unit Cell
As discussed in subsection. 2.1.3, the formation of defect pairs in CZTSSe is favored
over the formation of point defects due to their charge-neutrality. Since of the two
prevailing defect pairs only [CuZn+ZnCu] does not change the sample composition
the following discussion will focus on this defect pair.
The occurrence of Cu–Zn disorder in the kesterite unit cell was already the subject
of a neutron diffraction study by Schorr [41]. Schorr found the kesterite crystal
structure as the stable configuration for both Cu2ZnSnS4 and Cu2ZnSnSe4. Espe-
cially for the pure selenide it was not clear whether the kesterite or the stannite
crystal structure represents the ground state of the material. However, a significant
disorder in the Cu–Zn lattice planes was detected and it was pointed out that the
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Figure 7.1: Illustration of the two most common neutral defect pairs in the Cu–Zn planes
(grey) of the kesterite (KS) unit cell. While the abundance of [VCu+ZnCu] defect pairs is
almost exclusively governed by sample composition, the occurrence of [CuZn+ZnCu] defect
pairs can be manipulated by a thermal treatment of the material.
degree of disorder depends on the thermal treatment of the sample during fabrica-
tion. Figure 7.1 shows the kesterite unit cell with the Cu–Zn planes marked in grey.
Furthermore, it shows the most abundant neutral defect pairs and the connection of
[CuZn+ZnCu] defect pairs to Cu–Zn disorder in the CZTSSe unit cell. It should be
emphasized again that the terms “order” and “disorder” only refer to the arrange-
ment of Cu and Zn atoms within the Cu–Zn lattice planes of the kesterite unit cell.
The formation of the most abundant defect pairs involves two mechanisms. In the
case of the [VCu+ZnCu] defect pair a vacancy defect as well as an antisite defect have
to form whereas for the [CuZn+ZnCu] defect pair two antisites are necessary. In the
case of CZTS it has been shown by means of DFT that the involved point defects
have an impact on the band edges of the material if present abundantly [77].
In order to describe the kinetics of the formation and dissociation of the defect
pairs qualitatively, the stochastic Vineyard model [179] will be introduced in the
following.
7.2.1 Cu–Zn Disorder Kinetics – The Vineyard Model
Vineyard derived a model for the kinetics of order–disorder transitions for the for-
mation of vacancies and antisites in binary cubic (b.c.c. and f.c.c) lattices which is
the basis for the discussion in this subsection [179]. It should be mentioned that the
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model qualitatively yields the same predictions for both a vacancy and an antisite
defect. However, since the scope of this chapter is the formation of [CuZn+ZnCu]
antisite defect pairs the discussion will focus on the formation of the latter.
In order to describe the degree of order in the Cu–Zn planes of the kesterite unit








Within the Vineyard model for a binary compound there are two types of lattice
sites α and β for atoms of type A and B, respectively. rα,β denotes the respective
fraction of lattice sites α and β which are actually occupied by atoms of type A and
B, respectively. fA,B denotes the fraction of the individual atoms in the compound.
yα,β denotes the respective fraction of available lattice sites of type α and β. In
the case of perfectly ordered Cu–Zn planes in the kesterite unit cell, the long-range
order parameter would take a value of S = 1 whereas a random distribution of Cu
and Zn atoms would correspond to S = 0.
Cu2ZnSn(S,Se)4 does not represent a simple cubic semiconductor, however, simi-
lar circumstances to those considered in the Vineyard model are given. The Cu–
Zn planes represent a two-dimensional cubic subcell thus making at least a qual-
itative application of the Vineyard model possible as it was also pointed out by
Rey et al. [174]. Still, there are a few remarks to be made. Since the investigated
CZTSSe absorber layers in this work and generally application-relevant absorber lay-
ers are off-stoichiometric [181] it is not possible to achieve a value of the long-range
order parameter of S = 1. Instead the maximum value of this parameter will be
Smax < 1, however, this will be neglected for simplicity. Additionally to that, since
the Cu–Zn planes only represent a subcell of the kesterite unit cell the Vineyard
model can only be used for qualitative considerations.
For the case of the interchange of two atoms in the lattice, Vineyard derived a






KOfAfB(1− S)2︸ ︷︷ ︸
ordering process
−KD (fA + fBS) (fB + fAS)︸ ︷︷ ︸
disordering process
 . (7.2)
The formation or dissociation of the [CuZn+ZnCu] antisite defect pair corresponds to
such a process and the corresponding kinetics can therefore be described qualitatively
by this differential equation. KO and KD represent rate coefficients of the ordering
and disordering process the origin of which will be discussed later in this section.
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Figure 7.2: Potential energy governing the ordering and disordering process. The ordered
configuration AαBβ and the disordered configuration AβBα are separated by a barrier
U and have an energetic difference of 2mv, m depending on the degree of order in the
environment and v being a characteristic energy of the system. Depending on the degree of
order in the environment, the activation energies for the ordering and disordering process
change. After [179].





The equilibrium is established between two competing processes, an ordering and a
disordering process with respective activation energies depending on the value of S.
Figure 7.2 schematically shows the potential energy which is governing the above-
mentioned exchange reaction. The two atomic configurations AαBβ and AβBα are
separated by a potential barrier U . The energetic difference between the initial and
final atomic configuration is 2mv with v being a characteristic exchange energy of
the lattice and m depending on the atomic environment surrounding the atoms A
and B, in particular depending also on S. For a decreasing value of S the potential
energy of the valley on the right-hand side of Fig. 7.2 is increased and the potential
on the left-hand side is decreased – the potential becomes more asymmetric. This
increases the activation energy for the disordering process and lowers the activation
energy of the ordering process which will lead to a different equilibrium value of S
depending on the temperature.
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Figure 7.3: (a) Calculated temperature dependence of the long-range order parameter S
according to the Vineyard model for an antisite defect. A characteristic temperature TC
exists above which the system is entirely disordered. (b) Calculated temporal evolution of
the order parameter S. Both the timescale and the final stationary value of S depend on
the ratio T/TC. Taken from [112] and formatted.
Vineyard derived expressions for the rate coefficients KO and KD for a binary com-
pound with a b.c.c. lattice [179]:






In this equation, ν represents the characteristic hopping rate of the atoms. For
a different type of lattice, similar expressions can be found and yield qualitatively
analogous expressions for KO and KD [174,179]. Based on eqs. 7.2 & 7.3 it is possible
to determine the equilibrium value of S for a given temperature T by searching for
the stationary condition dS/dt = 0. Figure 7.3(a) shows the calculated thermal
equilibrium value of S for different temperatures T . An important implication of
the Vineyard model is the existence of a critical temperature TC above which the
system is entirely disordered (S = 0). In the case of CZTSSe this corresponds to
a random distribution of the Cu and Zn atoms within the Cu–Zn lattice planes
independent of the lattice sites which are assigned to them by the kesterite space
group I 4̄.
Furthermore, the Vineyard model allows to calculate the temporal evolution with
which the system establishes thermal equilibrium at a given temperature and a given
initial long-range order S0. Figure 7.3(b) shows the calculated temporal evolution
of S for three different temperatures for a starting value S0 = 0.25. Whether an
ordering or disordering process is taking place depends on T/TC and so does the final
value of S and the rate at which the system establishes thermal equilibrium. The
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study of the timescale of these processes is particularly interesting for the fabrication
of CZTSSe layers since it determines whether the results of this chapter can actually
be applied to application-relevant processes.
7.2.2 The Order–Disorder Transition in Literature
At this point a brief review of the most relevant publications for this work will be
given. This review does not claim completeness.
An abundant occurrence of the [CuZn+ZnCu] antisite defect pair in kesterite ma-
terials was predicted by DFT calculations and has been known for several years
now [35, 77]. As already discussed, experimental evidence of this circumstance has
been provided by Schorr [41].
Paris et al. showed that it is possible to manipulate the degree of Cu–Zn disorder by
using appropriate thermal treatments [175]. They used solid-state nuclear magnetic
resonance (NMR) measurements as well as resonant Raman scattering to investigate
CZTS powder samples. It was shown that the cool-down process the sample is
subject to has a severe impact on the Cu–Zn disorder. Furthermore, Paris et al.
were able to show that the degree of Cu–Zn disorder is correlated to the relative
intensity of certain Raman modes in the investigated CZTS samples.
Scragg et al. investigated the same types of samples using resonant Raman scattering
and employed the stochastic Vineyard model to determine the critical temperature
TC of CZTS to be 260
◦C [171]. Furthermore, the term order–disorder transition was
introduced to denote the phase transition in the Cu–Zn planes in the CZTS unit cell.
The comparatively low critical temperature of the order–disorder transition shows
that such phenomena can be relevant for the fabrication of kesterite solar cells since
typical chalcogenization or formation temperatures of the films are far above TC.
Gershon et al. suggested that a detailed study of thermal post-processing of solar
cells could help to reduce the band tailing and thus the VOC deficit of CZTSSe solar
cells [182]. The authors directly related Cu–Zn disorder to this phenomenon and,
furthermore, underlined the importance of a study of the device performance after
such annealing processes.
Huang and Persson calculated band gaps for CZTS layers with a high density of VCu
as well as ZnCu and CuZn [77]. The results suggested that an abundant presence
of these defects alters the local band structure. Especially VB states are strongly
modified due to the participation of Cu-d orbitals in their formation.
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Figure 7.4: Long-range order parameter S in thermal equilibrium versus temperature. For
a given equilibrium value S(TA) a rapid cool-down to room temperature corresponds to
a horizontal transition (blue) which represents the conservation of the respective value
S(TA). A slow cool-down from a temperature TA (red) allows the system to establish
thermal equilibrium and hence effectively increase S. Taken from [151] and formatted.
Rey et al. used transmission measurements to detect such band gap shifts due to
thermal treatments of CZTSe samples on glass substrates and showed the correlation
between the long-range order parameter S and the optical band gap of CZTSe [174].
ER represents an ideal technique to study the above-mentioned correlation of S and
Eg. Furthermore, it can be used to study order–disorder related phenomena in entire
CZTSSe solar cells which was not done before this work. In the following, a brief
overview on the performed thermal treatments and their effect on S according to
the Vineyard model will be given.
7.2.3 Post-Annealing of Solar Cells
In order to perform post-annealing treatments, a rapid thermal processing (RTP)
tube furnace was used. The system was constructed and built by Timo Musiol.
Technical details can be found in the corresponding Master’s thesis [183]. The sam-
ples were placed inside a graphite box and the annealing procedures were performed
in a nitrogen atmosphere of 250 mbar.
In this work two different kinds of annealing procedures were employed. The only
difference between them is the cool-down process. In the following, the effect of
the annealing processes on the Cu–Zn disorder will be discussed in the context of
the Vineyard model. Figure 7.4 shows the equilibrium curve of the long-range order
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parameter S(T ). For a given temperature TA above room temperature and a given
long-range order parameter S(TA) a rapid cool-down to room-temperature leads to a
freeze-out of S(TA). Therefore, a rapid cool-down corresponds to a horizontal tran-
sition (blue) in Fig. 7.4. In this work the rapid cool-down was realized by switching
off the furnace, taking the sample out of the furnace and cooling it in a stream of
air. This lead to a cool-down of the sample from an annealing temperature TA to
room temperature in less than five minutes.
In contrast to that, a slow cool-down (at a sufficiently slow rate of 3 K/h) to room
temperature (RT ) allows the sample to establish a value of S close to thermal
equilibrium S(T ) and thus follow the equilibrium curve in Fig. 7.4 approximately.
This path (red) leads to a resulting value of roughly S(RT ) – or at least to the
maximum value achievable at room temperature. These two different annealing
procedures were applied to study the order–disorder transition in CZTSSe solar cells
and the results will be shown in the following. Further details and modifications to
the procedures will be provided, if necessary.
7.3 Order–Disorder Related Band Gap Changes
In this section it will be shown explicitly that the degree of Cu–Zn disorder (and
therefore S) influences the band gap of the CZTSSe absorber layer. Furthermore,
the critical temperature of the order–disorder transition will be determined and
the findings regarding the temporal evolution of the band gap during annealing
experiments will be presented.
7.3.1 Detection of Reversible Band Gap Changes
Using Electroreflectance
As discussed in the previous section an important part of the post-annealing pro-
cedure of CZTSSe TFSCs is the cool-down process. Therefore, the first experiment
which was performed regarding the investigation of the order–disorder transition was
an annealing of a CZTSSe solar cell at 210 ◦C for 2 h followed by a slow cool-down
(3 K/h) as discussed in the previous subsection. Remarkably, the devices were still
functional after the procedure which made an investigation using ER possible. As
will be shown later, the chosen temperature is above the critical temperature TC of
CZTSSe1. According to the Vineyard model, the slow cool-down allows the system
to establish a value of S close to the equilibrium value S(RT ) as discussed in the
1In this study the sulfur content of CZTSSe is y ≈ 0.08.
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Figure 7.5: (a) ER spectra of a solar cell as-prepared (black) and after two post-annealing
processes. The cell was heated to 210 ◦C and then cooled slowly (3 K/h, red curve) to
room temperature. Afterwards the sample was again heated to 210 ◦C and cooled-down
rapidly (blue curve) to room temperature. (b) The corresponding modulus spectra reveal
a band gap increase from the as-prepared state (Eg = 1.04 eV) to the slowly cooled state
(Eg = 1.08 eV) and a decrease from the as-prepared state to the rapidly cooled state
(Eg = 0.96 eV). Taken from [151] and formatted.
previous subsection. Figure 7.5(a) shows the ER spectra of the as-prepared solar cell
(black) before thermal treatment and the solar cell after slow cool-down (red). From
the corresponding modulus spectrum (b) an increase in the absorber band gap from
Eg = 1.04 eV (as-prepared) to Eg = 1.08 eV (slowly cooled) is evident
2. Considering
the predictions of the Vineyard model [179], the experimental findings in [171,175]
and the predictions from DFT calculations [77] it can be concluded that a reduction
of the Cu–Zn disorder corresponds to an increase of the absorber band gap.
Afterwards, the same sample was annealed at 210 ◦C for 2 h followed by a rapid
cool-down. As discussed in the previous section, the rapid cool-down freezes the
completely Cu–Zn disordered state of the CZTSSe layer in the TFSC since TA ≥ TC
(this will be shown explicitly in the next subsection). Figure 7.5(a) shows the ER
spectrum of the rapidly-cooled solar cell (blue). From the modulus spectrum (b) a
decrease in the absorber band gap down to Eg = 0.96 eV can be determined.
Furthermore, an analysis of the full width at half maximum (FWHM) of the indi-
vidual modulus spectra was performed. For a transition from the state of maximum
Cu–Zn order (slow cool-down) to the state of maximum Cu–Zn disorder (rapid
cool-down) the FWHM increases from 0.15 eV to 0.18 eV. Due to the discussion in
section 5.5 not the absolute number but the increase of the broadening parameter
2Peak positions were determined by fitting a Gaussian to the modulus spectrum, see section 5.5.
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should be mentioned. This suggests that Cu–Zn disorder plays a role in the in-
homogeneous broadening of ER spectra of CZTSSe TFSCs, however, it is not the
dominant contribution to inhomogeneous broadening in ER spectra.
The findings underline that Cu–Zn disorder is directly connected to the optical band
gap of the CZTSSe layer. In the following, it will be shown that the change in the
band gap of the absorber layer ∆Eg is a measure for the change in the long-range
order parameter ∆S and the critical temperature TC of the order–disorder transition
of the investigated CZTSSe solar cell absorbers will be determined.
7.3.2 Determination of the Critical Temperature of the
Order–Disorder Transition
A peculiarity of the order–disorder kinetics in the Vineyard model is the existence
of a critical temperature TC above which the Cu–Zn sites are randomly occupied
which has been shown experimentally for CZTS by Scragg et al. [171]. The results
of the previous subsection suggest a direct correlation between the long-range order
parameter S and the absorber band gap Eg. Therefore, further post-annealing
experiments were performed in order to determine whether Eg follows the behavior
of S regarding the occurrence of a critical temperature. The experiments consisted of
an annealing procedure with a fixed dwell time at a given temperature TA followed by
a rapid cool-down. The experiments were conducted for two samples using different
annealing durations. Figure 7.6(a) shows the schematic principle of the experiments.
The long-range order parameter at the annealing temperature is frozen-out by the
rapid cool-down and hence different values S(TA) can be probed by the experiments
by successively increasing TA. Figure 7.6(b) shows the resulting band gap values
for this experiment. It is evident that the change in band gap energy ∆Eg follows
the change in the long-range order parameter ∆S. This confirms the findings of
Rey et al. for CZTSe layers on glass and more importantly shows, that such post-
annealing procedures can be applied to entire solar cells to precisely adjust the
absorber band gap.
The critical temperature of the transition can be determined at the kink of Fig. 7.6(b)
as
TC = 195± 5 ◦C .
The uncertainty of the determined values is given by the density of data points
which were recorded. The observed band gap shifts turned out to be reversible.
To show this explicitly, a sample was annealed alternatingly at a temperature
T1 = 210
◦C > TC and T2 = 130
◦C < TC for 4 h each followed by a rapid cool-down.
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Figure 7.6: (a) Schematic principle of the determination of the critical temperature TC.
The sample is annealed for a fixed period of time at a given temperature TA followed by
a rapid cool-down to freeze the respective state of order S(TA). The critical temperature
TC is marked by the kink of the equilibrium curve S(T ). (b) Dependence of the absorber
band gap after annealing at different temperatures TA followed by a rapid cool-down.
It is evident, that the change in the band gap ∆Eg follows the change ∆S. A critical
temperature of 195 ◦C can be determined. Above 220 ◦C an additional irreversible band
gap decrease occurs for longer annealing durations. Taken from [151] and formatted.
The result of this experiment is shown in Fig. 7.7 and clearly shows the reversibility of
the ordering and disordering process with respect to the band gapEg. This reversibil-
ity is a central argument why the band gap changes are actually order–disorder re-
lated and not caused by diffusion of elements in, e.g., the buffer–absorber region of
the devices.
However, for longer dwell times (14 h) at increased temperatures (TA ≥ 220 ◦C)
an additional decrease of the band gap of 0.02 eV can be found in Fig. 7.6(b). This
additional shift turned out to be irreversible. The sample was annealed once more to-
gether with other control samples employing a slow cool-down procedure to reestab-
lish the maximum band gap value. The sample showed a maximum band gap value
of 1.04 eV which was 0.02 eV below the average band gap value of the control samples
which were annealed simultaneously. This irreversible change could be attributed to
elemental diffusion at the buffer–absorber interface, e.g., Cd diffusion which could
cause a lowering of the band gap through the formation of Cu2(Zn,Cd)Sn(S,Se)4 [58].
The determined critical temperature of TC = 195 ± 5 ◦C lies closer to the value for
CZTSe (TC = 200 ± 20 ◦C, [174]) than to the value for CZTS (TC = 260 ± 10 ◦C,
[171]). This is probably due to the low sulfur content within the investigated samples
(sulfur content y ≈ 0.08). It should be noted that the observed maximum band gap
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Figure 7.7: Evolution of the band gap value for a sample which was annealed alternatingly
at T1 > TC and T2 < TC for 4 h followed by a rapid cool-down. The measured band gap
changes are reversible. Annealing #0 refers to the as-prepared state of the sample. Taken
from [151] and formatted.
value does not correspond to the maximum achievable long-range order parameter
Smax according to the Vineyard model. Considering the determined transition tem-
perature, room temperature can be estimated to be approximately 0.64TC. At this
temperature the equilibrium order parameter S(RT ) is not equal to the maximum
achievable order parameter. This suggests that the band gap of an ideal kesterite
crystal structure is even larger than the values reported in literature. In contrast
to that, Cu–Zn disorder is maximized for samples which underwent an annealing
above the critical temperature followed by a rapid cool-down. For those samples the
condition S = 0 actually holds and can be observed at room temperature due to the
small ordering rate at this temperature.
For lower annealing temperatures deviations of the band gap values become visible
for different annealing periods in Fig. 7.6(b). These deviations suggest that the
timescale at which the system establishes thermal equilibrium is in the order of
hours. This temporal evolution will be investigated in the following.
7.3.3 Temporal Evolution of the Band Gap During
Post-Annealing Experiments
In order to study the dynamics of the Cu–Zn reordering process, a sample was put
into a state of maximum Cu–Zn disorder first. Afterwards it was repeatedly annealed
for two hours at a temperature of T2 = 130
◦C terminated by a rapid cool-down fol-
lowed by a measurement of the band gap by ER. The same experiment was repeated
but with an annealing temperature of T3 = 170
◦C. The Vineyard model predicts an
ordering rate at which the system establishes the thermal equilibrium value which,
amongst other factors, depends on the annealing temperature TA. As discussed in
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Figure 7.8: Temporal evolution of the band gap for two different annealing temperatures
starting from a Cu–Zn disordered state. Both the final value and the timescale of the
ordering process depend on the annealing temperature TA. Typical timescales of the
ordering process are in the order of hours. Taken from [151] and formatted.
subsection 7.2.1, the final value of S and thus Eg depend on the annealing tem-
perature TA. Figure 7.8 shows the resulting temporal evolution of the band gap in
these experiments. As expected from the Vineyard model, both the timescale and
the equilibrium value of Eg depend on the annealing temperature TA. It is obvious
that the ordering process is taking place on a timescale in the order of hours for
the two annealing temperatures which were used in the experiments. For even lower
annealing temperatures TA the timescale of the ordering process increased rapidly.
This explains the measured band gap value of solar cells in their as-prepared state
which is lower than the maximum value of Eg observed for a slow cool-down. At
room temperature the timescale of the ordering is too large so that effectively no
increase in the band gap is observed after the fabrication of a solar cell even after
days and weeks.
The observed timescale suggests that order–disorder-related phenomena can and
should be taken into account in the fabrication procedure of CZTSSe layers, in
particular the chalcogenization step – given they actually influence the performance
of CZTSSe solar cells. The impact of order–disorder-related band gap changes on
solar cell performance will be the subject of the next section.
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7.4 Impact of Cu–Zn Disorder on Solar Cell
Performance
In the previous sections the order–disorder transition was investigated in terms of the
resulting band gap shifts and the correlations with the predictions of the stochastic
Vineyard model were shown.
With the knowledge gained in this work, in particular in the previous sections an
improved post-annealing procedure could be developed. The purpose of this pro-
cedure was to yield similar band gap increases while minimizing diffusion processes
due to increased sample temperatures. While the ordering procedure in the previous
sections comprised an initial disordering of the sample this step turned out to be re-
dundant and is likely to favor unnecessary diffusion processes at the interfaces of the
TFSC. Therefore, the samples were annealed at a temperature of only TA = 150
◦C
for 2 h followed by a slow cool-down of 2 K/h instead of 3 K/h – due to the smaller
thermal difference. Fig. 7.9(a) schematically shows the annealing procedures which
were used in the following taking into account the results of the previous sections.
It is assumed that the Cu–Zn disorder in the as-prepared state is distinct from the
equilibrium value of S(RT ). Considering the measured band gap values in the pre-
vious sections this is a realistic assumption. The disordering procedure which was
used for these experiments was already described in subsection 7.2.3.
To study the influence of Cu–Zn disorder on solar cell performance, a series of 6 solar
cells was post-annealed using the two described annealing procedures to increase and
decrease Cu–Zn disorder alternatingly. It should be noted that the as-prepared band
gap values were slightly larger than those of other CZTSSe solar cells in this work
which is due to a slightly higher sulfur content y. In the following, the results
presented are average values of the device parameters and their respective standard
deviation.
Figure 7.9(b) shows the evolution of the open-circuit voltage after alternating ther-
mal treatments which increase (ordered state) and decrease (disordered state) the
band gap. For comparison the evolution of the corresponding band gap (average
value) is shown as well. It is clearly evident that the change in the open-circuit volt-
age ∆VOC follows the change in the band gap ∆Eg. For the last annealing step the
difference between VOC and Eg increases. This change went along with a significant
decrease in the device efficiency due to a drop in short-circuit current which was
certainly due to device degradation during the annealing process.
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Figure 7.9: (a) Schematic of the post-annealing procedures which were used. The dis-
ordering procedure still consists of an annealing at 210 ◦C for 2 h followed by a rapid
cool-down (blue) to room temperature. The improved ordering procedure (red) consists
of an annealing at 150 ◦C for 2 h followed by a slow cool-down (2 K/h) to room temper-
ature. (b) Evolution of the average open-circuit voltage VOC (red) after the individual
annealing procedures. ∆VOC follows the change in the band gap (blue) ∆Eg thus exclud-
ing the order–disorder transition as a main performance limitation of CZTSSe solar cells.
Error bars represent the standard deviation of the averaged values of Eg and VOC. Taken
from [176] and formatted.
It should be noted that the detected changes in the band gap of the CZTSSe absorber
are reversible, even after multiple thermal treatments. However, this statement does
not hold for all device parameters and device degradation was observed in the course
of this work.
Table 7.2 summarizes the average device parameters after the individual annealing
steps. The parameters after the last ordering procedure are omitted since the devices
were not functional anymore due to a very low short-circuit current. From the
as-prepared state to the first ordered state of the device a relative increase of the
power conversion efficiency of about 22% is evident. However, this is not due to
a reduction of the VOC deficit. By comparison with Fig. 7.9(b) the band gap of
the absorber is increased from 1.06 eV to 1.11 eV which is closer to the optimum
band gap value according to the Shockley–Queisser limit [13]. Furthermore, an
additional increase in the fill-factor suggests that a post-annealing procedure can
have a beneficial impact on the series and parallel resistance of the devices.
However, the results summarized in Tab. 7.2 and Fig. 7.9(b) clearly show that the
VOC deficit Eg/e − VOC is invariant under a change in Cu–Zn disorder within the
absorber layer. This is a central result of this chapter which sheds light on the role
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Table 7.2: Summarized average device parameters and standard deviation for a series of 6
solar cells after different post-annealing procedures. Increases in efficiency for the ordered
state are due to an increase in VOC but also the fill factor (FF). Taken from [176] and
formatted.
Solar Cell State η (%) VOC (mV) ISC (mA) FF (%)
As-prepared 4.4± 1.2 417± 8 24± 3 43± 7
Ordered 5.4± 1.5 465± 15 23± 3 50± 7
Disordered 4.9± 1.0 385± 19 26± 2 49± 5
of the Cu–Zn disorder transition as a performance-limiting factor in CZTSSe solar
cells. In contrast to the suggestions by Gershon et al. [182], Cu–Zn disorder is not
at all a physical circumstance which is responsible for the large VOC deficit. Instead,
it should rather be seen as a means to tune the band gap of the absorber layer after
or during fabrication.
7.5 Assessment of the Order–Disorder Transition
in Cu2ZnSn(S,Se)4
The results of this chapter have shed light onto the nature of abundant defects in
Cu2ZnSn(S,Se)4. Due to their abundance, [CuZn+ZnCu] antisite defect pairs cannot
be considered as defect levels which are isolated from the band edges. Instead,
the crystal structure of the material Cu2ZnSn(S,Se)4 should be seen as an effective
crystal structure as shown in Fig. 7.10. In the Cu–Zn planes at z = 1/4 and z = 3/4
(grey) two sorts of atoms are placed, however, they should rather be seen as two
sorts of “effective” atoms which are a superposition of the electronic properties of
Cu and Zn. Depending on the long-range order parameter S the admixture of both
elements changes. Whereas the completely ordered (S = 1) state corresponds to
the kesterite structure as described in subsection 2.1.1, a decrease in the long-range
order parameter eventually leads to a purely random distribution of Cu and Zn
atoms in the respective lattice planes and thus to a single type of effective atom. It
should be noted that in this extreme case the crystal symmetry also changes [175].
Furthermore, it was discussed that the S = 1 state is not accessible in the experiment
and instead, one should speak of a value of Smax.
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Figure 7.10: Effective crystal structure of CZTSSe depending on the long-range order pa-
rameter S. The kesterite (KS) structure corresponds to the Cu–Zn ordered state (S = 1)
whereas a random distribution of Cu and Zn atoms (S = 0) corresponds to the disor-
dered kesterite structure. The two effective crystal structures exhibit different band gaps.
Thermal treatments allow to make a continuous transition between the two materials with
different band gaps.
Thermal treatments of CZTSSe can be used to make a continuous transition between
the two extremes of the crystal structure of Cu2ZnSn(S,Se)4 and thus the band
gap. Since the activation energy of the order–disorder transition is rather low,
its critical temperature is definitely exceeded during fabrication. Therefore, Cu–Zn
disorder may certainly be one reason which accounts for the large scatter of reported
band gap values of kesterite in literature, apart from different compositions and
measurement methods [14]. The results of this chapter have shown that the band
gap of Cu2ZnSn(S,Se)4 does not only depend on composition and fabrication but
also on the thermal history of the sample.
Finally, one important practical aspect of the order–disorder transition should be
mentioned. For CIGS the band gap is adjusted by varying the gallium content x
of the absorber layer which can be conveniently implemented in a coevaporation
process. In the case of CZTSSe the most common way to adjust the band gap is
a variation of the chalcogenide ratio y as discussed in subsection 2.1.2. Since most
application-relevant fabrication processes still employ a separate annealing step in a
chalcogen atmosphere the adjustment of the band gap is technically more challenging
if one is to keep all other composition parameters identical. However, the results of
this chapter have shown that the order–disorder transition takes place on a timescale
which can actually be taken into account during the chalcogenization step. This
represents a very simple way to adjust the band gap precisely to a desired value.
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7.6 Summary
In this chapter it has been shown that a thermally-induced cationic reordering in the
Cu–Zn planes of the kesterite unit cell influences the band gap of the material. These
reversible band gap shifts were detected by means of ER measurements and agree
qualitatively with the predictions of the stochastic Vineyard model. In contrast to
other reports in literature [171,174,175], entire CZTSSe solar cells were investigated
and it could be shown that the effect of reversible band gap shifts is also present in
finished devices. It could therefore be shown, that the change in the band gap of the
absorber layer ∆Eg directly follows the change in the long-range order parameter
∆S.
The Vineyard model predicts a critical temperature which could be determined as
TC = 195
◦C for the investigated samples. Furthermore, it has been shown that the
cation reordering takes place on a timescale in the order of hours. This shows that
order–disorder related phenomena can be taken into account in chalcogenization
processes since both TC and the timescale are in a relevant order of magnitude.
Additionally, it has been shown that Cu–Zn disorder is not responsible for the large
VOC deficit of CZTSSe solar cells. From a comparative study of the band gap shift
and solar cell performance it is evident that ∆VOC is given by ∆Eg/e. However,
the order–disorder transition still represents an additional degree of freedom to tune
the band gap of the absorber layer besides varying the composition of the absorber
layer. Despite the invariant VOC deficit order–disorder-related band gap changes still
represent a means to increase the open-circuit voltage. The results have shown that
a gain in open-circuit voltage is not necessarily accompanied by an compensating
decrease in short-circuit current. As it was shown in this chapter, the power conver-
sion efficiency of the CZTSSe devices could still be increased significantly although
the Cu–Zn disorder is not main performance-limiting factor.
Future studies could suggest an optimum chemical composition of CZTSSe in terms
of the possibility of a single-phase material. However, this composition may exhibit
a band gap outside of the optimum band gap range according to the Shockley–
Queisser limit [13]. In this case, a thermal treatment could be used to adjust the




Conclusions of This Work
Due to the prospects of a sustainable and environmentally friendly electricity supply
thin-film photovoltaics will certainly remain a vivid field of research in the near
future. However, in order to commercialize technologies such as CIGS and CZTSSe
further, several issues still need to be dealt with first. In the case of CZTSSe these
issues are still quite fundamental and the elimination of the lack in power-conversion
efficiency remains the most important factor deciding the fate of this technology.
In this work optical characterization techniques were used to gain insights into the
fundamental physical properties of thin-film solar cells based on CIGS but mainly
CZTSSe absorbers. A central aspect was the application of electroreflectance spec-
troscopy which turned out to be a very challenging task due to the nature of the
investigated samples. By means of one-dimensional optical simulations it could be
shown that measured electroreflectance spectra deviate from theoretically expected
lineshapes due to three peculiar circumstances. First, a large built-in electric field
is present in TFSCs and is increased by the modulating electric field which can lead
to distortions which cannot be captured by standard evaluation techniques. Second,
strong contrasts in the refractive indices of the individual functional layers as well
as their thicknesses cause thin-film interferences which are not only visible in the
reflection spectum R but also the modulated reflectance spectrum ∆R/R. It was
shown that an increase in the degrees of freedom in order to capture the measured
lineshape accurately can lead to artifacts which will in turn be mistaken for real op-
tical transitions in the material. Third, the role of inhomogeneous broadening was
investigated and it was shown that the lineshape of an ER spectrum is distorted in
consequence. However, it was confirmed that standard evaluation techniques such
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as Aspnes’ third derivative functional form can be used to obtain a correct value of
the average band gap in the case of a Gaussian distribution of band gaps.
In contrast to ER measurements in specular reflection, the detrimental effect of thin-
film interferences could be significantly suppressed in ER spectra which are recorded
using diffusely reflected light. The diffuse reflection is caused by surface roughness
and interface roughness between the individual functional layers and such ER spectra
can therefore be evaluated unambiguously. The underlying principle was shown
by means of two-dimensional optical simulations. The broad applicability of ER
using diffusely reflected light for the investigation of TFSCs has been demonstrated
experimentally throughout this work.
In the case of CZTSSe, both the radiative excitation and recombination transitions
were investigated using complementary optical spectroscopy techniques. In particu-
lar, power- and temperature-dependent photoluminescence spectroscopy confirmed
that CZTSSe solar cells exhibit strong potential fluctuations. However, no evidence
of electrostatic potential fluctuations as proposed by Gokmen et al. could be pro-
vided [78]. Instead, the results of this work rather suggest actual fluctuations in the
band gap as it is evident by the large inhomogeneous broadening of the ER spectra
and the pronounced tail of the corresponding photoluminescence excitation spectra.
Furthermore, the latter were used to identify individual contributions to photolumi-
nescence spectra. It could be shown that low-energy contributions to the PL signal
are defect-related and very likely to be of a spatially indirect nature whereas high-
energy contributions to the PL spectra actually involve band or band-tail states.
Finally, the role of Cu–Zn disorder as an efficiency-limiting factor in CZTSSe so-
lar cells was investigated. It was shown that the absorber band gap of CZTSSe
solar cells strongly depends on the degree of Cu–Zn disorder and can therefore be
controlled using appropriate post-annealing procedures. The circumstance that the
thermal treatments can be performed on finished solar cells allows for a subsequent
adjustment of the absorber band gap after solar cell fabrication. However, the main
performance limitation – the large VOC deficit of CZTSSe solar cells remains un-
touched by Cu–Zn disorder. Still, significant increases in power-conversion efficiency
of the corresponding solar cells could be achieved due to the possibility of a band
gap adjustment over 0.12 eV to improve the overlap of the absorption spectrum of
the CZTSSe layer and the solar spectrum.
The experimental technique of electroreflectance ran like a golden thread through
this entire work and it will certainly not be the last time it is applied to TFSCs.
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As discussed several times within this work, the main performance limitation of
kesterite solar cells is an insufficient open-circuit voltage. In order to find the central
physical cause for this, radiative recombination processes can yield valuable insights
into the material itself. A central aspect of future work has to be the identification of
the radiative recombination channels in CZTSSe. The results of this work suggest the
involvement of defect-related transitions, however, a discrete point defect or defect
pair could not be assigned. A first step towards the solution of this problem would be
a series with varying [Cu]/([Zn]+[Sn])-ratios which additionally underwent different
post-annealing treatments. These samples would differ in the concentrations of
copper vacancies and [CuZn+ZnCu] antisite defects and a detailed photoluminescence
study could show whether those defects are involved in the radiative recombination.
Additionally to the identification of the defects which are involved in radiative re-
combination the reason for band edge fluctuations has to be identified. Fluctuations
in the degree of Cu–Zn disorder can account for band gap variations as shown in
chapter 7. However, this is only one factor and with kesterite being a quaternary
semiconductor with a very narrow single phase region, composition fluctuations can
also lead to band gap fluctuations or the formation of secondary phases which exhibit
similar band gaps as CZTSSe. ER can provide valuable insights in the dependence
of the band gap of CZTSSe for varying chemical compositions of the material.
Furthermore, the above-named post-annealing treatments represent an additional
degree of freedom in the fabrication of kesterite solar cells. Possibly, sample com-
positions with a formerly insufficient band gap value can now be made suitable in
terms of the absorber band gap by an adjustment of the Cu–Zn disorder in the
absorber layer. However, this requires detailed studies of the other consequences of
Cu–Zn disorder. Since solar cell functionality not only requires a sufficient photon
absorption but also carrier transport, it is of high importance to investigate the
effects of the order–disorder transition on, e.g., carrier mobility and lifetime.
A topic which was not discussed in this work is the use of alternative buffer materials.
So far, the entire layer sequence of a CZTSSe solar cells originates from a CIGS
solar cell the absorber layer of which is replaced by a CZTSSe layer. However, it
is not a priori clear whether the choice of CdS is the best and whether there is a
favorable spike-like arrangement of the CB edges. The selection of different buffer
and window layer materials can be supported by electroreflectance measurements
since the modulation of the built-in electric field does not happen exclusively in the
absorber layer but also in the buffer and window layer.
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Especially buffer and window layers made of alloy semiconductors such as (Cd,Zn)S
or Zn(O,S) can be well-characterized in terms of band gap and therefore alloy com-
position by using electroreflectance.
Still, recent improvements in the device efficiency emphasize the reduction of the
band tailing as a key factor in future developments of kesterite solar cells [103,105].
Therefore, this should be the first criterion of optimization in the near future. Due
to its working principle, electroreflectance is the ideal technique to detect optically
active states of the absorber. Therefore, a comparison to spectrally-resolved trans-





Components of the Setups
As already mentioned in chapter 3 the optical components of the ER, PL and PLE
setup are summarized in Tab. A.1.
In the case of the PL setup the choice of lenses was to ensure an optimum illumi-
nation of the detection monochromator (Jobin-Y von HR 640) grating. In the case
of the ER setup the lenses were chosen to yield a demagnifying imaging condition
to focus as much light as possible onto the photodiode. Furthermore, the electrical
components of the setups are summarized in Tab. A.2. The choice of these compo-
nents was due to availability and experience from an earlier modulation spectroscopy
setup as described in the PhD thesis of Andreas Grau. There are a few comments
on measurement details and alignment tricks:
• Generally, the alignment was performed in order to yield exact imaging condi-
tions in the ER setup. This means that the actual image of the monochromator
exit slit is visible on the sample.
• Furthermore, typically used slitwidths of the 0.32 m focal length monochro-
mator (Jobin-Y von Triax 320) were 2–3 mm with a 600 l/mm grating. The
slitwidth was verified not to be a resolution-limiting factor in the measurement.
In order to measure ER, the solar cell was mounted on the sample holder shown in
Fig. A.1. A two-axis translation stage was used to precisely position the solar cell in
the measurement spot. The back contact was connected to the holder using silver
conductive paint. The solar cell itself was fixed using Fixogum. To contact the
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Figure A.1: Used sample holder for thin-film solar cells. The sample back contact is
electrically connected to the holder using silver conductive paint. The front contact is
connected using a spring-loaded gold tip. The tower and bridge connected to the gold tip
are electrically isolated from the sample holder using a plastic plate.
metal grid or the window layer of the solar cell, a spring-loaded gold tip was used.
Via cable connections the AC voltage in reverse bias was applied.
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Table A.1: Optical components of the setups as denoted in chapter 3
Component Focal Length (mm) Diameter (mm) Comment
l L1 300 88.9 Glass
L2 300 31.5 Achromatic
L3 100 50.8 Glass
L4 60 50.8 Glass
L5 150 25.4 Achromatic
L6 100 50.8 Achromatic
L7 80 50.8 Achromatic
L8 100 50.8 Achromatic
L9 150 50.8 Achromatic
L10 150 25.4 Quartz
L11 75 25.4 Glass
F1 – – RG715/RG780/RG830
F2 – – RG715/RG780/RG830
Table A.2: Summary of the employed auxiliary components in the optical setups.
Part Manufacturer Type Comment
InGaAs Photodiode Electro-Optical Systems Inc. IGA-030-TE2-H TE-cooled, used for ER/ER-T
Extended InGaAs Photodiode Electro-Optical Systems Inc. IGA(1.9)-030-TE2-H TE-cooled, used for ER
InGaAs Photodiode Electro-Optical Systems Inc. DSS-IGA(1.9)-020L LN2-cooled, used for PL/PLE
Si/InAs Photodiode Electro-Optical Systems Inc. TE-cooled, used for ER-T on CZTS
InGaAs Photodiode Thorlabs PDA255 Intensity correction in PLE
Lock-In Amplifier Princeton Applied Research EG& G 5209 Used in ER/PL/PLE/ER-T
Digital Multimeter Keithley Multimeter 2000 Multimeter used in ER/ER-T/PLE
Chopper Stanford Research Systems Inc. Optical Chopper SR-540 Optical Chopper, used for PL/PLE
Function Generator Tektronix AFG 3102 Square-wave voltage
Function Generator Agilent 33220 A Square-wave voltage
Appendix B
Correction of PL and PLE Spectra
B.1 Correction of Photoluminescence Spectra
Since the measured PL spectra were very broad the measurement signals had to be
corrected for the spectral responsivity of the InGaAs photodiode RIGA(~ω). There-





The responsivity of the InGaAs diode was determined from the diode datasheet of





and the measured PL signal IPL,meas(~ω) was multiplied by the correction function:
IPL,corr(~ω) = IPL,meas(~ω)KIGA(~ω) . (B.3)
An example PL spectrum with the corresponding corrected PL spectrum is shown
in Fig. B.1(a).
B.2 Correction of Photoluminescence Excitation
Spectra
The correction of measured PLE spectra was slightly more complicated since the
measured signal had to be corrected for both the responsivity of the InGaAs pho-
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Figure B.1: (a) Example PL spectrum as-recorded (black) and corrected (red) for the spec-
tral responsivity of the photodiode using the correction function KPL (blue). (b) Example
PLE spectrum as-recorded (black) and corrected (red) taking into account the spectral
responsivity of both the detection photodiode and the reference diode by multiplication
with a correction factor KPLE (blue).
todiode RIGA but also for the incident excitation intensity Iexc,meas(~ω) which was
measured using a second InGaAs photodiode (Thorlabs PDA255) which a second





×Iexc,meas(~ωexc) = KPDA(~ωexc)Iexc,meas(~ωexc) . (B.4)
The detected PLE signal is a function of both the excitation (~ωexc) and detection
energy (~ωdet). The measured PLE signal was therefore corrected for the incident
excitation energy as well as response of the photodiode at the detection energy.
Furthermore, it was corrected for the PL signal at the detection energy. Therefore,





An example PLE spectrum with the corresponding corrected PLE spectrum is shown
in Fig. B.1(b).
Appendix C
Samples Investigated In This
Work
In the following, a few remarks will be given on the samples which were investigated
in this work. It should be noted that all samples were entire and functional solar
cells. First, the investigated CIGS samples will be summarized and described:
• 9358041-Cell 6:
Graded band gap CIGS sample fabricated at ZSW. GGI gradient starting at
x = 0.24 at the front to x = 0.33 at the back side. [Cu]/([Ga]+[In])=0.82 as
determined by SNMS measurement. Layer sequence: Mo-SLG/CIGS/CdS/
i-ZnO/ZnO:Al. Measurement of ER in specular reflection and with square-
wave voltage 0 V to −1.8 V.
• GGI-Series:
Series of 4 CIGS solar cells with varying GGI. Apart from the Ga-content x,
no further composition details are known for the samples. Samples were used
to demonstrate diffuse ER.
– GGI=0: pure CuInSe2 solar cell
– GGI=0.3: CIGS solar cell with x = 0.3
– GGI=0.6: CIGS solar cell with x = 0.6, measurement with square-wave
voltage 0 V to −2 V
– GGI=1.0: pure CuGaSe2 solar cell
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Finally, the investigated CZTSSe samples:
• Stripe A1098 (ZSW):
– Cell-1mR: Standard CZTSSe sample. Thermal post-treatment to check
for reversibility of order–disorder related band gap shifts. Underwent
alternating post-annealing at T = 130 ◦C (2×) and 210 ◦C (3×) for 4h
followed by a rapid cool-down.
– Cell-7L: Standard CZTSSe sample. Thermal post-treatment to deter-
mine maximum band gap tuning range of order–disorder related band
gap shifts. Sample was annealed at T = 210 ◦C for 4 h, followed by a
slow cool-down to room temperature at a rate of 3 K/h. Afterwards it
was annealed at T = 210 ◦C, followed by a rapid cool-down.
– Cell-9mR: Standard CZTSSe sample. Thermal post-treatment to de-
termine the critical temperature TC of the order–disorder transition. Re-
peated annealing for 14 h at succesively increasing temperatures (starting
from 130 ◦C up to 240 ◦C in 10 ◦C steps) followed by rapid cool-down.
– Cell-9L: Standard CZTSSe sample. Thermal post-treatment to determine
the critical temperature TC of the order–disorder transition. Repeated
annealing for 4 h at succesively increasing temperatures (starting from
130 ◦C up to 230 ◦C in 10 ◦C steps) followed by rapid cool-down.
– Cell-11L: Standard CZTSSe sample. Thermal post-treatment to study
temporal evolution of the ordering process. Sample was initially disor-
dered performing annealing at T = 210 ◦C for 2 h followed by a rapid cool-
down. Then annealing at T = 130 ◦C for 2 h terminated by rapid cool-
down (8×). Afterwards, sample disordered again as already described.
Then annealing at T = 170 ◦C for 2 h followed by rapid-cool down (5×).
• Stripe A1104:
– Cell-1R: Standard CZTSSe sample. No thermal treatment. Evaporation
of 100 nm In/50 nm Au contact for wire bonding contact. Measurement
of ER-T.
– Cell-3L: Standard CZTSSe sample. Thermal post-treatment to increase
the absorber band gap to yield a PL spectrum at higher energies to allow
for excitation power-dependent measurements over more orders of mag-
nitude. Sample underwent improved annealing procedure: 150 ◦C for 2 h
followed by a slow cool-down (2 K/h).
– Cell-5L: Standard CZTSSe sample. Thermal post-treatment to increase
the absorber band gap to improve/shift spectral position of the PL/PLE
signal to higher energies. Sample underwent improved annealing proce-
dure: 150 ◦C for 2 h followed by a slow cool-down (2 K/h).
• Stripe A1314:
Sample series of 6 CZTSSe solar cells (Cell 1–6R) to investigate the effect
of post-annealing treatments on device performance. Samples underwent the
improved ordering procedure (150 ◦C for 2 h, cool-down at 2 K/h) and disorder-
ing procedure (210 ◦C for 2 h, rapid cool-down) alternatingly in the sequence:
Ordering–Disordering–Ordering.
• Sample Series AR407a–c:
Series of 3 CZTSe solar cells with the absorber layer prepared in the same run
of a coevaporation process (Uni Lux). Standard layer architecture:
Mo-SLG/CZTSe/CdS/i-ZnO/ZnO:Al, the with different thickness depending
on the sample. Used for measurements to demonstrate diffuse electroreflectance.
– AR407a dZnO:Al = 180 nm
– AR407b dZnO:Al = 280 nm
– AR407c dZnO:Al = 380 nm
• CZTS Sample JS-1:
CZTS sample prepared at the university of Uppsala. Sample based on stan-
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Powalla, H. Kalt, and M. Hetterich, DPG spring meeting, Regensburg (2013)
2. A Low-Cost Solution Method to Fabricate Cu2ZnSn(S,Se)4 Solar
Cells,
C. Gao, T. Schnabel, T. Abzieher, C. Krämmer, E. Ahlswede, M. Powalla, H.
Kalt, and M. Hetterich, DPG spring meeting, Dresden (2014)
3. Raman Investigation of Cu2ZnSnSe4 Layers with and without
Preferential Grain Orientation,
M. Lang, C. Krämmer, J. Sachs, C. Gao, S. Schuster, M. Powalla, H. Kalt,
and M. Hetterich, DPG spring meeting, Dresden (2014)
4. Growth and Characterization of Polycrystalline Cu2ZnSnSe4 Layers
with a Preferential Grain Orientation,
C. Krämmer, J. Sachs, M. Lang, C. Gao, S. Schuster, M. Powalla, H. Kalt,
and M. Hetterich, DPG spring meeting, Dresden (2014)
5. Cu2ZnSnSe4 Layers and Solar Cells from Selenized Coevaporated
Precursors,
T. Musiol, C. Gao, T. Schnabel, M. Lang, C. Krämmer, E. Ahlswede, M.
Powalla, H. Kalt, and M. Hetterich, DPG spring meeting, Dresden (2014)
6. Polycrystalline Cu2ZnSnSe4 Layers on GaAs(001) with a
Preferential Grain Orientation,
J. Sachs, C. Krämmer, M. Lang, C. Gao, M. Powalla, H. Kalt, and M. Het-
terich, DPG spring meeting, Dresden (2014)
7. Simulation of Interference-Related Lineshape Distortions in
Electroreflectance Spectra of Cu(In,Ga)Se2 Thin-Film Solar Cells,
C. Huber, C. Krämmer, D. Sperber, H. Kalt, and M. Hetterich, DPG spring
meeting, Berlin (2015)
8. Photoluminescence Investigation of the Order–Disorder Effect in
Cu2ZnSn(S,Se)4 Solar Cells,
C. Zimmermann, M. Lang, C. Krämmer, C. Huber, T. Schnabel, T. Abzieher,
A. Schulz, H. Kalt, and M. Hetterich, DPG spring meeting, Berlin (2015)
136
9. Reversible Band Gap Changes in Cu2ZnSn(S,Se)4 Solar Cells
Induced by Post-Annealing,
C. Krämmer, C. Huber, C. Zimmermann, M. Lang, T. Schnabel, T. Abzieher,
E. Ahlswede, H. Kalt, and M. Hetterich, DPG spring meeting, Berlin (2015)
10. Investigation of Order–Disorder Related Band Gap Changes in
Cu2ZnSn(S,Se)4 Solar Cells Using Electroreflectance,
C. Krämmer, C. Huber, C. Zimmermann, M. Lang, A. Opolka, T. Schnabel,
T. Abzieher, E. Ahlswede, H. Kalt, and M. Hetterich, DPG spring meeting,
Berlin (2015)
11. Solution-Based Fabrication of Kesterite Cu2ZnSnSe4 Absorber
Layers and Solar Cells,
M. Neuwirth, H. Zhou, C. Gao, M. Lang, C. Zimmermann, C. Krämmer, C.
Huber, A. Schiele, T. Schnabel, T. Abzieher, E. Ahlswede, M. Powalla, H.
Kalt, and M. Hetterich, DPG spring meeting, Berlin (2015)
12. Two-Step Fabrication Process for Cu2ZnSnSe4 Layers and Solar Cells
on GaAs and Molybdenum-Coated Glass Substrates,
A. Schiele, C. Gao, M. Lang, C. Krämmer, T. Schnabel, T. Abzieher, E.
Ahlswede, H. Kalt, and M. Hetterich, DPG spring meeting, Berlin (2015)
13. Effect of Post-Annealing on Cu2ZnSn(S,Se)4 Solar Cells Studied by
Photoluminescence Spectroscopy,
C. Zimmermann, C. Krämmer, C. Huber, M. Lang, T. Schnabel, T. Abzieher,




[1] Bundesamt für Strahlenschutz, “Die Katastrophe im Kernkraftwerk
Fukushima nach dem Seebeben vom 11. März 2011,” (2011). http://
nbn-resolving.de/urn:nbn:de:0221-201203027611, accessed 25.05.2015.
[2] International Energy Agency, “Key World Energy Statistics 2014,” (2014).
https://www.iea.org/publications/freepublications/publication/
KeyWorld2014.pdf, accessed 25.05.2015.
[3] D. Yue, F. You, and S. B. Darling, “Domestic and Overseas Manufacturing
Scenarios of Silicon-Based Photovoltaics: Life Cycle Energy and Environmen-
tal Comparative Analysis,” Sol. Energy 105, 669 – 678 (2014).
[4] P. Torcellini, S. Pless, M. Deru, and D. Crawley, “Zero Energy Buildings: a
Critical Look at the Definition,” National Renewable Energy Laboratory and
Department of Energy, US (2006).
[5] S. Pizzini, “Towards Solar Grade Silicon: Challenges and Benefits for Low
Cost Photovoltaics,” Sol. Energ. Mat. Sol. C. 94, 1528 – 1533 (2010).
[6] L. E. Chaar, L. lamont, and N. E. Zein, “Review of Photovoltaic Technologies,”
Renew. Sust. Energ. Rev. 15, 2165 – 2175 (2011).
[7] P. Jackson, D. Hariskos, R. Wuerz, O. Kiowski, A. Bauer, T. M. Friedlmeier,
and M. Powalla, “Properties of Cu(In,Ga)Se2 Solar Cells with New Record
Efficiencies up to 21.7%,” Phys. Status Solidi Rapid Res. Lett. 9, 28–31 (2015).
[8] H. Katagiri, K. Jimbo, W. S. Maw, K. Oishi, M. Yamazaki, H. Araki, and
A. Takeuchi, “Development of CZTS-Based Thin Film Solar Cells,” Thin Solid
Films 517, 2455 – 2460 (2009). Thin Film Chalogenide Photovoltaic Materials
(E-MRS, Symposium L).





[10] C. Candelise, M. Winskel, and R. Gross, “Implications for CdTe and CIGS
Technologies Production Costs of Indium and Tellurium Scarcity,” Prog. Pho-
tovoltaics 20, 816–831 (2012).
[11] S. Siebentritt and S. Schorr, “Kesterites—a Challenging Material for Solar
Cells,” Prog. Photovoltaics 20, 512–519 (2012).
[12] W. Wang, M. T. Winkler, O. Gunawan, T. Gokmen, T. K. Todorov, Y. Zhu,
and D. B. Mitzi, “Device Characteristics of CZTSSe Thin-Film Solar Cells
with 12.6% Efficiency,” Adv. Energ. Mater 4, 1301465 (2014).
[13] W. Shockley and H. J. Queisser, “Detailed Balance Limit of Efficiency of p-n
Junction Solar Cells,” J. Appl. Phys. 32, 510 (1961).
[14] S. Ahn, S. Jung, J. Gwak, A. Cho, K. Shin, K. Yoon, D. Park, H. Cheong,
and J. H. Yun, “Determination of Band Gap Energy Eg of Cu2ZnSnSe4 Thin
Films: On the Discrepancies of Reported Band Gap Values,” Appl. Phys. Lett.
97, 021905 (2010).
[15] D. Aspnes, “Third-Derivative Modulations Spectroscopy with Low-Field Elec-
troreflectance,” Surf. Sci. 37, 418–442 (1973).
[16] C. M. Herzinger, B. Johs, W. A. McGahan, J. A. Woollam, and W. Paulson,
“Ellipsometric Determination of Optical Constants for Silicon and Thermally
Grown Silicon Dioxide via a Multi-Sample, Multi-Wavelength, Multi-Angle
Investigation,” J. Appl. Phys. 83, 3323 (1998).
[17] D. E. Aspnes and A. A. Studna, “Dielectric Functions and Optical Parameters
of Si, Ge, GaP, GaAs, GaSb, InP, InAs, and InSb from 1.5 to 6.0 eV,” Phys.
Rev. B 27, 985–1009 (1983).
[18] J. M. Woodall and H. J. Hovel, “An Isothermal Etchback-Regrowth Method for
High-Efficiency Ga1−xAlxAs-GaAs Solar Cells,” Appl. Phys. Lett. 30, 492–493
(1977).
[19] Fraunhofer ISE, “Solarzelle mit 46% Wirkungsgrad –




[20] G. L. Hansen, J. L. Schmit, and T. N. Casselman, “Energy Gap Versus Alloy




[21] First Solar, “First Solar Builds the Highest Efficiency Thin Film PV Cell on
Record,” (2014). http://investor.firstsolar.com/releasedetail.cfm?
releaseid=864426, accessed 25.05.2015.
[22] V. Fthenakis, “Sustainability of Photovoltaics: The Case for Thin-Film Solar
Cells,” Renew. Sust. Energ. Rev. 13, 2746 – 2750 (2009).
[23] Bundesverband Solarwirtschaft e.V., “Cadmium-Tellurid (CdTe) Photo-
voltaiktechnologie,” (2009). http://www.solarwirtschaft.de/fileadmin/
content_files/Hintergrund_CdTe_0309.pdf, accessed 25.05.2015.
[24] V. M. Fthenakis, M. Fuhrmann, J. Heiser, A. Lanzirotti, J. Fitts, and
W. Wang, “Emissions and Encapsulation of Cadmium in CdTe PV Modules
During Fires,” Prog. Photovoltaics 13, 713–723 (2005).
[25] B. O’regan and M. Grätzel, “A Low-Cost, High-Efficiency Solar Cell based on
Dye-Sensitized Colloidal TiO2 Films,” Nature 353, 737–740 (1991).
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