The biasing in the large-scale structure of the universe is a crucial problem in cosmological applications. The peaks model of biasing predicts a linear velocity bias of halos, which is not present in a simple model of local bias. We investigate the origin of the velocity bias in the peaks model from the viewpoint of the integrated perturbation theory, which is a nonlinear perturbation theory in the presence of general Lagrangian bias. The presence of the velocity bias in the peaks model is a consequence of the "flat constraint", ∇δ = 0, i.e., all the first spatial derivatives should vanish at the locations of peaks. We show that the velocity bias in the peaks model is systematically derived in the framework of the integrated perturbation theory, and then develop a formal theory to perturbatively trace the nonlinear evolution of biased objects with the flat constraint. A formula for the nonlinear velocity dispersion of peaks with the one-loop approximation is also derived.
I. INTRODUCTION
The large-scale structure (LSS) of the universe is one of the main sources of cosmological information. The statistical properties of LSS constrain the physics of the early universe as well as the nature of dark matter, dark energy, etc. The large-scale structure is mainly probed by observable objects such as galaxies, quasars, and other astronomical objects. The spatial distribution of objects is not the same as that of dark matter; the observable objects are biased tracers of matter distributions. The precise relation between the objects and the dark matter is complicated because of, e.g., nonlinear, nongravitational physics, etc. On large scales where linear theory is applicable, it is a common practice to simply apply a linear bias. However, the linear bias is too simplistic to extract maximum information from the LSS which experiences nonlinear effects of gravitational evolution.
Modeling the nonlinear biasing is a theoretically nontrivial problem in general. One of the natural formulation of the bias modeling is provided by the peak approach [1] . In this approach, the density peaks of initial density field are identified as formation sites of astronomical objects. The peaks model predicts a linear velocity bias of halos [2] [3] [4] [5] . Unlike the prediction of the coupled-fluids approximation for the coevolution of dark matter and halos [6] [7] [8] , the velocity bias in the peaks remains constant in time. This property is explained by the modification of the halo momentum conservation equation in the presence of peak constraints [9] .
The time evolution of the statistical properties of peaks with the velocity bias has been investigated mainly by applying the Zel'dovich approximation [10] . The Zel'dovich approximation corresponds to the first-order approximation in terms of the Lagrangian perturbation theory [11] [12] [13] . A Lagrangian perturbation theory in the presence of general bias is given by the integrated perturbation theory (iPT) [14, 15] . In this formalism, any form of the bias model in Lagrangian space can be taken into account [16] , including the halo bias [17, 18] , * Electronic address: tmats@post.kek.jp peaks model [1, 19] , and excursion set peaks [20, 21] . Therefore, the dynamical evolution of peaks can be described by iPT including higher-order effects of perturbations beyond the Zel'dovich approximation.
In this paper, we apply the iPT to investigate the properties of peak evolution, focusing on the origin of velocity bias in peaks model. We see how the velocity bias appears in the formalism of iPT with peak bias, and derived expressions of two-and three-point propagators which are ingredients to predict the one-loop approximation of the power spectrum. In the limit of the Zel'dovich approximation, previously known results of the velocity bias of peaks are reproduced. We give an analytic expression of the velocity dispersion of peaks in the one-loop approximation. Then we consider the velocity bias from more formal point of view, and show that the velocity bias originates from the "flat constraint" in the peaks model. The flat constraint is the condition that the first spatial derivatives of the field should vanish at the location of peaks. That is, any bias model with the flat constraint, such as the peaks model and excursion set peaks etc., should predict the velocity bias. We consider a resummation theory of the flat constraint and derive resummed propagators of density and velocity.
In this way, the origin and properties of velocity bias in the peaks model are theoretically investigated in this work. Our paper is organized as follows. In Sec. II, the presence of linear velocity bias is derived in the framework of iPT. The twoand three-point propagators of density and velocity, which are ingredients of predicting the power spectrum, are derived. In Sec. III, the one-loop expression of velocity dispersion is derived. The resulting expression is given by combinations of 1-dimensional Fast Fourier Transforms (FFT). In Sec. IV, a formal aspect of the higher-order perturbation theory in the presence of velocity bias is investigated. Conclusions are summarized in Sec. V. Detailed derivations of necessary functions are given in Appendix A.
II. VELOCITY BIAS IN THE PEAKS
In this section, we show how the velocity bias is derived in the iPT of lower-order perturbations.
A. Velocity of peaks and iPT
In the bias models such as the peaks model, the biased objects are discretely distributed in space. In this case, the velocity field of biased objects is not a continuous field. There is not any value of velocity at every locations where discrete objects does not reside; the velocities of the discrete objects are defined only at the locations of objects. Therefore, a natural quantity to describe the velocity of discrete objects are the number-weighted velocity field, or the momentum,
where δ X (x) is the number density contrast of objects X at a location x, and u(x) is the peculiar velocity at the same location. Throughout this paper, time-dependencies are omitted in the arguments of various variables, although they actually depends on time.
For the Lagrangian-space counterpart, we have
where the Lagrangian velocity field u L is defined by u L (q) ≡ u(x), where x = q + Ψ(q) and Ψ(q) is the displacement field. The Eulerian and Lagrangian momenta are related by
The above relation is derived by noting a relation
where a is the scale factor, and the dot denotes a derivative with respect time,Ψ = ∂Ψ/∂t. The momentum j X (x) is nonzero only at the locations of discrete objects, so Eq. (4) is evaluated only at locations of discrete objects as well (at locations of peaks, in the case of peaks model). Thus the velocity of discrete objects is statistically biased with respect to the velocity of mass, even when one assumes that velocities of matter and objects are the same at locations of discrete objects. Using Eqs. (2)-(4), statistics of momentum field (and cross correlations to the density field as well) can be calculated in the way of iPT [14] . The full formulation of extending the iPT including the momentum field is developed in Sec. IV. In the rest of this section, we focus on its implication to the Lagrangian velocity bias.
B. Velocity bias in Lagrangian space
The Fourier transform of Eq. (2) is given by
where we use a notation
Taking a cross correlation with linear density field δ L (k), we have
Although the second term on the RHS corresponds to a higherorder correction in a usual sense of perturbation theory, what we see below is that this term gives a contribution which linearly bias the velocities of halos in the peaks model. Eq. (7) is to be evaluated by means of iPT. For the purpose that the results can be compared with those in the literature, we consider a model that the displacement field is smoothed by a filtering scale R, in accordance with most of the literature in which smoothed underlying density and velocity fields are considered. In this case, the perturbative expansion of the displacement field is given by
whereL n is the smoothed, symmetrized kernel of nth-order Lagrangian perturbation theory (LPT).
There are at least two schemes of smoothing the LPT kernels. The first one is to smooth the linear density contrast δ L in Lagrangian space, and the second one is to smooth the nonlinear displacement field Ψ. Accordingly, the relation between the LPT kernel L n and the smoothed kernelL n is given by either
The first-order kernel does not have any difference between the smoothing schemes above, and is given bȳ
In the following, we assume this relation for the first-order kernel, and we leave the expressionL n for higher-order kernels. The LPT kernels up to third order are given by [22] [23] [24] 
where
Perturbative expansions of other variables are given by (17) where H f =Ḋ/D, and D is the linear growth factor. We have used the approximate time-dependence of the kernel function, L n ∝ D n [24] , and an identity d(D n )/dt = nH f D n . Substituting the expansion of Eqs. (16) and (17) into Eq. (7), and assuming Gaussian initial conditions, we have
where coefficients b i j , χ 1 and ω 10 are scale-independent constants which depend on the threshold of the peaks (see Refs. [16, 19] for their definitions). The second and fourth terms in the square bracket of Eq. (18) are usual mode-coupling terms. In the third term, however, we haveL 1 ( p) = W(pR) p/p 2 , and integration over the angle of p only leaves the term with χ 1 of Eq. (23), resulting in
where we have used (4π)
, and spectral parameters σ n (R) are defined by
The above Eq. (24) has the same functional form as the linear term. Thus, Eq. (18) reduces to
where "+ m.c." represents mode-coupling terms. The correlator for the matter momentum field δ L j L m is just given by putting R v 2 = 0 and W(kR) = 1 in the above expression. Thus we have
In this way, the χ 1 term in c (2) X of the peaks model introduces a linear velocity bias. The scale-dependent velocity bias factor, (1 − R v 2 k 2 )W(kR), is consistent to the finding of Ref. [2] . Eq. (27) corresponds to Eqs. (2) and (9) of Ref. [5] . In the following, we use a notation,
which represent the lowest-order effect of velocity bias in Lagrangian space.
C. Relation to the one-loop density power spectra of iPT
The same type of seemingly linear term is also contained in a one-loop correction of iPT power spectrum. In the iPT, the normalized two-point propagator is given by [15] 
where the displacement field is filtered by a smoothing scale R in accordance with the model of the previous subsection, and we drop a term which vanishes for an isotropic function c
X (p). The second and third terms in the integrand are modecoupling terms. The first term has essentially the same form as the third term of Eq. (18), which is the very source of the velocity bias. After the integration, this term is equal to −R v 2 k 2 k ·L 1 (k). Hence, the first term in the curly bracket of Eq. (29) gives a term without mode-coupling, and we havê
In real space without the redshift-space distortions, we have
Consequently, the Eulerian linear bias factor is effectively given by
Therefore, the χ 1 term again modifies the linear bias, not only for the velocity field, but also for the density field.
In Eq. (31), the magnitude of scale-dependent part ∝ k 2 of linear bias factor is reduced compared with the prediction of linear theory. This effect can be interpreted from the presence of velocity bias, because the velocities of halos are slower than those of dark matter on average, and halos are less clustered than in the case without velocity bias. More quantitatively, one can see this as follows: consider the simplest case when the halos are not linearly biased, b 10 = b 01 = 0, and formations and destructions of halos can be neglected at the lowest order. In this ideal case, the number density of halos are approximately conserved at the lowest order,
Because of the velocity bias, we have
Combining these relations with the mass conservation equationδ m + a
, and this is consistent to Eq. (31) within our assumption b 10 = b 01 = 0. In this way, the amplitude of the scale-dependent part of linear bias factor is reduced due to the velocity bias. All such effects are already included in the iPT with the peak constraint.
D. Propagators in Lagrangian space
The correlator of Eq. (18) is related to the two-point propagators [26] . We define the two-point propagator of momentum field in Lagrangian space, Γ
where δ/δδ L (k) is the functional derivative with respect to the linear density field δ L (k) in Fourier space, and the appearance of the Dirac's delta function is a consequence of translation invariance of space. The imaginary unit i is put in the definition, so as to make the propagator real vector. In Gaussian initial conditions, we have a relation,
where · · · c represents the cumulants of the second order, and we have Γ
(k) from the parity symmetry. Including the mode-coupling terms of Eq. (18) and (26), the two-point correlators of momentum field in Lagrangian space is given by
Similarly, we consider the three-point propagator in Lagrangian space, Γ
In Gaussian initial conditions, we have a relation,
Thus, it is sufficient to evaluate the LHS of the above equation to obtain an expression of the three-point propagator.
From Eq. (5), we have
. (37) The cumulants in the above equation are all third order, where the square bracket in the cumulant of the last term is considered as a single variable. Substituting the expansion of Eqs. (16) and (17) into Eq. (37), we have
where the higher-order self-loops of the bias functions are renormalized according to the iPT. The fourth term in the square bracket is similar to the integral of Eq. (24) . The third-order renormalized bias functions of the peaks model is given in Ref. [19] . The terms of odd parity with respect to the third argument in their expression are given by
The coefficients can be calculated by their definition, and the results are given by c 10100 = −3b 10 /2σ 1 2 , c 01100 = −3b 01 /2σ 1 2 . Other terms with even parity does not contribute to the integral. Performing the similar calculation of Eq. (24), 1 In the c 00001 term of Eq. (91) of Ref. [19] , the term (k 1 · k 2 )k 2 3 should be replaced by (k 1 · k 2 ) 2 k 2 3 , i.e., this term has even parity.
we have
Consequently, the three-point propagator of Eq. (35) is given by
up to the lowest-order approximation.
E. The displacement field
For the purpose of comparison, we consider the statistics of displacement field. In the calculations above, the momentum field can be replaced by a displacement field, aΨ → Ψ, and we can follow almost the same steps. The number-weighted displacement field ψ
and the perturbative expansions of the displacement field in Lagrangian space is given by Eq. (8) . Comparing these equations with Eqs. (2), (4) and (17), we see that replacing the Lagrangian kernelsL n →L n /naH f in the expression of the above results for j L X can give the results for ψ L X . Following the calculations to derive Eqs. (34) and (41), the two-and threepoint propagators of displacement field are derived as
III. THE VELOCITY DISPERSION OF PEAKS
A. Nonlinear corrections to the velocity dispersion of peaks
As an example of applications of the velocity bias derived from the framework of iPT in the previous subsection, we consider the velocity dispersion of peaks in this section. The velocity dispersion of biased objects is defined by
where u(x a ) is the Eulerian velocity at Eulerian coordinates x a of an object labeled by a, and N obj is the total number of biased objects in a sample. In the last expression, u L (q a ) is the Lagrangian velocity at Lagrangian coordinates q a . The last equality holds because the Lagrangian velocity field is defined by u L (q) ≡ u(x), where x = q + Ψ(q). Therefore, there are not any difference between velocity dispersions of objects in Eulerian space and in Lagrangian space.
The velocity dispersion of objects is not identical to the dispersion of velocity field |u(x)| 2 . Instead, it is given by a number-weighted dispersion of velocity field, n X (x)|u(x)| 2 /n X . The velocity dispersion of Eq. (45) is given by an expression,
This expression can be evaluated by applying the perturbative expansions of Eqs. (16) and (17), and following the similar calculations to derive the correlators of Eqs. (18) and (41). Just as in that case, only terms of odd parity in the higher-order bias functions c
X and c
X survive and they are represented by R v 2 and c
X because of Eqs. (24) and (40). Alternatively, the Eq. (46) is equivalent to an expression σ
, and one can evaluate this expression by applying the perturbative expansion of Eq. (17) and using the results of the correlators, Eqs. (34) and (41). In either way, the result is given by
(1)
This parameter σ 2 dpk is the "peak displacement dispersion" defined in Ref. [5] .
B. Reducing the dimensions of integral
The six-dimensional integrals in Eq. (47) can be evaluated by a combination of 1-dimensional integrals as shown below. Recently it is pointed out that the multi-dimensional integrations appeared in the perturbation theory of nonlinear power spectrum can be evaluated by combining only 1-dimensional (1D) integrations of Hankel transforms with FFT [27] [28] [29] [30] . The essence of the method is the realization that angular integrations in the multi-dimensional integrations can be analytically performed, and all the remaining integrations can be represented by a set of 1D Hankel transforms. Essentially the same method can be applied here.
The particular forms of LPT kernels in Eq. (47) are given by
where we assume the smoothing scheme of linear density field, Eq. (9). When the smoothing scheme of displacement, Eq. (10), is adopted, the products of smoothing kernels in Eqs. (49)- (51) are respectively replaced by
The angular integration of the variable p can be evaluated by a following formula for an arbitrary function F(k) and Legendre polynomials P l (x):
which can be shown, e.g., by applying a 3D Fourier transform of F(k), the plane wave expansion of e ik·r , the addition formula of Legendre polynomials, P l (x), and the orthogonality relation of spherical harmonics, Y m l (Ω). The last integral is a Hankel transform of F(k). For example, for F(k) = 1/k 2 , we have
Eqs. (52) and (53) 
where the first smoothing scheme, Eq. (9) 
The number-weighted dispersion of displacement field, σ
2 , is just obtained by replacementsL n → L n /naH f in the expression of the number-weighted dispersion of velocity field. Corresponding to Eq. (48), we have
Correspondingly, Eq. (57) can be easily modified to give the formula for σ The appearance of the linear velocity bias from a second term in Eq. (5) is mainly due to the χ 1 term in the secondorder renormalized bias function of Eq. (23), which is an odd function of the wavevector p. The same is also the case for the linear bias factor of density field in Eq. (31) . Thus it is crucial that the χ 1 term is present in the renormalized bias function to have the effects of velocity bias.
The χ 1 factor arises from the flat constraint of peaks, η = 0, where η = ∇δ R /σ 1 [16, 19, 25] . Therefore, the flat constraint is an essential ingredient for the appearance of velocity bias. This is simply interpreted as follows: at a point with the flat constraint, density gradients are zero, and the magnitude of velocity at the same point is expected to be smaller than the average value. Thereby the velocity is statistically biased in the presence of the flat constraint.
The peak constraint contains the flat constraint, and the velocity bias appears from the χ 1 term in the lowest-order approximation in the last section. Any other model with the flat constraint, such as the excursion set peaks (ESP) [20, 21] , etc., is naturally expected to have the velocity bias of the same kind. In the following, we consider a general situation in the presence of the flat constraint, in order to investigate the origin and properties of the velocity bias.
For the sake of generality, we assume a general constraint in the Lagrangian number density of objects which contains the flat constraint,
In the above notation, ν is a scalar, η is a 3-dimensional vector, and ζ is a 3 × 3 tensor, which components are defined by
(63) The function F is an arbitrary function of the above variables at a location x where the number density of biased objects n X (x) is defined. From the rotational symmetry, the variable η is uncorrelated with variables ν and ζ: νη i = η i ζ jk = 0. We assume the function F can depend on other variables which are assumed to be uncorrelated with η. For example, the variable η is correlated with the third-order derivatives ∂ i ∂ j ∂ k δ R , which is assumed to be absent in the function F. The ESP model has an additional variable ∂δ R /∂R, and this variable is really uncorrelated with η because of the rotational symmetry. Thus the ESP model is an example with the general constraint of Eq. (62).
In the general formalism below, different smoothing kernels can be adopted for every variables, ν, η, ζ, . . .. For example, both the top-hat kernel and the Gaussian kernel are adopted in a certain version of the ESP model. Essential assumption below is that η is the only variable which has odd parity. Other variables are inevitably uncorrelated to η at a single point by parity symmetry.
B. Implications of the flat constraint and the renormalized bias functions
The observable quantities, such as the power spectrum, depends on the the series of renormalized bias functions. The renormalized bias function c
where δ L X (k) is the Fourier transform of the density contrast of the biased objects in Lagrangian space. The density contrast in Lagrangian space is given by n X (x)/n X −1, wheren X = n X is the mean number density of biased objects.
In a class of models in which the number density n X (x) is given by a function of finite number of variables, y α (x), which are linearly related to the linear density field δ L , the renormalized bias function in Eq. (64) is given by [14] c (n)
where U α (k) are the Fourier coefficients of the variables y α (x),
Defining a operatorD
Eq. (65) can be represented by
In Eqs. (65) and (68), the average · · · is taken over the random variables y = (y α ). We assume Gaussian initial conditions throughout this paper, and the distribution function is given by [1, 19, 25, [32] [33] [34] 
In the above equation, we introduce notations
where repeated indices are summed over, and
is the traceless part of ζ i j . The factor N 0 is a normalization constant to ensure that the total probability is equal to one, but its actual value is not used for our applications in this paper. Although the RHS of Eq. (69) is represented by rotationally invariant variables ν, J 1 and J 2 , the probability distribution function P(y) is still for the linear variables y, and not for the invariant variables.
In our class of models, Eq. (62), the variables y α are given by
and
where i ≤ j. When different smoothing functions are applied to each variables, the window function W(kR) in the above equation is replaced by corresponding functions. Since we assume the variable η is uncorrelated to other variables, the only components which have odd parity, U α (−k) = −U α (k), are the term ik i W(kR)/σ 1 in Eq. (73). All the other terms are assumed to have even parity,
It is an essential assumption in the bias models analyzed in this paper that the variable η is the only quantity which has odd parity in the set of variables (y α ). This is the case for the peaks model, and is the reason why only the term with χ 1 in c (2) X survives and causes the velocity bias as observed in Sec. II. It is essential that the term with χ 1 in c (23) is the only term which is a odd function of p. All the other terms are even functions of p, so that they vanish in the angular integral of c (2) X (k, p)L 1 (−p). In order to give a general formalism in this section, we pursue similar mechanisms in higher-order terms.
For that purpose, we decompose the operatorD(k) of Eq. (67) asD
corresponds to an operator of even parity,D 0 (−k) = +D 0 (k), andD
corresponds to an operator of odd parity,
We consider the following sum of integrals,
This form of integral appears in the applications of iPT, and a corresponding section of the iPT diagram is given in the left diagram of Fig. 1 . For the diagrammatic rules of iPT, see Refs. [14, 15] . The corresponding iPT diagram is denoted by a double square as shown in Fig. 1 . This iPT diagram has another resummation factor
X , where Π(k) is the resummation factor of displacement field [14] . The exact diagrammatic rule for this vertex of double square is also shown in Fig. 1 .
Because L 1 ( p) = p/p 2 is an odd function of p, components of even parity in c 
This expression reduces to a more useful form. In Appendix A, it is shown that the function T (n) X (k; . . .) generally has a factor exp(k 2 σ 0 4 /6σ 1 2 ), and explicit forms for n = 0, 1, 2 are derived. We define the normalized function T (80) and the results for n = 0, 1, 2 are given by Eqs. (A8), (A11), (A14). Substituting
1 (k 2 ) in these equations, they can be represented bŷ T (0)
The above results are derived in real space. In redshift space, the LPT kernels are replaced by [36] 
whereẑ is the unit vector along the line of sight, and f = d ln D/d ln a is the linear growth rate. In particular, we have
where k z = k ·ẑ is the line-of-sight component of the vector k. Since the k-dependence and LPT kernels in Eq. (77) are included only in the form of Eq. (85), the function T (n) X in redshift space is given by Eq. (77), with the replacement
On one hand, this result is equivalent to just replacing the first-order kernel L 1 by L s 1 in Eqs. (81)-(83). On the other hand, k 2 is replaced by k 2 + f ( f +2)k z 2 in the exponential factor of Eq. (80). Therefore, the function T (n) X in redshift space is given by
where µ k ≡ k z /k, and the functionT s(n) 
C. Propagators of density field with the flat constraint
In this section, we consider propagators Γ (n) X (k 1 , . . . , k n ) of density field with the flat constraint in the formalism of iPT. Using the propagators, the density power spectrum P X (k) of biased object X is given by
in the case of Gaussian initial condition. In more general cases with primordial non-Gaussianity, other terms with the linear bispectrum, trispectrum, etc., are added to the above expansion [14, 31, 35] . The effects of primordial non-Gaussianity also modifies the calculations of the renormalized bias functions in Sec. IV B. In this paper, we only consider the case of Gaussian initial conditions throughout. In the course of evaluating the propagators, special types of loop corrections, depicted by Fig. 1 with the flat constraint, are taken into account. First we consider the two-point propagator. Using a diagrammatic notation of Fig. 1 for the iPT vertex, the two-point propagator, Γ (1) X (k), is given by Fig. 2 up to the one-loop approximation. It is straightforward to apply the diagrammatic rules of iPT [14] and a new rule of Fig. 1 with the flat constraint for a resummed vertex. The two-point propagator is represented by Γ (1)
is the resummation factor of displacement field, andΓ the normalized two-point propagator. The resummation factor in real space, Π(k), is given by [14, 36] 
up to the one-loop order. Applying diagrammatic rules to the Fig. 2 , the normalized two-point propagator up to the one-loop approximation is given bŷ
Because the function T (n) X also has a common factor as in Eq. (80), the propagators in general have a common factor
where σ 2 dpk is the peak displacement dispersion defined by Eq. (48). Substituting Eqs. (81)- (83) into Eq. (89), we obtain
Comparing the above equation with Eq. (29), the resummation of the flat constraint in the bias replaces the first-order
, removes the second-order bias function c (2) X in the integrand of the one-loop term, and converts σ 2 −1 into σ 2 dpk in the exponential prefactor. Neglecting mode-coupling terms in Eq. (91), the effective bias factor in Eulerian space is given by
The two-point propagator Γ
X (k) is effectively a bias factor b eff X (k) in real space. This result agrees with a previous result, Eq. (10) of Ref. [5] in the peaks model.
When the factor exp(k 2 σ 0 4 /6σ 1 2 ) is dropped, this result is consistent with that of previous section, Eq. (29) . The reason of not appearing this factor in the previous section is that this contribution comes from two-and higher-loop corrections in terms of the original diagram of iPT. As one can explicitly show, the diagram of Fig. 1 with even numbers m = 2l gives a factor (k 2 σ 0 4 /6σ 1 2 ) l /l!. The diagram with odd numbers m = 2l + 1 only contributes when n ≥ 1, and gives a factor R v 2 (k 2 σ 0 4 /6σ 1 2 ) l /l!. After the summation over l, the factor exp(k 2 σ 0 4 /6σ 1 2 ) or R v 2 exp(k 2 σ 0 4 /6σ 1 2 ) emerges. If we take only the cases m = 0 and 1 into account, the exponential factor does not appear. Since m is the number of loops in the diagram of Fig. 1 , the exponential factor comes from two-, or higher-loop corrections. In this way, loop corrections with the flat constraint contains contributions without mode couplings, which look like a linear term.
The above results are explicitly derived for real space. As noted in the previous subsection, extending the results to redshift space is straightforward. In redshift space, the resummation factor Π(k) is given by [14, 36] 
while the exponential factor in T (n)
X is given by Eq. (86). Accordingly, the factor G d (k) of Eq. (90) in real space is replaced by 
In the large-scale limit, k → 0, this expression reduces to the Kaiser's factor,
, for the linear redshift-space distortion [37] . It is a common practice to define the redshift-space distortion parameter β = f /b in the Kaiser's limit. In Eq. (95), this parameter is effectively scaledependent. The corresponding parameter is given by
and Eq. (95) is represented by
The exponential prefactor corresponds to the damping factor along the line of sight, which represents the Fingers-of-God effect of biased objects within the Zel'dovich approximation. Next we consider the three-point propagator, Γ
, where k 12 = k 1 + k 2 . The diagram for this propagator is given in Fig. 3 . In calculating the power spectrum, the three-point propagator is always accompanied by loop diagrams. Thus, we do not need to consider loop diagrams for the three-point propagator for the purpose of evaluating the power spectrum in the one-loop approximation. Applying diagrammatic rules to Fig. 3 , the normalized threepoint propagator is given bŷ (98) where k = k 1 + k 2 . Substituting Eqs. (81)- (83), we have
Comparing the above equation with Eq. (16) of Ref. [15] , the resummation of the flat constraint in the bias replaces the first-order kernelL 1 (99) into Eq. (87), the expression for the power spectrum P X (k) is obtained. In the case of Zel'dovich approximation,L 2 =L 3 = · · · = 0, the resulting expression is consistent with a previous result of Ref. [38] in the peaks model.
D. Propagators of momentum field with the flat constraint
Extending the method of previous subsection, we consider the propagators of the velocity field in this section. For this purpose, we need to have the diagrammatic rules of iPT for the velocity momentum, j X . One can straightforwardly follow the derivation of Ref. [14] for the diagrammatic rules of iPT. The Fourier transform of the momentum field j X (x), Eq. (3), is given bỹ
where the expansion of the number density field, Eq. (16) is applied. The expansion of the displacement fieldΨ(k) is given by Eq. (8) . From these expansions, the diagrammatic rules for the momentum field are given by Fig. 4 . The rules in Fig. 4 are extensions of those for the number density field δ X (x) given in Fig. 7 of Ref. [14] . An important difference of the momentum field from the density field is the existence of the dotted line in the top and bottom graphs. The external, double dotted line corresponds to the biased momentum, j X . The internal, single dotted line corresponds to the velocity field u = aΨ. The internal, wavy line corresponds to the displacement field Ψ. The solid line corresponds to the linear density field δ L . The only one dotted line should be attached to the external vertex. Numbers of solid and wavy lines attached to the external vertex are arbitrary, including zero. The index j in the top graph corresponds to the spatial index of the momentum field j X , and this index appears only in the internal vertex of the bottom graph. Thus the corresponding factor in the rule for the external vertex does not depend on the index j and the external vertex of the top graph only transmits the index to the internal vertex of the bottom graph. All these properties are the consequences of the expression of Eq. (100). For the velocity moment, we do not consider the redshift-space distortions. In the bottom rule of Fig. 4 , we apply an approximation that LPT kernel is independent of the time, i.e., perturbations of nth order Ψ (n) is approximately proportional to D n . If this approximation is not assumed, nH fL n should be replaced by nH fL n + ∂L n /∂t.
Three-point propagator with the resummed vertex. The vertex resummation for the velocity momentum can be derived in the same way as that for the density field in Ref. [14] . The diagrammatic rule for the resummed vertex is given in Fig. 5 . This rule is an extension of that for the density field given in Fig. 15 of Ref. [14] . An important difference of the momentum field from density field is the existence of the dotted line. Only one dotted line should be attached to the resummed vertex. The grey ellipse with wavy lines represent the summation of every kinds of diagrams which is attached to the external vertex by any number of wavy lines. This piece of diagram can be either connected or disconnected. The same is true for the grey ellipse with solid lines. Any diagram which is attached to the external vertex by both solid and wavy lines is not included in the resummation vertex (see Ref. [14] for detail).
A further resummation of the vertex in the presence of flat constraint is given in Fig. 6 . This resummation is an extension of Fig. 1 for the number density field. The rules are almost the same as those for density field, except that they carry the spatial index j for the momentum j X which should be transmitted to the internal vertex of the bottom graph in Fig. 4 . We also define the double square vertex without dotted line by Fig. 7 . This diagram can be calculated by the rules of Fig. 6 and 4 . As a result, the factor U as before, the result is given by
where k = k 1 + k 2 , and "+ [higher-order terms]" indicates the terms proportional to σ 2 dpk , which corresponds to one-loop corrections in a usual sense, and we drop them in the following.
We define the power spectrum of number-weighted velocity field P v X,i j (k) of biased object X by
where j X,i is the i-component of j X . Using the propagators derived above, the number-weighted velocity power spectrum of biased object X is given by
where Gaussian initial conditions are assumed.
E. Propagators of displacement field with the flat constraint
It is also interesting to find statistics of displacement field Ψ for the biased objects. The number-weighted displacement field of the biased objects X in Eulerian space can be defined by
where Ψ E (x) is the displacement field in Eulerian space. The latter is defined by the corresponding value of displacement field in Lagrangian space, i.e., Ψ E [x = q + Ψ(q)] = Ψ(q). The number-weighted displacement field in Lagrangian space is defined by
The above displacement fields are related by
The formalism in the previous subsection to calculate the propagators of momentum field can be similarly applied to the case of number-weighted displacement field. The only difference is the diagrammatic rule in the bottom graph of Fig. 4 : the corresponding factor should be replaced as inaH f L n, j → iL n, j . This replacement is explained by the fact that the Fourier transform of the number-weighted displacement field in Eulerian space,ψ E X , is just given by replacing aΨ →Ψ in Eq. (100). Accordingly, the rules of Figs. 5 and 6 does not change, and the factor aH f in the rule of Fig. 7 is just removed.
The (n + 1)-point propagator of the number-weighted displacement field, Γ d(n) X (k 1 , . . . , k n ), is defined by
Following the same procedures in the previous subsection, and applying the above changes, the two-point propagator is given by
(1) The three-point propagator is given by
where k = k 1 + k 2 . The number-weighted displacement power spectrum is given by a similar expression of Eq. (115) with replacements,
X,i (k).
V. CONCLUSION
In this paper, we investigate the effect of velocity bias in the formalism of iPT. The iPT is a formalism which can evaluate dynamical evolution of biased objects, based on the Lagrangian perturbation theory. The peaks model predicts the existence of the velocity bias. Even though the velocities of peaks and matter are assumed to be the same at peak locations, the velocities of peaks are statistically biased with respect to those of matter. With the formalism of iPT, the dynamical evolution of biased object and its velocity momentum can be evaluated by higher-order Lagrangian perturbation theory beyond the Zel'dovich approximation.
In the first half of this paper, we see how the linear velocity bias emerges in the framework of iPT. The effects of velocity bias are already present in the formalism of iPT for the peaks model. Two-and three-point propagators for velocity of peaks are calculated. As an example of their applications, we derive a formula for the one-loop approximation of velocity dispersion of peaks, which is also biased with respect to that of matter.
In the second half of this paper, a formal development of iPT in the presence of velocity bias are presented. We show that the emergence of velocity bias is a consequence of the flat constraint in general. Assuming that the flat constraint is the only element with odd parity, we generally derive the twoand three-point propagators of density in the one-loop approximation, with a resummation technique regarding the flat constraint. Diagrammtic rules for the propagators of momentum is generally derived, and a resummation technique regarding the flat constraint is also applied.
The formal development presented in this paper gives the basis of future applications of the iPT formalism. The oneloop power spectra from the two-and three-point propagators are given by Eqs. (87) and (115) and numerical evaluations of them can be performed by a similar method given in Ref. [15] . The purpose of this paper is to provide a theoretical understanding of the velocity bias with the formalism of iPT. Numerical evaluations of the power spectra, and comparisons with numerical simulations, etc., will be addressed in future work.
For n = 2, we have
