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a b s t r a c t
In this paper, we have considered the problem of constrained redundancy allocation of
series system with interval valued reliability of components. For maximizing the overall
system reliability under limited resource constraints, the problem is formulated as an
unconstrained integer programming problemwith interval coefficients by penalty function
technique and solved by an advancedGA for integer variableswith interval fitness function,
tournament selection, uniform crossover, uniform mutation and elitism. As a special
case, considering the lower and upper bounds of the interval valued reliabilities of the
components to be the same, the corresponding problem has been solved. The model has
been illustrated with some numerical examples and the results of the series redundancy
allocation problem with fixed value of reliability of the components have been compared
with the existing results available in the literature. Finally, sensitivity analyses have been
shown graphically to study the stability of our developed GA with respect to the different
GA parameters.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The growth and development of our modern society is heavily dependent on the development, sustenance and
improvement of complicated systems. Therefore, the reliability of these systems is considered to be an extremely crucial
factor and accordingly the field of system reliability enhancement has drawn the attention of several eminent researchers
over the years.
One easy method of increasing the system reliability is to improve the reliability of each component. Another widely
known method of improving the system reliability is to introduce several redundant components. The corresponding
problem is known as the redundancy allocation problem. In the recent times, redundancy strategy plays an important role
in the enhancement of the system reliability of advanced semiconductors, memory integrated circuits and nanosystems [1].
However, for improving the system reliability, the addition of redundant components to the system is a formidable task
due to several resource constraints arising out of the size, cost and quantities of the resources coupled with technical
constraints. Thus, the redundancy allocation problem is a practical problem of determining the appropriate number of
redundant components that maximize the system reliability under different resource constraints. To solve this type of
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problem, several researchers have developed different methodologies. Among them one may refer to the works in [1–8,
17,18,20–22]. In those works, the reliabilities of the system components are assumed to be known at a fixed positive level
which lies between zero and one.
However, in real life situations, the reliabilities of these individual components may fluctuate due to different reasons.
It is not always possible for a technology to produce different components with exactly identical reliabilities. Moreover,
the human factor, improper storage facilities and other environmental factors may affect the reliabilities of the individual
components. If the actual reliability distribution of a component is known, then, for a given mission time, the reliability of
the component is deterministic. But during the product design, the reliability distributions of the components are generally
not known, although the behavior of their failure rates may be known (e.g. systems with Increasing Failure Rate (IFR) or
with Decreasing Failure Rate (DFR)). In that case, the reliability values can be expressed in terms of sharp bounds. Also,
sometimes themission time is not fixed and it varieswithin an interval. Then, for themission time touching the upper bound
of the interval, the corresponding component reliability touches a lower bound and, for lower bound of mission time, the
component reliability touches an upper bound. Hence it is sensible to treat the component reliabilities as positive imprecise
numbers between zero and one instead of fixed real numbers. To define the problemwith such imprecise numbers, generally
stochastic, fuzzy and fuzzy-stochastic approaches are used. In the stochastic approach, the parameters are assumed to be
random variables with known probability distribution. In the fuzzy approach, the parameters, constraints and goals are
considered as fuzzy sets with known membership functions. On the other hand, in the fuzzy-stochastic approach, some
parameters are viewed as fuzzy sets and others, as random variables. However, it is not an easy task for a decision maker
to specify the appropriate membership function for the fuzzy approach, probability distribution for the stochastic approach
and both for the fuzzy stochastic approach. To overcome these difficulties, the imprecise numbers may be represented by
interval numbers. As a result, the objective function of the reduced redundancy allocation problem is the interval valued,
which is to be maximized.
These types of optimization problems with interval objective can be solved by a powerful computerized heuristic search
and optimization method, viz. genetic algorithm (GA), which is based on the mechanics of natural selection (dependent
on the evolution principle ‘‘Survival of the fittest’’) and natural genetics. It is executed interactively on the set of real /
binary coded solution called population. In each iteration (called generation), three basic genetic operations (i.e., selection /
reproduction, crossover andmutation) are performed. Prof. J. H. Holland, University ofMichigan, envisaged the fundamental
concept of this algorithm in the mid sixties and published his seminal work. Thereafter, a number of researchers have
contributed to the development of this field. Most of the initial research works have been published in several conference
proceedings. However, at present, there exist several text books on GAs in [9–11,19] and others.
As the objective function of the redundancy allocation problem is interval valued, to solve this type of problem by GA
method, order relations of interval numbers are essential for selection / reproduction operation as well as for finding the
best chromosome in each generation. To the best of our knowledge, very few researchers have defined the order relations of
interval valued numbers. Among them, one may refer to the works in [12,13]. However, their definitions are not complete.
In the year 2000, Sengupta and Pal [14] proposed two different approaches (deterministic and fuzzy) to compare any two
interval numberswith respect to the decisionmakers’ point of view. However, in some cases, their approaches fail to find the
order relations between two interval numbers. Very recently,Mahato andBhunia [15] proposedmodified definitions of order
relations with respect to optimistic and pessimistic decision maker’s points of view for maximization and minimization
problems.
In this paper, we have considered the problem of constrained redundancy allocation in series system with interval
valued reliability of components. The problem is formulated as a nonlinear constrained integer programming problemwith
interval coefficients for maximizing the overall system reliability under limited resource constraints. During the last few
years, several methods were proposed for handling constraints by GAs. Each of these methods has some advantages and
disadvantages. Penalty functionmethods are themost popular methods used in GAs for constrained optimization problems.
This method transforms the constrained optimization problem into an unconstrained one by penalizing the objective
function corresponding to the infeasible solution. In this work, to solve our formulated constrained optimization problem
we have converted it into an unconstrained optimization problem by penalty function technique. Then, to solve the reduced
problem, we have developed an advanced GA for integer variables with interval fitness function, tournament selection,
uniform crossover, uniform mutation and elitism of size one. The problem has been illustrated with some numerical
examples. As a special case, considering the lower and upper bounds of interval valued reliabilities of the components as the
same, the problemhas beenmade identical to the existing problem, available in the literature. This series system redundancy
allocationproblemwith fixed value of reliability components has been solved and illustratedwith somenumerical examples,
and the results are compared with the existing results. Finally, to study the stability of our developed GAwith respect to the
different GA parameters, sensitivity analyses have been performed and shown graphically.
2. Finite interval arithmetic and interval order relations
An interval valued number A is defined as the set of real numbers x, such that aL≤ x ≤ aR,i.e., x ∈ [aL, aR], aL, aR ∈ R or
A = [aL, aR] = {x : aL ≤ x ≤ aR, x ∈ R}
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where aL and aR are the left and right boundaries respectively. Hence the closed interval A represents an uncertain number
x ∈ [aL, aR]. If, in particular, aL = aR = a, the interval number A, given by A = [aL, aR] reduces to the real number a = [a, a]
which is called a point interval. Hence an interval number is a generalization of a point interval (a real number). Alternatively,
an interval number Amay also be defined by its center and radius i.e.,
A = 〈ac, ar〉 = {x : ac − ar ≤ x ≤ ac + ar , x ∈ R}
where ac = (aL + aR) /2 and ar = (aR − aL) /2, the center and radius of the interval and R is the set of real numbers.
Now we shall discuss the arithmetical operations (also called binary operations) of interval numbers.
Definition 1. Let ∗ ∈ (+,−, ., /) be a binary operation on the set of real numbers. If A and B are two closed intervals, then
A ∗ B = {a ∗ b : a ∈ A and b ∈ B}
defines a binary operation on the set of closed intervals. In case of division, it is assumed that 0 6∈ B.
From Definition 1 the operations on two interval numbers A = [aL, aR] and B = [bL, bR], may be explicitly calculated as
A+ B = [aL + bL, aR + bR]
A− B = [aL − bR, aR − bL]
λA =
{[λaL, λaR] if λ ≥ 0
[λaR, λaL] if λ < 0
where λ is a real number.
Definition 2. For an interval number A = [aL, aR], if n is any non-negative integer number, then the power of an interval
number is defined as :
An =

[1, 1] if n = 0
[anL , anR] if aL ≥ 0 or if n is odd
[anR, anL ] if aR ≤ 0 and n is even[0, max( anL , anR )] if aL ≤ 0 ≤ aR and n > 0 is even.
In this paper, as some system parameters are considered as interval valued, to find the optimal solution of the
optimization problem corresponding to the redundancy allocation, we have to discuss the order relations of interval
numbers for maximization problems with respect to the decision makers point of view. Let the imprecise numbers from
two alternatives be represented by two closed intervals A = [aL, aR] and B = [bL, bR] respectively. It is also assumed that
the value of each alternative lies in the corresponding interval. These two intervals A and B may be of the following three
types:
Type – I: Both the intervals are disjoint.
Type – II: Intervals are partially overlapping.
Type – III: One interval is contained in the other.
In this case, we shall consider the definitions of order relations formaximization problems developed recently byMahato
and Bhunia [16] in the context of optimistic and pessimistic decisionmakers’ point of view. These definitions are as follows:
Optimistic decision making
In this case, the decision maker takes the decision ignoring the uncertainty and selects the lowest cost/time for
minimization problems and the highest profit for maximization problems.
Definition 3. For maximization problems, the order relation≥omax between the intervals A and B is defined as
A≥omax B iff aR ≥ bR
A>omax B iff A≥omax B and A 6= B.
This implies that A is superior to B and the optimistic decision maker accepts the profit interval A. Here, this order relation
≥omax is not symmetric but transitive.
Pessimistic decision-making
In this decisionmaking, a decision is taken on the basis of the principle ‘‘Less uncertainty is better thanmore uncertainty’’.
Definition 4. For maximization problems, the order relation >pmax between the intervals A = [aL, aR] = 〈ac, ar〉 and
B = [bL, bR] = 〈bc, br〉 for a pessimistic decision maker may be defined as
(i) A>pmax B iff ac > bc for type - I and type – II intervals
(ii) A>pmax B iff ac ≥ bc and ar < br for type – III intervals.
However, for type – III intervals with ac > bc and ar > br , the pessimistic decision cannot be taken. Here, one may consider
the optimistic decision making.
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Fig. 1. A series system with n components.
Fig. 2. A series system with redundancies.
3. Mathematical formulation
It is well known that a simple series system with n independent components shown in Fig. 1, is functioning only if all
its n independent components are properly functioning. Therefore, in order to improve the reliability of the system, given a
mission time, more reliable components are to be used in the system. This strategy is more expensive and difficult to adopt
due to some technological constraints. Hence in order to improve the system reliability, an alternative technique may be
adopted by adding redundant components, as shown in Fig. 2.
However, although in Fig. 2, the system reliability is improved, there are some resource constraints in adding redundancy
to the real system. These constraints may arise out of the size, cost and quantities of the resources. Now, the mathematical
formulation of the constrained redundancy optimization problem for a series system with interval valued mission time as
depicted in Fig. 2 is as follows:
Maximize R(x, t) =
n∏
j=1
[
1− (1− rj(t))xj] 0 ≤ rj(t) ≤ 1 (1)
subject to
n∑
j=1
Cij xj ≤ bi, i = 1, 2, . . . , m, x ∈ S ⊂ Zn
0 < tL ≤ t ≤ tR
(2)
where t ∈ [tL, tR] is the interval valued mission time, rj(t) ∈ [0, 1] is the reliability of the component in the j-th subsystem
in series, 1− (1− rj(t))xj is the reliability of the j-th subsystem having xj identical components, x = (x1, x2 , . . . , xn)
represents a redundancy assignment, R(x, t) is the overall system reliability when adopting the redundancy assignment
x, Cijxj is a strictly increasing function of xj that represents the ith resource consumed in the j-th subsystem, bi is the ith total
available resource, and S is a subset of Zn, the positive integer vector set in Rn.
Now, when t = tL, then rj(tL) = rjR, and when t = tR, then rj(tR) = rjL.
i.e., rj is interval valued, rj ∈ [rjL, rjR]. Then the problem (1) and constraints (2) reduce to
Maximize R(x) =
n∏
j=1
{1− [1− rjR, 1− rjL]xj}
subject to Ax ≤ b
where A =

c11 c12 · · · c1n
c21 c22 · · · c2n
. . . · · · .
. . . · · · .
cm1 cm2 · · · cmn
 and b = [b1 b2 · · · bm]T .
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Using Definition 2, the above problem reduces to
Maximize R(x) =
n∏
j=1
[{1− (1− rjL)xj}, {1− (1− rjR)xj}]
subject to Ax ≤ b, x ≥ 0 and all xj ∈ x are integers.
(3)
This is a non-linear constrained integer programming problem with interval coefficients.
To convert the above problem (3) to an unconstrainedmaximization problem, a large negative value (say,−M which can
be written in the interval form as [−M,−M]) is blindly assigned to the objective function for the infeasible solution. In this
case the reduced problem is as follows:
Maximize Rˆ(x) = R(x)+ θ(x) (4)
where
θ(x) =
{
0, if x ∈ S
−R(x)+ [−M,−M], if x 6∈ S
and S be the set of feasible solutions.
This is a non-linear unconstrained integer programming problem with interval coefficients.
4. Solution procedure
For the purpose of solving the nonlinear maximization problem (4) with interval objective, we have developed an
advanced GA for integer variableswith interval fitness function, tournament selection, uniform crossover, uniformmutation
and elitism. The different steps of this algorithm are described as follows:
Algorithm
Step-1: Initialize the parameters of Genetic Algorithm, bounds of variables and different
parameters of the problem.
Step-2: t = 0 [t represents the number of current generation].
Step-3: Initialize P(t) [ P(t) represents the population at t-th generation].
Step-4: Evaluate P(t).
Step-5: Find the best result from P(t).
Step-6: t = t + 1.
Step-7: If (t >maximum generation number) go to step-14.
Step-8: Select P(t) from P(t − 1) by tournament selection process (with the help of Definition 4).
Step-9: Alter P(t) by crossover, mutation and elitism process.
Step-10: Evaluate P(t).
Step-11: Find the best result from P(t).
Step-12: Compare the best results of P(t) and P(t − 1) and accept the better one.
Step-13: Go to Step-6.
Step-14: Print the result.
Step-15: Stop.
For implementing the above GA in solving the redundancy allocation problem with interval objective, the following basic
components are to be considered.
• GA parameters
• Chromosome representation and initialization of population
• Evaluation of fitness function
• Selection process
• Genetic operators (crossover, mutation and elitism).
The task of designing an appropriate chromosome representation of solutions of the problem is extremely crucial for the
proper and successful functioning of GA. In its early applications, most GAs were binary GAs, in which chromosomes were
represented by the strings of binary numbers. To avoid the local optima binary GAs are found to be robust search techniques.
On the other hand, its computational cost is usually much higher than that of deterministic optimization technique. In
addition, these methods give rise to several difficulties for solving the problems having large search space and seeking high
precision. Real number representation of the chromosomes in GAs is capable of overcoming the said difficulties related to
the binary coding of continuous/discrete optimization problems. In real number representation, a chromosome is coded in
the form of amatrix of integer/real numbers, and every component of that chromosome represents a decision variable of the
problem. As our proposed problem is non-linear containing n discrete variables, an integer decimal number representation
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is used here. An integer rowmatrix Vj = [Vj1, Vj2 , . . . , V jn] is used as a chromosomewhere the components Vj1, Vj2 , . . . , V jn
represent the decision variables, x1, x2, . . . , xn of the problem, respectively.
Proper chromosome representation paves the path for the initialization of the chromosomes that will take part
in the artificial genetic operations like natural genetics. This initialization process produces population size number
of chromosomes in which every component for each chromosome is randomly generated within the bounds of the
corresponding decision variable. There are several procedures for selecting a random number for each component of the
chromosomes. In this present work, for each component of the chromosome, a random value is selected from the discrete
set of values within the bounds.
In order to check the quality of each potential solution from the population of potential solutions obtained by
chromosome representation, the fitness value for each chromosome needs to be calculated. Here, the value of objective
function (interval valued) corresponding to the chromosome Vj is taken as the fitness value of Vj.
The first operator of GA is the selection operatorwhose primary objective is to emphasize the above average solutions and
eliminate below average solutions from the population for the next generation under thewell-known evolutionary principle
‘Survival of the fittest’. In thiswork,we have used tournament selection schemeof size twowith replacement as the selection
operator. This operator selects the better chromosome/individual from randomly selected two chromosomes/individuals.
This selection procedure is based on the following assumptions:
(i) When both the chromosomes/individuals are feasible then the one with better fitness value is selected.
(ii) When one chromosome/individual is feasible and another is infeasible then the feasible one is selected.
(iii) When both the chromosomes/individuals are infeasible with unequal constraint violation, then the chromosome with
less constraint violation is selected.
(iv) When both the chromosomes/individuals are infeasible with equal constraint violation, then any one chromo-
some/individual is selected.
Itmay be noted that the selection of better chromosome/individual is based on theDefinition 4 of order relations between
two interval numbers as the objective function of optimization problem is interval valued.
After the completion of selection process by artificial evolution, the resulting chromosomes (those which have survived)
undergo genetic operation – crossover and mutation. It operates on two or more parent chromosomes at a time and
generates offspring by recombining the features of both the parent solutions. For this operator, expected p_cros* p_size
(*denotes the product)number of chromosomes take part in the crossover operation. Hence, in order to determine the parents
for crossover operation, p_cros* p_size number of chromosomes are selected. After selection of chromosomes, the crossover
operation is applied. Here the crossover operation is done in the following manner:
Step-1: Find the integral value of p_cros* p_size and store it in N.
Step-2: Select the chromosomes Vk and Vi randomly among the population for crossover.
Step-3: The components V ′kj and V
′
ij(j = 1, 2, . . . , n) of two offspring will be created by
either V ′kj = Vkj − g and V ′ij = Vij + g if Vkj > Vij
or V ′kj = Vkj + g and V ′ij = Vij − g,
where g is a random integer number between 0 and |Vkj − Vij|.
Step-4: Repeat Step-2 and Step-3 for N/2 times.
The aim of mutation operation is to introduce genetic diversity in the population. Sometimes, it helps to regain the
information lost in the earlier generations. It is applied to a single chromosome with lower probability. Mainly, it attempts
to bump the population gently into a slightly better course. This means that mutation changes a single or all the genes
of a randomly selected chromosome, slightly. In this work, we have used uniform mutation. If the element (gene) Vik of
chromosome Vi is selected for mutation and domain of Vik is [lik, uik], then the reduced value of Vik is given by
V ′ik =
{
Vik +1(uik − Vik) if a random digit is 0
Vik −1(Vik − lik) if a random digit is 1
where k ∈ {1, 2, . . . , n} and1(y) returns a value in the range [0, y].
In our study, we have taken
1(y) = a random integer between [0, y].
5. Numerical examples
To illustrate the proposedGA,wehave solved eight examples. In the first five examples, the reliabilities of the components
are considered as interval valued whereas in the last three examples (taken from Sun and Li [5]), the reliabilities of the
components are fixed. The values of the parameters considered in the first five examples are not selected from any case
study, but these values considered here are all realistic. In each of the examples, 20 independent runs have been performed
by the proposed GA, of which the best value of the system reliability (R) in the form of interval has been taken. Thus, for
each of the examples, the best found values of R and xj’s have been obtained and displayed in Table 6. In this computation,
the following values of GA parameters are used:
p_size = 100, p_cros = 0.95, p_mute = 0.15, m_gen = 100.
R.K. Gupta et al. / Journal of Computational and Applied Mathematics 232 (2009) 275–284 281
Table 1
Values of [rjL, rjR] for different examples.
Examples [rjL, rjR]
Ex-1.1 {[0.68, 0.72], [0.73, 0.75], [0.78, 0.81], [0.80, 0.88], [0.89, 0.95]}
Ex-1.2 {[0.65, 0.74], [0.73, 0.79], [0.76, 0.80], [0.82, 0.88], [0.90, 0.95]}
Table 2
Values of [rjL, rjR] for different examples.
Examples [rjL, rjR]
Ex-2.1 {[0.65, 0.70], [0.71, 0.73], [0.80, 0.88], [0.82, 0.87], [0.90, 0.92]}
Ex-2.2 {[0.68, 0.70], [0.70, 0.75], [0.84, 0.87], [0.52, 0.57], [0.90, 0.95]}
Table 3
Values of [rjL, rjR] for different examples.
Examples [rjL, rjR]
Ex-3.1 {[0.60, 0.67], [0.72, 0.78], [0.78, 0.83], [0.80, 0.90], [0.87, 0.956]}
Ex-3.2 {[0.63, 0.68], [0.75, 0.78], [0.80, 0.88], [0.81, 0.85], [0.88, 0.90]}
Table 4
Values of [rjL, rjR] for different examples.
Examples [rjL, rjR]
Ex-4.1 {[0.64, 0.65], [0.72, 0.74], [0.80, 0.88], [0.83, 0.85], [0.90, 0.95]}
Ex-4.2 {[0.63, 0.68], [0.75, 0.78], [0.80, 0.88], [0.81, 0.85], [0.88, 0.90]}
Example 1. In this example, the values of the different parameters n,m, A and b are as follows: (see Table 1)
n = 5, m = 1, A = (2, 2, 3, 3, 1), b = 20.
Example 2. In this example the values of the different parameters n,m, A and b are as follows: (see Table 2)
n = 5, m = 1, A = (1, 2, 4, 3, 4), b = 25.
Example 3. In this example the values of the different parameters n,m, A and b are as follows: (see Table 3)
n = 5, m = 2, A =
(
9 4 7 7 5
6 9 7 8 8
)
, b = (100, 104)T .
Example 4. In this example the values of the different parameters n,m, A and b are as follows: (see Table 4)
n = 5, m = 2, A =
(
10 5 8 5 7
8 9 12 6 8
)
, b = (180, 154)T .
Example 5. In this example the values of the different parameters n,m, A and b are as follows: (see Table 5)
n = 15, m = 2, A =
(
9 9 6 9 4 7 4 6 6 8 7 7 5 5 5
6 6 7 6 9 7 7 9 9 5 7 8 8 8 8
)
, b = (400, 414)T .
Example 6. In this example the values of the different parameters n,m, A and b are as follows:
n = 5, m = 1, A = (2, 2, 3, 3, 1), b = 20,
[rjL, rjR] = {[0.70, 0.70], [0.75, 0.75], [0.8, 0.8], [0.85, 0.85], [0.90, 0.90]}.
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Table 5
Values of [rjL, rjR] for different examples.
Examples [rjL, rjR]
Ex-5.1 {[0.63, 0.66], [0.64, 0.68], [0.65, 0.70], [0.65, 0.70], [0.73, 0.74], [0.75, 0.79], [0.76, 0.86],
[0.75, 0.80], [0.77, 0.80], [0.75, 0.81], [0.78, 0.84], [0.80, 0.87], [0.88, 0.92], [0.89, 0.90],
[0.91, 0.96]}
Ex-5.2 {[0.61, 0.69], [0.62, 0.66], [0.68, 0.71], [0.68, 0.71], [0.71, 0.77], [0.73, 0.74], [0.74, 0.75],
[0.73, 0.82], [0.75, 0.84], [0.73, 0.83], [0.76, 0.82], [0.81, 0.87], [0.86, 0.90], [0.82, 0.90],
[0.89, 0.94]}
Table 6
Numerical results for different examples.
Examples xj s Optimum system reliability R CPU time (s)
Ex-1.1 {2, 2, 2, 1, 3} [0.632667, 0.732781] 0.001
Ex-1.2 {2, 2, 2, 1, 3} [0.628041, 0.752860] 0.001
Ex-2.1 {3, 2, 2, 2, 1} [0.732869, 0.804129] 0.0009
Ex-2.2 {4, 2, 1, 3, 1} [0.605461, 0.707461] 0.001
Ex-3.1 {4, 3, 3, 2, 2} [0.889851, 0.960680] 0.001
Ex-3.2 {4, 3, 3, 2, 2} [0.910308, 0.945744] 0.001
Ex-4.1 {4, 4, 3, 4, 3} [0.967565, 0.980760] 0.001
Ex-4.2 {4, 3, 4, 3, 3} [0.848224, 0.924598] 0.001
Ex-5.1 {5, 5, 5, 5, 4, 4, 4, 4, 3, 5, 3, 3, 3, 3, 2} [0.920180, 0.961558] 0.001
Ex-5.2 {4, 5, 4, 4, 4, 4, 4, 3, 4, 4, 4, 3, 4, 3, 3} [0.890170, 0.950057] 0.001
Ex-6 {2, 2, 2, 1, 3} [0.695454, 0.695454] 0.001
Ex-7 {4, 3, 3, 2, 2.} [0.930803, 0.930803] 0.001
Ex-8 {6, 5, 5, 5, 4, 4, 4, 4, 3, 4, 4, 3, 3, 2, 2} [0.945613, 0.945613] 0.001
Example 7. In this example the values of the different parameters n,m, A and b are as follows:
n = 5, m = 2, A =
(
9 4 7 7 5
6 9 7 8 8
)
, b = (100, 104)T
[rjL, rjR] = {[0.65, 0.65], [0.75, 0.75], [0.80, 0.80], [0.85, 0.85], [0.9, 0.9]}.
Example 8. In this example the values of the different parameters n,m, A and b are as follows:
n = 15, m = 2, A =
(
9 9 6 9 4 7 4 6 6 8 7 7 5 5 5
6 6 7 6 9 7 7 9 9 5 7 8 8 8 8
)
b = (400, 414)T
[rjL, rjR] = {[0.65, 0.65], [0.66, 0.66], [0.67, 0.67], [0.67, 0.67], [0.75, 0.75], [0.77, 0.77], [0.78, 0.78], [0.78, 0.78],
[0.79, 0.79], [0.79, 0.79], [0.80, 0.80], [0.85, 0.85], [0.90, 0.90], [0.91, 0.91], [0.93, 0.93]}.
From Table 6, it is observed that the CPU times for Examples 6–8 are much less than the same in [5].
6. Sensitivity analysis
In order to study the stability of our proposed algorithm, sensitivity analyses by considering Example 6, have been
performed graphically with respect to GA parameters like, p_size, m_gen, p_cros and p_mute, separately keeping the other
parameters at their original values. From Figs. 3–6, it is observed that the results of Example 6, obtained by proposed GA is
stable over a large range of the above mentioned GA parameters.
7. Conclusion
It is well known that the reliability of a component is defined theoretically by the probability that the component will
survive at least the mission time. So the reliability of a component is imprecise. For the first time, we have represented this
impreciseness as an interval valued number lying between zero and one. In this paper, we have formulated the problem
of constrained redundancy allocation in series systems with interval valued reliability of components and solved by an
advanced GA for integer variables with interval fitness function, tournament selection, uniform crossover, mutation and
elitism of size one. In this paper, to obtain the fitness function for proposed GA, the constrained optimization problem
(here, it is the maximization of constrained Redundancy allocation problem) is converted to an unconstrained optimization
problem for handling of constraints by a new penalty function technique. In this technique, the objective function is not
evaluated corresponding to the infeasible solution, and only a large negative value is blindly assigned for it. This technique
is free from penalty parameter and it can easily be used. As a special case of the problem, considering the lower and upper
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Fig. 3. System reliability vs. p_size.
Fig. 4. System reliability vs. p_cros.
Fig. 5. System reliability vs.m_gen.
bounds of the interval valued reliability of a component as the same, we have solved some existing problems available in
the literature and the results have been compared. It has been observed that those problems can be solved by our proposed
GA with lesser CPU time.
It is evident from the expression of the system reliability, that the system reliability is amonotonically increasing function
with respect to the individual reliabilities of the components. Therefore, irrespective of the choice of the upper bound or the
lower bound of the component reliabilities, there is only one optimum configuration. As a result, the optimum configuration
determined from the upper bound (or lower bound)will provide both the upper bound and the lower bound of the optimum
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Fig. 6. System reliability vs. p_mute.
system reliability. However, the interval approach presented in this paper has awider applicability. For further research, one
can solvemore complicated redundancy allocation problemswith nonlinear resource constraints, k-out-of-n systems by the
proposed method.
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