Abstract : The problem of finding a necessary and sufficient condition for the continuity of the local times for a general Markov process, is still open. Barlow and Hawkes have completely treated the case of the Lévy processes, Marcus and Rosen have solved the case of the strongly symmetric Markov processes. We give here an answer to that problem in the general case of the Borel right Markov process. This answer unifies the results of Barlow and Hawkes, and Marcus and Rosen, by using a Gaussian process that naturally appears in a Central Limit Theorem involving the local time process.
Introduction
Let X = (Ω, F , F t , X t , θ t , P x ; x ∈ E) be a Borel right process, having a reference measure m, with all states communicating and regular for themselves. Under these assumptions a local time, L x t exists at each point, unique up to a multiplicative constant. Let u α (x, y) be the potential densities with respect to m, and normalize the local times (choose the multiplicative constant), so that for some (and all) α,
for all x, y ∈ E, where E x is the expectation with respect to P x . The question, under what conditions there exists a version of (L x t ) x∈E,t>0 so that (x, t) → L x t (ω) is almost surely continuous, has occupied many researchers in the field for many years. Although, as we shall describe below, there are some very important special cases where this problem has been solved, the problem, for general Borel right processes, is still unresolved.
To put this problem in context, we would like to start by highlighting some of the most important existing results in this field. The first to address this problem was Trotter who in [Tr](1958) proved that when X is the Brownian motion on the real line, it has a local time at all points and (normalized as above) there is a version of (x, t) → L x t that is almost surely jointly continuous. In [GK] (1972) Getoor and Kesten have treated the problem for standard Markov processes that have a reference measure. They have established a sufficient condition and a necessary condition for the above joint continuity, but with a gap between the necessary and the sufficient conditions.
In [B1](1985) , [BH](1985) [B2] (1988), Barlow and Barlow and Hawks have treated the case of Levy processes taking real values, that have local times at all points and for which all points communicate. The necessary and sufficient conditions for the existence of an almost surely, jointly continuous version of the local time (x, t) → L x t (ω) were found. Since this solution is in many ways the starting point of our approach, we shall describe it here (or rather Bertoin's [Be] 'translation' of it).
Let h(a,
. Then one can show that h(x) = h(−x), and that d 2 (a, b) = h(b − a), defines a distance on R, that is equivalent to the Euclidian distance. Let m(y) = |{x : h(x) < y}|,, where |A| is the Lebesgue measure of the Borel set A ⊂ R. Barlow's necessary and sufficient condition for the continuity of the local time is the following "majorizing measure" condition
In Barlow's paper [B2] the condition is stated in terms of the monotone rearrangement of h-the inverse of m. Leth(x) = inf{y : m(y) > x}, then (x, t) → L x t has a continuous version, iff,
It is easily seen that (2) and (3) are equivalent, but as was noticed by Barlow and Hawkes [BH] , (3) is reminiscent Fernique's [F] necessary and sufficient condition, on the covariance function of a stationary Gaussian process (φ x ), to have a continuous version. This Gaussian process is precisely discribed in [E] . In a series of papers during the 1990s [MR1, MR2, MR3, MR4, MR5] and in a forthcoming book [MR6] , Marcus and Rosen study sample path properties of the local time process of strongly symmetric Markov processes. Under symmetry, the potential densities are symmetric and positive definite. Therefore there exists a centered Gaussian process (φ x ) x∈E such that < φ x φ y >= u(x, y) where u(x, y) is the 0-potential density when the process is transient and < φ x φ y >= u α (x, y) for α > 0 when the process is recurrent. Now and in the sequel, <> denotes the expectation with respect to the Gaussian measure. The main tool for their study is the celebrated Dynkin Isomorphism Theorem (DIT) [D1, D2] , that states that for any measurable function
where ζ is the life time of the (transient) Markov process X, and E a,b is the law of X born at a and killed at its last exit from the point b. One should notice that the right side of (4) is stated in terms of the Gaussian process only. Defining a distance by d 2 (x, y) =< (φ x − φ y ) 2 >= u(x, x) − 2u(x, y) + u(y, y), they have used the DIT to show that (x, t) → L x t has a jointly continuous version (in the distance d), iff the Gaussian process (φ x ) has a continuous version in that distance. The latter happens iff there exists a probability measure µ onẼ, the σ−algebra on E generated by the d-open sets, so that for every compact set
where B(x, ε) is a d−ball of radius ε around x. When (x, y) → u(x, y) is jointly continuous those conditions translate to a condition for the joint continuity (in the original distance) of (x, t) → L x t . As in the case treated by Barlow, the condition for the joint continuity of the local time is identical to the condition for the continuity of a Gaussian process.
Extending these results beyond the symmetric and Levy case, and understanding the intriguing connection between the conditions for the continuity of local times of Markov processes and those of Gaussian processes is the objective of this paper.
We shall work under the following assumptions: (A1) All points of E are regular for themselves. (A2) All points of E communicate. (A3) The process is recurrent. (A4) There exists a Borel right dual process. The recurrence property will simplify our arguments considerably, but it isn't a very serious assumption. Indeed, by an argument due to Le Jan (see [DM] ( Chapter XII), if X is transient, one can always 'revive' it in such a way that it becomes recurrent, still keeping things that will be used below like duality, or symmetry if the original process was symmetric. Since the continuity and other fine properties of local times are local, and recurrence is a long time behavior property of the process, it has nothing to do with local properties, and therefore using Le Jan's construction we can extend the results to the transient case. With that in mind, and assuming that X is recurrent, let m be the unique invariant distribution for (P t ). (A1) and (A2) imply that m is actually a reference measure. Thus the potential densities u α (x, y) exist. ¿From general theory (see [Fi] ), we know that a dual procesŝ X exists. That is, there exists a Markov processX whose potential is given byÛ α f (x) = E m(dy)f (y)u α (y, x). Since X is recurrent, so isX, and since X has a local time at each x ∈ E, so doesX. In generalX is not a strong Markov process. It is only a moderate Markov process, namely, it satisfies the strong Markov property only at (F t ) predictable stopping times. Our fourth assumption (A4) and the only serious one (beyond those needed to define the problem properly), is thatX is actually a Borel right process as well, or that at least, it satisfies the strong Markov property at the hitting times T x , of all x ∈ E. Note that the Levy processes treated by Barlow satisfy this assumption (withX = −X), and the symmetric processes studied by Marcus and Rosen satisfy it withX = X.
To state our main results we shall need some additional notation. Let 0 be a preassigned state in E and T 0 be its hitting time. By recurrence T 0 < ∞ P x a.s. for every x ∈ E. Let u T 0 (x, y) be the potential densities of the process X T 0 where
where ∆ is a cemetery state. X T 0 is the process killed at its hitting time of the state 0. We shall show that u T 0 (x, y) + u T 0 (y, x) is both symmetric and positive definite. Thus there exists a centered Gaussian process (φ x ) x∈E , such that < φ x φ y >= u T 0 (x, y) + u T 0 (y, x). Using this, we now define the distance d with which we shall work
Our first result gives a sufficient condition for the continuity of the local time process Theorem 1.1 If there exists a probability measure µ on the Borel sets of E defined with the d-distance, so that for any compact K with respect to the distance d
where
is jointly continuous then there exists a version of this local time that is continuous in the original distance on E.
Since the sufficient condition of Theorem 1.1 is actually a necessary and sufficient condition for the continuity of the Gaussian process φ (see [LT] ), Theorem 1.1 contains the following relation
has a jointly continuous version for the distance d.
Our next two theorems deal with a Central Limit Theorem in C(K), the space of continuous functions on a compact set K contained in E. We believe that this theorem provides the missing link for the converse of the above relation.
Let
is a process with stationary independent increments. In particular, τ 0 (s) is a process with stationary independent increments, and L · τ 0 (s) is a process with stationary independent increments taking values in function space. We note further that for any s, L · τ 0 (s) has an infinitely divisible law, and therefore
is an infinitely divisible random variable, taking values in the space of functions. We refer the reader to [AG] and [L] for more on infinitely divisible processes taking values in Banach spaces.
is a continuous function in the d distance, and the majorizing measure condition of Theorem 1.1 holds, then for each
The characterization of continuous Gaussian processes as those for which the covariance distance satisfies the above majorizing measure condition, yields the following theorem as a corollary. Theorem 1.3 There is a continuous version of (x, t) → L x t and the above CLT holds, if, and only if, the above majorizing measure condition is satisfied. Remark 1.4 We have not been able to show that the majorizing measure condition is also necessary for the continuity of the local time process, without the extra tightness condition required in Theorem 1.3. However, in view of all existing results we conjecture that this is really the case. Theorem 1.3 allows one to replace the proof of necessity with a proof that the continuity of x → Y n (x) implies its tightness in C(K).
Our paper is organized as follows. In Section 2 we prove some preliminary results on the metric d(x, y) defined in (6). Those will be our main tool for proving our results. Section 3 is devoted to the proof of Theorem 1.1 and in Section 4 we shall prove Theorem 1.2 and Theorem 1.3 as its corollary. We shall also recall there from [EK] that in the symmetric case the tightness that is needed for the CLT follows easily from the continuity of the associated Gaussian process and the results of [EKMRS] .
Notation and Preliminary Results.
We adopt the basic notation of Blumenthal and Getoor [BG2] . We let X,X be two recurrent Borel right Markov processes in classical duality. As can be easily shown, under (A1)-(A3), the unique invariant measure m for this process is also a reference measure. Let u α (x, y) be the corresponding potential densities,
is the potential density of the process X starting at x and u α (x, y) is the potential density of the processX starting at y. We will assume from now on that the processes have local times at each point (enough to assume that one of them has a local time at each point, the other will have it as a result), and that the local times are normalized so that
and similarly for the dual process,
For every state x ∈ E, let T x = inf{t : X t = x}, we shall use the notation T x for the dual process as well. Denote by u Tx (a, b) the potential densities of the process stopped at T x . The two stopped processes are again in duality with respect to m(dy). By recurrence, u Tx (a, b) is finite and is equal to the increasing limit of u α Tx (a, b) as α → 0. Let ν x be the excursion measure from x and similarly for the dual process denote it byν
x . All excursions from a point end at this point and it has been shown in [K] that ν x (ρω) =ν x (ω) where ρ is the time reversal from the end of the excursion.
Lemma 2.1 Let x, y be two points in E. Then u Tx (y, y) = u Ty (x, x).
and similarly,
Our result will follow if we can show that
.
Since X is recurrent so is the dualX and thus,
With this result at hand we now have the following
Proof: Let (θ t ) be the usual shift operators on the state space so that X s (θ t ω) = X t+s (ω) andθ t defined similarly for the dual process.
By the Markov property that ν 0 satisfies, this is equal to
and hence to
where the last equality follows from Lemma 2.1. Inserting this into (9) yields,
Proof : Symmetry is obvious. Let (a 1 , · · · , a n ) be a vector in R n then
We now define
The above results prove that d(x, y) defines a distance, and further that there is a centered Gaussian process φ x such that
Proof:
But by Lemma 2.1, u T 0 (x, x) = u Tx (0, 0) and u T 0 (y, y) = u Ty (0, 0), and the last term is equal to
where the one before last equality follows from Lemma 2.1 applied to the dual process. We now notice that since d 2 (x, y) is symmetric with respect to x and y, and with respect to the dual objects it follows thatĥ(y, x) = h(x, y) = h(y, x) = h(x, y), and our result follows. 2 Remark 2.5 : It follows from the above result that h(a, b) defines a metric on R (or more generally E). If the potential densities u T 0 (x, y) are jointly continuous, continuity in the topology generated by this metric implies continuity in the Euclidian distance on R (original metric on E).
Sufficiency of the Majorizing Measure Condition
With the results of the previous section, the proof of sufficiency is very close to that of .
).
Proof. By the Markov property we may start our process at b. t → L ) is a martingale. By the optional sampling theorem applied to T ∧ y where
) .
gives us the required upper bound. 2
Then for every
t > x at some time t ≥ 0, then the time when this occurs is bounded by τ b y . Hence
where | | u is the uniform bound with respect to time . It now follows that for every c > 0,
Taking now c > 12yh(a, b) we get
In the language of Ledoux and Talagrand (page 298)
whered 2 (a, b) = 12yh(a, b) and the Young function ψ(x) = exp(x 2 ) − 1.
Proof of Theorem 1.1 By Theorem 11.14 of Ledoux and Talagrand, if there exists a probability measure µ on (E,d) such that for every compact
where B(x, ǫ) is a ball of radius ǫ in the distanced around x, then a → Y a (t) has an almost surely continuous version with respect to the distanced. Let y a be that version and defineȲ * (t) = sup{ỹ a (t) : a ∈ E} and Θ(y) = inf{t : Y * (t) = y}. Note that since a →ỹ a is continuous,(P x a.s. for every x), Y * (t) = sup{ỹ q (t) : q rational}, so thatȲ * (t) is a non decreasing adapted process. Hence Θ(y) is an (F t ) stopping time. By the Blumenthal 0-1 law, {Θ(y) = 0} is a probability 0 or 1 event for every P x . If P x {Θ(y) = 0} = 1 for some x, then there exists a sequence of random variables a n so that
for all n, P x almost surely. But almost surely, for all rational q and all t ≥ 0,ỹ q (t) = y ∧ L q t , and L q t = 0 if T q > t. Hence, almost surely P x , y q (t) = 0 if q was not hit by X up to time t. By the continuity of a →ỹ a it follows that a n must converge to x (P x almost surely). But then again, by continuity and the fact thatỹ
for all t > 0, which contradicts the continuity of t → L x t at t = 0. It follows that Θ(y) > 0 P x almost surely for every x ∈ E. We next prove thatỹ a (t) = L a t simultaneously for all a ∈ E and t < Θ(y), almost surely. Specifically, almost surely, for each a ∈ E, L a t =ỹ a (t) for all t < Θ(y). By Fubini's Theorem and the occupation time density formula [BG1] , for each continuous f with compact support
for all t < Θ(y) almost surely. Letting f range over a countable dense family of C c (the continuous functions with compact support in E) we see that the identity above holds for all bounded measurable functions with compact support. In particular, almost surely for all a ∈ E, ǫ > 0 and t < Θ(y)
where f ǫ,a is an approximating delta function that defines the local time (see Theorem 3.6.3 and the discussion preceding it in Marcus and Rosen's forthcoming book [MR6] , that can be easily adapted to the non symmetric situation). Since x →ỹ x (t) is continuous, the right side converges toỹ a (t) as ǫ → 0, and lim ǫ→0 t 0 f ǫ,a (X s )ds = L a t uniformly in [0, Θ(y)] by Theorem 3.6.3 of [MR6] . Thusỹ a = L a t almost surely for all a ∈ E and t < Θ(y), so
Unlike the Levy case treated by Bertoin, it is a-priori possible that lim y→∞ Θ(y) = S < ∞. Note that S = inf{t > 0 : sup q L q t = ∞}. By what we have just shown P x {S = 0} ≤ P x {Θ(1) = 0} = 0 for all x ∈ E. Let h(x) = P x {S < ∞}. Then since S is a terminal time, h is an excessive function, and since our process is recurrent it is equal to a constant. If it is identically equal to 0 then we are done. Otherwise h(x) = c for all x ∈ E and 0 < c ≤ 1 . If c < 1 then
It follows that h(x) = 1 for all x ∈ E. This implies that ν 0 (S < T 0 ) > 0 (ν 0 the excursion law from 0). By a time reversal we know that the excursion law ofX from 0 have the same law as the time reversal, from T 0 , of the excursion law of X from 0. Since S is a "stairway to heaven" of the local times, when reversing the time at T 0 we shall see a time when the supremum of the local times jumps to infinity. To make this precise, let U = inf{t : S • θ t = 0}. U is a terminal time and S • θ U = 0. By our assumption and time reversal, 0 < ν
But this implies that {x :P x {S = 0}} is not polar for the dual process, and in particular isn't empty. But we have seen thatĥ(a, b) = h(a, b) and repeating what we have done for X we can show that for all x ∈ E,P x {Θ(y) = 0} = 0 which certainly implies thatP x {S = 0} = 0 for all x ∈ E. This leads to the desired contradiction and so P x {S = ∞} = 1 for all x ∈ E and therefore lim y→∞ Θ(y) = ∞ P x almost surely, for all x ∈ E, which proves our result. 2.
The Central limit Theorem for Local Times
Trying to understand the true reason why in all existing results the conditions for the joint continuity of the local time are identical to those for the continuity of Gaussian processes, one is lead to seek the explanation in a suitable CLT. Indeed, let τ 0 t be the inverse of the local time at 0, then (L x τ 0 t ) x∈E , is a process with stationary independent increments with values that are functions on E. By Lemma 2.2 and its proof, E(L
converges in distribution to a centered normal random variable with variance 2u T 0 (x, x). The following lemma will show that the process (
) x∈E converges in finite dimensional distributions to a Gaussian process with covariance u T 0 (x, y) + u T 0 (y, x).
Proof : Denote by G the set of left endpoints of excursions from {t : X t = 0}. Then we have
where the second equality follows from excursion theory (compensating the sum of jumps), and the third by a change of variable s = L 0 t , and the fact that ν 0 (L x ) = 1 for all x ∈ E, which we have shown in the proof of Lemma 2.2. Similarly,
Using excursion theory as above, the first sum of (17) is equal to
where the last equality follows as in the proof of Lemma 2.2. Using excursion theory again the second term of (17), is composed of two sums. The first is equal to
and the second is identical to the above with x and y interchanged. Since
. Since the value of this term is independent of x and y, it remains the same when interchanging x and y. Thus,
Proof of Theorem 1.2 All one needs to prove is tightness in C(K) which, since L 0 τ 0 n − n = 0, amounts to showing that for every η > 0, ε > 0, ∃δ > 0, ∃n 0 ∈ N, so that for all n ≥ n 0 P sup
To prove this, we shall use Proposition 1.1 of Heinkel [H] , which is an extension of the Garcia-Rodemich-Rumsey inequality. Towards this end, let
where ρ(a, b) = √ 8qd(a, b). Then for all y ∈ E,
where the first inequality follows from (15) and the second follow from Lemma 2.2. Hence for all n,
Then E y (C(n, q)) ≤ 3 and therefore C(n, q) < ∞, P y a.s. for all y ∈ E. This allows us to use Proposition 1.1 of Heinkel[H] to conclude that
Using now a change of variable v = u √ 2q the above expression is equal to 20 2q sup
and hence majorized by 20 2q sup
)) 1/2 dv for √ 2q > 1 which will be assumed from now on. The last term is easily shown to be smaller than 20 2q ln(C(n, q))
1/2 dv and recall that by our assumption η(δ) → 0 as δ → 0. With this result at hand, we now take q = n + λ √ n to obtain , b) ) .
Returning now to the proof of tightness
where the supremum in the first term is taken over a, b ∈ K. Starting with (24) and using the above inequality with a = x, b = 0, and recalling that L
where D is the diameter of K with respect to the distance d which, by our assumption, is finite as is η(D). Now on {sup x∈K L
which is equivalent to
This last probability is equal to
For λ big enough, so that the first term on the right of the inequality of (25) is larger than 3 times the second, this is smaller or equal to
where the first inequality follows from the fact that we have shown that E(C(n, q)) ≤ 3 for all q and n, and A, B are some constants. We now choose λ big enough to satisfy all the above inequalities and make this last bound smaller than ε/2. Note that this λ is chosen independently of n. With this λ we return to (23).
Choose now δ * small enough so that √ 2η(δ) < η 40 √ 2(1+λ) 1/2 for all δ ≤ δ * . For δ ≤ δ * , the above probability is smaller or equal to P (ln(C(n, n + λ √ n))) 1/2 δ > η
which is equal to P (ln(C(n, n + λ √ n))) > η 2 3200(1 + λ √ n )δ 2 ≤ P (ln(C(n, n + λ √ n))) > η 2 3200(1 + λ)δ 2 ≤ 3 exp − η 2 3200(1 + λ)δ 2 .
Note that this bound is independent of n and one can choose δ small enough to satisfy all the above inequalities and make it smaller than ε/2 which proves the desired tightness. 2
Remark 4.2 Both K and C(K) are defined with respect to the metric d. If the potential densities are jointly continuous, this will imply a corresponding CLT with respect to the original metric.
Remark 4.3
The following was done in [EK] when the process X is symmetric; we bring it here again for the sake of completeness. It has been shown in [EKMRS] that
Subtracting n from both sides and deviding them by √ n
and our tightness in C(K) follows directly from the tightness of the Gaussian law. See also [AMZ] for tightness in the symmetric case using the DIT directly.
Proof of Theorem 1.3 Theorems 1.1 and 1.2 show that the existence of majorizing measure is sufficient for both the continuity and the tightness in C(K) of the local time process (both with respect to the metric d). The necessity follows from the characterization of Gaussian processes that are continuous in the metric d, as those for which a majorizing measure exist. When the Euclidean distance is continuous with respect to the distance d the existence of a majorizing measure is also a necessary condition for the continuity and tightness in C(K) in the Euclidean metric.
