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In one of his works, M.G. Krein discovered an analogy between polynomials
orthogonal on the unit circle and generalized eigenfunctions of certain differential
systems. We used some ideas of this paper to obtain new results in spectral analysis
of Sturm–Liouville operators. © 2001 Academic Press
1. INTRODUCTION
In the last 20 years, the interest in the spectral theory of one-dimensional
Schro¨dinger operators with slowly decaying potentials increased signiﬁ-
cantly. One of the tools in the analysis of these operators is subordinate
solutions theory, which relates the nature of the spectrum to the behavior
of generalized eigenfunctions at the inﬁnity [1]. The scattering theory has
proved to be very useful to study the absolutely continuous component of
the spectrum. We can mention here the classical works of Kato [2] and
Kuroda [3] on the wave operators and the recent paper of Deift, Killip
[4], where some identities for the reﬂection coefﬁcient were used to study
the one-dimensional Shro¨dinger operator with square summable potential.
In the current paper, we suggest another approach, which is based on the
ideas developed by M. G. Krein about 50 years ago.
In this section, we recall some results obtained by M. G. Krein in his
famous article [5]. In this paper, the author has studied the system of
the ﬁrst-order differential equations, which is the continuous analog of
difference equations, that determine the polynomials orthogonal on the
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unit circle.1 It turns out that the solutions of this differential system have
many properties of the orthogonal polynomials. It is well known that there
are many ways to construct the system of orthogonal polynomials on the
unit circle: z ∈ C z = 1. One of them is to begin with the moments of
the measure and write polynomials as the certain determinants, that involve
these moments and powers of z. This way was chosen by M. G. Krein.
Let us assume that Ht = H−t—function summable on each segment
−r r. This function will play the role of moments of measure on the unit
circle.
Proposition 1.1. If for any continuous ϕt the following inequality holds∫ r
0
ϕs2ds +
∫ r
0
∫ r
0
Ht − sϕtϕsdtds ≥ 0 (1)
for each r > 0, then, and in this case only, there exists the non-decreasing
function σλ λ ∈ Rσ0 = 0 σλ− 0 = σλ such that∫ ∞
−∞
dσλ
1+ λ2 <∞ (2)∫ t
0
t − sHsds =
∫ ∞
−∞
(
1+ iλt
1+ λ2 − e
iλt
)
dσλ
λ2
+
(
iγ − signt
2
)
t (3)
where γ is real constant.
If we assume also that the equality in (1) is possible for ϕ = 0 only,
then the Hermite kernel Ht − s, 0 ≤ t s ≤ r has Hermite resolvent
rs t = rt s, that satisﬁes the relation
rt s +
∫ r
0
Ht − uru sdu = Ht − s 0 ≤ s t ≤ r
The continuous analogs of polynomials orthogonal on the unit circle are
deﬁned by the formula
Pr λ = eiλr1−
∫ r
0
rs 0e−iλsds r ≥ 0 (4)
Using the well known properties of resolvents, we obtain the following
system, which is called the Krein system now,
dPrλ
dr
= iλPr λ −ArP∗r λ
dP∗rλ
dr
= −ArPr λ
(5)
1Generalization of some results from [5] to the canonical systems, together with complete
proof, was given by Sakhnovich [6].
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where Ar = r0 r, and P∗ is deﬁned by
P∗r λ = 1−
∫ r
0
r0 seiλsds r ≥ 0 (6)
Proposition 1.2. For each ﬁnite f x ∈ L2R+, we have the equality
f22 =
∫ ∞
−∞
FPλ2dσλ where FPλ =
∫ ∞
0
f rPr λdr
Consequently, we have the isometric mapping UP from L2R+ into
L2σR.
Theorem 1.1. The mapping UP is unitary if and only if the following
integral diverges (equals to −∞)∫ ∞
−∞
lnσ ′λ
1+ λ2 dλ (7)
It should be mentioned here that from (2), we have the inequality∫ ∞
−∞
lnσ ′λ
1+ λ2 dλ ≤
∫ ∞
−∞
σ ′λ
1+ λ2 dλ ≤
∫ ∞
−∞
dσλ
1+ λ2 < +∞ (8)
which means that integral (7) can never diverge to +∞.
Theorem 1.2. The following statements are equivalent
(1) The integral (7) is ﬁnite.
(2) At least at some λ, λ > 0, the integral∫ ∞
0
Pr λ2dr (9)
converges.
(3) At least at some λ λ > 0, the function P∗r λ is bounded.
(4) On any compact set in the open upper half-plane, integral (9)
converges uniformly. That is equivalent to the existence of uniform limit
λ = limr→∞ P∗r λ.
Remark 1. It is easy to verify that if Ar ∈ L1R+ or Ar ∈ L2R+,
then condition (3) of Theorem 1.2 is satisﬁed. What is more, in the ﬁrst
case measure σ is continuously differentiable with certain estimates on its
derivative.
Consider Er λ = e−iλrP2r λ = r λ + ir λ. Let E−r λ =
Er λ = r λ − ir λ. From (5), we infer that{
d
dr
= −λ− ar+ br 0 λ = 1
d
dr
= λ+ br+ ar 0 λ = 0,
(10)
where ar = 2A2r br = 2A2r.
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Proposition 1.3. The mapping UE f r → FEλ =
∫∞
−∞ f rEr λdr,
deﬁned on the ﬁnite functions f r ∈ L2R, generates the unitary operator
from L2R onto L2σR.
The trivial case a = b = 0 yields Er λ = eiλr , r λ = sinrλ,
r λ = cosrλ.
In case Ht is real, the function σλ is odd. Consequently, br = 0.
Assuming that Ar is absolutely continuous, we have that  and  are
solutions of the equations{
′′ − q+ λ2= 0 0 = 0′0 = λ
′′ − q1+ λ2= 0 0 = 1′0 + a00 = 0
(11)
where q1x = a2x − a′x, and qx = a2x + a′x.
M.G. Krein started from the function Hx to introduce the continuous
analogs of orthogonal polynomials on the unit circle. Another way is to
modify the system of difference equations for the orthogonal polynomials.2
The polynomials on the unit circle orthogonal with respect to some measure
σ◦θ are deﬁned by the formula ϕnz = αnzn + · · · + βn αn > 0 [8],
where
1
2π
∫ 2π
0
ϕneiθϕmeiθdσ◦θ =
{
0 n = m
1 n = m
(12)
Then the polynomials nz = ϕnz/αn satisfy the system
n+1z = znz − an∗nz∗n+1z = ∗nz − anznz (13)
where n = 0 1    , and 0z = ∗0z = 1. Coefﬁcients an are called
Geronimus (or reﬂection ) parameters now.
It turns out [7] that system (5) is the continuous analog of (13), and
the function Ax plays the role of Geronimus coefﬁcients. The spectral
theory of systems (5) was developed in many works. The direct approach
was suggested by Rybalko [9]. On the other hand, one can study this system
in the framework of the theory of Dirac-type systems (10) [10] or the theory
of canonical systems [6].
2. APPLICATION TO THE STURM–LIOUVILLE OPERATORS
Consider the Sturm–Liouville operator on the half-line with Dirichlet
boundary condition at zero
lu = −u′′ + qu u0 = 0 (14)
2See, for example, the book of Atkinson [7, pp. 199–201].
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Let us assume that real-valued qx admits the following representation
qx = a2x + a′x, where ax is an absolutely continuous function on
the half-line. That means ax is the solution of the Riccati equation.
Consider also the corresponding Dirac-type system (see [7, 10, 11])
′x λ = −λx λ − axx λ
′x λ = λx λ + axx λ (15)
where 0 λ = 10 λ = 0.
From the results, stated in the Introduction, it follows that the spectral
measure ρλ of problem (14) is related to the spectral measure σˆλ of
system (15)3 by the formula
ρt = 2
∫ √t
0
α2dσˆα (16)
Indeed, Er λ = r λ = λψr λ2, where the ψr λ are normalized
generalized eigenfunctions of problem (14): lψ = λψ, ψ0 λ = 0,
ψ′0 λ = 1. Consequently, from the Proposition 1.3, we know that
mapping
∫∞
0 f xψx λdx is unitary from L2R+ onto L2ρR+, where
ρt is given by (16). Then ρt is the spectral measure of problem (14).
We say that the essential support of absolutely continuous measure ρac is
interval a b, if for any set . ∈ a b, . > 0, we have ρac. > 0. Here
. means the Lebesgue measure of set ..
In paper [4], the following result was proved.
Theorem 2.1 [4]. If the potential qx is square summable on the positive
half-line, then the essential support of the absolutely continuous component of
the spectral measure of the operator Hh, generated by differential expression
lu = −u′′ + qu and boundary condition u0 = hu′0 h ∈ R ∪∞, is a
whole positive half-line.
From (16) and results, stated in the Introduction, we can infer one very
simple corollary, which, in the meantime, might be interesting in view of
Theorem 2.1.
Corollary. If qx is such that
sup
x∈R+
∫ x+1
x
q2sds <∞ (17)
3See the deﬁnition of spectral measure for these differential systems in [7]. Here the
function σˆλ is related to σλ from the Introduction by σˆλ = 2σλ.
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the improper integral W x = ∫∞x qsds exists and satisﬁes the condition
W x ∈ L2R+, then the essential support of the absolutely continuous com-
ponent of the spectral measure of the operator Hh, generated by the differ-
ential expression lu = −u′′ + qu and boundary condition u0 = hu′0,
h ∈ R ∪∞, is a whole positive half-line.
Proof. Let us consider (15) with ax = −W x. From Remark 1 of
the Introduction, it follows that the spectral measure of system (15) with
chosen ax has the needed property. Indeed, for integral (7) to exist,
the derivative of absolutely continuous component of the measure should
be almost everywhere positive. Consequently, from (16), we infer that
the Sturm–Liouville operator with potential q∗x = a′ + a2 and Dirichlet
boundary condition also has the absolutely continuous component, which
ﬁlls the whole positive half-line in the sense made precise before.
Indeed, it follows from the fact that if . > 0 . ∈ R+, and σˆ ′ is almost
everywhere positive on the positive half-line, then the integral
∫
. α
2σˆ ′dα is
positive as well.
Initial potential qx differs from q∗x by the L1R+ term only.
Consequently, Kuroda’s theorem [12] guarantees that operator Hh has the
needed property for h = 0. It means that the same is true for any h, since
the essential support of the absolutely continuous component does not
depend on h. That follows, for example, from the subordinate solutions
theory [1].
Remark 1. The class of potentials, that satisfy the conditions of the
Corollary, contains the rapidly oscillating ones, those that are not neces-
sarily square summable. The function sinx2 can be the typical example.
There are many papers (for example, see [13, 14]), where the opera-
tors with oscillating potentials were studied. But in most of these works,
the constraints on the potentials are more severe and, consequently, the
obtained results are stronger.
Remark 2. The well-known von Neumann–Wigner example [15] shows
that the conditions of Theorem 2.1 or Corollary do not guarantee the
absence of the singular spectral component.4 It should be noted that some
other examples of random decaying potentials [16, Theorem 9.2] prove
that the L2R+ space from Theorem 2.1 and the Corollary is optimal and
cannot be replaced by LpR+ for p > 2.
In order to apply the subordinate solutions theory, some authors proved
very subtle results on the asymptotics of generalized eigenfunctions (see
[17, 18]) of Sturm–Liouville operators. The main classes of potentials,
4We will discuss this example later.
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treated in the cited works, were qx < C/1 + xα α > 1/2, and
qx ∈ LpR+ p < 2, where, obviously, the second class contains the
ﬁrst one. In both cases the authors proved that for almost each spectral
parameter E = λ2 with respect to the Lebesgue measure, the asymptotics
of all generalized eigenfunctions of equation −u′′ + qu = λ2u is
ux λ = C sin
(
λx− 1
2λ
∫ x
0
qsds + ϕ
)
+ o¯1 (18)
where C and ϕ are some constants, that depend on λ u0 λ and u′0 λ
only. In the next theorems of this section, we will use Krein’s results,
together with methods developed in works [17, 18], to establish the
asymptotics for generalized eigenfunctions and to analyze the spectrum of
some Sturm–Liouville operators with conditionally integrable potentials.
Because
∫ x
0 qsds will tend to some constant, we expect the asymptotic
formula (18) to be more simple in this case.
Theorem 2.2. If qx is such that
sup
x∈R+
∫ x+1
x
min0 qsds > −∞ (19)
the improper integral W x = ∫∞x qsds exists and satisﬁes the conditionW x ≤ γ
x+1 0 < x 0 < γ < 1/4, then operator H, generated by (14),
is non-negative and ∣∣∣ ∫ ∞
0
ln ρ′λ√
λ1+ λdλ
∣∣∣ <∞ (20)
In addition, for almost each positive spectral parameter with respect to
the Lebesgue measure, the generalized eigenfunctions of differential expression
lu = −u′′ + qu have the following asymptotics
ux λ α = Cλ α sinxλ+ ϕλ α + o1 (21)
where u0 λ α = cosα, u′0 λ α = sinα, lu = λ2u.
The spectrum of operator H, generated by (14), is purely absolutely
continuous on the positive half-line.
Proof. We will prove the theorem in two steps.
(1) Reducing to the system of ﬁrst-order differential equations. Let
us consider the Riccati equation qx = a2x + a′x. We will ﬁnd its
solution, which is absolutely continuous, tends to zero at the inﬁnity and
belongs to the class L2R+. Integrating the Riccati equation, we get the
following nonlinear integral equation
∫∞
x a
2sds − ax = W x. Consider
operator B: Bf x = ∫∞x f 2sds −W x, that acts in the complete metric
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space 4 of continuous functions, which admit the estimate gx ≤ æ
x+1
æ = 1−√1− 4γ/2.
Deﬁne metric by the formula ρg1 g2 = supx≥0x+ 1g1x − g2x.
To use the contracting-operator principle, one should verify that the
following conditions hold
(a) B is acting from 4 to 4,
(b) B is a contracting operator.
It is not difﬁcult to show that both conditions are satisﬁed. Indeed,
Bf  ≤ γ
x+ 1 +
∫ ∞
x
æ2
s + 12 ds =
æ2 + γ
x+ 1 =
æ
x+ 1 
Bg1 − Bg2 ≤
∫ ∞
x
g1 − g2g1 + g2ds
≤ ρg1 g2
∫ ∞
x
2æ
s + 12 ds =
2æ
x+ 1ρg1 g2
which means ρBg1 Bg2 ≤ 2æρg1 g2. This implies the contracting
property because 2æ < 1. Thus, there is the single ﬁxed point ax ∈ 4
so that Ba = a. This function satisﬁes the Riccati equation as well. Now,
the non-negativeness of the operator H follows from the fact that gener-
alized eigenfunctions corresponding to the non-negative values of spectral
parameter are complete in L2R+ (see Proposition 1.3). Then it sufﬁces
to use (16) and the fact that the integral (7) is ﬁnite to obtain (20).
(2) Asymptotics and absence of the singular component. Consider
the system (15). From the Introduction, we know that function
Px λ = expiλx
2
(x/2 λ + ix/2 λ) (22)
satisﬁes the system { dP
dx
= iλP −AP∗
dP∗
dx
=−AP
Here P0 λ = P∗0 λ = 1, and Ax = 12ax2 . Let us introduce the
following function Qx = e−iλxPx. We will have{ dQ
dx
=−Ae−iλxP∗ Q0 λ = 1
dP∗
dx
=−AeiλxQ P∗0 λ = 1
It is easy to see that Q = P∗. Consequently, Qx = 1 −
∫ x
0 Ase−iλs×
Qsds Qx ≤ 1 + ∫ x0 AsQsds. Gronwall’s lemma yields the
estimate Qx ≤ exp∫ x0 Asds ≤ x+22 æ. From (11), it follows
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that ux λ = xλ
λ
λ = 0 satisﬁes the conditions −u′′ + qu = λ2u,
u0 λ = 0, u′0 λ = 1. From (22), we have ux λ ≤ x+1æ
λ
æ < 1/2.
The similar estimate can be proved for the linear independent solu-
tion vx λ such that v0 λ = 1 v′0 λ = 0. Indeed, it sufﬁces
to consider the second equation of (11), let q1 = q, solve equation
q = b2 − b′, and use the same arguments to obtain the inequality
wx λ ≤ x + 1æ for the linear independent solution wx λ, which
satisﬁes the conditions w0 = 1, w′0 + b0w0 = 0. Since vx λ is
a linear combination of ux λ and wx λ, we have the needed esti-
mate vx λ ≤ Cλx + 1æ. In the same way, derivatives u′ v′ can be
estimated. It follows from the inequality Q′ = AQ ≤ æ/2æ2+ x1−æ
(22). Consequently, because the Wronskian W u v is constant and esti-
mate
∫ x+1
x u
′2s λds ≤ Cλ ∫ x+1x u2s λds (see [19]5) holds, we have the
inequalities
C2λx1−2æ ≤
∫ x
0
u2s λds ≤ C1λx2æ+1
C2λx1−2æ ≤
∫ x
0
v2s λds ≤ C1λx2æ+1
where the constants C1 C2 are positive. Therefore, we can ﬁnd ζ > 0 such
that ∫ x0 u21s λds∫ x0 u22s λds−ζ →∞ for any two linearly independent
solutions u1 u2 of Eq. (14).
The reﬁned subordinacy theory [20, 21] yields that there is η > 0 so that
Dηρλ2 = limε→0 ρλ2 − ε λ2 + ε/2εη = 0. Consequently, ρ gives
zero weight to every set Y ⊂ R+ with dimY = 0. On the other hand, we
will prove that u1 u2 might be unbounded at the inﬁnity only on the set of λ
with the zero Hausdorff dimension. Consider Qx λ  Q′ = −Ae−iλxQx,
Q0 = 1.
So
Qx= 1−
∫ x
0
Ase−iλsQsds
= 1+
∫ x
0
( ∫ ∞
s
Aτe−iλτdτ
)′
Qsds
= 1+
( ∫ ∞
s
Aτe−iλτdτ
)
Qs
∣∣∣∣s=x
s=0
−
∫ x
0
( ∫ ∞
s
Aτe−iλτdτ
)
Q′sds
(23)
5It is the only place in the whole proof where we use the condition (19).
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where λ is such that integral
∫∞
0 Aτe−iλτdτ converges. The last term in (23)
can be rewritten as
∫ x
0 
∫∞
s Aτe−iλτdτAseiλsQsds. Finally, we get
Qx = Jx −
∫ x
0
( ∫ ∞
s
Aτe−iλτdτ
)
AseiλsQsds (24)
where Jx = Cλ + o¯1Qx. From the argument used in [17, Theorems
1.3, 1.4], it follows that the set @ of λ, for which ∫∞s AτeiλτdτAse−iλs /∈
L1R+, has zero Hausdorff dimension. One can easily verify that this fact
leads to the boundedness of Qx at the inﬁnity for λ /∈ @. From formula
(22), it follows that generalized eigenfunctions ux λ, which correspond
to the Dirichlet boundary condition at zero, are bounded at the inﬁnity
for λ /∈ @. In the same way, we can prove that the linear independent
solution vx λ is bounded at the inﬁnity if λ /∈ ϒ dimϒ = 0. Con-
sequently, results, obtained by Stolz [22], guarantee that the support of
singular measure has the zero Hausdorff dimension. Meanwhile, as we
have shown above, the spectral measure gives the zero weight to any
set of zero Hausdorff dimension. Thus, the singular spectrum is absent.
From (24), we can infer that Qx is not only bounded at the inﬁnity,
but also has ﬁnite limit if λ /∈ @. Consequently, the asymptotics (21) for
generalized eigenfunctions ux λ might not be true on the set of zero
Hausdorff dimension only. The same holds for generalized eigenfunctions
associated with any boundary condition at zero, and it is true even without
the constraint (19).
In [23] the following simple statement is proved.
If qx is a continuous function, which admits the representation q = ∂W
∂x
,
W ∈ L11∞, then equation −ϕ′′ + qϕ = k2ϕ does not have nontrivial
square integrable solutions for k = 0. What is more, if W x ≤ Cx−1−ε,
then for any k = 0, there exists the solution ϕx k, which has the following
asymptotics ϕx k − e−ixk ≤ Ckx−ε x ≥ 1, where Ck < Ck0 for
k ≥ k0 > 0
Using the method from [17], we considered more general potentials in
the power scale.
Remark 1. Using the Hardy inequality, we could have proved the
absence of positive eigenvalues without the condition (19). Indeed,
suppose we have the nonzero eigenvalue for the system (5). Then
Qx = ∫∞x Ase−iλsQsds, which follows from Q′ = −Ae−iλxQ and
Qxn → 0 for some sequence xn → +∞. The latter is true because we
suppose that Px, and consequently Qx, is square summable. Then
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the Hardy inequality gives the contradiction. The absence of nonzero
eigenvalues for the system (5) implies the absence of positive eigenvalues
for (14), because of the formula (16).
Remark 2. Conditions of Theorem 2.2 are often fulﬁlled for potentials
that oscillate at the inﬁnity (see [13, 14] and the bibliography there). To
study operators with these potentials many authors used a modiﬁed Pru¨fer
transform, I +Q asymptotic integration, and some other methods.
Remark 3. If we consider potentials, which satisfy the estimate qεx ≤
ε
x+1 , then the point spectrum may occur on 0 4ε2/π2 (see [15, 17]) for any
ε > 0. The situation for potentials considered in Theorem 2.2 is different.
Indeed, the von Neumann–Wigner example qvNW = 8 sin 2xx +O1/x2 shows
that the condition ∣∣∣ ∫ ∞
x
qγsds
∣∣∣ ≤ γ
x+ 1 (25)
does not guarantee the absence of the positive eigenvalues for γ large
enough. Meanwhile, for small γ 0 < γ < 1/4, the singular spectrum
disappears on the whole positive half-line.6
Theorem 2.3. If qx is real-valued function such that the improper
integral W x = ∫∞x qsds exists and satisﬁes the condition W x ∈
LpR+ ∩ L2R+ 1 < p < 2, then for almost each positive spectral
parameter, the generalized eigenfunctions have asymptotics (21).
Proof. Let us consider the system (15) with ax = −W x. Introducing
Px λ by (22) and letting Qx λ = e−iλxPx, we have the following
equation for Qx λ
Q′ = −Ae−iλxQ (26)
where Q0 λ = 1Ax = 12ax2 . Thus, we can see that Qx λ = 1 −∫ x
0 AsPs λds = 1 −
∫ x
0 AsPs λds. Since the Px λ play the role
of orthogonal polynomials, we can expect that some analog of Menchoff’s
theorem on convergence almost everywhere [24] holds.
But, instead of deriving the generalization of Menchoff’s theorem for
Px λ, we refer to the very recent results of Christ and Kiselev [18].
Indeed, for the solution of Eq. (26), we have the following formal series
Qx λ = Q∞λ
(
1+
∫ ∞
x
As1e−iλs1ds1 + · · · +
∫ ∞
x
As1e−iλs1
×
∫ ∞
s1
As2eiλs2   
∫ ∞
sj−1
Asje−1
jλsj dsj    ds1 + · · ·
)

6It is interesting to ﬁnd out whether the constant 1/4 from Theorem 2.2 is optimal or not.
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The convergence of this kind of series for almost each λ with respect to the
Lebesgue measure was established in [18] for As ∈ LpR+, 1 ≤ p < 2.
By the methods of this paper, we can show that Qx λ satisﬁes Eq. (26)
for almost each λ. Also, for almost each λ, Qx λ tends to Q∞λ at the
inﬁnity. Consider now the Sturm-Liouville operator on the half-line with
potential q∗x = a′ + a2 and Dirichlet boundary condition at zero. From
(15) and (22), we can infer that the generalized eigenfunctions satisfy the
needed asymptotics for almost each positive spectral parameter.
It is obvious that q∗x can be represented in the following form q∗x =
−T ′ + T 2, where T = W . Using the same argument for the Dirac-type
system (15) with potential T x, we see that generalized eigenfunctions,
which satisfy the conditions 0 = 1, ′0 λ + T 00 λ = 0, have
asymptotics (21) as well. But q∗x = W 2 − W ′ = W 2 + q, so it differs
from the initial potential q by the W 2 ∈ L1R+ term only. It is easy to
show that this fact guarantees the needed asymptotics for the generalized
eigenfunctions of the initial operator with any boundary condition at
zero.
Now we will show that conditions of Theorem 2.3 are satisﬁed under
some assumption, imposed on the cos -transform of potential. We will
suppose that qx is such that
(A) its cos -transform q̂ω = limN→∞
∫ N
0 qx cosωxdx exists in
the L1locR+ sense.
(B) 2
π
limN→∞
∫ N
0 q̂ω cosωxdω = qx in L1locR+.
Theorem 2.4. If qx is such that (A) and (B) are satisﬁed, and
q̂ω = q̂0 + ϕ̂ω, where ̂ϕω/ω ∈ Lε2R for some positive ε, then
the asymptotics from Theorem 2.3 are true.
Proof. Let us consider the even inﬁnitely smooth function χ̂ω such
that
χ̂ω =
{
1 ω ≤ 1/2
0 ω ≥ 1
Then q̂ω = q̂0χ̂ω + ψ̂ω, where ψ̂ω = q̂01− χ̂ω + ϕ̂ω
It is obvious that ̂ψω/ω ∈ Lε 2R. It sufﬁces to prove that the Sturm–
Liouville operator with potential ψx = 2
π
∫∞
0 ψ̂ω cosωxdω has the
generalized eigenfunctions with the needed asymptotics. Indeed, the initial
potential qx = ψx + χxq̂0, where χx = 2
π
∫∞
0 χ̂ω cosωxdω
= 1
π
∫∞
−∞ χ̂ω cosωxdω ∈ L1R+. Therefore, we again can use the
argument that the L1R+ perturbation does not change asymptotics (21)
of the generalized eigenfunctions.
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Consider L̂ω = ̂ψω/ω,
W x= lim
Nj→∞
∫ Nj
x
ψsds= 2
π
lim
Nj→∞
∫ Nj
x
{
lim
T→∞
∫ T
0
ψ̂ωcosωsdω
}
ds
= 2
π
lim
Nj→∞
lim
T→∞
∫ T
0
ψ̂ω
{∫ Nj
x
cosωsds
}
dω
= 1
π
lim
Nj→∞
lim
T→∞
∫ T
−T
L̂ω(sinNjω−sinxω)dω
= i
√
2
π
Lx
where Lx is from LpR+∩L2R+ (for some p<2) as the inverse
Fourier transform of the Lε2R function. Then the arguments from
Theorem 2.3 are applicable.
We see that, roughly speaking, these conditions are satisﬁed if q̂ω is
relatively smooth near the zero and admits some bounds at the inﬁnity.
Remark 1. The condition on ϕ̂ω in Theorem 2.3 is satisﬁed locally
near zero if q̂ω is from C1+ε0δ for some positive δ and ε.
Remark 2. In paper [25], a similar problem was considered: How does
the absence of singular spectrum on a certain interval depend on the local
smoothness of the Fourier transform of the potential?
Remark 3. From the Corollary and method, used in the proof of
Theorem 2.3, it follows that if qx is such that (A) and (B) are satisﬁed,
q̂ω= q̂0+ϕ̂ω, where  ̂ϕω≤Cω1/2+ε in the vicinity of zero for
some positive ε, and ̂ϕω/ω+1∈L2R, then the essential sup-
port of the absolutely continuous component of the spectral measure of
the Sturm–Liouville operator with potential qx is R+ for any boundary
condition at zero.
We conclude the paper with two open problems, the ﬁrst of which seems
much more difﬁcult then the second one.
Open Problems. (1) Prove that Theorem 2.3 holds for W ∈L2R+.
(2) Improve the result of Remark 3 after Theorem 2.4. Show that
if q̂ω+1 ∈L2R, then the essential support of the absolutely continuous
component of the spectral measure is the positive half-line. This conjecture
seems reasonable, at least under some additional constraints, since we can
represent q̂= q̂1+ q̂2, where q̂1 is localized near the zero and is from L2
so that the methods of paper [25] work. The other function q̂2 is such that
methods of Theorem 2.4 can be applied.
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