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In this thesis, a subspace-based blind (non-data-aided) joint carrier frequency
offset (CFO) and channel impulse response (CIR) estimator is proposed for uplink
carrier frequency synchronization and channel estimation in direct-sequence code
division multiple access (DS-CDMA), cyclic-prefix CDMA (CP-CDMA) and multi-
carrier CDMA (MC-CDMA) systems. The proposed estimator is formulated by
exploiting the orthogonality between the signal and noise subspaces.
The noise subspace used by the estimator is estimated from the received sig-
nal. Using the knowledge of the user’s spreading code, the signal subspace for the
desired user is obtained as a function of CFO and CIR parameters. Through ma-
trix manipulations, the orthogonality between the signal and the noise subspaces
can be expressed as a set of L linear equations equated to zero, where L denotes
the length of CIR. In other words, if the CFO variable is equal to the user’s true
CFO value, then the desired user’s CIR lies in the null space of a (L× L) positive
semi-definite matrix. This (L×L) matrix is a function of CFO, noise subspace and
desired user’s spreading code. The determinant of the above (L×L) matrix is zero
only when the CFO variable is equal to the desired user’s true CFO value. Due
to the presence of noise and use of finite precision, the determinant is not exactly
zero at the desired user’s true CFO value. By performing a one dimensional grid
viii
SUMMARY
search for the CFO variable, the search point which minimizes the determinant of
the above defined matrix is taken as the user’s estimated CFO value. The CIR is
estimated as the eigenvector associated with the minimum eigenvalue of the (L×L)
matrix corresponding to the estimated CFO value.
Using asymptotic approximation for the user’s angular CFO variable, a crite-
rion for the selection of users’ spreading codes is outlined to ensure that the CFO
and CIR parameters are uniquely identifiable. The mean squared error (MSE)
performance of the estimator is compared with Cramer-Rao lower bound (CRLB).
The cost function used for CFO estimation is analyzed and is shown to be locally
convex around the user’s true CFO value. This knowledge is used to formulate a
low-cost two-stage CFO estimator, where in the first stage a coarse grid search is
performed to obtain an approximate CFO estimate. In the second stage, a finer
CFO estimate is obtained by using Newton’s algorithm initialized with the CFO
estimate from the first stage. The convergence of Newton’s algorithm is shown
through computer simulations. The reduced computational complexity renders the
two-stage estimator to be a practical solution for CFO estimation in uplink CDMA
systems. The ‘linearized’ CFO estimator is shown to be unbiased and a theoretical
MSE performance corresponding to CFO estimation is also derived. It is observed
that the theoretical MSE overlaps with the CRLB. This implies that the proposed
estimator can asymptotically achieve the CRLB.
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The radio communication link between mobile transceivers established by
Marconi in 1897 [1] demonstrated that communications need not be limited to
transceivers tethered by wires. In 1946, the first mobile telephone system was
introduced to the public [2]. Since then, advances in wireless communication tech-
nology together with the realization of compact energy efficient digital and radio
frequency circuits have made wireless transceivers available to about 50% of the
world’s population. The reduced implementation cost for wireless transceivers has
resulted in ever growing numbers of users and their need for higher data rates and
value added services lead to scarcity of available spectrum.
In order to reuse the available limited spectrum and cater for the geograph-
ically scattered users, the concept of cellular communication was introduced [1].
In cellular communication systems, the geographical area is divided into cells with
small area. Every cell has a base station serving the users located within that
particular cell. The base stations are connected to a mobile switching center. Fur-
1
CHAPTER 1. Introduction
ther details on cellular communications can be found in [1] [3]. The transmissions
in a cellular system can be classified as either uplink (reverse link) transmission
or downlink (forward link) transmission [4]. In the uplink or reverse link trans-
mission, the mobile terminal transmits its information to the base station. In the
downlink or forward link, the base station transmits the data to the mobile ter-
minals. A pictorial representation of a cellular system describing the uplink and
downlink scenario is shown in Fig. 1.1. The following section outlines the multiple
Fig. 1.1: Cellular System
access schemes developed to cater for the needs of the users’ by efficiently using
the available limited resources.
2
CHAPTER 1. Introduction
1.1 Multiple Access Schemes
Multiple access schemes enable sharing of the available finite spectrum re-
sources among several mobile user terminals. It improves system capacity1 and
efficient spectrum utilization [1]. The major multiple access schemes available are
[2] [5]:
1. FDMA – Frequency division multiple access
2. TDMA – Time division multiple access
3. CDMA – Code division multiple access
4. SDMA – Spatial division multiple access
or combination thereof.
The spectrum is shared among the users by assigning to each user an indepen-
dent frequency band, time slot, spreading code or spatial signature.
FDMA
In a system with T users and available spectrum BHz, the spectrum is divided
into narrow bands of bandwidth B/THz2. Every user is assigned to a specific
frequency band. The concept of FDMA is pictorially illustrated in Fig. 1.2.
TDMA
The available spectrum is accessed by all users but each user can access the
available spectrum only at specific time intervals. Fig. 1.3 illustrates TDMA
1The data rate with a certain quality of service (QoS) and the number of users supported by
the system gives a measure for system capacity.




Fig. 1.2: FDMA Fig. 1.3: TDMA
CDMA
The entire available spectrum is accessed by all users simultaneously at any
point of time. The separation of users is done by spreading (encrypting) the user’s
data using a user specific spreading code. The pictorial illustration of CDMA
concept is shown in Fig. 1.4.
SDMA
In SDMA, the spatial separation of users is exploited. Through the use of
“smart” directional antennas the interference between the users is minimized. The
separation of users using directional antennas is shown in Fig. 1.5.
A comparison of TDMA, FDMA and CDMA multiple access schemes is pro-
vided in [6]. TDMA and FDMA are limited by the available bandwidth, i.e., the
number of users supported for a given bandwidth is fixed in TDMA and FDMA
schemes. CDMA, on the other hand, is limited by multiple access interference
4
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Fig. 1.4: CDMA Fig. 1.5: SDMA
(MAI). As the number of users increases, the performance of the CDMA system
degrades. Therefore, there is a trade-off between the number of users and the QoS
that can be provided by the CDMA system. It is to be noted that, the capacity
of CDMA systems can be improved [7] by substantially mitigating the effects of
MAI [8]-[11] using the knowledge of the users’ spreading codes and their associated
multipath fading channel. The improved capacity, simultaneous spectrum sharing
capability and inherent resistance to jamming, interception and multipath propa-
gation effects [12] have led CDMA to be used in third generation (3G) standards
[13] [14] and being proposed for fourth generation (4G) systems. Due to the above
mentioned advantages, this thesis focuses on CDMA systems.
1.2 CDMA Systems
The basis of CDMA is spread-spectrum (SS) technology. SS is the joint out-
come of developments in high-resolution radars, direction finding, guidance, inter-
5
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ference rejection, jamming avoidance, information theory and secured communi-
cations [12] [15]. This technology was originally developed and used for military
applications. In SS systems, a pseudo-random code is used to ‘spread’ the informa-
tion signal to the allocated frequency bandwidth [16]. The spread signal can only
be interpreted by that receiver which has the code used for spreading.
SS systems were first proposed for civilian mobile communications by Qual-
comm Inc. in 1989 [12]. Each user’s transmitter is allocated with a specific pseudo-
random spreading code and the corresponding receiver has the same spreading code.
Thus, the SS system was transformed into a multiuser wireless communication sys-
tem. As the users were separated by means of user specific spreading codes, this
multiple access technique was termed as CDMA. Based on the type of spreading
technique used, CDMA systems can be classified as follows [16] [17]:
1. DS-CDMA – Direct-sequence CDMA
2. FH-CDMA – Frequency hopping CDMA
3. TH-CDMA – Time hopping CDMA
4. Hybrid CDMA
(a) CP-CDMA – Cyclic-prefix CDMA
(b) MC-CDMA – Multi-carrier CDMA
(c) MC-DS-CDMA – Multi-carrier direct-sequence CDMA
In DS-CDMA, spreading code with bandwidth wider than that of the informa-
tion signal is used to modulate the information signal directly. For FH-CDMA, the
transmission bandwidth is divided into several frequency sub-bands. The spread-
ing code is used to select the sub-band in which the information signal needs to
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be transmitted. The sub-band is periodically changed according to the spreading
code. In TH-CDMA, the transmitted signal is rendered to occupy a large band-
width by transmitting the information signal in short time bursts. The spread-
ing code determines the start time of the short burst. Hybrid CDMA techniques
are derived by combining one or more CDMA techniques with other transmission
techniques. CP-CDMA is derived by combining DS-CDMA and cyclic prefixing
technique. MC-CDMA is derived by combining CDMA and orthogonal frequency
division multiplexing (OFDM) techniques together. CP-CDMA and MC-CDMA
systems will be discussed in detail in our thesis. MC-DS-CDMA systems employ
OFDM in combination with time domain spreading.
DS-CDMA based transmission is currently used in 3G systems. CP-CDMA
systems are also considered for 3G and beyond 3G (B3G) systems [18]. Adaptive
modulation based MC-CDMA systems are being proposed for fourth generation
(4G) systems [19] in order to support 100Mb/s data rate [20]. Therefore, our
research work mainly focuses on DS-CDMA, CP-CDMA and MC-CDMA systems
which have the potential to become future wireless communication systems’ air
interfaces.
DS-CDMA
The user spreading code is a random sequence of values, usually +1 or −1.
Gold sequences, m-sequences and Kasami sequences are some of the spreading
codes used in DS-CDMA [16]. Let G denote the length of the spreading code. The
spreading signal is obtained by modulating each of the G values in the code on
to a chip-pulse. For example, Fig. 1.6 illustrates the spreading signal when the
spreading code is {+1/√5,−1/√5,+1/√5,+1/√5,−1/√5} and rectangular pulse
7
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of duration Tc is used as the chip-pulse. The modulation of data symbol using the
Fig. 1.6: Spreading signal.
spreading signal is shown in Fig. 1.7. The bandwidth of the spreading signal is
Fig. 1.7: DS-CDMA Transmitter.
1/Tc Hz and that of the data signal is 1/Ts Hz. The bandwidth expansion factor
defined as Ts/Tc is also equal to G and is called the system’s spreading gain. The
capacity, multiuser detection and bit error rate (BER) performance of DS-CDMA




CP-CDMA, first introduced in [25], is a hybrid of single-carrier cyclic prefix
(SCCP) [26] [27] and DS-CDMA systems. That is, a cyclic prefix of suitable length
is augmented to the signal obtained after modulating the data on to the spreading
signal. The inter symbol interference (ISI) caused by the multipath fading channel
can be eliminated by selecting the length of cyclic prefix to be greater than the
delay spread of the multipath fading channel. After the removal of cyclic prefix
at the receiver, the resulting channel matrix is circulant. This circulant channel
matrix can be transformed into a diagonal matrix using discrete Fourier transform
(DFT) and inverse discrete Fourier transform (IDFT) matrices [28]. The diagonal
matrix renders a simple one tap frequency domain channel equalization for CP-
CDMA systems. Detailed description of CP-CDMA system, retrieval of data from
the received CP-CDMA signal, channel estimation and MAI cancelation have been
presented in [29] [30].
MC-CDMA
The amalgamation of OFDM and CDMA systems led to the birth of MC-
CDMA system [31], combining the benefits of both OFDM and CDMA. The fun-
damental principle of OFDM originates from [32] and the detailed description and
analysis of OFDM system can be found in [33]-[39]. In an MC-CDMA system, the
samples obtained after spreading the data symbols are transmitted on the orthog-
onal subcarriers instead of directly transmitting the data symbols as in OFDM.
Though MC-CDMA systems reap the combined benefits from OFDM and CDMA,
they also inherit the drawbacks in OFDM and CDMA. For example, MC-CDMA
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systems are sensitive to frequency offset, suffer from peak-to-average power ratio
(PAPR) [40] [41] and their performance is limited due to inter carrier interference
(ICI) and MAI.
In the following section, the types of synchronization in wireless communica-
tion systems and their significance are discussed.
1.3 Synchronization
Synchronization in any wireless communication system is essential for proper
data transmission at the transmitter and proper data detection at the receiver
[5]. The transmitter and receiver are said to be synchronized if they coordinate to
operate in unison. Based on the system parameter in unison, synchronization can
be broadly classified as follows:
1. Time synchronization – The transmitter and the receiver are said to be time
synchronized if the receiver is able to identify the start of symbol in the
received signal.
2. Frequency synchronization – If the local oscillators (carrier frequency oscil-
lator and sampling frequency oscillator) at the transmitter and receiver have
the same oscillation frequency then the transmitter and receiver are said to
be frequency synchronized.
3. Carrier phase synchronization – If the carrier frequency oscillator at the trans-
mitter and receiver have the same phase offset then the transmitter and re-




Time synchronization is essential in CDMA systems in order to identify the
start of the transmitted symbol at the receiver. In this thesis, the uplink trans-
mission in DS-CDMA, CP-CDMA and MC-CDMA systems are assumed to be
quasi-time synchronous. In other words, the received signal from all users arrive
at the base station within a fraction of the chip-pulse duration [42]. In IS-95 and
CDMA2000 [13] standards for CDMA systems, time synchronization is achieved
by using global positioning system (GPS) as an external time reference. The base
stations are synchronized with the GPS clock and the mobile terminals align their
timing to the base station with which they are associated [43]. As the users are
located at different distances from base station, the users’ transmitted signals may
not reach the base station at the same time instant but can only reach within
the chip-pulse duration resulting in quasi-time synchronization. Therefore, perfect
time synchronization may not be possible in the uplink. Thus, assuming the uplink
to be quasi-time synchronous is practically valid. In the rest of this thesis, quasi
synchronous refers to quasi-time synchronous transmission.
1.3.2 Frequency Synchronization
Mismatch between the oscillation frequency of the oscillators at the trans-
mitter and receiver could occur due to Doppler shift, crystal imperfections and
environmental changes [44] [45]. This mismatch can be classified based on the
oscillator with which the mismatch is associated as
1. Carrier frequency offset (CFO)




The mismatch in the oscillation frequency of the carrier frequency oscillators
at the transmitter and receiver leads to CFO. The CFO distorts the phase of the
received signal samples. The data symbols cannot be detected properly at the
receiver if the phase rotation introduced by the CFO is not corrected. In the up-
link transmission, each user has an independent carrier frequency oscillator. After
frequency down conversion at the receiver, the CFOs distorting the received signal
corresponding to each user are independent. Therefore, the base station should
compensate for each user’s CFO individually [46] in order to properly detect the
transmitted data. The base station has only one local oscillator and hence it is not
possible to synchronize the base station to every independent user. Furthermore,
the received signal in the uplink is a summation of all the users’ transmitted signal
and hence compensation for each individual user’s CFO at the base station is not
possible. However, the base station can estimate each user’s CFO and provide this
information to mobile terminals using the downlink transmission channel. The mo-
bile terminals can then adjust their local oscillator’s frequency to synchronize with
the base station’s local oscillator [44]. Even then, the frequency synchronization
may not be accurate and each user signal component at base station will have a
residual CFO. In this thesis, we addresses the problem of obtaining the residual
CFO estimates at the base station using the received signal and a priori knowledge
on signal structure.
2) SFO
The SFO is caused by the mismatch between the sampling clock at the trans-
mitter and receiver. This mismatch could result in symbol window drift at the
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receiver leading to erroneous data detection. In the presence of CFO, the SFO
induces phase rotation in the received samples [45]. The longer the length of the
frame being transmitted, the more severe would be the effects of SFO [47]. In this
thesis, we consider the absence of SFO. In other words, the SFO is considered to
be too small that it does not have any notable impact on the system’s performance
for the given signal to noise ratio (SNR).
1.3.3 Carrier Phase Synchronization
The carrier frequency is controlled by a phase-locked loop (PLL) which consists
of a voltage-controlled oscillator (VCO) [5]. The oscillation frequency is controlled
by the voltage input to the VCO. The sinusoidal output from the VCO can be
expressed as ej2pifct+θ(t). The carrier frequency fc is controlled by the voltage input
and θ(t) is the phase offset or phase noise which varies with time. Using the power
spectral density of the VCO output, the phase noise (PN) θ(t) can be modeled as a
Wiener process or Gaussian process as shown in [48]. As PN is a random process,
each symbol duration has a different set of PN samples. Hence the PN estimate
for one symbol duration cannot be used for subsequent symbol duration. In [49],
an iterative detector for OFDM system was proposed where the soft estimates for
data symbols and PN were iteratively obtained using variational inference. We
assume that the PN is much smaller than the CFO. Thus, we model the system
in the absence of PN. Therefore, we estimate only the time-invariant parameters




Section 1.3 outlined the significance of synchronization in wireless communi-
cation systems. It also pointed out that our main focus in synchronization will
be on CFO estimation without using pilot/training symbols. In the following, we
logically formulate the research objective of this thesis.
In downlink scenario of any CDMA system, the base station is the only source
for all the users’ signals and hence the downlink transmission is time synchronized
among users. The signal transmitted from the base station propagates through a
multipath fading channel and reaches the mobile terminal. The mismatch in the
oscillation frequency of the carrier frequency oscillators at the base station and
mobile terminal induces CFO to all the users’ signals received by the mobile termi-
nal. The received signal at the mobile terminal is the aggregate of all users’ signal
convolved with a single multipath fading channel and phase rotated by a single
CFO. In other words, there is only one pair of multipath fading channel and CFO
to be estimated at the receiver in the downlink scenario. The mobile user in most
cases is battery operated and hence has limited power. This constraint leads to use
of simple pilot/training symbols based estimators for CFO and channel estimation.
These estimators are called data-aided or pilot symbol assisted estimators.
In the uplink scenario, the transmitted signal from each user propagates through
a multipath fading channel before reaching the base station. The received signal
at the base station is the aggregate of each user’s transmitted signal convolved
with the multipath fading channel and phase rotated by CFO corresponding to
that user. That is, every user in the uplink transmission has an independent pair
of multipath fading channel to be equalized and CFO to be compensated. As the
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number of users increases, the parameters to be estimated also increases. Therefore,
CFO and channel estimation in the downlink is simpler compared to uplink. Thus,
estimating CFO and channel in uplink transmission is much more challenging.
The performance of DS-CDMA in the presence of Doppler shift and CFO
was studied in [50]. In [50], the BER was observed to be significantly higher for
large CFO even when the channel was estimated using pilot symbols. The effects of
CFO on the performance of CP-CDMA systems are the same as that on DS-CDMA
systems.
The core idea in OFDM systems is to transmit data over orthogonal subcar-
riers. The orthogonality of subcarriers leads to a simple one tap frequency domain
channel equalization at the receiver. However, the presence of CFO destroys the
orthogonality of the subcarriers [45] and hence the channel equalization cannot be
done using a single tap equalizer. Furthermore, detecting the data symbols without
compensating for the ICI caused by CFO in OFDM increases the system’s BER.
If N is the number of subcarriers in an OFDM system, then the BER performance
of multi-carrier system was shown to be N times more sensitive to CFO than the
single-carrier system [51]. The BER performance of OFDM system in the presence
of CFO and multipath fading channel was analytically evaluated in [52]. This an-
alytic BER expression (derived using the Gaussian approximation for ICI caused
by CFO) confirmed the degradation in BER with the increase in CFO. Similar
BER analysis done in [53] [54] also emphasized OFDM’s sensitivity to CFO. The
MC-CDMA system derived by combining OFDM and CDMA systems inherits the
CFO sensitivity from OFDM. In the presence of CFO, MC-CDMA system suffers
from both ICI and MAI (due to multiple users). The performance analysis carried
out in [55]-[60] clearly shows that the CFO, if not properly compensated, increases
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the BER of MC-CDMA system. For proper detection, the multipath channel must
also be equalized at the receiver [61] [62] and hence the receiver must obtain an ac-
curate estimate for the channel. Thus, the estimation error in CFO and multipath
fading channel estimates have a significant impact on the system’s performance
and hence the need for accurate CFO and channel estimator.
Assuming the absence of CFO, channel estimator for uplink DS-CDMA sys-
tem was proposed in [63] using Kalman filter [64]. The Kalman filter requires an
auto-regressive model for the channel and uses pilot symbols for the estimation. In
scenarios where auto-regressive channel model was not available, [65] proposed a
channel estimator based on least mean squares algorithm. Channel tracking was
made possible in [65] by employing weighted least mean squares algorithm. A chan-
nel estimator similar to that in [65] was proposed for MC-CDMA uplink in [66].
The channel estimators in [67] [68] used pilot symbols to obtain the frequency do-
main channel estimates for MC-CDMA uplink. In [69], a unique channel estimator
was proposed for uplink MC-CDMA system where only one pilot symbol per frame
was used to obtain the initial channel estimate. The detected data symbols were
used as pseudo pilots to get accurate channel estimate. For each symbol detection
in the frame, the channel and data estimates corresponding to the previous symbol
were used to construct the MAI and cancel it out from the current symbol. How-
ever, [69] assumes the absence of CFO and the initial channel estimate could be
erroneous when the number of users is large. A similar type of channel estimator
based on interference cancelation technique was proposed for CP-CDMA system
in [70]. In the presence of CFO, channel and CFO estimator using pilot symbols
has been proposed in [71] [72]. In [72], except the new user entering the uplink
DS-CDMA system, the existing uplink users are assumed to be synchronized, i.e.,
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the existing users have no CFO and their channel estimates are accurately known
to the base station. Using the above assumption along with suitably constructed
pilot symbols, a sub optimal linear unbiased estimator exploiting the correlation
in the received signal was proposed to estimate the new user’s CFO. A similar
CFO estimator for uplink MC-CDMA system was proposed in [71]. The main
drawback in above estimators is that the assumption of only one new user entering
the system while the other existing users being synchronized may not be practi-
cal. As outlined earlier, the number of parameters to be estimated in the uplink
is proportional to the number of users. Thus, the number of pilot symbols used
for estimation increases with the increase in the number of users. The use of pilot
symbols reduces system’s throughput, power efficiency and utilization of allocated
spectrum [73] [74]. Thus, there is an immense interest in the use of non-pilot based
estimators for CFO and channel estimation. These estimators are called “blind”
or “non-data-aided” estimators because the joint CFO and CIR estimation is done
without transmitting any pilot/training symbols but using the received signal and
the knowledge of signal structure.
Blind estimators are formulated based on any one of the following concepts:
1. Utilizing the orthogonality between the signal and noise subspace [75].
2. Exploiting certain structure in the signal (example virtual pilots) [76].
3. Using higher order statistics (HOS) [64] of the received signal.
Assuming the absence of CFO, blind channel estimators have been formulated for
DS-CDMA systems in [77]-[82]. In [78], a blind channel estimator for uplink DS-
CDMA system was proposed by matching the signal correlation statistics. Channel
estimation using cumulant-based inverse filtering criteria, a HOS based estimator,
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was outlined in [79]. In [81], the channel estimator was formulated by exploiting
the orthogonality between the signal subspace and noise subspace. A semi-blind
channel estimator was developed in [82] by properly combining the cost functions
for training based estimator and blind estimator. In [75], a blind channel estimator
exploiting the subspace orthogonality concept was formulated for a generalized
system model. These proposed blind channel estimators cannot be used in the
presence of CFO.
In the presence of CFO, joint estimation of CFO and channel has been shown
to be advantageous [83]. However, this joint estimation for CDMA systems has
received much less attention [84] [85]. The blind joint CFO and channel estima-
tor in [84] for DS-CDMA system was formulated based on orthogonality between
the signal and noise subspaces. The orthogonal property of subspaces was used
to convert the multiuser estimation problem into single user problems which can
solved independently. The single user parameters were then estimated using poly-
nomial matrix projection property. The polynomial matrix projection involved the
computation of a polynomial matrix inverse. This rendered the estimator in [84]
to be computationally demanding. In [85], the CFO was blindly estimated as a
solution to generalized eigenvalue problem [86] and the channel was estimated as
the eigenvector corresponding to minimum eigenvalue of a matrix. The cost func-
tion used in [85] was also derived based on the orthogonality between the signal
and noise subspaces. The generalized eigenvalue problem method (GEVPM) based
estimator was constructed using Taylor’s series approximation for the complex si-
nusoid containing the CFO term in the cost function. As no matrix inversion was
involved, the computation complexity was less in [85] when compared to that in
[84]. However, the GEVPM based estimator can estimate only small CFO values
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as the Taylor’s series approximation is accurate only for small CFO values.
Blind CFO estimators for OFDM system can be found in [87]-[90]. Most
of the blind CFO estimators proposed for OFDM exploit the presence of virtual
carriers also called null subcarriers [87] [89]. Virtual carriers or null subcarriers
are the subcarriers of a multi-carrier system on which zeros are transmitted. CFO
estimator formulated based on minimizing the ICI caused by CFO can be found
in [90]. Assuming the transmitted data symbols to be from a circularly symmetric
complex source, the CFO was blindly estimated in [91] by minimizing the kurtosis
[92] of the received signal.
It is to be noted that OFDM is a single user system and hence there is no MAI,
but MC-CDMA derived from OFDM and CDMA is a multiuser system where MAI
is inevitable. The presence of MAI prevents the use of CFO estimators proposed
for OFDM system to be used in MC-CDMA uplink. However, some of the blind
CFO estimators proposed for OFDM system can be used for MC-CDMA downlink.
Blind joint CFO and channel estimator for downlink transmission in MC-CDMA
system has been formulated in [93]-[95]. There is very little study on joint CFO
and channel estimation in the uplink transmission of MC-CDMA system. In [74],
a blind CFO estimator was proposed for the uplink transmission in MC-CDMA
system. However, [74] assumes the channel gains for all the subcarriers in the MC-
CDMA system to be the same [88]. Thus, the assumption in [74] is not practically
valid and hence the estimator cannot be applied in practical multipath fading
channels. This justifies the need for a complete formulation of blind joint CFO and
channel estimator for MC-CDMA uplink.
Therefore, the main objective of this thesis is to solve the problem of carrier
frequency synchronization and channel estimation in the uplink transmission of DS-
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CDMA, CP-CDMA and MC-CDMA systems by formulating a blind joint CFO and
channel estimator. The main concern in any blind estimator is the identifiability
of the estimates. The parameters are said to uniquely identified if the estimates
are equal to their corresponding true values. In the absence of CFO, conditions
to guarantee channel identifiability were discussed in [75]. Joint CFO and channel
identifiability has not been studied in the literature for CDMA systems. In this
thesis, we formulate the necessary conditions which asymptotically ensures the
CFO and channel to be uniquely identifiable.
1.5 Contributions
In this thesis, a blind subspace-based joint CFO and channel estimator is
proposed for the uplink transmission of DS-CDMA, CP-CDMA and MC-CDMA
systems. The blind estimator is formulated by exploiting the orthogonality be-
tween the signal and noise subspaces. The CFO for the desired user is estimated
by performing a one dimensional grid search with the objective of minimizing the
determinant of some positive semi-definite matrix. The search point which mini-
mizes the determinant is taken as the CFO estimate. The channel impulse response
(CIR) is estimated as the eigenvector associated with the minimum eigenvalue of
the positive semi-definite matrix corresponding to the estimated CFO value. This
estimator is called exact determinant minimization method (EDMM) based estima-
tor. To reduce the computational complexity, Taylor’s series is used to approximate
the positive semi-definite matrix in EDMM with a polynomial matrix. The coef-
ficients of the polynomial matrix were computed only once before the start of the
grid search. For each search point, only the polynomial matrix was evaluated.
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This reduced the computational complexity when compared with EDMM based
estimator. The above estimator is called approximate determinant minimization
method (ADMM) based estimator. Through computer simulations, the proposed
estimators (EDMM and ADMM) were shown to have better performance than the
GEVPM based estimator.
Subspace-based joint CFO and CIR estimator for uplink transmission in CP-
CDMA and MC-CDMA systems is formulated similar to the EDMM based estima-
tor. The rich signal structure available in CP-CDMA and MC-CDMA systems was
well exploited by the estimator. Through proper selection of spreading codes, the
signal subspace dimension can always be guaranteed to be independent of the user’s
CFO and CIR values. To the authors’ best knowledge, this result is not available
in the literature. In any subspace-based estimator, the proof for identifiability of
estimates is challenging. In the absence of CFO, the conditions to guarantee the
identifiability of CIR estimates obtained from subspace-based estimators is avail-
able in the literature, see [75] [96]-[98] and references therein. To the authors’ best
knowledge, the identifiability conditions for joint CFO and CIR estimation are not
available in the literature. In this thesis, it is shown that proper selection of users’
spreading codes can asymptotically3 guarantee the identifiability of CFO and CIR.
Through computer simulations, the mean squared error (MSE) performance of the
proposed estimator is shown to be close to Cramer-Rao lower bound (CRLB). Un-
like the estimator in [74], the proposed estimator is formulated without assuming
the channel gains of subcarriers to be equal. Besides, the estimator proposed is
shown to outperform the one in [74].
The cost function used for CFO estimation is shown to be locally convex
3For high SNR and large spreading gain.
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around the true CFO value. This knowledge is exploited by the proposed two-stage
CFO estimator. In the first stage, a grid search with a large grid size is used to
quickly lock into the local convexity region of the cost function. The coarse estimate
from the first stage is used as the initial value for the Newton’s algorithm in the
second stage. The Newton’s algorithm obtains the fine CFO estimate. This two-
stage estimator has a low computational complexity when compared with EDMM
based estimator and hence is a potential candidate for practical implementation.
Using the first order perturbation analysis results for the noise subspace estimate,
the proposed linearized estimator is shown to be unbiased. A theoretical MSE for
the proposed linearized estimator is also derived and verified through computer
simulations.
1.5.1 Publications
The contributions in this thesis have been published or accepted for publication
as listed below:
Journals
[J1] S. Attallah, L. B. Thiagarajan, H. Fu and Y.-C. Liang, “Joint channel
and carrier offset estimation for synchronous uplink CDMA systems,” IEEE
Trans. Veh. Technol., vol. 56, pp. 2769-2774, Sept. 2007.
[J2] S. Attallah and L. B. Thiagarajan, “A comment on “Blind maximum like-
lihood CFO estimation for OFDM systems via polynomial rooting””, IEEE
Signal Process. Lett., vol. 14, pp. 291-291, April 2007.
[J3] L. B. Thiagarajan, Y.-C. Liang and S. Attallah, “Reconfigurable transceivers
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for wireless broadband access schemes,” IEEE Wireless Commun. Magazine,
vol. 14, no. 3, June 2007.
[J4] L. B. Thiagarajan, S. Attallah, K. Abed-Meraim, Y.-C. Liang and H.
Fu, “Non-data-aided joint carrier frequency offset and channel estimator for
uplink MC-CDMA systems,” accepted for publication in IEEE Trans. Signal
Process. in 2008.
Conferences
[C1] S. Attallah, L. B. Thiagarajan, H. Fu and Y.-C. Liang, “A joint carrier
offset and channel estimation method for synchronous CDMA system,” in
the Proc. ICASSP, May 2006, pp. 597-600.
[C2] L. B. Thiagarajan, S. Attallah and Y.-C. Liang, “Two-stage frequency
synchronization for uplink MC-CDMA system”, in Proc. WCNC, Mar. 2007,
pp. 2441-2445.
[C3] L. B. Thiagarajan, S. Attallah and Y.-C. Liang, “Blind channel estima-
tion techniques for urban areas,” invited paper in Proc. SONDRA workshop,
France, April 2007.
[C4] L. B. Thiagarajan, S. Attallah, H. Fu and Y.-C. Liang, “Non-data-aided
synchronization and channel estimation for asynchronous CDMA uplink,” in
Proc. ICC’07, June 2007, pp. 2906-2911.
[C5] L. B. Thiagarajan, Y.-C. Liang, and S. Attallah, “Low complexity itera-
tive receiver for downlink MC-CDMA system in Doppler channels,” in Proc.
67th IEEE VTC, May 2008, pp. 724-728.
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[C6] L. B. Thiagarajan, S. Attallah, Y.-C. Liang, and K. Abed-Meraim,
“Channel identifiability for blind subspace-based channel estimator in uplink
MC-CDMA systems,” to appear in Proc. ICC 2008, Beijing.
1.6 Thesis Outline
The outline of this thesis is as follows:
Chapter 2 outlines the concepts of vector space, subspace, properties of vector
space and signal and noise subspaces for a generalized received signal. The methods
used for the estimation of signal and noise subspaces are discussed. The first order
perturbation analysis for the subspace estimates is also discussed.
In chapter 3, quasi-synchronous uplink system model for DS-CDMA system
is presented. GEVPM and the proposed EDMM and ADMM based estimators are
formulated. The computational complexity for the proposed estimator is compared
with that of GEVPM. Using computer simulations, the performance of the proposed
estimators is compared with that of GEVPM.
Chapter 4 and chapter 5 extend the formulation of EDMM based estimator
to quasi-synchronous uplink transmission in CP-CDMA and MC-CDMA systems,
respectively. The inherent signal structure in CP-CDMA and MC-CDMA systems
are outlined. A criterion for the selection of spreading codes to guarantee the
identifiability of CFO and channel estimates is constructed. The performance of
the proposed estimator is obtained through computer simulations.
The cost function used for CFO estimation is shown to be locally convex
around the true CFO value in chapter 6. Following this, a low complexity two-
stage CFO estimator is presented and the computer simulation results show the
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convergence of the two-stage estimator.
In chapter 7, the proposed estimator is linearized for high SNR. Using first
order perturbation analysis results for noise subspace estimate, the linearized esti-
mator is shown to be unbiased and theoretical MSE performance corresponding to
CFO estimation is also derived. The validity of the theoretical finding is verified
through computer simulations. The perspective of this thesis and proposals for
future research are given in Chapter 8.
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Signal Subspace and Noise
Subspace
This chapter presents the mathematical preliminaries required to formulate
the estimator. The definitions for signal subspace and noise subspace are pro-
vided using a generalized discrete time received signal. The properties of the above
subspaces and methods available to estimate them are also discussed. The pertur-
bation in signal subspace and noise subspace estimates is studied using first order
perturbation analysis.
2.1 Vector Space
Let V be a set of (N × 1) vectors. Let x, y and z be any three vectors from
set V . Let α, β and γ be complex-valued scalars, i.e., α, β, γ ∈ C; C denotes the
complex plane. Set V is said to be a vector space over CN if the vectors in V satisfy
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the following properties [99]-[101]:
Commutativity: x+ y = y+ x for all x,y ∈ V .
Closed under Vector Addition: For all x,y ∈ V , x+ y ∈ V .
Associativity of Vector Addition: (x+y)+z = x+(y+z) for all x,y, z ∈ V .
Existence of Additive Identity: For all x ∈ V , there exists a zero vector,
0N×1 ∈ V , such that x+ 0N×1 = 0N×1 + x = x.
Existence of Additive Inverse: For all x ∈ V , there exists an additive inverse
vector, (−x) ∈ V , such that x+ (−x) = (−x) + x = 0N×1.
Closed under Scalar Multiplication: For any α ∈ C, αx ∈ V for all x ∈ V .
Associativity of Scalar Multiplication: For all x ∈ V and α, β ∈ C, (αβ)x =
α(βx).
Existence of Scalar Multiplication Identity: αx = xα = x for all x ∈ V and
α = 1 ∈ C.
Distributive of Scalar Sum: For any x ∈ V and scalars α, β ∈ C, (α + β)x =
αx+ βx.
Distributive of Vector Sum: For all x,y ∈ V and α ∈ C, α(x+y) = αx+αy.
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2.1.1 Linear Independence




αixi = 0N×1 iff αi = 0 for i = 0, 1, · · · ,M − 1. (2.1)
2.1.2 Basis of Vector Space
Basis of vector space is a set with minimum number of linearly independent
vectors using which any vector in the vector space can be constructed. For example,
the basis vectors for the vector space C4 are [1, 0, 0, 0]T , [0, 1, 0, 0]T , [0, 0, 1, 0]T and
[0, 0, 0, 1]T . Any vector x = [x0, x1, x2, x3]
T ∈ C4 can be constructed by linearly




































The basis of a vector space is not unique. That is, a vector space can have any
number of basis, but the number of vectors in the basis remains the same for a
vector space.
2.1.3 Subspace
Let {x0,x1, · · · ,xM−1} be a set of (N × 1) vectors in vector space CN and let
M < N . The set of vectors generated by all possible linear combinations of vectors
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{x0,x1, · · · ,xM−1} is also a vector space and is called as subspace.
2.1.4 Dimension of Vector Space
The number of vectors in the basis of a vector space denotes the dimen-
sion of that vector space. Let V1 denote a subspace generated from basis vectors
{x0,x1, · · · ,xM−1}. The (N ×M) matrix X contains the basis vectors as shown
below:
X = [x0,x1, · · · ,xM−1]. (2.3)
The dimension of subspace V1 is equal to the number of basis vectors which in turn
is equal to the rank of matrix X. Thus, subspace V1 is M dimensional.
2.2 Signal Subspace
Let the discrete time signal received, in the absence of noise, at the receiver





where n denotes the time index, si(n) denotes the transmitted data symbol and
index i counts the number of independent data transmissions. Vector xi ∈ CN
and S depends on the system parameters, viz., number of users, multipath fad-
ing channel, transmission method etc. Let the vectors {xi}S−1i=0 be assumed to be
linearly independent and let S < N . In the absence of noise, the received signal
lies obviously in a subspace spanned by vectors {xi}S−1i=0 . This subspace is called
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signal subspace. The dimension of signal subspace in (2.4) is S. Equation (2.4)
can be written as
r(n) = Xs(n), (2.5)
where (N × S) matrix X = [x0,x1, · · · ,xS−1] and vector s(n) = [s0(n), s1(n), · · · ,
















= σ2sIS , (2.8)
where E[|si(n)|2] = σ2s denotes the symbol energy and IS denotes a (S×S) identity
matrix. Therefore, the autocorrelation matrix becomes
R = σ2sXX
H . (2.9)
It can be easily verified that matrix R is of rank S.
2.3 Additive Noise
The presence of additive noise is inevitable in any system. In our analysis,
the additive noise is assumed to be a circularly symmetric white Gaussian random
1E[.] denotes statistical expectation.
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variable with zero mean. As the additive noise is white, proper care need to be
taken at the receiver to bandlimit the noise before sampling. If the additive white
noise is not bandlimited, then sampling would increase the noise power to infinity
due to aliasing [115]. Let (N × 1) vector v(n) contain the additive white noise
samples2 for the nth symbol duration. The autocorrelation matrix for the additive





= σ2nIN , (2.10)
where σ2n denotes the noise variance. The autocorrelation matrix for v(n) in equa-
tion (2.10) is of full rank N . This implies that the AWGN vector v(n) can lie
anywhere in CN vector space.




xisi(n) + v(n). (2.11)






H + σ2nIN . (2.12)
Equation (2.12) implies that, in the presence of AWGN the autocorrelation matrix
R is of full rank N .
2Samples are obtained after properly bandlimiting the received signal.
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2.4 Noise Subspace
The eigenvalue decomposition (EVD) [102] of the autocorrelation matrix R in
equation (2.12) is given by
R = σ2sXX
H + σ2nIN = [UsUn]






where Us is a (N ×S) matrix containing S eigenvectors of R corresponding to the
largest eigenvalue (σ2s + σ
2
n), Un is a (N × (N − S)) matrix containing (N − S)
eigenvectors of R corresponding to the smallest eigenvalue (σ2n). It is to be noted
that, the number of significant eigenvalues (eigenvalues greater than σ2n) of R is
equal to the dimension of the signal subspace.
The eigenvectors in Us span the signal subspace, i.e., the signal component in




xisi(n) = Usas, (2.14)
where vector as = [a0, a1, · · · , aS−1]T contains the coefficients for linearly combin-
ing the eigenvectors. The column vectors of matrix Us are orthonormal and hence
they form an orthonormal basis for the signal subspace.
Column space / Span: A set of vectors generated by all possible linear combi-
nations of the column vectors of a matrix is called the column space or span of that
matrix.
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Equation (2.14) implies that
S−1∑
i=0
xisi(n) ∈ col(Us). (2.15)
Intersection Space: Intersection space between column space of any two matrices
A and B, is a subspace which contains vectors lying in the column space of both
matrices A and B.
The eigenvectors in Un span a subspace called the noise subspace which
is orthogonal to the signal subspace. The dimension of the noise subspace in our
example is (N−S). The column vectors of matrix Un forms the orthonormal basis






n = IN (2.16)
UHs Un = 0S×(N−S) (2.17)
UHnUs = 0(N−S)×S (2.18)







The orthogonal property given in equations (2.19) and (2.20) will be used in the
formulation of the estimator.
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2.5 Subspace Estimation
Equation (2.13) shows that the signal and noise subspaces can be obtained
by performing EVD on the autocorrelation matrix R. The statistical expectation
involved in the computation of R cannot be done using a single realization of
r(n). Let the random vectors s(n) and v(n) be obtained from an ergodic random
processes. This assumption aids in estimating the statistical expectation using






















where B denotes the number of sample vectors used to compute the time-average.
Therefore, the signal and noise subspaces can be estimated by computing the EVD







Singular Value Decomposition (SVD)
Let Φ˜ be a (N ×B) matrix constructed from the received signal vectors as
Φ˜ = [r(0), r(1), · · · , r(B − 1)] . (2.25)
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Therefore we have,
Φ˜ = Φ+Ξ, (2.26)
where Φ is a (N ×B) matrix containing the received signal vectors in the absence
of noise and the (N ×B) matrix Ξ is given by Ξ = [v(0),v(1), · · · ,v(B − 1)]. The
SVD [104] of matrix Φ is given by
Φ = UΣVH , (2.27)
where U = [Us,Un] is a (N × N) unitary matrix and V is a (B × B) unitary











Equations (2.21) - (2.23) and (2.25) imply that, for large B the signal subspace
and noise subspace can be estimated by computing the EVD for the estimated
autocorrelation matrix Rˆ or by computing the SVD for matrix Φ˜. The above
outlined methods are called batch methods as the estimation is done by using a
batch of B received signal vectors simultaneously.
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2.5.1 First Order Perturbation Analysis
In practice only a finite value for B is used and hence the estimated signal and





















U˜s = Us +∆Us and V˜s = Vs +∆Vs (2.32)
U˜n = Un +∆Un and V˜n = Vn +∆Vn, (2.33)
where matrices ∆Us, ∆Un, ∆Vs and ∆Vn are the perturbations in the estimates
for Us, Un, Vs and Vn, respectively. Matrix Σ˜s is a (S × S) diagonal matrix







where Λ˜n is a ((N−S)×(N−S)) diagonal matrix containing the (N−S) smallest
singular values of Φ˜. The column vectors of matrices U˜s and U˜n are the left singular
vectors associated with the singular values in matrices Σ˜s and Σ˜n, respectively.
3We assume that the dimension of signal and noise subspaces are know a priori.
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Furthermore, it should be noted that
U˜
H
s U˜s = IS and U˜
H
n U˜n = IN−S (2.35)
U˜
H
s U˜n = 0(S×(N−S)) and U˜
H
n U˜s = 0(N−S)×S . (2.36)
The perturbation Ξ in Φ˜ is transformed in a highly non-linear way by the SVD to
produce the perturbed signal and noise subspaces [105]. At high SNR, a first order
perturbation expansion can be used to derive expressions for ∆Us and ∆Un which
are linear in Ξ. This derivation presented in [105] is illustrated below.
Noise Subspace










In the following we will show that the column vectors of matrix (Un +UsQ) span
the perturbed noise subspace U˜n. The matrix product U˜
H
s (Un+UsQ) is given by
U˜
H




















Equation (2.38) implies that column vectors of matrix (Un+UsQ) are orthogonal
to the column vectors of matrix U˜s. Therefore, the column vectors of matrix
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(Un +UsQ) span the perturbed noise subspace, i.e.,















= − [IS + (∆Us)HUs]−1 (∆Us)HUn. (2.40)
The perturbation in the signal subspace is of the order of Ξ [106]. Therefore, for
high SNR the norm4 of matrix (∆Us)
HUs is small. Matrix [IN +X]
−1 can be
expressed as IN −X+X2 + · · · , when the elements of X are small. Thus, matrix
[IN +X]
−1 can be approximated as [IN +X]
−1 ≈ IN −X. Using the above result
in (2.40) and considering only the first order terms, we obtain
Q ≈ − (IS − (∆Us)HUs) (∆Us)HUn
= −(∆Us)HUn. (2.41)
The equality in (2.41) is with respect to the first order term. Taking the norm on
both sides of equation (2.41), we obtain
‖Q‖ ≤ α‖∆Us‖ ≤ β‖Ξ‖, (2.42)
4It could be any norm which satisfies ‖AB‖ ≤ ‖A‖‖B‖, for example, the Euclidean 2-norm
or Frobenius norm.
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where α and β are constants. Therefore, the norm of matrix Q is of the order of
‖Ξ‖. The matrix product (Un +UsQ)H (Un +UsQ) is given by
(Un +UsQ)
H (Un +UsQ) = IN−S +QHQ. (2.43)
For high SNR, the second order term QHQ can be omitted and hence we have
(Un +UsQ)
H (Un +UsQ) = IN−S . (2.44)
Equation (2.44) implies that the columns vectors of matrix (Un +UsQ) are or-
thonormal and hence
U˜n = Un +UsQ. (2.45)
Thus, the perturbation in the estimated noise subspace is given by
∆Un = UsQ. (2.46)
As shown in (2.46), the perturbed right singular vectors V˜n can be expressed as
V˜n = Vn +VsQ˘, (2.47)
where the norm of matrix Q˘ is of the order of ‖Ξ‖. Pre-multiplying Φ˜ by U˜n =
Un +UsQ, we obtain
(Un +UsQ)
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It is known that UHn Φ = 0(N−S)×B. Using this result in (2.48) and retaining only
the first order terms, equation (2.48) can be simplified as
UHn Ξ+Q
HUHs Φ = Σ˜nV
H
n . (2.49)
Post-multiplying (2.49) by Vs results in
5
UHn ΞVs +Q
HUHs Σs = 0(N−S)×S , (2.50)
from which Q is obtained to be
Q = −Σ−1s VHs ΞHUn. (2.51)
From equations (2.46) and (2.51), the perturbation in the noise subspace estimate
is given by
∆Un = UnQ = −UsΣ−1s VHs ΞHUn. (2.52)
Using the fact Φ = UsΣsV
H











5It should be noted that VHn Vs = 0(B−S)×S and ΦVs = Σs.
6The Moore-Penrose or pseudo inverse of matrix A is denoted by A†.
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Note that, the perturbation in the noise subspace estimate is obtained in terms of
the signal matrix Φ, noise matrix Xi and the true noise subspace Un.
Signal Subspace










As in (2.38), it can shown that the column vectors of matrix (Us+UnP) span the
perturbed signal subspace. For high SNR, considering only the first order terms,
it can be shown that
U˜s = Us +UnP. (2.56)
Using the orthogonal property U˜
H
n U˜s = 0(N−S)×S , we note that
0(N−S)×S = (Un +UsQ)
H (Us +UnP)
= QH +P. (2.57)
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Therefore, P = −QH and the perturbation in the signal subspace estimate is
obtained to be
∆Us = −UnQH . (2.58)
2.6 Summary
In this chapter, the definitions for vector space, subspace, dimension of sub-
space were given. The signal and noise subspaces were identified for a generalized
discrete time received signal. Signal subspace and noise subspace properties and
methods available for subspace estimation were also discussed. For high SNR, the
perturbation in the noise subspace estimate was obtained in terms of the signal
matrix Φ, noise matrix Xi and the true noise subspace Un. Thus, the derived ex-
pression for noise subspace perturbation can be used to evaluate the performance




Blind joint estimation of CFO and CIR for a desired user in the uplink of
a DS-CDMA system is addressed in this chapter. The discrete time uplink re-
ceived signal is formulated in the presence of CFO. Two subspace-based blind
joint CFO and CIR estimation methods, namely exact determinant minimization
method (EDMM) and approximate determinant minimization method (ADMM)
are proposed. In [107], the generalized eigenvalue problem method (GEVPM)
based joint CFO and CIR estimator [85] has been shown to be computationally
less intensive than the estimator in [84]. In this chapter, the performance and com-
putational complexity of the proposed methods are compared with the GEVPM
based estimator. Computer simulation results are given to show that the proposed
estimators have better performance than the GEVPM based estimator and have a
wider CFO acquisition range [108].
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3.1 System Model
Let there be T users in the uplink of a quasi-synchronous DS-CDMA system.
Let ci = [ci(0), ci(1), · · · , ci(G − 1)]T denote the ith user’s spreading code with








. The ith user’s transmitted




si(n)ci(l)p(t− nTs − lTc) t ∈ [nGTc, (n+ 1)GTc), (3.1)
where p(t) is the normalized chip-pulse shaping function [5], si(n) denotes the ith
user’s data symbol transmitted during the nth symbol duration, Tc is the chip-
pulse duration and Ts is the data symbol duration. The relationship between
symbol duration and chip-pulse duration is Ts = GTc.
The transmitted signal from each user propagates through an independent
multipath fading channel and reaches the base station. The ith user’s transmitted
signal propagates through the multipath fading channel h˜i(t) and reaches the base











ci(l)p(t− nGTc − lTc)
]
? h˜i(t) + v˜(t), (3.2)
where v˜(t) and ? denotes the AWGN and convolution operation, respectively. The
received signal is filtered using a bandlimiting filter ps(t) to prevent aliasing of noise
during sampling. The received signal after band limiting is denoted by y´(t) which
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ci(l)p(t− nGTc − lTc)
]
? h˜i(t) ? ps(t) + v(t),
(3.3)
where v(t) = v˜(t)?ps(t). Let h´i(t) denote the ith user’s composite multipath fading
channel containing the combined effects of p(t), h˜i(t) and ps(t), i.e.,
h´i(t) = p(t) ? h˜i(t) ? ps(t). (3.4)
Let the channel delay spread of h´i(t) be ∆t for all users. Therefore, the effect of nth
transmitted data symbol can be seen in the received signal during the time duration
[nGTc, (n+1)GTc+∆t). The signal content in the duration [(n+1)GTc, (n+1)GTc+
∆t) distorts the received signal corresponding to (n+ 1)th symbol duration. This










ci(l)h´i(t− nGTc − lTc) + v(t). (3.5)








1Floor operator b.c returns an integer value, such that a− bac ≥ 0.
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The L taps are stacked to form a (L× 1) vector hi given by
hi = [hi(0), hi(1), · · · , hi(L− 1)]T , (3.7)
where hi(n) = h´i(t)|t=nTc . Vector hi contains the ith user’s CIR and is assumed to
have unit norm2, i.e, hHi hi = 1. The received signal is sampled at the rate 1/Tc.
The pth received sample during the nth symbol duration is given by










ci(l)hi(p− l) + v(nG+ p), (3.8)
where φi = 2pifiTc is the ith user’s angular CFO (ACFO). The G samples of the
received signal corresponding to the nth symbol duration are stacked to form a
(G× 1) vector r˜(n) as
r˜(n) = [y(nG+ 0), y(nG+ 1), · · · , y(nG+G− 1)]T . (3.9)









si(n− 1)ej(n−1)GφiZG(φi)B´ihi︸ ︷︷ ︸
ISI
+ v˜(n), (3.10)
where v˜(n) = [v(nG+ 0), v(nG+ 1), · · · , v(nG+G− 1)]T , ZG(φi) = diag([1, ejφi ,
2Throughout out this thesis, the user’s CIR is assumed to have unit norm.
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ej2φi , · · · , ej(G−1)φi ]T ) and the (N × L) dimensional matrices Bi and B´i are con-
structed using the ith user’s spreading code. The (G × L) Toeplitz matrices Bi
and B´i are constructed as shown below:
Bi =

ci(0) 0 0 · · · 0




ci(L− 2) ci(L− 3) · · · · · · 0
ci(L− 1) ci(L− 2) ci(L− 3) · · · ci(0)















0 ci(G− 1) ci(G− 2) · · · ci(G− L− 1)




0 0 0 · · · ci(G− 1)
0 0 0 · · · 0
...
. . . . . .
...






(G− L+ 1)× L
↓ .
(3.12)
From (3.10), (3.11) and (3.12), it is observed that only the first (L − 1) elements
of r˜(n) are distorted due to ISI. The presence of ISI is pictorially illustrated in
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Fig. 3.1. Removing the first (L − 1) rows of matrix B´i results in a zero matrix.
Therefore, by discarding the first (L−1) elements of r˜(n), we obtainN = (G−L+1)
Fig. 3.1: Inter symbol interference.
ISI free samples for the nth symbol duration, i.e.,




e(jnG+L−1)φiZG(φi)B˜ihisi(n) + v(n), (3.14)
48
CHAPTER 3. DS-CDMA System
where r(n) is a (N × 1) vector, and v(n) = [v(nG+L− 1), v(nG+L), · · · , v(nG+
G − 1)]T . The (N × L) matrix B˜i is obtained by discarding the top (L − 1) row
vectors from Bi. It is assumed that E[v(n)v
H(n)] = σ2IN . The received samples
in (3.14) are ISI free, but due to the presence of other users there is still MAI.
3.2 ACFO and CIR Estimation Problem
3.2.1 Objective
The objective is to estimate the ith user’s ACFO and CIR values using only
the received ISI free samples in r(n) and the knowledge of the user’s spreading code.
Thus, the estimator to be formulated is called blind estimator or non-data-aided
estimator.
3.2.2 Assumptions
The following assumptions are necessary to ensure proper estimation of the
desired user’s ACFO and CIR.
AS1 : Vectors {ZG(φi)B˜ihi}T−1i=0 are linearly independent for any realization
of hi and any φi ∈ [−pi, pi).
Following the analysis in Section 2.2, it is observed that assumption AS1 guaran-
tees the signal subspace (Us) dimension to be S = T . Therefore, the dimension
of noise subspace (Un) is (N − S). The (N × S) matrix Us and (N × (N − S))
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matrix Un are estimated following the procedure stated in Section 2.5.
AS2 : The dimension of intersection space col(Us) and col(ZG(φ)B˜i)
is 1 when φ = φi and 0 when φ 6= φi for i = 0, 1, · · · , T − 1.
The basis for this intersection space is ZG(φi)B˜ihi.
Assumption AS2 is essential to guarantee the identifiability of the estimated pa-
rameters (ACFO and CIR) [75].
3.2.3 Cost Function
The orthogonality between the signal and noise subspaces (see equation (2.19))
results in [84]
UHn ZG(φi)B˜ihi = 0(N−S)×1, for i = 0, 1, · · · , T − 1, (3.15)
Equation (3.15) can be written as





is a ((N−S)×L) matrix. In general, the equality in equation (3.16) is not satisfied
due to the presence of noise and use of finite precision computations. Therefore, the
ith user’s cost function to minimize is obtained using the l2−norm (not considering
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the trivial solution h = 0L×1) as:
min
φ,h,h 6=0L×1
J(φ,h) = ‖Γi(φ)h‖2 = hHΓHi (φ)Γi(φ)h. (3.18)
The cost function in (3.18) is a function of scalar φ and vector h. The {φ,h} which
minimizes J(φ,h) is the ith user’s estimated ACFO and CIR {φˆi, hˆi}.
3.3 Generalized Eigenvalue Problem Method
The joint ACFO and CIR estimation problem is converted into a generalized
eigenvalue problem [102] by using Taylor’s series expansion for the complex ex-















φ, · · · , ejN−12 φ
]T)
, (3.20)
is a (N ×N) diagonal matrix. Using Taylor’s series expansion for the exponential















[−(N − 1),−(N − 3), · · · , (N − 1)]T
)
. (3.22)
To avoid singularity of matrix A, G is selected such that N = G − L + 1 is an
even integer. For small ACFO values, the series in (3.21) can be truncated. Thus,
matrix ZN(φ) can be approximated by an rth order Taylor’s series expansion as










































for l = 0, 1, · · · , r. (3.25)
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for l = 0, 1, · · · , 2r and i = 0, 1, · · · , T −1. Using (3.26), the cost function in (3.24)





The ith user’s ACFO and CIR can be estimated by minimizing the approximate
cost function in (3.27). To find the parameters {φ,h} which minimize the cost
function, the partial derivative of the cost function w.r.t h is equated to zero, i.e.,
Ei,0h+ φEi,1h+ φ
2Ei,2h+ · · ·+ φ2rEi,2rh = 0L×1. (3.28)
Equation (3.28) can be easily converted into a generalized eigenvalue problem which
can be easily solved [102]. A set of (2r + 1) column vectors {al}2rl=0 of dimension
(L× 1) are defined as follows:
a0 = h and al = φal−1 for l = 1, 2, · · · 2r. (3.29)
Substituting (3.29) into (3.28), we obtain
Ei,0a0 + Ei,1a1 + Ei,2a2 + · · ·+ Ei,2ra2r = 0L×1. (3.30)
The (L × L) Hermitian matrix Ei,2r is assumed to be non-singular. Therefore,





i,2rEi,1a1 + · · ·+ E−1i,2rEi,2r−1a2r−1
]
. (3.31)
Using the equations (3.31) and (3.29), a (2rL× 2rL) eigensystem is constructed as
shown below:
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
0L×L IL×L 0L×L · · · 0L×L






0L×L 0L×L 0L×L · · · IL×L





















Using EVD, eigenvalues and eigenvectors of the sparse matrix in (3.32) are ob-
tained. The ith user’s estimated ACFO value (φˆi) is given by the real part of the
minimum eigenvalue. Though, all the eigenvalue for the sparse matrix will solve
(3.32), only the minimum eigenvalue is chosen as the Taylor’s series is valid only
for small ACFO values. The CIR is estimated by normalizing the (L × 1) vector






Thus, both ACFO and CIR are simultaneously estimated. As the method used
for solving the generalized eigenvalue problem is used for ACFO and CIR estima-
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tion, the estimator is called GEVPM based estimator. The CIR is estimated as
an eigenvector and hence there is always a scalar ambiguity associated with the
estimate. This scalar ambiguity is explained in detail in Section 3.4.1. Table 3.1
lists the steps involved in GEVPM for ith user.
Table 3.1: Algorithm for GEVPM based estimator.
1 Estimate the noise subspace Un from the received signal vectors {r(n)}B−1n=0 .
2 Construct the (2rL× 2rL) eigensystem for each user as shown in
equation (3.32).
3 Compute the smallest eigenvalue φˆi and the corresponding eigenvector
of the sparse matrix constructed in step (3).
4 Estimate hi by normalizing the (L× 1) vector containing the first L
elements of the computed eigenvector.
3.4 Proposed Methods
3.4.1 Exact Determinant Minimization Method
Equation (3.16) implies that hi lies in the null space of the matrix Γi(φi), i.e.,
hi ∈ null (Γi(φi)) . (3.34)
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ΓHi (φi)Γi(φi)hi = 0L×1. (3.36)
Therefore, the linear equations Γi(φi)hi = 0 and Γ
H
i (φi)Γi(φi)hi = 0 have the
same solution for hi [109]. In order to have a non-trivial solution for hi (hi 6= 0),






where det(X) returns the determinant of matrix X. Furthermore, it should be
noted that ΓHi (φi)Γi(φi) is a (L× L) positive semi-definite Hermitian matrix and
hence its determinant is a real number greater than or equal to zero. Since matrix
ΓHi (φi)Γi(φi) is a function of φi, a simple grid search can be performed in the
interval [−pi, pi) and the search point φ which minimizes det (ΓHi (φ)Γi(φ)) is the







Assumption AS2 ensures that matrix ΓHi (φ)Γi(φ) is rank deficient only when φ =
φi. The grid search is performed using a suitable grid size v. Once the ACFO is
estimated, the ith user’s CIR is obtained as the eigenvector corresponding to the
56
CHAPTER 3. DS-CDMA System
Table 3.2: Algorithm for EDMM based estimator.
1 Estimate the noise subspace Un from the received signal vectors {r(n)}B−1n=0 .
2 To estimate φi, perform a grid search in the interval [−pi, pi) as follows:





a. φ = φ+ v, if φ ≥ pi then goto step 3, else goto step 2b.





c. If temp < value then φˆi = φ and value = temp, else goto step 2d.
d. Goto step 2a.
3 Estimate hi as the eigenvector corresponding to the minimum eigenvalue
of the matrix ΓHi (φˆi)Γi(φˆi).
minimum eigenvalue of matrix ΓHi (φˆi)Γi(φˆi), i.e.,






The eigenvector corresponding to the minimum eigenvalue is chosen in order to
minimize the cost function J(φ,h) in (3.18). It should be noted that h = γhi





any scalar γ ∈ C. The unit norm constraint imposed on h implies that γ = ejζ ,
where ζ is a real-valued scalar. Therefore, the estimated CIR is hˆi = e
jζˆhi, where
ζˆ is unknown. This causes a scalar ambiguity in the estimated CIR. The scalar
ambiguity problem could be circumvented by employing differential encoding at
the transmitter and performing differential detection at the receiver.
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In this method, no approximation is used for ZN(φ) matrix and the determi-
nant of matrix ΓHi (φ)Γi(φ) is minimized. Therefore, the estimator is called exact
determinant minimization method (EDMM) based estimator and its algorithm is
listed in Table 3.2.
3.4.2 Approximate Determinant Minimization Method
Our approximate determinant minimization method (ADMM) based estima-
tor is the same as EDMM, except for matrix ΓHi (φ)Γi(φ) being approximated using
Taylor’s series expansion. The main objective of ADMM is to reduce the compu-
tational complexity involved in the grid search. During the grid search in EDMM,
the (L × L) matrix ΓHi (φ)Γi(φ) needs to be computed for every search point φ.
This involves O(s(G2L+ L3)) number of complex multiplications where s denotes
the number of search points. To reduce the computational complexity, matrix
ΓHi (φ)Γi(φ) is approximated by a polynomial matrix as follows:
ΓHi (φ)Γi(φ) ≈ i˜i(φ) = Ei,0 + φEi,1 + φ2Ei,2 + · · ·+ φ2rEi,2r. (3.40)
The polynomial matrix in (3.40) is obtained using the rth order Taylor’s series
expansion for ZN(φ) as shown in Section 3.3. Matrices {Ei,l}2rl=0 for i = 0, 1, · · · , T−
1 are computed before the search. Therefore, construction of ΓHi (φ)Γi(φ) for each
search point requires only 2rL2 number of multiplications which renders ADMM
to be less computationally intensive than EDMM. However, prior knowledge about
the interval over which the users’ ACFO values are present is required to chose
a suitable order r for the Taylor’s series approximation. This prior knowledge
can also be used to limit the search interval. For example, if φi ∈ [fl, fr], then
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the grid search can be done over the interval [fl, fr]. The CIR is estimated as
the eigenvector corresponding to the minimum eigenvalue of matrix ΓHi (φˆi)Γi(φˆi).
Therefore, there is a scalar ambiguity associated with the estimated CIR as in
GEVPM and EDMM based estimators. Table 3.3 lists the algorithm for the ith
user’s ADMM based estimator. To estimate a large ACFO, a higher order Taylor’s
series approximation is to be used.
Table 3.3: Algorithm for ADMM based estimator.
1 Estimate the noise subspace Un from the received signal vectors {r(n)}B−1n=0 .
2 To estimate φi, perform a grid search in the range [fl, fr] as follows:





a. φ = φ+ v, if φ > fr then goto step 3, else goto step 2b.









d. If temp < value then φˆi = φ and value = temp, else goto step 2e.
e. Goto step 2a.
3 Estimate hi as the eigenvector corresponding to the smallest
eigenvalue of the matrix ΓHi (φˆi)Γi(φˆi).
3.5 Computational Complexity Comparison
The computational complexity is analyzed only for the estimation of ACFO
and CIR. The computational complexity involved in computing the noise subspace
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using any batch method is O(N3). However, the use of some adaptive algorithms
for subspace estimation can reduce this computational complexity by one order
[110]-[114].
GEVPM:
The computational complexity involved in constructing the (2rL×2rL) eigen-
system is approximately O([(2r+ 1)(G2L+L3)]) and computing the EVD for this
eigensystem requires O((2rL)3) number of multiplications.
Li & Liu:
In order to compare the computational complexity, we also consider the esti-
mator in [84] proposed by Li & Liu. Li & Liu jointly estimated the ACFO and CIR
without using any pilots, but the estimator requires the computation of inverse of a
polynomial matrix. The polynomial matrix is of dimension (RL× (N +R−1)(L−
1)), where R > (N − 1)(L − 1). The computation of inverse requires O((RL)3)
multiplications. The ACFO is estimated by searching the spectrum. This involves
O(sNL) multiplications, where s denotes the number of search points. Estimating
the CIR involves O(NL3 +G2) multiplications.
EDMM:





. The determinant of a matrix is equal to the product of its
eigenvalues. Thus, EVD can be used to compute the determinant during the grid
search. EVD also computes the eigenvectors and hence the CIR estimate can be
directly obtained from the computed eigenvectors. Therefore, the complete grid
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search requires O(s(G2L + 2L3)) multiplications, where s denotes the number of
search points.
ADMM:
The main difference between EDMM and ADMM resides in the computation of
matrix ΓHi (φ)Γi(φ). The computational complexity involved in the construction of
matrices {Ei,l}2rl=0 and i˜i(φ) are O([(2r+1)(G2L+L3)]) and O(2rL2), respectively.
For each search point, only matrix i˜i(φ) is constructed and its determinant is com-
puted. Thus, the computational complexity for the grid search over s search points
is O(s(2rL2 +L3)) which is relatively less when compared with the computational
complexity for the grid search in EDMM.
The net computational complexity for all the above discussed methods are
tabulated in Table 3.4. From Table 3.4, it is evident that the computation of
Table 3.4: Computational complexity comparison.
Estimator Computational complexity
GEVPM O(N3) +O ([(2r + 1)(G2L+ L3)]) +O ((2rL)3)
Li & Liu O(N3) +O((RL)3) +O(sNL) +O(NL3 +G2)
EDMM O(N3) +O (s(G2L+ 2L3))
ADMM O(N3) +O ([(2r + 1)(G2L+ L3)]) +O (s(2rL2 + L3))
inverse for the polynomial matrix in Li & Liu’s estimator renders it to be computa-
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tional intensive. For small CFO values, r can be small. In this case, GEVPM has
low-computational complexity compared to EDMM and ADMM based estimators.
However, it will be later shown through computer simulations that EDMM and
ADMM offer better performance than GEVPM.
3.6 Simulation Results
For computer simulations, a DS-CDMA system with spreading gain G = 32
and T = 10 users is considered. The number of received signal vectors used for
subspace estimation is B = 100. The length of CIR for all users is assumed to
be L = 3. The ith user’s MSEs for ACFO and CIR estimates are computed as
the mean of ‖hi − hˆi‖2 and (φi − φˆi)2, respectively. The Cramer-Rao lower bound
(CRLB) is computed as shown in Appendix A
Cost Function
Let Yφ = det(Γ
H
i (φ)Γi(φ)). Assuming the users’ data symbols to be quadrature
phase-shift keying (QPSK) modulated and SNR = 15dB, the plot of Yφ for user
i = 0 is given in Fig. 3.2. The cost function is plotted for four different cases, i.e.,
for φ0 = −2.3, φ0 = −0.7, φ0 = 1 and φ0 = 2.1. From Fig. 3.2, it is observed that
the cost function of user i = 0 has a global minimum only at the user’s true ACFO
value.
EDMM vs GEVPM
The performance of GEVPM based estimator is compared with EDMM based
estimator for two scenarios. In the first scenario, each user’s ACFO value is assumed
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Fig. 3.2: Cost function for DS-CDMA system.
to be a random variable uniformly distributed over the interval [−0.1, 0.1] and for
the second scenario, the interval is assumed to be [−0.2, 0.2]. The ACFO value in
the interval [−α, α] corresponds to CFO of ±α/(2piTc)Hz. Typically 1/Tc = 1.2288
mega chips per second (Mcps) and hence the CFO is ±1.9557α105Hz. For a carrier
frequency of 2GHz, the above CFO will correspond to ±9.7785α10−3% of carrier
frequency. Thus, when α = 0.2, the CFO is ±1.9557 × 10−3% of 2Ghz which is
39KHz. This CFO value is typical in practical systems. The grid size for the
grid search in EDMM is chosen to be v = 0.001. If a larger grid size is chosen,
then the estimator may not be able to find the global minimum and hence the
MSE performance will exhibit an error floor. If a finer grid size is chosen, then
the number of search points will be large. This will increase the computational
complexity of the estimator. Thus, an optimum grid size is to be chosen by prior
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GEVPM r = 1
GEVPM r = 2
GEVPM r = 3
EDMM
CRLB
Fig. 3.3: EDMM vs GEVPM – ACFO estimation when {φi ∈ [−0.1, 0.1]}T−1i=0 .

























GEVPM r = 1
GEVPM r = 2
GEVPM r = 3
EDMM
CRLB
Fig. 3.4: EDMM vs GEVPM – ACFO estimation when {φi ∈ [−0.2, 0.2]}T−1i=0 .
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experimentation and tradeoff between accuracy and computational complexity. As
the users’ ACFO values are in the interval [−0.1, 0.1] and [−0.2, 0.2] we select grid
size v = 0.001 to have good estimation accuracy. The MSE for ACFO estimates
obtained using GEVPM and EDMM based estimators for the above mentioned
scenarios are shown in Fig. 3.3 and Fig. 3.4, respectively. The MSE for CIR
estimates obtained using GEVPM and EDMM based estimators for the above
mentioned scenarios are shown in Fig. 3.5 and Fig. 3.6, respectively. It is observed
that the performance of EDMM is always better than GEVPM and is close to
CRLB. This is due to the fact that EDMM uses no approximation. When the
users’ ACFO values are random variables uniformly distributed over the interval
[−0.1, 0.1], the performance of GEVPM based estimator can be improved using
a higher order Taylor’s series approximation. From Fig. 3.5 it is observed that
GEVPM with r = 3 order Taylor’s series approximation performs closer to EDMM.
However, when the users’ ACFO values are random variables uniformly distributed
over the interval [−0.2, 0.2], r = 3 order Taylor’s series approximation may not be
accurate and hence a larger value for r must be used.
In GEVPM, increasing r will render the sparse matrix in (3.32) even sparser
which could lead to matrix ill-conditioning. Furthermore, the eigenvalues of the
sparse matrix are in general complex values, whereas the parameter to be esti-
mated is real-valued. Thus, increasing r may not improve the estimation accuracy.
Therefore, GEVPM is not suitable to estimate large ACFO values. As there is no
sparse matrix in EDMM, it does not suffer from any ill-conditioning. EDMM can
estimate the user’s ACFO value in the interval [−pi, pi).
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GEVPM r = 1
GEVPM r = 2
GEVPM r = 3
EDMM
CRLB
Fig. 3.5: EDMM vs GEVPM – CIR estimation when {φi ∈ [−0.1, 0.1]}T−1i=0 .






















GEVPM r = 1
GEVPM r = 2
GEVPM r = 3
EDMM
CRLB
Fig. 3.6: EDMM vs GEVPM – CIR estimation when {φi ∈ [−0.2, 0.2]}T−1i=0 .
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EDMM: In Presence of PN
The MSE performance of the proposed estimator in the presence of phase
noise (PN) is obtained through computer simulations. We consider a Gaussian PN





e(jnG+L−1)φiZ˙N(n, φi)B˜ihisi(n) + v(n), (3.41)
where the (N ×N) diagonal matrix is given by
Z˙N(φi) = diag
([
ejθi(nG+L−1), ej(φi+θi(nG+L)), · · · , ej((N−1)φi+θi(nG+G−1))]T) .
(3.42)
Let θi(n) = [θi(nG + L − 1), θi(nG + L), θi(nG + L + 1), · · · , θi(nG + G − 1)]T .
The element in the kth row and lth column of the Gaussian PN covariance matrix
Rθi = E[θi(n)θ
H






where ω = 3 and χ = 0.005 were chosen for simulation [49]. Grid size of v = 0.001
is used for the grid search. The MSE for ACFO and CIR estimates obtained using
EDMM are shown in Figs. 3.7 and 3.8, respectively. From the simulations results,
it is observed that the PN does not affect the MSE at low SNR. At high SNR, the
MSE for ACFO estimate obtained in the presence of PN, is higher that the MSE
for ACFO estimate obtained in the absence of PN. This shows that the EDMM
based estimator is not significantly affected by PN.
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Fig. 3.7: EDMM: ACFO estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .






















Fig. 3.8: EDMM: CIR estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
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ADMM vs GEVPM
The MSE performance of ADMM and GEVPM based estimators for ACFO
and CIR estimation are compared in Fig. 3.9 and Fig. 3.10, respectively. The users’
ACFO values are assumed to be random variables uniformly distributed over the
interval [−0.2, 0.2]. The grid size used for the grid search in ADMM is v = 0.001.
For a given order of Taylor’s series approximation, ADMM performs better than




















ADMM r = 2
ADMM r = 3
ADMM r = 4
GEVPM r = 1
GEVPM r = 2
GEVPM r = 3
Fig. 3.9: ADMM vs GEVPM – ACFO estimation when {φi ∈ [−0.2, 0.2]}T−1i=0 .
GEVPM. Furthermore, large ACFO values can be estimated using ADMM by
increasing the order of Taylor’s series approximation. This is observed through
the BER performance obtained through computer simulations. Unlike GEVPM,
ADMM uses no sparse matrix and hence increasing r results in improving the
performance of ADMM based estimator.
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BER Performance
To clearly visualize the advantage of EDMM and ADMM over GEVPM, we
investigate the effect of estimation error on BER performance through computer
simulations. A subspace-based minimum mean squared error (MMSE) multiuser
detector is formulated in Appendix B. The inevitable scalar phase ambiguity in the
CIR estimate hinders coherent detection at the receiver. In order to overcome this
problem, the transmitted data symbols are differentially encoded at the transmitter
and differential detected at the receiver. In computer simulations, the users’ data
symbols are assumed to be differential BPSK (DBPSK) modulated. The BER
performance of the estimator is compared with the ideal subspace-based MMSE
multiuser detector, i.e., the multiuser detector (as in Appendix B) with knowledge
of users’ true ACFO and CIR values. The grid size used for the grid search in
EDMM and ADMM is v = 0.001. The BER performance curves for GEVPM,
ADMM and EDMM based estimators are shown in Fig. 3.11, Fig. 3.12 and
Fig. 3.13, respectively. It is observed that the BER performance obtained using
GEVPM is not close to the BER performance of the ideal detector as φi is relatively
large for this method. Even increasing the order of Taylor’s series approximation
does not improve the BER performance. In Fig. 3.11, it can be seen that the
BER performance for r = 3 is better than r = 4 and r = 5. This observation
is attributed to the incapability of GEVPM to accurately estimate large ACFO
for large value of r. In ADMM, the BER performance is observed to improve
and approach the ideal detector’s BER performance with increase in the order
of Taylor’s series approximation. Fig. 3.13, shows that the BER performance
obtained using EDMM based estimator overlaps with the ideal detector’s BER
performance.
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ADMM r = 1
ADMM r = 2
ADMM r = 3
ADMM r = 4
GEVPM r = 1
GEVPM r = 2
GEVPM r = 3
Fig. 3.10: ADMM vs GEVPM – CIR estimation when {φi ∈ [−0.2, 0.2]}T−1i=0 .















Fig. 3.11: BER performance for GEVPM when {φi ∈ [−0.2, 0.2]}T−1i=0 .
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Fig. 3.12: BER performance for ADMM when {φi ∈ [−0.2, 0.2]}T−1i=0 .













Fig. 3.13: BER performance for EDMM when {φi ∈ [−0.5, 0.5]}T−1i=0 .
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Therefore, to estimate small ACFO values ADMM based estimator can be used and
to estimate large ACFO values EDMM based estimator can be used. Note that, it is
also possible to have a hybrid estimator where EDMM and ADMM based estimators
are implemented in parallel. Depending on the a priori information available at the
receiver, power limitation and computational complexity, the receiver can choose
either one of the estimators for joint ACFO and CIR estimation.
3.7 Conclusion
In this chapter, the discrete time received signal in the uplink of a quasi-
synchronous DS-CDMA system in the presence of CFO was systematically formu-
lated. The existing GEVPM based estimator for joint ACFO and CIR estimation
was outlined. Higher order Taylor’s series approximation when used to estimate
large ACFO values could result in ill-conditioning of the sparse matrix in GEVPM.
Thus, GEVPM cannot be used for estimating large ACFO values. To overcome this
problem, two subspace-based blind estimators, namely EDMM and ADMM, were
proposed. EDMM and ADMM do not have any sparse matrix. The ACFO was esti-
mated by minimizing the determinant of a small dimensional positive semi-definite
matrix. EDMM employed no approximation and hence it could estimate large
ACFO values, i.e., estimation could be done for φi ∈ [−pi, pi). ADMM used Tay-
lor’s series approximation in order to reduce the computational complexity of the
grid search. Though ADMM used Taylor’s series approximation, it offered better
performance than GEVPM as there was no sparse matrix in ADMM. Furthermore,
it was observed that performance of ADMM improved as the approximation order
was increased. It should be noted that ACFO is estimated as the real part of an
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eigenvalue in GEVPM. This eigenvalue could be a complex number and hence the
ACFO estimate may not be accurate. However, in the case of EDMM and ADMM,
the ACFO is estimated through a search over real-valued search points. Thus,




In chapter 3, subspace-based blind joint ACFO and CIR estimators were pro-
posed for the uplink transmission in DS-CDMA systems. These estimators used
ISI free received samples for estimation. This motivates us in using techniques
at the transmitter which can help the receiver to eliminate ISI. The use of cyclic
prefix in OFDM system is known to eliminate ISI and leads to a low computational
complexity channel equalizer at the receiver [33]. To exploit the benefits of cyclic
prefix in single carrier systems, single carrier cyclic prefix (SCCP) system was pro-
posed in the literature [26] [27]. CP-CDMA system is derived from SCCP and
DS-CDMA systems. A DS-CDMA system which employs cyclic prefix is called
CP-CDMA system. Unlike DS-CDMA, CP-CDMA can be configured for block
transmission. In block transmission, the cyclic prefix is inserted for a block of data
symbols instead of inserting for every data symbol. This improves the spectral effi-
ciency as the redundant information being transmitted is reduced. In this chapter,
the received signal in the uplink transmission of CP-CDMA system is analyzed in
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detail. The problem of ACFO and CIR estimation in CP-CDMA is solved by for-
mulating an estimator similar to the EDMM based estimator proposed in chapter
3. Furthermore, a criterion for the selection of users’ spreading codes to guarantee
the identifiability of ACFO and CIR estimates is outlined. The performance of the
proposed estimator is studied through computer simulations.
4.1 System Model
As in chapter 3, T denotes the number of users in the uplink transmission of a
quasi-synchronous CP-CDMA system and the ith user’s spreading code is assumed
to be ci = [ci(0), ci(1), · · · , ci(G− 1)]T with spreading gain G > T . For generalized
treatment, block transmission is considered. Let Q denote the number of data
symbols in the transmitted data block. At the transmitter, Q data symbols from
each user are converted from serial to parallel form. This (Q× 1) vector forms the
CP-CDMA data block. The data symbols in the block are spread by a user specific
spreading code. The resulting (N × 1) vector xi(n) obtained after spreading is
given by
xi(n) = Cisi(n), (4.1)
where N = QG and si(n) = [si(nQ), si(nQ + 1), · · · , si(nQ + Q − 1)]T is the nth
data block with si(l) denoting the ith user’s data symbol transmitted for the lth
data symbol duration. The (N ×Q) matrix Ci can be expressed as
Ci = IQ ⊗ ci, (4.2)
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where⊗ denotes the Kronecker product. A cyclic prefix of length P is augmented to
vector xi(n) to obtain the ((N+P )×1) vector x˜i(n) = [x˜i(n(N+P )+0), x˜i(n(N+
P ) + 1), · · · , x˜i(n(N + P ) +N + P − 1)]T as follows:
x˜i(n) = Tcpxi(n), (4.3)
where the ((N + P )×N) cyclic prefix matrix Tcp is given by
Tcp =
 IN(N − P + 1 : N, :)
IN
 , (4.4)
with IN(N − P + 1 : N, :) denoting the last P row vectors of matrix IN . The
elements of vector x˜i(n) are converted from parallel to serial form, modulated onto
normalized pulse shaping function p(t) and transmitted through the channel. Let
Ts and Tc denote the duration of the data symbol and the pulse shaping function,
respectively. Therefore, the relationship between Ts and Tc is QTs = (N + P )Tc.




x˜i(n(N + P ) + l)p(t− n(N + P )Tc − lTc), (4.5)
for t ∈ [n(N + P )Tc, (n + 1)(N + P )Tc). The block diagram of the CP-CDMA
transmitter is shown in Fig. 4.1. The ith user’s transmitted signal when p(t) is a
rectangular pulse of duration Tc, ci = [+1,−1,+1,+1,−1]T/
√
5, Q = 2, N = 10,
P = 2 and data symbol is BPSK modulated is graphically shown in Fig. 4.2.
The transmitted signal from each user propagates through an independent
multipath fading channel and reaches the base station with CFO fi. Following the
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Fig. 4.1: CP-CDMA transmitter.
Fig. 4.2: Signal transmitted by ith user in CP-CDMA system.
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steps illustrated in Section 3.1 of chapter 3, the signal received at the base station
during the nth CP-CDMA symbol duration due to the presence of T users is given
by1








x˜i(n(N + P ) + l)hi(p− l)
+v(n(N + P ) + p), (4.6)
where hi(n) and φi = 2pifiTc are the ith user’s discrete time CIR and ACFO,
respectively. The CIR for all users is assumed to have a maximum channel order
of L− 1. The (L× 1) CIR vector hi is defined as
hi = [hi(0), hi(1), · · · , hi(L− 1)]T . (4.7)
The multipath fading channel causes inter block interference (IBI), graphically
illustrated in Fig. 4.3, where each transmitted block contains a cyclic prefix followed
by Q data symbols. The (N + P ) samples corresponding to the nth CP-CDMA
symbol duration are stacked to form r˜(n) as follows:
r˜(n) = [y(n(N + P )), y(n(N + P ) + 1), · · · , y(n(N + P ) +N + P − 1)]T
(4.8)
1The received signal is sampled at rate 1/Tc.
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Hix˜i(n− 1)︸ ︷︷ ︸
IBI
+ v˜(n), (4.9)
where v˜(n) = [v(nG+ 0), v(nG+ 1), · · · , v(n(N + P ) +N + P − 1)]T . Matrices
H˜i and
´˜
Hi are ((N + P ) × (N + P )) dimensional Toeplitz matrices whose first
column vectors are [hTi , 0(N+P−L)×1]
T and 0(N+P )×1, respectively and their first row
vectors are [hi(0), 01×(N+P−1)] and [01×(N+P−L+1), hi(L− 1), hi(L− 2), · · · , hi(1)],
respectively. To obtain an IBI free received signal after the removal of the cyclic
prefix, the length of the cyclic prefix P is chosen to be L− 1. After removing the
first P elements corresponding to the cyclic prefix, the resulting (N × 1) vector is
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ejn(N+P )φiRcpZN+P (φi)H˜iTcpxi(n) + v(n), (4.10)





Hi = 0N×(N+P ). It

















ej(n(N+P )+P )φiZN(φi)HiCisi(n) + v(n), (4.12)
where Hi = RcpH˜iTcp is a (N × N) circulant channel matrix [28] whose first
column vector is given by [hTi ,0(N−L)×1]. An example illustrating the structure
of the various matrices involved in a CP-CDMA system is given in Appendix C.
It should be noted that the received signal vector in (4.12) is free from IBI. The
objective is to estimate the ith user’s ACFO and CIR using (4.12) and knowledge
of user spreading code.
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4.2 CP-CDMA Signal Structure
Let bi,k denote the kth column vector of matrix Ci. The circulant channel
matrix Hi multiplying the vector bi,k can be expressed as
Hibi,k = B˜i,khi for k = 0, 1, · · · , Q− 1, (4.13)
where B˜i,k is a (N × L) Toeplitz matrix whose first column vector and first row
vector are bi,k and [bi,k(0), bi,k(N − 1), · · · , bi,k(N − L + 1)], respectively. The lth
element in vector bi,k is denoted by bi,k(l) for l = 0, 1, · · · , N −1. Using (4.13), the






ej(n(N+P )+P )φiZN(φi)B˜i,khisi(nQ+ k) + v(n). (4.14)
Observing equation(4.14), it is noted that the received signal corresponding to the






the dimension of the subspace spanned by the received signal corresponding to the
ith user is given by rank of (N ×Q) matrix ZN(φi)
[
B˜i,0hi, B˜i,1hi, · · · , B˜i,Q−1hi
]
.
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Let the spreading code of every user be assumed to satisfy the following assumption:
AS1 : The DFT of (N × 1) vector bi,0 does not have any zero element
for i = 0, 1, · · · , T − 1.
Assumption AS12 implies that the (N × 1) vector WNbi,k does not have any zero
element for k = 1, 2, · · · , Q− 1 and i = 0, 1, · · · , T − 1.
Lemma 4.1. If the (N × 1) vector WNbi,k does not have any zero element, then
the (N×QL) matrix B˘i =
[
B˜i,0, B˜i,1, · · · , B˜i,Q−1
]
is of full rank QL, provided that
N > QL.
Proof: The column vectors of matrix B˘i are obtained by circular shifting the col-






(1), · · · , [bi,k](N−1)
]
, (4.16)
where [a](l) denotes the vector obtained by circularly shifting vector a by l times. A
single circular shift comprises of moving the last element of the column vector to
the first. Thus, matrix B˘i contains a subset of column vectors from matrix Θi,k.
If Q = 3, L = 2, G = 4 and ci = [a0, a1, a2, a3]
T then, the (N ×QL) matrix B˘i is
2It should be noted that the Fourier transform of bi,0 at frequency points {2pik/N}N−1k=0 only
are assumed to be non-zero.
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a0 a1 a2 a3 0 0 0 0 0 0 0 0
0 a0 a1 a2 a3 0 0 0 0 0 0 0
0 0 0 0 a0 a1 a2 a3 0 0 0 0
0 0 0 0 0 a0 a1 a2 a3 0 0 0
0 0 0 0 0 0 0 0 a0 a1 a2 a3




The above example clearly illustrates that matrix B˘i can be constructed by selecting
a set of QL column vectors from Θi,k.
Using the circulant matrix property, Θi,k can be transformed into a diagonal
matrix as shown below
WNΘi,kW
H
N = Λi,k, (4.18)
where
Λi,k = diag(WNbi,k). (4.19)
As WN and W
H
N are unitary matrices, rank(Θi,k) = rank(Λi,k). It should be
noted that vector WNbi,k does not have any element equal to zero. Therefore,
rank(Λi,k) = rank(Θi,k) = N . As matrix Θi,k is of full rank N , the column
vectors of Θi,k are linearly independent. Therefore, matrix B˘i is of full rank QL
for i = 0, 1, · · · , T − 1. ¤
Lemma 4.1 implies that each user’s signal subspace is Q dimensional and inde-
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pendent of the user’s ACFO and CIR values. It also implies that the transformation
Hibi,k = B˜i,khi is unique, i.e.,
Hibi,k = B˜i,kx iff x = hi. (4.20)
4.3 Blind Subspace-based Estimator
4.3.1 Assumptions
The following assumptions, similar to that made in chapter 3, are used in the
formulation of the estimator.
AS2 : Column vectors {{ZN(φi)B˜i,khi}Q−1k=0 }T−1i=0 are linearly independent for
any realization of hi and any φi ∈ [−pi, pi).
Assumption AS2 implies that the dimension of signal subspace (Us) is
3 S = QT .
Thus, the dimension of noise subspace (Un) is (N − S). The (N × S) matrix Us
and (N × (N − S)) matrix Un are estimated following the procedure stated in
Section 2.5.
The orthogonality between the signal and noise subspaces results in
UHn ZN(φi)B˜i,khi = 0(N−S)×1, (4.21)
3It should be noted that N > QT since N = QG and G > T .
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for k = 0, 1, · · · , Q− 1 and i = 0, 1, · · · , T − 1. Equation (4.21) can be written as
ΨZ˜(φi)Dihi = 0Q(N−S)×1, (4.22)
Γi(φi)hi = 0Q(N−S)×1, (4.23)
where
Ψ = IQ ⊗UHn , (4.24)












Γi(φi) = ΨZ˜(φi)Di. (4.27)
Equation (4.23) is used to obtain the cost function for the estimator. The following
assumption is made in order to establish the uniqueness of the estimated parameters
(ACFO and CIR) using (4.23).





is 1 when φ = φi and 0 when φ 6= φi for i = 0, 1, · · · , T − 1.
Assumption AS3 and the full rank property of (QN ×L) matrix4 Di ensures that
equation (4.23) has a unique and non trivial solution for φi and hi.
4Using Lemma 4.1, matrix Di can be proved to be a full rank matrix.
86
CHAPTER 4. CP-CDMA System
4.3.2 ACFO and CIR Estimator
Using (4.23), the cost function to minimize is given by
min
φ,h,h 6=0L×1
J(φ,h) = ‖Γi(φ)h‖2 = hHΓHi (φ)Γi(φ)h. (4.28)
The estimator for CP-CDMA system is formulated following the steps given for









That is, the search point φ ∈ [−pi, pi) which minimizes det (ΓHi (φ)Γi(φ)) is the esti-
mated ACFO. Assumption AS3 ensures that matrix ΓHi (φ)Γi(φ) is rank deficient




. The grid search is performed over
the interval [−pi, pi) using a suitable grid size v. The ith user’s CIR is estimated as
the eigenvector corresponding to the minimum eigenvalue of the (L × L) positive
semi-definite Hermitian matrix ΓHi (φˆi)Γi(φˆi), i.e,






As in Section 3.4.2, ADMM based ACFO and CIR estimator for CP-CDMA system
can be formulated to reduce the computational complexity.
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4.4 ACFO and CIR Identifiability
The crux of the proposed estimator lies in the equation
ΨZ˜(φ)Dih = 0Q(N−S)×1, (4.31)
where φ and h are the parameters to be estimated. For the ith user’s ACFO and
CIR estimates to be identified uniquely, it is required to have Z˜(φ)Dih ∈ null(Ψ) iff
φ = φi and
5 h = ejζhi where ζ is a real-valued scalar. To the authors’ knowledge,
only identifiability of CIR estimate in the absence of ACFO is reported in the
literature (e.g. [75]). The uniqueness of CIR estimate is established in [75] by
assuming the intersection space between col(Di) and col(IQ⊗Us) to be of dimension
one. Details about construction of matrix Di were not addressed. Furthermore,
the identifiability of estimates in joint ACFO and CIR estimation has not been
addressed so far. In the following, the selection of spreading codes to ensure unique
identifiability of ACFO and CIR estimates is outlined. It is to be noted that
the dimension of intersection space between col(Z˜(φ)Di) and col(IQ ⊗Us) is not
assumed to be one, but practically feasible constraints are imposed on the users’
spreading codes to ensure the dimension of intersection space to be one.
Let matrix ki be a (QN × L(T + 1)) matrix defined as
ki =
[
Z˜(φ)Di, Z˜(φ0)D0, Z˜(φ1)D1, · · · , Z˜(φT−1)DT−1
]
, (4.32)
for i = 0, 1, · · · , T − 1. For the ACFO and CIR estimates to be unique, matrix ki
should be of rank L(T + 1) when φ 6= φi and of rank LT when6 φ = φi. If the




= 0 iff φ = φi.
6Therefore, it is necessary to have QN ≥ L(T + 1).
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The (N×LT ) matrix Gk in (4.34) for k = 0, 1, · · · , Q−1 is constructed as follows:
Gk =
[
ZN(φ0)B˜0,k,ZN(φ1)B˜1,k, · · · ,ZN(φT−1)B˜T−1,k
]
. (4.35)
Matrix ki will be of full rank L(T + 1) if matrix G˜i,k is of full rank L(T + 1)
for any k ∈ [0, Q − 1] and all possible combinations of {φ, φ0, φ1, · · · , φT−1} ∈
[−pi, pi). Without loss of generality, let i = 0 be the desired user. Therefore, for
the i = 0 user’s ACFO and CIR estimates to be uniquely identified it is sufficient
to have matrix G˜0,0 to be of full rank L(T + 1) for all possible combinations of
{φ, φ0, φ1, · · · , φT−1} ∈ [−pi, pi). Matrix G˜0,0 depends only on the users’ spreading
codes, φ and {φi}T−1i=0 . As φ and φi can take any real value from the interval
[−pi, pi), verifying the rank of matrix G˜0,0 for all possible values of φ and {φi}T−1i=0
is not possible. Therefore, the following approximation is used to render the above
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where it is assumed that N is even and integer li ∈ [−N/2, N/2 − 1] for i =
0, 1, · · · , T−1. AsN increases, δi → 0 and hence matrix Z(φi) can be approximated
as
ZN(φi) ≈ ZN(2pili/N), (4.37)
because Z(δi)→ IN as δi → 0. Similarly, matrix ZN(φ) is approximated as
ZN(φ) ≈ ZN(2pil/N), (4.38)




ZN(2pil/N)B˜i,0,ZN(2pil0/N)B˜0,0, · · · ,ZN(2pilT−1/N)B˜T−1,0
]
. (4.39)
The user spreading codes are chosen such that matrix G˜0,0, constructed using
(4.39), is of rank L(T+1) for all combinations of {l, l0, l1, · · · , lT−1} ∈ [−N/2, N/2−




= LT . Since ZN(2pil/N) is a unitary
matrix, it can be factored out without altering the rank of G˜0,0 as
G˜0,0 ≈
[
B˜i,0,ZN(2pip0/N)B˜0,0, · · · ,ZN(2pipT−1/N)B˜T−1,0
]
, (4.40)
where {pi = li − l}T−1i=0 and {p0, p1, · · · , pT−1} ∈ [−N/2, N/2 − 1]. Therefore, it is
sufficient to construct matrix G˜0,0 (as given in (4.40)) to be of full rank L(T + 1)
for all possible combinations of {p0, p1, · · · , pT−1} ∈ [−N/2, N/2 − 1] except for




= LT . The condition p0 = 0 implies that l0− l = 0, i.e.,
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the estimated ACFO is the desired user’s true ACFO value.
For example, let the spreading gain be G = 32, Q = 2 (therefore N = 64),
number of users T = 4 and length of CIR be L = 3. The rank of the (64 × 15)
dimensional matrix G˜0,0 for all possible combinations of {p0, p1, p2, p3} (except
p0 = 0) is plotted in Fig. 4.4. Fig. 4.4 confirms that G˜0,0 is full rank for all
possible combinations of {p0, p1, p2, p3} (except p0 = 0). This shows that, there are
spreading codes in practice which satisfy assumption AS3.















Fig. 4.4: Full rank of matrix G˜0,0.
The conditions so far imposed on N are Q(N − S) ≥ L, N ≥ LQT and













7Ceiling operator d.e: dae returns the smallest integer, such that dae − a ≥ 0.
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4.5 Simulation Results
For computer simulations, a CP-CDMA system with spreading gain G = 32
and T = 5 users is considered. The number of data symbols transmitted in a block
is Q = 2 and hence N = QG = 64. The length of CIR for all users is assumed
to be L = 3 and the cyclic prefix length is P = 2. The users’ data symbols are
assumed to be QPSK modulated. A set of B = 100 received signal vectors are used
for subspace estimation. Without loss of generality, i = 0 user is considered as the
desired user. The ith user’s MSEs for ACFO and CIR estimates are computed as
the mean of ‖hi − hˆi‖2 and (φi − φˆi)2, respectively.
Cost Function
Let Yφ = det(Γ
H
i (φ)Γi(φ)). The plot of Yφ for i = 0 user is given in Fig. 3.2.
The SNR is set to 15dB. The cost function is plotted for four different cases, i.e.,
for φ0 = −2.3, φ0 = −0.7, φ0 = 1 and φ0 = 2.1. From Fig. 3.2, it is observed that
the i = 0 user’s cost function has a global minimum only at the user’s true ACFO
value.
MSE Performance
The users’ ACFO values are assumed to be a uniformly distributed random
variable in the interval [−0.5, 0.5]. The ACFO value within the interval [−0.5, 0.5]
corresponds to a frequency offset of ±4.8892×10−3% of the carrier frequency 2GHz.
The CRLB is computed as shown in Appendix A. The MSE for ACFO estimate
obtained using the proposed estimator is shown in Fig. 4.6 for different grid sizes
v. In Fig. 4.6, an error floor is observed for v = 0.01. This is due to the use of
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Fig. 4.5: Cost function for CP-CDMA system.



























Fig. 4.6: MSE for ACFO estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
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large grid size. As v is reduced, the performance gets closer to the CRLB. The
MSE curves for CIR estimation corresponding to different grid sizes used for the
grid search are given in Fig. 4.7. It is observed that the MSE corresponding to
CIR estimation gets closer to the CRLB as the grid size is reduced.

























Fig. 4.7: MSE for CIR estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
In Presence of PN
The MSE performance of the proposed estimator in the presence of PN is
obtained through computer simulations. We consider a Gaussian PN model as in






e(jn(N+P )+P )φiZ˙N(n, φi)B˜i,khisi(nQ+ k) + v(n), (4.42)
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where the (N ×N) diagonal matrix is given by
Z˙N(n, φi) = diag
([
ejθi(nG+L−1), ej(φi+θi(nG+L)), · · · , ej((N−1)φi+θi(nG+G−1))]T) .
(4.43)
Let θi(n) = [θi(nG + L − 1), θi(nG + L), θi(nG + L + 1), · · · , θi(nG + G − 1)]T .
The element in the pth row and qth column of the Gaussian PN covariance matrix
Rθi = E[θi(n)θ
H






where ω = 3 and χ = 0.005 were chosen for simulation [49]. A grid size of v =
0.0001 is used for the grid search. Each user’s ACFO value is assumed to be in
the interval [−0.5, 0.5]. The MSE for ACFO and CIR estimates obtained using
EDMM are shown in Figs. 4.8 and 4.9, respectively. From the simulations results,
it is observed that the PN does not affect the MSE at low SNR. At high SNR, the
MSE for ACFO and CIR estimates obtained in the presence of PN, is higher than
the MSE for ACFO and CIR estimates obtained in the absence of PN. Thus, the
proposed estimator is not significantly affected by PN.
MSE vs Users
We compare the MSE for ACFO and CIR estimates obtained using EDMM for
different number of users and different length of CIR. For simulation we consider
G = 32, Q = 2 and users ACFO in the interval [−0.5, 0.5]. Grid size v = 0.0001 is
used for the grid search. Figs. 4.10 and 4.11 shows the MSE for ACFO and CIR
estimates, respectively. As the number of users is increased, it is observed that the
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Fig. 4.8: ACFO estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .






















Fig. 4.9: CIR estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
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MSE increases. This is due to the increase in MAI. Furthermore, it is observed
that the performance of EDMM based estimator gracefully degrades with the in-
crease in the number of users. Note that when T > 10 and L = 5, the spreading
gain does not satisfy the inequality in (4.41). In this case, though the estima-
tor performs well, the identifiability of the estimates is yet to be proved when the
inequality in (4.41) is not satisfied and the grid search is on the interval [−0.5, 0.5].
























Users T = 5, L =3
Users T = 10, L = 5
Users T = 15, L = 5
Fig. 4.10: ACFO estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
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Users T = 5, L = 3
Users T = 10, L = 5
Users T = 15, L = 5
Fig. 4.11: CIR estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
4.6 Conclusion
In this chapter, EDMM based estimator was formulated for jointly estimating
ACFO and CIR in the uplink transmission of CP-CDMA system. The dimension
of each user’s signal subspace was shown to be independent of the user’s ACFO and
CIR values, if the DFT of user spreading codes did not have any nulls. Furthermore,
a criterion for selection of users’ spreading codes was formulated to asymptotically
guarantee the identifiability of ACFO and CIR estimates. Through computer sim-





In chapter 3 and chapter 4, subspace-based blind joint ACFO and CIR es-
timator was formulated for multiuser CDMA systems where the spreading was
done in time domain. In this chapter, a subspace-based blind joint ACFO and
CIR estimator is formulated for MC-CDMA system where the spreading is done
in the frequency domain. MC-CDMA system is a hybrid of OFDM and CDMA
systems. To leverage the benefits from both OFDM and CDMA, accurate carrier
frequency synchronization and CIR estimation is essential. The formulation of the
joint ACFO and CIR estimator is similar to that done in chapter 3 and chapter 4.
The received signal in the uplink transmission of MC-CDMA system is analyzed
and is shown that the inherent signal structure can guarantee the dimension of each
user’s signal subspace to be independent of the user’s ACFO and CIR values. The
dissimilarities between CP-CDMA and MC-CDMA systems are also highlighted in
this chapter. The estimator in [74] proposed for blind ACFO estimation in uplink
MC-CDMA system is shown to be unsuitable for frequency selective multipath
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fading channels whereas our estimator is shown to perform well in both frequency
selective and frequency flat fading channels. Furthermore, a criterion for the se-
lection of users’ spreading codes is outlined to guarantee the identifiability of the
estimates. The performance of the proposed estimator for MC-CDMA uplink is
studied through computer simulations.
5.1 System Model
A generalized MC-CDMA system with T users in the uplink is considered. The
uplink transmission is assumed to be quasi-synchronous. As in CP-CDMA, ci =
[ci(0), ci(1), · · · , ci(G − 1)]T denotes the ith user’s spreading code with spreading
gain G > T and Q denotes the maximum number of data symbols in a data block.
Let Qi denote the number of data symbols in the ith user’s data block, where
Qi ≤ Q. At the ith user’s transmitter, Qi data symbols are converted from serial
to parallel form and appended with (Q − Qi) number of zeros to form a (Q × 1)
vector si(n) given by
si(n) = [si(nQi), si(nQi + 1), · · · , si(nQi +Qi − 1),01×(Q−Qi)]T , (5.1)
where si(nQi + k) denotes the ith user’s kth data symbol transmitted during nth
data block. In this chapter, we assume one data block to contain Q data symbols,
i.e., Qi = Q for i = 0, 1, · · · , T − 1. The (Q × 1) vector si(n) is spread using user
specific spreading code as follows:
x˘i(n) = Cisi(n), (5.2)
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where the (N × Q) code matrix Ci = IQ ⊗ ci. Users with high data rate re-
quirements can be supported by assigning more than one spreading code to them.
The N elements of vector x˘i(n) needs to be suitably modulated onto N orthog-
onal subcarriers1. The N subcarriers are divided into Q groups such that each
group has G subcarriers. Let {f (q)m ; 0 ≤ m ≤ G − 1} denote the indices of the
subcarriers in the qth group, where 0 ≤ q ≤ Q− 1. The subcarriers in each group
are uniformly spaced over the available bandwidth, thus creating frequency diver-
sity. The subcarrier indices for the qth group are given by f
(q)
m = mQ + q where
m = 0, 1, · · · , G − 1 [66]. For example, the subcarrier grouping for G = 4 and
Q = 4 (N = QG = 16) is pictorially illustrated in Fig. 5.1. The G elements in
Fig. 5.1: Subcarrier grouping.
vector x˜i(n) corresponding to the data symbol si(nQ+ q) are modulated onto the
G subcarriers in qth group whose indices are f
(q)
m . In other words, the elements
ci(0)si(nQ+ q), ci(1)si(nQ+ q), · · · , ci(G− 2)si(nQ+ q) and ci(G− 1)si(nQ+ q)
are modulated onto the subcarriers with indices q,Q+ q, 2Q+ q, · · · , (G− 2)Q+ q
and (G− 1)Q+ q, respectively for q = 1, 2, · · · , Q− 1. The subcarrier assignment
is done by the (N ×N) interleaving matrix Π. Matrix Π is obtained by permuting
1The number of subcarriers in the MC-CDMA system is N = QG.
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row (or column) vectors of matrix IN such that
ΠHΠ = ΠΠH = IN . (5.3)
The N elements of the vector obtained after interleaving are modulated onto N
subcarriers by the N -point IDFT processor. The ith user’s (N × 1) signal vector




whereWN denotes the N -point discrete Fourier transform (DFT) matrix. A cyclic
prefix of length P is augmented to xi(n) as in chapter 4 and the resulting ((N +
P )× 1) column vector x˜i(n) is given by
x˜i(n) = Tcpxi(n). (5.5)
At the ith user’s transmitter, the transmission after obtaining x˜i(n) is same as
that in CP-CDMA transmitter described in chapter 4. The block diagram for ith
user’s MC-CDMA transmitter is illustrated in Fig. 5.2. As in chapters 3 and 4,
the maximum length of the composite CIR for all users is assumed to be L and the
ith user’s CIR is denoted by
hi = [hi(0), hi(1), · · · , hi(L− 1)]T . (5.6)
Therefore, the length of the cyclic prefix is chosen to be P = L− 1 so that the IBI
is eliminated after the removal of the cyclic prefix at the receiver. Let φi denote the
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Fig. 5.2: MC-CDMA Transmitter.
ith user’s ACFO. Following the steps in Section 4.1, the (N × 1) vector obtained
due to the presence of T users, after the removal of the cyclic prefix at the receiver










NΠCisi(n) + v(n), (5.7)
where Hi is the (N × N) circulant channel matrix whose first column vector is
[hTi ,01×(N−L)]
T . It is assumed that E[v(n)vH(n)] = σ2IN . The objective is to
estimate the ith user’s ACFO and CIR by using only the received signal and the
knowledge of the desired user’s spreading code.
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5.2 CP-CDMA and MC-CDMA Dissimilarity
Both CP-CDMA and MC-CDMA can support block transmission and use
spreading codes for identifying the users. They use cyclic prefix to eliminate IBI
and aid for a simple frequency domain channel equalization at the receiver. How-
ever, there exists key dissimilarities between CP-CDMA and MC-CDMA systems.
Interleaving and IDFT computation are performed in MC-CDMA system whereas
in CP-CDMA there are no such operations.
5.2.1 Frequency Spectrum
In the absence of CFO, the received signal obtained after the removal of cyclic










NΠCisi(n) + v(n). (5.9)
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where Λi =WNHiW
H
N is a (N×N) diagonal matrix and Λ˜i = ΛiΠ. The N -point
DFT of the ith user’s CIR forms the N diagonal elements of Λi. In other words, the
available bandwidth is divided into N orthogonal subbands. The l diagonal element
of matrix Λi is denoted by λi,l for l = 0, 1, · · · , N −1. Let gi(n) =WNCisi(n) and
gi,l(n) for l = 0, 1, · · · , N − 1 denote the lth element of vector gi(n). Observing
equation (5.10) we can note that, the Q data symbols are not separated and each
subband has contributions from all the Q data symbols in the data block. This is
due to the presence of DFT matrix WN in (5.10). However in MC-CDMA, (5.12)
implies that each subband carries the spread signal corresponding to only one
specific data symbol in the data block. In other words, the CP-CDMA signal has
intra block interference whereas MC-CDMA signal has no intra block interference.
This is clearly illustrated by Fig. 5.3 for G = 4 and Q = 2. The different shades
used for MC-CDMA in Fig. 5.3 denotes the subcarrier grouping scheme outlined
in Section 5.1.
5.2.2 Signal Structure
Let bi,k denote the kth column vector of (N × Q) matrix WHNΠCi for k =
0, 1, · · · , Q− 1. As in chapter 4, the multiplication Hibi,k can be expressed as
Hibi,k = B˜i,khi, (5.13)






ej(n(N+P )+P )φiZN(φi)B˜i,khisi(nQ+ k) + v(n), (5.14)
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Fig. 5.3: CP-CDMA and MC-CDMA Frequency Spectrum.
where B˜i,k is a (N×L) Toeplitz matrix with bi,k and [bi,k(0), bi,k(N−1), · · · , bi,k(N−
L+1)] as first column vector and first row vector, respectively. The key differences
between the structure of matrix B˜i,k for CP-CDMA and MC-CDMA systems are
outlined in this section.
5.2.2.1 Rank of B˜i,k:
In chapter 4, assumption AS3 was used to ensure that matrix B˜i,k is of full
rank in CP-CDMA system. In MC-CDMA, B˜i,k can be proved to be of full rank
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without using any assumption.
Lemma 5.1. The (N × L) matrix B˜i,k is of full rank L for any selection of the
user’s spreading code.










(l) denotes the vector obtained by circular shifting the elements of bi,k
by l times. It is observed that, matrix B˜i,k can be obtained as the first L column
vectors of matrix Θi,k as follows:
B˜i,k = Θi,k(:, 1 : L), (5.16)
where Θi,k(:, 1 : L) is a (N × L) matrix containing the first L column vectors of




where Λi,k is a (N ×N) diagonal matrix whose non-zero elements are given by the
DFT of the column vector bi,k, i.e.,
Λi,k = diag(d˜i,k), (5.18)
where d˜i,k denotes the kth column vector of (N×Q) matrixΠCi for k = 0, 1, · · · , Q−
1. Rank of Θi,k is equal to rank of Λi,k which in turn is equal to the number of
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non-zero elements in vector d˜i,k which is G. Thus rank of Θi,k is G. The following
example outlines the above result.
Let G = 4 and Q = 2, therefore N = 8. Let ci = [ci(0), ci(1), ci(2), ci(3)]
T .
The (N ×Q) matrix ΠCi for this example is
ΠCi =
 ci(0) 0 ci(1) 0 ci(2) 0 ci(3) 0




From (5.19), it can be clearly seen that vector {d˜i,k}Q−1k=0 has G = 4 non-zero ele-
ments. Hence the rank of matrix Λi,k (in turn the rank of Θi,k) is G = 4.
The interleaving done at the transmitter results in the presence of Q− 1 zeros
between every non-zero element in d˜i,k causing an interpolation effect [115]. Using
the Fourier transform property it can be shown that
[bi,k]
(qG) = bi,k, (5.20)
where q is any integer. Therefore, the column vectors of Θi,k with column indices
{l, G+ l, 2G+ l, · · · , (Q− 1)G+ l}G−1l=0 are all identical. As matrix Θi,k is of rank
G, the first G column vectors of Θi,k must be linearly independent. Thus matrix
B˜i,k, which contains only the first L (L << G) column vectors of Θi,k, is of full
rank L for any ci. ¤
Lemma 5.1 implies that the transformation Hibi,k = B˜i,khi is unique, i.e.,
Hibi,k = B˜i,kx iff x = hi. (5.21)
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5.2.2.2 Orthonormal Basis for ith User’s Signal Subspace:
In CP-CDMA, the i user’s signal subspace is spanned by the basis vectors
{B˜i,khi}Q−1k=0 . These basis vectors are not orthogonal. However, the basis vectors
{B˜i,khi}Q−1k=0 in MC-CDMA system are orthogonal by construction. This property
is explained below in detail.
Lemma 5.2. The column vectors of matrices {B˜i,k}Q−1k=0 corresponding to the ith
user span orthogonal subspaces for any selection of the user spreading code ci.




(2), · · · , [bi,k](L−1)]. (5.22)




















For a given user i, the column vectors {d˜i,k}Q−1k=0 are orthogonal by construction.
This orthogonality arises from the location of the non-zero elements, i.e., for a
non-zero element located at position p of vector d˜i,l, the element at the pth position
for the other (Q − 1) column vectors {d˜i,k}Q−1k=0,k 6=l is zero for l = 0, 1, · · · , Q − 1.
The above structure of d˜i,k is explicitly shown in (5.19) and therefore, for ith user
d˜
H
i,kd˜i,l = 0, (5.25)
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for k = 0, 1, · · · , Q− 1, k 6= l and l ∈ [0, Q− 1]. The placement of zero elements in
vectors obtained by right multiplying the diagonal matrices ZN(−2pil/N) with d˜i,k














d˜i,l = 0, (5.26)
for k 6= l and 0 ≤ r, s ≤ L− 1. Using (5.24) and (5.26), it can be deduced that, for





i,kB˜i,l = 0, (5.27)




i,kB˜i,k = IL. (5.28)
Equations (5.27) and (5.28) imply that the column vectors of matrices {B˜i,k}Q−1k=0
span orthogonal subspaces2 for any selection of spreading code ci. ¤
Lemma 5.2 implies that the column vectors {B˜i,khi}Q−1k=0 in MC-CDMA are or-
thonormal for any selection of spreading code ci and CIR hi (h
H
i hi = 1). Following
the proof of Lemma 5.2, another observation to be noted is that, for any user i and
user j (i 6= j), the column space of matrices B˜j,l and {B˜i,k}Q−1k=0,k 6=l are orthogonal
for 0 ≤ l ≤ Q− 1 and {i, j} ∈ [0, T − 1]. The above orthogonal signal structure is
not available in CP-CDMA system.
2The L column vectors of matrix B˜i,k are only linearly independent and not orthogonal.
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From the received signal r(n) in (5.14), it is inferred that the ith user’s received
signal component lies in the subspace spanned by the column vector of matrix
ZN(φi)
[
B˜i,0hi, B˜i,1hi, · · · , B˜i,Q−1hi
]
. Lemma 5.1 and Lemma 5.2 imply that the
dimension of the subspace spanned by the ith user’s signal subspace is3 Q and it
is independent of the user’s spreading code ci, CIR hi (hi 6= 0L×1) and ACFO
φi. Furthermore, the data block size for each user in MC-CDMA system can be
different but in CP-CDMA system the user’s data block size is fixed. This feature
in MC-CDMA aids in supporting users with different data rate requirements.
5.3 Blind Subspace-based Estimator












for i = 0, 1, · · · , T − 1. The following assumptions are made for the formulation of
the estimator.
AS1 : Column vectors {{ZN(φi)B˜i,khi}Q−1k=0 }T−1i=0 are linearly independent for
any realization of hi and φi ∈ [−pi, pi).
AS2 : The intersection space between col(IQ ⊗Us) and col(Z˜(φ)Dihi) is of
dimension 1 when φ = φi and 0 when φ 6= φi for i = 0, 1, · · · , T − 1.
3If the ith user transmits only Qi data symbols in one MC-CDMA symbol duration then the
corresponding user’s received signal subspace is Qi dimensional.
111
CHAPTER 5. MC-CDMA System




J(φ,h) = ‖Γi(φ)h‖2 = hHΓHi (φ)Γi(φ)h, (5.30)
where
Γi(φ) = ΨZ˜(φ)Di, (5.31)
Ψ = IQ ⊗UHn , (5.32)
Z˜(φi) = IQ ⊗ ZN(φi). (5.33)
Lemma 5.1 implies that matrixDi is of full rankQL. The ACFO and CIR estimates















Assumption AS2 guarantees that the ith users ACFO and CIR estimates are
uniquely identified. The ACFO is estimated by performing a grid search over
the interval [−pi, pi) with a suitable grid size v. To reduce the computational com-
plexity, ADMM based ACFO and CIR estimator can be formulated for MC-CDMA
system following the steps in Section 3.4.2.
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5.4 Tureli’s Estimator
Tureli’s estimator [74] considers a special case in the uplink transmission of
MC-CDMA system. The number of data symbols in the data block is Q = 1 and
the subcarriers are assumed to have same frequency response [88], i.e, λi,0 = λi,1 =
· · · = λi,N−1. The received signal in [74], according to the notations used in this











and si(n) is the ith user’s data symbol transmitted during the nth MC-CDMA
symbol duration. Equation (5.36) implies that the ith user received signal lies
in the span of Z(φi)W
H




Nai = 0. (5.38)
However, the condition used in [74] (see equation (11) in [74]) is
UHn ZN(φi)W
H
Nci = 0. (5.39)
For frequency selective multipath fading channels, it can be clearly seen that col-




Nci are different and hence using
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(5.39) to estimate the ACFO in frequency selective multipath fading channels is
not possible. Furthermore, equation (5.39) implies that
ai = ci iff Hi = IN . (5.40)
Thus the estimator in [74] assumes that the circulant channel matrix Hi = IN for
all users and therefore it cannot be used in frequency selective multipath fading
channels.
5.4.1 Computational Complexity
The prosed estimator and the estimator in [74] have the same computational
complexity for flat fading channels where L = 1. In frequency selective fading
channels, the proposed estimator has higher computational complexity due to the
computation of the determinant of (L × L) matrix for each search point, where
L > 1. Tureli’s estimator [74] has the same computational complexity as that for
L = 1 case. This is because, Tureli’s estimator ignores the frequency selective
fading channel and still treats the channel to be a frequency flat fading channel.
5.5 ACFO and CIR Identifiability
The blind estimator proposed for the ith user in CP-CDMA and MC-CDMA
systems is constructed from the linear equation
ΨZ˜(φi)Dihi = 0Q(N−S)×1. (5.41)
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Therefore, the identifiability conditions derived for CP-CDMA system also hold for
MC-CDMA system. In Section 4.4, ACFO and CIR identifiability were asymptot-
ically guaranteed for the ith user in CP-CDMA system by selecting the spreading
codes such that the (N × L(T + 1)) matrix G˜0,0 given by
G˜0,0 ≈
[




for {p0, p1, · · · , pT−1} ∈ [−N/2, N/2− 1] satisfies the rank requirement. The rank










= LT for {p0, p1, · · · , pT−1} ∈ [−N/2, N/2− 1] and pi = 0.
(5.43)
The rank requirement in (5.43) also holds for ensuring ACFO and CIR identifia-
bility in MC-CDMA system. Thus, the user spreading codes are chosen such that
(5.43) is satisfied.
For example, let the spreading gain be G = 32, Q = 2 (therefore N = 64),
number of users T = 4 and length of CIR be L = 3. The rank of (64 × 15)
dimensional matrix G˜0,0 for all possible combinations of {p0, p1, p2, p3} (except
p0 = 0) is plotted in Fig. 5.4. Fig. 5.4 confirms that G˜0,0 is full rank for all
possible combinations of {p0, p1, p2, p3} (except p0 = 0). This confirms that, there
are spreading codes in practice which satisfy assumption AS2.
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Fig. 5.4: Full rank of matrix G˜0,0.
5.6 Signal Subspace and Spreading Codes
In CP-CDMA system, the selection of spreading codes can ensure the iden-
tifiability of ACFO and CIR estimates provided assumption AS1 is satisfied. In
other words, the signal subspace should be QT dimensional for any combination of
users’ ACFOs and CIRs. In the following, we show that the selection of spreading
codes according to the rank requirement in (5.43) ensures the signal subspace to
be QT dimensional for any combination of users’ ACFOs and CIRs.
Let us define a (N × LT ) matrix as
Gk =
[
M˘0,k, M˘1,k, · · · , M˘T−1,k
]
for k = 0, 1, · · · , Q− 1, (5.44)
116
CHAPTER 5. MC-CDMA System
where
M˘i,k = ZN(φi)B˜i,k, (5.45)








are linearly independent for any choice
of {φi}T−1i=0 ∈ [−pi, pi) and CIR {hi}T−1i=0 . The above column vectors will be linearly
independent for any realization of users CIRs, if the (N × LQT ) matrix M given
by
M = [G0,G1, · · · ,GQ−1] , (5.46)
is of full column rank4 LQT for all combinations of {φ0, φ1, · · · , φT−1} ∈ [−pi, pi).
The following lemma will help us in finding the relationship between matrices G0
and {Gk}Q−1k=1 .
Lemma 5.3. For a given user i, matrices {B˜i,k}Q−1k=1 and B˜i,0 are related as follows:
B˜i,k = ZN (2pik/N) B˜i,0 ZL(−2pi/N),
for k = 1, 2, · · · , Q1.





The circular shifting operation can be expressed using circular convolution operation
4It is assumed that N > LQT .
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as follows:
[d˜i,0]
(k) = IN(:, k) ◦ d˜i,0, (5.48)
where IN(:, k) denotes the kth column vector of matrix IN and ◦ denotes the circular











]¯ [WHN d˜i,0] (where ¯ denotes Hadamard product)
= ZN (2pik/N) bi,0. (5.49)
Using (5.49), it can be proved that the column vectors obtained by circularly shifting
bi,k can be written as
[bi,k]
(l) = ZN (2pik/N) [bi,0]
(l)e−2pil/N , for l = 0, 1, · · · , N − 1. (5.50)





(1), · · · , [bi,k](L−1)
]
= ZN (2pik/N) B˜i,0 ZL(−2pi/N), (5.51)
for k = 1, 2, · · · , Q− 1. ¤
Using Lemma 5.3, it can be proved that
Gk = ZN(2pik/N) G0 (IT ⊗ ZL(−2pi/N)) , (5.52)
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for k = 1, 2, · · · , Q− 1. Equation (5.52) implies that
col (Gk) = col (ZN(2pik/N) G0) for k = 1, 2, · · · , Q− 1, (5.53)
and hence if G0 is of full rank LT then each of the matrices {Gk}Q−1k=1 are of full
rank LT . Let Mc be a (N × LQT ) matrix defined as
Mc = [G0, ZN(2pi/N)G0, · · · ,ZN(2pi(Q− 1)/N)G0] . (5.54)
From equations (5.53) and (5.54), it is inferred that the column vectors of matrices
M and Mc span the same column space. Thus, if matrix Mc is full rank then
matrixM also has full rank. Assuming N to be large such that {φi = 2pipi/N}T−1i=0 ,





















where {p0, p1, · · · , pT−1} ∈ [−N/2, N/2− 1].
The selection of users’ spreading codes ensures that matrix G0 in (5.55) is of
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Using the fact that the (N×LT ) matrixG0 is of full rank LT for {p0, p1, · · · , pT−1} ∈
[−N/2, N/2− 1], matrix Mc can be proved to be of full rank LQT (see Appendix
D). Therefore, assumption AS1 is satisfied by proper selection of users’ spreading
codes in MC-CDMA system. Thus, the signal subspace is QT dimensional for any
combination of users’ ACFOs and CIRs.
5.7 Simulation Results
A MC-CDMA system having spreading gain of G = 32, block size Q = 2,
number of subcarriers N = QG = 64, T = 5 users and the data symbols being
QPSK modulated is simulated. The maximum length of CIR for all users is L = 3.
The noise subspace is estimated using B = 100 received signal vectors. The ith
user’s normalized MSE for ACFO estimate is computed as the mean of (φi −
φˆi)
2/(2pi/N)2 and the MSE for the CIR estimate is computed as the mean of
‖hi − hˆi‖2. The CRLB is computed as shown in Appendix A. Without loss of
generality i = 0 user is considered as the desired user.
Cost Function
The plot of Yφ = det(Γ
H
i (φ)Γi(φ)) for i = 0 user is given in Fig. 5.5. The cost
function is plotted for four different cases, i.e., for φ0 = −2.3, φ0 = −0.7, φ0 = 1
and φ0 = 2.1. The SNR is set to 15dB. From Fig. 5.5, it is observed that the i = 0
user’s cost function has a global minimum only at the user’s true ACFO value.
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Fig. 5.5: Cost function for MC-CDMA system.
Proposed Estimator
The ACFO for each user is assumed to be a random variable uniformly dis-
tributed over the interval [−0.5, 0.5]. The grid search is limited to the interval
[−0.5, 0.5] by assuming that the receiver has prior knowledge of the interval over
which the users’ ACFO values are distributed. The MSE curves for ACFO esti-
mation corresponding to grid sizes v = 0.01 (coarse), v = 0.001, v = 0.0001 are
given in Fig. 5.6. It is evident from Fig. 5.6 that the estimation accuracy improves
by reducing the grid size. Once the ACFO is estimated, the CIR is estimated as
the eigenvector corresponding to the minimum eigenvalue of the matrix in (5.35).
The MSE curves for CIR estimation corresponding to different grid sizes are given
in Fig. 5.7, where it can be observed that the MSE curves for v = 0.001 and
v = 0.0001 overlap. When v is reduced, the ACFO estimation error is also re-
121
CHAPTER 5. MC-CDMA System
duced, i.e., φˆi = φi + δ where δ → 0, therefore ejφˆi ≈ ejφi . Thus, the MSE curves
for CIR estimation corresponding to small grid sizes overlap. Furthermore, the
MSE curves obtained for ACFO and CIR estimation get closer to the CRLB as the
grid size v is reduced.
Comparison with Tureli’s Estimator
The parameters used to compare the proposed estimator’s MSE performance
with Tureli’s estimator in [74] are G = 32, Q = 1, (N = QG = 32) and T = 5 users.
The data symbols are assumed to be QPSK modulated. The MSE performances
for multipath frequency selective fading channel and flat fading channel are shown
in Fig. 5.8. For flat fading, the length of CIR is one (L = 1). For frequency
selective fading, the length of CIR is assumed to be L = 3. The users’ ACFO
values are assumed to be uniformly distributed over the interval [−0.5, 0.5]. It is
observed that, for L = 1 both the proposed and Tureli’s estimators have similar
MSE performance. However, Tureli’s estimator hits an error floor when L = 3
thereby confirming that it is not suitable for frequency selective multipath fading
channels. The proposed estimator’s MSE for L = 3 is identical to that for
L = 1. Therefore, the proposed estimator is suitable for both frequency selective
and frequency flat fading channels.
In Presence of PN
The MSE performance of the proposed estimator in the presence of PN is
obtained through computer simulations. We consider a Gaussian PN model as in
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Fig. 5.6: MSE for ACFO estimation when φi ∈ [−0.5, 0.5].

























Fig. 5.7: MSE for CIR estimation when φi ∈ [−0.5, 0.5].
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Fig. 5.8: Comparison with Tureli’s ACFO estimator.






e(jn(N+P )+P )φiZ˙N(n, φi)B˜i,khisi(nQ+ k) + v(n), (5.58)
where the (N ×N) diagonal matrix is given by
Z˙N(n, φi) = diag
([
ejθi(nG+L−1), ej(φi+θi(nG+L)), · · · , ej((N−1)φi+θi(nG+G−1))]T) .
(5.59)
Let θi(n) = [θi(nG + L − 1), θi(nG + L), θi(nG + L + 1), · · · , θi(nG + G − 1)]T .
The element in the pth row and qth column of the Gaussian PN covariance matrix
Rθi = E[θi(n)θ
H
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where ω = 3 and χ = 0.005 were chosen for simulation [49]. The MSE for ACFO
and CIR estimates obtained using EDMM are shown in Figs. 5.9 and 5.10, respec-
tively. From the simulations results, it is observed that the PN does not affect the
MSE at low SNR. At high SNR, the MSE for ACFO and CIR estimates obtained in
the presence of PN, is higher than the MSE for ACFO and CIR estimates obtained
in the absence of PN. Thus, the proposed estimator is not significantly affected by
PN.

























Fig. 5.9: ACFO estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
MSE vs Users
We compare the MSE for ACFO and CIR estimates obtained using EDMM
for different number of users. For simulation we consider G = 32, Q = 2, L = 3
and users ACFO in the interval [−0.5, 0.5]. Grid size v = 0.0001 is used for the
grid search. Figs. 5.11 and 5.12 shows the MSE for ACFO and CIR estimates,
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Fig. 5.10: CIR estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
respectively. As the number of users is increased, it is observed that the MSE
increases. This is due to the increase in MAI. Furthermore, it is observed that the
performance of EDMM based estimator gracefully degrades with the increase in
the number of users. Note that when T > 10, the spreading gain does not satisfy
the inequality in (4.41). In this case, though the estimator performs well, the iden-
tifiability of the estimates is yet to be proved when the inequality in (4.41) is not
satisfied and the grid search is on the interval [−0.5, 0.5].
126
CHAPTER 5. MC-CDMA System
























User T = 5
User T = 8
User T = 16
User T = 24
Fig. 5.11: ACFO estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .




















User T = 5
User T = 8
User T = 16
User T = 24
Fig. 5.12: CIR estimation when {φi ∈ [−0.5, 0.5]}T−1i=0 .
127
CHAPTER 5. MC-CDMA System
5.8 Conclusion
In this chapter, the differences between CP-CDMA and MC-CDMA systems





were shown to be of
full rank L without imposing any constraint on the user spreading code. Though
the formulation of the blind joint ACFO and CIR estimator for MC-CDMA system
is similar to that for CP-CDMA system, the matrix constructions in CP-CDMA
and MC-CDMA are different. The existing ACFO estimator for uplink MC-CDMA
system formulated by Tureli et. al. was shown to be applicable only in flat fad-
ing channels and cannot be used in frequency selection multipath fading channels.
The proposed estimator’s performance was compared with the existing Tureli’s es-
timator. In flat fading channels, both the proposed and Tureli’s estimators were
observed to have similar performance. In frequency selective multipath fading
channels, Tureli’s estimator could not estimate the ACFO, whereas the proposed
estimator could accurately estimate the user’s ACFO value. Thus the proposed
estimator can be used in both flat fading and frequency selective multipath fading
channels. In DS-CDMA and CP-CDMA systems, the signal subspace dimensional-
ity was assumed to be T and QT , respectively. In this chapter, it was shown that
if the users’ spreading codes were properly chosen for MC-CDMA system then
the signal subspace is QT dimensional for any combination of users’ ACFOs and
CIRs. For small grid size v, the MSE performances for ACFO and CIR estimation




In chapter 3, chapter 4 and chapter 5, EDMM based estimator using a grid
search is used to estimate the desired user’s ACFO. A grid search over the interval
[−pi, pi) with grid size v = 0.0001 involves searching 62831 points. For each search
point, the determinant of a (L × L) matrix is to be computed. This computa-
tion requires O(L3) multiplications. Therefore, as L increases the computational
complexity of the proposed estimator increases drastically. Prior knowledge about
users’ ACFO can be used to truncate the search interval. However, this truncation
in the search interval does not provide significant reduction in the computational
complexity in absolute sense. For example, if the desired user’s ACFO is a random
variable uniformly distributed over the interval [−0.5, 0.5], then the grid search
can be done over the interval [−0.5, 0.5]. For the above scenario, if the grid size
is v = 0.0001 then the number of search points to be searched is 10001. Thus,
it is evident that employing a fine grid search based estimator for ACFO esti-
mation is computationally demanding. Hence the analysis of the cost function is
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essential to formulate a less computationally intensive ACFO estimator. In this
chapter, the cost function used for ACFO estimation in DS-CDMA, CP-CDMA
and MC-CDMA systems is shown to be locally convex. Using this knowledge, the
grid search method used for ACFO estimation is improved. A coarse grid search is
performed to obtain a coarse ACFO estimate for the desired user. This estimate is
then used as the initial value for the Newton’s algorithm which converges to give
a finer ACFO estimate for the desired user.
6.1 Generalized Received Signal
The following description of vector r(n) allows us to represent the received
signal vector in the uplink transmission of DS-CDMA, CP-CDMA and MC-CDMA




ej(n(N+P )+P )φiZN(φi)B˘i (IQ ⊗ hi) si(n) + v(n). (6.1)
The data block size for DS-CDMA system is Q = 1. For DS-CDMA system N =
G−L+1 but for CP-CDMA and MC-CDMA systems N = QG. The parameter P
for DS-CDMA, CP-CDMA and MC-CDMA systems is P = L−1. For DS-CDMA,
B˘i is a (N × L) dimensional matrix given by B˘i = B˜i. For CP-CDMA and MC-
CDMA, B˘i is a (N × QL) matrix given by B˘i = [B˜i,0, B˜i,1, · · · , B˜i,Q−1]. In the
above mentioned systems, the ACFO is estimated by minimizing the determinant
of the (L× L) matrix ii(φ) = ΓHi (φ)Γi(φ) where
Γi(φ) = ΨZ˜(φ)Di. (6.2)
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Matrix Ψ = IQ ⊗ UHn and Z˜(φ) = IQ ⊗ ZN(φ). Matrix Di is (N × L) di-
mensional for DS-CDMA system and is given by Di = B˜i. For CP-CDMA













The (QN ×QN) dimensional diagonal matrix Z˜(φ) can be written as










φ, · · · , ejN−12 φ
]T)
. (6.4)
For the ith user’s estimator, matrix Za(φ) can be approximated using first order
Taylor’s series expansion as follows:
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The singularity of matrix A is circumvented by choosing N to be an even integer.
Substituting (6.5) into (6.3), matrix Z˜(φ) is approximated as









A¯ = IQ ⊗A, (6.8)
Z¯a,i = IQ ⊗ Za(φi). (6.9)
6.3 Cost Function for ACFO Estimation









Let ii(φ) = ΓHi (φ)Γi(φ) and hence
ii(φ) = DHi Z˜
H
(φ)ΨHΨZ˜(φ)Di. (6.11)
Let Yφ = det(ii(φ)), thus the objective is to analyze the function Yφ. Substituting
(6.7) into (6.11), an approximation for matrix ii(φ) is obtained as follows:
ii(φ) ≈ i˜i(φ) = K0 + (φ− φi)K1 + (φ− φi)2K2, (6.12)
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Matrices K0, K1 and K2 are (L × L) dimensional Hermitian matrices, where K0
and K2 are positive semi-definite. The approximation in (6.12) is valid for small
values of φ around φi, and hence Yφ can be approximated with Y˜φ as follows:















where adj(i˜i(φ)) denotes the adjoint of matrix i˜i(φ). It can be shown that (see
Appendix E),
adj(i˜i(φ)) ≈ F0 + (φ− φi)F1 + (φ− φi)2F2. (6.18)
Matrices F0 and F2 are (L× L) positive semi-definite Hermitian matrices and F1
is a (L× L) Hermitian matrix. Substituting (6.18) into (6.17), the first derivative
1For notational convenience, the user index i is not tagged to matrices K0, K1 and K2.
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of Y˜φ is simplified to
∂Y˜φ
∂φ
= tr(F0K1) + (φ− φi)tr(F1K1 + 2F0K2)
+(φ− φi)2tr(F2K1 + 2F1K2) + 2(φ− φi)3tr(F2K2). (6.19)











HΨZ¯a,iDi, it can easily be verified that
K0hi = 0L×1 and hi 6= 0L×1. Therefore, hi ∈ null(K0) and hence
rank(K0) < L. (6.21)
If X is a (L × L) matrix, then the adjoint of X exists iff rank(X) ≥ L − 1,
else adj(X) = 0L×L [116]. The asymptotic constraint on the users’ spreading
codes ensures that rank(K0) = L − 1 for CP-CDMA and MC-CDMA systems.
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where α is the product of the non-zero eigenvalues of K0 [116]. Substituting (6.22)










= αhHi K1hi = 0, (6.23)
since ΨZ¯a,iDihi = 0Q(N−S)×1. Therefore, the first derivative of Y˜φ w.r.t φ is zero
at φ = φi. To prove that Y˜φ is convex, the second derivative of Y˜φ must be shown
to be positive.
6.4 Second Derivative of Y˜φ
It is necessary to show that the second derivative of the cost function around
the true ACFO value is positive, so that the Newton’s algorithm can converge and
remain stable [119]. Therefore, it is essential to check whether the second derivative
of the cost function is positive in the interval around the true ACFO value where
the first order Taylor’s series approximation holds good.
The determinant of matrix i˜i(φ) can also be expressed as [116]
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Therefore,
L Y˜φ = tr(F0K0) + (φ− φi)tr(F1K0 + F0K1) + (φ− φi)2tr(F2K0 + F1K1 + F0K2)
+(φ− φi)3tr(F1K2 + F2K1) + (φ− φi)4tr(F2K2). (6.25)




= tr(F1K0 + F0K1) + 2(φ− φi)tr(F2K0 + F1K1 + F0K2)
+3(φ− φi)2tr(F1K2 + F2K1) + 4(φ− φi)3tr(F2K2). (6.26)
By multiplying equation (6.19) with L and equating it to (6.26), the following
results are derived:
tr(F2K2) = 0 and tr(F1K0) = 0. (6.27)
Note that, the (L×L) matricesK0+(φ−φi)K1+(φ−φi)2K2 and F0+(φ−φi)F1+
(φ−φi)2F2 are positive semi-definite for any real value φ, i.e., −∞ ≤ φ ≤ ∞ (refer
to equation (E.3) in Appendix E).
Lemma 6.1. If A and B are two (L×L) positive semi-definite Hermitian matrices
then tr(AB) ≥ 0. [118]
Therefore, Lemma 6.1 implies that
tr
([








K0 + (φ− φi)K1 + (φ− φi)2K2
]) ≥ 0, (6.28)
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for −∞ ≤ φ ≤ ∞. Using (6.27) in (6.28), we obtain
tr(F0K2) + (φ− φi)tr(F1K2) ≥ 0, (6.29)
tr(F2K0) + (φ− φi)tr(F2K1) ≥ 0, (6.30)
for −∞ ≤ φ ≤ ∞. Lemma 6.1 implies that tr(F0K2) ≥ 0 and tr(F2K0) ≥
0. Therefore, equations (6.29) and (6.30) will hold for any value of φ only if
tr(F1K2) = tr(F2K1) = 0. Thus, L Y˜φ in (6.25) is given by
L Y˜φ = tr(F0K0) + (φ− φi)2tr(F2K0 + F1K1 + F0K2). (6.31)
It is known that Y˜φ ≥ 0 for −∞ ≤ φ ≤ ∞, therefore the discriminant of the
quadratic equation in (6.31) should be negative or zero, i.e.,
− 4 tr(F0K0) tr(F2K0 + F1K1 + F0K2) ≤ 0. (6.32)
Lemma 6.1 implies that tr(F0K0) ≥ 0 and hence
tr(F2K0 + F1K1 + F0K2) ≥ 0. (6.33)




= 2 tr(F2K0 + F1K1 + F0K2). (6.34)
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Therefore, the second derivative of Y˜φ is shown to be greater than or equal to zero.
Hence, the cost function is convex in the interval around the user’s true ACFO
value where the first order Taylor’s series approximation is valid.
6.5 Two-Stage ACFO Estimator
The cost function Yφ is non-quadratic, so Newton’s algorithm cannot be used
directly without proper initialization as it might lock into a local minimum. A
commonly used approach in numerical methods is to do a coarse search to obtain
an initial value close to the global minimum and then use Newton’s algorithm
to obtain a finer estimate. Convergence and stability of Newton’s algorithm has
been extensively studied in the literature. For example, [119] shows that for non-
quadratic cost functions, local convexity around the global minimum of the cost
function is essential for the algorithm to remain stable at the minimum point.
Thus it is essential to show that Yφ is locally convex around the true ACFO value.
Section 6.3 and Section 6.4 shows that Yφ is locally convex around the true ACFO
value.
The use of coarse search can significantly reduce the computational complexity.
Prior experimentation and simulations can be used to find a suitable grid size (v) for
the coarse search, such that the probability of not locking into the local convexity
region is minimized. The grid search can be done just once and then Newton’s
algorithm can be used to track the variations in the ACFO value exploiting the
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local convexity. Table 6.1 lists the algorithm for the ith user’s two-stage ACFO
estimator where ℵ is the number of iterations and φi,l is the ith user’s ACFO
estimate during the lth iteration. In order to compute the second derivative of Yφ,






where ∆ is a very small constant.
6.6 Computational Complexity
In analyzing the computational complexity, we count only the number of mul-
tiplications involved. The computational complexity analysis is done for both
EDMM based estimator and the two-stage estimator after the computation of noise




In a linear search based estimator, for each search point the matrix ii(φ) needs
to be constructed and its determinant evaluated. The number of multiplications
involved to construct the (L×L) matrix ii(φ) is O(Q(2N2(L+ 1)). The determi-
nant of ii(φ) can be evaluated by computing the eigenvalue decomposition (EVD)
and taking the product of the eigenvalues. The EVD also gives the eigenvectors
and hence there is no computation involved in CIR estimation. The number of
multiplications required for computing EVD of a (L× L) matrix is O(L3). There-
fore, if the grid search has s search points, then the computational complexity is
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Table 6.1: Algorithm for two-stage ACFO estimator.
Stage 1
1a. Compute Yφ = det(ii(φ)) for φ = kpiN where −N/2 ≤ k ≤ N/2− 1.
1b. Select φ value for which Yφ has minimum value and assign it to φˆi.
Goto Stage 2.
Stage 2
2a. Initialize φi,0 = φˆi, l = 1 and compute Yφi,0 .





















and Yθ = det(ii(θ)).
2e. If Yθ ≤ Yφi,l−1 , then φi,l = θ else φi,l = φi,l−1.
2f. l = l + 1 and goto step 2b.
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O (s [Q(2N2(L+ 1)) + L3]).
Two-Stage Estimator
In the first stage of the two-stage estimator a linear search is performed for 2N
points and hence the computational complexity for the first stage isO(N [Q(2N2(L+
1)) + L3]). In the second stage, the first and second derivatives of the ACFO cost
function Yφ needs to be computed. The number of multiplications involved in com-
puting the first derivative is O(Q(2N2(L+ 1) +N) + 3L3 + 2L2 − L). The second
derivative is computed using two first derivatives, therefore the computational com-
plexity involved in computing the first and second derivatives is O([Q(2N2(L+1)+
N)+3L3+2L2−L]). If the Newton algorithm has ℵ iterations, then the computa-
tional complexity for the second stage is O(ℵ[Q(2N2(L+1)+N)+3L3+2L2−L]).
The computational complexity of the estimators are summarized in Table II.
It should be noted that the Newton’s algorithm converges in a few iterations.
Therefore, the two-stage estimator is computationally less intensive when compared
with EDMM based estimator using a fine grid search.
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Table 6.2: Computational complexity.
Estimator Computational Complexity
Linear Search Based O (s [Q(2N2(L+ 1)) + L3])
Two-Stage Estimator
a) First Stage O (N [Q(2N2(L+ 1)) + L3])
b) Second Stage O(ℵ [Q(2N2(L+ 1) +N) + 3L3 + 2L2 − L])
6.7 Simulation Results
The simulation parameters described in chapters 3, 4 and 5 for DS-CDMA,
CP-CDMA and MC-CDMA systems, respectively are used here. Without loss of
generality, i = 0 user is considered to be the desired user. The plot of Yφ and Y˜φ
for DS-CDMA, CP-CDMA and MC-CDMA systems with SNR = 15dB are shown
in Figs. 6.1, 6.2 and 6.3, respectively. It is observed that the cost function Yφ is
locally convex in the interval around the desired user’s true ACFO value and Y˜φ
approximates Yφ in this interval.
The MSE performance for ACFO estimation obtained using the two-stage
estimator is compared with that obtained using EDMM based estimator in Figs.
6.4, 6.5 and 6.6 corresponding to DS-CDMA, CP-CDMA and MC-CDMA systems,
respectively. Each user’s ACFO is assumed to be a random variable uniformly
distributed over the interval [−0.5, 0.5]. The grid size used for the fine search in
EDMM is v = 0.0001. The grid size used for the coarse search in the first stage is
pi/N . For the Newton’s algorithm in the second stage, the step size used is µ = 0.7,
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Fig. 6.1: DS-CDMA sytem with φ0 = 2.1.






















Fig. 6.2: CP-CDMA sytem with φ0 = 1.5.
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Fig. 6.3: MC-CDMA sytem with φ0 = −2.5.
number of iterations is ℵ = 100 and ∆ = 0.01 is used for computing the derivative
for the adjoint of matrix ii(φ). For MC-CDMA, the MSE for ACFO estimate
is normalized to the subcarrier spacing. It is observed that the MSE for ACFO
estimate obtained after first stage hits a error floor. This is due to the large grid
size used in the coarse search. The two-stage estimator’s ACFO MSE performance
is observed to be identical to that of EDMM. This observation also confirms the
convergence of Newton’s algorithm in the second stage. The plot of normalized
MSE for ACFO estimate versus iteration for MC-CDMA system is shown in Fig.
6.7 where it is observed that the Newton’s algorithm converges within 5 iterations.
Similar observations were also noted for DS-CDMA and CP-CDMA systems.
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Two−stage Estimator (after stage 1)
Two−stage Estimator (after stage 2)
CRLB
Fig. 6.4: Two-stage ACFO estimator for DS-CDMA sytem.
























Two−stage Estimator (after stage 1)
Two−stage Estimator (after stage 2)
CRLB
Fig. 6.5: Two-stage ACFO estimator for CP-CDMA sytem.
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Two−stage Estimator (after stage 1)
Two−stage Estimator (after stage 2)
CRLB
Fig. 6.6: Two-stage ACFO estimator for MC-CDMA sytem.

























Fig. 6.7: Convergence of Newton’s algorithm for MC-CDMA system when SNR = 15dB.
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6.8 Conclusion
In this chapter, EDMM based estimator using a fine grid search was shown
to be computationally demanding as the length of CIR increases. To reduce the
computational complexity without compromising for performance degradation, the
cost function used for ACFO estimation was analyzed and shown to be locally
convex around the true ACFO value. Taking advantage of the cost function’s
local convexity, a two-stage ACFO estimator was proposed. In the first stage,
a coarse grid search was used to obtain a coarse ACFO estimate. This coarse
estimate was used as the initial value for the Newton’s algorithm in the second
second stage. Due to local convexity, the Newton’s algorithm converged and a
fine estimate for the ACFO was obtained. Through computer simulations, the
two-stage estimator and the EDMM based estimator were shown to have almost
the same MSE performance. The proposed two-stage ACFO estimator can also
be considered to be a feasible solution for tracking small variations in the user’s




Theoretical MSE for ACFO
Estimation
The objective of this chapter is to analytically evaluate the sensitivity of the
estimator proposed in chapter 3, chapter 4 and chapter 5 to AWGN. Due to the
presence of noise, the noise subspace estimation is not accurate and there will al-
ways be a perturbation in the noise subspace estimate [81]. Using Taylor’s series,
the ACFO estimator can be linearized as shown in [89]. Using the first order pertur-
bation analysis for the noise subspace estimate given in chapter 2, the ‘linearized’
estimator is shown to be asymptotically unbiased. Theoretical MSE performance
corresponding to ACFO estimation is also derived. The theoretical findings are
verified through computer simulations.
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7.1 Generalized Received Signal
The following description of vector r(n) allows to represent the received sig-
nal vector in the uplink transmission of DS-CDMA, CP-CDMA and MC-CDMA




ej(n(N+P )+P )φiZN(φi)B˘i (IQ ⊗ hi) si(n) + v(n). (7.1)
The size of data block for DS-CDMA system is Q = 1. For DS-CDMA system N =
G − L + 1 but for CP-CDMA and MC-CDMA systems N = QG. The parameter
P for DS-CDMA/CP-CDMA/MC-CDMA system is P = L − 1. Matrix B˘i = B˜i
for DS-CDMA and B˘i = [B˜i,0, B˜i,1, · · · , B˜i,Q−1] for CP-CDMA/MC-CDMA. The
(L× L) matrix ii(φ) is defined as ii(φ) = ΓHi (φ)Γi(φ), where Γi(φ) = ΨZ˜(φ)Di.
Matrix Ψ = IQ ⊗ UHn and Z˜(φ) = IQ ⊗ ZN(φ). Matrix Di = B˜i for DS-CDMA




i,1, · · · , B˜
T
i,Q−1]
T for CP-CDMA/MC-CDMA system.
7.2 Unbiasedness
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For values of φ around the true ACFO value φi, adj(ii(φ)) can be approximated
using (6.22) as follows1:
adj(ii(φ)) ≈ adj(K0) = ξhihHi (7.4)


















for values of φ around φi. Substituting (7.4) into (7.3) and using the above obser-















Let num and den denote the numerator and denominator in (7.5), respectively.
The B received vectors used for subspace estimation are stacked to form (N ×B)
matrix Φ˜ = [r(0), r(1), · · · , r(B − 1)]. Matrix Φ˜ can be expressed as
Φ˜ = Φ+Ξ, (7.6)
1The scalar ξ is the product of non-zero eigenvalues of matrix K0.
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where Ξ = [v(0),v(1), · · · ,v(B − 1)] and Φ is a (N × B) matrix containing the
received vectors in the absence of noise. Due to the presence of noise the estimated
noise subspace is perturbed, i.e,
Ûn = Un +∆Un, (7.7)
where Ûn is the noise subspace estimate and ∆Un is the perturbation in the noise
subspace estimate. Using the first order perturbation analysis result, the pertur-







Let Ψ̂ be a (Q(N−S)×QN) matrix denoting the estimate ofΨ whereΨ = IQ⊗UHn ,
i.e.,
Ψ̂ = Ψ+∆Ψ, (7.9)
where ∆Ψ is the perturbation in the estimate of Ψ. Substituting (7.8) in (7.9),
∆Ψ can be expressed as
∆Ψ = IQ ⊗ (∆Un)H . (7.10)
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In the presence of perturbation in the noise subspace estimate, matrix ii(φ) is
obtained as
ii(φ) = DHi Z˜
H
(φ)Ψ̂HΨ̂Z˜(φ)Di. (7.11)
Substituting (7.9) into (7.11) and retaining only the first order terms, num and
den are obtained as follows:




























A¯ = IQ ⊗ A˜, (7.14)
A˜ = diag
(
[0, 1, · · · , N − 1]T
)
. (7.15)
For high SNR, den can be approximated, independently of noise, as
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As ∆Ψ contains the noise terms which have zero mean, we have E[∆Ψ] = 0Q(N−S)×QN .





Thus, the linearized estimator has been shown to be unbiased for high SNR.
7.3 Theoretical MSE for ACFO Estimation
Let wi = Z˜(φi)Dihi and V = j(∆Ψ)
HΨA¯, therefore for high SNR
den ≈ 2 wHi A¯ΨHΨA¯wi, (7.18)




= α+ α∗, (7.19)




2] = E [num2]
den2
. (7.20)










Let the complex scalar α be expressed in polar coordinates as
α = βejθ, (7.22)
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where β is a positive real number and θ ∈ [−pi, pi). It should be noted that












where (B × N) matrix Ξ contains AWGN samples. Therefore, α is a Gaussian
random variable with mean zero. This implies that β is a Rayleigh distributed
random variable and θ is a uniformly distributed random variable over the interval
[−pi, pi). Furthermore, β and θ are independent. Using this finding, E [(α)2 + (α∗)2]






























= 2 E [αα∗] . (7.25)
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Combining (7.8) and (7.10), ∆Ψ can be expressed as
∆Ψ = − (IQ ⊗ Ξ¯) (IQ ⊗Φ†) , (7.27)












, · · · ,
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where gi,k is (B × 1) vector given by
gi,k = Φ
†ZN(φi)B˜i,khi, (7.29)












, · · · , (IQ(:, Q)⊗ Ξ¯)] , (7.30)
where (Q(N − S)×B) matrix (IQ(:, k)⊗ Ξ¯) for k = 0, 1, · · · , Q− 1 is given by
IQ(:, k)⊗ Ξ¯ =
[{




IQ(:, k)⊗ Ξ¯(:, 2)
}
, · · · ,
· · · ,{IQ(:, k)⊗ Ξ¯(:, B)}] . (7.31)
Using equations (7.28), (7.29), (7.30) and (7.31), the (Q(N−S)×1) vector (∆Ψ)wi


















IQ(:, k)⊗ Ξ¯(:, n)
]
, (7.32)
where [gi,k](1,n) denotes the nth element of vector gi,k. Let e¯k,n be a (Q(N−S)×1)
vector defined as
e¯k,n = IQ(:, k)⊗ Ξ¯(:, n), (7.33)
2For any matrix A, A(:, k) denotes the kth column vector of A.
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The elements of matrix Ξ¯ are Gaussian random variables with zero mean and












where Tk,k´ is a (Q × Q) matrix with all its elements equal to zero except for the
element in kth row and k´th column being 1. The delta function δn,n´ = 1 iff n = n´





























































The (N ×N) matrix (Φ†)H Φ† is equal to (ΦΦH)−1. Using the weak law of large
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numbers, it can be shown that [75]
ΦΦH → BIN , (7.38)



















For MC-CDMA systems we have
B˜
H
i,k´B˜i,k = IL δk,k´. (7.41)
For CP-CDMA system, using the structure of B˜i,k it can be shown that
B˜
H
i,k´B˜i,k ≈ IL δk,k´. (7.42)
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Using (7.41) and (7.43), E
[
(∆φi)










































































s ZN(φi) is the signal subspace projection matrix when
the users ACFO values are {0, φ1 − φ0, φ2 − φ0, · · · , φT−1 − φ0}, i.e., if ith user is
the desired user then U˜sU˜
H
s is the signal subspace projection matrix when users
ACFO values are {φ0 − φi, · · · , φi−1 − φi, 0, φi+1 − φi, · · · , φT−1 − φi}.
7.4 Simulation Results
The DS-CDMA, CP-CDMA and MC-CDMA system parameters used for com-
puter simulations in chapter 3, chapter 4 and chapter 5 are considered here. EDMM
based ACFO estimator with grid size v = 0.0001 is used in the above systems.
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Unbiasedness
The plot of E[φˆi] is shown for DS-CDMA, CP-CDMA and MC-CDMA sys-
tems. Without loss of generality, i = 0 user is considered to be the desired user.
For each value of φ0 in the interval [−0.5, 0.5], E[φˆ0] is obtained through computer
simulation. The plot of E[φˆ0] vs φ0 for SNR = 0dB, SNR = 5dB and SNR = 15dB
are shown in Figs. 7.1, 7.2 and 7.3, respectively. For SNR = 0dB, it is observed
that the estimator is biased, but as the SNR is increased, the estimator becomes
unbiased. This phenomenon is evident from Figs. 7.2 and 7.3.






















Fig. 7.1: Unbiasedness of the proposed linearized ACFO estimator for SNR = 0dB.
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Fig. 7.2: Unbiasedness of the proposed linearized ACFO estimator for SNR = 5dB.






















Fig. 7.3: Unbiasedness of the proposed linearized ACFO estimator for SNR = 15dB.
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Theoretical MSE
Using (7.44), the theoretical MSE is computed for the proposed estimator.
Each user’s ACFO value is assumed to be a uniformly distributed random variable
over the interval [−0.5, 0.5]. Without loss of generality, i = 0 user is considered
as the desired user. The plot of the theoretical MSE with the estimator’s MSE
performance and CRLB for DS-CDMA, CP-CDMA and MC-CDMA systems are
shown in Figs. 7.4, 7.5 and 7.6, respectively. These plots confirm the validity
of the expression derived for the theoretical MSE. For MC-CDMA system, the
theoretical MSE is normalized to the subcarrier spacing, i.e., E[(∆φ0)
2]/(2pi/N)2.
The theoretical MSE is observed to overlap with the CRLB for high SNR. This
shows that the proposed estimator asymptotically hits the CRLB.

























Fig. 7.4: Theoretical MSE performance for DS-CDMA system.
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Fig. 7.5: Theoretical MSE performance for CP-CDMA system.

























Fig. 7.6: Theoretical MSE performance for MC-CDMA system.
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7.5 Conclusion
In this chapter the proposed estimator for DS-CDMA, CP-CDMA and MC-
CDMA systems was linearized using Taylor’s series approximation. Using the first
order perturbation analysis results for noise subspace estimate, the linearized esti-
mator was shown to be unbiased. For high SNR, the theoretical MSE performance
corresponding to ACFO estimation was also derived. The theoretical findings were
verified through computer simulations. From computer simulations result, it was
observed that the theoretical MSE overlaps with the CRLB for high SNR. This
shows that the proposed estimator asymptotically attains the CRLB.
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Perspective and Future Research
8.1 Perspective
In this thesis, the problem of carrier frequency synchronization in the up-
link transmission of DS-CDMA, CP-CDMA and MC-CDMA systems has been
addressed. The users’ CFO estimates required for carrier frequency synchroniza-
tion are obtained from the proposed subspace-based blind joint ACFO and CIR
estimator.
The GEVPM based estimator for joint ACFO and CIR estimation in uplink
transmission of DS-CDMA system has been shown to be not suitable for estimat-
ing large ACFO values. To overcome this problem, EDMM based estimator was
proposed to estimate the desired user’s ACFO value in the interval [−pi, pi). The
EDMM based estimator used a one dimensional grid search, where for each search
point a (L× L) matrix needs to be constructed and the determinant for the same
needs to be computed. The (L× L) matrix for each search point was obtained by
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multiplying (L× (N − S)) matrix with ((N − S)× L) matrix. This rendered the
EDMM based estimator to be computationally intensive. To reduce the computa-
tional complexity, ADMM based estimator was proposed. In ADMM, the (L× L)
matrix was approximated using a polynomial matrix. The coefficient matrices of
the polynomial matrix were computed only once before the start of the grid search.
For each search point in ADMM, only the polynomial matrix was computed. This
approach in ADMM significantly reduced the computational complexity involved
in the grid search.
EDMM based estimator for joint ACFO and CIR estimation was also formu-
lated for CP-CDMA and MC-CDMA systems. The received signal in CP-CDMA
and MC-CDMA systems had a unique structure which was exploited in developing
a criterion for the selection of users’ spreading codes. This selection criterion was
shown to asymptotically guarantee the identifiability of the estimates. Further-
more, the dimension of the signal subspace was shown to be independent of the
users’ ACFO and CIR values if the spreading codes were selected according to the
formulated criterion. The MSE performance of the proposed estimator obtained
through computer simulations was observed to be close to CRLB.
Though the ADMM based estimator reduced the computational complexity,
it was only suitable to estimate small ACFO values because of the Taylor’s series
approximation. Even with ADMM, the number of search points to be searched
were high and hence the grid search was computationally demanding. To further
reduce the computational complexity, the cost function used by estimator was
studied. It was shown to be locally convex around the desired user’s true ACFO
value. Local convexity at the global minimum of a cost function is necessary for
Newton’s algorithm to converge to the global minimum and remain stable. The
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local convexity of the ACFO cost function led to the formulation of a two-stage
ACFO estimator. In the first stage a coarse grid search was performed to obtain a
coarse ACFO estimate for the desired user. This coarse ACFO estimate was used
as the initial value for the Newton’s algorithm in the second stage which converged
to the desired user’s true ACFO value. This two-stage ACFO estimator was shown
to have low computational complexity when compared with EDMM and hence can
be considered as a practical solution for ACFO estimation in CDMA systems.
For high SNR values, the proposed ACFO estimator was linearized as shown
in [89]. Using first order perturbation analysis for the noise subspace estimate,
the linearized estimator was asymptotically shown to be unbiased. Furthermore,
theoretical MSE performance corresponding to ACFO estimation was also derived
and verified through computer simulations.
In summary, a subspace-based blind joint ACFO and CIR estimator was pro-
posed and analyzed for the uplink transmission in DS-CDMA, CP-CDMA and
MC-CDMA systems which are being used in 3G systems (DS-CDMA) and being
considered for B3G systems (CP-CDMA and MC-CDMA).
8.2 Proposals for Future Research
It is to be noted that the estimator proposed for DS-CDMA, CP-CDMA and
MC-CDMA systems are based on the orthogonality between the signal and noise
subspaces. Therefore, a reconfigurable transceiver can be proposed to support
the above three systems. A prototype reconfigurable transceiver is proposed in
[120] assuming perfect channel knowledge and absence of CFO. Future wireless
communication will be based on the concept of coexistence of several wireless com-
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munication systems. Thus, the need for a reconfigurable transceiver supporting
different air interfaces is inevitable. Fourth generation and future wireless commu-
nication systems are expected to allow users to have telephony, wireless internet
and other applications anytime and anywhere. The main objective for 4G sys-
tems is to provide seamless mobility for users. For example, say users A and B
work in same office. At home, user A receives a call on his mobile from B’s public
switched telephone network (PSTN) terminal at the office. User B requests A to
send some classified files. Mobile user A should be able to seamlessly transfer the
call to his laptop and simultaneously use the wireless local area network (WLAN)
to remotely log into A’s office desktop. Then A can search for the files and send
the files to B using the same call interface. If need arises, a video chat may also be
initiated during the conversation by either user A or user B. In this example, user
A simultaneously uses the cellular mobile network and WLAN. That is, user A’s
laptop should be able to support both cellular mobile network and WLAN. This
example clearly justifies the need for a reconfigurable transceiver in 4G systems.
Our proposed estimator is best suited for the software radio platform because:
1) It has the right structure to be implemented as a reconfigurable transceiver
to support OFDM, DS-CDMA, CP-CDMA and MC-CDMA systems which
could be used in 4G systems.
2) The proposed estimator is the only blind estimator which could jointly
estimate the ACFO and CIR in uplink MC-CDMA system.
The block diagrams for the reconfigurable transceiver supporting OFDM, DS-
CDMA, CP-CDMA and MC-CDMA systems are shown in Fig. 8.1 and Fig. 8.2,
respectively. For illustration, OFDM system with N subcarriers and cyclic prefix
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length of P is considered in the following.
Reconfigurable Transmitter
The transmitter consists of spreading (SB), serial-to-parallel (S/P), interleav-
ing (IB), transformation (TB), cyclic prefixing (CP), parallel-to-serial (P/S) and
pulse shaping blocks. Except for pulse shaping block, rest of the blocks in the
transmitter are parameterized. By choosing suitable parameters for the blocks, the
transmitter can be configured to be a OFDM or DS-CDMA or CP-CDMA or MC-
CDMA transmitter. SB block spreads the input data symbols using a spreading
code with spreading gain x1. S/P converts x2 number of input samples from serial
form to parallel form. The IB is parameterized by matrix A1. IB interleaves the
elements in the input vector, i.e., if the input vector is b then the output from IB
is A1b. If A1 is an identity matrix, then there is no interleaving operation. Ma-
trix A2 parameterizes the transformation block. TB is used to compute N -point
IDFT of the input vector, i.e., A2 = W
H
N for OFDM and MC-CDMA systems
and A2 is an identity matrix for DS-CDMA and CP-CDMA systems. CP block is
parameterized by matrix A3. Matrix A3 = Tcp for realizing OFDM or CP-CDMA
or MC-CDMA transmitter and A3 is an identity matrix for realizing DS-CDMA
transmitter. P/S converts x3 number of parallel input samples into serial output
samples. Table 8.1 tabulates the values for x1, x2, x3, A1, A2 and A3 for realizing
the transmitter for OFDM, DS-CDMA, CP-CDMA and MC-CDMA systems using
the reconfigurable transmitter in Fig. 8.1.
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Fig. 8.1: Reconfigurable transmitter.
Fig. 8.2: Reconfigurable receiver.
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Table 8.1: Block parameters for the reconfigurable transmitter.
System SB S/P IB TB CP P/S
{x1} {x2} {A1} {A2} {A3} {x3}
OFDM 1 N IN W
H
N Tcp N + P
DS-CDMA G G IG IG IG G
CP-CDMA G N IN IN Tcp N + P
MC-CDMA G N Π WHN Tcp N + P
Reconfigurable Receiver
The reconfigurable receiver consists of S/P, remove cyclic prefix (RCP), recon-
figurable ACFO and CIR estimator (RACE) and equalization and detection (ED)
blocks. The S/P block can be reconfigured according to the number of samples
required for estimation and detection. RCP block, can be configured either to re-
move the cyclic prefix or remove the samples distorted due to ISI. It is to be noted
that ACFO in OFDM can be estimated by utilizing the presence of virtual subcar-
riers as shown in [87] [89]. ACFO estimation using the presence of virtual carriers
is based on the orthogonality between the data subcarriers and the null subcarri-
ers. This orthogonality is similar to the orthogonality between the signal and the
noise subspaces. In the ACFO estimation for CDMA systems, the determinant of
a (L× L) positive semi-definite matrix is minimized, whereas for OFDM, a scalar
polynomial is minimized. Thus by properly constructing the objective function to
be minimized using the grid search, the ACFO estimator for CDMA and OFDM
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systems can be realized. Using the ACFO and CIR estimates from RACE and the
knowledge of the signal structure, a subspace-based MMSE equalizer and detector
can be formulated as shown in Appendix B.
Variations in Carrier Frequency Offset and Multipath Fad-
ing Channel
In the formulation of the proposed estimator, it was assumed that the users’
CFO and CIR values do not vary during the frame duration. In practice, there
could be small variations around the user’s ACFO value due to slight displacement
of the user or changes in the environment. These variations in ACFO can occur
while the users’ CIR remains unchanged. This scenario needs to be investigated
and the two-stage ACFO estimator needs to be modified to track the variations in
user’s ACFO value.
In WiMAX [121] and future wireless communication systems, the objective is
to provide higher data rate transmissions at vehicular speeds. At higher vehicular
speeds, the multipath fading channel becomes time-varying. It has been shown
that the time-varying multipath channel [122] lies in the span of a low dimensional
subspace whose basis vectors can be obtained from Slepian expansion [123]-[125].
Using the Slepian basis expansion model, the proposed estimator can be formulated
for time-varying multipath fading channels. The use of batch EVD/SVD method
to estimate the signal and noise subspaces may not be accurate when the users’ CIR
is time-varying. Therefore, adaptive subspace estimation algorithms are essential
to track the variations in signal and noise subspaces. The use of adaptive subspace
algorithms along with the proposed estimator to obtain a fully adaptive time-
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varying multipath fading channel and CFO estimator is a challenging research
problem which needs to be addressed. Furthermore, identifiability of the ACFO
and CIR estimates obtained for the above scenario is another challenging field
needing investigation.
Recently, there has been an immense interest in the study of the effects of
sampling frequency offset (SFO) [126] and phase noise [49] in OFDM and DS-
CDMA systems. The performance of the proposed estimator in the presence of SFO
and phase noise and their impact on synchronization also needs to be investigated.
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Appendix A
Cramer-Rao Lower Bound for
Blind Joint ACFO and CIR
Estimator
The Cramer-Rao Lower Bound (CRLB) for the proposed subspace-based blind
joint ACFO and CIR estimator is derived using the following generalized (N × 1)










ej(n(N+P )+P )φiZN(φi)B˘i (IQ ⊗ hi) si(n) + v(n), (A.2)
where v(n) is the AWGN noise vector with E[v(n)vH(n)] = σ2IN and si(n) =
[si(nQ), si(nQ+ 1), · · · , si(nQ+Q− 1)]T . For DS-CDMA system, matrix B˘i is a
(N ×L) matrix, i.e., B˘i = B˜i. For CP-CDMA and MC-CDMA systems, matrix B˘i
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is a (N × QL) matrix given by B˘i = [B˜i,0, B˜i,1, · · · , B˜i,Q−1]. Vector r(n) in (A.1)
represents the received signal in the uplink transmission of DS-CDMA, CP-CDMA
and MC-CDMA systems depending on the values for N , P , B˘i and B˜i,k as shown
in Table A.1. It is assumed that B number of received signal vectors are used in
Table A.1: Generalized received signal parameters.
Parameter DS-CDMA CP-CDMA MC-CDMA
Data Block size 1 Q Q
N G− L+ 1 QG QG
P L− 1 L− 1 L− 1








the computation of noise and signal subspaces. These vectors are stacked to form
a (BN × 1) column vector r˘(n) as shown below:
r˘(n) =
[
rT (n), rT (n+ 1), · · · , rT (n+B − 1)]T (A.3)
= H˘B(n)s˘(n) + e˘(n), (A.4)
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j(n(N+P )+P )φi ZN(φi)B˘i (IN ⊗ h0)︸ ︷︷ ︸
N×Q
, for i = 0, 1, · · · , T − 1 (A.9)
e˘(n) =
[
vT (n),vT (n+ 1), · · · ,vT (n+B − 1)]T . (A.10)
The unknown parameters at the receiver are {φi}T−1i=0 , {hi}T−1i=0 and s˘(n). CRLB
is to be derived for the users’ ACFO and CIR estimates obtained using (A.4)
and the knowledge of the spreading codes. In blind subspace-based estimators,
the estimated CIR always has a scalar phase ambiguity. In the presence of phase
ambiguity, CRLB is derived by assuming that the phase information of the first
channel tap is known for all users [75]. Thus, the first tap in the estimated CIR
is real valued. The unknown parameters are stacked to form a (2(BQ + L)T × 1)
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−j∠hi(0), hi(1)e−j∠hi(0), · · · , hi(L− 1)e−j∠hi(0)
]
(A.13)




−j∠hi(0), hi(2)e−j∠hi(0), · · · , hi(L− 1)e−j∠hi(0)
]
(A.14)
for i = 0, 1, · · · , T − 1.














 H˘B(n)︸ ︷︷ ︸
BN×BQT





Matrix ג(n) can be expressed as
ג(n) =
[
˜גT (n), ˜גT (n+ 1), · · · , ˜גT (n+B − 1)
]T
, (A.16)
1The real and imaginary parts of a are denoted by (a)r and (a)j , respectively.
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and the (N × 1) vector gi for i = 0, 1, · · · , T − 1 is defined as
gi = [O+ n(N + P )IN ] U¯i(n)si(n) (A.19)
O = diag
(
[P, P + 1, · · · , P +N − 1]T ) . (A.20)









(IQ ⊗ IL(:,1)), (IQ ⊗ IL(:,2)), · · · , (IQ ⊗ IL(:,L))
]
. (A.23)
Using (A.22), the (N × T (L − 1)) matrix K˜i(n) is obtained from Ki(n) as given
below:
K˜i(n) = j Ki(n)(:,2:L), (A.24)
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The lth diagonal element of the (2LT × 2LT ) matrix gives the minimum value for















for i = 0, 1, · · · , T − 1, (A.30)




In this Appendix, a subspace-based MMSE detector for DS-CDMA system is




e(jnG+L−1)φiZN(φi)B˜ihisi(n) + v(n), (B.1)
Following the steps in [131], the equalizer for the ith user can be written as


















and Λ˘s is a (S × S) diagonal matrix containing the eigenvalues corresponding to
the signal subspace. The soft output γ(n) can then be used to detect the ith user’s
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transmitted data symbol either through hard decision [5] [129] or through advanced
iterative detection techniques [130]-[135].
The ith user’s MMSE equalizer constructed using the estimated parameters is
denoted by uˆi. In the proposed estimator, the CIR is estimated as an eigenvector.
Therefore, there is always a scalar phase ambiguity associated with the estimated
CIR, i.e., hˆi = e
j%hi where % is a real-valued random variable. This phase ambiguity
in the CIR estimate prevents the data symbols from being coherently detected. To
circumvent this problem, the data symbols are differentially encoded [136] before
spreading at the transmitter and differentially detected at the receiver. Let si(n)
denote the ith user’s differentially encoded data symbol obtained from the data
symbols bi(n− 1) and bi(n). Thus, the differential detection is given by
bˆi(n) = detect{uˆHi r(n)rH(n− 1)uˆie−jGφˆi}, (B.4)
where the term e−jGφˆi in (B.4) is used to compensate for the accumulated phase
value during differential detection.
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Structure of Matrices in
CP-CDMA System
Let the maximum order for the CIR of all users be L− 1 = 2. Therefore
hi = [hi(0), hi(1), hi(2)]
T , (C.1)
and the length of cyclic prefix is P = 2. Assuming the ith user’s spreading code to
be ci = [ci(0), ci(1), ci(2), ci(3)]
T and the number of data symbols in a CP-CDMA
symbol to be Q = 2, the (N ×Q) code matrix Ci can be written as
Ci = I2 ⊗ ci
=
 ci(0) ci(1) ci(2) ci(3) 0 0 0 0




Thus, the column vectors of matrix Ci are orthonormal by construction.
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Now let us assume that Q = 1 and G = 4, therefore we have N = QG = 4.
In this scenario, cyclic prefix is augmented for every spread data symbol. The




0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 1 0





0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

. (C.3)




hi(0) 0 0 0 0 0
hi(1) hi(0) 0 0 0 0
hi(2) hi(1) hi(0) 0 0 0
0 hi(2) hi(1) hi(0) 0 0
0 0 hi(2) hi(1) hi(0) 0








0 0 0 0 hi(2) hi(1)
0 0 0 0 0 hi(2)
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

. (C.5)
Using (C.3) and (C.5), it can be readily verified that
Rcp
´˜
HiTcp = 0N×N . (C.6)




hi(0) 0 hi(2) hi(1)
hi(1) hi(0) 0 hi(2)
hi(2) hi(1) hi(0) 0





Matrix Mc in MC-CDMA System
The (N×LQT ) matrixMc given by equation (5.54) in chapter 5 is analyzed in






(1) , · · · , [WNG0](Q−1)
]
, (D.1)















and li is an integer such that li ∈ [−N/2, N/2 − 1] for i = 0, 1, · · · , T − 1. Let
the spreading gain be G = 5 and number of data symbols transmitted in one
MC-CDMA symbol duration be Q = 2. Therefore, the number of subcarriers is
N = QG = 10. The number of users is assumed be T = 2 and let the length of
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CIR for all users be L = 2. The users’ spreading codes are assumed to be
c0 = [p0, p1, p2, p3, p4]
T (D.3)
c1 = [q0, q1, q2, q3, q4]
T . (D.4)
From (5.24), (10× 2) matrix WNB˜i,0 can be written as
WNB˜i,0 =
[







for i = 0 and 1, (D.5)
where
d˜i,0 = ci ⊗ [1,01×(Q−1)]T . (D.6)
Thus, matrices {WNB˜i,0}2i=0 are given by
WNB˜0,0 =


























It is known that li ∈ [−5, 4] for i = 0 and 1. Therefore, let it be assumed that
l0 = 2 and l1 = −3. Using (D.1), (D.2), (D.7) and the above assumption, matrix
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10 0 0 0 0 q1 q1e
−j 2pi2
10





p0 p0 0 0 0 0 q2 q2e
−j 2pi4
10
0 0 q3 q3e
−j 2pi6
10 p0 p0 0 0
p1 p1e
−j 2pi2
10 0 0 0 0 q3 q3e
−j 2pi6
10







10 0 0 0 0 q4 q4e
−j 2pi8
10





10 0 0 0 0 q0 q0







From (D.8), it is observed that for any combination of {l0, l1} ∈ [−5, 4], there are
only LT = 4 column vectors which are non-orthogonal. In the above example,
the column vectors of matrix WNMc can be divided into Q = 2 set with each
set containing LT column vectors. The grouping of column vectors into Q dif-
ferent sets is done such that the column vectors in a set are orthogonal to the
column vectors in other Q − 1 sets. In the example in (D.8), column vectors
{WNMc(:, 1),WNMc(:, 2),WNMc(:, 7),WNMc(:, 8)} are orthogonal to the col-
umn vectors {WNMc(:, 3),WNMc(:, 4),WNMc(:, 5),WNMc(:, 6)}. Furthermore,
it is to be noted that the column vectors in the set {WNMc(:, 1),WNMc(:, 2),







, which is matrix WNG0 when l0 = 2 and l1 = −2. Similarly, col-
umn vectors in the set {WNMc(:, 3),WNMc(:, 4),WNMc(:, 5),WNMc(:, 6)} are
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column vectors of matrix WNG0 when l0 = 3 and l1 = −3. Thus, if the (N ×LT )
matrixWNG0 is of full rank LT for all possible combinations of {l0, l1, · · · , lT−1} ∈
[−N/2, N/2− 1], then the (N × LQT ) matrix Mc will be of full rank LQT .
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Adjoint of a Polynomial Matrix
Matrix i˜i(φ) is a (L × L) polynomial matrix of order 2 (refer to equation
(6.12)). Therefore, the adjoint of i˜i(φ) is also a (L × L) polynomial matrix of
order 2(L− 1) at most [117]. For small ACFO values around the true ACFO value
φi, the adjoint of i˜i(φ) can be approximated as
adj(i˜i(φ)) ≈ F0 + (φ− φi)F1 + (φ− φi)2F2, (E.1)
where1 F0, F1 and F2 are Hermitian matrices.
Lemma E.1. Let A be a (L × L) Hermitian polynomial matrix in φ of order 2,
i.e., A = A0 + φA1 + φ
2A2. If A is a positive semi-definite matrix, then A0 and
A2 are also positive semi-definite.
Proof: When φ = 0, matrix A = A0 and hence matrix A0 is positive semi-definite.
For any (L×1) column vector x ∈ CL, it is known that xHAx ≥ 0 as A is a positive
1For notational convenience, the user index i is not tagged to matrices F0, F1 and F2.
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semi-definite matrix. This implies that
xHA0x+ φx
HA1x+ φ
2xHA2x ≥ 0. (E.2)
For the condition in (E.2) to be satisfied, we must have
(xHA1x)
2 − 4(xHA0x)(xHA2x) ≤ 0. (E.3)
As (xHA1x)
2 ≥ 0 and xHA0x ≥ 0, condition (E.3) will be satisfied if xHA2x ≥ 0.
Therefore, matrix A2 must be positive semi-definite. ¤
As adj(i˜i(φ)) is an order 2 positive semi-definite polynomial matrix, Lemma
E.1 implies that matrices F0 and F2 are positive semi-definite.
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