Abstract. In this paper, we propose primal-dual potential-reduction algorithms which can start from an infeasible interior point. We rst describe two such algorithms and show that both are polynomial-time bounded. One of the algorithms decreases the Tanabe-Todd-Ye primal-dual potential function by a constant at each iteration under the condition that the duality gap decreases by at most the same ratio as the infeasibility. The other reduces a new potential function, which has one more term in the Tanabe-Todd-Ye potential function, by a xed constant at each iteration without any other conditions on the step size. Finally, we describe modi cations of these methods (incorporating centering steps) which dramatically decrease their computational complexity. Our algorithms also extend to the case of monotone linear complementarity problems.
jima, Mizuno, and Yoshise 6] etc.). Kojima, Noma, and Yoshise 7] investigated the global convergence of infeasible-interior-point (both potential-reduction and pathfollowing) algorithms for monotone complementarity problems. In this paper, we propose polynomial-time primal-dual potential-reduction algorithms which start from an infeasible interior point. The rst is known as the Tanabe-Todd-Ye primal-dual potential function (used for feasible-interior-point algorithms) and the second is de ned here for an infeasibleinterior-point algorithm. If (x; y;z) is feasible, (x; y;z) = (x; z). Note that involves the norm of a vector formed from the primal and dual infeasibilities. It appears that this would be very sensitive to di erent scalings of the original problem. However, we shall see in (6) below that each component of this vector decreases at the same rate during the algorithms. Hence the norm measures how much each infeasibility has been reduced.
Sections 2 through 4 of this paper construct two infeasible-interior-point algorithms, namely Algorithms I and II, which start from the initial point (x 1 ; y 1 ; z 1 ) and generate a sequence f(x k ; y k ; z k )g of interior points. Algorithms I and II decrease the potential functions and at each iteration, respectively. The step size at the kth iterate (x k ; y k ; z k ) of Algorithm I is determined such that decreases at least a constant value and an extra condition holds, while Algorithm II does not need any such condition. So Algorithm I is a constrained potential-reduction algorithm, while Algorithm II is a pure potential-reduction algorithm. In the worst case, the decrease in the potential functions at each iteration is only (n ?2 ), and this leads to a complexity bound of O(n 2:5 L) iterations, where L is related to the initialization and the termination criterion of the algorithms. Then Section 5 describes variants that require only O(nL) iterations by adding centering steps when the current iterate lies outside a wide neighborhood of the path of centers. The centering steps keep the \duality gap" and the infeasibilities xed while decreasing the potential functions and . Finally, Section 6 contains a discussion of why the complexity bounds of these infeasible-interior-point methods are so much higher than those for feasibleinterior-point algorithms, and shows how the algorithms also extend to monotone linear complementarity problems. We chose to con ne ourselves to the more familiar setting of linear programming for the main development.
2. A constrained potential-reduction algorithm. The path of centers consists of the solutions (x; y;z) to the system of equations 0 @ Ax ? b A T y + z ? c
Xz ? e 1 A = 0 (1) for all > 0. Here X := diag(x) denotes the n n diagonal matrix containing the coordinates of a vector x 2 R n and e := (1; : : : ; 1) T 2 R n . At each iteration, we assign the value (x k ) T z k =(n+ ) to the parameter , and then compute the Newton direction ( x; y; z) at (x k ; y k ; z k ) for the system (1) of equations; that is, ( x; y; z)
is the unique solution of the system of linear equations
where X k := diag(x k ) and Z k := diag(z k ).
Let be a positive constant for which we want to nd the optimal solutions x of (P) and (y ; z ) of (D), if they exist, such that k(x ; z )k 1 :
Algorithm I
Step 1: Choose 0 2 (0; 1] and a positive constant (which may depend on n and ). Set (x 1 ; y 1 ; z 1 ) := 0 (e; 0; e). Let k := 1.
Step 2: If (x k ) T z k then stop.
Step 3: Let := (x k ) T z k =(n + ). Compute the solution ( x; y; z) at (x k ; y k ; z k ) of the system (2) of equations.
Step 4: Find a step size such that
If we cannot nd such a step size then stop.
Step 5: Let (x k+1 ; y k+1 ; z k+1 ) := (x k ; y k ; z k ) + ( x; y; z). Increase k by 1 and go to Step 2.
The direction ( x; y; z) is, except for the choice of , the same as in the earlier primal-dual infeasible-interior-point algorithms. If the current iterate is feasible, our choice of yields the direction that is the projected scaled steepest descent direction for the potential function (or ) 6].
Since (x; z) ln(x T z) and the potential function decreases by a constant at each iteration, Algorithm I terminates in O( L= ) iterations provided that (x 1 ; z 1 ) = O( L) and ln(1= ) = O(L). If L ln n and ln = O(L) then (x 1 ; z 1 ) = O( L). In the next section, we show that if there are optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 , then there exists a step size which satis es (3) and (4) Step 2, we get an approximate solution; otherwise (if it stops in Step 4) there are no optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 . 3. Analysis of Algorithm I. Theorem 1 follows from the following four lemmas. The rst gives a bound on the decrease in . Lemma 
The next result is important in analyzing the linear term above, with v := X 1=2 Z 1=2 e. 
The following result is used to bound the second-order term in (5) . The parameter 1 is introduced to allow this lemma to be used in the analysis of Algorithm II also. 
If there exist optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 then we have kD ?1 xk Proof: Assume that there exist optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 . Then we have
which implies
By using this equality, x 1 = z 1 = 0 e, x e, z e, and x i z i = 0 for each i, we have
where the last inequality follows from the fact that for each i one of k x 1 i + (1 ? k )x i and k z 1 i +(1? k )z i is at most k 0 and the other is at most . From (7), (x k ) T z k k 1 (x 1 ) T z 1 = n k 2 0 1 2 . Hence we have
From (2) and (6), we get
Then we have via a straightforward computation (see also Mizuno 12 
By using v min = min i p x k i z k i , = (x k ) T z k =(n + ), and (from (9)
we see kD ?1 xk
The other inequality follows from a similar analysis of
2 Note that if (4) holds until the (k ?1)th iteration, then we have (7) for 1 = 1 by the de nition of k . This also shows that if Algorithm I stops in Step 2, the infeasibility of x and (y; z) has been reduced at least as much as the duality gap, so we do have approximate solutions. Indeed, we have almost optimal solutions to a nearby linear programming problem and its dual.
Finally, the lemma below completes the proof of Theorem 1. Hence we have (3). The inequality (4) follows from
. A pure potential-reduction algorithm. We now consider a potentialreduction algorithm that does not impose the explicit constraint (4) on the step size.
Algorithm II
Step 3: Let := (x k ) T z k =(n+ ). Compute the unique solution ( x; y; z) at (x k ; y k ; z k ) of the system (2) of equations.
Step 4: Find a step size such that (x k + x;y k + y;z k + z) (x k ; y k ; z k ) ? :
Step 5: Let (x k+1 ; y k+1 ; z k+1 ) := (x k ; y k ; z k ) + ( x; y; z). Increase k by 1 and go to Step 2. The performance of this method is summarized in the following result. Step 2, we get an approximate solution; otherwise (if it stops in Step 4) there are no optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 .
The proof of this result is like that of Theorem 1. The lemma below shows that it will stop in the required number of iterations. (24)
Step 4: Let (x k+1 ; y k+1 ; z k+1 ) := (x k ; y k ; z k ) + ( x; y; z). Increase k by 1 and go to Step 2.
Note that ( x; y; z) in Step B is a centering step as in 14]; because of the zeroes in the right-hand side vector in (23), this step maintains the current infeasibilities as well as the \duality gap" x T z.
The performance of this method is summarized in the following result. Step A) there are no optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 .
Since 1 and 2 are constants independent of the input data, the number of iterations is bounded by O( L) (see Lemma 7) . As shown in Section 3, we can get an approximate solution if the algorithm stops in Step 2. To complete the proof, we need to show that (i) if (21) holds, there is a step size which satis es (22) , or there are no optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 ,
(ii) if (21) does not hold, there is a step size which satis es (24). The result above is proved in 13] for the potential function with = p n, but it is valid for the potential function with any 0 since the duality gap and infeasibility do not change in Step B.
6. Concluding remarks. In this nal section we contrast Algorithms I and II, discuss the results obtained, and brie y consider other possible primal-dual potential functions for the infeasible case. We also describe an extension to monotone linear complementarity problems.
(A) Getting information on infeasibility.
We note that 0 and appear in the algorithms only through their product and the dependence of on 0 . Suppose that we start Algorithm I, II or III with (x 1 ; y 1 ; z 1 ) = 0 (e; 0; e) for some 0 > 0, and that we perform at each iteration a line search to achieve the largest decrease in subject to satisfying (4) (largest decrease in ).
If there are optimal solutions x of (P) and (y ; z ) of (D) such that k(x ; z )k 1 0 = 0 for some 0 2 (0; 1], it follows from the inequality (9) 19) ). In our analysis, we bounded the second-order term above using Lemma 4; using also Lemma 3 to bound the rst-order term, we get term is smaller and thus a greater decrease in (and ) can be achieved by choosing a larger value for . This is the basis for Step A in Algorithm III. Lemma 12 proves that a constant decrease in (and ) can also be achieved when the current iterate is far from centered, by using a simple centering step. ln(x i z i )?n ln n; Both can be reduced by an amount su cient to establish a polynomial time bound if we add a restriction like (4) on the step size, so that (25) holds for all k. However, in this case there seems to be no reason to choose these more complicated functions over the simpler . If we relax the constraint, Kojima, Noma, and Yoshise 7] show that 0 can always be reduced by some amount, but provide no bound (indeed, it seems hard to do so, even in the case of linear programming). Similar di culties arise with 00 . It seems to be very hard to obtain a guaranteed decrease in such a potential function when the duality gap x T z is much smaller than the infeasibility k(Ax ? b;A T y + z ? c)k. We also mention a modi ed primal-dual potential function given by Kaliski 
