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We propose a topological defect or instanton solution with nonzero Hopf invariant to the 3+1D non-
Abelian gauge theory coupled with scalar ﬁelds. This solution, which we call Hopf defect, represents a 
spacetime event that makes a 2π rotation of vacuum manifold of the monopole. Although the action 
of this Hopf defect is logarithmically divergent, it may still give relevant contributions in a ﬁnite-sized 
system. Since the Chern–Simons term for the unbroken U (1) gauge ﬁeld may appear in the low energy 
effective theory, the Hopf defect may possibly generate a phase factor change for the monopoles.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.1. Introduction
Magnetic monopole, although not discovered in Nature, has at-
tracted lots of attention from the theoretical physics community 
[1]. The ﬁrst monopole solution was proposed by Dirac [2]. He 
argued that the existence of the monopole implies quantized elec-
trical charges because of the minimal coupling of the U (1) gauge 
ﬁeld in quantum mechanics. However, in his monopole model, the 
vector potential is singular at some points located on the Dirac’s 
string. This drawback was later overcome in the ’t Hooft–Polyakov 
magnetic monopole solution [3], where the U (1) ﬁeld is embedded 
in a non-Abelian gauge ﬁeld coupled with a scalar ﬁeld. The Der-
rick theorem [4] implies that there is no stable soliton solution to 
the scalar ﬁeld when the spatial dimension is larger than 1. How-
ever, the coupling between the scalar ﬁeld and the non-Abelian 
gauge ﬁeld helps to stabilize this monopole solution.
The magnetic charge of the ’t Hooft–Polyakov monopole can be 
identiﬁed as the topological charge, hence it is naturally connected 
to the classiﬁcation of the homotopy group π2(S2). On the con-
trary, one may simply think that the magnetic charge of the Dirac’s 
monopole has no topological origin. While, it has been shown that 
the nontrivial U (1) bundle in this model can actually be thought 
of as a Hopf fabrication [5]. Consequently, the magnetic charge of 
the Dirac’s monopole is connected to the Hopf invariant of another 
homotopy group π3(S2) [6]. Therefore the same charge can be at-
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SCOAP3.tributed to different homotopy groups because of different gauge 
ﬁeld realizations of a monopole.
In general, different homotopy groups, such as π2(S2) and 
π3(S2), give rise to different topological solitons. A familiar ex-
ample is the nonlinear sigma model [7]. In the 2+1D case, this 
model has a skyrmion-type solution [8] classiﬁed by the winding 
number associated with the group π2(S2). In a similar way, there 
is also an instanton-type solution to the same model [9] classiﬁed 
by the nonzero Hopf invariant of the group π3(S2). This instanton 
solution represents a 2+1D spacetime event that makes a 2π rota-
tion of the skyrmion. If the Hamiltonian further contains a Chern–
Simons term or Hopf term, this instanton can generate fractional 
statistics for the associated skyrmion. Based on π3(S2), there is 
another large class of topological solitons in 3+1D called Hopﬁon 
which is a static solution of Faddeev–Skyrme model [10,11]. Hop-
ﬁon solutions have also been generalized to the Yang–Mills–Higgs 
model [12,13] and also condensed matter system such as exotic 
superconductor [14,15] and spinor Bose–Einstein condensates [16].
In contrast to the above-mentioned Hopf solitons, in this paper, 
we propose a topological defect solution with nonzero Hopf invari-
ant (Hopf defect) to the 3+1D non-Abelian scalar gauge theory. 
This solution can be thought of as either a soliton-type solution 
in the spatial part of the 4+1D theory or an instanton-type so-
lution of the 3+1D theory. The relation between the Hopf defect 
and the non-Abelian magnetic monopole is very similar to that 
between the skyrmion and the instanton in the nonlinear sigma 
model discussed above. In the 3+1D case, the solution represents 
a spacetime event which makes a 2π rotation of vacuum manifold under the CC BY license (http://creativecommons.org/licenses/by/3.0/). Funded by 
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unbroken U (1) gauge ﬁeld, the monopole will acquire a phase fac-
tor under the vacuum space rotation.
The paper is organized as follows. In Section 2, we give a brief 
review on the Hopf mapping and Hopf invariant. In Section 3, we 
ﬁnd out the defect solution with nonzero Hopf invariant. In Sec-
tions 4 and 5, we discuss the topological charge and a qualitative 
physical picture of the solution. We conclude in Section 6.
2. Hopf mapping and Hopf invariant
In this section, we brieﬂy review the Hopf mapping and Hopf 
invariant, which also helps to identify the topological charge of 
the Hopf soliton in our later discussions. It is well known that 
the mapping between two n-dimensional spheres is classiﬁed by 
the n-th homotopy group πn(Sn) = Z . The geometric meaning 
of the winding number k ∈ Z is that when the pre-image point 
sweeps around the whole sphere, the image point sweeps the 
whole sphere k times. While, the Hopf mapping is a map between 
S3 and S2, i.e., spheres with different dimensions. Hence it is clas-
siﬁed by the homotopy group π3(S2). The topologically nontrivial 
Hopf mapping is characterized by the Hopf invariant H. The geo-
metric meaning of the Hopf invariant is not as intuitive as that of 
the winding number.
Here we give a simple visualization of the Hopf mapping. Un-
der a Hopf mapping, the pre-image of a point on S2 is a circle in 
S3. Hence the pre-images of two different points are two differ-
ent circles. Under a topologically trivial Hopf mapping, these two 
circles are not linked. While, under a topologically nontrivial Hopf 
mapping, these two circles are linked together for one time and 
form a so-called Hopf link.
Mathematically, we introduce a pair of complex numbers z1 =
x1 + ix2 and z2 = x3 + ix4 to describe R4, hence the sphere 
S3 can be characterized by |z1|2 + |z2|2 = 1. The Hopf mapping 
f : S3 → S2 is given by ya = z¯iσ ai j z j for a = 1, 2, 3, where σ a are 
Pauli matrices. More explicitly, the Hopf mapping is written as
y1 = 2(x1x3 + x2x4), y2 = 2(x1x4 − x2x3),
y3 = x21 + x22 − x23 − x24, (1)
and one can verify that ya ya = |z¯i zi |2 = 1, then ya does describe a 
point on S2.
The Hopf invariant of the above Hopf mapping (1) can be di-
rectly evaluated. Let Ω2 be the volume 2-form of S2. Since S2 is 
a two-dimensional space, then Ω2 must be closed, thus we triv-
ially have dΩ2 = 0. Moreover, Ω2 must not be exact, otherwise we 
will have Ω = dα which implies ∫S2 Ω2 = ∫∂ S2 α = 0 by Stokes the-
orem. This contradicts the fact the volume of S2 is not zero. The 
Hopf mapping pulls back the volume 2-form Ω2 from S2 to S3. We 
deﬁne ω2 = f ∗Ω2 which is again closed. Since the cohomology of 
S3 is trivial, i.e., H2(S3) = 0, then there is no nontrivial 2-form 
on S3. Therefore ω2 must be exact and can be further written as 
ω2 = dω1 where ω1 is a 1-form on S3. Finally, the Hopf invariant 
is deﬁned as
H= 1
16π2
∫
S3
ω1 ∧ ω2. (2)
It easy to verify that H is invariant under a continuous deforma-
tion of the map.
The evaluation of H can be conveniently performed by using 
the Cartesian coordinates. The volume 2-form of a unit 2-sphere is 
given by
Ω2 = y1 dy2 ∧ dy3 − y2 dy1 ∧ dy3 + y3 dy1 ∧ dy2. (3)Inserting the Hopf mapping (1), after some algebra we ﬁnd that 
the pulled back 2-form is given by
ω2 = 4
[(
x23 + x24
)
dx1 ∧ dx2
+ (x1x4 − x2x3)(dx1 ∧ dx3 + dx2 ∧ dx4)
− (x1x3 + x2x4)(dx1 ∧ dx4 − dx2 ∧ dx3)
+ (x21 + x22)dx3 ∧ dx4]. (4)
This expression can be further simpliﬁed by noticing 
∑
i x
2
i = 1 and ∑
i xi dxi = 0 successively. One can verify that
0 =
(∑
i
xi dxi
)
(x1 dx2 − x2 dx1 + x3 dx4 − x4 dx3)
= [(x21 + x22)dx1 ∧ dx2 − (x1x4 − x2x3)(dx1 ∧ dx3 + dx2 ∧ dx4)
+ (x1x3 + x2x4)(dx1 ∧ dx4 − dx2 ∧ dx3)
+ (x23 + x24)dx3 ∧ dx4]. (5)
Adding the above two equations together, we ﬁnd that ω2 can be 
rewritten as
ω2 = 4(dx1 ∧ dx2 + dx3 ∧ dx4). (6)
Then it is easy to ﬁnd that
ω1 = 2(x1 dx2 − x2 dx1 + x3 dx4 − x4 dx3). (7)
Finally, the outer product of the above two differential forms gives 
the volume element of a unit S3
ω1 ∧ ω2 = 8(x1 dx2 ∧ dx3 ∧ dx4 − x2 dx1 ∧ dx3 ∧ dx4
+ x3 dx1 ∧ dx2 ∧ dx4 − x4 dx1 ∧ dx2 ∧ dx3). (8)
Since the surface area of the unit S3 is 2π2, then the Hopf invari-
ant of the map (1) is
H= 1
16π2
∫
S3
ω1 ∧ ω2 = 1. (9)
For later use, the above statements can be elaborated in a more 
physical language. We can express the pulled back 2-form ω2 as 
a U (1) gauge ﬁeld strength. Hence ω1 becomes the corresponding 
gauge potential. Introducing a set of coordinate parameters u1,2,3
to describe S3, then the 2-form ω2 can again be evaluated by 
pulling back Ω given by (3)
ω2 = 1
2
Fμν duμ ∧ duν, ω1 = Aμ duμ for μ,ν = 1,2,3,
(10)
where in the component form Fμν is the surface area element 
of S2
Fμν = 	 i jk yi∂μ y j∂ν yk = −2i(∂μ z¯i∂ν zi − ∂ν z¯i∂μzi). (11)
In the second equality, we have inserted the Hopf mapping and 
used the equality (A.2). We will visit this equality later in details. 
Moreover, the gauge potential Aμ can be easily found by Fμν =
∂μAν − ∂ν Aμ
Aμ = −i
[
z¯i(∂μzi) − (∂μ z¯i)zi
]
. (12)
In this language, the Hopf invariant can be expressed as a Chern–
Simons term
H= 1
32π2
∫
d3u 	μνλAμFνλ = 1. (13)
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We consider a Yang–Mills–Higgs model in the 3+1D spacetime 
with the Lagrangian given as follows
L = −1
2
Dμφ
a · (Dμφa)† − 1
4
Faμν F
a
μν − V (φ), (14)
where φa is in the adjoint representation of an SU(2) gauge group 
such that Dμφa = ∂μφa + e	abc Abμφc , and V (φ) = λ(φaφa − v2)2. 
We want to construct an instanton-type solution, the physical 
meaning of which will be clariﬁed later. To achieve this, we con-
sider the Euclidean version of the above model, which is equivalent 
to consider the spatial part of the 4+1D model. The spatial coordi-
nates are chosen as xi for i = 1, 2, 3, 4. We introduce z1 = x1 + ix2
and z2 = x3 + ix4 and deﬁne r2 = ∑i |zi |2. For simplicity, we set 
v = 1 and e = 1. As r → ∞, φa approaches the classic vacuum 
solution as limr→∞ φa(x) = ma(x) with mama = 1 so that the po-
tential V (φ) is minimized. Therefore, when r → ∞, the vacuum 
solution is in fact a Hopf mapping which reads S3
ma−→ S2. We can 
deﬁne the map ma as ma(x) = z¯iσ
a
i j z j
r2
. Now the SU(2) gauge sym-
metry is spontaneously broken to the U (1) symmetry.
To minimize the total energy of the instanton, one needs to 
require Dμφa = 0 in the limit of large r. Next we multiply both 
sides of Dμφa = 0 by 	 i jam j , and use the identity 	 i ja	abc =
δibδ jc − δ jbδic to get
Aiμ = −	 i jam j∂μma + Abμmbmi . (15)
If we can ﬁnd a solution to Aaμ which is perpendicular to m
a in 
the space of vacua, i.e., Aaμm
a = 0, then we get a simple expression 
of Aiμ = −	 i jam j∂μma , i.e., Aaμ is a large gauge transformation as 
r → ∞. For convenience, we deﬁne the shorthand notation that 
∂μ = ∂i, ¯∂i with ∂i = ∂∂zi and ∂¯i = ∂∂ z¯i . Hence the derivatives of φa
at r → ∞ are
∂¯km
a = σ
a
kj z j
r2
−ma zk
r2
, ∂km
a = σ
a
jk z¯ j
r2
−ma z¯k
r2
. (16)
By using the identity (A.2), one can further verify that
A¯ak = −i
1
r4
(
σ ail δ jk − σ akjδil
)
z¯i z j zl
= −i 1
r2
(
mazk − σ akj z j
)
= i∂¯kma. (17)
By a similar calculation, we also get Aak = −	abcmb∂kmc = −i∂kma . 
Since mama = 1, then ma∂μma = 0, therefore the solution does sat-
isfy Aaμm
a = 0 and our derivation is indeed self-consistent. From 
above discussions we see that ∂μφa approaches 0 as fast as 1/r
when r → ∞ while Dμφa vanishes identically.
Now we know the needed asymptotic behaviors of the ﬁelds 
φa and Aaμ . To ﬁnd the full defect solution we adopt the following 
assumption
φa(x) = f (r)ma(x), Aak(x) = −i∂kma(x)g(r),
A¯ak(x) = i∂¯kma(x)g(r), (18)
where the continuous functions f and g are required to satisfy 
f (r) → 1, g(r) → 1 as r → ∞ and f (0) = g(0) = 0 (so that the 
scalar and gauge ﬁelds have well behaviors at the origin).
To evaluate the total action of the defect, we need to know the 
various derivatives of ma , which are outlined in Appendix A. Using 
these results, it is straightforward to get the covariant derivativesD¯kφ
a = ∂¯kma f +ma zk2r f
′ + i	abc ∂¯kmbmc g f
= ∂¯kma f (1− g) +ma zk2r f
′,
Dkφ
a = ∂kma f (1− g) +ma z¯k2r f
′, (19)
and the ﬁrst term of the Lagrangian is given by
Dμφ
a(Dμφa)† = 4D¯kφaDkφa = 8 f
2(1− g)2
r2
+ ( f ′)2. (20)
Using Eq. (A.9), the ﬁeld strength is evaluated as
Fa
i j¯
= ∂i A¯aj − ∂¯ j Aai + 	abc Abi A¯cj
= 2i∂i ∂¯ jmag + 	abc∂imb ∂¯ jmc g2 + i z¯i ∂¯ jm
a
2r
g′ + iz j∂im
a
2r
g′
= 2i(r
2δi j − z¯i z j)
r4
ma
(
g2 − 2g)+
(
i z¯i ∂¯ jma
2r
+ iz j∂im
a
2r
)
g′.
(21)
To simplify our notation, we deﬁne the coeﬃcient of g′ as
Ca
i j¯
≡ i z¯i ∂¯ jm
a
2r
+ iz j∂im
a
2r
= i z¯iσ
a
jkzk + z¯kσ aki z j − 2maz¯i z j
2r3
. (22)
It is easy to see that Ca
ii¯
= 0 and maCa
i j¯
= 0. Similarly, by making 
use of Eq. (A.10), the other component of the ﬁeld strength with 
two holomorphic or two anti-holomorphic indices are given by
Fai j = −i
(
z¯i∂ jma
2r
− z¯ j∂im
a
2r
)
g′,
Fa
i¯ j¯
= i
(
zi ∂¯ jma
2r
− z j ∂¯im
a
2r
)
g′. (23)
The expressions of all the ﬁeld strength in the complex indices are 
list in Appendix A. The squares of the ﬁeld strength can be simpli-
ﬁed by noting the following relations between the ﬁeld strengths 
with complex and real indices
Faz1,z2 =
1
4
(
Fa13 − Fa24 − i F a14 − i F a23
)
,
Faz1,z¯2 =
1
4
(
Fa13 + Fa24 + i F a14 − i F a23
)
,
Faz1,z¯1 =
i
2
Fa12, F
a
z2,z¯2
= i
2
Fa34. (24)
From these relations, we ﬁnd∑
μ,ν
F 2μν = 8
∑
i, j
(Fzi ,z¯ j F z¯i ,z j + F z¯i ,z¯ j F zi ,z j ). (25)
Since maCa
i j¯
= 0, the cross term vanishes in the square of Fa
i, j¯
. Us-
ing the fact that zi∂ima = z¯i ∂¯ima = 0, it is easy to ﬁnd that∣∣∣∣2i(r
2δi j − z¯i z j)
r4
∣∣∣∣
2
= 4
r4
, Ca
i¯ j
Ca
i j¯
= 1
r2
. (26)
Thus we ﬁnd
Fa
i¯ j
F a
i j¯
= 4(2g − g
2)2
r4
+ (g
′)2
r2
. (27)
Similarly, we have
Fa
i¯ j¯
F ai, j =
1
4r2
(
zi ∂¯ jm
a − z j ∂¯ima
)(
z¯i∂ jm
a − z¯ j∂ima
)(
g′
)2
= (g
′)2
2
. (28)
r
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(or total action in the Euclidean space) as
S =
∫
r3dr
[
4 f 2(1− g)2
r2
+ ( f
′)2
2
+ 4
(
2(2g − g2)2
r4
+ (g
′)2
r2
)
+ λ( f 2 − 1)2
]
. (29)
This result is quite similar to the magnetic monopole energy. The 
difference is that here we have to integrate the whole 3-sphere. 
Therefore the action is actually logarithm divergence. This situation 
is very similar to the vortex solution of scalar O (2) model without 
coupling any gauge ﬁeld in the two-dimensional case. Therefore 
this type of soliton or instanton may not contribute in a inﬁnitely 
large system. To get some physical effect, we should consider a ﬁ-
nite sized system such that the radial integral has an upper bound. 
Then it makes sense to minimize the total action to ﬁnd the in-
stanton solutions.
As usual, we use the variational method to ﬁnd that f , g satisfy 
the following equations
d2g
dr2
+ 1
r
dg
dr
+ f 2(1− g) − 4(1− g)(2g − g
2)
r2
= 0,
d2 f
dr2
+ 3
r
df
dr
− 8 f (1− g)
2
r2
− 4λ f ( f 2 − 1)= 0 (30)
with the boundary conditions g(∞) = f (∞) = 1 and f (0) =
g(0) = 0. These two equations are coupled nonlinear differential 
equations, which in general cannot be solved analytically. Here 
we numerically solve the above differential equations. For conve-
nience, we have taken λ = 1. The numerical results are shown in 
Fig. 1. Here we use a large ﬁxed upper bound rc to replace the 
inﬁnity.
4. Topological charge
For the ’t Hooft–Polyakov magnetic monopole, the magnetic 
charge is also the winding number of the mapping between the 
spatial boundary and the vacuum manifold. Therefore, the mag-
netic charge is also the topological charge, and it is quantized 
naturally. For our defect solution, the topological charge is obvi-
ously related to the Hopf invariant. But its physical meaning is 
not as intuitive as that of the magnetic charge. At the bound-
ary of the spacetime, the SU(2) gauge symmetry breaks down to 
the U (1) gauge symmetry as we discussed in Section 3. For mag-
netic monopoles, it is this U (1) gauge ﬁeld that gives rise to a 
hedgehog-like magnetic ﬁeld conﬁguration. For our defect solution, we identify that the Aμ ﬁeld we introduced in the end of Section 2
is exactly this unbroken U (1) gauge ﬁeld.
We ﬁrst give a warm-up discussion on the monopole. At the 
boundary, Aaμ is designed to cancel ∂μφ
a . The most possible form 
of Aaμ that satisﬁes this requirement is
Aaμ = 	abcφb∂μφc + φa A(1)μ . (31)
Here A(1)μ = Aaμφa is the gauge ﬁeld associated with the unbroken 
U (1) symmetry. Then the corresponding ﬁeld strength is
Faμν = φaFμν, Fμν = ∂μA(1)ν − ∂ν A(1)μ + 	abcφa∂μφb∂νφc.
(32)
However, the relation between the ﬁeld strength and the asso-
ciated vector potential is not simply Fμν = ∂μA(1)ν − ∂ν A(1)μ as 
in the situation of the usual U (1) symmetry. The extra term 
	abcφ
a∂μφ
b∂νφ
c in Eq. (32) cannot be written as the form ∂μAν −
∂ν Aμ with some vector potential Aμ . In the mathematical lan-
guage, this term is closed but not exact. It is precisely this term 
that is responsible for the monopole-like ﬁeld conﬁguration and 
makes the crucial contribution to the topological charge. The mag-
netic charge of the monopole is given by the integration of Fμν
over the spatial boundary
g =
∫
dSμν Fμν =
∫
dSμν 	abcφ
a∂μφ
b∂νφ
c. (33)
Clearly, the ﬁrst term of Fμν does not make any contribution. The 
second term is the winding number of the vacuum conﬁguration 
mapping as we mentioned before.
On the contrary, for our Hopf defect solution, the extra term in 
Eq. (32) can be expressed as a curl of a vector potential due to the 
pulling back of the Hopf mapping, as we discussed in Section 2. 
Thus it can be expressed as
	abcφ
a∂μφ
b∂νφ
c = ∂μA(2)ν − ∂ν A(2)μ . (34)
Then the ﬁeld strength associated with the unbroken U (1) sym-
metry is
Fμν = ∂μAν − ∂νAμ, Aμ = A(1)μ + A(2)μ . (35)
In terms of Fμν and Aμ , we can construct the Hopf invariant as 
in Section 2
H= 1
32π2
∫
d3x	μνλAμFνλ. (36)
Here the integral is over the three-dimensional boundary of the 
4D spacetime. Since A(1)μ is topologically trivial, it is easy to see 
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(1)
μ ∂ν A
(1)
λ , 	μνλA
(1)
μ ∂ν A
(2)
λ and 	μνλA
(2)
μ ∂ν A
(1)
λ
do not contribute to the above integral. By the construction of the 
Hopf defect solution, we have
	abcφ
a∂μφ
b∂νφ
c
∣∣
r→∞ = 	abcma∂μmb∂νmc = ∂μA(2)ν − ∂ν A(2)μ
(37)
with A(2)μ = −i[ζ¯i(∂μζi) − (∂μζ¯i)ζi] and ζi = zi/r. Therefore, we ﬁnd
H= 1
16π2
∫
d3x	μνλA
(2)
μ ∂ν A
(2)
λ = 1 (38)
according to Eq. (13). This result can also be directly obtained from 
Fμν at the boundary. All components of Fμν can be obtained from 
the expressions in Appendix A by noting g(∞) = 1 and g′(∞) = 0
F12 = 4(x
2
3 + x24)
r4
, F13 =F24 = 4(x1x4 − x2x3)
r4
,
F34 = 4(x
2
1 + x22)
r4
, F14 = −F23 = −4(x1x3 + x2x4)
r4
. (39)
If we express Fμν as a differential form, we ﬁnd
F = 1
2
Fμν dxμ ∧ dxν = −ω2. (40)
Here ω2 is the pulled back volume element form as we deﬁned in 
Section 2. Follow the same steps, we ﬁnd
H= 1
16π2
∫
A∧F = 1
16π2
∫
ω1 ∧ ω2 = 1. (41)
5. Qualitative picture of Hopf defect
To ﬁnd a qualitative picture of Hopf defect, we must have a 
better understanding about the geometric meaning of the Hopf 
mapping. Since it is very diﬃcult to visualize a 3-sphere embed-
ded inside R4, we consider a deformed and simpliﬁed version of 
the Hopf mapping. We ﬁrst deform S3 into a cylinder S2 × [0, 1], 
then treat S2 as a one-point-compactiﬁcation of R2. Now we show 
the following map: R2 × [0, 1] → S2 has a nontrivial Hopf number
y1 = 1
r
sin
[
f (r)
](
x1 cos
[
a(x3)
]− x2 sin[a(x3)]),
y2 = 1
r
sin
[
f (r)
](
x1 sin
[
a(x3)
]+ x2 cos[a(x3)]),
y3 = cos
[
f (r)
]
. (42)
Here (x1, x2) ∈ R2, x3 ∈ [0, 1] and r =
√
x21 + x22. We also assume 
that a(x3) is a monotonic function from [0, 1] to [0, 2π ] and 
f (0) = π , f (∞) = 0.
If we treat x3 as a time variable, the above mapping describes 
that R2 makes a 2π rotation when time evolves from 0 to 1. Hence 
the world line of each point in R2 produces a helix curve. If we 
identify the initial time with the ﬁnal time, the world line becomes 
a closed loop. Moreover, the world lines of two different points be-
come two linked loops. In this sense, we expect that this map can 
give the similar result as the Hopf mapping. But we should men-
tion that the map S2 × S1 → S2 is topologically quite different 
from S3 → S2. For S2 × S1 → S2, the actual topological invari-
ants are the winding number of S2 → S2 and the twisting number 
along the S1 [17]. In this case, the Hopf invariant is only an ap-
proximate topological invariant. We will only use S2 × S1 → S2 to 
help us to visualize the Hopf mapping.The volume element or the ﬁeld strength is determined by 
Fμν = 	 i jk yi∂μ y j∂ν yk . Thus we ﬁnd
F12 = 1
r
sin
[
f (r)
]
f ′(r), F23 = x2
r
sin
[
f (r)
]
f ′(r)a′(x3),
F31 = − x1
r
sin
[
f (r)
]
f ′(r)a′(x3). (43)
The corresponding vector potentials are
A1 = x2
r
cos
[
f (r)
]
, A2 = − x1
r
cos
[
f (r)
]
,
A3 = −a′(x3) cos
[
f (r)
]
. (44)
Finally, we ﬁnd
H= 1
16π2
∫
d3x	μνλAμFνλ
= 1
8π2
∫
d3x
1
r
sin
[
f (r)
]
f ′(r)a′(x3) = 1 (45)
This result reﬂects that the linking number of two world lines is 1 
just as that of the Hopf mapping.
Based on the above discussion, we can have the following geo-
metric picture of Hopf mapping. Recall that S3 can be decomposed 
into two solid tori. In complex coordinates, S3 is described by 
|z1|2 + |z2|2 = 1. Then the two solid tori are
T1: 1/2 < |z1|2 < 1, |z2|2 = 1− |z1|2; (46)
T2: 0 < |z1|2 < 1/2, |z2|2 = 1− |z1|2. (47)
There are two types of nontrivial cycles on the torus which are also 
the generators of the π1(T 2). These two tori T1 and T2 are related 
by a modular transformation which exchanges the two types of 
cycles. If the torus is characterized by a complex number τ , then 
this modular transformation is given by τ → − 1τ . It is easy to ver-
ify that, under the Hopf mapping, the pre-image of the northern 
hemisphere SN is just T1 and that of the southern hemisphere S S
is T2.
It can be found that the pre-image of a ﬁxed point on SN
is a circle described by (z1eiφ, z2eiφ). Here eiφ is an arbitrary 
phase factor and z1,2 are ﬁxed complex numbers solved from the 
Hopf mapping equations. If we trace the trajectory of the vector 
(z1eiφ, z2eiφ), we ﬁnd that it makes a 2π rotation on the z1 plane, 
and a 2π rotation on the z2 plane simultaneously. The resulting 
curve is a helix with the starting and ending points identiﬁed. 
Since a solid torus can be treated as D2 × S1 (D2 is a 2D disc), 
the pre-image of each point on SN is a point on D2 which makes 
a 2π rotation as we travel along S1. This is also true for the south-
ern part S S . After making a modular transformation, we can glue 
the southern part back to the northern part to get a map like 
S2 × S1 → S2. If we cut S1 into a interval [0, 1], we retrieve the 
map S2 × [0, 1] → S2 of Eq. (42).
With the above discussions, we may ﬁnd a qualitative picture of 
the Hopf defect as follows. The Hopf defect a tunneling event such 
that the monopole makes a 2π rotation of the vacuum manifold S2
along a closed monopole world line. In spacetime, the closed world 
line describes that a monopole and an anti-monopole are created 
at one point and then annihilated at some other place. The Hopf 
defect will make a ±π rotation of the vacuum manifold of the 
monopole and anti-monopole respectively. In a single monopole 
solution, the vacuum manifold and spatial boundary are locked and 
the rotation of vacuum manifold is equivalent to the rotation of 
the spatial boundary. But in the case of Hopf defect, they are not 
equivalent because of the closed monopole line. This situation is 
very similar to the closed skyrmion string as discussed in [18]. 
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may lead to a Yang–Mills instanton, as suggested in [19–21].
If there is no Hopf number dependent term in the Hamiltonian, 
this tunneling event still has no direct physical effects. We know 
that the Hopf number term (36) is expressed as the surface inte-
gral of the boundary of the 4D spacetime. One might guess that 
the corresponding term in the bulk will be the θ vacuum term
H= θ
32π2
∫
d4x	μνλρ F
a
μν F
a
λρ, (48)
where θ is an arbitrary angle, since F is the unbroken component 
of the Fa at the spacetime boundary. However, a direct evaluation 
shows that the term Fa ∧ Fa vanishes identically. This means that 
F cannot be simply replaced by Fa . Therefore, the correct term is
H= θ
32π2
∫
d4x	μνλρFμνFλρ
= θ
32π2
∫
d4x	μνλρFaμνFbλρφaφb. (49)
This term is a higher order term which usually does not appear in 
ordinary gauge theories. But it may possibly appear in some low 
energy effective theory. If such terms appear, the monopole will 
pick up a extra phase factor when making a 2π rotation of the 
vacuum manifold.
6. Conclusion and discussion
We have constructed the Hopf defect solution in the 3+1D non-
Abelian gauge theory based on a nontrivial Hopf mapping. The 
topological charge is identiﬁed with the Chern–Simons term of 
the unbroken U (1) gauge ﬁeld, which corresponds to some higher 
order term of the non-Abelian gauge ﬁeld. The Hopf defect is a 
spacetime event that executes a 2π rotation of vacuum manifold 
of the monopole. The appearing of the Hopf defect and Hopf term 
together may generate a extra phase factor for the monopole un-
der vacuum manifold rotation.
Since monopoles has not been discovered in nature yet, all the 
above discussions may seem to be of purely academic interests. 
However, non-Abelian monopoles can be realized in certain con-
densed matter systems such as superﬂuid A phase of 3He [22]. 
Thus, in a ﬁnite system of 3He, it is quite possible that Hopf defect 
may have real physical effects if the Hopf term appears in the low 
energy theory.
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Appendix A. Some useful formulas
In the main text, we make frequent use of the following identi-
ties of Pauli matrices
σ ai jσ
a
kl = 2δilδ jk − δi jδkl, (A.1)
	abcσ bi jσ
c
kl = i
(
σ ail δ jk − σ akjδil
)
. (A.2)
In computing the covariant derivative and ﬁeld strength, we 
need to calculate the second order derivatives of ma . When ana-
lyzing the asymptotic behavior of Aaμ , we have got the ﬁrst order 
derivatives of ma∂im
a = −i	abcmb∂imc, ∂¯ima = i	abcmb ∂¯imc. (A.3)
From the identity ma∂μma = 0, we can directly ﬁnd the following 
results
zi =maσ ai j z j, z¯i = z¯ jmaσ aji . (A.4)
When evaluating the term Dμφa(Dμφa)†, we need to calculate the 
product of two ﬁrst order derivatives of ma . By using Eqs. (16), 
(A.1) and (A.4), we have
∂im
a∂ jm
a = 1
r4
(
σ apiσ
a
qj z¯p z¯q −maσ api z¯p z¯ j −maσ aqj z¯i z¯q + z¯i z¯ j
)
= 1
r4
[
(2δpjδiq − δpiδqj)z¯p z¯q − z¯i z¯ j
]
= 0. (A.5)
Similarly, we can get ∂¯ima∂¯ jma = 0. These results obviously imply 
∂ima∂ima = ∂¯ima∂¯ima = 0 immediately. Another type of product is 
evaluated similarly as
∂im
a∂¯ jm
a = 1
r4
[
(2δpqδi j − δpiδ jq)z¯p zq − z¯i z j
]
= 2(r
2δi j − z¯i z j)
r4
. (A.6)
This immediately implies ∂ima∂¯ima = 2r2 .
When computing the term Faμν F
a
μν , we must know the quan-
tities like ∂μ∂νma and 	abcma∂μmb∂νmc . We don’t need to worry 
about ∂i∂ jma since they are cancelled in the expressions of Fai j . To 
evaluate ∂i ∂¯ jma , we ﬁrst start from the expression (16) and take 
one more derivative
∂i ∂¯ jm
a = σ
a
ji
r2
− σ
a
jkzk z¯i
r4
− σ
a
ki z j z¯k
r4
+ 2ma z¯i z j
r4
. (A.7)
We further have
	abcmb∂i ∂¯ jm
c = 	abc
(
σ bpqσ
c
ji z¯p zq
r4
− σ
b
pqσ
c
jk z¯p zqzk z¯i
r6
− σ
b
pqσ
c
ki z¯p zqz j z¯k
r6
+ 2mbmc z¯i z j
r4
)
= 0, (A.8)
where the properties 	abcmbmc = 0, z¯i zi = r2 and Eq. (A.2) have 
been applied. We can also start from the second identity of 
Eqs. (A.3) to calculate the second order derivative of ma
∂i ∂¯ jm
a = i	abc∂imb ∂¯ jmc
= 	abc	bpqmp∂imq∂¯ jmc
= (δaqδcp − δapδcq)mp∂imq∂¯ jmc
= −2(r
2δi j − z¯i z j)
r4
ma, (A.9)
where Eq. (A.8) has been applied in the second line, ma∂μma = 0
has been applied in the last line. To determine 	abcma∂imb∂ jmc , 
we use Eq. (A.3) again
	abcma∂im
b∂ jm
c = −ima	abc	bpqmp∂imq∂ jmc
= ima(ma∂imc∂ jmc −mc∂ima∂ jmc)
= 0, (A.10)
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that 	abcma∂¯imb ∂¯ jmc = 0.
For completeness, we list all the components of ﬁeld strength 
as follows
Fa12 =
z¯i(σ 2σ a)i j z¯ j
2r3
g′, (A.11)
Fa
1¯2¯
= zi(σ
aσ 2)i j z j
2r3
g′, (A.12)
Fa
11¯
= 2i|z2|
2ma(2g − g2)
r4
+ i r
4δa3 − (z¯iσ ai j z j)(z¯iσ 3i j z j)
2r5
g′,
(A.13)
Fa
12¯
= −2i z¯1z2m
a(2g − g2)
r4
+ i r
4δa − 2z¯1z2(z¯iσ ai j z j)
r5
g′, (A.14)
Fa
21¯
= −2i z¯2z1m
a(2g − g2)
r4
+ i r
4δ¯a − 2z¯2z1(z¯iσ ai j z j)
r5
g′, (A.15)
Fa
22¯
= 2i|z1|
2ma(2g − g2)
r4
− i r
4δa3 − (z¯iσ ai j z j)(z¯iσ 3i j z j)
2r5
g′.
(A.16)
Here we deﬁne δa = (1, i, 0) and δ¯a = (1, −i, 0).References
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