I. INTRODUCTION
The knowledge of the physics of fast electron transport in matter is crucial in order to assess the feasibility of the fast ignition approach to inertial confinement fusion. 1 Indeed, fast ignition depends on the generation of hot electrons, their collimation, transport, and energy deposition in the over-dense region of the plasma. 2, 3 Fast electron transport is important also for other applications, such as proton acceleration via laser matter interaction 4 and warm dense matter (WDM) generation via isochoric heating. 5 The estimation of range and divergence of the electron beam in matter and in plasmas is, therefore, extremely important. In the last 10 years, many papers have been devoted to the study of fast electron transport; this included the study of propagation in metals, [6] [7] [8] insulators, [9] [10] [11] shocked materials, 12, 13 foams, 14 gas, 15 and cylindrically compressed targets. 16 In this paper, we present the results of experiments performed at the laser facility "Xtreme Light XL-III" of the Institute of Physics of the Chinese Academy of Sciences in Beijing. 17 The aim of these experiments was to investigate the production and propagation of fast electrons accelerated by a 40 fs laser pulse focused on solid targets at intensities I $ 10 17 W/cm 2 (first run) and I $ 10 19 W/cm 2 (second run). The used targets were of (1) different materials (plastic, aluminium, copper, and titanium) to investigate the role of density and electric conductivity on fast electron transport and (2) different thicknesses (from 1 to 70 lm) to measure stopping range and divergence of the electron beam distribution.
Fast electron generation at 10 19 W/cm 2 has been studied in several experiments in the context of fast ignition. Instead this is far less known at 10 17 W/cm 2 , an intensity which is interesting because it corresponds to the ps-pedestal of ultra-high-intensity laser pulses. In addition, in our work the interactions at 10 19 W/cm 2 and 10 17 W/cm 2 are studied with the same laser thereby removing all the possible variations due to different systems.
At intensities of 10 17 W/cm 2 and 10 19 W/cm 2 we produce different states of matter, the irradiated target can be partially or completely ionized with a background temperature varying from few eV, corresponding to 10%-20% of target ionization (10 17 W/cm 2 ) to hundred eV, corresponding to almost full ionization (10 19 W/cm 2 ). The fast electron transport in cold and ionized matter, in this intensity range, is governed by two type of effects: (1) collisional, which are represented through stopping power, and (2) collective, which are produced by strong self-generated electric and magnetic fields. The impact of collective effects on fast electron propagation at 10 19 W/cm 2 has been observed in previous works. 8, 9, 12, 13, 18, 19 However, at lower intensities, the impact of collective effects is not so clear. In this paper, we clearly show that collective effects are important even at 10 17 W/cm 2 (depending on the kind of target). Another important consequence of the electric effects appears when the fast electron penetration range is larger than the target thickness (thin foils). In these conditions, the fast electron beam is "reflected" back into the target by the strong electric field which is generated at the edge of the target. Since the electric field is generated on both sides of the target, the fast electron beam is confined in the target until it completely loses its energy. The concept of electron refluxing was introduced for the first time by Key et al. 6 and Wharton et al. 7 (one of the first experimental evidences was given in Ref. 20) . As shown in recent works, 21, 22 electron refluxing makes more difficult to estimate the electron beam properties, such as its total number of electrons, their range, and their angular spread. Indeed, the obtained signals may vary in space and in intensity depending on the target geometry and on the electron beam energy. Recently, we have developed a 2D model describing fast electron propagation in matter when resistive effects and electron refluxing are important 23 (the model is based on the extension of previous works 8, 24, 25 , the laser energy delivered on target was about 200 mJ. The laser beam was focused on target using an F/3 off-axis parabola to a spot with an effective radius r 50 lm, at an incidence angle of 22:5 relative to the target normal. An intensity of 10 17 W/cm 2 is typical of the ps pedestal of PW laser pulses, which is responsible for the creation of the first fast electrons in the preplasma already created by the ASE pre-pulse (typically of ns or sub-ns duration). In the second run, at 10 19 W/cm 2 , the focal spot was reduced (the effective laser radius was r 10 lm) and the laser energy ranged between 1 J and 3 J. Pre-pulses have been avoided using the optical parametric amplification (OPA) technique. 17 We used three types of target: (A) simple targets: made of copper of different thickness (10, 25 , and 35 lm); (B) twolayer targets: the first one either of plastic or of aluminium with different thickness (15, 40 , and 70 lm), the second one (tracer layer) of copper (10 lm); and (C) three-layer targets: the first one of aluminium with different thickness (1, 6, and 10 lm), the second one (tracer layer) of copper (3 lm), and the last one of Al (1 lm). Gold or carbon (100 nm) was added onto the plastic layers on front side to avoid the problem of laser shine-through into the targets. The experimental set-up and the targets design are shown in Fig. 1 .
III. DIAGNOSTICS
Several diagnostics were used in the experiment. The position of each diagnostic tool is represented with a vector p(w,u) (see Fig. 1 ) where w 2 ½À180
; 180 varies in the horizontal plane (i.e., the equatorial plane), and / 2 ½À90
; 90 , varies with respect to the equatorial plane. p(w ¼ 0 ; / ¼ 0 ) corresponds to the normal to the target front surface.
• X-ray pinhole camera: A X-ray pinhole camera coupled to a CCD detector was pointed at the front face of the target, where the laser-matter interaction takes place, at the position (À45 ; 45 ) (see Fig. 1 ). The image magnification of the x-ray spot was 4Â and the filter for the CCD detector was 13 lm thick aluminium foil.
• CR39 track detectors: CR39 was placed behind the target detecting the ions emitted from the rear face of the target at the position p(180 ; 0 ).
• Shadowgraphy: A probe beam for shadowgraphy was extracted from the main laser beam, doubled in frequency (400 nm), and sent parallel to the target surface with the goal to verify the formation of plasma as a consequence of the interaction with any pre-pulse. A delay line allowed timing probe beam so that it could arrive to the target between 1 ns before and 250 ps after the main pulse.
• Highly ordered pyrolytic graphite spectrometer: CuÀK a photons are emitted as fast electrons cross the tracer layer; a highly ordered pyrolytic graphite (HOPG) flat X-ray spectrometer has been used to record Cu K-shell spectra with good signal over noise ratio due to the high reflectivity of mosaic graphite crystals. The HOPG spectrometer was tuned to a range of photon energies centered on the Cu À K a energy. The spectrometer was placed at the rear of the target at the position p(100 ; 0 ). An aluminium foil with 14.2 lm thickness preserved the crystal from debris damage.
• Spherical crystal for X-ray imaging: Cu À K a photons are also detected using a spherically bent crystal in the Bragg configuration 26, 27 coupled to an X-ray CCD. The spherical crystal combines the refracting properties, typical of a Bragg crystal, to the focusing properties of a spherical mirror. Our crystal is Quartz 2131 with spacing 2 d ¼ 3.082 Å as needed to detect Cu K a photons (h ¼ 8048 eV, k ¼ 1.5406 Å ) at the Bragg angle h B ¼ 88: 6 in the second order. The condition of using a nearly 90
Bragg angle comes from the need of reducing astigmatism in the produced image. The radius of curvature of the crystal is 380 mm giving a focal distance of 190 mm. Hence, we placed the crystal behind the target at a distance of 231 mm at the position p(180 ; À45 ) obtaining an image onto the CCD placed at 1070 mm at the position p(a, 45 ) where a ¼ 2(90 À h B ). The imaging system magnification is 4.6Â. This diagnostic gives a spectrally selected and spatially resolved X-ray image of the K a spot on target rear side, reproducing the spatial shape of the fast electron beam. In our case, the reached spatial resolution is $10 lm. From the obtained images, we can get two types of quantitative informations:
(1) the K a spot size diameter; (2) the total K a signal.
The spot size, measured as a function of target thickness, can be used to evaluate the angle of divergence of the fast electron beam. From the integrated signal as a function of target areal density, it is possible to calculate the fast electrons range for the considered propagation material (plastic, Cu, or Al). Also, with some reasonable assumptions, it is possible to estimate the total energy in the fast electron beam thereby allowing evaluating the conversion efficiency from laser energy into fast electrons. Cu À K a data were not obtained for all targets but only for thinner targets, that is to say: copper 10, 25 and 35 lm, aluminum 15 lm, and plastic 15 and 40 lm. In the obtained images, the monochromatic K a radiation is embedded into a high noise background. Because of noise, there is an uncertainty in measuring the spot size (FWHM) and the total signal. The average error on the area is about 25%. In some cases (Cu 35 lm in Fig. 2 ), we observed an annular structure that can also be observed in proton images (see at the end of this section). Such kind of structure has also been observed in previous experiments, for example, those presented in Refs. 27 and 28, and has been described as the result of the possible interplay of the magnetic field created by the hot current and the return ohmic current of background electrons. The images also show similar spot sizes for different thickness of the propagation layer. This behavior is different from most results reported in literature which show divergence and in particular that the K a spot is always larger then the laser spot size. Our result will be analyzed in detail in the following. The state of the target during the laser irradiation has been checked by using shadowgraphy technique as shown in Fig. 3 .
IV. EXPERIMENTAL RESULTS AT INTENSITY
Protons have not been detected in all shots and, when observed, their energy was lower than 1 MeV. In general, a ring structure was visible on the CR39. Such structure could be connected to the action of the pre-pulse which is stronger at the center of the focal spot and weaker at the edge. The breakout of the pre-pulse generated shock does therefore take place before at the spot center and may be strong enough to vaporize the target material, therefore preventing proton acceleration. At the edge, the weaker and slower shock leaves the target intact and here protons can be accelerated. 29 
B. Simulations
In this section, we show results from simulations performed by using a particle in cell code (PIC). 30 The simulations describe the time, space, angular, and energy distribution of a laser-driven electron beam generated by a laser pulse similar to that used in the experiment [50 fs, energy $ 300 mJ, focused to a 50 lm diameter spot onto aluminium target at intensity I ¼ 3 Á 10 17 W/cm 2 which represents the peak value in time and space (i.e., hIi $ 10 17 W/cm 2 )]. Fig. 4 shows the electron beam: energy distribution as a function of the energy in the Cartesian coordinates (top) and time-angular integrated energy spectrum (bottom). Indeed increasing the energy the mean FWHM of the angular distribution becomes narrower, and also the electrons are emitted at larger angle with respect to the normal (i.e., h ¼ 0) as it can be also seen in Fig. 4 (top) , that is they more or less follow the laser incidence direction.
The simulations clearly show the presence of "different" electron populations. A majority of hot electrons (E < 50 keV) are characterized by a slope temperature of $50 keV and they propagate practically perpendicularly to the target surface. Such electrons have relatively low energy and then they have a relatively large initial angular spread Dh $ 26
, and because of their relatively low energy they are very collisional, which contributes to increase the signal spread as they propagate into the target. Having a very short penetration range, most of these electrons do not contribute much to the K a signal apart from the case of the thinnest targets or pure copper targets.
Electrons in the high energy range, E > 500 keV, have a propagation at hhi $ 15 intermediate between the target normal and the laser direction. Probably, these electrons are produced by a different interaction mechanism (i.e., direct ponderomotive acceleration as compared to resonant-like absorption for slower electrons). These electrons also do not contribute much to K a signal due to their very low number. Such electrons have a low collision rate due to their high energy and therefore propagate in a rather ballistic way.
Electrons at intermediate energies have an intermediate behavior. The presence of the two main propagation directions is also clear from Fig. 4 (top) .
C. Analysis of experimental results
In the literature, the divergence angle of the fast electron beam is typically measured by changing target thickness and measuring the increase of the width of the measured signal
However, our data show a different trend. From the graph in Fig. 7 (left) , the spot size seems either to decrease (case of Cu) or to remain approximately constant (case of plastic) with increasing areal density. We believe that this happens because the energy of fast electrons (and so the penetration range) has an angular dependence: The larger the angle from the normal, the smaller the energy of fast electrons. This is confirmed by PIC simulations shown in Sec. IV B and by theoretical investigations (see, for example, Refs. 23 and 32). Therefore, fast electrons propagating in directions far from the normal are stopped before those close to the normal. Then one can expect that for thin targets the signal is due to all electrons, including those which have a large angular spread. For thick targets instead, a "self-filtering" of the electron beam distribution occurs because only faster electrons, characterized by a lower divergence, persist (Fig. 5) and then only those electrons will arrive to the Cu tracer layer. However due to the larger range (and due to the larger target thickness), the spot size may be comparable to the previous one, as schematically shown in Fig. 6 . In addition, the large size in thin targets can be justified by the presence of the electron refluxing. Considering the integrated signal as a function of areal density, it is possible to obtain the penetration range for each type of target. With reference to Fig. 7 (right) , we obtain the following penetration ranges (i.e., the distance at which the signal is reduced to 1/e of the initial signal):
•
The obtained ranges are characterized by a mean error of 20% due the interpolation method. This error is reported in Fig. 8 (height of the blue shadowed region).
We analyzed the experimental results by using the model developed in Ref. 23 which describes the electron range as a function of the electron beam temperature T and the target parameters: target temperature T c , ionization degree Z Ã , material (atomic and mass numbers), and conductivity rðT c Þ. The model account for both collisional and collective effects as well as the electron refluxing in the measurement of the K a signal (see Appendix). In this run (10 17 W/cm 2 ) the electron range is predicted to be less or of the same order of the target thickness then the refluxing effect can be neglected.
We performed our analysis according to the following procedure (which is described in detail in the Appendix):
1. We start from the experimental estimations: (1) the electron penetration range R exp and (2) estimate the hot electron temperature T (i.e., the average energy over the distribution). 3. By using Eq. (A6), where we insert the experimental value of R exp and of the number of collected K a photons, we estimate the conversion efficiency g. 4. From g, we estimate the target temperature T c by assuming that the electron beam energy is transferred uniformly into a cylindrical volume of the target of base p hri 2 (where hri is the observed K a spot radius) and of height Min[R exp , D z ] (where D z is the target thickness). The choice of cylindrical volume is, in our case, justified by the trends of the experimental data. This allows to estimate the ionization degree and the conductivity of the target at this temperature. 5. From g and T c we estimate the average electron penetration range hRi, accounting for both collisional and collective effects. 6. If such range is different from R exp , we modify the electron beam temperature so that hRi ¼ R exp for the obtained values of g and T c and then we repeat the process until the range calculated in step 5 equals R exp for the new set of obtained parameters (T c and g).
Applying this procedure (from step 1 till 4) to the experimental results, we estimate a target temperature in the range T c [eV] 2 [2,6] and a possible conversion efficiency gð%Þ 2 [5, 15] . Fig. 8 shows theoretical estimations for the electron penetration range in plastic (top), aluminium (center), and copper (bottom) as a function of the laser intensity (top horizontal axis) or electron beam temperature T (bottom horizontal axis) at target temperature T c ¼ 6 eV for different values of conversion efficiency g (5%, 10%, 15%). These model calculations can be compared to the experimental results (shadowed regions in the plots). Let us notice that, as shown in Fig. 8 (top) , the theoretical electron range in plastic calculated at T c ¼ 2 eV (red line) does not match the experimental results (shadowed regions).
Note that in all graphs the change in slope in the function R ¼ R(T) corresponds to the onset of collective effects.
Considering all the physical constraints for all the three target materials, we find a reasonable set of values to be: T $ 75 keV; T c $ 6 eV; g $ 5:5% which are compatibles with an intensity I $ 4 Â 10 16 W/cm 2 (assuming the cited scaling laws for T 2,33 and g). Such intensity on target is smaller with respect to the initial assumption 10 17 W/cm 2 but still reasonable taking into account the unavoidable uncertainties in the energy and laser pulse duration measurements on a shot-to-shot basis. Moreover, the estimated conversion efficiency is in agreement with that predicted by previous results; in particular using Solodov scaling law 34 we get g(75 keV) $ 5%.
In this range of electron temperatures, the resistive effects are small if compared with collisional ones for Cu and Al. However for plastic, they contribute to reduce the electron range. This is in agreement with other experimental evidences 9, 13, 35, 36 and theoretical investigations 23, 32, 37 showing that resistive effects start to be relevant at I(W/cm 2 ) $ 10 17 , depending on the type of target. Finally, from the obtained parameters, we estimate the ionization degree and the conductivity of the targets as shown in Table I . The estimation for the hot electron temperature T $ 75 keV supports our view of the electron divergence. Finally, for T e ¼ 6 eV we estimate the ionization degree and the conductivity of the target for the used materials and the results are shown in Table I . In the second run, we focused laser pulses of a few joules in a 10 lm radius spot obtaining an intensity of about 10 19 W/cm 2 . Previous results in literature show that such intensity corresponds to an electron temperature T $ 1 MeV 2 . At these temperatures, the fast electron range is expected to be larger than the target thickness (we used targets of types B and C of Fig. 1 ). This implies the presence of electron refluxing. The K a yield is hence due to the superposition of different emissions each time the electrons cross the Cu tracer. Fig. 9 shows a set of typical results (K a spot size, X-ray pinhole camera image, K a line from HOPG spectrometer). Fig. 10 shows (left) the K a signal spot size as a function of the target thickness and (right) the integrated K a signal as a function of the areal density. Similarly to the previous analysis, the average error on the K a spot area is about 25%. In this case, no proton signal was detected because the detector had been positioned too far from the target due to setup constraints.
V. EXPERIMENTAL RESULTS AT INTENSITY
We have estimated the electron penetration length for the different materials using the same method as in the previous run, yielding
• aluminium: 60 6 12 lm or 16 6 3 mg/cm 2 ;
• titanium: 130 6 26 lm or 116 6 23 mg/cm 2 .
As in the previous analysis, the obtained ranges are characterized by a mean error of 20% due to the interpolation method. This error is reported in Fig. 11 (height of the blue shadowed region). The trend of the K a spot size as a function of areal density (Fig. 10, left) suggests that at high intensities the K a spot size either slowly increases or remains constant. However comparing laser spot size ($10lm) with the K a spot size ($100lm), an electron divergence is expected. A possible explanation is that electron refluxing effect enlarges the spot radius of the obtained K a images, and this enlargement depends on the ratio between the electron range R and the target thickness D z (i.e., the refluxing number, defined as n r ¼ R=D z ). As shown by some of us in Ref. 23 (Fig. 4, bottom) for a refluxing number sufficiently high the K a spot radius remains constant as n r increases. Note that the data obtained at low intensities, shown in Fig. 7 , also seemed to show a rather constant or decreasing trend, even if the physical mechanism is different. , we need to take into account three differences with respect to the analysis of the run at 10 17 W/cm 2 :
• Beg's scaling law is no longer valid. Indeed above 10 19 W/cm 2 Wilks scaling is probably closed to reality.
• The electric field generated by the charge separation in the target bulk is sufficiently high to slow down the electrons reducing drastically their penetration length (i.e., collective effects are important).
• The expected electron range is larger than the target thickness and electron refluxing effects are important.
Assuming the laser intensity on target to be 10 19 W/cm 2 and following the procedure explained before, we estimate the conversion efficiency (Eq. (A6)) g to be between 20% and 25% and the target temperature T c (Eq. (A7)) to be $60 eV for aluminium and $120 eV for titanium targets. The higher temperature of titanium is due to the smaller specific heats C (i.e., T Ti /T Al $ C Al /C Ti $ 2). . Instead, the solutions in the collective dominated regime are in agreement with known scaling laws. Finally, at T $1 MeV for both aluminium and titanium, we estimate the ionization degree and the conductivity of the target as shown in Table II .
VI. CONCLUSIONS
In this paper, we have presented results on laser-driven fast electron propagation for two different intensities (10 17 ). Our experimental results show that the size of the K a spot size does not seem to vary substantially as a function of target thickness at both the intensities. This shows that indeed the dimension of the K a spot is determined by a more complex dynamic than just a simple "divergence angle of the fast electron beam." Effects which we describe as "selffiltering" of the fast electron distribution as it propagates in the material may be very important at such intensities. As for the penetration range, varying the intensities in the region where the transition between the dominant collisional effects and dominant electric effects occurs (i.e., I 2 ½10 19 W/cm 2 they are of the order of 100 eV. In both cases, the material reaches the WDM regime at practically solid density (due to the large target thickness and short time scale of the electron heating). We also would like to This section outlines the method used to analyze the experimental data. K a images allow to estimate the penetration length and angular divergence of the electron beam. These are "relative" quantities, i.e., they are independent on the detector calibration. Instead, the conversion efficiency of laser light into electrons and the total electron number are "absolute" quantities and then their estimation requires an absolute calibration of the diagnostic system. To analyze such quantities we have used the model developed in Ref. 23 , which accounts for both collisional and collective effects on the electric penetration range as well as for electron refluxing in thin foils. The main results of this model are as follows:
• An analytic expression for the average electron range hRi as a function of the electron beam temperature T and the target parameters such as background temperature T c , ionization degree Z Ã , material (atomic and mass number) and conductivity rðT c Þ.
• A geometrical factor p I accounting for electron refluxing effects in the measurement of the integrated K a signal.
In particular: The total electron range is given by:
where R c is the collisional range (calculated analytically 3, 23, 38 or extrapolated from the National Institute of Standard and Technology (NIST) database 39 ), R r ðEÞ is the resistive electron range as obtained in Ref. 2 . The averaged electron range is calculated as:
where f T (E) is the electron beam distribution. 2 The K a signal modification due to the electron refluxing is accounted for by the geometrical factor p I . This factor depends on the geometrical properties of the irradiated targets and on the electron beam temperature. Finally, the integrated number of emitted K a photons N ph is given by
where N tr ¼ x k n i N h R exp is the number of photons emitted by the tracer layer after one transit of the fast electron beam, N h , n i and x K are, respectively, the total number of electrons crossing the target, the ion density and the K a fluorescence probability (i.e., the probability that the K-shell ionization is followed by emission of K a photon).
Experimental details
The experimental parameters are as follows: • Solid angle between interaction point and spherically bent crystal dX=ð4pÞ ¼ 0:5ð1 À cosða=2ÞÞ where a ¼ arctgðr=DÞ, and r is the crystal active surface radius and D is the distance between crystal and detector.
• Effective crystal reflectivity R cry $ 6:0 Â 10 À4 .
• CCD quantum efficiency Q E ¼ 0:25.
• Transmissions of photon flux by the CCD filter T ccd $ 0:98.
• CCD efficiency E ph =E pe $ 2205, which is the ratio between the incident photon energy E ph ¼ 8:04 keV and the energy required (E pe ¼ 3:65 eV) in order to produce one photo-electron in silicon.
Analysis procedure
The K a signal collected by the detector is given by N ccd ph ¼ N ph dX=ð4pÞT target R cry where T target represents the transmission of the propagation layer (i.e., the portion of the target in which the K a generated photons propagate), R cry is the effective crystal reflectivity, and dX=ð4pÞ is the solid angle of the crystal. The CCD camera signal is given by On the other hand, using the energy conservation N h hEi ¼ gE L where E L is the laser energy and g is the conversion efficiency we can also write
and the conversion efficiency can be finally obtained as
A simple estimation of the temperature reached in the target can be done assuming that the energy of the electron beam is uniformly transferred into the interaction volume, defined as the part of the target occupied by the electron beam (see in the following). The electron beam energy E L g is converted in thermal energy of the target 3=2 N e T c ½J. 
Note that in our specific case the choice of the cylindric volume is supported by the trend observed from the experimental data.
