Une nouvelle approche des bornes Bayésiennes by Renaux, Alexandre et al.
Une nouvelle approche des bornes Baye´siennes
Alexandre Renaux, Philippe Forster, Pascal Larzabal
To cite this version:
Alexandre Renaux, Philippe Forster, Pascal Larzabal. Une nouvelle approche des bornes
Baye´siennes. Colloque GRETSI 2005, 2005, Louvain la neuve, Belgique. 2005. <inria-
00444831>
HAL Id: inria-00444831
https://hal.inria.fr/inria-00444831
Submitted on 7 Jan 2010
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Une nouvelle approche des bornes Baye´siennes
Alexandre Renaux1, Philippe Forster2, Pascal Larzabal1∗,
1Laboratoire SATIE / UMR 8029
ENS Cachan 61, avenue du Pre´sident Wilson 94235 Cachan Cedex, France
2Laboratoire GEA
IUT Ville d’Avray, 1 Chemin Desvallie`res, 92410 Ville d’Avray, France
Renaux@satie.ens-cachan.fr, Philippe.Forster@cva.u-paris10.fr, Larzabal@satie.ens-cachan.fr
Re´sume´ – Ce papier traite des bornes minimales de l’erreur quadratique moyenne dans un cadre Baye´sien. Nous exprimons
l’erreur quadratique moyenne de l’estimateur de la moyenne conditionnelle, qui est la meilleure borne Baye´sienne, sous la forme
d’un proble`me d’optimisation sous un continuum de contraintes. La disctre´tisation de ce continuum conduit a` une me´thode
permettant l’unification des bornes classiques. En outre, l’introduction de nouvelles contraintes permet d’obtenir des bornes
jusqu’a` lors inexplore´es. C’est ainsi que cette approche nous permet d’e´laborer une version Baye´sienne de la borne d’Abel.
Abstract – This paper deals with minimal bounds on the mean square error in the Bayesian context. We express the minimum
mean square error of the conditional mean estimator as the solution of a continuum constrained optimization problem. And, by
sampling these constraints, we obtain the classical Bayesian bounds. Moreover, this method enables us to derive new bounds as
the Bayesian version of the deterministic Abel bound.
1 Introduction
Nous e´tudions le proble`me de l’e´tablissement des bornes
minimales de l’Erreur Quadratique Moyenne (EQM) dans
le cadre d’une mode´lisation ale´atoire des parame`tres, com-
ple´tant ainsi les travaux re´alise´s pre´ce´demment sur les
bornes de´terministes [1]. Dans le cadre de la the´orie Baye´-
sienne, il est bien connu que l’Estimateur de la Moyenne
Conditionnelle (EMC) donne l’EQM minimale. L’obten-
tion d’une forme analytique de cette EQM reste tre`s diffi-
cile voir impossible. Il est de`s lors inte´ressant d’avoir a` sa
disposition d’autres bornes infe´rieures de l’EQM d’un es-
timateur afin d’en appre´cier les performances. Ces bornes
doivent rester pertinentes lorsque le sce´nario devient cri-
tique (faible Rapport Signal sur Bruit (RSB) et/ou nombre
d’observations), ce qui n’est pas le cas de la borne de
Crame´r-Rao Baye´sienne. D’ou` le re´cent regain d’inte´reˆt
de la communaute´ pour l’e´tablissement de telles bornes
[2].
Le but de cet article est de pre´senter une approche
unifie´e de l’obtention des bornes Baye´siennes sous la forme
d’un proble`me d’optimisation sous contraintes. En effet,
nous exprimons tout d’abord l’EQM de l’EMC (meilleure
borne Baye´sienne) a` l’aide d’un proble`me d’optimisation
sous un continuum de contraintes. Puis par discre´tisation
de ce continuum, nous obtenons une me´thode pour cre´er
des bornes minimales. Ainsi, nous retrouvons les bornes
Baye´siennes classiques et nous illustrons la richesse du
concept par l’introduction d’une nouvelle borne.
∗Cette e´tude a` e´te´ partiellement finance´e par le contrat Europe´en
NEWCOM no. 507325
2 EQM Baye´sienne minimale
2.1 Optimisation sous contraintes
Soient x ∈ Ω un vecteur d’observation et θ ∈ Θ un
parame`tre ale´atoire scalaire a` estimer. Soient f (x, θ) et
g (x, θ) deux fonctions de IRN → IR. Soit
〈f (x, θ) , g (x, θ)〉 =
∫
Ω
∫
Θ
f (x, θ) g (x, θ) dθdx, (1)
un produit scalaire de ces deux fonctions. Sa norme sera
note´e ‖f (x, θ)‖2 = 〈f (x, θ) , f (x, θ)〉.
The´ore`me 1 : Soient u (x, θ), g0 (x, θ),..., gK (x, θ), un
jeu de fonctions de IRN → IR et c0, c1,..., cK , K + 1
nombres re´els. Rappelons le re´sultat de´ja` utilise´ dans [1] :
la valeur minimale de ‖u (x, θ)‖2 avec lesK+1 contraintes
〈u (x, θ) , gi (x, θ)〉 = ci pour i = 0, ...,K est donne´e par
min ‖u (x, θ)‖2 = cTG−1c, (2)
avec c = [c0, c1, ..., cK ]
T et Gm,n = 〈gm (x, θ) , gn (x, θ)〉.
2.2 Nouvelle formulation de l’EQM mini-
male
L’EQM de l’EMC est la solution du proble`me d’optimi-
sation sous contrainte suivant{
min
∫
Ω
∫
Θ
v2 (x, θ) p (x, θ) dθdx
sous la contrainte v (x, θ) = θˆ (x)− θ
(3)
D’un autre coˆte´, en posant v (x, θ) = u(x,θ)√
p(x,θ)
, le the´ore`me
1 donne la solution du proble`me suivant
min
∫
Ω
∫
Θ
v2 (x, θ) p (x, θ) dθdx
sous les contraintes pour i = 0, ...,K∫
Ω
∫
Θ
v (x, θ) gi (x, θ)
√
p (x, θ)dθdx =ci
(4)
Le the´ore`me suivant montre que la contrainte du pro-
ble`me d’optimisation (3) est e´quivalente a` un continuum
(c’est a` dire K → ∞) de contraintes approprie´es du pro-
ble`me d’optimisation (4).Soit F l’ensemble des fonctions
f (x, θ) telles que
∫
Ω
∫
Θ
f (x, θ) dθdx =1 et w (x, θ, h, s) =(
f(x,θ+h)
f(x,θ)
)s
−
(
f(x,θ−h)
f(x,θ)
)1−s
alors
The´ore`me 2 :
∀f (x, θ) ∈ F,∀h et ∀s∫
Ω
∫
Θ
v (x, θ)w (x, θ, h, s) f (x, θ) dθdx =
h
∫
Ω
∫
Θ
(
f(x,θ−h)
f(x,θ)
)1−s
f (x, θ) dθdx

⇔ v (x, θ) = q (x)− θ,
(5)
ou` q est une fonction de x seulement. La de´monstration
est fournie en appendice.
L’e´quation (5) met en jeu un continuum de contraintes.
Nous allons restreindre ce continuum a` un jeu discret de
contraintes (K <∞) par un choix fini de parame`tres h
et s. Par cet e´chgantillonnage des contraintes, la solution
du proble`me d’optimisation (4) va donner des bornes plus
basses que l’EQM de l’EMC.
3 Bornes Baye´siennes
Dans toute la suite on imposera f (x, θ) = p (x, θ) la
densite´ de probabilite´ jointe du proble`me.
3.1 Bornes de Crame´r-Rao et de Bhatta-
charyya Baye´siennes
Par de´rivations successives de l’inte´grale du the´ore`me
2 par rapport a` h (en h = 0) et avec s = 1, il vient∫
Ω
∫
Θ
v (x, θ) ∂
if(x,θ)
∂θi
dθdx =δ1i ou` δ1i est le symbole de Kro-
necker. On peut de`s lors utiliser la formulation (4) en uti-
lisant le jeu des K + 1 contraintes suivant
g =
1√
p (x, θ)
[
p (x, θ) ,
∂p (x, θ)
∂θ
, · · · , ∂
Kp (x, θ)
∂θK
]T
(6)
c = [0, 1, 0, · · · , 0]T . (7)
Le the´ore`me 1 donne alors le minorant de l’EQM de
l’EMC suivant
EQMEMC ≥ cTG−1c
= [1, 0, · · · , 0]B−1 [1, 0, · · · , 0]T , (8)
avec
Bi,j =
∫
Ω
∫
Θ
1
p (x, θ)
∂ip (x, θ)
∂θi
∂jp (x, θ)
∂θj
dθdx. (9)
On retrouve la borne de Bhattacharyya Baye´sienne [3].
Et, si on se re´duit au cas particulier K = 1, on obtient
EQMEMC ≥
(∫
Ω
∫
Θ
1
p(x,θ)
∂p(x,θ)
∂θ dθdx
)−1
qui n’est autre
que la borne de Crame´r-Rao Baye´sienne (BCRB) [3].
3.2 Bornes de Barankin Baye´sienne et de
Bobrovsky-Zaka¨ı
De manie`re similaire, par une discre´tisation du parame`tre
h de l’integrale intervenant dans le the´ore`me 2 et en po-
sant s = 1, on obtient le jeu des K+1 contraintes suivant
g =
1√
p (x, θ)

p (x, θ)
p (x, θ + h1)
...
p (x, θ + hK)
 (10)
c = [0, h1, · · · , hK ]T =
[
0,hT
]T
. (11)
Le the´ore`me 1 donne alors le minorant suivant
EQMEMC ≥ cTG−1c
= hT
(
D− 11T
)−1
h, (12)
avec 1 = [1, 1, · · · , 1]T et
Di,j =
∫
Ω
∫
Θ
p (x, θ + hi) p (x, θ + hj)
p (x, θ)
dθdx. (13)
Par maximisation sur le vecteur h, on obtient une borne,
que nous appellerons borne de Barankin Baye´sienne par
analogie avec le cas de´terministe. Bien que n’ayant ja-
mais e´te´ e´tudie´e, cette borne est un cas particulier de la
borne hybride propose´e par Reuven-Messer dans [4]. Elle
est donne´e par
EQMEMC ≥max
h
hT
(
D− 11T
)−1
h. (14)
Si on se re´duit au cas particulier K = 1, on obtient
EQMEMC ≥ max
h
h2∫
Ω
∫
Θ
p2(x,θ+h)
p(x,θ) dθdx−1
qui est la borne de
Bobrovsky-Zaka¨ı (BBZ) [5].
3.3 Borne de Weiss-Weinstein
Enfin, par une discre´tisation des parame`tres h et s de
de l’integrale intervenant dans le the´ore`me 2, on obtient
le jeu des K + 1 contraintes suivant
g√
p(x,θ)
=

1
Ls1 (x|θ + h1, θ)− L1−s1 (x|θ − h1, θ)
...
LsK (x|θ + hK , θ)− L1−sK (x|θ − hK , θ)

c =

0
h1E
[
L1−s1 (x|θ − h1, θ)
]
...
hKE
[
L1−sK (x|θ − hK , θ)
]
 = [0, ξ]T ,
(15)
avec L (x|θ1, θ2) ∆= p(x,θ1)p(x,θ2) .
Le the´ore`me 1 donne alors le minorant suivant
EQMEMC ≥ cTG−1c = ξTW−1ξ, (16)
avec
Wi,j = E
[ (
Lsi (x|θ + hi, θ)− L1−si (x|θ − hi, θ)
)×(
Lsj (x|θ + hj , θ)− L1−sj (x|θ − hj , θ)
) ] .
(17)
Par maximisation sur les elements h et s, on retrouve
la borne de Weiss-Weinstein [6]
EQMEMC ≥ max
h1,h2,···,hK
max
s1,s2,···,sK
ξTW−1ξ. (18)
3.4 Obtention de nouvelles bornes
Graˆce a` l’introduction d’un jeu de contraintes appro-
prie´es, cette approche permet d’obtenir de nouvelles bornes.
C’est ainsi que nous e´tablissons une borne plus perfor-
mante que celle de BBZ, tout en restant d’une complexite´
e´quivalente. En effet, en combinant les contraintes de la
borne de BCRB et les contraintes de la borne de BBZ, i.e.
en posant
g =
1√
p (x, θ)
[
p (x, θ) ,
∂p (x, θ)
∂θ
, p (x, θ + h)
]T
(19)
c = [0, 1, h]T , (20)
on obtient directement par application du the´ore`me 1 et
maximisation sur h le minorant suivant
EQMEMC ≥max
h
B−1CRB − 2Ψ +B−1BZ
(BCRB ×BBZ)−1 −Ψ2
, (21)
ou` BCRB est la BCRB, BBZ est la BBZ (en omettant la
maximisation sur h), et
Ψ =
1
h
∫
Ω
∫
Θ
∂ ln p (x, θ)
∂θ
p (x, θ + h) dθdx. (22)
Cette borne correspond a` la version Baye´sienne a` l’ordre
un de la borne d’Abel [7].
4 Simulation
Le but de cette partie est de comparer, la BCRB, la BBZ
et la borne introduite ci-dessus dans un contexte d’analyse
spectrale. Le mode`le d’observations est le suivant
x = ρs+ b, (23)
ou` x est le vecteur (N × 1) des observations, ρ2 est le
Rapport Signal sur Bruit (RSB), s =
[
1, ejθ, ..., ej(N−1)θ
]T
est le signal pur, b est le vecteur bruit suppose´ circulaire,
Gaussien de moyenne nulle et de covariance IN , et θ est
la pulsation a` estimer. La densite´ de probabilite´ a priori
de θ est prise Gaussienne de moyenne nulle et de variance
σ2θ.
La simulation est re´alise´e avec N = 10 observations et
une variance a priori σ2θ = 0.5 rad
2/sec2. Sur la figure 1
nous repre´sentons la BCRB, la BBZ et la borne introduite
ci-dessus en fonction du RSB. Dans la re´gion de transition
entre la zone asymptotique et la zone a priori, on observe
que la borne propose´e est plus pertinente que la BBZ.
C’est ainsi que la borne propose´e donne une meilleure
pre´diction du de´crochement par rapport a` la BBZ (5dB
dans ce cas).
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Fig. 1 – Borne de Crame´r-Rao Baye´sienne, borne de
Bobrovsky-Zaka¨ı, et borne propose´e en fonction du RSB
Il est inte´ressant de noter que ce re´sultat est obtenu
avec une complexite´ de calcul sensiblement identique a` la
complexite´ de calcul de la BBZ.
5 Conclusion
Ce travail pre´sente une approche unifie´e pour l’obten-
tion de bornes Baye´siennes du type ine´galite´ de covariance
(e´galement appele´e famille Weiss-Weinstein). Par le biais
d’un proble`me d’optimisation sous contraintes continues
nous obtenons l’erreur quadratique de l’estimateur de la
moyenne conditionnelle. Par un e´chantillonnage judicieux
de ces contraintes nous revisitons les bornes Baye´siennes
classiques. L’inte´reˆt principal de cette me´thode re´side dans
le fait que par un choix judicieux de nouvelles contraintes,
il est possible de cre´er de nouvelles bornes. Dans ce sens,
nous introduisons et e´tudions une borne plus pertinente
que la borne de Bobrovsky-Zaka¨ı pour une charge de cal-
cul similaire.
6 Appendice
Afin de demontrer le the´ore`me 2, nous allons tout d’abord
de´montrer les deux lemmes suivant
Lemme 1 :[
∀f (x, θ) ∈ F, ∫
Ω
∫
Θ
v (x, θ) ∂f(x,θ)∂θ dθdx =1
]
⇔ v (x, θ) = q (x)− θ.
(24)
Lemme 2 :[ ∀f (x, θ) ∈ F et ∀h∫
Ω
∫
Θ
v (x, θ) (f (x, θ + h)− f (x, θ)) dθdx =h
]
⇔ v (x, θ) = q (x)− θ.
(25)
De´monstration du lemme 1 :
∀f (x, θ) ∈ F, ∫
Ω
∫
Θ
v (x, θ) ∂f(x,θ)∂θ dθdx =1, donc
∀f (x, θ) ∈ F
∫
Ω
∫
Θ
∂v (x, θ)
∂θ
f (x, θ) dθdx = −1, (26)
L’e´quation (26) est valable pour toute fonction f (x, θ)
telle que
∫
Ω
∫
Θ
f (x, θ) dθdx =1. Donc, en posant f (x, θ) =
δ (x− x0, θ − θ0), ou` δ (.) est la distribution de Dirac, on
obtient ∀x0 et ∀θ0
∂v (x, θ)
∂θ
∣∣∣∣
x0,θ0
= −1 =⇒ v (x, θ) = q (x)− θ, (27)
ou` q (x) est fonction de x seulement.
D’un autre cote´, si on a v (x, θ) = q (x)− θ, alors∫
Ω
∫
Θ
v (x, θ) ∂f(x,θ)∂θ dθdx
=
∫
Ω
∫
Θ
(q (x)− θ) ∂f(x,θ)∂θ dθdx
=
∫
Ω
[(q (x)− θ) f (x, θ)]+∞−∞︸ ︷︷ ︸
=0
dx+
∫
Ω
∫
Θ
f (x, θ) dθdx
= 1,
(28)
terminant ainsi la preuve.
De´monstration du lemme 2 : ∀f (x, θ) ∈ F et ∀h, on a∫
Ω
∫
Θ
v (x, θ) (f (x, θ + h)− f (x, θ)) dθdx =h
⇒
h=0
∫
Ω
∫
Θ
v (x, θ) ∂f(x,θ)∂θ dθdx =1
=⇒ v (x, θ) = q (x)− θ,
(29)
ou` la dernie`re implication est donne´e par le lemme 1.
D’un autre cote´, si on a v (x, θ) = q (x)− θ, alors∫
Ω
∫
Θ
v (x, θ) f (x, θ + h) dθdx
=
∫
Ω
∫
Θ
(q (x)− θ) f (x, θ + h) dθdx
=
ϕ=θ+h
∫
Ω
∫
Θ
(q (x)− ϕ) f (x, ϕ) dϕdx+ h,
(30)
qui conduit a`∫
Ω
∫
Θ
(q (x)− θ) (f (x, θ + h)− f (x, θ)) dθdx =h, (31)
terminant ainsi la preuve.
De´monstration du the´ore`me 2 : ∀f (x, θ) ∈ F,∀h et ∀s
on a ∫
Ω
∫
Θ
v (x, θ)w (x, θ, h, s) f (x, θ) dθdx
= h
∫
Ω
∫
Θ
(
f(x,θ−h)
f(x,θ)
)1−s
f (x, θ) dθdx
⇒
s=1
∫
Ω
∫
Θ
v (x, θ) (f (x, θ + h)− f (x, θ)) dθdx =h
=⇒ v (x, θ) = q (x)− θ,
(32)
ou` la dernie`re implication est donne´e par le lemme 2.
D’un autre cote´, si on a v (x, θ) = q (x)− θ, alors∫
Ω
∫
Θ
v (x, θ)
(
f(x,θ+h)
f(x,θ)
)s
f (x, θ) dθdx
=
∫
Ω
∫
Θ
(q (x)− θ)
(
f(x,θ+h)
f(x,θ)
)s
f (x, θ) dθdx
=
∫
Ω
∫
Θ
(q (x)− ϕ)
(
f(x,ϕ−h)
f(x,ϕ)
)1−s
f (x, ϕ) dϕdx
+h
∫
Ω
∫
Θ
(
f(x,ϕ−h)
f(x,ϕ)
)1−s
f (x, ϕ) dϕdx,
(33)
qui conduit a`∫
Ω
∫
Θ
v (x, θ)w (x, θ, h, s) f (x, θ) dθdx
=h
∫
Ω
∫
Θ
(
f(x,θ−h)
f(x,θ)
)1−s
f (x, θ) dθdx,
(34)
terminant ainsi la preuve.
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