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WIDER THIN – VERY TALL SUPERATOMIC BOOLEAN
ALGEBRAS
CARMI MERIMOVICH
Abstract. For each regular cardinal κ > ω we show the consistent existence
of a 〈κ, κ++〉-superatomic Boolean algebra.
1. Introduction
Let P ′(κ, 2) be Gitik’s preparation step forcing [3] using only blue pistes on
models of sizes < κ, κ and κ+. We prove the following.
Theorem. Assume the GCH. Let κ > ω be a regular cardinal. Then in V P
′(κ,2)
there is a 〈κ, κ++〉-superatomic Boolean algebra.
As customary we write sBa instead of superatomic Boolean algebra. A 〈κ, λ〉-sBa
is an sBa of width κ and height λ. A 〈κ, κ+〉-sBa is called thin-tall, and a 〈κ, κ++〉-
sBa is called thin-very tall. In [2] the consistent existence of an 〈ω, ω2〉-sBa was
proved. This was pushed by [7] to an 〈ω, α〉-sBa for α < ω3. In [5] the consistent
existence of a 〈κ, κ+〉-sBa for regular κ > ω was proved. This was pushed in [6] to
a 〈κ, α〉-sBa for α < κ++ . For a more detailed account regarding sBa’s we refer
the reader to [1] and the introduction sections of [5] and [4].
The structure of this work is as follows. In section 2 we give several definitions
and quote a result from [4] to be used in the following sections. In section 3 we show
that in V P
′(κ,1) there is a 〈κ, κ+〉-sBa. This section is essentially the construction of
a 〈κ, κ+〉-sBa as done in section 2 of [4], where a simplified gap-1 morass was used
for the construction. In section 4 we show that in V P
′(κ,2) there is a 〈κ, κ++〉-sBa.
This paper assumes knowledge of the generic filter over the short extenders
preparation forcing. If one is willing to stay in the realm of partial orders, i.e.,
trust lemma 2.1, then knowledge of sBa’s is not necessary.
2. Preliminaries
Throughout this paper κ > ω is a regular cardinal and a P ′(κ, τ)-generic filter is
denoted by M. Denote by M(κ), M(κ
+), M(κ
++),... the structures in M of size < κ,
κ, κ+, ..., respectively. Fix a cardinal λ ≥ κ+. Our aim is to show the existence
of a partial order with some special properties over λ× κ. Due to a technical issue
(namely, claim 4.9) instead of defining the partial order over λ× κ we will define it
over T = M(λ) × κ, when elements of M(λ) code ordinals. We will get the partial
order over λ × κ by using transitive collapse of the first coordinate of T . In the
context of M(λ) we will consider < to be synonymous with ∈. Define the function
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o : T → M(λ) by setting for each 〈α, ξ〉 ∈ T , o(〈α, ξ〉) = α. In order to lower the
parenthesis load later on we will write also t˚ instead of o(t) for t ∈ T . Let 〈Z,≤〉
be a partial order, where Z ⊆ T . As customary, we use s < t to denote (s ≤ t and
s 6= t). We say 〈Z,≤〉 is a 〈κ, o′′ Z〉-partial order if for each s, t ∈ Z the following
hold:
(1) If s < t then s˚ < t˚.
(2) If there is r ≤ s, t then there is v ≤ s, t such that for each r ≤ s, t we have
r ≤ v. We call v the infimum of s and t and denote it by i(s, t). If there is no
r ≤ s, t then we use the convention i(s, t) = ∅. It is immediate that if s ≤ t
then i(s, t) = s.
If A ⊇ Z˚, where Z˚ = o′′ Z, and f : A→ A′ is an injective function, then we define
the partial order f(〈Z,≤〉) to be 〈Z ′,≤ Z
′
〉, where Z ′ = {〈f(α), ξ〉 | 〈α, ξ〉 ∈ Z}
and 〈f(α), ξ〉 ≤Z
′
〈f(β), ζ〉 if 〈α, ξ〉 ≤ 〈β, ζ〉. For arbitrary set of ordinal codes
A ⊆ M(λ) we set Z ↾ A = {s ∈ Z | s˚ ∈ A} and ≤↾ A = {s ≤ t | s, t ∈ Z, s˚, t˚ ∈ A}.
Note ≤↾ A is a 〈κ,A〉-partial order if for each s, t ∈ Z such that s˚, t˚ ∈ A we have
o(i(s, t)) ∈ A.
All the notions defined above using sets of ordinals can be used with elementary
substructures. The meaning in this case is to use sets from M(λ) which are in the
substructure. E.g., if H ≺ H(λ) is an elementary substructure of H(λ), then by
saying Z is a 〈κ,H〉-partial order we mean that Z is 〈κ,H ∩M(λ)〉-partial order. A
〈κ, λ〉-partial order 〈Z,≤〉 is called admissible if for each t ∈ Z and α < t˚ the set
{s < t | s˚ = α} is infinite. The following lemma relates an admissible 〈κ, λ〉-partial
order to a 〈κ, λ〉-sBa.
Lemma 2.1 (Baumgartner-Shelah [2]). If there is an admissible 〈κ, λ〉-partial order
then there exists a 〈κ, λ〉-sBa.
The proof supplied in lemma 7.3 of [2] is an algebraic proof of the above lemma.
Lemma 2.4 of [4] supplies a topological prove of the above lemma.
Let P˜ = P˜ (T ) be the set of pairs p = 〈xp,≤p〉 such that xp ∈ [T ]<κ and ≤p is a
〈κ, x˚p〉-partial order, where x˚p = o′′ xp. Define the partial order ≤ on P˜ as follows.
For each p, q ∈ P˜ put p ≤ q if and only if:
(1) xp ⊇ xq.
(2) ≤p↾ xq =≤q.
(3) ip(s, t) = iq(s, t).
Define P as the set of p ∈ P˜ such that for each t ∈ xp and α ∈ x˚p, if α < t˚ then
there is s ∈ xp such that s <p t and s˚ = α.
Finally, for each ξ < κ define Pξ to be the set of p ∈ P such that for each t ∈ x
p
and α ∈ x˚p, if α < t˚ then there is ξ < ζ < κ such that 〈α, ζ〉 <p t.
The following is lemma 2.5 from [4].
Lemma 2.2. For each p ∈ P˜ , a ⊇ x˚p, |a| < κ, and ξ < κ there is r ∈ Pξ such
that r ≤ p and x˚r = a. Moreover, if s ∈ xr \ xp and t ∈ xr then either s ≤r t or
ir(s, t) = ∅.
3. A 〈κ, κ+〉-sBa
In this section M is a P ′(κ, 1)-generic filter and T = M(κ
+) × κ. (We could have
used T = κ+×κ in this section.) We proceed with the conventions set in section 2.
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Theorem 3.6, which we are going to prove in this section, is essentialy theorem 2.1
of [4]. We reiterate it here in order to introduce the ideas of the current paper in a
relatively simple setting.
Definition 3.1. Assume A ⊆ H(κ+) and X ∈M(κ). A family of partial orders
p¯ = 〈pA,X | A ∈ A ∩X ∩M
(κ+)〉
is called M ↾ 〈A, X〉-amenable if the following hold for each A ∈ A ∩X ∩M(κ
+):
(1) pA,X is a 〈κ,A ∩X〉-partial order.
(2) If A0 ∈ A ∩X ∩M(κ
+) then pA0,X ≥ pA,X .
Assume X ⊆ H(κ+). A family of partial orders
p¯ = 〈pX , pA,X | X ∈ X ∩M
(κ), A ∈ X ∩M(κ
+)〉
is called M ↾ 〈X〉-amenable if the following hold for each X ∈ X ∩M(κ):
(1) pX is a 〈κ,X〉-partial order.
(2) For each X0 ∈ X ∩M(κ), pX0 ≥ pX .
(3) For each A ∈ X ∩M(κ
+), pA,X is a 〈κ,A ∩X〉-partial order.
(4) For each A ∈ X ∩M(κ
+), pA,X ≥ pX .
(5) 〈pA,X | A ∈ X ∩M(κ
+)〉 is an M ↾ 〈X,X〉-amenable family.
(6) For each X ′ ∈ M(κ) such that ot(X ′) = ot(X), p¯ ↾ (X ′ ∩ M) = piX,X′(p¯ ↾
(X ∩M)).
The following lemma shows how to extend two partial orders into one partial
order when dealing with a splitting point.
Lemma 3.2. Assume 〈X,X0, X1〉 is an M(κ)-splitting point, and p¯ is M ↾ 〈X〉-
amenable. Then there is a 〈κ, x˚pX0 ∪ x˚pX1 〉-partial order r such that r ≤ pX0 , pX1 .
In particular, xr = xpX0 ∪xpX1 , and if supX0 < supX1, s, t ∈ xr, s˚ ∈ X0 \X1 and
t˚ ∈ X1 \X0, then ir(s, t) = ipX0 (s, piX1,X0(t)).
Proof. Without loss of generality assume supX0 < supX1. First we show pX0 and
pX1 are compatible. Thus assume s, t ∈ x
pX0 ∩ xpX1 . We will show ipX0 (s, t) =
ipX1 (s, t).
Since the result is trivial if s and t are comparable, assume s and t are not
comparable. By the intersection property there is A0 ∈ X0 ∩M(κ
+) and A1 ∈ X1 ∩
M(κ
+) such thatX0∩X1 = X0∩A0 = X1∩A1. Hence s˚, t˚ ∈ X0∩A0 = X1∩A1. Since
pA0,X0 ≥ pX0 we get i
pA0,X0 (s, t) = ipX0 (s, t). Thus o(ipA0,X0 (s, t)) ∈ X0 ∩ A0 =
X1 ∩ A1. Since piX0,X1 ↾ X0 ∩ A0 = id, we are done.
We proceed to the construction of the unifying partial order r as follows. First
set the following three partial orders :
≤0=≤pX0 ,
≤1=≤pX1 ,
and
≤2= {〈s, t〉 | s ∈ xpX0 , t ∈ xpX1 , s ≤0 piX1,X0(t)},
Note that ≤0↾ ∆ =≤1↾ ∆ and ≤2↾ xpX1 =≤1, where ∆ = xpX0 ∩ xpX1 . Set
xr = xpX0 ∪ xpX1 and ≤r=≤0 ∪ ≤1 ∪ ≤2. We will show r ≤ pX0 , pX1 . First we
show ≤r is transitive:
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• s ≤0 t ≤0 u: s ≤0 u.
• s ≤0 t ≤1 u: Then t ∈ ∆, hence s ∈ ∆, hence s ≤1 t, hence s ≤1 u.
• s ≤0 t ≤2 u: Thus t ≤0 piX1,X0(u), hence s ≤
0 piX1,X0(u), hence s ≤
2 u.
• s ≤1 t ≤0 u: Then t ∈ ∆, hence s ∈ ∆, hence s ≤0 t, hence s ≤0 u.
• s ≤1 t ≤1 u: s ≤1 u.
• s ≤1 t ≤2 u: Then t ∈ ∆, hence s ∈ ∆. Since t ≤0 piX1,X0(u), hence s ≤
0
piX1,X0(u), hence s ≤
2 u.
• s ≤2 t ≤0 u: Then t ∈ ∆, hence s ≤0 t, hence s ≤0 u.
• s ≤2 t ≤1 u: Thus s ≤0 piX1,X0(t) and piX1,X0(t) ≤
0 piX1,X0(u), hence s ≤
0
piX1,X0(u), thus s ≤
2 u.
• s ≤2 t ≤2 u: Then t ∈ ∆ and t ≤0 piX1,X0(u), hence s ∈ ∆, hence s ≤
0 t. Thus
s ≤0 piX1,X0(u), hence s ≤
2 u.
Now we show if i < 2, s, t ∈ xpXi and s <r t then s <i t.
• s, t ∈ xpX0 : If s <1 t then s, t ∈ ∆, hence s <0 t. If s <2 t then t ∈ ∆, hence
s <0 t.
• s, t ∈ xpX1 : If s <0 t then s, t ∈ ∆, hence s <1 t. If s <2 t then s ∈ ∆ and
s <0 piX1,X0(t), hence s <
1 t.
We show
ir(s, t) =


ipX0 (s, t) s˚, t˚ ∈ X0,
ipX1 (s, t) s˚, t˚ ∈ X1,
ipX0 (s, piX1,X0(t)) s˚ ∈ X0, t˚ ∈ X1.
Work as follows.
(1) s, t ∈ xpX0 : Assume u <r s, t.
If u ∈ xpX0 then u ≤0 ipX0 (s, t). So assume u /∈ xpX0 . The only possible
case is u <1 s, u <1 t. Then s, t ∈ ∆, hence ipX0 (s, t) = ipX1 (s, t). Since
u ≤1 ipX1 (s, t), we are done
(2) s, t ∈ xpX1 : Assume u <r s, t.
If u ∈ xpX1 then u ≤1 ipX1 (s, t). So assume u /∈ xpX1 . There are four
possible cases to handle:
• u <0 s, u <0 t: Then s, t ∈ ∆. Hence u ≤0 ipX0 (s, t) = ipX1 (s, t).
• u <0 s, u <2 t: Then s ∈ ∆, hence piX0,X1(u) <
1 s and piX0,X1(u) <
1 t.
Hence piX0,X1(u) ≤
1 ipX1 (s, t). Since u ≤2 piX0,X1(u), we are done.
• u <2 s, u <0 t: Then t ∈ ∆, hence piX0,X1(u) <
1 s and piX0,X1(u) <
1 t.
Hence piX0,X1(u) ≤
1 ipX1 (s, t). Since u ≤2 piX0,X1(u), we are done.
• u <2 s, u <2 t: Then u <0 piX1,X0(s) and u <
0 piX1,X0(t). Then u <
0
ipX0 (piX1,X0(s), piX1,X0(t)), hence piX0,X1(u) <
1 ipX1 (s, t). We are done since
u ≤2 piX0,X1(u).
(3) s ∈ xpX0 , t ∈ xpX1 :
• u <0 s, u <0 t: Then t ∈ ∆, hence u ∈ ∆, hence u < piX1,X0(t).
• u <0 s, u <1 t: Then u ∈ ∆, hence u <0 piX1,X0(t).
• u <0 s, u <2 t: Then u <0 piX1,X0(t).
• u <1 s, u <0 t: Then u, s, t ∈ ∆, hence u <0 s and u <0 piX1,X0(t).
• u <1 s, u <1 t: Then u, s ∈ ∆, hence u <0 s and u <0 piX1,X0(t).
• u <1 s, u <2 t: Then u, s ∈ ∆, hence u <0 s. also u <0 piX1,X0(t).
• u <2 s, u <0 t: Then u, s, t ∈ ∆, hence u <0 s and u <0 piX1,X0(t).
• u <2 s, u <1 t: Then u, s ∈ ∆, hence u <0 s, u <0 piX1,X0(t).
• u <2 s, u <2 t: Then u, s ∈ ∆, hence u <0 s, u <0 piX1,X0(t).
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Thus we get r ≤ pX0 , pX1 . 
The following lemmas are trivial since A ∩ On is an ordinal for A ∈ M(κ
+). We
write them down in order to stress the analogy with the more complicated situation
in the following section.
Lemma 3.3. Assume 〈X,X0, X1〉 is an M(κ)-splitting point, p¯ is M ↾ 〈X〉-amenable,
r is the partial order constructed by lemma 3.2, and A ∈ X ∩M(κ
+). Then ≤r↾ A
is an A ∩X-partial order.
Proof. Fix s, t ∈ xr such that s˚, t˚ ∈ A. We need to show o(ir(s, t)) ∈ A. This is
trivial since o(ir(s, t)) ≤ min(˚s, t˚), s˚, t˚ ∈ A, and A ∩On is an ordinal. 
Lemma 3.4. Assume X ∈ M(κ) and p¯ is M ↾ 〈X〉-amenable. Then there is a
〈κ,X〉-partial order r such that
(1) For each X0 ∈ X ∩M(κ), r ≤ pX0 .
(2) For each A ∈ X ∩M(κ
+), r ↾ A is a 〈κ,A ∩X〉-partial order.
Proof. Construct the partial order r as follows. If 〈X,X0, X1〉 is an M
(κ)-splitting
point then let r be the partial order constructed using lemma 3.2. Otherwise set
xr =
⋃
{xpX0 | X0 ∈ X ∩M(κ)} and ≤r=
⋃
{≤pX0 | X0 ∈ X ∩M(κ)}. 
The following lemma implements the inner induction (along M(κ
+)) which is
being done inside the outer induction (along M(κ)) in theorem 3.6.
Lemma 3.5. Assume X ∈ M(κ) and p¯ is an M ↾ 〈X〉-amenable family. Then p¯
can be extended to an M ↾ 〈X ∪ {X}〉-amenable family.
Proof. Construct the partial order r using lemma 3.4. We will construct by induc-
tion along X∩M(κ
+) the family of partial orders 〈pA,X | A ∈ X∩M(κ
+)〉 as follows.
Choose an ∈-minimal structure A ∈ X ∩M(κ
+) such that pA,X is not defined yet.
If there is no such structure then the induction has terminated. Otherwise ob-
serve r ↾ A is a 〈κ,A ∩X〉-partial order and proceed as follows. The partial order⋃
{≤pA0,X | A0 ∈ A ∩ X ∩M(κ
+)} is a 〈κ,A ∩ X〉-partial order. Let p′A,X be the
〈κ,A ∩X〉-partial order defined by setting
xp
′
A,X = (xr ↾ A) ∪
⋃
{xpA0,X | A0 ∈ A ∩X ∩M
(κ+)},
and letting ≤p
′
A,X be the transitive closure of
(≤r↾ A) ∪
⋃
{≤pA0,X | A0 ∈ A ∩X ∩M
(κ+)}.
Using lemma 2.2 construct pA,X ∈ PκX such that pA,X ≤ p
′
A,X and x˚
pA,X =
A ∩X ∩M(κ
+).
When the induction along X ∩ M(κ
+) terminates define p′X by setting x
p′X =⋃
{xp
′
A,X | A ∈ X∩M(κ
+)} and ≤p
′
X=
⋃
{≤pA,X | A ∈ X∩M(κ
+)}. Using lemma 2.2
construct pX ∈ PκX such that pX ≤ p
′
X and x˚
pX = A ∩X ∩M(κ
+). 
Theorem 3.6. There is an admissible 〈κ, κ+〉-partial order.
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Proof. We construct theM-amenable family p¯ by ∈-induction alongM(κ) as follows.
Let X ∈ M(κ) be ∈-minimal for which pX is not defined yet. If there is no such
structure X then the induction terminates. Otherwise p¯ is an M ↾ 〈X〉-amenable
family. Use lemma 3.5 to extend p¯ to anM ↾ 〈X∪{X}〉-amenable family. Complete
this step by setting pX′ = piX,X′(pX) and ppiX,X′ (A),X′ = piX,X′(pA,X) for each
X ′ ∈ M(κ) such that ot(X ′) = ot(X) and A ∈ X ∩M(κ
+).
When the induction terminates set Z =
⋃
{xpX | X ∈ M(κ)} and ≤=
⋃
{≤pX |
X ∈M(κ)}. Then 〈Z,≤〉 is an admissible 〈κ,M(κ
+)〉-partial order. 
4. A 〈κ, κ++〉-sBa
In this section M is a P ′(κ, 2)-generic and T = M(κ
++) × κ. Work with the
conventions set in section 2. In order to prove existence of an admissible 〈κ, κ++〉-
partial order we will follow the method of theorem 3.6, i.e., we will run by induction
along M(κ). However, we use a P ′(κ, 2)-generic, so we will need to handle along
the way also models in both M(κ
+) and in M(κ
++). This will require an induction
within induction within induction.
Definition 4.1. Assume N ∈ M(κ), X ∈ N ∩M(κ
+), A ⊆ H(κ++). A family of
partial orders p¯ = 〈pA,X,N | A ∈ A ∩ X ∩ N ∩M(κ
++)〉 is called M ↾ 〈A, X,N〉-
amenable if the following hold for each A ∈ A ∩X ∩N ∩M(κ
++):
(1) pA,X,N is a 〈κ,A ∩X ∩N〉-partial order.
(2) For each A0 ∈ A ∩X ∩N ∩M
(κ+), pA0,X,N ≥ pA,X,N .
Assume N ∈M(κ) and X ⊆ H(κ++). A family of partial orders
p¯ = 〈pX,N , pA,X,N | X ∈ X ∩N ∩M
(κ+), A ∈ X ∩N ∩M(κ
++)〉
is called 〈X, N〉-amenable if the following hold for each X ∈ X ∩M(κ
+):
(1) pX,N is a 〈κ,X ∩N〉-partial order.
(2) For each X0 ∈ X ∩N ∩M(κ
+), pX0,N ≥ pX,N .
(3) For each A ∈ X ∩N ∩M(κ
++), pA,X,N is a 〈κ,A ∩X ∩N〉-partial order.
(4) For each A ∈ X ∩N ∩M(κ
++), pA,X,N ≥ pX,N .
(5) 〈pA,X,N | A ∈ X ∩N ∩M(κ
++)〉 is an 〈X,X,N〉-amenable family.
(6) For each X ′ ∈ N ∩M(κ
+) such that ot(X) = ot(X ′), p¯ ↾ 〈X ′ ∩N ∩M(≥κ
+)〉 =
pi′′X,X′ p¯ ↾ X ∩N ∩M
(≥κ+).
Assume N ⊆ H(κ++). A family of partial orders
p¯ = 〈pN , pX,N , pA,X,N |
N ∈ N ∩M(κ), X ∈ N ∩M(κ
+), A ∈ X ∩N ∩M(κ
++)〉
is called 〈N〉-amenable if the following hold for each N ∈ N ∩M(κ):
(1) pN is a 〈κ,N〉-partial order.
(2) For each N0 ∈ N ∩M(κ), pN0 ≥ pN .
(3) For each X ∈ N ∩M(κ
+), pX,N is a 〈κ,X ∩N〉-partial order.
(4) For each X ∈ N ∩M(κ
+), pX,N ≥ pN .
(5) For each X ∈ N ∩M(κ
+) and A ∈ X ∩N ∩M(κ
++), pA,X,N is a 〈κ,A∩X ∩N〉-
partial order.
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(6) For each X ∈ N ∩M(κ
+) and A ∈ X ∩N ∩M(κ
++), pA,X,N ≥ pX,N .
(7) 〈pX,N , pA,X,N | X ∈ N∩M(κ
+), A ∈ X∩N∩M(κ
++)〉 is anM ↾ 〈N,N〉-amenable
family.
(8) For each X ∈ N ∩M(κ
+) and A ∈ X ∩N ∩M(κ
++), 〈pA0,X,N | A0 ∈ A ∩X ∩
N ∩M(κ
++)〉 is an M ↾ 〈A,X,N〉-amenable family.
(9) For each X ∈ N ∩M(κ
+) and A ∈ X ∩N ∩M(κ
++), pA,X,N ≥ pX,N .
(10) For each N ′ ∈ M(κ) such that ot(N ′) = ot(N), p¯ ↾ (N ′ ∩ M) = piN,N ′(p¯ ↾
(N ∩M)).
Lemmas 4.3 to 4.5 are local versions of lemmas 3.2 to 3.4 having the same proofs.
Definition 4.2. Assume X ⊆ M. The 〈κ,N〉-partial order r is said to be X-
compatible if for each X ∈ X, r ↾ X is a 〈κ,X ∩N〉-partial order.
Lemma 4.3. Assume N ∈M(κ), X,X0, X1 ∈ N∩M(κ
+), 〈X,X0, X1〉 is an M(κ
+)-
splitting point, p¯ is M ↾ 〈X,N〉-amenable, and r0 is a N ∩M(>κ)-compatible 〈κ,N〉-
partial order. Then there is a 〈κ, x˚pX0,N ∪ x˚pX1,N 〉-partial order r such that r ≤ r0 ↾
X, pX0,N , pX1,N , and for each a ∈ N ∩ M
(>κ), r ↾ a ≤ r0 ↾ a. In particular,
xr = xr0 ∪ xpX0 ,N ∪ xpX1,N , and if supX0 < supX1, s, t ∈ xr, s˚ ∈ X0 \ X1 and
t˚ ∈ X1 \X0, then ir(s, t) = ipX0,N (s, piX1,X0(t)).
Lemma 4.4. Assume N ∈M(κ), X,X0, X1 ∈ N , 〈X,X0, X1〉 is an M(κ
+)-splitting
point, p¯ is M ↾ 〈X,N〉-amenable, r0 is a N ∩M(>κ)-compatible 〈κ,N〉-partial order.
r is the partial order constructed by lemma 4.3, and A ∈ X ∩M(κ
++). Then ≤r↾ A
is an A ∩X ∩N -partial order.
Lemma 4.5. Assume N ∈ M(κ), X ∈ N ∩M(κ
+), p¯ is M ↾ 〈X,N〉-amenable, and
r0 is a N∩M(>κ)-compatible 〈κ,N〉-partial order. Then there is a 〈κ,X∩N〉-partial
order r such that:
(1) For each X0 ∈ X ∩N ∩M(κ
+), r ≤ pX0,N , r0 ↾ X0.
(2) For each A ∈ X ∩N ∩M(κ
++), r ↾ A is a 〈κ,A ∩X ∩N〉-partial order.
Theorem 4.12 runs by induction along M(κ). In each step it invokes lemma 4.11.
In turn, lemma 4.11 runs locally by induction along M(κ
+), in each step invoking
lemma 4.6. In turn lemma 4.6 runs locally by induction along M(κ
++).
Note lemma 4.6 is a local version of lemma 3.5.
Lemma 4.6. Assume N ∈ M(κ), X ∈ N ∩M(κ
+), p¯ is an M ↾ 〈X,N〉-amenable
family, and r0 is a N ∩ M(>κ)-compatible 〈κ,N〉-partial order. Then p¯ can be
extended to an M ↾ 〈X ∪ {X}, N〉-amenable family.
Proof. Construct the partial order r using lemma 4.5. We will construct by induc-
tion alongX∩N∩M(κ
++) the family of partial orders 〈pA,X,N | A ∈ X∩N∩M
(κ++)〉
as follows. Choose an ∈-minimal structure A ∈ X ∩N ∩M(κ
++) such that pA,X,N is
not defined yet. If there is no such structure then the induction alongX∩N∩M(κ
++)
terminates. Otherwise work as follows.
By induction the partial order
⋃
{≤pA0,X,N | A0 ∈ A ∩ X ∩ N ∩ M(κ
++)} is a
〈κ,A∩X∩N〉-partial order. Let p′A,X,N be the 〈κ,A∩X∩N〉-partial order defined
by setting
xp
′
A = (xr ↾ A ∩X ∩N) ∪
⋃
{xpA0,X,N | A0 ∈ A ∩X ∩N ∩M
(κ++)},
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and letting ≤p
′
A,X,N be the transitive closure of
(≤r↾ A) ∪
⋃
{≤pA0,X,N | A0 ∈ A ∩X ∩N ∩M
(κ++)}.
Using lemma 2.2 construct pA,X,N ∈ PκN such that pA,X,N ≤ p
′
A,X,N and x˚
pA,X,N =
A ∩X ∩N .
When the induction along X ∩N ∩M(κ
++) terminates set xp
′
X,N =
⋃
{xpA,X,N |
A ∈ X ∩ N ∩ M(κ
++)} and ≤p
′
X,N=
⋃
{≤pA,X,N | A ∈ X ∩ N ∩ M(κ
++)}. Using
lemma 2.2 construct pX,N ∈ PκN such that pX,N ≤ p
′
X,N and x˚
pX,N = X ∩N . 
The intersection of two immediate predecessors in a gap-1 generic is in a range
below the rest of the structures. I.e., if 〈X,X0, X1〉 is a splitting point then sup∆ <
min(X0 \ ∆) < sup(X0 \ ∆) < min(X1 \ ∆), where ∆ = X0 ∩ X1. This simple
situation fails to hold in the higher gap generics. In order to prove lemma 4.8,
which is the analog of lemma 3.2 to the gap-2 generic, we need the following lemma.
It reveals the structure enabling us to merge two partial orders into one.
Lemma 4.7 (Monotonicity). Assume 〈N,N0, N1〉 is an M(κ)-splitting point with
witnesses X0 ∈ N0 ∩M(κ
+) and X1 ∈ N1 ∩M(κ
+) such that N0 is below N1, i.e.,
supN0 < supN1. Assume α0 ∈ N0 \X0 and α1 ∈ N1 \X1. If either
α1 ≥ sup(N1 ∩X1)
or
min(N0 ∩X0) \ α0 = min(N1 ∩X1) \ α1
then α0 < α1.
Proof. The easy case is if α1 > sup(N1 ∩ X1) holds. Since α1, X1 ∈ N1 we have
α1 ≥ supX1. Hence α0 < supN0 < supX1 ≤ α1, since N0 ⊆ X1.
We proceed to the harder case, i.e., τ := min(N0∩X0)\α0 = min(N1∩X1)\α1.
Let τ¯ = 〈τξ | ξ < cf τ〉 be the minimal club cofinal sequence of τ . (Minimal in the
sense of the well ordering used on H(κ++) in the preparation forcing step). Then
τ¯ ∈ N0∩X0 = N1∩X1 and piN0,N1(τ¯ ) = τ¯ . Towards contradiction assume cf τ ≤ κ.
Then {τξ | ξ < cf τ} ⊆ X0∩X1, hence piN0,N1(τξ) = τξ for each ξ < cf τ ∩N0. Since
α0 < τ and α0, τ ∈ N0 there is ξ < cf τ ∩ N0 such that α0 < τξ ∈ N0. However,
τξ ∈ X0, in contradiction to the minimality of τ .
Necessarily cf τ = κ+. The structure of N0 and N1 implies there are sets of
ordinals a, a0, a1 such that sup a < min a0,min a1, sup a0 < min a1, κ
+∩N0 = a∪a0
and κ+ ∩ N1 = a ∪ a1. Since τ¯ is a club we get α0 < sup{τξ | ξ ∈ a0}. Note that
if ξ ∈ a then τξ ∈ N1 ∩ X1. Since τ¯ is a club we will get a contradiction to the
minimality of τ if α1 < τmin a1 . Hence α1 > τmin a1 > sup{τξ | ξ ∈ a0} > α0. 
Lemma 4.8 and claims 4.9 and 4.10 are the gap-2 generic analogous of lemmas 3.2
to 3.4. However, the technicalities are considerably harder since splitting point
witnesses are not ordinals.
Lemma 4.8. Assume 〈N,N0, N1〉 is an M
(κ)-splitting point, and p¯ is M ↾ 〈N〉-
amenable. Then there is a 〈κ, x˚pN0 ∪ x˚pN1 〉-partial order r such that r ≤ pN0 , pN1 .
In particular xr = xpN0 ∪ xpN1 , and if supN0 < supN1, s, t ∈ xr, s˚ ∈ N0 \N1 and
t˚ ∈ N1 \N0, then ir(s, t) = ipN0 (s, piN1,N0(t)).
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Proof. First we show pN0 and pN1 are compatible partial orders. Thus assume
s, t ∈ xpN0 ∪ xpN1 satisfy s˚, t˚ ∈ N0 ∩N1. We will show ipN0 (s, t) = ipN1 (s, t).
Since the result is trivial if s and t are comparable, assume s and t are not
comparable. By the intersection property there is X0 ∈ N0 ∩ M(κ
+) and X1 ∈
N1∩M(κ
+) such that N0∩N1 = N0∩X0 = N1∩X1. Hence s˚, t˚ ∈ N0∩X0 = N1∩X1.
Since pX0,N0 ≥ pN0 we get i
pX0,N0 (s, t) = ipN0 (s, t). Thus iX0,N0(s, t) ∈ N0 ∩X0 =
N1 ∩X1. Since piN0,N1 ↾ N0 ∩X0 = id, we are done.
Without loss of generality assume N0 is below N1 and proceed to construct the
unifying partial order as follows. Construct r as follows. First set the following
three partial orders :
≤0=≤pN0 ,
≤1=≤pN1 ,
and
≤2= {〈s, t〉 | s ∈ xpN0 , t ∈ xpN1 , s ≤0 piN1,N0(t)},
Note that ≤0↾ ∆ =≤1↾ ∆ ≤2↾ ∆ and ≤2↾ xpN1 =≤1, where ∆ = xpN0 ∩ xpN1 . Also
note that ≤2 make sense in our context due to lemma 4.7. Let ≤r be the transitive
closure of ≤0 ∪ ≤1 ∪ ≤2. (In lemma 3.2 there was no need to take the transitive
closure since ∆ was low. Here ∆ is interleaved between ordinals in both N0 and
N1.) We need to show q ≤ pN0 , pN1 . We begin by showing if s, t ∈ x
pXi and s <r t,
then s <i t, where i < 2.
(1) s, t ∈ xpN0 : Begin with s <i0 u <i1 t, where u /∈ xpN0 . Then i0 6= 0 and
i1 6= 0, 2. We are left with cases:
• s <1 u <1 t: Then s, t ∈ ∆ and s <1 t, hence s <0 t.
• s <2 u <1 t: Then t ∈ ∆ and s <0 piN1,N0(u) <
0 t, hence s <0 t.
Now we deal with s <i0 u0 <
i1 u1 <
i2 t, where u0, u1 /∈ xpN0 . We can assume
i0 6= 0, i1 6= 0, 2, i2 6= 0, 2. We are left with the following cases:
• s <1 u0 <1 u1 <1 t: Then s, t ∈ ∆ and s <1 t, hence s <0 t.
• s <2 u0 <1 u1 <1 t: Then t ∈ ∆, s <0 piN1,N0(u0) <
0 piN1,N0(u1) <
0 t.
Hence s <0 t.
(2) s, t ∈ xpN1 : Begin with s <i0 u <i1 t, where u /∈ xpN1 . Then i0 6= 1, 2 and
i1 6= 1. We are left with the cases:
• s <0 u <0 t: Then s, t ∈ ∆ and s <0 t, hence s <1 t.
• s <0 u <2 t: Then t ∈ ∆ and s <0 piN1,N0(u) <
0 t, hence s <0 t.
Now we deal with s <i0 u0 <
i1 u1 <
i2 t, where u0, u1 /∈ xpN1 . We can assume
i0 6= 1, 2, i1 6= 1, 2, i2 6= 1. We are left with the following cases:
• s <0 u0 <0 u1 <0 t: Then s, t ∈ ∆ and s < 01t, hence s <1 t.
• s <0 u0 <0 u1 <2 t: Then s ∈ ∆, s <0 u0 <0 u1 <0 piN1,N0(t). Hence s <
1 t.
We show
ir(s, t) =


ipN0 (s, t) s˚, t˚ ∈ N0,
ipN1 (s, t) s˚, t˚ ∈ N‘,
ipN0 (s, piN1,N0(t)) s˚ ∈ N0, t˚ ∈ N1.
Work as follows.
(1) s, t ∈ xpN0 : Assume u <r s, t. If u ∈ xpN0 then u <0 s, t hence u ≤0 ipN0 (s, t).
So assume u ∈ xpN1 \xpN0 . Choose witnessing sequences for u <r s and u <r t,
10 CARMI MERIMOVICH
i.e., u = s0 <
i
0< · · · < sn−1 <
in−1 sn = s and u = t0 <
j
0< · · · < tm−1 <
jm−1
tm = t. Let s
′′ be minimal in the sequence of the sk’s such that s
′′ ∈ xpN0 . Let
t′′ be minimal in the sequence of the tk’s such that t
′′ ∈ xpN0 . Let s′, t′ be the
immediate predecessor of s′′, t′′ in the relevant sequences, respectively. Then
s′, t′ ∈ xpN1 \ xpN0 . Hence u ≤1 s′ <1 s′′ ≤0 s and u ≤1 t′ <1 t′′ ≤0 t. Note
s′′, t′′ ∈ ∆. Then u ≤ ipN1 (s′′, t′′) = ipN0 (s′′, t′′) ∈ ∆. Since ipN0 (s′′, t′′) <0 s, t,
we have ipN0 (s′′, t′′) ≤0 ipN0 (s, t), by which we are done.
(2) s, t ∈ xpN1 : Assume u <r s, t. If u ∈ xpN1 then u <1 s, t hence u ≤1 ipN1 (s, t).
So assume u ∈ xpN0 \xpN1 . Choose witnessing sequences for u <r s and u <r t,
i.e., u = s0 <
i
0< · · · < sn−1 <
in−1 sn = s and u = t0 <
j
0< · · · < tm−1 <
jm−1
tm = t. Let s
′′ be minimal in the sequence of the sk’s such that s
′′ ∈ xpN1 . Let
t′′ be minimal in the sequence of the tk’s such that t
′′ ∈ xpN1 . Let s′, t′ be the
immediate predecessor of s′′, t′′ in the relevant sequences, respectively. Then
s′, t′ ∈ xpN0 \ xpN1 .
• u ≤0 s′ <0 s′′ ≤1 s, u ≤0 t′ <0 t′′ ≤1 t: Then s′′, t′′ ∈ ∆. Hence u ≤0
ipN0 (s′′, t′′) = ipN1 (s′′, t′′) ∈ ∆. Hence ipN1 (s′′, t′′) ≤1 ipN1 (s, t).
• u ≤0 s′ <2 s′′ ≤1 s, u ≤0 t′ <2 t′′ ≤1 t: u <2 s′′ ≤1 s, u <2 t′′ ≤1 t: Then
u ≤0 ipN0 (piN1,N0(s
′′), piN1,N0(t
′′)) ≤2 ipN1 (s′′, t′′) ≤ s, t. Then ipN1 (s′′, t′′) ≤
ipN1 (s, t).
• u ≤0 s′ <0 s′′ ≤1 s, u ≤0 t′ <2 t′′ ≤1 t: Then s′′ ∈ ∆, thus u ≤0 s′ <2 s′′ ≤1
s, and we proceed as in the previous item.
• u ≤0 s′ <2 s′′ ≤1 s, u ≤0 t′ <0 t′′ ≤1 t. Then t′′ ∈ ∆, thus u ≤0 t′ <2 t′′ ≤1
t, and we proceed as in the previous item.
(3) s ∈ xpN0 \ xpN1 , t ∈ xpN1 \ xpN0 : Assume u <r s, t. We split the handling
according to the whereabouts of u:
• u ∈ xpN0 : Then u <0 s. Choose a witnessing sequence for u <r t, i.e.,
u = t0 <
j
0 · · · <
jm−2 tm−1 <
jm−1 tm = t. Let t
′′ be minimal in the sequence
of the tk’s such that t
′′ ∈ xpN1 . Let t′ be the immediate predecessor of t′′.
Then either t′ <0 t′′ or t′ <2 t′′.
– u ≤0 t′ <2 t′′ ≤1 t: Then u ≤0 piN1,N0(t
′′) ≤0 piN1,N0(t), hence u ≤
0
ipN0 (s, piN1,N0(t).
– u ≤0 t′ <0 t′′ ≤1 t. Then t′′ ∈ ∆ hence t′ <2 t′′ and we proceed as in the
previous item.
• u ∈ xpN1 : Then u <1 t, hence piN1,N0(u) <
0 piN1,N0(t). Choose a witnessing
sequence for u <r s, i.e., u = s0 <
i0 · · · <im−2 sm−1 <im−1 sm = s. Let s′′
be minimal in the sequence of the sk’s such that s
′′ ∈ xpN0 . Let s′ be the
immediate predecessor of s′′. Then u ≤1 s′ <1 s′′ ≤0 s. Since s′′ ∈ ∆ we get
piN1,N0(u) ≤
0 piN1,N0(s) <
0 s′′ ≤0 s. Thus piN1,N0(u) ≤ i
pN0 (s, piN1,N0)(t).
Since u ≤2 piN1,N0(u), we are done.
Thus we get r ≤ pN0 , pN1 . 
Let us consider the partial order ≤r constructed by the previous lemma. We
will attempt to extend it to a partial order over N in lemma 4.11. In analogy
to lemma 3.5 this will be done by extending r ↾ (X ∩ N) to a partial order over
X ∩ N , where X ∈ N ∩M(κ
+). However, it is not immediate that r ↾ (X ∩N) is
an X ∩N -partial order. The following lemma shows this is indeed the case.
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Claim 4.9. Assume 〈N,N0, N1〉 is an M(κ)-splitting point, p¯ is M ↾ 〈N〉-amenable,
r is the partial order constructed by lemma 4.8, and a ∈ N ∩M(>κ). Then ≤r↾ a
is an a ∩N -partial order.
Proof. Fix s, t ∈ xr such that s˚, t˚ ∈ a. We need to show o(ir(s, t)) ∈ a if ir(s, t) 6= ∅.
This trivially holds if ir(s, t) ∈ {s, t}, hence we assume ir(s, t) /∈ {s, t}. First we
deal with the easy case. Assume there is a structure N ′ ∈ N ∩ M(κ) such that
s˚, t˚ ∈ N ′. By amenability o(ir(s, t)) ∈ N ′. By the intersection property there is
a0, a1, a2 ∈ (N ′∪{N ′})∩M such that N ′∩a = a0∩a1∩a2. Thus s˚, t˚ ∈ a0∩a1∩a2.
Since p¯ is amenable we get o(ir(s, t)) ∈ a0 ∩ a1 ∩ a2, hence o(ir(s, t)) ∈ N ′ ∩ a, thus
o(ir(s, t)) ∈ a, by which this case is done.
We deal now with the harder case, i.e., there is no structure N ′ ∈ N ∩M(κ) such
that s˚, t˚ ∈ N ′. Without loss of generality assume supN0 < supN1, s˚ ∈ N0 \N1 and
t˚ ∈ N1 \ N0. Under these assumptions ir(s, t) = ipN0 (s, t∗), where t∗ = piN1,N0(t).
Thus we need to show o(ipN0 (s, t∗)) ∈ a. If a ∈ M(κ
++) then we have o(ipN0 (s, t∗)) <
s˚ ∈ a and a ∩ On is an ordinal, hence trivially o(ipN0 (s, t∗)) ∈ a, by which we are
done. Thus assume a = X ∈ M(κ
+) and proceed as follows.
Let X0, H0 ∈ N0 ∩ M(κ
+) and X1, H1 ∈ N1 ∩ M(κ
+) be the witnesses of the
splitting point 〈N,N0, N1〉, i,e., N0 ∩ N1 = N0 ∩ X0 = N1 ∩X1, H0 = max(N0 ∩
M(κ
+)) andH1 = max(N1∩M(κ
+)). We can assumeX0, H0, X1 ∈ C(κ)(H1). We list
several facts which we use: X0 ∈ H0 ∈ X1 ∈ H1, s˚, t˚ /∈ X0, s˚, t˚∗, o(ipN0 (s, t∗)) ∈ X1,
s˚ /∈ X1 ∩ N1, t˚ /∈ X1, s˚ ∈ H1. If either s˚ /∈ H0 or t˚ /∈ H1 then i
r(s, t) ∈ {s, t}, in
contradiction to the assumption in the begining of the proof. Thus we also have
s˚ ∈ H0 and t˚ ∈ H1. (See fig. 1.) We will not prove the result for the structure
N
t˚ ∈ N1
s˚, t˚ ∈ H1
s˚, t˚∗, o(ipN0 (s, t∗)) ∈ X1
s˚, t˚∗, o(ipN0 (s, t∗)) ∈ N0
s˚ ∈ H0
s˚, t˚ /∈ X0
Figure 1. The splitting point and its witnesses.
X directly. Instead we will prove the claim for an M(κ
+)-minimal structure X for
which s˚, t˚ ∈ X .
Let Xt ∈ C(κ)(H1) be minimal such that t˚ ∈ Xt. Note Xt ∈ N1. Since X1 ⊆ Xt
we have s˚, o(ipN0 (s, t∗)) ∈ Xt. If Xt is minimal in M(κ
+) such that s˚, t˚ ∈ Xt
then we are done. (see fig. 2.) Otherwise Xt is not M(κ
+)-minimal such that
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N
t˚ ∈ N1
s˚, t˚ ∈ H1
s˚, t˚ ∈ Xt
s˚, t˚∗, ipN0 (s, t∗) ∈ X1
s˚, t˚∗, ipN0 (s, t∗) ∈ N0
s˚ ∈ H0
s˚, t˚ /∈ X0
Figure 2. Xt is M(κ
+)-minimal such that s˚, t˚ ∈ Xt
s˚, t˚ ∈ Xt. Let Xt0 be the immediate C
(κ)(H1)-predecessor of X
t. Let Xt1 ∈ M
(κ+)
be the M(κ
+)-immediate predecessor of Xt which is not in C(κ)(H1). Note s˚ ∈
Xt0, t˚ 6∈ X
t
0, and s˚, t˚ ∈ X
t
1. Set C
′ = pi′′
Xt
0
,Xt
1
C(κ)(H1) and X
′
1 = piXt0,Xt1(X1).
Note s˚, o(ipN0 (s, t∗)) ∈ X ′1 ∈ N1. If t˚ /∈ X
′
1 then by recursion we are done. (See
fig. 3) Otherwise t ∈ X ′1. Let X
s be C(κ)(H1)-minimal such that s˚ ∈ Xs. Note
Xs ∈ N0 and Xs is M(κ
+)-minimal such that s˚, t˚0 ∈ Xs, where t0 = piX′
1
,X1(t).
Hence Xs′ is M(κ
+)-minimal such that s˚, t˚ ∈ Xs′, where Xs′ = piX1,X′1(X
s). If
t˚∗ ∈ Xs then o(ipN0 (s, t∗)) ∈ Xs, hence o(ipN0 (s, t∗)) ∈ Xs′, thus we are done.
(See fig. 4.) Otherwise t˚∗ /∈ Xs. Set Xt
∗
= piN1,N0(X
t), Xt
∗
0 = piN1,N0(X
t
0) and
Xt
∗
1 = piN1,N0(X
t
1). Now set X
s′′ = piXt∗
0
,Xt
∗
1
(Xs) and X ′′0 = piXt∗
0
,Xt
∗
1
(X0). Note
X ′′0 =piXt∗
0
,Xt
∗
1
(X0) =
=pipiN1,N0 (Xt0),piN1,N0(Xt1)(piN1,N0(X1)) =
=piN1,N0(piXt0,Xt1(X1)) = piN1,N0(X
′
1).
Thus t˚∗ ∈ piN1,N0(X
′
1) = X
′′
0 , hence t˚
∗ ∈ Xs′′. (See fig. 5.) Since s˚ ∈ Xs′′ and
Xs′′ ∈ N0 we get o(ipN0 (s, t∗)) ∈ Xs′′. Since ot(Xs′) = ot(Xs′′), s˚ ∈ Xs′∩Xs′′ and
o(ipN0 (s, t∗)) < s˚ we get o(ipN0 (s, t∗)) ∈ Xs
′
. 
Claim 4.10. Assume N ∈ M(κ) and p¯ is an M ↾ 〈N〉-amenable family. Then
there is a 〈κ,N〉-partial order r such that for each a ∈ N ∩ M(>κ), ≤r↾ a is a
〈κ, a ∩N〉-partial order.
Proof. If 〈N,N0, N1〉 is an M(κ)-splitting point then let r be the partial order
constructed using lemma 4.8. Otherwise set xr =
⋃
{xpN0 | N0 ∈ N ∩ M(κ)}
and ≤r=
⋃
{≤pN0 | N0 ∈ N ∩ M
(κ)}. We need to show that if a ∈ N ∩ M(>κ),
s, t ∈ xr, and s˚, t˚ ∈ a ∩N then ir(s, t) ∈ a ∩N .
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N
t˚ ∈ N1
s˚, t˚ ∈ H1
s˚, t˚ ∈ Xt
s˚ ∈ Xt0
s˚, o(ipN0 (s, t∗)) ∈ X1
s˚, o(ipN0 (s, t∗)) ∈ X ′1
t˚ /∈ X ′1
s˚, t˚ ∈ Xt1
s˚, o(ipN0 (s, t∗)) ∈ N0
s˚ ∈ H0
s˚, t˚ /∈ X0
Figure 3. The recursive case.
Assume there is N0 ∈ N ∩M(κ) such that s˚, t˚ ∈ N0. Then ir(s, t) = ipN0 (s, t)
and s˚, t˚ ∈ a∩N0. By the intersection property there is a0, a1, a2 ∈ (N0∪{N0})∩M
such that a ∩ N0 = a0 ∩ a1 ∩ a2. By induction, o(ir(s, t)) ∈ a0 ∩ a1 ∩ a2, hence
o(ir(s, t)) ∈ a ∩N .
Now assume there is no set N0 ∈ N ∩M(κ) such that s˚, t˚ ∈ N0. Then there are
N0, N1 ∈ N ∩M(κ) such that 〈N,N0, N1〉 form an M(κ)-splitting point. Without
loss of generality assume supN0 < supN1, s˚ ∈ N0 \ N1 and t˚ ∈ N1 \ N0. Then
ir(s, t) = ipN0 (s, piN1,N0(t)). By claim 4.9 o(i
pN0 (s, piN1,N0(t))) ∈ a ∩ N0, hence
o(ir(s, t)) ∈ a ∩N . 
In the following lemma there is an inductive construction along M(κ
+). This is
enough due to the nice structure of the intersection property sets in the gap-2 case.
This can be carried on to the finite case gaps. When going to the inifinte gaps, the
inductive construction will be more fine.
Lemma 4.11. Assume N ∈ M(κ) and p¯ is an M ↾ 〈N〉-amenable family. Then p¯
can be extended to an M ↾ 〈N ∪ {N}〉-amenable family.
Proof. Construct the partial order r using claim 4.10. We will construct by induc-
tion along N∩M(κ
+) the family of partial orders 〈pX,N | X ∈ N∩M(κ
+)〉 as follows.
Choose an ∈-minimal structure X ∈ N ∩M(κ
+) such that pX,N is not defined yet.
If there is no such structure then the induction along N ∩M(κ
+) terminates. Other-
wise p¯ is an M ↾ 〈X,N〉-amenable family. Use lemma 4.6 with p¯ ↾ 〈X,N〉 and r to
extend p¯ to an M ↾ 〈X ∪ {X}, N〉-amenable family. Complete this step by setting
pX′,N = piX,X′(pX,N ) and ppiX,X′ (A),X′,N = piX,X′(pA,X,N ) for each X
′ ∈ N ∩M(κ
+)
such that ot(X ′) = ot(X) and A ∈ X ∩N ∩M(κ
++).
14 CARMI MERIMOVICH
N
t˚, t˚0 ∈ N1
ß, t˚ ∈ H1
s˚, t˚ ∈ Xt
s˚, t˚0 ∈ Xt0
s˚, o(ipN0 (s, t∗)), t˚0 ∈ X1 s˚, o(ipN0 (s, t∗)), t˚ ∈ X ′1
s˚, t˚ ∈ Xt1
s˚, o(ipN0 (s, t∗)), t˚0 ∈ N0
s˚ ∈ H0
s˚, t˚0, t˚
∗, o(ipN0 (s, t∗)) ∈ Xs s˚, o(ipN0 (s, t∗)), t˚ ∈ Xs′
s˚, t˚ /∈ X0
t˚0 ∈ X0
Figure 4. The first non-recursive case.
When the induction along N ∩M(κ
+) terminates set
xp
′
N =
⋃
{xpX,N | X ∈ N ∩M(κ
+)}
and let ≤p
′
N be the transitive closure of
⋃
{≤pX,N | X ∈ N ∩M(κ
+)}.
Use lemma 2.2 to construct pN ∈ PκN such that pN ≤ p
′
N and x˚
pA,N = A ∩ N ∩
M(κ
++). 
Theorem 4.12. There is an admissible 〈κ, κ++〉-partial order.
Proof. We construct an M-amenable family by ∈-induction along M(κ) as follows.
Let N ∈ M(κ) be ∈-minimal for which pN is not defined yet. If there is no such N
then the induction terminates. Otherwise p¯ is an M ↾ 〈N〉-amenable family. Use
lemma 4.11 to extend p¯ to an M ↾ 〈N ∪ {N}〉-amenable family. Complete this
step of the construction by setting pN ′ = piN,N ′(pN ), ppiN,N′(X),N ′ = piN,N ′(pX,N ),
and ppiN,N′(A),piN,N′(X),N ′ = piN,N ′(pA,X,N ), for each N
′ ∈M(κ) such that ot(N ′) =
ot(N), X ∈ N ∩M(κ
+), and A ∈ X ∩N ∩M(κ
++).
When the induction terminates set Z =
⋃
{xpN | N ∈ M(κ)} and ≤=
⋃
{≤pN |
N ∈ M(κ
+)}. Then 〈Z,≤〉 is an admissible 〈κ, κ++〉-partial order. 
WIDER THIN – VERY TALL SUPERATOMIC BOOLEAN ALGEBRAS 15
N
t˚, t˚0 ∈ N1
s˚, t˚ ∈ H1
s˚, t˚ ∈ Xt
s˚ ∈ Xt0
s˚, t˚∗, o(ipN0 (s, t∗)), t˚0 ∈ X1
s˚, t˚∗, o(ipN0 (s, t∗)) ∈ N0
s˚ ∈ H0
s˚, t˚∗ ∈ Xt
∗
s˚ ∈ Xt
∗
0
s˚, t˚0, o(i
pN0 (s, t∗)) ∈ Xs s˚, o(ipN0 (s, t∗)), t˚∗ ∈ Xs′′ s˚, o(ipN0 (s, t∗)), t˚ ∈ Xs′
s˚, t˚∗ ∈ Xt
∗
1
t˚∗ ∈ X ′′0 t˚ ∈ X
′
0
s˚, o(ipN0 (s, t∗)), t˚ ∈ X ′1
s˚, t˚ ∈ Xt1
s, t /∈ X0
t˚0 ∈ X0
Figure 5. The second non-recursive case.
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