Abstract-Kirchhoff's surface integral representation (KSIR) is used to calculate the near and far fields from the finite difference time domain (FDTD) simulation. The KSIR is very simple to implement and its distinct advantage is that the calculation of any of the six field components depends on the value of the same field component over a closed surface. This avoids interpolation errors when using the popular Yee scheme for FDTD. In addition to its efficiency and simplicity of implementation, the KSIR leads to highly accurate near fields that reduce absorbing boundary condition (ABC) errors.
I. INTRODUCTION
O PEN region electromagnetics radiation problems span wide disciplines within electromagnetics applications. A classification of these problems can be made according to the location of the physically measurable quantity of interest. The measurable quantity can lie: 1) very close to the object under study, such as when calculating the parameters of a microstrip transmission line; 2) in the near-zone region of the object as encountered in electromagnetic compatibility and interference studies (EMC/EMI); or 3) at an electrically and physically large distance from the object, as the case would be in radar cross section (RCS) analyses. The finite difference time domain (FDTD) method, when applied in conjunction with an accurate absorbing boundary condition (ABC) can be a powerful tool for solving these open region problems. However, depending on the particular type of problem, the efficiency of the FDTD code can be variant as to render the method, at times, impractical. More specifically, when desiring fields in the near-zone region, as in type 2), enlarging the FDTD computational domain to enclose the near-zone observation points can be very costly in terms of computer resources and run time. In fact, for many practical problems, the desired frequency band of the simulation and the fine resolution of the structure make direct FDTD calculation of the near zone simply impossible. However, even if resources were abundant, and inefficiency is tolerated, brute force direct FDTD calculation is not recommended for three reasons: 1) when enlarging the FDTD computational domain to include the near-zone points, the accuracy of the ABC is jeopardized since it experiences higher levels of energy incident at oblique angles, which, in general, will be poorly absorbed; 2) grid Manuscript received March 25, 1996; revised August 26, 1996. The author is with Digital Equipment Corporation, Maynard, MA 01754 USA.
Publisher Item Identifier S 0018-926X(97)03192-X. dispersion errors increase with the size of the computational domain. These errors can be detrimental in applications requiring high-phase accuracy; and 3) the larger the domain, the longer the time needed for the simulation and, hence, the potential for instability in the time-marching scheme increases. Instead of direct FDTD computation, field extension (FE) techniques were developed to calculate the field outside the FDTD computational domain [1] - [4] . These techniques invoke Huygens principle which requires finding the magnetic and electric currents on an imaginary surface that fully encloses the primary and secondary sources of radiation. In this work, we bypass the use of Huygens principle and work directly with the primitive Kirchhoff's surface integral representation (KSIR). The KSIR offers several advantages. First, the KSIR does not involve time integration terms and, thus, can be much more efficient to implement. Second, to calculate any of the six field components at any location outside the surface, we only need to integrate an expression involving that same field component over the closed surface. This eliminates field interpolation that is essential to obtain and on the same surface. Finally, the KSIR allows for calculating all the field components independently. This allows for direct and simple parallelization of the FE code.
In this work, the numerical implementation of KSIR into a Yee-cell-based FDTD algorithm is discussed. The formulation is validated by comparison with direct FDTD calculation. Finally, comments are offered on the effectiveness of KSIR in reducing ABC errors.
II. FORMULATION
The Kirchhoff's integral representation is a relationship between the field inside a closed volume and the field and its derivatives on the surface of :
where is the unit normal vector to the surface, is the speed of light in free space, and ret indicates that the integrand is evaluated at the retarded time . The derivation of (1) can be found in several books but the treatment by Jackson [5] is very thorough and insightful.
0018-926X/97$10.00 © 1997 IEEE The KSIR was originally derived as an approximation tool for predicting radiation from apertures (see [5] ). In the original development, the field distribution over the aperture or surface is approximated as the incident or primary field (typically the known field in the absence of the aperture.) In FDTD, the KSIR is used as an exact expression for determining the field in the exterior of the computational domain. The natural suitability of (1) to standard Yee-cell-based implementation in rectangular coordinates becomes evident when it is realized that can be any of the six field components. This feature allows for calculation of each component independently of the others. This consequently leads, as will be detailed below, to a precise evaluation of the external fields since interpolation of the or fields at the surface will not be needed. Here, we outline the steps needed for simple implementation of (1) into a standard FDTD code, based on the Yee cell. To illustrate how (1) is discretized for FDTD implementation, we consider the value of the integral over only one of the six plane surfaces. Without loss of generality, we choose the surface in the -plane, at , where is the FDTD index, and let
. We then employ a change of variable in the time domain; that is, instead of using retarded time, we express the calculated field as a function of the advanced time . We denote the contribution to of the integral over this surface as . At time step , the time and derivatives are approximated by by a second-order accurate center difference formula
For each observation point, is a continuous function whose domain is the integration surface. However, in numerical evaluation of the integral where is defined with respect to each cell, becomes a discrete function with nonuniform spacing and, thus, takes on values at time instances that are not separated by the FDTD time step . Therefore, for uniformity and ease of implementation, we present as a discrete sequence with a uniform time step equivalent to . The time sequence index corresponding to is denoted by and is equal to the nearest integer to , which we define as . Substituting (2) and (3) in (1), and using staircase approximation of the integrand in (1), we have (4) where In (4), is the distance from each subsurface to the observation point and is the angle that the normal of makes with the observation point. The primed indexes reference the summation surface and should be differentiated from the usual FDTD indexes . Finally, combining and sorting the three terms in (4) according to their time arguments, we have (5) where (6) (7) (8)
Notice that no additional storage requirements are needed that are typically associated with FDTD time-derivative implementation. Here, we use a scheme similar to [1] in which the appropriate contribution to is made as the FDTD loop is executed. To illustrate this, we note that is a sequence in discrete time. At the th time step, , , and are computed, and only is added to the register (remember that ). In the next iteration, , , and are calculated, and only contributes to . The final contribution to comes from , which is calculated at the time-step . In each iteration, the terms that do not contribute to are added to either of the two registers or in a consistent manner. This procedure is repeated for each subsurface . This scheme is explained in the diagram shown in Fig. 1 , where the arrows indicate the contribution to the sequence from the FDTD iterations. Finally, the contribution of the remaining five surfaces is added in a similar manner.
The added cost to implementing the KSIR is due to the multiplications and additions that are required to calculate the terms. The only increase in memory requirement comes from the storage of the two parameters and which are calculated once for each of the subsurfaces . Therefore, the maximum increase in computer memory is , where is the largest dimension of the computational box. As will be discussed in the section on validation, optimal results are obtained for the surface providing the tightest fit to the structure.
The remaining five field components are calculated in a similar manner. In standard Yee-cell FDTD implementation, the -and -field components are one-half cell apart. , , and all lie on one surface in the plane, as shown in Fig. 2 , and therefore, these three fields can be calculated using the same surface used above. The remaining three-field components, , , and , lie on a second surface, which is apart from the first surface. The difference in the location of the two surfaces, however, does not introduce any complications since each field is calculated independently from the rest and, therefore, a unique surface can be used for each field component This is another major difference from earlier FE techniques where it is required to interpolate the and fields such that and are computed on a single surface. The only requirement dictated by KSIR is that when calculating each field component, the surface used must completely enclose the sources of radiation.
III. VALIDATION
In this section, we discuss a simple dipole antenna problem and use the KSIR formulation to express the field at an observation point, which is in close physical proximity to the antenna. Over the entire part of the useful energy spectrum, the point of observation chosen will be in the near-field zone.
Consider a simple dipole antenna of length of 42 mm, including the source region. The excitation is a current source The time dependence of is given by the derivative of Gaussian function (10) where is a time offset and is the width of the pulse. The FDTD cells sizes is set to mm to allow for reasonable resolution of the antenna structure, and the time step ps is sufficient to satisfy Courant's criterion. The width of the time pulse is set to to give a simulation frequency range extending up to approximately 40 GHz. The size of the FDTD computational domain is , as illustrated in Fig. 3 . The simulation was run for 1000 time steps.
To test the validity and accuracy of the KSIR formulation, we consider an observation point within the FDTD computational space, but outside the KSIR surface. Obviously, in a practical application, the KSIR is intended to give field values outside the FDTD domain, but the methodology here provides a convenient method by which the KSIR formulation can be validated by comparison with direct FDTD results.
Let the observation point be at , and let the KSIR surface be defined by a box whose sides are displaced ten cells inward from each terminal boundary. accurate complementary operators method (COM4) [6] is used for mesh truncation in both cases. It is evident from these results that the KSIR formulation gives highly reliable results for the time domain and the frequency domain. The KSIR and direct FDTD solutions can hardly be distinguished from each other, and only a slight difference was detected when the scale was expanded as shown in Fig. 4(b) .
In the next experiment, we use a low-accuracy low-cost ABC such as Liao's second-order boundary condition (henceforth referred to as Liao's second) and compare the solutions obtained using KSIR and direct FDTD to the reference solution. (The reference solution was obtained using a larger computational domain of size with COM4.) The results in the frequency domain, presented in Fig. 6 , show that using KSIR in conjunction with Liao second gives highly accurate solution, which implies that KSIR minimizes the errors that are introduced by Liao's second.
Finally, we make a comparison between the solutions as obtained using KSIR with Liao second and KSIR with COM4. In Fig. 7 , we show the errors in the source-normalized frequency response. Aside from the peak at 9.18 GHz, which is irrelevant since the field has a null there, the KSIR computation is observed to give improvements when either COM4 or Liao second is used, although it is more pronounced for Liao second since it gives lower accuracy from the start. Further insight is gained by isolating the error due to KSIR calculations only, as presented in Fig. 8 . We observe that the error magnitudes for the two solutions are almost identical.
From these preliminary yet insightful results, we see that the KSIR calculation is not only highly accurate, but also highly insensitive to the mesh-truncation technique that were experimented with in this work. However, it is expected that this conclusion applies to mesh-truncation techniques and ABC's in general. This is because the ABC in effect makes the boundary act as a source of evanescent waves that decay into the computational domain. The farther we go away from the terminal boundaries, the less the ABC error [7] . This implies that the KSIR or FE techniques, in general, can be used also as means to obtain accurate field computations, even when the observation point lies within the FDTD computational domain. Such high accuracy would have been possible only if higher accuracy sophisticated truncation techniques are employed, which usually add to the cost of simulation.
The application of KSIR to obtain a near-field solution at an observation point that lies within the computational domain is restricted to points that are outside the integration surface, however, there is no restriction on the shape of the surface. In the example considered, the most suitable integration surface was a box. For radiating structures that are more complex, it would be advantageous to have an integration surface that forms the closest fit to the structure, thus making it possible to compute near fields that are in close proximity to the structure.
IV. CONCLUSION
The KSIR is used to provide field extensions into the near or far field from FDTD simulation. The implementation is simple and efficient and gives direct physically measurable fields without the need to go through vector potentials that can complicate and increase the cost of implementation. Fur-thermore, the traditional electric and magnetic currents that are part of the Huygens equivalence formulation are avoided, thus eliminating a source of error that arise from interpolation at integration surfaces. The integration surface used for KSIR computation is positioned at a distance from the terminal boundary, which leads to suppression of ABC errors that arise mainly from reflection of evanescent fields. Finally, the calculation of each of the field components depends only on the same field component over the integration surface. This makes the KSIR well suited for parallelization.
