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"The mountains are calling and I must go,
and I will work on while I can, studying incessantly"
- John Muir, naturalist
“For as the rain and the snow come down from heaven
and do not return there but water the earth,
making it bring forth and sprout,
giving seed to the sower and bread to the eater,
so shall my word be that goes out from my mouth;
it shall not return to me empty,
but it shall accomplish that which I purpose,
and shall succeed in the thing for which I sent it."
- excerpt from Isaiah 55
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ABSTRACT
Seismic waveform modeling is a powerful tool for seismologists to learn about the
Earth’s dynamics, either how a natural hazard evolves with time, or the long-term
deformation process governed by fine-scale structures along boundaries inside the
Earth. Knowing that the recorded seismograms reflect the cumulative effects of
the source, the earth structure, and the instrument response, I carefully study the
characters of the seismograms such as the arrival time, amplitude, frequency content,
and multipathing, for several settings, with the goal of improving our description of
either the source or the structure.
Part 1 focuses on source characterization for non-earthquake natural hazards. I
performmoment tensor inversions for the large seismic events at the Kilauea summit
to infer the triggering mechanisms for the explosive eruptions and caldera collapse
during the 2018 eruption sequence. The addition of infrasound data is crucial to
resolve the uncertainties in the moment tensor solutions, particularly the depth and
the necessity of the isotropic component. I also present a new mechanistic model to
describe the seismic signal from debris flow and apply to the 2018 Montecito debris
flow in which key parameters such as boulder size and flow rate and their evolution
during the event can be determined using a single seismic station.
Part 2 consists of three studies spanning from the crust to the core, where forward
waveform modeling is used to improve our understanding of the sharp structural
boundaries and their role in observed ground motion and long-term dynamics. Nu-
merical simulation and dense array analysis are used to model the direct effect of
shallow basin structures in Los Angeles on shaking duration and reveal the impor-
tance of basin edges and attenuation model for predicting ground motion during
large shallow ruptures. I also identify a strong velocity contrast in the lower crust
– upper mantle structure across the San Andreas plate boundary system and, given
velocity is a proxy to lithospheric strength, the sharp contrast can have a signifi-
cant role in modulating the long-term plate deformation. Lastly, we observe strong
waveform anomalies at the edge of the Pacific Large Low Shear Velocity Province
(LLSVP) which have great importance in governing deep mantle convection. To
fit the observation, I propose a model of ultra-low velocity zone (ULVZ), plume
and slab interacting at the edge of the LLSVP. The configuration and location of
this ULVZ-plume-slab interaction is important in inferring the mechanism behind
plume generation which gives rise to the Hawaii-Emperor Seamount chain.
ix
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1C h a p t e r 1
INTRODUCTION
A major source of information on the dynamics during natural hazards and long-
term dynamics within Earth comes from seismology. The recorded seismic waves
provide detailed source processes that excite these waves and reveal the structure
of the Earth’s interior at various length scales, which govern regional and global
deformation. These waveforms can be represented as a sequence of linear filters
where the recorded ground displacement, U is a result of a source function (S),
operated on a propagation function (G) and modulated by the recording instrument
response (I), such thatU = S ∗G ∗ I. Seismic waveform modeling studies have built
on this concept of linear filter theory by separating the contribution of the source and
the structure to study their individual effects on the character of the observed wave-
forms such as arrival time, amplitude, frequency content, or multipathing effect.
The procedure involves modifying either S orG to generate synthetic measurements
that best match the observation. Through waveform modeling, seismologists have
made significant advances in understanding complex earthquake rupture processes
and also described new novel seismic sources such as glacial earthquakes [1] and
seismic noise generated by sediment transport in rivers [2]. The propagation ef-
fect, which involves the medium that the seismic waves are traveling through, are
accounted by the accurate description of regional and global Earth models. In re-
cent decades, several developments including the expansion of instrument coverage,
new data sets including ambient noise, and advances in computational power have
further improved our capability to image the three-dimensional velocity structures
in the Earth and provide crucial constraints to the properties of the Earth’s interior
structures.
Seismic waveform modeling, using both the forward and inverse approaches, has
been instrumental in understanding the physics behind the generation of these seis-
mic waves, and helps resolve many outstanding problems in the Earth sciences
including, but not limited to, predicting ground motion during catastrophic earth-
quakes, providing early warning for natural hazards, and describing the nature of
mantle convection. However, there remain challenges to accurately describe the
source and propagation terms due to several reasons, such as inherent trade-offs in
seismic observation and lack of sharp details in the tomography models. In this the-
2sis, I will demonstrate how modeling new seismic (and non-seismic) observations
through forward numerical simulations and inversion can overcome these challenges
and improve the descriptions of the source and structure terms in five different con-
texts, and therefore refine our overall understanding of dynamics in natural hazards
and the role of sharp boundaries in controlling deformation process.
1.1 Studies on Seismic Sources
For seismic sources shorter compared to the observed seismic wavelengths, the
sources can be considered as point sources and mathematically represented by a 3
x 3 symmetric tensor called the moment tensor [3]. Tectonic earthquakes, which
are modeled as shear fractures, can be represented by a specific moment tensor
representation that is a double-couple source where both the trace and determinant
of the moment tensors are zero. The description of the moment tensor, however, is
fully generalized, and can be used to describe more complicated non-double-couple
seismic sources such as volcanic eruptions (e.g. [4]) and nuclear explosions (e.g.
[5]). In Chapter 2, moment tensor inversion is used to characterize a series of
seismic events marking the eruption and collapse of the Kilauea caldera at Hawaii
in 2018. However, characterizing non-double couple sources using only long period
waveforms is challenging as there is a strong correlation between the two non-double
couple parameters, i.e. isotropic and compensated-linear-vector-dipole (CLVD)
components [6]. By incorporating the information from infrasound data, which is
sensitive to the upward radiated seismic energy, we can resolve the source ambiguity
from seismic data alone, distinguish the contribution of isotropic component to the
seismic source, and therefore identify a distinct evolution of the seismic sequence,
from explosions to normal faulting collapse events. Particle motion from seismic
data further constrains the migration of the seismic source, which helps us to infer
how the deformation at depth controls the collapse process.
While moment tensor is an effective tool to understand the seismic energy from
sources at depth, there is an increasing need to develop theoretical frameworks
to interpret seismic signatures from unconventional sources such as debris flows.
In Chapter 3, we present a new mechanistic physical model (published in [7])
to describe the seismic ground motion generated by debris flows and apply the
model to the devastating debris flows in Montecito, California on 9 January 2018.
By fitting the amplitude and the frequency spectrum of the seismic signal using
the model, several key parameters controlling debris flows, such as the debris-
flow speed, boulder sizes, and location, can be estimated. Our model provides a
3key step towards creating a physics-based early warning system, which is a major
improvement from previous empirical approaches that are very site-specific.
1.2 Studies on Sharp Structural Boundaries
Careful identification of the seismic phases has revealed many major discontinuities
and structural and compositional boundaries within the Earth’s interior including
the Moho, the mantle-transition zone, and the core-mantle boundary. While seismic
tomography has been extremely useful in revealing 3-D heterogeneities within the
earth, the smoothing process during the seismic tomography inversion inherently
smears the sharp boundaries. The remainder of this thesis will traverse from the
crust to the core, using forward waveformmodeling to improve our understanding of
sharp boundaries and their role in observed ground motion and long-term dynamics.
Chapter 4 focuses on modeling the direct effect of shallow basin structures in Los
Angeles on ground motion intensity and shaking duration, most prominently dur-
ing shallow earthquakes. From beamforming analysis on dense array data, we
can deduce that the role of basin edge in exciting the long duration. Combining
observations and results from numerical simulations based on the current 3-D ve-
locity models, we show that to improve our overall capability in predicting ground
motions during future earthquakes, a better description of shallow heterogeneities,
sharp boundaries, and the shallow attenuation model is necessary.
Chapter 5, published in [8], concerns the challenges in resolving the lower crust –
upper mantle velocity structure across the boundary between the Pacific plate and
North American plate. While there may be little travel time differences observed
in the teleseismic phases with nearly vertical ray paths, regional long period SH
waveforms suggest otherwise, and show strong travel time variations across the
boundary. From numerical simulations, we can show these travel times are best fit
by a model consisting of a fast lid abutting a thick slow crust. Taking velocity as a
proxy to lithospheric strength, this sharp contrast has a strong influence in how the
plate boundary deforms over time and may explain the observed asymmetric strain
rate across the boundary.
Lastly, in Chapter 6, we recognize several observations, that are the rapid variation
of differential ScS-S travel time and multipathing of Sdiff phase, at the edge of the
Pacific Large Low Shear Wave Province (LLSVP) southeast of Hawaii, cannot be
explained by the global tomographic models and require fine-scale strong hetero-
geneities at the lowermost mantle. Using an iterative forward modeling approach,
4we propose a model of ultra-low velocity zone (ULVZ), plume, and slab at the
edge of the LLSVP that best fits the observation. The configuration and location
of this ULVZ-plume-slab interaction, estimated from the modeling process, is im-
portant in inferring the mechanism behind plume generation which gives rise to the
Hawaii-Emperor Seamount chain.
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5C h a p t e r 2
INSIGHT ON THE EVOLUTION OF KILAUEA CALDERA
DURING THE 2018 ERUPTION THROUGH SEISMIC SOURCE
CHARACTERIZATION
2.1 Abstract
The deformation at the Kilauea summit and Lower East Rift Zone during the 2018
eruptive episode shows a tightly-connected magmatic plumbing system from the
summit caldera to the lower east rift zone. Using multiple approaches including
seismic waveform analysis, moment tensor inversion, and infrasound simulation, we
characterized the 62 M4.7+ events at the summit from 2018-05-17 to 2018-08-02
to infer the evolution of the magmatic reservoir and its impact on the caldera-
rift system. The inclusion of local seismic and infrasound data is particularly
important in ascertaining the role of non-double couple component in these seismic
events. We estimated that the first 12 events from 2018-05-17 to 2018-05-26
to be highly explosive and share the same source location as explosive events
triggered by past rockfalls. We inferred the source to be the previously-estimated
Halema’uma’u reservoir, based on both seismic inversions and travel times of the
infrasound signal. Once the reservoir has drained sufficiently and is no longer
pressurized, the explosive events ceased, and the caldera subsequently experienced
partial collapse through a series of shallow normal events along inward dipping
faults, with minimal non double-couple contribution. The migration of the sources
suggested by the seismic and infrasound data coincides with the change of surface
deformation patterns observed independently by geodetic signals and radar imagery.
The characterization of these large seismic events provides important constraints on
the triggering mechanisms for the explosions and collapses which is driven by
magma withdrawal from the summit due to the rift intrusion. In particular, we infer
the collapse events to be represented by a combination of piecemeal-trapdoor-style
collapses and differ from the commonly assumed ‘piston’ model.
2.2 Introduction
Caldera collapses at basaltic volcanoes are very dynamic and often coupled with
intense eruptions at the caldera and rift intrusions along the flanks, posing major
geological hazards to the local communities and the global airline industry. Charac-
6terizing the large seismic events associated with the eruptions and caldera collapses
is one way to understand the mechanism behind the caldera collapse and monitor
the overall evolution of the caldera-rift zone system. The 2018 Kilauea eruption,
well-recorded by multiple complementary geophysical instruments, provides an
unprecedented opportunity to study the dynamics during caldera collapse. The
eruption evolved over the course of several months starting in late April until early
August, with the opening of new fissures downstream at the Lower East Rift Zone
(LERZ) in early May, intense seismicity including the largest Mw 6.9 earthquake in
43 years along the décollement, draining of lava lake at the summit and numerous
Mw 4.7 to 5.4 seismic events associated with the volcanic eruptions and subsequent
collapse of the caldera [1]. The eruptive behavior at the rift such as effusive surges
followed by collapse events at the summit [1] and the almost-linear relationship of
volume change between the summit subsidence and LERZ lava flows [2] suggest a
very well-connected subsurface magma plumbing system from the summit to the
rift zone. Therefore, understanding the seismic events at the summit can provide
critical insights into the changes in the subsurface magmatic reservoirs near the
summit, and their role behind volcanic explosions and caldera collapses.
Apart from Kilauea, strong seismic activity during caldera collapse has been
recorded at a few volcanoes globally (e.g. Bárðarbunga, Iceland [3], Piton de
la Fournaise on Réunion Island [4, 5] and Miyake-jima, offshore Japan [6]). Due
to difficult accessibility, these processes are monitored with stations at teleseismic
distances and few on-site stations. The characterization of the seismic source mech-
anisms is restricted in using only far-field long-period surface-wave data. However,
there are several limitations. First, the long period waves have little depth sensitiv-
ity and cannot resolve shallow depths [7]. For instance, at Piton de La Fournaise,
Fontaine et al. [4] find similar mechanisms fit waveforms at a large range of depth,
between 5 and 15 km. The magma reservoirs beneath volcanoes are complex,
multi-layered, and can occupy a wide range of depths, from 1-2 km beneath the
surface to a depth of ~20 km. Accurate determination of the source depths can help
identify which reservoir is deforming and provide high resolution of the subsurface
magmatic process.
In addition, caldera collapse often generates seismic sources with significant non
double-couple contributions. However, the long-period waveform is unable to dis-
tinguish the isotropic and vertical compensated linear vector dipole (CLVD) com-
ponents for shallow earthquakes such as these volcanic events due to the strong
7correlation between the two components [8]. This has strong implications in the
interpretation of the collapse mechanisms, demonstrated in the following two ex-
amples. Volcanic earthquakes, resolved using centroid moment tensor method (e.g.
[9, 10]), consider deviatoric solution (trace ofmoment tensor equals to zero) and pre-
fer compensated-linear-vector-dipole (CLVD) focal mechanisms, either by vertical
compression (vertical-P) or extension, which indicates ring-faulting. Meanwhile,
at Miyake-jima, distinct very-long-period (VLP) events at 10 - 50 seconds with
dominant volumetric components are observed, which is interpreted as inflationary
signals from a piston-like collapse, where magma flow causing the piston to slide
and pressurize the magma chamber, causing the chamber to expand [6].
Incorporation of local, near-field data can help discriminate the source process. For
example, Duputel and Rivera [5] were able to use stations within 10 km to ascertain
the role of vertically closing crack, rather than ring-faulting, in the collapse of Piton
de La Fournaise and determine the overall duration of the source time function.
Using other types of geophysical data can further complement seismic data by
providing a different perspective on the source process. An example of such use is
the inclusion of pressure gauge array data in the 2015 volcanic tsunami earthquake
at the submarine Smith Caldera [11] as the pressure gauge is sensitive to energy
radiating upward from the source. Fukao et al. [11] showed that the recorded tsunami
motion required a significant sea-surface uplift which cannot be reproduced by the
vertical-CLVD seismic source model published in the catalogs and require a new
mechanism with efficient tsunami but weak seismic radiation.
The dense and diverse instrumentation on the Kilauea summit, including broadband
seismometers, accelerometers, and infrasound sensors maintained by the USGS
Hawai’i Volcano Observatory (Figure 2.1), allows us to use multiple perspectives
to describe the possible source mechanisms involved in the complex sequence of
explosive eruptions and subsequent collapse at Kilauea. The goal of this study is
to use direct observations from seismic and infrasound data, and moment tensor
inversion to characterize the large Mw 4.7 to 5.4 seismic events recorded at the
Kilauea summit and understand the evolution during the 2018 Kilauea eruption. In
the following sections, we will discuss: how the past deformation activity at Kilauea
provides our knowledge on the magmatic system at Kilauea; direct observation from
seismic and infrasound data on the 2018 eruption showing four distinct episodes;
the moment tensor inversion results for the explosions and collapses, identifying
the changes in source characteristics; the mechanisms driving the collapse; and
8lastly how the quasi-periodic seismic events reconcile with the continuous aseismic
deformation throughout the eruption.
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Figure 2.1: Distribution of instruments in southeast Hawai’i. Map highlights the
main features of the Kilauea Volcano, the summit caldera and the Lower East Rift
Zone where the eruptive fissures are located. The inset shows the main features
of Kilauea Caldera, including the smaller Halema’uma’u crater (in dashed black
line), the vent with an active lava lake. The predicted location of the Halema’uma’u
(HMM) magma reservoir is marked by an orange circle in the inset. The red trian-
gles represent broadband seismometers (HH channels), yellow triangles represent
accelerometer (HN channels), and blue squares represent infrasound sensor (BDF
and HDF channels).
2.3 Background of Kilauea Volcano
KilaueaVolcano, one of the youngest shield volcanoes in theHawaiian hotspot chain,
has a long-recorded history of eruptions at the summit caldera and at its flanks along
the rift zones. Prior to the eruption and caldera collapse in the summer of 2018,
a new vent opened within the Halema’uma’u crater at the Kilauea summit in 2008
(Figure 2.1) and marked a decade of small continuous eruptions simultaneously at
the summit and along the east rift zone [12]. This vent is filled with lava and the level
of the lava lake fluctuates in the time scales of minutes to months, over several tens
of meters due to changes in magma reservoir pressure, and to a smaller degree the
outgassing processes [13]. During degassing, a variety of seismic activities, such
9as Very-Long-Period (VLP) events [14, 15, 16], Long-Period (LP) seismicity, and
tremor [17], is often detected, suggesting a connected pathway between the seismic
source and the vent at the summit. Furthermore, observed since at least the 1990s,
perturbation in themagma systemwithin theKilaueaVolcano also produces episodic
deflation-inflation (DI) events that last hours to days at the summit which induces
temporal changes in flow rate down at the rift zone, showing that the magmatic
plumbing system from the summit to the rift zone is highly connected [18].
This interesting relation between activities at the summit and the eruption behavior
at the rift zone motivates much research to understand the source of the seismic
signal and the controlling mechanisms. The results from various independent tech-
niques and observations, including inversion of tilt meter data of the DI events[18],
deformation modeling using interferometric synthetic aperture radar (InSAR) data
[19], seismic modeling based on radial semblance method [15], grid search of mo-
ment tensor results [14], and P-wave tomography [20], point to a common shallow
source, namely the Halema’uma’u reservoir (HMM, Figure 2.1). HMM is projected
to be slightly east of the Halema’uma’u crater, at a depth of between 1 - 2 km below
the surface and thought to be connected through a network of dikes and sills to a
deeper magma reservoir beneath the southern part of the Kilauea caldera [21].
2.4 Observations
In the 2018 eruption, a total of 62 significant Mw 4.7 to 5.4 seismic events occurred
at the Kilauea summit betweenMay 17 and August 2. These events are recorded by a
permanent monitoring network maintained by USGS Hawai’i Volcano Observatory
(HVO) with a mix of broadband instruments, accelerometers, and infrasound array
covering the caldera vicinity and southern part of the island (Figure 2.1). Using
long period surface waves, both global centroid moment tensor (GCMT) catalog
[https://www.globalcmt.org] and W-phase Moment Tensor catalogs [maintained by
USGS, accessed through https://earthquake.usgs.gov] show that all the 62 events
share very similar focal mechanisms, which are vertical CLVDs with a vertical-P
axis. However, the infrasound waves, which are measured by the nearby AHUD
station (about 4.5 km from crater), indicate otherwise and show a distinction between
the events (Figure 2.2). The first 12 events from May 17 to May 26 have fairly weak
pressure signals, and for the stronger ones, the main peaks show an upward polarity.
The remaining 50 events from May 29 to August 2 have stronger amplitude signals,
with clear initial peaks pointing downward. An upward polarity would represent
compression, which can be seen as volume expansion due to sources like explosions,
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while an initial downward polarity would indicate decompression or rarefaction. In
addition, there is a significant delay in arrival times of the main peaks from the crater
to the station between the first 12 events and the remaining 50 events, which implies
that the two groups of events might be caused by very different source processes.
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Figure 2.2: Figure shows raw infrasound data for AHUD sensor and the Global
Centroid Moment Tensor (GCMT) solutions for the 62 M4.5+ seismic events hap-
pening at the summit. The red dashed line is a marker for origin time and the
orange dashed line marks the expected arrival time of the infrasonic pulse traveling
at acoustic speed (~340m/s) from source to sensor. The GCMT solutions are similar
for all events. The infrasound data, on the other hand, have two distinct patterns.
Data from 05/17 to 05/26 vary greatly between each event and have no clear arrival
at the expected time. Data from 05/29 onwards have a distinct high frequency signal
followed by a strong downward pulse which travels at acoustic speed. The data are
plotted on the same amplitude scale.
Long period particle motions from the seismic events are useful in determining
the source location. We calculated the horizontal particle motion using data from
three accelerometers (UWE, HMLE and PAUD, see Figure 2.1 inset) over the
course of the eruption. The data are filtered to long period (12.5 - 33 seconds)
and the back-azimuth is measured by treating the two horizontal components as a
covariance matrix and calculating the angle of rotation of the eigenvector with the
largest eigenvalue. In Figure 2.3, the measurements from the accelerometers are
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shown, as unlike the broadband seismometers, the amplitude of the accelerometer
data remains unclipped throughout all 62 events. In extreme environments such as
volcanic caldera, the strong velocity heterogeneities and sharp topographic change
can distort the ray path from the direct great-circle path, hence the particle motions
from the stations do not project onto a common point at the caldera. Nonetheless,
the particle motions, marked by the back-azimuths, show three consistent transitions
where the seismic source migrate across the caldera. The accelerometer closest to
the caldera, UWE, shows a consistent back-azimuth for the first 12 events fromMay
17 to May 26 (Figure 2.3). The particle motions from the broadband seismometers
show very little variation as well, indicating the seismic source for the first 12 events
are very localized.
For the remaining 50 events, we see the back-azimuth changes with time at station
UWE and PAUD, with a marked transition around June 23 and 25. For UWE, the
Explosion Collapse IICollapse I Collapse III
Data unavailable
Figure 2.3: Backazimuths measured from horizontal particle motions for all the
events. Figure shows backazimuths measured from the horizontal particle motions
for three accelerometers (UWE, HMLE, PAUD). The changes in backazimuth in-
dicate four possible episodes, namely ‘Explosion’, ‘Collapse I’, ‘Collapse II’, and
‘Collapse III’, which is further discussed in the text. The particle motions from
the representative events for each episode are shown and color-coded based on the
episode.
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decrease in back-azimuth shows an eastward migration of the source. For PAUD,
which is located south of caldera, the increase in back-azimuth also shows consistent
migration towards the east. The change in back-azimuth for HMLE is minimal.
Given HMLE is to the east of caldera, an eastward migration of the source would
have little effect on the back-azimuth. The timing of the transition determined by the
particle motion corroborates with the changes in displacement behavior observed in
several GPS stations and tiltmeters at the caldera [1].
The spatial migration is also remarkably consistent with the findings from the differ-
ential topography maps from airborne InSAR reconnaissance surveys [2] and radar
amplitude images (acquired by the Agenzia Spaziale Italiana CosmoSkyMed satel-
lite system, accessed through volcanoes.usgs.gov). The surveys captured snapshots
of the continuous deformation process of the Halema’uma’u crater, at about weekly
to biweekly intervals. First, they showed a localized subsidence at the eastern edge
of the crater, at the same location as the proposed HMM reservoir from May 17
and 26. From May 29 onwards till mid-June, the caldera began to experience major
collapse, first locally at the location of HMM reservoir, then towards the west of
the reservoir with steep drops and big topographic change. From late June to early
August, the collapse migrated eastward with a less severe drop in elevation. The
images further show the collapse is mostly asymmetrical, where the caldera floor
dropped significantly more towards the north, and west compared to east.
From the particle motion analysis, we can determine four distinct episodes in the
whole eruption sequence. Characterizing the source mechanisms during these
episodes will help us to understand how the changes in the subsurface processes
beneath the caldera control the observed deformation.
2.5 Source mechanism from Moment Tensor Inversion
In this section, we will determine the seismic source mechanism for all the 62
significant events through an inversion process of the observed ground motion.
This source mechanism, represented mathematically by a 3 x 3 symmetric tensor
with six independent components, can be decomposed into deviatoric (no volume
change) and isotropic (volumetric) terms [22]. In this study, we use the generalized
Cut-and-Paste (gCAP) method [23, 24, 25] to perform the source inversion for a
few reasons. The Green’s functions are computed with the frequency-wavenumber
method described in Zhu and Rivera [26] with a 1-D layer average model of a
3-D local seismic tomography of Mauna Loa and Kilauea volcanoes in Hawaii
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constructed using regional P-waves [27]. However, we find that the 3-D local
seismic tomography has a very heterogenous velocity structure with phase velocity
perturbation close to 10% even at long period centered at 23 seconds. Anisotropic
behavior cannot be ruled out as well, for fine-scale layering in dyke or sill complexes
can affect shear wave velocities [28]. Given such a complicated velocity structure
which cannot be adequately described in 1-D velocity model, the gCAP method
cross-correlates the predicted and observed waveforms, allowing independent time-
shifts for all three components to maximize the cross-correlation coefficients, and
hence minimize the effect of imperfect Green’s Functions and event location in
the inversion process. The gCAP method includes the decomposition of general
seismic potency (deviatoric and isotropic) and moment source tensors to represent
the relative strength of the double-couple (DC), isotropic (ISO), and compensated
linear vector dipole (CLVD) components within the seismic source. The inversion
process searches for strike, dip, rake, moment, and two dimensionless parameters
which account for the ISO and CLVD source terms. The source is approximated by
a point source, with an isosceles triangular source time function of some duration.
Different weighting for data at near field (< 3km) and far field stations is applied
to prevent the large amplitude waves, particularly from close-by stations, from
dominating the inversion.
The seismic data used in the inversion are recorded by a distribution of seismometers,
14 of those within 3 km of the caldera and 8 within 35 km of the caldera (Figure
2.1). Data from stations further away on the island are not used in the analysis
as they show strong multipathing behavior with no clear single elliptical particle
motion, indicating surface waves arriving in multiple wave fronts. For stations near
the caldera, we only use the vertical component because horizontal components at
long period are highly susceptible to tilt from deflation or inflation processes [29].
Explosions From May 17 to May 26
For the first 12 events betweenMay 17 andMay 26, based on the particle motion and
radar imagery, we set the hypocenter at the location of HMM reservoir (19.4069°,
-155.2752° as reported in Baker and Amelung [19]). The input data are filtered
between 12.5 to 33 seconds (0.03-0.08 Hz). The role of near-field data is particularly
crucial in distinguishing the necessity of a highly isotropic source. The GCMT
solution, which is only deviatoric, can only fit the far-field data and not the near-
field stations (Figure 2.4 and 2.5). Similarly, when we only consider deviatoric
moment tensor solutions (ISO = 0) in the inversion, we found the best fit deviatoric
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solution cannot fit the near-field data (Figure 2.6). On the other hand, we are able to
find full moment tensor solution that fit the near-field and far-field data well (Figure
2.7). With that, we only invert for full moment tensor solutions and performed
grid-search to find the best depth and source duration. The grid search results
show that the events do not share the same source duration (Figure 2.8) and the
source durations are found to be correlated to the length of the pulse in the raw
waveform (Figure 2.9). The source durations of these explosions are much longer
than expected for similar-size earthquakes, from 10 to 20 seconds. Event 4 and 5
have exceptionally long source durations, and hence their focal mechanisms are not
well-determined. The long source duration also indicates the centroid time differs
from the origin by several seconds. However, the use of time-shift in the gCAP
inversion does not allow us to determine the centroid time for each event.
Despite the difference in source duration, we found that the events are highly similar,
with moment magnitude between Mw 4.37 to 4.95, highly isotropic at an average of
72.4% and has significant double-couple component (average 27.4%) and negligible
CLVD component (Figure 2.10). The strike, rake, and dip of the focal mechanisms
remain similar (average 66, -72, 49) and stable throughout the events, as shown in
the bootstrapping analysis (Figure 2.11). As for the source depth, the grid search
results show that most of the explosions fit similarly well at a depth range between
0.5 and 2.5 km, with the best depth at 900 m from surface (Figure 2.8). The depth,
with the uncertainty, is similar to the depths estimated for HMM reservoir in other
studies (1 km in Chouet et al. [14] to 2 km in Baker and Amelung [19]).
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Figure 2.4: Waveform fit of regional data using GCMT solution for explosion
05/17b. Plot shows the comparison of synthetics (in red) generated using the
GCMT solution for explosion on 05/17b (i.e. event 2) with long period surface
wave (in black) recorded by regional stations located 15 to 35 km away from the
source. The source location is fixed at HMM reservoir at 0.900 km depth. The
synthetics are cross correlated with the data to improve fit. The magnitude of the
event is allowed to float as well to minimize the misfit. The fit on regional long
period surface wave using GCMT solution is reasonably well.
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Figure 2.5: Waveform fit of near-field and regional data using GCMT solution for
explosion 05/17b. Similar to Figure 2.4, the plot shows the comparison of synthetics
(in red) generated using the GCMT solution for explosion on 05/17b (i.e. event 2)
with long period surface wave (in black) recorded by both near field stations on the
summit and regional stations located 15 to 35 km away from the source. The GCMT
solution does not fit well for several near-field stations.
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Figure 2.6: Waveform fit of near field and regional data using best-fitting deviatoric
solution for explosion 05/17b. The plot shows the comparison of synthetics (in
red) generated using the best-fitting deviatoric solution inverted using gCAP for
explosion on 05/17b (i.e. event 2) with long period surface wave (in black) recorded
by both near field stations on the summit and regional stations located 15 to 35 km
away from the source. The source location is fixed at HMM reservoir at 0.900 km
depth. The solution fits regional data reasonably well but does not fit well for several
near-field stations.
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Figure 2.7: Waveform fit of near-field and regional data using best-fitting full
moment tensor solution for explosion 05/17b. The plot shows the comparison
of synthetics (in red) generated using the best-fitting full moment tensor solution
inverted using gCAP for explosion on 05/17b (i.e. event 2) with long period surface
wave (in black) recorded by both near field stations on the summit and regional
stations located 15 to 35 km away from the source. The source location is fixed at
HMM reservoir at 0.900 km depth. The solution fits both near-field and regional
data very well.
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Figure 2.8: Grid search results of source duration and depth for all explosions using
gCAP. Figure shows themisfits using various source duration and depth combination
for the fullmoment tensor inversions of the twelve explosions between 05/17 to 05/26
using both near-field and regional data. The misfit in root mean square is scaled to
the best-fit solution for each event, which is marked by the yellow star. Most events
prefer depths at 0.900 km while the preferred source duration is independent for
each event. Event 4 and 5 (both on 05/20) have waveforms more complex than other
events and have little sensitivity to the grid search results.
Ev1: 64 sec
Ev3: 57 sec
Ev11: 53 sec
Figure 2.9: Correlation between source duration from inversion andmeasured pulse
durations. Plots show a strong correlation between the preferred source duration
from inversion and themeasured pulse duration for each event, labelledwith number.
Event 4 and 5 do not fit the trend. Their waveforms are more complicated and their
moment tensor solutions are also poorly determined (Figure 2.10). The pulse
duration is measured from the first zero crossing before onset to the third zero
crossing at the end of the signal. There is no clear correlation between the source
duration and other parameters such as event number (i.e. time) or event magnitude.
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05/17a 05/17b 05/19 05/20a * 05/20b * 05/21 05/22 05/23 05/24 05/26a 05/26b 05/26c
Figure 2.10: Inversion results for the explosions. Graph shows the best-fitting
full moment tensor solutions for all explosions between 05/17 and 05/26, and the
contributions of the isotropic, compensated linear vector dipole (CLVD), and double-
couple components to the solution. Events 05/20a and 05/20b, marked with asterisk,
are poorly determined. For the other events, they show consistently high isotropic
component (72.4%), substantial double couple component (27.4%) with minimal
CLVD contribution. The strike, rake, and dip are also very similar for all the events.
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Event 1: 05/17a
Strike: 66
Rake: -85
Dip: 50
Event 5: 05/20b
Strike: 92
Rake: -62
Dip: 61
Event 6: 05/21
Strike: 59
Rake: -76
Dip: 47
Event 7: 05/22
Strike: 52
Rake: -79
Dip: 47
Event 8: 05/23
Strike: 70
Rake: -76
Dip: 50
Event 9: 05/24
Strike: 65
Rake: -76
Dip: 47
Event 10: 05/26a
Strike: 62
Rake: -77
Dip: 47
Event 11: 05/26b
Strike: 80
Rake: -46
Dip: 55
Event 12: 05/26c
Strike: 70
Rake: -63
Dip: 50
Event 2: 05/17b
Strike: 70
Rake: -79
Dip: 50
Event 3: 05/19
Strike: 70
Rake: -71
Dip: 51
Event 4: 05/20a
Strike: 79
Rake: -80
Dip: 46
Figure 2.11: Figure shows the bootstrapping results for the strike, rake, and dip
for all explosions between 05/17 and 05/26. Only the double-couple component
is plotted on the focal mechanism. Black lines represent the most preferred nodal
planes. Grey lines represent all other nodal planes obtained from bootstrapping.
Events 05/20a and 05/20b, as determined from previous discussion, are poorly
determined. For the other events, the results show consistent strike, rake, and dip.
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Collapses From May 29 to August 2
For events from May 29 and August 2, the waveforms from near-field broadband
stations are clipped and not usable, and therefore we only use far-field stations (10
– 35 km) near the caldera. The input data for the inversion are filtered between 12.5
to 50 seconds (0.02-0.08 Hz). The long period waveforms from the far-field stations
do not have much sensitivity to different centroid locations we tested around the
caldera, so we fixed the location of the hypocenter to be at the same location as the
proposed HMM reservoir.
The limitation of only using far-field stations in the inversion is that we cannot
distinguish between deviatoric and full moment tensor solution as both solutions fit
the waveforms equally well (Figure 2.12). Near-field infrasound signal, on the other
hand, is sensitive to the upward radiation pattern and can distinguish between the
two solutions. For the raw infrasound, we observed two distinct arrivals: (1) weak
broadband wave traveling at the seismic surface wave velocity and (2) strong low
frequency pulse with initial downward polarity and traveling at the acoustic speed
(about 340 m/s) (see Figure 2.2 and 2.13). To test, we generate infrasound synthetics
from the two best-fit solutions using a hybrid Galerkin – 2D spectral element method
[30]. The method accounts for the wave propagation from the seismic source and
the propagation of acoustic wave due to the coupling between solid Earth and
atmosphere. The effects of atmospheric structure and variability can be ignored for
synthetics generated at very close distance to source (less than 4 km). The synthetics
test show that the infrasound signal prefers the deviatoric solution as it preserves the
late upward pulse which is not observed with the mostly isotropic solution (Figure
2.13). On the other hand, stacked antipodal PKIKP polarities compiled by Butler
[31] provide the opposite viewas the energy propagates vertically downward from the
collapse source. These PKIKP have dilatational first motions which is inconsistent
with the mostly isotropic solution. We also tested solutions with different isotropic
contributions and no CLVD component, and found that the PKIKP polarities can
only be fit with solutions with minimal isotropic component at less than 5% (Figure
2.14). Therefore, we only invert for deviatoric solution for the collapse events.
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Figure 2.12: Waveform fit of regional data using best-fitting deviatoric and full moment tensor solution for collapse on 07/15. The
plots show the comparison of synthetics (in red) generated using the best-fitting deviatoric (left) and full moment tensor (right) solutions
inverted using gCAP for collapse on 07/15 (i.e. event 51) with long period surface wave (in black) recorded by regional stations located
15 to 35 km away from the source. The source location is fixed at HMM reservoir at 0.450 km depth. The solutions show that the
regional data cannot distinguish between deviatoric and isotropic solution.
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Figure 2.13: Comparison of raw infrasound and synthetics of deviatoric and
isotropic solutions. Plot shows the comparison of raw infrasound data (stacked
from 06/25 to 08/02) in black and two synthetics generated using deviatoric (red
line) and full moment tensor (mostly isotropic; dashed black line) solutions at depth
of 400 m. There are two signals in the raw data: (1) the higher frequency signal
traveling at surface wave speed and (2) strong downward followed by upward pulse
arriving at acoustic speed. The deviatoric solution is preferred over the isotropic
solution as it captures both the downward and upward pulse.
Figure 2.14: Fit of antipodal PKIKPwith different isotropic solutions. Figure shows
the focal mechanisms expected with different contribution of isotropic component
for the collapse event. TheCLVDcontribution is fixed at zero. The stacked antipodal
PKIKP from Butler [2019] is plotted over the focal mechanisms as a black dot. The
only solutions that match with the dilatational polarity are solutions with very little
isotropic component (< 5%).
Furthermore, the amplitude ratio between the acoustic pulse and Rayleigh pulse
in the infrasound data is sensitive to the source depth, where the acoustic pulse is
significantly stronger than the Rayleigh pulse if the source is shallow. This provides
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additional constraint to the lower bound of depth when seismic waveforms alone
have little depth sensitivity. We found that the amplitude ratio is large (> 2) for source
depths shallower than 1 km (Figure 2.15). For source depth at 2.5km, the amplitude
for both the acoustic pulse and Rayleigh pulse is similarly weak. Apart from depth,
additional slow layer near the surface, which is not properly characterized in the 1-D
velocity model, can further increase the amplitude ratio. The effect of slow layer is
most pronounced for sources at shallower depths and does not significantly affect the
ratio for sources at deeper depths. Based on this qualitative analysis and comparison
with the observation, we can infer that the seismic events occur at depths shallower
than 1 km and possibly rupture all the way to the surface. The seismic events are
estimated to have a magnitude of 5, which indicates a rupture length close to 1 km
[32], so we fix the centroid depth of the seismic events to be at 450 m.
To recap, from infrasound simulations and PKIKP polarities, we place constraints
on the inversion to only consider deviatoric solution at the source depth of 450 m.
The centroid location is fixed at the HMM reservoir. We search a range of source
duration, and choose a total duration of 5 seconds, which is the preferred duration
for the majority of the events. The inversion results show that the remaining 50
events are predominantly normal-faulting events with minimal CLVD component,
and occur along inward-dipping faults (Figure 2.16). These collapse-type events
have three distinct transitions in the parameters (strength of CLVD, strike, rake, and
dip). The timing of the transitions coincides with changes in particle motion and
radar imagery discussed in Section 2.4. In the beginning of the collapse sequence,
the events have higher CLVD with average strike, rake, and dip of (73,-50,75).
From June 8, the strength of CLVD decreases, along with changes in the strike, rake,
and dip with new average of (69,-38,75) until June 25 where the focal mechanism
stabilizes and remain fairly constant till the end of the collapse sequence. The later
focal mechanisms have very little CLVD component, and have an average strike,
rake, and dip of (74,-52,75).
Summary of Moment Tensor Results
The moment tensor inversions show that there are four distinct episodes during the
whole eruptive sequence, namely “Explosion” fromMay 17 toMay 26, “Collapse I”
fromMay 29 to June 7, “Collapse II” from June 8 to June 24 and “Collapse III” from
June 25 toAugust 2. For the explosion events, the preferred solution is predominantly
isotropic (72.4%) over very long source duration (10 – 20 seconds). On the contrary,
the collapse events are non-isotropic, and prefer a mostly double couple solution,
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(a) Comparison of Sources at different depths for three velocity models
(b) Comparison of Sources at same depths for three velocity models
Figure 2.15: Comparison of raw infrasound and synthetics generated at different
depths and with different velocity models. (a) Plot shows the comparison of synthet-
ics generated using deviatoric solution at various depths using the velocity model
used for inversions, and two modified velocity models in which the top 200 and 500
m are replaced with a slow layer. (b) Plot shows similar comparison but for syn-
thetics at fixed source depth for the three velocity models. The synthetics show that
the amplitude ratio between the acoustic and Rayleigh pulse is stronger for source at
shallower depth. The amplitude ratio increases as well when there are slow surface
layer, particularly for sources at shallower depth. We can exclude sources at depth
greater than 1 km, as the amplitude ratio is close to 1, which is not observed in data,
and the ratio does not change greatly with velocity models.
with much shorter source duration (5 seconds). Despite the difference in the non-
double couple contributions, both explosion and collapse events share similar range
of strike, rake, and dip, and similar orientation for the pressure and tension axis,
which means they are subjected to a similar stress field throughout the eruption
sequence. The catalog for the moment tensor solutions can be found in Table 2.1.
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Collapse IICollapse I Collapse III
Figure 2.16: Moment tensor solutions for all collapse events. Plots show the best-
fitting deviatoric moment tensor solution inverted using gCAP for all the collapse
events. The changes in strike, rake, dip, and CLVD component during the collapse
episode follow the marked transition observed by the particle motion in Figure 2.3,
represented by the green lines.
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Event Origin UTC Time Depth[km] Mw Strike Rake Dip Dura.
ISO
[%]
DC
[%]
CLVD
[%]
1 2018-05-17T04:15:30.350Z 0.900 4.94 66 -85 50 20 75.69 24.30 0.01
2 2018-05-17T14:04:10.700Z 0.900 4.90 70 -79 50 15 73.96 25.60 0.44
3 2018-05-19T09:58:33.210Z 0.900 4.90 70 -71 51 13 73.96 26.03 -0.01
4** 2018-05-20T01:58:13.320Z 0.900 4.83 79 -80 46 22 49.00 50.14 0.86
5** 2018-05-20T21:50:07.310Z 0.900 4.38 92 -62 61 12 84.64 15.35 -0.01
6 2018-05-21T10:55:19.180Z 0.900 4.83 59 -76 47 17 72.25 27.53 0.22
7 2018-05-22T03:51:11.860Z 0.900 4.84 52 -79 47 19 70.56 29.20 0.24
8 2018-05-23T07:58:46.290Z 0.900 4.88 70 -76 50 18 73.96 25.83 0.21
9 2018-05-24T04:43:49.890Z 0.900 4.81 65 -76 47 18 70.56 29.25 -0.19
10 2018-05-26T02:15:52.250Z 0.900 4.90 62 -77 47 17 70.56 29.08 0.36
11 2018-05-26T10:44:37.620Z 0.900 4.56 80 -46 55 10 70.56 29.41 -0.03
12 2018-05-26T19:34:41.160Z 0.900 4.37 70 -63 50 12 72.25 27.74 -0.01
13 2018-05-29T11:56:11.570Z 0.450 5.21 76 -45 86 5 0.00 81.51 18.49
14 2018-05-30T20:53:50.830Z 0.450 5.26 74 -50 85 5 0.00 85.56 14.44
15 2018-06-01T23:37:15.150Z 0.450 5.38 79 -60 87 5 0.00 87.75 12.25
Table 2.1: Table listing the best-fitting focal mechanisms inverted using gCAP for all 62 events in this study. The information includes
strike, rake, dip, magnitude, source duration and contributions of the double-couple and non double-couple components. The explosions
(event 1 - 12) consider the full moment tensor solutions, with fixed depth at 0.900 km. The solutions for the collapse events (event 13
- 62) are only deviatoric, with fixed depth at 0.450 km and source duration at 5 seconds. Events that are marked with asterisks are not
well-determined.
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Event Origin UTC Time Depth[km] Mw Strike Rake Dip Dura.
ISO
[%]
DC
[%]
CLVD
[%]
16 2018-06-04T01:50:48.690Z 0.450 5.32 70 -44 80 5 0.00 88.44 11.56
17 2018-06-05T14:32:34.450Z 0.450 5.34 69 -45 80 5 0.00 90.39 9.61
18 2018-06-07T02:06:38.640Z 0.450 5.35 69 -45 79 5 0.00 91.59 8.41
19 2018-06-08T12:44:39.650Z 0.450 5.07 70 -27 76 5 0.00 97.75 2.25
20 2018-06-09T14:48:18.050Z 0.450 5.17 69 -29 76 5 0.00 97.44 2.56
21 2018-06-10T10:51:01.890Z 0.450 5.19 69 -36 75 5 0.00 96.76 3.24
22 2018-06-11T14:43:54.340Z 0.450 5.23 69 -32 73 5 0.00 94.24 5.76
23 2018-06-12T11:52:51.230Z 0.450 5.21 69 -33 76 5 0.00 99.51 0.49
24 2018-06-13T13:39:37.610Z 0.450 5.25 69 -32 73 5 0.00 94.24 5.76
25 2018-06-14T13:19:37.120Z 0.450 5.24 69 -34 75 5 0.00 98.56 1.44
26 2018-06-15T21:56:39.920Z 0.450 5.25 70 -41 78 5 0.00 98.56 1.44
27 2018-06-16T20:18:17.660Z 0.450 5.25 69 -37 75 5 0.00 99.19 0.81
28 2018-06-17T16:26:13.090Z 0.450 5.25 70 -38 74 5 0.00 93.75 6.25
29 2018-06-18T16:12:48.500Z 0.450 5.21 69 -40 75 5 0.00 98.56 1.44
30 2018-06-19T15:05:34.000Z 0.450 5.22 70 -44 75 5 0.00 97.11 2.89
31 2018-06-20T14:22:23.430Z 0.450 5.22 70 -44 75 5 0.00 95.59 4.41
32 2018-06-21T23:12:59.370Z 0.450 5.17 67 -42 75 5 0.00 99.99 0.01
33 2018-06-23T04:52:16.210Z 0.450 5.15 67 -47 73 5 0.00 99.84 0.16
34 2018-06-24T02:34:36.270Z 0.450 5.10 71 -46 76 5 0.00 98.56 1.44
35 2018-06-25T02:12:24.200Z 0.450 5.13 73 -46 79 5 0.00 99.91 -0.09
36 2018-06-26T03:02:44.720Z 0.450 5.13 72 -50 74 5 0.00 99.91 -0.09
37 2018-06-27T08:40:40.310Z 0.450 5.17 71 -49 73 5 0.00 99.64 -0.36
38 2018-06-28T14:48:50.400Z 0.450 5.24 72 -57 75 5 0.00 99.36 0.64
Table 2.2: Continued from Table 2.1
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Event Origin UTC Time Depth[km] Mw Strike Rake Dip Dura.
ISO
[%]
DC
[%]
CLVD
[%]
39 2018-06-29T17:50:46.270Z 0.450 5.16 71 -55 72 5 0.00 99.96 0.04
40 2018-07-01T00:51:13.010Z 0.450 5.24 69 -57 72 5 0.00 99.84 -0.16
41 2018-07-02T11:24:46.190Z 0.450 5.23 75 -54 75 5 0.00 97.75 2.25
42 2018-07-03T12:17:03.810Z 0.450 5.21 75 -54 75 5 0.00 97.44 2.56
43 2018-07-04T20:19:10.470Z 0.450 5.28 74 -56 75 5 0.00 99.75 0.25
44 2018-07-05T23:20:04.690Z 0.450 5.19 72 -53 71 5 0.00 99.99 -0.01
45 2018-07-07T04:04:37.630Z 0.450 5.27 75 -53 74 5 0.00 99.64 0.36
46 2018-07-08T12:54:50.330Z 0.450 5.25 75 -53 74 5 0.00 98.31 1.69
47 2018-07-09T19:20:46.280Z 0.450 5.25 76 -47 76 5 0.00 98.04 1.96
48 2018-07-11T15:45:53.220Z 0.450 5.26 77 -51 74 5 0.00 98.79 1.21
49 2018-07-13T00:42:27.110Z 0.450 5.22 73 -52 77 5 0.00 99.64 0.36
50 2018-07-14T05:08:03.680Z 0.450 5.24 73 -50 76 5 0.00 99.96 0.04
51 2018-07-15T13:26:05.130Z 0.450 5.28 77 -56 78 5 0.00 98.56 1.44
52 2018-07-16T21:42:35.500Z 0.450 5.25 75 -53 76 5 0.00 99.75 0.25
53 2018-07-18T11:28:04.040Z 0.450 5.26 75 -52 75 5 0.00 98.79 1.21
54 2018-07-20T02:33:01.690Z 0.450 5.31 76 -57 78 5 0.00 99.19 0.81
55 2018-07-21T19:43:28.660Z 0.450 5.32 78 -55 78 5 0.00 98.31 1.69
56 2018-07-23T06:53:38.820Z 0.450 5.24 73 -51 77 5 0.00 99.99 -0.01
57 2018-07-24T16:41:10.140Z 0.450 5.24 74 -48 75 5 0.00 99.99 0.01
58 2018-07-26T22:09:11.280Z 0.450 5.26 72 -52 76 5 0.00 99.84 -0.16
59 2018-07-28T12:37:25.390Z 0.450 5.30 78 -55 78 5 0.00 98.04 1.96
60 2018-07-29T22:10:25.570Z 0.450 5.25 75 -52 74 5 0.00 98.56 1.44
61 2018-07-31T17:59:46.000Z 0.450 5.25 76 -48 73 5 0.00 97.11 2.89
62 2018-08-02T21:55:12.060Z 0.450 5.25 74 -51 75 5 0.00 99.75 0.25
Table 2.3: Continued from Table 2.2
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2.6 Mechanisms for Explosion and Collapse Events
It is noteworthy to mention that the 2018 sequence shares great similarity with
the 1924 sequence, including the draining of lava lake at the summit, earthquake
swarms along east rift zones, 2.5 week-long explosions at Halema’uma’u crater, and
the enlargement of the crater. There was subsidence at the summit as well during
the 1955 and 1960 eruptions in the Lower East Rift Zone. In this section, we will
discuss the results from our analysis and present evidence showing how the Kilauea
summit evolved from explosions to caldera collapse due to magma withdrawal from
the summit. The insights we gain from this sequence will help us to re-evaluate the
mechanisms for previous less-instrumented episodes.
Mechanism for Explosive Events
The 1924 explosions are thought to be steam-driven due to groundwater interaction
with hot rock. However, this mechanism is found to be incompatible with the
2018 explosions where large increases and peaks in sulfur dioxide emission, which
originates from magmatic reservoir [33], is reported in Neal et al. [1]. Sporadic
plume emission along with VLP seismic signals have also been observed prior to
the 2018 eruption. Several mechanisms have been proposed including (1) gas slug
ascending, expanding and eventual bursting, exciting the VLP signal at depth [14],
and (2) rockfalls impacting the lava lake, triggering both shallow degassing and
VLP signal from the pressure transient transmitted along the conduit [34].
Understanding the relationship of the observed infrasound signal and the seismic
signal can provide additional constraints to the nature of the explosive events. The
simulation of the infrasonic signal generated directly from the explosion shows a very
weak signal, and thus we infer the strongest signal from the infrasound is due to the
degassing burst at the vent (Figure 2.18). Apart from themajor explosions fromMay
17 onwards, there were several explosive plumes at the summit on March 15, April
6, and May 9, which generated infrasound and long-period seismic signals. The
summit webcam recordings showed that the explosions were caused by the rockfalls.
Although the rockfalls occurred near the vent at the surface, the seismic signal
from the rockfalls is estimated to be originated from the HMM reservoir (Figure
2.1) based on modeling the long period seismic oscillation [35]. We compared
the particle motion from the broadband seismic instruments for the May 17 - 26
explosive events and the rockfall events (Figure 2.17), and found that the direction of
the particle motion is highly similar, indicating that the seismic signals of explosive
events originate from the same HMM reservoir.
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Figure 2.17: Backazimuths measured from horizontal particle motions recorded
by broadband seismometers for rockfalls and explosions. Figure shows backaz-
imuths measured from the horizontal particle motions recorded by the broadband
seismometers at the Kilauea caldera for explosions (05/17 to 05/26 in red) and three
rockfall events (03/15, 04/06, 05/09, in black). Three representative particle mo-
tions of rockfall and explosions from station WRM, OBL and KKO are shown. The
particle motions for the rockfall and explosions generally overlap with each other,
with some scatters for stations at the east side of the caldera.
For the infrasonic signals, both the explosion events and rockfalls show compres-
sional peaks, yet the arrival time varies with events. In Figure 2.19a, we plot the
infrasound signals recorded at multiple distance range (< 1 km, 4.5 km and 19
km), corrected for the time an acoustic wave (340 m/s) takes to travel from vent to
station. The origin time is assumed to be the arrival time of the first signal of the
closest seismic station to the vent (for rockfall events) and catalog origin time (for
explosions). For March 15 and April 6, we observed that the strong infrasound peak
arrives at the zero mark, meaning the degassing process happens at the same time
as the generation of the seismic signal. From May 9 to the end of the explosions on
May 26, the arrivals of the infrasound peak are delayed with time.
Similar scenario of time lapse of infrasound is suggested by Kobayashi et al. [36]
at Mikayejima where the signal from the degassing process burst through the lava
lake surface layer travel at a distinct velocity in the conduit (Vc) before reaching the
top of the vent and propagate as infrasound pulse at acoustic speed (340 m/s) to
the sensor. In this case at Kilauea, we hypothesize that the source of the degassing
and the seismic signal generation is at constant depth as the particle motion from
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Figure 2.18: Comparison of infrasound synthetics for explosion and collapse. Plot
shows the comparison of synthetics generated for explosion (left) and collapse (right)
for various source depths. Based on the amplitude count, the infrasonic signal for
collapse is significantly stronger than that for explosion. Therefore, the infrasound
peak observed during the explosion is not generated by the seismic source but by
the ejection of a plume at the vent.
the broadband instruments (for radial and vertical direction) for all events are very
similar. Therefore, the time lapse between the degassing and infrasound signal is
due to an increase of time taken to travel through the conduit from the source to
the surface of the vent. The delay coincides with the behavior of the lava lake at
the vent, which was visible at the surface throughout the spring season, overflowed
to the floor of the Halema’uma’u crater on April 21, and started to drain on May
2 with an estimated rate of 2.2 meter per hour [USGS HVO Cooperative Report,
dated 2018 May 8]. When the elevation of the lava lake is high and close to the
crater floor, the signal arrives at the sensor at the expected acoustic time. As the
lake begins to drain, the length of drained conduit increases, and in turn delaying
the infrasonic signal (see Figure 2.19b).
The relation between the arrival time of the infrasonic signal and the path geometry
can be described as total time, ttotal = (1/Vc)d + (1/Vl)(h − d) + (1/Va)x, where h
is the length of conduit from vent to seismic source, d is the length of the drained
portion, x is the distance from vent to sensor, Vc is the velocity of the rising plume,
Vl is the speed of degassing signal in the lava medium, andVa is the acoustic speed at
surface, ~340 m/s (Figure 2.19c). (1/Va)x is well-determined. Taking the estimated
draining rate, R, remains constant over the course of the eruption, we can calculate
d by taking d = R∆T , where ∆T is the time elapsed between each eruption.
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Figure 2.19: Observations of raw infrasound data and the peak delay for rockfalls
and explosions. (a) Plot shows the raw infrasound data plotted in normalized
amplitude for three rockfall events and explosions. The data from all infrasound
sensors (AHUD, NPT, AIND) available during the event are plotted at reduced
velocity, corrected for the time taken to travel from vent to sensor in acoustic speed
of 340 m/s. Data show clear upward peaks which is assumed as the pulse emitted
when the plume exits the vent. (b) Graph show observed delay in peak arrival
against the amount of days lapsed between each event. We use the M6.9 earthquake
as reference as there is an estimation by USGS on the speed of lava lake withdrawing
(2.2 m/hr). The red dashed line is the time estimated using the inverted velocities
and conduit length. (c) Schematic showing the variables involved in the calculation
of various velocities and conduit length using the delay times observed.
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To estimate the values for the remaining parameters (Vc, Vl and h), we need an
additional boundary condition. Based on the proposed process of seismic excitation
and degassing, an appropriate constraint we can use is that the entire length of the
conduit is completely drained by the last eruptions, that is tlast = (1/Vc)h. The last
eruption (i.e. May 26c) has very weak infrasonic signal, so we take a slightly earlier
event on the same day (i.e. May 26a) with a clear infrasonic compressional onset as
an approximate. With this constraint and measurements from the 5 events, we can
estimate the values ofVc,Vl and h from the simple linear regression of the total time,
ttotal and time elapsed, ∆T . We estimate h = 1,188 m, Vc = 37 m/s, and Vl = 326
m/s. The values of Vc is in the same order of magnitude as strong Strombolian-type
degassing (31 – 34 m/s in Patrick et al. [37]; 38 – 53 m/s in Taddeucci et al. [38])
and comparable to the previously recorded plume velocities at Kilauea (ranging
between 5.8 and 16.6 m/s in Fee et al. [39]). The estimated h is slightly deeper than
the depth of the seismic source obtained from the seismic moment tensor inversion
at 900 m, but still within the uncertainty from inversion.
The degassing process and the explosion seismic signal are not necessarily mutually
inclusive, as degassing activity and small plumes are still observed after the explosion
ceases. However, the consistency of reservoir depths obtained through seismic
inversion and infrasound analysis does suggest that the condition of the magma
reservoir governs the seismic behavior. One way that an isotropic seismic signal is
generated is by pressurizing themagma chamber through intrusion of the overburden
roof or ‘piston’ resulting in transient expansion, a mechanism suggested for Miyake-
jima volcano by Kumagai et al. [6]. This expansion can also encourage rapid
degassing at depth, with gas bubbles breaking the lava lake surface and ascending
as ash-rich plumes along the conduit. The explosion only ceases when the lava
lake has drained to the depth of the magma chamber, and the chamber is no longer
sufficiently pressurized to generate isotropic signal.
For Kilauea, we speculate the initial intrusion may be slips on fault structures
above the chamber. The double-couple component of the focal mechanism for the
explosions are significant (27.4%) and there is a common fault plane that slipped
during all explosions given the consistency of the strike, rake, and dip. The fault
may fail and start to develop as the magma pressure at the summit reduces due to
the eruption downstream. This fault probably did not rupture to the surface but
created a minor depression (‘downsag’) above the chamber, as seen in the radar
imagery. However, we cannot exclude rockfall as a triggering mechanism, which
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can generate degassing and explosion signal almost simultaneously, like the slipping
of a fault. An emptying conduit is also favorable in creating rockfalls onto the lava
lake. However, based on the later collapse events where we observe multiple faults
slipping (discussed in the following section), we prefer the fault mechanism where
the magma withdrawal from summit is the driver for both explosions and collapses.
Mechanism for Collapse Events
Like volcanic explosions, caldera formation is thought to be due to pressure change
within the subsurface magma chamber, and there are five end-member cases of
caldera collapse, reviewed by Lipman [40], which are ’piston’, ’piecemeal’, ’trap-
door’, ’downsag’ and ’funnel’. Out of the five, ‘piston’, ‘piecemeal’, and ‘trapdoor’
collapse have been used to described collapses in basaltic volcano systems. In a
piston-type collapse, a coherent rock column bounded by a ring-fault above the
magma chamber subsides. The subsidence can pressurize the magma chamber
which results in the generation of the VLP seismic signal, observed at Miyake-jima
volcano [6]. The slip on the ring-fault during the piston-type collapse can also ra-
diate seismic energy with strong isotropic and CLVD component, observed at Piton
de La Fournaise (e.g. [4, 41]). Piecemeal collapses describe downward displace-
ment of multiple independent blocks. Trapdoor collapse, as suggested by the name,
resembles an asymmetric depression at the caldera, with a hinge. Piecemeal and
trapdoor style collapses should result in a predominant double couple failure.
The accurate characterization of the seismic events during the collapse is crucial in
inferring the mechanisms. Looking at the example of another basaltic volcano, i.e.
2014 Bardabunga caldera collapse in Iceland, the differences in the resolved focal
mechanisms using two distinct methods result in two contrasting mechanisms being
proposed. In Gudmundsson et al. [3], the seismicity associated with the collapse are
inferred to occur along outward-dipping, reverse faults around the caldera, extending
to a depth of 12 km, and therefore supports a piston-type collapse. On the other
hand, Agustsdottir et al. [42] used an alternate technique and found that the same set
of seismicity focuses on one corner of the caldera and at shallow depths not deeper
than 4 km. Their mechanisms are predominantly double-couple, along multiple
inward-dipping normal faults. The style of asymmetric failure points towards a
combination of piecemeal and trapdoor collapse.
During the collapse episode at Kilauea summit, the focal mechanisms of the large
seismic events we obtained share great similarity to the results in Agustsdottir et
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al. [42]. They are predominantly double-couple along steep inward-dipping normal
faults (Figure 2.16). Based on the change in strike, rake and particle motion, we
propose the failure occur sequentially on three main strands. The first strand is near
the HMM reservoir, and the fault is significantly curved which explains the relatively
high CLVD component (~12%), an apparent effect due to the simultaneous failure
of multiple arcuate faults. Later, the fault west of the HMM reservoir starts to
subside. The fault is inferred to be fairly linear, as the strike of the focal mechanisms
stays constant, and there is little CLVD component. However, the rake becomes
increasingly negative, from -25° to -55°, suggesting the faulting is evolving and
becoming more ‘strictly normal’. Lastly, from June 25 onwards, the failure migrates
towards the east of the HMM reservoir. The rake remains fairly constant, while the
strike of the faulting increases, suggesting the slips happen on a continuous curved
fault structure. The dips of the event also are generally becoming less steep (from
85° to 73°), consistent with the drop of caldera floor where the caldera subside
significantly deeper earlier in the collapse sequence than later.
The style of failure across multiple fault strands can represent several potential
scenarios such as (1) development of a new ring-fault like structure within the
caldera, (2) reactivation of old ring-fault bounding the caldera or (3) failure along
pre-existing non-ring fault structures such as dikes. Apart from collapses, Kilauea
summit has also experienced multiple fissures opening, most recently in 1974 on the
floor of HMM crater [43] with similar strikes to the ones obtained in this analysis.
The repeating collapses and fissures can create heterogenous mechanical properties
across the caldera, which fails under different stress thresholds, and contribute to the
observed asymmetric collapse. Another potential structure is a dual-dike structure
hinged at the HMM reservoir, cutting across the crater with similar strikes, that is
determined using the oscillation modes of short period waves in previous explosive
bursts [44]. Additional observation such as relocation of the seismic events and
microseismicities will be able to help distinguishing the different scenarios.
Based on the observations and results from the moment tensor inversion, we propose
that the Kilauea caldera experienced a piecemeal and trapdoor style collapse, like
Bardabunga described in Agustsdottir et al.[42], rather than a piston-type collapse
of a coherent block suggested for several other calderas in similar basaltic volcanic
system. Observations of CLVD earthquakes at calderas are often used to justify for
piston-type collapse, yet these source characterizations are made primarily using
stations at teleseismic distance (greater than 1 degree) which are biased towards
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CLVD solutions. The dense station coverage near the summit caldera, combined
with other geophysical instruments, makes it possible to quantify the importance of
CLVD and double couple components in the seismic signals and in turn infer the
collapse mechanism.
The evolution at Kilauea summit
The characterization of seismic events at the Kilauea summit provides a clearer
picture of the mechanisms involved in the complex sequence of explosive eruptions
and subsequent collapse at Kilauea, represented in Figure 2.20. The eruption began
with the dike intrusion at the Lower East Rift Zone with new fissures opening. The
highly-connected pathway from caldera to rift zone means that magma pressure
within the shallow reservoir at the summit reduces as a result of the fissure activity
downstream, indicated by the drop of the lava lake elevation. The inert fault
structures at the caldera, which were supported by friction and internal pressure
of the magma chamber, begin to slip. Each slip intrudes into the magma chamber
and pressurize the chamber at depth, generating long-duration, explosive signals
(“Explosion” in Figure 2.10 and 2.20). The slips also trigger the degassing process
within the chamber inwhich a gas and ashmixture exits through a conduit to the open
vent as plumes. The lava inside the conduit continues to drain, delaying the arrival
time of infrasonic pulse from the plume exiting the vent. When the lava level drops
to the depth of the magma chamber, the chamber pressure condition changes and
turns unfavorable in producing the explosive signals. As the eruption at the rift zone
focuses to a single fissure with very high effusion rate [1], the magma pressure at the
summit further decreases which drives a series of normal-faulting collapse events,
across multiple inward-dipping fault structures at the caldera. The collapse initially
starts above the chamber (“Collapse I”), and later migrates westward (“Collapse
II”) and lastly eastward (“Collapse III”), resulting in an asymmetrical deformation
across the caldera (Figure 2.16 and 2.20).
2.7 Reconciling seismic observations with geodetic signals
Although the large seismic events capture a significant (and dramatic) portion of
the complex deformation process at the Kilauea summit, overall, the deformation
process throughout the eruption is mostly aseismic, as evidenced by the continuous
geodetic measurements. Over the course of a few months, both Global Positioning
System (GPS) and tilt measurements [1, 45] show trends of long-term subsidence
at the caldera, punctuated temporarily by inflationary deformations (i.e. radially
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Figure 2.20: Schematic of the evolution at Kilauea Caldera. At the beginning of
eruption around April 30, magma pressure in the shallow magmatic reservoir began
to withdraw, represented by the arrows. During the explosion (05/17-05/26), fault
slip above the chamber triggers explosions and generate VLP signal and degassing.
There is also localized deformation. From 05/29 to 08/02, as the magma pressure
continue to withdraw, the caldera experiences piecemeal collapse where the location
of slips migrates westward and late towards the east.
outward tilt and uplift) outside the caldera during the collapse events. It is not
immediately obvious how our focal mechanism for the collapse events, which is
predominantly double-couple and no volumetric component, can be reconciled with
the geodetic observations. Similar inflationary deformation has been observed in
other volcanoes such as Piton de La Fournaise, where Michon et al. [41] argue
the inflation is due to elastic rebound from the sudden slips along the ring fault.
Based on the geodetic measurements from this Kilauea eruption, Segall et al. [45]
propose a different mechanism where the transient inflation is due to the magma
pressurization when the slips on block-bounding faults cause a pressure increase in
the magma chamber. If the fault is dipping, elastic rebound will contribute to a tiny
fraction of the total inflation. From this model, they find that in order to fit the tilt
direction (upward and outward), the faults have to be vertical or inward-dipping but
not outward-dipping, which is in agreement with what we have found.
Inflation models based on elastic-rebound requires a complete slip around the rock
column (‘piston’) to maintain symmetry, and hence the expected seismic signal
from the slip would be mostly vertical CLVD. The model from Segall et al. [45],
although set up for piston-type collapse, may still apply to asymmetric collapse that
we observed, as the inflation is mostly driven by magma pressurization from the slip
and not elastic rebound. The model is also consistent with earlier explosion events
where inflation is observed both seismically and geodetically, hence providing a
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continuity in force-system throughout the entire caldera collapse despite changes
in the seismic behavior. Future investigation, with additional constraints on key
parameters from the moment tensor solutions, can help to quantify the contribution
of the observed explosions and collapses on the inflationary deformation.
2.8 Conclusion
Using several approaches including moment tensor inversion, particle motion anal-
ysis and infrasound simulation, we characterized the large Mw 4.7 to 5.4 seismic
events recorded at the Kilauea summit during the 2018 eruption sequence. We
resolve the limitations of only using far-field seismic data, which are prevalent in
previous source studies for caldera collapses, by incorporating local near-field seis-
mic stations at the summit and infrasound data which gives a different perspective
on the seismic source. Our results reveal a consistent underlying mechanism where
magma withdrawal from the summit due to rift intrusion drives the initial explosions
and the later caldera collapse. In particular, the collapse events are normal-faulting
events along inward-dipping faults, which implies a combination of piecemeal-
trapdoor style of collapse and differs from the commonly-assumed ‘piston’ model
for caldera collapse.
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C h a p t e r 3
THE SEISMIC SIGNATURE OF DEBRIS FLOWS: FLOW
MECHANICS AND EARLY WARNING AT MONTECITO,
CALIFORNIA
Lai, V. H., Tsai, V. C, Lamb, M. P., Ulizio, T. P. and Beer, A. R. (2018). “The seismic
signature of debris flows: Flow mechanics and early warning at Montecito,
California”. In: Geophysical Research Letters 45.11, pp. 5523-5535. doi:
10.1029/2018GL077683.
3.1 Abstract
Debris flows are concentrated slurries of water and sediment that shape the land-
scape and pose a major hazard to human life and infrastructure. Seismic ground
motion-based observations promise to provide new, remote constraints on debris
flow physics, but the lack of data and a theoretical basis for interpreting them hin-
ders progress. Here we present a new mechanistic physical model for the seismic
ground motion of debris flows and apply this to the devastating debris flows in Mon-
tecito, California on 9 January 2018. The amplitude and frequency characteristics of
the seismic data can distinguish debris flows from other seismic sources and enable
the estimation of debris-flow speed, width, boulder sizes, and location. Results
suggest that present instrumentation could have provided 5 min of early warning
over limited areas, whereas a seismic array designed for debris flows would have
provided 10 min of warning for most of the city.
3.2 Introduction
Debris flows are concentrated slurries of sediment and water that are typically
triggered in steep mountain landscapes following intense precipitation [1], and
they are especially common following wildfire [2, 3]. Debris flows are capable
of rapidly transporting large volumes of sediment and large boulders over long
distances, making them destructive and dangerous [4, 5]. Despite the significant
danger and importance for landscape change [6], limited work has been done to
make direct measurements of natural debris flows because they occur infrequently
and are difficult and dangerous to instrument [3, 5] . Ground shaking measured
by seismometers provides a potential breakthrough in debris flow measurements
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because instruments can be placed outside of the channel, and the seismic signal
might be used to invert for both debris flow occurrence and debris flow mechanics
[7, 8, 9, 10, 11, 12]. However, in contrast to earthquake studies, only limited
work has been done to deploy seismometers to monitor debris flows, and we lack a
theoretical framework to interpret the seismic signature of debris flows to constrain
flow mechanics, although important theoretical advances are being made for related
phenomena in rivers and landslides [8, 13, 14, 15, 16, 17, 18].
Seismic monitoring of debris flows also has the potential to provide advanced
warning of imminent debris flows that could significantly mitigate loss of life. One
of the most successful advanced warning systems for debris flows in the U.S. is the
joint National Oceanic andAtmospheric Administration andU.S. Geological Survey
effort, which uses a combination of predicted and measured rainfall rates and past
debris-flow occurrence in recently burned areas to make 24 to 48-hr predictions of
the likelihood of severe debris flows [19, 20]. While these predictions are useful,
by necessity, they have erred on the side of caution, with some false warnings.
To complement predictions made hours to days in advance, it would be useful to
have an early warning system that accurately and robustly determines debris flow
characteristics in real time and hence only triggers an alert when there is a large
event detected, and ideally far enough in advance that loss of life can be prevented.
Applications of ground-motion based early warning systems have been slow to
advance because we often lack a nearby network of permanent real-time seismic
stations dedicated to debris flow detection, the seismic signature of debris flows has
not been well established, and therefore early warning criteria proposed have been
ad hoc and specific to each site [10, 12].
Here we address these concerns by developing a mechanistic physical model for the
high-frequency ground shaking produced by debris flows and applying the model
to seismic data observed within a few kilometers of the Montecito debris flows
that occurred on 9 January 2018 (Figure 3.1a), a large event that destroyed many
structures in the city of Montecito, California and caused at least 20 casualties.
We demonstrate that important physical quantities can be constrained and describe
implications for potential debris flow early warning application.
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Figure 3.1: Montecito debris flows. (a) Map of the Montecito area showing the
burned Santa Ynez Mountains to the north and the major creeks that flow through
Montecito. Debris flow deposits were mapped based on aerial imagery and house
damage maps produced by Santa Barbara County. Major damage was focused along
Montecito and San Ysidro creeks. The seismic station is CI.QAD from the Southern
California Seismic Network, and the weather station is the Montecito Station from
Santa Barbara County. (b and c) Photographs following the debris flows located
near the asterisk along San Ysidro Creek in (a). Photo credit: Mike Eliason, Santa
Barbara County Fire.
3.3 Mechanistic Model
To make a theoretical prediction for the high-frequency (>1 Hz) seismic ground
motion produced by a debris flow, we begin with the bed load impact model of Tsai
et al. [18]. A series of particles are assumed to stochastically impact a channel
bed, producing seismic waves that travel to the seismic station and, to simplify
the prediction, the largest amplitude ground motions are assumed to primarily
come from surface waves. Additionally accounting for a minor improvement to
the accuracy of the impulse response functions [14], and assuming a single average
source-station distance, r0, the same model can be used to predict the ground motion
due to an arbitrary set of stochastic impacts of particles, whether transported fluvially
or by debris flows, yielding
P =
0.62(1 + ξ)2pi2
4ρ2gv5c
. · m2∆w2i ·
f 3( ff0 )5ξ
r0
· e−2pi f r0(1+ξ)(
f
f0
)ξ/(vcQ) · Ri (3.1)
where ξ ≈ 0.25 − 0.5 is a parameter related to how strongly seismic velocities
increase with depth at the site [18], ρg is the ground density, vc is the Rayleigh-wave
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phase velocity at 1 Hz, m is the mass of each particle, ∆wi is the change in impact
velocity at each impact, f is frequency, f0 is a reference frequency set to 1 Hz, r0
is the average distance of the station from the debris flow, Q is the quality factor
for Rayleigh waves (assumed independent of frequency within the observed range),
and Ri is the total rate of impacts (number per unit time) integrated over the entire
surface, assumed to be phased randomly with respect to each other. P is the seismic
power spectral density (PSD) of velocity as a function of frequency, f , and has 2
units of (m/s)2/Hz, with absolute groundmotion velocities over a frequency band∆ f
then given by
√
P∆ f . We assume that grains are spherical and have a representative
grain diameter D, discussed below, so that m ≈ pi6 ρDD3, where ρD is the density
of each grain. In order to use equation 3.1 for debris flows, we must estimate ∆wi
and Ri. Tsai et al. [18] showed that seismic noise is dominated by the very coarse
fraction of the load; for a nearly lognormal distribution typical of river beds, for
example, D represents the 94th percentile of the grain size distribution. The coarse
load of debris flows often occurs at the flow front, in a boulder snout, and these
boulders are pushed from the flow behind [5]. With this simple conceptualization
in mind, we assume that large clasts are pushed and dragged along the riverbed in
what we define as a “washboard” model, such that the average impact velocity scales
with the average velocity of the flow, u. We set ∆wi = 2u to account for significant
rebound with each impact. To estimate Ri for the same washboard type model, we
assume that each clast impacts the ground every time it encounters a bump in the
ground surface; that is, it has an impact rate of uLb , where Lb is the length scale
between significant bumps on the ground surface. While Lb is not well constrained,
if the debris flow traverses a granular bed composed of similar material in the coarse
snout, it is reasonable to assume that Lb = D. For debris flows over a bedrock bed,
some granular flow experiments [21] suggest that when the ground is rough at many
scales, clasts tend to interact most favorably with roughness elements close to the
same scale, that is, that Lb = D is still a reasonable assumption. Integrating over
the area over which clasts are distributed, and assuming the clasts are relatively well
packed results in a total Ri = uLWD3 , where L is the length of the boulder-rich snout
and W is the width of the flow. Making these substitutions results in
P =
0.62(1 + ξ)2pi4ρ2D
36ρ2gv5cr0
· LWD3u3 · f 3+ξ · e−2pi f 1+ξr0(1+ξ)/(vcQ) (3.2)
where f is assumed to be in Hz. (If L were much greater than r0, one should use an
effective length of L = r0 in equation 3.2 to account for attenuation of the seismic
signal.) Assuming the sediment and ground densities to be equal, substituting ξ ≈
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0.4 [18, 22], and numerically evaluating coefficients in equation 3.2 yields
P = 1.9 · LWD3u3 · f
3+5ξ
v5cr0
· e
8.8 f 1+ξ r0
vcQ (3.3)
While this formula is only expected to provide an order-of-magnitude estimate of
the seismic PSD, P, its functional form provides significant insight into the PSD
signature of debris flows. Importantly, for a known set of seismic ground properties,
the frequency dependence only depends on the source-station distance, r0, and is
independent of debris flow properties, whereas the amplitude of P depends strongly
on both boulder size and flow speed to the third power, while having a weaker
linear dependence on flow snout width and length. Interestingly, equation 3.3 has
no direct dependence on debris flow thickness, though thickness may correlate with
flow speed. The peak frequency fp of equation 3.3 can be determined analytically
by setting dP/df = 0 and solving for f . Doing so and solving for r0 gives
r0 =
(3 + 5ξ)vcQ
2pi(1 + ξ)2 f 1+ξp
(3.4)
which can be used to estimate r0 from measurements of fp. The debris flow speed
toward the seismometer can be calculated from changes in r0 as a function of time
recorded by the seismometer. To estimate the debris flow speed along the channel,
these speeds can be corrected by an orientation factor that accounts for the direction
of the flow relative to the direction to the seismometer. Our theoretical analysis
differs from previous debris flow early warning approaches and inversions for debris
flow fluxes from seismic data. In previous early warning approaches (e.g., [12] ),
multiple seismic stations in a dense array were required since no mechanistic model
was used to predict the absolute amplitude of seismic signal expected of a debris
flow. In this work, we make a specific prediction for the absolute amplitude of
the seismic signal of debris flows, allowing us to create a straightforward threshold
based purely on seismic power. While previous inversions for debris flow fluxes
[17] have also built upon the Tsai et al. [18] model, this previous work has also
refrained from discussing absolute amplitudes and instead has normalized seismic
power relative to events with known fluxes. Since events with known fluxes are
typically not available, and were not available in Montecito, this type of approach
would not be feasible in most locations. Thus, while our approach of using absolute
seismic amplitudes has uncertainties in the various parameters of the model, it
allows for a more straightforward estimation of important physical parameters of
debris flows through equations 3.3 and 3.4.
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3.4 Data and Results
On 9 January 2018, debris flows were triggered in the Santa Ynez Mountains that
border the city of Montecito to the north (Figure 3.1a) following a downpour of
approximately 20 mm of rain over a 10-min period in Montecito at ~3:45 a.m.
(Figure 3.2d). A month earlier, the mountains burned in one of the largest wildfires
in California history, the Thomas Fire, leaving characteristic barren hillslopes and
dry river channels loaded with loose sediment [23]. Debris flows are common in
southern California following wildfire, especially in steep terrain where hillslope
gradients exceed the frictional stability of soil in the absence of plants (>35°);
under these conditions, annual sediment yields can increase by 10-fold or more
[24]. Based on local reports, debris flows began to inundate the northern parts
of Montecito around 3:50 a.m. Debris flows moved through the uplands, where
~37% of the terrain exceeds 35°and creek-bed gradients are ~12% (Figures 3.1a
and 3.3) and flowed south into a series of creeks, with gradients of ~5%, that drain
south through the city of Montecito to the Pacific Ocean. Although the creeks are
incised by more than 5 m into the surrounding terrain (Figure 3.4), the debris flows
overflowed the valleys, often at bridge crossings, carrying boulders commonly 0.5–2
m, and up to 5 m, in diameter into the neighboring residential areas (Figures 3.1b
and 3.1c and 3.5). The debris flow deposits cover ~7 km2; damage was concentrated
within a few hundredmeters of the creeks andwasmost pronounced alongMontecito
and San Ysidro Creeks (Figures 3.1b and 3.1c). Hundreds of homes were damaged
or destroyed and at least 20 people died.
The primary seismic station (CI.QAD) used in this analysis is located within ~250
m of Romero Creek and ~1.5 km of the zone of major damage near San Ysidro
Creek (Figure 3.1a) and had real-time data with latencies of less than 5 s between
measurement and analysis output [25]. Ground motions at the station due to the
debris flows were very anomalous, with high-frequency filtered (5–10 Hz) ground
motion velocities with amplitudes in excess of 10−5 m/s lasting more than 10 min
(Figure 3.2c). Despite other periods of rain, wind, ocean waves, earthquakes, and
cultural noise over the 6-month deployment of the seismometer, no other time period
had sustained ground motions of this magnitude when averaged over 60 s or longer
(Figure 3.2a). The seismic signature of debris flows may be distinct; for example,
shaking from earthquakes is typically shorter, and with energy distributed over a
wider frequency band [26, 27], strong rain, wind, water flow, and fluvial sediment
transport are significantly weaker seismic sources [28, 29, 30], and oceanwaves have
lower frequency energy ([31, 32, 33], Figure 3.6). Thus, a simple criterion based
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on time-averaged filtered ground motion amplitude exceeding 6x10−12 (m/s)2/Hz
accurately discriminates between the Montecito debris flows and any other event
(Figure 3.2a). Due to significant attenuation of the seismic signal with distance from
the source, this threshold was not met until 4:06:30 a.m. (Figure 3.2b, inset) despite
reported debris flows earlier and small but significant debris flow seismic energy
starting by 3:48:00 a.m. (see Figures 3.2c and 3.7c), highlighting the importance of
station location for early detection as discussed below.
The success of such a simple criterion and constraints on debris flow physics can
be understood in the context of equations 3.3 and 3.4. Taking estimates of seismic
parameters for the site of vc=953±200m/s, Q=45±15, and ξ=0.417±0.05 (see Ap-
pendix; [34, 35, 36]) allows estimates of source-station distance r0 from observed
peak frequency through equation 3.4. At the time of the largest ground motions
at 4:06:45 a.m. in Montecito, peak frequency is observed in the range of 6–7 Hz
(Figures 3.7a and 3.7b). Given the significant uncertainties in seismic parameters
[17], this frequency band results in an estimated average source-station distance of
1,220 ± 600 m (see Appendix), consistent with the distance to the zones of major
damage along San Ysidro and Romero Creeks (Figure 3.1). Because the debris
flows were triggered by a brief period of intense rainfall, flows were likely active
simultaneously in multiple creeks. Although the lower portion of Romero Creek is
within ~250m of the station (see Figure 3.1a), debris flows there appear to have been
smaller and confined to the channel, consistent with the seismic data that suggest
that the peak amplitude occurred farther upstream (i.e., at a distance of 1,220 ± 600
m) in Romero Creek or in nearby San Ysidro Creek. For example, with the seismic
parameters as above, a source at 250 m would have its peak at 20 Hz, far from the
observed 6 to 7-Hz peak.
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Figure 3.2: Detection of the Montecito debris flows from seismic ground motion
data. (a) Mean power spectral density (PSD) for velocity data in a 5 to 10-Hz
frequency band, averaged over 1-min time intervals, recorded on a vertical com-
ponent accelerometer at seismic station CI.QAD (Figure 3.1a), from beginning of
operation (7 July 2017) until 17 January 2018. Deglitching is necessary to remove
spikes due to electrical noise (see Figures 3.8 and 3.9). PSD from the debris flow is
significantly above the background noise. For early warning purposes, a threshold
of 6x10−12 (m/s)2/Hz is sufficient to distinguish the debris flow signal from other
signals. (b) Mean PSD (5–10 Hz) during the debris flow episode. Inset shows the
PSDs at 30-s intervals, where the signal intensifies over a short time period (<2
min.). A threshold of 6x10−12 (m/s)2/Hz is reached by 4:06:30 a.m. (c) Seismic
ground motion time series for the broadband data (in black) and filtered at 5–10 Hz
(in red). The debris flow signal is dominated by the 5 to 10-Hz signal; there is also
an increase in overall energy, particularly in the 1-Hz frequency range shortly after
peak rainfall (see Figure 3.7). (d) Peak rainfall rate and cumulative rainfall recorded
at the Montecito site (see Figure 3.1a). Peak rainfall rate is averaged over 5-min
windows. Highest peak rainfall is around 3:45 a.m.
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Figure 3.3: Elevation profiles along Montecito Creek (top), San Ysidro Creek
(middle) and Romero Creek (bottom) from the drainage divide in the Santa Ynez
Mountains to the Pacific Ocean. Some of the most severe debris flow damage was
at the confluence of the main creeks and their tributaries (Hot Springs Creek and
an unnamed creek, respectively). Montecito, San Ysidro and Romero Creeks all
have gradients, S, of 12% near the canyon mouths in the mountains, and their slopes
decrease to 3-7% through the Montecito area. 10-m resolution topographic data
from the U.S. Geological Survey.
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Figure 3.4: Across channel profiles. (a) Map of the Montecito area (same as Figure
3.1a) showing channel cross section locations. Cross sections of (b) Montecito
Creek, (c) San Ysidro Creek and (d) Romero Creek before the debris flows of 2018.
10-m resolution data from US Geological Survey.
Figure 3.5: Boulders observed at San Ysidro Creek (a-c) and Montecito Creek
(d-f). Non-emergency responders were not allowed in the area, and size estimations
(solid lines) are based on estimated sizes of visible structures (dashed lines). Photo
credit: Mike Eliason, Santa Barbara County Fire.
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Figure 3.6: Acceleration PSDs at station TA.544A (near New Orleans, Louisiana)
over 2 days during the peak winds and rains of Hurricane Isaac (August 30-31,
2012). Colors correspond to different hours. The two thick gray lines correspond
to the New High Noise Models and New Low Noise Models [27]. Acceleration
PSDs of -90 dB in the frequency range 5-10 Hz correspond to velocity PSDs of
4x10−13 (m/s)2/Hz, whereas acceleration PSDs of -85 dB correspond to velocity
PSDs of 1.4x10−12 (m/s)2/Hz. Hurricane force winds therefore never cause ground
motions above our threshold of 6x10−12 (m/s)2/Hz even for the most intense wind
of Hurricane Isaac. (Our threshold corresponds to an acceleration PSD of -76 dB
at 10 Hz, -79 dB at 7.5 Hz, and -82 dB at 5 Hz.) Waves are also anomalously
large during these times, but primarily cause an increase in longer period (lower
frequency) ground motions. Figure courtesy of IRIS MUSTANG metrics.
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Due to attenuation with distance and other ambient seismic noise sources at lower
frequencies, the method is not as robust for debris flows that occurred farther than
~3 km from the station, such that potential signals from Montecito Creek or the far
upstream extents of San Ysidro and Romero Creeks are not reliably measured (see
Appendix 3.6). For example, the seismic data also show a low amplitude peak at
<3 Hz and continuous for more than 4 hr, which may be due to nearby short-period
ocean waves generated by the storm [32] or water flow and standing waves [14, 37]
in the lower reach of Romero Creek near the seismic station. This energy overlaps
significantly with signals from more distant debris flows and is the main reason that
the seismic station in Santa Barbara, located ~10 km west of the Montecito station,
cannot reliably be used in the analysis presented here. Nevertheless, despite being
too faint to reliably separate from long-term background noise levels and thus be
used for early warning purposes, both stations show clear energy above shorter-
term background noise levels (e.g., Figure 3.2c) starting around 3:48:00 a.m. and
continuing through 3:55:00 a.m. (Figure 3.10). These earlier, lower amplitude
records are consistent with eye-witness reports of the timing of debris flows in the
upper parts of Montecito and San Ysidro Creeks. Debris flows in Romero Creek,
which likely occurred later due to the storm moving from west to east, or flow in
the downstream section of San Ysidro Creek, are within 3 km of the Montecito
seismic station but were farther away from and appear not to be detected by the
Santa Barbara seismic station.
After subtracting off the <3 Hz signal, it is clear that the peak frequency from
debris flows detected by the Montecito station shifts over time, from generally
lower frequencies earlier (e.g., 5.5 Hz at 4:04:45 a.m. and 6.0 Hz at 4:06:00
a.m.) to higher frequencies later (e.g., 7.0 Hz at 4:08:45 a.m. and 8.0 Hz at
4:10:00 a.m.; Figures 3.7a and 3.7b), but with significant complexity in between
(Appendix). Using our preferred parameters, equation 3.4 indicates that the shift
in peak frequency corresponds to the average distance between the source and the
seismometer changing from 1,540 to 1,360 m, 1,220 m, 1,100 m, and then 910 m in
1.25, 0.75, 2.0, and 1.25 min, respectively (Figure 3.7c). The flow path is unlikely
to have been straight, and the bimodal peaks at certain times (e.g., 4:06:00 a.m.,
Figure 3.7a) suggest that at] least two separate debris flow pulses were recorded.
By accounting for the likely average angle between the debris flow direction and
the direction of the station (~45° for lower San Ysidro Creek or ~0° for Romero
Creek), we estimate an average speed over the 5.25 min of strongest signal to be u
= 2.4 ± 1.7 m/s. This estimate of both distance and debris flow speed can be made
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Figure 3.7: Evolution of power spectral density (PSD) during the debris flow.
(a) PSDs recorded from 4:04:45 a.m. to 4:06:30 a.m. have initial power at 5–6
Hz (4:04:45 a.m.) over the background levels (dashed line), which increases in
amplitude through 4:06:30 a.m. and changes peak frequency to 6–7 Hz. (b) PSDs
recorded from 4:06:45 a.m. to 4:10:00 a.m. have power that decreases with time,
with PSDs after 4:10:00 a.m. nearing background levels (dashed line). (c) Peak
frequency generally increases to higher frequencies over the course of the debris
flow. The warmer colors denote higher PSDs. The dashed gray lines denote
the range of estimated distances after accounting for uncertainties in the seismic
parameters. All PSDs are smoothed with a 2-Hz moving window. At early times,
significant energy below 3 Hz from sources other than debris flows (see (a) and
(b)) makes it challenging to reliably pick peak frequencies below 4 Hz. Thus, we
have conservatively picked peaks that are within the more reliable 4 to 10-Hz band,
despite significant energy at lower frequencies from 3:47 to 3:56 a.m. We therefore
likely underestimate the distance of flows at these early times.
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with a single nearby seismic station and is consistent with available information as
well as observed debris flow speeds in similar terrains [5]. After the seismic peak,
the pattern of decreasing seismic amplitude with decreasing distance to the station
suggests that the flows lost significant momentum after they were forced from the
channel, spread, and deposited mud and boulders in the zones of major damage. At
these late times (particularly at 4:12–4:15 a.m.), there is also a much larger fraction
of seismic energy above 10 Hz (including energy at 20 Hz), in a possibly bimodal
distribution, consistent with the inference of weaker but closer flows at these times
(Figure 3.11).
Constraints on the product LWD3u3 can be obtained from the observed seismic
amplitudes through equation 3.3, with a factor of ~20 uncertainties after accounting
for uncertainties in the seismic parameters (see Appendix). With these uncertainties
in mind, we estimate peak values of LWD3u3 of 8.0 × 104 m8/s3, with best estimates
of the time history going from 7.9 × 103 m8/s3 at 4:04:45 a.m. to 6.8 × 104 m8/s3
at 4:06:00 a.m., 1.2 × 104 m8/s3 at 4:08:45 a.m., and 2.1 × 103 m8/s3 at 4:10:00
a.m. Using our estimate of u = 2.4 m/s and estimating W~L~50 m for the width
and length of the boulder snout based on channel widths (& 10 m; Appendix) and
the lateral extent of postevent boulder fields (. 100 m), we estimate D = 1.3 ±
0.6 m at peak signal and D = 0.7 ± 0.4 m closer to the station, consistent with
visual observations (Figures 3.1b and 3.1c and 3.5). More importantly, our ability
to constrain physical parameters of the debris flow provides clear guidelines for a
debris flow early warning criterion based on whether LWD3u3 exceeds a certain
threshold, where a threshold of 2,000 m8/s3could correspond to a flow with L =W =
45 m, D = 0.5 m, and u = 2 m/s. At a nominal source-station early warning distance
of 1,000 m and the seismic parameters as chosen above, a threshold of 2,000 m8/s3
corresponds with a maximum PSD amplitude of 6x10−12 (m/s)2/Hz (Figure 3.2a)
or an average (5–10 Hz) filtered ground motion velocity threshold of 5x10−6 m/s.
If ambient noise levels at a station were higher than the proposed corresponding
threshold, our analysis implies that the straightforward early warning methodology
proposed here would fail. Finally, our model suggests that the onset and decay of
seismic energy over several minutes (Figure 3.2b) may be characteristic of debris
flows on depositional fans, with the onset being mostly due to decreasing average
distance of the flow to the station, and the decay being mostly related to decreasing
flow speed and grain size as the flow traverses the distal, lower gradient fan and
deposits the largest boulders.
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Our analysis of the ground-motion data suggests that debris flow early warning
could have been accomplished for Montecito, even with a single accelerometer with
moderate sensitivity in the 5 to 10-Hz frequency band providing real-time data. With
the nominal threshold and estimates discussed above, the early warning time would
have been approximately 5 min for locations within about 600 m of the station
(Appendix). While such an early warning would not have helped for locations
farther upstream, including the most heavily affected areas, a seismic network
designed specifically for debris flow early warning could clearly improve upon
the warning area and time. Locating multiple stations upstream of the potentially
affected communities, near the border of Montecito with the Santa Ynez Mountains
at each creek, could provide up to 10 min of early warning for all residents affected
by the Montecito debris flows, depending on the debris flow initiation locations
(Appendix). There is a trade-off between the robustness of the detection, size
of the event targeted, and the amount of warning time desired, but the simple
theoretical prediction of equation 3.3 provides a pragmatic and justifiable criterion
uponwhich to base awarning threshold, with site-specificmodifications based on the
parameters discussed being clear ways in which different sites could have different
ground-motion thresholds for the same targeted early warning level. While there are
many practical issues that still need to be addressed before the ground-motion based
debris flow early warning system proposed here would be robust and useful (e.g.,
[38, 39, 40]), the physics-based approach should help with better understanding the
uncertainties that underlie the measurement.
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Figure 3.8: Seismic velocity time series and their respective spectrogram high-
lighting signals with various types of sources. (Top panel) Seismic signal from
Montecito debris flow recorded at the Montecito Station (CI.QAD) has a distinc-
tive waveform characteristic, and its frequency content is bounded within a small
bandwidth between 3 – 15 Hz, peaking around 7 Hz in this particular scenario.
(Mid panel) Seismic signal recorded at CI.QAD on November 15, 2017 showing
glitches which behave as white noise and occupy the whole frequency bandwidth up
to Nyquist frequency at 50 Hz. The inset shows the waveform for glitches which has
sharp discontinuities and an amplitude increase by 4 orders of magnitude. (Bottom
panel) Seismic signal recorded at CI.SBC near Old Santa Barbara Mission, 10
km west of Montecito, on one of the work days with strong anthropogenic signals
starting around 8AM local time. In this particular case, the signal occupies the
frequency bandwidth around 3 - 30 Hz and can be higher in amplitude depending
on the nature of the activity. The signal does not always resemble white noise and
hence, the simple detection algorithm we used at Montecito would be insufficient
to completely remove the high anthropogenic noise observed in Santa Barbara. The
threshold of detection can be adjusted (for instance find anomalous signals in fre-
quency band lower than 25 Hz) but it will trade off with the performance of robustly
detecting a debris flow signal.
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Figure 3.9: PSDs measured from deglitched versus raw seismic data. (Top panel)
Average PSD over 1-minute intervals using seismic data deglitched with the routine
discussed in the supplementary methods section. (Bottom panel) Average PSD over
1-minute intervals using raw seismic data.
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Figure 3.10: Mean PSDs averaged over 5-10 Hz observed at station CI.QAD in
Montecito and station CI.SBC (located at 34.44076°N, 119.71492°W) in Santa
Barbara over the 1.25 hours surrounding the Montecito debris flows. The time
series for QAD is clipped (see Fig. 3.2b) to highlight the lower amplitude signals
before and after the peak signal. Despite the peak PSD for SBC occurring below
5 Hz, signal leaks into the higher 5-10 Hz frequency band, giving a robust signal
from 3:48-3:55AM, significantly higher than the short-term background over this
time range. Primarily due to the farther distance of SBC to the debris flows, the
amplitudes are an order of magnitude smaller than those for QAD (note difference
in y-axis scales).
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Figure 3.11: PSD observed at station CI.QAD at 4:13:45AM, showing that the
signal includes significant power above 10 Hz during the later (4:12-4:15AM) time
period. The bimodality of the signal may be related to multiple debris flows at
different distances relative to the station (e.g. in San Ysidro and Romero Creeks).
3.5 Conclusion
Wedeveloped amechanisticmodel for the high-frequency seismic signature of debris
flows. Themodel suggests that seismic groundmotion amplitudes are most sensitive
to the product of four physical parameters related to the debris flow: length (L) and
width (W) of the boulder snout, grain size cubed (D3), and average speed cubed (u3).
Themodel also implies that peak frequency of the seismic signal depends on average
distance of the debris flow from the instrument. These results have implications
for what can be measured robustly with the seismic technique. For example, they
suggest that the seismic observables are most sensitive to the largest clasts within
the flow and are not directly sensitive to flow thickness except through the expected
dependence of average speed on thickness. The results also demonstrate the need for
accurate seismic parameter estimates when using the seismic technique. Applying
the modeling framework to the Montecito debris flows of 9 January 2018, we find
that the average distance to the nearest debris flows can be determined and that
estimated grain sizes and flow speeds are consistent with observations. Our work
further suggests that seismic networks designed to target debris flow early warning
could provide early warning times of up to 10 min for debris flows similar to the
ones that produced catastrophic results in Montecito.
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3.6 Appendix
Evaluation of Other Sources of Seismic Energy andDeglitching of Seismic Data
In order to have a robust ground-motion based debris flow early warning system, it
is important to be able to discriminate strong debris flows from other environmental
sources of ground motion, including strong rain, wind, ocean waves, earthquakes,
and anthropogenic cultural noise. In the main text, we demonstrate that early
warning for a strong debris flow like what occurred in Montecito could have been
declared based on a ground motion threshold of 6x10−12 (m/s)2/Hz averaged over
a 5-10 Hz frequency band and averaged over 60 seconds, or equivalently a ground
velocity threshold of 5 x 10−6 m/s filtered over the same frequency band and with
the same averaging time. Here, we demonstrate that other sources of ground motion
are not expected to meet this threshold, except possibly under extreme conditions
that would be easily identifiable.
Strong rain andwind preceded the debris flows inMontecito, with local precipitation
exceeding 2 mm/min and wind speeds exceeding 8 m/s. Despite these anomalously
large values, the ground motion during this pre-debris flow time never exceeded
an average of 10−13 (m/s)2/Hz. These sources of ground motion can therefore be
ruled out. Even during hurricane-force rain and wind, although low-frequency
(0.01-0.25 Hz) ground motions can exceed ground motions of over 10−7 m/s (with
peak values of 3 x 10−7 m/s during Hurricane Isaac) [29, 30] , 5-10 Hz ground
motions never exceed 6x10−12 (m/s)2/Hz even during the most intense hours of the
hurricane (Figure 3.6), due to the wide area over which this energy is distributed.
Ocean waves cause significant ground motions [31, 33], especially during strong
storm events, but again the frequency content is typically much lower (<1 Hz),
primarily due to the large distances from the locations where waves are significant
[31]. Even for very near coastal stations like the Montecito Station (CI.QAD),
which is only a few hundred meters from the coast, the strongest ocean waves cause
ground motions of less than -120 dB at 1 Hz, and these ground motions typically
decay below anthropogenic levels at higher frequencies [32]. Ground motions often
exceed 10−13 (m/s)2/Hz during earthquakes. However, such ground motions are
confined to limited times and are usually broadband in frequency. In order for large
ground motions to last more than 60 s, the earthquake must be a magnitude 8.0 or
greater [26], except under special resonant site conditions, such as in the Valley of
the City of Mexico [41]. Earthquakes are also easily distinguished from debris flows
by their characteristic sudden onsets, with clear P- and S- waves arriving prior to the
main surface waves, as opposed to debris flows which have a characteristic gradual
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onset. Frequencies of earthquake ground motions also include lower frequency
energy [13]. It should thus be possible to discriminate between earthquakes and
debris flows, even in locations where Earth structure is complex.
Perhaps themost challenging hurdle for earlywarning is large anthropogenic ambient
noise sources. Heavy construction and industrial equipment located within a few
km of a seismic station are well known to be able to cause 5-10 Hz ambient noise
in excess of 10−13 (m/s)2/Hz [27]. For example, a seismic station in Santa Barbara,
CI.SBC, has background noise of this amplitude on weekday work hours between
September and November 2017, and could not have been used for debris flow early
warning during such times (Figure 3.8). Criteria could be used to reject times with
large daily noise fluctuations that are likely to be anthropogenic or, alternatively,
such times could be flagged as unsuitable for early warning by local people who
would likely be informed of such seismically loud activity. We note that the station
CI.QAD in Montecito suffers none of these anthropogenic noise issues over the 188
days of data that are available.
One final problem that affects all seismic data is the occasional presence of glitches,
which can be caused by intermittent power failures, network connectivity, and sensor
malfunction [27]. Such glitches can look like a strong signal to the casual observer,
but are not true signals and must be removed prior to analysis (Figure 3.8). Indeed,
station CI.QAD had a series of glitches for which discontinuities in the time series
exist, which would have led to false detections had they not been removed (Figure
3.9). Figure 3.2a shows the deglitched data, for which the debris flow detection is
robust. Deglitching of the seismic data with a robust automatic algorithm would
therefore be important to implementing a debris flow early warning system. In this
work, we use a deglitching procedure that takes advantage of the fact that electronic
glitches behave like white noise, amplifying all frequencies, not just the 5-10 Hz
frequencies that are characteristic of a nearby (<3 km) debris flow event. This
deglitching step can be done in real-time as part of the early warning detection, and
involves (1) calculating the power spectra at 1-minute intervals, with an overlap of
50%, (2) rejection of datawith amplified power above 20Hz to its Nyquist frequency,
and (3) further filtering with a 3-point median filter to remove other glitches less
than 30 seconds in duration. Selection of the time window in step 1 is crucial since
shorter time windows allow for longer warning times but longer windows result in
more robust signal-to-noise criteria. The choice made here may not be optimal for
all applications, and we suggest that further analyses should be carried out, based
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on criteria such as sampling rate, background noise spectral levels and telemetry
consistency to select the most suitable time window. In step 2, power exceeding 3
standard deviations from the average power over the previous 3-5 hours is used as a
threshold and glitch times are suppressed from having any detections. Figure 3.9a
shows the result of the deglitching routine as compared with the data with glitches
(Figure 3.9b).
Estimates of Distance, Debris Flow Amplitude and Early Warning Timing,
Given Uncertainties in Model Parameters
Many of the parameters of Equations 3.3 and 3.4 are not well constrained, leading
to uncertainties in the final estimates of both source-station distance and debris flow
amplitude (LWD3u3). To constrain the seismic velocity parameters ξ and vc in
the Montecito region, we use the P wave scaling relation proposed by Brankman
[34] that is generally appropriate for the Ventura Basin area of southern California.
This relation has been used in the Southern California Earthquake Center (SCEC)
community velocity model (CVM-H 15.1.0) [36] and states that vp = 361z0.2944,
where vp is is S wave velocity and z has been converted to depth in km. This
power-law form of vs is precisely the form that produces an exact power law for
phase velocity as a function of frequency so that applying the formalism in Tsai
and Atiganyanun [22] yields c = 953 f 0.417, where c is phase velocity in m/s and f
is frequency in Hz. Thus, ξ = 0.417 and vc=953 m/s are our best estimates of the
two velocity parameters. Given the uncertainties shown in Figures 3.3 and 3.6 in
Brankman [34] , we estimate plausible ranges of 0.35 < ξ < 0.45, 800 < v < 1200.
Estimates of Q are more challenging, but we bound Q by measurements of Q in
southern California at a range of relevant depths. On the low end, Hauksson et al.
[42] found thatQ can be as low as 25 ± 10 at depths down to 1500 m in the Newport-
Inglewood Fault Zone in the middle of the Los Angeles Basin. On the high end,
Hauksson and Shearer [35] found that Q in the Santa Barbara-Montecito-Carpinteria
area at depths of 1 kmhave values as low as 53, 98 and 104 interspersed among under-
constrained (higher) values. Since Montecito is at the edge of the Ventura Basin, it
is unlikely to have shallow Q’s as low as in the Newport Inglewood Fault Zone nor
as high as the 1-km values from Hauksson and Shearer [35]. We therefore assume
that 30<Q<60, with Q=45 being our preferred value. Assuming uncertainties on
ξ, vc and Q are independent, uncertainties on Q dominate and lead to a factor of 2
uncertainty in source-station distance and approximately a factor of 20 uncertainty
in the product LWD3u3. It is clear that estimates of source-station distance and
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of other debris flow parameters could be significantly improved if estimates of the
seismic parameters were better. Finally, we note that given estimated parameters,
station CI.SBC’s distance of 5.5-11 km from the Montecito debris flows implies
peak frequencies of 1-3 Hz, significantly overlapping with other ambient seismic
noise sources as described in subsection above, and peak amplitudes that are an
order of magnitude lower than those for station CI.QAD in Montecito. Observed
power at CI.SBC is consistent with these predictions, with clear signal peaking
below 5 Hz but leaking into the 5-10 Hz frequency band during the earliest times
(see Figure 3.10). Conversely, at late times (4:12-4:15AM) on station CI.QAD,
there is significant energy above 10 Hz, suggesting very nearby sources of debris
flow energy (see Figure. 3.11).
Early warning time is estimated for the observed data based on a detection distance
of 1540 m. For a location 600 m upstream of the station, and an assumed flow speed
of 2.4 m/s, this would provide 390 seconds, or 6.5 minutes, of early warning time.
For the same detection distance, but with a station located at the edge of the city,
then this 1540 m would provide 640 seconds, or 10.7 minutes, of early warning time
for the entire city and an extra minute of warning for every 144 m farther upstream
the station is placed. For a location 1 km downstream of this point, there would
be 17 minutes of early warning time. Site-specific calibration of the parameters of
Equation 3.1 would reduce uncertainties in both estimated distances and estimates
of the product LWD3u3, and we suggest that such calibration be done for any future
debris flow early warning site. We also note that theMontecito seismometer was not
located with debris flow early warning in mind, and so was not optimally located.
Including data transmission and processing time (5 s) and an averaging time of 60
s reduces the early warning times described above by 65 s. Accounting for this 65 s
of reduced early warning time, a station would need to be placed 60 m upstream of
the city border to provide the entire city with 10 minutes of early warning.
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C h a p t e r 4
SHALLOW ATTENUATION AND SCATTERING KEY TO
IMPROVED PREDICTION OF SHAKING DURATION IN THE
LOS ANGELES BASIN
4.1 Abstract
Groundmotions in the LosAngeles Basin during large earthquakes aremodulated by
earthquake ruptures, path effects into the basin, basin effect and local site response.
In this study, we analyze the direct effect of shallow basin structures on ground
motion intensity and shaking duration at a period of 2 - 20 seconds in the Los
Angeles region through modeling and dense array analysis of small magnitude,
shallow and deep earthquake pairs. We observe that the source depth modulates
the basin response, in particular the shaking duration, and the basin response is
a function of path effect and not site condition. Three-dimensional simulations
using the CVM-S4.26.M01 velocity model show good waveform fitting to the direct
arrivals at periods of 5 seconds and longer, but fail to predict the long shaking
duration from strong surface waves and late coda waves that occurs for shallow
events. We find that a higher quality factor than traditionally assumed produces
synthetics with longer durations; however, they are still unable to accurately match
the amplitude and phasing of the shorter period surface waves. Beam-forming
analysis using dense array data reveals that the long duration surface waves have the
same back-azimuth as the direct arrivals and are generated at the basin edges, while
later coda waves are scattered from off-azimuth directions, with potential scatterers
such as sharp boundaries offshore. Improving the description of these shallow basin
structures and edges, and the shallow attenuation model will enhance our overall
capability to predict ground motions in future earthquakes.
4.2 Introduction
Understanding the effects of sedimentary basins on ground motion is important in
reducing earthquake hazard risks for many metropolitan areas such as Los Angeles.
Poorly-consolidated sediments within the basin amplifies ground motion, which
can be particularly severe and localized near basin edges due strong constructive
interference of seismic waves such as observed during the 1994 Northridge and 1996
Kobe Earthquakes [1, 2]. In addition, basin structures can prolong the duration of
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strong shaking. Notably, the M8.1 1985 Michoacán earthquake, despite occurring
more than 450 km away, caused an unusually long duration of long-period shaking
and resulted in considerable damage and causalities inMexico City which is situated
on top of a lake-bed basin. Kawase and Aki [3] first suggested the distinction in the
mechanisms on how basins cause ground motion amplification and long duration
by showing that the prolonged shaking in Mexico City is caused by the interaction
of soft-surface layer within a deeper basin (type-II basin) beneath the city and not
by surface wave reverberation within the basin. Similarly, within the Los Angeles
Basin, Saikia et al. [4] proposed that the presence of multiple low-velocity pockets
within the basin can trap and delay the surface seismic waves propagating through
them, allowing the seismic energy to appear at a later time and cause extensive
significant shaking. In recent years, other ideas have also been proposed to explain
these prolonged shaking durations including a combination of basin reflections and
mountain refractions [5] and surface wave overtones excited at the basin edge [6, 7].
The high density of stations in Kanto Basin, Japan allowed Boué et al. [6] to
use ambient seismic field measurements to reconstruct the wavefield propagating
across the basin, further highlighting the role of basin edges in exciting higher mode
surface waves. However, the mechanisms behind prolonged duration observed in
Los Angeles Basin remains difficult to investigate without a highly instrumented
basin that can adequately capture the seismic wavefield.
Nonetheless, the development of high resolution 3D velocity models with details on
the sedimentary basin structures, combined with numerical modelling techniques
that are capable of simulating waveforms accurately down to 1 second period,
allows us to simulate and predict the effects of the basin structure on ground motion,
particularly on the amplification factor. For Southern California, two Southern
California Earthquake Center (SCEC) Community Velocity Models (CVM), which
are CVM-S4.26.M01 [8] and CVM-H 15.1.0 [9], are commonly used in ground
motion studies. In CVM-S4.26, the initial basin structure is constrained using
a rule-based seismic velocity model, derived primarily from well log data [10],
where Vp is a function of sediment age and depth. In CVM-H, basin structures are
determined from sonic logs and seismic reflection profiles collected by the petroleum
industry [11], with an added high-resolution geotechnical layer (GTL) based onVs30
measurements [12] to better describe the top 1 km. The models are further refined
using tomographic inversions with a variety of data sets including earthquakes,
ambient noise correlation, seismic reflection profiles and receiver functions. Based
on these high resolution models, ground motion simulations based on scenario
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earthquakes, such as TeraShake and recent CyberShake runs, are able to capture the
significant influence of the basin structure in amplification andwaveguide channeling
[13, 14]. In particular, shallow surface rupture from hypothetical M7+ events along
the San Andreas Fault can cause strong ground motion within the greater Los
Angeles area and unusually high amplifications near the Whittier Narrows region,
highlighting the importance of understanding the effects of shallow structures on
ground motion. To validate the accuracy of the CVMs, forward simulations of
recorded earthquake events have been performed [15, 16], and the models are
assessed based on the prediction capability of the observed ground motions with the
emphasis on the amplification of ground motion.
Accurate prediction of ground motion, particularly a potential large earthquake
such as a San Andreas-type rupture, depends on several important factors including
earthquake source magnitude and rupture length, path effects into the Los Angeles
Basin, and the local basin effects. There have been several studies focusing on the
effect of basin depth (e.g., [17, 18] and surface wave direction [19] on groundmotion
site amplification, yet the direct effect of earthquake depths on basin response, both
amplitude and duration, remains unclear. In this study, we show that shallow
earthquakes preferentially amplify ground motion intensity and duration at longer
period (2 - 20 seconds) in the Los Angeles region. Through studying local, small
magnitude earthquakes using numerical simulations and dense array techniques, we
show the importance of better imaging shallow basin structures and sharp boundaries
in 3D velocity models to accurately predict the long shaking duration.
4.3 Observations
To study the direct response of earthquake depth on ground motion in basins,
we chose two pairs of local earthquakes close to the basin edge that have similar
magnitudes but at different depths (Figure 4.1). The first pair is the shallow 2014
Mw4.40 (3.5 km) and deep 2009Mw4.32 (15 km) Fontana event pair, which sample
both the Los Angeles and San Gabriel basin. The second pair is the 2012 Mw3.21
Beverly Hills (1.5 km) and 2017 Mw3.54 Westwood (9.0 km) event pair which is
located at the northern end of the Los Angeles basin. The focal mechanisms and
depths of the earthquakes are constrained using Cut-and-Paste (CAP)moment tensor
inversion method [20, 21], and we utilize a grid search approach that minimizes the
waveform misfit to find the best focal depth. For the Fontana event pair, we use the
moment tensor solutions and depths determined by Lui et al. [22] which are used
extensively in their study on rapid assessment of earthquake source properties. For
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the BeverlyHills andWestwood event pair, due to the smaller magnitude, 3DGreen’s
functions from the CVMs are used in the moment tensor inversion to improve the
fitting of waveforms at 5.5 – 12.5 seconds particularly for stations within the basin
[23, 24]. The depths for the Beverly Hills andWestwood event pair determined from
our grid-search, 1.5 km and 9.0 km respectively (Figure 4.2), are similar to those
relocated using waveform cross-correlation, 3.5 km and 9.8 km respectively [25].
Direct comparison of the waveforms reveals that earthquake depth has a significant
influence on shaking duration. Despite a smaller magnitude, the shallow 2012
M3.2 Beverly Hills event shows stronger and longer shaking for stations within the
LA Basin compared to the similarly located, but deeper M3.5 Westwood event at
periods of 2 - 20 seconds. This major contrast in shaking duration is observed in all
components (Figure 4.3 - tangential; Figure 4.4 - radial; Figure 4.5 - vertical). A
similar phenomenon is observed for the Fontana event pair, which share the same
magnitude and focal mechanism (4.6). Additionally, the similarity in waveform
between the aftershocks and associated mainshocks for the Fontana events further
confirm that the elongated shaking seen more prominently in shallow earthquakes
is not due to source complexity, but is rather the effect of shallow velocity structure
(Figure 4.6). Site conditions can affect the amplitude of the groundmotion observed,
where soft site shakes more strongly than hard rock site. However, we observe
stations with different site classifications recording similarly long shaking durations
for the shallow earthquakes and not for the deep earthquakes (Figure 4.7). This
points to the role of common path, and not individual site effect in the generation
of long shaking. Response from local shallow earthquakes is a proxy to shallow
rupture from large, faraway earthquakes and here we show that the earthquake depth
stronglymodulates the waveform amplitude and shaking duration in the Los Angeles
basin.
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Figure 4.1: Map showing the location of two event pairs, i.e. 2017 Mw3.54
Westwood and 2012Mw3.21 Beverly Hills events directly sampling the Los Angeles
Basin and M4.4 Fontana event pair, at the depth of 3.5 km and 15 km, covering
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Figure 4.2: Cut-and-paste (CAP) method using green functions generated from 3D
velocity models allows the characterization of moment tensors for events typically
deemed too weak in magnitude. Top panel shows the inversion result for different
depths for 2012 Beverly event and the waveform fitting for the best depth of 1.5 km,
indicated by the smallest RMS value, is shown on the right. The waveform used
are long period surface wave at 0.08 - 0.18 Hz. Bottom panel shows the inversion
result for the 2017 Westwood event, where the best-fitting depth is 9.0 km. The
waveforms used are long period surface waves at 0.08 - 0.25 Hz.
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Figure 4.3: Record section of velocity in tangential component plotted at absolute
amplitude for period 2-20 seconds for 2012 Beverley Hills and 2017 Westwood
events. To emphasize that the amplitude for waveforms recorded in 2017 Westwood
event is significantly weaker, the waveforms are plotted in black for absolute ampli-
tude and in red for amplitude multiplied by ten. The arrival of initial surface waves
and later strong prolonged shaking, traveling at 1170 m/s and 740 m/s, are indicated
by the dashed red lines. The stations are located within the main Los Angeles basin,
marked in red in Figure 4.1.
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Figure 4.4: Similar to 4.3, but for velocity in radial component.
2017 Westwood (9 km)
Period 2 - 20 s
2012 Beverly Hills (1.5 km)
Period 2 - 20 s
BRE
DLA
LLS
LTP
STG
USC
WTT2
0 20 40 60 80 100120140160180200
From origin time [s]
Black - Velocity (vertical)
Red - amplitude x 10
10
20
30
40
50
60
70
80
90
D
is
ta
nc
e
[k
m
]
0
0 20 40 60 80 100120140160180200
From origin time [s]
BRE
DLA
LLS
LTP
STG
USC
WTT2
Black - Velocity (vertical)
74
0
m
/s
11
70
m
/s
Figure 4.5: Similar to 4.3, but for velocity in vertical component.
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Figure 4.6: Record section of the tangential velocity for M4 Fontana earthquake
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Figure 4.7: (a) Seismograms from the Fontana event pair at PDR station (top) and
DJJ station (bottom) which are about 100 km away from the epicenter. Seismograms
within each panel (i.e. for individual station) are plotted with the same scaling.
Although DJJ station is located on soft rock and has a lower amplitude overall, the
seismogram from the shallow event exhibits longer significant shaking compared to
PDR, a station in the Los Angeles Basin, showing the importance of the path, not
site condition, in generating long duration. (b) The same long significant shaking is
observed in the Beverly Hills andWestwood event pair at both STG station (top) and
PLS station (bottom), located 80 – 85 km away, despite different site conditions.
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4.4 Results from 3D Simulations
The prolonged shaking at period of 2 – 5 seconds can adversely affect tall buildings,
bridges, and large-capacity storage tanks in Los Angeles area as it is within their
dominant response [26]. As physics-based groundmotion simulations are usedmore
routinely in ground motion hazard analysis, it is vital to validate the performance
of widely used 3-D velocity models CVM-H 15.1.0 and CVM-S4.26.M01 velocity
models in terms of predicting the shaking duration. These models are considered
to be sufficiently good representation of the subsurface structure for at least period
longer than 5 seconds [16]. We focus on modeling the shallow Beverly Hills
earthquake as its travel path only samples the Los Angeles Basin whose edges and
shape are better described due to extensive borehole, seismic reflection and geologic
investigations [9, 10, 27]. The small magnitude of the earthquake means it can be
treated as point source for the period bandwidth we are investigating. Using the 3-D
finite difference method [28], synthetics accurate up to 1 second are generated for
the 3-D models with a minimum shear wave velocity (Vs) set at 500 m/s with a 100
m spacing. Anelastic attenuation was modeled using the relations Qs = 50Vs (Vs in
km/s) and Qp = 2Qs, which are used in several previous simulations (e.g. [2, 13]).
Taking the quality factor as a function of shear velocity accounts for the different
attenuation behavior between basin and bedrock where basins generally have lower
Vs and hence lower Qs due to the presence of unconsolidated material [29].
Figure 4.8 compares synthetics for both CVMs with the observations in two band-
widths: 5 - 20 seconds and 2 - 20 seconds. At a period of 5 seconds, the CVM-S4.26
model fits the initial portion of the waveform shape better than CVM-H 15.1.0, in
terms of absolute amplitude and period. The synthetics for CVM-H15.1.0 do pro-
duce a large amplitude late arriving wave packet that shares some similarities with
the observations; however, the synthetics are larger in amplitude and arrive later
than the observed waveforms. This suggests that CVM-H 15.1.0 has the appropri-
ate structural configuration to produce these late arrivals (e.g. sharp basin edge),
although the average near surface velocities are likely too low. At period of 2
seconds, both models are not able to reproduce the later arriving phases, although
CVM-S4.26.M01 fits the first several tens of seconds better (Figure 4.8). CVM-
S4.26.M01 also performs better for the Fontana event including fitting the first
several tens of seconds at period up to 2 seconds for both shallow and deep events
and also reproducing the unusually large ground motions at station RUS, which is
located at Whittier Narrows region (Figure 4.9 and 4.10). Our results are consistent
with Taborda et al. [16], who performed simulations for 30 moderate local events
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and found that CVM-S4.26.M01 produces a consistently higher goodness-of-fit
compared to CVM-H15.1.0 at longer periods.
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Figure 4.8: Record sections showing the comparison between 3-D synthetics (in
red) generated from CVM-S4.26.M01 (left column) and CVM-H (Right column)
and data (in black) for 2012 M3.2 Beverly Hills event filtered at two different period
ranges, 5 - 20 seconds and 2 - 20 seconds. Both data and synthetics are tangential
velocity waveforms, plotted in absolute amplitude. The stations are located within
the Los Angeles Basin, trending northwest-southeast. The attenuation scaling used
to generate the synthetics is Qs = 50Vs.
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Figure 4.9: Record sections showing the comparison between 3D synthetics gener-
ated from CVM-S4.26.M01 (top panel in blue) and CVM-H (bottom panel in red),
and data (in black) for the shallow M4.4 Fontana event, filtered at three different
period ranges, which are 5 - 20 seconds, 3 - 20 seconds and 2 - 20 seconds. The data
and synthetics are tangential velocity waveforms, plotted in absolute amplitude. The
station profile starts from northern edge of San Gabriel basin into Los Angeles basin
across Whittier Narrows and ends at the coast (station PDR). CVM-S.4.26.M01 fits
the waveform data better than CVM-H, particularly at the first several tens of sec-
onds at period up to 2 seconds and also reproduces well the unusually large ground
motions at anomalous stations like RUSwhich is located atWhittier Narrows region.
A similar comparison for the deep Fontana event is in Figure 4.10.
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Figure 4.10: Similar to Figure 4.9, record sections show the comparison between
3D synthetics generated from CVM-S4.26.M01 (top panel in blue) and CVM-H
(bottom panel in red), and data (in black) for the deep Fontana event, filtered at
three different period ranges, which are 5 - 20 seconds, 3 - 20 seconds and 2 -
20 seconds. The data and synthetics are tangential velocity waveforms, plotted in
absolute amplitude. The station profile starts from northern edge of San Gabriel
basin into Los Angeles basin across Whittier Narrows and ends at the coast (station
PDR). As a whole, CVM-S.4.26.M01 performs better than CVM-H and can fit
waveforms well at period of 5 seconds. At period of 2 seconds, both models do not
completely reproduce the waveforms.
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Several factors may contribute to the underprediction of the long duration shaking
in our simulations, including the minimum shear wave velocity in the velocity
model, implementation of near-surface geotechnical layer (GTL) at the top 350 m,
inclusion of stochastic, correlated velocity perturbations, and incorrect estimation
of event depth. However, our test results in Figure 4.11 show that these factors do
not significantly impact the waveforms or the duration in the period range 2 – 20
seconds (Figure 4.11 for period range 5 - 20 seconds) The lower minimum velocity
in the velocity model, which affects the shallowmost layers and can further amplify
the waveform amplitude, does not have a significant impact at this period range,
and the synthetics do not reproduce the strong shaking. Without the near-surface
low velocity GTL at the top 350 m, the waveform fits for certain stations like PSR
and RUS worsen, but the fits for stations like USC and LCG are mildly improved.
Therefore, we conclude that the effect of GTL is insignificant at this period range.
Similarly, adding the stochastic perturbations, which can promote scattering andmay
increase the shaking duration, does not change the fitting significantly in this period
band. Finally, the shallower source generates synthetics with stronger amplitude,
which overpredicts the amplitude of the initial arrivals but improve the waveform
fitting for RUS in particular. However, the long shaking duration is not predicted by
the synthetics.
On the other hand, the choice of anelastic attenuation factors can have a strong impact
on the modeled duration at shorter period, as with stronger attenuation, energy at
shorter periods decays more rapidly with time. Lin and Jordan [30] suggested that
the attenuation scaling (Qs = 50Vs) used in earthquake simulations are 4 times
weaker than predicted from t* measurements by Hauksson and Shearer [29] for 2 -
30 Hz. When a weaker attenuation scaling is used (Qs = 200Vs), we observed that
more energy is preserved hence the duration of shaking in both the 5- 20 second and
2 - 20 second bandwidths are increased (Figure 4.13). At 5 seconds period, the fit
to the later arrivals produced by CVM-S4.26.M01 is improved, while for CVM-H
15.1.0, the amplitude of the later arrivals is now significantly over-estimated. At 2
seconds period, both models produce later arriving waves; however, neither model
is able to adequately match the amplitude or phasing of the observed later arriving
motions. A comparison of Qs with different scaling factors (50 Vs, 100 Vs and
200 Vs) for CVMS4.26-M01 can be found in Figure 4.14. In this study, we do not
attempt to prescribe the right attenuation model but to point out that the choice of
attenuation model has strong effect in reproducing accurate shaking duration.
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In short, the synthetics from 3D velocity model CVM-S4.26 can reproduce most
of the initial phases better than the synthetics from CVM-H15.1.0. CVMH.15.1.0
does produce later arriving waves at 5 seconds period, although they are larger in
amplitude and delayed relative to the observations. With weaker attenuation, both
models produce longer durations, although neither model fits the phasing of the
observed motions very well. The differences seen in the synthetics from the two
CVMs stems from differences in the architecture of the shallow structures in the
models (Figure 4.15). In CVM-S4.26, the entire model has been updated using
waveform tomography, which has a lower period bound of about 5 seconds [8]. The
result is that the velocity structure of CVM-S4.26 is smoothly varying and any sharp
velocity contrasts from the original CVM-S4 have been blurred out. Without sharp,
shallow basin edges, this model does not produce strong basin surface waves for
shallow events, particularly for periods below 5 seconds. On the other hand, while
CVM-H15.1.0 has also undergone tomographic updates, the basin structures have
been reinserted so that the shallow, detailed heterogeneities from the original CVM-
H model are preserved. This allows the generation of coherent basin surface waves
for shallow events such as those seen at 5 seconds period in Figure 4.8; however,
the presence of lateral heterogeneities within the shallow basin sediments breaks
up the coherence of the prolonged shaking across the basin at shorter periods.
The following section explores the role of shallow heterogeneities in the wave
propagation by tracking the wavefront using dense array.
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(a) CVM-S4.26.M01 (minimum Vs = 250 m/s) (b) CVM-S4.26 (no GTL layer)
(c) CVM-S4.26.M01 + near surface scatterers (d) CVM-S4.26.M01 (source at 2.5 km)
110
100
90
80
70
60
50
40
30
20
20 40 60 80 100 120 140 160 180
200
0
From origin time [s]
20 40 60 80 100 120 140 160 180
200
0
From origin time [s]
20 40 60 80 100 120 140 160 180
200
0
From origin time [s]
20 40 60 80 100 120 140 160 180
200
0
From origin time [s]
10
0
E
pi
ce
nt
ra
lD
is
ta
nc
e
[k
m
]
LCG
PDR
PDU
PSR
RIO
RUS
USC
LCG
PDR
PDU
PSR
RIO
RUS
USC
110
100
90
80
70
60
50
40
30
20
10
0
E
pi
ce
nt
ra
lD
is
ta
nc
e
[k
m
]
Figure 4.11: Record sections showing the comparison between velocity data in
tangential component (black) and 3D synthetics generated from CVM-S4.26.M01
(red) for the shallow Fontana event. The 3D synthetics are generated using an
attenuation scaling of Qs = 50Vs. Both data and synthetics are filtered at 2 – 20
seconds and plotted in absolute amplitude. Results for waveforms at a period of 5
– 20 seconds can be found in Figure S8 (a) 3D synthetics generated from CVM-
S4.26.M01 with minimum velocity set at 250 m/s instead of 500 m/s (refer to Figure
S5). (b) 3D synthetics are generated from CVM-S4.26, which is CVM-S4.26.M01
without the slow geotechnical layer (GTL) at top 350 m. (c) 3D synthetics generated
from CVM-S4.26.M01 with strong perturbations added stochastically in the top 1.2
km (following Graves and Pitarka [31]). (d) 3D synthetics generated from CVM-
S4.26.M01 with the earthquake source at 2.5 km instead of 3.5 km.
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(a) CVM-S4.26.M01 (minimum Vs = 250 m/s) (b) CVM-S4.26 (no GTL layer)
(c) CVM-S4.26.M01 + near surface scatterers (d) CVM-S4.26.M01 (source at 2.5 km)
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Figure 4.12: Similar to Figure 4.11 but for waveforms filtered at 5 – 20 seconds.
Record sections show data for shallow M4.4 Fontana event (in black) compared to
3D synthetics (in red) generated from (a) CVM-S4.26.M01 with minimum velocity
set at 250 m/s (b) CVM-S4.26, which is CVM-S4.26.M01 without the slow geotech-
nical layer (GTL) near the surface (c) CVM-S4.26.M01 with strong perturbations
added stochastically at the top 1.2 km. (d) Record section comparing data with 3D
synthetics generated from CVM-S4.26.M01 with the earthquake source at 2.5 km
instead of 3.5 km. At a period of 5 seconds and longer, the various modifications to
the model or source depth do not significantly improve the waveform fitting.
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Figure 4.13: Record sections similar to Figure 4.8, showing the comparison between
3D synthetics (in red) generated from CVM-S4.26.M01 (left column) and CVM-H
15.1.0 (Right column) and data (in black) for 2012 M3.2 Beverly Hills event. The
3D synthetics are generated using a weaker attenuation scaling of Qs = 200 x Vs.
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Figure 4.14: Record sections showing the comparison between tangential velocity
data for 2012M3.2BeverlyHills event (in black) and 3D synthetics (in red) generated
from CVM-S4.26.M01 with three different scaling factors for Qs (i.e Qs = (50 or
100 or 200) Vs). The shaking duration is more preserved with weaker attenuation
(higher Q).
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CVM-H Model
CVM-S4.26.M01 Model
Depth: 500 m
Depth: 500 m Depth: 1500 m
Depth: 1500 m
Figure 4.15: (top) Cross-section showing the shear wave velocity structure from
the CVM-S4.26.M01 model across the Los Angeles Basin, stations (in red) along
the profile and the depth of the 2012 Beverly Hills shallow event in yellow stars.
The two maps below are horizontal depth profile of the CVM-S4.26.M01 model at
depth 500 and 1500m. The black dashed line shows the location of the cross-section
profile. Locations of earthquakes (in yellow stars) and seismometers (in red) are
shown as well. Red lines delineate the known regional faults. (bottom) Same, but
for the CVM-H model.
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4.5 Beamforming Analysis on Dense Array
Array processing techniques, when applied to dense array deployments, can be
used to estimate propagation direction, slowness and arrival time of each coherent
wavefront passing across the sensors. While array processing techniques have been
used extensively to study the fine-scale structure of the Earth’s interior [32], recently,
they have been used to identify prominent scatterers within the upper crust such as
the bathymetric relief in the Southern California Continental Borderland [33]. The
particularly dense array deployments of single vertical component sensors from the
FairField Node system at the Santa Fe Springs (SFS) array (Figure ??) recorded the
shallow 2012 Beverly Hills event, which provides an opportunity to investigate how
the path across the Los Angeles basin enables long duration. The SFS array consists
of 1464 sensors at the time of earthquake, with a sensor spacing averaging 100 m.
Data with bad signal-to-noise ratio and no visible earthquake signals are removed,
retaining 97% of SFS array data.
To detect how a seismic wavefield travels across an array, we use the phase stack (or
phase coherence)method described in Schimmel andPaulssen [34] and implemented
in Yu et al. [33]. In the phase stack method, the seismic traces are first converted
into analytic traces using Hilbert transform, and the amplitudes of the traces are
normalized to unity sample by sample. The phase coherence is then measured
by averaging these analytic traces in the complex plane. Using phase coherence
measurements allows us to detect weak but coherent signals recorded at the arrays
due to seismic scattering. The phase coherence is scaled with the amplitude to
emphasize coherent arrivals that are strong in amplitude; in this case, significant
shaking.
At period range 2 - 20 seconds, SFS array show several arrivals of coherent energy
with increasing slowness corresponding to P wave, S wave and surface wave (Figure
4.16). When scaled with amplitude, the significant shaking across SFS array lasts up
to 80 sec. The prolonged shaking travels with slowness up to 150 s/deg (= apparent
velocity of 740 m/s) and arrives from the same azimuth as the earthquake direction,
i.e. the energy is traveling on the great circle path. The difference in slowness of the
later arrivals (150 s/deg) compared to the first packet of surface waves (100 s/deg)
indicates that the later waves are sampling very slow structures not sampled by the
initial surface wave packet. .
Additionally, there is a stream of coherent energy recorded at the SFS array that
arrived from off-great circle azimuth of 240 degree at later time window of 80 - 120
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Figure 4.16: (a) The back azimuth and slowness of P, S and Surface wave arrivals
for data recorded by the Santa Fe Springs (SFS) array located 35.5 km away from the
hypocenter. Earthquake epicenter is at a back azimuth of 291°. Shown as well is a
vertical-component velocity seismogram recorded by the SFS array. Seismograms
are bandpass filtered between 2 - 20 seconds with a two-pass Butterworth filter. (b)
Polar plots showing coherence measured from data and are stacked over the entire
duration (200 seconds). Warmer color indicates higher coherence. Most coherent
energy are confined to the great circle path. There is some coherent energy observed
arriving from off-great circle azimuths at time 80 to 120 seconds.
seconds, traveling at the same slowness of 100 s/deg. Assuming constant slowness,
we can estimate that the energy from the earthquake is scattered offshore near the
edge of the Santa Cruz Basin along the Inner Borderland and recorded by the array
as a coherent late arrival. The location where energy is scattered has a pronounced
topographic relief and is a prominent scatterer imaged using teleseismic SH waves
[33]. This weak late arrival is also observed at other stations, arriving about 40
seconds after the surface wave train (Figure 4.3). Our simulation results further
emphasize the role of regional heterogeneities. In comparison to CVM-S4.26.M01,
the CVM-H model contains offshore structures and sharp boundaries which can
reflect the late arrivals, and hence is able to produce these very late arrivals (Figure
4.13 and 4.15).
4.6 Discussion
The beamforming results suggest that the prolonged shaking is not caused by off-
azimuth basin reverberations, as the later arrivals are along the same back azimuth
as the earthquake. The prolonged levels of shaking, traveling at increasing slowness,
indicates the role of slow velocity structures in the near-surface, which is consistent
with many previously proposed hypotheses on exciting long durations [3, 4]. In
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addition, the strong shaking develops coherently across the basin, starting from the
station closest to the basin edge, suggesting that the reason behind the excitation
of the long duration is due to generation of basin surface waves at the basin edges,
which are also proposed for the Kanto basin [6] in Japan andMexico Valley [7]. Due
to the shallower incidence angles, the strength of these basin waves is much greater
for shallow sources than for deep sources, exhibiting an earthquake depth-dependent
behavior on basin response. This phenomenon is frequency-dependent, particularly
strong for 2 - 10 seconds wave, posing an increased risk to tall buildings, bridges
and large-capacity storage tanks in Los Angeles area.
To improve the performance of the physics-based forward simulation and better
constrain the velocity models, it is important to resolve the attenuation model in the
shallow crust. In most numerical implementations of waveform forward simulation,
intrinsic attenuation is applied using a scaling law with a function of Vs [16, 35].
Such application would imply strongest attenuation near the surface within basin
structure as the velocity values are typically lowest, and reflects the attenuation
properties of sedimentary basin. Therefore, surface waves are most affected as they
are trapped in the shallow layers of the velocity model. Our initial simulation applies
a relation of Qs = 50Vs, which means the top 1 km has an average Qs of 50 - 100.
This relation is consistent with theQs values proposed in Hauksson and Shearer [29]
and is higher than prescribed in Olsen et al. [35] where Qs = 20Vs for Vs < 2 km/s
(Figure 4.17). Our simulation result shows that implementing a weaker attenuation
relation (i.e. larger Qs) can reproduce some of the prolonged shaking at 2 seconds.
However, weak attenuation alone is insufficient in predicting the waveform. The
synthetics from CVM-H model, despite not fitting the observed waveforms, contain
a strong late wave train, which are generated due to presence of thicker slower layer
at the surface than CVM-S4.26 (Figure 4.15). The presence of slow heterogeneities
within the basin further modulates the amplification of ground motion at individual
sites, on top of weak attenuation and slow subsurface layer. The regional hetero-
geneities, such as offshore structures included in CVM-H, are also important in
predicting off-azimuth arrivals. Future improvements to simulating using the 3D
velocity models should consider (1) better representation of shallow heterogeneities
within the basin and sharp boundaries regionally while preserving the basin edge
information and (2) an appropriate shallow velocity and attenuation scaling model.
The improvements in station coverage, either seismic instruments or other novel
sensors such as distributed acoustic sensing (DAS) system, will be able to improve
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Figure 4.17: (Left) 1D Shear wave velocity model queried from CVM-S4.26.M01
below USC station which is within the Los Angeles Basin. (Right) Quality factor
for shear wave velocity (Qs), a parameter to account of anelastic attenuation, for
each depth below USC station using four types of scaling law based on Vs value.
Olsen et al. [35] uses Qs = 20Vs (for Vs < 2 km/s) and Qs = 100Vs (for Vs >= 2
km/s). Taborda et al. [16] uses a regression fitted scaling based on Brocher [36],
which is Qs = 10.5 − 16Vs + 153V2s − 103V3s + 34.7V4s − 5.29V5s + 0.31V6s . Apart
from Olsen et al. [35], most scaling laws use rules that avoid abrupt transitions in
Qs.
our ability to image the shallow heterogeneities and velocity structure in the basin.
4.7 Conclusion
In this study, we analyzed small-magnitude, shallow and deep earthquake pairs
recorded across the LA basin and showed that shallow events can generate much
longer shaking durations in the bandwidth 2 - 20 seconds compared to deeper events.
The observed coherent wave train, combined with beamforming analysis, suggests
that the basin edges are responsible in exciting the long duration. Additional late,
but weaker shaking is also observed to be arriving off-azimuth, potentially scattered
by regional structures. Current 3-D community velocity models do not accurately
predict the long shaking in their present form. Possible modifications to these
models, including more accurate imaging of basin edges, better imaging of shallow
heterogeneities within the basins, and better constraints on the shallow velocity and
attenuation structure will likely lead to improved modeling of these basin generated
phases.
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EVIDENCE FOR STRONG LATERAL SEISMIC VELOCITY
VARIATION IN THE LOWER CRUST AND UPPER MANTLE
BENEATH THE CALIFORNIA MARGIN
Lai, V. H., Graves, R. W., Wei, S. and Helmberger, D. (2017). “Evidence for strong
lateral seismic velocity variation in the lower crust and upper mantle beneath
the California margin”. In: Earth and Planetary Science Letters 463, pp.
202-211 doi: 10.1016/j.epsl.2017.02.002.
5.1 Abstract
Regional seismograms from earthquakes in Northern California show a systematic
difference in arrival times across Southern California where long period (30 – 50
seconds) SHwaves arrive up to 15 seconds earlier at stations near the coast compared
with sites towards the east at similar epicentral distances. We attribute this time
difference to heterogeneity of the velocity structure at the crust-mantle interface
beneath the California margin. To model these observations, we propose a fast
seismic layer, with thickness growing westward from the San Andreas along with a
thicker and slower continental crust to the east. Synthetics generated from such a
model are able to match the observed timing of SH waveforms better than existing
3D models. The presence of a strong upper mantle buttressed against a weaker
crust has a major influence in how the boundary between the Pacific plate and North
American plate deforms and may explain the observed asymmetric strain rate across
the boundary.
5.2 Introduction
The lithospheric structure beneath the California margin plays an important role
in controlling how the plate boundary between Pacific plate and North American
plate deforms. Geodetic studies [1, 2, 3] have shown an asymmetry in strain
accumulation across the San Andreas Fault (SAF). The asymmetry is attributed to
factors including laterally heterogeneous elastic properties in the upper crust (0 –
20 km) and varying elastic lithospheric thickness across the fault in the lower crust.
Here, we present seismic observations that are consistent with the lateral transition
in elastic properties across the SAF boundary, involving the lower crust and upper
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mantle structure beneath the California margin, as shown schematically in Figure
5.1.
Figure 5.1: A schematic drawing of our proposed model. The lid (defined in text),
which is faster than its surrounding medium, grows in thickness from the plate
boundary towards Pacific plate (PA). In order to better fit the arrival times for inland
stations (details in Section 5.4), the crust below the North American plate (NA) is
modeled with a thick, relatively low-velocity crust.
The seismic lithosphere or lid, as defined by Anderson [4], is a zone of relatively
high seismic velocity in the uppermost mantle, generally overlying a low velocity
zone (LVZ) under oceans and cratons. The lid and underlying LVZ are different
from the mechanically-defined lithosphere-asthenosphere boundary, although both
are closely related, and the seismological layers are often used to outline mechanical
structure [5]. Pure path (1D) models indicate that the Pacific plate has a thick ( 60
km) lid overlaying a strong LVZ extending to below a depth of 300 km [6, 7]. In
contrast, the continental Western United States (WUS) structure is characterized by
a relatively slower, thinner lid (10 - 20 km) along with a weaker mantle LVZ [8].
Despite these large lateral differences, the vertical travel times through these two
structures are quite similar. Thus, studies utilizing teleseismic phases with nearly
vertical ray paths (e.g. most global tomographic models) have difficulty resolving
the lateral variation in shear wave velocity structure across the plate boundary.
Using regional S-SS differential travel times,Melbourne andHelmberger [9] showed
that there is lateral variation within the sub-crustal mantle characterized by the
presence of a seismic lid beneath California with thickness increasing from 0 km in
Eastern California to 55 km along the Pacific plate (see Figure 5.2). As the Pacific
plate with a thick lid has lower dextral strain compared to the North American plate
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with a thin lid, they propose that the lid structure may modulate the deformation
across the plate boundary. However, the sampling sites of the lid thickness, denoted
by the SS reflection points, are located along the coast of Baja California and
therefore cannot precisely resolve the lid thickness beneath the main California
coastal region.
Figure 5.2: From S-SS differential time studies for events off Baja California,
Melbourne and Helmberger [9] estimate the seismic lithospheric thickness beneath
Californiamargin by fitting observedwaveforms from a library of 1D synthetics with
variable lid thickness. Western California has a thick lid while Eastern California
has a thin lid with high thickness gradient. There is a positive correlation with lid
thickness gradient with dextral strain across the region, as indicated by the GPS
velocities measurements. They propose that the correlation is due to Pacific plate,
with the presence of thick lid, plays a key role in modulating the regional crustal
deformation. (Reproduced from Melbourne and Helmberger [9])
Understanding how the plate boundary between Pacific plate and North American
plate deforms requires an accurate image of the deep structure along the plate
boundary. Seismic studies since the 1970s indicate large variability in velocity
structure along this boundary. For example, Zandt and Furlong [10] combined
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teleseismic travel-time data and thermal models to infer lithospheric-thinning along
the San Andreas fault system in northern California. More recently, Wang et al.
[11] used surface wave tomography to map out lateral velocity variations to a depth
of 300 km throughout the southwestern United States, finding similar lithospheric
thinning to the east of the San Andreas fault in the Mendocino region as well as
high velocity regions within the upper mantle at depths up to 200 km that they
correlate with fossil slab structures. Other recent studies took advantage of the
improved station density coverage to retrieve regional velocity structure of the crust
and uppermost mantle using seismic tomography (e.g. [12, 13] ), adjoint waveform
tomography [14] or receiver function techniques (e.g. [15, 16, 17, 18, 19]). Many of
these regional velocity features are incorporated in the development of 3D velocity
models by the Southern California Earthquake Center (SCEC), which are discussed
later.
Multiple earthquakes, namely the 2014-03-10 Mw 6.8, 2005-06-15 Mw 7.2, and
2010-01-10 M6.5 events in Mendocino region and the 2014-08-25 Mw 6.0 Napa
earthquake, present a unique opportunity to directly study the lateral variation in the
lower crust - upper mantle structure beneath the California margin using regional
waveforms. The earthquakes occurred in Northern California and the waveforms
were recorded by the BK network operated by the Northern California Seismic
Network (NCSN) and the CI network operated by the Southern California Seismic
Network (SCSN) at regional distances 3 - 11◦ (Figure 5.3a inset). The recorded
waveforms exhibit significant travel time differences (discussed in Section 5.3),
suggesting possible lateral heterogeneity of the lithospheric structure beneath the
California margin.
3D waveform-modeling is useful to investigate anomalous behaviors in the seismic
wave field, but can be prohibitive when modeling at large continental scales due to
high computational cost. One previous known effort in continental-scale modeling
[21] is able to explain large scale Rayleigh-wave multipathing phenomenon across
western North America, but lacks resolution for detailed study on ocean-continent
transition. Specifically modeling the crustal-sensitive waves that sample the whole
continental margin on a reduced regional scale allows us to refine current velocity
models and constrain key features across the plate boundary.
In this study, we show that the travel times of the regional SH waveforms from these
events cannot be well explained by existing 1D and 3D velocity models, which are
poorly constrained in lower crust - upper mantle structure. We propose that a fast
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Figure 5.3: (a) The inset shows the location of the earthquakes in Mendocino and
Napa regions (see Table 5.1, along with the distribution of broadband stations from
NCSN and SCSN used in this study. The blue line displays the location of coastal
stations and the red line shows the location of inland stations along radial profiles
discussed later. The three azimuthal profiles (Profile A, B and C) marked in purple
dashed lines are used to examine the timing and waveform variations as a function
of back azimuth to the events. (b) Topographic map zoomed in on the location
of SCSN stations and azimuthal profiles featured in this study. The fault map is
provided by Jennings [20] where the San Andreas Fault is highlighted in bold red
line.
seismic layer beneath the California coast coupled with a thick, relative slow crust
beneath eastern California is necessary to explain the discrepancies in travel times.
The lateral variation of velocity in the lower crust - upper mantle region in our
proposed model suggests a similar lateral variation in lithospheric strength which
may play a strong role in modulating long term plate deformation and explain the
strain rate asymmetry across the SAF.
5.3 Observations
The challenge in studying the ocean-continent plate boundary using regional wave-
forms in California is that it is difficult to model the different types of waveforms (P,
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Event Name Mw Latitutde Longitude Depth(km) Strike Rake Dip
2014-08-24
Napa 6.0 38.215 -122.312 11.1 155 172 82
2014-03-10
Mendocino 6.8 40.829 -125.134 16.6 318 -169 88
2005-06-15
Mendocino 7.2 41.292 -125.953 16.0 317 172 83
2010-01-10
Mendocino 6.5 40.652 -124.692 29.3 233 0 85
Table 5.1: The earthquake source parameters used in this study are provided by the
ANSS Comprehensive Earthquake Catalog (ComCat).
SH and SV) simultaneously because of the limited aperture of the station distribu-
tion and the nodes in the radiation patterns for strike-slip events. In this study, we
concentrate on the tangential component in displacement, because the stations are
located close to the maxima of SH wave radiation pattern for the earthquakes we
analyze.
We perform cross-correlation to see how the travel times of the observed SH wave-
forms compare with that computed from a 1-D velocity model (see Table 5.2)
modified from the layered ‘Gil7’ velocity model [22]. The 1-D synthetics are com-
puted using frequency-wavenumber method [23]. The ‘Gil7’ velocity model is
derived from broadband waveform modeling and routinely used in moment tensor
inversions in Northern California. The ‘Gil7’ model is a relatively fast model, which
has a shallow Moho boundary at 25 km and includes a fast, mafic lower crust with
a P-wave velocity (Vp) of 6.89 km/s and shear wave velocity (Vs) of 3.98 km/s, as
revealed from the San Francisco Bay area seismic imaging experiment (BASIX) in
1991 [24]. The time differences between the data and synthetics will show how
much the 1-D velocity model deviates from the true velocity structure. In this study,
we use published moment tensor solutions provided by the ANSS Comprehensive
Earthquake Catalog (listed in Table 5.1). We concentrate our analysis in the period
range of 30 to 50 seconds. The waveforms sample up to a depth of 100 km and are
sensitive to both the lower crust and upper mantle structure (see Figure 5.4).
For both Mendocino and Napa earthquakes, the observed long period SH waves
show a systematic pattern of later arrival times (positive time delay) for sites in
eastern California and early arrival times (negative time delay) for sites along the
coast, demonstrating that the velocity structure varies laterally across California
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(Figure 5.5). The range of time shifts for the 2014 Mendocino event is stronger
than that seen for the 2014 Napa earthquake, suggesting that the waveforms from
the Mendocino event are able to better sample this considerable structural variation,
which extends from Mendocino region to the south of Napa region along the coast.
Additionally, the pattern and strength of the time shifts seen for the 2014Mendocino
event are consistent with that found for other events of similar magnitudes in the
Mendocino Triple Junction region (Figure 5.6). As a check, we also compute
our own moment tensor solutions using the cut-and-paste (CAP) inversion method
[25, 26] and find that the time shift patterns are stable even with small variations
in focal mechanisms (see Figure 5.7). This emphasizes the role of lateral velocity
variations in controlling the arrival times as opposed to effects related to source
location or mechanism.
Layer Thickness(km) Vs (km/s) Vp (km/s)
Density
(g/cc)
Upper Crust 5 2.60 4.50 2.40
12 3.40 6.21 2.68
Lower Crust 8 (18) 3.98 (3.70) 6.89 (6.70) 3.00 (2.80)
(Lid) (varies) (4.80) (8.30) (3.20)
Upper mantle - 4.40 7.80 3.00
Table 5.2: A description of the modified 1-D ‘Gil7’ model. The main modification
is a simplification of the crustal layer where the number of layers is reduced from 7
to 3. The Moho depth in this model is 25 km. The parameters of the fast lid and the
thicker, slower crust used in western and eastern parts, respectively, of this study’s
preferred model, are listed in parentheses.
Aligned waveforms from stations along the coast (blue profile line in Figure 5.3)
show Sn-phase moveout of approximately the apparent shear wave velocity, 4.7 km/s
(Figure 5.8, top panels). However, waveforms from inland stations, along the red
profile line in Figure 5.3, show slower Sn-phase moveout velocities less than ~4.7
km/s (Figure 5.8, bottom panels). As discussed earlier, this feature is much stronger
for the Mendocino event than for the Napa event, and it suggests the presence of
a shear wave velocity region along coastal California that is faster than any of the
structures depicted in the ‘Gil7’ model (see Table 5.2). Note that slight mislocation
of the epicenter and origin times only shifts the record sections, leaving the apparent
velocity unchanged.
Similarly, we observe in the azimuthal record sections (Figure 5.9), which span
across a few hundred kilometers, that the Sn waves arrive systematically earlier
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Figure 5.4: Sensitivity kernel of SH wave to shear wave speed for different periods
across depth. The period chosen for this study is 30 – 50 seconds, which has similar
sensitivity across all depths to 70 km and less sensitive to known heterogeneity in
the upper crust. The figure is produced using tools from "Computer Programs in
Seismology" [27].
for coastal and offshore stations relative to the inland sites. In addition, while the
arrivals following the direct Sn at the inland stations show large amplitude coherent
wave trains, the later arrivals at the coastal stations become less coherent and
their amplitudes are significantly decreased. The transition in waveform character
described above occurs near the SAF on the northernmost profile (Profile A, see
Figure 5.3 for location), and then shifts to west of the SAF further south (Profiles B
and C).
The difference in travel times suggest that there is a strong east –west lateral variation
in the lower crust – upper mantle velocity structure beneath California, where the
structure beneath the coastal and offshore stations has a substantially faster shear
wave velocity compared to that beneath the inland stations. The variation in velocity
structure appears independent of distance, since all three profiles display similar
patterns in travel time shift. The heterogeneity in structure may also contribute to
the distortion of later arriving waves as seen in the coastal stations.
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Figure 5.5: An example of cross-correlation results shown for three stations, SMI
(coastal), SBB2 (near SAF) and SLA (Eastern California), where the time delays
and correlation values are stated. Maps show the computed time shifts between the
observed long period (30-50s) SH waves and the 1-D synthetics for both earthquake
events. Cooler color indicates the observed waves arrive earlier than predicted by
the synthetics and warmer colors indicate later wave arrivals. The average time
differences (calculated from the eastern border of California to the coast) are about
7 s (Napa) and 14 s (Mendocino) respectively. The correlation of the observations
with synthetics is high, with average coefficient above 0.90. The fit decreases for
some coastal stations for the Mendocino event due to waveform interference at later
arrival times but does not affect the arrival time of the first peak of the wave train.
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Figure 5.6: Similar to Figure 5.5, where maps show the time delay between the
observed long period SH waves and the 1-D synthetics for three events of similar
magnitudes in the Mendocino region. The correlation of the observations with
synthetics is high, with average coefficient above 0.90. For stations towards the coast,
the observed waves arrive earlier than predicted by the 1-D synthetics, indicated by
cooler colors. For stations in eastern California, the observed waves arrive later
than predicted by the 1-D synthetics, indicated by warmer colors. Histograms to the
right of the maps show the distribution of the time delays for each event.
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Figure 5.7: The maps show the time delay between the observed long period SH
waves and the 1-D synthetics for three events of similarmagnitudes in theMendocino
region. Instead of using moment tensor solutions published in catalog (shown in
Figure 5.6), the focal mechanisms used for each event are determined using cut-and-
paste moment tensor inversion [25, 26]. Histograms to the right of the maps show
the distribution of the time delays for each event. The general time shift pattern
of observed waves arriving earlier than predicted towards the coast (indicated by
cooler colors) and those arriving later than predicted towards the east (indicated by
warmer colors) remains stable, despite small variation shift in the moment tensor
solution, hence emphasizing the role of lateral velocity variations in controlling the
arrival times as opposed to effects related to source location or mechanism.
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Figure 5.8: The record sections display broadband (1-100s) SH waveforms in
displacement from the coastal stations in the top row (west of SAF; blue line
in Figure 5.3a) and from inland stations in the bottom row (located in Eastern
California; indicated by red line in Figure 5.3a) for both earthquake events. The
arrivals of the first peak, which are the long period Sn waves, are aligned for coastal
stations, showing that the waves are traveling at about the apparent shear wave
velocity of ~4.7 km/s. For inland stations, there is a strong move-out of the peaks
across distances indicated by the dashed lines, showing the peaks are traveling slower
than the reduction velocity (4.7 km/s). The move-out velocities are ~4.35 km/s and
~4.25 km/s for the Mendocino and Napa events, respectively.
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Figure 5.9: Figure shows azimuthal record sections of the broadband SH waves
from the 2014 Mendocino event, with time plotted using a reduction velocity of 4.7
km/s. The station locations and profile lines are shown in Figure 5.3. The back
azimuth increases as the station location shifts from inland towards the coast. The
red line acts as a guide to show the SH waves arrive earlier for stations towards the
coast. The location of SAF with respect to the stations is indicated by the red arrow
in each record section.
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5.4 Modeling
We propose that the systematic, east-west variation in arrival times of the SH waves
is due to the variation in the velocity structure in the lower crust - upper mantle
along the plate boundary. There are several scenarios that can contribute to the
variation, such as different crustal thicknesses, presence of fast seismic lid, and/or
different velocity in the lower crust - upper mantle structure. Tape et al. [14] shows
that the Moho depth varies from 20 km offshore to 35 km inland across Southern
California (along profile C in Figure 5.3). However, the difference in arrival times
cannot be solely from variation in crustal thickness. A quick calculation from
synthetics generated from 1-D velocity models shows that for every increase in
crustal thickness of 10 km, the arrival times are delayed by ~2.5 seconds (see Figure
5.10). A 14 second time difference (calculated from the east California to the coast)
would suggest a 56 km difference in crustal thickness across California, which far
exceeds the expected crustal thickness in this region.
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Figure 5.10: Record sections of 1-D synthetics to test the effects due to: (left)
different crustal thickness and (right) different lid thickness. The velocity structure is
the same as shown in Table 5.2, but with varying thickness indicated by the schematic
drawings in the insets. The station modeled is RPV in Southern California, right by
the coast, with the Mendocino event as the source.
Thus, we propose that the early arrival times at the coastal stations are predominantly
due to the presence of a seismic lid west of the SAF and parallel to the coast, as
presented schematically in Figure 5.1. In short, this seismic lid shares the same
properties as the one observed within the Pacific plate, with a preferred SH velocity
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of 4.78 km/s [7]. The presence of the lid is consistent with the observed apparent
velocities of the long period Sn waveforms recorded by stations along the coast. As
the seismic lid is much faster than the upper mantle (Vs of 4.8 km/s compared to 4.4
km/s), it has significant impact in shortening the travel times. The velocity contrast
across California was previously observed in a 3-D tomographic study [12], where
he determined a high Vp (8.2 km/s) structure at a depth around 20 km beneath the
Southern California coastline. The structure is inferred to have aVp/Vs ratio of 1.77,
which translates to a Vs of 4.6 km/s, slightly lower than our estimated SH velocity
of the lid. This difference can possibly be explained by seismic anisotropy in the
oceanic plate where SH velocity is found to be about 5% faster than SV velocity
[7]. The gradual decrease in travel times with back azimuth suggests that the lid
may grow in thickness from inland towards the coast. The lid thickness is less well
constrained compared to the crustal thickness, and can be as thick as 60 km [7].
To explain the delayed arrival times for inland stations, we propose the velocity
structure beneath stations east of the SAF is significantly slower than to thewest. This
is consistent with previous studies that have found eastern California is characterized
by a relatively thick crust [15] composed of relative low seismic velocities especially
within the lower crust beneath the Mojave block [28, 29].
Our proposed model, shown in Figure 5.11, is a combination of the modified 1-D
‘Gil7’ velocity model with thicker and slower crust on the east, and a fast lid with a
shear wave speed of 4.8 km/s, increasing in thickness from 0 km to 70 km offshore.
The velocity structure remains uniform trending northwest-to-southeast as indicated
in Figure 5.11. The boundary, where the lid grows in thickness, tracks the stations
with zero time shifts (from Figure 5.5 and Figure 5.6) and runs mostly parallel with
SAF in Northern California, and shifts to the west by 100 km after the ‘Big Bend’
in Southern California. The lower crustal velocity at 3.7 km/s in Eastern California
is compatible with regional modeling of Basin and Range events [30].
To test our hypothesis, we use the 3-D finite difference method [31] to generate
synthetics from our proposed model. The model is discretized with a uniform
spacing of 0.5 km. We consider a 2-step approach to test the effects of the main
features in our proposed structure, which are the fast lid on the west, and the low
velocity thicker crust on the east. Wefirstmodel the synthetics using a velocitymodel
that only includes the fast lid, which improves the fit of the SH arrival times between
the synthetics and data for the coastal and offshore stations, but does not affect the
inland stations (Figure 5.13b). We then use the model that includes both the fast
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Figure 5.11: Map illustrates the configuration used in the 3-D finite difference
modeling. Black box marks the surface boundary of the 3-D grid. The cross section
profile (A - A’) shows the 2-D shear wave velocity structure, which is a modification
of the 1-D ‘Gil7’ model (see Table 5.2) with the lid structure, the thicker crust on
the east and an additional low velocity zone. Yellow parallel lines delineate the zone
where the lid thickness increases from 0 to 70 km. The event modeled is the 2014
M 6.8 Mendocino earthquake. Profile B-B’ and Profile C-C’ are shown in Figure
5.12.
lid and the low velocity thicker crust, and this significantly improves the fit for most
inland stations (Figure 5.13c). However, this model also decreases the fit for stations
in the southernmost portion of California, particularly those in the Salton Trough
and Imperial Valley region. It is widely known that this region has a relatively
thin crust (e.g. [12, 14]), which is clearly inconsistent with our proposed “thick
crust” model. This indicates that additional 3D complexities beyond that currently
included in our simplified representation are required to more fully explain all of the
observations. The structural complexities in this southernmost portion of the model
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Figure 5.12: Cross-section profiles of shear wave (Vs) structure along Profile B
– B’ (coast) and Profile C – C’ (inland) for three 3D velocity models. The profile
locations are indicated in Figure 5.11.
should also be considered when performing similar analysis of the reverse profile
(south to north) using earthquakes occurring in the Baja California region such as
the 2010 M7.2 El Mayor-Cucapah event. Incorporating these modifications is the
subject of future work.
We further compare ourmodelwith the present 3Dvelocitymodels available through
the SCEC community (Figure 5.14). There are three regional velocity models in
total: the USGS Bay Area model v08.3.0 for Northern California [32] and two
southern California Community Velocity Models (CVM), which are CVM-S4.26
[33] and CVM-Harvard 15.1.0 [34]. The main advantage of the existing 3D ve-
locity models is that they have high resolution on basin and upper crust structure
and those structures are well-resolved. The lower crust – upper mantle structure
in the 3D models are derived from seismic tomography and teleseismic surface
wave data, and they generally have a poorer resolution, compared to the upper
crust. To construct a state-wide velocity model for comparison, we utilize the
SCEC Unified Community Velocity Model (UCVM 15.10.0) software framework
(http://scec.usc.edu/scecpedia/UCVM). This software package allows the combina-
tion of the USGS Bay Area model with either of the southern California CVMs.
The UCVM package also prescribes a generic 1D velocity model [35] for regions
not described by the 3D velocity models. The boundary for each of the 3D veloc-
ity models is shown in Figure 5.15. The slight discontinuities at the boundaries
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Figure 5.13: Maps show the time delay between the long period SH waves from
the 2014 Mendocino event, and (a) the 1-D synthetics from ‘Gil 7’ model (same as
Figure 5.5 and 5.6), (b) the 3-D synthetics from our proposedmodel with the lid only
(no thick crust on the east), and (c) model with inclusion of both the lid and thicker,
slower crust on the east. The histogram of the time shifts for each model comparison
are shown below the map. Cooler color indicates the recorded seismograms arrive
earlier than the synthetics.
where the different velocity models are combined have no significant impact as the
waveforms used in subsequent analysis are filtered at long period (30 – 50 seconds).
For the coastal region, our model generally compares well with the UCVM 3D
models. Our model shares some key characteristics with these 3D models as
illustrated in the shear wave velocity cross-sections shown in Figure 5.12. These
include: (1) the relatively thin crust (average 15 km) under the coastal region, which
is evident in the northern region covered by the USGS Bay Area model, and (2)
the presence of fast seismic velocities (up to Vs = 5.0 km/s) below the Moho in the
southern region, particularly for CVM-S4.26, and to a lesser extent for CVM-H.
For the inland region, both sets of UCVM3Dmodel synthetics are too fast compared
to the data, which is primarily due to the fast (4.0 km/s) structure in the USGS Bay
Area model in the lower crust. Hence, our model emphasizes the need for a slower
structure beneathEasternCalifornia comparedwith thesemodels. On the other hand,
the UCVM 3D model including CVM-H does well at matching the time delays near
Imperial Valley, suggesting this model is adequately capturing the thinning of the
crust in this region. The azimuthal record sections for all the models are shown
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Figure 5.14: Maps show the time delay between the recorded long period SHwaves
from the 2014 Mendocino event, and the synthetics from (a) our preferred model,
(b) USGS Bay Area and CVM-S4.26 Southern California model and (c) USGS
Bay Area and CVM-Harvard Southern California model. Cooler color indicates the
recorded seismograms arrive earlier than the synthetics. Histograms below the map
show the distribution of the time delays for each model comparison.
in Figure 5.16. These profiles further highlight the timing differences among the
models, and in particular demonstrate that the UCVM 3D models predict arrivals at
the inland sites that are up to 15 seconds earlier than the observations. We also note
that the UCVM 3D models have better fits for the amplitude of the later arrivals in
the Love wave train, indicating these models have a better-resolved shallow crustal
structure than our simplified model.
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Figure 5.15: Map shows the boundary for each 3D velocity model used in this
study. The parallel yellow lines delineate the growth of the lid structure in our
preferred model. Green, blue and red boxes represent USGS Bay Area, CVM-
S4.26 and CVM-H model respectively. The black solid lines show the location of
cross-section profiles used in Figure 5.12 and Figure 5.16.
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Figure 5.16: The azimuthal record sections show long period (30 – 50 seconds)
SH waveforms recorded along Profile A, B and C (see Figure 5.3) for the 2014
Mendocino event. Black seismograms are data and red seismograms are synthetics.
Synthetics are generated using three different velocity models: (a) our model shown
in Figure 5.13, and two 3D velocitymodels with USGSBayAreamodel for Northern
California and for Southern California, (b) Community Velocity Model – SCEC
(CVM-S4.26) version and (c) Community Velocity Model – Harvard (CVM-H)
model. The cross-section profile of the shear wave velocity for each model is shown
above the record section.
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5.5 Discussion and Conclusion
The simple seismic velocity model we have developed in the present work only
includes lateral variations in one horizontal dimension, and is thus insufficient to
capture the full 3D complexity of the velocity structure in California, as illustrated
in Figure 5.13c. In any case, even though our model is simple, it does provide
direct evidence for a key characteristic of the lower crust – upper mantle structure
beneath, which is the strong west-east lateral seismic velocity contrast across the
plate boundary.
Our work suggests that the fast seismic lid feature extends beyond Baja California
as initially proposed in Melbourne and Helmberger [9] and is, in fact, a continuous
feature parallel to the SAF along the California coastline. The waveforms recorded
from the Mendocino events propagate south and sample the lower crust – upper
mantle structure along the entire region. In addition, the travel time move-out in
the observed waveforms is significantly more pronounced for the Mendocino event
compared to the Napa event. The Mendocino event originated 80 km offshore,
and hence the waveforms sample more of the oceanic lid along the coast. The
propagation path of the waveforms from the Napa event, which originated inland,
are mostly restricted to inland paths, away from the coastline and therefore the
move-out effect due to the lid is less evident.
The absolute thickness of the lid is not well constrained, as the thickness trades off
with the lid velocity. However, the general behavior of the lid growing in thickness
holds as we see in Figure 5.5 and Figure 5.6, there is a gradual increase in travel
time difference for the waveforms as the ray paths shift westward. In order to the
fit the observations, the lid has to be significantly faster (i.e. Vs = 4.8 km/s) than
the velocity of upper mantle (Vs = 4.4 – 4.5 km/s) in reference models. The high
shear wave velocity of the lid suggests a highly mafic composition, consistent with
the composition for Pacific oceanic lithosphere [7]. The currently available 3D
velocity models for California do not adequately capture the travel-time variations
seen in these regional waveform data. This suggests that these data could be used
as constraints in future updates of these 3D models.
The observed strong lateral variation in the uppermantle structure beneathCalifornia
likely contributes to the strain rate asymmetry and should play a significant role
in modulating plate deformation. Assuming the seismic velocity as a proxy for
lithospheric strength, the lid beneath the Pacific plate, with higher velocity, is thus
much stronger than its surroundings and lends strength to the Pacific plate. The shear
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wave velocity of the lid (Vs = 4.8 km/s) is significantly higher than its surrounding
medium: the lower crust has a maximum Vs of about 4.0 km/s and the upper mantle
averagesVs of about 4.4 km/s. On the other hand, the relatively lower velocity of the
deep crust and absence of a strong lid beneath the North American plate suggests
weaker lithospheric strength. Thus, the upper mantle of the Pacific Plate should
deform more rigidly and differs from the North American Plate, which is in the
plastic flow regime [36].
Schmalzle et al. [3] showed a scenario on how variation in effective elastic thickness
(EET) can explain the strain rate asymmetry across the San Andreas fault in the
Carrizo Plain region in central California. Their best fitting result requires a 38 km
EET west of SAF and an average of 12 km EET east of SAF. Taking the interseismic
strain rate to be inversely proportional to the effective elastic thickness (EET) of
the lithospheric plate, Chery [1] further showed that the interseismic strain rate
profiles across northern, central and southernmost California are best modeled with
a thin EET along the plate boundary and thick EET on the Pacific plate and Sierra
Nevada province. The change in EET across the plate boundary follows closely
along the SAF trace in northern and central California, and moves ~75 km westward
towards Elsinore Fault in southernmost California (see Figure 5.17). Similarly, from
geodetic data inversion for slip rates on faults in California, Platt and Becker [37]
proposed that (1) the present velocity field reflects long-term plate motion and (2)
the real lithospheric transform boundary does not necessarily follow the surface
trace of SAF, but rather it is a zone up to 80 km wide, notably centered west of the
SAF in southern California, and has a trend straighter and closer to the plate motion
vector than the SAF.
Likewise, our model supports such a significant lateral variation in lithospheric
strength or EET with a strong lid west of the plate boundary and a relatively thick,
low velocity crust east of the plate boundary. A similar idea of lateral contrast
in lithospheric properties is proposed in Ford et al. [19] through a Sp receiver
function study as they observe a change in character of lithosphere-asthenosphere
boundary across the plate boundary. In addition, the transform boundary in our
simple model, marked by the growth of the lid structure, roughly follows along
the local strike of SAF except in Southern California when it moves westward
by ~100 km, which is in agreement with the position of the transform boundary
proposed in Platt and Becker [37]. The transform boundary may be characterized
as the juxtaposition of the strong Pacific plate due to the seismic lid, with the
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Figure 5.17: Interpretation of theGPS velocity fields along three profiles perpendic-
ular to (i) Northern California, (ii) Central California, and (iii) Southern California
as shown in Chery ([1], Figure 6,7 and 8). The exact location of each profile is
found in Chery ([1], Figure 2). (A) GPS velocity measurement profiles crossing the
San Andreas Fault System (SAF – San Andreas fault; RC – Rodgers Creek fault;
GV – Green Valley fault; SJ – San Jacinto fault; ELS – Elsinore fault). The velocity
measurements are assumed in [1] to be representative of interseismic strain with
minimal postseismic signal as there have been no major earthquakes affecting San
Andreas Fault since the 1906 San Francisco earthquake and the 1857 Fort Tejon
earthquake. The dashed line shows the RMS of the curve and the discrete data
points. (B) Fault-parallel horizontal strain rate is given by the slope of the least
square adjustment of the interseismic velocity. (C) Assuming interseismic strain
is due to deformation of a plate having effective thickness, the strain rate is in-
versely proportional to the elastic strength of the plate (i.e. the product of average
shear modulus of the layer and the effective elastic thickness). The shaded region
shows the location of lid suggested by the seismic observation in this paper, which
corresponds well to the elastic thickness predicted from the GPS velocity field.
weak, ductile North American plate, where the lower crust - upper mantle structure
beneath the Californian margin controls the strain rate observed in California. This
plate boundary structure becomes even more complex in the southernmost portion
of southern California (Imperial Valley) where the crust is quite thin due to the
northward impingement of the East Pacific Rise into the North American plate. To
more fully explore the consistency of our model with the strain-rate asymmetry
and long-term plate deformation in California, additional quantitative analyses are
needed which is beyond the scope of the current work.
The velocity contrast in our model bears resemblance to the slab window formed
due to the migration of Mendocino Triple Junction during the evolution of the plate
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boundary [38]. Based on our model, the lithospheric thinning [10, 11] may have
been a prominent state-wide phenomenon along the east side of the plate boundary
at the lower crust – upper mantle depth range. Our model focuses at much shallower
depth compared to models from seismic tomography (up to 300 km in Wang et al.
[11]), and hence it is less meaningful in terms of understanding past subduction
processes or imaging fossil slabs. Nonetheless, our model, constructed from direct
seismic observation, can provide useful constraints in the development of the next
generation state-wide velocity models and informing the regional plate tectonic
history.
This study illustrates the potential of using regional waveforms to investigate the
laterally varying seismic velocity structure of the lower crust – upper mantle beneath
California. Our simplified model, i.e. a fast seismic lid underlying the Pacific plate
abutting against a thick crust with relatively low seismic velocities comprising
the continental North American plate, does well at reproducing the systematic
travel time variations of long period Sn waves observed across central and southern
California for events in the Mendocino region. The strong heterogeneity in velocity
suggests similar heterogeneity in lithospheric strength, which may modulate the
plate deformation in this region.
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C h a p t e r 6
SEISMIC EVIDENCE FOR THE SOURCE OF THE HAWAIIAN
HOTSPOT
6.1 Abstract
Strong waveform complexity from Fiji-Tonga earthquakes recorded at particular
azimuths and distances by USArray stations suggests a plume structure, located
roughly 12o southeast ofHawaii. This location is defined by observations of (1) rapid
changes in differential (ScS-S) times and (2) multi-pathing of ScS and diffracted S
waveforms. Seismic waveform modelling result shows anomalous seismic features
occurring at the edge of the Pacific Large Low Shear Velocity Province (LLSVP),
where a slow structure with shear wave velocity (VS) reduction up to 15% and
a fast structure (VS at +2.5%) intersect. These seismic features are proposed to
be a subducting slab impinging on the edge of the LLSVP where a dense ultra-low
velocity zone structure is also present. The configuration of the ULVZ and slab at the
edge of the LLSVP is ideal for plume initiation which is presented in our model as a
slow structure extending upward for at least 600 kmwith a VS reduction of 5%. This
slow structure is necessary in order to explain the rapid time variation in S which
is not observed in ScS. Recent mantle flow models based on paleo-reconstruction
of the north Pacific plate also suggest strong interactions between subducted slabs
and the Pacific LLSVP over geological time and places the present-day plume in the
same vicinity as our model, which explains the migration pattern and sharp bend of
the Hawaiian-Emperor seamount chain.
6.2 Introduction
Volcanic hotspot tracks, such as the Hawaii-Emperor seamount chain, with progres-
sive change in volcanism age, were first hypothesized by Wilson [1] to be formed
due to Pacific plate moving over a fixed, focused spot of melting in the mantle.
Morgan [2] later proposed the melt to originate from plumes in the deep mantle and
the changes in the hotspot migration pattern are due to changes in plate motion over
a fixed plume. However, the hypothesis of a fixed plume does not explain several key
features observed in the Hawaii-Emperor seamount chain and not in other hotspot
tracks in the Pacific (e.g. Louisville), which include a relatively sharp bend at 47
Ma, rapid change in migration rate of volcanic islands between 87 Ma and 47 Ma
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and the formation of individual volcanoes at different paleolatitudes [3]. While
Steinberger et al. [4] focus on the role of global mantle flow model in distorting the
plume upwelling and hence the manifestation of several hotspot tracks on surface,
Hassan et al. [5] argue that the sharp bend and migration rate in Hawaii hotspot
can be explained by the migration of the source of the hotspot plume rooted near
the edge of a large thermochemical structure at the core-mantle boundary, known
as the Pacific Large Low Shear Velocity Province (LLSVP). With a mantle flow
model, Hassan et al. show the influence of strong and persistent subduction activity
in the north Pacific in deforming the Pacific LLSVP, controlling deep mantle flow
and causing the southward migration of the Hawaiian plume to its current location
at the northeastern boundary of the LLSVP (Figure 6.1, Box B).
There have been several observations suggesting the presence of multiple structural
anomalies along the northeastern margin of the Pacific LLSVP [7, 8, 9, 10, 11, 12].
A recent study by Sun et al. [7] use teleseismic data from Fiji-Tonga earthquakes
recorded by USArray and observe strong multipathing of ScS. These secondary
arrivals that follow the main ScS pulse can be modelled by an Ultra-Low Velocity
Zone (ULVZ) structure with a preferred thickness of 80 km and shear velocity
reduction of -15% at a location southeast of Hawaii at the far edge of the LLSVP
(Figure 6.1, Box A). In addition, Scd phases are also observed and these may
be indicative of a phase change from bridgmanite to post-perovskite at the top of
D” layer. The phase change can be interpretted either by changes in temperature
gradient and iron enrichment towards the edge of the LLSVP [9] or interaction with
slabs from past subduction which favors the appearance of D′′ [13]. Other seismic
observations such as relative travel time from shear wave splitting in S and Sdiff
show strong variation in the strength of anisotropy in the same region, with VSH >
VSV , which is interpreted as evidence for strong regional mantle flow [14] although
it can be also be described by the presence of past subducted slab material along the
core-mantle boundary or a combination of both. However, additional short period
diffracted phases fromSun et al. [7], which sample the same region, showVSV >VSH
instead, highlighting the challenges in measuring shear wave anisotropy [15]. The
anisotropy measured may also arise from presence of other small-scale structures
potentially made of a strongly anisotropic mineral such as magnesiowüstite [16] and
complex mantle flow pattern [17] near the edge of the LLSVP.
Global tomographic models (Figure 6.2), inverted from a wide variety of data
sets including surface waves, body waves, and normal modes, are useful in broadly
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Figure 6.1: Colored background shows the shear wave velocity perturbation at the
core-mantle boundary fromGyPSuM [6]. The map shows the location and ray paths
of events used in this study, bounce point of ScS for Event A and B at a distance
of 84°, and the location of ULVZ, plume and slab, as suggested by the modeling
process in this study. Box A marks the location of ULVZ proposed by Sun et al.
[7]; Box B is the estimated current plume location by Hassan et al. [5]. Box C
(grey patches) shows the location of various ULVZ structures observed in Zhao et
al. [8]. Fresnel zone of 1,000 km diameter for multiple ScS sampling beneath
Hawaii is also shown. Inset shows the schematic of the interaction of subducted
slab as it encounters the edge of the LLSVP, that encourages the development of an
iron-enriched region represented by ULVZ and a feeder to a possible plume.
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defining the boundaries of LLSVPand interpretingmantle structures such as possible
broad plumes beneath hotspots [18, 19]. ScS and its multiples at near vertical path
are sensitive to structure within a diameter of about 1000 km extending down to
the core-mantle boundary [20], providing a unique opportunity to test the presence
of possible large plume structures directly beneath the hotspots. Kanamori and
Rivera [21] show that the Q structure and shear wave speed beneath Hawaii is
similar to the average mantle, consistent with the findings from Best et al. [22].
Meanwhile the Q structure and shear wave model is highly anomalous for other
island stations, particularly station AFI beneath Samoa Islands. The global models
can be tested by predicting the ScS multiple travel times, we generate 3D synthetics
from two representative globalmodels, S40RTS [23] and S362ANI [24] using the 3D
spectral-element method [25], for the 4 May 2018 M6.9 Hawaii Island earthquake.
We observe that the synthetics are significantly delayed compared to the data, which
suggest the large vertical plume imaged in the tomographic models directly beneath
Hawaii is not compatible with observation (Figure 6.3).
The proximity of subducted slabs and the Pacific LLSVP, as suggested by seismic
observation, can give rise to a strong horizontal thermal gradient, causing a sharper
and steeper LLSVP edge [28]. Furthermore, internal convection within the LLSVP
may concentrate the warmer and compositionally distinct structures like ULVZs to
the edges of LLSVP [9], where potential plume upwelling may develop locally near
the thermochemical pile margin, summarized by the schematics in Figure 6.1. In this
study, we will show seismic evidence for complex interaction between subducted
slab and ULVZ at the edge of the Pacific LLSVP, which could provide evidence for
the source of the Hawaiian plume.
6.3 Data
Waveforms from deep earthquakes in Fiji-Tonga region recorded by the dense USAr-
ray provide a unique opportunity to image the rapid lateral variation of the fine-scale
structures along the northeastern edge of the Pacific LLSVP. Strong multipathing
of ScS have been observed at two distinct patches along this boundary for several
earthquakes (Figure 6.4). The northern structure (Figure 6.1, Box A) is modeled
extensively in Sun et al. [7]. The southern structure and its implication of the
multipathing of Sdiff and ScS-S travel time will be the focus of this study. We use
three selected events from the United States Geological Survey (USGS) earthquake
catalog, namely Event A (2008-07-19 M6.4 at 389 km), Event B (2008-10-22 M6.4
at 235 km) and Event C (2011-07-29 M6.7 at 522 km) to study the boundary cen-
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Figure 6.2: Left column shows shear wave seismic velocity anomaly at 2850
km depth for four global models (GyPSuM [6], SEMUCB-WM1 [26], S40RTS
[23], and S362ANI [24]). Purple dots denote hotspots on surface. Right column
shows the cross-section profiles from Fiji-Tonga region, through Hawaii towards
North America for the four models. GyPSuM model shows the strongest velocity
reduction for the Pacific LLSVP, while models like SEMUCB-WM1 and S40RTS
show continuous slow structure from core mantle boundary towards the surface.
Figure is made using SubMachine web-based tool [27].
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Figure 6.3: Multiple ScS with vertical incident angle is particularly sensitive to the
structural anomalies across the whole mantle. If there were structural anomalies not
predicted by model, the differential time between the multiple ScS will increase as
the travel time error accumulates with each pass across the anomalies. We generate
synthetics using 3D-SPECFEM for model S40RTS [23] and S362ANI [24] for the
2019-05-04 M6.9 earthquake on Big Island, Hawaii, recorded at IU.KIP station,
which is 3 degrees away. The waveforms are normalized based on the first ScS
arrival. We show the data (in black), predicted arrivals by PREM (blue line), and
the 3D synthetics which are delayed compared to data, particularly for ScS3 (6
passes across the mantle). The 3D models suggest a possible large vertical plume
directly beneath Hawaii. However, the mismatch between data and 3D synthetics
suggests that the velocity structure directly beneath Hawaii with a Fresnel zone of
1000 km [20] is relatively simple and excludes the model with large vertical plume.
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tered at N 10°W 145° (Figure 6.1). Based on the location of the transportable array
during the time of earthquake, both Event A and Event B recorded S and ScS phases
at distance of 75° to 90°, while Event C recorded S and Sdiff phases at distance of
95° to 105°. To avoid complexities due to anisotropy, we focus only on the tangential
component in this study, filtered at 5 - 80 seconds. To increase the signal-to-noise
ratio, the data from stations within 83 km are stacked by aligning the waveform at
expected arrival time of S in in the 1-D IASP reference model. Note that the average
distance between stations within USArray is about 70 km.
Event Data Latitude Longitude Depth (km)
2007-10-16 -25.70 179.72 512
2006-08-15 -21.18 -175.70 162
2007-08-26 -17.34 -173.84 130
2008-10-22 (Event B) -18.40 -174.98 235
2010-08-16 -20.74 -178.67 604
2005-03-19 -21.88 -179.27 609
2005-08-06 -19.60 -175.35 218
2006-06-02 -20.77 -178.54 585
2008-07-19 (Event A) -17.22 -177.05 389
2010-09-16 -16.00 -173.49 93
2012-04-28 -18.79 -174.26 141
Table 6.1: Deep events in Fiji-Tonga region used in measuring differential ScS-S
time in Figure 6.4.
At large teleseismic distances, S and ScS share similar ray paths at the source and
receiver ends and thus, its differential time (ScS-S) is sensitive to the structural
anomalies in the deep mantle. Both Event A and Event B show strong azimuthal
variation in differential ScS-S travel time between azimuth 40 - 43° and azimuth 50
- 52° towards the south, where at azimuth 50 - 52°, the differential time at closer
distances is larger than that at azimuth 40 - 43° and rapidly becomes smaller at
larger distances (Figure 6.5). A different method of stacking leads to a similar
observation (Figure 6.7). Record section for Event A and Event B are also plotting
in Figure 6.8 and 6.9 respectively. For Event B (Figure 6.9), rapid variation of ScS
waveform is observed at azimuth 50 - 55° at distance of 84 - 86°, hinting at the
role of complicated structural anomalies affecting ScS at the core-mantle boundary.
The azimuthal variation becomes more obvious when the arrival time of S and ScS
at each individual station with respect to 1-D IASP model is shown on the map,
where S and ScS are significantly late at larger azimuths (Figure 6.6). However, the
locations, where the delay in S and ScS are observed, are different, resulting in a
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Figure 6.4: Measurements of ScS-S differential travel time residuals for several
events (in Table 6.1 mapped to ScS core-mantle boundary reflection points. The
differential ScS-S travel time are corrected with that expected by the Preliminary
Reference Earth Model (PREM). The ray paths are plotted for Event B. The region
shows significant variations in the travel time, with two particular regions with
dashed black ellipse have differential ScS-S time delayed up to 6 seconds, suggesting
possible ultra low velocity zones. The northern structure is modeled extensively in
Sun et al. [7]. The southern structure and its implication of the multipathing of
Sdiff and ScS-S travel time will be the focus of this study.
136
steeper gradient in the differential ScS-S travel time observed at the larger azimuths.
The different locations also indicate that the structural anomalies causing the travel
time differences are not in upper mantle structure at the receiver side, but confined
in the lowermost mantle as S turns at a shallower depth and ScS samples the core-
mantle boundary. There are some strong anomalies in differential ScS-S time at
smaller azimuths due to strong delay in ScS travel time, caused by the previously
imaged ULVZ structure in Sun et al. [7].
In addition, S diffracted ‘Sdiff’ phases from Event C recorded at distances greater
than 100° show strong azimuthal variation in multipathing, where an additional
pulse, namely S*, is observed arriving after the main Sdiff pulse. Using a multipath
detector developed by Sun et al. [29], we measure the time lapse between S* and
S for Event C in which a larger time lapse is a proxy to stronger multipathing. At
azimuth near 50°, we observe large time lapse, i.e. strong multipathing, with a sharp
boundary at azimuth 48° (Figure 6.10. The azimuthal variation of the multipathing
effect is stronger at shorter period (less than 8 seconds) and is not seen at period of 15
seconds and longer, highlighting the need of going to shorter period to map lateral
variation (Figure 6.11). The strong multipathing in Sdiff at larger azimuths is also
observed by To et al. [10], namely phase A in their paper. Although themultipathing
is not modeled in their study, their observation and other models suggest that the
multipathing of Sdiff is caused by the presence of localized ULVZ existing inside
or at the edge of the larger slow anomaly region like the LLSVP.
Both observations of (1) rapid variation of differential ScS-S travel time and (2)
multipathing of Sdiff, occurring in the same locality along the Pacific LLSVP, are
strong indicators of complex interaction between several distinct structures at the
edge of the LLSVP as suggested by several previous studies [7, 8, 9, 10, 11]. In the
next few sections, wewill showmodels that can sufficiently explain both independent
observations, and the importance of these structures in constraining mantle flow in
the lowermost mantle.
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Figure 6.5: The record section on the left shows S and ScS (aligned at the peaks
of S) along two azimuths for Event A and Event B. The waveform are tangential
displacements filtered at 5 – 80 seconds, black for azimuth ~40° are in black, and
red for azimuth ~50°. The graph shows the differential ScS-S travel time with
station distance for the two azimuths, highlighting the delay and later speed-up of
differential ScS-S time for azimuth 50° compared to azimuth 40.5°. The stations
used are shown in the map in Figure 6.6.
138
30˚
35˚
40˚
45˚
50˚
−125˚ −120˚ −115˚ −110˚ −105˚ −100˚
−125˚ −120˚ −115˚ −110˚ −105˚ −100˚
30˚
35˚
40˚
45˚
50˚
Azi.
=50
20˚
30˚
40˚
50˚
60˚
−4 −3 −2 −1 0 1 2 3 4
dVs [%]289
12
791
269
12
591
249
12
391
229
12
191
209
11
991
189
1
S (depth 235 km)
ScS (depth 235 km)ScS (depth 389 km)
S (depth 389 km)
(a)
(b)
(c)
30˚
35˚
40˚
45˚
50˚
−125˚ −120˚ −115˚ −110˚ −105˚ −100˚
0 5 10
ScS - S wrt. IASP [s]
Event A (389 km): ScS - S
0 5 10 15
S wrt. IASP-S [s]
0 5 10 15
S wrt. IASP-S [s]
−125˚ −120˚ −115˚ −110˚ −105˚ −100˚
30˚
35˚
40˚
45˚
50˚
−125˚ −120˚ −115˚ −110˚ −105˚ −100˚
30˚
35˚
40˚
45˚
50˚
−125˚ −120˚ −115˚ −110˚ −105˚ −100˚
30˚
35˚
40˚
45˚
50˚
-5 0 5
ScS wrt. reference [s]
0 5 10
ScS - S wrt. IASP [s]
Event A (389 km): ScSEvent A (389 km): S
Event B (235 km): ScS - S
Azi.
=52
Azi.
=43
Azi.
=52
Azi.
=43
Event B (235 km): ScS
Azi.
=40
.5
Event B (235 km): S
0˚
10
˚
20˚
70˚
80˚
90˚
50
0
10
00
15
00
20
00
25
00
−4 −3 −2 −1 0 1 2 3 4
dVs [%]
235km
389 km
30˚
40˚ 50˚ 60˚
100˚
0
Azi.
=40
.5 Az
i.
=40
.5
Azi.
=52
Azi.
=50
-5 0 5
ScS wrt. reference [s]
Azi.
=43
Azi.
=50
Figure 6.6: (a) Cross-sections of GyPSuM model for event A and B, showing the
similar ray paths for ScS and S at the receiver ends, but sampling different depths and
different structures along the core-mantle boundary. (b) Maps showing the arrival
time of S and ScS phase, and differential ScS-S time at each station, with respect to
the expected arrival time based on 1-D IASP velocity model for Event B at 235 km.
For ScS time, the mean is removed as well. Strong anomalous delays are observed
for both S and ScS at stations in Southwest USA and the delays are not co-located,
resulting in steeper gradient in differential ScS-S time seen in Figure 6.5.
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Figure 6.7: The record sections compare data stacks at three different azimuth bins
(25 - 38°, 38 - 45°, 45 - 55°) use a different stacking method (also used in Sun et al.,
2019) for Event B. The traces are aligned along the peaks of the S phase. Number
after each trace indicates the number of stacked records. Left panel shows that there
is no difference in the differential ScS-S travel time between the smaller azimuths 25
- 38° (in red) and 38 - 45° (in black). Right panel shows that at the larger azimuth 45
- 55° (in red), ScS arrives late at shorter distances, and speeds up at later distances,
compared to that of azimuth 38 - 45° (in black).
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Figure 6.8: The record sections compare stacked tangential displacement data at
five different distances for Event A (2008-07-19 M6.4 at the depth of 389 km). The
data is bandpass filtered at 5 - 80 seconds, and aligned according to IASP S arrival
time. Note the weaker amplitude of ScS and S at distance 85.5°, at azimuth 50 - 53°.
Red traces mark stations at Yellowstone, which have very complicated waveforms
and hence excluded from the ScS-S analysis. Map below shows the location of the
stations plotted, ray paths for different azimuths, and the bounce point for ScS at
distance 80, 85, and 90°.
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Figure 6.9: The record sections compare stacked tangential displacement data at
five different distances for Event B (2008-10-22 M6.4 at depth of 235 km). The data
is bandpass filtered at 5 - 80 seconds, and aligned according to IASP S arrival time.
Note at distance 85.4°, at azimuth 50 – 53°, ScS has mixed arrival times. Red traces
mark stations at Yellowstone, which have very complicated waveforms and hence
excluded from the ScS-S analysis. Map below shows the location of the stations
plotted, ray paths for different azimuths, and the bounce point for ScS at distance
80, 85, and 90°.
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Figure 6.10: Left diagram shows the measured time lapse between SH diffracted
phase and the observed S* phase, using the multipath detector [29] for Event C. The
phenomenon of S* is most prominent between azimuth 48° and 56°. Right diagram
shows the arrival of SH diffracted phase at distance 102.5° across azimuth, with
S* observed at selective azimuths (48° to 56°) and after 60°. The waveforms are
tangential displacement, bandpass filtered at 5 – 80 seconds.
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Figure 6.11: (a) The record sections compare stacked tangential displacement data
from Event C at distance of 102° across a range of azimuth, for five different band
pass filter from 80 seconds up to 2, 5, 8, 10, and 15 seconds. The multipathing of
Sdiff is only observed at shorter period. (b) Similar to above, the record section is
plotted for azimuth 51° across a range of distance.
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6.4 Modeling
Most global tomography models show a consistent feature of LLSVP in the lower-
most mantle, but the fine-scale structures of the LLSVPs are very different across
models (Figure 6.2) and remain to be constrained (e.g. Hosseini et al. [30]). Lu
and Grand [31] further illustrate the effects such as incorrectly imaging subducted
slab structure and errors in source location and origin time, on introducing artifacts
in deep mantle tomography even at regions far away from active subduction zones.
In this paper, we choose to build our models on the GyPSuM Model [6] which
is also the preferred model in He and Wen [11] as they determine that GyPSuM
model best corrects the travel time for S and ScS, and their multiples, and therefore
produce the best correlation between the corrected ScS travel time residuals and
ScS-S differential travel time residuals. The GyPSuM model has the strongest ve-
locity perturbation in the lowermost mantle compared to other models. The strong
perturbation is found to be necessary by Liu et al. [32] as well. In order to fit the
mantle reverberations associated with the ScS multiples in a similar profile across
the Pacific plate from Fiji-Tonga deep events to stations in Southern California, Liu
et al. [32] inflates the lowermost 600km of the tomography model S20RTS by a
factor of 2, which becomes comparable to the GyPSuM model. The ScS bounce
point near surface is accounted by the PAC06 upper mantle model [33], which is
similar to the PA5 model developed by Gaherty et al. [34] by inverting S multiples,
R1 and G1 surface waves data, and has shown to have excellent fit to the S multiples
up to S5 [33] and S triplications data [32].
The waveform synthetics are generated using a graphics processing unit (GPU)
based 2-D finite difference (FD) scheme [35] with source focal mechanisms from
the USGS W-phase earthquake catalog. The 2-D FD method is highly efficient and
flexible for modeling global seismograms and has been used tomodel core phases up
to 3 Hz [36]. We set the FD grid size to 1.5 km and time step to 0.023s to ensure that
the simulated wavefield is accurate up to 2 seconds. Considering the complex lateral
variation of fine-scale structures along the edge of LLSVP which can be highly 3-D,
our 2-D modeling process will not attempt to quantitatively constrain the geometry
and velocity of these fine-scale structures but to use as few parameters as possible
to demonstrate the necessity of complicated interactions of various structures at the
edge of the LLSVP (Figure 6.1 inset).
The observed multipathing of Sdiff, as pointed out by To et al. [10], is not easily
explained without strong localized slowULVZ-like anomalies. The GyPSuMmodel
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alone does not produce multipathing, neither are other alterations such as inflating
the velocity perturbation of the GyPSuM model by a factor of 1.5 and 2 (Figure
6.12). Previous forward modeling results show a variety of velocity reductions
and geometries of ULVZ in the region, ranging from a gradient ULVZ model of
-3 to -5% Vs reduction with a large thickness of 60 km [11] to a uniform ULVZ
model of 30% reduction with varying thickness between 10 and 20 km [8]. In
our study, we model with a gradient ULVZ model of -3 to -15% with thickness
of 80 km, which is similar to He and Wen [11], and show that it can reproduce
the multipathing observation with the right timing and amplitude ratio between the
initial and secondary pulse, compared to a model with uniform velocity reduction
(Figure 6.13). The ULVZ models, however, are not uniquely constrained as there
are notable trade-off between ULVZ thickness and its velocity reduction (e.g. [37]).
There is also a strong lateral variation of ULVZ geometries across a narrow range
of azimuth [8], and the waveform effect of these 3-D structures is not completely
captured by the 2-Dmodeling process. On the other hand, the multipathing behavior
is sensitive to the location of the ULVZ model (Figure 6.14), in which the ray enters
the ULVZ from the top and generates a secondary delayed and weaker pulse. With
the location constrained, we test a range of widths for the ULVZ models and find
that widths of 5 - 10° (about 600 to 1200 km at the core-mantle boundary) can fit
the waveform shaper of the multipathing pattern sufficiently well, with two simple
pulses (Figure 6.15). A UVLZ model wider than 10° causes severe distortions to
the waveform shape and produces multiple late arriving pulses.
Focusing on Event A and B, a pure GyPSuM model does not predict the delay and
rapid speed up of differential ScS-S travel time (Figure 6.16a). Although a strong
artificial inflation of the perturbation by a factor of 2 may explain the differential
ScS-S travel time (Figure 6.17), Event C shows that a strong ULVZ structure of
a velocity reduction up to 15% is necessary in the same location and this ULVZ
structure can increase the differential ScS-S travel time by delaying the travel time
of ScS (Figure 6.16b). However, a single ULVZ structure would not explain the
rapid speed up of differential ScS-S travel time at larger distances. There are two
ways to reduce the differential travel time at larger distances. One is to include a
fast slab-like structure (Vs = +2.5%) which is sampled by ScS at larger distances,
thus speeding up ScS (Figure 6.16c). Moreover, for both events, the arrival time of
S also shows strong delays for a localized region independent of ScS (Figure 6.6),
which is more severe for the deeper event. A possible plume structure in which S
at larger distances are more sensitive to may explain the extra slow down of the S
146
95
100
105
D
is
ta
nc
e
[d
eg
]
−10 0 10 20 30 40 50 60
Time [s] (aligned at IASP−S)
95
100
105
−10 0 10 20 30 40 50 60
Time [s] (aligned at IASP−S)
95
100
105
−10 0 10 20 30 40 50 60
Time [s] (aligned at IASP−S)
Event C: GyPSuM GyPSuM (1.5x dVs) GyPSuM (2x dVs)
Figure 6.12: The record sections comparing stacked tangential displacement data
from Event C (in black) and synthetics generated using GyPSuMmodel. Increasing
the perturbation of the velocity in the tomography model by a factor of 1.5 and 2 do
not reproduce the multipathing observed in data.
phase, and hence contribute to further reducing the differential travel time. In our
model, the plume is modeled to be extending upward for at least 700 km with a
velocity reduction of 5% and narrows towards the top.
Modeling purely the travel time of ScS and S for Event A and Event B severely limits
our capability of resolving detailed structures, particularly the plume. However, as
the ULVZ location is more constrained by the sensitivity of S*, after allowing the
combination of structures (ULVZ, slab, and plume) to move along the core mantle
boundary, the model that best fits the observations requires the ULVZ to be located
close to the edge of the LLSVP and the fast structure outside of the LLSVP. The
plume is hypothesized to be at the edge of the LLSVP. The best fitting results are
shown in Figure 6.18 (Event A and B) and Figure 6.19 (Event C). For Event C, the
addition of the fast structure and plume does not alter the multipathing effect of Sdiff
and brings slight improvement to waveform fitting at distances around 90 degree.
As a whole, a combination of ULVZ, fast structure, and plume is needed to explain
the observations of all three events along the same azimuth. The multipathing of
Sdiff and the delay of ScS at shorter distances is caused by the ULVZ structure,
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followed by the rapid decrease of differential time at larger distances by speeding
up ScS due to the fast structure outside of the LLSVP and slowing down S by a
potential plume.
7 deg wide: -3 to -15 % 7 deg wide: uniform -15 %
>
dV
s
[%
]
Figure 6.13: We test two models of ULVZ (left: dVs = -3 to 15%, 80 km tall,
7 deg wide; middle: uniform dVs = -15%, 80 km tall, 7 deg wide; right: dVs =
-15%, 70 km tall, 3 deg wide, same as Sun et al. [7]) to see if the velocity gradient
of the ULVZ can be constrained by the S* observation, which has implications
on the composition of the ULVZ. All models show some degrees of multipathing.
However, based on the characteristics of multipathing observed in this study, we
prefer a model that has a gradient velocity structure, rather than a uniform velocity
which S* arrival is more delayed than observed.
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Figure 6.14: Event C shows a strong case of multipathing where there are late ar-
rivals following SH diffracted phase, namely S* that has a lower amplitude compared
to the main SH diffracted phase. Here we run several 2D simulations, using models
of ULVZ (10 deg wide) at different starting locations, and show that S* is generated
when the ray path of ScS crosses the top of the ULVZ structure, multipaths and
travels as a delayed pulse. ULVZs at other location will also produce multipathing,
but with a different shape and strength, and hence we can use the observed S* to
constrain the location of the ULVZ.
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Figure 6.15: As shown in Figure 6.14, the amplitude ratio of SH diffracted and S*
are sensitive to the location of the ULVZ. We fix the starting location of ULVZ, and
test several models of ULVZ with different widths. The 2D synthetics show that
ULVZwithwidth between 5 to 10 degree produces similar pulse shapes, whileULVZ
greater than 15 degree introduces severe multipathing and is unable to preserve the
relatively simple two-pulse shape. The observation limits the size of ULVZ to be
between 5 and 10 degree.
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Figure 6.16: We show the effect of each structure in our preferred model for Event
B at depth 235 km (ULVZ: dVs = -3 to 15%, 80 km tall, 7 deg wide; plume: dVs =
-5%, 700 km tall, 3 deg wide at the bottom, 1 deg wide at top; slab: dVs = +2.5%,
150 km tall, 17 deg wide). Record sections show data in black, and synthetics from
the 2D modeling in red with two types of alignments (top: aligned at expected
IASP-S arrival; bottom: aligned at the peak of SH arrival). The presence of ULVZ
is necessary due to the observations of S* in Event C, which in turn delays the
ScS arrivals, particularly for distance less than 80°. In order to fit the differential
ScS-S time, a fast slab outside of the LLSVP is necessary to speed up ScS at greater
distances. The plume, suggested by the observed slowdown of S independent of
ScS, can further contribute to the fitting of differential ScS-S time by delaying the S
arrival by 1 to 2 seconds for distance between 83° and 86°. However, the geometry
and velocity reduction of the plume cannot be well-constrained.
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Figure 6.17: The record sections comparing stacked tangential displacement data
from Event B (in black) and synthetics generated using GyPSuM model (in red).
Increasing the perturbation of the velocity in the tomography model by a factor of
2 may fit the differential ScS-S time. However, it is still not sufficient in explaining
the rapid lateral variation in the differential travel time behavior across azimuths.
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Figure 6.18: Left panel shows the record section of SH diffracted data from Event
A, at azimuth 50-52° in black, against 2D synthetics (in red) using amodel consisting
of a ULVZ (-3 to -15%, 7 deg wide, 80 km tall), a plume (-5%; up to 800 km tall; 3
deg wide at bottom and 1 deg wide at top) and a fast slab (+2.5%; 150 km tall) . The
synthetics matches the observed differential ScS-S time well. Right panel shows
a similar record section of data (azimuth 49 – 51°; black) and synthetics (red) for
Event B.
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Figure 6.19: Left panel shows the record section of SH diffracted data from Event
C, at azimuth 50-52° in black, against 2D synthetics (in red) using model with the
presence of ULVZ (-3 to -15%, 9 deg wide, 80 km tall). The ray paths of ScS
crossing the top of ULVZ is the source of the multipathing and generation of the late
arriving S*. Right panel shows the record section of data against synthetics from
the preferred model, with the ULVZ, plume and fast slab (2.5%). The geometry of
the plume and slab is the same shown in Figure 6.18. The presence of slab speeds
up ScS slightly for distances less than 100° and speeds ups SH diffracted arrivals,
noticeably for distances greater than 102°, while the plume has minimal impact on
the overall waveform.
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6.5 Discussion
Hotspots are thought to be formed by convection plumes from the deep mantle [2],
where the hotspot chains are associated with the magmatism from the remaining
plume tail after the plume head has risen and erupted as large igneous provinces
[38]. From the finite-frequency tomographic study by Montelli et al. [39], the
Hawai’ian plume is thought to be well-connected into the lower mantle but the seis-
mic resolution in the lower mantle remains lacking due to poor sampling of seismic
rays. This study focuses on constraining the velocity structure at the lowermost
mantle near the edge of the Pacific LLSVP near Hawai’i as plumes are hypothesized
to originate from the edges of the LLSVP at the core mantle boundary. Several
plate reconstruction studies (e.g. [40, 41]) show strong spatial correlation of large
igneous provinces, hotspots, and kimberlites to the edges of LLSVP. Yu and Gar-
nero [12] have also found that the ULVZs are more commonly found in the edges of
LLSVP and hotspots, although the correlation to the hotspots is not statistically ro-
bust. Nonetheless, strong lateral temperature gradients across the edges of LLSVP,
further assisted by the heating of the basal part of subducted slab, can facilitate the
initiation of plumes and ascend from the narrow edges of the LLSVP [42].
Based on rapid changes in differential ScS-S travel times and multipathing, we
propose a strong ULVZ structure located near the edge of the Pacific LLSVP,
potentially pushed laterally by a subducted slab, providing the necessary temperature
gradient for plume generation. Studies from multiple ScS travel time ([21]; this
study) also show that the velocity and Q structure directly beneath current Hawaiian
hotspot is close to average mantle and therefore the Hawaiian plume is unlikely
to be a broad, mantle plume directly beneath present day Hawaii. Therefore, we
further hypothesize that the source of the Hawaiian plume is not directly below the
present-day location but about 10° southeast of it, at around latitude 10°, longitude
-145° (Figure 6.1).
This edge of the Pacific LLSVP has shown to be complicated with rapid changes
in core-mantle boundary. Previously, Lay et al. [9] show a strong lateral velocity
heterogeneity from the interior of LLSVP towards the margin, where the fast post-
perovskite lens thins towards the edge and the ULVZ layer increases in thickness.
Recently, through deconvolution and stacking, Zhao et al. [8] model the ScS
precursor and postcursor energies and hypothesize a non-uniform distribution of
ULVZs of various thickness (4 - 20 km) and velocity reduction (15 to 30%) along
the corridor, and the location of the heterogeneity corresponds to the same vicinity
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where we observe strong multipathing in Sdiff (Figure 6.1, Box C). Sun et al. [7]
also observe complex ScS arrival further north along the edge of the LLSVP due to
a different ULVZ-type structure, further emphasizing the 3-D heterogeneity along
this edge.
In our forward modeling, we do not have the sensitivity to reproduce the heterogene-
ity, but we use simple block models to show that this edge is further complicated
with the presence of slab pushing against the LLSVP and the strong localized ULVZ
structure. Based on SKS-SKKS splitting measurements, similar complexity at the
edge is also proposed LLSVP by Reiss et al. [17], where the lowermost mantle flow
near the eastern edge of the African changes geometry from a slab-driven horizontal
flow to vertical upwelling at the edge of the LLSVP. The proximity of our ULVZ
structure to the edge of the LLSVP and slab structure outside of the LLSVP can be a
consequence of either or both (1) accumulation of dense material towards upwelling
regions due to deep mantle flow along the margins of LLSVP [43] and (2) iron
enrichment from the partial melting of subducted slab sitting on the core-mantle
boundary, which is dense and gravitationally stable [44, 45, 46]. The ULVZ could
also be a distinct structure composed of a low-velocity and low-viscosity solid phase
like iron-rich (Mg,Fe)O magnesiowüstite [16, 47].
The strong thermochemical convection within LLSVP and from the slab descent are
conducive to generating a long-lasting plume rising along the edge of the LLSVP
[42, 48]. The plume structure is not well-resolved in our modeling; however, the
observed rapid variation of differential ScS-S travel time, plus the presence of both
ULVZ and slab, suggests the possibility of a plume structure and should warrant
more detailed study with other independent observations in future.
In addition, the interaction of a subducted slab with the LLSVP provides a viable
mechanism to explain another important feature of the Hawaiian volcanic chains,
i.e. the major difference in geochemical characteristics between the two trends
of the Hawaiian volcanic chains, namely the Kea and Loa trends. This chemical
contrast is developed when the ascending plume preferentially draws materials
from two distinct sources within the deep mantle, for example regions inside and
outside of the LLSVP boundary [49]. From high-resolution 3D geodynamicmodels,
Dannberg and Gassmöler [50] emphasize the importance of slab in inducing strong
lower mantle flow towards the edge of the LLSVP, which can trigger upwelling
of materials originating from both the thermal boundary layer and chemical pile,
creating the asymmetry within the plume and preserving the chemical gradient
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across the edge of the LLSVP. They also show that the direction of current Pacific
plate motion, which is perpendicular to the proposed chemical gradient, is favorable
in the development of such bilateral chemical zoning for the Hawaiian plume. The
subducted slab can also interact and deform the LLSVP, and push the source of
hotspot to its current vicinity, which is demonstrated by Hassan et al. [5] and close
to our observations in this study.
6.6 Conclusion
In this paper, we model the observed rapid variation of differential ScS-S travel
time and multipathing of Sdiff and propose a ULVZ-plume-slab interaction at the
northeastern edge of the Pacific LLSVP, 10 degree southeast of present-day Hawaii.
The configuration and location of this ULVZ-plume-slab interaction can explain
many defining features ofHawaii-Emperor Seamount chain, which are theHawaiian-
Emperor bend and migration rate of the seamounts modeled in mantle flow models,
and the geochemical characteristics of the Hawaiian volcano trends by initiating and
preserving a bilaterally-zoned asymmetric plume.
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C h a p t e r 7
CONCLUSION
In this thesis, we aim to improve our description of the observed seismic waveforms
with the goal of understanding the dynamics during various natural hazards and
the long-term dynamics of Earth’s evolution. Many methods within seismic wave-
form modeling are employed, including characterizing the seismic sources through
moment tensor inversion, deriving mechanistic model for new seismic sources, and
performing numerical simulations to resolve fine-scale structures in Earth’s interior.
The key results and insights from each study are summarized in the following:
In Chapter 2, we study the evolution of the Kilauea volcano during the 2018 erup-
tion by characterizing the seismic events at the summit. Although moment tensor
inversions using data close to the summit reveal a remarkable evolution, from ex-
plosive eruptions to the caldera collapse, there are several challenges in determining
the solutions such as inherent tradeoff between parameters for shallow non-double
couple events. We show that the infrasound measurement is particularly useful in
providing additional constraints to the moment tensor solution when inversion from
seismic data alone cannot distinguish the solutions. The characterization of these
large seismic events allows us to infer the underlying mechanisms for the explosions
and collapse at the Kilauea caldera.
In Chapter 3, we close an important gap in debris flow studies by replacing an
empirical approach in describing debris flow with a physics-based mechanistic
model that accounts for the size of the debris flow and the propagation of seismic
waves from the flow to the sensor. The power of this model is showcased in the 2018
Montecito debris flows where key parameters of the debris flows such as boulder
size and flow rate, and their evolution during the event, can be determined using
just a single seismic station and are corroborated by field observations. Similar to
earthquake early warning where we exploit the physics behind predicting the travel
times of P, S, and surface waves, a physics-based model for the debris flows will
allow us to design a robust early warning system for the most devastating debris
flows.
In Chapter 4, we identify the need to understand the direct effect of sedimentary
basins on ground motion, which is important particularly for the Los Angeles area
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where shallow rupture of large earthquakes is expected. Many previous modeling
studies have focused on large regional earthquakes which can mask the direct basin
response. Therefore, we isolate the basin effect by only analyzing small earthquakes
which occurred close to the basin but at different depths. From seismic waveform
analyses, numerical simulations and dense array techniques, we show that a better
description of the attenuation model, shallow basin structures and sharp boundaries
in 3-D velocity models is crucial in accurately predicting the groundmotion hazards.
In Chapter 5 and 6, we focus on understanding the long-term dynamics by modeling
the sharp variation in velocity across important structural boundaries. These fine-
scale structures are often hard to be resolved in seismic tomographic approaches due
to the usage of non-ideal seismicwaves (e.g. long period hence longwavelength) and
the inherent smoothing in the inversion. The dense broadband station distribution,
which record earthquakes that preferentially sample these boundaries, clearly show
the anomalies within the waveforms caused by these sharp structures which can be
modeled. In Chapter 5, we observed strong travel time variation across the San
Andreas plate boundary which can be modeled by a strong velocity contrast at the
lower crust – upper mantle across the boundary, which is not inferred in existing 3-D
tomographic models. As velocity is a proxy to lithospheric strength, this improved
knowledge of the lower crust-upper mantle can help infer the appropriate rheology
for modeling long term plate deformation. In Chapter 6, to fit the observations
of strong waveform complexity from Fiji-Tonga earthquakes recorded by USArray
stations, we propose a combination of several structures which are ultra-low velocity
zone (ULVZ), plume and slab at the northeastern edge of the Pacific Large Low
Shear Velocity Province (LLSVP), southeast of present-day Hawaii. The particular
configuration and location of this ULVZ-plume-slab interaction is important in
deep mantle dynamics as it can explain many defining features of Hawaii-Emperor
Seamount chain formed by the Hawaiian plume. The plume structure in our study
is not highly resolved as it is only constrained by travel time but our results and its
significant implication should spur interest for more targeted future studies in this
region.
Seismic waveform modeling has been instrumental in bringing insights to many
important dynamics-related problems. In many ways, the modeling process is only
made possible by the abundant observations collected from a dense distribution
of the seismic sensors. We also recognize that one of the major uncertainties in
modeling either source or structure, particularly exemplified inChapter 3 and 4, is the
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attenuation model. As we move towards modeling shorter wavelength features with
higher frequency waveforms, accurate models of attenuation structure will become
increasingly important which warrant further investigation. On the other hand,
we see the limitations of seismology, and have sought to complement seismology
with observations from other types of data such as infrasound. This approach is
not new and has been used extensively in studying large earthquakes through finite
fault inversions, which combines both seismic and geodetic data. We see similar
potential in volcano seismology where we can formally combine a diverse set of
data such as infrasound and seismic data in inversion processes to better distinguish
the non-double couple seismic sources and understand the dynamics from multiple
perspectives.
Last but not least, the importance of incorporating a variety of data in our own
research should perhaps serves as an inspiration to us all, as scientists, that at our
scientific workplace, there is indeed value in promoting and investing in diversity,
and that we may be enriched with new scientific perspectives as we learn from each
other.
