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Abstract
Flash memory based Solid State Drives (SSDs) are be-
coming popular in the market place as a possible low-end
alternative to hard disk drives (HDDs). However, SSDs
have different performance characteristics compared to
traditional HDDs, and there has been less consideration
for SSD technology at the Operating System (OS) level.
Consequently, platforms using SSDs are often showing
performance problems especially with low-end SSDs.
In this paper, we first identify the inherent charac-
teristics of SSD technology. Using this as the starting
point, we propose solutions that are designed to lever-
age these characteristics and overcome the inherent per-
formance problems of SSDs. At a macro-level, we pro-
pose a device driver-level solution called FlashFire that
uses a Cluster Buffer and Smart Scheduling of read/write
I/O requests from the OS. The net effect of this solu-
tion is to aggregate the small random writes from the
OS into large sequential writes, and then sending them to
the physical storage. We have implemented FlashFire in
Windows XP and have conducted extensive experimen-
tal studies using disk benchmark programs as well as real
workloads to validate its performance potential. We ver-
ified that FlashFire is able to provide better performance
tuned to the intrinsic characteristics of SSD storages. For
instance, the slowest netbook took 74 minutes to install
MS Office 2007 package, and the time was reduced to
16 minutes with FlashFire. It is about 4.6 times better
performance than before.
1 Introduction
NAND flash memory is enabling the rapid spread of SSD
technology. Despite the fact that a magnetic disk is well
entrenched in the storage market, an SSD is attractive for
several reasons: it is small, light-weight, shock resistant,
and energy efficient. These characteristics make SSDs
attractive for mobile platforms, especially for laptops.


















Figure 1: 4Kbytes write throughput measured using
CrystalDiskMark benchmark.
In addition, the price of a SSD scales down with size
much more gracefully than the price of a HDD does, thus
smaller capacity SSDs are widely used for cheap net-
books. However, SSD-based netbooks show very poor
I/O performance, especially for random writes compared
to HDD-based systems. Figure 1 presents the results of
our experiment with five laptops equipped with different
SSDs and one with a HDD. We measure the throughput
for randomly writing 4 Kbyte sized blocks to the stor-
age system using CrystalDiskMark [9] benchmark. Ex-
cept for one SSD (labeled SSD-5), the other four low-end
SSDs (SSD-1 - SSD-4) show much lower throughputs
compared to the HDD.
The reason for showing this figure is to underscore
one of the inherent limitations of the SSD technology.
NAND flash memory has different physical characteris-
tics compared to magnetic storages. Due to the nature
of the technology, NAND flash memory can be updated
only in big chunks [18]. Thus, large sequential writes to
the storage is not a problem with SSDs. However, small
writes (i.e., random writes to the storage) result in poor
performance as can be seen in Figure 1. High-end SSDs
use additional resources (write buffer implemented using
RAM and increased computing power) to compensate for
this inherent limitation of the technology and achieve a
modest increase in random write performance [5, 7].
The thesis of this paper is that a better design of the
1
lower levels of the OS software stack will overcome the
performance limitation of the SSD technology. There
have been some recent studies that have shown that soft-
ware techniques can be successfully used to overcome
the poor performance of a SSD for random writes.
FlashLite [14] proposes a user level library to con-
vert random writes to sequential writes at the applica-
tion level for P2P file-sharing programs. While this is
good for specific applications, we believe that the prob-
lem should be tackled in the OS itself to make SSD-based
storage a viable alternative to magnetic disk.
As is evident, most random writes stem from the well-
known “small write” problem in file systems. Log-
structured file system [22] has been proposed as a so-
lution to the small write problem, and it is a promis-
ing approach for SSD-based file systems as well since it
translates random writes to sequential writes. JFFS2 [21]
and YAFFS [17] are well-known log-structured file sys-
tems working on Memory Technology Devices (MTDs),
and NILFS [16] is for regular disks including HDDs and
SSDs. However, due to the log-structured nature, such
file systems have expensive garbage collection and scal-
ability issues.
Similar to log-structured file system, EasyCo commer-
cially provides block driver-level logging solution, called
Managed Flash Technology (MFT) [6]. It has the nice
property that it can be applied to existing file systems
and OSes with minimal effort. However, it has the same
issues as log-structured file system.
Solutions have been proposed to modify the OS-
level cache management strategy for flash storages rec-
ognizing the relative expense of writes as opposed to
reads. For example, Clean First Least Recently Used
(CFLRU) [20] proposes a modification to the LRU strat-
egy by skipping over dirty pages while selecting a victim
for replacement. Although the CFLRU solution may re-
duce the amount of writes, it does not solve the random
write problem, which is the focus of this paper.
This quick summary of the state-of-the-art summa-
rizes various strategies that have been tried thus far to
overcome the poor write performance of flash storage.
The solution space spans all the way from application
level down to the block device drive level. One part of
the solution space that has not been investigated is at
the level of the device level I/O scheduler [3, 11, 24].
Disk scheduling has a long history and some of the ideas
therein have been incorporated in the Linux I/O sched-
uler that sits between the OS buffer cache and the physi-
cal storage. It keeps a request queue per storage device,
and optimizes disk requests by rescheduling and merging
requests. The basic idea is to minimize head movement
by reordering the request queue and merging adjacent re-
quests.
In this work, we propose a novel solution to combat
the performance problem of flash-based storage system.
Our system, called FlashFire, sits in between the OS I/O
buffers and the physical device. Figure 2 shows the posi-
tion of FlashFire in the software architecture of the stor-
age system. The design of FlashFire is inspired by the
I/O scheduler of Linux and the write buffer implemented
using RAM that is inside high-end flash storage device
itself.
The functionality of FlashFire can be summarized
quite succinctly. It allocates a small portion of the host
memory (32 Mbytes in the example implementation to
be presented shortly) as a cluster buffer. Dynamically,
the OS write requests to the flash storage (which may not
necessarily be sequential) are converted to big sequential
writes in the cluster buffer by FlashFire. Further, Flash-
Fire dynamically reorders and merges OS write requests,
respecting the physical characteristics of the flash stor-
age. Thus, the OS write requests (random or not), stay in
the cluster buffer and are flushed to the physical storage
as large sequential writes. FlashFire may even read some
sectors from the physical storage to “pad” the writes en-
suring that they are large and sequential.
FlashFire plays three major roles. First, it absorbs
small writes and emits big sequential writes to the phys-
ical storage. Second, it reduces the number of write re-
quests between the host computer and the physical stor-
age. Last, buffering in FlashFire ensures stable write re-
sponse time regardless of the size of the write request. In
other words, FlashFire serves a scheduling role by per-
forming writes to the physical storage during idle times.
High-end SSDs may have a write buffer inside the stor-
age device. However, most netbooks generally use low-
end SSDs that do not have a write buffer inside the stor-
age device. In either case, FlashFire serves to reduce the
number of write requests from the host to the physical
device.
Reducing the number of write requests to the flash-
based storage is very important. This is because write
to the flash memory has to be preceded by a block era-
sure. As it turns out, a block can be erased only a finite
number of times. High-end SSDs resort to wear level-
ing techniques in hardware to ensure that the writes are
spread out over all the blocks of the flash memory chips.
This, of course, has the downside of increasing write la-
tency. Thus, an added bonus of FlashFire is a potential
increase in the lifetime of the SSD-based storage.
The design of FlashFire allows it to be easily im-
plemented at the device driver level. Further, this de-
sign choice allows integration of FlashFire in a system
that supports both magnetic disk and SSD. We have im-
plemented FlashFire as a driver level hook into Win-
dows XP. We have evaluated FlashFire on four netbooks
that use low-end SSDs, and one laptop computer that
uses mid-level SSD. We executed three disk benchmark
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Figure 2: OS Software Stack Incorporating FlashFire
programs to measure write throughput. From all three
benchmarks, we have verified that FlashFire provides
substantial increase in throughput for small writes. For
a more realistic evaluation, we tested several write inten-
sive real workloads such as copying MP3 files and in-
stalling a huge software package. From the results, we
show that FlashFire removes storage system bottleneck
that is typical of SSD-based netbooks. Third, we have
simulated the internals of SSD-storage and have recorded
the number of block erasures incurred by FlashFire. The
simulation result shows the considerable reduction in the
number of block erasures and hence supports our hypoth-
esis that FlashFire would increase the lifetime of SSD-
based netbooks. Finally, we have carried out detailed
studies on the effects of varying some of the design pa-
rameters of FlashFire on the performance.
We make the following contributions through this
work. First we present a set of principles for combating
the performance problems posed by the inherent char-
acteristics of SSD technology. These principles include
sector clustering, efficient LRU strategy for retiring clus-
ters from the cluster buffer, cluster padding to reduce
the number of block erasures, and deferred checking of
the cluster buffer during read accesses. The second con-
tribution is the FlashFire architecture itself that embod-
ies these principles at the device driver level. FlashFire
solves the (small and hence) random write problem of
SSD without sacrificing read performance. Further, the
design allows co-existence of SSD with other storage
technologies without impacting their performance. The
third contribution is a proof of concept implementation
of FlashFire in Windows XP to validate the design ideas.
The fourth contribution is a detailed experimental study
to show that FlashFire does deliver on the promise of the
proposed design. For a fifth and final contribution, we
have shown through simulation that FlashFire offers the
possibility of extending the lifetime of SSD-based stor-
age system. We also opened FlashFire for public users,
and have been receiving many positive feedbacks over
six monthes.
The rest of the paper is organized as follows. Section
2 presents the background, specifically the state-of-the-
art in SSD technology. Section 3 presents the principles
underlying the FlashFire design and details of its imple-
mentation in Windows XP. We have conducted a detailed
performance evaluation of FlashFire, which is described
in Section 4. Section 5 presents concluding remarks and
directions for future research.
2 Background
Before we present the design of FlashFire, it is useful to
understand the state-of-the-art in Flash-based SSD stor-
age technology. We also summarize another key technol-
ogy, I/O scheduler in Linux, that serves as an inspiration
for FlashFire design.
2.1 Flash Memory
Flash memories, including NAND and NOR types, have
a common physical restriction, namely, they must be
erased before being written [18]. In flash memory, the
amount of electric charges in a transistor represents 1 or
0. The charges can be moved both into a transistor by
write operation and out by an erase operation. By de-
sign, the erase operation, which sets a storage cell to 1,
works on a bigger number of storage cells at a time than
the write operation. Thus, flash memory can be written
or read a single page at a time, but it has to be erased
in an erasable-block unit. An erasable-block consists of
a certain number of pages. In NAND flash memory, a
page is similar to a HDD sector, and its size is usually 2
Kbytes.
Flash memory also suffers from a limitation on the
number of erase operations possible for each erasable
block. The insulation layer that prevents electric charges
from dispersing may be damaged after a certain num-
ber of erase operations. In single level cell (SLC) NAND
flash memory, the expected number of erasures per block
is 100,000 and this is reduced to 10,000 in two bits multi-
level cell (MLC) NAND flash memory. If some erasable
blocks that contain critical information are worn out,
the whole memory becomes useless even though many
serviceable blocks still exist. Therefore, many flash
memory-based devices use wear-leveling techniques to
ensure that erasable blocks wear out evenly [4].
2.2 Architecture of SSD
An SSD is simply a set of flash memory chips packaged
together with additional circuitry and a special piece of
software called Flash Translation Layer (FTL) [1, 10, 12,





















Figure 3: SSD, FTL and NAND flash memory. FTL
emulates sector read and write functionalities of a hard
disk allowing conventional disk file systems to be imple-
mented on NAND flash memory
for storing meta-data associated with the internal organi-
zation of the SSD, and a write buffer for optimizing the
performance of the SSD. The FTL provides an external
logical interface to the file system. A sector1 is the unit
of logical access to the flash memory provided by this
interface. A page inside the flash memory may contain
several such logical sectors. The FTL maps this logical
sector to physical locations within individual pages [1].
This interface allows FTL to emulate a HDD so far as the
file system is concerned (Figure 3). To keep the discus-
sion simple, we use sector and page interchangeably in
this paper.
2.3 Characteristics of SSD
Agrawal et al. enumerate the design tradeoffs of SSDs in
a systematic way, from which we can get a good intuition
about the relation between the performance of SSD and
the design decisions [1]. However, the fact of the matter
is that without the exact details of the internal architec-
ture of the SSD and the FTL algorithm, it is very difficult
to fully understand the external characteristics of SSDs
[5].
Nevertheless, at a macro level we can make two obser-
vations about SSD performance. First, they show their
best performance for sequential read/write access pat-
terns. Second, they show the worst performance for ran-
dom write patterns.
At the device level, more complicated FTL mapping
algorithms with more resources have been proposed to
get better random write performance [19]. However, due
1Even though the term sector represents a physical block of data on
a HDD, it is commonly used as an access unit for the FTL because it
emulates a HDD. We adopt the same convention in this paper.
to the increased resource usage of these approaches, they
are used usually for high-end SSDs.
Incorporating a write-buffer inside the SSD is a
slightly higher level approach than the FTL approach.
For example, Kim and Ahn have proposed Block
Padding Least Recently Used (BPLRU) [13] as a buffer
management scheme for SSDs, and showed that even
a small amount RAM-based write buffer could enhance
random write performance of flash storage significantly.
2.4 I/O Scheduler in Linux
Another technology that serves as an inspiration for
FlashFire design is the large body of work that exists in
optimizing disk scheduling [11, 24]. Such optimizations
have been embodied in the Linux I/O scheduler. Its pri-
mary goal is to reduce the overall seek time of requests,
which is the dominant detriment to I/O performance on
HDDs. I/O scheduler performs two main functions: sort-
ing and merging. It keeps a list of pending I/O requests
sorted by block number (i.e., a composite of cylinder,
track, and sector number on the disk). A new request is
inserted into this sorted list taking into account the block
number of the new request. Further, if two requests in
the sorted list are to adjacent disk blocks, then they are
merged together. The sorting function ensures that the
head movement is minimized. The merging function re-
duces the number of requests communicated from the
host to the physical storage.
In the Linux architecture, each disk drive has its own
I/O scheduler since the optimizations have to specific to
the details of each individual disk drive. The OS has a
unified buffer cache as shown in Figure 2.
3 FLASHFIRE
At a macro level it combines the functionalities of write
buffer found in high-end SSDs, and the principles of I/O
scheduler found in many OSes (e.g., Linux). In a nut-
shell, FlashFire is a device-driver level solution that uses
a software write-buffer called cluster buffer as a staging
area to aggregate sector writes from the OS, and sched-
ules writes to the physical storage at opportune times.
The ultimate goals are several fold: (a) reduce the num-
ber of I/O requests flowing to the physical device, (b)
perform large sequential writes to the storage device to
increase the performance, and (c) reduce the number of
block erasures and thus increase the potential lifetime of
the storage device. Essentially, FlashFire overcomes the
performance problem of SSDs for dealing with random
and small write patterns.
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Number of sectors per cluster = 2048 (1Mbytes)
Figure 4: A cluster is defined as a set of sequential sec-
tors
3.1 Sector, Cluster and Cluster-Based Vic-
tim Selection
The first principle deals with the granularity of write re-
quests to the physical device. While a logical sector is
the unit of read/write access presented by the SSD to the
system software, such fine-grained access results in poor
performance. Therefore, we define a cluster as the unit
of I/O between the device driver and the SSD. A cluster
is a fixed set of sequential sectors in the SSD. Figure 4
shows an example wherein a cluster is comprised of 2K
sequential sectors. From the point of view of the device
driver, the SSD is composed of a set of clusters. Thus,
the unit of I/O between the device driver and the SSD
is a “cluster” composed of some number of sequential
sectors.
The optimal choice of the cluster size is a function
of the intrinsic characteristics of each specific SSD. Ide-
ally, the cluster size should be chosen to maximize the
sequential write throughput for each specific SSD. This
choice depends on both the internal hardware architec-
ture of the SSD as well as the FTL mapping algorithm
used inside the SSD. However, such information is not
readily available to normal users. Besides, to accommo-
date generational changes in the SSD technology, the de-
vice driver should be designed to self-tune and figure out
the optimal choice of cluster size.
One possible method to decide the cluster size is to
treat the SSD as a black box, and observe the write
throughput as a function of increasing cluster size. The
optimal choice is one, for which the storage device yields
the best write throughout. In general, through experi-
mentation, we have determined that a bigger cluster size
is always a safe choice for increasing the write through-
put. However, a smaller cluster size is desirable for
other considerations such as efficient usage of the cluster
buffer and reliability in the presence of system crashes.
In practice, we have found that it is not easy to determine
the internal FTL algorithm using the black box approach.
We could conclusively discover the FTL algorithm for
only one experimental platform (out of the 5 we have
used in our study). We are investigating automatic tools
for inferring the optimal cluster size inspired by the gray-
box approach proposed by Arpaci et al. [2]
In this paper, we have used a cluster size of 1 Mbyte
for the one SSD, for which we could successfully con-
Figure 5: Victim selection in Cluster Buffer. Each clus-
ter can hold 4 contiguous logical sectors. Currently there
are 8 logical sectors (0, 1, 5, 6, 9, 12, 15, and 19) present
in the cluster buffer. Writing to cluster 15 results in
the entire cluster being moved to the MRU position as
shown. If a cluster has to be freed up, the LRU candidate
is chosen and the logical sectors 5 and 6 will be flushed
to the SSD.
clude the internal FTL algorithm. For the other four plat-
forms we have chosen to use a “large enough” cluster
size, namely, 2 Mbytes.
Another principle, closely allied to the choice of clus-
ter size, is the free space management in the cluster
buffer. Since cluster is the unit of I/O between the de-
vice driver and SSD, it is natural to use cluster as the unit
of free space management. If a write request from the
OS buffer cache targets a logical sector that is not cur-
rently in the cluster buffer, then space has to be allocated
for the new sector. It is important to realize that the pur-
pose of the cluster buffer is to aggregate writes before
being sent to the storage device. It is not meant to serve
as a cache for read accesses from the upper layers of the
OS. Despite this intended use, an LRU policy for victim
selection makes sense for the cluster buffer. The intu-
ition is that if a cluster is not being actively written to by
the OS, then it is likely that write activity for that clus-
ter has ceased and hence can be retired to the physical
device. However, victim selection is done at the clus-
ter level rather than at the sector level. This is in keep-
ing with the internal characteristics of SSDs. Recall that
flash memory requires a block erasure to free up a phys-
ical block. Since a sector write to the physical storage
could result in block erasures to free up space inside the
flash memory, it makes sense to retire an entire cluster
from the cluster buffer to amortize the potential cost of
such block erasures. The cluster buffer is organized as an
LRU list as shown in Figure 5. Upon a sector write that
“hits” in the cluster buffer, the entire cluster containing
that sector is moved to the MRU position of the list as
shown in Figure 5. Victim selection uses an LRU policy,
writing out all the sectors in the chosen victim cluster.
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3.2 Early Retirement of Full Clusters
Using LRU for victim selection has a potential down-
side, especially when the total size of the cluster buffer is
small. It should be emphasized that a small-sized cluster
buffer suffices since the intended purpose is simply for
aggregating sector writes. The phenomenon called cache
wiping [25] results in most of the buffer space being used
for housing sequentially written sectors of a large file.
The second principle that we propose avoids the pit-
fall of cache wiping and is called early retirement of full
clusters. The idea is to move a fully written cluster to the
tail of the LRU list to ensure that it will be chosen as a
victim ahead of partially filled clusters and retired early
from the cluster buffer.
3.3 Cluster Padding Using Block Read
Cluster-based LRU chooses a victim cluster and flushes
all the written sectors in it to the physical storage. If there
are a few non-contiguous sectors to be written out from
a cluster, it increases the number of I/O operations from
the device driver to the SSD. Decreasing the number of
I/O operations is a key to achieving good overall per-
formance of SSDs. For this reason, we propose another
simple principle called cluster padding. The idea is to
read the missing sectors from the device and write a full
cluster back out to the device. At first glance, this may
seem inefficient. However, since SSDs have very good
read performance, the ability to perform one big sequen-
tial cluster write far outweighs the additional overhead of
reading a few sectors for cluster padding. One has to be
careful to ensure that the total number of I/O operations
is not increased by cluster padding. For example, if there
are a number of holes in the victim cluster, then several
non-contiguous read operations may be needed to plug
them, leading to inefficiency. The solution we propose is
a novel block read for cluster padding. The idea is to is-
sue a single block read request to the SSD, whose range
extends from the smallest to the largest missing sector in
the cluster. The valid sectors in the victim cluster over-
writes the corresponding ones in the block read to create
a full cluster, which can then be written out as one se-
quential write to the SSD. Essentially, this principle en-
sures that each eviction from the cluster buffer entails at
most 2 I/O operations to the SSD. Figure 6 illustrates
this block read cluster padding principle,
3.4 Deferred Checking of Buffer
This principle is to ensure the integrity of the data de-
livered to the OS buffer cache on a read request. With
the cluster buffer in the mix, the device driver has to en-
sure that the correct data is delivered on a read request, if
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Figure 6: Block Read Cluster Padding.Sectors 0, 2, 4,
and 6 are the valid sectors in the victim cluster. A sin-
gle block read of sectors 1-7 brings in the missing range
of sectors from the SSD. The valid sectors in the victim
cluster over-writes the corresponding ones fetched from
the SSD into a temporary buffer. The merged buffer is
written out to the SSD as one sequential write of sectors
0-7.
physical storage. Figure 7 (a) shows a straightforward
naive approach to handling the data integrity problem.
Consider reading N sectors sequentially starting from
some Logical Sector Number (LSN). The device driver
checks whether a given sector is present in the cluster
buffer or not. If a required sector is in the cluster buffer,
the data is retrieved from it. Otherwise, the sector is read
from the physical storage.
However, this naive approach of checking the cluster
buffer has the same disadvantage as we discussed with
cluster padding in the previous subsection. A single read
request to a sequential set of clusters will get subdivided
into several individual sector read requests. This is detri-
mental to the overall performance of the system due to
the increased communication between the host and the
physical storage.
We propose a principle called deferred checking of the
cluster buffer to overcome this problem that can be detri-
mental to the read performance of SSD in the presence of
the cluster buffer. The idea is to bypass the cluster buffer
and send the read request directly to the SSD. Upon get-
ting the sectors back from the SSD, the device driver
checks the cluster buffer for the requested sectors, and
replaces the sectors read from the SSD with the latest
data from the cluster buffer. Figure 7 shows the flowchart
embodying this principle.
Deferred checking is biased towards assuming that
either the sectors are not in the cluster buffer, or that
the cluster buffer contains a sparse number of non-
contiguous sectors. Clearly, this scheme may result in
communicating an unnecessary read request to the SSD
if the entire set of sequential cluster is already present
in the cluster buffer. However, there are several reasons
why this may not be the common case. Firstly, the cluster
replacement policy (see Section 3.2) favors early eviction
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Figure 7: Flowchart of (a) native checking and (b) de-
ferred checking of cluster buffer.In deferred checking,
only 1 I/O read request sent to the SSD. Cluster buffer
is checked after receiving the data from the SSD.
- - - - - -
Cluster 0
8 entries Cluster 1
...
Level1Table
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Figure 8: FlashFire DataStructures. The value in the
LRUReferenceTable indexed by the logical cluster num-
ber represents the timestamp of access to that logical
cluster. LRU candidate is the cluster with the smallest
timestamp.
of such full clusters. Secondly, there is a higher like-
lihood that anything that is still in the cluster buffer is
likely in the OS buffer/cache as well. By the same token,
if some sectors that were recently written to are not in
the OS buffer/cache, then it is highly unlikely that they
are still in the cluster buffer either. In other words, the
deferred checking is simply to serve as a safety net for
sectors not yet retired from the cluster buffer. Neverthe-
less, we do plan to investigate other optimizations as part
of future research to reduce unnecessary read requests to
the physical storage if the sectors are already present in
the cluster buffer.
3.5 Implementation
We have implemented FlashFire as a device driver in
Windows XP. Being in the critical path of system I/O,
it is extremely important that we use efficient data struc-
tures in FlashFire. Looking up the cluster buffer is an
operation that occurs on every read/write access from the
system. Hence, the data structures associated with this
lookup is critical to overall performance. We use a sim-
ple two-level lookup scheme for locating a sector in the
cluster buffer.
FlashFire has four major data structures: LRURefer-
enceTable, Level1Table, Level2Table, and buffers. Fig-
ure 8 shows the relationship between these data struc-
tures. In the figure, each sector is 512 bytes and the
cluster size is assumed to be 1Mbytes. This two-level
indexing scheme allows accessing any of the 2048 sec-
tor buffers corresponding to a logical cluster in constant
time.
If there are no more buffers available in the buffer
pool, FlashFire may have to evict a cluster to make room
for a write request to a new sector. However, cluster
eviction is not a common occurrence since the purpose
of the cluster buffer is to aggregate and retire the sector
writes to the physical storage in a timely manner. On the
other hand, updating the LRU information is in the crit-
ical path of every sector access. For this reason, we use
a statically allocated table (LRUReferenceTable) instead
of a linked list for LRUmanagement. The LRUReferenc-
eTable has as many entries as the number of logical clus-
ters in the physical storage. The value in the LRURefer-
enceTable indexed by the logical cluster number repre-
sents the timestamp of access to that logical cluster. A
global 32-bit counter in FlashFire is used as the times-
tamp. This counter is incremented on each sector write,
and the new value is written into the LRUReferenceTable
indexed by the logical cluster number. Thus, updating
the LRUReferenceTable takes constant time. To choose
a victim, the logical cluster with the smallest timestamp
has to be determined. We search the LRUReferenceTable
to determine the victim cluster. It should be empha-
sized that updating the LRUReferenceTable is the com-
mon case and choosing a victim for eviction is not that
common, since most likely we will always find a free
sector buffer from the buffer pool. Hence, this design
optimizes the common case.
4 Evaluation
We have conducted detailed experimental studies on five
different state-of-the-art SSD-equipped platforms to un-
derstand the performance potential of FlashFire com-
pared to native device drivers on Windows XP. Our stud-
ies include (a) throughput comparison using disk bench-
marks such as ATTO benchmark, HDBENCH, and Crys-
talDiskMark, (b) elapsed time comparison for real work-
loads including copying MP3 files, extraction of zipped
Linux sources, installing and uninstalling Microsoft Of-
fice, and web browsing, and (c) block erasure count com-
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Table 1: Experimental Platforms.First four are netbooks
and the last one is a regular laptop.
Disk Host System Model Size
SSD-1 Acer Aspire One AOA110-1626 16GB
SSD-2 Asus Eee PC1000-BK003 8GB
SSD-3 Dell Inspiron Mini 9 16GB
SSD-4 HP 1010NR 8GB





































Figure 9: ATTO benchmark results on SSD-
1.Performance gain for FlashFire even for large
(sequential) writes.
parison (via simulation) as a measure of durability and
lifetime of the SSD. Additionally, we have carried out de-
tailed studies on the effects of varying some of the design
parameters of FlashFire on the performance. In all of
these studies our focus has been on measuring the effec-
tiveness of FlashFire in meeting its stated design goals,
namely, improving the write I/O performance of SSD,
and reducing the block erasure count to extend the SSD
lifetime. Thus, we have consciously chosen write inten-
sive workloads for our experimental study.
4.1 Experimental Environment
Table 1 summarizes the hardware specification of the five
platforms used in our study. Four of them are netbooks
using Intel ATOM N270 processor, and the fifth is a reg-
ular laptop using Intel Core Duo processor. All five plat-
forms have 1 Gbytes of system memory, and are config-
ured with 32 Mbytes of Cluster Buffer in their respec-
tive FlashFire drivers. All five platforms run Windows
XP Professional SP3 English edition on SSDs formatted
with NTFS file system. To repeat the experiments with-
out disk aging effect, disk imaging tool (Norton Ghost)
has been used before each experiment.
4.2 Disk Benchmark Results
4.2.1 ATTO benchmark
This benchmark program first creates a 256 Mbyte mas-





































Figure 10: ATTO benchmark results on SSD-






































Figure 11: ATTO benchmark results on SSD-
3.Performance gain for FlashFire only for small (ran-
dom) writes.
writing the master file randomly with various granular-
ity test sizes ranging from 512 bytes to 8 Mbytes. Thus,
the generated workload is a mix of small (random) and
large sequential accesses to the storage system. It should
be noted that even for large write patterns, the workload
generates additional small random writes (for file system
meta-data) since the benchmark works through the file
system.
Figures 9 - 13 show the results measured on the five
platforms. The figures show the read/write throughputs
measured with ATTO benchmark for the native device
driver and FlashFire on each platform as a function of
the test data sizes. The reported results are the averages
of three repeated runs of the benchmark programs. In all





































Figure 12: ATTO benchmark results on SSD-





































Figure 13: ATTO benchmark results on SSD-

































Figure 14: Cumulative frequencies of write request sizes
for the four write-intensive workloads.
for reads, but shows significant performance gains espe-
cially for small writes. For example, on SSD-5 (a mid-
level caliber SSD), FlashFire write throughput shows an
improvement of roughly 73% compared to the native
driver for 8 Kbyte data size.
4.2.2 Other Benchmarks
In addition to ATTO benchmark, we also experi-
mented with two other disk benchmark programs: HD-
BENCH [8] and CrystalDiskMark [9]. Due to space lim-
itations we do not present results of those experiments.
The trends observed with these benchmark programs are
similar to what we have reported with ATTO. In fact, the
performance gain of FlashFire for sequential writes was
even more noticeable with these benchmark program re-
sults. Since, we do not know the inner details of the
benchmark programs, we can only guess that perhaps
these programs use smaller test data sizes than ATTO for
their sequential write patterns.
4.3 Real Workload Tests
The next set of experiments is designed to evaluate the
performance gain of FlashFire while running real work-
loads. We have chosen five different workloads, four of
which are write intensive, and the fifth has a mix of read



























Figure 15: MP3 file copying results.Geometric mean of
elapsed time for FlashFire roughly half of the native
driver.
from compressed Linux sources, (3) Installation of Mi-
crosoft Office, (4) Un-installation of Microsoft Office,
and (5) Web browsing 30 sites.
Figure 14 shows the cumulative frequencies of write
request sizes for the four write-intensive workloads. We
do not show the frequencies for the web browser work-
load because it is not reproducible due to network and
server status. As can be seen from Figure 14, MP3 file
copying is mostly composed of large writes, while un-
zipping Linux sources has small writes. MS Office in-
stallation is a mix of both big and small writes, and the
un-installation may be classified as a small write work-
load.
We included web browsing as one of the workloads
simply to get a feel for how FlashFire would perform
for an average user activity, since it would generate both
read and write traffic to the storage system. The last
web browsing can show the overall performance effect
of FlashFire including disk reads.
4.3.1 MP3 File Copy
The experiment involves copying copied total of 806
Mbytes of 102 MP3 files from an external USB HDD
to the target SSD drive, and measuring the elapsed time.
After the copy is complete, we delete the copied files and
repeat the test three times and report an average value.
This workload mainly consists of large writes. Refer-
ring to Figure 14, the frequency for 64Kbyte sized writes
is over 96%.
Figure 15 shows the results of this experiment on the
five platforms. In all cases, FlashFire significantly re-
duces the elapsed time compared to the native driver.
This result validates our earlier conjecture with the
ATTO benchmark that the file system meta-data traffic
(which is usually small writes) hurts the performance of
SSDs even when the workload is mostly large writes.
FlashFire alleviates this problem. The geometric mean
of elapsed time is roughly 50% compared to the native






























Figure 16: Linux source extraction test results on
SSDs.Geometric mean of elapsed time for FlashFire
roughly 35% of the native drive
4.3.2 Decompress Linux Sources
This experiment is designed to verify the effects of
FlashFire for a workload dominated by small writes.
To prepare for the experiment, we extracted linux-
2.6.28.1.tar.bz2 and recompressed it to a zip file since
Windows XP compressed folder can only recognize zip
format. Then, we extracted linux-2.6.18.1.zip from an
external USB drive to the target SSD, and measured the
elapsed time. After the extraction is over, we delete the
extracted files and repeat the test three times to get an
average value. In the workload, over 90% of the requests
are smaller than 8Kbytes.
Figure 16 shows highly improved performance for
FlashFire as expected, since the workload is dominated
by small writes. SSD-3 using native driver, once again
shows a behavior that is inconsistent with its benchmark
performance for small write throughput. With Flash-
Fire, the geometric mean of elapsed time is reduced from
758.3 seconds to 266.4 seconds (35% compared to the
native driver)
4.3.3 Installing and Uninstalling Microsoft Office
The next experiment measures the elapsed time for in-
stalling and uninstalling a huge software package, Mi-
crosoft Office 2007. The install workload is well mixed
with both big writes and small writes. Referring to Fig-
ure 18, about 51% of write requests are 64Kbyte sized,
and 28% of the requests are smaller than 4Kbyte sized.
After the installation, we uninstall the package and
measure the elapsed time once again. The uninstall
workload is mainly composed of small writes. Like the
other experiments, we repeat installing and uninstalling
three times. By this repetition, we could also see the disk
fragmentation effects with FlashFire.
Figures 17 and 18 show the averages of both install
and uninstall times, respectively. The four low-end SSDs
(SSD-1 to SSD-4) show much enhanced performance
with FlashFire, but there is a slight performance loss in






























Figure 17: Microsoft Office install time.Geometric mean





























Figure 18: Microsoft Office uninstall time. Geometric
mean of elapsed time for FlashFire roughly 35% of the
native driver.
modest gain for uninstall. Geometric means are reduced
to 52% and 35% compared to the native driver for install
and uninstall, respectively.
4.3.4 Web Browsing
When we browse web sites, a web browser downloads
many small image files from its web server to a tempo-
rary directory in a local disk drive, and reads the files
to render web pages. Therefore, both read and write
throughput of the storage device is likely to have an influ-
ence on the speed of web browsing. Further, since low-
end SSDs are commonly used for netbooks, this work-
load is an interesting one to study for understanding the
performance potential of FlashFire.
For this purpose, we have designed and used a custom
benchmark program named, IEBench. It is developed
with Microsoft Visual C++ 6.0 and Internet browser con-
trol, which is the engine of Microsoft Internet Explorer.
It visits 30 web sites continuously, and reports the total
elapsed time.
By its nature, we cannot avoid the influence of external
factors such as networking speed and the state of the web
server that we visit. To minimize interferences, we re-
peated our experiments five times during mid-night (EST
in the U.S.) with an internal proxy-server. The popular
and stable 30 web sites in the United States are chosen
for the test, and we cleared the Internet Explorer tem-






























Figure 19: IEBench: Web browsing time for 30 US web
sites. Geometric mean of elapsed time for FlashFire
roughly 52% of the native driver.
effects.
Figure 19 shows the results for the five SSDs, and as
can be seen FlashFire improves Internet browsing per-
formance significantly compared to the native driver on
these devices. Geometric mean is reduced to 52% com-
pared to the native driver using FlashFire.
4.4 Erase Count Simulation
Due to the nature of NAND flash memory, a block can
be erased only a finite number of times. Therefore, one
metric to evaluate the lifetime of an SSD is the cumula-
tive count of block erasures. However, there is no known
way to find the exact physical erase counts from an SSD.
To evaluate the durability effect of FlashFire, we use
a simulation method. By assuming that the SSD is us-
ing log-block FTL [15] as its management algorithm,
we have simulated the internal operations of the SSD to
record the number of block erasures experienced inside
the SSD. As inputs for the simulations, we used write
traces collected from two different configurations with
disk trace collecting tool, Diskmon [23]: (1) Original
system and (2) FlashFire applied system. The input to the
simulator are disk write traces collected using Diskmon
for the five workload programs used in the performance
evaluation using the native driver and FlashFire.
Figure 20 shows the simulated erase counts, and we
can see that FlashFire is effectively reducing the number
of erase counts. This means that FlashFire is beneficial
not only for enhancing the performance of SSD but also
for the durability of SSD. The geometric mean of erase
counts for the four workloads is reduced from 5097 to
955 (FlashFire is 18% compared to the native driver).
4.5 Detailed Analysis
We have conducted a number of other experiments with
FlashFire aimed to get a better understanding of its
performance potential. For this set of experiments,






























Figure 20: Simulated erase counts with collected write
traces. Geometric mean of erase count for FlashFire
roughly 18% of the native driver.
Table 2: Write requests distribution for Microsoft Office
installation using the native driver.
Req. Size Frequency (%) Written Sectors (%)
128 17,974 51.3 2,030,672 85.4
8 6,716 19.2 53,728 2.0
32 1,305 3.7 41,760 1.6
1 884 2.5 884 0.03
7 815 2.3 5,705 0.2
16 765 2.2 12,240 0.5
56 466 1.3 26,096 1.0
64 413 1.2 26,432 1.0
3 311 0.9 933 0.03
24 304 0.9 7,296 0.3
Others 5,102 14.6 217,576 8.1
Total 35,055 100 2,693,322 100
showed significant gains for FlashFire. The tests we con-
duct are the following: analysis of write traces of Mi-
crosoft Office install workload; sensitivity to the Cluster
Buffer size; and sensitivity to the file system.
4.5.1 Write Trace Analysis
The purpose of this test is to verify the effectiveness of
FlashFire to aggregate small writes into large sequen-
tial writes. We analyzed collected write traces while
installing Microsoft Office both with the native device
driver and with FlashFire.
Table 2 shows the request size distribution of collected
write traces while installing Microsoft Office using the
native driver. We can see that there are various sizes of
write requests ranging from 0.5 Kbytes to maximum 64
Kbytes.
Table 3: Write requests distribution for Microsoft Office
installation using FlashFire.
Req. Size Frequency (%) Written Sectors (%)
2048 2,222 100 4,550,656 100




























Figure 21: Effect of Varying the size of the Cluster
Buffer. Too small a Cluster Buffer (less than 16 Mbytes)
can be detrimental to performance of FlashFire.
As can be seen from Table 3, FlashFire by design
successfully converts all the requests to a fixed size of
1 Mbytes. It is interesting to note the total amount of
sectors written in the two cases. FlashFire almost dou-
bles the number of sectors written compared to the native
driver. This is because of the cluster padding technique
used in FlashFire to convert random writes to sequen-
tial writes. Despite this increase in the number of sectors
written, the elapsed time for this workload with FlashFire
is much smaller than with the native driver as we have al-
ready seen (543 seconds as opposed to 1037 seconds, as
shown in Figure 17, G-Mean). Further, FlashFire also
reduces the block erasures for this workload as already
noted (2222 as opposed to 9282, Figure 20).
4.5.2 Sensitivity to Cluster Buffer Size
To show the effects of varying the size of the Cluster
Buffer in FlashFire, we repeated our real workload tests
with three more configurations in addition to the default
32 Mbytes size: 8 Mbytes, 16 Mbytes, and 24 Mbytes.
Figure 21 shows the results of this experiment. From
the graph, we find that the cluster buffer that is too small
in size may cause performance loss. When cluster buffer
size is 8Mbytes, Microsoft Office install and MP3 copy
workloads incur about 13% and 38% performance losses
with FlashFire, respectively.
4.5.3 Sensitivity to File Systems
This experiment is intended to study the sensitivity of
FlashFire to the two file systems available in Windows
XP, namely, NTFS and FAT32. The default file system
used in all the experiments thus far is NTFS. Figure 22
shows the elapsed time result using NTFS and FAT32
for the four workloads. On FAT32 file system, Flash-
Fire shows smaller performance gains than on the NTFS
file system. This is because NTFS file system generates

































Figure 22: Sensitivity of FlashFire to File Systems.
FlashFire shows bigger performance gains with NTFS
than FAT32.
5 Concluding Remarks
Flash memory based SSD storage is attractive in many
ways. However, there are some inherent performance
problems of SSD storage systems due to the nature of
this technology. We have identified the specific prob-
lems that this technology has, and proved that a better
design of the lower levels of the OS software stack can
effectively solve the problems.
We opened FlashFire Windows XP version for public
users on our project homepage, and its usefulness has
been proven by a number of users especially by mid-
level and low-end SSD owners. FlashFire seems to be not
much beneficial for some high-end SSDs. Even though
there is no way to find out exactly what techniques are
used inside the high-end SSDs, the techniques are possi-
bly equivalent to our FlashFire. We believe that our host-
side approach is more general, economical, and power-
efficient compared to the device-level approach.
If we compare FlashFire to higher level software solu-
tions like SSD-aware file system, FlashFire approach is
relatively simple, and can easily be applied to the existing
systems without major modifications. As it is transpar-
ent to the existing storage components, users can freely
control whether to use it or not at any time. In addition,
our solution is orthogonal to the other software solutions
such as log-structured file systems [16], and SSD-aware
cache management schemes [20].
However, FlashFire brings one concern with reliabil-
ity. Because it holds written sectors in the cluster buffer,
a sudden power failure can hurt filesystem integrity. It
may not possible to perfectly clear the issue due to the
buffering nature, but we use several techniques to min-
imize the problem. FlashFire tries to flush its buffer as
often as possible when the storage system is idle, and
provides an easy interface to control its function dynam-
ically. Users can disable FlashFire whenever they need
to do mission critical works. Another possible solution is
distinguishing important writes from normal writes, and
let the important writes to bypass the cluster buffer.
While we have focused on SSDs in this study, we
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would like to investigate the design of FlashFire to sup-
port removable flash memory storage. Further, since the
overall tenet of FlashFire is to reduce the amount of I/O
requests to the storage system, we would like to study its
efficacy for other storage devices, especially HDDs.
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