Ecological communities are assembled by colonization and extinction events, that may be regulated by ecological niches [1] [2] [3] [4] [5] . The most parsimonious explanation of local community assembly is the Dynamic Equilibrium (DE) model, which assumes that community dynamics is shaped by random colonization and extinctions events, effectively ignoring the effects of niches 1,6 . Despite its empirical success in explaining diversity patterns 1, 5, 7 , it is unknown to what extent the assembly dynamics of communities around the globe are consistent with this model.
extinction rates were often not fixed, with periods of higher and periods of lower rates (mostly positive varex and varcol indicating that the variance in the length of presence and absence periods is higher than expected, Fig. 1c-d ). Finally, while DE assumes species independence, covariance was significantly positive in 79.6% of the datasets, and never significantly negative (Fig. 1e ).
Qualitatively similar results were found at the level of single communities within datasets. respectively; independent species: average covariance (e)). In each panel, the upper histogram with gray background presents the dataset-level distribution, while the other histograms are at a community-level within the four largest datasets. Significant results are highlighted in the histogram with a darker color, and their percent of the total results is presented to the right. The expected value for all statistics is zero, marked with a red dashed line. The larger changes then expected in richness and composition could arise from the nonuniformity of rates and/or from species dependence. To identify the cause, we regressed the statistics of deviations from the predictions (dsrel and dj) against the statistics of deviations from the assumptions. We found that dsrel is strongly correlated with ̅̅̅̅̅ at the dataset and community levels ( Table 1 , Fig. 2 ), while the association with varex and varcol is much weaker, and often non-significant. Moreover, the effect of ̅̅̅̅̅ is considerably stronger for longer time series ( Fig. 2 , Table S1 ). Explaining the variation in excessive compositional changes proved to be more difficult, probably because of their small magnitude. While dj is not significantly associated with any explanatory variables at the dataset levels, for three of the large datasets, community-level dj is associated primarily with ̅̅̅̅̅ ( Table 1) . Similar results were obtained for more complex models (Table S1 ). Large changes in richness could be due to long-term trends or year to year variation ("noise"). To identify the nature of these changes, we quantified for each community the magnitude of noise and of the linear trend in richness. A regression of dsrel against these measures ( Not many generalities about the dynamics of ecological communities are known. To address this limitation, we have performed one of the most extensive tests ever performed in ecology of the ability of dynamic models to explain observed dynamics. We found that species richness indeed undergoes larger changes then expected under DE in multiple ecosystems worldwide.
While previous works have focused primarily on trends, we have shown that year to year variation in richness ("noise") has a similar strong contribution to excessive richness changes.
Unlike previous studies using similar data 21 only a minority of communities showed excessive compositional changes. For a comparison of the methodologies used, see ref. 29 . While we expected that communities undergoing large richness changes would also show large compositional changes, this is not the case. We attribute this surprising result to the very large
year-to-year compositional variation, with roughly 50% species turnover between consecutive years in many datasets. This is probably the result of extensive sampling errors across multiple datasets.
Our results shed light on the role of niche assembly beyond basic dispersal assembly processes. Both classical and contemporary studies of community assembly in space have revealed a prevalence of negative associations between species, with many pairs of species cooccurring less than expected by chance 8, 9, 11 . This has been interpreted as evidence for the possible importance of competition in shaping communities, along with other evidence, including experiments 12, 14 . However, while classical assembly studies tested whether static cooccurrence patterns in space resemble a random pattern, our approach is to examine the assembly process in action, testing if it resembles a random dispersal assembly process.
Given these results on negative associations, we expected that the arrival of one species would often increase the probability its competitors would go extinct, inducing negative average covariance between species. Surprisingly, this case is extremely rare in our data, where average covariance is almost exclusively positive. We interpret this as evidence that intra-specific competition is less important in shaping assembly dynamics (at least for species with intermediate abundance, for which changes are observed and are part of the analysis) then similar response of species to environmental changes (see appendix 1). This similar response to environmental changes, and not the non-uniformity of rates at the single species level, is the main driver of the large changes that are observed in richness and composition, as communities with higher covariance also have higher dsrel (and dj, to a lesser extent).
More work is needed to relate these excessive changes to specific drivers. Unlike previous works 21, 23 we do not believe that such excessive changes can be necessarily interpreted as evidence for anthropogenic effects. This is because similar responses of species to the environment changes, which drive excessive changes, are generally expected in cases when the niches of species overlap, regardless of the causes of the environmental change.
Overall, we found that dispersal assembly alone is insufficient to explain the observed dynamics in ecological communities worldwide, and niche assembly processes play an important role. However, contrary to the expectation that niches buffer changes in composition and diversity 4, 13, 14 , we found that niches lead to synchrony in the dynamics of different species, which in turn leads to large temporal changes in richness and composition. This finding is in line with results on abundance changes 16, 26, 27 and extinctions 28 being driven by niches. We believe that in the face of the large pressure that ecological communities worldwide are undergoing, a synthetic view of the effect of ecological niches on community dynamics is crucial, and our work adds a piece to this puzzle. 
Methods

Methodology for testing the Dynamic Equilibrium (DE) model
The properties of our newly developed methodology were studied in depth in ref. 29 of the main text. The methodology gets as an input a table of community composition (at a presenceabsence level) over regular time intervals (without loss of generality we use the term "years").
The output is the values (effect size) and significance of a set of statistics that compare different aspects of community dynamics to the predictions and assumptions of DE. The two components of the approach are therefore the summary statistics and the null model to which they are compared. We use five statistics, one for each of the assumptions and predictions, and the Presence-Absence Redistribution wIthin periodS (PARIS) null model.
The PARIS null model
The aim of the model is generating synthetic community time series of community composition that resemble the original time-series, but adhere to the assumptions of DE, namely, species independence and uniform colonization and extinction rates. This is done by the following algorithm, that is applied to single-species time series of presence-absence through time.
The PARIS algorithm preserves the initial state (presence or absence), the total number of years of presence and the total number of years of absence, the number of colonization and extinction events as well as the total number of periods of presence and periods of absence. The only thing that can change is the duration of these periods. Consider there were y years of presence in the empirical time series, separated into s periods by extinction events (that initiate periods of absence). The algorithm will choose s -1 out of y -1 years without replacement, simultaneously. Then, the events are assigned to happen after the chosen years. The analogous procedure is applied for periods of absence being separated by colonization events. If there was only one period of presence or absence, it will remain as in the original data in all resamples.
Missing years are removed before the algorithm is applied and then are put back at their original timing.
For example, assume the original time series is [1 1 1 0 0 0 1 1 0 1], where "1" stands for a
year of presence and "0" stands for a year of absence. There are six years of presence within three periods and four years of absence within two periods, so two extinction events and one colonization events should be assigned. For example, choosing extinction to occur after the 1 st and 2 nd years of presence and colonization to occur after the 2 nd year of absence will lead to the following synthetic time series:
This algorithm generates independent time-series since it is applied to different species independently. Moreover, it generates events that are characteristic of a process with uniform rates (see ref. 29 ). Hence, it satisfies the assumptions of DE and can be used to generate multiple synthetic time series that "force" these assumptions on the data. An important property of the null model is that it preserves the initial state of the community, as well as the final state (the presence and absence of each species in the first and final year in the data).
The statistics used to test DE
Each of the following statistics quantifies the deviation from DE in some aspect of the dynamics. They are constructed so that their mean if DE is true is zero.
To examine the magnitude of changes in richness, we use the statistic dsrel, which quantifies the normalized magnitude of temporal changes in species richness, beyond the expectation of DE:
In other words, for the observed time series of species richness, , we compute the change between the maximal richness and the minimal richness observed. The same change is then computed for every synthetic time-series generated by the null model, . Finally, the average change under the null (the expected change) is subtracted from the observed change, and this is normalized by the average richness in the time series ̅ to ensure comparability between different studies.
Under the PARIS null model, richness in the first and last year in every randomization precisely equals the observed values. For this reason, it is useful to perform the calculation of dsrel for the "central" part of the time series, after "cutting" a proportion k of the years on both sides in the empirical data as well as in the randomizations. We used k = 0.06, so 0.06 of the total years (rounded up) will be "cut" on both sides for the calculation of dsrel. We performed a sensitivity analysis and found that using k = 0 would result in qualitatively similar (although weaker) results.
The statistic dj quantifies the magnitude of temporal changes in composition, beyond the expectation of DE:
J is a curve describing the jaccard dissimilarity of each year w.r.t the first year.
is this curve for the empirical data, while is computed for a singe realization of the null model.
Hence, eq. 2 computes the difference between and the expected in the year when this difference is maximal. Since some deviations from the expected will occur even under DE, we subtract the quantity , to ensure that dj will have a mean of 0 under DE. is the expected maximal deviation of a stochastic realization of the null model from the expected .
To test the assumptions of uniformity in colonization and extinction rates, we use the statistics varcol and varex, respectively. These statistics are based on comparing the variance in the duration of absence and presence periods to the expectation under the null. For each species with two or more periods of presence or absence, we compute the variance in their durations (separately for presence and absence) and then standardize it using the null model. These standardized variances are then averaged over species:
(eq. 4) = 
Properties of the methodology and interpretation
We have shown in ref 29 . that the methodology generally has a type I error as predefined (α = 0.05 used in all our analyses). Moreover, it is reasonably robust to missing years, incomplete detection and false detection of species.
Several important comments regarding the interpretation of the output are in order. Since the PARIS null model fixes the initial state of the community, the methodology will not detect a deviation from DE if the community admits DE dynamics but the initial state is far from equilibrium. Furthermore, this methodology only considers species that are observed, and only those who have some colonization and extinction events contribute to the statistics. For this reason, the methodology will not detect cases when some species are never observed because of filtering (biotic or a-biotic), or the effect of very common or extremely rare species that never go extinct or are barely observed.
Assembly of the database and data filtering
Our analyses are performed on tables of species by years, with information on presence and absence for each species at every year in a given site (community). For the analysis to make sense, we require that the data will be consistent in space (from a single site or locality), seasonality (every year the sampling is performed in the same months) and sampling effort. To achieve these goals, we assembled data from three sources: the newly published BioTIME database 1 , the Breeding Bird Survey (BBS) 2 and further references that were available in previous publications 3,4 but were not included in the open version of BioTIME. A full list of these additional studies is included in table S3. A limited version of the BBS (300 sites) is included in the BioTIME but was discarded in favor of the full data (3533 sites included).
Following the recommendations of our methodological analysis 29 , we set the following quality criteria for all our data: we use data that has a timespan of at least 10 years, no more then 0.15 of which can be missing years (years when data is not available), and we required that at least 20 species have been observed sometime during the survey period.
In all cases, at most one community time-series is produced for a group of organisms (defined taxonomically or ecologically) in each site. Further details on the data gathering and cleaning are provided below according to the source of the data. The Matlab code for these analyses is included in the online appendix. A map presenting all datasets and communities is presented in Fig. S2 .
BioTIME
After downloading the database in CSV format (on 2/11/2018) We used the following algorithm to obtain time series that indeed satisfy our requirements. First, we discarded all studies with less then 10 years of time span and less than 20 species overall, all studies that had treatments and the BBS (study 195). next, for every study, we searched for unique sites. If data on plots was available, we treated every plot as a site and discarded every plot that had more then one latitude-longitude coordinate. If data on plots was not available ('NA'), we considered every latitude-longitude coordinate as a site.
Some of the studies have no information on the season when sampling was performed. For these studies, we searched for the longest sequence of years that satisfies the quality conditions (timespan ≥ 10 years, ≤ 0.15 missing years, ≥ 20 species overall). If several such sequences were found with the same time span, we chose the sequence with the smallest number of missing years, and if several of these sequences had the same number of missing years, we (arbitrarily) chose the one with the earlier beginning. Sites without any time series satisfying our requirements were not used.
If data on sampling month was available, we wanted to make sure that the season of sampling is as consistent between years as possible. As a result, some records done in "a-typical" months, and some years lacking "typical" months would have to be discarded. Consequently, we had to balance between having time series with a longer time span in terms of years and having time series that include more months. This was achieved using the following algorithm.
We begin by constructing a binary table of years x months, indicating whether there is any data available for a given year-month combination. Then, the table is extended so that a yearmonth combination is coded as 'available' if one month before or after has any data. This is done to ignore small inconsistencies in sampling period. Next, we search for "good months" that are consistently sampled through the survey, that is, data for them is available for > thresh_good_month of the years. We used the value thresh_good_month = 0.9. Any year that has no data for a "good month" is discarded.
Next, we consider every one of the 12 2 -1 combinations of months. For each such combination, we find the number of months with available data, m, and the length of the 'best' sequence of years having these months, y. The 'best' sequence is found by finding the longest sequences satisfying the quality criteria (timespan ≥ 10 years, ≤ 0.15 missing years). Among them, the first among those with the fewest missing years is chosen. Now, the 'value' of each combination of months is calculated as y·m v , where v regulates the 'value' of a month w.r.t. a
year. Since we need long sequences to have more power, we used v = 0.3. For example, this leads to 50 years with 5 months being better then 40 years with 10 months but worse than 40 years with 11 months. We find the combination of years and months that has the highest value and discard all data that does not belong to this combination. If no such combination with enough years, non-missing years and species is found, the entire site is discarded. This completes the selection of data for a single site.
Another issue that must be considered is that some sites have more then one 'sample' per site-year combination, and different years typically have different numbers of samples. In this case it is possible to subsample the data to the lowest number of samples per year (i.e. perform a rarefaction, as recommended by ref 1). However, this procedure may introduce some spatial variability (because the interpretation of 'sample' is different in different studies, e.g. in some studies it represents depth), or extra seasonality, complicating the interpretation of the results.
Hence, while we used the rarefaction procedure in our preliminary analyses, getting qualitatively similar results, for our final analysis we discarded all sites that had more then one sample per
year-site combination. The only exception was the Konza Prairie dataset, where this process would lead us to discard 92% out of the 500 sites in this unique dataset. Hence, for Konza Prairie we indeed rarefied the data. Table S4 presents all the BioTIME datasets we included in the analysis.
North American Breeding Bird Survey
The BBS is the largest single dataset of community dynamics in the world, yet it is notoriously famous for possible sampling errors [5] [6] [7] [8] . In particular, changes in observer are known to sometimes xause different estimates 6, 7 . However, we could address this problem using the available information 2 on the unique observer code of each observer.
The following algorithm was used for this task. Considering the records in a single site (BBS route), we search from the longest (all the data) to the shortest sequence of years for sequences satisfying the quality conditions (timespan ≥ 10 years, ≤ 0.15 missing years, ≥ 20 species overall), and where there is no evidence that changes in observer correspond to larger changes in richness or composition (the latter are quantified using Jaccard dissimilarity). To examine the effects of observer changes on changes in richness and composition, we use a one sided t test (with α = .05). We compare the magnitude of (absolute) changes in consecutive pairs of years when the observer changes to consecutive pairs when the observer remains the same. If this test is significant for either richness or compositional changes, this sequence of years is not used.
Once, for a given length of the time series, some satisfactory sequences are found, the algorithm picks the first (with the earlier start date) among the sequences with the least missing
year. If no suitable sequence is found for a given length of time, the algorithm will look for shorter and shorter sequences sequentially, and if no suitable time series is found of the minimal length (10 years), the site will be discarded. The same years may therefore be considered in multiple runs of the algorithm searching for sequences, but eventually each BBS route will produce at most one time series.
More datasets gathered
We found several references used in recent meta analyses 3,4 that were not included in the public version of the BioTIME. They were added to the database, and their details are available in table S2.
Calculating normalized measures of noise and trends
Our aim was quantifying long-term trends and short-term fluctuations in richness, using normalized measures that would enhance comparison of communities with different richness.
To quantify trends at the community level we used the absolute value of the Theil-Sen statistic, normalized by the average richness in a community. The advantage of this statistic is that it is relatively robust to noise, making it inherently more independent of the noise measures.
We took the absolute value because we were only interested in the magnitude of trends. At the dataset level we averaged this statistic over the communities that are members of the dataset.
The natural choice to quantify the magnitude of short-term richness fluctuations ("noise") is the standard deviation of year-to-year richness changes:
(eq. 6) SD(St+1 -St ). demographic stochasticity) 9, 10 . For a simple diffusion process, the magnitude of changes in the location of a random walker is independent of its location. We tried to classify our data roughly into these categories using the scheme suggested by ref. 11 . For that aim, considering a set of richness time-series, we first computed the average change in every time series, = +1 − ̅̅̅̅̅̅̅̅̅̅̅̅ .
We then plotted the dependence of squared changes after subtracting the average, The analysis was performed at the dataset level as well as at the community level for the four largest datasets. At the dataset level, we pooled together all the richness changes from all the communities except for the BBS (since these communities strongly affected the result), and estimated b. Then, for each of the four largest datasets, we separately pooled the richness changes and performed the regression to estimate b.
We found that for all the communities together, b ~ 1. Hence, for the dataset level analysis, we used eq. 8 as the measure for the magnitude of year to year fluctuations in richness in each community. These values were then averaged over the communities that are members of the dataset. For the community level analysis, we found b only a little larger than 0 for all datasets but the Konza Prairie, where b was close to two. Hence, we used eq. 9 to quantify the magnitude 
Supplementary materials
Appendix 1: interpreting covariance patterns between species
One of our main results was the predominance of positive average covariance in the presence-absence time series in ecological communities across the globe. We further found that changes in richness and composition are largely determined by the level of this covariance. Here we theoretically investigate the possible mechanistic drivers of this pattern.
Negative average temporal covariance between species can be depicted as species replacing each other through time, with the arrival of some corresponding to an increase in the extinction of others. Our intuition suggests that such negative covariance is the result of competitive interactions or different responses to environmental changes. On the other hand, positive covariance or synchrony can be viewed as species arriving and going extinct simultaneously,
with the presence of some species increasing the probability others will be present. We believe this could stem from facilitative interactions or similar response to environmental changes.
Consequently, we suggest that the overall covariance in a community can indicate which are the dominant process in determining the observed patterns of colonization and extinction, and, accordingly, changes in richness and composition.
Most of the datasets we studied consist of relatively similar species in terms of trophic level, taxon and size, making us believe that the interactions among them are primarily competitive.
Therefore, the net positive effect that we found indicates that competition and different responses to environmental changes (causing negative covariance) are less important than similar response to environmental changes (causing positive covariance) in shaping observed community dynamics. This intuition should of course be tested. For that aim, we used simulations of population dynamics models that incorporate competition, immigration and temporal environmental vitiation and covariation. Our aim was to study how the strength of competitive interactions and the degree of similarity in the response to environmental variation affect the average covariance in presence-absence time series.
We ran simulations of a stochastic, discrete-time multispecies Ricker model 1, 2 . In this model, the expected population of species i at time t+1, , +1 , is:
(eq. S1) E( , +1 ) = , exp (
where and are the growth rate and carrying capacity of species i, respectively, is the per capita effect of an individual of species j on the growth of species i, representing interspecific interactions, and , represents stochastic fluctuations in the growth rate due to environmental changes. , is normally distributed with a mean of 0, variance of 2 and the covariance between every pair of species is assumed to be C, representing the degree to which species respond similarly to environmental variation.
While eq. S1 represents the expected population of species i at time t, the actual population size is drawn from a Poisson distribution: , +1~P oisson(E( , +1 )). This introduces demographic stochasticity, that is, random variation between individuals in demography, as well as the discreteness of individual, which allows species to go stochastically extinct. Finally, after the local demography step described above, we introduce a single immigrant per time step, who is chosen uniformly from the Sreg species available in the species pool.
The simulations were initialized with one individual of each of the species in the pool. Then they were run for 10 5 time steps, and the first 2•10 3 time steps were considered equilibration time and removed. The covariance matrix of the presence-absence time series was then computed.
This allowed us to calculate the average of the off-diagonal elements, representing the covariance between pairs of species, averaged over pairs. This is precisely the statistic we consider in the main text.
We present in Fig. S1 results for the following parameters. We assumed that the pool consists of 20 species, each with ri = 0.1 and K = 1000. The s are drawn from a normal distribution with mean ̅ and SD of , and negative values are transformed into positive ones by taking their absolute values. This results in purely competitive dynamics. We took to be 0.05 and considered values of ̅ between 0 and 0.5 (in steps of 0.05), controlling the magnitude of competitive interactions. We considered 2 = 0.3, and C to be 0 to 0.3 (in steps of 0.05). The extreme values, C = 0 and C = 2 , represent scenarios of fully independent and full synchronous responses to environmental variation, respectively.
We found that when competitive interactions are strong and environmental covariance is low, the average covariance in presence-absence is negative, albeit only slightly lower than zero ( Fig S1) . This is to be expected, since, mathematically, there are tight limits on how negatively a set of random variables can be correlated. On the other hand, when interactions are weak and environmental covariation is high, average covariance tends to be positive. Other parameters are in the middle between these cases, with more covariation and less competition generally leading to more positive covariance in presence-absence. These qualitative conclusions also hold in other parameter regimes we examined.
These results lead us to believe that the positive covariance we found in the data is indeed the signature of similar response of species to environmental variation overwhelming competition in generating community covariance patterns. This does not imply, however, that competitive interactions are weak in absolute terms, and they can still strongly affect overall richness and composition. Yet, our results demonstrate that the changes in richness and composition, that are associated with average covariance, are primarily governed by similar responses to environmental changes. While we examined a very specific model, recent works have shown for a similar model (continuous-time Lotka-Volterra) that many "macroscopic" patterns of communities are fully determined by a few parameters. In particular, these parameters are the variances of intra-specific and inter-specific interactions, the mean strength of interspecific interactions, and their symmetry (does i affect j in the same manner j affects i?) 3, 4 , which are analogous to many of the parameters that we have considered. Moreover, these works have shown that many more complex models essentially map into this simple model for a single trophic level. This makes us believe that despite the simplicity of our model, the qualitative results can be generalized for many ecological communities. Results are presented at the dataset level (in bold), as well as for single communities within the four largest datasets. dsrel is strongly and positively associated with covariance, and much less with the rate-uniformity statistics. dj is less well explained, but for the single studies it is associated with covariance as well.
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The long-term study of the fish and crustacean community of the Bristol Channel 
