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INTRODUCTION 
The main purpose of the present paper is to characierize intervals in 
subgroup lattices of infinite groups. We approach intervals in subgroup 
lattices via congruence lattices of unary algebras whose operations form a 
transitive group of permutations on the underlying set. This is formalized 
by the following simple result stated in [7]. 
THEOREM 0.1. Let (X, G) be a unary algebra such that G is a transitive 
group oJpermutations on the set X. Then the congruence lattice Con(X, 6) 
is isomorphic to the interval [S,, G] in the subgroup lattice of G, where S, 
denotes the stabilizer of a point a E X. 
Proof To keep the proof of our main result self-contained, we include 
a proof of Theorem 0.1. We identify elements of X with left cosets of S, in 
G. The group G acts on the set of cosets by multiplication on the left. Every 
H E [S,, G] defines a partition K on X by 
(0.1) (hS,, kS,) E rc if and only if h-‘k E H. 
This is obviously a congruence of the algebra (X, G). The mapping x 
assigning to every HE [S,, G] the congruence rr E Con(X, 6) defined by 
(0.1) is injective and order-preserving. 
Conversely, if rc is a congruence of (X, G), then we define a subset H of 
G by 
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The set H is in fact a subgroup of G containing the stabilizer S,. We have 
(AS,, kS,) E n if and only if (S,, h-‘kS,) E rc, i.e., if and only if h-ik E H. 
Hence rc = x(H). This proves that x is an order-preserving bijection 
between [S,, G] and Con(X, G), hence it is a lattice isomorphism. 1 
Theorem 0.1 together with the following result due to Birkhoff and Frink 
[l] gives a necessary condition for a lattice L to be isomorphic to an 
interval in a subgroup lattice. 
THEOREM 0.2. The congruence lattice of a (finitary) algebra (X, F) is an 
algebraic lattice. 
Algebraic lattices are defined in the following way. An element x E L is 
compact if x < V { yi: i E I} implies that there is a finite subset J of I such 
that x < V (TV;.: j E J>. A complete lattice L is algebraic if every element 
z E L is a join of compact elements of L. Theorems 0.1 and 0.2 say that a 
lattice L can be isomorphic to an interval in the subgroup lattice of a 
group only if it is algebraic. The following theorem, which is the main 
result of this paper, states the converse. 
THEOREM. Every algebraic lattice is isomorphic to an interval in the 
subgroup lattice of an infinite group. 
As a corollary we get the following theorem of Grltzer and Schmidt [4]. 
GR~TZER-SCHMIDT THEOREM. Every algebraic lattice is isomorphic to 
the congruence lattice of an algebra. 
Although we are interested only in infinite groups in this paper, the main 
motivation for investigating intervals in subgroup lattices comes from a 
finite problem. This long-standing problem, known as the finite congruence 
lattice representation problem, has remained unsolved for a long time and 
has motivated much interesting research in recent years. For a review of 
the work done in connection with this problem, and for references, we refer 
to Ihringer [S]. 
Finite Congruence Lattice Representation Problem. Is every finite lattice 
isomorphic to the congruence lattice of a finite algebra? 
Surprisingly, this problem has an equivalent group-theoretical formula- 
tion, as proved by Palfy and Pudlak in [7]. And this formulation directs 
attention to intervals in subgroup lattices. 
PALEY-PLDLAK THEOREM. Every finite lattice is isomorphic to the 
congruence lattice of a finite algebra tf and only tf every finite lattice is 
isomorphic to an interval in the subgroup lattice of a finite group. 
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The paper is organized as follows. After preliminaries we find in 
Section 1 a representation of partition lattices as intervals in subgroup 
lattices of infinite groups. Section 2 contains a canonical representation of 
every algebraic lattice as the lattice of equivalence relations hereditary in a 
certain quasi-ordering. Section 3 introduces a concept of lattice metrics, 
which is a useful tool when dealing with partition and congruence lattice 
representations. This section also contains a definition of accessible sets in 
permutation groups, and contains several examples of accessible sets. 
Section 4 deals with twisting structures on permutation groups. A twisting 
structure is, loosely speaking, a collection of transpositions defined on sub- 
sets of the underlying set of a permutation group and satisfying certain 
conditions. Section 5 contains a general theorem, which describes how 
twisting structures can be used to modify the congruence lattice of a per- 
mutation group. From the results in Section 5 we can easily get our main 
result about representations of algebraic lattices as intervals in subgroup 
lattices. This is done in Section 6. The final section contains some com- 
ments about the cardinality of a group containing a given algebraic lattice 
as an interval in its subgroup lattice, and about possible applications of the 
methods developed in this paper to the finite congruence lattice representa- 
tion problem. 
PRELIMINARIES AND NOTATION 
We use the expression “the congruence lattice of a permutation group” 
in the following sense: if G is a transitive permutation group on a set X, 
then we consider G as the set of operations of a unary algebra (X, G). The 
congruence lattice Con(X, G) is referred to as the congruence lattice of the 
permutation group (X, G). The partition lattice on a set X will be denoted 
by n(X). The least element of n(X) will be denoted by w, and the greatest 
one by z. The least and the greatest elements of a general complete lattice 
L will be denoted by 0, and l,, respectively. We shall freely identify an 
equivalence relation on a set X with the corresponding partition of X; this 
should not lead to any confusion. In Section 2, we use the fact that every 
algebraic lattice L is isomorphic to the lattice of non-empty ideals in the 
partially ordered set of compact elements in L. A proof of this fact can be 
found in [3]. Otherwise the proof of our main result is completely self-con- 
tained. By the restricted symmetric group RS(X) on a set X we mean the 
subgroup of the full symmetric group S(X) on X generated by transposi- 
tions. Or equivalently, a permutation q E S(X) belongs to RS(X) if and 
only if it leaves all but finitely many points of X invariant. If f is a mapping 
defined on a set X and Y L X, then f(Y) denotes the set (f(y): J E Y >. 
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1. PARTITION LATTICES AS INTERVALS IN SKJBGROUP LATTICES 
In this section we find intervals in subgroup lattices of restricted sym- 
metric groups isomorphic to arbitrary partition lattices. The construction is 
an infinite analogue of the representation of finite partition lattices as inter- 
vals in subgroup lattices of finite symmetric groups described in the first 
section of [lo]. 
Let Z be a non-empty set. Take an arbitrary countable set N and denote 
by X the set Ix N. By an Z-partition of X we shall mean a partition 
a = { ai : i E Z} of X such that each block ai is countable. For example, the 
sets aj = {(i, n) : n E N} are the blocks of an Z-partition a = {ui : i E Z>. The 
symmetric group S(X) acts in a natural way on the set of Z-partitions of X: 
if a is an Z-partition and q E S(X), then q(a) is the partition { ~(a,) : in I}. 
Recall that q(ai) is the image of the set cli under the permutation cp. This 
action is obviously transitive. On the other hand, the corresponding action 
of the restricted symmetric group KS(X) is not transitive. If a permutation 
q leaves all but a finite number of elements of X fixed, and a = {a, : i E Z} 
is an Z-partition of X, then for each iEZ the sets q-- ~(a,) and ~(a,) -ui 
have the same finite cardinality and, moreover, this cardinality is 0 for all 
but finitely many i’s. From this observation we immediately get a necessary 
condition for two Z-partitions a = (q : ie Z} and b = {bi : in I} to belong to 
the same orbit of the action of RS(X) on the set of Z-partitions of X: 
(1.1) for every in Z, the sets uj- bi and bi- ai have the same finite 
cardinality and this cardinality is 0 for all but a finite number of i’s. 
The condition is also sufficient, since then we can find a permutation 
cp E M(X) leaving fixed all elements of the intersections ui A bi, i E Z, and 
sending each set ui- bi onto bi- ui. We choose an arbitrary orbit of the 
action of RS(X) on the set of Z-partitions and denote it by E. Hence RS(X) 
acts transitively on E. We denote this action by G. The action of a per- 
mutation rp E RS(X) on the set E will be denoted by the same symbol cp. 
This should not lead to any confusion. 
If a = (ui : ill) is an Z-partition and Jc Z, we denote by a, the union 
UjsJ 1’ a. But we will continue to use ui instead of a!,). Next we define a 
mapping Z: ZZ(Z) + 17(E) by the formula 
(1.2) for 7c E ZZ(Z), (a, b) E Z(X) if and only if uJ= b, for every block 
J of the partition rc. 
Before proving that the mapping Z is in fact a complete lattice embedding, 
we state the following easy lemma. 
LEMMA 1.1. Every partition Z(n), Nan, is preserved by any 
cp E RS( X). 
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ProoJ: Suppose (a, b) E Z(n). Then a, = b, for every block J of 7~. Hence 
cp(a,)= I for all blocks J of 7~. Since cp(aJj= ljj,,cp(uij, and similarly 
for I, we get UjEJ I = UjEJ I for all blocks J of the partition 
71, hence !da), cp(b))EZ(n). I 
THEOREM 1.2. The rnappirzg Z: IZ(1) -+ 17(E) defined by (1.2) is a 
complete lattice embedding. 
Proof First we observe that Z preserves the order relation. If 7c  p7 
then every block K of p is the union of some blocks J6 of K From 
(a,b)EZ(n) we get a,=b,, for every 6. Hence a,=U,u,~=U,b,,=b,. 
This proves (a, b) E Z(p j, and consequently Z(n) E Z(p). 
For the least partition CO of I we get (a, b)E Z(oj if and only if a = b, 
Further, for every two I-partitions a, b E E, we have a,= b,= X, hence 
(a, b) E Z(.zj. This proves that Z preserves both the least and the greatest 
element. 
To prove that Z preserves arbitrary meets, take some partitions 
n6 E Z7(1). Since Z preserves the order relation, we have Z(A, ndj c 
,/jd 2(x6). Suppose now (a, b) E& Z(7rr,), and take a block J of A6 7~~. 
Then J= cj6 J,, where, for each 6, Ja is the block of 7~~ containing J. We 
have a,6 = b, for all 6’s. But aJ = rj6 a,,, and similarly b, = n, b,. This 
proves a, = b, and (a, b) E Z(/\, 7~~). 
Next we prove that Z preserves arbitrary joins. Suppose 7~~ E n(r), where 
6 ranges over an index set. The inclusion Vd Z(nsj 5 Z(vsrs j follows from 
the fact that Z preserves the order relation. Before proving the converse 
inclusion we state the following easy corollary of Lemma 1.1: 
(,1.3) Let aE E, and suppose that $, XE G are such that (a, $(a)), 
(a, x(a)) E\& 2(x6). Then also (a, $x(a)) E Vb Z(zsj. 
Indeed, since (a, x(a))EV6 Z(7cn,), we can find a sequence a = a,, 
a,, . . . . aP = x(a) of elements of E such that any two subsequent elements are 
equivalent in some Z(7c6). By Lemma 1.1, we get that also in the sequence 
t+Qa) =$(a,), $(a,), . . . . $(a,) = $x(a), any two subsequent elements are 
equivalent in some Z(lr,j. From this we can conclude ($(a), eX(a)jE 
Vs Z(q). Since also (a, tf9(a)) EVs Z(n3), we get (a, t/q(a)) E v6 Z(X~)~ 
Suppose now (a, b) E Z(V6 7~~). If a = b, then obviously (a, bj E i,‘s Z(xKdj~ 
So assume a # b. Since G acts transitively on E, there is p E G such that 
p(a) = b. Assume first that cp is a transposition (.u, Y). We have x E aj and 
q(x) = ?: E aj for some i, jg I. Since a # b, we have i #j. And because 
(a, bjcZ(Vd rc6j, we get (i,j)~V~ (x8). Hence there is a sequence i= i,,, 
1,) . . . . i, = j of elements of I such that every pair of subsequent elements in 
the sequence is equivalent in some IE~. Set u. =x, up = ~1~ and choose 
arbitrary ziq E aiy, 4 = 1, . . . . p - 1. B y (pq we denote the transposition 
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uq, uq+ 1), q=O, 1, . . . . p - 1. So (a, cp,(a))EZ(n&) for some 6. Hence 
[a, q,(a)) E Va Z(xr,) for all q = 0, 1, . . . . p - 1. By (1.3), we get (a, p(a)) E 
V6 Z(z,) for every permutation ,U which is a composition of transpositions 
qpo, . .. . (pP- I. In particular, this is true for ,U = cp = (x, y). 
The case of a general permutation v, follows easily. For each x E A’ which 
is not fixed by cp, let tiX be the transposition (x, cp(x)). We have x E ai and 
q(x) E aj for some i, j~l. Since (a, q(a)) E Z(Vs red), we get (i j) E Vs zn6. If 
i=j, then a=$Ja), and (a, $.,(a))EV,Z(nns). If i#j, then (a, y?Ja))E 
Vb Z(rcr,) by the previous paragraph. Since q can be expressed as a com- 
position of the transposition $,Y, x # V(X), we can apply (1.3) once more 
to conclude that (a, b) = (a, q(a)) E V6 Z(x,). This completes the proof that 
Z preserves arbitrary joins. 
Finally, the mapping Z is injective, since Z(w) #Z(z) and n(1) is a 
simple lattice (There is also an easy direct.proof.) 1 
By Lemma 1.1, every equivalence relation Z(X) is invariant under the 
action G of M(X). Now we are going to prove that, in fact, the relations 
Z(rc) are the only equivalence relations on E invariant under G. Some 
information about the orbits of G on the set E x E of ordered pairs of 
elements of E will be useful. 
LEMMA 1.3. Let a, b, c, d E E. The pairs (a, b) and (c, d) belong to the 
same orbit of G on the set E x E $f for every two different i, j E I the sets 
a, n bj and ci n dj have the same cardinal@. 
Proof Suppose there is a permutation cp E G such that q(a) =c and 
q(b) = d. Then q maps bijectively each set ai n bj onto ci n dj. This proves 
that ai n bj and ci n dj have the same cardinality. 
To prove the converse, assume that ain b, and tin d, have the same 
cardinality for any two different i, Jo I. By (1.1) the cardinalities are always 
finite and different from 0 for all but a finite number of pairs (i, j) E Ix I, 
i # j. Since a, c E E, we can find a permutation cp E G such that cp(a) = c. If 
a, n bj is non-empty for different i, jE 1, and q(ai n bj) # ci n dj, then take 
a permutation + E G, which is a bijection between rp(a, n bj) and ci n dj, 
and fixes all remaining XEX. The permutation x = +cp still maps a to c, 
because both cp(ain bj) and ci n dj are subsets of ci, and maps ain bj to 
tin dj. Since the number of non-empty sets of the form ai n bj, i # j, is 
finite, and the sets are mutually disjoint, we can repeat the whole process 
to obtain after finitely many steps a permutation p E G satisfying p(a) = c 
and ,~(a~ n bj) = ci n dj whenever i # j. If X-E ai n bi, then p(x) E ci n dj for 
some j. But if i # j, then x E a, n bj, contrary to the fact that b = (bi : i E I} 
is a partition of X. Hence p(x) E ci n di, proving thus p(b) = d. 1 
THEOREM 1.4. The mapping Z is an isomorphism between the lattice 
II(I) and the congruence lattice Con(E, G). 
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Proof The partitions Z(rc), rc~Z7(1), are congruences of the unary 
algebra (E, G) by Lemma 1.1. It remains to prove that every congruence of 
(E, 6) is of the form Z(n) for some rc E Z7(1). Take arbitrary a, b E E and 
denote by Con(a, b) the least congruence of (E, G) containing the pair 
(a, b). The set of congruences of the form Con(a, b) is a join-generating 
subset of Con(E, G). From this and the fact that Im(Z) is a complete 
sublattice of 17(E) (Theorem 1.2), it follows that it is sufficient to prove 
Con(a, b) E Im(Z) for arbitrary a, b E E. 
Denote by A(a, b) the least partition rt E n(Z) such that (a, b) E Z(rc). The 
partition A(a, b) is well-defined, since Z preserves the greatest element 
(assuring that there is at least one 7c such that (a, bj E Z(X)) and arbitrary 
meets (implying that there is a least such partition). By Lemma 1.1, 
Conja, b) c Z(A(a, b)) and we have to prove the converse inclusion. 
If A(a, b) = w, i.e., a = b, then certainly Con(a, b) = Z(o) = Z(A(a, b) j. 
Suppose now that A.(a, b) is an atom of n(Z) and denote the two elements 
of the only non-trivial block of A(a, b) by i, j. Hence ak = bk for all k E I, 
k # i, j. On the other hand, ai # b; and aj # bj, hence both a, n b-i and aJn iii 
are non-empty. Take an element x E a.i n bi and an element J: E aj n bj. The 
latter set is non-empty, since a and b belong to the same orbit E of G. 
Denote by cp the transposition (.Y,. ~7). Then q(a) = a, because X, y E aj. On 
the other hand, cp(b) #b, because x E bi and p(x) = y E bj. The only element 
of bi which is not lixed by q is x. Hence cp(bi)-bbi contains exactly one 
element, and the same is true for p(bj) - b,. Because (a, b) E Coma, b), we 
get (a, q(b)) = (q(a), q(b)) E Con(a, b). Hence also (b, q(b)) E Con(a, b). 
So we have proved that there is a pair (c, d) E Coma, b) (namely the 
pair (b, q(b))) such that both cjndj=cj-d, and ~,~nd,=d~--c~ have 
cardinality 1, and ck = dk for all k # i, j. 
Now take an arbitrary pair (e, f) E Z(A(a, b)), and suppose first that both 
ein fj = ei- fi and fin ej = fi- ei contain exactly one element. Since 
(e, f)EZ(l(a, b)), we have ek= fk for kf i, j. By Lemma 1.3, the pairs 
(e, d) and (e, f) belong to the same orbit induced by G on the set E x E. 
This proves (e, f) E Con(c, d) E Con(a, b). 
If the sets ei n5 = ei -A. and f; n ej = .fi - ei have cardinality greater 
than one, we can find a sequence  = e”, el, . . . . eP = f of elements of E such 
that, for each q=O, 1, . . . . p- 1, the pair (eq, e4+ ‘) belongs to the same 
orbit induced by G on E x E as (c, d) does. By the previous paragraph, 
ieq, e ,+l) E Con(a, b) for all q= 0, 1, . . . . p - 1. From transitivity we get 
(e: f)ECon(a, b). This proves Z(,l(a, b)) G Conja, b) if /*(a, b) is an atom 
of n(z). 
Now assume that A(a, b) is neither w nor an atom of n(Z). Suppose by 
a contradiction that Con(a, b) # Z(l(a, b)), and denote by &a, b) the 
greatest element p of Z7(Z) such that Z(p) E Con(a, b). This element exists 
since Z is a complete lattice embedding. Hence p(a, b) # >.(a, b), and there 
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is a block J of p(a, b), which is a proper subset of a block K of A(a, b). We 
have aK = b,, but a, # b,. So there must be some x E a, - b,E a,n b,-,. 
Then x E bi for some i E K-J, and x E aj for some jE J. Choose an 
arbitrary y E aj n b, and denote by cp the transposition (x, ~7). We have 
cp(a) = a, since x, y •a~. On the other hand, q(b) # b, since XE bj and 
V(X) = YE bj. We have also cp(b,) = bk for k # i, j. This proves that 
I(b, cp(b)) has only one one-trivial block {i, j}. By the previous part of 
the proof, Con(b, cp(b)) = Z(A(b, q(b))). But (b, cp(b)) E Con(a, b), hence 
Z(A(b, q(b))) = Con(b, q(b)) c Con(a, b). But then A(b, cp(b)) c p(a, b), 
contrary to our assumptions that J is a block of p(a, b), jE J and i is not 
in J. This contradiction proves that in fact Con(a, b) = Z(A(a, b)) for all 
a, b E E, and it completes the whole proof. 1 
2. ALGEBRAIC LATTICES INDUCED BY QUASI-ORDERINGS 
Let a be a quasi-ordering (that is a reflexive and transitive relation) on 
the set P,(Z) of two-element subsets of I. We say that an equivalence rela- 
tion n on Z is hereditary in CI if and only if (i, j) E rc whenever {i, j} a{k, I> 
and (k, I) E rc. It is easy to observe that an arbitrary non-empty intersection 
ns rrg of equivalence relations hereditary in tl is also hereditary in CI. The 
greatest equivalence relation on Z is trivially hereditary in ~1, and the same 
is true for the least equivalence relation o on the set I. Hence the set of 
equivalence relations hereditary in a is a complete meet-subsemilattice of
ZZ(Z). We denote this subsemilattice by C(a). 
LEMMA 2.1. The lattice C(u) is an algebraic lattice. 
ProojI We already know that C(a) is a complete lattice. For each pair 
(i, j) E Ix Z we denote by rc(i, j) the least element of the lattice C(a) con- 
taining the pair (i, j). We have rr = V {n(i, j) : (i, j) E n} for each rc E C(a) 
(the join is in C(U)). This proves that the set {n(i, j) : (i, j)EZx Z> is a 
join-generating subset of C(a). We shall prove that every n(i,j) is a 
compact element of C(a). 
What is the join Vs K~ of a collection of elements TC~E C(a)? Set 
p0 = us rc6 and define inductively for each natural number p 3 0 the sets 
(2.1) PZp+l as the equivalence closure of p2P, and p2P+2 as the set of 
all (m, n)~ZxZsuch that (m, n} a{k, I} for some (k, L’)EP~~+~. 
The relation p = U, pq is an equivalence relation (because of odd q’s) 
hereditary in a (because of even q’s). Every equivalence relation hereditary 
in c( and containing all x6’s must contain all p4 and thus also p. It proves 
P=Vs%. 
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Note that for every p and every (m, n) E pzP+ t there exist finitely many 
pairs (k,, I,), . . . . (k,, I,) E pzp such that (m, n) is in the transitive closure of 
any relation containing all pairs (k,, I,), . . . . (k,, I,). Similarly, for every 
pair (wn)E~~,+~, there exists (k, I) E pzp + I such that (m, n) is in every 
equivalence relation hereditary in tl and containing the pair (k, I). 
Now suppose that rc(i, j) < V6 ns. Since (i, j) E x(i, j), we have (i, j) E 
p = U pq. Hence there is some q such that (i, j) E pq. If q = 0, then (i, j) E x5 
and rc(i, j) d z6 for some 6. If q 2 1, then by the previous paragraph we can 
find (k,, II), . . . . (k,, I,) E pqp I such that (i, j) is in every equivalence relation 
hereditary in CI and containing all the pairs (k,, E,), . . . . (k,, I,). By an easy 
induction on q we may conclude that there is a lit-rite set ((~Pz~, 1~~ ), ..a9 
(m,, n,)> of pairs of pO such that (i, j) is in each equivalence relation 
hereditary in c1 and containing all the pairs (nri, n,), ~.., (m,, n,). Since 
pO = Us x6, we have, for each z = 1, . . . . s, (m=, n,) E x6- for some S,. Hence 
(i, j) is contained in the least equivalence relation hereditary in 0: and 
containing x6, for z = 1, . . . . s. It proves ~(i, j) 6 VI rcsl, hence ~(i, j) is 
compact. u 
The following canonical representation theorem for algebraic lattices has 
an important place in our proof of the result stated in the Introduction. 
THEOREM 2.2. Let L be an algebraic lattice and I the set of compact 
elemerzts of L. Define a quasi-ordering u on the set P?(I) by 
(2.2) {i,j> a{k, I} ifand only ifi vjdk v I. 
Then the lattice C(a) of equivalence relations hereditary in il is isomorphic 
to L. 
Proof It is known that the lattice L is isomorphic to the lattice of non- 
empty ideals in the partially ordered set I; see for example [3]. Suppose 
that J is a non-empty ideal in I. We define a partition x(J) on the set I by 
(2.3) x(J) has one block J and otherwise it has only one-element 
blocks. 
We shall prove that the mapping 1 is an isomorphism between the lattice 
of non-empty ideals in I and the lattice C(a) of equivalence relations 
hereditary in CI. First of all, we prove that x(J) is (the set of blocks of) an 
equivalence relation hereditary in CI. This is fairly obvious, for if 
{i, j> a(k, Z} and (k, i)~x(J), then i v j< k v 1 and k v IE J. Hence both i 
and j belong to J, thus (i, j)~x(J). Moreover, the mapping x is injective 
and order-preserving. 
Next consider an equivalence relation z E C(a). Denote the block of n: 
containing the element 0, by J. If k # I are elements of a non-trivial block 
of R, then at least one of them, say k, is different from 0,. Since (k, I) E 7i 
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and 0, v k <k v I, we get (0,, k) E rc. Hence every non-trivial block of R 
contains 0,. This proves that all blocks of TC different from J are one- 
element blocks. Further, if k, I E J, k # Z, then 0, v (k v I) < k v 1, hence 
k v IEJ. And if kEJ and O,#i<k, then 0, v i<O, v k, thus iEJ. This 
proves that J is a non-empty ideal in I. Hence rc = x(J), and the mapping 
x is surjective. 
Thus x is an order-preserving bijection between these two lattices, there- 
fore it is an isomorphism between the lattice of non-empty ideals in I and 
the lattice C(U). 1 
Remark 2.3. It can be proved that there is a Galois connection between 
the lattice of all quasi-ordering on the set P,(I) and the lattice of all com- 
plete meet-subsemilattices of ZZ(1). If a is a quasi-ordering, then C(U) is a 
complete meet-subsemilattice of n(r). Conversely, if L is a complete meet- 
subsemilattice of Z7(1), then we can define a quasi-ordering CI~ on P,(I) by 
(2.4) {i, j> cc,{k, Z} if and only if (i, j) belongs to the least element of 
L containing the pair (k, I). 
3. LATTICE METRICS, ACCESSIBLE SETS 
On several occasions in the previous two sections, the least element of a 
complete meet-subsemilattice of n(X) containing a given pair (x, ~7) E
Xx X played a significant role. The element was used to measure a 
“distance” between the elements x and y. Now we shall formally define the 
concept of a distance measured by elements of a lattice and put it in a more 
general setting, which is more suitable for our purpose. 
DEFINITION 3.1. Let L be a lattice, x: L + 17(X) a complete meet- 
morphism, and X, y E X. The least element m E L such that (x, y) E x(m) 
will be called the distance of x and 4’ in x and denoted by &(x, y), or 
A(x, 1’) if the morphism x is obvious from the context. 
Stated otherwise, the distance 2,(x, y) is the least element m E L such 
that the block of x(m) containing x contains also y. Note that the distance 
of x and y is well-defined, since (x, v) ~x(lJ and (x, Y)E x(& ma) 
whenever (x, u) l ~(rn,) for every 6. We have 1,(x, y) <n if and only 
if (x, y)~~(n). Note also that if (X, F) is an algebra and 
x: Con(X, F) + Z7(X) the inclusion mapping, then I,(x, v) = Con(x, y). As 
another easy consequence of the definition we get 1(x, y) = 0, if and only 
if x = y. Moreover, if 1 is a join-morphism, then a triangle inequality holds. 
LEMMA ,3.2. If a complete meet-morphism x: L -+ If(X) preserves finite 
joins, then A(x, z) < 2(x, y) v A.( y, z) for every x, y, z E X. 
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Proof. We have (x, y) E x(J(x, JJ)) and (y, z) E x(/z(y, z)). So if x preser- 
ves finite joins, we get (x, z) E x(A(x, 1,)) v x(+, 2)) = x(2(x, v) v n(y, z)). 
This proves A(x, z) d J(x, y) v A( ~7, z). 1 
The following concepts are defined for a general transitive permutation 
group, although their use in this paper will be restricted to the action G of 
the restricted symmetric group RS(X) on the orbit E of I-partitions of X. 
Suppose that H is a transitive permutation group on a set A. If B is a non- 
empty subset of A, then we denote by Ss the point-wise stabilizer of B. 
i.e., Ss= {h E H: h(y) = y for every JJ E Bj. For an arbitary element 
x IZ A we define a travel permission p(x, B) issued to x 61, B as the element 
?/ {Con(x, h(x)) : h E S,} of the lattice Con(A, H). 
LEMMA 3.3. The inequality p(x, B) </j (Con(.x, y) : y E B) hoids fog 
every non-empty B G A and x E A. 
Proof. If YE B, (x, y) E 71 for some 71 E Con(A, H), and he S,, then 
(h(x), 1~) = (/z(x), h(y)) E 7~. Hence (x, h(x)) EE. This proves (x, h(x)) E 
Con(x, 11) for every h E H and y E B. Hence p(x, B) = V { Con(x, h(x)) : 
h~S,5~A(Con(x,y):~~B). 1 
DEFINITION 3.4. A non-empty set B c A is an accessible set in a transi- 
tive permutation group (A, H) if, for every x E A, the block of p(x, Il.1 
containing the point x intersects B. 
LEMMA 3.5. If B is an accessible set in (A, H), then p(x? B) = 
/“; {Conjx, ~1) : YE B), and the set of congruences (Conjx, y) : ~1 E
contains a least element. 
Proof. Since the block of p(x, B) containing x intersects B, there 
exists z E B such that (x, z j E p(x, B). Hence Con(x, z) < p(x, B) < 
A (Con(x, y) : J’E B}. This proves that Con(x, z) is the least element of 
(Con(x, y) : 4’ E B}. Moreover, A {Con(x, y) : y E B) d Con(x, z), therefore 
p(x, B) = A (Con(x, y) : ~1 EB). 1 
COROLLARY 3.6. Suppose that B is an accessible set in (A, H), x E A, 
and y, z E B. Zf Con(x, z) = p(x, B), then Con(x, Jo) B Con(l’, z) and 
Con(x, J) = Con(x, z) v Con(y, z). 
Prooj By Lemma 3.5, Con(x, I’) aCon(x, z). We have Con(z, y)< 
Con(z, x) v Con(x, JJ) = Con(x, v). Hence Con(x, y) > Con(x, z) v 
Con(z, JJ). The converse inequality follows from Lemma 3.2 and the remark 
after Definition 3.1. 1 
In the following examples we describe several types of accessible sets in 
the permutation group (E, G) defined in the first section. All the distances 
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are measured with respect to the complete lattice embedding 
2: 17(Z) -+ U(E) defined by (1.2). Thus L(a, b) is always a partition of the 
set I. Moreover, Con(a, b) = Z(n(a, b)) for every a, b E E. 
In some cases we will denote partitions by the lists of their non-trivial 
blocks. This is especially useful in the case of small partitions. Thus a parti- 
tion of the set Z with exactly one non-trivial block {i, j> will be denoted by 
{i, j}, and Z( { i, j}) will be further simplified to Z(i, j). A partition with 
two non-trivial blocks {i, j>, (k, I> will be denoted by ((i, j>, (k, I)), and 
Z(( {i, j}, {k, I})) will be further simplified to Z(i,j 1 k, f). 
EXAMPLE 3.7. Let a, b E E and L(a, b) = {i, j}. Then the set {a, b} is an 
accessible set in the group (E, G). 
Proof. Set B= (a, b). First of ail, we describe the stabilizer S,. To this 
end we denote by gB the following partition of X: 
(3.1) the blocks of oB are ak = bk for k # i, j, ai n bi, aj n bj, aj n bj, 
and ajn bi. 
All the sets are non-empty. From n(a, b) = (i, j] we get ai # bi, LZ~# bi, and 
o(,~) = b,, j). Every block of the Z-partitions a, b is a union of some blocks 
of cB. Hence if a permutation q E RS(X) preserves every block of gB, then 
its action q on the set E must fix both a and b. The converse is also true. 
If &a) = a and q(b) = b, then cp must preserve all blocks aj, bi, ie Z, hence 
it must also preserve all their non-empty intersections, i.e., all blocks of the 
partition gB, 
Take an arbitrary e E E, and denote by p the element of n(Z) such 
that Z(p)=p(e, B). We must prove that either Con(a, e)<p(e, B) (i.e. 
J(a, e) <p) or Con(b, e) <p(e, B) (i.e. A(b, e)<p). Suppose that J is a 
block of p. Since Con(e, h(e)) <p(e, B) = Z(p) for every h E S,, we get 
(e, h(e)) E Z(p), therefore , = k(e,). This proves that e, is a union of blocks 
of the partition (TV, otherwise there would be YES, such that h(e,)#e,. 
Since a, is also a union of blocks of oB, both a, - e, and e, - a, are unions 
of blocks of oB. And because the group G acts transitively on E, both 
a, - e, and e, - a, are finite and of the same cardinality. The same is true 
if we replace a by b. 
The only finite blocks of cB are ai n bj and aj n bi. So if J contains 
neither i nor j, then a, is a union of infinite blocks of oB. The set a,-ee, 
is finite and a union of blocks of cB, hence a, - e, = @ = e,- a,. This 
proves a, = e,. If J contains both i and j, then the complement of a, in X 
is a union of infinite blocks of bg. Since e,- a, is finite, this proves 
e, - a, = 0. Hence a, - e, = @ and a, = e,. So if (i, j) E p, then a, = e, for 
every block J of p. Since the blokes of 1(a, e) are minimal non-empty sub- 
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sets K of I satisfying aK = eK, this proves that each block J of p contains 
a block of 3L(a, e), hence n(a, e) Q p. 
It remains to consider the case (i, j) $p. We already know that 
a, = 6, = e, for all blocks J of p containing neither i nor j. Denote by J,, 
J, the blocks containing i, j, respectively. The only finite block of crB lying 
outside a,( is aj n bj. Hence e,, - a,, is either empty or equal to a, n bi. 
(i) If e,,- a,; = a, then e,, = a,,. Then there is no finite block of gB 
lying outside a,, and not being contained in a block of p different from J,. 
Hence e,, - a,, = Qr and e,, = a,,.. This proves e, = a, for every block J of p 
and 2(a, e) < p. 
(ii) If e,, - a,, = aj n bi, then e,[ - b, = 0. As in (i), we prove e, = b, 
for every block J of p, hence J(b, e) < p. 1 
We can find many more accessible sets in (E, G). However, we will not 
attempt to cover all of them by a general formula. Instead we restrict 
ourselves to two types, which will be sufficient for our purposes. In fact, 
each of the two types alone would be sufficient, provided we changed 
appropriately the representation of algebraic lattices described in Theorem 
2.2. 
Before defining the two types of accessible sets we will consider several 
special orbits of the group G acting on the set E x E. Recall that by Lemma 
1.3, the orbit containing a pair (a, b) is characterized by the cardinalities of 
intersections ain bj, i #j. These numbers are finite and equal to 0 for all 
but finitely many pairs i, j, i #j. Suppose 1(a, b) = {i, j). Then ak = 6, for 
k# i, j, a,n b,# 0 ia,n bi. Denote by n the common cardinality of 
ainbj=ai-b,andajnbi=bi-ai.TheorbitofGonExEcontainingthe 
pair (a, b) will be called an n-Ii, j}-orbit. Note that the n-{ i, j}-orbit is 
symmetric, since the cardinalities of bin aj and bj n ai are also n. We say 
that a pair (c, d) E E x E is an n-ii, j}-pair if it belongs to the n-Ii, j)-orbit. 
Since the orbit is symmetric, we may also speak about unoriented 
n-Ii, j]-pairs. A set {c, d> _C E is an unoriented n-ii, j)-pair if (c, d) is an 
n-ii, j)-pair. This means that ck = dk for k # i, j and the cardinality of both 
ci n dj and cj n di is n. The set of unoriented n- (i, j)-pairs will be called the 
unorietzted n-ii, j)-orbit. Recall further that n(a, b) = (i, j: means that the 
least congruence of the algebra (E, G) containing the pair (a, b), i.e., the 
congruence Con(a, b), is Z(i, j). Since Con(a, b) is the equivalence closure 
of the orbit of G on E x E containing the pair (a, b), it follows that different 
orbits of G on E x E generating the same congruence Z(i, j) are 
parametrized by positive integers. We shall be dealing mainly with 
1-(i, j)-orbits and 3-{i, j)-orbits. 
Suppose that {i, j}, {k, l> are disjoint subsets of l By a (1, 3)-(i, j / k, Zf- 
rectangle we mean a set r = {a, b, c, d} E E such that both the unoriented 
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1-{i, j}-orbit and the unoriented 3-{k, I}-orbit intersect the set r in two 
disjoint pairs. (See Fig. 1.) 
Assume that (a, b) and {c, d} are the unoriented l-{ i, j}-pairs, and 
{b, c} and (a, d> are the unoriented 3-{k, I}-pairs. Since (a, b) is a 1-{i, j>- 
pair, we have /ain bil = lain bJ = 1 and a, = b, for m # i, j. Since (b, c) is 
a 3-(k, I}-pair, Ib,n cl1 = lbrnc,l = 3, and b,= c, for m # k, 1. Hence 
a, = c, for m # i, j, k, Z, [ain cJ = lui n cil = 1, and la, n CJ = la, n c,J = 3. 
The orbit of G on E x E containing the pair (a, c) will be called a (1, 3)- 
(i, j I k, Z)-orbit, and its elements will be called (1, 3)-(i, j I k, I)-pairs. The 
(1, 3)-(i, j I k, I)-orbit is symmetric, so we may also speak about the 
unoriented (1, 3)-(i, j I k, Z)-orbit and unoriented (1, 3)-(i, j I k, I)-pairs. Since 
(b, a) is a l-ii, j}-pair and (a, d) is a 3-{k, II-pair, we get that also (b, d) 
is a (1, 3)-(i, j I k, I)-pair. Observe moreover that if JsI separates neither 
{i, j} nor {k, I}, then a, = b, = cJ = dJ. 
EXAMPLE 3.8. Every (1, 3)-(i, j I k, I)-rectangle r = {a, b, c, d} is an 
accessible set in (E, G). 
Proof Suppose that (a, b) and {c, d} are the unoriented l-{i, j}-pairs, 
and {b, c} and {a, d} are the unoriented 3-(k, I}-pairs in r. Then {a, c} 
and {b, d} are unoriented (1, 3)-(i, j I k, I)-pairs. First of all we describe the 
point-wise stabilizer S, of r in G. As in Example 3.8, we define a fixed-free 
purtitiorz gr of X as follows: 
(3.2) the blocks of or are a, = c, for m #i, j, k, Z, ai n ci, ujn cj, 
ukncky a, n cl, ui n cj, uj n ci, ak n cl, and a, n ck. 
(See Fig. 2. ) 
Take an arbitrary e E E and denote by p the element of Z7(1) such that 
Z(p) = p(e, r). We have to prove that at least one of the distances d(a, e), 
I(b, e), n(c, e), and I(d, e), is equal to p. We may assume that, for example, 
A(a, e) is minimal among these elements. By Lemma 3.3, we have Z(p) = 
p(e, r) d Con(a, e) = Z(A(a,.e)), hence p < A(a, e). So every block J of the 
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partition p is a subset of a block of I(a, e). Since A(e, h(e)) < p for every 
h E S,, we get eJ= h(e,) for every h E S,. This proves that e, is a union of 
blocks of cr. Hence also the sets a, - e, and e,- a, are unions of blocks 
of cr (and, of course, both are finite and have the same cardinality). 
Suppose that there is a block K of p, which is a proper subset of a block 
of A(a,e). Hence a,-e,#@#e,-a,. Since both the sets are unions of 
blocks of p, finite, and of the same cardinality, it follows there are just three 
possibilities for their cardinalities: 1, 3, or 4. We shall prove that each of 
these possibilities leads to a contradiction. 
(i) If laK-ee,/ = 1, then either ~K-eK=a,ncj or aK-e.=irjnci. 
These possibilities are symmetric with respect to i and j, so we shall 
consider only the case aK -e,=aincj. Then e,-a,=ajnci. This proves 
that iE K and j$ K. We have aK- 6, = ai n c, and b, - aK = aj n ci, hence 
b,= eK. So there is a block of A(b, e) contained in K. It follows that (i, j) t$ 
I(b, e). Since the unoriented l-ii, j)-pair (a, b) is an accessible set in 
(E, G) by Example 3.7, we may apply Corollary 3.6 to get that Z(A.(a, e)) = 
Con(a, e) = Con(b, e) v Con(b, a) > Con(b, e) = Z(A(b, e)). Hence ,%(a, e) > 
A(b, ej, contrary to our assumption that A(a, e) is a minimal element of the 
set (4a, e), W, e), a(~, e), 44 e)>. 
(ii) The case la, - eK( = 3 is similar. We have either 
aK - e, = ak n c1 or L?~ - eK = a, n ck. These possibilities are symmetric with 
respect to k and 1, so we will consider only the case uK - eR = ak r\ c,~ Then 
eK-aK=a,nc,. This proves kEK and l#K. We have a,-d,=a,nc! 
and d,-- aK= a,n ck. This proves d,= eK. Hence there exists a block of 
A(d, e) contained in K. It follows (k, I) $ A(d, e). The unoriented 3-(k, I)-pair 
(a, d} is an accessible set in (JZ, G), by Example 3.7. By Corollary 3.6, we 
get Z(A(a, e) j = Con(a, e) > Con(d, e) = Z(A(d, e)), again contrary to our 
minimality assumption on A(a, e). 
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(iii) The case la,- e,l = 4 is more complicated. We have four 
possibilities for the set aK - eK. It can be equal to any of the sets (aj n cj) u 
(uk n c,), (ai n ci) u (a, n c,), (ui n ci) u (uk n c,), (uj n ci) u (a, n ck). All 
the possibilities lead to a contradiction in the same way, so we shall con- 
sider only the case uK- eK = (ui n ci) u (uk n cl). Then eK - uK = (Us n ci) u 
(a, n ck). It follows that i, k E K and j, I$ K. Hence uK- cK= uK - eK and 
cK- uK = eK- uK, therefore eK = cK. On the other hand, the block of 
L(a, e) containing K must contain not only i, k but also j, Z, since eR inter- 
sects uj and a,. Denote by .Z the union of blocks of p containing the 
elements i, j, k, 1. Then J is contained in a block of 1(a, e) by what we have 
just proved. From the definition of a (1, 3)-(i, j 1 k, Z)-rectangle we get 
a, = b, = cJ = dJ. Since e, - a, cannot contain any finite block of or, we get 
e,- a, = @ = a, - e,, hence a, = e,. This proves that J is, in fact, a block 
of Il(a, e). 
If L is a block of p not containing any of the elements i, j, k, 1, then again 
uL= b,= c,=&. And because uL-eL is a union of infinite blocks of (T,, 
we get uL = eL. It proves that the blocks of ,?(a, e) are .Z, and the blocks of 
p disjoint with the set {i, j, k, I}. Each of these blocks must contain a block 
of n(c, e), and since the block K of n(c, e) is proper subset of J, we get 
n(a, e) > J(c, e), contrary to the minimality assumption on L(a, e). 1 
To define the last type of accessible subset in (E, G) we shall need, take 
three different elements i, j, k E I. We say that a pair (a, c) E E x E is a 
(1, 3)-(i, j, k)-pair if ul=cl for l#i,j, k, lu,ncil = Iuinc,l = 1, Iajnc,l = 
la, n cil = 3, and ai n ck = uk n ci = a. The orbit of G on E x E containing 
(1, 3)-(i, j, k)-pairs will be called a (1, 3)-(i, j, k)-orbit. Note that the orbit 
is again a symmetric one. This allows us to speak about an wzoriented 
(1, 3)-(i, j, k)-orbit and unoriented (1, 3)-(i, j, k)-pairs. A set {a, b, c, d} c E 
is a (1, 3)-(i, j, k)-rectangle in (Z?, G) if each of the following three 
unoriented orbits intersects this set in two disjoint pairs: the orbits are 
1-(i, j)-orbit, 3-(j, k)-orbit, and (1, 3)-(i, j, k)-orbit. 
EXAMPLE 3.9. Every (1, 3)-(i, j, k)-rectangle r = {a, b, c, d} (see Fig. 3) 
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ProoJ The proof is very similar to the proof of Example 3.8, so we omit 
some of the details. Suppose that {a, b}, {c, d> are the unoriented l-Ii, j)- 
pairs and (a, d >, (b, c > are the unoriented 3- { j, k )-pairs. Hence {a, c > and 
(b, d) are the unoriented (1, 3)-(i, j, k)-pairs. To describe the point-wise 
stabilizer S, of r in G we define a fixed+ee parrition gr induced by r on 
X as follows: 
(3.3) the blocks of gr are a, = c,,, for n? # i, j, k, ain ci, ajn cj, 
ak n ck, a, n c,, aj n ci, aj n ck, and a, n ci. 
(See Fig. 4. j 
The only finite blocks of or are aj n cj, aI n ci (of cardinality 1) and 
a,j n ck and ak n c, (or cardinality 3). Every block of I-partitions a, b, E. d 
is a union of blocks of (T,, while every block of O, is a meet of blocks of 
a, c. This proves 
(3.4) the point-wise stabilizer S,. of Y coincides with the subgroup of G 
consisting of permutations preserving all blocks of the partition o,., 
Take an arbitrary e E E and denote by p the element of n(I) such that 
Z(p) = p(e, r). We have to prove that at least one of the distances i(a, e), 
A(b, e), i(c, e), and A(d, e), is equal to p. We may assume that, for example, 
A(a, e) is minimal among these distances. By Lemma 3.3, we have 
Z(p) = p(e, Y) dZ(A(a, e)), hence p < A(a, e). It follows that every block J 
of the partition p is a subset of a block of Afa, e). Since Aye, h(e)) <p for 
every h E S,, we have h(e,) = e, for every hi S,. This proves that e, is a 
union of blocks of or. Hence the sets a, - e, and e, - a, are also unions of 
blocks of CT,. Suppose that there is a block K of rs, which is a proper subset 
of a block of A(a, e). Hence aK # eK. 
The sets aK - eK and eK - aK have the same finite cardinality. So there 
are just three possibilities for the cardinalities: 1, 3, or 4. Each of them 
leads to a contradiction. 
FIGURE 4 
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(i) If la,-- e,l = 1, then either aK - eK = aj n cj or uK - eK = aj n ci. 
The possibilities are symmetric with respect o i and j, so we shall consider 
only the case aK- eK = ai n cj. Then eK - c(~ = aj n ci. It follows that i E K 
and j$ K. We have aK- b,=a,nc, and b,-a,=ajnci, hence b,=e,. 
This proves that K contains a block of A( b, e), therefore (i, j) $1(b, e). By 
Example 3.7 and Corollary 3.6, we get Z(A(a, e))=Con(a, e)= 
Con(b, e) v Con(a, b) > Con(b, e) = Z(;l(b, e)), contrary to our minimality 
assumption on L(a, e). 
(ii) If la,- e,l = 3, then either aK- e,=ajnc, or a,--e,=a,nc,. 
Both possibilities lead to Z(A(a, e)) > Z(n(d, e)), contrary to the minimality 
assumption on n(a, e). 
(iii) If la,- e,l =4, then there are four possibilities for the set 
. aK - eK  (ai f-3 Cj) U (ak n Ci), (ai n Cj) U (aj n C,), (ff, n ci) U (uk n cj), 
(ujn ci) u (u,n ck). Each leads to the same contradiction, so we shall con- 
sider only the case aK-- eK = (ai n cj) u (uk n cj). Then eK - aK = (aj n ci) u 
(ujn ck). It follows that i, kE K and j$ K. However, the block of n(a, e) 
containing K must contain not only i and k, but also j, since eK intersects 
aj. Denote by J the union of K and the block of p containing j. By what 
we have just proved, J is a subset of a block of 1(a, e). However, we have 
e,- al= 0, since e,- a, does not contain any finite block of cr. Hence 
e, = a, and J is a block of 2(a, e). From the definition of a ( 1, 3 )-(i, j, k)- 
rectangle, we get a, = 6, = cJ = d,. We also have aL = 6, = cL = dL = eL for 
every block of p not containing any of the elements i, j, k. Hence the blocks 
of 1(a, e) are J and the blocks of L(c, ej disjoint with (i, j, k). Moreover, 
cK-aK=eK-aK and uK- cK= uK- eK, hence cK= eK. This proves 
n(a, e) > 1(c, e), again a contradiction with the minimality assumption on 
4a, e). I 
4. TWISTS AND TWISTING STRUCTURES 
By a twist on a permutation group (A, H) we mean a transposition t 
defined on a subset of A. By the domain of a twist t we mean the subset 
of A on which t is defined. The domain of t will be denoted by D(t). For 
example, the transposition I on a (1, 3)-(i, j 1 k, /)-rectangle r = (a, b, c, d> 
in (E, G) interchanging a and b, and fixing c, d, is a twist on the group 
(E, G). The domain of t is r. 
DEFINITION 4.1. A twisting structure on a permutation group (A, H) is 
a set T of twists on (A, H) satisfying the following four conditions: 
(TSl) different twists have different domains, 







(TS2) the domain D(t) of every twist t ET is an accessible set in 
(4 W, 
(TS3 j for every TV T and g E H there exists u E T such that 
D(u) = g(D(t))v 
(TS4) for every t, u ET and g E H satisfying D(U) = g(D(t)) there 
exists h E H such that h(t(a)) = u(g(a)) for every a E D(t) (see Fig. 5). 
By D(T) we denote the set of domains of twists JET. Note that by 
Condition (TS3), the set T is a union of orbits of H on subsets of A. 
LEMMA 4.2. Let Tg, 6 E A, be twisting structures on a permutation group 
(A, H). Suppose that their domains D(T,) are mutually disjoint. Then 
T = u6 T, is a twisting structure on (A, H). 
Proof Since the domains are mutually disjoint, the set T satisfies 
Condition (TSl). Conditions (TS2), (TS3) follow from the fact that these 
conditions are satisfied by each Tg. Finally, if D(u) = g(D(t)) for some 
t, u ET and gE H, then teT6 for some 6 E A. By (TS3) applied to the 
twisting structure Td, we get that there is a L’ E Td such that D(P) = g(D(t)). 
Since the domains are mutually disjoint and D(u) = D(v), we obtain 
u = u E Tg. Because T6 satisfies Condition (TS4), we find h E H such that 
h(t(a))=u(g(a)) for every aED( 1 
Next we present examples of twisting structures on the permutation 
group (E, G). Both E and G are defined in the first section We start with 
two simple lemmas. 
LEMMA 4.3. Suppose that i, j, k, 1 E Z are different. The group G acts 
transitively on the set R(i, j 1 k, I) of (1, 3)-(i, j 1 k, [)-rectangles in (E, 4;). 
Similarly, the group G acts transitively on the set R(i, j, k) of (1, 3)-(i, j, k)- 
rectangles in (E, G). 
Proof Suppose r = (a, b, e, d) and s = (a’, b’, c’, d’) are two (1, 3)- 
(i, j 1 k, I)-rectangles in (E, G). Let 0, and O, be the corresponding 
4ay125p9’ 
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fixed-free partitions-see (3.1). Since both (a, e) and (a’, c’) belong to the 
(oriented) (1, 3)-(i, j 1 k, I)-orbit, there exists cp E G such that q(a) = a’ and 
q(c) = c’. Since every block of O, is an intersection of blocks of a and c, and 
the corresponding block of 6, is the intersection of the corresponding 
blocks of a’ and c’, the permutation q maps every block of (TV onto the 
corresponding block of CT,. Every block b,, of b is a union of blocks of or 
and every block 6; of b’ is a union of corresponding blocks of or. Hence 
cp(b) = b’. Similarly we prove q(d) = d’. 
The second assertion is proved in the same way. 0 
LEMMA 4.4. Every element of the Klein 4-group on a (1, 3)-(i, j 1 k, I)- 
rectangle r = {a, b, c, d > in (E, G) can be extended to a permutation g E G. 
Similarly, every element of the KIein 4-group on a (1, 3)-(i, j, k)-rectangle 
s = {a’, b’, c’, d’ > in (E, G) can be extended to a permutation h E G. 
ProoJ Suppose that {a, b}, {c, d > are the unoriented l-{i, j}-pairs and 
{a, d}, {b, c> are the unoriented 3- { k, &pairs. Let cr, be the fixed-free par- 
tition of X induced by r. Denote by .X the only element of ai n cj and by x’ 
the only element of aj n ci. If rp denotes the transposition (x, x’), then 
q(a) = b, q(b) = a, q(c) = d, and q(d) = c. Moreover, denote by y,, yr, y, 
the elements of ak n cl, and by q,, zr, z2 the elements of a, n c,+ Let ti be 
the composition of transpositions (x0, q,), (xi, zi), and (x2, z2). Then 
W)=c, ICl(c)=b, Il/(a)=d, and $(d) = a. Finally, $cp is an extension of 
the last non-identical element of the Klein 4-group on r. Since the identity 
of G extends the identity on r, the first assertion is proved. 
The second one is proved in exactly the same way. 1 
The following examples describe important classes of twisting structures 
on the group (E, G). First of all, we choose a transposition on every 
(1, 3)-(i, j, 1 k, Q-rectangle and on every (1, 3)-(i, j, k)-rectangle in (E, G). 
Suppose that r = {a, b, c, d > is a (1, 3)-(i, j 1 k, /)-rectangle in (E, G), and 
{a, b}, (c, d} are the unoriented l-{i, j}-pairs in r. We take one of the 
transpositions (a, b), (c, d) and denote it by 1,. The transposition 1, will be 
called the twist on r. Similarly, ifs = {a, b, c, d) is a (1, 3)-(i, j, k)-rectangle 
in (E, G) and (a, b}, {c, d} are the unoriented l-{ i, j}-pairs in r, then we 
take one of the transpositions (a, b), (c, d) and denote it by t,. This trans- 
position will be called the twist on s. 
EXAMPLE 4.5. Suppose that i, j, k, 1 E Z are different. The set T(i, j 1 k, I) 
=(t,.:r~R(i,j(k,l)} is a twisting structure on the group (E, G). 
Similarly, the set T(i, j, k) = {t, : r E R(i, j, k)} is a twisting structure on 
(-5 G). 
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ProojY We have chosen exactly one twist on every rectangle 
I’E R(i, j 1 k, E), hence the set T(i, j 1 k, 1) has the property (TSl), The 
property (TS2) follows from Example 3.8. If r E R(i, j j k, I) and gE 6, 
then g(r) E R(i, j 1 k, I), hence D(t,,,.,) = g(D(t,)). Finally, suppose t,, 
t,~T(i,j 1 k, I) and g(r)=s. Both f, and t, map 1-(i,j)-pairs to 1-(i,j)- 
pairs, while they map 3-{k, II-pairs to ( 1, 3)-(i, j 1 k, /)-pairs and (1, 3)- 
(i, j 1 k, I)-pairs to 3-(k, /}-pairs. The permutation g maps l-Ii, j)-pairs in 
r to 1-{i, j)-pairs in s, and similarly for 3-(k, El-pairs and (1, 3)-(i, i 1 k, i)- 
pairs. Hence the mapping t,gt;‘: r + s preserves I-(i, j}-pairs, 3-(k, !I- 
pairs, and (1, 3)-(i, j 1 k, /)-pairs. This proves that g-It, gt;‘: r -+ Y 
preserves the three types of pairs. Hence g-‘t,gt,’ is an element of the 
Klein 4-group on Y. This element can be extended to a permutation 12 EG, 
by Lemma 4.4 Then gh E G and gh(t, g(a)) = t, g(a) for every a E r. This 
proves Condition (TS4) and completes the proof that T(i, j 1 k, I) is a 
twisting structure on (E, G). 
The second assertion is proved in exactly the same way. 1 
EXAMPLE 4.6. A union of twisting structures on (& G) described in 
Example 4.5 is a twisting structure on (E, G). 
ProoJ: By Lemma 4.2, it is sufficient to prove that different twisting 
structures described in Example 4.5 have disjoint domains. However, this 
is obvious from the intersections of domains with the orbits used in the 
definitions of rectangles. 1 
5. THE MAIN CONSTRUCTION 
Let T be a twisting structure on a transitive permutation group (A, H). 
We say that a congruence relation 7-c E Con(A, W) is closed with respect to 
T if, whenever a, b E D(t) for some t E T and (a, b) E rc, then (t(a), t(b)) E K 
It is easily verified that the set of congruence relations of Con(A, H) closed 
with respect to T is closed under arbitrary meets, and contains the least 
and the greatest elements of Con(A, ). Hence this set is a complete 
meet-subsemilattice of Con(A, H). Let us denote this lattice by L,. The 
following theorem is the key step in proving our main result. 
THEOREM 5.1. Let T be a twisting structure on a transitive permutation 
group (A, H). Then the lattice L, of congruence relations of (A, Hj closed 
with respect to the twisting structure T is isomorphic to the congruence 
lattice Con( B, K) of a transitive permutation group (B, IO. 
ProoJ: The proof will be divided into a sequence of claims. First of all, 
we define the permutation group (B, K). 
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By W we denote the group presented by the set T and the relations t2 = 1 
for every t E T. The elements of W are equivalence classes of words over the 
alphabet T; two words t, t, . . . tp and s1 s2 . . . sq are equivalent if one of them 
can be transformed to the other by a sequence of deletions and insertions 
of pairs of subsequent elements of the form tt, t E T. Every equivalence class 
contains a unique reduced word, the word in which no two subsequent 
letters are equal. The set of equivalence classes will be denoted by W. We 
shall be using the same letter w to denote a word and the equivalence class 
containing this word. By the length of w E W we mean the number of letters 
in the unique reduced word belonging to (or equivalent to) bv. The length 
of u’ will be denoted by IwJ. Thus lrrsl = 1, lrrl =O, lrsl =2. The empty 
word-the identity element of the group W and the only word of length 
&will be denoted by o. 
Next we take the set A x W and define a relation - on this set. The 
definition of - is the key idea of the paper, and everything else is a 
verification that the idea works. 
(5.1) For every M’ E W, t ET, and a E D(t), we set (a, W) - (t(a), wt). 
Recall that t is a transposition on the set D(t). Since t2 = 1 and wtt = w, the 
relation - is symmetric. By E we denote the equivalence closure of -. We 
set B = A x W/E. Hence B is the set of blocks of the equivalence relation E. 
If t E T and h E H, then there is, by conditions (TSl) and (TS3), a unique 
twist ugT such that d(u) = h(l)(t)). We denote this twist 24 by th. A collec- 
tion (k.),, w of permutations h,$,E W is called a compatible collection if for 
every MI E W, t ET, and a E D(t), the following equality holds: 
(5.2) h,,(t(a)) = t”“‘(h,,(a)). 
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Claim 5.2. Let (h,,,),$., w be a compatible collection. Then there exists a 
permutation y: W -+ W such that the mapping h: A x W -+ A x W defined 
by 
(5.3) h(u, 1v) = (f,,(a). y(w)) 
is a permutation on (A x W) preserving the relation -. 
Proof: We define the permutation 7 by an induction on the length of IV. 
We set y(o) = o. If y(w) has already been defined for all words of length not 
greater than rrz 2 0, (w( = m, and /MUI = ~2 + 1, we define Y(M) as :J(KT)~~“. 
First of all, we prove Iy(wjl = lto/ f or every CVE W. This is obvious if 
$v= a. Suppose that lr(w)l = Ilt’l f or all words of length not greater than 
112 3 0. If I~ctl =m and (w~uI = /?z + 1, then t # U. We have y(~) = I(~V 
and ~(~~tzf) = ~(wt)z&. Since (h,.),., w is a compatible collection, we have 
thw = fhnf. Because t # u, it follows thwr # uizwt. Hence Ip(u~tu)l = Iy(wl)l + 1 = 
I1vtl + 1 = Iwtuj. 
Next we prove that, for every m 3 0, ?/ is bijection on the set of words 
of length m. This is again trivial if m = 0. If 1’ is a bijection on the set of 
words of length m, (MI = m, and I~.tul = m + 1, there is a unique IV’, 
jlt”j = ~12, and y(w’) = wt. And there is a unique 2) ET such that ch*’ = U. 
Then y( ~v’u) = y(i~‘) ah,’ = MU. Since y preserves the length of words, we get 
Icv’ul = m + 1. 
Since y: W -+ W is a permutation, the mapping h: A x W -+ A x W is also 
a permutation, And if (a, MJ) - (t(a), JV~), then h(a, M’) = (/z,.(a), y(w)), and 
h(t(a), wt) = (h,,(t(a)), y(w)) = (Pw(h,,(a)), y(w)Ih~). Since (h,,,(a), y(wj) - 
(thw(h,,.(a)), y(“‘)thw), we conclude h(a, w) - h(t(a), \~t). 1 
The next step is to prove that compatible collections exist. 
Claim 5.3. Let t ET and g, ~EH be such that g(t(a)) = tg(h(n)) for 
every and. Then there is a compatible collection (h,,.),,.. w such that 
It, = g and h, = lz. 
Proof: We shall use an induction on lull. Set 12, = g. Suppose that h,. is 
already defined for all 1%’ such that lwl d m, and lwul > I\$‘/ = m. By (TS4), 
there is a permutation /ZE H such that h(u(a))= th’*(hJa)) for every 
UED(U). We can set /zlyU= h. The collection (h,,,),.. w defined in this w-ay 
satisfies Condition (5.2), hence it is a compatible collection. In particular, 
we may choose h, = h. 1 
Claitn 5.4. For every t E T and h E SDcrj (the point-wise stabilizer of D(t) 
in H), there exists a compatible collection (h,.),., Iy such that h, = h and h,, 
is the identity for every 1%‘~ W the initial letter of which is different from L. 
Proof By Claim 5.3, there is a compatible collection (g,*),, w such that 
g, is the identity and g, = Iz. Now change g,. to the identity for all words 
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)V # o whose initial letter is different from t. The collection (h,,),, w 
obtained in this way is still compatible. For if the initial letter of a word 
MOE W is different from t and UET, then both h,,, and h,,, are equal to the 
identity and Equality (5.2) holds. And if at least one of the words u’, )t’u 
starts with t, then h,” = g, and lz,,, = g,,, thus (5.2) holds since (g,),,,, rV 
was a compatible collection. m 
Now we are ready to define the group K. For every w E W we define a 
permutation of the first type k, (li by the formula kc’(a, w’) = (a, ww’). If 
(a, M”) - (t(a), w’t), then k!,f)(a, w’) = (a, ww’) - (t(a), ww’t) = kti)(t(a), w’t). 
It follows that permutations of the first type preserve the relation -. 
For each g E H choose a compatible collection (h,&,),,,, u7 such that h, = g. 
It exists by Claim 5.3. This collection defines a permutation k:’ in the 
sense of Claim 5.2. We shall call this permutation a permutation of the 
second type. This permutation preserves the relation - by Claim 5.2. 
Finally, for every t E T and h E SDcrj we take a compatible collection 
(h,v)w, w such that h, = h and h,,, is the identity for all words by whose initial 
letter is different from t. Such a collection exists by Claim 5.4. This collec- 
tion defines a permutation kl,‘h’ on the set A x W preserving the relation -. 
The permutation ki,‘,’ will be called a permutation of the third type. 
Let us denote by K the group of permutations on the set A x W 
generated by the permutations of the first, second, and third types. Since 
each of the generators preserves the relation -, the group K acts naturally 
on the set B of blocks of the equivalence relation E generated by -. We 
shall use the same symbol k to denote an element of K and its action on 
the set B. 
The following claim proves that the group K is a subgroup of the wreath 
product of the group H with the symmetric group on W. 
Claim 5.5. Suppose that k E K and w E W. Then there exist w’ E W 
and g E H such that k(a, w) = (g(a), w’) for all a E A. 
Proof. This is obvious if k is a permutation of the first type. By Claim 
5.2, this is also true for the permutations of the second and third types. 
Hence this is true for all elements of the group K. 1 
Claim 5.6. The group K is a transitive group of permutations on the set 
A x W, hence this group acts transitively on the set B. 
ProoJ Let (a, o) and (6, w) be two elements of the set (A x W). Since 
H is a transitive group of permutations on the set A, there exists h E H such 
that h(a)= b. Then ky)(a, o)= (6, 0). We have klj)(b, o) = (b, w), hence 
kij’kj;?‘(a, o) = (b, w). 1 
For a word w E W we denote by A,$, the set A x (w} = {(a, w): aE A}. If 
n E Con(A, H), then we denote by U,(n) the equivalence relation 
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(((a, NJ), (b, w)): (a,b)~?~) on the set A,,,. We define a mapping 
I’: L, -+ Z7(A x W) as follows: I’(n) is the least equivalence relation on the 
set A x W containing the relation - and all the relations U,,,(rc), EVE W. Or 
equivalently, 
(5.4) V(x) is the least equivalence relation containing the relation 
- ” UN. U,,(~). 
Claim 5.7. Every k E K preserves all equivalence relations V(n j, n E L,. 
Proof: If ((a, w), (b, N))E U,,,(z), then k((a, w), (b, w))= ((h(u), IV’), 
(h(b), IV’)) for some h E H and H” E W, by Claim 5.5. Since (a, b)~ n: 
and rc E Con(A, H), we have (h(a), h(b)) E 7c, hence (k(a, w), k(b, w)) = 
((h(u), bc”), (h(b), w’)) E U,,,,(X). Since every kE K preserves the relation -* 
it also preserves the relation - u (J ,,, U,(K). Hence it preserves the 
equivalence closure of this relation, i.e., the relation V(z). 1 
Claim 5.8. Let ~1, w’ be arbitrary elements of W, and rr E L,. Suppose 
further that the reduced form w-r w’ is f,r,.-.t,. Then ((a, IV), (b, IV’))E 
V(X) if and only if there are elements u,~D(f~) such that (a, a,), 
(t,(u,), b) EX, and (ti(u,), u,,~) E E for all i= I, 2, . . . . m - 1. Moreover, if 
cud satisfies Con(b, c) <Con(b, d) for every LED, then we can 
choose a, = t,,(c). 
ProoJ From the assumption ((a, IV), (6, I*?‘) j E P’(E) we get that there is 
a sequence (a, 1~) =x0, x1, . . . . xP = (6, CV’), X,E A x W, such that all pairs 
(xi, xifl) belong to the relation - u UN, U,(n). Each relation U,(n), 
v E W, is an equivalence relation on the set A,. The sets A,, A,. are disjoint 
if a# u’, so to get from the set A, to A,. requires that we use the relation 
-. So we may assume that p = 2q + 1, and for every j= 0, 1, . . . . 4 there 
exists v E IV such that (xu, x2j+ r) E U,(n) and Xy+ I - x~~+~. It follows that 
there is a sequence sr, s2, . . . . sq of twists, and bjE D(sj) for j= 1, 2, . . . . 4, 
such that 
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It follows that MJS~S~..-S~=W’, hence s~s~...s~=~~‘~v’. If slsZ...sq is 
not the reduced form of n’-‘iv’, then there is some j such that sj+i =s~+~. 
Denote by M; the word wj = ~vs1s2 . . . sj. Then 
((sjCbj)t wj)9 tbj+ 1, MQ)) E u~vj(n)~ 
(bj+lv I+>) w (Sj+ ,(bj+ 11, Wjsj+ I), 
((Sj+,Cbj+,), wjsj+l)v (bj+I, M~jSj+l))EU,“,-sj+I(R), 
(bj+lv l+>Sj+l )- (Sj+2(bj+2), wjsj+lsj+2). 
We have (Sj+,(bj+,), bj+?)En and bj+l, bj+2ED(sj+l)=D(sj+2), hence 
(bj+, =$+,(bj+,), sj+,(bjtZ))Ex because x is closed with respect to T. 
But Sj+l=Sj+z, hence (bjrl, sj+2(bj+2))Ex. From this we get ((bj+l, wj), 
(sj+,(bj+,), w~.Y~+~s~+~))E U,,,j(n), since w~.s~+~s~+~=w~. So the elements 
(sj+l(bj+l)v Wjsj+l), and (bj+,, M>sj+~) can be deleted from the sequence 
without effecting the conclusion. By repeating the whole process we 
eventually get a sequence satisfying the first conclusion of the claim. The 
converse implication is obvious from the definition of V(rc). 
Suppose now that cud satisfies Con(b, c) <Con(b, d) for every 
do o(t,). Since o(t,) is an accessible set in the group (A, H), by (TS2), we 
may apply Lemma 3.5 to conclude Con(b, c) = p(c, o(t,)). By Corollary 
3.6, Con(c, t,(a,)) < Con(b, t,(a,)). Since Con(b, t,(a,)) < x, we get 
(c, r,(a,)) E n. Since x is closed with respect o T, (t,(c), a,) E 7~. And since 
(t,,--,(a,,-,),u,)ETc, we get (t,-i(u,-i), c,(c))EK. Hence we may sub- 
stitute t,(c) for urn in the first assertion of the claim, and this proves the 
second one. 1 
Claim 5.9. If ((a, w), (b, w)) E F’(n) for some TIE L,, then (a, b) E x. 
Prooj This is a straightforward consequence of the previous claim, 
since n-iw = 0. 1 
The following claim summarizes easy properties of the mapping 
v: L, -+ z7(A x W). 
Claim 5.10. (i) V(O,,)=s, V(l,,)=(Ax W)x(Ax W), 
(ii) V is injective, 
(iii) V is order-preserving. 
ProoJ: (i) I/(0,,) = E is obvious, recall that E is the equivalence closure 
of -. I’( 1 LT) = (A x IV) x (A x IV) is a consequence of the first assertion 
of Claim 5.8, since (ti(ui), a,,,) E l,, for every ti, ti+ I and u,~D(t~), 
~,.,~~(~i,,)~ 
(ii) is a consequence of Claim 5.9. 
(iii) is a direct consequence of the definition of V, see (5.4). 1 
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Claim 5.11. The mapping V: L, -+ Z7(A x IV) preserves arbitrary non- 
empty joins. 
Prooj Let rt6, SEA, be elements of the lattice L,. Denote by p their 
join \i6 n, in the lattice L,. This means that p is the least congruence of 
(A, H) containing all znd, 6 E A and closed with respect to the twisting 
structure T. We must prove that V(p)=V, V(rra); the last join is in the 
lattice IT(A x IV). By the previous claim, the mapping V preserves the order 
relation. Hence Vs V(rcs) < V(p). 
Denote by Q the join Vs V(z,). Recall that R is the equivalence closure 
of the relation Us V(rc,) and every V(nd) is the equivalence closure of 
u. ’ U,,,(n,). Moreover, D is a congruence of the algebra 
(A y wy k’!;, by Claim 5.7. Denote by o the following relation on A: 
(5.5) (c, d)~cr if and only if ((c, o), (a, o)jeQ. 
Because of permutations of the second type, (T is a congruence of (A, N). 
Indeed, if (c, d)~g, then ((c, o), (4 o))EQ. Hence ((kf’(c, o), kf’(d, o))E~. 
But kF’(c, o) = (g(c), o), and kF’(d, o) = (g(d), 0). Thus (g(u), g(b))E cr. 
Moreover, if (c, d) E r~ and WE W, then ((c, IV), (d, iv)) EQ. Indeed, 
k!,l)(c, oj = (c, 1~) and k!i)(d, o) = (d, MY). 
Next we prove that o is closed with respect o T. For if (c, d) E G and Q, 
bid, then ((c, t), (d, t))~!2. But (t(c), of- (c, t) and (t(d), O).Y (4 tj. 
Hence ((t(c), 0), (t(d), o))EQ, thus (t(c), t(djjE(T. Note that the proof 
that the relation [T defined by (5.5) is a congruence of (A, H) closed with 
respect to the twisting structure T is valid for every congruence 
Q E Con(A x W, K). 
Observe also that for every H’ E W, ((c, 1-t’), (d, 1~)) EQ if and only if 
(c, d) E 6. This is true because of permutations of the first type. This proves 
52 2 U,,,(a) for every M: E W, hence Q 2 V(G). Since obviously 0 1 x8 for 
every 6 E A, we can conclude that o is a congruence of (A, H) containing 
all 7rg and closed with respect to T. This proves p c 0, thus 
I’(p) G V(a) G Q, and completes the proof that R = V6 V(7t6) = V(p j. 
Claim 5.12. The mapping V preserves arbitrary (non-empty) meets. 
Proof. Suppose that rc6, 6 E A, are elements of L,. Since V preserves the 
order relation, we have V( n, 7~~) < nB V(Q). To prove the converse 
inequality, suppose ((a, w’), (b, w)) E nd I’(~z~). Since the group K preserves 
all the equivalence relations V(X), n E L, (Claim 5.7) and is transitive on 
the set A x W (Claim 5.6), we may assume w’ = o. We shall use an induc- 
tion on the length 1~~1 of w to prove that ((a, o), (b, IV))E V(& 7~~). 
If w= o, then from ((a, o), (b, 0))~ fib V(zn,) we get, by Claim 5.9, 
ia, w-h. Hence ((a, oh (b, 0)) E Vn, %I. 
Now suppose 1 bvl > 0. The induction hypothesis is that ((a, o), (e, w’)) E 
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V(n, 7~~) for all w E W such that 1~41 < 1~1 and ((a, o), (e, WV’)) E n6 V(rc6). 
Suppose further that the reduced form of the word w is t, t, ... t,, and 
denote by w’ the word t, t, . . . t, _ i. Finally, suppose that c E D( t,) is such 
that Con(b, c) is the least element of the set {Con(b, d) : dud}. 
Choose an arbitrary 6 E A. By Claim 5.8, there are U,E D(ti), i= 1,2, . . . . nz, 
such that (a, a,), (t,(a,), b) E rc6 and (ti(U;), ai+ i)~rc~ for all i= 1,2, . . . . 
m - 1. Moreover, we can assume t,,z(u,x) = c. It follows that ((a, o), 
(a,, w’)) E V(rc,), (a,, w’) - (t,(u,) = c, w), and (c, 6) E rc6. Since this 
is true for every 8~ A, we get ((a, o), (a,, w’))E n6 V(za), and by the 
definition of V, ((t,(u,), w), (b, w)) E V(n, ns). Because (a,, w’) - 
(t,(u,), w), we conclude ((a, u), (b, w)) E V(n, 7~~). This completes the 
proof. 1 
Summarizing the previous three claims, we find that V is an embedding 
of the lattice L, into the partition lattice Z7(A x W). The embedding 
preserves the greatest element, arbitrary non-empty meets and joins, but 
does not preserve the least element, since V(0,) = E. 
Claim 5.13. Every congruence of the algebra (A x W, K) containing the 
relation - is of the form V(n) for some 7c E L,. 
ProoJ: By Claim 5.7, every V’(x), n E L,, is a congruence of the algebra 
(A x w, K). 
To prove that every congruence of (A x W, K) containing the relation - 
is of the form V(x), rc E L,, take arbitrary (a, w’), (b, W) E A x W. Since the 
group K is a transitive group of permutations on A x W, we may assume 
W’ = o. Denote by Q the least congruence of (A x W, K) containing both - 
and the pair ((a, o), (b, w)). Define a relation 0 on the set A by the formula 
(5.5). Recalling the relevant part of the proof of Claim 5.11, we have CJ E L, 
and Q 2 V(a). 
To prove the converse inclusion, we use an induction on 1 WI. If w = o, 
then Q is the least congruence of (A x W, K) containing - and the pair 
((a, a), (b, 0)). Because of permutations of the second type, ((g(u), o), 
(g(b), 0)) E 12 for every g E H. Hence (g(a), g(b)) E (T for every g E H. On 
the other hand, X2 is the equivalence closure of - and the relation 
{ (k(u, o), k(b, 0)) : ke K}. By Claim 5.5, for every kE K we can find gE H 
and UE W such that k(u, o)= (g(u), v) and k(b, o)= (g(b), v). Thus 
(k(u, u), k(b, 0)) E U,(x) for some v E W. It proves that Q is contained in 
the equivalence closure of the relation - u lJ,, W U,(o) = V(o). 
Suppose that 1~1 > 0. The induction hypothesis is that for every W’ E W 
such that Jw’l < 1~1 and every pair ((a, o), (d, w’)) E Q, the least congruence 
of the algebra (A x W, K) containing both - and the pair ((a, o), (d, w’)) 
is equal to V(n) for some 7c E L,. Suppose that t is the last letter in the 
reduced form of W, that is Iwtl < 1 WI. Denote by MI’ the word wt. Now take 
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the permutation k yi of the third type. Recall that ks’i is the identity on the 
set A,, if I is not the first letter of the reduced form ‘of v. Next consider the 
permutation k’ = kkj,3i k ~ ’ E K, where k = k,,,. . (l) Then k’ is the identity on all 
sets A,, if IV is not the initial segment of the reduced form of u, while 
k’(b, NJ) = (h(b), IV). Since k’(a, o) = (a, o), we get ((b, IV), (h(b), w)j ER. 
Thus (b, h(b)) E 0 for all h E SD([). Since D(r) is an accessible set in (A, Ei), 
the block of the congruence V { Con(b, h(b)) : h E SD,,,} of (A, H) contain- 
ing b intersects the domain D(t) of the twist t in a point c. Thus ((6, kr), 
(c, ~v))EQ and ((a, o), (c, w))EQ. Since (c, ~1) -(t(c), wt = LV’), we get 
((a, o), (r(c), M!‘)) E Q. By the induction hypothesis, the least congruence of 
(A x W, K) containing both - and the pair ((a, o), (r(c), )v’)) is equal to 
V(X) for some rr E L,. Because ((a, o), (t(c), r~‘)) E Q, we get V(X) s 52, thus 
7c  cr. Since ((b, IV), (c, M’)) E U,.(a) c V(O), and (c, to) - (t(c), IV’), we get 
((a, o), (6,147))~ V(a). Thus the least congruence of (A x B’, K) containing 
both - and the pair ((a, o), (b, w)) is contained in V(o). 
So we have proved that the least congruence of (A x W, K) containing - 
and a given pair of elements of A x W is an element of Im( V). Since every 
congruence of (A x W, K) containing - is a join of congruences generated 
by the relation - and a pair of elements of A x W, and Im( V) is closed 
under arbitrary non-empty joins by Claim 5.11, every congruence of 
(A x W, K) containing - is of the form V(z), rc E L,. 
Finally, we can complete the proof of Theorem 5.1. By Claims 5.1&S. 13, 
the mapping V is an isomorphism between the lattice L, and the interval 
[E, 1J in Con(A x W, K). Hence L, is isomorphic to the congruence 
lattice of the factor algebra (A x W, K)/E. This algebra is obviously a 
transitive permutation group. 1 
6. THE REPRESENTATION OF ALGEBRAIC LATTICES 
Now we have everything ready to prove our main result. We start with 
a simple lemma. 
LEMMA 6.1. (a) A congruence Z(rc)~Con(E, G) is closed ~‘ith respect 
to the tloisting structure T(i, j 1 k, I) on (E, G) if and only iJ’ the equivalence 
relution 71 satisfies the condition 
(6.1) if (k, I) E 7c, then (i, j) E TC. 
(b) A congruence Z(x) E Con(E, G) is closed MTith respect to the 
misting structure T(i, j, k) on (E, G) if and only if the equivalence relation 
71 satisfies the condition 
(6.2) if (j, k) E 71, then (i, j) E 7~. 
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Proof: (a) Let t.be an arbitrary element of T(i, j ( k, I). Then t is a 
twist on a (1, 3)-(i, j 1 k, I)-rectangle r = D( t). The twist t preserves the two 
unoriented 1-(i, j}-pairs in r, while it maps the unoriented 3-{k, I}-pairs to 
(1, 3)-(i,j 1 k, I)-pairs and the (1, 3)-(i,j 1 k, I)-pairs to 3-{k, II-pairs. 
If Z(n) is closed with respect to T(i, j 1 k, I) and (k, I) E z, then the 
3-{ k, I}-pairs belong to Z(n). Hence the (1, 3)-(i, j ( k, I)-pairs belong to 
Z(n). This proves (i, j) E rc. 
Conversely, if rc satisfies Condition (6.1) (a, b) E Z(n), t E T( i, j 1 k, I), 
and a, b E D(t), then (a, b) is one of the following three pairs: a l-{ i, j}- 
pair, a 3-{k, [)-pair, or a (1, 3)-(i, j 1 k, I)-pair. If (a, b) is 1-{i, j)-pair, then 
(t(a), t(b)) is also a 1-{i, j}-pair, and (c(a), t(b))EZ(z). If (a, b) is a 
3-{k, I}-pair, then (k, Z)EK, and (t(a), t(b)) is a (1, 3)-(i, j 1 k, I)-pair. From 
(6.1) we get (i,j)~z, hence (t(a), t(b))EZ(z). And if (a, b) is a (1, 3)- 
(i, j 1 k, Z)-pair, then (i, j), (k, I) E n. Since (t(a), t(b)) is a 3-{k, I}-pair, we 
get (t(a), 0)) E Z(n). 
(b) The second assertion is proved in exactly the same way. 1 
THEOREM 6.2. Every algebraic lattice L is isomorphic to the congruence 
lattice of a unary algebra (B, K), where K is a transitive group of permuta- 
tions on B. Hence every aZgebraic Zattice is isomorphic to an interval in the 
subgroup lattice of a group. 
Proof Let L be an algebraic lattice and I the set of compact elements 
in L. Consider the quasi-ordering LY on the set P,(I) defined by (2.2). Let 
(E, G) be the permutation group defined in the first section. Then 
Con(E, G) = Im(Z), where the mapping Z is defined by (1.2). For every 
non-trivial pair {i, j} cr{k, Z} (non-trivial means {i, j> # {k, Z}) take either 
the twisting structure T(i, j ) k, I) (if {i, j> n {k, Z} = 0) or the twisting 
structure T(i, j, k)(if {k, Z} = (j, k}). Let T be the union of the twisting 
structures corresponding to all non-trivial pairs (i, j} a(k, I}. Then T is a 
twisting structure on (E, G), by Example 4.6. By Theorem 5.1, there exists 
a transitive permutation group (B, K) such that the congruence lattice 
Con(B, K) is isomorphic to the lattice of congruences of (E, G) closed with 
respect to T. However, by Lemma 6.1, a congruence Z(rc) E Con(E, G) is 
closed with respect to T if and only if from {i, j> a{k, Z} and (k, I) E 7~ it 
follows that (i, j) E rc. Hence Z(z) is closed with respect to T if and only if 
rt is hereditary in CI. By Theorem 2.2, the lattice C(a) of equivalence rela- 
tions on I hereditary in tl is isomorphic to L. This proves that Con(B, K) 
is isomorphic to L. 
The second part of the theorem follows from Theorem 0.1. B 
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7. FINAL COMMENTS 
In this section we estimate the cardinality of a group containing a given 
algebraic lattice L as an interval in its subgroup lattice. An infinite version 
of the Palfy-Pudlak Theorem mentioned in the introduction is stated and 
a problem related to this theorem is formulated. We end up with some 
comments on the finite congruence lattice representation problem. 
THEOREM 7.1. Let L be an algebraic lattice and let K be the cardinalityl 
of the set I of compact elements in L. If u is an infinite cardinal, then L is 
isomorphic to an interval in the subgroup lattice of a group of cardinality K. 
Every finite lattice is isomorphic to an interval in the subgroup lattice of 
a countable group. 
Proof. We go through the proof of Theorem 6.2 and estimate the 
cardinalities in each step. 
Suppose K is infinite. The restricted symmetric group S(P) has car- 
dinality ti. Hence the set E of I-partitions of X also has cardinality K. The 
cardinality of quasi-ordering LY is at most ICY = K. For every pair (i, j> 
ajk, I}, the number of (1, 3)-(i, j 1 k, /)-rectangles (or (1, 3)-(i, j, k)-rec- 
tangles) is at most the cardinality of KS(I), i.e., at most u. It follows that 
the twisting structure T has cardinality at most K, and the same is true for 
the group W. Hence the set E x W has cardinality exactly K. The cardinality 
of the set of permutations of the first type is equal to the cardinality of W, 
hence it is not greater than K. The number of permutations of the second 
type is equal to the cardinality of G, i.e., K. And the cardinality of the set 
of permutations of the third type is at most K. Hence the group generated 
by permutations of these three types has cardinality exactly t(. 
If L is a linite lattice, then the group KS(I) is countable, and all other 
sets are at most countable. 1 
Theorem 6.2 together with Theorems 0.1 and 0.2 gives the following 
infinite version of the Palfy-Pudlik Theorem. 
THEOREM 7.2. Every> algebraic lattice is isomorphic to the congruence 
lattice of an algebra if and only if every algebraic lattice is isomorphic to an 
interval in the subgroup lattice of a group. 1 
It might seem to be a foolish idea to formulate such a corollary of 
Theorem 6.2. However, the proof of the Palfy-Pudlak Theorem does not 
involve a solution of the two problems which are claimed to be equivalent. 
On the other hand, the proof of Theorem 7.2 is based on an actual 
representation of algebraic lattices as intervals in subgroup lattices of 
groups. It is tempting to try to avoid the proof of Theorem 6.2 by using an 
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approach similar to that used in [7], since there is an easy proof of the 
Gratzer--Schmidt Theorem due to Pudlak [S]. 
Problem 7.3. Is there a direct proof of Theorem 7.2 avoiding an actual 
representation of algebraic lattices as intervals in subgroup lattices? 
The last comment is on possible applications of the methods developed 
in this paper to the finite congruence lattice representation problem. If we 
start with a finite lattice L, then there are only two steps in the whole 
proof, in which infinite sets appear. These are the representation of parti- 
tion lattices as intervals in subgroup lattices in the first section, and the 
group W in Section 5. The infinite restricted symmetric group KS(Z) can be 
replaced by a finite symmetric group using a representation of finite parti- 
tion lattices as intervals in subgroup lattices of finite symmetric groups 
described in the first section of [lo]. Every twisting structure T on a finite 
group is finite. Then we may try to follow the steps in Section 5 and to 
replace the infinite free product of ITI copies of Z, by a finite group W 
generated by a set of ITI generators of order 2. We can still define permuta- 
tions of the first type, and under some assumptions on the set of 
generators, we are able to define permutations of the second type. Then we 
may consider the mapping V: L, -+ II(A x W). It can be proved that 
Claim 5.11 still holds. However, I do not know whether there is a set of 
generators in a finite group W such that Claim 5.12 holds. If such a set 
existed, then it would lead to a new proof of the finite partition lattice 
representation theorem [9]. But there is probably no hope of finding a 
finite group W which would permit definition of something like permuta- 
tions of the third type. Since these permutations played a major role in the 
proof of Claim 5.13, one cannot hope to follow the proof of Theorem 6.2 
to the very end using only finite sets. Instead, it seems necessary to 
incorporate results about finite primitive permutation groups. The 
importance of primitive permutation groups follows from the fact that we 
can assign a finite primitive permutation group to every prime quotient in 
the subgroup lattice of a finite group. Since there is a classification of these 
groups (see e.g. [2] or [6], the classification is based on the classification 
of finite simple groups), we have not only strict restrictions on structural 
possibilities for these groups, but also a comprehensive guide to the types 
of representations of finite lattices as intervals in subgroup lattices of finite 
groups we can look for. 
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