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Abstract
A piecewise-deterministic Markov process, specified by random jumps and switching
semiflows, as well as the associated Markov chain given by its post-jump locations, are
investigated in this paper. The existence of an exponentially attracting invariant mea-
sure and the strong law of large numbers are proven for the chain. Further, a one-to-one
correspondence between invariant measures for the chain and invariant measures for the
continuous-time process is established. This result, together with the aforementioned
ergodic properties of the discrete-time model, is used to derive the strong law of large
numbers for the process. The studied random dynamical systems are inspired by certain
biological models of gene expression, which are also discussed within this paper.
Introduction
In this paper we study a subclass of piecewise-deterministic Markov processes (PDMPs),
which involve deterministic motion punctuated by random jumps (occuring according to a
Poisson process). Due to its wide applications in natural sciences, especially in molecular
biology (e.g. models for gene expression [12, 19]), the PDMPs have already been widely
studied. The research is mainly focused on their long time behaviour and ergodic properties
(see e.g. [2–4]).
We are concerned with the PDMP arising from a dynamical system governed by a spe-
cific jump mechanism. Roughly speaking, the deterministic component of the system evolves
according to a finite collection of semiflows, which are randomly switched with time. The
randomness of post-jump locations stems, however, not only from the semiflows switching
(like in [2, 3]), but also from jumps which occur directly before choosing a new semiflow.
Each of these jumps is determined by a randomly selected transfomation of the current state
of the system, additionally perturbed by a random shift within an ε-neighbourhood. Such a
dynamical system generalises, among others, those developed in [14]. It should be stressed
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that we consider the case where the process evolves over a general phase space, which is not
necessarily compact or locally compact (as it is required e.g. in [2–4]). Under these settings,
the ergodic properties of the process usually cannot be captured by conventional methods,
developed e.g. in [20].
The evolution of our dynamical system, which is further denoted by (Y (t))t≥0, can be
described in more detail as follows. The initial state of the system and the index of the
semiflow which transforms it are described by arbitrarily distributed random variables Y0
and ξ0, respectively. The process is driven by the first flow, i.e. Y (t) = Sξ0(t, Y0), until
some random moment τ1, at which it jumps to a random point in the ε-neighbourhood
of wθ1 (Sξ0(∆τ1, Y0)), where (y, θ) 7→ wθ(y) is a given continous map, and θ1 is a random
variable depending on Y (τ1−). Let Y1 := Y (τ1) = wθ1 (Sξ0(∆τ1, Y0)) + H1 denote the
position of the process directly after this jump. The index of the semiflow that Y (t) follows
until the next random moment τ2 is given by ξ1, which depends on both the current state Y1
and the index ξ0 of the previous flow. At the time τ2 the procedure restarts for (Y1, ξ1) and is
continued inductively. As a result, we obtain a piecewise-deterministic trajectory
(
Y (t)
)
t≥0
with jump times τ1, τ2, . . . and post-jump locations Y1, Y2, . . ., as illustared in Fig. 1.
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Figure 1: An example trajectory of the process
(
Y (t)
)
t≥0.
If the collection of semiflows consists of more than one element, then (Yn)n∈N0 and(
Y (t)
)
t≥0 may not have the Markov property. Therefore, in order to provide the possibility
for analysis through the tools of Markov semigroups theory, we investigate the Markov chain
(Yn, ξn)n∈N0 and the Markov processes
(
Y (t), ξ(t)
)
t≥0, where ξ(t) = ξn for t ∈ [τn, τn+1).
Clearly,
(
Y (τn), ξ(τn)
)
= (Yn, ξn) for every n ∈ N0.
The main goal of the paper is to provide a set of relatively easily verifiable condi-
tions, which are sufficient to guarantee a certain form of exponential ergodicity of the chain
(Yn, ξn)n∈N0 , describing the post-jump locations, as well as the strong law of large numbers
(SLLN) for both (Yn, ξn)n∈N0 and
(
Y (t), ξ(t)
)
t≥0. As will be clarified in Section 3, the con-
ditions imposed on the semiflows, governing the deterministic evolution of the system, are
quite naturally met by a wide class of semiflows generated by differential equations (in a
reflexive Banach space) involving dissipative operators. An important contribution of our
study is also establishing a one-to-one correspondence between the sets of invariant measures
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for the process
(
Y (t), ξ(t)
)
t≥0 and the chain (Yn, ξn)n∈N0 .
By the above-mentioned exponential ergodicity of (Yn, ξn)n∈N0 we mean the existence
of a unique invariant distribution, which is exponentially attracting in the dual-bounded
Lipschitz distance, also known as the Fortet–Mourier or Dudley metric (see [6, 17]). To
obtain this, we apply the results of R. Kapica and M. Ślęczka [16], which in turn are based
on the asymptotic coupling method introduced by M. Hairer [10] (applied e.g. in [13, 24,
25]). The SLLN for the chain (Yn, ξn)n∈N0 is shown with the help of the theorem of A.
Shirikyan [23]. Having established such properties for the discrete-time model, we further
prove that they imply the existence of a unique invariant distribution and the SLLN for
the corresponding continuous-time process. Our proofs require the use of several results
from the theory of semigroups of linear operators in Banach spaces (see e.g. [7, 8]), as well
as a martingale method (cf. [3]). It still remains, however, an open question whether the
exponential ergodicity (in the sense described above) of the discrete-time model can imply
the analogous property for the associated PDMP.
From the point of view of application, the examined dynamical system provides a useful
tool for modelling certain biological processes. For instance, as shown in Section 5.1, the
process (Y (t))t≥0 may be adapted as a continuous-time model of prokaryotic gene expres-
sion in the presence of transcriptional bursting (cf. [19]). It is worth stressing here that, in
our framework, the existence of a unique invariant distribution is guaranteed by the afore-
mentioned restrictions imposed on the model. In contrast, applying the results of [19], the
invariant measure can only be obtained by solving explicitly some differential equation and
proving that its solution is a strictly positive probability density function. The second ex-
ample, discussed in Section 5.2, refers to the discrete-time model for an autoregulated gene,
introduced by S.C. Hille et al. [12], whose non-disturbed version also appears, for instance,
in the cell cycle analysis (cf. [18]). This model constitutes a special case of the system
(Yn)n∈N0 and indicates the importance of considering a non-locally compact space as the
state space in the abstract framework.
The paper is organised as follows. In Section 1 we introduce basic notation and funda-
mental concepts on Markov operators (discussed more widely e.g. in [17, 20, 22]). Section 2
provides a detailed description of the model and the principal assumptions employed in the
studies. Section 3 is intended to point out a general class of differential equations which
generate semiflows consistent with our framework. All the main results are formulated in
Section 4, which is divided into two parts: Section 4.1, devoted to the discrete-time model,
and Section 4.2, pertaining to its continuous-time interpolation. In Section 5 we provide two
examples of applications of our abstract framework in the gene expression analysis. Finally,
the detailed proofs of all the main results are carried out in Section 6. Additionally, in the
Appendix, we give a rough sketch of the proof of [16, Theorem 2.1], which serves as an
essential tool for the analysis contained in Section 6.1.1.
1 Preliminaries
Let us begin with introducing a piece of notation. Given a metric space (E, ρ), endowed
with the Borel σ-field B(E), we define
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Bb(E) = the space of all bounded, Borel, real valued functions defined on E, endowed
with the supremum norm: ‖f‖∞ = supx∈E |f(x)|, f ∈ Bb(E);
Cb(E) = the subspace of Bb(E) consisting of continuous functions;
Lipb(E) = the subspace of Bb(E) consisting of Lipschitz continuous functions;
BE(x, r) = {y ∈ E : ρ(x, y) < r}, r > 0;
Ms(E) = the space of all finite, countably additive functions (signed measures)
on B(E);
M(E) = the subset ofMs(E) consisting of all non-negative measures;
M1(E) = the subset ofM(E) consisting of all probability measures;
M11(E) = the set of all µ ∈ M1(E) satisfying
∫
E ρ(x, x
∗)µ(dx) < ∞ where x∗ is an
arbitrary (and fixed) point of E.
Moreover, we use the symbol 1A to denote the indicator of A ⊂ E, and define R+ := [0,∞).
To simplify notation, in what follows, we write 〈f, µ〉 for the integral ∫E f dµ, whenever
f : E → R is a bounded below, Borel measurable function f : E → R and µ ∈Ms(E).
The space M(E) is assumed to be endowed with the Fortet-Mourier distance [17],
defined by:
dFM (µ1, µ2) = sup{| 〈f, µ1 − µ2〉 | : f ∈ RFM (E)}, µ1, µ2 ∈M(E),
where
RFM (E) = {f ∈ Bb(E) : |f | ≤ 1, |f(x)− f(y)| ≤ ρ(x, y) for x, y ∈ E}.
It is well-known (cf. e.g. [6]) that, whenever E is a Polish space, i.e. a complete sep-
arable metric space, then the weak convergence of measures in M(E) is equivalent to
their convergence in the Fortet-Mourier distance [17]. We remind here that a sequence
µn ∈ M(E), n ∈ N, is weakly convergent to µ ∈ M(E) (which is denoted by µn w→ µ)
whenever 〈f, µn〉 → 〈f, µ〉 for all f ∈ Cb(E).
Let us now recall several basic definitions and concepts in the theory of Markov opera-
tors, which will be used throughout the paper.
A function P : E × B(E) → [0, 1] is called a (sub)stochastic kernel if for each A ∈
B(E), x 7→ P (x,A) is a measurable map on E, and for each x ∈ E, A 7→ P (x,A) is
a (sub)probability Borel measure on B(E). For an arbitrary (sub) stochastic kernel P we
consider two operators:
µP (A) =
∫
E
P (x,A)µ(dx) for µ ∈M(E), A ∈ B(E), (1.1)
and
Pf(x) =
∫
E
f(y)P (x, dy) for x ∈ E, f ∈ Bb(E). (1.2)
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If the kernel P is stochastic, then (·)P : M(E) →M(E) given by (1.1) is called a regular
Markov operator, and P (·) : Bb(E)→ Bb(E) defined by (1.2) is said to be its dual operator
(see [17]). It is easy to check that
〈f, µP 〉 = 〈Pf, µ〉 for f ∈ B(E), µ ∈M1(E). (1.3)
Let us note that P (·), given by (1.2), can be extended in the usual way to the space of all
bounded below Borel functions Bb(E) in such a way that (1.3) holds for all f ∈ Bb(E).
For notational simplicity, we shall use the same symbol for the extension as for the original
operator on Bb(E).
A regular Markov operator P is said to be Feller if Pf ∈ Cb(E) for every f ∈ Cb(E). A
measure µ∗ ∈M(E) is called invariant for a Markov operator P if µ∗P = µ∗. Moreover, we
shall say that a probability measure µ∗ ∈M1(E) is attracting whenever dFM (µPn, µ∗)→ 0
for any µ ∈ M11(E). If the rate of this convergence is exponential then µ∗ is said to be
exponentially attracting .
Suppose we are given a time-homogeneous Markov chain (Φn)n∈N0 with state space E,
defined on a probability space (Ω,A,P). The transition law of this chain is defined by
P (x,A) = P(Φn+1 ∈ A|Φn = x) for x ∈ E, A ∈ B(E), n ∈ N0. (1.4)
Let (·)P denote the Markov operator corresponding to the kernel (1.4). Assuming that µn
stands for the distribution of Φn, we see that µn+1 = µnP for all n ∈ N0.
A regular Markov semigroup (P t)t≥0 is a family of regular Markov operators
P t :M(E)→M(E), t ≥ 0, which form a semigroup (under composition) with the identity
transformation P 0 as the unity element. The semigroup (P t)t≥0 is called Feller whenever
each P t, t ≥ 0, is Feller. A measure µ∗ ∈ M(E) is said to be invariant for the Markov
semigroup (P t)t≥0 if µ∗P t = µ∗ for all t ≥ 0.
Let (Ψt)t≥0 be an E-valued time-homogeneous Markov process with continuous time
parameter t ∈ R+. The transition law of (Ψt)t≥0 is defined by the collection of stochastic
kernels of the form
P t(x,A) = P(ψs+t ∈ A|ψs = x), for x ∈ E, A ∈ B(E), s, t ≥ 0. (1.5)
Due to the Chapman-Kolmogorov equation, the family (P t)t≥0 of Markov operators corre-
sponding to the kernels given by (1.5) is then a regular Markov semigroup.
We will write Px to denote the probability measure P(· |Ψ0 = x) and Ex for the expec-
tation with respect to Px.
In our further considerations, we also use the concept of Lyapunov function. It is
defined as a continuous map V : E → [0,∞) which is bounded on bounded sets and satisfies
(whenever E is unbounded) V (x)→∞ as ρ(x, x0)→∞ for some x0 ∈ E.
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2 Structure and assumptions of the model
Let (H, ‖·‖) be a separable Banach space, and let Y be closed subset of H. Further, assume
that we are given a finite set I := {1, . . . , N}, endowed with the discrete metric
d(i, j) =
{
1 for i 6= j,
0 for i = j,
(2.1)
and a topological measure space (Θ,B(Θ), ϑ) with a σ-finite Borel mesure ϑ. For simplicity,
in the rest of the paper, we will write dθ instead of ϑ(dθ).
Let us now consider a collection of semiflows Si : R+×Y → Y , i ∈ I, where R+ := [0,∞),
which are continuous with respect to each variable. The semiflow property means, as
usual, that
Si(0, y) = y and Si(s+ t, y) = Si(s, Si(t, y))) for y ∈ Y, s, t ≥ 0.
The maps Si will be switched according to a matrix of continuous functions (probabilities)
piij : Y → [0, 1], i, j ∈ I, satisfying
∑
j∈I piij(y) = 1 for all y ∈ Y and i ∈ I. Further, assume
that we are given a family {wθ : θ ∈ Θ} of transformations from Y to itself, which will be
related to the post-jump locations of our dynamical system. We will require that the map
(y, θ) 7→ wθ(y) is continuous, and that there exists ε∗ ∈ (0,∞) such that
wθ(y) + h ∈ Y whenever h ∈ BH(0, ε∗), θ ∈ Θ, y ∈ Y.
Let p : Y × Θ → [0,∞) be a continuous map such that ∫Θ p(y, θ) dϑ(θ) = 1 for any y ∈ Y .
The place-dependent probability density function θ 7→ p(y, θ) will capture the likelihood of
occurrence of wθ at any jump time.
Now fix ε ∈ (0, ε∗], and assume that νε ∈ M1(H) is an arbitrary measure supported
on BH(0, ε). On a suitable probability space, say (Ω,F ,P), we define a sequence of random
variables (Yn)n∈N0 , taking values in (Y,B(Y )), in such a way that
Yn+1 = wθn+1(Sξn(∆τn+1, Yn)) +Hn+1 for n ∈ N0, (2.2)
where
• Y0 : Ω→ Y and ξ0 : Ω→ I are random variables with arbitrary distributions;
• τn : Ω→ [0,∞), n ∈ N0, form a strictly increasing sequence of random variables with
τ0 = 0 and τn → ∞, whose increments ∆τn+1 = τn+1 − τn are mutually independent
and have common exponential distribution with parameter λ > 0;
• Hn : Ω→ H, n ∈ N, are identically distributed random variables with distribution νε;
• θn : Ω→ Θ and ξn : Ω→ I, n ∈ N, are random variables defined (inductively) so that
P(θn+1 ∈ D | Sξn(∆τn+1, Yn) = y) =
∫
D
p(y, θ) dθ,
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P(ξn+1 = j | Yn+1 = y, ξn = i) = piij(y) (2.3)
for all D ∈ B(Θ), y ∈ Y , i, j ∈ I and n ∈ N0. Simultaneously, letting
G0 = σ(Y0, ξ0) and Gn := σ(G0 ∪ {Hi, τi, θi, ξi : 1 ≤ i ≤ n}) for n ∈ N,
we require that θn+1 is conditionally independent of the Gn given Sξn(∆τn+1, Yn) = y,
and that ξn+1 is conditionally independent of Gn given (Yn+1, ξn) = (y, i).
Moreover, we assume that, for any n ∈ N0, ∆τn+1, Hn+1, θn+1 and ξn+1 are (mutually)
conditionally independent given Gn, and that ∆τn+1 and Hn+1 are independent of Gn.
In our further analysis we shall extensively use the following assumptions:
(A1) There exists y∗ ∈ Y such that
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
‖wθ(Si(t, y∗))− y∗‖ p(Si(t, y), θ) dθ dt <∞ for i ∈ I;
(A2) There exist α ∈ (−∞, λ), L > 0 and a function L : Y → R+, which is bounded on
every bounded subset of Y , such that, for t ≥ 0, y1, y2 ∈ Y and i, j ∈ I,
‖Si(t, y1)− Sj(t, y2)‖ ≤ Leαt ‖y1 − y2‖+ tL(y2) d(i, j),
where d(i, j) is given by (2.1);
(A3) There exists Lw > 0 such that∫
Θ
‖wθ(y1)− wθ(y2)‖ p(y1, θ) dθ ≤ Lw ‖y1 − y2‖ for y1, y2 ∈ Y ;
(A4) There exist Lpi > 0 and Lp > 0 such that∑
j∈I
|piij(y1)− piij(y2)| ≤ Lpi ‖y1 − y2‖ for y1, y2 ∈ Y, i ∈ I,
∫
Θ
|p(y1, θ)− p(y2, θ)| dθ ≤ Lp ‖y1 − y2‖ for y1, y2 ∈ Y ; (2.4)
(A5) There exist δpi > 0 and δp > 0 such that∑
j∈I
min{pii1,j(y1), pii2,j(y2)} ≥ δpi for t ≥ 0, i1, i2 ∈ I, y1, y2 ∈ Y,
∫
Θ(y1,y2)
min{p(y1, θ), p(y2, θ)} dθ ≥ δp for y1, y2 ∈ Y,
where
Θ(y1, y2) := {θ ∈ Θ : ‖wθ(y1)− wθ(y2)‖ ≤ Lw ‖y1 − y2‖}. (2.5)
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Let us now consider a time-homogeneous Markov chain of the form (Yn, ξn)n∈N0 , evolv-
ing on the space X := Y × I. We assume that X is equipped with the metric defined by
ρc((y1, i), (y2, j)) = ‖y1 − y2‖+ c d(i, j), (y1, i), (y2, j) ∈ X, (2.6)
where d(i, j) is given by (2.1), andc > 0 is a sufficiently large constant (specified in Section
6), which depends on the parameters appearing in conditions (A1)-(A3).
The transition law of the chain (Yn, ξn)n∈N0 , defined on X × B(X), will be denoted by
Pε. An easy computation shows that, for any (y, i) ∈ X, A ∈ B(X),
Pε((y, i), A) :=
∫
BH(0,ε)
∫ ∞
0
λe−λt
∫
Θ
[∑
j∈I
f(wθ(Si(t, y)) + h, j)
× piij(wθ(Si(t, y)) + h)
]
p(Si(t, y), θ) dθν
ε(dh). (2.7)
Now define the continous-time process
(
Y¯ (t), ξ¯(t)
)
t≥0 via interpolation by setting
Y (t) = Sξn(t− τn, Yn), ξ(t) = ξn for t ∈ [τn, τn+1) , n ∈ N0. (2.8)
It is easy to check that
(
Y¯ (t), ξ¯(t)
)
t≥0 is a time-homogeneous Markov process, and that(
Y¯ (τn), ξ¯(τn)
)
= (Xn, ξn) for n ∈ N0. By (P¯ tε)t≥0 we shall denote the Markov semigroup
associated with the process
(
Y¯ (t), ξ¯(t)
)
t≥0. The dual operator of (·)P¯ tε is then given by
P¯ tεf(y, i) = E(f(Y (t), ξ(t)) |Y0 = y, ξ0 = i) for f ∈ Bb(X), (y, i) ∈ X. (2.9)
3 Reasonableness of the assumptions
It is essential to stress that condition (A2) is reachable by a quite wide class of semiflows
acting on reflexive Banach spaces (in particular, Hilbert spaces). As will be clarified be-
low, such semilows can be generated by certain differential equations involving dissipative
operators. Furthermore, in many cases, condition (A1) can be then easily derived from the
conjunction of (A2) and (A3). To justify this claim, we first repeat some relevant definitions
and results (without proofs) from [15].
Let us recall that (H, ‖·‖) is a separable Banach space, and Y stands for a closed subset
of H. By (H∗, |||·|||) we shall denote the dual space of H endowed with the operator norm.
For every u ∈ H, we define
H(u) := {u∗ ∈ H∗ : u∗u = ‖u‖2 = |||u∗|||2 = 1}.
It follows from the Hahn–Banach theorem that H(u) 6= ∅ for every u ∈ H. In the case
where (H, 〈·|·〉) is a Hilbert space, H(u) is a singleton consisting of u∗ := 〈·|u〉 (due to
the Frechet–Riesz representation theorem and the fact that any Hilbert space is self-dual).
Given a function A : Y → H, we set RangeA := {u ∈ H : u = Ay for some y ∈ Y }.
An operator A : Y → H (not necessarily linear) is said to be dissipative if, for any
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y1, y2 ∈ Y , there exists u∗ ∈ H(y1 − y2) such that
Reu∗(Ay1 −Ay2) ≤ 0.
For η ∈ R, the operator A is called η-dissipative whenever A− η idY is dissipative, that is
Reu∗(Ay1 −Ay2) ≤ η ‖y1 − y2‖2 .
In particular, we see that A is dissipative if and only if it is η-dissipative for some η ≤ 0.
Clearly, if (H, 〈·|·〉) is a Hilbert space, then A is η-dissipative if and only if
〈Ay1 −Ay2|y1 − y2〉 ≤ η ‖y1 − y2‖2 for any y1, y2 ∈ Y.
We now quote the result of Crandall and Liggett [5], which shows that η-dissipative
operators generate semiflows with certain decent properties, leading to (A2).
Remark 3.1 ([15, Proposition 1.9]). Suppose that η ∈ R, and that A : Y → H is an
η-dissipative operator. Then, for any t ∈ (0, 1/|η|) (by convention 1/0 :=∞), the operator
idY −tA : Y → Ht, where Ht = Range(idY −tA), is invertible and (idY −tA)−1 is Lipschitz
continuous with constant (1− tη)−1.
Theorem 3.2 (Crandall–Ligget; [15, Theorem 5.3, Corollary 5.4]). Let η ∈ R, and suppose
that A : Y → H is an η-dissipative operator. Further, assume that there exists T > 0 such
that
Y ⊂ Range(idY −tA) for t ∈ (0, T ). (3.1)
Then there exists a semiflow S : R+ × Y → Y , which is continuous with respect to each
variable and satisfies the following conditions:
S(t, y) = lim
s→0+
(idY −sA)−bt/sc(y) for y ∈ Y, t ≥ 0; (3.2)
‖S(t, y1)− S(t, y2)‖ ≤ eηt ‖y1 − y2‖ for y1, y2 ∈ Y, t ≥ 0; (3.3)
‖S(t, y)− S(s, y)‖ ≤
{
(t− s)eηt ‖Ay‖ , η > 0,
(t− s)eηs ‖Ay‖ , η ≤ 0.
for y ∈ Y, 0 ≤ s ≤ t. (3.4)
Given A : Y → H and y ∈ Y , let us now consider the Cauchy problem of the form:{
u′(t) = Au(t), t ≥ 0,
u(0) = y.
(3.5)
The following theorem says that, in a reflexive Banach space (e.g. in a Hilbert space), the
semiflow specified by (3.2) determines the unique solution of (3.5).
Theorem 3.3 ([15, Theorem 5.11]). Suppose that H is a reflexive Banach space. Further,
assume that A : Y → H is a dissipative operator satisfying (3.1) for some T > 0, and let
S : R+ × Y → Y be the semiflow generated by A in accordance with (3.2). Then, for any
y ∈ Y , the map R+ 3 t 7→ S(t, y) is the unique (strong) solution of (3.5).
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Summarising the above results we can now formulate a conclusion concerning conditions
(A1) and (A2). Recall that the maps p and wθ are specified within Section 2.
Corollary 3.4. Suppose that H is a reflexive Banach space. Further, let η < 0, and assume
that Ai : Y → H, i ∈ {1, . . . , N} := I, are η-dissipative operators satisfying (3.1) for some
T > 0. Then there exist semiflows Si : R+ × Y → Y , i ∈ I, which are continuous with
respect to each variable, such that, for any i ∈ I and any y ∈ Y , the map R+ 3 t 7→ Si(t, y)
is the unique solution of (3.5) with A = Ai. Moreover, the following statements hold:
(1) Suppose that there exists y∗ ∈ Y such that
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
‖wθ(y∗)− y∗‖ p(Si(t, y), θ) dθ dt <∞ for i ∈ I, (3.6)
and that at least one of the following conditions is fulfilled:
(i) p does not depend on y, i.e. p(y, θ) = p¯(θ) for some continuous probability density
function p¯ : Θ→ [0,∞), and (A3) holds, that is, there exists Lw > 0 such that∫
Θ
‖wθ(y1)− wθ(y2)‖ p¯(θ) dθ ≤ Lw ‖y1 − y2‖ for y1, y2 ∈ Y ;
(ii) there exists Lw > 0 such that all wθ, θ ∈ Θ, are Lipschitz continuous with
the same constant Lw.
Then (A1) holds.
(2) Suppose that either I = {1} or A1, . . . , AN are bounded on bounded sets. Then (A2)
is satisfied with L = 1, α = η and L given by
L(y) =
{
0 in the case where I = {1},
2 maxi∈I ‖Aiy‖ otherwise.
Proof. The existence of appropriate S1, . . . , SN follows from Theorem 3.3. According to
Theorem 3.2, every Si satisfies conditions (3.3) and (3.4), which yield, in particular, that Si
is continuous with respect to each variable and
‖Si(t, y)− y‖ ≤ t ‖Aiy‖ for y ∈ Y, t ≥ 0. (3.7)
In order to show (1), it suffices to observe that both conditions (i) and (ii) imply∫
Θ
‖wθ(Si(t, y∗))− y∗‖p(Si(t, y), θ) dθ
≤ Lw ‖Si(t, y∗)− y∗‖+
∫
Θ
‖wθ(y∗)− y∗‖ p(Si(t, y), θ) dθ
≤ Lwt ‖Aiy∗‖+
∫
Θ
‖wθ(y∗)− y∗‖ p(Si(t, y), θ) dθ.
Let us now turn to the proof of (2). In the case where I = {1}, condition (A2) is just
equivalent to (3.3). In the general case we apply (3.3) together with (3.7).
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4 Main results
4.1 The Markov chain given by the post-jump locations
In this part of the paper, we provide a criterion on the existence of a unique invariant
probability measure for the operator Pε, corresponding to the chain (Yn, ξn)n∈N0 , which is
exponentially attracting in the Fortet–Mourier distance. Having established this, we further
obtain, in a relatively simple way, the SLLN (for the discrete-time model).
Theorem 4.1. Suppose that conditions (A1)-(A5) hold, and that
LLw +
α
λ
< 1. (4.1)
Then the Markov operator Pε generated by (2.7) has a unique invariant probability mea-
sure µ∗ such that µ∗ ∈M11(X). Moreover, there exist x∗ ∈ X and constants C ∈ R, β ∈ [0, 1)
such that
dFM (µP
n
ε , µ
∗) ≤ Cβn
(∫
X
ρc(x
∗, x) (µ+ µ∗)(dx) + 1
)
(4.2)
for all n ∈ N any any µ ∈M11(X).
The proof of the foregoing result (given in Section 6.1.1) is based on the asymptotic
coupling method introduced in [10]. More precisely, we use [16, Theorem 2.1], which gives
sufficient conditions for a general Markov chain (in terms of its Markovian coupling) to be
exponentially ergodic in the sense described above.
As a straightforward consequence of Theorem 4.1, we deduce a result that refers to
stability of (Yn)n∈N itself (for the proof, see Section 6.1.1). In what follows, we write µ˜n for
the distribution of Yn.
Corollary 4.2. Suppose that the hypotheses of Theorem 4.1 hold. Further, let µ∗ ∈M11(X)
be the unique invariant probability measure for Pε, and define
µ˜∗(B) = µ∗(B × I) for B ∈ B(Y ).
Then
(1) If Y0 has the distribution µ˜0 = µ˜∗ and P(ξ0 = i|Y0 = y) = pii(y), i ∈ I, y ∈ Y , where
pii is the Radon–Nikodym derivative of µ∗(·× {i}) with respect to µ˜∗, then µ˜n = µ˜∗ for
all n ∈ N.
(2) There exists β ∈ [0, 1) with the property that for every distribution µ˜0 ∈M11(Y ) of Y0
we may find a constant C˜(µ˜0) ∈ R such that
dFM (µ˜n, µ˜
∗) ≤ C˜(µ˜0)βn for n ∈ N.
Theorem 4.1 allows us to show the SLLN for the Markov chain (f(Yn, ξn))n∈N0 , where
f ∈ Lipb(X). This can be done by appealing to a general result of A. Shirikyan [23] (see
Section 6.1.2).
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Theorem 4.3 (SLLN for the discrete-time model). Suppose that conditions (A1)-(A5) and
(4.1) hold. Then, for every f ∈ Lipb(X) and each initial state x ∈ X, we have
lim
n→∞
1
n
n−1∑
k=0
f(Yk, ξk) = 〈f, µ∗〉 Px- almost surely (a.s.),
where µ∗ is the unique invariant distribution for the Markov operator Pε (which exists by
Theorem 4.1).
4.2 The continuous-time model
Throughout this section we assume that Θ, i.e. the set of indexes of the transformations
y 7→ wθ(y), is endowed with a finite measure ϑ. The main result here asserts that there is a
one-to-one correspondence between invariant measures of the operator P and invariant mea-
sures of the semigroup (P¯ε
t
)t≥0, which governs the continuous-time process (Y (t), ξ(t))t≥0.
This, in turn, yields the existence and uniqueness of an invariant probality measure for the
semigroup (P¯ε
t
)t≥0 and enables us to prove the SLLN for the PDMP under consideration.
The above-mentioned correspondence can be described explicitly with the help of the
Markov operators associated with the stochastic kernels G,W : X × B(X) → [0, 1] of the
forms:
G((y, i), A) =
∫ ∞
0
λe−λt1A(Si(t, y), i) dt, (4.3)
W ((y, i), A) =
∑
j∈I
∫
BH(0,ε)
∫
Θ
1A(wθ(y) + h, j)piij(wθ(y) + h)p(y, θ) dθ ν
ε(dh). (4.4)
Recall that, according to the convention adopted earlier, Markov operators are denoted by
the same symbols as those used for the stochastic kernels which generate them.
Theorem 4.4. Let Pε and (P¯ tε)t≥0 denote the Markov operator and the Markov semigroup
corresponding to (2.7) and (2.9), respectively.
(1) If µ∗ ∈M1(X) is an invariant measure for the Markov operator Pε then ν∗ := µ∗G is
an invariant measure for the Markov semigroup (P¯ tε)t≥0 and ν∗W = µ∗.
(2) If ν∗ ∈ M1(X) is an invariant measure for the Markov semigroup (P¯ tε)t≥0 then
µ∗ := ν∗W is an invariant measure for the Markov operator Pε and µ∗G = ν∗.
Our proof of the above theorem, given in Section 6.2.1, uses similar techniques to those
developed in [14, Theorem 5.3.1] and [3, Proposition 2.1 and 2.4].
Combining Theorems 4.1 and 4.4 immediately gives
Corollary 4.5. Suppose that conditions (A1)-(A5) and (4.1) hold. Then (P¯ tε)t≥0, deter-
mined by (2.9), has a unique invariant probability measure.
Letting µt denote the distribution of Y (t), t ≥ 0, we can also easily conclude the
analogue of assertion (1) of Corollary 4.2:
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Corollary 4.6. Suppose that the hypotheses of Corollary 4.5 hold, and let ν∗ ∈ M1(X) be
the unique invariant probability measure for the Markov semigroup (P¯ tε)t≥0. Define
ν∗(B) = ν∗(B × I) for B ∈ B(Y ).
If Y0 has the distribution µ0 = ν∗ and P(ξ0 = i|Y0 = y) = pii(y), i ∈ I, y ∈ Y , where pii is
the Radon–Nikodym derivative of ν∗(· × {i}) with respect to ν∗, then µt = ν∗ for all t ≥ 0.
Theorems 4.3 and 4.4 will allow us to prove (see Section 6.2.2) a version of the SLLN
for the PDMPs
(
f
(
Y (t), ξ(t)
))
t≥0 with f ∈ Lipb(X).
Theorem 4.7 (SLLN for the PDMP). Suppose that conditions (A1)-(A5) hold with a
bounded (or, which is the same thing, constant) L : Y → R+, and that (4.1) is satisfied.
Then, for any f ∈ Lipb(X) and any initial state (y, i) ∈ X, we have
lim
t→∞
1
t
∫ t
0
f
(
Y (s), ξ(s)
)
ds = 〈f, ν∗〉 P(y,i) − a.s.
where ν∗ stands for the unique invariant distribution of
(
Y (t), ξ(t)
)
t≥0 (which exists by
Corollary 4.5).
The additional assumption regarding the function L, which appears in (A2), ensures
that the operator B(X) 3 f → Gf preserves the Lipschitz continuity. This is necessary
for our proof method to work, as it enables us to apply Theorem 4.3 for the Markov chain
(Gf(Yn, ξn))n∈N0 . Obviously, the above-mentioned requirement is always fulfilled if the
process evolves according to only one semiflow.
5 Applications in gene expression analysis
5.1 A continuous-time model of prokaryotic gene expression
Let us describe the dynamical system which occurs in a simple model of gene expression in
the presence of transcriptional bursting (cf. [19]; for biological aspects, see [1, Ch.8] or [9,
Ch.3]). To be more precise, we focus on the prokaryotic (bacterial) gene expression. Genes in
prokaryotes are frequently organised in the so-called operons, that is, small groups of related
structural genes, which are transcribed at the same time as a unit into a single polycistronic
mRNA (which encodes more than one protein). Typically, the proteins encoded by genes
within the same operon interact in some way; for instance, the lac operon in bacterium
Escherichia coli has three genes involved in the uptake and breakdown of lactose.
Consider a prokaryotic cell and a single operon containing d structural genes. Let t ≥ 0
denote the age of the cell, and suppose that Y (t) = (y1(t), . . . , yd(t)) ∈ Rd+ describes the
concentration of d different protein types encoded by the genes within the operon.
The protein molecues undergo degradation, which is interrupted by transcription occur-
ing in the so-called bursts, followed by variable periods of inactivity. As mentioned earlier,
the bursts appear simultaneously (at random moments) for all protein types encoded by the
genes in the operon. From the biological point of view it is quite natural to assume that
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the burst onset times, say 0 < τ1 < τ2 < . . ., are separated by exponentially distributed
random time intervals ∆τ1,∆τ2, . . . (where ∆τn := τn − τn − 1, τ0 := 0) having the same
intensity λ. Moreover, we require that τn →∞ (as n→∞). Since a prokaryotic mRNA can
be efficiently transcribed and translated at the same time (because of the lack of nucleus),
τn determine the moments of production at once.
The rate of protein degradation depends on the current amount of the gene product.
Moreover, taking into account that every burst may somehow influence the degradation
dynamics, we shall assume that the rate is described by a finite collection of continuous
vector fields Di : Rd+ → Rd+, i ∈ I = {1, . . . , N}, which are switched randomly from burst to
burst. We require that, for some α < 0, all the operators −Di, i ∈ I, are α-dissipative, i.e.
〈y1 − y2,Di(y1)−Di(y2)〉 ≥ −α ‖y1 − y2‖2 for y1, y2 ∈ Rd+, i ∈ I, (5.1)
and that there exists T > 0 for which
Range(idRd+
+tDi) = Rd+ for all t ∈ (0, T ), i ∈ I. (5.2)
A simple example of an operator satisfying such conditions is the map (y1, . . . , yd) 7→
(a1y1, . . . , anyn) with positive a1, . . . , ad > 0, which can be interpreted as the different
degradation rates for each protein.
It then follows from Theorem 3.3 that there exist semiflows Si : [0,∞) × Rd+ → Rd+,
i ∈ I, such that, for any i ∈ I and any y ∈ Y , the map R+ 3 t 7→ Si(t, y) is the unique
solution of the following Cauchy problem:{
Y
′
(t) = −Di(Y (t)),
Y (0) = y.
(5.3)
Then the amount of the gene product between two consecutive bursts, say in the time
interval [τn−1, τn), is described by t 7→ Sξn(t− τn−1, Y (τn−1)) whenever Dξn determines the
degradation rate in this period. We assume that ξ0, ξ1, . . ., indicating the degradation rates
between successive bursts, are I-valued random variables, for which the probabilities
piij(y) := P(ξn+1 = j | Y (τn+1) = y, ξn = i), y ∈ Y, i, j ∈ I, (5.4)
does not depend on n and form a matrix consisting of continuous functions of y.
Let θn be a random variable with values in Θ := [0,mΘ]d (for some positive mΘ ∈ R),
which describes the amount of proteins produced (by the genes in the operon) at time τn.
Clearly, the number of new translations (and so the amount of newly produced proteins)
can be different for each of d genes in the operon. The process (Y (t))t≥0 then changes from
Y (τk−) to Y (τk) = Y (τk−) + θk for k ∈ N. We assume that θn depends only on the current
amount of the gene product. More precisely, we require that
P(θn ∈ E |Y (τn−) = y) =
∫
E
p(y, θ) dθ, E ∈ B(Θ), (5.5)
where p : Y ×Θ→ [0,∞) is a continuous function satisfying ∫Θ p(y, θ) dθ = 1 for y ∈ Rd+. It
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is quite natural to expect that the variables τn, ξn and θn satisfy the independence conditions
detailed in Section 2.
Suppose that the initial amount of the gene product (from the operon) is described by a
random variable Y (0) with an arbitrary (and fixed) distribution. Then, letting wθ(y) = y+θ
for θ ∈ Θ and y ∈ Rd+, we see that for each n ∈ N and given Y (τn), the process (Y (t))t≥0
evolves as
Y (t) =
{
Sξn
(
t− τn, Y (τn)
)
for t ∈ [τn, τn+1) ,
wθn+1
(
Sξn(∆τn+1, Y (τn)
)
) for t = τn+1.
(5.6)
Such a dynamical system has the same form as (Y (t))t≥0 defined in Section 2.
To apply the results of Section 4, observe that the model described above satisfies
conditions (A1)-(A3) and (4.1). In fact, since all wθ are Lipschitz continuous with the same
constant, and, due to the definition of Θ,∫
Θ
‖wθ(0)‖ p(Si(t, y), θ) dθ =
∫
Θ
‖θ‖ p(Si(t, y), θ) dθ ≤
√
dmΘ <∞ for all y ∈ Y, i ∈ I,
it follows from Corollary 3.4(1) that (A1) is satisfied with y∗ = 0. Further, in view of
Corollary 3.4(2) and continuity of Di, i ∈ I, condition (A2) holds with L = 1, the dissipa-
tivity constant equal to α and L(y) = 2 maxi∈I ‖Di(y)‖. Finally, (A3) is trivially fulfilled
with Lw = 1. Clearly, for such L, Lw and α, we also obtain (4.1).
Let us now consider the Markov process (Y (t), ξ(t))t≥0 with ξ(t) := ξn for t ∈ [τn, τn+1),
determined by (5.3)-(5.6). Assuming that the phase space R+×I is equipped with the metric
ρc, given by (2.6), wherein c is a sufficiently large constant (determined in Section 6), we
can use the results of Section 4.2 to provide the SLLN for such a process.
Proposition 5.1. Suppose that the maps Di, i ∈ I, satisfy conditions (5.1)-(5.2), and,
additionally, that they are bounded in the case where I consists of more than one element.
Further, assume that (A4) and (A5) hold for {piij : i, j ∈ I} and p, determined by (5.4)
and (5.5), respectively. Then (Y (t), ξ(t))t≥0 has a unique invariant distribution ν∗ such that
ν∗ ∈M1(Rd+), and, for any f ∈ Lipb(Rd+ × I) and any (y, i) ∈ Rd+ × I,
lim
t→∞
1
t
∫ t
0
f(Y (s), ξ(s)) ds = 〈f, ν∗〉 P(y,i)- a.s.
Moreover, if Y (0) has the distribution ν∗ := ν∗(· × I), then there exists a probability
vector (pii)i∈I consisting of pii : Rd+ → [0, 1], i ∈ I, such that, whenever
P(ξ0 = i |Y (0) = y) = pii(y) for all y ∈ Rd+, i ∈ I,
then all the variables Y (t), t ≥ 0, are identically distributed.
5.2 A discrete-time model for an autoregluted gene in bacterium
It is also worth noting that the discrete-time dynamical system of the form (2.2) includes,
as a special case, the abstract model introduced in [12], which provide the mathematical
background for modelling the expression of an autoregulated gene in bacterium.
15
The protein produced from the gene, say A, affects (indirectly) its own expression. Typ-
ically, it needs, however, to be first activated, i.e. undergo certain chemical transformations,
like phosphorylation (P) and dimerisation (D). We can write them symbolically, as
A+ P  AP and 2AP  D. (5.7)
The molecular species A, AP and D diffuse through the cytoplasm of the bacterial cell
and are subject to degradation. Suppose that the cytoplasm is represented by an open
bounded set U ⊂ R3 (with the closure U), and let H := Cb(U)3 be the Banach space
endowed with the norm ‖y‖ := ‖u‖∞ + ‖v‖∞ + ‖z‖∞ , y = (u, v, z) ∈ H. Further, define
H+ := C+(U)
3, where C+(U) stands for the closed cone of non-negative functions in Cb(U).
The concentration of the compounds A, AP and D can be represented (at any fixed time)
by a map y = (u, v, z) ∈ H+. The deterministic evolution of y (in time θ ∈ Θ) is governed
by a system of three reaction-diffusion differential equations in Cb(U) with Neumann’s type
boundary conditions (cf. [12]). The system has the form
∂ty(θ) = D∇2y(t) + F ◦ y(θ)− Λy(θ). (5.8)
Here F : DF ⊃ R3 → R3 is the reaction term (expressed explicitly in [12]) modelling the acti-
vation system (5.7) of A in absence of degradation, and D,Λ ∈ R3×R3 are diagonal matrices
with positive entries on the diagonal, which represent the diffusion constants and degradation
rates, respectively, for each of the compounds. Naturally, ∇2 denotes the Laplace operator.
As shown in [12, Proposition 5.1], for each initial condition y0 ∈ H+, the initial problem
associated with (5.8) has a unique mild solution (see [21]) Θ 3 θ 7→ W˜(θ, y0) ∈ H+, and the
corresponding semiflow W˜ is continuous.
Suppose that bursts of the gene product A appear at random times 0 < θ′1 < θ′2 < . . .
within the interval Θ = [0,mΘ] (wheremΘ > 0 is an appropriately large number), and define
θ′0 := 0, θn := θ′n − θ′n−1 for n ∈ N. Further, let hAn denote the amount of protein A added
to the system at time θn. We assume that hAn = hn + n¯fA, where (hn)n∈N is a seqence of
Cb(U¯)-valued random variables with the same distribution, supported on a ball BCb(U¯)(0, ε),
whilst fA ∈ C(U)+\{0} and n¯ stand for some probability density function and some positive
integer, respectively. The state Yn+1 of the activation system (5.7) just after the burst at
time θ′n+1 is then determined by the recursive formula
Yn+1 =W(θn+1, Yn) +Hn+1, n ∈ N0, (5.9)
where W : Θ×H+ → H+ is given by W(θ, y) := W˜ (θ, y) + n¯(fA, 0, 0), and Hn = (hn, 0, 0).
Clearly, (Hn)n∈N is then a sequence of random variables with values in H and a common
distribution νε, supported on BH(0, ε).
The model takes into account (in contrast to the one described in Section 5.1) that the
onset time of the burst depends on the current distribution of the gene product. Namely, it
is required that
P(θn+1 ∈ D |Yn = y) =
∫
D
p(y, θ) dθ, D ∈ B(Θ), n ∈ N, (5.10)
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where p : H × Θ → [0,∞) is a continuous map satisfying ∫Θ p(y, θ) dθ = 1 for any y ∈ H.
It is worth noting here that, from biological point of view, each of the maps p(·, θ), θ ∈ Θ,
in fact, depends solely on y3, since only the dimer D affects the transcription.
In addition to the above, we also assume that there exists θ¯ > 0 such that p(·, θ) ≡ 0
for all θ ≤ θ¯ (which is, incidentally, reasonable from the biological viewpoint). Under this
assumption, the process (Yn)n∈N0 can be restricted to a closed subset of H+, which is crucial
for application of our general results. To be more precise, according to [12, Lemma 5.4],
there exists a closed subset Y of H+, for which we can choose an ε∗ ∈ (0,∞) such that
W(θ, y) + h ∈ Y for all y ∈ Y, h ∈ BH(0, ε∗), θ ≥ θ¯. (5.11)
We therefore assume that ε (associated with the distribution νε of Hn) belongs to (0, ε∗].
The model (Yn)n∈N0 for an autoregulated gene, defined by (5.9)-(5.11), can be viewed
as the Markov chain determined by the system (2.2) with I = {1}, S1(t, y) = y (for all
t ≥ 0) and wθ(y) =W(θ, y). Appealing to (2.7), we see that the transition law of this chain
is given by
Π(y,A) =
∫
B(0,ε)
∫
Θ
1A−W(θ,y)(h)p(y, θ) dθ νε(dh) =
∫
Θ
νεW(θ,y)(A)p(y, θ) ν
ε(dh),
where νεy(·) := νε(· − y) for y ∈ Y , which shows that the system obtained in this way in
fact coincides with the one introduced in [12]. Within the framework described in [12], one
can show that p satisfies condition (2.4), and that there exists a Borel measurable function
Λ : Y ×Θ→ R such that
‖W(θ, y1)−W(θ, y2)‖ ≤ Λ(y1, θ) ‖y1 − y2‖ for all y1, y2 ∈ Y, θ ∈ Θ, (5.12)
and ∫
Θ
Λ(y, θ)p(y, θ) dθ ≤ γ for some γ < 1. (5.13)
From this, it follows immediately that assumptions (A3) and (A4), introduced in Section 2,
are fulfilled. Clearly, the latter holds with Lw = γ. Moreover, we see that such a model
trivially satisfies condition (A1) (with any y∗ ∈ Y ) and (A2) with L = 1, α = 0 and L ≡ 0.
Since Lw = γ < 1, we also obtain (4.1). In order to get (A5), we need to additionally assume
that there exists δp > 0 such that, for any y1, y2 ∈ Y,∫
Θγ(y1)
min{p(y1, θ), p(y2, θ)} dθ ≥ δp, where Θγ(y) := {θ ∈ Θ : Λ(y, θ) ≤ γ}. (5.14)
In summary, we can conclude that, whenever conditions (2.4) and (5.12)-(5.14) are satisfied,
the results of Section 4.1 apply to the abstract model (Yn)n∈N0 defined by (5.9)-(5.10)
(through identifying (Yn)n∈N0 with (Yn, 1)n∈N0).
Comparing the system presented in Section 5.1 with the one described above, we see
that the second one provides a much more detailed descripiton of the gene expression at time
points just after the bursts (by taking into account the diffusion of the phosphorylated and
dimerised form of the gene product), whilst the first one allows for modelling the process in
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continuous time. Interestingly, one can notice that the variables θn play completely different
roles in these two models; namely, here, θn describes the burst times, while, in Section 5.1
it stands for the amount of the proteins produced in the bursts. It is also worth stressing
explicitly that, since the model for an autoregulated gene evolves in some space of functions,
we are not able to use techniques which are valid only in locally compact spaces.
6 Proofs
In this section, we provide the proofs of all our main results, gathered in Section 4. Before
we proceed to the analysis, let us go back to the definition of ρc, that is, the metric in X. As
we have stressed in Section 2, all the results work under the assumption that the constant c,
appearing in (2.6), is sufficiently large. The choice of c depends on the parameters appearing
in conditions (A1)-(A3) as follows:
c ≥ max
{
1
λ
, esupT ,
λ
λ− α
}
ML(λ− α)
λL
+
2(λ− α)
L
, (6.1)
where T ⊂ [0,∞) is a fixed bounded set with positive measure such that
eαt ≤ λ
λ− α for all t ∈ T, (6.2)
and ML := sup{L(y) : y ∈ BY (y∗, R)}, where R := 4b/(1− a) with
a : = (λLLw)(λ− α)−1,
b : = λmax
i∈I
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
‖wθ(Si(t, y∗))− y∗‖ p(Si(t, y), θ) dθ dt+ ε.
(6.3)
6.1 Proofs of the results from Section 4.1
The proofs of the results referring to the discrete-time model (Yn, ξn)n∈N0 , defined by (2.2),
are based on two theorems concerning general Markov chains, which we formulate below.
Firstly, we shall quote [16, Theorem 2.1], which relies heavily one the asymptotic cou-
pling method, introduced in [10] (cf. also [24, 25]).
For a given stochastic kernel P : E × B(E)→ [0, 1], a time-homogeneous Markov chain
with values in E2 (endowed with the product topology) is said to be a Markovian coupling
of P whenever its transition law B : E2 × B(E2)→ [0, 1] satisfies
B(x, y,A× E) = P (x,A), B(x, y, E ×A) = P (y,A) for x, y ∈ E, A ∈ B(E).
Note that, if Q : E2 × B(E2)→ [0, 1] is a substochastic kernel satisfying
Q(x, y,A× E) ≤ P (x,A), Q(x, y, E ×A) ≤ P (y,A), x, y ∈ E, A ∈ B(E), (6.4)
then we can always construct a Markovian coupling of P whose transition law B satisfies
Q ≤ B. Indeed, it suffices to define the family {R(x, y, ·) : x, y ∈ E} of measures on B(E2),
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which on rectangles A×B ∈ B(E2) are given by
R(x, y,A×B) = (P (x,A)−Q(x, y,A× E))(P (y,B)−Q(x, y, E ×B))
1−Q(x, y, E2)
when Q(x, y, E2) < 1, and R(x, y,A × B) = 0 otherwise. It is then easy to see that
B := Q+R is a stochastic kernel satisfying Q ≤ B, and that the Markov chain with tran-
sition function B is a Markovian coupling of P .
Theorem 6.1. Let (E, ρ) be a complete separable metric space. Suppose that we are given a
regular Markov operator P :M(E)→M(E) with the Feller property, and that there exists
a substochastic kernel Q on E2 × B(E2) satisfying (6.4). Furthermore, assume that the
following conditions hold:
(B1) There exist a Lyapunov function V : E → [0,∞) and constants a ∈ (0, 1) and b > 0
satisfying
PV (x) ≤ aV (x) + b for x ∈ E.
(B2) For some F ∈ B(E2) and some R > 0 the following conditions are satisfied:
• suppQ(x, y, ·) ⊂ F for (x, y) ∈ F ;
• There exists a Markovian coupling (Φ1n,Φ2n)n∈N0 of P with transition function B,
satisfying Q ≤ B, such that for
K := {(x, y) ∈ F : V (x) + V (y) < R} (6.5)
and κ := inf{n ∈ N : (Φ1n,Φ2n) ∈ K} we can choose constants ζ ∈ (0, 1) and
C¯ > 0 so that
E(x,y)(ζ−κ) ≤ C¯ whenever V (x) + V (y) <
4b
1− a. (6.6)
(B3) There exists a constant q ∈ (0, 1) such that∫
E2
ρ(u, v)Q(x, y, du, dv) ≤ qρ(x, y) for (x, y) ∈ F.
(B4) Letting U(r) = {(x, y) : ρ(x, y) ≤ r} for r > 0, we have
inf
(x,y)∈F
Q(x, y, U(qρ(x, y))) > 0.
(B5) There exist constants l > 0 and ν ∈ (0, 1] such that
Q(x, y, E2) ≥ 1− lρ(x, y)ν for (x, y) ∈ F.
Then, the operator P possesses a unique invariant measure µ∗ ∈M1(E) such that 〈V, µ∗〉 <∞.
Moreover, there exist constants C ∈ R and β ∈ [0, 1) such that
dFM (µP
n, µ∗) ≤ Cβn(〈V, µ+ µ∗〉+ 1) (6.7)
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for all n ∈ N and every µ ∈M1(E) satisfying 〈V, µ〉 <∞.
To explain a bit more the essential idea underlying the above result, we provide a brief
sketch of its proof in the Appendix.
Secondly, we need a modified version of [23, Theorem 2.1]. This result is originally
stated for Markov chains evolving on a Hilbert space. However, a simple analysis of its
proof shows that it can be easily reformulated to the following version, which remains valid
in the case of Polish spaces.
Theorem 6.2. Let (E, ρ) be a complete separable metric space, and let (Φn)n∈N0 be an
E-valued time-homogeneous Markov chain with transition function P . Further, suppose that
the following conditions hold:
(C1) P has a unique invariant measure µ∗ ∈M1(E).
(C2) There exist a continuous function ϕ : E → R+ and a sequence (γk)k∈N0 of positive
numbers satisfying
∑∞
k=0 γk <∞, such that for every f ∈ Lipb(E) we have
|Pnf(x)− 〈f, µ∗〉 | ≤ γnϕ(x)(‖f‖∞ + |f |Lip) for x ∈ E, n ∈ N,
where |f |Lip is the minimal Lipschitz constant of f .
(C3) there exists a continuous function h : E → R+ such that
Exϕ(Φn) ≤ h(x) for n ∈ N0, x ∈ E.
Then for every f ∈ Lipb(E) and each initial state x ∈ E
lim
n→∞
1
n
n−1∑
k=0
f(Φk) = 〈f, µ∗〉 Px − a.s.
6.1.1 Proofs of Theorem 4.1 and Corollary 4.2
The key idea to prove Theorem 4.1, providing sufficient conditions for the exponential ergod-
icity of the discrete-time model, is to verify the hypotheses of Theorem 6.1 for the Markov
operator Pε, corresponding to (2.7), and an appropriately defined substochastic kernel Q.
In order to shorten some of the expressions, needed in the proof, we put
p (x1, x2, t, θ) := p(Si1(t, y1), θ) ∧ p(Si2(t, y2), θ),
pij(x1, x2, t, θ, h) := pii1,j(wθ(Si1(t, y1)) + h) ∧ pii2,j(wθ(Si2(t, y1)) + h),
wj(x1, x2, t, θ, h) := ((wθ(Si1(t, y1)) + h, j), (wθ(Si2(t, y2)) + h, j)),
(6.8)
for x1 = (y1, i1), x2 = (y2, i2) ∈ X, t ≥ 0, θ ∈ Θ, h ∈ BH(0, ε), where ∧ denotes minimum.
Furthermore, introducing the notation
∆thf(y, i) :=
∫
Θ
[∑
j∈I
f(wθ(Si(t, y)) + h, j)piij(wθ(Si(t, y)) + h)
]
p(Si(t, y), θ) dθ
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for any (y, i) ∈ X and f ∈ B(X), we can write
Pεf(y, i) =
∫
BH(0,ε)
∫ ∞
0
λe−λt ∆thf(y, i) dt ν
ε(dh).
Let us now define
Λthf(x1, x2) :=
∫
Θ
[∑
j∈I
f(wj(x1, x2, t, θ, h))pij(x1, x2, t, θ, h)
]
p (x1, x2, t, θ) dθ,
Λth(x1, x2, A) := Λ
t
h1A(x1, x2) for (x1, x2) ∈ X2, f ∈ Bb(X2), A ∈ B(X),
and Qε : X2 × B(X2)→ [0, 1] by setting
Qε(x1, x2, A) :=
∫
BH(0,ε)
∫ ∞
0
λe−λt Λth((x1, x2), A) dt ν
ε(dh) (6.9)
for all (x1, x2) ∈ X2 and A ∈ B(X2). It is easily seen that Qε is a substochastic kernel,
satisfying (6.4) with P = Pε, and obviously
Qεf(x1, x2) =
∫
BH(0,ε)
∫ ∞
0
λe−λt Λthf(x1, x2) dt ν
ε(dh)
for any x1, x2 ∈ X and f ∈ Bb(X2).
In the analysis that follows, we assume that X2 is equipped with the following metric
ρc((x1, x2), (z1, z2)) = ρc(x1, z1) + ρc(x2, z2), (x1, x2), (z1, z2) ∈ X2. (6.10)
Proof of Theorem 4.1. It suffices to verify the hypotheses of Theorem 6.1 for P = Pε and
Q = Qε given by (6.9). First of all, let us note that Pε is Feller, which follows immediately
from the continuity of functions pii,j , y 7→ Si(t, y), y 7→ p(y, θ) and wθ. Moreover, take
x∗ := (y∗, i∗), where y∗ is determined by (A1), and i∗ is an arbitrarily fixed element in I.
Our further reasoning falls naturally into five parts.
Step 1. Our first goal is to show that condition (B1) holds for V : X → [0,∞) given by
V (y, j) := ‖y − y∗‖ for (y, j) ∈ X, (6.11)
with constants a and b determined by (6.3). Clearly, V is a Lyapunov function, which
satisfies V (x) ≤ ρc(x∗, x) for all x ∈ X. Further, note that a ∈ (0, 1), due to (4.1). For
brevity, let us define
bj(t, y) :=
∫
Θ
‖wθ(Sj(t, y∗))− y∗‖ p(Sj(t, y), θ) dθ, j ∈ I, t ≥ 0, z ∈ Y.
From (A1) we know that b < ∞, which, in particular, implies that bj(t, y) < ∞ for almost
all t ≥ 0 and each y ∈ Y .
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Let (y, i) ∈ X. By conditions (A3) and (A2) we see that for t ≥ 0 and h ∈ BH(0, ε),
∆thV (y, i) =
∫
Θ
‖wθ(Si(t, y)) + h− y∗‖
[∑
j∈I
piij(wθ(Si(t, y)) + h)
]
p(Si(t, y), θ) dθ
≤
∫
Θ
‖wθ(Si(t, y))− wθ(Si(t, y∗))‖ p(Si(t, y), θ) dθ
+
∫
Θ
‖wθ(Si(t, y∗))− y∗‖ p(Si(t, y), θ) dθ + ‖h‖
≤ Lw ‖Si(t, y)− Si(t, y∗)‖+ bi(t, y) + ε ≤ LLweαt ‖y − y∗‖+ bi(t, y) + ε.
Hence,
PεV (y, i) =
∫
BH(0,ε)
∫ ∞
0
λe−λt ∆thV (y, i) dt ν
ε(dh)
≤ λLLw
∫ ∞
0
e(α−λ)t dt ‖y − y∗‖+ λ
∫ ∞
0
e−λtbi(t, y) dt+ ε
≤ λLLw
λ− α ‖y − y
∗‖+ b = aV (y, i) + b.
(6.12)
Step 2. Let us define R := 4b/1(1 − a) and F := F1 ∪ F2, where F1, F2 ⊂ X2 are
given by
F1 := {((y1, i1), (y2, i2)) : i1 = i2}, F2 := {((y1, i1), (y2, i2)) : V (y1, i1) + V (y2, i2) < R}.
We will show that condition (B2) is satisfied for them.
First of all, observe that suppQε(x1, x2, ·) ⊂ F for every (x1, x2) ∈ X2. To see this, let
(x1, x2) := ((y1, i1), (y2, i2)) ∈ X2 and (z1, z2) := ((u1, k1), (u2, k2)) ∈ X2\F.
Then, in particular, (z1, z2) /∈ F1, that is k1 6= k2. Consequently, we obtain
ρc(wj(x1, x2, t, θ, h), (z1, z2)) ≥ c(d(j, k1) + d(j, k2)) ≥ c for j ∈ I, t ≥ 0, h ∈ BH(0, ε),
where wj and ρc were introduced in (6.8) (6.10), respectively. Hence, taking η ∈ (0, c), we see
that wj(x1, x2, t, θ, h) /∈ BX2((z1, z2), η) for all j, t, h, which yieldsQε(x1, x2, BX2((z1, z2), η)) =
0 and thus (z1, z2) ∈ X2\ suppQε(x1, x2, ·).
Let (X1n, X2n)n≥0 be an arbitrary Markovian coupling of Pε with transition function B
such that Qε ≤ B. Further, put κ := inf{n ∈ N : (X1n, X2n) ∈ K}, where K ⊂ X2 is given
by (6.5), and define V : X2 → [0,∞) by
V (x1, x2) := V (x1) + V (x2) for (x1, x2) ∈ X2.
Since {(x1, x2) ∈ X2 : V (x1, x2) < R} = F2 ⊂ F , we obtain
κ = inf
{
n ∈ N0 : V (X1n, X2n) < R
}
.
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Furthermore, V is a Lyapunov function satisfying
BV (x1, x2) ≤ aV (x1, x2) + 2b for (x1, x2) ∈ X2,
which follows from (6.12). From [16, Lemma 2.2] it now follows that (6.6) holds.
Step 3. We shall prove that condition (B3) holds with q := a ∈ (0, 1). Let (x1, x2) :=
((y1, i1), (y2, i2)) ∈ F . By condition (A3) we obtain that, for t ≥ 0 and h ∈ BH(0, ε),
Λthρc(x1, x2) ≤
∫
Θ
‖wθ(Si1(t, y1))− wθ(Si2(t, y2))‖ p(Si1(t, y1), θ) dθ
≤ Lw ‖Si1(t, y1)− Si2(t, y2)‖ .
(6.13)
In the case where i1 6= i2, that is (x1, x2) ∈ F2, it follows that y2 ∈ BY (y∗, R), and thus
L(y2) ≤ML. This, combined with (A2), gives
‖Si1(t, y1)− Si2(t, y2)‖ ≤ Leαt ‖y1 − y2‖+ tML d(i1, i2). (6.14)
Finally, applying (6.13), (6.14) and (6.1), we have
Qερc(x1, x2) ≤ λLw
∫ ∞
0
e−λt ‖Si1(t, y1)− Si2(t, y2)‖ dt
≤ λLLw
(∫ ∞
0
e−λt dt ‖y1 − y2‖+ ML
L
∫ ∞
0
te−λt dtd(i1, i2)
)
≤ λLLw
λ− α
(
‖y1 − y2‖+ (λ− α)ML
λ2L
d(i1, i2)
)
≤ qρc(x1, x2).
Step 4. We now proceed to prove condition (B4). For this purpose, let T ⊂ [0,∞) be
the bounded set with positive measure such that (6.2) holds. Clearly, due to (6.2) we obtain
LLwe
αt ≤ q for t ∈ T (where q = λLLw(λ− α)−1 ). (6.15)
Define δ = δpiδp
∫
T λe
−λt dt. Letting (x1, x2) := ((y1, i1), (y2, i2)) ∈ F and
U := {(u1, u2) ∈ X2 : ρc(u1, u2) ≤ qρc(x1, x2)},
we shall establish that Qε(x1, x2, U) ≥ δ.
Recall the definition of Θ(·, ·) introduced in (2.5) and consider the following sets:
R1(t) := Θ(Si1(t, y1), Si2(t, y2)),
R2(t) := {θ ∈ Θ : ‖wθ(Si1(t, y1))− wθ(Si2(t, y2)‖ ≤ qρc(x1, x2)}.
Now, applying (6.14), (6.15) and (6.1), we see that, for t ∈ T and θ ∈ R1(t),
‖wθ(Si1(t, y1))− wθ(Si2(t, y2))‖ ≤ Lw ‖Si1(t, y1)− Si2(t, y2)‖
≤ LwLeαt ‖y1 − y2‖+ LwesupTML d(i1, i2)
≤ q ‖y1 − y2‖+ cqd(i1, i2) = qρc(x1, x2).
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This obviously implies that R1(t) ⊂ R2(t) for any t ∈ T . Furthermore, appealing to the
notation introduced in (6.8), for any t ∈ T , θ ∈ Θ, h ∈ BH(0, ε) and j ∈ I we can write
R2(t) = {θ ∈ Θ : wj(x1, x2, t, θ, h) ∈ U}, whence
1U (wj(x1, x2, t, θ, h)) = 1R2(t)(θ) ≥ 1R1(t)(θ).
From (A5) it then follows that, for t ∈ T and h ∈ BH(0, ε),
Λth(x1, x2, U) ≥ δpi
∫
R1(t)
p(Si1(t, y1), θ)) ∧ p(Si2(t, y2), θ) dθ ≥ δpiδp,
which finally gives
Qε(x1, x2, U) ≥
∫
BH(0,ε)
∫
T
λe−λt Λth(x1, x2, U) dt ν
ε(dh) ≥ δpiδp
∫
T
λe−λt dt = δ.
Step 5. To complete the proof, it remains to establish condition (B5). Let (x1, x2) :=
((y1, i1), (y2, i2)) ∈ F , and put z1(t) := Si1(t, y1), z2(t) := Si2(t, y2). Applying the inequality
(s1 ∧ s2)(t1 ∧ t2) ≥ s1t1 − s1|t1 − t2| − |s1 − s2|t1, si, ti ∈ R, i = 1, 2,
and setting
Ath(x1, x2) =
∫
Θ
[∑
j∈I
pii1j(wθ(z1(t)) + h)
]
p(z1(t), θ) dθ,
Bth(x1, x2) =
∫
Θ
[∑
j∈I
pii1j(wθ(z1(t)) + h)
]
|p(z1(t), θ)− p(z2(t), θ)| dθ,
Cth(x1, x2) =
∫
Θ
[∑
j∈I
|pii1j(wθ(z1(t)) + h)− pii2j(wθ(z2(t)) + h)|
]
p(z1(t), θ) dθ,
we infer (recalling the notation introduced in (6.8)) that
Λth(x1, x2, X
2) =
∑
j∈I
∫
Θ
pij(x1, x2, t, θ, h)p (x1, x2, t, θ)dθ
≥ Ath(x1, x2)−Bth(x1, x2)− Cth(x1, x2) for t ≥ 0, h ∈ BH(0, ε).
Clearly, Ath(x1, x2) = 1. Further, due to (A4), we have
Bth(x1, x2) =
∫
Θ
|p(z1(t), θ)− p(z2(t), θ)| dθ ≤ Lp ‖z1(t)− z2(t)‖ .
24
Finally, using (A4) and (A3), sequentially, we observe that
Cth(x1, x2) ≤
∫
Θ
[∑
j∈I
|pii1j(wθ(z1(t)) + h)− pii1j(wθ(z2(t)) + h)|
]
p(z1(t), θ) dθ
+
{∫
Θ
[∑
j∈I
pii1j(wθ(z2(t)) + h) p(z1(t), θ)
]
dθ
+
∫
Θ
[∑
j∈I
pii2j(wθ(z2(t)) + h) p(z1(t), θ)
]
dθ
}
d(i1, i2)
≤ Lpi
∫
Θ
‖wθ(z1(t))− wθ(z2(t))‖ p(z1(t), θ) dθ + 2d(i1, i2)
≤ LwLpi ‖z1(t)− z2(t)‖+ 2d(i1, i2).
Hence
Λth(x1, x2, X
2) ≥ 1− (Lp + LwLpi) ‖Si1(t, y1)− Si2(t, y2)‖ − 2d(i1, i2).
Now, reconsidering (6.14) we conclude that
Λth(x1, x2, X
2) ≥ 1− (Lp + LwLpi)
[
Leαt ‖y1 − y2‖+ tML d(i1, i2)
]− 2d(i1, i2)
≥ 1− L(Lp + LwLpi + 1)
[
eαt ‖y1 − y2‖+ 1
L
(tML + 2)d(i1, i2)
]
for all t ≥ 0 and h ∈ BH(0, ε). From (6.1) it now follows that
Qε(x1, x2, X
2) =
∫
BH(0,ε)
∫ ∞
0
λe−λt Λth(x1, x2, X
2) dt νε(dh)
≥ 1− λL(Lp + LwLpi + 1)
[∫ ∞
0
e(α−λ)tdt ‖y1 − y2‖+ 1
L
(
ML
∫ ∞
0
teλtdt+ 2
)
d(i1, i2)
]
= 1− λL(Lp + LwLpi + 1)
λ− α
[
‖y1 − y2‖+ λ− α
L
(
ML
λ2
+ 2
)
d(i1, i2)
]
≥ 1− λL(Lp + LwLpi + 1)
λ− α ρc(x1, x2).
Summarizing, we have shown that all the hypotheses of Theorem 6.1 hold, and thus the
proof is now complete.
Proof of Corollary 4.2. In what follows, for each n ∈ N0, we write µn and µ˜n for the distri-
butions of (Yn, ξn) and Yn, respectively.
In order to show (1), let µ˜0 = µ˜∗, and choose pii : Y → [0,∞) so that
µ∗(B × {i}) =
∫
B
pii(y) µ˜
∗(dy), B ∈ B(Y ), i ∈ I.
Since
∑
i∈I pii = 1 almost everywhere with respect to µ˜0, the conditional distribution
P(ξ0 = i|Y0 = y) := pii(y) for y ∈ Y, i ∈ I,
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is well-defined. It follows that
µ0(B × J) = P(Y0 ∈ B, ξ0 ∈ J) =
∑
j∈J
∫
{Y0∈B}
P(ξ0 = j |Y0) dP
=
∑
j∈J
∫
B
pij(y) µ˜
∗(dy) =
∑
j∈J
µ∗(B × {j}) = µ∗(B × J)
for all B ∈ B(Y ) and J ⊂ I, which gives µ0 = µ∗. Consequently, we obtain for any
B ∈ B(Y ),
µ˜n(B) = µn(B × I) = µ0Pn(B × I) = µ∗Pn(B × I) = µ∗(B × I) = µ˜∗(B).
For the proof of assertion (2), it suffices to observe that
dFM (µ˜n, µ˜
∗) ≤ dFM (µn, µ∗) for n ∈ N.
It follows from the fact that for every f ∈ RFM (Y ),
|〈f, µ˜n − µ˜∗〉| =
∣∣∣∣∫
Y
f(y) (µ˜n − µ˜∗)(dy)
∣∣∣∣ = ∣∣∣∣∫
Y×I
f(y) (µn − µ∗)(dy, di)
∣∣∣∣ ≤ dFM (µn, µ∗),
where the last inequality holds since [(y, i) 7→ f(y)] ∈ RFM (Y × I). Then (2) is ensured
by (4.2).
6.1.2 Proof of Theorem 4.3
To establish the SLLN for the discrete-time model, we use both Theorem 4.1, which has
already been proven, and Theorem 6.2 (i.e. a version of the SLLN by Shirikyan).
Proof of Theorem 4.3. It suffices to verify the conditions of Theorem 6.2. By virtue of
Theorem 4.1 there exists a unique invariant distribution µ∗ for P , whence (C1) holds, and
we can choose C¯ ∈ R and β ∈ [0, 1) such that
dFM (δ(y,i)P
n, µ∗) ≤ C¯βn(‖y − y∗‖+ 1) for any (y, i) ∈ X,
where δ(y,i) stands for the Dirack measure at (y, i). Let us now define ϕ(y, i) := V (y, i) + 1
for any (y, i) ∈ X, where V is given by (6.11). Then
|Pnε f(y, i)− 〈f, µ∗〉 | ≤ Cβnϕ(y, i)(‖f‖∞ + |f |Lip) for all (y, i) ∈ X and f ∈ Lipb(X),
which ensures (C2). As we have seen in (6.12), there exists a ∈ (0, 1) and b > 0 such that
PεV (y, i) ≤ aV (y, i) + b for all (y, i) ∈ X. This gives
Pnε V (y, i) ≤ anV (y, i) + b
n−1∑
k=0
ak ≤ V (y, i) + b
1− a for (y, i) ∈ X, n ∈ N,
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and thus we can conclude that
E(y,i)ϕ(Xn) = Pnε ϕ(y, i) = Pnε V (y, i) + 1 ≤ V (y, i) + 1 +
b
1− a for (y, i) ∈ X.
Hence, (C3) holds with h(y, i) := V (y, i) + 1 + b(1 − a)−1, (y, i) ∈ X, which completes the
proof.
6.2 Proofs of the results from Section 4.2
We now turn to proving the statements regarding the PDMP defined by (2.8), which have
been gathered in Section 4.2.
6.2.1 Proof of Theorem 4.4
Our proof of Theorem 4.4 is based on techniques similar to those employed in [14, Theorem
5.3.1] and [3, Propositions 2.1 and 2.4].
Let us first recall that (P¯ tε)t≥0 stands for the transition semigroup of (Y (t), ξ(t))t≥0,
and that (Θ,B(Θ), ϑ) is assumed to be a measure space with a finite Borel measure ϑ.
We will begin the analysis by showing that (P¯ tε)t≥0 enjoys the Feller property. Further,
we shall provide an approximation of t−1P¯ tε , which will allow us to establish a relationship
between the weak infinitesimal operators corresponding to the semigroup (P¯ tε)t≥0 and some
other semigroup of linear operators, which can be expressed explicitly in a simple form. This
observation will be crucial in proving the theorem.
For brevity, we shall write jn, sn, θn and hn for the sequences (j1, . . . , jn), (s1, . . . , sn),
(θ1, . . . , θn) and (h1, . . . , hn), respectively. The symbols dθn and νεn(dhn) will be used to de-
note the product measures ϑ⊗n(dθ1, . . . , dθn) and (νε)⊗n(dh1, . . . , dhn), respectively. More-
over, for any n ∈ N, y ∈ Y , i ∈ I, jn ∈ In, sn+1 ∈ [0,∞)n+1, θn ∈ Θn and hn ∈ BH(0, ε)n,
we define
W1(y, i, s1, θ1, h1) = wθ1(Si(s1, y)) + h1,
Wn(y, i, jn−1, sn,θn,hn) = wθn(Sjn−1(sn,Wn−1(y, i, jn−2, sn−1,θn−1,hn−1))) + hn;
H1(y, i, j1, s1, s2, θ1, h1) = Sj1(s2,W1(y, i, s1, θ1, h1)),
Hn(y, i, jn, sn+1,θn,hn) = Sjn(sn+1,Wn(y, i, jn−1, sn,θn,hn));
Π1(y, i, j1, s1, θ1, h1) = piij1(W1(y, i, s1, θ1, h1)),
Πn(y, i, jn, sn,θn,hn) = Πn−1(y, i, jn−1, sn−1,θn−1,hn−1)
× pijn−1jn(Wn(y, i, jn−1, sn,θn,hn)).
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P1(y, i, s1, θ1) = p(Si(s1, y), θ1),
Pn(y, i, jn−1, sn,θn,hn−1) = Pn−1(y, i, jn−2, sn−1,θn−1,hn−2)
× p(Hn−1(y, i, jn−1, sn,θn−1,hn−1), θn).
Furthermore, we let (Nt)t≥0 denote the renewal counting process with arrival times τn, i.e.
Nt := max{n ∈ N0 : τn ≤ t}, t ≥ 0.
Lemma 6.3. The semigroup (P¯ tε)t≥0 is Feller.
Proof. Let t ≥ 0 and f ∈ Cb(X). According to the definition of Nt we have
{Nt = n} = {ω ∈ Ω : τn(ω) ≤ t < τn+1(ω)}, n ∈ N0.
For any (y, i) ∈ X and any n ∈ N0, we define
Rtnf(y, i) : =
∫
{Nt=n}
f(Y (t), ξ(t)) dP(y,i) =
∫
{Nt=n}
f(Sξn(t− τn, Yn), ξn) dP(y,i). (6.16)
This together with (2.9) allows us to write
P¯ tεf(y, i) = E(y,i)f(Y (t), ξ(t)) =
∞∑
n=0
Rtnf(y, i) for (y, i) ∈ X. (6.17)
We then see that
Rt0f(y, i) = P(τ1 ≥ t)f(Si(t, y), i) = e−λtf(Si(t, y), i), (6.18)
and
Rt1f(y, i) =
∫
{Nt=1}
f(Sξ1(t− τ1, wθ1(Si(τ1, y)) +H1), ξ1) dP(y,i)
=
∫
{Nt=1}
∑
j∈I
∫
BH(0,ε)
∫
Θ
f (H1(y, i, j, τ1, t− τ1, θ, h)) Π1(y, i, j, τ1, θ, h)
× P1(y, i, τ1, θ) dθ νε(dh) dP.
In the general case, by setting
Ψnf(y, i,sn, t) :=
∑
jn∈In
[ ∫
BH(0,ε)n
∫
Θn
f (Hn(y, i, jn, (sn, t− sn),θn,hn), jn)
×Πn(y, i, jn, sn,θn,hn)Pn(y, i, jn−1, sn,θn,hn−1) dθn νεn(dhn)
]
(6.19)
for (y, i) ∈ X, sn ∈ Rn+, and ∆τn := (∆τ1, . . . ,∆τn), we obtain
Rtnf(y, i) =
∫
{Nt=n}
Ψnf(y, i,∆τn, t) dP for (y, i) ∈ X, n ≥ 1. (6.20)
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Clearly, Hn, Πn and Pn are continuous with respect to (y, i), since Sj(·, s), wθ, p(·, θ) and
piij are continuous. Therefore, and by the Lebesgue dominated convergence theorem, all the
functions Rtnf , n ∈ N0, are continuous. Noting that |Rtnf(y, i)| ≤ ‖f‖∞ P(Nt = n) for all
n ∈ N0 and (y, i) ∈ X, we can again apply the Lebesgue theorem (in the discrete version)
to deduce that P¯ tεf is continuous.
Using the decomposition (6.17) of P¯ tε appearing in the above proof, we can obtain the
announced approximation of P¯ tε/t (cf. [14]).
Lemma 6.4. For every f ∈ Bb(X) there exists a map uf : X × (0,∞) → R such that
limt→0
(‖uf (·, t)‖∞ /t) = 0 and
P¯ tεf(y, i) = e
−λtf(Si(t, y), i) + λe−λt
∫ t
0
Ψ1f(y, i, s, t) ds+ uf (y, i, t) for t > 0,
where Ψ1 is defined by (6.19).
Proof. According to (6.17), we may write P¯ tεf = Rt0f + Rt1f +
∑∞
n=2R
t
nf, where Rtnf are
defined by (6.16). As we have already seen, Rt0f can be expressed as (6.18). Since the
distribution of τ1 conditional on {Nt = 1} is uniform over (0, t), it follows that
Rt1f(y, i) =
∫
{Nt=1}
Ψ1f(y, i,∆τ 1, t) dP = P(Nt = 1)
∫
Ω
Ψ1f(y, i,∆τ 1, t) dP(· |Nt = 1)
= λte−λt
∫ t
0
1
t
Ψ1f(y, i, s, t) ds = λe
−λt
∫ t
0
Ψ1f(y, i, s, t) ds.
Define uf (y, i, t) :=
∑∞
n=2R
t
nf(y, i) for (y, i) ∈ X and t > 0. By (6.20) we obtain
|uf (y, i, t)|
t
≤ ‖f‖∞
1
t
∞∑
n=2
P(Nt = n) = ‖f‖∞
1
t
e−λt
∞∑
n=2
(λt)n
n!
= ‖f‖∞
1
t
e−λt(eλt − 1− λt) = ‖f‖∞
(
1− e−λt
t
− λe−λt
)
for all t > 0 and (y, i) ∈ X, whence limt→0 (‖uf (·, t)‖∞ /t) = 0, as claimed.
Having established this, we immediately obtain the following:
Lemma 6.5. The semigroup (P¯ tε)t≥0 is stochastically continuous, i.e.
lim
t→0
P¯ tεf(x) = f(x) for all x ∈ X and f ∈ Cb(X).
In order to prepare for the proof of Theorem 4.4, we also need a few facts concerning
semigroups of linear operators on Banach spaces, adapted from [7,8].
Consider the Banach space (Ms(X), ‖·‖TV ), where
‖µ‖TV := sup{| 〈f, µ〉 | : f ∈ Bb(E), ‖f‖∞ ≤ 1}, for µ ∈Ms(E),
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and letMs(X)∗ denote its dual space. For any function f ∈ Bb(X) we define the functional
`f :Ms(X)→ R by
`f (µ) := 〈f, µ〉 for µ ∈Ms(X).
Clearly, `f ∈ Ms(X)∗, and f 7→ `f is an isometric embedding of Bb(X) in Ms(X)∗, i.e.
an injective linear map satisfying ‖`f‖ = ‖f‖∞ for all f ∈ Bb(X). Therefore, Bb(X) can
be regarded as a subspace ofMs(X)∗, and consequently, it can be endowed with the weak
star (w∗-) topology inherited from Ms(X)∗. Moreover, one can easily show that Bb(X) is
w∗-closed inMs(X)∗.
We say that a sequence fn ∈ Bb(X), n ∈ N, converges ∗-weakly to f ∈ Bb(X) and we
write w∗- limn→∞ fn = f whenever (`fn)n∈N converges ∗-weakly to `f inMs(X)∗, that is
w∗- lim
n→∞ fn = f iff limn→∞ 〈fn, µ〉 = 〈f, µ〉 for all µ ∈Ms(X). (6.21)
It is not hard to show that w∗- limn→∞ fn = f is equivalent to the requirement that
fn(x)→ f(x) for x ∈ X, and the sequence (‖fn‖∞)n∈N is bounded.
Suppose we are given a subspace L of Bb(X) ⊂ Ms(X)∗ and a contraction semigroup
(T t)t≥0 of bounded linear operators T t : L→ L, t ≥ 0. Let
L0(T ) := {f ∈ L : w∗- lim
t→0
T tf = f}. (6.22)
We can consider the so-called weak infinitesimal operator [7, Ch.1 § 6] of the semigroup
(T t)t≥0. It is the function A : D(A)→ L0(T ) defined by
Af = w∗- lim
t→0
T tf − f
t
for f ∈ D(A),
where
D(A) :=
{
f ∈ L : w∗- lim
t→0
T tf − f
t
exists and belongs to L0(T )
}
.
Clearly, D(A) ⊂ L0(T ). We now give several properties of such an operator, which are
useful for our further considerations.
Remark 6.6. Under the assumptions made above the following statements hold (see [7, p.
40] or [8, pp. 437-448] for the proofs):
(i) w∗- clD(A) = w∗- clL0(T ), where w∗- cl denotes the ∗-weak closure in Bb(X).
(ii) For every f ∈ D(A) the derivative
t 7→ d
+T tf
dt
:= w∗- lim
h→0+
T t+hf − T tf
h
exists, is ∗-weak continuous from the right, and
d+T tf
dt
= AT tf = T tAf and T tf − f =
∫ t
0
T sAf ds for all t ≥ 0.
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(iii) For any β > 0, the operator βid − A : D(A) → L0(T ) is invertible and the inverse
operator Rβ := (βid−A)−1 : L0(T )→ D(A) (called the resolvent of A) is given by
Rβf(x) =
∫ ∞
0
e−βtT tf(x) dt, x ∈ X, f ∈ L0(t).
We are now in a position to prove the first main result of Section 4.2.
Proof of Theorem 4.4. According to Lemma 6.3, we may consider the contraction semi-
group P˜ t : Cb(X)→ Cb(X), t ≥ 0, given by P˜ tf = P¯ tεf for f ∈ Cb(X). From Lemma 6.5
we know that L0(P ) = Cb(X), and thus we can define the weak infinitesimal generator
B : D(B)→ Cb(X) of the semigroup (P˜ t)t≥0.
Define the maps Qt : Cb(X)→ Cb(X), t ≥ 0, by
Qtf(y, i) = f(Si(t, y), i) for (y, i) ∈ X.
Obviously, (Qt)t≥0 forms a contraction semigroup of linear operators and L0(Q) = Cb(X).
Let A : D(A)→ Cb(X) denote the weak infinitesimal generator of this semigroup.
We shall prove that D(A) = D(B) and
Bf = λWf +Af − λf for f ∈ D(B), (6.23)
where W is determined by (4.4). To do this, fix f ∈ D(A), and let Ψ1 be the function
determined by (6.19) for n = 1. It now follows from Lemma 6.4 that there exists uf :
X × (0,∞)→ R such that
1
t
(
P˜ tf(y, i)− f(y, i)
)
= λe−λt
1
t
∫ t
0
Ψ1f(y, i, s, t) ds+ e
−λt 1
t
(f(Si(t, y), i)− f(y, i))
− λ1− e
−λt
λt
f(y, i) +
uf (y, i, t)
t
for (y, i) ∈ X, t > 0,
and w∗- limt→0 uf (·, t)/t = 0. From the continuity of f , Sj(·, y), wθ and the boundedness
of f , we infer that the maps (s, t) 7→ Ψ1f(y, i, s, t) are continuous. Therefore, and by the
mean value theorem, for each t > 0 and (y, i) ∈ X, we can choose s(y,i)(t) ∈ (0, t) such that
1
t
∫ t
0
Ψ1f(y, i, s, t) ds = Ψ1f(y, i, s(y,i)(t), t) for (y, i) ∈ X, t > 0.
Keeping in mind the fact that |Ψ1| ≤ ‖f‖∞, we see that
w∗- lim
t→0
e−λt
1
t
∫ t
0
Ψ1f(· , s, t) ds = Ψ1f(· , 0, 0) = Wf,
since the expression under the limit sign is bounded for all (y, i) ∈ X and all t in some
neighborhood of zero. Moreover, by the definition of (Qt)t≥0, we have
1
t
(f(Si(t, y), i)− f(y, i)) = 1
t
(Qtf(y, i)− f(y, i)) for (y, i) ∈ X, t > 0,
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and w∗- limt→0 e−λt(Qtf − f)/t = Af since f ∈ D(A). Summarizing, we obtain
w∗- lim
t→0
1
t
(P˜ tf − f) = λWf +Af − λf ∈ Cb(X),
which gives (6.23) and D(A) ⊂ D(B). Clearly, letting f ∈ D(B), we conclude analogously
that D(B) ⊂ D(A).
Let us now observe that P = GW , where G and W are defined by (4.3) and (4.4),
respectively. Indeed, we have for all f ∈ Bb(X) and (y, i) ∈ X,
GWf(y, i) =
∫ ∞
0
λe−λtWf(Si(t, y), i) dt
=
∑
j∈I
∫ ∞
0
∫
BH(0,ε)
∫
Θ
λe−λtf(wθ(Si(t, y)) + h, j)piij(wθ(Si(t, y)) + h)
× p(Si(t, y), θ) dθνε(dh)dt = Pf(y, i).
Further, consider the resolvent Rλ : Cb(X) → D(A) of the operator A. As we pointed out
in Remark 6.6(iii), we have
Rλf(y, i) =
∫ ∞
0
e−λtQtf(y, i) dt for f ∈ Cb(X), (y, i) ∈ X,
which implies G|Cb(X) = λRλ. Hence, in particular, G(Cb(X)) ⊂ D(A) and
G(λ id−A)f = (λ id−A)Gf = λf for f ∈ D(A). (6.24)
We now proceed to show assertion (1). For this purpose, suppose that Pε has an
invariant measure µ∗ ∈M1(X), and let ν∗ := µ∗G. Using the identity P = GW , we have
ν∗W = µ∗GW = µ∗P = µ∗,
〈f, ν∗〉 = 〈Gf, µ∗〉 = 〈PGf, µ∗〉 = 〈GWGf, µ∗〉 = 〈WGf, ν∗〉 , f ∈ Bb(X). (6.25)
Letting f ∈ D(A) = D(B), we can apply (6.25) with (λ id−A)f in place of f , and use
identity (6.24) to obtain
〈(λ id−A)f, ν∗〉 = 〈WG(λ id−A)f, ν∗〉 = 〈λWf, ν∗〉 .
Consequently, from (6.23) we then see that
〈Bf, ν∗〉 = 〈λWf +Af − λf, ν∗〉 = 0 for f ∈ D(B). (6.26)
From Remark 6.6(ii) we know that, for f ∈ D(B), the map s 7→ P˜ sBf is ∗-weak
continuous from the right and
∫ t
0 P˜
sBf ds = P˜ tf − f. Therefore, by (6.26), we obtain for
f ∈ D(B) and t ≥ 0,〈
P˜ tf − f, ν∗
〉
=
〈∫ t
0
BP˜ sf ds, ν∗
〉
=
∫ t
0
〈
BP˜ sf, ν∗
〉
ds = 0,
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and thus
〈
f, ν∗P˜ t
〉
= 〈f, ν∗〉 . Since Remark 6.6(i) provides Cb(X) ⊂ w∗- clD(B), by using
(6.21), we can conclude that this equality holds for all f ∈ Cb(X). It then follows that ν∗ is
invariant for the semigroup (P¯ tε)t≥0, which completes the proof of (1).
For the proof of statement (2), let ν∗ ∈ M1(X) be an invariant measure for the semi-
group (P¯ tε)t≥0, and set µ∗ := ν∗W . Letting h ∈ D(B) and differentiating at t = 0 the
identity
〈
P˜ th, ν∗
〉
= 〈h, ν∗〉, we obtain 〈Bh, ν∗〉 = 0. According to (6.23) and the fact that
D(B) = D(A), this implies 〈λWh, ν∗〉 = 〈(λ id−A)h, ν∗〉. If we now let f ∈ D(A) and take
h = Gf then, in view of (6.24), we infer that
〈f, ν∗〉 = 1
λ
〈(λ id−A)Gf, ν∗〉 = 〈WGf, ν∗〉 .
Since Cb(X) ⊂ w∗- clD(A), it is clear that the latter equality holds for any f ∈ Cb(X), and
therefore ν∗ = ν∗WG. Finally, using the fact that P = GW , we obtain µ∗G = ν∗WG = ν∗,
as well as
µ∗ = ν∗W = (ν∗WG)W = (ν∗W )(GW ) = µ∗P,
which completes the proof.
6.2.2 Proof of Theorem 4.7
It now remains to prove Theorem 4.7, which provides the SLLN for the examined PDMP.
The main idea of our approach is based on comparision of the averages t−1
∫ t
0 f(Y (s), ξ(s)) ds
and n−1
∑Nt−1
k=0 Gf(Yk, ξk), where f ∈ Lipb(X). We aim to show that the difference between
them vanishes as t→∞, which enables the application of Theorem 4.3. The rest then follows
from Theorem 4.4. In order to show that the above-mentioned limit holds, we use arguments
similar to those in the proof of [3, Lemma 2.5].
Lemma 6.7. For every f ∈ Bb(X) we have
lim
t→∞
(
1
t
∫ t
0
f
(
Y (s), ξ(s)
)
ds− 1
Nt
Nt−1∑
k=0
Gf(Yk, ξk)
)
= 0 a.s.,
where G : Bb(X)→ Bb(X) is determined by (4.3).
Proof. Let f ∈ Bb(X), and define
M0 := 0, Mn :=
n−1∑
k=0
(∫ τk+1
τk
f
(
Y (s), ξ(s)
)
ds− 1
λ
Gf(Yk, ξk)
)
for n ∈ N.
Moreover, put ∆τ0 := 0. We will first show that (Mn)n∈N0 is a martingale with respect to the
natural filtration of (Yn, ξn,∆τn)n∈N0 , further denoted (Fn)n∈N0 , and that the increments
of (Mn)n∈N0 are uniformly bounded in the L2(P)-norm. For this purpose, let us define
F : X × R+ → R by
F (y, i, t) =
∫ t
0
f(Si(s, y), i) ds for (y, i) ∈ X, t ≥ 0.
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We then see that F is Borel measurable, and due to (2.8), we can write∫ τk+1
τk
f
(
Y (s), ξ(s)
)
ds =
∫ τk+1
τk
f(Sξk(s− τk, Yk), ξk) ds = F (Yk, ξk,∆τk+1)
for every k ∈ N0. This shows that (Mn)n∈N is adapted to (Fn)n∈N and gives
Mn+1 −Mn = F (Yn, ξn,∆τn+1)− λ−1Gf(Yn, ξn) for n ∈ N0. (6.27)
We now observe that, for any n ∈ N0 and any (y, i, u) ∈ X × R+,
E[F (Yn, ξn,∆τn+1) |Yn = y, ξn = i, ∆τn = u] =
∫ ∞
0
F (y, i, t)P(∆τn+1 ∈ dt)
=
∫ ∞
0
λe−λt
(∫ t
0
f(Si(s, y), i) ds
)
dt =
∫ ∞
0
(∫ ∞
s
λe−λt dt
)
f(Si(s, y), i)ds
=
∫ ∞
0
e−λsf(Si(s, y), i) ds = λ−1Gf(y, i).
Consequently, using the Markov property we can conclude that
E[F (Yn, ξn,∆τn+1) | Fn] = E[F (Yn, ξn,∆τn+1) |Yn, ξn, ∆τn]
= λ−1Gf(Yn, ξn) for all n ∈ N0. (6.28)
From (6.27) and (6.28) it now follows that
E[Mn+1 −Mn | Fn] = E [F (Yn, ξn,∆τn+1) |Fn]− λ−1Gf(Yn, ξn) = 0,
whence (Mn)n∈N is a martingale. Finally, using the fact that |F (·, t)| ≤ t ‖f‖∞ for all t ≥ 0,
and |Gf | ≤ ‖f‖∞, we obtain for all n ∈ N0,
Ex
[
(Mn+1 −Mn)2
]
= Ex
[ (
F (Yn, ξn,∆τn+1)− λ−1Gf(Yn, ξn)
)2 ]
≤ 2Ex[F (Yn, ξn,∆τn+1)2] + 2Ex
[
λ−2Gf(Yn, ξn)2
]
≤ 2 ‖f‖2∞
(
E[(∆τn+1)2] +
1
λ2
)
= 6λ−1 ‖f‖2∞ .
The claim stated at the beginning of the proof is now established.
Let us now define
rt =
1
Nt
∫ t
τNt
f
(
Y (s), ξ(s)
)
ds if τ1 ≤ t, and rt = 0 otherwise.
Then
|rt| ≤ ‖f‖∞
∆τNt+1
Nt
whenever t ≥ τ1, (6.29)
and, for τ1 ≤ t, we can write
1
t
∫ t
0
f
(
Y (s), ξ(s)
)
ds =
Nt
t
1
Nt
Nt−1∑
k=0
∫ τk+1
τk
f
(
Y (s), ξ(s)
)
ds+
Nt
t
rt. (6.30)
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Consequently, keeping in mind the definition of Mn, we obtain
1
t
∫ t
0
f
(
Y (s), ξ(s)
)
ds− 1
Nt
Nt−1∑
k=0
Gf (Yk, ξk)
=
Nt
t
MNt
Nt
+
1
λ
(
Nt
t
− λ
)
1
Nt
Nt−1∑
k=0
Gf(Yk, ξk) +
Nt
t
rt for t ≥ τ1.
We now only need to show that the right-hand side of the above equality tends a.s to 0, as
t → ∞. To do this, we first note that n−1∑n−1k=0 Gf(Yk, ξk) is bounded (by ‖f‖∞) for all
n. Further, from the Elementary Renewal Theorem, we know that Nt/t → λ a.s, and thus
Nt →∞ a.s. It then follows from the Borel–Cantelli Lemma that ∆τNt+1/Nt → 0 a.s, since
∞∑
n=1
P (∆τn+1/n ≥ ε) =
∞∑
n=1
e−λnε <∞ for any ε > 0.
This together with (6.29) ensures that rt → 0 (a.s). Finally, by the SLLN for martingales
( [11, Theorem 2.18]) we have Mk/k → 0 a.s., as k → ∞, and thus MNt/Nt → 0 a.s. This
yields the desired conclusion and completes the proof.
Before proceeding to the proof of Theorem 4.7, let us recall that, apart from the re-
quirement that conditions (A1)-(A5) hold with parameters satisfying (4.1), we have made
an additional assumption that L, appearing in (A2), is constant. Hence, for some L¯, we can
write L(t) = L¯ for all t ≥ 0.
Proof of Theorem 4.7. Fix f ∈ Lipb(X), (y, i) ∈ X, and let µ∗ denote the unique invariant
distribution of (Yn, ξn)n∈N0 (which exists by Theorem 4.1). It follows from Theorem 4.4 that
ν∗ = µ∗G. Therefore, in view of Theorem 4.3, it suffices to show that Gf ∈ Lipb(X), since
then
lim
t→∞
1
Nt
Nt−1∑
k=0
Gf(Yk, ξk) = 〈Gf, µ∗〉 = 〈f, ν∗〉 P(y,i) − a.s.,
which by Lemma 6.7 gives the desired claim.
For this purpose, let (y, i), (z, l) ∈ X. By condition (A2) we then have
|Gf(y, i)−Gf(z, l)| ≤
∫ ∞
0
λe−λt|f(Si(t, y), i)− f(Sl(t, z), l)| ds
≤ λ|f |Lip
∫ ∞
0
e−λt(‖Si(t, y)− Sl(t, z)‖+ cd(i, l)) dt
≤ λ|f |Lip
[
L
λ− α ‖y − z‖+
(
L¯
λ2
+
c
λ
)
d(i, l)
]
.
Since L¯ = ML ≤ cL due to (6.1), we see that
|Gf(y, i)−Gf(z, l)| ≤ λ|f |Lip
(
L
λ− α +
L
λ2
+
1
λ
)
ρc((y, i), (z, l)).
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The proof is now complete.
Appendix
To illustrate the main idea behind Theorem 6.1 and simultaneously assure a certain level of
self-containedness, we shall give a general sketch of its proof. Details can be found in [16].
As we have noted in Section 1, for a given substochastic kernel Q : E2 × B(E2) → [0, 1]
satisfying (6.4), we can define a coupling of P whose transition function takes the form
B = Q + R. In order to distinguish the case where the next step of the coulpling is drawn
only according to Q from the case when it is determined only by R, one can consider the
augmented space Ê2 := E2 × {0, 1} = (E2 × {0}) ∪ (E2 × {1}) and the stochastic kernel B
on Ê2 × B(Ê2) given by
B̂(x, y, θ, C) := (δ0 ⊗R(x, y, ·))(C) + (δ1 ⊗Q(x, y, ·))(C)
for (x, y, θ) ∈ Ê2 and C ∈ B(Ê2), where δ0 and δ1 stand for the Dirac measures. Let
Φ̂n := (Φ
1
n,Φ
2
n, θn), n ∈ N0, be an Ê2-valued Markov chain with transition function B̂,
defined on a suitable probability space (Ω̂, Â, P̂) (for instance, one can take Ω̂ = (Ê2)N0 and
Â = B(Ω̂)). Then, for any (x, y, θ) ∈ Ê2 and A ∈ B(E2),
P̂x,y,θ(Φ̂n ∈ A× {1}) = Qn(x, y,A), P̂x,y,θ(Φ̂n ∈ A× {0}) = Rn(x, y,A),
and P̂x,y,θ((Φ1n,Φ1n) ∈ A) = Bn(x, y,A)
(independently of θ ∈ {0, 1}), where Qn(·, A) := Qn1A, and the analogous notation is
employed for the kernels R and B. Define τ to be an absorption time on E2 × {1}, that is,
τ := inf{n ∈ N : Φ̂m ∈ E × {1} for m ≥ n} = inf{n ∈ N : θm = 1 for m ≥ n}.
Further, for A ∈ B(E2) and k ∈ N, let κ(k)A denote the first return time to the set A after
time k − 1, i.e. κ(k)A := inf{n ∈ N : n ≥ k, (Φ1n,Φ2n) ∈ A}.
Then, for any f ∈ RFM (E), x, y ∈ E and n,M,N ∈ N satisfying n > M > N , we have
|Pnf(x)− Pnf(y)| ≤
∫
E2
|f(u)− f(v)|Bn(x, y, du, dv)
≤
∫
E2
ρ(u, v) P̂x,y,θ
(
κ
(N)
K ≤M, τ ≤ N,
(
Φ1n,Φ
2
n
) ∈ du× dv)
+ 2P̂x,y,θ
(
κ
(N)
K > M
)
+ 2P̂x,y,θ(τ > N),
(6.31)
where K is given by (6.5). Let Ij (where j ∈ {1, 2, 3}) denote the jth component on the
right-hand side of the above inequality. The contraction property assumed for Q in (B3)
allows one to show that I1 ≤ Γqn−M for some Γ > 0 (where q ∈ (0, 1)). Condition (B1)
guarantees that V (x, y) := V (x) + V (y) is a Lyapunov function on E2 and BV ≤ aV + 2b.
It then follows (from [16, Lemma 2.2]) that for J := {(u, v) : V (u, v) < 4b(1− a)−1} there
exist constants δκ ∈ (0, 1) and Cκ such that Êx,y,θ
(
δ
−κ(N)J
κ
)
≤ δ−Nκ Cκ(1 + V (x, y)). This
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together with the strong Markov property and condition (6.6), assumed in (B2), gives
Êx,y,θ
(
δ
−κ(N)K
κ
)
≤ δ−Nκ C¯Cκ(1 + V (x, y)). (6.32)
Hence I2 ≤ 2C¯Cκ δ̂M−dN (1 + V (x, y)) with δ̂ := max{δκ, ζ} and some d ≥ 1, where C¯ and
ζ are the constants occuring in (6.6). To estimate I3 we first observe that, for some η > 0,
and for all k ∈ N and (u, v) ∈ F ,
Qk(u, v, U(qkρ(u, v))) ≥ ηk and Qk(u, v,X2) ≥ 1− l
1− qν ρ
ν(u, v).
The first inequality can be obtained inductively from condition (B4), and the second one
follows from (B3) and (B5). These estimates further imply that
P̂u,v,θ
(
Φ̂k ∈ E2 × {1} for all k ∈ N
)
= lim
k→∞
Qk(u, v, E2) ≥ p, (u, v) ∈ F, (6.33)
for some p > 0. Let  := κ(1)
E2×{0}. Then hypotheses (B3) and (B5) also provide the existence
of δ ∈ (0, 1) and C > 0 such that
Êu,v,θ
(
1{<∞}δ−
) ≤ C for (u, v) ∈ F. (6.34)
Having established (6.32) - (6.34) (and keeping in mind that F ⊂ K), one can show (as in
lemma [16, Lemma 2.2]) that there exist δτ ∈ (0, 1) and Cτ > 0 for which Êx,y,θ(δ−ττ ) ≤
Cτ (1 + V (x, y)), whence I3 ≤ 2CτδNτ (1 + V (x, y)). It now follows easily from (6.31) that
there exist β ∈ (0, 1) and C ∈ R such that
|Pnf(x)− Pnf(y)| ≤ Cβn(V (x) + V (y) + 1) for f ∈ RFM (E), x, y ∈ E, n ∈ N.
Consequently, for any µ, ν ∈M1(E) satisfying 〈V, µ〉 <∞, 〈V, ν〉 <∞, we obtain
dFM (µP
n, νPn) ≤ Cβn(〈V, µ〉+ 〈V, ν〉+ 1) for n ∈ N. (6.35)
Let x0 ∈ E and put µ0 := δx0 (the Dirack measure at x0). Applying (6.35) with µ = µ0
and ν = µ0P k for each k ∈ N0 and condition (B5), we see that (µ0P k)k∈N0 is a Cauchy
sequence with respect to dFM . Since (M1(E), dFM ) is complete, µ0P k w→ µ∗ (as k → ∞)
for some µ∗ ∈M1(E). The assumption of the Feller property ensures that µ∗ is invariant
for P . Clearly, due to (B1), V is integrable with respect to each invariant measure, whence
〈V, µ∗〉 <∞ and µ∗ is a unique invariant probability measure of P .
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