This paper formally studies the question of how much paral-
This is why general division has been omitted.
The J functions for these constants are given in Figure  3 .
The two closures in the ti-rule for pos? are standard encod- ing could be avoided. )
As an example of the execution of the P-ECD, Figure  5 shows Q at the beginning of each step of evaluating the expression (add (add 1 2) (add 3 4)). its input size-this is the time required just to look at all the elements.
In fact a simple mergesort that makes its two recursive calls in parallel will match this lower bound for depth.
To derive parallel algorithms that are sublinear in the input size requires that the input and output are represented as trees. This section shows how trees can be used to derive effective paralleI versions of quicksort and mergesort and analyzes these versions in the PAL model. The tree representation we will use is given in Figure 6 . We assume that the ordering for sorted sequences is specified by a left-to-right traversal of the tree.
Parallel Quicksort:
The code for our quicksort algorithm is given in Figure 7 . The function qsort -.rec returns a sorted tree, but in general it will not be perfectly balanced, so the function rebalance rebalances it. We note that the tree returned by select is generally not going to be balanced, which is why we do not assume that d = lg n. The append function simply puts its two arguments together in a tree node and therefore has constant work and depth.
We first present a general theorem that bounds work and depth for our quicksort in the expected case for any input tree, even if not balanced, and as a corollary give the bounds for balanced input.
Theorem 4 The quicksort algorithm specified in Figure  7 when applied to a tree with n leaves and depth d will execute in O(n log n) work and O(dlog n) depth on the A-PAL model, both expected case (i.e., aver-age over all possible inputs of that depth and size). Proof: We first consider qsort -rec. We note that since the pivots in quicksort will not perfectly split the data, some recursive paths will be longer than others. We call the longest path of recursive calls for qsort -ret on a particular input the recursion depth for that input. We note that the worst case recursion depth is 0(n) and that fewer than 1 out of n of the possible inputs will lead to a recursion depth greater than k log n [34] .
To determine the total computational depth of qsort~ec, we need to consider the computational depth along the longest path. We claim that this computational depth is at most O(d) times the recursion depth since each node along the recursion tree will require at most O(d) depth. This is because elt and select will run in O(d) depth.z.
Since a fraction of only l/n of the inputs will have a recursion depth greater than O(log n), and these cases will have recursion depth at most O(n), the average (expected case) computation depth of qsortrec is
To see that the work is expected to be O(n log n), we simply note that all steps do no more than a constant fraction more work than a list-based sequential implementation. We now briefly consider the routine rebalance.
We note that the depth of the tree returned by qsort-r-ec is at most a constant times the recursion depth. The function rebalance is implemented by splitting the tree along the path that separates the tree into two equal size pieces (or off by 1), recursively calls itself on the two parts, and appends the results. We claim that for a tree of size n and depth d it will run with O(n log n) work and O(dlog n) depth (worst case). Given the above bounds on the recursion depth, this gives an expected depth of 0(log2 n). D Corollary 2 The quicksort algorithm specijied in Figure 7 when applied to a balanced tree wzth n ieaves wdi execute in O(rJ log n) work and O(log2 n) depth on the A-PAL model, both expected case.
Parallel Mergesort:
We first consider the problem of merging two sorted trees. We use n to refer to sum of the sizes of the two trees.
We assume that each internal node of the input trees contains the maximum value of its descendants, as well as its size. This is clearly easy to generate in O(n) work and O(log n) depth.
The main component of the parallel algorithm is a routine select lrth which given two ordered trees a and b, returns the kth smallest value from the combination of the two sequences (see Figure 8 ). It is implemented using a dual binary search in which we go down a branch from one of the two sequences on each step, using the maximal element at each node for navigation. Assuming the depths of the two trees are da and db, the work and depth complexity of this routine is O(da -1-db). To merge two trees, we use select-kth to find their combined median element.
We then select the elements less and greater, respectively, than the median for each tree with the functions take_less and dropdess. These can be implemented with O(log n) work and depth since the trees are sorted and balanced (it just requires going down a tree splitting along the way).
Recursively merging the two trees of lesser elements and the two trees of greater elements gives us two sorted trees which are guaranteed to be the same size (or off by one) by construction.
So, joining them under a new node produces a balanced sorted tree. As a whole, merging 2Note that although select does not return balanced trees, it will never return a tree with depth greater than the original tree, which has depth d dat at ype 'a Tree = in this manner takes O(n) work and O (logz n) depth since we recurse for the lg n depth of the trees.
Theorem 5 The rnergesort algorithm specijied in Figure 8 when applied to a balanced tree with n leaves will execute in O(n log n) work and 0(log3 n) depth on the A-PAL model.
Proof
We can write the following recurrences for work and depth:
This version of mergesort is not as efficient as the quicksort previously described. However, if merging uses n/ lg n split ters, rather than just the median, the depth complexities of merging and mergesort can each be improved by a factor of log n [7] .
6
Related Work
Several researchers have used cost-augmented semantics for automatic time analysis of serial programs [3, 38, 39, 45] . This work was concerned with serial running time, and since they were primarily interested in automatically analyzing programs rather than deiining complexity, they each altered the semantics of functions to simplify such analysis. Furthermore, none related their complexity models to more traditional machine models, although since the languages are serial this should not be hard.
Roe [36, 37] and Zimmerman [46, 47] both studied profiling semantics for parallel languages.
Roe formally defined a Profing semantics for an extended A-calculus with lenient evaluation.
In his semantics, the two subexpressions of a special let expression piet x = el in ez evaluate in parallel such that the evaluation of an occurrence of x in ez is delayed until its value is available.
To define when this is the case, he augmented the standard denotational semantics with the time that each expression begins and ends evaluation.
He did not show any complexity bounds resulting from his definition or relate this model to any other. Zimmerman introduced a profiling semantics for a data-parallel language for the purpose of automatically analyzing PRAM algorithms.
The language therefore almost directly modeled the PRAM by adding a set of PRAM-like primitive operations. Complexity was measured in terms of time and number of processors, as it is measured for the PRAM. It was not shown, however, whether the model exactly modeled the PRAM.
In particular since it is not known until execution how many processors are needed, it is not clear whether the scheduling could be done on the fly. Hudak and Anderson [19] suggest modeling parallelism in functional languages using an extended operational semantics based on partially ordered multisets (pomsets). The semantics can be though of as keeping a trace of the computation as a partial order specifying what had to be computed before what else. Although significantly more complicated, their call-by-value semantics are related to the A-PAL model in the following way. The work in the A-PAL model is within a constant factor of the number of elements in the pomset, and the steps is within a constant factor of the longest chain in the pomset.
They did not relate their model to other models of parallelism or describe how it would effect algorithms.
Previous work on formally relating language-based models (languages with cost-augmented semantics) to machine models is sparse. Jones [21] related the time-augmented semantics of simple while-loop language to that of an equivalent machine language in order to study the effect of constant factors in time complexity. Seidl and Wilhelm [40] provide complexity bounds for an implementation of graph reduction on the PRAM.
However, their implement at ion only considers a single step and requires that you know which graph nocles to execute in parallel in that step and that the graph has constant in-degree. Under these conditions they show how to process n nodes in O(n/p + p logp) time (which is a factor of p worse than our bounds in the second term, We mentioned that a call-by-speculation impler,,.ntation of normal-order evaluation might allow for improved depth bounds for various problems.
In particular it allows for pipelined execution. Does this help, and on what problems?
Is it possible to sort within d = o(logz n), and w = O(nlog n)?
q Can the bounds for simulating the A-PAL on a PRAM be improved?
The bounds for the butterfly network are tight. 34-43, 1992, 
