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Dynamic explicit This article presents a novel approach to collision detection based on distance ﬁelds. A novel interpola- 
tion ensures stability of the distances in the vicinity of complex geometries. An assumed gradient formu- 
lation is introduced leading to a C1-continuous distance function. The gap function is re-expressed 
allowing penalty and Lagrange multiplier formulat ions. The articl e introduces a node-to-element integra- 
tion for ﬁrst order elements, but also discusses signed distances, partial updates, intermediat e surfaces,
mortar methods and higher order elements. The algorithm is fast, simple and robust for complex geom- 
etries and self contact. The computed tractions conserve linear and angular momentum even in infeasible 
contact. Numerical examples illustrate the new algorithm in three dimensions.
 2013 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction 
Many simulations involve unilatera l contact/impact analysis. In
dynamic simulations , notably in explicit dynamics , the number of
time steps may be very large. A fast collision response is, therefore,
required. This includes three components: the contact search, the 
generation of discrete contact conditions (constraint equation s or
penalty forces) and the solution of the dynamic response. Beside 
the numerica l efﬁciency, accuracy of the contact algorithm is very 
important. It involves the geometrical accuracy of the actually 
measured interpenetratio n, the accuracy of the measured penetra- 
tion depth and depth gradient, and the order of the spatial and 
temporal discretization scheme. This article focuses on the contact 
search and on the evaluation of the penetrati on depth and its 
linearization.
State-of-the -art methods are often based on a (smooth) gap 
function or non-smooth surface features. The gap function is a
measure for the distance between a given contactor point and 
the target boundary surface. Many gap function algorithms rely 
on direct closest point projection of the contactor point onto the 
target surface [1,2]. These methods may become quite complex 
to ensure robustness of the detection. Problems may appear during 
the Newton iteration of the projection, when multiple candidates of contact segments appear or if the contactor point falls into a
‘dead zone’ (associated problems are nodes getting caught at cor- 
ners and negative sliding energies in friction). These problems 
were ﬁrst tackled by the inside-outsid e algorithm [3] which asso- 
ciates a normal vector to each contactor point that is obtained by
averaging the normals of the adjacent segments. The dead-zone 
problem at corners and edges on the boundary is eliminated and 
no iterations are required. It still needs the creation of a halo, i.e.
an artiﬁcial bounding volume around a surface segment, during 
the global search phase.
The gap function assumes smoothnes s of the contact bound- 
aries. Some complex geometries, however, include non-smooth 
surface feature, for example corners or edges. For such problems,
non-smo oth contact search algorithms were developed [4–6].
Within the family of gap function algorithms, non-smo oth surface 
features can be approached for a certain degree by replacing the 
boundary of the ﬁnite element mesh by a smoothed surface repre- 
sentation which is at least C1-continuous and is typically based on
splines, NURBS or NURBS-patche s, see for example [7–15]. These 
formulat ions artiﬁcially smoothe the geometry of a corner such 
that a differentiable gap function is obtained. Further, instead of
replacing the boundary of a FEM mesh by a smooth surface, one 
may use higher-conti nuous element formulat ions as found in iso- 
geometri c analysis [16–18] which explicitly deﬁne smooth bound- 
aries. Boundary approximat ions are classiﬁed in [19] where one 
proposes the combination of point-to-point, point-to-ed ge and 
point-to-s urface projections in order to treat C0-continuous con- 
tact boundari es.
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An alternative approach to contact detection utilizing a gap 
function relies on the evaluation of distance ﬁelds. Distance ﬁelds
provide an implicit representat ion of the closest point projection,
see Fig. 1. The idea is that once the coordinate of a point is known,
one does not compute the actual projection, but evaluates a scalar 
ﬁeld to obtain the distance to a surface.
Algorithms regarding distance ﬁelds go back to the level set 
equation. The level set method was presente d by Osher and Sethi- 
an [20] who described the temporal propagation of moving inter- 
faces by numerica l methods solving the Hamilton –Jacobi
equation. This is performed by a ﬁnite differenc e scheme working 
on a rectangular grid in two or three dimensions. Information on
normal vectors and curvature can be obtained. The fast marching 
method [21] provides an efﬁcient numerical scheme of complexity 
n log n to compute the support values on the grid. It is a reinterpre- 
tation of the propagat ion process, i.e. the time where the interface 
passes a certain grid point is inﬂuenced only by those neighboring 
grid points which are previousl y passed by the interface. An over- 
view on the theory of level set and fast marching methods and 
their applications to problems of various areas are given in
[22,23], for example shape offsetting, computin g distances, photo- 
lithography development, seismic travel times, etc. Distance ﬁelds
are a special case of the level set equation where the absolute value 
of the advection velocity is 1.
The concept of distance ﬁelds was introduced to contact 
problems in [24] using ﬁrst order tetrahedral ﬁnite elements.
The distance ﬁeld is generated on a supplementar y grid and 
evaluated at the ﬁnite element nodes. Simplicity and robustness 
compared with closest point projection is emphasized, in partic- 
ular no longer required smoothnes s conditions on the shape of
the boundary. Self-contact , large deformation s and deep inter- 
penetrations may be treated easily. Exact intersection polygons 
are determined on which contact forces are computed by the 
penalty method [24]. More details on the employment of the 
distance ﬁeld are provided in [25]. It focuses on the pre-compu- 
tation of the distance ﬁeld by fast marching. A simple partial up- 
date strategy during a time integration is proposed for regions 
where intersection s actually occur. More details of the approach 
are presente d in [26].
A supplementary grid is not required if the distance ﬁeld is
interpolated on the ﬁnite element mesh. This is constricted by
the lack of efﬁcient level set methods on unstructured meshes. A
fast marching method is adopted to acute triangle meshes in
[27]. The basic problem are instabilities which arise by propagating 
approximat e levels along arbitrarily changing directions. Instead of
propagating the approximat e distance, [28] computes accurate dis- Fig. 1. Representations of the closest point projection of two points A;B onto the bounda
rectangular supplementary grids or interpolated on unstructured grids.tances of grid points to the initial interface, but propagates a refer- 
ence to the surface patches to which the closest point projection 
refers to. The idea was adopted to tetrahedr al ﬁnite element 
meshes [29] with application to collision detection eliminating 
the supplem entary grid. A partial distance ﬁeld update strategy is
provided for simplex meshes therein. Although not related to dis- 
tance ﬁelds, a notable partial update strategy is presented by Hei- 
delberge r et al. [30] which improves the robustnes s of closest point 
projection approximation in two dimensio ns. By identifyin g the 
actually intersected boundary as initial interface, the distances will 
only be computed with respect to the selected surface patches and 
the partial update is restricted to the ﬁnite element nodes which 
are actually in contact. The approximate distances and normal vec- 
tors are propagated similar to the original fast marching approach .
1.2. Objective s and outline 
The objectives behind this article are to adopt the ideas behind 
distance ﬁelds to collision detection on unstructured grids. No sup- 
plementa ry grid should be used. Instead, the distance ﬁeld will be
interpolated using the ﬁnite element mesh, i.e. no distances out- 
side the bodies can be represented. The discretizatio n should be
suitable for arbitrary ﬁnite element types. Further, the distance 
ﬁeld is to be expressed in terms of the gap function which in turn 
enables penalty and Lagrange multiplier formulation s.
Section 2 presents the basic ideas behind Eulerian distance 
ﬁelds and level sets on a supplem entary grid and after that intro- 
duces the discretiza tion being used in this article. The distance 
ﬁeld is interpolated on arbitrary ﬁnite element types following 
the presentation in [31]. The formulat ion is, however, unstable. A
correct distance distribution can not be represented by the formu- 
lations used in [29,31] when applied to complex geometries. This is
pointed out in Section 3. Therein, a novel interpolation scheme of
the distances is proposed which resolves the instabilities. Further- 
more, the assumed gradient formulation of [31] will be modiﬁed to
match the novel distance interpolation and to eliminate inaccura- 
cies of the gradient ﬁeld on the boundary. The presentation contin- 
ues by reformulating the closest point projection through the 
distance ﬁeld in Section 4. A simple and robust approximat ion to
the projection will be derived from a linear expansion of the dis- 
tance. Section 5 introduce s some fundamenta ls of contact mechan- 
ics and interprets the gap function in terms of discrete distances.
Numerical examples are presented in Section 6. They utilize a
‘node-to-el ement’ integrati on scheme on the boundaries of ﬁrst or- 
der tetrahedr al and hexahedral ﬁnite elements. Finally, Section 7
summari zes important properties of the new collision detection.
The appendix provides supplementary information that is re- 
quired to complete the distance ﬁeld algorithm. A presents Closest ry of a circle: Direct projection, implicit projection by distance ﬁelds interpolated on
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support values of the discrete distance ﬁeld. B presents the local 
intersection test for tetrahedral and hexahedr al elements . It fur- 
ther explains how global contact search algorithms can be incorpo- 
rated. C presents how individual spatial discretization schemes can 
be employed , for example node-to-ele ment, higher order mortar 
methods, intermedi ate surfaces. It further points out conceptual 
differences to closest point projection when using these discretiza- 
tion schemes.
2. Distance ﬁeld
2.1. Level sets 
The level set method is primarily used to implicitly describe 
propagating interfaces which are usually discretized on Cartesian 
grids, see [20,21]. The level set equation describes the evolution 
of a scalar ﬁeld dðx; tÞ through
_dðx; tÞ þ v x; tð Þ rxdk k ¼ 0; 8ðx; tÞ 2 X T ð1Þ
where vðx; tÞ is the advect ion velocity. This partial differentia l
equation is used to describe the motio n of an interface by associat- 
ing its geometry with the zero-iso contour of d. Typically, d is ini- 
tialized as the signed distance to the interface , satisfying 
rxdk k ¼ 1 ) rx rxdk k ¼ 0. The advection veloc ity v is often re- 
placed by a corresp onding extensiona l velocity ve such that 
rxdk k ¼ 1 is maintained . The level set Eq. (1) of a distance ﬁeld
can then be recast as
_dðx; tÞ þ veðx; tÞ ¼ 0 ð2Þ
Consider a moving interface F which divides a domain X into two 
disjoint subsets Xþ and X to either side of F . F is parametriz ed
at the zero level set [20]
FðtÞ ¼ fx : dðx; tÞ ¼ 0g ð3Þ
where the velocity ﬁeld is vðx; tÞ ¼ vðx; tÞrx  dðx; tÞ on F . If the 
function d is a signed distance function [31] it becomes 
dðx;0Þ ¼
min
y2F
x yk k 8x 2 Xþ
min
y2F
x yk k 8x 2 X
8<
: ð4Þ
with a velocity 
vðx; tÞ ¼ ve 8x 2 F rxdðx; tÞ  rxvðx; tÞ ¼ 08x 2 X ð5Þ
which preserves the signed distance function, i.e. the length of the 
distance gradient is constan t since @
@t rzdk k2 ¼ 0.Fig. 2. Level set on a grid. Implicit representation of the surface F by the level set 
interpolated on a rectangular grid.The level set dðx; tÞ is usually discretized and interpolated using 
a Cartesian grid, see Fig. 2. It implicitly deﬁnes the position of the 
surface F . The dynamics of the level set ﬁeld is generally speciﬁed
by Eulerian coordina tes, i.e. the grid coordina tes are constant in
time. The motion of the surface F in time can be described using 
time stepping methods, i.e. the position of F can be determined 
at times t > 0.
In the context of collision detection [24,25] the surface F be-
comes the contact boundary @CX. Instead of propagat ing the 
dynamics of the boundary in time, the distance ﬁeld is usually 
recompu ted for regions of interest. Eulerian distance ﬁelds provide 
the following properties when applied to contact:
+ Eulerian distance ﬁelds provide a trivial strategy for inside–out-
side tests and can be used directly in collision tests.
+ The rectangular grid can be easily coupled with hierarchical or
spatial partition collision detection procedures, for example 
octrees.
+ By interpolation on the grid, one obtains an approximat ion of
the gap function g^ and the normal vector m^.
– High sampling rates are required to represent objects with ﬁne
detail. Accuracy is limited due to the nature of the Cartesian 
grid.
– In many applications , only some parts of given geometri es
require a ﬁne resolution. In turn, distance ﬁelds may generate 
a lot of data slowing down data processing.
2.2. Discrete distance ﬁeld on unstructured grids 
Let the distance ﬁeld be described in terms of Lagrangian coor- 
dinates, i.e. the distance d is expressed with respect to the refer- 
ence conﬁguration 
d ¼ dðXÞ ð6Þ
with material coordinat e X. It describ es the signed distance be- 
tween X and the boundary @CX of the consider ed body.
The distance ﬁeld is now discretized with respect to the ﬁnite
element nodes 
dhðnÞ ¼
X
A
NAðnÞdA ð7Þ
with local material coordinate n, node index A and ﬁnite element 
shape function NA. The discrete values dA are stored at the nodes.
The discrete ﬁeld has the following properti es:
 It is not deﬁned outside of the ﬁnite element mesh, i.e.
dhðXÞ > 0 if X 2 X
dhðXÞ ¼ 0 if X 2 @CX
ð8Þ dh is C0-continuous.
 The condition rXdhðXÞ
  ¼ 1 is generally not satisﬁed.
 The normal vector m being perpendi cular to the tangential plane 
on the boundary at X 2 @CX becomesmðXÞ ¼  rXd
hðXÞ
rXdhðXÞ
  ; 8fX; d
hðXÞ ¼ 0g ð9Þ The interpolation returns reasonable values only in the case 
where the nodal values differ in at least one node of each ele- 
ment, i.e. di – dj ðif i – jÞ. This case must be intercepted by
the mesh generator. Particularly, at least one node must not 
be part of the surface what may be circumve nted by subdi- 
viding elements . If all nodes are associate d with zero dis- 
tances, the discrete ﬁeld returns zero distances in the ﬁnite
elements interior which is wrong, see Section 3 for more 
details.
Fig. 4. Unstable discrete distance ﬁeld in 2D, exempliﬁed for a single 1st order 
quadrilateral element. Left: If all ﬁnite element faces are on the boundary, an
additional support point in the element center stabilizes the interpolation. Right: If
two opposite element faces are on the boundary, additional support points on the 
interior element edges stabilize the interpolation.
Fig. 5. Unstable discrete distance ﬁeld in 3D, exempliﬁed for a single 1st order 
hexahedral element. Left: If all ﬁnite element faces are on the boundary, an
additional support point in the element center stabilizes the interpolation. Center:
If only two opposite element faces are not on the boundary, additional support 
points on the non-boundary element faces stabilize the interpolation. Right: If two 
opposite element faces are on the boundary, additional support points on the 
interior element edges stabilize the interpolation.
Fig. 6. Stable interpolation of the distance ﬁeld in 1st order ﬁnite elements in two 
dimensions.
80 S. Wolff, C. Bucher / Comput. Methods Appl. Mech. Engrg. 259 (2013) 77–923. Stable interpolation and assumed distance gradients 
3.1. Illustration of instabilities 
When using standard ﬁnite element shape functions, the repre- 
sentation of distances in the interior of elements may be errone- 
ous. This happens whenever points of maximum distance are 
located in the considered element’s interior. The maximum in the 
interior can not be captured by the interpolation functions if low 
order ﬁnite element shape functions are used. Such situations al- 
ways appear for elements which are located at a body’s skeleton,
see Fig. 3 (let the body’s skeleton be the set of those points where 
the closest point projection returns multiple projection points with 
identical minimal distance). But these elements are often not cru- 
cial since one is generally not interested in measuring very deep 
distances in collision detection. They are important, however, if
the skeleton is close to the boundary, for example if more than 
one element face is part of the boundary or if individua l nodes 
are on the boundary, but not the element faces they are part of.
Some critical situations are illustrate d in Fig. 4 for two and in
Fig. 5 for three dimensions.
3.2. Stable interpolation of the distance 
Obviously, an enrichment of the interpolation may stabilize the 
distance approximation . As seen in Fig. 5, the function space must 
contain at least edge, face and bubble shape functions. For hexahe- 
dral elements, a quadratic tensor-prod uct interpolation with 27
nodes seems sufﬁcient. For tetrahedra one requires at least 15 sup- 
port points, i.e. a 10-noded quadratic tetrahedron enriched by 1
bubble and 4 area functions with supports in the element center 
and on the element faces. The two-dimensional interpolation is
illustrated in Fig. 6.
3.3. Assumed interpolation of the distance gradient 
An enrichment of the shape function space may stabilize the 
interpolation of the distance dh, but the interpolation of the dis- 
tance gradient rXdh may still be insufﬁciently accurate. Consider,
for example, a ﬁrst order quadrilater al element where all element 
faces are on the boundary. The distance is interpolated by a 2nd or- 
der polynomial as in Fig. 6. Then, only the bubble shape function 
contributes nonzero terms to the distance ﬁeld. The shape function 
gradient is zero at the interior support point (which is acceptab le)
and at the ﬁnite element nodes. The latter may lead to a wrong col- 
lision response because a zero gradient is measure d in the vicinity 
of vertices and edges, see Fig. 7. The matter of nearly zero gradients 
may be approach ed in the ﬁrst step by normalizing the gradient to
unit length. This strategy decreases accuracy due to round-of f er- 
rors and possible ill-conditioni ng of the normalizati on. Another 
strategy would be to enrich the elements by piecewise linear poly- 
nomials (instead of higher order polynomi als). This is equivalent to
subdividing ﬁnite elements into linear tetrahedra. The distance 
gradient will be nonzero everywhere, but discontinuo us, see Fig. 8.Fig. 3. Representation of skeletons. Left: The dotted line denotes the true skeleton.
Right: The exact position of the skeleton can not be measured by the (linear)
interpolation.A stabilization of the gradient ﬁeld can be realized through as- 
sumed gradients, see Fig. 8. The presented strategy extends ideas 
from [31]. Independent from the distance ﬁeld, the distance gradi- 
ent G ¼ rXd is interpolated by
GhðXÞ ¼
X
A
NAðXÞGA; GA 2 R3 ð10Þ
Therein, X describes the material (undeformed) coordinat e in the 
referen ce conﬁguration. NA denotes the interpolation function of
the distance ﬁeld with support point A. To ensure stability and accu- 
racy of the assumed interpolat ion, NA should be the same interpola- 
tion function as in Fig. 6. An inaccurate represe ntation is shown in
Fig. 9.
For support points which are not on the boundary , the discrete 
gradient GA is determined from a least square problem which min- 
imizes the error of the equivalence condition GhðXÞ  rXdh:
min
GA
Z
X
X
A
NAðXÞGA rXdh


2
dV ð11Þ
Derivin g by GA and assumi ng the mass lumping conditio nZ
X
NAðXÞNBðXÞdV  dBA
Z
X
NBðXÞdV ð12Þ
Fig. 7. Distance gradient ﬁeld on the boundary of a single bilinear quadrilateral element. Left: Quadratic distance interpolation. Center: Piecewise linear enrichment of the 
bilinear distance interpolation. Right: Assumed gradient.
Fig. 8. Stable distance gradient for a quadrilateral element. Left: Piecewise linear 
interpolation/subdivision into simplexes. Dotted lines: contours of distance inter- 
polation. Right: Assumed gradient interpolation. Dotted lines: contours of a
distance function being associated with assumed gradients.
Fig. 9. Assumed interpolation of the surface normal for ﬁrst order elements in two 
dimensions. Left: Using ﬁnite element shape functions. Right: Using the distance 
ﬁeld interpolation functions.
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GA ¼
X
B
R
X NAðXÞrXNBðXÞdBdVR
X NAðXÞdV
ð13Þ
For support points which are part of the boundary, this strategy 
may lead to erroneous values because the distance ﬁeld dh itself
contains insufﬁcient data. The boundar y gradients may be close to
zero in the afore mentio ned situations . The discrete gradients GA
of boundary points are, therefore, chosen to be the average of the 
surface normals of all surface patches F being adjacent to the con- 
sidered node 
GA ¼ 
P
F2AmF WFP
F2AWF
; A 2 @CX ð14Þ
Therein, mF denotes the normal vector of surface F at node A, which 
can be easily obtained from triangulatio n, and WF represe nts a
weightin g factor, for example the area of the surface patch F. A sim- 
ilar procedu re using average nodal normal vectors on surface nodes 
was used by Wang and Nakama chi [3] and Puso and Laursen [32].
The distance gradient cðXÞ in the deformed conﬁguration
x ¼ /tðXÞ can be computed through the chain rule. Introducing 
the deformation gradient F one obtains 
caðXÞ ¼
@
@xa
dðXÞ ¼ @Xb
@xa
@
@Xb
dðXÞ
cðXÞ ¼ FTðXÞGðXÞ
ð15Þ
One can, therefore, store the nodal gradients in the refere nce conﬁg-
uration and map them into the deformed space during the 
simulati on.In order to obtain a C0-continuous interpolation of c one re- 
quires a C0-continuous representation of the deformation gradient.
Such is given if special element formulation s are used, for example 
isogeome tric analysis [33] or continuous assumed gradients [34].
The curvature of the distance ﬁeld can be obtained through the 
interpolation function’s derivatives , i.e.
r2XdðXÞ ¼
X
A
rXNAðXÞGA ð16Þ4. Computing the closest point projection 
The distance ﬁeld can be used to efﬁciently compute the closest 
point projection of a point x to the boundary . Let this projection be
y ¼ xþ p, where p denotes the projection/d istance vector from x.
The boundary is deﬁned through dðxÞ ¼ 0. The closest point projec- 
tion deﬁnes the projection vector p to be the shortest vector to the 
surface, i.e.
min
p
pk k; subject to dðxþ pÞ ¼ 0 ð17Þ
which is transformed into an equivalent problem using the 
Lagran gian 
Lðp; kÞ ¼ pk k2 þ k  dðxþ pÞ ! min
p
max
k
ð18Þ
The objective function is quadratic , but the distance may be highly 
nonlinea r, the surface may be non-conv ex and non-sm ooth.
An approximat e solution is obtained by replacing the distance 
function by a ﬁrst order Taylor expansion 
dðxþ pÞ ¼ dðxÞ þ rxdðxÞT pþOðp2Þ ð19Þ
Substitutin g cðxÞ ¼ rxdðxÞ, one obtains 
p ¼  cðxÞ
cðxÞk k2
dðxÞ ð20Þ
The expansio n dðxþ pÞ approxim ates the tangentia l plane in xþ p.
This plane is perpendicula r to p, since the scalar product of p and
any vector to a point y^ on the approxim ated surface 
0 ¼ dðxÞ þrxdðxÞ  ðy^  xÞ is zero.
The advantages of using the distance ﬁeld for closest point pro- 
jection compare d with exact projections are 
1. Once the material coordinate X is found, the distance function 
dðXÞ can be easily evaluated by interpolation. The evaluation 
time is independen t of the complexi ty of the body’s shape.
2. For small penetrations, the approximation is usually sufﬁciently
accurate.
3. Directions are always feasible, independent from non-smooth 
geometri es, non-conv ex surface features, neighborho od of cor- 
ners and wedges, see Fig. 10.
4. The discrete distance ﬁeld is C0-continuous. When used in con- 
junction with assumed gradients, it is C1-continuous.
Fig. 10. Distance ﬁeld and closest point projection. The highlighted rectangles around the surface patches are bounding volumes (halos) in which the search takes place. Left:
Closest point projection at sharp corners. The point lies outside, but the right face returns a positive distance. Center: Closest point projection at non-convex corners. The 
point is outside of the halos and may not be used in detection. Multiple projections appear. Special considerations of edges and corners are required. Right: Distance ﬁeld
simply evaluates a distance and a smoothed gradient which automatically includes handling of sharp or non-convex geometries.
Fig. 11. Inside–outside test. Left: Multiple intersection candidates along the nodal 
normal. Right: Detection of penetration for point F.
Fig. 12. Gap smoothening in corners. The effect of smoothening the boundary and 
of using higher order distance ﬁelds is very similar. The distance ﬁeld, however,
uses the exact ﬁnite element geometry for collision detection.
Fig. 13. Parameterization within the contact frame (non-penetrating case).
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projecte d is in a dead zone, see Fig. 10 center. Furtherm ore, in the 
vicinity of corners multiple segment candidates may be chosen 
leading to multiple solutions for the direction to the closest point,
see Fig. 10 left. The problem of dead zones was eliminated by the 
inside-o utside test [3] which associates a normal vector to the point 
to be projected. Then, one seeks for the intersec tion of a line along 
this normal with all neighbor ing segments. If the normal of the 
intersected segment shows into the opposite half space as the point 
normal and if the distance along the point normal to the projectio n
point is negative then the point is inside the target body. Fig. 11
illustrates some remaining difﬁculties for the inside-outsid e test.
The left ﬁgure in 11 shows multiple contact candid ates along the 
point normal. The search algorit hm must track the segment being 
closest to the point X with positive penetrat ion conditio n.
Fig. 11 on the right is a case where the plain inside-ou tside test 
would detect a positive penetration distance of point X with refer- 
ence point F. This case is an erroneously detected self-contact 
where the back side of the same body is chosen as reference. Using 
distance ﬁelds, however, the mentioned problems usually do not 
appear.
The dead-zon e problem in Fig. 10 was eliminated in direct clos- 
est point projection by replacing the boundary by a smooth inter- 
polation, for example in [9,12]. In fact, the representation of the 
gap function by smoothening and using a higher-order distance 
ﬁeld are very similar, see Fig. 12.
5. Replacing the gap function in contact mechanics 
5.1. Parametriza tion, kinematics and contact integral 
Assume the existence of a contact frame C being deﬁned as a
surface which serves for parametrizing the contacting domain in
three-dimens ional two-body contact with local coordinate n^ 2 R2.
All quantities referring to the contact frame are denoted by ð^Þ.Points in C are labeled by the position vector x^ 2 C. One of the 
two bodies is denoted as contactor Xð1Þt , the other as target X
ð2Þ
t .
The gap function g^ deﬁnes the signed distance between any 
point x^ð1Þ on the contactor boundary to the contact boundary Cð2Þ
of the target body Xð2Þt in the current conﬁguration, see Fig. 13. It
deﬁnes three possible states: If g^ < 0 then x^ð1Þ is outside Xð2Þt , if
g^ ¼ 0 it is on the boundary Cð2Þ, else it is infeasible. Usually, the 
gap function is deﬁned by the closest point projection between 
points on the contactor surface Cð1Þ to the target boundary , i.e.
g^ðn^Þ ¼ x^ð2Þðn^Þ  x^ð1Þðn^Þ
 T
m^ðn^Þ ð21Þ
where the vector m^ is the normal to the tangential plane at the pro- 
jection point x^ð2Þ and pointing outward s.
Fig. 14. Momentum preservation. Left: tractions applied to projection points x^ðiÞ in
case of g^ > 0. Right: tractions applied to material points bXðiÞ located at the same 
spatial coordinate x^ on contact frame.
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and tangential components 
t^ð1Þ ¼ t^Nm^þ t^Tas^a ð22Þ
The variations dx^ðiÞ are expressed in terms of the the gap function 
and the tangential glide path with basis vectors s^a being orthogon al
to m^. The variati on of the gap function is given by
dg^ ¼ m^  d/^ð2Þ  d/^ð1Þ
 
ð23Þ
while the variation of the tangentia l glide path is
dn^b ¼ d/^ð2Þ  d/^ð1Þ
 
 s^b ð24Þ
Using these notations, the contact integral writes 
G^cðx^; dx^Þ ¼
Z
C
t^Ndg^ þ t^Tadn^a
 
dC ð25Þ
The frictional response is characteriz ed by the relative velocity be- 
tween points on the contact surfaces . The relative velocity is
decompos ed using the dual basis 
_^xð1Þ  _^xð2Þ ¼ v^N þ v^T ¼ v^Nm^þ v^bTas^a ð26ÞFig. 15. Finite element layer used for distance ﬁeld computation.
Fig. 16. Safe partial distance ﬁeld update. Left: Distance with respect to the target’s 
boundary. Right: Distance refers to actual intersection of the target’s boundary with 
the contactor. Dotted lines: contours. Arrows: approximated projection vectors to5.2. Impenetrabi lity constrain t
The structure of the projection vector given through the dis- 
tance ﬁeld in Eq. (20) is similar to Eq. (21), i.e.
dðxÞ
cðxÞk k
ðcðxÞÞ
cðxÞk k ¼ p $ g^ðn^Þ  m^ðn^Þ ¼ x^
ð2Þðn^Þ  x^ð1Þðn^Þ ð27Þ
The deﬁnitions of the gap function and the surface normal can,
therefore, be replaced by the distance function and its gradient.
Let the gap function be the sum of the distances of a point x^ on
the contact frame to the boundaries of the two bodies, see Fig. 13,
g^ðn^Þ ¼
X
i¼1;2
dðiÞðbXðn^ÞÞ
cðiÞðbXðn^ÞÞ  ð28Þ
Variation leads to
dg^ ¼
X
i¼1;2
cðiÞðbXðn^ÞÞ  d/^ðiÞ þ s^ðiÞb dnðiÞb 
cðiÞðbXðn^ÞÞ  
dðiÞðbXðn^ÞÞd cðiÞðbXðn^ÞÞ 
cðiÞðbXðn^ÞÞ 2
0
B@
1
CA
ð29Þ
Due to perpendi cularity of the basis it is cðiÞ  s^ðiÞb ¼ 0. The last term is
assumed being zero since cðiÞðbXðn^ÞÞ  ¼ 1 is satisﬁed by the contin- 
uous distance function. In feasib le contact , g^ ¼ 0, assuming that two 
planes are in contact both tangentia l planes are identical and one 
has
m^ðn^Þ ¼  c
ð1ÞðbXðn^ÞÞ
cð1ÞðbXðn^ÞÞ  ¼
cð2ÞðbXðn^ÞÞ
cð2ÞðbXðn^ÞÞ  ð30Þ
This assumpt ion does not hold in point-to -curved-s urface contact 
for which differe nt contact models should be used, see for exampl e
[4]. Then Eq. (29) leads to
dg^ ¼ m^  d/^ð2Þ  d/^ð1Þ
 
ð31Þ
which is identical to the previous result (23).
The tangentia l velocity in Eq. (26) is obtained from the 
decompositi on
v^T ¼ I m^ m^ð Þv^ ð32ÞHence, no assumption s on the smoothn ess of the contact surface are 
required for the computa tion of the tangentia l basis.
In frictionless contact, formulations based on closest point pro- 
jections and distance ﬁelds preserve the balance of momentum:
The normal tractions are applied to spatial points being located 
on the intersections of the two contact surfaces on a line along 
the normal vector m^ and the normal tractions t^N . This is different 
for tangentia l tractions: If the normal contact condition g^ ¼ 0 is
not exactly enforced by the contact algorithm, the angular momen- 
tum is generally not preserved if the closest point projection is
used, see Fig. 14 on the left. When using distance ﬁelds, the contact 
tractions are applied to material points with the same deformed 
coordina te. Therefore, balance of linear and angular momentum 
is satisﬁed even if the contact constraints are infeasible, i.e.
g^ – 0, see Fig. 14 on the right.the boundary.
Fig. 17. Generation of outside elements that measure negative distances.
Fig. 18. FEM mesh of a sphere.
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In this work, the distance ﬁeld is precomputed in the reference 
conﬁguration [24]. Not all ﬁnite element nodes are associated with 
a discrete distance. Starting from the bounding surface, the two top 
layers of ﬁnite elements are identiﬁed, see Fig. 15. Only the nodes 
of these elements are considered during the distance ﬁeld compu- Fig. 19. Discrete distance ﬁeld of a sphere. Left: interpolated tation. This saves time and memory. Furthermor e, it reduces the ef- 
fort in collision detection. Since trial steps of a time stepping 
scheme should not exhibit deep penetrations, this assumpti on is
feasible for many cases.
If the complete boundary of a body is used as reference surface 
F, then the distance gradient is not perpendi cular to the boundary 
when measured at points close to corners and edges. Depending on
the interpolation functions, some kind of smoothing appears. There 
are applications , however, where smoothin g is not desired. This 
can be approached by careful deﬁnition of the reference surface 
F. In [30] a strategy for a safe partial distance ﬁeld update is pro- 
posed which can be applied here. Therein, the boundary of one 
body (contactor) is intersect ed with the volume of the target. In
the next step, all intersecting target surface patches are identi- 
ﬁed. These surface patches are used to deﬁne the initial set in
CFFM, see A. The discrete distances of all nodes in the overlap- 
ping domain are recomputed at each deformed conﬁguration.
When evaluating the distance on the intersected contactor sur- 
face, it is measured with respect to the intersect ed target surface 
patches and the accuracy of the distance gradient can be im- 
proved, see Fig. 16. Other approaches exist to partial distance 
ﬁeld updating which are more efﬁcient, but less robust [25,29].
5.4. Negative distances 
By associating the discrete distances to points located on the 
ﬁnite element mesh one is able to measure non-negativ e dis- 
tances only. Some situations may require the evaluation of a dis- 
tance and its gradient of a point to the target’s boundary being 
located outside. Using the presented approach to distance ﬁelds,
this is only possible by creating a supplem entary mesh. Therein,
for each surface segment one extracts the ﬁnite element nodes 
along the negative distance gradient, see Fig. 17. For quadrilat- 
eral segments , one obtains a hexahedr on; for triangles one ob- 
tains a prism. These elements are then used for distance ﬁeld
generation and for contact search.
6. Numerical example s
The following tests are performed by a node-to- element inte- 
gration where the ﬁnite element nodes on the contactor boundary 
are the numerical integrati on points of the contact integral. If not distance ﬁeld. Right: Assumed normal vector (at nodes).
Fig. 20. FEM mesh of a block.
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using linear tetrahedr al elements. A general contact detection 
strategy is employed , i.e. no extra knowledge of the problem is
used by the algorithm, such as individual contact pairs or maxi- 
mum search distances.
6.1. Distance ﬁeld interpolation for selected geometries 
A sphere with very rough discretizatio n in the center and ﬁner
discretizatio n at the boundary is shown in Fig. 18. The radius is 5,
the cell size is 1:5. The mesh contains 1041 nodes and 900 ele- 
ments. To illustrate the interpolation of the distance ﬁeld, the 
sphere is cut along a plane through its center point, see Fig. 19
on the left. The interpolati on is continuous and of higher order 
due to the enhanced interpolati on of the distance to the boundary.
Hence the distance ﬁeld appears smooth although the ﬁnite ele- 
ments are presented by a piecewise linear geometry. The negative 
assumed gradient of the distance ﬁeld points towards the bound- 
ary and is illustrated on the right hand side of the same ﬁgure.Fig. 21. Discrete distance ﬁeld of a block. Left: interpolated dThe interpolation of distance and gradient are sufﬁciently accurate 
even for large depths.
Another example is a rectangular block with an non-symmetri c
hole in its interior using a regular grid of ﬁrst order hexahedral ele- 
ments, see Fig. 20. The width and depth are 10, the height is 4. The 
hole has a width of 3 and a depth of 5 within the horizontal plane.
The interpolated distance ﬁeld is illustrate d in Fig. 21 on the left 
(GMSH plots triangles in the cutting plane, but the elements are 
hexahedr a). Because the interpolation function is quadratic , the 
ﬁeld appears rather smooth. In the vicinity of corners, a smoothing 
of the natural gradient is explicitly obtained, but there is no natural 
gradient at the outer vertices. A gradient ﬁeld being continuo us
being deﬁned everywhere in the domain is shown in Fig. 21 on
the right using an interpolati on of the negative assumed gradient.
The interpolations are plausible near convex and non-convex sur- 
face features. Note, the three nodes which are not associate d with 
a gradient in the ﬁgure are on a symmetry plane such that the clos- 
est surface patches are either on top or on the bottom of the 
structure .
The next example is a hollow sphere. It illustrates the distance 
interpolation for a thin-wal led structure with non-convex geomet- 
rical features. The radius is 1. The wall thickness is 0.1. The average 
size of the tetrahedra is 0.6. There are 23,220 elements and 6983 
nodes in the structure. The structure is subdivided into two parts.
The lower and upper parts are connected by a clamp involving a
unilatera l contact. Fig. 22 illustrates the interpolati on of the dis- 
tance ﬁeld and the ﬁnite element boundaries on a cutting plane 
through the center point of the sphere. The discretization is too 
rough for obtaining a reasonable mechanical response: Along the 
sphere wall 1–2 element layers are used. This is chosen to illustrate 
the stability of the distance interpolation. At the clamp, only one 
element layer is used with convex and concave corners, see 
Fig. 23. As in the other examples, the discrete distance ﬁeld covers 
the most important features of the geometry. The skeleton of the 
structure is clearly identiﬁed as the hyperface of maximum 
distance.
6.2. Impact of a clamped sphere on a rigid obstacle 
The geometry of this example is the hollow sphere of the last 
section, rotated by 45, see Fig. 24. A St. Venant material is chosen istance ﬁeld. Right: Assumed normal vector (at nodes).
Fig. 22. Interpolated discrete distance ﬁeld of a hollow sphere. Bottom: Detail 
around the clamp joint.
Fig. 23. Interpolated discrete distance ﬁeld of a hollow sphere. Detail around the 
clamp joint.
Fig. 24. Initial conﬁguration of the tied sphere.
Fig. 25. Tied sphere at t = 4e5.
Fig. 26. Detail of a tied sphere at t = 4e5.
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The clamps between both half-spheres are tied by unilateral con- 
tact. The initial velocity is given by vx ¼ 1000 and vz ¼ 500. A
Coulomb friction model is used between the two half-spher esand between the sphere and the rigid obstacle with coefﬁcient
0.2. An explicit time integrator is used with a time step Dtcrit=2
and a simulation time T ¼ 0:0004. For the dynamic contact algo- 
rithm, an asynchronous decompositi on contact response is em- 
ployed [36,6].
Fig. 25 illustrates a cutting plane through the sphere at time 4e- 
5 at the approximat e peak of the impact. A detail is shown in
Fig. 26 showing that the clamp exhibits no interpenetratio n due 
to erroneous detected collisions. The solution trajector y from 
t = 0 to t = 0.0004 is plotted by superimposing multiple conﬁgura-
tions within this interval in Fig. 27.
Fig. 27. Various conﬁgurations of a tied sphere in time interval [0..0.0004].
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Fig. 30. Sliding block: Energy balance over time.
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This example serves to compare the collision detection based on
distance ﬁelds with node-to-segme nt projection when treating 
Coulomb friction. A block with dimensions 1 1 1 is sliding on
a rigid plane subject to gravitation. The block is discretize d by
3 3 3 1st order hexahedral elements . The obstacle is discret- 
ized by 5 5 1 elements and has the dimension 5 2 0:2.
Fig. 28 illustrates the geometry at the beginning and at the end 
of the simulation. The material is linear elastic with Young’s mod- 
ulus E ¼ 100, Poisson’s ratio m ¼ 0, mass density q ¼ 1. The block is
subject to a constant vertical body force F ¼ 1.
All nodes of the basement are supposed to be ﬁxed. We want to
measure the error in linear and angular momentum and, therefore,
the nodes of the obstacle are not restrained. Instead, the mass den- 
sity and elastic modulus of the plate are increased, i.e.
q ¼ 100; E ¼ 10;000.
The initial horizontal velocity is vx ¼ 1. The Coulomb parameter 
of friction is l ¼ 0:5. The total simulation time is T ¼ 3. For time 
integration we use the explicit symplectic-m omentum preserving Fig. 28. Sliding block: Sta
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Fig. 29. Displacement and velocities over timVelocity Verlet scheme. The collisions are resolved by the Decom- 
position Contact Response [6] that modiﬁes the velocities discon- 
tinuously through a simple projection. The time step ratio related 
to the critical time step is b ¼ 0:5.
Fig. 29 presents the horizontal displacements and velocities at
the block’s bottom. A single value of the displacemen ts is obtained 
by averaging the nodal values at the bottom surface. The results are 
in good agreement with the analytica l solution of a rigid block slid- 
ing on a ﬁxed obstacle: The displacemen ts describe a parabola with 
end displacemen t ux ¼ 1 while the velocity decrease s linearly until 
time t ¼ 2. The distance ﬁeld is compared with direct node-to-seg- 
ment projection [1] and the inside-outside algorithm [3]. The solu- 
tions of the node-to- segment algorithm and the distance ﬁeld
detection are in good agreement. When comparing the required 
cpu time, both are nearly identical (the search distance in node- 
to-segme nt projection is limited to 0.1).
The inside-outside algorithm does not converge . The reason is
the averaging of the nodal normal vector on the boundary. The 
decisive error appears in the ﬁrst time step. The nodal normal of
the nodes at the bottom left corner of the block (as in Fig. 28)rt and end geometry.
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Fig. 31. Momentum preservation over time. Left: Sum of linear momentum. Right: Sum of angular momentum.
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right nodes shows downwards and to the right. When measuring 
the gap rate at the predictor step, the decompositi on contact re- 
sponse measures an inactive contact at the bottom left nodes 
and an active contact for all other nodes. The friction force of the 
nodes in the bottom’s center is very small because it is limited 
by the normal force which is related to the gravity F ¼ 1. The re- 
sponse of the bottom right corner nodes, however , depends on the 
initial velocity due to the inexact normal vector. Hence, the nodes 
obtain a rather large impulse which starts a rolling motion of the 
block. The true solution, however , is a sliding motion. Although 
the distance ﬁeld, as tested herein, also implements an averaged 
gradient on the block’s boundary, it does not affect the conver- 
gence at least in this example.
Fig. 30 presents the energy balance. The energy dissipated by
the friction grows until almost no energy is left in the system.
The total energy is nearly preserved by the algorithm. Again, both 
solutions are nearly identical.
The balance of linear and angular momentum is presented in
Fig. 31. The angular momentum is computed with respect to the 
origin, i.e. x ¼ 0 at the block’s left side, y ¼ 0 at the block’s center 
and z ¼ 0 at the block’s bottom. As predicted, the linear momen- 
tum is preserved by both algorithms while the angular momentum 
is only preserved by the distance ﬁeld. The magnitude of the error 
in angular momentum grows with the residual of the penetration.
This is illustrated by application of the collision response every 5
time steps (instead of each time step). This leads to a larger drift 
in the angular momentum as illustrated in Fig. 31.
7. Conclusions 
Distance ﬁelds on unstructur ed grids may help to improve col- 
lision detection algorithms that rely on a smooth gap function in
several areas. The key features are summarized below:
 very simple local intersection search, see Appendix B,
 safe and robust local search (no problems with dead zones, mul- 
tiple segments as projection candidates, self contact, caught 
nodes, etc.),
 no user speciﬁed input required (for example, a search depth 
that deﬁnes the halo size),
 no generation of artiﬁcial volume elements around surface seg- 
ments necessary,
 simple computation of gap function and direction by
interpolation,
 suitable directions close to complex geometrical features,
 exact conservation of linear and angular momentum without 
post-proces sing, even for infeasible contact in friction, constrain t and constrain t gradient are continuous functions.
This may improve converge nce of iterative solution algorithms 
if an integrati on point moves from one target element to the 
other,
 distances outside of bodies can not be measured unless a sup- 
plementa ry mesh is generated,
 thin-wal led structure s can only be treated for penetrati ons 
< 0:5 tool size (in automatic contact),
 thin-wal led structures with deeper penetrations only by careful 
contact pair deﬁnition and outside meshing,
 the global contact search must generally treat more ﬁnite ele- 
ments than segment boundary volumes when using projection 
algorithms ,
 compare d with natural gradients, the assumed gradient ﬁeld
may lead to improper treatment of friction at corners, but 
may improve the treatment of normal contact in few situations.
This article utilizes a numerica l integration scheme for the contact 
integr al where the integration points are the contactor nodes . For 
this strategy, we introduce the term ‘‘node-to-e lement integration ’’
for its conceptu al differences to node-to-segm ent approaches . The 
distance ﬁeld can be easily incorporat ed in higher-ord er mortar 
metho ds introducing the notation ‘‘segment-to -element integra- 
tion’’. When using exact area integration , the distance ﬁeld may 
produce nearly exact discrete gradients [37]. For the construction 
of higher order integration schemes one may start with the ideas 
in Section C.
One key aspect of the distance ﬁeld being utilized in this arti- 
cle is the enriched interpolation when using low-order ﬁnite ele- 
ments. It should be noted that the proposed interpolation 
schemes for hexahedral and tetrahedral elements contain the 
minimal number of support points to ensure a stable interpola- 
tion in the vicinity of complex geometries. Hexahedral elements 
with tensor-prod uct interpolation of at least second order and 
tetrahedr al elements of at least third order can be used directly 
for distance interpolati on. Quadratic tetrahedra need ﬁve addi- 
tional support points, one in the element center and four in
the face centers.
Possible future research may be
 to explore segment-to- element integration schemes like Mortar 
methods
 to adopt the distance ﬁeld to isogeometric analysis where usu- 
ally a direct closest point projection is employed 
 to compare the numerical efﬁciency of the local search with 
direct closest point projection more deeply for distorted higher 
order elements. The convergence behavior of the direct closest 
point projection was already studied in [38].
Algorithm 1. Closest Feature Front Marching 
Given is a set of faces and a set of ﬁnite elements.
for all ﬁnite element nodes A being part 
of the given elements do
stateA ¼ FAR
end for 
Create a graph which associate s each ﬁnite element node 
to neighbori ng nodes whereby the adjacency is
deﬁned through the elements.
Create an empty 
set of active nodes (the narrow band) being sorted 
by their distance.
for all nodes A which are part of
the surface do
dA :¼ 0; stateA :¼ ACTIVE 
Determine the associated feature.
Take all surface patches this node is part of,
triangula te them and collect 
the triangle patches 
to a feature.
Add node A to the narrow band.
end for 
Deﬁne the function proj ðA; f Þ which returns the 
(nonnegative) smallest 
distance between node A and the triangles of feature f.
while narrow band is not empty do
Find the active node A with smallest 
distance and remove it
from the narrow band.
state A ¼ ALIVE
for all neighbors B of node Ado
if stateB ¼¼ ACTIVE then
Compute g ¼ projðB; featureAÞ
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Appendix A. Computin g discrete distances by closest feature 
front marching 
The computation of a distance ﬁeld may be a very expensive 
application. To be accurate, for each discrete point of the mesh 
the distance to all parts of the related surface must be computed 
and the smallest is chosen, yielding a complexi ty of Oðn mÞ (num-
ber of nodes n, number of faces m). The complexity of this ap- 
proach can be reduced by ﬁrst identifying the closest discrete 
points on the related surface for each mesh point and then com- 
puting the distance to the adjacent faces of these closest points 
only. When interpreting distance ﬁelds as level sets, they may be
efﬁciently computed using level set methods like Fast Marching 
[23].
The Fast Marching Method was originally develope d for Carte- 
sian grids, see Fig. A.32 . The idea is that distances of points lying 
on (or near) the reference surface are already known. Consideri ng
a point with an unknown value, its distance may be approximat ed
if the distances of neighboring points are known. The level set va- 
lue of an arbitrary point is, therefore, not the exact distance to the 
surface, but a good approximation while only the information of a
few neighboring points is used, yielding an algorithm of complex- 
ity Oðn  logðnÞÞ [23]. In [25] the distance ﬁeld of a ﬁnite element 
structure was computed by creating a Cartesian grid occupying 
the same space as the ﬁnite element mesh. The actual distance val- 
ues are then obtained by interpolating the values of the underlyin g
Cartesian grid. The reason for this approach is, that although stable 
modiﬁcations of the Fast Marching Method for acute triangular 
meshes [27] exist, there is no stable version for arbitrary tetrahe- 
dral meshes in three dimensions . The nodal distance to be deter- 
mined in each step depends on the discrete distances of the 
current marching front. As a result, an error is induced in each step 
which grows during the propagation .
Instead of propagating the distance through the body, one could 
remember the surface patch which is closest to a considered mesh 
point, obtaining the Closest Feature Fast Marching (CFFM) method.
The approach was presented in [28] and ﬁrst applied to arbitrary 
tetrahedral meshes in [29]. A closest feature denotes either the 
point, the edge or the surface patch of the elements deﬁning the 
surface which is closest to the considered point. The algorithm re- 
quires a division of all spatial points into 3 mutually exclusive sets:
ALIVE, ACTIVE and FAR. Addition ally, each point stores two proper- 
ties, the distance to the surface as well as a reference to the closest 
feature. At initializatio n, all points are marked FAR, except those 
being on the body’s surface and their neighbors. The points on
the surface are marked ALIVE, their distance is set to zero and their Fig. A.32. Fast Marching method on rectangular grid.closest feature becomes the set of surface patches they belong to.
The adjacent points of the initial ALIVE points are set being AC- 
TIVE; they form the so called narrow band. The narrow band is
then propagated through the body, starting from its boundary 
and moving towards the interior skeleton until no FAR points exist.
The procedure applied to ﬁnite continuum elements is summa- 
rized in Algorithm 1. The resulting method is of complexi ty
Oðn  logðnÞÞ. It is more accurate than the original Fast Marching 
Method because it computes the accurate distances to the bound- 
ary instead of propagating approximate values. Errors may appear 
if a node stores the wrong closest feature it is referring to. Still, the 
nodal distance may be a good approximat ion of the exact value.
Furthermore, the error can be corrected at deeper nodes during 
the propagat ion.if g < dB then
dB :¼ g; featureB :¼ featureA
Resort the set of active nodes.
end if
else if stateB ¼¼ FAR then
dB :¼ projðB; featureAÞ; featureB :¼ featureA;
stateB :¼ ACTIVE 
Insert node B into the set of active nodes.
end if
end for 
end while 
If there are any nodes A left with state A ¼¼ FAR then A
belongs to another body than the given surface patches.
Fig. C.33. The contact interface. Left: contactor Xð1Þ and target Xð2Þ . Center:
Intersection of the contactor boundary with the target elements. Right: contact 
interfaces on contactor and target side.
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During a dynamic simulation, the contact conditions must be
satisﬁed at discrete points in time. Depending on the temporal dis- 
cretization of the contact constraints, this may require an iterative 
solution process involving the evaluation of the constrain ts at pre- 
dictor conﬁgurations. For the solution algorithm one generally re- 
quires information on the activity of the constraints, the current 
residuum at the predictor conﬁguration and eventually derivatives 
of the residuum. Given a predictor coordinate vector x one requires 
the following steps in a contact algorithm:
1. Global search: One has to identify the local element coordinates 
nðiÞ on the contactor and target side for each given x. This is
equivalent to the inverse mapping /1 with x ¼ /ðXðnÞÞ. A brute 
force approach would compare all ﬁnite elements with x which
unnecessari ly increases numerica l complexity. Instead, a global 
collision phase is done before the actual contact detection. In
this phase, the set of possible collision candidates is reduced 
to a reasonabl y small number by means of very fast methods.
These are potential contact pairs consisting of a contactor point 
and a target element/fac e being sufﬁciently close to the other.
2. Local search: The local search performs an accurate inside–out-
side test for the speciﬁed contact pair and ﬁnds the local coor- 
dinates nðiÞ ¼ nðiÞðxÞ.
3. Generation of constraint equations: For each positive detection,
the discrete constraints are evaluated and temporarily stored 
(including discrete gradients, etc.).
4. Computation of response: Given the active set of constraints the 
response is computed.
If an iterative solution procedure is used, one repeats the pro- 
cess until the desired accuracy is obtained.
Global search 
Using closest point projection, one needs to create a bounding 
volume around each target face. The global collision detection then 
intersects the bounding volume with numerical integrati on points 
located on the contactor boundary. This is different for distance 
ﬁelds where one can use the target ﬁnite elements directly. Hence,
one does not need to specify the size of the halo (for example, the 
search distance along the surface normal). Global collision detec- 
tion algorithms can then be used without modiﬁcation. These pro- 
cedures are spatial partition schemes and hierarchical 
representat ions often used to localize the regions where the actual 
collision appears or to delimit the domain where the exact collision 
test must be performed. Such representation s approximat e the 
topology of an object at different levels of detail. These include 
bounding volume hierarchies like sphere trees [39,40], OBB-trees 
(Oriented Bounding Boxes) [41], AABB (axis-oriented bounding 
box) trees [42] and hierarchies of k-DOPs (Discrete Orientation 
Polytopes) [43], as well as spatial partitioning like octrees (octant
trees) [44], kd-trees [45] and position code algorithms [46–48].
Tracking algorithms may support the global detection in time 
stepping schemes. Therein, one seeks the new position of a point 
within the neighboring elements of the target element being inter- 
sected by the same point at the last time step, see for example [3].
Local search 
Direct closest point projection Within closest point projection the 
local search solves 
yðnÞ  x^k k ! min; yðnÞ ¼
X
A
NFAðnÞxA ðB:1Þ
which ﬁnds the point y on some ﬁnite elemen t face which is closest 
to a given point x^ on the contact frame. Here, n are two-di mensional 
coordinat es deﬁning the parameter ization on the ﬁnite element face. The face is interpolat ed using the shape functions NFA. The opti- 
mality conditio ns lead to
0 ¼
X
A;B
NFAðnÞrnNFBðnÞxA  xB 
X
A
rnNFAðnÞxA  x^ ðB:2Þ
which is solved iteratively .
Distance ﬁeld
Compare these equations with the application of the distance 
ﬁeld. It only involves the identiﬁcation of the local ﬁnite element 
coordina te n 2 R3 of a contactor point within a target element.
The target ﬁnite elements can be used directly in global collision 
detection. In case of isoparametr ic continuum elements, the local 
search solves 
0 ¼ yðnÞ  x^; yðnÞ ¼
X
A
NAðnÞxA ðB:3Þ
with ﬁnite elemen t shape function NA.
When comparing Eqs. (B.2) and (B.3), the latter is generally fas- 
ter to solve by iterative methods . Consider, for example, distorted 
ﬁrst order hexahedral elements or distorted second order ele- 
ments. Then the degree of nonlinearity is higher in (B.2). Hence,
one usually requires more iterations in order to obtain similar 
accuracy. Furthermore, one usually must check more faces being 
close to x^ than elements being intersected by x^. The complexi ty
of projection ﬁnding is increased if the contacting boundaries are 
replaced by smooth surface representat ions and if non-conv ex or
non-smo oth boundaries are present.
The number of iteration s should be limited, for example to 5.
After obtaining the local element coordinate, the actual intersec- 
tion test takes place. A point with local coordinate n intersects a
tetrahedr on if n1 P 0; n2 P 0; n3 P 0; 1 n1  n2  n3 P 0 and a
hexahedr on if 1 6 na 6 1;a ¼ f1;2;3g Thereafter, the local ﬁnite
element coordinate is used to evaluate the distance ﬁeld gradient 
given by Eq. (10).
Appendi x C. Spatial discretiz ation of the contact interface 
The integration domain C in Eq. (25) is deﬁned as the intersec- 
tion of the contactor boundary and the target elements, see 
Fig. C.33 . This is in contrast to direct closest point projection where 
the integration domains are the boundaries of both bodies. In fea- 
sible contact, however, C becomes the intersection of both 
boundari es.
Algorithm s develope d for node-to- segment and segment- to- 
segment integration can be applied directly, but the local coordi- 
nate of a numerical integration point on the target side does not re- 
fer to a target segment, but to the interior of a target element. Then 
(a) (b) (c) (d)
Fig. C.34. Integration point strategies on the contact frame. (a) one-sided node-to-segment. (b) segment-to-segment on one boundary. (c) both-sided node-to-segment/node- 
based segment-to-segment. (d) segment-to-segment on the contact frame.
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ature, see for example Fig. C.34 .
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