ABSTRACT A family of blocked proportionate normalized least mean mixed-norm (BPNLMMN) algorithms using hybrid error criterion are devised and investigated for estimating block-sparse channels that are always considered in networks and satellite echo channels. The derived BPNLMMN algorithms are realized by considering two different errors in the least mean algorithm and incorporating hybrid-norm constraints into the constructed cost function to fully use the prior cluster-sparse information in the systems to be estimated. We carefully derive the BPNLMMN algorithms and provide a completed analysis of the BPNLMMN algorithms for cluster channel estimations. The obtained results from various simulations illustrate that the BPNLMMN algorithms provide superior performance under various inputs and perform better than existing least mean mixed-norm algorithms.
I. INTRODUCTION
Adaptive filtering (AF) has attracted much attention and has been extensively studied in the field of signal processing, which has experienced a long history. It has been used for adaptive system identification, including channel estimation (CE), etc.
[1]- [5] . As we know, a channel is an indispensable link between a transmitter and a receiver in various modern communication systems [6] , [7] . Thus, it is important to study the CE for improving the quality of communications, especially for coherent detection in wireless and satellite communications [8] - [10] . From early investigations of CE, we found that AF can be used to well implement CE [6] , [11] . For example, the well-known least mean square (LMS) and its variant algorithms such as normalized LMS (NLMS) [11] have been considered in the wireless communication systems to act as a channel estimator or channel equalizer. On the The associate editor coordinating the review of this manuscript and approving it for publication was Zhixiong Peter Li. other hand, the higher error can be used to mitigate the effects on the input scaling in the outlier presence of the LMS algorithm [12] , [13] . Then, the fourth error has been employed to construct the least mean fourth (LMF) that has been evaluated in low-SNR environments [14] . However, the LMF algorithm employed a smaller regularization factor to realize a stable convergence due to the cube of the error signal in the LMF gradient vector [12] , [15] , while it can obtain a better mean square error (MSE) compared with the basic LMS in the low SNR.
For practical channels, most are considered sparse. For example, high-definition digital television (HDTV) transmission channels, underwater acoustic communication (UAC) channels, network echo channels and satellite link echo channels are usually sparse [16] - [19] . As a sparse channel, most coefficients in the channel impulse response (CIR) can be negligible or regarded as zeros, while only a few of the coefficients are relatively large [20] - [23] . From studies of LMF and LMS, we know that these AF algorithms consider the updates uniformly and cannot use the prior sparse information in practical systems and channels [24] . Thus, we should develop sparse adaptive CE algorithms to enhance the estimation performance.
Recently, two different sparse NLMS algorithms have been developed to implement the sparse systems, namely, the proportionate NLMS (PNLMS) algorithm and the zeroattraction (ZA) LMS (ZA-LMS) algorithm [25] - [27] . For the PNLMS algorithm, it assigns gain weights to the different coefficients according to coefficient magnitudes, resulting in a faster convergence at the initial stage and worse MSE compared with the typical NLMS algorithm [25] , [28] . Then, variants were reported to enhance the PNLMS performance [28] - [34] . For example, the improved PNLMS (IPNLMS) algorithm employs a controlling factor to balance the NLMS and PNLMS algorithms for better performance no matter how sparse the channel is [29] and [30] . Different from the PNLMS algorithm, the ZA-LMS algorithm utilizes a l 1 -norm constraint to modify the basic LMS cost function to force the near-zero coefficients to zero rapidly [27] . The ZA-LMS algorithm accelerates the convergence for exact sparse systems owing to the l 1 -norm constraint, in which ZA uniformly provides a shrinkage constraint on all the coefficients [27] . When the channel is dispersive, the ZA-LMS algorithm performs worse. Similarly, ZA has been considered in the LMF [35] , [36] , affine projection (AP) [37] - [39] , least mean square/fourth [6] and least-mean mixed-norm (LMMN) algorithms [13] and also in set-membership AFs [40] to use the sparse information in the channels, which has been analyzed in detail. However, these algorithms do not focus on the block-sparse channels.
To meet the requirement for block-sparse system identifications, several LMS variants have been reported for cluster-sparse (especially one-cluster) CEs [41] - [43] . In cluster-sparse channels, there are one or more clusters that contain more than one active coefficient. As we know, the network echo channel is a typical sparse channel with one block, while the satellite link echo channel is a twocluster sparse channel because the encoding, loading, and jitter buffer delays will cause some bulk delays [42] . By considering the distributions of active coefficients in the channel, there are a one-cluster sparse channel and a two-cluster sparse channel, which are presented in FIGURE 1 as examples. For estimating these channels well and fully using the clustersparse information, a block-sparse LMS (BS-LMS) algorithm and a block-sparse PNLMS (BS-PNLMS) algorithm have been realized and used for estimating the abovementioned channels [41] - [43] .
In this article, a family of blocked proportionate normalized LMMN (BPNLMMN) algorithms are devised to take the advantage of the squared error, four-order error algorithms, and mixture norm constraints for block-sparse CEs to overcome the input scaling sensitivity of the LMSbased algorithms. The obtained BPNLMMN algorithm utilizes these two different errors in the least mean algorithm to obtain good performance. Moreover, mixture norm constraints implemented by the mixed l 2,i (i = 0, 1) norm are incorporated into the PNLMMN cost function to form the devised BPNLMMN algorithm to fully use the prior clustersparse information in these sparse channels. The proposed BPNLMMN algorithm is carefully derived and investigated by computer simulation to verify the effectiveness and the estimation behaviors over the mentioned cluster-sparse channels in FIGURE 1. The obtained estimation performance verifies that the BPNLMMN algorithm achieves lower MSE and faster convergence in comparison with the proportionate and ZA least-mean mixed-norm (LMMN) algorithms in [13] .
II. TRADITIONAL ADAPTIVE CE ALGORITHMS A. NLMS ALGORITHM
In the framework of CE, the input signal is
T , where m is instantaneous time index. The finite impulse response
where u(m) is a zero mean white Gaussian noise (WGN), which is independent of x(m). The estimated FIR channel is obtained and written asĝ(m)
T . Then, the output of the chan-
The estimation error between d(m) andd(m) is illustrated as
For CE application, our goal is to minimize the specific cost function to track the channel. In the LMS algorithm, twoorder error is used to realize the cost function that is defined as [1] , [11] 
Then, we obtain the LMS updating equation
where µ 1 is the step size. According to the normalized adaptive filter theory, the NLMS updating equation is VOLUME 7, 2019 FIGURE 2. Performance comparisons of the BPNLMMN algorithms.
given by [1] , [11] 
where ζ > 0 with a very small value.
B. PNLMS ALGORITHM
Since the NLMS algorithm does not use the prior information in the sparse systems, the PNLMS algorithm has been developed using a gain allocation matrix in the NLMS. The PNLMS updating equation is [25] 
in which ε PNLMS > 0 is small constant. P(m) is the gain matrix that allows the gain to each component of theĝ(m) independently, where P(m) is defined as
where the individual gain p l (m) is given by
with
in which the parameters θ and ω are small positive constants. ω is used to prevent the coefficient update from stalling when all the coefficients are initialized to be zero. Another parameter, θ , is used to preventĝ l (m) from halting [25] . In general, the typical value of parameter θ is θ = 5 L . 
III. THE PROPOSED BPNLMMN ALGORITHMS
Herein, the BPNLMMN algorithms are proposed stepby-step. First, we will provide the normalized LMMN (NLMMN) algorithm. Then, the proportionate NLMMN (PNLMMN) algorithm will be proposed based on the concept of proportionate AF algorithms. Finally, the proposed BPNLMMN algorithms are carefully derived herein.
A. NLMMN ALGORITHM
Similar to the LMS algorithm, two different estimation errors, J 2 (m) and J 4 (m), are used to realize the LMMN algorithm whose updating equation is [12] , [13] 
where
where E{·} denotes the expectation. The parameter α ∈ [0, 1] controls the mixture of J 2 (m) and J 4 (m) [12] , [13] . Taking the derivative of J LMMN (m) byĝ(m), we obtain
By utilizing the stochastic gradient minimization method and considering step size, the LMMN updating equation is [12] , [13] 
where µ 2 is the step controlling the performance of the LMMN algorithm. LMMN is the LMS algorithm for α =1, and it behaves similar to LMF for α =0. Inspired by the NLMS algorithm, the updating equation of the NLMMN algorithm becomeŝ
where · is the l 2 -norm.
B. PNLMMN ALGORITHM
Since the proportionate-type algorithms can obtain better performance for sparse CE, the PNLMMN algorithm is presented using the concept from the PNLMS algorithm. Then, the PNLMMN updating equation iŝ
where the PNLMMN algorithm is realized by incorporating the gain allocation matrix P(m) into the NLMMN algorithm, and P(m) is given in (8).
C. THE BPNLMMN ALGORITHMS
As we know, in well-known AF algorithms, we use the popular gradient descent method to determine a local minimum of a designed cost function for obtaining good convergence [44] . In the proportionate updating approaches, we always consider the sparse systems with the most coefficients as inactive. In this case, the proportionatetype algorithms use the Riemannian metric structure introduced in [45] and [46] rather than the Euclidean space to provide a faster convergence. In the Riemannian metric space, the cost function is defined as J (d, x,ĝ) [45] , [46] . Then, the distance between the next channel vector g(m + 1) and the current channel vectorĝ(m) is written as [47] D ĝ(m + 1),ĝ(m)
where Q(m) is a Riemannian metric tensor with size of K × K [48] . Based on the formulation of the proportionate updating AFs implemented based on the gradient descent adaptation, the previously reported proportionatetype AFs can be obtained through the following generic update [49] , [50] :
where η is the step size that is greater than 0. In sequel, if
If the filter is derived from the high-order error such as the fourth-order error
which is used in the LMF algorithm, we can obtain the update to the PNLMF algorithm [51] 
From the derivation of the proportionate AFs, the BPNLMMN algorithms are used to obtain a solution from the following equation
When Q 1 (m) = Q 2 (m) = P(m), the BPNLMMN algorithms become the PNLMMN algorithm. To fully use the prior block information in the network and satellite echo channels [42] , the hybrid norm constraint coefficient vector is used to obtain the Q 1 (m) and Q 2 (m). Here, these have four different forms:
and
where Q 1 (m) and Q 2 (m) are obtained from ĝ(m) 2,i , (i = 0, 1). We define
where N is the cluster numbers obtained by N = L/B, where the cluster length is B. Since the minimization of the l 0 -norm is an nondeterministic polynomial hard problem, an approximation of the l 0 -norm minimization is considered to obtain VOLUME 7, 2019 the solution. Herein, the approximation of the l 0 -norm minimization is defined by an exponential function [52] :
in which β > 0 is an adjusting constant. From Equations (25) and (26), we have
whereĝ [i] is the i-th block corresponding to coefficient vector g(m). Then, the BPNLMMN algorithms have four different forms, namely, BPNLMMN-1, BPNLMMN-2, BPNLMMN-3 and BPNLMMN-4, which are given by BPNLMMN − 1 :
where Q 1 = Q 2 is obtained from (27) .
BPNLMMN − 2 :
where Q 1 is obtained from (24) and Q 2 is obtained from (27) .
BPNLMMN − 3 :
where Q 1 = Q 2 is obtained from (24) .
BPNLMMN − 4 :
where Q 1 is obtained from (27) and Q 2 is obtained from (24) . In the proposed BPNLMMN algorithms, the gain matrix Q i (m) based on the utilization of ĝ(m) 2,i is modified to be
where 1 B in Equation (32) is a B-length row vector with all one elements. The element q(m) is obtained from where
for using ĝ(m) 2,0 where time index m is ignored and
for using ĝ(m) 2,1 where time index m is ignored, and ĝ(m) 2,1 and ĝ(m) 2,0 are obtained from (24) and (25), respectively. From the derivation of the proposed BPNLMMN algorithms, we found that the BPNLMMN algorithms utilized the mixed l 2,i -norm to use the known block-sparse information of the satellite link echo channel in FIGURE 1. In the BPNLMMN algorithms, the l 2 -norm is used to divide the blocks, while the l i -norm is used to exploit the sparseness.
IV. RESULTS AND DISCUSSIONS
The parameter effects on the proposed BPNLMMNs and the performance of the block-sparse CE will be investigated in this section. To provide an effective verification of the devised BPNLMMN algorithms, the simulated results are presented, and a comparison is given with the NLMMN algorithm and its sparse forms. The lengths of the aforementioned AF algorithms are L = 1024, which equals the length of the mentioned cluster-sparse channels. Various inputs, namely, WGN, colored noise (CN) and speech signal (SS), are considered and used to investigate the blocksparse CE performance of the BPNLMMN algorithms. In the simulation, CN is obtained by an autoregressive system. Additionally, the sampling frequencies for CN and SS are 8 KHz, and the input signal power is 1. A WGN is considered in the system with a zero-mean to implement the environment noise, and the SNR is set to be 30 dB. One hundred runs are adopted to ensure the validity of the Monte Carlo simulations. The blocked CE is evaluated, and the obtained performance of our BPNLMMN algorithms is accessed by normalized misalignment (NM) (dB), which has a definition of 10 lg( g −ĝ The channel discussed in FIGURE 1 (b) with two clusters distributes in the channel. Here, the two different clusters are considered, and each cluster has 32 active taps. In these constructed experiments, the step sizes are µ 2 = 0.05, µ ZA−NLMMN = 0.07, µ RZA−NLMMN = 0.08 and µ p = 0.035, where the µ ZA−NLMMN is the step size of the ZA NLMMN (ZA-NLMMN) algorithm, while the µ RZA−NLMMN is the step size of reweighted ZA-NLMMN (RZA-NLMMN) algorithm. The regularization parameters used in the mentioned algorithms are ε NLMMN = ε ZA−NLMMN = ε RZA−NLMMN = 0.01 and [6] . ρ ZA−NLMMN = 2 × 10 −9 and ρ RZA−NLMMN = 4 × 10 −9 . Herein, the ZA-NLMMN and reweighted RZA-NLMMN algorithms are proposed in [13] , and their related parameters have a corresponding script based on their names. 
A. PERFORMANCE COMPARISONS OF THE BPNLMMN ALGORITHMS
To provide an evaluation of the devised BPNLMMN algorithms, an experiment is created to estimate a one-cluster channel given in [42] , as is shown in FIGURE 1 (a) . Herein, B = 4 and α = 0.3 are selected for BPNLMMN algorithms. The results are presented in FIGURE 2. It is found that the BPNLMMN-1 algorithm has the best convergence since it utilizes only l 2,0 constraints, where the l 2 -norm is used for dividing the blocks, and the l 0 -norm is employed to exploit the sparsity of the cluster channels.
B. PARAMETER β EFFECTS ON THE PERFORMANCE OF THE BPNLMMN-1 ALGORITHM
From the discussions, we found that the parameter β controls the sparsity exploitation. Here, different β values (5, 10, 20, and 50) are considered to present the behaviors of the BPNLMMN-1 algorithm separately. Herein, B = 4 is selected for the BPNLMMN-1 algorithm, and α = 0.5 is chosen for corresponding algorithms. In the simulation, only parameter β is changed, while the other parameters are fixed. Moreover, different input signals, namely, WGN, CN and SS, are employed to discuss the estimation performance of the BPNLMMN-1 algorithm. In this paper, the used SS is presented in FIGURE 3. The simulation result with different β and WGN input is shown in FIGURE 4, while the results with CN input are given in FIGURE 5, and the results with SS input are illustrated in FIGURE 6.
From the results in FIGURE 4, the devised BPNLMMN-1 algorithm converges faster than other related NLMMN algorithms. For the BPNLMMN-1 algorithm, the convergence is increased with the increase in β for the one-cluster sparse channel with WGN input. FIGURE 4 (b) presents the effects of β on the behavior of the BPNLMMN-1 algorithm for two-cluster channel. The BPNLMMN-1 algorithm still has the fastest convergence when the sparsity level of the twocluster channel is reduced in comparison with the one-cluster sparse channel. If we use the CN as the input, the results are as shown in FIGURE 5, where we can see that the devised BPNLMMN-1 algorithm still performs better compared to the NLMMN, ZA-NLMMN and RZA-NLMMN algorithms on the grounds of the convergence and NM. The convergence of the proposed BPNLMMN-1 is deteriorated when β is larger than 20. When we use SS as the input signal, the estimation performance of BPNLMMN-1 deteriorates with the increase in β for both one-cluster and two-cluster block sparse channels, which is found in FIGURE 6. We can see that BPNLMMN-1 is the best when β is equal to 5 with respect to NM and the convergence rate. Thus, we should carefully select the β parameter to obtain superior performance and to get the same initial convergence with other algorithms. 
C. PARAMETER B EFFECTS ON THE PERFORMANCE OF THE PROPOSED BPNLMMN-1 ALGORITHM
Since the block size can also have an important effect on the performance, different B values, namely, B =(4, 16, 32, and 64), are utilized to discuss the estimation behavior. In the simulations, other parameters are fixed, and β is set to 50 for WGN input. The B effects on the estimation performance with WGN input are presented in FIGURE 7. The convergence speed rate is reduced when B is increased from 4 to 64 for the one-and two-cluster block channels. For the CN input and the SS input, β is 20 and 5, respectively. The results of the B effects for two different inputs are given in FIGUREs 8 and 9. The proposed BPNLMMN-1 algorithm provides the fastest convergence and lowest NM when B = 4. Although the performance of the BPNLMMN-1 algorithm becomes worse with increasing the block size, the convergence and NM are better than those of the mentioned algorithms when B is 16. For the larger block sizes of B = 32 and 64, the block covers many zero coefficients, which reduces the performance using the l 0 -norm.
D. TRACKING PERFORMANCE OF THE PROPOSED BPNLMMN-1 ALGORITHM
Until now, we have been able to understand the effects of the parameters β and B. Herein, the tracking performance will be investigated for the proposed BPNLMMN-1 algorithm. Since the LMMN-based AF algorithms perform better than the LMS-based AF algorithms [12] , [13] , and hence, the performance of the proposed BPNLMMN-1 algorithm is only compared with the LMMN-based AF algorithms. which is also compared with the related LMMN algorithm since the. For the first 100000 iterations, a one-cluster channel with 20 nonzeros is used, while a two-cluster channel with two blocks of 20 and 40 is considered in the next 100000 iterations. The results for the WGN, CN and SS inputs are demonstrated in FIGUREs 10, 11 and 12, respectively. We can see that the proposed BPNLMMN-1 algorithm can track the two different block-sparse channels and achieves the fastest convergence and lowest NM.
V. CONCLUSION
A family of BPNLMMN algorithms have been derived and analyzed for tracking block-sparse channels. The proposed BPNLMMN algorithms used two different error criteria to improve the estimate accuracy and exerted a l 2,i -norm penalty on the channel coefficients vector to develop the inherent sparse property over the blocked network and satellite echo channels. The proposed BPNLMMN algorithms have been derived step-by-step and verified under different β and B as well as various other inputs. The tracking results indicated that the devised BPNLMMN algorithms provided the fastest convergence and lowest NM compared with the NLMMN, ZA-NLMMN, RZA-NLMMN and PNLMMN algorithms for dealing with network and satellite link echo channels.
