To Mauro Fabrizio, with friendship and admiration.
1. Introduction. The Cahn-Hilliard equation plays an essential role in materials science and describes important qualitative features of two-phase systems related with phase separation processes. This can be observed, e.g., when a binary alloy is cooled down sufficiently. One then observes a partial nucleation (i.e., the apparition of nucleides in the material) or a total nucleation, the so-called spinodal decomposition: the material quickly becomes inhomogeneous, forming a fine-grained structure in which each of the two components appears more or less alternatively. In a second stage, which is called coarsening, occurs at a slower time scale and is less understood, these microstructures coarsen. Such phenomena play an essential role in the mechanical properties of the material, e.g., strength. We refer the reader to, e.g., [2] , [3] , [5] , [9] , [16] , [17] , [18] , [19] , [23] and [24] for more details.
It is interesting to note that the Cahn-Hilliard equation is also relevant in other contexts, in which phase separation and coarsening/clustering processes can be observed or come into play. We can mention, for instance, population dynamics (see [7] ), bacterial films (see [15] ), thin films (see [25] and [28] ), image processing (see [4] and [8] ) and even the rings of Saturn (see [29] ).
In [14] , the authors proposed the following equation: to model cells which move, proliferate and interact via adhesion in wound healing and tumor growth. Here, u is the local density of cells, q is the adhesion parameter, α > 0 is the proliferation rate and F is the local free energy. Furthermore,
), (1.2) where J corresponds to the interatomic interactions (e.g., the coupling strength in the Ising model), k B is the Boltzmann's constant and T is the absolute temperature, assumed constant. Finally, F is a double-well potential of the form
where a and b are taken in the form
q cr > 0 and q > q cr (this corresponds to the unstable region; note however that, as noted in [14] , even in the case q < q cr , when the proliferation term is switched on, the initially homogeneous state can become inhomogeneous, leading also to phase separation and clustering). Furthermore, the positive function c(q) is such that
In what follows, we will, for simplicity, set all physical constants equal to 1 and we will solve the problem in the higher space dimension N ≤ 3 (in two space dimensions, the equation models, e.g., the clustering of malignant brain tumor cells, see [14] ), i.e., we consider the generalized Cahn-Hilliard equation
We further take 9) i.e., f is the usual cubic nonlinear term. Note that, if we take a = 1 and b = −1 in (1.3), then, setting S = s − This problem, endowed with Dirichlet boundary conditions (and with more general nonlinear terms f and g), is considered in [20] . There, the well-posedness and the asymptotic behavior of the associated dynamical system are studied. In particular, one has the existence of the finite-dimensional global attractor A. We recall that the global attractor A is the smallest (for the inclusion) compact set of the phase space which is invariant by the flow (i.e., S(t)A = A, ∀t ≥ 0, where S(t) is the solution operator, mapping the initial datum onto the solution at time t) and attracts all bounded sets of initial data as time goes to +∞; it thus appears as a suitable object in view of the study of the asymptotic behavior of the system. Furthermore, the finite-dimensionality means, roughly speaking, that, even though the initial phase space is infinite-dimensional, the reduced dynamics is, in some proper sense, finite-dimensional and can be described by a finite number of parameters. We refer the reader to [1] , [21] and [27] for more details and discussions on this. Now, the Cahn-Hilliard equation (corresponding to equation (1.7), with g ≡ 0) is usually endowed with Neumann boundary conditions,
where Γ is the boundary of the domain Ω occupied by the system (we assume that it is a bounded and regular domain of R N ) and ν is the unit outer normal vector. In particular, this yields the conservation of mass, i.e., of the spatial average of the order parameter u,
where
Then, assuming that | u(0) | is bounded, we can prove the existence of the finitedimensional global attractor (see, e.g., [22] and [27] ). However, in the presence of the proliferation term, the situation is different. Indeed, we show below that, in that case, u can blow up in finite time, while v = u − u is bounded. Furthermore, when u is bounded, the solution exists globally in time and is dissipative, in the sense that it is bounded independently of the initial datum (for bounded initial data) and time for t large. Finally, we prove that, if u is a solution such that u(t) ∈ [0, 1], ∀t ≥ 0, then u tends to 1 as time goes to infinity.
We also give some numerical simulations which confirm these results. They also show that, even when the initial datum belongs to the relevant interval [0, 1], we can have blow up in finite time.
These results have, in turn, important implications on the model. Indeed, they show that, in the relevant, from a biological point of view, situations (i.e., when u remains in [0, 1] for all times), the local density of cells u tends to 1 as time goes to infinity. This shows, if we have in mind applications in wound healing, that one has a complete recovery, asymptotically. If we think, on the contrary, of applications to tumor growth, then they show that the tumor cells spread.
Notation. We denote by ((·, ·)) the usual L 2 -scalar product, with associated norm · , and we set · −1 = (−∆) − 1 2 · , where −∆ is the minus Laplace operator associated with Neumann boundary conditions and acting on functions with null average. Furthermore, · X denotes the norm in the Banach space X.
We also setḢ
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Finally, the same letter c (and, sometimes, c ) denotes constants which may vary from line to line.
2. Blow up in finite time and global existence of solutions. We recall that we are interested in the following initial and boundary value problem:
where f and g are defined in (1.8) and (1.9). We first note that the existence and uniqueness of local in time solutions to (2.1)-(2.3) is standard. In particular, we have the 
We then consider the counterexample proposed by M. Pierre (see [5] and [26] ), i.e., we take u 0 (x) = 1 − (x − 
We thus have ∂u ∂t
Noting finally that
for t > 0 small, we see that u cannot stay in [0, 1] . Similarly, if we take u 0 (x) = (x −   1 2 ) 4 in a neighborhood of 1 2 and extend it as above, we have ∂u ∂t
for t > 0 small, and we see that u can also become negative.
Integrating (2.1) over Ω, we have
Noting that 2s ≤ s 2 + 1, (2.11) it follows that
which finally yields, owing to Gronwall's lemma, 14) i.e., u is bounded from above. Now, it follows from (2.10) that
which yields, owing again to Gronwall's lemma,
(2.17) Furthermore, if u 0 < 0, then | u(t) | grows at least exponentially fast, as long as it exists. Remark 2.3. We have a similar result if there exists t 0 ≥ 0 such that u(t 0 ) ≤ 0.
It follows from the above considerations that either u is positive (and is thus uniformly (in time) bounded) or u tends to −∞ as time goes to +∞, at least exponentially fast (if it exists globally in time). Actually, we can do better and prove that, in the second case, u (and also u) blows up in finite time.
We set v = u − u . The function v satisfies
We have
owing to Young's inequality (e.g., 3ab ≤ 
It follows from (2.21), (2.22) and (2.23) that
In particular, it follows from (2.24) that 25) which yields, owing to Gronwall's lemma,
Let B be a bounded subset ofḢ −1 (Ω) and t 0 be such that v 0 ∈ B and t ≥ t 0 implies v(t) ∈ B 0 , where B 0 = {ϕ ∈Ḣ −1 (Ω), ϕ 2 −1 ≤ 2c }, c being the constant in (2.26). We then deduce from (2.24) that, for t ≥ t 0 , t+r t ∇v 2 ds ≤ c(r), 27) for r > 0 fixed. We then multiply (2.18) by v and find, noting that
Therefore, we obtain
We finally deduce from (2.27), (2.31) and the uniform Gronwall's lemma (see, e.g., [27] ) that
where the constant c is independent of v 0 and t, hence, integrating (2.24) and (2.31) between 0 and t 0 + r,
(2.33) We now assume that u(T ) < 0, for some T ≥ 0. We rewrite (2.10) in the form 
Indeed, we note that it follows from (2.33) that v is bounded and ϕ → ϕ − ϕ + | ϕ | is a norm in L 2 (Ω) which is equivalent to the usual one. As a consequence of Theorem 2.4 and (2.14), we have the Corollary 2.5. Let u be a solution to (2.1)-(2.3). Then, either u blows up in finite time or u exists globally in time and 0 ≤ u(t) ≤ u 0 + 1, ∀t ≥ 0.
We finally deduce from (2.14), (2.32) and Corollary 2.5 the Corollary 2.6. Let u be a global in time solution to (2.1)
Remark 2.7. It is not difficult to also prove the dissipativity in H 1 (Ω) and H 2 (Ω) (see also [20] , [22] and [27] ). Remark 2.8. We saw in Remark 2.2 that u can become negative even if u 0 is positive. Similarly, we can prove that u can become negative (and thus blows up) even if u 0 is nonnegative. Indeed, assume that We finally have the Theorem 2.9. Let u be a nonvanishing solution to
Proof. We first note that, if u 0 = 0, then u = 0. We thus assume that u 0 = 0. Setting again y = u , we have
Then, since u(t) ∈ [0, 1], ∀t ≥ 0, we have the Hölder type inequality
and we deduce from (2.38) and (2.39) that y is monotone increasing. Since it is bounded from above (by 1), it follows that y tends to some limit y as t → +∞. Let now t n , n ∈ N, be such that y (t n ) tends to 0 as n → +∞ (indeed, note that y(t + 1) − y(t) = y (τ ), for some τ ∈ (t, t + 1)). Then, y(t n ) , u(t n ) and u(t n ) H 1 (Ω) (see Remark 2.7) are bounded, independently of n, so that, at least for a subsequence which we do not relabel,
as n → +∞. Thus, passing to the limit n → +∞ in (2.38), we have 40) i.e., we have equality in (2.39). This yields that u is constant and that u ≡ 1 (indeed, y is monotone increasing and cannot tend to 0). Finally, we see that y tends to 1 as t → +∞. Now, noting that the trajectory is asymptotically compact in H 1 (Ω) (see again Remark 2.7), the ω-limit set of u 0 is nonempty and compact in H 1 (Ω). Then, if u belongs to this set, necessarily, u = 1, whence u ≡ 1, which finishes the proof. Remark 2.10. We can also prove, similarly, that u tends to 1 in the H 2 -norm.
Remark 2.11. We can more generally consider a nonlinear term f of the form
Actually, it suffices to treat the case f (s) = s 2p+1 and prove that
for some α > 0. Note that (2.41) is trivially satisfied for v = 0. Setting, for v = 0, x = u v , it suffices to prove that
We set we deduce that ϕ has a global minimum α ∈ (0, 1], hence (2.42) and then (2.41).
3. Numerical results. As far as the numerical simulations are concerned, we rewrite the problem in the form ∂u ∂t + ∆µ + g(u) = 0 in Ω, (3.1)
3)
4) which has the advantage of splitting the fourth-order (in space) equation into a system of two second-order ones (see [10] ; see also [6] , [12] and [13] ). Then, we consider a P 1 finite element approach for the space discretization, together with an implicit Euler time discretization. The numerical simulations are performed with the software Freefem++ [11] .
In the numerical results presented below, Ω is a (0, 5) × (0, 1)-rectangle. The triangulation is obtained by dividing Ω into 200 × 40 rectangles and by dividing every rectangle along the same diagonal. The step time is taken as δt = 0.03. We further take f (s) = (s − Remark 3.1. We end this section by some remarks concerning the blow up mechanism. Let us consider the boundary value problem
which is exactly equation (2.4). We can note that, in that case, the equilibrium u = 0 (and, actually, any equilibrium u = c) is stable when α = 0. Indeed, the linearized equation reads ∂v ∂t
∂x 2 = 0 and the first nonhomogeneous mode is given by cos(πx), corresponding to the eigenvalue λ 1 = 1 4 π 2 − π 4 < 0. To avoid this, we increase the spatial interval or, equivalently, rescale the coefficients in front of the spatial derivatives, i.e., we consider, for instance, the following modification of (3.5):
for which the zero equilibrium is unstable when α = 0. Indeed, in that case, the linearized equation reads
∂x 2 = 0 and the first nonhomogeneous mode cos(πx) corresponds to the eigenvalue λ 1 = 2.5π 2 − 0.2π 4 > 0. Consider first the conservative case α = 0. In that case, for any value of the spatial average a := u 0 , the corresponding solution stabilizes to one of the equilibria (most likely, to the stable one). Figure 5 shows the kink-like stable equilibria parameterized by a in the neighborhood of a = 0. In particular, we see that the equilibria are essentially spatially nonhomogeneous for a > −0.015 and a pitchfork occurs somewhere close to a = −0.02; for smaller a's, the spatially homogeneous equilibrium is stable and nothing nonhomogeneous survives. A similar situation occurs for some positive a's, but this is not important for our purposes. Crucial here is the fact that, for a = 0, the equilibrium remains "essentially" nonhomogeneous. We now switch on the perturbation parameter α 1 (say, α = 0.1) and start from some positive initial datum with small spatial average, say, u 0 (x) = 0.05(1 + cos(2π(x − 1 3 ))) (3.8)
(the asymmetry is important, symmetric profiles still converging to the homogeneous equilibrium). Then, if α is small, the trajectory first enters (at a fast time scale) the O(α)-neighborhood of the equilibrium U a , with a ∼ a(0), and then drifts (at a slow time scale, s = αt) with respect to the parameter a = a(s). The equation for this drift can be found by taking the spatial average of (3.7), d ds a(s) = − u(t) 2 + a(s) = − U 2 a(s) + a(s) + O(α).
Thus, if a(0) is close to zero, the right-hand side of this equation is negative and of order O(1) (since U 0 is of order one). Therefore, sooner or later, a(s) becomes negative and the blow up thus becomes unavoidable. This scenario is confirmed by numerical simulations (see Figure 6 ). Indeed, starting with the solution around u 0 ∼ 0.05, the solution rapidly approaches (already at t = 0.5) the corresponding neighborhood of a stable kink equilibrium. We then see the slow drift along the equilibria manifold (t = 0.5 till t = 8), reaching negative values of a(s). A bifurcation then occurs, the equilibrium becoming spatially homogeneous (t = 10), and blow up finally follows (the latter not being shown on the picture). Figure 6 . Plots of u(t, x) for t = 0 (red), t = 0.1 (blue), t = 0.5 (green), t = 2 (black), t = 5 (blue), t = 8 (pink), t = 10 (red), t = 11 (green), t = 15 (grey).
