The assumption of linearity of factor models is implicit in all empirical applications used in macroeconomic analysis. We test this assumption in a more general setting than previously considered using a well-studied macroeconomic dataset on the U.S. economy, and find strong evidence in support for regime-switching type non-linearity. Furthermore, we show non-linearity is strongly concentrated in certain groups (such as financial variables). Our results, which are robust to serial dependence, suggest the assumption of linearity underpinning factor models might be too strong and gives further support towards developing models which explicitly account for non-linearity.
Introduction
An important assumption implicit in all factor analysis of macroeconomic data is that of linearity of the underlying factor model. However, this assumption of linearity is at odds with broad evidence of temporal variation in many macroeconomic forecasting relations (Stock and Watson, 1996) . Much recent empirical work has highlighted the existence of non-linearities in factor models when used in empirical applications. Non-linearity is shown to exist in both the factor loadings (Stock and Watson, 2009 , Breitung and Eickmeier, 2011 , Chen et al., 2014 , and Han and Inoue, 2016 as well as in the processes describing the factors themselves (Hartigan, 2015) .
Motivated by the literature on the Great Moderation, Stock and Watson (2009) find evidence of an abrupt break in the factor loadings when considering the break date of March 1984 (based upon Chow-type tests). Their result was further reinforced by the works of Breitung and Eickmeier (2011) and Yamamoto (2016) , although both use a slightly different data set. On the other hand, Chen et al. (2014) proposed a two-stage procedure to detect breaks in factor loadings by testing the parameter instability in a regression of the first principal component over the remaining principal components.
Their results suggest a break in the factor loadings around 1979-1980 (which corresponds to the Iranian revolution at the beginning of 1979 and its subsequent impact on global energy prices and U.S. inflation), slightly earlier than the date suggested by previous authors. Han and Inoue (2016) introduced a test for structural breaks in factor loadings based on the second moments of the estimated factors. In contrast, evidence in Hartigan (2015) indicates that changes in the processes describing the factors are associated with peaks and troughs of the business cycle 2 , and once this is accounted for the author finds moderate support for regime changes in the factor loadings, although less than in previous studies. The main conclusion gained from these previous studies is that models with constant factor loadings will fail to properly take account of changes in an economy over time.
However, in light of these findings, the issue of whether the linearity assumption underlying factor modelling of macroeconomic data remains valid has not been explicitly 2 It is worth mentioning that the possibility of changes in the factor processes was also investigated by Han and Inoue (2016) in an earlier working version of their paper.
investigated to date. More specifically, previous tests of constancy of factor loadings have focused solely on discrete breaks, presumably resulting from short-term events such as a recession or some other type of transitory shock. Longer term changes such as the transition from manufacturing-based economies to more services-based economies (as has been the case in many developed economies such as the U.S. in the period following WWII), which will involve some gradual change in the inter-relationships between different sections of the economy, might be missed by these same tests. Our contribution relative to the existing literature is that we directly test for non-linearity using a more general framework. This method allows for both abrupt breaks as well as more gradual changes in an approximate factor model of the U.S. economy using the well-known Stock and Watson (2005) dataset (hence forth SW2005). To achieve this we adopt the linearity test proposed by Luukkonen et al. (1988) and popularized in the macro-econometrics literature by Teräsvirta and Anderson (1992) , Granger and Teräsvirta (1993) and van Dijk et al. (2002) . This setting is well suited for our purposes as the model under the alternative is a smooth transition regime-switching type specification.
Our results indicate strong evidence for general regime-switching type nonlinearity. In comparison, previous studies have provided evidence of only a one-time change in the factor loadings (Stock and Watson, 2009 , Breitung and Eickmeier, 2011 , and Chen et al., 2014 ). Our analysis also shows strongest support for non-linearity when using interest-rate related series as a transition variable. Since changes in factor loadings relate to changes in the correlation structure of the underlying data, this indicates that interest rate variables provide important information about changes in the interrelationships between different sections of an economy over time. From a forecasting perspective this result is intuitive since interest rates are often used as leading indicators of economic activity (see Stock and Watson (2003) for an autoregressive distributed lag (ADL) case, and Galvão (2006) for a threshold vector autoregression (VAR) case).
Moreover, we find that between 41-47% of the outlier adjusted SW2005 panel and between 43-58% of the raw SW2005 data set rejects the null hypothesis of linearity at a 1% significance level when using between six and eight common factors. This is solid evidence against linearity. For instance, using outlier-adjusted data Stock and Watson (2009) finds that while 41% of their panel rejects constant factor loadings using a 5% significance level, at the 1% level they find only 23% of the series reject the null of a structural break. The fraction of rejections in Breitung and Eickmeier (2011) although seemingly higher than ours, (between 48-55% for the outlier-adjusted data, and 61-67%
for the raw data), use a significance level of 5%. Nonetheless, our results are comparable to Breitung and Eickmeier (2011) when using 5% significance level (we find rejection rates of 54-60% and 56-65% for the outlier-adjusted data and raw data, respectively).
Another important result drawn from our study is that non-linearity is more prevalent in certain groups of series such as financials, housing and money/credit than in others such as production, employment and prices. As a robustness check, we use both standard OLS estimation and feasible two-step GLS estimation (allowing for serially correlated errors) and our results are generally consistent for both estimation methods. Indeed, the tests based on feasible two-step GLS estimation indicate even stronger non-linearity compared to the other studies.
We conclude that the assumption of linearity in Approximate Factor models might be too strong when used with macroeconomic data and gives further support towards models which explicitly account for non-linearity as a new avenue for research.
The paper is organized as follows: Section 2 presents the econometric methodology and the test for non-linearity, while Section 3 provides the empirical results.
Finally, Section 4 briefly concludes.
Econometric Framework

The Smooth Transition Factor Model
Factor models decompose the covariation of observable economic variables
into the sum of two unobservable components; one that affects all t i y , s, namely the common factors, and one that is idiosyncratic (unique to each i). In practice, we work with the static representation of the approximate factor model: Watson, 2002, and Ng, 2002) .
We consider a regime-switching extension of model (1) with a possibly smooth transition in the factor loadings. The idea of smooth transition in regression coefficients is not unusual and was initially proposed in the macro-econometrics literature by Teräsvirta and his co-authors. The process describing the smooth transition factor model is defined as: In that case, the model approaches a threshold model in factor loadings.
Testing for Linearity
Testing linearity in factor loadings illustrates the so-called 'unidentified nuisance parameters' problem in the sense that more than one set of restrictions can be used to make the non-linear factor model collapse to a linear one. Besides 0 :
, the null of linearity can alternatively be expressed as 0 :
. The main consequence of the presence of nuisance parameters is that conventional statistical theory is not available for obtaining the asymptotic null distribution of the test statistics.
Among the different solutions to this issue suggested in the literature, the method by Luukkonen et al. (1988) is the most commonly used in the smooth transition regression modelling. More specifically, the authors proposed to replace the transition function by its Taylor series approximation (e.g., they use a third-order approximation)
In the re-parameterized equation, the identification problem is no longer present, and linearity can be tested by means of a Lagrange Multiplier (LM)-type test.
The test, to be referred as the 1 LM linearity test in our work, is obtained from the auxiliary regression:
For a given transition variable, we test for the overall null hypothesis 0 :
, one can ignore factor estimation error and treat the factors as 'data' (see Bai and Ng, 2006) , and therefore standard asymptotic inference can be used to test the null hypothesis that Eq. (4) One could argue that since the proposed testing procedure circumvents the identification problem by an appropriate linearisation, information about the non-linear structure under the alternative is lost and the power may be adversely affected. However, Skalin (1998) investigated this issue by constructing a parametric bootstrap likelihood ratio (LR) test of linearity against the smooth transition regression alternative. The author found that although it has good size properties, the bootstrap LR test is generally less powerful than the auxiliary regression based test of Luukkonen et al. (1988) . Furthermore, Luukkonen et al. (1988) showed their test has good power properties even when the regime switch is abrupt (when the model is threshold model). Therefore, we proceed with the use of this test.
In addition, we assume that the transition variable is unknown and implement a general linearity test as in Luukkonen et al. (1988) . This test, to be referred as the 2 LM linearity test is obtained from the auxiliary regression:
We test for the significance of the squared, cubed terms and cross products of the factors.
Thus, the null hypothesis is given by 0 :
Empirical Results
Baseline Results
We apply our two tests to the SW2005 data set, which is a well-studied macroeconomic data set. While the data set is now relatively old, using it insures our results are comparable to previous results in the factor modelling literature (see for example, Bai and Ng, 2002 and Breitung and Eickmeier, 2011 , Hartigan 2015 , and Yamamoto, 2016 LM test by using each one of these variables as the candidate transition variable, and reported the fraction of rejections at the 1% level (note, the candidate transition variable is lagged by 1 month to avoid any simultaneity problems). Table 1 presents results for some key macroeconomic variables acting as the transition variable while results using other macroeconomic variables of importance for policy makers are reported in Tables A1-A6 in the Appendix. We also categorize the SW2005 panel into six subcategories according to their qualitative nature (a similar classification is used in Yamamoto, 2016 and Hartigan, 2015) , and report linearity test results 5 . One objective of this exercise is to find the main sources of non-linearity (that is, which transition variables imply non-linearity most frequently for the rest of the series in the panel);
another related objective is to ascertain if these transition variables also show the strongest evidence of non-linearity when used as the dependent variable in our test. Table A1 ). For example, the rejection rates are 71% in the case of the 3-month
Treasury bill rate, 74% in the case of the commercial paper rate and 55% for the Federal Funds rate, while there are fewer rejections when using interest rate spreads (to the Federal Funds rate) as transition variables. Secondly, housing, stock market and moneyrelated series deliver substantially lower rejection rates at about 30-50% (see the last row in Table A2 ). Thirdly, the rejections rates implied by price-related series can vary considerably across transition variables; for example, 55% when the implicit price deflator acts as the transition variable, but only 22% for the producer price index (see the last row in Table A3 ). Production, consumption, inventories, as well as employment and orders-related series in Table A4 and Table A5 , respectively, show even lower rejection rates at about 7-27%. For the raw data, in most cases the rejection rates increase somewhat, but the results remain qualitatively similar. It thus appears that some of the non-linearities in the raw data may arise from outliers.
It is also interesting to compare the results across subcategories. When interest rate-related series appear as the transition variable the test indicates widespread nonlinearity confirming the previous result that interest rates are the main source of nonlinearity in the SW2005 panel. For example, when using the 3-month Treasury bill rate as the transition variable the rejection rates range from 55% for money/credit (D) to 96% for financials (E). In contrast, when production, consumption or employment-related series act as the transition variable, the rejection rates drop significantly for all subcategories.
Another important result drawn from this test is that regime-switching type non-linearity is more heavily concentrated in certain groups of series than in others. For example, housing (C) and particularly financials (E) are generally the two groups with the highest proportion of rejections across different transition variables, although it is worth noting that these two categories have a relatively small number of members (see Table 2 ).
Furthermore, these findings related to interest rates appear to correspond to the actual estimated factors themselves. Hartigan (2015) documents that the second, third and fifth factors from the SW2005 data set seem to be mostly associated to interest rate spreads (the second factor) and interest rates (factors three and five), while factors six and seven appear mostly linked to housing and stock-market variables, respectively. We confirm this result in Table 3 , which provides summary statistics for the estimated Rsquared coefficient from a sequence of regressions of each of the first seven factors on each series in the SW2005 data set separately. It is clear that interest rate-related variables seem to have a significant impact on the other variables in this particular data set on the U.S. economy.
The question of whether there is evidence of regime-switching type non-linearity when the transition variable is unknown is examined by the 2 LM test results in Table 4 .
On the basis of 6-8 factors and with outlier adjustment, our results indicate that between 41-48% of overall panel rejects the null of linearity at 1% significance (see the last row).
The rejection rates for the raw data increase slightly at around 43-54%, which is in agreement with the 1 LM test results. Overall, this is strong evidence against linearity compared to results in previous research. For instance, using outlier-adjusted data Stock and Watson (2009) finds that while 41% of their panel rejects parameter constancy using a 5% significance level, at the 1% level they find only 23% of the series reject the null of a structural break. The fraction of rejections in Breitung and Eickmeier (2011) although seemingly higher than ours (48-55% for outlier-adjusted data, and 61-67% for raw data), use a significance level of 5%. Yamamoto (2016) , who builds on the work of these authors, finds that around 65% of the SW2005 data set have 'unstable' factor loading when using his preferred testing procedure. Nonetheless, our results are comparable to both Breitung and Eickmeier (2011) and Yamamoto (2016) when using 5% significance level. For example, we find rejection rates of 54-60% and 56-65% for the outlier-adjusted and raw data, respectively (see the last row in Table A6 ). More importantly, the results in Stock and Watson (2009) and Breitung and Eickmeier (2011) provide evidence of only a one-time discrete shift in the factor loadings, while our results provide evidence of nonlinearity in the factor loadings in general.
Furthermore, compared to previous studies, our method is more able to identify the main source(s) of non-linearity which those others studies are unable to do. For instance, Table 4 illustrates that non-linearity is more widespread in certain groups of series than in others as was the case with the 1 LM in Table 1 . Evidently, for financials (E), linearity is rejected overwhelmingly (77-88% for the outlier-adjusted data, and 81-92% of the raw data) followed by housing (C) (80% rejection rate across factors and raw vs. outlier-adjusted data). Interestingly, both Hartigan (2015) and Yamamoto (2016) document similar findings in relation to these two subcategories. There is also strong evidence of non-linearity for money/credit (D), although the rejections rates drop substantially for the outlier-adjusted data (from between 55-73% to 18-36%). As before, there are relatively fewer rejections for production, employment and price-related variables.
Additional results and robustness checks
It is plausible to think the results in previous section may overstate non-linearity due to possible serial correlation in the data. To assess whether this is the case we compute the 1 LM and 2 LM tests by using a feasible two-step GLS estimation (as in Breitung and Eickmeier, 2011 Table 5 , which is similar to Table 4, displays the results from this alternative estimation. For the total number of series (see the last row), the results largely confirm the baseline findings with the rejection rates remaining high. Notably, based on 7 factors the rejection rate is 41% for the outlier-adjusted data and 55% for the raw data compared to baseline rejection rates of 42% and 52%, respectively. More importantly, when using a significance level of 5% (and on the basis of 6-8 factors) we find rejection rates of 63-64% and 63-67% for the outlier-adjusted and raw data, respectively (see the last row in Table A7 ). These rejection rates are indeed very strong. For example, when using the HAC version of their test Breitung and Eickmeier (2011) report rejections rates of 50-62% for outlier-adjusted data, and of 61-65% for raw data using 5% level.
Inspection of other parts of Table 3 reveals that the rejection rates subcategories such as financials (E) are still high; for example, 69-81% for the outlier-adjusted data, and 69-77% for the raw data. On the other hand, there are fewer rejections for housing (C) compared to the OLS estimation. Interestingly, linearity is now more often rejected for prices (F) and for money/credit series (D) although mainly for the raw data.
Our results raise some issues for the large dimensional factor literature. For instance, Stock and Watson (2009) argue that if factor loading instability is mild and sufficiently independent across constituent variables, then the use of a large number of series in the estimation of the factors can average out such instability. However, we show that factor loading non-linearity is rather strong and seemingly concentrated of certain groups (such as financial series). Overall, we conclude that the above results challenge the assumption of linearity implicit in factor models of the U.S. economy and give further support towards developing models which explicitly account for non-linearity as a new avenue for research.
Conclusions
Factor models provide an efficient way to summarize information from large dimensional economic data sets and have received extensive attention in the macro-econometrics literature over many decades. However, implicit in their use in empirical applications is the assumption the model is linear in factor loadings. Using two alternative tests and a well-studied macroeconomic dataset for the U.S. economy, we have provided statistical evidence that suggests the assumption of linearity is potentially too strong in practice.
This finding has important empirical and theoretical implications. For example, much of the asymptotic theory underpinning the use of factor models is built upon the assumption of linearity; if this assumption does not hold in empirical settings, then it suggests new theory which explicitly allows for non-linearities might be needed. Finally, our results provide further support towards developing alternative factor models which explicitly account for non-linearity as a new avenue for research. 
