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Abstrat
The invariant measure of a one-dimensional Allen-Cahn equation with an additive spae-
time white noise is studied. This measure is absolutely ontinuous with respet to a Brownian
bridge with a density whih an be interpreted as a potential energy term. We onsider the
sharp interfae limit in this setup. In the right saling this orresponds to a Gibbs type
measure on a growing interval with dereasing temperature. Our main result is that in the
limit we still see exponential onvergene towards a urve of minimizers of the energy if the
interval does not grow too fast. In the original saling the limit measure is onentrated on
ongurations with preisely one jump. This jump is distributed uniformly.
Keywords: Stohasti Reation-diusion equation, Invariant measure, Large deviations.
1 Introdution
Reation-diusion equations an be used to model phase separation and boundary evolutions in
various physial ontexts. Typially behavior of boundaries or geometri evolution laws are studied
with the help of suh equations. Often in suh models one inludes an extra noise term. This may
happen for various reasons  the noise may be a simplied model for eet of additional degrees of
freedom that are not reeted in the reation-diusion equation. From a numerial point of view
noise may improve stability in the simulations. In some systems there is even a justiation for
an extra noise term from a saling limit of mirosopi partile systems.
1. Setup and rst main result
The system onsidered here is the ase of a symmetri bistable potential with two wells of
equal depths. To be more preise, for a small parameter ε > 0 we are interested in the equation
∂tu(x, t) = ∆u(x, t)− ε−1−γF ′(u(x, t)) + ε(1−γ)/2∂x∂tW (x, t) (x, t) ∈ (−1, 1)×R+
u(−1, t) = −1 u(1, t) = 1 t ∈ R+.
(1.1)
Here F is supposed to be a smooth (at least C3) symmetri double-well potential i.e. we assume
that F satises the following properties:

(a) F (u) ≥ 0 and F (u) = 0 i u = ±1,
(b) F ′ admits exatly three zeros {±1, 0} and F ′′(0) < 0, F ′′(±1) > 0,
(c) F is symmetri, ∀u ≥ 0 F (u) = F (−u).
(1.2)
A typial example is F (u) = 12 (u
2 − 1)2. The expression ∂x∂tW (x, t) is a formal expression
denoting spae-time white noise. Suh equation an be given rigorous sense in various ways, for
example in the sense of mild solutions ([Iw87, dPZ92℄) or using Dirihlet forms [AR90℄. We are
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Figure 1: The funtion −1[−1,ξ[ + 1[ξ,1].
interested in the behavior of the system in the sharp interfae limit ε ↓ 0. The parameter γ > 0
is a saling fator. Our result will be valid for γ < 23 .
We study the behavior of the invariant measure of (1.1). This measure an be desribed quite
expliitly as follows ([dPZ96, RV05℄): Let ν˜ε be the law of a resaled Brownian bridge on [−1, 1]
with boundary points ±1. More preisely ν˜ε is the law of a Gaussian proess (u˜(s), s ∈ [−1, 1])
with expetations E [u˜(s)] = s ∀s ∈ [−1, 1] and ovariane Cov(u˜(s), u˜(s′)) = ε1−γ(s ∧ s′ + 1 −
(s+1)(s′+1)
2
)
. Another equivalent way to haraterize ν˜ε is to say that it is a Gaussian measure on
L2[−1, 1] with expetation funtion s 7→ s and ovariane operator ε1−γ(−∆)−1 where ∆ denotes
the one-dimensional Dirihlet Laplaian. Even another equivalent way is to say that u˜(s) is the
solution to the stohasti dierential equation (SDE)
du˜(s) = ε
1−γ
2 dB(s) u˜(−1) = −1
with some Brownian motion B(s) onditionned on u˜(1) = 1. Then the invariant measure µ˜ε of
(1.1) is absolutely ontinuous with respet to ν˜ε and is given as
µ˜ε(du˜) =
1
Zε
exp
(
− 1
ε1+γ
∫ 1
−1
F (u˜(s)) ds
)
ν˜ε(du˜). (1.3)
Here Zε =
∫
exp
(
− 1ε1+γ
∫ 1
−1 F (u˜(s)) ds
)
ν˜ε(du˜) is the appropriate normalization onstant. The
rst main result of this work is the following:
Theorem 1.1. Assume 0 < γ < 23 . Then the measures µ˜
ε(du) onverge weakly for ε ↓ 0 as
measures on L2[−1, 1] towards a limit measure µ˜. This measure µ˜ an be desribed as follows: If
u˜ ∼ µ˜ is a random funtion distributed aording to µ˜, then u˜ an almost surely be written as
u˜(s) = −1[−1,ξ[ + 1[ξ,1],
where ξ is random, uniformly distributed in [−1, 1].
Note that by Shilder's theorem together with an exponential tilting argument (suh as [dH00℄
Theorem III.17 on page 34), in the ase where γ = 0 the measures µε onentrate exponentially
fast around the unique minimizer of
u 7→
∫ 1
−1
[ |u′(s)|2
2
+ F
(
u(s)
)]
ds,
2
under the appropriate boundary onditions. In partiular the weak limit is a Dira measure on
this minimizer. Furthermore the minimizer is not a step funtion.
One an remark that by an appliation of Girsanov's theorem also the measure µ˜ε an be
onsidered as distribution of the solution of a SDE whih is onditioned on the right boundary
values (see [RY99℄ Chapter VIII 3 and also [HSV07, RV05℄). It ould be possible to obtain similar
results by studying this SDE with help of large deviation theory (see for example [S95℄). We do
not follow suh an approah but onlude from Theorem 1.2 whih is obtained essentially by a
disretization argument.
The reader might onsider it unusual to work with µ˜ε as measure on L2[−1, 1] instead of
C[−1, 1] or the spae of àdlàg funtions D[−1, 1]. But all the estimates are given in the Hilbert-
spae setting. Also the lass of ontinuous proesses is losed under weak onvergene of measures
on D[−1, 1]. So ertainly no similar result an be expeted on this spae.
2. Feynman Heuristi and seond main result
Often important intuition on a measure on path spae an be gained from onsidering Feyn-
man's heuristi interpretation. In our ontext this heuristi interpretation states that ν˜ε(du˜) is
proportional to a measure
exp
(
− 1
ε1−γ
∫ 1
−1
|u˜′(s)|2
2
ds
)
du˜
where du˜ is a at referene measure on path spae. Of ourse this piture is non-rigorous: Suh a
measure du˜ does not exist and the quantity
∫ 1
−1
u˜′(s)2
2 ds is almost surely not nite under ν˜
ε(du˜).
Nontheless it is rigorous on the level of nite dimensional distributions, and various lassial
statements about Brownian motion suh as Shilder's theorem or Girsanov theorem have an in-
terpretation in terms of this heuristi piture. The measure µ˜ε(du˜) an then be interpreted as
proportional to
exp
(
− 1
ε1+γ
∫
F (u˜(s)) ds− 1
ε1−γ
∫ 1
−1
|u˜′(s)|2
2
ds
)
du˜.
As one wants to observe an eet whih results from the interation of the potential term
1
ε1+γ
∫
F
(
u˜(s)
)
ds and the kineti energy type term 1ε1−γ
∫ 1
−1
u˜′(s)2
2 ds it seems reasonable to trans-
form the system in a way that guarantees that these terms sale with the same power of ε. This
transformation is given by strething the random funtions onto a growing interval [−ε−γ , ε−γ ].
More preisely onsider the operators
T ε : L2[−1, 1]→ L2[−ε−γ, ε−γ ] T εu˜(s) = u˜(εγs).
Then onsider the pushforward measures µε = T ε#µ˜
ε
. These measures are again absolutely on-
tinuous with respet to Gaussian measures: νε is the Gaussian measure on L2[−ε−γ , ε−γ ] with
expetation funtion s 7→ εγs and ovariane operator ε(−∆)−1. The other equivalent harateri-
zations for ν˜ε an be adapted with the right powers of ε. The measure µε is then given as
µε(du) =
1
Zε
exp
(
−ε−1
∫ 1
−1
F (u(s)) ds
)
νε(du).
Note that the normalization onstant Zε is the same as above. In the Feynman piture this
suggests that µε(du) is proportional to
exp
(
−1
ε
∫ ε−γ
−ε−γ
[ |u′(s)|2
2
+ F
(
u(s)
)]
ds
)
du.
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Figure 2: The instanton shape mξ.
This motivates to study the energy funtional appearing in the exponent: For funtions u : R→
R dened on the whole line with boundary onditions u(±∞) = ±1 onsider the energy funtional
H(u) =
∫ ∞
−∞
[ |u′(s)|2
2
+ F (u(s))
]
ds− C∗.
Here C∗ is a onstant hosen in a way to guarantee that the minimizers of H with the right
boundary onditions verify H(u) = 0. This is the one-dimensional version of the well known real
Ginzburg-Landau energy funtional. There is a unique minimizer m of H subjet to the ondition
m(0) = 0 and all the other minimizers are obtains via translation of m. More details on the
energy funtional and the minimizers an be found in Setion 2. Denote by M the set of all these
minimizers and by m + L2(R) := {u : R → R, u − m ∈ L2(R)} and m + H1(R) := {u : R →
R, u − m ∈ H1(R)} the spaes of funtions with the right boundary values. Note that every
random funtion distributed aording to µε(du) an be onsidered as funtion in m+ L2(R) by
trivial extension with ±1 outside of [−ε−γ , ε−γ ]. In this way µε(du) an be interpreted as measure
on m+ L2(R). We an now state the seond main result of this work:
Theorem 1.2. Assume 0 < γ < 23 . Then there exist positive onstants c0 and δ0 suh that for
every 0 < δ ≤ δ0 one has
lim sup
ε↓0
ε logµε
{
distL2(u,M) ≥ δ
}
≤ −c0δ2. (1.4)
In partiular the measures µε onentrate around the set of minimizers exponentially fast.
The ruial step in the proof is to nd a lower bound on the exponential deay of the normal-
ization onstant Zε. This lower bound an be found in Setion 4.
The same result also holds using the L∞-norm:
Theorem 1.3. Assume 0 < γ < 23 . Then there exist positive onstants c˜0 and δ˜0 suh that for
every 0 < δ ≤ δ˜0 one has
lim sup
ε↓0
ε logµε
{
distL∞(u,M) ≥ δ
}
≤ −c˜0δ2. (1.5)
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3. Motivation and related works
The Allen-Cahn equation without noise has been introdued in [AC79℄ to model the dynamis
of interfaes between dierent domains of dierent lattie struture in rystals and has been studied
sine in various ontexts. In the one-dimensional ase the dynamis of the deterministi equation
are well-understood [Ch04, CP89, OR07℄ and an be desribed as follows: If one starts with
arbitrary initial data, solutions will quikly tend to ongurations whih are loally onstant lose
to±1 possibly with many transition layers that roughly look like the instanton shapesm introdued
above. Then these interfaes move extremely slowly until eventually some two transition layers
meet and annihilate eah other. After that the dynamis ontinue very slowly with less interfaes.
In the higher dimensional ase no suh metastable behavior ours. Also here solutions tend
very quikly towards ongurations whih are loally onstant with interfaes of width ε. Then
on a slower sale these interfaes evolve aording to motion by mean urvature (see [Il93℄ and the
referenes therein).
Stohasti systems whih are very similar to (1.1) have been studied in the ninetees by Funaki
[Fu95℄ and Braseo, de Masi, Presutti [BMP95℄. They study the one-dimensional equation in the
ase where the initial data is lose to the instanton shape and show that in an appropriate saling
the solution will stay lose to suh a shape. Then due to the random perturbation a dynami along
the one-parameter family of suh shapes an be observed on a muh faster time sale than in the
deterministi ase. Our result Theorem 1.1 says that one an also pass to the sharp interfae limit
on the level of invariant measures.
If the proess does not start in a onguration with a single interfae, it is believed that
these dierent interfaes also follow a random indued dynami whih is muh quiker than in the
deterministi ase. Dierent interfaes should annihilate when they meet [FV03℄. More reently
there were also investigations of the same system on a muh bigger spae interval where due to
entropi eets noise indued nuleation should our. This phenomenon has been studied on the
level of invariant measures [RV05℄. The limiting proess should be related to the Brownian web
whih has reently been investigated e.g. in [FINR06℄.
From a point of view of statistial physis Theorem 1.2 an be interpreted as quite natural. In
fat the Feynman piture suggests to view µε as a Gibbs measure with energy H and dereasing
temperature ε. On a xed interval the result of Theorem 1.2 would therefore simply state that
with dereasing temperature the Gibbs measure onentrates around the energy minimizers expo-
nentially fast. On a rigorous level suh results follow from standard Large Deviation Theory (see
e.g. [dH00, DS89℄). Our result states that the entropi eets whih originate from onsidering
growing intervals do not hange this piture. In fat also this is not very suprising - analysis of
similar spin systems suggests that even on intervals that grow exponentially in ε−1 one should
not observe more than one jump. But it is not lear if one an say anything about the shape of
the interfae in this settings. Our approah is limited to intervals growing like ε−γ due to the
L2-Hilbert spae struture employed.
4. Struture of the paper
In Setion 2 results about the energy landsape of the Ginzburg-Landau energy funtional are
summarized. In partiular we disuss in some detail the minimizers of H and introdue tubular
oordinates lose to the urve of minimizers. The energy landsape is studied in terms of these
tubular oordinates. In Setion 3 some neessary Gaussian onentration inequalities are disussed.
In partiular the disretization of the measure νε is given and some error bounds are proved. The
proof of Theorem 1.2 an then be found in Setion 4. Finally the proof of Theorem 1.1 is nished
in Setion 5. We will follow the onvention that C denotes a generi onstant whih may hange
from line to line. Constants that appear several times will be numbered c1, c2, . . ..
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2 The Energy Funtional
In this setion we disuss properties of the Ginzburg-Landau energy funtional. We introdue the
one parameter family of minimizers whih we think of as a one-dimensional submanifold of the
innite-dimensional spae of possible ongurations. Then we disuss tubular oordinates of a
neighborhood of this urve as well as a Taylor expansion of the energy landsape in these tubular
oordinates. These ideas are mostly lassial and go bak to [CP89, Fu95, OR07℄. Finally we give
a disretized version of the minimizers and proof some error bounds.
For a funtion u dened on the whole real line onsider the following energy funtional:
H(u) =
∫
R
[
1
2
|u′(s)|2 + F (u(s))] ds− C∗,
where the onstant C∗ is hosen in a way to guarantee that the minimum of H on the set of
funtions with the right boundary onditions is 0. In fat let m be the standing wave solution of
the Allen-Cahn equation:
m′′(s)− F ′(m(s)) = 0 ∀s ∈ R, m(±s)→ ±1 for s→∞. (2.1)
As (2.1) is invariant under translations one an assume m(0) = 0. Then the solution an be found
by solving the system
m′(s)−
√
2F (m(s)) = 0 ∀s ∈ R, m(0) = 0 m(±∞) = ±1. (2.2)
Note that the assumptions (1.2) on F imply that
√
F is C1 suh that the solution to (2.2) is
unique. The translations of m will be denoted by mξ(s) = m(s − ξ). Note that the mξ are not
the only solutions to (2.1) but that all the other solutions are either periodi or diverge suh that
the mξ are the only nononstant ritial points of H with nite energy. In fat the mξ are global
minimizers of H subjet to its boundary onditions. One has simply by ompleting the squares:∫
R
[
1
2
|u′(s)|2 + F (u(s))] ds = ∫ ∞
−∞
1
2
(
u′(s)−
√
2F (u(s))
)2
+
√
2F
(
u(s)
)
u′(s) ds
≥
∫ u(∞)
u(−∞)
√
2F (u) du.
(2.3)
The term in the braket is nonnegative and it vanishes if and only if u solves (2.2). In the sequel
we will write
M = {mξ, ξ ∈ R} and C∗ =
∫
R
1
2
[|m′(s)|2 + F (m(s))] ds.
For notational onveniene we introdue the funtion G(u) =
∫ u
0
√
2F (u)du. Then equation (2.3)
states that
∫
R
1
2 |u′(s)|2+F (u(s)) ds ≥ G
(
u(∞))−G(u(−∞)). Note that the assumption (1.2) on
F imply that G is a stritly inreasing C4 funtion with G(0) = 0. In the ase of the standard
double-well potential F (u) = 12 (u
2 − 1)2 a alulation yields
m(s) = tanh(s) and C∗ =
4
3
.
Equation (2.2) shows that in general m an be given impliitly as
s =
∫ m
0
1√
2F
(
m˜
) dm˜. (2.4)
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By expanding F around 1 one obtains exponential onvergene to ±1 for s → ±1. To be more
preise there exist positive onstants c1 and c2 suh that

|1∓m(±s)| ≤ c1 exp(−c2s) s ≥ 0
|m′(±s)| ≤ c1c2 exp(−c2s) s ≥ 0
|m′′(±s)| ≤ c1c22 exp(−c2s) s ≥ 0.
(2.5)
Reall that m+ L2(R) = {u : u −m ∈ L2(R)}. Note that for all ξ due to (2.5) m −mξ ∈ L2(R)
suh that it does not matter whih ξ one takes for the denition of this spae.
We now introdue the onept of Fermi oordinates whih was rst used in this ontext in
[CP89, Fu95℄: Reall that for a funtion u ∈ m + L2(R) we write distL2(u,M) := infξ∈R ‖u −
mξ‖L2(R). If distL2(u,M) is small enough there exists a unique ξ ∈ R suh that dist(u,M) =
‖u−mξ‖L2(R) and one has
〈u−mξ,m′ξ〉L2(R) = 0. (2.6)
In fat the last equality (2.6) an easily be seen by dierentiating ξ 7→ ‖u−mξ‖2L2(R). This has a
simple geometri interpretation. The funtion m′ξ an be seen as tangent vetor to the urve M
in mξ and the relation (2.6) an be interpreted as v := u−mξ being normal to the tangent spae
in mξ. We will denote the spae
Nξ := {v ∈ L2(R) : 〈v,m′ξ〉L2(R) = 0}
and interpret it as the normal spae to M in mξ. For u = mξ + v with v ∈ Nξ we will all the
pair (ξ, v) Fermi or tubular oordinates of u.
One obtains information about the behavior of the energy funtional lose toM by onsidering
the linearized Shrödinger type operators
Aξ = −∆+ F ′′(mξ).
with domain of denition H2(R) ⊂ L2(R). The operatorAξ is selfadjoint and nonnegative (see e.g.
[Fu95℄) and the unique the eigenspae orresponding to the eigenvalue 0 is spanned by the funtion
m′ξ. This an be understood quite easily: The fat that the operator is nonnegative orresponds
to the funtional H attaining its minimum at mξ and the fat that m′ξ is a eigenfuntion to
the eigenvalue 0 orresponds to the translational invariane of H. The following more detailed
desription of the spetral behavior of Aξ is taken from [OR07℄ Proposition 3.2 on page 391:
Lemma 2.1. There exists a onstant c3 > 0 suh that if u ∈ H1(R) satises
(i) u(ξ) = 0 or (ii)
∫
R
u(s)m′ξ(s) ds = 0,
then
c3‖u‖2L2(R) ≤
∫
R
[
u′(s)2 + F ′′
(
mξ(s)
)
u(s)2
]
ds. (2.7)
This an be used to obtain the following desription of the energy landsape. Similar results
were already obtained in [Fu95℄ and [OR07℄:
Proposition 2.2. (i) There exist non-negative onstants c0, c4, δ1 suh that for u with Fermi
oordinates u = mξ + v and ‖v‖H1(R) ≤ δ1 one has:
c0‖v‖2H1(R) ≤ H(u) ≤ c4‖v‖2H1(R). (2.8)
(ii) There exists a δ0 > 0 suh that for δ ≤ δ0 the relation distH1(u,M) ≥ δ implies
H(u) ≥ c0δ2. (2.9)
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Here distH1(u,M) = infξ∈R ‖u −mξ‖H1(R). Statement (i) will be used as a loal desription
of the energy landsape lose to the urve of minimizers whereas the statement (ii) will be useful
as a rough lower bound for the energy away from the urve. For the proof of Proposition 2.2 one
needs the following lemma:
Lemma 2.3. For every ε > 0 there exists δ > 0 suh that if u ∈ m+L2 with H(u) ≤ δ then there
exists ξ ∈ R suh that
‖u−mξ‖L∞(R) ≤ ε.
Furthermore ξ an be hosen in a suh a way that u(ξ) = 0.
Proof. For a small δ > 0 assume H(u) ≤ δ. We want to nd a ξ ∈ R suh that by hoosing δ
suiently small we an dedue that ‖u−mξ‖L∞(R) beomes arbitrarily small. As H(u) <∞ we
have u ∈ m+H1 and therefore in partiular u ∈ C0(R)∩L∞(R). Note that a similar alulation
as (2.3) implies that H(u) ≥ (G( sups∈R u(s))−G( infs∈R u(s)))− (G(1)−G(−1)). Therefore by
the properties of G by hoosing δ suiently small, one an assume that ‖u‖L∞(R) ≤ 2. By the
assumptions (1.2) on F there exists a C suh that for u ∈ [−2, 2] one has
F (u) ≥ Cmin (|u− 1|, |u+ 1|)2 ,
and in partiular we know that for every interval I the H1-norm of min (|u− 1|, |u+ 1|) an be
ontrolled by the energy. As u is ontinuous and onverges to ±1 as s goes to ±∞, there exist a
ξ with u(ξ) = 0. Without loss of generality one an assume that ξ = 0. We will show that in this
ase ‖u−m‖L∞(R) an be made arbitrarily small.
Aording to (2.5) for every ε > 0 there exists T suh that for s ≥ T one has |u(s) − 1| ≤ ε
and for s ≥ T it holds that |u(s) + 1| ≤ ε. We will rst give a bound on u −m in [−T, T ]. We
onsider only the ase s ≥ 0 the other one being similar. Note that as aording to (2.3)
H(u) =
∫
R
1
2
(
u′(s)−
√
2F (u)
)2
ds,
one an write
u′(s) =
√
F
(
u(s)
)
+ r(s)
u(0) = 0
(2.10)
where
∫ T
0
r(s)2ds ≤ 2δ and therefore using Cauhy-Shwarz inequality
∫ T
0
|r(s)|ds ≤
√
2Tδ.
Thus using (2.2) one obtains for v = u−m
v′(s) =
√
F
(
u(s)
)−√F (m(s))+ r(s) ≤ Cv(s) + r(s)
v(0) = 0,
(2.11)
where the onstant C is given by C = supu∈[−2,2]
d
du
(√
F (u)
)
. Thus Gronwall's Lemma implies
|v(s)| ≤
∫ s
0
r(t)eC(s−t) dt,
and therefore sups∈[0,T ] |v(s)| ≤
√
2TδeCT . Thus by hoosing δ small enough one an assure that
sups∈[0,T ] |v(s)| ≤ ε2 .
8
Now let us fous on the ase s ∈ [−T, T ]c. We will again only fous on s ≥ T . Note that by
the above alulations and the hoie of T one has u(−T ) ≤ 1 − ε and u(T ) ≥ 1 − ε. Therefore
using∫ −T
−∞
u′(s)2
2
+F (u(s))ds+
∫ T
−T
u′(s)2
2
+F (u(s))ds+
∫ ∞
T
u′(s)2
2
+F (u(s))ds ≤ G(1)−G(−1)+ δ,
as well as ∫ T
−T
u′(s)2
2
+ F (u(s))ds ≥ G(T )−G(−T ),
we get ∫ ∞
T
u′(s)2
2
+ F (u(s))ds ≤ (G(1)−G(T ))− (G(−1)−G(−T )) + δ ≤ Cε+ δ,
where C = 2 supu∈[−2,2] F (u).Thus by using the fat that
∫∞
T
u′(s)2
2 + F (u(s)) ontrols the H
1
-
norm and therefore the L∞ of min (|u − 1|, |u+ 1|) on [T,∞), one an onlude, that possibly
by hoosing a smaller δ one obtains sups∈[t,∞) v(s) ≤ Cε. Thus by redening ε one obtains the
desired result.
Proof. (Of Proposition 2.2): (i) First of all remark that for v ∈ Nξ one has
c˜0‖v‖2H1(R) ≤ 〈v,Aξv〉L2(R) ≤ c˜4‖v‖2H1(R). (2.12)
In fat Lemma 2.1 (ii) implies that
c3‖v‖2L2(R) ≤ 〈v,Aξv〉L2(R). (2.13)
To get the lower bound in (2.12) write
〈Av, v〉L2(R) = ‖∇v‖2L2(R) +
∫
R
F ′′(m(y))v2(s)ds
≥ ‖v‖2H1(R) − (c5 + 1)‖v‖2L2(R),
(2.14)
where c5 = max|v|≤1 F
′′(v). Then (2.12) follows with c˜0 =
µ∗
µ∗c0+1
. In fat if ‖v‖L2 ≤ ‖v‖H1 1c3+c˜0
one an use (2.14) and one an use (2.13) else. The upper bound in (2.12) is immediate noting
that supu∈[−1,+1] |F ′′(u)| <∞.
In order to obtain (2.8) one writes:
H(u) = 1
2
〈Aξv, v〉+
∫
R
U(s, ξ, v)ds, (2.15)
where
U(s, ξ, v) = F (mξ(s) + v(s)) + F (mξ(s))− F ′(mξ(s))v(s) − 1
2
F ′′(mξ(s))v(s)
2.
Here equation (2.1) is used. Using that by Sobolev embedding ‖v‖L∞(R) ≤ C‖v‖H1(R) one obtains
by Taylor formula∣∣∣∫
R
U
∣∣∣ ≤ 1
6
sup
|v|≤Cδ1+1
|F ′′′(v)|‖v‖3L3(R) ≤ C‖v‖L∞(R)‖v‖2L2(R) ≤ C‖v‖3H1(R). (2.16)
This implies the inequality (2.8).
(ii) To show the seond statement, rst note that there exists a δ˜0 > 0 suh that if H(u) ≤ δ˜0
there exists a ξ suh that
c0‖u−mξ‖2H1(R) ≤ H(u). (2.17)
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Figure 3: The approximated waveshapes funtion mεξ and m
N,ε
ξ .
In fat hoosing ξ as in Lemma 2.3 and noting that if one uses the ase (i) of Lemma 2.1 instead
(ii) one sees that inequalities (2.12) and (2.16) remain valid for v = u−mξ. Then by using the L∞
bound on v from Lemma 2.3 instead of Sobolev embedding in the last step of (2.16) one obtains
the above statement. In order to obtain (2.9) hoose δ0 =
δ˜0
c0
and assume distH1 (u,M) ≥ δ for a
δ ≤ δ0. If H(u) ≥ δ˜0 the bound (2.9) holds automatially. Otherwhise (2.17) holds and gives the
desired estimate.
We now pass to some bounds on approximated wave shapes. To this end x γ1 < γ. This
parameter will be xed throughout the paper. Denote by mε the prole m ut o outside of
[−ε−γ1 , ε−γ1 ]. More preisely assume that mε is a smooth monotone funtion that oinides with
m on [−ε−γ1 , ε−γ1 ] and that veries mε(s) = ±1 for ±s ≥ ε−γ1 + 1. Assume furthermore that
on the intervals [ε−γ1 , ε−γ1 + 1] (respetively [−ε−γ1 − 1,−ε−γ1]) one has u(s) ≤ uε(s) ≤ 1 (resp.
u(s) ≥ uε(s) ≥ −1). Due to (2.5) one an also assume that |(uε)′(s)| ≤ 2c1c2e−c2ε−γ1 on both of
these intermediate intervals. Then dene mεξ(s) = m
ε(s− ξ).
Furthermore for N ∈ N and k ∈ {−N,−(N − 1), . . . , (N − 1), N} set sN,εk = kε
−γ
N and dene
mN,εξ (s) =
{
mεξ(s) if s = s
N,ε
k for k = −(N − 1), . . . , (N − 1)
the linear interpolation between these points,
(2.18)
One then gets the following bound:
Lemma 2.4. For ε small enough and ξ ∈ [−ε−γ + ε−γ1 + 1, ε−γ − ε−γ1 − 1] one has
(i) ‖mξ −mεξ‖L2(R) ≤ C exp(−c2ε−γ1) and ‖(mξ)′ − (mεξ)′‖L2(R) ≤ C exp(−c2ε−γ1).
(ii) ‖mξ −mN,εξ ‖L2(R) ≤ Cε−γ1/2 ε
−2γ
N2 and ‖(mξ)′ − (mN,εξ )′‖L2(R) ≤ Cε−γ1/2 ε
−γ
N .
Proof. To see (i) write
‖mξ −mεξ‖2L2(R) ≤
∫ ∞
ε−γ1
(
m(s)−mε(s)
)2
ds +
∫ −ε−γ1
−∞
(
m(s)−mε(s)
)2
ds
≤ 2
∫ ∞
ε−γ1
c21 exp(−2c2s)ds ≤ C exp(−2c2ε−γ1)
and
‖m′ξ − (mεξ)′‖2L2(R) ≤
∫ ∞
ε−γ1
(
m′(s)− (mε)′(s)
)2
ds +
∫ ε−γ1
−∞
(
m′(s)− (mε)′(s)
)2
ds
≤ C exp(−2c2ε−γ1).
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Here one uses the inequalities (2.5) as well as the properties of mε.
To see (ii) write
‖m′ξ − (mN,εξ )′‖L2(R) ≤ ‖m′ξ − (mεξ)′‖L2(R) + ‖(mεξ)′ − (mN,εξ )′‖L2(R). (2.19)
To bound the seond term assume without loss of generality that ξ = 0 and write
‖(mε)′ − (mN,ε)′‖2L2(R) =
N−1∑
k=−N
∫ sN,ε
k+1
sN,ε
k
(
(mε)′(s)− (mN,ε)′(s)
)2
ds
=
Nε−1∑
k=−Nε
∫ sN,ε
k+1
sN,ε
k
(
(mε)′(s)− (mN,ε)′(s)
)2
ds. (2.20)
In the seond equality Nε = ⌈ε−γ1 Nε−γ ⌉. Here we use the fat that uε is onstant outside of
[−ε−γ1 , ε−γ1 ] and therefore oinides with its pieewise linearization. The integrals an be bounded
using Poinaré inequality:
∫ sN,ε
k+1
sN,ε
k
(
(mε)′(s)− (mN,εξ )′(s)
)2
ds ≤ ε
−2γ
N2π2
∫ sN,ε
k+1
sN,ε
k
(mε)′′(s)ds ≤ ε
−3γ
N3π2
sup
s∈R
|(mε)′′(s)|2. (2.21)
Plugging this into (2.19) one gets:
‖(mε)′ − (mN,ε)′‖2L2 ≤ ε−γ1
ε−2γ
N2π2
sup
s∈R
|(mε)′′(s)|2.
Due to (i) the term involving |m′ξ − (mεξ)′| an be absorbed in the onstant for ε small enough.
This yields the seond estimate in (ii). For the bound on ‖m′ξ − (mεξ)′‖L2(R) one proeeds in the
same manner with another use of Poinaré inequality. The details are left to the reader.
3 Gaussian estimates
In this setion onentration properties of some disretized Gaussian measure are disussed and
the bounds whih are needed in Setion 4 are provided. To this end we reall a lassial Gaussian
onentration inequality. Then we introdue the disretized version of the Gaussian referene
measure νε and give an error bound. We also study another disretized measure whih an be
viewed as a disretized massive Gaussian free eld.
Let E be a separable Banah spae equipped with its Borel-σ-eld F and norm ‖ · ‖. Reall
that a probability measure µ on (E,F) is alled Gaussian if for every η in the dual spae X∗ the
pushforward measure η#µ is Gaussian. For the moment all Gaussian measures are assumed to be
entered i.e. for all η ∈ X∗ it holds ∫ 〈η, x〉µ(dx) = 0. Denote by
σ = sup
η∈X∗,‖η‖X∗≤1
(∫
〈η, x〉2µ(dx)
)1/2
.
Note that σ is nite [Le96℄. Then one has the following lassial onentration inequality (see
[Le96℄ page 203):
µ
(
y; ‖y‖ ≥
∫
‖x‖µ(dx) + r
)
≤ e−r2/2σ2 .
In fat there are several ways to prove this, among them the Gaussian isoperimetri inequality.
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The diulty in applying this inequality to onrete examples is to evaluate the quantities σ
and
∫ ‖x‖µ(dx). This is easier in the ase where E is a Hilbert spae. Then a entered Gaussian
measure µ is uniquely haraterized by the ovariane operator Σ whih satises∫
〈η1, x〉〈η2, x〉µ(dx) = 〈η1,Ση2〉 ∀η1, η2 ∈ E.
It is known [dPZ92℄ that Σ must be a nonnegative symmetri trae lass operator. Then σ2 is the
spetral radius of Σ and using Jensen's inequality one obtains∫
‖x‖µ(dx) ≤ (∫ ‖x‖2 µ(dx))1/2 = (TrΣ)1/2.
Therefore one an write
Lemma 3.1. Let µ be a entered Gaussian measure on a Hilbert spae E with ovariane operator
Σ. Then one has
µ
(
x; ‖x‖ ≥ (TrΣ)1/2 + r) ≤ e−r2/2σ2 . (3.1)
We now want to use this inequality to study the behavior or the measure νε under disretization.
To this end x an integer N and onsider pieewise ane funtions u ∈ L2[−ε−γ,−ε−γ ] of the
following type
u(x) =


±1 for x = ±ε−γ
arbitrary for x = sN,εk k = −(N − 1), . . . , (N − 1)
the linear interpolation between those points,
(3.2)
and denote by HN,ε the ane spae of all suh funtions. Reall that sN,εk =
kε−γ
N . The spae
HN,ε an anonially be identied with R2N−1. In partiular typial nite dimensional objets
suh as Lebesgue- and Hausdor measures make sense onHN,ε. On the other hand also the innite
dimensional observations from Setion 2 an be applied to elements ofHN,ε. The interplay between
innite and nite dimensional ideas is ruial in the proof of Theorem 1.2. Denote by LN,ε the
Lebesgue measure on HN,ε.
Reall that νε is the distribution of a Gaussian proess (u(s), s ∈ [−ε−γ , ε−γ ]) with E[u(s)] =
εγs and Cov(u(s), u(s′)) = ε
(
s ∧ s′ + ε−γ − (s+ε−γ )(s′+ε−γ )2ε−γ
)
. Aording to the Kolmogorov-
Chentsov Theorem we an assume that u has ontinuous paths. Consider now the pieewise
linearization of uN of u:
uN (s) =


±1 for s = ±ε−γ
u(s) for x = sN,εk k = −(N − 1), . . . , (N − 1)
the linear interpolation between those points.
Lemma 3.2. (i) The distribution of uN is absolutely ontinuous with respet to the Lebesgue
measure LN on HN,ε. The density is given by
1√
(2π)2N−1
( N
ε−γ
)N (
2ε−γ
)1/2
exp
(
εγ−1) exp
(
−1
ε
∫ ε−γ
−ε−γ
|∇u(s)|2ds
)
. (3.3)
(ii) The random funtion u − uN onsists of 2N independent resaled Brownian bridges. To be
more preise for eah k ∈ {−N, . . . (N − 1)} the proess (u(s)− uN(s) : s ∈ [sN,εk , sN,εk+1]) is a
entered Gaussian proess with ovariane
Cov(u(s)− uN (s), u(s′)− uN(s′)) = ε
(
s ∧ s′ − sN,εk −
(s− sN,εk )(s′ − sN,εk )
ε−γ
N
)
. (3.4)
These proesses are mutually independent and independent of uN .
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Proof. (i) The measure νε an be onsidered as the distribution of a resaled Brownian u motion
on [−ε−γ , ε−γ ] starting at u(−ε−γ) = −1 and onditioned on u(ε−γ) = 1. Therefore the nite
dimensional distributions an be obtained by nite dimensional onditioning:
νε
(
u(sN,ε−(N−1)) ∈ dx−(N−1), . . . , u(sN,εN−1) ∈ dx(N−1)
)
=

(N−1)∏
i=−N
1√
(2π)δ
exp
(
− (xi+1 − xi)
2
2εδ
)
(
1√
(2π)2ε−γ
exp
( (1− (−1))2
4ε−γε
))−1
=
1√
(2π)2N−1
δ−N2ε−γ exp(εγ−1) exp
(
− 1
2ε
N−1∑
i=−N
δ
(xi+1 − xi)2
δ2
)
Here δ = ε
−γ
N and x±N = ±1. By noting that the Riemann sum appearing in the last line is equal
to the integral of the squared derivative of the pieewise linearization one obtains the result.
(ii) Denote for i = −N, . . . , (N − 1) and s ∈ [0, δ] by u˜i(s) = u(ti + s) − uN(ti + s) =
u(ti + s)−
(
1 − sδ
)
u(ti)− sδu(ti+1). We want to show that the proesses (u˜i(s), s ∈ [0, δ]) posses
the right ovarianes and are mutually independent and independent of uN . To this end alulate
for s, s′ ∈ [0, δ] and i = −N, . . . , (N − 1):
Cov(u˜i(s), u˜i(s
′)) =
Cov
[
u(ti + s)−
(
1− s
δ
)
u(ti)− s
δ
u(ti+1), u(ti + s
′)−
(
1− s
′
δ
)
u(ti)− s
′
δ
u(ti+1)
]
.
By plugging in the expliit expression for the ovarianes of the u(s) and some tedious but ele-
mentary alulations one obtains the desired expression. In a similar way one an see that for
i 6= j one has
Cov(u˜j(s), u˜i(s
′)) = 0 and Cov(u˜j(s), u
N(t)) = 0
for all s, s′ ∈ [0, δ] and t ∈ [−ε−γ , ε−γ ].
Denote the Gaussian normalization onstant
ZN,ε1 : =
1√
(2π)2N−1
( N
ε−γ
)N
2ε−γ exp
(
εγ−1)
Note that by viewing νN,ε as nite dimensional measure with ovariane given by the inverse of
the negative Dirihlet Laplaian restrited to HN,ε whih we denote by −∆N one sees that
ZN,ε1 =
1√
(2π)2N−1
exp
(
εγ−1)
(
det(−∆N )
)1/2
. (3.5)
We now want to apply the Gaussian onentration inequality to obtain a bound on the prob-
ability of large u− uN :
Lemma 3.3. The following bounds hold:
1. L2-bound on the whole line:
νε
(
u : ‖u− uN‖L2[−ε−γ ,ε−γ ] ≥
√
ε
ε−2γ
3N
+ r
)
≤ exp
(
−r
2π2N2
ε1−2γ
)
(3.6)
2. L2-bound on the short intervals:
νε
(
‖u(s)− uN(s)‖L2[sN,ε
k
,sN,ε
k+1
] ≥
√
ε
ε−2γ
6N2
+ r
)
≤ exp
(
−r
2π2N2
ε1−2γ
)
. (3.7)
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3. L∞-bound on the whole line:
νε
(‖u(s)− uN (s)‖L∞[−ε−γ ,ε−γ ] ≥ r) ≤ 4N exp
(
− r
2N
8ε1−γ
)
. (3.8)
Proof. Let us onsider (3.6) rst. Note that u − uN is a entered Gaussian proess suh that
Lemma 3.1 an be applied. The expeted L2-norm an be alulated as follows:
νε
[
‖u− uN‖2L2[−ε−γ ,ε−γ ]
]
=
N−1∑
k=−N
νε‖u˜k‖2L2 =
N−1∑
k=−N
∫ sN,ε
k+1
sN,ε
k
νε
(
u˜(s)2
)
ds
=
N−1∑
k=−N
∫ sN,ε
k+1
sN,ε
k
ε

s− sN,εk −
(
s− sN,εk
)2
ε−γ
N

ds = 2Nε1
6
(
ε−γ
N
)2
.
Here for the third equality equation (3.4) is used.
To get information about the spetral radius of the ovariane operator Σ alulate for f, g ∈
L2[−ε−γ , ε−γ ]:
〈 f,Σg 〉 = νε [〈 f, u− uN 〉〈 g, u− uN 〉]
=
N−1∑
k=−N
∫ sN,ε
k+1
sN,ε
k
ε
(
s ∧ s′ − (s− s
N,ε
k )(s
′ − sN,εk )
ε−γ
N
)
f(s)g(s′) ds.
Here in the last step the independene of the dierent bridges is used as well as formula (3.3).
Note that the integral kernel in the last line is the Green funtion of the negative Dirihlet-Laplae
operator on the interval [sN,εk , s
N,ε
k+1]. Denoting this operator by ε(−∆Tk)−1 one an therefore write
〈f,Σg〉 =
N−1∑
k=−N
〈f, ε(−∆Tk)−1g〉L2(Tk).
The spetral deomposition of the inverse Dirihlet-Laplae operator on intervals of length T is
well known. In fat on L2[0, T ] the smallest eigenvalue λ0 and the aording eigenfuntion e0(x)
are given as:
e0(s) = sin
(πs
T
)
and λ0 =
εT 2
π2
.
The spetral radius of ε
(−∆Tk)−1 is thus given as
σ2k = ε
ε−2γ
(Nπ)2
.
Therefore one an write
σ2 = sup
f,‖f‖=1
〈f,Σf〉 = sup
f,‖f‖=1
N−1∑
k=−N
〈f, ε(∆k)−1g〉L2(Tk)
≤ sup
f,‖f‖=1
N−1∑
k=−N
σ2k〈f, f〉L2(Tk) = ε
(
ε−γ
πN
)2
sup
f,‖f‖=1
〈f, f〉.
On the other hand by taking f as a linear ombination of the eigenfuntions on the shorter intervals
one obtains
σ2 = ε
(
ε−γ
πN
)2
.
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Thus equation (3.1) gives the desired result. The proof of (3.7) proeeds in the same manner.
To prove the third statement (3.8) note that by Lemma 3.2, the deviations of a the random
funtion u from the pieewise linearizations uN between the points sN,εk are independent Brownian
bridges. Therefore suh a proess
(
u(sN,εk + s)− uN(sN,εk + s), 0 ≤ s ≤ ε
−γ
N
)
has the same distri-
bution as ε
1
2
(
Bs − sNε−γB ε−γ
N
)
for a Brownian motion B dened on a probability spae (Ω,F ,P).
Therefore one an write
νε
(‖u(s)− uN(s)‖L∞[−ε−γ ,ε−γ ] ≥ r) ≤ N−1∑
k=−N
νε
(
max
sN,ε
k
≤s≤sN,ε
k+1
|u(s)− uN (s)| ≥ r
)
≤ 2N P
(
max
0≤s≤ ε
−γ
N
∣∣∣∣ε1/2
(
Bs − sN
ε−γ
B ε−γ
N
)∣∣∣∣ ≥ r
)
≤ 2N P
(
max
0≤s≤ ε
−γ
N
|Bs| ≥ r
2ε1/2
)
.
Using the exponential version of the maximal inequality for martingales (see Proposition 1.8 in
Chapter II in [RY99℄) one an see that
νε
(‖u(s)− uN (s)‖L∞[−ε−γ ,ε−γ ] ≥ r) ≤ 4N exp
(
− r
2N
8ε1−γ
)
.
We will denote the distribution on of uN as νN,ε. Note that the last statement an also be
interpreted as a statement on a oupling of νε and νN,ε. In fat let λN,ε be the joint distribution
of u and its disretization uN . Then Lemma 3.3 states that
λN,ε
{
(u, u′) : ‖u− u′‖L2(R) ≥
√
ε
ε−2γ
3N
+ r
}
≤ exp
(
−r
2π2N2
ε1−2γ
)
, (3.9)
and an analogous result for the L∞ norm.
We now want to study the properties of another disrete Gaussian measure. In fat denote by
HN,ε0 the spae of ane funtions dened as in 3.2 with the only hange that they are assumed
to possess zero boundary onditions. The Lebesgue measure on this spae is dened in the same
manner. For a xed onstant κ onsider the entered probability measure ̺N,ε whose density with
respet to LN,ε is proportional to
exp

−κ
∫ ε−γ
−ε−γ
|u(s)|2 + |∇u(s)|2 ds
2ε

 .
In fat this measure is a variant of what is known in the literature as disrete massive free eld,
disrete Ornstein-Uhlenbek bridge or pinned ∇φ surfae model [S07, HSV05℄. Denote the nor-
malization onstant
ZN,ε2 =
∫
exp

−κ
∫ ε−γ
−ε−γ
|u(s)|2 + |∇u(s)|2 ds
2ε

LN,ε(du).
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Lemma 3.4. (i) ZN,ε2 is given as
1√
(2εκπ)2N−1
det(−∆N + Id). (3.10)
Reall that the operator ∆N denotes the disretized Laplae operator introdued above equa-
tion (3.5).
(ii) We have the following bound: For r ≥ 0
̺
{
u : ‖u‖H1 ≥
(2N − 1)ε
κ
+ r
}
≤ exp (−κr2/2ε) . (3.11)
Proof. (i) To see this one only has to note that ∆N + Id is the inverse ovariane matrix of this
nite dimensional Gaussian measure.
(ii) To see (3.11) write with a nite dimensional hange of variables:
̺ {u : ‖u‖H1 ≥ r} =
1
ZN,ε2
∫
{u : ‖u‖H1≥r}
exp
(
κ
‖u‖2H1
2ε
)
LN,ε(du)
=
1√
(2επ)
2N−1
∫
{
PN−1
k=−N x
2
k
≥r}
exp
(
κ
∑N−1
k=−N x
2
k
2ε
)
dx−N . . .dxN−1.
In fat here one uses the standart linear transformation that transforms a gaussian random variable
on a nite dimensional spae to a gaussian random variable with Id ovariane matrix. We have
thus have to onsider a vetor of 2N−1 independent entered Gaussian random variables Xk with
variane
ε
κ . The expetation
E
[
N−1∑
k=−N
X2i
]
=
2Nε
κ
and the spetral radius
σ2 =
ε
κ
are alulated easily suh that (3.1) gives the desired result.
4 Conentration around a urve in innite dimensional spae
In this setion we give the proof of Theorem 1.2. To this end we onsider the nite dimensional
measure
µN,ε(du) =
1
ZN,ε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (u(s))ds
)
νN,ε(du),
with the normalization onstant ZN,ε =
∫
exp
(− 1ε ∫ F (u(s))ds) νN,ε(du). Note that although
νN,ε is given by the nite-dimensional marginals of νε, the measure µN,ε does not oinide with
the nite dimensional distribution of µε. The strategy is now as follows: In Proposition 4.5 a
lower bound on the disrete normalization onstant ZN,ε is given. This is ahieved by alulating
the integral in a tubular neighborhood of the set of minimizers M . Then in Proposition 4.8 the
rough energy bound given in Proposition 2.9 is used to onlude onentration of the disretized
measure µN,ε around the urve of minimizers. Finally Lemma 4.12 gives a bound on the quotient
Zε
ZN,ε whih allows to nish the proof of onentration around the urve of minimizers also in the
ontinuous ase with the help of a oupling argument.
Reall the following version of the oarea formula:
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Lemma 4.1. Let f be a Lipshitz funtion f : A ⊆ E → I ⊆ R, where E is a n-dimensional
Eulidean spae and A is an open subset and I some interval. Denote by λn, λ1 and Hn−1 the
Lebesgue measure on E, on R and the (n− 1)-dimensional Hausdor measure on E respetively.
Suppose that the gradient (whih exists λn-a.e.) Df does not vanish λn a.e. in A. Then for every
nonnegative measurable test funtion ϕ : A→ R one has the following formula:∫
A
ϕ(x)λ(dx) =
∫
I
λ1(dξ)
∫
f−1(ξ)
Hn−1(dx) 1|Df(x)|E ϕ(x). (4.1)
In order to apply this formula 4.1 to µN,ε one needs the following:
Lemma 4.2. Consider the funtion f : A → I, where A1 := {x ∈ m+ L2 : distL2(x,M) < β} is
the open set in whih the Fermi oordinates are dened and I = [−ε−γ+ε−γ1 , ε−γ−ε−γ1 ], dened
by
f(x) = f(mξ + s) = ξ,
where x = mξ + s are the Fermi oordinates of x. Then f is Fréhet dierentiable and one has
Df(x)[h] = Df(mξ + s)[h] =
−〈m′ξ, h〉
|m′ξ|2 − 〈s,m′′ξ 〉
. (4.2)
Proof. The dierentiability follows from the impliit funtion theorem. To alulate the derivative
at x = mξ + s in diretion h onsider the funtion
Φ(v, w) = 〈mξ −mw + s+ vh,m′w〉,
dened in an environment of (0, ξ) ∈ R2. Noting that one has Φ(v, f(mξ + s + vh)) = 0 one an
write
0 = ∂vΦ(v, f(mξ + s+ vh)) + ∂wΦ(v, f(mξ + s+ vh))Df(mξ + s)[h].
Observing that
∂vΦ(v, f(mξ + s+ vh)) = 〈h,m′ξ〉
and
∂wΦ(v, f(mξ + s+ vh)) = −〈m′ξ,m′ξ〉+ 〈s,m′′ξ 〉
onludes the proof.
We want to apply the oarea formula to the funtion f just dened, restrited toHN,ε. There is
a slight inonveniene whih originates from the fat that the norm of the gradient whih appears
in 4.1 is the norm in the nite dimensional spae E whereas the gradient of the funtion f is a
funtion in L2(R). To resolve this is the ontent of the next lemma:
Lemma 4.3. Let g : m+L2(R)→ R be a Fréhet dierentiable funtion and denote by ∇g(x) its
L2-gradient at point x. Consider then the funtion g˜ dened on R2N−1 obtained by omposition
of the embedding R
2N−1 → HN,ε and g. Denote by ∇˜g˜ its gradient. Then one has the following
inequality:
‖∇˜g˜‖R2N−1 ≤ 2
√
ε−γ
N
‖∇g‖L2.
Proof. We alulate the derivative of g˜ in diretion e˜k = (0, . . . , 0, 1, 0, . . .0) with the 1 on k-th
position. Embedding e˜k into H
N,ε
gives the hat-funtion
ek(s) =


0 for s /∈ [sN,εk−1, sN,εk+1]
s−sN,ε
k−1
ε−γ
N
for s ∈]sN,εk−1, sN,εk ]
sN,ε
k+1−s
ε−γ
N
for s ∈]sN,εk−1, sN,εk ].
(4.3)
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Therefore one obtains
(∇˜g˜)k =
∫
R
ek(s)∇g(s)ds =
∫ sN,ε
k+1
sN,ε
k−1
ek(s)∇g(s)ds.
Applying Cauhy-Shwarz inequality and using ‖ek‖∞ ≤ 1 one gets:
‖∇˜g˜‖2
R2N−1
=
N−1∑
k=−(N−1)
(∫ sN,ε
k+1
sN,ε
k−1
ek(s)∇g(s)ds
)2
≤ 2ε
−γ
N
N−1∑
k=−(N−1)
∫ sN,ε
k+1
sN,ε
k−1
(∇g(s))2 ds
≤ 2ε
−γ
N
2‖∇g‖2L2(R).
(4.4)
Now we are ready to derive a lower bound on the normalization onstant ZN,ε of the nite
dimensional approximation of µε. Reall that µN,ε(du) = 1ZN,ε exp
(
− 1ε
∫ ε−γ
−ε−γ
F (u(s))ds
)
νN,ε(du)
where νN,ε is a disretized Brownian bridge. One gets the following bound:
Proposition 4.4. If one hooses N = N(ε) in a way that ε
−γ
N ↓ 0 as ε ↓ 0, then the following
bound holds for ε small enough and a small but xed δ:
ZN,ε ≥ exp
(
−C∗
ε
)
exp
(
C
1
δ
ε−γ
)
exp
(
−Cε−γ1
(
ε−γ
N
)1/2)
ε−γ
N
exp
(
−2C
(
ε−γ−γ1/2
εN
))
c−N4 .
(4.5)
In partiular if one hooses N = N(ε) growing like ε−γ2 and γ1 small enough suh that
−γ1 − γ/2 + γ2 > 0 (4.6)
−γ − γ1/2 + γ2 > 0 (4.7)
γ2 < 1, (4.8)
one obtains
lim inf
ε↓0
ε logZN,ε ≥ −C∗. (4.9)
Proof. Using the denition of νN,ε one an write
ZN,ε =
∫
HN,ε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (u(s))ds
)
νN,ε(du)
=
1
ZN,ε1
exp
(
−C∗
ε
) ∫
HN,ε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (u(s))ds− 1
ε
∫ ε−γ
−ε−γ
1
2
|u′(s)|2ds + C∗
ε
)
LN,ε(du)
=
1
ZN,ε1
exp
(
−C∗
ε
) ∫
HN,ε
exp
(
−1
ε
H(u)
)
LN,ε(du).
(4.10)
Reall that ZN,ε1 =
∫
exp
(
− 1ε
∫ ε−γ
−ε−γ
1
2 |u′(s)|2ds
)
λN,ε(du) is the normalization onstant of the dis-
retized Brownian bridge and LN,ε is the Lebesgue measure on the nite dimensional spae HN,ε.
In order to nd a lower bound on ZN,ε we an restrit the integration to a tubular neighborhood
of M . More preisely set Iε := [−ε−γ + ε−γ1 , ε−γ − ε−γ1 ] and
A2 :=
{
u ∈ HN,ε : u = mξ + v : 〈v,m′ξ〉L2(R) = 0 for some ξ ∈ Iε and ‖v‖H1(R) ≤ δ
}
,
for some δ to be determined later. For the moment we will only assume δ to be small enough in
order to be able to apply Funaki's estimate (2.8) on the energy landsape. Furthermore denote by
Aξ :=
{
u ∈ HN,ε : u = mξ + v : 〈v,m′ξ〉 = 0 and ‖v‖H1(R) ≤ δ
}
.
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Using Funaki's estimate (2.8) for u = mξ + v ∈ A2 one an write
exp
(
−1
ε
H(u)
)
≥ exp
(
−c4
ε
‖v‖2H1(R)
)
.
Note the v is not an element of the disretized spae HN,ε but a general funtion in L2(R)
that needs not vanish outside of [−ε−γ , ε−γ ]. But v an be well approximated by a funtion
vN,ε = u−mN,εξ ∈ HN,ε0 . In fat using Lemma 2.4 one gets
‖vN,ε − v‖H1(R) = ‖mN,εξ −mξ‖H1(R) ≤ C
ε−γ
N
ε
−γ1
2 .
Putting this together one gets:
ZN,εZN,ε1 exp
(C∗
ε
)
≥
∫
A
exp
(
−c4
ε
‖v‖2H1(R)
)
LN,ε(du)
≥ exp
(
−2C
(
ε−γ−γ1/2
εN
))∫
A
exp
(
−2c4
ε
‖vN,ε‖2H1(R)
)
LN,ε(du).
(4.11)
Let us onentrate on the integral term in equation 4.11. Using the oarea formula 4.1 one gets:∫
A
exp
(
−2c4
ε
‖vN,ε‖2H1
)
LN,ε(du) ≥
∫
Iε
dξ
∫
Aξ
1
|∇˜f˜ | exp
(
−c4
ε
‖v‖2H1
)
HN,ε(du). (4.12)
where HN,ε is the odimension one Hausdor measure on HN,ε. Using Lemma 4.2 and the
observation from Lemma 4.3 one knows:
1
|∇˜f˜ | ≥
1
2
√
N
ε−γ
|m′ξ|2L2(R) + 〈v,m′′ξ 〉L2(R)
‖m′ξ‖L2(R)
.
By hoosing a smaller δ if neessary this an be bounded uniformly from below on A by a C
√
N
ε−γ
suh that one gets:
∫
A
exp
(
−2c4
ε
‖vN,ε‖2H1(R)
)
LN,ε(du) ≥ C
√
N
ε−γ
∫
Iε
dξ
∫
Aξ
exp
(
−2c4
ε
‖vN,ε‖2H1(R)
)
HN,ε(du).
(4.13)
Let us fous on the last integral. By a linear hange of oordinates one an write∫
Aξ
exp
(
−2c4
ε
‖vN,ε‖2H1(R)
)
HN,ε(du) =
∫
Bξ
exp
(
−2c4
ε
‖v‖2H1(R)
)
HN,ε(dv), (4.14)
where Bξ =
{
v ∈ HN,ε0 : 〈v,m′ξ〉L2(R) = 〈mξ −mN,εξ ,m′ξ〉L2(R) and ‖v‖H1(R) ≤ δ
}
. In order to
onlude, we need the following elementary lemma:
Lemma 4.5. Let E be a nite dimensional Eulidean spae with Lebesgue measure L and odi-
mension 1 Hausdor measure H. Let a∗ = 〈a, ·〉 ∈ E∗ be a linear form and x 7→ 〈x,Σx〉 be a
symmetri, positive bilinear form. Furthermore write for b ∈ R
B˜b =
{
x ∈ E : ax = b and 〈x,Σx〉 ≤ δ2} .
Furthermore set d2 = infx∈B˜b〈x,Σx〉 and let n be a Σ-unit normal vetor on B˜0, i.e. 〈n,Σx〉 = 0
for all x ∈ B˜0 and 〈n,Σn〉 = 1. Then one has for every b
∫
〈x,Σx〉≤δ2
exp (−〈x,Σx〉)L(dx) ≤ 2δ
√
1
〈n, n〉 exp
(
d2
) ∫
B˜b
exp (−〈x,Σx〉)H(dx). (4.15)
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Furthermore d and 〈n, n〉 an be given as follows:
d2 =
b2
〈a,Σ−1a〉 and 〈a,Σ
−1a〉 = sup
η : 〈η,Ση〉=1
〈a, η〉, (4.16)
and
(〈n, n〉)1/2 = sup
η : 〈η,Ση〉=1
〈n, η〉.
Proof. (Of Lemma 4.5): Using the Coarea formula one an write:
∫
〈x,Σx〉≤2δ2−d2
exp (−〈x,Σx〉)L(dx) ≤
∫ δ
−δ
∫
B˜0
exp (−〈(y + λn),Σ(y + λn)〉)
√
1
〈n, n〉H(dy)dλ
≤
√
1
〈n, n〉
∫ δ
−δ
∫
B˜0
exp (−〈y,Σy〉)H(dy)dλ
= 2δ
√
1
〈n, n〉
∫
B˜0
exp (−〈y,Σy〉)H(dy)
= 2δ
√
1
〈n, n〉 exp
(
d2
) ∫
B˜0
exp (−〈(y + dn),Σ(y + dn)〉)H(dy)
= 2δ
√
1
〈n, n〉 exp
(
d2
) ∫
B˜b
exp (−〈y,Σy〉)H(dy).
(4.17)
The other assertions are elementary.
In order to apply this Lemma to the ase E = HN,ε, a∗(v) = 〈v,m′ξ〉L2(R) b = 〈mξ −
mN,εξ ,m
′
ξ〉L2(R) and 〈v,Σv〉 = ‖v‖2H1(R) one needs to evaluate the onstants d and 〈n, n〉 in this
ontext. This is subjet of the next Lemma:
Lemma 4.6. One has:
(i) 〈mξ −mN,εξ ,m′ξ〉L2(R) ≤ Cε−γ1 ε
−2γ
N2 ,
(ii) d2 ≤ Cε−γ1
(
ε−γ
N
)1/2
,
(iii) 〈n, n〉 = 〈a,Σ−1a〉 ≥ C
√
ε−γ
N
ε−γ
N .
Proof. (Of Lemma 4.6) (i) Applying Cauhy-Shwarz inequality one gets
〈mξ −mN,εξ ,m′ξ〉L2(R) ≤ ‖mξ −mN,εξ ‖L2(R)‖m′ξ‖L2 ≤ Cε−γ1/2
ε−2γ
N2
.
Here Lemma 2.4 was used. (ii) In order to evaluate d note rst that the Eulidean oordinates
ak k = −(N − 1), . . . , (N − 1) of the vetor assoiated to the linear form a∗ are given as
ak = 〈ek,m′ξ〉L2(R).
Here the hat funtions ek are dened like in (4.3). In order to get a lower bound on 〈a,Σa〉 we
use the variational priniple given in (4.16). Choose as a testfuntion η = ηˆek. One has
‖ek‖2H1(R) =
2ε−γ
3N
+ 2
N
ε−γ
,
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suh that one has to hose ηˆ =
√
3 ε
−γ
N
2 ε
−2γ
N2
+3
in order to guarantee that ‖η‖H1(R) = 1. Note
that as
ε−γ
N ↓ 0 for ε ↓ 0 one an bound ξ uniformly from below by C
√
ε−γ
N . Now set c7 =
infs∈[−2,2]m
′
ξ(s) > 0 and hose k suh that [s
N,ε
k−1, s
N,ε
k+1] ⊆ [ξ − 2, ξ + 2], whih is always possible
for ε small enough. Then one gets
〈η, a〉 = ξ〈ek,m′ξ〉 ≥ c7ξ‖ek‖L1(R) ≥ C
√
ε−γ
N
ε−γ
N
.
Therefore using (i) one gets
d2 ≤ Cε−γ1
(
ε−γ
N
)1/2
.
The statement (iii) follows immediately.
End of proof of Proposition 4.4: Applying Lemma 4.5 and 4.6 to equation (4.14) one gets:∫
Bξ
exp
(
−2c2
ε
‖v‖2H1(R)
)
HN,ε(dv)
≥ 1
δ
∫
B
C
√
ε−γ
N
ε−γ
N
exp
(
−Cε−γ1
(
ε−γ
N
)1/2)
exp
(
−2c2
ε
‖v‖2H1
)
L(dv)
=
√
ε−γ
N
ε−γ
N
exp
(
−Cε−γ1
(
ε−γ
N
)1/2)
ZN,ε2 σ
(
‖v‖2H1(R) ≤ δ
)
.
(4.18)
where B =
{
v ∈ HN,ε0 s. th. ‖v‖H1 ≤ δ
}
. Reall that σ is the Gaussian measure disussed in
Lemma 3.4. Aording to Lemma 3.4 for ε small enough σ
(‖v‖2H1‖ ≤ δ) ≥ 12 . Therefore the
following lemma onludes the proof.
Lemma 4.7. The Gaussian normalization onstants ZN,ε1 and Z
N,ε
2 satisfy the following:
c−N1
(
1 +
2ε−γ
π
)N
≤ Z
N,ε
2
ZN,ε1
≤ c−N1 . (4.19)
Proof. By denition
ZN,ε2 = (2π)
NεNc−N4 det(1−∆N,ε)−1/2,
where ∆N,ε is the Dirihlet Laplaian on [−ε−γ , ε−γ ] restrited to HN,ε and
ZN,ε1 = (2π)
NεN det(−∆N,ε)−1/2.
By Poinaré inequality one has
−∆N,ε ≤ (1−∆N,ε) ≤
(
1 +
2ε−γ
π
)
(−∆N,ε),
in the sense of selfadjoint operators. This implies
det(−∆N,ε) ≤ det(1−∆N,ε) ≤
(
1 +
2ε−γ
π
)2N
det(−∆N,ε),
and therefore
c−N4
(
1 +
2ε−γ
π
)N
≤ Z
N,ε
2
ZN,ε1
≤ c−N4 .
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As a next step an upper bound on µN,ε(Ac) is derived:
Proposition 4.8. Choosing γ1 and γ2 as in (4.6),(4.7) and (4.8) one has for δ ≤ δ0:
lim sup
ε↓0
ε log
(
ZN,εµN,ε (distH1 (u,M) ≥ δ)
)
≤ C∗ + c0δ2. (4.20)
Proof. Denote by Aδ := {u : distH1(u,M) ≥ δ}. Then one has
ZN,εµN,ε(Aδ) = exp
(
−C∗
ε
) 1
ZN,ε1
∫
Aδ
exp
(
−1
ε
H(u)
)
λN,ε(du)
≤ exp
(
−C∗ + c0δ
2
ε
) 1
ZN,ε1
∫
Aδ
exp
(
−1
ε
(H(u)− c0δ2))λN,ε(du).
(4.21)
Note that by Lemma 2.9 H(u)− c0δ2 ≥ 0 on Aδ. So on this set one gets
exp
(
−1
ε
(H(u)− c0δ2)) ≤ exp(− (H(u)− c0δ2)).
Therefore one gets∫
Aδ
exp
(
−1
ε
(H(u)− c0δ2))λN,ε(du) ≤
∫
Aδ
exp
(
− (H(u)− c0δ2))λN,ε(du)
≤
∫
Aδ
ZN,ε3 exp
(∫ ε−γ
−ε−γ
−F (u(s)) ds + c0δ2
)
ν1,N (du),
(4.22)
where ν1,N is the disretized Brownian Bridge without resaling and
ZN,ε3 =
∫
exp
(
−
∫ ε−γ
−ε−γ
1
2
|u′(s)|2 ds
)
HN,ε(du)
is the appropriate normalization onstant. Using the positivity of F the last term in (4.22) an
therefore be bounded by
ZN,ε3 exp
(
c0δ
2
)
.
Plugging this into (4.21) yields
ZN,εµN,ε(Aδ) ≤ exp
(
−C∗ + c0δ
2
ε
) 1
ZN,ε1
ZN,ε3 exp
(
c0δ
2
)
.
This nishes the proof together with the following bound on the normalization onstants ZN,ε1 and
ZN,ε3 .
Lemma 4.9. One has
ZN,ε3
ZN,ε1
= ε−N .
Proof. This is a diret onsequene of the fat that for matries A ∈ Rn×n and ξ ∈ R
det(ξA) = ξn det(A),
as well as the expliit formula for the Gaussian normalization onstants.
One an now summarize the nite dimensional alulation in the following:
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Corollary 4.10. Choosing the onstants γ1 and γ2 as in (4.6),(4.7),(4.8) one obtains for δ ≤ δ0:
lim sup
ε↓0
ε log
(
µN,ε(distH1 (u,M) ≥ δ)
) ≤ c0δ2.
Note that suh a hoie is possible for all γ < 1.
Proof. Dividing and using the estimates from above yields the result.
Using again the ontinuous embedding of H1 into L∞ one gets:
Corollary 4.11. Choosing the onstants γ1 and γ2 as in (4.6),(4.7),(4.8) one obtains for δ ≤ δ0:
lim sup
ε↓0
ε log
(
µN,ε(distL∞(u,M) ≥ δ)
) ≤ c0δ2.
Suh a hoie is possible for all γ < 1.
As a last step in this setion we need to ontrol the deviations from the disretized measure
with the help of the Gaussian estimates derived in the last setion. To this end one has to estimate
the deviations of the normalization onstant Zε from ZN,ε. In order to proof the following Lemma
we will need an additional assumption on the double well potential F .
Assumption:
|F ′(u)| is bounded for u ∈ R . (4.23)
In fat one an simply modify the potential F by utting it o outside of some ompat set,
suh that it satises (4.23). We will proeed now by proving Theorem 1.2 under the additional
assumption (4.23). The general ase will then follow as a Corollary.
Proposition 4.12. Assume that F satises (4.23). Furthermore suppose γ < 23 . Then one has
the following bound:
lim inf
ε↓0
ε logZε ≥ −C∗. (4.24)
Proof. Denote as above by uN the pieewise linearization of the funtion u. Note that we work
with the ontinuous version of u suh that this is an a.s. well dened operation. Then one an
write:
Zε =
∫
Hε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (u(s))ds
)
νε(du)
=
∫
Hε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (uN (s))ds
)
exp
(
−1
ε
∫ ε−γ
−ε−γ
(
F (u(s))− F (uN(s))) ds
)
νε(du)
≥
∫
Hε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (uN (s))ds
)
exp

−1
ε
‖F ′‖∞
(N−1)∑
k=−N
∫ sN,ε
k+1
sN,ε
k
∣∣u(s)− uN(s)∣∣ ds

 νε(du)
≥
∫
Hε
exp
(
−1
ε
∫ ε−γ
−ε−γ
F (uN (s))ds
)
exp

−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2 (N−1)∑
k=−N
(∫ sN,ε
k+1
sN,ε
k
∣∣u(s)− uN(s)∣∣2 ds
)1/2 νε(du).
Now one an use the independene of the disretized Brownian bridge and the intermediate bridges
to write the last term as:
ZN,ε
(N−1)∏
k=−N
∫
Hε
exp

−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2(∫ sN,ε
k+1
sN,ε
k
∣∣u(s)− uN(s)∣∣2 ds
)1/2 νε(du). (4.25)
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Let us alulate the integrals: Using the formula
E[e−βx] = 1− β
∫ ∞
0
e−βxP [X ≥ x] dx,
whih holds for every non-negative random variable and every β > 0 one obtains:
∫
Hε
exp

−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2(∫ sN,ε
k+1
sN,ε
k
∣∣u(s)− uN(s)∣∣2 ds
)1/2 νε(du) =
1− 1
ε
‖F ′‖∞
(
ε−γ
N
)1/2 ∫ ∞
0
exp
(
−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2
x
)
×
× νε

(∫ sN,εk+1
sN,ε
k
∣∣u(s)− uN(s)∣∣2 ds
)1/2
≥ x

 dx.
(4.26)
Using the inequality (3.7) one an bound the term in (4.26) from below by
1− 1
ε
‖F ′‖∞
(
ε−γ
N
)1/2 ∫ qε ε−2γ
6N2
0
exp
(
−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2
x
)
dx
− 1
ε
‖F ′‖∞
(
ε−γ
N
)1/2
exp
(
−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2√
ε
ε−2γ
6N2
)
×
×
∫ ∞
0
exp
(
−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2
x
)
exp
(−x2π2N2
ε1−2γ
)
dx.
(4.27)
The seond term in (4.27) yields:
1− exp
(
−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2√
ε
ε−2γ
6N2
)
.
Using the elementary inequality∫ ∞
0
e−αx
2−βxdx ≤ 1
β
exp
(
−β
4
(
β
α
+ 2
))
,
for α, β > 0 whih an be obtained by ompleting the squares and applying the standard estimate∫∞
γ e
−x
2
2 dx ≤ 1γ e−
γ2
2
one an bound the third term by:
exp
(
−1
ε
‖F ′‖∞
(
ε−γ
N
)1/2√
ε
ε−2γ
6N2
)
×
× exp
(
− 1
4ε
‖F ′‖∞
(
ε−γ
N
)1/2(
1
4ε
‖F ′‖∞
(
ε−γ
N
)1/2(
π2N2
ε1−2γ
)−1
+ 2
))
.
Noting that the last exponential onverges to zero as ε ↓ 0 it an in partiular be bounded by 12
suh that in total the expression in (4.25) an be bounded from below by:
1
2
ZN,ε exp
(
−1
ε
‖F ′‖∞N
(
ε−γ
N
)1/2√
ε
ε−2γ
6N2
)
.
In partiular the exponent sales like
ε−1−
3γ
2 +
1
2N−
1
2 .
so by hoosing γ1 suh that −3γ+1+ γ1 > 0 one obtains the desired result together with Lemma
4.18. Note that suh a hoie is possible for every γ < 23 .
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Now one an onlude
Proposition 4.13. The statement of Theorem 1.2 and Theorem 1.3 hold under the additional
assumption (4.23).
Proof. Let λε(du, dv) be the joint distribution of the resaled Brownian bridge on [−ε−γ , ε−γ ] and
its disretization. In partiular λε is a oupling of νε and νN,ε. We had seen above in Lemma 3.3,
that
λ
(
‖u− v‖L2(R) ≥ δ/2
)
≤ exp
(
−r
2π2N2
ε1−2γ
)
. (4.28)
Dene a new measure λ1 on E × E by
λ1(du, dv) =
1
ZN,ε
1
Zε
exp
(
− 1
ε
∫
F
(
u(s)
)
ds
)
exp
(
− 1
ε
∫
F
(
v(s)
)
ds
)
λ(du, dv).
The measure λ1 is a oupling of µ
ε
and µN,ε. Then one an estimate
µε
(
distL2(u,M) ≥ δ
)
= λε1
(
distL2(u,M) ≥ δ
)
≤ λε1
(
distL2(u,M) ≥ δ; ‖v − u‖L2(R) ≥ δ
)
+ λε1
(
distL2(u,M) ≥ δ; ‖v − u‖L2(R) ≤ δ
)
= I1 + I2.
(4.29)
The seond term I2 an be estimated
I2 ≤ νN,ε(distL2(u,m) ≥ 2δ),
whih an be bounded using (4.10). The rst term an be bounded by
I1 ≤ λε1
(
‖v − u‖L2(R) ≥ δ
)
≤ 1
ZN,ε
1
Zε
λε
(
‖v − u‖L2(R) ≥ δ
)
,
whih onverges to zero by (4.28) as well as Lemma 4.18 together with Lemma 4.24. Note that
for this one needs γ2 > γ. This nishes the proof for the L
2
-norm. To the see analogue result for
the L∞-norm repeat the same reasoning with (4.10) replaed by (4.11) and the L2 bound (3.7)
replaed by the L∞-bound (3.8).
Proof. (Of Theorem 1.2 and 1.3 in the general ase): Denote by dist either distL2 or distL∞ .
Assume that F only satises assumptions (1.2). By utting F o outside of [−2, 2] one an hose
a funtion F¯ that oinides with F on [−2, 2] that satises (1.2) and (4.23) as well as
F¯ (u) ≤ F (u) for u ∈ R.
Then one an write
µε (dist(u,M) ≥ δ) =
∫
{dist(u,M)≥δ}
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F (u(s))ds
)
νε(du)∫
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F (u(s))ds
)
νε(du)
≤
∫
{dist(u,M)≥δ}
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F (u(s))ds
)
νε(du)∫
{‖u‖L∞≤2}
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F (u(s))ds
)
νε(du)
(4.30)
The denominator of this fration oinides with∫
{‖u‖L∞(R)≤2}
exp
(
−ε−1
∫ ε−γ
−ε−γ
F¯ (u(s))ds
)
νε(du)
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and the nominator is bounded from above by∫
{dist(u,M)≥δ}
exp
(
−ε−1
∫ ε−γ
−ε−γ
F¯ (u(s))ds
)
νε(du),
suh that one an write
µε (dist(u,M) ≥ δ) ≤
∫
{dist(u,M)≥δ}}
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F¯ (u(s))ds
)
νε(du)∫
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F¯ (u(s))ds
)
νε(du)
×
×
∫
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F¯ (u(s))ds
)
νε(du)∫
{‖u‖L∞≤2}
exp
(
−ε−1 ∫ ε−γ
−ε−γ
F¯ (u(s))ds
)
νε(du)
.
(4.31)
Now applying Proposion 4.13 shows that the seond fator an be bounded by 2 for ε small enough
and thus applying Proposion 4.13 to the rst fator yields the desired result.
With a similar reasoning one an see that the statement of Proposition 4.12 holds also without
assumption (4.23):
Corollary 4.14. Suppose γ < 23 . Then one has the following bound:
lim inf
ε↓0
ε logZε ≥ −C∗. (4.32)
5 Conlusion
This last setion is devoted to the proof of Theorem 1.1. First of all the tightness of the measures
µ˜ε is shown. Then a spatial homogeneity property of the measures µ˜ε is used to haraterize the
limit measure µ.
Proposition 5.1. The family of measures µ˜ε is tight. All points of aumulation are onentrated
on funtions of the type
m˜ξ(s) = −1[−1,ξ](s) + 1[ξ,1](s). (5.1)
Proof. Denote by M˜ = {m˜ξ : ξ ∈ [−1, 1]} and dist(u˜, M˜) = infξ∈[−1,1] ‖u˜− m˜ξ‖L2[−1,1]. Further-
more denote by mεξ(s) = m
(
s−ξ
ε
)
. Note that for all ξ ∈ [−1, 1] mεξ onverges to m˜ξ in L2. Now
hoose δ > 0 and ε0 suh that ‖mεξ − m˜ξ‖L2 ≤ δ2 for all ε ≤ ε0. Then 1.2 implies that
µ˜
(
distL2(u˜, M˜) ≥ δ
)
≤ µ˜
(
inf
ξ
‖u˜−mεξ‖L2[−1,1] ≥
δ
2
)
≤ µε
(
distL2(T
ε(u˜,M) ≥ δ
2ε
)
↓ 0. (5.2)
This is suient to show the tightness of the measures {µ˜ε}. In fat x a small onstant κ > 0.
Let us onstrut a preompat set K suh that µ˜ε(KC) ≤ κ. For a xed N ∈ N due to (5.2) there
exists εN suh that for all ε ≤ εN
µ˜
(
dist(u˜, M˜) ≥ 1
2N
)
≤ κ
2N
.
In partiular there exist nitely many ξNi ∈ [−1, 1] i = 1, . . . , iN suh that for all ε ≤ εN
µε
(
∪iB(m˜ξNi ,
1
N
)
≥ 1− κ
2N
.
Furthermore due to tightness of the measures (µε, ε ≥ εN ) there exist nitely many balls B˜Ni of
radius
1
N suh that for all ε ≥ εN one has
µε (∪iBi) ≥ 1− κ
2N
.
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Set KN =
(⋃
iBi
)
∪
(⋃
iB
(
m˜ξNi ,
1
N
))
and K = ∩NKN . Then K is preompat and for all ε
has measure ≥ 1− κ. This shows tightness. The onentration follows from (5.2).
Proof. (of Theorem 1.1) The nite dimensional distributions of the random funtion u˜ under the
measure µ˜ε are given expliitly as
µε(u˜(s1) ∈ dx1 . . . u˜(sn) ∈ dxn) = Ps1+1(−1, x1)Ps2−s1(x1, x2) · · ·P1−sn(xn, 1)
P−1,1(−1, 1) dx1 . . . dxn (5.3)
with a transition semigroup Pt that an be given expliitly. (See e.g. [RY99℄ Proposition 3.1 in
VIII). Fix an integer N and subdivide [−1, 1] in N and set for k = 1, . . . , N −1 that sNk = 2kN −1.
Fix furthermore a small onstant δ > 0 and set ANk = {u : u(sN1 ) ∈ [−1 − δ,−1 + δ], . . . u(sNk ) ∈
[−1− δ,−1 + δ], u(sNk+1) ∈ [1 − δ, 1 + δ] . . . u(sNN−1) ∈ [1 − δ, 1 + δ]}. Applying the expliit shape
for these probabilities given in 5.3 one sees that for a xed N all these sets ANk have the same
probability. But this property does not pass to the limit under weak onvergene of measures on L2.
Therefore one has to smear out the random funtion u˜ around the points sNk . To this end for a xN
x a δˆ < 12N and onsider the random vetor whose entries are given as uˆ(s
N
k ) =
1
2δˆ
∫ sNk +δˆ
sN
k
−δˆ
u(s)ds.
Again formula (5.2) implies that for xed N and ε the quantities
µε
(
uˆ(sN1 ) ∈ [−1− δ,−1 + δ], . . . , uˆ(sNk ) ∈ [−1− δ,−1 + δ], uˆ(sNk+1) ∈ [1− δ, 1 + δ], . . .
, uˆ(sNN−1) ∈ [1− δ, 1 + δ]
)
oinide for dierent k. This property passes to the limit under weak onvergene of L2 valued
measures, giving the desired haraterization of the distribution of the phase separation point
ξ.
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