Abstract. The purpose of this paper is to present a rather simple proof of an inequality of Nečas [9] which is equivalent to the inf-sup condition. This inequality is fundamental in the study of the Stokes equations. The boundary of the domain is only assumed to be Lipschitz.
Introduction
One of the most important inequalities in the theory of incompressible fluids is the so-called inf-sup condition, cf. . This is the same as
It is easy to see that both (1.1) and (1.2) are equivalent to
(u,
The norm on H −1 (Ω) is given by
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Noting that, for u ∈ L 2 (Ω), the distributional derivative,
The following inequality (1.6)
was proved by Nečas [9] . It is not difficult to show that (1.6) is equivalent to (1.3) and therefore equivalent to (1.2). We will show in Appendix I that existence and uniqueness in the Stokes problem follows easily from (1.2). Thus (1.6) is of fundamental importance. To emphasize this point even more, it is easy to see that Korn's second inequality follows from (1.6), (cf. Duvault-Lions [3] ) which is fundamental in the theory of elasticity. Direct proofs of Korn's second inequality, in the case of nonsmooth domains are given in, e.g., [4] , [6] and [8] . The proofs are not elementary. As is done in [3] , we will show in Appendix II that Korn's second inequality is a corollary of (1.6).
The purpose of this note is to provide a proof of (1.6). More precisely we shall give a proof of the following.
N be a connected domain with a Lipschitz boundary. Then there exists a constant C such that, for all u ∈ L 2 (Ω),
Clearly if Ω = ∪ M j=1 Ω j and if (1.7) holds for each Ω j , j = 1, . . . , M < ∞, then it holds for Ω.
We will use the fact that any Lipschitz domain can be written as the union of strongly star shaped Lipschitz domains. Hence we may assume, without loss, that Ω is strongly star shaped. A weaker version of this statement is proved by Bernardi [1] . The stronger version follows by a slight modification of her proof. A strongly star shaped Lipschitz domain is a domain which can be represented as follows. Ω = {x ∈ R N |r < g(x/r)} and ∂Ω = {x ∈ R N |r = g(x/r)} where r = |x| and g ∈ W
1
∞ with g W 1
∞
≤ Λ. Evidently we have assumed that Ω is star shaped with respect to the origin. By x/r we mean (x 1 /r, . . . , x N /r) and note that x i /r is independent of r away from the origin.
A transformation of B to Ω
The plan is to map the unit ball B to Ω with ∂B mapped to the boundary ∂Ω and then to show that Theorem 1.1 holds if it holds for Ω = B. We will use the variables y in B and set |y| = ρ. The boundary ∂B = {y ∈ R N |ρ = 1}. The simplest transformation would be defined by x i = y i g(y/ρ). This transformation is not smooth enough to do the job unless ∂Ω is sufficiently smooth, so we follow the idea of Nečas and smooth g. We do this as follows.
Let Φ ∈ D(R N ) with Φ(x) = 0 if |x| ≥ 1, Φ(x) ≥ 0 and Φ(x) dx = 1. For 0 < h < 1/4 and |x| > 1/2, define
The following are some important properties of g(h, x).
| ≤Ch, whereC depends only on Λ, the Lipschitz bound, and bounds for g(x/r).
We next set h = ǫ(1 − ρ). From the last inequality, 5, we obtain easily that, for ǫ small enough
We are now in a position to define the transformation T from the unit ball to Ω as follows. For y ∈ B define T by (2.1)
for i = 1, . . . , N and ǫ small enough. We next check that T maps B to Ω. To this end notice that r = ρg(ǫ(1 − ρ), y/ρ) and set f (ρ) = ρg(ǫ(1 − ρ), y/|y|) for y ∈ B fixed. Now f (0) = 0 and f (1) = g(y/|y|). Now
if ǫ is small enough. Thus T maps B to Ω. We next compute the Jacobian of T. For ease of notation, set G = g(ǫ(1 − ρ), y/ρ). From (2.1) the Jacobian matrix a ij is
Let v 1 be the vector in R N whose components are v 
Hence A kl is an upper diagonal matrix with A kk = G if k > 1. Thus we have found that the Jacobian determinant J = (G − ǫρ
, for any |α| = 2. We have for two constants c 0 and c 1 that c 0 ≤ g(y/ρ) ≤ c 1 . Hence
where we used the fact that y/ρ = x/r. Thus, using Property 5,
Hence, for ǫ small enough we have
It follows then that for |α| = 2
and therefore for |α| = 1
where D α is any partial derivative of order one with respect to x i or y i .
Some lemmas
We will need a few lemmas.
Proof. Using the Fourier transform,û
Lemma 3.2. Let Ω ∈ R N be a bounded domain. Let γ ∈ D(Ω) be fixed. Then there exists a constant C γ depending only on γ such that, for all u ∈ L 2 (Ω),
. The lemma follow from the fact that multiplication by γ is a bounded operator from X(Ω) to X(R N ). We next give an elementary proof of a Hardy-type inequality.
where the last integral is taken over the surface of the N-sphere of radius δ. Hence, for δ < min g(x/r),
Using Schwarz's inequality and letting δ go to zero we obtain Lemma 3.3. We now use this to prove the following.
|α| for x ∈ Ω and |α| ≤ 1. Then there is constant C depending only onC such that
Proof. This follows immediately from the Lemma 3.3.
Reduction to the unit ball
Let B δ = {y ∈ B| |y| > δ}. In view of Lemma 3.2 it suffices to prove (1.6) forṽ ∈ D(T(B δ )). Thus we want to prove the following proposition.
Proof. Let η ∈ D(B \ B δ ) be such that η(y) = 1 for |y| ≤ δ/2. Since v ∈ D(B δ ) we note that η
Next we make a change of variables.
(
for |α| = 1, it follows from Lemma 3.4 that
Clearly it follows in the same way that
This proves the first inequality of the proposition. Since J is bounded, the second inequality of the proposition follows.
The Lemma for the unit ball
We want to prove that for the unit ball
Let η ∈ D(B) be such that η(x) = 1 for |x| ≤ 1/3 and η(x) = 0 for |x| ≥ 1/2. Then
Hence we need to bound v = (1 − η)u ∈ D(B 1/4 ) where B 1/4 = {x|1/4 < |x| < 1}. In order to prove that
we define the following three operators, each of which maps
The following relations hold:
By construction we have
and
Define P t by (P t v, φ) := (v, P φ) and note that for v ∈ D(B 1/4 ) we have that
In fact the support of P t v is contained in the annulus 1/4 < r < 5/2. Now we have
Notice that if f is a function such that f (x) = h(x/r) then for any α > 0, f (αx) = f (x), i.e. f (x) is homogeneous of degree 0. Hence for such a function
we see that P
We now see that
The mapping defined by y i = (2−r) r x i , r = |x|, for x ∈ B 1/4 (and similarly the mapping y i = (3−2r) r x i , r = |x|, for x ∈ B 1/4 ) is smooth. We verify this at the end of this section by computing its Jacobian. Therefore
Thus we finally conclude that
which completes the proof provided we check the smoothness of the the abovementioned mappings.
To this end let
for x ∈ B 0 and y ∈ B 1 . Now
and the Jacobian of M is
To see this, note that the vector v 1 , with components {v 1 i = x i /r, i = 1, . . . , N}, is an eigenvector with eigenvalue λ 1 = −1 of the matrix with entries b ij ; i.e.
Now let {v k , k = 1, . . . , N} be N orthonormal vectors, with entries {v
, for k > 1 and therefore
Appendix I: Existence and uniqueness in the Stokes problem
We will show how (1.2) may be used to easily solve the following Stokes problem:
is the Dirichlet integral. Let T be the solution operator for the Dirichlet problem:
The operator T is extended to vectors component-wise. Then it is easy to check that, taking v = T ∇q in the first equation, a necessary condition is ).
Theorem 7.1. Let Ω ∈ R N be a connected domain with a Lipschitz boundary. Then there exists a constant C such that,
Proof. Since smooth functions are dense in L 2 (Ω) and H 1 (Ω) it suffices to consider only smooth vectors u. The theorem follows by noting that, for i, j fixed and any k, ∂ 2 u i ∂x j ∂x k = ∂ǫ ik ∂x j + ∂ǫ ij ∂x k − ∂ǫ jk ∂x i and applying the Theorem 1.1 to u = ∂u i ∂x j .
