Abstract. Drinfeld associator is a key tool in computing the Kontsevich integral of knots. A Drinfeld associator is a series in two non-commuting variables, satisfying highly complicated algebraic equations -hexagon and pentagon. The logarithm of a Drinfeld associator lives in the Lie algebra L generated by the symbols a, b, c modulo 
1. Introduction 1.1. Motivation and the previous results. Let A be a quasi-Hopf algebra with a noncommutative non-associative coproduct ∆. Roughly speaking, an associator is an element Φ ∈ A ⊗3 controlling non-coassociativity of the coproduct ∆. Another element R ∈ A
⊗2
measures non-cocommutativity of ∆. For the representations of A to form a tensor category, R and Φ have to obey the so-called "pentagon" and "hexagon" equations. V. Drinfeld found a "universal" formula (R KZ , Φ KZ ) by using analytic methods -differential equations and iterated integrals. Also V. Drinfeld proved that there is an iterative algebraic procedure for finding a universal formula for an associator over the rationals. Unfortunately, this procedure is non-constructive and does not give an explicit formula. Our main motivation was the construction of the Kontsevich integral of knots via associators, investigated by T. Q. T. Le, J. Murakamu [15] , and D. Bar-Natan [3] . Another combinatorial constructions of the universal Vassiliev invariant are in [18, 7] . Recall that the Kontsevich integral takes values in the algebra A of chord diagrams. The LM-BN constructon gives an isotopy invariant of parenthesized framed tangles [4] expressed via a Drinfeld associator that is a solution of rather complicated equations -hexagon and pentagon (the same as mentioned above). Any solution of these equations gives rise to a knot invariant. T. Q. T. Le and J. Murakami [14] have proven that the resulting invariant is independent of a particularly choosen associator and coincides with the Kontsevich integral from [12] provided R = exp(t 12 ). In other words, if one would know all coefficients of at least one associator, then one can calculate the whole Kontsevich integral for any knot. Another approach has led to a short implicit formula for the Kontsevich integral of the unknot in the space of Jacobi diagrams [5] . As far as we know a complete explicit formula of a Drinfeld associator is stil unknown. D. Bar-Natan calculated one of even Drinfeld associators up to degree 7 in [3] .
One of non-even associators was expressed via multiple zeta values [13] . V. Drinfeld computed the logarithm of the same associator in the case when all commutators commute by using the classical Riemann zeta function [9] . J. Lieberum [16] determined explicitly a rational even associator in a completion of the universal enveloping algebra of the Lie superalgebra gl(1|1) ⊗3 . We consider our work as a continuation of the paper [3] by D. BarNatan. In particular, we have tried to understand the coefficients of the logarithm of the even associator calculated by D. Bar-Natan up to degree 7 in [3] .
Basic definitions.
Definition 1.1 (associative algebra A n , algebra of chord diagrams A(X)).
(a) For each n ≥ 2, let the associative algebra A n over the field C be generated by the symbols t ij = t ji with 1 ≤ i = j ≤ n and the relations The associative algebra A n is graded by the degree defined as deg(t ij ) = 1.
(b) Let us define the same object A n geometrically. Let X be a 1-dimensional oriented compact manifold, possibly non-connected and with boundary. A chord diagram on X is a collection of non-oriented dashed lines (chords) with endpoints on X. Let A(X) be the linear space generated by all chord diagrams on X modulo the 4T relations: The dotted arcs represent parts of the diagrams that are not shown in the figure. These parts are assumed to be the same in all four diagrams.
If X = X n is the disjoint union of n oriented segments (strands), then A(X n ) can be equipped with a natural product. If in the definition of A(X n ) we allow only horizontal chords with endpoints on n vertical strands, then the resulting algebra A hor (X n ) is isomorphic to the algebra A n defined in the item (a). Indeed, thinking of t ij as a horizontal chord connecting the ith and jth vertical strands, the relations between the t ij become the 4T relations:
[t 12 (b) ByÂ n we denote the graded completions of A n . In other words,Â n is the algebra of formal power series with complex coefficients of elements from A n . For example, the algebraÂ 2 contains the series exp(t 12 ). By [L 3 , L 3 ] denote the Lie subalgebra of L 3 , generated by all commutators [a, b] with a, b ∈ L 3 . Introduce the compressed quotientL 3 
LetL 3 and L 3 be the algebras of formal series of elements from L 3 andL 3 , respectively.
(c) For elements a 1 , . . . , a n of a Lie algebra L, set (a) Let Φ(a, b) be a series in two non-commutative variables a, b. Let t ij be the generators of A n . Set Φ ijk := Φ(t ij , t jk ). Let ∆ k : A n → A n+1 for 0 ≤ k ≤ n + 1 and ε k : A n → A n−1 for 1 ≤ k ≤ n be the algebra morphisms defined by their action on t ij (here i < j):
if k < i < j, t ij + t i,j+1 , if i < j = k, t i,j+1 + t i+1,j+1 , if i = k < j; ε k (t ij ) =            t ij , if i < j < k, t i,j−1 , if i < k < j, t i−1,j−1 , if k < i < j, 0, if i < j = k, 0, if i = k < j.
∆ 0 (∆ n+1 ) acts by adding a strand one the left (right), ∆ k for 1 ≤ k ≤ n acts by doubling the ith strand and summing up all the possible ways of lifting the chords that were connected to the ith strand to the two daughter strands. The operator ε k acts by deleting the ith strand and mapping the chord diagram to 0, if any chord in it was connected to the ith strand.
(b) A horizontal Drinfeld associator (briefly, a Drinfeld associator ) is an element Φ ∈Â 3 satisfying the following equations (here we set Φ := Φ 123 )
Geometric interepretation of the hexagon and pentagon is shown below: (c) If an associator Φ ∈Â 3 vanishes in all odd degrees, then Φ is said to be even. The imageφ ∈ L 3 of ϕ = log(Φ) underL 3 → L 3 is called the compressed logarithm of a Drinfeld associator (briefly, a compressed associator ). By taking the logarithms of (1.3b) and (1.3c) and projecting underL 3 → L 3 we get the compressed hexagon (1.3b) and pentagon (1.3c).
In Definition 1.3b we use a non-classical normalization. V. Drinfeld considered the two hexagons [8] :
To avoid huge denominators in future we have made the change of the variables: t ij → 2t ij . Moreover, Dror Bar-Natan has proved that the both above hexagons are equivalent to the positive hexagon (with the sign "+") and the symmetry (1.3a), see [3, Proposition 3.7] . Note the symmetry (1.3a) implies ϕ(t 12 , t 23 ) = −ϕ(t 23 , t 12 ) inL 3 . It is known that the logarithm ϕ(a, b) = log Φ(a, b) of any Drinfeld associator begins with [a, b] 6 , for instance, see [18] .
Example 1.4 (the Bar-Natan series). Dror Bar-Natan calculated one of even Drinfeld associators Φ = exp(ϕ) up to degree 7 in [3] . We shall call this series 2 the Bar-Natan series: 
The compressed logarithm of any Drinfeld associatorφ ∈ L 3 in the sense of Definition 1.3c has the following form
Moreover, for all k, l ≥ 1, the coefficients α kl are symmetric (α kl = α lk ) and could be expressed linearly in terms of α ij with i + j < k + l.
α kl λ k µ l be the generating function of the coefficients α kl = α lk . Then the compressed hexagon (1.3b) from Definition 1.3c is equivalent to the equation
Moreover, the compressed pentagon (1.3c) forφ ∈ L 3 follows from the symmetry α kl = α lk .
(c) The general solution of (1.5b) is f (λ, µ) = Even(f (λ, µ)) + Odd(f (λ, µ)), where
The polynomialsh n (λ, µ) are defined by the same formula as h n (λ, µ), just we substitute the coefficientsβ nk ∈ C for β nk . The coefficientsβ n0 (for n ≥ 0), β nk , andβ nk are free
For example, the degree 6 part of the Bar-Natan seriesφ B (a, b) is obtained from the general formula of Even f (λ, µ) for
, see Proposition A.5 in Appendix. 
α kl λ k µ l as follows (1.6a) the first series:
(1.6b) the second series:
2λ e λ − e −λ + 2µ e µ − e −µ − 1 .
1.4.
Plan of proofs: 13 miracles. Below we list key points of our proofs. All of these facts were extremely unexpected for the author. By this reason we call them miracles. First miracle: a surprising behavior of the Bernoulli numbers (B n = 0 for each odd n ≥ 3). Second miracle: the Bernoulli numbers B n can be extended in a natural way, this extension gives an explicit compressed variant of CBH formula (Definition 2.4 and Proposition 2.8).
Third miracle: magic properties of the extended Bernoulli numbers C mn and their generating function C(λ, µ): a non-trivial symmetry C(λ, µ) = C(−µ, −λ) (Lemma 2.10) and an explicit expression of C(λ, µ) (Proposition 2.12). 4th miracle: the original hexagon equation (1.3b) can be simplified in such a way that it remains to apply CBH formula in an essential way exactly once (Lemma 3.1).
, where a compressed associator lives, is isomorphic to a Lie algebra having rather small basis of commutators (Proposition 3.4c).
6th miracle: the compressed hexagon equation (1.3b) is equvalent to a simple recursive linear system for the coefficients α kl (Proposition 3.9 and Lemma 4.1). 7th miracle: the extreme coefficients α 2k,0 of the exact logarithm (not only the compressed one) of any Drinfeld associator are expressed via Bernoulli numbers B 2n (Lemma 4.2).
8th miracle: for any compressed associator, the compressed hexagon (1.3b) can be split into two equations for the even and odd parts of this associator (Lemma 4.5).
9th miracle: up to certain factor the general solution of the compressed hexagon (1.3b) is a series h(λ, µ) with the symmetry h(λ, µ) = h(λ, −λ − µ) (Lemmas 4.6 and 4.12). 10th miracle: non-uniqueness of compressed associators is closely related with existence and non-uniqueness of associator polynomials (Definition 4.7 and Lemma 4.9). 11th miracle: all associator polynomials can be described explicitly: in each degree 2n there is a family of associator polynomials depending on [ ] free parameters (Proposition 4.10a).
12th miracle: for any compressed associator, the compressed pentagon equation (1.3c) follows from the symmetry condition α kl = α lk (Proposition 5.10).
All the above results are the positive ones. But we have obtained also the negative one. 13th miracle: the Drinfeld series (a compressed associator expressed via zeta values) does not lead to non-trivial polynomial relations between odd zeta values (Proposition 6.9). Honestly speaking, to get such a polynomial relation was author's secret hope. Unfortunately, the 13th miracle 3 means that odd zeta values are too complicated numbers.
The paper is organized as follows. In Section 2 we introduce the extended Bernoulli numbers C mn and deduce a compressed variant of CBH formula in the case, when all commutators commute with each other. In Sections 3 and 4 we get the compressed hexagon in the algebra L 3 and solve it completely. Section 5 is devoted to checking the compressed pentagon. In Section 6 we shall explain, why the Drinfeld series does not lead to polynomial relations between odd zeta values. Theorem 1.5a is proved at the end of Subsection 3.3. We prove the hexagon and pentagon parts of Theorem 1.5b in Subsections 4.1 and 5.3, respectively. Theorem 1.5c and Corollary 1.6 are verified in Subsection 4.3. We shall formulate open problems and suggestions for future researches in Subsection 6.3. Moreover, Appendix contains a lot of explicit formulae discussed in the paper in their general forms.
The following diagram shows the scheme for the proof of Theorem 1.5. The most important steps are called propositions, they are of independent interest, especially Propositions 2.8 and 2.12 together. Lemmas are of less importance. Claims are technical assertions. University of Moscow for his help in the proof of Proposition 3.4.
Campbell-Baker-Hausdorff formula (CBH)
In this section we shall find an explicit form of CBH formula in the case when all commutators commute with each other, see Propositions 2.8 and 2.12.
2.1. Classical recursive CBH formula. Here we recall a classical recursive CBH formula (Theorem 2.3) originally proved by J. Campbell [6] , H. Baker [1] , and F. Hausdorff [10] .
(a) Let L be the free Lie algebra generated by the symbols P, Q. ByL denote the algebra of formal series of elements from L. The Hausdorff series is H = log exp(P ) · exp(Q) ∈L.
(b) The classical Bernoulli numbers B n are defined by the exponential generating function:
. One can verify that B 0 = 1,
and that x e x − 1 + x 2 is an even function, which shows that B n = 0 for odd n ≥ 3. This is our first miracle: the function x e x − 1 vanishes in almost all odd degrees, while e x − 1 x does not. The first few Bernoulli 
In particular, the first four relations from the item (a) are
Proof. (a) One obtains:
m+1 2k
(c) The required formula is equivalent to the item (b), since B 2k+1 = 0 for each k ≥ 1.
We quote the following theorem from [19 
2.2. Extended Bernoulli numbers C mn and compressed variant of CBH formula.
By the compressed variant we mean the case, when all commutators commute. To get an explicit form of CBH formula in this setting, we need extended Bernoulli numbers.
Definition 2.4 (extended Bernoulli numbers C mn , generating function C(λ, µ) ).
(a) We introduce the extended Bernoulli numbers C mn in terms of the classical ones:
The numbers C mn are calculated in Table A .2 of Appendix for m + n ≤ 12.
(b) Let us introduce the generating function
The formula (2.4a) does not look very naturally. But there is a more natural definition of C mn equivalent to (2.4a), see Proposition 2.8. We have put the factorials m! and n! in the formula (2.4b), because it will be simpler to find this C(λ, µ) explicitly in Proposition 2.12.
Example 2.5. The first few values of the extended Bernoulli numbers are
Then the generating function C(λ, µ) starts with
Up to degree 10 the function C(λ, µ) is computed in Example A.3 of Appendix.
Remind that we use long commutators: if W is a word in P, Q, then
Claim 2.6. Let P, Q be two elements of a Lie algebra L, W be a word in the letters P, Q. 
(b) By the item (a) one can permute the letters of W , i.e. we may assume
Let L be the Lie algebra freely generated by the symbols P, Q. Recall that the series
. As usual by L we denote the algebra of formal series of elements fromL.
Proof. (a) It suffices to rewrite the formula of H 1 from Theorem 2.3 as follows:
Observe that here we have used the first miracle: B n = 0 for odd n ≥ 3.
(b) Induction on n. The base n = 1 follows from (a):
. Induction step (we go up from n to n + 1):
It remains to apply Claim 2.6a:
The following result gives a natural definition of the extended Bernoulli numbers C mn : they give rise to an explicit compressed CBH formula (our second miracle).
Proposition 2.8 (compressed variant of CBH). Let L be the Lie algbera freely generated by the symbols
Hausdorff series H = log exp(P ) · exp(Q) maps onto the series
Proof. By Theorem 2.3 the series H maps onto the seriesH = ∞ m=0H m , wherē
It remains to prove the following formula:
The base m = 1 is completely analogous to the inductive step (we go up from m − 1 to m):
We shall calculate the seriesH up to degree 10 in Proposition A.4 of Appendix.
2.3.
Magic properties of the extended Bernoulli numbers and C(λ, µ).
Proof is completely analogous to the proof of Proposition 2.8. We use the following analog of Theorem 2.3 [19, the remark after Corollary 3.25 on p. 80]:
where
and Q onto 0. To get the formula (2.9a) it suffices to apply the equations similar to Claim 2.7, where we swap the symbols P, Q.
Actually, it remains to deduce by (2.7c ′ ) the formula analogous to (2.8
Lemma 2.10. The extended Bernoulli numbers are symmetric in the following sense:
Hence the generating function C(λ, µ) obeys the symmetry C(λ, µ) = C(−µ, −λ).
Proof. Let us rewrite the recursive formula (2.9b) in a more explicit form:
In the same form the formula (2.4a) looks like
If we multiply the latter equation by (−1) m+n , then we obtain
We see that the numbers C ′ mn and (−1) m+n−1 C mn obey the same recursive relation. Since
m+n−1 C mn for all m, n ≥ 1. Then the formula (2.9a) converts tō
By comparing the above formula with (2.8) we get C mn = (−1) m+n C nm as required.
The following two propositions show that the extended Bernoulli numbers C mn are not too complicated, contrary they can be expressed via binoms and classical Bernoulli numbers.
Lemma 2.11. The extended Bernoulli numbers can be expressed via the classical ones:
In particular, we get
Proof. The formula (2.4a) implies
We shall check (2.11) by induction on m. The base m = 1 follows from Definition 2.4a. Suppose that the formula (2.11) holds for m, let us prove it for m + 1.
Since by Lemma 2.2c the first term is equal to B n , then it remains to check the formula
The left hand side of the above equation is
Now we can get an explicit expression of C(λ, µ), which is not followed directly from Definition 2.4 or Proposition 2.8 (our third miracle).
Proposition 2.12. The generating function C(λ, µ) from Definition 2.4b is equal to
.
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Proof.
Here we apply the next trick: to get a non-trivial relation, we destroy a symmetry.
By substituting the above formula into the expression of λµC(λ, µ) viaC(λ, µ), we get
Note that after dividing by λ + µ the both series λ e µ − 1 e λ − 1 + µ e −λ − 1 e −µ − 1 and e −λ − e µ begin with 1. It remains to prove the following equation:
, or
, that is clear.
Compressed hexagon equation
In this section we shall write explicitly the compressed hexagon and prove Theorem 1.5a. 
Proof. Let us rewrite the original hexagon (1.3b) in a more explicit form:
Introduce the symbols a = t 12 , b = t 23 , c = t 13 and apply the symmetry ϕ(b, c) = −ϕ(c, b).
It remains to multiply the above equation by exp(a) from the right. Note the element a
Recall L 3 is the algebra of formal series of elements
Proof. Apply Proposition 2.8 to the Hausdorff seriesψ(a, b) = log exp(φ(a, b)) · exp(a) and Q = a, P =φ(a, b). Since all commutators including inφ(a, b) commute with each other in
In particular, by Claim 3.2 the seriesψ(a, b) starts with 
, the other brackets are zero. One can check that this bracket satisfies the Jacobi identity. Actually, only the following identities (up to permutation a ↔ b) contain non-zero terms:
Hence the space L 3 (λ, µ) becomes a Lie algebra. Now the formal symbol [ab] is the true 
Proof. (a) In the setting a := t 12 , b := t 23 , c = t 13 , the element a+b+c is a central element of L 3 . Moreover, the defining relations of the Lie algebra 
A series f (λ, µ) exists since the logarithm ϕ(a, b) of any Drinfeld associator contains only commutators: it begins with [a, b] 6 , see [18] . A series g(λ, µ) exists due to Claim 3.2.
(b) Sinceφ(a, b) = −φ(b, a), then the series f (λ, µ) (but not g(λ, µ)) is symmetric in the arguments λ, µ. In other words, we may write
where α kl = α lk are some symmetric complex coefficients.
Claim 3.6. (a)
The series f (λ, µ) and g(λ, µ) are related as follows
Proof. The both items follow directly from Definitions 3.3, 3.5a, and the formula (3.2). Then up to degree 3 the corresponding series f B (λ, µ) and g B (λ, µ) are
Moreover, one can compute the series from Claim 3.6b (we shall need them later):
Explicit form of the compressed hexagon (1.3b). (a, b) . Then in the algebraL 3 (λ, µ) we have
Proof. By Definition 3.4a and Claim 3.6 we have
It remains to use the relations [aab] = λ[ab] and [bab
α kl λ k µ l be the generating function of the coefficients α kl . Then the compressed hexagon (1.3b) is equivalent to the following equation 6 in the algebra
Proof. Let us apply Proposition 2.8 for the Hausdorff seriesH = log exp(P )·exp(Q) , where
. One has
Since in the quotientL 3 all commutators commute, then the formula (3.8) implies
. On the other hand, by Lemma 3.1 we haveH = log exp(−ψ(c, a)) · exp(a + b + c) . But a + b + c is a central element of L 3 , henceH = a + b + c −ψ(c, a). Let us take together the both above expressions forH and use Claim 3.6b forψ(c, a) 
Now the reader can check by hands the first four compressed hexagons:
Proof of Theorem 1.5a. The expressionφ(a, b) = k,l≥0
follows from Definition 3.5. The condition (1.3a) is the symmetry α kl = α lk . The non-degeneracy (1.3d) holds trivially. Let us rewrite the equation (3.9) in the following form:
Then, for each n ≥ 1, the degree n parts of the functions g(λ, µ), g(µ, ρ), and g(ρ, λ) can be expressed linearly via the degree k < n parts of the same functions. Due to Claim 3.6a the degree n parts of these function contain the coefficients α kl only for k + l = n. Hence the coefficients α kl could be expressed linearly in terms of α ij with i + j < k + l.
Solving the compressed hexagon equation
Here we solve completely the compressed hexagon (1.3b) = (3.9) of Proposition 3.9.
4.1.
Further simplifications of the compressed hexagon.
the generating function of the coefficients α kl of a compressed associatorφ ∈ L 3 . Then the compressed hexagon (1.3b) = (3.9) is equivalent to the equation (4.1a) and to the equation (4.1b) in the algebra
Proof. (a) The equation (4.1a) follows from the formula (3.9 ′ ) and Claim 3.6a.
(b) By using the formula (2.12) in the form C(λ, µ)
Now apply the magic symmetry (the third miracle! )
Then the equation (4.1a) converts to
We can multiply the both sides by e λ+µ − 1 λ + µ since this series begins with 1, i.e. we obtain
Let us swap λ and ρ = −λ − µ (in other words we substitute (−λ − µ) for λ):
To get the equation (4.1b) it remains to use the symmetry f (λ, µ) = f (µ, λ).
The hexagon part of Theorem 1.5b follows from Lemma 4.1b: the compressed hexagon equation (1.3b) is equivalent to (4.1b) = (1.5b).
From the general form of the hexagon (1.3b) it was not completely evident for the author that compressed hexagon (1.3b) will become such a simple equation (our 6th miracle).
Lemma 4.2. For the generating function f (λ, µ) of any compressed associator, we have
In particular, we have calculated the coefficients
Proof. Let us solve the equation (4.1b) explicitly for µ = 0. One has
Since Odd f (λ, −λ) = 0, Odd f (λ, 0) + f (0, −λ) = 0, and
By substituting (−λ) for λ and using Even f (−λ, λ) = Even f (λ, −λ) , one gets
From the two above equations we deduce
and
(2k + 2)! are correct coefficients of the exact logarithm ϕ(a, b)
(not only the compressed one) of any Drinfeld associator Φ(a, b) = exp ϕ(a, b) . We have understood the extreme coefficients of the Bar-Natan series (1.4), this is our 7th miracle:
. 
Proof. The item (a) is obvious.
(b) The equation (4.1b) can be rewritten as follows:
To get (4.4) it remains to multiply by λµ(λ + µ).
Recall that the even and odd parts of a series were introduced before Theorem 1.5.
Lemma 4.5. In the notations of Lemma 4.4, the compressed hexagon (1.3b) = (4.4) can be split into the two following equations in the algebra
Proof. Let us substitute (−λ, −µ) instead of (λ, µ) in the equation (4.4)
Now swap the arguments λ, µ and use the symmetryf (λ, µ) =f (µ, λ)
If we subtract the latter equation from (4.4), then after dividing by 2 one obtains the equation (4.5a). If we add the latter equation to (4.4), then we have
Since Odd f (λ, µ) = λµOdd f (λ, µ) , then after dividing by λµ(λ + µ) we get (4.5b).
The splitting of Lemma 4.5 was unexpected (8th miracle) even we had known (4.1b).
Explicit description of all even compressed associators. Lemma 4.6. The general solution of the equation (4.5a) is
where h(λ, µ) is a function satisfying the boundary condition h(λ, 0) = 2λ e λ − e −λ and the symmetry relations h(λ, µ) = h(µ, λ) = h(−λ, −µ) = h(λ, −λ − µ).
Proof. Let us swap the arguments λ, µ in (4.5a). Due tof (λ, µ) =f(µ, λ) one gets
By subtracting the above equation from (4.5a) we obtain
Introduce the function
Then the new function is even and symmetric: h(λ, µ) = h(µ, λ) = h(−λ, −µ). Let us substitute the expressions
into the equation (4.5a). One has
So, we have proved (4.6). Let us substitute (−λ − µ) for µ into the above equation:
By comparing the latter formula with the equation (4.6 ′ ), we get h(λ, µ) = h(λ, −λ, −µ). To obtain the condition h(λ, 0) = 2λ e λ − e −λ it remains to substite µ = 0 into (4.6).
Observe that the conditions of Lemma 4.6 imply also h(λ, −λ) = h(λ, 0) = 2λ e λ − e −λ . This agrees with the formula (4.2): h(λ, −λ) = (4.6)
= 2λ e λ − e −λ . So, we have reduced the compressed hexagon (1.3b) to h(λ, µ) = h(λ, −λ − µ), this is our 9th miracle. To describe all series h(λ, µ) with this symmetry we introduce associator polynomials. (a) For each n ≥ 0, a homogeneous polynomial 
All these three polynomials are Bar-Natan polynomials. Similarly, in each odd degree n = 1, 3, 5 there is exactly one associator polynomial up to factor:
All these three polynomials are Drinfeld polynomials. Rather surprisingly, that an associator polynomial of the degree n is not unique in general, for instance, in degree 6. One can check by hands that in degree 6 we have a 1-parametric family of associator polynomials:
However, in degree 7 there is a unique associator polynomial up to factor 7 :
Lemma 4.9. Any functionh(λ, µ) satisfying the boundary conditionsh(λ, 0) =
where F n (λ, µ) is an associator polynomial with the oldest coefficient 1 (respectively, 0) for each even (respectively, odd) n ≥ 0.
Proof follows immediately from Definition 4.7a. The relation F 2n+1 (λ, µ) = F 2n+1 (λ, −λ−µ) implies that the oldest coefficient of any associator polynomial F 2n+1 (λ, µ) is always 0. Due to Lemma 4.9 non-uniqueness of even compressed associators will follow from nonuniqueness of associator polynomials (our 10th miracle), see the proof of Theorem 1.5c. 
].
(b) For every n ≥ 1, any associator polynomial F 2n+1 (λ, µ) has the following form:
Proof. (a) Induction on n. The bases n = 0, 1, 2 are in Example 4.8. Induction step: we go down from n to n − 3. Suppose that F 2n (λ, µ) is an associator polynomial of the degree 2n with the oldest coefficient β n0 . Then the polynomialF 2n (λ,
The Bar-Natan polynomial β n0 (λ 2 + λµ + µ 2 ) n has the same form. Hence the first two (and the last two) coefficients ofF 2n (λ, µ) are always zero. 7 May be, by this reason 7 is a lucky number! We getF 2n (λ, µ) = λ 2 µ 2 F 2n−4 (λ, µ) for a polynomial F 2n−4 (λ, µ) of the degree 2n−4 with the properties
Moreover, the new polynomial F 2n−6 (λ, µ) satisfies all the conditions of Definition 4.7a, i.e. F 2n−6 (λ, µ) is equal to an associator polynomial F 2n−6 (λ, µ). Hence
Applying the induction hypothesis
To get (4.10a) it remains to set β n,k+1 := β n−3,k for 0 ≤ k ≤ [
] − 1.
(b) We follow the proof of the item (a). If F 2n+1 (λ, µ) is an associator polynomial, then its oldest coefficient is zero, i.e. F 2n+1 (λ, µ) = λµF 2n−1 (λ, µ) for some polynomial F 2n−1 (λ, µ) of the degree 2n − 1 with the properties
The equation µF 2n−1 (λ, µ) = −(λ + µ)F 2n−1 (λ, −λ − µ) implies that there is a polynomial F 2n−2 (λ, µ) of the degree 2n − 2 such that F 2n−1 (λ, µ) = (λ + µ)F 2n−2 (λ, µ). Moreover, the new polynomial F 2n−2 (λ, µ) satisfies all the conditions of Definition 4.7a, i.e. F 2n−2 (λ, µ) is equal to an associator polynomial F 2n−2 (λ, µ). To get (4.10b) it remains to apply the formula (4.10a) for this polynomial F 2n−2 (λ, µ) and to setβ nk :
It is a wonderful fact (our 11th miracle) that the symmetry F n (λ, µ) = F n (λ, −λ − µ) has led to the explicit formulae (4.10a) and (4.10b).
Example 4.11. By Propositon 4.10 the number of free parameters, on which the family F n (λ, µ) depends, increases by 1, when n increases by 3. The first six (starting with 0) associator polynomials are unique, but not the seventh (!) F 6 (λ, µ). Proposition 4.10 implies
One can check that the parameter β 31 is related with δ from Example 4.8 as δ = β 31 + 6. Up to degree 10 the function h(λ, µ) from Lemma 4.6 is 
Proof. We shall follow the proof of Lemma 4.6. Let us swap the arguments λ, µ in the equation (4.5b). Due to the symmetry f (λ, µ) = f (µ, λ) one gets
By subtracting the above equation from (4.5b) we obtain
Introduce the function (4.12
Then the new function is even and symmetric:h(λ, µ) =h(µ, λ) =h(−λ, −µ). Let us substitute the expressions
into the equation (4.5b). One has
So, we have proved (4.12). Let us substitute (−λ − µ) for µ into the above equation:
By comparing the latter formula with (4.12 ′ ), we geth(λ, µ) =h(λ, −λ, −µ).
Proof of Theorem 1.5c. By Lemmas 4.6, 4.9, 4.12, and Proposition 4.10a the general solution of the equation (1.5b)=(4.1b) is f (λ, µ) = Even f (λ, µ) + Odd f (λ, µ) , where
Let us substitute µ = −λ (then ω = λ) into the former equation and apply Lemma 4.2:
Hence one obtains Odd(f (λ, 0)) = ∞ n=0 α 2n+1,0 λ 2n+1 . On the other hand, for µ = 0, we get
Proof of Corollary 1.6. The first series f I (λ, µ) is obtained from the general formula (1.5c) by taking β nk =β nk = 0. This solution is related with the Bar-Natan polynomials
n . The second series f II (λ, µ) appears due to the associator 
Compressed pentagon equation
This section is devoted to the proof of the pentagon part of Theorem 1.5b. It turns out that if all commutators commute, then the compressed pentagon (1.3c) becomes almost trivial: it follows from the symmetry α kl = α lk (our 12th miracle), see Proposition 5.10.
Generators and relations of the quotientL 4 .
Here we study the quotientL 4 , where we shall get the compressed pentagon (1.3c) = (5.9). The Lie algebra L 4 is graded by deg(s) = 1 for any letter s ∈ L.
By L 4 we denote the algebra of formal series of elements fromL 4 .
(b) Let w be a word in the alphabet L = {t ij , 1 ≤ i < j ≤ 4}. Let I w be the set forming by the upper indices of the letters t ij including in w. [dx]
[cy] [bdx]
[bex] [cdx] 
We quote the following theorem from [11] .
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Theorem 6.2. [9] There is a compressed Drinfeld associator defined by
The Drinfeld series s(λ, µ) leads to the well-known formula for even zeta values [17] .
Proof. We shall use Theorem 1.5c for µ = −λ. In Lemma 4.2 we have already computed
. By Definition 6.1b one has s(λ, −λ) = 2 ∞ n=1 θ 2n λ 2n . Let us substitute µ = −λ in the formula (6.2). Then by using the formula (1.5c) one gets
Taking the first derivative of the above equation by λ, we obtain
Let us multiply the resulting equation by λ and use the definition of the Bernoulli numbers:
It remains to use the formula from Definition 6.1a:
Example 6.4. By Lemma 6.3 and Table A .2 of Appendix one can easily calculate 
The polynomialsh n (λ, µ) are defined by the same formula as h n (λ, µ), just we substitute the coefficientsβ nk ∈ C for β nk ∈ C.
Proof follows directly from Theorems 1.5c, 6.2, and Odd 1+λµf 
Proof. (a) By Definition 6.1b, one obtains Even S(ρ) = ∞ n=1 θ 2n ρ 2n . So, we want to prove
. This formula holds for ρ = 0. Then it suffices to check that the first derivatives of the both hand sides are equal. For the left hand side, we apply the formula for 2nθ 2n from Lemma 6.3:
For the right hand side, one gets
as required.
(b) We apply the item (a) and Definition 6.1b:
exp Even s(λ, µ)
Claim 6.8. The equations (6.5a ) and (6.5b ) are equivalent to (6.8a ) and (6.8b ), respectively
,
The polynomials h n (λ, µ) andh n (λ, µ) are the same as in Claim 6.5.
Proof follows from Claims 6.6-6.7, the formula Odd s(λ, µ) = θ(λ, µ), and
The following proposition means that the second Drinfeld series s(λ, µ) is not a specific compressed associator: its coefficients can be continuously moved (our 13th miracle).
Proposition 6.9. There exist parameters β nk ,β nk ∈ C such that the equations (6.8a) and (6.8b) Proof. The left hand side of (6.8a) is unchanged under the transformation µ ↔ (−λ − µ). By Lemma 4.9 any such series is a sum of associator polynomials of even degrees. In other words, there exist parameters β ′ nk ∈ C, expressed in terms of θ 2n+1 , such that the left hand side of (6.8a) = 1 +
Actually, the left hand side of (6.8a) minus 1 is divided by λ 2 µ 2 (λ + µ) 2 , hence β ′ n0 = 0 for n ≥ 1. The right hand side of (6.8a) has the same form: it equals to 1, when λ + µ = 0. Then one can find the parameters β nk via β ′ nk (hence via odd zeta values) in such a way that the equation (6.8a) holds indentically. The proof for the equation (6.8b) is similar. So, Proposition 6.9 supports the long standing conjecture in the number theory: odd zeta values are algebraically independent over Q. The last result in this direction is that odd zeta values are linearly independent over the rationals [17] .
We shall reprove Proposition 6.9 explicitly up to degree 7 in Claim A.6 of Appendix.
6.3.
Conjectures and open problems. Now the reader can ask the favourite question of Dror Bar-Natan: why are we not happy? We are not yet happy, because we have described only compressed logarithms of all Drinfeld associators. This is just a first step in the general problem to find a complete associator. Then main obstruction to extend our approach is an exponential complexity of CBH formula. But Proposition 2.8 gives a hope to find an explicit form of CBH in terms of "non-commutative" Bernoulli numbers C W . In the above figure we draw the relation briefly by using STU relations from [2] . After Vassilev's paper [20] most of followers use another definition of these invariants via chord diagrams [2] . Briefly, a Vassiliev invariant is a linear function on chord diagrams, satisfying the 4T relations, see Definition 1.1b. We give only the following definition. Appendix: explicit formulae Claim A.1. For each n ≥ 1, the following formulae hold: C 2,2n = C 2n,2 = B 2n , C 4,2n+1 = −C 2n+1,4 = 4B 2n+4 + 4B 2n+2 , C 2,2n+1 = −C 2n+1,2 = 2B 2n+2 , C 5,2n = −C 2n,5 = 5B 2n+4 + 10B 2n+2 + B 2n , C 3,2n = −C 2n,3 = 3B 2n+2 + B 2n , C 5,2n+1 = C 2n+1,5 = 10B 2n+4 + 5B 2n+2 , C 3,2n+1 = C 2n+1,3 = 3B 2n+2 , C 6,2n = C 2n,6 = 15B 2n+4 + 15B 2n+2 + B 2n , C 4,2n = C 2n,4 = 6B 2n+2 + B 2n , C 6,2n+1 = −C 2n+1,6 = 6B 2n+6 + 20B 2n+4 + 6B 2n+2 .
Proof follows directly from Lemma 2.11 and the first miracle: B 2n+1 = 0 for each n ≥ 1.
By Claim A.1 we can easily compute the numbers C mn for m + n ≤ 12. 
