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VR Juggler を用いた PC クラスタによる没入型ディスプレイの構築
１．はじめに
　1990年代初頭、没入型投影ディスプレイがCAVEシ
ステム［1］として導入されてから、様々な用途の可視化
環境を実現するために多くのシステムが構築された。
典型的なCAVEシステムは、正面と側面の３つの壁
面、それに１つの床面を持つ立方体スクリーンからな
り、各スクリーンには立体視映像が投影される。従来
のシステムでは、没入型VR（Virtual Reality）環境を
構成する立体視映像の生成に、専用のグラフィック
ス・ワークステーションを使ってきた。しかし、PC
の性能向上に伴い、GPU（Graph ics Process ing 
Units）を搭載した複数のPCを使って負荷分散を行う
ことにより、グラフィックス・クオリティとレンダリ
ング・スピードの改善が図られた［2, 3］。最近のシステ
ムは、初期のシステムより低価格で構築できるように
なり、アプリケーションや利用者が様々な領域に拡大
してきた。低価格化の主な要因は、コンピュータ、周
辺機器、ソフトウェア等が高価なものからコモディテ
ィ製品へと移行したことである。しかし、低価格で没
入型VR環境を構築することには、未だ多くの労力と
高いスキルが要求される。また、コンピュータ、グラ
フィックス・デバイス、プロジェクタ、スクリーンな
どのハードウェアはただではない。本論文は関連研究
を調査し、没入型VR環境を構築する際の要求レベル
を軽減する工夫について整理する。
　我々は、月面探査の可視化、世界遺産の探索、コン
ピュータ・プログラミングの学習といった教育支援の
ための没入型VR環境を構築してきた［4］。このときの
グラフィックス・システムは、SGIのグラフィック
ス・ワークステーションとOpenGL Performerベース
の独自ライブラリで構成された。しかし、このシステ
ムは、システム保守の高額コストとアプリケーション
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Construction of Immersive Display by PC Cluster with VR Juggler
Kikuo ASAI
要　旨
　PCクラスタを構成することにより、没入型VR環境を構築した。システムは、低価格、アプリケーション構築の容
易性、システムのスケーラビリティといった設計指針に基づいて実装された。GPU搭載のPCを４台つなげて、立体
視映像を同期生成する。没入型VR環境を構築するためのフレームワークとして、VR Jugglerを利用した。複数のPC
をネットワーク接続し、同期的にグラフィックス・レンダリングを行う機能を提供する。仮想世界のシーンを構築す
るフレームワークとして、OpenSceneGraphを利用した。教育応用を目的として、ラムサール条約に登録されている
干潟を自由に動き回る体験ができる可視化アプリケーションを開発した。
ABSTRACT
　An immersive VR （virtual reality） environment system was reconstructed by forming a PC cluster. The system 
was implemented on the basis of design guidelines including low cost, ease of making applications, and scalability for 
systems. Four PCs equipped with GPUs process the graphics rendering of stereoscopic images synchronously. The 
VR Juggler provides the synchronous graphics rendering with multiple PCs connected through a network, creating 
immersive VR environments. The OpenSceneGraph was used as a framework for creating 3D scenes of virtual 
environments. We developed a visualization application for educational purposes, enabling us to virtually experience a 
walkthrough on the tideland registered as the Ramsar Convention on Wetlands.
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リーンでユーザを取り囲むのは、臨場感を増加させる
ことに加えて、画像生成の処理負荷を軽減することに
メリットがあった。ユーザ頭部の並進運動は、新たな
画像生成・描画を必要としない。そのため、CAVEシ
ステムの多くは５面、６面というように立方体型スク
リーンの面数を増加させる方向に発展してき
た［9, 10, 11, 12］。臨場性の創出は、ディスプレイが立体視映
像でユーザの視野を覆うことによる。視覚的な臨場性
は、仮想世界での作業や課題の効率を左右することが
ある［13］。科学可視化のようなアプリケーションでは、
ユーザが没入型ディスプレイの中を動き回りながら視
覚的データを観察することにより、時に科学的発見に
至ることもある［14］。StarCAVEは５つの壁と１つの床
にスクリーンを配置した没入型ディスプレイであり、
視覚的な明るさと解像度において高い性能を達成して
いる［15］。
　CAVEシステムを構築する際の最大の問題は価格で
ある。そのため、低価格CAVEあるいはその派生シス
テムを設計することに、多大な努力が重ねられてき
た［16, 17, 18, 19］。CAVEシステムを低価格で構築する要求
は、没入型投影ディスプレイのスクリーン面の数を減
らして小型化するという方向性を生み出した。その典
型例は、一連の単一面ディスプレイである。これらは
単一面ではあるものの、後方投影による立体視映像を
提示する［20, 21］。これらのディスプレイは視野が狭いも
のに制限されるが、この制限が利用性に対して常に障
壁になるとは限らない。利用性への影響は、どのよう
な利用をするかによる［13］。
　投影ディスプレイにおいて１面と４面あるいはそれ
以上の面数との折衷案として、２面ディスプレイが提
案された［22, 23］。２面ディスプレイは視野角の制限を緩
めることができるが、価格とシステムの複雑さが増す
のは避けがたい。典型的な２面ディスプレイでは、２
つのスクリーンが互いに直角に配置される。そうした
配置は、２つのスクリーンの前方にプロジェクタを置
くことを空間的に容易にする。前方投影は、普通のス
を作るための高いスキルを要求した。しかも、仮想環
境を構築するための独自API（Application Program-
ming Interface）は、異なるプラットフォームでは動
作しなかった。その主な理由は、OSに対する柔軟性
が欠けていることと、ステレオ・プロジェクタや入力
デバイスのようなハードウェアに対するスケーラビリ
ティが欠如していることであった。
　そこで、今回、高価な保守や高度なスキルを必要と
しないように、没入型VR環境を再構築した［5］（図１
（a））。システムは、低価格、アプリケーション構築の
容易性、ハードウェアのスケーラビリティを含む設計
指針に基づいて実装された。GPUを搭載した４台の
PCでPCクラスタが構成され、ステレオ映像を同期し
て生成する処理を行う。没入型VR環境を作るための
フレームワークとして、VR Juggler［6］を採用した。こ
れはグラフィックス・レンダリングを十分なパフォー
マンスで実行し、安定的に動作したからである。ま
た、仮想世界のシーンを構築するフレームワークとし
て、OpenSceneGraph［7］を利用した。そして、教育目
的の可視化アプリケーションとして、ラムサール条
約［8］に登録されている谷津干潟を再現し、仮想的に歩
き回ることができるようにした（図１（b））。
２．先行研究
　没入型VR環境を構築するためのコストの制約は、
様々な技術による多くの挑戦を生み出してきた。関連
研究について、ディスプレイとソフトウェア構成の２
つに分けて述べる。
2.1　ディスプレイ
　最初のCAVEは没入型投影ディスプレイであり、大
きなスクリーンによってユーザの視野を広く覆うこと
に特徴付けられる。専用の部屋が必要になるものの、
ユーザはプロジェクタで投影された立体視映像によっ
て仮想世界を広視野で見ることができる。大きなスク
図１　没入型 VR 環境 TEELeX
（a）放送大学の没入型ディスプレイ （b）谷津干潟アプリケーション
76
VR Juggler を用いた PC クラスタによる没入型ディスプレイの構築
いう欠点がある。先行の評価実験は、モニタの縁がユ
ーザの探索戦略やマウス操作に影響することが報告さ
れている［34］。そのため、プロジェクタと液晶モニタの
組み合わせが縁問題を解決する方法として提案されて
いる［35］。
2.2　ソフトウェア構成
　CAVEシステムが提案された当初は、複数のグラフ
ィックス・エンジンを搭載した高価なワークステーシ
ョンによって3DCGのレンダリングを行っていた。ア
プリケーションを開発するには、プログラミングの高
いスキルと考察が要求され、計算機システム、グラフ
ィックス・エンジン、インタフェース・デバイスのよ
うなハードウェアに強く依存したプログラム構成にす
る必要があった。低価格化は、グラフィックス・ワー
クステーションの代わりにPCをネットワークに接続
し、3DCGレンダリングの負荷を分散する並列化処理
の実現と共にもたらされた［36］。最近のPCは高性能な
GPUを搭載しており、１台でもデスクトップ・コン
ピュータ環境での複数モニタのための高解像度画像を
描画することができる。しかも、複数モニタを構成す
るために、複雑な設定は必要ない。
　ここでは、ネットワーク接続された一連のコンピュ
ータで構成されるPCクラスタを使って、3DCGの並列
レンダリングを行うための仕組みを概観する。この仕
組みは主に、２つのタイプに分類される。一つは画像
ベース・ストリーミングで、もう一つは分散レンダリ
ングである。
　画像ベース・ストリーミングは、２次元画像やビデ
オのような画像データを遠隔ディスプレイに配信する
ことが特徴である。画像ベース・ストリーミングは、
イリノイ大学シカゴ校電子可視化研究所によって行わ
れ た 一 連 の 研 究 が 基 に な っ て い る。 彼 ら は、
TeraVision［37］、SAGE［38］、JuxtaView［39］、TeraScope［40］
といった協調可視化環境を構築しようとして、様々な
可視化アプリケーションによって生成された画像を遠
隔地の間で共有するという画像ベース・ストリーミン
クリーンの代わりに部屋の角面を投影面に使うことに
よって後方投影よりも利便性が高く、省スペースであ
り、部屋の大きさの条件を大きく緩和する。しかしな
がら、前方投影システムは、前方投影された映像がユ
ーザによって遮蔽される可能性があり、ディスプレイ
内でのユーザの動きの自由度が制限される。LAIRシ
ステム［24］は四角い部屋の４つの壁と８つのプロジェ
クタを使って映像を前方投影し、立体視には液晶シャ
ッタ眼鏡で対応している。２つのプロジェクタを壁面
間の中央からズラした位置に配置することによって、
前方投影の欠点を最小化している。２つのプロジェク
タはそれぞれ、壁の領域半分を投影する。そのため、
部屋の中央付近に立つユーザが、投影映像を遮蔽する
ことはない。
　Tiledディスプレイは、解像度、輝度、コストとい
った、CAVEシステムが持つ諸問題への解決策を提供
する［25］。Tiledディスプレイはユーザの視野を完全に
は覆わないが、大きな提示領域を提供する。大型ディ
スプレイを使ったユーザ行動に関する多くの調査は、
大きな提示領域が視覚的情報の探索、空間的方向感
覚、日常業務のような作業におけるユーザ・パフォー
マンスを改善するという仮説を支持してきた［26, 27, 28］。
Tiledディスプレイは、基本的に２つのアプローチに
分類される。プロジェクタ・アレイ（図２（a））と壁
面に配置された液晶モニタ（図２（b））である。
　プロジェクタ・アレイは複数のプロジェクタを並列
に配置することにより構成され、慎重な校正によって
スクリーン間に完全につなぎ目のない映像を提供す
る［29, 30］。プロジェクタ・アレイは投影のための大きな
物理的空間を必要とし、色、輝度、位置合わせといっ
た投影映像間のエッジ・ブレンディングの手間を要す
る［31, 32, 33］が、つなぎ目のない映像は視覚的な臨場感に
とって重要である。
　壁面配置の液晶モニタは多数の液晶モニタを配置す
ることにより構成され、普及製品を活用することによ
る高解像度及び高輝度の映像、低価格を提供する。た
だ、各液晶モニタの縁による映像の不連続が生じると
図２　Tiled ディスプレイ
（a）プロジェクタ・アレイ
スクリーン
プロジェクタ
投影映像の重なり
（b）壁面に配置された液晶モニタ
液晶モニタ
液晶モニタの縁
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をレンダリングする。マスタ・ノードは画像をレンダ
リングする処理に先立って、スレーブ・ノードにアプ
リケーション・データを配信する。描画画像の一貫性
は、スレーブ・ノード間でアプリケーションの実行状
態が同期することを要求する。同期は、アプリケーシ
ョンの状態を変更するユーザ入力やタイマーといった
データの転送によって実行される。master-slaveモデ
ルはネットワーク負荷に伴う実行速度のボトルネック
を生じにくいが、分散レンダリングのためのアプリケ
ーションのソース・コードの修正を要求する。代表的
なソフトウェアとして、CAVELib［46］やVR Juggler［47］、
Syzygy［48］がある。
　master-slaveモデルの問題の一つは、アプリケーシ
ョンのソース・コードを修正するためのプログラミン
グ作業が増加することである。そのアプリケーション
には、並列レンダリングのための同期処理が、ライブ
ラリやアプリケーション・フレームワークを使って実
装される。API割り込み技術が、スレーブ・ノード間
でアプリケーションの実行状態の同期を保持するため
の代替策として提案された［49］。この方法では、同期の
仕組みがアプリケーションの代わりにAPIに移行さ
れ、アプリケーション側でソース・コードを修正しな
くても済むようにしている。
　3DCGの並列レンダリングにおけるクラスタ・コン
ピューティングのもう一つの問題は、クラスタ・ノー
ド間のレンダリング負荷の不均衡である。負荷の不均
衡はしばしば、ユーザの視点に対して正面方向のシー
ンが非常に複雑で、他の方向のシーンにはほとんど何
も存在しないという場合に起こる。これは、それぞれ
のシーンが別々のクラスタ・ノードでレンダリングさ
れるためである。コンピュータ・クラスタでの負荷均
衡の仕組みが提案され、各クラスタ・ノードへの負荷
を動的に割り当てることによって並列レンダリングの
性能が改善された［50, 51］。
　上記に加えて、ゲーム・エンジンは、没入型VR環
境を構築するためのプログラミング・ツールとして便
利な機能を提供する。ほとんどのツールはユーザ・イ
グの基本的概念を確立した。協調可視化は、高速ネッ
トワークを通してクラスタ・ノードに画像を配信し、
複数のアプリケーションに対してTiledディスプレイ
上に独立に画像を表示することにより達成される。各
クラスタ・ノードは、同期メッセージで同期されてい
る。SAGEは多くのクラスタ・ノードを要求し、その
数はTiledディスプレイの液晶モニタの数に比例する。
　分散レンダリングは、各クラスタ・ノードで画像を
レンダリングすることにより特徴づけられる。レンダ
リングはアプリケーションのデータをクラスタ・ノー
ドに配信し、シーングラフ、グラフィックス・コマン
ド、描画領域、同期信号といったレンダリング情報を
提供することにより実行される［41］。クラスタ・コンピ
ューティングにおける分散レンダリングは、データ配
信という観点で研究され、その配信方法が描画性能に
影響を与えると予想された［42, 43］。分散レンダリングは、
データ配信の方法によって２つの実行モデルに分類さ
れる。一つはclient-serverモデル（図３（a））であり、
もう一つはmaster-slaveモデル（図３（b））である。
　client-serverモデルは単一のクライアント・ノード
でアプリケーションを実行し、幾何学データのような
レンダリング情報を生成する。クライアントで生成さ
れたレンダリング情報は、複数のレンダリング・サー
バに転送される。このレンダリング・サーバは、ネッ
トワーク上にあって各サーバ・ノードで同期的に画像
をレンダリングする。client-serverモデルは分散レン
ダリングに伴うアプリケーションのソース・コードの
修正を要求しないが、実行速度の観点でネットワーク
にボトルネックを生じる可能性がある。例えば、複雑
なシーンでレンダリング情報が急速に増えた場合、ネ
ットワークに過剰な負荷がかかる。代表的なソフトウ
ェアにはChromium［44］やOpenSG［45］があり、前者はサ
ーバ・ノードに配信されるレンダリング情報として
OpenGLコマンドを、後者はシーングラフの変更リス
トを使っている。
　master-slaveモデルは全スレーブ・ノード上でアプ
リケーションを実行し、そのノード間で同期して画像
図３　分散レンダリングのモデル
（a）client-server モデル
Network
Server：Rendering
Server：Rendering
Server：Rendering
Server：Rendering
Client：
I/O, Application
（b）master-slave モデル
Network
Slave：Application & Rendering
Slave：Application & Rendering
Slave：Application & Rendering
Slave：Application & Rendering
Master：
I/O, Application
&Rendering
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プロジェクタのランプを減らしてコストを削減するた
めである。そのため、各スクリーンに対して立体視映
像を作り出すには、８つのプロジェクタを用意すれば
済む。立体視の左目と右目の映像は円偏光を通して互
いに区別される。各面の正方形スクリーンは大きさ
3m×3mであり、プロジェクタは解像度1,000×1,000
ピクセルで映像を投影する。各液晶プロジェクタは、
輝度1,000 ANSI-lmを持つ。
3.2　システム構成
　図５に、没入型VR環境のシステム構成を示す。４
つのスクリーンへの立体視映像の投影は、同時に８つ
の画像を生成する必要がある。クラスタ・コンピュー
ティングにより、3DCGの並列レンダリングを実現し
た。コストと保守を考慮し、１つのPCをマネージャ
（管理PC）に割り当て、GPUを搭載した４つのPCを
それぞれレンダリング・スレーブマシン（レンダリン
グPC）に割り当てた。管理PCは、レンダリングPC及
びアプリケーション・データを管理する。各レンダリ
ングPCは立体視のための左目と右目の画像を同期生
成し、GPUからビデオ信号を出力する。スイッチン
グHUBで、ギガビット・ネットワークを通して管理
PCとレンダリングPCが接続される。
　ユーザ・インタラクションを支援するため、インタ
ンタラクションや複数ディスプレイを設計するための
編集機能を持っており、アプリケーション構築に便利
である。そのようなゲーム・エンジンには、Unreal 
Tournament［52］やCryEngine［53］、HalfLife［54］がある。
３．システム設計
　我々の没入型VR環境はTEELeXと名付けられ、元
々 CAVE型システムとして開発された［4］。5.5面立方
体スクリーンを持つ投影ディスプレイであり、立体視
映像を提示した。このシステムを再構成するに際し、
低価格と容易なメンテナンス、アプリケーション構築
の容易性、システム構成のスケーラビリティといった
設計指針に沿うようにシステム・インテグレーション
を行った。ここでは、システム設計について投影ディ
スプレイ、システム構成、ソフトウェア構成の観点か
ら記述する。
3.1　投影ディスプレイ
　図４に、没入型VR環境の投影ディスプレイの構成
を示す。透過型スクリーンと液晶プロジェクタは、仮
想環境の立体視映像を提示するために再利用された。
立方体スクリーンの5.5面のうち４面が、投影ディス
プレイとして使用された。４面だけを利用したのは、
Cubic screen
LCD projectors
図４　没入型投影ディスプレイの構成
To projectors
Analog video x 8
TCP/IP
OptiTrack FLEX V100
PlayStation controller
Wii Remote controller
Bluetooth Adapter
Converter
USB
USB
Switching HUB
Management PC
（Cent OS）
Device PC
（Windows）
Rendering PC
（Cent OS）
図５　システム構成
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（Network File System）を通してこれらのデータを参
照する（図８）。VR Jugglerには管理PCからレンダリ
ングPCへのデータ転送を行う枠組みがあるが、NFS
はユーザがデータ転送について考慮しなくて済むよう
にできる。
　シーングラフに基づいた仮想環境を記述するため
に、OpenGLで動作するオブジェクト指向フレームワ
ークとしてOpenSceneGraph［7］が採用された。可視化
アプリケーションは、OpenSceneGraphに基づいて実
装される。そのため、谷津干潟アプリケーションや
OSG Viewer（シーングラフを表示するビューワ）は、
VR JugglerとOpenSceneGraphに依存することにな
る。OpenSceneGraphを使うことは、アプリケーショ
ンが異なるプラットフォームで動作するのを容易に
し、パラメータ設定で制御できるようになる。全くス
キルを要求しないというわけにはいかないが、要求レ
ベルを大幅に下げることができる。
４．実装
　クラスタ・コンピューティングのクラスタ・ノード
として、PCを使った。CPUにIntel Core i7-2600 3.4 
GHzのプロセッサを、メインメモリに4 GBのDDR3 
SDRAMを、GPUにnVidia GeForce GTX 560 Tiを搭
載したPCを用意し、3DCGの並列レンダリングのプラ
ットフォームとした。表１に、クラスタPC及び周辺
機器の仕様を示す。
フェース・デバイスが３つ（頭部位置姿勢センサ、ジ
ョイスティック、指示棒）、没入型VR環境のシステム
に組み込まれた。ユーザの頭部運動は、視点に基づい
て合成画像を生成するために必要である。そこで、ユ
ーザの頭部運動を赤外線センサ（OptiTrack［55］）によ
って追跡することにより、ユーザは自らが好む視点か
ら仮想世界を見ることができる。三角測量の原理によ
り、３つの球からなる剛体の幾何学に基づいてユーザ
頭部の位置と姿勢が推定される。赤外線センサで検出
できるようにするため、３つの球は図６（a）に示す
ように再帰性反射材で覆われている。図６（b）に示
したような有線ゲーム・パッド（PlayStation2）がジ
ョイスティックとして、３次元空間内における視点を
制御するために使われる。加速度計を搭載した無線ゲ
ーム・コントローラ（Wii Remote）（図６（c））も、
仮想物体を操作するための指示棒として使われた。こ
うしたインタフェース・デバイスはデバイス制御用
PCによって制御され、インタラクション・データは
ギガビット・ネットワークを通して管理PCに送られ
る。
3.3　ソフトウェア構成
　図７に、没入型VR環境を構築するためのソフトウ
ェア構成を示す。VR Juggler［6］が、クラスタ・コンピ
ューティングを使った並列レンダリングのためのフレ
ームワークとして採用された。また、VRPN［56, 57］が、
ネットワークを介して様々なインタフェース・デバイ
スをVRアプリケーションに実装するためのライブラ
リ及びサーバとして使われた。CppDom［58］ は、VR 
Jugglerで使われるXMLパーサである。GMTL［59］は
Graphics Math Template Libraryを表し、グラフィッ
クスと数学演算の基本的なクラス群を提供する。これ
も、VR Jugglerにおいて使われる。Boost［60］はC＋＋ 
のオープン・ソース・ライブラリで、アルゴリズムや
コンテナ、並列プログラミングに関する様々な標準機
能を提供する。Linuxオペレーティング・システムと
して、CentOS 6［61］が採用された。
　アプリケーションとコンテンツのデータは、管理
PCに蓄積される。 各レンダリングPCは、NFS
再帰性反射材
（a）赤外線マーカ
左回転/右回転
左右並進前進/後退
（b）ジョイスティック（有線）
図６　ユーザ・インタフェース
上下左右方向
（c）指示棒（無線）
CentOS 6 ×86_64
VRPNBoostGMTLCppDomOpenGL
OpenSceneGraph
VRJuggler 3.0
OSG ViewerApplication
図７　ソフトウェア構成
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がシーングラフを記述したファイルである。図９に、
“TEELeXの４面表示と頭部追跡＋ジョイスティッ
ク”モード時の動作の様子を示す。管理PCの表示画
面（図９（a））にあるレンダリング・モニタは、レン
ダリングPC（図９（b））で描画されるべき画像を示
している。
TEELeXの４面表示と頭部追跡＋ジョイスティック
　実際に、TEELeXの４面スクリーンに立体視映像を
提示する。ユーザの頭部を追跡して、その視点に整合
した映像を生成する。また、入力デバイスとしてジョ
イスティックを使用する。
・管理PC
./osgTEELeX［フォルダ名］/main.osg  --vrjmaster 
vrpnHead.jconf teejex4.jconf
・レンダリングPC
./osgTEELeX［フォルダ名］/main.osg  --vrjslave 
--listen_port 7000
TEELeXの４面表示とデバイス・シミュレータ
　実際に、TEELeXの４面スクリーンに立体視映像を
提示する。入力デバイスの実機は使わず、アプリケー
ションを実行し、操作はキーボードで行う。
・管理PC
./osgTEELeX［フォルダ名］/main.osg  --vrjmaster 
　VR Jugglerは、作業開始のマニュアルによれば、以
下の手順でインストールされる。１）shell scriptを実
行するためのmakefileの作成、２）buildの作成、３）
そのインストールである。実際には、build環境を構
築するのに多くの時間がかかった。 これは、VR 
Jugglerのbuildにおいて依存関係にあるライブラリが
多数存在するためである。依存ライブラリのインスト
ール手順を、付録に記述した。VR Jugglerのインスト
ール後、プラットフォームに適したパラメータをセッ
トするためにconfiguration fileを作る必要がある。こ
れは、VR Jugglerが我々の没入型VR環境のシステム
でうまく動作するように設定しておくためのものであ
る。この作業はVR Jugglerの設計上の柔軟性とスケー
ラビリティの結果ではあるものの、configuration file
で多数のパラメータを設定することは簡単ではな
い［62］。configuration fileでのパラメータは主に、ディ
スプレイ・システム、ディスプレイ・ウィンドウ、面
表示域（ビューポート）から構成される。表２に、
con f i g u r a t i o n f i l eの例を示す。 付録の表Aに、
configuration fileにおける代表的パラメータの設定例
を列挙する。
　アプリケーションを実行するモードとして、以下の
組み合わせを用意した。管理PC及びレンダリングPC
で実行されるコマンドとそのオプションを示す。ここ
では、osgTEELeXが実行ファイルにあたり、main.osg
管理PC レンダリングPC レンダリングPC
CentOS
ライブラリ
アプリケーション
コンテンツデータ
CentOS
ライブラリ
アプリケーション
コンテンツデータ
CentOS
ライブラリ
アプリケーション
コンテンツデータ
図８　管理 PC とレンダリング PC
表１　PC及び周辺機器の仕様と性能
Equipment Specifications
CPU Intel Core i7-2600 3.4 GHz
Memory 4 GB DDR3 SDRAM
GPU nVidia GeForce GTX 560 Ti
OS Linux CentOS 6
Network Gigabit Ethernet LAN
I/O device OptiTrack FLEX：V100, PlayStation2 controller, Wii Remote controller
Equipment Performance
Frame rate 146.2 f/s（Average of 17 steps）
CPU 72.5/800 %（Management PC）, 83.1/800 %（Rendering PC）
Memory 427 MB（Management PC）, 649 MB（Rendering PC）
Network 179 KB/s（Receive at Management PC）, 1.5 MB/s（Send at Management PC）
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５．コンテンツの開発
　没入型VR環境TEELeXを使ったインタラクティ
ブ・コンテンツを構築するには、VR Juggler及び
OpenSceneGraphのフレームワークに基づくアプリケ
ーション・プログラムを作成する。本アプリケーショ
ンは、１）インタラクションのための基本機能と２）
仮想空間内のウォークスルーといった視点制御機能を
提供する。コンテンツ用の3Dシーングラフのデータ
として、OpenSceneGraphがサポートする全てのファ
イル形式を利用できる。
　本アプリケーションに読み込まれるOpenSceneGraph
simHead.jconf teejex4.jconf
・レンダリングPC
./osgTEELeX［フォルダ名］/main.osg  --vrjslave 
--listen_port 7000
TEELeXの４面シミュレータとデバイス・シミュレータ
　実際には、TEELeXの４面のスクリーンには映像を
提示しない。管理PC内で４面映像の表示を確認する。
また、入力デバイスの実機も使わず、アプリケーショ
ンを実行し、操作はキーボードで行う。
・管理PC
./osgTEELeX［フォルダ名］/main.osg  simHead.jconf 
simTeejex4.jconf
表２　configuration fileの例
Configuration file 構成
simHead.jconf 頭部追跡をシミュレートするための構成ファイル：デバイスを使用しないで、アプリケーションを実行する
場合に利用する
simTeelex1.jconf 管理PC内でTEELeXの正面１面を表示するための構成ファイル：立体視映像は生成しない。TEELeXレン
ダリング・ウィンドウ１つと管理用ウィンドウが表示される。
simTeelex4.jconf 管理PC内で正面、左右面、床面スクリーンのTEELeX用４面を表示するための構成ファイル：立体視映像
は生成しない。TEELeXレンダリング・ウィンドウ４つと管理用ウィンドウが表示される。
teelex1.jconf TEELeXの正面スクリーンのみを使うための構成ファイル。立体視映像を生成する。管理用ウィンドウが表
示される。
teelex4.jconf TEELeXの正面、左右面、床面スクリーンを使うための構成ファイル。立体視映像を生成する。管理用ウィ
ンドウが表示される。
vrpnHead.jconf VRPN経由でデバイスPCからインタフェース・デバイス（頭部位置姿勢センサ、ジョイスティック）のデ
ータを取得するための構成ファイル。
vrpnHead_wii.jconf VRPN経由でデバイスPCからインタフェース・デバイス（頭部位置姿勢センサ、ジョイスティック、指示
棒）のデータを取得するための構成ファイル：Wii Remoteを利用している場合は、この構成ファイルを利
用する。
図９　動作の様子
Rendering monitors
Rendering monitor
for manager
Head tracking monitor
Front RightLeft
Floor
（a）管理 PC の表示画面 （b）レンダリング PC
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ファイルの中にノードを追加することにより、アプリ
ケーションに対する設定が可能である。設定項目とし
て、背景色や霧、視点及び姿勢の初期状態、水面の定
義が含まれる。また、仮想空間内のインタラクション
は、拡張ノードを記述することにより定義する。拡張
ノードには、注釈付与、音響出力、メニュー選択、外
部モデル参照、シーン切替、タイマーといった機能が
含まれる。こうした機能を適宜組み合わせることによ
り、様々なアプリケーションを構築することができ
る。
　独自アプリケーションのデモとして、ラムサール条
約（湿地の保存に関する国際条約）に登録されている
谷津干潟を可視化するコンテンツを作成した。この可
視化アプリケーションでは、ユーザが谷津干潟の景色
を眺めたり、湿地帯を動き回ったりできるようになっ
ており、仮想的な体験を提供する。図10に、（a）谷津
干潟の写真と（b）レンダリングPCの一つによって生
成された合成画像を示す。また、このコンテンツで
は、谷津干潟の現在と1970年代頃の様子を見比べた
り、野鳥を観察したりできるようになっている。
６．まとめ
　PCクラスタと無料で提供されているソフトウェア
を使って没入型VR環境システムを構築した。本論文
の中では、システム設計において複数ディスプレイ
と、クラスタ・コンピューティングによる並列3DCG
レンダリングのためのソフトウェア構成についてサー
ベイした。今後、可視化アプリケーションの開発及び
その評価を行っていく予定である。
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＃install flagpoll
＃ソフトウェアのコンパイルに必要な情報を収集するツール
tar xfv ../flagpoll-0.9.4-src.tar.bz2
cd flagpoll-0.9.4-src/
./setup.py install
＃install scons
＃ソフトウェアのビルド・ツール
tar xfv ../scons-2.1.0.tar.gz
cd scons-2.1.0
python setup.py install
＃install boost
＃C＋＋の標準ライブラリ
tar xfv ../boost_1_48_0.tar.gz
cd boost_1_48_0
./bootstrap.sh
./b2
./b2 install
＃install CppDom
＃C＋＋用DOM解析ツール
tar xfv ../cppdom-1.0.3.tar.gz
cd cppdom-1.0.3
scons BoostBaseDir=/usr/local/ BoostIncludeDir=/usr/local/include prefix=/usr/local var_arch=x64
scons install
＃install gmtl
＃一般数学テンプレート・ライブラリ
tar xfv ../gmtl-0.6.1.tar.gz
cd gmtl-0.6.1
scons
scons install
＃install VRPN
＃VR周辺機器をネットワーク経由で接続するためのクラス・ライブラリ
unzip ../vrpn_07_29.zip
cd vrpn
mkdir build
cd build
cmake ../.
make -j4
make install
※cmakeをインストールしておく必要がある
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＃install vr-juggler
＃VRJuggler本体
LD_LIBRARY_PATH=/usr/local/lib:/usr/local/lib64:/usr/local/share
export LD_LIBRARY_PATH
tar xfv ../vrjuggler-3.0.1-1-src.tar.bz2
cd vrjuggler-3.0.1-1-src
mkdir build.linux.posix
cd build.linux.posix
../configure.pl --with-boost=/usr/local/ --with-vrpn=/usr/local
gmake build
gmake install
＃install Doozer
＃コンパイル処理を単純化するためのツール
tar xfv ../Doozer-2.1.6.tar.gz
cd Doozer-2.1.6
./configure install
make
make install
 （2013年11月12日受理）
表A　configuration fileの設定パラメータの例
display_system Value surface_viewports Value
number_of_pipes 1 origin 0.15000, 0.01172
pipes 0.0 size 0.78125, 0.97656
display_windows Value view Left Eye
origin 0, 0 lower_left_corner －1.500
Size 100, 100 lower_left_corner 0.000
Pipe 0 lower_left_corner －1.5000
stereo false lower_right_corner 1.500
border false lower_right_corner 0.000
hide_mouse true lower_right_corner －1.500
full_screen true upper_right_corner 1.500
always_on_top false upper_right_corner 3.000
active true upper_right_corner －1.500
allow_mouse_locking true upper_left_corner －1.500
start_locked KEY_NONE upper_left_corner 3.000
start_locked false upper_left_corner －1.500
sleep_time 75 user Observer
active true
tracked false
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