Abstract Given a sequenceξ1,ξ2, . . . of X-valued, exchangeable random elements, let q(ξ (n) ) and pm(ξ (n) ) stand for posterior and predictive distribution, respectively, givenξ (n) := (ξ1, . . . ,ξn). We provide an upper bound for lim sup n→+∞ bnd respectively, with the proviso that [S] denotes the space of all probability measures on S. A characteristic feature of our work is that the aforesaid bounds are established under the law of theξn's, unlike the more common literature on Bayesian consistency, where they are studied with respect to product measures p ∞ 0 , as p0 varies among the admissible determinations of a random probability measure.
Introduction
In the present paper the term prevision will be used to designate both any activity directed to evaluation of probabilities of future (or, at least, till not known) events on the basis of an observed frequency, and the result of such an activity. Thus, prevision mingles with probabilistic inductive reasoning, and an important field of application of prevision is that of statistical problems, classically characterized by the circumstance that the events considered therein are generally thought of as analogous events. Frequentistic approaches to statistics look at observable single events-or more general random elementsξ1,ξ2, . . . taking values in some space X, like in the rest of the present work-as independent and identically distributed (i.i.d.) with a common probability distribution (p.d.) that can be approximated by observed (empirical) frequency. Laws of large numbers and allied results are then invoked to assert that such an approximation improves as the number of observations goes to infinity. Bayesian statisticians translate the aforesaid analogy into a less restrictive property, that is the exchangeability of theξn's. As a consequence, any correct expression of Bayesian prevision must rely on a conditional p.d. for till now unknown observable random elements, given the frequency distribution of observed random elements. The expectation, due to the analogy of the observable elements here realized in the form of exchangeability, is that we are * The term prevision is a translation of the Italian previsione, adopted by de Finetti, which is used in the English translation of his treatise (1970) . See Translator's note on page 21. willing to be influenced more and more by the observed frequency as the size of experience increases.
The present paper hinges upon the ground of this intuitive expectation. In fact, its possible truth and, even more, any suitable quantification of its validity would provide us with invaluable information about the approximation of Bayesian previsions by frequentistic ones which-as already explained-although cruder, are of easier evaluation. This circumstance comes to the fore, for example, within the so-called empirical Bayes approach, which tries to justify partial replacement of orthodox Bayesian reasoning with frequentistic elements. See, e.g., Robbins (1956 Robbins ( , 1964 , Efron (2003) and Remark 2 in Section 3 of the present paper.
The present work, which is part of a wide-ranging research, focuses on the discrepancy between posterior (predictive of m future observations, respectively) distribution, given n past observations, and the point mass at (the m-fold product of, respectively) the empirical distribution of the same past observations, when n goes to infinity. The idea to compare a Bayesian inference to any of its frequentistic counterparts goes back, for different motives, to classical authors, such as Laplace (1812), Poincaré (1912) , Bernstein (1917) , von Mises (1919 Mises ( , 1964 , de Finetti (1929 de Finetti ( , 1930 de Finetti ( , 1937 , Romanovsky (1931) , and has had remarkable developments also in recent years, at least in two directions: The consistency of Bayesian procedures from a frequentistic point of view, and the Bernstein-von Mises phenomenon concerning a version of the central limit theorem for Bayesian estimators, in order to provide confidence regions connected with the aforesaid consistency issue. By way of example, see Schwartz (1965) , Diaconis and Freedman (1986) , Barron, Schervish and Wasserman (1999), Ghosal, Ghosh and van der Vaart (2000), Ghosh and Ramamoorthy (2003) for the consistency, and this last book together with Freedman (1999) for the Bernstein-von Mises phenomenon. To explain the connection with the present work, one must say that, especially in recent times, these fields of research have aligned themselves more and more with the interpretation of Bayesian inferences as procedures aimed at producing suitable estimators of unknown quantities, whose efficiency is checked from a frequentistic viewpoint. The product is to devoid both posterior and predictive distributions of their original meaning and role of conditional distributions, to reduce them to mere functions of the observations. Therefore, to appreciate the peculiarity of our work with respect to the aforesaid lines of research, one should thoroughly retrieve the Bayesian approach to statistical inference, in the spirit of the solution to the problem of inverse probabilities provided by de Finetti (1929 Finetti ( , 1930 in his earliest papers on exchangeability. Nowadays, Doob (1949) is commonly credited as the author of the solution to a generalized form of the same problem, recalled in Theorem 1 of this paper. Indeed, if one reckons that the Bayesian way of thinking indicates, lato sensu, the correct way of making statistical inference, it is fair to pursue the above-mentioned goals of approximating posterior and predictive distributions by more tractable laws-typically obtained by frequentistic procedures-depending only on past observations. Doob's theorem is then replaced by a statement concerning the almost sure (a.s.) convergence to zero of any weak probability distance (see Subsection 2.3 below for more information) between the posterior distribution q(ξ (n) , ·) and δẽ n , the point mass at the empirical measureẽn :
Successively, one can deduce the a.s. convergence to zero of any weak probability distance between the predictive distribution of m future observations and the m-fold productẽ to infinity with n, and a suitable constant L > 0 such that, for every ε, η > 0, there exists some index Going back to posterior consistency, the analysis of the rapidity of convergence is usually expressed, like in Ghosal, Ghosh and van der Vaart (2000), as
where d [X] stands for a suitable probability distance between probability laws on X and p The last merit of our results is connected with the metric issue illustrated in Subsection 2.3. In fact, discrepancy between probability laws is here measured by means of probability metrics, which take account of any possible metric structure naturally attached to X, unlike the use of other measures of concentration (such as Kolmogorov-like "distances" and Kullback-Leibler divergences), which take maximum values, for example, in comparing point masses independently of any natural distance between the points of degeneracy. In this respect, it is worth mentioning significant works aimed at proving versions of the classical Glivenko-Cantelli theorem in the presence of probability distances to measure discrepancy between the empirical distribution and the "true law". See de Finetti (1933), Dudley (1969) and Yukic (1989).
As to the organization of the present work, the main results are formulated in Section 3, while Section 2 recalls some preliminary facts about exchangeability, the Bayes-Laplace paradigm and the already mentioned metric issue. Finally, Section 4 contains the proofs of the new results.
Preliminaries
A few preliminary notions, concepts and results are gathered in the present section to facilitate understanding of next developments. Subsection 2.1 describes the essentials of exchangeability with a view to its use in a general nonparametric framework. Subsection 2.2 recalls the precise notions of prior, posterior and predictive distributions, and includes a statement on the limiting behavior of the last two as the number of observations goes to infinity. Finally, Subsection 2.3 deals with some aspects about the metrization of both product spaces and spaces of probability measures (p.m.'s).
Exchangeable observations
Assume each observation takes values in a set X, a Borel subset of some Polish spaceX, and denote by . This way, the j-th componentξj ofξ is naturally associated with the j-th observation, for any j ∈ N. To complete the notation concerned with observable quantities, indicate byξ (n) andξ (n,m) the vectors (ξ1, . . . ,ξn) and (ξn+1, . . . ,ξn+m), respectively, for every n ∈ N and m ∈ N ∪ {+∞}. Now, it is well-known that under the above topological assumptions and ensuing measurability provisos, for any
holds true. See Aldous (1985) for a comprehensive treatment of exchangeability, included that
is in force, where ⇒ denotes weak convergence of p.m.'s andp is a random p.m. on (X, B(X)) having q
. Finally, by the same de Finetti's theorem,p ∞ turns out to be a version of the regular conditional p.d.
ofξ givenp or, equivalently, given either the tail σ-algebra T ofξ or the σ-algebra E of the exchangeable events contained in B(X ∞ ).
The Bayes-Laplace paradigm
The above statement regardingp 
According to the programme fixed in the introduction, prevision of future facts based on observed facts is at the core of the present paper. Such a kind of prevision relies on any conditional p.d. forξ (n,m) givenξ (n) , generally named predictive, a version of which, say pm(ξ (n) ) := pm(ξ (n) , ·), can be expressed by means of the posterior q(ξ (n) ) as
for any n ∈ N and m ∈ N ∪ {+∞}. Therefore, the role played by the posterior distribution may be important even if the main purpose is prevision of unknown facts based on observed facts.
Usually, center of attention of Bayesian statisticians is a random statistical model, seen as an unknown (or partially known) entity to be approached by means of statistical methods. In the above nonparametric setting, the role of model is played byp ∞ and hence the following limit theorem may be of some importance.
It can be derived from (2) in a rather direct way.
Theorem 1. If X is a Borel subset of some Polish space and ρ is assessed like in (1), then
hold for every m ∈ N ∪ {+∞}.
The proof can be found in Diaconis and Freedman (1986).
The metric issue
The establishment of versions of (4)- (5) in which δp andp m are replaced by δẽ n andẽ m n , respectively, requires the introduction of suitable indices of discrepancy between p.m.'s, typically expressed as probability distances. Actually, the problem of quantifying discrepancy between p.d.'s has to do with many areas of mathematics and has been dealt with from several viewpoints. See, for example, Rachev et al. (2013) . This is why it is provided here a brief account of the distances that will be used in the rest of the work, motivating the choice by saying that the main aim is to situate the reasoning in a mathematical context as general as possible. In addition, the introduction of a distance is a prerequisite for the quantification of the phenomena of merging announced in Section 1. To get to the heart of the matter, notice that there are several cases in which the sample space X is endowed with a natural distance d X , as it happens, e.g., when X = R d and d X coincides with the Euclidean distance. On the contrary, it could happen that X is specified only at the level of topological space, here supposed with the same features as at the beginning of Subsection 2.1. In that case, recall that the topology T X can be thought of as generated by a totally 
where B ǫ := {x ∈ X | d X (x, y) < ǫ for some y ∈ B}. As to the latter, given µ1, µ2
stand for the class of all p.m.'s on (X 2 , B(X 2 )) with i-th marginal equal to µi, i = 1, 2. If, for some
Gini-Monge-Wasserstein distance of order p between µ1 and µ2 is defined to be
The definition of these two metrics can be extended (with respective notations d
] by replacing, in the last two formulas, X with [X] and by making the proviso that, in the expression of d
[X] , respectively). Apropos of X m , we observe that any usual product metric, such as
with the assumption of exchangeability, due to the lack of invariance under permutation of the coordinates of each single vector. Therefore, inspired by the original works by Gini (1914) and Leti (1961 Leti ( , 1962 , we here propose to replace X m with its quotient X m σ := X m / ∼, where ∼ stands for the equivalence relation that identifies any vector (x1, . . . , xm) with (x τ (1) , . . . , x τ (m) ) for every m-permutation τ , and to metrize
turns out to be an isometry. This plan can be carried out consistently with the metrization of [X] described above, leading to
where [(x1, . . . , xm)] denotes the equivalence class of (x1, . . . , xm) and ⋆ stands either for P or Gp. Finally,
, with the proviso that in the expression of d
, respectively) appears in the place of d X .
The last part of this subsection re-examines the previous picture in the event that X is simply given as Borel subset of some Polish space, and the adoption of one metric or another is considered as immaterial.
Upon imposing a totally bounded metric d 
to be the desired metric on [X], with g *
) is separable, and repeat step by step the above construction with a new sequence {h k } k≥1 of d 
to compare predictive distributions.
Main results
The new results of this paper will be presented in the form of four statements. The first one, because of its qualitative nature, plays an introductory role by providing an analogous version of (4)- (5) 
hold true for every m ∈ N ∪ {+∞}.
A proof is contained in Subsection 4.2. The next three theorems improve the last one by providing rates of approach to zero of the distances obtained by replacing the generic ones in (6)- (7) with specific definitions given in Subsection 2.3. Indeed, the expression of any rate will be influenced not only by the probabilistic framework, encapsulated in the p.d. ρ, but also by the specific metric structure attached to
The value of the following results rests, above all, on the fact that the rates of approach to zero are deterministic, and hence known to the statistician before getting the data. 
lim sup n→∞ n log log n d
hold for every m ∈ N.
The proof is developed in Subsection 4.4. Finally, the last three statements deal with the case in which the topology T X is given in terms of some natural distance d X on X, starting from the noteworthy case X = R and d X (x1, x2) := |x1 − x2| (Euclidean distance). Therefore, when the metric framework described 
for every m ∈ N.
For the proof see Subsection 4.5. Here, it is worth mentioning the more convenient bound
valid for every ǫ ∈ (0, δ], that is displayed in the proof itself.
The next statement is concerned with the Prokhorov distance for probabilities on an abstract space which, in the present case, satisfies the slightly more restrictive condition of being Borel subset of a locally compact Polish spaceX. Its thesis turns out to be less sharp than the previous ones for various reasons partially discussed in Remark 4 at the end of this section. Here, suffice it to mention that the main hypothesis depends crucially on a discretization ofp, based on the fact that, thanks to the topological characterization ofX, one can deduce from Theorem 2.8.1 and Problem 2. 
lim sup 
See Subsection 4.7 for a proof of this proposition.
The presentation of the main results terminates with some relevant comments.
Remark 1. It is worth noticing that, in the noteworthy case of a finite X, all the distances on [X]
mentioned in Subsection 2.3 turn out to be metrically equivalent. Therefore, when d
[X m ] , the bound therein remains valid up to a multiplicative factor, generally depending on the cardinality of X. As to (8) , the replacement of d 
At this stage, for every ε > 0, one can determine n0 = n0(ε, η) such that
for every ν ≥ n0. To conclude, suffice it to notice that the right-hand side is not greater than mg(p)q(ξ (n) , dp), but that the statistician interested in its evaluation is unable to specify any prior distribution, so that she/he decides to fall back on the most obvious frequentistic solutiongn := X g(x)ẽn(dx).
A question could arise as to the proximity of this convenient arrangement to the Bayesian solutionBn.
One naturally expects the answer to depend on the prior q or, at least, on some particular aspect of it. As an asymptotic measure of proximity here one chooses to analyze the behavior of bn|Bn −gn| as n → +∞, for some suitable sequence {bn} n≥1 going to infinity with n. To this end, notice that
and, from the definition of the Gini-Monge-Wasserstein distance, one gets
Whence, a straightforward application of (11) Remark 4. The difficulties connected with Theorem 5 and Proposition 6 are due to the generality of the space X. In fact, the bounds exhibited in (12)- (13), being of an implicit nature, are not so useful.
Nonetheless, they have the value to connect the rapidity of merging of Bayesian inferences with their frequentistic counterparts to the speed of Glivenko-Cantelli convergence. Indications about that phenomenon can be found in Dudley (1969) and Yukich (1989) , although a complete characterization is still lacking even when X ⊂ R d . Further improvements could be obtained by a more precise investigation on the exit times of a simple random walk with respect to suitable curvilinear boundaries, which will constitute the subject of a forthcoming paper. Finally, Proposition 6 presents some sufficient conditions which can be of simpler verification, for example, in connection with distinguished priors, whose support is included in the space of probability density functions on X. Noteworthy examples are the so-called "models for density estimation", which include, for example, the mixture models proposed by Lo (1984) .
Proofs
Gathered in this section are the proofs of the statements formulated in the previous ones. The present one is split into a few subsections, the first of which completes the arguments used in Subsection 2.3 to 
On certain weak convergence-determining classes
Define U -Lipschitz continuous, [0, 1]-valued functions. Now, define u k,n to be the restriction to X ofû k,n , for every k, n ∈ N. At this stage, the desired class {g k } k≥1 can be obtained by
..,km∈N represents a determining class for weak convergence of p.m.'s on X m , first notice that ν
as n → +∞, for every f1, . . . , fm ∈ U 
Proof of Theorem 2
Apply the triangle inequality to get
where, by virtue of Theorem 1, both terms d
,p m go to zero with probability one, as n goes to infinity and for every fixed m ∈ N ∪ {+∞}. To deduce the validity of (6), combine Theorem 11.3.3 in Dudley (2002) on equivalence of probability metrics with the obvious identity d
(p1, p2) (c.f. Section 11.3 of the same book) to prove that (2) entails δẽ n ⇒ δp with probability one, as n goes to infinity. Finally, to deduce (7), invoke (2) (n log log n) r/2 ≤ α0(r)σ r + α1(r)(σ
obtains, where α0(r), α1(r) are suitable constants which do not depend on P, σ 2 := E[X 2 ] and ⌈r⌉ stands for inf{n ∈ N | n ≥ r}. The bound specified in (14) is obtained simply by detailing the original Teicher proof.
In this very same setting, one can deduce another useful bound by simply combining the proof given by Teicher with the so-called Rosenthal inequality (see, e.g., Section 2.3 in Petrov (1995)), namely
where again β0(r), β1(r) are suitable constants independent of P.
Proof of Theorem 3
To verify (8), start from the remarks on the definition of d
] at the end of Subsection 2.3, to write
p,ẽn q(ξ (n) , dp)
p,ẽ n |ξ 
(n log log n) r/2 |p 1/r hold for every r > 2 and, in view of the theorem recalled in Subsection 4.3, the last term turns out to be less than a non-random constant, with probability one. Obviously, the same constant represents an upper bound also for E[S * n 0 ]. This paves the way for mimicking the same argument as in Blackwell and Dubins (1962) , to obtain lim sup
the last inequality being valid for every n0 > e e . Combination of a well-known Lévy martingale convergence theorem with the σ(ξ)-measurability ofp (see (2)) yields lim sup k→+∞ E S * n 0 |ξ (k) = S * n 0 and then lim sup n→+∞ n log log n d
n log log n . To conclude, notice that
, where, from the HartmanWintner law of iterated logarithm, ρ{limn→+∞ G * k,n ≤ √ 2σ k (p) |p} = 1 with probability one, which establishes (8).
As to the proof of (9), write
and notice that
where the last equality follows from the fact that theξi's are conditionally i.i.d., givenp, through Proposition 6.6 in Kallenberg (2002) . Now, Lemma 1 of Section 27 in Billingsley (1995) entails
p,ẽ n |ξ
and the proof of (9) can be carried out, from here on, exactly in the same way as the proof of (8).
Proof of Theorem 4
To prove (10) , start from the Kantorovich-Rubinstein theorem (see, e.g., Section 11.8 of Dudley (2002)) to write
with r > 2. From a combination of (14) with the disintegration theorem one gets
for every r ∈ (2, 3], with σ(
In view of these remarks, resuming integration with respect to x yields
for every ǫ ∈ (0, δ ∧ 1], thanks to a combination of the Cauchy-Schwartz inequality with a well-known representation of moments as in Lemma 1, Section 6.2 of Chow and Teicher (1997). Moreover, for any r = 2 + η ∈ (2, 3), a combination of that lemma with the Hölder inequality gives
for every ǫ ∈ (0, δ ∧ 1] and η ∈ (0, 1) such that
1−η 1+η
(1 + ǫ) > 1. Therefore, after bounding the last term in (16) as above and taking expectation, one arrives at the conclusion that E sup n>e e n log log n d
p,ẽ n < +∞ (18) leading to the applicability of the same Blacwell and Dubins argument as in the previous subsection.
Whence, lim sup n→+∞ n log log n d
p,ẽ n and, in view of (18), one can combine the extended monotone convergence theorem for decreasing sequences, the law of iterated logarithm and (17) to obtain lim sup n→+∞ n log log n d
To prove (11) , one can resort to a general argument which shows how to bound d
With a view to further developments, to proof will be framed in an abstract setting. At the beginning, fix m ∈ N and use again the Kantorovich-Rubinstein theorem to write
where Lip1(d Since the argument is rather technical, its complete explanation will be presented, within a more general framework, in a paper in preparation. Here, one confines oneself to mentioning its basic steps. First, the desired property of F h is proved, assuming that X does not contain any isolated point, only for all discrete uniform distributions in [X] . In fact, thanks to a Birkhoff theorem on optimal matching (see, e.g., Consequently, one can resort to the already utilized Blackwell-Dubins argument to obtain (12) directly from (19) .
As to (13) , one gets its validity directly from (12) . Indeed, since it has already proved at the end of Subsection 4.5 that d q(ξ (n) ), δẽ n ≤ E[d
[X] (p,ẽn) |ξ (n) ] .
Proof of Proposition 6
Ifp(A) =λ 
