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I

Abstract
Effective field theories are a widely used tool to study physical systems at low energies. We apply them to systematically
analyze two and three particles interacting via tensor potentials. Two examples are addressed: pion interactions for
D¯0D∗0 scattering to dynamically generate the X (3872) and dipole interactions for two and three bosons at low energies.
For the former, the one-pion exchange and for the latter, the long-range dipole force induce a tensor-like structure of the
potential. We apply perturbative as well as non-perturbative methods to determine low-energy observables.
The X (3872) is of major interest in modern high-energy physics. Its exotic characteristics require approaches outside
the range of the quark model for baryons and mesons. Effective field theories represent such methods and provide access
to its peculiar nature. We interpret the X (3872) as a hadronic molecule consisting of neutral D and D∗ mesons. It is
possible to apply an effective field theory with perturbative pions. Within this framwork, we address chiral as well as
finite volume extrapolations for low-energy observables, such as the binding energy and the scattering length. We show
that the two-point correlation function for the D∗0 meson has to be resummed to cure infrared divergences. Moreover,
next-to-leading order coupling constants, which were introduced by power counting arguments, appear to be essential
to renormalize the scattering amplitude.
The binding energy as well as the scattering length display a moderate dependence on the light quark masses. The
X (3872) is most likely deeper bound for large light quark masses. In a finite volume on the other hand, the binding
energy significantly increases. The dependence on the light quark masses and the volume size can be simultaneously
obtained.
For bosonic dipoles we apply a non-perturbative, numerical approach. We solve the Lippmann-Schwinger equation
for the two-dipole system and the Faddeev equation for three bosonic dipoles. Scattering amplitudes are ultraviolet
divergent and have to be regularized. A single, isotropic S-wave operator is insufficient to properly renormalize and a
linear combination of, in general anisotropic, short-range interactions has to be introduced.
Bound states can be classified by parity and projection of the orbital angular momentum on the dipole moment. Both
quantum numbers are conserved. Moreover, binding energies can be divided into different sets characterized by multiple
angular momentum quantum numbers. However, different sets couple among each other and the spectrum displays
avoided level crossings whenever two of them come close.
We further determine the bound-state spectrum for three bosonic dipoles. The Faddeev equation decouples if the two-
body threshold is dominated by a particular projection of orbital angular momentum. We solve it for the case of vanishing
projection quantum number. It appears that bound states are universally determined by two-body low-energy observables
and no explicit three-body forces have to be included to assure regulator independence.
Furthermore, we derive a reformulation of the Faddeev equation, which is numerically beneficial. For a proof of concept
we implement it for the S-wave projected 1/r3 potential.
III

Kurzfassung
Effektive Feldtheorien finden Anwendung, um physikalische Systeme bei niedrigen Energien zu beschreiben. Wir unter-
suchen tensorartige Wechselwirkungen zwischen zwei und drei Teilchen mittels effektiver Formalismen. Zwei Beispiele
werden in vorliegender Dissertation behandelt: Das X (3872) als D¯0D∗0-Molekül mit expliziten Pionfreiheitsgraden und
Bindungszustände zwischen zwei und drei bosonischen Dipolen. Für ersteres induzieren Pionaustäusche und für letzteres
Dipol-Dipol-Wechselwirkungen ein tensorartiges Potential. Während für das X (3872) perturbative Ansätze verwendet
werden können, setzen wir für Dipol-Rechnungen nicht-perturbative, numerische Methoden ein.
Das X (3872) ist eines der meist studierten exotischen Hadronen. Seine ungewöhnlichen Eigenschaften erfordern
Beschreibungsansätze jenseits des Quarkmodells für Baryonen und Mesonen. Effektive Feldtheorien bieten hierfür einen
geeigneten theoretischen Rahmen. Wir deuten das X (3872) als hadronisches Molekül, bestehend aus neutralen D¯0- und
D∗0-Mesonen. Mittels einer effektiven Feldtheorie, in welcher Pionen explizit berücksichtigt und perturbativ eingebunden
werden, berechnen wir Niederenergieobservablen wie beispielsweise die Bindungsenergie oder die Streulänge. Für diese
stellen wir chirale Extrapolationen und endliche-Volumen Rechnungen auf. Wir zeigen, dass Zweipunktkorrelationsfunk-
tionen resummiert werden müssen, um Infrarotdivergenzen zu beheben. Weiterhin sind Kontaktwechselwirkungen zu
nächst führender Ordnung unerlässlich um Streuamplituden konsistent zu renormieren.
Bindungsenergie und Streulänge zeigen eine moderate Abhängigkeit von den leichten Quarkmassen. Endliche-Volumen
Korrekturen sind hingegen groß.
Um Observablen für Bosonen mit dominant dipolarer Wechselwirkung zu extrahieren, werden nicht-perturbative
Methoden benötigt. Zwei-Dipol-Systeme können anhand der Lippmann-Schwinger-Gleichung untersucht werden. Mess-
größen für drei Dipole folgen aus der Faddeev-Gleichung. Beide Gleichungen können mittels numerischer Verfahren
gelöst werden. Wir zeigen, dass isotrope S-Wellen-Operatoren unzureichend sind, um Bindungsenergiespektren voll-
ständig zu renormieren. Stattdessen müssen Linearkombinationen, im Allgemeinen anisotroper, kurzreichweitiger Wech-
selwirkungen eingeführt werden.
Resultierende Bindungszustände können anhand ihres Verhaltens unter Parität und der Projektion des orbitalen Drehim-
pulses auf das Dipolmoment klassifiziert werden. Eine weitere Unterteilung erfolgt durch Zuordnung mehrerer Bahn-
drehimpulsquantenzahlen. Diese sind jedoch nur näherungsweise erhalten und koppeln untereinander.
Darüber hinaus bestimmen wir Spektren für Bindungsenergien dreier, bosonischer Dipole. Wird die Zweikörperschwelle
durch Beiträge mit bestimmter Projektion des Bahndrehimpulses dominiert, so entkoppelt die Faddeev-Gleichung. Wir
lösen diese für verschwindende Projektionsquantenzahl und finden, dass Bindungszustände im Dreikörperbereich uni-
versell durch Niederenergieobservablen zweier Dipole bestimmt sind. Es folgt, dass keine expliziten Dreiteilchenkräfte
eingebunden werden müssen, um Regulatorunabhängigkeit sicherzustellen.
Außerdem leiten wir eine alternative Formulierung der Faddeev-Gleichung her und demonstrieren am Beispiel des sin-
gulären 1/r3-Potentials numerische Vorteile.
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1 Introduction
Two peculiar characteristics of the strong force are confinement and asymptotic freedom. While the latter was thoroughly
described already in 1973 [1, 2], a rigorous proof of the former is still pending. However, both phenomena are closely
related. In quantum chromodynamics (QCD), both effects stem from self interactions of the gluons, the charge carri-
ers of the strong force. For increasing energy, the interaction strength of QCD decreases and allows for a perturbative
treatment at large energies. Conversely, at low energies, the strong coupling constant rapidly grows, demanding for
non-perturbative approaches [3]. Examples are the quark model [4], lattice QCD [5] or effective field theories such as
chiral perturbation theory [6, 7], which allowed for the prediction of numerous hadronic properties.
On the other hand, effective field theories play an increasingly important role in atomic physics [8]. With improved
cooling techniques, the experimentally accessible temperatures for ultracold atomic gases continuously decreased over
the past decades [9]. These achievements, in turn, created the possibility to prepare systems of atoms or molecules with
typical de Broglie wavelengths larger than the average particle separation, such that quantum phenomena determine
their characteristics [10]. Related experimental breakthroughs are, for example, the first realization of a Bose-Einstein
condensate (BEC) in a dilute gas of rubidium atoms [11] and, shortly after, in a gas of sodium atoms [12] or the observa-
tion of an Efimov trimer [13, 14]. Ever since, the advance of quantitative, experimental investigations requires a precise
determination of low-energy observables.
At first glance, it seems that hadronic physics and condensed matter theory for cold atoms do not have much in
common. The typical energies, usually∼ O (1 GeV) for the former and∼ O (1 meV) for the latter, are separated by roughly
twelve orders of magnitude. While colliders with dimensions ∼ O (10 km) are indispensable for hadronic experiments,
table-top setups with sizes ∼ O (1 m) are state of the art in atomic physics. Nevertheless, within an effective field theory
framework, both fields close ranks.
Similarities are evident, when taking a look at the effective potentials covered in this thesis. Anticipating Chaps. 3 and 4,
the anisotropic parts of the one-pion-exchange (OPE) potential for neutral D(∗) mesons, VOPE , and the effective interaction
between two ideal dipoles, Vdd , bear close resemblance
VOPE(q)∼
(ǫi · q)(ǫ∗j · q)
q2 −µ2 , Vdd(q)∼
(d1 · q)(d2 · q)
q2
. (1.1)
Here, q denotes the momentum transfer. Furthermore, the polarization vectors of the in- and outgoing D∗0 (D¯∗0) mesons
are ǫi and ǫ
∗
j
and the mass scale µ ≈ 44 MeV is related to the hyperfine splitting of the neutral D(∗) mesons and the
pion mass. The dipole moments of the interacting bosons are d1 and d2. When factoring out the polarization vectors or
the dipole moments, respectively, the tensor structure of both potentials becomes evident. Note that µ is comparatively
small, having in mind that typical momentum scales for hadrons are given by the pion mass ∼ 135 MeV [15]. Thus, an
almost identical potential could result, when slightly increasing the pion mass away from its physical value, e.g., in future
lattice simulations.
However, while the D∗0 mesons have spin one and accordingly three polarization vectors have to be considered, the
dipole moment is a classical degree of freedom and can be oriented arbitrarily in space. As described below, for a system
of neutral D mesons, only the coupling between S- and D-waves of orbital angular momentum has to be taken into
account. In contrast, for the dipolar system, for orbital angular momentum, all even and all odd partial waves couple
among each other, respectively. Moreover, the fine tuning of the neutral DD∗ system allows for a perturbative inclusion of
pions after resummation of the lowest-order short-distance operator to all orders [16]. For the dipole-dipole system, on
the other hand, we aim to understand the renormalization of the system. In particular, we also attempt to obtain spectra
in absence of additional short-range interactions. Moreover, we aim to describe experiments with dominant dipole inter-
action. Therefore, a non-perturbative analysis is mandatory.
In addition, the dipole-dipole system can presumably be manipulated and allows for a tuning of certain low-energy ob-
servables [17]. Although lattice simulations offer the possibility to alter some parameters, experiments for the X (3872)
are tied to the physical point.
As early as 1976, Voloshin et al. discussed the possibility of hidden-charmed dimeson states in the region of roughly
4 GeV [18]. It took almost thirty years until the discovery of the X (3872) [19], a state which can not be described as an
ordinary meson or baryon. The mass of the X (3872) is in the region of charmonium states and various assignments were
considered [20]. However, the description as a pure cc¯-state is unfeasible due to isospin violations in X decays [21].
Unconventional states are thus mandatory and dominate the nature of the X (3872) [22, 23].
There are various interpretations for the X , e.g., as a tetraquark state [24, 25], a charmonium [26], a hadronic molecule
1
[27, 28, 29, 16] or a hybrid of a charmonium and a molecular state [30, 31]. For a recent review of exotic states and a
more elaborate list of publications we refer to Ref. [32].
The signal for the first observation of the X by the Belle Collaboration is shown in Fig. 1.1. The decay chain proceeds as
B± → K±(X (3872)→ π+π−J/ψ). The quantities Mbc , Mπ+π−J/ψ and ∆E are defined as Mbc ≡ [(ECMbeam)2 − (pCMbeam)2]1/2,
Mπ+π−J/ψ as the invariant π
+π−J/ψ mass and ∆E ≡ ECMB − ECMbeam with the beam energy in the CM system ECMbeam and the
B meson candidate’s energy and momentum ECMB and p
CM
beam, respectively [19]. The central plot shows a clear signal at an
energy of 3872 MeV belonging to the X . The X is extremely narrow and the width in Fig. 1.1 is exclusively determined
by the detector’s resolution. Choi et al. give as an upper limit with 90% confidence level ΓX < 2.3 MeV [19]. The current
upper bound for the X is ΓX < 1.2 MeV [33].
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Figure 1.1.: Experimental evidence for a signal in the 3872 MeV region in B± → K±π+π−J/ψ decays reported by the Belle
Collaboration. Adapted from “Observation of a narrow charmonium-like state in exclusive B±→ K±π+π−J/ψ decays,” by S.K. Choi
et al., Phys. Rev. Lett. 91, 262001 (2003). Adapted with permission.
After the discovery of the X in 2003 by the Belle Collaboration [19] and its confirmation by the CDF Collaboration just
about a month after [34], its quantum numbers remained uncertain for almost a decade [35]. First, its charge conjugation
was determined to be C = + by its observed decays into J/ψγ [21, 36]. For angular momentum and parity, all but two
competing possibilities, namely J PC = 1++ and J PC = 2−+, were ruled out in Ref. [37]. While some experimental data
favored the J PC = 2−+ hypothesis [38], other supported J PC = 1++ [39]. However, in Ref. [40], the authors pointed
out that the discrepancy between experiments is presumably overrated. One of the first (quenched) lattice simulations
performed for the X preferred the J PC = 1++ assignment [41]. It was not before 2013 that the LHCb Collaboration was
able to finally determine angular momentum and parity to be J PC = 1++ with a 5σ significance [35].
In Fig. 1.2 we show the event distribution in the cosine of the helicity angle of the X , cosθX , by the LHCb Collaboration.
The top and bottom plot differ in the discrimination of events in the cosine of the helicity angle of the final-state pions,
cosθππ. The data is compared to the outcome of a simulation for the different hypotheses J
PC = 1++ and J PC = 2−+.
The branching fractions of X decays into J/ψπ+π− [42] and J/ψπ+π−π0 [38] are of similar magnitude. Their ratio
is given as [33]
B[X → J/ψπ+π−π0]
B[X → J/ψπ+π−] = 0.8± 0.3. (1.2)
The decays to the two and three final state pions proceed predominantly via J/ψρ and J/ψω intermediate states, re-
spectively. While the ρ has isospin 1, the ω has isospin 0 and thus, ratio (1.2) indicates a large violation of isospin in
X decays. However, the authors of Ref. [43] pointed out that isospin violations could be enhanced due to phase space
effects and therefore, estimates like (1.2) possibly overrate the isospin breaking. Nevertheless, isospin is clearly not
preserved and hence, an interpretation of the X as pure charmonium state is implausible. A possible explanation is given
by a delicate mass cancellation, when interpreting the X as a hadronic molecule of neutral D¯D∗ (DD¯∗) mesons.
The interpretation of the X as a hadronic molecule is appealing for several reasons. First of all, it naturally explains the
proximity of the mass of the X to the neutral DD∗ threshold. Using the latest values from the review of particle properties
[33], we find for the mass difference
EX ≡ mD +mD∗ −mX = (0.11± 0.21) MeV, (1.3)
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Figure 1.2.: Distribution of events in the cosine of the helicity angle of the X , cosθX , for the decay channel B
+ → K+(X (3872)→
π+π−J/ψ). The analysis is performed for all X candidates (top) and those for which | cos(θππ > 0.6)| (bottom). The data is
compared to simulated distributions for the hypotheses J PC = 1++ and J PC = 2−+. Adapted from “Determination of the X (3872)
meson quantum numbers,” by R. Aaij et al., Phys. Rev. Lett. 110, 222001 (2013). Adapted with permission.
with mD, mD∗ and mX being the masses of the D
0 (D¯0), D∗0 (D¯∗0) and X , respectively. In the molecular picture expres-
sion (1.3) is the binding energy. Note that it is experimentally not excluded that the X is not bound but a resonance. The
calculations presented in this thesis are also applicable to this scenario with minor modifications. However, for conve-
nience, we assume that EX > 0 from now on and use EX = 0.1 MeV. The binding energy is extremely small compared
to a typical energy scale set by one-pion exchange ∼ m2
π
/2MDD∗ ≈ 10 MeV with the reduced D¯0D∗0 mass MDD∗ . Due to
the small binding energy, the X displays universal properties. To lowest order it obeys the universal relation between the
S-wave scattering length and the binding energy as = 1/
p
2MDD∗EX [8] from which we infer as ¦ 5 fm. In Chap. 3.1,
we introduce an effective field theory, called XEFT, which allows for a systematic calculation of corrections to universality
[16].
The molecular interpretation further explains the isospin violations in X decays. The above mentioned nearness of the X
mass to the neutral DD∗ threshold induces a dominance of the neutral D(∗) mesons over the charged ones, which lie about
8 MeV above threshold. Due to this exceptional fine tuning, the X is not an eigenstate in isospin space, but an admixture
with an I = 0 and I = 1 component. We further elaborate on charged states and consequential isospin violations in
Chap. 3.1.4.
To obtain the correct behavior under charge conjugation, we need to superimpose1
X =
1p
2
 
D0 D¯∗0 + D¯0D∗0

. (1.4)
The X is then eigenstate to the charge conjugation operator with eigenvalue +1. The X and the D∗0 have spin one,
whereas the D0 is a scalar particle. Consequently, the D0 and the D∗0 can interact in an S-, a P- or a D-wave. The
behavior under parity further restricts the allowed angular momenta. The intrinsic parity of the D mesons is −1. From
the interaction we get another factor of (−1)L and accordingly, to obtain a positive parity for the X , only S- or D-wave in-
teractions contribute. In general, those are coupled. Since we are considering a low-energy theory, D-waves are strongly
suppressed [44]. However, in the finite volume, D-waves might actually be enhanced, as already seen for nucleon-
nucleon interactions [45]. A coupled-channel analysis by Garzon et al. [46] shows that for the volumes we regard in
Sec. 3.3, D-waves are negligible.
1 For shorthand notation we use D¯0D∗0 to refer to the X channel.
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There are several approaches to treat the X in the molecular picture. In Ref. [22], Braaten and Kusunoki use an effective
field theory in order to calculate effects of the unnaturally large scattering length of the D¯0D∗0 system on observables
of the X . They use a Hamiltonian with contact interactions only and investigate the possibility of a fine-tuned P-wave
charmonium to the D¯0D∗0 threshold to explain the unnaturally large scattering length. They further explain the absence
of D0D0 D¯∗0 Efimov states which, in principle, can occur in systems with unnaturally large scattering length [47]. In
Refs. [48, 49], a non-perturbative approach is used to calculate line shapes for the X and the dependence of the binding
energy on the light quark masses. The X is treated as a three-body D0 D¯0π system and the arising Faddeev equations are
solved numerically. In particular, in Ref. [48], the authors investigate the effect when transitioning from a static pion
approximation to a system with dynamic pions and found that the decay width decreases about a factor of two. However,
for most observables, including the binding energy, a static pion approximation works well. Moreover, they confirmed the
possibility of a perturbative treatment of pions used in Ref. [16]. The effective field theory of Ref. [16], called XEFT, with
a consistent power counting, systematically derived from heavy hadron chiral perturbation theory, is used in this thesis
to calculate chiral and finite volume extrapolations. We extensively discuss XEFT in Sec. 3.1. Braaten extended XEFT to
a Galilean-invariant version [50], exploiting that mass is nearly conserved in decays of the D∗0 to D0π0. It enables the
inclusion of the decay width of the D∗0 to D0γ and further makes it possible to renormalize for variable quark masses
at next-to-next-to-leading order (NNLO) and beyond. Starting from NNLO the effects of Galilean-invariant interactions
and mπ/mD-suppressed terms have to be considered, since they are in the same order as, for example, the two-pion
exchange. Note, however, that at NNLO effects of relativistic pions might also be important as studied in detail in Ref.
[51] for nucleon-nucleon scattering.
Moreover, in Ref. [52], XEFT is applied to the decays of X (3872)→ χcJπ0 (J = 0, 1, 2) and X (3872)→ χcJπ0π0 (J =
0, 2). The cross section for the breakup reaction when a charged pion is scattered of the X , i.e. π+X (3872)→ D∗+ D¯∗0, is
calculated in Ref. [53].
In the above presented works on the X , the large spatial extent was exploited in order to construct the underlying
effective field theories. Contrariwise, for lattice studies, the large length scales which govern the physics of the X , con-
stitute a severe problem. Despite the above mentioned quenched lattice simulation [41], results of a full simulation
were first available in 2013 [54]. With light quark masses at about four times the physical value and on a lattice with a
spatial extent of about 2 fm, Prelovsek et al. found a candidate for the X about (11±7) MeV below the D¯0D∗0 threshold.
However, due to the large light quark masses and in particular, the comparatively small volume, systematic errors are
expected to be large. Subsequently published lattice studies use volumes and light quark masses of similar size [55, 56]
and it is not to be expected to obtain results for physical light quark masses on volumes with a spatial extent much larger
than typical length scales of the X , soon. Accordingly, chiral extrapolations and a systematic derivation of finite volume
corrections are essential.
In this thesis, we provide chiral and finite volume extrapolations for the X . For two particles, Lüscher showed that finite
volume observables are entirely determined by the infinite volume S-matrix elements [57, 58]. By implication, it is pos-
sible to extract meaningful results for physical observables from simulations performed in a finite volume. Beane et al.
showed that this is also possible if the system has an unnaturally large scattering length [59]. But for D¯0D∗0 scattering,
depending on the light quark mass, the D∗0 meson can decay to D0π and on-shell D0 D¯0π intermediate states are present.
To account for corresponding three-body effects, pion fields have to be included as explicit degrees of freedom. Three par-
ticles are at the frontier of current finite volume calculations. Just recently, proof was given that also for three particles in
a box, the spectrum is determined by the infinite volume S-matrix elements [60, 61, 62]. Explicit calculations were per-
formed, e.g., for the a1(1260), interpreted as πρ resonance [63]. Moreover, triton properties were addressed in Ref. [64],
based on foregoing work on the Efimov spectrum in a finite, cubic box in Ref. [65]. Also, implications for two-body bound
states in a moving frame were investigated in Ref. [66]. An approach to obtain two-body energy spectra when inelastic
channels are present utilizing the optical potential is introduced in Ref. [67]. Furthermore, an analytical expression
for finite volume corrections to the binding energy of three particles interacting via a contact interaction in the unitary
limit, is given in Ref. [68]. For the X , a finite volume, coupled-channel analysis without explicit pion fields was carried
out in Ref. [46]. An investigation including pions was outstanding, however, and is one of the major subjects of this thesis.
Moreover, we present detailed studies for systems of two and three bosonic dipoles. A particularly appealing feature
of the dipolar interaction is its anisotropic character. It presumably provides the opportunity to specifically manipulate
systems of atoms and molecules at ultralow temperatures. Extending the current possibilities to fine-tune systems could
enable to study interplays between different physical observables in greater detail and is thus of major interest in present
experiments and theoretical explorations [10].
Nowadays, Feshbach resonances [69] are widely used to fine-tune low-energy observables [8]. They are quite well
understood and were observed, for example, for systems of 23Na atoms [70], for 133Cs atoms [71] and for 6Li atoms
[72]. In a subsequent experiment with (fermionic) 6Li atoms, it was possible to fine-tune the scattering length with
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the aid of Feshbach resonances to form stable 6Li2 molecules and to observe Bose-Einstein condensation [73]. In the
aforementioned gas of cesium atoms, Feshbach resonances were exploited to give the first experimental evidence for
an Efimov resonance [13]. In particular, they were observed for an ultracold gas of 52Cr atoms [74], which have an
exceptionally large magnetic dipole moment. In a subsequent experiment, it was possible to generate a BEC [75] with
significant anisotropic dipolar character. A strongly dipolar BEC was reported in Ref. [76]. The strength of (long-range)
dipolar interactions compared to short-range contributions to the potential can be estimated with the quantity [10]
εdd ≡
Md2
3as
, (1.5)
with particle mass M , dipole moment d and S-wave scattering length as. For εdd > 1, the dipolar dominates over
the short-range interaction and vice versa. For Ref. [76] the authors achieved εdd ≈ 1 by reducing as using Feshbach
resonances.
Figure 1.3.: Experimental evidence for a Bose-Einstein condensate of (strongly dipolar) dysprosium. Shown is the time-of-flight
measurement for the radial extension of a dilute dysprosium condensate for three different temperatures. Adapted from “Strongly
dipolar Bose-Einstein condensate of dysprosium,” by M. Lu et al., Phys. Rev. Lett. 107, 190401 (2011). Adapted with permission.
The first BEC where εdd > 1 without an explicit tuning of as, was created by the authors of Ref. [77]. They used a
dilute gas of dysprosium atoms, the element with the highest magnetic dipole moment [78], and found Bose-Einstein
condensation for temperatures below Tc = 100± 20 nK. Figure 1.3 shows the momentum distribution of the condensate
for various temperatures obtained from time-of-flight measurements. To describe a BEC of strongly dipolar atoms, the
Gross-Pitaevskii equation [79, 80] can be extended to account for anisotropic interactions [81, 82]. It can be solved
analytically in the Thomas-Fermi limit2 and an inverted parabola is expected [83]. In Fig. 1.3, in addition to the parabolic
momentum distribution, a Gaussian fit for the thermal background was performed and the inverted parabola is evident
for T ® Tc .
Optical lattices offer another opportunity to enhance the dipole-dipole interaction energy over motional and short-
range interaction energies [84]. An optical lattice filled with bosonic erbium atoms, with large magnetic dipole moment,
was experimentally realized [85] and theoretically described [86]. For fermionic potassium-rubidium molecules, it was
possible to moderately tune the dipole-dipole interaction strength [87] by means of a lattice.
Moreover, plenty of universal phenomena are predicted to be present in a gas of ultracold polar molecules. For exam-
ple in Refs. [88, 89] the authors analyze the dependence of the elastic scattering cross section on the scattering energy
2 In the Thomas-Fermi limit the kinetic energy at zero-point is negligible compared to the trapping and interaction energy.
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and find that results are independent of the details of the short-range interaction. Though, they are sensitive to the
regulator used to remove ultraviolet divergences. The dependence on the radius of the hard-sphere regulator is studied
in Ref. [88]. An analysis removing any influence of the regulator on physical observables has not been available. We
thoroughly investigate and remove the regulator dependence within an effective-theory framework.
In Ref. [90] two- and three-dipole systems are addressed. Also here, results depend on the radius of the hard-sphere
regulator. However, the authors show that the dependence of the (two-body) binding energy on the S-wave scattering
length is the same for all threshold resonances. Moreover, they determine the three-body recombination rate, i.e. the
rate at which two of three polar molecules form a dimer and interact with the left over particle. They show that it is
solely determined by two-body scattering length. In Ref. [91] three bosonic dipoles are studied within a hyperspherical
formalism. It is found that the Efimov effect exists for polar molecules in the vicinity of a two-body resonance. The
predicted three-body binding energies are exclusively determined by two-body observables, similar to Ref. [90]. How-
ever, a fully non-perturbative investigation of two- and three-dipole interactions, particularly with an emphasis on the
renormalization of the two-dipole system has not been carried out and is provided in this thesis.
In all above mentioned analyses and in the here presented work, dipoles are assumed to be pointlike. In real ex-
periments, deviations due to a finite spatial extension are small [90] but internal degrees of freedom and excitations
coming along with those might play an important role. It is therefore desirable to prepare gases of atoms or molecules
in their ground state in order to compare to theory. Moreover, a control over internal degrees of freedom is essential in
order to be able to cool down a gas of atoms or molecules. While atoms are comprehended well, as earlier mentioned
experiments demonstrate, molecules possess a much more sophisticated and less understood internal structure due to
additional rotational, vibrational and hyperfine states.
First steps towards control over molecular gases have been taken. In Ref. [92] the authors report the preparation of a gas
of highly dipolar potassium-bromide molecules in their ground state. Control over transitions between different excited
states was recently achieved for potassium-sodium molecules in Ref. [93]. With the advance of cooling and controlling
techniques, it should be possible to further manipulate and investigate gases of strongly polar molecules, opening new
opportunities in the field of physics at ultralow temperatures.
This thesis is divided into three parts: about effective theories, the X (3872) and bosonic dipoles. Basics about ef-
fective theories are given in Chap. 2 . We exemplify how to construct an effective theory starting from fundamental
symmetry considerations. Different regularization techniques and renormalization schemes are introduced by means
of a pure contact theory. Moreover, we elaborate on bound states in a finite volume and derive shifts for the binding
energy. Subsequently, as an example for long-range interactions, the singular 1/r2 and 1/r3 potentials are discussed in
an effective-theory framework.
Chapter 3 is dedicated to the X (3872). At first, we elaborate on the phenomenology of the X (3872) and introduce
the effective field theory we use in order to describe the X (3872) as a hadronic molecule, called XEFT. The Feynman
rules, derived from the XEFT Lagrangian, are formulated and the power counting is discussed in detail. Furthermore, we
elaborate on the role of pions. Their explicit inclusion is an essential feature of XEFT.
Chiral extrapolations for the X (3872) are derived in the second section of the third chapter. We calculate the scattering
amplitude and cure emerging infrared divergences by resumming the D∗0 self-energy. This procedure generates a width
for the D∗0 meson. After renormalizing at the physical point, we study chiral extrapolations for the binding energy and
the D¯0D∗0 S-wave scattering length. In particular, we describe a method on how to extract shifts for the binding energy
from perturbative corrections to the scattering amplitude. We estimate for which quark masses XEFT is valid and present
quantitative results subsequently.
Finite volume corrections to the binding energy are subject of the third and last section of Chap. 3. We rederive the
transition amplitude for D¯0D∗0 mesons confined in a cubic box with periodic boundary conditions. Again, the D∗0 me-
son’s self-energy is of central importance and now induces a mass shift. A peculiarity of D¯0D∗0 scattering in the finite
volume are on-shell three-body D¯0D0π intermediate states which induce singularities. They have to be treated carefully
and further restrict the range of validity of XEFT. Thereafter, we apply the above mentioned method, now to the finite
volume amplitude, and extract the binding energy. In addition, we use a second approach based on the effective range
expansion. It can be utilized for quark masses for which no on-shell three-body intermediate states exist. It serves to
check our results for consistency. Eventually, we show our combined results for the volume and quark mass dependence
of the binding energy.
Dipole-dipole interactions are covered in the fourth chapter. We establish an effective theory in order to describe
non-relativistic dipoles. At its bottom is the long-range dipole-dipole potential. We shortly review the derivation of the
potential and present a possible manipulation technique. Symmetries and consequential conservation laws are discussed
in detail. To account for unresolved effects of physics beyond the scales integrated out of the effective theory, suitable
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short-range operators are formulated. Moreover, a Gaussian cutoff regulator is used to remove ultraviolet divergences.
The full potential is then projected on partial waves. We work in two different coordinate systems. On the one hand,
we use cylindrical coordinates. They exploit the symmetry of the potential and the arising integral equations decouple
completely. On the other hand, spherical coordinates increase the attainable accuracy, but come along with a coupled
system of integral equations. The approaches complement one another and can be used to cross-check. At the end of the
first section we present bound-state spectra for two bosonic dipoles for various quantum numbers and dipole tunings.
Three-dipole systems are addressed afterwards. The bound-state Faddeev equation is introduced and solved for the
simpler case of a separable potential. For the non-separable dipole-dipole potential the Faddeev equation is projected on
cylindrical partial waves. It can be simplified if the two-body threshold is dominated by a particular partial wave and
the three dipoles are shallowly bound. We solve the Faddeev equation numerically and analyze the three-body spectrum.
At the end of the fourth chapter, an alternative formulation of the Faddeev equation is presented, which is beneficial for
numerical studies and can, for instance, be solved more cost-efficiently. For a proof of principle, we project it on spherical
partial waves and solve it for the non-separable 1/r3 potential.
In the appendix we derive the explicit expressions for selected Feynman amplitudes, for the infinite volume in
App. A.1.1 and for the finite volume in App. A.2.1. Moreover, we calculate the mass shift induced by a non-relativistic
self-energy diagram in App. A.3. For dipole interactions we Fourier transform the potential from coordinate to momentum
space and vice versa in App. B.1. The partial wave expansions in a cylindrical as well as in a spherical basis are derived
in Apps. B.2.1 and B.2.2, respectively. A relation between both representations is given subsequently in App. B.2.3. De-
tails for the numerical implementation of the two-dipole problem are subject of App. B.3. Besides, we present various
bound-state spectra for quantum numbers other than m = 0 and P = + in App. B.4. A method to check for convergence
in the truncation parameter, introduced for the Lippmann-Schwinger equation in a spherical coordinate system, can be
found in App. B.5. Three-body dynamics are addressed in subsequent sections. The Faddeev amplitudes are projected
on cylindrical partial waves in App. B.6. Afterwards, details on the numerical implementation are given. At the end,
we derive an alternative formulation of the Faddeev equation in App. B.8 and project it on spherical partial waves in
App. B.9.
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2 Effective theories
Effective theories play a central role throughout this thesis. In this chapter we want to introduce fundamental concepts.
We encourage the use of an effective theory description and discuss which requirements are at its basis. Moreover, we
describe how to construct an effective theory. Explicit examples are given, beginning with pure contact interactions. In
particular we discuss the regularization and renormalization following different approaches. Finite volume effects for
contact theories are subject of the third section. Subsequently, we introduce long-range potentials, here the 1/r2 and
1/r3 potential, which can not be modeled with effective short-distance operators. The potentials are regularized and
renormalized. Typical spectra are presented and discussed at the end.
For comparability reasons, we consistently utilize non-perturbative approaches, throughout this chapter and in Chap. 4
for two and three dipoles. We remark that for certain systems, for example for particles interacting via pure contact
interactions or the X (3872), it is also possible to calculate scattering amplitudes perturbatively [94, 16] (cf. Chap. 3).
2.1 Renormalizability, symmetries and power counting
Effective theories play a crucial role in all areas of physics and presumably all of presently used physical theories are in
some sense an effective theory. For a detailed review about effective theories we refer to [95].
The basic idea is to exploit the fact that all physics experiments take place at a certain energy scale. Consider, for exam-
ple, a collider experiment. An appropriate measure of the experiment’s energy scale is the invariant mass. All particles
with masses below the invariant mass and the correct quantum numbers can be created on-shell, can thus propagate and
mediate non-local interactions. Particles with a mass much larger than the invariant mass of the collider can not exist
on-shell and therefore their effect can be absorbed in local interactions [96].
Another example are atomic experiments. Here, the particles’ kinetic energy can be used as an estimate for the exper-
iment’s typical energy. It is possible to assign a de Broglie wave length proportional to the square root of the inverse
kinetic energy. The experiment’s resolution is then limited by the de Broglie wave length. The effect of physics at smaller
length scales or, equivalently, larger energies can again be included by a set of local operators. For each local operator
a new low-energy constant appears, which has to be fitted to experiment or the underlying theory. We give an explicit
example for the construction of an effective theory in Sec. 2.2.
The allowed short-distance operators are constrained by the symmetries of the underlying theory, e.g., the conservation
of quantum numbers. It implies that when, for example, describing strong interactions with short-distance effective
operators these have to conserve parity. Whereas for an effective theory for the weak interaction, four-point interaction
vertices have to account for the parity-violating nature of the weak force [97].
Further principles which have to be fulfilled are analyticity and unitarity of the scattering amplitude together with the
correct causality properties. These requirements narrow down the possible operators which may be included [98].
Nonetheless, there are infinitely many. In this sense, effective theories are non-renormalizable. In particular, when cal-
culating n-point functions in an effective quantum field theory, all amplitudes are superficially ultraviolet divergent and
infinitely many counterterms are required in order to absorb these divergences.
However, it is still possible to systematically include effective interactions into the theory by means of the power counting.
A crucial feature of effective theories is a separation of scales [98]. It is possible to divide the theory into different energy
regions as mentioned before. The low-energy scale, Mlo, at which a certain experiment takes place and the high-energy
scale, Mhi , which is experimentally not accessible. Short-range operators can then be ordered in powers of the ratio of
energy scales Mlo/Mhi and, depending on the desired precision, be included up to a maximum power of the ratio.
Considering weak decays, the low-energy scale is the difference of the mass of the decaying particle and its decay prod-
ucts. The high-energy scale, on the other hand, is the mass of the weak gauge bosons. Once the low-energy constants
are determined from one decay process, e.g., the β+ decay of 14O→ 14N ∗+ e+ +νe, it is possible to calculate low-energy
observables such as decay widths for other β decays or for the µ decay [97]. Considering the large mass of the weak
gauge bosons (mW ≈ 80.39 GeV, mZ ≈ 91.19 GeV [33]) compared to typical released kinetic energies (O (1 MeV)), often
just one low-energy constant is sufficient to describe the decay process accurately, known as Fermi’s constant.
On the other hand, in a collider experiment with an invariant mass close to mW , the weak gauge bosons have to be
included explicitly as additional degrees of freedom and aforementioned effective field theory description fails. The high-
energy scale can thus be interpreted as a breakdown scale of the effective theory or a scale above which new degrees of
freedom become important.
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2.2 Pure contact theories
In the following, we give an explicit example how to construct an effective theory using short-distance operators only.
Since renormalization plays a central role in this thesis, we illustrate how to renormalize a pure contact theory in detail.
Different renormalization schemes used in upcoming chapters are presented and fundamental techniques are introduced.
We further explicitly calculate certain observables and exemplify how to embed an effective theory in a finite volume.
It is worth mentioning that pure contact theories are by no means just toy models but find their application in different
fields of physics and are a powerful tool in order to make predictions for experiments or computer simulations. Examples
range from classical physics, where the kinetic gas theory is presumably the best known theory with contact operators
only, to modern particle and condensed matter theory. For example, Bose-Einstein condensation can be described to
great precision using short-distance degrees of freedom only [99]. Furthermore, Fermi’s four-point interaction models
the weak interaction at low energies to high accuracy [97] and pionless effective field theories are widely used in particle
physics to mimic the real interaction between, e.g., nuclei [100] or D mesons [101], to name just a few.
2.2.1 Short-distance operators
We consider two pointlike and non-relativistic particles with mass M . The underlying theory we attempt to parametrize
shall be invariant under rotations, i.e. conserves angular momentum. There are different approaches how to construct
a suitable short-range interaction. Common examples are rectangular potential barriers [8] or a series of Dirac delta
functions [96]. We use the latter parametrization since its representation in momentum space is particularly simple and
does not suffer from oscillatory behavior.
We first write down a potential in coordinate space. The allowed terms are ordered by the typical momentum at which
the calculations are carried out or experiments take place, respectively, over the momentum scale integrated out of the
theory. Considering, for instance, a pionless theory for nucleon-nucleon scattering, the latter scale is the pion mass. An
explicit potential takes the form [96]
U(r) = c0δ
(3)(r) +
c2
2
∇2δ(3)(r) + · · · , (2.1)
where the dots denote higher-order terms, compatible with the symmetries of the underlying theory and suppressed
according to the power counting. The ci are the coupling constants, coming with i derivatives. They have to be matched,
either to the underlying theory or to experiment.
A common method is to match the coupling constants to an effective range expansion whose parameters are de-
termined by experiment or to the outcome of a lattice calculation. The latter is an alternative approach to solve the
underlying theory non-perturbatively. It will play an important role in Chap. 3. To match the coupling constants to an
effective range expansion we follow Ref. [22].
We work in momentum space and thus need the Fourier transform of the potential (2.1). It reads, already projecting
on S-waves
V (ℓ,ℓ′) = c0 +
c2
2
(ℓ2 + ℓ′2) + · · · , (2.2)
with the absolute values of the relative in- and outgoing momenta ℓ and ℓ′, respectively. As a next step, we solve
the Lippmann-Schwinger (LS) equation, introduce different techniques to regularize ultraviolet divergences and match
observables of the low-energy theory.
A completely equivalent approach to construct an effective theory is to use a Lagrangian formulation. We follow this
approach in Chap. 3 for the X (3872).
2.2.2 Renormalization schemes
We consider S-wave scattering in the non-relativistic limit. The LS equation for scattering at energy E then only depends
on the absolute values of the external momenta and reads
T (E,ℓ,ℓ′) = −V (ℓ,ℓ′) +
∫
d3k
(2π)3
V (ℓ, k)
1
E − k2/M + iε T (E, k,ℓ
′). (2.3)
We already performed the contour integration over the zeroth component of the momentum. Furthermore, the potential
is separable in the in- and outgoing momenta. From now on, we omit any higher-order terms in our effective theory
expansion for convenience. Considering on-shell scattering only, we can simplify Eq. (2.3)
T (p2) =− c0 − c2p2 −M T (p2)
∫
d3k
(2π)3
1
k2 − p2 − iε

c0 +
c2
2
(p2 + k2)

=− c0 − c2p2 −M T (p2)

c0 I0(p
2) +
c2
2
p2 I0(p
2) +
c2
2
I2(p
2)

, (2.4)
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with M E = p2 = ℓ2 = ℓ′2. The loop integrals I0(p
2) and I2(p
2) are defined as
I0(p
2)≡
∫
d3k
(2π)3
1
k2 − p2 − iε , (2.5)
I2(p
2)≡
∫
d3k
(2π)3
k2
k2 − p2 − iε (2.6)
and are divergent. The divergences are of ultraviolet type, i.e. come from the integration over high momenta, where the
effective theory breaks down. There are different approaches how to regularize such divergences and in the following,
we introduce two which will be used in latter parts of this thesis.
Cutoff regularization
An intuitive and straightforward way to regularize ultraviolet (UV) divergences is to introduce a cutoff for high momenta,
i.e. a regulator f R(ℓ) for which holds
f R(ℓ)→
¨
1, ℓ→ 0,
0, ℓ→∞. (2.7)
The cutoff regularization is motivated by the circumstance that the effective theory is only valid up to a certain momentum
scale. The momentum at which the theory breaks down is determined by the scale integrated out of the theory, e.g., the
pion mass in case of the pionless effective field theory. The idea is then to mimic the effects of physics at high-momentum
scales by tuning the short-range operators as introduced in Eq. (2.1) or Eq. (2.2), respectively, to reproduce a chosen set
of low-energy observables. However, it has several disadvantages as well. On the one hand, it suffers from a violation of
gauge and Galilean invariance. On the other hand, expressions tend to be lengthier than for dimensional regularization.
To implement the cutoff, we rewrite the potential
V (ℓ,ℓ′)≡ f R(ℓ)V R(ℓ,ℓ′) f R(ℓ′) (2.8)
and we obtain the regularized LS equation for the regularized T -matrix, T R(p2), which reads, starting from Eq. (2.4)
T R(p2) =− c0 − c2p2 −M T R(p2)
∫
d3k
(2π)3
f R(k2)
k2 − p2 − iε

c0 +
c2
2
(p2 + k2)

=− c0 − c2p2 −M T R(p2)

c0 I
R
0
(p2) +
c2
2
p2 IR
0
(p2) +
c2
2
IR
2
(p2)

. (2.9)
Note that, since our ansatz to regularize is separable, the regularized T -matrix still depends on the energy only.
For illustration we use a particularly simple choice for the regulator
f R(ℓ)≡ θ (λ− ℓ), (2.10)
where θ (x) is the Heaviside function.1 We introduced the cutoff parameter λ. The loop integrals are now divergence
free but depend on λ. They read
IR
0
(p2) =
∫ λ
0
dk
2π2
k2
k2 − p2 − iε =
1
2π2

λ−
Æ
−p2 − iεatan

λp
−p2 − iε

, (2.11)
IR
2
(p2) =
1
2π2
λ3
3
+ p2 IR
0
(p2). (2.12)
The cutoff parameter characterizes the momentum scales integrated out of the theory. We do not expect that our theory
remains valid for energies p2 ¦ λ2. We therefore assume p2 << λ2 and it is justified to expand the atan to obtain
IR
0
(p2) =
1
2π2

λ− π
2
Æ
−p2 − iε− p
2
λ

+ O

p4
λ3

(2.13)
1 We remark that the choice of a sharp cutoff regulator might be disadvantageous in certain cases and a Gaussian cutoff is preferable. First of
all, a Gaussian cutoff is globally differentiable. Furthermore, using, e.g., spherical and cylindrical coordinates, as done in Sec. 4.1, a Gaussian
regulator has the advantage of coinciding in both coordinate systems. Moreover, the Fourier transform to coordinate space of a potential with
a sharp cutoff might be oscillatory.
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and likewise for the regularized loop integral IR
2
(p2). The regularized T -matrix is then given as
T R(p2) =
4π
M
−c0 − c2p2
4π
M
+ (c0 + c2p
2)

2
πλ− 2π
p2
λ + ip

+ c2
2
πλ
3
. (2.14)
To eliminate the dependence on the cutoff parameter we use the leftover degrees of freedom, namely the coupling
constants c0 and c2. To match the coupling constants we use the effective range expansion [102]. For the on-shell
scattering amplitude holds
ip+
4π
M
1
T R(p2)
= − 1
as
+
1
2
rs p
2 + O (p4), (2.15)
with the S-wave scattering length as and the S-wave effective range rs. Expanding T
R(p2) in powers of p we obtain for
the coupling constants
c0 =
4π
M
1
1
as
− 2πλ
+
c2λ
3
3π
1
1
as
− 2πλ
, (2.16)
c2 =
4π
M
rs/2− 2/πλ
1
as
− 2πλ
2 − rs/2−2/πλ3π λ3 . (2.17)
We are now in the position to write down the renormalized2 scattering amplitude up to O (p4). It is given as
T R(p2) =
4π
M
1
− 1as +
rs
2 p
2 − ip+ O (p4)
. (2.18)
Equation (2.18) is in agreement with the general expression for the S-wave scattering amplitude
T R(p2) =
4π
M
1
p cotδs(p)− ip
. (2.19)
For the S-wave scattering phase shift δs(p) applies a similar effective range expansion as in Eq. (2.15).
The effective range parameters as and rs account for the effects of short-range physics not accessible in the experiment
of interest. They are coming from the high-momentum region and are thus of order ∼ 1/Mhi . On the other hand, p is in
the order of the typical momentum scale and therefore ∼ Mlo. Considering the denominator of the transition amplitude
in Eq. (2.18), we can confirm the power counting, i.e. the expansion in the ratio of the low- over the high-momentum
scale. The term proportional to the S-wave effective range is suppressed by (Mlo/Mhi)
2 compared to the first term∼ 1/as.
It first occurs when the c2p
2 vertex is embedded and hence we conclude that c2 accounts for higher-order effects.
We remark that the suppression of the c2p
2 vertex compared to the c0 vertex is already manifest in Eqs. (2.16)
and (2.17), when assuming that the cutoff is large compared to p. Then, the c0 vertex behaves ∼ 1/λ, whereas
c2p
2 ∼ p2/λ3 and hence is suppressed with p2/λ2. However, we emphasize that this suppression is not to be con-
fused with the power counting which does not depend on the cutoff scale λ.
We further consider a scenario in which the scattering length is unnaturally large, i.e. as ≫ rs. The scattering amplitude
has a pole at a binding energy of3
EB =
2
M r2
s

1− rs
as
−
√√
1− 2 rs
as

=
1
Ma2
s

1+
rs
as
+ O

rs
as
2
. (2.20)
2 Renormalized means that the amplitude is UV finite and does not depend on the cutoff scale anymore, i.e. that all cutoff dependence is
absorbed in the coupling constants and that the theory is already matched to reproduce a set of low-energy observables.
3 We point out the existence of a second pole at an energy of
EB =
2
M r2
s

1− rs
as
+
√√
1− 2 rs
as

=
4
M r2
s

1− rs
as
+ O

rs
as
2
.
However, since rs is counted ∼ 1/Mhi , this pole is in the high-momentum region and therefore clearly out of the range of applicability of our
effective theory.
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For rs → 0 or as →∞ we acquire the universal4 relation
EB → 1/Ma2s . (2.21)
The limit of as →∞ is also known as the resonant limit, whereas the limit of all other effective range parameters going
to zero (here only the effective range) is known as scaling limit [8]. In both limits, Eq. (2.21) can also be obtained from
scaling symmetry. Corrections of order rs/as are thus also known as scaling violations.
In the resonant or scaling limit, just one coupling constant is required, here c0. The corresponding contact operator
comes with a δ-distribution and the interacting particles are treated as if they were pointlike. Note that for as →∞ we
find EB → 0 and the scattering amplitude has a pole at threshold. Physically, at threshold the de Broglie wavelength goes
to infinity and no internal structure of the particles is resolved. Moving away from threshold, the de Broglie wavelength
decreases and higher-order contact terms have to be included to account for deviations from perfect pointlike particles.
Going to higher orders in the effective theory, the error can be systematically decreased, usually in powers of Mlo/Mhi .
But each new coupling constant has to be matched with a low-energy observable. The next term in the expansion comes
with four derivatives or a momentum to the fourth power, respectively. A suitable low-energy observable would be the
S-wave shape parameter occurring as the coefficient for the p4-term in the effective range expansion.
For further discussions, we refer to the literature [8, 103, 104].
Power divergence subtraction scheme
We present another regularization scheme, namely the power divergence subtraction (PDS). It was introduced for
nucleon-nucleon scattering [94] and is a dimensional regularization scheme. It allows for a consistent and manifest
power counting for systems with an unnaturally large scattering length. For calculations considering the X (3872), it en-
ables to perturbatively include pions (cf. Chap. 3) and systematically expand the scattering amplitude when considering
D¯0D∗0 scattering. We follow Ref. [94] to convey the general idea. Details and the methodology how to include pions
perturbatively are discussed in more detail in Chap. 3. In combination with the cutoff regularization discussed in the
previous section, the authors of Ref. [59] developed a method how to calculate observables of a two-particle system with
unnaturally large scattering length in a finite volume. The method is subject of the upcoming section.
We begin with the regularization of the loop integrals introduced in Eqs. (2.5) and (2.6). First, the integration measure
is replaced with a d-dimensional one to obtain for the loop integrals
I d
0
(p2)≡

Λ
2
3−d ∫ dd k
(2π)d
1
k2 − p2 − iε , (2.22)
I d
2
(p2)≡

Λ
2
3−d ∫ dd k
(2π)d
k2
k2 − p2 − iε . (2.23)
We introduced the PDS renormalization scale Λ, which ensures that the dimension of coupling constants is unchanged
[105]. The contour integration has been performed already and we are left with an Euclidean metric. The integrals read
I d
0
(p2) =(−p2 − iε) d−22 Γ

2− d
2

(Λ/2)3−d
(4π)d/2
, (2.24)
I d
2
(p2) =p2 I d
0
(p2), (2.25)
where we used that in dimensional regularization scaleless integrals vanish. Both loop integrals are finite in d = 3 space
dimensions, but have a pole in d = 2. In contrast to the MS scheme, where only poles in d = 3 are subtracted, in PDS
poles in both dimensions, d = 3 and d = 2, are removed. Eventually, the scattering amplitude is independent of the
renormalization scale. The consequence of such a subtraction scheme, however, is that diagrams of higher orders are
manifestly suppressed even for unnaturally large scattering length. As opposed to the MS scheme, the suppression is
evident already when regarding the coupling constants, similar to the cutoff regularization.
We proceed with the evaluation and regularization of the loop integrals (2.24) and (2.25). Using PDS and taking the
limit d → 3 afterwards, we obtain
I0(p
2)
PDS−−→ 1
4π

Λ−
Æ
−p2 − iε

, (2.26)
I2(p
2)
PDS−−→ 1
4π
p2

Λ−
Æ
−p2 − iε

. (2.27)
4 Universal means that relations are not dependent on the precise form of the interaction itself but on low-energy observables only.
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Note the similarity to the cutoff regularized loop integral I0(p
2) in Eq. (2.13). The abundance of the term ∼ Λ3 makes
expressions particularly simple for the coupling constants c0 and c2 in PDS. We match the transition amplitude in PDS,
T R(p2) =
4π
M
−c0 − c2p2
4π
M + (c0 + c2p
2)(Λ+ ip)
, (2.28)
to the effective range expansion in Eq. (2.15) and obtain expression (2.18). The PDS renormalized coupling constants
read
c0 =
4π
M
1
1
as
−Λ
, (2.29)
c2 =
4π
M
rs/2
1
as
−Λ
2 . (2.30)
Again, there is a close similarity to the cutoff-renormalized expressions for c0 and c2 when omitting the λ
3 terms. In this
sense, PDS is a dimensional regularization scheme which restores the linear divergences occurring in cutoff regulariza-
tion.
The MS regularized expressions for the coupling constants coincide with Eqs. (2.29) and (2.30) when letting Λ→ 0.
Note that in MS c0 ∼ as and c2 ∼ a2s /Mhi . When going to higher orders with interactions ∼ c2np2n, one finds c2n ∼
an+1
s
/M n
hi
[94] (see also Ref. [51] for an explicit expression of c4). For large scattering length, MS regularization suggests
that coupling constants of higher orders are enhanced and the effective theory is valid over a very narrow momentum
range only. Using PDS on the other hand, Λ can be used to tune the coupling constants to be of natural size even in the
limit of as →∞. Choosing Λ ∼ Mlo, we find for the coupling constants c0 ∼ 1/Mlo, c2p2 ∼ 1/Mhi and c4p4 ∼ M2lo/M3hi .
This suppression of higher-order terms is confirmed when looking at the renormalized scattering amplitude. The next
term in the effective range expansion can be used to estimate the systematic error made by truncating. It is proportional
to the S-wave shape parameter, Ps, which is counted ∼ 1/M3hi . Therefore, its contribution is suppressed with (Mlo/Mhi)2
compared to the effective range term, which is the same suppression for the c4p
4 compared to the c2p
2 vertex using
PDS. Hence, for unnaturally large scattering length, PDS reflects the correct suppression of higher-order terms already
in the expressions for the coupling constants. It thus makes the justification of the perturbative inclusion of higher-order
interactions manifest. A method on how to extract shifts for the binding energy from perturbative amplitudes will be
given in Sec. 3.2.6.
2.2.3 Finite volume effects
A major topic of this thesis is the investigation of finite volume effects. Quantifying the errors due to finite volume effects
in a controlled way is essential since lattice simulations play an increasingly important role in modern particle physics.
Of special interest are systems with large length scales since the numerical treatment of those is particularly difficult.
The X (3872) represents such a system and is addressed in Chap. 3, where we calculate shifts up to NLO for its binding
energy. In particular, finite volume effects for the X (3872) are subject of Sec. 3.3.
In this section, we want to present fundamental relations and techniques for scattering in a finite volume. It was
Lüscher who first derived the volume dependence of the energy spectrum for two stable particles in a finite box with
large spatial extent [57, 58]. For two non-relativistic particles interacting with large scattering length Beane et al. [59]
developed a method to obtain scattering observables in a finite volume. Here, we follow their derivation. The authors
pointed out that a lattice does not have to be large compared to the scattering length of the system to extract meaningful
results. In this section, we consider two-body scattering. When three-body intermediate states are present, a more
generalized approach has to be used, which we introduce in Sec. 3.2.6 and particularly in 3.3.
We consider a spatial, cubic box with side length L and periodic boundary conditions. At the same time, we keep the time
interval infinite. This assumption is justified since lattice simulations are usually performed with significantly larger time
than spatial interval length and effects due to the finite time interval are thus much smaller. The infinite time interval
allows performing contour integrations over the zeroth component of momenta. Discretization effects are not part of this
thesis, i.e. space and time shall be continuous.
We first consider a one-dimensional plane wave with momentum ℓ on an interval of length L with periodic boundary
conditions. The periodicity implies
eiℓx
.
= eiℓ(x+L), (2.31)
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constraining the allowed momenta to be integer multiples of 2π/L. Going to three dimensions, relation (2.31) has to
hold in all three directions and therefore, momenta are an integer vector times 2π/L.
Further, loop integrals over continuous, infinite volume loop momenta have to be replaced with discrete sums. The rule
for replacement reads [57] ∫
d3k
(2π)3
V→L3−−−→ 1
L3
∑
k= 2πL n
, n ∈ Z3. (2.32)
To calculate finite volume corrections, we use the results of the previous section. The infinite volume transition amplitude
follows from Eq. (2.4). Using the d-dimensional expressions for the loop integrals (2.22), (2.23) and (2.24), (2.25),
respectively, the T -matrix reads
T (p2) =
−c0 − c2p2
1+ (c0 + c2p
2)M I0(p
2)
. (2.33)
Short-distance physics is unchanged and we expect the ultraviolet behavior to be the same as in the infinite volume.
On the one hand, it follows that the coupling constants, parameterizing the high-momentum region integrated out of
the effective theory, are unchanged when transitioning to the finite volume [57]. On the other hand, the UV divergences
are the same as in the infinite volume. To regularize the finite volume loop integral using PDS, the authors of Ref. [59]
add and subtract the infinite volume loop integral at zero energy. One infinite volume integral is regularized using PDS,
yielding the dependence on the PDS renormalization scale Λ. For the other one, as well as for the finite volume loop
integral, a momentum cutoff is introduced. Taking the limit λ→∞ for the sum subsequently, the UV finite part of the
finite volume loop integral is obtained. It follows for I0
I0(p
2)
V→L3−−−→ IR,L0 (p2) = lim
λ→∞

 1
L3
|k|<λ∑
k= 2πL n
1
k2 − p2 −
∫
d3k
(2π)3
θ (λ− |k|)
k2

+ Λ
4π
=
1
4π

Λ+
1
πL
S

Lp
2π
2
, (2.34)
where the quantity S(x) is defined as
S(x)≡ lim
λn→∞

|n|<λn∑
n
1
n2 − x − 4πλn

 (2.35)
and λn ≡ Lλ/2π. In general, the sum runs over all integer three-vectors and has to be evaluated numerically. However,
it is possible to expand the sum around certain values of the energy to obtain analytical expansions. In particular, for
negative energies far away from threshold, it is possible to use the Poisson summation formula5
1
L3
∑
k= 2πL n
f (k) =
∫
d3k
(2π)3
f (k) +
∑
n 6=0
∫
d3k
(2π)3
f (k)ei Lk·n. (2.37)
The second term then gives the difference between finite and infinite volume quantities. For negative energies, it is
exponentially suppressed.
The renormalized finite volume transition amplitude is just expression (2.33) with I0(p
2) replaced with IR,L0 (p
2). The
criteria for a pole of the transition matrix reads
1+ (c0 + c2p
2)M I
R,L
0 (p
2)
.
= 0, (2.38)
determining the energy levels of the two-particle system in a finite volume. The coupling constants are given by
Eqs. (2.29) and (2.30), respectively. The finite volume amplitude is independent of the PDS renormalization scale
Λ.
In general, there are solutions to Eq. (2.38) for negative and positive energies. The negative-energy solutions approach
5 The Poisson summation formula is a direct consequence of the Fourier representation of the Dirac comb
(2π)3
L3
∑
n∈Z3
δ(3)(k− 2πL n) =
∑
n∈Z3
ei Lk·n. (2.36)
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bound states in the infinite volume. The positive-energy solutions, however, do not have a one-to-one counterpart. They
origin from the particles being in resonance with the finite box, in other words, they occur when the extent of the box is
a multiple of the particles de Broglie wavelength. For the X (3872) we focus on the negative-energy solutions.
Depending on the parity of the state considered, the two particles are either deeper (positive parity) or weaker (negative
parity) bound [106]. The results of this section are applicable to both scenarios: finite volume, two-particle scattering
with a scattering length much larger than the side length of the box and systems for which L ≫ |as|. The latter limit
reproduces Lüschers formula (here for c2 = 0) [57, 59]
EB =
1
Ma2
s

1+
12as
L
e−L/as + · · ·

, (2.39)
where the dots represent terms suppressed with higher powers of the exponential.
2.3 Singular potentials
The previous section is concerned with short-distance physics, which can not be resolved due to a finite de Broglie
wavelength at low energies. In addition to such a short-range potential, which can be parametrized using, e.g., delta-
distributions, long-range potentials might be present. These long-distance degrees of freedom can not be replaced by a
series of tunable short-range operators since the energies of the considered experiments are sufficient to resolve details
of the long-range interaction. They have to be included explicitly. For illustrative purposes we use isotropic, inverse
power-law potentials, i.e. potentials of the type U(r) = 1/rn with n ≥ 2 and r being the two-body separation. Potentials
of this type are known as singular potentials since they diverge at r = 0 and do not necessarily posses a unique solution
to the Schrödinger equation (see [107, 108] and references therein).
Applications can be found, for instance, in atomic and molecular physics, where dipole-dipole interactions have a 1/r3
proportion [109]. Moreover, in hadronic and nuclear physics, the OPE potentials obey a similar behavior [110]. Both
potentials are subject of this thesis. As another example, 1/r6 potentials correspond to van der Waals forces and find a
wide range of application when looking at the low-energy scattering of atoms [8, 111]. In this section, we examine the
1/r3 potential since it is relevant to latter chapters, and the 1/r2 potential, as it possesses a discrete scale invariance [107]
and is closely related to a system of three bosons interacting with unnaturally large scattering length [112], discussed in
Sec. 4.2.1. Fundamental techniques are introduced and effects are discussed. They are also of interest in latter parts of
this thesis, especially in Sec. 4.1. We begin with the 1/r2 potential.
2.3.1 The 1/r 2 potential
A study of the 1/r2 potential in momentum space can be found in Ref. [107]. The authors use a renormalization group
approach to investigate the bound-state spectrum of the attractive 1/r2 potential. They use a momentum cutoff as a
regulator and parametrize short-distance degrees of freedom using delta distributions. We follow their derivation but
solve the LS equation solely numerically, introducing techniques used in upcoming chapters.
In addition to the short-range operators of the previous section (we set c2 = 0 and keep the c0 term only), we introduce
a long-range part of the potential
Ul(r) =
c
M
1
r2
, c = −1
4
− ν2. (2.40)
In contrast to the one- or two-dimensional case, in three dimensions, the attractive 1/r2 potential has to have a minimum
strength in order to possess a bound state [107] (also cf. [113] for other kinds of potentials). The constant c is the
strength of the long-range potential and is chosen such that a bound state exists for real valued ν. A Fourier transform
can be defined in d dimensions, taking the limit d → 3 subsequently [107]. We further project on S-waves. The full
potential is the sum of the short- and the long-range degrees of freedom. The momentum space representation for the
S-wave projected potential reads
V (ℓ,ℓ′) = c0 + 2π
2 c
M

θ (ℓ− ℓ′)
ℓ
+
θ (ℓ′ − ℓ)
ℓ′

. (2.41)
Note that the potential is not separable and a simplification like in Eq. (2.4) is not applicable anymore. We therefore
have to use the full LS equation (2.3).
When calculating loop contributions to the T -matrix, these are again divergent. We therefore proceed in analogy to
the previous section and introduce a momentum cutoff to regularize. However, we do not evaluate integrals analytically
but use a numerical approach to solve the LS equation.
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Further, we focus on bound states, i.e. on poles of the T -matrix. The inhomogeneous part of the LS equation, i.e. the
potential term in Eq. (2.3), can then be neglected. Moreover, it can be shown that the T -matrix separates in the region
of a bound state [114]. A common ansatz is to use
T R(E,ℓ,ℓ′) =
χ(E,ℓ)χ†(E,ℓ′)
E + EB + iε
, (2.42)
at binding energy EB and with the bound-state wave function χ . Equation (2.42) still holds for angular dependent T-
matrices, i.e. for ℓ→ ℓ (ℓ′→ ℓ′).
The LS equation simplifies to the bound-state equation
χ(E,ℓ) =
∫ λ
0
dk
2π2
V (ℓ, k)
k2
E − k2/M + iεχ(E, k), (2.43)
which is particularly advantageous when using numerical approaches to determine binding energies. A widely used
approach is to discretize the integrals, e.g., by using a Newton-Cotes or a Gaussian quadrature. The LS equation reduces
to a system of linear equations. For the bound-state equation an eigenvalue problem is left to solve. We obtain explicitly,
using weights {wi}
χ(E, yi) =
N−1∑
j=0
w j
2π2
V (yi , y j)
y2
j
E − y2
j
/M︸ ︷︷ ︸
Ki j
χ(E, y j), (2.44)
where the sampling points {yi} ∈ [0,λ] are distributed depending on the quadrature used. Equation (2.44) has a solution
if the kernel matrix (Ki j) has an eigenvalue equals one. The (negative) energies fulfilling this criteria are binding energies
of the potential. Again, the coupling constant c0 has to absorb the dependence on the cutoff parameter λ. It needs to
be tuned until a given bound state has the correct binding energy determined, e.g., by experiment. It can be shown
that the LS equation for the 1/r2 potential can be rescaled such that the only left over dimensionful constant is Mc0.
Since Mc0 is determined by tuning such that a certain binding energy is reproduced, useful units can only be given after
renormalization. All dimensionful quantities, such as the cutoff or the remaining bound states of the spectrum, are then
expressed in units of the bound state renormalized onto.
We use the 1/r2 potential to demonstrate how to renormalize non-perturbatively with long-range degrees of freedom.
We begin with an unrenormalized spectrum, i.e. with c0 = 0. The spectrum’s dependence on the cutoff is shown in
Fig. 2.1.
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Figure 2.1.: Unrenormalized bound-state spectrum for two non-relativistic particles interacting at low energies via an 1/r2 potential.
The numerical results are shown as black squares, the red, dashed lines are analytical results taken from Ref. [107]. The green,
dashed line belongs to EB(λ) = λ
2/M , i.e. the energy scale at which the effective theory is expected to break down.
The black squares belong to the numerical results obtained by solving Eq. (2.44). We compare with the analytical
results, taken from Ref. [107], shown with red, dashed lines. The authors find a series of bound states with binding
energies
log(E
(n)
B ) = b1 − n
2π
ν
+ 2 log(λ), n ∈ N≥0. (2.45)
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The deepest bound state is labeled with n = 0 and b1 is a constant which needs to be fitted. The spectrum displays
the discrete scale invariance of the 1/r2 potential. If E(0)B is a binding energy for fixed cutoff, then E
(n)
B = σ
2n
0
E
(0)
B also
is a binding energy of the spectrum for the same cutoff. The dimensionless quantity σ0 is called discrete scaling factor.
Here, it is given as σ0 = e
π/ν. Moreover, if EB is a solution to Eq. (2.44) for a given cutoff λ∗, then it is also a solution
for the cutoff σn
0
λ∗. The integer powers for σ0 follow from dimensional analysis. Momenta scale proportional to σ0
and energies to σ2
0
, according to the non-relativistic dispersion relation. Further, discrete scale invariance implies for the
binding energies that there is an accumulation point at threshold, i.e. at threshold bound states lie arbitrarily close to
each other.
The upper bound for the spectrum is given by the scales integrated out of the theory. For momenta this scale is λ, for
energies it is λ2/M . The dashed, green curve belongs to the upper energy scale. The deepest state is above this upper
bound. It does not fit into the series of bound states as the factor with which it is separated from its adjacent bound state
is greater than for the others. Numerically, there is a lower bound as well coming from the finite resolution due to a finite
number of sampling points used for approximating the integrals. We proceed with the renormalization of the bound-state
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Figure 2.2.: Renormalized bound-state spectrum for two non-relativistic particles acting via a 1/r2 potential is shown in the upper
plot. The coupling constant in dependence on the cutoff scale λ is depicted below. We multiply with the cutoff scales to keep the
inflection points at a constant value. The notation is the same as in Fig. 2.1. The analytical solution from Ref. [107] in Eq. (2.46)
does not account for effects coming from a finite cutoff λ. This restriction explains the deviations for the coupling constants for
small values of λ. For λ→∞, the spectrum as well as the coupling constant converge towards the analytically expected outcome.
spectrum. We tune the coupling constant to renormalize one of the bound states to a binding energy of EB = 1. The
outcome is shown in Fig. 2.2. The notation is the same as before. The black squares belong to numerical results and
the red, dashed lines to the analytically expected binding energies taken from Ref. [107]. The evolution of the coupling
constant is shown in the lower plot.
In the limit of λ→∞, the analytical expectation is that infinitely many binding energies exist in the spectrum, separated
by the scaling factor σ0. For finite λ, binding energies which belong to scales integrated out of the theory do not appear
in the spectrum. When increasing the cutoff, i.e. bringing back in scales integrated out before, bound states join the
spectrum from above, asymptotically approaching the analytical solutions for λ →∞. The dashed, green line, again
belonging to the energy λ2/M , indicates nicely beyond which cutoff the numerical solution coincides with the analytically
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expected result for λ→∞. Since for the lowest values of the cutoff shown in the plot this upper bound is greater than
one, the bound states with binding energies less than one join the analytical solutions from below.
For the coupling constant, the analytical result reads [107]
λc0 = 2π
2 c
M
1− 2ν tan (ν log(λ))
1+ 2ν tan (ν log(λ))
. (2.46)
It is valid in the limit λ →∞, which explains the deviations between the numerical result and Eq. (2.46). Every time
a new bound state appears in the spectrum, the coupling constant has a pole. Further, the coupling constant has a log-
periodic behavior as expected from the discrete scale invariance of the theory. If for given cutoff λ∗ c0 renormalizes to a
binding energy of EB = 1, then it also does for the rescaled cutoff σ
n
0
λ∗.
2.3.2 The 1/r 3 potential
As another example for a singular potential, we consider the 1/r3 potential. As in the previous section, we solve the
bound-state LS equation in momentum space numerically. The dipole-dipole potential has a 1/r3 proportion [109], but
is more sophisticated due to couplings between channels with different angular momentum. Nonetheless, we expect that
spectra for both potentials display similarities.
The long-range part of the potential in coordinate space is given by
Ul(r) =
c
M
1
r3
, (2.47)
where the coupling strength c now has dimension of length. In contrast to the 1/r2 potential, dimensions of quantities
are expressed in terms of c and M . Momenta come in units of 1/c and energies in units of 1/Mc2. A peculiarity of the
1/r3 potential is that its Fourier transform is ill defined. The problem stems from the short-distance region where we do
not expect the long-range potential to be valid. We do thus use the short-range potential to absorb divergences. Again,
the Fourier transform can be defined as the d → 3 limit of the d dimensional expression
V (q)≡ lim
d→3

c0 + r
3−d
0
∫
dd reiq·rUl(r)

= lim
d→3

c0 +
c
M
π2
2

2
d − 3 − (γE − log(4π))− log
 
(r0q)
2

+ O (d − 3)

, (2.48)
with the momentum transfer q = |ℓ − ℓ′|. The quantity r0 with dimension of length ensures that the potential keeps
the correct dimension. The long-range potential’s dependence on r0 can actually completely be compensated with c0.
Before taking the limit d → 3, we remove the divergent part by redefining the coupling constant c0. Further, we absorb
renormalization constants, such as the Euler-Mascheroni constant and the logarithm of 4π. After projecting on S-waves
we obtain for the full potential
V (ℓ,ℓ′) = c0 +
c
M
π2
2

1+
(ℓ− ℓ′)2
4ℓℓ′
log
 
r2
0
(ℓ− ℓ′)2

− (ℓ+ ℓ
′)2
4ℓℓ′
log
 
r2
0
(ℓ+ ℓ′)2

. (2.49)
The unrenormalized spectrum is shown in Fig. 2.3, i.e. the spectrum for c0 = 0 in dependence on the momentum cutoff
λ. In the foregoing section, the 1/r2 potential possessed bound states for arbitrary momentum cutoff as long as ν ∈ R
(cf. Eq. (2.40) and below).6 In contrast to this, for the 1/r3 potential, independent of its strength, there always exists a
critical cutoff below which no bound states exist. For the chosen strength of c = −1 no bound states exist below λ ≈ 3/c.
Moreover, the binding energies grow faster than for the 1/r2 potential. In the limit of λ →∞ the bound states align
parallel and increase ∼ λ3. Furthermore, the frequency of occurrence and the density of states grows for increasing
cutoff. There neither is a fixed scaling factor nor an accumulation point as for the 1/r2 potential.
The renormalized spectrum is shown in Fig. 2.4. To renormalize, we tune the coupling constant and demand that a
state with EB = 1 exists. When increasing the cutoff, states join the spectrum from above similar to the 1/r
2 potential.
However, an oscillatory behavior is present. Whenever a new state appears, all states with lower binding energy decrease
in energy. The sensitivity to deeply bound states is lower for states close to threshold. The breakdown energy scale λ2/M
is depicted with a green, dashed line. Above, states are strongly dependent on the cutoff. Below, they quickly converge
towards a constant.
The coupling constant is shown in the lower plot. We divide it by the logarithm of the cutoff scale to keep the inflection
points at a constant value. The coupling constant diverges whenever a new state appears. The factor with which poles
are separated decreases for increasing cutoff.
6 The actual values for the binding energies did depend on the size of λ, though.
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Figure 2.3.: Unrenormalized bound-state spectrum for two non-relativistic particles interacting at low energies via an 1/r3 potential.
The spectrum is obtained by solving the bound-state LS equation (2.44) numerically.
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Figure 2.4.: Renormalized bound-state spectrum and evolution of the coupling constant for the 1/r3 potential. The upper plot
shows the bound-state spectrum. The binding energies converge quickly towards a constant binding energy. The breakdown energy
scale λ2/M belongs to the diagonal, dashed, green line. The lower plot shows the dependence of the coupling constant c0 on the
cutoff scale λ. We divide by the logarithm of the cutoff to keep the inflection points at a constant value.
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3 Chiral extrapolations and finite volume effects for the X(3872)
In this chapter, we present our results for the chiral extrapolations and finite volume effects for the X (3872). We closely
follow the lines of our publications [115] and [116], with few, minor modifications.
The light quark mass dependence and pion mass dependence can be interchangeably used due to the Gell-Mann-Oakes-
Renner relation [117]
m2
π
= −(mu +md)〈0|u¯u+ d¯d|0〉/ f 2 (3.1)
with the pion decay constant f ≈ 130 MeV and the light quark condensate 〈0|u¯u|0〉= 〈0|d¯d|0〉= (−283(2) MeV)3 in the
MS scheme at 2 GeV [118].
3.1 An effective field theory for the X(3872)
In order to describe the X we use a non-relativistic effective field theory, called XEFT, which was derived by Fleming et
al. in Ref. [16] starting from heavy meson chiral perturbation theory. In XEFT, the X (3872) is described as an S-wave
hadronic molecule. It is generated by D¯0D∗0 scattering in the C = +1 channel. In this framework, we can evaluate the
center-of-momentum D¯0D∗0 scattering diagrams. From these, we can eventually extract the light quark mass dependence
of the scattering length and binding energy of the X and the dependence of the binding energy on the size of a finite
volume.
3.1.1 Lagrangian of XEFT and Feynman rules
The Lagrangian of XEFT contains non-relativistic fields for the D0, D∗0, D¯0, and D¯∗0 mesons as well as non-relativistic
pion fields. The interaction between the D and D∗ mesons is given by pion exchange and by contact interactions. States
containing charged D(∗) mesons, such as D∗+D−, are integrated out since they lie about 8 MeV above the threshold for
neutral D mesons (cf. Sec. 3.1.4). The Lagrangian reads
L =D†

i∂0 +
−→∇ 2
2mD∗

D + D†

i∂0 +
−→∇ 2
2mD

D
+D¯
†

i∂0 +
−→∇ 2
2mD∗

D¯ + D¯†

i∂0 +
−→∇ 2
2mD

D¯+π†

i∂0 +
−→∇ 2
2mπ
+δ

π
+
gp
2 f
1p
2mπ

DD† · −→∇π+ D¯†D¯ · −→∇π†

+ h.c.
−C0
2
 
D¯D+ D D¯
† ·  D¯D+ DD¯
+
C2
16
 
D¯D+ D D¯
† · D¯←→∇ 2D+ D←→∇ 2 D¯+ h.c.
−D2µ
2
2
 
D¯D+ D D¯
† ·  D¯D+ DD¯+ · · · . (3.2)
Here,
←→∇ ≡ (−→m←−∇ −←−m−→∇ )/(←−m +−→m ) is the Galilean-invariant derivative,←−m (−→m ) the mass of the left- (right-) hand field
and the ellipsis denote higher-order interactions. The pion, D0 and D∗0 fields are labeled by π, D and D and their masses
are mπ, mD and mD∗ , respectively. Furthermore, g is the D meson axial-coupling constant, f the pion decay constant
and ∆ ≡ mD∗ −mD the hyperfine splitting of the D mesons. The mass scales µ and δ are defined as µ2 ≡ ∆2 −m2π and
δ ≡ ∆−mπ. The coupling constants C0, C2 and D2 parametrize short-range physics not explicitly included in XEFT and
are discussed below. Note that this Lagrangian has no exact Galilean invariance. The D0D∗0π coupling is given by the
leading term in the chiral limit and only the leading terms in expansion in mπ/mD and δ/mπ are kept in the calculated
observables (cf. Sec. 3.1.2). Further particle properties are summarized in Tab. 3.1 at the end of this section.
Moreover, we give the Feynman rules in Fig. 3.1 following from the Lagrangian in Eq. (3.2). The propagators are
on the left, the interaction vertices on the right. The energies and momenta of the propagators are denoted by k0 and
k, respectively. From top to bottom we show the particle and antiparticle D0, D∗0 and the π propagators. Whenever
required, arrows for particles point to the right, arrows for antiparticles to the left. The pion propagator comes with the
additional mass scale δ in the denominator accounting for the excess energy when a D∗0 decays to D0π. The D∗0 (D¯∗0)
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D(D¯)
D∗(D¯∗)
= ik0−k2/2mD+iǫ
= iδijk0−k2/2mD∗+iǫ
= ik0−k2/2mπ+δ+iǫ
π
= − iC0 δij
= − iC22 (ℓ2 + ℓ′2) δij
= − iD2µ2 δij
= − i g√
2f
1√
2mπ
εi · q
Figure 3.1.: Feynman rules for XEFT up to NLO. The propagators for the D0 and D¯0 mesons are denoted with single, the propagators
for the D∗0 and D¯∗0 mesons with double and pion propagators with dashed lines. There are one LO and two NLO contact interactions,
denoted with a dot, square and triangle vertex, respectively. Together with the pion coupling to the D mesons, they represent the
XEFT interactions up to NLO.
is a spin 1 vector meson and is polarized. We denote its incoming and outgoing polarizations in all diagrams with ǫi
and ǫ∗
j
, respectively. For the propagator the polarization vectors need to be contracted implying its proportionality to a
Kronecker delta.
For the vertices we use ingoing momenta ℓ and −ℓ and outgoing momenta ℓ′ and −ℓ′ for the D∗0 (D¯∗0) and D0 (D¯0)
mesons. From top left to bottom right we show the D0D∗0π interaction as well as the LO and NLO contact interactions.
The D mesons couple to the pion in a P-wave. The interaction vertex is proportional to the contraction of the polarization
vector and the momentum transfer q≡ ℓ−ℓ′. For each external pion an additional factor ofp2mπ is required due to the
non-relativistic normalization of the pion fields. Since we are interested in S-wave scattering, a pion-exchange diagram
has to be S-wave projected (cf. Sec. 3.2.1). Moreover, S-wave scattering implies that all contact interaction vertices are
proportional to a Kronecker delta.
3.1.2 Pion exchanges between the D mesons
In its structure, XEFT is similar to the Kaplan-Savage-Wise theory (KSW) for nucleon-nucleon (NN) scattering, which
makes use of the power divergence subtraction (PDS) [94]. PDS has proven to be well suited for systems with an
unnaturally large scattering length. In the KSW counting, the pion exchanges are included perturbatively. Although the
perturbative treatment of the pion exchanges was shown to fail in the NN sector at NNLO because of large contributions
from the nuclear tensor force [51], it is expected to work well for D¯0D∗0 scattering in XEFT due to a significantly smaller
expansion parameter [16].
By means of naive dimensional analysis, the two-pion exchange (TPE) is suppressed compared to the one-pion ex-
change by a factor of
g2MDD∗µ
4π f 2
≈ 1
20
, (3.3)
which serves as an approximation for the expansion parameter [16]. It is about one order of magnitude smaller than the
expansion parameter in KSW. Note, however, that expression (3.3) is quark mass dependent and also depends on the size
of the volume when embedding XEFT in a finite volume. We will use it to estimate the range of validity of XEFT.
Beside, we expand all graphs in powers of the mass ratios mπ/mD ≈ 0.07 and δ/mπ ≈ 0.04, which are of the same
order as the expansion parameter in Eq. (3.3). Hence, diagrams including a pion with an additional suppression factor
of mπ/mD or δ/mπ are in the same order of magnitude as the two-pion-exchange graph which is of NNLO and can be
neglected at the order we are working.1
Furthermore, a pion exchange changes the flavor of the considered states. In Fig. 3.2 we show the one-pion exchange for
ingoing D¯0D∗0 and outgoing D0 D¯∗0 mesons. However, due to charge conjugation symmetry the conjugated diagram with
ingoing D0 D¯∗0 and outgoing D¯0D∗0 mesons gives the same contribution. When evaluating transition matrix elements
for neutral DD∗ scattering in the X channel, only the sum of both channels has to be considered. Moreover, contact
interactions are introduced for the X channel and therefore, are invariant under charge conjugation by construction.
Thus, we do not use any arrows in the scattering diagrams for the D mesons and always refer to the sum of both
channels.
1 Note that for the calculation of the decay width of the X (3872), neglecting mπ/mD terms is not a good approximation. We discuss this issue
in Sec. 3.2.7.
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Figure 3.2.: One-pion-exchange diagram with ingoing D¯0D∗0 and outgoing D0 D¯∗0 mesons. The double lines indicate D∗0 (D¯∗0), the
single lines D0 (D¯0) mesons. Arrows to the right belong to particles, arrows to the left to antiparticles.
3.1.3 Power counting
Effective field theories are non-renormalizable and, in general, infinitely many terms are compatible with the underlying
symmetries. Thus, an essential demand on every meaningful effective field theory is a systematic power counting. XEFT
provides a consistent power counting, which allows for an estimate of the relevance of different contributions to the
D¯0D∗0 scattering amplitude. In XEFT power counting, the binding momentum, the D0 (D¯0) and D∗0 (D¯∗0) mesons’ as
well as the pion’s typical momentum and the scale µ are counted as order Q, defining the typical momentum scale of
XEFT. At LO, which is Q−1 in XEFT power counting, there is one contact interaction with coupling constant C0.
Since XEFT is a non-relativistic field theory, all propagators are of order Q−2 and loop integrations are of order Q5 [16].
Therefore, a loop, consisting of a loop integration (Q5), two propagators (each Q−2) and a LO contact interaction (Q−1)
is counted as order Q0. Appending such a loop to any diagram leaves the order of the diagram unchanged. On the one
hand, this implies that the LO contact interaction has to be resummed to all orders. On the other hand, the higher-order
contributions have to be dressed in all possible ways by LO amplitudes.
At NLO, which is Q0, three more interactions have to be considered: two NLO contact interactions with coupling
constants C2 and D2 and the D
0D∗0π coupling. The coupling constants are of order Q−2 [94, 16]. In the XEFT La-
grangian (3.2), they come with two derivatives (C2) or a factor of µ
2 (D2). Note that this is different from the factor m
2
π
in KSW counting because in XEFT, the typical momenta of the D(∗) mesons are of order µ≪ mπ. It follows that vertices
including C2 or D2 are of order Q
0. For each pion exchange there are two D0D∗0π axial couplings, each of order Q1, and
one pion propagator of order Q−2 resulting in order Q0, too.
3.1.4 Charged D meson contributions
Charged D(∗) mesons are integrated out of XEFT. They lie about 8 MeV above the neutral D¯0D∗0 threshold. Accordingly,
typical momenta of charged mesons are of the order 120 MeV, being much larger than the typical momenta of the neutral
mesons, which are in the order of the binding momentum of order 15 MeV for EX = 0.1 MeV. In general, the charged
mesons can be integrated out if one is interested in the energy range of a few MeV around the threshold for neutral D
mesons. Of course, this does not mean that the effects of charged mesons are unimportant. They are included implicitly
via short-range contact interactions. If the charged mesons are explicitly included in the theory, they contribute first
at NNLO in the XEFT power counting [16]. Note that coupled-channel effects arising from the explicit inclusion of
the charged states could be volume dependent, requiring a coupled channel analysis. Such volume-dependent coupled-
channel effects were indeed found in the case of the X (3872), but the effect becomes less important as L increases [46].
For L >∼ 5 fm it is rather small. In the finite volume analysis in Sec. 3.3, we focus on the region L >∼ 5 fm where the
perturbative expansion in XEFT is well behaved. Thus, volume-dependent coupled-channel effects can be neglected in
this work. Other states close to the X mass are, e.g., J/ψω, also about 8 MeV above threshold and J/ψρ only about 1.2
MeV above threshold. For the latter, one has to take the ρ width into account, which induces an energy scale ∼ Γρ/2= 73
MeV and therefore, can be integrated out as well [16]. It is this dominance of neutral D meson states, which can explain
the isospin violations in the molecular picture. The isospin doublets for the D mesons are determined by
D+
D0

,

D¯0
D−

,

D∗+
D∗0

,
−D¯∗0
−D∗−

, (3.4)
using the sign conventions of Ref. [48]. The combination of neutral D mesons thus is an admixture of isospin eigenstates
with I = 0 and I = 1. Since charged D mesons barely contribute to the scattering amplitude for the X , the X can be
properly described as a superposition of neutral D mesons (cf. Eq. (1.4). Accordingly, it can decay in the isospin I = 0
and in the I = 1 channel. Note that isospin symmetry for the D mesons is fulfilled to high precision. Deviations of masses
in the isospin doublets are in the order of 1 per mill. It is the cancellation of the X mass and the neutral D¯0D∗0 threshold
and the consequential dominance of the neutral D mesons which causes the violation of isospin invariance in X decays.
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m [MeV] J P(C) I(I3) Quarks
D0 1864.84(5) 0− 12 (− 12 ) cu¯
D∗0 2006.97(8) 1− 12 (− 12 ) cu¯
π0 134.98(0) 0−+ 1 (0) (uu¯+ dd¯)/
p
2
D+ 1869.61(9) 0− 12 (
1
2 ) cd¯
D∗+ 2010.27(5) 1− 12 (
1
2 ) cd¯
π+ 139.57(0) 0− 12 (
1
2 ) ud¯
X 3871.69(17) 1++
Table 3.1.: Properties of the most relevant particles referred to. All values are taken from the review of particle properties [33]
3.2 Chiral extrapolations
We present our findings for the quark mass dependence of the binding energy and the scattering length. We begin with
the calculation of the transition amplitude using bare D∗0 propagators, discuss the occurrence of infrared divergences
and how to treat these. Furthermore, we introduce methods which we also employ in order to calculate finite volume
corrections to the binding energy in the upcoming section. The results are presented at the end of this section.
3.2.1 D¯0D∗0 transition amplitudes to next-to-leading order with bare propagators
Since we treat the X (3872) as an S-wave hadronic molecule, the total angular momentum is given by the D∗0 meson’s
spin. From angular momentum conservation follows that the polarizations of the incoming and outgoing D∗0 mesons
have to coincide. Using spin indices i and j, the spin dependence of the transition amplitude is of the form
Aˆi j = δi jA . (3.5)
For the discussion of the binding energy and scattering length it is sufficient to consider the scalar amplitudeA .
iA-1 = = +
-iC0
Figure 3.3.: Leading-order contribution to the D¯0D∗0 scattering amplitude. The D¯0 and the D∗0 mesons are indicated by single and
double lines, respectively.
We begin with the LO amplitude. Following XEFT power counting, the C0 vertex has to be resummed to all orders.
Using the power divergence subtraction procedure [94] to regularize the linear divergence of the loop integral in Fig. 3.3
I0 =
∫
d3k
(2π)3
1
k2 − 2MDD∗E − iε
PDS−−→ 1
4π
 
Λ−
p
−2MDD∗E − iε

, (3.6)
the LO amplitude at energy E for D¯0D∗0 scattering in the C = +1 channel is given as
iA−1 =
2πi
MDD∗
1
− 2π
MDD∗C0(Λ)
− 4πI0
=
2πi
MDD∗
1
−γ+
p
−2MDD∗E − iε
, (3.7)
where MDD∗ is the reduced mass of the D¯
0 and D∗0 mesons. The quantity γ is defined as
γ≡ 2π
MDD∗C0(Λ)
+Λ, (3.8)
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with the PDS renormalization scale Λ. Taking Λ of order Q, we see that the LO amplitude indeed scales as Q−1. It has a
pole at the LO binding energy ELO
X
= γ2/(2MDD∗).
2 Hence, γ can be identified with the LO binding momentum.
At NLO in XEFT power counting we have to include the NLO contact interactions with coupling constants C2 and D2
and the pion exchange (cf. Sec. 3.1.3). Appending the LO amplitude in all possible ways to the NLO interactions we end
up with the five diagrams shown in Fig. 3.4, similar to the diagrams for NN scattering in KSW theory.
+ 2 +
iA
(II)
0 iA
(III)
0 iA
(IV)
0
+
+
iA
(I)
0 iA
(V)
0
iA0 =
-iC2k
2 -iD2µ
2
+=where
Figure 3.4.: Next-to-leading-order contributions to the D¯0D∗0 scattering amplitude. The pions, the D¯0 and the D∗0 mesons are
indicated by dashed lines, solid lines and double lines, respectively.
A novel feature of XEFT is the occurrence of a sixth diagram, A (VI)0 , depicted in Fig. 3.5. The transition amplitude
iA(VI)0 =
−iΣOS
Figure 3.5.: Next-to-leading-order contribution from D∗0 self-energy. The notation is the same as in Fig. 3.4.
A (VI)0 comes from the self-energy diagram for the D∗0 shown in Fig. 3.6. It does not occur in KSW theory due to the
different kinematics for nucleons. Since pions are always off-shell for the NN system, the bare self-energy diagram is
purely imaginary and removed by the counterterm in the on-shell renormalization scheme. A more detailed discussion
can be found in Sec. 3.2.2 and App. A.1.1. We denote the external incoming momenta in the center-of-momentum frame
of the D¯0 and D∗0 mesons ℓ and −ℓ and the outgoing ℓ′ and −ℓ′, respectively. In this section, we evaluate at the on-shell
point, i.e. E = p2/2MDD∗ for |ℓ| = |ℓ′| = p. For the loop integrals we apply a multiplicative renormalization scheme for
2 After the inclusion of pions, the pole position of the scattering amplitude becomes complex and will be denoted by B. The binding energy,
EX , is then given as the real part of B.
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=−iΣOS = +−iΣ− iδΣ
Figure 3.6.: Self-energy graph and counterterm for the D∗0. We use the same notation like in Fig. 3.4.
which UV divergent integrals are regularized separately. We begin with the contributions of the NLO contact interactions,
A (I)0 andA (V)0 , respectively. Similar to the NN case [94], we obtain
iA (I)0 =
−iC2p2
C20
A 2−1, (3.9a)
iA (V)0 =
−iD2µ2
C20
A 2−1. (3.9b)
The OPE transition amplitude Aˆ (II)0 i j is given as
iAˆ (II)0 i j =
i g2
2 f 2
(ǫi · q)

ǫ∗
j
· q

q2 −µ2 − iε , (3.10)
where q = ℓ − ℓ′ is the momentum transfer and ǫi and ǫ∗j are the polarization vectors of the D∗0 mesons. Projecting
Aˆ (II)0 i j on the X channel and factoring out the spin dependence like in Eq. (3.5), we end up with
iA (II)0 =
i g2
6 f 2

1+
µ2
4p2
log

1− 4p
2
µ2

. (3.11)
For the one- and two-loop diagrams with one-pion exchange,A (III)0 andA (IV)0 , we acquire
iA (III)0 =
i g2
3 f 2

(ip+Λ) + iµ2
1
2p
log

1+
2p
µ

MDD∗
2π
A−1, (3.12a)
iA (IV)0 =
i g2
6 f 2

(ip+Λ)2 +µ2

log

Λ
−2ip− iµ

+
1
2
+ R

MDD∗
2π
2
A 2−1, (3.12b)
with R ≡ 12 (−γE + log (π)). Since A (IV)0 depends logarithmically on Λ, it is required to include the µ2-dependent vertex
proportional to D2 to ensure that physical results are renormalization scale independent [94].
3.2.2 Infrared divergences and full D∗0 propagator
Before we come to the calculation of diagram A (VI)0 in Fig. 3.5, we consider the renormalized D∗0 self-energy shown
in Fig. 3.6.3 Explicit calculations for the bare self-energy diagram and A (VI)0 can be found in App. A.1.1. We use the
on-shell renormalization scheme. It ensures that the real part of the D∗0 propagator’s pole position is at the on-shell point
k0 = k
2/2mD∗ , with k0 being the energy and k the momentum of the D
∗0 (k = |k|).
Under the PDS regularization4, the bare self-energy reads
−iΣ= i g
2
24π f 2
 
iµ3 +Λµ2

. (3.13)
The second term in parentheses has a linear divergence in the renormalization scale Λ, is real valued for arbitrary pion
mass and analytic in the quark masses. The counterterm, −iδΣ, is chosen to cancel it.
The first term is purely imaginary as long as the D∗0 can decay into D0π, i.e. for pion masses smaller than the hyperfine
splitting. In this case, it induces a finite decay width. For pion masses greater than the hyperfine splitting, it is real valued
and the self-energy implies a finite mass shift for the D∗0, denoted by ∆mD∗ (see also App. A.3). Since the rest mass
3 The self-energy of the D0 meson is determined by a similar diagram with a D∗0π loop. However, in this case, the particles in the loop are
off-shell by ∼ mπ +∆. Thus, this contribution is strongly suppressed and will not be included.
4 Note that the additional term occurring in PDS, proportional to the renormalization scale Λ, is subtracted again due to the use of the on-shell
renormalization scheme.
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is subtracted in the non-relativistic propagators, this mass shift is included in the chiral extrapolation (cf. Eq. (3.40b)
below) and not in the non-relativistic D∗0 self-energy. In summary we have
−iδΣ = −
i g2
24π f 2
Λµ2, (3.14)
∆mD∗ =
¨
0, mπ <∆,
− g2
24π f 2
iµ3, mπ ≥∆.
(3.15)
We point out that the mass scale µ is purely imaginary above the D∗0 decay threshold and hence, ∆mD∗ is real valued for
all pion masses.
As soon as pions can not go on-shell, the on-shell renormalized self-energy yields zero and thus, A (VI)0 vanishes, too.
Note that pions in NN scattering are always off-shell, implying that the diagram in Fig. 3.5 does not contribute in KSW
theory. However, for the X and mπ <∆ the on-shell renormalized self-energy is finite and we obtain for diagramA (VI)0
iA (VI)0 =
i
p
2π(−iΣOS)

MDD∗
2π
2
A 2−1, (3.16)
which is infrared divergent (p2 = 2MDD∗E). The divergence occurs due to an inappropriate expansion at low energies.
iG = = + −iΣOS
Figure 3.7.: The full D∗0 propagator. The free D∗0 propagator is denoted by a double line, the full D∗0 propagator by a thick, single
line.
To trace the origin of the infrared divergence, let us consider the full D∗0 propagator with resummed self-energy shown
in Fig. 3.7
iG =
i
k0 − k2/2mD∗ + iε
 
1− iΣOSiG

=
i
k0 − k2/2mD∗ −ΣOS + iε
. (3.17)
For pion masses mπ < ∆, Σ
os is purely imaginary and is related to the decay width of the D∗0, Γ∗, by Σ
os = −iΓ∗/2.
Hence, the full propagator takes the non-zero decay width of the D∗0 into account.
Now, we use Eq. (3.17) to evaluate A (VI)0 with full instead of free D∗0 propagators. To avoid double counting, we
replace one of the two free D∗0 propagators in the loop in Fig. 3.5 by the full one. We obtain the resummed amplitude 
A (VI)0
res
i
 
A (VI)0
res
=
−2ip− 2
p
−p2 − iκ2 − iε
iκ2
2π(−iΣOS)

MDD∗
2π
2
A 2−1
=
−2+ 2
p
1+ iκ2/p2
iκ2/p2
· i
p
2π(−iΣOS)

MDD∗
2π
2
A 2−1, (3.18)
with iκ2 = −2MDD∗ΣOS. As can be seen from the first line, the resummed transition amplitude is infrared finite for all
values of mπ. Let us expand the first factor in the second line of Eq. (3.18) around κ
2/p2 = 0, which is equivalent to
expanding the full D∗0 propagator. At zeroth order we reproduce Eq. (3.16). It is clear that this expansion is invalid
for momenta p ® |κ| ≈ 5 MeV and we have to use the full D∗0 propagator instead of the expanded one. Figuratively
speaking, at energies close to the D¯0D∗0 threshold, the main contribution to the loop integral comes from the low-energy
regime, where the virtual D∗0 meson can propagate much longer than the virtual D∗0’s average lifetime. Therefore, it is
not justified to treat its decay in perturbation theory anymore.
When dressing the D∗0 propagators in diagrams A (I)0 to A (V)0 with pion loops, similar infrared divergences occur.
Hence, for consistency, we have to use the full D∗0 propagator for all these diagrams as well as for the LO amplitudeA−1.
Note that in XEFT power counting κ2 is counted as Q3, i.e. it is suppressed compared to the other terms ∼ Q2 occurring
in the denominator of the full D∗0 propagator. Consequentially, the full D∗0 propagator is still of order Q−2, i.e. the power
counting remains unaltered (see also App. A.1.1).
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3.2.3 Transition amplitudes to next-to-leading order with resummed D∗0 propagator
As seen in the previous section, amplitudes containing a D∗0 propagator dressed with a pion loop exhibit infrared diver-
gences. Therefore, considering the low-energy regime, we have to reexpress the LO and NLO amplitudes A−1 and A (I)0
toA (V)0 with full D∗0 propagators. Note that the LO amplitudeA−1 with the D∗0 propagator dressed to all orders already
includes the amplitude A (VI)0 , which thus must not be taken into account separately to avoid double counting. For in-
and outgoing momenta ℓ and ℓ′, respectively, the full off-shell amplitudes with resummed D∗0 propagators read
iA−1 =
2πi
MDD∗
1
−γ+η , (3.19a)
iA (I)0 =− i
C2
2
(ℓ2 + ℓ′2)− 2i C2
2
( 12 (ℓ
2 + ℓ′2)−η2)(−η+Λ)MDD∗
2π
A−1
− i C2
2
(−2η2)(−η+Λ)2

MDD∗
2π
2
(A−1)2, (3.19b)
iA (II)0 =
i g2
6 f 2

1+
µ2
4 |ℓ| |ℓ′| log

1− 4 |ℓ| |ℓ
′|
µ2 − (ℓ2 − ℓ′2)

, (3.19c)
iA (III)0 =
i g2
3 f 2

(−η+Λ) + iµ
2
2

1
2 |ℓ| log

1+
2 |ℓ|
iη+µ− |ℓ|

+ |ℓ| ←→
ℓ′ MDD∗
2π
A−1, (3.19d)
iA (IV)0 =
i g2
6 f 2

(−η+Λ)2 +µ2

log

Λ
2η− iµ

+
1
2
+ R

MDD∗
2π
2
(A−1)2, (3.19e)
iA (V)0 =
−iD2µ2
(C0)
2
(A−1)2, (3.19f)
with η defined as η ≡
p
−2MDD∗(E −Σos)− iε =
p
−p2 − iκ2 − iε. All diagrams are finite for η→ 0 and all values of
mπ. For mπ > ∆, i.e. Σ
os → 0, η→−ip and the results for the diagrams with the free D∗0 propagator are reproduced.5
The LO diagramA−1 has a pole at
−E = BLO = γ
2
2MDD∗
−Σos, (3.20)
which is complex for mπ < ∆. The binding energy is given as the real part of the pole position and can be tuned with
C0 through γ for renormalization.
6 To LO, we can relate the imaginary part with the decay width of the X . As shown in
App. A.1.1, the X decay width coincides with the D∗0 meson’s decay width up to β2 suppressed terms.
Our result for the LO transition amplitude A−1 is in agreement with the results from Ref. [119], where the authors
obtained the D¯0D∗0 transition amplitude to LO by analytically continuing the parameters of a threshold-resonance form
for two stable particles to the complex plane.
3.2.4 Renormalization of the scattering amplitude
The scattering amplitude A−1 +A0 =A−1 +A (I)0 + · · ·+A (V)0 has to be renormalization scale independent up to NLO.
We rewrite the coupling constants C2 and D2
C2 =
MDD∗
2π
r0
2
(C0)
2 ≡ c2 (C0)2 , (3.21a)
D2 =
g2
6 f 2

MDD∗
2π
2 
d2 + log

Λ
µph

+ R

(C0)
2 , (3.21b)
in analogy to Refs. [94] and [16]. Here and in the following, the superscript ph denotes the physical value of a quantity,
i.e. at the physical pion mass. The quantity r0 with dimension of length can be identified with the effective range in the
pionless theory. We further absorbed the constant R, which occurs in PDS, in the coupling constant D2. Following the
arguments of [16], we use r0 ∈ [0, 1/100MeV], i.e. the maximum value of r0 is inversely proportional to the momentum
scales integrated out of the theory. For the dimensionless parameter d2, we use that the numerical value of the terms
in the parentheses with µ2 as prefactor in Eq. (3.12b) is O (1) evaluated at the physical pion mass with Λ ∼ µph. We
therefore take d2 ∈ [−1, 1] as an estimate for a natural size. In the future, it should be possible to determine C2 and D2
from lattice calculations.
5 Except that now, the D∗0 obtains an additional mass shift, ∆mD∗ .
6 Since we are not considering inelastic channels like, for example, X → J/Ψπ+π−, the LO binding momentum, γ, is real valued [119]. Further,
the LO binding momentum is an observable only to LO. At NLO it obtains a shift γ→ γ+ g
2 MDD∗
12π f 2
(γ−Λ)2, i.e. depends on the renormalization
scale Λ. After matching, for example to the experimentally observed binding energy, it also depends on the NLO coupling constants.
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3.2.5 The effective range expansion up to next-to-leading order
In the previous sections we presented results for the scattering amplitudes. We now turn to the calculation of the
scattering length. We attempt to employ the effective range expansion [102]. It is a low-energy expansion for the
S-matrix, which is related to the scattering amplitudeA by
S − 1= e2iδ − 1= i pMDD∗
π
A , (3.22)
with the scattering phase shift δ(p). The S-matrix, though, is defined for large times, i.e. for asymptotic initial- and
final-state particles [105]. Unstable particles, on the other hand, decay in finite times. Therefore, the D∗0 is not the
asymptotic state, but its decay products, i.e., in XEFT, the D0 and π (cf. Fig. 3.8). However, the effective range expansion
is defined for two-particle scattering.
iA
Figure 3.8.: Scattering diagram for the asymptotic states D0 D¯0π.
We therefore modify the on-shell point of the D∗0 particle to be at complex energy, defined by the zero of the denomina-
tor of the D∗0 meson’s propagator. For a D∗0 meson with momentum p, we use as on-shell energy ED∗ = p
2/2mD∗ − iΓ∗/2.
It implies for the D¯0D∗0 scattering amplitude that the on-shell energy is now given as E = p2/2MDD∗+Σ
os or equivalently
η2 = −p2. This procedure is similar to the complex mass scheme [120, 121] or the complex on-shell scheme [50].
Equation (3.22) can then be rewritten and expanded at low energies in p2 as
p cotδs(p) = ip+
2π
MDD∗A
= − 1
as
+
1
2
rs p
2 + . . . . (3.23)
The quantity rs is called S-wave effective range and as is the S-wave scattering length. In the pionless theory, the
effective range rs coincides with r0 in Eq. (3.21a). However, after the inclusion of pions, the effective range expansion
gives valuable insight only up to order p0 for mπ < ∆ (µ
2 > 0). This circumstance can be understood by taking a closer
look at the Fourier transform of the one-pion exchange in potential approximation
g2
2 f 2
(ǫi · q)

ǫ∗
j
· q

q2 −µ2 − iε
F.T.−→ g
2
8π f 2

ǫi · ǫ∗j − 3 (ǫi · rˆ)

ǫ∗
j
· rˆ
 cos (µr) +µr sin (µr)
r3
+ . . . , (3.24)
occurring in all diagrams involving pions. In contrast to the exponentially decreasing potential for the one-pion exchange
as an effective, Yukawa-like NN interaction, the potential (3.24) is oscillatory with just a power-law suppression [122].
The oscillatory behavior origins in the open decay channel of the D∗0 → D0π, i.e. on-shell three-particle intermediate
states, implying the negative sign of µ2 in Eq. (3.24).
For potentials which decay like 1/rn all partial waves with angular momentum L > (n − 2)/2 contribute at the same
order and approach zero like pn−2 [8]. Hence, for the potential (3.24) with n = 3 beginning from the P-wave, all
partial waves have contributions linear in p. Effects of the S-wave effective range are therefore not the dominating
contribution at order p2. Nevertheless, the S-wave scattering length can be calculated as the zero energy limit of the
on-shell scattering amplitude. To take the inelastic channel D¯0D∗0 → D¯0D0π into account, we allow the scattering phase
shift and accordingly the scattering length to be complex. For the NLO amplitudes (3.19) we take the limit η→ 0 and
simultaneously ℓ,ℓ′→ 0 to obtain for the scattering length at NLO
as =
1
γ
+
1
γ2
g2
6 f 2
MDD∗
2π

(γ+ iµ)2 +µ2

d2 +
1
2
− log

iµph
µ

. (3.25)
The scattering length is complex for mπ < ∆ accounting for the inelastic contributions as mentioned above. It becomes
real as soon as the hyperfine splitting of the D0 and D∗0 mesons is smaller than the neutral pion mass, i.e. when the D∗0
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is stable. As soon as mπ >∆, the mass scale µ is purely imaginary and the cos and sin in Eq. (3.24) decay exponentially.
The effective range can then be calculated and we acquire, using that µ= i|µ| for mπ >∆
rs = r0

1− 2
γ
g2
6 f 2
MDD∗
2π

(γ− |µ|)2 − |µ|2

d2 +
1
2
− log

µph
|µ|

− g
2
6 f 2
MDD∗
2π
2

1− 8
3
γ
|µ| + 2
γ2
|µ|2

. (3.26)
Note that for pion masses only slightly larger than the hyperfine splitting, convergence of the effective range expansion
might not be certain. The radius of convergence of the effective range expansion is limited to energies |p2| ® |µ2|/4
[123, 124]. Using γ2 as a typical energy at which the scattering amplitude is evaluated, we find mπ ¦ 145 MeV as a
constraint for the pion mass. If one is interested in larger energies, the lower bound for the pion mass might be greater.
3.2.6 The binding energy to next-to-leading order
For an unstable D∗0 meson, the OPE potential is oscillatory and not Yukawa-like [122]. The effective range expan-
sion breaks down at NLO and the effective range is not defined. Hence, the binding energy can not be extracted
from effective range parameters. In this section, we present an alternative method to access the binding energy up
to NLO, employing the two-body scattering amplitudes, regardless of whether examining stable or unstable particles. It
will further be possible to employ the presented method in order to extract the binding energy to NLO in the finite volume.
First, we note that the sum of the NLO scattering amplitudes, A (I)0 , · · · ,A (V)0 , can be collected in powers of the LO
amplitude
A0 =A (I)0 + · · ·+A (V)0 = s0 + s1A−1 + s2(A−1)2. (3.27)
We remark at this point that the coefficients are energy and momentum dependent, i.e. s0 ≡ s0(E, |ℓ|, |ℓ′|), s1 ≡
s1(E, |ℓ|, |ℓ′|) and s2 ≡ s2(E). For convenience, we skip the dependence for a moment, but will come back to it later.
Furthermore, we expand the LO amplitude around the LO pole position
A−1 ≡
Z−1
E + BLO
+ · · · , (3.28)
where the dots denote terms being finite at E = −BLO and Z−1 is the residue
(Z−1)
−1 =

i
∂
∂ E
1
iA−1

E=−BLO
=
−(MDD∗)2
2π
1
γ
. (3.29)
Accordingly, the full amplitude up to NLO, expanded around the LO pole position, can be written as
A =A−1 +A0 =
Z−1 + s1Z−1
E + BLO
+
s2(Z−1)
2
(E + BLO)2
+ · · · . (3.30)
Moreover, we consider a generic, non-perturbative expression for the amplitude with shifted pole position, B = BLO+∆B,
and shifted residue, Z = Z−1 +∆Z , and expand it around the LO pole position
A np = Z
E + B
+ · · ·= Z−1 +∆Z
E + BLO
− Z∆B
(E + BLO)2
+ · · · . (3.31)
Utilizing expressions (3.30) and (3.31), the NLO shifts for the residue, Z−1, and the LO pole position, B
LO, can be read
off by equating coefficients
∆ZNLO = s1(E, |ℓ|, |ℓ′|)Z−1

E=−BLO
, (3.32a)
∆BNLO = − s2(E)
1+ s1(E, |ℓ|, |ℓ′|)
Z−1

E=−BLO
, (3.32b)
where we reintroduced the dependence on the energy and the momenta of the coefficients again. At NLO, the field
strength renormalization depends on the absolute value of the external momenta ℓ and ℓ′. Further, the expression for
the shift of the binding energy also does, seemingly posing a problem since it must not depend on scattering variables.
To resolve this issue, we first note that the dimensionless coefficient s1 derives from the NLO amplitudes and is thus
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-iC2p
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2
Figure 3.9.: Scattering amplitudes shifting the coefficient s2 in Eq. (3.27) at NNLO and causing a cancellation in Eq. (3.32b).
expected to be much smaller than 1. Hence, we expand the overall factor 1/(1+ s1) in Eq. (3.32b) as a geometrical series
and obtain
∆BNLO = −Z−1
 
s2 − s1s2 + O (s21s2)

. (3.33)
Taking into account that s2 derives from NLO amplitudes as well, we anticipate that terms proportional to s1s2 are
actually of NNLO. In fact, at NNLO there are exactly six diagrams which depend on the external momenta and are
proportional to the LO amplitude squared, depicted in Fig. 3.9. These lead to a momentum dependent NNLO shift for
the coefficient s2
∆s
NNLO (1)
2 (E, |ℓ|, |ℓ′|) = s1(E, |ℓ|, |ℓ′|)s2(E), (3.34)
where coefficients without a superscript are of NLO. Here, we used that amplitudes are separable at resummed LO
vertices. Further shifts for s2 at NNLO which do not depend on the external momenta, are denoted by ∆s
NNLO (2)
2 (E) and
we obtain
s2(E)
NNLO−−−→ s2(E) +∆sNNLO (1)2 (E, |ℓ|, |ℓ′|) +∆sNNLO (2)2 (E) = s2(E) + s1(E, |ℓ|, |ℓ′|)s2(E) +∆sNNLO (2)2 (E)
⇒ 1
1+ s1(E, |ℓ|, |ℓ′|)
s2(E)
NNLO−−−→ s2(E) +∆sNNLO (2)2 (E) + O (s21s2),
implying that now, any momentum dependence occurs first at N3LO. Since we work to NLO only, we skip the momentum
dependent factor of 1/(1+ s1) and use for the shift of the binding energy
∆BNLO = −s2(E)Z−1

E=−BLO
, (3.35)
with
s2(E)

E=−BLO
= c2γ
2 +
g2
6 f 2

MDD∗
2π
2
µ2

−d2 + log

µph
2γ− iµ

+
1
2

. (3.36)
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3.2.7 The imaginary part of the pole position
The imaginary part of the pole position’s NLO shift, Im

∆BNLO

, derives from the imaginary part of the coefficient s2
since Z−1 is real valued. It can be obtained by applying cuts to the diagrams in Fig. 3.4.
7 Consider, for example, the cut
diagram shown in Fig. 3.10. Applying the cut by replacing all cut propagators with appropriate delta distributions and
keeping all mπ/mD suppressed terms [105], the expressions for the imaginary parts coincide with the decay diagrams
in Ref. [119] at energy EX . In Ref. [16], the authors pointed out that dropping mπ/mD terms is equivalent to treating
Figure 3.10.: Example for a cut diagram, determining a contribution to the imaginary part of the pole position B. The notation is
the same as in the previous figures. The cuts through the pion, D0 and D¯0 meson propagators are indicated by dotted lines.
pions in potential approximation.8 But for the decay diagrams, the pions in the final state are on-shell and the potential
approximation is invalid. Hence, for the calculation of the imaginary part of the pole position, which is related to the
decay width by Im [B] = Γ

X → D0 D¯0π

/2, all mπ/mD suppressed terms have to be kept and the remaining three-body
phase space integral has to be evaluated numerically. We do not expect that the decay width is well approximated when
treating the final state pions in potential approximation. Further discussions can be found in Refs. [126, 16, 119].
3.2.8 Chiral extrapolations and results
To determine the quark mass dependence of the X (3872)’s binding energy, we need the chiral extrapolations of the
pion decay constant, the D meson axial coupling constant and the D0 and D∗0 mesons’ masses, respectively. We use a
superscript (0) to denote the chiral limit value of a quantity. We take the mπ dependence of the pion decay constant from
Ref. [6]
f = f (0)

1− 1
4π2 f (0)
2
m2
π
log

mπ
m
ph
π

+
l¯4
8π2 f (0)
2
m2
π

, (3.37)
with the low-energy constant l¯4 = 4.4 and f
(0) = 124 MeV, implying f ph = 132 MeV [6, 127]. For the D meson axial
coupling constant, we use the lattice results from Ref. [128]. The chiral extrapolation reads
g = g(0)

1− 1+ 2g
(0)2
4π2 f (0)
2
m2
π
log

mπ
µlat

+αm2
π

, (3.38)
with the parameters [128]
g(0) = 0.46, α= −0.16 GeV−2, µlat = 1 GeV. (3.39)
Evaluated at the physical pion mass, the physical value of the D meson axial coupling constant is gph = 0.5. The value
for gph is consistent with an estimate in Ref. [50]. There the decay width of the D∗+ → D0π+, D+π0 [129] was used as
an input and furthermore, isospin symmetry to determine the D meson axial coupling constant.
For the quark mass dependence of the D meson masses and hence, the hyperfine splitting ∆, we use the results of
[130] and add the mass shift (3.15) for the D∗0 meson
mD = m
ph
D +
h1
m
ph
D

m2
π
−
 
mph
π
2
, (3.40a)
mD∗ = m
ph
D∗ +
h1
m
ph
D∗

m2
π
−
 
mph
π
2
+∆mD∗ , (3.40b)
7 The scattering diagrams in Fig. 3.4 still involve bare D∗0 propagators, which have to be replaced with the full ones first.
8 For potential pions, the kinetic energy is much smaller than the pion momentum [125]. Dropping mπ/mD terms implies that the kinetic
energy of the pions is neglected and thus, pions are treated in potential approximation.
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with h1 = 0.42 [130].
In the KSW theory for NN scattering, the relative size of the two-pion-exchange and OPE graphs is about 1/2. Due
to NNLO coefficients of order 5 ∼ 6 being much greater than the expansion parameter in KSW theory, contributions at
NLO and NNLO are of comparable magnitude and the perturbative treatment of pions fails [51]. In XEFT, the two-pion
exchange is suppressed more strongly. However, the estimate of the suppression based on expression (3.3) depends on the
quark mass, dominantly through the mass scale µ. To determine a region of validity for XEFT we use a rather conservative
estimate for the upper bound of the expansion parameter and require that the absolute value of expression (3.3) is
smaller than 0.15. Even though unnaturally large NNLO coefficients of similar size as in KSW occur, expression (3.3)
is expected to be small enough to compensate for those, such that the perturbative inclusion of pions remains valid.
A plot for the expansion factor is shown in Fig. 3.11. For the lower bound we consider that pions are treated non-
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Figure 3.11.: Expansion parameter for the perturbative inclusion of pions in XEFT. We use the absolute value of µ since it is
completely imaginary for mπ > ∆. The horizontal dashed line belongs to 0.15 which we take as an upper bound to have a clear
suppression even if NNLO contributions are unnaturally large.
relativistically in XEFT. We require for the maximum pion velocity vπ ≈ µ/mπ ® 0.35.9 These conditions are fulfilled for
0.98
 
mph
π
2
® m2
π
® 2
 
mph
π
2
. Since the coupling constants c2 and d2 are undetermined, unnaturally large corrections to
the LO amplitude might occur at NLO. We will come to this issue when discussing the scattering length below.
In Fig. 3.12, the quark mass dependence of the binding energy of the X is shown. We plot against the squared pion
mass, which is proportional to the light quark masses at LO in chiral perturbation theory [117]. In XEFT power counting
Λ ¦ Q and thus, we use Λ = 50 MeV. As described in the introduction in Chap. 1, we fix the binding energy at the
physical value of the pion mass mph
π
and use EphX = 0.1 MeV. The mπ-dependent and independent contact interactions
at NLO can be tuned by modifying the parameters d2 and r0 defined in Eqs. (3.21b, 3.21a), respectively. For d2 = 0 and
r0 = 0, the D mesons interact via the LO contact interaction and pion exchanges only, corresponding to the solid, thick
curve in Fig. 3.12.10 We see that for increasing pion mass the binding energy first moves towards the threshold with
an inflection point at mπ = ∆. Shortly after the inflection point, the sign of the slope reverses and the binding energy
increases for increasing quark masses. Tuning the strengths of the NLO contact interactions via the parameters d2 and r0
can either imply that the slope of the binding energy of the X enlarges or decreases. The lower bound for the binding
energy is acquired for d2 = −1 and r0 = 0.01/MeV. For this scenario, the binding energy remains below the physical
one for pion masses
 
mph
π
2
< m2
π
< 2
 
mph
π
2
. Contrariwise, assuming positive values for d2 and small values for r0, the
binding energy of the X steeply rises for pion masses beyond the inflection point. The upper bound belongs to d2 = 1
and r0 = 0. The dominating contribution to the shift of the binding energy at NLO is the quark mass dependent contact
interaction. Considering, e.g., a negative coupling constant d2 with enhanced magnitude, it is possible that the bound
state of the X vanishes for large quark masses. Such a scenario is represented by the dashed curve in Fig. 3.12 belonging
to d2 = −2 and r0 = 0.
Before addressing the chiral extrapolation of the scattering length over the whole range of validity, we take a closer
look at its behavior around mπ =∆, i.e. where the pion mass is close to the hyperfine splitting of the D
0 and D∗0. At LO
the scattering length reads aLO = 1/γ and fulfills the universal relation EX = 1/2MDD∗a
2
s
.
9 Due to small coefficients in the non-relativistic expansion, greater pion velocities are probably compatible with a non-relativistic treatment.
10 The NLO contact interaction with vertex D2µ
2 is still needed to subtract the logarithmic dependence on the renormalization scale.
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Figure 3.12.: Binding energy of the X (3872) in dependence on the light quark masses. The solid, thick curve belongs to d2 = 0 and
r0 = 0, i.e. considering the LO contact interaction and pion exchanges only. For d2 = −1 and r0 = 0.01/MeV we acquire the lower
bound and for d2 = 1 and r0 = 0 the upper bound for the binding energy. The dashed curve corresponds to d2 = −2.
At NLO, the scattering length is given in Eq. (3.25). The scattering length is continuous but not differentiable at
mπ = ∆. We consider the derivative of the scattering length with respect to mπ around mπ = ∆ (µ = 0). It has
two divergent terms, one proportional to log(iµph/µ) and another one proportional to −i/µ. The first one implies a
logarithmic divergence for the real part of the derivative of as to +∞, for both limits mπր∆ and mπց∆. The second
term diverges ∼ −i/p∆−mπ. On the one hand, this implies a divergence of Im [∂ as/∂mπ]→−∞ for mπր∆. On the
other hand, the real part of the derivative of the scattering length goes to −∞ for mπց∆. Furthermore, the imaginary
part vanishes for mπ >∆. In conclusion, for the derivative of the scattering length we find
Re

∂ as
∂mπ

→
¨
+∞, mπր∆,
−∞, mπց∆,
(3.41a)
Im

∂ as
∂mπ

→
¨
−∞, mπր∆,
0, mπց∆
(3.41b)
and therefore, we expect a cusp effect for the real as well as the imaginary part of the scattering length. The real and
imaginary part of the scattering length in dependence on the light quark masses are shown in Fig. 3.13. We see the
expected negative correlation between the real part of the scattering length and the binding energy, i.e. the scattering
length decreases for increasing binding energy and vice versa. Again the solid, thick curve belongs to the case where
d2 = 0 and r0 = 0, i.e. when only the LO contact interaction and the pion exchanges are considered. The inset on the left
shows the cusp for the real part at mπ = ∆ in more detail. The lower and upper bounds are obtained by varying d2 and
r0 in the natural ranges r0 ∈ [0, 1/100MeV], d2 ∈ [−1, 1] and maximizing the width of the error band. The scattering
length can be compared to the effective range from Eq. (3.26), depicted in Fig. 3.14. The effective range is plotted for
mπ > 145 MeV (cf. Sec. 3.2.5). Over the whole range for the light quark masses considered, the scattering length is
larger than the effective range. Although, there are certain combinations of r0 and d2 for which scattering length and
effective range are of comparable magnitude, the most likely scenario is that the scattering length is unnaturally large and
universal phenomena dominate. We therefore expect that XEFT power counting remains valid for pion masses beyond
the physical one.
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Figure 3.13.: The quark mass dependence of the real (left) and imaginary (right) part of the X (3872)’s scattering length. The solid,
thick curve belongs to d2 = 0 and r0 = 0. The bounds are acquired by varying d2 and r0 in their natural ranges r0 ∈ [0, 1/100MeV]
and d2 ∈ [−1, 1] and maximizing the width of the error band.
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Figure 3.14.: The quark mass dependence of the X (3872)’s S-wave effective range for m2
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by varying d2 and r0 in their natural ranges r0 ∈ [0, 1/100MeV] and d2 ∈ [−1, 1] and maximizing the width of the error band.
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3.3 Finite volume effects
We consider the D¯0D∗0 system in a box with side length L and periodic boundary conditions. The allowed lattice momenta
are then given by integer vectors times 2π/L (cf. Sec. 2.2.3). Integrals occurring in calculations for the binding energy in
the infinite volume have to be replaced by discrete sums over the quantized lattice momenta. Since we are interested in
D¯0D∗0 bound states with even parity, we expect that the binding energy obtains a positive shift. We distinguish between
two different regions. One, where the D∗0 is unstable, i.e. for pion masses mπ < ∆ and a second region where the D
∗0
is stable, i.e. mπ ≥ ∆. Whereas in the first case explicit XEFT calculations have to be carried out due to three-body
DD¯π intermediate states, in the latter case one can alternatively use a two-body approach introduced in Ref. [59], which
serves as a consistency check. All quantities which differ in the finite volume are tagged by a superscript L.
3.3.1 The leading-order amplitude
Let us begin with the explicit XEFT calculations, which can be utilized in both regions. To LO, the amplitude in the finite
volume reads
iA L−1 =
2πi
M L
DD∗
1
− 2π
M L
DD∗C0
− 4πI L0
, (3.42)
where the finite volume quantity I L
0
is given by
I L
0
≡ 1
L3
∑
k= 2πL n
1
k2 − 2M L
DD∗E
, n ∈ Z3. (3.43)
Since the mass of the D∗0 meson obtains a shift in the finite volume as given below, the reduced mass depends on
the box size, too. Like the loop integral (3.6) in the infinite volume, I L
0
is linearly ultraviolet divergent since short-
distance properties of the theory remain unchanged in the finite volume. We regularize the loop integrals following [59]
(cf. Sec. 2.2.3): first, we introduce a sharp momentum cutoff, λ, for the sum and then add and subtract the infinite
volume loop integrals evaluated at zero energy. One of the loop integrals is regularized using PDS, the other one using a
momentum cutoff, which coincides with the cutoff in the sum. Finally, the limit λ→∞ is taken. We obtain
I L
0
PDS−−→ lim
λ→∞

 1
L3
|k|<λ∑
k= 2πL n
1
k2 − p2 −
∫
d3k
(2π)3
θ (λ− |k|)
k2

+ Λ
4π
, (3.44)
with E = p2/2M L
DD∗ . Plugging Eq. (3.44) into Eq. (3.42) and using the definition for the LO binding momentum in the
infinite volume (Eq. (3.8)), we acquire
iA L−1 =
−2πi
M L
DD∗
1
γ+ 1πL S
 
Lp
2π
2 , (3.45)
with
S(x) = lim
λn→∞

|n|<λn∑
n
1
n2 − x − 4πλn

 , (3.46)
where λn ≡ Lλ/(2π). The energy levels of the D¯0D∗0 system to LO in the finite volume can be obtained from Eq. (3.45).
Note that they are fully determined by the infinite volume quantity γ.11 Here, we are interested in the solution with
negative energy, i.e. the solution which approaches the infinite volume LO binding energy for L →∞. We denote the
corresponding LO binding momentum by γL , defined by
γ+
1
πL
S

−

LγL
2π
2
= 0. (3.47)
11 We expect that even if three-particle intermediate states exist that is after the inclusion of NLO contributions and for mπ < ∆, finite volume
observables are still determined by the infinite volume S-matrix as demonstrated in Refs. [60, 61, 62].
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3.3.2 The D∗0 self-energy and mass shift
We proceed with the D∗0 self-energy and mass shift. The calculation is carried out similarly to the one of the LO amplitude.
Using PDS and cutoff regularization we obtain for the bare self-energy
−iΣL = i g
2
24π( f L)2
(µL)2

1
πL
S

LµL
2π
2
+Λ

. (3.48)
Independent of the pion mass, we do not receive any imaginary contributions for the bare self-energy in the box. However,
since the finite volume itself cuts off low-frequency modes, we do not expect the occurrence of any infrared divergences.
Again, we use the on-shell renormalization scheme and subtract the second term proportional to the PDS renormal-
ization scale Λ. Hence, the counterterms in the finite and infinite volume coincide up to corrections to f and µ. The shift
for the D∗0 mass is different though,
∆
L
mD∗
= − g
2
24π( f L)2
(µL)2
1
πL
S

LµL
2π
2
. (3.49)
Note that even for physical pion mass, the D∗0 meson in a box receives a finite mass shift.
3.3.3 Next-to-leading-order corrections to the binding energy
Now we implement the corrections due to the NLO amplitudes. In analogy to the infinite volume we find for the NLO
contact interactions, i.e. the amplitudesA L
0(I) andA L0(V)
iA L
0(I) =
−iC2p2
(C0)
2
(A L−1)2, (3.50a)
iA L
0(V) =
−iD2(µL)2
(C0)
2
(A L−1)2. (3.50b)
For the pion-exchange diagrams we do not project onto the S-waves. Whereas the infinite volume is rotationally invariant,
the lattice is only invariant under transformations of the cubic group. In principle, it is possible to decompose quantities
transforming according to an irreducible representation of the cubic group into spherical harmonics [131, 65]. However,
we keep the sums over integer vectors since convergence of the partial wave expansion is not certain. The OPE amplitude
A0(II) is then given as
iAˆ L
0(II)i j =
i g2
2( f L)2
(ǫi · (ℓ− ℓ′))(ǫ∗j · (ℓ− ℓ′))
|ℓ− ℓ′|2 − (µL)2
, (3.51)
with the incoming (outgoing) relative momentum ℓ (ℓ′)12. ForA0(III) we find
iAˆ L
0(III)i j =A L−1
M L
DD∗
2π
i g2
2( f L)2

1
πL
S
(III)
i j

Lℓ
2π ,

LµL
2π
2
+
δi j
3
Λ

+ ℓ←→ ℓ′, (3.52)
where the quantity S(III)
i j
is defined as
S
(III)
i j
(m, x)≡ lim
λn→∞

|n|<λn∑
n
1
n2 −m2
ǫi · (n+m) ǫ∗j · (n+m)
|n+m|2 − x
−
δi j
3
4πλn

 . (3.53)
The amplitudes Aˆ L
0(II)i j and Aˆ L0(III)i j imply a coupling between channels with different angular momentum. Considering
the A1 representation of the cubic group, the lowest angular momenta coupled are with l = 0, 4, 6, 8, · · · . On the other
hand, we can use a tensor decomposition for the amplitude Aˆ L
0(IV)ij and it appears that Aˆ L0(IV)i j = δi jA L0(IV). A detailed
derivation is given in App. A.2.1. We obtain for the scalar amplitude
iA L
0(IV) =(A L−1)2

M L
DD∗
2π
2
i g2
6( f L)2

1
πL
S
 
Lp
2π
2
+Λ
2
+(µL)2

1
(2π2)2
S(IV)
 
Lp
2π
2
,

LµL
2π
2
+ log

Λ
|µL |

+
1
2
+ R

, (3.54)
12 Note that the energy dependence of the pion propagators occurring in the OPE amplitudes is suppressed by mπ/mD. Thus, only potential
pions contribute to the order we are working at.
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where13
S(IV)(x , y)≡ lim
λn→∞
 |n|,|n′|<λn∑
n,n′
1
n2 − x
1
n′2 − x
1
|n+ n′|2 − y
− 2π4

log

λ2
n
|y|

− 1

. (3.55)
Due to the coupling between different angular momenta, the finite volume amplitudes Aˆ L
0(II)i j and Aˆ L0(III)i j do not
factorize into a scalar amplitude and a function of the incoming and outgoing D∗0 mesons’ spins, in particular,
Aˆ L
0(II),(III)i j 6= δi jA L0(II),(III). This property implies a non-trivial dependence of the coefficients s0 and s1 in Eq. (3.27)
on the polarization vectors ǫi and ǫ
∗
j
and hence, of the NLO shift for the field strength renormalization constant, ∆ZNLO.
However, since the amplitudes Aˆ L
0(I)i j , Aˆ L0(IV)i j and Aˆ L0(V)i j do factorize14 and therefore s2 as well, it is sufficient to
consider the scalar amplitudesA L
0(I),A L0(IV) andA L0(V) to calculate the shift for the binding energy.
The dependence of the loop integrals on the PDS renormalization scale Λ is the same as for the infinite volume.
Accordingly, the NLO coupling constants coincide with the ones given in Eqs. (3.21a) and (3.21b) up to finite volume
corrections to scales large compared to Q (for example, to the quantities mD∗ or f ). Again, to obtain error bands, we
vary the coupling constants within their natural ranges. For the binding energy we employ the results of Sec. 3.2.6. The
quantities Z−1 and s2 have to be reevaluated in the box. We find for the residue
(Z L−1)
−1 =

i
∂
∂ E
1
iA L−1

E=−EL
X ,LO
=
−

LM L
DD∗
2π
2
2π
2
πL
S′

−

LγL
2π
2
, (3.56)
where E L
X ,LO ≡ (γL)2/2M LDD∗ and
S′(x)≡ ∂xS(x) =
∑
n
1
(n2 − x)2
. (3.57)
For the coefficient sL
2
we obtain, already inserting expressions (3.21a) and (3.21b) for the coupling constants,
sL
2
= c2(γ
L)2 +
g2
6( f L)2

M L
DD∗
2π
2
(µL)2

−d2 + log

µL,ph
|µL |

+
1
2
+
1
4π4
S(IV)

−

LγL
2π
2
,

LµL
2π
2
. (3.58)
3.3.4 Validity range of XEFT in the box
In the infinite volume, the range of applicability of XEFT is constrained by two demands. On the one hand, we require that
pions can be included perturbatively, determining the boundary for large pion masses. On the other hand, treating pions
non-relativistically settles the low-mπ boundary. In summary, we have in the infinite volume 0.98(m
ph
π
)2 ® m2
π
® 2(mph
π
)2
[115].
However, for three particles in the finite volume, singularities occur as soon as three-body propagators can go on-
shell, a behavior which was already investigated, e.g., in Refs. [60] and [61]. In XEFT, this manifests in the last term of
Eq. (3.58). For pion masses smaller than the hyperfine splitting, where the D∗0 → D0π decay channel is open, (µL)2S(IV)
possesses singularities for values of (LµL/2π)2 being the absolute value of an integer vector squared, greater than or
equal to one. So for certain values of mπ and L, the perturbative treatment fails clearly. Since the D
∗0 → D0π decay
proceeds via a P-wave interaction, sL
2
is finite for (LµL/2π)2 = 0. To obtain a region of validity for XEFT in dependence
on the volume and the pion mass, we take a look at the quantity
εL
π
≡
g2M L
DD∗
4π( f L)2
 1πL S

LµL
2π
2
+
1
πL

2π
LµL
2 , (3.59)
which explicitly accounts for the singularities of (µL)2S(IV) for mπ < ∆ and approaches the infinite volume XEFT expan-
sion parameter for mπ >∆ and L →∞. It is further motivated by the additional (finite volume) loop integral occurring,
when comparing the TPE to the OPE and possesses the same pole structure. The second term in Eq. (3.59) ensures that
εL
π
is finite for µL → 0. A density plot is shown in Fig. 3.15. We restrict our analysis on regions where εL
π
< 0.15 such that
it is small enough to compensate for unnaturally large NNLO coefficients of similar size as in KSW. For physical pion mass
it follows that a perturbative treatment of pions is justified for 5 fm ® L ® 20 fm. We point out that the NLO parameters
c2 and d2 coincide in the finite and infinite volume and, once determined from lattice calculations, one can utilize the
infinite volume formulas to extrapolate to L →∞.
13 In the expression for S(IV) given here, we drop all terms suppressed with powers of 1/λn. For numerical evaluations, however, it often is
advantageous to keep those terms to improve numerical convergence.
14 The amplitudes Aˆ L
0(I)i j , Aˆ L0(IV)i j and Aˆ L0(V)i j factorize since they contain the momentum- and angular-independent LO amplitudeA L−1 on both
sides and thus are momentum and angular independent by themselves.
38 3. Chiral extrapolations and finite volume effects for the X (3872)
1.0 1.5 2.0
(mpi/m
ph
pi
)
2
10
20
30
40
50
L
[
f
m
℄
0
0.03
0.06
0.09
0.12
0.15
Figure 3.15.: Density plot for the expansion parameter εL
π
. White regions belong to values of L and mπ where the perturbative
inclusion of pions breaks down. For pion masses close to the physical value, there are several narrow bands of hyperbolic shape due
to on-shell three-body propagators.
3.3.5 Effective range expansion for large mπ
The preceding analysis is valid for all pion masses. Now we focus on the region where the D∗0 is stable, i.e. for mπ >∆.
It is then possible to apply the effective range expansion for the infinite volume amplitude, analytically continue it to
negative energies and apply the procedure established in Ref. [59]. We use the expressions for the S-wave scattering
length and effective range from Eqs. (3.25) and (3.26) for pion masses greater than the hyperfine splitting
1
as
= γ− g
2
6 f 2
MDD∗
2π

(γ− |µ|)2 − |µ|2

d2 +
1
2
− log

µph
|µ|

, (3.60a)
rs = r0

1− 2
γ
g2
6 f 2
MDD∗
2π

(γ− |µ|)2 − |µ|2

d2 +
1
2
− log

µph
|µ|

− g
2
6 f 2
MDD∗
2π
2

1− 8
3
γ
|µ| + 2
γ2
|µ|2

. (3.60b)
Let us briefly consider an effective theory in the infinite volume, where pion interactions are not included explicitly but
via modified LO and NLO coupling constants. It holds a similar renormalization condition like in Eq. (3.21a) but with r0
replaced by rs in Eq. (3.60b). The criteria for a bound state follows from Eq. (3.23) and reads, applying Eq. (3.23) and
neglecting higher-order shape parameters,
1
as
+
1
2
rsγ
2
∗ − γ∗ = 0, (3.61)
where γ∗ is the binding momentum incorporating NLO contributions. For the binding energy up to NLO follows (cf.
Sec. 2.2)
E∞
X ,NLO =
1
2MDD∗
2
r2
s

1− rs
as
−
√√
1− 2 rs
as

=
1
2MDD∗a2s

1+
rs
as
+ O

rs
as
2
. (3.62)
Using the same effective theory but now accounting for NLO corrections by applying the strategy described in Eqs. (3.27)
through (3.32), we obtain the same result as in the second line of Eq. (3.62) except that no terms of order r2
s
/a2
s
occur.
Hence, as long as the S-wave scattering length is significantly larger than the S-wave effective range, both methods
deliver consistent results.
Using a pionless effective field theory in the finite volume, the amplitude can be calculated in analogy to Sec. 3.3.1
and the result is given by Eq. (3.45) with γ replaced by −p cotδs(p) (cf. Eq. (3.23)). The criteria for a bound state looks
similar to Eqs. (3.47) and (3.61) (cf. Ref. [59])
1
as
+
1
2
rs(γ
L
∗ )
2 +
1
πL
S

−

LγL∗
2π
2
= 0. (3.63)
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Here, γL∗ is the finite volume binding momentum including NLO corrections. Equation (3.63) approaches Eq. (3.61) in
the limit L →∞. As for the infinite volume, we expect that the results from the two different methods agree as long as
as ≫ rs.
3.3.6 Results
To determine the finite volume and quark mass dependence of the binding energy, we first consider the extrapolations
for the pion decay constant, the D meson axial coupling constant and the D0 and D∗0 mesons’ masses, respectively. The
D meson axial coupling constant does not receive any corrections in the finite volume and we can use expression (3.38)
for all volumes. For the pion decay constant we employ the results given in Ref. [132] obtained from chiral perturbation
theory to one loop
f L = f

1− mπ
2π f (0)
2
1
πL
|n|≥1∑
n
K1(|n|mπL)
|n|

, (3.64)
with K1 being the modified Bessel function of second kind and f being the chiral extrapolation of the pion decay constant
in the infinite volume in Eq. (3.37). The chiral and finite volume extrapolations for the D0 and D∗0 mesons’ masses can
be summarized as
mL
D
= mD = m
ph
D +
h1
m
ph
D
(m2
π
− (mph
π
)2), (3.65)
mL
D∗ = m
ph
D∗ +
h1
m
ph
D∗
(m2
π
− (mph
π
)2) +∆L
mD∗
, (3.66)
with h1 = 0.42 [130]. In the finite volume, the mass of the D
∗0 obtains a shift, ∆L
mD∗
, given in Eq. (3.49). In the limit
L →∞, ∆mD∗ from Eq. (3.49) has to be inserted instead.
In Fig. 3.16, we plot the dependence of the binding energy on the side length of the box, L, to compare the two
approaches described in Sec. 3.3. The pion masses are fixed at values of mπ = 145 MeV and mπ = 160 MeV, respectively.
The infinite volume results are shown by solid lines. For both, the infinite and the finite volume results, the upper
bounds corresponds to values of the NLO parameters of d2 = 1 and r0 = 0.01/MeV and the lower bounds to d2 = −1 and
r0 = 0.
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Figure 3.16.: Comparison of the two methods to obtain the binding energy to NLO described in Secs. 3.2.6 and 3.3. We keep
the pion mass fixed at values of mπ = 145 MeV (left) and mπ = 160 MeV (right). The binding energy in the infinite volume is
represented by solid lines. The band is obtained by varying the NLO parameters d2 and r0 within their natural ranges. The thick,
central curve belongs to d2 = 0 and r0 = 0. The finite volume results correspond to crosses for the explicit XEFT calculations and
to empty squares for the results obtained from an effective range expansion. The central crosses and squares belong to d2 = 0 and
r0 = 0.
Whereas the lower bounds and central values coincide well using the two different strategies and deviations are clearly
smaller than the NLO shifts, there is some discrepancy for the upper bounds. The difference can be understood from
the considerations in Sec. 3.3.5. Results are consistent as long as the S-wave scattering length is much larger than the
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S-wave effective range. For d2 = 1 and r0 = 0.01/MeV, however, as and rs are similar in size and the error induced by
approximating the root in Eq. (3.62) is ∼ 5%− 10%. This error is in the order of the NLO corrections and explains the
deviation for the upper bounds in Fig. 3.16. We point out that effective range and scattering length are of comparable
magnitude for a very limited range of the NLO parameters only.
So far we have looked at pion masses above the hyperfine splitting of the D mesons. We now consider the region
where the D∗0 can decay into D0π. The binding energy in a finite volume for physical pion mass is depicted in Fig. 3.17.
We plot for box lengths between 5 and 20 fm where the expansion parameter in Eq. (3.59) is clearly smaller than 0.15
as can be read off from Fig. 3.15.
The result for d2 = 0 and r0 = 0 is not shown as it almost coincides with the lower bound. This coincidence can be
understood by noting that the only difference of the central values and the lower bound is the value of d2. Since µ is
rather insensitive to effects of the finite volume, the NLO contact interaction with vertex −iD2µ2 barely differs in a finite
box. The renormalization to EX = 0.1 MeV at physical pion mass then explains the similarity of the outcome for d2 = 0
and d2 = −1. The renormalization condition further explains why there is no error band for the binding energy in the
infinite volume for mπ = 135 MeV. The contribution of the NLO contact interaction with coupling constant C2, on the
other hand, is proportional to (γL)2 and since finite volume corrections to γ are significantly greater than those to µ, the
error band for physical pion mass is predominantly determined by r0. Instead of the results with d2 = 0 and r0 = 0, we
show the LO result, i.e. the outcome if neither pion nor NLO contact interactions are included.
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Figure 3.17.: Volume dependence of the binding energy for physical quark masses. The notation is the same as in Fig. 3.16. The LO
result belongs to the blue central crosses. The effective range expansion breaks down for pion masses below 142 MeV and hence,
effective range results are not included. Furthermore, we renormalized the binding energy in the infinite volume to 0.1 MeV and
thus, the infinite volume result is represented by a single line.
The binding energy is, as expected, increasing for decreasing box size and approaches the infinite volume value for
large volumes. However, even at L = 20 fm, finite volume contributions are still ∼ 100%. To obtain useful results
from simulations performed on such lattices a precise understanding of finite volume corrections is essential. The X is
significantly deeper bound for small box lengths and finite volume corrections yield the dominating contribution to the
binding energy. The total of pion and NLO contact interactions can be both, repulsive and attractive, depending on the
parameters d2 and r0.
Besides the demand that pions can be included perturbatively, it is required that the binding momentum does not exceed
the scales integrated out, which are at the order of the pion mass. For a volume with L ¦ 5 fm, EX ® 4 MeV corresponding
to binding momentum ® 90 MeV, we expect that XEFT describes the dynamics of the X properly.
The chiral extrapolations for fixed box size of L = 10 fm, L = 15 fm and L =∞ are shown in Fig. 3.18. The infinite
volume results are again depicted by solid lines. The NLO parameters for the bounds coincide with the ones for Fig. 3.16.
As in the infinite volume, the binding energy in a finite box shows only a moderate sensitivity to the light quark masses.
The central values of the finite volume belong to d2 = 0 and r0 = 0 and approach the lower bound for physical pion mass
for reasons explained above.
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Figure 3.18.: Quark mass dependence of the binding energy for various box lengths. From top to bottom, box lengths of L = 10 fm,
L = 15 fm and L =∞ are considered. The notation is the same as in Fig. 3.16. Again, no effective range results are included since
these are not valid over the whole range of the quark masses.
42 3. Chiral extrapolations and finite volume effects for the X (3872)
4 Dipole-dipole interactions
In the chapter at hand, we present our results for systems of two and three bosonic dipoles. We refer to electric dipoles,
but our results are directly applicable to systems of magnetic dipoles as well. We begin with the two-dipole system and
introduce the dipole-dipole-interaction potential. We discuss phenomenological aspects and introduce the momentum
space representation. We further project on partial waves in a cylindrical as well as a spherical coordinate system. Details
about the numerical implementation to solve the Lippmann-Schwinger equation can be found in App. B.3. At the end
of the first part of this chapter, we present our results for two bosonic dipoles with a focus on universal relations and
the renormalization of the system. Subsequently, we proceed with the three-dipole system. The bound-state Faddeev
equation is introduced and projected on partial waves in a cylindrical basis. We solve it numerically in a next step and
discuss implications for the three-dipole system, again attaching importance to the renormalization. Moreover, a refor-
mulation of the Faddeev equation is introduced, which is numerically advantageous. First investigations, considering the
three-body bound-state spectrum for the 1/r3 potential are discussed.
Parts of this chapter were already presented in my master’s thesis "Bound states of two and three bosonic dipoles"
[133]. There, a discussion of the phenomenology can be found. Further, partial wave projections were already performed.
However, here, we work with a representation of the partial wave amplitudes specifically adapted to a system of aligned
dipoles. Moreover, in my master’s thesis, derivations of the Lippmann-Schwinger and Faddeev equation were given and
first findings for the spectra of two and three dipoles were presented. An analysis for the complete spectra, in particular
using spherical coordinates, was still pending.
4.1 The two-dipole system
We begin with the two-dipole system. Fundamental properties and relations for the interaction between two bosonic
dipoles are presented. We elaborate on the Fourier transform of the potential and its partial wave projections on different
basis functions of the underlying coordinate systems. Moreover, detailed results for various sets of quantum numbers and
dipole tunings are given.
4.1.1 An effective theory for the dipole-dipole system
In order to describe the two-dipole system at low energies, we employ a non-relativistic, effective theory. The emerging
equation is the Lippmann-Schwinger equation. It reads in momentum space for two identical bosons with mass M
T (E,ℓ,ℓ′) = −V (ℓ,ℓ′) +
∫
d3k V (ℓ,k)
1
E − k2/M + iε T (E,k,ℓ
′), (4.1)
with in- and outgoing relative momenta ℓ and ℓ′ in the center of momentum frame. The potential is denoted by V and
contains long- as well as short-range degrees of freedom as explained below. The LS equation can be solved numerically
to obtain the scattering amplitude T . The scattering amplitude contains information about scattering observables, such
as binding energies and scattering lengths. We remark that we use a different normalization than before.1 It is beneficial
for the numerical implementation since less factors of, e.g., π occur. However, when calculating observables like the
scattering length, the normalization has to be taken into account.
4.1.2 Dipole-dipole interaction potential
We want to investigate two identical, point-like, aligned, bosonic dipoles. The potential can be obtained starting from the
Coulomb potential for two particles with charges of opposite sign, ±q, separated by δ. The multipole expansion [109]
can then be employed to isolate the dipolar contribution. We examine a system of ideal dipoles, i.e. the limit |δ| → 0,
q →∞ while keeping the dipole moment q · δ ≡ d constant. All multipole contributions higher than the dipolar vanish.
1 In, for example, the LS equation, no factors of (2π)3 occur.
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Placing a second ideal dipole in the potential of the first one, we obtain the dipole-dipole potential in coordinate space
for dipoles with the dipole separation r and dipole moments d1 and d2
2
Udd(r) =
d1 · d2r2 − 3(d1 · r)(d2 · r)
r5
. (4.2)
An outstanding feature of the potential of two dipoles is its tunability. Following Ref. [17], it should be possible to
tune the interaction by applying external electric fields. First, a static, homogeneous electric field, Ez , is applied. The
dipoles align parallel and since we regard identical particles, the dipole moments coincide, d1 = d2 = d. We choose the
z-axis parallel to the dipole moment. A second, perpendicular field, Ex y , rotating in the x y-plane is applied to tune the
potential. The dipole moments align parallel to the sum of the external fields and become time dependent. Since we
attempt to establish a low-energy theory, it is possible to choose the rotation frequency large compared to the average
collision frequency.3 It follows that the time between two interactions is large compared to the time of a single rotation.
It is therefore justified to average the potential over time to obtain the effective and tuned interaction potential [17]
〈U tuned
dd
(r, t)〉t = Udd(r)α(ϕ), (4.3)
with the tuning parameter α(ϕ) given as
α(ϕ)≡ (3 cos2(ϕ)− 1)/2 ∈ [− 12 , 1] , tan(ϕ) = Ex y/Ez . (4.4)
The tuning parameter depends on the ratio of the external field strengths tan(ϕ) only. It can take positive and negative
values and vanishes for ϕ = acos(1/
p
3). For antiparallel dipoles, the potential (4.2) has the opposite sign. Therefore,
tuning the external fields such that α(ϕ) < 0 is equivalent to antiparallel dipole scattering. We thus also refer to parallel
dipoles for α(ϕ)> 0 and to antiparallel dipoles for α(ϕ)< 0.
Since we work in momentum space we need the Fourier transform of Eq. (4.3). A detailed derivation is given in App. B.1,
where we also elaborate on the Gaussian regulator introduced later on. The Fourier transformed potential reads
Vdd(q) = D
−q2 + 3 (eˆz · q)2
q2
= D(−1+ 3 cos2(θq)) = D
√√16π
5
Y20(Ωq), (4.5)
with the momentum transfer q ≡ ℓ − ℓ′. The angle between q and the unit vector in z-direction, eˆz , is denoted by θq.
Moreover, Ωq = (θq,φq), with the azimuthal angle φq. We further adopted the shorthand notation D ≡ 4πα(ϕ)d2/3.
In addition to the long-range interaction given by the dipole-dipole potential, a short-range interaction is required. To
parametrize the short-distance degrees of freedom we use contact interactions. It turns out that a single, isotropic S-wave
interaction is insufficient in order to fully renormalize the dipole-dipole system. Thus, we employ a series of short-range
interactions, also including anisotropic operators
Vs(ℓ,ℓ
′)≡
∑
l,m
glmYlm(Ωℓ)Y
∗
lm
(Ωℓ′), (4.6)
with Ωℓ = (θℓ,φℓ) (Ωℓ′ = (θℓ′ ,φℓ′)) being the angular coordinates of ℓ (ℓ
′) and coupling constants glm. The sets
over which the l and m are summed are determined depending on the quantum numbers of the considered states.
Here, cylindrical symmetry was taken into account by constraining the dependence on the azimuthal angles of the
in- and outgoing relative momenta. Moreover, the short-distance operators conserve orbital angular momentum. The
interaction further is Galilean invariant and separable. Also, the partial waves of the short-range potential can be read of
immediately.
We further introduce a Gaussian cutoff with cutoff scale λ, in order to regularize UV divergences emerging in loop
contributions to the transition matrix. The Gaussian regulator has the advantage of being smooth and monotonic in
momentum and coordinate space and coincides in cylindrical and spherical coordinates. In summary, the potential V
reads
V (ℓ,ℓ′) = (Vs(ℓ,ℓ
′) + Vdd(ℓ,ℓ
′))e−(ℓ
2+ℓ′2)/λ2 . (4.7)
Subsequently, the short-range potential is tuned by means of the coupling constants in order to obtain cutoff independent
observables.
2 We remark that when performing integrations over the the electric field of a dipole or the dipole-dipole potential, an additional delta
distribution must be included. For a detailed discussion we refer to the literature [109, 83]. See also App. B.1 for the precise expression. For
finite r, however, the delta distribution does not contribute and the potential is given by Eq. (4.2).
3 The rotation frequency is limited by the demand that no inner degrees of freedom of the dipoles get excited.
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The cutoff of high-momentum contributions corresponds to a regularization in the short-range regime in coordinate
space. Short-distance degrees of freedom are integrated out by introducing a regulator which tends to zero for r → 0
and to one for r →∞, with r being the relative distance between the dipoles. Physical observables eventually must not
depend on the precise form of the regulator and the choice is in general arbitrary. In Ref. [134], the authors regularized
short-distance physics by introducing an infinite box potential with radius rc , fixing the boundary conditions of the wave
function. The radius rc then corresponds to an inverse momentum cutoff. However, results still depend on the radius
rc . To ensure that observables are independent of the regulator, one could replace the infinite with a finite box potential.
The height of the potential represents an additional degree of freedom corresponding to a coupling constant and can be
used to tune the isotropic proportion of the potential to reproduce a given low-energy observable.
To determine the dimension of quantities, we exploit that the dimension of the potential is [V ] = [D] (cf. Eq. (4.5))
and so is the dimension of the scattering amplitude. Hence, we can rewrite V = DV˜ and further, T = DT˜ . The LS
equation for the dimensionless transition amplitude T˜ reads
T˜ (E,ℓ,ℓ′) = −V˜ (ℓ,ℓ′) +M D
∫
d3kV˜ (ℓ,k)
1
M E − k2 + iε T˜ (E,k,ℓ
′). (4.8)
The integral has the dimension of momentum and we can read off ℓ= ℓ˜/M D and E = E˜/M3D2, where all quantities with
a tilde are now dimensionless. Rewriting Eq. (4.8) using ℓ˜ and so on, it does not depend on any dimensionful entity, i.e.
neither on M nor on D. It is sufficient to solve the dimensionless LS equation and multiply observables with appropriate
powers of M D and M3D2 afterwards in order to obtain meaningful results.
4.1.3 Partial wave expansions
When rewriting the potential in cylindrical or spherical coordinates, the cylindrical symmetry implies a dependence on
the difference of the azimuthal angles of the in- and outgoing relative momenta, only. It is thus eligible to expand in
cylindrical waves depending on the azimuthal angle of ℓ and ℓ′, φℓ and φℓ′ , respectively. The LS equation then becomes
a system of two-dimensional integral equation. The expansion significantly reduces the numerical costs and improves
computational performance. To further decrease the LS equation to a one-dimensional (but coupled) integral equation, it
is useful to further expand in the polar angles θℓ and θ
′
ℓ
. Also, spherical partial waves provide a more profound physical
understanding. As shown below, the LS equation completely decouples with respect to the projection of orbital angular
momentum, m, and parity, P. Therefore, we use parity, P, and projection, m, as quantum numbers in order to label
states. Details of the derivations for the partial wave projections are given in App. B.2.1.
The cylindrical partial wave expansion can be obtained using the ansatz
V (q) =
∞∑
m=−∞
vm(ℓ,ℓ
′)ym(φℓ)y
∗
m
(φℓ′), (4.9)
with orthonormal cylindrical basis functions
ym(φ)≡ eimφ/
p
2π. (4.10)
It is then possible to act with projection operators on the potential to extract the partial waves
vm(ℓ,ℓ
′) =

v s
m
(ℓ,ℓ′) + 2πD
 
−δm0 +
3c2(ℓ,ℓ
′)q
1− c21(ℓ,ℓ′)
1
c
|m|
1 (ℓ,ℓ
′)

1−
q
1− c21(ℓ,ℓ′)
|m|! e−(ℓ2+ℓ′2)/λ2 . (4.11)
We defined
c1(ℓ,ℓ
′)≡
2ℓρℓ
′
ρ
(ℓz − ℓ′z)2 + ℓ2ρ + ℓ′2ρ
, c2(ℓ,ℓ
′)≡
(ℓz − ℓ′z)2
(ℓz − ℓ′z)2 + ℓ2ρ + ℓ′2ρ
, (4.12)
depending on the cylindrical two-momentum ℓ≡ (ℓρ,ℓz) (ℓ′ ≡ (ℓ′ρ,ℓ′z)) with the radial- and z-components ℓρ and ℓz (ℓ′ρ
and ℓ′
z
) of the relative ingoing (and outgoing) momentum ℓ (ℓ′). Using that cos(θℓ) = ℓz/ℓ (cos(θ
′
ℓ
) = ℓ′
z
/ℓ′), the partial
wave projected short-range potential reads
v
s
m
(ℓ,ℓ′) =
∑
l
glm
2l + 1
2
(l −m)!
(l +m)!
Pm
l
(ℓz/ℓ)P
m
l
(ℓ′
z
/ℓ′), (4.13)
4. Dipole-dipole interactions 45
with the associated Legendre polynomials Pm
l
. The dipole-dipole interaction conserves parity. This property can be seen
noting that the potential depends on (ℓz − ℓ′z)2 and φℓ −φℓ′ only, i.e. is invariant under a simultaneous transformation
of ℓz →−ℓz , ℓ′z →−ℓ′z , φℓ→ φℓ +π, φℓ′ → φℓ′ +π.
For the transition matrix we use a similar approach like for the potential and obtain a system of decoupled, two-
dimensional integral equations for the LS equation
tm(E,ℓ,ℓ
′) = −vm(ℓ,ℓ′) +
∫
d2k vm(ℓ,k)
kρ
E − k2/M + iε tm(E,k,ℓ
′), (4.14)
where the integration measure is given as d2k ≡ dkρdkz .
With the transformation property of the associated Legendre polynomials
P−m
l
(ℓz/ℓ) = (−1)m
(l −m)!
(l +m)!
Pm
l
(ℓz/ℓ), (4.15)
follows that the short-range potential is invariant under m → −m. The same holds true for the long-range part of the
potential. Together with Eq. (4.14) we obtain for the transition matrix
tm(ℓ,ℓ
′) = t−m(ℓ,ℓ
′). (4.16a)
It is therefore sufficient to solve the LS equation for m ≥ 0. In analogy to Sec. 2.3.1, we use that the transition matrix
separates in the vicinity of a bound state [114] and we can write
tm(E,ℓ,ℓ
′)≡
χm(E,ℓ)χ
†
m
(E,ℓ′)
E + Ed + iε
. (4.17)
It follows for the bound-state equation
χm(E,ℓ) =
∫
d2k vm(ℓ,k)
kρ
E − k2/M + iεχm(E,k). (4.18)
The spherical partial wave expansion can be carried out analogously, using spherical harmonics depending on Ωℓ and
Ωℓ′ as basis functions. The potential takes the form
V (q) =
∞∑
l1,l2=0
∑
m
v
l1,l2
m
(ℓ,ℓ′)Yl1,m(Ωℓ)Y
∗
l2,m
(Ωℓ′), (4.19)
where the sum over m runs from minus to plus min(l1, l2). We find for the partial waves
v
l1,l2
m
(ℓ,ℓ′) =

δl1,l2 gl1m + 4πD
p
24
2∑
n=0
n∑
s=−n
∞∑
σ=0
(−1)n+sp
(2n)!(4− 2n)!
1p
(2l1 + 1)(2l2 + 1)
z1−nασ(z)
×

n 2− n 2
s −s 0

n σ l1
0 0 0

n σ l1
s m− s m

2− n σ l2
0 0 0

2− n σ l2
s m− s m

e−(ℓ
2+ℓ′2)/λ2 , (4.20)
with [. . .] being Clebsch-Gordan coefficients and ασ defined as
ασ(z)≡
2σ+ 1
2
∫ 1
−1
d x
Pσ(x)
1
2
 
z + 1z

− x
. (4.21)
Note that the partial waves do only depend on the ratio of ℓ and ℓ′, z ≡ ℓ′/ℓ, as expected from dimensional analysis. The
short-range partial waves can be read off immediately
v
m,l1,l2
s
= δl1,l2 gl1m. (4.22)
Also here, parity conservation of the potential is evident since even and odd partial waves do not couple, i.e.
v
l,l+2n+1
m
(ℓ,ℓ′) = 0, n ∈ Z. Furthermore, the potential is non-vanishing only for adjacent even or adjacent odd par-
tial waves, for example, v 04
0
(ℓ,ℓ′) = 0. By implication, coupling between non-adjacent states is always indirect and
therefore suppressed. Beside, for all l1, l2 and m, only the partial waves v
02
0
(z) and v 20
0
(z) have a constant proportion
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Figure 4.1.: Partial wave projections for the long-range dipole-dipole potential for vanishing projection of orbital angular momen-
tum m= 0 and even parity in dependence on the momentum ratio z ≡ ℓ′/ℓ. From left to right we increase l1 and from top to bottom
l2 for v
l1 l2
0 (z). Note the different co-domain for higher partial waves.
and thus dominate when considering interactions in the m = 0, P = + channel. Finally, it can be shown with Eq. (4.20)
that
v
l1,l2
m
(ℓ,ℓ′) = v l2,l1
m
(ℓ′,ℓ), (4.23)
implying that partial waves with l1 = l2 are invariant under z → 1/z.
We show the partial waves for m= 0 and even l1 and l2, i.e. for positive parity, in dependence on the momentum ratio
z = ℓ′/ℓ in Fig. 4.1. For m = 1 an analogous plot can be found in App. B.2.2 in Fig. B.2. From left to right l1 and from
top to bottom l2 increases for v
l1 l2
m
(ℓ,ℓ′) = v l1 l2
m
(z). The partial wave v 00
0
(z) = 0 as can be seen, using the orthogonality
for the spherical harmonics and Y00(Ωℓ)Y00(Ω
′
ℓ
) = Y00(Ωq)/
p
4π together with the third equality in Eq. (4.5).
We also expand the transition matrix in spherical harmonics and project the LS equation
t l1,l2
m
(E,ℓ,ℓ′) = −v l1,l2
m
(ℓ,ℓ′) +
∫
dk
k2
E − k2/M + iε
∞∑
n=0
v
l1,n
m
(ℓ, k)tn,l2
m
(E, k,ℓ′). (4.24)
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So after expanding, one-dimensional integral equations are left to solve, decoupled in m but with a coupling between
channels with different orbital angular momentum, l. Therefore, a truncation with respect to orbital angular momentum,
Lmax, has to be applied. Again, the transition matrix separates when evaluated at a binding energy Ed
t l1,l2
m
(E,ℓ,ℓ′)≡
χ l1
m
(E,ℓ)χ l2
m
†
(E,ℓ′)
E + Ed + iε
(4.25)
and we find for the bound-state equation
χ l
m
(E,ℓ) =
∫
dk
k2
E − k2/M + iε
∞∑
n=0
v
l,n
m
(ℓ, k)χn
m
(E, k). (4.26)
The relation between partial waves in cylindrical and spherical coordinates is derived in App. B.2.3. We obtain for the
transition amplitudes (and for the potentials)
tm(E,ℓ,ℓ
′) =
∞∑
l1,l2=|m|
t l1,l2
m
(E,ℓ,ℓ′)ξl1,l2
m
Pm
l1
(ℓz/ℓ)P
m
l2
(ℓ′
z
/ℓ′), (4.27a)
t l1,l2
m
(E,ℓ,ℓ′) = ξl1,l2
m
∫
dℓz
ℓ
∫
dℓ′
z
ℓ′
tm(E,ℓ,ℓ
′)Pm
l1
(ℓz/ℓ)P
m
l2
(ℓ′
z
/ℓ′), (4.27b)
with the geometrical quantity
ξl1,l2
m
≡
√√√ (2l1 + 1)
2
(2l2 + 1)
2
(l1 −m)!
(l1 +m)!
(l2 −m)!
(l2 +m)!
. (4.27c)
Relations between both partial wave amplitudes serve as a powerful tool to check results for convergence and consis-
tency. In particular, Eq. (4.27a) can be used to examine whether results obtained in a cylindrical basis are converged with
respect to the number of sampling points. Or Eq. (4.27b) to assure that observables in a spherical basis are converged
with respect to the amount of partial waves included (see also Sec. B.5).
The scattering lengths in different channels of l1 and l2 can be calculated as zero energy limit of the (on-shell) spherical
scattering amplitude. To extract a particular scattering length from the cylindrical amplitude, relation (4.27b) can be
used to project on the corresponding channel. With our normalization holds
al1,l2
m
= −π lim
ℓ→0
t l1,l2
m
(E = ℓ2/M ,ℓ,ℓ). (4.28)
4.1.4 Results
Here, we present our results for vanishing projection quantum number and positive parity (m = 0, P = +). We consider
different tunings of the long-range dipole-dipole interaction, i.e. parallel (D > 0) and antiparallel (D < 0) dipoles. For
non-vanishing angular momentum projections and odd parity unrenormalized spectra can be found in App. B.4. Details
on the numerical implementation are given in App. B.3.
Parallel dipoles (D > 0)
We begin with the unrenormalized spectrum. In order to determine the dependence of the spectrum on the cutoff
parameter, we set all coupling constants glm = 0, i.e. exclusively include the regularized long-range potential. The result
for parallel dipoles with projection m= 0 and positive parity is shown in Fig. 4.2.
We expanded in a spherical basis. The convergence in the number of partial waves included was checked with a
comparison to the outcome of a cylindrical algorithm (cf. Sec. B.5). We plot the binding energies as well as the scattering
length a00
0
. All dimensionful quantities are given in dipole units, i.e. momenta in 1/M D, lengths in M D and energies in
1/M3D2.
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Figure 4.2.: Unrenormalized spectrum of bound states and the scattering length a00
0
for D > 0, m = 0 and P = +. The dependence
of the binding energies on the cutoff scale λ is shown in the upper left. For cutoff scales 8.3/M D < λ < 9.1/M D the avoided level
crossing can be seen in the upper right plot. The result for the scattering length a00
0
in dependence on λ is depicted in the lower
plots. Again, the plot on the right shows results for restricted values of the cutoff.
For a cutoff below about 0.2/M D, no bound states exist. Accordingly, the scattering length is strictly negative. For
λ ¦ 0.2/M D first bound states appear. We point out the similarity of the deepest few bound states to the spectrum of the
1/r3 potential, accounting for the 1/r3 proportion of the dipole-dipole potential.
With increasing cutoff, the frequency of occurrence of bound states grows and the states align parallel. For each new
state, a pole of the scattering length a00
0
is evident. We conclude that the first occurring states can be assigned to a set
which is S-wave dominated4. Increasing the cutoff further, a second set of bound states of similar shape and structure
shows up. The second set with the same quantum numbers m = 0 and P = +1 respectively, overlays the first. In the
region where two bound states of different sets come close, an avoided level crossing takes place. This behavior can
better be seen in the upper right plot, showing the region in the red rectangle of the upper left plot. Further increasing
the cutoff, a third set appears, again of similar structure. New sets of states also occur for higher cutoffs and we expect
this behavior to persist for λ→∞. All level crossings are avoided since the only conserved quantum numbers are m and
P, which are the same for all sets. But we can further classify sets of states by means of the orbital angular momentum.
Though, transitions between all different angular momentum states are allowed, the sets of bound states are dominated
by certain sets of angular momenta {l}. States belonging to the same {l}-set couple predominantly among themselves
and hardly to states of other sets. Not orbital angular momentum itself but the sets of orbital angular momentum {l} are
an almost conserved quantum number.
For the first set we find a dominance of {l} = {0, 2}, for the second {l} = {4} and for the third {l} = {6, 8}. We use
two approaches in order to determine the angular momentum sets. One option is to include short-distance operators
and to vary the corresponding coupling constants to check to which operators of definite angular momentum the sets are
sensitive. We come back to this method when renormalizing the spectrum. Another option is to vary the highest partial
4 It is worth mentioning that the potential v 00
0
(ℓ,ℓ′) ≡ 0 and S-wave components are predominantly induced by the off-diagonal elements
v
02
0
(ℓ,ℓ′) and v 20
0
(ℓ,ℓ′). Also, the set of states has a significant D-wave component. We give a further classification of sets of bound states
below.
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wave included. We increment the truncation parameter Lmax and compare to the bound-state spectrum obtained in a
cylindrical basis. It shows up that, for example, states of the {6, 8}-set first appear for Lmax = 6 and further states for the
same set for Lmax = 8. When including partial waves with Lmax ≥ 10, the distance between states slightly changes, but
no new states appear. The latter method is illustrated in App. B.5.
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Figure 4.3.: Binding energies in dependence on the scattering length a00
0
. We show the first (red circles), second (black squares)
and fifth (green crosses) bound state of the {0, 2}-set. The binding energies show a typical power-law behavior Ed ∼ (a000 )−2 for
a00
0
→∞ [8] and saturate for a00
0
→ 0.
Moreover, we show the binding energy in dependence on the scattering length a00
0
in Fig. 4.3. Depicted are the first,
second and fifth state of the lowest set of bound states in dependence on a00
0
. We can confirm the result of Ref. [90] that
the shape is the same for all states, up to some minor numerical deviations. Not only do the bound states coincide for
large scattering length as one expects from the general universal relations for regions where the S-wave scattering length
is large (cf. Ref. [8] and Sec. 2.2), but also for a00
0
< M D. Note that full convergence for the outcome shown in Fig. 4.3
is achieved already for Lmax = 2. A more profound analysis is given in App. B.5.
Antiparallel dipoles (D < 0)
For antiparallel dipoles less sets of states exist and the spectrum appears to be less complex. It is shown in Fig. 4.4. Since
antiparallel dipoles correspond to D < 0, the absolute value of D is implied when expressing any units.
Each set of bound states is similar in shape to the sets for parallel dipoles. Further, the cutoff scale λ above which first
states appear is approximately the same. As before, all level crossings are avoided. We proceed analogously to the pre-
ceding analysis and determine the dominating angular momentum contributions by including short-distance operators,
on the one hand and varying Lmax, on the other hand. Again, the first set is mainly sensitive to {l} = {0, 2}. The other
set is comparable to the third set for parallel dipoles and belongs to {l} = {6, 8}. It also appears for similar cutoffs and is
comparably deeply bound. The {4}-set, however, is completely missing.
Due to the absence of the {l} = {4}-set, the coupling between the sets with {l} = {6, 8} and {l} = {0, 2} is weaker.
Therefore, classifying states with sets of orbital angular momentum works particularly well for m= 0, P = + and D < 0.
Moreover, the weak coupling implies that the distance between states in regions of avoided level crossings is much
smaller. This circumstance simplifies the renormalization since the coupling constants can be tuned independently almost
everywhere. The independent tuning fails wherever an avoided level crossing takes place.
The lowest-order scattering length, a00
0
, again is sensitive to all bound states, the pole, though, is more narrow when a
{6, 8}-state appears, confirming the weak coupling between sets of different {l}.
We illustrate how to renormalize the spectrum of antiparallel dipoles properly. We begin with the {0, 2}-set of bound
states and use as a short-distance operator Vs(ℓ,ℓ
′) = g00Y00(Ωℓ)Y
∗
00
(Ωℓ′). The coupling constant g00 is determined such
that the fourth lowest state is bound with the dipole binding energy Ed = 100/M
3D2. The actual value we chose is
arbitrary but could in principle be determined from future experiments. The outcome is shown in Fig. 4.5. The cutoff
lies within the interval 5/M D < λ < 120/M D. For increasing cutoff scale, the three lowest bound states align parallel
to the renormalized state. Furthermore, degrees of freedom which were previously integrated out by regulating and
introducing a cutoff enter from above and also align parallel to the renormalized state. All states but the fourth lowest
oscillate when entering the spectrum, but converge quickly towards a constant value. The oscillations can possibly be
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Figure 4.4.: Unrenormalized spectrum of bound states and the scattering length a00
0
for D < 0, m = 0 and P = +. The dependence
on the cutoff scale for the binding energies and the scattering length a00
0
is shown in the upper and lower half, respectively. The
right side corresponds to 22.0/M D < λ < 22.2/M D. Avoided level crossings take place wherever two binding energies come close.
Opposed to Fig. 4.2, we do not show the area magnified in the left plots as it is significantly smaller and would appear as a single
dot. Since D < 0, we refer to the absolute value when expressing dimensionful quantities in dipole units.
explained in analogy to the 1/r3 spectrum. States of the same set couple among each other. Additional oscillations might
occur since the {0, 2}-set is not a pure S-wave, but also has a significant D-wave contribution. Oscillations can possibly
be reduced by introducing a linear combination of an S- and a D-wave short-distance operator.
The second {l} = {6, 8}-set is barely sensitive to the chosen short-distance operator. Note, however, that all level crossings
are still avoided and in the region where bound states of different sets are of the same order, the short-distance S-wave
operator does influence the {6, 8}-set.
To renormalize the states of the {6, 8}-set, anisotropic operators have to be utilized. We use Vs(ℓ,ℓ′) =
g80Y80(Ωℓ)Y
∗
80
(Ωℓ′). We renormalize the lowest state of the set to a binding energy Ed = 100/M
3D2. The situation
is now reversed. The {0, 2}-set of states is barely sensitive to the short-distance operator and only affected when level
crossings are avoided. Increasing the cutoff, states of higher energy enter the spectrum since degrees of freedom are
brought back into the theory. The oscillations of those states have amplitudes with significantly larger magnitude and
die off more slowly than for the {0, 2}-set.5 For the second lowest {6, 8}-bound state we plotted the amplitude of the
first oscillation as a blue band. The second oscillation already lies clearly within the band. We conclude that it is to be
expected that in the limit λ → ∞ all states approach a constant value. This expectation is further supported by the
analogous behavior of the {0, 2}-set when renormalizing with S-wave operators.
From a practical point of view, for higher cutoffs even more sets of bound states appear, complicating the identification
of single states. However, exploiting that, given a desired accuracy, sets of bound states are sensitive to a finite number
of orbital angular momentum contributions one can prevent new sets to enter the spectrum by keeping the truncation
parameter Lmax fixed.
Moreover, spurious states of parabolic shape (in double logarithmic plots) occur at low energies when introducing the
5 The larger amplitude of the oscillations can possibly be explained, taking into account that the {6, 8}-set couples stronger to other partial
waves.
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Figure 4.5.: Partially renormalized spectrum for antiparallel dipoles. The fourth lowest state of the {0, 2}-set of bound states is
renormalized to a binding energy of Ed = 100/M
3D2. We use a short-distance operator ∼ Y00(Ωℓ)Y ∗00(Ωℓ′). The plot on the right
shows the region in the red rectangle, which is for 16/M D < λ < 48/M D. Additionally, the unrenormalized spectrum is shown
with red circles. The {6, 8}-set is barely sensitive to the chosen short-distance operator and coincides well with the corresponding
unrenormalized set.
short-range potential. These are of much smaller binding energy, though, and vanish shortly after their first appearance.
Besides, the maximum in binding energy decreases for higher cutoffs.
It is further possible to combine the preceding operators, i.e. to use Vs(ℓ,ℓ
′) = g00Y00(Ωℓ)Y
∗
00
(Ωℓ′)+g80Y80(Ωℓ)Y
∗
80
(Ωℓ′),
in order to renormalize the full spectrum. The outcome is shown in Fig. 4.7. For a clear separation between the
renormalized states, we use Ed = 10/M
3D2 for the second lowest state of the {0, 2}-set. The lowest state of the {6, 8}-set
is still at Ed = 100/M
3D2. The fully renormalized spectrum is a combination of the previous spectra. In the region of
avoided level crossings, renormalization might fail numerically, causing data points to scatter. In particular, this happens
for the lowest {6, 8}-state for which Ed 6= 100/M3D2 for certain values of λ. Note that we determined the coupling
constants separately to reduce computational costs. A full, two-dimensional analysis can fix this problem in future
calculations. This behavior can also be seen regarding the coupling constants. They are shown below in dependence
on the cutoff. The black squares belong to g00, the red circles to g80. For each newly appearing state of a set, the
corresponding coupling constant diverges. For cutoffs for which the bare dipole-dipole interaction does not possess any
{6, 8}-state, g80 is strictly negative and thus, the short-range interaction attractive.
Finally, Fig. 4.8 shows the universal dependence of the binding energy on the scattering length for parallel and an-
tiparallel dipoles, respectively. Independent of the sign of D, Ed(a
00
0
) coincide for large as well as for small scattering
length.
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Figure 4.6.: Partially renormalized spectrum for antiparallel dipoles. The lowest state of the {6, 8}-set is renormalized to a binding
energy of Ed = 100/M
3D2. We use a short-distance operator ∼ Y80(Ωℓ)Y ∗80(Ωℓ′). The plot on the right shows the region in the red
rectangle, which is for 32/M D < λ < 68/M D. The unrenormalized spectrum is shown with red circles. The situation is reversed
compared to Fig. 4.5 - the {0, 2}-set is barely sensitive to the included short-distance operator. The blue band shows the amplitude
of the first oscillation.
E
d
[1
/
M
3
D
2
]
1e0
1e2
1e4
g
0
0
[D
]
g
8
0
[D
]
λ [1/MD]
-4e1
-2e1
0e0
2e1
4e1
10 100
-8e-1
-4e-1
0e0
4e-1
8e-1
Figure 4.7.: Fully renormalized spectrum for two antiparallel dipoles and the evolution of the coupling constants. The short-range
operator Vs(ℓ,ℓ
′) = g00Y00(Ωℓ)Y
∗
00
(Ωℓ′) + g80Y80(Ωℓ)Y
∗
80
(Ωℓ′) has been used for renormalization. The lowest {6, 8}-state is still
renormalized to a binding energy of Ed = 100/M
3D2, whereas the second lowest {0, 2}-state is now at Ed = 10/M3D2 to clearly
separate the fixed states. We plot for 4/M D < λ < 120/M D. For certain values of λ, the lowest {6, 8}-state is not accurately
renormalized since coupling constants have been determined independently to reduce computational costs. Binding energies which
can be clearly assigned to the {6, 8}-set are colored in red. In the lower plot, g00 belongs to black squares and g80 to red circles.
Black circles belong to the left, red circles to the right y-axis.
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4.2 The three-dipole system
In this section, our results for three non-relativistic, bosonic dipoles are presented. We investigate the low-energy regime
and calculate binding energies. In particular, the cutoff dependence of the system and the question whether a three-body
short-range operator is required in order to renormalize the bound-state spectrum is addressed. To calculate observables
we utilize the Faddeev equation. At the end of this section we present an alternative formulation of the Faddeev equation
which is numerically advantageous.
4.2.1 The Faddeev equation
The Faddeev equation can be employed in order to determine low-energy observables for three non-relativistic particles.
Since we are interested in the bound-state spectrum, we focus on the (homogeneous) Faddeev bound-state equation.
Note that for bound states E < 0 and therefore, no iε prescription is required in the emerging propagators. Here,
we project on cylindrical partial waves. An analysis in a spherical basis to improve precision in the infrared is still
outstanding. However, the analysis presented here gives valuable information about the cutoff dependence and on the
shape of three-body binding energies. For a thorough derivation of the Faddeev equation, we refer to the literature, e.g.,
Ref. [135], where it is derived from the three-body Schrödinger equation.
We denote the particles momenta ℓ1, ℓ2 and ℓ3, respectively, and introduce the Jacobi momenta
p≡1
2
(ℓ2 − ℓ3),
q≡2
3
(ℓ1 −
1
2
(ℓ2 + ℓ3)). (4.29)
The Faddeev equation in momentum space is then given as
ψ(E,p,q) = −g0(p2, q2)
∫
d3k
§
T (E − 34 q2/M ,p,k) g0(k2, q2) T3c(E) ψ(E,k,q)
+
 
1+ g0(k
2, q2) T3c(E)

·

T (E − 34 q2/M ,p,π1) ψ(E,−π2,k) + T (E − 34 q2/M ,p,−π1) ψ(E,π2,k)
ª
, (4.30)
where we introduced the shifted momenta π1 and π2, depending on the Jacobi momentum q and the loop momentum k
π1(k,q)≡ k+
1
2
q,
π2(k,q)≡
1
2
k+ q. (4.31)
The quantity g0(p
2, q2) is defined as
g0 ≡
 
E − (p2 + 34 q2)/M
−1
. (4.32)
Moreover, T3c(E) is the three-body contact transition amplitude and fulfills the LS equation for three-body contact in-
teractions. The solution to Eq. (4.30), ψ, is called Faddeev component and is directly related to the three-body wave
function following from the Schrödinger equation. The binding energies E(3)B > EB for which Eq. (4.30) has a solution,
determine the spectrum for three particles, with the two-body binding energies EB. If dipolar interactions display a
universal behavior, i.e. if the entire three-dipole spectrum is solely determined by two-body low-energy observables, no
three-body forces are required [8]. In case of pure two-body contact interactions, the three-body spectrum is determined
by, for example, the two-body scattering length, as, up to one degree of freedom. If no three-body force is included, the
three-particle binding energies are dependent on the cutoff scale, λ, but they also display a discrete scale invariance in
the limit of as →∞ and λ→∞.6 The discrete scale invariance implies that as soon as one three-body binding energy is
fixed, e.g., by experiment, the complete spectrum is set. We attempt to identify possible universal behavior for the dipole
system. It is sufficient to check whether the binding energies of the three-particle spectrum show a cutoff dependence in
absence of three-body forces, i.e. for T3c(E)≡ 0. The Faddeev equation simplifies to
ψ(E,p,q) = −g0(p2, q2)
∫
d3k

T (E − 34 q2/M ,p,π1) ψ(E,−π2,k) + T (E − 34 q2/M ,p,−π1) ψ(E,π2,k)
	
. (4.33)
6 For finite cutoff there is, as for the two interacting particles, a maximal three-body binding energy ∼ λ2/M .
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The sum of Faddeev componentsψ(E,p,q), with cyclic permutations of the particles momenta ℓ1, ℓ2 and ℓ3 in Eq. (4.29),
is a solution to the three-body Schrödinger equation.
Before addressing the dipole-dipole interaction, we solve Eq. (4.33) for a simpler potential, namely for a pure two-body
contact interaction. It will provide some insight into dynamics of a three-body system and allows to classify different
scenarios. For a detailed review for three particles interacting at low energies through pure contact interactions we refer
to the literature [8, 136].
The Faddeev equation for a separable potential can be further simplified, using that the two-body transition matrix is
separable. For isotropic interactions the potential depends on the absolute value of the momenta only and we use
V (ℓ,ℓ′) = g2v1(ℓ)v2(ℓ
′). (4.34)
We can then make the ansatz
T (E,ℓ,ℓ′)≡ τ(E)v1(ℓ)v2(ℓ′) (4.35)
and it is straightforward to show that τ(E) obeys the LS equation
τ(E) = −g2 + 4πg2τ(E)
∫
dk
k2v1(k)v2(k)
E − k2/M + iε . (4.36)
In our case the only momentum dependence comes from the regulator. We use a Gaussian regulator function, i.e.
f R(ℓ2) = e−ℓ
2/λ2 . Plugging expression (4.35) into the Faddeev equation (4.33) yields
ψ(E,p,q) = −g0(p2, q2)τ(E − 34 q2/M) f R(p2)
∫
d3k f R(π2
1
) {ψ(E,−π2,k) +ψ(E,π2,k)} . (4.37)
It can be solved with the ansatz [136]
ψ(E,p,q) = g0(p
2, q2) f R(p2)F(E, q), (4.38)
which reduces the Faddeev equation to an integral equation in one variable
F(E, q) = −τ(E − 34 q2/M)4π
∫
dkk2
∫ 1
−1
d x f R(π2
1
)g0(π
2
2
, k2) f R(π2
2
)F(E, k). (4.39)
We plot the three-body spectrum for an isotropic two-body contact interaction characterized by one coupling constant
g2 and in the absence of three-body forces in Fig. 4.9. The left side shows the evolution of the three-body bound-state
spectrum in dependence on the cutoff scale λ. The coupling constant is determined by the demand that the two-body
binding energy is renormalized to one. Actual experimental input could assign physical units to the two- and three-body
binding energies.
For increasing cutoff, the number of bound states grows. They become deeper bound and align parallel to each other.
It is evident that a three-body interaction is indispensable in order to obtain renormalization scale independence. An
analytical solution can be found, e.g., in Refs. [137, 138], where the authors use a renormalization group approach.
The three-boson system has a discrete scaling symmetry. This feature is known as Efimov effect [47, 112], which is
undergoing intense theoretical and experimental studies in current research.7 In the limit of λ→∞ and as →∞, the
scaling factor is σ0 = 22.7.
The discrete scaling symmetry is similar to the one we found for the 1/r2 potential in Sec. 2.3.1. Using hyperspherical
coordinates [8], three bosons interacting with large scattering length obey a Schrödinger equation similar to the radial
Schrödinger equation for the 1/r2 potential [107, 112]. The discrete scale invariance implies that if E(0)
(3)B
is a binding
energy, then E(n)
(3)B
= σ2n
0
E
(0)
B also is a binding energy of the spectrum. For finite cutoff, the binding energy of the deepest
bound state is ® λ2/M implying an upper bound for the spectrum. Moreover, the finite numerical precision ultimately
limits the number of resolved bound states. In Fig. 4.9 three bound states appear for the cutoff range and number of
sampling points chosen. On the right of the three-particle spectrum, we show the ratio of adjacent bound states. In the
limit of λ→∞ the ratios approach the analytically expected value of σ2
0
≈ 515.
7 Efimov further predicted a system with short-range interactions to be a Borromean system, i.e. that three-body bound states exist even in the
absence of bound dimers.
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Figure 4.9.: Spectrum for three bosons acting via a two-body contact potential. No explicit short-range three-body forces are
included. We show the unrenormalized spectrum of binding energies in the left plot. The plot on the right-hand side depicts the
ratio of adjacent binding energies. The analytically expected limit for λ→∞ and as →∞ is shown with a green, dashed line. For
both plots, all dimensionful quantities are given in units of the two-body binding energy EB .
The three-dipole Faddeev equation can not be simplified like in Eq. (4.37), since the two-body potential and transition
matrix are non-separable. We first consider the most general case and use the full partial wave expansion for the two-body
transition amplitude
T (E,ℓ,ℓ′) =
∞∑
m=−∞
tm(E,ℓ,ℓ
′)ym(φℓ)y
∗
m
(φℓ′), (4.40)
where the amplitudes tm are determined by Eq. (4.14). We further expand the Faddeev components using the general
ansatz
ψ(E,p,q) =
∞∑
m1,m2=−∞
ψm1m2(E,p,q)ym1(φp)y
∗
m2
(φq) (4.41)
and plug Eqs. (4.40) and (4.41) into the Faddeev equation (4.33). We find for the partial wave projected Faddeev
components
ψm1m2(E,p,q) =− g0(p2, q2)
∫
d2k
∫ 2π
0
dφ

tm1(E −
3
4 q
2/M ,p,π1(φ)) (4.42)
×
∑
m3,m4
m1,m3∑
n1,n3=0
Dm1m3
n1n3
(qρ, kρ,φ)
y∗
m4+n1−n3(φ)p
2π
(−1)m3δm1−m3,m2−m4ψm3m4(−π2(φ),k) +π1,2 ↔−π1,2

,
where the quantity Dm1m3
n1n3
is defined as
Dm1m3
n1n3
(qρ, kρ,φ)≡
|m1|
|n1|
|m3|
|n3|

1
2
|m1|−|n1|+|n3| (kρ)|n1|+|n3|(qρ)|m1|+|m3|−(|n1|+|n3|)
(π
ρ
1 (φ))
|m1|(πρ2 (φ))
|m3|
, (4.43)
with binomial coefficients
 |m1|
|n1|

and
 |m3|
|n3|

. We give a detailed derivation in App. B.8. Note that the interchange π1,2 ↔
−π1,2 in Eq. (4.42) also implies that (−1)m3 has to be replaced with (−1)m1 (cf. App. B.8). The ρ- and z-component of
the shifted momenta π
1
≡ (πρ1 ,πz1)T and π2 ≡ (π
ρ
2 ,π
z
2
)T are given as
π
1
≡
Ç
k2
ρ
+ 14 q
2
ρ
+ kρqρ cos(φk −φq)
kz +
1
2 qz

, (4.44a)
π2 ≡
Ç
1
4 k
2
ρ
+ q2
ρ
+ kρqρ cos(φk −φq)
1
2 kz + qz

. (4.44b)
The minus sign in front of the shifted momenta only applies to the z-component, i.e. −π ≡ (πρ,−πz)T .
There is a simplification we can apply if the deepest two-body bound state with particular m¯1 is clearly separated from
bound states with different angular momentum projection. Then, for energies in the vicinity of the greatest two-body
binding energy, the transition amplitude, T , is dominated by its partial wave tm¯1 and we can approximate
T (E,ℓ,ℓ′)≈ tm¯1(E,ℓ,ℓ′)ym¯1(φℓ)y∗m¯1(φℓ′). (4.45)
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We expect this approximation to work particularly well for three-body binding energies close to the two-body threshold.
For the partial wave amplitudes in Eq. (4.40) follows
tm(E,ℓ,ℓ
′) = δmm¯1 tm¯1(E,ℓ,ℓ
′). (4.46)
The Faddeev equation then decouples and we find
ψm¯1m2(E,p,q) =− g0(p2, q2)
∫
d2k
∫ 2π
0
dφ

tm¯1(E −
3
4 q
2/M ,p,π1(φ)) (4.47)
×
m¯1∑
n1,n3=0
Dm¯1m¯1
n1n3
(qρ, kρ,φ)
y∗
m2+n1−n3(φ)p
2π
(−1)m¯1ψm¯1m2(−π2(φ),k) +π1,2 ↔−π1,2

.
For m¯1 = m2 = 0 we obtain from Eq. (4.47)
ψ00(E,p,q) =− g0(p2, q2)
∫
d2k
∫ 2π
0
dφ
2π
¦
t0(E − 34 q2/M ,p,π1(φ))ψ00(−π2(φ),k) +π1,2 ↔−π1,2
©
. (4.48)
We illustrate how to solve Eq. (4.48) in App. B.7 numerically. In the next section we present our results for the bound-state
spectrum of three interacting, bosonic dipoles.
4.2.2 Results
We present our results for three bosonic dipoles acting via two-body interactions only. We constrain our analysis to regions
where the T -matrix is dominated by one particular angular momentum projection, i.e. where condition (4.45) is fulfilled.
For the here presented analysis we use m= 0 and D < 0. The spectrum is shown in Fig. 4.10. All dimensionful quantities
are expressed in dipole units. We use a Lanczos algorithm as described in App. B.7. It is a Krylov subspace algorithm
which are particularly useful for sparse kernel matrices inducing comparatively inexpensive matrix-vector multiplications.
We use N = 15 and 2N − 1 = 29 sampling points for the ρ- and z-components of the momenta, respectively. The cutoff
is varied between λ = 1 . . . 20/M D and the short-range operator is an isotropic S-wave operator. For the whole range of
the cutoff, just one set of bound states is present and, e.g., avoided level crossings do not occur. The lowest bound state
is renormalized to Ed = 0.1/M
3D2.
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Figure 4.10.: Bound-state spectrum for three bosonic dipoles. We plot the binding energies in dependence on the cutoff. Green
squares belong to two-body bound states and red squares to the three-body spectrum. The deepest two-body bound state is renor-
malized to Ed = 0.1/M
3D2.
Three-dipole bound states are present for the whole range of the cutoff. To avoid poles of the two-body T -matrix, we
constrain the three-body spectrum to energies E(3)
d
≥ 1.1Ed . This confinement explains why only one bound state is found
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for λ ® 1.8/M D. Moreover, the shallowest three-body bound state is always deeper bound than the deepest two-dipole
state, since otherwise it was energetically favorable for the three-body state to decay into a two-body bound state and a
free particle. Thus, every time a two-body bound state joins the spectrum from above, the three-body bound states align
parallel to it.
It appears that the three-body spectrum shows barely any sensitivity to the cutoff as soon as the deepest two-body bound
state has converged. We conclude that no three-body short-range operators are required in order to renormalize the
spectrum, which is in agreement with the findings in Ref. [91]. The three-dipole bound-state spectrum appears to be
universally determined by two-body low-energy observables.
For most cutoffs, two bound states of the three-body spectrum are present. A third one only occurs for values of the cutoff
where the deepest two- and three-body bound states are not converged yet. Due to the absence of a fully converged
third state, we could not confirm Efimov physics, predicted in Ref. [91]. In the future, it should be possible to go to
higher precision. An implementation in spherical coordinates presumably allows for a larger number of sampling points,
increasing the achieved resolution. Furthermore, it is desirable to search for three-body binding energies closer to the
two-dipole threshold. A reformulation of the Faddeev equation presented in the upcoming section allows to obtain the
three-body spectrum arbitrarily close to the two-body threshold without encountering poles of the transition matrix. It
further reduces the numerical expenses significantly.
4.2.3 Alternative formulation of the Faddeev equation
As described in App. B.7, the Faddeev equation for bound states can be discretized and reduced to an eigenvalue prob-
lem. Negative energies for which the kernel possesses eigenvalue one are binding energies of the system. Root-finding
algorithms might necessitate many function evaluations, in particular, when many three-body bound states are present.
Each function evaluation comes with the cost of finding the eigenvalues of the kernel. Furthermore, when, e.g., using
a bisection, the interval on which the roots are determined is finite and hence particular solutions might not be found.
Moreover, root-finding algorithms come with a finite precision with which the binding energies are determined and thus
increase the error of the binding energies. Algorithm with a faster convergence, on the other hand, might suffer from a
lower robustness.
It is therefore desirable to find an alternative approach, similar to the modified bound-state equation for the two-body
system (cf. App. B.3). Then, the eigenvalues have to be determined just once in order to determine the complete spec-
trum. We derive such a reformulation of the Faddeev equation in App. B.8, which can also be utilized for non-separable
potentials. The modified Faddeev equation without explicit three-body forces reads
Eψ(p,q) =
1
M

3
4
q2 + p2

ψ(p,q) +
∫
d3kV (p,k)ψ(k,q) +
∫
d3k {V (p,π1)ψ(−π2,k) + V (p,−π1)ψ(π2,k)} . (4.49)
On the right-hand side of Eq. (4.49) only energy independent quantities appear. In particular, in the last term, the
potential occurs instead of the transition matrix (cf. Eq. (4.33)). While the transition matrix depends on three momenta
(q, p and π1) and the energy, the potential depends on two momenta only. Thus, the required memory in order to store
the kernel matrix is reduced by one order8. Moreover, for the determination of the transition matrix, for instance, when
regarding dipole-dipole interactions, matrix inversions are required, whereas the potential follows from direct function
evaluations. It is hence expected that numerical expenses for the determination of the kernel matrix are clearly reduced
when employing Eq. (4.49). Also, close to the two-body threshold, the transition matrix possesses poles. The poles
restrict the domain on which binding energies are determined and brings additional risk that numerical evaluations fail.
Ultimately, we aim to apply Eq. (4.49) to the three-dipole system using a spherical basis in order to increase numerical
precision. A full implementation is still outstanding. However, we give a proof of concept considering a simpler potential,
namely the 1/r3 potential. It is non-separable but angular momentum channels do not couple when projecting on partial
waves. We derive the partial wave projection of Eq. (4.49) in App. B.9. The projection of the third term can be conducted
in complete analogy to the partial wave projection of the Faddeev equation in Eq. (4.33), which can be found in the
literature (e.g. in Ref. [135]). As a basis for the expansion, we use bipolar spherical harmonics. They are defined as
Y LM
lλ
(Ωp,Ωq)≡
∑
m,µ

l λ L
m µ M

Ylm(Ωp)Yλµ(Ωq), (4.50)
where m and µ run over −l, . . . , l and −λ, . . . ,λ, respectively. The bipolar spherical harmonics are orthonormal and
complete w.r.t. Ωℓ ⊗Ωℓ′ . We can expand the Faddeev components of Eq. (4.49)
ψ(p,q) =
∑
L,M ,l,λ
ψLM
lλ
(p, q)Y LM
lλ
(Ωp,Ωq), (4.51)
8 Using N sampling points for all momenta, for fixed energy E, N3 array entries have to be stored for the T -matrix, while for the potential N2
are sufficient.
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where L, l and λ run from zero to infinity and M = −L . . . L. We abbreviate the indices of the Faddeev components
α≡

L M
l λ

(4.52)
and find for the partial wave amplitudes
Eψα(p, q) =
1
M

3
4
q2 + p2

ψα(p, q) +
∑
α′
∫
dkk2Vαα′(p, k)ψα′(k, q)
+
∑
α′,α′′
∫
dkk2
∫ 1
−1
d x
Vαα′(p,π1(q, k, x))
(π1(q, k, x))
l′ Gα′α′′(q, k, x)
ψα′′(π2(q, k, x), k)
(π2(q, k, x))
l′′ , (4.53)
where [. . . ] represent Clebsch-Gordan coefficients. The potential Vαα′ can be expressed in terms of the two-body potential
v
l l′
m
Vαα′(p, k)≡ δλλ′δM M ′
M∑
m=−M

l λ L
m M −m M

l ′ λ L′
m M −m M

v
l,l′
m
(p, k). (4.54)
The absolute values of the shifted momenta are denoted by π1 and π2, respectively, and read
π1(q, k, x)≡
Ç
1
4 q
2 + k2 + qkx , (4.55a)
π2(q, k, x)≡
Ç
q2 + 14 k
2 + qkx . (4.55b)
The recoupling coefficient Gα′α′′ is defined as
Gα′α′′(q, k, x)≡
∞∑
n=0
Pn(x)
∑
l′
1
+l′
2
=l′
l′′
1
+l′′
2
=l′′
ql
′
2
+l′′
2 kl
′
1
+l′′
1 · gnl
′
1
l′
2
l′′
1
l′′
2
α′α′′ , (4.56)
with the geometrical quantity
g
nl′
1
l′
2
l′′
1
l′′
2
α′α′′ ≡δL′ L′′δM ′M ′′((−1)l
′
+ (−1)l′′)

1
2
l′
2
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1
+1
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Æ
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(2l ′1)!(2l
′
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(4.57)
×
∞∑
f ′, f ′′=0

l ′
2
λ′ f ′
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
l ′′
1
λ′′ f ′′
0 0 0
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n l ′
1
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n l ′′
2
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0 0 0
§
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1
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2
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ª§
l ′′
2
l ′′
1
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ª§
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1
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f ′′ l ′′
2
n
ª
,
where, for instance, [n]≡ 2n+ 1 and {. . . } denote Wigner’s 6− j symbols.
We solve Eq. (4.53) for an S-wave projected 1/r3 potential. The recoupling coefficient becomes particularly simple,
namely Gα′α′′(q, k, x) = 1 and we obtain
Eψ00
00
(p, q) =
1
M

3
4
q2 + p2

ψ00
00
(p, q) +
∫
dkk2v 00
0
(p, k)ψ00
00
(k, q) +
∫
dkk2
∫ 1
−1
d xv 00
0
(p,π1(q, k, x))ψ
00
00
(π2(q, k, x), k).
(4.58)
The projection of the potential is given in Eq. (2.49) and reads
v
00
0
(p, k) = c0 +
c
M
π2
2

1+
(p− k)2
4pk
log
 
r2
0
(p− k)2

− (p+ k)
2
4pk
log
 
r2
0
(p+ k)2

. (4.59)
As explained below Eq. (2.48), the dependence on r0 can be completely absorbed in the coupling constant c0. We further
use c0 to renormalize the two-body spectrum. The modified Faddeev equation for the 1/r
3 potential is then solved
numerically. The three-body spectrum is shown on the left of Fig. 4.11. The shallowest two-body binding energy is
renormalized to EB = 1/c. The spectrum bears close resemblance to the three-dipole spectrum in Fig. 4.10. Also here it
appears that three-body binding energies are fully determined by two-body observables.
We further compare to the spectrum obtained by solving the Faddeev equation (4.33) also projected on S-waves.
The spectra agree well within numerical precision. Note that in order to find three-body binding energies using the
Faddeev equation in its original formulation, the domain for the root search has to be restricted, as described above. The
restriction explains the absence of the three-body bound state close to the two-body threshold for λ ® 40/c. The runtime
comparison on the right is performed for fixed cutoff λ= 50/c and manifests the computational advantage of Eq. (4.58).
For the same number of sampling points, an algorithm employing Eq. (4.58) outperforms a similar algorithm with Eq.
(4.30) at its basis by a factor of roughly 50. This factor presumably further increases when more three-body bound states
are present.
60 4. Dipole-dipole interactions
1e-1
1e0
1e1
1e2
1e3
1e4
1e5
10 100
N = 30
1e-1
1e0
1e1
1e2
1e3
1e4
1e5
1 10 100
λ = 50/c
E
(
3
)
B
[1
/
c
2
M
]
λ [1/c]
T
[s
]
N
Figure 4.11.: Three-body bound-state spectrum and runtime comparison for the 1/r3 potential. The three-body spectra are shown
on the left. The green squares belong to the two-body binding energies, the black squares to the numerical solution of the S-wave
projected, modified Faddeev equation (4.58). The red circles represent the spectrum obtained by solving the S-wave projection of
Eq. (4.33). For the spectra on the left, N = 30 sampling points were used. The right-hand side shows the dependence of the runtime
of both algorithms for fixed cutoff λ= 50/c on the number of sampling points. Black squares again belong to the modified Faddeev
equation, red circles to its original formulation.
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5 Conclusion and outlook
In the presented thesis we studied few-body systems with tensor interactions. We focused on two examples. On the one
hand, the X (3872) was thoroughly investigated. We extrapolated low-energy observables, such as the binding energy
and the scattering length, to unphysical light quark masses and finite volumes. It appears that the X (3872) is most
likely deeper bound for large quark masses and small volumes. Our results can also be used vice versa to extrapolate
lattice results to the physical point. On the other hand, we analyzed interactions between two and three bosonic dipoles.
Bound-state spectra as well as scattering lengths were presented and analyzed for various quantum numbers and dipole
tunings. Dipole spectra display a rich variety of states and in comparison to pure S-wave potentials, short-range operators
with anisotropic proportions have to be implemented in order to properly renormalize.
In Chap. 1 we introduced the phenomenology as well as the physical context relevant to this thesis. We further moti-
vated the presented investigations and gave an outline.
Effective theories we subject of Chap. 2. We discussed presuppositions required to establish an effective theory. The
explicit construction was demonstrated by means of various examples. We began with pure contact theories, which
provide a relatively simple though widely applicable framework to describe low-energy experiments. A suitable set of
short-distance operators was formulated and we discussed two methods to remove emerging ultraviolet divergences: the
cutoff regularization as well as the power divergence subtraction scheme. Subsequently, the coupling constants were
tuned to match to the effective range expansion. Finite volume corrections were applied afterwards. We derived an ex-
plicit expression for the shift of the binding energy when placing the before discussed system in a cubic box with periodic
boundary conditions. Singular potentials possess long-range tails and can not be parametrized using contact operators.
The 1/r2 and 1/r3 potentials represent such singular potentials. We solved the corresponding Lippmann-Schwinger
equation numerically and discussed and renormalized their bound-state spectra.
A thorough analysis of chiral and finite volume extrapolations for the X (3872) was provided in Chap. 3. First, we
discussed the effective field theory employed. The Lagrangian was introduced and the Feynman rules were deduced. We
elaborated on the role of pions and discussed the power counting and the relevance of charged D mesons in detail. Chiral
extrapolations for the binding energy and the scattering length were given in Sec. 3.2. We interpreted the X (3872) as
a bound, hadronic molecule and applied the effective field theory to D¯0D∗0 scattering. The scattering amplitudes were
calculated up to next-to-leading order and peculiarities due to on-shell pions were analyzed. We renormalized the theory
at the physical point, estimated natural ranges for unknown coupling constants and provided chiral extrapolations for
the binding energy and the scattering length. Our main results can be summarized as follows.
• The scattering amplitude to NLO with bare propagators is infrared divergent. A careful analysis revealed that
divergences stem from on-shell pion self-energy diagrams for the D∗0 meson. They could be cured by resumming
the pion contributions to the D∗0 propagator to all orders, inducing a finite decay width for the D∗0.
• Next-to-leading order contact interactions, required by power counting, are crucial to ensure a consistent renor-
malization.
• The effective range expansion for D¯0D∗0 scattering breaks down for unstable D∗0 since constituent states are not
asymptotic. The scattering length could still be usefully defined after shifting the on-shell point to complex energy.
The effective range could be calculated for large light quark masses.
• The binding energy to NLO followed from a comparison to a non-perturbative expression for the scattering ampli-
tude. A supposed momentum dependence cancels at NNLO.
• Scattering length and binding energy were obtained for light quark masses up to about twice their physical value.
The X (3872) is most likely deeper bound for increasing quark masses. Moreover, the scattering length displays a
cusp effect.
Section 3.3 addresses finite volume effects for the X (3872). In addition to the light quark mass dependence, we analyzed
the dependence of the binding energy on the side length of the box. We found for the X (3872) in a cubic box:
• Aforementioned infrared divergences do not occur in the finite volume since low-frequency modes are cut off, but
contributions from low-energy regimes can still be large and the self-energy has to be resummed. The resummation
induces a finite mass shift. Short-distance physics, on the other hand, remains unchanged.
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• The range of validity of XEFT is further restricted due to on-shell three-body intermediate states. XEFT can still be
applied over a wide range of light quark masses and box sizes.
• The binding energy can still be obtained with the method applied before. Moreover, an alternative approach
utilizing the effective range expansion for large pion masses could be used to check for consistency.
• The X (3872) is significantly deeper bound for small volumes over the whole range of analyzed light quark masses.
In the fourth chapter we examined bosonic dipoles at ultralow temperatures. We reviewed the effective theory used
to describe dipoles interacting at low energies. At its bottom is the long-range dipole-dipole interaction potential. We
discussed symmetries and conservation laws of the potential and established a set of suitable quantum numbers to classify
states. Opportunities to tune the interaction strength were described. Moreover, we set up suitable short-range operators.
Furthermore, we regularized ultraviolet divergences and projected the potential on partial waves in cylindrical as well as
spherical coordinates. Arising integral equations were solved numerically. The central results we found are:
• After projecting on cylindrical partial waves, two-dimensional, decoupled integral equations are left to solve to
determine the transition amplitude.
• In a spherical coordinate system, a greater precision in the low-energy regime can be achieved since integration
measures are one-dimensional. Partial waves in different channels of angular momentum couple strongly but
sets of angular momentum, which dominate certain bound states, can be assigned. We established a method to
determine according sets and to check for convergence.
• Whenever a new state appears, the scattering length diverges. The scattering length further reflects the coupling
between channels with different angular momentum. We confirmed that the binding energy shows a universal
behavior when plotting in dependence on the scattering length.
• To fully renormalize the spectrum, a linear combination of, in general, anisotropic short-distance operators has to
be implemented. For each set of angular momentum, one coupling constant had to be tuned until a certain bound
state was reproduced.
Afterwards, we considered non-relativistic three-body systems and particularly focused on the renormalization. To de-
termine bound states, we solved the Faddeev equation numerically. First, for a simple example, namely for a separable
potential to discuss different scenarios. Afterwards, we projected the Faddeev equation for three dipoles on cylindrical
partial waves. We solved it for dipoles interacting via two-body potentials only. The main findings are
• The Faddeev equation couples different projections of angular momentum. However, if the deepest two-body
bound state is dominated by a particular projection quantum number, the Faddeev equation decouples.
• The shallowest three-dipole bound states are always below two-body threshold. Whenever a new two-body bound
state joins the spectrum from above, the three-dipole spectrum possesses a discontinuity.
• The three-dipole spectrum is universally determined by two-body low-energy observables. All three-body bound
states align parallel to the two-body threshold.
At the end of Chap. 4 we presented a reformulation of the Faddeev equation which is numerically beneficial. For a proof of
concept we applied it to the singular 1/r3 potential. Similar to the dipole-dipole interactions, also for particles interacting
via a 1/r3 potential, the three-body spectrum is universally determined by two-body observables. We demonstrated that
the modified Faddeev equation is indeed favorable when considering three-body bound-state spectra for non-separable
two-body interactions.
Due to their distinct characteristics, tensor potentials display a wide variety of peculiar features which attract con-
siderable attention, both experimentally and theoretically. Various questions are worthwhile to be addressed in future
analyses.
Studies of the X (3872) within fully Galilean-invariant effective field theories are subject of ongoing work. On the one
hand with a focus on chiral extrapolations utilizing analytical methods [139] and on the other hand with an emphasis on
three-body D0 D¯0π dynamics within a numerical framework [140]. Moreover, a precise quantification of coupled channel
effects for charged and neutral D mesons could further clarify the importance of charged D meson contributions. Further-
more, the inclusion of S-D-wave couplings could serve as a preparation for NNLO calculations for the X (3872). However,
to improve predictions for observables by including explicit NNLO contributions to the D¯0D∗0 scattering amplitude, it is
essential to determine the next-to-leading order XEFT coupling constants. To extract them from lattice calculations, sim-
ulations performed at smaller light quark masses and larger volume are desirable. Of particular importance are precise
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experimental determinations of the X mass and its width. The PANDA experiment [141] promises to improve currently
available data for the X (3872).
For dipolar interactions, a plausible extension is to develop a framework to describe four and more particles. But also
in the two-body sector, improvement is desirable. The numerical precision of bound-state spectra for two bosonic dipoles
is mainly limited by the convergence in the momentum cutoff. Modified regulator functions on the one hand and more
sophisticated short-range operators, affecting multiple angular momentum channels, on the other hand, might decrease
the sensitivity to the momentum cutoff. For three-dipole systems, an implementation in a spherical coordinate system,
preferably with the alternative formulation of the Faddeev equation at its basis, presumably increases the resolution with
which bound states are determined. For example, Efimov-like phenomena could then be quantitatively described to high
precision. Moreover, coupled channel effects might play an important role if the two-body threshold is not dominated
by a single angular momentum projection quantum number. Their influence on three-body dynamics might reveal new
effects for three dipoles. Condensates of molecules are at the frontier of current experimental research. In particular,
molecules with large electric dipole moment promise to open an entirely new field in the area of ultracold gases. Their
continuous and precise tuning could allow for the observation of yet unknown quantum phenomena for many-body
systems.
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A Calculations for the X(3872)
A.1 Infinite volume Feynman diagrams
We derive expressions of selected Feynman diagrams. We begin with the Feynman diagrams for the infinite volume
scattering amplitude.
A.1.1 Calculation of the D∗0 self-energy diagram
In this section we show the explicit calculations for the bare D∗0 self-energy diagram depicted in Fig. 3.6. At the beginning
we keep all spin indices and mπ/mD-suppressed terms. The self-energy reads, using spin indices i and j
−iΣˆi j(p0,p) =

Λ
2
4−D ∫ dDk
(2π)D
−g2
2 f 2
1
2mπ
i
−k0 − k2/2mD + iε
i(ǫi · (p+ k))(ǫ∗j · (p+ k))
p0 + k0 − (p+ k)2/2mπ +δ+ iε
. (A.1)
Performing the contour integration for k0 we obtain
−iΣˆi j =
−i g2
2 f 2
1
2mπ

Λ
2
3−d ∫ dd k
(2π)d
(ǫi · (p+ k))(ǫ∗j · (p+ k))
p0 − k2/2mD − (p+ k)2/2mπ +δ+ iε
, (A.2)
where d = D− 1. Using a tensor decomposition for Eq. (A.2), we can replace
ǫi · (p+ k)ǫ∗j · (p+ k) = (p+ k)i · (p+ k) j →
δi j
3
(p+ k)2 (A.3)
in the integral and obtain for the self-energy diagram
−iΣˆi j =
−i g2
2 f 2
δi j
3

Λ
2
3−d ∫ dd k
(2π)d
(p+ k)2
2mπp0 − k2mπ/mD − (p+ k)2 + 2mπδ+ iε
. (A.4)
Though the energy as well as the momentum dependence of Eq. (A.4) is mπ/mD suppressed, we first keep all terms in
order to make the suppression explicit. Similar to Eq. (3.5) we utilize −iΣˆi j = −δi j iΣ and obtain
−iΣ = i g
2
6 f 2
mDπ
mπ

Λ
2
3−d 1
(4π)d/2

d
2
Γ
−d
2

p2
mDπ
mπ

1− mDπ
mπ

− 2mDπ(p0 +δ)− iε
 d
2
+p2

1− mDπ
mπ
2
Γ

1− d
2

p2
mDπ
mπ

1− mDπ
mπ

− 2mDπ(p0 +δ)− iε
 d
2−1
, (A.5)
where mDπ is the reduced mass of the pion and the D
0 meson.1 We keep all terms linear in β ≡ mπ/mD
−iΣ= i g
2
6 f 2
(Λ/2)3−d
(4π)d/2
d
2
Γ

−d
2

(1− β)(βp2 − (1− β)2mπ(p0 +δ)− iε)
d
2 . (A.6)
Using PDS and on-shell renormalization where
Re

G−1(p0,p)

p0=p
2/2mD∗
= 0, (A.7)
we obtain for the on-shell counterterm
−iδΣ =
−i g2
24π f 2
(1− 2β)2mπδΛ+ O (β2) =
−i g2
24π f 2
µ2Λ+ O (β), (A.8)
1 We remark that mDπ differs from mπ only by mπ/mD-suppressed terms.
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where we used that δ/mπ = O (β). Going to higher orders in β , momentum dependent terms have to be subtracted as
well. A more thorough analysis shows that these terms first occur at O (β3). Note that the first expression in Eq. (A.8) is
non-analytic in the light quark masses. Counterterms as in the first equality of Eq. (A.8) can only be subtracted for fixed
pion mass. Neglecting NLO terms linear in β , as done in the second expression, the counterterm is analytic and might be
subtracted for variable quark masses, too. Since we work up to NLO and β suppressed NLO terms are of NNLO, we use
the second expression of Eq. (A.8) as an on-shell counterterm for the D∗0 self-energy.
Note that when going on-shell, the terms in parentheses proportional to p2 and p0 cancel each other up to order β
2. This
cancellation implies that the decay width of the X to LO with resummed D∗0 propagator differs from the D∗0 meson’s
decay width only by β2 suppressed terms. Further, in the limit of the scattering length going to infinity, the X decay
width coincides exactly with the D∗0 meson’s decay width.
In XEFT power counting, the self-energy counts as Q3, coming from one loop integration, two propagators and two
D0D∗0π couplings. When resumming the D∗0 propagator, the self-energy comes along with energy and momentum
squared, i.e. order Q2 and thus is suppressed by one order of Q. The power counting for D∗0 propagators is therefore
unaltered after resumming.
If one is interested only up to O (β0), i.e. when calculating in XEFT up to NLO, the β -dependence of the self-energy can
be dropped already in Eq. (A.4) in the denominator of the reduced propagator. The integral in Eq. (A.4) simplifies and
we obtain
−iΣ ≈ i g
2
6 f 2

Λ
2
3−d ∫ dd k
(2π)d
(p+ k)2
(p+ k)2 −µ2 − iε
=
i g2
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 
−µ2 − iε
 d
2 . (A.9)
We also used that the energy of the D∗0 meson is of order p2/2mD∗ . The counterterm is determined by the second
expression in Eq. (A.8). We eventually obtain for the on-shell renormalized self-energy of the D∗0 meson
−iΣOS =
¨
− i g2
24π f 2
iµ3 , mπ <∆,
0 , mπ ≥∆.
(A.10)
A.1.2 Calculation ofA (I)
0
There are four Feynman diagrams belonging to the momentum dependent contact interaction contributing to the NLO
D¯0D∗0 scattering amplitude, depicted in Fig. A.1. The tree level contribution is given by the Feynman rule in Fig. 3.1
Figure A.1.: Momentum dependent NLO contact interaction. The notation is the same as in Fig. 3.4. In addition, the thick lines
denote resummed D∗0 propagators.
−i C2
2
 
ℓ2 + ℓ′2

, (A.11)
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skipping the Kronecker delta for convenience. The one-loop contributions below are related to each other by exchanging
the in- and outgoing relative momenta. Applying the Feynman rules and performing the contour integration in the usual
fashion, we find for the sum of both diagrams
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The expressions forA (I)0 simplify when going on-shell after including the two-loop contribution in Fig. A.1. The two-loop
diagram does not depend on the external momenta but only on the energy through the quantity η
iA−1

Λ
2
8−2D ∫ dDk
(2π)D
∫
dDk′
(2π)D
i
E + k0 − k2/2mD∗ −ΣOS + iε
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
× i
E + k′0 − k′2/2mD∗ −ΣOS + iε
i
−k′0 − k′2/2mD + iε
. (A.13)
We use that the interaction is separable and obtain the same contribution to the transition amplitude twice
−i C2
2
(−2η2)(−η+Λ)2

MDD∗
2π
2
(A−1)2. (A.14)
Going on-shell, i.e. regarding the limit ℓ,ℓ′ → p and η2 → −p2 with 2MDD∗E = p2, the four contributions add up to the
short and simple expression
iA (I)0 = −
iC2p
2
C20
(A−1)2. (A.15)
A.1.3 Calculation ofA (II)
0
Figure A.2.: Tree level OPE contribution to the NLO amplitude. The notation is the same as in Fig. 3.4.
For the one-pion exchanges we begin with the tree level diagram shown in Fig. A.2. When applying the Feynman rules,
expression (3.10) is obtained
iAˆ (II)
0i j
=
i g2
2 f 2
(ǫi · q)

ǫ∗
j
· q

q2 −µ2 − iε . (A.16)
Since we aim to obtain the S-wave scattering amplitude, we apply the projection operator
1
2
∫ 1
−1
d(cosθℓℓ′) (A.17)
from the left, with θℓℓ′ being the angle between the in- and outgoing relative momenta ℓ and ℓ
′. We obtain for the
S-wave projected, tree-level one-pion-exchange amplitude
iAˆ (II)
0i j
=
i g2
2 f 2
1
2
∫ 1
−1
d x
(ℓ− ℓ′)i(ℓ− ℓ′) j
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2 f 2

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4 |ℓ| |ℓ′| log

1− 4 |ℓ| |ℓ
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µ2 − (ℓ2 − ℓ′2)

, (A.18)
where we used substitution (A.3) to obtain the second line.
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A.1.4 Calculation ofA (III)
0
Here, we show the explicit calculation for the one-loop pion-exchange graphs summed up in the amplitude A (III)0 . The
diagrams are shown in Fig. A.3.
Figure A.3.: One-loop pion-exchange contribution to the NLO amplitude. The notation is the same as, e.g., in Fig. 3.4. In addition,
the thick line denotes a resummed D∗0 propagator.
Applying the Feynman rules, we obtain
iAˆ (III)
0i j
= iA−1
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2
4−D ∫ dDk
(2π)D
−g2
2 f 2
1
2mπ
i
E + k0 − k2/2mD∗ −ΣOS + iε
i
−k0 − k2/2mD + iε
×
(ǫi · (ℓ+ k))(ǫ∗j · (ℓ+ k))
E + k0 + ℓ0 − (ℓ+ k)2/2mπ +δ+ iε
+ ℓ↔ ℓ′ (A.19)
As a next step, we perform the contour integration, use the substitution (A.3) and drop mπ/mD and δ/mπ-suppressed
terms. Taking into account that E ∼ ℓ0 ∼ k0 ∼Q2/2mD, we get for the scalar amplitude
iA (III)0 = iA−12MDD∗
g2
6 f 2

Λ
2
3−d ∫ dd k
(2π)d
1
k2 − 2MDD∗(E −ΣOS)− iε

1+
µ2
(ℓ+ k)2 −µ2 − iε

+ ℓ↔ ℓ′ (A.20)
with d = D − 1. We use PDS to regularize UV divergences. Evaluating the first term in parentheses results in I0 from
Eq. (3.6) with E replaced with E −ΣOS. For the second term, we use Feynman parameters
T (III)(η2, |ℓ|,µ2)≡

Λ
2
3−d ∫ dd k
(2π)d
1
k2 +η2
1
(ℓ+ k)2 −µ2 − iε
=
1
8π
∫ 1
0
d x

x(1− x)ℓ2 + (1− x)η2 − xµ2 − iε
− 12
=
1
8π
i
|ℓ| log

1+
2|ℓ|
iη+µ− |ℓ|

(A.21)
and eventually obtain for the NLO scattering amplitudeA (III)0
iA (III)0 =
i g2
3 f 2

(−η+Λ) +µ2

i
4|ℓ| log

1+
2|ℓ|
iη+µ− |ℓ|

+ ℓ↔ ℓ′

MDD∗
2π
A−1. (A.22)
A.1.5 Calculation ofA (IV)
0
The two-loop pion-exchange contribution to the NLO amplitude is depicted in Fig. A.4.
We use the Feynman rules to acquire
iAˆ (IV)
0i j
= iA−1

Λ
2
8−2D ∫ dDk
(2π)D
∫
dDk′
(2π)D
−g2
2 f 2
1
2mπ
i
E + k0 − k2/2mD∗ −ΣOS + iε
i
−k0 − k2/2mD + iε
·
(ǫi · (k+ k′))(ǫ∗j · (k+ k′))
E + k0 + k
′
0 − (k+ k′)2/2mπ +δ+ iε
i
E + k′0 − k′2/2mD∗ −ΣOS + iε
i
−k′0 − k′2/2mD + iε
iA−1. (A.23)
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Figure A.4.: Two-loop pion-exchange contribution to the NLO amplitude. The notation is the same as in Fig. 3.4. In addition, the
thick lines denote resummed D∗0 propagators.
We proceed in analogy to Sec. A.1.4, i.e. perform the contour integrations, factor out the spin dependence and drop
mπ/mD suppressed terms. The scalar amplitude reads
iA (IV)0 =
i g2
6 f 2
(2MDD∗)
2(A−1)2

Λ
2
6−2d ∫ dd k
(2π)d
∫
dd k′
(2π)d
1
k2 +η2
1
k′2 +η2

1+
µ2
(k+ k′)2 −µ2 − iε

. (A.24)
The reduced D¯0D∗0 propagators separate in |k| and |k′| and the integrals can be evaluated independently, resulting in a
contribution of I2
0
, again with E replaced with E −ΣOS. For the second term, we separate the UV divergent part
T (IV)(η,µ)≡

Λ
2
6−2d ∫ dd k
(2π)d
∫
dd k′
(2π)d
1
k2 +η2
1
k′2 +η2
1
(k+ k′)2 −µ2 − iε
= T (IV)(η,µ)− T (IV)(η, 0)︸ ︷︷ ︸
UV finite
+ T (IV)(η, 0)︸ ︷︷ ︸
UV divergent
. (A.25)
We begin with the evaluation of T (IV)(η, 0)
T (IV)(η, 0) =

Λ
2
6−2d ∫ dd k
(2π)d
∫
dd k′
(2π)d
1
k2 +η2
1
k′2 +η2
1
(k+ k′)2 − iε
=

Λ
2
6−2d
Γ [3− d]
(4π)d
(η2)d−3
∫ 1
0
d x (x(1− x))1− d2
∫ 1
0
d y y
d
2−2
PDS−−→
d→3
1
(4π)2
1
2

1+ log

π
4

− γE + log

Λ
2
η2

(A.26)
and further obtain for the UV finite part, already taking the limit d → 3 (D→ 4)
T (IV)(η,µ)− T (IV)(η2, 0) =
∫
d3k
(2π)3
∫
d3k′
(2π)3
1
k2 +η2
1
k′2 +η2

1
(k+ k′)2 −µ2 − iε −
1
(k+ k′)2 − iε

=
∫
d3k
(2π)3
µ2
k2 −µ2 − iε
1
k2
∫ 1
0
d x
Γ

1
2

(4π)
3
2

x(1− x)k2 +η2 − iε
− 12
=
1
(2π)3
∫ ∞
0
dq
µ2
q2 −µ2 − iε
1
q
acot

2η
q

=
1
(4π)2
1
2

log(4) + log

η2
(2η− iµ)2

. (A.27)
Combining Eqs. (A.26) and (A.27), the result for T (IV)(η,µ) reads
T (IV)(η,µ) =
1
(4π)2

1
2
+
1
2
(log(π)− γE) + log

Λ
2η− iµ

(A.28)
and we obtain for the scalar amplitudeA (IV)0
iA (IV)0 =
i g2
6 f 2
(2MDD∗)
2(A−1)2
 
(I0(E −ΣOS))2 +µ2T (IV)(η,µ)

=
i g2
6 f 2

MDD∗
2π
2
(A−1)2

(−η+Λ)2 +µ2

1
2
+ R+ log

Λ
2η− iµ

, (A.29)
with R≡ (log(π)− γE)/2.
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A.2 Finite volume Feynman diagrams
Here, we derive the explicit expression for the finite volume Feynman diagramA L
0(IV)
.
A.2.1 Calculation ofA L
0(IV)
The OPE amplitudeA (IV)0 is depicted in Fig. 3.4. We begin with the unregularized expression in the infinite volume
iAˆ (IV)
0 i j
=
− iA 2−1
g2
2 f 2
1
2mπ
∫
dk0
2πi
∫
dk′
0
2πi
∫
d3k
(2π)3
∫
d3k′
(2π)3
1
E + k0 − k2/2mD∗ + iε
1
k0 + k
2/2mD − iε
·
ǫi · (k+ k′) ǫ∗j · (k+ k′)
E + k0 + k
′
0 − |k+ k′|2 /2mπ +δ+ iε
1
E + k′0 − k′2/2mD∗ + iε
1
k′0 + k
′2/2mD − iε
. (A.30)
To transition to the finite volume we replace the spatial integrations by sums over the allowed lattice momenta∫
d3k
(2π)3
V→L3−−−→ 1
L3
∑
k= 2πL n
. (A.31)
At the same time we keep the contour integration over the time component since lattice simulations are usually performed
with significantly larger time than spatial interval. We acquire
iA L
0(IV)i j = i(A L−1)2
g2
2( f L)2
1
L3
∑
k= 2πL n
1
L3
∑
k′= 2πL n′
1
E − k2/2M L
DD∗
1
E − k′2/2M L
DD∗
(A.32)
×
ǫi · (k+ k′) ǫ∗j · (k+ k′)
|k+ k′|2 − 2mπδL − 2mπE − mπmD (k2 + k′2)
.
As a next step, we evaluate at an energy E = p2/2M L
DD∗ , neglect terms proportional to mπ/mD and δ
L/mπ, respectively,
use a tensor decomposition to replace
ǫi · (k+ k′) ǫ∗j · (k+ k′)→
δi j
3
k+ k′2 (A.33)
and express the lattice momenta k and k′ in terms of n and n′. We get for the scalar amplitude
iA L
0(IV) ≈ i(A L−1)2
g2
6( f L)2

M L
DD∗
2π
2
1
(πL)2
∑
n,n′
1
n2 −
 
Lp
2π
2 1
n′2 −
 
Lp
2π
2 |n+ n′|2|n+ n′|2 −  LµL2π 2 . (A.34)
To renormalize, we introduce a cutoff λn for the sum, add and subtract the infinite volume loop integrals evaluated at
zero energy, one regularized using a cutoff and the other one using PDS and take the limit λn →∞
iA L
0(IV) =i(A L−1)2
g2
6( f L)2

M L
DD∗
2π
2 
1
πL
S
 
Lp
2π
2
+Λ
2
+(µL)2

1
(2π2)2
S(IV)
 
Lp
2π
2
,

LµL
2π
2
+ log

Λ
|µL |

+
1
2
+ R

. (A.35)
The quantity S(x) is defined in Eq. (3.46) and S(IV)(x , y) is given as
S(IV)(x , y)≡ lim
λn→∞
 |n|,|n′|<λn∑
n,n′
1
n2 − x
1
n′2 − x
1
|n+ n′|2 − y
− 2π4

log

λ2
n
|y|

− 1+ O

log

λ2
n
|y|

· |y|
λ2
n

. (A.36)
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For the cutoff regularized integral, we expanded in µ/λ∫
d3k
∫
d3k′
θ (λ− |k|)
k2
θ (λ− |k′|)
k′2
1
|k+ k′|2 −µ2 − iε
= log

λ2
µ2

I
(1)
0 + I
(1)
1
µ
λ
+ I
(1)
2
µ2
λ2
+ O

µ3
λ3

+ I
(2)
0 + I
(2)
1
µ
λ
+ I
(2)
2
µ2
λ2
+ O

µ3
λ3

(A.37)
and found for the coefficients
I
(1)
0 = 2π
4, I
(2)
0 = 2π
4 (−1+ iπ) ,
I
(1)
1 = 0, I
(2)
1 = −8iπ3,
I
(1)
2 = −2π2, I
(2)
2 = −2π2 (1+ iπ+ log(4)) . (A.38)
A.3 Shift of the particle mass from a non-relativistic self-energy
Comparing the Feynman-diagram in Fig. A.5 with non-relativistic, bare propagators Gnr
0
to the one with relativistic, bare
propagators G r
0
in the non-relativistic limit, we get the relations
G r
0
≈ 1
2m
Gnr
0
and M2 ≈ 2mΣ, (A.39)
with the relativistic self-energy M2, the non-relativistic self-energy Σ and the particle mass m.
Figure A.5.: Lowest-order self-energy insertion.
We obtain the relativistic, full propagator, iG r , by resumming
iG r = iG r
0
+ iG r
0
 
−iM2

iG r =
i
p2 −m2 −M2 + iε . (A.40)
The denominator reads
pr
0
−
Æ
m2 + p2 + 2mΣr + 2mΣi + iε

pr
0
+
Æ
m2 + p2 + 2mΣr + 2mΣi

≡ t1 · t2, (A.41)
with Σr ≡ Re (Σ), Σi ≡ i Im (Σ) and the relativistic energy pr0.
Now, we transition to the non-relativistic limit (assume Σr , |Σi | ≪ m and keep the first order only)
t1 = p
r
0
−

(m+Σr)
2 −Σ2
r
+ p2 + 2mΣi
 1
2 + iε
≈ pr
0
− (m+Σr)

1+
p2 + 2mΣi
2 (m+Σr)
2
−
Σ
2
r
2 (m+Σr)
2

+ iε
≈ pr
0
− (m+Σr)−
p2
2 (m+Σr)
−Σi + iε. (A.42)
We define the non-relativistic energy to be pnr
0
≡ pr
0
− (m+Σr) and similar to Eq. (A.42) follows
t2 ≈ 2 (m+Σr) . (A.43)
We eventually obtain
iG r ≈ 1
2 (m+Σr)
iGnr ≡ 1
2 (m+Σr)
i
pnr0 −
p2
2(m+Σr )
−Σi + iε
. (A.44)
Thus we identify Σr with a mass shift and 2iΣi with a (partial) decay width. One could also apply all steps backwards,
starting from the non-relativistic theory, by adding suppressed terms.
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B Dipole systems
B.1 Fourier transform of the dipole-dipole potential
There are different approaches in order to calculate the Fourier transform of the potential in Eq. (4.3). At first we present
an approach, rewriting the dipole potential with gradients acting on the Coulomb potential [83]
Udd(r) = −d · ∇

d · ∇1
r

− d2 4π
3
δ(r). (B.1)
The Fourier transform can be evaluated using partial integrations
Vdd(q) =−
∫
d3r
§
eiq·rd · ∇

d · ∇1
r
ª
− 4π
3
d2
=(d · q)2
∫
d3r

eiq·r
r

− 4π
3
d2
=
4π
3
−q2d2 + 3 (d · q)2
q2
, (B.2)
where we used the well known expression for the Fourier transform of the Coulomb potential from the second to the
third line. The last line is proportional to the spherical harmonic Y20(Ωq). This dependence motivates a second ansatz
which is particularly useful when regularizing the dipole potential, for example, with a Gaussian cutoff. Since we apply
regulators in momentum space, we perform the Fourier transform backwards, i.e. from momentum to coordinate space.
We begin with the regularized potential from Eqs. (4.5) and (4.7)
V
reg
dd
(q) = D
√√16π
5
Y20(Ωq)e
−(ℓ2+ℓ′2)/λ2 . (B.3)
The regulator still depends on the relative in- and outgoing momenta ℓ and ℓ′. Thus, we rewrite the dependence using
q = ℓ− ℓ′ and Q = ℓ+ ℓ′, so that ℓ2 + ℓ′2 = q2/2+Q2/2. We factorize the exponential and focus on the q dependence
since the Fourier transform of the Gaussian of Q is also in coordinate space a Gaussian and just an overall factor. In
summary we have
U
reg
dd
(r) =
∫
d3q
(2π)3
e−iq·r D
√√16π
5
Y20(Ωq) e
−q2/2λ2 . (B.4)
To evaluate expression (B.4) we use the plane wave expansion
U
reg
dd
(r) =D
√√16π
5
∫
dΩq
(2π)3
∫ ∞
0
dq q2 4π
∞∑
n=0
n∑
m=−n
(−i)n jn(qr)Y ∗nm(Ωq)Ynm(Ωr)︸ ︷︷ ︸
e−iq·r
Y20(Ωq)e
−q2/2λ2
=−D
√√16π
5
Y20(Ωr)
r3︸ ︷︷ ︸
Udd (r)
· 2
3π
∫ ∞
0
d y y2 j2(y)e
−y2/2(rλ)2
︸ ︷︷ ︸
fˆ R(r)
, (B.5)
where we used the orthogonality of the spherical harmonics. The j2(y) is the spherical Bessel function of first kind. We
separated the expression to identify the unregularized dipole-dipole potential and correspondingly the regulator function
in coordinate space. The integral can be evaluated explicitly to yield
fˆ R(r) = 1−
√√ 2
π

rλ+
(rλ)3
3

e−(rλ)
2/2 + erfc

rλp
2

, (B.6)
with the complementary error function erfc. The regulator function is smooth, monotonic, positive definite and does
not oscillate. Properties which are advantageous when treating the dipole-dipole problem numerically. It is depicted in
Fig. B.1. For r →∞, fˆ R(r)→ 1 and for r → 0, fˆ R(r)→ 0. These limits imply that the regulator in coordinate space cuts
off contributions from physics at short distances whereas long-distance physics remains unchanged. We show it for two
different values of the momentum cutoff λ. It illustrates how short-distance cutoffs are connected with large-momentum
cutoffs and vice versa. When increasing the cutoff, high-momentum, or equivalently short-distance degrees of freedom
are brought back into the theory.
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Figure B.1.: Gaussian regulator function in coordinate space. The momentum cutoff is set to λ = 1 for the green, solid line and to
λ = 2 for the red, dashed line.
B.2 Partial wave expansions
B.2.1 Cylindrical coordinates
In this section we expand the (long-range) dipole-dipole potential in a cylindrical basis. The partial waves for the short-
range interaction are derived in section Sec. B.2.3. To expand in cylindrical coordinates we define as basis functions
ym(φ)≡ eimφ/
p
2π, (B.7)
with the azimuthal angle φ. They are orthonormal and complete on φ ∈ [0, 2π)∫ 2π
0
dφ ym(φ)y
∗
n
(φ) = δmn, (B.8)
∞∑
m=−∞
ym(φ)y
∗
m
(φ′) = δ(φ −φ′). (B.9)
To expand, we rewrite the dipole-dipole potential using a cylindrical basis, i.e. using
ℓ=

ℓρ cos(φℓ)ℓρ sin(φℓ)
ℓz

 . (B.10)
We obtain
Vdd(q) =D

−1+
3(ℓz − ℓ′z)2
(ℓz − ℓ′z)2 + ℓ2ρ + ℓ′2ρ − 2ℓρℓ′ρ cos(φℓ −φℓ′)

≡D

−1+ 3c2(ℓ,ℓ
′)
1− c1(ℓ,ℓ′) cos(φℓ −φℓ′)

, (B.11)
where we defined the functions
c1(ℓ,ℓ
′)≡
2ℓρℓ
′
ρ
(ℓz − ℓ′z)2 + ℓ2ρ + ℓ′2ρ
, c2(ℓ,ℓ
′)≡
(ℓz − ℓ′z)2
(ℓz − ℓ′z)2 + ℓ2ρ + ℓ′2ρ
. (B.12)
The quantities ℓ ≡ (ℓρ,ℓz) (ℓ′ ≡ (ℓ′ρ,ℓ′z)) denote the radial- and z-component of ℓ (ℓ′). We use the completeness
relation (B.9) to expand the potential as
Vdd(q) =
∞∑
m=−∞
v
dd
m
(ℓ,ℓ′)ym(φℓ)y
∗
m
(φℓ′). (B.13)
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To extract the partial waves we use the orthogonality relation (B.8)
v
dd
m
(ℓ,ℓ′) =
∫ 2π
0
dφℓdφℓ′ y
∗
m
(φℓ)ym(φℓ′)Vdd(q) =
∫ 2π
0
dφ cos(mφ) D

−1+ 3c2(ℓ,ℓ
′)
1− c1(ℓ,ℓ′) cos(φ)

. (B.14)
Note that the potential depends on the cosine of the relative angle φ ≡ φℓ −φℓ′ only. Therefore, the sine proportion of
the exponential yields zero, implying that the partial waves are real valued. The first, φ-independent term contributes
for m = 0 only. For the second term we use that vm(ℓ,ℓ
′) = v−m(ℓ,ℓ
′). Hence, it is sufficient to evaluate Eq. (B.14) for
m≥ 0. Omitting the factor of 3c2(ℓ,ℓ′) and the momentum dependence of c1, we show by induction
fm ≡
∫ 2π
0
dφ
eimφ
1− c1 cos(φ)
=
2πq
1− c21
1
c
|m|
1

1−
q
1− c21
|m|
. (B.15)
For m= 0 and m= 1, expression (B.15) is a standard integral, which can be found in the literature [142].1 For m→ m+1
we factorize the exponential and use
eiφ = − 2
c1
(1− c1 cos(φ)) +
2
c1
− e−iφ , (B.16)
to obtain the recursive relation
fm+1 =
2
c1
fm − fm−1, (B.17)
completing the induction step together with relation (B.15). In summary we have for the partial wave projected potential
v
dd
m
(ℓ,ℓ′) = 2πD
 
−δm0 +
3c2(ℓ,ℓ
′)q
1− c21(ℓ,ℓ′)
1
c
|m|
1 (ℓ,ℓ
′)

1−
q
1− c21(ℓ,ℓ′)
|m|!
. (B.18)
The full potential is the sum of the short-range and the long-range part. We derive the partial wave projection of the
short-range part in Sec. B.2.3 and use as the full, partial wave projected and regularized potential vm for now. Further,
we expand the scattering amplitude
T (E,ℓ,ℓ′) =
∞∑
m=−∞
tm(E,ℓ,ℓ
′)ym(φℓ)y
∗
m
(φℓ′) (B.19)
and perform the angular integrations in the LS equation, again using the orthogonality relation (B.8). We obtain a system
of fully decoupled integral equations in two dimensions
tm(E,ℓ,ℓ
′) = −vm(ℓ,ℓ′) +
∫
d2k vm(ℓ,k)
kρ
E − k2/M + iε tm(E,k,ℓ
′), (B.20)
where we used that k2 = k2 = k2.
B.2.2 Spherical coordinates
For the spherical expansion we proceed in analogy to the cylindrical case. As orthonormal and complete set of basis
functions we use spherical harmonics. We exploit the completeness of the spherical harmonics to expand the potential
Vdd(q) =
∞∑
l1,l2=0
∑
m
v
m,l1,l2
dd
(ℓ,ℓ′)Yl1,m(Ωℓ)Y
∗
l2,m
(Ωℓ′). (B.21)
In spherical coordinates it is convenient to use the last expression for the potential in Eq. (4.5)
Vdd(q) = D
√√16π
5
Y20(Ωq). (B.22)
1 The use of the exponential instead of the cosine in Eq. (B.15) is convenient for the induction step.
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At first we rewrite the potential employing the equality [143]
q2Y20(Ωq) =
p
4π · 5!
2∑
n1,n2=0 |
n1+n2=2
(−1)n2 ℓ
n1ℓ′n2p
(2n1 + 1)!(2n2 + 1)!
n1,n2∑
s1=−n1
s2=−n2

n1 n2 2
s1 s2 0

Yn1s1(Ωℓ)Yn2s2(Ωℓ′), (B.23)
with [. . .] being Clebsch-Gordan coefficients. To compensate for the additional factor of q2 we expand its inverse in a
series of Legendre polynomials
1
q2
=
1
2ℓℓ′
1
ℓ2+ℓ′2
2ℓℓ′ − cos(θℓℓ′)
=
1
2ℓℓ′
∞∑
σ=0
σ∑
mσ=−σ
4π
2σ+ 1
ασ(z)Yσmσ(Ωℓ)Y
∗
σmσ
(Ωℓ′), (B.24)
with θℓℓ′ = ∡(ℓ,ℓ
′), z ≡ ℓ′/ℓ and
ασ(z)≡
2σ+ 1
2
∫ 1
−1
d x
Pσ(x)
1
2
 
z + 1z

− x
. (B.25)
Combining Eqs. (B.24) and (B.23), we can eventually project on the partial waves using for the integral over three
spherical harmonics [143]
∫
dΩℓYn1s1(Ωℓ)Yσmσ(Ωℓ)Yl1m(Ωℓ) =
√√√ (2n1 + 1)(2σ+ 1)
4π(2l1 + 1)

n1 σ l1
0 0 0

n1 σ l1
s1 mσ m

(B.26)
and analogous for Ωℓ′ . The partial waves are thus given as
v
m,l1,l2
dd
(ℓ,ℓ′) =4πD
p
24
2∑
n=0
n∑
s=−n
∞∑
σ=0
(−1)n+sp
(2n)!(4− 2n)!
1p
(2l1 + 1)(2l2 + 1)
z1−nασ(z)
×

n 2− n 2
s −s 0

n σ l1
0 0 0

n σ l1
s m− s m

2− n σ l2
0 0 0

2− n σ l2
s m− s m

. (B.27)
We show the partial waves for m = 0 for even l1 and l2, i.e. for positive parity, in Fig. 4.1. Figure B.2 shows the partial
waves for m= 1 and even parity.
In analogy to the cylindrical case, we expand the scattering amplitude
T (E,ℓ,ℓ′) =
∞∑
l1,l2=0
∑
m
t l1,l2
m
(E,ℓ,ℓ′)Yl1,m(Ωℓ)Y
∗
l2,m
(Ωℓ′) (B.28)
where m runs from minus to plus min(l1, l2). We obtain for the partial waves, using as full, partial wave projected and
regularized potential v l1,l2
m
t l1,l2
m
(E,ℓ,ℓ′) = −v l1,l2
m
(ℓ,ℓ′) +
∫
dk
k2
E − k2/M + iε
∞∑
n=0
v
l1,n
m
(ℓ, k)tn,l2
m
(E, k,ℓ′). (B.29)
Expression (B.29) is a system of coupled, one-dimensional integral equations. To numerically solve the system, the sum
is truncated at Lmax (cf. Sec. B.5).
B.2.3 Relation between spherical and cylindrical partial waves
Here, we give a relation between the partial waves in cylindrical and spherical coordinates. Further, the results of this
section can be used to embed the anisotropic short-range interaction in the cylindrical partial waves. The expansions in
cylindrical and spherical coordinates are directly related by the orthogonality relations of the ym and Yl,m, respectively.
We use for the spherical harmonics
Ylm(θ ,φ) =
√√2l + 1
2
(l −m)!
(l +m)!
Pm
l
(cos(θ ))
1p
2π
eimφ︸ ︷︷ ︸
ym(φ)
(B.30)
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Figure B.2.: Partial wave projections for the long-range dipole-dipole potential for m = 1 in dependence on the momentum ratio
z ≡ ℓ′/ℓ. From left to right we increase l1 and from top to bottom l2 for v l1 l21 (z). Note the different co-domain for higher partial
waves.
with the associated Legendre polynomials Pm
l
(cos(θ )). It follows for the scattering amplitudes
tm(E,ℓ,ℓ
′) =
∞∑
l1,l2=|m|
t l1,l2
m
(E,ℓ,ℓ′)ξl1,l2
m
Pm
l1
(ℓz/ℓ)P
m
l2
(ℓ′
z
/ℓ′), (B.31a)
t l1,l2
m
(E,ℓ,ℓ′) = ξl1,l2
m
∫
dℓz
ℓ
∫
dℓ′
z
ℓ′
tm(E,ℓ,ℓ
′)Pm
l1
(ℓz/ℓ)P
m
l2
(ℓ′
z
/ℓ′), (B.31b)
where
ξl1,l2
m
≡
√√√ (2l1 + 1)
2
(2l2 + 1)
2
(l1 −m)!
(l1 +m)!
(l2 −m)!
(l2 +m)!
. (B.31c)
and analogously for the dipole-dipole potential. Accordingly follows for the partial waves of the short-range poten-
tial (4.6)
v
s
m
(ℓ,ℓ′) =
∑
l
glm
2l + 1
2
(l −m)!
(l +m)!
Pm
l
(ℓz/ℓ)P
m
l
(ℓ′
z
/ℓ′). (B.32)
Using spherical basis functions, the short-range partial waves can be read off immediately
v
m,l1,l2
s
= δl1,l2 gl1m. (B.33)
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B.3 Numerical implementation
We search for non-perturbative solutions to the LS Eqs. (4.14) and (4.24) and further to the bound-state Eqs. (4.18) and
(4.26). In order to determine binding energies and scattering lengths, a numerical approach is employed. For E < 0,
we can set ε = 0 in the denominator of the reduced propagator in Eqs. (4.14) and (4.24). Note that if the effective
range expansion is applicable, it can be analytically continued to negative energies since it is analytic at threshold [102].
By implication, we can evaluate the scattering amplitude for negative energies and obtain the scattering length as the
left-hand zero energy limit. If one is interested in the evaluation for positive energies the well-known formula
1
x ± iε =P

1
x

∓ iπδ(x), (B.34)
can be employed to reduce the integrals occurring in Eqs. (4.14) and (4.24) to principal value integrals.
We begin with the spherical LS equation since it is an integral equation in just one variable. We discretize the integrals,
e.g., using a Gauß-Legendre quadrature. In analogy to Sec. 2.3.1 we use weights {wi} and sampling points {yi} ∈ [0,Λ].
The momentum scale Λ (Λ≫ λ), is a sharp cutoff introduced to obtain finite integration ranges.2 We get for the spherical
LS equation
t l1,l2
m
(E, yi , y j) = −v l1,l2m (yi , y j) +
N−1∑
k=0
wk
y2
k
E − y2
k
/M
Lmax∑
n=0
v
l1,n
m
(yi , yk)t
n,l2
m
(E, yk, y j), (B.35)
where we already introduced the truncation parameter Lmax. Left to solve is a N · Lmax-dimensional system of linear
equations.
The bound-state equation (4.26) can be discretized in complete analogy. We obtain, similar to Eq. (2.44),
χ l
m
(E, yi) =
N−1∑
k=0
wk
y2
k
E − y2
k
/M
Lmax∑
n=0
v
l,n
m
(yi , yk)χ
n
m
(E, yk)≡
N−1∑
k=0
Lmax∑
n=0
K
ln,m
ik
χn
m
(E, yk). (B.36)
Again, we search for eigenvalues equals one for the kernel matrix (K ln,m
ik
). Negative energies fulfilling this criteria are
binding energies of the potential. Depending on the desired precision and the condition of the kernel matrix, eigenvalues
have to be determined numerously.
It is possible to significantly improve numerical performance by rewriting Eq. (B.36) and, in particular, the bound-state
wave function
χ l
m
(E, yi)≡
 
E − y2
i
/M

χ¯ l
m
(E, yi). (B.37)
The bound-state equation for χ¯ reads
Eχ¯ l
m
(E, yi) =
N−1∑
k=0
Lmax∑
n=0

wkv
l,n
m
(yi , yk) +
δikδln
M

y2
k
χ¯n
m
(E, k)≡
N−1∑
k=0
Lmax∑
n=0
K¯
ln,m
ik
χ¯n
m
(E, yk) (B.38)
and the negative eigenvalues of the modified kernel matrix (K¯ ln,m
i j
) are the bound states for the potential V . For the
functions χ¯ l
m
, the energy is now rather a label than a variable, tagging the eigenstate belonging to energy E.
Note that there might be positive energies fulfilling Eq. (B.38), being formal solutions to the bound-state equation. These
do not belong to physical states since the bound-state equation is explicitly formulated for negative energies.
For the cylindrical system, the LS equation (4.14) is discretized with respect to the ρ- and z-component of the mo-
menta. Sampling points and weights for the components are generated independently. For the radial component we use
{yρ
i
} ∈ [0,Λ] and corresponding weights {wρ
i
}. For the z-component the sampling points are denoted by {yz
i
} ∈ [−Λ,Λ]
with weights {wz
i
}. For shorthand notation we use y
i
≡ (yρ
iρ
, yz
iz
) and wi ≡ wρiρw
z
iz
. The discretized LS equation reads
tm(E,yi
,y
j
) = −vm(yi,yj) +
N−1∑
kρ=0
N−1∑
kz=−(N−1)
wivm(yi
,y
k
)
y
ρ
kρ
E − y2
k
/M
tm(E,yk
,y
j
) (B.39)
2 Note that it is also possible to substitute the integration measure in order to obtain a compact domain to integrate over. This substitution
might also increase numerical performance. A sharp cutoff, however, is more intuitive and convergence within the ratio of the sharp over
the Gauss cutoff can be controlled systematically. To achieve a similar decrease of computational costs, we utilize the inverse transformation
method [144] to distribute sampling points non-homogeneously.
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and we are left with an N · (2N − 1)-dimensional system of linear equations. The bound-state equation for the rewritten
bound-state wave function
χ¯m(E,ℓ)≡ (E − ℓ2/M)χm(E,ℓ), (B.40)
reads after discretization
Eχ¯m(E,yi
) =
∑
k

wk y
ρ
kρ
vm(yi
,y
k
) +
δ
(2)
ik
M
y2
k

χ¯m(E,yk
). (B.41)
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V (ℓ, yk1)
T (E, yk1, yk2)
V (yk1, ℓ
′)
Figure B.3.: Two-loop representation of the LS equation used to interpolate the transition matrix with discretized in- and outgoing
momenta to arbitrary on-shell energies.
To evaluate on-shell amplitudes for arbitrary, finite energies the amplitude has to be extrapolated. We use the Nyström
method. For convenience we use a formulation for which only the fully discretized transition matrix is required, schemat-
ically depicted in Fig. B.3. The transition amplitude then has to be determined only once. We obtain for the on-shell
transition matrix
T (E,ℓ,ℓ′)≈− V (ℓ,ℓ′)−
∫
d3kV (ℓ,k)
1
E − k2/M V (k,ℓ
′)
+
∑
k1
∑
k2
wk1 wk2 V (ℓ,yk1)
1
E − y2
k1
/M
T (E,yk1 ,yk2)
1
E − y2
k2
/M
V (yk2 ,ℓ
′). (B.42)
Depending on the coordinate system chosen, projection operators have to be applied to Eq. (B.42).
B.4 Further unrenormalized two-dipole spectra
In Sec. 4.1.4 we discussed spectra for even orbital angular momentum and positive parity. Here we present our findings
for m= 0, P = − and m= 1, P = +. As described in Sec. 4.1.4, it is possible to classify sets of orbital angular momentum
which present an almost conserved quantum number. It works particularly well for m = 0 and P = + since the partial
waves v20(ℓ,ℓ
′) and v02(ℓ,ℓ
′) contribute and dominate. For the here given examples no partial waves have a constant
proportion and coupling between different sets of states is expected to be stronger.
B.4.1 Cutoff dependence for m = 0, P = −
We show the cutoff dependence of the unrenormalized spectrum in Fig. B.4 for m= 0 and P = −. The lowest partial wave
contributing is v 11
0
(ℓ,ℓ′) and correspondingly we show the scattering length a11
0
below. However, peaks of the scattering
length are extremely narrow and we need to keep the energy at which the on-shell scattering amplitude is evaluated
finite in order to resolve the poles of the scattering length. This feature was already observed in Ref. [134] for a20
0
. It
applies to all examined scattering lengths but a00
0
.
Wherever a new bound state appears, the scattering length possesses a pole. It is particularly sensitive to the lowest set
of bound states but also couples to higher partial wave channels. In Fig. B.4 the latter dependence manifests itself only
by a few scattered points due to the limited resolution.
We also performed an analysis in the truncation parameter Lmax to identify the different angular momentum sets.
As discussed above, due to the absence of the dominating partial waves v 20
0
(ℓ,ℓ′) and v 02
0
(ℓ,ℓ′), states are less distinct
in angular momentum. Nonetheless, we can assign approximate sets. We identify the first set of bound states with
{l} = {1, 3} and the second set with {l} = {5, 7}. The third set has not converged yet for Lmax = 9 but presumably has a
significant {l} = {9} proportion. The analysis is shown in App. B.5 in Fig. B.12.
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Figure B.4.: Unrenormalized spectrum of bound states and the scattering length a11
0
for D > 0, m= 0 and P = −. The unrenormal-
ized spectrum of bound states and the scattering length a11
0
are shown on the left and on the right, respectively. The deepest bound
state is of comparable magnitude as for positive parity but states appear less frequent and the spectrum is less dense. The shape of
individual bound states is similar. The scattering length is not converged yet. The green squares show the on-shell, elastic scattering
amplitude for E = −10−5/M3D2. The red crosses belong to an energy of E = −10−6/M3D2. For much smaller absolute values of
the energy no structure could be resolved. Poles at cutoffs where new bound states appear are evident, though the shape and width
can not be resolved.
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Figure B.5.: Unrenormalized spectrum of bound states and the scattering length a11
0
for D < 0, m = 0 and P = −. The unrenor-
malized spectrum of bound states and the scattering length a11
0
are shown on the left and on the right, respectively. The notation is
the same as for parallel dipoles in Fig. B.4. However, in order to resolve the poles of the scattering length, we evaluate the on-shell
scattering amplitude at much larger energies than before. We use E = −1/M3D2 for the green squares and E = −10−1/M3D2 for
the red crosses.
The spectrum for antiparallel dipoles is depicted in Fig. B.5. Only one set of bound states is present. Since its deepest
bound state emerges for a much larger cutoff and is significantly weaker bound, we anticipate that it belongs to higher
orbital angular momentum. An analysis in the truncation parameter can be found in Fig. B.13 in App. B.5 and confirms
this expectation. Bound states do not show up for Lmax < 3. The set probably is best described with {l} = {3, 5}, but its
coupling to {l} = {7} is large, indicated by a significant shift of binding energies when increasing Lmax from 5 to 7. We
do not expect that the scattering length is precisely determined since we need to use energies as large as E = −1/M3D2
and E = −10−1/M3D2 in order to resolve the structure and poles of the binding energy. Note that the finite energies
imply a shift of the poles away from the cutoff where bound states first appear. It is of qualitative interest to illustrate
that the lowest order scattering length with l1 = l2 = 1 is sensitive to the bound states even though the observed set does
not appear unless Lmax ≥ 3. This behavior is similar to the earlier observation with P = + since the off-diagonal elements
v
13
0
(ℓ,ℓ′) and v 31
0
(ℓ,ℓ′) couple both channels.
Moreover, we plot higher-order scattering lengths for the case of antiparallel dipoles. The dependence of the spectrum
on the cutoff for antiparallel dipoles in a cutoff range of 4/M D ≤ λ ≤ 120/M D and a truncation parameter Lmax = 9
is plotted in Fig. B.6. We show the scattering lengths a33
0
for E = −1/M3D2 and E = −10−1/M3D2 and a55
0
for E =
−1/M3D2. As expected from the partial wave analysis in App. B.5, the investigated scattering lengths are sensitive to the
bound states and possess poles whenever a new state occurs.
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Figure B.6.: Unrenormalized spectrum of bound states and the scattering lengths a33
0
and a55
0
for D < 0, m = 0 and P = −. The
notation is the same as in Fig. B.5. The cutoff scale is varied between 4/M D ≤ λ ≤ 120/M D. The scattering length a33
0
is plotted
for E = −1/M3D2 (green squares) and E = −10−1/M3D2 (red crosses) and a55
0
for E = −1/M3D2 (green squares).
Cutoff dependence for m= 1, P = +
We further investigate spectra for non-vanishing orbital angular momentum projection m. Here, we briefly want to
discuss the spectra for parallel and antiparallel dipoles for the next higher projection of m = 1 and positive parity. We
begin with the cutoff dependence of the binding energies for parallel dipoles, shown in Fig. B.7. A corresponding partial
wave analysis in the truncation parameter is depicted in Fig. B.14 in App. B.5. We identify the states with {l} = {2, 4}
and {l} = {6, 8}. The lowest partial wave contributing is v 22
1
(ℓ,ℓ′). The spectrum is shallower and the deepest bound
state is about one order of magnitude weaker bound than for m= 0. We point out that the spectrum is not renormalized
and due to a fine tuning of coupling constants, the spectrum for m = 1 can, in principle, possess deeper bound states
than for m= 0. This scenario, however, is less likely and we anticipate that bound-state spectra as in Fig. B.7 represent a
reasonable estimate for the strength of the interaction in the corresponding scattering channel.
For negative D, no bound states appear unless Lmax ≥ 4 and we assign {l} = {4, 6} to the set shown in Fig. B.8. In both
cases, for parallel and antiparallel dipoles, the scattering length a22
1
is sensitive to the bound states. As soon as multiple
sets of bound states exist, the scattering length is mainly sensitive to the bound states dominated by the lower orbital
angular momentum. Note that for D < 0, the scattering length a22
1
has much more developed poles whenever a new state
appears than for parallel dipoles.
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Figure B.7.: Unrenormalized spectrum of bound states and the scattering length a22
1
for D > 0, m= 1 and P = +. The unrenormal-
ized spectrum of bound states and the scattering length a22
1
are shown on the left and on the right, respectively. The notation is the
same as in Fig. B.4. Again, the scattering length is not converged yet. In order to resolve details of the scattering length, we evaluate
the on-shell scattering amplitude at finite energies of E = −10−1/M3D2 (green squares) and E = −2 · 10−2/M3D2 (red crosses).
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Figure B.8.: Unrenormalized spectrum of bound states and the scattering length a22
1
for D < 0, m= 1 and P = +. The unrenormal-
ized spectrum of bound states and the scattering length a22
1
are shown on the left and on the right, respectively. The notation is the
same as in Fig. B.7. The energies at which the on-shell, elastic scattering amplitude is evaluated are E = −10−1/M3D2 for the green
squares and E = −2 · 10−1/M3D2 for the red crosses.
B.5 Convergence of the partial wave expansion
Here, we demonstrate how to determine a) the minimum Lmax to truncate at and b) the dominating orbital angular
momentum quantum numbers for different sets of bound states, i.e. {l}. Since the spectrum for antiparallel dipoles is
less complex than for parallel dipoles, we begin with D < 0. To carry out the analysis we vary the cutoff between 10/M D
and 300/M D for m = 0 and P = +1. Note that the minimum value of Lmax for which bound states first appear strongly
depends on the range for the cutoff and the quantum numbers. From the upper left to the lower right, we show the
spectrum for Lmax = 2, 6, 8 and 10. The results for a cylindrical coordinate system belong to the red circles whereas black
squares show the outcome using a spherical basis to expand. The first set of bound states appears already for Lmax = 2,
but spacings between states are clearly larger than found by the cylindrical algorithm. For Lmax = 4 (not shown), the
lowest order states have been fully converged and no new states show up. We conclude that this set is dominated by or-
bital angular momenta {l} = {0, 2}. The first states for the next set of bound states appear for Lmax = 6 but the spectrum
is still incomplete. For Lmax = 8 the spacing is larger than suggested by expanding in cylindrical waves. Full convergence
is finally achieved for Lmax = 10. In analogy to before, we determine {l} = {6, 8}. Deviations between both approaches
in the low-energy regime come from numerical uncertainties, which are in the same order but do not have a one-to-one
correspondence in both algorithms.
Although the spectrum for the chosen quantum numbers and range of cutoff does not converge unless Lmax ≥ 10,
shapes of individual bound states might be converged much earlier, demonstrated in Fig. B.10. There, the binding energy
of the first (left plot) and the second (right plot) bound state of the {0, 2}-set of bound states is plotted against the
scattering length a00
0
. For the red circles Lmax = 10 whereas the black squares belong to Lmax = 2. Within numerical
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Figure B.9.: Convergence in the truncation parameter used for the spherical algorithm (black squares) for D < 0, m= 0 and P = +.
We show the unrenormalized spectrum and plot against the cutoff λ. The values for the truncation parameter are Lmax = 2, 6, 8, 10
from top left to bottom right. The outcome of a cylindrical algorithm belongs to red circles and serves as an estimate how well
the partial wave expansion converged. Deviations in the infrared occur since the algorithms can not be related exactly. Numerical
precision, however, is of the same order.
precision, both curves coincide. So depending on the observable of interest, Lmax can be adjusted in order to simplify
calculations and decrease computational expenses.
We further examined the dependence on the truncation parameter for other sets of quantum numbers and parallel
and antiparallel dipoles, respectively. The analyses shown in Figs. B.11 to B.15 serve to check for convergence in the
truncation parameter and to assign sets of orbital angular momentum {l} to different sets of bound states.
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Figure B.10.: Binding energy of the first (left) and second (right) state of the {0, 2}-set in dependence on the scattering length a00
0
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The plot shows the independence of the shapes of the bound states on the truncation parameter Lmax. Though, the spectrum did not
converge for the chosen range of cutoff and quantum numbers, the shapes coincide within numerical precision for Lmax = 2 (black
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Figure B.11.: Convergence in the truncation parameter used for the spherical algorithm (black squares) for D > 0, m = 0 and
P = +. The values for the truncation parameter are Lmax = 2, 4, 6, 10 from top left to bottom right. The notation is the same as in
Fig. B.9.
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Figure B.12.: Convergence in the truncation parameter used for the spherical algorithm (black squares) for D > 0, m = 0 and
P = −. The values for the truncation parameter are Lmax = 1, 3, 7, 9 from top left to bottom right. The notation is the same as in
Fig. B.9.
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Figure B.13.: Convergence in the truncation parameter used for the spherical algorithm (black squares) for D < 0, m = 0 and
P = −. The values for the truncation parameter are Lmax = 1, 3, 5, 7 from top left to bottom right. The notation is the same as in
Fig. B.9.
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Figure B.14.: Convergence in the truncation parameter used for the spherical algorithm (black squares) for D > 0, m = 1 and
P = +. The values for the truncation parameter are Lmax = 2, 4, 6, 10 from top left to bottom right. The notation is the same as in
Fig. B.9.
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Figure B.15.: Convergence in the truncation parameter used for the spherical algorithm (black squares) for D < 0, m = 1 and
P = +. The values for the truncation parameter are Lmax = 2, 4, 6, 8 from top left to bottom right. The notation is the same as in
Fig. B.9.
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B.6 Partial wave projection of the Faddeev equation
We show how to project the Faddeev equation (4.33) on cylindrical partial waves. We expand the transition amplitude
according to Eq. (4.40) and use for the Faddeev components Eq. (4.41) to obtain
ψ(p,q) =
∑
m1,m2
ψm1m2(p,q)ym1(φp)y
∗
m2
(φq)
=− g0(p2, q2)
∫
d2k
∫
dφk
∑
m1
tm1(E −
3
4 q
2/M ,p,π1)ym1(φp)y
∗
m1
(φπ1)
×
∑
m3,m4
ψm3,m4(−π2,k)ym3(φ−π2)y∗m4(φk) +π1,2 ↔−π1,2

. (B.43)
Here the sums over the mi run from minus to plus infinity. Note that π1 and π2 depend on the relative azimuthal angle
between k and p (cf. Eqs. (4.44)). We express the ym(φπ1,2) in terms of ym(φk) and ym(φq). The azimuthal angle of the
negative of a vector is given as φ−π2 = φπ2 + π and thus, ym(φ−π2) = (−1)m ym(φπ2). With aid of the binomial series,
we obtain the identities
y∗
m1
(φπ1) =
p
2π
m1∑
n1=0
|m1|
|n1|

(kρ)
|n1|( 12 qρ)
|m1|−|n1|
(π
ρ
1 )
|m1|
y∗
n1
(φk)y
∗
m1−n1(φq), (B.44a)
ym3(φ−π2) = (−1)m3
p
2π
m3∑
n3=0
|m3|
|n3|

( 12 kρ)
|n3|(qρ)
|m3|−|n3|
(π
ρ
2 )
|m3|
yn3(φk)ym3−n3(φq), (B.44b)
with the binomial coefficients
 |m1|
|n1|

and
 |m3|
|n3|

. Identities (B.44a) and (B.44b) hold for positive and negative m. For the
product follows
y∗
m1
(φπ1)ym3(φ−π2) =
(−1)m3
m1,m3∑
n1,n3=0
|m1|
|n1|
|m3|
|n3|

1
2
|m1|−|n1|+|n3| (kρ)|n1|+|n3|(qρ)|m1|+|m3|−(|n1|+|n3|)
(π
ρ
1 )
|m1|(πρ2 )
|m3|︸ ︷︷ ︸
≡Dm1m3n1n3 (qρ ,kρ ,φk−φq)
yn3−n1(φk −φq)y∗m1−m3(φq). (B.45)
Using expression (B.45), the left and right-hand side of Eq. (B.43) depend on φp, φk and φq only and we are in place to
use the orthogonality relations for the ym in order to project on partial waves
ψm1m2(p,q) =− g0(p2, q2)
∫
d2k
∫ 2π
0
dφ

tm1(E −
3
4 q
2/M ,p,π1(φ))
×
∑
m3,m4
∑
n1,n3
(−1)m3 Dm1m3
n1n3
(qρ, kρ,φ)δm1−m3,m2−m4 y
∗
m4
(φ)yn3−n1(φ)ψm3m4(−π2(φ),k)

. (B.46)
The dependence on φ occurs on the one hand in the analytically known functions Dm1m3
n1n3
(qρ, kρ,φ) and y
∗
m4
(φ)yn3−n1(φ)
and on the other hand in the shifted momenta, appearing in the transition matrix and the Faddeev component. The
discretization is thus not as straightforward as for the two-body problem. We will address the numerical approach to
solve Eq. (B.46) in the next section. Furthermore, Eq. (B.46) is a coupled integral equation. But we can apply a significant
simplification, if the deepest two-body bound state belonging to a particular m¯1 is clearly separated from bound states
with different angular momentum projection. Then, close to the two-body threshold, the partial wave tm¯1 dominates the
transition amplitude and we may assume
T (E,ℓ,ℓ′)≈ tm¯1(E,ℓ,ℓ′)ym¯1(φℓ)y∗m¯1(φℓ′). (B.47)
The two-body partial wave amplitudes can then be replaced with
tm(E,ℓ,ℓ
′) = δmm¯1 tm¯1(E,ℓ,ℓ
′) (B.48)
and we obtain for the Faddeev equation
ψm¯1m2(p,q) =− g0(p2, q2)
∫
d2k
∫ 2π
0
dφ

tm¯1(E −
3
4 q
2/M ,p,π1(φ))
×
m¯1∑
n1,n3=0
(−1)m¯1 Dm¯1m¯1
n1n3
(qρ, kρ,φ)y
∗
m2
(φ)yn3−n1(φ)ψm¯1m2(−π2(φ),k)

. (B.49)
Expression (B.49) is a completely decoupled integral equation which we expect to work particularly well for three-body
binding energies close to the two-body threshold.
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B.7 Numerical implementation
To obtain binding energies, we solve Eq. (4.47) numerically. Since the Faddeev component depends on the shifted
momenta, we can not simply discretize the system and reduce the integral equation to a system of linear equations as in
Sec. B.3. Further, the shifted momenta still depend on the relative angle φk−φq and we can not analytically perform the
angular integration. Therefore, we interpolate the Faddeev components under the integral. We use a spline interpolation
as suggested by Glöckle et al. in Ref. [145]. The idea is to introduce spline elements Sk(y) with which a function f (y)
can be interpolated
f (y)≈
∑
k
Sk(y) f (yk), (B.50)
with sampling points {yk} chosen such that y is always between two sampling points. In Eq. (4.47) we want to interpolate
the transition matrix as well as the Faddeev components depending on the shifted momenta. In order to assure that the
shifted momenta never exceed the range of the sampling points we use two different sets {y
i
} and {z
i
}3
y
ρ
iρ
∈ [0,Λ], (B.51a)
yz
iz
∈ [−Λ,Λ], (B.51b)
z
ρ
iρ
∈ [0, 32Λ], (B.51c)
zz
iz
∈ [− 32Λ, 32Λ]. (B.51d)
For q and k we use the set {y
i
} with weights wk ≡ wρkρw
z
kz
and for p {z
i
}. Since we are in a cylindrical basis, we need
spline functions for the ρ- and the z-component. We abbreviate Ss(y) ≡ Sρsρ (y
ρ) · Sz
sz
(yz) and find after discretizing the
integral in Eq. (4.47)
ψm¯1m2(E,zi,yj
) =− g0(z2i ,y2j )
∑
k
wk y
ρ
kρ
∫ 2π
0
dφ
∑
s1
Ss1(π1(φ))tm¯1(E −
3
4 y
2
j
/M ,z
i
,z
s1
) (B.52)
×
m¯1∑
n1,n3=0
Dm¯1m¯1
n1n3
(y
ρ
jρ
, y
ρ
kρ
,φ)
y∗
m2+n1−n3(φ)p
2π
(−1)m¯1
∑
s2
Ss2(−π2(φ))ψm¯1m2(zs2 ,yk) +π1,2 ↔−π1,2

.
All quantities depending on φ are analytically known, allowing for a quick computation of the angular integration. For
m¯1 = m2 = 0 Eq. (B.52) simplifies to
ψ00(E,zi,yj
) = (B.53)
− g0(z2i ,y2j )
∑
k
wk y
ρ
kρ
∫ 2π
0
dφ
2π
¨∑
s1
Ss1(π1(φ))t0(E −
3
4 y
2
j
/M ,z
i
,z
s1
)
∑
s2
Ss2(−π2(φ))ψ00(zs2 ,yk) +π1,2 ↔−π1,2
«
.
Equations (B.52) and (B.53) are systems of linear equations. We can write them symbolically as
ψm¯1m2(E,zi,yj
) =
∑
k
∑
s2
Km¯1m2(E;zi,yj
;z
s2
,y
k
)ψm¯1m2(E,zs2 ,yk
), (B.54)
with a kernel matrix Km¯1m2(E;zi,yj;zs2 ,yk). Using N sampling points for all ρ-components and 2N − 1 for all z-
components, a N2(2N − 1)2 dimensional system of equations is left to solve. Already for a small number of sampling
points, the capability of, e.g., a QR algorithm is exceeded. However, the kernel matrix is sparse and hence, matrix vector
multiplications can be implemented cost-efficiently. Thus we use a Lanczos type algorithm to solve Eq. (B.53) (cf., e.g.,
Ref. [146]).
Negative energies E, for which Eq. (B.52) has a solution, are binding energies for three bosonic dipoles. More specifically,
a negative energy for which the kernel matrix has eigenvalue 1 is a binding energy of the three-boson system. Left to
solve is a root-finding problem. For robustness, we employ a bisection method which constrains the three-body spectrum
to a finite domain.
3 The cutoff which regularizes ultraviolet divergences is the Gaussian cutoff scale λ, similar to Sec. B.3
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B.8 Derivation of the modified Faddeev equation
We present our derivation of the modified Faddeev equation with an energy independent kernel which is numerically
favorable for non-separable potentials. We start from the modified transition matrix
T¯ (E,ℓ,ℓ′)≡ T (E,ℓ,ℓ′)/(E − ℓ2/M), (B.55)
which obeys the LS equation
(E − ℓ2/M)T¯ (E,ℓ,ℓ′) = −V (ℓ,ℓ′) +
∫
d3kV (ℓ,k)T¯ (E,k,ℓ′), (B.56)
following straightforwardly from Eq. (4.1). We further define the inverse, modified transition matrix, T¯−1(E,ℓ,ℓ′) to
obey ∫
d3kT¯ (E,ℓ,k)T¯−1(E,k,ℓ′)≡ δ(3)(ℓ− ℓ′), (B.57)
which we need in a next step. We can also derive an LS equation for T¯−1(E,ℓ,ℓ′)∫
d3kV (ℓ,k)T¯−1(E,k,ℓ′) = V (ℓ,ℓ′)− (E − ℓ2/M)δ(3)(ℓ− ℓ′), (B.58)
which follows, when multiplying Eq. (B.56) for T¯ (E,ℓ,k′) with T¯−1(E,k′,ℓ′) from the right and integrating over d3k′
subsequently. Further, a similar, but weaker relation holds, when interchanging T¯ and T¯−1 in Eq. (B.57). Using the LS
Eq. for T¯ and T¯−1 we find ∫
d3k
∫
d3k′V (ℓ,k)T¯−1(E,k,k′)T¯ (E,k′,ℓ′) = V (ℓ,ℓ′). (B.59)
We remark that Eq. (B.59) does not imply that the integral over T¯−1 T¯ is proportional to a delta distribution like in
Eq. (B.57) but just holds in combination with the potential V .
We take the Faddeev equation from Ref. [135]
ψ(E,p′,q) = (B.60)
− g0(p′2, q2)
∫
d3kd3k′d3q′T (E − 34 q2/M ,p′,k)

P (k,q;k′,q′) + g0(k2, q2) T3c(E) [1+P ] (k,q;k′,q′)
	
ψ(E,k′,q′),
with the permutation operator
P (k,q;k′,q′)≡δ(3)(k− 12 q− q′)δ(3)(q+ k′ + 12 q′) +δ(3)(k+ 12 q+ q′)δ(3)(q− k′ + 12 q′), (B.61)
[1+P ] (k,q;k′,q′)≡δ(3)(k− k′)δ(3)(q− q′) +P (k,q;k′,q′) (B.62)
and the three-body transition amplitude T3c(E). We use that
g0(p
′2, q2)T (E − 34 q2/M ,p′,k) =
1
E − 34 q2/M − p′2/M
T (E − 34 q2/M ,p′,k)
def
= T¯ (E − 34 q2/M ,p′,k) (B.63)
and act from left with (cf. Eq. (B.58))∫
d3p′

V (p,p′)− (E − (p2 + 34 q2)/M)δ(3)(p− p′)
	
=
∫
d3p′d3p′′V (p,p′′)T¯−1(E − 34 q2/M ,p′′,p′). (B.64)
We can then use Eq. (B.59) and perform the integrations over d3p′ and d3p′′ to obtain
− (E − (p2 + 34 q2)/M)ψ(p,q) +
∫
d3p′V (p,p′)ψ(p′,q)
=−
∫
d3kd3k′d3q′V (p,k)

P (k,q;k′,q′) + g0(k2, q2) T3c(E) [1+P ] (k,q;k′,q′)
	
ψ(E,k′,q′). (B.65)
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The integration over the permutation operators eliminates two of the three integrations on the right-hand side and can
be solved similarly to Eq. (B.60). However, there is one essential difference which is of importance when numerically
searching for binding energies fulfilling Eq. (B.65). The energy dependence of the integral kernels in Eq. (B.65) is
analytically known.
When discretizing Eqs. (B.65) or (B.60), left to solve is an eigenproblem. The binding energies are then those energies
for which discretized kernel matrix has an eigenvalue 1 or E, respectively. This criterion necessitates a root search in the
eigenvalues. For the original Faddeev equation (B.60) many evaluations of the two-body transition matrix are possibly
required. For non-separable potentials this might actually yield the dominating contribution to the numerical expenses.
Employing the modified Faddeev equation it is usually much cheaper to obtain the kernel matrix.
In the particular case of just two-body interactions, i.e. for T (3)
c
(E)≡ 0, the kernel is completely energy independent and
after performing the integrations over the permutation operators Eq. (B.65) further simplifies to
Eψ(p,q) =
1
M

3
4
q2 + p2

ψ(p,q) +
∫
d3p′V (p,p′)ψ(p′,q) +
∫
d3q′

V (p,π1)ψ(−π2,q′) + V (p,−π1)ψ(π2,q′)
	
.
(B.66)
For this scenario, the kernel matrix on the right-hand side of Eq. (B.66) is completely energy independent and has to be
evaluated just once. The negative eigenvalues represent the whole spectrum of three-body binding energies.
B.9 Partial wave projection of the modified Faddeev equation
We show how to project the modified Faddeev equation (4.49) (Eq. (B.66)) on spherical partial waves. We use bipolar
spherical harmonics (BIPS), defined in Eq. (4.50). The first term immediately follows from the orthogonality relation for
the BIPS [143] ∫
dΩp
∫
dΩqY LMlλ (Ωp,Ωq)Y L
′M ′
l′λ′ (Ωp,Ωq) = δLL′δM M ′δl l′δλλ′ ≡ δαα′ . (B.67)
We used the shorthand notation from Eq. (4.52) in the last equality. For the second term, which we denote Eψ(2)(p,q),
we insert a delta distribution
Eψ(2)(p,q) =
∫
d3p′
∫
d3q′V (p,p′)δ(3)(q− q′)ψ(p′,q′) (B.68)
and project the potential including the delta distribution on BIPS∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′Y ∗α (Ωp,Ωq)Yα′(Ωp′ ,Ωq′)V (p,p′)δ(3)(q− q′)
=
∫
dΩp
∫
dΩp′
∑
m,µ
∑
m′,µ′

l λ L
m µ M

l ′ λ′ L′
m′ µ′ M ′

Y ∗
lm
(Ωp)Yl′m′(Ωp′)V (p,p
′)
×
∫
dΩq
∫
dΩq′Y
∗
λµ
(Ωq)Yλ′µ′(Ωq′)δ
(2)(Ωq −Ω′q)
δ(q− q′)
qq′
=δλλ′δM M ′
M∑
m=−M

l λ L
m M −m M

l ′ λ L′
m M −m M

v
l l′
m
(p, p′)
δ(q− q′)
qq′
≡Vαα′(p, p′)
δ(q− q′)
qq′
, (B.69)
with the projected two-body potential, v l l
′
m
(p, p′), from Eq. (4.20). In the second line, we plugged in the definition of the
BIPS (4.50). For the potential holds
V (p,p′)δ(3)(q− q′) =
∑
α,α′
Vαα′(p, p′)
δ(q− q′)
qq′
Yα(Ωp,Ωq)Y ∗α (Ωp′ ,Ωq′), (B.70)
following from the completeness of the BIPS [143]. To project ψ(2), we act with the operator∫
dΩp
∫
dΩqY ∗α (Ωp,Ωq) (B.71)
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from the left and use the orthogonality relation (B.67) to obtain
Eψ(2)
α
(p, q) =
∑
α′
∫
dp′p′2Vαα′(p, p′)ψα′(p′, q), (B.72)
with
ψ(p,q) =
∑
α
ψα(p, q)Yα(Ωp,Ωq). (B.73)
The projection of the third term proceeds in analogy to the well known partial wave projection of the Faddeev equa-
tion (4.33), which can be found in the literature (e.g. [135]).
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