We study the problem of scheduling a chain-reentrant shop, a shop in which each job goes for its processing rst to a machine called the primary machine, then to a number of other machines in a xed sequence, and nally back to the primary machine for its last operation. The problem is to schedule the jobs so as to minimize the makespan. This problem is NP-hard in the strong sense for a general number of machines. We focus in particular on the two-machine case that is also NP-hard at least in the ordinary sense. We prove some properties that identify a speci c class of optimal schedules, and then use these properties in designing an approximation algorithm and a branchand-bound type optimization algorithm. The approximation algorithm, of which we present three versions, has a worst-case performance guarantee of 3=2 along with an excellent empirical performance. The optimization algorithm solves large instances quickly. Finally, we identify a few well solvable special cases and present a pseudopolynomial algorithm for the case in which the rst and the last operations of any job (on the primary machine) are identical.
Ever since Johnson's seminal work for solving the problem of scheduling the two-machine owshop to minimize makespan (1954) , the owshop scheduling problem has become an important paradigm in the literature. Although larger, more complicated owshop scheduling problems have turned out to be NP-hard, Johnson's elegant scheduling rule continues to be a useful component in many heuristics for solving them.
Recently, a new type of manufacturing shop, the reentrant shop, has come into prominence. The basic characteristic of a reentrant shop is that jobs visit a certain machine or a set of machines more than once. Such a shop re ects modern electronic processing and certain manufacturing environments. A typical example is signal processing (Gupta, 1993) , in which signal pulses have to go to a computer for preprocessing, and then through the sensing and command system for transmission and retrieval, and nally back to the computer for postprocessing. More complicated examples are assembly of printed circuit boards (see Noble, 1989) and wafer fabrication (see Elliot, 1989) .
A promising way to address the reentrant shop is to view it as a owshop with an additional complication. While this complication renders even a simple two-machine reentrant shop scheduling problem NP-hard, there appears to be the possibility of once again invoking Johnson's rule by exploiting the inherent owshop structure, and solving the problem approximately and e ciently.
The purpose of this paper, therefore, is to concentrate on problems of scheduling jobs in reentrant shops that, other than being reentrant, have all the owshop features and for which e cient, if not optimal, algorithms can be developed. In particular, we rst extend the model of the signal processing to cover a special class of reentrant shops, which we shall label as chain-reentrant shops. In a generic chain-reentrant shop, the technological constraints demand that each job is rst processed on the primary machine M 1 , then on (m ? 1) secondary machines in the order M 2 ; M 3 ; : : :; M m , and nally again on M 1 for a nishing operation. We then focus on the two-stage version of the problem, for which we are able to provide a partial characterization of a set of optimal solutions.
As in Johnson (1954) , we select the objective of minimizing makespan. This allows us to apply the Johnson rule in the development of a remarkably e cient algorithm to solve the two-machine chain-reentrant shop problem approximately. Our approach, partitioning jobs into groups and applying Johnson's rule to each group, is an extension of the classical work of Johnson, and this study may serve as a stepping stone to further analysis of larger, more complicated reentrant shop scheduling problems. We also note that in high-tech manufacturing as in the examples given above, production is usually capacity-driven rather than order-driven; in this sense, minimizing makespan is a rational objective.
Before describing the plan of the paper at the end of this section, let us brie y review the related literature. A closely related problem is analyzed by Lev and Adiri (1984) , whose objective is to minimize the makespan of a V -shop in which jobs go through m machines following the route M 1 ; M 2 ; : : : ; M m?1 ; M m ; M m?1 ; : : :; M 2 ; M 1 . They prove the problem to be NP-hard in the ordinary sense and propose polynomial-time algorithms for several special cases. Recently, a combinatorial analysis of the problem of scheduling reentrant shops is made by Kubiak, Lou and Wang (1991) , who consider a class of reentrant shops in which jobs follow the route M 1 ; M 2 ; M 1 ; M 3 ; : : :; M 1 ; M m ; M 1 . Their objective is to minimize the mean ow time. They show that the shortest-processing-time (SPT) rule is optimal provided that certain restrictive conditions hold.
There is another line of research involving reentrant ows, which, while not directly related to the scheduling problems under consideration, is worth mentioning. It concerns optimal ow rate control policies and their long-run stabilities in dynamic, and sometimes stochastic, manufacturing systems. Bai and Gershwin (1990), Yan, Lou, Sethi, Gardel and Deosthali (1992) , and Sethi and Zhou (1993) have studied the problem of production planning in stochastic manufacturing systems with reentrant ows by formulating them as optimal ow rate control problems. Kumar and Seidman (1990) , on the other hand, demonstrate the possibility of a destabilizing positive feedback e ect in such systems. Lu and Kumar (1991) and Bramcon (1993) provide further examples of what are termed reentrant lines that are unstable under certain dispatching policies; see Kumar (1993) for a survey of this work.
The paper is organized as follows. We rst draw a parallel between chain-reentrant shops and owshops. The similarity of the two is not merely apparent, but also substantial. Indeed, in the context of minimizing makespan, we prove in Section 2 that the well-known permutation dominance property for owshops holds also for the chain-reentrant shops. We also show that the problem of minimizing makespan for the chain-reentrant shop is NP-hard in the strong sense for more than two machines, and NP-hard at least in the ordinary sense for exactly two machines.
In the remainder of the paper we focus on the two-machine case. Our main results are developed in Section 3, where we derive a strong dominance property for two-machine chainreentrant shops. This property reduces our problem e ectively to a partitioning problem. More speci cally, we show in Theorem 3 that there is an optimal schedule that can be considered to comprise three parts: = 1 2 3 . In 1 , the jobs are sequenced according to Johnson's rule applied to their rst and second operations; in 2 , the jobs are arbitrarily sequenced; and in 3 , the jobs are sequenced according to Johnson's rule applied to their second and third operations. Based on this characterization of a class of optimal solutions, we present a branch-and-bound optimization algorithm in Section 4, and we develop approximation algorithms with worst-case performance guarantee of 3=2 in Section 5. In Section 6, we report on our computational experiments that evaluate the performance of the approximation algorithms against the minimal makespan. The results show that the approximation algorithms nd optimal solutions quickly in most of the instances that we have generated. In Section 7, we point out a few well solvable special cases, and also present a pseudopolynomial dynamic programming algorithm for the case in which both operations of a job on the primary machine are identical. Section 8 concludes the paper.
Problem de nition and notation
Refer to Table 1 for the notations used in this paper. In a chain-reentrant shop, each machine handles no more than one job at a time, and each machine is continuously available from time zero onward. Each job J j starts on M 1 , then goes to M 2 ; M 3 ; : : :; M m in that order before it returns to M 1 to undergo its nal operation. For any job J j , O j;k+1 cannot start before O jk nishes. An unlimited bu er is available for each machine's output. A feasible schedule satis es these conditions and speci es a start time S jk and a completion time C jk for each operation O jk . The problem is to nd a schedule that minimizes the maximum completion time known as the makespan and de ned as C max = min C max ( ) = min max 1 j n C j;m+1 ( ):
For ease of exposition, we shall use x y, x y, x y, and x y to mean, respectively, x precedes y, x immediately precedes y, x follows y, and x immediately follows y.
Before proceeding to the next section, let us note that we shall follow the nomenclature for scheduling problems proposed by Graham et al. (1979) . Accordingly, the problem of minimizing makespan in an m-machine chain-reentrant shop is identi ed by the three-tuple Fmjchain-reentrantjC max .
2 The complexity and a dominance property
In this section we rst show that the problem Fmjchain-reentrantjC max is NP-hard. We then prove two dominance properties that facilitate the characterization of a set of optimal schedules in the next section. Proof. For m = 2, see Lev and Adiri (1984) . For m 3, it is su cient to prove for m = 3. This can be done by a reduction from the decision variant of the three-machine owshop problem, which is strongly NP-complete (Garey, Johnson and Sethi, 1976) , as follows.
Given any instance of F3jjC max with job set J and fa j ; b j ; c j g as the processing times, we construct an instance of F3jchain-reentrantjC max by assigning p j1 = a j ; p j2 = b j ; p j3 = c j , and p j4 = 0 for every J j 2 J . It follows immediately that the instance of F3jchain-reentrantjC max is solved if and only if the corresponding instance of F3jjC max is solved.
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Remark 1. For m = 2, the chain-reentrant problem is equivalent to the V -shop problem introduced by Lev and Adiri (1984) . They claim that V 2jjC max is NP-hard in the ordinary sense but provide no proof. The claim is yet to be proved.
In chain-reentrant shops, di culties arise when jobs return to M 1 . Not only do the rst entries of jobs have to be scheduled, but also all their second entries to M 1 . A feasible schedule allows both entries to compete for M 1 . Also di cult is the situation in which one Figure 1 : Gantt Chart illustrating the proof of Lemma 1. job follows another job at one machine and then passes it at some other machine. Such schedules increase the search space for optimal solutions and, at the same time, make it cumbersome to keep track of jobs on the shop oor. Even though they may o er a shorter makespan, they are usually not considered desirable schedules. Hence, it is important to know the conditions under which such schedules can be avoided without incurring a longer makespan.
In what follows, we shall say that an entry is compact if all the operations of that entry are scheduled contiguously. For example, the rst entry is compact if all the operations O j1 ; j = 1; : : : ; n, are scheduled together and there is no idle time between O i1 and O j1 , whenever O i1 O j1 . If all the entries to M k are compact, we say that the schedule is compact on M k . Moreover, a schedule is compact if it is compact on every machine. Also, we say a schedule is no-passing if no job passes another in the schedule.
We use the following compactness property to establish a dominance property similar to the one that exists for owshops.
Lemma 1 To minimize makespan, it is su cient to consider schedules that are compact on M 1 .
Proof. Consider any feasible schedule . We show that can be converted into a schedule that is compact on M 1 without increasing the makespan. Refer to the Gantt Chart of Figure 1 (a). Suppose there is a pair O i;m+1 O j1 . Then interchanging their positions is feasible and does not increase the makespan. When all the 1-operations are scheduled before any (m + 1)-operation, then assume without loss of generality that the 1-operations are scheduled in the order O 11 ; O 21 ; : : :; O n1 . For j = 1; : : : ; n?1, if there is an idle time between O j1 O j+1;1 , we can eliminate it by moving O j+1;1 to the left (i.e., scheduling it earlier in time, Figure 1(b) ). Clearly such a move does not destroy the feasibility and has no impact on
Figure 2: The Gantt Chart illustrating the proof of Theorem 2. the makespan. Now reindex the jobs in order of the sequence for the (m+1)-operations, that is, assume that the (m+1)-operations are scheduled in the order O 1;m+1 ; O 2;m+1 ; : : : ; O n;m+1 .
For j = n ? 1; : : : ; 1, if there is an idle time between O j;m+1 O j+1;m+1 , we can eliminate it by moving O j;m+1 to the right (i.e., scheduling it later in time). Again, such a move is feasible and does not a ect the makespan.
The following dominance property can now be established.
Theorem 2 
The dominance property stipulated by Theorem 2 is weaker than that for owshop problems: the property may not hold for regular measures other than makespan. For example, in the case of minimizing mean ow time, Lemma 1 does not hold, and so the rst and the last operations may not be separated as in a compact schedule. Without this separation, Theorem 2 cannot be established.
Since the problem is strongly NP-hard for m 3, we shall from now on concentrate on the two-machine case, for which we are able to derive a stronger dominance property that reduces the F2jchain-reentrantjC max problem to essentially a partitioning problem. First, we have the following corollary of Theorem 2. Proof. Suppose is an optimal schedule. According to Theorem 2, we may assume to be a no-passing schedule that is compact on M 1 . It remains to show that operations on M 2 can also be compacti ed. Let the last 1-operation be O i 1 and the rst 3-operation be O j 3 . Then there must be a 2-operation, say, O k2 , that is either started in the time interval C i 1 ; S j 3 ] or is processed throughout the interval. It is evident that moving all the 2-operations scheduled before O k2 to the right in order to eliminate any idle time, and moving all the 2-operations scheduled after O k2 to the left in order to eliminate any idle time retain feasibility and do not increase the makespan. 3 The F2jchain-reentrantjC max problem
In the rest of the paper, we denote a j = p j1 ; b j = p j2 ; c j = p j3 , and let = P n j=1 a j ; = P n j=1 b j ; and = P n j=1 c j .
We begin this section with a few observations of a compact no-passing schedule, based on Corollary 1.
Refer to Figure 3 . A compact no-passing schedule for a two-machine shop is composed of three blocks of operations: a 1-block consisting of only 1-operations, a 2-block consisting of only 2-operations, and a 3-block consisting of only 3-operations. The operations are scheduled contiguously in each block in the same job order. Thus, a compact no-passing schedule is de nitely speci ed by a permutation of J except when C max = + , in which case there may be some slack in the schedule such that the 2-block can be moved to the left or the right without a ecting the makespan. In order to avoid this inde niteness, we
The position of the partition job J k stipulate that in a compact schedule, no block can start processing earlier than required. In other words, we observe the following characteristics of a compact no-passing schedule that are easily veri ed. In a compact no-passing schedule,
1. there is a job J j 2 J such that S j1 + a j = S j2 ; and 2. if C max > + , then there is a J j 2 J such that S j2 + b j = S j3 .
With this stipulation, our problem becomes a sequencing problem, and we shall therefore use the terms sequence and schedule interchangeably.
Next we establish a critical dominance property that reduces an instance of F2jchain-reentrantjC max essentially to a partitioning problem.
For any compact no-passing schedule , there exists a job J k such that k = arg min j fS (j);2 + b (j);2 > g:
In other words, O k 2 is the rst 2-operation that nishes later than ; see Figure 4 .
Thus, J is partitioned into three subsets with respect to : J 1 = fJ j jJ j J k g; fJ k g, and J 2 = fJ j jJ j J k g. Hereafter, job J k will be called the partition job. In Figure 3 , e.g., J 4 is the partition job with J 1 = fJ 1 ; J 2 ; J 3 g and J 2 = fJ 5 g. A schedule can therefore be represented by an ordered J 1 followed by J k and then by an ordered J 2 . We de ne a partition fJ 1 ; J k ; J 2 g to be admissible if, and only if, it satis es 1: J 1 J 2 fJ k g = J ;
2: C 2 (J 1 ) ; and 3: C 2 (J 1 ) + b k > :
We observe that the makespan of can be thought of as a sum of two parts: the rst part is from time zero to the completion time of O k 2 , and the second part is from the completion time of O k 2 to C max . Ignoring the operations on M 1 between O k 1 and O k 2 , we can view as a two-machine owshop schedule followed by another two-machine owshop schedule. Recall that Johnson's rule determines an optimal job sequence for the two-machine owshop problem. Let the triple (J ; p; q) denote an instance of F2jjC max , with processing time vectors p for the 1-operations and q for the 2-operations, and let johnson(J ; p; q) denote the minimum makespan. Johnson's rule can then be stated as follows: We are now ready to prove the theorem.
Proof of Theorem 3. It su ces to show that the application of Algorithm 1 to an admissible partition given by an optimal solution will not increase the makespan. Without loss of generality, suppose is an optimal compact no-passing schedule. Then we express in terms of three partial schedules along with an admissible partition fJ 1 ; J k ; J 2 g as follows:
The rst partial schedule, 1 In each case we have F 0 1 F 1 and F 0 2 F 2 because of Johnson's rule. Also in each case F 3 is not a ected. Therefore, Algorithm 1 preserves the makespan. Moreover, Algorithm 1 produces a compact no-passing schedule.
Remark 2. Note that the partition job is not necessarily unique. By the same token, we can also de ne the partition job as the last job in that starts on M 2 before the 3-block, i.e., J l for l such as S (l ) = max j fS (j);2 jS (j);2 < S (1);3 g. With this partition job, we have an alternative partition of J , fJ 3 ; J l ; J 4 g. In fact, we can de ne any job between J k and J l to be the partition job, and Theorem 3 will still hold. The following corollary is a direct result of this observation.
Corollary 2 There is an optimal schedule that can be speci ed by a partition of J , fJ 1 ; J k ; J 5 ; J l ; J 4 g; for some sets J 1 , J 5 , J 4 and jobs J k and J l , such that the jobs in J 1 are sequenced according to Johnson's rule for 1-and 2-operations, the jobs in J 4 are sequenced according to Johnson's rule for 2-and 3-operations, and the jobs in J 5 are sequenced arbitrarily.
In designing algorithms, this result may further reduce the solution space, especially in cases where C max + .
We commented earlier on some similarity between owshops and chain-reentrant shops. The relationship is much deeper between permutation schedules for the three-machine owshop and compact no-passing schedules for the two-machine chain-reentrant shop. We o er a brief discussion here. For further detail, the reader is referred to Wang (1994) .
Comparing the two problems, we can see that if we consider only compact schedules, the F2jchain-reentrantjC max problem is equivalent to the F3jjC max problem with the additional constraint that no 3-operation can start before all the 1-operations are completed. For a given instance, if C max > + , then any feasible solution to the F3jjC max problem can be easily converted to a schedule that has the same makespan and satis es the additional constraint. Let C F max denote the makespan of an optimal solution to an instance of F3jjC max . Then the above discussion implies that
In other words, the F2jchain-reentrantjC max problem is reduced to the F3jjC max problem. If C F max > + , then C max = C F max and vice versa. If C F max + , then C max = + and vice versa. 4 The branch-and-bound algorithm Using Theorem 3, we develop a branch-and-bound algorithm that (implicitly) generates all n2 n?1 partitions of J and nds one with the minimum makespan.
The branch-and-bound tree is built up as follows. First, we order and reindex the jobs according to Johnson's rule for the rst two operations. At the rst level of the tree we designate the partition job; accordingly, there are n nodes at this level, since no job can be ruled out. The tree is binary beyond this level: at each of the lower levels, we decide for the corresponding job whether it will be scheduled before or after the partition job. A node at level l (l = 2; : : :; n) corresponds then to a partial partition of J , say, (A; J k ; B). We employ a depth-rst strategy to explore the search tree.
A node can be discarded if it cannot induce an admissible partition. A su cient condition for discarding a node is therefore C 2 (A) > ; note that C 2 (A) is readily computed because of the way the jobs have been reindexed. Also, if maxfC 1 (A) + a k ; C 2 (A)g + b k > , then the only admissible partition that the current node can induce is fA;J k ; J ? Ag; after evaluating the corresponding schedule, we can discard the node.
In the root node of the tree we compute the following four bounds to verify whether the incumbent upper bound equals the optimal solution value:
1. lb (1) = + , 2. lb (2) = johnson(J ; a; b) + min 1 j n c j , 3. lb (3) = johnson(J ; b; c) + min 1 j n a j , 4. lb (4) = + min 1 j;k n; j6 =k (a j + c k ).
In the other nodes of the tree, we use two simple but e ective lower bounds that are computed in constant time after some preprocessing. The earliest completion time of M 2 in any complete schedule induced by the partial partition fA;J k ; Bg is at least C 2 (A)+ P 
Approximation algorithms
The dominance property in Theorem 3 suggests the development of the following three heuristic procedures H 1 ; H 2 ; and H 3 , that are shown in our computational experiments to be highly e ective. In fact, these procedures nd optimal solutions in most instances. They also o er a worst-case performance guarantee of 3/2.
For any instance I of F2jchain-reentrantjC max , let C max (I) denote the minimummakespan, and H j (I) be the makespan determined by heuristic H j ; j = 1; 2; 3. Furthermore, let the ratio j = sup 2. Schedule the jobs by applying Johnson's rule to (J ; b; c) to obtain sequence 2 .
3. Let H 1 (I) = minfC max ( 1 ); C max ( 2 )g.
It is a naive heuristic, since it does not take advantage of the partition property. Nonetheless, its performance guarantee is 3/2. Theorem 4 For any instance I = (J ; a; b; c) of F2jchain-reentrantjC max , we have that
The proof is quite straightforward; see Wang (1994) We can take advantage of the partition property and, with a little more e ort, improve the empirical performance of the naive heuristic H 1 .
Heuristic H 2
Note from Remark 2 at the end of Section 3 that the partition fJ 3 ; J l ; J 4 g can be thought of as a mirror image of the partition fJ 1 3. Apply Johnson's rule to (J l J 3 ; a; b) to get the nal sequence as in H 2 .
4. Schedule the jobs given and compute the makespan C max ( ).
Computational experiments
The purpose of this section is to evaluate the empirical performance of the heuristics discussed in the previous section, especially H 2 and H 3 , against optimal solutions. The processing times of the instances follow a uniform distribution, and are randomly generated with six input parameters that de ne the three intervals: l a ; u a ]; l b ; u b ]; l c ; u c ]. For each set of parameters, 200 instances are generated for a given number of jobs, n. For each instance I, we compute the lower bound LB(I) = max 1 j 4 lb (j) as discussed in Section 4, and heuristics H 1 , H 2 and H 3 are applied to compute the rst upper bound. Let UB(I) be the best upper bound obtained by any of the algorithms. If UB(I) > LB(I), then the branch-and-bound algorithm is invoked. We impose an upper limit on the number of nodes that the branchand-bound algorithm has to search. If the limit is reached, the algorithm is stopped, and à hard' instance is identi ed. We compare solution values of the heuristics against C max (I), or against LB(I) if an optimal solution is not obtained. The results are summarized in Tables 2{5. The tables are divided into seven columns.
The headers of the columns are: n = number of jobs; opt H = number of instances for which UB(I) = C max (I); opt j = number of instances for which H j (I) = C max (I); n l = number of instances for which C max (I) = + ; r 0 = upper bound on the average relative gap between UB(I) and C max (I); r j = upper bound on the average relative gap between H j (I) and C max (I). The branch-and-bound algorithm is evaluated with a four-tuple (n b ; n i ; n o ; n e ), where n b = number of instances for which the algorithm is invoked; n i = number of instances for which the algorithm improves UB(I); n o = number of instances for which the algorithm nds C max (I); n e = average number of nodes for those instances for which C max (I) is found.
The di erence n b ?n o records the number of instances for which the algorithm is terminated when the node limit is reached. On a DEC 5000 workstation, the times spent by the heuristics are negligible; the results are obtained almost instantaneously. Since the real time spent by any algorithm depends on the model of the computer and its implementation, we believe that n e is a better measure of the e ciency of the branch and bound algorithm. If the number of nodes searched is below 10,000, the result is almost instantaneous. Therefore, unless a`hard' instance is encountered, the time spent by the branch-and-bound algorithm is also negligible. Table 2 gives an average picture of the cases where the expected values E( ) = 100n < (75 + 50)n = E( + ). It is seen that these instances are`easy' in general. For example, when there are 10 jobs to schedule, the heuristics found optimal solutions for 192 out of 200 instances. Even the naive heuristic H 1 found optimal solutions in 141 instances. The relative errors are also very low, ranging from 0:007 for H 3 to 0:0130 for H 1 . The branch-and-bound algorithm was invoked in only 8 out of the 200 instances, and it found optimal solutions for all of them after searching an average of 595 nodes. The lower bound LB(I) is essentially equal to the optimal value with a relative di erence r 0 = 0:0001. As the number of jobs n increases, r 0 decreases, and the instances become even easier.
Comparing the results in Table 2 with those in Table 5 , where E( ) > E( + ), we see that the instances in Table 5 are`harder'. Nonetheless, the heuristics still provided optimal solutions for most of them, and the di erences between the heuristic solutions and the lower bounds are once again negligible. An interesting observation, however, is that the corresponding three-machine owshop problems become`easier' in the sense that our algorithms solved all except two of them to optimality.
A pattern seems to emerge. As the expected value of becomes greater than that of the sum of and , the chance that the branch-and-bound algorithm quickly locates the optimal solution decreases. However, the chance that our algorithms solve the corresponding threemachine owshop problems increases. As the number of jobs increases, the performance of the heuristics H 2 and H 3 becomes even better, while that of H 1 worsens. This pattern further con rms the discussion about the relationship between permutation schedules for the three-machine owshop and compact no-passing schedules for the two-machine chainreentrant shop, and strengthens the importance and applicability of the dominance property of Theorem 3.
Special cases of F2jchain-reentrantjC max
In this section we identify some special cases that are solvable in polynomial time; we call them well solvable. We also develop a pseudo-polynomial algorithm for the case where for any job the processing times of the two operations on the primary machine are equal.
Well-solvable cases
A well-solvable case of F3jjC max induces a well-solvable case of F2jchain-reentrantjC max ; see the discussion at the end of Section 3. The Cases 1-3 listed below are therefore well solvable. These special cases are solved by applying Johnson's rule to the pseudo F2jjC max problem formed by letting a 0 j = a j + b j and b 0 j = b j + c j . The reader is referred to Baker (1992) for a summary of these cases, and to Rooker (1976, 1978) and Szwarc (1977) for further details. Case 1. One machine dominates another in terms of processing times, i.e., one of the following conditions holds:
1. minfa j g maxfb j g. 2. minfc j g maxfb j g.
a (1) a (2) a (3) b (1) b (2) b ( Another natural special case is the one in which operation O j1 is identical to operation O j3 for all J j , and hence a j = c j for all J j . This is a good approximation of some realworld situations. For instance, chemical processing on the photolithography station in wafer production takes about the same time for every entry. This special case is still NP-hard. In this section we prove that the case a j = c j for all J j is solvable in pseudo-polynomial time. Speci cally, we present a dynamic programming algorithm that runs in O(n 2 2 ) time and O(n 2 ) space. Throughout this section we assume that the jobs have been reindexed according to Johnson's rule for (a; b), i.e., for the rst two operations. Also, we let (j) = P j i=1 a i and (j) = P j i=1 b i . If a = c, then according to Theorem 3, there is an optimal compact no-passing schedule in which the ordering of the left-jobs, i.e., the jobs before the partition job, are in Johnson's order for (a; b), and the right-jobs, i.e. the jobs after the partition job, are in Johnson's order for (b; a).
A compact no-passing schedule speci es a unique time point s, at which the 2-block starts. Therefore, given a partition job J k (k = 1; : : : ; n), we can make a guess on the value of s; 0 s , and enumerate all feasible schedules (there might be none) for the jobs J 1 ; : : :; J j (j = 1; : : : ; n; j 6 = k) with their 1-operations scheduled in the interval 0; ] and their 2-operations in the interval s; s + ]. Since we cannot predetermine the time at which the 3-block starts, we temporarily put all the 3-operations in the interval + ; 2 + ]. When a feasible schedule is found, the 3-block will be moved to the left to compute the makespan.
To preserve the feasibility, J j can be moved to the left at most j = min( ; S j3 ?C j2 ) units of time, and the 3-block can only be moved to the left = min 1 j n j units of time. For any feasible schedule for the given s and J k , we thus de ne as the slack of ; the makespan of is then actually 2 + ? . The optimal schedule given s and J k is then the one that maximizes . For any partition job J k (k = 1; : : : ; n) and a given integer s; 0 s , and for j = 1; : : : ; k ? 1; k + 1; : : : ; n, let F k;s j (t 1 ; t 2 ) denote the maximum slack for scheduling jobs J 1 ; : : :; J j such that the 1-operations and the 2-operations of the left-jobs among them ll up the intervals 0; t 1 ] and s; s + t 2 ], respectively. The state variables t 1 ; t 2 , and s contain all the information we need: it follows that the 1-operations of the right-jobs are scheduled in the interval ? (j) + t 1 ; ] on M 1 , the 2-operations of the right-jobs in the interval s+ ? (j)+t 2 ; s+ ] on M 2 , the 3-operations of the left-jobs in the interval + ; + +t 1 ] on M 1 , and the 3-operations of the right-jobs in the interval 2 + ? (j) + t 1 ; 2 + ] on M 1 . See Figure 6 for an example in which six jobs, J 1 ; : : :; J 6 , are already scheduled. Note that we only show the 1-and 2-blocks since the 3-block follows.
If we now add J j 6 = J k to a partial schedule associated with F k;s and the optimal sequence is determined by backtracing. The minimal makespan of is equal to 2 + ? . This dynamic programming algorithm requires O(n 2 2 ) time and can be implemented to run in O(n 2 ) space.
Concluding Remarks
In this paper we have studied a class of reentrant shops called chain-reentrant shops. The problem of minimizing makespan is shown to be NP-hard even for the two-machine case.
We have proved that when m = 2, there is an optimal schedule that can be partitioned into three segments with the rst and the third being scheduled according to Johnson's rule and the second scheduled arbitrarily. Based on this result, a branch-and-bound optimization algorithm and three approximation algorithms with worst-case performance guarantee 3=2 are developed. We have tested the approximation algorithms and shown their performance to be excellent. We have also identi ed a special case that can be solved in pseudo-polynomial time and some other cases that are well solvable. Two immediate questions remain to be settled for the two-machine problem. First, does there exist a pseudo-polynomial algorithm for its solution? This question concerns the complexity of the problem; in other words, is the problem NP-hard in the ordinary sense? Second, is the worst-case performance guarantee of our approximation algorithms tight? The answer seems to be negative given that for the worst instance we have managed to nd, Heuristic H 1 provides a solution just 20% greater than the optimal one.
To conclude, the approach we have adopted isolates the e ect of the reentrant ow successfully and reduces the problem to a partitioning problem, with each partition representing a simple two-machine owshop scheduling problem. Our algorithms can be used also to solve e ectively three-machine owshop problems, especially those with makespan greater than the sum of processing times for the 1-and 3-operations. The insight we have gained here is that some jobs are more critical than others; once the positions of these jobs are determined, scheduling of other jobs becomes easier. To extend the idea, we speculate that jobs in a more complicated manufacturing environment can be grouped such that in each group the jobs are scheduled around one or more critical jobs, or on one or two bottleneck machines. Thus our approach opens an interesting avenue for future research, that is, the possibility of developing new decomposition techniques to be applied to reentrant shops as well as to owshops with more than two machines. the minimum completion time of the last k-operation in a schedule for the ordered job set A. (26) 
