Semi-galois Categories II: An arithmetic analogue of Christol's theorem by Uramoto, Takeo
ar
X
iv
:1
71
0.
01
02
1v
3 
 [m
ath
.N
T]
  1
1 F
eb
 20
18
Semi-galois Categories II:
An arithmetic analogue of Christol’s theorem
Takeo Uramoto
Graduate School of Information Sciences, Tohoku University
February 13, 2018
Abstract
In connection with our previous work on semi-galois categories [1, 2], this paper proves an arithmetic
analogue of Christol’s theorem concerning an automata-theoretic characterization of when a formal power
series ξ =
∑
ξnt
n
∈ Fq[[t]] over finite field Fq is algebraic over the polynomial ring Fq[t]. There are by
now several variants of Christol’s theorem, all of which are concerned with rings of positive characteristic.
This paper provides an arithmetic (or F1-) variant of Christol’s theorem in the sense that it replaces the
polynomial ring Fq[t] with the ring OK of integers of a number field K and the ring Fq[[t]] of formal
power series with the ring of Witt vectors. We also study some related problems.
1 Introduction
The purpose of this paper is to prove an arithmetic analogue of the following theorem due to Christol [3, 4]:
Let Fq be the finite field of q elements and denote by Fq[[t]] the ring of formal power series over Fq; also
by Fq[t] ⊆ Fq[[t]] the polynomial ring. Then Christol’s theorem states as follows (see §3.1 for undefined
terminology here):
Theorem 1.1 (Christol’s theorem). A formal power series ξ =
∑
ξnt
n ∈ Fq[[t]] is algebraic over Fq[t] if
and only if the coefficients (ξn) ∈ F
N≥0
q can be generated by some deterministic finite automaton (cf. §3.1).
This theorem lies at the intersection of number theory and automata theory; in the number theoretic context,
automata theory typically has provided ideas to classify number-theoretic objects (such as formal power series
[3, 4, 5], or expansions of real numbers by integer base [6, 7, 8] and contined fraction [9]) from the viewpoint of
computational complexity: Automata theorists ask how computationally complex it is to produce sequences
of coefficients of formal power series or expansions of real numbers; and measure their complexity in terms
of hierarchies of computational models that generate them. Christol’s theorem is one of pioneering results
of this direction, which characterized algebraicity of formal power series over Fq[t] in terms of deterministic
finite automata— the simplest computational models among others (such as Turing machines); this theorem
provided a reasonable criterion to study transcendence of formal power series [10].
Several variants of Christol’s theorem have been investigated in the literature, all of which were concerned
with rings of positive characteristic. (See [11] for more information on Christol’s theorem and its variants.)
The current paper is concerned with proving an arithmetic (or F1-) analogue of Christol’s theorem in the
sense that the polynomial ring Fq[t] is replaced with the ring OK of integers of a number field K; in this
variant, the ring Fq[[t]] of formal power series is replaced with the ring of Witt vectors [12] (cf. §2). More
formally, our variant of Christol’s theorem claims as follows (see §3.2 for undefined terminology here):
Theorem 1.2 (Arithmetic analogue of Christol’s theorem). A Witt vector ξ = (ξa) ∈WOK (OK¯) is integral
over OK if and only if its coefficients (ξa) ∈ O
IK
K¯
can be generated by some deterministic finite automaton
(cf. §3.2).
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As in the case of original Christol’s theorem, the technical core of this proof is to estimate the size of
the orbits of integral Witt vectors ξ under the actions of (infinitely many) Frobenius liftings ψp that are
canonically equipped toWOK (OK¯) as it forms a Λ-ring (cf. §2). For effective estimation, we will develop in §3
several basic bounds on coefficients of Witt vectors. In the same way as original one, our arithmetic analogue
of Christol theorem relates the integrality of Witt vectors ξ ∈ WOK (OK¯) overOK and the automata-theoretic
complexity of their coefficients; we say that a Witt vector ξ = (ξa) is automatic if its coefficients ξa can be
generated by some finite automaton.
After this proof, we combine our Christol theorem with a strong classification result of certain Λ-rings
due to Borger and de Smit [13, 14], to conclude an explicit description of the integral closure of OK within
WOK (OK¯) (§4). To be specific, Borger and de Smit proved in [14] that the category CK of those Λ-rings
which are finite e´tale over K and have integral models (cf. §2) is dually equivalent to the category BfDRK
of finite DRK-sets, i.e. finite sets equipped with continuous actions of the profinite monoid DRK called the
Deligne-Ribet monoid [15]; for this proof, they used class field theory in an essential way. The Deligne-Ribet
monoid DRK is presented in a rather explicit way, that is, in terms of moduli f of K (cf. §4); and thanks to
this presentation, together with our Christol theorem, we deduce the following characterization of integral
Witt vectors ξ ∈WOK (OK¯) described only in terms of K (cf. the second claim):
Theorem 1.3. (I) If a Witt vector ξ = (ξa) ∈ WOK (OK¯) is integral over OK , then the Λ-ring K ⊗ OK〈ξ〉
is finite e´tale over K and has an integral model. In particular, (II) a Witt vector ξ = (ξa) ∈ WOK (OK¯) is
integral over OK if and only if the coefficients ξa are periodic with respect to some fixed modulus f of K in
the sense of [16] (cf. §4).
In the first claim (I), OK〈ξ〉 denotes the OK -algebra generated over OK by the orbit of ξ under the actions
of (infinitely many) Frobenius liftings ψp. Our Christol theorem is necessary to prove that OK〈ξ〉 is in fact
finite over OK when ξ is integral over OK . The second claim (II) is an immediate but non-trivial consequence
of (I) and [14], which describes an explicit classification, in terms of moduli f of K, of those Witt vectors
which are integral over OK .
Finally, in the last section (§5), we review these results from more generic viewpoints of category theory
and Eilenberg theory [17] (cf. §5.2) separately— the latter is aimed to make smoother the connection of the
current work with our previous one [1, 2]. On one hand, from the standpoint of number theory, (our analogue
of) Christol’s theorem can be seen as a result that classifies number-theoretic objects (i.e. Witt vectors) in
terms of their computational complexity; and as we discuss in §5.1, the equivalence CK ≃ (BfDRK)
op of
[14] can be seen as a categorical principle behind such Christol-type phenomena (i.e. phenomena that some
number-theoretic objects can be generated by finite automata). In order to review this result from a more
general standpoint, we make a few technical remarks on such a categorical equivalence. In this relation, we
discuss a generic construction of such categorical equivalences, which is applicable e.g. to Λ-schemes [18]
in particular. On the other hand, our arithmetic analogue of Christol theorem is also intended to develop
a geometric intuition for a right extension of Eilenberg theory [17], particularly via the concrete example
CK of semi-galois categories of [13, 14]
1; we will discuss this matter carefully, taking some naive analogy
(between differential and discrete goemetries) seriously, based on our results developed in this paper and the
concept of arithmetic derivations due to Buium [20] (cf. Remark 5, §2.2). There we compare the relationship
between linear and nonlinear differential equations with that between finite automata and more general
computational models (e.g. Turing machines). In this relation we will discuss a common discrete-geometric
mechanism that makes several computational models (e.g. cellular automata) Turing complete. See §5.2 for
a more careful discussion.
We are grateful to Isamu Iwanari, who told us the papers [13, 18], and also to Go Yamashita, who
continuously encouraged us. This work was supported by JSPS KAKENHI Grant number JP16K21115.
1Some background on Eilenberg theory and its relationship to semi-galois categories will be briefly summarized in §5.2 for
the neccessity of our discussion. For more comprehensive texts on Eilenberg theory and its historical aspect, the reader is
referred to e.g. [19] and [17]; also, for the axiomatization of Eilenberg theory based on semi-galois categories, see §1, §5 and §7
in [2].
2
2 Preliminaries
For the sake of reader’s convenience, we recall here some necessary concepts and constructions concerning
Witt vectors and Λ-rings [12] over a Dedekind domain. In this paper we consider only a special case of
general definitions of these concepts; for more complete theory, the reader is referred to the original work
[12]. No novel result is presented here; our contribution starts from the next section (§3). (Hence the reader
who is already familiar with these concepts can go directly to §3.)
2.1 Witt vectors
We begin with recalling the construction of the ring of (generalized) Witt vectors over Dedekind domain
due to Borger [12]. Let R be a Dedekind domain, whose residue fields at (non-zero) prime ideals are always
assumed to be finite, and let K be the field of fractions; typical examples of such Dedekind domains include
rings OK of integers of number fields K. In this paper, mainly intending K to be a number field and R
to be the ring OK of integers of K, we (abusively) denote for a Dedekind domain R (and for its field K of
fractions) by PK the set of (non-zero) prime ideals of R, and by IK the monoid of (non-zero) ideals of R, so
that IK is the commutative monoid freely generated by PK . For p ∈ PK , kp denotes the residue field R/p.
Also, we denote by #kp the cardinality of kp.
The rings of Witt vectors are, in this paper, defined only for flat R-algebras A. (In general, the definition
needs one more step; cf. [12]). Let A be a flat R-algebra and AIK be the (IK -times) product of A, whose
R-algebra structure is defined component-wise. For each p ∈ PK , denote by ψp : A
IK → AIK the R-algebra
endomorphism given by the shift ψp((ξa)a) := (ξpa)a. Then, we define the sub-R-algebras Un(A) ⊆ A
IK by
induction on non-negative integers n as follows:
U0(A) := A
IK ; (2.1)
Un+1(A) :=
{
ξ ∈ Un(A) | ∀p ∈ PK . ψpξ − ξ
#kp ∈ pUn(A)
}
. (2.2)
With these data:
Definition 1 (the ring of Witt vectors). The ring WR(A) of Witt vectors with coefficients in A is defined
as follows:
WR(A) :=
∞⋂
n=0
Un(A). (2.3)
The elements ξ = (ξa) of WR(A) are called Witt vectors (over R with coefficients in A); and each ξa of ξ is
called the coefficient (or component) of ξ at a ∈ IK .
Remark 1 (some intuition on WR(A)). A natural intuition on this inductive construction of WR(A) may be
better understood when it is phrased in terms of arithmetic analogue of derivations by Buium [20], which will
be briefly described after the definition of Λ-rings (§2.2). In some sense, the concept of arithmetic analogue
of derivations allows us to regard Un(A) (resp. WR(A) =
⋂
n Un(A)) as the ring of “C
n-functions” (resp. the
ring of “C∞-functions”). See Remark 5, §2.2.
In what follows, if we need not specify the base ring R for WR(A), we omit the subscript and writeW (A)
instead of WR(A). Concerning rings of Witt vectors, the following proposition is fundamental and will be
used throughout this paper:
Proposition 1 (Borger, Proposition 1.9 [12]). For each p, q ∈ PK and ξ ∈ W (A), one has that (i) ψpξ ∈
W (A)— that is, W (A) is closed under the shift ψp : A
IK → AIK ; (ii) ψpψq = ψqψp; and:
ψpξ ≡ ξ
#kp mod pW (A), (2.4)
that is, (iii) ψpξ − ξ
#kp ∈ pW (A).
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Example 1 (Borger, §1.10, [12]). The construction of WR(A) is not quite explicit, but when R = Z and
A = Z, the structure of WR(A) was described in [12] more explicitly as follows:
WZ(Z) =
{
(ξn) ∈ Z
N | ξpn ≡ ξn mod p
1+vp(n) (∀n ∈ N, ∀p : prime)
}
, (2.5)
where vp(n) denotes the maximum index e such that p
e divides n. For the necessity of our purpose, we will
extend later this expression of the ring WR(R) of Witt vectors from the case R = Z to the case of the ring
R = OK of integers of an arbitrary number field K (§3). There, we will also present a partial description of
WOK (A) for the case where A is the ring OL of integers of a finite extension L/K.
2.2 Λ-rings
The above proposition says that the ring WR(A) of Witt vectors is an example of Λ-rings (over R), which
we now quickly recall; in fact, the construction A 7→ W (A) of rings of Witt vectors is a free construction of
Λ-rings, which are defined as follows in the flat case (see §1.17, [12] for more general case):
Definition 2 (Λ-ring). A Λ-ring (or ΛR-ring) is a flat R-algebra A equipped with R-algebra endomorphisms
ψp : A→ A given for each p ∈ PK that satisfies the following properties:
ψpψq = ψqψp; (2.6)
ψpa ≡ a
#kp mod pA, (2.7)
that is, ψpa− a
#kp ∈ pA.
Example 2. The ring WR(A) of Witt vectors is a ΛR-ring with the Λ-operators ψp.
Example 3. Let R = Z be the ring of integers, whence the field of fractions K is the rational number field
Q and PK is identified with the set of prime numbers. Then, for each natural number N ≥ 1, the ring
AN := Z[z]/(z
N − 1) forms a ΛZ-ring, with Λ-ring operators ψp : AN → AN given by ψpz := z
p for each
prime number p.
Remark 2 (notation ψa). By the commutativity ψpψq = ψqψp of ψp’s on Λ-ring A, we can define ψa : A→ A
for each a ∈ IK by ψa := ψp1 ◦ · · · ◦ ψpn if a decomposes as a = p1 · · · pn. We use this notation throughout
this paper.
Remark 3 (the maximality of WR(A)). For each R-algebra A, the Λ-ring WR(A) of Witt vectors is char-
acterized as the largest sub-Λ-ring of AIK . In fact, assume that B ⊆ AIK is a sub-Λ-ring. Then we have
the inclusions B ⊆ Un(A) for every n ≥ 0, which can be shown by induction on n: The case n = 0
is trivial because U0(A) = A
IK ; if the inclusion B ⊆ Un(A) is proved, then for every ξ ∈ B we have
ψpξ − ξ
#kp ∈ pB ⊆ pUn(A) by the assumption that B is a Λ-ring. This means that, by definition of
Un+1(A), we have the inclusion B ⊆ Un+1(A); hence B ⊆
⋂
n Un(A) = W (A). This remark will be used to
determine the structure of WOK (OK) for number fields K (§3).
Remark 4 (integral model). As in [13, 14], we will consider ΛR-ringsX defined over the field K of fractions of
R (rather than over R), e.g. the rings Q[z]/(zN − 1) with ψp(z) = z
p. When this is the case, i.e. when X is a
K-algebra, the second axiom of Λ-rings that ψpx−x
#kp ∈ pX holds for arbitrary R-algebra endomorphisms
ψp : X → X . In other words, such ΛR-rings are just K-algebras X equipped with commuting family {ψp}
of R-algebra endomorphisms ψp : X → X ; so the second axiom is vain in this case.
In particular, we say that a ΛR-ring X finite over K has an integral model if there exists a sub ΛR-ring
A ⊆ X such that (i) A is finite over R; and (ii) X ≃ K ⊗R A, whence A is called an integral model of X .
For instance X := Q[z]/(zN − 1) is an example of such rings, where A := Z[z]/(zN − 1) is an integral model.
Remark 5 (Frobenius lifting and arithmetic derivation). The map ψp : A → A satisfying ψpa − a
#kp ∈ pA
for all a ∈ A in the definition of Λ-rings is conventionally called the Frobenius lifting (of the Frobenius map
A/pA ∋ a 7→ a#kp ∈ A/pA), and naturally corresponds to arithmetic analogue of derivations due to Buium
[20]. To see this, consider the case K = Q (and R = Z) here.
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Let A be a ΛZ-ring. Then by definition of Λ-rings, for each prime number p and each a ∈ A, there exists
a′ ∈ A such that ψpa = a
p + pa′ (because ψpa− a
p ∈ pA). In particular, if p is invertible in A, then one has
a′ = (ψpa − a
p)/p in A; this operation a 7→ a′ = (ψpa− a
p)/p was studied by Buium [20] as an arithmetic
analogue of the usual derivation f(z) 7→ f ′(z) = limh→0(f(z + h)− f(z))/h of functions. In what follows let
us denote as δpa := (ψpa− a
p)/p; then the arithmetic derivation δp satisfies the following properties similar
to (but slightly different from) usual derivations (i.e. linearlity and Leibnitz rule):
δp(a+ b) = δpa+ δpb+ Cp(a, b);
δp(ab) = (δpa)b
p + ap(δpb) + p(δpa)(δpb);
where Cp(x, y) := (x
p + yp − (x + y)p)/p. Also, one has δp(1) = 0, which is analogue to the fact that the
derivation of a constant function is constantly 0. Conversely, given an operation δp : A→ A satisfying these
properties, then the map A ∋ a 7→ ap + pδpa ∈ A becomes a Frobenius lifting. So the Frobenius lifting
ψp : A → A (which is a ring endomorphism on A) corresponds to arithmetic derivation δp : A → A (which
is not even additive) in this way (i.e. ψpa = a
p + pδpa).
In view of this, let us return to the inductive construction of the ringWR(A) =
⋂
n Un(A) of Witt vectors
(§2.1); again consider the case R = Z. Recall that the first U0(A) is defined as U0(A) := A
N, which makes it
possible to consider the ring endomorphisms ψp : U0(A)→ U0(A) by the shift (ξn) 7→ (ξpn). Then, for each n,
the (n+1)-st Un+1(A) is defined so that ξ ∈ Un(A) belongs in Un+1(A) if and only if ψpξ−ξ
p ∈ pUn(A); that
is, its derivation ξ′ = (ψpξ − ξ
p)/p also belongs in Un(A). Therefore, if we regard U0(A) as the ring of “C
0-
functions”, then Un(A)’s can be regarded inductively as those of “C
n-functions” in the sense of arithmetic
derivations. Consequently, as WZ(A) is the intersection of Un(A)’s, the ring WZ(A) of Witt vectors is the
ring of “C∞-functions” in this sense.
For a general R, this intuitive description is not quite precise because its prime ideals p are not always
principal. But viewing the ring WR(A) of Witt vectors in this informal way will be helpful to gain some
intuition on the following argument and constructions on Witt vectors and Λ-rings. In particular, the
Frobenius liftings ψp should be regarded as a sort of differential (or difference) operators.
3 Christol’s theorem and its arithmetic analogue
From now we start our contribution. After a review of the original Christol theorem and related concepts
(§3.1), we formulate and prove an arithmetic analogue of Christol’s theorem (§3.2). The next section (§4)
will then relate this variant of Christol theorem and the work of Borger and de Smit [13, 14], which will be
reviewed from the axiomatic standpoint of semi-galois categories [1, 2] (§5).
3.1 Original theorem
Let Fq be the finite field of q elements. As mentioned in §1, Christol’s theorem states as follows:
Theorem 3.1 (Christol’s theorem). A formal power series ξ =
∑
ξnt
n ∈ Fq[[t]] is algebraic over Fq[t] if
and only if the coefficients (ξn) ∈ F
N≥0
q can be “generated by some deterministic finite automaton.”
In order to make this claim precise, we first describe the formal definitions of deterministic finite automata
(with output) (DFAs (resp. DFAOs)) and how they generate formal power series.
Some conventional terminologies in automata theory are in order here: Alphabets mean arbitrary sets,
whose elements are called letters ; in this paper we do not assume alphabets to be finite in general. A finite
sequence a1a2 · · · an of letters ai in a fixed alphabet ∆ is called a finite word over ∆; in particular, the empty
word is the word of length 0 and denoted ε. The set of finite words over an alphabet ∆ forms a monoid with
respect to the concatenation (u, v) 7→ uv of finite words; this monoid is denoted ∆∗, where the empty word
ε is the unit.
The concept of deterministic finite automata (with output), for short DFAs (resp. DFAOs), is defined as
follows, which will be used to formalize Christol’s theorem as well as our variant of the theorem:
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Definition 3 (DFA and DFAO). Let ∆ be a fixed alphabet. A deterministic finite automaton (DFA) over
∆ is defined as a tupple A = (S, δ, s0) of the following data:
1. a finite set S of states ;
2. a transition function δ : S ×∆→ S;
3. an initial state s0 ∈ S.
A deterministic finite automaton with output (DFAO) is a DFA A = (S, δ, s0) equipped with an output
function τ : S → O with values in a fixed set O of output values ; we write DFAOs in such a way as
Aτ = (S, δ, s0, τ). The alphabet ∆ over which the DFAO is defined is sometimes called the input alphabet,
while the set O of output values is called the output alphabet of the DFAO.
Remark 6. The transition function δ : S × ∆ → S of a DFA A = (S, δ, s0) is naturally extended to (and
identified with) a map δ∗ : S ×∆∗ → S, which is given by induction on length of finite words as follows:
δ∗(s, ε) := s;
δ∗(s, ua) := δ(δ∗(s, u), a),
where s ∈ S, u ∈ ∆∗ and a ∈ ∆. In what follows, we identify δ∗ with δ. Also, we often write as δ(s, u) = s ·u
or simply su for s ∈ S and u ∈ ∆∗.
Remark 7 (DFAO as graph). It is conventional and helpful to picture DFAs (or DFAOs) as a kind of directed
graphs. First, in general, let A = (S, δ, s0) be a DFA over an alphabet ∆. If δ(s, a) = s
′ for s, s′ ∈ S and
a ∈ ∆, we write this fact as s
a
−→ s′. In this way A defines a finite directed graph, i.e. whose vertex set is
S and two vertices s, s′ ∈ S are connected by an edge s
a
−→ s′ with a label a ∈ ∆ if and only if δ(s, a) = s′.
Therefore, in terms of the extended transition function δ∗ above, we have δ∗(s, u) = s′ for s, s′ ∈ S and
u = a1 · · · an ∈ ∆
∗ if and only if there exists a path s
a1−→ s1
a2−→ · · ·
an−−→ s′ in the graph.
Similarly, a DFAO Aτ = (S, δ, s0, τ) defines a finite directed graph; in this case, not only edges but also
vertices as well are labelled by elements of the output alphabet O; namely, each vertex s ∈ S of the graph
corresponding to the DFA A = (S, δ, s0) is labelled by the output value τ(s) ∈ O.
Now we return to Christol’s theorem. Firstly, in general, a DFAO defines a map of the form ∆∗ → O in
the following way: Let Aτ = (S, δ, s0, τ) be a DFAO with input alphabet ∆ and output alphabet O. Given
a finite word u ∈ ∆∗, we have an output value fAτ (u) ∈ O defined by:
fAτ (u) := τ(δ(s0, u)). (3.1)
Graphically, a DFAO outputs a value b ∈ O from an input u = a1 · · · an if starting from the initial state s0,
transiting the states s0
a1−→ s1
a2−→ · · ·
an−−→ sn in the corresponding graph along the input u, then it terminates
at the state sn which is labeled by b = τ(sn). In this way, a DFAO gives a machinery to transform finite
words u over input alphabet ∆ into an output value b = fAτ (u) ∈ O.
The generation of coefficients (ξn) ∈ F
N
q of formal power series ξ =
∑
ξnt
n ∈ Fq[[t]] by finite automata,
mentioned in the claim of Christol’s theorem, is based on this machinery of DFAOs; to define it precisely,
recall base-p expansions of natural numbers: Let q be the cardinality of Fq, that is, a power q = p
f of its
characteristic p. As is well-known in elementary number theory, every natural number n ∈ N can be uniquely
expressed in the following form:
n = a0 + a1p+ a2p
2 + · · ·+ arp
r, (3.2)
where ai ∈ {0, 1, · · · , p− 1} ≃ Fp and ar 6= 0. Using this base-p expression, we denote by [n]p the finite word
a0a1 · · · ar ∈ F
∗
p over the alphabet ∆ = Fp.
Now we can define the concept of automatic formal power series as follows:
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Definition 4 (automatic series). We say that a formal power series ξ =
∑
ξnt
n ∈ Fq[[t]] is (p-) automatic
if there exists a DFAO Aτ = (S, δ, s0, τ) with input alphabet ∆ = Fp and output alphabet O = Fq that
generates the coefficients ξn ∈ Fq in the following sense:
ξn = fAτ ([n]p), (3.3)
for every n ∈ N.
Therefore, automatic series are those ξ ∈ Fq[[t]] whose coefficients (ξn) are controled by some fixed DFAO
Aτ , while coefficients of general formal power seires are arbitrary. Although the automaticity of formal power
series seemingly has nothing to do with the algebraicity over the polynomial ring Fq[t], Christol’s theorem
asserts that these concepts are precisely equivalent, which we restate as follows:
Theorem 3.2 (Christol’s theorem, restated). A formal power series ξ =
∑
ξnt
n ∈ Fq[[t]] is algebraic over
Fq[t] if and only if it is automatic.
The important direction of this proof is to show the automaticity from the algebraicity of formal power
series ξ ∈ Fq[[t]]; that is, one needs to construct a DFAO that generates a given ξ ∈ Fq[[t]] when it is algebraic
over Fq[t]. For this purpose, some typical proofs of Christol’s theorem first consider the Fp-linear operators
ρi : Fq[[t]]→ Fq[[t]] for each 0 ≤ i ≤ p− 1 given by:
ρi
(∑
n
ξnt
n
)
:=
∑
n
ξ
1/p
pn+it
n; (3.4)
and then prove that the orbit of ξ under these operators, i.e.
{
ρi1ρi2 · · · ρir (ξ) ∈ Fq[[t]] | 0 ≤ i1, · · · , ir ≤ p−1
}
is in fact a finite set. See e.g. the recent proof due to Bridy [21] (following Speyer [22]), where the author
also gave a sharp estimate of the size of DFAO that generates algebraic ξ ∈ Fq[[t]] by relating the operators
ρi on Fq[[t]] and Cartier operators on differentials ΩK/Fq on the algebraic curve defined by ξ over Fq, and by
using Riemann-Roch theorem for function fields over finite fields.
3.2 Arithmetic analogue
Our analogue of Christol’s theorem is arithmetic in the sense that the polynomial ring Fq[t] is replaced with
the ring OK of integers of a number field K. In this variant, the ring Fq[[t]] of formal power series is replaced
with the ring WOK (OK¯) of Witt vectors (cf. §2) over the Dedekind domain OK with coefficients in algebraic
integers OK¯ . There is, however, a significant difference from the original Christol theorem, which can be
illustrated most effectively when K = Q.
In the original Christol theorem, to create a finite word [n]p as an input to a DFAO, natural numbers
n are decomposed by base-p expansion, n = a0 + a1p + a2p
2 + · · · + arp
r; and then one inputs to DFAO
the resulting finite word [n]p = a0a1a2 · · · ar over Fp = {0, 1, · · · , p− 1}, to output coefficients (ξn) ∈ F
N
q of
automatic formal power series ξ =
∑
ξnt
n ∈ Fq[[t]]. To the contrary, our analogue is somewhat multiplicative
in the sense that we decompose natural numbers n by prime factorization, n = p1p2 · · · pr; and input to our
DFAOs this finite word p1p2 · · · pr over prime numbers, to output coefficients of automatic Witt vectors
(ξn) ∈ WZ(OQ¯) (see below). Hence, in the case K = Q, our DFAOs are defined over the input alphabet PQ
and output alphabet OQ¯. More formally we define automatic Witt vectors as follows in general.
Let R be a Dedekind domain (with finite residue fields) and K be the field of fractions of R. Recall
that PK (abusively) denotes the set of (non-zero) prime ideals of R and IK the set of (non-zero) ideals of R
respectively. Recall also that, for an R-algebra A, the ring WR(A) of Witt vectors over R with coefficients
in A is defined as a sub-R-algebra of the product AIK , namely WR(A) ⊆ A
IK . Hence, in particular, Witt
vectors can be represented as families ξ = (ξa) of elements ξa in A given for each ideals a ∈ IK .
Definition 5 (automatic Witt vector). We say that a Witt vector ξ = (ξa) ∈ WR(A) is automatic if there
exists a DFAO Aτ = (S, δ, s0, τ) over input alphabet ∆ = PK and output alphabet O = A such that, for
each finite word u = p1p2 · · · pr over PK , we have:
ξa = fAτ (u), (3.5)
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for a ∈ IK that decomposes as a = p1p2 · · · pr.
Remark 8. As shown in the following development, automatic Witt vectors in fact constitute a sub ΛR-ring
of WR(A). In what follows, we generally denote by W
a
R(A) ⊆ WR(A) the sub Λ-ring of automatic Witt
vectors.
The primary goal of this section is to prove the arithmetic analogue of Christol’s theorem, which, for
technical simplicity, we first formulate in the following “finitary” form (cf. Corollary 1 below); combining
with [14], this theorem will be used to give another detailed description of integral Witt vectors in §4.
Theorem 3.3 (arithmetic analogue of Christol’s theorem2). Let L/K be a finite extension of number fields.
A Witt vector ξ ∈WOK (OL) is integral over OK if and only if it is automatic.
As in the case of original Christol’s theorem, the technical core of this proof is to estimate the size of the
orbit of (integral) Witt vector ξ ∈ WOK (OL) under the action of the operators ψp; actually, the fact that
we have infinitely many operators ψp makes the problem more delicate. For effective estimation, we develop
several bounds on coefficients of Witt vectors.
In the following, fix a number field K, which will be a base for other finite extensions L/K. For a ∈ IK
and p ∈ PK , we denote by vp(a) the maximum index e such that p
e divides a. Also, for a real number x,
we denote by ⌊x⌋ the maximum integer n such that n ≤ x < n + 1. In what follows, we simply write as
W (A) := WOK (A) for OK -algebras A if we do not need to specify the base K; if the subscript is ommitted
as W (A), it should be understood as WOK (A) for the fixed K.
Lemma 3.1. For every ξ ∈W (OL), we have the following congruence for each a ∈ IK , p ∈ PK , and P ∈ PL
over p with the inertia degree f = fP|p:
ξpfa ≡ ξa mod P
1+⌊vp(a)/f⌋. (3.6)
Proof. We prove this claim by induction on n = ⌊vp(a)/f⌋. For the base case, let n = 0, namely 0 ≤
vp(a) < f . Since W (OL) is a Λ-ring, we generally have ψpξ − ξ
#kp ∈ pW (OL), from which we can deduce
ψpf ξ − ξ
#kfp ∈ pW (OL). In particular:
ξpfa − ξ
#kfp
a ∈ pOL ⊆ P. (3.7)
Moreover, since #kfp is the cardinality of the residue field OL/P, we also have:
ξ
#kfp
a − ξa ∈ P, (3.8)
which imply that ξpfa ≡ ξa mod P as requested. Assume for induction that the claim is true up to
⌊vp(a
′)/f⌋ ≤ n; and let ⌊vp(a)/f⌋ = n+1. When this is the case, we can write as a = p
fa′ for some a′ ∈ IK
such that ⌊vp(a
′)/f⌋ = n. Since ψpf ξ−ξ
#kfp ∈ pW (OL) as seen above, we obtain the following two equalities
by looking at the a-th and a′-th components of ψpf ξ − ξ
#kfp : (Note that a = pfa′.)
ξpfa − ξ
#kfp
a =
m∑
i=1
riζ
(i)
a ; (3.9)
ξa − ξ
#kfp
a′ =
m∑
i=1
riζ
(i)
a′ , (3.10)
2Although this theorem is actually true even when OK is replaced with an arbitrary Dedekind domain (and perhaps Krull
domains) with finite residue fields and L/K with finite separable extensions as apparently seen from our proof, we focus on the
case of number fields, which is necessary and sufficient for our purpose in §4, where we relate our variant of Christol’s theorem
and the work of Borger and de Smit [13, 14].
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for some ri ∈ p and ζ
(i) ∈ W (OL). Subtracting the second equation from the first one, we obtain:
ξpfa − ξa = (ξ
#kfp
a − ξ
#kfp
a′ ) +
∑
i
ri(ζ
(i)
pfa′
− ζ
(i)
a′ ). (3.11)
Concerning ζ(i)’s in the second term of the right hand side, we have the following membership because of
⌊vp(a
′)/f⌋ = n and the induction hypothesis:
ζ
(i)
pfa′
− ζ
(i)
a′ ∈ P
1+n. (3.12)
Therefore, combining with ri ∈ p ⊆ P:
∑
i
ri(ζ
(i)
pfa′
− ζ
(i)
a′ ) ∈ P
1+1+n = P1+⌊vp(a)/f⌋. (3.13)
On the other hand, concerning the first term:
ξ
#kfp
pfa′
− ξ
#kfp
a′ = (ξpfa′ − ξa′) ·
#kfp−1∑
l=0
ξlpfa′ξ
#kfp−1−l
a′ . (3.14)
By induction hypothesis, ξpfa′ − ξa′ ∈ P
1+n; and hence, putting it as α ∈ P1+n, one has ξpfa′ = ξa′ +α and
thus the following equality:
#kfp−1∑
l=0
ξlpfa′ξ
#kfp−1−l
a′ = #k
f
p · ξ
#kfp−1
a′ + α · (terms of ξa′ and α). (3.15)
But, since #kfp ∈ P and α ∈ P, it follows that this term is also in P. Therefore, ξ
#kfp
pfa′
− ξ
#kfp
a′ ∈ P ·P
1+n =
P1+⌊vp(a)/f⌋, which concludes that:
ξpfa − ξa ∈ P
1+⌊vp(a)/f⌋, (3.16)
as requested. This completes the proof.
Before working in the general case of finite extensions L/K, we first study the structure of the Λ-ring
WOK (OK), i.e. the base case L = K; indeed this base case plays a key role also in the general case. As the
first step of this, the following proposition gives a presentation of WOK (OK), which is an extension of the
presentation ofWZ(Z) (Example 1, §2.1) from the case of K = Q to arbitrary number fields K; in particular,
the presentation of WOK (OK) (for arbitrary number fields K) will be used to compare our target Λ-ring
WOK (OL) with WOL(OL).
Proposition 2. The Λ-ring W (OK) =WOK (OK) has the following presentation:
WOK (OK) =
{
ξ ∈ OIKK | ξpa ≡ ξa mod p
1+vp(a) (∀p.∀a.)
}
. (3.17)
Proof. Let us denote by V (OK) the right hand side of this equation. The above lemma, applied to the case
L = K, proves the inclusion W (OK) ⊆ V (OK); here we prove the inverse inclusion V (OK) ⊆ W (OK). To
this end, it suffices to show that V (OK) itself is a Λ-ring, namely ψpξ − ξ
#kp ∈ pV (OK) for every p ∈ PK
and ξ ∈ V (OK) (cf. Remark 3, §2). To see this, fix ξ ∈ V (OK) and p ∈ PK throught this proof.
We first see that if we put η := ψpξ − ξ
#kp , then we have ηpa − ηa ∈ p
2+vp(a) for every a ∈ IK . In fact:
ηpa − ηa = (ξp2a − ξ
#kp
pa )− (ξpa − ξ
#kp
a )
= (ξp2a − ξpa)− (ξ
#kp
pa − ξ
#kp
a ).
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The first term ξp2a − ξpa of the last equation belongs in p
2+vp(a) by definition of V (OK) and ξ ∈ V (OK).
Concerning the second term:
ξ
#kp
pa − ξ
#kp
a = (ξpa − ξa) ·
#kp−1∑
l=0
ξlpaξ
#kp−1−l
a . (3.18)
By the same argument as the above lemma, it follows that the second term ξ
#kp
pa − ξ
#kp
a is also in p
2+vp(a).
By these facts, we indeed have ηpa − ηa ∈ p
2+vp(a).
Now we show ψpξ − ξ
#kp ∈ pV (OK). To this end, notice that pV (OK) =
⋂
q p(OK,q ⊗ V (OK)), where q
ranges over all prime ideals of OK and OK,q denotes the localization of OK at q; in other words, it suffices
to show that ψpξ − ξ
#kp ∈ pOK,q ⊗ V (OK) for every q ∈ PK . In the case of q 6= p, there is nothing to prove
because pOK,q ⊗ V (OK) = OK,q ⊗ V (OK). We see that ψpξ − ξ
#kp ∈ pOK,p ⊗ V (OK). Let π ∈ p be a
uniformizer, whence pOK,p ⊗ V (OK) = πOK,p ⊗ V (OK). Note that ψpξ − ξ
#kp ∈ pOIKK ⊆ πO
IK
K,p because
ξpa − ξa ∈ p (by ξ ∈ V (OK)) and ξa − ξ
#kp
a ∈ p for every a ∈ IK . Hence, there exist a unit u ∈ O
×
K,p (more
specifically, we take u ∈ O×K,p to be of the form u = 1/b with b ∈ OK \ p) and ζ ∈ O
IK
K such that:
ψpξ − ξ
#kp = πu · ζ. (3.19)
Now looking at the a-th component for each a ∈ IK :
ξpa − ξ
#kp
a = πu · ζa. (3.20)
By subtracting this equation for the a-th component from that for the pa-th component, we obtain:
πu · (ζpa − ζa) = ηpa − ηa ∈ p
2+vp(a). (3.21)
Since we took u from O×K,p = OK,p\πOK,p, this implies that ζpa − ζa = (πu)
−1(ηpa − ηa) ∈ p
1+vp(a). Also,
applying the same argument for the qa-th component with q 6= p, we see that ζqa − ζa = (πu)
−1(ηqa − ηa) ∈
q1+vq(a) as well, where the last membership to q1+vq(a) follows from the fact that ηqa − ηa ∈ q
1+vq(a) by
η = ψpξ − ξ
#kp ∈ V (OK) and (πu)
−1 = b/π ∈ OK,q (by q 6= p). In other words ζ ∈ V (OK) by definition,
hence ψpξ − ξ
#kp = πu · ζ ∈ πOK,p ⊗ V (OK) as requested. This completes the proof.
Remark 9. If a finite extension L/K is non-trivial, the inclusion WOK (OL) ⊆ {ξ ∈ O
IK
L | ξpfa ≡ ξa
mod P1+⌊vp(a)/f⌋} (Lemma 3.1) is proper. In fact, if this inclusion is the equality, OL embeds in WOK (OL)
by the diagonal map a 7→ (a)a. But when this is the case, it would follow (from Proposition 3, §4) that the
field L is a finite e´tale Λ-ring over K with integral model on which ψp’s are all identities; this can happen
only when L = K.
The following lemma is the key result for our proof of Theorem 3.3 in the base case L = K.
Lemma 3.2 (orbit finiteness, the base case). If ξ ∈W (OK) is a Witt vector whose set {ξa ∈ OK | a ∈ IK}
of coefficient values is a finite set, then the orbit IKξ := {ψaξ ∈ W (OK) | a ∈ IK} under the action of ψp’s
is also a finite set.
Proof. Fix ξ ∈ W (OK) that satisfies the assumption. Put Cξ := {ξa | a ∈ IK} and Tξ := {ξa − ξb | a, b ∈
IK , ξa 6= ξb}. Then we define dξ = d ∈ IK so that vp(d) = max[{0} ∪ {e ∈ N | ∃ζ ∈ Tξ. ζ ∈ p
e}]. Since Tξ
is finite, this indeed defines a divisor d ∈ IK . Concerning this d, notice that if vp(d) < vp(a) for p ∈ PK ,
then we have a = pa′ for some a′ (by vp(a) > vp(o) ≥ 0) and the equality ξa = ξa′ . In fact, by ξpa′ ≡ ξa′
mod p1+vp(a
′) (Proposition 2), we have ξa−ξa′ ∈ p
1+vp(a
′) = pvp(a). But by definition of d and vp(d) < vp(a),
ξa− ξa′ never belongs in Tξ (i.e. is necessarily zero), hence ξa = ξa′ . Also, for every η ∈ IKξ, its components
are in Cξ = {ξa | a ∈ IK}. These facts imply that η ∈ IKξ is determined by the values of the components ηa
at those a ∈ IK such that vp(a) ≤ vp(d) for all p ∈ PK , namely a | d. Therefore, the size of IKξ is not greater
than that of C
σ(d)
ξ , where σ(d) =
∏
p(1 + vp(d)) denotes the number of those a ∈ IK dividing d, which is
finite. This completes the proof.
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With these preparations, we can now prove almost immediately at least the base case of our arithmetic
analogue of Christol’s theorem. We will use this case later, and state it as a lemma for more general case.
For practical use, we restate this case of the theorem in the following refined form:
Lemma 3.3 (arithmetic analogue of Christol’s theorem, the base case). The following four conditions on
ξ ∈ WOK (OK) are equivalent:
1. ξ is integral over OK ;
2. the coefficients Cξ = {ξa ∈ OK | a ∈ IK} form a finite set;
3. the orbit IKξ = {ψaξ ∈W (OK) | a ∈ IK} is a finite set;
4. ξ is automatic.
Proof. The implications (1)⇔ (2) and (4)⇒ (2) are easy; the implication (2)⇒ (3) is proved in Lemma 3.2.
To see (3)⇒ (4), assume that IKξ is finite, from which we construct a DFAO Aτ = (S, δ, s0, τ) that generates
ξ. The state set S is IKξ, and the transition function δ : IKξ × PK → IKξ is given by δ(η, p) := ψpη. The
initial state s0 ∈ IKξ is ξ itself, and the output function τ : IKξ → OK is given by τ(η) := η1, where 1
denotes the unit ideal (1) = OK ∈ IK . Since we generally have (ψaη)b = ηab, it follows that τ(δ(ξ, a)) = ξa.
This means that the DFAO constructed here indeed generates ξ. This completes the proof.
Based on this case, we prove the general case. Let L/K be a finite extension, and in what follows, let
NL|K = N : IL → IK be the monoid homomorphism determined by the assignment NP := p
f for P ∈ PL
and p ∈ PK such that P | p with the inertia degree f = fP|p. With this map N , for each ξ ∈ O
IK
L , we can
define N∗ξ ∈ OILL as follows:
N∗ξ := (ξNA)A∈IL . (3.22)
Concerning this assignment N∗ : OIKL → O
IL
L , we have the following:
Lemma 3.4. If ξ ∈ WOK (OL), then N
∗ξ ∈ WOL(OL); in particular, if ξ ∈ W
a
OK
(OL), then N
∗ξ ∈
W aOL(OL).
Proof. Put ζ := N∗ξ for short. In order to show ζ ∈ WOL(OL) based on Proposition 2, it suffices to
prove that ζPA ≡ ζA mod P
1+vP(A) for every P ∈ PL and A ∈ IL. In terms of ξ, this means that, by
N(PA) = pfNA:
ξpfNA ≡ ξNA mod P
1+vP(A). (3.23)
To see this, note that by Lemma 3.1 and ξ ∈WOK (OL), we have the following congruence for a := NA:
ξpfa ≡ ξa mod P
1+⌊vp(a)/f⌋. (3.24)
But notice also that, vp(a) = vp(NA) ≥ f · vP(A); that is, ⌊vp(a)/f⌋ ≥ vP(A), which completes the proof of
the first claim of this lemma. The second claim is immediate because CN∗ξ ⊆ Cξ is finite for ξ ∈W
a
OK
(OL)
and by Lemma 3.3 applied to W aOL(OL).
Lemma 3.5 (orbit finiteness: generalization of Lemma 3.2). If ξ ∈ WOK (OL) is a Witt vector whose set
{ξa ∈ OL | a ∈ IK} of coefficient values is a finite set, then the orbit IKξ := {ψaξ ∈ WOK (OL) | a ∈ IK}
under the action of ψp’s is also a finite set.
Proof. We may assume that L/K is galois without loss of generality because we have a ΛOK -ring injection
WOK (OL) →֒ WOK (OL′) for an arbitrary extension L ⊆ L
′. Let ξ ∈ WOK (OL) satisfy the condition. In
order to estimate the size of IKξ, we first study the action of ψp’s on ξ for unramified prime ideals p ∈ PK :
Let p ∈ PK be unramified in L and a ∈ IK be arbitrary. Also let P ∈ PL be a prime ideal of OL over p, for
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which we denote by the Artin symbol (L|K
P
) ∈ G(L/K) its Frobenius automorphism. Then by definition of
Frobenius automorphism:
ξ
(L|K
P
)
a ≡ ξ
#kp
a mod P. (3.25)
On the other hand, since ξ ∈WOK (OL), we also have:
ξpa ≡ ξ
#kp
a mod P. (3.26)
Therefore, we get ξpa − ξ
(L|K
P
)
a ∈ P for every unramified p ∈ PK and an arbitrary a ∈ IK . Here, notice that
the following set is a finite set, because Cξ = {ξa | a ∈ IK} and G(L/K) are finite sets:
Hξ :=
{
ξpa − ξ
(L|K
P
)
a ∈ OL | a ∈ IK , p is unramified in L,P | p, and ξpa 6= ξ
(L|K
P
)
a
}
. (3.27)
This finiteness implies that Hξ can intersect with only finitely many P ∈ PL; therefore, for all but finitely
many p unramified in L, one must have the following equality for all a ∈ IK :
ξpa = ξ
(L|K
P
)
a . (3.28)
Let us denote by p′1, · · · , p
′
r such exceptional unramified prime ideals. Also let p1, · · · , ps ∈ PK be the prime
ideals of K ramified in L, and put E := {p1, · · · , ps, p
′
1, · · · , p
′
r} = {q1, · · · , qN}. This argument means
that, by the equality (3.28), the values of all ξa’s are determined by the values at those a ∈ IK in which
p /∈ E is not contained, i.e. a is divisible only by qj ∈ E. In addition to this fact, moreover, notice that (i)
IdK ⊆ NL|KIL ⊆ IK with the degree d = [L : K], (ii) IL · N
∗ξ is a finite set by Lemma 3.3 applied to L,
and (iii) Cη ⊆ Cξ for every η ∈ IKξ. Combining these facts, it then follows that η ∈ IKξ is determined by
the coefficients at those a ∈ NL|KIL ⊆ IK (the size of which are bounded by some o ∈ IL as seen in the
argument of Lemma 3.2 applied to IL · N
∗ξ) and actions of ψq’s for finitely many q ∈ E, each of which is
of finite order (at most d) modulo NL|KIL. This implies that IKξ is indeed a finite set as requested. This
completes the proof.
This lemma concludes the arithmetic analogue of Christol’s theorem in the general case (Theorem 3.3).
As in the case of Lemma 3.3, we restate it in the following refined form. Since the proof is the same as
Lemma 3.3, replacing Lemma 3.2 with Lemma 3.5, we ommit the proof.
Theorem 3.4 (arithmetic analogue of Christol’s theorem). For every finite extension L/K, the following
four conditions on ξ ∈WOK (OL) are equivalent:
1. ξ is integral over OK ;
2. the coefficients Cξ = {ξa ∈ OL | a ∈ IK} form a finite set;
3. the orbit IKξ = {ψaξ ∈WOK (OL) | a ∈ IK} is a finite set;
4. ξ is automatic.
Finally, furthermore, let K¯ be the separable closure of K. Note that, if ξ ∈ WOK (OK¯) is automatic, its
coefficients ξa are all in OL for some finite extension L/K. Therefore, one finds that ξ is automatic as an
element of WOK (OL) as well. So we restate Theorem 3.3 also as in the following form:
Corollary 1. A Witt vector ξ ∈ WOK (OK¯) is integral over OK if and only if it is automatic; and we have
the following equality among the ΛOK -rings of Witt vectors:
W aOK (OK¯) =
⋃
L/K
W aOK (OL). (3.29)
Proof. This can be proved by a similar argument to Proposition 2: that is, it suffices to show OIKL ∩W (OK¯)
is a Λ-ring, which implies OIKL ∩W (OK¯) ⊆WOK (OL); but this follows by a localization argument as in the
case of Proposition 2.
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4 Λ-rings generated by automatic Witt vectors
This section relates our result on automatic Witt vectors ξ ∈ WOK (OK¯) (§3) and the strong classification
result of ΛOK -rings by Borger and de Smit [13, 14]. Similarly to that Bridy [21] considered algebraic curves
for formal power series ξ ∈ Fq[[t]] algebraic over Fq[t] in order to estimate the size of DFAOs generating
them, we consider Λ-rings generated by integral Witt vectors ξ ∈WOK (OK¯); here, it is aimed to obtain from
[14] a strong description of coefficients of integral Witt vectors (cf. Corollary 2).
To be precise, Borger and de Smit [13, 14] classified those ΛOK -rings that are finite e´tale over K and have
integral models (cf. §2), applying class field theory. Specifically, in terms of category theory, they proved
that the category of such Λ-rings is dually equivalent to the category BfDRK of finite DRK-sets, where
DRK denotes the Deligne-Ribet monoid, a profinite monoid studied by Deligne and Ribet [15] (cf. §5). In
elementary words of Witt vectors, their classification implies that (integral models of) every such a Λ-ring
embeds into (finite product of) the Λ-ring consisting of those Witt vectors ξ ∈WOK (OK¯) whose components
ξa (a ∈ IK) are periodic with respect to a fixed modulus f ∈ IK of K in the following sense (cf. [16]):
ξa = ξb if a ∼f b, (4.1)
where we denote a ∼f b if there exists a totally positive number t ∈ K such that t ∈ 1+ fb
−1 and ab−1 = (t),
which is a monoid congruence on IK of finite index [15]; this monoid congruence ∼f is used to define the
Deligne-Ribet monoid DRK := limf IK/ ∼f.
It is clear that if the components ξa of a Witt vector ξ ∈ WOK (OK¯) are periodic with respect to some
f ∈ IK in the above sense, it is automatic (and integral) because ∼f is a monoid congruence of IK of finite
index. The purpose of this section is to show the inverse: That is, if a Witt vector ξ ∈WOK (OK¯) is integral
over OK (automatic), then its coefficients ξa must be periodic with respect to some modulus f of K; in
other words, the subring of WOK (OK¯) consisting of those Witt vectors whose components are periodic with
respect to some f coicides with the integral closure of OK within WOK (OK¯), which is precisely W
a
OK
(OK¯).
To obtain this refined characterization of integral Witt vectors, it suffices to see the following general
fact: (We ommit the subscripts OK from WOK .)
Proposition 3. Let ξ ∈ W (OK¯) be integral over OK and denote by OK〈ξ〉 the OK-algebra generated by
the set IKξ over OK . Then the Λ-ring K ⊗ OK〈ξ〉 is finite e´tale over K and has an integral Λ-model, the
maximum one being given by W a(OK¯) ∩K ⊗OK〈ξ〉.
Proof. Throughout this proof, let us write X = K ⊗ OK〈ξ〉 for short, which has natural actions of ψp’s to
form a Λ-ring. Since the orbit IKξ is finite by assumption (Theorem 3.4) and its elements η ∈ IKξ are all
integral over OK (IKη ⊆ IKξ), the OK-algebra OK〈ξ〉 = OK [IKξ] is finite over OK . Moreover, since OK〈ξ〉
is reduced (and finite over OK), it follows that K ⊗ OK〈ξ〉 = X is finite e´tale over K. Thus it suffices to
show that A :=W a(OK¯) ∩K ⊗OK〈ξ〉 is the maximum integral model of X .
Firstly, since OK〈ξ〉 ⊆ A, we have X = K ⊗ A. Also, since A is integral over OK , A is included in the
integral closure of OK in X , which is finite over OK ; hence, so is A. Thus the rest task, other than the
maximality of A, is to show that for every ζ ∈W a(OK¯), we have ψpζ−ζ
#kp ∈ pW a(OK¯), which we prove by
localization3. Fix ζ ∈W a(OK¯) and p ∈ PK . First notice again that pW
a(OK¯) =
⋂
q∈PK
p(OK,q⊗W
a(OK¯)).
So it suffices to see that ψpζ − ζ
#kp ∈ p(OK,q ⊗W
a(OK¯)) for every q ∈ PK . In the case of q 6= p, there
is nothing to prove because p(OK,q ⊗ W
a(OK¯)) = OK,q ⊗ W
a(OK¯). We prove the case q = p, whence
p(OK,p⊗W
a(OK¯)) = πOK,p⊗W
a(OK¯) for a uniformizer π ∈ p. Since ψpζ− ζ
#kp ∈ πOK,p⊗W (OK¯), there
exist η ∈W (OK¯) and u ∈ OK,p such that:
ψpζ − ζ
#kp = πu · η.
Therefore, we obtain {ηa | a ∈ IK} =
{
(πu)−1(ζpa − ζ
#kp
a ) | a ∈ IK
}
. But since ζ ∈W a(OK¯), the latter set
(hence the former one) is a finite set. This means that η is automatic, thus ψpζ − ζ
#kp ∈ πOK,p ⊗W
a(OK¯)
3Note that the constructions of this proof are closed in K ⊗ OK〈ξ〉; so we focus on the part of W
a(OK¯) for simplicity of
argument.
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as requested. Finally, we see that A is maximum among integral Λ-models of X . Let B ⊆ X = K ⊗OK〈ξ〉
be an integral Λ-model of X , and let χ ∈ B. Since χ is integral over OK , its components χa are all in OK¯
(rather than K¯) and thus χ ∈ W (OK¯). Again, since χ ∈ W (OK¯) is integral over OK , it is automatic, i.e.
χ ∈ A. Therefore, B ⊆ A, which completes the proof.
As an immediate but non-trivial consequence from [14], we obtain the following (above-mentioned) de-
scription of integral Witt vectors:
Corollary 2. A Witt vector ξ ∈WOK (OK¯) is integral over OK if and only if its coefficients ξa are periodic
with respect to some modulus f of K (and also, if and only if it is automatic).
Proof. The if part is trivial; we see the only-if part. Let ξ be integral. By the above proposition, the Λ-ring
X = K ⊗OK〈ξ〉 is an object of the category CK of ΛOK -rings that are finite e´tale over K and have integral
models, which is equivalent to (BfDRK)
op [14]. Thus the actions of ψp’s on ξ ∈ X factor through the finite
quotient DRK ։ IK/ ∼f for some f. With respect to this f, the coefficients ξa of ξ must be periodic.
5 Concluding remarks
The major goal of this paper was to prove an arithmetic analogue of Christol’s theorem (Theorem 3, §3);
combining this variant of Christol’s theorem with the result of Borger and de Smit [13, 14], we then deduced a
description of integral Witt vectors (Corollary 2, §4). To review these results from a more general standpoint
in this section (§5.1 – §5.2), we now conclude this paper with a few technical remarks on the above-mentioned
equivalence CK ≃ (BfDRK)
op of [14] and the condition of when one can prove such equivalence; we also
provide a few generic example (§5.1). Moreover, since this paper is a continuation of our previous work
[1, 2], the second subsection (§5.2) is intended to make the connection between the current work and our
previous work [1, 2] smoother; in parcular, since our reformulation of Eilenberg theory in [1, 2] was partially
intended to seek a right direction to extend the theory from finite automata to more general computational
classes such as those of Turing machines, we clarify the location of the current work and our previous work
[1, 2] in a wider context of computational hierarchy. In this relation we also discuss a geometric framework
to extend Eilenberg theory. The discussion in §5.2 focuses on the conceptual aspect of our framework; for
this purpose and for effectiveness, our argument there is given in informal words. In particular, we assume
that the reader is more or less familiar with the concept of Turing machines (cf. [23, 24]).
5.1 Christol’s theorem and the equivalence CK ≃ (BfDRK)
op
Borger and de Smit [14] proved the equivalence CK ≃ (BfDRK)
op based on class field theory; and by this
result, they established an interesting connection between class field theory and the theory of Λ-rings. Also,
as mentioned above, this equivalence particularly implies that (integral models of) every Λ-ring X ∈ CK
embeds into (finite product of) those consisting of (periodic) Witt vectors. Here, to clarify the relationship
between this equivalence and the result developed in this paper we remark that (I) the category BfDRK
canonically embeds into the category of DFAs over the alphabet PK , cf. §2.2, [2] (since DRK is topologically
generated by PK); and (II) the DFA corresponding to a given X ∈ CK ≃ (BfDRK)
op under this embedding
is exactly one which generates (with suitable output functions) those Witt vectors corresponding to elements
of (integral models of) X . In other words, the equivalence CK ≃ (BfDRK)
op explains how integral elements
of each X ∈ CK correspond to automatic Witt vectors. In relation to this, our concern in this paper was
to characterize such (automatic) Witt vectors in automata-free words, i.e. they are precisely integral Witt
vectors, to reveal an arithmetic analogue of Christol’s theorem (cf. §5.2).
We further remark that a categorical equivalence itself CK ≃ (BfM)
op for some profinite monoid M
can be proved without referring to class field theory; it is for the description of M (as the Deligne-Ribet
monoid DRK) where class field theory is really needed. In fact it is not difficult to prove directly that
(the opposite of) the category CK satisfies the axiom of semi-galois categories [1, 2]; and as we proved in
[2], every semi-galois category is equivalent to the category of the form BfM for some profinite monoid M
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(called the fundamental monoid of the semi-galois category). Although this abstract proof of the equivalence
CK ≃ (BfM)
op does not tell about the structure of M4, an apparent merit is that it is readily extended to
more general situations: That is, let R be a Dedekind domain with finite residue fields and K be the field of
fractions. In the completely same way as the case of number fields, we can define the category, denoted CK
again, of ΛR-rings that are finite e´tale over K and have integral models. Concerning this category, we also
have the following classification result:
Proposition 4. There exists a profinite monoid MK such that CK is opposite equivalent to BfMK.
The proof is almost straightforward (hence not discussed here); for this proof one only uses the fact due to
Borger [12] that the category of ΛR-rings has finite limits and finite colimits so that the underlying rings
coincide with those taken in the category of R-algebras. From this equivalence CK ≃ (BfMK)
op, it follows
that CK embeds into the category of DFAs over some (possibly infinite) alphabet ∆ that generates MK
topologically. (In other wordsMK is a quotient of the free profinite monoid ∆̂∗.) In general, however, we do
not know whether MK admits an explicit description similar to DRK (which is a quotient of P̂ ∗K ; and the
fact that we can take ∆ = PK in the case of number fields K is based on Chebotarev’s density theorem, cf.
§3 [14]).
We also make a remark on a more generic (topos-theoretic) construction of categorical equivalence C ≃
BfM , apart from the context of Witt vectors and Λ-rings, but motivated by Borger’s framework of geometry
over F1 based on Λ-algebraic geometry (cf. [18]). Let γ : F ։ E be a surjective geometric morphism (i.e. γ
∗
reflects isomorphisms); an example of such geometric morphisms is the geometric morphism γ : SpZ → SpF1
from the topos SpZ of spaces over Z to that SpF1 of spaces over F1 constructed by Borger
5 (see [18]). Let
S ∈ E be a (connected) object of E (thought of as a “space over F1”), for which we define the category CS
as follows: The objects of CS are those arrows h : T → S in E such that γ
∗h : γ∗T → γ∗S is locally finite,
and locally constant in F ; and the arrows from h : T → S to h′ : T ′ → S are those f : T → T ′ in E such
that h′f = h. With these data (and a suitable base point), we have the following:
Proposition 5. There exists a profinite monoid MS such that CS is (covariantly) equivalent to BfMS.
Proof (sketch). Let Gγ∗S be the galois category of locally finite and locally constant objects over γ
∗S ∈ F ,
and F : Gγ∗S → Setsω be an arbitrarily chosen fiber functor (here assume its existence). By definition of
CS there exists an exact functor CS → Gγ∗S induced naturally from γ
∗ : E → F . Also, by the surjectivity
of γ, this functor γ∗ : CS → Gγ∗S as well as F : Gγ∗S → Setsω reflects isomorphisms. Therefore, it is readily
seen that the pair 〈CS ,F ◦ γ
∗〉 satisfies the axiom of semi-galois category (§2, [2]). Hence, in particular, CS
is equivalent to BfMS , where MS is given by the fundamental monoid π1(CS ,F ◦ γ
∗) of this semi-galois
category.
As observed from these examples, categorical equivalences of the form C ≃ BfM appear naturally and
can be proved by formal category-theoretic arguments, although the structure of M here is mysterious only
from this formal construction6. From the viewpoint of automata theory, such phenomena will provide a nice
class of problems, say, the problem to classify number-theoretic (or geometric) objects (such as Λ-schemes)
4But it also should be mentioned here that it is possible, without using class field theory, to know the structure of M to some
degree by comparing the construction of the fundamental monoid M (cf. §3, [2]) and the definition of (objects of) CK . In fact,
for instance, we can directly prove that every abelian (i.e. galois) extension L/K becomes a (maximal) component of (galois)
object of CK using easy ramification theory and Theorem 1 of [14] (and using the abstract constructions on galois objects, §3
[2]); from this it follows that the maximal abelian galois group GabK is a quotient of the unit group M
× (which is actually an
isomorphism).
5Borger’s geometric morphism γ : SpZ → SpF1 is not only surjective but also essential (i.e. the inverse image functor γ
∗
has a left adjoint γ! in addition to the right adjoint γ∗); but at least for the construction of semi-galois categories, geometric
morphisms γ : F ։ E do not need to be essential.
6Although we shall not discuss here the problem on what this fundamental monoid MS is for S ∈ E (which is beyond the
subject of this paper itself), it may be worthwhile to notice from the proof that there exists a canonical homomorphism from
the fundamental group pi1(Gγ∗S ,F) of the galois category Gγ∗S to the fundamental monoid MS = pi1(CS ,F ◦ γ
∗). Therefore,
the fundamental monoid pi1(CS ,F ◦ γ
∗) may play some role also in understanding the fundamental group pi1(Gγ∗S ,F) from a
new angle; this should be compared to the relationship between the Deligne-Ribet monoid DRK (that is a limit of monoids
IK/ ∼f of ideal classes) and the maximal abelian galois group G
ab
K .
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by comparing them with computational hierarchies of finite automata (and formal languages) based on the
achievement in the classical Eilenberg theory (cf. [19, 17]); indeed, historically speaking, this problem is the
very central subject of Christol’s theorem. In this paper, we studied this problem in the case of rings of Witt
vectors, with clarifying and highlightening its relationship to our axiomatization of Eilenberg theory [1, 2]
(cf. §5.2).
5.2 Canonicity of Eilenberg theory for DFAs and its geometric extension
Finite automata constitute the simplest class of computational models. Informally speaking, among general
computational models such as Turing machines, finite automata are characterized as those machines with
finite controls whose next step at each computational stage is determined only by the current reading input
and state, while general Turing machines can refer to their past behaviors via their read-and-write tapes. In
this way Turing machines can realize recursive procedures, while the behaviors of finite automata are strictly
bounded7. There are plenty of variations of computational models (cf. e.g. [23, 24]), including not only finite
automata and Turing machines but those models which restrict the ability of Turing tapes or have other
devices alternative to such tapes; each of them defines their respective computational hierarchy. Morally, the
central subject of computability and complexity theories is then to understand the structure of hierarchies
of these computational models by classifying or separanting them, which includes important open problems
such as the P 6= NP problem.
On one hand, naively speaking, this diversity of computational models makes this field interesting and
challenging in that for each specific class of computational models there are their respective technical issues
on the dynamics of the models; therefore, modifying the architecture of the computational models, one gets
a new class of problems to work with. Having said that, on the other hand, this diversity and arbitrarity of
extensions (and modifications) of computational models contradicts to a goal of systematic understanding
of our computability concept (see also “the next 700 syndrome”, [25]); it seems that this situation prevents
this field from being applicable deeply (yet systematically) to other fields such as number theory, despite
that this field contains critical ideas to classify mathematical objects.
More formally, on one hand, it is indeed widely recognized that we have already achieved a consensus on
an appropriate rigorous definition of the computability concept, thanks to the earlier works due to Turing,
Church, Kleene and Go¨del in the 1930s. But on the other hand, we do not yet have— if exists though— a
canonical computational model, or at least a canonical understanding of computability concept, from which
we are still far. In fact, for the time being, our consensus on the definition of computability concept is just
based on (I) mutual equivalences between various computational models (say, Turing machines, λ-caluculi,
recursive functions, generative grammars etc.) and (II) empirical facts that these formal models indeed can
implement many of our real algorithms in their respective senses. Strictly speaking, however, it seems that
what this equivalence of models actually proves is just the robustness of our computability concept, not
the canonicity of these individual models; and more notably, equivalences between distinct computational
models are usually proved in a quite ad hoc way and based on arbitrary (sometimes artificial) translations
of codings of these models.
In view of this, it is still meaningful to ask why these distinct computational models could be equivalent,
or in other words, what their common principle is. Indeed this question is relevant to the current work and
our previous work on an axiomatization of Eilenberg theory [1, 2]: As discussed in [2], Eilenberg theory [17]
concerns a classification of certain hierarchies of finite automata (i.e. those called varieties of finite automata
in particular, cf. §5, [2]8); and in a sense, our results in [2] state a canonicity of these hierarchies of finite
automata in that they can be axiomatized purely in terms of formal category-theoretic exactness conditions.
7These informal explanations of behaviors of Turing machines and finite automata can be of course formally stated in terms
of purely combinatorial structures. But in our exposition, let us use these informal words because it seems most effective for
the expository purpose here.
8To be more precise, Eilenberg theory classifies those hierarchies called varieties of finite actions, rather than finite automata,
which are essentially the same structure as finite automata (S, δ, s0), except for that they do not have fixed initial states s0. In
some sense, Eilenberg theory dares to ignore the choice of initial states of finite automata because it makes their classification
more transparent in that they admit a variety theorem, cf. §5 [2].
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In fact, as exemplified in this paper with Witt vectors, it is possible that a category C (say CK) whose objects
seemingly have nothing to do with finite automata is canonically equivalent to that of finite automata; and
(in the case of CK) this equivalence indicates the fact that every element ξ ∈ X of each object X ∈ C of
this category C can be generated by finite automata, namely, is automatic (cf. §5.1). As mentioned in §1,
this phenomenon lies precisely in the line of the natural intersection between number theory and automata
theory, where one considers which machine can generate sequential (or approximational) representations of
number-theoretic objects (say, fixed-base expansions a0.a1a2a3 · · · of real numbers); put in this line, what
we have shown in this paper with [1, 2] can be informally summarized as the fact that “such generations of
number-theoretic objects by machines can be canonically axiomatized in the case of finite automata.” This
gives an ideal form of automata theory, both from the viewpoint of canonicity and applicability.
Geometric extension of Eilenberg theory From the viewpoint of generality, nevertheless, our current
framework is restrictive for the time being in that its scope is focused only to the simplest machine classes,
i.e. finite automata. To cope with this situation, yet keeping some sort of canonicity, we conclude this paper
with a discussion on yet another framework, which is not categorical but geometric, and seems extendable
and sustainable naturally even for the case beyond finite automata9. We start with our Christol theorem,
which suggests a framework where one represents classical computational models by arithmetic differential
equations in the sense of Buium [27, 28].
Putting aside the technical details, what we actually want to express by classical computational models
such as Turing machines is usually very simple. For instance, the basic idea behind the formal definition of
Turing machines (e.g. [23, 24]) is just an intuitive idea of “a machine that reads and writes symbols on a tape
in its computational procedure.” (See the original paper [29] as well.) To formalize such an intuitive idea,
it is conventional in computability theory to use discrete geometric structures (such as DFAs, cf. Definition
3, §3.1). But the more we need to model complicated computational procedures, the more it becomes
difficult and ad hoc to formalize them only by discrete-geometric structures, ending up with a diversity of
computational models with little common principle. This situation is in a sharp contrast to that in physics:
While the dynamical systems that physisits are concerned with are also complicated in the same level (or
more) as computational (discrete) dynamical systems that we are concerned with, physisists have developed
successful standard theories such as general relativity, quantum mechanics or more. Unarguably, the success
of physics heavily relies on the existence of suitable geometric frameworks such as differential equations and
differential geometry; these geometric frameworks are expressible enough to describe physical dynamical
systems in a natural way (that is, one can deduce differential equations modelling physical systems by an
intuitive manner, e.g. using the idea of infinitesimal). Unfortunately, unlike phisical systems, computational
processes that we want to model (say, recursive ones in particular) are discrete in nature; and because there
is no naive concept of differentiations on discrete objects, we cannot directly simulate the method of physics
for our computational dynamical systems in a naive way.
It is in this relation that we pay a special attention to our Christol theorem, where discrete structures (i.e.
DFAs) appear not directly, but as a consequence of rigidity of geometric structures (i.e. rigidity of integral
Witt vectors; recall our proof of the orbit finiteness, cf. Lemma 3.2, §3.2) on which one can consider a sort
of differential operations (i.e. Frobenius liftings ψp; cf. Remark 5, §2.2); this philosophy is also related to
what Borger emphasized in [18]10. In this indirect way, discrete structures can appear with rich background
structures; and as we carefully discuss below, it seems reasonable to expect that this philosophy will apply,
more or less, to further complicated computational dynamical systems beyond finite automata, actually even
to Turing complete ones.
Conventionally, the dynamics of higher computational models such as Turing machines is defined using
9Nevertheless, this geometric consideration here is also intended to seek a right categorical direction to extend semi-galois
categories. In relation to this and our consideration below, we are concerned with Malgrange’s differential galois theory [26] for
non-linear differential equations, where galois groups are replaced with groupoids. See below.
10Let us quote his argument in p.3, [18]: “the combinatorial nature is not built into the foundation of the theory— it is a
consequence of hard arithmetic results in presence of finiteness conditions.” (Here “the theory” is Λ-algebraic geometry [18].)
In our context, the “combinatorial nature” corresponds to automata-theoretic objects; and what we are doing here is to relate
combinatorial and geometric structures via rigidity (or descent). So we are concerned with both objects (actually the former).
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some external register memories (such as Turing tapes); and it is the interactions with such external devices
that make their behavior more complicated (or non-linear) than finite automata: On one hand, the behavior
of a finite automaton A = (S, δ, s0) over an alphabet ∆ is defined by the transition function δ : S ×∆→ S;
namely, if the automaton A is at a state s ∈ S and reads an input a ∈ ∆, then the next state s′ ∈ S is given
by s′ = δ(s, a) (cf. Remark 7, §3.1). Therefore, the behavior of a finite automaton is determined only by its
current state s ∈ S and the input a ∈ ∆ that the automaton is reading now. On the other hand, the behavior
of Turing machines (cf. [23, 24]) is more complicated due to their interactions with their tapes: To be more
specific, because (some version of) a Turing machine not only reads input from the tape but also rewrites
it, and the pointer on the tape can move both to the left and right, the Turing machine may read a symbol
which he wrote at his past computational stage. In other words, Turing machines can be influenced by their
own past behaviors, which is a key machinery to realize recursive procedures. There are plenty of seemingly
distinct versions even for Turing machines (using e.g. multiple tapes or registers of 2-dimentional form); but
they are equivalent, and therefore, we should pay a special attention not to individual implementations but
to what we are actually doing with these models.
We note that, in this informal exposition, we intentionally emphasized the term “interactions” in order
to highlight a mechanism that one can observe more or less commonly in several distinct (Turing complete)
computational models, such as cellular automata in particular (at least if we widely construe the meaning of
“interactions”). In fact, as we saw in the case of Turing machines, (some sort of) interactions with their own
past behaviors play a key role for computational models to realize recursive procedures, so as to be Turing
complete; this viewpoint is more explicit in the definition of cellular automata, where each cell interacts with
its neighboring cells; and the effect of this interaction transmits from cells to cells; by this machinery, cellular
automata can implement the functions of Boolean circuits, so that they can be Turing complete (cf. [30]).
Albeit at least in a naive conceptual level, we see that the basic idea behind these discrete dynamical systems
can be compared to that behind physical systems, i.e. the interactions between physical entities (either of
microscopic or macroscopic scales); and what we want to say with this lengthy conceptual argument is that
we shall take this analogy seriously.
In fact, not just at a conceptual level, our Christol theorem can be regarded as a result of this direction,
where “differentiation” is formalized by the concept of arithmetic derivation due to Buium (Remark 5, §2.2)
in particular. From this viewpoint, our result concerns the case of integral solutions ξ in the ring WOK (OK¯)
of Witt vectors; and they can be also seen as solutions of systems of simple linear differential (or difference)
equations due to their automaticity. The major reason why we especially highlighted this viewpoint here is
that (i) it can be seamlessly extended from linear to non-linear case, and (ii) this extension from linear to
non-linear case seems to capture some essential aspect of the extension from the dynamics of finite automata
to that of more general computational models in the sense that we discussed with Turing machines above11.
In order to make this naive viewpoint solid, we need to investigate whether Turing complete computational
discrete dynamical systems can be represented by (some class of) non-linear arithmetic differential equations
in some way, e.g. in such a way that naturally extends our Christol theorem beyond finite automata. To
our naive thought, it will be possible to construct Turing complete dynamical systems in this way (i.e. as
a consequence of rigidity of some geometric structures), in view of the empirical fact that Turing complete
systems are everywhere12. In this relation, however, we need to note that the actual goal of such geometric
representations of classical computational models is not to give such representations themselves; but to
make computational hierarchies more transparent through their geometric representations. Otherwise, we
will again end up with a diversity of distinct ad hoc representations, which even contradicts to our goal.
11The situation in the study of non-linear differential equations may also explain why we need to have plenty of computational
models. But in this relation, the idea of Malgrange’s differential galois theory for non-linear differential equations [26] may be
important for our purpose here and its categorical axiomatization, where galois groups are replaced with groupoids. In view of
that we replaced groups with monoids, this may naively suggest us to replace groupoids with categories.
12It may be meaningful to recall a solution of Hilbert’s 10th problem based on proving that a set A ⊆ Nn of tupples of natural
numbers is Diophantine if and only if it is recursively enumerable (i.e. can be enumerated by some Turing machine). See [31].
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