Abstract: To alleviate the complex communication problems arising in the network-on-chip (NoC) architectures as the number of on-chip components increases, several novel interconnect infrastructures have been recently proposed to replace the traditional on-chip interconnection systems that are reaching their limits in terms of performance, power and area constraints. Wireless NoC (WiNoC) is among the most promising scalable interconnection architectures for future generation NoCs. In this study, the authors first provide a general description of the WiNoC architecture. Then, they discuss the research problems under five categories: topology, routing, flow control, antenna and reliability. Open research issues for the realisation of the WiNoC are also discussed.
The topology of NoCs determines the physical layout as well as the connections between nodes and channels in the network. A topology will have a significant effect on the overall network cost and performance. A topology determines the number of hops a message/packet must traverse as well as the link lengths between hops. Thus, it influences the network latency significantly. As sending data through routers and links incurs energy dispassion, a topology's effect on hop count also directly affects network energy consumption. Furthermore, the topology determines the total number of alternate paths between nodes, which will affect how well the network can distribute traffic and support bandwidth requirements. Traditional NoC topologies are commonly categorised into three groups: (a) direct topologies, including rings, meshes, tori etc., (b) indirect topologies, including butterflies, clos networks, fattrees etc. and (c) irregular topologies, such as the multiprocessor system-on-chip (MPSoC) with a wide variety of heterogeneous intellectual property (IP) blocks.
Most of the traditional NoC topologies are based on the wired links between nodes and evaluated by the degrees of each nodes. Different from the traditional NoC topologies, the WiNoCs exploit the wireless connections between nodes to reduce the network latency, especially for these long-distance nodes. Therefore the WiNoC topology can be totally different from the traditional NoCs'. For example, a WiNoC can be a pure wireless link-based topology, or a variation of the traditional NoC with a hybrid topology including both wired and wireless links. Recent research has proposed some possible solutions for the WiNoC topology and their implementations.
Wireless-based topology
To provide a scalable, cost-effective and flexible on-chip communication infrastructure, the wireless interconnection was proposed to replace the wired communication. Therefore, in a pure wireless design, all the wired links should be replaced by the wireless links. For example, compared with a fully connected topology in the traditional NoC design, all the links between two nodes should be wireless connected in the WiNoC. However, because of the channel limitation in current/future on-chip wireless communication technology [13] , we cannot support all the wireless links of a single node working simultaneously as the number of nodes (processor cores) is increasing to hundreds or even thousands. Therefore the scalability of such fully connected wireless topology is poor.
To implement the WiNoC with the wireless links, recent work [14] proposed a multi-channel WiNoC (McWiNoC) based on the traditional NoC topologies, and can be very flexible according to the transmission range of its wireless/radio frequency (RF) nodes. Fig. 1 shows the topology of the McWiNoC based on a 4 × 4 2D mesh. The RF node is working as a wireless router (WR) with ultra-wideband (UWB) [15] transceivers and antenna. Each node is associated with a processor tile (P). The wired link in the traditional 2D mesh is replaced by a high-bandwidth RF link.
The packets from the processor tile are delivered to their destination through one or multiple hops, similar to a traditional 2D mesh. To achieve the fast and simple channel arbitration, a separated control wires channel is added between two wireless connected nodes in their McWiNoC design.
Different from the traditional NoCs, the McWiNoC also targets at achieving a flexible topology design by changing the RF transmission range of the WR. For example, in Fig. 1 , the transmission range (T ) is set to the distance (L) between two adjacent RF nodes in the 2D mesh. If the transmission range (T ) is increased from L to 2 √ L, additional wireless links can be added, for example, between node 1 and node 6, and thus it can arrive at a different topology. If the transmission range (T) can cover any two nodes in the network, the McWiNoC will become fully connected. Therefore there is a tradeoff between the transmission range and hop count. If the transmission range is increased, the average hop count (path length) will be reduced. However, at the same time, the increased transmission range will incur more channel arbitration that will increase the latency and power consumption of the single link transmission. Therefore transmission range needs to be carefully chosen when implementing such McWiNoC design.
Hybrid topology
Instead of using all wireless links to transfer data between different nodes, the hybrid design uses both wired and wireless links to construct the on-chip networks. The hybrid design basically exploits the idea that the simple and reliable short-distance wired link is good for the local traffic within a small group of nodes, whereas the wireless link can significantly improve the performance and power efficiency for the long-distance communication. Note that this kind of hybrid topologies in WiNoCs is different from today's wireless Internet architecture that has the wired backbone for long-distance communication and wireless edges for local connection. Owing to its low design complexity and convenience to be extended from the existing NoC architectures, the hybrid design currently dominates in the WiNoC research. We will discuss the recent research work on the hybrid WiNoC topologies in following sections.
2D mesh-based hybrid topology:
In recent work [11] , a hybrid WiNoC design based on the existing 2D mesh NoC was proposed for multi-core platforms. The proposed WiNoC is based on a 2D mesh NoC called network-based processor array (NePA) that was introduced in their previous work [4] . The NePA is a little bit different from the conventional mesh design where there is only one bidirectional link between two adjacent nodes. In the NePA, two extra vertical ports are added to help dividing the whole network into two subnetworks: E-subnetwork and W-subnetwork. This partition can reduce the design complexity of the router as well as guarantee deadlock free [4] . To implement the hybrid WiNoC design, some of the conventional routers are replaced by the WRs that have both the wired and wireless links, and can transfer data via both wired and wireless channels. Fig. 2 shows the topology of the hybrid WiNoC design based on a 10 × 10 NePA. Some of the baseline router (BR) is replaced by the WR and the WiNoC is divided into four subnets with one WR in each subnet to provide the long-distance communications between subnets. Frequency division multiple access (FDMA) is used to provide the simultaneous communications between WRs with multiple channels.
In this topology, the communication between two nodes in different subnets may involve two types of transmissions: the local wired transmission and the long-distance wireless transmission. Therefore, in order to achieve the best performance, a dedicated routing algorithm is required for choosing the minimal path between nodes. Compared with the pure wireless based design, the requirement of multiple channels for simultaneous communications is reduced since the number of WRs has significantly decreased. However, for the scalability of this hybrid WiNoC, the major design issues, especially for a network with hundreds or thousands nodes, are how the WRs are placed and how the whole network is divided/organised.
Multiple tiers hybrid topology:
To address the performance and scalability problems in NoCs, recent work [10] proposed a recursive wireless interconnection structure named WCube to deal with scaling limitation when the number of on-chip cores increases to thousands. The proposed WCube is also a hybrid topology with a multi-tier structure, including the wireless backbone and wired edges. The wired edge (CMesh), which is basically a 2D mesh with 4-way concentration (Concentration in on-chip networks is to share the router among different (processor) nodes [16] .), is the baseline of the entire hybrid WiNoC. Fig. 3 shows a baseline CMesh with 16 base routers. Since the 4-way concentration is employed in this topology, each base router is attached with four processor cores or L2 caches nodes. Hence, there are total 64 nodes in a baseline CMesh. The wireless backbone is built on the top of the baseline CMesh. A WR is placed in each CMesh for the wireless communication, as shown in Fig. 3 . The topology of the wireless backbone can be flexible. By comparing different topologies, such as ring, 2D mesh, fattree, hypercube etc., in terms of the number of WRs, the author claimed that the hypercube is the best choice to form the wireless backbone with 1000 s nodes in an on-chip network. In their study, total of 16 WRs are required to form a 1024-node NoC with the hypercube topology. Therefore they proposed a WCube topology by inheriting some useful properties from the hypercube. The WCube is a recursive multiple-level, 2D structure. The level-0 is the baseline CMesh named WCube 0 . Then, the each level-i WCube i is constructed using four level-(i − 1) WCube i−1 s in a 2D mesh structure. To form a 1024-node NoC, a 2-level WCube is sufficient if the WCube is built based on the CMesh (WCube 0 ) shown in Fig. 3 . Owing to the recursive structure, the WCube topology demonstrates good scalability compared with other hybrid WiNoC designs.
Small-world-based topology:
To reduce the high latency and power dissipation caused by the multi-hop communication, especially for the long-distance communication, recent work [17] proposed to build the NoC by following the principle of small-world graphs [18] . The network topologies with the small-world property have a short average path length (hop count) between any two nodes in the network. The shortest path length in a small-world graph is bounded by a polynomial in log(n), where n is the number of nodes in the graph [19] [20] [21] . Therefore the small-world topology is very attractive to construct the complex networks [22] . For instance, both the Internet and our social network have the small-world property.
Instead of inserting the long-distance wired links to improve the performance of NoCs [17] , recent work [23, 24, 12] proposed a WiNoC design based on the small-world property. In the small-world-based WiNoC, the long-distance wired links are replaced by the wireless links to create some shortcuts. These wireless shortcuts can significantly improve the performance of the NoCs compared with some conventional topologies, without the design issues of placing the long wires across the chips. Fig. 4 shows the small-world-based topology of a WiNoC proposed in [12] . The whole network is divided into multiple small groups (subnets). Different from other hybrid topologies discussed above, the topology of each small subnet in the small-world-based WiNoC may vary. It can be any of the conventional NoC topologies, such as mesh, ring, tree etc., and is connected by wirelines. The intrasubnet communication has a relatively short average path length because of its small size. Each subnet is equipped with a wireless hub, which is capable of transmitting and receiving data packets over the wireless channels. Owing to the limit in the number of possible wireless links, the adjacent hubs are still connected by wired links and just some of the distant hubs are connected by the wireless links, as shown in Fig. 4 . The intersubnet communication will be achieved through the wired/wireless links, whereas the intrasubnet communication is still via wirelines. Thus, the whole hybrid WiNoC is a hierarchical architecture with subnets at the lower level and a small-world topology of hubs at the upper level.
Since the upper level of the network is constructed with hubs connected by both wired and wireless links, the placement of the wireless link is of critical importance to the network performance. In [12] , a simulated annealing (SA) [25] based optimisation technique was employed to insert the wireless links under given resource constraints. For example, in a network of 16 hubs with 6 wireless links, the optimal wireless link arrangement can be found by using the SA techniques.
Irregular topology
Irregular NoC topologies are usually used for MPSoCs with heterogeneous IP blocks. However, the irregular topologies in WiNoC have been seldom studied so far. In [26] , a low-cost and high-efficient distributed minimal table based routing scheme was proposed under an irregular WiNoC topology. The proposed routing scheme was based on an irregular mesh topology connected by the wireless links, as shown in Fig. 5 . The topology described a heterogeneous SoC floorplan. Each processor tile in the MPSoCs contains a processor core and connection to the WiNoC. The RF nodes working as the WR are distributed across the chip. The transmission range of the RF node is T (one hop). Note that not all the RF nodes are connected to a processor tile in this topology. The RF nodes with wireless links construct the irregular mesh for wireless communication. This irregular mesh WiNoC topology can also be categorised into the pure wireless based topology.
Routing
After determining the WiNoC topology, the routing algorithm decides the path a message/packet will take from the source to its destination. The routing algorithm should distribute the traffic in an appropriate way based on the network topology such that the traffic in the network can be well balanced, and the latency and throughput of the network will be improved.
In the conventional wired NoC, the routing algorithms can be generally divided into three categories: deterministic, oblivious and adaptive. In a hybrid WiNoC design, the wired subnets can follow the convention routing algorithm. However, for the pure wireless based WiNoC, for example, McWiNoC, or in order to achieve an overall optimised routing for the hybrid WiNoC, specific routing algorithms for a given WiNoC topology are needed. Since the routing algorithms are strictly depending on the network topologies, we will introduce them based on the WiNoC topologies discussed in this survey.
Deterministic routing
3.1.1 Location-based routing: In a pure wireless link based topology, for example, McWiNoC, the topology is fixed before determining the routing algorithm. Therefore the traditional deterministic algorithm, such as the X-Y dimension-ordered routing (DOR), can be used. However, because of the special characteristics of the wireless communication, more efficient routing algorithms can be achieved in the WiNoCs. In [14] , a deterministic routing algorithm, named location-based routing (LBR), was proposed for the McWiNoC. The LBR is based on the fact that before making the routing decision, the router node has already known all its neighbours within its transmission range (T). Then, if the router wants to send the packet to the destination node (D), it will send the packet to its neighbour (B) that has the shortest geographic distance to the destination D. In the 2D mesh-based McWiNoC, the geographic distance d BD between nodes B and D can be calculated by the following equation
To further optimise the computation overheads of the LBR algorithm, the authors proposed to divide the chip areas into four quadrants from a node's perspective. When the router node receives a packet, by checking the location of the destination D, only one quadrant containing node D will be selected. Then, only the neighbours in the selected quadrant will be calculated for the shortest path. To avoid the deadlock caused by the LBR, a restricted-turn oriented LBR was also proposed by prohibiting some types of turns to avoid the cycle. The authors also showed that LBR could be more efficient compared with the traditional X-Y routing.
Multiple tiers based routing:
For the multiple tiers hybrid WiNoC, normally, routing algorithms should be chosen for each tier first. Then, other routing strategies are needed to determine whether and how the packets are transmitted among different layers. In [10] , for the baseline CMesh shown in Fig. 3 , the X-Y routing was used. For the WCube structures, the multidimensional DOR algorithm was adopted. In an n-level WCube, the packet is routed in a strictly decreasing dimensional order to ensure deadlock free. To avoid the deadlock caused by the hybrid routing cycle among the baseline CMesh and WCubes, the authors defined the UP and DOWN virtual channels to break the cycle for a 2-tier hybrid architecture. To determine whether a packet should be forwarded to the WCube or delivered in the CMesh, a minimumlatency routing was proposed by calculating and comparing the latency of different paths. Based on some assumptions on the network bandwidth, average packet size and router architecture, the authors proposed to use the WCube if the path of using the CMesh is more than three hop-count longer than that of using the WCube. Since the WCube topology is known after the network is constructed, the routing table can be statically configured in the base router. Therefore the minimum-latency routing is a deterministic routing algorithm.
Small-world-based routing:
For the small-world-based topology, the routing within the subnet can be any of the traditional NoC routing algorithms according to the topology of each subnet. For example, for a 2D mesh subnet, the X-Y routing can be used. For the intersubnets transmission, the packet will be routed through the hubs, as shown in Fig. 4 . Therefore whether using the wireless links or just taking the wired link along the ring is very important to the network performance. The authors proposed to compare the hop counts of different paths by only considering the paths with at most one wireless link to simplify the calculation. If two paths have the equal hop count, the path with the wireless link is chosen for less power dissipation. Note that similar to the minimum-latency routing in WCube, all the routing paths are predetermined and stored in the hub. Therefore the authors claimed that their small-world-based routing is deadlock free. To avoid the centralised evaluation of the shortest path at the source hub, the authors also proposed a distributed routing mechanism to check the shortest path at each node. The authors showed that the distributed routing has less hardware overhead, but worst network throughput compared with the centralised scheme.
Adaptive routing
As we mentioned above, in a hybrid WiNoC, the traditional NoC routing algorithm can be used for routing the packets within a wired subnet. However, for two nodes in two different subnets, the transmission may involve the wireless links, which makes the overall optimised routing difficult to achieve. For example, in the NePA-based hybrid topology, an adaptive minimal routing algorithm taking the buffer utilisation into account can be used within a wire-connected subnet. However, in their topology shown in Fig. 2 , the subnets are still connected to each other by the wired links, whereas the wireless links established by the WRs are working as the highways (shortcuts). Therefore whether the packet will take or not take the highway is a difficult decision to make. Wang et al. [11] proposed an adaptive routing algorithm to route the packet with source and destination nodes from different subnets. The adaptive algorithm is based on the hop-count calculation/comparison and the buffer utilisation status. When routing the packet, both the travelling distance (hop count) for taking or not taking the wireless links are calculated and compared. To avoid congesting the wireless links, a δ is added to the wireless path in order to give it a lower priority for the network traffic balancing. The adaptive algorithm also takes the buffer utilisation into account. If the buffers at WRs are full, the buffer-full signals will be sent to the BR nodes to avoid the congestion. To avoid the deadlock caused by the hybrid path, the authors proposed to exempt the flits with source-destination pairs in the same horizontal/vertical coordinate as WR from taking the wireless path. By breaking the hybrid cycle, the routing algorithm is deadlock free.
Routing on irregular topology
In irregular WiNoC topologies, traditional routing algorithms may not work in certain scenarios. For example, in an irregular mesh shown in Fig. 5 , traditional X-Y routing algorithm will cause dead ends for certain pairs of source and destination nodes (e.g. from node 12 to node 20). Therefore Wu et al. [26] proposed a distributed minimal table based routing scheme by utilising the geographic distance information. A turn class based buffer ordering scheme was further proposed to avoid the deadlock. The proposed routing can be also applied to the conventional irregular mesh topology connected by wirelines.
Flow control

Wormhole and virtual channels
Wormhole [27] and virtual channels [28] are two commonly used techniques in the flow control of conventional NoCs. The wormhole flow control breaks the packet into small units, called flits. Then, it cuts through the flits instead of the packets for better buffer utilisation. The virtual channels were first proposed to avoid deadlock [28] . They can also be used to mitigate the head-of-line blocking in the flow control, thus improving the network throughput.
In most WiNoC designs, the wormhole and virtual channels are still adopted for better performance and deadlock avoidance. In the NePA-based WiNoC, WCube WiNoC and the small-world-based WiNoC, wormhole flit flow control were used for performance improvement and low buffer requirement. In the small-world-based WiNoC, the conventional virtual channel scheme was used. In the NePA-based WiNoC, a routing-independent parallel buffer for virtual channel implementation [29] was adopted. For the deadlock avoidance, a scheme using two dedicated virtual channels for flits towards WR and destination nodes were also proposed. In the WCube WiNoC, as we discussed in the routing algorithms, two types of UP and DOWN virtual channels were defined to guarantee the deadlock free in the 2-tier hybrid architecture.
Multi-channels
Although some of the channel issues in the NoC design, such as the maximum channel load, are usually discussed in the category of the topology, the communication channels allocation, such as the idea of virtual channels, also affects the flow control mechanisms. Therefore we discuss the multi-channels design in WiNoCs in this flow control section.
Owing to the characteristics of the wireless communication, multi-channels techniques are commonly adopted in the WiNoC designs for performance improvement. Multiple nodes using multiple channels can communicate simultaneously, so the throughput and latency of the network will be improved. All the WiNoC designs we discussed above have adopted this technique. FDMA is a common method adopted for multi-channelling in WiNoCs. However, because of the technology and bandwidth limitation, usually we can have 16-24 channels for the on-chip wireless communication today [10] [11] [12] . In McWiNoC, the multi-channel arbitration can be benefited from the wired control lines between neighbour nodes. In [12] , a carbon nanotube (CNT) antenna-based multi-channel techniques were discussed. By assigning multiple channels to a single wireless link, the link bandwidth will be increased. Based on the fact that the number of available channels per link is usually less than the flit width (e.g. 32 bits), Ganguly et al. [12] proposed a time division multiplexing scheme to send whole flit by using a small number of channels (e.g. four channels) simultaneously.
On-chip antennas
Suitable on-chip antennas are necessary to establish wireless links for WiNoCs. An on-chip antenna is always one of the most difficult components that can be integrated on-chip; the following research work has been done in contribution of different types of on-chip antennas.
Silicon integrated antennas
In [30] , the on-chip wireless interconnections were first proposed for clock signal distribution. For an on-chip antenna at 15 GHz, the size is around 2 mm. To reduce the area overhead of the on-chip antennas, Lin et al. [7] proposed a zig-zag antenna with optimised power gain. The zig-zag monopole antennas of axial length 1-2 mm can achieve a communication range of about 10-15 mm [31] , which is suitable for the on-chip long-distance communication.
As the CMOS technology is scaling down, the size and the cost of the antenna will decrease dramatically with the increasing operating frequency. In [10] , a design of miniature on-chip antennas operating at the range of 100-500 GHz has been demonstrated. To minimise the substrate loss, they proposed that an on-chip antenna should be placed in a polyimide layer, which deposits on the top of the top silicon. Therefore most electro-magnetic energy can be confined within this low-loss dielectric layer. These kinds of antennas are capable of constructing the WiNoC with 1000 s nodes. The multiple tiers hybrid WCube is built based on these kinds of antennas.
UWB antennas
The design of UWB antennas was proposed for on-chip wireless communication in [8] . A CMOS UWB-based WiNoC design was recently proposed in [13] . The UWB can provide high bandwidth, low power and short-range communication for WiNoCs. Owing to the multi-channelling capability, the UWB can be shared among multiple nodes, which makes simultaneous communication possible and can improve the communication capacity as well as reduce the communication latency. However, the UWB-based antenna in [13] has a transmission range of 1 mm with a length of 2.98 mm. The short transmission range, compared with the current die area, requires multihop wireless communication across the chip, which makes it less efficient for long-distance communications. The McWiNoC-and MPSoCs-based irregular WiNoC are built based on the UWB antennas.
CNT antennas
All the antennas discussed above are operating in the millimetre wave range, so the sizes of these antennas should be on the order of a fewer millimetres. If the transmission frequency can be increased to Terahertz, the size of the antenna can be reduced correspondingly. CNT-based antennas have been proposed and studied to achieve Terahertz frequency range [32] [33] [34] . The CNT antennas operating in Terahertz frequency range can provide much higher communication data rates. Besides its small size, that is, the ultralow area overhead, the virtually defect-free CNT antenna does not have the power loss problem caused by surface roughness and edge imperfection in conventional antennas. The CNT antenna can also have extremely high current density compared with copper, thus the high transmission power, which makes it suitable for long-distance communications. The radiation characteristics of the CNT antenna can be further improved by using an external laser source [32] . All these characteristics make the CNT antenna a good candidate to implement the wireless communication in WiNoCs. The small-world-based hybrid WiNoC is built based on the CNT antennas. However, the CNTs are still facing significant manufacturing challenges.
Reliability
The key reliability issue arising in the WiNoC design is to ensure the correctness of the wireless links transmission. For the hybrid WiNoC design, the reliability of the wired links can be guaranteed by adopting the protection schemes used in the conventional NoCs. However, because of the high manufacturing defect rates, process variability and operational uncertainties, the RF-or CNT-based wireless communication suffers from much less reliability compared with RC wire based conventional communication [35, 10] . Therefore error detection and correction schemes are urgently needed in the WiNoCs.
Since the WiNoC is still a recently emerging technique for the NoC implementation, few researchers have focused on the reliability enhancement of the WiNoCs. In [36] , the reliability of the proposed hybrid WiNoC based on the small-world topology [12] was evaluated. The results showed that because of the inherent robustness of the small-world-based connectivity, their hybrid WiNoC has higher reliability compared the conventional implementation with wirelines.
Error control coding (ECC) is commonly used for improving the communication reliability in conventional NoCs [37, 38] . Research work [39, 40] proposed to employ the ECC to protect the intra-and inter-chip wireless communication. As the bit error rate (BER) is a key property to measure the reliability of the on-chip wireless channels and usually it is much higher than that of the wireline links, an energy-efficient ECC was proposed in [41] to improve the BER for intra-chip RF wireless communication. It concluded that the linear ECC like Hamming codes improves the BER at high signal-to-noise ratio (SNR). However, the performance will be degraded by employing the ECC at low SNR. Therefore the ECC is very efficient for the long range wireless communications.
In [42] , a unified ECC scheme was proposed to improve the reliability of the small-world-based hybrid WiNoC. The evaluation of the SNR and BER was done on CNT antennas. It also compared the performance and energy efficiency of their proposed scheme with a conventional wired mesh NoC. The results demonstrated that the unified ECC scheme for the hybrid WiNoC can achieve low energy consumption, low network latency and almost similar reliability compared with the conventional NoCs.
3D-NoC and photonic NoC
Similar to WiNoC, 3D-NoC and photonic NoC are two emerging interconnect infrastructures in future NoC design and recent studies [24, 43, 44] have made some preliminary comparisons among these different infrastructures. Table 1 shows the comparisons among the WiNoC, 3D-NoC and photonic NoC, in terms of hardware requirement, communication bandwidth, power consumption, reliability and implementation challenge. Compared with 3D-NoC and photonic NoC designs, the WiNoC does not need physical interconnect layout. Therefore latency and energy dissipation in communication will be reduced in WiNoC. The WiNoC also can have a higher wireless bandwidth than the wired links. Although there are some reliability issues in 3D-NoC and photonic NoC designs, WiNoC has less reliability compared with the wiredbased communication, which needs to be carefully addressed in future WiNoC design.
Open research issues
Open research issues range from hardware implementation (on-chip antennas) to low power and reliable design. A few of these are listed below: † On-chip antennas: Although some novel on-chip antennas implementations, for example, the CNT antennas, have been recently proposed and studies, there are still lots of challenges in manufacturing and integrating these on-chip antennas in terms of area, performance, energy overheads, especially as the number of on-chip cores is scaling up in the future. In [45] , an antennaless WiNoC was proposed, which used inductive-coupling instead of antennas to do the wireless communication. Although the WiNoC proposed in [45] is more similar to a hybrid 3D-based architecture by using the inductive-coupling to replace the through silicon via (TSV) in traditional 3D-NoC, this new type of wireless communication may impact the future on-chip wireless design. † Topologies: pure wireless against hybrid. Owing to the transmission range and bandwidth (number of channels available) limitation of today's on-chip wireless communication, the hybrid topologies seem dominating today's WiNoC design. Whether we will keep working on the hybrid design like today's wireless Internet architecture, or the pure wireless design will become easy to implement with the invention of new on-chip antennas and wireless communication technologies, are still open issues. † Routing and flow control: As the size of the on-chip network is increasing, more complex topologies may be needed in future WiNoCs, especially for the hybrid topologies. Therefore the design of more efficient routing algorithms and flow control mechanisms will be another challenge. † Low power: The wireless links are assumed consuming less power compared with the wired links, especially for these longdistance links. However, as the power is recognised as one of the most pressing constraints in today's chip design, low-power WiNoC designs are also essential. † Reliability: The wireless links in WiNoC are less reliable compared with the wired links. Only few researches, such as protecting the wireless communication by ECC, have been conducted on improving the reliability of the WiNoCs. We definitely need more architectural and circuit level schemes to improve the reliability for future WiNoCs.
Conclusion
NoC architectures are becoming the dominant communication fabric in multi-/many-core chips. To solve the complex communication problems in NoCs as the number of on-chip cores is scaling up, the WiNOC architecture has been recently proposed and studied. In this paper, we have discussed the design of WiNoCs in five categories: topology, routing algorithm, flow control, on-chip antenna and reliability. We also described some open research issues in this field. Along with the current research work in WiNoCs, more insight into the design problems and more development in solutions to the open research issues are encouraged. 
