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Let G be a homogeneous group with homogeneous dimension Q , and let So denote the
space of Schwartz functions on G with all moments vanishing. Let ˆ be the usual Euclidean
Fourier transform. For j ∈ R, we let D j ⊆ Sˆ ′o be the space of J , smooth away from 0,
satisfying |∂α J (ξ)|  Cβ |ξ | j−|β| , where both |ξ | and |β| are taken in the homogeneous
sense. We characterize Dˇ j , and show that Dˇ j1 ∗ Dˇ j2 ⊆ Dˇ j1+ j2 as elements of S ′o . If
j1, j2, j1 + j2 > −Q , one can replace So , S ′o by S , S ′ in this result. A key ingredient
of our proof is a lemma from the fundamental wavelet paper from 1985 by Frazier and
Jawerth [4]. We believe that, in turn, our result will be useful in the theory of wavelets on
homogeneous groups.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this article, we show how the methods of the fundamental wavelet paper [4] by Frazier and Jawerth can be used to
solve a seemingly unrelated problem on homogeneous groups. We believe that, in turn, our solution to this problem will be
useful in the theory of wavelets on such groups.
A homogeneous group G is ([3]) essentially Rn with a group structure and a family of dilations x → δr x =
(ra1x1, . . . , ran xn) which are group automorphisms. Examples of such groups are Rn , with the usual additive structure,
the Heisenberg groups, and the upper triangular groups, consisting of triangular matrices with 1’s on the diagonal and
dilations
δr
([aij])= [r j−iai j].
The group identity is 0.
There is always a homogeneous norm function on G , for example
|x| =
(
n∑
i=1
x
2 Aai
i
) 1
2A
where A =∏ni=1 ai ; this “norm function” is evidently homogeneous of degree 1, which is to say that |δr(x)| = r|x| for every
x ∈ G , and r > 0. In general one says that F :G \ {0} → C is homogeneous of degree k if F ◦ δr = rk F for all r > 0. Note that
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we deﬁne
|β| =
n∑
i=1
aiβi and ‖β‖ =
n∑
i=1
βi .
In particular, note that for any α, if x 	= 0, then∣∣∂α F (x)∣∣ Mα |x|k−|α| (1)
if Mα is the maximum of |∂α F | on the “unit sphere” {x: |x| = 1}.
The homogeneous dimension of the group G , denoted by Q , is the number Q =∑ni=1 ai . It is not hard to see ([3]) that
|x|k ∈ L1loc iff k > −Q .
We consider the usual Fourier transform ˆ :Rn → Rn as being a map from G to Gˆ; here Gˆ is just Rn with the dilations δr .
There is no group structure on Gˆ .
S(G) will denote the usual Schwartz space on G , thought of as Rn . We also let
So(G) =
{
f ∈ S(G):
∫
xα f (x)dx = 0 for every multiindex α
}
.
This is a Fréchet subspace of S . Evidently
Sˆo(Gˆ) =
{
ψ ∈ S(Gˆ): ∂αψ(0) = 0 for every multiindex α}.
The elements of Sˆo vanish to inﬁnite order at 0. We let S ′o be the space of continuous linear functionals on So , and we let
Sˆ ′o be the space of continuous linear functionals on Sˆo . There is an evident isomorphism ˆ :S ′o → Sˆ ′o , with inverse ˇ. When
there is a possibility of confusion with the usual ˆ, ˇ :S ′ → S ′ , we occasionally indicate whether the transform used is taken
in “the S ′o sense” or in “the S ′ sense”.
Generalizing (1), we deﬁne D j ⊆ Sˆ ′0 by
D j = {F ∈ C∞(Gˆ \ {0}): ∀α ∃Mα such that ∣∣∂α F (ξ)∣∣ Mα |ξ | j−|α| ∀ξ 	= 0}.
If j > −Q then actually D j ⊆ S ′(Gˆ). We shall show the following Decomposition Theorem:
Theorem A (Decomposition Theorem). Assume K ∈ S ′o(G). Then K ∈ Dˇ j (where the inverse Fourier transform ˇ is taken in the S ′o
sense) if and only if we may write
K =
∞∑
k=−∞
fk, (2)
with convergence in S ′o , where
fk(x) = 2( j+Q )kϕk
(
δ2k (x)
)
(3)
with {ϕk}∞k=−∞ ⊆ So(G) a bounded sequence. Furthermore, given such a sequence {ϕk}∞k=−∞ , if we deﬁne fk by (3), then the series∑∞
k=−∞ fk necessarily converges in S ′o(G) to an element of K of Dˇ j .
If j > −Q , we may replace S ′o by S ′ in the statement of the theorem.
We will also show that, for any j, the operator of (group) convolution with an element of Dˇ j maps S0 to S0. Using
Theorem A and methods of Frazier and Jawerth [4], we shall show:
TheoremB (Homogeneous case). If K1 ∈ Dˇ j1 and K2 ∈ Dˇ j2 , then there is a K ∈ Dˇ j1+ j2 such that for all f ∈ So , K1 ∗ (K2 ∗ f ) = K ∗ f .
(Here again ˇ is taken in the S ′o sense.) In this sense,
Dˇ j1 ∗ Dˇ j2 ⊆ Dˇ j1+ j2 . (4)
Statement (4) must in general be interpreted as stated in the theorem. However, if j1, j2, j1 + j2 > −Q , we may re-
place S ′o by S ′ in the statement of the theorem. In that case K1 ∗ K2 may be regarded as the ordinary convolution of two
elements, say f i + gi of E ′ + C∞ (i = 1,2), where the gi decay fast enough at inﬁnity that they can be convolved.
Note that if F ∈ D j1 is homogeneous of degree j1, then Fˇ is smooth away from 0 and is homogeneous of degree
− j1 − Q [1]. As an earlier special case of Theorem B, one has that if J i ∈ D ji is homogeneous of degree ji (for i = 1,2)
then [ Jˇ1 ∗ Jˇ2]ˆ ∈ D j1+ j2 is homogeneous of degree j1 + j2 [1], in the same sense as in Theorem B.
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general, we shall use the methods of Frazier and Jawerth.
As motivation for Theorem B, let us note that one does not always want to restrict oneself to functions which are
homogeneous with respect to δr for all r > 0; in the theory of wavelets, for instance, one often only cares about dyadic
dilations. It is easy to see that if a smooth function u(ξ) is homogeneous of degree j with respect to dyadic dilations, then
it is in D j .
In [5], wavelet frames (for Lp , 1 < p < ∞, and H1) were constructed on stratiﬁed Lie groups G with lattice subgroups,
out of Schwartz functions ψ of the form f (L)δ, for a nonzero f ∈ S(R+) with f (0) = 0; here L is the sublaplacian on G .
Part of the argument involved inverting a spectral multiplier (for the sublaplacian) which was homogeneous of degree zero
with respect to dyadic dilations, and using the fact that it therefore satisﬁed standard multiplier conditions. We expect that,
once we better understand convolution operators of the kind considered in this article, we will be able to generalize these
arguments to much more general Schwartz functions ψ on G (not just those of the special form f (L)δ), and therefore be
able to construct wavelet frames from much more general ψ .
Theorem C, presented below, is a (known) “inhomogeneous” version of Theorem B. In our presentation it will be derived
from Theorem B. Let us deﬁne
M j = D j ∩ C∞(Gˆ).
(Recall that Gˆ is Rn .) Surely M j ⊆ S ′ . We remark that there is an analogue of Theorem A for M j (the series (2) starts with
k = 0, ϕ0 ∈ S is not required to be in So , and we may replace S ′o by S ′ in the statement of the theorem).
We examine Mˇ j , where ˇ is taken in the S ′ sense. As we shall explain, Mˇ j ⊆ E ′ + S . As a direct consequence of
Theorem B, we shall show:
Theorem C (Inhomogeneous case). For any j1, j2 ∈ R,
Mˇ j1 ∗ Mˇ j2 ⊆ Mˇ j1+ j2 .
In this theorem, the convolution is the ordinary convolution of elements of E ′ + S .
Theorem C is known, by the work of Melin [9] if G is stratiﬁed, and the work of Głowacki [6], [7] for general G; in fact,
Głowacki studies the convolution of more general distributions than we consider in Theorem C. See also Manchon [8] for
further results along this line. The proof we shall give of Theorem C in this article is totally different from, and we think
simpler than, the arguments in the aforementioned articles.
Concerning Theorem C, let us make a remark which was not pointed out in the earlier works we have cited. Using
Theorem C and general results of Taylor [11], we can produce, on general homogeneous groups an analogue of the usual
pseudodifferential calculus on Euclidean space, at least as far as products and adjoints are concerned. (Taylor [11] and Christ,
Geller, Głowacki and Polin [1] have developed analogues of classical pseudodifferential operators for homogeneous groups.)
This is explained in great detail in our preprint [2].
Section 2 is dedicated to establishing notation and basic terminology. In Section 3 we study the spaces Dˇ j and Mˇ j , and
we shall prove Theorem A.
In Section 4 we prove Theorems B and C. The proofs use the characterization of Dˇ j given in Section 3, an adaptation of
Lemma 3.3 of Frazier and Jawerth [4] to the homogeneous group setting, and some additional ideas.
Here is our lemma, adapted from Frazier and Jawerth [4], who established the case in which G is Euclidean space. For
σ ∈ Z, I > 0, deﬁne
Φ Iσ (x) =
(
1+ 2σ |x|)−I .
Lemma. Say J > 0, and let I = J + Q . Then there exists C > 0 such that whenever σ  ν ,
Φ Iσ ∗ Φ Jν  C2−σ Q Φ Jν .
Frazier and Jawerth proved their lemma in order to study spaces of restricted smoothness (speciﬁcally, Besov spaces).
But we intend to show that this lemma is also useful when one assumes the full force of the D j conditions.
2. Preliminaries
We present basic results for homogeneous groups, and introduce the notation to be used later. For more details see [3].
Deﬁnition 1. Let V be a real vector space. A family {δr}r>0 of linear maps of V to itself is called a set of dilations on V , if
there are real numbers λ j > 0 and subspaces Wλ j of V such that V is the direct sum of the Wλ j and
δr |Wλ j = rλ j Id ∀ j.
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for some n, whose Lie algebra g is endowed with a family of dilations {δr}r>0, which are automorphisms of g.
The dilations are of the form δr = exp(A log r), where A is a diagonalizable linear operator on g with positive eigenvalues.
The group automorphisms exp◦ δr ◦ exp−1 :G → G will be called dilations of the group and will also be denoted by δr . The
group G may be identiﬁed topologically with g via the exponential map exp :g→ G , and with such an identiﬁcation
δr :G → G,
(x1, . . . , xn) →
(
ra1x1, . . . , r
an xn
)
.
Henceforth the eigenvalues of the matrix A, listed as many times as their multiplicity, will always be denoted by {ai}ni=1.
Moreover, we shall assume without loss of generality that all the ai are nondecreasingly ordered and that the ﬁrst is equal
to 1, that is
1 = a1  · · · an.
Q =∑ni=1 ai is the homogeneous dimension.
Deﬁnition 3. Let G be a homogeneous group with dilations {δr}. A homogeneous norm on G , relative to the given dilations,
is a continuous function | · | :G → [0,∞), smooth away from the origin, satisfying
(1) |x| = 0 if and only if x is the identity element,
(2) |x−1| = |x| for every x ∈ G ,
(3) |δr(x)| = r|x| for every x ∈ G , and r > 0; i.e. the norm is homogeneous of degree 1.
If | · | is a homogeneous norm on G then there exists a constant C  1 such that
|xy| C(|x| + |y|) for every x, y ∈ G.
Homogeneous norms always exist. We observe that if the dilations are isotropic, i.e. all the weights ai are equal, and satisfy
the condition of normalization a1 = 1, then this homogeneous norm is simply the Euclidean norm ‖ · ‖.
Note that there exists c > 0 such that whenever x, y ∈ G , we have
|y| |x|/2 ⇒ ∣∣y−1x∣∣ c|x|. (5)
Indeed, by use of dilations, we may assume that |x| = 1. We then let c be the minimum value of |y−1x| for (x, y) in the
compact set {x: |x| = 1} × {y: |y| 1/2} ⊆ G × G .
For j = 1, . . . ,n, we let X j (resp. Y j) denote the left (resp. right) invariant vector ﬁeld on G which equals ∂∂x j at the
origin. In this context we have
Proposition 1.
(a) We may write each left-invariant vector ﬁeld X j as
X j = ∂
∂x j
+
n∑
k= j+1
p j,k(x)
∂
∂xk
, j = 1, . . . ,n,
where p j,k(x) = p j,k(x1, . . . , xk−1) are homogeneous polynomials, with respect to the group dilations, of degree ak − a j .
(b) Any ∂
∂x j
can be written as
∂
∂x j
= X j +
n∑
k= j+1
q j,k(x)Xk, j = 1, . . . ,n,
where q j,k(x) = q j,k(x1, . . . , xk−1) are homogeneous polynomials, with respect to the group dilations, of degree ak −a j . (Note: by
homogeneity considerations q j,k(x) can only involve x1, . . . , xk−1, so by part (a), multiplication by q j,k(x) commutes with Xk.)
Entirely analogous formulas express each of the right-invariant vector ﬁelds Y j in terms of { ∂∂xk }nk= j , as well as ∂∂x j in terms
of {Yk}nk= j .
Proof. See [3]. 
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Proposition 2. Say p < −Q . Then for some 0< Cp < ∞∫
|x|>r
|x|p dx = Cprp+Q
for every r > 0.
The convolution of two functions f , g on G is deﬁned by
( f ∗ g)(x) =
∫
G
f
(
xy−1
)
g(y)dy =
∫
G
f (y)g
(
y−1x
)
dy
provided that the integrals converge.
Recall also (1) and the deﬁnitions of D j and M j from the introduction. Note that, if α is a multiindex, there exists C > 0
such that |xα | C |x||α| for all x ∈ G .
We close this section with some useful propositions about S and So . Let {‖ · ‖S,N } be an increasing family of norms
topologizing S .
Proposition 3. For each N  1, let i(N) denote the number of multiindices α with ‖α‖ = N. Then there is a linear map T (N) : Sˆo →
(Sˆo)i(N) , such that
(1) if T (N)ψ = (ψα)‖α‖=N := (T (N)α ψ)‖α‖=N , then
ψ(ξ) =
∑
‖α‖=N
ξαψα(ξ)
(2) for every I there exist C and J , such that for all α with ‖α‖ = N we have∥∥T (N)α ψ∥∥S,I  C‖ψ‖S, J .
Proof. We start by noting that for every ψ ∈ Sˆo , we may ﬁnd ψ1, . . . ,ψn ∈ Sˆo with ψ(ξ) =∑nj=1 ξ jψ j(ξ). Indeed, we need
only show this in two cases: (a) if ψ vanishes in a neighborhood of 0; and (b) if ψ ∈ C∞c . In case (a), it suﬃces to set
ψ j(ξ) = ξ jψ(ξ)/‖ξ‖2, where ‖ξ‖ is the Euclidean norm of ξ . In case (b), choose ζ ∈ C∞c with ζ ≡ 1 in a neighborhood of
suppψ . Fix ξ temporarily, and let g(t) = ψ(tξ). Then
ψ(ξ) = g(1) − g(0) =
1∫
0
g′(t)dt =
n∑
j=1
ξ j
1∫
0
∂ jψ(tξ)dt.
Noting that ψ = ζψ , we see that in case (b) we may take ψ j(ξ) = ζ(ξ)
∫ 1
0 ∂ jψ(tξ)dt . In fact, this construction shows that
there is a linear map T : Sˆo → (Sˆo)n , such that
(1) if Tψ = (ψ1, . . . ,ψn) := (T1ψ, . . . , Tnψ), then ψ(ξ) =∑nj=1 ξ jψ j(ξ); and
(2) for every I there exist C, J such that for 1 j  n, ‖T jψ‖S,I  C‖ψ‖S, J .
This last result can be iterated, that is it can be applied to each ψ j in place of ψ , thereby proving the lemma. 
Proposition 4. For each N  1, let IN denote a collection of N-tuples β = (β1, . . . , βN ) with 1  β j  n for all j. For β ∈ IN , let
Xβ = Xβ1 · · · XβN . Note #IN = nN . Then there is a linear map S(N) :So → Sn
N
o , such that
(1) if S(N) f = ( fβ)β∈IN := (S(N)β f )β∈IN , then f (x) =
∑
β∈IN Xβ fβ(x); and
(2) for every I there exist C and J such that for all β ∈ IN , we have∥∥S(N)β f ∥∥S,I  C‖ f ‖S, J .
Proof. Taking inverse Fourier transforms in the proof of Proposition 3, for every f ∈ So(G) we can ﬁnd F1, . . . , Fn in So
so that f (x) = ∑nj=1 ∂ j F j(x). By Proposition 1 (b) we can ﬁnd f1, . . . , fn in So , with f (x) = ∑nj=1 X j f j(x). In fact, this
construction shows the following uniformity: there exists a linear map S :So → (So)n , such that
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(2) for every I there exist C, J such that for 1 j  n,
‖S j f ‖S,I  C‖ f ‖S, J .
This last statement can be iterated, that is we can apply it to each f j in place of f , thereby proving the proposition. 
There is also an analogous statement where one uses right-invariant, instead of left-invariant vector ﬁelds.
3. Characterization of the spacesD j andM j
Proposition 5.
(a) If J ∈ D j , there exists a bounded sequence {ψk}∞k=−∞ ⊂ Sˆo(Gˆ), such that, setting
mk = 2 jkψk ◦ δ2−k , (6)
then
J =
∞∑
k=−∞
mk
with convergence both pointwise and in Sˆ ′o(Gˆ), and in S ′(Gˆ) if j > −Q .
(b) Analogously, if J ∈ M j(Gˆ), there exists a bounded sequence {ψk}∞k=0 ⊂ S(Gˆ), with ψk ∈ Sˆo if k 1, such that if we deﬁne mk as
in (6), then J =∑∞k=0mk, with convergence both pointwise and in S ′ .
Proof. For part (a), we choose a sequence of functions {ϕk}∞k=−∞ ⊂ C∞c (Gˆ), such that
1.
∑
ϕk = 1,
2. 0 ϕk  1 for all k,
3. for all k, suppϕk ⊆ {ξ : 2k−2  |ξ | 2k+1}, and
4. for all k, ϕk = ϕ1 ◦ δ2−k+1 .
For example, we could choose a smooth function Φ , with 0Φ  1, with Φ ≡ 1 for |ξ | 12 and with suppΦ ⊆ {ξ : |ξ | 2}.
Then we could let ϕ1 = Φ ◦ δ1/2 − Φ , ϕk = ϕ1 ◦ δ2−k+1 for all k.
Setting mk = ϕk J , we have J =∑∞k=−∞mk , with pointwise convergence (at each point in Gˆ , only ﬁnitely many terms
are nonzero). (This is entirely analogous to the deﬁnition used on p. 246 of [10], for standard J .) Thus, deﬁning
ψk = 2− jkmk ◦ δ2k = 2− jkϕ[ J ◦ δ2k ]
with ϕ = ϕ1 ◦ δ2, we have that (6) holds. Since ψk ∈ C∞c , and since it vanishes in a neighborhood of the origin, surely
ψk ∈ Sˆo for all k.
Note that suppψk ⊆ {ξ : 14  |ξ | 2} for all k. Thus, to show that {ψk}∞k=−∞ is a bounded subset of S , we need only show
that for any multiindex α, {‖∂αψk‖∞}∞k=−∞ is a bounded sequence, where the sup norm is taken over {ξ : 14  |ξ | 2}. But,
by Leibniz’s rule,
∣∣∂αψk(ξ)∣∣ C1 ∑
|β||α|
2− jkC|β|2|β|k
∣∣(∂βmk)(δ2k (ξ))∣∣
 C2
∑
|β||α|
2−( j−|β|)k
(
2k|ξ |) j−|β|  Cα
for all k, as claimed.
Finally, note that, for any ξ ∈ Gˆ , mk(ξ) 	= 0 for at most 3 values of k. Moreover |mk(ξ)| = |ϕk(ξ)|| J (ξ)|  C |ξ | j . Thus∑
k |mk(ξ)|  C |ξ | j also. Since
∑
k mk converges to J pointwise, it now follows that the convergence is in Sˆ ′o as well, and
in S ′ if j > −Q . This proves (a).
For part (b), we set Φ0 =∑0k=−∞ ϕk . If k  1, we choose mk , ψk as in part (a). If k = 0, we instead set ψ0 =m0 = Φ0 J .
We then have J =∑∞k=0mk . From (a), {ψk}∞k=0 ⊂ S is a bounded sequence. We have ∑k |mk(ξ)| C(1 + |ξ |) j , so ∑∞k=0mk
converges to J in S ′ . 
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senses in which
∑
k mk converges to J .
For J ∈ D j , and N ∈ Z+ , we deﬁne
‖ J‖D j ,N =
∑
|α|N
∥∥|ξ ||α|− j∂α J∥∥
where ‖ · ‖ denotes the supremum norm. The family {‖ · ‖D j ,N }N∈Z+ is a nondecreasing sequence of norms on D j , which
deﬁnes a Fréchet topology on D j .
Proposition 6.
(A) Suppose {ψk}∞k=−∞ ⊂ Sˆo is a bounded sequence. If we set
mk = 2 jkψk ◦ δ2−k (7)
then:
(a) J =∑∞k=−∞mk converges to an element of D j , both pointwise in Sˆ ′o , and also in S ′(Gˆ) in the case that j > −Q .
(b)
∑∞
k=−∞mk converges in C∞(Gˆ \ {0}), and
∑∞
k=0mk converges in S ′ .
(c) For every I there exist C and L such that∥∥∥∥∥
∞∑
k=−∞
mk
∥∥∥∥∥D j ,I  C supk ‖ψk‖S,L .
(d) We also have the following uniformity. Say j1 > j > j2 . Then, for every I there exist C and L such that
∞∑
k=0
mk converges in the topology of D j1 ,
−1∑
k=−∞
mk converges in the topology of D j2 , and (8)
∥∥∥∥∥
∞∑
k=0
mk
∥∥∥∥∥D j1 ,I  C supk0 2
−( j1− j)k‖ψk‖S,L,
∥∥∥∥∥
−1∑
k=−∞
mk
∥∥∥∥∥D j2 ,I  C supk<0 2
( j− j2)k‖ψk‖S,L . (9)
(B) Analogously, suppose {ψk}∞k=0 ⊂ S(Gˆ) is a bounded sequence, withψk ∈ Sˆo for k 1. Deﬁnemk by (7). Then
∑∞
k=0mk converges,
in C∞(Gˆ), and in S ′ , to an element J of M j .
Proof. For part (a) we note that the convergence of the series in the senses stated will be immediate once we have shown
that
∞∑
k=−∞
∣∣mk(ξ)∣∣=∑
k
2 jk
∣∣ψk(δ2−k (ξ))∣∣ C |ξ | j . (10)
Say 0 	= ξ ∈ Gˆ . Deﬁne k0 to be the unique integer such that 2k0−1 < |ξ |  2k0 . We consider separately those terms in∑
k 2
jk|ψk(δ2−k (ξ))| with k < k0 and with k k0. Choose N ∈ Z+ such that j + N > 0. Since {ψk} is a bounded subset of S ,∑
k<k0
2 jk
∣∣ψk(δ2−k (ξ))∣∣ C1 ∑
k<k0
2 jk
(
2−k|ξ |)−N
= C1|ξ |−N
∑
k<k0
2( j+N)k
 C2|ξ |−N2( j+N)k0
 C3|ξ | j.
Here C3 may be chosen independently of ξ .
Next, by Proposition 3, for every k and for every N ∈ Z+ we may write ψk(ξ) =∑‖α‖=N ξαψk,α(ξ), with ψk,α ∈ S , so
that for any N , {ψk,α: k ∈ Z, ‖α‖ = N} is a bounded subset of S .
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∑
kk0
2 jk
∣∣ψk(δ2−k (ξ))∣∣ C1 ∑
kk0
2 jk
( ∑
‖α‖=N
∣∣δ2−k (ξ)|α|∣∣∣∣ψk,α(δ2−k (ξ))∣∣
)
 C2
∑
kk0
2 jk
( ∑
‖α‖=N
2−k|α||ξ ||α|
)
= C3
∑
‖α‖=N
|ξ ||α|
∑
kk0
2( j−|α|)k. (11)
Note that ‖α‖ = N implies that j − |α| j − N < 0. Thus we have∑
kk0
2 jk
∣∣ψk(δ2−k (ξ))∣∣ C4 ∑
‖α‖=N
|ξ ||α|2( j−|α|)k0  C5|ξ | j .
Here again C5 may be chosen independently of ξ . This shows that the series converges in the senses stated in (a); in fact,
the arguments show that the convergence is uniform on “dyadic annuli”, and hence all compact subsets, of Gˆ \ {0}. Now let
J =∑∞k=−∞mk . For (a), we still need to show that J ∈ D j .
Let β be a multiindex. Then
∂βmk = 2( j−|β|)k
(
∂βψk
) ◦ δ2−k . (12)
Now, the sequence {∂βψk}∞k=−∞ is a bounded subset of Sˆo . Consequently, by what we have seen, the series
∑
k |∂βmk(ξ)|
converges uniformly on compact sets of Gˆ \ {0}, and there exists a constant Cβ such that∑
k
∣∣∂βmk(ξ)∣∣ Cβ |ξ | j−|β|.
Accordingly, the series
∑
k mk converges in C
∞(Gˆ \ {0}), to J ∈ D j . This proves (a).
Part (c) follows from an examination of the proof of (a) (and from the uniformity in Proposition 3).
For (b), we have already shown the ﬁrst assertion; let us show the second. We argue as in (11), again with N > j, but
now for |ξ | 1 and k0 = 1. We obtain∑
k1
2 jk
∣∣ψk(δ2−k (ξ))∣∣ C3 ∑
‖α‖=N
|ξ ||α|
∑
k1
2( j−|α|)k  C . (13)
If we combine this with (10), we obtain (b) at once.
Next we prove (d). For the ﬁrst inequality in (9), for k  0, let us set ψ j1k = 2−( j1− j)kψk . Then {ψ j1k }∞k=0 is a bounded
subset of Sˆo . Moreover, mk = 2 j1kψ j1k ◦ δ2−k . Thus the ﬁrst inequality of (9) follows from (c), where the convergence of∑∞
k=0mk is in the senses of (a). The second inequality is proved in exactly the same manner. But the inequalities of (9)
show at once that in fact the series
∑∞
k=0mk converges in the topology of D j1 ,
∑−1
k=−∞mk converges in the topology
of D j2 .
Finally to prove statement (B), we note that we already know from (b) that the series converges in S ′ and in C∞(Gˆ \{0}),
to an element of D j . Let B = {ξ : |ξ | < 1}; it suﬃces to show that the series converges in C∞(B). As in (13), it converges
uniformly in B . But we have (12), and the sequence {∂βψk}∞k=1 is a bounded subset of Sˆo . Arguing again as in (13), but
with j replaced by j − |β| and ψk replaced by ∂βψk , we obtain the desired convergence in C∞(B). 
Theorem A (Decomposition Theorem). Say K ∈ S ′o(G). Then K ∈ Dˇ j (where the inverse Fourier transform ˇ is taken in the S ′o sense) if
and only if we may write
K =
∞∑
k=−∞
fk,
with convergence in S ′o , where
fk(x) = 2( j+Q )kϕk
(
δ2k (x)
)
(14)
with {ϕk}∞k=−∞ ⊆ So(G) a bounded sequence. Furthermore, given such a sequence {ϕk}∞k=−∞ , if we deﬁne fk by (14), then the series∑∞
k=−∞ fk necessarily converges in S ′o(G) to an element of K of Dˇ j .
If j > −Q , we may replace S ′o by S ′ in the statement of the theorem.
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We also obtain the following decomposition for the M j spaces:
Theorem 7 (Theorem A for M j ). Say K ∈ S ′(G). Then K ∈ Mˇ j if and only if we may write K =∑∞k=0 fk , with convergence in S ′(G),
where (14) holds, with {ϕk}∞k=0 ⊆ S(G) a bounded sequence, and ϕk ∈ So(G) for k  1. Further, given such a sequence {ϕk}, if we
deﬁne fk by (14), then the series
∑∞
k=0 fk necessarily converges in S ′(G) to an element of K of Mˇ j . (Here ˇ is taken in the usual S ′
sense.)
Proof. This is immediate from Propositions 5 (b) and 6 (B). 
Next we study the behavior of elements of Dˇ j and Mˇ j away from 0. We start by introducing the spaces Rk as follows
Rk = {F ∈ S ′o(G): whenever |α| > k, ∂α F = Fα in S ′o for some Fα ∈ C∞(G) with ∣∣Fα(x)∣∣ Cα(1+ |x|)k−|α|}.
Proposition 8.
(a) Suppose K ∈ Dˇ j , where ˇ is taken in the S ′o sense. Then, in S ′o , K = u + F for some u ∈ E ′ with arbitrarily small support, and
F ∈ R− j−Q .
(b) Suppose j > −Q , and K ∈ Dˇ j , where ˇ is taken in the S ′ sense. Then K is smooth away from 0. Moreover, for each multiindex β ,
|∂β K (x)| Cβ |x|− j−Q −|β| for |x| > 1.
(c) Mˇ j ⊆ (E ′ + S) ∩ C∞(G \ {0}). (Here ˇ is taken in the S ′ sense.)
Proof. For (a), say K = Jˇ for some J ∈ D j , where ˇ is taken in the S ′o sense. Choose the mk,ψk as in Proposition 5 (a).
Let K1 = (∑∞k=0mk)ˇ, where ˇ is taken in the S ′ sense – this is possible by Proposition 6 (b). Also, let K2 = (∑−1k=−∞mk)ˇ,
where ˇ is taken in the S ′o sense – this is possible by Proposition 6 (a). Then, in S ′o , K = K1 + K2. We analyze K1 and K2
separately. As in Theorem A, we set fk = mˇk , and we deﬁne ϕk as in (14).
Say r > 0. Choose ζ ∈ C∞c (G), which equals 1 in {x: |x|  r}; ζ could have arbitrarily small support. Since K1 ∈ S ′ ,
ζ K1 ∈ E ′ and has arbitrarily small support. We claim that (1 − ζ )K1 ∈ S . For this, we need only show that the series∑∞
k=0(1 − ζ ) fk converges absolutely in S(G). By Leibniz’s rule, we only need show that for every I, J  0, and every
multiindex α, there exists C > 0 such that, whenever |x| > r,
∞∑
k=0
2Ik|x| J ∣∣∂αϕk(δ2k (x))∣∣ C . (15)
This, however, is evident, since for every positive N and every α, there exists CN,α such that |∂αϕk(δ2k (x))| CN,α(2k|x|)−N
for all x and all k.
Letting  = − j − Q , we now see that to prove (a), we need only show that K2 ∈ R . Say |α| > ; then ∂αK2 =∑−1
k=−∞ 2(|α|−)k∂α(ϕk ◦ δ2k ) in S ′o(G). Since the ‖∂αϕk‖∞ are uniformly bounded, it is evident that K2 ∈ C∞ . To com-
plete the proof of (a), then, we need only show that
∑−1
k=−∞ 2(|α|−)k|∂αϕk(δ2k (x))| C |x|−|α| for |x| > 1. Deﬁne k0 to be
the unique integer such that 2k0−1 < |x| 2k0 . Then
−k0∑
k=−∞
2(|α|−)k
∣∣∂αϕk(δ2k (x))∣∣ C
−k0∑
k=−∞
2(|α|−)k  C |x|−|α|
and if N > |α| − ,
−1∑
k=−k0+1
2(|α|−)k
∣∣∂αϕk(δ2k (x))∣∣ C
−1∑
k=−k0+1
2(|α|−)k
(
2k|x|)−N
 |x|−N
∞∑
k=−k0+1
2(|α|−−N)k
 C |x|−|α|
as desired.
For (b), one argues as in (a), noting that we may take all inverse Fourier transforms in the S ′ sense. For (c), using
Theorem 7, we may again take all inverse Fourier transforms in the S ′ sense, and just use the ﬁrst part of the proof of (a)
(up to the proof of (15)). 
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E ′ ∗ So ⊆ So. (16)
Indeed, say α is a multiindex, and let us show that
∫
xα(u ∗ f )(x)dx = 0 for all u ∈ E ′ , f ∈ So . By Proposition 4 we may
assume f = Xβ g for some g ∈ So , and ∑ |βi | > |α|; then∫
xα(u ∗ f )(x)dx =
∫
xα Xβ(u ∗ g)(x)dx = ±
∫ (
Xβ˜x
α
)
(u ∗ g)(x)dx = 0
if β˜ = (βN , . . . , β1).
Second, we observe that
Rk ∗ So ⊆ So. (17)
Indeed, say F ∈ Rk and f ∈ So . To see that F ∗ f ∈ S , we may assume that f = Yβ g for some g ∈ So and a right-invariant
analogue of the Xβ of Proposition 4, and with
∑ |βi | arbitrarily large. Then F ∗ f = (Xβ˜ F ) ∗ g . From this, Rk ∗ So ⊆ S is
apparent. The technique used to show (16) now shows that in fact Rk ∗ So ⊆ So . (Consequently, S ∗ So ⊆ So .)
Now using Proposition 8, we obtain:
Theorem 9.
(a) For any j, Dˇ j ∗ So ⊆ So (here ˇ is taken in the S ′o sense).
(b) In fact, the bilinear map D j × So → So given by ( J , F ) → Jˇ ∗ F is (separately) continuous.
Proof. (a) is immediate from Proposition 8 (a), (16), and (17).
(b) follows from (a) and the closed graph theorem. Indeed, if F is a function on G , let F˜ (y) = F (y−1), and if x ∈ G , let
(τx F )(y) = F (x−1 y). Note that ˜, τx :So → So , since the space of polynomials is ˜ and τ−x invariant. If ( J , F ) ∈ D j ×So , then
( Jˇ ∗ F )(x) = Jˇ (τx F˜ ) =
∫
J [τx F˜ ]ˇ. From this, if Jm → J in D j and F ∈ So , then Jˇm ∗ F → Jˇ ∗ F pointwise; while if J ∈ D j and
Fm → F in So , then Jˇ ∗ Fm → Jˇ ∗ F pointwise. This, and the closed graph theorem for Fréchet spaces, proves (b). 
4. Convolution on the spaces Dˇ j and Mˇ j
For σ ∈ Z, I > 0, deﬁne
Φ Iσ (x) =
(
1+ 2σ |x|)−I .
We then have the following key fact. The statement and proof have been adapted from Lemma 3.3 of Frazier and Jawerth
[4], where only the case of Euclidean space is dealt with.
Lemma 1. Say J > 0, and let I = J + Q . Then there exists C > 0 such that whenever σ  ν ,
Φ Iσ ∗ Φ Jν  C2−σ Q Φ Jν .
Proof. We break the integral in two terms, A over |y| |x|/2, and B , over |y| |x|/2.
Φ Iσ ∗ Φ Jν (x) =
∫
|y||x|/2
Φ Iσ (y)Φ
J
ν
(
y−1x
)
dy +
∫
|y||x|/2
Φ Iσ (y)Φ
J
ν
(
y−1x
)
dy
:= A + B.
For term A, by (5), Φ Jν (y−1x) CΦ Jν (x), therefore, since I > Q
A  CΦ Jν (x)
∫
G
Φ Iσ (y)dy = C2−σ Q Φ Jν (x).
For term B , we just estimate Φ Jν (y−1x) 1. Consider ﬁrst the case 2ν |x| 1. Then
B 
∫
G
Φ Iσ (y)dy = C2−σ Q  C2−σ Q Φ Jν (x).
Finally, if, instead, 2ν |x| 1, we have
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∫
|y||x|/2
Φ Iσ (y)dy 
∫
|y||x|/2
(
2σ |y|)−I dy
= C2−σ I |x|−I+Q = C2−σ Q (2σ |x|)− J .
Thus, since σ  ν ,
B  C2−σ Q
(
2σ |x|)− J  C2−σ Q (2ν |x|)− J  C2−σ Q Φ Jν (x),
as desired. 
Remark 1. One may think of Lemma 1 very crudely in the following manner: from the perspective of Φ Jν , 2σ Q Φ Iσ looks like
a good approximation to the delta “function”, so convolving with it gives one back something akin to Φ Jν .
Lemma 2. Suppose L is an integer, and that B ⊆ S(G) is bounded. Then there is a bounded subset B1 ⊆ S(G) as follows. Say k, l ∈ Z,
k l. Suppose that ϕ ∈ So(G) ∩ B, and that ψ ∈ B. Deﬁne wk,l ∈ So(G) by
wk,l ◦ δ2l = 2kQ (ϕ ◦ δ2k ) ∗ (ψ ◦ δ2l ). (18)
Then 2(k−l)L wk,l ∈ B1 .
Proof. Note that we may assume L  0 (otherwise 2(k−l)L  1). The proof has three steps.
Step 1: Say J > 0, and let I = J + Q . Then by Lemma 1,
|wk,l ◦ δ2l | C2kQ Φ Ik ∗ Φ Jl  CΦ Jl = CΦ J0 ◦ δ2l ,
so |wk,l| CΦ J0 . In other words,(
1+ |x|) J wk,l(x) C .
Step 2: Notation as in Proposition 4, say β ∈ IN , and let r =∑Nj=1 aβ j . Applying Xβ to both sides of (18), we see that
2rl(Xβ wk,l) ◦ δ2l = 2kQ (ϕ ◦ δ2k ) ∗
[
2rl(Xβψ) ◦ δ2l
]
,
so that
(Xβwk,l) ◦ δ2l = 2kQ (ϕ ◦ δ2k ) ∗
[
(Xβψ) ◦ δ2l
]
.
Note that Xβψ ∈ XβB, a bounded subset of S(G). Thus, by Step 1, for any J > 0 and any β , we have(
1+ |x|) J (Xβwk,l)(x) C J ,β .
This proves the lemma in the case L = 0.
Step 3: Finally, suppose L  1. By Proposition 4, we may assume that for some bounded subset BL of S(G) (depending only
on B and L), ϕ = Xβϕ1, where β ∈ IL , and ϕ1 ∈ So(G) ∩ BL . Set Y β˜ = YβL · · · Yβ1 . Also set r =
∑L
j=1 aβ j  L. Now
ϕ ◦ δ2k = (Xβϕ1) ◦ δ2k = 2−rk Xβ(ϕ1 ◦ δ2k ),
so
wk,l ◦ δ2l = 2kQ
[
2−rk Xβ(ϕ1 ◦ δ2k )
] ∗ (ψ ◦ δ2l )
= 2kQ 2−rk(ϕ1 ◦ δ2k ) ∗ Y β˜ (ψ ◦ δ2l )
= 2−(k−l)r2kQ (ϕ1 ◦ δ2k ) ∗
[
(Y β˜ψ) ◦ δ2l
]
.
Since r  L, we therefore have that(
2(k−l)Lwk,l
) ◦ δ2l = c2kQ (ϕ1 ◦ δ2k ) ∗ [(Y β˜ψ) ◦ δ2l],
where 0 < c  1. Note also that Y β˜ψ ∈ Y β˜B, a bounded subset of S(G). By the case L = 0 of the lemma, established in
Step 2, we see that there is a bounded subset B1 of S(G), depending only on B and L, such that 2(k−l)L wk,l ∈ B1. 
We now reformulate Lemma 2 in a manner that permits us to deal with the convolution of sums like that in (14).
Corollary 10. Suppose L is an integer, and thatB ⊆ S(G) is bounded. Then there is a bounded subsetB1 ⊆ S(G) as follows. Say k, l ∈ Z,
k  l, and that j1 , j2 are real numbers. Suppose that ϕ ∈ So(G) ∩ B, and that ψ ∈ B. Deﬁne f ∈ So(G), g ∈ S(G), ηk,l, η′k,l ∈ So(G)
by
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f ∗ g = 2( j1+ j2+Q )lηk,l ◦ δ2l , g ∗ f = 2( j1+ j2+Q )lη′k,l ◦ δ2l .
Then 2(k−l)(L− j1)ηk,l ∈ B1 , and also 2(k−l)(L− j1)η′k,l ∈ B1 .
Proof. We have 2−(k−l) j1ηk,l = wk,l , where wk,l is as in (18). Thus the ﬁrst statement follows at once from Lemma 2.
For the second statement, we need only apply the ﬁrst statement to f˜ , g˜ in place of f , g , and then use the fact that
g ∗ f = ( f˜ ∗ g˜)˜. 
TheoremB (Homogeneous case). If K1 ∈ Dˇ j1 and K2 ∈ Dˇ j2 , then there is a K ∈ Dˇ j1+ j2 such that for all f ∈ So , K1 ∗ (K2 ∗ f ) = K ∗ f .
(Here again ˇ is taken in the S ′o sense.) In this sense,
Dˇ j1 ∗ Dˇ j2 ⊆ Dˇ j1+ j2 .
Proof. Say K1 ∈ Dˇ j1 , and K2 ∈ Dˇ j2 . As in Theorem A, we may write
K1 =
∞∑
k1=−∞
fk1 , K2 =
∞∑
k2=−∞
gk2
(convergence in S ′o(G)), where
fk1 = 2( j1+Q )k1ϕk1 ◦ δ2k1 , gk2 = 2( j2+Q )k2ψk2 ◦ δ2k2
where {ϕk} and {ψk} are bounded sequences in So(G).
We want to write K1 ∗ K2 in the form ∑k 2( j1+ j2+Q )kνk ◦ δ2k (convergence in S ′o(G)), where {νk} is a bounded sequence
in So(G). Then we will know K1 ∗ K2 ∈ Dˇ j1+ j2 by Theorem A.
To this end we examine fk1 ∗ gk2 := hk1,k2 . Formally, K1 ∗ K2 =
∑
k1,k2
hk1,k2 ; we intend to write the double summation
here as a sum of two double summations, one for k2  k1, and one for k1  k2 + 1.
Choose L >max( j1, j2). By Corollary 10, we have
hk1,k2 = 2( j1+ j2+Q )k1τk1,k2 ◦ δ2k1 for k2  k1,
hk1,k2 = 2( j1+ j2+Q )k2ηk1,k2 ◦ δ2k2 for k1  k2 + 1,
where {2(k2−k1)(L− j2)τk1,k2 }k2k1 and {2(k1−k2)(L− j1)ηk1,k2 }k1k2+1 are bounded subsets of So(G).
Formally, then
K1 ∗ K2 =
∞∑
k1=−∞
∑
k2k1
hk1,k2 +
∞∑
k2=−∞
∑
k1k2+1
hk1,k2 (19)
=
∞∑
k1=−∞
uk1 +
∞∑
k2=−∞
vk2 (20)
where
uk1 = 2( j1+ j2+Q )k1τk1 ◦ δ2k1 , vk2 = 2( j1+ j2+Q )k2ηk2 ◦ δ2k2
with τk1 =
∞∑
k2=k1
τk1,k2 , ηk2 =
∞∑
k1=k2+1
ηk1,k2 . (21)
The point is that the series in (21) converge absolutely in S(G), and that {τk1 }, {ηk2 } are bounded sequences in So(G). (Once
this is veriﬁed, we will know, at least formally, that K1 ∗ K2 ∈ Dˇ j1+ j2 .) But this point is easily veriﬁed. Let ‖ · ‖S,M be any
member of the family of norms deﬁning the topology of S(G). Then, for instance, in the ﬁrst series of (21) we have
∞∑
k2=k1
‖τk1,k2‖S,M  CM
∞∑
k2=k1
2−(k2−k1)(L− j2) = C ′M (22)
where CM and C ′M are independent of k1. Similar considerations apply to the other series. Of course the fact that τk1 , ηk2 ∈So(G) is ensured by the absolute convergence of the series in S(G) in (21).
Therefore we only need verify that K1 ∗ K2 is in fact equal to (20), in the sense described in Theorem B. By Theorem A,
we do know that (20) converges in S ′o(G) to an element K ∈ Dˇ j1+ j2 .
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K1 ∗ (K2 ∗ F ) = lim
M→∞ limN→∞
(
M∑
k1=−M
fk1
)
∗
(
N∑
k2=−N
gk2
)
∗ F = K ∗ F , (23)
where the limits are taken in the topology of So .
For the left equality of (23), let us note that, as M → ∞, (∑Nk2=−N gk2 ) ∗ F → K2 ∗ F in So , by (8) and Theorem 9 (b).
Another application of (8) and Theorem 9 (b) now shows the left equality of (23).
In proving the right equality of (23), let us make the convention that any sum of the form
∑ j
k=i is zero if j < i. In place
of (19) and (20), we then rigorously have that(
M∑
k1=−M
fk1
)
∗
(
N∑
k2=−N
gk2
)
=
M∑
k1=−M
N∑
k2=max(−N,k1)
hk1,k2 +
N∑
k2=−N
M∑
k1=max(−M,k2+1)
hk1,k2
=
M∑
k1=−M
uNk1 +
N∑
k2=−N
vMk2 := KMN (24)
say, where
uNk1 = 2( j1+ j2+Q )k1τ Nk1 ◦ δ2k1 , vMk2 = 2( j1+ j2+Q )k2ηMk2 ◦ δ2k2
with τ Nk1 =
N∑
k2=max(−N,k1)
τk1,k2 , η
M
k2
=
M∑
k1=max(−M,k2+1)
ηk1,k2 .
The argument of (22) shows that {τ Nk1 }k1,N and {ηMk2 }k2,M are bounded subsets of So(G), and moreover that τ Nk1 → τk1 in
So(G) for each k1, as N → ∞, and ηMk2 → ηk2 in So(G) for each k2, as M → ∞. Put u∞k1 = uk1 and deﬁne KM∞ by (24) if
N = ∞. By (8) and Theorem 9 (b), KMN ∗ F → KM∞ ∗ F in So as N → ∞.
To complete the proof, we need only show that KM∞ ∗ F → K ∗ F in So as M → ∞. Select j0 > j1 + j2 > j3. Write k
for k2, for simplicity. We claim that, as M → ∞,
∞∑
k=0
vˆMk →
∞∑
k=0
vˆk in D j0 ,
−1∑
k=−∞
vˆMk →
−1∑
k=−∞
vˆk in D j3 . (25)
To see this, set
mk = vˆk, mMk = vˆMk , Ψk = ηˆk and Ψ Mk = ηˆMk .
We have that
mMk = 2( j1+ j2)kΨ Mk ◦ δ2−k , mk = 2( j1+ j2)kΨk ◦ δ2−k ,
that {Ψ Mk }k,M and {Ψk}k are bounded subsets of Sˆo , and moreover that Ψ Mk → Ψk in S for each k, as M → ∞. From this
and (9), (25) follows at once. The fact that KM∞ ∗ F → K ∗ F in So now follows at once from (8), Theorem 9 (b), and (25). 
Corollary 11. Suppose j1, j2, j1 + j2 > −Q . Then Dˇ j1 ∗ Dˇ j2 ⊆ Dˇ j1+ j2 , where ˇ is taken in the S ′ sense.
Proof. Say J i ∈ D ji (i = 1,2). Take at ﬁrst Ki = Jˇ i , where ˇ is taken in the S ′o sense. By Theorem B, there is a J ∈ D j1+ j2 ,
such that if K = Jˇ , where ˇ is taken in the S ′o sense, then K1 ∗ (K2 ∗ F ) = K ∗ F for all F ∈ So .
However, by Proposition 8 (b), if we now take ˇ in the S ′ sense, we may write Jˇ i = ui + gi , where ui ∈ E ′ , gi ∈ C∞ ,
gi vanishes in B := {x: |x| < 1}, and where for all β , |∂β gi(x)|  Cβ |x|− ji−Q −|β|. In particular this holds for β = 0, so
that, since j1 + j2 + 2Q > Q , we may form g1 ∗ g2 in the ordinary sense. By using the distributive law we may form
(u1 + g1) ∗ (u2 + g2) in the ordinary sense. Note that ui + gi = Ki , when tested on So . Similarly, we may form Jˇ = u + g ,
where we take ˇ in the S ′ sense, and u + g = K on So . We obtain that (u1 + g1) ∗ (u2 + g2) = u + g on So , so that, on S ,
(u1 + g1) ∗ (u2 + g2) = u + g + p for some polynomial p.
We claim that p = 0. By the properties of g1, g2 and g , it is evident that u1 ∗ g2, g1 ∗ u2, g → 0 at inﬁnity. If we
can show that g1 ∗ g2 → 0 at inﬁnity, then p → 0 at inﬁnity, and so p = 0. Let f i = χBc (x)|x|− ji−Q ; it is enough to show
that f1 ∗ f2 → 0 at inﬁnity. By decreasing the ji if necessary (to min(0, ji)), we may assume that the ji  0, while still
j1 + j2 > −Q . By decreasing the ji a little more, we may assume that the ji < 0, while still j1 + j2 > −Q .
In that case, however, hi = |x|− ji−Q ∈ S ′ , and, since j1 + j2 + 2Q > Q , we may form h1 ∗ h2 away from 0. This is
continuous away from 0, and it is enough to show that it approaches 0 at inﬁnity. This is clear, since use of dilations easily
shows that, away from 0, h1 ∗ h2 is homogeneous of degree − j1 − j2 − Q < 0. 
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Mˇ j1 ∗ Mˇ j2 ⊆ Mˇ j1+ j2 .
Proof. Say J i ∈ M ji (i = 1,2). Take at ﬁrst Ki = Jˇ i , where ˇ is taken in the S ′o sense. By Theorem B, there is a J ∈ D j1+ j2 ,
such that if K = Jˇ , where ˇ is taken in the S ′o sense, then K1 ∗ (K2 ∗ F ) = K ∗ F for all F ∈ So .
However, by Proposition 8 (c), if we now take ˇ in the S ′ sense, we may write Jˇ i = ui + gi , where ui ∈ E ′ , gi ∈ S . By
using the distributive law we may form K0 := (u1 + g1) ∗ (u2 + g2) ∈ E ′ + S . Note that ui + gi = Ki , when tested on So . We
obtain that K0 = K on So . Form Kˆ0, where ˆ is taken in the S ′ sense; then Kˆ0 = J when tested on Sˆo; hence they are equal
as functions away from 0. But K0 ∈ E ′ + S , so Kˆ0 is smooth. Thus Kˆ0 ∈ M j1+ j2 , as desired. 
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