The distribution of the sum of 1-dependent lattice vectors with supports on coordinate axes is approximated by a multivariate compound Poisson distribution and by signed compound Poisson measure. The local and ℓ α -norms are used to obtain the error bounds. The Heinrich method is used for the proofs.
Introduction
Numerous papers are devoted to Poisson and compound Poisson approximations in one-dimensional case, see, for example, a survey [12] . Various metrics, such as local, Wasserstein metric, chi-square metric and analogues of ℓ p norms were used, see, for example, [2, 3, 7, 8] .
The multivariate case is less explored. For compound Poisson approximations in Lévy, Lévy -Prokhorov and Kolmogorov metrics, see [19, 20, 21] . Poisson approximation in total variation for sums of independent lattice vectors concentrated on standard basis of R k was considered in [1, 11, 13, 15, 16] . In [11, 13] local point metric was also used.
In this paper, we similarly investigate the sum of random vectors (rvs) concentrated on standard basis of R k . However, we assume that rvs are 1-dependent and estimate the accuracy of approximations in local and ℓ p norms. As usual 1-dependence means that sigma-algebras generated by X 1 , X 2 , . . . , X k and X t , X t+1 , . . . , X s are independent for any k − t > 1. This implies for example that X 1 and X 3 , X 1 and X 4 and etc. are independent. Note that any sum of m-dependent dependent rvs can be reduced to the sum of 1-dependent rvs by grouping of consequent summands.
Let 0 = (0, . . . , 0) and let e r denote the r'th coordinate vector in R k , that is, e r = (0, . . . , 1, . . . , 0), 1 ≤ r ≤ k. Further, let X 1 , X 2 , . . . , X n be 1-dependent identically distributed k-dimensional rvs and P (X 1 = e r ) = p r , p r ∈ (0, 1), r = 1, 2, . . . , k, P (X 1 = 0) = 1 − (p 1 + p 2 + · · · + p k ). The dependence of consequent summands is reflected in joint probabilities p rj = P (X 1 = e r , X 2 = e j ), p rjm = P (X 1 = e r , X 2 = e j , X 3 = e m ). The distribution of S n = X 1 + X 2 + · · · + X n is denoted by F n .
Our aim is to approximate the distribution of S n . Approximations used in this paper are mostly defined by their Fourier transforms. If a measure M is concentrated on Z k , then its Fourier transform (characteristic function) is denoted by
Here and henceforth (m, t) := m 1 t 1 + m 2 t 2 + · · · + m k t k and i is imaginary unit. Note that there is one to one correspondence between a distribution and its characteristic function. Observe also that F n (t) = E exp{i(S n , t)} and Ee i(X 1 ,t) = 1 + k r=1 p r (e itr − 1). We say rvỸ = (Ỹ 1 ,Ỹ 2 , · · · ,Ỹ k ) follows a k-dimensional Poisson ifỸ j 's are independent and Y j follows the Poisson distribution with parameter µ j , 1 ≤ j ≤ k. It is denoted by Pois(µ), µ = (µ 1 , µ 2 , . . . , µ k ). In this paper, we consider the problem of approximating the distribution of S n to the k-dimensional Poisson distribution Pois(λ), where λ = (np 1 , np 2 , . . . , np k ). Its characteristic function is equal to
For a second-order Poisson approximation, we introduce measure A 1 such that
If we construct similar asymptotic expansion in the exponent, then the result is signed compound Poisson measure G with Fourier transform
The idea to use compound Poisson type signed measures by retaining a part of asymptotic expansion in the exponent goes back to early eighties of the twentieth century. Inspite of obvious structural similarity, generally such measures ensure much better accuracy than Poisson or even the secondorder Poisson approximations, see for example, [5, 12, 15] and the references therein. Both the measures A 1 and G can be written as convolutions of measures concentrated on various e r . In this paper, symbol p is reserved for probabilities. Therefore, in the definition of norms, we instead use symbol α. We define respectively local and ℓ α -norms for finite measure M concentrated on Z k as
The case α = 1 corresponds to the total variation norm M := M 1 . Local norm can be viewed as a limit case of M α when α → ∞. Thus, total variation and local norms form natural boundaries for all ℓ α norms. In this paper, the emphasis is on local and ℓ α , (α 2) norms.
We denote by C positive absolute constants, the values of which may change from line to line, or even within the same line. Similarly, by C(·) we denote constants depending on the indicated argument only. Sometimes, to avoid possible ambiguity we supply C with index. Similarly, θ is used for a real or a complex number satisfying |θ| 1.
Some known results
The most part of multivariate results related to compound Poisson approximations are proved for independent rvs concentrated on e r , 1 ≤ r ≤ k. The total variation norm or the total variation metric (which is equal to one-half of total variation norm) is typically used to estimate the accuracy of approximations. If we assume thatX j are independent copies of X j , j = 1, 2, . . . , n, and denote the distribution of W n =X 1 +X 2 + · · · +X n by L(W n ), then
The upper bound follows directly from one-dimensional Poisson approximation to the binomial distribution; see [4] , p. 29 and Equation (1.1) in [16] . The lower bound is a special case of Proposition 1.3 in [16] . Note that it is impossible to switch from k-dimensional case to 1-dimensional, if some dependence of rvs exits. We are unaware about any multivariate result for ℓ α -norm where α > 1.
In one-dimensional case, squared ℓ 2 -norm was used in the seminal paper of Franken [6] and the closeness of binomial and Poisson distributions was thoroughly investigated in [7] for an analogue of ℓ α -norm for even more general case of α ∈ (0, ∞). The local bound for independent non-identically distributed rvs concentrated on e r 's was obtained by Roos in [13] . From Equation (26) in [13] , it follows that
under assumption that k r=1 2v(r) < 1, where v(r) = 2np 2 r min 1 2np r , e .
If 1 − (p 1 + p 2 + · · · + p k ) > C > 0 and all np r 1, then (4) implies
Note that factor whose smallness depends directly on the space dimension k. Similar factor occurs for the local estimates of symmetric variables, see [11] .
To the best of our knowledge, there are no such results for the 1-dependent vectors. Therefore, to get the general idea about what can be expected, we formulate two one-dimensional local estimates, which can be easily obtained from Lemmas 6.3, 6.4, 6.7 in [5] and the inversion formula (Lemma 5.1) given in Section 4. Let k = 1 and p j ≡ p < 0.01 and p 12 < 0.05p, a := max(np, 1). Then
and
Observe that the additional summand reflecting the possible 1-dependence of random variables.
Results
We begin from assumptions on the smallness of probabilities and their interdependency. The magnitude of constants is determined by the method of proof. We assume that
Note that, in general, it is allowed for all probabilities to depend on the number of summands n, that is, X 1 , X 2 , . . . can form triangular arrays (the scheme of series). Poisson limit occurs when all p j = O(n −1 ). In our paper, all probabilities are small, though we nevertheless have included the case p j = O(1). The second assumption essentially reflects requirement for covariance between X 1 and X 2 to be small. In [5] , similar assumptions are made for one-dimensional case. Let γ j = max(1, √ np j ), j = 1, 2, . . . , k,
We begin with a result for the Poisson approximation.
Theorem 3.1 If the conditions in (8) are satisfied, then
Unlike in [15, 16] , Kerstan's method or other convolution technique can not be applied for proofs, since we are dealing with dependent rvs. The Heinrich method, used in this paper, involves iterations of estimates and results in very large constants. Therefore, we concentrated our efforts on obtaining correct order of estimates leaving the question about the magnitude of constants and their dependence on dimension k for the future research. Note that asymptotic constants can be small, see Proposition 4.1 below. As seen from the following corollary, the order of approximation in Theorem 3.1 is comparable to known results.
Corollary 3.1 If conditions in (8) are satisfied and np j 1, i = 1, 2, . . . , k, then
Observe that for the case k = 1, the upper bound given in (9) coincides with (6), up to a constant. Moreover, if X 1 , X 2 , . . . are independent rvs, then (9) is of the same order of accuracy as (5) . Next we consider probable improvements by the second-order Poisson approximation.
Theorem 3.2 Under the assumptions in (8) , we have
It is easy to check that Theorem 3.2 is an improvement over Theorem 3.1, if all probabilities
On the other hand, in the sense of order, there is no difference between corresponding estimates, if all p j = O(1). Next consider second-order approximation with asymptotic expansion in the exponent. 
In comparison to Poisson approximation, the signed compound Poisson approximation G is always smaller by the factor n −1/2 . Observe also that, when k = 1, the local estimate in Theorem 3.3 coincides with (7) up to constant. 
Are the estimates in Theorems 3.1 and 3.3 of the right order? To some extent, an affirmative answer is given by the lower bounds given below. Theorem 3.4 Let the conditions in (8) be satisfied and np j 1 for 1 ≤ j ≤ k. There exists constants C i (k), 1 ≤ i ≤ 6, such that, for any b 1, the following lower bound estimates hold:
Observe that, unlike Theorems 3.1-3.3, we have α 1 in Theorem 3.4. Therefore, we can write the lower bounds for total variation norm, which give us quite good idea how upper bounds should look. (8) hold and np j 1, i = 1, 2, . . . , k. Then there exists absolute constants C 7 (k), C 8 (k), C 9 (k), such that, for any b 1, the following estimates hold
Corollary 3.3 Let conditions stated in
Usually one assumes that n b and then chooses constant b to be large enough to ensure the right-hand side estimates in Theorem 3.4 to be positive.
An Application
Let ξ 1 , ξ 2 , . . . be independent identically distributed Bernoulli variables with probability p ∈ (0, 1). One of the best known and thoroughly investigated examples of the sum of 1-dependent random variables is 2-runs statistic, that is, S = ξ 1 ξ 2 + ξ 2 ξ 3 + · · · + ξ n ξ n+1 , see [5, 18] and the references therein. We similarly construct 2-dimensional parallel runs with random switching between them. More precisely, letξ 1 ,ξ 2 , . . . be a sequence of independent identically distributed Bernoulli random variables with probabilityp ∈ (0, 1) and let η 1 , η 2 , . . . be another sequence of independent identically distributed Bernoulli variables with probability δ ∈ (0, 1). Moreover, we assume the random variables in all three sequences to be mutually independent. Let us define a sequence of 1-dependent 2-dimensional rvs in the following way:
Let us assume that p,p 1/17. Then conditions (8) are satisfied. Observe also that 2 r,m=1
Therefore, when np 1 , np 2 1, it follows from (9) and Theorem 3.4 that there exists a constant C 10 such that for n C 10 ,
where λ = (nδp 2 , n(1 − δ)p 2 ). Similarly, for the case np 1 , np 2 1 and n C 13 , we obtain
The condition for n to be larger than some absolute constant (which can be estimated with the help of Lemma 5.2 below) is needed for lower bounds only. The upper bounds in (10) and (11) hold for all n 1. As expected, the benefits of expansion in the exponent are expressed through additional factor 1/ √ n. When p andp are slowly vanishing, the explicit form of the rvs allows to estimate asymptotic constant. 
Proposition 4.1 serves as an indicator that constants in above theorems should not be very large.
Auxiliary results
We begin from relating Fourier transforms to local and ℓ 2 norms.
Proof. The first inequality follows directly from the inversion formula. The second is multidimensional Parseval's identity. However, in order to keep the paper self-contained, we give an outline of the proof. First we introduce measure M − {m} = M {−m}. One one hand, convolution of both measures at point zero is equal to
On the other hand, by inversion formula
For the lower bounds, an appropriate inversion formula is needed. First, we introduce additional notation. Let a := (a 1 , a 2 , . . . , a k ), β := (β 1 , β 2 , . . . , β k ), t β := t 1 β 1 , t 2 β 2 , . . . , t k β k .
Next we define some weight functions. We assume that ψ j (t j ) can be arbitrarily chosen to be
Lemma 5.2 Let M be a finite measure concentrated on Z k . Then, for any a ∈ R k and β j 1, (j = 1, 2, . . . , k), the following inequalities hold:
Proof. We adopt the proof of Lemma 10.1 from [4] . Observe that e −i(t β ,a) M (t β ) = By interchanging the order of integration and summation, we obtain
Here, depending on the choice of ψ j (t j ), ψ j (y) = e −y 2 /2 orψ j (y) = iye −y 2 /2 .
For the norm ℓ α , α > 1, we apply Hölder's inequality
Let q := α/(α − 1), y j := (m j − a)/β j . Then, since q > 1, j∈Z e −qy 2
and j∈Z |y j | q e −qy 2 j /2 1 2 j∈Z (1 + y 2q j )e −qy 2 j /e e −q(e−2)y 2 j /(2e)
x q e −qx/e j∈Z e −q(e−2)y 2 j /(2e)
Similarly, for the local norm,
For the total variation norm
Next we formulate two technical results.
For the upper bounds in (12) and (13) , see [17] and Lemma 6 in [14] .
The proof is trivial and can be found, for example, in [11] . For X j = (X j1 , X j2 , . . . , X jk ), we introduce accompanying complex-valued random variables
We assume that E(Z 1 ) = EZ 1 , E(Z 1 , Z 2 ) = EZ 1 Z 2 − EZ 1 EZ 2 and, for m 3, define
The essence of Heinrich's method is the following characterization lemma.
Lemma 5.5 Let Z1, . . . , Z n be defined as above and let
Then
where ϕ 1 (t) = EZ 1 and, for m = 2, . . . , n,
Lemma 5.5 follows from more general Lemma 3.1 in [9] , see also Theorem 1 in [10] . Also, the next lemma also can be found in [9] .
For the sake of convenience, we collect all the facts about Z j and present it in the following lemma. Let u(t) := k r=1 p r sin 2 (t r /2).
Lemma 5.7 Let the assumptions in (8) hold. Then
Re
Here Re EZ 1 denotes the real part of complex number EZ 1 .
Proof. Let a + ib be a complex number. Clearly, |a + ib| 2 = a 2 + b 2 . Therefore, |Z j | | cos(t, X j ) + i sin(t, X j )| + 1 2. Observe that due to the first assumption in (8)
Similarly, due to the second assumption in (8),
Finally, by Lemma 5.6
All other relations follow directly from the definition of Z j .
Lemma 5.8 Assume the conditions in (8) hold and |t j | ≤ π, for 1 ≤ j ≤ k.
, |ϕ m (t) − 1 − EZ m | 1.93 u(t),
for 1 ≤ m ≤ n.
Proof. Further in the proofs, for the sake of brevity, we write ϕ m instead of ϕ m (t) whenever no ambiguity can arise. The first two estimates follow from the third one. Indeed, due to (8) , (17) and the definition of u(t),
Similarly,
The proof of the third estimate in (21) is done by mathematical induction. Observe that, due to (8) and (17) , condition (15) is satisfied and we can apply By Lemma 5.7
Similarly we prove that | E(Z 1 , Z 2 , Z 3 , Z 4 )| 0.135u(t). Substituting these estimates into (22), we complete lemma's proof.
Lemma 5.9 Let the conditions stated in (8) be satisfied. Then,
Proof. We have
It remains to apply (14) to the first summand. The second estimate in (5.9) follows from the Heinrich's decomposition F n (t) = ϕ 1 (t) · · · ϕ n (t).
Let us now denote the remainder terms by (p lmj − 3p lj p m + 2p l p j p m )t l t m t j + θC(k)r 4 (t).
Proof. Let us assume that k 5. Applying Lemma 5.5 we obtain
Estimating the absolute value of the second expression, as in the proof of Lemma 5.8, we get
An application of Lemma 5.7 yields
The first and the third part of the lemma follows by routinely applying Lemma 5.7 and therefore we omit the detailed proof. For example,
etc. For the proof of second and fourth expansions, observe that since all coordinates of X j are bounded by unity, we have
Hence,
Here we have used also inequality | sin(t j /2)| |t j |/2. We also apply the trivial expansion
(p ljm − 2p lj p m + p l p j p m ) + θC(k)r 4 (t).
For k = 2, 3, 4 the proof is similar, the only difference being finite number of estimated summands in Heinrich's expansion.
Let next (p lj p m + p l p j p m )| sin(t l /2) sin t j /2 sin(t m /2)|,
Proof. Observe that, by Lemma 5.7 (see also the proof of Lemma 5.8):
Note also that the same estimate holds for r = 1. The Taylor series expansion gives us
The rest of the arguments is similar to the proof of the previous lemma and, therefore, omitted.
Proofs
Proofs of Theorems 3.1 and 3.3. Let π j (t) := exp{EZ j } = 1 + EZ j + θC(k)|EZ j | 2 .
For simplicity, write π j = π j (t). Using Lemmas 5.7, 5.9 and 5.10, we have
for |g m (t)e −i(t,p) − 1|. Therefore, for any m = 1, 2, . . . , n,
Consequently applying Lemmas 5.10 and 5.11 and using the above estimate, we get
|t r |r 4 (t β ).
Expanding g 1 (t) in Taylor series and noting that the remainder term is smaller than r 4 (t), we obtain
Similarly
and from Lemmas 5.10 and 5.11, for i = 3, 4, . . . , n,
(3p rjm − 12p rj p m + 10p r p j p m )t r t j t m + θC(k)r 4 (t).
Therefore,
Combining the estimates in (24) and (25) and observing that integral of |t l | s ψ l (t l ) is bounded by absolute constant, we can write
Here v rjm := 3p rjm − 12p rj p m + 10p r p j p m √ p r p j p m . Now comes the tricky part, since all integrals with odd powers of t l are equal zero. We can Let us choose ψ m (t m ) = t m e −t 2 m /2 and ψ t (t r ) = e −t 2 r /2 , for all r = m. Then, after integration, absolute value in (26) is equal to
By taking different m we obtain k such integrals. Now, let us assume that ψ m = t m e −t 2 m /2 , ψ r = t r e −t 2 r /2 , ψ j = t j e −t 2 j /2 and all other ψ l (t l ) = e −t 2 l /2 . Then, after integration, absolute value in (26) is equal to
After taking all possible different combinations r, m, j, we arrive at the fact that absolute value in (26) can be taken equal to maximum of all these N = k + k(k − 1)(k − 2)/6 estimates. Next observe that for any numbers B 1 , . . . , B N , we have Collecting all the relevant estimates, we complete the proof for approximation G. The estimates for Poisson approximation are obtained by the similar arguments. Note that as we need to integrate sums of the form k r,m=1 w rm t r t m , the choice of ψ r (t r ), ψ m (t m ) allows to estimate corresponding integral by
w mm , |w 12 |, |w 13 |, . . . , |w k−1,k | ( √ 2π) k 2 k(k + 1) (p jm − p j p m )(e it j − 1)(e itm − 1) = nδ 2 p 3 (e it 1 − 1) 2 (1 + o(1)) + n(1 − δ) 2p3 (e it 2 − 1)(1 + o(1)) −nδ(1 − δ)p 2p2 (e it 1 − 1)(e it 2 − 1).
It remains to apply Lemmas 5.1, 5.3 and the obvious inequality
