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Abstract
We develop the semantic theory of a foundational language for modelling applications over global computers whose
interconnection structure can be explicitly manipulated. Together with process distribution, process mobility and remote
asynchronous communication through distributed data repositories, the language has primitives for explicitly modelling
inter-node connections and for dynamically activating and deactivating them. For the proposed language, we deﬁne natural
notions of extensional observations and study their closure under operational reductions and/or language contexts to
obtain barbed congruence and may testing equivalence. We then focus on barbed congruence and provide an alternative
characterisation in terms of a labelled bisimulation. To test practical usability of the semantic theory, we model a system of
communicating mobile devices and use the introduced proof techniques to verify one of its key properties.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Programming global computational infrastructures for offering uniform services overwide area networks has
become one of the main research issues in Computer Science. Innovative theories, computational paradigms,
linguistic mechanisms and implementation techniques have been proposed that have to face the challenges
posed by issues like communication, cooperation, mobility, resource usage, security, failure handling, etc. We
have thuswitnessed to the birth ofmany calculi andkernel languages intended to support programmingof global
systems and to provide formal tools for reasoning over them. These formalisms in general provide constructs
and mechanisms, at different abstraction levels, for describing the execution contexts where applications roam
and run, for coordinating and monitoring resources usage, for modelling process communication and mobility,
and for specifying and enforcing security policies.
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In the last 10 years, many research efforts have been addressed to studying the impact of different communi-
cation andmobility paradigms, but little attention has been devoted to modelling the actual network underlying
global computers as such: it usually originates from the linguistic choices concerning the mobility paradigm.
Some of the proposed foundational languages intend migration as the movement of bare processes; in this case,
the network is seen as a fully connected graph of computing sites where new sites can be dynamically added (see,
e.g., D-calculus [23], Klaim [13], 1-calculus [1] or Nomadic Pict [37]). Other languages intend migration as the
movement of entities with executable content (such as entire sites); in this case, the network is seen as a forest of
trees that evolves by adding/pruning/moving subtrees (see e.g., Ambient [9] and its variants, DJoin [18], Homer
[24], M-calculus [35], Seal [10]). In general, global computers (e.g., the Internet) are just graphs: their nodes are
neither organised according to a tree-like structure nor fully (directly) connected; moreover, connections can
unpredictably break down rendering nodes (at least temporarily) unreachable.
To meet the demand arising from modelling the network topology of global computers and its evolution in
time, in [16]we have introduced a newmodelling language that takes its origin from two formalismswith opposite
objectives, namely from the programming language X-Klaim [4,3] and from the -calculus [28]. The former is a
full ﬂedged programming language based on Klaim [13], whereas the latter is the generally recognised minimal
common denominator of calculi for mobility. The resulting model has been called tKlaim (Topological Klaim);
it retains the main features of Klaim (distribution, remote operations, process mobility and asynchronous
communication through distributed data spaces), but extends it with new constructs to model the evolving
interconnection structure underlying a network: tKlaim provides three speciﬁc process primitives to activate,
accept and deactivate inter-node connections. Connections become essential to perform remote operations;
these are possible only if their source and target nodes are directly connected.
Here, we develop the semantic theory of tKlaim and introduce two abstract semantics, barbed congruence
and may testing, that are obtained as the closure under operational reductions and/or language contexts of the
extensional equivalences induced by what we consider basic observables for global computers.
As possible basic observables, we have considered the following ones:
(i) a speciﬁc node is up and running (i.e., it provides a datum of any kind),
(ii) a speciﬁc information is available in (at least) a node,
(iii) a speciﬁc information is present at a speciﬁc node.
The (barbed) congruences induced by similar observables have already been considered for other calculi for
global computers: indeed, the barbs in Ambient are similar to (i), whereas those in D-calculus are similar to
(iii). Within our framework, it can be proved that, by closing observations under any tKlaim context, the three
basic observables all yield the same congruences. This is already an indication of the robustness of the resulting
semantic theories. Moreover, the considered observables are sufﬁciently powerful to yield interesting semantic
theories also when considering lower-level features, such as failures [16].
Of course, after deﬁning equivalences as context closures, it is essential to determine alternative character-
isations that permit a better appreciation of their discriminating power and to devise proof techniques that
avoid universal quantiﬁcation over contexts, thus simplifying equivalence checking. For more standard process
languages, barbed congruence is characterised via a bisimulation-based equivalence, whereas may testing is
characterised via a trace-based equivalence. In [15], we developed such characterisations for a simpliﬁed version
of tKlaim; however, even for that simpler language, it turned out that trace equivalence was very complex and
gave little insight into the discriminating power of may testing. In this paper, we thus focus on the bisimulation-
based characterisation of barbed congruence. More precisely, we study the barbed congruence induced by the
basic observable (i) above and deﬁne its alternative characterisation in terms of a labelled weak bisimilarity.
To this aim, we rely on a labelled transition system (LTS) simpler than the one in [15] and whose distinctive
feature is that labels indicate the resources a term offers or requires to the execution context for combined
evolution. On top of this LTS, we deﬁne weak bisimilarity and prove that it is sound and complete with respect
to barbed congruence. The actual development of the alternative characterisation, although performed along the
lines of similar results for CCS [29] and -calculus [33,2], had to face problems induced by process distribution
and mobility, by asynchrony and by the explicit modelling of connections.
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To gently introduce the reader to the technicalities of our theory, we start by developing it for the simpliﬁed
version of tKlaim presented in [15], where success of a connection request does not depend on acceptance by
the partner. Then, we move to a more sophisticated (and realistic) framework where requests for connection
activations must be authorised by the target node. The main difference between the LTS of the simpliﬁed
language and that of the full one is the way the scope of restricted names is opened. In the simpliﬁed language,
we work like in -calculus: if the address of a restricted node is transmitted as a datum (the name is extruded),
the scope of such name is opened; thus, from the point of view of a receiving process, the node at such address
becomes indistinguishable from a free node (the process can freely connect to the restricted node and access it).
For the full language, scope handling becomes more critical. Extrusion alone does not directly lead to opening
the scope of a restricted name: if the node is ‘unreachable’ (i.e., it is not connected with any other node of the
net and does not accept/require connections), no receiving process can have access to it. Thus, extruding a name
does not completely remove the restriction. For this reason, we introduce the notion of half-restrictions and
model opening of the scope in two steps: ﬁrstly, a restricted name becomes half-restricted; then, whenever the
half-restricted node exhibits/accepts/requires a connection with another node of the net, the half-restriction is
removed and the scope is fully opened.
The rest of the paper is organised as follows. In Section 2, we present tKlaim’s syntax and reduction-based
semantics and, in Section 3, we deﬁne barbed congruence andmay testing. In Section 4, we consider the simpliﬁed
version of tKlaim and develop the alternative characterisation of barbed congruence for it; in Section 5, we
adapt the theory to the full language. In Section 6, we brieﬂy present some sound trace-based laws that can be
used to establishmay testing and discuss the difﬁculties of characterising the latter equivalence when considering
the language with connections acceptance. In Section 7, we present an example illustrating the use of tKlaim and
of its semantic theories to state and prove properties of global computing applications. In particular, we prove
the same equality by using both bisimulation and trace equivalence to compare the two approaches. Finally, in
Section 8, we draw some conclusions and brieﬂy discuss related and future works.
2. The process language tKlaim
In this section,we present the syntax of tKlaim and its operational semantics basedon a structural congruence
and a reduction relation. tKlaim inheritsmanyprogramming features fromKlaim.We refer the interested reader
to [14], where several key features of Klaim and its variants are examined and formally compared with other
solutions proposed in the literature.
tKlaim [16] adopts a Linda-like [21] asynchronous communication mechanism: interaction between (sending
and receiving) processes are mediated by network nodes acting as repositories for anonymous data tuples which
are retrieved through pattern matching. Here, to mitigate the technicalities, we consider a minor variant of the
language presented in [16] permitting only monadic data and process replication instead of process deﬁnitions.
Nevertheless, all the semantic theories we shall develop could be smoothly extended to the original language.
The syntax of tKlaim is reported in Table 1, where we assume existence of a countable set of names, ranged
over by l, l′, . . . , u, . . . , x, y , . . .. Names provide the abstract counterpart of the set of communicable objects and
Table 1
tKlaim Syntax
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can be used as localities or variables; notationally, we prefer letters l, l′, . . . when we want to stress the use of a
name as a locality and x, y , . . .when we want to stress the use of a name as a variable. We will use u for variables
and localities.
Nets, ranged over by N ,M ,H ,K , . . ., are ﬁnite collections of nodes and inter-node connections. A node is a
pair l :: C , where locality l is the address of the node andC is the (parallel) component located at l. Components,
ranged over by C ,D, . . ., can be either processes or data, denoted by 〈l〉. Connections are pairs of node addresses
{l1 ↔ l2} stating that the node at address l1 and that at address l2 are directly (and bidirectionally)1 connected.
The same connection can occur many times in a net, meaning that the same two nodes are connected, e.g., by
different physical media or by several software connections; hence, nets of the form N ‖ {l1 ↔ l2} ‖ {l1 ↔ l2}
are permitted. In (l) N , name l is private to N ; if one considers the termM ‖ (l) N , then locality l of N cannot
be referred from within M .
Processes, ranged over by P ,Q,R, . . ., are the tKlaim active computational units and may be executed
concurrently either at the same locality or at different localities. They are built from the inert process nil and from
the basic actions by using preﬁxing, parallel composition and replication. Actions permit removing/adding data
from/to node repositories (actions in and out), sending processes for (possibly remote) execution (action eval),
creating new nodes (action new), and activating/deactivating/accepting connections (actions conn, disc and acpt).
Notice that in(l)@l′ differs from in(!x)@l′ in that the former evolves only if datum 〈l〉 is present at l′, whereas
the latter retrieves any datum. Indeed, in(l)@l′ is a form of name matching operator reminiscent of Linda’s
patternmatching [21]. A similar difference holds for action acpt: acpt(l) only accepts connection requests coming
from l, whereas acpt(!x) accepts connections from any node. In Table 1, we have the acpt construct
to stress that, for the sake of presentation, it is not part of the simpliﬁed variant of the language examined in
Section 4.
Names occurring in tKlaim processes and nets can be bound. More precisely, preﬁxes in(!x)@u.P and
acpt(!x).P bind x in P ; preﬁx new(l).P binds l in P and net restriction (l) N binds l in N . A name that is
not bound is called free. The sets fn(·) and bn(·) of free and bound names of a term, respectively, are deﬁned
accordingly. The set n(·) of names of a term is the union of its free and bound names. As usual, we say that two
terms are alpha-equivalent, written ≡, if one can be obtained from the other by renaming bound names. We
shall say that a name is fresh for a term if the name does not syntactically occur in the term. In the sequel, we
shall work with terms whose bound names are all distinct and different from the free ones.
Notation 2.1. We write A  W to mean that A is of the form W ; this notation is used to assign a symbolic name
A to the term W . We shall use notation ·˜ to denote a possibly empty set of objects (e.g., l˜ is a set of names). If
x˜ = {x1, . . . , xn} and y˜ = {y1, . . . , ym} for x˜ ∩ y˜ = ∅, then (˜x, y˜) denotes {x1, . . . , xn, y1, . . . , ym}. We shall sometimes
write in()@l, out()@l and 〈〉 to mean that the argument of the actions or the datum are irrelevant. Finally, we
shall omit trailing occurrences of process nil and write
n

j=1
Wj for the parallel composition of homologous terms
(i.e., components or nets) Wj .
To conclude the presentation of tKlaim’s syntax, let us discuss its peculiar primitives, namely those for
handling connections. Firstly, notice that connection activations must be authorised by a corresponding acpt.
Wehavenoenablingaction fordisconnections as these areusuallyunilateral (asynchronous) events. Secondly,we
have two variants for action acpt, viz. acpt(l) and acpt(!x); we believe that both forms of acpt that offer different
programming possibilities. On one hand, acpt(!x) can be exploited by a server willing to accept connection
requests from any, initially unknown, client. On the other hand, acpt(l) can be used if a process is ready to
activate connections only with a speciﬁc partner. One could think of simulating acpt(l) by accepting connection
requests from any process through acpt(!x) and then, after checking the partner identity, disconnecting the
unwanted partners through disc. But this could expose a node to security risks because the sequence of actions
is not guaranteed to be performed atomically: for example, it could allow malicious code to migrate at the
node while the connection is still active. Conversely, it is also worth noting that the very general form of
client–server interaction made possible by acpt(!x) could not be ﬂexibly implemented as a sequence of the form
1 For the sake of simplicity, we assumedbidirectional connections; nevertheless, all the developed theory could be tailored to the framework
with directed connections.
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Table 2
Structural Congruence
in(!x)@sr.acpt(x), where sr is a shared repository storing connection requests by clients. This implementation
would require the existence of a connection between node sr and that of the potential client.
tKlaim operational semantics relies on a structural congruence and a reduction relation. The structural
congruence, ≡, identiﬁes nets which intuitively represent the same net. It is deﬁned as the least congruence
relation over nets that satisﬁes the laws in Table 2. The ﬁrst eight laws are borrowed from the -calculus (see,
e.g., [32]); the rest of the laws have the following meaning. Law (ABS) is the equivalent of law (PZERO) for ‘|’.
Law (ClONE) transforms a parallel between co-located components into a parallel between nodes (together with
laws (PCOM) and (PASS), it implies that ‘|’ is commutative and associative). Laws (SELF), (BIDIR) and (CONN)
are used to handle connections: the ﬁrst one states that nodes are self-connected, the second one states that
connections are bidirectional and the third one states that connections are placed only between existing nodes.
In the sequel, by exploitingNotation 2.1 and law (RCOM), we shall write (˜l) N to denote a net with a (possible
empty) set l˜ of restricted localities.
The reduction relation is given in Table 3. In (R-OUT) and (R-EVAL), existence of a connection between the
nodes that are source and target of the action is necessary to place the spawned component. Rules (R-IN) and
(R-MATCH) additionally require existence of a matching datum in the target node. (R-MATCH) states that action
in(l)@l2 consumes precisely datum 〈l〉 at l2, whereas (R-IN) states that action in(! x)@l2 can consume any 〈l〉
at l2; l will then replace the free occurrences of x in the continuation of the process performing the action. Rule
(R-NEW) states that execution of action new(l′) creates a new node at the restricted address l′ and a connection
with the creating node l. Rule (R-DISC) deals with deactivation of connections and checks existence of the
connection to be deactivated before executing the action. Finally, rules (R-CONN), (R-CONN1) and (R-CONN2)
deal with activation of connections. The ﬁrst rule is used when the acpt construct is not required; in this case,
only existence of the nodes that are being connected is checked. The remaining two rules are used to synchronise
a conn with one of the two variants of acpt.
If N −→ N ′, we shall say that N can perform a reduction step and that N ′ is a reduct of N . We shall use |=⇒
to denote the reﬂexive and transitive closure of −→.
3. Observables, closures and equivalences
In this section,we introduceboth a linear timeandabranching time equivalence that yield interesting semantic
theories for tKlaim. The approach we follow relies on the deﬁnition of an observable (also called barb), i.e., a
predicate that highlights the interaction capabilities of a net.
Deﬁnition 3.1 (Observables or barbs).
• N ↓ l holds if N ≡ (˜l) (N ′ ‖ l :: 〈l′〉), for some l˜, N ′ and l′ such that l ∈ l˜.
• N ⇓ l holds if N |=⇒ N ′, for some N ′ such that N ′ ↓ l.
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Table 3
tKlaim Operational Semantics
The ﬁrst observable above corresponds to the one labelled (i) in Section 1 and is, to some extent, inspired from
that of the asynchronous -calculus [2]. Onemaywonder if our choice is “correct” and argue that there are other
alternative notions of basic observables that seem quite natural. We have already proposed a few alternative
observables in Section 1; later on, we shall prove that the congruences induced by all such observables do
coincide. This means that our results are quite independent from the observable chosen.
We use observables to deﬁne equivalence relations that identify those nets that cannot be taken apart by any
basic observation in any execution context.
Deﬁnition 3.2 (Contexts). A context C [·] is a tKlaim net with a hole [·] to be ﬁlled with any net. Formally,
C [·] ::= [·] | N ‖ C [·] | (l) C [·]
By relying on laws (EXT) and (RCOM), every context can be reduced to a syntactic form with all restrictions at
top-level. Thus, when convenient, we shall use the context (˜l) ([·] ‖ K)—for any net K without restriction—to
identify all those contexts that are structurally equivalent to it.
Deﬁnition 3.3. A binary relation  between nets is
• barb preserving, if N M and N ⇓ l imply M ⇓ l;
• reduction closed, if N  M and N −→ N ′ imply M |=⇒ M ′ and N ′  M ′, for some M ′;
• context closed, if N  M implies C [N ]  C [M ], for every context C [·].
Any reasonable equivalence should of course be barb preserving. However, an equivalence deﬁned only in
terms of this property would be too weak: indeed, the set of barbs of a net may change during computations
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or when interacting with the external environment. Moreover, for the sake of compositionality, our touchstone
equivalences should also be congruences. These requirements lead us to the following deﬁnitions.
Deﬁnition 3.4 (May testing).  is the largest symmetric, barb preserving and context closed relation between
nets.
Deﬁnition 3.5 (Barbed congruence). ∼= is the largest symmetric, barb preserving, reduction and context closed
relation between nets.
We can claim that may testing is a more extensional notion of equivalence: it simply distinguishes nets ac-
cording to their observable (external) behaviour. Indeed, reduction closure makes barbed congruence more
intensional because it permits considering some of the internal structure of the nets to be equated and discrim-
inates them by taking into account their branching structure. This makes ∼= strictly more discriminating than
.
Proposition 3.6. ∼= ⊂  .
Proof. By deﬁnition, it trivially follows that ∼= is contained in . The inclusion is strict: a pair of may-testing
equivalent nets that are not barbed congruent is
. ((l) )(l :: out( )@l′.out( )@l ‖ l1 :: in( )@l.out( )@l1 ‖ l2 :: in( )@l.out( )@l2)
. ((l) )(l :: out( )@l ‖ l1 :: in( )@l.out( )@l′.out( )@l1 ‖ l2 :: in( )@l.out( )@l′.out( )@l2).
Such nets mimic the CCS processes (l¯′.l¯ | l.l¯1 | l.l¯2)\l and (l¯ | l.l¯′.l¯1 | l.l¯′.l¯2)\l that, written in terms of the
internal choice operator ‘⊕’, become l¯′.(l¯1 ⊕ l¯2) and l¯′.l¯1 ⊕ l¯′.l¯2. It is well-known [17] that such processes are
may testing equivalent but not barbed congruent. 
The above deﬁnition of (reduction) barbed congruence is the standard one [25]; may testing is, instead, usually
deﬁned in terms of observers, computations and success of a computation [17]. In Section 6 we prove that such an
alternative characterisation can be given for .
The problem with the deﬁnitions of barbed congruence and may testing is that context closure makes it
difﬁcult to prove equivalences due to the universal quantiﬁcation over contexts. In the following sections, we
shall provide an alternative characterisation of ∼= as a bisimulation-based equivalence, both for the simpliﬁed
and for the full version of tKlaim; moreover, we shall present a sound trace-based proof-technique for may
testing.
Before doing this, we show that we can change the basic observables without changing the congruences
they induce; this proves the robustness of our touchstone equivalences and supports our choice. Two obvious
alternative observables for our framework are existence of a speciﬁc (visible) datum at some node of a net and
existence of a speciﬁc datum at a speciﬁc node of a net.
Proposition 3.7 (Alternative Touchstone Equivalences). Let ∼=1, ∼=2, 1 and 2 be the barbed congruences and
the may testing equivalences obtained by replacing the observable of Deﬁnition 3.1, respectively, with the following
ones:
1. N ↓ 〈l〉 if N ≡ (˜l) (N ′ ‖ l′ :: 〈l〉) for some N ′, l′ and l˜ such that {l, l′} ∩ l˜ = ∅
2. N ↓l 〈l′〉 if N ≡ (˜l) (N ′ ‖ l :: 〈l′〉) for some N ′ and l˜ such that {l, l′} ∩ l˜ = ∅
Then, ∼=1 = ∼=2 = ∼= and 1 = 2 = .
Proof. Notice that we only need to consider barb preservation. Indeed, context and reduction closure are
guaranteed by deﬁnition. We explicitly present the case for barbed congruences; the proofs for may testing can
then be rephrased straightforwardly.
∼=2 ⊆ ∼=1. Let N∼=2M . Suppose that N ⇓ 〈l′〉. This implies that ∃ l : N ⇓l 〈l′〉. Hence, by hypothesis, M ⇓l 〈l′〉
that, by deﬁnition, implies M ⇓ 〈l′〉.
∼=1 ⊆ ∼=. Let N∼=1M and N ⇓ l, i.e., N |=⇒ (˜l) (N ′ ‖ l :: 〈l′〉). Then M ⇓ l, otherwise the context [·] ‖ l′′ ::
in(!x)@l.out(l′′)@l′′ ‖ {l ↔ l′′}, for l′′ fresh, would break ∼=1.
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∼= ⊆ ∼=2. Let N∼=M and N ⇓l 〈l′〉, i.e., N |=⇒ (˜l) (N ′ ‖ l :: 〈l′〉). Then M ⇓l 〈l′〉, otherwise the context [·] ‖
l′′ :: in(l′)@l.out(l′′)@l′′ ‖ {l ↔ l′′}, for l′′ fresh, would break ∼=. 
To conclude the presentation of our two equivalences, we use them to formalise our claim that acpt(l′) cannot
be simulated by using acpt(!x) and disc(x). Indeed, we have that N  M , where
. M  l :: acpt(l′)
. N  l :: rec X.acpt(!x).if x = l′ then nil else disc(x).X , with recursion and conditionals can be easily
represented by using restriction, replication and pattern matching.
The two nets can be distinguished by composing them with the net O  test :: conn(l).out( )@test, where
test is a distinguished locality: indeed, N ‖ O ⇓test, while M ‖ O ⇓test. The same argument can be used to
show that NM .
4. Bisimulation equivalence for tKlaim without ‘acpt’
In this section, we provide a more tractable characterisation of barbed congruence by means of a labelled
bisimulation for tKlaim without the acpt primitive. To this aim, we start by presenting an alternative operational
semantics (still equivalent to the one induced by the reductions of Table 3) via a labelled transition system. On
top of it, we then deﬁne a bisimulation-based equivalence and prove that it coincides with barbed congruence.
4.1. A labelled transition system
The labelled transition system (LTS) makes it apparent the possible contributions that a net offers/requires
in a computation. The labelled transition relation,
−→ , is deﬁned as the least relation over nets induced by the
inference rules in Table 4. Labels take the form
 ::=  |  | ∃? | (l) 〈l〉@ l1 : l2  ::= l1l2 | 〈l〉@ l1 : l2
In the sequel, we shall write (˜l) 〈l〉@ l1 : l2 to denote 〈l〉@ l1 : l2 , if l˜ = ∅, and (l) 〈l〉@ l1 : l2 , otherwise
(i.e., if l˜ = {l}). Moreover, we let bn() be {l}, if  = (l) 〈l〉@ l1 : l2 , and be ∅ , otherwise; fn() and n() are
deﬁned accordingly.
Let us now explain the intuition behind the labels of the LTS and some key rules; label  in N
−→ N ′ can be
 : N may perform a reduction step to become N ′ (see Proposition 4.4).
l1l2 : a direct connection between nodes l1 and l2 is available (see (LTS-LINK)).
(˜l) 〈l〉@ l1 : l2 : a datum 〈l〉 located at l1 is offered to processes located at l2 (see (LTS-DATUM) and (LTS-
OFFER)).Moreover, according to whether l˜ = {l} or l˜ = ∅, l is restricted or not in the offering
net (see (LTS-OPEN)).
∃?l1l2: there is a process located at l1 that needs a connection with l2 (see rules (LTS-DISC), (LTS-
OUT) and (LTS-EVAL)). In case l1 = l2, the sole existence of node l2 is required (see rule
(LTS-CONN) and the structural rule (SELF)). In both cases, such requirement is fulﬁlled by a
‘complementary’ label l1l2 (see rule (LTS-COMPL)).
∃? 〈l〉@ l2 : l1 : there is a process located at l1 that needs to retrieve the datum 〈l〉 from l2 (see (LTS-IN) and
(LTS-MATCH)). For the retrieval to succeed, such a requirement must be satisﬁed by label
〈l〉@ l2 : l1 (see (LTS-COMPL)).
To brieﬂy sum up, labels of the form l1l2 and (˜l) 〈l〉@ l1 : l2 provide information about the structure of
a net and about the resources (connections and data) the net can ‘offer’ to the execution context for combined
evolution. On the other hand, labels of the form ∃? indicate the resources a net ‘demands’ to the execution
context for combined evolution. Thus, (LTS-OUT) should be read as: “process out(l)@l2.P running at l1 is
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Table 4
A Labelled Transition System for tKlaim without ‘acpt’
willing to send a component at l2; when such an intention is concretised, l1 will be left with process P , l2
will receive the datum 〈l〉, and the connection {l1 ↔ l2}, provided by the execution context, will be left for
future use”. Indeed, since label ∃?l1l2 requires existence of the connection {l1 ↔ l2}, every execution context
satisfying this requirement allows the sending net to place the datum at the target node and to assume existence
of the connection needed. Rules (LTS-EVAL), (LTS-IN), (LTS-MATCH), (LTS-CONN) and (LTS-DISC) should be
interpreted similarly.
Labels of the form ∃? denote the ‘minimal’ contexts necessary to perform a reduction; this way of looking
at transition systems has been already used in, e.g., [27,36,38]. In our context, making it evident what the context
should provide for an action to be performed, rather than the action itself, permits using the same label for all
actions with similar requirements (viz. out, eval, disc and conn), instead of having a different label for each of
them. This permits simplifying all the proofs that require a case analysis on the labels of the LTS.
Rule (LTS-OPEN) signals extrusion of boundnames; like in somepresentations of the-calculus (see, e.g., [32]),
this rule is used to investigate the capability of processes to export bound names, rather than to actually extend
the scope of bound names. This extension of the scope is instead achieved through the structural law (EXT);
indeed, in (LTS-COMPL) labels do not carry any restriction on names, whose scope must have been previously
extended. (LTS-RES), (LTS-PAR) and (LTS-STRUCT) are standard.
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Notation 4.1. We shall write N
−→ to mean that there exists a net N ′ such that N −→ N ′; alternatively, we say
that N can perform a -step. Moreover, we shall often denote relation composition by juxtaposition; thus, e.g.,
N
−→ ′−→ M means that there exists a net N ′ such that N −→ N ′ ′−→ M . As usual, we let =⇒ stand for −→∗ and
=⇒ stand for =⇒ −→=⇒ ; ﬁnally, ˆ=⇒ denotes =⇒ , if  = , and =⇒ , otherwise.
We conclude the presentation of the LTS by highlighting some of its properties. First, we connect transitions
with the syntactical form of the net performing them. Then, we characterise all the possible combined executions
of a netN within a context (˜l) ([·] ‖ K) in terms of the evolutions of the net and of the context separately. Finally,
we show that the LTS is ‘correct’ w.r.t. the operational semantics of tKlaim based on −→.
Proposition 4.2. The following facts hold:
(1) if N
l1l2−−→ N ′, then N ≡ N ′ ‖ {l1 ↔ l2};
(2) if N
〈l〉@ l1: l2−−−−−−→ N ′, then N ≡ N ′ ‖ l1 :: 〈l〉 ‖ {l1 ↔ l2};
(3) if N
(l) 〈l〉@ l1: l2−−−−−−−−→ N ′, then N ≡ (l) (N ′ ‖ l1 :: 〈l〉 ‖ {l1 ↔ l2}) and l ∈ {l1, l2}.
(4) if N
∃?l1l2−−−−→ N ′, one of the following possibilities must hold:
(a) if l1 = l2, then N ≡ (˜l) (N ′′ ‖ l2 :: conn(l2).P), for l2 ∈ l˜, and N ′ ≡ (˜l) (N ′′ ‖ l2 :: P);
(b) N ≡ (˜l) (N ′′ ‖ l1 :: disc(l2).P), for {l1, l2} ∩ l˜ = ∅, and N ′ ≡ (˜l) (N ′′ ‖ l1 :: P ‖ l2 :: nil);
(c) N ≡ (˜l) (N ′′ ‖ l1 :: eval(P2)@l2.P1), for {l1, l2} ∩ l˜ = ∅, and N ′ ≡ (˜l) (N ′′ ‖ l1 :: P1 ‖ {l1 ↔ l2} ‖
l2 :: P2);
(d) N ≡ (˜l) (N ′′ ‖ l1 :: out(l)@l2.P), for {l1, l2} ∩ l˜ = ∅, and N ′ ≡ (˜l) (N ′′ ‖ l1 :: P ‖ {l1 ↔ l2} ‖ l2 ::
〈l〉).
(5) if N
∃? 〈l〉@ l2: l1−−−−−−−→ N ′, one of the following possibilities must hold:
(a) N ≡ (˜l) (N ′′ ‖ l1 :: in(!x)@l2.P), for {l, l1, l2} ∩ l˜ = ∅, and N ′ ≡ (˜l) (N ′′ ‖ l1 :: P [l/x] ‖ {l1 ↔ l2});
(b) N ≡ (˜l) (N ′′ ‖ l1 :: in(l)@l2.P), for {l, l1, l2} ∩ l˜ = ∅, and N ′ ≡ (˜l) (N ′′ ‖ l1 :: P ‖ {l1 ↔ l2}).
Proof. By deﬁnition of the LTS and a straightforward induction on the depth of the shortest inference for the
judgement in the hypothesis. 
Proposition 4.3. (˜l) (N ‖ K) −→ N¯ if and only if one of the following conditions holds, possibly swapping K and N :
(1) (˜l) N
−→ (l˜′) N ′ and N¯ ≡ (l˜′) (N ′ ‖ K).
(2) N
(l˜′) 〈l〉@ l1: l1−−−−−−−−−→ N ′, K l1l2−−→ K ′ and N¯ ≡ (l˜′′) (N ′ ‖ K ′), where  = (l) 〈l〉@ l1 : l2 and l˜′′ = l˜− {l}, if
l˜′ = ∅ and l ∈ l˜, whereas  = (l˜′) 〈l〉@ l1 : l2 and l˜′′ = l˜, otherwise.
(3) N
∃?l1l2−−−−→ N ′, K l1l2−−→ K ′, N¯ ≡ (˜l) (N ′ ‖ K ′) and  = .
(4) N
∃? 〈l〉@ l2: l1−−−−−−−→ N ′, K (l˜′) 〈l〉@ l2: l1−−−−−−−−−→ K ′, l˜′ ∩ fn(N) = ∅, N¯ ≡ (˜l, l˜′) (N ′ ‖ K ′) and  = .
(5) N
l2l1−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N ′, K (l˜′) 〈l〉@ l2: l2−−−−−−−−−→ K ′, l˜′ ∩ fn(N) = ∅, N¯ ≡ (˜l, l˜′) (N ′ ‖ K ′) and  = .
(6) N
(l˜′) 〈l〉@ l2: l2−−−−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N ′, K l2l1−−→ K ′, l˜′ ∩ fn(K) = ∅, N¯ ≡ (˜l, l˜′) (N ′ ‖ K ′) and  = .
Proof. The “if” part is trivial, by using the LTS of Table 4. The “only if” part would have been easily proved
by induction on the shortest inference of
−→ if rule (LTS-STRUCT) was not present. To properly handle such
a rule, we consider a slightly different (but still equivalent) LTS where rule (LTS-STRUCT) is restricted in such
a way that N ≡ N1 can only be derived by using just a single axiom (or its symmetric version) from Table
2. In this proof, (LTS-STRUCT) always refers to this revised rule. Notice that transitivity of ≡ may require
repeated applications of (LTS-STRUCT), whereas closure under language contexts can be mimicked by properly
interleaving the application of (LTS-STRUCT), (LTS-RES) and (LTS-PAR). For the details, see Appendix A. 
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Proposition 4.4. N −→ M if and only if N −→ M.
Proof. Both directions are proved by an easy induction on the shortest inference of the judgements. The ‘only
if’ part is simple: we have a base case for every axiom of Table 3 and, for the inductive step, we can exploit
the similarity between (R-PAR) and (LTS-PAR), between (R-RES) and (LTS-RES), and between (R-STRUCT) and
(LTS-STRUCT).
The ‘if’ part only considers judgements for -labelled transitions: for the base case, we need to consider
rules (LTS-NEW) and (LTS-COMPL). The ﬁrst case is simple, because of the similarity between (LTS-NEW) and
(R-NEW). For the second case, we have thatN  N1 ‖ N2 whereN1 ∃?−→N ′1 ,N2
−→N ′2 andMN ′1 ‖ N ′2. If  is of the
form l1l2, the thesis follows by exploiting cases (1) and (4) of Proposition 4.2. If  is of the form 〈l〉@ l2 : l1 ,
the thesis follows by exploiting cases (2) and (5) of the same Proposition. The inductive case is simple, since it
only relies on rules (LTS-PAR), (LTS-RES) and (LTS-STRUCT). 
4.2. A bisimulation-based characterisation of barbed congruence
We can now introduce the alternative characterisation of ∼= in terms of a labelled bisimilarity. To this aim, we
ﬁrst deﬁne the ‘minimal’ net Net() enabling the evolution of a net performing a label of the form ∃?; formally,
Net() 
{ {l1 ↔ l2} if  = l1l2
{l1 ↔ l2} ‖ l2 :: 〈l〉 if  = 〈l〉@ l2 : l1
Deﬁnition 4.5 (Bisimilarity). A symmetric relation  between tKlaim nets is a (weak) bisimulation if, for each
N  M and N −→ N ′, it holds that:
(1) if  ∈ {, l1l2, (˜l) 〈l〉@ l1 : l1 }, then M ˆ=⇒ M ′ and N ′  M ′, for some M ′;
(2) if  = ∃?, then M ‖ Net() =⇒ M ′ and N ′  M ′, for some M ′.
Bisimilarity, ≈, is the largest bisimulation.
Bisimilarity requires that labels of the form l1l2 and (˜l) 〈l〉@ l1 : l1 must be matched by with the same
label (possibly with some additional -step). This is necessary because such labels describe the structure of the
net (its data and connections) and, to be equivalent, two nets must have at least the same structure. However,
labels of the form (˜l) 〈l〉@ l1 : l2 for l1 /= l2 can be ignored because they result from the combination of labels
{l1 ↔ l2} and (˜l) 〈l〉@ l1 : l1 , see rule (LTS-OFFER).
Labels of the form ∃? are ‘requirements’ to the execution context; thus, they are handled differently. For
example, requiring existence of a connection (e.g., to send a component) expressed by N
∃?l1l2−−−−→ N ′ can be
simulated by a net M in a context where l1 and l2 are connected through the execution of -steps that lead to
someM ′ equivalent to N ′. Indeed, since we want our bisimulation to be a congruence, a context that provides a
connection between the source and the target nodes of the sending action must not tell N and M apart. Notice
that the second case of Deﬁnition 4.5 is similar to the deﬁnition of asynchronous bisimulation given in [2], where
an input label can be simulated by either by the same label or by a sequence of silent actions. In our deﬁnition,
we take into account the asynchrony present in tKlaim but, differently from [2], we prefer to merge the two
possibilities by putting net Net() in parallel to M and by considering the sequences of -actions arising from
the resulting (compound) net. This formulation is very similar to the one adopted for the ‘efﬁcient bisimulation’
in the explicit fusion calculus [38].
The crucial step to prove that bisimilarity is a sound proof-technique for barbed congruence is Lemma 4.7.
To prove this result, we introduce the notion of bisimulation up-to structural congruence: it is deﬁned as a labelled
bisimulation except for the fact that the  in the consequents of Deﬁnition 4.5 is replaced by the (compound)
relation ≡  ≡. Lemma 4.6 shows that a bisimulation up-to ≡ can be used as a sound proof-technique for
labelled bisimulation.
Lemma 4.6. Let  be a bisimulation up-to ≡; then,  ⊆ ≈ .
Proof. We ﬁrst need to prove that ≡  ≡ is a bisimulation; this follows from law (LTS-STRUCT). Then, if NM ,
by reﬂexivity of ≡, we have that N ≡  ≡ M ; since ≡  ≡ is a bisimulation, we have that N ≈ M . 
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Lemma 4.7. ≈ is context closed.
Proof. By the previous lemma, it sufﬁces to prove that the relation
  { ( (˜l) (N ‖ K), (˜l) (M ‖ K) ) : N ≈ M and K restriction free}
is a bisimulationup-to≡ (recall that any contextC [·] is structurally equivalent to (˜l) ( [·] ‖ K), for a proper l˜ that
makes K restriction free). We must show that every transition from (˜l) (N ‖ K) can be ‘matched’ (according to
Deﬁnition 4.5) by a transition from (˜l) (M ‖ K) and that the resultingnets are still in. According toProposition
4.3, we have 12 possible cases for the ﬁrst transition; this case analysis is omitted, as it can be inferred from the
proof of (the similar, but more complicated) Lemma 5.7. 
Theorem 4.8 (Soundness of ≈ w.r.t. ∼=). If N ≈ M then N ∼=M.
Proof. By Lemma 4.7, we know that ≈ is context closed. Thus, we only need to prove that ≈ is barb preserving
and reduction closed. To prove that ≈ is barb preserving, let N ⇓ l; by Deﬁnition 3.1 and Proposition 4.4, this
means that N =⇒ (˜l) (l :: 〈l′〉 ‖ N ′), for some N ′, l′ and l˜ such that l ∈ l˜. Now, by (LTS-OPEN) and (LTS-PAR),
(˜l) (l :: 〈l′〉 ‖ N ′) (˜l) 〈l
′〉@ l: l−−−−−−−−→ ; hence, N (˜l) 〈l′〉@ l: l========⇒ . By hypothesis, we get that M (˜l) 〈l′〉@ l: l========⇒ ; thus, by
Proposition 4.2(3), M ⇓ l. To prove that ≈ is reduction closed, let N −→ N ′; by Proposition 4.4, this implies
that N
−→ N ′. By hypothesis, we can ﬁnd a M ′ such that N ′ ≈ M ′ and M =⇒ M ′; again by Proposition 4.4,
M |=⇒ M ′. 
We now want to prove the converse, namely that all barbed congruent nets are bisimilar. To this aim, we
need some preliminary technicalities.
Notation 4.9. We write
Go l Do a Then P
to denote a process that migrates at l to perform action a and then comes back to its starting location to execute
P . Formally, Go l Do a Then P running at l′ is a shortcut for
conn(l).eval(a.eval(disc(l).P)@l′)@l
We deﬁne the standard internal choice operator, to non-deterministically select for execution exactly one
between two processes, as follows:
P ⊕ Q  new(l).out(l)@l.( in(l)@l.P | in(l)@l.Q )
It is easy to see that l′ :: P ⊕ Q behaves as either l′ :: P or l′ :: Q and these possibilities are mutually
exclusive.
The following key Lemma states that we can throw away a fresh locality hosting a restricted datum from
two barbed congruent nets and the resulting nets, deprived of the restriction, are bisimilar.
Lemma 4.10. Let (l) (N ‖ lf :: 〈l〉) ∼= (l) (M ‖ lf :: 〈l〉) and lf be fresh for N , M and l; then, N ≈ M.
Proof. By Lemma 4.6, it sufﬁces to prove that
  { (N ,M) : (l) (N ‖ lf :: 〈l〉)∼=(l) (M ‖ lf :: 〈l〉) and lf ∈ n(N ,M , l) }
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is a bisimulation up-to ≡. We omit the details of the proof because it proceeds as the (more complicated) proof
of Lemma 5.8. 
Theorem 4.11 (Completeness of ≈ w.r.t. ∼=). If N∼=M then N ≈ M.
Proof. By Lemma 4.6, it sufﬁces to prove that ∼=∪ ≈ is a bisimulation up-to ≡. Take N ∼=M and a transition
N
−→ N ′; we then reason by case analysis on .
 = . By Proposition 4.4, the thesis follows from reduction closure.
 = 〈l〉@ l1 : l1 . We consider the context
C [·]  (l′) ([·] ‖ {lf ↔ l1} ‖ lf :: in(l)@l1.disc(l1).(out(l′)@lf ⊕ nil))
for l′ and lf fresh, and the reduction C [N ] |=⇒ D [N ′]  N¯ , where
D [·] (l′) ([ · ] ‖ lf :: out(l′)@lf ⊕ nil)
By context and reduction closure, C [M ] |=⇒ M¯ , for some M¯ such that N¯∼=M¯ . This fact implies that
M
〈l〉@ l1: l1======⇒ M ′, for some M ′, otherwise M¯ would not be able to exhibit a barb at lf (whereas N¯ can). Now
consider the reduction N¯ |=⇒ D ′ [N ′] N¯ ′, with
D ′ [·]; (l′) ([ · ] ‖ lf : 〈l′〉) ‖ (l′′) ({lf ↔ l′′} ‖ lf :: in(l′′)@l′′.nil),
which is obtained by exploiting the deﬁnition of ⊕ and resolving the choice in favour of the left hand side (l′′
is the locality created to implement ‘⊕’). By reduction closure, it must be that M¯ |=⇒ M¯ ′ and N¯ ′∼=M¯ ′; because of
freshness of lf , this implies that M¯ ′ ≡ D ′ [M ′′], for some M ′′ such that M ′ =⇒ M ′′. Now, it is easy to prove that
D ′ [N ′] ≈ (l′) (N ′ ‖ lf : 〈l′〉) (and similarly for M ′′). Moreover, by using Theorem 4.8, we can replace ≈ with∼=; thus, (l′) (N ′ ‖ lf : 〈l′〉) ∼= D ′ [N ′]  N¯ ′ ∼= M¯ ′ ≡ D ′ [M ′′] ∼= (l′) (M ′′ ‖ lf : 〈l′〉). Since ≡ ⊆ ∼= and since ∼=
is transitive, by Lemma 4.10, we get N ′ ≈ M ′′; this sufﬁces to conclude.
 = (l) 〈l〉@ l1 : l1 . We consider the context
C [·]  [·] ‖ {lf ↔ l1} ‖ lf :: in(!x)@l1.disc(l1).(out(x)@lf ⊕ nil)
for lf fresh, and proceed as in the previous case.Notice thatM must eventually exhibit a restricted datumat l1.
Indeed, the presence of any datumat l1 is ascertained by action in(!x)@l1.Moreover, at least one restricted datum
must be present at l1, otherwise lf would exhibit only free data in any evolution of C [M ], whereas lf exhibits
a restricted datum in the chosen evolution of C [N ].2 Such a restricted datum can be then alpha-converted to l
to obtain that M =⇒ M ′′ and N ′ ≈ M ′′, for some M ′′.
 = l1l2. Consider the context
C [·]  (l) ([·] ‖ lf :: Go l1 Do disc(l2) Then (out(l)@lf ⊕ nil))
and proceed like before.
 = ∃?. We consider the context C [·]  [·] ‖ Net() and the reduction C [N ] −→ N ′. Then, by context and
reduction closure, C [M ] |=⇒ M ′ and N ′ ∼=M ′, for someM ′. This sufﬁces to conclude (see Deﬁnition 4.5(2)). 
From Theorems 4.8 and 4.11 we get the wanted result.
Corollary 4.12 (Alternative characterisation of barbed congruence). ≈ = ∼= .
2 To see that there must be an evolution of C [M ] producing a restricted datum at l1 (and, therefore, at lf ), consider the following context
[·] ‖ {lf ↔ l′f } ‖ 
l′ ∈ fn(M)
l′f :: in(l′)@lf .out()@l′f
where l′f is a fresh locality. The chosen evolution of C [N ] will never enable the production of a datum at l′f because we assumed that bound
names are different from the free ones; thus,M cannot produce only free data at l1, otherwise it would not be equivalent to N .
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5. Bisimulation equivalence for tKlaim
In this section, we develop a bisimulation-based characterisation of barbed congruence for tKlaim, i.e., for
the language where a handshake between the nodes involved is necessary to activate a connection. We ﬁrst
reformulate the LTS presented in Section 4.1 to deal with the ﬁner new scenario; then, wemove to the alternative
characterisation of barbed congruence, by smoothly adapting Deﬁnition 4.5.
5.1. A revised labelled transition system
The LTS of Section 4.1 must be now extended with two new, complementary, labels: one for action conn and
one for acpt. Thus, the syntax of labels becomes as follows:
 ::= . . . | (˜l) l1 : ?l2 | l1 : !l2
Intuitively, (˜l) l1 : ?l2 results from enriching label ∃?l2l2 (that in the LTS of Section 4.1 labels transitions
due to action conn(l2)) with the node address l1 (that can also be restricted) where the action takes place;
of course, bn( (˜l) l1 : ?l2 ) l˜. Label l1 : !l2 instead indicates execution at l1 of an action acpt accepting a
connection request from l2. These new labels are generated by rules (LTS-CONN), (LTS-ACC1) and (LTS-ACC2)
in Table 6; they are synchronised via rule (LTS-EST), which establishes a new connection as a consequence of
a synchronisation between a connection request and an acceptance. Like for (LTS-COMPL), no scope extension
is carried out by (LTS-EST): the scope must have been extended previously through (LTS-STRUCT); this also
ensures that the address of the node performing the conn does not occur free in the net where acpt is performed.
The new version of rule (LTS-OPEN) in Table 6 allows restricted nodes to perform action conn; however, it
does not admit labels of the form 〈l′〉@ l′ : l . Indeed, in the new framework, exporting a bound name via a
communication does not ‘fully open’ its scope. Consider, for example, the net
(l′) (l :: 〈l′〉 ‖ l′ :: C)
It would be too informative to state that (l′) (l :: 〈l′〉 ‖ l′ :: C) (l
′) 〈l′〉@ l: l−−−−−−−−→ l :: nil ‖ l′ :: C . Indeed, if C  〈〉,
no context can observe 〈〉 at l′, because l′ is “unreachable” (i.e., it is not connected with any other node of the
net, nor it requires/accepts any connection). Hence, the nets
(l′) (l :: 〈l′〉 ‖ l′ :: 〈〉) and (l′) (l :: 〈l′〉 ‖ l′ :: nil) ()
are barbed congruent. However, if we rely on the LTS of Table 4 (and on the associated notion of bisimulation),
the above nets would not be equable. Indeed,
(l′) (l :: 〈l′〉 ‖ l′ :: 〈〉) (l
′) 〈l′〉@ l: l−−−−−−−−→ l :: nil ‖ l′ :: 〈〉 〈〉@ l
′: l′−−−−−→
whereas
(l′) (l :: 〈l′〉 ‖ l′ :: nil) (l
′) 〈l′〉@ l: l−−−−−−−−→ l :: nil ‖ l′ :: nil 〈〉@ l
′: l′−−−−−→/
Therefore, bisimilarity would have an observational power that no language context actually has; hence, bisim-
ilarity would be more discriminating than barbed congruence.
To properly tackle these situations, we say that the scope of an extruded name l′ is only half-opened by a
label of the form (l′) 〈l′〉@ l : l and introduce the notion of extended nets, i.e., nets that may possibly contain
half-restricted names. Extended nets are ranged over byN,M,K, ... (and their decorated versions) and are formally
deﬁned as follows:
N ::= N | (l)N | (l)N | N1 ‖ N2
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Table 5
Additional Structural Congruence Laws
Table 6
The Revised Labelled Transition System for full tKlaim
Intuitively, half-restricted names correspond to addresses of nodes whose scope has been extended but whose
reachability is still unknown. Thus, the half-restriction operator (l) is not a binder for l since l is known to
the environment (that has previously received the name via an action generating label (l) 〈l〉@ l1 : l2 ); thus,
fn((l)N)  {l} ∪ fn(N) and, in (l)N, l cannot be alpha-converted.
To cope with half-restrictions, the structural congruence ≡ deﬁned through the laws in Table 2 is extended
with the laws in Table 5. In (HEXT), we write l ∈ fa(N) if N ≡ N ‖ l :: nil, i.e., l is the address of a non-restricted
node in N (we shall sometimes say that l is a free address of N , and this motivates the notation). The last rule
is justiﬁed by the fact that, since l is half-restricted, it has been previously exported via a bound output; thus, it
can occur as a free name in N (maybe, in the receiving process), but it cannot be a free address of N because it is
still (potentially) unreachable in M.
Now, a transition with label (l) 〈l〉@ l1 : l2 is performed when a restriction on l is turned to a half-
restriction, see rule (LTS-HALFOPEN) inTable 6.Half-restrictions are removedonlywhen thenode corresponding
to a half-restricted name becomes ‘reachable’, i.e., whenever it performs a conn/acpt or whenever it exhibits a
connection with another node of the net (see rule (LTS-FULLOPEN)). Until such a moment, actions involving
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a half-restricted name l are regulated by rules (LTS-HALFRES1), that permits all those actions not involving
l, and (LTS-HALFRES2), that permits output and input of l. This should motivate the term half-restriction: a
half-restricted name is not either really restricted nor free because only some actions involving it are forbidden.
Let us come back for a moment to the nets in (). With the new LTS, it is impossible to infer (l′) (l :: 〈l′〉 ‖
l′ :: 〈〉) (l
′) 〈l′〉@ l: l−−−−−−−−→ l :: nil ‖ l′ :: 〈〉; instead, by using (LTS-HALFOPEN), we can only infer that (l′) (l :: 〈l′〉 ‖
l′ :: 〈〉) (l
′) 〈l′〉@ l: l−−−−−−−−→ (l′) (l :: nil ‖ l′ :: 〈〉) and the latter net cannot exhibit label 〈〉@ l′ : l′ anymore. In the new
framework, the latter label can be inferred (and, hence, the two nets can be distinguished again) only if the scope
of l′ can be fully opened, e.g., if l′ accepts connections. Indeed, we have that (l′) (l :: 〈l′〉 ‖ l′ :: 〈〉 | acpt(!x)) and
(l′) (l :: 〈l′〉 ‖ l′ :: acpt(!x)) are not barbed congruent.
To conclude the presentation of the revised labelled transition relation (between extended nets) of Table 6,
we now give some results, in the same vein as the corresponding ones given in Section 4.1. Notably, the -steps of
the LTS still coincide with the reductions of the extended language, i.e., an analogous of Propositions 4.4 holds.
To prove this, we need the following generalisation of Propositions 4.2 and 4.3; we omit the proofs because they
are similar to the previous ones.
Proposition 5.1. The following facts hold:
(1) if N
l1l2−−→ N′, then N ≡ N′ ‖ {l1 ↔ l2};
(2) if N
〈l〉@ l1: l2−−−−−−→ N′, then N ≡ N′ ‖ l1 :: 〈l〉 ‖ {l1 ↔ l2};
(3) if N
(l) 〈l〉@ l1: l2−−−−−−−−→ N′, then N ≡ (l) (N′ ‖ l1 :: 〈l〉 ‖ {l1 ↔ l2}) and l ∈ {l1, l2}.
Proposition 5.2. Let l˜1 ∩ l˜2 = ∅; then, (l˜1)(l˜2)(N ‖ K) −→ N¯ if and only if one of the following conditions holds,
possibly swapping K and N :
(1) (l˜1)(l˜2)N
−→ (l˜′1)(l˜′2)N′ and N¯ ≡ (l˜′1)(l˜′2)(N′ ‖ K). In particular
(a) n() ∩ {l˜1, l˜2} = ∅ implies that N −→ N′, l˜′1 = l˜1 and l˜′2 = l˜2;
(b)  = (l) ′, ′ = 〈l〉@ l1 : l2 , l ∈ l˜1 and {l1, l2} ∩ {l˜1, l˜2} = ∅ imply that N 
′−→ N′, l˜′1 = l˜1 − {l} and
l˜′2 = l˜2 ∪ {l};
(c)  ∈ { 〈l〉@ l1 : l2 , ∃? 〈l〉@ l1 : l2 }, l ∈ l˜2 and {l1, l2} ∩ {l˜1, l˜2} = ∅ imply that N −→ N′, l˜′1 = l˜1 and
l˜′2 = l˜2;
(d)  = (l) ′, ′ = l : ?l′ , l ∈ l˜1 and l′ ∈ {l˜1, l˜2} imply that N 
′−→ N′, l˜′1 = l˜1 − {l} and l˜′2 = l˜2;
(e)  ∈ {ll′, l : ?l′ , l : !l′ }, l ∈ l˜2 and l′ ∈ {l˜1, l˜2} imply that N −→ N′, l˜′1 = l˜1 and l˜′2 = l˜2 − {l}.
(2) N
(˜l) 〈l〉@ l1: l1−−−−−−−−→ N′, K l1l2−−→ K′ and N¯ ≡ (l˜′1)(l˜′2)(N′ ‖ K′), where
•  = (l) 〈l〉@ l1 : l2 , l˜′1 = l˜1 − {l} and l˜′2 = l˜2 ∪ {l}, if l˜ = ∅ and l ∈ l˜1
•  = (˜l) 〈l〉@ l1 : l2 , l˜′1 = l˜1 and l˜′2 = l˜2, otherwise.
(3) N
∃?l1l2−−−−→ N′, K l1l2−−→ K′, N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′) and  = .
(4) (a) N
∃? 〈l〉@ l2: l1−−−−−−−→ N′, K (˜l) 〈l〉@ l2: l1−−−−−−−−→ (˜l)K′, l˜ ∩ fn(N) = ∅, N¯ ≡ (˜l, l˜1) (l˜2)(N′ ‖ K′) and  = .
(b) N
∃? 〈l〉@ l2: l1−−−−−−−→ N′, K ≡ (l)K′, K′ 〈l〉@ l2: l1−−−−−−→ K′′, l ∈ fa(N), N¯ ≡ (l˜1) (l, l˜2) (N′ ‖ K′′) and  = .
(5) (a) N
l1l2−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N′, K (˜l) 〈l〉@ l2: l2−−−−−−−−−→ (˜l)K′, l˜ ∩ fn(N) = ∅, N¯ ≡ (˜l, l˜1) (l˜2)(N′ ‖ K′) and  = .
(b) N
l1l2−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N′, K ≡ (l)K′, K′ 〈l〉@ l2: l2−−−−−−→ K′′, l ∈ fa(N), N¯ ≡ (l˜1) (l, l˜2) (N′ ‖ K′′) and  = .
(6) N
(˜l) 〈l〉@ l2: l2−−−−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N′, K l2l1−−→ K′, l˜ ∩ fn(K) = ∅, N¯ ≡ (˜l, l˜1) (l˜2)(N′ ‖ K′) and  = .
(7) N
(˜l) l1: ?l2−−−−−−→ N′, K l2: !l1−−−→ K′, l˜ ∩ fn(K) = ∅, N¯ ≡ (˜l, l˜1) (l˜2)(N′ ‖ K′ ‖ {l1 ↔ l2}) and  = .
R. De Nicola et al. / Information and Computation 205 (2007) 1491–1525 1507
Proposition 5.3. N −→ M if and only if N −→ M.
Finally, we present a result that describes how the free addresses of a net change upon executionof a transition;
the proof straightforwardly follows from thedeﬁnitionof theLTS. Inparticular, notice that half-restrictednames
are not free addresses, because of the side condition of rule (HEXT).
Proposition 5.4. Let N
−→ N′; then
• if  ∈ {  , (˜l) 〈l〉@ l1 : l2 } then fa(N′) = fa(N);
• if  ∈ { ll′, (˜l) l : ?l′ , l : !l′ } then fa(N′) = fa(N) ∪ {l}, if l is half-restricted in N, and fa(N′) = fa(N) ∪ l˜,
otherwise;
• if  ∈ { ∃?l1l2, ∃? 〈l〉@ l2 : l1 } then fa(N′) = fa(N) ∪ {l2}.
Proof. The proof can be done by an easy induction on the depth of the shortest inference for the judgement
N
−→ N′. 
5.2. A bisimulation-based characterisation of barbed congruence
We can smoothly adaptDeﬁnition 4.5 to characterise barbed congruence also in the richer language. Notably,
actions conn and acpt correspond quite closely to output/input preﬁxes of the synchronous -calculus [28] and,
thus, are handled similarly (see point 1 of Deﬁnition 5.5).
Deﬁnition 5.5 (Bisimilarity). A symmetric relation  between tKlaim nets is a bisimulation if, for each N  M
and N
−→ N ′, it holds that:
(1)  ∈ {, l1l2, (˜l) 〈l〉@ l1 : l1 , (˜l) l1 : ?l2 , l1 : !l2 } implies that M ˆ=⇒ M ′ and N ′  M ′, for some M ′;
(2)  = ∃? implies that M ‖ Net() =⇒ M ′ and N ′  M ′, for some M ′.
Bisimilarity, ≈, is the largest bisimulation.
We now prove that this new version of the bisimilarity still exactly captures barbed congruence. We follow
the path of Section 4.2 to prove the main result of this section, as reported by the following theorem.
Theorem 5.6 (Alternative characterisation of barbed congruence). ≈ = ∼= .
The inclusion “⊆ ” trivially follows from the fact that ≈ is context closed. The inclusion “⊇ ” follows from the
fact that ∼= is a bisimulation; thanks to context closure, this can be proved by building, for any possible action,
a context forcing two barbed congruent nets to behave as required by Deﬁnition 5.5. In the remainder of this
section, we give full details of these key steps.
Lemma 5.7. ≈ is context closed.
Proof. We shall prove that the relation
 { ( (l˜1)(l˜2)(N ‖ K) , (l˜1)(l˜2)(M ‖ K) ) : (˜l)N ≈ (˜l)M, l˜ ⊆ (l˜1, l˜2), l˜ ∩ fa(K) = ∅,
K is restriction and half-restriction free }
is a bisimulation up-to ≡; by taking l˜ = ∅, we obtain the thesis. Consider (l˜1)(l˜2)(N ‖ K) −→ N¯; by Proposition
5.2, we have 16 cases. Indeed, since K is restriction and half-restriction free, cases 4(b) and 5(b) do not occur;
moreover, there is no restriction in the label of the transition from K in cases 4(a) and 5(a) and in the symmetric
of cases 2, 6 and 7. All the details are in Appendix A. 
We now consider the completeness part that can be easily proved, as before, once we prove the following
Lemma (that generalises Lemma 4.10).
Lemma 5.8.
(1) Let (l) (N ‖ lf :: 〈l〉)∼=(l) (M ‖ lf :: 〈l〉) and lf be fresh for N , M and l; then, (l) N ≈ (l)M.
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(2) Let (l) (N ‖ {l ↔ lf } ‖ lf :: 〈l〉)∼= (l) (M ‖ {l ↔ lf } ‖ lf :: 〈l〉), lf be fresh for N , M and l, and l ∈
fa(N) ∩ fa(M); then, N ≈ M.
Proof. We shall prove the two claims at once. To this aim, let l˜1 {l1, . . . , lk} and l˜2  {l′1, . . . , l′h} such that
h, k  0 and l˜1 ∩ l˜2 = ∅. Let f˜1  {f1, . . . , fk} and f˜2  {f ′1 , . . . , f ′h}be distinct, fresh and reserved names. Finally,
let
[[N , l˜1, f˜1, l˜2, f˜2]]  (l˜1, l˜2)(N ‖
k

i=1
fi :: 〈li〉 ‖
h

j=1
(f ′j :: 〈l′j〉 ‖ {f ′j ↔ l′j}))
Intuitively, nodes in l˜1 are those whose scope must be captured by a half-restriction (see claim 1 of this Lemma),
whereas nodes in l˜2 are those whose scope must be fully opened (see claim 2 of this Lemma). It sufﬁces to prove
that the relation
 {( (l˜1)N , (l˜1)M ) : [[N , l˜1, f˜1, l˜2, f˜2]] ∼= [[M , l˜1, f˜1, l˜2, f˜2]] ∧ (f˜1, f˜2) /= ∅
(f˜1, f˜2) ∩ fn(N ,M , l) = ∅ ∧ l˜2 ⊆ fa(N) ∩ fa(M)}
is a bisimulation up-to ≡. Indeed, by taking l˜1 = {l} and l˜2 = ∅, we prove the ﬁrst claim; vice versa, by taking
l˜2 = {l} and l˜1 = ∅, we prove the second claim. All the remaining details are in Appendix A. 
Theorem 5.9 (Completeness). If N∼=M then N ≈ M.
Proof.We shall prove that the relation ∼=∪ ≈ is a bisimulation up-to≡. LetN −→ N and reason by case analysis
on . Since the proof proceeds as in Theorem 4.11, we shall only give the contexts used to force M to properly
reply to .
(1)  = : the thesis easily follows from reduction closure.
(2)  = 〈l〉@ l1 : l1 : then N  N ′, for N −→ N ′. By using the context exhibited in the corresponding case
of Theorem 4.11, we get that M =⇒ M ′ and, by Lemma 5.8(1), (l′) N ′ ≈ (l′)M ′; by (HEXT), (HGARB) and
(PZERO), this yields N ′ ≈ M ′, as required.
(3)  = (l) 〈l〉@ l1 : l1 : then, N ≡ (l) N ′, for N ≡ (l) N ′′ and N ′′ 〈l〉@ l1: l1−−−−−−→ N ′. Hence, we can proceed as in
the corresponding case of Theorem 4.11 and obtain that M =⇒ (l)M ′ and (l) N ′ ≈ (l)M ′, as required.
(4)  = l1l2: then N  N ′, for N −→ N ′. Let l and lf be reserved and fresh names; now, consider the context
C [·]  (l) ([·] ‖ l1 :: acpt(lf ) ‖ lf :: Go l1 Do disc(l2) Then (out(l)@lf ⊕ nil))
Like in case 2, we obtain M =⇒ M ′ and N ′ ≈ M ′, as required.
(5)  = ∃?: the thesis easily follows by exploiting the context C [·]  [ · ] ‖ Net().
(6)  = l2 : !l1 : consider the context
C [·]  (l) ([·] ‖ l1 :: acpt(lf ) ‖ lf :: Go l1 Do conn(l2).disc(l2) Then out(l)@lf ⊕ nil)
for l and lf fresh, and proceed like in case 2.
(7)  = l2 : ?l1 : like case 6, with acpt in place of conn.
(8)  = (l2) l2 : ?l1 : then N  N ′, for N ≡ (l2) N ′′ and N ′′ l2: ?l1−−−→ N ′. Let lf be a reserved and fresh name;
now, consider the context
C [·] [ · ] ‖ l1 :: acpt(lf ) ‖ lf :: Go l1 Do acpt(!x).eval(acpt(lf ))@x.disc(x)
Then conn(x).(out(x)@lf ⊕ nil)
where, with abuse of notation, we use process Go l Do _ Then P introduced in Section 4.2 also when _ is
a sequence of actions. Like before, we obtain thatM =⇒M ′; moreover, like in case 3, the node performing
the conn must be bound also inM . Thus, by deﬁnition of the LTS, both N ′ andM ′ contain a free node with
address l2 because they both have performed a transition labelled with (l2) l2 : ?l1 . By Lemma 5.8(2),
this implies that N ′ ≈ M ′, as required. 
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6. Trace equivalence for tKlaim
In this section, we shall present a trace-based proof-technique for may testing. We start by recasting may
testing  in a more standard formulation in terms of observers, computations and success of a computation
[17], which justiﬁes the name of the equivalence. Intuitively, two nets are may testing equivalent if they cannot
be distinguished by any external observer taking note of the data offered by the observed nets.
Deﬁnition 6.1 (Observers). Observers, ranged over by O, O′, O1, . . ., are nets whose processes and nodes can use
the distinct and reserved locality name test as address of a node or as target of operations.
Deﬁnition 6.2 (Computations). Computations from N ‖ O are (possibly inﬁnite) sequences of reductions of the
form N ‖ O (≡ (l˜0) (N0 ‖ O0)) −→ (l˜1) (N1 ‖ O1) −→ · · ·. Such a computation is successful if there is some
i  0 such that Oi ≡ O′ ‖ test :: 〈〉 and test ∈ l˜i . We write N may O whenever there exists a successful
computation from N ‖ O.
Deﬁnition 6.3. N ′ M if, for every observer O, it holds that N may O if and only if M may O.
Proposition 6.4.  = ′ .
Proof. We start proving that  ⊆ ′ . Let N  M and take an observer O such that N may O. Then, by context
closure, N ‖ O  M ‖ O and, by barb preservation, N ‖ O ⇓ test (that comes from N may O) implies that
M ‖ O ⇓ test, i.e., M may O, as required.
Vice versa, to prove that ′ ⊆  , it sufﬁces to prove that ′ is barb preserving and context closed. Let
N ′ M . For barb preservation, let N ⇓ l and consider Otest :: in(!x)@l.out()@test ‖ {test ↔ l}. Then,
N may O that, by hypothesis, implies M may O. Now, because of freshness of test, this is possible only if
M ⇓ l. For context closure, the proof is by induction on the structure of the context C [·]. The base case is trivial.
For the inductive case, we have two possibilities:
• C [·]  D [·] ‖ H . By induction, we may assume that D [N ] ′ D [M ]. Let O be an observer such that
C [N ] may O. We now consider the observer H ‖ O; by Deﬁnition 6.3, by induction and by the fact that
D [N ] may H ‖ O, we have that D [M ] may H ‖ O. By rule (PASS) and because ≡ ⊆ ′, this implies
C [M ] may O.
• C [·]  (l)D [·]. Since l is bound, we can assume, up-to alpha-equivalence, that l ∈ n(O) for any observer
O. Now, C [N ] may O if and only if D [N ] may O (and similarly when replacing N with M ). By induction,
D [N ] ′ D [M ]; this sufﬁces to conclude. 
For some well-known process calculi, may testing coincides with trace equivalence [17,5,6]. Traditionally, trace
equivalence relates N and M if and only if the sets of their traces coincide; put in another form, if N exhibits a
sequence of visible actions  (i.e., a sequence of actions different from ), thenM must exhibit  as well, and vice
versa. In an asynchronous setting [6,11], this requirement must be properly weakened because the discriminating
power of asynchronous contexts is weaker: for example, the traditional formulation of trace equivalence would
distinguish the tKlaim nets l :: in(!x)@l1.in(!y)@l2 and l :: in(!y)@l2.in(!x)@l1, which are instead may testing
equivalent in our setting.
By following the approach put forward in [6], a weaker trace-based equivalence can be deﬁned by relying on a
pre-orderon traces (insteadof trace identity).Differently from [15],wediscuss here only the adaption totKlaim
of the lawsborrowed fromtheasynchronous-calculus [6]; indeed, in [15]weaimedat a complete characterisation
of may testing in the simpliﬁed setting without the acpt primitive, whereas here the corresponding completeness
result seems hard to obtain. The problem lies in the discriminating power of language contexts: to enable
observations, it is usually necessary to make the observed nodes accepting connection requests originating from
the context. This task can be easily accomplished for nodes at free addresses (by possibly exploiting process
mobility), but not for those at restricted ones; these nodes cannot be forced to accept connection requests. A
way to go around this problem and achieve completeness could be deﬁning a different form of observations
that would enable observation of restricted nodes and, thus, make observers stronger. We leave the formal
development of this solution (and possibly different ones) for future research. However, it has to be said that
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observation operators that are not in the observed language would not respect the original spirit of testing
equivalences [17].
To deﬁne trace equivalence, we have to slightly modify the LTS of Section 5.1 and add bound input and bound
acceptance labels; they take the form ∃?(l) 〈l〉@ l1 : l2 and l1 : !(l2) l2, respectively, and are needed to deﬁne
a complementation function over labels (that is trivially extended to traces):
(˜l) 〈l〉@ l1 : l2  ∃?(˜l) 〈l〉@ l1 : l2 ∃?(˜l) 〈l〉@ l1 : l2  (˜l) 〈l〉@ l1 : l2
l1l2  ∃?l1l2 ∃?l1l2  l1l2
(˜l) l1 : ?l2  l2 : !(˜l) l1 l2 : !(˜l) l1  (˜l) l1 : ?l2
Of course, bn() is extended by letting bn(∃?(l) 〈l〉@ l1 : l2) = bn( l′ : !(l) l ) = {l}, whereas fn() and n()
are deﬁned accordingly. Labels ∃?(l) 〈l〉@ l1 : l2 and l′ : !(l) l are generated whenever a net N can perform
∃? 〈l〉@ l1 : l2 and l′ : !l , respectively, for l ∈ fn(N).
Notation 6.5. As a matter of notation, we shall use 	 to range over visible labels (i.e., labels different from ) and
 to range over (possibly empty) sequences of visible labels. As usual, N 
=⇒ denotes N =⇒ and N 	·==⇒ denotes
N
	=⇒ =⇒ .
Then, we introduce a pre-order  over traces. The intuition behind ′   is that, if a context can interact
with a net that exhibits , then the context can interact with any net that exhibits ′ as well (see Lemma 6.8).
Formally,  is obtained as the least reﬂexive and transitive relation deﬁned by the following laws, all inspired
by [6], where we exploit function ()\˜l used to properly move/remove a label of the form ∃?(l) 〈l〉@ l1 : l2 :
(L1)  · (′)\˜l   · (∃? · ′)\˜l if (′)\˜l /= ⊥
(L2)  · (	 · ∃? · ′)\˜l   · (∃? · 	 · ′)\˜l if (	 · ∃? · ′)\˜l /= ⊥
(L3)  · (′)\˜l   · (∃? ·  · ′)\˜l if (′)\˜l /= ⊥
Intuitively, law (L1) states that labels representing ‘requirements’ cannot be directly observed. Law (L2) states
that the execution of a ‘requirement’ action can be delayed along computations without being noticed by any
observer. Finally, law (L3) states that two adjacent ‘complementary’ actions can be deleted. However, when
moving/removing a label of the form ∃?(l) 〈l〉@ l1 : l2 , we must keep the information that l is a fresh received
name. To this aim, we exploit the function ()\˜l whose formal deﬁnition is:
()\˜l   if l˜ ∩ fn() = ∅
(	 · )\l 
⎧⎨⎩
∃?(l) 〈l〉@ l1 : l2 · 
	 · ()\l
⊥
if 	 = ∃? 〈l〉@ l2 : l1 and l ∈ {l1, l2}
if l ∈ n(	) and ()\l /= ⊥
otherwise
To better understand themotivations underlying this deﬁnition, consider the following example that justiﬁes the
side condition of law (L1) (similar arguments also hold for laws (L2) and (L3)). In the trace ∃?(l) 〈l〉@ l2 : l1 ·
〈l〉@ l3 : l4 performed by N , the input action cannot be erased. Indeed, since l is fresh, N cannot get knowledge
of lwithout performing the input and, consequently, cannot perform the action 〈l〉@ l3 : l4 . On the other hand,
if N can receive l via an additional communication between another pair of nodes, say l5 and l6 (thus, it can
performaction ∃? 〈l〉@ l6 : l5 just after ∃?(l) 〈l〉@ l2 : l1), then the ﬁrst input action can be erased and the trace
∃?(l) 〈l〉@ l6 : l5 · 〈l〉@ l3 : l4 is smaller (w.r.t. ) than ∃?(l) 〈l〉@ l2 : l1 · ∃? 〈l〉@ l6 : l5 · 〈l〉@ l3 : l4 .
Finally, we are ready to deﬁne trace equivalence.
Deﬁnition 6.6 (Trace equivalence).  is the largest symmetric relation between tKlaim nets such that, whenever
N  M , it holds that N =⇒ implies M ′=⇒ , for some ′  .
R. De Nicola et al. / Information and Computation 205 (2007) 1491–1525 1511
We now prove that  is a sound proof-technique for  . More precisely, we shall prove that trace equivalent
nets are also may testing equivalent, in the sense of Deﬁnition 6.3; because of Proposition 6.4 this sufﬁces to
conclude. Thus, we use observers O and denote OK the label 〈〉@test : test , i.e., the action that must be
exhibited in any successful computation.
To prove soundness, we need two auxiliary lemmata. The ﬁrst one states that a net can report success when
run in parallel with an observer if and only if they execute complementary traces (where the complementation
function is pointwise extended to sequences of actions as expected). The second one states that the laws deﬁning
 are ‘sound’, in the sense that, whenever ′   and N ′=⇒ , any observer able to perform  may report success
when run in parallel with N .
Lemma 6.7. N ‖ O OK=⇒ if and only if N =⇒ and O  ·OK===⇒ .
Proof. The “if” part is proved by induction on the length of . For the “only if” part, it must be that N ‖
O (
−→ )nH OK−→ ; the proof is by induction on n and exploits Proposition 5.2 to examine all the possible interactions
among N and O. 
Lemma 6.8. Let ′  , N ′=⇒ and O ·OK===⇒; then, N ‖ O OK=⇒ .
Proof. By induction on the number of laws used to derive ′  , we prove that O ′·OK===⇒ ; by Lemma 6.7, this
sufﬁces to conclude. 
Theorem 6.9 (Soundness of  w.r.t. ). If N  M then N  M.
Proof. Let O be an observer such that N ‖ O OK=⇒ . By Lemma 6.7, there exists  such that N =⇒ and O  ·OK===⇒ .
By Deﬁnition 6.6, there exists ′   such that M ′=⇒ ; by Lemma 6.8, it holds that M ‖ O OK=⇒ , as required by
Deﬁnition 6.3. 
7. An example: dynamic connections in a cellular net
In this section, we consider a scenario for communications between mobile devices, model it with tKlaim
and use the introduced proof techniques to verify a relevant property. The scenario we consider is inspired by
the handover protocol, proposed by the European Telecommunication Standards Institute for the GSM Public
Land Mobile Network (PLMN). A formal speciﬁcation and veriﬁcation of the protocol by using the -calculus
can be found in [31].
The PLMN is a cellular system which consists of Mobile Stations (MSs), Base Stations (BSs) and Mobile
Switching Centres (MSCs). MSs are mobile devices that provide services to end users. BSs manage the interface
between the MSs and a stationary net; they control the communications within a geographical area (a cell). Any
MSC handles a set of BSs; it communicates with them and with other MSCs using a stationary net. A handover
occurs whenever the BS responsible for a MS should be changed during the computation (e.g., because the MS
exits from the area associated to its current BS and enters in the area associated to a different BS).
For the sake of simplicity, we shall focus on the aspects more closely related to connection handling. We
shall exploit polyadic communications: thus, tuples of names will be used as basic data. Data will be retrieved
by using pattern matching. A pattern is a sequence of names u and bound names !x. A pattern matches against a
tuple if both have the same number of ﬁelds and corresponding ﬁelds do match (two names match if identical,
and a bound name matches any name). The pattern matching function, in case of successful matching, returns
a substitution used to replace the bound names of the pattern with the corresponding names of the tuple in the
continuation process. All the theory we have developed in this paper for the monadic version of tKlaim can be
adapted to its polyadic version; the price to be paid is a heavier notation in the proofs (see, e.g., [22]).
In our implementation, MSs, BSs and MSCs are modelled as nodes. We consider a simple PLMN, with one
MSC (whose address is msc), n BSs (whose addresses are bs1, . . . , bsn, resp.) and just one MS (whose address is
l). We assume a private data repository of msc, located at the reserved node table and used to store the address
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of the BSs (this is a permanent information) and the current MS-to-BS associations (that can change upon
handovers). The handover for l is handled by the MSC via the following process:
HNDVR  in(l, !x)@table.in(!y)@table.out(y)@table.
eval x( eval l(acpt(y)).disc(l).evalmsc,y( conn(l).evalmsc(out(l, y)@table) ) )
where eval u(P) is a more compact notation for eval(P)@u; similarly, eval u,v(P) stands for eval(eval(P)@v)@u.
ProcessHNDVR ﬁrst selects aMS-to-BS association to be changed; then, it chooses a newBS, properly changes
the connections between the MS and the BSs, and updates the repository table. By assuming that l is handled
by the BS bsi , the resulting system is
SYS i  ( table, bs1, . . . , bsn)(msc :: ∗HNDVR ‖ {msc ↔ table} ‖
n

j=1
(table :: 〈bsj〉 ‖ {msc ↔ bsj}) ‖ table :: 〈l, bsi〉 ‖ {bsi ↔ l} )
The main property we want to guarantee in this scenario is that the MS at l remains connected to the PLMN
upon handovers. To formalise this requirement, we consider the following process:
CONN  in(l, !x)@table.eval x( out(“conn′′, l,msc)@l.evalmsc(out(l, x)@table) )
Intuitively, CONN aims at delivering to l a message stating that l is connected to the net governed by msc.
Now, consider the following minor variation of SYSi using CONN :
SYS ′i  ( table, bs1, . . . , bsn)(msc :: ∗HNDVR | ∗ CONN ‖ {msc ↔ table} ‖
n

j=1
(table :: 〈bsj〉 ‖ {msc ↔ bsj}) ‖ table :: 〈l, bsi〉 ‖ {bsi ↔ l} )
Soundness of the protocol can be established by proving that SYS ′i is behaviourally equivalent to SPEC , where
SPEC  msc :: nil ‖ l :: ∗out(“conn", l,msc)@l
Intuitively, such an equivalence holds if (and only if) l is permanently connected to the net governed by msc;
indeed, in SPEC we can produce at l as many data of the form 〈“conn", l,msc〉 as wanted, whereas in SYS ′i
this can be done only if there is always a connection between l and some BS. Thus, SPEC can be seen as a
speciﬁcation of the desired behaviour of any implementation of the system.
We shall give both a bisimulation-based and a trace-based proof of the soundness condition just described.
To this aim, we deﬁne the following nets:
PLMN  msc :: ∗HNDVR | ∗ CONN ‖ {msc ↔ table} ‖ n
j=1
(table :: 〈bsj〉 ‖ {msc ↔ bsj})
PLMN−i  msc :: ∗HNDVR | ∗ CONN ‖ {msc ↔ table} ‖
1..n

j /=i
table :: 〈bsj〉 ‖
n

j=1
{msc ↔ bsj}
Intuitively, PLMN is the ‘static’ part of the net, i.e. the part (almost) always present in it; PLMN−i is a transient
state of PLMN where the datum 〈bsi〉 has been temporarily removed from table. If we let l˜  table, bs1, . . . , bsn,
then we get that
SYS ′i = (˜l) (PLMN ‖ table :: 〈l, bsi〉 ‖ {bsi ↔ l} )
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Now, if we let
k
l :: (〈“conn", l,msc〉)k 
{
l ::
︷ ︸︸ ︷
〈“conn", l,msc〉 | · · · | 〈“conn", l,msc〉 if k > 0
l :: nil if k = 0
and deﬁne the following generalisations of SYS ′i and SPEC :
SYS ′i,k  (˜l) (PLMN ‖ table :: 〈l, bsi〉 ‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
SPECk  SPEC ‖ l :: (〈“conn", l,msc〉)k
we have that the following nets describe the evolutions of SYS ′i,k arising from the execution of one copy of process
CONN :
N 0i,k  (˜l) (PLMN ‖ msc :: eval bsi ( out(“conn", l,msc)@l.evalmsc(out(l, bsi)@table) )
‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
N 1i,k  (˜l) (PLMN ‖ bsi :: out(“conn", l,msc)@l.evalmsc(out(l, bsi)@table) ‖ {bsi ↔ l})
‖ l :: (〈“conn", l,msc〉)k
N 2i,k  (˜l) (PLMN ‖ bsi :: evalmsc(out(l, bsi)@table) ‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
N 3i,k  (˜l) (PLMN ‖ msc :: out(l, bsi)@table ‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
Similarly, we have that the following nets describe the evolutions of SYS ′i,k arising from the execution of one
copy of process HNDVR :
M 0i,j,k  (˜l) (PLMN ‖ msc :: in(!y)@table. · · · ‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
M 1i,j,k  (˜l) (PLMN−j ‖ msc :: out(bsj)@table. · · · ‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
M 2i,j,k  (˜l) (PLMN ‖ msc :: eval bsi (eval l(acpt(bsj)). · · ·) ‖ {bsi ↔ l})
‖ l :: (〈“conn", l,msc〉)k
M 3i,j,k  (˜l) (PLMN ‖ bsi :: eval l(acpt(bsj)). · · · ‖ {bsi ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
M 4i,j,k  (˜l) (PLMN ‖ bsi :: disc(l). · · · ‖ {bsi ↔ l} ‖ l :: (〈“conn", l,msc〉)k | acpt(bsj))
M 5i,j,k  (˜l) (PLMN ‖ bsi :: evalmsc,bsj (conn(l). · · ·) ‖ l :: (〈“conn", l,msc〉)k | acpt(bsj))
M 6i,j,k  (˜l) (PLMN ‖ msc :: eval bsj (conn(l). · · ·) ‖ l :: (〈“conn", l,msc〉)k | acpt(bsj))
M 7i,j,k  (˜l) (PLMN ‖ bsj :: conn(l).evalmsc(· · ·) ‖ l :: (〈“conn", l,msc〉)k | acpt(bsj))
M 8i,j,k  (˜l) (PLMN ‖ bsj :: evalmsc( out(l, bsj)@table ) ‖ {bsj ↔ l})
‖ l :: (〈“conn", l,msc〉)k
M 9i,j,k  (˜l) (PLMN ‖ msc :: out(l, bsj)@table ‖ {bsj ↔ l}) ‖ l :: (〈“conn", l,msc〉)k
We can ﬁnally consider the possible evolutions of nets SYS ′i,k , SPECk , Nhi,k andMhi,j,k to study the relationships
between SYS ′i and SPEC .
SYS ′i,k
mscmsc−−−−−→ SYS ′i,k (1)
ll−→ SYS ′i,k (2)
〈“conn",l,msc〉@ l: l−−−−−−−−−−−→ SYS ′i,k−1 for k > 0 (3)
−→ N 0i,k (4)
−→ M 0i,j,k (5)
SPECk
mscmsc−−−−−→ SPECk (6)
ll−→ SPECk (7)
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〈“conn",l,msc〉@ l: l−−−−−−−−−−−→ SPECk−1 for k > 0 (8)
∃?ll−−−→ SPECk+1 (9)
−→ SPECk+1 (10)
Nhi,k
mscmsc−−−−−→ Nhi,k (11)
ll−→ Nhi,k (12)
〈“conn",l,msc〉@ l: l−−−−−−−−−−−→ Nhi,k−1 for k > 0 (13)
−→ Nh+1i,k for h = 0, 2 (14)
−→ N 2i,k+1 for h = 1 (15)
−→ SYS ′i,k for h = 3 (16)
Mhi,j,k
mscmsc−−−−−→ Mhi,j,k (17)
ll−→ Mhi,j,k (18)
〈“conn",l,msc〉@ l: l−−−−−−−−−−−→ Mhi,j,k−1 for k > 0 (19)
−→ Mh+1i,j,k for h < 9 (20)
−→ SYS ′j,k for h = 9 (21)
A bisimulation-based proof of equivalence. We must exhibit a bisimulation containing the pair (SYS ′i ,SPEC ).
Our candidate relation is
;
⋃
k  0
i= 1..n
{(SYS ′i,k , SPECk)} ∪
⋃
k  0
i= 1..n
h= 0..3
{(Nhi,k , SPECk)} ∪
⋃
k  0
i,j ∈ {1..n}
h= 0..9
{(Mhi,j,k , SPECk)}
Indeed,  contains (SYS ′i ,SPEC ) up-to ≡, because SYS ′i ≡ SYS ′i,0 and SPEC ≡ SPEC0.
We now prove that  is a bisimulation. Consider the pair (SYS ′i,k , SPECk). The transitions (1), (2) and (3) are
simulated by the transitions (6), (7) and (8), respectively, and vice versa; the transitions (4) and (5) are simulated
by the empty sequence of  actions; the transitions (9) and (10) are simulated by the sequence of  actions (4),
(14) and (15) leading SYS ′i,k to N 2i,k+1. Then, consider the pair (N
h
i,k , SPECk). The transitions (11), (12) and (13) are
simulated by the transitions (6), (7) and (8), respectively, and vice versa; the transitions (14) and (16) are simulated
by the empty sequence of  actions; the transition (15) is simulated by the transition (10); the transitions (9) and
(10) are simulated by the sequence of  actions leading to N 2i,k+1, if h = 0, 1, or by the sequence of  actions
Nhi,k =⇒ SYS ′i,k =⇒ N 2i,k+1, if h = 2, 3. Finally, consider the pair (Mhi,j,k , SPECk). The transitions (17), (18) and (19)
are simulated by the transitions (6), (7) and (8), respectively, and vice versa; the transitions (20) and (21) are
simulated by the empty sequence of  actions; the transitions (9) and (10) are simulated by the sequence of 
actions Mhi,j,k =⇒ SYS ′j,k =⇒ N 2j,k+1.
A trace-based proof of equivalence. We must prove that any trace of SYS ′i can be simulated by a proper trace of
SPEC , and vice versa. We start with the easier task, namely we show that SPECk
=⇒ implies that SYS ′i,k 
′=⇒ , for
′  . The proof is by induction on the length of ; the base step is trivial. For the inductive step, let 	 · 1,
i.e., SPECk
	=⇒ SPECk ′ 1=⇒ . According to transitions (6)/.../(10), we have only four possibilities for the visible
action 	:
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(1) 	 = mscmsc: then k ′  k , as -actions can only expand the set of data located at l in SPECk (see transition
(10)). By transitions (1), (4), (14), (15) and (16), SYS ′i,k
mscmsc=====⇒ SYS ′i,k ′ and, by induction, there exists a 2  1
such that SYS ′i,k ′
2=⇒ . We can conclude, by letting ′ be mscmsc · 2.
(2) 	 = ll: similar to the previous case.
(3) 	 = 〈“conn", l,msc〉@ l : l : then k ′  k − 1 and the proof proceeds like before.
(4) 	 = ∃?ll: then k ′ > k . Thus, by transitions (4), (14), (15) and (16), we get SYS ′i,k =⇒ SYS ′i,k ′ . By induction,
there exists a 2  1 such that SYS ′i,k ′
2=⇒ . We can conclude, by letting ′ be 2; indeed, by using law (L1),
we have that ′  2  1  	 · 1.
Wenowconsider the other direction.Actually,weprove a stronger result, i.e., that SYS ′i,k
=⇒ implies SPECk =⇒ .
The proof is by induction on the length of ; the base case is trivial. For the inductive case, let 	 · ′, i.e.,
SYS ′i,k =⇒ K
	−→ K ′ ′=⇒ . If K ′  SYS ′i′,k ′ , for some i′ and k ′, the thesis follows by an easy induction. Otherwise, we
have two possible sub-cases:
K ′  Mhi′,j,k ′ :to apply induction, we need to letK ′ produce ′ through a net of the form SYS ′i′,k ′ . Therefore, we con-
sider the following alternative way3 to produce ′: K ′ =⇒ SYS ′j,k ′ =⇒M 0j,i′,k ′ =⇒ SYS ′i′,k ′ =⇒Mhi′,j,k ′
′=⇒ .
Now, SPECk =⇒ SPECk ′′ 	−→ SPECk ′ , for k ′′ = k ′, if transitions (17) or (18) have been used to derive
K ′ from K , and k ′′ = k ′ + 1, if (19) has been used. By induction, SPECk ′ 
′=⇒ ; this sufﬁces to conclude.
K ′  Nhi′,k ′ : consider K ′ =⇒ SYS ′i′,k ′′ =⇒ Nhi′,k ′+1
′=⇒ , where k ′′ = k ′, if h = 2, 3, and k ′′ = k ′ + 1, if h = 0, 1. Again,
take SPECk =⇒ SPECk ′′′ 	−→ SPECk ′+1, for k ′′′ = k ′ + 1, if transitions (11) or (12) have been used to
derive K ′ from K , and k ′′′ = k ′ + 2, if (13) has been used. By induction, SPECk ′+1 
′=⇒ ; this sufﬁces
to conclude.
Concluding remark. This example shows that working with bisimilarity is easier than working with trace equiva-
lence. To establish bisimilarity, we had only to ﬁnd, for every action of one net, a proper reply by the other net. To
establish trace equivalence, a more sophisticated inductive reasoning was needed. Of course, the step that comes
after is the adaption of known algorithms and tools to (semi-)automatically work with our bisimulation. This
requires a preliminary phase in which all the possible transitions of the two nets are derived, similarly to what
we have manually done in (1)/.../(21). after this, it sufﬁces to ﬁnd a proper matching between such transitions,
like that in the bisimulation-based proof of equivalence.
8. Conclusions and related work
We have presented operational and observational semantics for tKlaim, a process calculus equipped with
primitives for process distribution and mobility, remote and asynchronous communication through distributed
data repositories, and dynamic activation/deactivation of inter-node connections. The semantic theories we
introduced in this paper have been deﬁned in a uniform fashion by following the approach put forward in [7]:
(1) we deﬁned some basic observables for a global computing setting;
(2) we closed the basic observables under all possible contexts and/or reductions, to obtain barbed congruence
and may testing;
(3) we gave a more tractable characterisation of the former equivalence by means of a labelled
bisimulation.
3 Notice that, since trace equivalence does not rely on co-induction (i.e., it is not reduction closed), the way in which SYS ′i,k generates  is
not relevant.
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The proposed language and its semantic theories have proved suitable to program and verify a non-trivial
example, inspired by the handover protocol.
tKlaim permits a direct description of key features of global computers such as process distribution and
mobility, and inter-node connections. This makes it different from, e.g., the -calculus. We believe that tKlaim
and -calculus are formalisms standing at two different levels of abstraction: tKlaim enables the user to exploit
the knowledge of the topology of the net; the -calculus (and especially its dialects more suitable for distributed
implementations, like Join calculus [18] and 1-calculus [1]) permits directly referring to network sockets (that
can be represented as communication channels). Of course, the key features of tKlaim can be implemented in
-calculus; however, they would be hidden within complex process structures, thus making it difﬁcult to reason
on the resulting processes.
Several calculi with process distribution and mobility have been proposed in the last decade. In Section 1, we
have already touched upon major differences between some calculi for global computers and tKlaim from a
linguistic point of view. Here, we want to mention work on equivalences for such languages.
Bisimulation-based characterisations of barbed congruences for calculi relying on a ﬂat net topology are
developed in [1,23]. Such characterisations are mainly derived from bisimulation equivalences for the -calculus
and its variants. Bisimulation-based characterisations of barbed congruences for calculi relying on a hierarchical
net topology are developed in [8,10,24,26]. All such bisimulations are based on Sangiorgi’s context bisimulation
[34], thus they still rely on a universal quantiﬁcation over processes. Moreover, the bisimulations introduced in
[10,24] are not complete proof techniques for the corresponding barbed congruences.
Even though processes can occur in tKlaim as arguments of actions eval, our formalism shares with calculi
relying on a ﬂat net topology the fact that the LTS and the associated bisimulation do not use labels containing
processes. Indeed, the bisimulation relies only on a standard quantiﬁcation over names (when considering labels
of the form ∃? 〈l〉@ l2 : l1) and we strongly conjecture that bisimilarity is decidable, for non-trivial fragments
of the language: techniques similar to those in [30] could be used here. But we have also that tKlaim shares with
calculi relying on a hierarchical net topology the complication of the underlying LTS. As a partial defence we
can say that the LTS is just an adequate tool to establish the alternative characterisation of barbed congruence
and it is not intended as a tool to deﬁne the operational semantics of tKlaim.
The work most closely related to ours is Ref. [20] (the detailed proofs are reported in [9]). There, a distributed
version of the -calculus, called DF , is presented where nodes are connected through links that can fail during
the computation and a bisimulation-based proof technique is used to establish properties of systems. Indeed,
also Francalanza andHennessy [20] tackle the problem of specifying and proving properties distributed systems
whose behaviour is dependent on an underlying unreliable network whose characteristics can vary over time. In
this context it is important to “manage” theknowledge about unreachable parts of the network.For this, they rely
onpartial views and ’unreachable names’whilewe resort to ’half-restricted’ names. Their technical developments
are however very different from ours; they need to resort to a ’type environment’ to take the knowledge of the
environment into account and their nodes or links can only die (forever) while our ’connect/disconnect concept’
allows modeling of more dynamic networks.
It would be worth studying forms of abstractions, e.g., administrative domains and security policies, that
determine virtual networks on top of the effective ones. To this aim, dynamically evolving type environments
could be exploited to constraint the behaviours of processes and the observations of an environment. Some
work in this direction has been done in [23].
Orthogonally, it would also be interesting to analyse efﬁciency issues to better clarify the advantages ofmobile
code and process distribution. A possible application is to study possible rearrangements of the processes over a
given net to minimise the number of remote operations, that are normally more expensive and slower than local
ones. A simple way to model this scenario is to assign costs to connections (see, e.g., [12]) and develop efﬁciency
preorders based on such information.
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Appendix A. Technical proofs
Proof of Proposition 4.3. Let (˜l) (N ‖ K) −→ N¯ ; we reason by induction on the depth of the shortest inference
for
−→ and prove that only one of the cases enumerated in this Proposition is possible. We have three base
cases (of depth 2); in all of them, l˜ = ∅ and the hypotheses are axioms from Table 4. We analyse the last rule
used in the inference:
• (LTS-PAR): we fall in case 1 of this Proposition.
• (LTS-OFFER): we fall in case 2 of this Proposition.
• (LTS-COMPL): we fall in case 3 or 4 of this Proposition.
For the inductive step, we reason by case analysis on the last rule applied in the inference. The cases for (LTS-
PAR), (LTS-OFFER) and (LTS-COMPL) are easily adapted from the base case (no inductive hypothesis is needed).
(LTS-RES): let l˜ = (l, l˜′); then, (l˜′) (N ‖ K) −→ N¯ ′ and N¯(l) N¯ ′, for l ∈ n(). By induction on (l˜′) (N ‖
K)
−→ N¯ ′, that has a shorter inference, we fall in one of the cases of this Proposition. In the
same case falls also the inference for (˜l) (N ‖ K) −→ N¯ .
(LTS-OPEN): now l˜ = (l, l˜′), (l˜′) (N ‖ K) 〈l〉@ l1: l2−−−−−−→ N¯ ′,  = (l) 〈l〉@ l1 : l2 and N¯  N¯ ′. Thus, we apply
induction and we can only fall in cases 1 or 2 (or their symmetric versions); in the same case
falls the inference from (˜l) (N ‖ K).
(LTS-STRUCT): we reason by case analysis on the axiom of Table 2 used by the rule. If reﬂexivity of ≡
or axiom (AlPHA) is used, we rely on a trivial induction; otherwise, we have the following
possibilities:
(PZERO): l˜ = ∅ and we fall in case 1 of this Proposition.
(PCOM): l˜ = ∅ andK ‖ N −→ N¯ ′, for N¯ ′ ≡ N¯ . By induction onK ‖ N −→ N¯ ′, that has a shorter inference,
we fall in one of the cases of this Proposition. Now, if the induction yields one of the ﬁrst six
cases, the original net N ‖ K evolves according to the symmetric case and vice versa.
(PASS): again, l˜ = ∅; moreover, N  N1 ‖ N2 and N1 ‖ (N2 ‖ K) −→ N¯ ′, for N¯ ′ ≡ N¯ . We now apply
induction and reason on the case in which the latter transition falls:
Case 1: then, N1
−→ N ′1 and N¯ ′  N ′1 ‖ (N2 ‖ K). We still easily fall in case 1.
Symmetric of case 1: N2 ‖ K −→ N¯ ′′ and N¯ ′  N1 ‖ N¯ ′′: we apply induction to N2 ‖ K −→ N¯ ′′; the case for
(N1 ‖ N2) ‖ K is the same as that obtained in this latter inductive step.
Case 2: then,N1
(l˜′) 〈l〉@ l1: l1−−−−−−−−−→N ′1 ,N2 ‖ K
l1l2−−→ N¯ ′′ and N¯ ′N ′1 ‖ N¯ ′′. By induction,N2 ‖ K
l1l2−−→
is only possible when either N2
l1l2−−→ or K l1l2−−→ ; then, (N1 ‖ N2) ‖ K evolves according
to cases 1 or 2, respectively.
Cases 3, 5, 6, and symmetric of cases 2, 3 and 4: similar to the previous case.
Case 4: then, N1
∃? 〈l〉@ l1: l2−−−−−−−→ N ′1 , N2 ‖ K
(l) 〈l〉@ l2: l1−−−−−−−−→ N¯ ′′ and N¯ ′(l) (N ′1 ‖ N¯ ′′): by induction, N2 ‖
K
(l) 〈l〉@ l2: l1−−−−−−−−→ can be inferred in four ways:
• N2 (l) 〈l〉@ l2: l1−−−−−−−−→ : then, N ‖ K evolves according to case 1.
• K (l) 〈l〉@ l2: l1−−−−−−−−→ : then, N ‖ K evolves according to case 4.
• N2 (l) 〈l〉@ l2: l2−−−−−−−−−→ and K l2l1−−→ : then, N ‖ K evolves according to case 6.
• N2 l2l1−−→ and K (l) 〈l〉@ l2: l2−−−−−−−−−→ : then, N ‖ K evolves according to case 5.
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Symmetric of case 5: N1
(l˜′) 〈l〉@ l2: l2−−−−−−−−−→ N ′1 , N2 ‖ K
l2l1−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N¯ ′′ and N¯ ′  (l˜′) (N ′1 ‖ N¯ ′′): by
induction, N2 ‖ K l2l1−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ can be inferred in four ways:
• N2 l2l1−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ : then, N ‖ K evolves according to case 1.
• K l2l1−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ : then, N ‖ K evolves according to the symmetric of case 5.
• N2 ∃? 〈l〉@ l2: l1−−−−−−−→ and K l2l1−−→ : then, N ‖ K evolves according to case 6.
• N2 l2l1−−→ and K ∃? 〈l〉@ l2: l1−−−−−−−→ : then, N ‖ K evolves according to the symmetric of case 4.
Symmetric of case 6: N1
l2l1−−→ N ′1 , N2 ‖ K
(l˜′) 〈l〉@ l2: l2−−−−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ N¯ ′′ and N¯ ′  (l˜′) (N ′1 ‖ N¯ ′′): by
induction, N2 ‖ K (l˜
′) 〈l〉@ l2: l2−−−−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ can be inferred in four ways:
• N2 (l˜
′) 〈l〉@ l2: l2−−−−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ : then, N ‖ K evolves according to case 1.
• K (l˜′) 〈l〉@ l2: l2−−−−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ : then, N ‖ K evolves according to the symmetric of case 6.
• N2 ∃? 〈l〉@ l2: l1−−−−−−−→ and K (l˜
′) 〈l〉@ l2: l2−−−−−−−−−→ : then, N ‖K evolves according to case 5.
• N2 (l˜
′) 〈l〉@ l2: l2−−−−−−−−−→ and K ∃? 〈l〉@ l2: l1−−−−−−−→ : then, N ‖K evolves according to the symmetric of
case 4.
Symmetric version of (PASS): similar to the previous one, but now K  K1 ‖ K2 and (N ‖ K1) ‖ K2 −→ N¯ ′.
(RCOM): l˜ = (l1, l2, l˜′) and (l2) (l1) (l˜′) (N ‖ K) −→ N¯ ′, for N¯ ′ ≡ N¯ ; then, by induction,
we can conclude that (l1) (l2) (l˜′) (N ‖ K) evolves correspondingly.
(EXT): l˜ = ∅; moreover, K  (l) K¯ and (l) (N ‖ K¯) −→ N¯ ′, for N¯ ′ ≡ N¯ and l ∈ fn(N).
Now, we can apply induction to (l) (N ‖ K¯) −→ N¯ ′ and conclude that N ‖ K
evolves in the sameway as (l) (N ‖ K¯); just notice that, whenever K¯ 〈l〉@ l2: l1−−−−−−→K ′
arises upon induction, we obtain K
(l) 〈l〉@ l2: l1−−−−−−−−→ K ′.
Symmetric version of (EXT): similar to the previous one. Notice that now l˜ = {l}; moreover, whenever
(l) K
(l) 〈l〉@ l2: l1−−−−−−−−→ K ′ arises, it will be replaced by K 〈l〉@ l2: l1−−−−−−→ K ′.
Symmetric versions of (REPL), (ClONE), (SELF) or (CONN): we can build a no longer inference for N ‖ K −→ N¯
where the symmetric version of (REPL)/(ClONE)/
(SELF)/(CONN) is not used at all. Thus, we can eas-
ily conclude by relying on one of the previous cases.

Proof of Lemma 5.7. Let (l˜1)(l˜2)(N ‖ K) −→ N¯; by Proposition 5.2, we have 16 possible interactions.
(1) (Proposition 5.2(1)) (l˜1)(l˜2)N
−→ (l˜′1)(l˜′2)N′ and N¯ ≡ (l˜′1)(l˜′2)(N′ ‖ K); we have ﬁve sub-cases:
(a) (l˜1, l˜2) ∩ n() = ∅, N −→ N′, l˜′1 = l˜1 and l˜′2 = l˜2: then, (˜l)N
−→ (˜l)N′; we reason by case analysis on :
(i)  ∈ {, l1l2, (˜l) 〈l〉@ l1 : l1 , (˜l) l1 : ?l2 , l1 : !l2 }. By hypothesis, (˜l)M ˆ=⇒ (˜l)M′ and (˜l)N′ ≈
(˜l)M′; thus, trivially, (l˜1)(l˜2)(M ‖ K) ˆ=⇒ (l˜1)(l˜2)(M′ ‖ K)  M¯ and, by deﬁnition, N¯  M¯.
(ii)  = ∃?. By (EXT), we have that (˜l)M ‖ Net() ≡ (˜l)(M ‖ Net()) =⇒ (˜l)M′ and (˜l)N′ ≈ (˜l)M′;
hence, by (EXT) and (HEXT), it holds that (l˜1)(l˜2)(M ‖ K) ‖ Net() ≡ (l˜1)(l˜2)(M ‖ Net() ‖
K) =⇒ (l˜1)(l˜2)(M′ ‖ K)  M¯ and N¯  M¯.
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(b)  = (l) ′, ′ = 〈l〉@ l1 : l2 , l ∈ l˜1, {l1, l2} ∩ (l˜1, l˜2) = ∅, N 
′−→ N′, l˜′1 = l˜1 − {l} and l˜′2 = l˜2 ∪ {l}:
then, it can be either l ∈ l˜ or not; however, in both cases, (˜l)M ′=⇒ (˜l)M′ and (˜l)N′ ≈ (˜l)M′. Then,
(l˜1)(l˜2)(M ‖ K) =⇒ (l˜′1)(l˜′2)(M′ ‖ K)  M¯ and N¯  M¯, because l˜ is still a subset of (l˜′1, l˜′2) .
(c)  ∈ { 〈l〉@ l1 : l2 , ∃? 〈l〉@ l1 : l2 }, l ∈ l˜2, {l1, l2} ∩ (l˜1, l˜2) = ∅, N −→ N′, l˜′1 = l˜1 and l˜′2 = l˜2: the case
for  = 〈l〉@ l1 : l2 is similar to case 1(a).i, whereas the case for  = ∃? 〈l〉@ l1 : l2 is similar to
case 1(a).ii.
(d)  = (l) ′, ′ = l : ?l′ , l ∈ l˜1, l′ ∈ (l˜1, l˜2), N 
′−→ N′, l˜′1 = l˜1 − {l} and l˜′2 = l˜2: if l ∈ l˜ then the case
is simple. Otherwise, (˜l)N 
′=⇒ (l˜′)N′, for l˜′ = l˜− {l}; thus, (˜l)M ′=⇒ (l˜′)M′ and (l˜′)N′ ≈ (l˜′)M′. Then,
(l˜1)(l˜2)(M ‖ K) =⇒ (l˜′1)(l˜2)(M′ ‖ K)  M¯ and N¯  M¯, because l˜′ ⊆ l˜ and, hence, l˜′ ∩ fa(K) = ∅.
(e)  ∈ {ll′, l : ?l′ , l : !l′ }, l ∈ l˜2, l′ ∈ (l˜1, l˜2), N −→ N′, l˜′1 = l˜1 and l˜′2 = l˜2 − {l}: similar to case 1(d).
(2) (symmetric of Proposition 5.2(1)) (l˜1)(l˜2)K
−→ (l˜′1)(l˜′2)K′ and N¯ ≡ (l˜′1)(l˜′2)(N ‖ K′); since we are working
up-to ≡, by using laws (EXT) and (HEXT), we can assume that K′ is restriction and half-restriction free.
We only give details for point (a); points (b)/.../(e) can be proved by arguments easy derivable from what
follows. For case (a), we reason by case analysis on :
(i)  = . Then, trivially, l˜1 ⊆ l˜′1 (‘⊂’ holds whenever K evolves by performing a new) and l˜′2 = l˜2. Thus,
(l˜1)(l˜2)(M ‖ K) −→ (l˜′1)(l˜′2)(M ‖ K′)  M¯; by deﬁnition, N¯  M¯, because l˜ ⊆ (l˜′1, l˜′2) and fa(K′) = fa(K)
(see Proposition 5.4).
(ii)  = 〈l〉@ l1 : l2 . By Proposition 5.4, fa(K′) = fa(K). Moreover, by deﬁnition of the LTS, it must
be {l1, l2} ∩ (l˜1, l˜2) = ∅. If l ∈ l˜1, then l˜′1  l˜1 − {l} and l˜′2 = l˜2 ∪ {l}; otherwise, l˜′1 = l˜1 and l˜′2 = l˜2.
In both cases, we conclude as before, because l˜ is still a subset of (l˜′1, l˜
′
2).
(iii) ∈ {l1l2, l1 : ?l2 , l1 : !l2 }. Then, by deﬁnition of the LTS, l2 ∈ (l˜1, l˜2) and, because l1 ∈ fa(K),
l1 ∈ l˜. Moreover, if l1 ∈ (l˜1, l˜2), then l˜′1 = l˜1 and l˜′2 = l˜2; if l1 ∈ l˜1 (this case is possible only for
 = l1 : ?l2 ), then l˜′1 = l˜1 − {l1} and l˜′2 = l˜2; ﬁnally, if l1 ∈ l˜2, then l˜′1 = l˜1 and l˜′2 = l˜2 − {l1}. Hence,
(l˜1)(l˜2)(M ‖ K) −→ (l˜′1)(l˜′2)(M ‖ K′)  M¯ and, by deﬁnition, N¯  M¯, because l˜ is still a subset of (l˜′1, l˜′2)
and l˜ ∩ fa(K′) = ∅.
(iv)  = ∃?. Then (l˜1)(l˜2)(M ‖ K) ‖ Net() ≡ (l˜1)(l˜2)(M ‖ K ‖ Net()) −→ (l˜1)(l˜2)(M ‖ K′)  M¯ and,
trivially, N¯  M¯. Indeed, by Proposition 5.4, fa(K′) = fa(K) ∪ {l2} but, by deﬁnition of the LTS,
l2 ∈ (l˜1, l˜2); thus, fa(K′) ∩ l˜ = ∅.
(3) (Proposition 5.2(2)) N
(l˜′) 〈l〉@ l2: l2−−−−−−−−−→ (l˜′)N′, K l1l2−−→ K′ and N¯ ≡ (l˜′1)(l˜′2)(N′ ‖ K′); if l˜′1 = l˜1 and l˜′2 = l˜2,
the proof is derivable from case 13; if l˜′1 = l˜1 − {l} and l˜′2 = l˜2 ∪ {l}, the proof is similar to case 1(b).
(4) (symmetric of Proposition 5.2(2)) N
l1l2−−→ N′, K 〈l〉@ l2: l2−−−−−−→ K′ and N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′); this case is easy
derivable from case 14.
(5) (Proposition 5.2(3)) N
∃?l1l2−−−−→ N′, K l1l2−−→ K′ and N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′); then, since {l1, l2} ⊆ fa(K),
we have that {l1, l2} ∩ l˜ = ∅. Hence, (˜l)M ‖ {l1 ↔ l2} ≡ (˜l)(M ‖ {l1 ↔ l2}) =⇒ (˜l)M′ and (˜l)N′ ≈ (˜l)M′.
Now, by Proposition 5.1(1), (l˜1)(l˜2)(M ‖ K) ≡ (l˜1)(l˜2)(M ‖ {l1 ↔ l2} ‖ K′) and we can easily
conclude.
(6) (symmetric of Proposition 5.2(3))N
l1l2−−→N′,K ∃?l1l2−−−−→K′ and N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′); then, since l1 ∈ fa(K),
we have that l1 ∈ l˜. If l2 ∈ l˜, then (˜l)M l1l2===⇒ (˜l)M′ and (˜l)N′ ≈ (˜l)M′; we can easily conclude (notice
that fa(K′) = fa(K) ∪ {l2} and, hence, fa(K′) ∩ l˜ = ∅). If l2 ∈ l˜, then we consider N l2l1−−→ N′ (that must
hold whenever N
l1l2−−→ N′ holds). Thus, (˜l)N l2l1−−→ (l˜′)N′, for l˜′ = l˜− {l2}; then, (˜l)M l2l1===⇒ (l˜′)M′ and
(l˜′)N′ ≈ (l˜′)M′; this sufﬁces to conclude, as fa(K′) ∩ l˜′ = ∅.
(7) (Proposition 5.2(4).a) N
∃? 〈l〉@ l2: l1−−−−−−−→ N′, K 〈l〉@ l2: l1−−−−−−→ K′ and N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′); this case is similar to
case 5.
1520 R. De Nicola et al. / Information and Computation 205 (2007) 1491–1525
(8) (symmetric of Proposition 5.2(4).a) K
∃? 〈l〉@ l2: l1−−−−−−−→ K′, N (l˜′) 〈l〉@ l2: l1−−−−−−−−−→ (l˜′)N′, l˜′ ∩ fn(K) = ∅ and N¯ ≡
(l˜′, l˜1) (l˜2)(N′ ‖ K′): again, by deﬁnition of the LTS, l1 ∈ fa(K). So, l1 ∈ l˜, whereas it may be either l2 ∈ l˜
or not; we only consider the ﬁrst case, as the second one is simpler. Then, (˜l)N
l2l1−−→ (l˜′) 〈l〉@ l2: l2−−−−−−−−−→ (l˜′′)N′,
where l˜′′ = (˜l− {l2}) ∪ l˜′. Thus, (˜l)M l2l1===⇒ (l˜
′) 〈l〉@ l2: l2==========⇒ (l˜′′)M′ and (l˜′′)N′′ ≈ (l˜′′)M′. By Proposition
5.1, (l˜1)(l˜2)(M ‖ K) =⇒ (l˜′, l˜1) (l˜2)(M′ ‖ {l1 ↔ l2} ‖ l2 :: 〈l〉 ‖ K) −→ (l˜′, l˜1) (l˜2)(M′ ‖ K′)  M¯ and N¯  M¯:
indeed, l˜′′ ⊆ (l˜′, l˜1, l˜2) and, because l˜′ ∩ fn(K) = ∅, it holds that l˜′′ ∩ fa(K′) = ∅.
(9) (symmetric of Proposition 5.2(4).b) K
∃? 〈l〉@ l2: l1−−−−−−−→ K′, N ≡ (l)N′, N′ 〈l〉@ l2: l1−−−−−−→ N′′, l ∈ fa(K) and N¯ ≡
(l˜1) (l, l˜2) (N′′ ‖ K′): this case can be proved like case 8; notice that here we have l˜′′ = (˜l− {l2}).
(10)(Proposition 5.2(5).a) N
l1l2−−→ N′ ∃? 〈l〉@ l2: l1−−−−−−−→ N′′, K 〈l〉@ l2: l2−−−−−−→ K′ and N¯ ≡ (l˜1)(l˜2)(N′′ ‖ K′); by def-
inition of K and of the LTS, it holds that l2 ∈ l˜. On the other hand, it may be either l1 ∈ l˜ or
not; we only explicitly consider the ﬁrst case, that is more delicate. We now have (˜l)N
l1l2−−→ (l˜′)N′,
with l˜′ = l˜− {l1}; then, (˜l)M l1l2===⇒ (l˜′)M′ and (l˜′)N′ ≈ (l˜′)M′. Now, (l˜′)N′ ∃? 〈l〉@ l2: l1−−−−−−−→ (l˜′)N′′;
thus, (l˜′)M′ ‖ {l1 ↔ l2} ‖ l2 :: 〈l〉 ≡ (l˜′)(M′ ‖ {l1 ↔ l2} ‖ l2 :: 〈l〉) =⇒ (l˜′)M′′ and (l˜′)N′′ ≈ (l˜′)M′′. By
Proposition 5.1, (l˜1)(l˜2)(M ‖ K) =⇒ (l˜1)(l˜2)(M′ ‖ {l1 ↔ l2} ‖ l2 :: 〈l〉 ‖ K′) =⇒ (l˜1)(l˜2)(M′′ ‖ K′)  M¯ and
N¯  M¯.
(11) (symmetric ofProposition 5.2(5).a)N
(l˜′) 〈l〉@ l2: l2−−−−−−−−−→ (l˜′)N′,K l1l2−−→∃? 〈l〉@ l2: l1−−−−−−−→K′ and N¯ ≡ (l˜′, l˜1) (l˜2)(N′ ‖
K′): this is similar to case 6 but simpler, because l˜ ∩ {l1, l2} = ∅.
(12)(symmetric of Proposition 5.2(5).b) N ≡ (l)N′ 〈l〉@ l2: l2−−−−−−→ (l)N′′, K l1l2−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ K′ and N¯ ≡
(l˜1) (l, l˜2) (N′′ ‖ K′): this case is similar to case 9 but simpler, because l˜ ∩ {l1, l2} = ∅.
(13)(Proposition 5.2(6)) N
(l˜′) 〈l〉@ l2: l2−−−−−−−−−→ (l˜′)N′ ∃? 〈l〉@ l2: l1−−−−−−−→ (l˜′)N′′, K l1l2−−→ K′ and N¯ ≡ (l˜′, l˜1) (l˜2)(N′′ ‖ K′);
by deﬁnition of K, it holds that {l1, l2} ∩ l˜ = ∅. Hence, (˜l)M (l˜
′) 〈l〉@ l2: l2==========⇒ (˜l, l˜′)M′, (˜l, l˜′)M′ ‖ {l1 ↔ l2} ‖
l2 :: 〈l〉 ≡ (˜l, l˜′) (M′ ‖ {l1 ↔ l2} ‖ l2 :: 〈l〉) =⇒ (˜l, l˜′)M′′ and (˜l, l˜′)N′′ ≈ (˜l, l˜′)M′′; we easily conclude up-to
≡, since (˜l, l˜′) ⊆ (l˜′, l˜1, l˜2) and (˜l, l˜′) ∩ fa(K′) = ∅, because bound names are different from the free ones.
(14)(symmetric of Proposition 5.2(6)) N
l1l2−−→ N′, K 〈l〉@ l2: l2−−−−−−→ ∃? 〈l〉@ l2: l1−−−−−−−→ K′ and N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′); notice
that {l1, l2} ∩ l˜ = ∅ and easily conclude.
(15)(Proposition 5.2(7)) N
(l˜′) l2: ?l1−−−−−−→ N′, K l1: !l2−−−→ K′ and N¯ ≡ (l˜′, l˜1) (l˜2)(N′ ‖ K′ ‖ {l1 ↔ l2}); by deﬁnition
of the LTS and by l˜ ∩ fa(K) = ∅, it holds that l1 ∈ l˜. If l˜′ = {l2}, then l2 ∈ l˜; so, (˜l)M (l2) l2: ?l1=======⇒ (˜l)M′, for
(˜l)N′ ≈ (˜l)M′, and we easily conclude. If l˜′ = ∅, we reason like in case 6.
(16)(symmetric of Proposition 5.2(7)) N
l2: !l1−−−→ N′, K l1: ?l2−−−→ K′ and N¯ ≡ (l˜1)(l˜2)(N′ ‖ K′ ‖ {l1 ↔ l2}); similar
to case 15. 
Proof of Lemma 5.8. Let (l˜1)N
−→ N. Notice that, since (f˜1, f˜2) are reserved, they will remain fresh upon any
transition; moreover, since free addresses can only increase upon transitions (see Proposition 5.4), nodes in l˜2
will remain present in any reduct of N andM . We reason by case analysis on ;4 moreover, to lighten notations,
when l˜1, f˜1, l˜2, f˜2 are clear from the context, we shall abbreviate [[N , l˜1, f˜1, l˜2, f˜2]] as [[N ]].
(1)  = : then, N ≡ (l˜1)N ′, for N −→ N ′. This implies that [[N ]] −→ [[N ′]]; because of reduction closure of ∼=,
[[M ]] =⇒ M¯ and [[N ′]]∼=M¯ . Since (f˜1, f˜2) are fresh, it must be that M =⇒ M ′ (thus, (l˜1)M =⇒ (l˜1)M ′) and
M¯ ≡ [[M ′]]; hence, by deﬁnition, N  (l˜1)M ′ up-to ≡.
(2)  = ll′: by deﬁnition of the LTS, l′ ∈ l˜1; however, l′ can belong to l˜2 or not, whereas it can be either
l ∈ (l˜1, l˜2), l ∈ l˜1 or l ∈ l˜2; moreover, if both l and l′ belong to l˜2, we also have to consider whether they
are the same name or not. This yield seven sub-cases:
4 We follow here a way of reasoning similar to the one used in Theorem 4.11. Thus, we shall only give the discriminating context C [·] and
some details on the key issues.
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(a) (l˜1, l˜2) ∩ {l, l′} = ∅: as before, N ≡ (l˜1)N ′ for N −→ N ′. Let lf ∈ (f˜1, f˜2) and consider the context
C [·]  [ · ] ‖ l′ :: acpt(lf ) ‖ lf :: Go l′ Do Then (nil ⊕ out()@lf )
By context and reduction closure, we obtain that (l˜1)M
ll′==⇒ (l˜1)M ′′ and (l˜1)N ′  (l˜1)M ′′.
(b) l ∈ l˜1 and l′ ∈ l˜2: then l /= l′ and N  (l˜′1)N ′, for N
ll′−−→ N ′ and l˜′1  l˜1 − {l}; let l = li and f ′h+1 be
a new, reserved and fresh name. Consider the context
C [·]  [ · ] ‖ l′ :: acpt(f ′h+1) ‖ {fi ↔ f ′h+1} ‖
f ′h+1 :: in(!x)@fi.disc(fi).Go l′ Do eval(acpt(f ′h+1))@x. Then
conn(x).(out(x)@f ′h+1 ⊕ nil)
Like before, we consider the reductions C [[[N ]]] |=⇒ [[N ′, l˜′1, f˜∗, l˜′2, f˜ ′∗]] ‖ fi :: nil, where f˜∗  f˜1 −
{fi}, l˜′2  l˜2 ∪ {li} and f˜ ′∗  f˜2 ∪ {f ′h+1}. Because of freshness of fi , [[N ′, l˜′1, f˜∗, l˜′2, f˜ ′∗]] ‖ fi ::
nil∼=[[N ′, l˜′1, f˜∗, l˜′2, f˜ ′∗]]; we can easily conclude.
(c) l ∈ l˜2 and l′ ∈ l˜2: let l = l′j and consider the context
C [·] [ · ] ‖ l′ :: acpt(f ′j ) ‖ f ′j ::in(!x)@f ′j .Go l′ Do Then
out(x)@f ′j .(nil ⊕ out()@f ′j )
(d) l′ ∈ l˜2 and l ∈ (l˜1, l˜2): like the previous case, with l in place of l′.
(e) l ∈ l˜1 and l′ ∈ l˜2: let l = li , l′ = l′j and f ′h+1 be a new, reserved and fresh name; then, consider the
context, derived from that in 2(b)
C [·][ · ] ‖ {f ′j ↔ fi} ‖ {f ′j ↔ f ′h+1} ‖
f ′j :: in(!x)@fi.disc(fi).in(!y)@f ′j .out(y)@f ′j .eval(acpt(f ′j ))@y.
Go y Do eval(acpt(f ′h+1))@x. Then
eval(disc(f ′j ).conn(x).(out(x)@f ′h+1 ⊕ nil))@f ′h+1
(f) l ∈ l˜2 and l′ ∈ l˜2, with l /= l′: let l = l′j1 and l = l′j2 , for j1 /= j2; consider the context
C [·][ · ] ‖ {f ′j1 ↔ f ′j2} ‖
f ′j2 :: in(!y)@f ′j2 .in(!x)@f ′j1 .eval(acpt(f ′j2))@y.
Go y Do Then out(y)@f ′j2 .
eval(disc(f ′j2).out(x)@f
′
j1
.(nil ⊕ out()@f ′j1))@f ′j1
(g) l = l′ ∈ l˜2: then, by rule (SELF), l ∈ fa(M) implies M ≡ M ‖ {l ↔ l}, and the thesis easily follows.
(3)  = 〈l〉@ l′ : l′ : this case is similar to case 2, with action in(·)@l′ replacing in C [·].
(4)  = (l) 〈l〉@ l′ : l′ : we have two sub-cases:
(a) l′ ∈ l˜2: then, N ≡ (l˜1)N′, for N −→ N′ and N′ ≡ (l)N′′. Let fk+1 be a new, reserved and fresh name;
consider the context
C [·] [ · ] ‖ {fk+1 ↔ l′} ‖ fk+1 :: in(!x)@l′.disc(l′).(out(x)@fk+1 ⊕ nil)
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Similarly to the 3rd case in the proof of Theorem 4.11, closure under such a context implies that
(l˜1)M
=⇒ (l, l˜1)M ′ and (l, l˜1)N′′ ≈ (l, l˜1)M ′; we can easily conclude.
(b) l′ = l′j: as before, let fk+1 be a new, reserved and fresh name, and consider the context
C [·] [ · ] ‖ {fk+1 ↔ f ′j } ‖ f ′j ::in(!y)@f ′j .out(y)@f ′j .in(!x)@y.
eval(disc(f ′j ).(out(x)@fk+1 ⊕ nil))@fk+1
(5)  = ∃?ll′: by deﬁnition of the LTS, {l, l′} ∩ l˜1 = ∅; we have ﬁve sub-cases:
(a) {l, l′} ∩ l˜2 = ∅: we consider the context C [·] [ · ] ‖ {l ↔ l′} and easily conclude.
(b) l = l′j and l′ ∈ l˜2: consider the context
C [·][ · ] ‖ {l′ ↔ f ′j } ‖
f ′j ::in(!x)@f ′j .eval(acpt(x))@l′.disc(l′).eval(acpt(f ′j ))@x.
Go x Do conn(l′) Then out(x)@f ′j .(nil ⊕ out()@f ′j )
(c) l′ = l′j and l ∈ l˜2: like case 5(b), with l in place of l′.
(d) l = l′j1 and l = l′j2 , for j1 /= j2: like case 2(f), with acpt(f ′j2).acpt(x) in place of acpt(f ′j2) and conn(x)
in place of .
(e) l = l′ ∈ l˜2: like case 2(g).
(6)  = l : !l′ : this case is similar to case 2, with actions conn(·).disc(·) replacing .
(7)  = l : ?l′ : like case 6., with acpt in place of conn.
(8)  = (l) l : ?l′ : by deﬁnition of the LTS, l′ ∈ l˜1; thus, we have two sub-cases:
(a) l′ ∈ l˜2: let f ′h+1 be a new, reserved and fresh name; consider the context
C [·] [ · ] ‖ {f ′h+1 ↔ l′} ‖ l′ ::acpt(!x).eval(conn(f ′h+1))@x.disc(x).
eval(disc(l′).acpt(x).(out(x)@f ′h+1 ⊕ nil))@f ′h+1
Notice that, by reasoning as in case 4(a), we can state that M performs a conn(l′) from a restricted
node (whose address can be alpha-converted to l).
(b) l′ = l′j: as before, let f ′h+1 be a new, reserved and fresh name, and consider the context
C [·] [·] ‖ {f ′h+1 ↔ f ′j } ‖ f ′j ::in(!y)@f ′j .out(y)@f ′j .eval(acpt(f ′j ))@y.
Go y Do acpt(!x).eval(conn(f ′h+1))@x.disc(x) Then
eval(disc(f ′j ).acpt(x).(out(x)@f ′h+1 ⊕ nil))@f ′h+1
(9)  = ∃? 〈l〉@ l′′ : l′ : by deﬁnition of the LTS, {l′, l′′} ∩ l˜1 = ∅, whereas it can be l ∈ l˜1; moreover, l, l′ and
l′′ can belong to l˜2 or not. By also distinguishing whether l = l′, l = l′′ and l′ = l′′, we have nineteen
sub-cases:
(a) {l, l′, l′′} ∩ (l˜1, l˜2) = ∅: consider the context C [·] [ · ] ‖ {l′ ↔ l′′} ‖ l′′ :: 〈l〉.
(b) l = li and {l′, l′′} ∩ l˜2 = ∅: consider the context
C [·] [ · ] ‖ {l′′ ↔ fi} ‖ {l′′ ↔ l′} ‖
fi :: in(!x)@fi.out(x)@fi.out(x)@l′′.disc(l′′).(nil ⊕ out()@fi)
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(c) l = l′j and {l′, l′′} ∩ l˜2 = ∅: like case 9(b), with f ′j in place of fi .
(d) l′ = l′j and {l, l′′} ∩ (l˜1, l˜2) = ∅: consider the context
C [·] [ · ] ‖ {l′′ ↔ f ′j } ‖
f ′j :: in(!x)@f ′j .eval(acpt(x))@l′′.out(l)@l′′.disc(l′′).eval(acpt(f ′j ))@x.
Go x Do conn(l′′) Then out(x)@f ′j .(nil ⊕ out()@f ′j )
(e) l′′ = l′j and {l, l′} ∩ (l˜1, l˜2) = ∅: consider the context
C [·] [·] ‖ l′ :: acpt(f ′j ) ‖ f ′j ::in(!x)@f ′j .eval(acpt(l′))@x.out(l)@x.
Go l′ Do conn(x) Then
out(x)@f ′j .(nil ⊕ out()@f ′j )
(f) l = li , l′ = l′j and l′′ ∈ l˜2: consider the context, derived from that in case 9(d)
C [·][ · ] ‖ {l′′ ↔ f ′j } ‖ {f ′j ↔ fi} ‖
f ′j :: in(!y)@fi.out(y)@fi.disc(fi).
in(!x)@f ′j .eval(acpt(x))@l′′.out(y)@l′′.disc(l′′).eval(acpt(f ′j ))@x.
Go x Do conn(l′′) Then out(x)@f ′j .(nil ⊕ out()@f ′j )
(g) l = l′j1 , l′ = l′j2 , j1 /= j2 and l′′ ∈ l˜2: like case 9(f), with f ′j1 in place of fi and f ′j2 in place of f ′j .
(h) l = l′ = l′j and l′′ ∈ l˜2: like case 9(d), with x in place of l.
(i) l = li , l′′ = l′j and l′ ∈ l˜2: like case 9(f), with l′ in place of l′′ everywhere, except for out(y)@l′′ that
becomes out(y)@x.
(j) l = l′j1 , l′′ = l′j2 , j1 /= j2 and l′ ∈ l˜2: like case 9(g), with l′ in place of l′′ everywhere, except for
out(y)@l′′ that becomes out(y)@x.
(k) l = l′′ = l′j and l′ ∈ l˜2: like case 9(e), with x in place of l.
(l) l′ = l′j1 , l′′ = l′j2 , j1 /= j2 and l ∈ (l˜1, l˜2): consider the context
C [·] [ · ] ‖ {f ′j1 ↔ f ′j2} ‖ f ′j1 :: acpt(f ′j2) ‖
f ′j2 :: in(!x)@f ′j1 .out(x)@f ′j1 .disc(f ′j1).in(!y)@f ′j2 .
Go f ′j1 Do eval(acpt(y))@x Then eval(acpt(f
′
j2
))@y.
Go y Do out(l)@y.conn(x) Then out(y)@f ′j2 .(nil ⊕ out()@f ′j2)
(m) l′ = l′′ = l′j and l ∈ (l˜1, l˜2): consider the context
C [·] [ · ] ‖ f ′j :: in(!y)@f ′j .out(l)@y.out(y)@f ′j .(nil ⊕ out()@f ′j )
(n) l = li , l′ = l′j1 and l′′ = l′j2 , with j1 /= j2: consider the following context, derived from case 9(l):
C [·] [ · ] ‖ {fi ↔ f ′j2} ‖ {f ′j1 ↔ f ′j2} ‖ f ′j1 :: acpt(f ′j2) ‖
f ′j2 :: in(!z)@fi.out(z)@fi.disc(fi).
in(!x)@f ′j1 .out(x)@f ′j1 .disc(f ′j1).in(!y)@f ′j2 .
Go f ′j1 Do eval(acpt(y))@x Then eval(acpt(f
′
j2
))@y.
Go y Do out(z)@y.conn(x) Then out(y)@f ′j2 .(nil ⊕ out()@f ′j2)
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(o) l = li , l′ = l′′ = l′j: consider the following context, derived from case 9(m):
C [·] [ · ] ‖ {f ′j ↔ fi} ‖ f ′j ::in(!z)@fi.out(z)@fi.disc(fi).in(!y)@f ′j .
out(z)@y.out(y)@f ′j .(nil ⊕ out()@f ′j )
(p) l = l′j , l′ = l′j1 and l′′ = l′j2 , with |{j, j1, j2}| = 3: like case 9(n), with f ′j in place of fi .
(q) l = l′ = l′j1 , l′′ = l′j2 and j1 /= j2: like case 9(l), with x in place of l.
(r) l = l′′ = l′j2 , l′ = l′j1 and j1 /= j2: like case 9(l), with y in place of l.
(s) l = l′ = l′′ = l′j: like case 9(m), with y in place of l.
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