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Note on double coverings and binary quadratic forms
Daniel Ferrand
Abstract Let E be a rank two vector bundle on a scheme X . The following three
structures are shown to be equivalent :
a) A quadratic map q : E −→ L, with values in an invertible OX -module L (q is assumed to
be everywhere a non zero map).
b) A double covering f : Y → X endowed with an invertible OY -module E , plus an isomor-
phism f⋆E ≃ E.
c) An effective Cartier divisor on PX(E), of degree two over X .
The passages from one of these points of view to another, although likely to specialists,
deserved to be carefully settled in their greatest generality : we only need that 2 is invertible
on X . The passage from b) to a) puts the ”norm form” in front. In the last two paragraphs the
base scheme X is the projective space Pn ; we prove that for any double covering Y → Pn,
the homomorphism on Picard groups it induces is an isomorphism if n ≥ 3 ; we finally apply
this result to quadratic forms on rank two vector bundles on Pn.
MSC 2010 : 11E16 ; 14J60 ; 32L10.
Introduction
This note deals with rank two vector bundles on a scheme X . In a first part, we characterize those
bundles which are the direct image f⋆(E) of an invertible module E defined on some double covering
f : Y −→ X (All the coverings we consider are finite and flat, and usually of rank 2 ; no assumptions are
made concerning their ramification, nor the possible singularities of X or Y ; but we always suppose that
2 is everywhere invertible). The point is that a direct image of this kind comes equipped with the extra
structure given by the ”norm” (i.e. the wedge 2) : namely one has the map
(⋆) νE : f⋆E −→ NY/X(E) = Hom(Λ
2f⋆OY ,Λ
2f⋆E),
defined by
x 7−→ ∧2(α 7→ αx)
It is a quadratic map with values in the invertible OX -module NY/X(E). Conversely, given a locally free
OX -module E of rank 2, and a surjective linear map
ϕ : Sym2(E) −→ L,
where L is invertible, we construct a double covering f : Y → X together with an invertible OY -module
E such that the quadratic map q : E → L associated with ϕ, is isomorphic to the ”norm” written above ;
in particular, f⋆E is isomorphic to E. This construction goes as follows : letting N = Hom(L,Λ
2E),
we extract from ϕ, in the usual way, a linear map u : N ⊗ E → E ; its wedge 2 gives a linear map
µ : N⊗2 → OX , and thus an OX -algebra structure on A = OX ⊕N ; moreover, the map u extends to an
A-module structure on E ; then we take for f the double covering Spec(A) −→ X . This covering is e´tale
if and only if q is non degenerate.
Establishing such a correspondence required a precise description/construction of double coverings ;
so the first paragraph gathers results on them ; the only - but essential - assumption we need is that
2 is invertible. In the context of commutative rings we can skim over this description as follows : a
”quadratic algebra”R→ S (i.e. as an R-module, S is projective of rank 2) has a direct sum decomposition
S = R⊕N , where N is the kernel of the trace map N = Ker(TrS/R) ; the multiplication is given by the
map µ : N⊗2 → R defined by µ(α⊗2) = −normS/R(α). In some sense, S thus ”represents” the square root
of µ, finding the usual intuition back. But, expliciting this map µ, may sometimes be difficult. By way of
example, the §3 gives a comprehensive description of the invertible module N and of the mutiplication µ
for the double covering
(P1)
n/An −→ (P1)
n/Sn = Pn
We find that N ≃ OPn(1− n) ; roughly speaking, this covering represents (a globalization of) extracting
square root of the discriminant of the generic polynomial of degree n.
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The correspondence alluded to above is detailed in the §4 and 5, and it is expanded as an equivalence
between suitable categories. The main point is the following (it is expressed here for rings) : let S = R⊕N
be a quadratic algebra, and let E be an invertible S-module. Denote by νE : E −→ L = Hom(N,Λ
2E)
the ”norm” as above, where we use the isomorphism N ≃ Λ2S, α 7→ 1∧α. Then, for α ∈ N and x ∈ E,
one has
x ∧ αx = νE(x)(α).
This formula is the key for the correspondence : since the rank of the R-module E is 2, once you
know x ∧ αx for all x then you also know αx, and then the R-linear endomorphism αE : x 7→ αx ; thus,
the S-module structure on E - that is the αE ’s - and the ”norm” νE determine each other ; more, the
invertible module N itself is given by the quadratic map E → L, since N ≃ Hom(L,Λ2E), and finally,
the multiplication µ : N⊗2 → R is also computable from νE .
In the §6 and 7, we adopt a more geometrical point of view. We consider a rank 2 vector bundle E on
X and the projection p : P = PX(E) −→ X . An effective Cartier divisor D ⊂ P such that D → X
is a double covering is given by a section γ : OP −→ OP (2). We determine the OX -algebra structure
of p⋆(OD) from γ, via the duality between the sections of p⋆(OP (2)) = Sym
2(E) and the linear maps
Sym2(E)→ OX .
That is obviously reminiscent of the classical result of Schwarzenberger which states that any rank
2 vector bundle on a projective surface is indeed the direct image of an invertible sheaf on a double
covering. In view of the above correspondence, this result is ”explained” by the fact that, in dimension
2, one can always find a surjective map Sym2(E) → L for a suitable invertible module L. One of the
motivations in writing this note was to investigate what remains true on a scheme of greater dimension.
Unfortunately, already for Pn, with n ≥ 3, all these direct image bundles are decomposable. In fact, we
prove in the §8 that for any double covering f : Y −→ Pn, with n ≥ 3, the map
f⋆ : Pic(Pn) −→ Pic(Y )
is an isomorphism (any means that the scheme Y may be very singular).
The §9 contains an application to rank 2 bundles E on Pn. If E is indecomposable and is equipped
with a linear map Sym2(E) −→ O(r), which is surjective in codimension ≤ 2, then one has r > c1(E).
After the reading of a first draft of this note, Manuel Ojanguren drew my attention to the paper
[Knes], and he urged me to follow the idea of Kneser in using the Clifford algebras instead of assuming
that 2 is invertible. In fact, given a quadratic map q : E → OX (with E of rank 2), the Clifford algebra C
of q breaks down in the direct sum C = C+ ⊕C−, where C+ is a quadratic OX -algebra, and C
−, which
is isomorphic to E, is a C+ module. Thus, in the case where L = OX , our §4 is contained in the Clifford
algebras theory. But we definitely need to consider forms with values in an invertible module L different
from OX ; thanks to M.-A. Knus a Clifford theory does exist also in that case, but it seems not to be
as popular as the usual one, mainly because we don’t then get algebras but a slightly more complicated
structure. So, after some attempts, I gave up rewriting this text and I maintain the assumption that
2 is invertible. I wanted to keep this note as elementary as possible (except, perhaps, in the last two
paragraphs), because it is intended to be nothing but preliminaries to another works on vector bundles.
0. Conventions et rappels
1. Reveˆtements de rang deux
2. Exemples
3. Le reveˆtement double (P1)
n/An −→ Pn
4. Reveˆtement double attache´ a` une forme quadratique
5. Forme quadratique sur l’image directe d’un inversible
6. Formes quadratiques et polynoˆmes homoge`nes de degre´ deux
7. Diviseurs de degre´ deux sur les fibre´s en droites
8. Groupes de Picard d’un reveˆtement de l’espace projectif
9. Application aux fibre´s de rang deux sur les espaces projectifs
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0. Conventions et rappels
On suppose que 2 est inversible dans tous les anneaux qui interviennent dans ce texte.
On nommera reveˆtement tout morphisme fini localement libre de sche´mas, e´ventuellement ramifie´,
voire radiciel.
0.1. Formes quadratiques
Soient E et L deux modules sur un anneau commutatif R. Rappelons qu’on nomme application
quadratique une application
q : E −→ L
ayant les deux proprie´te´s suivantes :
i) Pour a ∈ R et x ∈ E, on a q(ax) = a2q(x) ;
ii) L’application E × E −→ L, (x, y) 7−→ q(x+ y)− q(x)− q(y) est biline´aire.
Une telle application est la restriction a` E d’une loi polynoˆme homoge`ne de degre´ 2 ([Roby] p.236) ;
ainsi, il y a une bijection entre l’ensemble des applications quadratiques q : E −→ L et l’ensemble des
applications line´aires ϕ : Γ2(E) −→ L, ou` Γ2(E) de´signe le module des carre´s divise´s([Roby] p. 266) ;
cette correspondance est de´finie par q(x) = ϕ(γ2(x)).
Par ailleurs, 2 e´tant ici suppose´ inversible, l’application canonique Sym2(E) −→ Γ2(E) est bijective,
d’inverse de´fini par γ2(x) 7→ 12x
2 (x2 de´signe le carre´ dans Sym2). Finalement, se donner une application
quadratique q : E −→ L revient donc a` se donner une application line´aire ϕ : Sym2(E) −→ L ; le passage
de l’une a` l’autre se voit sur les relations
ϕ(xy) = q(x+ y)− q(x)− q(y), q(x) =
1
2
ϕ(x2)
0.2. Pour tout R-module E, le module Sym2(E) est engendre´ par les carre´s puisque, pour x, y ∈ E, on
a xy = 12 ((x+ y)
2 − x2 − y2)
0.3. Soit L un R-module inversible, de sorte que Sym2(L) = L⊗2. Soit µ : L⊗2 −→ R une application
line´aire. Alors, pour α, β ∈ L, on a
µ(α⊗ β) =
1
2
(µ((α + β)⊗2)− µ(α⊗2)− µ(β⊗2)).
0.4. Partout non nulle
Si E et F sont deux modules sur un anneau R, on dit qu’une application line´aire u : E −→ F est
partout non nulle si pour tout ide´al premier p de R, l’application κ(p)-line´aire κ(p)⊗R E −→ κ(p)⊗R F
est non nulle. Si F est un R-module inversible, il revient au meˆme de dire que u est partout non nulle,
ou qu’elle est surjective.
Cette de´finition, qui concerne a priori des applications line´aires, s’e´tend sans changement aux lois po-
lynoˆmes, et en particulier aux applications quadratiques q : E −→ L (0.1) ; si L est un module inversible,
q est partout non nulle si et seulement si l’application line´aire associe´e ϕ : Sym2(E) −→ L est surjective.
On dit alors parfois que q est primitive.
Cette de´finition s’e´tend aussi aux applications lline´aires entre modules quasi-cohe´rents sur un sche´ma.
1. Reveˆtements de rang deux
On se propose de de´crire ici les reveˆtements doubles, c’est-a`-dire les morphismes de sche´mas
f : Y −→ X
qui sont finis, localement libres de rang deux.
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On ne fait aucune hypothe`se de re´gularite´ sur les sche´masX et Y , ni sur le morphisme f , mais on suppose
toujours que 2 est partout inversible.
1.1. Posons
A = f⋆(OY )
C’est une OX -alge`bre localement libre de rang 2. A` ce titre, elle posse`de des applications trace et norme ;
la trace
Tr : A → OX ,
est surjective puisque Tr(1) = 2 et que 2 est suppose´ inversible. Introduisons le OX -module inversible
N = Ker(Tr) ⊂ A
On a donc une de´composition en somme directe de OX -modules
(1.1.1) A = OX ⊕N.
Utilisant cette de´composition, la multiplication dans A s’exprime simplement par une application line´aire
µ : N⊗2 −→ OX , de la fac¸on suivante (au dessus d’un ouvert affine) : pour a, b des sections de OX , et
x, y des sections de N , on a
(a+ x)(b + y) = ab+ µ(x⊗ y) + ay + bx.
En effet, pour une section x ∈ N , le the´ore`me de Hamilton-Cayley et la relation Tr(x) = 0 donnent
x2 = −norm(x).
Par suite, le produit dans A de deux e´le´ments x, y ∈ N , est e´gal a`
xy =
1
2
((x + y)2 − x2 − y2) = −
1
2
(norm(x + y)− norm(x) − norm(y))
Le membre de droite de´finit bien une forme biline´aire syme´trique sur N , d’ou` l’application
(1.1.2) µ : N⊗2 −→ OX .
Elle est relie´e a` la norme par la formule
µ(x⊗ y) = −
1
2
(norm(x+ y)− norm(x)− norm(y))
1.2. De´finition Pour un reveˆtement double f : Y −→ X, le OX-module inversible
N = Ker(Tr : f⋆(OY ) −→ OX)
sera dit associe´ a` f , et l’application µ : N⊗2 → OX sera appele´e la multiplication de Y .
Tout couple (N,µ) forme´ d’un OX -module inversible et d’une application line´aire µ : N
⊗2 → OX
de´termine une structure de OX -alge`bre sur OX ⊕ N , et, par suite, un morphisme Spec(OX ⊕ N) → X
qui est un reveˆtement de rang deux..
L’automorphisme canonique σ de A ([Bour] A III.13 Prop. 2) est donne´ par σ(a + x) = a − x. On a
Aσ = OX .
1.3. Diramation
De´signons par I ⊂ OX l’image de l’application µ ; c’est un ide´al, e´ventuellement nul, de OX . Le sous-
sche´ma ferme´ ∆ ⊂ X de´fini par I s’appelle selon l’e´poque, le pays ou l’auteur, le lieu de diramation, ou
de ramification, ou de branchement de f . J’utiliserai le premier terme.
On a donc une suite exacte
N⊗2
µ
−→ OX −→ O∆ −→ 0
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L’ide´al de A engendre´ par N est e´gal a` I ⊕ N . L’homomorphisme OX/I −→ A/I + N est un
isomorphisme. D’ailleurs, l’image re´ciproque f−1(∆) ⊂ Y du lieu de diramation a pour alge`bre A/IA =
O∆⊕N/IN , le second facteur e´tant ide´al de carre´ nul ; en particulier, le reveˆtement f
−1(∆)→ ∆ posse`de
une section canonique qui permet de voir ∆ aussi comme un ferme´ de Y .
La suite exacte ci-dessus montre que ∆ est un diviseur sur X si et seulement si µ est injective. Si µ est
injective, alors I ⊕N est un ide´al inversible de A.
1.4. Ramification
On vient de voir que N/IN peut eˆtre vu comme un A-module, annule´ par IA = I ⊕ IN .
1.4.1. Lemme La diffe´rentielle universelle dY/X : OY −→ Ω
1
Y/X est l’application OX ⊕N −→ N/IN ,
donne´e par a + x 7−→ cl(x). En particulier, le lieu de diramation de f est le support (sche´matique) de
f⋆(Ω
1
Y/X) ; en d’autres termes, on a I = AnnOX (f⋆(Ω
1
Y/X)). Le morphisme f : Y −→ X est e´tale si et
seulement si la multiplication µ : N⊗2 −→ OX est surjective.
Une OX -de´rivation D : A = OX ⊕ N −→ E, a` valeurs dans un A-module E, est en particulier une
application OX -line´aire N → E, et il faut voir qu’elle est nulle sur IN ; conside´rons le produit, dans A
de trois e´le´ments x, y, z ∈ N . Comme les produits deux a` deux de ces e´le´ments sont dans OX , on a
2D(xyz) = D(xyz) +D(xzy) = xyD(z) + xzD(y) = x(yD(z) + zD(y)) = xD(yz) = 0.
Comme 2 est inversible, D est nulle sur les produits de trois e´le´ments de N , donc sur IN .
Il reste a` ve´rifier que l’application indique´e a+ x 7−→ cl(x) est une de´rivation, ce qui est e´vident compte
tenu de la structure de A-module sur N/IN qui est donne´e par
(a+ x) , cl(y) 7−→ cl(ay).
1.5. Proprie´te´ universelle.
Soit f : Y → X un reveˆtement double, N son module inversible associe´ et µ : N⊗2 → OX sa multiplica-
tion. Alors Y repre´sente le foncteur F, en les sche´mas g : Z → X , de´fini par
F(Z) = {ω : g⋆(N)→ OZ , ω
⊗2 = g⋆(µ)}
En effet un e´le´ment ω ∈ F(Z) donne, par adjonction, une application OX -line´aire ω
′ : N → g⋆(OZ) ; la
condition ω⊗2 = g⋆(µ) implique que ω′⊗2 se factorise en
N⊗2
µ
−→ OX −→ g⋆(OZ)
On a donc un morphisme de OX -alge`bres OX ⊕ N −→ g⋆(OZ), d’ou`, finalement, un morphisme de
sche´mas Z → Spec(OX ⊕N) = Y . On ve´rifie imme´diatement que l’application ainsi construite F(Z) −→
HomX(Z, Y ) est bijective.
On peut adopter un point de vue plus syste´matique, en introduisant le fibre´ vectoriel VX(N) qui
repre´sente les formes line´aires N → O ([EGA I], (9.4.8) ). L’application ω : f⋆(N) → OY conduit a` un
morphisme
Y −→ VX(N)
qui est une immersion ferme´e puisque l’application SymOX (N) −→ A = OX ⊕ N est surjective ; par
ailleurs, l’application « e´le´vation au carre´ » se traduit par un morphisme
VX(N) −→ VX(N
⊗2)
En termes de faisceaux d’alge`bres, ce morphisme est associe´ a` l’inclusion Sym(N⊗2) ⊂ Sym(N) ; on a
e´videmment Sym(N) = Sym(N⊗2) ⊕ (N ⊗ Sym(N⊗2)) ; ce morphisme est donc le reveˆtement double
universel associe´ au Sym(N⊗2)-module inversible N ⊗ Sym(N⊗2).
La multiplication µ : N⊗2 → OX conduit a` un morphisme de X-sche´mas µ˜ : X −→ VX(N
⊗2), et le carre´
suivant est carte´sien :
Y −−−−→ VX(N)
f
y y
X −−−−→
µ˜
VX(N
⊗2)
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1.6. Morphismes
Proposition Soient f : Y → X et f ′ : Y ′ → X deux reveˆtements doubles de X ; notons N et N ′ les
OX-modules inversibles associe´s. Soit g : Y
′ −→ Y un morphisme de sche´mas sur X. De´signons par
ψ : f⋆OY −→ f
′
⋆OY ′
le morphisme de OX-alge`bres associe´ a` g. Alors
i) Si ψ est injectif, on a ψ(N) ⊂ N ′.
ii) Si ψ n’est pas injectif, et si X est normal inte`gre, alors g = sf ′ ou` s est une section de f .
E´crit par blocs, le morphisme ψ : OX ⊕N −→ OX ⊕N
′ prend la forme suivante
ψ =
(
1 ψ1
0 ψ0
)
i) Il s’agit de voir que la forme line´aire ψ1 : N −→ OX est nulle. Notons d’abord que l’application ψ0 :
N −→ N ′ est injective, car si un e´le´ment α ∈ N est tel que ψ0(α) = 0, alors on a −ψ1(α)+α ∈ Ker(ψ),
donc α = 0.
Soit α une section de N , de sorte que α2 est une section de OX et que, par suite ψ(α
2) = α2. Comme ψ
respecte le produit, on a
α2 = ψ(α2) = ψ(α)2 = (ψ1(α) + ψ0(α))
2 = ψ1(α)
2 + ψ0(α)
2 + 2ψ1(α)ψ0(α).
Le dernier terme, 2ψ1(α)ψ0(α), est la composante dans N
′ ; il est donc nul. Comme ψ0 est injectif, on
voit que l’on a, pour tout α ∈ N , ψ1(α)α = 0. Mais N e´tant un module inversible, cette relation entraˆıne
la nullite´ de ψ1.
ii) Supposons queX soit normal inte`gre, et que ψ ne soit pas injectif ; son noyau est donc ge´ne´riquement
de rang 1 ; par suite, la OX -alge`bre B = Im(ψ) ⊂ f
′
⋆OY ′ est finie, ge´ne´riquement de rang 1, et elle est
sans torsion puisque contenue dans f ′⋆OY ′ ; comme OX est normale, B = OX . D’ou` le re´sultat.
Voir 2.2. pour une description plus comple`te de g dans le cas i).
1.7. Reveˆtements localement isomorphes
Lemme Soient f1 : Y1 → X et f2 : Y2 → X deux reveˆtements doubles de X, et N1 et N2 les OX-modules
inversibles associe´s. On suppose que le lieu de diramation de f1 et celui de f2 sont des diviseurs. Alors,
les proprie´te´s suivantes sont e´quivalentes
i) Il existe un morphisme fide`lement plat quasi-compact p : X ′ → X et un isomorphisme
(1.7.1) X ′ ×X Y1 −˜→ X
′ ×X Y2
ii) Les lieux de diramation de f1 et de f2 sont e´gaux.
i)⇒ ii). Comme la trace commute a` un isomorphisme, la donne´e de (1.7.1) e´quivaut a` la donne´e d’un
isomorphisme de OX′-modules inversibles
p⋆(N1)
ω
−→ p⋆(N2)
compatible avec les structures multiplicatives µi : N
⊗2
i −→ OX ; comme ces applications sont suppose´es
injectives, l’isomorphisme
p⋆(N⊗21 )
ω⊗2
−→ p⋆(N⊗22 )
se descend de X ′ a` X ; par suite, µ1 et µ2 ont meˆme image.
ii)⇒ i). Par hypothe`se, il existe un isomorphisme θ : N⊗21 −˜→ N
⊗2
2 tel que µ2 ◦ θ = µ1.
Conside´rons le foncteur F de´fini, pour tout X-sche´ma q : Z → X , par
F (Z) = {ω ∈ HomOZ (q
⋆(N1), q
⋆(N2)) tel que ω
⊗2 = q⋆(θ)}
Ce foncteur est repre´sentable par un reveˆtement e´tale de rang deux. En effet, posons L = Hom(N1, N2) ;
c’est un module inversible dont le carre´ est muni de l’isomorphisme λ : L⊗2 −˜→ OX , donne´ par θ.
Alors le reveˆtement double p : X ′ = Spec(OX ⊕ L) → X , associe´ a` λ, repre´sente le foncteur en
question (1.5) ; par suite on a isomorphisme X ′ ×X Y1 −˜→ X
′ ×X Y2.
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2. Exemples
2.1. Construction par pincement
Soit f ′ : Y ′ → X un reveˆtement double, et D ⊂ X un diviseur (de Cartier) effectif sur X . Posons
D′ = f ′−1(D) ; c’est un diviseur effectif sur Y ′, et le morphisme g¯ : D′ → D induit par f ′, est un
reveˆtement double. En « pinc¸ant » Y ′ le long de g¯, on obtient un sche´ma Y et un diagramme commutatif
D′
g¯ //

D
   @
@@
@@
@@
@
Y ′
g //
f ′
77Y
f // X
ou` le carre´ est cocarte´sien, ou` f ′ = f ◦g, et ou` les morphismes verticaux sont des immersions ferme´es.Voir
[Fer. 2], thm. 7.1.B.(L’hypothe`se iii) de loc.cit. se re´duit a` ceci : pour tout x ∈ D ⊂ X , la fibre f ′−1(x)
est contenue dans un ouvert affine de Y ′ ; or, c’est e´vident ici puisque le morphisme f ′ est affine).
Montrons que f : Y → X est un reveˆtement double. Montrons d’abord que f est un morphisme affine :
soit U un ouvert affine de X ; alors f−1(U) est la somme des sche´mas D ∩ U et f ′−1(U), amalgame´e le
long de f ′−1(D ∩X) :
f ′−1(D ∩X) −−−−→ D ∩Xy y
f ′−1(U) −−−−→ f−1(U)
Or, ces trois derniers sche´mas sont affines ; donc f−1(U) est affine (loc.cit. Thm 5.1). Il reste a` ve´rifier
que f est localement libre de rang deux. Conside´rons les images directes sur X des faisceaux d’anneaux
des diffe´rents sche´mas qui interviennent ; on peut omettre les symboles d’image directe f⋆, etc. puisque
les morphismes sont affines. La proprie´te´ a` ve´rifier e´tant locale, on peut supposer que tous les sche´mas
sont affines.
Notons L etM les OX -modules quasi-cohe´rents conoyaux des morphismes OD −→ OD′ , et OY −→ OY ′ .
Par de´finition d’un carre´ cocarte´sien, dans le diagramme suivant, les lignes sont exactes et l’application
M→ L est un isomorphisme.
0 Loo OD′oo ODoo 0oo
0 M
OO
oo OY ′
OO
oo OY
OO
oo 0oo
Comme D′ → D est un reveˆtement de rang deux, L est un OD-module inversible ; mais D est un diviseur
de X , donc
dim.projOX (L) = 1.
(Les notions de module projectif et de dimension projective ont bien un sens puisqueX est affine). Puisque
OY ′ est localement libre de rang 2 sur OX , on de´duit de l’isomorphisme M→˜L, et de l’exactitude de la
suite infe´rieure du diagramme, que OY est projectif sur OX . D’autre part, c’est un OX -module de type
fini puisqueM est de pre´sentation finie et que OY ′ est de type fini ([Bour] AC I §2.8). Finalement, comme
f ′ : Y ′ → Y est un isomorphisme au dessus de l’ouvert X − D, on peut bien conclure que le rang du
OX -module projectif OY est e´gal a` 2. 
Voici une description alge´brique de A = f⋆(OY ) : posons A
′ = f ′⋆(OY ′) = OX ⊕N
′ ; notons J ⊂ OX
l’ide´al (inversible) de D dans X ; alors A = OX ⊕ JN
′ ⊂ A′.
En fait, on va voir que tout morphisme « raisonnable » entre reveˆtements doubles est un pincement au
sens pre´ce´dent.
2.2. Proposition Soient f : Y −→ X et f ′ : Y ′ −→ X deux reveˆtements doubles de X, et (N,µ), (N ′, µ′)
les modules inversibles, et les multiplications associe´s. On conside`re un X-morphisme g : Y ′ −→ Y . On
suppose que le morphisme de OX-alge`bres associe´ a` g
ψ : A = OX ⊕N −→ OX ⊕N
′ = A′
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est injectif, de sorte que ψ(N) ⊂ N ′ (1.6).
Soit D ⊂ X le diviseur de Cartier de´fini par la suite exacte de´duite de ψ
0 −→ Hom(N ′, N) −→ OX −→ OD −→ 0
Alors, Y s’obtient par pincement de Y ′ le long du morphisme f ′−1D = D′ −→ D.
Identifions N a` son image ψ(N) ⊂ N ′, ainsi que A a` son image dans A′. Notons d’abord que l’ide´al
de D dans X est e´gal a` J = AnnOX (N
′/N). Puisque N et N ′ sont des OX -modules inversibles, on a
meˆme l’e´galite´ JN ′ = N , et, par suite, JA′ = J ⊕ JN ′ = J ⊕N . De plus, on ve´rifie imme´diatement
que le conducteur de ψ, c’est-a`-dire l’ide´al AnnA(A
′/A), est e´gal a` J ⊕N , et donc aussi a` JA′.
Par de´finition du conducteur, le carre´
A′/JA′ = A′/J ⊕N ←−−−− A/J ⊕N ≃ OX/Jx x
A′ ←−−−− A
est cocarte´sien (i.e. il fait de A le produit fibre´ e´vident), ce qui est une autre fac¸on de dire qu’en passant
aux sche´mas, le carre´ obtenu
D′ −−−−→ Dy y
Y ′ −−−−→
g
Y
est un pincement.
2.3. Reveˆtement standard
2.3.1. De´finition Soit Z un diviseur de Cartier effectif sur un sche´ma X. On appelle reveˆtement
standard de X associe´ a` Z le sche´ma obtenu en recollant deux copies de X le long de Z.
Ce type de recollement est un cas particulier du pre´ce´dent, ou` Y ′ = X ⊔X , et son existence se trouve
de´ja` dans [Anan.] Prop.1.1.1.
Soit f : Y → X le reveˆtement standard associe´ au diviseur Z ⊂ X ; par de´finition, on a un carre´ de
somme amalgame´e (deux copies de X amalgame´es en Z)
(2.3.2)
Z −−−−→ Xy y
X −−−−→ Y
Posant, comme plus haut, A = f⋆(OY ), on obtient une suite exacte de OX -modules
0 −→ A
ι
−→ OX ×OX
(x,y) 7→cl(y−x)
−−−−−−−−−→ OZ −→ 0.
Comme OZ = OX/J , ou` J est un ide´al inversible, on voit que A est localement libre, et de rang 2.
L’application ι est un isomorphisme au dessus de l’ouvert sche´matiquement dense X − Z ; par suite, la
trace se calcule comme pour les e´le´ments de OX ×OX : c’est la somme des composantes ; le noyau de la
trace N = Ker(A
Tr
→ OX) est donc isomorphe a` J :
J −˜→ N, x 7→ (x,−x).
Le diviseur de diramation est de´fini par l’ide´al I image de N⊗2 → OX , soit
I = J 2.
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2.4. On peut de´crire A plus simplement : on munit OX ⊕J de la structure de OX -alge`bre pour laquelle
le produit de deux e´le´ments du second facteur J est ce produit vu comme e´le´ment de OX ; alors, on a
un isomorphisme de OX -alge`bres
OX ⊕ J ≃ A ⊂ OX ×OX , t⊕ u 7→ (t− u, t+ u).
La de´marche est re´versible ; cela montre que pour tout ide´al inversible J ⊂ OX , le spectre de l’alge`bre
OX ⊕ J est le reveˆtement standard associe´ au diviseur Spec(OX/J ).
Lorsque X = Spec(R) et que J = uR, alors Y est isomorphe a` Spec(R[T ]/(T 2 − u2)).
2.4.1. Proposition Soit f : Y → X un reveˆtement de rang deux dont le lieu de diramation est un
diviseur. Alors f est standard si et seulement si il admet une section.
L’existence d’une section est clairement ne´cessaire ; montrons qu’elle est suffisante. Soit µ : N⊗2 → OX
la multiplication associe´e a` Y . Soit s : X → Y une section de f . Conside´rons, comme en 1.5, l’application
f⋆(N) → OY adjointe de l’inclusion ; son image re´ciproque par la section s donne une application OX -
line´aire ω : N → OX , dont le carre´ est e´gal a` µ ; la remarque ci-dessus montre que Y est standard.
Cela montre que pour tout reveˆtement de rang deux, f : Y → X , a` diramation porte´e par un diviseur,
le reveˆtement, de´duit par changement de base, Y ×X Y −→ Y est standard : il est obtenu par recollement
de deux copies de Y le long du ferme´ d’ide´al I ⊕N ⊂ f⋆(OY ), c’est-a`-dire le long du lieu de diramation
∆ vu comme ferme´ de Y (cf. 1.3).
3. Le reveˆtement double (P1)
n/An −→ Pn
Une des formes du the´ore`me des polynoˆmes syme´triques e´le´mentaires ([Bour], A IV.58, et TG VIII.22)
conduit a` un isomorphisme
(P1)
n/Sn −˜→ Pn
On s’inte´resse ici au passage au quotient par le groupe alterne´ An, qui est d’indice deux dans Sn, et qui
donne donc lieu a` un reveˆtement de degre´ 2 de Pn. Dans ce §, on va de´terminer le faisceau inversible
associe´ a` ce reveˆtement, au sens de la de´finition 1.2, ainsi que sa multiplication. L’analogue affine est
connu et fac¸ile (voir 3.7.2) ; mais le re´sultat global vise´ ici requiert des ve´rifications parfois fastidieuses
que, cependant, nous avons voulu ne pas escamoter.
Dans ce paragraphe, tous les sche´mas sont sur Spec(K), ou` K est un corps de caracte´ristique 6= 2, et
ce sche´ma de base est sous-entendu.
3.1. Soit V un espace vectoriel de dimension finie sur le corps K, et P(V ) l’espace projectif associe´ ; on
note α : V → L le quotient inversible fondamental. Ici, et plus bas, lorsqu’il n’y a pas d’ambigu¨ıte´, on
e´crit simplement V a` la place de son image re´ciproque VP(V ), etc. Soit P(V )
n le produit de n copies de
P(V ), et pi : P(V )
n → P(V ) la projection sur le facteur d’indice i ; sur le sche´ma produit on obtient,
par image re´ciproque, des quotients inversibles
αi = p
⋆
i (α) : V −→ Li = p
⋆
i (L).
On note TSn(V ) l’espace des tenseurs syme´triques.
L’application compose´e
TS
n(V ) ⊂ V ⊗n
α1⊗···⊗αn−−−−−−−→ L1 ⊗ · · · ⊗ Ln
est surjective (il s’agit d’applications line´aires entre modules sur P(V )n). Pour le voir, on peut supposer
effectue´ un changement de base de la forme Spec(K ′) → P(V )n, ou` K ′ est une extension de K ; les Li
sont alors des vectoriels de rang 1 ; si α1(x1)⊗ . . .⊗ αn(xn) est un e´le´ment non nul de L1 ⊗ · · · ⊗ Ln, il
existe des e´le´ments inversibles λi ∈ K
′ tel que, dans Li ≃ K
′, on ait αi(xi) = λiαi(x1) ; par suite, on a
α1(x1)⊗ . . .⊗ αn(xn) = λ1λ2 . . . λnα1(x1)⊗ . . .⊗ αn(x1).
C’est l’image de l’e´le´ment syme´trique λ1λ2 . . . λnx
⊗n
1 .
3.2. On suppose maintenant que V est de rang 2, donc que P(V ) est une droite projective ; le sche´ma
P(TSn(V )) est isomorphe a` Pn puisque TS
n(V ) est de rang n+1 ; pour faire court on e´crira parfois Pn a`
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la place de P(TSn(V )), meˆme sans choix de base explicite´. La surjectivite´ montre´e ci-dessus donne donc
lieu a` un morphisme
π : P(V )n −→ P(TSn(V )) ≃ Pn.
Il est caracte´rise´ par l’existence d’un isomorphisme
(3.2.1) π⋆(OPn(1)) ≃ L1 ⊗ · · · ⊗ Ln
rendant commutatif le diagramme suivant d’applications line´aires entre modules sur P(V )n :
(3.2.2) TSn(V ) // π⋆(OPn(1))
≀

TS
n(V ) // V ⊗n // L1 ⊗ · · · ⊗ Ln
Rappelons la de´finition du morphisme π en termes de coordonne´es homoge`nes.
Soit {e0, e1} une base de V . Pour toute partie I ⊂ {1, . . . , n}, on note eI ∈ V
⊗n le produit
eI = v1 ⊗ · · · ⊗ vn, ou` vi =
{
e0 si i ∈ I
e1 sinon
Pour p = 0, 1, . . . , n, on pose
ep =
∑
|I|=p
eI .
C’est un tenseur syme´trique ; mieux : {e0, . . . , en} est une base du K-espace vectoriel TS
n(V ) ( [Bour] A
IV 5.5 Prop. 4). Enfin, on a, en notant T une inde´termine´e,
(3.2.3) (e0 + Te1)
⊗n = en + en−1T + · · ·+ e0T
n.
Conside´rons n points de P1(K) de´termine´s par les formes line´aires surjectives αi : V → K ; on e´crit
xi = αi(e0), et yi = αi(e1) ; posons alors, pour une partie I ⊂ {1, . . . , n},
zI := α1 ⊗ · · · ⊗ αn(eI) =
∏
i∈I
xi
∏
i/∈I
yi,
et, pour p = 0, 1, . . . , n,
zp =
∑
|I|=p
zI
L’e´galite´ (3.2.3) conduit donc a` l’e´galite´ suivante entre polynoˆmes dans K[T ]
(x1 + y1T ) · · · (xn + ynT ) = zn + zn−1T + · · ·+ z0T
n.
Le morphisme π : Pn1 −→ Pn s’e´crit alors
(x1 : y1), . . . , (xn : yn) 7−→ (z0 : z1 : · · · : zn).
3.3. On va de´finir un module inversibleM sur P(V )n, et montrer qu’il est isomorphe a` l’image re´ciproque
π⋆M0 d’un module inversible M0 de´fini sur P
n ; on montrera ensuite que le module inversible associe´ au
reveˆtement double conside´re´ est le dual de M0.
De´signons par C = C2n l’ensemble des parties a` 2 e´le´ments de {1, . . . , n}. Pour J ∈ C, si on e´crit J = {i, j},
avec i < j, on pose
MJ = Hom(Λ
2V, Li ⊗ Lj)
C’est un module inversible sur P(V )n.
On pose
M =
⊗
J∈C
MJ .
(Disons qu’on a choisi l’ordre lexicographique sur C).
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Montrons que le module inversible M sur P(V )n provient, via le morphisme
π : P(V )n −→ P(TSn(V ))
d’un module inversible M0 sur la base P(TS
n(V )), laquelle va eˆtre note´e simplement Pn.
La de´finition de π est lie´e a` l’isomorphisme (3.2.1)
π⋆(OPn(1)) ≃ L1 ⊗ · · · ⊗ Ln.
Or, parmi les n(n−1)2 parties a` deux e´le´ments de {1, . . . , n} il y en a n − 1 contenant un e´le´ment fixe´ i ;
en utilisant l’isomorphisme canonique MJ = Hom(Λ
2V, Li ⊗ Lj) ≃ (Λ
2V )⊗−1 ⊗ Li ⊗ Lj , on trouve donc
un isomorphisme
M =
⊗
J∈C
MJ −˜→
⊗
J∈C
(Λ2V )⊗−1 ⊗ Li ⊗ Lj −˜→ (Λ
2V )⊗−
n(n−1)
2 ⊗ (L1 ⊗ · · · ⊗ Ln)
⊗(n−1).
Compte-tenu de (3.2.1), on obtient, finalement, un isomorphisme
M −˜→ (Λ2V )⊗−
n(n−1)
2 ⊗ π⋆(OPn(n− 1)).
Posons donc
(3.3.1) M0 = (Λ
2V )⊗−
n(n−1)
2 ⊗OPn(n− 1)
de sorte qu’on a de´gage´ un isomorphisme
(3.3.2) η : M −→ π⋆(M0).
3.4. Les permutations et leur signature joueront e´videmment un roˆle central dans la suite ; il faut donc
d’abord pre´ciser l’ope´ration (a` gauche) de Sn sur diffe´rents modules de´finis sur P(V )
n.
L’ope´ration de Sn sur le sche´ma P(V )
n lui-meˆme est caracte´rise´e, en termes des projections pi, par la
relation suivante : pour tout σ ∈ Sn, on a
pi ◦ σ = pσ−1i
On trouve donc
σ⋆(V
αi−→ Li) = σ
⋆p⋆i (V
α
−→ L) = p⋆σ−1i(V
α
−→ L) = (V
α
σ−1i−→ Lσ−1i)
En particulier, on a
σ⋆(Li) = Lσ−1i.
Fixons une permutation σ ; on a un isomorphisme
θJ : σ
⋆
MJ −˜→ Mσ−1J .
Il fait intervenir l’isomorphisme de commutativite´ Lσ−1i ⊗ Lσ−1j ≃ Lσ−1j ⊗ Lσ−1i lorsque σ
−1i > σ−1j.
On de´signe par
(3.4.1) θ : σ⋆M −˜→ M
l’isomorphisme obtenu en composant le produit tensoriel des θJ avec l’isomorphisme canonique de per-
mutation des facteurs
⊗
J∈CMσ−1J ≃
⊗
J∈CMJ [Bour] A II.104.
Concre`tement, l’application θ est σ-line´aire, i.e c’est une application additive M −→ M, telle que, pour
des sections locales s et m, on ait θ(sm) = σ(s)θ(m).
Explicitons la compatibilite´ de η avec la permutation σ : le carre´ suivant est commutatif
σ⋆M
θ

σ⋆(η)// σ⋆π⋆(M0) π⋆(M0)
σ

M η
// π⋆(M0)
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En effet, dans le carre´ (3.2.2), les applications horizontales (de source le module Sn-invariant TS
n(V ))
sont surjectives ; par suite l’isomorphisme (3.2.1) est compatible aux permutations, et la commutativite´
du carre´ ci-dessus en de´coule.
3.5. On va maintenant de´finir une section w : OP(V )n −→ M, et ve´rifier qu’elle est invariante sous le
groupe alterne´, et que son carre´ est invariante sous Sn.
Pour tout J ∈ C, conside´rons la section
wJ : OP(V )n −→ MJ ,
associe´e a` l’application
(3.5.1) Λ2V −→ Li ⊗ Lj, x ∧ y 7−→ αi(x) ⊗ αj(y)− αi(y)⊗ αj(x).
Il faut remarquer que le carre´
OP(V )n
σ

σ⋆(wJ ) // σ⋆MJ
θJ

OP(V )n w
σ−1J
// Mσ−1J
est commutatif ou anti-commutatif selon que l’on a σ−1i < σ−1j, ou bien σ−1i > σ−1j.
Le support du diviseur div(wJ ) est le ferme´ d’e´galite´ de αi et de αJ , ou, si l’on pre´fe`re, le ferme´
forme´ des points dont les coordonne´es d’indices i et j sont e´gales ; ce sous-sche´ma est invariant par la
transposition (i j), mais elle transforme la section wJ en son oppose´e −wJ ; pour de´gager le diviseur
cherche´ on ne peut donc malheureusement pas s’en tenir a` l’intuition purement ge´ome´trique et identifier
un diviseur a` son support .
Par produit tensoriel des wJ , on obtient donc une application
w : OP(V )n −→ M
telle que le carre´ suivant soit commutatif
(3.5.2) OP(V )n
σ

σ⋆(w) // σ⋆M
θ

OP(V )n
ε(σ)w
// M
ou` on a note´ ε(σ) la signature de la permutation σ.
3.6. Finalement, on a de´fini une section, sur le sche´ma produit P(V )n,
ω = η ◦ w : OP(V )n −→ π
⋆(M0)
qui est invariante par permutation paire, au sens ou` le carre´ suivant est commutatif
(3.6.1) OP(V )n
σ

σ⋆(ω) // π⋆M0
σ

OP(V )n
ε(σ)ω
// π⋆M0
Alle´geons maintenant en f : Y −→ X la notation du morphisme qui est en cause :
Y = P(V )n/An
f
−→ X = P(V )n/Sn = P(TS
n(V ))
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L’invariance de la section ω par permutation paire entraˆıne qu’elle provient d’une section de´finie sur Y ,
et que son carre´ ω⊗2 se descend a` X ; il existe donc une application OY -line´aire, note´e par la meˆme lettre,
(3.6.2) ω : OY −→ f
⋆(M0)
telle que ω⊗2 : OY −→ f
⋆(M⊗20 ) provienne d’une application de´finie sur X .
Posons alors
(3.6.3) N = HomOX (M0,OX) = (Λ
2V )⊗
n(n−1)
2 ⊗OX(1− n).
C’est un module inversible sur X , et le dual de ω⊗2 donne une application
µ : N⊗2 −→ OX .
3.7. Proposition Soit V un espace vectoriel de rang 2 sur un corps de caracte´ristique 6= 2. Le
reveˆtement double P(V )n/An −→ P(TS
n(V )) est associe´ au module inversible
N = (Λ2V )⊗
n(n−1)
2 ⊗OP(TSn(V ))(1− n)
et a` la multiplication µ pre´cise´e plus haut.
Reprenons les notations introduites ci-dessus : Y = P(V )n/An et X = P(V )
n/Sn = P(TS
n(V )). L’ap-
plication µ : N⊗2 −→ OX donne une structure de OX -alge`bre sur OX ⊕ N . Conside´rons la duale
N −→ f⋆(OY ) de l’application ω (3.6.2) ; il faut montrer qu’elle induit un isomorphisme d’alge`bres
OX ⊕N −→ f⋆(OY ).
Cette de´monstration passe par des restrictions a` des ouverts affines de X .
3.7.1 Conside´rons de nouveau le morphisme π : P(V )n −→ P(TSn(V )) = X . Soit x ∈ V un e´le´ment
non nul ; notons D(x) ⊂ P(V ) l’ouvert ou` α(x) engendre L. L’e´le´ment x⊗n ∈ TSn(V ) de´finit, de meˆme,
l’ouvert D(x⊗n) ⊂ P(TSn(V )) = X au-dessus duquel l’image αX(x
⊗n) de cet e´le´ment engendre OX(1).
Par image re´ciproque, on trouve, compte-tenu de (3.2.2), un isomorphisme
π⋆(OX
αX (x
⊗n)
−→ OX(1)) ≃ (OP(V )n
α1(x)⊗···⊗αn(x)
−−−−−−−−−−−→ L1 ⊗ · · · ⊗ Ln)
Par suite, on a
π−1(D(x⊗n)) = D(x) × · · · ×D(x).
Notons aussi que les puissances x⊗n engendrent TSn(V ) de`s que le corps de base contient n + 1
e´le´ments, comme on peut le de´duire de (3.2.3), et qu’alors les ouverts de la forme D(x⊗n) recouvrent X .
La de´monstration de 3.7 autorise les extensions du corps de base. Ainsi, il suffit de faire la de´monstration
pour les reveˆtements doubles de la forme
D(x)n/An −→ D(x
⊗n).
3.7.2 Soit donc {e0, e1} une base de V ; de´signons par V le sche´ma affine D(e1)
n ⊂ P(V )n. Pour chaque
i, αi(e1) engendre Li|V , donc il existe Ti ∈ H
0(V ,OV) tel que
αi(e0) = Tiα(e1).
On a un isomorphisme
H0(V ,OV) ≃ H
0(D(e1)
n) ≃ H0(D(e1))
⊗n ≃ K[T1, . . . , Tn].
Explicitons de meˆme l’anneau du sche´ma affine U = D(e⊗n1 ) ⊂ X . Avec les notations de 3.2., la section
inversible s’e´crit e⊗n1 = e0 ; pour p = 1, 2, . . . n, si on pose Sp = ep/e0 ∈ H
0(U ,OU ), on a un isomorphisme
K[S1, . . . , Sn] ≃ H
0(U ,OU ) ; le morphisme π : V −→ U correspond a` l’inclusion de K-alge`bres
K[S1, . . . , Sn] ⊂ K[T1, . . . , Tn].
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ou` Sp est identifie´ au polynoˆme syme´trique e´le´mentaire de degre´ p en les Ti. La fin de cette ve´rification
est classique : introduisons le polynoˆme
V(T1, . . . , Tn) =
∏
i<j
(Ti − Tj).
L’anneau d’invariants K[T1, . . . , Tn]
An est un module libre de rang 2 sur K[S1, . . . , Sn], de base {1,V}.
Rappelons-en la de´monstration : on choisit une transposition τ , de sorte que Sn = An ⊔ τAn ; soit P un
polynoˆme invariant sous le groupe alterne´ ; on e´crit
P =
1
2
(P + τP ) +
1
2
(P − τP ) = P+ + P−.
Comme P est invariant par permutation paire, pour toute transposition σ, on a σP = ττσP = τ (τσP ) =
τP ; par suite, le premier facteur P+ est syme´trique, et on a σP− = −P− ; prenant pour σ la transposition
{i, j}, on en de´duit que le polynoˆme Ti − Tj divise P
−, et, de proche en proche, que V divise P− ; si on
e´crit P− = VQ, on constate que le polynoˆme Q est syme´trique.
Le carre´ de V est le discriminant du polynoˆme, en T , ge´ne´rique ([Bour] A IV 6.7, formule (46))∏
i
(T − Ti) = T
n − S1T
n−1 + · · ·+ (−1)nSn
C’est un polynoˆme syme´trique, i.e on a V(T1, . . . , Tn)
2 ∈ K[S1, . . . , Sn]. D’ou` la description habituelle de
ce reveˆtement dans le cas polynomial.
Pour achever la de´monstration de 3.7 il reste a` relier V a` la section w de H0(V ,M) introduite en 3.5..
Or, l’application (3.5.1) Λ2V −→ Li ⊗ Lj s’e´crit ici
e0 ∧ e1 7−→ Tiαi(e1)⊗ αj(e1)− Tjαi(e1)⊗ αj(e1) = (Ti − Tj)αi(e1)⊗ αj(e1).
Il est alors clair que la section w : OV −→ M|V correspond a` l’application
(Λ2V )⊗
n(n−1)
2 −→ (L1 ⊗ · · · ⊗ Ln)
⊗(n−1), (e0 ∧ e1)
⊗
n(n−1)
2 7−→ V.(α1(e1)⊗ · · · ⊗ αn(e1))
⊗(n−1)
3.8. Exemple : le reveˆtement P1 ×P1 −→ P2
Appliquant ce qui pre´ce`de lorsque n = 2, on trouve que le module inversible associe´ a` ce reveˆtement
est isomorphe a` OP2(−1), et que la multiplication est donne´e par la section
(3.8.1) T 21 − 4T0T2 : OP2(−2) −→ OP2
(On a identifie´ P2 et Proj(K[T0, T1, T2])). Cela me´rite d’eˆtre relie´ a` la formule
(3.8.2) (X1Y2 − Y1X2)
2 = (X1Y2 + Y1X2)
2 − 4(X1X2)(Y1Y2).
En effet, le morphisme π : P1 ×P1 −→ P2 s’e´crit en coordonne´es homoge`nes :
(x1 : y1) , (x2 : y2) 7−→ (x1x2 : x1y2 + x2y1 : y1y2)
Ainsi, sur P1 ×P1, le carre´ de la section X1⊗ Y2 − Y1 ⊗X2 du faisceau inversible L1⊗L2 = π
⋆OP2(1),
s’exprime par (3.8.2) en fonction des sections invariantes T0 = X1X2, T1 = X1Y2 + Y1X2 et T2 = Y1Y2,
lesquelles sont des sections de OP2(1). La proprie´te´ universelle 1.5 conduit a` un morphisme
P1 ×P1 −→ Spec(OP2 ⊕OP2(−1))
D’apre`s 3.7, c’est un isomorphisme.
Notons que π induit un isomorphisme de la diagonale ∆ ⊂ P1×P1 (dont l’e´quation estX1Y2 − Y1X2 = 0)
sur la conique de P2 d’e´quation T
2
1 − 4T0T2 = 0, laquelle est le lieu de diramation de π.
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4. Le reveˆtement associe´ a` une forme quadratique
Soit E un OX -module localement libre de rang deux, et L un OX -module inversible. On conside`re une
application quadratique q : E −→ L, ou plutoˆt, l’application line´aire qui lui est associe´e
ϕ : Sym2(E) −→ L.
Il est essentiel de ne pas se limiter aux formes biline´aires usuelles, qui sont valeurs dans OX .
Ce paragraphe donne la construction, a` partir de ϕ, d’un reveˆtement de rang 2, f : Y → X et d’un
module quasi-cohe´rent E sur Y , tels que f⋆(E) = E.
On montre ensuite que si ϕ est surjective, alors E est un OY -module inversible.
4.1. Posons N = Hom(L,Λ2E) ; c’est un OX -module inversible (On omet OX en indice dans
⊗
et dans
Hom car ici tout prend place dans la cate´gorie de OX -modules). Partant de la forme ϕ, comme ci-dessus,
on de´finit une application OX -line´aire
(4.1.1) u : N ⊗ E −→ E
en composant les applications suivantes
N ⊗ E −→ N ⊗Hom(E,L) −˜→ Hom(E,∧2E) ←˜− E,
ou` celle de gauche est associe´e a` ϕ, et avec le facteur 12 . Plus pre´cisement, et en termes de sections locales
x, y de E, et d’une section locale α de N = Hom(L,Λ2E), on de´finit u par l’e´galite´
(4.1.2) x ∧ u(α⊗ y) =
1
2
α(ϕ(x.y))
Il y a deux isomorphismes « naturels » entre E et Hom(E,∧2E) ; ils diffe`rent par un signe ; j’ai choisi
l’isomorphisme E → Hom(E,∧2E) donne´ par y 7−→ (x 7→ x∧y) ; il semble faciliter l’e´criture de plusieurs
formules. Le coefficient 12 est ne´cessaire pour que x 7→ x∧u(α⊗x) soit lie´ a` la forme quadratique associe´e
a` ϕ, x 7→ 12ϕ(x
2). On trouvera en 4.2. une traduction matricielle de u.
On e´crira souvent αx pour u(α⊗ x) ; l’application x 7→ αx est un endomorphisme de E note´ αE .
La construction de u a` partir de ϕ commute aux changements de base puisque E,L et N sont
localement libres ; en conside´rant, pour x ∈ X , le changement de base Spec(κ(x)) → X , on voit que
si ϕ est non nulle en x, alors l’application E ⊗ κ(x) −→ Hom(E,L) ⊗ κ(x) est non nulle, et par suite
1κ(x) ⊗ u 6= 0.
On de´finit une application line´aire
µ : N⊗2 −→ OX ,
en posant
(4.1.3) µ(α⊗2) = − det(αE)
On peut aussi caracte´riser µ par la commutativite´ du carre´ suivant
Λ2(N ⊗ E)
∧2u
−−−−→ Λ2E
≀
y y=
N⊗2 ⊗ Λ2E −−−−→
−µ⊗1
Λ
2E
c’est-a`-dire par la formule
(4.1.4) µ(α⊗ β)x ∧ y = −αE(x) ∧ βE(y).
Cette application µ permet de munir le OX -module de rang 2,
A = OX ⊕N
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d’une structure de OX -alge`bre. Le morphisme
f : Y = Spec(A) −→ X
est donc fini, localement libre de rang deux.
Le ferme´ de diramation (1.3) de f est de´fini par l’ide´al I = Im(N⊗2
µ
→ OX) ; par suite, Y −→ X
est e´tale si et seulement si u est un isomorphisme ; on dit alors parfois que q est non de´ge´ne´re´e, ou non
singulie`re.
4.2. Expression locale
Lorsque X est affine d’anneau R, et que E et L sont des modules libres, ces constructions ont la
traduction matricielle suivante.
Soit {e1, e2} une base de E, de sorte que {e
2
1, e1e2, e
2
2} est une base de Sym
2(E) ; le choix d’une base
{ε} de L permet d’e´crire ϕ = ψǫ, ou` ψ est une forme line´aire sur Sym2(E). Posons
a = ψ(e21), b = ψ(e1e2), c = ψ(e
2
2).
On retrouve l’expression usuelle :
ψ((xe1 + ye2)
2) = ax2 + 2bxy + cy2.
Soit α la base de N = Hom(L,Λ2E) de´finie par α(ε) = e1∧e2. Explicitons la matrice de l’endomorphisme
αE : E −→ E, x 7→ αx = u(α⊗ x). La relation (4.1.2) donne
ei ∧ αej =
1
2
α(ϕ(eiej)) =
1
2
ψ(eiej)e1 ∧ e2.
On en tire la matrice de αE relativement a` la base {e1, e2} :
(4.2.1)
1
2
(
−b −c
a b
)
De meˆme, on trouve pour l’application µ de (4.1.3)
µ(α⊗2) =
1
4
(b2 − ac).
Finalement, on voit que l’alge`bre A associe´e a` ϕ est isomorphe a`
R[T ]/(T 2 − (b2 − ac)),
ou` la classe de T correspond a` la base 2α de N .
4.3. Structure de A-module sur E.
Revenons a` la situation ge´ne´rale de 4.1.Onmunit E d’une structure deA-module en utilisant l’application
u : N ⊗ E → E, laquelle s’e´tend en une application OX -line´aire A⊗E → E. L’associativite´ (i.e l’e´galite´
α(βx) = (αβ)x) est conse´quence de la relation α(αx) = (α2)x, puisque N est un module inversible.
Cette relation de´coule des e´galite´s suivantes :
y ∧ α(αx) = 12α(ϕ(y.αx)), d’apre`s (4.1.2)
= 12α(ϕ(αx.y)), puisqu’il s’agit du produit dans Sym
2
= αx ∧ αy, d’apre`s (4.1.2)
= det(αE)x ∧ y, par de´finition de det(αE)
= α2 y ∧ x, d’apre`s (4.1.3)
= y ∧ (α2)x, puisque α2 ∈ OX .
Comme cette e´galite´ est vraie pour toute section y, on voit que l’on a l’e´galite´ annonce´e α(αx) = (α2)x.
Remarque L’e´galite´ (4.1.2) est la cle´ des constructions du texte : comme E est de rang deux, la
connaissance de x∧u(α⊗y) pour tout x, de´termine u(α⊗y) ; ainsi, u et ϕ se code´terminent l’une l’autre ;
autrement dit, se donner la structure de A-module sur E (c’est-a`-dire u) revient a` se donner la forme
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quadratique sur E (c’est-a`-dire ϕ) ; cette formule montre enfin le roˆle de l’inversibilite´ de 2. Voir 5.4.
pour un e´nonce´ pre´cis.
4.4. Montrons que la surjectivite´ de ϕ entraˆıne que E est un A-module inversible, i.e. que E est un
OY -module inversible.
Pour ce faire, on peut supposer que X est le spectre d’un anneau local R, et donc que E, L et N sont des
R-modules libres. Choisissons des bases et reprenons les notations de 4.2. Comme le R-module Sym2(E)
est engendre´ par les carre´s (0.2), la surjectivite´ de ϕ se traduit par l’existence d’un x ∈ E tel que l’e´le´ment
ϕ(x.x) = ψ(x.x)ε soit un ge´ne´rateur de L, i.e que ψ(x.x) soit inversible dans R. Notant α la base de N
telle que α(ε) = e1 ∧ e2, la relation
x ∧ αx =
1
2
ψ(x.x)e1 ∧ e2
montre que {x, αx} est une base du R-module E, donc que x est un ge´ne´rateur de ce module sur l’anneau
A = R + N ; c’en est meˆme une base puisque la surjection obtenue A → E concerne deux R-modules
libres de meˆme rang, et est donc un isomorphisme.
5. Forme quadratique sur l’image directe d’un inversible
Soit f : Y → X un reveˆtement de rang deux, et E un faisceau inversible sur Y . Le OX -module
E = f⋆(E)
est donc localement libre de rang deux.
On rappelle d’abord comment munir canoniquement E d’une forme quadratique a` valeurs dans le
module inversible L = NY/X(E), et on montre que le reveˆtement de rang 2 associe´ a` cette forme selon
le §4 est isomorphe a` Y → X . La construction du §4 est donc re´versible, et cela est pre´cise´ en une
e´quivalence de cate´gories.
5.1. Gardons les notations introduites au §1 : f⋆(OY ) = A = OX ⊕N, ou` N = Ker(A
Tr
−→ OX).
Le foncteur NY/X associe a` tout OY -module inversible E le OX -module inversible
NY/X(E) = HomOX (Λ
2f⋆(OY ), Λ
2f⋆(E)) = HomOX (Λ
2A, Λ2E)
L’application quadratique νE est l’application normique universelle E = f⋆(E) −→ NY/X(E) (voir, pour
plus de de´tails, ([Fer 1], §3.3)) ; elle sera nomme´e ici plus simplement la « norme » (avec des guillemets) ;
c’est l’application fournie par le carre´ exte´rieur
E = HomA(A, E) ⊂ HomOX (A, E)
∧2
−→ HomOX (Λ
2A,Λ2E)
Tout e´le´ment de Λ2A = Λ2(OX ⊕N) s’e´crit localement de fac¸on unique sous la forme 1 ∧ α, avec α une
secction de N , et on a
(5.1.1) νE(x) = (1 ∧ α 7→ x ∧ αx).
C’est une application polynomiale de degre´ 2, qui s’e´tend en l’application line´aire
ϕ : Sym2(E) −→ L,
de´finie par ϕ(xy) = ν(x + y)− ν(x) − ν(y). On trouve
ϕ(xy) = (1 ∧ α 7−→ (x ∧ αy + y ∧ αx))
En fait, les deux termes dans la seconde parenthe`se sont e´gaux.
5.1.2. Lemme Soit α un endomorphisme d’un module E localement libre de rang deux. Si TrE(α) = 0,
alors, pour tous x, y ∈ E, on a dans Λ2E,
x ∧ αy = y ∧ αx.
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En effet, introduisons une inde´termine´e T , et calculons de deux fac¸ons (T −α)(x) ∧ (T −α)(y) : si on
de´veloppe on trouve
T 2x ∧ y − T (αx ∧ y + x ∧ αy) + det(α)x ∧ y,
Par ailleurs, par de´finition du de´terminant, cet e´le´ment est aussi e´gal a`
(T 2 − Tr(α)T + det(α))x ∧ y
L’hypothe`se Tr(α) = 0 entraˆıne donc l’e´galite´ annonce´e. 
Si α est dans N = Ker(TrA), on a aussi TrE(α) = 0 puisque E est un A-module inversible. Finalement,
on obtient l’expression suivante pour l’application
ϕ : Sym2(E) −→ L = HomOX (Λ
2A, Λ2E)
(5.1.3) ϕ(xy) = (1 ∧ α 7−→ 2x ∧ αy).
La surjectivite´ de cette application est une proprie´te´ locale ; pour la ve´rifier, on peut donc supposer
que E = OY , et, par suite, que E = A = OX ⊕ N , et L = OX ; l’image de ϕ est un ide´al, et il contient
l’e´le´ment inversible 2 = ϕ(1.1).
5.2. Montrons que le reveˆtement associe´ a` ϕ est isomorphe a` f .
Reprenons la de´marche du §4 : la construction du reveˆtement associe´ a` ϕ repose sur le module
inversible Hom(L,Λ2E), note´ N ′, et sur l’application (4.1.1) u : N ′ ⊗ E −→ E.
On de´finit un isomorphisme N ≃ N ′ en associant a` α ∈ N l’e´le´ment α′ ∈ N ′ = Hom(L,Λ2E) de´fini par
(5.2.1) α′(λ) = λ(1 ∧ α)
(Cela a bien un sens puisque λ ∈ L = HomOX (Λ
2A, Λ2E) (5.1.3)).
Il faut d’abord ve´rifier que pour tout α ∈ N et y ∈ E, on a
(5.2.2) u(α′ ⊗ y) = αy
ou` le produit αy est donne´ par la structure initiale de A-module sur E. Or, pour tout x ∈ E, on a
x ∧ u(α′ ⊗ y)
(4.1.2)
=
1
2
α′(ϕ(xy))
(5.2.1)
=
1
2
ϕ(xy)(1 ∧ α)
(5.1.3)
= x ∧ αy.
D’ou` l’e´galite´ (5.2.2). Il faut ensuite ve´rifier que l’isomorphisme line´aire A = OX ⊕N ≃ OX ⊕N
′ est un
isomorphisme d’alge`bres, c’est-a`-dire que le carre´ dans A d’un e´le´ment α ∈ N , soit −normA(α), est e´gal
au carre´ de α′ soit − det(α′E) (4.1.3). Or, l’e´galite´ (5.2.2) dit que l’endomorphisme α
′
E = (y 7→ u(α
′⊗ y))
est e´gal a` (y 7→ αy) ; comme E est un A-module inversible, le de´terminant de ce dernier est e´gal a`
normA(α) ; d’ou` la compatibilite´ aux produits, qui e´tait annonce´e.
5.3 Fonctorialite´ des ces constructions.
Au couple (Y, E) forme´ d’un reveˆtement double de X et d’un OY -module inversible E , on associe donc
une forme quadratique partout non nulle sur X , q : E −→ L. Il s’agit ici de de´gager des morphismes de
couples qui induisent des morphismes de formes quadratiques. Notons d’abord qu’une restriction e´vidente
s’impose : on ne peut conside´rer que les morphismes de reveˆtements de X ,
Y ′
f ′   A
AA
AA
AA
A
g // Y
f~~ ~
~~
~~
~~
X
qui sont, au moins, compatibles aux normes usuelles, au sens ou` le diagramme suivant doit eˆtre commutatif
f⋆OY
norm
""F
FF
FF
FF
F
ψ // f ′⋆OY ′
norm
{{ww
ww
ww
ww
OX
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Le morphisme ψ de´signe l’image directe par f du morphisme canonique OY −→ g⋆OY ′ , et cette com-
mutativite´ est requise pour tous les triangles obtenus par changement de base sur X ; autrement dit,
les normes doivent eˆtre conside´re´es comme des lois polynoˆmes et non comme de simples applications.
Introduisant une inde´termine´e T , on doit donc avoir, pour toute section locale y de f⋆OY ,
normY/X(T − y) = normY ′/X(T − ψ(y))
c’est-a`-dire
T 2 − TrY/X(y)T + normY/X(y) = T
2 − TrY ′/X(ψ(y))T + normY ′/X(ψ(y))
Cette e´galite´ entre polynoˆmes implique la suivante
TrY/X(y) = TrY ′/X(ψ(y)).
On dira donc parfois que g est compatible aux traces. En utilisant les de´compositions f⋆OY = OX ⊕N
et f ′⋆OY ′ = OX ⊕N
′, on voit que la compatibilite´ aux traces s’e´crit finalement
(5.3.1) ψ(N) ⊂ N ′.
En fait on n’obtiendra de re´sultats satisfaisants que sous une hyppothe`se un peu plus forte (cf. (1.6)), a`
savoir :
(5.3.2) ψ est injective.
5.3.3 Gardons les notations introduites, et conside´rons un morphisme g : Y ′ −→ Y de reveˆtements
doubles de X ; soit E un module inversible sur Y , et E ′ = g⋆E son image re´ciproque sur Y ′. On suppose
que l’homomorphisme ψ : f⋆OY −→ f
′
⋆OY ′ associe´ a` g est injectif. Alors g induit un morphisme des
« normes », au sens suivant : il existe un isomorphisme ω : NY/X(E) ≃ NY ′/X(E
′) rendant commutatif
le diagramme
f⋆E
θ
−−−−→ f ′⋆E
′
νE
y yνE′
NY/X(E) −−−−→
ω
NY ′/X(E
′),
ou` θ de´signe l’image directe par f de l’application canonique E −→ g⋆g
⋆E.
Alle´geons, comme plus haut, les notations en posant A = f⋆OY , A
′ = f ′⋆OY ′ , E = f⋆E et E
′ = f ′⋆E
′.
Pour de´finir ω, introduisons les deux applications e´videntes
NY/X(E) = Hom(Λ
2A,Λ2E)
(1,∧2θ)
−−−−−→ Hom(Λ2A,Λ2E′)
(∧2ψ,1)
←−−−−− Hom(Λ2A′,Λ2E′) = NY ′/X(E
′)
Il s’agit de ve´rifier qu’elles sont injectives et qu’elles ont meˆme image. Ce sont la` des proprie´te´s locales
sur X , si bien qu’on peut supposer, E e´tant localement isomorphe a` OY , que E = A, E
′ = A′ et θ = ψ.
L’injectivite´ de ∧2ψ provient de l’injectivite´ de ψ, et celle de sa duale provient du fait que Coker(∧2ψ)
est un module de torsion. Par ailleurs, les deux applications
Hom(Λ2A,Λ2A)
(1,∧2ψ)
−−−−−→ Hom(Λ2A,Λ2A′)
(∧2ψ,1)
←−−−−− Hom(Λ2A′,Λ2A′)
ont la meˆme image : le sous-module engendre´ par ∧2ψ ∈ Hom(Λ2A,Λ2A′).
La compatibilite´ aux « normes » se voit donc par la commutativite´ du diagramme suivant
E
ν

θ // E′
ν

Hom(Λ2A,Λ2E)
(1,∧2θ) ))RR
RRRR
RRR
RRRR
R
Hom(Λ2A′,Λ2E′)
(∧2ψ,1)uukkkk
kkk
kkkk
kkk
Hom(Λ2A,Λ2E′)
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laquelle se ve´rifie en suivant le destin d’une section x de E :
x_

 // 1⊗ x_

(1 ∧ α 7→ x ∧ αx)

**UUU
UUUU
UUUU
UUUU
U
(1 ∧ α′ 7→ 1⊗ x ∧ α′ ⊗ x)(
tthhhh
hhhh
hhhh
hhhh
hh
(1 ∧ α 7→ 1⊗ x ∧ 1⊗ αx)
(Remarquer que, dans E′ = A′ ⊗A E, on a ψ(α)⊗ x = 1⊗ αx pour α ∈ N).
Examinons maintenant la fonctorialite´ du passage d’une forme quadratique a` un reveˆtement double,
explique´ au §4.
5.3.4. Soient E et E′ des OX-modules localement libres de rang 2. Soient q : E −→ L et q
′ : E′ −→ L
deux applications quadratiques, partout non nulles, a` valeurs dans un meˆme OX-module inversible L. Soit
f : Y −→ X et f ′ : Y ′ −→ X les reveˆtements doubles associe´s a` q et q′.
Alors, a` toute application line´aire injective θ : E −→ E′ telle que q = q′θ, correspond un morphisme de
reveˆtements g : Y ′ −→ Y dont le morphisme d’alge`bres associe´
ψ : f⋆OY = OX ⊕N −→ f
′
⋆OY ′ = OX ⊕N
′
est injectif (il ve´rifie donc la relation ψ(N) ⊂ N ′).
La de´finition de la restriction de ψ a` N s’impose d’elle-meˆme : c’est l’application
N = Hom(L,Λ2E)
(1,Λ2θ)
−−−−→ Hom(L,Λ2E′) = N ′
Il faut ve´rifier tout ce qui est sous-entendu dans le mot correspond de la conclusion. A` savoir les points
a), b) et c) suivants .
a) L’ope´ration de N sur E est transporte´e par ψ en l’ope´ration de N ′ sur E′ ; autrement dit, en utilisant
les applications u de (4.1.1), le carre´ suivant est commutatif
N ⊗ E
ψ⊗θ
−−−−→ N ′ ⊗ E′
u
y yu′
E −−−−→
θ
E′
Au vu de la relation (4.1.2), il faut ve´rifier que pour toutes sections locales y ∈ E, x′ ∈ E′ et α ∈ N , on a
(5.3.4.1) x′ ∧ u′(ψ(α) ⊗ θ(y)) = x′ ∧ θ(u(α⊗ y)).
Dans le cas ou` x′ provient de E, c’est-a`-dire si x′ = θ(x), cette e´galite´ de´coule de la de´finition de u (on
note ϕ et ϕ′ les formes biline´aires associe´es a` q et q′ respectivement) ; en effet, on a les e´galite´s suivantes :
θ(x) ∧ u′(ψ(α) ⊗ θ(y)) = 12ψ(α)(ϕ
′(θ(x)θ(y))), par de´finition (4.1.2)
= 12ψ(α)(ϕ(xy)), puisque q
′θ = q
= 12 ∧
2 θ(α(ϕ(xy))), par de´finition de ψ
= θ(x) ∧ θ(u(α⊗ y)), (4.1.2).
Pour un x′ ge´ne´ral, on se rame`ne au cas pre´ce´dent par la remarque suivante. L’e´galite´ (5.3.4.1) peut se
ve´rifier localement sur X , ce qui permet de supposer que E = E′, et que θ est donc un endomorphisme ;
son de´terminant est une section re´gulie`re puisque θ est suppose´e injective. Soit t cette section. Comme
Λ2E′ est inversible, t est re´gulie`re pour ce module, et il suffit donc de ve´rifier l’e´galite´ tx′∧u′(ψ(α)⊗θ(y)) =
tx′ ∧ θ(u(α ⊗ y)). L’existence du cotranspose´ θ˜ de θ, et la relation θ ◦ θ˜ = tE′ montrent que tE
′ ⊂ θ(E),
ce qui re´duit la ve´rification au cas de´ja` traite´.
b) L’application ψ est compatible aux multiplications i.e. pour α ∈ N , on a
µ′(ψ(α)⊗2) = µ(α⊗2)
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Cela de´coule de la formule (4.1.3) µ(α⊗2) = − det(αE), et de a). Cela entraˆıne que ψ s’e´tend en un
morphisme de OX -alge`bres A −→ A
′, d’ou` le morphisme de reveˆtements g : Y ′ −→ Y .
c) Soient E et E ′ les modules inversibles associe´s respectivement a` E et E′. Le point a) implique que θ
induit une application de OY ′ -modules inversibles χ : g
⋆E −→ E ′. C’est un isomorphisme.
En effet, d’apre`s le re´sultat direct (5.3.3) on dispose d’un isomorphisme ω : NY/X(E) ≃ NY ′/X(g
⋆E)
compatible aux normes. Mais, d’apre`s (5.2), les deux modules inversibles NY/X(E) et NY ′/X(E
′) sont
canoniquement isomorphes a` L ; on en de´duit que NY ′/X(χ) est un isomorphisme (se souvenir que q et
q′ sont partout non nulles). En explicitant NY ′/X(g
⋆E) et NY ′/X(E
′), on voit l’isomorphisme
NY ′/X(χ) : Hom(Λ
2A′,Λ2A′ ⊗A E) −→ Hom(Λ
2A′,Λ2E′)
Il montre que l’application Λ2A′ ⊗A E −→ Λ
2E′ est un isomorphisme, donc que χ lui-meˆme en est un.
Cela ache`ve la de´monstration de 5.3.4.
5.4. Re´sume´
Soit X un sche´ma ou` 2 est inversible.
De´signons par R la cate´gorie dont les objets sont les couples (Y, E), ou` f : Y → X est un reveˆtement
double de X , et E est un OY -module inversible. Une fle`che dans R de (Y, E) vers (Y
′, E ′) est constitue´e
d’un morphisme de reveˆtements g : Y ′ −→ Y et d’un isomorphisme g⋆E ≃ E ′ ; on impose de plus a` g la
condition que le morphisme induit ψ : f⋆OY −→ f
′
⋆OY ′ soit injectif.
De´signons par Q la cate´gorie dont les objets sont les applications quadratiques partout non nulles
q : E −→ L, de source un OX -module localement libre de rang 2, a` valeurs dans un inversible. Une fle`che
dans Q de q : E −→ L vers q′ : E′ −→ L′ est constitue´e d’une application line´aire injective θ : E −→ E′
et d’un isomorphisme ω : L −→ L′ tels que le diagramme suivant soit commutatif
E
θ
−−−−→ E′
q
y yq′
L −−−−→
ω
L′
Alors les cate´gories R et Q sont e´quivalentes.
Plus pre´cisement, l’application sur les objets
N : R −→ Q, (Y, E) 7−→ (νE : f⋆E −→ NY/X(E))
se prolonge en un foncteur covariant (5.3.3). Et il existe un foncteur covariant
A : Q −→ R
de´fini sur les objets en 4.1, et sur les fle`ches en 5.3.4, tel que les foncteurs N◦A et A◦N soient isomorphes
aux foncteurs identite´.
6. Formes biline´aires syme´triques et polynoˆmes homoge`nes de degre´ deux
Ces deux notions sont duales l’une de l’autre et on peut, le plus souvent, les identifier sans obscurcir le
propos ; mais ici, il faut les distinguer et pre´ciser comment on passe de l’une a` l’autre.
Soit E un OX -module localement libre de rang deux, et L et M des OX -modules inversibles.
Un polynoˆme homoge`ne de degre´ 2 sur E (on devrait pre´ciser : « tordu par M » ) est une application
line´aire
γ : OX −→ Sym
2(E)⊗OX M.
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On va rappeler comment il lui correspond une application line´aire
ϕ : Sym2(E) −→ L.
Pour passer d’une notion a` l’autre, on utilise le
6.1. Lemme Soit X un sche´ma sur lequel 2 est inversible, et E un OX-module localement libre de
rang deux. Alors l’application line´aire
E⊗4 −→ (Λ2E)⊗2, x1 ⊗ x2 ⊗ x3 ⊗ x4 7−→ (x1 ∧ x3)⊗ (x2 ∧ x4) + (x1 ∧ x4)⊗ (x2 ∧ x3 )
est invariante si on permute 1 et 2, et si on permute 3 et 4, de sorte qu’elle passe aux quotients et de´finit
une application
Sym2(E)⊗ Sym2(E) −→ (Λ2E)⊗2,
d’ou`, finalement, une application
Sym2(E) −→ HomOX (Sym
2(E), (Λ2E)⊗2).
C’est un isomorphisme.
On le ve´rifie en se ramenant au cas ou` E est un module libre de rang deux, et en choisissant une base
{e1, e2} de E : relativement a` la base {e
2
1, e1e2, e
2
2} de Sym
2(E) et a` la base e1 ∧ e2⊗ e1 ∧ e2 de (Λ
2E)⊗2,
la matrice de cette application est 
0 0 20 −1 0
2 0 0

 
6.2. Ainsi, a` une section γ de Sym2(E)⊗OX M , cet isomorphisme associe une forme ϕ : Sym
2(E) −→ L
a` valeurs dans le module inversible L = (Λ2E)⊗2 ⊗M.
Si γ est partout non nulle alors ϕ est surjective, et re´ciproquement. L’hypothe`se signifie, en effet, que
pour tout point x ∈ X , de corps re´siduel κ(x), l’application
γ ⊗ κ(x) : κ(x) −→ Sym2(E ⊗ κ(x))⊗κ(x) (M ⊗ κ(x))
est injective ; il revient au meˆme de supposer que γ est injective et que Coker(γ) est un OX -module
localement libre ([Bour] AC II, §3.2, Prop.6, ou [EGA I] 0I6.7.4). Mais c’est aussi e´vident si on utilise le
lemme qui pre´ce`de : cette dualite´ montre que la non nullite´ en chaque point de γ et de ϕ sont e´quivalentes,
et, pour ϕ elle est clairement e´quivalente a` sa surjectivite´.
6.3. Proposition Soit γ : OX −→ Sym
2(E) ⊗OX M une section partout non nulle, soit ϕ :
Sym2(E) −→ L la forme syme´trique “duale” de γ, et A la OX-alge`bre associe´e a` ϕ, de sorte que E est
muni d’une structure de A-module inversible. Alors, la suite
0 −→ OX
γ
−→ Sym2(E)⊗OX M
can.
−→ Sym2A(E)⊗OX M −→ 0
est exacte.
Ici encore, le plus simple est une ve´rification locale. On se place donc sur un ouvert affine ou` E, M
et L sont libres. On choisit une base {e1, e2} de E, et une base β de M ; l’e´le´ment ε = (e1 ∧ e2)
⊗2 ⊗ β ∈
(Λ2E)⊗2 ⊗M = L est alors une base de ce module. La section γ ∈ Sym2(E)⊗M s’e´crit
γ = (ae21 + be1e2 + ce
2
2)⊗ β.
On ve´rifie imme´diatement que la forme syme´trique associe´e a` γ est
(6.3.1) ϕ = 2aϕ22 − b ϕ12 + 2c ϕ11
ou` ϕij : Sym
2(E) −→ L de´signe l’application donne´e par ϕij(ekel) = ε si {i, j} = {k, l}, et = 0 sinon.
Reprenons les notations de 4.2.. L’alge`bre A associe´e a` ϕ est de la forme OX ⊕N , ou` le module N est
isomorphe a` Hom(L,Λ2E), et admet donc pour base l’e´le´ment α de´fini par α(ε) = e1 ∧ e2. La structure
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de A-m`odule sur E est de´termine´e par l’action de α, c’est-a`-dire par un endomorphisme αE : E −→ E,
qui est explicite´ en 4.2. ; on trouve
(6.3.2) αE(e1) =
1
2
b e1 + c e2 , αE(e2) = −a e1 −
1
2
b e2.
Par ailleurs, le noyau de l’application canonique Sym2(E)⊗OX M −→ Sym
2
A(E)⊗OX M est le OX -
module engendre´ par les e´le´ments de la forme [xαE(y)−αE(x)y]⊗β ∈ Sym
2(E)⊗M ; on peut se limiter
aux e´le´ments x, y faisant partie d’une base de E ; ce noyau est donc engendre´ par l’unique e´le´ment
[e1αE(e2)− αE(e1)e2]⊗ β =
[
e1 (−a e1 −
1
2
b e2)− (
1
2
b e1 + c e2) e2
]
⊗ β = −γ 
7. Diviseurs de degre´ deux sur les fibre´s en droites
Soit X un sche´ma, E un OX -module localement libre de rang deux, et M un OX -module inversible.
On conside`re une section partout non nulle
γ : OX −→ Sym
2(E)⊗OX M.
On peut voir γ comme une famille, inde´xe´e par X , de polynoˆmes homoge`nes de degre´ 2 en deux
inde´termine´es. Soit P = P(E) le fibre´ projectif (en doites) associe´ a` E, et p : P → X le morphisme
canonique. La section γ de´termine un diviseur effectif D ⊂ P , qui est fini, plat sur X , et localement de
rang deux ; en particulier, le morphisme D → X est affine, et D est donc le spectre de la OX -alge`bre finie
localement libre de rang deux p⋆(OD). On se propose de de´crire cette alge`bre.
7.1. La me´thode classique utilise les proprie´te´s des images directes, rappele´es ci-dessous, ou` OP (1)
de´signe le quotient inversible “fondamental” de p⋆(E), et F un OX -module localement libre (cf. [EGA
III] 2.1.16, ou [Hart] p.253, ex.8.3 et 8.4 ).
(7.1.1) p⋆(OP (m)⊗ p
⋆(F )) ≃
{
0, si m < 0
Symm(E)⊗ F, si m ≥ 0
(7.1.2) R1p⋆(OP (m)⊗ p
⋆(F )) ≃
{
0, si m ≥ −1
(Λ2E)−1 ⊗OX F, si m = −2
Le diviseur D associe´ a` γ est de´fini par D = div(s), ou` s est de´duite, par adjonction, de
γ : OX → Sym
2(E)⊗OX M ≃ p⋆(OP (2)⊗OP p
⋆M);
autrement dit, s est l’application compose´e
(7.1.3) OP
p⋆(γ)
−→ p⋆p⋆(OP (2))⊗OP p
⋆(M)
can.
−→ OP (2)⊗OP p
⋆M.
On en tire la suite exacte
(7.1.4) 0 −→ OP (−2)⊗OP p
⋆M−1 −→ OP −→ OD −→ 0.
Par image directe, on obtient la suite exacte
(7.1.5) 0 −→ OX −→ p⋆(OD) −→ R
1p⋆(OP (−2)⊗OP p
⋆M−1) −→ 0
Le faisceau conoyau R1p⋆(OP (−2)⊗OP p
⋆M−1) est, d’apre`s (7.1.2), isomorphe au module inversible
N = (M ⊗ Λ2E)−1 = Hom(Λ2E ⊗M,OX)
Cela montre de´ja` que p⋆(OD) est une OX -alge`bre finie localement libre de rang 2. De plus, la suite (7.1.5)
est scinde´e (par 12Tr), si bien que p⋆(OD) est isomorphe, comme OX -module, a` OX ⊕N . Par ailleurs, la
suite (7.1.4), tensorise´e par OP (1), donne, par image directe, un isomorphisme
E = p⋆(OP (1)) −˜→ p⋆(OD(1)).
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On en de´duit un morphisme de OX -alge`bres, qui s’ave`re eˆtre injectif,
p⋆(OD) = p⋆EndOD (OD(1)) −→ EndOX (E).
Autrement dit, E est muni d’une structure de p⋆(OD)-module (inversible). Mais tout cela ne donne pas
facilement la structure multiplicative sur OX ⊕N , car les isomorphismes utilise´s font intervenir la dualite´
et des calculs a` la Cˇech, qu’il serait malaise´ de suivre pour de´gager le produit. On va montrer en (7.3)
comment de´crire cette multiplication dans le cadre propose´ dans les paragraphes pre´ce´dents.
7.2. C’est le lieu de citer un re´sultat, devenu classique, duˆ a` Schwarzenberger ([Schwar], Thm 3, p.629),
et qui se de´duit tre`s simplement de ce qui pre´ce`de.
Soit Xun sche´ma projectif sur un corps alge´briquement clos de caracte´ristique 6= 2. On suppose que
dim(X) ≤ 2. Alors, tout OX-module localement libre E de rang 2 est l’image directe f⋆(E) d’un inversible
E sur un reveˆtement double f : Y −→ X.
En effet, X e´tant projectif, il existe un faisceau inversible tre`s ample M sur X tel que Sym2(E)⊗M
soit engendre´ par ses sections ; comme c’est un OX -module localement libre de rang 3 > dim(X), ce
module posse`de une section γ : OX −→ Sym
2(E) ⊗ M partout non nulle, comme il de´coule du easy
lemma of Serre ([Mumf], p.148). L’application ϕ : Sym2(E) −→ L, duale de γ au sens de 6.1, permet
alors, en suivant 4.3 et 4.4, de de´finir un reveˆtement double f : Y −→ X , et un OY -module inversible E
tels que f⋆(E) = E.
On verra en 9.1 que la conclusion est fausse pour un module inde´composable sur Pn de`s que n ≥ 3.
7.3. Revenons aux notations introduites en 7.1., et a` la section, suppose´e partout non nulle,
γ : OX −→ Sym
2(E)⊗OX M.
Montrons comment le §4 permet de de´crire l’alge`bre p⋆(OD).
Le lemme 6.1 permet d’associer a` γ, par dualite´, une application line´aire
ϕ : Sym2(E) −→ L
a` valeurs dans le module inversible L = (Λ2E)⊗2 ⊗ M. Cette application est surjective puisque γ est
partout non nulle. D’apre`s le §4, on associe a` ϕ un reveˆtement de rang deux f : Y → X .
On va montrer l’existence d’un morphisme canonique de sche´mas sur X, j : Y −→ P = P(E), qui
induit un isomorphisme de Y sur le diviseur D de´fini par γ.
Y
f ?
??
??
??
?
j // P(E)
p
||zz
zz
zz
zz
X
De´signons par E le module inversible sur Y associe´ a` E, c.f. 4.3. et 4.4., de sorte qu’on a
f⋆(E) = E.
Sur Y , l’application surjective f⋆(E) = f⋆f⋆(E)→ E de´termine un morphisme j : Y → P de sche´mas sur
X , caracte´rise´ par l’isomorphisme
j⋆(OP (1)) ≃ E
entre OY -modules inversibles quotients de f
⋆(E). D’apre`s [EGA II] 4.4.4 et 5.1.6, le morphisme j est une
immersion ferme´e puisque le morphisme f est affine.
Montrons que j se factorise par le diviseur effectif D ⊂ P de´fini par γ, c’est-a`-dire, en utilisant (7.1.3),
que l’application compose´e suivante est nulle :
(7.3.1) OY
f⋆(γ)
−→ f⋆Sym2OX (E)⊗OY f
⋆(M)
ψ⊗1
−→ E⊗2 ⊗OY f
⋆M,
ou`
ψ : f⋆(Sym2(E)) −→ E⊗2
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est l’application canonique. Notons, comme au §1, f⋆(OY ) = A.
En termes de OX -modules, cette application ψ s’e´crit
A⊗OX Sym
2
OX (E) −→ Sym
2
A(E).
Or, la proposition 6.3. e´tablit l’exactitude de la suite
0 −→ OX
γ
−→ Sym2(E)⊗OX M
can.
−→ Sym2A(E) ⊗OX M −→ 0
Il est alors clair que l’application (7.3.1) est nulle.
Finalement, comme les sche´mas Y et D sont localement libres sur X , et de meˆme rang, et que
j : Y → D est une immersion ferme´e, on voit que j est un isomorphisme.
7.4. A titre d’exemple, on va de´terminer l’alge`bre p⋆(OD) dans le cas ou` X = Spec(R) est affine, et ou`
E = R2 et M = R. Le polynoˆme homoge`ne conside´re´ s’e´crit alors
γ = aX2 + 2bXY + cY 2.
Supposer que γ est partout (sur Spec(R)) non nulle revient a` supposer que l’ide´al aR + bR + cR est
e´gal a` R. D’apre`s 6.1. et les calculs utilise´s dans la de´monstrations de 6.3., on voit que la forme line´aire
ϕ : Sym2(E) −→ R associe´e a` γ s’e´crit
ϕ = 2(cϕ11 − bϕ12 + aϕ22).
L’alge`bre p⋆(OD) s’identifie a` la sous-alge`bre de EndR(E) =M2(R) engendre´e par l’endomorphisme αE
de 4.2., soit, ici, par la matrice (
b −a
c −b
)
On trouve finalement que p⋆(OD) est isomorphe a`
A = R[T ]/(T 2 − (b2 − ac)).
On peut ve´rifier directement qu’on a un isomorphisme de sche´mas
(7.4.1) Spec(R[T ]/(T 2 − (b2 − ac))) −˜→ Proj(R[X,Y ]/(aX2 + 2bXY + cY 2))
Il faut d’abord s’assurer que le A-module E = R2 est inversible, puis que les e´le´ments {e1, e2} de la base
canonique ve´rifient dans E ⊗A E la relation
(7.4.2) a e1 ⊗ e1 + 2b e1 ⊗ e2 + c e2 ⊗ e2 = 0.
Ve´rifions ces deux points par un calcul direct. Pour le premier, il s’agit de montrer qu’il existe localement
un e´le´ment z = (x, y) ∈ E tel que l’ensemble {z, αE(z)} soit une base de E comme R-module ; cela se
traduit par l’inversibilite´ (dans R) de
det
(
x bx− ay
y cx− by
)
= cx2 − 2bxy + ay2.
Conside´rons donc le polynoˆme G(X,Y ) = cX2−2bXY +aY 2. Si l’e´le´ment a = G(0, 1) (resp. c = G(1, 0))
est inversible (dans R) alors l’e´le´ment (0, 1) (resp. (1, 0)) est un ge´ne´rateur de E ; si a−2b+c est inversible,
alors (1, 1) est un ge´ne´rateur. Comme l’hypothe`se sur les coefficients implique que aR+(a−2b+c)R+cR =
R, on a bien ve´rifie´ que le A-module E est localement isomorphe a` A.
Pour ve´rifier (7.4.2), il suffit de remarquer que le membre de gauche s’e´crit aussi
−e1 ⊗ (−ae1 − be2) + (be1 + ce2)⊗ e2 = −e1 ⊗ αE(e2) + αE(e1)⊗ e2;
cet e´le´ment est nul puisque le produit tensoriel est effectue´ sur A.
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8. Groupes de Picard d’un reveˆtement de l’espace projectif
8.1. Proposition Soit X = Pn l’espace projectif de dimension n sur un corps de caracte´ristique 6= 2,
et f : Y → X un reveˆtement double. Si n ≥ 3, alors l’homomorphisme
f⋆ : Pic(X) −→ Pic(Y )
est un isomorphisme.
8.2. Remarques 1) Lorsque n ≤ 2, on n’a plus un tel isomorphisme comme le montre, par exemple,
le reveˆtement P1 ×P1 −→ P2.
2) Sur le corps C, et lorsque Y est suppose´ lisse, ce re´sultat a e´te´ de´montre´ par Robert Lazarsfeld [Laz].
3) La de´monstration propose´e ci-dessous utilise la the´orie des sections hyperplanes de Lefschetz, e´labore´e
par Grothendieck dans [SGA 2], XI et XII ; ce texte contient l’e´nonce´ suivant (XII, Cor. 3.7), qui est tre`s
proche de 8.1. : si Y est d’intersection comple`te (globale) dans un Pr, alors Pic(Y ) est libre engendre´
par la classe de OY (1) (aucune hypothe`se de lissite´ sur Y ). Je ne vois pas comment passer directement
de cet e´nonce´ a` celui de 8.1.
La de´monstration de 8.1 utilise plusieurs carre´s carte´siens de la forme
(⋆)
Y ′
f ′
−−−−→ X ′y y
Y −−−−→
f
X,
ou` f (et donc f ′) sont des reveˆtements doubles, et ou` X ′ est un diviseur effectif sur X . Cela conduit a`
un carre´ commutatif
(⋆⋆)
Pic(Y ′)
f ′⋆
←−−−− Pic(X ′)x x
Pic(Y ) ←−−−−
f⋆
Pic(X),
On va pouvoir comparer f⋆ et f ′⋆ graˆce a` des informations sur les fle`ches verticales, fournies par le
« the´ore`me de Lefschetz » sous la forme donne´e par Grothendieck ([SGA 2] p.121), et dont voici l’e´nonce´.
8.3 The´ore`me Soit X un sche´ma alge´brique projectif muni d’un module inversible ample L. On suppose
que X est de profondeur ≥ 2 en ses points ferme´s. Soit X ′ le support d’un diviseur effectif de´fini par une
section de L.
Si H1(X ′,L⊗−mX′ ) = H
2(X ′,L⊗−mX′ ) = 0 pour m > 0, et si les anneaux locaux des points ferme´s de X
sont parafactoriels, alors Pic(X) −→ Pic(X ′) est bijectif.
8.4 En fait, dans la de´monstration de 8.1, on disposera de conditions un peu plus fortes, et qui seront
relatives a` X , et non a` son sous-sche´ma X ′. Gardons les hypothe`ses ge´ne´rales de 8.3.
Si Hj(X,L⊗−m) = 0 pour m > 0, pour j = 1, 2 ou 3, et si les anneaux locaux des points ferme´s de X
sont parafactoriels, alors Pic(X) −→ Pic(X ′) est bijectif.
La suite exacte de faisceaux sur X
0 −→ L−1 −→ OX −→ OX′ −→ 0
montre imme´diatement que les hypothe`ses faites en 8.4 entraˆınent celles en 8.3.
8.5. Pour me´moire :
Hj(Pn,O(r)) = 0, pour r ∈ Z et 0 < j < n.
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8.6. Lemme Soit f : Y −→ X un reveˆtement double dont la multiplication µ : N⊗2 → OX est nulle,
i.e. dont le module inversible associe´ N est ide´al de carre´ nul dans OY . On suppose que
H1(X,N) = H2(X,N) = 0.
Alors l’homomorphisme f⋆ : Pic(X) −→ Pic(Y ) est un isomorphisme.
Dans cet e´nonce´ (classique), X est un sche´ma quelconque. La conclusion provient de la suite exacte
0 −→ N
x 7→1+x
−−−−−→ O×X −→ O
×
Y −→ 1
8.7 De´monstration de la proposition lorsque n ≥ 4.
Soit f : Y → X = Pn un reveˆtement double. Reprenons les notations du §1 : f⋆(OY ) = OX ⊕ N . Le
sche´ma X e´tant inte`gre, la multiplication µ : N⊗2 → OX est, soit nulle, soit injective. Si µ = 0, N est
un ide´al de carre´ nul dans OY , et le lemme pre´ce´dent permet de conclure. Sinon le lieu de diramation X
′
est le diviseur de´fini par l’ide´al I = Im(µ) ⊂ OX .
Soit Y ′ = f−1(X ′)
f ′
−→ X ′ le reveˆtement induit au-dessus du diviseur X ′, de sorte qu’on a le carre´
carte´sien suivant :
Y ′
f ′
−−−−→ X ′y y
Y −−−−→
f
X,
Montrons que Pic(X ′) −→ Pic(Y ′) est un isomorphisme.
Dans la de´composition f⋆(OY ′) = OX′ ⊕ N
′, on a N ′ = N/IN , et N ′ est un ide´al de carre´ nul, si bien
qu’on peut utiliser 8.6, a` condition d’avoir ve´rifie´ que H1(X ′, N ′) = H2(X ′, N ′) = 0. Par de´finition, N ′
s’inse`re dans la suite exacte
0 −→ N ⊗N⊗2
1⊗µ
−→ N −→ N ′ −→ 0
Comme X = Pn, le module inversible N est de la forme N = OX(−s), pour un entier s > 0, d’ou` un iso-
morphismeN⊗N⊗2 ≃ OX(−3s) ; enfin, comme n ≥ 4, on a pour tout entier positif r, H
j(X,OX(−r)) = 0
pour j = 1, 2, 3. D’ou` la nullite´ de H1(X ′, N ′) et de H2(X ′, N ′).
Conside´rons maintenant les fle`ches verticales, et ve´rifions les conditions de 8.4. Comme X est re´gulier
les anneaux locaux de ses points ferme´s sont parafactoriels ; il en est de meˆme pour Y puisqu’il est de
dimension ≥ 4 et localement intersection comple`te ([SGA] 2, XI, 3.13, p.105).
Le faisceau ample L de l’e´nonce´ 8.4 est ici I−1 ≃ OX(2s), donc les conditions d’annulation sont
conse´quences de 8.5.
Ainsi, l’homomorphisme de restriction Pic(X)→ Pic(X ′) est un isomorphisme.
Passons a` Y ′ → Y . Le faiceau ample L a` conside´rer ici est I ⊕ IN ≃ OX(−2s) ⊕ OX(−3s), et il
est clair que l’on a les meˆmes proprie´te´s d’annulation ; elles entraˆınent que Pic(Y ) → Pic(Y ′) est un
isomorphisme.
Finalement, le carre´ (⋆⋆) montre que Pic(X)→ Pic(Y ) est un isomorphisme.
8.8 On suppose maintenant que X = P3.
On re´alise X comme un hyperplan dans Q = P4. Le reveˆtement donne´ f : Y → X est de´termine´ par
l’application injective µ : OX(−2s)→ OX , c’est-a`-dire par une section de OX(2s). La suite exacte
0 −→ OQ(2s− 1) −→ OQ(2s) −→ OX(2s) −→ 0
et les relations 8.5, montrent que µ se rele`ve (sans unicite´) en une application
µQ : OQ(−2s) −→ OQ.
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Cette application permet de de´finir un reveˆtement double g : Z −→ Q dont la restriction a` l’hyperplan
X ⊂ Q est f . On a donc le carre´ carte´sien suivant :
Y
f
−−−−→ Xy y
Z −−−−→
g
Q
On en de´duit le carre´ commutatif
Pic(Y )
f⋆
←−−−− Pic(X)x x
Pic(Z) ←−−−−
g⋆
Pic(Q),
Comme Q = P4, la premie`re partie (8.7) montre que g
⋆ est un isomorphisme. Comme X est un hyperplan
dans Q, on dispose de la suite exacte
0 −→ OQ(−1) −→ OQ −→ OX −→ 0
Par suite les conditions de 8.4 sont satisfaites, et Pic(Q) −→ Pic(X) est donc un isomorphisme.
Comme l’ide´al de Y dans Z estOQ(−1)⊕OQ(−1)⊗N = OQ(−1)⊕OQ(−1−s), les conditions d’annulation
de 8.4 sont aussi satisfaites sur Z, donc Pic(Z) −→ Pic(Y ) est un isomorphisme. Cela permet de conclure.
9. Application aux fibre´s de rang deux sur les espaces projectifs.
9.1. Proposition Soit X = Pn l’espace projectif de dimension n ≥ 2 sur un corps alge´briquement
clos de caracte´ristique 6= 2. Soit E un fibre´ de rang 2 sur X, et ϕ : Sym2(E) → OX(r) une application
re´gulie`re.
i) Si E est inde´composable, alors r > c1.
ii) Si ϕ est surjective et si n ≥ 3, alors E est de´composable.
L’hypothe`se sur ϕ signifie ici qu’en tout point x ∈ X tel que dim(OX,x) < rang(Sym
2(E)) = 3, l’appli-
cation OX,x-line´aire ϕx est surjective.
Comme d’habitude, l’entier c1 est de´fini par Λ
2E = OX(c1).
Suivant le §4.1, on introduit l’application associe´e a` ϕ
u : N ⊗ E −→ E
ou` N = OX(c1− r) ; rappelons que 1κ(x)⊗ u est non nulle en tout point x ∈ X ou` ϕ est non nulle, i.e ou`
ϕx est surjective.
Montrons que si u n’est pas injective, alors E est de´composable.
Supposons donc que le module M = Ker(u) ne soit pas nul, et montrons qu’alors il est inversible.
L’exactitude de la suite 0→ M → N ⊗ E
u
→ E montre d’abord que M est est ge´ne´riquement de rang 1
puisque u, comme ϕ, est ge´ne´riquement non nulle ; comme X est lisse, le dual M∨ = Hom(M,OX) est
un OX -module inversible.
Plutoˆt qu’un liste de re´fe´rences e´parpille´es qui conduiraient a` ce re´sultat bien connu, voici
un de´monstration directe : soit R un anneau local re´gulier, de corps des fractions K et M un
R module de type fini tel que K⊗RM soit de rang 1. Alors M
∨ = Hom(M,R) est libre. Soit,
en effet, v : M → R une forme line´aire telle que l’ide´al v(M) soit maximal parmi les ide´aux
de ce type ; montrons que v est une base du dual M∨. Notons d’abord que, pour un e´le´ment
non nul t ∈ R, la relation v(M) ⊂ tR implique que t est inversible ; en effet, elle entraˆıne
l’existence de v′ ∈ M∨ tel que v = tv′ ; comme v(M) = tv′(M) ⊂ v′(M), la maximalite´
de v(M) implique que tv′(M) = v′(M), donc que t est inversible. Soit w ∈ M∨, et ξ ∈ K
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l’e´le´ment tel que w = ξ v ; il faut montrer que ξ est dans R, c’est-a`-dire, R e´tant normal,
que ξ ∈ Rp pour tout ide´al premier p de hauteur 1 ; mais, R e´tant factoriel, un tel ide´al est
principal : p = tR ; ce qui pre´ce`de entraˆıne que v(M) * p, donc que Rp = v(M)p ; par suite,
on a ξRp = ξv(M)p = w(M)p ⊂ Rp ; d’ou` le re´sultat.
La suite exacte qui de´finit M montre aussi que ce module est reflexif ; c’est donc un OX -module
inversible.
Montrons que Im(u) est un module inversible. Comme X est inte`gre, et que u n’est pas injectif, on a
Λ2u = 0 ([Bour], A III 8.2, Prop. 3) ; par suite, la multiplication µ : N⊗2 → OX est nulle (4.1.4), et on a
u ◦ (1N ⊗ u) = 0 ; on en tire que l’application 1N ⊗ u : N
⊗2 ⊗ E −→ N ⊗ E se factorise en
N⊗2 ⊗ E −→ N ⊗ Im(u) ⊂ M ⊂ N ⊗ E.
Posons M ′ = Im(u). Comme l’application 1N ⊗ u est non nulle en les points de codimension ≤ 2 (tout
comme ϕ), il en est de meˆme de l’inclusion N ⊗M ′ ⊂ M ; mais M e´tant localement isomorphe a` OX ,
Nakayama nous enseigne que la non nullite´ de N ⊗M ′ ⊗ κ(x)→M ⊗ κ(x) e´quivaut a` la surjectivite´ de
N ⊗M ′x → Mx ; par suite le support du quotient Q = M/(N ⊗M
′) est de codimension ≥ 3 ; mais, par
ailleurs, si le module Q n’est pas nul, sa dimension projective est ≤ 2 puisqu’on a la suite exacte
0→ N ⊗M −→ N⊗2 ⊗ E
1⊗u
−→ M → Q→ 0.
Ceci est impossible sur un sche´ma re´gulier (The´ore`me de Auslander-Buchsbaum, [Bour], AC, X p.45) ;
donc N ⊗M ′ = M , et par suite M ′ est un module inversible ; mais alors N ⊗ E apparaˆıt comme une
extension de M ′ par M , qui sont des faisceaux inversibles :
0→M → N ⊗ E
u
→M ′ → 0
Une telle extension correspond a` un e´le´ment de Ext1(M ′,M) = H1(Pn, N), et ce groupe est nul de`s
que n ≥ 2. Cette extension est donc scinde´e, ce qui montre que si u n’est pas injective, alors E est
de´composable.
Les hypothe`ses impliquent donc que l’application u : N ⊗ E −→ E est injective ; mais alors ∧2u est elle
aussi injective, ainsi que µ : N⊗2 = OX(2(c1 − r)) → OX ; donc r ≥ c1.
Il reste a` e´carter le cas ou` r = c1. Soit Z ⊂ X le sche´ma des ze´ros de ϕ. Notons f : Y −→ X le
reveˆtement double associe´ a` N et µ. D’apre`s 4.3, il existe un faisceau cohe´rent E sur Y tel que f⋆(E) = E,
et d’apre`s 4.4, ce faisceau est inversible sur l’ouvert f−1(X − Z).
Si r = c1, la multiplication µ est un isomorphisme, donc le reveˆtement f : Y → X est e´tale fini ; comme
X = Pn est simplement connexe ([SGA] 1, p.219), on a Y = X ⊔X , et le faisceau E sur Y est de´compose´
en E ′ ⊕ E ′′ ; comme E est inversible sur l’ouvert f−1(X − Z), chacun des composants E ′ et E ′′ est non
nul ; mais cela implique que E est de´compose´.
Montrons ii).
Notons encore f : Y −→ X le reveˆtement associe´ a` ϕ, et E le faisceau sur Y tel que f⋆(E) = E. Si ϕ est
surjective, alors le faisceau E sur Y est inversible (4.4). Comme n ≥ 3, la proposition 8.1 montre que
l’homomorphisme Pic(X) −→ Pic(Y ) est un isomorphisme ; on a donc E = f⋆(L) pour un inversible L
sur X ; mais alors le module E = f⋆f
⋆(L) = L⊕ (L⊗N) est de´compose´.
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