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1. Introduction
The aim of this work is to analyze the quasilinear parabolic N -system
associated with the scalar operator involving the p-Laplacian in the elliptic
part
Pui ≡ ∂tui −∇ ·
(
|∇ui|
p−2∇ui
)
, i = 1, . . . , N, (1.1)
with 1 < p < ∞, ∂t = ∂/∂t and ∇ = (∂/∂x1, . . . , ∂/∂xd), in a space-
time cylinder ΩT = Ω × (0, T ), Ω ⊂ R
d, in the case in which the solution
u = u(x, t) = (u1, . . . , uN) has all its components completely ordered
u1 ≥ u2 ≥ . . . ≥ uN , a.e. (x, t) ∈ ΩT , (1.2)
and subjected to a given nonhomogeneous term f = f(x, t) = (f1, . . . , fN)
and given boundary conditions. For simplicity, we assume
u = 0 on ΣT = ∂Ω× (0, T ) and u = h on Ω0 = Ω× {0}, (1.3)
for given Cauchy data h.
The time independent case corresponds to the classicalN -membranes prob-
lem which can be formulated as an elliptic variational inequality. It has been
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studied for different types of operators (see [20, 21, 8, 2, 3]) associated with a
convex subset of a Sobolev space determined by the constraint (1.2). In the
recent papers [2, 3] it has been shown, in particular, that the N -membranes
problem can be interpreted as a reaction-diffusion system with additional
discontinuous nonlinearities. In the evolutionary case (1.1), it will be shown
in this work that the solution u solves a parabolic system of the form
Pu = f + R(x, t,u) in ΩT , (1.4)
where Pu = (Pu1, . . . , PuN) and each of the components of the nonlinear
reaction term R depends on (x, t) through linear combinations of the fi,
1 ≤ i ≤ N , and on u through the characteristic functions χj,k = χj,k(x, t) of
the N(N − 1)/2 coincidence sets
Ij,k = {(x, t) ∈ ΩT : uj(x, t) = . . . = uk(x, t)} , 1 ≤ j < k ≤ N, (1.5)
i.e., χj,k(x, t) = 1 if (x, t) ∈ Ij,k and χj,k(x, t) = 0 otherwise.
We can illustrate the general form of the system (1.4) for N = 3 (see [2])


Pu1 = f1 +
1
2
(f2 − f1)χ1,2 +
1
6
(2f3 − f2 − f1)χ1,3
Pu2 = f2 −
1
2
(f2 − f1)χ1,2 +
1
2
(f3 − f2)χ2,3 +
1
6
(2f2 − f1 − f3)χ1,3
Pu3 = f3 −
1
2
(f3 − f2)χ2,3 +
1
6
(2f1 − f2 − f3)χ1,3
(1.6)
which contains the simpler caseN = 2, that corresponds to the first two equa-
tions with χ2,3 ≡ 0 and χ1,3 ≡ 0, in which case the third equation is indepen-
dent of the first two. Noting that, in general, χj,k = χj,j+1χj+1,j+2 . . . χk−1,k,
for 1 ≤ j < k ≤ N , in (1.6) the last terms containing χ1,3 = χ1,2χ2,3 are in
fact doubly nonlinear in u. This introduces additional difficulties in analyz-
ing the stability of the system with respect to the perturbation of the data.
In fact, in section 3, we show that the sufficient conditions on the averages
of the components of f , obtained in [3] for the stability of the coincidence
sets Ij,k in the stationary problem, extend to the parabolic case as well. In
particular, for N = 3, they take the form
f1 6= f2, f2 6= f3, f1 6=
f2 + f3
2
, f3 6=
f1 + f2
2
a.e. in ΩT .
We notice that the stability result on the χj,k is not a direct consequence
of the stability of the solution u with respect to the data f and h, which
can, however, be obtained by direct variational methods, as we also show in
subsection 2.4.
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Classical monotonicity methods (see [15], for example) or the theory of
accretive operators and evolution inclusions in Banach spaces (see [12], [18],
[22] or [1] and their bibliography) are directly applicable and yield general
results on the existence of solutions to our problem, when formulated as a
variational inequality in the convex set associated with the constraints (1.2).
In section 2, we introduce an approximation of the variational inequality
formulation and we obtain directly useful a priori estimates for the existence
of solutions. We remark that we assume the p′-integrability of f and rely
on the p-integrability of a compatible h and its derivatives, but we do not
require the boundedness of h nor of the variational solution globally in ΩT .
Considering the relation of the upper and lower membranes (in particu-
lar, the two-membrane problem) with the obstacle problem and of the inner
membranes of the N -problem, with N ≥ 3, with the two–obstacles problem,
we apply the dual estimates for unilateral parabolic problems (see [6], [12] or
[11]) to obtain Lewy--Stampacchia type inequalities
i∧
j=1
fj ≤ Pui ≤
N∨
j=i
fj a.e. in ΩT , i = 1, . . . , N, (1.7)
for the parabolic operator (1.1). Here we use the notation
k∨
i=1
ξi = ξ1 ∨ . . . ∨ ξk = sup{ξ1, . . . , ξk},
k∧
i=1
ξi = ξ1 ∧ . . . ∧ ξk = inf{ξ1, . . . , ξk}
and we also denote ξ+ = ξ ∨ 0 and ξ− = −(ξ ∧ 0).
We also show how the estimates on Pui imply that the variational solution
to the N -membranes problem solves a.e. a system of the type (1.4), for an
explicit R with the same p′-integrability as f , extending the analogous result
obtained in [3] for the stationary problem. This implies, in particular when
f is bounded, the Ho¨lder continuity of the solution and of its gradient. In
fact, this is an immediate consequence of known estimates for the parabolic
operator (1.1), even without knowing the explicit form of R, as we observe in
section 2. Even for the linear case p = 2, for which we can apply Solonnikov’s
estimates in W 2,1p (ΩT ), the regularity obtained here for the solution of the
evolutionary N -membranes problem is new.
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In section 3, we study the asymptotic convergence, when t → ∞, of the
solution u(t) to the corresponding solution of the stationary problem of [3] in
L2(ΩT ) (here we denote L
2(ΩT ) =
[
L2(ΩT )
]N
), in the case p ≥ 2. We show
how a modest convergence of the solution, obtained as in [19], also implies
the asymptotic stabilization of the evolution coincidence sets towards the
stationary ones, under a natural nondegeneracy assumption identified in [3].
Finally, we observe that most results still hold, with suitable adaptations,
for more general quasilinear parabolic scalar operators
Pu = ∂tu−∇ · (a(x, t,∇u)) ,
in particular, for strongly monotone vector fields a(·, ξ), with p-structure as
in [3], as well as more general data f in Lq(0, T ;Lr(Ω)) (see [4]).
For simplicity of presentation, we limit ourselves here to the case of the p-
-Laplacian with homogeneous Dirichlet data, i.e., we consider only variational
solutions in the usual Sobolev space W 1,p0 (Ω) =
[
W 1,p0 (Ω)
]N
, for 1 < p <∞.
The case of a time-dependent Dirichlet boundary condition is more delicate
and will be considered in [17].
2. Approximation and regularity of variational solutions
Let Ω ⊂ Rd be a bounded domain with a Lipschitz boundary, let T > 0,
and define the space-time domain ΩT := Ω× (0, T ), with parabolic boundary
∂pΩT := ΣT ∪ Ω0. We use N -vectorial notation for vector fields
w := (w1, . . . , wN) ∈ R
N
and function spaces F := [F ]N . For 1 < p < ∞, define the differential
operator
∇pw = (∇pw1, . . . ,∇pwN) , ∇pwi := |∇wi|
p−2∇wi and ∆pw = ∇ · ∇pw.
We assume the data satisfy
f ∈ Lp
′
(ΩT ) and h ∈ K ∩L
2(Ω), (2.8)
where p′ = p/(p − 1) and K is the closed convex subset of W 1,p0 (Ω) defined
by
K =
{
v ∈ W 1,p0 (Ω) : v1 ≥ . . . ≥ vN , a.e. in Ω
}
. (2.9)
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2.1. Variational formulation of the problem. The evolutive N -mem-
branes problem for the p-Laplace operator consists in finding a vector field
u = u(x, t) such that
u ∈ Lp
(
0, T ;W 1,p0 (Ω)
)
∩ C
(
[0, T ];L2(Ω)
)
, (2.10)
∂tu ∈ L
p′
(
0, T ;W−1,p
′
(Ω)
)
, (2.11)
u(t) ∈ K, a.e. t ∈ (0, T ), u(0) = h ∈ L2(Ω), (2.12)
and, for a.e. t ∈ (0, T ) and all v ∈ K,
〈∂tu(t), v − u(t)〉+
∫
Ω
∇pu(t) : ∇ (v − u(t)) ≥
∫
Ω
f(t) · (v − u(t)) . (2.13)
Here, 〈·, ·〉 denotes the sum of the N duality pairings in W−1,p
′
(Ω)×W 1,p0 (Ω)
of the components of the vector fields, and A : B denotes the scalar product
of the matrices A and B.
We observe that, by a simple comparison argument, there exists at most
one solution of (2.10)–(2.13), the variational inequality formulation of the
evolutionary N -membranes problem.
2.2. The approximating problem. We approximate the variational in-
equality (2.13) using a bounded penalization. For that purpose, for each
ε > 0, let θε be the real function defined in [−∞,+∞] by
θε(θ) =


−1 if θ ≤ −ε
θ/ε if −ε < θ < 0
0 if θ ≥ 0.
The approximating penalized problem is the system of boundary value prob-
lems defined as follows:{
Puεi + ξiθε
(
uεi − u
ε
i+1
)
− ξi−1θε
(
uεi−1 − u
ε
i
)
= fi in ΩT
uεi = 0 on ΣT and u
ε
i = hi on Ω0
(2.14)
with i = 1, . . . , N , and the convention u0 ≡ +∞ and uN+1 ≡ −∞, where for
i = 1, . . . , N ,
ξ0 = max
{f1 + · · ·+ fi
i
: i = 1, . . . , N
}
, ξi = i ξ0−(f1+· · ·+fi), (2.15)
(see [3]). Notice that, for i = 1, . . . , N , we have ξi ≥ 0 and ξi ∈ L
p′(Ω).
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Lemma 2.1. Using the convention v0 = +∞ and vN+1 = −∞, the operator
〈Bv,w〉 =
N∑
i=1
∫
Ω
(ξiθε (vi − vi+1)− ξi−1θε (vi−1 − vi))wi; v, w ∈ W
1,p
0 (Ω),
is T-monotone, i.e.,
〈Bv − Bw, (v −w)+〉 ≥ 0, ∀v,w ∈ W 1,p0 (Ω).
Proof : Since we can rewrite
〈Bv,w〉 =
N−1∑
i=1
∫
Ω
ξiθε (vi − vi+1) (wi − wi+1),
it is enough to observe that
〈Bv −Bw, (v −w)+〉 =
N−1∑
i=1
∫
Ω
ξi
(
θε(vi − vi+1)− θε(wi − wi+1)
) (
(vi − wi)
+ − (vi+1 − wi+1)
+
)
.
As ξi ≥ 0, for i = 1, . . . , N and θε is monotone nondecreasing, the conclusion
follows.
Proposition 2.2. Under assumption (2.8), the approximating problem (2.14)
has a unique solution (uε1, . . . , u
ε
N) ∈ L
p(0, T ;W 1,p0 (Ω)) ∩ C
(
[0, T ];L2(Ω)
)
such that
uεi ≤ u
ε
i−1 + ε, i = 2, . . . , N. (2.16)
Proof : The existence and uniqueness follow, respectively, from standard re-
sults concerning monotone operators and comparison (see [15] or [22]), for
instance, using the Faedo-Galerkin approximation. We notice that, since
f ∈ Lp
′
(ΩT ) ⊂ L
p′(0, T ;W−1,p
′
(Ω)), we obtain, in particular, that
∂tu
ε ∈ Lp
′
(0, T ;W−1,p
′
(Ω)).
THE NONLINEAR N -MEMBRANES PROBLEM 7
To prove inequality (2.16), multiply both the i-th and the (i− 1)-th equa-
tions by (uεi − u
ε
i−1 − ε)
+, subtract and integrate over Ω, obtaining
1
2
d
dt
∫
Ω
|(uεi− u
ε
i−1 − ε)
+
∣∣2 + ∫
Ω
(
∇pu
ε
i −∇pu
ε
i−1
)
· ∇(uεi − u
ε
i−1 − ε)
+
=
∫
Ω
[(
fi − ξiθε(u
ε
i − u
ε
i+1) + ξi−1θε(u
ε
i−1 − u
ε
i − ε)
)
(uεi − u
ε
i−1)
+
−
(
fi−1 − ξi−1θε(u
ε
i−1 − u
ε
i) + ξi−2θε(u
ε
i−2 − u
ε
i−1)
)
(uεi − u
ε
i−1)
+
]
≤
∫
Ω
(
(fi − fi−1) + (ξi − ξi−1)− (ξi−1 − ξi−2)
)
(uεi − u
ε
i−1 − ε)
+
≤0.
Integrating between 0 and t, using the fact that h1 ≥ · · · ≥ hN and the
inequality ∫
Ω
(
∇pu
ε
i −∇pu
ε
i−1
)
· ∇(uεi − u
ε
i−1 − ε)
+ ≥ 0,
we get
1
2
∫
Ω
[(
uεi (t)− u
ε
i−1(t)− ε
)+]2
≤ 0, (2.17)
and so uεi ≤ u
ε
i−1 + ε a.e. in ΩT .
2.3. Existence of variational solutions. The proof of the existence of so-
lution for the variational inequality (2.13) will be done passing to the limit in
ε→ 0 on the sequence of approximating solutions uε, by using the following
a priori estimates that can be rigorously obtained through the respective
Faedo-Galerkin approximations.
Proposition 2.3. Under assumption (2.8), the solution of the approximating
problem (2.14) satisfies the following estimates, for a nonnegative constant
C, independent of ε:
‖uεi‖L∞(0,T ;L2(Ω)) + ‖∇u
ε
i‖Lp(ΩT ) ≤ C, (2.18)
‖∂tu
ε
i‖Lp′(0,T ;W−1,p′(Ω)) ≤ C, (2.19)
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
f1 ≤ Pu
ε
1 ≤ f1 + ξ1
...
...
fi − ξi−1 ≤ Pu
ε
i ≤ fi + ξi (i = 2, . . . , N − 1)
...
...
fN − ξN−1 ≤ Pu
ε
N ≤ fN a.e. in ΩT .
(2.20)
Proof : For each i = 1, . . . , N , we easily conclude (2.20) from (2.14) in the
form
Puεi = fi + g
ε
i in ΩT ,
where
gεi = ξi−1θε (u
ε
i−1 − u
ε
i)− ξiθε (u
ε
i − u
ε
i+1) (2.21)
is uniformly bounded in Lp
′
(ΩT ).
Then, multiplying each equation in (2.14) by uεi and integrating on Ωt =
Ω× (0, t), we get
1
2
∫
Ω
|uεi (t)|
2 +
∫
Ωt
|∇uεi |
p ≤
∫
Ωt
(
fi + g
ε
i
)
uεi +
1
2
∫
Ω
|uεi(0)|
2.
Using Poincare´ inequality, we find∫
Ω
|uεi(t)|
2 +
∫
Ωt
|∇uεi |
p ≤ C0, (2.22)
where the constant C0 only depends on ‖h‖L2(Ω) and ‖f‖Lp′(ΩT ). Hence, from
(2.22), we immediately obtain (2.18). So
∆pu
ε
i is bounded in L
p′(0, T ;W−1,p
′
(Ω)) independently of ε, (2.23)
and we conclude (2.19) by recalling (2.20).
Theorem 2.4. Under assumption (2.8), the problem (2.12)-(2.13) has a
unique variational solution u in the class (2.10)-(2.11).
In addition, uε → u strongly in Lp(0, T ;W 1,p0 (Ω)) and
Puε ⇀ Pu in Lp
′
(ΩT )− weak. (2.24)
Proof : If {uε}ε is a sequence of solutions of the approximating problems
(2.14), by the a priori estimates (2.18) and (2.19), we can extract a subse-
quence such that, as ε→ 0,
uε ⇀ u in Lp(0, T ;W 1,p0 (Ω))− weak,
∂tu
ε ⇀ ∂tu in L
p′(0, T ;W−1,p
′
(Ω))− weak,
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and, by compactness, also uε → u strongly in Lp(ΩT ).
Let v ∈ Lp(0, T ;W 1,p0 (Ω)) be such that ∂tv ∈ L
p′(0, T ;W−1,p
′
(Ω)), v(t) ∈
K, for a.e. t ∈ (0, T ), and v(0) = h. As 〈Bv(t), v(t)− u(t)〉 = 0, we have
〈∂tu
ε, v − uε〉+
∫
ΩT
∇pu
ε : ∇
(
v − uε
)
≥
∫
ΩT
f ·
(
v − uε
)
It follows from integration by parts that
〈∂tu
ε, v − uε〉 = 〈∂tv, v − u
ε〉 −
1
2
∫
Ω
|uε(T )− v(T )|2
and, using the monotonicity, we get
〈∂tv, v − u
ε〉+
∫
ΩT
∇pv : ∇
(
v − uε
)
≥
∫
ΩT
f ·
(
v − uε
)
+
1
2
∫
Ω
|uε(T )− v(T )|2
≥
∫
ΩT
f ·
(
v − uε
)
.
Letting ε→ 0, we obtain
〈∂tv, v − u〉+
∫
ΩT
∇pv : ∇
(
v − u
)
≥
∫
ΩT
f ·
(
v − u
)
. (2.25)
Now, let w = u + θ(v − u), θ ∈ (0, 1]. The verification that w can be
chosen as test function in (2.25) is immediate. So,
〈∂tu + θ∂t(v − u), θ(v − u)〉+
∫
ΩT
∇p
(
u + θ(v − u)
)
: θ∇(v − u)
≥
∫
ΩT
θf · (v − u).
Dividing both members by θ and letting θ → 0, we see that u solves the
problem
〈∂tu, v − u〉+
∫
ΩT
∇pu : ∇(v − u) ≥
∫
ΩT
f · (v − u),
for all v such that v ∈ Lp(0, T ;W 1,p0 (Ω)), v(t) ∈ K for a.e. t ∈ (0, T ) and
v(0) = h. Using standard arguments (see [15]), also
〈∂tu(t), v(t)− u(t)〉+
∫
Ω
∇pu(t) : ∇(v(t)− u(t)) ≥
∫
Ω
f(t) · (v(t)− u(t)),
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for a.e. t ∈ (0, T ), for all v such that v ∈ Lp(0, T ;W 1,p0 (Ω)) and v(t) ∈ K.
In order to conclude (2.24) it is sufficient to recall the estimates (2.20) for
Puεi and that ∇pu
ε
i → ∇pui in an appropriate sense. In fact, recalling (2.21)
and using equation (2.14), we conclude that
lim sup
ε→0
∫
ΩT
∇pu
ε · ∇(uε − u)
≤ lim sup
ε→0
[∫
ΩT
(f + gε) · (uε − u)− 〈∂tu
ε,u− uε〉
]
= 0.
By well-known results (see, for instance, [5]) this is sufficient to show that
uε → u strongly in Lp(0, T ;W 1,p0 (Ω)) (notice that g
ε ⇀ g weakly in Lp
′
(ΩT ),
for some g).
Remark 2.5. If we assume also that f ∈ L2(ΩT ), which is a consequence of
(2.8) if 1 < p ≤ 2, the Faedo-Galerkin approach yields directly the regularity
u ∈ H1(0, T ;L2(ΩT )) ∩ L
∞(0, T ;W 1,p0 (Ω)) (2.26)
through multiplication of (2.14) by ∂tu
ε
i .
2.4. Strong continuous dependence.
Theorem 2.6. Let u∗ be the variational solution to (2.12)-(2.13) correspond-
ing to data f ∗ and h∗ satisfying also (2.8) and denote
ε∗ ≡ ‖f ∗ − f‖q
Lq(ΩT )
+ ‖h∗ − h‖2
L2(Ω)
,
with q = p′ ∧ 2 (i.e. q = p′ if p > 2 and q = 2 if p ≤ 2). Then there exists a
positive constant c = c(T, p) such that
sup
0<t<T
∫
Ω
|u∗(t)− u(t)|2 +
∫
ΩT
|∇(u∗ − u)|p ≤ c ε∗ if p ≥ 2, (2.27)
sup
0<t<T
∫
Ω
|u∗(t)− u(t)|2 +
(∫
ΩT
|∇(u∗ − u)|p
) 2
p
≤ c ε∗ if 1 < p < 2.
(2.28)
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Proof : Let v = u∗(t) in (2.13) with data f and h, and v = u(t) in (2.13)
with data f ∗ and h∗. In the latter case, we have
〈∂tu
∗(t),u(t)− u∗(t)〉+
∫
Ω
∇pu
∗(t) : ∇(u(t)− u∗(t))
≥
∫
Ω
f ∗(t) · (u(t)− u∗(t)). (2.29)
From (2.13) and (2.29), integrating between 0 and t, we obtain
1
2
∫
Ω
|u∗(t)− u(t)|2 +
∫ t
0
∫
Ω
(∇pu
∗ −∇pu) : ∇(u
∗ − u)
≤
∫ t
0
(f ∗ − f) · (u∗ − u) +
1
2
∫
Ω
|h∗ − h|2. (2.30)
In the case p ≥ 2, since∫ t
0
∫
Ω
(∇pu
∗ −∇pu) : ∇(u
∗ − u) ≥ Cp
∫ t
0
∫
Ω
|∇(u∗ − u)|p,
the conclusion follows easily by using Ho¨lder and Poincare´ inequalities.
In the case 1 < p < 2, from (2.30) we find∫
Ω
|u∗(t)− u(t)|2 ≤ ε∗ +
∫ t
0
∫
Ω
|u∗ − u|2,
which, by Gronwall inequality yields, first
sup
0<t<T
∫
Ω
|u∗(t)− u(t)|2 ≤ eTε∗
and, afterwards∫ T
0
∫
Ω
(∇pu
∗ −∇pu) : ∇(u
∗ − u) ≤
1
2
(1 + TeT )ε∗. (2.31)
Next we consider the following reverse Ho¨lder inequality: given 0 < r < 1
and r′ = r
r−1 , if F ∈ L
r(Ω), FG ∈ L1(Ω) and
∫
Ω
|G(x)|r
′
dx <∞ in ΩT , one
has (∫
Ω
|F (x)|rdx
)1
r
≤
(∫
Ω
|F (x)G(x)|dx
)(∫
Ω
|G(x)|r
′
dx
)− 1
r′
.
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Letting r = p2 and, for i = 1, . . . , N , F = |∇(u
∗
i − ui)|
2 we get∫
Ωˆit
(∇pu
∗
i −∇pui) · ∇(u
∗
i − ui) ≥
∫
Ωˆit
|∇(u∗i − ui)|
2
(|∇u∗i |+ |∇ui|)
2−p
≥
(∫
Ωˆit
|∇(u∗i − ui)|
p
) 2
p
(∫
Ωˆit
(
|∇u∗i |+ |∇ui|
)p)p−2p
,
where Ωˆit = {(x, t) ∈ Ωt : |∇u
∗
i |+ |∇ui| > 0}. Thus, if we denote
αp ≥
(∫
ΩT
(
|∇u∗i |+ |∇ui|
)p) 2−pp
,
by (2.30), we conclude (2.28) from
N∑
i=1
(∫
ΩT
|∇(u∗i − ui)|
p
) 2
p
≤ αp
N∑
i=1
∫
ΩT
(∇pu
∗
i −∇pui) · ∇(u
∗
i − ui) ≤ αp c ε
∗.
2.5. Ho¨lder continuity and further regularity of the solution. The
regularity of the variational solutions of the evolutionN -membranes problem
does not, in general, yield their boundedness for 1 < p ≤ d; but, by Sobolev
imbedding, the solutions are bounded for p > d and even Ho¨lder continuous
in the space variables for each t ∈ (0, T ).
However, estimates (2.20) and (2.24) imply that, in fact, Pu has the same
regularity in ΩT as the data f . Then, if f ∈ L
∞(ΩT ), local and global Ho¨lder
estimates for the evolution p-Laplace equation may be directly applied to
bounded solutions of the N -membranes problem (see [9], [14] or [10]). In
order to illustrate these results, we assume in addition that h ∈ L∞(Ω),
which also implies that u ∈ L∞(ΩT ), and consequently that u and ∇u are
locally Ho¨lder continuous. Referring to [7] and [14] for the boundary and
initial regularity in the space of Ho¨lder continuous functions Cα, 0 < α < 1,
with the standard parabolic norms, we may state the following result:
Theorem 2.7. Suppose f ∈ L∞(Ω) and the initial data h ∈ Cα(Ω) ∩ K,
0 < α < 1. Then the solution u ∈ Cα
′
(ΩT ), 0 < α
′ ≤ α < 1, and ∇u ∈
C
β
loc(ΩT ), for some 0 < β < 1. If, in addition, ∂Ω ∈ C
1,β and ∇h ∈ Cβ(Ω),
0 < β < 1, then also ∇u ∈ Cβ
′
(ΩT ), for some 0 < β
′ ≤ β < 1.
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In case of a linear operator (p = 2) we can apply directly Solonnikov’s
parabolic estimates (see [13], Thm. 9.1 of page 341).
Theorem 2.8. Let p = 2. Then, for any f ∈ Lq(ΩT ), q ≥ 2, the solution
u to (2.12)-(2.13) satisfies u ∈ W 2,1q,loc(ΩT ), which implies, by Sobolev imbed-
dings, that u and ∇u are locally Ho¨lder continuous, respectively for q > d+2
d
and q > d + 2. If, in addition, h ∈ K ∩ W 2−
2
q
,q(Ω), those results can be
extended up to the boundary ∂Ω ∈ C2 and up to t = 0, i.e., u ∈ W 2,1q (ΩT )
and u, ∇u are Ho¨lder continuous on ΩT .
3. The N-system and its stability
The N -membranes problem can, a posteriori, be regarded as a lower obsta-
cle problem for u1, a double obstacle problem for uj, j = 2 ≤ j ≤ N − 1, and
an upper obstacle problem for uN . This fact has interesting consequences
and, similarly to the theory of the obstacle problem that we recall briefly
for completeness, allows us to characterize the N -membranes problem as a
nonlinear parabolic system with known discontinuous nonlinearities on the
right hand side as in (1.4).
3.1. Dual estimates for obstacle type problems. We consider the scalar
two--obstacles problem for the nonlinear operator P defined in (1.1), with
compatible Cauchy-Dirichlet data on ∂pΩT . Let
ϕ ∈ Lp
′
(ΩT ), η ∈ W
1,p
0 (Ω)) ∩ L
2(Ω), (3.32)
ψ1, ψ2 ∈ L
p(0, T ;W 1,p(Ω)), ψ1 ≥ ψ2 in ΩT , ψ1 ≥ 0 ≥ ψ2 on ΣT , (3.33)
and, for j = 1, 2,
∂tψj ∈ L
p′(0, T ;W−1,p
′
(Ω)), Pψj ∈ L
p′(ΩT ), ψ1(0) ≥ η ≥ ψ2(0) on Ω0.
(3.34)
Using the Lipschitz continuous function θε defined in subsection 2.2 for
each ε > 0, we may easily show that the problem
Pwε + ζ2θε(w
ε − ψ2)− ζ1θε(ψ1 − w
ε) = ϕ in ΩT , (3.35)
wε = 0 on ΣT and w
ε = η on Ω0, (3.36)
where ζ1 = (Pψ1 − ϕ)
− and ζ2 = (Pψ2 − ϕ)
+, has a unique solution wε ∈
Lp(0, T ;W 1,p0 (Ω))∩C([0, T ];L
2(Ω)), with Pwε ∈ Lp
′
(ΩT ), uniformly in ε ≤ 1.
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Similarly to Proposition 2.2, it is easy to show that
ψ2 − ε ≤ w
ε ≤ ψ1 + ε a.e. in ΩT ,
and, when ε→ 0, as in Theorem 2.4, that
wε → w strongly in Lp(0, T ;W 1,p0 (Ω)),
where w is the unique solution of the double obstacle problem
w ∈ Kψ1ψ2 = {v ∈ L
p(0, T ;W 1,p0 (Ω)) : ψ1 ≥ v ≥ ψ2 in ΩT}, (3.37)∫
ΩT
(Pw − ϕ)(v − w) ≥ 0, ∀ v ∈ Kψ1ψ2, a.e. t ∈ (0, T ), (3.38)
such that w(0) = η on Ω. The solution w satisfies also
w ∈ Lp(0, T ;W 1,p0 (Ω)) ∩ C([0, T ];L
2(Ω)) and Pw ∈ Lp
′
(ΩT )
and, arguing as in Proposition 4.1 of [16], we can state the following impor-
tant property.
Proposition 3.1. The solution w to (3.37)-(3.38), under assumptions (3.32)-
(3.34), satisfies the parabolic nonlinear equation
Pw = ϕ+ (Pψ2−ϕ)
+χ{w=ψ2}− (Pψ1−ϕ)
−χ{w=ψ1} a.e. in ΩT . (3.39)
In addition, we have the Lewy-Stampacchia inequalities
ϕ−(Pψ1−ϕ)
− = ϕ∧Pψ1 ≤ Pw ≤ ϕ∨Pψ2 = ϕ+(Pψ2−ϕ)
+ a.e. in ΩT
(3.40)
and the a.e. in ΩT necessary conditions for contact with the obstacles
{w = ψ1} ⊂ {Pψ1 ≤ ϕ} and {w = ψ2} ⊂ {Pψ2 ≥ ϕ} (3.41)
being the inclusions valid up to subsets of ΩT with zero measure.
Remark 3.2. We note that for the case of only one-obstacle, we have similar
properties. In fact, if we formally take ψ1 ≡ +∞, we have a lower obstacle
problem
w ≥ ψ2 and ϕ ≤ Pw ≤ ϕ ∨ Pψ2 a.e. in ΩT , (3.42)
and, with ψ2 ≡ −∞, an upper obstacle problem
w ≤ ψ1 and ϕ ∧ Pψ1 ≤ Pw ≤ ϕ a.e. in ΩT . (3.43)
Analogously, the semilinear equation holds in each case with the corre-
sponding characteristic function, respectively.
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Remark 3.3. As observed in [16], we have
Pw = ϕ a.e. in {ψ2 < w < ψ1} (3.44)
and due to the fact that both Pw and Pψj are integrable, we have
Pw = Pψj a.e. in {w = ψj} for j = 1, 2. (3.45)
Using the regularity of Theorem 2.4, we easily see that each component ui
of the N -membranes problem solves an obstacle type problem (3.37)-(3.38)
with ϕ = fi, ψ1 = ui−1 and ψ2 = ui+1 (with the conventions u0 ≡ +∞ and
uN+1 ≡ −∞ corresponding to the one-obstacle problems). Hence, we have
from (3.42), (3.40) and (3.43), respectively, a.e. in ΩT ,
f1 ≤ Pu1 ≤ f1 ∨ Pu2
...
...
fi ∧ Pui−1 ≤ Pui ≤ fi ∨ Pui+1 (i = 2, . . . , N − 1)
...
...
fN ∧ PuN−1 ≤ PuN ≤ fN a.e. in ΩT .
By simple iteration, we have shown the following Lewy-Stampacchia type
inequalities, that extend Theorem 3.5 of [3] to the evolution N -membranes
problem
Theorem 3.4. The solution u of (2.12)-(2.13) satisfies
i∧
j=1
fj ≤ Pui ≤
N∨
j=i
fj a.e. in ΩT , i = 1, . . . , N.
3.2. The nonlinear N-system. As a consequence of the equivalence of the
N -membranes inequality with two one–obstacle problems and N − 2 two–
obstacles problems, we may prove the equivalence of this inequality with a
N -system of equations, strongly coupled by the N(N−1)2 coincidence sets Ij,k
defined in (1.5). Indeed, we can argue as in section 4 of [3], and since we
know that Pui ∈ L
p′(ΩT ), for all i = 1, . . . , N , we have on each coincidence
set
Puj = · · · = Puk a.e. in Ij,k = {uj = · · · = uk}
and we conclude, for each j ≤ i ≤ k,
Pui = 〈f 〉j,k a.e. in Ij,k,
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where we introduce the averages of f by
〈f 〉j,k =
fj + · · ·+ fk
k − j + 1
, 1 ≤ j ≤ k ≤ N.
On the other hand, in the complementary sets ΩT \ Ij,k, for each i > k > j
or i < j < k, we have
Pui = fi a.e. in ΩT \ Ij,k,
and we conclude, as in [3], the following explicit form for (1.4).
Theorem 3.5. The variational solution of the N-membranes problem (2.12)-
(2.13) satisfies the system (i = 1, . . . , N)
Pui = fi +
∑
1 ≤ j < k ≤ N, j ≤ i ≤ k
bj,ki [f ]χj,k a.e. in ΩT , (3.46)
where χj,k denotes the characteristic function of each Ij,k and
bj,ki [f ] =


〈f 〉j,k − 〈f〉j,k−1 if i = j
〈f 〉j,k − 〈f〉j+1,k if i = k
2
(k−j)(k−j+1)
(
〈f〉j+1,k−1 −
1
2(f j + f k)
)
if j < i < k.
For the particular case N = 3 (and N = 2), we can easily deduce (1.6)
from (3.46).
3.3. Convergence of coincidence sets. From Theorem 2.6, we know that
if for sequences
f ν −−→
ν
f in Lq(ΩT ), q = p
′ ∧ 2, (3.47)
hν −−→
ν
h in L2(ΩT ), (3.48)
then, the corresponding solutions of (2.12)-(2.13) also converge
uν −−→
ν
u in C0([0, T ];L2(Ω)) ∩ Lp(0, T ;W 1,p0 (Ω)). (3.49)
Consequently, we have
∆pu
ν
−−−−⇀
ν
∆pu in L
p′(0, T ;W−1,p
′
(Ω))− weak
and, by Theorem 3.4, also
Puν −−−−⇀
ν
Pu in Lq(ΩT )− weak.
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Since the characteristic functions χνj,k = χ{uνj=···=uνk} satisfy 0 ≤
χν
j,k ≤ 1
a.e. in ΩT , there are χ
∗
j,k ∈ L
∞(ΩT ) such that
χν
j,k
−−−−⇀
ν
χ∗
j,k in L
∞(ΩT )− weak ∗ .
Passing to the limit in
Puνi = f
ν
i +
∑
1 ≤ j < k ≤ N, j ≤ i ≤ k
bj,ki [f
ν]χνj,k,
we obtain, for each i = 1, . . . , N,
Pui = fi +
∑
1 ≤ j < k ≤ N, j ≤ i ≤ k
bj,ki [f ]χ
∗
j,k,
which compared with (3.46) yields∑
1 ≤ j < k ≤ N, j ≤ i ≤ k
bj,ki [f ](χj,k − χ
∗
j,k) = 0 a.e. in ΩT .
Arguing exactly as in the proof of Theorem 4.6 of [3], we conclude, under
the same nondegeneracy assumption for the limit data, namely
〈f〉i,j 6= 〈f 〉j+1,k, a.e. in ΩT , for all i, j, k ∈ {1, . . . , N}, with i ≤ j ≤ k,
(3.50)
that χj,k = χ
∗
j,k and prove the following stability property for the respective
coincidence sets Iνj,k = {u
ν
j = · · · = u
ν
k}.
Theorem 3.6. Under the convergence assumptions (3.47) and (3.48), the
characteristic functions associated with the convergent variational solutions
(3.49) also converge
χ
{uνj=···=u
ν
k}
−−→
ν
χ
{uj=···=uk} in L
s(ΩT ),
for any 1 ≤ s <∞, all 1 ≤ j < k ≤ N , provided the nondegeneracy condition
(3.50) holds.
3.4. Asymptotic stabilization as t→∞. In this section we assume p ≥ 2
and we consider the unique solution u∞ to the stationary N -membranes
problem for a given f∞ ∈ Lp
′
(Ω):
u∞ ∈ K :
∫
Ω
∇pu
∞ : ∇(v−u∞) ≥
∫
Ω
f∞·(v−u∞), ∀v ∈ K. (3.51)
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Supposing that the problem (2.12)-(2.13) is solvable for all T < ∞ and
that f(t) −→ f∞ in Lp
′
(Ω) as t→∞ in the sense∫ t+1
t
∫
Ω
|f(t)− f∞|p
′
−→ 0 as t→∞, (3.52)
by the results of [19], the evolutive solution u(t) is such that
u(t) −−−→
t→∞
u∞ in L2(Ω), (3.53)∫ t+1
t
∫
Ω
|∇u(t)−∇u∞|p −→ 0 as t→∞. (3.54)
By the results of [3], the stationary solution also solves the nonlinear N -
system
−∆pu
∞
i = f
∞
i +
∑
1 ≤ j < k ≤ N, j ≤ i ≤ k
bj,ki [f
∞]χ∞j,k a.e. in Ω, (3.55)
where χ∞j,k = χ{u∞j =···=u∞k } denotes the characteristic function of the limit
coincidence set I∞j,k = {x ∈ Ω : u
∞
j (x) = · · · = u
∞
k (x)}.
Denoting by χj,k(t) the characteristic functions of Ij,k(t) = {uj(t) = · · · =
uk(t)} at time t, we have the following asymptotic convergence result as
t→∞.
Theorem 3.7. Under assumption (3.52), the variational solution of the evo-
lution N-membranes problem converges to the corresponding stationary solu-
tion in the sense (3.53) and (3.54). In addition, the characteristic functions
satisfy
χ
j,k(t) −→ χ
∞
j,k as t→∞ in L
s(Ω), (3.56)
for any 1 ≤ s <∞, for all 1 ≤ j < k ≤ N , provided we assume
〈f∞〉i,j 6= 〈f
∞〉j+1,k a.e. in Ω, for all 1 ≤ i ≤ j < k ≤ N. (3.57)
Proof : We rewrite (3.54) for w(t) = u(t)− u∞ as∫ t+1
t
∫
Ω
|∇w(τ)|pdτ =
∫ 1
0
∫
Ω
|∇w(t+ σ)|pdσ −→ 0 as t→∞,
and this convergence can be interpreted as
w♯(t) −→ 0 as t→∞ in L
p(0, 1;W 1,p0 (Ω)), (3.58)
where we define w♯ ∈ L
∞(0,∞;Lp(0, 1;W 1,p0 (Ω))) as
w♯(t)(σ, ·) = w(t+ σ, ·) ∈ W
1,p
0 (Ω), σ ∈ (0, 1).
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Consequently, from (3.58) we have
∆pu♯(t)⇀ ∆pu
∞
♯ as t→∞ in L
p′(0, 1;W−1,p
′
(Ω))− weak
and, recalling the estimates of Theorem 3.4 and the assumption (3.52), we
may conclude
(∂tu♯ −∆pu♯)(t)⇀ −∆pu
∞
♯ as t→∞ in L
p′(0, 1;Lp
′
(Ω))− weak.
Since u♯(t) solves (3.46), a.e. in Ω and for a.e. t > 0, we can pass to
the limit, as t → ∞, in Lp
′
(0, 1;Lp
′
(Ω)). As in the proof of Theorem 3.6
(and Theorem 4.6 of [3]), we conclude that assumption (3.57) implies the
convergence χj,k(t) −→ χ
∞
j,k as t → ∞, first as functions of L
∞(0, 1;L∞(Ω))
with the weak-∗ topology and, afterwards, also in the sense of (3.56). Indeed,
since they are characteristic functions and any subsequence of χj,k(t) has the
same limit χ∞j,k, their weak convergence implies the strong convergence in
Ls(Ω) for all 1 ≤ s <∞.
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