Based on detailed 2D numerical radiation hydrodynamics (RHD) calculations of time-dependent compressible convection, we have studied the dynamics and thermal structure of the convective surface layers of solar-type stars. The RHD models provide information about the convective efficiency in the superadiabatic region at the top of convective envelopes and predict the asymptotic value of the entropy of the deep, adiabatically stratified layers (Fig. 2 ). This information is translated into an effective mixing-length parameter α MLT suitable to construct standard stellar structure models. We validate the approach by a detailed comparison to helioseismic data.
Introduction
The structure and evolution of late-type stars is intimately related to convective transport processes taking place in their outer envelopes. Although the underlying physical principles are well known, the non-linear and non-local character of the equations describing the convective motions in a radiating, partially ionized fluid has hampered the development of a closed analytical theory. Hitherto standard stellar structure models include the convective energy transport in the framework of mixing-length theory (MLT). Despite its heuristic nature MLT has proven to be rather successful and is still the working horse in stellar structure modeling. During recent years much effort has been put into the refinement of the theoretical description of microphysical stellar plasma properties -the opacity and the equation of state. To fully benefit from these improvements, an accompanying development of the description of hydrodynamical transport properties appears to be necessary, in the first place aiming at a better understanding of the convective energy transport. In this paper we report on such an effort relying on direct numerical simulations of convective flows in solar-type stars.
Primarily due to the heavy demands on computational resources, RHD simulations have concentrated very much on the Sun, and only rather few models have been constructed for other objects (Nordlund 1982 , Steffen et al. 1989 , Nordlund & Dravins 1990 , Ludwig et al. 1994 , Freytag et al. 1996 . This sparseness has prevented a broader application of results of RHD simulations to the modeling of stellar atmospheres and evolution. We try to overcome this limitation in this work by computing a grid of RHD models, allowing a systematic study of the characteristics of convective flows in a larger region of the Hertzsprung-Russell diagram (HRD). We point out that the RHD simulations have now reached a level of sophistication far beyond idealized, simple numerical experiments. We consider it an important aspect of our work that it presents a quantitative study and -as such -puts emphasis on the estimation of the achieved accuracy. Aiming at an application in the field of stellar evolution, we concentrate on the evaluation of one struc-tural quantity, namely the entropy of the adiabatically stratified layers deep in the convective stellar envelope. In the following we shall refer to this entropy as s env . Its relevance for stellar structure stems from the fact that it strongly influences the radius of a star. To obtain handy numbers, all entropy values in this paper -unless stated otherwise -are given in units of s 0 = 10 9 erg/g/K. To link our results more directly to standard stellar structure modeling we translate s env into an equivalent mixing-length parameter.
Some words concerning our nomenclature: we use the term "solar-type" for stars with extended convective envelopes where the thickness of the superadiabatic layers at the top of this envelope is small in comparison to the stellar radius. "Grey" radiative transfer means that frequency-independent (mean) opacities were used in the computation of the radiation field. The opacities still depend on temperature and density and include contributions from spectral lines.
In the paper we proceed as follows: we start with methodical aspects describing our hydrodynamical models, the basic idea and the procedure to derive s env , and the translation of s env into an equivalent mixing-length. We continue with the validation of our method by showing that we are able to predict the solar structure derived from helioseismic measurements within small uncertainties. We then present the calibrations of MLT and CMT. We discuss the application of our results to stellar modeling, point out consequences of stellar stability considerations, present a derivation of the gravity-darkening exponent, and contrast our approach with others. We conclude with future perspectives. In the appendix we provide some auxiliary data helping to utilize our findings in stellar structure models.
Methodical aspects

Hydrodynamical models of solar-type surface convection
We have obtained detailed 2-dimensional models of the surface layers of solar-type stars from extensive numerical simulations solving the time-dependent, non-linear equations of hydrodynamics for a stratified compressible fluid. The calculations take into account a realistic equation-of-state (EOS, including the ionization of H and He as well as formation of H 2 -molecules) and use an elaborate scheme to describe multidimensional, non-local, frequency-dependent radiative transfer. Similar to classical model atmospheres, the hydrodynamical models are characterized by effective temperature T eff , acceleration of gravity log g, and chemical composition. They include the photosphere as well as part of the subphotospheric layers, with an open lower boundary, allowing a free flow of gas out of and into the model. A fixed specific entropy s * is (asymptotically) assigned to the gas entering the simulation volume from below. The value adopted for s * uniquely determines the effective temperature of the hydrodynamical model. For details about the physical assumptions, numerical method and characteristics of the resulting convective flows see Ludwig et al. (1994) and Freytag et al. (1996) . Fig. 1a shows the mean entropy as a function of depth obtained from a hydrodynamical granulation model of the Sun by averaging over horizontal planes and over time. As in this example, our models in general do not extend deep enough to include those layers where the mean stratification of the convection zone becomes adiabatic. While the mean entropy stratification of the hydrodynamical models does not permit a direct determination of the entropy corresponding to the adiabat of the deep convection zone, the spatially resolved entropy profiles contain additional information. Fig. 1b displays the entropy profiles for an arbitrary instant of the sequence from which the mean stratification in Fig. 1a was computed. The granular convection pattern at the surface of solar-type stars is formed by broad hot upflows accompanied by concentrated cool downdrafts. Fig. 1b shows a remarkable entropy plateau in the subsurface layers, indicating that -in contrast to the narrow downdrafts -the gas in the central regions of the broad ascending flows is still thermally isolated from its surroundings. Neither radiative losses nor entrainment by material of low entropy can produce significant deviations from adiabatic expansion until immediately below the radiating surface layers. The height of the entropy plateau is essentially independent of time and corresponds to s * .
From the surface to the base of a convection zone
We suggest that s * may be identified directly with the entropy s env of the deep, adiabatic convective layers:
This idea has been put forward by Steffen (1993) and Ludwig et al. (1997) and is based on the qualitative picture of solar-type convection zones proposed by Stein and Nordlund (1989) (hereafter referred to as "SN scenario") which is fundamentally different from MLT assumptions. According to this scenario the downdrafts continue all the way from the surface to the bottom of the convection zone, merging into fewer and stronger currents at successively deeper levels. The flow closes only near the base of the convective envelope. Most of the gas elements starting from the bottom of a deep convection zone overturn into neighbouring downflows before reaching the surface. Only a very small fraction of gas continues to the surface, reaching the layers corresponding to the location of the lower boundary of our hydrodynamical models essentially without entropy losses, following an adiabat almost up to the visible surface. Hence, s * obtained from the simulations is the entropy of the warm, ascending gas throughout the convection zone. This, in turn, is very nearly equal to the mean (horizontally averaged) entropy s env near the base of the convection zone because (i) the downflows are markedly entropy-deficient only near the surface and become continuously diluted by overturning entropy-neutral gas as they reach greater depths, and (ii) the fractional area occupied by the downdrafts decreases with depth. We note that for this investigation it is actually irrelevant whether the downflows possess a plume-like character or take place in another form. The essential point is that sinking ma- terial does not locally affect the entropy of rising material by draining heat from it. The role of the downflows is reduced to a dynamical one: while sinking downwards they simply displace buoyancy-neutral material and push it upwards.
Functional dependence of s env on stellar parameters
When considering the MLT picture and the SN scenario it is interesting to ask what stellar properties determine s env orin other words -what coordinates are appropriate to describe its functional dependence in the HRD. We argued that hydrodynamical models of the surface layers are able to provide information about s env . The models are characterized by the atmospheric parameters and consequently we describe s env in terms of them. Whether the standard atmospheric parameters T eff and log g are the most suitable coordinates is not clear. One might speculate that e.g. the surface opacity is a physically more relevant quantity. Nevertheless, for solar-type stars the conditions at the stellar surface govern the global envelope structure and the standard atmospheric parameters are suitable coordinates to parameterize them. They have the advantage that they are external control parameters and not part of the solution of the problem. For solar-type stars with superadiabatic regions which are thin in comparison to the stellar radius we expect the same qualitative behaviour irrespective of whether we consider the MLT picture or the SN scenario. Global stellar parameters (mass, radius, or age) play only an indirect role for the entropy jump. The situation changes when the size of the granular cells or the thickness of the superadiabatic layer become comparable to the stellar radius. This might happen in giants and one has to account for effects introduced by the global stellar structure, i.e. sphericity effects.
α MLT from envelope models
Although s env allows the construction the envelope structure with the necessary precision, it is of interest to translate this quantity to an equivalent α MLT since this parameter is conventionally used in stellar structure models. For this purpose we computed grids of standard stellar envelope models (not subject to central boundary conditions) based on MLT, covering the relevant range of effective temperature and gravity and assuming Y = 0.28 and solar metallicity for the chemical composition. In these models α MLT was a free parameter. For given the stellar parameters (T eff , log g) we obtained s env as a function of α MLT . By matching s env from the RHD models we deduced the corresponding α MLT . Although at first glance it is a straightforward procedure, it is important to take care of a number of fine points in order to ensure a unique and well-defined calibration of α MLT . We discuss these points in the following.
Concerning the opacities and EOS we tried to stay as close as possible to the physical description used in the RHD models. Due to this differential procedure, systematic uncertainties are substantially reduced. In the RHD models ATLAS6 opacities according Kurucz (1979) are adopted. These opacities contain no contribution from molecular lines. Since the envelope models reach much deeper than the RHD models we supplemented the ATLAS6 opacities by OPAL opacities for higher temperatures (Rogers & Iglesias 1992) . Care was taken that the chemical mixture assumed in both data sets was as similar as possible. In the envelope models we used the RHD EOS throughout. It is a simple EOS taking into account the ionization equilibria of hydrogen and helium according to the Saha-Boltzmann equations.
The RHD EOS has the advantage of great smoothness and computational efficiency. It might appear that this description is too crude, especially for the envelopes of cooler objects where non-ideal effects become more pronounced. However, this simplification is tolerable since the entropy profile, which is the major concern here, is not sensitively dependent on the EOS. The entropy gradient is proportional to the difference between actual and adiabatic temperature gradient which in MLT is related to the convective flux. Hence, the constraint that a nominal total flux has to be transported essentially fixes the entropy gradient irrespective of the EOS employed, while the temperature profile is noticeably affected by the choice of the EOS.
Following the conventional way to treat the atmosphere in stellar structure models we prescribe a certain T(τ )-relation representing the temperature run in the optically thin regions. Its significance for the envelope structure emerges from the fact that it determines the level of the entropy minimum in the deeper atmosphere where the stratification becomes convectively unstable (starting level for the entropy jump). In evolutionary calculations various descriptions of the atmosphere are commonly used, differing in the level of sophistication between simple analytical or empirical T(τ )-relations and fullfledged model atmospheres. Here we chose a T(τ )-relation that mimics closely the average atmospheric structure of the hydrodynamical models. We reproduce in particular the atmospheric entropy minimum found in the hydrodynamical models. The hydrodynamical models predict an average temperature structure in the deeper photosphere (around −2 < log τ ross < 0) that closely resembles a stratification in radiative equilibrium. We emphasize that this statement refers to an averaging of the temperature on surfaces of constant optical depth in the RHD models. This averaging procedure preserves the radiative flux properties of the RHD models to a good approximation (see Steffen et al. 1995) , and hence appears suitable to characterize their atmospheric structure in the present context since radiative surface cooling plays the dominant role for the convection driving.
In practice, we used an analytical fit to the exact grey T(τ )-relation for an atmosphere in radiative equilibrium according Unsöld (1955) in envelope models intended for comparison with RHD models adopting grey radiative transfer. From the small set of RHD models adopting frequency-dependent radiative transfer we derived the average T(τ )-relation and constructed an analytical fit to it. Later in this paper we shall discuss the role of grey versus frequencydependent radiative transport in the RHD models, demonstrating the need for a clean distinction between both types of T(τ )-relations.
The influence of the T(τ )-relation grows as the entropy jump itself decreases, so it is largest for models at low effective temperature and high gravitational acceleration. In earlier papers on the subject (Ludwig et al. 1996 we used T(τ )-relations which were not selected on a strictly differential basis, leading to systematic differences between the older and the present calibration of α MLT .
Effects of turbulent pressure are ignored in the envelope models. This is not only done for computational convenience but also reflects our opinion that the recipes provided for its treatment in the framework of MLT overestimate the effects, doing more harm then good when included. In MLT the convective motions are restricted to the unstable layers according to the Schwarzschild criterion. At the upper boundary of a surface convective zone this produces a sharp decline of the convective velocity amplitude and a correspondingly large gradient of the turbulent pressure that alters the hydrostatic structure of a model significantly. In contrast, hydrodynamical models (see Freytag et al. 1996 ) predict a rather smooth run of the velocity amplitude in that region with a correspondingly smaller gradient of the turbulent pressure. Clearly, the inclusion of turbulent pressure in 1D envelope models requires a proper treatment of overshooting.
Finally, it is important to realize that a unique formulation of MLT does not exist. Rather, different versions of MLT are in use. In the following we refer to the version of MLT originally given by Böhm-Vitense (1958) . To further elaborate this point, we explicitly present details of our MLT implementation together with commonly used other formulations in Appendix A.
The solar benchmark
The natural benchmark for the scenario described above is of course the Sun. Not only are its global stellar parameters known with exceptional accuracy, but helioseismology has provided us with detailed information about the structure of the solar interior. Recent astrophysical convection theories were developed in the context of stellar evolution and tests of these theories were devised within that framework, in particular by studying their effects on the evolution of the Sun (Lydon et al. 1992 (Lydon et al. , 1993 Canuto & Mazzitelli 1991 Canuto et al. 1996) . In our opinion, a more direct way for a validation of such theories is to look at the present solar structure without taking recourse to evolutionary calculations. This avoids the possibility that evolutionary changes of the solar structure interfere with model properties that are used for the assessment of the accuracy of the convection theory under consideration.
In the following we shall compare our RHD model predictions for s env with related helioseismic measurements. On an absolute scale any deviation from the actual physical situation, e.g. in composition, shows up as mismatch between observations and theoretical predictions without being necessarily related to flaws in the convection model. In our solar models we paid particular attention to the role of the helium content Y and details of the radiative transfer. Table 1 summarizes the findings for the Sun. For interpreting the different entropies given in the table we note here that the entropy jump over the superadiabtic layers in the Sun amounts to ≈ 0.2 s 0 . The first block of data (4 entries) in Tab. 1 refers to RHD models. For solar effective temperature and gravitational acceleration we calculated RHD models with Y = 0.24 in addition to models with our standard Y = 0.28. We considered RHD models where the radiative transfer was treated in grey approximation (N ν = 1), and where its frequency dependence was approximately taken into account using 5 representative frequency bands (N ν = 5, for details about the radiative transfer scheme see Ludwig et al. 1994 ). The entropies s env of the adiabatic part of the convective envelopes are based on the assumption s env = s * . The entropies derived from Table 1 . Results from hydrodynamical (RHD) models and helioseismology for different helium abundances. Y: helium abundance, s env : entropy in the adiabatically stratified layers in units of s 0 = 10 9 erg/g/K, N ν : number of frequency bands for modeling the radiative transfer, α MLT : mixing-length parameter. The data for Y = 0.246 are obtained by linear interpolation between the data for Y = 0.24 and 0.28. the RHD simulations were converted into an effective mixinglength parameter α MLT as outlined above.
There is a noticeable dependence of s env on the treatment of the radiative transfer and the helium content. The different treatment of the radiative transfer leads to a different atmospheric temperature structure, resulting in a change of the absolute entropy level in the deeper atmosphere. There is some further influence on the entropy jump itself since the radiative energy exchange in the surface layers is slightly modified. But despite significant differences in s env for the two RHD models with Y = 0.28, both models give the same α MLT values within the uncertainty of α MLT of ±0.05. This is achieved by comparing RHD models and envelope models on a strictly differential basis. The T(τ )-relation in the envelope models was selected to closely follow the relation found in the RHD models: RHD models basing on grey radiative transfer were compared to envelope models calculated with a grey T(τ )-relation in their atmospheric layers. For RHD models basing on frequencydependent radiative transfer, a T(τ )-relation was derived by horizontally and temporally averaging their temperature structure on surfaces of constant optical depth. This T(τ )-relation was subsequently used in the calculation of the related envelope models. When mixing solar RHD and envelope models with incompatible T(τ )-relations, α MLT changes by up to 0.1. We have performed the same tests for a hotter RHD (T eff = 6500 K) model with similar findings. The insensitivity of α MLT with respect to the treatment of the radiative transfer allowed us to largely rely on computationally less demanding RHD models employing grey radiative transfer for studying the scaling of α MLT across the HRD.
The entropy difference due to a change in the helium content is primarily related to the associated change of the mean molecular weight. To first order, the RHD models react to changes in Y by keeping the temperature-pressure structure invariant. The density scales in proportion to the change in molecular weight (here: µ(Y = 0.28)/µ(Y = 0.24) = 1.037); entropy and internal energy per unit volume remain the same, allowing the model to transport the same energy flux without a change of the flow geometry. The simple scaling behaviour of the RHD models with Y and the invariance of α MLT found in the case Y = 0.28 lead us to derive the values for Y = 0.24, N ν = 5 from an envelope model assuming the same α MLT as in the case Y = 0.24, N ν = 1. The entry for this model in the table is flagged as "inferred".
The second block of data (2 entries) in Tab. 1 shows results derived from helioseismic considerations. Helioseismology provides the sound speed-density profile in the Sun with high accuracy. In the deeper, adiabatically stratified layers of the envelope this profile defines an adiabat in the sound speeddensity plane. If chemical composition and the EOS are known one can label this adiabat with its actual entropy value. Note that only thermodynamic properties enter into this procedure; it is independent of opacity or results from stellar structure models as long as one regards the helioseismic measurements themselves as independent. The helioseismic entropy values of the second block of data in Tab. 1 are derived in this way by assuming a certain Y and adopting the OPAL EOS (Rogers, Swenson, & Iglesias 1996) to establish the relation between sound speed, density, and entropy. The α MLT values are again derived from envelope models that match s env . In contrast to s env , the determination of α MLT depends on low-temperature opacities and stellar structure considerations. The helioseismic data are due to Antia (1996) and were kindly made available to us by the author.
The third block of data (2 entries) finally summarizes our best estimates for s env from RHD models and helioseismology. They were obtained by linear interpolation between the data for Y = 0.24 and Y = 0.28 to Antia's (1996) best helioseismic estimate for the helium content Y = 0.246 based on the OPAL EOS. The uncertainties given in the helioseismic case are dominated by the uncertainty of the helium content. We have adopted an uncertainty of ±0.005, roughly comprising the range of Y discussed in the literature. In the RHD case the uncertainties reflect the variations which we find between simulation runs for the same physical parameters that differ in numerical details (grid resolution, size of the computational box, explicit or implicit treatment of the energy equation, etc.).
Of course, all our error estimates do not include possible systematic effects. The helioseismic Y can be affected by systematic errors in the EOS. The RHD results are certainly affected by the two-dimensionality of the models. Indeed, we interpret the discrepancy between RHD and helioseismic results as systematic effect: our 2D RHD models overestimate s env by 0.02 s 0 (10% of the overall entropy jump between the surface and the adiabatic layers) and correspondingly underestimate the solar α MLT by 0.1. This conclusion is supported by first results from a differential comparison of 2D and 3D RHD simulations for the Sun. The 3D run predicts a smaller s env by 0.013s 0 , corresponding to a larger α MLT by 0.07. Taking this fact into consideration, the theoretical and observational determination of α MLT become fully consistent.
We expect another systematic effect to influence the absolute value of α MLT affecting both the observationally and the theoretically derived values in the same manner. There exist indications that our low-temperature opacities underestimate the real stellar opacity in the deeper, subphotospheric layers. Our differential approach for determining α MLT cannot fully compensate for this deficiency since the opacities affect RHD and MLT models differently. In RHD models the opacity effects are confined to the very thin cooling layer on top of upflowing regions, while in MLT models the opacities are important all over the zone of high superadiabaticity. This biases our α MLT values again towards lower values. In the region of high superadiabaticity our opacities are presumably too small by 10-20%, causing α MLT to be underestimated by ≈ 0.1.
However, in view of the fact that the RHD models are essentially parameter-free we consider the match in 2D as satisfactory. Besides the zero point, the functional dependence of s env and α MLT on the fundamental stellar parameters is of major interest. We believe that for these scaling relations our error estimates based on purely intrinsic model uncertainties are well justified.
Calibration data for solar-type stars
As for the Sun, we studied the behaviour of s env and α MLT over the HRD in the solar neighbourhood. This investigation demanded a large number of simulation runs since a we had to cover many objects and had to clarify how densely the HRD should be sampled in order to record the relevant variations of α MLT . The results are now based on 58 simulation runs for solar metallicity and Y = 0.28, covering the range 4300 K ≤ T eff ≤ 7100 K and 2.54 ≤ log g ≤ 4.74. Corresponding results for metallicities down to [M/H] = −2 will be published in a subsequent paper.
Various aspects determined the region of the HRD which is covered by our models: Towards higher T eff the convective zones become shallow and hence insignificant for the overall stellar structure. Towards lower T eff molecular opacities become more and more important; these are not included in our opacities yet. Moreover, convection becomes very efficient, leading to small entropy jumps which cause problems in the numerical modeling. Towards lower log g the large entropy jumps cause other numerical problems related to the steep temperature and velocity gradients in the surface cooling layer. And finally, no solar-type stars are located towards higher log g.
We present our findings in graphical as well as numerical form. Like in the solar case, several RHD simulation runs differing in numerical details were performed for certain atmospheric parameter combinations, thus allowing us to estimate the internal uncertainties associated with our models. In the figures we provide numerical values and show polynomial or exponential least-squares fits to the data points. The fits are constructed such that the residuals between fitted and actual data values show no remaining systematic dependence on the stellar parameters. In Appendix C we give explicit expressions for these fits. In this way our results can be easily utilized in other applications. We made efforts to produce fits with a simple and smooth functional dependence. Nevertheless we remind the reader to the fact that polynomial fits of higher order are not well suited for extrapolation. In other words: the fits loose their meaning outside the region covered by the grid of RHD models and should not be used there! Fig. 2 displays s env as a function of T eff and log g in the HRD. In the region where s env > 2.6×10 9 erg/g/K, convection becomes inefficient and the convective zones are superadiabatic throughout. Entropies in that region refer to the value encountered at the base of the convective envelope and are still derived assuming s env = s * . Besides s env itself, the entropy jumps are of interest since they measure the efficiency of the convective energy transport. The entropy jumps shown in Fig. 3 are the entropy differences between the photospheric entropy minimum and s env (cf. Fig. 1) . Figure 3 shows that the RHD model grid covers more than an order of magnitude in the entropy jump, comprising stars with rather efficient envelope convection (with small entropy jumps) in the regions of K-dwarfs and stars with inefficient convection (large entropy jumps) in the region of F-dwarfs. The significant variation of the entropy jumps indicates that the simple dependence of s env seen in Fig. 2 is non-trivial. It is not just reflecting the changes of the stellar surface conditions due to changes of opacity and ionization balance but carries information about changes in the efficiency of the convective energy transport.
With the aid of envelope models (as described before) we translated the s env values given Fig. 2 into equivalent mixinglength parameters which are shown in Fig. 4 . We find a moderate, nevertheless significant variation of α MLT between about 1.3 for F-dwarfs and 1.75 for K-subgiants. In the close neighborhood of the Sun we find a plateau where α MLT remains almost constant. As discussed previously, the absolute values of α MLT are probably less reliable than its scaling properties as displayed in Fig. 4 .
The theory of Canuto & Mazzitelli (1991 ; CMT) describes convection analytically within the picture of a turbulent medium. In view of the significant amount of work that went into the implementation and verification of this prescription by several groups, it appeared worthwhile to compare our results with CMT. Like MLT, CMT contains a free length-scale Λ. According to Canuto & Mazzitelli Λ is essentially the distance to the upper (Schwarzschild) boundary of the convective envelope; for purposes of fine tuning they add a small fraction of the pressure scale height at the upper boundary. We follow this recipe here by writing Λ = z + α CMT H P,top and translated our s env to α CMT values, again with the help of envelope models, but now based on CMT. As shown in Fig. 5 , we find α CMT ≈ 0.4 for the Sun. To assess the sensitivity of s env to α CMT , we note that the overall entropy jump at fixed solar T eff and log g increases by roughly a factor of 2 if one reduces α CMT from 0.4 to zero. As in the MLT case, we find a region of rather constant α CMT in vicinity of the Sun and a significant variation between zero in the region of K-dwarfs and almost 0.6 for F-dwarfs. Interestingly, for the model with the lowest T eff , we find an α CMT slightly smaller than zero. This value was formally derived by extrapolating the s env (α CMT )-relation towards negative α CMT .
Implications and discussion
Calibrating α MLT with evolutionary models of the Sun?
The RHD models predict almost no change of α MLT during the solar main-sequence evolution and at most a very weak dependence of the convective efficiency on the helium abundance in the convective envelope (see Fig. 4 and Tab. 1). This is an important piece of information since it justifies the common practice of calibrating the solar α MLT with evolutionary models. However, we think that the accurate knowledge about the solar envelope structure from helioseismology now provides a cleaner way to calibrate the efficiency of solar convection by the procedure outlined in Sect. 3. Calibrating α MLT with the help of the present envelope structure only would allow a clear distinction between the intrinsic evolutionary properties of a model and effects due to the calibration proper.
For instance, calibrated solar models with and without element diffusion, respectively, provide different values for α MLT (cf. e.g. Richard et al. 1996) . Models including diffusion give a lower helium abundance at the surface for the present Sun and a somewhat higher α MLT than models without diffusion. This might appear to contradict our findings, namely that α MLT is almost independent of the helium content. The reason is of course that the evolutionary models without diffusion do not represent the Sun since their present surface helium abundance is not the actual one. This shortcoming of an evolutionary model without diffusion is compensated for by a change of α MLT . As a price, no assessment of the quality of the model or the adequacy of the input physics is possible any more. If, however, one calibrated α MLT at the present envelope structure, shortcomings in the input physics would not be hidden in the α MLT calibration but would show up as a mismatch between the predicted and the actual solar radius.
How to make best use of the calibration data in evolutionary models?
In the case of the Sun our calibration underestimates the absolute value of the mixing-length parameter by about 0.1 . . . 0.2, a value which can be explained by a combined systematic effect due to the too small low-temperature opacities and the 2D approximation. The scaling behaviour of the α MLT with effective temperature and surface gravity is a differential result and will be much less affected by these systematic shortcomings. From this perspective it seems that a scaling of the α MLT values presented here by a constant factor (slightly larger than unity) is still admissible. In the context of stellar evolutionary models we suggest to calibrate α MLT at the present Sun and use the ratio to α MLT from our calibration as the scaling factor. We emphasize that this is a well-motivated modification to our results. We expect to eliminate the necessity of this step by improving on the identified systematic shortcomings of our approach in future work.
The simplified radiative transfer in the RHD models provides only an approximate atmospheric T(τ )-relation. We have seen by comparison of grey and non-grey models that the influence of the T(τ )-relation on the determination of α MLT can be strongly reduced if one sticks to the same approximation in the envelope and RHD models. In this way we separated to some extend properties of convection from issues related to opacities and radiative transfer. If one now aims at a comparison with observations, the radiative properties should be modeled as accurately as possible. In evolutionary models intended to reproduce observations (e.g. colors) one should use as accurate T(τ )-relations as possible, preferentially derived from full-fledged model atmospheres. The α MLT values from our calibration are not affected by such a change to a moderately differing T(τ )-relation.
Consistency with stellar stability
A variation of α MLT and corresponding variation of s env with the atmospheric parameters T eff and log g can lead to a secular instability of a star on the Kelvin-Helmholtz timescale of its convective envelope. In order to see this, let's consider a small perturbation of s env in a star's envelope. As known from stellar structure models such a disturbance alters its radius while the luminosity remains largely unchanged. The change in radius leads to a change of the surface parameters. Following Christensen-Dalsgaard (1997, his relations (10) and (12)) one finds as an approximation valid for stars similar to the Sun
where c p is the typical specific heat at constant pressure in the convective envelope. Since from the surface conditions s env is a function of T eff and log g, there is the possibility of a feedback on s env which can amplify or damp the initial perturbation. One would obtain an amplification if s env drops more strongly with T eff than given by relation (2). In case of an amplification, rapid changes of the stellar surface parameters would occur, leading to regions in the HRD devoid of stars. Clearly, we do not observe such "gaps" in the region of the HRD studied here, and indeed one can verify with the aid of Fig. 2 that s env exhibits a stabilizing behaviour since
Similar relations hold for the atmospheric entropy minimum (not shown) and the entropy jump (cf. Fig. 3 ). Hence, all factors influencing s env suggest that the convective instability described above will not be encountered. However, at least in principle, it cannot be excluded that under special circumstances a convectively driven runaway might occur.
The gravity-darkening 1 exponent
On the surface of a slowly rotating star the relation between local T eff and gravity g can be approximated by
Lucy (1967) argued that the so called gravity-darkening exponent β for stars with convective envelopes is given by
1 Sometimes also referred to as gravity-brightening! Figure 2 represents lines s env = const, so the gravity-darkening exponent given by our RHD simulations can be readily deduced from this plot. We find an increase of β from 0.07 to 0.10 when going from the F-to the K-dwarfs, and a slight decrease of β with decreasing gravity. Basically, this confirms Lucy's result β = 0.08, with the novelty that our approach eliminates the weakest point of his analysis, namely that MLT provides a reasonable scaling relation s env (T eff , log g) with constant α MLT . Current observations of β (see e.g. Alencar & Vaz 1997) are consistent with our findings, but show a rather large scatter and do not allow a critical test of our results. We therefore refrain from a further discussion here.
Contrasting ours with other approaches
The long-standing lack of a reliable theory of convection has prompted numerous attempts to remedy the situation. In the following we comment on the work of two groups and highlight the major differences in the involved physics between their's and our approach, hoping to clarify the possible reasons for deviating results. In a series of three papers Lydon et al. (1992 Lydon et al. ( , 1993a hereafter LFS) presented a formulation of convective transport based on results of numerical experiments by Chan & Sofia (1989 tion; radiative energy transport was included only as a diffusive flux computed with constant conductivity. Chan & Sofia extracted local statistical relations from their numerical data which were subsequently used by LFS to derive an expression for the convective energy flux suitable for calculating stellar structure models. LFS modeled the Sun as well as the A-and B-component of the α Centauri system. They found essentially the same α MLT in all cases when they translated their formulation into an effective mixing-length parameter. This is consistent with our results, but in our opinion not a strong statement since the rather small differences in the surface parameters and chemical composition among the three stars makes it difficult to detect changes of α MLT . Moreover, there is a principle problem with the LFS convection formulation since it relies on numerical experiments for adiabatic convection. In a follow-up project to the work of Chan & Sofia, Kim et al. (1995) found significantly different statistical relations among the fluctuating quantities in the superadiabatic regime, probably implying that larger uncertainties have to be attributed to the original results of LFS.
In CMT the main improvement with respect to MLT was the inclusion of a larger spectrum of eddies supposed to exist in a turbulent medium. Radiation was only included in a MLT-like fashion, and effects due to the compressibility of the medium were neglected. In our investigation we have regarded the characteristic length scale in CMT as a free parameter, adjusting it to fit the results of our simulations. If we compare the calibration of CMT shown in Fig. 5 with standard MLT shown in Fig. 4 , we find a more extended plateau in the solar vicinity. The general tendency of CMT to make efficient convection more efficient and inefficient convection less efficient results in a smoother behaviour relative to MLT. But towards high and low effective temperatures, a clear over-compensation occurs, leading to a change of α CMT . In MLT as well as in CMT, a significant variation of the free parameter is needed, and no simple scaling is apparent. We do not find a qualitative difference in their ability to reproduce s env from the RHD simulations.
LFS as well as CMT essentially relate the convective flux to the local conditions in the flow. Such an approach is not well motivated from the simulation results where convection appears to be an extremely non-local phenomenon governed by the processes taking place in the thin cooling layer at the stellar surface (see Spruit 1997 for a recent discussion) while the bulk of the convection zone adapts to these layers. Even though we fit our simulation results to local theories, we do not assume that convection can be described in local terms since the fit is of purely formal nature. Furthermore, both LFS and CMT treat the effects of radiative transfer in a rudimentary fashion, despite the well-known fact that for a quantitative description of stellar convection a proper treatment of the radiative transfer is crucial. Indeed, much effort goes into the realistic modeling of radiative transfer in our RHD simulations. CMT describes convection within the picture of incompressible turbulence. However, it is just the compressibility of the stellar gas that gives turbulence in stars its special inhomogeneous character (see Nordlund et al. 1997 for a detailed discussion). In contrast, our RHD simulations fully include the effects of compressibility. Figure 2 shows a remarkably simple structure if one considers the complex interplay of fluid flow and radiation which governs the dependence of s env on the stellar parameters. Certainly, the simplicity of this dependence is a major reason for the relative success of MLT to predict s env , as evidenced by the moderate variation of α MLT in Fig. 4 . Looking at relative changes ignores the more fundamental problem of fixing the absolute value of α MLT , which in practice is done by taking recourse to empirical constraints. Our RHD models provide a determination of the zero point from first principles. Since in MLT important pieces of the physics of convection are missingat least within the present physical interpretation of the MLT formulae -our work should not be considered as validation of MLT, even though MLT is capable of matching some of our simulation results quite well.
Concluding remarks
Work is under way to check the hydrodynamical convection models beyond the comparison with the Sun. There are classical procedures which allow the determination of the convective efficiency at various locations in the HRD (position of the red giant branch, shape of the main sequence, evolution of binary stars). A lot of work has already been dedicated to empirical determinations, but conclusions are sometimes conflicting and no clear picture has emerged yet. We suspect that systematic uncertainties are actually often larger than estimated. Helioseismology proved to be an invaluable tool in the case of the Sun, and asteroseismic measurements of the internal stellar structure appear to be a promising way to gain further insight.
Already in 2D, the construction of hydrodynamical model grids is computationally demanding. Nevertheless, the step towards 3D models is desirable, and first calibrations of α MLT from 3D models are now available for smaller stellar samples: Trampedach et al. (1997) presented a calibration based on 6 models in the solar vicinity, Abbett et al. (1997) presented a calibration for the Sun. The latest version of the calibration of Trampedach et al. (Trampedach 1998, priv. comm.) is consistent with our calibration except for a systematic offset which is caused by differences in the employed low-temperature opacities; the scaling behaviour is similar as far as it is possible to judge from the small set of models. Abbett et al. do not provide α MLT with sufficient precision to allow a critical comparison with our results. Own work is in progress to quantify systematic differences between 2D and 3D models. As already mentioned, first results for the Sun give a change of α MLT by +0.07 with respect to the 2D models. We expect systematic changes of similar magnitude for other stars. Hence, it appears unlikely that conclusions of this paper will have to be altered substantially when more 3D results become available.
Last but not least we want to reiterate the warning that the presented calibration of α MLT is only intended to reproduce the entropy jump. The detailed temperature profile of the superadiabatic layers is not necessarily represented adequately by an MLT model with our calibrated α MLT . In particular, the calibration is not suitable for providing the optimum mixing-length parameter for convective stellar atmospheres. Preliminary results for the Sun show that matching the emergent radiation field of multidimensional simulations with 1D standard atmospheric models requires a quite different mixing-length parameter than is needed for matching the entropy jump. We do not consider this as a contradiction; it just indicates shortcomings of MLT and the 1D idealization. commonly adopted expression for the radiative gradient in diffusion approximation, but instead derive ∇ rad by differentiation of the T(τ )-relation. As a starting point, consider the T(τ )-relation for a grey atmosphere in radiative equilibrium which guarantees that ∇ rad becomes independent of τ and consistent with the diffusion approximation for large optical depth (provided the Rosseland scale is adopted). The advantage of this procedure is that we obtain a smooth and realistic -i.e. consistent with the specified T(τ )-relation -∇ rad irrespective of optical depth. We never have to distinguish between atmosphere and optically thick layers and can use MLT throughout, for the small price of having to compute the τ -scale as well.
Appendix B: Entropy scale
The entropy is not always available from an EOS, and if so it involves an arbitrary additive constant. In order to relate entropy values given in this paper to more common thermodynamic variables, we provide a small list of quantities as a function of entropy and pressure in Tab. B1, calculated from the EOS which was used in the RHD simulations. We have concentrated on higher temperatures characteristic of the deeper layers of solar-type stellar envelopes. The data should allow to interrelate values for s env to pressures, temperatures, and densities, and provide the entropy zero point of our EOS. For interpolation purposes one might take advantage of the following differential thermodynamic relations 
