In 1944 Onsager published the formula for the partition function of the Ising model for the infinite square lattice. He was able to express the internal energy in terms of a special function, but he left the free energy as a definite integral. Seven decades later, the partition function and free energy have yet to be written in closed form, even with the aid of special functions. Here we evaluate the definite integral explicitly, using hypergeometric series. Let β denote the reciprocal temperature, J the coupling and f the free energy per spin. We prove that
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The Ising model was originally proposed by Lenz to describe magnetism [1] . His student Ising solved the eponymous model in one dimension (1-D) in his doctoral thesis, in 1925. Since then, it has become one of the most important models in the history of statistical physics [2] [3] [4] [5] [6] [7] . The 2-D case for zero external magnetic field was not fully solved until 1942, and the results were published only in 1944 [8] . The 3-D case remains unsolved. Onsager's derivation of the partition function of the 2-D Ising model is often described as a mathematical tour de force. He was able to express the internal energy in terms of a special function, but he left the partition function and the free energy in terms of a definite integral [8] . Ever since, a common assumption has been that there is no succinct way to write the partition function in closed form, even using special functions. The required integral is indeed not easy to evaluate explicitly, but we show that it is possible to do so. In fact, Onsager had already expanded the free energy in a power series [8] , however he did not recognize it as a known special function (at least not until late in his life, see below). Here we continue the calculation where he left off and show that his power series is hypergeometric.
Readers unfamiliar with special functions may question what is gained by trading a definite integral for a special function. One is just as complicated as the other, it could be argued. Consider the following helpful analogy with trigonometric functions. For |x| ≤ 1 the integral
can be written as arcsin x. Neither expression contains more information than the other. Yet most readers will agree that arcsin x is preferrable to the integral, mainly because trigonometric functions are well understood. The same is true of special functions. In fact, the Hungarian mathematician Paul Turán thought that "special functions" should instead be renamed useful functions, according to Askey (see refs. [9, 10] ). They are ubiquitous and arise in a variety of physical problems. For example, hypergeometric functions appear very naturally in mathematical physics [11] [12] [13] [14] , statistical mechanics [15, 16] , and number theory [17] .
We briefly review the square lattice Ising model with symmetric coupling. Consider a two dimensional square lattice where at each point i of the lattice is located a spin-1/2 particle. Each spin σ i can assume only 2 values: σ i = ±1. The Ising model Hamiltonian as a function of a spin configuration σ = (σ 1 , σ 2 , . . .) is given by
Here i, j represents the set of lattice points i, j which are nearest neighbors. The sum should avoid double counting, so that pairs i, j and i, j are not counted separately. The constant J is known as the coupling and is an interaction energy. We are interested in the thermodynamic limit, but let us initially consider the partition function for a finite L × L system with N = L 2 spins. Let T be the thermodynamic temperature, k B Boltzmann's constant and let β = 1/(k B T ). The partition function Z N (β) is then defined as the sum over all possible spin configurations of exp (−βH(σ)):
So Z N can also be thought of as the two-sided Laplace transform of the degeneracy Ω(E) of the energy level E. The free energy is given by F = −k B T ln Z N and the free energy per spin in the thermodynamic limit is given by f = −k B T ln λ , where,
Onsager referred to λ as the "partition function per atom" and henceforth we will refer to λ simply as the partition function. In the seminal work of 1944, he derived the exact partition function, ln λ = ln 2 cosh(2K)
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One of the two integrals can be evaluated, yielding
(6) and versions of expressions (4) and (6) are those found in the textbooks. For technical details and historical context, see refs. [1] [2] [3] [4] [5] [6] [7] [8] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] .
Onsager wrote that the integral appearing in the partition function and free energy "cannot be expressed in closed form."
It is true that the required closed form cannot be found among the commonly tabulated integrals, even in terms of special functions. Nevertheless, we will show below that it is certainly possible to express the integral in terms of a special function. Whether or not it is of "closed form" is a matter of context and convention. Traditionally, the term "closed form" does not include special functions. However, Onsager himself considered some special functions to be in closed form, for example the elliptic integrals (see [8] and the discussion below). Indeed, in the context of the Ising model and statistical mechanics, many special functions form part of the repertoire of "closed form" expressions. From this point of view, our result represents an advance. Before we state our claim, we review a few more relevant facts.
Although the free energy has never before been expressed in terms of special functions, yet it is possible [8] to express the internal energy per spin, defined by
in terms of an elliptic integral:
(8) Here we have chosen the sans serif letter K to distinguish the complete elliptic integral of the first kind K(k) from the reduced reciprocal temperature K = βJ. We use the same notation for the elliptic integral adopted in [8, 9, 36] , where the argument k of K(k) is the elliptic modulus and not the parameter (the latter defined as m = k 2 ). There are several conventions in use, so this is an important point to note. The definition is thus
Elliptic integrals can be expressed in terms of p F q generalized hypergeometric functions [9] . For example, the complete elliptic integral of the first kind above is equivalently given by
We briefly explain this notation. A p F q function has a power series c n x n such that the ratio c n+1 /c n of successive coefficients is a rational function of n, i.e. a ratio of polynomials in the degree n of the summed monomials. The numbers p and q + 1 give the degrees of the polynomials of the numerator and denominator, respectively. Let the Pochhammer symbol (x) n denote the rising factorial,
Equivalently, in terms of the gamma function Γ(x), the Pochhammer symbol is given by (x) n = Γ(x + n)/Γ(x).
The p F q function is then concisely defined as follows:
(12) The condition p = q+1 separates the two distinct regimes p < q+1 for which the p F q function is entire, and p > q+1 when the radius of convergence is zero. When p = q + 1 exactly, the radius of convergence is 1 (with convergence on the unit circle a somewhat delicate issue). In our case, we will find p = 4 and q = 3 so that p = q + 1. Similarly, for the elliptic integral in (8) we can see from (10) that p = 2 and q = 1. So these functions have unit radius of convergence. The singularity of K(4k) at 4k = 1 in Eq. (8) is precisely what is responsible for critical point of the phase transition in the 2-D Ising model. The radius of convergence corresponds to the celebrated critical temperature of the phase transition, first found by Kramers and Wannier [20] in 1941.
Having reviewed the necessary definitions, we state our main result: Theorem 1. Onsager's partition function λ in (4) can be written in terms of a hypergeometric function as λ * , where ln λ * = ln(2 cosh 2K) − k 
and where k is defined by (5).
This 4 F 3 hypergeometric function is not entirely unexpected in fact, because the integral in (4) is of a type known as a Mahler measure [11, 12] , that can lead to 4 F 3 functions (e.g., see Eq. (13) in [11] ). Furthermore, we have very recently learnt [37] that, in the 1970s, Glasser and Onsager working together arrived at a similar (but different) expression to the one above in Theorem 1. They used a 4 F 3 function as well as the complete elliptic integral of the second kind, E(k). However, they did not publish their result. Considering the potentially broad interest in this fascinating piece of historical information, below we restate their previously unpublished result. We have verified (but do not show here) the equivalence of Theorem 1 above with the following: Theorem 2 (Glasser and Onsager). The partition function λ in (4) can be rewritten as λ ⋆ , where ln λ ⋆ = ln(2 cosh 2K)
Below we give a rigorous proof of Theorem 1, but first we briefly discuss the intuition and method behind the discovery. The logarithm inside the integral in Eq. (4) can be expanded in a Taylor series. One can perform the definite integral term by term and then sum them up. Onsager himself performed this calculation and arrived at the following expression for the partition function:
He did not proceed further, except to note the finite radius of convergence. We instead approached the sum in (15) as a formal power series.
Unlike normal power series, formal power series are defined algebraically, independently of convergence. Rather than interpreting this series analytically as converging to a function, we instead attempted to match the coefficients in the series with those in the formal power series definitions of special functions. If all coefficients match, then the two series are equal in an algebraic sense and we will have found the desired special function.
It is interesting to note that although Eqs (4) and (15) above appear together as Eq. (109c) in Onsager's 1944 paper, yet (4) is widely known whereas (15) has received very little attention in comparison. When we recently came across (15) for the first time, we immediately suspected that the series was a p F q generalized hypergeometric function. Even with only passing familiarity with special functions, readers will recognize the following clues pointing to a generalized hypergeometric function:
(i) a power series, (ii) factorials in the numerator and denominator of the series coefficients and (iii) the arguments of the factorials grow with the degree of the monomials.
Onsager himself seems to have been at least partially aware of the connection with hypergeometric functions, for he wrote in the appendix, We shall deal here with the evaluation of various integrals which occur in the text.
Most of these can be reduced in straightforward fashion to complete elliptic integrals; only the partition function itself is of a type one step higher than the theta functions, [emphasis added] and involves a little analysis which is not found in textbooks.
As mentioned earlier, the elliptic integrals are special cases of the 2 F 1 ordinary or Gaussian hypergeometric functions. Moreover, the theta and elliptic functions are related to elliptic integrals or their inverses. Onsager states that the partition function is "one step higher" than the theta functions, and indeed the 4 F 3 function that we find in the evaluation of the partition function is a step or two more complicated than the 2 F 1 functions.
The power series method we originally used to arrive at (14) is purely algebraic and there is no guarantee of correct behavior on or outside the radius of convergence. One way around the convergence issue is analytic continuation. In fact, however, the series converges even at the critical temperature and can be evaluated in terms of Catalan's constant. We will not further discuss these technical points and will instead take an easier-tounderstand approach.
We give below an elementary proof. Noting that differentiation is much simpler than integration, we will differentiate − ln λ * and then use the fundamental theorem of calculus, obtaining u. So ln λ and ln λ * differ only by a constant, which we will show is zero. We next state and prove a hypergeometric identity, from which Theorem 1 follows easily:
Proof. Using the series definition (12) , the term of degree n ≥ −1 of 4 F 3 2, 2, 
Similarly, for the expression ; x , we get for n ≥ −2:
The two series thus agree for the coefficients of x n for every n ≥ −1, but for n = −2 the 3 F 4 terms do not contribute. The lone x −2 term, for n = −2 in the above expression, is
This term cancels the term − 128 9x 2 in (16) and the claim follows.
Proof of Theorem 1. Observe from (7) that − ln λ is an antiderivative of u. Recall that the infinitely many antiderivatives u(β)dβ of the internal energy u(β) differ only by a constant. Our strategy will be to show that − ln λ * is also an antiderivative of u and with the same integration constant.
The general formula for the derivative of a 4 F 3 function is
This general differentiation rule gives us From the supporting lemma, we then get
This result together with the product rule gives us
Notice that we get cancellation of the terms with the tanh 2K = (coth 2K)
Substituting these into (14) we get,
2, 2, 2 ; 4v
We now use (23) to calculate d ln λ * /dv using the chain rule for derivatives. We get, after simplification,
Note how the differentiation of ln λ * thus leads to a remarkable reduction of type 4 F 3 to type 2 F 1 . We next use the chain rule again:
From (26) and (27) we get the following final expression:
(28) Observe that (28) and (8) are identical, after changing variables using (24) . We have thus shown that − ln λ * (β) is an antiderivative of u(β). We are almost done.
Since − ln λ * and − ln λ are both antiderivatives of u with respect to β, therefore by the fundamental theorem of calculus they differ only by a real constant. Let C = ln λ − ln λ * . To show equality of λ * and λ, it suffices to show that C = 0. We can calculate C explicitly from the values of both λ * and λ for some convenient value of β. The easiest choice is β = 0, for which we get ln λ * (0) = ln λ(0) = ln 2 . So C = 0 and the claim follows.
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