Abstract: Combinatorial maps are appropriate to represent, up to homeomorphism, drawings of planar graphs without edge crossings.
Introduction
Graphs can be represented by logical structures and their properties can be expressed by logical formulas. Monadic second-order (MS) logic is especially interesting as a logical language for this purpose. We refer the reader to [CouS] for a survey of motivations and applications.
In the present paper, which is a continuation of [Cou12] , we are especially interested in representing as much as possible of drawings of (finite) graphs by (finite) logical structures. We want to avoid using coordinates to represent vertices and concrete curve segments to represent edges. Our purpose is to represent finite combinatorial information characterizing a homeomorphism class of graph drawings, not any drawing specifically.
The notion of a combinatorial map, which was considered from the point of view of MS logic in [Cou12] , is appropriate for representing drawings of planar graphs without edge crossings, but contains no information on edge crossings when the map is not planar.
Our purpose here is to handle such information. We introduce the notion of a predrawing. A predrawing is a logical structure R that contains the specification of a graph denoted by G (R) (the domain of R consists of the vertices and the edges of G (R) ), that of a map M(R) of G(R) (that is not necessarly planar) and two relations that describe edge crossings (these relations are empty if M(R) is planar). Such a predrawing R is realizable if it describes some drawing of G(R). The realizability is fundamental for any use of predrawings. Realizability is (easily) expressible in "nonmonadic" second-order property (proved in Section 2). We do not know whether it is MS-expressible (i.e., expressible in monadic second-order logic), but we prove it is in the special case of framed predrawings .
A framed predrawing is a structure representing a planar drawing of a planar graph (called the frame) augmented with additional edges that may cross one another and that may cross the edges of the frame. We prove the 3-edge Theorem stating that a structure R is realizable iff every substructure of R representing the frame together with a set of at most 3 edges not in the frame (and their crossings) is realizable. The logical characterization follows easily.
We will prove the special case of the 3-edge Theorem for predrawings having a Hamiltonian cycle as frame (Section 4), and then reduce to this case the case of those having a tree as frame (Section 5), which gives the general case. All other sections are introductory or consist of definitions.
Preliminaries Some notation
If S ⁄ D n , n Φ 2, and d 1 ,...,d m ∈D with m < n, we let : x 1 < α x 2 < α x 3 < α ...< α x n or x n < α x n-1 < α ... < α x 2 < α x 1 .
We write x 1 ||α x 2 ||α x 3 ||α ...||α x n if for some i = 1,...,n we have:
x i |α x i+1 |α ... x n |α x 1 |α x 2 ... |α x i-1 .
We write x 1 << α x 2 << α x 3 ... << α x n if n Φ 3 and for some i = 1,...,n we have x i < α x i+1 < α ... < α x n < α x 1 < α x 2 ... < α x i-1 .
Hence << α is a relation of variable arity at least 3.
Graphs
All graphs will be finite directed and loop-free. For a graph G, we will denote by V G its set of vertices, by E G its set of edges; we will write e : x ≅> y if e is an edge linking x to y ; the vertex x is the source of e, denoted by s (e), and y is its target, denoted by t (e). We denote by E G (x) the set of edges incident with x. We say that an edge links x and y if it links x to y or y to x.
We let inc G = {(e, x, y) / e : x ≅> y }. A path from x to y is a sequence of edges (e 1 , e 2 ,...,e n ) such that for some x 1 ,...,x n ∈V G we have x 1 = x, e i links x i and x i+1 for i = 1,...,n -1, e n links x n and y , and the vertices x i cycle . A directed path is similar with e i : x i ≅> x i+1 and e n : x n ≅> y .
Occasionaly we will consider empty paths, denoted ( ). A circuit is a directed path from a vertex to itself.
We let deg(G) denote the maximum degree of a vertex of G .
Maps
A map is a pair M = <G, sigma> where G is a (finite, loop-free, directed) graph and sigma is a mapping : If M = <G , sigma > is a map we denote by << M,v the relation (of variable arity at least 3) on the set E G (v), associated with the linear order {e 1 < e 2 < A map M = <G, sigma> will be represented by the logical structure |M | 2 
proved in [Cou12] that the property "M is a planar map" is expressible in MS logic over the structure |M| 2 .
For all definitions concerning monadic second-order (MS) logic, the reader is refered to [Cou12, CouS, CouT] .
Drawings
The notion of a map is appropriate to represent planar embeddings of planar graphs. Our objective is to enrich it with additional relations representing crossings of edges in drawings of graphs. In the example of Figure ( 1.1), the edge e crosses the edge d, but one could also draw the same map with edge e crossing c and f , and get thus a different drawing. We will not handle arbitrary drawings. Edge crossings will be limited in the following ways :
(1) an edge does not cross itself ;
(2) two edges cross at most once, (since we admit multiple edges, the Jordan arcs representing two edges can have at most 3 points in common) ;
(3) no three edges cross at any point.
(2.1) Definitions
Let G be a graph (with the restrictions assumed in Section 1); let D be a drawing of G in the oriented plane. The graph is defined by V G , E G , inc G .
From this drawing we get a map M(D) as recalled in Section 1. We let cross ⁄ E × E be such that (e, f ) ∈ cross iff e and f cross with f going from the left of e to its right (we recall that edges are directed 
Á
With a predrawing R we associate : G(R), the underlying graph (it exists by P 1 ), M(R), the underlying map of G(R) (it exists by P 2 ), X(R) := {{e, f } / cross R (e, f ) }, called the set of crossings of R .
We will associate with every predrawing R a map M(R) such that R is This observation is now made into a formal definition (slightly more general than sketched here ; the generalization will be used in Section 4).
(2.3) Definition
Let R be a predrawing, let U ⁄ X(R) be a set of edge crossings of R. (U is a set of "formal" crossings; we do not assume here the existence of a drawing D ). We define a predrawing R' that, intuitively, turns the elements of U into new vertices.
We let G' be the directed graph such that :
, y follows x in the sequence K + (R,e)} where K + (R,e) is the sequence (s(e), c 1 ,...,c k , t(e)) and c 1 ,...,c k is the sequence of crossings of e and other edges belonging to U; the sequence c 1 ,...,c k is ordered according to before R [e] . In G' , the source of (e, x, y) is x and its target is y. Hence the edges of G' are obtained from those of G by subdivisions by means of the "new" vertices from U.
We now define a map
We now define sig M' [u] , for u ∈U . We let u = {e, f } where cross R (e, f ) holds. There exist edges e 1 , e 2 , f 1 , f 2 , ∈E G' such that π 1 (e 1 ) = π 1 (e 2 ) = e , π 1 (f 1 ) = π 1 (f 2 ) = f , t(f 1 ) =t(e 1 ) = u , s(e 2 ) =s(f 2 ) = u. We let sig M' [u] := { (e 1 ,f 2 ), (f 2 ,e 2 ), (e 2 ,f 1 ), (f 1 ,e 1 ) }. See Figure ( In order to have a predrawing R' such that G(R') = G' , M(R') = M' , we need also define cross R' , and before R' . We let cross R' (e', f ' ) hold iff
is between π 2 (e' ) and π 3 (e' ) on K + (R, π 1 (e' )), (5) π 1 (e' ) is between π 2 (f ' ) and π 3 (f ' ) on K + (R,π 1 (f ' )).
For every (e, f ) such that cross R (e, f ) holds and {e, f } { U, there exists a unique pair (e', f ' ) such that cross R' (e', f ' ) holds and e = π 1 (e' ), f = π 1 (f ' ). We have in particular e' = (e , α, β), f ' = (f , γ, δ) where α, β, γ, δ are determined in a unique way by (4) and (5).
It remains to define before R' . If e' ∈ E G' , e' = (e , α, β) then we obtain
We will denote R' by R + U.
In the example of Figure The edge a is subdivided into a 1 , a 2 , a 3 , a 4 , a 5 where a 1 = (a, 1, (2,3)), a 2 = (a, (2, 3), (3, 4)), a 3 = (a, (3, 4), (4, 5)), a 4 = (a, (4, 5), (5, 6)), a 5 = (a, (5, 6), 7). We have
(2.4) Proposition : Let R be a predrawing and U be a set of crossings of
and from the construction of R + U we have R(D') = R + U.
Let us conversely assume that D' is a drawing of R + U . The edges of 
G(R) are paths in G(R + U).

Á
We let R ^ denote R + X (R). This means that R ^ is made from R by turning all crossings into new vertices. Hence X( R ) = . Conversely, let us assume that M(R) is planar and let D' be a drawing of
Á (2.6) Proposition : (1) That a structure R is a predrawing can be expressed by an MS-formula.
(2) The realizability of a predrawing is expressible by a second-order formula.
Proof : (1) Conditions (P1), (P3), (P4) are first-order. Condition (P2) is MS because one need to check that certain binary relations are circuits (see [Cou12] ). Hence, the property that R is a predrawing is MS.
(2) Consider the transformation of structures:
The relations of the structure M(R) can be defined by MS-formulas on R.
The planarity of the map defined by M(R) is MS-expressible [Cou12] hence it is expressible in R by a second-order formula. The details of the construction would be lengthy (and will not be used in the sequel). They are not necessary for the reader familiar with the technique of "interpretations" of logical structures. See [CouS] .
We do not obtain a monadic second-order formula because the domain of 
is not linearly bounded in terms of that of G n .
This example shows that Card(M(R)) is not linearly bounded in terms of the cardinality of the domain of R. Hence the mapping R ≤ . R is not an MSdefinable transduction [CouT] . Furthermore, it is even not MS-compatible [Cou9] (which means that the MS properties of R cannot be translated into MS properties of R). To prove this last fact, we consider G n , and we recall that the MS-theory of {M( G n ) / n Φ 1} is undecidable, whereas the MS-theory of {G n / n Φ 1} is decidable. (To see this, observe that G n is obtained as the result of an MS-transduction ( [Cou12, CouT] ) from the structure representing the finite word pq n r ; since the MS-theory of {pq n r / n Φ 0} is decidable, so is that of the structures {G n / n Φ 1}.)
However, we can ask the following question :
8) Question : Is the realizability of a predrawing an MS-property ?
A first step to approach the solution is to define classes of predrawings for which realizability is an MS property. A predrawing R is k-bounded if there exist a set X ⁄ E R such that cross R ⁄ (X × E R ) " (E R × X ) and every edge of X is crossed by at most k edges.
(2.9) Proposition : For every k there exists an MS-formula expressing that a given structure R is a k-bounded realizable predrawing .
Proof : One constructs an MS formula ϕ(X) expressing that X is a set of edges witnessing that the considered predrawing R is k-bounded. From such a set X one can define the set U = X(R) of the definition of M(R) as a set of pairs (e, i) such that e ∈ X , 1 ξ i ξ k , and (e, i) represents the i-th
crossing of e with some other edge, in the order specified by before R [e] . Of course, it may happen that (e, i) and (e', j) represent the same crossing. This can be expressed by an MS-formula and U is thus defined as a quotient set by an MS-definable equivalence relation.
An edge (e, x, y) can similarly be defined as a pair (e, k + j) where x is the j-th element of the sequence K + (R,e) and y is the (j +1)-th one (1 ξ j < k +2). It follows that the domain of the structure M(R) can be defined as a subset of
bounded predrawings is MS-definable. The result follows [CouT] .
Á
Note that {G n / n Φ 1} considered above is not k-bounded for any k. Here is an example of a 1-bounded predrawing, with one edge having 5 crossings.
Simple face contractions
Let M = (G, sigma) be a map. A simple face in M is a circuit F = (e 1 , e 2 ,...,e n ) such that for every i = 1,...,n , we have sigma(x i , e i , e i-1 ) where x i is the vertex common to e i and e i -1 (and e 0 = e n ). In any planar drawing of M, a simple face defines a region of the plane. We will define the result of the contraction of such a face, denoted by M \F. We let G \F be the graph resulting from the contraction of all edges of F . Its set of edges is E G -E F and its set of vertices is ( 
where for each i at most n, j is the smallest integer at most n+1, that is larger than i and is such that x j is incident to an edge not in F. ( The extension to predrawings R such that the edges of F have no crossing is clear : we let R \F be such that M(R \F ) = M(R)\F, cross R\F = cross R , before R\F = before R . If R is realizable then so is R \F .
Framed predrawings
We recall that for a predrawing R we denote by G(R) the underlying graph and by M(R) the underlying map of G(R). They both exist by conditions (P1) and (P2).
We say that a predrawing R is planar if X(R) = , and M(R) is a planar map. If R is a predrawing and X ⁄ E R we denote by R[X] the restriction of R to the set X : it is the predrawing R' such that
is planar. It follows that we have in particular:
The predrawing shown below has no frame.
The next two sections will be devoted to the proof of our main result.
(3.1) The 3-edge Theorem : A predrawing R with frame F is realizable iff , for every subset X of E G(R) -E F of cardinality at most 3, the predrawing
We state and prove immediately the following: Proof : One can construct an MS-formula ϕ 1 (U) expressing in the structure R (assumed to be a predrawing) that U is the set of edges of a subgraph F of G(R) that is a frame.
Let X be a set of at most 3 edges,
is thus MS-expressible in R by a formula ϕ 2 (X, U). From the 3-edge Theorem, the realizability of R (assumed to be a predrawing having a frame) is expressed by the MS-formula :
Á
Hamiltonian predrawings
This section is the most technical part of the paper. We establish the 3-edge Theorem for predrawings R having a frame F which is a Hamiltonian
cycle of G(R).
A Hamiltonian cycle F of a graph G will be oriented, that is, given by an enumeration (x 1 , x 2 ,...,x n ) of V G and a sequence of edges (e 1 , e 2 ,...,e n ) such that e i links x i and x i+1 for i = 1,...,n (we let x n+1 = x 1 ). We let E F = {e 1 ,...,e n }. (F is not necessarily a circuit).
Letting F be so, a drawing of G is F -internal if F is drawn without edge crossings, (x 1 ,...,x n ) is a traversal of F in the trigonometric sense of the plane, and all edges not in F are inside the finite region of the plane defined by F. (They can cross one another but not those of F ). A predrawing R is
F -internal if F is a Hamiltonian cycle of G(R) and R = R(D) for some Finternal drawing D of G(R). We say that D is F-outerplanar (resp. that R is
F-outerplanar) if D is F-internal without edge crossings (resp. R = R(D) for an F-outerplanar drawing D. Hence G(R) is here planar. (4.1) Proposition : Let R be a predrawing such that G(R) has a Hamiltonian cycle F and R[E F " X] is F-internal for every set X of at most 3 edges in
The proof is relatively long. We let G = G(R) and M = M(R). If R satisfies the hypotheses of Proposition (4.1) then we have necessarly :
The crux of the proof will concern F-internal predrawings R such that
We define 4 conditions, which are necessary for such a predrawing R to be
F-internal. Their meaning is clear from the consideration of an F-internal drawing D, such that R = R(D).
The following notation will be used : < F , a strict linear order on V G such that
where F is given by (x 1 , ..., x n ) and E F = {e 1 ,..., e n }; see above;
M is the map of G associated with R ; we will use the relation << M,x defined in Section 1 ;
< f is the strict linear order of the sequence K + (R,f ) defined from
3); the associated notation || f will be used (see Section 1) ;
We are ready to define the four conditions.
we have e i << M,x e i +1 << M,x f (we let e n+1 = e 1 ).
(H2) For every f, g ∈ E G -E F , f g , where f links u to w and g links x to v , we have :
The first case is shown on Figure ( 4.1.a). 
This case is shown in Figure ( 
See Figure ( 4.1.c) for the first case. 
is an F-internal drawing of G then R = R(D) satisfies conditions (H0)-(H4).
Proof : Clear from the definitions.
Á (4.3) Lemma : If R is a predrawing with a frame F which is a Hamiltonian cycle of G(R), if G(R) has degree at most 3, if X(R) = , if conditions (H0)-(H4) hold, then R = R(D) for some F-outerplanar drawing D of G(R).
Proof : Let G = G(R). Since X(R) =  and R is a predrawing we have: before R =  . By (H2), if f, g ∈ E G -E F , g f, f links u to w and g links x to v , then we have:
It follows that G is outerplanar with Hamiltonian cycle F . Let us draw F on the plane in the trigonometric sense. There is a unique way (up to homeomorphism) to draw the edges of E G -E F in the finite region defined by
F. By condition (H1) the map M(D) of this drawing coincides with M(R).
Finally we get R(D) = R . Hence R is F-outerplanar.
Á
Our next lemma needs further definitions. We let R be a predrawing with
deg(G(R)) ξ 3, and we assume that conditions (H0)-(H4) hold. We let
A small triangle is a tuple ∆ = (e, x, y 1 ,..., y n , z, e') where (x, y 1 ,..., y n , z) is a path in F with x << F y 1 << F ... y n << F z, e ∈ N , e links x and x' , x' { V(∆) = {x, y 1 ,..., y n , z}, e' ∈ N, e' links z and z' , z' { V(∆), e and e' cross, there is no crossing on e between x and e', there is no crossing on e' between z and e , and finally: (*) if an edge in N is incident with some y i , then its other end is in V(∆) and it crosses no other edge of N .
A small triangle is shown on Figure ( Proof : We choose an edge e ∈ N and a path (x, y 1 ,..., y m , x' ) in F such that e links x and x' and is crossed by at least one edge f ∈ N and m is minimal such that these conditions can be satisfied. By H2 one end of f is in {y 1 ,..., y m } and the other is outside of {x, y 1 ,..., y m , x' }. We now let e' be the edge of N that crosses e next to x. It links some y n +1 , 0 ξ n < m and some z' outside of {x, y 1 ,..., y m , x' }. We let z = y n +1 and we consider ∆ = (e, x, y 1 ,..., y n , z, e' ). (We may have e' = f ).
First case : There is no crossing on e' between z and e .
We claim that ∆ is in this case a small triangle. We need only consider the condition (*) of the definition. Let g be an edge in N incident with y i , 1 ξ i ξ n . Its other end must be some y j , j i , 1 ξ j ξ n because otherwise, by H3, it must cross e, or e', or both, and by H4, one of these crossings must be on e between x and e' (but this would contradict the choice of e' ) or on e' between z and e (but this contradicts the hypothesis of this first case).
If this edge g is crossed by an edge of N, then it could have been chosen
instead of e and this contradicts the minimality of m . Hence g is not crossed and we have a small triangle as desired.
Second case :
There is an edge in N crossing e' between z and e. Any such edge has one end in {y 1 ,..., y n }, otherwise by H4, it would cross e between x and e' (contradicting the choice of e' ). We let f be the unique one that crosses e' next to z . One of its ends is y p . We now consider the tuple:
If f has no crossing between y p and e' , then ∆' is a small triangle (the proof is completed as in the first case). Otherwise, we observe that we are in a similar situation as with ∆, and V(∆') a strict subset of V(∆). We can thus replace ∆' by a smaller candidate ∆" with V(∆") strictly included in V(∆). Since Proof : The proof is by induction on Card(X(R)). The case X(R) =  holds by Lemma (4.3). Otherwise, there is in R a small triangle ∆ by Lemma (4.4) without loss of generality we assume that ∆ = (e, x, y 1 , y 2 ,..., y n , z, e' ), e links x and x' , e' links z and z' , z', x' { V(∆), (u, x, y 1 , y 2 ,..., y n , z, w) is a path in F (see Figure (4.2) ), and that the vertex u before x has degree 2 (see end of proof).
We transform into R' in the following way -we let e' link z' and u instead of z' and z (we change one tuple in inc R ), -we define cross R' from cross R by deleting the crossing of e and e', and accordingly, we transform before R into before R ' (the changes concern If u is not of degree 2, we first insert a new vertex u' on the edge between u and x . This preliminary modification of R preserve satisfaction of (H0) -(H4). For constructing R' , we use u' instead of u .
Á
Proof of Proposition (4.1): We let R be a predrawing, F be a Hamiltonian cycle of G = G(R) and we assume that R[E F "X] is F-internal for every X ⁄ E G -E F of cardinality at most 3. We want to prove that R = R(D) for some Finternal drawing D.
We check that conditions (H0) -(H4) hold. The result follows by Lemma (4.5). Condition (H0) holds because
General case
If G(R) has vertices of degree more than 3 then we transform (R, F) into (R' , F' ) such that (R' , F' ) satisfies the hypothesis of Proposition (4.1),
deg(G(R' )) ξ 3 and G(R) is obtained from G(R'
) by edge contractions. An F'-internal drawing of G(R' ) exists by the special case, and we obtain from it an
Let us describe the construction of R'. As before we let F be given by (x 1 ,...,x n ) with corresponding list of edges e 1 , e 2 , ..., e n , and for convenience, we will usex n+1 = x 1 . We define R' by "splitting" as follows each vertex x i of degree more than 3. We assume that
We replace x i by a path The structure R' is defined accordingly. In particular, E G(R' ) is equal to E G(R ) augmented with the new edges resulting from the vertex splitting, cross R' = cross R and before R' = before R . Let F' consist of F and the new edges. See Figure (4.7) . Consider an arbitrary set
of cardinality at most 3. We assume that R[E F "X] has an F-internal drawing "If". We let R and F be as stated. We first consider a special case.
This means that no edge not in F crosses an edge of F . We assume that
It consists of one closed line representing F in the trigonometric sense and a line segment between two points of this line.
Since it does not cross an edge of F, it is either in the finite region or in the infinite one. In the first case, we will say that f is F-internal. In the second case it is F-external . (In the example of Figure ( Whether f is F-internal or F-external depends only on sig R and the chosen ordering of F . Precisely, by Condition (H1), an edge
internal if for each of its ends x , x = x i+1 , 1 ξ i ξ n , we have:
It is F-external if for each of its ends x , x = x i+1 , 1 ξ i ξ n , we have:
We denote by Int (resp. Ext) the set F-internal (resp. F-external) edges. We will define a drawing D of R as the union of a drawing D Ext of
The existence of D Int follows from Proposition (4.1). We can even construct it such that F is drawn as a circle of radius 1 centered at O, the origin of the Euclidian plane P. We now let R' = R [E F " Ext]; we transform it into R" by letting: sig R" = {(x, e, f) / (x, f, e) ∈ sig R' } and cross R" = {(e, f ) / (f, e) ∈cross R' } and by letting the other components be as in R' . The set Ext is now the set of F-internal edges of R".
By Proposition (4.1), one can find a drawing D" of R", and furthemore, F can be drawn exactly as in D, and one can assume that O does not belong to any edge. We now transform D" into D Ext by using the homeomophism of P -{O} 
General case
We assume that
where N = E G(R) -E F . We let U = {{e, f} ∈ X(R) / e ∈ N , f ∈ E F }. We need only prove that R + U is realizable. The predrawing R' = R + U (see Section 2) is obtained from R by the insertion of new vertices on the edges of F .
Hence, F is transformed into a Hamiltonian cycle F ' of G(R' ). From the definition of U , the predrawing R' satisfies the condition cross R ' 
where X' is the set of edges of E G(R' ) -E F' coming from the subdivision of the edges of Y.
The result of the special case yields that R' is realizable, hence so is R by Prop. (2.4). Á
Tree-framed predrawings
The proof of the 3-edge Theorem (Theorem (3.1)) will follow easily from the next special case.
(5.1) Theorem : A predrawing R with a frame F that is a tree is realizable if
The proof strategy is as follows. We will transform R into R' by duplicating each edge of F and making F into a Hamiltonian cycle of the graph G(R').
We will apply Theorem (4.6) to R' and obtain a drawing D' such that R' = R(D'). By fusing any two edges coming from a same edge of F, we will get a drawing D such that R (D) = R. This construction is illustrated in Figure ( We now define the transformation of R into R' . It is based on fattening the tree F. Since F is assumed to be a frame, it is a spanning tree of G(R) and cross R ((E F × E F ) = . Without loss of generality, we assume that F is directed in such a way that every vertex is reachable from a vertex x 1 of degree 1 by a directed path in F. Thus F is a rooted tree with root x 1 , and the root has only one son.
We let d F (y) denote the degree of y with respect to F. We let Let e = e(y , i), 1 ξi < d F (y)) link y to z . Then we let e + link (y, i) to (z, 1) and we let e -link (z, d F (z)) to (y, i +1). If e links x 1 to z , we let e + link (x 1 , 1) to (z, 1) and e -link (z, d F (z)) to (x 1 , 1).
We now consider an edge g ∈ E G(R) -E F , such that g links y to z . Let 
and γ, δ are defined similarly in terms of j and z . See Figure 
we let: 
) if f " ∈ Ε F and cross R (g, f " ) holds, w " = (f " -, f " + ) if f " ∈ Ε F and cross R (f " , g) holds.
The graph G(R') has an Hamiltonian cycle defined by the sequence of vertices ν = ((x 1 ,1), (x 2 ,1) ,...) ν = (x 1 ,1).σ(x 2 ) where σ is defined recursively as follows :
σ(y) = ((y, 1) ), if y is a leaf σ(y) = (y, 1) σ(z 1 ) (y, 2) σ(z 2 ) ... (y, k) σ(z k ) (y, k+1) if y has degree k+1 and list of sons z 1 , z 2 ,...,z k .
There is in G(R') a Hamiltonian cycle with ν as sequence of vertices and {e + , e -/ e ∈ Ε F } as set of edges. We will denote it by F' . Let R be a predrawing with tree F as a frame such that R[E F "X ] is realizable for every subset X ⁄ E G(R) -E F of cardinality at most 3. Let R' be obtained from R by fattening F into F' . From the definitions, for every X as above, R[E F' "X ] is obtained from R[E F "X ] by fattening F, hence is realizable.
Since F' is a Hamiltonian cycle in G(R'), we can apply Theorem (4.6) and we obtain that R' is realizable. Hence R is realizable by Lemma (5.3).
Á
Proof of Theorem (3.1) (The 3-edge Theorem)
Let R be a realizable predrawing with frame F . Every subpredrawing of R is realizable. This is the case in particular of R[E F "X ] for every subset X of E G(R) -E F of cardinality at most 3.
