Abstract-In real world machine vision problems, issues such as noise and variable scene illumination make edge and object detection difficult. There exists no universal edge detection method which works under all conditions. In this paper, we propose a logarithmic edge detection method. This achieves a higher level of scene illumination and noise independence. 
It works in the same manner as the standard Sobel operator, with the exception that it uses LIP arithmetic. As such, this operator also has the same desirable properties; independence of overall illumination and pixel-by-pixel changes in illumination. These methods, however, can be improved upon.
In [11] , a parameterization of the PLIP model was proposed. It was shown that, by parameterizing the model instead of simply using the same values as in linear image processing, better results were obtained. By parameterizing the LIP Sobel operator, we will achieve more accurate edge detection results.
Further, the Sobel operator is only applied in the horizontal and vertical orientations. However, it is possible to combine the two classical LIP methods to improve results with diagonal edges. By including a diagonal PLIP Sobel filter, edges which are commonly missed by the horizontal and vertical Sobel filters are detected. These methods can also be extended to any edge detection methods for better results. These new parameterized operators can then be used for image enhancement.
Edge Detection based Image Enhancement (EDIE) is an image enhancement algorithm which depends on the raw output of an edge detection algorithm to enhance an image. It has been shown that this algorithm is highly dependant on good edge detection methods, and better edge detection methods results in better image enhancement [13] . By using these parameterized and multi-directional edge detection methods, we will achieve better image enhancement, as quantified by the Logarithmic AME measure of image enhancement.
We will present the results of computer simulations using real and synthetic test images, including lower quality cell-phone camera images. We will compare against the results of the well known Sobel and Canny edge detection algorithms, using objective measures as the basis of comparison as well as visual inspection. We will show that, on the basis of these objective measures and visual inspection, the PLIP edge detection methods achieve better edge detection and better image enhancement.
In this paper, we introduce a parameterized edge detection method. The proposed algorithm makes use of well known edge detection methods, modifying them for better results. This allows for a simple and quick edge detection process. We further present applications, demonstrating the use of the proposed edge detection methods for image enhancement.
The paper is organized as follows: Section 2 presents necessary background information including the 
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A. Parameterized Logarithmic Image Processing model
The Parameterized Logarithmic Image Processing (PLIP) model was introduced by Panetta, Wharton, and Agaian to more accurately process images [11] . It gives a non-lienar framework for image processing which is designed to both maintain the pixel values inside the allowable range as well as more accurately process images from a human visual system point of view. To accomplish this, the images are processed as gray tone functions. The gray tone function is arrived at as follows:
Where f( i, j ) is the original image function, g( i, j ) is the output gray tone function, and M is the maximum value of the range. It can be seen that this gray tone function is much like a photo negative.
The PLIP model can be summarized as follows:
where we use ⊕ as PLIP addition, Θ as PLIP subtraction, and ⊗ as PLIP multiplication. Also, a and b are any grey tone pixel values, c is a constant, M is the maximum value of the range, and β is a constant. γ(M), k(M), and λ(M) are all arbitrary functions. In [11] , it is found that the best value of these arbitrary functions is γ(M), k(M), and λ(M) = 1026.
B. Pratt's Figure of Merit
Pratt's Figure of Merit is used to compare the result of an edge detection algorithm to the known ground truth [12] [6] . It returns a number between 0 and 1 based upon the quality of the edge detection, with 1 being the best. The measure is based upon three things, detection, localization, and spurious response. This means that the score is based upon all edges being found, all edges being placed in the correct location, and no false alarms. Pratt's Figure of Merit is computed as follows:
where N I is the number of actual edges, N A is the number of detected edges, d(k) denotes the distance from the kth actual edge to the corresponding detected edge, and α is a scaling constant set to 1/9 as in Pratt's work.
C. Measure of Image Enhancement
In general, image enhancement performance and its automation are judged subjectively.
For applications involving a measure of image enhancement, the optimal enhanced image is not known, and cannot be used for comparison purposes. There have been many differing definitions of an adequate measure of performance based on contrast [14] [15] [16] [17] .
Recently, Panetta, Wharton, and Agaian introduced the Logarithmic AME measure of image enhancement [13] . It was shown that this is an effective method for selection of parameters and as an objective means of quantifying enhancement performance. These measures are calculated as follows: (13) These measures are calculated by dividing an image into k 1 x k 2 blocks, calculating the measure for each, and averaging the results across the entire image. For a more in depth analysis of these measures, refer to [13] .
III. PROPOSED ALGORITHM
As accurate edge detection is an important problem for a number of image processing applications, it is important to continue researching more accurate and effective edge detection methods. Many common edge detection algorithms make use of first or second order derivatives, as an edge can be classified as a unit step. However, it is also noted that this is an ideal definition and rarely seen in practice [1] .
While ideal edges are rarely seen in practice, it is common to think of an edge as a region of high contrast. This is the reasoning behind the use of differentiators as edge detection algorithms. As such, the LIP contrast between two pixels f( x, y ) and f( x', y' ) has been defined in [9] to be:
This contrast estimator has many important properties. It is not dependent on the intensity level of the illumination and it is robust in small scale changing illuminations, specifically at the pixel-by-pixel scale. The former can be shown through manipulation of the light intensity formulae used to derive the LIP model, and the latter can be shown by modeling an image as the LIP summation of the objects plus the illumination [9] .
To construct an edge detector using this, one first defines a neighborhood, A, around a given pixel f( x, y ). The contrast operator is then used to measure the contrast between the given pixel and every other pixel in the neighborhood. Finally, the weighted sum of these contrast measurements is taken to determine the likelihood that the pixel is an edge. This is done according to the following formula:
Where count(A) is the number of pixels in A. Finally, the data is thresholded in some manner to produce the binary output.
In [10] , the LIP based Sobel algorithm is given. It functions in the same manner as the standard Sobel kernels, with the exception that LIP arithmetic operations are used. The Sobel operator is applied for vertical orientation and horizontal orientation, and the magnitude of the two is then taken. As will be seen in the results, however, this has a tendency to miss diagonal edges.
To address this problem, we make use of multi-directional Sobel kernels, which apply the same standard Sobel operator with diagonal orientation. The horizontal filter is as follows:
In order to construct the diagonal filter, it is necessary to use a 5x5 block instead of a 3x3 block. Therefore, the diagonal down kernel is as follows:
Where all blank spaces are 0. It is important to note that, for both kernels, PLIP arithmetic is used. This information is collected for all four directions, and is combined in the same manner as in formula (16) .
IV. COMPUTER SIMULATIONS: EDGE DETECTION
In this section, we use Pratt's Figure of Merit to show the results of computer simulations using the edge detection method alone. In order to quantify the performance of an edge detection algorithm using Pratt's Figure of Merit, the results of an edge detection algorithm must be compared against the known edges of the image. For this reason, we use only synthetic images in this section. We will demonstrate the performance of the algorithm using natural and cell phone images in the next section. Figure 1 shows the results for several synthetic test images. The first column shows the original images. The second column shows the results of the images using the proposed algorithm, and the third and fourth columns show the results of Sobel and Canny, respectively.
It can be seen from the results in Figure 1 that the proposed algorithm outperforms the Sobel and Canny methods, both on the basis of visual inspection and objectively. From visual inspection, it can be seen that the Sobel method has a tendency to miss the lowest contrast edges, such as the oval in the first image, while the Canny algorithm is more likely to give crooked edges and false alarm pixels. The proposed algorithm, on the other hand, is able to find all edges in all the images, scoring better than 0.9 on Pratt's Figure of Merit for every image.
V. EDGE DETECTION BASED IMAGE ENHANCEMENT (EDIE)
WITH SIMULATION RESULTS AND COMPARISON In this section, we will present an image enhancement algorithm which makes use of the raw output of an edge detection algorithm. It was shown in [13] that the results of the Edge Detection based Image Enhancement (EDIE) algorithm are dependant on the quality of the edge detection algorithm, with more accurate edge detection resulting in better enhanced images. We will show results for the EDIE algorithm using the proposed algorithm as well as other leading algorithms, and compare the results.
A. Edge Detection based Image Enhancement (EDIE)
Edge Detection based Image Enhancement (EDIE) is an algorithm that combines the output of an edge detection algorithm with the original spatial image information to obtain a more robust enhancement algorithm that is tunable to perform edge detection or enhancement [13] . This enhancement algorithm can work with any suitable edge detection algorithm.
It uses pre-processing steps to standardize image brightness and several post-processing steps to enhance the edges contained.
The first part of this algorithm is performed on each image pixel and is based on the local mean at each pixel, using the following formula: where I( x, y ) is the output image, τ( x, y ) is either the V component of the image in HSV color space or the gray scale image, and λ is the local statistic of the image used to adjust the transfer function to the local mean. Finally, where λ is
where C is a user selected enhancement parameter, with effective range 0 ≤ C < 256, M is the maximum value of the range, and µ( x, y ) is the local mean of the image.
After this, a second step is performed to enhance the contrast. This is performed by first applying a high pass filter on the image, then enhance this image. We will call this I EN . For this step, most any common enhancement algorithm can be used. Next, apply edge detection, resulting in the image we will call I ED . Finally, the following formula gives the output-enhanced image:
where I F,EN is the output image and A, α, and γ are user defined operating parameters.
In summary, this algorithm is executed as follows:
Input Image
Step 1: Compute image statistics using formula (10)
Step 2: Standardize image brightness using formula (9)
Step 3: Apply high pass filter
Step 4 Step 5: Apply edge detection to get I ED
Step 6: Apply formula (11) to get output image, I F,EN Output Image
B. Computer Simulations
In order to evaluate the proposed algorithm, we compare the results of the EDIE algorithm using the proposed algorithm and using the other leading edge detection algorithms. We perform the comparison for a collection of images using the Logarithmic AME measure as the basis for comparison. Figure 2 shows the results for a collection of real images used to test the performance of the EDIE algorithm using the proposed edge detection method as input as well as other leading edge detection algorithms as input. Figure 2 .a shows the original Pentagon image, a standard test image. Figure  2 .e shows the original diver image, a difficult scenario as the image was captured underwater and includes intense blurring effects and other distortion effects. Figure 2 .i shows the original wall image, which was captured using a 0.3 megapixel Motorola RAZR V3 camera phone. Because of this, the image is of lesser quality than the other images and also shows minor effects from being captured with a handheld cell phone instead of with a tripod mounted camera with dedicated lighting.
The enhanced images in figure 2 show the improved performance of the EDIE algorithm using the proposed edge detection method over the other edge detection methods. The Pentagon image has many diagonal images. As the proposed algorithm is better able to detect these edges, this gives a sharper image with better contrast. The diver image shows the strength of the proposed algorithm is difficult scenarios, giving a sharper image than the other edge detection algorithms. This enhanced image, in figure 2.f, clearly shows all of the diver's equipment and has good contrast between the diver and the background. For the wall image, the other two edge detection algorithms emphasize some of the noise added by the lower quality digitization inherent in cell phone images, lowering the enhanced images' quality. This is not the case with the results using the proposed algorithm. Also, for all three images, the Logarithmic AME values of the enhanced images using the proposed method are higher than those for the other methods, further demonstrating the high performance of the proposed edge detection method. Table I shows Logarithmic AME values for a collection of other images as well, to demonstrate the robustness of the algorithm. It can be seen that, for a wide variety of images, the proposed algorithm outperforms the other methods on the basis of the Logarithmic AME measure. This includes common test images, more difficult images, and cell phone camera images.
From Table I , Pentagon, clock, and Lena are all well known common test images. Highway is a foggy image of traffic on a highway, and diver, turtle, and fish are all underwater images. Wall, cave, and faces are all camera phone images, captured with the same camera phone as the wall image. For every image, the output of the EDIE algorithm with the proposed algorithm scores higher on the Logarithmic AME than for the other two algorithms. This shows the robustness of the proposed algorithm for a wide variety of simple and more difficult images.
VI. CONCLUSION
In this paper, a PLIP based edge detection method was presented. This method combines the LIP contrast estimator based method with the LIP Sobel method. It was shown that this method outperforms the Sobel and Canny edge detector on the basis of Pratt's Figure of Merit.
The application of this new edge detection algorithm in conjunction with Edge Detection based Image Enhancement (EDIE) was also demonstrated. It was shown that, using the Parameterized LIP based Edge Detection method, we are able to achieve better image enhancement using the EDIE algorithm. Future work will include developing new PLIP based edge detection methods which can further improve the performance of the EDIE algorithm.
