Abstract -This paper proposes designing a model using artificial neural network (ANN) and wavelet techniques to increase the accuracy of short term price forecast in the electricity market. The prior electricity price data are treated as time series. They are decomposed into several wavelet coefficient series using the wavelet transform technique known as Discrete Wavelet Transform (DWT), while the forecast model is based on wavelet multi-resolution (MR) decomposition. The wavelet coefficient series are used to train the artificial neural network and used as the inputs to the ANN for electricity price prediction. The Scale Conjugate Gradient (SCG) algorithm is used as the learning algorithm for the ANN. To get the final forecast data, the outputs from the ANN are recombined using the same wavelet technique. The model was evaluated with electricity price data of New South Wales Australia for the year 2008. Empirical results indicate that the WT-ANN combination model improves the price forecasting accuracy.
Introduction
The deregulated power market is an auction market, and the market clearing price (MCP) are volatile. On the other hand, due to the increased of deregulation in electricity markets. Price forecasting has become increasingly necessary and more complex for all kinds of market participants, as evident from the various approaches that exist today; partly because ongoing market reform create continuous changes in the dynamics of prices, and partly because electricity prices exhibit complex volatility patterns. A wide variety of models have been proposed in the last two decades, such as linear regression, time-series techniques based upon ARIMA, Kalman filtering, data mining approach and state space methods [1] - [3] .
On the other hand, artificial intelligence (AI) techniques, especially artificial neural network (ANN), has been extensively used by many researchers for price forecasting in electronics manufacturing services (EMs). In [4] , a multilayer perceptron (MLP) neural network has been applied to forecast the electricity market prices. The cascaded architecture of multiple ANNs [5] and committee machine (composed of multiple ANN in parallel form) [6] have been proposed to replace the single neural network.
In this article, we explore how the use of linear and nonlinear regression fed with wavelet-transformed data can aid in capturing useful information on various time scales.
The wavelet transforms provide a useful decomposition of the time series, in terms of both time and frequency. They have been used effectively for image compression, noise removal, object detection, and large-scale structure analysis, among other applications [7] . The wavelet transform has been proposed for time series analyses in many published papers, including filtering and forecasting, in recent years [8] - [10] .
This paper proposes a model using artificial neural network and wavelet techniques to increase the accuracy of short term price forecasting. The price data are treated as time series data. They are decomposed into several wavelet coefficient series using multi-resolution decomposition. The wavelet coefficient series are used to train the ANN and used as the inputs to the ANN for electricity price prediction. The Scale Conjugate Gradient (SCG) algorithm is used as the learning algorithm for the ANN. To get the final forecast data, the outputs from the ANN are recombined using the same wavelet technique. The model is created in the form of a simulation program written with MATLAB. The proposed method is tested using New South Wales electricity price data from the Australian National Electricity Market for the year 2008. 
Theoretical Backgrounds

Wavelet Transform
The wavelet transform [11] is a recently developed mathematical tool for signal analysis. It has been applied successfully in astronomy, data compression, signal and image processing, earthquake prediction and so on.
The basic concept in wavelet analysis is to select a proper wavelet (mother wavelet), then perform an analysis using its translated and dilated versions. There are many kinds of wavelets which can be used as a mother wavelet, such as the Haar wavelet, Meyer wavelet, Coiflet wavelet, Daubechies wavelet, Morlet wavelet and etc. These wavelets have different specificities. In this paper, the Daubechies wavelet is applied.
Similar to the Fourier transform, wavelet transforms can mainly be divided into two categories: continuous wavelet transform (CWT) and discrete wavelet transform (DWT). The continuous wavelet transform W (a,b) of signal f (x) with respect to a wavelet φ (x) is given by [12] , [13] : (1) where φ (x) is the mother wavelet. The value of the wavelet transform W (a,b) is called the wavelet coefficient, a and b are real numbers known as time scale or dilation variable and time shift or translation variable, respectively. In other words, they denote how many components of the wavelet at dilation a are included in the original signal at translation b. The normalizing factor ensures that the energy stays the same for all a and b.
The CWT offers time and frequency selectivity. The segment of f (x) that influences the value of W (a,b) for any (a, b) is that stretch of f (x) that coincides with the interval over which φ a,b (x) has the bulk of its energy. This windowing effect results in the time selectivity of the CWT. The frequency selectivity of the CWT can be understood on the basis of its interpretation as a collection of linear, timeinvariant filters with impulse responses that are dilations of the mother wavelet reflected about the time axis. For a large value of a, the associated filter has a frequency response centered at a low frequency value and the smaller the value of a, the more the band pass shifts to a higher frequency. At small values of a, the CWT possesses good time resolution and poor frequency resolution.
The CWT is suitable for non-stationary signals, in which rapidly varying high-frequency components are superimposed on slowly varying low-frequency components such as seismic signals, load, or price signals. Since the CWT is achieved by continuously scaling and translating the mother wavelet, substantial redundant information is generated. Therefore, as an alternative, the mother wavelet can be scaled and translated using certain scales and positions usually based on powers of two [12] , [14] . This scheme is more efficient and just as accurate as the CWT [12] . It is known as the discrete wavelet transform (DWT): (2) where T is the length of the signals f (t) . The scaling and An efficient algorithm to implement DWT using the multi-resolution analysis (MRA) technique was developed by Mallat [13] , which is used in our price forecast strategy. This algorithm has two stages: decomposition and reconstruction.
In first stage, the original signal is passed through two complementary filters and emerges as two signals by multiresolution: approximation and detail. Each of these signals has the same number of data points, which are then downsampled by two to get the DWT coefficients. This
decomposition can be iterated and successive approximations can be decomposed to many lower resolution components, as shown in Fig. 1 .
In the second stage, wavelet reconstruction enables these components to assemble back into the original signal without loss of information. The coefficient vectors cA 1 and cD 1 are produced by downsampling and are only half the length of the original signal. Therefore, they cannot directly combine to reproduce the signal. It is necessary to reconstruct the approximations and details before they combine with each other . Fig 2. showes the multilevel reconstruction process from approximation and detail.
From Fig. 3 illustrates the Mallat algorithm [13] for discrete wavelet transform, which is a classical filter bank scheme [15] . H, L and H ′ , L ′ are the low-pass and high-pass filters for decomposition and reconstruction respectively.
These filters are derived from the mother wavelet φ (t) . By feeding the signal (the approximation coefficients) into the scheme successively, the DWT decomposes the signal into coefficients with different resolutions of time and frequency.
Fig. 3. The classical DWT (Mallat algorithm).
The discrete wavelet packet transform is an extension of DWT. The WPT extends the decompositions to not only approximation (cA) but also detail (cD), and therefore it can analyse signals over a wider band and with more flexibilities. The mother wavelets used here are from the Daubechies family for which the DWT algorithm is available [16] . As indicated by (↓) in Fig. 3 , the Mallat algorithm "down samples" the original data in the resultant coefficients by discarding every other data coming out of the filters in the decomposition [15] . This decimation process facilitates a faster computational process. Nevertheless, it also incurs losses of historical information and time-invariance of the transform. The losses are especially undesirable for the forecast models, since complete and accurate historical data is essential in forecasting future data.
Artificial Neural Networks
The ANN is a physical cellular system that can acquire, store, and utilize experiential knowledge. ANN has become a popular intelligent technique and its merits include the ability to approximate nonlinear functions, pattern cognition and generalization of unlearned data. Therefore, the ANN can be suitably applied to forecast electricity price [16] .
Multilayer perceptrons (MLPs) are the best known and most widely used kind of neural network. In Fig. 4 shows the feed-forward neural network (FFNN) used in this paper is composed of an input layer, a hidden layer, and an output layer. We converged to a configuration consisting of one hidden layer that uses a hyperbolic tangent sigmoid transfer function, defined as: (3) where x i is the input data and is directly transmitted into the hidden layer. The outputs from each unit of the hidden layer have a value in the range between -1 and +1 and its inputs should be in the same range. Thus it is necessary to limit the ANN inputs and target outputs. This normalization method has also the advantage of mapping the target output to the non-saturated sector of a hyperbolic tangent sigmoid function. This process helps to improve the accuracy of both the training and forecasting modes. Moreover, the unit of the output layer contains a pure linear transfer function, which is given as ( 4 ) where u is the entry into the unit of the output layer.
The most commonly used training algorithm in load forecasting is back-propagation [17] . There are many variations of the back-propagation algorithm. The simplest 1 ) 2 exp( 1
implementation of back-propagation learning updates the network weights and biases in the direction in which the performance function decreases most rapidly, the negative of the gradient.
The Proposed Approach
The proposed model combines the wavelet transform and neural networks. The electrical price at any particular time is usually assumed to be a linear combination of different components. From the signal analysis point of view, price data can also be considered as a linear combination of different frequencies. Every component of price can be represented by one or several frequencies. The preliminary forecast model has three main stages, including data pre-processing, neural networks forecasting and data post-processing. Fig. 5 shows the overall structure of the STFL model.
As depicted in (7) where A t = the actual value of price at t hour. F t = the forecasted value of price at t hour. N = number of hour for forecasting. 
Numerical Results and Analysis
In this section, the forecast models are to be tested using actual data from the Australian National Electricity Market [NEM] . Performance of the developed models will be compared with other methods. The results show the developed models are able to provide superior forecast performance for periods of different price intensity.
Introduction to Australian National Electricity Market
The Australian NEM has been deregulated into a competitive market since 1995. It was formally launched in December 1998, and consists of the electricity markets of the states of New South Wales, Victoria, South Australia, Queensland, and possibly Tasmania. The market clearing of NEM is conducted every half hour. As part of NEM, the New South Wales (NSW) [18] electricity market was the largest in the year 2008 and is selected in this case study. The price curve is given in Fig.6. Fig. 7 , which is an example for the behavior of the five wavelet coefficients over 1,400 points for a price series of summer seasonal. Note that the data have been normalized for wavelet analysis.
Evaluating the Prediction Performance
At the second stage, the Automatic Relevance Determination (ARD) method [19] can be used to assist selection of a suitable input window size for training of the neural networks in time series forecasting, whose window size is 30. Multilayer perceptron (MLP) through the Levenberg-Marquardt back-propagation learning is used as the training data. The Scale Conjugate Gradient (SCG) algorithm is used as the learning algorithm. In all simulations, the training data is taken as the data between 1-1,000 points, while the testing data covers the period between 1,001-1,336 points.
At the third stage, the same wavelet technique (DWT) and resolution level are used. The outputs from the signal predictor (NNs) are combined to form the final predicted output. This is achieved by summing all the predicted wavelet coefficients. To illustrate the behavior of the proposed technique, results comprising four weeks corresponding to the four seasons of year 2008 are presented. In this manner representative results for the whole year are provided.
The same procedure was repeated about testing and Figs. 8-11 show the results for forecasting prices and MAPE (one week) in each season with wavelet transform (WT), MLP, and the proposed WT-ANN models for the summer, fall, winter, and spring, respectively. 
Conclusion
This paper presented a combination neural-wavelet scheme to predict electricity prices in short term. The wavelet transform is used to analyze, decompose and synthesize the price. The neural networks are used to predict the approximation of the price. The approach has been tested on a practical system set of price data. Different techniques are used to implement the prediction model considering its different components. The Automatic Relevance Determination (ARD) method dealing with neural network length of training data window is also discussed in the paper to implement the forecast model. The model was evaluated with the electricity price data of New South Wales market, Australia, for the year 2008. To verify the predictive ability of the proposed method, we performed simulations for three different cases of price forecasting by WT, MLP, and the proposed WT-ANN models. The test results showed that the proposed forecasting method provides a considerable improvement of the price forecasting accuracy. The proposed WT-ANN model gives better predictions than either WT or MLP forecasts due to an improved overall forecasting capability.
