We conjecture a formula for the generating function of genus one Gromov-Witten invariants of the local Calabi-Yau manifolds which are the total spaces of splitting bundles over projective spaces. We prove this conjecture in several special cases, and assuming the validity of our conjecture we check the integrality of genus one BPS numbers of local Calabi-Yau 5-folds defined by A. Klemm and R. Pandharipande.
Introduction
After a series of splendid works with Jun Li and R.Vakil (see [10] the references therein), A.Zinger finally explicitly computed the genus one Gromov-Witten invariants of Calabi-Yau hypersurfaces in projective spaces. This result is generalized to complete intersections in projective spaces by A.Popa in ( [8] ). Our object is to find a similar formula for the genus one Gromov-Witten invariants of the local Calabi-Yau n-fold
where c i ∈ Z >0 for 1 ≤ i ≤ m and 
It is easy to see that for 0 ≤ q ≤ n − 2, I 0,q are solutions of the Picard-Fuchs operator
For q ≥ p ≥ 0, we inductively define
and the mirror map is given by T = I 0,1 (t) I 0,0 (t) .
Thus T − t and I p,p (t) are series of e t for p ≥ 0. The genus one degree d Gromov-Witten invariants N ln I p,p (t), if 2 | n.
Before Zinger's work, the formula for n = 5 or 6 (Y is a quintic 3-fold or a sextic 4-fold, resp.) had been conjectured via mirror symmetry and physical arguments on the B-side, see [2] and [6] . For n ≥ 7, the B-side interpretation is still absent, at least to the best knowledge of the author.
The Gromov-Witten invariants of local Calabi-Yau manifolds which are total spaces of vector bundles over toric varieties are in principle less difficult to compute, because we can directly apply the virtual localization method. But in dimension greater than 3, it seems not easy to get a closed formula due to the complicated combinatorics. Thus to get a formula for local Calabi-Yau spaces, a possible approach is just to adapt Zinger's method to the local case, i.e., we need to 1. Find a standard vs reduced comparison formula for relevant Hodge integrals on M 1,k (P n−m+1 , d) and M 0 1,k (P n−m+1 , d).
2. Find a formula for Hodge integrals on M 1,k . 3. Write the Hodge integrals on M 0 1,k (P n−m+1 , d) as contributions of graphs by localization. 4. Generalize the combinatorial arguments in [10] to the local cases.
In principle also, the above procedure should be less difficult than that of the compact cases, since in the latter cases the involved sheaves R 0 π * f * O(n − m + 2) is not locally free. We have made some progress on this and hope to address it in the future. In this article, however, we get a formula by a mixture of physical arguments and mathematical observations on Zinger's proof, and we check the formula by proving it in several most simple cases, and also by checking the integrality of the BPS numbers of local Calabi-Yau 5-folds. Now let us take a closer look at (6) . For the first term, the coefficient of T − t physically (see [2] ) comes from the integral
where 1 k is the Kähler class of Y associated with the variable T , and is H here, the class induced by the hyperplane class in the ambient space P n−1 . The Chern class is easily computed
For the local case, for the target space X of the form (1), the series corresponding to (2) is
which encodes the genus zero one-point and two-point Gromov-Witten invariants of X by [9] . It is easy to see that, when m > 1 the mirror map is the identity map T = t, so the first term of (6) has no counterpart in these cases. When m = 1, X is the total space of the canonical bundle of P n−1 , and c n−1 (X) = − n(n+1)(n−2) 2 H n−1 . The Kählar class is still H, but the integral of c n−1 (X) ∧ H over the local space X should be taken as the integral of the (formal) quotient of c n−1 (X) ∧ H by the Euler class of O(−n) over the compact part P n−1 , as a general principle 2 . We can also get the same result in another way. In the mathematical proof of Zinger, the coefficient of T − t comes from a computation of residues. In fact, the first term of the coefficient comes from a residue at 0, and the second term from a residue at −n. In the local case, by a speculation on Zinger's proof, there should be no residues at −n and the residue at 0 is the same as the global case. So the counterpart of the first term in the formula for K P n−1 should be
For the second term of (6), since in the local case we always have I 0,0 (t) = 1 from (9), it has no counterpart in the local case.
For the third term of (6), we follow the arguments in [6] . By some physical argument, this term comes from the behavior of the potential at the conifold point of the moduli space on the B-side, and the coefficient − n−1
48 (n is odd or even, resp.) should be universal. The 1 − n n e t comes from the discriminant of the Picard-Fuchs operator (3). In the local case, the Picard-Fuchs operator is
and the discriminant is
So the counterpart of the third term in the local case should be
The fourth group of terms of (6) seems the most mysterious. On one hand, I believe that, to get a series of e t (not a mixture of t and e t , or equivalently, without log q terms, where q = e t ) from the solutions of the corresponding Picard-Fuchs equation, and to encode enough data from these solutions to get the genus one invariants, the inductive procedure (4) is somewhat ubiquitous, and thus in the same way we obtain I p,p (t) in the local case. On the other hand, by a speculation on the argument in [6] , I believe that if one could find a B-side interpretation of (6), the coefficient of I p,p (t) would come from the fact h p,p = 1 for 0 ≤ p ≤ n − 2 (corresponding to the Ramond-Ramond sector on the B-side) and the elementary identities
for n is odd or even, resp.. So the counterpart of the fourth group of terms in the local cases should be
Combining the above discussions, we obtain the following Conjecture 1. Let X be of the form (1) . For m = 1, we have
For m ≥ 2, we have (in these cases T = t)
In fact, the above discussions suggest a recipe to get genus one Gromov-Witten invariants from genus zero invariants for Calabi-Yau n-folds with h 1,1 = 1. Thus one can try to make similar conjectures for, e.g., Calabi-Yau complete intersections in Grassmannians. It is very desirable to give a B-side interpretation of these formulae, e.g., by solving the tt * -equations.
The n = 3 and n = 4 cases of the conjecture 1 has been given in [1] and [6] . The main theorem of this article is Theorem 1. The conjecture 1 holds for degree one invariants, and holds for X = Tot O(−1)
We prove this theorem by virtual localization ( [4] ). Finally, we check the integrality of n 1,d defined for Calabi-Yau 5-folds in [7] , from our conjectural formulae (14) and (15).
Conventions:
• We use [x k ] f (x) to represent the coefficient of x k in the Laurent expansion of f (x) at x = 0. In this article x may be q, e t , Q or w.
• Since the compact part of the target spaces that we consider in this article are always projective spaces, we use H to denote the hyperplane class throughout. Also, N X 1,d always denotes the genus one Gromov-Witten invariants of the Calabi-Yau space X with no insertion.
• We always understand Q = e T and q = e t . In the first three sections we usually use e t and e T . In the section 4 we use Q and q, and understand that I p,p (q) means replacing e t by q in the expansion of I p,p (t).
• In the graphs that represent the fixed loci in the moduli spaces of genus one stable maps, • represents a genus one component, and • represents a genus zero component.
• The formal integrals over M 0,1 and M 0,2 are understood as extending the range of n in the following identity to n ≥ 1:
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Degree one invariants
The genus one degree one invariants of local Calabi-Yau n-folds of the form of (1) can be easily computed by virtual localization. Let the torus (C * ) n−m+1 acts on P n−m with fixed point
The torus action naturally induces an action on M 1,0 (P n−m+1 , 1), whose fixed loci are corresponding to the graphs of the form
where 1 ≤ i = j ≤ n − m + 1. Let us first assume m = 1. Then the contribution of Γ ij is
Note that
which are easily to show by the residue theorem on P 1 . Thus we have j =i
and thus
Now assume m ≥ 2. The contribution of Γ ij is M1,1
Similar to the m = 1 case, we have
Therefore for m ≥ 2 we obtain
We need to check that our conjectural formulae (14) and (15) match (16) and (17). First we give a lemma.
Lemma 2.1. If n is odd, suppose n = 2r + 1, we have
If n is even, suppose n = 2r, we have
Proof : The crucial point is to notice that
Res w=0 (2w + 1)
We leave the details to the reader.
The functions I 0,q (t) for X are defined by
For q ≥ p, define
Proposition 2.1. For 2 ∤ n,
and for 2 | n,
proof : For a fixed n, suppose
then a straightforward induction shows
Now we treat the cases that n is odd or even separately.
(i)n = 2r + 1, and r ≥ 0. By (25) we have
Since
we have
Thus by (26) and (27) we have
.
Thus by (18) we obtain (22).
(ii)n = 2r, and r ≥ 1. By (25) we have
A similar computation as in the n odd case shows
Thus by (28) and (29), we see
Then (23) follows from (19).
When m ≥ 2, Prop.2.1 together with the contribution from − n+1
ci e t ) (n is odd or even, resp.) gives (17). When m = 1, from (20) it is easy to see
Take this into account, we also recover (16). So we have proved Theorem 2.1. The conjecture 1 holds for all degree one invariants.
Remark 2.1. The same method shows that for the Calabi-Yau hypersurface Y in P n−1 we have
Two extremal cases
In general as the degree d increase, the graphs and their contributions corresponding to the fixed loci will become more and more complicated, and thus a direct computation through virtual torus localization seems very difficult. But for some special target spaces we can make a good choice of the linearization so that a lot of graphs give zero contributions (see, e.g., [4] ). In principle, the larger m is, the more flexible the choice of the linearizations is. We shall consider the two extremal cases:
In these two cases it is easy to see from (20) and (21) that I p,p (t) = 1 for p in the ranges that appear in (14) and (15). So to prove conjecture 1 in these two cases is equivalent to show
For X = Tot O(−1)
In the following we treat the two cases separately. The choice of linearizations are following those of the similar cases in [6] and [7] . In the following computations we shall make repeatedly use of λ 
i=1 L i , and choose torus linearizations on L i with weight α i − α k at P k , for 1 ≤ i, k ≤ l + 1. In particular, L i has weight zero at P i . The fixed loci with nonzero contributions are of the form
where
so the contribution is (−1)
Since for any fixed i we have
we obtain
The fixed loci which may have nonzero contributions are of three types.
Type I: 
Similarly When s = l + 1, the contribution is
The crucial observation is that, in these contributions the factor α l+1 − α l appears at least once, and we shall see that α l+1 − α l does not appear in the denominator of the sums of the contributions of the other types. So we are able to set α l+1 = α l and thus the type I graphs contribute nothing.
Type II:
m respectively, and s = l or l + 1. When s = l + 1, the contribution is
When m > 0, the power of α l+1 − α l in the numerator is not less than that in the denominator.
To show that the sums of contributions of the type II graphs has no factor of α l+1 − α l in its denominator, we only need to consider the m = 0 case. When m = 0, the above contribution is
Thus the sum of the contributions of Γ ′ l;k0 and Γ ′ l+1;k0 is
The sum of the group of terms in the square brackets of the last expression is divisible by α l+1 − α l . Therefore we have shown that the sum of the contributions of type II graphs has no factor α l+1 − α l in its denominator. We shall see the type III contribution also has no factor α l+1 − α l in the denominator. So we are able to set α l+1 = α l . Then we see that a type II graph has no contribution unless m = 0 or m = 1. Now we compute the contributions of m = 0 and m = 1 cases separately.
Since
Thus setting α l+1 = α l = α, the sum of the contributions of Γ ′ l;k0 and Γ ′ l+1;k0 is
The contribution of Γ ′ l+1;k0,k1 is
, setting α l+1 = α l = α, the above contribution becomes
Therefore the sum of the contributions of Γ ′ l+1;k0,k1 and Γ
Type III:
) .
Setting α l = α l+1 = α, the above contribution is (−1)
Combining the three type of contributions, we obtain
Let us first assume l ≥ 3. Note that N X 1,d is a priori a rational number. So it is straightforward to see that, for fixed 1 ≤ i = j ≤ l − 1, to cancel the denominators of the form dα
Dividing both side by α and let α → ∞, we obtain
Then since
For l = 2, (32) still holds, and has been proved in [6] without giving the details. Here we give another proof for this, which is interesting itself since we make use of the proof of the l = 3 case to prove a combinatorial identity 3 . It suffices to prove the following lemma.
Lemma 3.1.
4 Integrality of n 1,d for local Calabi-Yau 5-folds
The Gopokumar-Vafa invariants n 0,d (γ 1 , · · · , γ k ) for a Calabi-Yau n-fold X, where γ 1 , · · · , γ k ∈ H * (X) are defined by (see, e.g., [6] , [7] )
When n ≥ 6, the definition of Gopokumar-Vafa invariants in genus one 4 is still absent. For n = 4, the invariants n 1,d are defined in [6] , and for n = 5 in [7] . The integrality of n 1,d has been verified in low degrees in [6] for X of the form (1) when n = 4 , and in [7] 6 (X) and all γ 2 , γ 3 ∈ H 4 (X) as inputs 5 , the invariants n 1,d are defined through a complicated simultaneous recursion of many invariants. For the details we refer the reader to [7] . The invariants n 0,i (γ 1 ) and n 0,i (γ 2 , γ 3 ) are defined by (34), and the one-point and two-point genus zero Gromov-Witten invariants on the left of (34) can be extracted from the formulae in [9] (see also [5] ). Assuming the validity of our conjectural formulae (14) and (15) for n = 5, we have checked the integrality of n 1,d in for 1 ≤ d ≤ 100 for these three cases using a Maple programme, and for 1 ≤ d ≤ 20 we list them in the following. I 1 (q) . 4 When n ≥ 4, the Gromov-Witten invariants in genus at least two are triviall, due to the dimension constraint and the string equation. 5 We need also the Poincaré pairing on H 4 (X)⊕H 6 (X), which in the local cases are defined via the general principle mentioned in the footnote in Page 3. For example, for X = K P 4 , we have H 2 , H 3 X = − The conjectural formula (14) in this case reads
