We study autocorrelation inequalities, in the spirit of Barnard and Steinerberger's work [1] . In particular, we obtain improvements on the sharp constants in some of the inequalities previously considered by these authors, and also prove existence of extremizers to these inequalities in certain specific settings. Our methods consist of relating the inequalities in question to other classical sharp inequalities in Fourier analysis, such as the sharp Hausdorff-Young inequality, and employing functional analysis as well as measure theory tools in connection to a suitable dual version of the problem to identify and impose conditions on extremizers.
Introduction
The study of auto-convolution and auto-correlation inequalities in the real line has attracted the attention of many authors in the last few years. Indeed, since the results by Cilleruelo, Ruzsa and Vinuesa [5] connecting the problem of finding the best constant c > 0 so that
, for all f ∈ L 1 (R) supported in [−1/4, 1/4], to the asymptotic size of g−Sidon sets, many authors have made an attempt to find the best c > 0 above. Recent progress on this question can be found in [4, 13, 14, 17, 15, 16] and, more recently, in [6] , where the authors prove that c ≥ 1, 28. This, however, is still relatively far off from the best upper bound, c ≥ 1, 52, proven by Matolcsi and Vinuesa [16] .
In a recent manuscript, Barnard and Steinerberger [1] have considered two other inequalities related to combinatorics and number theory related problems. In fact, it was proved in [1] that the following inequality about the mean value of the autocorrelation of a function f ∈ L 1 (R) ∩ L 2 (R) holds:
(1.1)
It was also proved in [1] that the following inequality regarding, this time, the minimum value of the autocorrelation holds Our main goal, in this manuscript, is to further explore inequalities (1.1) and (1.2) . In doing so, we improve the best constant in (1.1) from 0.91 to 0.87, and manage to prove that the best constant in (1.2) is strictly smaller than 1 2(1+θ 0 ) . Our methods of proof for these results, however, are quite different between themselves: for the former inequality, we find a new approach to the problem of finding better constants, relating it to the Hausdorff-Young inequality in a suitable way, whereas for the latter our methods are heavily based on a careful analysis of extremal functions to the problem. This leads us naturally to distinguish our results into two kinds: the ones which, as the proof of our improvement to (1.1) , are more quantitative in nature, and the ones, as our argument to do better than (1.2) , are more qualitative.
1.1. Quantitative results. Our first result concerns the mean of the auto-correlation of a function in L 1 (R) ∩ L 2 (R). Theorem 1.1. For any f ∈ L 1 (R) ∩ L 2 (R). The following inequality holds
for all p ≥ 2.
Remark 1.2. In particular for p = 2 we obtain C p = 2 3 3/4 = 0.8773, this already improves Theorem 1 in [1] , however we can obtain a better constant, that is the content of the next corollary. Corollary 1. 3 . For any f ∈ L 1 (R) ∩ L 2 (R). The following inequality holds
and 0.8641 cannot be replaced by 0.8.
The upper bound follows taking p = 29 12 in the previous theorem, the lower bound was previously established (through an example) by Barnard and Steinberger in [1] .
The strategy to prove 1.1 is broad in the sense that it can also be applied to obtain estimates and existence of extremizers for the integral of the autocorrelation wiht some other probability measures. Because of the nature of the tools used, it is natural to consider Gaussian means instead of interval averages on the left hand side. Our next Theorem refers to that situation.
The following inequality holds
and 0.8773 can not be replaced by 0.8408.
In Theorems 1.1 and 1.4, the strategy, as previously mentioned, is of relating our results to a dual problem involving the Fourier transform, and then employing some well-known sharp inequality. In the case of these two results, we will employ the sharp Hausdorff-Young inequality in a suitable way, and run an optimization process to improve the constant in the end.
Lastly, we consider the second type of problems described in the introduction. In this case we take the minimum of the auto-convolution in an interval instead of the average. As a consequence of Corollary 1.3 trivially we obtain that for any f ∈ L 1 (R) ∩ L 2 (R), the following inequality holds
(1.4)
However, naturally we can expect to get a better bound, that is the content of our next theorem.
Moreover, the constant 0.829604 can not be replaced by 0.544.
The proof of Theorem 1.5 follows closely the lines of the proof of (1.2), as in [1] . The main difference is that now we interpolate their olds bounds with the strategy of proof from Theorems 1.1 and 1.4, and this allows us to improve the constant marginally, in the presence of the mix between L 1 and L 2 norms.
1.2.
Qualitative results. Our first qualitative result establishes the existence of extremizers for (1.4) when we replace 0.8641 by the optimal constant. Theorem 1.6. Let C opt the optimal constant in (1.4); i.e., the smallest constant so that 0.8641 can be replaced by it in (1.4) . Then there exists a function g ∈ L 1 (R) ∩ L 2 (R) such that
(1.6) Remark 1.7. We can also establish the existence of extremizers for the Gaussian means problem following the lines in the proof of Theorem 1.6.
The proof of these results uses functional analysis methods. Indeed, the first task is to identify a suitable formulation to this problem involving the Fourier transform. After doing that, we prove that extremizing sequences must converge, in a weak sense, to a certain function, a property also satisfied by their Fourier transforms and the squares of their Fourier transforms. In the end, Fatou's Lemma and a careful analysis of the functions involved allows us to conclude.
Finally, we address another inequality previously approached by Barnard and Steinberger. This involves the minimum over an interval of the autocorrelation function, in comparison to the L 1 norm squared. In contrast to our previous results, we cannot obtain an effective result, such as an explicit bound that lowers the best constant, but we can only prove that the best constant in such a result is strictly lower than the one previously obtained.
Theorem 1.8. Let C 4 > 0 be the smallest constant such that the following inequality
holds for any f ∈ L 1 (R). Let y 0 be the smallest positive number in the set {y ∈ R : y = tan(y)}, and define θ 0 := − sin(y 0 ) y 0 = 0.217 . . .
Then it holds that C 4 is strictly smaller than 1 2(1+θ 0 ) . In fact, as we do not possess a device telling us how to iteratively construct an extremizer to (1.7), we cannot dream of quantifying the best constant in Theorem 1.8. Nevertheless, the main message of this result is not the effective bound it gives, but the underlying message: in order to improve over the previous result, a new method altogether is needed, and maybe a strategy producing a measure that optimizes (1.7) would come in handy. In fact, a corollary of the proof of Theorem 1.8 gives us the following. Theorem 1.8 and its corollary are the lengthiest and perhaps the most technical in this manuscript. Instead of clean, direct proofs, mainly available for Theorems 1.1, 1.4 and 1.6, we need to work hands-on to the task of finding an extremizer. This is achieved by looking into a suitable Fourier-dualized version of the problem, together with functional analysis considerations and the Bochner theorem on positive definite functions. After knowing that there are extremizers -at least when we move past functions and consider positive measures instead -, we need to prove that they cannot be too singular. This, although technically stated in the proof, has a simple explanation: convolution makes, in general, smoother, and objects whose autoconvolution is too singular would have to have much worse behaviour than we allow them in our class of measures. This amounts to some measure theory considerations about autocorrelation of positive measures, and proves, in an abstract manner, that the constant by Barnard and Steinerberger for (1.2) is not the optimal one.
It has recently come to our knowledge that, in the recent manuscript [8] , the authors investigate properties that an extremizer to (1.7) must necessarily fulfill. Although they do not prove existence of extremizers, we believe that a suitable combination of their methods with ours may result in further progress towards lowering the constant in Theorem 1.8 towards the best constant.
1.3. Preliminaries. Along this paper we will keep the following notation: for every p > 1 we denote by p ′ its conjugate so that 1
we denote by f its corresponding Fourier transform given by
We may sometimes make use of the Schwartz class S(R) of function f of functions that, along with their derivatives, decay faster than the inverse of any polynomial. Finally, sometimes we will make use of approximation arguments to prove our main results, by proving them first to S(R). Due to the standard nature of these results, we omit them.
Proof of the quantitative results
We start by providing the proof of the results in which we effectively improve the previous constants.
Proof of Theorem 1.1. For any p > 1, by Plancherel and the Hölder we have that
We observe that 1 < 2p p+1 < 2 for all p > 1, then, using the optimal Hausdorff-Young inequality [2] and interpolating we see that
Combining these two estimates we obtain
Using this and the trivial bound we conclude that
which is the desired result.
Proof of Theorem 1.4. We can follow the lines in the proof of Theorem 1.1 to obtain that for every p ≥ 2 the following inequality holds
In particular, for p = 2 we obtain g p = 0.8773. For the lower bound it is enough to consider f (x) = e −4πx 2 , in this case we have
We would like to point out that f (x) = e −4πx 2 gives the best lower bound along the family of pure Gausssian functions i.e functions of the form e −ax 2 .
Proof of Theorem 1.5. We start proving an auxiliary lemma, this follow from the argument in [1] , we include a short proof of this for completness.
Proof of Lemma 2.1. Consider the function
We can assume without loss of generality that
x sin x x and we conclude that
The result follows from (2.3) and (2.4).
Moreover, using (2.1) with p = π we obtain
Combining this estimate with (2.2) we conclude that
For the lower bound, we consider f A (x) = 1 [−A,A] (x). For these functions, we get that
. A simple calculation also shows that
Therefore, we conclude that 0.829604 cannot be replaced by
This finishes the proof.
Proof of the qualitative results
Proof of Theorem 1. 6 . Let (f n ) n∈N ∈ L 1 (R) ∩ L 2 (R) be a an extremizer sequence i.e a sequence such that
via re-scaling we can assume with loss of generality that f n 1 f n 2 = 1 for all n ∈ N.
Then, by Haussdorf-Young inequality and interpolation we have that
Passing to a subsequence (if necessary) we can assume that
and (f n ) 2 → h a.e.
Thus, clearly h = g 2 a.e, and g =M a.e since as a consequence of (3.3) and (3.4) we have
for all x ∈ R. We observe that as a consequence of (3.5)
Moreover as a consequence of (3.6) and Fatou's lemma we obtain
Therefore
Combining (3.7) and (3.8) we obtain that M has to be an extremizer. In the end, we only need to verify that M ≡ 0. This can be readily seen, for instance, from the fact that the left hand side of (1.6) only increases under the action of the symmetric decreasing rearrangement (by Riesz's rearrangement inequality), whereas the right hand side does not change. Therefore, we can rerun the argument above, now assuming that the sequence (f n ) n∈N is symmetrically decreasing. Finally, from (3.7) we see that the limiting function M, which is symmetrically decreasing now, cannot be zero.
Proof of Theorem 1.8. In order to prove Theorem 1.8, we first observe that, as the class of L 1 functions is naturally embedded into the class of positive, finite measures, it holds that the constant C 4 is less than the constantC 4 given by the supremum of the quantity (1.8) over all even, positive, finite measures on the real line. The next natural step is then to broaden our search to the bigger class of measures as above, and prove that there is µ 0 positive, even, finite measure on the real line such that
In order to do it, consider a sequence of functions {f n } n≥1 extremizing (1.7); that is, it holds that
Observe that we can assume without loss of generality that f n 1 = 1. We start by noticing that, for each n ≥ 1, there is an interval I n , |I n | = 2, such that
Indeed, if it were not the case, it would hold that
which would imply that C 4 < 0.25, a contradiction to the fact that C 4 > 0.37, proved by Barnard and Steinerberger. Therefore, pick one such and interval I n for each n ≥ 1. As the autocorrelation of a function is translation invariant, we might suppose, by translating the {f n } n≥1 , that I n = [−1, 1]. Moreover, since f n 1 = 1. This implies directly that the Fourier transforms { f n } n≥1 of our functions are all bounded by 1 and continuous. It holds, in particular, that f n (x) 1 + |x| are a bounded sequence in L 2 (R). We now use, one more time, the Banach-Alaoglu theorem. This readily implies that we might suppose, after passing to a subsequence, that there is a function h ∈ L ∞ (R) such that
Indeed, it follows directly from that theorem that there is some h ∈ L 2 ((1 + |x|) 2 ) with such properties, and passing to a subsequence if necessary we verify that such h has to be bounded, as all f n are bounded by 1. By the same argument, we conclude that there is a function g ∈ L ∞ (R) such that
and by pointwise convergence for a subsequence, we infer that g(x) = |h(x)| 2 , for almost every x ∈ R. The remaining part of the proof of existence of µ 0 is to assert that h is the Fourier transform of a non-zero positive measure, which will turn out to be our desired µ 0 . In order to do it, we make use of a celebrated result by Bochner, identifying functions of positive type and Fourier transforms of positive measures.
First, we say that a bounded function φ : R → C is of positive type if, for all g ∈ L 1 (R), it holds that R×R g(x)φ(x − y)g(y) dx dy ≥ 0.
The following characterization of functions of positive type is usually referred to as Bochner's theorem, when one considers instead continuous positive definite functions, and can be found as a consequence of Corollary 3.21 and Theorem 4.19 in [9] . We now claim that the function h we constructed above is of positive type. Indeed, by construction, it is bounded from the beginning. As the sequence { f n (x) · (1 + |x|) −1 } n≥1 converges in the weak-* topology of L 2 , we conclude that, whenever ψ ∈ C ∞ c (R), we have h(x − ·), ψ = (1 + | · |) −1 h, ψ(x − ·)(1 + | · |) = lim n→∞ (1 + | · |) −1 f n , ψ(x − ·)(1 + | · |) . Therefore, the assertion holds for ψ ∈ C ∞ c (R). On the other hand, as h ∈ L ∞ , we may use the dominated convergence theorem once more (by approximating an arbitrary g ∈ L 1 by ψ ∈ C ∞ c (R) in the L 1 norm) in order to conclude that
This is exactly the claimed assertion that h is of positive type. By Bochner's theorem, there is µ 0 finite, positive measure such that h(ξ) = µ 0 (ξ) for a. e. ξ ∈ R.
This µ 0 is our candidate for fulfilling (3.9) . In fact, we must verify some conditions in order to prove it is our desired measure. 2] . By weak-* convergence, we have that
This sufffices to prove that µ 0 ≡ 0.
(2) µ 0 T V ≤ 1. This follows from the fact that, for any function
Finally, we start by observing that the following assertions are equivalent:
(1) An even function g satisfies g ⋆ g(t) ≥ c for almost every t ∈ [0, 1]; where we denote ψ ε (z) = 1 ε ψ(z/ε). By the approximate identity theorem, the left hand side of (3.12) converges for almost every x ∈ [0, 1] to g ⋆ g(x). This implies that ess inf
We then notice that, as | f n (x)| 2 /(1 + |x|) * ⇀ |h(x)| 2 /(1 + |x|) in L 2 , then, for all ϕ as before,
Now choose a sequence {ϕ δ } δ>0 of smooth functions as above, so that
By the fact that µ 0 is finite, it holds that
This proves the third assertion, and thus also (3.9) .
The final step of the proof is to show that
.
In order to do it, we redo the proof by Barnard and Steinerberger of [1, Theorem 2] , also partially exposed in the proof of Theorem 1.5. Indeed, by normalizing the measure µ 0 differently, we might suppose that
This implies, in particular, that the measure
is nonnegative (as the measure of any closed interval is ≥ 0). We now take Fourier transforms:
Let then ξ 0 be the point where ξ → sin(2πξ) 2πξ attains its global minimum; that is, ξ 0 = y 0 2π . We have, from (3.13), ν(ξ 0 ) ≥ θ 0 . Now we wish to show that ν(ξ 0 ) < ν(0) = µ 0 2 T V − 1, which would finish the proof of Theorem 1.8. Let us suppose, therefore, that the strict inequality does not hold. As dν is a positive, even measure, there must hold thus equality:
As 1 − cos(2πξ 0 t) > 0 if t ∈ Z/ξ 0 and dν(t) ≥ 0, we conclude that ν(R\(Z/ξ 0 )) = 0. This implies, in particular, that (3.14) for some sequence {a i } i≥0 of nonnegative numbers. We will show that no measure such that (3.9) holds can fulfill (3.14) .
Indeed, let us suppose (3.14) holds, and let dµ 0 = dµ pp + dµ sc + f 0 (x) dx be the Lebesgue-Radon-Nykodim decomposition of µ 0 , where µ pp is a discrete measure, and µ sc is singular continuous. Equation (3.14) then translates as
In order to better understand this equality, we must first understand the interactions between measures of different nature when convolved. This is the content of the following Lemma. Proof of (ii). In the same way, let µ be absolutely continuous. Let A ⊂ R be so that |A| = 0. Then From Lemma 3.2, it holds that all the discrete part of the autocorrelation µ 0 ⋆ µ 0 must coincide with µ pp ⋆ µ pp . In other words,
By relabelling the indices, we may assume that x 0 ∈ (0, 1/ξ 0 ). Equation (3.14) yields yet another consequence: noticing that the measure µ 0 ⋆ µ 0 coincides with µ pp ⋆ µ pp outside the interval [−1, 1], we compute: (f 0 (x + (i/ξ 0 + x 0 )) + f 0 (x + (j/ξ 0 + x 0 ))) dx.
This last display is, in turn, at least
where
We have therefore that (3.17) is at least min{b i , b j } f 0 1 , in case |i − j| > (2 + ε)ξ 0 . As ξ 0 < 0.75 and ε > 0 is arbitrary, we conclude that either f 0 ≡ 0, or the measure µ pp is supported on two points i 0 , i 0 + 1. We distinguish two main cases:
Case 1: µ pp ≡ 0. This is the simpler case. Indeed, (3.15) simplifies to
Taking Fourier transforms of both measures yields a simple contradiction, as the Fourier transform of autocorrelations is always nonnegative, whereas the Fourier transform of the (normalized) characteristic function of [−1, 1] is sin(2πξ)/(2πξ).
Case 2a: µ pp ≡ 0, f 0 ≡ 0. In this case, (3.15) becomes, after cancelling out the atomic parts,
If A ′ ⊂ R is a measurable set so that µ sc (A ′ ) > 0, |A ′ | = 0, then the measure on the right hand side of (3.18) of τ −x 0 (A ′ ) is positive, whereas evaluating the absolutely continuous measure on its left hand side to the same set yields 0, a contradiction. Therefore, µ sc ≡ 0. But this leads to an automatic contradiction in (3.18 ).
Case 2b: µ pp ≡ 0, f 0 ≡ 0. This is the main case. In analogy to Case 2a, we can argue once again with (3.15) in conjunction with Lemma 3.2 to obtain that µ sc ≡ 0. We will skip the details, as they are essentially the same to (3.18 ) and the considerations thereafter. We have, thus, that µ sc ≡ 0. We write µ pp = aµ i 0 /ξ 0 +x 0 + bµ (i 0 +1)/ξ 0 +x 0 , a, b > 0. Equation (3.15) then becomes, after cancelling out the atomic parts,
19)
for almost all x ∈ R.
Case 2ba: a > 0 = b in (3.19) In this case, we notice that letting g 0 (x) = f 0 (x+ i 0 /ξ 0 + x 0 ) implies that g 0 is a solution to the following equation: Proof. It follows directly that supp(g 0 ) ⊂ [−1, 1] and g 0 ∈ L 2 (R). Therefore, by the Paley-Wiener theorem, g 0 is a function of exponential type σ ≤ 2π. By taking Fourier transforms of (3.20), we obtain that | g 0 | 2 is a function of exponential type ≤ 2π as well, which implies that g 0 is a function of exponential type σ ≤ π. By the converse of the Paley-Wiener theorem, supp(g 0 ) ⊂ [− 1 2 , 1 2 ]. On the other hand, taking the limit of t → 1 − of
21)
we obtain that the left hand side converges to 1 2 , as supp(g 0 ) ⊂ [− 1 2 , 1 2 ]. On the other hand, as g 0 ∈ L 2 (R), the convolution g 0 ⋆ g 0 is continuous, and has compact support in [−1, 1]. Thus, the limit as t → 1 − of the right hand side is 0, a contradiction.
Case 2bb: a, b > 0 in (3.19) In this case, again by translating f 0 by i 0 /ξ 0 − 1/(2ξ 0 ) + x 0 , we end up with the task of solving 
which implies that f ≡ 1 4b on [−1+α 0 , −2+3α 0 ] ⊃ [−1+α 0 , 0], as α 0 > 2/3 ⇐⇒ ξ 0 < 0.75, which is true, as ξ 0 = 0.71514 . . . . By the same token applied to f 0 (t + α 0 ) on [2(1− α 0 ), 1], we have that f 0 (t) = 1 4a
This promptly implies that a = b and
is the only possible solution fulfilling our requirements. An easy computation substituting (3.23) into (3.22) shows that this is not a solution, and therefore finishes our proof.
After this careful case analysis, we see that no positive measure can satisfy (3.14) . In particular, we have that the strict inequality
must hold, which shows that the best constant for (1.7) is strictly less than 1 2(1+θ 0 ) . That is what we wished to prove.
Finally, we employ the ideas in the proof of Theorem 1.8 to prove Corollary 1.9.
Proof of Corollary 1.9. Let {µ n } n∈N be an extremizing sequence for (1.8) . Again, we may suppose by translating the measures µ n that µ n ([−2, 2]) ≥ 1 2 . The sequence { µ n (x)/(1 + |x|)} n∈N is again a bounded sequence in L 2 (R), and therefore once more by the Banach-Alaoglu theorem, we may extract a weak- * convergent subsequent, and this we assume without loss of generality that the sequence itself is convergent. By the considerations in the proof of Theorem 1.8, we see that there is a function w ∈ L ∞ (R) so that
We now claim that the function w is of positive type. Indeed, this follows almost verbatim the argument in (3.10), and so we skip the argument. By Bochner's theorem one more time, we see that w = μ, forμ a nonnegative measure. By the fact that µ n ([−2, 2]) ≥ 1 2 , we have thatμ([−2, 2]) ≥ 1 4 , and therefore it is not the zero measure. Also, it is direct from the definition that μ T V ≤ 1, and, from the alternative characterization (3.11) of our minimization problem, we see that inf 0<ε<t<1 1 εμ ⋆μ([t − ε, t]) ≥C 4 . But the definition of this constant implies thatμ is, in fact, an extremizer to (1.8), as desired. After investigating this equation, one is tempted to try to improve the bound C 4 ≤ 1 2(1+θ 0 ) by working with this dual problem instead. In particular, we see from (4.2) that
Comments and Remarks
and therefore any upper bound on the value of ( ϕ) + 1 yields an automatic upper bound on C 4 . Here and henceforth, we denote max(0, f ) = f + , max(0, −f ) = f − .The next result shows, however, that this attempt does not give us any improvement over the original result of [1] .
Theorem 4.1. Let ϕ be a smooth function as above. It holds that
Proof. The proof of this result resembles, in spirit, the method of Bourgain, Clozel and Kahane [3] to provide lower bounds for the root uncertainty principle in any dimension. Indeed, we know that
Also, we know that 
as desired.
We notice that this idea does not only work in dimension one. Indeed, if one adapts the proof of Theorem 4.1 for the higher dimensional case, one obtains an asymptotic growth resembling that of Bourgain, Clozel and Kahane [3, Théoréme 3] for the value of
where A d denotes the class of even, real and integrable functions f ∈ R d whose Fourier transform share the same properties, together with f (0), f (0) ≤ 0, and A(g) = inf{r > 0 : f (x) ≥ 0, ∀|x| ≥ r}.
then f ⋆f (t) ≥ π 4 for t ∈ [0, 1], while f 1 ≤ 1.439. The fact that Barnard and Steinerberger manage to come so close to the upper bound with a relatively simple compactly supported example leads us to the following conjecture. Regarding this conjecture, we have the following partial progress: However, we know that G 1 = 2 g 1 , as G is 1−periodic and its restriction to [−1/2, 1/2] has the same integral as g. Therefore, |G ⋆ G(t)| ≥ 1 4 (C 4 − ε) G 2 1 , ∀t ∈ [0, 1].
Taking the supremum of this last expression over all G ∈ L 1 ([−1, 1]) and letting ε → 0 finishes the proof.
As 0.42 0.37 < 4, this proof is redundant when the purpose is improving the constant for comparison between the two theorems. We believe, however, that this proof has more to offer beyond this (very raw) comparison principle. In fact, we currently believe that taking the normalized functioñ G(x) = 1 [−1/2,1/2] (x) n∈Z g(x − n) might prove this inequality. This is in accordance to the fact that the Fourier-dual version of the problem (4.2) is the same as demanding that
where P 2π (g) denotes the projection of the function g ∈ holds for all positive functions in L 1 (R) ∩ C ∞ (R). In this regard, we can in fact prove that the two problems are equal.
