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THE EXTREMAL FUNCTION FOR GEOMETRY
MINORS OF MATROIDS OVER PRIME FIELDS
PETER NELSON AND ZACHARY WALSH
Abstract. For each projective or affine geometry N over a prime
field F, we give a best-possible upper bound on number of elements
in a simple F-representable matroid M of sufficiently large rank
with no N -minor. We also characterize all M of sufficiently large
rank for which equality holds.
1. Introduction
We prove the following theorem.
Theorem 1.1. Let t ∈ N0. If M is a simple binary matroid of suffi-
ciently large rank with no PG(t + 2, 2)-minor, then
|M | ≤ 2t
(
r(M)−t+1
2
)
+ 2t − 1.
We also show that this bound is best-possible, and characterize the
unique example where equality holds for each large n. In fact, we solve
the analogous problems for excluding arbitrary projective and affine
geometries over any prime field.
For a class M of matroids, let hM(n) denote the maximum number
of elements in a simple matroid in M of rank at most n. (If M is
a nonempty subclass of the GF(q)-representable matroids then hM(n)
is always defined, with hM(n) ≤
qn−1
q−1
for all n.) We call hM the
extremal function of M. This is often referred to as the size or growth
rate function; our terminology here is an attempt to agree with the
broader combinatorics literature. A simple matroid M ∈ M with
|M | = hM(r(M)) is extremal in M. A nonempty class M of matroids
is minor-closed if it is closed under both minors and isomorphism. The
following is a simplified version of the growth rate theorem of Geelen,
Kung and Whittle [2].
Theorem 1.2. If F is a prime field and M is a proper minor-closed
subclass of the F-representable matroids, then either
• there is some α ∈ N0 such that hM(n) ≤ αn for all n, or
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• M contains all graphic matroids and there is some α ∈ N0 such
that
(
n+1
2
)
≤ hM(n) ≤ αn
2 for all n.
We call classes of the latter type quadratic. Our main results go some
way towards the difficult problem of classifying the extremal functions
of quadratic classes of representable matroids exactly. The proofs make
essential use of a deep structure theorem of Geelen, Gerards and Whit-
tle that is stated in [1], whose proof has yet to appear in full.
To state our results, we first introduce the terminology used to natu-
rally describe the extremal functions and the extremal matroids which
will occur. Fix a finite field F and a subgroup Γ of the multiplicative
group F∗. The weight of a vector is its number of nonzero entries. A
unit vector is a weight-1 vector whose nonzero entry is 1. A Γ-frame
matrix is an F-matrix in which each column is either a weight-0 vec-
tor, a unit vector, or a weight-2 vector of the form γej − ei for some
γ ∈ Γ and distinct unit vectors ei and ej . A matroid represented by a
Γ-frame matrix is a Γ-frame matroid. The class of Γ-frame matroids is
well-known to be minor-closed; see [9] for a comprehensive reference.
Write G(Γ) for the class of Γ-frame matroids, and G(Γ)t for the class
of matroids having a representation
[
P
A
]
for some F-matrix P with at
most t rows and some Γ-frame matrix A. (In this notation F is implicit.)
Note that G({1})0 is the class of graphic matroids. We will see that
G(Γ)t is minor-closed, and has extremal function f|F|,|Γ|,t(n) defined by
f|F|,|Γ|,t(n) = |F|
t
(
|Γ|
(
n−t
2
)
+ n− t
)
− |F|
t−1
|F|−1
for all n ≥ t. We refer to this function fq,g,t(n), which is quadratic in
n with leading term 1
2
gqtn2, frequently throughout. For each n ≥ t,
there is a unique rank-n extremal matroid M in G(Γ)t given by M ∼=
si
(
M
[
P
A
])
, where
[
P
A
]
includes all possible columns for which P has t
rows and A is a Γ-frame matrix with n− t rows. We call this extremal
matroid DG(n,Γ)t; it will be discussed later in more detail.
We can now fully state our results for excluding projective and affine
geometries over all prime fields. The p ≤ 3 case differs from the general
case; this is essentially because rank-3 projective/affine geometries can
be binary/ternary frame matroids but are not frame matroids over
larger fields.
Theorem 1.3. Let t ∈ N0 and N be one of PG(t+2, 2) or AG(t+3, 2).
If M is the class of binary matroids with no N-minor, then
hM(n) = f2,1,t(n) = 2
t
(
n−t+1
2
)
+ 2t − 1
for all sufficiently large n. Moreover, if M is extremal in M and r(M)
is sufficiently large, then M ∼= DG(r(M), {1})t.
EXCLUDING GEOMETRIES 3
Theorem 1.4. If t ∈ N0, the class M of ternary matroids with no
AG(t+ 2, 3)-minor satisfies
hM(n) = f3,2,t(n) = 3
t(n− t)2 + 1
2
(3t − 1)
for all sufficiently large n. Furthermore, if M is extremal in M and
r(M) is sufficiently large, then M ∼= DG(r(M),GF(3)∗)t.
Theorem 1.5. Let t ∈ N0 and N be either PG(t + 1, p) for some
prime p ≥ 3 or AG(t + 1, p) for some prime p ≥ 5. If M is the class
of GF(p)-representable matroids with no N-minor, then
hM(n) = fp,(p−1)/2,t(n) = p
t
(
p−1
2
(
n−t
2
)
+ n− t
)
+ p
t−1
p−1
for all sufficiently large n. Moreover, if M is extremal in M and r(M)
is sufficiently large, then M ∼= DG(r(M),Γ)t, where Γ is the index-2
subgroup of GF(p)∗.
Theorem 1.3 was previously known only for t = 0 and, in the case
of projective geometries, t = 1 (see [3,4,5]); Theorems 1.4 and 1.5 were
unknown for all t. They will all follow from a more general result,
Theorem 7.2; We state a simplified version here.
Theorem 1.6. Let F = GF(p) be a prime field. If M is a quadratic
minor-closed class of F-representable matroids then there exists Γ ≤ F∗
and t ∈ N0 such that G(Γ)
t ⊆ M and hM(n) = fp,|Γ|,t(n) + O(n).
Furthermore, either
• for all sufficiently large n we have hM(n) = fp,|Γ|,t(n) and
DG(n,Γ)t is the unique extremal rank-n matroid in M, or
• for all sufficiently large n, the classM contains a simple rank-n
extension of DG(n,Γ)t.
Theorem 7.2 is essentially the above with the latter outcome further
refined. Theorem 7.3, a corollary of Theorem 7.2 that is also slightly too
technical to state here, in fact determines the extremal function for the
class of F-representable matroids with no N -minor for many different
N ; Theorems 1.3, 1.4 and 1.5 are just the special cases where N is a
projective or affine geometry. Most of our material, when specialised
to binary matroids, was originally proved in [8].
We also prove a result, Corollary 5.7, that facilitates the applica-
tion of the aforementioned structure theorem of Geelen, Gerards and
Whittle with no loss of generality by simplifying the notion of a ‘frame
template’; while we cannot state the result here due to its inherent
technicality, we expect it to be very useful in future work.
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2. Preliminaries
We use the notation of Oxley, and also write |M | for |E(M)| and
ε(M) for | si(M)| for a matroid M . The rows and columns of matrices
and the co-ordinates of vectors will always be indexed by sets, and
thus have no inherent ordering. We write 0A and 1A for the zero and
all-ones vector in FA respectively, and 0A×B for the zero matrix in
F
A×B, and we identify FA × FB with FA∪B for disjoint A and B. For
a matrix P = FA×B, we write P [A′, B′] for the submatrix with rows
in A′ and columns in B′, and write P [A′] for P [A′, B] and P [B′] for
P [A,B′] where there is no ambiguity. If |A| = |B| but A 6= B then
the ‘determinant’ of a matrix P ∈ FA×B is only defined up to sign,
and identity matrices do not make sense, but nonsingularity and P−1
(where it exists) are well-defined. We refer to any square matrix in
F
A×B whose columns are distinct unit vectors as a bijection matrix.
Let U ⊆ FE. For a vector u ∈ U and a set X ⊆ E, we write u[X ] for
the co-ordinate projection of u onto X , and U [X ] = {u[X ] : u ∈ U}.
For a set Γ ⊆ F (typically a multiplicative subgroup), write ΓU =
{γu : u ∈ U, γ ∈ Γ}. For a matrix P ∈ FE×E we denote {Pu : u ∈ U}
by PU . If U and W are additive subgroups of FE then we say U and
W are skew if U ∩ W = {0}, and if they are skew subspaces with
U +W = FE then they are complementary ; a pair of complementary
subspaces gives rise to a well-defined projection map ψ : FE → W for
which ψ(u+ w) = w for all u ∈ U and w ∈ W .
Represented Matroids. Most of our arguments involve manipula-
tion of matrices; for this purpose we will use a formalised notion of
a matroid representation. Let F be a field and E be a finite set.
We say two subspaces U1 and U2 of F
E are projectively equivalent if
U1 = U2D for some nonsingular diagonal matrix D. For a field F, we
define an F-represented matroid to be a pair (E,U) where E is a finite
set and U is a subspace of FE; two represented matroids (E1, U1) and
(E2, U2) are equal if E1 = E2 and U1 and U2 are projectively equiva-
lent, and are isomorphic if there is a bijection ϕ : E1 → E2 such that
{(uϕ(e) : e ∈ E1) : u ∈ U1} is projectively equivalent to U2.
A representation of M is an F-matrix A whose row space is pro-
jectively equivalent to U (that is, its rowspace is U after some set of
nonzero column scalings); we write M = M(A). For each X ⊆ E,
we write r(X) for the dimension of the subspace U [X ], or equivalently
rank(A[X ]) for any representation A of M . Note that r(·) is invariant
under projective equivalence so is well-defined. The pair M˜ = (E, r)
is a matroid in the usual sense, and we call this the abstract matroid
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associated with M ; an abstract matroid N is thus F-representable if
and only if there is some F-represented matroid M with N = M˜ .
From here on we will be working with represented matroids exclu-
sively, abbreviating them as just matroids. To be precise, we define
G(Γ)t in this new context to be the class of F-represented matroids of
the form M
[
P
A
]
for some Γ-frame matrix A and some matrix P with at
most t rows.
The dual of a represented matroidM = (E,U) is defined to beM∗ =
(E,U⊥), and for a set X ⊆ E we define M \X = (E − X,U [E − X ])
and M/X = (M∗\X)∗ and define minors of M accordingly; these are
well-defined, and agree with the usual notions of minors and duality
in the abstract matroid. An extension of a represented matroid M
is a matroid M+ such that M+ \ e = M for some e ∈ E(M+), or
equivalently a matroid having a representation obtained from one ofM
by appending a new column. Any invariant property or parameter of
abstract matroids can easily be extended to represented matroids, and
we define (co-)simplicity, (co-)simplification, the parameter ε(M), and
the extremal function hM for a classM of represented matroids in the
obvious way. We remark that the authors of [1] consider a finer notion
of represented matroid in which projectively equivalent subspaces do
not in general give equal matroids; this does not affect our use of their
structure theorem, which is stated at the level of reresented matroids
in our sense.
Connectivity. Write λM(A) = rM(A) + rM(E(M) − A) − r(M) for
each A ⊆ E(M). For k ∈ N0, a matroidM of rank at least k is vertically
k-connected if for every partition (A,B) of E(M) with λM(A) < k−1,
either A or B is spanning in M . (This definition is somewhat nonstan-
dard but equivalent to the usual one.) We require a theorem from [6],
which roughly states that the highly-connected matroids exemplify the
densest members of any quadratic class. The version we state is both
simplified and specialised to matroids over prime fields.
Theorem 2.1. Let F be a prime field and let f(x) be a real quadratic
polynomial with positive leading coefficient. IfM is a quadratic minor-
closed class of F-represented matroids with hM(n) > f(n) for infinitely
many n ∈ N0, then for every k ∈ N0 there is a vertically k-connected
matroid M ∈ M with r(M) ≥ k and ε(M) > f(r(M)).
To obtain the equality characterisation in our main theorems as well
as the bounds, we need a lemma that is a variant of the above.
Lemma 2.2. Let F be a finite field and f(x) be a real quadratic poly-
nomial with positive leading coefficient, and let k ∈ N0. If M is a
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restriction-closed class of F-represented matroids and hM(n) = f(n)
for all sufficiently large n, then for all sufficiently large r, every rank-r
matroid M ∈ M with ε(M) = f(r) is vertically k-connected.
Proof. Say f(x) = ax2+bx+c where a, b, c ∈ R and a > 0. Set n0 ∈ N0
so that n0 ≥ 2k + a
−1, while hM(n) = f(n) for all n ≥ n0, and f is
increasing on [n0,∞). Let n1 = max(2n0, f(k),
1
2a
(|F|n0 + a − b)); we
show that every M ∈ M with r(M) ≥ n1 and ε(M) = f(r(M)) is
vertically k-connected.
Let M ∈ M satisfy r(M) = r ≥ n1 and ε(M) = f(r). If M is not
vertically k-connected, then there is a partition (A,B) of E(M) for
which 1 ≤ rM(A) ≤ rM(B) ≤ r − 1 and r ≤ rM(A) + rM(B) < r + k.
Let rB = rM(B) and rA = rM(A); note that rB ≥
r
2
≥ n0 so we have
ε(M |B) ≤ f(rB) ≤ f(r − 1) = a(r − 1)
2 + b(r − 1) + c.
If rA ≤ n0 then ε(M |A) < |F|
n0 so
ar2 + br + c = ε(M)
≤ ε(M |A) + ε(M |B)
< |F|n0 + a(r − 1)2 + b(r − 1) + c.
This implies that r < 1
2a
(|F|n0 + a− b) ≤ n1, a contradiction.
If rA > n0 then ε(M |A) ≤ f(rA) and we have
f(r) ≤ ε(M |A) + ε(M |B)
≤ a(r2A + r
2
B) + b(rA + rB) + 2c
= a(rA + rB)
2 + b(rA + rB) + 2c− 2arArB
< a(r + k)2 + b(r + k) + 2c− 2an0(
r
2
)
= f(r) + f(k) + ra(2k − n0),
where we use rA ≥ n0 and rB ≥
r
2
. This gives ra(n0 − 2k) < f(k) so,
using n0 ≥ 2k+a
−1, we have r < f(k) ≤ n1, again a contradiction. 
3. Frame matroids and extensions
In this section we define the extremal matroids in classes G(Γ)t, and
consider certain slightly larger classes. Let F be a finite field, Γ be a
subgroup of F∗ and n ∈ N0. Let B0 be an n-element set and b1, . . . , bn
be the unit vectors in FB0 . Let
W (n) = {bi : i ∈ [n]} ∪ {−bi + γbj : i, j ∈ [n], i < j, γ ∈ Γ},
and A ∈ FB0×E be a matrix whose set of columns is W (n). We write
DG(n,Γ) for any matroid isomorphic toM(A) (this is a Dowling geom-
etry over Γ), and call any matrix obtained from such an A by column
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scalings a standard representation for DG(n,Γ). Given any Γ-frame
matrix A′ ∈ FB×F with rank(A′) = n, we can remove redundant rows,
rename rows, and rescale columns to obtain a matrix whose columns
are all in W (n); it follows that any rank-n extremal matroid in G(Γ) is
isomorphic to DG(n,Γ).
For each t ∈ N0 and n ≥ t, let X be a t-element set and B0 be
an (n − t)-element set, and At ∈ F(B0∪X)×E be a matrix whose set of
columns is
W t(n) = (FX ×W (n− t)) ∪ (U × {0B0}),
where U is a maximal set of pairwise non-parallel nonzero vectors in
F
X . We write DG(n,Γ)t for any matroid isomorphic toM(At) for such
an At, and call any matrix obtained from such an At by column scalings
a standard representation of DG(n,Γ)t. It is not hard to check that,
given a standard representation, rescaling rows in B0 by elements of
γ yields another standard representation. Moreover, given any rank-n
matroid M ∈ G(Γ)t with n ≥ t, we can remove/append/rename rows
then rescale columns to find a representation for M whose columns
are all in W t(n); therefore every rank-n extremal matroid in G(Γ)t is
isomorphic to DG(n,Γ)t. We can thus determine the extremal function
hG(Γ)t(n) = |W
t(n)|; we have |W (n)| = |Γ|
(
n
2
)
+ n and so
hG(Γ)t(n) = |W
t(n)| = |F|t|W (n− t)|+ |F|
t−1
|F|−1
= f|F|,|Γ|,t(n),
which justifies our earlier claims.
The next lemma’s proof uses the fact that G(Γ) is minor-closed.
Lemma 3.1. Let F = GF(q) be a finite field and Γ ≤ F∗. For all
t ∈ N0, the class G(Γ)
t is minor-closed.
Proof. Let M ∈ G(Γ)t, so there exist P ∈ FT×E with t rows and a
Γ-frame matrix Q ∈ FB×E , such that M = M(A) for A =
[
P
Q
]
. Let
e ∈ E be a nonloop of M . Clearly M(A)\e ∈ G(Γ)t. If Q[e] = 0
then we can perform row-operations within P and remove a row of P
to contract e and we have M(A)/e ∈ G(Γ)t−1 ⊆ G(Γ)t. If Q[e] 6= 0
then A is row-equivalent to a matrix
[
P ′
Q
]
for which P ′ ∈ FT×E satisfies
P ′[e] = 0. Then M(A)/e = M
[
P ′
Q′
]
for some Γ-frame matrix Q′ that
represents M(Q)/e. Therefore M(A)/e ∈ G(Γ)t; it follows that G(Γ)t
is minor-closed. 
Extensions. If x ∈ F∗ − Γ, then let DG(x)(n,Γ)t denote a matroid of
the formM(A|w), where A ∈ F(X∪B0)×E is a standard representation of
DG(n,Γ)t and w is a vector for which w[X ] = 0 and w[B0] has weight
2 and has nonzero entries −1 and x; this is a frame matroid over some
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subgroup Γ′ properly containing Γ. One can check that if x and x′
lie in the same coset of Γ in F∗, then DG(x)(n,Γ)t and DG(x
′)(n,Γ)t
are isomorphic. Let DG(n,Γ)t denote a matroid of the form M(A|w),
where A is a standard representation of DG(n,Γ)t and w is the sum of
three distinct unit vectors whose nonzero entries lie in B0. From here
on we write Fp for the prime subfield of a finite field F.
Lemma 3.2. If Γ is a subgroup of F∗ for some finite field F and F∗p 6⊆ Γ,
then DG(n + 1,Γ) has a DG(x)(n,Γ)-minor for some x ∈ F∗p − Γ.
Proof. Let [A|w] ∈ F(X∪B0)×(E∪{e}) be a representation of DG(n+1,Γ)
for which A is a standard representation of DG(n+1,Γ) and w = A[e]
is the sum of three distinct unit vectors supported on B0.
Let r1, r2, r3 ∈ B0 be the rows on which w is nonzero. Let E
′ ⊆ E
be a set so that A[r1, E
′] = 0 and A′ = A[X ∪B0− r1, E
′] is a standard
representation of DG(n,Γ). If −1 /∈ Γ, then contracting the unit col-
umn supported on r1 and restricting to E
′ yields a representation of a
DG(−1)(n,Γ)-minor ofM , as required. So we may assume that −1 ∈ Γ.
Since F∗p 6⊆ Γ and 1 ∈ Γ, there is some γ ∈ Γ ∩ F
∗
p for which γ 6= −1
and γ + 1 /∈ Γ. Consider a minor M ′ of M obtained by contracting
a column c of A supported on {r1, r2} for which c[r2] = −γc[r1], then
restricting to E ′. Now M ′ =M(A′|w′) where w′ has weight 2 and has
nonzero entries 1+ γ and 1. Thus M ′ ∼= DG(−1−γ)(n,Γ). If −1−γ /∈ Γ
then the result holds; thus we may assume that −1 − γ ∈ Γ and so
(−1)(−1− γ) = 1 + γ ∈ Γ, a contradiction. 
Lemma 3.3. Let m ∈ N0, let F be a finite field and Γ be a subgroup
of F∗. If n ∈ N0 satisfies n ≥ |F|
2m+ t+ 3 and M is a simple rank-n
F-represented matroid that is an extension of DG(n,Γ)t, then either
• M has a DG(x)(m,Γ)t-minor for some x /∈ Γ, or
• F∗p ⊆ Γ and M has a DG
(m,Γ)t-minor.
Proof. Let e satisfyM\e ∼= DG(n,Γ)t. Let A ∈ F(X∪B0)×E be a standard
representation of DG(n,Γ)t for which M = M(A|w) for some w ∈
F
X∪B0 ; since w is not parallel to a column of A, we may assume that
either w[B0] has weight at least 3, or that w[B0] has weight 2 and its
two nonzero entries α and β satisfy −αβ−1 /∈ Γ. Let r ∈ B0 be such
that w[r] 6= 0; by adding multiples of r to the rows in X we obtain a
matrix [A′|w′] row-equivalent to [A|w] for which A′[B0] = A[B0] and
w′[X ] = 0; since M(A) = M(A′) we see that A′ is also a standard
representation of DG(n,Γ)t. We may thus assume that w[X ] = 0.
If w[B0] has weight 2, then we can scale w to obtain a weight-two
column ŵ whose nonzero entries are −1 and x = −αβ−1 /∈ Γ. Since
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m ≤ n, the matrix [A|ŵ] has a submatrix [A′|w′] ∈ F(B
′
0
∪X)×E′ for which
w′ is a weight-2 subvector of ŵ, and A′ is a standard representation of
DG(m,Γ)t. We have M [A′|w′] ∼= DG(x)(m,Γ). But all unit vectors in
F
B0∪X are columns of A, soM [A′|w′] is a minor ofM , giving the result.
Otherwise, let R be a three-element subset of B0 for which w[R] has
no zero entries. By a majority argument, there is a p(m − 2)-element
subset B of B0 − R for which w[B] is constant; say all its entries are
α ∈ F. Let (B0, B1, . . . , Bp−1) be a partition of B into equal-sized sets.
There are disjoint (m − 2)-element subsets C1, . . . , Cp of E for which
A[X,C i] = 0 and A[B0 ∪ Bi, C i] =
[
−Ji
J0
]
for each i ∈ {1, . . . , p − 1},
where J i ∈ FB
i×Ci is a bijection matrix. Let E0 ⊆ E be a set for
which A[Bi, E0] = 0 for each i ≥ 1, and the matrix A0 ∈ F
(B0∪R∪X)×E0
is a standard representation of DG(m + 1,Γ)t. By construction of
the Bi and C i, we have (M/ ∪p−1i=1 Ci)|(F ∪ {e}) = M(A0|w0), where
w0[R] = w[R] and each entry of w0[B0] is the sum of p copies of α so
is zero; that is, w0 has weight 3. Let M0 =M(A0|w0).
Note that r(M0) = m+1. Let β0, β1 and β2 be the nonzero entries of
w0. We may assume by scaling that β0 = −1. If β1 /∈ Γ then removing
the row containing β2 yields a representation of a DG
(β1)(m,Γ)t-minor
of M , so we may assume that β1 ∈ Γ and, symmetrically, that β2 ∈ Γ.
By scaling the rows containing β1 and β2 by β
−1
1 and β
−1
2 respectively,
we may assume that β1 = β2 = 1. If −1 /∈ Γ then removing the row
containing β0 yields a representation of a DG
(−1)(m,Γ)t-minor ofM . If
−1 ∈ Γ then scaling the row containing β0 by −1 yields a representation
of DG(m+ 1,Γ)t. The result now follows easily from Lemma 3.2. 
For each x, let G(Γ)t(x) denote the closure of {DG
(x)(n,Γ)t : n ≥ t}
under minors and isomorphism, and define G(Γ)t

analogously. For
each d ∈ N0, let G(Γ)
t
d denote the closure under minors of the class
of matroids of the form M [A|D], where M(A) ∈ G(Γ)t and D has d
columns. It is clear by the definitions that G(Γ)t1 contains G(Γ)
t

and
G(Γ)t(x) for all x. We will later require an easy lemma characterising
matroids in G(Γ)td.
Lemma 3.4. For t, d ∈ N0, each matroid in G(Γ)
t
d is a minor of a
matroid having a representation
[
P2
P0
]
, where P2 has t rows, and P0 is
a matrix for which there is a matrix P1 with d rows such that
[
P1
P0
]
is
row-equivalent to a Γ-frame matrix.
Proof. Let N0 ∈ G(Γ)
t
d; we see that there is a matroid N with an N0-
minor, t-element set X , a set B and a d-element set R ⊆ E(N) so
that N =M(A), where A ∈ F(B∪X)×E(N) is such that A[B,E(N)−R]
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is a Γ-frame matrix. Let AN = A[B,E − R] ⊕ IR. It is clear that
AN [B ∪ R] is a Γ-frame matrix, and that AN is row-equivalent to the
matrix A′N = AN + (A[R] ⊕ 0R×E). But A[B] = A
′
N [B], so A[B] is
obtained from a matrix row-equivalent to a Γ-frame matrix by removing
|R| = d rows. Since A[X ] has t rows, the result follows with P2 = A[X ]
and P0 = A[B] and P1 = A
′
N [R]. 
To derive our results about excluding geometries, we need to under-
stand which projective and affine geometries belong to which G(Γ)t,
G(Γ)t(x) and G(Γ)
t

. Given a subgroup Γ of F∗ and t ∈ N0, we write
(t,Γ)  (t′,Γ′) if (t, |Γ|) does not exceed (t, |Γ′|) in the lexicographic or-
der on (N0)
2. This is equivalent to the statement that |F|t|Γ| ≤ |F|t
′
|Γ′|.
In the next two lemmas, we use the fact that a simple F-represented
matroid is a restriction of an affine geometry if and only if it has a rep-
resentation A for which row(A) contains a vector with no zero entries.
Lemma 3.5. Let F = GF(2) and t ∈ N0. If N is one of AG(t + 3, 2)
or PG(t + 2, 2), then N /∈ G({1})t but N ∈ G({1})t

and N ∈ G({1})t
′
for all t′ > t.
Proof. Since G({1})t

and G({1})t are minor-closed and PG(t + 2, 2) is
a minor of AG(t+ 3, 2), it suffices to show that PG(t+ 2, 2) /∈ G({1})t
and AG(t+3, 2) ∈ G({1})t

∩G({1})t+1. The class G({1})t has extremal
function f2,1,t(n) = 2
t
(
n−t+1
2
)
+ 2t − 1. Now f2,1,t(t + 3) = 7 · 2
t − 1 <
2t+3 − 1, so PG(t+ 2, 2) /∈ G({1})t as required.
Let K ∼= K2,4 be the complete bipartite graph with bipartition
({1, 2, 3, 4}, {5, 6}). Let X ⊆ F[6] be the set of columns of the incidence
matrix of K and w ∈ F[6] be the characteristic vector of {1, 2, 3, 4}. Let
T be a t-element set, and A be a matrix with row-set [6]∪T whose set
of columns is FT × X . Let w′ = (0T , w) and let M be obtained from
M [A|w′] by contracting column w′. Since the incidence matrix of K
has rank 5, we can remove a redundant row from A|w′ to see that M
is a contraction of a restriction of DG

(t+5, {1}), so r(M) ≤ t+4 and
M ∈ G({1})t

.
By construction, no pair of columns of A add to w′, so M is simple
with |M | = 2t|X| = 2t+3. Moreover, one can check that M has a
representation A0 with row set ([6]− {1}) ∪ T for which A0[T ] = A[T ]
and A0[5] + A0[6] sum to the all-ones vector. Therefore M is a simple
restriction of AG(t+3, 2) with 2t+3 elements, from which it follows that
M ∼= AG(t+ 3, 2), so AG(t+ 3, 2) ∈ G({1})t

.
Finally, consider a matrix A′ with row-set [t + 5] that contains as
columns precisely the v for which v[[4]] is a column of the incidence
matrix of the 4-cycle (1, 2, 3, 4) with vertex set [4]. Clearly rank(A′) =
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t + 4 and M(A′) ∈ G({1})t+1 ⊆ G({1})t
′
; moreover, A′[2] + A′[4] is an
all-ones vector, soM(A′) is a restriction of AG(t+3, 2); since A′ has 2t+3
distinct columns it follows that M(A′) ∼= AG(t + 3, 2) ∈ G({1})t
′
. 
Lemma 3.6. Let F = GF(3) and t ∈ N0. If N ∼= AG(t + 2, 3) then
N /∈ G(F∗)t but N ∈ G(F∗)t

and N ∈ G(Γ′)t
′
for all (t′,Γ′) ≻ (t,Γ).
Proof. If A is a GF(3)-representation of AG(m, 3) for some m ≥ 2,
then removing a row of A yields a representation of a matroid with
an AG(m − 1, 3)-restriction. If we had N ∈ G(F∗)t then we could
thus remove t rows from some representation of N to obtain an F∗-
frame matrix A0 for which M(A0) has an AG(2, 3)-restriction, and so
AG(2, 3) is an F∗ frame matroid. But |AG(2, 3)| = 9 = hG(F∗)(3) so
this implies that AG(2, 3) ∼= DG(3,F∗). This is a contradiction as
DG(3,F∗) contains a 4-point line but AG(2, 3) does not.
Define an F∗-frame matrix Q with row-set [4] by
Q =
1 0 0 0 0 0 0 0 1 1
2 1 0 1 1 1 1 0 0 0
3 0 1 0 1 0 0 1 0 0
4 0 0 2 0 1 2 1 1 2
.
Let T be a t-element set and let b1, . . . , b4 be the unit vectors cor-
responding to 1, . . . , 4 in FT∪[4]. Let X be the set of columns of Q
and let A be a matrix whose column set is FT × X . This matrix
has 3t+2 columns which are nonzero and pairwise non-parallel. Let
w = b1 + b2 + b3 and M = M(A|w); clearly M is a restriction of
DG

(t+ 4,F∗)t. Note further that no two columns of A span w, so the
matroid M0 obtained from M by contracting column w is simple with
r(M0) ≤ t + 3. Furthermore, M0 has a representation
[
P
Q′
]
for some
matrix P with row-set T and some Q′ with row-set {2, 3, 4} in which
the sum of rows 2 and 3 contains no zero entries. It follows that M0
is a restriction of AG(t + 2, 3); since |M0| = 3
t+2 = |AG(t + 2, 3)|, we
thus have M0 ∼= AG(t+ 2, 3) ∼= N and so N ∈ G(F
∗)t

as required.
If (t′,Γ′) ≻ (t,Γ), then t′ > t; consider an F-matrix A′ with row-set
[t + 3] containing as a column every vector v for which v[1] 6= v[2].
Now si(M(A′)) ∼= AG(t+3, 2) = N and, since A′[{1, 2}] is a {1}-frame
matrix up to column scalings, we have N ∈ G({1})t+1 ⊆ G(Γ′)t
′
as
required. 
Lemma 3.7. Let t ∈ N0 and let N be either PG(t + 1, p) for some
prime p > 2 or AG(t+1, p) for some prime p > 3. Let F = GF(p) and
Γ be the index-2 subgroup of F∗. Then N /∈ G(Γ)t but N ∈ G(Γ)t(x) for
all x ∈ F∗ − Γ and N ∈ G(Γ′)t
′
for all (t′,Γ′) ≻ (t,Γ).
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Proof. The value of the extremal function of G(Γ)t at n = t + 2 is
fp,(p−1)/2,t(t + 2) = p
t
(
p+3
2
)
+ p
t−1
p−1
. If p = 3 then this expression
is p
t+2−1
p−1
− pt < |N |. If p ≥ 5 then, using p+3
2
≤ p − 1, we have
fp,(p−1)/2,t(t + 2) < p
t+1 = |N |. Since r(N) = t + 2 in either case, we
have N /∈ G(Γ)t.
It suffices for all p to show that PG(t+ 1, 2) ∈ G(Γ)t(x). Let [A|w] ∈
F
(X∪B0)×(E−{e}) be a representation of M ∼= DG(x)(t + 3,Γ)t, where A
is a standard representation of DG(t + 3,Γ) and w = A[e] is weight-
2 vector supported on B0 whose nonzero entries are −1 and x. Let
F ⊆ E be the set of columns of A[B0] whose support is contained
in the support of w0; we have |A| = |Γ| + 2 =
p+3
2
. The lines of M
containing e and more than one other point are the sets Lw = {w}×F
for w ∈ FX . For each Lw, contracting e identifes the points in Lw; we
thus lose p+1
2
points for each Lw, so
ε(M/e) = ε(M)− 1− p+1
2
pt
= fp,(p−1)/2,t(t+ 3)−
p+1
2
pt
= pt
(
p−1
2
(
3
2
)
+ 3
)
+ p
t−1
p−1
− p+1
2
pt
= p
t+2−1
p−1
.
So si(M/e) is a rank-(t+2) matroid in G(Γ)t(x) with
pt+2−1
p−1
elements; it
follows that si(M/e) ∼= PG(t+ 1, 2) as required.
Let (t′,Γ′) ≻ (t,Γ). If t′ = t then Γ = F∗ and N ∈ G(Γ′)t
′
follows
from the fact that G(Γ)t(x) ⊆ G(F
∗)t. If t′ > t, let A′ be an F-matrix
with row-set [t+2] containing as columns all vectors v for which v[1] ∈
{0, 1}; clearly M(A′) ∼= PG(t + 1, p) has an N -restriction. Since A′[1]
is trivially a Γ′-frame matrix we thus have N ∈ G(Γ′)t+1 ⊆ G(Γ′)t
′
. 
4. Frame Templates
Templates were introduced in [1] as a means of precisely describing
a class of matroids whose members are ‘close’ to being frame matroids.
We make a simplification to the original definition, where a set named
‘D’ is absorbed into ‘Y0’, with no loss of generality and the definition
of ‘conforming’ is simplified accordingly; our definition is essentially
identical to that given in [3]. For field F, an F-frame template (hereafter
just a template) is an 8-tuple Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ), where
(i) Γ is a subgroup of F∗,
(ii) C,X, Y0 and Y1 are disjoint finite sets,
(iii) A1 ∈ F
X×(Y0∪Y1∪C), and
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(iv) ∆ and Λ are additive subgroups of FY0∪Y1∪C and FX respectively,
and both are closed under scaling by elements of Γ.
(In the case where F is a prime field, with which we are mostly
concerned, both ∆ and Λ are subspaces.) A template describes a class
of matrices; we say a matrix A′ ∈ FB×E respects Φ if
(a) X ⊆ B and Y0 ∪ Y1 ∪ C ⊆ E,
(b) A1 = A
′[X, Y0 ∪ Y1 ∪ C],
(c) there is a set Z ⊆ E − (Y0 ∪ Y1 ∪ C) such that A
′[X,Z] = 0 and
each column of A′[B −X,Z] is a unit vector,
(d) each row of A′[B −X, Y0 ∪ Y1 ∪ C] is in ∆, and
(e) the matrix A′[B,E − (Z ∪ Y0 ∪ Y1 ∪ C)] has the form
[
P
F
]
, where
each column of P is in Λ, and F is a Γ-frame matrix.
Whenever we define such an A ∈ FB×E , we implicitly name the set
Z ⊆ E. The structure of a matrix respecting Φ is depicted below.
Z Y0 ∪ Y1 ∪ C
X columns from Λ 0 A1
Γ-frame matrix unit columns rows from ∆
A matrix A ∈ FB×E conforms to Φ if there is a matrix A′ ∈ FB×E
respecting Φ such that A′[B,E−Z] = A[B,E−Z], and for each z ∈ Z
we have A[z] = A′[z] + A′[y] for some y ∈ Y1. Equivalently, a matrix
conforming to Φ is one of the form A′(IE + H), where A
′ ∈ FB×E
respects Φ, and H ∈ FE×E is a matrix for which every nonzero entry
lies in H [Y1, Z], such that every column of H [Y1, Z] is a unit vector. We
call such a matrix of the form S = IE +H an (E,Z, Y1)-shift matrix ;
such a matrix is ‘lower-diagonal’ and therefore nonsingular.
A matroidM conforms to Φ if there is a matrix A conforming to Φ for
which M =M(A)/C\Y1, or equivalently if there is a matrix A respect-
ing Φ and an (E,Z, Y1)-shift matrix S such that M = M(AS)/C\Y1.
Let M(Φ) denote the class of matroids that are isomorphic to a ma-
troid conforming to Φ, and M∗(Φ) denote the class of their duals.
Two templates Φ and Φ′ are equivalent if M(Φ) = M(Φ′). Classes
M(Φ) are not in general minor-closed; we write M(Φ) for the closure
ofM(Φ) under minors. Note that if Φ is a template for which |X| = t
and Λ = FX while C ∪ Y0 ∪ Y1 = ∅, then M(Φ) is the class G(Γ)
t
described earlier.
We can now state the structure theorem, which states that all the
highly connected matroids in a minor-closed class are described by two
finite sets of templates.
Theorem 4.1. Let F be a finite field of characteristic p and M be
a minor-closed class of F-representable matroids not containing all
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GF(p)-representable matroids. There exist an integer k and finite sets
T and T∗ of F-frame templates such that
• M contains ∪Φ∈TM(Φ) and ∪T∈T∗M
∗(Ψ), and
• each simple vertically k-connected matroid M ∈ M with
r(M) ≥ k is in ∪Φ∈TM(Φ) or ∪Ψ∈T∗M
∗(Ψ).
5. Taming Templates
In this section we prove that templates can be substantially simpli-
fied with no loss of generality in the structure theorem. Our first few
lemmas give basic ways to manipulate templates without changing the
class of conforming matroids. The first allows us to generically contract
an appropriately structured subset of C.
Lemma 5.1. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a template and let
X̂ ⊆ X and Ĉ ⊆ C be sets for which rank(A1[X̂, Ĉ]) = |X̂| while
A1[X − X̂, Ĉ] = 0 and ∆[Ĉ ] = 0. Then Φ is equivalent to the template
Φ′ = (Γ, C ′, X ′, Y0, Y1, A1[X
′, C ′ ∪ Y0 ∪ Y1],Λ[X
′],∆[C ′]),
where X ′ = X − X̂ and C ′ = C − Ĉ.
Proof. For each matrix A ∈ FB×E conforming to Φ, let ϕ(A) denote the
matrix A[B−X̂, E− Ĉ]. Note that for every A′ conforming to Φ′ there
is some A conforming to Φ for which ϕ(A) = A′. By the hypotheses
we see that A[X̂, Ĉ] is a rank-|X̂| submatrix and A[B − X̂, Ĉ] = 0, so
M(A)/Ĉ =M(ϕ(A)). It follows that
M(A)/C\Y1 =M(ϕ(A))/(C − Ĉ)\Y1 ∈M(Φ
′)
for each A conforming to Φ. This gives M(Φ) ⊆M(Φ′); the fact that
M(Φ′) ⊆M(Φ) follows from the surjectivity of ϕ. 
The next lemma allows us to perform ‘row-operations’ on a template.
Lemma 5.2. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a template over a
field F and let U ∈ FX×X be nonsingular. Then Φ is equivalent to the
template Φ′ = (Γ, C,X, Y0, Y1, UA1,∆, UΛ).
Proof. By linearity UΛ is an additive subgroup of FX that is closed
under Γ-scalings. Let A ∈ FB×E respect Φ and S be an (E,Z, Y1)-shift
matrix. Let Û = U ⊕ IB−X . Then ÛA respects Φ
′ and AS is row-
equivalent to ÛAS. Thus for each matrix conforming to Φ there is a
row-equivalent matrix conforming to Φ′, so M(Φ) =M(Φ′). 
The third let us project ∆ using certain rows of A1.
EXCLUDING GEOMETRIES 15
Lemma 5.3. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a template over
a field F and let (X0, X1) be a partition of X for which Λ[X1] = 0.
Let W = row(A1[X1]) and V be a complementary subspace of W in
F
C∪Y0∪Y1. Let ψ : FC∪Y0∪Y1 → V be the projection map w+v 7→ v. Then
Φ is equivalent to the template Φ′ = (Γ, C,X, Y0, Y1, A1,Λ, ψ(∆)).
Proof. By linearity, the set ψ(∆) is an additive subgroup closed under
Γ-scalings. If A ∈ FB×E respects Φ then let A′ be the matrix obtained
from A by applying ψ to each row u ∈ ∆ of A[B − X,C ∪ Y0 ∪ Y1].
Clearly A′ respects Φ, and A′ is row-equivalent to A, since we can
obtain A′ from A by adding elements of row(A[X1]) to rows in B−X .
Therefore every matrix respecting Φ is row-equivalent to one respecting
Φ′, so Φ and Φ′ are equivalent. 
The next lemma generically simplifies the structure of ∆.
Lemma 5.4. Every template over a finite field F is equivalent to a
template Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) for which there exists C
′ ⊆ C
such that ∆ = Γ(FC
′
p )× {0}
(C−C′)∪Y0∪Y1.
Proof. Let Φ′ = (Γ, C ′, X ′, Y0, Y1, A
′
1,∆
′,Λ′) be a template over a finite
field F. Let D be a generating set for ∆′, and let A∆ ∈ F
X̂×(Y0∪Y1∪C) be
a matrix whose set of rows is D, where X̂ is a |D|-element set. Let Ĉ be
a set of size |X̂| and let P ∈ (Fp)
X̂×Ĉ be nonsingular. Let C = C ′ ∪ Ĉ
and X = X ′ ∪ X̂. Let Λ = Λ′ × {0}X̂ and ∆ = Γ(FĈp ) × {0}
Y0∪Y1∪C′.
Finally let
A1 =
Y0 ∪ Y1 ∪ C
′ Ĉ
X̂ A∆ P
X A′1 0
.
Note that ∆′ and Λ′ are additive subgroups closed under Γ-scalings; we
argue that the template Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ), which satisfies
the required condition by choice of ∆, is equivalent to Φ′.
Define a map ψ : Γ(FĈp )→ ∆
′ by ψ(w) = wP−1A∆. Note that ψ(w)
is some Γ-scaling of an Fp-linear combination of vectors in D ⊆ ∆
′ so
has range contained in ∆′; moreover, since D is a generating set, for
every u ∈ ∆′ there is some w ∈ FĈp for which ψ(w) = u; thus ψ is
surjective.
Let Φ̂ = (Γ, C,X, Y0, Y1, A1,∆
′ × {0}Ĉ ,Λ). By Lemma 5.1, the tem-
plates Φ̂ and Φ′ are equivalent. Let A ∈ FB×E respect Φ. Each row of
the submatrix A[B−X,C ∪ Y0 ∪ Y1] has the form (0C′∪Y0∪Y1 , w) where
w ∈ Γ(FĈp ); let ϕ(A) be the matrix obtained by replacing each such row
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with the row (ψ(w), 0Ĉ) ∈ ∆. It is clear that ϕ(A) respects Φ̂; more-
over, by the surjectivity of ψ, for every Â respecting Φ̂ there is a ma-
trix A respecting Φ for which A′ = ψ(A). Finally, the matrices A and
A′ are row-equivalent by construction of ψ, so for any (E,Z, Y1)-shift
matrix S the matrices AS and ψ(A)S are row-equivalent. Therefore
M(Φ) =M(Φ̂). Since Φ̂ is equivalent to Φ′, the lemma follows. 
We say a template Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) over F is Y -reduced
if ∆[C] = Γ(FCp ) and ∆[Y0∪Y1] = {0}, and there is a partition (X0, X1)
of X for which FX0p ⊆ Λ[X0] and Λ[X1] = {0}.
Lemma 5.5. Every template is equivalent to a Y -reduced template.
Proof. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a template over a finite
field F with prime subfield Fp. We may assume by Lemma 5.4 that
there is a partition (C0, C1) of C for which ∆ = Γ(F
C0
p )× {0C1∪Y0∪Y1}.
Now A1 is row-equivalent to a matrix
A′1 =
C0 C1 Y0 ∪ Y1
X − X̂
P1
Q
P2
X̂ 0
where X̂ ⊆ X and rank(Q) = |X − X̂|. Let U ∈ FX×X be nonsingular
with A′1 = UA1. By Lemma 5.2, Φ is equivalent to the template
Φ′ = (Γ, C,X, Y0, Y1, A
′
1, UΛ,Γ(F
C0
p )× {0C1∪Y0∪Y1}).
Let Â1 = A
′
1[X̂, C0 ∪ Y0 ∪ Y1]. Let Λ̂ = (UΛ)[X̂ ]. Let ∆̂ = Γ(F
C0
p )×
{0}Y0∪Y1 . Let Φ̂ = (Γ, C0, X̂, Y0, Y1, Â1, Λ̂, ∆̂). By Lemma 5.1 we have
M(Φ′) =M(Φ̂). Finally, by mapping a maximal linearly independent
subset of Λ̂ to a set of unit vectors, we see that there is a nonsingular
matrix ÛΛ ∈ F
X̂×X̂ and a partition (X̂0, X̂1) of X̂ for which the additive
subgroup Λ′ = ÛΛΛ̂ satisfies Λ
′[X̂1] = {0} and contains all unit vectors
supported in X̂0, which implies that F
X̂0
p ⊆ Λ
′[X̂0]. By Lemma 5.2, we
see that Φ̂, and therefore Φ, is equivalent to the Y -reduced template
(Γ, C0, X̂, Y0, Y1, ÛΛΛ̂, ∆̂). 
A template Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) over a field F is reduced if
there is a partition (X0, X1) of X such that
• ∆ = Γ(FCp ×∆
′) for some additive subgroup ∆′ of FY0∪Y1,
• FX0p ⊆ Λ[X0] while Λ[X1] = {0} and A1[X1, C] = 0, and
• the rows of A1[X1] are a basis for a subspace skew to ∆.
Lemma 5.6. Every template is equivalent to a reduced template.
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Proof. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a template over a field F.
We may assume that Φ is Y -reduced; let (X0, X1) be the partition of X
for which Λ[X1] = {0} and F
X0
p ⊆ Λ[X0]. Let Y = Y0∪Y1. By applying
elementary row-operations to A1 without adding any multiples of rows
in X0 to rows in X1, we obtain a matrix
A′1 =
C ′ C ′′ Y
X ′′1 0
AYX
′
1 Q P1X0 0
,
where (C ′, C ′′) and (X ′1, X
′′
1 ) are partitions of C and X respectively,
and Q is a nonsingular matrix. Let U ∈ FX×X be a nonsingular matrix
for which U [X1, X0] = 0 and A
′
1 = UA1. By Lemma 5.2, the template
Φ is equivalent to Φ′ = (Γ, C,X, Y0, Y1, A
′
1, UΛ,∆).
Define a linear map ψ : ∆→ FC∪Y by
ψ(w) = (0C′, w[C
′′], w[C ′]Q−1AY [X
′
1])
and let ∆′′ = ψ(∆). Note that ∆′′ = Γ(FC
′′
p × ∆0) for some additive
subgroup ∆0 of F
Y . Let Φ′′ = (Γ, C,X, Y0, Y1, A
′
1, UΛ,∆
′). For each
matrix A′ ∈ FB×E respecting Φ′, let A′ ∈ FB×E be obtained by re-
placing each row w ∈ ∆ of A′[B −X,C ∪ Y0 ∪ Y1] with the row ψ(w).
Now A′′ both respects Φ′′ and is row-equivalent to A′; thus each matrix
respecting Φ′ is row-equivalent to a matrix respecting Φ′′, so Φ′ and Φ′′
are equivalent. Let X̂ = X0 ∪ X
′′
1 and Ĉ = C
′′. Let ∆̂ = ∆[Ĉ ∪ Y ]
and Â1 = A
′
1[X̂, Ĉ ∪Y ]. Since ∆
′′[C ′] = 0, Lemma 5.1 implies that the
template Φ′′ is equivalent to Φ̂ = (Γ, Ĉ, X̂, Y0, Y1, Â1, ∆̂, (UΛ)[X̂]).
Since U [X1, X0] = 0 and Λ[X1] = {0} while F
X0
p × {0X1} ⊆ Λ,
we know that Λ contains a basis for FX0 × {0X1} and so UΛ does
also, and moreover UΛ[X̂ ] contains a basis for FX0 × {0X′′
1
}. Let U ′ ∈
F
X̂×X̂ be a nonsingular matrix mapping this basis to the standard
basis; therefore the set Λ̂ = U ′(UΛ[X̂ ]) satisfies Λ̂[X ′′1 ] = {0} and
F
X0
p ⊆ Λ̂[X0]. By Lemma 5.2 the template Φ̂ is equivalent to Φ̂
′ =
(Γ, Ĉ, X̂, Y0, Y1, U
′Â1, Λ̂, ∆̂).
Let V be a complementary subspace ofW = row(A1[X
′′
1 ]) in F
Ĉ∪Y0∪Y1
and let ϕ : FĈ∪Y0∪Y1 → V be the associated projection map ϕ(v+w) 7→
v. Since Â1[X
′′
1 , Ĉ] = 0 we haveW [Ĉ] = 0 and therefore for each u ∈ F
Ĉ
and v ∈ FŶ we have ϕ(u, v) = (u, ϕ(v)) and so ϕ(∆̂) = Γ(FĈp × ∆̂0)
for some additive subgroup ∆0 ⊆ F
Y . By construction ϕ(∆̂) is skew to
row(Â1)[X
′′
1 ], and moreover by Lemma 5.3 the template Φ̂ is equivalent
to the template Φ̂′ = (Γ, Ĉ, X̂, Y0, Y1, Â1, ϕ(∆̂), Λ̂).
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The construction of Φ̂′ is such that ϕ(∆̂) and Λ̂ have the required
structure for a reduced template with respect to the partition (X0, X
′′
1 )
of X̂, save the property that the rows of Â1[X
′′
1 ] are themselves linearly
independent. Since Λ[X ′′1 ] = {0}, this property can easily be obtained
by considering a maximal set X̂1 ⊆ X
′′
1 for which Â1[X̂1] has linearly
independent rows, and then restricting Λ̂ and Â1 to just the rows in
X0 ∪ X̂1. Doing so yields a template Ψ with the property that every
matrix respecting Ψ is row-equivalent to one respecting Φ̂′; it follows
that the reduced template Ψ is equivalent to Φ̂′ and therefore to Φ. 
Corollary 5.7. The sets T and T∗ of templates given by Theorem 4.1
can be taken to be contain only reduced templates.
6. Density and Subclasses
Templates are especially nice over prime fields due to the fact that Λ
and ∆ are subspaces; in this section we investigate them further. For a
template Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ), define the complexity of Φ by
c(Φ) = |X ∪Y0 ∪Y1 ∪C|. We use this measure in the next two lemmas
to bound the density of matroids conforming and co-conforming to
reduced templates. The primal bound is quadratic in rank.
Lemma 6.1. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a reduced template
over a prime field F = GF(p) with dim(Λ) = t and c(Φ) = c. Then
every matroid M ∈M(Φ) satisfies
ε(M) ≤ fp,|Γ|,t(r(M)) + p
t+1c(r(M) + c).
Proof. Let M = M(AS)/C \Y1 ∈ M(Φ), where A ∈ F
B×E respects
Φ and S is an (E,Z, Y1)-shift matrix. Note that r(M) ≥ rank(AS) −
|C ∪ Y1| ≥ rank(A) − c, and since rank(A) is at least the number of
distinct columns in the submatrix A[B−X,Z], we see that A[B−X,Z]
has at most r(M) + c distinct columns. Every column of (AS)[Z]
is the sum of a column of A[Y1] and a column of A[Z], so (AS)[Z]
has at most |Y1|(r(M) + c) distinct columns and (AS)[Z ∪ Y0] has
at most |Y1|(r(M) + c) + |Y0| ≤ c(r(M) + c) distinct columns. Thus
ε(M |(Y0∪Z)) ≤ ε(M(AS)|(Y0∪Z)) ≤ c(r(M)+ c). Let F = E− (C ∪
Y0∪Y1∪Z). We haveM(AS)|F ∈ G(Γ)
t, so ε(M |F ) ≤ ε(M(AS)|F ) ≤
fp,|Γ|,t(rank(AS)) ≤ fp,|Γ|,t(r(M) + c). Now for all x we have
fp,|Γ|,t(x+ c)− fp,|Γ|,t(x) = p
t|Γ|((x− t)c+ 1
2
(c2 + c))
≤ pt(p− 1)c(x+ c),
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since |Γ| ≤ p− 1 and c ≤ c2. Combining the above estimates we have
ε(M) ≤ ε(M |F ) + ε(M |(Y0 ∪ Z))
≤ fp,|Γ|,t(r(M) + c) + c(r(M) + c)
≤ fp,|Γ|,t(r(M)) + p
t(p− 1)c(r(M) + c) + c(r(M) + c)
≤ fp,|Γ|,t(r(M)) + p
t+1c(r(M) + c),
giving the bound. 
For the dual bound, which is linear in rank, we need an easy lemma
bounding the density of the dual of a frame matroid. (The lemma
applies to any Γ-frame matroid over any field).
Lemma 6.2. If M∗ is a frame matroid, then ε(M) ≤ 3r(M).
Proof. We may assume that M is simple. Let A be a frame represen-
tation of M∗ with r∗(M) rows. If some row of A has weight less than
3 then M∗ has a coloop or series pair so M is not simple. Thus A has
at least 3r∗(M) nonzero entries, so the number |M | of columns of A is
at least 3
2
r∗(M). Therefore r(M)
ε(M)
= |M |−r
∗(M)
|M |
= 1− r∗(M)
|M |
≥ 1
3
. 
Lemma 6.3. Let Φ be a template over a finite field F. If M ∈M∗(Φ)
then ε(M) ≤ |F|c(Φ)(3r(M) + 6c(Φ) + 1).
Proof. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) and c = c(Φ). Let M
∗ ∈
M(Φ), so there exists A ∈ FB×E respecting Φ and an (E,Z, Y1)-shift
matrix S for which M = (M(AS)/C\Y1)
∗. Let A′ be obtained from A
by replacing all rows in X and columns in C ∪ Y0 ∪ Y1 by zero; clearly
A′ = A′S is a Γ-frame matrix and rank((A−A′)S) ≤ rank(A−A′) ≤ c.
Therefore A′ = AS + P for a matrix P of rank at most c. It follows
that M(A′) and M(AS) have F-representations that agree on all but
at most c rows, and thus that there is a matroid M̂ and a pair of
disjoint c-element sets T1, T2 ⊆ E(M̂) such that M̂/T1\T2 =M(A
′) and
M̂\T1/T2 =M(AS). Let N = M̂/C\Y1, so N\T1/T2 =M
∗ and N/T1\T2
is minor of M(A′), so is a Γ-frame matroid. By Lemma 6.2 we have
ε(N∗\T1/T2) ≤ 3r(N
∗\T1/T2) and so, since ε(M0) ≤ |F|
|H|(ε(M0/H)+1)
for every set H in an F-represented matroid M0, we have
ε(N∗/T1\T2) ≤ ε(N
∗\T1) ≤ |F|
c(3r(N∗\T1/T2)+1) ≤ |F|
c(3r(N∗)+1).
But M = N∗\T2/T1 and r(N
∗) ≤ r(M) + |T1 ∪ T2| = r(M) + 2c, so
this gives ε(M) ≤ |F|c(3(r(M) + 2c) + 1), as required. 
The next lemma essentially states that, for a reduced template Φ,
the classM(Φ) contains all matroids whose representation is obtained
from a Γ-frame matrix by appending dim(Λ) rows and dim(∆) columns.
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Lemma 6.4. If Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) is a reduced template
over a prime field and (t, d) = (dim(Λ), dim(∆)), then G(Γ)td ⊆M(Φ).
Proof. Let (X0, X1) be the partition of X certifying that Φ is reduced;
note that |X0| = t. Let N0 ∈ G(Γ)
t
d; by Lemma 3.4 there is a matroid N
with an N0-minor, a set B0, a d-element set R and matrices P1 ∈ F
R×F
and P2 ∈ F
X0×F and P0 ∈ F
B0×F such that
[
P1
P0
]
is row-equivalent to a
Γ-frame matrix, while N =M
[
P2
P0
]
. We show that N ∈M(Φ).
Let Y = Y0 ∪ Y1. Let W ∈ F
R×(C∪Y ) be a matrix with rowspace
∆; note, since |R| = d, that W has linearly independent rows. Since
A1[X1] has row space skew to ∆ and has linearly independent rows, we
see that
[
A1[X1]
W
]
also has linearly independent rows. Let Ĉ ⊆ C ∪ Y be
such that the matrix Q =
[
A1[X1]
W
]
[Ĉ] is nonsingular. So |Ĉ| = d+ |X1|,
and since ∆ = FC×∆[Y ], we must have C ⊆ Ĉ. Since Q is nonsingular,
there is a matrix P ′2 ∈ F
X0×F for which the matrices
Q1 =
F Ĉ
X0 P
′
2 A1[X0, Ĉ]
X1 0 Q
R P1
and Q2 =
F Ĉ
X0 P2 0
X1 0 Q
R P1
are row-equivalent. Let Ci = Ĉ ∩ Yi for i ∈ {0, 1}, so Ĉ = C ∪C0 ∪C1.
We essentially wish to contract C1 from a matroid conforming to Φ,
but since the columns in C1 must be deleted, we must ‘copy’ its entries
using Z. Let Z be a copy of the set C1, let {c, d} be a 2-element set,
and consider the matrix
A =
F c Z C ∪ Y
X0 P
′
2
0 0
A1[X0]
X1 0 A1[X1]
R P1 W
B0 P0 0
d 0 1 1Z
,
where 1Z is the all-ones vector in F
Z . Since
[
P1
P0
]
is row-equivalent to
a Γ-frame matrix and row(W ) ⊆ ∆, we see that A is row-equivalent
to a matrix A′ respecting Φ. Let E be the set of column indices of A.
Recall that Z is a copy of C1 ⊆ Y1; let S be the (E,Z, Y1)-shift matrix
so that AS is obtained from A by adding each column of A[C1] to its
corresponding column in A[Z]. Thus
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AS =
F c Z C ∪ Y
X0 P
′
2
0
V
A1[X0]
X1 0 A1[X1]
R P1 W
B0 P0 0 0
d 0 1 1Z
,
where V is a copy of
[
A1
W
]
[C1]. So (AS)[R ∪X0 ∪X1, F ∪ Z ∪ C ∪ C0]
is a copy of the matrix Q1 defined earlier. Let
M0 = (M(AS)/({c} ∪ Z ∪ C ∪ C0))|F.
Let Â = AS[F∪{c}∪Z∪C∪C0]. By construction of P
′
2 we can perform
row-operations on Â to replace P ′2 by P2 and replace the submatrix
Â[X0, Z ∪C ∪ C0] with zero. Then one can contract the set {c} ∪ Z ∪
C ∪C0 from M(Â) by first removing from Â row d and column c, then
removing all columns in Z ∪ C ∪ C0 and all rows in X1 ∪ R. Thus
M0 = M
[
P2
P0
]
= N . Since N0 is a minor of N = M0 and M0 is a minor
of M(AS)/C\Y1, we have N0 ∈M(Φ) and the result follows. 
7. The Main Result
We now prove our main technical lemma; a reduced template in
which dim(Λ) = t either describes a ‘degenerate’ class, a subclass of
G(Γ)t, or a class whose minor-closure contains G(Γ)t

or some G(Γ)t(x) .
Lemma 7.1. Let Φ = (Γ, C,X, Y0, Y1, A1,∆,Λ) be a reduced template
over a prime field F and let t = dim(Λ) and c = c(Φ). Either
(1) M(Φ) contains no vertically (c+ 1)-connected matroid of rank
at least c+ 1,
(2) M(Φ) ⊆ G(Γ)t,
(3) Γ = F∗ and G(Γ)t

⊆M(Φ), or
(4) Γ 6= F∗ and G(Γ)t(x) ⊆M(Φ) for some x ∈ F
∗ − Γ.
Proof. Suppose that (3) and (4) do not hold. By Lemma 3.3, there is
thus a matroid N ∈ G(Γ)t (in fact, of the form DG(n,Γ)t) with r(N) ≥
2|X|, such that no simple rank-r(N) extension of N is inM(Φ). Since
every such extension is in G(Γ)t1, we may assume that G(Γ)
t
1 6⊆ M(Φ)
and thus, by Lemma 6.4, that ∆ = {0}. Since dim(∆) ≥ |C| in a
reduced template, we also have C = ∅.
Let (X0, X1) be the partition of X certifying that Φ is reduced, and
let h = |X1|. SinceN ∈ G(Γ)
t we have N =M
[
P0
Q
]
for some P0 ∈ F
X0×F
and some Γ-frame matrix Q ∈ FB0×F , where F = E(N) and B0 satisfies
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|B0| > |X−X0| = |X1|. We may assume that rank
[
P0
Q
]
= |B0|+|X0|, as
otherwise we can remove redundant rows and rescale columns. Suppose
now that (1) does not hold.
Claim 7.1.1. col(A1[X1, Y0]) ⊆ col(A1[X1, Y1]).
Proof of claim: Suppose not. Since Λ[X1] = 0, every matrix A ∈ F
B×E
conforming to Φ satisfies col(A[X1, E − (Y0 ∪ Y1)]]) ⊆ col(A[X1, Y1]),
and so rank(A[X1, E − (Y0 ∪ Y1)]) < rank(A[X1, E − Y1]), which gives
r(M(A)\(Y1∪Y0)) < r(M(A)\Y1). Therefore λM(A)\Y1(Y0) < rM(A)(Y0) ≤
|Y0|. If r(M(A)\Y1) > |Y0| then it follows thatM(A)\Y1 is not vertically
(|Y0|+ 1)-connected, so (1) holds, a contradiction. 
Recall that the rows of A1[X1, Y0 ∪ Y1] are linearly independent. We
may therefore assume by the first claim, and applying row-operations
to A1[X1], that there exists T ⊆ Y1 so that A1[X1, T ] = −J for some
bijection matrix J . Recall that |B0| > |X1|; let X
′
1 ⊆ B0 be a set whose
elements we associate with those in X1, and let J
′ ∈ FX
′
1×T be a copy
of J . Let r ∈ B0 −X
′
1. Consider the matrix M =M(A), where
A =
F T Y1 − T Y0
X1 0 −J A1[X, Y1 − T ] A1[Y0]X0 P0 A1[X0, T ]
X ′1
Q
J ′
0
0B0 − (X
′
1 ∪ {r}) 0
r 0 1Y1−T
.
The matroidM(A) is isomorphic to a matroid conforming to Φ, as A is
obtained from a certain matrix conforming to Φ (in which Z is a copy
of Y1) by removing the columns in Y1 and then renaming the set Z as
Y1. Thus M ∈M(Φ).
Let M ′ =M/T . Since J ′ is a copy of J , we have M =M(A′) where
A′ =
F Y1 − T Y0
X0 P0 H1 H2
X ′1
Q
A1[X1, Y1 − T ] A1[X1, Y0]
B0 − (X
′
1 ∪ {r}) 0 0
r 1Y1−T
,
where the sets X ′1 and X1 are identified, and H1, H2 are some matrices.
Now M ′ = M/T ∈ M(Φ), but also M ′ = M(A′) is evidently a rank-
(r(N)) extension of the matroid N = M
[
P0
Q
]
. By the choice of N , we
may assume that M ′ contains no simple extension, so in fact A′[B0]
is a Γ-frame matrix up to column scalings. Thus every column of
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A1[X1, Y1−T ] is either a zero vector or a weight-1 vector whose nonzero
entry is in −Γ. The same is true of A1[X1, T ] = −J .
Consider an arbitrary matroid M ∈ M(Φ), so M = M(A)\Y1 for
some matrix A ∈ FB×E conforming to Φ. Every column of A[X1, Y0]
is parallel to a column of a Γ-frame matrix, so the same is true of
A[X1∪B, Y0]. The columns of A[B,Z] are unit vectors and the columns
of A[X1, Z] are columns of A[X1, Y1] so each is either a zero vector
or a weight-1 vector with nonzero entry in −Γ; thus, each column of
A[X1 ∪B,Z] is parallel to a column of a Γ-frame matrix. The same is
evidently true of A[X1 ∪B,E− (Y0 ∪ Y1 ∪Z)]; thus, A[X1 ∪B,E−Y1]
is a Γ-frame matrix up to column scalings. Since |X0| = t it follows
that M(A)\Y1 ∈ G(Γ)
t and so (2) holds. 
Now we prove the theorem which implies all our main results. Note
that this implies Theorem 1.6 because G(Γ)t(x) and G(Γ)
t

both contain
simple extensions of DG(n,Γ)t for all n ≥ t.
Theorem 7.2. Let F = GF(p) be a prime field and M be a quadratic
minor-closed class of F-represented matroids. There is a subgroup Γ of
F
∗ and some t, α ∈ N0 so that G(Γ)
t ⊆M and
fp,|Γ|,t(n) ≤ hM(n) ≤ fp,|Γ|,t(n) + αn
for all sufficiently large n. Moreover, either
(a) α = 0 and every extremal matroid N in M of sufficiently large
rank is isomorphic to DG(r(N),Γ)t,
(b) Γ = F∗ and G(Γ)t

⊆M, or
(c) Γ 6= F∗ and G(Γ)t(x) ⊆M for some x ∈ F
∗ − Γ.
Proof. For each integer s, let Ms denote the class of vertically s-
connected matroids of rank at least s in M. Since M is a quadratic
class, it contains all graphic matroids, so Ms 6= ∅ for all s ∈ N0.
By Theorem 4.1 and Corollary 5.7 there are finite sets T and T∗
of reduced frame templates and an integer k such that each simple
matroid M ∈ Mk is either in M(Φ) for some Φ ∈ T or in M
∗(Ψ) for
some Ψ ∈ T∗, while M contains M(Φ) for all Φ ∈ T and M∗(Ψ) for
all Ψ ∈ T∗. Since Mk 6= ∅ we know that T ∪T
∗ 6= ∅.
Note that the class G({1})0 of graphic matroids is contained inM. If
G({1})t ⊆M for all t ∈ N0 then M contains all projective geometries
over F and is thus not a quadratic class; let t ∈ N0 and Γ ≤ F
∗
be such that G(Γ)t ⊆ M and pt|Γ| is as large as possible. Let c =
maxΦ∈T∪T∗ c(Φ). Note that the function fp,g,t′(x) is quadratic in x
with leading term 1
2
gptx2; let n0 be an integer for which every x ≥ n0
satisfies pc(3x + 6c + 1) < fp,|Γ|,t(x) − x, and let n1 be an integer so
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that every x ≥ n1 satisfies fp,g,t′(x) + 2p
t′+1cx < fp,|Γ|,t(x) − x for all
t′, g ∈ N0 such that p
t′g < pt|Γ|. Let k0 = max(t, k, c+ 1, n0, n1).
Claim 7.2.1. If M ∈ Mk0 is simple and ε(M) ≥ fp,|Γ|,t(r(M))−r(M),
then M conforms to a template Φ′ = (Γ′, C ′, X ′, Y ′0 , Y
′
1 , A
′
1,∆
′,Λ′) ∈ T
for which Γ′ = Γ and dim(Λ′) = t.
Proof of claim: Let r = r(M). Since M ∈ Mk0 and k0 ≥ k, we have
M ∈ M∗(Ψ) for some Ψ ∈ T∗ or M ∈ M(Φ) for some Φ ∈ T. In
the former case, since r ≥ k0 ≥ n0 we have |M | < p
c(3r + 6c + 1) <
fp,|Γ|,t(r)−r by Lemma 6.3, a contradiction. Therefore M ∈M(Φ
′) for
some Φ′ ∈ T; let Φ′ = (Γ′, C ′, X ′, Y ′0 , Y
′
1 , A
′
1,∆
′,Λ′) and t′ = dim(Λ′).
Lemma 6.4 implies that G(Γ′)t
′
⊆M(Φ′) ⊆M, so pt
′
|Γ′| ≤ pt|Γ| by
our choice of Γ and t. Using Lemma 6.1, we have
fp,|Γ|,t(r)− r < |M | < fp,|Γ′|,t′(r) + p
t′+1c(r + c) < fp′,|Γ′|,t(r) + 2p
t′+1cr.
If pt
′
|Γ′| < pt|Γ| then the above and the fact that r ≥ k0 ≥ n1 give
a contradiction. Thus pt
′
|Γ′| = pt|Γ|, which implies that t′ = t and
|Γ′| = |Γ|; since Fp is cyclic this gives Γ′ = Γ. 
Since G(Γ)t ⊆ M, we have hM(n) ≥ fp,|Γ|,t(n) for all n ≥
t. Let d ∈ {−1, 0, 1, . . . , 2pt+1c} be maximal such that hM(n) >
fp,|Γ|,t(n) + dn for infinitely many n. By Theorem 2.1, applied with
f(x) = fp,|Γ|,t(x) + dx, there is a simple rank-r matroid M ∈ Mk0
for which |M | > fp,|Γ|,t(r) + dr. By the claim, there is a template
Φ′ = (Γ, C ′, X ′, Y ′0 , Y
′
1 , A
′
1,∆
′,Λ′) ∈ T for which M ∈ M(Φ) while
dim(Λ) = t. By Lemma 6.1 we have |M | < fp,|Γ|,t(r) + 2p
t+1cr, from
which we see that d < 2pt+1c; by the maximality of d this gives the
required upper bound on hM(n) with α = 2p
t+1c.
We now apply Lemma 7.1 to Φ′. Since M ∈ M(Φ′) is vertically
(c+1)-connected and has rank at least c+1, we know that 7.1(1) does
not hold. Outcomes 7.1(3) and 7.1(4) imply (b) and (c) respectively,
so we may assume that 7.1(2) holds. Thus M ∈ G(Γ)t and so ε(M) ≤
fp,|Γ|,t(r); if d 6= −1 this is a contradiction, so d = −1. By the choice
of d it follows that hM(n) = fp,|Γ|,t(n) for all sufficiently large n.
By Lemma 2.2, there is some k1 ∈ N0 such every simple N ∈M with
|N | = fp,|Γ|,t(r(N)) and r(N) ≥ k1 is in Mk0. Consider such an N ;
by the claim there is a template Φ′′ = (Γ, C ′′, X ′′, Y ′′0 , Y
′′
1 , A
′′
1,∆
′′,Λ′′)
in T with dim(Λ′′) = t and N ∈ M(Φ′′). Again, we may assume
that outcomes (1),(3),(4) of Lemma 7.1 do not hold for Φ′′ and so
(2) does; thus N ∈ G(Γ)t. Since DG(r(N),Γ)t is the unique simple
rank-r(N) matroid with fp,|Γ|,t(n) = |N | elements, we must have N ∼=
DG(r(N),Γ)t as required. 
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Finally we prove the corollary that will give the extremal function for
excluding geometries. Note that the classM in the theorem statement
is quadratic as it contains the class G({1})0 of graphic matroids.
Theorem 7.3. Let F = GF(p) be a prime field and N be a nongraphic
F-represented matroid. Let M be the class of F-represented matroids
with no N-minor. Let Γ ≤ F∗ and t ∈ N0 be such that p
t|Γ| is as large
as possible subject to N /∈ G(Γ)t. If
• Γ = F∗ and N ∈ G(Γ)t

or
• Γ 6= F∗ and N ∈ G(Γ)t(x) for all x ∈ F
∗ − Γ,
then for all sufficiently large n we have hM(n) = fp,|Γ|,t(n) and every
rank-n extremal matroid in M is isomorphic to DG(n,Γ)t.
Proof. Clearly G(Γ)t ⊆ M. Let Γ′ ≤ F∗ and t′, α ∈ N0 be given by
Theorem 7.2 forM. If |Γ′|pt
′
< |Γ|pt then, since fp,|Γ′|,t′(n) ≈
1
2
pt
′
|Γ′|n2,
we have hM(n) ≤ fp,|Γ′|,t′(n) + αn < fp,|Γ|,t(n) ≤ hM(n) for all large n,
a contradiction. So |Γ′|pt
′
= |Γ|pt; since |Γ| < p and F∗ is cyclic this
gives Γ = Γ′ and t = t′. By hypothesis, we see that 7.2(b) and 7.2(c)
cannot hold for M, so we have 7.2(a) which implies the result. 
Theorems 1.3, 1.4 and 1.5 follow from the above result and Lem-
mas 3.5, 3.6 and 3.7 respectively.
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