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Abstract
In this work, the main ideas involved in the design of overlapping and multi-overlapping controllers via
the Inclusion Principle are discussed and illustrated in the context of the Structural Vibration Control
of tall buildings under seismic excitation. A detailed theoretical background on the Inclusion Principle
and the design of overlapping controllers is provided. Overlapping and multi-overlapping LQR controllers
are designed for a simplified five-story building model. Numerical simulations are conducted to asses the
performance of the proposed semi-decentralized controllers with positive results.
Keywords: Semi-decentralized Control; Overlapping Controllers; Multi-overlapping Controllers; Struc-
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1 Introduction
Nowadays, complexity is perhaps one of the most
salient features in the field of automatic control. Over
the last decades, the focus of interest of control the-
ory and practice has been progressively moving from
the initial simple SISO systems to systems of increas-
ing complexity (A˚stro¨m et al., 2001; Zecˇevic´ and Sˇiljak,
2010).
When a complex system can be decomposed into dis-
joint subsystems, a set of local controllers may be inde-
pendently obtained to design a decentralized controller.
Design and operation of local controllers requires lower-
dimension computation, minimizes the information ex-
change, and increases the global robustness by reduc-
ing the effect of perturbations and failures on com-
munications. However, all these potential benefits are
severely attenuated by the fact that systems encoun-
tered in practical applications rarely admit a perfect
disjoint decomposition (Siljak, 1991).
The overlapping decomposition can help to overcome
this serious drawback by allowing the subsystems to
overlap; that is, the requirement of strict disjoint de-
composition is relaxed to permit a restricted sharing of
states, inputs, and outputs among the subsystems. For
systems admitting an overlapping decomposition, the
Inclusion Principle allows to design semi-decentralized
controllers which are in accordance with the system
structure, and which partially maintain the positive
features of decentralized controllers. This approach
has proven to be useful in a variety of complex control
problems appearing in different fields, such as macro-
economic modeling, electric power generation, auto-
mated highway traffic management, civil structural en-
gineering, aerospace structural engineering, and multi-
agent robotics (Aybar et al., 1994; Ataslar and I˙ftar,
1999; Bakule and Rodellar, 1995; Bakule et al., 2005;
Chen and Stankovic´, 2005b; Li et al., 1999; Siljak et al.,
1999; Stankovic´ et al., 2000; Stipanovic´ et al., 2004).
Structural Vibration Control (SVC) of buildings and
civil structures is one of the best examples of large-
scale and complex control systems. SVC systems have
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proved to be effective in mitigating the dynamic re-
sponse of large-scale structures to earthquake and wind
excitations (Chu et al., 2005; Preumont and Seto,
2008). Last generation SVC systems typically in-
volve a large number of actuation devices and sensors,
and a wide and sophisticated communication network.
The state-of-the-art actuation devices are semi-active
dampers which are capable to produce large actuation
forces using only battery power supply. Two good ex-
amples of this kind of SVC systems are the 54-story
Mori Tower in Tokyo, Japan, with 356 semi-active hy-
draulic dampers, and the Dongting Lake Bridge in Hu-
nan, China, with 312 semi-active magnetorheological
dampers (Housner et al., 1997; Spencer and Nagaraja-
iah, 2003).
Recently, wireless communications have made a sig-
nificant impact in SVC. Using wireless communica-
tions, instead of the classical coaxial wiring, can crit-
ically reduce the installation and maintenance costs;
furthermore, it can also add flexibility to the con-
trol system, allowing the implementation of new con-
trol strategies without costly modifications. How-
ever, to improve the communications robustness and
to achieve higher sampling frequencies in the real-time
control operation, the controllers need to operate us-
ing local information provided by neighboring sensors.
Consequently, a decentralized control approach is re-
quired for a realistic treatment of Wireless Networked
Control Systems (WNCS) (Law et al., 2009; Lynch
et al., 2008; Swartz and Lynch, 2009; Wang et al.,
2006, 2009; Wang, 2011). In this context, the multi-
overlapping approach can be specially suitable for
large-scale WNCS, reducing the design and operation
computational effort and providing semi-decentralized
controllers which satisfy the information exchange con-
straints (Palacios-Quin˜onero et al., 2010; Rossell et al.,
2010).
The present work has a triple objective: (i) to
present the main ideas and theoretical elements in-
volved in the design of overlapping semi-decentralized
controllers via the inclusion principle; (ii) to discuss
the more general and practically interesting problem of
designing multi-overlapping controllers, paying special
attention to the longitudinal multi-overlapping case;
and (iii) to illustrate the main ideas involved in the de-
sign of overlapping controllers in the context of the
Structural Vibration Control of tall buildings under
seismic excitation. The organization of the paper is as
follows: Section 2 gives necessary background results
about the inclusion principle and the design of overlap-
ping controllers, with a detailed discussion of the LQR
case. Section 3 presents the multi-overlapping prob-
lem. In Section 4, state-space models for a particular
five-story building with direct and inter-story actua-
tion schemes are derived. For this five-story building,
centralized, overlapping, and multi-overlapping LQR
controllers are computed in Section 5. Finally, in Sec-
tion 6, numerical simulations of the free and controlled
vibrational response of the five-story building for dif-
ferent seismic disturbances are conducted to assess the
performance of the proposed semi-decentralized con-
trollers.
2 Overlapping semi-decentralized
controllers
In this section we summarize some basic definitions and
results related to the Inclusion Principle and its appli-
cation to the design of overlapping controllers. The
general theoretical background is complemented with
a brief discussion about the design of overlapping LQR
controllers. This particular case will later be used in
the controller designs and numerical simulations pre-
sented in Sections 4 and 5. A rigorous treatment of the
design of semi-decentralized controllers via the Inclu-
sion Principle can be found in Bakule et al. (2000a,b);
Chen and Stankovic´ (2005a); I˙ftar and O¨zgu¨ner (1990);
Ikeda and Sˇiljak (1986); Siljak (1991); Stankovic´ and
Sˇiljak (2001).
2.1 The Inclusion Principle
Consider a pair of linear systems
S :
{
x˙(t)=Ax(t) +B u(t),
y(t)=Cy x(t),
(1)
S˜ :
{
˙˜x(t)=A˜ x˜(t) + B˜ u˜(t),
y˜(t)= C˜y x˜(t),
where x(t)∈Rn , u(t)∈Rm , y(t)∈Rl are the state, the
input, and the output of S at time t≥0; x˜(t)∈Rn˜ ,
u˜(t)∈Rm˜ , y˜(t)∈Rl˜ are the state, the input, and the
output corresponding to S˜; A, B, Cy and A˜, B˜, C˜y are
n×n, n×m, l×n and n˜×n˜, n˜×m˜, l˜×n˜ dimensional ma-
trices, respectively. The dimensions of the state, input,
and output vectors x(t), u(t), y(t) of S are supposed
to be smaller than those of x˜(t), u˜(t), y˜(t) of S˜. Let
x(t;x0, u) and y[x(t)] denote the state behavior and
the corresponding output of S for a fixed input u(t)
and for an initial state x(0)=x0, respectively; analo-
gous notations x˜(t; x˜0, u˜), y˜[x˜(t)] are used for the state
and output of the system S˜.
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Let us consider the following linear transformations:
V : Rn −→ Rn˜ , U : Rn˜ −→ Rn ,
R : Rm −→ Rm˜ , Q : Rm˜ −→ Rm ,
T : Rl −→ Rl˜ , S : Rl˜ −→ Rl ,
(2)
where V , R, T are expansion matrices with rank(V )=n,
rank(R)=m, rank(T )=l, and U , Q, S are contraction
matrices which satisfy UV=In, QR=Im, ST=Il, with
In, Im, Il denoting the identity matrices of indicated
dimensions. For a given set of expansion matrices V ,
R, T , a set of contraction matrices may be obtained
considering the corresponding pseudoinverses
U = (V TV )−1V T , Q = (RTR)−1RT , S = (TTT )−1TT .
Definition 1 (Inclusion Principle) A system S˜ in-
cludes the system S if there exists a quadruplet of ma-
trices (U, V,R, S) such that, for any initial state x0 and
any fixed input u(t) of S, the choice of
x˜0 = V x0,
u˜(t) = Ru(t), for all t ≥ 0
as initial state x˜0 and input u˜(t) for the system S˜, im-
plies
x(t;x0, u) = Ux˜(t; x˜0, u˜),
y[x(t)] = Sy˜[x˜(t)], for all t ≥ 0.
Given a linear system S and a set of expansion matrices
V , R, T , an expanded system S˜ may be defined by
taking the system matrices in the form
A˜ = V AU +M, B˜ = V BQ+N, C˜y = TCyU + L,
(3)
where U , Q, S are contraction matrices, and M , N ,
L are complementary matrices of appropriate dimen-
sions. In order to assure that the system S and the
expanded system S˜ satisfy the Inclusion Principle, the
complementary matrices have to fulfil the conditions
stated in the following theorem:
Theorem 1 A system S˜ includes the system S if and
only if UM iV= 0, UM i−1NR= 0, SLM i−1V= 0 and
SLM i−1NR= 0 for all i=1, 2, ..., n˜.
A special kind of expansion-contraction scheme, called
restriction, is particularly simple and suitable for the
design of overlapping controllers.
Definition 2 (Restriction) Let S˜ be an expansion of
the system S defined by the expanded system matrices
A˜, B˜, C˜y, given in (3). The system S is said to be
a restriction of S˜ if and only if MV= 0, NR= 0 and
LV= 0.
From Theorem 1, it is clear that if the system S is a
restriction of S˜, then the expanded system S˜ includes
the initial system S.
S1
S2
S3
S
(2)
S
(1)
Figure 1: Overlapping decomposition for a three-story
building
2.2 Decoupled expansions of overlapping
decompositions
From an intuitive point of view, a system S admits an
overlapping decomposition if it can be split into three
subsystems S1, S2, S3 in such a way that no direct in-
teraction between S1 and S3 may occur; that is, any
interaction between S1 and S3 must take place through
S2. From the three subsystems Si, two overlapping
subsystems S
(1)
=[S1, S2], S
(2)
=[S2, S3] may be defined.
The vibrational response of a three story building is a
natural and illustrative example in this context. Each
story can be seen as a subsystem Si, the vibrational
behavior of the first and third stories are clearly in-
fluenced by each other, but the interaction may only
happen through the second story. An overlapping de-
composition for a three-story building system is shown
in Fig. 1.
For the linear system S given in (1), the possibility
of overlapping decomposition may be stated in terms
of the system matrices structure; more precisely, the
linear system S admits an overlapping decomposition if
the system matrices A, B and Cy present the following
block tridiagonal structure:
A=
 A11 A12
p
p
p
0−−−
p
p
p
−−−
A21 A22 A23−−−
p
p
p
−−−
0
p
p
p
A32 A33
 , B=
B11 B12
p
p
p
0−−−
p
p
p
−−−
B21 B22 B23−−−
p
p
p
−−−
0
p
p
p
B32 B33
 ,
Cy=
(Cy)11 (Cy)12
p
p
p
0−−−
p
p
p
−−−
(Cy)21 (Cy)22 (Cy)23−−−
p
p
p
−−−
0
p
p
p
(Cy)32 (Cy)33
 ,
where Aii, Bij , (Cy)ij , for i, j=1, 2, 3, are ni×ni,
ni×mj , li×nj dimensional matrices, respectively. The
partition of the state x=(xT1 , x
T
2 , x
T
3 )
T has compo-
nents of respective dimensions n1, n2, n3, satisfy-
ing n1+n2+n3=n; the partition of u=(u
T
1 , u
T
2 , u
T
3 )
T
has components of dimensions m1, m2, m3, such
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that m1+m2+m3=m; and y=(y
T
1 , y
T
2 , y
T
3 )
T has com-
ponents of respective dimensions l1, l2, l3, satisfying
l1+l2+l3=l. Note that the explicit dependence on time
has been omitted to simplify the new notation; this will
also be done in the sequel when convenient.
Given a linear system S which admits an overlapping
decomposition, the design of an overlapping controller
starts with a proper definition of the expansion matri-
ces. A usual choice is
V=
 In1 0 00 In2 0
0 In2 0
0 0 In3
, R=
 Im1 0 00 Im2 0
0 Im2 0
0 0 Im3
, T=
 Il1 0 00 Il2 0
0 Il2 0
0 0 Il3
 .
The corresponding pseudoinverse contractions are
U=
 In1 0 0 00 12 In2 12 In2 0
0 0 0 In3
 , Q=
 Im1 0 0 00 12 Im2 12 Im2 0
0 0 0 Im3
 ,
S=
 Il1 0 0 00 12 Il2 12 Il2 0
0 0 0 Il3
 .
A first set of expanded matrices are computed in the
form
A¯ = V AU, B¯ = V BQ, C¯y = TCyU,
resulting
A¯=

A11
1
2A12
p
p
1
2A12 0
A21
1
2A22
p
p
1
2A22 A23
−−− −−− − −−− −−−
A21
1
2A22
p
p
1
2A22 A23
0 12A32
p
p
1
2A32 A33
 ,
B¯=

B11
1
2B12
p
p
1
2B12 0
B21
1
2B22
p
p
1
2B22 B23
−−− −−− − −−− −−−
B21
1
2B22
p
p
1
2B22 B23
0 12B32
p
p
1
2B32 B33
 ,
C¯y=

(Cy)11
1
2 (Cy)12
p
p
1
2 (Cy)12 0
(Cy)21
1
2 (Cy)22
p
p
1
2 (Cy)22 (Cy)23
−−− −−− − −−− −−−
(Cy)21
1
2 (Cy)22
p
p
1
2 (Cy)22 (Cy)23
0 12 (Cy)32
p
p
1
2 (Cy)32 (Cy)33
 .
Now, we form an expanded system S˜ as indicated in (3)
by adding a set of adequate complementary matrices.
If the complementary matrices are chosen in the form
M=
 0 12A12 − 12A12 00 12A22 − 12A22 0
0 − 12A22 12A22 0
0 − 12A32 12A32 0
, N=
 0 12B12 − 12B12 00 12B22 − 12B22 0
0 − 12B22 12B22 0
0 − 12B32 12B32 0
,
L=
 0 12 (Cy)12 − 12 (Cy)12 00 12 (Cy)22 − 12 (Cy)22 0
0 − 12 (Cy)22 12 (Cy)22 0
0 − 12 (Cy)32 12 (Cy)32 0
 ,
then, the system S is a restriction of S˜, and the ex-
panded system S˜ presents an almost-decoupled struc-
ture. More specifically, the system matrices of S˜ have
the following block structure:
A˜=A¯+M =
[
A˜11 A˜12
A˜21 A˜22
]
=

A11 A12
p
p 0 0
A21 A22
p
p 0 A23−−− −−− − −−− −−−
A21 0
p
p A22 A23
0 0 pp A32 A33
,
(4)
B˜=B¯ +N =
[
B˜11 B˜12
B˜21 B˜22
]
=

B11 B12
p
p 0 0
B21 B22
p
p 0 B23−−− −−− − −−− −−−
B21 0
p
p B22 B23
0 0 pp B32 B33
,
(5)
C˜y= C¯y + L =
[
(C˜y)11 (C˜y)12
(C˜y)21 (C˜y)22
]
=

(Cy)11 (Cy)12
p
p 0 0
(Cy)21 (Cy)22
p
p 0 (Cy)23−−− −−− − −−− −−−
(Cy)21 0
p
p (Cy)22 (Cy)23
0 0 pp (Cy)32 (Cy)33
 .
(6)
The state, input and output vectors of the expanded
system
S˜ : ˙˜x(t) = A˜ x˜(t) + B˜ u˜(t),
y˜(t) = C˜y x˜(t),
can be written in the form x˜T=(xT1 , x
T
2 , x
T
2 , x
T
3 ),
u˜T=(uT1 , u
T
2 , u
T
2 , u
T
3 ) and y˜
T= (yT1 , y
T
2 , y
T
2 , y
T
3 ). Using
the block notation given in (4), (5), (6), we may define
two almost-decoupled expanded subsystems
S˜1 : ˙˜x1(t)=A˜11 x˜1(t) + B˜11 u˜1(t) + A˜12 x˜2(t) + B˜12 u˜2(t),
y˜1(t)=(C˜y)11 x˜1(t) + (C˜y)12 x˜2(t),
S˜2 : ˙˜x2(t)=A˜22 x˜2(t) + B˜22 u˜2(t) + A˜21 x˜1(t) + B˜21 u˜1(t),
y˜2(t)=(C˜y)21 x˜1(t) + (C˜y)22 x˜2(t),
where x˜T1 =(x
T
1 , x
T
2 ), u˜
T
1 =(u
T
1 , u
T
2 ), y˜
T
1 =(y
T
1 , y
T
2 ), and
x˜T2 =(x
T
2 , x
T
3 ), u˜
T
2 =(u
T
2 , u
T
3 ), y˜
T
2 =(y
T
2 , y
T
3 ). By remov-
ing the interconnection blocks, two decoupled ex-
panded subsystems result
S˜
(1)
D
: ˙˜x1(t) = A˜11 x˜1(t) + B˜11u˜1(t),
y˜1(t) = (C˜y)11 x˜1(t),
S˜
(2)
D
: ˙˜x2(t) = A˜22 x˜2(t) + B˜22 u˜2(t),
y˜2(t) = (C˜y)22 x˜2(t),
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S1 S2 S3
S
S1 S2 S2 S3
S˜D
S
(1)
S
(2)
S˜
(1)
D S˜
(2)
D
Figure 2: Decoupled expansion of an overlapping
decomposition
which define a decoupled expanded system
S˜
D
: ˙˜x(t) = A˜
D
x˜(t) + B˜
D
u˜(t),
y˜(t) = (C˜y)D x˜(t),
where A˜
D
=diag{A˜11, A˜22}, B˜D=diag{B˜11, B˜22} and
(C˜y)D=diag{(C˜y)11, (C˜y)22}. The decoupled expan-
sion process is schematically depicted in Fig. 2.
2.3 Design of overlapping controllers
To complete the design of an overlapping controller for
S, two additional steps are required: (1) to design a
decentralized controller K˜D for the expanded decou-
pled system S˜
D
, and (2) to contract the decentralized
expanded controller K˜D to a semi-decentralized over-
lapping controller Ko for S. The design of S˜D can be
done by independently computing local controllers for
S˜
(1)
D
and S˜
(2)
D
; in the next subsection, this step will be
considered in detail for the particular case of design-
ing optimal LQR controllers. Regarding to the sec-
ond step, the concept of contractibility is introduced
in order to guarantee the correctness of the controller
contraction process.
Definition 3 (Contractibility) Suppose that S˜ is
an expansion of the system S. Then, a control law
u˜(t)=K˜ x˜(t) for S˜ is contractible to the control law
u(t)=Kx(t) for S if there exist transformations as
in (2) such that, for any initial state x0∈Rn and
any input u(t)∈Rm, if x˜0=V x0 and u˜(t)=Ru(t) then
Kx(t;x0, u) =QK˜x˜(t;V x0, Ru) for all t≥0.
The following proposition expresses the contractibility
property in terms of complementary matrices.
Proposition 1 Suppose that S˜ is an expansion of the
system S. Then, a control law u˜(t)=K˜ x˜(t) for S˜ is
contractible to the control law u(t)=Kx(t) for S if and
only if QK˜V=K, QK˜M iV= 0, QK˜M i−1NR= 0, for
i=1, . . . , n˜.
When the original system S is a restriction of the ex-
panded system S˜, from Definition 2 and Proposition 1,
it is clear that any expanded controller K˜ designed in
S˜ can be contracted to a controller K=QK˜V for S.
If K˜(1) and K˜(2) are local controllers for the decou-
pled expanded subsystems S˜
(1)
D
and S˜
(2)
D
, then a block
diagonal controller can be obtained in the form
K˜
D
=
[
K˜(1) 0
0 K˜(2)
]
;
this expanded controller can be contracted to an over-
lapping controller
Ko = QK˜DV =
 K11 K12
p
p
p
0−−−
p
p
p
−−−
K21 K22 K23−−−
p
p
p
−−−
0
p
p
p
K32 K33
 , (7)
which has a desired block tridiagonal structure.
2.4 Design of LQR overlapping controllers
To design a centralized state-feedback optimal LQR
controller for the system (1), we begin by defining the
performance index
Jc(x(t), u(t)) =
∫ ∞
0
[
xT(t)Q∗x(t) + uT(t)R∗u(t)
]
dt,
(8)
where Q∗ is a positive-semidefinite real symmetric ma-
trix, and R∗ is a positive-definite real symmetric ma-
trix. If the Riccati equation
ATP + PA− PB(R∗)−1BTP +Q∗ = 0
has a positive-definite solution P , then the control vec-
tor
uopt(t) = −Kopt x(t) (9)
with the gain matrix
Kopt = (R
∗)−1BTP
minimizes the index (8) for the trajectories satisfying
x˙ = Ax+Bu
and for all initial state x0. The optimal value of the
index corresponding to the initial state x0 is
[Jc(x0)]opt = x
T
0 Px0.
If the components of the initial state are considered
independent random variables with mean µ = 0 and
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variance σ2 = 1, then the average value of [Jc(x0)]opt
can be computed as
[Jc]opt = trace(P ).
Any other stable gain matrix K will define a control
law u(t) = −Kx(t) with an associated average cost JK
≥ [Jc]opt. The value of JK can be computed as
JK = trace(PK),
where PK is the solution of the Lyapunov equation
(A−BK)TP + P (A−BK) +Q∗ +KTR∗K = 0.
To design an overlapping LQR controller, we start by
computing local optimal LQR controllers for the ex-
panded decoupled subsystems S˜
(1)
D
and S˜
(2)
D
. To this
end, we consider local quadratic cost functions
J˜
(1)
D
(x˜
1
(t), u˜1(t)) =∫ ∞
0
[
x˜T1 (t)Q˜
∗
1x˜1(t) + u˜
T
1 (t)R˜
∗
1u˜1(t)
]
dt, (10)
J˜
(2)
D
(x˜
2
(t), u˜2(t)) =∫ ∞
0
[
x˜T2 (t)Q˜
∗
2x˜2(t) + u˜
T
2 (t)R˜
∗
2u˜2(t)
]
dt, (11)
where Q˜∗1, Q˜
∗
2, R˜
∗
1 and R˜
∗
2 are appropriate expanded
weighting matrices. The gain matrices for the control
laws
u˜1(t) = −K˜1 x˜1(t), u˜2(t) = −K˜2 x˜2(t),
that minimize the cost functions (10,11), can be inde-
pendently computed as
K˜1 =
[
R˜∗1
]−1
B˜T1 P˜1, K˜2 =
[
R˜∗2
]−1
B˜T2 P˜2,
where P˜
1
and P˜
2
are the solutions of the corresponding
Riccati equations. In the decoupled expanded system
S˜
D
, the gain matrix of the controller u˜(t)=−K˜
D
x˜(t)
which minimizes the cost function
J˜
D
(x˜(t), u˜(t)) =
∫ ∞
0
[
x˜T (t)Q˜∗
D
x˜(t) + u˜T (t)R˜∗
D
u˜(t)
]
dt,
with
Q˜∗
D
= diag{Q˜∗1, Q˜∗2}, R˜∗D = diag{R˜∗1, R˜∗2},
can be written as a block diagonal gain matrix
K˜
D
= diag{K˜1, K˜2}.
(a) Longitudinal
(b) Loop (c) Radial
Figure 3: Multi-overlapping decompositions
Finally, the controller u˜
D
(t) = −K˜
D
x˜(t) is contracted
to an overlapping controller
uo(t) = −Ko x(t) (12)
that can be implemented into the original system S.
The contracted gain matrix is computed as
Ko = QK˜DV,
and has the desired block tridiagonal structure shown
in (7). Obviously, the gain matrix Ko defines a subop-
timal controller with an expected cost JKo ≥ [Jc]opt.
However, the numerical simulations show that the over-
lapping controller (12) exhibits a remarkably high per-
formance level with respect to the centralized optimal
LQR controller (9), despite the restricted information
exchange and the lower dimension required in its de-
sign.
3 Multi-overlapping controllers
Although the vast majority of theoretical results and
applications of overlapping decomposition has been for-
mulated for the simple case of two overlapping subsys-
tems, it should be noted that most of the problems
appearing in the context of large scale and complex
systems lead naturally to the consideration of multi-
overlapping structures. The generalization from a sim-
ple overlapping to a multi-overlapping approach is by
no means straightforward. For three overlapping sub-
systems, three different overlapping topologies can be
considered: longitudinal, loop, and radial. These basic
multi-overlapping structures are illustrated in Fig. 3,
where the circles in the diagrams may be seen as phys-
ical subsystems; the arrows indicate state, input, or
output interaction; and the dashed ellipses represent
the overlapping subsystems. Obviously, in the gen-
eral case of n overlapping subsystems, highly complex
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multi-overlapping structures may appear. An inter-
esting study on multi-overlapping controller design for
general multi-overlapping structures can be found in
Chen and Stankovic´ (2005a).
The Expansion-Decoupling-Contraction (EDC) pro-
cess involved in the design of multi-overlapping con-
trollers may be carried out following two different ap-
proaches: (i) single-step, and (ii) multi-step. The
single-step approach processes all the subsystems si-
multaneously, uses a generalized version of the Inclu-
sion Principle, and requires generalized forms of the
expansion and complementary matrices whose struc-
ture depends on the structure of the particular multi-
overlapping decomposition under consideration. The
multi-step approach breaks the overall EDC process
into a set of elemental EDC subprocesses where only
two subsystems are involved. The interest of the multi-
step approach lies in its balanced combination of the-
oretical simplicity and computational efficiency: from
a theoretical point of view, only the basic theory of
two overlapping subsystems is required; from a com-
putational perspective, the same basic procedure is re-
peatedly used, and part of the computations might be
processed in parallel. A detailed study of the design
of multi-overlapping controllers for longitudinal multi-
overlapping systems following the multi-step approach
may be found in Palacios-Quin˜onero et al. (2010).
In this section, to illustrate the main ideas involved
in the multi-step EDC process, we discuss a partic-
ular case of multi-overlapping controller design for a
system admitting a longitudinal multi-overlapping de-
composition (see Fig. 4); an example of application to
the vibrational control of a five-story building will be
provided in Section 5. Let us suppose that the system
S given in (1) admits the sequential multi-overlapping
decomposition shown in Fig. 4, this means that the sys-
tem matrices have a tridiagonal block structure. In
particular, the state matrix can be written in the form
A =

Aˆ11 Aˆ12 0 0 0
Aˆ21 Aˆ22 Aˆ23 0 0
0 Aˆ32 Aˆ33 Aˆ34 0
0 0 Aˆ43 Aˆ44 Aˆ45
0 0 0 Aˆ54 Aˆ55
 ; (13)
the input and output matrices B, Cy, will present an
analogous structure with blocks Bˆij , (Cˆy)ij . The sub-
systems Sˆj are
Sˆ1 :
{
˙ˆx1 = Aˆ11xˆ1 + Bˆ11uˆ1 + Aˆ12xˆ2 + Bˆ12uˆ2,
yˆ1 = (Cˆy)11xˆ1 + (Cˆy)12xˆ2,
Sˆj :

˙ˆxj = Aˆjj xˆj + Bˆjj uˆj + Aˆj,j−1xˆj−1 + Aˆj,j+1xˆj+1
+ Bˆj,j−1uˆj−1 + Bˆj,j+1uˆj+1,
yˆj = (Cˆy)jj xˆj + (Cˆy)j,j−1xˆj−1 + (Cˆy)j,j+1xˆj+1,
for j = 2, . . . 4, and
Sˆ5 :
{
˙ˆx5 = Aˆ55xˆ5 + Bˆ55uˆ5 + Aˆ54xˆ4 + Bˆ54uˆ4,
yˆ5 = (Cˆy)55xˆ5 + (Cˆy)54xˆ4,
where xˆj , uˆj , yˆj , are the state, input and output of
the subsystem Sˆj with respective dimensions nˆj , mˆj ,
lˆj , j = 1, . . . , 5. The overall state of the system S is
x = (xˆ1, xˆ2, xˆ3, xˆ4, xˆ5), with dimensionn =
∑
nˆj ;
analogously, the overall input and output vectors can
be written as
u = (uˆ1, uˆ2, uˆ3, uˆ4, uˆ5), with dimension m =
∑
mˆj ,
y = (yˆ1, yˆ2, yˆ3, yˆ4, yˆ5), with dimension l =
∑
lˆj .
To carry out the decoupling extension of the multi-
overlapping system, we proceed in two stages.
In Stage 1, we consider the subsystems S
(1)
, S
(2)
, which
overlap in subsystem Sˆ3, and perform a first decoupling
expansion as explained in Subsection 2.2 with n1 =
nˆ1 + nˆ2, n2 = nˆ3, n3 = nˆ4 + nˆ5; and m1 = mˆ1 + mˆ2,
m2 = mˆ3, m3 = mˆ4 + mˆ5. As the output is not rele-
vant in the design of state-feedback controllers, it can
be omitted. After adding a suitable set of complemen-
tary matrices and properly removing the residual inter-
connection blocks, we obtain a first pair of expanded
decoupled systems S˜
(1)
D
, S˜
(2)
D
. At this point, expanded
controllers K˜
(1)
, K˜
(2)
can be independently computed
and contracted to obtain an overlapping controller Ko;
this approach will be followed in Subsection 5.2 and is
depicted in Fig. 7.
In Stage 2, we observe that the decoupled expanded
systems obtained in Stage 1 admit a new overlapping
decomposition: S˜
(1)
D
can be decomposed in the subsys-
tems S
(11)
, S
(12)
, which overlap in Sˆ2; S˜
(2)
D
can be decom-
posed in the subsystems S
(21)
, S
(22)
, which overlap in Sˆ4.
Further decoupling expansions may be performed (in
parallel) for S˜
(1)
D
and S˜
(2)
D
, resulting the four decoupled
expanded systems S˜
(11)
D
, S˜
(12)
D
, S˜
(21)
D
, S˜
(22)
D
. Now, four
low dimension expanded controllers K˜
(11)
, K˜
(12)
, K˜
(21)
,
K˜
(22)
, can be computed (in parallel). A two-step con-
traction process follows: firstly, K˜
(11)
, K˜
(12)
are con-
tracted to an overlapping controller K˜
(1)
for S˜
(1)
D
, and
K˜
(21)
, K˜
(22)
are contracted to an overlapping controller
K˜
(2)
for S˜
(2)
D
; secondly, K˜
(1)
, K˜
(2)
are contracted to a
multi-overlapping controller
Kmo =

Kˆ11 Kˆ12 0 0 0
Kˆ21 Kˆ22 Kˆ23 0 0
0 Kˆ32 Kˆ33 Kˆ34 0
0 0 Kˆ43 Kˆ44 Kˆ45
0 0 0 Kˆ54 Kˆ55
 ,
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Sˆ1 Sˆ2 Sˆ3
Sˆ1 Sˆ2 Sˆ2 Sˆ3
S
(1)
S˜
(11)
D S˜
(12)
D
Sˆ4 Sˆ5
S
(2)
Sˆ1 Sˆ2 Sˆ3
S
(11)
S
(12)
Sˆ3 Sˆ4 Sˆ5
S
(21)
S
(22)
Sˆ3 Sˆ4 Sˆ4 Sˆ5
S˜
(21)
D S˜
(22)
D
S˜
(1)
D S˜
(2)
D
Figure 4: Decoupling expansion for multi-overlapping decomposition
for S which presents a block structure in accordance
with the structure (13) of the system matrices. A
multi-overlapping controller umo = −Kmo x can be ex-
pressed as umo = (uˆ1, uˆ2, uˆ3, uˆ4, uˆ5), where uˆj is the
control input to the subsystem Sˆj . More precisely, we
have
uˆ1 = Kˆ11xˆ1 + Kˆ12xˆ2,
uˆj = Kˆjj xˆj + Kˆj,j−1xˆj−1 + Kˆj,j+1xˆj+1, j = 2, . . . , 4,
uˆ5 = Kˆ55xˆ5 + Kˆ54xˆ4,
where it can be clearly appreciated that only the states
xˆj corresponding to neighboring subsystems are re-
quired to compute the control action for the subsystem
Sˆj . The presented procedure is schematically depicted
in Fig. 8; it will be used in Subsection 5.3 to compute
multi-overlapping controllers for a five-story building.
4 Five-story building model
In this section simplified dynamical models for the vi-
brational response of a five-story building (see Fig. 5)
are presented. These models will later be used to com-
pute overlapping and multi-overlapping controllers fol-
lowing the ideas presented in the previous sections;
they will also be used in the numerical simulations
conducted to assess the vibrational response attenua-
tion achieved by the proposed semi-decentralized con-
trollers. In order to give a clear picture of the struc-
tures and dimensions, numerical values of all the rel-
evant matrices are presented. However, to facilitate a
one-column display, the numerical format and accuracy
in big matrices has had to be conveniently adjusted and
k5
c5
k4
c4
k3
c3
k2
c2
w
m1
c1
k1
m2
m3
m4
m5
Figure 5: Five-story building model
the numerical accuracy of different matrices may be
inconsistent. In any case, a clear distinction has been
made between structural zeros (0) and rounded-to-zero
values (0.000).
4.1 Second-order model
The building motion can be described by the second-
order model
Mq¨(t) + Cq˙(t) +Kq(t) = Tuu(t) + Tww(t), (14)
where M , K, C are, respectively, the mass, stiffness,
and damping matrices; the vector of story displace-
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ments with respect to the ground is
q(t) = [q1(t), q2(t), q3(t), q4(t), q5(t)]
T
,
with qi(t) representing the displacement of the ith
story; the vector of control forces has a similar struc-
ture
u(t) = [u1(t), u2(t), u3(t), u4(t), u5(t)]
T
,
where ui(t) denotes the control force exerted by the
ith actuation device; Tu is the control location ma-
trix; w(t) is the seismic ground acceleration; and
Tw=−M [1]5×1 is the disturbance input matrix, where
[1]5×1 denotes a column vector of dimension 5 with all
its entries equal to 1.
The mass and stiffness matrices in equation (14) have
the following structure:
M =
m1 0 0 0 00 m2 0 0 00 0 m3 0 0
0 0 0 m4 0
0 0 0 0 m5
,
K =
 k1+k2 −k2 0 0 0−k2 k2+k3 −k3 0 00 −k3 k3+k4 −k4 0
0 0 −k4 k4+k5 −k5
0 0 0 −k5 k5
 . (15)
If the damping coefficients cj were known, a tridiago-
nal damping matrix C with the same structure as the
stiffness matrix (15) might, in principle, be obtained
by replacing the stiffness coefficients ki by the corre-
sponding damping coefficients ci . However, unlike the
case of stiffness properties, the values of the damping
coefficients may not be properly estimated from the
structural dimensions, structural member sizes, and
the damping of the structural materials used. If sim-
ilar damping mechanisms are distributed throughout
the structure (as it is supposed to happen in our multi-
story building), the damping matrix can be determined
from its modal damping ratios. The Rayleigh damping
approach allows to compute a tridiagonal damping ma-
trix in the form C = a0M + a1K by setting the value
of two damping ratios ξi, ξj . If the damping ratios are
taken with a common value ξ, the coefficients a0, a1,
can be computed as
a0 = ξ
2ωiωj
ωi + ωj
, a1 = ξ
2
ωi + ωj
,
with ωj denoting the jth natural frequency of the struc-
ture which can be computed as ωj =
√
λj , where
λ1 ≤ · · · ≤ λn are the eigenvalues of the symmetric
positive-definite matrix M
−1
K. A commonly accepted
value for the damping ration in seismic response simu-
lations (and in earthquake building codes) is ξ = 5%.
A detailed treatment of the subject can be found in
Chopra (2007).
u1
u2
u3
-u1u2
u3 -u2
-u3u4
u5 -u4
-u5
(b) Inter-story actuation
u5
(a) Direct actuation
u4
Figure 6: Actuation schemes for a five-story building
In the design of the different controllers and the nu-
merical simulations, we will take the particular val-
ues mj = 2.156 × 105kg, kj = 1.5 × 108N/m, for
j = 1, . . . , 5. The Rayleigh damping matrix corre-
sponding to a damping ratio ξ = 0.05 for the first and
second natural frequencies (with elements in Ns/m), is
C = 10
6 ×
 1.14 −0.51 0 0 0−0.51 1.14 −0.51 0 00 −0.51 1.14 −0.51 0
0 0 −0.51 1.14 −0.51
0 0 0 −0.51 0.63
 .
Regarding to the control location matrix Tu, we will
consider two different cases corresponding to the actua-
tion schemes depicted in Fig. 6. In the direct actuation
scheme, we suppose that an ideal force-actuation de-
vice is implemented in each story; the control location
matrix is in this case an identity matrix T
(d)
u = I5 . In
the more realistic inter-story actuation scheme, ideal
force-actuation devices are supposed to be placed be-
tween consecutive stories. In this second case, we agree
that a positive control actuation uj(t) will exert a pos-
itive force uj(t) on the (j − 1)th story, and a negative
force −uj(t) on the jth story; this convention is illus-
trated in Fig. 6, where the positive direction is to the
right. The control location matrix corresponding to
the inter-story actuation scheme is
T (is)u =

−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1
0 0 0 0 −1
 .
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4.2 First-order state-space model
From the second-order model (14), a first-order state-
space model can be derived
S
I
: x˙
I
(t) = A
I
x
I
(t) +B
I
u(t) + E
I
w(t), (16)
by taking the state vector
x
I
(t) =
[
q(t)
q˙(t)
]
.
The state matrix in (16), has the structure
A
I
=
[
[0]
5×5 I5
−M−1K −M−1C
]
,
while the control and disturbance input matrices are,
respectively,
B
I
=
[
[0]
5×5
M−1Tu
]
, E
I
=
[
[0]
5×1
−[1]
5×1
]
,
where [0]
5×5 , [0]5×1 are zero-matrices of indicated di-
mensions. Next we define a new state vector
x(t) = Cx
I
(t)
with
C =

1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
−1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0
0 −1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 1 0 0
0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 1 0
0 0 0 −1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 1

.
The new state
x(t) = [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10]
groups together the inter-story drifts and inter-story
velocities in increasing order

x1(t) = q1(t), x2(t) = q˙1(t),
x2j−1(t) = qj (t)− qj−1(t), for j = 2, 3, 4, 5,
x2j (t) = q˙j (t)− q˙j−1(t), for j = 2, 3, 4, 5.
The new state-space model is
S : x˙(t) = Ax(t) +Bu(t) + Ew(t),
with
A = CA
I
C−1 , B = CB
I
, E = CE
I
.
For the particular values of the building parameters
given in Subsection 4.1, we obtain the state matrix
A = 10
3×
0 .001 0 0 0 0 0 0 0 0
–.696 –.003 .696 .002 0 0 0 0 0 0
0 0 0 .001 0 0 0 0 0 0
.696 .002 –1.391 –.005 .696 .002 0 0 0 0
0 0 0 0 0 .001 0 0 0 0
0 0 .696 .002 –1.391 –.005 .696 .002 0 0
0 0 0 0 0 0 0 .001 0 0
0 0 0 0 .696 .002 –1.391 –.005 .696 .002
0 0 0 0 0 0 0 0 0 .001
0 0 0 0 0 0 .696 .002 –1.391 –.005

(17)
the disturbance input matrix
E = [0, −1, 0, 0, 0, 0, 0, 0, 0, 0]T ,
and two different control input matrices
B
(d)
= 10−5 ×

0 0 0 0 0
0.464 0 0 0 0
0 0 0 0 0
−0.464 0.464 0 0 0
0 0 0 0 0
0 −0.464 0.464 0 0
0 0 0 0 0
0 0 −0.464 0.464 0
0 0 0 0 0
0 0 0 −0.464 0.464
 ,
(18)
B
(is)
= 10−5 ×

0 0 0 0 0
−0.464 0.464 0 0 0
0 0 0 0 0
0.464 −0.928 0 0 0
0 0 0 0 0
0 0.464 −0.928 0.464 0
0 0 0 0 0
0 0 0.464 −0.928 0
0 0 0 0 0
0 0 0 0.464 −0.923
 ,
(19)
corresponding, respectively, to the direct and the inter-
story actuation scheme.
5 Controllers design
In this section, several controllers with different lev-
els of information exchange are designed for the five-
story building model presented in Section 4. More
precisely, three kinds of controllers are computed: (i)
centralized controllers, (ii) semi-decentralized overlap-
ping controllers, and (iii) semi-decentralized multi-
overlapping controllers. In each case, the direct and
inter-story actuation schemes are considered. For the
sake of clarity, the control design objectives have been
restricted to the reduction of maximum absolute inter-
story drifts and, in all the cases, the optimal LQR con-
trol approach has been followed. To perform a first
evaluation of the effectiveness achieved by the semi-
decentralized controllers, the corresponding quadratic
costs are computed and compared with the optimal
costs obtained by the centralized controllers. As in the
previous section, the numerical format and accuracy in
big matrices has been conveniently adjusted to facili-
tate a one-column display.
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5.1 Centralized controllers
To compute the centralized optimal LQR controllers,
we consider the quadratic index Jc described in (8)
defined by the weighting matrices
Q∗ =

1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0

and R∗=10
−16
I5 . The gain matrix of the optimal LQR
controller for the direct actuation scheme computed
with the system matrices A, B(d) given in (17), (18) is
K(d)c = 10
8×[
.234 .028 –.046 .001 –.029 –.002 –.017 –.001 –.008 –.001
.218 .029 .235 .026 –.063 .000 –.037 –.002 –.017 –.001
.189 –.027 .201 .028 .227 .026 –.063 .000 –.029 –.002
.175 .026 .181 .027 .201 .028 .235 .026 –.045 .001
.164 .026 .172 .026 .189 .027 .218 .029 .264 .028
]
,
with an optimal cost
[
J
(d)
c
]
opt
= 0.2974. In the case
of inter-story actuators, the input matrix B(is) (19) is
used, resulting the centralized gain matrix
K(is)c = 10
8×[
–.303 –.057 .000 –.031 .000 –.020 .000 –.012 .000 –.006
.000 –.031 –.303 –.045 .000 –.024 .000 –.013 .000 –.006
.000 –.020 .000 –.024 –.303 –.039 .000 –.018 .000 –.008
.000 –.012 .000 –.013 .000 –.018 –.303 –.033 .000 –.012
.000 –.006 .000 –.006 .000 –.008 .000 –.012 –.303 –.025
]
,
with an optimal cost
[
J
(is)
c
]
opt
= 0.3749. Note that
the full-state is needed to compute the control vector
u
(d)
c = −K(d)c x(t). In the inter-story actuation scheme,
the gain matrix K
(is)
c contains a good number of zero
elements; however, to compute the actuation force for
the jth actuation device, the local inter-story drift
and all the inter-story velocities are required. Con-
sequently, a full-range communication system must be
used to implement the obtained centralized controllers.
5.2 Overlapping controllers
In this subsection, we consider the overlapping decom-
position depicted in Fig. 7 and use the ideas presented
in Section 2 to design two semi-decentralized overlap-
ping controllers. The considered overlapping decom-
position (obviously, other decompositions are also pos-
sible) consists of two systems S(1) = [1, 2, 3], S(2) =
[3, 4, 5] which overlap in the third story. The nota-
tion S(1) = [1, 2, 3] indicates that S(1) comprises the
stories 1–3. Following the notation introduced in Sub-
section 2.2, the dimensions of the state partition are
n1 = 4, n2 = 2, n3 = 4; for the control partition, we
3
4
5
1
2
S
(2)
S
(1)
3
4
5 S˜
(2)
D
1
2
3
S˜
(1)
D
K˜
(2)
K˜
(1)
Ko
Figure 7: Overlapping controller design
have m1 = 2, m2 = 1, m3 = 2. The values of nj , mj
define the expansion matrices
V=
[
I4 0 0
0 I2 0
0 I2 0
0 0 I4
]
, R=
[
I2 0 0
0 I1 0
0 I1 0
0 0 I2
]
.
After performing the decoupled decomposition as in-
dicated in Subsection 2.2, we obtain the decoupled
expanded systems S˜
(1)
D and S˜
(2)
D . The decoupled ex-
panded state matrices are
A˜11 = 10
3× 0 0.0010 0 0 0 0−0.6957 −0.0029 0.6957 0.0024 0 00 0 0 0.0010 0 00.6957 0.0024 −1.3915 −0.0053 0.6957 0.0024
0 0 0 0 0 0.0010
0 0 0.6957 0.0024 −1.3915 −0.0053
 , (20)
A˜22 = 10
3× 0 0.0010 0 0 0 0−1.3915 −0.0053 0.6957 0.0024 0 00 0 0 0.0010 0 00.6957 0.0024 −1.3915 −0.0053 0.6957 0.0024
0 0 0 0 0 0.0010
0 0 0.6957 0.0024 −1.3915 −0.0053
 . (21)
5.2.1 Direct actuation
For the direct actuation scheme, the decoupled ex-
panded input matrices are
B˜
(d)
11 = B˜
(d)
22 = 10
−5×
 0 0 00.4638 0 00 0 0−0.4638 0.4638 0
0 0 0
0 −0.4638 0.4638
 . (22)
To compute the LQR expanded controllers, we take the
quadratic cost indexes J˜
(1)
D , J˜
(2)
D (10,11) with weighting
matrices
Q˜∗1 = Q˜
∗
2 =
 1 0 0 0 0 00 0 0 0 0 00 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0
, R˜∗1 = R˜∗2 = 10−16.5 × I3 .
(23)
67
Modeling, Identification and Control
For the expanded system S˜
(1)
D , defined by A˜11 and B˜
(d)
11
(20,22), we obtain the expanded control matrix
K˜
(1)
d = 10
8 ×
[
.7104 .0491 –.1649 –.0019 –.0673 –.0025
.5455 .0472 .6431 .0466 –.1649 –.0019
.4782 .0447 .5455 .0472 .7104 .0492
]
;
analogously, for the system S˜
(2)
D defined by A˜22, B˜
(d)
22
(21,22), we get
K˜
(2)
d = 10
8 ×
[
.4100 .0167 –.3254 –.0241 –.1670 –.0140
.1456 .0252 .5413 .0353 –.1841 –.0074
.0252 .0242 .4032 .0382 .0690 .0456
]
.
The contraction of the block diagonal expanded control
matrix K˜
(d)
D = diag
{
K˜
(1)
d , K˜
(2)
d
}
produces the semi-
decentralized overlapping control matrix
K(d)o = QK˜
(d)
D V = 10
8×[
.710 .049 –.165 –.002 –.067 –.003 0 0 0 0
.545 .047 .643 .047 –.165 –.002 0 0 0 0
.239 .022 .273 .024 .560 .033 –.163 –.012 –.083 –.007
0 0 0 0 .147 .025 .541 .035 –.184 –.007
0 0 0 0 .025 .024 .403 .038 .690 .046
]
.
(24)
5.2.2 Inter-story actuation
For the inter-story actuation scheme, the decoupled ex-
panded input matrices are
B˜
(is)
11 = 10
−5×
 0 0 0−0.4638 0.4638 00 0 00.4638 −0.9276 0.4638
0 0 0
0 0.4638 −0.9276
 , (25)
B˜
(is)
22 = 10
−5×
 0 0 0−0.9276 0.4638 00 0 00.4638 −0.9276 0.4638
0 0 0
0 0.4638 −0.9276
 . (26)
With the same quadratic indexes J˜
(1)
D , J˜
(2)
D given in
(10,11,23), the expanded system S˜
(1)
D defined by the
matrices A˜11 and B˜
(is)
11 (20,25) produces the expanded
control matrix
K˜
(1)
is = 10
8 ×
[
–.8264 –.0849 .0000 –.0388 .0000 –.0168
.0000 –.0388 –.8264 –.0629 .0000 –.0219
.0000 –.0168 .0000 –.0219 –.8264 –.0461
]
,
and for the system S˜
(2)
D , defined by A˜22 and B˜
(is)
22
(21,26), results
K˜
(2)
is = 10
8 ×
[
–.8264 –.0431 .0000 –.0155 .0000 –.0062
.0000 –.0155 –.8264 –.0492 .0000 –.0155
.0000 –.0062 .0000 –.0155 –.8264 –.0431
]
.
After the contraction process, we obtain
K(is)o = 10
8×[
–.826 –.085 .000 –.039 .000 –.017 0 0 0 0
.000 –.039 –.826 –.063 .000 –.022 0 0 0 0
.000 –.084 .000 –.011 –.826 –.045 .000 –.008 .000 –.003
0 0 0 0 .000 –.016 –.826 –.049 .000 –.016
0 0 0 0 .000 –.006 .000 –.016 –.826 .043
]
.
(27)
Note that, due to the particular structure of the over-
lapping control matrices (24,27), a local controller with
wireless communications system would only need to
cover a range of half building to compute the control
vectors u
(d)
o = −K(d)o x(t) and u(is)o = −K(is)o x(t). The
average values of the quadratic index Jc corresponding
to the overlapping controllers are [Jc]K(d)o
= 0.3525,
[Jc]K(is)o
= 0.4430.
5.3 Multi-overlapping controllers
In this subsection, the ideas presented in Section 3
are applied to the design of semi-decentralized multi-
overlapping controllers for the longitudinal multi-
overlapping decomposition depicted in Fig. 8. Follow-
ing the terminology of Section 3, Stage 1 has been com-
pleted in Subsection 5.2 and we have now two decou-
pled expanded decompositions{
S˜D
}(d)
=
[{
S˜
(1)
D
}(d)
,
{
S˜
(2)
D
}(d)]
,
{
S˜D
}(is)
=
[{
S˜
(1)
D
}(is)
,
{
S˜
(2)
D
}(is)]
.
To complete Stage 2, we start by introducing a more
suitable notation for the system matrices of the sub-
systems S˜
(j)
D in the form
S˜
(j)
D =
[
A˜(j), B˜(j)
]
;
when convenient, notations such as
{
S˜
(j)
D
}(d)
or{
B˜(j)
}(is)
will be used to indicate the actuation
scheme type. With the notations of Subsection 5.2,
we have
A˜(1) = A˜11, A˜
(2) = A˜22,{
B˜(1)
}(d)
= B˜
(d)
11 ,
{
B˜(2)
}(d)
= B˜
(d)
22 ,{
B˜(1)
}(is)
= B˜
(is)
11 ,
{
B˜(2)
}(is)
= B˜
(is)
22 .
Now, we observe that each subsystem S˜
(j)
D admits a
new overlapping decomposition and define a second set
of expansion matrices
V (2)=
[
I2 0 0
0 I2 0
0 I2 0
0 0 I2
]
, R(2)=
[
I1 0 0
0 I1 0
0 I1 0
0 0 I1
]
,
to obtain the decoupled expansions
S˜
(1)
D =
[
S˜
(11)
D , S˜
(12)
D
]
, S˜
(2)
D =
[
S˜
(21)
D , S˜
(22)
D
]
,
with
S˜
(ij)
D =
[
A˜(ij), B˜(ij)
]
, i = 1, 2, j = 1, 2.
Next, we separately discuss the direct actuation and
the inter-story actuation cases.
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Figure 8: Multi-overlapping expansion-contraction process
5.3.1 Direct actuation
After completing the expansion and decoupling process
on S˜
(1)
D , S˜
(2)
D , we obtain
A˜(11) = 103×
[
0 0.0010 0 0
–0.6957 –0.0029 0.6957 0.0024
0 0 0. 0.0010
0.6957 0.0024 –1.3915 –0.0053
]
,
A˜(12) = 103×
[
0 0.0010 0 0
–1.3915 –0.0053 0.6957 0.0024
0 0 0. 0.0010
0.6957 0.0024 –1.3915 –0.0053
]
,
A˜(21) = A˜(22) = A˜(12),
{
B˜(ij)
}(d)
= 10−5×
[
0 0
0.4638 0
0 0
–0.4638 0.4638
]
, i = 1, 2, j = 1, 2.
To design the expanded LQR controllers for the sub-
systems
{
S˜
(ij)
D
}(d)
, we consider the weighting matrices
Q˜∗ =
[
1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
]
, R˜∗ = 10−16.5 × I2, (28)
obtaining{
K˜(11)
}(d)
= 108×[ .7424 .0506 –.1229 –.0001
.6195 .0505 .7424 .0506
]
,
{
K˜(12)
}(d)
= 108×[ .4074 .0236 –.2242 –.0130
.1740 .0316 .6655 .0448
]
,
{
K˜(21)
}(d)
=
{
K˜(22)
}(d)
=
{
K˜(12)
}(d)
.
A first contraction step on{
K˜
(1)
D
}(d)
= diag
({
K˜(11)
}(d)
,
{
K˜(12)
}(d))
,
{
K˜
(2)
D
}(d)
= diag
({
K˜(21)
}(d)
,
{
K˜(22)
}(d))
,
produces
{
K˜(1)
}(d)
= 108×[
.7424 .0562 –.1230 –.0001 0 0
.3098 .0257 .5749 .0371 –.1121 –.0065
0 0 .1740 .0317 .6655 .0448
]
,
{
K˜(2)
}(d)
= 108×[
.4074 .0236 –.2242 –.0130 0 0
.0870 .0159 .5364 .0342 –.1121 –.0065
0 0 .1740 .0317 .6655 .0448
]
,
and a second contraction step produces the multi-
overlapping controller
K(d)mo = 10
8×[
.742 .051 –.123 .000 0 0 0 0 0 0
.310 .025 .579 .037 –.112 –.007 0 0 0 0
0 0 .087 .016 .536 –.034 –.112 –.007 0 0
0 0 0 0 .087 .016 .536 .034 –.112 –.007
0 0 0 0 0 0 .174 .032 .665 .044
]
.
(29)
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Figure 9: Wireless transmission range required by the
multi-overlapping controllers
5.3.2 Inter-story actuation
For the inter-story actuation scheme, we obtain the
decoupled expanded input matrices{
B˜(11)
}(is)
= 10−5×
[
0 0
–0.4638 0.4638
0 0
0.4638 –0.9276
]
,
{
B˜(12)
}(is)
= 10−5×
[
0 0
–0.9276 0.4638
0 0
0.4638 –0.9276
]
,
{
B˜(21)
}(is)
=
{
B˜(22)
}(is)
=
{
B˜(12)
}(is)
.
With the weighting matrices given in (28), the ex-
panded LQR controllers for the decoupled subsystems{
S˜
(ij)
D
}(is)
are
{
K˜(11)
}(is)
= 108×[ –.8264 –.0730 .0000 –.0255
.0000 –.0255 –.8264 –.0475
]
,
{
K˜(12)
}(is)
= 108×[ –.8264 –.0416 .0000 –.0122
.0000 –.0122 –.8264 –.0416
]
,
{
K˜(21)
}(is)
=
{
K˜(22)
}(is)
=
{
K˜(12)
}(is)
.
After two contraction steps, the following multi-
overlapping controller results
K(is)mo = 10
8×[
–.826 –.073 .000 –.025 0 0 0 0 0 0
.000 –.013 –.826 –.045 .000 –.064 0 0 0 0
0 0 .000 –.006 –.826 –.042 .000 –.006 0 0
0 0 0 0 .000 –.006 –.826 –.042 .000 –.006
0 0 0 0 0 0 .000 –.012 –.826 –.042
]
.
(30)
It is worth to be highlighted that only two four-
dimensional LQR problems have been actually solved
in the design of the ten-dimensional multi-overlapping
controllers. It should also be noted that, due to the
block tridiagonal structure of the multi-overlapping
control matrices (29,30), to compute the control vec-
tors
u(d)mo = −K(d)mox(t), u(is)mo = −K(is)mo x(t),
by means of wireless local controllers, a transmission
range of only one story is required (see Fig. 9). The av-
erage values of the quadratic index Jc corresponding to
the multi-overlapping controllers are [Jc]K(d)mo
= 0.3675,
[Jc]K(is)mo
= 0.4881.
In Tables 1 and 2, the average quadratic cost for all
the designed controllers are collected and compared.
As could be expected, the obtained semi-decentralized
controllers are suboptimal: the overlapping controllers
produce a moderate increase, with respect to central-
ized optimal controller, of about 18%; additional in-
creases of 5.1% and 12.1% for the direct and inter-story
actuation schemes, respectively, are introduced by the
multi-overlapping controllers. However, the relatively
higher values associated to the multi-overlapping con-
trollers might be seen in the light of its remark-
able features: reduced information exchange, short-
range transmission requirements, and computational
efficiency.
6 Numerical simulations
In this section, a set of numerical simulations are con-
ducted in order to gain a clearer insight on the be-
havior of the semi-decentralized controllers designed in
Section 5; in all the cases, the behavior of the corre-
sponding centralized controllers have been taken as ref-
erence. For clarity and simplicity, the study has been
restricted to a couple of relevant aspects: maximum ab-
solute inter-story drifts, and maximum absolute control
efforts.
Ground acceleration records of four real earthquakes
have been used as seismic disturbances: (i) Hachinohe,
North-South (NS) component recorded at Hachinohe
City during the Tokachi-oki earthquake of May 16,
1968 (Magnitude 8.5); (ii) El Centro, NS component
recorded at the Imperial Valley Irrigation District sub-
station in El Centro, California, during the Imperial
Valley, California earthquake of May 18, 1940 (Magni-
tude 5.5); (iii) Northridge, NS component recorded at
Sylmar County Hospital in Sylmar, California, during
the Northridge, California earthquake of January 17,
1994 (Magnitude 6.5); and (iv) Kobe, NS component
recorded at the Kobe Japanese Meterological Agency
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Table 1: Quadratic cost: direct actuation
[J
(d)
c ]opt [Jc]K(d)o
[Jc]K(d)mo
Value 0.2974 0.3525 0.3675
% increase — 18.5 23.6
station during the Hyogoken-Nanbu earthquake of Jan-
uary 17, 1995 (Magnitude 6.7). (Ohtori et al., 2004;
USGS, 2011).
Hachinohe and El Centro are far-field records mea-
sured at far-from-epicentre seismic stations, the re-
spective absolute acceleration peaks are 2.25 and 3.42
m/s2. Northridge and Kobe are near-field records cor-
responding to close-to-epicentre stations. These near-
field records present large acceleration peaks of 8.27
and 8.18 m/s2, respectively, associated to large dis-
placement pulses that are extremely destructive to tall
building structures (Huang and Chen, 2000).
Figures 10–13 display the seismic disturbance
records and the corresponding simulation outputs. The
graphics of simulated outputs present the maximum
absolute inter-story drifts together with the associated
maximum absolute control efforts obtained for the con-
trolled building with: (i) centralized controller (blue
circles), (ii) overlapping controller (green triangles) (iii)
multi-overlapping controller (black asterisks); the max-
imum absolute inter-story drifts of the uncontrolled
building response (red squares) are also included as
reference. Results corresponding to the direct and
inter-story actuation scheme, are presented in separate
frames.
The simulation results show that the overlapping and
multi-overlapping controllers achieve levels of perfor-
mance similar to those obtained by their centralized
counterparts. Attending to the seismic acceleration
peak magnitude, the behavior of the semi-decentralized
controllers is excellent for the low-peak far-field distur-
bances, and still quite good for the large-peak near-field
ones. Specially remarkable is the behavior of the semi-
decentralized controllers under the inter-story actua-
tion scheme, for which particularly well shaped output
patters are obtained.
Regarding to the control efforts, the controllers with
direct actuation scheme demand lower levels of ac-
tuation forces; however, the interest of this case is
merely theoretical, since no technical means are cur-
rently available to practically implement this type of
control systems. The situation is completely differ-
ent for the inter-story actuation scheme, in this case a
variety of large-scale semi-active devices are currently
available and under development. Moreover, measures
of the inter-story drifts and velocities can be obtained
by stroke sensors (Wang, 2011), active actuation sys-
tems driven by LQR controllers may be properly imple-
Table 2: Quadratic cost: inter-story actuation
[J
(is)
c ]opt [Jc]K(is)o
[Jc]K(is)mo
Value 0.3794 0.4430 0.4881
% increase — 18.1 30.2
mented by semi-active devices (Ou and Li, 2010), and
large actuation forces may be generated with minimal
or even null power supply. For instance, 1MN (106N)
damping forces may be obtained with the semi-active
hydraulic dampers installed in the Kajima Sizuoka
Buildign (Kurata et al., 1999; Spencer and Nagaraja-
iah, 2003), and 2MN damping forces can be produced
by the passive hydraulic damper with semi-active char-
acteristics reported in Kurino et al. (2004); the 1MN
semi-active damper only needs an electric power of
70W, and no power is required to operate the second.
From this perspective, the control effort demanded by
the inter-story control systems in the Hachinohe and
El Centro simulations might be considered as practi-
cally implementable while, in a realistic simulation for
the Northridge and Kobe near-field seismic excitations,
the saturation of the actuator devices should be con-
sidered. Nevertheless, it has to be noted that in these
cases the centralized controller would also be affected
by the same saturation problem.
Conclusions
In this work, the main ideas involved in the design of
overlapping and multi-overlapping controllers via the
Inclusion Principle have been presented. In wire-
less implementations of large-scale Structural Vibra-
tion Control systems, the use of semi-decentralized con-
trol strategies is highly convenient. In the particular
case of vibrational control of tall buildings under seis-
mic excitations, the multi-overlapping approach has
shown to be a specially suitable choice, being able to
reduce the design and operation computational effort
and providing semi-decentralized controllers which sat-
isfy the information exchange constraints imposed by
wireless implementations. To illustrate the applica-
tion of the theoretical ideas presented in the paper,
a simplified dynamical model of a five-story building
has been introduced. For this model, overlapping and
multi-overlapping LQR controllers have been designed
and numerical simulations, using four different earth-
quake records as input disturbances, have been con-
ducted to asses the performance of the proposed semi-
decentralized controllers with positive results.
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Figure 10: Hachinohe 1968 seismic record. Maximum inter-story drifts and control efforts
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Figure 11: El Centro 1940 seismic record. Maximum inter-story drifts and control efforts
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Figure 12: Northridge 1994 seismic record. Maximum inter-story drifts and control efforts
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Figure 13: Kobe 1995 seismic record. Maximum inter-story drifts and control efforts
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