The aim of this chapter is to present, in appropriate perspective, some selected new progress in the theory of variable length codes. The emphasis will be on practical aspects. The chapter is of a level accessible to nonspecialists. It starts with a short section containing definitions and notation.
Introduction 2 Definitions and notation
We start with a source alphabet B and a channel alphabet A. Consider a mapping α that associates to each symbol b in B a nonempty word over the alphabet A. This mapping is extended to words over B by α(s 1 · · · s n ) = α(s 1 ) · · · α(s n ). We say that α is an encoding if it is uniquely decipherable in the sense that α(w) = α(w ) =⇒ w = w for each pair of words w, w . In this case, each α(b) for b in B is a codeword, and the set of all code words is called a (variable length) code. Every property of an encoding has a natural formulation on the associated code, and vice-versa. We will speak indifferently about codes and encodings.
Suppose that both B and A are ordered. An encoding α is said to be ordered if b < b =⇒ α(b) < α(b ).
A set C of nonempty words over an alphabet A is a prefix code if no element of C is a proper prefix of another one. An encoding α of B is called a prefix encoding if the set α(B) is a prefix code.
Prefix codes are specially interesting because they are instantaneously decipherable in a left to right parsing.
Example 2. 1 The set B is composed of five elements in bijection with the five most common words in English, which are A, AND, OF, THE and TO. An ordered prefix encoding α of these over the binary alphabet {0, 1} is given in Table 1 . b α(b) A 000 AND 001 OF 01 THE 10 TO 11 Table 1 : A binary ordered encoding of the five most frequent English words.
A widespread way to represent an encoding -that is specially enlightening for prefix encodings -is a rooted plane tree labeled in an appropriate way. Assume the channel alphabet A has q symbols. The tree considered has nodes which all have at most q childs. The edge from a node to a child is labeled with one symbol of the channel alphabet A. If this alphabet is ordered, then the childs are ordered accordingly from left to right. Some of he childs may be missing.
Each path from the root to a node in the tree correspond to a word over the channel alphabet, obtained by concatenating the labels on its edges. In this way, a set of words is associated to a set of nodes in a tree, and conversely. If the set of words os a prefix code, then the set of nodes is the set of leaves of the tree.
Thus, a prefix encoding α from a source alphabet B into words over a channel alphabet A is represented by a tree, and each leaf of the tree may in addition be labeled with the symbol b corresponding to the codeword α(b) which labels the path to this leaf. Figure 1 represents the tree associated to the ordered encoding α of Table 1. OF THE TO A AND Figure 1 : A binary ordered encoding of the five most frequent English words.
Example 2.2 The Morse code associates to each alphanumeric character a sequence of dots and dashes. For instance, A is encoded by ". -" and J is encoded by ". ---". Provided each code word is terminated with an additional symbol (usually a space, called a "pause"), the Morse code becomes a prefix code.
Optimal prefix codes
Entropy Consider a source alphabet B which can for instance be viewed as a set of keys in search problems. We suppose that the frequency of occurrence of each symbol in B is known, and we denote by freq(b) the frequency of the symbol b. In a first approach, we suppose also that B is finite. The frequencies are often normalized to sum 1, and so represent probabilities. The entropy of the source B = {b 1 , . . . , b n } with normalized frequences p i = freq(b i ) is the number
where log is the logarithm to base 2.
Channel In view of encoding the elements of B, we consider an alphabet A with a cost associated to each of its symbols. The alphabet A is called the channel alphabet. This allows to consider the case where the symbols of the alphabet A have non-uniform lengths. The cost of each letter can be interpreted as the time to send the symbol. A typical example is an alphabet composed of two letters of costs 1 and 2 respectively, which is called the telegraph channel because dashes last twice as long as dots [16] .
The channel capacity is log 1 ρ where ρ is the real positive root of
The cost of a word w over the alphabet A is denoted by cost(w). It is by definition the sum of the costs of the letters composing it. Thus cost(a 1 · · · a n ) = cost(a 1 ) + · · · + cost(a n ) .
Optimal encoding Consider an encoding α which associates to each symbol b in B a word α(b) over the alphabet A. The weighted average cost is
It is known since Shannon [36] that the following lower bound holds.
The optimal encoding problem is the problem to find, given sets B and A with associated frequencies and costs, an encoding α such that W (α) is minimal.
The optimal prefix encoding problem is the problem of finding an optimal prefix encoding. Most of the research has been devoted to this second problem, because of its practical interest, and also because it has been conjectured that an optimal encoding can always be chosen to be prefix ( [26] , see also below).
There is another situation which will be considered below, where the alphabets A and B are ordered and the encoding is required to be ordered.
The case of equal letter costs is the case where all cost(a) are equal. In this case, it may be assumed to be 1, and cost(α(b)) is merely the length |α(b)|. In this case, an optimal encoding can always be chosen to be prefix.
Commutative equivalence For any code C over an alphabet A with k letters, one has the inequality, called the Kraft inequality
Conversely, for any sequence 1 , . . . , n of positive integers such that i k − i ≤ 1, there exists a prefix code C = {c 1 , . . . , c n } such that |c i | = i . This shows that, in the case of equal letter costs, an optimal encoding can always be chosen to be prefix.
In the general case of unequal letter costs, the answer to this problem to find a prefix encoding which has the same cost than an optimal encoding is not known. This is related to an important conjecture. Two codes C and D are commutatively equivalent if there is a one-to-one correspondence between C and D such that two words in correspondence have the same number of occurrences of each letter (that is, they are anagrams). Observe that the encodings corresponding to commutatively equivalent codes have the same weight, and therefore one is optimal if the other is. It is conjectured that any finite maximal code is commutatively equivalent to a prefix code. This implies that, in the case of maximal codes, the optimal encoding can be obtained with a prefix code. For a discussion, see [6] . The conjecture is known to be false if the code is not maximal. A counter-example has been given by [37] .
Unequal letter costs The algorithmic status of the optimal prefix encoding problem in the case of unequal letter costs is still unsolved, in the sense that no polynomial time algorithm is known for this, nor is it known whether the corresponding recognition problem (is there a code of cost ≤ m) is NP-complete. It has been shown to be reducible to a integer programming problem by Karp [26] .
We explain how an optimal prefix code can be found by solving an integer programming problem.
For a set X of words, denote
the generating series of the costs of the elements of X. TIn particular, f A (z) is the generating series of the costs of the alphabet A. Let ρ be the real number such that f A (ρ) = 1. The number ρ is sometimes called the root of the characteristic equation of letter costs [9] . Note that, for any code C, one has
Indeed, for a word w on the alphabet A, let π(w) = ρ cost(w) . Then a∈A π(a) = f A (ρ) = 1 and π(uv) = π(u)π(v) for any u, v ∈ A * because cost(uv) = cost(u) + cost(v). Thus π is a Bernoulli distribution. This implies the above property, as well-known (see e. g. [6] ). Observe that the Kraft inequality is the special case of (1) with all letter costs equal to 1.
However, given a series f (z), the inequality f (ρ) ≤ 1 is not sufficient to imply the existence of a prefix code C such that f = f C . For example, if the alphabet A has a single letter of cost 2, then f A (z) = z 2 , and so ρ = 1. The polynomial f (z) = z satisfies f (ρ) = 1, but there can be no code word of cost 1.
Despite this fact, the existence of a code C with prescribed generation series of costs can be formulated in terms of solutions for a system of linear equations as we describe now.
Let first C be a prefix code on the alphabet A, and let P be the set of words which do not have a prefix in C. Set
Th following equality holds between the sets C, P and A.
Since the unions are disjoint, it follows that
Conversely, if c i , a i are nonnegative integers satifying these equations, then there is a prefix code C such that f C = i≥1 c i z i . Thus, an optimal prefix code can be found by solving the problem of finding nonnegative integers u i , c i , p i which minimize the linear form i u i freq(b i ) such that Equations (2) hold and with c i equal to the number of j such that u j = i. The numbers u j are the costs of the code words.
There have been many approaches to partial solutions of the optimal prefix encoding problem [33, 16] . The most recent one is a polynomial time approximation scheme has been given in [18] . This means that, given ε, there exists a polynomial time algorithm computing a solution with weigthed cost (1 + ε)W , where W is the optimal weighted cost.
Equal letter costs The case of equal letter costs is solved by the well-known Huffman algorithm [23] . The principle of this algorithm in the binary case is the following. Select two symbols b 1 , b 2 in B with lowest frequencies, replace them by a fresh symbol b with frequency freq(b) = freq(b 1 ) + freq(b 2 ), and associate to b a node with sons labeled b 1 and b 2 . Then iterate the process with b 1 and b 2 replaced by b. The result is a binary tree corresponding to an optimal prefix code. The complexity of the algorithm is O(n log n), or O(n) if the frequencies are available in increasing order. Equal frequencies In the case where all source symbols have the same frequency, this frequency can be assumed to be 1. The weighted cost becomes simply
There exist several efficient algorithms to solve the problem. A special case of the prefix coding problem with unequal letter cost is known as the Varn coding problem. This is the prefix coding problem when all the weights of the code words are equal. This problem has an amazingly simple O(n log n) time solution.
Assume that all n code words have equal weight equal to 1. An optimal code minimizes the cost
where the cost c(x) is the sum of the costs of its letters, that is
To construct an optimal code over a k letter alphabet A, assume first that n − 1 is a multiple of k − 1, so that is n = q(k − 1) + 1 for some integer q. So the prefix code (or the tree) obtained is complete with q internal nodes and n leaves. We use the algorithm which starts with a tree composed solely of its root, iteratively replaces the leaf of minimal cost by an internal node which has k leaves, one for each letter. The number of leaves increases by k − 1, so in q steps, one gets a tree with n leaves.
Example 3.2 Assume we are looking for a code with seven words over the ternary alphabet {a, b, c}, and that the cost for letter a is 2, for letter b is 4, and for letter c is 5. The algorithms starts with a tree composed of a single leaf, and then builds the tree by the algorithm. There are two solutions, both of cost 45, given in figure 3. Tree 3(d) defines the prefix code {aa, ab, ac, ba, bb, bc, c}, and tree 3(e) gives the code {aaa, aab, aac, ab, ac, b, c}. Alphabetic coding We suppose that both the source and the channel alphabets are ordered. An encoding α is said to be
The optimal alphabetic prefix encoding problem is the problem of finding an optimal ordered prefix encoding. The term alphabetic coding is widely used instead of ordered encoding. Alphabetic encoding is motivate by searching problems. Indeed, a prefix code can be used as a searching procedure to retrieve an element of an ordered set. Each node of the associated tree corresponds to a query, and the answer to this query determines the subtree where to continue the search.
Example 3.3 In the binary tree of Example 2.1, one looks for an occurrence of an English word. The query associated to the root can be the comparison of the first letter of the word to the letter T.
Contrary to the non-alphabetic case, there exist polynomial-time solutions to the optimal alphabetic prefix encoding problem. It has been considered mainly in the case where the channel alphabet is binary. Again, there is a distinction between equal letter costs an unequal letter costs. Figure 4 (a) shows an optimum tree for these weights, and figure 4 (b) an optimum ordered tree. This example shows that Huffman"s algorith does not give the optimal ordered tree. Let B = {b 1 , . . . , b n } be an ordered alphabet with n letters, and let p i be the weight of letter b i . We present an algorithm for computing an optimal ordered tree, and due to Garsia and Wachs (see Notes). The algorithm is composed of two parts. In the first part, called the combination part, one starts with the sequence of weights
and constructs an optimal binary tree T for a permutation b σ (1) , . . . , b σ(n) of the alphabet. The leafs, from left to right, have weights
In general, this permutation is not the identity, so the tree is not ordered, see Figure 5 . In the second part, called the recombination part, one constructs a tree T which has the weights p 1 , . . . , p n associated to its leafs from left to right, and where each leaf with weight p i appears at the same level as in the previous tree T . This tree is ordered (see Figure 5 ). Saying that each the leafs have the same level in T and in T means that the code words γ(b i ) and γ (b i ) defined by the trees have the same length, and therefore the trees T and T have the same cost. Thus T is an optimal ordered tree.
We describe first the construction of the tree T .
The algorithm operates on a sequence of weights p = (p 1 , . . . , p n ) of weighted trees t 1 , . . . , t n . The weight of each tree is the sum of the weights of its leafs.
One starts with the sequence p = (p 1 , . . . , p n ) of weights of the letters (b 1 , . . . , b n ), where each tree t i is just a leaf labelled with b i and with weight p i . At each step, two well chosen adjacent trees t k−1 , t k of the current sequence are combined into a new tree t with left subtree t k−1 and right subtree t k and with weight the sum p k−1 + p k of the weights of these two trees. The two trees t k−1 , t k are removed from the sequence of trees and the new tree t is inserted in the sequence at an appropriate position. Similarly, the weights p k−1 and p k are removed from the sequence p, and the weight p k−1 + p k is inserted into the sequence.
After n − 1 steps, one gets a single tree which is the tree T looked for. To simplify the presentation, it is convenient to introduce two virtual trees t 0 and t n+1 , both with weight +∞.
For the description of the selection procedure, it is convenient to introduce some terminology. A sequence (p 1
Clearly a sequence (p 1 , . . . , p k ) is 2-descending if and only if the sequence of "two-sums" (p 1 + p 2 , . . . , p k−1 + p k ) is strictly decreasing.
We now introduce the definition of left minimal pair, of target and of scope for ease of description.
Let p = (p 1 , . . . , p n ) be a sequence of (positive) weights. The left minimal pair of p is the pair (p k−1 , p k ), where (p 1 , . . . , p k ) is the longest 2-descending chain that is a prefix of p. The index k is the position of the pair. In other words, k is the integer such that
Example 3.6 For (14, 15, 10, 11, 12, 6, 8, 4) , the minimal pair is (10, 11) , and its position is 4, whereas for the sequence (28, 8, 15, 7, 20, 5) , the minimal pair is (15, 7) and its position is 4.
Observe that the left minimal pair can be defined equivalently by the conditions
This writing shows more clearly that one looks for minimal pairs of consecutive weights.
Given a sequence p = (p 1 , . . . , p n ) and the position k of its minimal pair (p k−1 , p k ) the target is the index j with 1 ≤ j < k such that
Example 3.7 For (14, 15, 10, 11, 12, 6, 8, 4) , and the minimal pair (10, 11), the target is 1, whereas for the sequence (28, 8, 15, 7, 20, 5) , and the minimal pair (15, 7), the target is 2 since 28 > 15 + 7 > 8.
The pair (j, k) composed of the position of the left minimal pair and of its target is called the scope of the sequence p. Observe that the sequence (
The first phase of the algorithm works on a sequence of weights and an associated sequence of trees. Let p 1 , . . . , p n be the current sequence weights.
Combination
(i) compute the left minimal pair (p k−1 , p k ) (the position k is the least integer k, with 1 ≤ k < n, such that p k−1 ≤ p k (remember that p n+1 = +∞)).
(ii) compute the target j (this is the greatest integer with 0 < j < k, such that p j−1 ≥ p k−1 + p k (remember that p 0 = +∞)).
(iii) (a) remove the weights p k−1 and p k , (b) insert p k−1 + p k between p j−1 and p j .
(c) associate to p k−1 + p k a new tree t with left subtree t k−1 and right subtree t k (and with weight p k−1 + p k ).
This step is repeated as long as the sequence of weights has more than one element. The result of the algorithm is the tree associated to the single remaining weight.
Example 3.8 Consider the following weights for an alphabet of five letters. The left minimal pair is 12, 10, its target is 2, so the leaves for c and d are combined into a tree which is inserted just to the right of the first tree: Now the minimal pair is (20, 14) (there is an infinite weight at the right end), so the leaves for letters b and e are combined, and inserted at the beginning: This operation is quite simple and is done in a tree traversal The final step is the following.
Recombination Construction of an ordered tree T in which the leafs of the letters have the levels computed by the level assignement. The optimal ordered tree with these levels is: Let T be some binary tree with n leaves labelled by the letters b 1 , . . . , b n of the alphabet B, with weights p 1 , . . . , p n . we denote by with its root, considered as a leaf. The leaf corresponding to the letter b i will we denoted by λ i .
For the proof, see [29] (see also [15, 27] ). The Garsia-Wachs algorithm is simpler than a previous algorithm given in [21] which was also described in the first edition of Knuth's book. For a proof and a detailed description of the Hu-Tucker algorithm, and complements see [20, 22] .
Alphabetic coding with unequal costs This is the most general case for alphabetic encoding. There is a dynamic programming algorithm due to Itai [25] which computes an optimal solution in polynomial time.
Given a source alphabet B = {1, . . . , n} with n symbols, and frequencies p 1 , . . . , p n , one looks for an optimal alphabetic encoding γ on the ordered channel alphabet A with costs c(a), for a in A. The weighted cost is n i=1 p i u i , where u i is the cost of the codeword γ(i). For convenience, the first (last) letter in A is denoted by α (ω). We also write a + 1 for the letter following a in the order on A.
Define W a,b [i, j] as the minimal weight of an alphabetic encoding for the symbols k with i ≤ k ≤ j, using codewords with initial symbols x with a ≤ x ≤ b.
The following equations provide a method to compute the optimal weight. First
for a < b, i < j. This formula expresses that either the first codeword does not start with the letter a, or it does, and the set of codewords starting with a encode the interval [i, k] for some k < j, or finally all codewords start with a. Next, for i < j,
In this case, all codewords start with the letter a. Moreover, the second letter cannot be the same for all codewords (otherwise this letter can be removed and this improves the solution). Finally, for a ≤ b, the boundary conditions are
The appropriate way to compute the W 's is first by increasing values of the difference j − i and then by increasing lengths of the source alphabet intervals. This method gives an algorithm running in time O(k 2 n 3 ) where k is the size of the channel alphabet. An improvement of the algorithm leads to a better bound of O(k 2 n 2 )
Codes for constrained channels
The problem considered in this section arises in connection with the use of communication channels which impose constraints on the sequences that can be transmitted.
In this context, we will use a more general notion of encoding. Instead of being a context-free substitution of source symbols by codewords, we will consider finite memory devices : the codeword associated to a source symbol depends not only on this sybol, but also on a state depending on the past.
A finite state encoder over a source alphabet B and a channel alphabet A consists of a finite, edge-labeled graph. Vertices are usually called states, and each edge label is a pair composed of a source symbol and a channel symbol. This device is also called a real-time tranducer in automata theory, see [30] . An encoder is sequential if, for each state and of each source symbol, there is only one outgoing edge with this source symbol. In practice, encoders are sequential. They a used with a distinguished initial state. Encoding of a sequence of source symbols is by walking along the path starting in the initial state, and producing the sequence of channel labels corresponding to the given source labels. Figure 8 is sequential. The source alphabet is {0, 1} and the channel alphabet is {a, b, c}. The sequence 0011 is encoded by acbb if the encoding starts in state 1. A more complicated example that will be described later is piictured in Figure 13 .
Example 4.1 The encoder in
For the inverse process of decoding a channel message, a useful tool is the following. A sliding block decoder operates on strings of channel symbols using a window of fixed size. It uses m symbols before the current one and a symbols after it (m is for memory and a for anticipation). According to the value of the symbols between n − m and n + a, the value of the n-th source symbol is determined. Such a constraint arises in connection with magnetic recording. In this context, an electrical current in the head running over the disk creates a magnetic field which is reverted when the current is reverted. This technique can be used only if the sequence of changes in the polarity avoids two problems. The first one is called intersymbol interference. If polarity changes are too close, the magnetic forces tend to cancel out and the pulses in the head are harder to detect. The second problem is called clock drift. This problem arises when the pulses are separated by intervals of time which are too large.
Several values of the parameters d, k are of practical importance. The simplest case is the constraint [1, 3] . This means that the blocks 00 and 1111 are [2, 7]-constraint, we consider the channel obtained by changing the alphabet to a = 00, b = 01 and c = 10. It is represented on Figure 10 . It will appear that the capacity of the channel is now sufficient to realize the encoding at rate 1. The result of the development that follows will be the sequential encoder known as the Franaszek encoder depicted in Figure 13 . It must be checked that this encoder satisfies the [2, 7]-constraint and that, for practicability, it admits a sliding block decoder. A direct verification is possible but complicated.
The design of the encoder starts with the graph of Figure 10 (by the way, this is the design process historically followed by Franaszek [14] ). This graph represents the translation of the [2, 7]-constraint of Figure 9 on the alphabet set C has the same length distribution as the maximal binary prefix code which is the set P of words appearing on the right column.
The pair of prefix code of Figure 12 is used as follows to encode a binary sequence at rate 1/2. A source message is parsed as a sequence of codewords in P , posssibly followed by a prefix of such a word. Next, this is encoded using row-by-row the corresepondence between P and C as follows
This stands for the channel encoding 001000|001000|0100|100100|1000|0100|1000|1000|000100|0100|001000 . Figure 13 represents an implementation of the encoder which operates with a delay of two symbols on the output. Any state can be used as initial state. Note that the word 010 is synchronizing for the automaton (and for the prefix code C). v This encoder can be obtained as follows from the pair (C, P ) of prefix 3 2 has delay 2. Thus, way may build a deterministic transducer by determinization of the previous one. The states are pairs of a state and an output word of length 2. Thus the output is delayed with two symbols. The states of the result are given in Table 2 . Figure 15 represents the decoder, which can be realized with a sliding window of size 4. Indeed, the diagrams shown in Figure 15 show that for any content xyzt of the window, we can define the output r corresponding to the third symbol. If y = b, then r = 0. Indeed, an inspection of Table 12 1   2  3  4  5  6 
Codes for constrained sources
The following example gives an interesting encoding from a constrained source to an unconstrained channel [19] . The structure of a syllab is the binary sequence obtained by coding 0 for a vowel and 1 for a consonant. There are linguistic constraints on the possible consecutions of syllab types which come from the fact that a syllab ending with a consonant cannot be followed by one which begins with a vowel. These constraints are summerized by the following matrix. The encoding from this source to the set of all binary sequences is unambiguous and even has finite decoding delay, as shown by the decoder shown in Figure 16 . The decoder is deterministic in its input and outputs the decoded se- On termination of a correct input sequence, the last symbol to be produced is indicated by the corresponding state. This coding is used in [19] to build a syllabification algorithm which produces for each word a parsing in syllabs.
This type of algorithmic problems is considered in the framework of hyphenation in text processing software (see [11] for example), and also in "text-tospeech" synthesis ( [12] ).
The following examples of codes for constraint sources appear in [10] . These examples show that an ambiguous encoding can be used on a constrained source to produce encodings which can be of various types from local to unambiguous of infinite delay. 
