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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Abstract
　　　Recently，　the　interest　is　increasing　to　the　multiplicative　nQises　in　communication　and　control
systcms．　This　paper　shQws　the　method　of　thc　estimate　of　a　phase　modulated　random　signal　in　a
transmission　system　with　the　multiplicative　and　also　addit三ve　no三sc　us量ng　the　state　estimate　method．
The　system　is　assumed　to　bc　continuous．　A　procedure　to　construct　a　dynamical　system　model　for
such　a　transmiss三〇n　system　is　presented，　and　a　filter　simulation　concerning　thc　cstimate　of　a　phase
modulated　random　sigllal　is　also　performed　by　assuming　the　first－order　approximation　for　a　nonlinear
filter。
〔1〕　Introduction
　　　The　no三ses三n　a　transmiss三〇n　system（a　communication　system）are　usually　treated　as　additive　noises
which　are　independent　of　the　transmitted　signal　as　are　the　thermal　noise．　Moreover　bQth　signal　and　noise
in　a　transmission　systcm　are　assumcd　to　be　approximatc　stationary　random　processes．　Then　optimal　filtering
（signal　estimates）problem，　being　very　important　to　transmiss量on　systems，　is　reduced　to　Wiener　filter　theory｛P
which　is　available　for　the　systems　being　scalar　alld　stationary．
　　　　Recently　the　interest　to　the　non－additive　noise　in　transmission　systems　is　increasing〔2〕〔3〕．　Such　a　noise　ls
dependent　on　transmitted　signal　and　occur　in　optical　communication　systems〔2，，　fading　channel‘4⊃and
others（5）｛6）．　Then　optima正filtering　problcm　for　a　transmission　system　with　non－additive　noise　is　very　interest－
ing　and　has　alrcady　been　discussed　by　thc　author　in　connect圭on　with　the　filtering　to　thc　systems　in　which
the　non－additive　noise　is　expressed　by　the　nonlinear　coupling　noisec7）（8，．　Now三f　a　system　becomes　nonsta－
tionary　random　processes　or　the　systcm　is　nonlinear，　the　filtering　via　Wiener　theory　requires　much　eff〈）rt　to
obtain　the　solution．　In　that　case，　the　filtering　via　state　estimate　method　is　more　useful　than　Wiener　theory
for　obtaining　thc　solution．
　　　　In　this　paper　we　show　an　application　of　thc　filtering　by　state　estimate　theory　to　the　cstimate　of　thc
phase　modulatcd　random　signal　message　in　a　cQntinuous　transmission　system　with　multiplicative　and　additive
nelses．　Such　all　application且s　practically　impQrtant．　The　results　of　this　paper　are　meaningful，　since　the
application　of　thc　statc　estimate　method　to　such　a　system丘s　on正y　devoted　to　the　es亡ilnate　of　tlle　typical　no
mudulated　gaussian　random　signal　message．　Finally　wc　show　a　numerical　experiment　of　the　estimate　of　such
asignal　messagc　in　the　system．　The　mathematical　rigor　is　omitted　in　the　prescnt　discussion　which　is　intended
to　be　sufficient　in　practicc．
〔2〕　Transmission　system　model　with　multiplicative　noise　and　additive　noise
　　　AnQisc　being　depcndcnt　Qn　thc　transmitted　signal　is　usually　repersented　by　an　analyticfunctional　F［t，
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r（t）］where　r（t）denotes　the　received　or　transmitted　signal　and　t　is　time　variable．　F［’，　r（t）］can　be
expanded　as
　　　　F〔’，r（t）］＝Σ蝋のrt（の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（1）
　　　　　　　　　　　　　　　　t
where四1（’）is　generally　random　processes．　Thus　we　can　understand　F［t，　r（‘）］　is　a　noise　being　dependent
on　7（の．　Now　the　most　simple　formula　of　F［’，7（の］is　a　multiplicative　formula　Ml（t）r（の．　We　call　here
Ml（のamultiplicative　noise．　Moreover　a　transmission　system　usually　includes　additive　noise　such　as　thermal
no至se　as　well　as　a　multiplicative　noise．　Fig．1shows　a　model　of　such　a　transmissiQn　system　which　is　called　a
　　　　　　　　　　　　　　　　　　　　　　　　　ゴchannel　model．　In　the　figure　al（のis　a　transmitted　scalar　signal．　The　linear　filter　also　shown　ill　the　figure
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Fig．　1　Transmission　system　model
is　represcnted　e三ther　by　an　impulse　rcsponse　k（のor　its　transfer　function　O（s）by　which　the　characteristics
of　the　transmission　line　is　expressed．　The　output　scalar　signal　of　the　filter　is　denoted　by　ω1（‘）．　Ml（‘）is　a
multiplicative　noisc　as　mentioned　above　and　k1（の　is　equel　toω1（’）Ml（の　which五s　thus　thc　noise　being
dependent　on　the　signa1．　nl（の　is　an　additive　noise　andン1（の　is　a　received　signal　which　is　the　final　output
of　the　transmission　system．　Here　we　must　notc　thatα1（‘）means　only　the　first　componcnt　of　vector　signal
α（’）．Therefore，　we　assume　that　the　same　nQtation　is　applied　to　the　other　input　or　output　components．
Then　a　multiplicative　noise　which　is　the　most　simple　non－additive　noise　is　very　interesting。　The　transmiss五〇n
system　model　shown　in　Fig．1is　a　typical　model　which　is　practically　realizable　and　apPlicable　for　an　optical
fiber　transmission　system　if　some　assumptions　are　made（2，（9）．
〔3〕Aconstruction　of　dynamical　system　model　for　a　transmission　system
　　　　Now　we　construct　a　dynamical　system　model　without　general　theory　for　the　transmission　systcm　in　Fig・1
　　（a）TranSmitted　Signal
　　　Transmitted　s量gnal　al（t）is　assumed　to　be　PM（Phase　modulation）wavc　to　a　random　signal　messageξ，
（の，whereξ1（のis　given　by　the　following　Gauss．Markov　proccss　or　Langevin　equation．
　　　　　サ　　　　ξ1（の＝－A【ξ1（の＋Ge　Ul（ξ》（り　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2－1）
　　　　ξ，（to）＝ξ，，o　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2－2）
where　symbol・means　the　time　derivative，　to　is　initial　time，　and　A，　Gξ＞0．ξ1，0　is　the　initial　value　ofξ1（t）。
Moreovcr　the　input　ul　cξ）（t）is　assumed　tQ　be　a　white　gaussian　noise　with　zero　mean　and　the　covarianceを｛ξ，
which　is　defined　in　the　following．
　　　　E　［u、‘ξ｝④u、tξ｝（τ）コ：a‘ξ，δ（t一τ）　　　　　　　　　　　　　　　　　　　　（3）．
where　E　means　a　mathematical　expectaion　andδ（の　is　Dirac　delta　function，　g｛ξ，　is　non－negative　constant．
The　initial　valueξ1，0　is　assumed　to　be　a　gaussian　random　variable　with　the　meanξ，，o・E［ξ1，0コand　the　non－
negative　constant　variance　po　cξ，　which　is　given　as　follows．　　　　　　　　　　　　　　　　　　　　　　　　　　．
　　　　PO〔ξ｝＝E〔（ξ1，0一ξ1，0）2コ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4）
ξ，，o　and　ul〔ξ，（のare　assumed　to　be　statistically　independent　each　other．　And　then　the　transm三tted　signal　al（t）
is　defined　as　follows．
（74）
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　　　　ai（の＝Csin（ωo　t＋dξ1（の）
　　　　C，d＞0，ωo＝2π／
wherc　f　is　the　carrier　frcquency．
（5）
　　（b）　1・inear　filter
　　　　Now　wc　assume　that　the　l正near　filter　representing　the　character三stics　of　the　transmission　line　is　a　low＿pass
f三ltcr　and　its　impulse　response　k（t）三s　given　by
　　　　k（の＝kl　exp　（－k2の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6）
　　　　k、，k2＞O
Thcn　transfer　function　G（s）corresponding　to　k（t）is　easily　obta量ned　as
　　　　・（・）一、轟、　　　　　　　　　　　　（・）
where∫is　a　complex　number．　Therefore　we　can　obtain　the　following　dynamica】system　from　the　input－output
relation　of　the　linear　filtcr．
　　　　dl（り＝－k・α・（の縞α・（t）　　　　　　　　　　　　　　　　　　　　　（8－1）
　　　　α1（t・）＝α・，・　　　　　　　　　　　　　　　　　　　　　　　　　（8－2）
　　　　ω1（の＝α1（の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（9）
and　initial　valueαbo　is　assumed　to　be　a　gaussian　random　variable　w三th　the　meanα1，。＝E［α1，0］and　the　non－
negative　constant　variance　1㌔【α，　such　as
　　　　P・‘α’＝E［（α・，rα・，・）2］　　　　　　　　　　　　　　　　　　　　　（10）
　　（C）　MUltipliCatiVe　nOiSe
　　　　The　dctermination　of　the　statistical　propertics　of　the　multiplicative　noise　Ml（のis　not　so　easy　without　the
identification　of　Ml（の．　But　here　wc　define　Ml（のas　follows．
　　　　Ml（の＝＝Mlll）（の十mi　（o，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（H）
Here　Ml〔o〕means　a　constant　gaussian　random　variable　and　we　assume
　　　　E［mエ（’）］＝E［mtco）］　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（12）
then
　　　　．E［Ml｛1）（彦）〕＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（13）
Now　we　define　state　variablesβ1（の，β2（彦）as　fbllows．
　　　　β1（の＝MICI）（彦）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（14）
　　　　β2（t）＝Mr〔o｝　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15）
Andβt（のis　assumed　to　be　given　by　the　fQllowing　Gauss－Markov　process．
　　　　　の　　　　β1（の＝－fpβ1（の十GβUt｛β，（‘）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（16－1）
ffi＞0
　　　　β1（te）＝β1，0　　　　　　　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（16－2）
Furthermore
　　　　　ほ　　　　β2＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（正7－1）
　　　　β2（to）＝β2，0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17－2）
Then　the　observed　process　is　described　as　fbllows．
　　　　Ml（彦）＝β1（の＋β2（の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（18）
The　system　input　noise　ul（β）（のis　assumed　to　be　a　whitc　gaussian　noise　with　zero　mean　and　the　covariance
g【β，which　is　a　nonnegat量ve　constant　and．is　defined　by　the　follQwing　formula：
　　　　E［ul　tfi）（の　Ul‘β）（τ）］＝9‘β）　δ（t－e）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（19）
The　initial　valueβ1，0圭s　a　gaussian　random　variable　with　the　mean　β1，e＝E［β1，0〕and　the　nonnegative　cons．
tant　variance　Po　cβP　where．Po（PP　is　defined　as　follows
　　　　P。（P・｝＝E［（β、，o一β1，0）2コ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　』　　　　　　　　　　　　　　（20－1）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（75）
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Now　we　letβ2，。　be　a　gaussian　random　variable　with　the　meanβ2，。＝E［β2，・コand　the　variance　P・‘βE’defined
by
　　　　Po‘P2）ニE［（β2，0一β2，0）2コ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（20－2）
Here　ul　cβ，（の　is　statistically　indcpendent　toβ1，0　andβ2，0．　Furthermorcβ1，0　and　β2，0　are　independent　each
other．
　　（d）　Additive　noise
　　　　Additive　noisc　is　clearly　independent　to　the　signal　and　in　practice　its　realization　is　mainly　due　to　the
thermal　noise．　We　define　an　additive　noise　nl（のby　introducing　the　following　Gauss－Markov　process：
　　　　　サ　　　　　θ，（彦）＝＝一．ノ）　θエ（t）十Ce　ulce｝（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－1）
fe＞0
　　　　　θ1（to）＝θ1，0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－2）
Thus
　　　　nエ（t）え　θ，（t）十v1（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22）
whereλis　an　arbitrary　constant　andθ1，。　is　the　initial　value　of　the　state　variableθ1（の，　whereθ1，0　is　assumed
to　be　a　gaussian　random　variable　with　the　mean　θ1，0＝E［θ1，0〕and　the　nonnegative　constant　variance　Potθ》
which　is　defined　by
　　　　Po　cθ）＝E［（θユ，o’一θ1，0）2］　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（23）
Then　vl（t）means　modeling　error．　The　system　inPut　nQise　u1（e｝is　assumed　to　be　a　white　gaussian　noise　with
zcro　mean　and　the　nQnnegative　constant　covariance　q｛e）which　is　defined　by
　　　　E［u、‘θ1のu、cθ》（・）コ・・q‘e）δ（t－・）　　　　　　　　　　　　　　　　　（24－1）
The　Qbserved　noise　vl（t）is　alSo　assumed　to　be　a　white　gaussian　noise　with　zero　mean　and　the　positive　colls．
tant　covariance　r　which　is　def五ned　by　thc　following．
　　　　　E［v1（t）　Vl（τ）コ＝rδ（t一τ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（24－2）
And　then　u1｛θ）（t）and　vl（t）are　statistically　independent　each　other．　Furthermore　the　initial　valueθ1，0　is　inde－
pendent　to　ul｛e）and　vl（彦）・
　　（e）Received　signal
　　　　Finally　the　received　signal／1（のcan　be　described　as　follows．
　　　　ノ1（の＝ζ1（の十nl（の
　　　　　　　　　　＝ω1（の　Ml（の十ni（の
　　　　　　　　　　＝α1（の　β1（の十α1（のβ2（の十λθ1（の十Vl（の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（25）
where
　　　　　Z1（の＝＝　Wl（t）Ml（の
　　　　　w、（の＝α、（の
　　　　　mi（t）＝βi（t）＋β2（の
From　the　set　of　dynamical　systems（2－1），（8－－1），（16－1），（17－1），　and（2し1），　we　can　construct　the　following
nonlincar　dynamical　system・
　　　　　滝（彦）＝／［t，x（彦）］十gu（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（26）
where　new　state　vector　x（t）ER5　is
　　　　　xT（の＝（X、（t），　X、（の，　X3（彦），　X、（の，　X・（彦））
　　　　　　　　　　＝（ξ1（の，　α1（t），　βエ（の，β2（の，θヱ（の）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（27）
In　the　equation（27）the　supcrscript　7▼means　the　vector（matrix）transposed。　Here
f［t，x（彦）］＝
　　　　　一Axエ（の
一k2x2（の十kl　Csin〔二ωo‘十dx1（の］
　　　　　一ノbe3（の
　　　　　　　　0
　　　　　一プbe5（の
　　　　　　　　　　　　　　　　　　　　　　　　　（76）
（28）
ADynamical　System　Model　and　a　Filter　Simulation
9＝
u（の；
????
Ul〔ξ）（t）
UIcp）（の
Ul（e，iの
? ?
（29）
（30）
The　initial　cQndition　is　as　fbllows．
　　　　xT（to）　：（ξ1（to），　α1（to），　β1（te），　β2（‘0），　θ1（to））
　　　　　　　　　＝（Xl，o，　x2，0，　κ3，0，　κ4，0，　x5，0）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（31）
alldκ（to）is　clearly　gaussian　randQm　vector　with　the　mean
　　　　XO＝（Xl，0，κ2，0，　X3，0，κ4，0，κ5，0）＝（ξ1，0，α1，0，β1，0，β2，0，　θ1，0）
and　5　x　5　symmetric　nonnegative　definite　covariance　matrix
　　　　Po　＝＝（Po，　iゴ）ちノ＝1…5，　where　Po，ii　・　Pe（ξ，，　Po，22＝Po（の，　Po，33＝P（β1），　Po，44＝Po（β2）＝0，　Po，55＝Po（θ＞
Moreover　u（彦）εR3　is　a　white　gaussian　noise　with　zero　mean　and　a　3×3constant　covariance　matrix（とwhich
is　non－negative　defin量te　and　defined　as　follQws．
　　　　E［u（t）　uT（τ）コ＝（～．δ（t一τ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（32）
Q＝
9〔ξ，　0　　0
0　gcβ｝　0
0　　0　　a（e）
（33）
The　functional／［t，　x（t）］is　a　5　x　l　time　continuous　vector　valued　functional　ang　8　is　a　constant　5×3matrix．
The　initial　value　x（to）ER5　is　a　gaussian　constant　vector　and　statistically　illdependent　to　u（の．　And　any　two
of　ul（ξ），　ul〔P｝and　ulce》are　assumed　to　be　indcpendent　to　each　other．
　　　The　observed　process　can　be　written　as
　　　　ノェ（t）　＝＝　h，［t，x（の］十v1（の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（34）
　　　　乃1［’，x（彦）コ＝x2（t）　κ3（t）十x2（‘）　x4（‘）十x5（‘）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（35）
where　hl［t，　x（彦）］is　time　continuous　functional，　vl（のmeans　the　observed　noise　and　its　properties　have　already
been　defined．　We　must　here　note　that　the　dynamical　system（26）and　the　observed　process（34）arc，　as　welI
known，　rather　f（）rmal　and　mathcmatical　fictions．　Then　equation（26）and（34）should　be　formulated　by　It6
stochastic　differcntial　equationclo〕：
　　　　dx（t）ニプ「［t，　x（t）］　dt十gdB〔u｝（の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（36）
　　　　d］1c「）（t）＝hl［t，　x（t）ユ　dt一トdB1（v，（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（37）
where　B〔ω（のand　Bl（v〕（のare　Brownian　motion　processes　and　the　following　relations　are　provided：
　　　　　　　の1〔「）（彦）
ノ、（彦）＝
　　　　　　　　　ゴ’
（38）
　　　　　　4B〔ω（のu（の＝
　　　　　　　　　dt
（39）
　　　　　　dBIcv）（のv、（の；
　　　　　　　　　dt
E［dB【u）（の　dB（u）（t）Tコ＝（之dt
E：dBl（v））2］＝r　dt
（40）
（41）
（42）
〔4〕Filter　algorithm
Now　we　reform　the　dynamical　system（36）and　the　observed　processes（37）via　general　vector　formulas．
dx（t）＝［t，　x（のコ　dt十g（彦）dB（u）（‘）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（43）
（77）
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　　　　　が’（t）＝ゐ［t・x（‘）コd‘＋dBtV，（t）　　　　　　　　　　　　　㈹
where　x（のE　Rnx，・B‘u）（t）・脳，プ「’（t）E　Rnv，　B・・，（‘）E　R・y
where　nx・　ny　and　mu　a・e　p・・i・i・・i…g…and／〔t，　x（t）コ・nd・f［t，　x（t）コ・re・time　c。ntinu。u、　f。。、，i。。。IS　with
afitted　size，　also　g（のis　a　time　continuous　matrix　with　a　fitted　sizc．
NQW　lct
　　　　　Y・　＝＝｛ノ‘γ）（5）・t・＜s＜・｝　　　　　　　　　　　　　　　（45）
and　let　the　conditional　cxpectation　as
　　　　x（t）＝E［x（り岡　　　　　　　　　　　　　　　　　（46）
Then　we　know　already　the　following　nonlinear　filter　process　cll）
　　　　　　　　＜　　　＜　　　　＜＜　　　　　　　　　　　　　　　　　　＜
　　　　dx　＝f＋（xhT－xゐT．＿＜　　＜）〈R－1（‘狸「比オの　　　　　　　　　　　（・7）
　　　　（dP）‘ノ＝［（x・if、’－Xi．乃）＋（fiX」”－fi・」）
　　　　　　　　＋（OQ、Gτ）倉一（窃一筋R－1（t）（倉、一鎗）コ．dt
　　　　　　　　・（愈一磁一糠一鎗・嬢筋・・－1（t）（dy・r一1・，）　　　　　　（、8）
wh・・e・ymb・1〈m・ans・he　c・・di・i・n・1・xpec…i・n・nd・h・i・dice・i，ノ・r　ij・・e　i・h，ゴ・h・・mp・n，n・。f　vect。，s
andヴelcment　of　matrix　respectively．　P（t）is　the　estimate　error　covariance　matrix　wh五ch　is　defined　as
　　　　P（t）…E［・（t）－2（，））（・（・）－2r（t））T　l・Ytコ　　　　　　　　　　（・9）
Notc　that　the　time　continuous　nv×nv　posit量ve　covariance　matrix　R（りis　clearly　the　extension　of　the　constant
variance　r　to　the　matrix　formula．　Then　the　initial　condition　is
　　　　〈　　　　　　＿　　　　・（t。）＝x・　　　　　　　　　　　　　　　　　　　　　（50）
　　　　P（t・）・＝　Po　　　　　　　　　　　　　　　　　　　　　（51）
where
　　　　　　　　　x・＝E［・（t・）コ　　　　　　　　　　　　　　　　　　　　（52）
po　iS　a　SymmetriC　COnStant　matrix　and　nOn－negativC．
〔5〕　Simulation
　　　　We　now　must　note　that　the　nonlinear　filter　obtained　in　the　prevlous　chapter　can　not　bc　realized　as　it　is，
because　the　fllter　requircs　the　calculation　Qf　infinite　moments．　Theロan　approximate　filter　is　required．　Thus
we　adopt　here　the　first－order　appoximate　f至lter．　We　expand　each　component　Qf　functiona1／and乃about　the
　　　　　　　ムestimateκof　x　in　Ta三lor　series　and　taking　the　conditional　expeCtation．　Then　we　have
　　　　禽回一斑ら知　　　　　　　　　　　　　　　（53）
　　　　倉［t，・・］一鳩勾　　　　　　　　　、　　　　　　　（54）
wh・・e　w・・mitt・d　higher・・d・・…m・p・・vid・d・h・t　the　e・tim・・e　err・・x－？is　sm・11．　H・・ce　we・b・。i。　ea，量ly
the　following　relat三〇ns．
倉一㌶一妻、P・・∂鯉　　　　　　　　　（55）
翁一簿難み∂乃畿島
くくくくへくへくくくXiXゴhiC一κ乞η煽一XiXゴhiC一κ∫κ乞乃産十2XiXゴhiC＝＝O
Finally　we　have　　　．
　　　　　＜　　　　　　　　　　　＜　　　　　　　　　　　　　　　　　　　　　　　　　＜　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＜
　　　　　　　　　＝∫〔い（t）〕dt＋P（‘）乃ノ〔t，　x④〕R－－1④［dl　cn　（t）－h〔t，　x④コdt］dx（の
　　　　　　　　　　　　　　　く　　　　　　　　　　　　　　　　　　　　　　　　　　　　　く　　　　〃）（の＝fx〔t，　　　　　　　　　　　x④コP（t）　dt＋P（のゐT〔t，　 　　 　　　 　　　　　　　　　 　　　　　　　　　　x（の］dt
　　　　　　　　　－P①研E’，気切R－・（t）hx［t，気‘）コP（彦）dt＋9①Q（t）gT（t）dt
　　　　A　　　　　　　　　　　x（の＝κo
　　　　P（to）＝Po
where　fx，　hx　means　the　partial　derivative　via　x．　Then　the　filter　to　the　dynamical　system
（56）
（57）
（58）
　　　　　　　　　　　　（59）
　　　　　　　　　　　　（60）
　　　　　　　　　　　　（61）
（36）w th　the　obs r一
（78）
　　　　　　　　　　　　　　　　　　　　　　　　　ADynamical　SysteM　Model　and　a　Filter　Simulatio皿
ved　process（37）reduced　to　the　following　filter　system．
　　　　蹟の＝f〔　　〈t，x（t）コdt＋P（t）　hTi，x［t，命④コr’1〔の・の一乃、〔t，2（，）コdtコ
　　　　4P①一fx〔・，鋤コP（・）・dt＋Pωゐ・［・．劾］dt
　　　　　　　　　－P（t）h，，xT　［t，2（，）］t－1　hl，x〔t，2（，）コP（の＋gQgT
　　　　A　　　　x（t。）＝屍
　　　　P（t。）・・　P。
where
　　　　A　　　　　　　　A　　　　　A　　　　　　A　　　　x（のT＝（x、（t），x、（t），x，（t），
　　　　　Afx［’，　x（の］＝
一A
r（り
0
0
0
Ax4（の，
　　　0
　　－k2
　　　0
　　　0
　　　0
Ax5（の）
　　　　0
　　　　0
　　　－fp
　　　　O
　　　　O
???? ??????
（62）
（63）
（64）
（65）
（66）
（67－1）
　　　　　r（・）－k・Cd…［・・t＋露（t）］　　　　　　　　　　　　（67－2）
　　　　　h・鹸’）コー2・（t）2・（t）＋1・（t）2，（t）＋z2，（t）　　　　　　　　　　（68）
　　　　h・x［t・　2（t）コー（・，2・（‘）＋2・（t），2，（t），2，（・），え）　　　　　　　　　　（69）
　　　　P（t）＝（1㍉ノ（t））・り＝1・2……5　　　　　　　　　　　　　　　　（70）
　　　　　　　　　　　　　　Piゴ（の＝Pンz（の
　　　　x・』（・・…x。・・・・・…x。・・・・…）　　　　　　　　　　　　　　　　（71）
　　　　P・＝（P・・i」）らゴ＝1・2……5　　　　　　　　　　　　　　　　（72）
　　　　　　　　　Po，　w＝Po，　n
and　g，（≧　are　already　defined　by　the　equation｛2e，・｛33，．
　　　　Now　we　reprcsent　the　simulation　of　f三lters　where　constant　values　are　assumed　as　fbllows．
　　　　A＝＝40・C＝1・d＝O・　1・k・・k・＝1・fP＝f・　・100，　G・－0・3，　Gp一σ・－0・5，∫＝100，　Z＝2．0，　glξ，：9・ρ・＝9・の
　　　　　　　　　＝1，　r＝0．l
Initial　conditions　are　provided　by　the　following　constants．
　　　　xo，1＝＝xo，2＝＝1，　xo，3＝1．5，　xo，4＝3．829，　xo，5＝0．　l
　　　　Xo，1＝x。，2＝Xo，　a＝x。，5＝0，　x。，4＝2，
　　　　Po．　tj：＝0（i＝ノ，　i，　ゴ＝：1．2・・・…　5），　Po，11＝：Po，22＝、Pb，33＝Po，55＝1．2，　P｛），“＝：L5．
And　another　numerical　experiment　is　given　when　xo，1＝1．2but　the　other　initial　values　and　cQnstants　are　tlle
same・Th・n　w・・h・w　th・・im・1・ti・n・f　th・filter　t…tim・t・・he　ra・d・m・ig・・1・Messag・by　digit・1・・mp・t，，．
Th・apP・・xim・ti・n　m・d・in　numeri・al・al・u1・ti・n量s　sn・h・h・・d・：　O・OOI，　dx（彦）：x（・ゴ．、）一・（tゴ）．　dx（の
and　dP（のare　a1・Q　apP・・xim・t・d　i・th・・am・m・nn・r・A・d　w・ad・pt　201・umeri・al　d・t・・ノー1，2＿＿201
wh・・eらc・rre・p・nd・t・th・・t・p　O・The　re・・lt・・f　numeri・al・xperim・nt・a・c・h・w・i・Fig．2・・d　Fig．3．
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EStimate　error　varianCe　pl1（の
The　receivcd　signa】（Observed　value）and　the　signal　mcssage（True　value）are　shown　in　Fig．2．　Two　kinds
・f・h・b・havi・・，　d・n…dby（1）・nd（2）・f　the　e・・im…d・・1・・盆（の（一ε（の）are　repre・en・・d，（1）d。n。・。、
the　estimate　to　the　case　of　xo，1＝1．2．（2）denotes　the　estimate　to　the　case　of　xo，1＝O．　But　the　amplitude　of
（2）is　very　small（the　ratio　of　the　estimated　values（2）to（1）is　lO－4）．　Obviously　it　is　recognized　that　the
estimated　values（1）and　also（2）pursuit　wcll　the　true　value　and　the　effects　of　the　initial　value　xo，　l　have
important　role　in　the　estimate　of　signal　message．　In　Fig．3，　the　variance　Pll（t）of　the　estimated　errorκ1（t）一
倉①is　showed　to　the　case　of　xo，1＝　1．2and　xo，1＝O　but　we　can　not　see　the　di£ference　between　the　two　cases，
Clearly　pl1（の　converges　tQ　zero　rapidly．
〔6〕　Conclusion
　　　　We　treated　here　the　filtering　or　cstimation　by　applying　the　state　estimate　mcthod　to　estimate　of　phase
modulated　random　signa豆message　in　a　transmission　system　with　multiplicative　and　additive　noises．　Then　it
was　understood　that　it　is　easy　to　obtain　the　numerical　solution　of　the　filter．　The　numerical　results　given　here
arc　very　interesting　bccausc　the　solutions　are　given　in　real　time．
　　　　In　this　paper　on】y　continuous　systems　are　discussed．　Since　the　continuity　is　not　essentiaHn　the　present
theory，　discrete　systems　can　also　be　treated　in　the　same　manner’
　　　　Finally　we　have　to　express　a　few　problems　which　might　arise，　First　the　dimensions　of　the　dynamical
systems　being　relatcd　to　a　general　transmission　systems　may　increase　when　the　system　becomes　large．　To　find
how　to　avoid　this　situation　is　very　important　problem．　Secondly　it　has　to　bc　noted　that　the　errors　of　the
numerical　calculation　by　computer　may　increase　depending　on　the　properties　of　the　random　signal　message，
and　bccause　of　this　the　diagonal　elements　of　the　estimate　error　covariance　may　become　negative．　The　ailswer
to　theses　questions　should　be　cleared　in　future．
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