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Abstract
Let {Gn}∞n=1 be a sequence of transitive infinite connected graphs with sup
n≥1
pc(Gn) < 1, where
each pc(Gn) is bond percolation critical probability on Gn. Schramm (2008) conjectured that if
Gn converges locally to a transitive infinite connected graph G, then pc(Gn) → pc(G) as n→∞.
We prove the conjecture when G satisfies two rough uniformities, and {Gn}∞n=1 is uniformly
nonamenable.
1 Introduction
Let G = (V (G), E(G)) be a locally finite, connected infinite graph. Denote by pc(G) the critical
probability for Bernoulli bond percolation on G, that is,
pc(G) = inf {p ∈ [0, 1] : Pp(∃ an infinite component) > 0} .
Here Pp = PG,p is the relevant product probability for p-Bernoulli bond percolation on G. Notice that
throughout this paper all graphs are assumed to be connected even if we don’t mention this.
Let N be the set of all natural numbers, and Z (resp. Z+) the set of all (resp. nonnegative)
integers. Denote by BG(v,R) the ball of radius R ∈ Z+ in G centered at v. To continue, let Aut(G)
be the set of all automorphisms of G. When Aut(G) acts transitively on G, G is called transitive. Say
G is spherically symmetric about its vertex o if for all pairs of vertices x, y at the same distance from
o, there is an automorphism of G fixing o and mapping x to y. And for transitive G, G is spherically
symmetric means it is spherically symmetric about some (in fact, any) vertex o.
Call a sequence {Gn}∞n=1 of transitive graphs converges locally to G if for any integer R ∈ Z+,
there exists N ∈ N such that BGn(vn, R) and BG(v,R) are isomorphic as rooted graphs for all n ≥ N ,
where v (resp. vn) is an arbitrary vertex of G (resp. Gn). In the setting of general transitive graphs,
there is a natural problem about the locality of percolations.
Problem 1.1 Let {Gn}∞n=1 be a sequence of transitive infinite graphs which converges locally to a
transitive infinite graph G. Does pc(Gn)→ pc(G)? In another word, is the value of pc determined by
the local geometry or by the global property of graphs?
The answer to the problem is negative generally. For example, the following holds:
As n→∞, Z× Z/nZ converges locally to Z2,
but
1 = pc(Z× Z/nZ) 9 pc(Z2) < 1.
O. Schramm considered that Problem 1.1 should have a positive answer whenever the previous ob-
struction is avoided. The following conjecture is stated in [4] and attributed to Schramm (2008).
Conjecture 1.2 Let {Gn}∞n=1 be a sequence of transitive infinite graphs with sup
n≥1
pc(Gn) < 1 such
that Gn converges locally to a transitive infinite graph G. Then pc(Gn)→ pc(G).
The project is supported partially by CNNSF (No. 11271204).
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Whether sup
n≥1
pc(Gn) < 1 is equivalent or not to pc(Gn) < 1 for all n is unknown. Besides,
0 < pc(H) < 1 for any nonamenable transitive infinite connected graph H; but no geometric charac-
terization of the probabilistic condition pc(G) < 1 has been established so far, which constitutes part
of the difficulty of Conjecture 1.2. The conjecture suggests that the percolation critical probability
is locally determined. This contrasts with critical exponents which are believed to be universal and
depend only on global properties of the graph. For background and further conjectures regarding
percolation on infinite graphs can refer to [5, 3, 16, 21].
For Conjecture 1.2, a related but not directly linked fact is the following: For large enough d, every
vertex of Zd locally feels like in a 2d-regular tree T2d; Hara and Slade [15] proved that
pc
(
Zd
)
= 1/(2d) + o (1/d) comes close to pc (T2d) = 1/(2d− 1).
Recently, Delfosse and Ze´mor [8] studied Bernoulli bond percolation on m-regular hyperbolic till-
ings with m ≥ 5, and derived an upper bound ph of corresponding pc. They conjectured pc = ph ([8]
Conjecture 7.2), which is a local property for critical probabilities of hyperbolic percolation in a sense
close to above Conjecture 1.2.
The locality of the value of pc is a natural and important question which attracts a lot of attention.
For example pc for slabs Zd × {1, · · · , k}` (with d ≥ 2 and ` ≥ 1) approaches pc(Zd+`). Grimmett
and Marstrand [13] resettled this question positively by a block construction and renormalization
argument. Though the just mentioned Grimmett-Marstrand’s result is not in the setting of transitive
graphs, as remarked in [4], from it, we see easily that as k →∞,
pc
(
Zd × (Z/kZ)`)→ pc (Zd+`) .
In [5], Benjamini and Schramm studied the percolation properties in general setting of transitive
graphs. In [4], Benjamini, Nachmias and Peres showed that the percolation is local geometry for
non-amenable graphs with large girth; namely, Conjecture 1.2 holds when G is a d-regular tree Td
with d ≥ 3 and {Gn}∞n=1 is uniformly nonamenable. Here uniform nonamenability of {Gn}∞n=1 and
spherically symmetrical tree-structure of Td play an important role. Martineau and Tassion [18]
proved Conjecture 1.2 in case of Cayley graphs of Abel groups with rank no less than 2 by making
the Grimmett-Marstrand argument more robust. Note in [13] and [18], the graphs are assumed to be
amenable. And the conjecture is still open even for uniformly nonamenable sequences {Gn}∞n=1 ([4]).
As mentioned in Pete [21] Section 14.2, Conjecture 1.2 appears to be quite hard. Generally, in [21]
Section 14.2, Pete proved one direction of the Schramm conjecture that
pc(G) ≤ lim inf
n→∞ pc(Gn) (1.1)
by the following result: For Bernoulli bond percolation on any infinite transitive graph H with that
pc(H) < 1− δ for some δ ∈ (0, 1), there is a positive constant c(δ) only depending on δ such that
θH(p)− θH(pc(H)) ≥ c(δ)(p− pc(H)), ∀p ∈ (pc(H), 1];
where θH(p) = PH,p[cluster of o is infinite] and o is a fixed vertex of H. For a discuss of the other
direction of the conjecture, refer to [21] Section 14.2.
To state our main result, we introduce the following definition of “quasi-spherically symmetric”.
Definition 1.3 (i) Call a graph H is quasi-spherically symmetric about its vertex o if there exists a
k ∈ N such that for any n ∈ N, ∂BH(o, n) := BH(o, n) \ BH(o, n − 1) can be divided into at most k
disjointed subsets with that for any two vertices x and y in the same subset, there is an automorphism
of H fixing o and mapping x to y.
(ii) And for transitive H, H is quasi-spherically symmetric means it is quasi-spherically symmetric
about some (in fact, any) vertex o.
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Clearly, for a graph H, spherical symmetry implies quasi-spherical symmetry. Note any d-regular
tree Td with d ≥ 2 is a spherically symmetric Cayley graph and any Cayley graph is symmetric, and
Cayley graphs are rarely spherically symmetric. However, there still are some spherically symmetric
Cayley graphs rather than regular trees; and there are some quasi-spherically symmetric transitive
graphs which are not spherically symmetric. See Section 2.
Given an infinite transitive graph G = (V (G), E(G)) and a simple random walk (SRW) {Xn}∞n=0
on it. For any n ∈ N, u ∈ V (G), x ∈ ∂BG(u, n), p ∈ (pc(G), 1), let σn = inf{t |Xt /∈ BG(X0, n)} and
µn(x) = P[Xσn = x | X0 = u], bn(x, u) = PG,p [x is connected to u in BG(u, n)] . (1.2)
Notice µn(·) and bn(·, u) depend on u, while the following assumption is independent of u.
Assumption 1.4 (Rough uniformity) (i) There exist 0 < c,C <∞ such that
c ≤ µn(x)
µn(y)
≤ C, ∀n ∈ N, ∀x, y ∈ ∂BG(u, n).
(ii) There are positive constants c1(p) and c2(p) depending on p satisfying
c1(p) ≤ bn(x, u)/bn(y, u) ≤ c2(p), ∀n ∈ N, ∀x, y ∈ ∂BG(u, n).
Note that Conjecture 1.2 is open even if we assume {Gn}∞n=1 is uniformly nonamenable ([4] p.202
lines -2 and -1) and appears to be quite hard ([21] Section 14.2). In this paper, we prove
Theorem 1.5 Let {Gn}∞n=1 be a sequence of uniformly nonamenable transitive infinite graphs con-
verging locally to a transitive infinite graph G. If G satisfies Assumption 1.4, then as n→∞,
pc(Gn)→ pc(G).
By (4.1), local limit of any sequence of uniformly nonamenable transitive infinite connected graphs
is nonamenable. Clearly, Assumption 1.4 holds for any spherically symmetric transitive infinite con-
nected graph. Naturally, Assumption 1.4 should be true for many quasi-spherically symmetric tran-
sitive infinite connected graphs. For spherically or quasi-spherically symmetric and nonamenable
transitive infinite connected graphs which are not trees and satisfy Assumption 1.4, see Section 2.
Assumption 1.4 is a technical condition which should be removed, and we can not remove it in this
paper. We conjecture that Assumption 1.4 holds for quasi-spherically symmetric transitive graphs.
Remark 1.6 Novel aspects of this paper are as follows.
(i) Introduce a notion of quasi-spherically symmetric graphs and find some examples of such non-
amenable graphs satisfying Assumption 1.4 with uniformly nonamenable local approximations.
(ii) Our proof of Theorem 1.5 is inspired by [4]. Comparing with [4], in our setting, the loop
erasure of {Xt}σnt=0 can not be a uniform random non-backtracking (self-avoiding) path, [4] Corollary
3.1 does not hold, we introduce notion (α,A, n)-nice instead of [4] (α,A)-good. And ingeniously, when
considering the bond percolation on Gn in Step 1 of proof for Lemma 3.3, we introduce a third family
{Ze(1)}e∈E(Gn) of independent Bernoulli random variables with mean 1, which is independent of
{Xe(p)}e∈E(Gn) and {Ye()}e∈E(Gn); and add vertices into Vt not only according to Case 1 like [4],
but also according to Case 2 which differs from that of [4]. And in order that conditional expectation
of |Vt| can be as big as possible, we need to estimate the conditional probability of a vertex being in
Vt has a not too small lower bound specified in (3.4); which is done in Step 3 of proving Lemma 3.3.
Note Assumption 1.4 is used to deduce (3.2)-(3.3) in Step 2 of proof for Lemma 3.3, which does not
appear in [4]. The Steps 2 and 3 are essentially new. Step 4 in proving Lemma 3.3 is the same as
that of [4].
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2 Quasi-spherically symmetric nonamenable transitive graphs
In this section we will present some examples for nonamenable quasi-spherically symmetric graphs
(including spherically symmetric ones) satisfying Assumption 1.4 with uniformly nonamenable local
approximations. As mentioned before, d-regular tree Td is spherically symmetric and nonamenable
for any d ≥ 3.
Lemma 2.1 Given a nonamenable right Cayley graph H corresponding to a group Γ, and a sequence
{rn}∞n=1 ⊂ Γ such that (i) |rn|, the distance of rn from the identity of Γ, converges to ∞ as n → ∞;
(ii) additionally when order of rn is infinite, for some positive constant cn,
∣∣rkn∣∣ ≥ cn|k||rn|, k ∈ Z.
Let each Hn be the transitive quotient graph of H given by the following equivalence:
x, y ∈ Γ, x ∼n y ⇐⇒ x−1y ∈
{
rkn : k ∈ Z
}
= 〈rn〉;
i.e., the 〈rn〉-left-coset Cayley graph. Then {Hn}∞n=1 is uniformly nonamenable and locally convergent
to H.
Proof. For any h ∈ H, let ord(h) be its order. Note
pjHn ([x]n, [x]n) =
ord(rn)−1∑
k=−ord(rn)+1
pjH
(
x, xrkn
)
,
where [x]n is the quotient image of x, and p
j
Hn
(·, ·) and pjH(·, ·) are j-step transition probabilities for
SRW on Hn and H respectively. By [21] Chapter 1 Theorem 1.4, we see that
pjH
(
x, xrkn
) ≤ 2ρje− |rkn|22j .
Here ρ = ρ(H) is the spectral radius of H.
Therefore, when ord(rn) =∞, we have that
pjHn ([x]n, [x]n) =
∞∑
k=−∞
pjH
(
x, xrkn
) ≤ pjH (x, x) + ∞∑
k=1
4ρje−
k2c2n|rn|2
2j
≤ 2ρj +
∑
1≤k≤j
4ρj +
∑
k≥j+1
4ρje−
kc2n|rn|2
2 ≤ ρj
2 + 4j + 4 ∑
k≥j+1
e−
kc2n|rn|2
2

≤ ρj
2 + 4j + 4e− (j+1)c2n|rn|22
1− e− c
2
n|rn|2
2
 .
This implies lim sup
j→∞
(
pjHn ([x]n, [x]n)
) 1
j ≤ ρ. Obviously, lim inf
j→∞
(
pjHn ([x]n, [x]n)
) 1
j ≥ ρ. Namely, the
spectral radius ρ(Hn) of Hn is ρ.
And when ord(rn) <∞, we see that
pjHn ([x]n, [x]n) =
ord(rn)−1∑
k=−ord(rn)+1
pjH
(
x, xrkn
) ≤ ord(rn)−1∑
k=−ord(rn)+1
2ρj ≤ 2(2ord(rn)− 1)ρj ,
which implies ρ(Hn) ≤ ρ, and further ρ(Hn) = ρ.
Clearly {Hn}∞n=1 converges locally to H due to lim
n→∞ |rn| =∞.
Let P be the transition matrix of an SRW on a connected graph H and I the identity matrix, the
bottom λ1(H) of the spectrum of I − P is the largest constant λ1 such that for all f ∈ `2(H,deg(·)),
we have
〈f, (I − P )f〉 ≥ λ1〈f, f〉.
4
Here degree function deg(·) is viewed as a stationary measure for the SRW on H, and 〈·, ·〉 is the inner
product on `2(H,deg(·)). Notice that when H is transitive, `2(H,deg(·)) can be replaced by `2(H).
Recall Dodziuk [10] proved that an infinite bounded degree connected graph is nonamenable if and
only if λ1(H) > 0.
Example 2.2 Modified grandparent graphs
Fix 3 ≤ d ∈ N. Let ξ be a fixed end of d-regular tree Td. For any vertex x of Td, there is a unique
ray xξ = 〈x0 = x, x1, x2, · · · 〉 starting at x such that xξ and yξ differ by only finitely many vertices
for any vertices x and y. Call x2 is the ξ-grandparent of x. Let H be the graph obtained from Td by
adding the edge xx2 between each x and its ξ-grandparent. Note that H is a transitive graph but not
a Cayley graph of any group. See [16] Section 7.1. Given any vertex o of Td. Boundaries ∂BH(o, n)
of balls BH(o, n) are very complicated: When one walks in H, he can at each step decide to take (i)
a “grandparent step”, which goes further, but only in a specific direction, (ii) or a usual step, which
can go in any direction one wants. This makes that H is not quasi-spherically symmetric. We are
grateful that G. Kozma pointed this to us.
But the following transitive modified grandparent graph G is quasi-spherically symmetric and sat-
isfies Assumption 1.4: Let distTd(·, ·) be the graph distance in Td. And add new edges between any
two vertices x and y of Td with distTd(x, y) = 2. Denote the obtained graph by G.
Indeed, for any n ∈ N, let
Sn1 = {x ∈ Td | distTd(o, x) = 2n− 1}, Sn2 = {x ∈ Td | distTd(o, x) = 2n}.
Then
∂BG(o, n) = S
n
1 ∪ Sn2 .
Obviously, for every pair vertices x and y in Sn1 (resp. S
n
2 ), there is an automorphism fixing o and
mapping x to y due to the spherical symmetry of Td. Hence G is quasi-spherically symmetric.
Let P and P1 be the transition matrices of SRWs on G and Td respectively. Let P2 = (p2(x, y))x,y
be transition matrix on G such that
p2(x, y) =
{
0, if distTd(x, y) 6= 2,
1
d(d−1) , if distTd(x, y) = 2.
Then
P =
d
d2
P1 +
d(d− 1)
d2
P2 =
1
d
P1 +
(
1− 1
d
)
P2.
Note Td is nonamenabe, λ1(Td) > 0. Thus for any f ∈ `2(G) = `2(Td),
〈f, (I − P )f〉 = 1
d
〈f, (I − P1)f〉+
(
1− 1
d
)
〈f, (I − P2)f〉
≥ 1
d
λ1(Td)〈f, f〉.
Namely, G is nonamenable.
Since Td is the right Cayley graph of group
〈
a1, · · · , ad
∣∣a2i , 1 ≤ i ≤ d〉. For any n ∈ N, let T (n)d
be the
〈
(a1a2)
n+1
〉
=
{
(a1a2)
k(n+1) : k ∈ Z} left-coset Cayley graph. Then {T (n)d }∞
n=1
is uniformly
nonamenable by Lemma 2.1. (There are other uniformly nonamenable local approximations to Td.
In fact, for any group Γk (k ≥ 2), Olshanskii and Sapir [20] constructed a uniformly nonamenable
sequence which converges locally to its Cayley graph. For k ≥ 4, Akhmedow [2] also gave such a
sequence.)
Note each T
(n)
d is a quotient graph of Td, and the modified grandparent graph G of Td induces
naturally a modified grandparent graph Gn of T
(n)
d . Clearly, {Gn}∞n=1 converges locally to G. Similarly
to prove G is nonamenable, one can check each Gn is also nonamenable and
λ1(Gn) ≥ 1
d
λ1
(
T
(n)
d
)
≥ 1
d
inf
k≥1
λ1
(
T
(k)
d
)
> 0.
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Hence {Gn}∞n=1 is uniformly nonamenable.
Note that µn(·) is a constant function on Sn1 or Sn2 . To prove Assumption 1.4(i), it suffices to check
µn(x) ≥ µn(y) ≥ 1
d2
µn(x), x ∈ Sn1 , y ∈ Sn2 , x ∼ y, n ≥ 2.
To begin, let
Γx,z = {path γ = γ0γ1 · · · γk : k ∈ N, γ0 = o, γk = x, γk−1 = z, γ0γ1 · · · γk−1 ⊆ BG(o, n− 1)} ,
Γx,w = {path γ = γ0γ1 · · · γk : k ∈ N, γ0 = o, γk = x, γk−1 = w, γ0γ1 · · · γk−1 ⊆ BG(o, n− 1)} ,
where z and w are parent and grandparent of x respectively (assuming o is the ancestor of all other
vertices of Td), see Figure 1. And let
Γy,z = {path γ = γ0γ1 · · · γk : k ∈ N, γ0 = o, γk = y, γk−1 = z, γ0γ1 · · · γk−1 ⊆ BG(o, n− 1)} .
For path γ = γ0γ1 · · · γk, write |γ| = k. Then
µn(x) =
∑
γ∈Γx,z
(
1
d2
)|γ|
+
∑
γ∈Γx,w
(
1
d2
)|γ|
,
µn(y) =
∑
γ∈Γy,z
(
1
d2
)|γ|
.
Since for any γ = γ0γ1 · · · γk ∈ Γx,z, γ̂ = γ0γ1 · · · γk−1y ∈ Γy,z; and for any β = β0β1 · · ·β` ∈ Γx,w,
β˜ = β0β1 · · ·β`−1zy ∈ Γy,z; we have that
µn(y) ≥ 1
d2
µn(x).
On the other hand, for any γ = γ0γ1 · · · γk ∈ Γy,z, γ = γ0γ1 · · · γk−1x ∈ Γx,z. So
µn(x) ≥ µn(y).
Notice that bn(·, o) is a constant function on Sn1 or Sn2 ; and for any x ∈ Sn1 (resp. Sn2 ), there is
an its neighbour y ∈ Sn2 (resp. Sn1 ). Then bn(x1, o) ≥ pbn(x2, o) and bn(x2, o) ≥ pbn(x1, o) for any
x1 ∈ Sn1 and x2 ∈ Sn2 . Hence
p ≤ bn(x, o)
bn(y, o)
≤ 1
p
, ∀x, y ∈ ∂BG(o, n), ∀n ∈ N.
Assumption 1.4(ii) holds.
Example 2.3 Z2 ∗ Z3 ∼= 〈a, b|a2, b3〉, where ∗ denotes the free product.
Cayley graph of above group is shown as Figure 2. Given a root o, there are only two ways to
connect ∂BG(o, n) with ∂BG(o, n−1) for any n ≥ 1. Thus G is quasi-spherically symmetric. Note [23]
Chapter 2 Theorem 10.10: Let H = (V (H), E(H)) be a degree bounded connected infinite graph such
that for some r ∈ N, H\BH(x, r) has at least three infinite connected components for any x ∈ V (H).
Then H is nonamenable. By this result, Z2 ∗ Z3 and G are nonamenable.
Let Gn be the 〈(ab)n〉 =
{
(ab)kn : k ∈ Z} left-coset Cayley graph. Then {Gn}∞n=2 converges
locally to G; and by Lemma 2.1, {Gn}∞n=2 is uniformly nonamenable.
Notice Figure 2. Given any x, y ∈ ∂BG(o, n). If x, y are of the same type, then
µn(x) = µn(y) and bn(x, o) = bn(y, o).
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ox
y
z
w
Figure 1: Local structure of modified grandparent graph drawn in plane
Otherwise, without loss of generality, assume x is of type 2 and y is of type 1. And we can find a type
2 vertex z ∈ ∂BG(o, n− 1) and y ∼ z. Clearly,
µn(y) ≤ µn−1(z) and bn(y, o) ≤ bn−1(z, o).
Note that
µn(x) ≥ 1
3
µn−1(z) and bn(x, o) ≥ pbn−1(z, o).
Therefore, we obtain that
µn(x) ≥ 1
3
µn(y) and bn(x, o) ≥ pbn(y, o).
Exchanging positions of x and y, we have that
µn(y) ≥ 1
3
µn(x) and bn(y, o) ≥ pbn(x, o).
Hence for any n ∈ N and x, y ∈ ∂BG(o, n),
1
3
≤ µn(x)
µn(y)
≤ 3 and p ≤ bn(x, o)
bn(y, o)
≤ 1
p
;
Assumption 1.4 holds.
Example 2.4 H1 ∗H2 ∗ · · · ∗Hm (2 ≤ m ∈ N). Here each Hi = 〈Si|Ri〉 (1 ≤ i ≤ m) is a nontrivial
finite group; and when m = 2, max {|H1|, |H2|} ≥ 3.
Cayley graph G of H1 ∗ H2 ∗ · · · ∗ Hm is quasi-spherically symmetric. The reason is as follows:
there are finitely many ways for connecting ∂BG(o, n) and ∂BG(o, n − 1) for all n ≥ 1, where o is a
fixed vertex of G. From [23] Chapter 2 Theorem 10.10, G is nonamenable.
Similarly to Example 2.3, by Lemma 2.1, we can construct many uniformly nonamenable graph
sequences {Gn}∞n=1 of infinite transitive connected graphs to locally approximate G. And also similarly
to Example 2.3, we can check Assumption 1.4 holds for G.
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Figure 2: Local structure of Cayley graph for Z2 ∗ Z3
Example 2.5 For any composite natural number d ≥ 4, there exist d-regular spherically symmetric
nonamenable infinite Cayley graphs G which are not d-regular tree Td.
Since d is a composite number, there exist 2 ≤ m, k ∈ N such that d = mk. Note complete graph
Kk+1 on k+ 1 vertices is a right Cayley graph of some finitely generated group 〈S1|R1〉. Let G be the
right Cayley graph of group H = 〈S1|R1〉 ∗ 〈S1|R1〉 ∗ · · · ∗ 〈S1|R1〉 (m copies). Then G is a spherically
symmetric nonamenable infinite Cayley graph. And spherical symmetry is obviously. Indeed, for any
x ∈ V (G) and r ≥ 1, G\BG(x, r) will give birth at least mkr−1 infinite connected components; by
[23] Chapter 2 Theorem 10.10, G is nonamenable.
Recall from Lyons and Peres [16] Section 3.5, a Cayley graph is spherically symmetric iff it is
2-point homogeneous (i.e., distance transitive [17]) in the sense that there is an automorphism taking
u to w and v to x for any vertices u, v, w, x with dist(u, v) = dist(w, x); where dist(·, ·) is the graph
distance. It is still true that an infinite transitive graph L is spherically symmetric iff it is 2-point
homogeneous. In fact, assume transitive L is spherically symmetric and given any vertices u, v, w, x
with dist(u, v) = dist(w, x). Firstly there is an automorphism φ1 of L taking u to w, and then there is
an automorphism φ2 of L fixing w and mapping φ1(v) to x. Clearly, automorphism φ2 ◦ φ1 of L takes
u to w and v to x. Recall 2-point homogeneous graphs are characterized by Macpherson [17] Theorem
1.2; from [17] p.63 Definition 1.1 and p.64 Paragraph 1, all these graphs, which are not a tree, are all
Cayley graphs just described in this example. We thank R. Lyons for pointing these to us.
Clearly, there are many elements a of H with infinite order satisfying the requirement specified in
Lemma 2.1. Let Gn be the 〈an〉 =
{
akn : k ∈ Z} left-coset Cayley graph. Then Gn converges locally
to G as n→∞; and by Lemma 2.1, {Gn}∞n=1 is uniformly nonamenable.
3 Proof of Theorem 1.5
Recall the following lemma from [4].
Lemma 3.1 Assume X = {Xt}∞t=0 is a reversible irreducible Markov chain on a countable state space
V with infinite stationary measure pi and transition matrix P ; and the bottom of the spectrum of I−P
on `2(V, pi) is λ1 > 0. Let A ⊂ V be nonempty with pi(A) <∞ and piA(·) = pi(A ∩ ·)/pi(A). Then
PpiA(X never return to A) ≥ λ1,
where PpiA is the law of X with X0 of the law piA.
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Let H = (V (H), E(H)) be an arbitrary nonamenable infinite transitive connected graph and
X = {Xt}∞t=0 the SRW on it. For any n ∈ N and u ∈ V (H), let
τn = inf{t ≥ 1 |Xt /∈ BH(X1, n)}.
For a subset A ⊂ V (H) and α ∈ (0, 1), an edge (x, u) is (α,A, n)-nice if x ∈ A and
β(x,u,j) = P
[
X1 = u,Xτj /∈ A
∣∣ X0 = x] ≥ α, ∀1 ≤ j ≤ n.
Call x ∈ A is (α,A, n)-nice if there is a (α,A, n)-nice edge (x, u). Let d be the vertex degree of H.
Lemma 3.2 Given any finite set A ⊂ V (H), there are at least λ1(H)d2 |A| edges (x, u) which are(
λ1(H)
2 , A, n
)
-nice for any n ∈ N.
Proof. From Lemma 3.1,
1
d|A|
∑
(x,u): x∈A
P [X1 = u,Xt /∈ A,∀t ≥ 1 | X0 = x] ≥ λ1(H).
Hence there are at least λ1(H)d2 |A| edges (x, u) with x ∈ A such that
P [X1 = u,Xt /∈ A,∀t ≥ 1 | X0 = x] ≥ λ1(H)/2.
This implies the lemma.
Lemma 3.3 ∀ > 0, 1 > 0, there is an N ∈ N, for any n ≥ N , pc(Gn) ≤ pc(G) + 2+ 1.
Proof. Let  > 0 and 1 > 0 be sufficiently small numbers with pc(G)+2+1 < 1. Write p = pc(G)+.
Let d be the vertex degree of G. Without loss of generality, assume each Gn is of vertex degree d. Put
rn = sup {r ∈ Z+ : BGn(vn, r) ∼= BG(v, r)} , (3.1)
where vn (resp. v) is an arbitrary vertex of Gn (resp. G). Note rn does not depend on vn and v.
Since Gn converges locally to G, we have lim
n→∞ rn = ∞. For convenience, we also assume vertex sets
of each Gn and G are identical.
Step 1. Consider the bond percolation on Gn. For each edge e we consider three independent
Bernoulli random variables, Xe(p), Ye() and Ze(1) with means p,  and 1 respectively. And the
family {(Xe(p), Ye(), Ze(1))}e∈E(Gn) is independent. An edge e is open if one of the three variables
Xe(p), Ye() and Ze(1) takes the value 1 and closed otherwise. An edge e is p-open if Xe(p) = 1,
and -open if Ye() = 1, and 1-open if Ze(1) = 1. So the probability of an edge being closed is
(1 − p)(1 − )(1 − 1). Therefore, for a vertex v ∈ V (Gn), the open cluster C(v) of v, is dominated
by pc(G) + 2 + 1-bond percolation. In the following we will prove that with positive probability
|C(v)| =∞ for large enough n.
We will construct the following process, which produces an increasing sequence {At}t of connected
vertex sets satisfying A(t) ⊆ C(v) for all t. Let A0 be the p-cluster of v. Call an edge -unchecked
(resp. 1-unchecked) if we don’t know whether it is -open or -closed (resp. 1-open or 1-closed).
Suppose A0 is finite (otherwise the proof is completed) and all the edges touching A0 are -unchecked
and 1-unchecked. For t ≥ 1, let Et−1 be the set of -unchecked edges (x, u) such that (x, u) is(
λ1(Gn)
2 , At−1, rn
)
-nice. If Et−1 = ∅, then stop the process. Otherwise, we choose some edge (x, u) ∈
Et−1 by some order and check whether the edge is -open or -closed. If it is closed, then let At = At−1.
If not, we consider the p-percolation on BGn(u, rn) and the 1-percolation on BGn(u, rn) ∩ ∂EAt−1.
Here ∂EAt−1 is the set of edges with only one end in At−1. Let Vt be the set of following vertices in
BGn(u, rn) \At−1 :
Case 1. All vertices of any p-percolation path starting from u in BGn(u, rn) and
not intersecting with At−1. Trivially, u is in Vt.
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Case 2. All vertices y of BGn(u, rn) such that there is a vertex z ∈ BGn(u, rn) \At−1
adjacent to At−1 by an 1-open edge ez satisfying y is connected to z by
a p-percolation path in BGn(u, rn) avoiding At−1. Here we don’t need to
know whether other edges sharing a vertex with ez are 1-open or not.
Let
At = At−1 ∪ Vt.
Step 2. Given edge (x, u) ∈ Et−1. For any y ∈ ∂BGn(u, j) with j ≤ rn, let
bj(y, u, n) = PGn,p [y is connected to u in BGn(u, j)] .
Since δ := PG,p [u is connected to infinity] > 0 and j ≤ rn, we have that
PGn,p [u is connected to ∂BGn(u, j) in BGn(u, j)]
= PG,p [u is connected to ∂BG(u, j) in BG(u, j)] ≥ δ,
and further ∑
y∈∂BGn (u,j)
bj(y, u, n) ≥ δ.
By Assumption 1.4(ii), there is a positive constant c3(p) depending on p such that for any η ∈ (0, 1),
any j ≤ rn and any A ⊆ ∂BGn(u, j) with |A|/|∂BGn(u, j)| ≥ η,∑
y∈A
bj(y, u, n) ≥ c3(p)ηδ. (3.2)
By Assumption 1.4(i) and Lemma 3.2, conditioned on At−1 and (x, u) ∈ Et−1, there is a positive
constant c4 independent of At−1 and (x, u) such that for any j ≤ rn,
| {y ∈ ∂BGn(u, j) : y /∈ At−1} | ≥ c4λ1(Gn)|∂BGn(u, j)|. (3.3)
Step 3. Define
Zt = |{e : e is an -closed and -checked edge touching At}|.
Let
τ = min
{
t : |At| ≤ 2t
λ1(Gn)d
}
.
Note that we only check the -status of one edge at each step, thus Zt ≤ t. By Lemma 3.2, if
|At| > 2tλ1(Gn)d , then there exists at least one -unchecked edge. Let Ft be the σ-algebra generated by
the p,  and 1 statuses of the edges up to time t and ξt = |At+1| − |At|.
By the definition of Vt, we have that for any vertex y ∈ ∂BGn(u, j) \At−1 with j ≤ rn,
P[y ∈ Vt | Ft−1, τ > t] ≥ 1bj(y, u, n). (3.4)
Indeed, fix At−1 and (x, u), and consider the p-bond percolation ω(u, n) on edges of BGn(u, rn) which
do not touch At−1. Let
∂+At−1 = {y ∈ Gn \At−1 : ∃z ∈ At−1, y ∼ z} , Bt = ∂+At−1 ∩BGn(u, rn).
For any y ∈ BGn(u, rn) \ (At−1 ∪ {u}) , let Dt(y) = {y is connected to Bt in ω(u, n)} and
D1t (y) = {y is connected to u with an open path avoiding At−1 ∩BGn(u, rn) in ω(u, n)},
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D2t (y) = Dt(y) \D1t (y).
When D1t (y) holds, y is in Vt. And when D2t (y) holds, there must be an open path connecting y with
a vertex z ∈ Bt \ {u} and avoiding At−1 in ω(u, n); assume z ∼ w ∈ At−1 and let edge zw be 1-open,
then y ∈ Vt. Therefore,
P[y ∈ Vt | Ft−1, τ > t] ≥ P
[
D1t (y)
∣∣ Ft−1, τ > t]+ 1P [D2t (y) ∣∣ Ft−1, τ > t]
≥ 1P [Dt(y) | Ft−1, τ > t] .
Extend ω(u, n) to a p-bond percolation ω˜(u, n) on BGn(u, rn) by letting edges touching At−1 ∩
BGn(u, rn) be p-open independently and independent of all X·(p), Y·() and Z·(1). Let
Ft(y) = {y is connected to u in ω˜(u, n)} ,
F 1t (y) = {y is connected to u by an open path avoiding At−1 ∩BGn(u, rn) in ω˜(u, n)} ,
F 2t (y) = Ft(y) \ F 1t (y).
Then F 1t (y) = D
1
t (y).
Now assume F 2t (y) holds. Then there must be an open path γ = (y0y1 · · · yi) in ω˜(u, n) such that
y0 = y, yi = u and some yj ∈ At−1 ∩BGn(u, rn). Let
j∗ = min {1 ≤ j ≤ i : yj ∈ At−1 ∩BGn(u, rn)} .
Clearly 1 ≤ j∗ < i. When j∗ > 1, (y0y1 · · · yj∗−1) is an open path in ω˜(u, n) avoiding At−1∩BGn(u, rn);
hence it is also an open path in ω(u, n) avoiding At−1 ∩BGn(u, rn). Combining with yj∗−1 ∈ Bt when
j∗ > 1, we see D2t (y) holds. In addition, when j∗ = 1, clearly D
2
t (y) holds. Therefore,
F 2t (y) ⊆ D2t (y).
And further
Ft(y) ⊆ Dt(y).
So we have that
P[y ∈ Vt | Ft−1, τ > t] ≥ 1P [Dt(y) | Ft−1, τ > t]
≥ 1P [Ft(y) | Ft−1, τ > t]
= 1Pω˜(u,n)[Ft(y)],
where Pω˜(u,n) is the law of ω˜(u, n), and we have used that ω˜(u, n) is independent of Ft−1 given τ > t
and (x, u) ∈ Et−1. This implies (3.4).
Now by (3.2)-(3.4),
E[ξt−1 | Ft−1, τ > t] ≥
rn∑
j=1
1
∑
y∈∂BGn (u,j)\At−1
bj(y, u, n) ≥ 1c4λ1(Gn)c3(p)c4λ1(Gn)δrn. (3.5)
Step 4. Note by the uniform nonamenability of {Gk}∞k=1, we have inf
k≥1
λ1(Gk) > 0. Hence, for
large enough n, by (3.5),
E[ξt−1 | Ft−1, τ > t] ≥ 4d−1λ1(Gn)−1.
Let Xi =
i∑
j=0
(ξj − E(ξj)), i ∈ Z+. Note the randomness of ξi+1 is independent of Fi. Then
E(Xi+1|Fi) = Xi + E (ξi+1 − E (ξi+1)| Fi) = Xi;
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and {Xi}i is a martingale. Clearly, for any i, |Xi+1 −Xi| ≤ d(d − 1)rn . When n is large enough, by
the Azuma-Hoeffding inequality ([1] Chapter 7), for any t > 1,
P(τ = t+ 1||A0| <∞) ≤ P
(
|A0|+
t∑
i=0
ξi ≤ 2(t+ 1)
dλ1(Gn)
∣∣∣∣∣ |A0| <∞
)
≤ P
(
t∑
i=0
ξi −
t∑
i=0
E(ξi) ≤ 2(t+ 1)
dλ1(Gn)
∣∣∣∣∣ |A0| <∞
)
≤ e−c5(t+1),
where c5 := 2λ1(Gn)
−2d−4(d − 1)−2rn > 0. For any K ∈ N, there is a positive probability with
|A0| ≥ K, thus for K large enough, we have
P(τ =∞) ≥ P(|A0| ≥ K)P(τ =∞||A0| ≥ K)
≥ P(|A0| ≥ K)
1− ∑
t≥λ1(Gn)dK2
e−c5(t+1)
 > 0.
Here we have used the fact that τ > λ1(Gn)d|A0|2 due to |At| is increasing. Clearly, {τ = ∞} implies{|C(v)| = ∞}. Hence, there is a positive probability of an infinite cluster in pc(G) + 2 + 1-bond
percolation on Gn. That is pc(Gn) ≤ pc(G) + 2+ 1.
Similarly to Lemma 3.3, one can prove
Lemma 3.4 For any  > 0 and 1 > 0, when n is large enough, pc(G) ≤ pc(Gn) + 2+ 1.
By Lemmas 3.3-3.4, or Lemma 3.3 and (1.1), we obtain Theorem 1.5 immediately.
Remark 3.5 Notice (3.1) and (3.5). From the proof of Theorem 1.5, the following holds: For any
sequence {Gn}∞n=1 of nonamenable transitive infinite connected graphs converging locally to a nona-
menable transitive infinite connected graph G, if
G satisfies Assumption 1.4 and lim
n→∞λ1(Gn)
2rn =∞,
then lim
n→∞ pc(Gn) = pc(G).
4 Problems
Let {Hn}∞n=1 be a sequence of transitive infinite connected graphs converging locally to a transitive
infinite connected graph H. Fix vertex v (resp. vn) of H (resp. Hn). Consider a copy H˜n of Hn on
vertex set V (H) such that
BH˜n(v, rn) = BH(v, rn) with rn = sup {r ∈ Z+ : BHn(vn, r) ∼= BH(v, r)} .
Since Hn converges locally to H, we have that lim
n→∞ rn =∞. Let P (resp. Pn) be the transition matrix
of the SRW on H
(
resp. H˜n
)
. Then Pn converges to P pointwisely as n→∞. Notice
λ1(H) = inf
f∈`2(V (H))\{0}
〈f, (I − P )f〉/〈f, f〉, λ1 (Hn) = inf
f∈`2(V (H))\{0}
〈f, (I − Pn)f〉/〈f, f〉.
It is easy to prove
lim sup
n→∞
λ1(Hn) ≤ λ1(H). (4.1)
Generally lim
n→∞λ1(Hn) = λ1(H) may not hold. A natural question is
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Problem 4.1 Given any transitive infinite connected graph H. (i) Is there a nontrivial sequence
{Hn}∞n=1 of uniformly nonamenable transitive infinite connected graphs converging locally to H when it
is nonamenable? (ii) Is there a nontrivial sequence {Hn}∞n=1 of amenable transitive infinite connected
graphs converging locally to amenable H with pc(H) < 1 satisfying that sup
n≥1
pc(Hn) < 1?
See Section 2 for partial positive answers to Problem 4.1(i). Recall that every finitely generated
infinite group with free group F2 as a subgroup is nonamenable; and the Burnside group
B(m,n) = 〈g1, · · · , gm | gni = 1, ∀i 〉
is nonamenable and does not contain F2 as a subgroup for any m ≥ 2 and odd n ≥ 665; and
grandparent graphs are not isomorphic to any Cayley graph, and are transitive and nonamenable.
And as a transitive graph which is not quasi-isometric to any Cayley graph ([12]), the Diestel-Leader
graph DL(k, `) is nonamenable iff k 6= `. Therefore, there are plenty of typical examples for studying
Problem 4.1(i).
Notice any quotient graph of an amenable graph is amenable. And for a finitely generated infinite
group, there may not be an element of infinite-order generally. When H is a Cayley graph of an
amenable finitely generated infinite group Γ = 〈S|R〉 with an element r of infinite order, then Cayley
graph Hn of 〈S |R, rn 〉 converges locally to H; and to answer affirmatively Problem 4.1(ii), we need
(a) each Hn is infinite, and (b) sup
n≥1
pc(Hn) < 1. Clearly (a) is easy usually when pc(H) < 1. But
(b) might be difficult in some cases. In addition, we point out that solvable groups and groups with
subexponential growth are amenable.
For a sequence {Hn}∞n=1 of uniformly nonamenable transitive infinite connected graphs, clearly
sup
n≥1
pc(Hn) < 1. Conversely, for a sequence {Hn}∞n=1 of nonamenable transitive infinite connected
graphs converging locally to a nonamenable transitive infinite connected graph with sup
n≥1
pc(Hn) < 1,
is the sequence uniformly nonamenable? Maybe the answer is negative.
In addition, the following problem is fundamental:
Problem 4.2 What kind of transitive infinite connected graphs satisfy Assumption 1.4(i) or Assump-
tion 1.4(ii) or Assumption 1.4?
Assumption 1.4(i) means harmonic measures (exiting distributions) µn(·) on ∂BG(u, n) are roughly
uniform. Recall Pete [21] Section 9.5 proposed the following rough uniformity problem for finitely gen-
erated groups: Does every finitely generated group have a generating set in which harmonic measures
µn(·) on ∂BG(u, n) are roughly uniform in the sense that there exist constants 0 < c,C <∞ such that
for any n, there is Un ⊆ ∂BG(u, n) satisfying
µn(Un) > c, c <
µn(x)
µn(y)
< C for all x, y ∈ Un?
Note Graphs specified in examples of Section 2 are hyperbolic and have an infinite hyperbolic
boundary. Recall every hyperbolic transitive graph with infinite hyperbolic boundary is nonamenable
([23] Chapter 4 Section 22). We conjecture that Assumption 1.4 holds for quasi-spherically symmetric
transitive graphs. As for hyperbolic transitive graphs of infinite hyperbolic boundary (e.g., d-regular
infinite hyperbolic tiling with d ≥ 5), R. Lyons thinks this is not true for either Assumption 1.4(i)
or Assumption 1.4(ii), and the problem is that differences build up multiplicatively from u to the
boundary of the ball. For the same reason, he doubt Pete’s question has a positive answer, and like
wise for the following Problem 4.4. However for d-regular infinite hyperbolic tiling with d ≥ 5, we
believe that we can prove Problem 4.4(ii) has a positive answer, which we plan to do in another paper.
I. Benjamini suggests us that not for application, still it might be of interests to look at f(r)-quasi
spherical symmetry. That is, bound the number of pieces one should cut an r-sphere in Cayley graph
so that the harmonic measure ratio is say bounded by 2 in each piece. Assumption 1.4 might be true
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for some general f(r)-quasi spherically symmetric transitive infinite graphs.
From the proof of Theorem 1.5, what we really need is the following: There is a positive constant
c6 such that for any n ∈ N, j ≤ rn and any A ⊆ ∂BG(u, j) with µj(A) ≥ λ1(Gn)/2,∑
y∈A
bj(y, u, n) ≥ c6. (4.2)
If (4.2) holds, then similarly to Theorem 1.5, we can verify that without Assumption 1.4, Theorem 1.5
does still hold. To prove Conjecture 1.2 in the uniformly nonamenable setting, the following problem
should be studied.
Problem 4.3 Let G be a nonamenable transitive infinite connected graph. Is there a positive constant
c such that for any n ∈ N and any A ⊆ ∂BG(u, n) with µn(A) ≥ λ1(G)/2,∑
y∈A
bn(y, u) ≥ c?
Furthermore, we can propose the following asymptotically absolutely continuous problem:
Problem 4.4 Let G be a nonamenable transitive infinite connected graph and each νn the uniform
probability on ∂BG(u, n). (i) Is µn (resp. bn(·, u)) asymptotically absolutely continuous with respect
to νn in the sense that for any An ⊆ ∂BG(u, n) with lim
n→∞ νn(An) = 0, we have
lim
n→∞µn(An) = 0
resp. lim
n→∞
∑
y∈An
bn(y, u) = 0
?
(ii) Is µn asymptotically absolutely continuous with respect to bn(·, u) in the sense that for any An ⊆
∂BG(u, n) with lim
n→∞
∑
y∈An
bn(y, u) = 0, we have lim
n→∞µn(An) = 0?
Affirmative answer to Problem 4.4(i) or Problem 4.4(ii) can be used to prove Conjecture 1.2 in the
uniformly nonamenable case similarly to Theorem 1.5.
Notice Z is an amenable 2-regular spherically symmetric infinite transitive graph and all examples
for quasi-spherically symmetric infinite transitive graphs in Section 2 are nonamenable; naturally the
following problem arises:
Problem 4.5 Are there amenable quasi-spherically symmetric infinite transitive connected graphs
with degree at least 3?
Finally, the following locality problem is very interesting in its own way. Let
pu(G) = inf {p ∈ [0, 1] : PG,p(∃ an unique infinite component) > 0} .
Recall [5] conjectured that pc(G) < pu(G) for any nonamenable quasi-transitive infinite connected
graph G; and this conjecture holds in some cases ([16]).
Problem 4.6 Let {Gn}∞n=1 be a sequence of transitive infinite connected graphs converging locally to
a transitive infinite connected graph G. (i) Does pu(Gn) → pu(G) when each Gn and G are nona-
menable? (ii) Under what conditions, θGn(p) → θG(p) for any p ∈ (0, 1) or θGn(·) → θG(·) in the
Skorohod (resp. uniform) topology for Ca`dla`g (resp. continuous) functions on [0, 1]?
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