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1 INTRODUCTION 
Developing numerical models capable of simulat-
ing the hydrodynamics of open-channel flows 
over rough and permeable beds is crucial for pre-
dicting the morphodynamic evolution of alluvial 
channels and the complex physical-chemical 
processes occurring within the subsurface (hypor-
heic zone) of river beds. However, most current 
numerical models assume that alluvial streams 
have an impermeable channel bed (Raudkivi, 
1998). This represents a significant issue as ex-
perimental observations have shown that such as-
sumptions are erroneous as turbulence within 
gravel-beds can be significant (Bencala and Wal-
ters, 1983). Thus, Darcian theory, suitable for 
low-conductivity porous media, should not be ap-
plied within cohesionless gravel-bed rivers. The 
Navier Stokes (NS) equations can be used to 
model flow through a porous media if the internal 
morphology is known. However, this is rarely the 
case and the complexity of the internal morphol-
ogy of the bed has meant that the normal approach 
to this problem is to volume-average the NS equa-
tions and close them with the Hazen-Dupui-Darcy 
(HDD) model (Lage et al., 2002). However, if the 
internal morphology of the bed is known, a mass 
flux scaling algorithm that has been developed to 
include complex bed topography into a stable dis-
cretization (Lane et al., 2003 and 2004; Hardy et 
al., 2005) can be applied. 
Even thought these models represent the state-
of-the-art, they remain largely untested, and hence 
their reliability remains unknown. The lack of 
validation data is due to the fact that experimental 
techniques can not currently meet the significant 
challenges required to fully characterize the com-
plex instantaneous turbulent patterns produced 
within bed pore spaces.  
To meet this challenge, a novel high-resolution 
endoscopic particle image velocimetry (E-PIV) 
technique, capable of collecting data within the 
pore spaces of a submerged permeable bed, has 
been developed. The purpose of the present paper 
is to present the first comparison between intersti-
tial velocity data obtained from a 3-D CFD model 
and this analogue experimental data. Experiments 
were tailored to meet the CFD requirements and 
to simplify the basic validation procedures.  
2 PHYSICAL PROBLEM AND APPROACH 
2.1 The permeable bed model 
The exact same geometry was used for both the 
numerical and experimental models. In order to 
simplify the comparison of the results we consid-
ered a simple geometry which can be seen as the 
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idealisation of a flat gravel-bed. The bed was 
made from uniform size spheres in a regular ar-
rangement (see Figure 1). The permeable domain, 
which is overlaid by a free-surface flow, is 
bounded underneath by an impermeable surface. 
The main advantage of using a regular solid ma-
trix is that the internal morphology of the porous 
bed is completely known with a high level of ac-
curacy. This gives us the confidence of geometri-
cally matching the numerical model domain to the 
experimental conditions.  
The flume was 2.4 m long with a rectangular 
cross-section (width = 0.35 m). The permeable 
bed comprised six horizontal layers of uniform di-
ameter (D = 0.04 m) spheres giving a total bed 
depth hbed = 0.24 m. Whilst the numerical code re-
solved the flow in the whole 3D flume domain, 
the experimental data were collected within a spe-
cific pore space which was located two layers un-
derneath the surface-subsurface interface (i.e. 8 
cm underneath the bed surface). 
 
 
 
 
 
 
 
Figure 1. Schematic of the permeable bed model. The chan-
nel cross-section dimensions are: width= 0.35 m and 
height= 0.60 m. The pore space measurement volume is 
marked; this was located at 1.68 m downstream from the in-
let section and (10 cm underneath the top of the spheres). 
2.2 CFD model 
The algorithm is based upon a mass flux scaling 
treatment where a structured Cartesian grid is used 
that is also capable of replicating the complex ge-
ometry encountered in natural gravel beds. This has 
been accomplished with a modification to the mass 
conservation equation through the development of a 
5 term porosity algorithm in which: fully blocked 
cells are assigned a porosity of zero; fully un-
blocked cells are assigned a porosity of one; and 
faces of partly blocked cells are assigned a porosity 
of between 0 and 1, according to the percentage of 
the cell face that is blocked. This discretization is 
used in a standard numerical scheme that solves the 
full three-dimensional Navier-Stokes equations 
discretized using a finite-volume method. The in-
terpolation scheme used is hybrid-upwind, where 
upwind differences are used in high convection 
areas (Peclet number > 2) and central differences 
are used where diffusion dominates (Peclet num-
ber < 2). Although this scheme can suffer from 
numerical diffusion, it is very stable. The pressure 
and momentum equations are coupled by applying 
SIMPLEST, a variation on the SIMPLE algorithm 
of Patankar and Spalding (1972). The equations 
are closed using the RNG-κε turbulence model. 
Finally, velocity profiles collected through UDVP 
data (see Figure 2) were used for an inlet bound-
ary condition (a fixed mass boundary) while the 
outlet is prescribed using a fixed-pressure bound-
ary condition where mass is allowed to enter and 
leave the domain. 
2.3 Boundary conditions 
In order to characterize the free-stream flow of the 
experimental model, and so provide flow boun-
dary conditions for the numerical simulations, 
vertical profiles of the streamwise velocity com-
ponent were measured using an array of four ul-
trasonic Doppler velocity profilers (UDVP). The 
UDVP data were used to estimate the percentage 
of flow moving above (Qstream) and through (Qbed) 
the bed. From these profiles, the mean free-stream 
velocity (U0 = Qstream/(B*hfsf)), which was used to 
define the open channel Reynolds number 
Re = U0hfsf/Ȟ (where Ȟ is the kinematic viscosity), 
was quantified.  
All experiments and simulations were con-
ducted under steady flow boundary conditions. 
One experimental condition has been examined in 
detail for this paper. The flow depth used was hfsf 
= 0.06 m while the mean free-stream velocity was 
U0 = 0.568 m/s (Re = 3.4*104). 
The velocity profile shown in Figure 2 
represents the mean vertical profile of the 
streamwise velocity component taken from the 
free-stream flow. This velocity profile was used as 
the inlet boundary condition for the numerical si-
mulation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Vertical profile of averaged streamwise velocity 
component collected by UDVP in the water column and de-
fining the free-stream flow boundary condition examined. 
(hfsf = 0.06m; U0 = 0.568 m/s; Qtot = 20l/s; Qstream = 12 l/s; 
Re = 3.4*104) 
U0
hfsf
hbed
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130
2.4 Experimental set-up 
Experiments were conducted in a recirculating 
open channel. The pore-flow was measured within 
the pore space measurement volume (Figure 1) by 
using a specially developed time-resolved endos-
copic particle image velocimetry (E-PIV). The E-
PIV technique consists of two endoscopes, a digi-
tal high-speed video camera and a pulsed laser 
source. The camera endoscope (CE) provided the 
optical access to the pore space while the laser 
endoscope (LE) directed light into the pore space 
(Figure 3). 
Flow was imaged by connecting the CE to a 
high-resolution (2352*1728 pixels) digital Image-
Intensified Camera. The LE was connected to a 
double-pulsed Nd:YAG 532 nm laser with output 
energy up to 120 mJ per pulse and repetition rate 
up to 15 Hz. A 4Gb on board camera memory al-
lowed the collection of 500 sequential image pairs 
at full resolution. 
In order to minimize loss of light and maximize 
resolution and brightness, a rod-lens based bore-
scope with high transmission was used. The CE 
was 300 mm long with an 8 mm external diameter 
shaft borescope. The CE had a 0° view direction 
and a 67° angle of view and was connected to the 
camera through a 50 mm focal length Nikon lens 
to provide appropriate magnification of the pore 
space. The CE was mounted horizontally through 
the wall of the flume (Figure 3). Four endoscopic 
ports allowed quantification of the flow at differ-
ent depths within the bed; the results reported 
herein are from the second pore space beneath the 
surface bed (Figure 3, port B). The distance be-
tween the end of the CE and the measurement 
plane was 0.04 m, thereby resulting in negligible 
flow perturbation, maximum image resolution and 
a more complete field of view in comparison to 
external PIV applications in beds of packed 
spheres.  
A 0° view angle laser endoscope (LE) was 
used to convey the laser beam and illuminate the 
pore space (Figure 1a and b). The LE consisted of 
a 27 mm long cylindrical probe (with 12 mm ex-
ternal diameter). The probe terminated at a cylin-
drical lens (8 mm diameter) that produced a light 
sheet (0.5-1 mm thick) with a lateral divergence 
angle of approximately 26°. A spherical lens with 
a focal length of 300 mm was used. The laser 
beam is conveyed to the LE through an articulated 
arm. The LE probe was vertically inserted through 
the flume base via a customized port that allowed 
adjustable positioning in the horizontal plane. 
 
Figure 3. Endoscopic PIV set up. The figure schematically 
illustrates the flume cross-section and shows the endoscopes 
set up. The multiple camera endoscope’s port system pro-
vided on the flume wall is reported in the figure; it allowed 
introducing the camera endoscope at 4 different depths 
within the bed; the endoscopic ports were specifically de-
signed to provide an appropriate protection for the endos-
copes thus minimizing the influence of wall vibration; their 
special design allowed to precisely positioning the probe 
providing micro adjustments in all the 3 directions.  
2.5 PIV acquisition and processing 
The flow was seeded with neutrally buoyant, 
spherical, hollow glass particles (ρp = 1050 g/cc) 
with a nominal mean diameter of 11 µm. A single-
exposure double-frame PIV approach was used to 
capture particle images. For the results presented 
here, an image acquisition rate of 15 Hz was suf-
ficient to prevent aliasing problems, fully charac-
terize the large vortex structure evolution and, 
maximize the acquisition period in order to obtain 
representative mean results (about 33 sec).  
Image distortion was corrected by use of a ca-
libration target placed in the measurement plane 
within the pore space prior to experiments taking 
place. The target consisted of a plate (30*30 mm) 
with a regular grid of circular dots, spaced 1 mm 
apart. Image processing based upon application of 
a threshold was applied to the calibration image 
and automatic blob analysis algorithms were ap-
plied in order to determine the dot’s centroid loca-
tion. A fourth order polynomial function was 
judged appropriate to mathematically describe the 
effect of the spherical aberration. In order to cor-
rect the image distortion all the collected raw im-
ages were dewarped before data interrogation on 
the basis of the calibration function. 
Image interrogation was performed by apply-
ing a cross-correlation function to each image 
pair. A fast Fourier transform (FFT) method was 
applied to optimize the computation time in locat-
ing cross-correlation peaks. A 64*64 pixels inter-
rogation window was used (which corresponds to 
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an average window size in the range of 1*1 to 
1.5*1.5 mm).  
In order to remove spurious vectors, statistical 
validation criteria and local validation algorithms 
based on neighborhood interrogation methods 
(Westerweel, 1994) were applied. Application of 
these techniques resulted in 15-25% of instanta-
neous vectors being deemed as erroneous and 
were mainly caused by a localized lack of seeding 
particles or low illumination. Missing data in the 
instantaneous flow fields was partially recon-
structed using second-order correlation techniques 
(Hart, 2000) which allowed us to keep the spatial 
resolution appropriate for the flow structure cha-
racterization. The filling algorithms are based on 
recursive methods starting from data validated 
with the highest confidence as input and finally 
applying 2D interpolation functions. Data smooth-
ing was undertaken for instantaneous flow field 
representation but only fully validated vectors 
were used for calculation of the mean flow field. 
An example of the experimental output is 
shown in Figure 4, which highlights the circular 
field of view provided by the endoscopes. As 
shown in Fig. 4, the E-PIV is able to visualize the 
entire pore space, capturing important data that 
would be hidden from external techniques (that 
portion of the field of view that overlaps the 
spheres).  
3 RESULTS AND DISCUSSION 
In this paper we present results from an experi-
ment in which the flow depth was hfsf = 0.06 m 
(which gives a solid-particle diameter to flow-
depth ratio of D/hfsf = 0.67) while the mean free-
stream velocity was U0 = 0.568 m (which gives 
free-stream Reynolds and Froude number of 
Re = 3.4*104 and a Fr = 0.73 respectively).  
 
 
Figure 4. Example of flow field obtained applying the E-
PIV within the pore space of a permeable bed. 
3.1 Experimental instantaneous flow structures 
In Figure 5 an example of the instantaneous flow 
shows that the flow is clearly non-uniform with a 
high velocity region located close to the upstream 
inlet. The maximum pore velocity up-
max = 0.30 m/s is high and of the same order of 
magnitude as the mean stream-flow velocity U0 
(upmax /U0 = 0.54). The high-velocity region 
represents the front of a jet that penetrates the 
pore, triggering the formation of the vortical struc-
ture with anticlockwise rotation seen in the bot-
tom right sector of the pore.  
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Figure 5. Experimental results of the instantaneous flow 
within the pore space (hfsf = 0.06 m, U0 = 0.568 m, 
Re = 3.4*104, Fr = 0.73). The colormap refers to velocity 
magnitude expressed in [m/s]. 
In Figure 6 evolution of the flow structure is 
demonstrated by a sequence of eight sequential 
flow fields representing two similar evolution 
cycles (the cycle period ~ 0.27 s). Figure 6A and 
6E refer to the typical initial step and show the 
front of a horizontal downstream jet which pene-
trates into the pore space resulting in three distinct 
regions within the pore. Each region is characte-
rized by different flow magnitude and direction. 
The central section of the field of view is mainly 
occupied by the jet; the flow velocity is relatively 
high, the flow moves horizontally, according with 
the jet direction. The lateral regions, located at the 
edges of the jet are dominated by flow moving or-
thogonally to the jet at low velocity or rotating ac-
cording to the jet direction. The instability typical 
of the transition between the two regions pro-
motes the formation of vortical structures (Kelvin-
Helmholtz instability). The early stages of the 
formation of these vortices can be seen in the 
lower sections of Figure 6B and 6F where the 
shear stress provided by the jet results in an anti-
clockwise rotation. In Figure 6C and 6F the anti-
clockwise vortices are fully formed and the jet has 
penetrated the whole pore with a high-velocity re-
gion present from right to left. The decay stage of 
the vortex is shown in Figure 6D and 6G. In this 
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phase the vortices are pushed downstream and be-
come elongated before finally dissipating. 
3.2 Experimental mean flow field 
The experimental mean flow field was obtained 
by mapping the time-average velocity over each 
grid point included in the interrogation area. This 
method was computationally efficient and hence 
well suited for processing large amounts of data 
(Meinhart et al., 2000). 
Figure 7 illustrates the distribution of velocity 
magnitude, total turbulence (computed as standard 
deviation of the velocity fluctuations), Reynolds 
stresses and vorticity as averaged over 500 instan-
taneous flow fields. The velocity magnitude (Fig-
ure 7a) shows a central horizontal region which 
represents the jet penetration path. The highest ve-
locities are concentrated to the right of the field of 
view, where the jet enters. The flow is relatively 
symmetric with high velocity at the center and 
low velocity at the top and bottom of the field of 
view. It should be noted that the slightly lower ve-
locities recorded at the top of the pore may be due 
to the difficulty in providing a perfectly uniform 
illumination to the whole field of view. The flow 
pattern shows that the fluid coming from the right 
flows perfectly horizontally in the center of the 
pore and diverges vertically towards the top and 
bottom, thus demonstrating the typical behavior of 
a laterally expanding jet. It is interesting to note 
that at the bottom of the field of view, the curva-
ture of the streamlines suggests the presence of an 
elongated rotation, presumably associated with 
counter-rotating flow at the top of the pore be-
neath. 
Figure 7b shows the presence of high turbu-
lence located at the border between the high-
velocity and low-velocity regions described 
above. This suggests that the energy of the jet dis-
sipates by turbulence momentum exchange be-
tween the jet flow and the adjacent low velocity 
fluid. The pattern of Reynolds stress within the 
pore (Figure7c) is in agreement with this interpre-
tation. Reynolds stresses are significantly high at 
the bottom of the field of view where the dissipa-
tion mechanisms operate and where formation and 
advection of large vortical structures are observed. 
Finally, the vorticity distribution (Figure 7d) also 
confirms the presence of a predominant horizontal 
jet flow producing lateral rotation.  
3.3 Numerical mean flow field 
Numerical results are shown in Figure 8 and 9 in 
term of the distribution of the mean streamwise 
and wall-normal component respectively. These 
results confirm the observations described above 
and show the importance of jet flows penetrating 
the pore space in setting up the overall flow struc-
ture and vortex formation. Figure 8 suggests that 
the fluid close to the upstream pore (right) moves 
downstream, similar to that found in the experi-
ments. More specifically, Figure 10 shows a direct 
comparison between experimental and numerical 
results extracted from the same location. For the 
right part of the pore the results agree both in 
magnitude and direction. However, the numerical 
simulation suggests that the fluid close to the 
downstream pore (left) moves resulting in a hori-
zontal convergence of flow towards the pore 
which was not seen in the experiments. The simu-
lations suggest that the majority of the pore-flow 
is characterized by a significant unidirectional 
downward-moving vertical component, while the 
experiments seem to highlight vertical motion on-
ly in the region outside the central horizontal jet. 
At the lowest part of the pore the vertical compo-
nent is ~ zero, thus suggesting that the fluid can-
not be ejected through the basal outlet. The fluid 
is presumably ejected in the spanwise direction 
instead.  
Figure 11 shows a direct comparison of the 
wall-normal velocity component extracted from 
the same pore of the experiment and numerical 
simulation. Both the figures seem to suggest the 
presence of upward moving flow located at the 
bottom left of the pore. Downward-moving fluid 
is observed at the bottom-right and top-right seg-
ments of the pore in both sets of data, although 
with different magnitudes.  
4 CONCLUSION 
In this paper, high-resolution endoscopic PIV data 
are compared with numerical results for the sim-
ple model of a permeable bed made packing uni-
form size spheres (D = 4 cm) in a cubic arrange-
ment.  
Measurements have shown that the flow is 
dominated by a horizontal jet penetrating into the 
pore. The instantaneous flow structure within the 
pore space is strictly related to the characteristics 
of jet flow entering the pore and to the initial flow 
conditions within the pore.  
The edges of the jet are characterised by in-
tense turbulence activity resulting in velocity fluc-
tuations and the formation of large vortices in the 
pore space. Vortex formation in the pore space is 
found to be associated with a Kelvin-Helmholtz 
type of instability driven by jets. 
Preliminary numerical results show to be in 
good agreement with experimental data. The re-
sults confirm the importance of jet flows penetrat-
ing the pore space in setting up the overall flow 
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structure and vortex formation. The main differ-
ences are found in the vertical component of ve-
locity which requires further effort. To improve 
the comparison between the CFD and EPIV data 
we are currently investigating the free-surface re-
presentation. It is felt that the current free-surface 
approximation in the CFD scheme is not resolving 
the pressure field as accurately as possible and 
thus causing differences in velocity predictions 
within the hyporheic matrix. 
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Figure 8. Numerical simulation showing the distribution of 
the mean wall-normal velocity component. 
 
Figure 9. Numerical simulation showing the distribution of 
the mean wall-normal velocity component. 
 
134
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.309
0.247
0.185
0.124
0.062
0.000
A 
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.342
0.273
0.205
0.137
0.068
0.000
B
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.311
0.249
0.186
0.124
0.062
0.000
C
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.328
0.262
0.197
0.131
0.066
0.000
D 
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.323
0.258
0.194
0.129
0.065
0.000
E 
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.313
0.251
0.188
0.125
0.063
0.000
F
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.323
0.259
0.194
0.129
0.065
0.000
G
X mm
Y
m
m
10 20 30 40
-30
-25
-20
-15
-10
-5 Vel Mag
0.323
0.258
0.194
0.129
0.065
0.000
H 
Figure 6. Experimental data showing a sequence of instan-
taneous flow fields (within the pore space) obtained with a 
frame repetition rate = 15 Hz (hfsf = 0.06 m, U0 = 0.568 m, 
Re = 3.4*104, Fr = 0.73). The colormap refers to velocity 
magnitude expressed in [m/s].  
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Figure 7. Experimental data of the mean flow within the 
pore space (hfsf = 0.06 m, U0 = 0.568 m, Re = 3.4*104, 
Fr = 0.73). Distribution of: a) velocity magnitude; b) turbu-
lence (std); c) Reynolds stresses; c) vorticity. 
 
 
 
Figure 10. Comparison between experimental (left) and nu-
merical (right) streamwise component distribution within 
the pore space. 
 
 
Figure 11. Comparison between experimental and numerical 
wall-normal component distribution within the pore space. 
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