ABSTRACT This paper considers the problem of the joint channel and carrier frequency offset (CFO) estimation for asynchronous amplify-and-forward (AF) two-way relay networks (TWRNs). This problem has not been solved to the best of our knowledge, and the presence of timing offsets between the two terminals, in addition to the frequency offsets, makes it necessary to develop signal sampling and joint estimation schemes that explicitly take into account both offsets. As potential solutions, we investigate two estimation strategies. The first strategy is pilot-based estimation, and in this context, we develop the maximum-likelihood joint CFO and channel estimator. Then, we consider the semi-blind estimation strategy, proposing a novel estimator based on expectation maximization (EM). As an alternative to the EM, we also investigate decision-directed (DD) semi-blind estimation. The semi-blind Cramer-Rao bound (CRB) is also obtained as a benchmark. Extensive experiments are used to compare the different estimation methods, showing that the proposed EM algorithm yields significantly lower mean-squared error than both the pilotbased estimator and the DD estimator and converges to the obtained CRB. It also yields much better symbol error rates. This is achieved at a reasonable computational complexity, and only a limited number of EM iterations are sufficient for convergence. The main contribution of our work is the development of the EM estimator, the corresponding CRB, and the use of simulations to demonstrate the superior performance of the proposed EM algorithm compared to other potential solutions.
I. INTRODUCTION
Two-way relay networks (TWRNs) continue to attract the interest of researchers, primarily thanks to their spectral efficiency [1] . Using an intermediate node as a means of bidirectional communication between two terminals, TWRNs offer up to twice the information rate of one-dimensional relaying. The amplify-and-forward relaying protocol is an appealing option in this setting, as it requires only limited processing
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at the relay. Because of their high spectral efficiency, AF TWRNs find applications in satellite communications [2] - [4] , 5G systems [5] as well as sensor networks [6] . Hence, AF TWRNs have been the subject of substantial research effort to address the different challenges from relay selection [7] to power allocation [8] and beamforming [9] . It should be noted, however, that the high bandwidth efficiency of TWRNs can only be achieved if the inherent selfinterference at each terminal is effectively mitigated, which necessitates the availability of accurate channel state information. Simply assuming perfect knowledge of the channel, while a common practice, may result in unrealistic performance analysis, especially at low-to-medium signal-to-noise ratio (SNR).
Substantial progress has been made in developing efficient channel estimation algorithms for AF TWRNs in flat-fading [10] - [14] as well as frequency-selective environments [15] - [18] . Various scenarios of interest have been studied, including high mobility [19] , full-duplex relays [20] and massive multi-input multi-output (MIMO) TWRNs [21] . The majority of works on channel estimation for TWRNs make the assumption that the two terminals are perfectly synchronized, both in time and in frequency. In many scenarios, however, the two terminals are at different distances from the relay, and as a result experience different propagation delays. In fact, as pointed out in [22] - [24] , wideband communications with high data-rate transmissions are especially susceptible to timing offsets and maintaining their synchronization imposes significant overhead. The absence of perfect synchronization can ruin the training sequences's orthogonality, leading to serious degradation in channel estimation performance, as well as increased error rates [25] . The mismatch between the carrier frequencies at the two terminals and the relay is another source of error that can also lead to significant performance degradation if not appropriately addressed.
Several recent works on AF TWRNs explicitly take into consideration the timing asynchronism between the two terminals for the purposes of beamforming and power allocation [22] , [26] , [27] as well as equalization [23] , [24] . Moreover, pilot-based and semi-blind channel estimation algorithms suitable for asynchronous TWRNs have been developed in [25] and [28] , respectively. Both works, however, assume perfect frequency synchronization.
On the other hand, several works take into account the carrier frequency mismatch by considering joint estimation of the channel and the carrier frequency offsets (CFOs) [29] , [30] . In [29] , joint channel and CFO estimation using nulling-based least squares was investigated for OFDM-based TWRNs. In [30] , joint estimation using the expectation conditional maximization (ECM) and space alternating generalized expectation maximization (SAGE) has been investigated, also for OFDM-based TWRNs. These works, however, assuming perfect timing synchronization.
Several works have also considered the presence of both timing and frequency offsets simultaneously for the one-way relay scenario [31] - [35] . Pilot-based algorithms for the joint estimation of the channel coefficients, the timing offsets and the frequency offsets were developed for the one-way multirelay scenario in [33] , while joint estimation of the channel coefficients and the CFOs for time-asynchronous decodeand-forward relays was considered in [35] . We note, however, that these works cannot be extended to two-way relays as the presence of self-interference changes the received signal model.
In this work, we target the more realistic setting that includes both timing offsets as well as frequency offsets.
In particular, we consider joint estimation of the channel coefficients and the CFO for AF TWRNs in the presence of timing offsets between the two terminals. Due to the asynchronous nature of the transmission, we consider an oversampling scheme that avoids intersymbol-interference (ISI). To provide the best possible estimation performance for the channel coefficients and the CFOs, we adopt a semi-blind strategy that exploits all the available samples, both those carrying pilot symbols as well as those carrying data symbols. Our proposed algorithm is iterative and based on the expectation maximization (EM) framework [36] . In addition to the proposed semi-blind algorithm, we also develop the pilotbased ML estimator, which serves both as a reference and as a convenient initial guess to initialize the EM algorithm. As a potential alternative to the proposed EM estimator, we also investigate the decision-directed (DD) joint CFO and channel estimator [37] , [38] which offers another approach of incorporating pilot and data samples into the estimation. We also obtain the semi-blind Cramer-Rao bound (CRB) [39] , which serves as a benchmark for estimation performance.
Our simulations demonstrate that, even with just a small number of data samples, the proposed algorithm yields substantially superior estimation performance to both pilotbased ML and DD estimation, as well as significantly better symbol-error-rate (SER) performance. Thanks to its higher accuracy, we show that the proposed algorithm makes it possible to reduce the number of utilized pilots significantly (e.g., by 50% or more) without negatively impacting the SER, leading to more efficient bandwidth utilization. Furthermore, the computational cost is reasonable as the proposed EM algorithm requires just a limited number of iterations to achieve convergence, and the resulting mean-squared error (MSE) converges to the obtained CRB.
The main contributions of this work can be summarized as follows:
• We develop a novel semi-blind algorithm for joint CFO and channel estimation, which exploits both pilotcarrying and data-carrying samples.
• We derive the decision-directed algorithm for joint CFO and channel estimation in asynchronous AF TWRNs.
• We obtain the corresponding semi-blind CRB for joint CFO and channel estimation.
• We use extensive numerical simulations to investigate the performance of our proposed algorithm, showing substantial performance improvements. The rest of the paper is organized in the following manner. We provide the system model in Section II. The joint estimation algorithms are presented in Section III. The computational complexity of the proposed algorithm is discussed in Section IV. The semi-blind CRB is discussed in Section V. Simulation results are presented in Section VI. Finally, conclusions are in Section VII. 
II. SYSTEM MODEL
We consider a TWRN with two source nodes, T 1 and T 2 , and one relaying node R, as shown in Fig. 1 , which operates in the half-duplex mode. All nodes are equipped with one antenna. Transmission occurs in two phases. During the first phase, T 1 and T 2 transmit to R, while R broadcasts to both terminals an amplified version of the received signal in the second phase. The symbol period is denoted by T s and p(t − nT s ) denotes the pulse shaping function. Without losing generality, we consider a rectangular pulse, i.e.,
Because there is no perfect synchronization, the transmissions of the sources arrive at R at different times. Without losing generality, we assume that the signal transmitted by T 1 arrives first, while that of T 2 arrives after a delay of τ , which constitutes the timing offset.
Each terminal sends the relay a sequence of N pilot symbols. Pilot transmission is followed by the transmission of a guard space of K symbols and then a sequence of L data symbols. It is assumed that 0 ≤ τ ≤ KT s . The time offset is assumed to be known at the terminals, as in [25] , [40] , [41] . We can write the time offset τ as
where n τ = τ T s and λ = τ − n τ T s .
A 
where h and g denote the complex flat-fading channel coefficients for the links T 1 → R, T 2 → R, respectively, while f 1 , f 2 , f r denote the oscillator frequencies at T 1 , T 2 and R, respectively, and ω (t) is the additive white Gaussian noise (AWGN) process at R with average power N o . The relay amplifies x R (t) using the amplification factor A > 0 and then forwards the passband signal Ax R (t)e  2πf r t to both terminals. We focus on jointly estimating the channel and CFO at terminal T 1 . The received pilot signal at T 1 is given by
where ω 1 (t) is the AWGN process at T 1 , with an average power of N o . For simpler notation, we define the effective channel parameters a h 2 and b hg and the effective CFO parameter v f 2 − f 1 . For the tasks of detection and self-interference cancellation, the receiver needs to know the effective parameters rather than the individual parameters.
For simplicity, we assume that P 1 = P 2 = P s . We adopt the oversampling scheme proposed in [25] and [41] . The purpose is to avoid the existence of intersymbol-interference in the discrete-time samples. The resulting samples corresponding to pilot transmission are as follows.
For
where
Finally, for
In the above equations,
).
B. DATA TRANSMISSION
After transmitting pilots and guard symbols, each terminal transmits L data symbols. We denote by
T the data symbols vectors of T 1 and T 2 , respectively. Each data symbol is selected randomly from the constellation set S {ξ 1 , . . . , ξ M }.
At T 1 , the received data signal is given as
where n (t) and n 1 (t) represent the AWGN processes at R and T 1 , both with average power N o . Using the same oversampling scheme that we applied during pilot transmission, we acquire the following data-carrying samples.
The noise terms n[k] and
). We assume that the channel coefficients h and g remain unchanged for the duration of transmitting the N pilot symbols, K guard symbols and the L data symbols.
III. CHANNEL ESTIMATION ALGORITHMS
In this section, we present the proposed semi-blind joint CFO and channel estimation algorithm. Our goal is to estimate the parameters a and b and v. We begin by deriving the pilotbased maximum-likelihood joint CFO and channel estimator. This will serve as a reference to assess the performance improvement obtained through semi-blind estimation. Moreover, due to the iterative nature of the EM algorithm, an initial starting point is needed, which is conveniently provided by the ML estimate. As an alternative to the EM estimator, we will also develop the decision-directed joint estimator.
A. PILOT-BASED MAXIMUM-LIKELIHOOD ESTIMATION
We begin by defining the following vectors. The unknown parameters are collected into the vector θ [a, b, v] T . For the pilot received vector z we let z (1) (z [1] : z[n τ ]) T , and denote by z (2) the (N − n τ ) × 1 vector whose ith element is z (2) 
. . , N − n τ , and by z (3) the (N − n τ ) × 1 vector whose ith element is z (3) 
The pilot symbol vectors s 1 and s 2 are also broken into multiple into several segments, each corresponding to a segment of z. In particular, we let s
The pilot-based log-likelihood function (LLF) can be expressed as
− Aas
v ) where
Taking the derivative of L P (z; θ ) with respect to b * and setting it to zero, we obtain the following optimal value VOLUME 7, 2019 of b as a function of the remaining parameters:
and
1 −Ãs
By substituting (18) back into (14) we obtain:
for = 2, . . . , 4 and
for = 2, 3 and q
2 . For the sake of finding the optimal value of a, we consider separately |a| and φ a a. We start by acquiring the estimate of a, maximizing Eq. (21) with respect to φ a to obtain
By substituting Eq. (24) back into Eq. (21), we end up with the following function that depends only on |a| and v.
We next consider |a|. Taking the derivative of Eq. (25) with respect to |a| and setting it to zero, we obtain the following second order equation:
Let ρ(v) be the larger root of the above quadratic equation, i.e.,
Then the solution is|
Substituting back the value of| a|(v) into Eq. (25), we end up with a function that depends only on v. This objective function can be optimized with respect to v using one-dimensional grid-search, ignoring the logarithmic term, which does not depend on v. Once the optimal value of v, sayv, has been found, we substitute that into Eq. (24), Eq. (27) and Eq. (18) to obtainâ andb, respectively.
B. EM-BASED SEMI-BLIND ESTIMATION
We will now present the proposed semi-blind estimator, which makes use of both received vectors z and y. The true values of the transmitted data symbols are not known at the receiver, and thus constitute missing information, but with known statistics. In this case, the EM framework is a suitable approach to approximate the actual ML solution. Beginning with initial estimates of the unknown parameters, the EM algorithm alternates between acquiring the conditional expectation of the complete-data LLF and maximizing it with respect to the desired parameters. The estimates thus obtained have monotonically increasing likelihood.
The vectors {z, y, t 2 } constitute the complete data set, while the data symbols t 2 are hidden data. It is useful to break the data vector y into multiple segments as we did for vector z. Hence, we let y (1) (y [1] : y[n τ ]) T , and denote by y (2) the (L − n τ ) × 1 vector whose ith element is y (2) (3) [i] = y[n τ + 2i],i = 1, . . . , L − n τ , and let y (4) 
Similarly, the symbol vectors t 1 and t 2 are broken into multiple segments, each corresponding to a segment of y. We let t
Using the above definitions, the complete data LLF is given by
where L P (z; θ ) is given in Eq. (14) and
− Aat
v ) and
Every EM iteration consists of two steps. The first is the expectation step, (E-step) and consists of evaluating the expectation of the complete data LLF, L(y, z, s 2 ; θ ), with respect to the conditional PMF of the hidden data, given the current estimate θ
= E L (y, z, s 2 ; θ ) |y, z; θ (t) (38) Second is the maximization step (M-step), in which Q(θ ; θ (t) ) is maximized with respect to θ to acquire the updated estimate θ (t+1) , i.e.,
For the system under consideration, the E-step and M-step are as follows.
E-step:
We have
where L L − n τ and β
(t)
i,j is the conditional PMF of the ith data symbol t 2 [i] during the tth iteration, i.e., β
i,j is given by
M-step: In this step, we need to acquire the values a (t+1) , b (t+1) and v (t+1) that satisfy
As a start, we can obtain the derivative of Q θ ; θ (t) with respect to b * and set it to zero, to show that the value of b that maximizes Q θ ; θ (t) for given values of a and v is
By substituting (44) back into (40) we get the following function that depends only on a and v:
(50) for = 2, 3 andq
2 . The second term in the RHS of (47) is given by
0v,i,j + aq
for = 2, 3 andq
For the sake of maximizing Q θ ; a (t) , v (t) , we maximize separately with respect to |a| and φ a . Maximizing Eq. (47) with respect to φ a , we obtain
By substituting Eq. (54) back into Eq. (47), we end up with the following function that depends only on |a| and v.
0v,i,j + |a|
andW
1v,i,j .
Maximizing Eq. (55) with respect to |a|, we obtain the following second order equation for |a|
Letρ(v) be the larger root of the quadratic equation, i.e.,
Then the solution is
As we did in the ML derivation, we substitute |a| (t) (v) into Eq. (55), obtaining a function that depends only on v.
This objective function can be optimized with respect to v using one-dimensional grid-search. Once the optimal value of v, i.e., v (t+1) , has been found, we substitute that into Eq. (54), Eq. (59) and Eq. (44) to obtain the updated estimates a (t+1) and b (t+1) . This procedure is repeated until convergence.
C. DECISION-DIRECTED ESTIMATION
In this section, we consider the semi-blind decision-directed (DD) joint CFO and channel estimation algorithm. The idea of the DD estimator is to utilize pilot-based estimates generated by the ML estimator to perform data detection. The detected data is in turn used as pilots to perform another cycle of CFO and channel estimation, leading to improved estimation accuracy in comparison with pure pilot-based estimation. Lett 2 be the detected set of symbols. The DD estimator seeks to maximize the following likelihood function:
where L P (z; θ ) is the same as Eq. (14) anď
The maximization procedure for the DD estimator follows similar steps to the ML procedure in Section III-A and is thus skipped for brevity.
IV. COMPUTATIONAL COMPLEXITY
In this section, we explore the computational complexity of the investigated algorithms. In each EM iteration, we need to calculate β 
Since we need to perform linesearch for v, all these evaluations are repeated for each value of v. Hence, the computational complexity depends on the precision of the linesearch. Suppose the total number of points considered in the one-dimensional linesearch is K (including both rough search and more fine-tuned search), then the total complexity is O(K (N + LM + n τ M )). By comparison, the complexity of the pilot-based estimator is O(KN ), while that of the DD estimator is O (K (N + L) ). It should be noted, however, that the DD estimator requires detection of the data symbols first, which adds significantly to its overall complexity. Hence, the complexity of the EM is not significantly higher than that of the pilot-based ML estimator, and is lower than that of the DD estimator since it does not require data detection. Moreover, subject to the availability of computing resources, the linesearch can be run in parallel over different computing units since there is no dependency, which can significantly reduce the time consumed.
V. CRAMER-RAO BOUNDS
It is important to know the semi-blind CRB in order to fairly assess the estimation performance of the proposed algorithm. The CRB describes the best achievable performance for unbiased estimators. While it is possible to obtain analytical expressions for this bound, as done in [42] , this is an extremely tedious task that is beyond the scope of our work.
Fortunately, it is possible to evaluate the semi-blind CRB without deriving the analytical expressions. Actually, the CRB can be accurately computed by utilizing the Monte Carlo method. In this section, we show how Monte Carlo is employed to compute the CRBs for the estimation of parameters a, b, and v. The unknown parameters are collected into the real vectorδ [ {a}, {a}, {b}, {b}, v] T . We let a R {a}, a I {a}, b R {b} and b I {b}. The semi-blind CRB is derived by considering the joint likelihood of z and y, which is given by
where L P (z;δ) is the same as 2 Eq. (14) and
After some simplification, the above expression becomes
− Aat , we have
1 } where Z z (1) − Aas
And
The analogous expressions for the remaining estimation parameters are shown in Appendix. Using the obtained expressions for over all the instances. This approach will be used in the next section to obtain the semi-blind CRB.
VI. SIMULATION RESULTS
MATLAB simulations are used to compare the performances of the proposed semi-blind estimator, the ML estimator and the DD estimator. As the benchmark on estimation performance, we obtain the semi-blind CRB using Monte-Carlo as discussed in Section V. We use 100 independent realizations of the channel parameters, the timing offset τ and the frequency offset v to generate the plots presented in this section. We model the channel coefficients h and g as independent complex Gaussian random variables with mean 0, variance 1. We use Zadoff-Chu sequences for the pilot symbols, with appropriate circular shift to guarantee orthogonality between the two terminals, as well as a circular prefix (CP) and circular suffix (CS) of size N g , as in [44] of the proposed estimator is performed in two stages. We first perform a rough search in the range [−0.5, 0.5], which is followed by a more precise search at a much narrower range around the rough estimate (precision 10 −4 ). The results are obtained using QPSK modulation.
In Fig. 2 , we plot the channel estimation MSE of the EM algorithm, the ML estimator, the DD estimator and the semiblind CRB versus SNR. The plots show the sum of the MSE for the estimation of parameters a and b. The number of pilots (including the CP and CS) is N = 22, while the data size is L = 40. We obtain the EM estimates using 20 iterations. Clearly, the semi-blind MSE is significantly lower than those of the ML and DD estimators. Moreover, this improvement is obtained using a limited number of additional data samples (L = 40), which shows the practicality of the proposed semiblind approach. Moreover, the MSE of the EM estimator coverges to the semi-blind CRB and almost overlaps with it at high SNR.
For the same settings, Fig. 3 shows the MSE for CFO estimation for the three estimators, as well as the corresponding semi-blind CRB for CFO estimation. As before, the EM algorithm is superior to both the ML and DD estimators. The EM converges to the CRB at high SNR, which is an indicator the proposed CFO estimator of is asymptotically unbiased.
We next consider the SER performance of the investigated algorithms in Fig. 4 . In particular, we show the SER of the ML estimator (N = 22), the DD estimator (N = 22, L = 40), and the proposed EM algorithm for two cases (N = 10, L = 40) and (N = 22, L = 40). As a benchmark, we plot the SER for perfectly known channel and CFO parameters (genie). The EM algorithm with N = 22, L = 40 yields the nearest performance to the ideal, achieving a gain of more than 1.5 dB over the ML estimator and more than 0.8 dB over the DD estimator. Importantly, it is also observed that, even using a much smaller number of pilots, N = 10, the EM algorithm still outperforms the ML estimator using N = 22 pilots. Hence, more than 50% reduction in the number of pilots is achieved while still obtaining better SER performance. This reduction in the number of pilots allows more data symbols to be transmitted, leading to significantly better bandwidth utilization.
We finally consider the convergence of the proposed algorithm. In Fig. 5 , we plot the MSE of the EM algorithm versus the number of EM iterations for N = 22, L = 40 and for an SNR of 20dB. It is clear that the number of iterations required for convergence is limited and no improvement is observed beyond 16 iterations. This shows that the computational cost of the proposed semi-blind algorithm is reasonable.
VII. CONCLUSIONS
In this paper, we considered the problem of joint CFO and channel estimation for AF TWRNs where the two terminals are not in perfect timing synchronization. The pilotbased ML estimator was derived and a novel, low-complexity scheme for joint semi-blind CFO and channel estimation was proposed based on the EM framework. Decision-directed estimation was also considered as an alternative, and the semi-blind CRB was acquired as a benchmark on estimation performance. We showed via simulations that through incorporating a limited number of data samples, the proposed scheme yields substantially higher estimation accuracy than both pilot based and DD estimation. Moreover, the MSE of the proposed estimator converges to the CRB. Investigating the SER showed that proposed estimator is approximately 1.5dB better than pilot-based ML. Finally, convergence is achieved within a limited number of iterations only. All this demonstrates that the proposed scheme offers an excellent tradeoff between spectral efficiency, estimation accuracy and computational complexity compared to other alternatives.
While the timing offset is treated as known in this work, in future work we plan to consider joint channel, CFO and timing offset estimation, which will be more challenging due to presence of intersymbol interference in the obtained samples. We are also interested to consider the case or multiple relays and/or communicating pairs, which presents another challenge due to the presence of multiple CFO and timing offset parameters in the received signal.
APPENDIX
In this appendix, we derive the expressions for 
( ) * c( )
exp − 1 C |y (4) [i] − bc 
exp − 1 C |y (4) [i] − bc . Also, 
