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HILBERT POLYNOMIALS AND POWERS OF IDEALS
JU¨RGEN HERZOG, TONY J. PUTHENPURAKAL AND JUGAL K. VERMA
Abstract. The growth of Hilbert coefficients for powers of ideals are studied. For a
graded ideal I in the polynomial ring S = K[x1, . . . , xn] and a finitely generated graded
S-module, the Hilbert coefficients ei(M/I
kM) are polynomial functions. Given two
families of graded ideals (Ik)k≥0 and (Jk)k≥0 with Jk ⊂ Ik for all k with the property
that JkJℓ ⊂ Jk+ℓ and IkIℓ ⊂ Ik+ℓ for all k and ℓ, and such that the algebras A =
L
k≥0
Jk
and B =
L
k≥0
Ik are finitely generated, we show the function k 7→0 (Ik/Jk) is of quasi-
polynomial type, say given by the polynomials P0, . . . , Pg−1. If Jk = J
k for all k then
we show that all the Pi have the same degree and the same leading coefficient. As one of
the applications it is shown that limk→∞ ℓ(Γm(S/I
k))/kn ∈ Q. We also study analogous
statements in the local case.
Introduction
This paper is inspired by a result of Cutkosky, Ha, Srinivasan and Theodorescu. In
their paper [9] they showed that for a graded ideal I in a polynomial ring K[x1, . . . , xn]
over a field K of characteristic 0, the limit limk→∞ ℓ((I
k)sat/Ik)/kn exists, but need not
to be a rational number. Here Isat denotes the saturation of I and ℓ(M) the length of a
module. Our primary question then was whether this limit is a rational number when I
is a monomial ideal. This is indeed the case, as we show in Corollary 2.6.
More generally, one may consider the jth symbolic power of an ideal I with respect
to an ideal J , namely the ideal Ik(J) = I
k : J∞. The case of saturated powers is the
special case in which J is the graded maximal ideal of S. Again, if I and J are monomials
we can show that limk→∞ e0(Ik(J)/I
k)/kn−d exists and is a rational number. Of course,
Ik(J)/I
k is not a finite length module in general, so that in this limit formula we had to
replace the length of Ik(J)/I
k by the multiplicity e0(Ik(J)/I
k) of this module. Moreover
in the denominator we can replace kn by kn−d, where d is the limit dimension, that is,
the dimension of Ik(J)/I
k for k ≫ 0, as it can be shown that dim Ik(J)/I
k is constant for
large k. For the proof of this result we use the fact that the graded S-algebra
⊕
k≥0 Ik(J)
is finitely generated if I and J are monomial ideals, as shown in [11, 3.2].
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The result described in the preceding paragraph is again a special case of the following
more general situation: given two families (Ik)k≥0 and (Jk)k≥0 of graded ideals of S with
the property that JkJℓ ⊂ Jk+ℓ and IkIℓ ⊂ Ik+ℓ for all k and ℓ, and such that the algebras
A =
⊕
k≥0 Jk and B =
⊕
k≥0 Ik are finitely generated. We also assume that Jk ⊂ Ik for
all k and that I0 = J0 = S.
What can be said about e0(Ik/Jk) as a function of k? We first notice in Proposition 2.4
is that e0(Ik/Jk) is a quasi-polynomial for k ≫ 0. Indeed, this can be deduced from the
fact that e0(I
kM/JkM) is quasi-polynomial for k ≫ 0 for any finitely generated graded
S-module M and graded ideal J ⊂ I ⊂ S, see Proposition 2.1. For the proof of this
proposition we use Theorem 1.1, where we consider a finitely generated graded S-module
N . The Hilbert polynomial PN (x) of N can be written in the form
PN (x) =
d∑
i=0
(−1)iei(N)
(
x+ d− i
d− i
)
(1)
with integer coefficients ei(N), called the Hilbert coefficients of N . Now Theorem 1.1
states the following: Let M be a graded S-module, and I ⊂ S a graded ideal with
dimM/IM = d. Then for all i = 0, . . . , d, the Hilbert coefficient ei(M/I
kM) as a function
of k is of polynomial type of degree ≤ n − d + i. The assertion that ei(M/I
kM) is a
polynomial follows easily from [12, 4.3] (also see proof of [15, Theorem 1]). However our
degree bound is new.
In Section 5 we give a different proof of Proposition 2.1, not referring to Theorem 1.1.
This alternative proof is also valid for ideals J ⊂ I in a local ring. In fact, we do not have
a local version of Theorem 1.1. In other words, we do not know whether for an ideal I
in a local ring (R,m) the Hilbert coefficients ei(R/I
k) are polynomial functions for large
k. This is well-known and easy to prove for i = 0, but seems to be unknown for i > 1.
Actually we expect that ei(R/I
k) may not be of polynomial type for i > 1.
For any quasi-polynomial numerical function like e0(Ik/Jk) (say of period g and given
by polynomials P0, . . . , Pg−1) a natural question is:
(∗) Do the polynomials P0, . . . , Pg−1 have the same degree and the same leading term?
To put this question in the right historical framework let us consider the following: Let
P be a d-dimensional rational covex polytope in Rn and let E(P, k) = ♯ kP ∩ Zn be
the Ehrhart function. It is well-known that E(P, k) is of quasi-polynomial type cf. [4,
6.3.11], say given by Q0, . . . , Qg−1. We state a simplified version of a conjecture due to
Ehrhart: If the affine span of every d − 1 dimensional face of P contains a point with
integer co-ordinates then Q0, . . . , Qg−1 have the same degree and the same leading term.
A more general version of this was proved independently by McMullen (see [16]) and
Stanley ([24], Theorem 2.8). For a recent proof see [5, 5].
In our case, since we know that e0(Ik/Jk) is of quasi-polynomial type, we also would
like to know whether the polynomials describing this quasi-polynomial function are all of
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same degree and all have the same leading term. Then this would imply at once that
limk→∞ e0(Ik/Jk)/k
n−d exists and is a rational number.
The right set-up to study these questions is to consider the case of homogeneneous
inclusion of Noetherian algebras A =
⊕
k≥0Ak ⊆ B =
⊕
k≥0Bk, with A0 = B0. We
assume A is standard graded, while B need not be. Furthemore A0 is either the polynomial
ring S = K[x1, . . . , xn] or a local Noetherian ring (R,m) with residue field K = R/m. In
the case when A0 = S we also assume that A, B are bigraded. In this general set-up one
can similarly prove that k 7→ e0(Bk/Ak) is of quasi-polynomial-type (in the local case we
take Hilbert-Samuel multiplicity with respect to m). We consider the question (∗) for this
function.
Let M =
⊕
k≥0Mk be a graded but not necessarily finitely generated A-module (it is
bigraded if A is). We say M is a quasi-finite A-module if H0A+(M)i = 0 for i ≫ 0. Here
H0A+(M) denotes the 0th local cohomology ofM with respect to the ideal A+ =
⊕
k>0Ak.
Our main result (see Theorem 2.5 and Theorem 3.3) is that when B/A is quasi-finite A-
module, then indeed the function k 7→ e(Bk/Ak) satisfies (∗). The module B/A is quasi-
finite under the mild hypothesis that grade(A1B,B) > 0. This is trivially satisfied in the
cases when A is the Rees algebra R(I) =
⊕
n≥0 I
ntn of an ideal I and B =
⊕
k≥0 Ik,
where (Ik)k ≥ 0 is a family of ideals such that I
k ⊆ Ik for all k. In the case when A0 = R
is local, A = R(J) and B = R(F), then note that grade(A1B,B) > 0 if grade(J,R) > 0.
The main technical tool required is that if M is a quasi-finite A-module and if K is
uncountable, then M has a filter-regular element x ∈ A1. Filter-regular elements in the
case whenM is finitely generated have a lot of applications in the study of blow-up algebras
[26]. An early version of quasi-finite modules is in [18, 4.7]. However it was somewhat
unexpected to us that the existence of filter-regular elements for quasi-finite modules have
implications in question (∗) above.
In section four, we specialise the above set-up to the case where A = R(J) ⊂ B = R(I)
for ideals J ⊆ I of a d-dimensional local ring (R,m) and ℓ(I/J) < ∞. Amao [1] showed
that the numerical function n 7→ H(I/J, n) := ℓ(In/Jn) is a polynomial function of degree
atmost d. We call H(I/J, n) the Rees function of the pair (J, I) and the corresponding
polynomial P (I/J, n), the Rees polynomial of the pair (J, I). Our objective is to identify
the degree of the Rees polynomial. Rees [21] showed that if (R,m) is quasi-unmixed,
then J is a reduction of I if and only if degP (I/J, n) < d. When I and J are m-primary,
identification of the degree of P (I/J, n) amounts to knowing the number of Hilbert-Samuel
coefficients of I and J which coincide. This problem was considered in [23] by K. Shah. He
introduced coefficient ideals of an m-primary ideal which help in identification of the degree
of the Rees polynomial. We show in Theorem 4.4 that coefficient ideals exist even in the
general case. Computation of coefficient ideals seems to be a difficult problem at present.
We show that when J is a reduction of I then the degree of the Rees polynomial of the
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pair (J, I) is dimR(I)/R(J) − 1. As a consequence it follows that if R is quasi-unmixed,
J 6= I and R(J) satisfies Serre’s condition S2, then degP (I/J, n) = d− 1.
Recall that an ideal is called normal if all its powers are integrally closed. It is rather
surprising that for distinct normal ideals J ⊂ I, the problem of determination of the degree
of the Rees polynomial of the pair (J, I) can be completely solved. Let J ⊂ I be ideals
of an analytically unramified d-dimensional local ring R such that ℓ(I/J) is finite and J
is not a reduction of I. In Theorem 4.11 we show that f(n) := ℓ(In/Jn) is a polynomial
function of degree d. It follows that if J and I are normal then degP (I/J, n) = d.
In Section 5, (R,m) is a Noetherian local ring, I an ideal in R, M a finitely generated
R-module and J a reduction of I with respect to M , i.e., Im+1M = JImM for some m.
If dimM = r, then for i = 0, 1, . . . , r let ei(M) be the ith Hilbert coefficient of M (with
respect to m). In other words,
ℓ(M/mn+1M) =
r∑
i=0
(−1)iei(M)
(
n+ r − i
r − i
)
for all n≫ 0.
By a result due to Brodmann [2], AssM/IkM is stable for k ≫ 0. It follows that
dimM/IkM is stable for k ≫ 0. We denote this stable value by θI(M). It is clear
that
⊕
k≥0 I
kM/Ik+1M and
⊕
k≥0 I
kM are finitely generated modules over R(I). Since⊕
k≥0 I
kM/JkM is a finitely generated module over R(J), dim IkM , dim IkM/Ik+1M
and dim IkM/JkM stabilize for k ≫ 0. We denote these stable values by αI(M), βI (M)
and γIJ(M), respectively.
In view of Theorem 1.1 one may ask the following question: Is it true that the numerical
functions
(1) ei(M/I
kM), i = 0, . . . , θI(M),
(2) ei(I
kM/Ik+1M), i = 0, . . . , αI(M),
(3) ei(I
kM), i = 0, . . . , βI(M), and
(4) ei(I
kM/JkM), i = 0, . . . , γIJ (M)
are polynomial functions in k ?
The graded versions of Question (1),(2) and (3) are equivalent, while (4) follows from
(2). However in the local case all these questions are different. In Section 5, we settle
Question (2), (3) and (4) (see Corollary 5.4). As we mentioned already, the answer to
Question (1) is still open. It can be easily checked that if x∗, the initial form of x in the
associated graded gr
m
(R) of R, is gr
m
(R)-regular then ei(R/(x)
k) is a polynomial in k.
We do not know of any other cases where this question has a positive answer.
1. The Hilbert coefficients of M/IkM as a function of k
Let K be a field, S = K[x1, . . . , xn] the polynomial ring in n variables, and let N be
any graded S-module of dimension d. Then for i ≫ 0, the numerical function H(N, i) =∑
j≤i dimK Nj is a polynomial function of degree d, see [4, 4.1.6]. In other words, there
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exists a polynomial PN (x) ∈ Z[x] such that
H(N, i) = PN (i) for all i≫ 0.
The polynomial PN (x) is called the Hilbert polynomial of N . It can be written in the form
PN (x) =
d∑
i=0
(−1)iei(N)
(
x+ d− i
d− i
)
(2)
with integer coefficients ei(N), called the Hilbert coefficients of N .
Let I ⊂ S a graded ideal and M a graded S-module with dimM/IM = d. We are
interested in the Hilbert coefficients ei(M/I
kM) of M/IkM as functions in k.
We say that a function f : N → Q is of polynomial type of degree d, if there exists a
polynomial h ∈ Q[x] of degree d such that f(k) = h(k) for all k ≫ 0.
As the main result of this section we prove
Theorem 1.1. Let M be a graded S-module, and I ⊂ S a graded ideal with dimM/IM =
d. Then for all i = 0, . . . , d, the Hilbert coefficient ei(M/I
kM) as a function of k is of
polynomial type of degree ≤ n− d+ i.
Proof. For the proof we proceed by induction on d. If d = 0, then PM/IkM (x) =
ℓ(M/IkM), and hence the only Hilbert coefficient ofM/IkM is e0(M/I
kM) = ℓ(M/IkM).
This length, as a function of k, is known to be of polynomial type of degree ≤ n, see [4,
4.1.6].
Now let d > 0. By a theorem of Brodmann [2] the set
⋃
k Ass(M/I
kM) is finite. Hence
if |K| = ∞, as we may assume, there exists a linear form y ∈ S such that the kernel
of the multiplication map y : (M/IkM)(−1) → M/IkM is of finite length for all k. Set
N =M/yM , then N/IkN = (M/IkM)/y(M/IkM)(−1), and it follows that
PN/IkN (j) = PM/IkM (j) − PM/IkM (j − 1) for all j.
From this we conclude that ei(M/I
kM) = ei(N/I
kN) for i = 0, . . . , d − 1. By induction
hypothesis ei(N/I
kN) is of polynomial type of degree ≤ (n− 1)− (d− 1) + i = n− d+ i.
Thus it remains to prove that ed(M/I
kM) is of polynomial type of degree ≤ n.
We note that for all integers a one has
ed(M/I
kM) = PM/IkM (ak)−
d−1∑
i=0
(−1)iei(M/I
kM)
(
ak + d− i
d− i
)
,
and that each of the summands ei(M/I
kM)
(ak+d−i
d−i
)
is of polynomial type of degree ≤ n.
Thus it suffices to show that PM/IkM (ak) is of polynomial type of degree ≤ n.
To this end, we consider the sequence
0 −→ IkM −→M −→M/IkM −→ 0,
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from which we deduce that
PM/IkM (ak) = PM (ak)− PIkM (ak).
Since PM (x) is a polynomial of degree ≤ n it follows that PM (ak) is a polynomial in k of
degree ≤ n. Thus the assertion follows once it is shown that for suitable integer a > 0,
PIkM (ak) is of polynomial type of degree ≤ n.
We consider the Hilbert series
HilbIkM (t) =
∑
i≥0
H(IkM, i)ti =
Qk(t)
(1− t)n+1
of IkM . Here Qk(t) is a polynomial. Indeed let βij = dimK Tor
S
i (I
kM,K)j be the graded
Betti-numbers of IkM . Then
Qk(t) =
n∑
i=0
(−1)iβijt
j ,
see [4, 4.1.13]. It follows that degQk(t) ≤ reg(I
kM) + n. As shown in [9, 2.4] and [15, 1]
one has reg(IkM) ≤ ek + f for all k and certain integers e and f with e > 0. Therefore,
degHilbIkM (t) = ek + f − 1 < ak for all k and any integer a > min{e, e + f − 1}. By [4,
4.1.12] we have H(IkM, i) = PIkM (i) for all i > degHilb(t). In particular, H(I
kM,ak) =
PIkM (ak) for all k. Thus it remains to show that H(I
kM,ak) is of polynomial type of
degree ≤ n for a suitable a.
Let W = M ⊗S S[xn+1]; then (I
kW )j =
⊕
i≤j(I
kM)ix
j−i
n+1, so that H(I
kM,ak) =
dimK(I
kW )ak for all k. Hence we must show that dimK(I
kW )ak is of polynomial type of
degree ≤ n for a suitable a. Since IkS[xn+1]W = I
kW , we may replace Ik by its extension
IkS[xn+1] = (IS[xn+1])
k which, by an abuse of notation, we again denote by Ik
Let ck be the highest degree of a generator of I
kW , c the highest degree of a generator
of I and d the highest degree of a generator of W . Then one has ck ≤ kc+ d for all k. Let
J = I≥c =
⊕
j≥c Ij . We choose a > c+ d; then
dimK(J
kW )ak = dimK((J
kW )≥ck)ak = dimK((I
kW )≥ck)ak = dimK(I
kW )ak.
Thus we may replace I by J . Since J is generated in one degree, we may as well assume that
I is generated in one degree, say c. In this case the Rees algebra R(I) =
⊕
j≥0 I
j is natu-
rally standard bigraded, the bigraded components being R(I)(g,h) = (I
h)g+ch. Moreover,
V =
⊕
k≥0 I
kW is a finitely generated bigraded R(I)-module with V(g,h) = (I
hW )g+ch.
If R is any standard bigraded K-algebra, and e and f are two natural numbers. Then
the subalgebra R∆ =
⊕
k≥0R(ke,kf) is called the (e, f)-diagonal of R. It is easily seen
that any such diagonal is a standard graded K-algebra. Moreover, if N is a finitely
generated bigraded R-module, then the diagonal submodule N∆ =
⊕
k≥0N(ek,fk) is a
finitely generated graded R∆-module.
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We now consider the (a − c, 1)-diagonal ∆ of R(I). Then V∆ =
⊕
k≥0(I
kW )ak is
a finitely generated graded A-module where A is the standard graded K-algebra with
Ak = (I
k)ak for all k. It follows that dimK(I
kW )ak = dimK(V∆)k is of polynomial type
of degree dimA − 1. Since dimA < dimR(I) = n + 2 ( see [6, 1.1(i)]), the proof of the
theorem is completed. 
We close this section with the following result whose proof follows the same line of
arguments as in the part of the proof of Theorem 1.1 where it is shown that PIkM (ak) is
of polynomial type of degree ≤ n.
Let A = K[x1, . . . , xn, y1, . . . , ym] be the standard bigraded polynomial ring, that is,
we have degree xi = (1, 0) and degree yj = (di, 1) for all i and j. Furthermore, let E
be a finitely generated graded bigraded S-module. For all k we set Ek =
⊕
iEi,k. Then
each Ek is a finitely generated graded S-module, where S = K[x1, . . . , xn], and we may
consider its Hilbert polynomial PEk(x) and its Hilbert coefficients ei(Ek).
Theorem 1.2. For k ≫ 0 the dimension of Ek is constant, say d. Then for i = 0, . . . , d,
the ith Hilbert coefficient ei(Ek) as a function of k is of polynomial type of degree ≤
n+m− d+ i.
2. Asymptotic behavior of multiplicity; the graded case
Let J ⊂ I ⊂ S be graded ideals, M graded S-modules and N ⊂M a graded submodule
of M . Then JkN ⊂ IkM . Since by Theorem 1.1 the Hilbert coefficients of M/IkM and
N/JkN as functions of k are of polynomial type, it follows from the equation
PIkM/JkN (x) = PM/N (x) + PN/JkN (x)− PM/IkM (x)(3)
that the degree of PIkM/JkN (x) is constant for large k. In other words, there exists an
integer k0 such that dim(I
kM/JkN) = d for all k ≥ k0.
More generally, if (Mk)k≥0 is family of finitely generated S-modules with the property
that there exists an integer k0 such that dimMk is constant for all k ≥ k0, then we call
dimMk0 the limit dimension of (Mk)k≥0.
Let (ak)k=1,2,... be a sequence of real numbers. We write limk→∞ ak ∈ Q to indicate
that limk→∞ ak exists and that the limit is a rational number.
Proposition 2.1. Let d be the limit dimension of (IkM/JkN)k≥0. Then
lim
k→∞
e0(I
kM/JkN)
kn−d
∈ Q.
Proof. Let d1 = dimM/IM , d2 = dimN/JN and c = dimM/N . Then dimM/I
kM = d1
and dimN/JkN = d2 for all k. It follows from equation (3) that
e0(I
kM/JkN) = ec−d(M/N) + ed2−d(N/J
kN)− ed1−d(M/I
kM) for k ≫ 0.
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Hence Theorem 1.1 implies that e0(I
kM/JkN) is of polynomial type of degree ≤ n − d,
and this implies that limk→∞ e0(I
kM/JkN)/kn−d exists and is a rational number. 
Let J denote the integral closure of an ideal J . As an immediate consequence of Propo-
sition 2.1 we obtain
Corollary 2.2. Let I ⊂ S be a graded ideal. Then (Ik/Ik)k≥0 admits a limit dimension,
say d, and
lim
k→∞
e0(Ik/I
k)
kn−d
∈ Q.
Proof. Since A =
⊕
k≥0 I
k is equal to the integral closure of the Rees algebra R(I), it
follows that A is a finitely generated graded R(I)-module. In particular it follows that
there exists an integer k0 such that Ak = I
k−k0Ak0 for all k ≥ k0. In other words, we have
Ik/Ik = Ik−k0Ik0/Ik−k0Ik0 for all k ≥ k0.
Thus the assertion follows from Proposition 2.1. 
We give another application of Proposition 2.1.
Corollary 2.3. Let I ⊂ S be a monomial ideal and let m = (x1, . . . , xn) be the graded
maximal ideal of S. Then ((Ik : m)/Ik)k≥0 admits a limit dimension, say d, and
lim
k→∞
ℓ((Ik : m)/Ik)
kn−d
∈ Q.
Proof. We will show that M =
⊕
k≥0 I
k : m is a finitely generated R(I)-module. Then we
proceed as in the proof of Corollary 2.2.
We first notice that Ik : m =
⋂n
i=1(I
k : xi). This implies that M =
⋂n
i=1Mi where
Mi =
⊕
k≥0 I
k : xi. Since R(I) is Noetherian it suffices therefore to show that each Mi is
a finitely generated R(I)-module. In fact, we will show that Mi is generated by its degree
1 component. In other words, we will show that Ik : xi = (I
k−1 : xi)I for all k > 1.
Since I is a monomial ideal we can write I = Jxi+L where J and L are again monomial
ideals, and where none of the generators of L is divisible by xi. Then one has
Ik =
k∑
j=1
JjLk−jxji + L
k, and hence Ik : xi =
k∑
j=1
JjLk−jxj−1i + L
k.
Similarly we have Ik−1 : xi =
∑k−1
j=1 J
jLk−1−jxj−1i + L
k−1. It follows that
(Ik−1 : xi)I = (
k−1∑
j=1
JjLk−1−jxj−1i + L
k−1)(Jxi + L)(4)
= A+B + Lk−1Jxi + L
k,
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with
A =
k−1∑
j=1
Jj+1Lk−1−jxji and B =
k−1∑
j=1
JjLk−jxj−1i .
Observe that Lk−1Jxi appears as a multiple of a summand in B, so we may omit it in
the right hand sum of (4). Next we may rewrite the sum A as
∑k
j=2 J
jLk−jxj−1i . Then it
follows from (4) that
(Ik−1 : xi)I =
k∑
j=1
JjLk−jxj−1i + L
k = Ik : xi,
as desired. 
Let I and J be graded ideals in S. The kth symbolic power of I with respect to J is
defined to be the graded ideal Ik(J) = I
k : J∞.
We want to single out two cases of interest: in the first case, let J be the graded maximal
ideal of S. Then Ik(J) is the kth saturated power of I, denoted (I
k)sat.
In the second case, consider the set A∗(I) =
⋃
k Ass(S/I
k) of asymptotic prime ideals
of I. This set is known to be finite (see [2]). Of course the set on minimal prime ideals
Min(I) of I is a subset of A∗(I). Let
J =
⋂
P∈Ass∗(I)\Min(I)
P.
For this choice of J one obtains the ordinary symbolic powers I(k) of I.
We are interested in the limit behavior of e0((Ik(J)/I
k). In [8, 2.2] there is given an
example that shows that ℓ((Ik)sat/Ik) need not to be of polynomial type, and not even
of quasi-polynomial type. However we will see that if I and J are monomial ideals, then
the limit behavior of e0(Ik(J)/I
k) is quite nice. This is mainly due to the fact that in this
situation, the graded ring
⊕
k≥0 Ik(J) is a finitely generated S-algebra, as shown in [11,
3.2].
More generally, suppose that we are given two families (Ik)k≥0 and (Jk)k≥0 of graded
ideals of S with the property that JkJℓ ⊂ Jk+ℓ and IkIℓ ⊂ Ik+ℓ for all k and ℓ, and such
that the algebras A =
⊕
k≥0 Jk and B =
⊕
k≥0 Ik are finitely generated. We also assume
that Jk ⊂ Ik for all k and that I0 = J0 = S.
We first show
Proposition 2.4. The numerical function e0(Ik/Jk) is of quasi-polynomial type.
Proof. Since A and B are finitely generated graded S-algebras, there exist integers s and t
such that the Veronese algebra A(s) of A and the Veronese subalgebra B(t) of B is standard
graded, see for example [11, 2.1]. We may assume that s = t. Otherwise we replace s as
well as t by st.
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As an A(s)-module the algebra A is a direct sum of the graded A(s)-modules A(s;i) =⊕
k≥0Aks+i. Indeed, A =
⊕s−1
i=0 A
(s;i). Similarly, B =
⊕s−1
i=0 B
(s;i).
Since A(s;i) is a finitely generated A(s)-module, there exist an integer vi such that
A(k+vi)s+i = AksAvis+i for all k ≥ 0. Let v = max{vi : i = 0, . . . , s − 1}. Replacing each
vi by v we may assume that all vi are equal to v. Similarly there exists an integer w such
that B(k+w)s+i = BksBws+i for all k ≥ 0 and all i = 0, . . . , s− 1. Taking the maximum of
v and w we may as well assume that v = w.
Thus we may assume that A and B are standard graded and have to show that
e0(I
k
1M/J
k
1N) is of polynomial type, whereM and N are graded S-modules. But this has
already been shown in Proposition 2.1. 
A priori it is not clear that dim Ik/Jk is constant for k ≫ 0. But if we assume that A
is standard, that is Jk = J
k for all k where J = J1, then we have
Theorem 2.5. With the notation introduced, suppose that A is standard graded. Let
P0, . . . , Pg−1 be the polynomials such that e0(Img+i/J
mg+i) = Pi(m) for m≫ 0. Then
(a) dim Ik/J
k is constant for k ≫ 0.
(b) degPi = degP0 for all i and all of them have the same leading coefficient.
Corollary 2.6. Let I and J be monomial ideals, and let d be the limit dimension of
(Ik(J)/I
k)k≥0. Then
lim
k
1
kn−d
e0
(
Ik(J)
Ik
)
∈ Q.
In particular,
lim
k
1
kn
ℓ
(
(Ik)sat
Ik
)
∈ Q.
In order to prove Theorem 2.5 we need to introduce some definitions. LetM =
⊕
k≥0Mk
be a bigraded A =
⊕
k J
k-module over the bigraded algebra A such that each Mk is a
finitely generated S-module. All modules considered in the sequel will be of this kind.
The module M is called quasi-finite, if H0A+(M)i = 0 for i ≫ 0. Here H
0
A+
(M) de-
notes the 0th local cohomology of M with respect to the ideal A+ =
⊕
k>0Ak. We
consider quasi-finite modules because in the application we have in mind the modules⊕
k≥0 Ik(J)/I
k are in general not finitely generated
⊕
k Ik modules, but only quasi-finite,
as we shall see.
We say an element x ∈ A1 is M -filter regular if (0 : Mx)i = 0 for i ≫ 0. We do not
require that x is bihomogeneous. The existence of an M -filter regular element is useful
due to the following:
Proposition 2.7. Let M =
⊕
k≥0Mk be an A-module such that e0(Mk) is a quasi-
polynomial. Let P0, . . . , Pg−1 be the polynomials such that e0(Mmg+i) = Pi(m) for m≫ 0.
If there exists an element in A1 which is M -filter regular, then
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(a) dimMk is constant for k ≫ 0.
(b) degPi = degP0 for all i and all of them have the same leading coefficient.
Proof. (a) Suppose for m ≥ s we have e0(Mmg+i) = Pi(m) for i = 0, . . . g − 1. We choose
x ∈ A1 which is M -filter regular. Then the map Mj → Mj+1 induced by multiplication
with x is injective for all j ≫ 0. This implies that for m≫ 0 we have
dimMmg ≤ dimMmg+1 ≤ . . . ≤ dimMmg+g−1 ≤ dimM(m+1)g .
The assertion follows.
(b) We assert that e0(Mk) ≤ e0(Mk+1) for all k ≫ 0. Let d be the limit dimension of
the family (Mk)k≥0. If d = 0, then e0(Mk) = ℓ(Mk) and the assertion is obvious, because
the maps Mk →Mk+1 induced by multiplication by x are injective for k ≫ 0.
So now let d > 0, and let c be the initial degree of the element x in the graded module
A1. Then the maps Mk → Mk+1 induce maps Mk,i≥s → Mk+1,i≥s+c for all s, where
Mk,i≥t =
⊕
i≥tMk,i.
Notice that e0(Mk) = e0(Mk,i≥s)∀s and that both modules, Mk,i≥s and Mk+1,i≥s+c are
generated in a single degree for s large enough. We choose such an s. Let m be the graded
maximal ideal of S. Since Mk,i≥s is generated in a single degree, the associated graded
module gr
m
(
(Mk,i≥s)m
)
is isomorphic to Mk,i≥s, up to a shift. Hence e0(m, (Mk,i≥s)m) =
e0(Mk,i≥s). On the other hand we have that (Mk,i≥s)m → (Mk+1,i≥s+c)m is injective for
all k ≫ 0. Since both modules have the same dimension, the inequality in the next display
follows from [4, 4.7.7].
e0(Mk) = e0(m, (Mk,i≥s)m) ≤ e0(m, (Mk+1,i≥s+c)m) = e0(Mk+1).
Thus for m ≥ s we have that
(5) P0(m) ≤ P1(m) ≤ · · · ≤ Pi(m) ≤ · · · ≤ Pg−1(m) ≤ P0 (m+ 1) .
The inequalities in (5) imply that all Pi have the same degree. Let si be the leading
coefficient of Pi. As all Pi have the same degree note that (5) implies that
s0 ≤ s1 ≤ · · · ≤ sg−1 ≤ s0.
Thus s0 = s1 = · · · = sg−1. 
Next we discuss the existence of a filter regular element for a quasi-finite module. Set
N = M/H0A+(M). If M is finitely generated as an A-module, then x ∈ A1 is M -filter
regular precisely when x is N -regular, see [25, 2.1]. Thus M -filter regular elements always
exists if K is infinite. For quasi-finite modules we have
Lemma 2.8. Let M =
⊕
k≥0Mk be a quasi-finite A-module. Set N =M/H
0
A+
(M). Then
(a) AssAN ∩Var(A+) = ∅.
(b) AssAN is a countable set.
(c) If x ∈ A1 is N -regular, then it is M -filter regular.
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(d) If K is uncountable, then there exists x ∈ A1 which is N regular and so M -filter
regular.
Proof. (a) Suppose there exists p ∈ AssAN ∩ Var(A+). Let p = (0: x) where x = x +
H0A+(M) is a nonzero homogeneous element of N . As px = 0 we have E = px ⊆ H
0
A+
(M).
Notice E is finitely generated as an A-module. So Am+E = A
m
+px = 0. Since p ⊇ A+ we
have that Am+1+ x = 0. Therefore x ∈ H
0
A+
(M), a contradiction.
(b) For i ≥ 0, set Di to be the A-submodule of N generated by N0, . . . , Ni. As each Ni
is a finitely generated S-module, it follows that each Di is a finitely generated A-module.
The assertion follows since N =
⋃
i≥0Di.
(c) Let x be N -regular. As M is quasi-finite we have Mi = Ni for i≫ 0. It follows that
(0: Mx)i = 0 for i≫ 0. Thus x is M -filter regular.
(d) By (b) we get that AssA+ N is countable. Say AssAN = {Q1, Q2, . . .}. Then for
each i ≥ 1 we have that Qi ∩ A1 is a proper graded S-submodule of A1. Since K is
uncountable, there exists x ∈ A1 \
⋃
i≥1Qi. Clearly x is N -regular. 
Proof of 2.5. We may assume K is uncountable. If not, we choose a field extension K ′ of
K which is uncountable, and set S′ = S ⊗K K
′, A′ = A ⊗S S
′ and B′ = B ⊗S S
′. It can
be checked that e0(B
′
k/A
′
k) = e0(Bk/Ak) for all k ≥ 1.
Set M = B/A. The exact sequence 0→ A→ B → B/A→ 0 yields an exact sequence
0→ H0A+(A)→ H
0
A+(B)→ H
0
A+(B/A)→ H
1
A+(A)→
We assert that B/A is a quasi-finite A-module. In fact, H0A+(B) = H
0
A+B
(B) = 0 because
B is a domain, and H1A+(A)k = 0 for k ≫ 0 in general [3, 15.1.5]. Thus the long exact
cohomology sequence implies that H0A+(B/A)k = 0 for k ≫ 0, as desired. By Lemma
2.8(d) we have that there exists M -filter regular elements. So by Proposition 2.7 the
result follows. 
3. Asymptotic behavior of multiplicity in the local case
Let (R,m) be a local ring. If M is a finitely generated R-module then e0(M) denotes
the Hilbert-Samuel multiplicity ofM with respect to m. Let F = {In}n≥0 be a Noetherian
filtration on R i.e., a chain of ideals
R = I0 ⊇ I1 ⊇ · · · ⊇ Ii ⊇ Ii+1 ⊇ · · · such that IiIj ⊆ Ii+j for all i,j and
R(F) =
⊕
k≥0 Ik is a graded (not necessarily standard) Noetherian R-algebra.
Example 3.1. Let I(k) denote the kth symbolic power of I1. There are many cases known
when F = {I(k)}k≥0 is Noetherian ; see for example [7] [13] and [10]. The symbolic power
filtration need not be Noetherian in general [22].
The main result of this section is the local analogue of Theorem 2.5
Theorem 3.2. Let J be an ideal in R with positive grade such that J ⊆ I1. Then
12
(a) dim Ik/J
k is constant for k ≫ 0.
(b) There exists polynomials P0, . . . , Pg−1 such that Pi(m) = e0(Img+i/J
mg+i) for all m≫
0. In other words, e0(Ik/J
k) is of quasi-polynomial type of period g.
(c) degPi = degP0 for all i and all of them have the same leading coefficient.
It is convenient to prove Theorem 3.2 by considering the following more general setup:
let A ⊆ B be a homogeneous inclusion of Noetherian graded algebras with R = A0 = B0
a local ring with maximal ideal m. We assume A is a standard graded R-algebra, while B
is not necessarily a standard graded R-algebra.
A typical example of this situation is when B = R(F) and A = R(J) with J ⊂ I1.
In analogy to the graded case we call a graded A-module M =
⊕
k≥0Mk quasi-finite if
each Mk is a finitely generated R-module and H
0
A+
(M)j = 0 for all j ≫ 0.
Note that B is trivially a quasi-finite A-module if grade(A1B,B) > 0. Notice if An, Bn
are ideals in R with grade(A1, R) > 0, then grade(A1B,B) > 0, and so B is a quasi-finite
A-module.
In this more general frame Theorem 3.2 reads as follows:
Theorem 3.3. Assume that B is quasi-finite A-module. Then
(a) dimBk/Ak is constant for k ≫ 0.
(b) There exists polynomials P0, . . . , Pg−1 such that Pi(m) = e0(Bmg+i/Amg+i) for all
m≫ 0. In other words, e0(Bk/Ak) is of quasi-polynomial type of period g.
(c) degPi = degP0 ≤ dimB + d − 1 for all i and all of them have the same leading
coefficient. Here d is the limit dimension of (Bk/Ak)k≥0.
We give an example which shows that the conclusion of the theorem would fail without
the quasi-finite condition on B.
Example 3.4. Let R = K[[x]] be the power series ring over a field K. Set A = R[u, v]
and B = R[u, v,w]/(wu,wv). We give w degree 2. Thus wB ⊆ H0A+(B). Thus B is not a
quasi-finite A-module. It can be easily seen that Bk/Ak = 0 if k is odd and Rw
k/2 if k is
even. So g = 2 and the multiplicity polynomial is (0, 1).
One of the chief problems in trying to prove the above theorem is that B/A is not a
B-module. It is also, in general, not a finitely generated A-module. Rees’s technique [19],
in this case is to consider the Rees ring S =
⊕
k≥0(A+B)
k and the associated graded ring
G = grA1B B of the ideal A1B in B.
Observe that (A+B)
k =
⊕
i≥0AkBi, so that S =
⊕
i,j AiBj−i. Hence S is a naturally
bigraded R-algebra with Sij = AiBj−i for all i, j. We have Si,j = 0 if j < i and Si,i = Ai.
Notice that G inherits a bigraded structure from S, so that G =
⊕
i≥0,j≥0Gi,j with
Gi,j =
Si,j
Si,j+1
=
Bi−jAj
Bi−j−1Aj+1
.
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G also has the property that Gi,j = 0 if j < i and Gi,i = Ai. If we consider A as bigraded
algebra with Ai,j = 0 if i 6= j and Ai,i = Ai then A becomes a bigraded R-subalgebra of
G. Finally let L =
⊕
j>iGi,j. Notice that L is an ideal of G.
We now consider G, L singly graded by summing across columns, i.e, set G =
⊕
i≥0Gi,
L =
⊕
i≥0 Li where
Gi =
⊕
j≥0
Gi,j =
i⊕
j=0
Gi,j and Li =
⊕
j≥0
Li,j.
The advantage of Rees’s technique is due to the following observation: consider the
filtration of R-modules
Ai ⊆ B1Ai−1 ⊆ B2Ai−2 ⊆ Bi−1A1 ⊆ Bi.(6)
One can check that
Li =
i−1⊕
j=0
Bi−jAj
Bi−(j+1)Aj+1
.(7)
This leads to the following
Lemma 3.5. With the notation introduced we have an inclusion of graded algebras A ⊆ G
and a finitely generated G-module L with
(a) dimRBk/Ak = dimR Lk for all k ≥ 1.
(b) e0(Bk/Ak) = e0(Lk) for all k ≥ 1.
(c) dim(G) = dim(B).
(d) e0(Bk/Ak) = e0(Lk) is of quasi-polynomial type.
Proof. The first two statement follow from (6) and (7). For the third statement see [4,
4.5.6] Finally, statement (d) follows from Proposition 5.5. 
Note that assertion (b) of Theorem 3.3 follows from statement (d) above. The remaining
assertions of Theorem 3.3 depend on the existence of a B/A-filter regular element in A1.
One proves its existence just as in the graded case by using a local version of Proposition 2.7
and Proposition 2.8.
Proof of 3.3 (a) and (c). If K = R/m is not uncountable then we do the following stan-
dard trick. First we complete R. Then we consider R′ = R̂[[x]]
m[[x]] where R̂ is the
completion of R. Notice that R′ has residue field K((x)), which is uncountable. Set
A′ = A⊗RR
′ and B′ = B⊗RR
′. Since A′ is a flat extension of A it follows that B′ is also
a quasi-finite A′-module. It can be checked that e0(B
′
k/A
′
k) = e0(Bk/Ak) for all k ≥ 1.
Similarly as in the proof of Theorem 2.5 it follows that B/A is a quasi-finite A-module.
By the local version of Proposition 2.8(d) there exists a B/A-filter regular element in A1 .
So by the local version of Proposition 2.7 the results follow, except the degree bound for
the Pi. But this is a consequence of Proposition 5.5. 
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Our main theorem is an easy corollary of Theorem 3.3.
Proof of Theorem 3.2. Let A = R(J) and B = R(F). Since J ⊆ I1 we have an inclusion
of graded algebras A ⊆ B. Since gradeR J > 0 we get that gradeB A1B > 0. So H
0
A+
(B) =
H0A1B(B) = 0. In particular, B is a quasi-finite A-module. The result now follows from
Theorem 3.3. 
4. The Rees polynomial of I and J
Throughout this section, let (R,m) be a local ring of dimension d. For an m-primary
ideal I, put H(I, n) = ℓ(R/In) where ℓ denotes length. Let P (I, n) denote the Hilbert
polynomial corresponding to the Hilbert function H(I, n). We write P (I, n) in the form:
P (I, n) = e0(I)
(
n+ d− 1
d
)
− e1(I)
(
n+ d− 2
d− 1
)
+ · · ·+ (−1)ded(I).
Recall that an ideal J ⊂ I is called a reduction of I if JIn = In+1 for some positive
integer n. The Rees multiplicity theorem asserts that if R is a quasi-unmixed local ring
then J is a reduction of I if and only if e0(I) = e0(J). The Rees multiplicity theorem
has been generalized for ideals that are not m-primary by a number of authors. In [21]
Rees provided one such generalization which we now state. Let J ⊂ I be ideals of R such
that ℓ(I/J) is finite. Then the numerical function H(I/J, n) = ℓ(In/Jn) is given by a
polynomial P (I/J, n) for large n, [1]. We call H(I/J, n) and P (I/J, n) the Rees function
and the Rees polynomial of the pair (J, I) respectively. Rees showed that if (R,m) is
quasi-unmixed then J is a reduction of I if and only if degP (I/J, n) < d. It is natural to
ask for the exact degree of P (I/J, n). In case I and J are m-primary it is easy to see that
degP (I/J, n) < d− k if and only if ei(I) = ei(J) for i = 0, 1, . . . , k for all k = 0, 1, . . . , d.
K. Shah [23] introduced coefficient ideals which characterize the degree of P (I/J, n) when
I and J are m-primary.
Theorem 4.1 (K. Shah). Let (R,m) be a quasi-unmixed local ring of positive dimension
d with infinite residue field R/m. Let I be an m-primary ideal. Then there exist unique
largest ideals I1, I2, . . . , Id containing I such that ei(I) = ei(Ik) for i = 0, 1, . . . , k and
I ⊂ Id ⊂ Id−1 ⊂ · · · I1 ⊂ I0 = I¯ . The ideal Ik is called the kth-coefficient ideal of I.
We will prove an analogue of the above theorem for non-m-primary ideals which will
help us in determining the degree of P (I/J, n). The proof is similar to the proof of Shah’s
theorem. First we need the following
Definition 4.2. Let (R,m) be a local ring and let I be an ideal in R. Let Isat =⋃
n≥1(I : m
n) be the saturation of I. We call q(I) = I ∩ Isat the relative integral clo-
sure of I.
In several results in this section we consider ideals J ⊆ I so that J is a reduction of I
and ℓ(I/J) <∞. For these cases we have:
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Proposition 4.3. Let (R,m) be a local ring and I an ideal of R. Then
(1) I is a reduction of q(I) and ℓ(q(I)/I) <∞.
(2) If I is a reduction of K with ℓ(K/I) <∞ then K ⊆ q(I).
(3) If J ⊆ I then q(J) ⊆ q(I).
(4) q(q(I)) = q(I).
Proof. The assertions (1), (2), (3) are easy to show. We prove (4). If q(I) is a reduction
of K with ℓ(K/q(I)) <∞ then note that K is also a reduction of I and also ℓ(K/I) <∞.
So by (2) we have K ⊆ q(I). Thus K = I. By taking K = q(q(I)) we get the desired
result. 
We now give an analogue of Shah’s Theorem.
Theorem 4.4. Let (R,m) be a d-dimensional quasi-unmixed local ring with infinite residue
field R/m. Let I be any ideal of analytic spread a. Then for k = 1, 2, . . . , a, there exist
unique largest ideals Ik with ℓ(Ik/I) <∞, and I ⊆ Ia ⊆ Ia−1 ⊆ · · · ⊆ I1 ⊆ q(I), such that
degP (Ik/I, n) < a− k for k = 1, 2, . . . , a.
Proof. For each k = 1, 2, . . . , a, consider the sets
Vk = {L | L is an ideal of R with ℓ(L/I) <∞, degP (L/I, n) < a− k} .
If L ∈ Vk, then degP (L/I, n) < d − 1. Hence by Rees’s theorem, I is a reduction of L.
Hence L ⊆ q(I).
Since I ∈ Vk and R is Noetherian, Vk has a maximal member, say J. We show that J
is unique. Let L ∈ Vk and x ∈ L. Since I ⊂ (I, x) ⊂ L, for all n ≥ 1, ℓ((I, x)
n/In) ≤
ℓ(Ln/In) < ∞. Hence degP ((I, x)/I, n) ≤ degP (L/I, n) < a − k. By Rees’s theorem, I
is a reduction of (I, x). Let I(I, x)t = (I, x)t+1 for some integer t. Then xt+1 ∈ I(I, x)t ⊂
J(J, x)t. Hence J(J, x)t = (J, x)t+1. It follows that for all n ≥ t, Jn−t(J, x)t = (J, x)n.
Since ℓ((I, x)/I) < ∞, there exists an r such that xmr ⊂ I ⊂ J. Hence ℓ((J, x)/I) < ∞.
Now we show that degP ((J, x)/I, n) < a− k. For all n ≥ t, we have:
ℓ((J, x)n/In) = ℓ(Jn−t(J, x)t/In) = ℓ((Jn, Jn−1x, . . . , xtJn−t)/In)
≤
t∑
i=1
ℓ
(
(Jn + xiJn−i)/In
)
≤
t∑
i=1
[
ℓ(Jn/In) + ℓ((In + xiJn−i)/In)
]
=
t∑
i=1
[
ℓ(Jn/In) + ℓ
(
(xiIn−i + In)/In
)
+ ℓ
(
xiJn−i + In
xiIn−i + In
)]
≤
t∑
i=1
ℓ(Jn−i/In−i) + ℓ((I, x)n/In) + ℓ(Jn/In).
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Hence degP ((J, x)/I, n) < d− k. Therefore (J, x) ∈ Vk. By maximality of J, we conclude
that x ∈ J. Hence L ⊂ J and therefore J is unique. 
Corollary 4.5. Let (R,m) be a quasi-unmixed local ring. Let I ⊂ J be ideals of R such
that ℓ(J/I) < ∞. Then degP (J/I, n) = a − k if and only if J ⊂ Ik−1 but J 6⊂ Ik for
k = 1, 2, . . . , a.
As a consequence of the next result, we identify the degree of the Rees polynomial of J
and I.
Proposition 4.6. Let R =
⊕∞
i=0Rn be a standard graded Noetherian ring over a Noe-
therian local ring (R0,m). Let M =
⊕∞
i=0Mn be a finitely generated graded R-module with
ℓ(Mn) < ∞ for all n ≥ 0. Let H(M,n) = ℓR0(Mn) be the Hilbert function of M. Then
dimM = dimM/mM and H(M,n) is a polynomial function of degree dimM − 1.
Proof. SinceM is a finitely generated R-module and ℓ(Mn) <∞, for all n ≥ 0, there exists
an r such that mrMn = 0 for all n ≥ 0. Thus m
rR ⊂ annR(M). Since SuppM/mM =
SuppM∩V (mR), it follows that SuppM = SuppM/mM and hence dimM = dimM/mM.
Let q = ⊕∞n=0qn = annR(M). Then each Mn is an R0/q0-module. Let M =
∑g
i=1Rmi
where degmi = di for i = 1, 2, . . . , g. Define the R-module homomorphism ϕ : R −→M
⊕g
by ϕ(r) = (rm1, rm2, . . . , rmg). Then Kerϕ = annM. Restricting ϕ to R0, we see that
R0/q0 is a submodule of an R0-module of finite length. Hence q0 is m-primary. Let
S = R/AnnM = ⊕∞n=0Sn. Then M is a finitely generated S-module where S0 is an Artin
local ring. Hence by Hilbert-Serre theorem, H(M,n) is a polynomial function of degree
dimM − 1. 
Corollary 4.7. Let (R,m) be a local ring of dimension d. Let J ⊂ I be ideals of R such
that J is a reduction of I and ℓ(I/J) < ∞. Let M = R(I)/R(J) =
⊕∞
n=0 I
n/Jn. Then
H(I/J, n) is a polynomial function of degree dimM − 1.
Proof. Since J is a reduction of I, R(I) and M are finite R(J)-module. Now apply the
above proposition to M. 
The maximum degree of the Rees polynomial P (I/J, n) of a reduction J of an ideal I
is d− 1. In the next theorem we give a sufficient condition so that this degree is d− 1.
Theorem 4.8. Let (R,m) be a d-dimensional quasi-unmixed local domain. Let J be a
proper reduction of an ideal I of R with ℓ(I/J) < ∞. If the Rees ring R(J) satisfies
Serre’s condition S2, then a(I) = d and degP (I/J, n) = d− 1.
Proof. Let A = R(J) and B = R(I). Then A and B have same quotient field and B is
a finite integral extension of A. Since A satisfies the S2 condition, the conductor A : B
is a height one unmixed ideal. Indeed, let B = Ab1 + Ab2 + · · · + Abn for some bj ∈ B
for j = 1, 2, . . . , n. Let bj = xj/yj for some xj, yj ∈ A, for j = 1, 2, . . . , n. Then A : B =
∩nj=1A : bj = ∩
n
j=1(yj : xj). Since A satisfies the S2 condition, principal ideals in A have
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no embedded primary components. Hence A : B is a height one unmixed ideal. Since
AnnAM = A : B, and A is universally catenary, we have dimM = dimR(J)/AnnM =
d+ 1− 1 = d. Hence degP (I/J, n) = dimM − 1 = dimM/mM − 1 = d− 1 ≤ a(J)− 1 ≤
d− 1. Therefore a(J) = a(I) = d. 
Remark 4.9. The relative integral closure can equal I if either I = I or Isat = I. We
call these as trivial cases. The following is a nice consequence to Theorem 4.8
Corollary 4.10. Let (R,m) be a d-dimensional quasi-unmixed local domain and let I be
an ideal in R. If a(I) < d and R(I) is S2 then q(I) = I.
Proof. If q(I) 6= I then note that I is a proper reduction of q(I) and ℓ(q(I)/I) is finite.
So by Theorem 4.8 we get a(q(I)) = a(I) = d which is a contradiction. 
The degree of the Rees polynomial of a pair of normal ideals can be completely deter-
mined in analytically unramified quasi-unmixed local rings. This follows from the next
theorem.
Theorem 4.11. Let (R,m) be an analytically unramified quasi-unmixed local ring of di-
mension d. Let J ⊂ I be ideals of R such that J is not a reduction of I and ℓ(I/J) <∞.
Let f(n) = ℓ(In/Jn). Then f(n) is a polynomial function of degree d.
Proof. Since ℓ(I/J) <∞, there is a positive integer r such that mrI ⊆ J. Hence mrI ⊆ J.
Therefore ℓ(I/J) < ∞. Since ℓ(In/Jn) < ∞ for all n, it follows that f(n) < ∞ for all n.
Consider the filtration of ideals
Jn ⊆ IJn−1 ⊆ I2Jn−2 ⊆ · · · In−1J ⊆ In.
Then f(n) =
∑n−1
i=0 ℓ
(
J iIn−i/J i+1In−i−1
)
. The integral closure of the bigraded Rees
algebra R := R(I, J) =
⊕
r,s≥0 I
rJsurvs in the polynomial ring R[u, v] is the bigraded
ring R :=
⊕
r,s≥0 I
rJsurvs.
Since R is analytically unramified, R is a finite R-module. Indeed, by Theorem 1.4
of [20], there exists an integer t such that IrJs ⊂ Ir−tJs−t for all r, s ≥ t. For positive
integers r and s, let Vs =
⊕∞
r=0 I
rJs ⊂
⊕
Ir and Hr =
⊕∞
s=0 I
rJs ⊂
⊕
Js. Then Vs is
finite R(I)-module and Hr is a finite R(J)-module by Corollary 9.2.1 of [14]. Thus R is
a finite R-module.
Now consider the ideals A =
⊕
r≥1,s≥0 I
rJs and B =
⊕
r≥1,s≥0 I
r−1Js+1 of R. Then
C := A/B is a finitely generated bigraded R-module. Since each bigraded component of
C has finite length, it follows that H(C;x, y) :=
∑
r≥1,s≥0 ℓ(Crs)x
rys is a rational function
of the form H(C;x, y) = h(x, y)/(1 − x)p(1 − y)q for some polynomial h(x, y) ∈ Z[x, y].
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Note that f(n) =
∑n−1
i=0 ℓ(C(n−i,i)). Hence
∞∑
n=0
f(n)zn =
∞∑
n=0
n−1∑
i=0
ℓ(C(n−i,i))z
n
= h(z, z)/(1 − z)p+q.
Hence f(n) is a polynomial function. It remains to show that its degree is d. Since R is
analytically unramified,there exists an integer l such that (I l)n = I ln and (J l)n = J ln for
all n ≥ 1, by Corollary 9.2.1 of [14]. Since J is not a reduction of I, J l is not a reduction
of I l. Hence ℓ
(
(I l)n/(J l)n
)
= f(nl) is a polynomial function in n of degree d by [21].
Hence f(n) is a polynomial function of degree d. 
The following example shows that we cannot hope for a relative minimal reduction in
general.
Example 4.12. Let (R,m) be a d-dimensional Cohen-Macaulay ring and infinite residue
field. Let I be an ideal with a minimal reduction W = (u1, . . . , us) which is generated by
a regular sequence. Assume 0 < s < d. Then if J is a reduction of I with ℓ(I/J) finite
then there exists a reduction K of I with K ⊆ J , K 6= J and ℓ(I/K) <∞.
Proof. Let L be a minimal reduction (in the usual sense) of I such that L ⊆ J . Note that
L is also generated by a regular sequence. Notice as R/L is Cohen-Macaulay of positive
dimension we get in particular Lsat = L. In particular q(L) = L and so ℓ(I/L) =∞.
As ℓ(I/J) is finite there exists c such that mcI ⊆ J . Consider the sequence of ideals
Jn = L+ m
nI where n ≥ c. Then Jn ⊆ J , Jn is a reduction of I and ℓ(I/Jn) <∞. Since
∩n≥cJn = L, it follows that atleast one Jm 6= J . Put K = Jm. 
5. Hilbert-Samuel Coefficients of IkM/Ik+1M as a function of k
In this section (R,m) is a Noetherian local ring, I is an ideal in R, M is a finitely
generated R-module and J is a reduction of I with respect to M , i.e., Im+1M = JImM
for some m. If dimM = r, then for i = 0, 1, . . . , r let ei(M) be the ith Hilbert coefficient
of M (with respect to m). In Corollary 5.4, we prove that ei(I
kM/Ik+1M), ei(I
kM) and
ei(I
kM/JkM)) are polynomial functions in k for k ≫ 0.
We might also ask similar questions for Hilbert coefficients with respect to an m-primary
ideal in R. Our proofs for Question (1) and (3) in the introduction also covers this slightly
more case. However for notational convenience and as a matter of taste we stick to the
maximal ideal.
As in Section 3, it is convenient to consider standard graded R- algebras, A =
⊕
n≥0An
with A0 = R, and finitely generated graded A-modules. To ensure the existence of limit
dimensions and a result regarding annihilators we show
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Proposition 5.1. Let A =
⊕
n≥0An be a standard graded R-algebra with A0 = R. Let
M =
⊕
k≥0Mk be a finitely generated A-module. Then annRMk = annRMk−1 for all
k ≫ 0. In particular dimMk is constant for all k ≫ 0.
Proof. Notice that Mk = A1Mk−1 for all k ≫ 0. It follows that annRMk−1 ⊆ annRMk
for all k ≫ 0.
To prove the other inclusion we first assume that the residue field K = R/m is infinite.
Then by [25, 2.1,3.1] there exists u ∈ A1 which is M -filter regular. So the R-linear
maps Mk−1 → Mk given by multiplication by u are injective for k ≫ 0. In particular
annRMk ⊆ annRMk−1 for k ≫ 0. Thus the result holds when K is infinite.
If K is finite then we do the standard trick, i.e., we consider R′ = R[x]
mR[x]. The residue
field of R′ is K(x), which is infinite. Set A′ = A ⊗R R
′ and M ′k = M ⊗R R
′ for k ≥ 0.
Notice that M ′ = M ⊗R R
′ =
⊕
k≥0M
′
k is a finitely generated A
′-module and A′ is a
finitely generated R′-algebra. Thus as proved before one has annR′M
′
k = annR′ M
′
k−1 for
all k ≫ 0.
As each Mk is a finitely generated R-module we get
annR′M
′
k = annRMk ⊗R R
′ for each k ≥ 1.
In the first line of this proof we had shown that annRMk−1 ⊆ annRMk for all k ≫ 0
without any assumptions on K. Therefore
annRMk
annRMk−1
⊗R R
′ =
annR′M
′
k
annR′M
′
k−1
= 0 for all k ≫ 0.
R′ is a faithfully flat R-algebra. So annRMk = annRMk−1 for all k ≫ 0. 
We call the K-algebra A/mA the fiber of A and dimA/mA = s(A), the spread of A.
These definitions are influenced by the case when A = R(I). Then A/mA = F (I) is called
the fiber-cone of I and s(I) = dimF (I) is the analytic spread of I.
If K = R/m is infinite, then by the same argument as those that are used in the
proof of the existence of minimal reductions of an ideal, we can show that there exists
u1, . . . , uc ∈ A1 (here c = s(A)) such that Ak = (u1, . . . , uc)Ak−1 for all k ≫ 0.
Remark 5.2. Set B = R[y1, . . . , yc]. Consider the ring homomorphism ϕ : B → A which
sends yi to ui for each i. Then A, considered as a B-module via ϕ, is a finitely generated
B-module.
Theorem 5.3. With hypothesis as in Proposition 5.1 let d be the limit dimension of the
family {Mk}k≥0. Then ei(Mk) is a polynomial of degree ≤ d+ s(A)− 1− i for k ≫ 0.
Proof. We will prove the theorem in three steps.
Step I: We first consider the function f(k, n) = ℓ(Mk/m
n+1Mk) and show∑
k,n≥0
f(k, n)znwk =
h(z,w)
(1− z)p+1(1− w)q
where h(z,w) ∈ Z[z,w].
20
Consider the Rees ring S =
⊕
n≥0(mA)
n and the associated graded ring T = gr
mAA
of the ideal mA in A. Observe that (mA)n =
⊕
k≥0 m
nAk. So S =
⊕
k,n≥0 m
nAk is a
naturally standard bigraded R-algebra with Sk,n = m
nAk and S0,0 = R. It can also be
easily checked that T =
⊕
k,n≥0 Tk,n, where Tk,n = m
nAk/m
n+1Ak is a standard bigraded
K-algebra.
Next consider the Rees module E = R(mA,M) =
⊕
n≥0(mA)
nM and the associ-
ated graded module N = gr
mAM of M with respect to the ideal mA. Clearly E and
N are finitely generated bigraded S and T modules, respectively. Notice that N =⊕
k,n≥0 m
nMk/m
n+1Mk.
By a bigraded version of the Hilbert-Serre theorem, cf. [17, 8.20] we get that∑
k,n≥0
ℓ
(
mnMk
mn+1Mk
)
znwk =
h(z,w)
(1− z)p(1− w)q
where h(z,w) ∈ Z[z,w].
Therefore ∑
k,n≥0
ℓ
(
Mk
mn+1Mk
)
znwk =
h(z,w)
(1− z)p+1(1− w)q
.
Step II: ei(Mk) is of polynomial type in k of degree ≤ p+ q − 1− i.
By Step 1. we get that there exists k0 and n0 ≫ 0, such that
f(n, k) =
∑
0≤i+j≤p+q−1
ai,j
(
n+ i
i
)(
k + j
j
)
for all n ≥ n0 and k ≥ k0.
Here ai,j ∈ Z. Since dimMk is d for k ≫ 0 we get that ai,j = 0 for all i > d. Fix k ≥ k0.
It follows that for all n≫ 0 we have
ℓ
(
Mk
mn+1Mk
)
= f(n, k) =
d∑
i=0

 ∑
0≤j≤p+q−1−i
ai,j
(
k + j
j
)(n+ i
i
)
Hence
ei(Mk) =
∑
0≤j≤p+q−1−i
ai,j
(
k + j
j
)
for i = 0, . . . , d.
This implies that ei(Mk) is a polynomial in k of degree ≤ p+ q − 1− i for k ≫ 0.
Step III: We show that p ≤ d and q ≤ s(A).
We first do several reduction steps.
Reduction step (a): We may assume d = dimMk = dimR for all k ≥ 0. In fact, by
Proposition 5.1, there exists r such that annRMk = annRMr = q (say) for k ≥ r. We
consider the submodule D =
⊕
k≥rMk of M . Notice that D is a A/qA-module and
s(A/qA) ≤ s(A). Thus (a) follows.
Reduction step (b): We may assume K is infinite. Indeed, if this is not the case we may
apply a suitable base field extension.
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Reduction step (c): We may assume A = R[y1, . . . , yc], where c = s(A). This follows from
Remark 5.2.
Now let J = (x1, . . . , xd) be a minimal reduction of m. Then JA is a reduction of mA.
It follows that S =
⊕
n≥0(mA)
n is finitely generated as a S′ =
⊕
n≥0(JA)
n-module.
Therefore N = E ⊗R R/m is a finitely generated S
′ ⊗R R/m-module. Since T
′ = S′ ∼=
R(J)[y1, . . . , yc], we get S
′ ⊗R R/m ∼= F (J)[y1, . . . , yc]. (Here R(J) is the Rees algebra of
J and F (J) is the fiber-cone of J). Since J is a minimal reduction of m, it follows that
F (J) is a polynomial ring over K in d-variables, say t1, . . . , td. Notice that
T ′ ∼= k[t1, . . . , td, y1, . . . , yc] where deg tj = (0, 1) and deg yi = (1, 0), and that(8)
N =
⊕
k,n≥0
mnMk/m
n+1Mk is a finitely generated, bigraded T
′-module.(9)
It follows that p ≤ d and q ≤ c ≤ s(A), see [17, 8.20]. This completes Step III.
Our result follows from Steps I,II and III. 
Corollary 5.4. Let M be a finitely generated R-module. Let I be an ideal in R and let J
be a reduction of I with respect to M . Then for k ≫ 0,
(a) ei(I
kM/Ik+1M) is a polynomial in k of degree ≤ αI(M) + s(I)− i− 1, where 0 ≤ i ≤
αI(M).
(b) ei(I
kM) is a polynomial in k of degree ≤ βI(M) + s(I)− i− 1, where 0 ≤ i ≤ βI(M).
(c) ei(I
kM/JkM) polynomial in k of degree ≤ γIJ(M)+s(J)−i−1, where i = 0, . . . , γ
I
J(M).
Proof. The assertions (a) and (b) follow from Theorem 5.3, since
⊕
k≥0 I
kM/Ik+1M and⊕
k≥0 I
kM are finitely generated modules over R(I). The assertion (c) follows from The-
orem 5.3, since
⊕
k≥0 I
kM/JkM is a finitely generated modules over R(J). 
The following result regarding multiplicities of modules over not-necessarily standard
graded algebras is needed in Section 3.
Proposition 5.5. Let B =
⊕
k≥0Bk be a finitely generated R-algebra with B0 = R. Let
M =
⊕
k≥0Mk be a finitely generated B-module. Then there exists g ≥ 1 such that
(a) dimMmg+i is constant (say d(i)) for m≫ 0 for each i = 0, 1, . . . , g − 1.
(b) The function f(k) = e0(Mk) is quasi-polynomial of period g for k ≫ 0.
(c) If P0, . . . , Pg−1 are polynomials such that for each i we have Pi(m) = e0(Mmg+i) for
m≫ 0, then degPi ≤ dimB/mB + d(i) − 1.
Proof. We choose g such that the Veronese subring A = B(g) is standard graded. Then
M (g;i) =
⊕
k≥0Mkg+i is a finitely generated A-module for each i = 0, . . . , g − 1. Also
M =
⊕g−1
i=0 M
(g;i). The assertions (a) and (b) follow from Theorem 5.3. To get the degree
estimate notice that (
B
mB
)(g)
=
B(g)
mB(g)
=
A
mA
.
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So s(A) = dimA/mA = dimB/mB. 
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