This article describes the analysis of heterogeneous market data. For this purpose, the most relevant methodological aspects are discussed and analyses using a hierarchical linear model and multiple regression are presented. In the first step, the applied data set is presented, and the assumed hierarchical two-level structure is shown. The data are then prepared for the analysis. The data are checked for outliers, a multicollinearity check is conducted, a new variable introduced, missing values are replaced by estimated values, a transformation procedure is conducted in order to obtain normality, the data are aggregated for each hierarchical level and a sample size test is performed. The results of both methods are discussed. Finally, it is concluded that whereas the application of a hierarchical linear model appears to be one option, a multiple regression analysis can be employed instead if the quality of the data, especially the sample size, is not sufficient.
INTRODUCTION
The analysis of heterogeneous data, i.e., data belonging to different clusters, can be a challenging task. In order to analyse relations between constructs with different aggregation levels, multilevel research settings are applied in social science, especially in the disciplines of education and medicine (see Browne et al., 2002; Leeuw and Kreft, 1986 ). However, not much empirical research in marketing has applied multilevel and hierarchical data so far (Pieters and Wedel, 2004) . Despite the fact that multilevel analysis is commonly used in several scientific disciplines, it is not often applied in marketing research (see Jong et al., 2004; Pieters and Wedel, 2004) . This statement is supported by MacKenzie (2001) who summarizes that in marketing, "researchers have tended to emphasize either a micro-or macro-level perspective without recognizing the interaction between the two". However, as stated by several researchers (Liao and Chuang, 2004; van Bruggen et al., 2002) in some cases, the use of a single-level analysis might not be appropriate. As a result, there is an increasing demand for the aggregation of multiple responses (see van Bruggen et al., 2002) . In addition to this, according to Osborne (2002) , the application of standard statistical approaches for analysing multilevel or naturally grouped data can lead to false conclusions. The aim of this paper is to provide a practical guideline on how such data can properly be analysed. For this purpose, two methods will be discussed: the hierarchical linear model (HLM) and multiple regression
LITERATURE REVIEW
There is no single best way to analyse a multilevel structure. As stated by Harrell (2001) , the individual steps that a researcher should take in building a model are dependent on the investigator's research questions, on whether the analysis is explanatory or confirmatory and on whether the analytic emphasis is on parameter estimation, model fit or prediction. One option that may be considered for analysing heterogeneous data is the hierarchical linear model (HLM), also called a random coefficient model (see Leeuw and Kreft, 1986; Longford, 1993) . This methodology seems especially suitable because, as indicated by Kozlowski and Klein (2000) , the nesting of micro-and macro-level phenomena is taken into account, as are macro-level effects that occur through interactions with micro-level elements (Kozlowski and Klein, 2000) . Consequently, according to Goldstein (1995) , the major advantage of the HLM is the possibility of linking multiple levels simultaneously in a single regression equation. However, according to most researchers (Hox and Maas, 2002; Wieseke et al., 2008) , a minimum sample size per level and group is required in order to run an HLM. A rule of thumb recommends a minimum of 30 samples per group (Bell et al., 2008; Hox and Maas, 2002; Moineddin et al., 2007) . If the data do not fulfil this requirement, an HLM analysis cannot be applied. Consequently, a multiple regression analysis must be conducted instead. A multiple regression analysis is defined by Hair et al. (1998, p20) as "a general statistical technique used to analyse the relationship between a single dependent variable and several independent variables". In other words, multiple regression is only able to test hypotheses with respect to a single dependent variable. This means that a complete conceptual model cannot be tested all at once, and therefore multiple models must be examined instead. In this case, the application of regression analysis is viewed as the best strategy for heterogeneous data.
METHODOLOGY
In the following paragraph, the practical application of multilevel and multiple regression will be discussed, using the same data set in each case. First, the applied data set is presented. As an illustrative example, the analysis is conducted using a heterogeneous data set. This is a data set that contains primary and secondary data from the Swiss pharmaceutical sector. The secondary data were collected by a market research company, via a network of associated doctors, pharmacists and wholesalers, by gathering data on the medical drugs sales transactions on a monthly basis. The data set covered a total of five prescription-drug classes, and contained sales information on 37 substances from 108 products (brands) in Switzerland for the period between 1995 and 2005. In order to conduct the analysis, the data were transformed into a specific format. For this purpose, relevant information on each medical product, indicating the drug class code (DC), substance code (SC), brand name code (BN), perceived quality (PQ), order of market entry (OE), number of packaging alternatives (PA), application range (AR), number of drug interactions (IA) and number of side-effects (SE) was collated on an Excel spreadsheet. In addition, the total detailing expenditure (DE) in Swiss francs, total mailing expenditure (ME), total advertising expenditure (AE), average daily drug dose (DDD), price (AP), average of product sales (AS) and beta of sales (BS) were also collected. An initial data analysis revealed a hierarchical data structure. Therefore, a two-level structure, containing a brand (first) level and a substance (second) level, is suggested. The substance level includes perceived quality (PQ), drug interaction (IA) and drug side-effects (SE). These data refer only to a specific substance, and there is no dependency on a specific brand (multiple brands can use the same substance, e.g., paracetamol). The brand level, on the other hand, contains the order of market entry (OE), number of packaging alternatives (PA), average price (AP) and marketing expenditure (MA) as independent variables, whereas sales is a dependent variable, as shown in the following illustration (see Figure 1 
Data Preparation and Assumption Test
In order to be able to conduct a data analysis, there are some requirements for the data. It is especially relevant that statistical independence of observations, normality and linear relationships between the dependent and independent variables are present, together with the equality of variance (homoscedasticity) (see Hair et al., 1998; Kleinbaum et al., 1998) . Several diagnostic statistics and diagrams were produced to identify outliers and to analyse the violation of assumptions, multicollinearity and the power of the test (see Hair et al., 1998; Kleinbaum et al., 1998; Kaplan, 1995) . The assumptions of normality, linearity and homoscedasticity were examined using graphical techniques (see Hair et al., 1998; Kleinbaum et al., 1998) . However, for the data collection process, as previously described, the statistical independence of the observations can be assumed. According to Kleinbaum et al. (1998) , outliers could have a negative influence on the analysis outcome, since outliers may negatively influence the normal distribution. The deletion of outliers is controversial in the literature (see Barnett and Lewis, 1994) , since the procedure might influence the results of the statistical analysis. However, depending on the reason for the existence of outliers, such as errors in answering questions or data imputation errors, deletion might be justified. Unfortunately, there is no generally applicable strategy for dealing with outliers (see West et al., 1995) . A range of statistical methods available in SPSS can be applied in order to identify possible outliers. The indicated outliers can be justified. They have not been caused by a measurement or data handling error. However, the fact that outliers have been removed needs to be considered when statistical results are interpreted. Another issue that should be taken into account is multicollinearity. As stated by Kleinbaum et al. (1998) , multicollinearity takes place when there is a significant correlation between independent variables in a model. Consequently, it is difficult to separate the effects of each independent variable, resulting in unstable statistical results (see also Cohen and Cohen, 1975; Kleinbaum et al., 1998) . One approach employed to tackle this problem is the deletion of one of the collinear variables or the transformation of collinear variables (see Cohen and Cohen, 1975) . A test for multicollinearity was performed, during which tolerance values and their variance inflation factors were examined. According to Kleinbaum et al. (1998) , problematic multicollinearity is indicated by tolerance values below 0.1 and variance inflation factors above 30. Based on the above, multicollinearity between advertising expenditure (AE) (tolerance = 0.138; variation inflation = 7.261), detailing expenditure (DE) (tolerance = 0.064; variation inflation = 15.591) and mailing expenditure (ME) (tolerance = 0.1; variation inflation = 10.018) was detected. There is also a fairly high correlation between these factors, as illustrated in the following table (see Table 1 Therefore, these variables were combined by adding the values and then calculating the monthly average. This resulted in the single marketing variable of average marketing expenditure (AM). In the next step, the data were checked for outliers and missing data. Five outliers from the average price (AP) variable, and one outlier from the average sales (AS) and perceived quality (PQ) variables were removed. The drug interaction (IA) and side-effects (SE) variables contained three missing values (3.4%). In addition, there were five missing values (5.8%) for average marketing expenditure (AM). The indicated outliers can be justified. They were not caused by a measurement or data handling error; instead, they were missing due to the unavailability of data. These data can therefore be characterized as MAR (missing at random) values. This means that whatever causes the data to be missing does not depend upon the missing data themselves (Little and Rubin, 2002) . Consequently, there are no restrictions given when replacing these data with an estimated value, as described in the following section. The handling of missing values is quite challenging. SPSS offers single imputation approaches such as mean value and regression substitution. However, several authors such as Graham (2009 ), Howell (2007 and Schafer (1997) do not recommend the use of these methods because of their weaknesses (alteration of the correlation coefficient). Instead, the EM algorithm (multiple imputation) is recommended (Graham, 2009; Little and Rubin, 2002; Schafer, 1997) . These researchers highlight the fact that multiple imputations are suitable because it has been shown that they produce unbiased parameter estimates, they are robust to departures from normality assumptions and they provide adequate results in cases of small sample size. For this purpose, the freely available software for multiple imputation NORM (see Pennsylvania State University homepage: sites.stat.psu.edu) was used in this study (see also Schafer, 1997) . The missing values were replaced by estimates derived from the NORM routine. It should be added that the low number of missing values (below 5%) can be viewed as statistically insignificant (see Howell, 2007; Little and Rubin, 2002) . According to Osborne (2002) , a serious violation of the assumption of normality can affect a result. Furthermore, it must be pointed out that, according to Micceri (1989) , it is not unusual to find that data are not distributed normally in the fields of psychology and education. In this case, the literature suggests a data transformation procedure (see Backhaus et al., 2003; Hair et al., 1998; Hartwig and Dearing, 1979; Osborne, 2002) . However, Kleinbaum et al. (1998, p117) stated that "only extreme departures from normality lead to spurious results". Furthermore, in addition to individual univariate normality, multivariate normality should be assessed. Even when all individual univariate distributions are normal, it is not necessarily true that the multivariate distribution will be normal (Hair et al., 1998; Sharma, 1996) . In a second step, a transformation was performed in order to obtain normality. In the literature (Backhaus et al., 2003; Hair et al., 1998; Hartwig and Dearing, 1979; Osborne, 2002) , three different transformation procedures have been suggested: (1) square root transformation, (2) logarithmic transformation and (3) inverse transformation. It is suggested that the minimum amount of transformation should be applied, beginning with the square root transformation, in order to improve normality (Osborne, 2002) . In this case, the logarithmic transformation using e as the base was regarded as appropriate because this function has shown the best results for improvements towards a normal distribution. It should be added that a higher base tends to pull in extreme values to a greater extent than a lower base (Cleveland, 1984) . Transformation improves normality by reducing the distances between data points. However, Osborne (2002) states that all data points remain in the same relative order as they were prior to the transformation, which allows researchers to continue to interpret results in terms of increasing scores. The transformation resulted in a significant improvement in normality, as illustrated in the following table (see Table 2 ). For a multilevel data structure, an analysis using multiple regression must be conducted for each single level separately, and therefore the data must be aggregated for the second level, as suggested by Hox (2010) . For the data aggregation at the second level (substance), first-level (brand) data were taken and the average value for each substance was calculated. This resulted in a reduced data set (initially 86 data points) containing 26 data points at the second level. The data were then standardized using SPSS, resulting in an overall average of zero and a standard deviation and variance of one. Regarding the sample size, the market data can be considered complete for the previously described five drug classes. Consequently, these five drug classes were defined as the overall population size (100%) in the current research (containing 108 brands and 37 substances). Taking into account the fact that an expected sampling frequency of 50% could be assumed [for samples providing the required precision levels, if unknown, a value of 50% is taken (Rovezzi, 2002) ], calculation of the sample size revealed that for the brand level (confidence level 95%, confidence interval 5%) , at least 84 data points are required.
[The determination of the sample size is described by Armitage et al. (2002) . The sample size can also be determined using online calculation tools, e.g., www.macorr.com/sample-size-calculator.htm.] At the substance level, at least 26 data points are required (confidence level 95%, confidence interval 10%) (please refer also to the statistical literature, e.g., Backhaus et al., 2003; Lenth, 2001) . It can therefore be concluded that, with respect to sample size, this data set provides a robust basis for statistical analysis.
Multilevel Data Analysis
In order to test the presented model (see Figure 1) , a hierarchical linear model (HLM), also called a random coefficients model (see Leeuw and Kreft 1986; Longford 1993) , was applied. This methodology is especially suitable, because, as stated by Kozlowski and Klein (2000) , HLM explicitly takes the nesting of micro-and macro-level phenomena into account. In addition to this, HLM accounts for macro-level effects that occur Trendy v podnikání -Business Trends (2018), 8(1), 45-55. https://doi.org/10.24132/jbt.2018.8.1.45_55 through interactions with micro-level elements (Kozlowski and Klein, 2000) . Consequently, according to Goldstein (1995) , the major advantage of the HLM is the possibility of linking multiple levels simultaneously in a single regression equation. Furthermore, according to Hofmann (1997) , HLMs overcome the weakness of disaggregated and aggregated multilevel analysis approaches. For the present case, HLM seems to be the most appropriate method for the analysis of the data set. The following model was set up (see Figure 2 ):
Fig. 2 Linear multilevel regression equation

Source: Own processing, 2018
In the regression equation, the dependent variable is current sales, and the independent variables of perceived quality, order of market entry, detailing expenditures, mailing expenditures, advertising expenditures, average price, number of packaging alternatives and drug side-effects are weighted with factors β1 to β8. Furthermore, the intercept β6 and the first-level residual ε (substance) as well as μ, the second-level residual (brand) are introduced. For this analysis, MLwiN software was used (see University of Bristol, Centre for Multilevel Modelling homepage: www.bristol.ac.uk/cmm/software/mlwin/) applying an OLS regression with a maximum likelihood and IGLS estimation control method. Following the recommended procedure for HLM analysis (Hofmann 1997; Raudenbush and Bryk, 2002 ) the variance within and between the groups in the dependent variable was examined. In the next step, it was assessed whether there was a significant variance in the intercepts and slopes across groups, in order to specify the best fitting random coefficient model (see also Konradt et al., 2009) The interpretation of the first multilevel regression analysis, using the dependent variable of sales, showed some level of variance for employed variables (see Figure 3 ). There is a high significant positive relationship to perceived quality (PQ), a strong negative relationship to order of market entry (OE) and a (low variance) negative relation to detailing (DE), a positive to mailing (ME) and advertising expenditures (AE). However, the three weighting factors have a low value. Therefore, it can be concluded that the relationship is weak.
Fig. 1 Linear multilevel regression equation
Source: Own processing, 2018
According to most researchers (Hox and Maas, 2002; Wieseke et al., 2008) , there is a minimum sample size per level and group which is necessary in order to run an HLM. A rule of thumb recommends a minimum of 30
Trendy v podnikání -Business Trends (2018), 8(1), 45-55. https://doi.org/10.24132/jbt.2018.8.1.45_55 samples per group (Bell et al., 2008; Hox and Maas, 2002; Moineddin et al., 2007) . The applied data do not fulfil this requirement. Therefore, a robust and valid HLM analysis cannot be applied. Consequently, a multiple regression analysis must be conducted instead.
Multiple Regression Data Analysis
In this section, an analysis of the multilevel structure is performed using multiple linear regression. In order to test the previously presented hypotheses, a set of multiple regression equations is produced. Every equation is then examined for violation of the assumption. In this section, a multiple regression model was created by taking the findings from the previously performed data structure analysis and the previously hypothesized factor relations into account. Furthermore, the slope of the sales [beta sales (BS)] should be investigated as an additional independent variable. This was also taken into account when creating the multiple regression models, as discussed later. Consequently, for each level [(A) average sales (AS) and (B) beta sales (BS) as dependent variables], two models were created. A number of different model selection methods are described in the literature (see Kleinbaum et al., 1998) . Independent variables are chosen by model selection methods such as forwards, backwards, stepwise and simultaneous entry methods (see also Hair et al., 1998; Kleinbaum et al., 1998) . However, it has been noted that stepwise entries are potentially problematic and should only be used for entirely predictive rather than explanatory models (Hair et al., 1998; Cohen and Cohen, 1975) . Consequently, taking into account the fact that the purpose was to test hypotheses and not to predict any dependent variables, simultaneous entry methods were applied. In order to test these variables for multicollinearity , tolerance values (all above 0.658 > 0.1) and variance inflation factors (all below 1.519 < 30.0) were calculated by entering them simultaneously into the regression equation (see Hair et al., 1998; Kleinbaum et al., 1998; Kaplan, 1995) . The results did not display any obvious problems. The following first-level model using average sales (revenue) as a dependent variable was then investigated by applying the multiple linear regression function in SPSS (see Table 4 ):
In the regression equation, average sales (AS) is the dependent variable, and the independent variables order of market entry (OE), average price (AP), number of packaging alternatives (PA), average marketing expenditure (AM), perceived quality (PQ), drug interaction (IA) and drug side-effects (SE) were weighted with factors β1 to β7. Furthermore, the intercept β0 was introduced. The results gave an adjusted R2 of 0.241. This means that 24.1% of the variance can be explained by the elements of the equation, and that the independent variables are 24.1% related to the dependent variable. The rather low number can be justified by considering the complex nature of the sales process (see Cohen and Cohen, 1975) . It should be noted at this point that other studies within sociology, having conducted 45_55 regression analyses, have also obtained similar variance values (see McKee et al., 2001; Wild et al., 2004) . The equation is significant (sig = 0.000) and the F-value (4.854; explained variance divided by unexplained variance) is above the calculated critical F-value (2.129). Support for hypothesis H6 could be found (beta = 0.114; sig = 0.075). In the case of H7, the results give strong support (beta = 0.423; sig = 0.000). This means that an increase in average marketing expenses (AM) will lead to higher sales (revenue). It can be seen that hypotheses H2 to H5 do not find support. In other words, side-effects (SE), drug interactions (IA), perceived quality (PQ) and packaging alternatives (PA) do not influence the prescribing decision. However, it was revealed by the descriptive data analysis that there is variation between actual sales (revenue) and order of market entry. In the next step, a test for linearity and homoscedasticity was performed using residual plots. No clear patterns could be found, and so the assumption of linearity and homoscedasticity was retained. In order to detect the presence of autocorrelation [a relationship between values separated from each other by a given time lag (Bhargava et al., 1983) ], a Durbin-Watson test was performed, giving a value of 1.979. According to the rule of thumb (see Gujarati, 2003) , the Durbin-Watson value should not be below 1.0. Therefore, it can be assumed that no autocorrelation is present, and a valid statistical test can be performed.
Multiple Regression Analysis of the Second-Level Model
For the second-level (substance) multiple regression model, using aggregated data, the variables were tested for multicollinearity. Tolerance values (all above 0.895 > 0.1) and variance inflation factors (all below 1.117 < 30.0) were calculated by entering them simultaneously into the regression equation (see Hair et al., 1998; Kleinbaum et al., 1998; Kaplan, 1995) . The results do not display any obvious problems. In the next step, the model containing only level two (substance)-related variables was investigated by applying the multiple linear regression function in SPSS (see Table 5 ). The results produced an adjusted R2 of 0.255. This means that 25.5% of the variance can be explained by the elements of the equation and that the independent variables are 25.5% related to the dependent variable. As previously stated, the rather low number can be justified by considering the rather complex nature of the sales process (see Cohen and Cohen, 1975) . The equation can be considered as being significant (0.021) and the F-value (3.962; explained variance divided by unexplained variance) is above the calculated critical F-value (2.544). The results do not display any obvious statistical problems. Again, the regression statistics given above are basically in support of the previously discussed results, and are in line with the theory (see Chapter 2). The analysis showed that drug side-effects (SE) (beta = 0.423; sig = 0.027) and perceived quality (PQ) (beta = 0.368; sig = 0.042) are significantly positively related to the sales (revenue) slope. On the other hand, no significant relations were found for drug interactions (IA). A test for linearity and homoscedasticity was performed, using residual plots. No clear patterns could be found, so the assumption of linearity and homoscedasticity was retained. In order to detect the presence of autocorrelation, a Durbin-Watson test was performed, giving a value of 1.963. Therefore, it can be assumed that no autocorrelation is present, and a valid statistical test can be performed. 
RESULTS AND DISCUSSION
A pharmaceutical market data set was provided by a market research company via 12 Excel files containing various different formats that initially had to be combined. The data set contained 10 research-relevant variables. In the next step, the data set was cleaned. For this purpose, missing values were estimated, a check for outliers was performed and descriptive statistical properties such as arithmetic mean, variance, standard deviation, skewness and kurtosis of the data set were calculated. Unfortunately, these tests revealed that, in most cases, no normal distribution was present. The data were further explored, using descriptive statistics. This procedure determined that order of entry does not seem to occur. Furthermore, it was recognized that different sales slopes (beta) occurred. Interestingly, it seems that this aspect has not been covered so far in marketing-related research, although it is widely used in price-demand theory in economics. Consequently, it was decided to include beta sales (revenue) as a dependent variable in the research. An analysis of the data structure revealed a multilevel arrangement, containing a brand (first) level and a substance (second) level. In order to be able to proceed with further analysis, these data had to be reorganized. For this purpose, the means of the required variables per product (brand) and beta sales (revenue) were calculated, producing a data set containing 86 data points. For the analysis of this multilevel data structure, it was intended that a hierarchical linear model (HLM) should be used. However, the data set did not fulfil the minimum requirement of 30 samples per group, as specified in the literature (Bell et al., 2008; Hox and Maas, 2002; Moineddin et al., 2007 ). An HLM test run also highlighted the instability of the results. It was therefore decided that a multiple regression analysis would be conducted instead. The data were then prepared for analysis. A test for multicollinearity was performed, revealing a multicollinearity problem between three marketing variables. As a result, these variables were combined (all marketing expenses were added together) into one new marketing variable. A check for outliers and missing values was performed. It appeared that outliers were present and contained some extreme values. Although they were justifiable, it appeared that these products represented exceptions on the market. Since no generalization regarding these products could be made, these outliers were removed. The missing values were then replaced by estimates derived from a multiple imputation (EM) algorithm. In order to give statistically robust results, normally distributed data are required. In the present case, a logarithmic transformation had to be conducted in order to obtain a normal distribution. As data analysis using multiple regression must be conducted for each single level separately, the data had to be aggregated (see Hox, 2010) for the second level (substance), resulting in a data set of 26 data points. However, for the second level (substance), only the relevant variables were included. Calculation of the sample size indicated that robust results could be derived from the analysis. Finally, the analysis was performed, calculating both levels (brand and substance) using both dependent variables (average and beta sales). All models were tested successfully for their statistical robustness in the first instance. For average sales (revenue), the results showed a strong positive relation with marketing expenditure (MA) (beta = 0.752; sig = 0.000) on the first (brand) level, and with side-effects (SE) (beta = 0.423; sig = 0.027) and perceived quality (PQ) (beta = 0.368; sig = 0.042) on the second (substance) level. For beta sales (revenue), the results indicated a strong positive relation with perceived quality (PQ) (beta = 0.463; sig = 0.000) as well as the order of market entry (OE) (beta = 0.218; sig = 0.054) on the first (brand) level, and with side-effects (SE) (beta = 0.316; sig = 0.028) and perceived quality (PQ) (beta = 0.666; sig = 0.000) together with a negative interaction with drug interactions (IA) (beta = -0.276; sig = 0.051) on the second (substance) level. In this paper, two methods for the analysis of market data were presented. Although the application of a hierarchical linear model appears to be one option, a multiple regression analysis can also be employed as an alternative, when the quality of the data, especially the sample size, is not sufficient. The applied data set did not meet the sample size criterion given by the hierarchical linear model (HLM), as a result, this analysis has lead to different result.
