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Abstract. This paper presents an experimental study conducted over the INEX 
2008 Document Mining Challenge corpus using both the structure and the 
content of XML documents for clustering them. The concise common 
substructures known as the closed frequent subtrees are generated using the 
structural information of the XML documents. The closed frequent subtrees are 
then used to extract the constrained content from the documents. A matrix 
containing the term distribution of the documents in the dataset is developed 
using the extracted constrained content. The k-way clustering algorithm is 
applied to the matrix to obtain the required clusters. In spite of the large number 
of documents in the INEX 2008 Wikipedia dataset, the proposed frequent 
subtree-based clustering approach was successful in clustering the documents. 
This approach significantly reduces the dimensionality of the terms used for 
clustering without much loss in accuracy. 
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1 Introduction 
Due to the inherent flexibility in structure representation, eXtensible Markup 
Language (XML) is fast becoming a ubiquitous standard for data representation and 
exchange on the Internet as well as in Intranets. The self-describing nature of XML 
documents has resulted in their acceptance in a wide range of industries from 
education to entertainment and business to government sectors.  
     With the rapid growth of XML documents, many issues arise concerning the 
effective management of these documents.  Clustering has been perceived as an 
effective solution to organize these documents. This involves grouping XML 
documents based on their similarity, without any prior knowledge of the taxonomy[2].  
Clustering has been frequently applied to group text documents based on similarity of 
content. However, XML document clustering presents a new challenge as the 
document contains structural information as well as text data (or content). The 
structure of the XML documents is hierarchical in nature, representing the 
relationship between the elements at various levels. 
     Clustering of XML documents involves consideration of two document input 
features, namely structure and content, for determining the similarity between them. 
Most of the existing approaches do not focus on utilizing these two features due to 
increased computational storage and processing. However, in order to achieve 
meaningful clustering results, it is essential to utilize both these XML document 
dimensions. This study not only combines the structure and content of XML 
documents effectively but also provides an approach that helps to reduce the 
dimensions for clustering without considerable loss in accuracy.  
     In this paper, we utilize the Prefix-based Closed Induced Tree Miner 
(PCITMiner)[3] algorithm to generate the closed frequent induced (CFI) subtrees. CFI 
is then utilized to extract the content information from the XML documents. The 
extracted content information which contains the document terms is represented in the 
Vector Space Model (VSM). A pair-wise distance based clustering method is then 
applied on the VSM to group the XML documents. 
     The assumption that we have made in this paper, based on the previous 
research[4], is that the structure of XML documents in the absence of their schema 
could be represented using frequent subtrees. Also, the content corresponding to the 
frequent subtrees is important, whereas the content contained within infrequent 
subtrees is redundant and hence can be removed.  
     The rest of this paper is organized as follows: Section 2 provides the overview of 
our approach. Section 3 covers the details about the pre-processing of structure. 
Section 4 details the structure mining to extract the common substructures among the 
XML documents. Section 5 discusses the extraction of content using the common 
substructures. The clustering process is covered in Section 6. In Section 7, we present 
the experimental results and discussion. 
2 An Overview 
As illustrated in Fig.1, there are four major phases in the approach that we have 
adopted for the INEX 2008 Document Mining Challenge corpus. The first phase is 
the pre-processing of XML documents to represent their structure. The structure of 
XML documents is modeled as a document tree. Each document tree contains nodes 
which represent the tag names.  PCITMiner[3] is then applied to generate the CFI 
subtrees from the document trees in the second phase for a given support threshold. 
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      The CFI subtrees distribution is represented as a CD Matrix. This matrix is used in 
the third phase to extract and preprocess the content within the CFI subtrees.. The pre-
processed content is represented as a term-document matrix, TDoc|Term|×|D|, where 
Term represents the terms corresponding to the CFI subtrees and D represents the 
XML document in the given dataset. Each cell in the TDoc matrix represents the 
number of occurrences of the terms for the set of closed frequent subtrees in a given 
XML document. This matrix is used in the final phase to compute the similarity 
between the XML documents for the clustering of the dataset.  The next section 
describes each phase in more detail. 
3 Phase 1: Pre-processing of Structure 
     In the pre-processing phase, each XML document is modeled into a tree structure 
with nodes representing only the tag names. These tag names are then mapped to 
unique integers for ease of computation. The semantic and syntactic meanings of the 
tags are ignored since the Wikipedia documents conform to the same schema using 
the same tag set. Additionally, previous research has shown that the semantic 
variations of tags do not provide any significant contribution to the clustering 
process[2, 4]. We will consider the content contained within nodes to determine their 
semantic similarity. Other node information such as data types, attributes and 
constraints is also ignored as the empirical evaluation revealed that this information 
did not contribute to any improvement in accuracy.   
     The structure of the XML document has many representations depending on its 
usability, such as graph, tree and path.  Rather than using path representation, which 
has been used by a number of researchers[2, 5],  we have chosen to use tree 
representation since the tree representation preserves the sibling information of the 
nodes. As shown in Fig. 2, the pre-processing of XML documents involves three sub-
phases: 
1. Parsing  
2. Representation 
3. Duplicate branches removal 
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3.1 Parsing 
 
Each XML document in the INEX Wikipedia corpus is parsed and modeled as a 
rooted labeled ordered document tree. As the document tree has a root node and all 
the nodes are labeled using the tag names, it is rooted and labeled. The left-to-right 
ordering is preserved among the child nodes of a given parent in the document tree 
and therefore they are ordered.  
 
3.2 Representation 
 
The document trees need to be represented in a way that is suitable for mining in the 
next phase. We utilize the depth-first string format[6], a popular tree representation to 
represent the document trees. The depth-first string encoding traverses a tree in the 
depth-first order beginning from the root node. It represents the depth-first traversal 
of a given document tree in a string-like format where every node has a “–1” to 
represent backtracking and “#” to represent the end of the string encoding. For a 
document tree T with only one node r, the depth-first string of T is S(T) = lr# where l 
is the integer label of the root node r. For a document tree T with multiple nodes, 
where r is the root node and the children nodes of r are r1,...,rk  preserving left to right 
ordering,  the depth-first string of T is S(T)= lr lr1-1 lr2-1…lrk-1#. 
 
3.3 Duplicate branches removal 
 
An analysis of the INEX Wikipedia dataset reveals that a large number of document 
trees contain duplicate branches. These duplicate branches are redundant information 
for structure mining and hence they cause additional overhead in the mining process. 
In order to remove the duplicate branches, the document tree is converted into a series 
of paths. The duplicate paths of the document trees are identified using string 
matching, and are removed. The remaining paths are combined together to create 
document trees without any duplicate branches.  
4 Phase 2: Structure Mining 
The structure mining phase involves mining the frequent subtrees.  Instead of utilizing 
all the structures (nodes) for content extraction, we need to identify only the frequent 
or common subtrees. The assumption is that the content corresponding to infrequent 
subtrees should not play an important role in clustering. These nodes and their 
combinational structure are not common among the corpus so the content within these 
structures should also not be distinguishable for segmenting the corpus. Firstly 
document trees are mined for frequent subtrees for a given user-specified support 
threshold. However, there could be a very large number of frequent subtrees 
generated at the lower support threshold. In order to control the explosion we utilize 
closed frequent subtrees which are condensed representations of frequent subtrees 
without any information loss[7]. Frequent subtree mining on XML documents can be 
formally defined as follows: 
Problem definition for frequent subtree mining on XML documents 
Given a collection of XML documents D = {D1, D2, D3,…,Dn} modeled as document 
trees DT = {DT1, DT2, DT3 ,…,DTn} where  n represents the number of XML 
documents or document trees in the corpus. There exists a subtree DT'  DT⊆ k that 
preserves the parent-child relationship among the nodes as that of the document tree 
DTk. This type of subtree is called as an induced subtree. 
     Support(DT') (or frequency(DT')) is defined as the number of document trees in 
DT in which DT' is an induced subtree. An induced subtree DT' is frequent if its 
support is not less than a user-defined minimum support threshold. In other words,  
DT' is a frequent induced subtree in the document trees in DT such that, 
frequency (DT')/|DT| ≥ min_supp 
 
(1) 
where min_supp is the user-given support threshold and |DT| is the number of 
document trees in the document tree dataset DT. 
     Due to the large number of frequent subtrees generated at lower support 
thresholds, recent researchers have focused on using condensed representations 
without any information loss [3]. The popular condensed representation is the closed 
frequent subtree which is defined as follows. 
Problem definition for Closed Frequent Induced (CFI) subtree 
For a given document tree dataset, DT = {DT1, DT2, DT3,…,DTn}, if there exists two 
frequent induced subtrees DT' and DT'', the frequent induced subtree DT' is a closed 
representation of DT'' iff for every DT'⊇  DT'', supp(DT') = supp(DT'') and there 
exists no superset for DT' having the same support as that of DT'. This property is 
called as closure.  
     In order to generate the closed frequent induced subtrees from the pre-processed 
document trees, PCITMiner[3] is utilized. This algorithm adopts the partition-based 
approach to determine the CFI subtrees. After CFI subtrees are generated from the 
corpus, their distribution in the corpus is modeled  as a boolean subtree-document 
matrix, denoted by CD|CFI|×|DT|, where CFI subtrees represent the closed frequent 
induced subtrees and DT represents the document trees in the given document tree 
collection. Each cell in the CD matrix has a Boolean value to indicate the presence or 
absence of a given closed frequent induced subtree {cfi1, cfi2,…,cfin} in the document 
tree  {DT
1 
,DT
2 
,DT
3 
,…,DT
n
}.  Fig. 3 shows a CD matrix which stores the structural 
information of the XML documents distributed in the corpus. The CD matrix is 
represented as CD|CFI|×|DT|, with closed frequent induced subtrees {cfi1, cfi2, cfi3} in the 
document trees DT = {DT1, DT2, DT3 ,DT4}. 
 
                     DT
1 
      DT
2         
DT
3 
    DT
4 
cfi1  1    0   1   1 
cfi2   0    1   0   1 
cfi3   1    1   1   0 
                                                  Fig. 3. CD matrix 
 
 5 Phase 3:  Content Extraction and pre-processing 
 
     The CD matrix is used to extract the content from each of the XML documents. 
Using the CD matrix, the CFI subtrees present in a given XML document are listed. 
For every node label in the CFI subtree in the given document, its corresponding node 
values (or content) are extracted. Though the CD matrix does not include the 
occurrence of the CFI subtree in a given document, the content corresponding to 
every occurrence of the CFI subtree is stored.  
     The extracted content is a list of terms which is then pre-processed using the 
following steps: 
 
1. Stop-word removal 
2. Stemming 
3. Integer removal 
4. Shorter length words removal 
 
5.1 Stop-word removal 
 
Stop words are words that are considered poor as index terms[8], such as words that 
occur very frequently(‘the’, ‘of’, ‘and’). These words need to be removed prior to 
performing any natural language processing or data analysis. The most common stop 
list available for English text, from Christopher Fox, contains a list of 421 words[9]. 
Fox’s stop list includes variants of the stop words, such as the word ‘group’ with its 
variants: ‘groups’, ‘grouped’ and ‘grouping’.  
     However, there are always pitfalls in using the common stop list without any 
modification to suit to the domain under investigation. For example, the use of a 
common stop list causes the removal of the word ‘back’ even though ‘back’ (a part of 
the body) is a useful term in the medical domain. It is therefore essential to customize 
the stop list, considering the domain specific knowledge, in order to avoid removing 
important words. In this research, the stop word list has been customised considering 
the tag names of the XML documents; it contains 536 stopwords. 
5.2 Stemming 
 
Word stemming is a process to remove affixes (suffixes or prefixes) from the words 
and/or to replace them with the root word. For example, the word ‘students’ becomes 
‘student’ and the word ‘says’ becomes ‘say’. This research uses the most commonly 
used Porter stemming algorithm for affix removal[10].  
 
5.3 Integer removal 
 
Due to the huge size of the Wikipedia dataset and its very large number of unique 
terms; it is essential to reduce the dimension of the dataset without any information 
loss. A careful analysis of the dataset revealed that there were a large number of 
integers that not contribute to the semantics of the documents and hence these were 
removed in the pre-processing step. The filenames of the XML documents and the 
links to other XML documents which were integers were retained.  
 
5.4 Shorter length words removal 
 
Also based on the analysis of the dataset, words with fewer than 4 charactersare not 
meaningful, thus, they were removed. After the pre-processing of the extracted 
content, the content is represented as a term-document matrix where each cell in that 
matrix contains the term frequency of that corresponding term in the respective 
document.  
     The pre-processed content is represented as a term-document matrix, TDoc|Term|×|D|, 
where Term represents the terms corresponding to the CFI subtrees for the respective 
document in the collection D. Each cell in the TDoc matrix contains the term 
frequency for the corresponding set of closed frequent subtrees in a given XML 
document. This matrix contains a reduced number of terms in comparison to the 
entire collection, as the terms corresponding to infrequent subtrees were removed. 
The TDoc matrix is used in the next phase to compute the similarity between the 
XML documents for the clustering of the dataset.   
6 Phase 4: Clustering 
The term-document matrix generated from the previous phase becomes input to a 
partitional clustering algorithm. The k-way clustering algorithm[11] is used in this 
research as it groups the documents in the required number of clusters.  The k-way 
clustering solution computes cluster by performing a sequence of k-1 repeated 
bisections. The input matrix is first clustered into two groups, and then one of these 
groups is chosen and bisected further. This process of bisection continues until the 
desired number of bisections is reached. During each step of bisection, the cluster is 
bisected so that the resulting 2-way clustering solution locally optimizes a particular 
criterion function[11]. 
7 Experiments and Discussion 
We used the Microsoft Visual C++ 2005 implementation of PCITMiner[3]. The same 
development environment was used to implement the algorithm for content extraction 
using closed frequent induced subtrees. A number of experiments were conducted on 
the Wikipedia corpus using the INEX XML Mining Challenge 2008 testing dataset. 
The testing dataset contains 114,366 documents and the required number of clusters 
for the INEX result submission was 15 clusters. To cluster the XML documents, the 
k-way clustering algorithm implemented in CLUTO[11] is applied to the term-
document matrix representing the constrained content of documents. 
     The two commonly used clustering measures, namely Micro F1 (intra-cluster 
purity) and Macro F1 (inter-cluster purity), are used to evaluate the accuracy of the 
clustering solutions which are based on the F1-measure. The F1 measure can be 
defined by  
 
              F1= 
Recall  Precision
Recall* Precision*  2
+         (2) 
       Precision = 
FPTP
TP
+                 (3)      
                           Recall =
FNTP
TP
+                 (4) 
where TP denotes True Positives, FP denotes False Positives, and FN denotes False 
Negatives. Micro-average F1 is calculated by summing up the TP, FP and FN values 
from all the categories individually. Macro-average F1, on the other hand, is derived 
from averaging the F1 values over all the categories. The best clustering solution for 
an input data set is the one where micro- and macro-average F1 measures are close to 
1. Table 1 summarises the clustering results for INEX Wikipedia XML Mining Track 
2008. 
 
   Table 1. Submitted clustering results for INEX Wikipedia XML Mining Track 2008  
 
Approaches No. of clusters Micro F1 Macro F1 
Hagenbuchner-01          15          0.26          0.38 
15 0.45 0.56 QUT LSK_1 
30 0.53 0.57 
Vries_15k_20k 15 0.49 0.59 
15 0.48 0.51 QUT collection_15 
(Our approach) 30 0.53 0.58 
 
 
     From Table 1, it is very clear that our proposed approach performs better than the 
structure-only approach using Self-Organizing Map (SOM) of Hagenbuchner-01. 
Also, our approach showed not much loss in accuracy to other content-only methods 
such as QUT LSK_1 using Latent Semantic Kernel (LSK) and Vries_15k_20k using 
K-tree and BM25 representation. Hence, our method is suitable for combining the 
structure and content of XML documents without compromising on the accuracy.  
     In order to measure the reduction in the number of terms, a Vector Space Model 
(VSM) was built on all the terms of the documents and clustering was then applied on 
it. Table 2 summarises the dimensionality reduction in both the number of unique 
terms and the total number of terms. 
 
Table  2. Dimensionality reduction 
No. of 
Clus       Method 
Micro-
avg F1 
Macro-
avg F1 
Num of 
Uniq. Terms 
#Num of 
terms 
Our 
Approach 0.53 0.58 442509 8528006 
30 
On all the 
terms (without 
dimension 
reduction)  0.54 0.58 896050 13813559 
 
     From the experimental results summarised in  Table 2 it is evident that, in spite of 
the reduction in the number of unique terms and the total number of terms by about 
50% and 40% respectively, there is not any significant loss in accuracy of the 
clustering solution. This confirms that the content within the infrequent trees can be 
avoided as it is surplus for the clustering solution. The proposed approach is able to 
effectively combine the structure and content for clustering the documents, and to 
reduce the dimensionality. 
8 Conclusion 
In this paper, we have proposed and presented the results of a clustering approach 
using frequent subtrees for mining both the structure and content of XML documents 
on the INEX 2008 Wikipedia dataset. The main aim of this study is to explore and 
understand the importance of the content and structure of the XML documents for the 
clustering task. In order to cluster the XML documents, we have used content 
corresponding to the frequent subtrees in a given document and have generated a 
terms by document matrix. Using the matrix, we have computed the similarity 
between XML documents then clustered them based on their similarity values. We 
have demonstrated that by including the structure we could not only reduce the 
dimensionality but also provide more meaningful clusters. 
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