Abstract-We analyze implementations of bipartite unitaries in a distributed quantum computation setting using local operations and classical communication (LOCC) assisted by shared entanglement. We employ concepts and techniques developed in quantum Shannon theory to study an asymptotic scenario in which the two distant parties perform the same bipartite unitary on infinitely many pairs of input states generated by a completely random i.i.d. (independent and identically distributed) quantum information source. We analyze the minimum costs of resources of entanglement and classical communication per copy. For protocols consisting of two-round LOCC, we prove that an achievable rate tuple of costs of entanglement and classical communication is given by the "Markovianizing cost" of a tripartite state associated with the unitary, which is conjectured to be optimal as well. The Markovianizing cost can be computed by a finite-step algorithm. [1] 
I. INTRODUCTION
Distributed quantum computation is a task in which many distant parties perform a large quantum computation in collaboration with each other, by using classical communication, quantum communication and shared entanglement as resources. One of the most extensively investigated tasks is implementation of bipartite unitaries by local operations and classical communication (LOCC) assisted by shared entanglement. Here, two distant parties, say Alice and Bob, have quantum systems A and B in an unknown state |ϕ AB , and perform a known unitary U AB by LOCC using some resource entanglement shared in advance. Although this task can be implemented simply by using quantum teleportation, it was shown that the costs of resources of entanglement and classical communication can be reduced by constructing an efficient protocol, depending on the unitary to be implemented [2] .
The following two questions then naturally arise: (i) How can we find efficient protocols which consume less resources for a given bipartite unitary? and (ii) What are the minimum costs of resources required for implementing that unitary? Although these questions have been addressed e.g. in [2] - [8] , most of the studies so far assume particular forms of the resource entanglement or of the bipartite unitary to be implemented. Consequently, a general method to address these problems is yet to be discovered.
In this paper, we consider a scenario introduced in [8] , in which the two parties perform the same bipartite unitary, simultaneously on each of a sequence of input pairs obtained from a completely random i.i.d. (independent and identically distributed) quantum information source. Our approach is complementary to previous approaches which have only dealt with single-shot cases. In an asymptotic limit of infinite pairs and vanishingly small error, we analyze the minimum costs of entanglement and classical communication per copy required for this task. In particular, we focus on protocols consisting of two-round LOCC as the first nontrivial case.
The main result in this paper is that an achievable rate triplet of costs of entanglement, forward and backward classical communication in two-round protocols is given by the "Markovianizing cost" of a state associated with the unitary. Here, the Markovianizing cost is an information theoretical quantity that we introduce in another paper by the same authors [9] . It refers to the cost of randomness required in a task called Markovianization, in which a tripartite state is transformed to a quantum Markov chain [10] by a randomizing operation on one of the three subsystems. We show that any two-round protocol for implementing a bipartite unitary can be described as a combination of Markovianization of a tripartite state associated with the unitary, and the subsequent quantum state merging [11] . Consequently, the minimum costs of resources in two-round protocols are obtained as the sum of ones in those two subroutines. We conjecture that the obtained rate triplet is optimal as well. The Markovianizing cost can be computed by a finite-step algorithm proposed in [9] . Our results are applicable for arbitrary bipartite unitary. We make a significant improvement of our previous work [8] , in which we derived the minimum costs of resources for a class of bipartite unitaries called generalized Clifford operators.
Notations. We abbreviate
We denote a system composed of n identical systems A as A n andĀ.
II. PRELIMINARIES
We first review two information theoretical tasks, Markovianization [9] and quantum state merging ( [11] , [12] ). The results reviewed here are used in the following sections.
A. Markovianization
Markovianization is a task in which a tripartite quantum state is transformed to a quantum Markov chain by a randomizing operation on one of the three subsystems. Here, a quantum Markov chain is defined as a state for which the quantum conditional mutual information is zero, and is also called a Markov state for short. In [9] , we consider cases where the initial state is a tensor product of n copies of a tripartite state ρ ABC , and is transformed to a quantum Markov chain conditioned by B n with a small error, by a random unitary operation on A n . In an asymptotic limit of infinite copies and vanishingly small error, we analyze the Markovianizing cost, that is, the minimum cost of randomness per copy required for Markovianization. The rigorous definition is given as follows.
Definition 1 We say that a tripartite state Ψ
ABC is converted to a Markov state conditioned by B with the randomness cost R on A if, for any > 0 and for sufficiently large n, there exist a random unitary operation
ABC is converted to a Markov state conditioned by B with randomness cost R on A}.
We also consider Markovianization induced by a measurement in [9] . We analyze the state transformation of |Ψ ⊗n ĀBC |φ res A0G by a measurement {MĀ A0→A k } k , satisfying the condition that (i) the measurement does not significantly change the reduced state onBC on average, and (ii) the reduced state of the post-measurement state on A BC is almost a Markov state conditioned byB on average. We focus on three entropic quantities, that is, the Shannon entropy of the measurement result H({p k } k ), the average entropy decrease of systemĀA 0 denoted by ∆S(A ) av , and the average entropy decrease of system G denoted by ∆S(G) av . We prove in [9] that the following inequalities hold.
We extend the notion of Markovianizing cost to a bipartite unitary as follows. 
For an arbitrary U , M (U ) is computable by a finite-step algorithm proposed in [9] . 
B. Quantum State Merging
. C is the total amount of classical communication transmitted from Bob to Alice in M, measured by bits.
The following theorem states that there always exists state merging with an error determined by the state and the amount of entanglement obtained after state merging.
Theorem 4 (Proposition 4 in [12]) Let
It is also proved in [12] that the costs of entanglement and classical communication in state merging are bounded below as
when is sufficiently small. 
Definition 6 A rate triplet (R E , C
→ , C ← ) is said to be achievable if there exists a sequence of EALOCC implementations of U ⊗n such that n → 0,
In this paper, we consider protocols consisting of three steps, in which Alice first performs a measurement, communicates the results to Bob, Bob performs a measurement, communicates the results to Alice, and Alice performs an operation. We refer to this class of protocols as two-round protocols. The main result is the following theorem, which states that the optimal rates of the costs of entanglement and classical communication in two-round protocols are given by the Markovianizing cost of U . The direct part is strictly proven, and the converse part is proven under a conjecture given in [1] . Proofs are given in Section V.
Theorem 7 A rate triplet (R E , C
→ , C ← ) is achievable by two-round protocols in EALOCC implementation of U if and
IV. SINGLE-SHOT TWO-ROUND PROTOCOLS
In this section, we consider n = 1 (single-shot) case, and analyze a single-shot protocol M for implementing U by tworound EALOCC. The results obtained here are then applied to the asymptotic situation in Section V.
Let M : AA 0 ⊗ BB 0 → AA 1 ⊗ BB 1 be a two-round LOCC protocol for implementing U . When M succeeds in implementing U in high fidelity, it satisfies 
where The main goal of this section is to derive conditions on operations that comprise M, for the protocol to succeed in high fidelity. In particular, we clarify conditions on state transformations caused by Alice's measurement and Bob's one. As a result, it turns out that any successful protocol can be described as a combination of Markovianiation and the subsequent quantum state merging. Consequently, as we describe in detail in Section V, the minimum costs of resources in EALOCC implementation of a bipartite unitary are derived by combining results on Markovianization and state merging.
A. Conditions on Alice's Measurement
Let us first discuss general conditions regarding state transformations caused by Alice's measurement. Let M = {M AA0→A k } k be an arbitrary measurement on AA 0 . For a fixed φ res , each M k induces the following state transformation:
To analyze properties of these maps, we define, for any linear operator M :
We call E M as an M -induced map. p M describes the probability of obtaining a certain measurement result corresponding to M , and depends on the input state τ in general. Consequently, the M -induced map is not necessarily a linear map. The linearity of E M is equivalent to the independence of p M from τ , which indicates that the measurement is oblivious to the input, in the sense that it does not extract any information about the input state. This obliviousness condition plays an important role in proofs of most of the lemmas in this section (as well as in [6] ). Thus we introduce an equivalent definition of approximate obliviousness as follows.
Definition 8
We say that an M -induced map is -oblivious if it satisfies
where
). We say that a measurement M is -oblivious if an M k -induced map is k -oblivious for each k and ∑ k p k k ≤ . We introduce other two conditions on Alice's measurement, which turn out to be equivalent under the condition of obliviousness. We denote
Definition 9
We say that an M -induced map is -decoupling between AR A and R B if it satisfies
We 
We say that a measurement M is -Markovianizing conditioned by R A if the map induced by M k is k -Markovianizing conditioned by R A for each k and
The following two lemmas state that the conditions of decoupling and Markovianizing are equivalent under the condition of obliviousness. This equivalence is the core of this contribution, which translates the problem of finding the optimal costs in distributed quantum computation to that of computing the Markovianizing cost of a particular state.
Lemma 11 A measurement M is 7 -decoupling between AR A and R B if it is -oblivious and -Markovianizing conditioned by R A . 
Lemma 12

B. Conditions on Bob's Measurement
Let us turn to focus on general conditions regarding Bob's measurement. The following lemma states that Markovianization by Alice's measurement is a sufficient condition for the success of the first half of M, in which Φ
