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Abstract
Given a graph G, by a Grundy k-coloring of G we mean any proper k-vertex coloring of G such that for each two colors i and j,
i < j , every vertex of G colored by j has a neighbor with color i. The maximum k for which there exists a Grundy k-coloring is denoted
by (G) and called Grundy (chromatic) number of G. We ﬁrst discuss the ﬁxed-parameter complexity of determining (G)k, for
any ﬁxed integer k and show that it is a polynomial time problem. But in general, Grundy number is an NP-complete problem. We
show that it is NP-complete even for the complement of bipartite graphs and describe the Grundy number of these graphs in terms
of the minimum edge dominating number of their complements. Next we obtain some additive Nordhaus–Gaddum-type inequalities
concerning (G) and (Gc), for a few family of graphs. We introduce well-colored graphs, which are graphs G for which applying
every greedy coloring results in a coloring of G with (G) colors. Equivalently G is well colored if (G)= (G). We prove that the
recognition problem of well-colored graphs is a coNP-complete problem.
© 2006 Elsevier B.V. All rights reserved.
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1. Why study Grundy numbers?
A Grundy k-coloring of a graph G is a proper k-coloring of vertices in G such that each vertex is colored by the
smallest integer which has not appeared as a color of any of its neighbors. The Grundy chromatic number (or simply
Grundy number) (G) is the largest integer k, for which there exists a Grundy k-coloring for G. As an example, in
Fig. 2, a tree with Grundy number equal to 4 is displayed.
The Grundy number of a graph was perhaps introduced for the ﬁrst time by Christen and Selkow [2]. In [3], Erdös et
al. proved that the Grundy number of a graph is in fact the same as ochromatic number of a graph which was deﬁned and
studied independently by Simmons [12]. In [9] the authors studied the Grundy number of hypercubes and determined
the exact values. From computational point of view, polynomial time algorithms for determining the Grundy number
have been given for trees in [8] and for partial k-trees in [13]. In a manuscript [4] the NP-completeness of determining
the Grundy number of general graphs has been proved. Therefore, they gave an afﬁrmative answer to the problem
10.4 posed in the graph coloring problem book [10] which asks whether determining the Grundy chromatic number of
graphs is an NP-complete problem.
The previous paragraph shows the tradition of studies focused on the Grundy number itself, but another importance
of Grundy numbers appears when we consider the on-line version of greedy colorings. An on-line coloring algorithm
is a coloring algorithm that properly colors a graph G by receiving its vertices in some order v1, v2, . . . , vn in such
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a way that the color of vi is assigned by only looking at the subgraph of G induced by {v1, . . . , vi}. Therefore, the
greedy procedure can also be considered as an on-line coloring because at each step in the coloring of a given graph
we only need the previous information of the graph. This on-line version is called ﬁrst-ﬁt coloring denoted by FF
and the literature is full of papers on this concept and its own problems, see [5,6,11]. On the other hand since in the
deﬁnition of Grundy coloring we need the whole information of graph, then one may say that Grundy coloring is an
off-line coloring. For each graph G, FF(G) is deﬁned as the maximum number of colors used in a ﬁrst-ﬁt coloring of
G. In fact FF(G) measures the worst case behavior of FF on G and the researches in this area are focused on this worst
case measure i.e. FF(G). It can be easily seen that the equality FF(G) = (G) holds for every graph G. On the left
side of the equality we have the worst case behavior of an on-line coloring and on the right the value of an off-line
chromatic number. Also, in the present paper a close relationship of Grundy colorings with edge dominating sets will be
given.
2. Fixed-parameter complexity and t-atoms
In this section we introduce the concept of t-atoms, using them we obtain a sufﬁcient and necessary condition to
have a Grundy number at least t for any graph G. We discuss the ﬁxed-parameter complexity of determining (G)k,
for a ﬁxed integer k.
Suppose two graphs G, H and a partition P of the vertex set of H into independent (stable) sets are given. Let P
partition V (H) as V (H) = C1 ∪ C2 ∪ · · · ∪ Ct . We say H is aP-subgraph of G if H can be embedded (as an ordinary
subgraph) in G in such a way that each Ci remains a stable subset in G.
We deﬁne a family of graphsAt , t = 1, 2, 3, . . ., whose elements are called t-atoms. These atoms play the main role
in our arguments.At ’s are deﬁned inductively as follows:
• A1 = {K1}.
• A2 = {K2}.
• A typical element G ofAt can be constructed from an element H ∈At−1 with |V (H)| = n as follows:
Fix 1mn, consider Km ∪ H and a subset W ⊆ V (H) with |W | = m. Construct a perfect matching between W
and V (Km) and connect each vertex in V (H)\W to an (and to only one) arbitrary vertex in V (Km).
In Fig. 1, construction of an atom is displayed. In the ﬁgure we have supposed m= 3. The graph Km and the subset
W ⊆ V (H) and a matching between W and Km are displayed. There are only two atoms with t = 3, which are K3 and
the path on four vertices P4.
It is clear by our construction of t-atoms that the Grundy number of these atoms is at least t. Since a t-atom is of
the form Km ∪ G where G is a (t − 1)-atom and the vertices of Km consist of a maximal independent set, hence if
(G) t − 1 then (Km ∪G) t . In fact if V (G)=C1 ∪C2 ∪ · · · ∪Ct−1 is the partition of V (G) which comes from




Fig. 1. A construction of an atom G by another atom H, where m is taken to be 3.
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partition of Km ∪G which gives rise to a Grundy t-coloring, if we color the vertices of Km by color 1 and the vertices
in Ci by color i + 1. For each atom, such a partition is called canonical partition and is obtained uniquely, since for
K2 which is the only 2-atom, there is only one such partition. Throughout this paper, by a t-atom we always consider
the atom itself together with its canonical partition. Particularly when we say that a graph G contains an atom H we
mean the containment with respect to the canonical partition of H .
Theorem 1. For a given graph G, (G) t if and only if G contains (with respect to the canonical partition) a t-atom.
Proof. First, it is easily seen by the construction of t-atoms that these atoms have a Grundy coloring with t colors. So
the Grundy number of a graph which contains such an atom is at least t. Now, consider a graph G with (G) t . We
prove by induction on t that G contains a t-atom. Let C1, C2, . . . , Ct be the color classes of a Grundy coloring of G
with t colors, so that Ci , 1 i t , consists of the vertices colored by i. Let H = G\C1. Obviously (H) t − 1. By
induction we conclude that H includes a (t − 1)-atom, say F. Now since C1 is a maximal independent set in G, every
vertex of F has a neighbor in C1. Hence it is clear that we can obtain a t-atom, by excluding, if necessary, some vertices
in C1 or edges between F and C1, inside G. 
The structure of atoms is similar to the structure of critical graphs (for the on-line coloring FF), which is introduced
in Proposition 1 in [5]. In [5] a graph G with(G)= t is said to be a t-critical graph if(G\v)<(G) for all v ∈ V (G).
But a t-critical graph is not necessarily a t-atom. Critical graphs will also be used in Section 4. It is noted in [5] that for
any positive integer t there are only ﬁnitely many t-critical graphs. As an example and result of Theorem 1, we observe
that all connected graphs except complete bipartite graphs have Grundy number at least 3, based on this fact that there
are only two 3-atoms which are K3 and the path on four vertices P4. The following result shows a basic difference
between two chromatic numbers (G) and (G), from a computational point of view.
Corollary. To determine whether (G)k, for any given graph G and ﬁxed integer k, is a problem with a polynomial
time solution.
Proof. In order to determine if there exists a Grundy coloring with k colors, we directly search for a k-atom in G. We
ﬁrst note that we can determine in a polynomial O(nk) time, if a ﬁxed graph with k vertices is a subgraph of a graph
of order n. On the other hand, there are only ﬁnitely many k-atoms (depending only on k). And the maximum order of
a k-atom is 2k−1 which is the order of a tree. Therefore, to search a k-atom in G takes O(n2k−1) steps. 
3. Complement of bipartite graphs
In this section we study the Grundy number of the complement of bipartite graphs. The Grundy number of this
family of graphs has been studied in [15]. In [15] it is proved that determining the Grundy number of the complement
of a bipartite graph is an NP-complete problem. In this section we give more information on the Grundy number of the
complement of bipartite graphs and give a description of these numbers in terms of edge dominating sets.
Suppose G is the complement of a bipartite graph with a bipartition (X, Y ). By an extended clique of G we mean
a subgraph of G, which can be deﬁned inductively as follows: an ordinary clique of G is also an extended clique of
G. Then, a subgraph H is an extended clique if there exist two non-adjacent vertices say u ∈ X and v ∈ Y in H such
that H\{u, v} is an extended clique of G. An extended clique in G in fact introduces an independent subset of vertices
in the bipartite graph Gc, say I, and a matching in Gc\I with m vertices. By the size of this extended clique we mean
the number |I | + m. An extended clique of G with size, say t, in fact introduces a Grundy coloring of G with at least t
colors. The following theorem from [15] shows that the converse is also true and we omit its proof here.
Theorem 2. Let G be the complement of a bipartite graph. Then a Grundy coloring with (G) colors can be obtained
by an extended clique in G.
The theorem in fact shows that (G) equals the maximum size of an extended clique in G. In the sequel we consider
the concept of edge dominating sets. In a graph G, a subset D of edges in G is called an edge dominating set if each edge
in E(G)\D has a common end point with an edge in D. By the size of D we simply mean the number of edges in D.
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Edge dominating sets have been studied by Yannakakis and Gavril in [14]. In their paper it is proved that ﬁnding the
minimum size of an edge dominating set in a bipartite graph with maximum degree 3 is an NP-complete problem. In
the following we obtain a relationship between Grundy colorings and edge dominating sets. Before this, we mention
the following fact from edge dominating sets in bipartite graphs. Let R be an edge dominating set in a bipartite graph,
then there is a matching M which is also an edge dominating set and |M| |R|. This fact can be easily proved and we
omit mentioning its proof here, and refer the reader to [7].
Theorem 3. Let G be the complement of a bipartite graph H. Then (G) = n − m, where n is the order of G and m
the minimum size of an edge dominating set in H.
Proof. Let D be an edge dominating set with size k in H. Then there exists a matching M with size at most k which is
also an edge dominating set. Suppose that M = {v1u1, v2u2, . . . , vmum}. Let V0 be those vertices in H which are not
incident with any edge in M. There is no edge between vertices in V0. Hence it turns out that V0 in conjunction with
the pairs {vi, ui}’s introduces an extended clique in G. This extended clique has size m + (n − 2m) = n − m, which
shows that (G)n − m.
We now prove (G)n−m. Suppose (G)= t , then we know there is a matching M and a stable set S in Gc such
that |M|+ |S|= t . Let the vertices saturated by M be T and set U =V (H)\S∪T . There should be an edge in H between
any vertex v in U and the set S, otherwise by considering S ∪ {v} we get an extended clique in G with size t + 1. Pick
an arbitrary edge (from Gc) incident to any such vertex v in U having other end point in S. We obtain |U | edges, which
together with M form an edge dominating set in Gc. Hence, the minimum size of an edge dominating set in Gc, i.e. m,
is at most |M| + |U |. Now, n = 2|M| + |S| + |U | = t + |M| + |U | and so |M| + |U | = n − t . Finally mn − t . This
completes the proof. 
By Theorem 3 and the above-mentioned NP-completeness result of Yannakakis and Gavril, we conclude that.
Theorem 4. Suppose H is a bipartite graph with degree at most 3. Then determining the Grundy number of the
complement of H is an NP-complete problem.
Based on the information of this section the following result which is proved in [15] can be easily obtained. This
result is also proved in [6] in terms of ﬁrst-ﬁt colorings.
Theorem 5. Let G be the complement of a bipartite graph. Then (G)3(G)/2.
The following proposition provides more information on Grundy colorings of the complement of bipartite graphs.
Proposition 1. Let G be the complement of a bipartite graph. Suppose a maximum clique K in G is such thatGc\V (K)
has a perfect matching. Then (G) = |K| + m, where m is the matching number of Gc\V (K).
Proof. Let K1 be an arbitrary clique of G with k vertices. Then in Gc\V (K1) there exist at most (n−k)/2 independent
edges, where n is the order of G. Hence, the resulting extended clique has size at most (n + k)/2. Now the maximum
clique K in the theorem maximizes this bound and also its resulting extended clique attains this bound. This means that
a maximum extended clique in G can be obtained by K and the remaining perfect matching. 
4. Nordhaus–Gaddum-type inequality for Grundy numbers
In this section we study the Grundy number of graphs and their complements and try to ﬁnd some additive
Nordhaus–Gaddum-type inequalities for families of graphs. Let us recall that the inequality (G) + (Gc)n + 1,
which holds for any graph G on n vertices, is known as (additive) Nordhaus–Gaddum inequality. Let us ﬁrst consider
an example.
Let G consist of P4 and n−4 vertices with degree 0. Then (G)=3. For the complement of G we have Gc =Kn\P4
and its Grundy number equals n − 1. Hence, in this case we have (G) + (Gc) = n + 2.
The following lemma comes immediately.
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Fig. 2. The tree T4 with (T4) = 4 and a Grundy 4-coloring.
Lemma 1. For any graph G and vertex v, we have
(G)(G\v) + 1.
Proof. Let C1, C2, . . . , Ct be the color classes in a Grundy coloring of G, (G) = t , and suppose that v ∈ Ci .
Obviously, C1, . . . , Ci−1, Ci+1, . . . , Ct form a partial Grundy coloring of G\v with t − 1 colors. This partial coloring
can be extended to a Grundy coloring of whole G\v with at least t − 1 colors. Hence t − 1(G\v). 
Deﬁnition 1. A graph G is said to be a critical graph if for any vertex v,
(G) = (G\v) + 1.
In the following proposition by an almost regular graph we mean a graph where degrees differ at most 1.
Proposition 2. If G is either regular or almost regular graph on n vertices, then (G) + (Gc)n + 2.
Proof. Let  and  be the maximum and minimum degrees of G, respectively. Then (G) + 1. For Gc we have
(Gc)(Gc) + 1 = n − n − + 1, since we know − 1. Hence (G) + (Gc)n + 2. 
In the following we obtain a solution for our purpose for forests. Before this we introduce the trees Tt , for each
positive integer t. We know from atoms that there is only one tree atom with  = t . We deﬁne Tt as this unique tree
atom. T3 is the path on four vertices and T4 is displayed in Fig. 2.
Lemma 2. Let T = Tt for some t3 and with n vertices then
(T ) + (T c) = log2 n + 34 n + 1.
Proof. We observe that Tt is constructed so that if we delete its leaves the resulting tree is Tt−1. The order of Tt is
2t−1 and it contains 2t−2 leaves. Let L be the set of all leaves in Tt , then it constructs a maximum clique in T c with
2t−2 vertices. Now in Tt\L= Tt−1 there exists a perfect matching. Therefore, by Proposition 1 the size of a maximum
extended clique in T c is 2t−2 + 2t−3, which is 34 2t−1. 
The lemma tells that for t5 the inequality (Tt ) + (T ct )n + 1 holds. For if t5 then n16 and log2 n 14n.
Theorem 3. Let F be a forest on n vertices and with k components. Then
(F ) + (F c)n − k + 3.
Proof. We prove the theorem by induction on the number of vertices of F. Suppose ﬁrst that F is a tree, say T.
Case 1: There is a vertex v such that (T \v) = (T ). In this case T0 = T \v is a forest and the inequality holds for
it. We have T c0 = T c\v and (T ) + (T c)(T0) + (T c\v) + 1 = (T0) + (T c0 ) + 1n + 2.
Case 2: T is a critical tree, i.e. (T ) = (T \v) + 1 for any vertex v. We show that there is only one such a tree for
any Grundy number t, and that is the tree atom Tt .
Let C be a Grundy t-coloring of T where (T ) = t , and Ci be the class of vertices with color i in C. Then, we must
have |Ct | = 1 and |Ci | = 2t−i−1 for 1 i t − 1. This is based on the fact that T is critical and without cycle and that
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any vertex in Ci must have a neighbor in Cj for every j < i. Hence, T should exactly contain 2t−1 vertices. Now it is
easily seen that a tree with this property is isomorphic to Tt , because it should contain Tt (the only tree t-atom) which
has the same number of vertices as T. By Lemma 2 the inequality holds for Tt for each t.
Suppose now that F has T1, T2, . . . , Tk as its tree components. Let T1 have maximum Grundy number among these
trees. Then (F ) = (T1). Also we have (F c) =∑i(T ci ), hence
(F ) + (F c) = (T1) + (T c1 ) +
∑
i>1
(T ci ) |V (T1)| + 2 +
∑
i>1
(|V (Ti)| − 1)
 |V (F)| − k + 3. 
In the following we have tried to ﬁnd a family of bipartite graphs H for which the inequality (H)+(H c)n+ 2
holds.
Theorem 6. Let H be a bipartite graph on n vertices, satisfying the condition (H)(m + 2)/2, where m is the
matching number of H. Then (H) + (H c)n + 2.
Proof. We know by deﬁnition that an extended clique in G = H c consists of an independent subset say I in H and
a matching with m′ edges in H\I . We have obvious bounds |I |(H) and m′(n − |I |)/2. These bounds give
|I | + m′(n + (H))/2. This shows that (n + (H))/2 is an upper bound for the size of any extended clique in G.
Based on Theorem 2, this means that (G)(n + (H))/2. For the Grundy number of H we use the naive bound
(H)(H) + 1. Consequently,




+ 2n − m
2
= n + 2,
where we have used the equality (H) + m = n, which is true for any bipartite graph. 
We have also veriﬁed the inequality (G) + (Gc)n + 2 for split graphs. A graph G is said to be a split graph if
its vertex set V (G) can be partitioned into two subsets, say S and T, in such a way that the vertices in S and T induce
a complete (i.e. clique) and an empty (i.e. with no edge) subgraphs in G, respectively. It can be easily shown that
(G)(G) + 1 and equality holds only when there exists an independent subset in G which dominates a maximum
clique in G. Now based on the fact that Gc is also a split graph the inequality holds.
At the end of this section we conclude that perhaps the following conjecture is true.
Conjecture 1. For any graph G with n vertices, the following inequality holds:
(G) + (Gc)n + 2.
5. Well-colored graphs
In [1], the authors pose and study the following general problem. Given an instance of a combinatorial problem,
can it be solved by a greedy algorithm? If the answer is yes then they call the instance at hand a greedy instance. The
problem they study is to ﬁnd the algorithmic complexity of the recognition of greedy instances of certain combinatorial
problems. The maximum stable set problem is the one they study in their paper. Therefore, a graph G is said to be
a well-covered graph if all the maximal independent sets of G have the same number of vertices, equivalently if any
greedy algorithm for ﬁnding a maximal independent set results in an independent set with (G) vertices. In other words,
well-covered graphs are the greedy instances of the problem of maximum stable set. These type of graphs are widely
studied in the literature, specially in [1] the following theorem is proved:
Theorem 7 (Caro et al. [1]). Recognition of well-covered graphs is a coNP-complete problem even for K1,4-free
graphs.
In [1], only combinatorial properties which form hereditary systems are studied, like stable sets where any subset of
a stable set is also a stable set. In this section we consider a problem which does not come from a hereditary property.
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Fig. 3. The construction of H in the proof, where G = C4, k = 5 and r = 2.
By a well-colored graph we deﬁne a graph G with the property that any greedy coloring of G results in a coloring with
(G) colors. Equivalently, a graph G is well colored if and only if(G)=(G). In [1] authors implicitly conjecture that
because greedy instances of this greedy algorithm (which collects greedily until a solution is found) are rare, therefore
these instances can be easily characterized. In this section we study well-colored graphs and their generalizations and
discuss a recognition problem.
Deﬁnition 2. For each non-negative integer r we deﬁne the collection of graphsAr asAr = {G : (G)(G)+ r}.
Lemma 3. Let G be the graph obtained by joining a vertex of the complete graphKk to all vertices of a graph H. Then
(G) = max{(H) + 1, k}.
Proof. It is clear that (G) max{(H)+1, k}. Now let v be the vertex of Kk which is joined to G. Applying Lemma
1 we have (G)(G\v) + 1 = max{(H), k − 1} + 1, as desired. 
Theorem 8. For each r, the membership inAr is a coNP-complete problem.
Proof. We ﬁrst prove that the problem is in coNP. In order to see this, we observe that a graph G does not belong to
Ar if and only if there exist two different orders on V (G), say 1 and 2, such that if the greedy colorings of G with
respect to 1 and 2 use f1 and f2 colors, respectively, then f1 >f2 + r . Hence, our witness for the membership in
Acr (the complement ofAr ) is simply a pair of two orders on V (G) which have the aforementioned property.
We introduce a polynomial time reduction from the problem GRUNDY NUMBER for the complement of bipartite
graphs to the problem of membership in Acr . Let G be the complement of a bipartite graph with n vertices and k an
integer. Without loss of generality we suppose that kn. We construct a graph H on 2rn + k = O(n) vertices with the
property that (G)k if and only if H does not belong to Ar . In the sequel we explain our construction of such a
graph H.
For any graph G and integer r, we construct the graph Gr as follows: let the vertex set of G be {v1, . . . , vn} and
consider n copies of the tree Tr . We recall that Tr is the only tree atom with  = r . In the ith copy of Tr we identify
a vertex of degree (Tr) = r and call it ui . Now we identify vi with ui for each vertex vi of G. These n copies of Tr
are attached to G, one per each vertex of G. It can be shown that (Gr) = (G) + r − 1. This can be easily proved
inductively; in fact the set of all leaves in Gr (we have n.2r−2 leaves, since each copy of Tr has 2r−2 leaves) forms
a maximal independent set in Gr and deleting it results in Gr−1. Hence, (Gr) = (Gr−1) + 1. We also note that
(Gr) = (G).
Now let (G, k) be an instance of the problem GRUNDY NUMBER for the complement of bipartite graphs. We
ﬁrst check whether (G)k, this can be done easily for our input graph. If it is the case, then (G)k. Therefore,
we may suppose that (G)k − 1. We consider a complete graph on k vertices Kk and an arbitrary vertex v in it.
Then we join v to all vertices of Gr+1. Let us call the resulting graph H. We illustrate our construction in Fig. 3.
Suppose k = 5 and r = 2 and our input graph is the cycle on four vertices G = C4, whose vertices in the ﬁgure are
displayed as solid vertices (except the vertices of K5 in the right part of the ﬁgure which are also solid). At each vertex
of C4, a tree T3 (here T3 = P4) is grown and their vertices are displayed as hollow vertices (except the vertices of C4
itself).
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We know from the previous lemma that(H)=max{(G)+r+1, k}, and also (H)=max{(G)+1, k}=k. Suppose
ﬁrst that(G)k.We note that(H)> (H)+r , i.e.H /∈Ar . This is because we have(H)=(G)+r+1> (H)+r .
Now suppose that(G)k−1. Hence(H)=max{(G)+r+1, k}k+r . On the other hand (H)=k. Therefore
H ∈Ar . 
As a result of the previous theorem we have
Corollary. Recognition of well-colored graphs is a coNP-complete problem.
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Note added in the proof
In a recent manuscript [16] the authors have studied Conjecture 1 of the present paper and its generalization into
many colors. It is shown that Conjecture 1 is valid for all bipartite graphs and all graphs on less than 9 vertices but in
general it fails.
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