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Abstract
In the first part of the thesis we consider Hermitian random matrices. Firstly, we
consider sample covariance matricesXX∗ withX having independent identically dis-
tributed (i.i.d.) centred entries. We prove a Central Limit Theorem for differences of
linear statistics ofXX∗ and its minor after removing the first column ofX . Secondly,
we consider Wigner-type matrices and prove that the eigenvalue statistics near cusp
singularities of the limiting density of states are universal and that they form a Pearcey
process. Since the limiting eigenvalue distribution admits only square root (edge) and
cubic root (cusp) singularities, this concludes the third and last remaining case of the
Wigner-Dyson-Mehta universality conjecture. The main technical ingredients are an
optimal local law at the cusp, and the proof of the fast relaxation to equilibrium of the
Dyson Brownian motion in the cusp regime.
In the second part we consider non-Hermitian matricesX with centred i.i.d. en-
tries. We normalise the entries of X to have variance N−1. It is well known that the
empirical eigenvalue density converges to the uniform distribution on the unit disk (cir-
cular law). In the first project, we prove universality of the local eigenvalue statistics
close to the edge of the spectrum. This is the non-Hermitian analogue of the Tracy-
Widom universality at the Hermitian edge. Technically we analyse the evolution of
the spectral distribution of X along the Ornstein-Uhlenbeck flow for very long time
(up to t = +∞). In the second project, we consider linear statistics of eigenvalues for
macroscopic test functions f in the Sobolev space H2+ϵ and prove their convergence
to the projection of the Gaussian Free Field on the unit disk. We prove this result for
non-Hermitian matrices with real or complex entries. The main technical ingredients
are: (i) local law for products of two resolvents at different spectral parameters, (ii)
analysis of correlated Dyson Brownian motions.
In the third and final part we discuss the mathematically rigorous application of
supersymmetric techniques (SUSY) to give a lower tail estimate of the lowest singular
value of X − z, with z ∈ C. More precisely, we use superbosonisation formula to
give an integral representation of the resolvent of (X − z)(X − z)∗ which reduces to
two and three contour integrals in the complex and real case, respectively. The rigorous
analysis of these integrals is quite challenging since simple saddle point analysis cannot
be applied (the main contribution comes from a non-trivial manifold). Our result
improves classical smoothing inequalities in the regime |z| ≈ 1; this result is essential
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Eugene Wigner in 1955 [209] observed that energy level statistics of heavy nuclei are uni-
versal; the answer depends only on the symmetry type of the system. He also proposed
real symmetric and complex Hermitian random matrices with centred independent iden-
tically distributed (i.i.d.) entries (modulo the symmetry), now known as Wigner matrices,
as a mathematical model to describe this phenomenon. More recently, spectral proper-
ties of random matrices became important also in other areas of physics and mathematics:
quantum chaos [32], disordered quantum systems [79], wireless communications [66], the
error analysis of numerical algorithms [78], the zeros of the Riemann zeta function [123]
and random neural networks [158].
. Hermitian randommatrices
In this thesis we work on Wigner-type matrices, which generalises Wigner matrices, intro-
duced in [209], and sample-covariance matrices introduced by Wishart in [212] when the
entries are Gaussian. To set our notation we introduce the Hermitian random matrix en-
sembles considered in this thesis:
GOE (Gaussian orthogonal ensemble): Symmetric matrices G = Gt ∈ RN×N such
that the upper-triangular entries are centred i.i.d. real standard Gaussian random
variables with Eg2ab = 1/N , for a < b, and the diagonal entries are distributed as
i.i.d. centred real Gaussian random variables satisfying E g2aa = 2/N .
GUE (Gaussian unitary ensemble): Hermitian matrices G = G∗ ∈ CN×N such that
the upper-triangular entries are centred i.i.d. standard complex Gaussian random
variables with E|gab|2 = 1/N , and the diagonal entries are distributed as centred
i.i.d. real standard Gaussian random variables satisfying E g2aa = 1/N .
Wigner matrices: Matrices W = W ∗ ∈ CN×N such that the upper-triangular entries
{wab|a < b} are i.i.d. real or complex random variables with Ewab = 0, E|wab|2 =
1/N , and the diagonal entries waa are i.i.d. with Ewaa = 0, c/N ≤ E|waa|2 ≤
1
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C/N for some positive N-independent constants c, C. In addition, in the complex
case Ew2ab = 0.
Wigner-type matrices: Matrices H = A + W ∈ CN×N such that A = A∗ = EH is
diagonal and the upper-triangular and diagonal entries {wab|a ≤ b} ofW = W ∗ are
independent and satisfy Ewab = 0 and c/N ≤ sab ≤ C/N , with sab := E |wab|2,
for some positive N-independent constants c, C > 0.
Wishart matrices: MatricesXX∗ ∈ CN×N , where the entries of theN×M matrixX are
distributed as i.i.d. Gaussian random variables with zero expectation and E|xab|2 =
(MN)−1/2. In addition, Ex2ab = 0 in the complex case.
Sample-covariance matrices: Matrices H = XX∗ ∈ CN×N , where the entries of the
N ×M matrixX are distributed as i.i.d. real or complex random variables with zero
expectation and E|xab|2 = (MN)−1/2. In addition, Ex2ab = 0 in the complex case.
The scaling in the random matrix ensembles presented above is such that the spectrum
is contained in the interval [−2 − ϵ, 2 + ϵ], for any small ϵ > 0, with very high probability
for large N .
The spectral properties of random matrices are analysed at three different scales: global
scale, mesoscopic scale, microscopic scale. Now we explain the relevant questions on these
three scales.
.. Global scale
In this section we focus on the global scale, i.e. we discuss the convergence in the large
N limit of the empirical eigenvalue density (see (1.1) below). This section is divided into
two subsections. In Section 1.1.1.1, we first discuss the limiting density distribution of the
eigenvalues of Wigner-type matrices and then we present the classification theorem for the
density of Wigner-type matrices. In Section 1.1.1.2 we focus on sample covariance matrices
explaining the changes compared to Wigner matrices.
... Wigner-type matrices
In order to describe the techniques used in the analysis of Hermitian matrices we first focus
on the simpler Wigner matrices and then we comment on Wigner-type matrices. Let W
be a Wigner matrix and denote by λ1 ≤ · · · ≤ λN its eigenvalues. In order to study spectral








In [210] Wigner showed that the ESD of eigenvalues of Wigner matrices converges weakly
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Moment method
The proof of the convergence of µN to the semicircle law has been first achieved using the
moment method [210]. In this method one proves that the expectation of the trace of W k
(properly rescaled) converges to the moments of the semicircle law, i.e. one proves that
E 1
N
TrW k = E
∫












Ck/2 if k is even,









is the k-th Catalan number. The moment method identifies the leading term of E 1NTrW
k
with Ck via a graphical expansion.
Resolvent method
Recently, in order to analyse the ESD µN on scales much smaller than order one, the re-
solvent method has been developed. In this method one identifies the limiting distribution
µ of the empirical spectral distribution µN through its Stieltjes transform, which uniquely






dµ(x), z ∈ C \ R,











with G(z) := (W − z)−1 being the resolvent ofW . Then the global law is equivalent to
lim
N→+∞
mµN (z) = msc(z)
withmsc(z) being the Stieltjes transform of the semicircle law. The limitingmsc(z) can be
characterised as the unique solution of the equation
− 1
msc(z)
= z +msc(z), =[msc]=z > 0.
This is a special case of the matrix Dyson equation (MDE) presented in (1.2) below (see [5,
113]).
For more general random matrix ensembles H = W + A, with H being a Wigner
type matrix and A = EH , we compute the deterministic approximation of the resolvent
G(z) = (H − z)−1 by the solution of the matrix Dyson equation (e.g. see [5, 113]):
−M−1 = z −A+ S[M ], =[M ]=z > 0, (1.2)
3
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where S[·] is the covariance operator defined by
S[R] := EWRW, R ∈ CN×N .
Then one can prove that G ≈ M in isotropic and average sense (see (1.6) for a precise
statement). In [113] (see also [5]) it has been proven that the equation (1.2) admits a unique
solution. The limiting self-consistent density of states (scDos) µ(dx) = ρ(x)dx of H is ob-






where 〈·〉 := N−1Tr[·].
Classification of the self-consistent density of states
In the classification theorem [14] it is shown that M is 1/3-Hölder continuous in z, and
that ρ has the following properties:
(i) supp ρ consists of finitely many compact intervals.
(ii) ρ is real analytic whenever ρ > 0.




x) and ρ(e ∓ x) = 0 for
0 < x  1 and some constant c = c(e) > 0.
(iv) If c ∈ supp ρ with ρ(c) = 0 is a cusp point, then ρ(c + x) = c|x|1/3 + O(|x|1/3) for
some constant c > 0.
(v) ρ cannot have other singularities than edges and cusps.
The spectral regimes corresponding to (ii), (iii) and (iv) are called bulk, edge and cusp
regime of the scDos.
... Sample covariance matrices
The analysis of sample covariance matrices follows analogous steps to Wigner matrices,
hence in this section we will only explain the differences. Consider a sample covariance








converges to the well known Marchenko-Pastur law [144]:














and ϕ is so that
M
N
→ ϕ ∈ (0,+∞), as N,M → +∞.
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Note that γ± are the edges of the limiting spectrum and that the eigenvalues of XX∗ are
always non-negative. In addition, for ϕ = 1 there is an accumulation of eigenvalues close to




= z + zϕ−1/2mϕ − (ϕ1/2 − ϕ−1/2), =mϕ(z)=z > 0.




wherewϕ is the Stieltjes transform of the semicircle law of radius 2 but shifted to be centred
at ϕ1/2 + ϕ−1/2.
.. Mesoscopic scale
In this section we focus on themesoscopic scale. For concreteness we consider onlyWigner-
type matrices, the analysis for sample covariance matrices is analogous and thus omitted.
According to (1.3), proving a global law consists in proving a bound on =〈G − M〉 for
z = E + iη for all N-independent η < 1, i.e. one has to prove that for all η < 1 (with η






(λi − E)2 + η2
− =〈M〉 → 0 (1.5)
as N → +∞. Note that the main contribution to the summation in (1.5) comes from
∼ ηN eigenvalues around the energy E as a consequence of the approximate delta function
η/[(λi−E)2 +η2] on a scale η. It is then natural to ask if the convergence in (1.5) still holds
choosing η depending onN . In particular, since in the bulk of the spectrum of the limiting
density the level spacing (distance between two neighbouring eigenvalues) is proportional
to N−1, we expect that the convergence in (1.5) holds for any η  N−1. This is optimal,
indeed we do not expect that the concentration result (1.5) holds for η ∼ N−1 since on this
scale the fluctuation of single eigenvalues matter and so one cannot expect the convergence
of =〈G〉 to a deterministic quantity.
In the last decade optimal local laws have been proven uniformly in the spectrum of
Wigner-type matrices, or even of matrices with some correlation structure (e.g. see[15, 83,
84]):




, |〈B(G−M)〉| ≺ ‖B‖
Nη
, (1.6)
where ≺ is a suitable notion of high probability bound up to N ϵ-factors (e.g. see Defi-
nition 3.4.2 for the precise definition), ρ(z) := π−1=〈M(z)〉, and x,y, B are arbitrary
deterministic vectors and matrices. Note that the bound in average sense in (1.6) is of or-
der (
√
Nη)−1 better (in the bulk, i.e. when ρ ∼ 1) than the one on individual entries
(G−M)aa ( fluctuation averaging feature ).
We now explain the threemain implications of the local laws in (1.6): eigenvalue rigidity,




LetH be a Wigner-type matrix, denote by λ1 ≤ · · · ≤ λN its eigenvalues and by ρ the lim-
iting distribution of the eigenvalues. We define the classical eigenvalue locations (quantiles)
by ∫ γi
−∞
ρ(x) dx = i
N
, i ∈ {1, . . . , N}.
Using Cauchy-integral formula, by a standard argument (e.g. see [81, Lemma 7.1, Theorem
7.6] or [93, Section 5]), one can prove that the eigenvalues λi are rigid in the following sense
|λi − γi| ≺ ηf(γi),
with ηf = ηf(γi) being the fluctuation scale around γi, which is implicitly defined by∫ γi+ηf
γi−ηf
ρ(x) dx = 1
N
.
The fluctuation scale ηf is of order N−1 in the bulk, N−2/3 at the edge, and N−3/4 at the
cusp. The fact that the eigenvalues fluctuate on these scales is a consequence of their strong
correlations.
... Eigenvector delocalization
As a consequence of the local law (1.6) for the entries of the resolvent, it is possible to con-
clude that the ℓ2-normalized eigenvectors ui of a Wigner-type matrix are fully delocalized,
in the sense that |ui(a)| ≺ N−1/2 for any 1 ≤ a ≤ N . This phenomenon is called eigen-
vector delocalization because the mass of the eigenvector ui is (almost) equally distributed to





(E − λa)2 + η2
= Cη(=G)ii ≺ η,
for some constant C > 0, choosing η = N−1+ϵ and E = γa, for some arbitrary small
ϵ > 0.
... Absence of eigenvalues outside of the limiting spectrum
By the local law (1.6) and a stronger version of (1.6) outside the spectrum in the edge (see
[15, Eq (2.6c)]) and the cusp (see [83, Eq. (2.8b)]) regime one can exclude the existence of
eigenvalues well outside the support of the limiting eigenvalue density, i.e. one can prove
that with very high probability there are no eigenvalues at a distance much bigger than
N−2/3 from the spectral edges. Additionally, in case of the support of the limiting density
consists of several components, one can also prove that the number of eigenvalues in each
component is deterministic with very high probability.
.. Linear statistics
The global law and the local law on mesoscopic scales prove that each matrix element of the
resolvent converges to a deterministic quantity. This phenomenon can be rephrased in terms
6
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of linear statistics. Let W be a Wigner matrix and denote by λ1, . . . , λN its eigenvalues,








where f(x) = fa,E(x) = g(Na(x− E)), with g a smooth compactly supported test func-
tion, a ∈ [0, 1−δ] and |E| ≤ 2−ϵ, for some small fixed ϵ, δ > 0. To make the presentation
clearer we focus on linear statistics of eigenvalues in the bulk of the limiting spectrum; anal-
ogous results hold at the edges of the spectrum too.
To analyse the linear statistics in (1.7) we will often use the following convenient integral







d2z, λ ∈ R, (1.8)
with d2z := d<zd=z. Here fC is an almost analytic extension of f , defined by





with χ being a smooth cut-off function equal to one on [−5, 5] and identically zero on
[−10, 10]c. Note that if the test function f is in Ck then we can define an almost analytic






By the averaged local law in (1.6), choosing B = I , and Helffer-Sjöstrand formula (1.8)









∣∣∣∣∣ ≺ NaN . (1.10)
Note the unusually small error term N−1+a in (1.10). By standard CLT scaling one would
expect the fluctuations around the expectation to be of orderN−(1−a)/2 = N−1Na(N1−a)1/2
(since the sums in (1.10) effectively involveN1−a terms). This is a consequence of the strong
correlation of the eigenvalues {λi}Ni=1.








∂zfC(z)〈G(z) − EG(z)〉 d2z. (1.11)
The key feature of this integral representation is that, due to the bound (1.9), we can trade
in a higher smoothness of the test function f for a poorer control of 〈G(z) − EG(z)〉 for
small |=z|. In particular, if we consider a test function f supported on a scale N−a, only
the regime η ∼ N−a gives an order one contribution in Helffer-Sjöstrand.
The analysis of linear statistics goes back to the 90’s. The first results proved the Gaus-
sianity of the linear statistics for complex analytic [124, 180] or real analytic [19, 22] test func-
tions. The analiticity of the test functions enables us to have an integral representation of the
linear statistics on a contour that is (almost) order one away from the spectrum, hence the
resolvent is completely stable, hence a simple application of the moment method is enough
7
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for the analysis. For macroscopic test functions (i.e. a = 0), after several preliminary results
[117, 143, 169], the best result up to date is the proof of the asymptotic Gaussianity of LN (f)
for test functions in the Sobolev space H1+ϵ [187]. The Gaussianity of the linear statistics
of Wigner matrices has been also proven for test function supported down to the optimal
mesoscopic scale, that is N−1+ϵ in the bulk and N−2/3+ϵ at the edge [110–112, 149].
.. Microscopic scale
In this section we focus only on Wigner-type matrices, since sample covariance matrices can
be analysed exactly in the same way. Indeed, the eigenvalues ofXX∗, withX a matrix with








On the microscopic scale, which isN−1 in the bulk,N−2/3 at regular edges, andN−3/4
at cusps, the fluctuation of individual eigenvalues becomes relevant. The universality of the
local statistics of the eigenvalues has been first conjectured by Wigner in 1955 in the bulk
of the spectrum, and then it has been formalized as the Wigner-Dyson-Mehta (WDM)
conjecture [146]. More precisely, the WDM universality conjecture states that the local
eigenvalue statistics are independent of the details of the model. They depend only on
the symmetry class of the matrix (complex Hermitian or real symmetric) and on the local
singularity type of the limiting density of states (bulk, edge, cusp).
In contrast with the local law in the mesoscopic regime in Section 1.1.2, which can be
interpreted as a law of large numbers (LLN) for the resolvent, the emergence of universal
spectral statistics in random matrix theory can be interpreted as the analogue of the univer-
sality of Gaussian fluctuations, i.e. CLT, in weakly correlated systems. However, the new
universal statistics is not Gaussian.
In order to formulate the universality of local eigenvalue statistics we define the k-point
correlation functions p(N)k implicitly via
∫
Rk






f(λi1 , . . . , λik),
where the summation is over distinct indices, and f is any smooth compactly supported test
function.
We now formulate the WDM conjecture in the complex Hermitian case. In the fol-
lowing we say that b is a bulk point if ρ(b) ≥ δ, for some N-independent δ > 0.
Conjecture (WDM conjecture for the Hermitian symmetry class). Assume that b, e and c
are bulk, edge and cusp points, respectively, of some density ρ with parameters γe, γc defined in
such a way that
ρ(e ± x) = γ3/2e x1/2/π + O(x1/2), ρ(c + x) =
√
3γ4/3c |x|1/3/2π + O(|x|1/3).
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where the approximation is meant up to an error ofN−c(k) when integrated against smooth com-
pactly supported test functions in x = (x1, . . . , xk).
The limiting kernels in the WDM conjecture (edge and bulk) were explicitly computed
for the Gaussian Unitary Ensemble (GUE). The kernel in the bulk case is known as the sine
kernel [147]. The kernel at the edge is given by the Airy kernel and it has been first computed
in [96]. Finally, in the cusp case the limiting kernel is given by the Pearcey kernel, which was
computed in [50] for a GUE matrix with diagonal expectation diag(1, . . . , 1,−1, . . . ,−1)
using saddle point analysis of an explicit contour integral formula obtained via the Harish-
Chandra-Itzykson-Zuber integral over the unitary group. We stated the conjecture for com-
plex Hermitian matrices, but the same conjecture holds for real symmetric matrices as well.
The limiting kernels in the real case are also known in the bulk and at the edge, but the
explicit formula of the kernel at the cusps of real symmetric matrices is not known (due to
the lack of Harish-Chandra-Itzykson-Zuber integral representation).
The WDM universality conjecture has been an open problem for about fifty years. Uni-
versality at the edge of the spectrum of a special class of Wigner matrices has been firstly
proven in 1999 using moment method [186]. Only about ten years ago the WDM conjecture
was solved in the bulk of the spectrum of Wigner matrices in a series of papers [85, 86, 92,
193]. More recently WDM universality conjecture has been proven also for more general
random matrix ensembles both in the bulk and at the edge of the spectrum of the limiting
density of states [15, 84]. Close to the cusps the universality of the local statistics has been
proven only very recently [57, 83], concluding the third and last remaining case of WDM
universality conjecture.
The most powerful technique to prove universality is the so called three-step-strategy (see
[90] for a pedagogical introduction):
1. Eigenvalue rigidity.
2. Addition of a small Gaussian (GOE/GUE) component via Green function compar-
ison theorem (GFT).
3. Proof of universality for matrices with a small Gaussian component.
The local law in (1.6) is model dependent and it is often quite challenging to prove such
a result for very general random matrix ensembles (e.g. Wigner-type matrices, or even
more generally, matrices with correlated entries). These local laws have been proven in [15,
83, 84]. In the three-step-strategy the local law is used in (1) to prove the rigidity of the
eigenvalues, and in (2) to add a small Gaussian component using a perturbative argument.
In the remainder of this chapter we give a few more details about (2), in Section 1.1.4.1, and
(3), in Section 1.1.4.2.
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... Green function comparison theorem (GFT)
Given a Wigner-type matrix H = W + A, the goal of the second step is to add a small
Gaussian component toH without changing much the k-point correlation functions p(N)k .




(Ht −A)dt+ Σ1/2[dBt], H0 = H, (1.12)
where Bt is the standard complex Hermitian/real symmetric matrix valued Brownian mo-
tion independent of H , and we defined the non-negative operator
Σ[·] := EWTr[·W ].
The solution of (1.12) is given by




hence one can readily see that the key feature of the flow (1.12) is that the expectation of
EHt = A and its covariance operator
St[·] = EWt ·Wt
are independent of t, where Wt := Ht − A. In particular, as a consequence of (1.2)-(1.3),
this implies that also the density of states of the eigenvalues of Ht does not change, i.e.
ρt ≡ ρ for any t ≥ 0.
Analysing the joint distribution of the resolventsGt := (Ht−z)−1, for different nearby
z’s with =z  ηf , one can see that if the time is not too big then the k-point correlation
functions are unchanged at leading order. Using a simple continuity argument (Green func-
tion comparison theorem) for Gt one can prove that an upper bound for the time we are







We remark that by (1.13) it follows that along the OU-flow we add a Gaussian com-
ponent proportional to
√
t. Indeed, using fairly easy computations one can construct a





with c a constant very close to one, and U being a GUE/GOE matrix independent of H̃t.
We conclude this section noticing that thanks to the Green function comparison theorem
and (1.15) it is enough to prove universality for the matrix Ht, which has a small Gaussian
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... Dyson Brownian motion (DBM)
The final step to prove universality in the complex case can be achieved using explicit com-
putations via the Harish-Chandra-Itzykson-Zuber integral representation. This integral rep-
resentation is available only for complex Hermitian matrices, hence to prove universality for
real symmetric matrices one has to rely on the Dyson Brownian motion (DBM) introduced
in random matrix theory in [86]. The proof of universality via Dyson Brownian motion
works both in the real and in the complex case. The DBM is a system of coupled stochastic
differential equations (SDE) introduced by Dyson in [74]. In the remainder of this section
we give a sketch of the analysis of the DBM.




, Ĥ0 = H̃T , (1.16)
for any t ≥ 0, where B̂t is a standard real symmetric or complex Hermitian matrix valued






with Û a GUE/GOE matrix independent of Ĥ0. In particular, combining (1.15) and (1.17)
it follows that
ĤcT
d= HT , (1.18)
with c defined in (1.15).
In order to conclude the proof of universality for matrices with a small Gaussian compo-
nent we are left with the spectral analysis of the flow (1.16). Using fairly simple computations














with {bi(t)}Ni=1 being a family of standard real i.i.d. Brownian motions. Here β is a param-
eter such that β = 1 in the real symmetric case, and β = 2 in the complex Hermitian case.
The key idea in the analysis of (1.19) is to use the fact that the GOE/GUE ensembles are
a strong attractive equilibrium for the eigenvalue dynamics (1.19), and that the local statis-














with µi(t) being the eigenvalues of the evolution of a GOE/GUE matrix along the flow
(1.16). Note that the driving Brownian motions in (1.20) are exactly the same as in (1.19). In
order to compare the processes {λi(t)}Ni=1 and {µi(t)}Ni=1 directly we take their difference
and see that wi(t) := λi(t) − µi(t) is a solution of the following parabolic equation
dw = Bwdt, Bij = Bij(t) :=
1(j 6= i)




Then using heat kernel decay estimates for (1.21) one can show that that |wi(t)|  ηf(γi),
with very high probability, after sufficiently long time. This phenomenon is referred to as the
fast relaxation to equilibrium of the DBM. The time scale for the relaxation to the equilibrium
is  N−1 in the bulk,  N−1/3 at the edge, and  N−1/2 at the cusp. These time scales
leave quite a big room for the choice of the time T such that verifies (1.14), concluding the
third and last step of the three-step-strategy.
. Non-Hermitian matrices
Despite several applications [52, 145, 184], non-Hermitian random matrices are much less
studied than Hermitian ones. Similarly to Hermitian matrices, it is conjectured that local
eigenvalue statistics exhibit a universal behaviour. The analysis of non-Hermitian matrices
is much harder for two fundamental reasons: (i) the resolvent is very unstable, (ii) lack of
a good analogue of the Dyson Brownian motion. We will comment about these two main
difficulties later in this section.
We introduce the non-Hermitian random matrix ensembles considered in this thesis:
Ginibre matrices: Non-Hermitian matrices X ∈ CN×N such that the entries are i.i.d.
standard real or complex Gaussian random variables.
i.i.d. matrices Non-Hermitian matrices X ∈ CN×N such that the entries are i.i.d. real
or complex centred random variables with variance E |xab|2 = N−1. In addition, in
the complex case the entries xab are such that Ex2ab = 0.







with {σi}Ni=1 being the eigenvalues of X ; note that σ’s are typically complex. The mea-
sure µN can again be analysed at macroscopic, mesoscopic, and microscopic scales. In the
remainder of this section we explain which are the relevant questions in these three regimes.
.. Global andMesoscopic scales
In 1984 Girko proved that the empirical eigenvalue density (1.22) of i.i.d. matrices converges












f(z) d2z, D := {z ∈ C : 1(|z| ≤ 1)}, (1.23)
with f a smooth test function and d2z := d<zd=z. Later, the convergence in (1.23) has
been generalised to test function supported on a mesoscopic set both in the bulk and in the
edge regime, i.e. it has been proven that (1.23) holds replacing f with
fz0,a(z) := N2ag(Na(z − z0)) (1.24)
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with g a smooth and compactly supported test function, for any a ∈ [0, 1/2) and |z0| ≤ 1
(e.g. see [44, 46, 213]). Recently, these results have been generalised to more general ran-
dom matrix ensembles allowing inhomogeneous variance profile or even some correlation
structure [11, 13, 16].
While it is not possible to analyse the non-Hermitian resolvent directly, as a conse-
quence of its instability, one can analyse the linear statistics in (1.23) relying on Girko for-




















with T = N100 being a regularisation parameter. The approximation in (1.25) means that
the l.h.s. and the r.h.s. are equal modulo a negligible error smaller than T−1. Here Gz
denotes the resolvent Gz = Gz(iη) := (Hz − iη)−1, with Hz the so called Hermitisation
of X defined by
Hz :=
(
0 X − z
(X − z)∗ 0
)
.
The 2×2 block structure ofHz = (Hz)∗ induces a spectrum that is symmetric with respect
to zero. In addition, note that
z ∈ spec(X) ⇐⇒ 0 ∈ spec(Hz).
The deterministic approximation mz(w) of Gz(w) in (1.25) can be found as the unique
solution of the following scalar cubic equation:
− 1
mz(w)
= w +mz(w) − |z|
2
w +mz(w)
, =[mz(w)]=w > 0. (1.26)






By a detailed analysis of (1.26) it follows that ρz develops a cusp singularity as z approaches
the unit circle (i.e. for |z| ≈ 1). This key fact is used in [59] to connect the non-Hermitian
edge analysis with the cusp analysis in the Hermitian case.
The good news about Girko’s formula (1.25) is that Hz is a Hermitian matrix, so one
can expect that the Hermitian theory can be adapted to analyse Gz as well. However, the
z-dependence of the resolvent is a difficulty not present in the usual Hermitian case.
Similarly to the Hermitian case, one can conclude further information from mesoscopic
spectral analysis of Hz : (i) left and right eigenvectors of X are delocalized [166, Theorem
1.1, Corollary 1.5], (ii) the spectral radius ρ(X) converges to 1 with very high probability
with a speed at least N−1/2+ϵ, for some small fixed ϵ > 0 (see [13, Theorem 2.1]).
.. Linear statistics
Similarly to Hermitian matrices, one can ask what can be said about the fluctuation around









∣∣∣∣∣ ≺ 1N , (1.27)
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with f a sufficiently smooth test function, and {σi}Ni=1 being the eigenvalues of the non-
Hermitian matrix X . Note that also in the non-Hermitian case, as a consequence of the
strong correlation of the eigenvalues, the fluctuation around the expectation are of order









Note that in the definition of LN (f) we subtracted the expectation of
∑
i f(σi) and not the














For the explicit computation of the sub-leading order correction to the circular law see (2.3)
later. In order to analyse LN (f), one can once again rely on Girko’s formula (1.25):








=Tr[Gz(iη) − EGz(iη)] dη d2z, (1.28)
with T = N100 being a regularisation parameter.
There are two main unrelated difficulties in (1.28): (i) we have to study the resolvent
Gz(iη) also for very tiny η’s close to zero, (ii) to study the distribution of LN (f) we have
to know the joint distribution of 〈Gz(iη)〉 for different z’s simultaneously. Note that (i) is
a fundamental difference compared to Helffer-Sjöstrand formula (1.11) where a smoother f
compensates for less information on the resolvent for spectral parameters with small imag-
inary part. In Girko’s formula there is no (known) way to compensate a poorer control for
small η’s with a smoother test function. In particular, even if one wants to prove a CLT only
for macroscopic test functions f it is needed to study 〈Gz(iη)〉 at microscopic scales.
The analysis of centred linear statistics LN (f) goes back to 1999 when Forrester [95]
proved the Gaussianity of LN (f) for radial test functions and for complex Ginibre matrices
(i.e. the entries of X are standard Gaussian random variables). In [95] Forrester also pre-
dicted the exact formula of the variance for complex Ginibre matrices (see (2.2) for κ4 = 0
later) and generic test functions, which has been confirmed in [164] by Rider and Virag.
In [164] they also interpreted the fluctuation around the circular law as the projection of
the Gaussian Free Field (GFF) on the unit disk. This result has been extended to matrices
matching the first four moments with the Gaussian ones [126], using the four moment match-
ing method developed in [] for non-Hermitian matrices. For i.i.d. matrices X with generic
entry distribution the Gaussianity of LN (f) has been proven for analytic test functions in
the disk of radius 4 [152, 162], and only very recently we proved it for f ∈ H2+ϵ in [58, 60].
In these papers we proved that the variance of the limiting Gaussian process depends on
the fourth cumulant of the entries of the matrix X (see (2.2) later); the dependence of the
variance on the fourth cumulant was previously unknown. We remark that the analysis in
[152, 162] for analytic test functions is much easier than the general case f ∈ H2+ϵ, since
for analytic functions in an order one neighborhood of the unit disk one can use an integral
representation of f over a contour that is order one away from the spectrum and so it is
possible to analyse the non-Hermitian resolvent (X − z)−1 directly (outside the spectrum




On the microscopic scale, which is N−1/2, the fluctuation of single eigenvalues becomes
relevant, hence, similarly to the Hermitian case, one cannot expect that the linear statistics
(with a = 1/2) converges to a deterministic quantity as in (1.23). Instead, it is expected that
the local eigenvalue statistics converge to a universal distribution, which depends only on
the matrix being real or complex. We point out that on this scale real matrices exhibit an
interesting behaviour close to the real axis: ∼
√
N eigenvalues accumulate on the real axis
(e.g. see [77, 97, 195]).
We now formulate the universality conjecture for non-Hermitian complexmatrices. For
this purpose we define the k-point correlation functions p(N)k implicitly as∫
Ck









F (σi1 , . . . , σik), (1.29)
where w := (w1, . . . , wk) ∈ Ck, F is a smooth test function, and the summation is over
distinct indices.
Conjecture. Let p(N)k be the k-point functions defined in (1.29), then, for any fixed base points








≈ pGin(R/C)z (w), (1.30)
where the approximation is meant up to an error N−c(k) when integrated against smooth com-
pactly supported test functions in w = (w1, . . . , wk) ∈ Ck.
For complex Ginibre matrices the universal function pGin(C)z is determinantal and it has
been explicitly computed in [102]. More precisely, pGin(C)z (w) is given by
p
Gin(C)






where z = (z1, . . . , zk) and the kernel Kzi,zj (wi, wj) is defined by
(i) For z1 6= z2,Kz1,z2(w1, w2) = 0.
(ii) For z1 = z2 and |z1| > 1,Kz1,z2(w1, w2) = 0.




































for any z ∈ C, with γz any contour from 0 to z.
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The universal function pGin(R)z (w) is explicitly known also for real matrices [35], but it is
much more involved as a consequence of the special role of the real axis.
In [59] we proved the universality conjecture (1.30) at the edge of the spectrum, i.e. for
|zi| = 1. This is the non-Hermitian analogue of the Tracy-Widom universality at the edge
of the limiting spectrum of Hermitian matrices. This conjecture in the bulk of the spectrum
is still an outstanding open problem.
... Dyson Brownian motion
In order to prove the universality conjecture of local eigenvalue statistics for non-Hermitian
random matrices, one would naturally try to use a non-Hermitian analogue of the three-
step-strategy developed for Hermitian matrices. This approach so far failed because there
is no good analogue of the Dyson Brownian motion (DBM) flow for the non-Hermitian
eigenvalues.




, X0 = X, (1.32)
withBt amatrix with entries being real or complex standard Brownianmotions independent
of X . From now on we only consider the complex case, the real case is similar but more
involved. One can see that if Xt is a solution of (1.32) then its eigenvalues {σi(t)}Ni=1 are a
solution of the following system of SDE (see [38, Appendix A]):
dσi(t) = dMi(t), (1.33)
withMi(t) being a collection of martingales such that their quadratic covariations are given
by
d〈Mi,M j〉 = Oij(t)
dt
N
, Oij(t) := 〈Ri(t), Rj(t)〉〈Li(t), Lj(t)〉. (1.34)
Here Li(t), Ri(t) are the left and right biorthogonal eigenvectors of Xt.
The analysis of the flow (1.33) is much harder than the standard Hermitian DBM (1.19),
because of the correlations of the driving martingales which strongly depend on the eigen-
vector overlaps Oij . Nothing is known about the distribution of Oij for general i.i.d. ma-
trices; their distribution is known only for complex Ginibre matrices [38] and for overlaps
corresponding to real eigenvalues for real Ginibre matrices [99].
To circumvent this problem one can go back to the Hermitisation idea and use the
DBM methods forHz . Then, relying onGirko’s formula (1.25) formicroscopic test function


















(λzi )2 + η2
dη d2z, (1.35)
where {λzi }N−N , with λz−i = −λzi , denote the eigenvalues ofHz , and analyse the eigenvalues
λzi close to zero. The flow (1.32) induces the following flow on λzi (t) (the eigenvalues of the













where {dbzi (t)}Ni=1 is anN-dimensional Brownianmotion and bz−i(t) = −bzi (t) for i ∈ [N ].
The good news of the flow (1.36) is that for a fixed z it behaves as the Hermitian DBM
(1.19). However, in order to study the distribution of (1.35) we need to understand the joint
distribution of (λz1(t), . . . , λzk(t)), for a finite collection of parameters z1, . . . , zk ∈ C.












i 〉] dt, (1.37)
with uzli , v
zl





2vzli }Ni=1 are orthonormal for each fixed l ∈ {1, . . . , k}. Hence, in order to compute








In [58, 60] we proved that
|〈uzli ,u
zm




i 〉| ≤ N
−ϵ/10,
with very high probability, if |zl − zm| ≥ N−ϵ, for some small ϵ > 0. This shows that the
driving Brownian motions {bzli }Ni=1 are almost independent for different zl’s. This enabled
us to prove the asymptotic independence of (λz1(t), . . . , λzk(t)) for |zl − zm| ≥ N−ϵ. The





N |zl − zm|2
,
and a similar result for |〈vzmj ,v
zl
i 〉|2. Hence {b
zl
i }Ni=1 are expected to have a non-trivial
correlation when the zl’s are at the distance of the level spacing N−1/2 away from each
other; this regime would be necessary for bulk universality.
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Overview of results 2
This chapter contains a concise summary of the main results of the PhD Thesis. For this
summary we selected only the most representative statement from each chapter, several
other results and refinements will be presented later.
. CLT for Linear Statistics ofMinors of Sample Covariance
Matrices (Paper [])
Let X̃ be an M × N matrix with independent identically distributed (i.i.d.) entries, and
denote by X the matrix obtained by X̃ after removing its first column. Fix ϕ = M/N to
be such that
c1 ≤ ϕ ≤ c2,
for some N-independent constants c1, c2 > 0. We consider
fN := Trf [X̃∗X̃] − Trf [X∗X],
with f ∈ H2, and prove that its fluctuation is much smaller than the one of the centred
linear statistics
LN := Trf [X̃∗X̃] − E Trf [X̃∗X̃].
Indeed, in [56] (see Chapter 3) we prove that fN fluctuates on a scale N−1/2, whilst LN
fluctuates on amuch bigger scale of order one. This is a consequence of the strong correlation
of the eigenvalues of X̃∗X̃ and the ones of its minor X̃∗X̃ .
















where ϕ := M/N ≥ 1, γ± = ϕ1/2 +ϕ−1/2 ± 2, and ρϕ is the Marchenko-Pastur law in (1.4).








2. OVERVIEW OF RESULTS
where ∆f is a centred Gaussian random variable of variance
Vf := Vf,1 + (σ4 − 1)Vf,2 + |σ2|2,
where σ2 :=
√
















and Vσ2 is explicit (see (3.119) later) and such that Vσ2 = Vf,1 for |σ2| = 1.
. Cusp Universality forWigner-typeMatrices (Paper [])
We consider Wigner-type matrices H . Denote by ρ the density profile of the eigenvalues
of H . The classification theorem (see below (1.3)) shows that the eigenvalue density ρ may
vanish only as a square root at regular edges or as a cubic root at cusps, and no other singu-
larities may occur. The main result of [57] (see Chapter 4) is the proof of cusp universality
for Wigner-type matrices. This proves the third and last remaining case of Wigner-Dyson-
Mehta universality conjecture.
Theorem ... Assume that ρ has a cusp point at c, then the local k-point correlation function
p
(N)
k at c is universal, i.e. there exists a universal determinantal k-point correlation function of
the form
pPearceyk (x1, . . . , xk) = det (KPearcey(xi, xj))1≤i,j,≤k








⇀ pPearceyk (x), x ∈ R
k, (2.1)
irrespective of any details of the distribution ofH , except symmetry.
The proof of cusp universality in [57, 83] follows the three-step-strategy. The local law
part which proves the rigidity of the eigenvalues (Step 1) and theGreen function comparison
theorem (Step 2) have been proven in [83]. The main novelty in [57] is the analysis of the
Dyson Brownian motion (DBM) to prove universality of the local statistics of matrices with
a small Gaussian component (Step 3). We remark that Step 3 for the complex case in [83]
has been proven relying on a saddle point analysis in the Harish-Chandra-Itzykson-Zuber
integral representation of the k-point function. Such an explicit formula is not known for
real symmetric matrices, hence in [57] we rely on the analysis of the DBM that works for
both complex Hermitian and real symmetric Wigner-type matrices.
In [57] we extended the DBM analysis to the cusp regime. The main difficulties lied in
the rigidity analysis of the DBM, and in the careful analysis of the shape of the highly unsta-
ble eigenvalue density along the DBM. The main novelty is a dynamical proof of eigenvalue
rigidity near the cusp along the DBM using a novel PDE-based method which relies on the
maximum principle (previous results applied only to the bulk [114] and edge [1] regimes).
The cusp is much harder, in fact it represents an entire one parameter family of universality
classes (see Chapter 4 for more details).
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2.3. Edge Universality for non-Hermitian Matrices (Paper [59])
. Edge Universality for non-HermitianMatrices (Paper [])
We consider N × N matrices X with i.i.d. entries. Similarly to the Hermitian case, it
is conjectured that local spectral statistics of non-Hermitian matrices X are universal. In
[59] (see Chapter 5) we proved this conjecture at the edge of the spectrum; this is the non-
Hermitian analogue of Tracy-Widom universality.
Theorem ... Fix spectral parameters z := (z1, . . . , zk) ∈ Ck such that |zi| = 1. Then the










z (w), w ∈ Ck,
where pGinz is explicitly computed for Ginibre matrices (e.g. see (1.31) for the complex case).
The only previous result is by Tao and Vu [195]. They prove bulk and edge universal-
ity for X with entries matching the first four moments with the corresponding Gaussian
ones. Matching the first four moment with Gaussian random variables allows for a purely
perturbative argument; this is not possible when the entries of X match only the first two
moments with the ones of standard Gaussians.
As explained in Chapter 1, non-Hermitian matrices are much harder to analyse than
Hermitian matrices since successful techniques in Hermitian theory, e.g. resolvents and
DBM, do not have useful non-Hermitian counterparts. We circumvent this problem by
using Girko’s formula (1.25). The main problem in (1.25) is that we need to control Gz(iη)
even for very tiny η’s. We follow the Ornstein-Uhlenbeck (OU) flow for a very long time
(up to infinity) to interpolate between the distribution of the matrix X (at time t = 0) and
Ginibre (at time t = +∞).
The main novelties are: (i) lower tail estimate of the smallest singular value of X − z
(See Section 2.5), (ii) precise analysis of the resolvent Gz along the OU flow for long time
exploiting the extra smallness close to the edge of the spectrum of X . The extra smallness
for |z| ≈ 1 is a consequence of the fact that the density of states ρz of Hz develops a cusp
singularity in zero and so that we have a stronger local law for Gz(iη) (see [13]).
. CLT for Linear Eigenvalue Statistics of non-Hermitian
Matrices (Papers [, ])
We consider real or complexN ×N i.i.d. matricesX . For sufficiently regular test functions








have Gaussian fluctuations of order one. This may be viewed as an anomalous version of the
CLT, since the usualN1/2 scaling factor is missing as a consequence of the strong correlation
of the eigenvalues of X . In [58, 60] (see Chapter 6 and Chapter 7) we proved a CLT for
linear statistics LN (f) for test functions in the Sobolev space f ∈ H2+ϵ. In the remainder
of this section we state the result in the complex case, the real case is similar but more
complicated (see Theorem 7.2.1 later).
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Theorem... Denote by κ4 := E|
√
NXij |4 −2 the fourth cumulant of the entries ofX . Then
LN (f) converges
LN (f) =⇒ L(f)



















where D denotes the unit disk, and f̂ denotes the Fourier transform of the restriction of f to ∂D.













f(z)(2|z|2 − 1) d2z (2.3)
We remark that the dependence on the fourth cumulant κ4 in (2.2)-(2.3) was previously
unknown.
Previous results considered either only Ginibre matrices (with radial test functions [95]
or generic test functions [164]); or only i.i.d. matrices with analytic test functions f [152, 162];
or only X with entries matching the first four moments with the corresponding Gaussian
ones [126, 195]. Our result needs none of these restrictions.
Our proof relies on two main novel ingredients: (i) local law for products of resolvents at
different spectral parameters Gz1(w1)AGz2(w2)B, with A,B deterministic matrices (pre-
vious local laws involved only single G); (ii) coupling of several dependent DBMs (previ-
ously only indepedent DBMs have been analysed).
. Optimal Lower Bound on the Least Singular Value of the
Shifted Ginibre Ensemble (Paper [])
Classical smoothing inequalities [168] prove a lower tail bound for the lowest singular value







x if X ∼ Gin(C),
√
x if X ∼ Gin(R).
We proved [61] (see Chapter 8) the optimal bound for the lowest singular value ofX−z
improving the bound [168] for the particular shift A0 = zI in the regime |z| ≈ 1. This
improvement is essential for our proof of non-Hermitian edge universality (Section 2.3).
Theorem ... Let |z| ≤ 1 +CN−1/2, for some constantC > 0. Then, for any x > 0, it holds
P
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x if X ∼ Gin(R),
(2.4)
where












2.5. Optimal Lower Bound on the Least Singular Value of the Shifted Ginibre Ensemble (Paper
[61])
To prove (2.4) we relied on supersymmetric (SUSY) techniques. Supersymmetric for-
malism has been a very useful computational tool in physics, even beyond Random Matrix
Theory, although most of these physics arguments lack mathematical rigour. However, we
managed to use rigorous SUSY analysis for a key problem that was partly motivated by
non-Hermitian edge universality (Section 2.3).
Using SUSY, we gave an integral representation of Tr[(X−z)(X−z)∗ − iη]−1, which
for small η’s yields (2.4). Then, by the superbosonization formula [142], we reduced the
representation to two contour integrals in the complex case, and to three contour integrals
in the real case (see (2.5) for the representation in the complex case).







dy e−Nf(x)+Nf(y)y ·G(x, y),
G(x, y) : = 1
xy
− 1















where the x-integration is over (0, i∞), and the y-integration is over a circle of radiusN−1
around the origin.
The main difficulty is the rigorous analysis of the contour integrals, which are not ac-
cessible via saddle point analysis. The answer comes from very careful estimates along the
whole integration regime, in contrast with standard SUSY analysis where the answer comes
only from the saddle point.
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Fluctuations for linear eigenvalue statistics of sample
covariance matrices 3
We prove a central limit theorem for the difference of linear eigenvalue statistics of a
sample covariance matrix W̃ and its minorW . We find that the fluctuation of this
difference is much smaller than those of the individual linear statistics, as a consequence
of the strong correlation between the eigenvalues of W̃ andW . Our result identifies the
fluctuation of the spatial derivative of the approximate Gaussian field in the recent
paper by Dumitru and Paquette []. Unlike in a similar result for Wigner matrices, for
sample covariance matrices the fluctuation may entirely vanish.
Published as G. Cipolloni and L. Erdős, Fluctuations for differences of linear eigen-
value statistics for sample covariance matrices, Random Matrices: Theory and Applications
, 2050006 (2020).
. Introduction
We consider sample covariance matrices of the form W̃ = X̃∗X̃ , where the entries of the
M × N matrix X̃ are i.i.d. random variables with mean zero and variance 1√
MN
. In the
Gaussian case this ensemble was introduced by Wishart [212]. Besides Wigner matrices,
this is the oldest and the most studied family of random matrices.




i=1 δλi converges in probability to the Marchenko-Pastur distribution [144]. This
asymptotics can be refined by examining the centered linear statistics
Trf(W̃ ) − ETr f(W̃ ) =
N∑
i=1
[f(λi) − Ef(λi)] , (3.1)
with a sufficiently smooth function f , which has been shown to have Gaussian fluctuation
(see e.g. [22], [119], [169]). Notice that (3.1) does not carry the usual 1√
N
normalization
of the conventional central limit theorem. In particular this result indicates a very strong
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correlation between eigenvalues. Apart from understanding an interesting mathematical
phenomenon, the asymptotic properties of centered linear statistics for sample covariance
matrices also have potential applications [159].
All the previously cited works on the centered linear statistics of a sample covariance
matrix W̃ concern the study of a single random matrix. The recent paper of Dumitru and
Paquette [73] considers the joint eigenvalue fluctuations of a sample covariance matrix and
its minors, by picking submatrices whose dimensions differ macroscopically. They show that
their centered linear eigenvalue statistics converge to spatial averages of a two dimensional
Gaussian free field. Similar results for Wigner matrices have been achieved earlier in [36].
In the current work we study this phenomenon for submatrices whose dimensions differ
only by one. This requires a detailed analysis on the local spectral scale while [73] concerns
only the global scale. In particular, we prove a central limit theorem (CLT) for the difference
of linear eigenvalue statistics of a sample covariance matrix W̃ = X̃∗X̃ and its minorW =
X∗X , obtained by deleting the first row and column. This difference fluctuates on a scale
N−
1
2 , which is much smaller than the order one fluctuations scale of the individual linear
statistics, demonstrating a strong correlation between the eigenvalues of W̃ and its minor
W . The statistical interpretation of our result is that changing the sample size by one in a
statistical data has very little influence on the fluctuations of the linear eigenvalue statistics.
Motivated by Gorin and Zhang [104], another interpretation is that we prove a CLT for
the spatial derivative of the approximate Gaussian field in [73].
This result extends a CLT, proved in [89] for Wigner matrices, to sample covariance
random matrices, with the difference that in this latter case it is also possible not to have
random fluctuations at all, see Remark 3.2.4 in Section 2.
In the proof of the CLT for sample covariance matrices there are two main differences
compared to the proof given in [89] for the Wigner case. Firstly, we have to handle the
singularity of the Marchenko-Pastur law at zero, which also gives an additional contribution
to the leading order term of (3.8). Secondly, the entries of the matrix W̃ = X̃∗X̃ are not
independent and the analogy occurs on the level of X̃ . Besides linearizing the problem and







ij where G and G′ are the resolvents of XX∗ at two different
spectral parameter. While the first sum is tracial, the second one is not and thus cannot be
directly analyzed by existing local laws: we need to derive a novel self-consistent equation
for it.
Notation
We introduce some notation we use throughout the paper. For positive quantities f, g, we
write f ≲ g if f ≤ Cg, for some C > 0 which depends only on the parameter ϕ defined in
(3.4). Similarly, we define f ≳ g. For any α, β > 0, with α  β we denote that there exists
two ϕ independent constants r∗, r∗ > 0 such that r∗β ≤ α ≤ r∗β.
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All along the paper we will refer to theN×N matrix with W̃ = X̃∗X̃ and to the (N−1)×
(N − 1) matrix obtained after removing its first row and column with W = X∗X , where
X is the matrix obtained by X̃ after removing its first column. It may look unconventional,
but we chose to put the tilde on the original matrix W̃ and no tilde on the minorW in order
to simplify formulas.
Remark ... We follow the convention that Latin letters i ∈ {1, . . . ,M} denote the rows of
the matrix X̃ and Greek letters µ ∈ {1, . . . , N} its columns.
Let X̃ be anM×N matrix whose entries X̃iµ are i.i.d. complex valued random variables
satisfying:
EX̃iµ = 0, E|X̃iµ|2 =
1√
MN
, 1 ≤ i ≤ M, 1 ≤ µ ≤ N. (3.2)
Furthermore, for any p ∈ N there exists a constant Cp > 0 such that
E
∣∣∣(NM) 14 X̃iµ∣∣∣p ≤ Cp, 1 ≤ i ≤ M, 1 ≤ µ ≤ N. (3.3)
We assume thatM andN are comparable, i.e. there existN-independent constants c1, c2 >
0 such that




For fixed ϕ and large N the empirical distribution of the eigenvalues of the N × N
matrix W̃ = X̃∗X̃ is given by the Marchenko-Pastur law [144]:





















1/2 − ϕ−1/2 − z + i
√
(z − γ−)(γ+ − z)
2ϕ−1/2z
, (3.6)
where the square root is chosen so thatmϕ is holomorphic in the complex upper half plane H
and satisfies mϕ(z) → 0 as z → ∞. The function mϕ = mϕ(z) may also be characterized
as the unique solution of the equation
mϕ +
1
z + zϕ−1/2mϕ − (ϕ1/2 − ϕ−1/2)
= 0 (3.7)
satisfying =mϕ(z) > 0 for =z > 0. Our main result is the following:
Theorem ... Let d∗ > 0 and W̃ = X̃∗X̃ , with X̃ anM × N matrix whose i.i.d. entries
satisfy (3.2) and (3.3). Furthermore we assume (3.4) and that either ϕ = 1 or |ϕ− 1| ≥ d∗. Let
σ2 :=
√
MNEX̃2iµ and σ4 := MNE|X̃iµ|4 and assume that σ2 and σ4 areN-independent .
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Moreover, let f ∈ H2([γ− − 3, γ+ + 3]) be some real valued function in theH2-Sobolev space.
Then the random variable
fN := Trf(W̃ ) − Trf(W ) (3.8)























for ϕ = 1. More precisely, for any fixed ϵ > 0,











N(fN − Ωf )
)2







The limit variance Vf can be computed explicitly:























where ρϕ(x) is the density of the Marchenko-Pastur law (3.5), and Vσ2 defined as in (3.119) if
|σ2| < 1 and Vσ2 := Vf,1 if |σ2| = 1.
Furthermore, √
N(fN − Ωf ) ⇒ ∆f ,
where ∆f is a centered Gaussian random variable of variance Vf and ” ⇒ ” denotes the conver-












2 dx = 1.
Remark ... One can easily check that the variance Vf is zero if and only if σ2 = 0, σ4 = 1
and f ′(x) ≡ 1. This is the case, for example, when the entries of X̃ are i.i.d complex Bernoulli
random variables, i.e. the distribution of each X̃iµ is (MN)−
1
4 eiU , with U a uniform random
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variable in [0, 2π]. In particular, since the entries of X̃ have modulus (MN)−
1
4 , the difference
of the traces of W̃ andW is deterministic:
Trf(W̃ ) − Trf(W ) = TrW̃ − TrW = x∗x =
√
ϕ,
where x is the first column of X̃ . The possibility of Vf = 0 is a fundamental difference compared
to the Wigner case in [] where the analogous quantity always had a non trivial fluctuation.
Remark ... We stated our result in Theorem .. for the matrix X̃∗X̃ , but it obviously holds
for X̃X̃∗ aswell. Indeed all computations and results remain valid after the swapping: X̃ ↔ X̃∗,
M ↔ N and ϕ ↔ ϕ−1. The empirical distribution of the eigenvalues of X̃X̃∗ is asymptotically










Remark ... Notice that in the statement ofTheorem .. we assumed that X̃ is either a square
matrix, ϕ = 1, or a proper rectangular matrix, |ϕ−1| > d∗. The reason is that to proveTheorem
.. we use optimal local laws for all z ∈ H which are available in these cases only (see []). If ϕ
is close to one, our proof still yields Theorem .. assuming that the function f ∈ H2 is supported
away from zero.
. Preliminaries
Our main result pertains to the matrix X̃∗X̃ , but in the proof we will also need the matrix
X̃X̃∗, so for each z ∈ H we define both resolvents
R̃(z) := (X̃∗X̃ − z)−1, G̃(z) := (X̃X̃∗ − z)−1. (3.12)
Next, we define the M × (N − 1) matrix X as the matrix X̃ after removing its first
column, which we denote by x, i.e. X̃ = [x|X]. Moreover, for µ, ν /∈ {1}, we define the
resolvent entries
Rµν(z) := (X∗X − z)−1µν , G
[T ]
ij (z) := (XX
∗ − z)−1ij .
Remark ... In the following sections, without loss of generality, we will always assume that
ϕ ≥ 1, i.e. M ≥ N . Indeed, if ϕ ≤ 1 then the proof proceeds exactly in the same way having in
mind thatmϕ−1 andmϕ are related by (3.11).
Since ϕ ≥ 1 and the spectrum of X̃X̃∗ is equal to the spectrum of X̃∗X̃ plus M −N










TrR− TrG = M − (N − 1)
z
. (3.14)
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Finally, we record some properties of the Stieltjes transform defined in (3.6) in the fol-
lowing lemma, which will be proved in Appendix A.
Lemma ... There exist positive constants c, c̃, ĉ such that for any ϕ ≥ 1 and for each z =
x+ iη ∈ H such that |z −
√
ϕ| ≤ 10 we have the following bounds
c ≤
∣∣∣∣ z√ϕmϕ(z)2





κx + η, , (3.18)
where κx := min{|γ+ − x|, |γ− − x|}.
In Lemma 3.3.2 we explicitly wrote the ϕ-dependence in the bounds since they hold
uniformly inϕ. But all along the proof ofTheorem 3.2.2 we will omit the explicit dependence
on ϕ, since we work under the assumption c1 ≤ ϕ ≤ c2 (see (3.4)).
. Mean and variance computation
In this section we proveTheorem 3.2.2 in the sense of mean and variance. We recall that with
x we denote the first column of X̃ . To study fN = Trf(W̃ ) − Trf(W ), with W̃ = X̃∗X̃
andW = X∗X , we consider the quantity
∆N (z) := TrR̃(z) − TrR(z), z ∈ H. (3.19)
Clearly X̃X̃∗ is a rank-one perturbation of the matrix XX∗, hence to compute G̃(z)
we use the following lemma whose proof is a direct calculation.















We now find an explicit formula for ∆N (z). Using (3.13), (3.14) and (3.19) we get




XX∗ + xx∗ − z
− TrG(z) − 1
z
.
Using Lemma 3.4.1 for the first term in the right-hand side, we conclude that








We introduce a commonly used notion of high probability bound.
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Y (N)(u)|N ∈ N, u ∈ U (N)
)
are families of non negative random variables indexed byN , and possibly some parameter u, then





X(N)(u) > N ϵY (N)(u)
)
≤ N−D
for large enoughN ≥ N0(ϵ,D). In this case we use the notationX ≺ Y . Moreover, if we have
|X| ≺ Y , we also writeX = O≺(Y ).





≥ 1−N−D for anyD > 0 andN ≥ N0(D). In particular, under the conditions
(3.2) and (3.3), we have Xiµ ≺ (MN)
1
4 uniformly in i, µ and that maxk λk ≤ γ+ + 1,
mink λk ≥ max{0, γ− − 1} with overwhelming probability (see Theorem 2.10, Lemma
4.11 in [30]).
Let χ : R → R be a smooth cut-off function which is constant 1 in [γ− − 1, γ+ + 1]




fχ(x) + iηf ′χ(x)
)
χ̃(η), (3.21)
where χ̃ : R → R is a smooth cut-off function which is constant 1 in [−5, 5] and constant 0
outside [−10, 10]. By this definition it follows that fC is bounded and compactly supported.
Furthermore for small η we have that
∂zfC(x+ iη) = O(η) and ∂η∂zfC(x+ iη) = O(1). (3.22)









∂zfC(x+ iη)∆N (x+ iη) dxdη. (3.23)
We first exclude a critical area very close to the real line in the integral in (3.23). From
the resolvent identities
∣∣η 〈x, G2x〉∣∣ ≤ = 〈x, Gx〉 .Then, we have that∣∣∣ηz 〈x, G2x〉+ η 〈x, Gx〉 + η∣∣∣ ≤ 2 |z + z 〈x, Gx〉| .
Hence, we conclude that
|η∆N (x+ iη)| ≤ 2. (3.24)
To study fN we restrict our integration to the domain =z ∈ [η0, 10], with
η0 := N−
2









∂zfC(x+ iη)∆N (x+ iη) dxdη + O≺ (η0) .
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TrG(z) + z̃ 1NTrG
2(z)
−z − z̃ 1NTrG(z)
, (3.25)
with the notation z̃ := ϕ−
1
2 z for brevity. Note that (3.25) is related to (3.20) by taking
expectation with respect to x in the numerator and denominator separately.









∂zfC(x+ iη)∆̂N (x+ iη) dηdx (3.26)











∆N (x+ iη) − ∆̂N (x+ iη)
)
dηdx. (3.27)
In this way we have that







In the following two sections, we will show that Ω̂f = Ωf + O≺(N−
2
3 ) and E(F 2N ) =
1
N Vf +O≺(N
− 76 ), with someN-independent constant Vf , which will prove Theorem 3.2.2
in the sense of mean and variance.
.. Leading term: calculation of the mean.
The main tool we will use is the local law for the Marchenko-Pastur distribution in its
averaged and entry-wise from. These results have first been proven in [30] (see Theorem 2.4
and Theorem 2.5) uniformly for each z ∈ S, where
S ≡ S(ω, η0) :=
{
z = x+ iη ∈ C : κx ≤ ω−1, η0 ≤ η ≤ ω−1, |z| ≥ ω
}
,
with some ω ∈ (0, 1) fixed and κx := min{|γ+ − x|, |γ− − x|}. In our proof, instead, we
rely on local laws which hold true for each z ∈ H, hence, combining the results in [30] with
Theorem 2.7 and Theorem 2.9 respectively for ϕ = 1 and d∗ ≤ |ϕ − 1| ≤ d̂ in [12], we get


















and its entry-wise form




∣∣∣Gij(z) − δijmϕ−1(z)∣∣∣ ≺ 1√
Nη|z|
(3.29)
uniformly for each z ∈ H.
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Remark ... Notice that in (3.28) and (3.29) the error term from [] is smaller in some par-
ticular cases, but we will not need these optimal bounds and we write local laws in a unified form
which hold true for both the cases ϕ = 1 and d∗ ≤ |ϕ− 1| ≤ d̂.
By (3.14), we have that






























































where from now on we will use the notation z = x + iη and z0 = x + iη0. Furthermore,



















2 (x+ iη)mR(x+ iη)
)
.
Hence, integrating by parts twice in η, using that the upper limit of the η−integration is
























































∂zfC(z)mϕ(z)(1 + (z̃mϕ(z))′)dηdx+ O≺ (η0) + O≺





where we used that ∂zfC(x+ iη) scales like η near the real axis by (3.22), the local law from






| ≤ C from the bounds (3.16) and (3.17). In the last
step we also used that −i∂ηh(z) = ∂zh(z) for any analytic function h.
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∂zfC(z)pϕ(z) dηdx+ O≺(η0), (3.37)
where for brevity we introduced
pϕ(z) := mϕ(z)[1 + (z̃mϕ(z))′], z ∈ H. (3.38)
For the main term we need the following lemma (see Lemma 3.4 in [89]).
Lemma ... Letφ,ψ : [a, b]× [0, 10i] → C be functions such that ∂zψ(z) = 0, φ,ψ ∈ H1
and φ vanishes at the left, right and top of the boundary of the integration region. Then for any









φ(x+ iη̃)ψ(x+ iη̃) dx.
In order to compute the leading term defined in (3.26) we extend the integral in (3.37)
to the real axis. For this purpose we introduce a tiny auxiliary scale η1, say η1 := N−10. We
recall that fC is supported in [a, b] × [−10, 10], with a = γ− − 3 and b = γ+ + 3, where
γ−, γ+ are the spectral edges, and κx = min{|x− γ−|, |x− γ+|}.

































∂zfC(z)pϕ(z) dηdx+ O≺ (η0) . (3.39)







fC(x+ iη1)pϕ(x+ iη1) dx+ O≺ (η0) . (3.40)















2 − z + i
√
(z − γ−)(γ+ − z)
2
(3.42)




2 . Hence, wϕ








= 0, =wϕ > 0. (3.43)
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Notice that wϕ(z) = wϕ−1(z) and that, using the self consistent equation (3.7) and the
relation betweenmϕ andmϕ−1 in (3.11), we have
wϕ(z) = −zmϕ(z)mϕ−1(z). (3.44)
We now distinguish the cases ϕ = 1 and |ϕ − 1| ≥ d∗, since for ϕ = 1 the integral in
(3.41) has an additional singularity in zero which we have to take into account.
We start with the case |ϕ− 1| ≥ d∗. In this case γ− ≥ τ(d∗), for some τ(d∗) > 0. By
equations (3.7) and (3.11), expressing (z̃mϕ)′ = w′ϕ from differentiating the self consistent










Furthermore, by Lemma 3.6 of [31] we have that
|1 − w2ϕ(z)| 
√
κx + η, c ≤ |wϕ(z)| ≤ 1, (3.47)
with some ϕ-independent constant c > 0, for any z = x+ iη such that |z −
√
ϕ| ≤ 10.
To evaluate Ω̂f in (3.41), we first remove the η1 in the argument of pϕ. We proceed
writing pϕ(x+ iη1) − pϕ(x) as follows
pϕ(x+ iη1) − pϕ(x) =
1
1 − wϕ(x+ iη1)2
∫ η1
0
mϕ(x+ iη)′ dη (3.48)
+ mϕ(x)(wϕ(x+ iη1) + wϕ(x))
(1 − wϕ(x+ iη1)2)(1 − wϕ(x)2)
∫ η1
0
wϕ(x+ iη)′ dη. (3.49)
Then, by (3.16)–(3.17) and (3.45)–(3.48), simple estimates give that















for any x ∈ R. Hence, if |ϕ− 1| ≥ d∗, integrating over x, we conclude that∣∣∣∣∣ 1π
∫ b
a
f(x)=[pϕ(x+ iη1) − pϕ(x)] dx
∣∣∣∣∣ ≲ η1/41 . (3.50)
In particular, this implies that =pϕ(z) is of order η
1/4
1 outside the interval [γ−, γ+], since






























 dx+ O≺ (N− 23) ,
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concluding the estimate for the leading term of EfN when |ϕ− 1| ≥ d∗.
Now we consider the case ϕ = 1, when γ− = 0 and γ+ = 4. In this case, the compu-
tation of the integral (3.41) is a bit more delicate since the singularities around x ≈ 0 and
κx ≈ 0 overlap. For brevity, in the rest of this section we use the notation m = m(z) :=
mϕ=1(z) and w = w(z) := wϕ=1(z) for any z ∈ H. Expressing m′ from differentiat-
ing the self consistent equation (3.7), using (3.7) repeatedly and the relation (3.44), a simple
calculation gives that









with p = p(z) := pϕ=1(z). We also define
q(z) := 1
1 + w(z)
, z ∈ H. (3.52)
As a consequence of (3.51)-(3.52), it follows that∣∣∣∣∣
∫ b
a




























We start estimating (3.55). Using explicit computations, by the expression in (3.42) for ϕ =









∣∣∣∣∣+ O(√η1) ≲ √η1. (3.56)
Furthermore, since







by (3.18), using (3.42) and the definition of q in (3.52), it also follows that the integrand in










|x|1/2|4 − x|1/2(x2 + η21)
, (3.57)
for any x ∈ R. Then, combining (3.56) with the integral of (3.57), we conclude∣∣∣∣∣ 1π
∫ b
a
f(x)=[p(x+ iη1) − p(x)] dx−
f(0)
2
∣∣∣∣∣ ≲ η1/41 . (3.58)
Similarly to the case |ϕ − 1| ≥ d∗, this bound implies that =p(x + iη1) is of order η1/41

















concluding the computation of Ωf , the leading term of EfN in Theorem 3.2.2.
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.. Fluctuation term
We write the difference ∆N (z) − ∆̂N (z) in a more convenient form to study the integral
in (3.27). The key point is to express it as a derivative (up to an error) to prepare it for an
integration by parts. Let ẑ be defined as ẑ := zϕ
1
2 .
Lemma ... For any η > η0 we have that
∆N (z) − ∆̂N (z) = ∂z







Proof. This lemma, using (3.3), relies on the following large deviation bound (see, e.g.
Lemma 3.1 in [30])












In the following part of the proof, in order to abbreviate our notation, we useG := G(z),
mG := mG(z). Using (3.20) and (3.25), we have






+ 〈x, Gx〉 + 1
)
(−z − ẑmG)
(−z − z 〈x, Gx〉) (−z − ẑmG)
+ (−1 − ϕ
1
2mG − ẑm′G) (−z − z 〈x, Gx〉)
(−z − z 〈x, Gx〉) (−z − ẑmG)
.
(3.61)
Now we claim that
∆N (z) − ∆̂N (z) = ∂z
z 〈x, Gx〉 − ẑmG
−z − ẑmG
+ E ,
with an error term E we will determine along the proof. We start with
∂z















− (−1 − ϕ
1
2mG − ẑm′G) (z 〈x, Gx〉 − ẑmG)
(−z − ẑmG)2
. (3.63)
UsingmG(z) = 1MTrG(z) andm
′
G(z) = 1MTrG
2(z) we write the r.h.s. of (3.61) as
∆N (z) − ∆̂N (z) =







(−z − ẑmG) − (z 〈x, Gx〉 − ẑmG)
− (−1 − ϕ
1
2mG − ẑm′G) (z 〈x, Gx〉 − ẑmG)
(−z − ẑmG)2 − (−z − ẑmG) (z 〈x, Gx〉 − ẑmG)
.
(3.64)
By (3.28), (3.60) and the bound in (3.16) it follows that


































Note that the leading term in the denominators in (3.64) is separated away from zero
since −z−ẑmϕ−1(z) = [mϕ−1(z)]−1, by (3.7) and (3.11). Thus these denominators are stable






and comparing (3.63) and (3.64), we conclude that
∆N (z) − ∆̂N (z) = ∂z







In estimating various error terms along the proof we used that zmG(z) = O≺(1) (by (3.28)




by (3.15) and (3.16).




















z 〈x, G(z)x〉 − ẑmG(z)
−z − ẑmG(z)
dηdx+ O≺




with ẑ0 := ϕ
1
2 z0. Then, we continue with the estimate
z 〈x, G(z)x〉 − ẑmG(z)
−z − ẑmG(z)












































where in the last step we used that by (3.22) and (3.65) it follows







The leading order expression for FN has zero mean, hence we can start computing the

























3.4. Mean and variance computation
When we use the expectation E we frequently use the property that if X and Y are
random variables with X = O≺(Y ), Y ≥ 0 and |X| ≤ NC for some constant C, then
E|X| ≺ EY , or, equivalently, E|X| ≤ N ϵEY for any ϵ > 0 and N ≥ N0(ϵ). To compute


























We will often use the following identity for any z, w ∈ C:
(=z)(=w) = 1
2
<(zw − zw). (3.71)




















where we used that X(z) = X(z) and g(z) = g(z). In the following we use the short
notation G = G(z), G′ = G(z′).










































































where we used that Ex2i = EX̃2i1 = σ2√MN and E|xi|
4 = E|X̃i1|4 = σ4MN for each
i = 1, . . . ,M . In the last step we also used (3.29).








i,j=1, i 6=j GijG
′
ij in terms ofmϕ andmϕ−1 .
39
3. FLUCTUATIONS FOR LINEAR EIGENVALUE STATISTICS OF SAMPLE COVARIANCE MATRICES
Lemma ... For z = x + iη, z′ = x′ + iη′, η, η′ > η0, with |z −
√
ϕ| ≤ 10 and
|z′ −
√


















































Proof. To prove this lemma we change our point of view and we study the linearized prob-
lem. We remark that (3.76), being a tracial quantity, could still be analyzed without lin-
earization, but (3.77) cannot. For brevity we use the proof with linearization for both cases.







We introduced this bigger matrix H to studyW , since H has the advantage that all nonzero
elements are i.i.d. random variables (modulo symmetry) and it carries all information on
the matricesW = X∗X andXX∗ we are studying. Indeed, H2 with diagonal blocksX∗X
and XX∗ has the same non zero spectrum asW (with double multiplicity).
To prove (3.76) we define the resolvents





























where we chose the branch of
√
z which lies in H.
In the following we state some fundamental properties of the Gram matrix H and of
its resolvent G (for a detailed description see [10] and [12]). Let m1,m2 : H → H be the
unique solutions of the system {
− 1m1 = ζ + ϕ
1
2m2,
− 1m2 = ζ + ϕ
− 12m1.
(3.81)
Then, for each ζ ∈ H (see [12]) we have
|Gij(ζ) − δijm1(ζ)| ≺
1√
N=ζ
, i, j = 2, . . . N,
|Gij(ζ) − δijm2(ζ)| ≺
1√
N=ζ
, i, j = N + 1, . . . , N +M.
(3.82)
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. Indeed, =ζ = η<ζ ≳
η, since |ζ| ≲ 1 under the hypothesis |z −
√
ϕ| ≤ 10 and (3.4). Hence all along the proof
we will estimate the error terms only in terms of η. We will use ζ as the argument of the
resolvent G, with ζ =
√
z.
In particular m1 and m2 are Stieltjes transforms of symmetric probability measures on













and they are related in the following way: −
1
mϕ(z) = z + zϕ
1
2mϕ−1(z)
− 1mϕ−1 (z) = z + zϕ
− 12mϕ(z).
(3.84)
By (3.83), using that an analogue of (3.16) holds substitutingϕwithϕ−1 (see proof of Lemma
3.3.2 in Appendix A), we have that
|ϕ−
1
4m1(z)| ≤ 1 − cη, |ϕ
1
4m2(z)| ≤ 1 − cη. (3.85)
Next, we use a resolvent expansion to express the resolvents of H and H2 in terms of







and G[T ](ζ) := (H[T ] − ζ)−1, (3.86)




:= 1(i /∈ T )1(j /∈ T )Hij . (3.87)
Let γij denote the entries of the matrix H, i.e. γij = Xij for i = N + 1, . . . N + M ,
j = 2, . . . , N , γij = γji for i = 2, . . . , N , j = N + 1, . . . N +M and γij = 0 otherwise.
From now on we abandon the convention in Remark 3.2.1 about Greek letters for columns
indices and we use only i, j, k, . . . We use the one sided expansion for the resolvent of H,







ik γkj . (3.88)
Notice that here G[j]ik is independent of γkj since H has independent elements.
By the definition of H2 and (3.80), using the identification ζ =
√
z choosing the branch
of
√






































3. FLUCTUATIONS FOR LINEAR EIGENVALUE STATISTICS OF SAMPLE COVARIANCE MATRICES
We introduce the shorthand notation Gij := Gij(ζ), G′ij := Gij(ζ ′). By (3.82), for















ji, that is the first term in the second
equality of (3.89).




ji is close to
∑
i 6=j EjGijG′ji where
Ej(·) := E(·|H[j]) denotes the conditional expectation with respect to the matrix H[j].
This result is a special case of the fluctuation averaging analysis presented in [80], in fact its
very elementary version given in Proposition 6.1 of [80] suffices. No other input from the
technically involved paper [80] is used for the proof of (3.91). More precisely, for any fixed


























Nη′. Indeed, by [80, Eq. (4.5)],
the left hand side of (3.91) is exactly the left hand side of [80, Eq. 6.1] after the associations
a = (i), µ = (j), w(a) = w(i) = N−1, F = {j} and ∆ being the graph of degree
deg(∆) = 2 corresponding to GijG′ji. Now we explain the single modification in the proof
of Proposition 6.1 in [80] that leads to (3.91).
We recall that the main strategy in the proof of Proposition 6.1 in [80] is to compute
the p-th moment of the sum
∑
j(1 − Ej)GijG′ji. Expanding the p-th power yields a p-
fold summation
∑
j1,j2,...,jp . For any fixed choice of these indices, we successively expand
the resolvent entries as much as possible, in order to create factors partially independent of
each other using the resolvent expansion (3.90) for terms of the form G[T ]ik , with i, k /∈ T ,
and its analogues for 1/G[T ]ii from [80, Eq. (3.13)]. Here the set T is a subset of the actual
summation indices j1, j2, . . . , jp. After taking the expectation and using that E(1 − Ej) =
0, a simple power counting shows that only those terms remain nonzero that have many
resolvent factors. Then, after that each factor is expanded as described above, we use the
bound |Gij(z)| ≤ 1/
√
N=z, given by the local law in (3.82) for i 6= j. In particular, in the
proof of Proposition 6.1 in [80] the resolvent expansions and the bounds given by the local
law are used only for single resolvent entries. Hence, the proof of Proposition 6.1 [80] works
verbatim for our case when different spectral parameter are considered, just in the estimates
the different η’s have to be carried. As a consequence, the error term in the r.h.s of (3.91),
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Note that we used (3.83) and (3.85) to estimate the error terms. Using (3.90) the resolvent





























































1 −m1(ζ)m1(ζ ′)m2(ζ)m2(ζ ′)
+ O≺ (Ψ) . (3.96)
In estimating the error term we used a lower bound for the denominator. Indeed, using
(3.83) and (3.85), we have that
|1 −m1(ζ)m1(ζ ′)m2(ζ)m2(ζ ′)| ≥ 1 − |m1(ζ)m1(ζ ′)m2(ζ)m2(ζ ′)| ≳ (η + η′). (3.97)
Notice that in the right hand side of (3.96) the deterministic term depends only onm1
and m2. Moreover, using the notation Ĝ(ζ) := (−H − ζ)−1 and that m1 and m2 are
Stieltjes transforms of symmetric distributions, by (3.82) we have that∣∣∣Ĝij(ζ) − δijm1(ζ)∣∣∣ ≺ 1√
Nη
, i, j = 2, . . . , , N (3.98)∣∣∣Ĝij(ζ) − δijm2(ζ)∣∣∣ ≺ 1√
Nη
, i, j = N + 1, . . . , N +M. (3.99)
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In (3.98) and (3.99) we used that =ζ ≳ η. This means that the leading order deterministic
term of each term in (3.89) is exactly the same. Hence, combining (3.89), (3.96) and (3.83)
we conclude (3.76). The proof of (3.77) is analogous.
Before proceeding, we recall that fC(z) is supported in [a, b] × [−10, 10], where a =
γ− −3, b = γ+ +3 and γ−, γ+ are the spectral edges. Furthermore, we recall that, by (3.44),
wϕ = −zmϕ(z)mϕ−1(z), where wϕ(z) is the Stieltjes transform of the Wigner semicircle




2 , hence wϕ(z) is a solution of the self consistent equation (3.43).
We now plug (3.75)–(3.77) into the integral in (3.72). Integrating the error terms in
(3.75)–(3.77) and using that |g(z)| ≤ C|z|
1
2 (see (3.16) and (3.22)) we get an error term of the
magnitude N−
7
6 . The denominators in (3.76) and (3.77) are expanded into geometric series
whose convergence follows from (3.83) and (3.97). Hence, using (3.44), we conclude that if






































































































































where we used Lemma 3.4.4 and
∂ηfC(z0)
i
= ∂xfC(z0) + O(η0) = f ′(x) + O≺(η0), (3.107)
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In the last equality we used that =∂ηfC(z0)i = O≺(η0) by (3.107). We want to use the same
approximation in the first integral as well. However, the geometric series converges only
slowly, so we need to ensure summability. The following lemma prepares us for that (see
Lemma 3.7 in [89]).
Lemma ... There exists an N-independent constant C > 0 such that for z0 = x + iη0 and









≤ C| log η0|. (3.113)













f ′(x)f ′(x′) dxdx′
(3.114)




































For small η0 and (x, x′) outside the square [γ−, γ+]2 the integral of (3.116) is negligible.
Indeed, outside [γ−, γ+]2 we have that 1 − |wϕ(z)|2 
√
κx + η by Lemma 3.6 in [31],
where κx = min{|γ+ − x|, |γ− − x|}.
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(x′ − γ−)(γ+ − x′)
(x− x′)2 + η20
+ O≺(η0).
(3.117)
The expression η0(x−x′)2+η20 acts like πδ(x






(x− x′)2 + η2
h(x′) dx′ = πh(x)
in L2-sense. Working out an effective error term for h ∈ H1 and using the explicit expres-








(x− γ−)(γ+ − x) dx




















This computation gives the explicit expression of Vf in (3.10) for σ2 = 0.
When σ2 6= 0 we have to consider (3.77) and so, using a similar analysis, we have to add
















For the special case |σ2| = 1 the expressions in (3.76) and (3.77) are exactly the same,
hence we define Vσ2 := Vf,1. This holds true in particular for the case X ∈ RM×(N−1)
when σ2 = 1 automatically.















that is close to (3.118) by an O(η0) error using that |wϕ(z0) −wϕ(x)| ≲ η0[(x− γ−)(γ+ −
x)]−
1
2 and |1 − |σ2|2wϕ(x)wϕ(x′)| ≥ 1 − |σ2|2. Notice that from (3.119) easily follows that













. Computation of the higher order moments of FN











3.5. Computation of the higher order moments of FN
where g(z) and A(z) are defined in (3.70). We remark that for the proof of the normality
of FN it would be sufficient to show that the quadratic form 〈x, G(z)x〉 has a Gaussian
fluctuation conditioned on G and then separately show that the quadratic variation of G is
negligible. Here we follow a more robust path that gives an effective control on all higher
moments as well without essentially no extra effort since the fluctuation averaging mecha-
nism used already in the proof of Lemma 3.4.6 directly extends to higher moments. Thus,
using a similar approach to the one we used to compute the variance of FN , we start com-
puting
E[A(z1) . . . A(zk)]
for any k ∈ N and zl ∈ C \ R, with l = 1, . . . , k. We recall that E1 := E(·|X) is
the conditional expectation conditioned on the matrix X . This leads to products of cyclic
expressions of the form Gj1j2Gj2j3 . . . Gjk−1jk .
Notation. A multiple summation with a star
∑∗
j1,...,jk
indicates that the sum is per-
formed over distinct indices.
In the following we prove that the leading order term of the k-th moment of FN is
given by cycles of length two, hence cyclic products with at least three terms are actually of
lower order:













































≺ |z1 . . . zk|
− 12√







where G(l) := G(zl), zl ∈ C \ R with ηl = |=zl| for l = 1, . . . , k and Ej1+N :=
E(·|H[j1+N ]), with H[j1+N ] defined in (3.87). Moreover, the same bounds hold true when any
of theG(l) are replaced by their transposes or Hermitian conjugates.
Proof. The proof is similar to the proof of Lemma 4.1 in [89], so we will skip some details.
However, an additional step in needed, see (3.129) later.




























for any ϵ > 0, which implies (3.120) by the definition of ≺ in Definition 3.4.2.
We use linearization again to express the resolvents G(1), . . . , G(k) of the matrix XX∗
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· (G(ζl) − G(−ζl)) , (3.123)
with ζ2l = zl (see (3.80)). We have to find a self consistent equation for each term in the



















Using the resolvent identity G(1) = 1ζ1 [H








































where γij , with i, j ∈ {2, . . . , N +M}, are the entries of the big matrix H.
We use the standard cumulant expansion
Ehf(h) = EhEf(h) + Eh2Ef ′(h) + O
(
E











where f is any smooth function of a real random variable h, such that the expectations exist










































where ik+1 = i1 and R is the error term resulting from the cumulant expansion.
Using the expression for the derivative of the resolvent
∂Gij
∂γkl
= −GikGlj + GilGkj
1 + δkl
and the local law by (3.82) for the resolvent of the Gram matrix H, summing over n, the






































3.5. Computation of the higher order moments of FN
with n 6= i1, i2 and η := η1 . . . ηk. If n is equal to i1 or i2 we use the trivial bound.
Using the same computations of Lemma 4.1 in [89], if a 6= k the second term of the right-













































































Here an additional argument is needed compared to [89]. To get a similar expression to
(3.128) we need to have that all the indices of the resolvents in the previous expression are in
the set {N + 1, . . . , N +M}, but this is not the case since n ∈ {2, . . . , N}. Hence using








and the one side resolvent expansion in (3.88) as


























































































where in the last equality we used (3.97) and, since (3.16) holds true also substituting ϕ with
ϕ−1 (see proof of Lemma 3.3.2 in Appendix A), that |m2| ≤ ϕ−
1
4 ≤ 1 to estimate the error.
With these computations we conclude the estimate of the first term in the right-hand side
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of (3.122). Notice that the estimate of the error in (3.132) depends only on the Stieltjes
transforms m1 and m2, hence, using a similar argument as in the proof of Lemma 3.4.6,
we conclude that all the terms in the right-hand side of (3.122) give the same contribution.
This concludes the proof of (3.120).
The proof of (3.121), using the equality in (3.123), is exactly the same of (3.120) using that

















































The previous expression only depends onm2 and so using the same argument as before we
conclude the proof of (3.121).
The proof forX ∈ CM×(N−1) is omitted since is similar to the real case after replacing
the cumulant expansion by its complex variant (Lemma 7.1 in [112]).
Notice that the estimates of Lemma 3.5.1 hold also without the expectation:




































. . . G
(k−1)
jk−1jk
≺ |z1 . . . zk|
− 12√







Proof. First, we recall that G(z), z ∈ C \ R, is the resolvent of the linearized matrix H. In
order to prove the bounds (3.133)–(3.134), we rely on [80, Proposition 6.1] with exactly the
same modification as in the proof of (3.91), i.e. the case when different resolvent factors G
















is smaller than the bound given by the local law of an additional factor 1/
√
Nη1 + · · · +
1/
√
Nηk. Hence, the bounds in (3.133) and (3.134) follow by Lemma 3.5.1, using the relation
(3.123) and that Gij = GN+i,N+j for i, j = 1, . . . ,M .
The following lemma shows that the leading order terms of E1A(z1) . . . A(zk) are the
cycles of length two (see the proof of Lemma 4.3 in [89]).
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3.A. Proof of Lemma 3.3.2.
Lemma ... For each k ≥ 2 and z1, . . . , zk ∈ C with |=zl| = ηl > 0 we have that







 |z1 . . . zk|− 12√








where [k] := {1, . . . , k} and P2(L) is the set of pairings of the set L.



































































In this way we conclude the computations of the moments for each k ≥ 1 and so with
this result we have shown that the random variable
√
N(fN − Ωf ) converges in distri-
bution to a Gaussian random variable ∆f with mean zero and variance Vf and that any
fixed moment of
√
N(fN − Ωf ) converges to the corresponding Gaussian moment with







.A Proof of Lemma ...





2 defined as in (3.42). By the proof of Lemma 3.7 in [89] and Lemma 3.6 in [31],
for each z = x+ iη such that |z −
√
ϕ| ≤ 10, we have that
c ≤ |wϕ(z)| ≤ 1, |1 − wϕ(z)2| 
√
κx + η, =wϕ(z) 

√
κx + η ifx ∈ [γ−, γ+]
η√
κx+η ifx /∈ [γ−, γ+],
(3.139)
where κx = min{|γ+ −x|, |γ− −x|},wϕ(z) :=
√
ϕ(1+zmϕ−1(z)) and c > 0 is a constant
independent of ϕ.
Proof of Lemma ... Let z̃ := zϕ−
1





2 ) and − 1z̃mϕ = ϕ
1




2 ) (see (3.7)), we get
=mϕ
|mϕ|2
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Combining these equalities we obtain




By our hypotheses |z −
√
ϕ| ≤ 10 and ϕ ≥ 1, we have that η ≤ 10 and that there exists
a constant d > 0 independent of ϕ such that |z| ≤ d
√
ϕ. Furthermore, from (3.140) and
=(z̃mϕ) = =wϕ−1 ≤ 1 we have =mϕ ≤ C|mϕ|2, with C > 0 some constant independent
of ϕ. We conclude that
|z̃|2|mϕ|4 = 1 −
|mϕ|2 + ϕ−1|z|2
=mϕ + η(ϕ−1)|z|2
η ≤ 1 − 2c̃η,
for any ϕ ≥ 1. The above inequality proves the bound in (3.16).
Furthermore, since wϕ(z) = −zmϕ(z)mϕ−1(z) by (3.44) and using that, by similar
computations substituting ϕ with ϕ−1, we have an upper bound as in (3.16) for |mϕ−1 | and
that |wϕ| ≥ c from (3.139), we also obtain the lower bound in (3.16). Note that by a direct
computation, substituting ϕ with ϕ−1, we get a lower bound as in (3.16) also for |mϕ−1 |.
Finally, since
1 − w2ϕ(z) = 1 − wϕ(z)wϕ−1(z) = zmϕ(z) + zmϕ−1(z) + z2mϕ(z)mϕ−1(z),
using (3.84) for zmϕ−1(z) in the right-hand side, we get
∣∣∣1 − zϕ− 12mϕ(z)2∣∣∣ = |1 − w2ϕ(z)||zmϕ−1(z)| .




2 , we conclude





κx + η. (3.141)









obtained differentiating (3.7), we also get the bound in (3.17) for |mϕ(z)′|.
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Cusp Universality for Random Matrices II: The Real
Symmetric Case 4
We prove that the local eigenvalue statistics of real symmetric Wigner-type matrices near
the cusp points of the eigenvalue density are universal. Together with the companion
paper [], which proves the same result for the complex Hermitian symmetry class, this
completes the last remaining case of the Wigner-Dyson-Mehta universality conjecture
after bulk and edge universalities have been established in the last years. We extend the
recent Dyson Brownian motion analysis at the edge [] to the cusp regime using the
optimal local law from [] and the accurate local shape analysis of the density from [,
]. We also present a novel PDE-based method to improve the estimate on eigenvalue
rigidity via the maximum principle of the heat flow related to the Dyson Brownian
motion.
Published as G. Cipolloni et al., Cusp universality for random matrices, II: The real sym-
metric case, Pure Appl. Anal. , 615–707 (2019), MR4026551.
. Introduction
We considerWigner-typematrices, i.e.N×N Hermitian randommatricesH with indepen-
dent, not necessarily identically distributed entries above the diagonal; a natural generaliza-
tion of the standard Wigner ensembles that have i.i.d. entries. The Wigner-Dyson-Mehta
(WDM) conjecture asserts that the local eigenvalue statistics are universal, i.e. they are in-
dependent of the details of the ensemble and depend only on the symmetry type, i.e. on
whether H is real symmetric or complex Hermitian. Moreover, different statistics emerge
in the bulk of the spectrum and at the spectral edges with a square root vanishing behavior
of the eigenvalue density. The WDM conjecture for both symmetry classes has been proven
for Wigner matrices, see [90] for complete historical references. Recently it has been ex-
tended to more general ensembles including Wigner-type matrices in the bulk and edge
regimes; we refer to the companion paper [83] for up to date references.
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The key tool for the recent proofs of the WDM conjecture is the Dyson Brownian mo-
tion (DBM), a system of coupled stochastic differential equations. The DBM method has
evolved during the last years. The original version, presented in the monograph [90], was
in the spirit of a high dimensional analysis of a strongly correlated Gibbs measure and its
dynamics. Starting in [91] with the analysis of the underlying parabolic equation and its
short range approximation, the PDE component of the theory became prominent. With
the coupling idea, introduced in [39, 42], the essential part of the proofs became fully de-
terministic, greatly simplifying the technical aspects. In the current paper we extend this
trend and use PDE methods even for the proof of the rigidity bound, a key technical input,
that earlier was obtained with direct random matrix methods.
The historical focus on the bulk and edge universalities has been motivated by the
Wigner ensemble since, apart from the natural bulk regime, its semicircle density van-
ishes as a square root near the edges, giving rise to the Tracy-Widom statistics. Beyond
the Wigner ensemble, however, the density profile shows a much richer structure. Already
Wigner matrices with nonzero expectation on the diagonal, also called deformed Wigner en-
semble, may have a density supported on several intervals and a cubic root cusp singularity in
the density arises whenever two such intervals touch each other as some deformation param-
eter varies. Since local spectral universality is ultimately determined by the local behavior
of the density near its vanishing points, the appearance of the cusp gives rise to a new type
of universality. This was first observed in [50] and the local eigenvalue statistics at the cusp
can be explicitly described by the Pearcey process in the complex Hermitian case [204]. The
corresponding explicit formulas for the real symmetric case have not yet been established.
The key classification theorem [4] for the density of Wigner-type matrices showed that
the density may vanish only as a square root (at regular edges) or as a cubic root (at cusps);
no other singularity may occur. This result has recently been extended to a large class of
matrices with correlated entries [14]. In other words, the cusp universality is the third and
last universal spectral statistics for random matrix ensembles arising from natural general-
izations of the Wigner matrices. We note that invariant β-ensembles may exhibit further
universality classes, see [62].
In the companion paper [83] we established cusp universality for Wigner-type matrices
in the complex Hermitian symmetry class. In the present work we extend this result to the
real symmetric class and even to certain space-time correlation functions. In fact, we show
the appearance of a natural one-parameter family of universal statistics associated to a family
of singularities of the eigenvalue density that we call physical cusps. In both works we follow
the three step strategy, a general method developed for proving local spectral universality for
random matrices, see [90] for a pedagogical introduction. The first step is the local law
or rigidity, establishing the location of the eigenvalues with a precision slightly above the
typical local eigenvalue spacing. The second step is to establish universality for ensembles
with a tiny Gaussian component. The third step is a perturbative argument to remove this
tiny Gaussian component relying on the optimal local law. The first and third steps are
insensitive to the symmetry type, in fact the optimal local law in the cusp regime has been
established for both symmetry classes in [83] and it completes also the third step in both
cases.
There are two different strategies for the second step. In the complex Hermitian sym-
metry class, the Brézin-Hikami formula [49] turns the problem into a saddle point analysis
for a contour integral. This direct path was followed in [83] relying on the optimal local law.
In the real symmetric case, lacking the Brézin-Hikami formula, only the second strategy
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via the analysis of Dyson Brownian motion (DBM) is feasible. This approach exploits the
very fast decay to local equilibrium of DBM. It is the most robust and powerful method
up to now to establish local spectral universality. In this paper we present a version of this
method adjusted to the cusp situation. We will work in the real symmetric case for definite-
ness. The proof can easily be modified for the complex Hermitian case as well. The DBM
method does not explicitly yield the local correlation kernel. Instead it establishes that the
local statistics are universal and therefore can be identified from a reference ensemble that
we will choose as the simplest Gaussian ensemble exhibiting a cusp singularity.
In this paper we partly follow the recent DBM analysis at the regular edges [131] and
we extend it to the cusp regime, using the optimal local law from the companion paper [83]
and the precise control of the density near the cusps [7, 14]. The main conceptual difference
between [131] and the current work is that we obtain the necessary local law along the time
evolution of DBM via novel DBM methods in Section 4.6. Some other steps, such as the
Sobolev inequality, heat kernel estimates from [41] and the finite speed of propagation [39,
91, 131], require only moderate adjustments for the cusp regime, but for completeness we
include them in the Appendix. The comparison of the short range approximation of the
DBM with the full evolution, Lemma 4.7.2 and Lemma 4.C.1, will be presented in detail
in Section 4.7 and in Appendix 4.C since it is more involved in the cusp setup, after the
necessary estimates on the semicircular flow near the cusp are proven in Section 4.4.
We now outline the novelties and main difficulties at the cusp compared with the edge
analysis in [131]. The basic idea is to interpolate between the time evolution of two DBM’s,
with initial conditions given by the original ensemble and the reference ensemble, respec-
tively, after their local densities have been matched by shift and scaling. Beyond this com-
mon idea there are several differences.
The first difficulty lies in the rigidity analysis of the DBM starting from the interpolated
initial conditions. The optimal rigidity from [83], that holds for very general Wigner-type
matrices, applies for the flows of both the original and the reference matrices, but it does
not directly apply to the interpolating process. The latter starts from a regular initial data
but it runs for a very short time, violating the flatness (i.e. effective mean-field) assumption
of [83]. While it is possible to extend the analysis of [83] to this case, here we chose a
technically lighter and conceptually more interesting route. We use the maximum principle
of the DBM to transfer rigidity information on the reference process to the interpolating
one after an appropriate localization. Similar ideas for proving rigidity of the β-DBM flow
has been used in the bulk [114] and at the edge [1].
The second difficulty in the cusp regime is that the shape of the density is highly unstable
under the semicircular flow that describes the evolution of the density under the DBM. The
regular edge analysed in [131] remains of square root type along its dynamics and it can be
simply described by its location and its multiplicative slope parameter — both vary regularly
with time. In contrast, the evolution of the cusp is a relatively complicated process: it starts
with a small gap that shrinks to zero as the cusp forms and then continues developing a
small local minimum. Heavily relying on the main results of [14], the density is described
by quite involved shape functions, see (4.3c), (4.3e), that have a two-scale structure, given in
terms of a total of three parameters, each varying on different time scales. For example, the
location of the gap moves linearly with time, the length of gap shrinks as the 3/2-th power
of the time, while the local minimum after the cusp increases as the 1/2-th power of the
time. The scaling behavior of the corresponding quantiles, that approximate the eigenvalues
by rigidity, follows the same complicated pattern of the density. All these require a very
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precise description of the semicircular flow near the cusp as well as the optimal rigidity.
The third difficulty is that we need to run the DBM for a relatively long time in order
to exploit the local decay; in fact this time scale, N−1/2+ϵ is considerably longer than the
characteristic time scale N−3/4 on which the physical cusp varies under the semicircular
flow. We need to tune the initial condition very precisely so that after a relatively long time
it develops a cusp exactly at the right location with the right slope.
The fourth difficulty is that, unlike for the regular edge regime, the eigenvalues or quan-
tiles on both sides of the (physical) cusp contribute to the short range approximation of the
dynamics, their effect cannot be treated as mean-field. Moreover, there are two scaling
regimes for quantiles corresponding to the two-scale structure of the density.
Finally, we note that the analysis of the semicircular flow around the cusp, partly com-
pleted already in the companion paper [83], is relatively short and transparent despite its
considerably more complex pattern compared to the corresponding analysis around the reg-
ular edge. This is mostly due to strong results imported from the general shape analysis [7].
Not only the exact formulas for the density shapes are taken over, but we also heavily rely
on the 1/3-Hölder continuity in space and time of the density and its Stieltjes transform,
established in the strongest form in [14].
Notations and conventions. We now introduce some custom notations we use throughout
the paper. For integers n we define [n] := {1, . . . , n}. For positive quantities f, g, we
write f ≲ g and f ∼ g if f ≤ Cg or, respectively, cg ≤ f ≤ Cg for some constants
c, C that depend only on the model parameters, i.e. on the constants appearing in the basic
Assumptions (4.A)–(4.C) listed in Section 4.2 below. Similarly, we write f  g if f ≤ cg
for some tiny constant c > 0 depending on the model parameters. We denote vectors by
bold-faced lower case Roman letters x,y ∈ CN , and matrices by upper case Roman letters
A,B ∈ CN×N . We write 〈A〉 := N−1 TrA and 〈x〉 := N−1
∑
a∈[N ] xa for the averaged
trace and the average of a vector. We often identify diagonal matrices with the vector of its
diagonal elements. Accordingly, for any matrix R, we denote by diag(R) the vector of its
diagonal elements, and for any vector r we denote by diag(r) the corresponding diagonal
matrix.
We will frequently use the concept of “with very high probability” meaning that for any
fixed D > 0 the probability of the event is bigger than 1 −N−D if N ≥ N0(D).
Acknowledgement. The authors are very grateful to Johannes Alt for his invaluable con-
tribution in helping improve several results of [14] tailored to the needs of this paper.
. Main results
For definiteness we consider the real symmetric case H ∈ RN×N . With small modifica-
tions the proof presented in this paper works for complex Hermitian case as well, but this
case was already considered in [83] with a contour integral analysis. LetW = W ∗ ∈ RN×N
be a symmetric randommatrix andA = diag(a) be a deterministic diagonalmatrix with en-
tries a = (ai)Ni=1 ∈ RN . We say thatW is of Wigner-type [6] if its entries wij for i ≤ j are
centred, Ewij = 0, independent random variables. We define the variance matrix or self-
energy matrix S = (sij)Ni,j=1, sij := Ew2ij . In [6] it was shown that as N tends to infinity,
the resolventG(z) := (H−z)−1 of the deformedWigner-type matrixH = A+W entrywise
approaches a diagonal matrix M(z) := diag(m(z)) for z ∈ H := {z ∈ C|=z > 0}. The
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= z − ai +
N∑
j=1
sijmj(z), z ∈ H := {z ∈ C|=z > 0}, i ∈ [N ]. (4.1)
We call M or m the self-consistent Green’s function. The normalised trace 〈M〉 of M is the
Stieltjes transform 〈M(z)〉 =
∫
R(τ − z)−1ρ(dτ) of a unique probability measure ρ on R
that approximates the empirical eigenvalue distribution ofA+W increasingly well asN →
∞. We call ρ the self-consistent density of states (scDOS). Accordingly, its support supp ρ is
called the self-consistent spectrum. It was proven in [7] that under very general conditions,
ρ(dτ) is an absolutely continuous measure with a 1/3-Hölder continuous density, ρ(τ).
Furthermore, the self-consistent spectrum consists of finitely many intervals with square
root growth of ρ at the edges, i.e. at the points in ∂ supp ρ.
We call a point c ∈ R a cusp of ρ if c ∈ (suppρ)˚ and ρ(c) = 0. Cusps naturally
emerge when we consider a one-parameter family of ensembles and two support intervals of
ρmerge as the parameter value changes. The cusp universality phenomenon is not restricted
to the exact cusp; it also occurs for situations shortly before and after the merging of two
such support intervals, giving rise to a one parameter family of universal statistics. More
precisely, universality emerges if ρ has a physical cusp. The terminology indicates that all
these singularities become indistinguishable from the exact cusp if the density is resolved
with a local precision above the typical eigenvalue spacing. We say that ρ exhibits a physical
cusp if it has a small gap (e−, e+) ⊂ R \ suppρ with e+, e− ∈ supp ρ in its support of size
e+ − e− ≲ N−3/4 or a local minimum m ∈ (supp ρ)˚ of size ρ(m) ≲ N−1/4, cf. Figure 4.1.
Correspondingly, we call the points b := 12(e+ + e−) and b := m physical cusp points,
respectively. One of the simplest models exhibiting a physical cusp point is the deformed
Wigner matrix
H = diag(1, . . . , 1,−1, . . . ,−1) +
√
1 + tW (4.2)
with equal numbers of ±1, and where W is a Wigner matrix of variance E|wij |2 = N−1.
The ensembleH from (4.2) exhibits an exact cusp if t = 0 and a physical cusp if |t| ≲ N−1/2,
with t > 0 corresponding to a small non-zero local minimum and t < 0 corresponding to
a small gap in the support of the self-consistent density. For the proof of universality in the
real symmetric symmetry class we will use (4.2) with W ∼ GOE as a Gaussian reference
ensemble.
N−3/4 N−1/4
FIGURE 4.1: The cusp universality class can be observed in a 1-parameter family of physical
cusps.
Our main result is cusp universality under the real symmetric analogues of the assump-
tions of [83]. Throughout this paper we make the following three assumptions:
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Assumption (.A) (Bounded moments). The entries of the matrix
√
NW have bounded mo-
ments and the expectation A is bounded, i.e. there are positive Ck such that
|ai| ≤ C0, E|wij |k ≤ CkN−k/2, k ∈ N.
Assumption (.B) (Flatness). We assume that the matrix S is flat in the sense sij = Ew2ij ≥
c/N for some constant c > 0.
Assumption (.C) (Bounded self-consistent Green’s function). The scDOS ρ has a physical
cusp point b, and in a neighbourhood of the physical cusp point b ∈ R the self-consistent Green’s
function is bounded, i.e. for positive C, κ we have
|mi(z)| ≤ C, z ∈ [b − κ, b + κ] + iR+.
We call the constants appearing in Assumptions (4.A)–(4.C) model parameters. All
generic constants in this paper may implicitly depend on these model parameters. De-
pendence on further parameters, however, will be indicated.
Remark ... The boundedness of m in Assumption (.C) can be, for example, ensured by as-
suming some regularity of the variance matrix S. For more details we refer to [, Chapter ].
According to the extensive analysis in [7, 14] it follows1 that there exists some small
δ∗ ∼ 1 such that the self-consistent density ρ around the points where it is small exhibits
one of the following three types of behaviours.
(i) Exact cusp. There is a cusp point c ∈ R in the sense that ρ(c) = 0 and ρ(c ± δ) > 0
for 0 6= δ  1. In this case the self-consistent density is locally around c given by








for ω ∈ [−δ∗, δ∗] and some γ > 0.
(ii) Small gap. There is a maximal interval [e−, e+] of size 0 < ∆ := e+ − e−  1 such
that ρ|[e−,e+] ≡ 0. In this case the density around e± is, for some γ > 0, locally given
by



















(1 + 2λ+ 2
√
λ(1 + λ))2/3 + (1 + 2λ− 2
√
λ(1 + λ))2/3 + 1
, λ ≥ 0.
(4.3c)
1The claimed expansions (4.3a) and (4.3d) follow directly from [14, Theorem 7.2(c), (d)]. The error term
in (4.3b) follows from [14, Theorem 7.1(a)], where we define γ according to h therein.
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(iii) Non-zero local minimum. There is a local minimum at m ∈ R of ρ such that 0 <
ρ(m)  1. In this case there exists some γ > 0 such that





























1 + λ2 + λ)2/3 + (
√
1 + λ2 − λ)2/3 − 1
− 1, λ ∈ R. (4.3e)
We note that the choices for the slope parameter γ in (4.3b)–(4.3d) are consistent with (4.3a)
in the sense that in the regimes ∆  ω  1 and ρ(m)3  |ω|  1 the respective formulae
asymptotically agree. The precise form of the pre-factors in (4.3) is also chosen such that in
the universality statement γ is a linear rescaling parameter.
It is natural to express universality in terms of a rescaled k-point function p(N)k which







f(λi1 , . . . , λik) =
∫
Rk
f(x)p(N)k (x) dx (4.4)
for test functions f , where the summation is over all subsets of k distinct integers from [N ].
Theorem ... LetH be a real symmetric or complex Hermitian deformed Wigner-type matrix
whose scDOS ρ has a physical cusp point b such that Assumptions (.A)–(.C) are satisfied. Let
γ > 0 be the slope parameter at b, i.e. such that ρ is locally around b given by (4.3). Then the local
k-point correlation function at b is universal, i.e. for any k ∈ N there exists a k-point correlation
function pGOE/GUEk,α such that for any test function F ∈ C1c (Ω), with Ω ⊂ Rk some bounded




















where the parameter α and the physical cusp b are given by
α :=

0 in case (i)
3 (γ∆/4)2/3N1/2 in case (ii)
− (πρ(m)/γ)2N1/2 in case (iii),
, b :=

c in case (i)
(e− + e+)/2 in case (ii)
m in case (iii),
(4.5)
and c(k) > 0 is a small constant only depending on k. The implicit constant in the error term
depends on k and the diameter of the set Ω.
Remark ... (i) In the complex Hermitian symmetry class the k-point function is given by
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where Ξ is a contour consisting of rays from ±∞eiπ/4 to 0 and rays from 0 to ±∞e−iπ/4,
and Φ is the ray from −i∞ to i∞. For more details we refer to [, , ] and the references
in [].
(ii) The real symmetric k-point function (possibly only a distribution) pGOEk,α is not known explic-
itly. In fact, it is not even known whether pGOEk,α is Pfaffian. We will nevertheless establish
the existence of pGOEk,α as a distribution in the dual of the C1 functions in Section . as the
limit of the correlation functions of a one parameter family of Gaussian comparison models.
Theorem 4.2.2 is a universality result about the spatial correlations of eigenvalues. Our
method also allows us to prove the corresponding statement on space-time universality when
we consider the time evolution of eigenvalues (λti)i∈[N ] according to the Dyson Brownian
motion dH(t) = dBt with initial conditionH(0) = H , where, depending on the symmetry
class, Bt is a complex Hermitian or real symmetric matrix valued Brownian motion. For
any ordered k-tuple τ = (τ1, . . . , τk) with 0 ≤ τ1 ≤ · · · ≤ τk ≲ N−1/2 we then define
the time-dependent k-point function as follows. Denote the unique values in the tuple τ by
σ1 < · · · < σl such that {τ1, . . . , τk} = {σ1, . . . , σl} and denote the multiplicity of σj in
τ by kj and note that
∑


















for test functions f and note that (4.7) reduces to (4.4) in the case τ1 = · · · = τk = 0. We
note that in (4.7) coinciding indices are allowed only for eigenvalues at different times. If
the scDOS ρ of H has a physical cusp in b, then for τ ≲ N−1/2 the scDOS ρτ of H(τ)
also has a physical cusp bτ close to b and we can prove space-time universality in the sense
of the following theorem, whose proof we defer to Appendix 4.A.
Theorem ... LetH be a real symmetric or complex Hermitian deformed Wigner-type matrix
whose scDOS ρ has a physical cusp point b such that Assumptions (.A)–(.C) are satisfied. Let
γ > 0 be the slope parameter at b, i.e. such that ρ is locally around b given by (4.3). Then there
exists a k-point correlation function pGOE/GUEk,α such that for any 0 ≤ τ1 ≤ · · · ≤ τk ≲ N−1/2





















where τ = (τ1, . . . , τk), bτ = (bτ1 , . . . , bτk) and α = α − τN1/2 with α from (4.5) and
c(k) > 0 is a small constant only depending on k. In the case of the complex Hermitian symmetry
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withKα,β as in (4.6).
The analogous version of Theorem 4.2.4 for fixed energy bulk multitime universality has
been proven in [129, Sec. 2.3.1.].
Remark ... The extended Pearcey kernelKα,β in Theorem .. has already been observed for
the double-scaling limit of non-intersecting Brownian bridges [, ]. However, in the random
matrix setting our methods also allow us to prove that the space-time universality ofTheorem ..
extends beyond the Gaussian DBM flow. If the times 0 ≤ τ1 ≤ · · · ≤ τk ≲ N−1/2 are ordered,
then the k-point correlation function of the DBM flow asymptotically agrees with the k-point







τ2 − τ1W2, . . . , H +
√
τ1W1 + · · · +
√
τk − τk−1Wk
for independent standard Wigner matricesW1, . . . ,Wk.
. Ornstein-Uhlenbeck flow
Starting from this section we consider a more general framework that allows for random
matrix ensembles with certain correlation among the entries. In this way we stress that our
proofs regarding the semicircular flow and the Dyson Brownian motion are largely model
independent, assuming the optimal local law holds. The independence assumption on the
entries of W is made only because we rely on the local law from [83] that was proven for
deformed Wigner-type matrices. We therefore present the flow directly in the more general
framework of the matrix Dyson equation (MDE)
1 + (z −A+ S[M(z)])M(z) = 0, A := EH, S[R] := EWRW, (4.8)
with spectral parameter in the complex upper half plane, =z > 0, and positive definite
imaginary part, 12i(M(z) − M(z)
∗) > 0, of the solution M . The MDE generalizes (4.1).
Note that in the deformed Wigner-type case the self-energy operator S : CN×N → CN×N
is related to the variance matrix S by S[diag r] = diag(Sr).




(H̃s −A) ds+ Σ1/2[dBs], Σ[R] :=
β
2
EW TrWR, H̃0 := H,
(4.9)
which preserves expectation and self-energy operator S. Since we consider real symmetric
H , the parameter β indicating the symmetry class is β = 1. In (4.9) with Bs ∈ RN×N we
denote a real symmetric matrix valued standard (GOE) Brownian motion, i.e. (Bs)ij for
i < j and (Bs)ii/
√
2 are independent standard Brownian motions and (Bs)ji = (Bs)ij .
In case H were complex Hermitian, we would have β = 2 and dBs would be an infinites-
imal GUE matrix. This was the setting in [83]. The OU flow effectively adds a small
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Gaussian component of size
√
s to H̃s. More precisely, we can construct a Wigner-type
matrix Hs, satisfying Assumptions (4.A)–(4.C), such that, for any fixed s,
H̃s = Hs +
√
csU, Ss = S − csSGOE, EHs = A, U ∼ GOE, (4.10)
where U is independent of Hs. Here c > 0 is a small universal constant which depends
on the constant in Assumption (4.B), Ss is the self-energy operator corresponding to Hs
and SGOE[R] := 〈R〉 +Rt/N , where 〈·〉 := N−1Tr(·) and Rt denotes the transpose of R.
Since S is flat in the sense S[R] ≳ 〈R〉 and s is small it follows that also Ss is flat.
As a consequence of the well established Green function comparison technique the k-
point function of H = H̃0 is comparable with the one of H̃s as long as s ≤ N−1/4−ϵ for
some ϵ > 0. Indeed, from [83, Eq. (116)] for any F ∈ C1c (Ω), compactly supported C1 test





















where p̃(N)k,s is the k-point correlation function of H̃s, c = c(k) > 0 is some constant.
It follows from the flatness assumption that the matrix Hs satisfies the assumptions
of the local law from [83, Theorem 2.5] uniformly in s  1. Therefore [83, Corollary
2.6] implies that the eigenvalues of Hs are rigid down to the optimal scale. It remains to
prove that for long enough times s the local eigenvalue statistics of Hs +
√
csU on a scale
of 1/γN3/4 around b agree with the local eigenvalue statistics of the Gaussian reference
ensemble around 0 at a scale of 1/N3/4. By a simple rescaling Theorem 4.2.2 then follows
from (4.11) together with the following proposition.
Proposition ... Let t1 := N−1/2+ω1 with some small ω1 > 0 and let t∗ be such that
|t∗ − t1| ≲ N−1/2. Assume thatH(λ) andH(µ) 2 are Wigner-type matrices satisfying Assump-
tions (.A)–(.C) such that the scDOSs ρλ,t∗ , ρµ,t∗ of H(λ) +
√
t∗U




with independent U (λ), U (µ) ∼ GOE have cusps in some points cλ, cµ such that locally around





(r) around the respective physical cusps br,t1 of ρr,t1 , j = 1, 2,






















for anyF ∈ C1c (Ω), with Ω ⊂ Rk a bounded open set. The implicit constant in O(·) may depend
on k and Ω.
Proof of Theorem ... Set s := t1/cθ2 andH(λ) := θHs where c is the constant from (4.10)




t/θ2U), and in particular
H(λ) +
√
t1U = H̃s. Moreover, it follows from the semicircular flow analysis in Section 4.4
that for some t∗ with |t∗ − t1| ≲ N−1/2, the scDOS θρλ,t∗(λ·) of Hs +
√
t∗/θ2U and
thereby also ρλ,t∗ , the one of H(λ) +
√
t∗U , have exact cusps in cλ/θ and cλ, respectively.
2We use the notation H(λ) and H(µ) since we denote the eigenvalues of H(λ) and H(µ) by λi and µi
respectively, with 1 ≤ i ≤ N respectively.
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It follows from the 1/3-Hölder continuity of the slope parameter, cf. [14, Lemma 10.5,
Eq. (7.5a)], that locally around cλ/θ the scDOS of Hs +
√

















1 + O(|ω|1/3 + |t∗ − t1|1/3)
]
.
Whence we can choose θ = γ
[
1 + O(|t1 − t∗|1/3)
]
appropriately such that







and it follows thatH(λ) satisfies the assumptions of Proposition 4.3.1, in particular the slope
parameter of H(λ) +
√
t∗U is normalized to 1. Furthermore, the almost cusp bλ,t1 of
H(λ) +
√
t1U is given by bλ,t1 = θb with b as in Theorem 4.2.2.
We now choose our Gaussian comparison model. For α ∈ R we consider the reference
ensemble
Uα = U (N)α := diag(1, . . . , 1,−1, . . . ,−1)+
√
1 − αN−1/2U ∈ RN×N , U ∼ GOE
(4.12)
with bN/2c and dN/2e times ±1 in the deterministic diagonal. An elementary computation
shows that for evenN andα = 0, the self-consistent density ofUα has an exact cusp of slope
γ = 1 in c = 0, i.e. it is given by (4.3a). For oddN the exact cusp is at distance≲ N−1 away
from 0 which is well below the natural scale of order N−3/4 of the eigenvalue fluctuation
and therefore has no influence on the k-point correlation function. The reference ensemble
Uα has for 0 6= |α| ∼ 1 a small gap of sizeN−3/4 or small local minimum of sizeN−1/4 at
the physical cusp point |b| ≲ 1N , depending on the sign of α. Using the definition in (4.12),
let H(µ) := UN1/2t∗ from which it follows that H
(µ) +
√
t∗U ∼ U0 has an exact cusp in 0
whose slope is 1 by an easy explicit computation in the case of evenN . For oddN the cusp
emerges at a distance of ≲ N−1 away from 0, which is well below the investigated scale.
Thus alsoH(2) satisfies the assumptions of Proposition 4.3.1. The almost cusp bµ,t1 is given
by bµ,t1 = 0 by symmetry of the density ρµ,t1 in the case of even N and at a distance of
|bµ,t1 | ≲ N−1 in the case of odd N . This fact follows, for example, from explicitly solving
the 2d-quadratic equation. The perturbation of size 1/N is not visible on the scale of the
k-point correlation functions.






















with α = N1/2(t∗ − t1), where p(N)k,α,GOE denotes the k-point function of the comparison
model Uα. This completes the proof of Theorem 4.2.2 modulo the comparison of p(N)k,α,GOE
with its limit by relating t∗ − t1 to the size of the gap and the local minimum of ρ via [83,
Lemma 5.1] (or (4.22a)–(4.22c) later) and recalling that θ = γ
[
1 + O(|t1 − t∗|1/3)
]
.
To complete the proof we claim that for any fixed k and α there exists a distribution
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holds for any F ∈ C1c (Ω). We now show that (4.14) is a straightforward consequence
of (4.13).
First notice that, for notational simplicity, we gave the proof of (4.13) only for the case
when H and Uα are of the same dimension, but it works without any modification when
their dimensions are only comparable, see Remark 4.5.2. Hence, applying this result to
a sequence of GOE ensembles U (Nn)α with Nn := (4/3)n, for any compactly supported


























Fix a bounded open set Ω ⊂ Rk and define the sequence of functionals {Jn}n∈N in the














for any F ∈ C1c (Ω). Then, by (4.15) it easily follows that {Jn}n∈N is a Cauchy sequence
on C1c (Ω)∗. Indeed, for anyM > L we have by a telescopic sum



























Thus, we conclude that there exists a unique J∞ ∈ C1c (Ω)∗ such that Jn → J∞ as n → ∞
in norm. Then, (4.16) clearly concludes the proof of (4.14), identifying J∞ = J (Ω)∞ with
pGOEk,α restricted to Ω. Since this holds for any open bounded set Ω ⊂ Rk, the distribu-
tion pGOEk,α can be identified with the inductive limit of the consistent family of functionals
{J (Ωm)∞ }m≥1, where, say, Ωm is the ball of radius m. This completes the proof of Theo-
rem 4.2.2.
. Semicircular flow analysis
In this section we analyse various properties of the semicircular flow in order to prepare
the Dyson Brownian motion argument in Section 4.6 and Section 4.7. If ρ is a probability
density on R with Stieltjes transform m, then the free semicircular evolution ρfct = ρ ⊞√
tρsc of ρ is defined as the unique probability measure whose Stieltjes transformmfct solves
the implicit equation
mfct (ζ) = m(ζ + tmfct (ζ)), ζ ∈ H, t ≥ 0. (4.17)
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4.4. Semicircular flow analysis
Here
√
tρsc is the semicircular distribution of variance t.
We now prepare the Dyson Brownian motion argument in Section 4.7 by providing
a detailed analysis of the scDOS along the semicircular flow. As in Proposition 4.3.1 we
consider the setting of two densities ρλ, ρµ whose semicircular evolutions reach a cusp of
the same slope at the same time. Within the whole section we shall assume the following
setup: Let ρλ, ρµ be densities associated with solutions Mλ,Mµ to some Dyson equations
satisfying Assumptions (4.A)–(4.C) (or their matrix counterparts). We consider the free
convolutions ρλ,t := ρλ ⊞
√
tρsc, ρµ,t := ρµ ⊞
√
tρsc of ρλ, ρµ with semicircular distribu-
tions of variance t and assume that after a time t∗ ∼ N−1/2+ω1 both densities ρλ,t∗ , ρµ,t∗
have cusps in points cλ, cµ around which they can be approximated by (4.3a) with the same
γ = γλ(t∗) = γµ(t∗). It follows from the semicircular flow analysis in [83, Lemma 5.1]
that for 0 ≤ t ≤ t∗ both densities have small gaps [e−r,t, e+r,t], r = λ, µ in their supports,
while for t∗ ≤ t ≤ 2t∗ they have non-zero local minima in some points mr,t, r = λ, µ.
Instead of comparing the eigenvalue flows corresponding to ρλ, ρµ directly, we rather con-
sider a continuous interpolation ρα for α ∈ [0, 1] of ρλ and ρµ. For technical reasons
we define this interpolated density ρα,t as an interpolation of ρλ,t and ρµ,t separately for
each time t, rather than considering the evolution ρα,0 ⊞
√
tρsc of the initial interpolation
ρα,0. We warn the reader that semicircular evolution and interpolation do not commute,
i.e. ρα,t 6= ρα,0⊞
√
tρsc. We now define the concept of interpolating densities following [131,
Section 3.1.1].
Definition ... For α ∈ [0, 1] define the α-interpolating density ρα,t as follows. For any








ρr,t(ω) dω, t∗ ≤ t ≤ 2t∗
be the counting functions and φλ,t, φµ,t their inverses, i.e. nr,t(φr,t(s)) = s. Define now
φα,t(s) := αφλ,t(s) + (1 − α)φµ,t(s) (4.18)
for s ∈ [0, δ∗∗] where δ∗∗ ∼ 1 depends on δ∗ and is chosen in such a way that φα,t is invertible3.
We thus define nα,t(E) to be the inverse of φα,t(s) near zero. Furthermore, for 0 ≤ t ≤ t∗ set
e±α,t := αe±λ,t + (1 − α)e
±
µ,t, (4.19)
ρα,t(e+α,t + E) :=
d
dE
nα,t(E), E ∈ [0, δ∗] (4.20)
and for t ≥ t∗ set
mα,t := αmλ,t + (1 − α)mµ,t, (4.21)
ρα,t(mα,t + E) := αρλ,t(mλ,t) + (1 − α)ρµ,t(mµ,t) +
d
dE
nα,t(E), E ∈ [−δ∗, δ∗].
We define ρα,t(E) for 0 ≤ t ≤ t∗ and E ∈ [e−α,t − δ∗, e−α,t] analogously.
3Invertibility in a small neighbourhood follows from the form of the explicit shape functions in (4.3b)
and (4.3d)
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The motivation for the interpolation mode in Definition 4.4.1 is that (4.18) ensures that
the quantiles of ρα,t are the convex combination of the quantiles of ρλ,t and ρµ,t, see (4.30c)
later. The following two lemmas collect various properties of the interpolating density. Re-
call that ρλ,t and ρµ,t are asymptotically close near the cusp regime, up to a trivial shift, since
they develop a cusp with the same slope at the same time. In Lemma 4.4.2 we show that
ρα,t shares this property. Lemma 4.4.3 shows that ρα,t inherits the regularity properties of
ρλ,t and ρµ,t from [14].
Lemma .. (Size of gaps and minima along the flow). For t ≤ t∗ and r = α, λ, µ the
supports of ρr,t have small gaps [e−r,t, e+r,t] near c∗ of size
∆r,t := e+r,t−e−r,t = (2γ)2










and the densities are close in the sense
ρr,t(e±r,t ± ω) = ρµ,t(e±µ,t ± ω)
[







































for ω ∈ [−δ∗, δ∗]. Here δ∗, δ∗∗ ∼ 1 are small constants depending on the model parameters in
Assumptions (.A)–(.C).
Lemma ... The density ρα,t from Definition .. is well defined and is a 1/3-Hölder con-
tinuous density. More precisely, in the pre-cusp regime, i.e. for t ≤ t∗, we have








for 0 ≤ x ≤ δ∗. Moreover, the Stieltjes transformmα,t satisfies the bounds
|mα,t(e±α,t ± x)| ≲ 1,
|mα,t(e±α,t ± (x+ y)) −mα,t(e±α,t ± x)| ≲
|y||log|y||




for |x| ≤ δ∗/2, |y|  x. In the small minimum case, i.e. for t ≥ t∗, we similarly have





4.4. Semicircular flow analysis
for |x| ≤ δ∗ and




for |x| ≤ δ∗ and |y|  |x|.
Proof of Lemma ... We first consider the two densities r = λ, µ only. The first claims
in (4.22a) and (4.22c) follow directly from [83, Lemma 5.1], while the second claims follow
immediately from the first ones. For the proof of (4.22b) and (4.22d) we first note that by
elementary calculus













1 + O((t∗ − t)1/3)
]
and the claimed approximations follow together with (4.3b) and (4.3d). Here the exact cusp
case t = t∗ is also covered by interpreting 01/3Ψedge(ω/0) = ω1/3/24/3.
In order to prove the corresponding statements for the interpolating densities ρα,t, we
first have to establish a quantitative understanding of the counting function nr,t and its
























for t ≤ t∗ and





















for t ≥ t∗.
Proof of (4.25). We begin with the proof of (4.25a) for r = λ, µ. Recall that the shape
function Ψedge satisfies the scaling ∆1/3Ψedge(ω/∆) ∼ min{ω1/3, ω1/2/∆1/6}. We first
















fromwhichwe conclude the first relation in (4.25a), and by inversion also the second relation.
Together with the estimate for the error integral for ρλ,t(e+λ,t + ω) − ρµ,t(e
+
µ,t + ω) ≲
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we can thus conclude also the third relation in (4.25a).
We now turn to the case t > t∗ where both densities ρλ,t, ρµ,t exhibit a small local










4/3 min{ρ3, q}5/3 + 12qρ6 − 5 min{q, ρ3}3
12ρ5
∼ max{q4/3, qρ}






























from which the third relation in (4.25b) follows. Finally, the claims (4.25a) and (4.25b) for
r = α follow immediately from Definition 4.4.1 and the corresponding statements for
r = λ, µ. This completes the proof of (4.25).
We now turn to the density ρα,t for which the claims (4.22a), (4.22c) follow immediately
from Definition 4.4.1 and the corresponding statements for ρλ,t and ρµ,t. For t ≤ t∗ we
now continue by differentiating E = φr,t(nr,t(E)) to obtain









+ 1 − α
ρµ,t(e+µ,t + φµ,t(s))
)−1
= ρλ,t(e+λ,t + φλ,t(s))
(





from which we can easily conclude (4.22b) for r = α together with (4.22b) for r = λ
and (4.25a). The proof of (4.22d) for r = α follows by the same argument and replacing e+r,t
by mr,t. This finishes the proof of Lemma 4.4.2




αφ′′λ,t(s) + (1 − α)φ′′µ,t(s)(























from which we conclude the claimed bound (4.23a) together with the fact that the densities
ρλ and ρµ fulfil the same bound according to [14, Remark 10.7], and the estimates from
Lemma 4.4.2. Similarly, the bound in (4.24a) follows by the same argument by replacing
e±α,t by mα,t. The bound |ρ′| ≤ ρ−2 on the derivative implies 13-Hölder continuity.
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4.4. Semicircular flow analysis
We now turn to the claimed bound on the Stieltjes transform and compute









ω − ∆α,t − x
dω,















≲ |x|1/3|log x| + |δ∗ − x|1/3,





ω − ∆α,t − x
dω| ≲ |δ∗ − ∆α,t − x|1/3 + |∆α,t + x|1/3|log(∆α,t + x)|,
both using the 1/3-Hölder continuity of ρα,t. The corresponding bounds for x < 0 are
similar, completing the proof of the first bound in (4.23b).












We now turn to the second bound in (4.23b) which is only non-trivial in the case x >
0. To simplify the following integrals we temporarily use the short-hand notations m =
mα,t, e
+ = e+α,t, ρ = ρα,t, ∆ = ∆α,t and compute











where we now focus on the integration regime ω ≥ 0 as this is the regime containing the
two critical singularities. We first observe that∫ δ∗−y
−y
















ρ(e+ + ω + y)
ω − x
dω + O(y),
where the second integral is easily bounded by∫ 0
−y









ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
.
We split the remaining integral into three regimes [0, x/2], [x/2, 3x/2] and [3x/2, δ∗]. In
the first onewe use (4.23a) as well as the scaling relation ρ(e++ω) ∼ min{ω1/3, ω1/2∆−1/6}
to obtain∫ x/2
0





















ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
.
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The integral in the regime [3x/2, δ∗] is completely analogous and contributes the same
bound. Finally, we are left with the regime [x/2, 3x/2] which we again subdivide into
[x− y, x+ y] and [x/2, 3x/2] \ [x− y, x+ y]. In the first of those we have
∫ x+y
x−y










ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
,
while in the second one we obtain∫
[x/2,3x/2]\[x−y,x+y]




ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
∫
[x/2,3x/2]\[x−y,x+y]
|ω − x|−1 dω
≲ |y|| log y|
ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
.
Collecting the various estimates completes the proof of (4.23b).
The second bound in (4.24b) follows by a similar argument and we focus on the most
critical term∫ δ∗/2
−δ∗/2













ρ(m + ω + y) − ρ(m + ω)
ω − x
dω.
Here we can bound the middle integral by∣∣∣∣∫ x+y
x−y














while for the first integral we have∣∣∣∣∣
∫ x−y
−δ∗/2













The third integral is completely analogous, completing the proof of (4.24b).
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.. Quantiles
Finally we consider the locations of quantiles of ρr,t for r = α, λ, µ and their fluctuation
scales. For 0 ≤ t ≤ t∗ we define the shifted quantiles γ̂r,i(t), and for t∗ ≤ t ≤ 2t∗ the












, |i|  N. (4.27)
Notice that for i = 0 we always have γ̂r,0(t) = γqr,0(t) = 0. We will also need to define the
semiquantiles, distinguished by star from the quantiles, defined as follows:
∫ γ̂∗r,i(t)
0






ρr,t(mr,t + ω) dω =
i− 12
N














, −N  i ≤ −1
(4.29)
Note that the definition is slightly different for positive and negative i’s, in particular γ̂∗i ∈
[γ̂i−1, γ̂i] for i ≥ 1 and γ̂∗i ∈ [γ̂i, γ̂i+1] for i < 0. The semiquantiles are not defined for
i = 0.
Lemma ... For 1 ≤ |i|  N , r = α, λ, µ and 0 ≤ t ≤ t∗ we have












0, i > 0
∆r,t, i < 0
γ̂r,i(t) = γ̂µ,i(t)
[









while for t∗ ≤ t ≤ 2t∗ we have
























Moreover, the quantiles of ρα,t are the convex combination
γ̂α,i(t) = αγ̂λ,i(t) + (1 − α)γ̂µ,i(t), γqα,i(t) = αγqλ,i(t) + (1 − α)γqµ,i(t). (4.30c)
Proof. Theproof follows directly from the estimates in (4.25a) and (4.25b). The relation (4.30c)
follows directly from (4.18) in the definition of the α-interpolating density.
4We use a separate variable name γq because in Section 4.8 the name γ̂ is used for the quantiles with respect
to the base point m̃ instead of m.
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.. Movement of edges, quantiles andminima
For the analysis of the Dyson Brownian motion it is necessary to have a precise understand-
ing of the movement of the reference points e±r,t and mr,t, r = λ, µ. For technical reasons
it is slightly easier to work with an auxiliary quantity m̃r,t which is very close to mr,t. Ac-
cording to [83, Lemma 5.1] the minimum mr,t can approximately be found by solving the
implicit equation
m̃r,t = cr − (t− t∗)<mr,t(m̃r,t), m̃r,t ∈ R, r = λ, µ. (4.31a)
The explicit relation (4.31a) is the main reason why it is more convenient to study the move-
ment of m̃t rather than the one of mt. We claim that m̃r,t is indeed a very good approxima-
tion for mr,t in the sense that
|mr,t − m̃r,t| ≲ (t− t∗)3/2+1/4, =mr,t(m̃r,t) = γ2(t− t∗)1/2 + O(t− t∗), r = λ, µ.
(4.31b)
Proof of (4.31b). The first claim in (4.31b) is a direct consequence of [83, Lemma 5.1]. For






For the t-derivative of (semi-)quantiles γr,t, i.e. points such that
∫ γr,t
−∞ ρr,t(x) dx is con-
stant in t, as well as for the minima m̃r,t we have the explicit relations
d
dt
γr,t = −<mr,t(γr,t), (4.31c)
d
dt
m̃r,t = −<mr,t(m̃r,t) + O(t− t∗), t∗ ≤ t ≤ 2t∗. (4.31d)
In particular, for the spectral edges it follows from (4.31c) that
d
dt
e+r,t = −mr,t(e+r,t), 0 ≤ t ≤ t∗. (4.31e)
Proof of (4.31c)–(4.31e). For the proof of (4.31c) we first recall that from the defining equa-
tion (4.17) of the semicircular flow it follows that the Stieltjes transform m = mt(ζ) of ρt
satisfies the Burgers equation
ṁ = mm′ = 1
2
(m2)′, (4.32)





















4.4. Semicircular flow analysis
follows directly from differentiating
∫ γr,t
−∞ ρr,t(x) dx ≡ const.

















so that by definitionmr,t(z) = mr,t∗(z + (t− t∗)mr,t(z)) of the free semicircular flow,
d
dt
mr,t(m̃r,t) = m′r,t∗(m̃r,t + (t− t∗)mr,t(m̃r,t))
[ d
dt





































1 + O((t− t∗)1/2)
]
.
Here we used (4.31a), (4.31b) together with (4.33) in the second step. The third step fol-
lows from taking the t-derivative of (4.31a). The ultimate inequality is again a consequence













and therefore (4.31d) follows by differentiating (4.31a).
.. Rigidity scales
In this section we compute, up to leading order, the fluctuations of the eigenvalues around
their classical locations, i.e. the quantiles defined in Section 4.4.1. Indeed, the computation
of the fluctuation scale for the particles xi(t), yi(t), defined in (4.49), (4.51), will be one of
the fundamental inputs to prove rigidity for the interpolated process in Section 4.6. The
fluctuation scale ηρf (τ) of any density function ρ(ω) around τ is defined via∫ τ+ηρf (τ)
τ−ηρf (τ)
ρ(ω) dω = 1
N
for τ ∈ supp ρ and by the value ηf(τ) := ηf(τ ′) where τ ′ ∈ supp ρ is the edge closest to
τ for τ 6∈ supp ρ. If this edge is not unique, an arbitrary choice can be made between the





















for r = α, λ, µ, while for t∗ ≤ t ≤ 2t∗, 1 ≤ |i|  N we obtain from (4.30b) that
η
ρr,t
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for r = α, λ, µ. In the second relations we used (4.22a) and (4.22c). For reference purposes
we also list for 0 < i, j  N the bounds
|γ̂r,i(t) − γ̂r,j(t)| ∼ max







in case t ≤ t∗ and








in case t > t∗. Furthermore we have
















.. Stieltjes transform bounds
It follows from (4.22b) and (4.22d) that also the real parts of the Stieltjes transforms mα,t,
mλ,t,mµ,t are close. We claim that for r = λ, α, ν ∈ [−δ∗, δ∗] and 0 ≤ t ≤ t∗ we have∣∣∣<[(mr,t(e+r,t + ν) −mr,t(e+r,t))− (mµ,t(e+µ,t + ν) −mµ,t(e+µ,t))]∣∣∣
≲ |ν|1/3
[
|ν|1/3 + (t∗ − t)1/3
]
|log|ν|| + (t∗ − t)11/181(ν ≤ −∆µ,t/2),
(4.39a)
while for t∗ ≤ t ≤ 2t∗ we have∣∣∣<[(mr,t(mr,t + ν) −mr,t(mr,t))− (mµ,t(mµ,t + ν) −mµ,t(mµ,t))]∣∣∣
≲
[




Proof of (4.39). We first recall from Lemma 4.4.3 that also the density ρα,t is 1/3-Hölder
continuous which we will use repeatedly in the following proof. We begin with the proof
of (4.39a) and compute for r = α, λ, µ
<
[












(ω + ∆r,t + ν)(ω + ∆r,t)
dω.
(4.40)












4.4. Semicircular flow analysis
by using (4.22b). Let 0 < ϵ < ν/2 be a small parameter for which we separately consider
the two critical regimes 0 ≤ ω ≤ ϵ and |ν − ω| ≤ ϵ. We use
ρr,t(e+r,t + ω) ≲ ω1/3 and ρr,t(e+r,t + ω) = ρr,t(e+r,t + ν) + O(|ω − ν|1/3), r = λ, µ,
(4.41)
from the 1/3-Hölder continuity of ρr,t and the fact that the integral over 1/(ω − ν) from




ρr,t(e+r,t + ω) dω
∣∣∣∣ ≲ ∫ ϵ
0















|ω−ν|−2/3 dω+ϵν−2/3 ≲ ϵ1/3+ϵν−2/3.



































ρr,t(e+r,t + ω) − ρµ,t(e+µ,t + ω)
]
dω
∣∣∣∣ ≲ ν1/3((t∗ − t)1/3 + ν1/3)|log ϵ|.
We now consider the difference of the first terms in (4.40) for r = λ, µ and for ν < 0 where
the bound is simpler because the integration regime close to ν does not have to be singled





ρr,t(e+r,t + ω) − ρµ,t(e+µ,t + ω)
]
dω
∣∣∣∣ ≲ |ν|2/3 + (t∗ − t)1/3|ν|1/3.
Finally, it remains to consider the difference of the second terms in (4.40). We first treat





(ω + ∆r,t + ν)(ω + ∆r,t)
−
νρr,t(e−r,t − ω)









2∆r,t + 2ω + |ν|
]
(ω + ∆r,t + ν)2(ω + ∆r,t)2
dω
≲ |∆r,t − ∆µ,t|
∆2/3r,t
− |∆r,t − ∆µ,t|
(∆r,t + |ν|)2/3






(ω + ∆µ,t + ν)(ω + ∆µ,t)
−
νρµ,t(e−µ,t − ω)




≲ |ν|2/3 + (t∗ − t)1/3|ν|1/3.
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Here we used ρr,t(e−r,t − ω) ≲ ω1/3 as well as (4.22a) for the first and (4.22a),(4.22b) for
the second computation. By collecting the various error terms and choosing ϵ = ν2 we
conclude (4.39a).
We define κ := −ν−∆r,t. Thenwe are left with the regime ν < −34∆r,t or equivalently
κ > −14∆r,t and use
mr,t(e+r,t + ν) −mr,t(e+r,t) = (mr,t(e−r,t − κ) −mr,t(e−r,t)) + (mr,t(e−r,t) −mr,t(e+r,t)) ,
as well as
mµ,t(e+µ,t + ν) −mµ,t(e+µ,t) =(mµ,t(e−µ,t − κ+ ∆µ,t − ∆r,t) −mµ,t(e−µ,t − κ))
+ (mµ,t(e−µ,t − κ) −mµ,t(e−µ,t)) + (mµ,t(e−µ,t) −mµ,t(e+µ,t))
(4.42)
in the left hand side of (4.39a). Thus we have to estimate the three expressions,
|<
[(


















mµ,t(e−µ,t − κ+ ∆µ,t − ∆r,t) −mµ,t(e−µ,t − κ)
]
|. (4.43c)
In order to bound the first term we use that estimating (4.43a) for κ ≥ −34∆r,t is equivalent
to estimating the left hand side of (4.39a) for ν ≥ −34∆r,t, i.e. the regime we already con-
sidered above. This equivalence follows by using the reflection A → −A of the expectation
(cf. (4.8)) that turns every left edge e+z,t into a right edge e−z,t. In particular, by the analysis
that we already performed (4.43a) is bounded by |κ|1/3[|κ|1/3 + (t∗ − t)1/3]|log|κ||. Since
|κ| ≤ |ν| this is the desired bound.












for r = α, λ, µ. The summands in (4.44) are treated analogously, so we focus on the first
summand. We split the integrand of the difference between the first summands and estimate
(∆r,t − ∆µ,t)ρr,t(e+r,t + ω)








1/3 + (t∗ − t)1/3)
ω2/3(ω + ∆)











∣∣∣∣∣ ≲ ∆2/3 + ∆1/3(t∗ − t)1/3.
Since |ν| ≳ ∆ this finishes the estimate on (4.43b).
For (4.43c) we use the 1/3-Hölder regularity ofmµ,t and (4.22a) to get an upper bound
∆1/3(t∗ − t)1/9 ≲ (t∗ − t)11/18. This finishes the proof of (4.39a).
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Wenow turn to the case of a small localminimum in (4.39b) and compute for r = α, λ, µ
and ν 6= 0 that
<
[








Without loss of generality, we consider the case ν > 0 as ν < 0 is completely analogous.
As before, we first pick a threshold ϵ ≤ ν/2 and single out the integration over [−ϵ, ϵ] and
[ν − ϵ, ν + ϵ]. From the 1/3-Hölder continuity of ρr,t we have, for r = λ, µ,












∣∣∣∣ ≲ ∫ ϵ
−ϵ






∣∣∣∣ ≲ ∫ ν+ϵ
ν−ϵ






∣∣∣∣ ≲ ϵν .
We now consider the difference between ρr,t and ρµ,t for which we have
|ρr,t(mr,t + ω) − ρµ,t(mµ,t + ω)| ≲ (t− t∗)|ω|1/3(t− t∗)1/4 + (t− t∗)3/4 + |ω|2/3



































ν1/3(t− t∗)1/4 + (t− t∗)3/4 + ν2/3
]
.
We again choose ϵ = ν2 and by collecting the various error estimates can conclude (4.39b).
. Index matching for twoDBM
For two real symmetric matrix valued standard (GOE) Brownian motions B(λ)t ,B
(µ)
t ∈
RN×N we define the matrix flows
H
(λ)




t := H(µ) + B
(µ)
t . (4.45)












for any fixed 0 ≤ t ≤ t1, where U (λ) and U (µ) are GOE matrices. In (4.46) with X
d= Y
we denote that the two random variables X and Y are equal in distribution.
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We will prove Proposition 4.3.1 by comparing the two Dyson Brownian motions for the
eigenvalues of the matrices H(λ)t and H
(µ)
t for 0 ≤ t ≤ t1, see (4.47)–(4.48) below. To do
this, we will use the coupling idea of [39] and [42], where the DBMs for the eigenvalues
of H(λ)t and H
(µ)
t are coupled in such a way that the difference of the two DBMs obeys a
discrete parabolic equation with good decay properties. In order to analyse this equation
we consider a short range approximation for the DBM, first introduced in [91]. Coupling
only the short range approximation of the DBMs leads to a parabolic equation whose heat
kernel has a rapid off diagonal decay by finite speed of propagation estimates. In this way the
kernels of both DBMs are locally determined and thus can be directly compared by optimal
rigidity since locally the two densities, hence their quantiles, are close. Technically it is much
easier to work with a one parameter interpolation between the two DBM’s and consider its
derivative with respect to the parameter, as introduced in [39]; the proof of the finite speed
propagation for this dynamics does not require to establish level repulsion unlike in several
previous works [88, 91, 130]. However, it requires to establish (almost) optimal rigidity for
the interpolating dynamics as well. Note that optimal rigidity is known forH(λ)t andH
(µ)
t
from [83], see Lemma 4.6.1 later, but not for the interpolation. For a complete picture,
we mention that in the works [88, 91, 130] on bulk gap universality, beyond heat kernel and
Sobolev estimates, a version of De Giorgi-Nash-Moser parabolic regularity estimate, which
used level repulsion in a more substantial way than finite speed of propagation, was also
necessary. Fixed energy universality in the bulk can be proven via homogenisation without
De Giorgi-Nash-Moser estimates, hence level repulsion can also be avoided [129]. In a
certain sense, the situation at the edge/cusp is easier than the bulk regime since relatively
simple heat kernel bounds are sufficient for local relaxation to equilibrium. In another sense,
due to singularities in the density, the edge and especially the cusp regime is more difficult.
In Section 4.6 we will establish rigidity for the interpolating process by DBM methods.
Armed with this rigidity, in Section 4.7 we prove Proposition 4.3.1 for the small gap and the
exact cusp case, i.e. t1 ≤ t∗. Some estimates are slightly different for the small minimum
case, i.e. t∗ ≤ t1 ≤ 2t∗, the modifications are given in Section 4.8. We recall that t∗
is the time at which both H(λ)t∗ and H
(µ)
t∗ have an exact cusp. Some technical details on
the corresponding Sobolev inequality and heat kernel estimates as well as finite speed of
propagation and short range approximation are deferred to the Appendix: these are similar
to the corresponding estimates for the edge case, see [41] and [131], respectively.
In the rest of this section we prepare the proof of Proposition 4.3.1 by setting up the
appropriate framework. While we are interested only in the eigenvalues near the physical
cusp, the DBM is highly non-local, so we need to define the dynamics for all eigenvalues. In
the setup of Proposition 4.3.1 we could easily assume that the cusps for the two matrix flows
are formed at the same time and their slope parameters coincide – these could be achieved
by a rescaling and a trivial time shift. However, the number of eigenvalues to the left of the
cusp may macroscopically differ for the two ensembles which would mean that the labels
of the ordered eigenvalues near the cusp would not be constant along the interpolation. To
resolve this discrepancy, we will pad the system withN fictitious particles in addition to the
original flow of N eigenvalues similarly as in [129], giving sufficient freedom to match the
labels of the eigenvalues near the cusp. These artificial particles will be placed very far from
the cusp regime and from each other so that their effect on the dynamics of the relevant
particles is negligible.
With the notation of Section 4.4, we let ρλ,t, ρµ,t denote the (self-consistent) densities
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at time 0 ≤ t ≤ t1 of H(λ)t and H
(µ)
t , respectively. In particular, ρλ,0 = ρλ and ρµ,0 = ρµ,
where ρλ, ρµ are the self consistent densities of H(λ) and H(µ) and ρλ,t, ρµ,t are their
semicircular evolutions. For each 0 ≤ t ≤ t∗ both densities ρλ,t, ρµ,t have a small gap,






µ,t] and we let
∆λ,t := e+λ,t − e
−
λ,t, ∆µ,t := e
+
µ,t − e−µ,t
denote the length of these gaps. In case of t∗ ≤ t ≤ 2t∗ the densities ρλ,t, ρµ,t have a small
minimum denoted by mλ,t and mµ,t respectively. Since we always assume 0 ≤ t ≤ t1  1,
bothH(λ)t andH
(µ)
t will always have exactly one physical cusp near cλ and cµ, respectively,
using that the Stieltjes transform of the density is a Hölder continuous function of t, see [14,
Proposition 10.1].













By band rigidity (see Remark 2.6 in [15]) iλ and iµ are integers. Note that by the explicit
expression of the density in (4.3a)-(4.3b) it follows that cN ≤ iλ, iµ ≤ (1 − c)N with some
small c > 0, because the density on both sides of a physical cusp is macroscopic.
We let λi(t) and µi(t) denote the eigenvalues of H(λ)t and H
(µ)
t , respectively. Let
{Bi}i∈[−N,N ]\{0} be a family of independent standard (scalar) Brownian motions. It is well
known [74] that the eigenvalues of H(λ)t satisfy the equation for Dyson Brownian motion,


























with initial conditions µi(0) = µi(H(µ)). Note that we chose the Brownian motions for
λi and µi+iµ−iλ to be identical. This is the key ingredient for the coupling argument, since
in this way the stochastic differentials will cancel when we take the difference of the two
DBMs or we differentiate it with respect to an additional parameter.
For convenience of notation, we will shift the indices so that the same index labels
the last quantile before the gap in ρλ and ρµ. This shift was already prepared by choosing
the Brownian motions for µiµ and λiλ to be identical. We achieve this shift by adding N
“ghost” particles very far away and relabelling, as in [129]. We thus embed λi and µi into the
enlarged processes {xi}i∈[−N,N ]\{0} and {yi}i∈[−N,N ]\{0}. Note that the index 0 is always
omitted.













dt, 1 ≤ |i| ≤ N, (4.49)
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−N200 + iN if −N ≤ i ≤ −iλ
λi+iλ(0) if 1 − iλ ≤ i ≤ −1
λi+iλ−1(0) if 1 ≤ i ≤ N + 1 − iλ
N200 + iN if N + 2 − iλ ≤ i ≤ N,
(4.50)
















−N200 + iN if −N ≤ i ≤ −iµ
µi+iµ(0) if 1 − iµ ≤ i ≤ −1
µi+iµ−1(0) if 1 ≤ i ≤ N + 1 − iµ
N200 + iN if N + 2 − iµ ≤ i ≤ N.
(4.52)
The summations in (4.49) and (4.51) extend to all j with 1 ≤ |j| ≤ N except j = i.
The following lemma shows that the additional particles at distanceN200 have negligible
effect on the dynamics of the re-indexed eigenvalues, thus we can study the processes xi and
yi instead of the eigenvalues λi, µi. The proof of this lemma follows by Appendix C of [129].






















|yi(t) − µi+iµ(t)| ≤ N−100,
sup
0≤t≤1





y−iµ(t) ≲ −N200, sup
0≤t≤1
yN+2−iµ(t) ≳ N200.
Remark ... For notational simplicity we assumed thatH(λ) andH(µ) have the same dimen-
sions, but our proof works as long as the corresponding dimensionsNλ andNµ are merely compa-
rable, say 23Nλ ≤ Nµ ≤
3
2Nλ. The only modification is that the times in (4.45) need to be scaled
differently in order to keep the strength of the stochastic differential terms in (4.47)–(4.48) identical.
In particular, we rescale the time in the process (4.47) as t′ = (Nµ/Nλ)t, in such a way the N-
scaling in front of the stochastic differential and in front of the potential term are exactly the same in
both the processes (4.47) and (4.48); namely we may replaceN withNµ in both (4.47) and (4.48).
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Furthermore, the number of additional “ghost” particles in the extended Dyson Brownian mo-
tion (see (4.49) and (4.51)) will be different to ensure that we have the same total number of
particles, i.e. the total number of x and y particles will be 2N := 2 max{Nµ, Nλ}, after the
extension. Hence, assuming that Nµ ≥ Nλ, there will be N = Nµ particles added to the DBM
of the eigenvalues of H(µ) and 2Nµ − Nλ particles added to the DBM of H(λ). In particular,
under the assumptionNµ ≥ Nλ, we may replace (4.50) and (4.52) by
xi(0) =

−N200µ + iNµ if −Nµ ≤ i ≤ −iλ
λi+iλ(0) if 1 − iλ ≤ i ≤ −1
λi+iλ−1(0) if 1 ≤ i ≤ Nλ + 1 − iλ




−N200µ + iNµ if −Nµ ≤ i ≤ −iµ
µi+iµ(0) if 1 − iµ ≤ i ≤ −1
µi+iµ−1(0) if 1 ≤ i ≤ Nµ + 1 − iµ
N200µ + iNµ if Nµ + 2 − iµ ≤ i ≤ Nµ.
Then, all the proofs of Section . and Section . are exactly the same of the caseN := Nµ = Nλ,
since all the analysis of the latter sections is done in a small, order one neighborhood of the physical
cusp. In particular, only the particles xi(t), yi(t) with 1 ≤ |i| ≤ ϵmin{Nµ, Nλ}, for some small
fixed ϵ > 0, will matter for our analysis. The far away particles in the case will be treated exactly
as in (4.53)–(4.57) replacingN byNµ.
We now construct the analogues of the self-consistent densities ρλ,t, ρµ,t for the x(t)
and y(t) processes as well as for their α-interpolations. We start with ρx,t. Recall ρλ,t from
Section 4.4, and set










ψ(E − xi(t)), E ∈ R,
(4.53)
where ψ is a non-negative symmetric approximate delta-function on scale N−1, i.e. it is
supported in an N−1 neighbourhood of zero,
∫
ψ = 1, ‖ψ‖∞ ≲ N and ‖ψ′‖∞ ≲ N2.
Note that the total mass is
∫
R ρx,t = 2. For the Stieltjes transform mx,t of ρx,t, we have
supz∈C+ |mx,t(z)| ≤ C since the same bound holds for ρλ,t by the shape analysis. Note
that ρλ,t is the semicircular flow with initial condition ρλ,t=0 = ρλ by definition, but ρx,t
is not exactly the semicircular evolution of ρx,0. We will not need this information, but in
fact, the effect of the far away padding particles on the density near the cusp is very tiny.
Since ρx,t coincides with ρλ,t in a big finite interval, their edges and local minima near
the cusp regime coincide, i.e we can identify
e±x,t = e±λ,t, mx,t = mλ,t.
The shifted quantiles and semiquantiles γ̂x,i(t), γqx,i(t) and γ̂∗x,i(t), γq
∗
x,i(t) of ρx,t are defined
by the obvious analogues of the formulas (4.27)–(4.29) except that r subscript is replaced with
x and the indices run over the entire range 1 ≤ |i| ≤ N . As before, γx,0(t) = e+x,t . The
unshifted quantiles are defined by
γx,i(t) = γ̂x,i(t) + e+x,t, 0 ≤ t ≤ t∗, γx,i(t) = γqx,i(t) + mx,t, t∗ ≤ t ≤ 2t∗
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and similarly for the semiquantiles.
So far we explained how to construct ρx,t and its quantiles from ρλ,t, exactly in the same
way we obtain ρy,t from ρµ,t with straightforward notations.
Now for any α ∈ [0, 1] we construct the α-interpolation of ρx,t and ρy,t that we will
denote by ρt. The bar will indicate quantities related to α-interpolation that implicitly de-
pend on α; a dependence that we often omit from the notation. The interpolating measure
will be constructed via its quantiles, i.e. we define
γi(t) := αγ̂x,i(t) + (1 − α)γ̂y,i(t), γ∗i (t) := αγ̂∗x,i(t) + (1 − α)γ̂∗y,i(t), (4.54)
for 1 ≤ |i| ≤ N and 0 ≤ t ≤ t∗, and similarly for t∗ ≤ t ≤ 2t∗ involving γq’s. We also set
the interpolating edges
e±t = αe±x,t + (1 − α)e±y,t. (4.55)
Recall the parameter δ∗ describing the size of a neighbourhood around the physical cusp
where the shape analysis for ρλ and ρµ in Section 4.2 holds. Choose i(δ∗) ∼ N such that
|γx,−i(δ∗)(t)| ≤ δ∗ as well as |γx,i(δ∗)(t)| ≤ δ∗ hold for all 0 ≤ t ≤ 2t∗. Then define, for















where ρα,t is theα-interpolation, constructed inDefinition 4.4.1, between ρλ,t(E) = ρx,t(E)
and ρµ,t(E) = ρy,t(E) for |E| ≤ δ∗. By this construction (using also the symmetry of ψ)
we know that all shifted semiquantiles of ρt are exactly γ∗i (t). The same holds for all shifted
quantiles γi(t) at least in the interval [−δ∗, δ∗] since here ρt ≡ ρα,t and the latter was
constructed exactly by the requirement of linearity of the quantiles (4.54), see (4.30c).
We also record
∫





|mt(z)| ≤ C (4.57)
for all 0 ≤ t ≤ 2t∗. The first bound follows easily from the same boundedness of the Stieltjes
transform of ρα,t. Moreover,mt(z) is 13-Hölder continuous in the regime |<z− e
+
t | ≤ 12δ∗
since in this regime ρt = ρα,t and ρα,t is 13-Hölder continuous by Lemma 4.4.3.
. Rigidity for the short range approximation
In this section we consider Dyson Brownian Motion (DBM), i.e. a system of 2N coupled












dt, 1 ≤ |i| ≤ N, (4.58)
with some initial condition zi(t = 0) = zi(0), where
B(s) = (B−N (s), . . . , B−1(s), B1(s), . . . , BN (s))
is the vector of 2N independent standard Brownian motions. We use the indexing conven-
tion that all indices i, j, etc., run from −N to N but zero index is excluded.
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Wewill assume that zi(0) is anα-linear interpolation of xi(0), yi(0) for someα ∈ [0, 1]:
zi(0) = zi(0, α) := αxi(0) + (1 − α)yi(0). (4.59)
In the following of this section we will refer to the process defined by (4.58) using z(t, α)
in order to underline the α dependence of the process. Clearly for α = 0, 1 we recover
the original y(t) and x(t) processes, z(t, α = 0) = y(t), z(t, α = 1) = x(t). For these
processes we have the following optimal rigidity estimate that immediately follows from [83,
Corollary 2.6] and Lemma 4.5.1:
Lemma ... Let ri(t) = xi(t) or ri(t) = yi(t) and r = x, y. Then, there exists a fixed small
ϵ > 0, depending only on the model parameters, such that for each 1 ≤ |i| ≤ ϵN , we have
sup
0≤t≤2t∗
|ri(t) − γr,i(t)| ≤ N ξη
ρr,t
f (γr,i(t)), (4.60)
for any ξ > 0 with very high probability, where we recall that the behavior of ηρr,tf (γr,i(t)), with
r = x, y, is given by (4.34a).














with r = x, y.
In particular, we know that z(0, α) lie close to the quantiles (4.54) of an α-interpolating
density ρz = ρ0, see the definition in (4.56). This means that ρz has a small gap [e−z , e+z ]
of size ∆z ∼ t3/2∗ (i.e. it will develop a physical cusp in a time of order t∗) and it is an α-
interpolation between ρx,0 and ρy,0. Here interpolation refers to the process introduced in
Section 4.5 that guarantees that the corresponding quantiles are convex linear combinations
of the two initial densities with weights α and 1 − α, i.e.
γz,i = αγx,i + (1 − α)γy,i.
In this section we will prove rigidity results for z(t, α) and for its appropriate short range
approximation.
Remark ... Before we go into the details, we point out that we will prove rigidity dynam-
ically, i.e. using the DBM. The route chosen here is very different from the one in [, Sec. ],
where the authors prove a local law for short times in order to get rigidity for the short range ap-
proximation of the interpolated process. While it would be possible to follow the latter strategy in
the cusp regime as well, the technical difficulties are overwhelming, in fact already in the much
simpler edge regime a large part of [] was devoted to this task. The current proof of the op-
timal law at the cusp regime [] heavily use an effective mean-field condition (called flatness)
that corresponds to large time in the DBM. Relaxing this condition would require to adjust not
only [] but also the necessary deterministic analysis from [] to the short time case. Similar com-
plications would have arisen if we had followed the strategy of [, ] where rigidity is proven by
analysing the characteristics of the McKean-Vlasov equation. The route chosen here is shorter and
more interesting.
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Since the group velocity of the entire cusp regime is different for ρx,t and ρy,t, the
interpolated process will have an intermediate group velocity. Since we have to follow the
process for time scales t ∼ N−
1
2 +ω1 , much bigger than the relevant rigidity scale N−
3
4
we have to determine the group velocity quite precisely. Technically, we will encode this
information by defining an appropriately shifted process z̃(t, α) = z(t, α) − Shift(t, α).
It is essential that the shift function is independent of the indices i to preserve the local
statistics of the process. In the next section we explain how to choose the shift.
.. Choice of the shifted process z̃
The remainder of Section 4.6 is formulated for the small gap regime, i.e. for 0 ≤ t ≤ t∗. We
will comment on the modifications in the small minimum regime in Section 4.8. To match
the location of the gap, the natural guess would be to study the shifted process zi(t, α)−e+z,t
where [e−z,t, e+z,t] is the gap of the semicircular evolution ρz,t of ρz near the physical cusp, and
approximate zi(t, α) − e+z,t by the shifted semiquantiles γ̂∗z,i(t) of ρz,t. However, the evolu-
tion of the semicircular flow t → ρz,t near the cusp is not sufficiently well understood. We
circumvent this technical problem by considering the quantiles of another approximating
density ρt defined by the requirement that its quantiles are exactly the α-linear combina-
tions of the quantiles of ρx,t and ρy,t as described in Section 4.5. The necessary regularity
properties of ρt follow directly from its construction. The precise description below assumes
that 0 ≤ t ≤ 2t∗, i.e. we are in the small gap situation. For t∗ ≤ t ≤ t∗ an identical con-
struction works but the reference point e+r,t is replaced with the approximate minimum m̃r,t,
for r = x, y. For simplicity we present all formulas for 0 ≤ t ≤ t∗ and we will comment
on the other case in Section 4.8.
More concretely, for any fixedα ∈ [0, 1] recall the (semi)quantiles from (4.54). These are
the (semi)quantiles of the interpolating density ρ = ρt defined in (4.56) and let its Stieltjes
transform be denoted by m = mt. Bar will refer to quantities related to this interpolation;
implicitly all quantities marked by bar depend on the interpolation parameter α, which
dependence will be omitted from the notation. Notice that ρt has a gap [e−t , e+t ] near the
cusp satisfying (4.55). Initially at t = 0 we have ρt=0 = ρz , in particular γi(t = 0) =
γ̂z,i(t = 0) and e±0 = e±z . We will choose the shift in the definition of the z̃i(t, α) process
so that we could use γ∗i (t) to trail it.
The semicircular flow and the α-interpolation do not commute hence γi(t) are not the
same as the quantiles γ̂z,i(t) of the semicircular evolution ρz,t of the initial density ρz . We
will, however, show that they are sufficiently close near the cusp and up to times relevant for
us, modulo an irrelevant time dependent shift. Notice that the evolution of γ̂z,i(t) is hard to
control since analysing ddt γ̂z,i(t) = −<mz,t(γz,i(t)) + <mz,t(e
+
z,t) would involve knowing
the evolved density ρz,t quite precisely in the critical cusp regime. While this necessary
information is in principle accessible from the explicit expression for the semicircular flow
and the precise shape analysis of ρz obtained from that of ρx and ρy, here we chose a
different, technically lighter path by using γi(t). Note that unlike γ̂z,i(t), the derivative
of γi(t) involves only the Stieltjes transform of the densities ρx,t and ρy,t for which shape
analysis is available.
However, the global group velocities of γ(t) and γ̂z(t) are not the same near the cusp.
We thus need to define z̃(t, α) not as z(t, α) − e+t but with a modified time dependent
shift to make up for this velocity difference so that γ(t) indeed correctly follows z̃(t, α). To
84
4.6. Rigidity for the short range approximation
determine this shift, we first define the function
h∗(t, α) := <
[
−mt(e+t ) + (1 − α)my,t(e+y,t) + αmx,t(e+x,t)
]
, (4.62)
where recall that mt is the Stieltjes transform of the measure ρt. Note that h∗(t) = O(1)
following from the boundedness of the Stieltjes transforms mx,t, my,t and mt(e+t ). The
boundedness ofmx,t andmy,t follows by (4.17) and |mt(e+t )| ≤ C by (4.57).
We note that
h∗(t, α = 0) = my,t(e+y,t) −mt(e+t ) = my,t(e+y,t) −mt(e+y,t)
since for α = 0 we have e+y,t = e+t by construction. At α = 0 the measure ρt is given exactly
by the density ρy,t in an O(1) neighbourhood of the cusp. Away from the cusp, depending
on the precise construction in the analogue of (4.56), the continuous ρy,t is replaced by
locally smoothed out Dirac measures at the quantiles. A similar statement holds at α = 1,
i.e. for the density ρx,t. It is easy to see that the difference of the corresponding Stieltjes
transforms evaluated at the cusp regime is of order N−1, i.e.
|h∗(t, α = 0)| + |h∗(t, α = 1)| = O(N−1). (4.63)
Since later in (4.167) we will need to give some very crude estimate on the α-derivative
of h∗(t, α), but it actually blows up since m′t is singular at the edge, we introduce a tiny
regularization of h∗, i.e. we define the function
h∗∗(t, α) := <
[
−mt(e+t + iN−100) + (1 − α)my,t(e+y,t) + αmx,t(e+x,t)
]
. (4.64)
Note that by the 13-Hölder continuity of mt in the cusp regime, i.e. for z ∈ H such that
|<z − e+t | ≤ δ∗2 , it follows that
h∗∗(t, α) = h∗(t, α) + O(N−30). (4.65)
Then, we define
h(t) = h(t, α) := h∗∗(t, α) − αh∗∗(t, 1) − (1 − α)h∗∗(t, 0) = O(1) (4.66)
to ensure that
h(t, α = 0) = h(t, α = 1) = 0. (4.67)
In particular, we have
h(t, α) = <
[







h(s, α) ds, H(0, α) = 0, max
0≤t≤t∗
|H(t, α)| ≲ N−1/2+ω1 . (4.69)
Now we are ready to define the correctly shifted process
z̃i(t) = z̃i(t, α) := zi(t) −
[
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Φ(t) := Φα(t) = α<mx,t(e+x,t) + (1 − α)<my,t(e+y,t) − h(t, α), (4.72)
and with initial conditions z̃(0) := z(0)− e+z by (4.55) andH(0, α) = 0. The shift function
satisfies
Φα(t) = <[mt(e+t )] + O(N−1). (4.73)
Notice that for α = 0, 1 this definition gives back the naturally shifted x(t) and y(t)
processes since we clearly have
z̃(t, α = 1) = x̃(t) := x(t) − e+x,t, z̃(t, α = 0) = ỹ(t) := y(t) − e+y,t, (4.74)
that are trailed by the shifted semiquantiles
γ∗i (t, α = 1) = γ̂∗x,i(t) := γ∗x,i(t) − e+x,t, γ∗i (t, α = 0) = γ̂∗y,i(t) := γ∗y,i(t) − e+y,t.
(4.75)
As we explained, the time dependent shiftH(t, α) in (4.70) makes up for the difference
between the true edge velocity of the semicircular flow (which we do not compute directly)
and the naive guess which is ddt
[
αe+x,t + (1 − α)e+y,t
]
hinted by the linear combination
procedure. The precise expression (4.62) will come out of the proof. The key point is that this
adjustment is global, i.e. it is only time dependent but independent of i since this expresses
a group velocity of the entire cusp regime.
.. Plan of the proof.
In the following three subsections we prove an almost optimal rigidity not directly for z̃i(t)
but for its appropriate short range approximation ẑi(t). This will be sufficient for the proof
of the universality. The proof of the rigidity will be divided into three phases, which we first
explain informally, as follows.





4 +Cω1 without i-dependence in the error term. First we prove a crude
rigidity on scale N−1/2+Cω1 for all indices i. Using this rigidity, we can define a
short range approximation z̊ of the original dynamics z̃ and show that z̃i and z̊i are
close by N−
3
4 +Cω1 for 1 ≤ |i| ≲
√
N . Then we analyse the short range process z̊
that has a finite speed of propagation, so we can localize the dynamics. Finally, we





t∗/N = N−3/4+ω1/2  N−3/4+Cω1 , remains
below the rigidity scale of interest in this Phase 1.
However, to understand this deterministic particle dynamics we need to compare it
with the corresponding continuum evolution; this boils down to estimating the differ-
ence of a Stieltjes transform and its Riemann sum approximation at the semiquantiles.
Since the Stieltjes transform is given by a singular integral, this approximation relies
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on quite delicate cancellations which require some strong regularity properties of the
density. We can easily guarantee this regularity by considering the density ρt of the
linear interpolation between the quantiles of ρx,t and ρy,t.







6ω1 , for a smaller range of indices, but we can achieve this not for z̃
directly, but for its short range approximation ẑ. Unlike z̊ in Phase 1, this time we
choose a very short scale approximation ẑ on scale N4ωℓ with ω1  ωℓ  1. As
an input, we need the rigidity of z̃i on scale N−
3
4 +Cω1 for 1 ≤ |i| ≲
√
N obtained
in Phase 1. We use heat kernel contraction for a direct comparison with the yi(t)
dynamics for which we know optimal rigidity by [83], with the precise matching of
the indices (band rigidity). In particular, when the gap is large, this guarantees that
band rigidity is transferred to the ẑ process from the ŷ process.
Phase . (Subsection 4.6.5) Finally, we establish the optimal i-dependence in the rigidity esti-




6ω1 |i|−1/4. The main method
we use in Phase 3 is maximum principle. We compare ẑi with ŷi−K , a slightly shifted
element of the ŷ process, where K = N ξ with some tiny ξ. This method allows us
to prove the optimal i-dependent rigidity (with a factor N
1
6ω1) but only for indices
|i|  K because otherwise ẑi and ŷi−K may be on different sides of the gap for small
i. For very small indices, therefore, we need to rely on band rigidity for ẑ from Phase
2.
The optimal i-dependence allows us to replace the random particles ẑ by appropriate
quantiles with a precision so that
|ẑi − ẑj | ≲ N
ω1









Such upper bound on |ẑi − ẑj |, hence a lower bound on the interaction kernel Bij =
|ẑi − ẑj |−2 of the differentiated DBM (see (4.163) later) with the correct dependence
on the indices i, j, is essential since this gives the heat kernel contraction which even-
tually drives the precision below the rigidity scale in order to prove universality. On
a time scale t∗ = N−
1
2 +ω1 the ℓp → ℓ∞ contraction of the heat kernel gains a factor
N−
4
15ω1 with the convenient choice of p = 5. Notice that 415 >
1
6 , so the contraction
wins over the imprecision in the rigidityN
1
6ω1 from Phase 3, but not overNCω1 from
Phase 1, showing that both Phase 2 and Phase 3 are indeed necessary.
.. Phase : Rigidity for z̃ on scaleN−3/4+Cω1.
The main result of this section is the following proposition:
Proposition ... Fix α ∈ [0, 1]. Let z̃(t, α) solve (4.71) with initial condition z̃i(0, α)
satisfying the crude rigidity bound for all indices
max
1≤|i|≤N
|z̃i(0, α) − γ∗i (0)| ≲ N−1/2+2ω1 . (4.76)
We also assume that
‖mx,0‖∞ + ‖my,0‖∞ + |mt(e±t )| ≤ C. (4.77)
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|z̃i(t, α) − γ∗i (t)| ≲ N−1/2+2ω1 , (4.78)
with very high probability. Moreover, for small |i|, i.e. 1 ≤ |i| ≤ i∗, with i∗ := N1/2+C∗ω1 for





|z̃i(t, α) − γ∗i (t)| ≲ max1≤|i|≤2i∗




with very high probability.
























for any ξ > 0 with very high probability, by optimal rigidity for xi(0) and yi(0) from [83].
Similarly, the assumption (4.77) is trivially satisfied by (4.57). However, we stated Propo-
sition 4.6.3 under the slightly weaker conditions (4.76), (4.77) to highlight what is really
needed for its proof.
Before starting the proof, we recall the formula
d
dt
γ̂∗i,r(t) = −<mr,t(γ∗r,i(t)) + <mr,t(e+r,t), r = x, y. (4.81)
on the derivative of the (shifted) semiquantiles of a density which evolves by the semicircular
flow and follows directly from (4.31c) and (4.31e).
Proof of Proposition ... We start with the proof of the crude rigidity (4.78), then we in-
troduce a short range approximation and finally, with its help, we prove the refined rigid-
ity (4.79). The main technical input of the last step is a refined estimate on the forcing term.
These four steps will be presented in the next four subsections.
... Proof of the crude rigidity:
For the proof of (4.78), using (4.81) twice in (4.54), we notice that
d
dt









since mx,t and my,t are bounded recalling that the semicircular flow preserves (or reduces)
the ℓ∞ norm of the Stieltjes transform by (4.17), so ‖mx,t‖∞ ≤ ‖mx,0‖∞ ≤ C, similarly
formy,t. This gives
|γ∗i (t) − γ∗i (0)| ≲ N−1/2+ω1 . (4.82)
Thus in order to prove (4.78) it is sufficient to prove
‖z̃(t, α) − z̃(0, α)‖∞ ≤ N−1/2+2ω1 , (4.83)
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for any fixed α ∈ [0, 1]. To do that, we compare the dynamics of (4.71) with the dynamics
of the y-semiquantiles, i.e. set
ui := ui(t, α) = z̃i(t) − γ̂∗y,i(t),





























The operator B̃ is defined on C2N and we label the vectors f ∈ C2N as
f = (f−N , f−N+1, . . . , f−1, f1, . . . , fN ),
i.e. we omit the i = 0 index. Accordingly, in the summations the j = 0 term is always
omitted since z̃j , ẑj and γ̂∗y,j are defined for 1 ≤ |j| ≤ N . Furthermore in the summation
of the interaction terms, the j = i term is always omitted.
We now show that
‖F̃ (t)‖∞ ≲ logN, 0 ≤ t ≤ t∗. (4.86)
By the boundedness ofmx,t,my,t and the 1/3-Hölder continuity ofmt in the cusp regime,













since |γ̂∗y,j − γ̂∗y,i| ≥ c|i− j|/N as the density ρy,t is bounded.
Let Ũ(s, t) be the fundamental solution of the heat evolution with kernel B̃ from (4.85),
i.e, for any 0 ≤ s ≤ t
∂tŨ(s, t) = B̃(t)Ũ(s, t), Ũ(s, s) = I. (4.87)
Note that Ũ is a contraction on every ℓp space and the same is true for its adjoint Ũ∗(s, t).
In particular, for any indices a, b and times s, t we have
Ũab(s, t) ≤ 1, Ũ∗ab(s, t) ≤ 1. (4.88)
By Duhamel principle, the solution to the SDE (4.84) is given by






Ũ(s, t) dB(s) +
∫ t
0
Ũ(s, t)F̃ (s) ds, (4.89)
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where B(s) = (B−N (s), . . . , B−1(s), B1(s) . . . , BN (s)) are the 2N independent Brown-
ian motions from (4.58).




























By the Burkholder maximal inequality for martingales, for any p > 1 we have that
E sup
0≤t≤T




By Markov inequality we obtain that
sup
0≤t≤T





with probability more than 1 −N−D, for any (large) D > 0 and (small) ξ > 0.




Ũ(s, t)F̃ (s) ds| ≤ tmax
s≤t
‖F̃ (s)‖∞ ≲ t logN. (4.91)
This, together with (4.90) and the contraction property of B̃ implies from (4.89) that
‖u(t) − u(0)‖∞ ≲ N−3/4+ω1 + t logN ≲ N−1/2+2ω1
with very high probability. Recalling the definition of u and (4.82), we get (4.83) since
‖z̃(t) − z̃(0)‖∞ ≤ ‖u(t) − u(0)‖∞ + ‖γ̂∗y(t) − γ̂∗y(0)‖∞ ≲ N−1/2+2ω1 .
This completes the proof of the crude rigidity bound (4.78).
... Crude short range approximation.
Now we turn to the proof of (4.79) by introducing a short range approximation of the dy-























for each 1 ≤ |i| ≤ N and with initial data z̊i(0) := z̃i(0), where we recall that Φ was
defined in (4.72). Then, we have the following comparison:
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Lemma ... Fix α ∈ [0, 1]. Assume that
max
1≤|i|≤N
|z̃i(0, α) − γ∗i (0)| ≲ N−1/2+2ω1 . (4.93)
Consider the short scale DBM (4.92)with a rangeL = N1/2+C1ω1 with a constant 10 ≤ C1 





|z̊i(t, α) − z̃i(t, α)| ≲ N−1/2+2ω1 , (4.94)





|z̊i(t, α) − z̃i(t, α)| ≲ N−3/4+Cω1 , (4.95)
both with very high probability.
Proof. For any fixed α ∈ [0, 1] and for all 0 ≤ t ≤ t∗, set w := w(t, α) = z̊(t, α) − z̃(t, α)
and subtract (4.92) and (4.71) to get








(z̊i − z̊j)(z̃i − z̃j)

















|z̃i − γ∗i | + |z̃j − γ∗j |







(γ∗i − γ∗j )(z̃i − z̃j)
,
where we used the crude rigidity (4.78) (applicable by (4.93)), and we chose C1 in L =
N1/2+C1ω1 large enough so that |γ∗i − γ∗j | for any |i − j| ≥ L be much bigger than the
rigidity scale N−1/2+2ω1 in (4.78). This is guaranteed since



















≲ N−( 12C1−2)ω1 ≤ 1,
(4.96)
for all |i| ≤ N . Since B1 is positivity preserving, its evolution is a contraction, so by
Duhamel formula, similarly to (4.89), we get
‖z̊(t) − z̃(t)‖∞ = ‖w(t)‖∞ ≤ ‖w(0)‖∞ + tmax
s≤t
‖F̊ (s)‖∞ ≲ N−1/2+ω1
with very high probability.
Next, we proceed with the proof of (4.95).
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≲ N− 14 −( 12C1−2)ω1 ≤ N− 14 ,
(4.97)
for |i| ≤ 2i∗, which we can use to get the better bound (4.95). To do so, we define a
continuous interpolation v(t, β) between z̃ and z̊. More precisely, for any fixed β ∈ [0, 1]



























with initial condition v(t = 0, β) = (1 − β)z̃i(0) + βz̊i(0). Clearly v(t, β = 0) = z̃(t)
and v(t, β = 1) = z̊(t).
Differentiating in β, for u := u(t, β) = ∂βv(t, β) we obtain the SDE








with initial condition u(t = 0, β) = z̊(0) − z̃(0) = 0. By the contraction property of the
heat evolution kernel Uv of Bv, with a simple Duhamel formula, we have for any fixed β
sup
0≤t≤t∗
‖u(t, β)‖∞ ≤ t∗‖F̊‖∞ ≤ N
−1/2+ 32ω1 , (4.100)
with very high probability, where we used (4.96). After integration in β we get
‖v(t, β)−γ∗(t)‖∞ ≤ ‖v(t, 0)−γ∗(t)‖∞+‖
∫ β
0
u(t, β′) dβ′‖∞, 0 ≤ t ≤ t∗, β ∈ [0, 1].
(4.101)




u(t, β′) dβ′‖p∞ ≤
∫ β
0

















for any (large) D > 0 and (small) ξ > 0 by choosing p large enough. Since v(t, 0) = z̃(t),
for which we have rigidity in (4.78), by (4.101) and (4.103) we conclude that
sup
0≤t≤t∗
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with very high probability for any β ∈ [0, 1].
In particular L is much larger than the rigidity scale of v = v(t, β). This means that
||vi − vj | − |γ∗i − γ∗j || ≲ N−
1
2 +2ω1
and |γ∗i − γ∗j | ≳
|i−j|
N ≥ N
− 12 +C1ω1  N−
1
2 +2ω1 whenever |i− j| ≥ L, so we have
|vi − vj | ∼ |γ∗i − γ∗j |, |i− j| ≥ L. (4.105)
Since i∗ is much bigger than L and L is much larger than the rigidity scale of vi(t, β)
in the sense of (4.105), the heat evolution kernel Uv satisfies the following finite speed of
propagation estimate (the proof is given in Appendix 4.B):






≤ N−D, 1 ≤ |i| ≤ i∗, |p| ≥ 2i∗ (4.106)
for anyD ifN is sufficiently large.









Uvip(s, t)F̊ p(s) ds.

















Uvip(s, t)|F̊ p(s)| ds.
For |i| ≤ i∗, the terms with |p| > 2i∗ are negligible by (4.106) and the trivial bounds (4.96)
and (4.100). For 1 ≤ |p| ≤ 2i∗ we use the improved bound (4.97). This gives
|ui(t, β)| ≤ max
1≤|j|≤2i∗
|uj(0, β)| +N−3/4+ω1 = N−3/4+ω1 , |i| ≤ i∗,
since u(t = 0, β) = 0. Integrating from β = 0 to β = 1, and recalling that v(β = 0) = z̃
and v(β = 1) = z̊, by high moment Markov inequality, we conclude
|z̃i(t) − z̊i(t)| ≲ N−
3
4 +ω1 , 1 ≤ |i| ≤ i∗,
with very high probability. This yields (4.95) and completes the proof of Lemma 4.6.4.
We remark that it would have been sufficient to require that |z̃j(0)− z̊j(0)| ≤ N−
3
4 +ω1
for all 1 ≤ |j| ≤ 2i∗ instead of setting z̊(0) := z̃(0) initially. Later in Section 4.6.4 we
will use a similar finite speed of propagation mechanism to show that changing the initial
condition for large indices has negligible effect.
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... Refined rigidity for small |i|.
Finally, in the last but main step of the proof of (4.79) in Proposition 4.6.3 we compare z̊i
with γ∗i for small |i| with a much higher precision than the crude bound N−
1
2 +Cω1 which
directly follows from (4.94) and (4.78). Notice that we use the semiquantiles for comparison
since γ∗i ∈ [γi−1, γi] and γ∗i is typically close to the midpoint of this interval. In particular,
ρt(γ∗i (t)) is never zero, in fact we have ρt(γ∗i (t)) ≥ cN−1/3, because by band rigidity
quantiles may fall exactly at spectral edges, but semiquantiles cannot. This lower bound
makes the semiquantiles much more convenient reference points than the quantiles.
Proposition ... Fixα ∈ [0, 1], then with the notations above for the localized DBM z̊(t, α)
on short scale L = N1/2+C1ω1 with 10 ≤ C1 ≤ 110C∗, defined in (4.92), we have
|
(




z̊i(0, α) − γ∗i (0)
)




with very high probability.
Combining (4.107) with (4.95) and noticing that











for any ξ > 0 with very high probability by (4.80), we obtain (4.79) and complete the proof
of Proposition 4.6.3.
Proof of Proposition ... We recall from (4.81) that
d
dt










Next, we define a dynamics that interpolates between z̊i(t, α) and γ∗i (t), i.e. between (4.92)
and (4.108). Let β ∈ [0, 1] and for any fixedβ define the process v = v(t, β) = {vi(t, β)}Ni=−N



































dt, 1 ≤ |i| ≤ N,
(4.109)
with initial condition vi(0, β) := βz̊i(0) + (1 − β)γ∗i (0). Notice that
vi(t, β = 0) = γ∗i (t), vi(t, β = 1) = z̊i(t). (4.110)
Here we use the same letter v as in (4.98) within the proof of Lemma 4.6.4, but this is now
a new interpolation. Since both appearances of the letter v are used only within the proofs
of separate lemmas, this should not cause any confusion. The same remark applies to the
letter u below.
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Bij(ui − uj) dt+ Fi dt, 1 ≤ |i| ≤ N, (4.111)
with a time dependent short range kernel (omitting the time argument and the β parameter)
Bij(t) = Bij := −
1
N








γ∗j (t) − γ∗i (t)
+ α<mx,t(γ∗x,i(t)) + (1 − α)<my,t(γ∗y,i(t)) − h(t, α),
(4.113)
for 1 ≤ |i| ≤ N . Since the density ρ is regular, at least near the cusp regime, we can
replace the sum over j with an integral with very high precision for small i; this integral is
<m(e+ + γ∗i ). A simple rearrangement of various terms yields
Fi =
[






γ∗j 6=i − γ∗i
]










, r = x, y,
where we used the formula for h from (4.68) and the definition of Φ from (4.72). The
choice of the shift h was governed by the idea to replace the last three terms in (4.113) by
<m(e++γ∗i ). However, the shift cannot be i dependent as it would result in an i-dependent
shift in the definition of z̃i, see (4.70), which would mean that the differences (gaps) of the
processes zi and z̃i are not the same. Therefore, we defined the shift h(t) by the similar
formula evaluated at the edge, justifying the choice (4.68). The discrepancy is expressed by
Dx,i and Dy,i which are small. Indeed we have, for r = x, y and 1 ≤ |i| ≤ 2i∗ that
|Dr,i| ≤
∣∣∣<[(m(e+ + γ̂∗r,i) −m(e+))− (mr(e+r + γ̂∗r,i) −mr(e+r ))]∣∣∣














































≲N− 14 +Cω1 ,
(4.115)
where from the first to the second line we used (4.39a) and the bound on the derivative of
m, see (4.23b). In the last inequality we used (4.30a) to estimate |γ̂∗r,i| ≲ (|i|/N)3/4NCω1
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and similarly |γ̂∗r,i − γ∗i | in the regime |i| ≤ i∗ = N
1
2 +C∗ω1 , furthermore we used that
ρ(γ∗i ) ≥ (|i|/N)1/4 and also |γ∗i | ≥ c/N , since a semiquantile is always away from the
edge.
Let U(s, t) be the fundamental solution of the heat evolution with kernel B from (4.112).
Similarly to (4.89), the solution to the SDE (4.111) is given by






U(s, t) dB(s) +
∫ t
0
U(s, t)F (s) ds. (4.116)





U(s, t)F (s) ds| ≤ t max
0≤s≤t
‖F (s)‖∞. (4.117)
First we use these simple Duhamel bounds to obtain a crude rigidity bound on vi(t, β)
by integrating the bound on u
|vi(t, β) − vi(t, β = 0)| ≤ β max
β′∈[0,β]




with 1 ≤ |i| ≤ N , and for any ξ > 0 with very high probability, using (4.90), (4.116), (4.117)
and that U is a contraction. Note that in the first inequality of (4.118) we used that it holds




‖F (s)‖∞ ≲ logL ∼ logN, (4.119)
which easily follows from (4.113),(4.115) and the fact that |γ∗j (t) − γ∗i (t)| ≳ |i− j|/N .
Recalling that vi(t, β = 0) = γ∗i (t) and ui(0, β′) = z̊i(0)−γ∗i (0), together with (4.94)
and (4.78), by (4.118), we obtain the crude rigidity
|vi(t, β) − γ∗i (t)| ≤ N−
1
2 +2ω1 , 1 ≤ |i| ≤ N, (4.120)
with very high probability.
The main technical result is a considerable improvement of the bound (4.120) at least
for i near the cusp regime. This is the content of the following proposition whose proof is
postponed:





4 +Cω1 , 1 ≤ |i| ≤ 2i∗. (4.121)
Since i∗ is much bigger than L = N
1
2 +C1ω1 with a large C1, and we have the rigid-
ity (4.120) on scale much smaller than L, similarly to Lemma 4.6.5, we have the following
finite speed of propagation result. The proof is identical to that of Lemma 4.6.5.




Upi(s, t) + Uip(s, t)
]
≤ N−D, 1 ≤ |i| ≤ i∗, |p| ≥ 2i∗. (4.122)
for anyD ifN is sufficiently large.
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Armedwith these two propositions, we can easily complete the proof of Proposition 4.6.6.
For any 1 ≤ |i| ≤ i∗ we have from (4.89), using (4.88), (4.90), (4.122) and that U is a con-












|up(0)| + t max0≤s≤t∗
max
|p|≤2i∗
|Fp(s)| +N−D max0≤s≤t‖F (s)‖∞.
(4.123)
The trivial bound (4.119) together with (4.121) completes the proof of (4.107) by integrating
back the bound (4.123) for u = ∂βv in β, using a high moment Markov inequality similar
to (4.102)-(4.103), and recalling (4.110). This completes the proof of Proposition 4.6.6.
... Estimate of the forcing term.
Proof of Proposition ... Within this proof we will use γi := γi(t), γ∗i := γ∗i (t), ρ = ρt,
m = mt and e+ = e+t for brevity. For notational simplicity we may assume within this
proof that e+ = 0 by a simple shift. The key input is the following bound on the derivative
of the density, proven in [14] for self-consistent densities of Wigner type matrices
|ρ′(x)| ≤ C
ρ(x)[ρ(x) + ∆1/3]
, |x| ≤ δ∗ (4.124)
where ∆ = ∆t is the length of the unique gap in the support of ρ = ρt in a small neigh-
bourhood of size δ∗ ∼ 1 around e+ = 0. If there is no such gap, then we set ∆ = 0
in (4.124). By the definition of the interpolated density ρt in (4.56) clearly follows that it
satisfies (4.124) by (4.4.3). Notice that (4.124) implies local Hölder continuity, i.e.
|ρ(x) − ρ(y)| ≤ min
{
|x− y|1/3, |x− y|1/2∆−1/6
}
(4.125)
for any x, y in a small neighbourhood of the gap or the local minimum.
Throughout the entire proof we fix an i with 1 ≤ |i| ≤ 2i∗. For simplicity, we assume
i > 0, the case i < 0 is analogous. We rewrite Fi from (4.114) as follows






























ρ(x) dx, G4 := −(1−α)Dy,i−αDx,i+O(N−1).
The term G4 was already estimated in (4.115). In the following we will show separately that
|Ga| ≲ N−1/4, a = 1, 2, 3.










(γ∗i − γ∗j )2
.
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Then, the estimate |G3| ≲ N−
1
4 follows using the same computations as in (4.97).

















and we will show that both summands are bounded by CN−1/4. We make the convention
that if γi−1 is exactly at the left edge of a gap, then for the purpose of this proof we redefine
it to be the right edge of the same gap and similarly, if γi is exactly at the right edge of the
gap, then we set it to be left edge. This is just to make sure that [γi−1, γi] is always included
in the support of ρ.
In the first integral we use (4.125) to get∣∣∣∣∣
∫ γi
γi−1
ρ(x) − ρ(γ∗i )
x− γ∗i
dx
∣∣∣∣∣ ≲ min {(γi − γi−1)1/3, (γi − γi−1)1/2∆−1/6} = O(N−1/4).
(4.128)
Here we used that the local eigenvalue spacing (with the convention above) is bounded by









































|γ∗i − γi|4/3, |γ∗i − γi|3/2∆−1/6
})
.
The error terms are comparable and they are O(N−1) using (4.129), thus, subtracting these
two equations, we have
|(γi − γ∗i ) − (γ∗i − γi−1)| ≲
min
{









∣∣∣∣∣ ≲ ρ(γ∗i ) |(γi − γ∗i ) − (γ∗i − γi−1)|γ∗i − γi−1
≲ min
{
|γ∗i − γi|1/3, |γ∗i − γi|1/2∆−1/6
}
≲ N−1/4
as in (4.128). This completes the estimate
|G2| ≲ N−1/4. (4.131)
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Estimate ofG1. Fix i > 0 and set n = n(i) as follows
n(i) := min
{
n ∈ N : min
{





with some small constant c > 0.
Next, we estimate n(i). Notice that for i = 1 we have n(i) = 0. If i ≥ 2, then we














≤ 2 : ∀x ∈ [γi−m−1, γi+m]
}
,
then, in order to verify (4.133), we need to prove thatm(i) ≥ n(i).
Then by a case by case calculation it follows that
















with some c1, c2. Hence (4.133) will hold if c ≤ c2 is chosen in the definition (4.132). Notice
that in these estimates it is important that the semiquantiles are always at a certain distance
away from the quantiles.
Now we give an upper bound on n(i) when γ∗i is near a (possible small) gap as in the
proof above. The local eigenvalue spacing is








which is bigger than cN−3/4 if i ≤ ∆1/3N1/4. So in this case n(i) = 0 and we may now
assume that i ≥ ∆1/3N1/4 and still i ≥ 2.
Consider first the so-called cusp case when i ≥ N∆4/3, in this case, as long as n ≤ 12 i,
we have




This is bigger than cN−3/4 if n ≥ i1/4, thus we have n(i) ≤ i1/4 in this case.
In the opposite case, the so-called edge case, i ≤ N∆4/3, which together with the above
assumption i ≥ ∆1/3N1/4 also implies that ∆ ≥ N−3/4. In this case, as long as n ≤ 12 i,
we have




This is bigger than cN−3/4 ifn ≥ ∆−1/9N−1/12i1/3. Sowe haven(i) ≤ ∆−1/9N−1/12i1/3 ≤
i1/3 in this case.
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=: S1 + S2.
(4.137)
For the first sum we use |x− γ∗j | ≤ γ∗j+1 − γ∗j , |γ∗i − x| ∼ |γ∗i − γ∗j |. Moreover, we have




















|γi−n(i)−1 − γ∗i |
+ 1




In the last step we used the definition of n(i).
Now we consider S2. Notice that this sum is non-empty only if n(i) 6= 0 In this case to
estimate S2 we have to symmetrize. Fix 1 ≤ n ≤ n(i), assume i > n and consider together∫ γi−n
γi−n−1
x− γ∗i−n







































We now use 13-Hölder regularity
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We now use the bound
|ρ(x) − ρ(γ∗i )| ≲
|x− γ∗i |
ρ(γ∗i )2 + ρ(γ∗i )∆1/3
, x ∈ [γi−n(i)−1, γi+n(i)], (4.143)
which follows from the derivative bound (4.124) if ϵ in the definition of i∗ = ϵN is chosen







ρ(x) dx = ρ(γ∗i )[γi − γi−n] +O
( |γi−n − γ∗i |2
ρ(γ∗i )2 + ρ(γ∗i )∆1/3
)
(4.144)
Thus, using (4.144) also for γi+n−γi, equating the two equations and dividing by ρ(γ∗i ),
we have
γi − γi−n = γi+n − γi +O
( |γi−n − γ∗i |2
ρ(γ∗i )3 + ρ(γ∗i )2∆1/3
)
. (4.145)
Similar relation holds for the semiquantiles:
γ∗i − γ∗i−n = γ∗i+n − γ∗i +O
( |γ∗i−n − γ∗i |2
ρ(γ∗i )3 + ρ(γ∗i )2∆1/3
)
(4.146)
and for the mixed relations among quantiles and semiquantiles:
γ∗i − γi−n = γi+n−1 − γ∗i +O
( |γi−n − γ∗i |2
ρ(γ∗i )3 + ρ(γ∗i )2∆1/3
)
γ∗i − γi−n−1 = γi+n − γ∗i +O
( |γi−n − γ∗i |2
ρ(γ∗i )3 + ρ(γ∗i )2∆1/3
)
.









( |γi−n−1 − γ∗i |2
ρ(γ∗i )3 + ρ(γ∗i )2∆1/3
)
≲ |γi−n−1 − γ
∗
i |
ρ(γ∗i )2 + ρ(γ∗i )∆1/3
.
(4.147)








ρ(γ∗i )2 + ρ(γ∗i )∆1/3
≤ n(i)N
−3/4
ρ(γ∗i )2 + ρ(γ∗i )∆1/3
. (4.148)
In the bulk regime we have ρ(γ∗i ) ∼ 1 and n(i) ∼ N1/4, so this contribution is much
smaller than N−1/4.
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In the cusp regime, i.e. when ∆ ≤ (i/N)3/4, then we have γ∗i ∼ (i/N)3/4 and ρ(γ∗i ) ∼
(i/N)1/4, thus we get
(4.148) ≤ n(i)N
−3/4




≲ N−1/4n(i)i−1/2 ≲ N−1/4
since n(i) ≤ i1/4.
In the edge regime, i.e. when ∆ ≥ (i/N)3/4, then we have γ∗i ∼ ∆1/9(i/N)2/3 and
ρ(γ∗i ) ∼ ∆−1/9(i/N)1/3, thus we get
(4.148) ≤ n(i)N
−3/4

































( (γi − γi−n−1)2
ρ(γ∗i )2[ρ(γ∗i ) + ∆1/3]
)
≲ n(i)
Nρ(γ∗i )2[ρ(γ∗i ) + ∆1/3]
.
(4.149)
In the bulk regime this is trivially bounded byCN−3/4. In the cusp regime, ∆ ≤ (i/N)3/4,
we have
n(i)






since n(i) ≤ i1/4.
Finally, in the edge regime, ∆ ≥ (i/N)3/4, we just use
n(i)






sincen(i) ≤ i1/3. This gives
∑
nB1(n) ≲ N−1/4. Together with the estimate on
∑
nB2(n)
we get |S2| ≲ N−1/4, see (4.137) and (4.140). This completes the estimate of G1 in (4.126),
which, together with (4.131) and (4.115) finishes the proof of Proposition 4.6.7.
.. Phase : Rigidity of ẑ on scaleN−3/4+ω1/6, without i dependence
For any fixed α ∈ [0, 1] recall the definition of the shifted process z̃(t, α) (4.71) and the
shifted α-interpolating semiquantiles γ∗i (t) from (4.54) that trail z̃. Furthermore, for all
0 ≤ t ≤ t∗ we consider the interpolated density ρt with a small gap [e−t , e+t ], and its
Stieltjes transformmt. In particular,
e±t = αe±x,t + (1 − α)e±y,t.





|z̃i(t, α) − γ∗i (t)| ≤ N−
3
4 +Cω1 , (4.150)
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holds with very high probability for some i∗ = N
1
2 +C∗ω1 .
In this section we improve the rigidity (4.150) from scale N−
3
4 +Cω1 to the almost op-




6 +ξ but only for a new short range
approximation ẑi(t, α) of z̃i(t, α). The range of this new approximation ℓ4 = N4ωℓ with
some ωℓ  1 is much shorter than that of z̊i(t, α) in Section 4.6.3. Furthermore, the result
will hold only for 1 ≤ |i| ≤ N4ωℓ+δ1 , for some small δ1 > 0. The rigorous statement is in
Proposition 4.6.10 below, after we give the definition of the short range approximation.
Short range approximation on fine scale.
Adapting the idea of [131] to the cusp regime, we now introduce a new short range approx-
imation process ẑ(t, α) for the solution to (4.71). The short range approximation in this
section will always be denoted by hat, ẑ, in distinction to the other short range approxima-
tion z̊ used in Section 4.6.3, see (4.92). Not only the length scale is shorter for ẑ, but the
definition of ẑ is more subtle than in (4.92)
The new short scale approximation is characterized by two exponents ωℓ and ωA. In
particular, we will always assume that ω1  ωℓ  ωA  1, where recall that t∗ ∼ N−
1
2 +ω1
is defined in such a way ρt∗ has an exact cusp. The key quantity is ℓ := N
ωℓ that determines
the scale on which the interaction term in (4.71) will be cut off and replaced by its mean-field
value. This scale is not constant, it increases away from the cusp at a certain rate. The cutoff
will be effective only near the cusp, for indices beyond i∗2 , with i∗ = N
1
2 +C∗ω1 , no cutoff is
made. Finally, the intermediate scaleNωA is used for a technical reason: closer to the cusp,
for indices less than NωA , we always use the density ρy,t of the reference process y(t) to
define the mean field approximation of the cutoff long range terms. Beyond this scale we
use the actual density ρt. In this way we can exploit the closeness of the density ρt to the
reference density ρy,t near the cusp and simplify the estimate. This choice will guarantee
that the error term ζ0 in (4.162) below is non zero only for |i| > NωA .
Now we define the ẑ process precisely. Let
A :=
{












One can easily check that for each i with 1 ≤ |i| ≤ i∗2 the set {j : (i, j) ∈ A} is an interval
of the nonzero integers and that (i, j) ∈ A if and only if (j, i) ∈ A. For each such fixed iwe
denote the smallest and the biggest j such that (i, j) ∈ A by j−(i) and j+(i), respectively.























and for each 0 < |i| ≤ i∗2 we define
Iz,i(t) := [γj−(i)(t), γj+(i)(t)]. (4.153)
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ρt(E + e+t )













ẑi(0, α) := z̃i(0, α), (4.157)
where we recall that z̃i(0, α) = αx̃i(0) + (1 − α)ỹi(0) for any α ∈ [0, 1]. In particular,
ẑ(t, 1) = x̂(t) and ẑ(t, 0) = ŷ(t), that are the short range approximations of the x̃(t) :=
x(t) − e+x,t and ỹ(t) := x(t) − e+y,t processes.
Using the rigidity estimates in (4.78) and (4.150) we will prove the following lemma in
Appendix 4.C.
Lemma ... Assuming that the rigidity estimates (4.78) and (4.150) hold. Then, for any fixed











with very high probability.









, 1 ≤ |i| ≤ i∗, (4.159)
for any fixed α ∈ [0, 1].
Now we state the improved rigidity for ẑ, the main result of Section 4.6.4:
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, 1 ≤ |i| ≤ N4ωℓ+δ1 (4.160)
for any ξ > 0 with very high probability.
Proof. Recall that initially z̃i(0, α) is a linear interpolation between x̃i(0) and ỹi(0) and
thus for z̃i(0, α) optimal rigidity (4.80) holds. We define the derivative process
wi(t, α) := ∂αẑi(t, α). (4.161)
In particular, we find that w = w(t, α) is the solution of
∂tw = Lw + ζ(0), L := B + V, (4.162)
with initial data
wi(0, α) = x̂i(0) − ŷi(0).









(ẑi(t, α) − ẑj(t, α))2
. (4.163)
Moreover, V is a multiplication operator, i.e. (Vf)i = Vifi, where Vi is defined in different





(ẑi(t, α) − E)2




ρt(E + e+t )
(ẑi(t, α) − E)2
dE, NωA < |i| ≤ i∗
2
(4.164)




i (t) in (4.162) is defined as follows: for








∂αz̃j(t, α) − ∂αz̃i(t, α)
(z̃i(t, α) − z̃j(t, α))2
+ ∂αΦα(t) =: Z1 + ∂αΦα(t) (4.165)








∂αz̃j(t, α) − ∂αz̃i(t, α)






ρt(E + e+t )
]







) ρt(E + e+t )
ẑi(t, α) − E
dE + ∂αΦα(t) =: Z2 + Z3 + Z4 + ∂αΦα(t),
(4.166)
and finally for 1 ≤ |i| ≤ NωA we have ζ(0)i = 0. We recall that Iz,i(t) and Jz(t)
in (4.166) are defined by (4.153) and (4.152) respectively. Next, we prove that the error term
ζ(0) in (4.162) is bounded by some large power of N .
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|ζ(0)i (t)| ≤ N
C . (4.167)
Proof of Lemma ... By (4.72), it follows that
∂αΦα(t) = ∂α<[mt(e+t + iN−100)] + h∗∗(t, 1) − h∗∗(t, 0),
with h∗∗(t, α) defined by (4.64). Since the two h∗∗ terms are small by (4.63), for each fixed




































using the notation γi(δ∗) = γi(δ∗)(t) and the definition of ρt from (4.56). In U1 we changed
variables, i.e. E = φα,t(s), using that s → φα,t(s) is strictly increasing. In particular, in
order to compute the limits of integration we used that φα,t(i/N) = γi(t) by (4.18) and
defined the α-independent interval I∗ := [−i(δ∗)/N, i(δ∗)/N ]. Furthermore, in U1 we
denoted by prime the s-derivative.



























For s ∈ I∗, by the definition of φα(s) and (4.20) it follows that





≲ s− 14 , (4.170)





3 ∆1/9} by (4.25a).
In the first integral in (4.169) we use that
ρ(e+ + φα(s)) = ρα(e+ + φα(s)), s ∈ I∗
106
4.6. Rigidity for the short range approximation
by (4.56) and that ∂α[ρα(e+ +φα(s))] is bounded by the explicit relation in (4.26). For the
other two integrals in (4.169) we use that ρ is bounded on the integration domain and that
(φ′α(s))2 ≲ s−1/2 from (4.170), hence it is integrable. In the third integral we also observe
that
∂αφα(s) = φλ(s) − φµ(s)
by (4.18), thus |∂αφ′α(s)| ≲ s−1/4 similarly to (4.170). Using |φα(s) − iN−100| ≳ N−100,
we thus conclude that
U1 ≲ N200.
Next, we proceed with the estimate for U2.
Notice that |∂αψ(E−γ∗i (t))| ≤ ‖ψ′‖∞|γ̂x,i(t) − γ̂y,i(t)| by (4.54). Furthermore, since
|E − iN−100| ≳ δ∗ on the domain of integration of U2, we conclude that
U2 ≲ N200‖ψ′‖∞,
and therefore from (4.168) we have
|∂αΦα(t)| ≲ N202. (4.171)
since ‖ψ′‖∞ ≲ N2 by the choice of ψ, see below (4.53).
Similarly, we conclude that
|Z3| ≲ N200‖ψ′‖∞. (4.172)













∂αz̃i(0, α) = x̃i(0) − ỹi(0),
for all 1 ≤ |i| ≤ N . Since |∂αz̃i(0, α)| ≲ N200 for all 1 ≤ |i| ≤ N , by Duhamel principle
and contraction, it follows that
|∂αz̃i(t, α)| ≲ N200 + t∗ max0≤τ≤t∗|∂αΦα(τ)| ≲ N
202 (4.173)




since for all j in the summation in Z2 we have that |i− j| ≳ i∗ ∼ N
1
2 and thus |z̃i − z̃j | ≳
|i− j|/N ≳ N−1/2.
Finally, we estimate Z4 using the fact that the endpoints of Iz,i(t)c∩Jz(t) are quantiles
















ẑi − γ 3i∗
4
∣∣∣∣∣∣ ≲ N (4.175)
by rigidity. Combining (4.171)-(4.175) we conclude (4.167), completing the proof of Lemma 4.6.11.
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Continuing the analysis of the equation (4.162), for any fixed α let us define w# =
w#(t, α) as the solution of
∂tw
# = Lw#, (4.176)
with cutoff initial data
w#i (0, α) = 1{|i|≤N4ωℓ+δ}wi(0, α),
with some 0 < δ < Cωℓ where C > 10 a constant such that (4 + C)ωℓ < ωA.
By the rigidity (4.159) the finite speed estimate (4.279), with δ′ := δ, for the propagator
UL of L holds. Let 0 < δ1 < δ2 , then, using Duhamel principle, that the error term ζ
(0)
i is





|w#i (t, α) − wi(t, α)| ≤ N
−100, (4.177)
for any α ∈ [0, 1]. In other words, the initial conditions far away do not influence the
w-dynamics, hence they can be set zero.
Next, we use the heat kernel contraction for the equation in (4.176). By the optimal

























Next, we recall that ẑ(t, α = 0) = ŷ(t).
Combining (4.177) and (4.179), integrating wi(t, α′) over α′ ∈ [0, α], by high moment
Markov inequality as in (4.102)-(4.103), we conclude that
sup
0≤t≤t∗







, 1 ≤ |i| ≤ N4ωℓ+δ1 ,
for any fixed α ∈ [0, 1] with very high probability for any ξ > 0. Since








for all 1 ≤ |i| ≤ N4ωℓ+δ1 and α ∈ [0, 1], by (4.35) and the optimal rigidity of ŷi(t),
see (4.60), we conclude that
sup
0≤t≤t∗







, 1 ≤ |i| ≤ N4ωℓ+δ1 (4.180)
for any fixed α ∈ [0, 1], for any ξ > 0 with very high probability. This concludes the proof
of (4.160).
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.. Phase : Rigidity for ẑ with the correct i-dependence.
In this subsection we will prove almost optimal i-dependent rigidity for the short range
approximation ẑi(t, α) (see (4.154)–(4.157)) for 1 ≤ |i| ≤ N4ωℓ+δ1 .













, 1 ≤ |i| ≤ N4ωℓ+δ1 , (4.181)
for any ξ > 0 with very high probability.
Proof. Define
K := dN ξe,
then (4.160) (with ξ → ξ/2) implies (4.181) for all 1 ≤ |i| ≤ 2K. Next, we prove (4.181) for
all 2K ≤ |i| ≤ N4ωℓ+δ1 by coupling x̃i(t) with ỹ〈i−K〉(t), where we make the following
notational convention:
〈i−K〉 := i−K if i ∈ [K+1, N ]∪[−N,−1], 〈i−K〉 := i−K−1 if i ∈ [1,K].
(4.182)
This slight complication is due to our indexing convention that excludes i = 0.
In order to couple the Brownian motion of x̃i(t) with the one of ỹ〈i−K〉(t) we construct
a new process z̃∗(t, α) satisfying











z̃∗i (t, α) − z̃∗j (t, α)
+ Φα(t)
]
dt, 1 ≤ |i| ≤ N
(4.183)
with initial data
z̃∗i (0, α) = αx̃i(0) + (1 − α)ỹ〈i−K〉(0), (4.184)
for any α ∈ [0, 1]. Notice that the only difference with respect to z̃i(t, α) from (4.71) is a
shift in the index of the Brownian motion, i.e. z̃ and z̃∗ (almost) coincide in distribution,
but their coupling to the y-process is different. The slight discrepancy comes from the
effect of the few extreme indices. Indeed, to make the definition (4.183) unambiguous even
for extreme indices, i ∈ [−N,−N + K − 1], additionally we need to define independent
Brownian motionsBj and initial padding particles ỹj(0) = −jN300 for j = −N−1, . . .−
N − K. Similarly to Lemma 4.5.1, the effect of these very distant additional particles is
negligible on the dynamics of the particles for 1 ≤ |i| ≤ ϵN for some small ϵ.
Next, we define the process ẑ∗(t, α) as the short range approximation of z̃∗(t, α), given
by (4.154)–(4.156) but Bi replaced with B〈i−K〉 and we use initial data ẑ∗(0, α) = z̃∗(0, α).
In particular,
ẑ∗i (t, 1) = x̂i(t) +O(N−100), ẑ∗i (t, 0) = ŷ〈i−K〉(t) +O(N−100), 1 ≤ |i| ≤ ϵN,
(4.185)
the discrepancy again coming from the negligible effect of the additionalK distant particles
on the particles near the cusp regime.
Let w∗i (t, α) := ∂αẑ∗i (t, α), i.e. w∗ = w∗(t, α) is a solution of
∂tw
∗ = Bw∗ + Vw∗ + ζ(0)
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with initial data
w∗i (0, α) = x̂∗i (0) − ŷ〈i−K〉(0).
The operators B, L and the error term ζ(0) are defined as in (4.163)-(4.166) with all z̃ and ẑ
replaced by z̃∗ and ẑ∗, respectively.
We now define (w∗)# as the solution of
∂t(w∗)# = L(w∗)#, (4.186)
with cutoff initial data
(w∗i )#(0, α) = 1{|i|≤N4ωℓ+δ}w
∗
i (0, α),
with 0 < δ < Cωℓ with C > 10 such that (4 + C)ωℓ < ωA.
We claim that
(w∗i )#(0, α) ≥ 0, 1 ≤ |i| ≤ N. (4.187)
We need to check it for 1 ≤ |i| ≤ N4ωℓ+δ, otherwise (w∗i )#(0, α) = 0 by the cutoff. In
the regime 1 ≤ |i| ≤ N4ωℓ+δ we use the optimal rigidity (Lemma 4.6.1 with ξ → ξ/10)
for x̂∗i (0) and ŷ〈i−K〉(0) that yields
(w∗i )#(0, α) = x̂∗i (0) − ŷ〈i−K〉(0) ≥ −N
ξ





We now check that γ̂x,i(0)−γ̂y,〈i−K〉(0) is sufficiently positive to compensate for theN
ξ
10 ηf
error terms. Indeed, by (4.30a) and (4.35), for all |i| ≥ 2K we have




ηf (γ∗y,〈i−K〉(t)) ∼ ηf (γ
∗
x,i(t)).
This shows (4.187) in the 2K ≤ |i| ≤ N4ωℓ+δ regime. If K ≤ |i| ≤ 2K or −K ≤ i ≤ −1
we have that (w∗i )#(0, α) ≥ 0 since
γ̂x,i(0) − γ̂y,〈i−K〉(0) ≳ max
{K3/4
N3/4






ηf (γ∗x,i(0)), ηf (γ∗y,〈i−K〉(0))
}
,
so γ̂x,i(0) − γ̂y,〈i−K〉(0) beats the error terms N
ξ
10 ηf as well. Finally, if 1 ≤ i ≤ K − 1
the bound in (4.188) is easy since γ̂x,i(0) and γ̂y,〈i−K〉(0) have opposite sign, i.e. they are in
two different sides of the small gap and one of them is at least of order (K/N)3/4, beating
N
ξ
10 ηf . This proves (4.187). Hence, by the maximum principle we conclude that
(w∗i )#(t, α) ≥ 0, 0 ≤ t ≤ t∗, α ∈ [0, 1]. (4.189)
Let δ1 < δ2 be defined in Proposition 4.6.10. The rigidity estimate in (4.159) holds for ẑ
∗
as well, since ẑ and ẑ∗ have the same distribution. Furthermore, by (4.159) the propagator
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U of L := B + V satisfies the finite speed estimate in Lemma 4.B.3. Then, using Duhamel





|(w∗i )#(t, α) − w∗i (t, α)| ≤ N−100, (4.190)
for any α ∈ [0, 1] with very high probability.
By (4.190), integrating w∗i (t, α′) over α′ ∈ [0, α], we conclude that
ẑ∗i (t, α) − ŷ〈i−K〉(t) ≥ −N−100, 1 ≤ |i| ≤ N,4ωℓ+δ1 (4.191)
for all α ∈ [0, 1] and 0 ≤ t ≤ t∗ with very high probability. Note that in order to
prove (4.191) with very high probability we used a Markov inequality as in (4.102)-(4.103).
Hence,













≳ −K(ηf (γ∗y,〈i−K〉(t)) + ηf (γ∗y,i(t))) − γ∗i (t)t
1/3
∗




for all 1 ≤ |i| ≤ N4ωℓ+δ1 , where we used the optimal rigidity (4.60) and (4.35) in going to
the second line. In particular, since for |i| ≥ 2K we have that ηf (γ∗y,i(t)) ∼ ηf (γ∗y,i−K(t)),
we conclude that









, 2K ≤ |i| ≤ N4ωℓ+δ1 , (4.193)
for all 0 ≤ t ≤ t∗ and for any α ∈ [0, 1]. This implies the lower bound in (4.181).
In order to prove the upper bound in (4.181) we consider a very similar process z̃∗i (t, α)
(we continue to denote it by star) where the index shift in y is in the other direction. More
precisely, it is defined as a solution of
















z̃i(0, α) = αỹ〈i+K〉(0) + (1 − α)x̃i(0),
for any α ∈ [0, 1]. Here 〈i+K〉 is defined analogously to (4.182). Then, by similar compu-
tations, we conclude that









, 2K ≤ |i| ≤ N4ωℓ+δ1 , (4.194)
for all 0 ≤ t ≤ t∗ and for any α ∈ [0, 1]. Combining (4.193) and (4.194) we conclude (4.181)
and complete the proof of Proposition 4.6.12.
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. Proof of Proposition ..: Dyson Brownian motion near the
cusp






for a small fixed ω1 > 0 and t∗ is the time of the formation of the exact cusp. The main result
of this section is the following proposition fromwhichwe can quickly prove Proposition 4.3.1
for t1 ≤ t∗. If t1 > t∗ we conclude Proposition 4.3.1 using the analogous Proposition 4.8.1
instead of Proposition 4.7.1 exactly in the same way.
Proposition ... For t1 ≤ t∗, with very high probability we have that
|(λj(t1) − e+λ,t1) − (µj+iµ−iλ(t1) − e
+
µ,t1)| ≤ N
− 34 −cω1 (4.195)
for some small constant c > 0 and for any j such that |j − iλ| ≤ Nω1 .
Note that if t1 = t∗ then e+r,t∗ = e
−
r,t∗ = cr, for r = λ, µ, with cr being the exact cusp
point of the scDOSs ρr,t∗ . The proof of Proposition 4.7.1 will be given at the end of the
section after several auxiliary lemmas.








r,t1) if t1 < t∗,
cr if t1 = t∗,
mr,t1 if t1 > t∗.
of ρr,t1 as in (4.5), for r = λ, µ. Then, using the change of variables x = N
3
4 (x′ − br,t1),
for r = λ, µ, and the definition of correlation function, for each Lipschitz continuous and


































4 (λi1 − bλ,t1), . . . , N
3










where λ1, . . . , λN and µ1, . . . , µN are the eigenvalues, labelled in increasing order, ofH(λ)t1
and H(µ)t1 respectively. In EH(µ)t1
F (λ → µ) we also replace bλ,t1 by bµ,t1 .








4.7. Proof of Proposition 4.3.1: Dyson Brownian motion near the cusp
where ϵ is a positive exponent with ϵ  ω1.
We start with the estimate for the second sum of (4.197). In particular, we will estimate








(·) will follow in an analogous way.
Since the test function F is compactly supported in some set Ω ⊂ Rk and in
∑′ there










4 (λi1 − bλ,t1), . . . , N
3
















where CΩ is the diameter of Ω. Let γλ,i = γ̂λ,i + e+λ,t1 be the classical eigenvalue locations
of ρλ(t1) defined by (4.27) for all 1 − iλ ≤ i ≤ N + 1 − iλ. Then, by the rigidity estimate






|λil − bλ,t1 | ≲ CΩN−
3
4 , |il − iλ| ≥ N ϵ
)
≤ N−D, (4.199)
for each D > 0 if N is large enough, depending on CΩ. Indeed, by rigidity it follows that
















with very high probability, ifN ϵ ≤ |il − iλ| ≤ c̃N , for some 0 < c̃ < 1. In (4.200) we used
the rigidity from [83, Corollary 2.6] in the form






for any ξ > 0, with very high probability. Note that (4.199) and (4.200) hold for any ϵ ≳ ξ.
If |il − iλ| ≥ c̃N , then |γil − γiλ | ∼ 1 and the bound in (4.200) clearly holds. A similar
estimate holds for H(µ)t1 , hence, choosing D > k + 1 we conclude that the second sum
in (4.197) is negligible.
Next, we consider the first sum in (4.197). For t1 ≤ t∗ we have, by (4.22a) that
|(e+λ,t1 − bλ,t1) − (e
+
µ,t1 − bµ,t1)| =
1
2

















4 (λi1 − bλ,t1), . . . , N
3













for some c > 0. Then, using that
Nk(N − k)!
N !
= 1 + Ok(N−1),
we easily conclude the proof of Proposition 4.3.1.
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.. Interpolation.
In order to prove Proposition 4.7.1 we recall a few concepts introduced previously. In Sec-
tion 4.5 we introduced the padding particles xi(t), yi(t), for 1 ≤ |i| ≤ N , that are good
approximations of the eigenvalues λj(t), µj(t) respectively, for 1 ≤ j ≤ N , in the sense
of Lemma 4.5.1. They satisfy a Dyson Brownian Motion equation (4.49), (4.51) mimicking
the DBM of genuine eigenvalue processes (4.47), (4.48). It is more convenient to consider
shifted processes where the edge motion is subtracted.
More precisely, for r = x, y and r(t) = x(t), y(t), we defined
r̃i(t) := ri(t) − e+r,t, 1 ≤ |i| ≤ N,

















r̃i(0) = ri(0) − e+r,0, (4.203)
for all 1 ≤ |i| ≤ N .
Next, following a similar idea of [131], we also introduced in (4.71) an interpolation


















z̃i(0, α) = αx̃i(0) + (1 − α)ỹi(0),
for each 1 ≤ |i| ≤ N . Recall that Φα(t) was defined in (4.72) and it is such that Φ0(t) =
<[my,t(e+y,t)] and Φ1(t) = <[mx,t(e+x,t)]. Note that z̃i(t, 1) = x̃i(t) and z̃i(t, 0) = ỹi(t)
for all 1 ≤ |i| ≤ N and 0 ≤ t ≤ t∗.
We recall the definition of the interpolated quantiles from (4.54) of Section 4.5;
γi(t) := αγ̂x,i(t) + (1 − α)γ̂y,i(t), α ∈ [0, 1], (4.205)
where γ̂x,i and γ̂y,i are the shifted quantiles of ρx,t and ρy,t respectively, defined in Sec-
tion 4.5. In particular,
e±t = αe±x,t + (1 − α)e±y,t, α ∈ [0, 1].
We denoted the interpolated density, whose quantiles are the γi(t), by ρt (4.56), and its
Stieltjes transform bymt.
Let ẑ(t, α) be the short range approximation of z̃(t, α) defined by (4.154)-(4.156), with
exponents ω1  ωℓ  ωA  1 and with initial data ẑ(0, α) = z̃(0, α) and i∗ = N
1
2 +C∗ω1 ,
for some large constant C∗ > 0. In particular, x̂(t) = ẑ(t, 1) and ŷ(t) = ẑ(t, 0). As-
suming optimal rigidity in (4.60) for r̃i(t) = x̃i(t), ỹi(t), the following lemma shows that
the process r̃ and its short range approximation r̂ = x̂, ŷ stay very close to each other,
i.e. |r̂i − r̃i| ≤ N−
3
4 −c, for some small c > 0. This is the analogue of Lemma 3.7 in [131]
and its proof, given in Appendix 4.C, follows similar lines. It assumes the optimal rigidity,
see (4.206) below, which is ensured by [83, Corollary 2.6], see Lemma 4.6.1.
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Lemma ... Let i∗ = N
1
2 +C∗ω1 . Assume that z̃(t, 0) and z̃(t, 1) satisfy the optimal rigidity
sup
0≤t≤t1




r,t + γ̂r,±i(t)), 1 ≤ |i| ≤ i∗, α = 0, 1,
(4.206)










































for any ξ > 0, with very high probability.






|z̃i(t, α) − ẑi(t, α)| ≲ N−
3
4 −c, α = 0, 1 (4.208)
with very high probability.
Remark ... Note the denominator in the first error term in (4.207): the factor N3ωℓ is better
than N2ωℓ in Lemma . in [], this is because of the natural cusp scaling. The fact that this
power is at leastN (1+ϵ)ωℓ was essential in [] since this allowed to transfer the optimal rigidity
from z̃ to the ẑ process for all α ∈ [0, 1]. Optimal rigidity for ẑ is essential (i) for the heat
kernel bound for the propagator of L, see (4.162)–(4.163), and (ii) for a good ℓp-norm for the
initial condition in (4.219). With our approach, however, this power in (4.207) is not critical since
we have already obtained an even better, i-dependent rigidity for the ẑ process for any α by using
maximum principle, see Proposition ... We still need (4.207) for the x and y processes (i.e. only
for α = 0, 1), but only with a precision below the rigidity scale, therefore the denominator in the




Next, we consider the α-derivative of the process ẑ(t, α). Let
ui(t) = ui(t, α) := ∂αẑi(t, α), 1 ≤ |i| ≤ N,
then u is a solution of the equation
∂tu = Lu+ ζ(0), (4.209)
where ζ(0), defined by (4.165)-(4.166), is an error term that is non zero only for |i| > NωA
and such that |ζ(0)i | ≲ NC , for some large constant C > 0 with very high probability,
by (4.167), and the operator L = B + V acting on R2N is defined by (4.163)-(4.164).
In the followingwith UL we denote the semigroup associated to (4.209), i.e. byDuhamel
principle
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and UL(s, s) = Id for all 0 ≤ s ≤ t. Furthermore, for each a, b such that |a|, |b| ≤
N , with ULab we denote the entries of UL, which can be either seen as the solution of the
equation (4.209) with initial condition ua(0) = δab.
By Proposition 4.6.3 and Lemma 4.C.1, for any fixed α ∈ [0, 1], it follows that
sup
0≤t≤t∗














, 1 ≤ |i| ≤ i∗, (4.211)
with very high probability. Then, using (4.211), as a consequence of Lemma 4.B.3 we have
the following:
Lemma ... There exists a constant C > 0 such that for any 0 < δ < Cωℓ, if 1 ≤ |a| ≤
1
2N
4ωℓ+δ and |b| ≥ N4ωℓ+δ, then
sup
0≤s≤t≤t∗
ULab(s, t) + ULba(s, t) ≤ N−D (4.212)
for anyD > 0 with very high probability.
Furthermore, by Proposition 4.6.12, for any fixed α ∈ [0, 1], we have that
sup
0≤t≤t∗









, 1 ≤ |i| ≤ N4ωℓ+δ1 , (4.213)
for some small fixed δ1 > 0 and for any ξ > 0 with very high probability.







, ‖u‖∞ := max
i
|ui|.
Following a similar scheme to [41], [91] with some minor modifications we will prove the
following Sobolev-type inequalities in Appendix 4.D.



























hold, with p = 82+3η , for any function ‖u‖p < ∞.
Using the Sobolev inequality in (4.214) and the finite speed estimate of Lemma 4.7.4,
in Appendix 4.E we prove the energy estimates for the heat kernel in Lemma 4.7.6 via a
Nash-type argument.
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Lemma ... Assume (4.210), (4.211) and (4.213). Let 0 < δ4 < δ110 and w0 ∈ R
2N such that
|(w0)i| ≤ N−100‖w0‖1, for |i| ≥ ℓ4N δ4 . Then, for any small η > 0 there exists a constant























for each p ≥ 1.
Let 0 < δv < δ42 . Define vi = vi(t, α) to be the solution of
∂tv = Lv, vi(0, α) = ui(0, α)1{|i|≤N4ωℓ+δv }. (4.217)
Then, by Lemma 4.7.4 the next lemma follows.






|ui(t) − vi(t)| ≤ N−100, (4.218)
with very high probability.















Then, using that ζ(0)i = 0 for 1 ≤ |i| ≤ NωA and (4.167), the bound in (4.218) follows by
Lemma 4.7.4.





) − (µiµ(t1) − e+µ,t1)| ≤ |x̃1(t1) − x̂1(t1)| + |x̂1(t1) − ŷ1(t1)| + |ŷ1(t1) − ỹ1(t1)|
≤ |x̂1(t1) − ŷ1(t1)| +N−
3
4 −c
with very high probability.
Since ẑi(t1, 1) = x̂i(t1) and ẑi(t1, 0) = ŷi(t1) for all 1 ≤ |i| ≤ N , by the definition of
ui(t, α), it follows that




Furthermore, by a highmomentMarkov inequality as in (4.102)-(4.103) andLemma 4.7.7,
we get ∫ 1
0
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Since vi(0) = ui(0)1{|i|≤N4ωℓ+δv } and, by (4.35) and (4.60), for 1 ≤ |i| ≤ N4ωℓ+δv we
have that



































with very high probability. Hence, reaclling that t1 = N−1/2+ω1 , by (4.216) and Markov’s
inequality again, we get
∫ 1
0



























with very high probability, for η small enough, say η ≤ ω1(8C + 12ω1)−1. Notice that





15 from the Nash estimate beats the constant
1
6 from (4.219). This completes
the proof of Proposition 4.7.1.
. Case of t ≥ t∗: small minimum
In this section we consider the case when the densities ρx,t, ρy,t, hence their interpolation ρt
as well, have a small minimum, i.e. t∗ ≤ t ≤ 2t∗. We deal with the small minimum case in
this separate section mainly for notational reasons: for t∗ ≤ t ≤ 2t∗ the processes x(t) and
y(t), and consequently the associated quantiles and densities, are shifted by m̃r,t, for r =
x, y, instead of e+r,t. We recall that m̃r,t, defined in (4.31a), denotes a close approximation of
the actual local minimummr,t near the physical cusp. We chose to shift x(t) and y(t) by the
tilde approximation of the minimum instead of the minimum itself for technical reasons,
namely because the t-derivative of m̃r,t, r = x, y, satisfies the convenient relation in (4.31d).
As we explained at the beginning of Section 4.7, in order to prove universality, i.e. Propo-
sition 4.3.1 at time t1 ≥ t∗, it is enough to prove the following:
Proposition ... For t1 ≥ t∗, we have, with very high probability, that
|(λj(t1) − mλ,t1) − (µj+iµ−iλ(t1) − mµ,t1)| ≤ N
− 34 −c (4.221)
for some small constant c > 0 and for any j such that |j− iλ| ≤ Nω1 . Heremλ,t1 andmµ,t1 are
the local minimum of ρλ,t1 and ρµ,t1 , respectively.
We introduce the shifted process r̃i(t) = x̃i(t), ỹi(t) for t ≥ t∗. Let us define
r̃i(t) := ri(t) − m̃r,t, 1 ≤ |i| ≤ N, (4.222)
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Furthermore we recall that by γ̂r,i(t) we the denote the quantiles of ρr,t, with r = x, y, for
all t∗ ≤ t ≤ 2t∗, i.e.
γ̂r,i = γr,i − m̃r,t, 1 ≤ |i| ≤ N.
By the rigidity estimate of [83, Corollary 2.6], using Lemma 4.5.1 and the fluctuation
scale estimate in (4.34a) the proof of the following lemma is immediate.
Lemma ... Let r̃(t) = x̃(t), ỹ(t). There exists a fixed small ϵ > 0, such that for each
1 ≤ |i| ≤ ϵN , we have
sup
t∗≤t≤t1
|r̃i(t) − γ̂r,i(t)| ≤ N ξη
ρr,t
f (γr,i(t)), (4.224)
for any ξ > 0 with very high probability, where we recall that the behavior of ηρr,tf (e
+
r,t +
γ̂r,±i(t)), with r = x, y, is given by (4.34b).
In order to prove Proposition 4.8.1, by Lemma 4.5.1 and (4.31b), it is enough to prove
the following proposition.
Proposition ... For t1 ≥ t∗ we have, with very high probability, that
|(xi(t1) − m̃x,t1) − (yi(t1) − m̃y,t1)| ≤ N−
3
4 −c (4.225)
for some small constant c > 0 and for any 1 ≤ |i| ≤ Nω1 .
The remaining part of this section is devoted to the proof of Proposition 4.8.3. We start
with some preparatory lemmas. We recall the definition of the interpolated quantiles given
in Section 4.5,
γi(t) := αγ̂x,i(t) + (1 − α)γ̂y,i(t), (4.226)
for all α ∈ [0, 1] and t∗ ≤ t ≤ 2t∗, as well as
mt := αm̃x,t + (1 − α)m̃y,t,
for all α ∈ [0, 1] and t∗ ≤ t ≤ 2t∗. Furthermore by ρt from (4.56) we denote the interpo-
lated density between ρx,t and ρy,t and bymt its Stieltjes transform.
We now define the process z̃i(t, α) whose initial data are given by the linear interpola-
tion of x̃(0) and ỹ(0). Analogously to the small gap case, we define the function Ψα(t), for
t∗ ≤ t ≤ 2t∗, that represents the correct shift of the process z̃(t, α), in order to compensate
the discrepancy of our choice of the interpolation for ρt with respect to the semicircular flow
evolution of the density ρ0.
Analogously to the edge case, see (4.62)-(4.68), we define h(t, α) with the following
properties
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[mx,t(m̃x,t)] − (1 − α)
d
dt
[my,t(m̃y,t)] − h(t, α). (4.228)
In particular, by our definition of h(t, α) in (4.227) it follows that Ψ0(t) = ddtm̃y,t, Ψ1(t) =
d
dtm̃x,t and that
Ψα(t) = <[mt(mt)] + O(N−
1
2 +ω1). (4.229)
Note that the error in (4.229) is somewhat weaker than in the analogous equation (4.73) due
to the additional error in (4.31d) compared with (4.31e).

















z̃i(t∗, α) := αx̃i(t∗) + (1 − α)ỹi(t∗), (4.231)
for all 1 ≤ |i| ≤ N and for all α ∈ [0, 1].
We recall that ω1  ωℓ  ωA  1 and that i∗ = N
1
2 +C∗ω1 with some large constant
C∗.
Next, we define the analogue of Jz(t) and Iz,i(t) for the small minimum by (4.152)
and (4.153) using the definition in (4.226) for the quantiles. Then, for each t∗ ≤ t ≤ t1, we
define the short range approximation ẑi(t, α) of z̃(t, α) by the following SDE.



































































ρt(E + m+t )
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with initial data
ẑi(t∗, α) := z̃i(t∗, α). (4.235)
Next, by Lemma 4.C.2, by the optimal rigidity in (4.224) for x̃(t) and ỹ(t), the next
lemma follows immediately.




















for any ξ > 0 and C > 0 a large universal constant.
In order to proceed with the heat-kernel estimates we need an optimal i-dependent
rigidity for ẑi(t, α) for 1 ≤ |i| ≤ N4ωℓ+δ, for some 0 < δ < Cωℓ. In particular, analogously
to Proposition 4.6.12 we have:
Proposition ... Fix any α ∈ [0, 1]. There exists a small fixed 0 < δ1 < Cωℓ, for some
constant C > 0, such that
sup
t∗≤t≤2t∗









, 1 ≤ |i| ≤ N4ωℓ+δ1 (4.237)
for any ξ > 0 with very high probability.
Proof. We can adapt the arguments in Section 4.6 to the case of the small minimum, t ≥ t∗,
in a straightforward way. In Section 4.6, as the main input, we used the precise estimates on
the density ρr,t (4.22b), (4.37), on the quantiles γ̂r,i(t) (4.30a), on the quantile gaps (4.35),
on the fluctuation scale (4.34a) and on the Stieltjes transform (4.39a); all formulated for the
small gap case, 0 ≤ t ≤ t∗. In the small minimum case, t ≥ t∗, the corresponding estimates
are all available in Section 4.4, see (4.22d),(4.38),(4.30b), (4.36),(4.34b) and (4.39b), respec-
tively. In fact, the semicircular flow is more regular after the cusp formation, see e.g. the
better (larger) exponent in the (t−t∗) error terms when comparing (4.22b) with (4.22d). This
makes handling the small minimum case easier. The most critical part in Section 4.6 is the
estimate of the forcing term (Proposition 4.6.7), where the derivative of the density (4.23a)
was heavily used. The main mechanism of this proof is the delicate cancellation between
the contributions to S2 from the intervals [γi−n−1, γi−n] and [γi+n−1, γi+n], see (4.140).
This cancellation takes place away from the edge. The proof is divided into two cases; the
so-called “edge regime”, where the gap length ∆ is relatively large and the “cusp regime”,
where ∆ is small or zero. The adaptation of this argument to the small minimum case,
t ≥ t∗, will be identical to the proof for the small gap case in the “cusp regime”. In this
regime the derivative bound (4.23a) is used only in the form |ρ′| ≲ ρ−2 which is available
in the small minimum case, t ≥ t∗, as well, see (4.24a). This proves Proposition 4.6.7 for
t ≥ t∗. The rest of the argument is identical to the proof in the small minimum case up to
obvious notational changes; the details are left to the reader.
Let us define ui(t, α) := ∂αẑi(t, α), for t∗ ≤ t ≤ 2t∗. In particular, u is a solution of
the equation
∂tu = Lu+ ζ(0) (4.238)
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with initial condition u(t∗, α) = x̃(t∗) − ỹ(t∗) from (4.231). The error term ζ(0) is defined
analogously to (4.165)-(4.166) but replacing Φα and e+t with Ψα and m̃t, respectively. Note
that this error term is non zero only for |i| ≥ NωA and for any i we have |ζ(0)i | ≤ NC
with very high probability, for some large C > 0. Furthermore, L = B + V is defined as
in (4.163)-(4.164) replacing e+y,t and e+t by m̃y,t and mt, respectively. In the following by UL
we denote the propagator of the operator L.
Let 0 < δv < δ42 , with δ4 defined in Lemma 4.7.6. Define vi = vi(t, α) to be the
solution of
∂tv = Lv, vi(t∗, α) = ui(t∗, α)1{|i|≤N4ωℓ+δv }. (4.239)
By the finite speed of propagation estimate in Lemma 4.B.3, similarly to the proof of
Lemma 4.7.7, we immediately obtain the following:






|ui(t) − vi(t)| ≤ N−100 (4.240)
with very high probability.
Collecting all the previous lemmas we conclude this section with the proof of Proposi-
tion 4.8.3.
Proof of Proposition ... Weconsider only the i = 1 case. ByLemma 4.5.1 andLemma 4.8.4
we have that
|(x1(t1) − m̃x,t1) − (y1(t1) − m̃y,t1)| ≤ |x̃1(t1) − x̂1(t1)| + |x̂1(t1) − ŷ1(t1)|
+ |ŷ1(t1) − ỹ1(t1)|





with very high probability. Sinceu(t, α) = ∂αẑ(t, α), using x̂1(t1)−ŷ1(t1) =
∫ 1
0 u(t1, α) dα
and Lemma 4.8.6 it will be sufficient to estimate
∫ 1
0 |v1(t1, α)| dα. By rigidity from (4.224),
we have















for any ξ > 0 with very high probability.
Finally, using the heat kernel estimate in (4.216) for UL(0, t) for t∗ ≤ t ≤ 2t∗, we
conclude, after a Markov inequality as in (4.102)-(4.103),∫ 1
0








with very high probability.
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.A Proof ofTheorem ..
We now briefly outline the changes required for the proof of Theorem 4.2.4 compared to the
proof of Theorem 4.2.2. We first note that for 0 ≤ τ1 ≤ · · · ≤ τk ≲ N−1/2 in distribution














where U1, . . . , Uk are independent GOE matrices. Next, we claim and prove later by
Green function comparison that the time-dependent k-point correlation function of (4.242)







τ2 − τ1U2, . . . , H̃t +
√




















for any fixed t ≤ N−1/4−ϵ, where we recall that H̃t and Ht constructed as in Section 4.3
(see (4.10)). Finally, we notice that the joint eigenvalue distribution of thematrices in (4.244)
is precisely given by the joint distribution of(
λi(ct+ τ1), . . . , λi(ct+ τk), i ∈ [N ]
)










ds, λi(0) = λi(Ht). (4.245)
The high probability control on the eigenvalues evolved according to (4.245) in Proposi-
tions 4.7.1 and 4.8.1 allows to simultaneously compare eigenvalues at different times with
those of the Gaussian reference ensemble automatically.
In order to establish Theorem 4.2.4 it thus only remains to argue that the k-point func-
tions of (4.242) and (4.243) are asymptotically equal. For the sake of this argument we
consider only the randomness inH and condition on the randomness in U1, . . . , Uk. Then
the OU-flow












H̃ ′0 = H +
√
τ1U1 + · · · +
√
τl − τl−1Ul
for fixed U1, . . . , Ul is given by
H̃ ′s = H̃s +
√
τ1U1 + · · · +
√
τl − τl−1Ul,
i.e. we view √τ1U1 + · · · +
√
τl − τl−1Ul as an additional expectation matrix. Thus we can
appeal to the standard Green function comparison technique already used in Section 4.3
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to compare the k-point functions of (4.242) and (4.243). Here we can follow the standard
resolvent expansion argument from [83, Eq. (116)] and note that the proof therein verbatim
also allows us to compare products of traces of resolvents with differing expectations. Finally
we then take the EU1 . . .EUk expectation to conclude that not only the conditioned k-
point functions of (4.242) and (4.243) asymptotically agree, but also the k-point functions
themselves.
.B Finite speed of propagation estimate
In this section we prove a finite speed of propagation estimate for the time evolution of the
α-derivative of the short range dynamics defined in (4.154)–(4.156). It is an adjustment to
the analogous proof of Lemma 4.1 in [131]. For concreteness, we present the proof for the
propagator UL where L = B + V is defined in (4.162)–(4.164). The point is that once the
dynamics is localized, i.e. the range of the interaction term B is restricted to a local scale
|i−j| ≤ |j+(i)−j−(i)|, with |j+(i)−j−(i)| ≳ N4ωℓ =: L, and the time is also restricted,
0 ≤ t ≤ 2t∗ ≲ N−
1
2 +ω1 , then the propagation cannot go beyond a scale that is much bigger
than the interaction scale. This mechanism is very general and will also be used in a slightly
different (simpler) setup of Lemma 4.6.5 and Proposition 4.6.8 where the interaction scale
is much bigger L ∼
√
N . We will give the necessary changes for the proof of Lemma 4.6.5
and Proposition 4.6.8 at the end of this section.
Lemma .B.. Let ẑ(t) = ẑ(t, α) be the solution to the short range dynamics (4.154)–(4.156)
with i∗ = N
1
2 +C∗ω1 , exponentsω1  ωℓ  ωA  1 and propagatorL = B+V from (4.162)–
(4.164). Let us assume that
sup
0≤t≤t∗





, 1 ≤ |i| ≤ i∗, (4.246)
where γi(t) are the quantiles from (4.54). Then, there exists a constant C ′ > 0 such that for any
0 < δ < C ′ωℓ, |a| ≥ LN δ and |b| ≤ 34LN
δ, for any fixed 0 ≤ s ≤ t∗, we have that
sup
s≤t≤t∗
ULab(s, t) + ULba(s, t) ≤ N−D (4.247)
for any D > 0, with very high probability. The same result holds for the short range dynamics
after the cusp defined in (4.238) for t∗ ≤ s ≤ 2t∗.
Proof of Lemma .B.. For concreteness we assume that 0 ≤ s ≤ t ≤ t∗, i.e. we are in
the small gap regime. For t∗ ≤ s ≤ t ≤ 2t∗ the proof is analogous using the defini-
tion (4.226) for the γi(t), the definition of the short range approximation in (4.232)-(4.235)
for the ẑi(t, α) and replacing e+t by mt. With these adjustments the proof follows in the
same way except for (4.270) below, where we have to use the estimates in (4.39b) instead
of (4.39a).
First we consider the s = 0 case, then in Lemma 4.B.3 below we extend the proof for all
0 ≤ s ≤ t. Let ψ(x) be an even 1-Lipschitz real function, i.e. ψ(x) = ψ(−x), ‖ψ′‖∞ ≤ 1
such that






























We consider a solution of the equation
∂tf = Lf, 0 ≤ t ≤ t∗
with some discrete Dirac delta initial condition fi(0) = δip∗ at p∗ for any |p∗| ≥ N4ωℓN δ.
For concreteness, assume p∗ > 0 and set p := N4ωℓN δ. Define
ϕi = ϕi(t, α) := e
1










































































Let τ1 ≤ t∗ be the first time such that F ≥ 5 and let τ2 be stopping time so that the
estimate (4.246) holds with t ≤ τ2 instead of t ≤ t∗; the condition (4.246) then says that
τ2 = t∗ with very high probability. Define τ := τ1 ∧τ2 ∧t∗, our goal is to show that τ = t∗.
In the following we assume t ≤ τ .
Now we estimate the terms in (4.252)–(4.255) one by one. We start with (4.253). Note
that the rigidity scale N−
3
4 +Cω1 in (4.246) is much smaller than N−
3
4 (1−δ)+3ωℓ , the range
of the support of ψ′, which, in turn, is comparable with |γi − γp| ≳ (p/N)3/4 for any
i ≥ 2p = 2LN δ. Therefore ψ′(ẑi − γp) = 0 unless |i| ≲ LN δ. Moreover, if |i| ≲ LN δ
and (i, j) ∈ A, then |j| ≲ LN δ. Hence, the nonzero terms in the sum in (4.253) have both
indices |i|, |j| ≲ N4ωℓ+δ. By (4.246) and Cω1  ωℓ, for such terms we have
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Note that ν|ẑi − ẑj | ≲ 1. Therefore, by Taylor expanding in the exponent, we have∣∣∣∣∣ϕiϕj + ϕjϕi − 2
∣∣∣∣∣ = (e ν2 (ψ(ẑj−γp)−ψ(ẑi−γp)) − e ν2 (ψ(ẑi−γp)−ψ(ẑj−γp)))2












where in the last inequality we used that ψ is Lipschitz continuous. Hence we conclude the

























since the number of j ’s in the summation is at most
|j+(i) − j−(i)| ≤ ℓ4 + ℓ|i|3/4 ≤ LN3δ/4. (4.259)
























The next step is to get a bound for (4.254). Sinceψ′(ẑi−γp) = 0 unless |i| ≲ N4ωℓ+δ 
NωA , choosing C > 0 such that (4 + C)ωℓ < ωA and using (4.155) we get


















dE + <[my,t(e+y,t)] + α
(
<[mx,t(γ̂x,p(t) + e+x,t) −mx,t(e+x,t)]
)
+ (1 − α)
(




We insert (4.261) into (4.254) and estimate all three terms separately in the regime |i| ≲
LN δ. For the stochastic differential, by the definition of τ ≤ t∗ and the Burkholder-Davis-


















F (t) ≲ νN ϵ′N− 34 + 12ω1 ,
(4.263)
for any ϵ′ > 0, with very high probability. In (4.263) we used that τ ≤ t∗ ∼ N−
1
2 +ω1 , and
that, by the definition of τ , F (t) is bounded for all 0 ≤ t ≤ τ .
126
4.B. Finite speed of propagation estimate


















































Using m2i − m2j = (mi − mj)(mi + mj) and Schwarz inequality, the first sum in (4.264)

















ψ′(ẑi − γp)2(m2i +m2j ).
(4.266)






































Note that the first term on the right-hand side of (4.268) can be incorporated in the first,
dissipative term in (4.252).














<[my,t(γ̂x,p(t) + e+y,t)] − <[my,t(γp(t) + e+y,t)]
)
+ (1 − α)
(
<[my,t(γ̂y,p(t) + e+y,t)] − <[my,t(γp(t) + e+y,t)
)
=: A1 +A2 +A3 +A4.
(4.269)
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Similarly to the estimates in (4.115), forA2 we use (4.39a) while forA3, A4 we use (4.23b),
then we use the asymptotic behavior of γ̂p, γp by (4.30a) and p = LN δ to conclude that

















(ẑi(t) − E)(γp(t) − E)




















4 logN . In the first term
in (4.271) we use that
|ẑi(t) − E| ≥ |γi(t) − E| − |ẑi(t) − γi(t)| ≳ γp(t)
for E 6∈ Iy,i(t), by rigidity (4.246) and by the fact that in the i ≤ Cp regime |γi(t) −
γi±j±(i)(t)| ≳ γp(t)  N−
3
4 +Cω1 since ω1  ωℓ and = LN δ = N4ωℓ+ω1 .


































Collecting all the previous estimates using the choice of ν from (4.250) with δ′ ≥ δ2 and










































for large N and with very high probability, where we used the choice of ν (4.250) and that




F (t) ≤ 5, (4.275)
with very high probability.
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Furthermore, since p = LN δ, if i ≤ 34LN
δ, choosing δ′ = 3δ4 − ϵ1, with ϵ1 ≤
δ
4 , then
by Proposition 4.6.3 we have that












with very high probability.




Therefore, if i ≤ 3LNδ4 and p∗ ≥ p, then for each fixed 0 ≤ t ≤ t∗ we have that
ULip∗(0, t) ≤ N
−D, (4.276)
for anyD > 0 with very high probability. Similar estimate holds if i and p∗ are negative or
have opposite sign. This proves the estimate on the first term in (4.247) for any fixed s. The
estimate for ULp∗i(s, t) is analogous with initial condition f = δi. This proves Lemma 4.B.1.
Next, we enhance this result to a bound uniform in 0 ≤ s ≤ t∗. We first have:
Lemma .B.. Let u be a solution of
∂tu = Lu, (4.277)












with very high probability.














2 is much smaller than 1 by ω1  ωℓ.




2 proceeds similarly to (4.271). Indeed, for 1 ≤ |i| < NωA ,
we use ρy,t(E + e+y,t) ≲ |E|
1
3 and that |ẑi(t) −E| ∼ |γi(t) −E| by rigidity (4.246) and by
the fact that
|j+(i) − i|, |j−(i) − i| ≳ N4ωℓ +Nωℓ |i|
3
4

































Theestimate of −Vi forNωA < |i| ≤ i∗2 is similar. This concludes the proof of Lemma 4.B.2.
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Finally we prove the following version of Lemma 4.B.1 that is uniform in s:
Lemma .B.. Under the same hypotheses of Lemma .B., for any δ′ > 0, such that δ′ < C ′ωℓ,
with C ′ > 0 the constant defined in Lemma .B., |a| ≤ LNδ
′
2 and |b| ≥ LN
δ′ we have that
sup
0≤s≤t≤t∗
ULab(s, t) + ULba(s, t) ≤ N−D (4.279)
with very high probability. The same result holds for t∗ ≤ s ≤ t ≤ 2t∗ as well.
Proof. By the semigroup property for any 0 ≤ s ≤ t ≤ t∗ and any j we have that
ULaj(0, t) ≥ ULab(s, t)ULbj(0, s). (4.280)






















, ∀ 0 ≤ s ≤ t∗.
From the last inequality and since sups≤t∗ U
L
bj(0, s) ≤ N−100 with very high probability
for any |j| ≤ 34LN
δ′ by Lemma 4.B.1, it follows that there exists an j∗ = j∗(s), maybe
depending on s, with |j∗(s)| ≥ 34LN
δ′ , such that ULbj∗(s)(0, s) ≥
1
4N . Furthermore, by
the finite speed propagation estimate in Lemma 4.B.1 (this time with |a| ≥ 34LN
δ and
|b| ≤ 12LN
δ; note that its proof only used that |a− b| ≳ LN δ), we have that
sup
t≤t∗






with very high probability. Hencewe get from (4.280) with j = j∗(s) that sups≤t ULab(s, t) ≲
N−D+1 with very high probability. The estimate for ULba(s, t) follows in a similar way. This
concludes the proof of Lemma 4.B.3.
Finally, we prove Lemma 4.6.5 and Proposition 4.6.8 which are versions of Lemma 4.B.3
but for the short range approximation on scale L = N1/2+C1ω1 needed in Section 4.6.3.2.
Proof of Lemma ... Choosing L = N
1
2 +C1ω1 , the proof of Lemma 4.B.1 is exactly the
















with Φα(t) given in (4.72) instead of (4.262). Then Lemma 4.B.2 and Lemma 4.B.3 follow
exactly in the same way.
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|Qi(t)| ≲ logN. (4.282)
Hence, by an estimate similar to (4.274), we conclude that
sup
0≤t≤τ









































with very high probability. Note that in the last inequality we used that L = N
1
2 +C1ω1 .
Proof of Proposition ... This proof is almost identical to the previous one, except that
























which satisfies the same bound (4.282). The rest of the proof is unchanged.
.C Short-long approximation
In this section we estimate the difference of the solution of the DBM z̃(t, α) and its short
range approximation ẑ(t, α), closely following the proof of Lemma 3.7 in [131] and adapt-
ing it to the more complicated cusp situation. In particular, in Section 4.C.1 we estimate
|z̃(t, α) − ẑ(t, α)| for 0 ≤ t ≤ t∗, i.e. until the formation of an exact cusp; in Section 4.C.2,
instead, we estimate |z̃(t, α) − ẑ(t, α)| for t∗ < t ≤ 2t∗, i.e. after the formation of a small
minimum. The precision of this approximation depends on the rigidity bounds we put as
a condition. We consider a two-scale rigidity assumption, a weaker rigidity valid for all
indices and a stronger rigidity valid for 1 ≤ |i| ≲ i∗ = N
1
2 +C∗ω1 ; both described by an
exponent.
.C. Short-long approximation: Small gap and exact cusp.
In this subsection we estimate the difference of the solution of the DBM z̃(t, α) defined
in (4.71) and its short range approximation ẑ(t, α) defined by (4.154)-(4.157) for 0 ≤ t ≤ t∗.
We formulate Lemma 4.C.1 (for 0 ≤ t ≤ t∗) below a bit more generally than we need in
order to indicate the dependence of the approximation precision on these two exponents.
For our actual application in Lemma 4.6.9 and Lemma 4.7.2 we use specific exponents.
Lemma .C.. Let ω1  ωℓ  ωA  1. Let 0 < a0 ≤ 14 + Cω1, C > 0 a universal
constant and 0 < a ≤ Cω1. Let i∗ := N
1
2 +C∗ω1 with C∗ defined in Proposition ... We
assume that





, 1 ≤ |i| ≤ N, 0 ≤ t ≤ t∗ (4.284)
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and that





, 1 ≤ |i| ≤ i∗, 0 ≤ t ≤ t∗. (4.285)










































with very high probability.
Proof of Lemma ... Use Lemma 4.C.1 with the choice a0 = 14 + Cω1 and a = Cω1, for
some universal constant C > 0. The conditions (4.284) and (4.285) are guaranteed by (4.78)
and (4.79).
Proof of Lemma .C.. Let wi := ẑi − z̃i, hence w is a solution of
∂tw = B1w + V1w + ζ, (4.287)







(z̃i(t, α) − z̃j(t, α))(ẑi(t, α) − ẑj(t, α))
. (4.288)





(z̃i(t, α) − E)(ẑi(t, α) − E)





ρt(E + e+t )
(z̃i(t, α) − E)(ẑi(t, α) − E)




Finally, V1(i) = 0 for |i| ≥ i∗2 . The vector ζ in (4.287) collects various error terms.
We define the stopping time
T := max{t ∈ [0, t∗]| sup
0≤s≤t
|z̃i(s, α)−ẑi(s, α)| ≤
1
2
min{|Iz,i(t)|, |Iy,i(t)|, } ∀α ∈ [0, 1]},
(4.291)
where we recall that |Iz,i(t)| ∼ |Iy,i(t)| ∼ N−
3
4 +3ωℓ .
For 0 ≤ t ≤ T we have that V1 ≤ 0. Therefore, since
∑
i(Bf)i = 0, by the symmetry
of A, the semigroup of B1 + V1, denoted by UB1+V1 , is a contraction on every ℓp space.















Thus, to prove (4.286) it is enough to estimate ‖ζ(s)‖∞, for all 0 ≤ s ≤ t∗.
The error term ζ is given by ζi = 0 for |i| > i∗2 , then for 1 ≤ |i| ≤ N












z̃i(t, α) − z̃j(t, α)
+ Φα(t) − <[my,t(e+y,t)],
(4.293)




ρt(E + e+t )






z̃i(t, α) − z̃j(t, α)
. (4.294)
Note that in the sum in (4.294) we do not have the summation over |j| ≥ 3i∗4 since if
1 ≤ |i| ≤ i∗2 and |j| ≥
3i∗
4 then (i, j) ∈ A
c.
In the following we will often omit the t and the α arguments from z̃i and γi for nota-
tional simplicity.




















ρt(E + e+t )(E − γj)




































Since |j+ − i| ≥ N4ωℓ +Nωℓ |i|
3
4 and NωA , i.e.











Then, using the rigidity estimate in (4.285) for the first and the second term of the












4 −3ωℓ . (4.296)
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The sum on the rhs. of (4.296) is over all the j, negative and positive, but the main con-




















4 −3ωℓ . (4.297)
From now we assume that both i and j are positive. In order to estimate (4.297) we use













where ∆t ≲ t3/2∗ denotes the length of the small gap of ρt, for all |j| ≤ i∗ ∼ N
1
2 . A simple
calculation from (4.30a) shows that in the regime i ≥ NωA and j ∈ Ac we may replace
















4 −3ωℓ . (4.298)
In fact, the same replacement works if either i ≥ N4ωℓ or j ≥ N4ωℓ and at least one of
these two inequalities always hold as (i, j) ∈ Ac. Using i ≤ i∗2 and that by the restriction
(i, j) ∈ Ac we have |j − i| ≥ ℓ(ℓ3 + i
3













, for any NωA < |i| ≤ i∗
2
. (4.300)
with very high probability.


















































To estimate A2, we first notice that the restriction (i, j) ∈ Ac in the summation is
superfluous for |i| ≤ NωA and |j| ≥ 34 i∗. Let η1 ∈ [N
− 34 +
3
4ωA , N−δ], for some small fixed









ρt(E + e+t )



























ρt(E + e+t )
z̃i − E + iη1
dE

+ (mt(z̃i + iη1) −m2N (z̃i + iη1, t, α)) =: A2,1 +A2,2 +A2,3 +A2,4,
(4.303)
where we introduced






zj(t, α) − z
, z ∈ H.
















Exactly the same estimate holds for A2,1.






|z̃j − γj |





|z̃j − γj |





















































4ωA . In particular, we know that =mN (γi + iη1) can be bounded by the density
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Optimizing (4.304) and (4.305) for η1, we choose η1 = (i1/2∗ Na−5/4)3/5 which falls



















Next, we treatA3 from (4.301). Φα(t) = <[mt(e+t )]+O(N−1) by (4.73), then by (4.39a)
we conclude that
|A3| = |<[mt(e+t )] − <[mt(z̃i + e+t )] + <[my,t(z̃i + e+y,t)] − <[my,t(e+y,t)]|
≲

























































We start with the estimate for A4,2. By (4.153) and the comparison estimates between
γz,i and γ̂y,i by (4.35) we have that
|Iz,i(t)∆Iy,i(t)| ≲ |γz,i−j−(i) − γ̂y,i−j−(i)| + |γz,i+j+(i) − γ̂y,i+j+(i)| ≲
N
ω1








where ∆ is the symmetric difference. In the second inequality of (4.309) we used that


































with very high probability.
To estimate the integral in A4,1 we have to deal with the logarithmic singularity due to
the values of E close to z̃i(t). For max{e−t , e−y,t} < E ≤ 0 we have that
ρy,t(E + e+y,t) = ρt(E + e+t ) = 0. (4.312)
For min{e−t , e−y,t} ≤ E ≤ max{e−t , e−y,t}, using the 13-Hölder continuity of ρt and ρy,t
and (4.22a) we have that



















t ≤ t∗. Similarly, for E ≤ min{e−t , e−y,t} we have that






with E′ ≤ 0.
Using (4.22b) for E ≥ 0 and combining (4.22b) with (4.312)-(4.314) for E < 0, we have
that
|A4,1| ≲

































The two singular integrals in the second line are estimated separately. By the 13-Hölder






















The same bound holds for the other singular integral in (4.315) by using the 13-Hölder con-

























with very high probability.
Collecting all the estimates (4.300), (4.302), (4.306), (4.307), (4.311) and (4.316), and
recalling ω1  ωℓ  ωA  1, we see that (4.302) is the largest term and thus |ζ| ≲
N−
1
4 −2ωℓNCω1 as a ≤ Cω1. Thus, using (4.292), we conclude that the estimate in (4.286)
is satisfied for all 0 ≤ t ≤ T . In particular, this means that
|ẑi(t, α) − z̃i(t, α)| ≤ N−
3
4 +Cω1 , 0 ≤ t ≤ T,
for some small constantC > 0. We conclude the proof of this lemma showing that T ≥ t∗.
Suppose by contradiction that T < t∗, then, since the solution of the DBM have con-
tinuous paths (see Theorem 12.2 of [90]), we have that






for some tiny t̃ > 0 and for any α ∈ [0, 1]. This bound is much smaller than the threshold
|Iy,i(t)|, |Iz,i(t)| ∼ N−
3
4 +3ωℓ in the definition of T . But this is a contradiction by the
maximality in the definition of T , hence T = t∗, proving (4.286) for all 0 ≤ t ≤ t∗. This
completes the proof of Lemma 4.C.1.
137
4. CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE
Proof of Lemma ... The proof of this lemma is very similar to that of Lemma 4.C.1, hence
we will only sketch the proof by indicating the differences. The main difference is that in
this lemma we have optimal i-dependent rigidity for all 1 ≤ |i| ≤ i∗. Hence, we can give







































Compared with (4.299), the additionalNωℓ factor in the denominator comes from the |j|1/4
factor beforehand that is due to the optimal dependence of the rigidity on the index. Con-
sequently, using the optimal rigidity in (4.60), we improve the denominator in the first term












≲ N 14 −
C∗ω1
2 η1,
since i∗ = N
1
2 +C∗ω1 , hence, choosing η1 = N−
5
8 , we conclude that













All other estimates follow exactly in the same way of the proof of Lemma 4.C.1. This
concludes the proof of Lemma 4.7.2.
.C. Short-long approximation: Small minimum.
In this subsection we estimate the difference of the solution of the DBM z̃(t, α) defined
by (4.230) and its short range approximation ẑ(t, α) defined by (4.232)-(4.235) for t∗ ≤ t ≤
2t∗.
Lemma .C.. Under the same assumption of Lemma .C. and assuming that the rigidity






























with very high probability, for any α ∈ [0, 1].
Proof. The proof of this lemma is similar to the proof of Lemma 4.C.1, but some estimates
for the semicircular flow are slightly different mainly because in this lemma the z̃i(t, α)
are shifted by mt instead of e+t . Hence, we will skip some details in this proof, describing
carefully only the estimates that are different respect to Lemma 4.C.1.
Let wi := ẑi − z̃i, hence w is a solution of
∂t = B1w + V1w + ζ,
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where B1 and V1 are defined as in (4.288)-(4.290) substituting e+t with mt.
Without loss of generality we assume that V1 ≤ 0 for all t∗ ≤ t ≤ T (see (4.291) in
the proof of Lemma 4.C.1 but now we have t∗ ≤ t ≤ 2t∗ in the definition of the stopping
time). This implies that UB1+V1 is a contraction semigroup and so in order to prove (4.317)




At the end, exactly as at the end of the proof of Lemma 4.C.1, by continuity of the paths,
we can easily establish T = 2t∗ for the stopping time.
The error term ζ is given by ζi = 0 for |i| > i∗2 , then ζi for 1 ≤ |i| ≤ N





























We start to estimate the error term for NωA < |i| ≤ i∗2 . A similar computation as the



































+ <[my,t(z̃i + m̃y,t)] +
d
dt













=: (A1 +A2) +A3 +A4.
(4.321)
where (A1 +A2) indicates that for the actual estimates we split the first line in (4.321) into
two terms as in (4.301). By similar computations as in Lemma 4.C.1, see (4.302) and (4.306),
we conclude that





















By (4.31b), (4.31d), (4.39b) and the definition of Ψα(t) in (4.228) it follows that
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We start with the estimate for A4,2.





where ∆ is the symmetric difference. Note that this bound is somewhat better than the anal-






















with very high probability.





Proceeding similarly to the estimate of |A4,1| at the end of the proof of Lemma 4.C.1, we
conclude that
|A4,1| ≲






















Furthermore, similarly to the estimate in the singular integral in (4.315), but substituting e+t
and e+y,t bymt and m̃y,t respectively, we conclude that that the last term in (4.329) is bounded
by N−20. Therefore,
|A41| ≲
























The proof of the Sobolev-type inequality in the cusp case is essentially identical to that in
the edge case presented in Appendix B of [41]; only the exponents need adjustment to the
cusp scaling. We give some details for completeness.
Proof of Lemma ... We will prove only the first inequality in (4.214). The proof for the
second one is exactly the same. We start by proving a continuous version of (4.214) and
then we will conclude the proof by linear interpolation. We claim that for any small η there

















We recall the representation formula for fractional powers of the Laplacian: for any
0 < α < 2 and for any function f ∈ Lp(R) for some p ∈ [1,∞) we have








with some explicit constant C(α), where |p| :=
√
−∆.











4 ds ≤ C(y − x)(xy)−
1
8 ,













where q := 14 −
η
8 and p :=
8
2+3η . Let f̃(x) be the symmetric extension of f to the whole











































with some C0(η) > 0, hence for the proof of (4.334) it is enough to show that
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Let g := |p|
1









n = 1 +
1
p , 0 ≤ q <
n
p and 0 < a < n. In our case a =
1+η
2 , r = 2, n = 1
and all the conditions are satisfied if we take 0 < η < 1. This completes the proof of (4.331).
Next, in order to prove (4.214), we proceed by linear interpolation as in Proposition B.2
in [91]. Given u : Z → R, let ψ : R → R be its linear interpolation, i.e. ψ(i) := ui for
i ∈ Z and
ψ(x) := ui + (ui+1 − ui)(x− i) = ui+1 − (ui+1 − ui)(i+ 1 − x), (4.335)
for x ∈ [i, i + 1]. It is easy to see that for each p ∈ [2,+∞] (i.e. η ≤ 2/3), there exists a
constant Cp such that
C−1p ‖ψ‖Lp(R) ≤ ‖u‖Lp(Z) ≤ Cp‖ψ‖Lp(R). (4.336)




















for some constant cη > 0. Indeed, combining (4.336) and (4.337) with (4.331) we con-
clude (4.214). Finally, the proof of (4.337) is a simple exercise along the lines of the proof of
Proposition B.2 in [91].
.E Heat-kernel estimates
The proof of the heat kernel estimates relies on the Nash method. In the edge scaling
regime a similar bound was proven in [41] for a compact interval, extended to non-compact
interval but with compactly supported initial data w0 in [131]. Here we closely follow the
latter proof, adjusted to the cusp regime, where interactions on both sides of the cusp play
a role unlike in the edge regime.
Proof of Lemma ... We start proving (4.215), then (4.216) follows by (4.215) by duality.
Without loss of generality we assume ‖w0‖1 = 1 and that
‖w(s̃)‖p ≥ N−100 (4.338)
for each s ≤ s̃ ≤ t, where w(s̃) = UL(s, s̃)w0. Otherwise, by ℓp-contraction we had
‖w(s̃)‖p ≤ N−100 implying (4.215) directly.




































































































since i ≥ ℓ4N δ2 and |(w0)j | ≤ N−100 for j ≥ ℓ4N δ4 by our hypotheses. Indeed, for












ULij(w0)j+N−100 ≲ N−100, (4.342)
with very high probability. If (i, j) ∈ A, i, j ≥ 1 and i or j are smaller than ℓ4N δ2 then
both i and j are smaller than ℓ4N δ3 . Hence, for such i and j, by (4.213), we have that












for any fixed α ∈ [0, 1] and for all 0 ≤ t ≤ t∗, where ẑi(t, α) is defined by (4.163)-(4.164).
If i and j are both negative the estimates in (4.339)-(4.343) follow in the same way.





















































4. CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE
By the rigidity (4.210), (4.211) and (4.213), we can replace ẑj by γj in the sum on the rhs.
of (4.345) and so approximate it by an integral, then using that ρt(E) ≲ ρy,t(E) in the cusp












dE = −Vi. (4.346)

































Note that in the first inequality of (4.347) we used (4.342).






3 +Cη〈w,Lw〉 + 1
10
‖w‖2p.
Hence, using Hölder inequality, we have that


























In the last inequality of (4.348) we used the ℓ1-contraction of UL. Integrating (4.348) back











proving (4.215). The same bound also holds for the transpose operator (UL)T .
In order to prove (4.216) we follow Lemma 3.11 of [131]. Let χ(i) := 1{|i|≤ℓ4Nδ5 }, with
δ4 < δ5 <
δ1
2 , and v ∈ R
2N . Then, we have that
〈UL(0, t)w0, v〉 = 〈w0, (UL)Tχv〉 + 〈w0, (UL)T (1 − χ)v〉.
By Lemma 4.B.3 we have that
|〈w0, (UL)T (1 − χ)v〉| ≤ N−100‖w0‖2‖v‖1. (4.350)
By (4.215) and Cauchy-Schwarz inequality we have that























and so, by (4.349), that





















where in the first inequality we used that UL(0, t/2)w0 satisfies the hypothesis of Lemma 4.7.6,
since |(UL(0, t/2)w0)i| ≤ N−100 for |i| ≥ ℓ4N2δ4 by the finite speed estimate of Lemma 4.B.3.
Combining (4.352) and (4.353) then (4.216) follows by interpolation.
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Edge Universality for non-Hermitian Random Matrices
5
We consider large non-Hermitian real or complex random matricesX with
independent, identically distributed centred entries. We prove that their local eigenvalue
statistics near the spectral edge, the unit circle, coincide with those of the Ginibre
ensemble, i.e. when the matrix elements ofX are Gaussian. This result is the
non-Hermitian counterpart of the universality of the Tracy-Widom distribution at the
spectral edges of the Wigner ensemble.
Published as G. Cipolloni et al., Edge universality for non-Hermitian random matrices,
Probability Theory and Related Fields, 1–28 (2020).
. Introduction
Following Wigner’s motivation from physics, most universality results on the local eigen-
value statistics for large random matrices concern the Hermitian case. In particular, the
celebrated Wigner-Dyson statistics in the bulk spectrum [146], the Tracy-Widom statis-
tics [202, 203] at the spectral edge and the Pearcey statistics [157, 204] at the possible cusps
of the eigenvalue density profile all describe eigenvalue statistics of a large Hermitian ran-
dom matrix. In the last decade there has been a spectacular progress in verifying Wigner’s
original vision, formalized as the Wigner-Dyson-Mehta conjecture, for Hermitian ensem-
bles with increasing generality, see e.g. [6, 45, 84–86, 88, 118, 130, 134, 136, 155, 181, 193] for
the bulk, [15, 41, 43, 115, 131, 133, 156, 186, 194] for the edge and more recently [57, 83, 109] at
the cusps.
Much less is known about the spectral universality for non-Hermitian models. In the
simplest case of the Ginibre ensemble, i.e. random matrices with i.i.d. standard Gaussian
entries without any symmetry condition, explicit formulas for all correlation functions have
been computed first for the complex case [102] and later for the more complicated real
case [35, 121, 183] (with special cases solved earlier [76, 77, 137]). Beyond the explicitly com-
putable Ginibre case only the method of four moment matching by Tao and Vu has been
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available. Their main universality result in [195] states that the local correlation functions
of the eigenvalues of a random matrix X with i.i.d. matrix elements coincide with those of
the Ginibre ensemble as long as the first four moments of the common distribution of the
entries of X (almost) match the first four moments of the standard Gaussian. This result
holds for both real and complex cases as well as throughout the spectrum, including the
edge regime.
In the current paper we prove the edge universality for any n×n random matrixX with
centred i.i.d. entries in the edge regime, in particular we remove the four moment matching
condition from [195]. More precisely, under the normalization E |xab|2 = 1n , the spectrum
of X converges to the unit disc with a uniform spectral density according to the circular
law [18, 20, 33, 101, 103, 191]. The typical distance between nearest eigenvalues is of order
n−1/2. We pick a reference point z on the boundary of the limiting spectrum, |z| = 1,
and rescale correlation functions by a factor of n−1/2 to detect the correlation of individual
eigenvalues. We show that these rescaled correlation functions converge to those of the
Ginibre ensemble as n → ∞. This result is the non-Hermitian analogue of the Tracy-
Widom edge universality in the Hermitian case. A similar result is expected to hold in the
bulk regime, i.e. for any reference point |z| < 1, but our method is currently restricted to
the edge.
Investigating spectral statistics of non-Hermitian random matrices is considerably more
challenging than Hermitian ones. We give two fundamental reasons for this: the first one is
already present in the proof of the circular law on the global scale. The second one is specific
to the most powerful existing method to prove universality of eigenvalue fluctuations.
The first issue a general one; it is well known that non-Hermitian, especially non-normal
spectral analysis is difficult because, unlike in the Hermitian case, the resolvent (X−z)−1 of
a non-normal matrix is not effective to study eigenvalues near z. Indeed, (X − z)−1 can be
very large even if z is away from the spectrum, a fact that is closely related to the instability
of the non-Hermitian eigenvalues under perturbations. The only useful expression to grasp
non-Hermitian eigenvalues is Girko’s celebrated formula, see (5.14) later, expressing linear
statistics of eigenvalues of X in terms of the log-determinant of the symmetrized matrix
Hz =
(
0 X − z
X∗ − z 0
)
. (5.1)
Girko’s formula is much more subtle and harder to analyse than the analogous expression
for the Hermitian case involving the boundary value of the resolvent on the real line. In
particular, it requires a good lower bound on the smallest singular value ofX−z, a notorious
difficulty behind the proof of the circular law. Furthermore, any conceivable universality
proof would rely on a local version of the circular law as an a priori control. Local laws on
optimal scale assert that the eigenvalue density on a scale n−1/2+ϵ is deterministic with high
probability, i.e. it is a law of large number type result and is not sufficiently refined to detect
correlations of individual eigenvalues. The proof of the local circular law requires a careful
analysis of Hz that has an additional structural instability due to its block symmetry. A
specific estimate, tailored to Girko’s formula, on the trace of the resolvent of (Hz)2 was the
main ingredient behind the proof of the local circular law on optimal scale [44, 46, 213], see
also [195] under three moment matching condition. Very recently the optimal local circular
law was even proven for ensembles with inhomogeneous variance profiles in the bulk [11]
and at the edge [13], the latter result also gives an optimal control on the spectral radius. An
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optimal local law for Hz in the edge regime previously had not been available, even in the
i.i.d. case.
The second major obstacle to prove universality of fluctuations of non-Hermitian eigen-
values is the lack of a good analogue of the Dyson Brownian motion. The essential ingredi-
ent behind the strongest universality results in the Hermitian case is the Dyson Brownian
motion (DBM) [74], a system of coupled stochastic differential equations (SDE) that the
eigenvalues of a natural stochastic flow of random matrices satisfy, see [90] for a pedagogical
summary. The corresponding SDE in the non-Hermitian case involves not only eigenvalues
but overlaps of eigenvectors as well, see e.g. [38, Appendix A]. Since overlaps themselves
have strong correlation whose proofs are highly nontrivial even in the Ginibre case [38, 99],
the analysis of this SDE is currently beyond reach.
Our proof of the edge universality circumvents DBM and it has two key ingredients.
The first main input is an optimal local law for the resolvent of Hz both in isotropic and
averaged sense, see (5.13) later, that allows for a concise and transparent comparison of the
joint distribution of several resolvents ofHz with their Gaussian counterparts by following
their evolution under the natural Ornstein-Uhlenbeck (OU). We are able to control this
flow for a long time, similarly to an earlier proof of the Tracy-Widom law at the spectral
edge of a Hermitian ensemble [135]. Note that the density of eigenvalues of Hz develops a
cusp as |z| passes through 1, the spectral radius ofX . The optimal local law for very general
Hermitian ensembles in the cusp regime has recently been proven [83], strengthening the
non-optimal result in [6]. This optimality was essential in the proof of the universality of
the Pearcey statistics for both the complex Hermitian [83] and real symmetric [57] matrices
with a cusp in their density of states. The matrix Hz , however, does not satisfy the key
flatness condition required [83] due its large zero blocks. A very delicate analysis of the
underlying matrix Dyson equation was necessary to overcome the flatness condition and
prove the optimal local law for Hz in [11, 13].
Our second key input is a lower tail estimate on the lowest singular value ofX−z when
|z| ≈ 1. A very mild regularity assumption on the distribution of the matrix elements ofX ,
see (5.4) later, guarantees that there is no singular value below n−100, say. Cruder bounds
guarantee that there cannot be more than nϵ singular values below n−3/4; note that this
natural scaling reflects the cusp at zero in the density of states ofHz . Such information on
the possible singular values in the regime [n−100, n−3/4] is sufficient for the optimal local
law since it is insensitive to nϵ-eigenvalues, but for universality every eigenvalue must be
accounted for. We therefore need a stronger lower tail bound on the lowest eigenvalue λ1 of

















, X ∼ Gin(R)
x, X ∼ Gin(C),
(5.2)
modulo logarithmic corrections, for the Ginibre ensemble whenever |z| = 1 + O(n−1/2).
Most importantly, (5.2) controls λ1 on the optimal n−3/2 scale and thus excluding singular
values in the intermediate regime [n−100, n−3/4−ϵ] that was inaccessible with other meth-
ods. We extend this control toX with i.i.d. entries from the Ginibre ensemble with Green
function comparison argument using again the optimal local law for Hz .
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Notations and conventions
We introduce some notations we use throughout the paper. We write H for the upper half-
plane H := {z ∈ C : =z > 0}, and for any z ∈ C we use the notation dz := 2−1i(dz∧dz)
for the two dimensional volume form on C. For any 2n× 2nmatrix A we use the notation
〈A〉 := (2n)−1 TrA to denote the normalized trace of A. For positive quantities f, g we
write f ≲ g and f ∼ g if f ≤ Cg or cg ≤ f ≤ Cg, respectively, for some constants
c, C > 0 which depends only on the constants appearing in (5.3). We denote vectors by
bold-faced lower case Roman letters x,y ∈ Ck, for some k ∈ N. Vector and matrix
norms, ‖x‖ and ‖A‖, indicate the usual Euclidean norm and the corresponding induced
matrix norm. Moreover, for a vector x ∈ Ck, we use the notation dx := dx1 . . . dxk.
Wewill use the concept of “with very high probability”meaning that for any fixedD > 0
the probability of the event is bigger than 1 − n−D if n ≥ n0(D). Moreover, we use the
convention that ξ > 0 denotes an arbitrary small constant.
We use the convention that quantities without tilde refer to a general matrix with i.i.d.
entries, whilst any quantity with tilde refers to the Ginibre ensemble, e.g. we useX , {σi}ni=1
to denote a non-Hermitian matrix with i.i.d. entries and its eigenvalues, respectively, and
X̃ , {σ̃i}ni=1 to denote their Ginibre counterparts.
. Model andmain results
We consider real or complex i.i.d. matrices X , i.e. matrices whose entries are independent
and identically distributed as xab
d= n−1/2χ for a random variable χ. We formulate two
assumptions on the random variable χ:
Assumption (.A). In the real case we assume thatEχ = 0 andEχ2 = 1, while in the complex
case we assume Eχ = Eχ2 = 0 and E |χ|2 = 1. In addition, we assume the existence of high
moments, i.e. that there exist constants Cp > 0 for each p ∈ N, such that
E |χ|p ≤ Cp. (5.3)
Assumption (.B). There exist α, β > 0 such that the probability density g : F → [0,∞) of
the random variable χ satisfies
g ∈ L1+α(F), ‖g‖1+α ≤ nβ, (5.4)
where F = R,C in the real and complex case, respectively.
Remark ... We remark that we use Assumption (.B) only to control the probability of a very
small singular value ofX − z. Alternatively, one may use the statement
P(Spec(Hz) ∩ [−n−l, n−l] = ∅) ≤ Cln−l/2, (5.5)
for any l ≥ 1, uniformly in |z| ≤ 2, that follows directly from [, Theorem .] without
Assumption (.B). Using (5.5) makes Assumption (.B) superfluous in the entire paper, albeit at
the expense of a quite sophisticated proof.
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We denote the eigenvalues of X by σ1, . . . , σn ∈ C, and define the k-point correlation
function p(n)k of X implicitly such that∫
Ck
F (z1, . . . , zk)p
(n)









F (σi1 , . . . , σik),
(5.6)
for any smooth compactly supported test function F : Ck → C, with ij ∈ {1, . . . , n} for
j ∈ {1, . . . , k} all distinct. For the important special case when χ follows a standard real
or complex Gaussian distribution, we denote the k-point function of the Ginibre matrix X








1(z ∈ D) = 1
π
1(|z| ≤ 1)
to the uniform distribution on the unit disk. On the scalen−1/2 of individual eigenvalues the
scaling limit of the k-point function has been explicitly computed in the case of complex and
real Ginibre matrices,X ∼ Gin(R),Gin(C), i.e. for any fixed z1, . . . , zk, w1, . . . , wk ∈ C
there exist scaling limits p(∞)z1,...,zk = p
(∞,Gin(F))














= p(∞,Gin(F))z1,...,zk (w1, . . . , wk). (5.7)
Remark ... The k-point correlation function p(∞,Gin(F))z1,...,zk of the Ginibre ensemble in both the
complex and real cases F = C,R is explicitly known; see [] and [] for the complex case,
and [, , ] for the real case, where the appearance of∼ n1/2 real eigenvalues causes a singular-
ity in the density. In the complex case p(∞,Gin(C))z1,...,zk is determinantal, i.e. for anyw1, . . . , wk ∈ C
it holds





where for any complex numbers z1, z2, w1, w2 the kernelK(∞,Gin(C))z1,z2 (w1, w2) is defined by
(i) For z1 6= z2,K(∞,Gin(C))z1,z2 (w1, w2) = 0.
(ii) For z1 = z2 and |z1| > 1,K(∞,Gin(C))z1,z2 (w1, w2) = 0.
(iii) For z1 = z2 and |z1| < 1,










(iv) For z1 = z2 and |z1| = 1,
























for any z ∈ C, with γz any contour from 0 to z.
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For the corresponding much more involved formulas for p(∞,Gin(R))k we refer the reader to [].
Our main result is the universality of p(∞,Gin(R,C))z1,...,zk at the edge. In particular we show,
that the edge-scaling limit of p(n)k agrees with the known scaling limit of the corresponding
real or complex Ginibre ensemble.
Theorem .. (Edge universality). Let X be an i.i.d. n × n matrix, whose entries satisfy
Assumption (.A). Then, for any fixed integer k ≥ 1, and complex spectral parameters z1, . . . , zk
such that |zj |2 = 1, j = 1, . . . , k, and for any compactly supported smooth function F : Ck →













dw = O(n−c), (5.8)
where the constant in O(·) may depend on k and the C2k+1 norm of F , and c > 0 is a small
constant depending on k.
.. Proof strategy
For the proof of Theorem 5.2.3 it is essential to study the linearized 2n × 2n matrix Hz
defined in (5.1) with eigenvalues λz1 ≤ · · · ≤ λz2n and resolvent G(w) = Gz(w) := (Hz −
w)−1. We note that the block structure ofHz induces a spectrum symmetric around 0, i.e.
λzi = −λz2n−i+1 for i = 1, . . . , n. The resolvent becomes approximately deterministic as
n → ∞ and its limit can be found by solving the simple scalar equation
− 1
m̂z
= w + m̂z − |z|
2
w + m̂z
, m̂z(w) ∈ H, w ∈ H, (5.9)
which is a special case of the matrix Dyson equation (MDE), see e.g. [5]. In the following
we may often omit the z-dependence of m̂z , Gz(w), . . ., in the notation. We note that on
the imaginary axis we have m̂(iη) = i=m̂(iη), and in the edge regime
∣∣1 − |z|2∣∣ ≲ n−1/2
we have the scaling [13, Lemma 3.3]
=m̂(iη) ∼

∣∣1 − |z|2∣∣1/2 + η1/3, |z| ≤ 1,
η
|1−|z|2|+η2/3 , |z| > 1
 ≲ n−1/4 + η1/3. (5.10)
For η > 0 we define
u = uz(iη) := =m̂(iη)
η + =m̂(iη)






where M should be understood as a 2n × 2n whose four n × n blocks are all multiples of
the identity matrix, and we note that [13, Eq. (3.62)]
u(iη) ≲ 1, ‖M(iη)‖ ≲ 1, ‖M ′(iη)‖ ≲ 1
η2/3
(5.12)
Throughout the proof we shall make use of the following optimal local law which is a
direct consequence of [13, Theorem 5.2] (extending [11, Theorem 5.2] to the edge regime).
Compared to [13] we require the local law simultaneously in all the spectral parameters z, η
and for η slightly below the fluctuation scale n−3/4. We defer the proofs for both extensions
to Appendix 5.A.
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Proposition .. (Local law for Hz). Let X be an i.i.d. n × n matrix, whose entries satisfy
Assumption (.A) and (.B), and letHz be as in (5.1). Then for any deterministic vectors x,y and
matrixR and any ξ > 0 the following holds true with very high probability: Simultaneously for
any z with for |1 − |z|| ≲ n−1/2 and all η such that n−1 ≤ η ≤ n100 we have the bounds












For the application of Proposition 5.2.4 towards the proof of Theorem 5.2.3 the special
case of R being the identity matrix, and x,y being either the standard basis vectors, or the
vectors 1± of zeros and ones defined later in (5.58).
The linearized matrix Hz can be related to the eigenvalues σi of X via Girko’s Hermi-


















= TrGz(iη) dη dz
(5.14)
for rescaled test functions fz0(z) := nf(
√
n(z − z0)), where f : C → C is smooth and
compactly supported. When using (5.14) the small η regime requires additional bounds on
the number of small eigenvalues λzi of Hz , or equivalently small singular values of X − z.
For very small η, say η ≤ n−100, the absence of eigenvalues below η, can easily be ensured
by Assumption (5.B). For η just below the critical scale of n−3/4, however, we need to prove
an additional bound on the number of eigenvalues, as stated below.
Proposition ... For any n−1 ≤ η ≤ n−3/4 and
∣∣|z|2 − 1∣∣ ≲ n−1/2 we have the bound
E |{i : |λzi | ≤ η}| ≲
{







on the number of small eigenvalues, for any ξ > 0.
We remark that the precise asymptotics of (5.15) are of no importance for the proof of
Theorem 5.2.3. Instead it would be sufficient to establish that for any ϵ > 0 there exists
δ > 0 such that we have E|{i : |λzi | ≤ n−3/4−ϵ}| ≲ n−δ.
The paper is organized as follows: In Section 5.3 we will prove Proposition 5.2.5 by a
Green function comparison argument, using the analogous bound for the Gaussian case, as
recently obtained in [61]. In Section 5.4 we will then present the proof of our main result,
Theorem 5.2.3, which follows from combining the local law (5.13), Girko’s Hermitization
identity (5.14), the bound on small singular values (5.15) and another long-time Green func-
tion comparison argument.
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. Estimate on the lower tail of the smallest singular value of
X − z
The main result of this section is an estimate of the lower tail of the density of the smallest








with initial data X0 = X , where Bt is the real or complex matrix valued standard Brow-
nian motion, i.e. Bt ∈ Rn×n or Bt ∈ Cn×n, accordingly with X being real or complex,




2=[(bt)ab] in the complex case, are in-
dependent standard real Brownian motions for a, b ∈ [n]. The flow (5.16) induces a flow




e−(t−s)/2 dbs, i.e. χt
d= e−t/2χ+
√
1 − e−tg, (5.17)
where g ∼ N (0, 1) is a standard real or complexGaussian, independent ofχ, with E g2 = 0
in the complex case. By linearity of cumulants we find
κi,j(χt) = e−(i+j)t/2κi,j(χ) +
{
(1 − e−t)κi,j(g), i+ j = 2
0, else,
(5.18)
where κi,j(x) denotes the joint cumulant of i copies of x and j copies of x, in particular
κ2,0(x) = κ0,2(x) = κ1,1(x) = 1 for x = χ, g in the real case, and κ0,2(x) = κ2,0(x) =
0 6= κ1,1(x) = 1 for x = χ, g in the complex case.




1 − e−tX̃, (5.19)
where X̃ is a real or complex Ginibre matrix independent ofX0 = X . Then, we define the
2n×2nmatrixHt = Hzt as in (5.1) replacingX byXt, and its resolventGt(w) = Gzt (w) :=
(Ht −w)−1, for any w ∈ H. We remark that we defined the flow in (5.16) with initial data
X and not Hz in order to preserve the shape of the self consistent density of states of the




(Ht + Z) dt+
dBt√
n













where I denotes the n× n identity matrix.
Proposition ... Let Rt := 〈Gt(iη)〉 = i〈=Gt(iη)〉, then for any n−1 ≤ η ≤ n−3/4 it
holds that




for any arbitrary small ξ > 0 and any 0 ≤ t1 < t2 ≤ +∞, with the convention that e−∞ = 0.
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where α, β ∈ [2n]2 are double indices, wα(t) are the entries ofWt and
κt(α, β, , . . . ) := κ(wα(t), wβ(t), . . . ) (5.23)
denotes the joint cumulant of wα, wβ, . . ., and ∂α := ∂wα . By (5.18) and the independence
of χ and g it follows that κt(α, β) = κ0(α, β) for all α, β and







2 κl,k(χ) if α 6∈ [n]2 ∪ [n+ 1, 2n]2, βi ∈ {α, α′} ∀i ∈ [j]
0 otherwise,
for j > 1, where for a double index α = (a, b), we use the notation α′ := (b, a), and
l, k with l + k = j + 1 denote the number of double indices among α, β1, . . . , βj which
correspond to the upper-right, or respectively lower-left corner of the matrix H . In the
sequel the value of κk,l(χ) is of no importance, but we note that Assumption (5.A) ensures
the bound |κk,l(χ)| ≲
∑
j≤k+l Cj < ∞ for any k, l, with Cj being the constants from
Assumption (5.A).






κ(α, β1, . . . , βm)
m!
E ∂β1 . . . ∂βmf(w) + Ω(K, f), (5.25)
where the error term Ω(K, f) goes to zero as the expansion orderK goes to infinity. In our
application the error is negligible for, say, K = 100 since with each derivative we gain an
additional factor of n−1/2 and due to the independence (5.24) the sums of any order have
effectively only n2 terms. Applying (5.25) to (5.22) with f = ∂αRt, the first order term is
zero due to the assumption Exα = 0, and the second order term cancels. The third order
term is given by
∣∣∣∣ ∑
αβ1β2
κt(α, β1, β2) E[∂α∂β1∂β2Rt]
∣∣∣∣ ≲ e−3t/2 nξn7/2η4 . (5.26)
Proof of (5.26). It follows from the resolvent identity that ∂αG = −G∆αG, where ∆α
is the matrix of all zeros except for a 1 in the α-th entry1. Thus, neglecting minuses and
irrelevant constant factors, for any fixed α, the sum (5.26) is given by a sum of terms of the
form
〈Gt∆γ1Gt∆γ2Gt∆γ3Gt〉, γ1, γ2, γ3 ∈ {α, α′}.
1The matrix ∆α is not to be confused with the Laplacian ∆f in Girko’s formula (5.14)
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Hence, considering all possible choices of γ1, γ2, γ3 and using independence to conclude
that κt(α, β1, β2) can only be non-zero if β1, β2 ∈ {α, α′} we arrive at∣∣∣∣ ∑
αβ1β2















where the sums are taken over (a, b) ∈ [2n]2 \ ([n]2 ∪ [n + 1, 2n]2) and c ∈ [2n], and we
dropped the time dependence of G = Gt for notational convenience.
We estimate the three sums in (5.27) using that, by (5.10), (5.12), it follows





















































































This concludes the proof of (5.26) by choosing ξ in Proposition 5.2.4 accordingly.
Finally, in the cumulant expansion of (5.22) we are able to bound the terms of order
at least four trivially. Indeed, for the fourth order, the trivial bound is e−2t since the n3
from the summation is compensated by the n−2 from the cumulants and the n−1 from the
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normalization of the trace. Morever, we can always perform at least two Ward-estimates
on the first and last G with respect to the trace index. Thus we can estimate any fourth-
order term by e−2t(nη)−2 ≤ e−3t/2n−7/2η−4, and we note that the power-counting for
higher order terms is even better than that. Whence we have shown that E | dRt/dt| ≲
e−3t/2n−7/2η−4 and the proof of Proposition 5.3.1 is complete after integrating (5.22) in t
from t1 to t2.
Let X̃ be a real or complex n × n Ginibre matrix and let H̃z be the linearized matrix
defined as in (5.1) replacingX by X̃ . Let λ̃i = λ̃zi , with i ∈ {1, . . . , 2n}, be the eigenvalues
of H̃z . We define the non negative Hermitian matrix Ỹ = Ỹ z := (X̃ − z)(X̃ − z)∗, then,










n3/2(1 + | log(nη4/3)|), Gin(C),
n3/4η−1, Gin(R),
(5.28)
for X̃ distributed according to the complex, or respective, real Ginibre ensemble.
Combining (5.28) and Proposition 5.3.1 we now present the proof of Proposition 5.2.5.
Proof of Proposition ... Let λi(t), with i ∈ {1, . . . , 2n}, be the eigenvalues of Ht for any
t ≥ 0. Note that λi(0) = λi, since H0 = Hz . By (5.21), choosing t1 = 0, t2 = +∞ it
follows that




































and combining (5.28) with (5.29), we immediately conclude the bound in (5.15).
. Edge universality for non-Hermitian randommatrices
In this section we prove our main edge universality result, as stated in Theorem 5.2.3.
In the following of this section without loss of generality we can assume that the test
function F is of the form
F (w1, . . . , wk) = f (1)(w1) · · · f (k)(wk), (5.30)
with f (1), . . . , f (k) : C → C being smooth and compactly supported functions. Indeed,
any smooth function F can be effectively approximated by its truncated Fourier series (mul-
tiplied by smooth cutoff function of product form); see also [195, Remark 3]. Using the
effective decay of the Fourier coefficients of F controlled by its C2k+1 norm, a standard
approximation argument shows that if (5.8) holds for F in the product form (5.30) with an
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error O(n−c(k)), then it also holds for a general smooth function with an error O(n−c),
where the implicit constant in O(·) depends on k and on the C2k+1-norm of F , and the
constant c > 0 depends on k.
To resolve eigenvalues on their natural scale we consider the rescaling fz0(z) := nf(
√
n(z−
z0)) and compare the linear statistics n−1
∑
i fz0(σi) and n−1
∑
i fz0(σ̃i), with σi, σ̃i being
the eigenvalues of X and of the comparison Ginibre ensemble X̃ , respectively. For conve-
nience we may normalize both linear statistics by their deterministic approximation from











where D denotes the unit disk of the complex plane.
Proposition ... Let k ∈ N and z1, . . . , zk ∈ C be such that |zj |2 = 1 for all j ∈ [k],
and let f (1), . . . , f (k) be smooth compactly supported test functions. Denote the eigenvalues of an
i.i.d. matrix X satisfying Assumptions (.A)–(.B) and a corresponding real or complex Ginibre


































for some small constant c(k) > 0, where the implicit multiplicative constant in O(·) depends on
the norms ‖∆f (j)‖1, j = 1, 2, . . . , k.
Proof of Theorem ... Theorem 5.2.3 follows directly from Proposition 5.4.1 by the definition





The remainder of this section is devoted to the proof of Proposition 5.4.1. We now
fix some k ∈ N and some z1, . . . , zk, f (1), . . . , f (k) as in Proposition 5.4.1. All subsequent
estimates in this section, also if not explicitly stated, hold true uniformly for any z in an order




























∆f (j)zj (z) log | det(H
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with η0 := n−3/4−δ, for some small fixed δ > 0, and for some very large T > 0, say






4 analogously for theGinibre ensemble by replacing
Hz by H̃z and Gz by G̃z .
Proof of Proposition ... The first step in the proof of Proposition 5.4.1 is the reduction to a
corresponding statement about the I3-part in (5.33), as summarized in the following lemma.
Lemma ... Let k ≥ 1, let I(1)3 , . . . , I
(k)
3 be the integrals defined in (5.33), with η0 =
n−3/4−δ, for some small fixed δ > 0, and let Ĩ(1)3 , . . . , Ĩ
(k)
3 be defined as in (5.33) replacing










































+ O (n−c2(k,δ)) ,
(5.34)
for some small constant c2(k, δ) > 0.













 = O (n−c(k)) , (5.35)
for any fixed k with some small constant c(k) > 0, where we recall the definition of I3 and
the corresponding Ĩ3 for Ginibre from (5.33). The proof of (5.35) is similar to the Green
function comparison proof in Proposition 5.3.1 but more involved due to the fact that we


















=〈Gzt (iη) −M z(iη)〉 dη dz
)
, (5.36)
where we recall that Gzt (w) := (Hzt − w)−1 with Hzt = Ht as in (5.20).
Lemma ... For any n−1 ≤ η0 ≤ n−3/4 and T = n100 and any small ξ > 0 it holds that



















3 , the proof of Proposition 5.4.1 follows directly
from (5.35), modulo the proofs of Lemmata 5.4.2–5.4.3 that will be given in the next two
subsections.
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.. Proof of Lemma ..
In order to estimate the probability that there exists an eigenvalue ofHz very close to zero,
we use the following proposition that has been proven in [11, Prop. 5.7] adapting the proof
of [34, Lemma 4.12].













for all u > 0 and z ∈ C.













4 as well. These bounds in the bulk regime
were already proven in [11, Proof of Theorem 2.5], the current edge regime is analogous, so
we only provide a sketch of the proof for completeness.




, |I(j)2 | + |I
(j)
3 | ≤ n




hold with very high probability for any ξ > 0. The bounds analogous to (5.39) also hold for Ĩ(j)l .
Proof. For notational convenience we do not carry the j-dependence of I(j)l and f (j), and
the dependence of λi,H,G,M, m̂ on z within this proof. Using that




























for any ξ > 0 with very high probability owing to the high moment bound (5.3). By (5.9)
it follows that |=m̂z(iη) − (η + 1)−1| ∼ η−2 for large η, proving also the bound on I4
in (5.39). The bound for I3 follows immediately from the averaged local law in (5.13).
For the I2 estimate we split the η-integral of =mz(iη) − =m̂z(iη) in I2 as follows∫ η0
0
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where l ∈ N is a large fixed integer. Using (5.10) we find that the third term in (5.40) is














with very high probability for any ξ > 0. Alternatively, this bound also follows from (5.5)
without Assumption (5.B), circumventing Proposition 5.4.4, see Remark 5.2.1. For the
second term in (5.40) we define η1 := n−3/4+ξ with some very small ξ > 0 and using







































≲ (logn)n4ξ/3 + n1−δη1〈=Gz(iη1)〉 ≤ n2ξ + n−δ+2ξ
(5.42)
by the averaged local law in (5.13), and 〈=M z(iη1)〉 ≲ η1/31 from (5.10). Here from the
second to third line in (5.42) we used that





= nη1〈=Gz(iη1)〉 ≤ n4ξ/3, (5.43)
again by the local law. By redefining ξ, this concludes the high probability bound on I2
in (5.39), and thereby the proof of the lemma.
In the following lemma we prove an improved bound for I(j)2 , compared with (5.39),
which holds true only in expectation. The main input of the following lemma is the stronger
lower tail estimate on λi, in the regime |λi| ≥ n−l, from (5.15) instead of (5.43).
Lemma ... Let I(j)2 be defined in (5.33), then
E
∣∣I(j)2 ∣∣ ≲ n−δ/3‖∆f (j)‖1, (5.44)
for any j ∈ {1, . . . , k}.
Proof. We split the η-integral of =mz(iη) − =m̂z(iη) as in (5.40). The third term in the
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where in the last inequality we use (5.38) with u = e−tn. Note that by (5.15) it follows that
E
∣∣{i : |λi| ≤ nδ/2η0}∣∣ ≲ n−δ/2. (5.46)















Note that the only difference to prove (5.47) respect to (5.42) is that the first term in the
first line of the r.h.s. of (5.42) is estimated using (5.46) instead of (5.43). Finally, choosing
l ≥ α−1(3 + β)(1 + α) + 2, and combining (5.45), (5.47) we conclude (5.44).
Equipped with Lemmata 5.4.5–5.4.6, we now present the proof of Lemma 5.4.2.






4 in (5.33), and similar def-













































































































Then, if j2 ≥ 1, by Lemma 5.4.5 and Lemma 5.4.6, using that T = n100 in the definition
of I(j)1 , . . . , I
(j)



















for any j1, j3, j4 ≥ 0, and a small constant c(2k, δ) > 0 which only depends on k, δ. If,
instead, j2 = 0, then at least one among j1 and j4 is not zero, since 0 ≤ j3 ≤ k − 1 and

























4 as well, the above inequalities con-
clude the proof of (5.34).
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.. Proof of Lemma ..
We begin with a lemma generalizing the bound in (5.39) to derivatives of I(j)3 .
Lemma ... Assumen−1 ≤ η0 ≤ n−3/4 and fix l ≥ 0, j ∈ [k] and a double indexα = (a, b)











a ≡ b+ n (mod 2n)
))
, (5.48)
where ∂lγ := ∂γ1 . . . ∂γl , with very high probability uniformly in t ≥ 0.
Proof. We omit the t- and z-dependence ofGzt , m̂z within this proof since all bounds hold
uniformly in t ≥ 0 and |z − zj | ≲ n−1/2. We also omit the η-argument from these
functions, but the η-dependence of all estimates will explicitly be indicated. Note that the
l = 0 case was already proven in (5.39). We now separately consider the remaining cases
l = 1 and l ≥ 2. For notational simplicity we neglect the nξ multiplicative error factors
(with arbitrarily small exponents ξ > 0) applications of the local law (5.13) within the proof.
In particular we will repeatedly use (5.13) in the form
|Gba| ≲
{
1, a ≡ b+ n (mod 2n),
ψ, a 6≡ b+ n (mod 2n),
Gbb = m̂+ O(ψ),
|m̂| ≲ min{1, η1/3 + n−1/4},
(5.49)






Case l = 1
















a ≡ b+ n (mod 2n)
)
,
where in the last step we used ‖G(iT )‖ ≤ T−1 = n−100 and (5.49). Since this bound is
uniform in z we may bound the remaining integral by n‖∆f (j)‖1, proving (5.48).
Case l ≥ 2
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but all are of the form that there are two G-factors carrying the independent summation
index c. In the case that a ≡ b+n (mod 2n) we simply bound all remainingG-factors by

















Now it follows from the Ward-identity
GG∗ = G∗G = =G
η
(5.51)


















By estimating the remaining z-integral in (5.50) by n
∥∥∥∆f (j)∥∥∥ the claimed bound in (5.48)
for a = b+ n (mod 2n) follows.
In the case a 6≡ b+n (mod 2n) we can use (5.49) to gain a factor of ψ for someGab or
Gbb − m̂ in all assignments except for the one in which all but two G-factors are diagonal,
and those Gaa, Gbb-factors are replaced by m̂. For example, we would expand
GcaGbbGaaGbc = m̂2GcaGbc + m̂GcaGbcO(ψ) +GcaGbcO(ψ2),
where in all but the first term we gained at least a factor of ψ. Using Cauchy-Schwarz as































where, strictly speaking, the second and third terms are only present for even, or respectively
odd, l. For the first term in (5.52) we again proceed by applying the Ward identity (5.51),























For the second and third terms in (5.52) we use iG2 = G′, where prime denotes ∂η, and
















































∣∣∣∣∣ ≲ |m̂(iη0)|l + |m̂(iT )|l ≲ n−l/4 + n−100 ≤ n−1/2.
The claim (5.48) for l ≥ 2 and a 6≡ b + n (mod 2n) now follows from estimating the



















where we recall the definition ofκt in (5.23). In fact, the point-wise estimate fromLemma 5.4.7
gives a sufficiently strong bound for most terms in the cumulant expansion, the few remain-
ing terms will be computed more carefully.
In the cumulant expansion (5.25) of (5.53) the second order terms cancel exactly and we
now separately estimate the third-, fourth- and higher order terms.
Order three terms
For the third order, when computing ∂α∂β1∂β2Zt through the Leibniz rule we have to
consider all possible assignments of derivatives ∂α, ∂β1 , ∂β2 to the factors I
(1)
3 , . . . , I
(k)
3 .
Since the particular functions f (j) and complex parameters zj play no role in the argument,
































































using Lemma 5.4.7 and the cumulant scaling (5.24). Note that the condition a 6= b in the
lemma is ensured by the fact that for a = b the cumulants κt(α, β1, . . . ) vanish.
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The first term in (5.54) requires an additional argument. We write out all possible index
allocations and claim that ultimately we obtain the same bound, as for the other two terms













































Proof of (5.55). Compared to the previous bound in Lemma 5.4.7 we now exploit the a, b




≲ |m̂| + nξψ ≲ nηψ2,





as a consequence of the Ward identity (5.51) and using (5.13) and (5.10). For the first term
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where ea denotes the a-th standard basis vector,
1+ := (1, . . . , 1, 0, . . . , 0), 1− := (0, . . . , 0, 1, . . . , 1) (5.58)
are vectors of n ones and zeros, respectively, of norm ‖1±‖ =
√
n and s(a) := − for a ≤ n,
and s(a) := + for a > n. Here in the second step we used a Cauchy-Schwarz inequality
for the a-summation in both integrals after estimating the G2-terms using (5.57). Finally,


































using (5.57). In the last integral we used that |m̂| ≲ (1 + η)−1 to ensure the integrability
in the large η-regime. Inserting these estimates on (5.56) into (5.55) and estimating the
remaining integral by n
∥∥∥∆f (1)∥∥∥
1
completes the proof of (5.55).
Order four terms















































































again using Lemma 5.4.7 and (5.24).
Higher order terms
For terms order at least 5, there is no need to additionally gain from any of the factors of I3
and we simply bound all those, and their derivatives, by nξ using Lemma 5.4.7. This results





for the terms of order l.
By combining the estimates on the terms of order three, four and higher order deriva-
tives, and integrating in twe obtain the bound (5.37). This completes the proof of Lemma 5.4.3.
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.A Extension of the local law
Proof of Proposition ... The statement follows directly from [13, Theorem 5.2] if η ≥ η0 :=
n−3/4+ϵ. For smaller η1, using ∂ηG(iη) = iG2(iη), we write




〈x, [G2(iη) −M ′(iη)]y〉 dη
(5.59)
and estimate the first term using the local law by n−1/4+ξ. For the second term we bound
|〈x, G2y〉| ≤
√




|〈x,M ′y〉| ≲ ‖x‖‖y‖ 1
η2/3
from ‖M ′‖ ≲ (=m̂)−2 and (5.10), and use monotonicity of η 7→ η〈x,=G(iη)x〉 in the
form














After integration we thus obtain a bound of ‖x‖‖y‖n4ϵ/3/(nη1) which proves the first
bound in (5.13). The second, averaged, bound in (5.13) follows directly from the first one
since below the scale η ≤ n−3/4 there is no additional gain from the averaging, as compared
to the isotropic bound.
In order to conclude the local law simultaneously in all z, η we use a standard grid
argument. To do so, we choose a regular grid of z’s and η’s at a distance of, say, n−3 and use
Lipschitz continuity (with Lipschitz constant n2) of (η, z) 7→ Gz(iη) and a union bound
over the exceptional events at each grid point.
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Central limit theorem for linear eigenvalue statistics of
non-Hermitian random matrices 6
We consider large non-Hermitian random matricesX with complex, independent,
identically distributed centred entries and show that the linear statistics of their
eigenvalues are asymptotically Gaussian for test functions having 2 + ϵ derivatives.
Previously this result was known only for a few special cases; either the test functions
were required to be analytic [], or the distribution of the matrix elements needed to be
Gaussian [], or at least match the Gaussian up to the first four moments [], [].
We find the exact dependence of the limiting variance on the fourth cumulant that was
not known before. The proof relies on two novel ingredients: (i) a local law for a product
of two resolvents of the Hermitisation ofX with different spectral parameters and (ii)
a coupling of several weakly dependent Dyson Brownian Motions. These methods are
also the key inputs for our analogous results on the linear eigenvalue statistics of real
matricesX that are presented in the companion paper [].
Published as G. Cipolloni et al., Central limit theorem for linear eigenvalue statistics of
non-Hermitian random matrices, Accepted to Communications on Pure and Applied Math-
ematics (2020), arXiv:1912.04100
. Introduction
Eigenvalues of random matrices form a strongly correlated point process. One manifes-
tation of this fact is the unusually small fluctuation of their linear statistics making the
eigenvalue process distinctly different from a Poisson point process. Suppose that the n×n
random matrixX has i.i.d. entries of zero mean and variance 1/n. The empirical density of
the eigenvalues {σi}ni=1 converges to a limit distribution; it is the uniform distribution on
the unit disk in the non-Hermitian case (circular law) and the semicircular density in the
Hermitian case (Wigner semicircle law). For test functions f defined on the spectrum one
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f(σi) ∼ N (0, Vf ) (6.1)
converges to a centred normal distribution as n → ∞. The variance Vf is expected to
depend only on the second and fourth moments of the single entry distribution. Note that,
unlike in the usual central limit theorem, there is no 1/
√
n rescaling in (6.1) which is a
quantitative indication of a strong correlation. The main result of the current paper is the
proof of (6.1) for non-Hermitian randommatrices with complex i.i.d. entries and for general
test functions f . We give an explicit formula for Vf that involves the fourth cumulant of
X as well, disproving a conjecture by Chafaï [51]. By polarisation, from (6.1) it also follows
that the limiting joint distribution of (Ln(f1), Ln(f2), . . . , Ln(fk)) for a fixed number of
test functions is jointly Gaussian.
We remark that another manifestation of the strong eigenvalue correlation is the re-
pulsion between neighbouring eigenvalues. For Gaussian ensembles the local repulsion is
directly seen from the well-known determinantal structure of the joint distribution of all
eigenvalues; both in the non-HermitianGinibre case and in the HermitianGUE/GOE case.
In the spirit ofWigner-Dyson-Mehta universality of the local correlation functions [146] level
repulsion should also hold for random matrices with general distributions. While for the
Hermitian case the universality has been rigorously established for a large class of random
matrices (see e.g. [90] for a recent monograph), the analogous result for the non-Hermitian
case is still open in the bulk spectrum (see, however, [59] for the edge regime and [195] for
entry distributions whose first four moments match the Gaussian).
These two manifestations of the eigenvalue correlations cannot be deduced from each
other, however the proofs often share common tools. For n-independent test functions
f , (6.1) apparently involves understanding the eigenvalues only on the macroscopic scales,
while the level repulsion is expressly a property on the microscopic scale of individual eigen-
values. However the suppression of the usual
√
n fluctuation is due to delicate correlations
on all scales, so (6.1) also requires understanding local scales.
Hermitian random matrices are much easier to handle, hence fluctuation results of the
type (6.1) have been gradually obtained for more and more general matrix ensembles as well
as for broader classes of test functions, see, e.g. [19, 117, 124, 143, 169] and [187] for the weakest
regularity conditions on f . Considering n-dependent test functions, Gaussian fluctuations
have been detected even on mesoscopic scales [47, 48, 72, 110, 112, 114, 128, 138].
Non-Hermitian random matrices pose serious challenges, mainly because their eigen-
values are potentially very unstable. When X has i.i.d. centred Gaussian entries with vari-
ance 1/n (this is called the Ginibre ensemble), the explicit determinantal formulas for the
correlation functions may be used to compute the distribution of the linear statistics Ln(f).
Forrester in [95] proved (6.1) for complex Ginibre ensemble and radially symmetric f and
obtained the variance Vf = (4π)−1
∫
D|∇f |2 d2z where D is the unit disk. He also gave
a heuristic argument based on Coulomb gas theory for general f and his calculations pre-




in the variance Vf . Rider considered test
functions f depending only on the angle [161] when f 6∈ H1(D) and accordingly Vf grows
with logn (similar growth is proved for f = log in [150]). Finally, Rider and Virág in [164]
have rigorously verified Forrester’s prediction for generalf ∈ C1(D) using a cumulant for-
mula for determinantal processes found first by Costin and Lebowitz [64] and extended by
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Soshnikov [185]. They also presented a Gaussian free field (GFF) interpretation of the result
that we extend in Section 6.2.1.
The first result beyond the explicitly computable Gaussian case is due to Rider and Sil-
verstein [162, Theorem 1.1] who proved (6.1) for X with i.i.d. complex matrix elements and
for test functions f that are analytic on a large disk. Analyticity allowed them to use contour
integration and thus deduce the result from analysing the resolvent at spectral parameters
far away from the actual spectrum. The domain of analyticity was optimized in [152], where
extensions to elliptic ensembles were also proven. Polynomial test functions via the al-
ternative moment method were considered by Nourdin and Peccati in [151]. The analytic
method of [162] was recently extended by Coston and O’Rourke [65] to fluctuations of lin-
ear statistics for products of i.i.d. matrices. However, these method fail for a larger class of
test functions.
Since the first four moments of the matrix elements fully determine the limiting eigen-
value statistics, Tao and Vu were able to compare the fluctuation of the local eigenvalue
density for a general non-Gaussian X with that of a Ginibre matrix [195, Corollary 10] as-
suming the first four moments of X match those of the complex Ginibre ensemble. This
method was extended by Kopel [126, Corollary 1] to general smooth test functions with
an additional study on the real eigenvalues when X is real (see also the work of Simm for
polynomial statistics of the real eigenvalues [179]).
Our result removes the limitations of both previous approaches: we allow general test
functions and general distribution for the matrix elements without constraints on matching
moments. We remark that the dependence of the variance Vf on the fourth cumulant of
the single matrix entry escaped all previous works. The Ginibre ensemble with its vanish-
ing fourth cumulant clearly cannot catch this dependence. Interestingly, even though the
fourth cumulant in general is not zero in the work Rider and Silverstein [162], it is multi-
plied by a functional of f that happens to vanish for analytic functions (see (6.9), (6.11) and
Remark 6.2.4 later). Hence this result did not detect the precise role of the fourth cumulant
either. This may have motivated the conjecture [51] that the variance does not depend on
the fourth cumulant at all.
In order to focus on themain new ideas, in this paper we consider the problem only forX
with genuinely complex entries. Our method also works for real matrices where the real axis
in the spectrum plays a special role that modifies the exact formula for the expectation and
the variance Vf in (6.1). This leads to some additional technical complications that we have
resolved in a separate work [60] which contains the real version of our main Theorem 6.2.1.
Finally, we remark that the problem of fluctuations of linear statistics has been consid-
ered for β-log-gases in one and two dimensions; these are closely related to the eigenvalues
of the Hermitian, resp. non-Hermitian Gaussian matrices for classical values β = 1, 2, 4
and for quadratic potential. In fact, in two dimensions the logarithmic interaction also cor-
responds to the Coulomb gas from statistical physics. Results analogous to (6.1) in one
dimension were obtained e.g. in [1, 26, 27, 37, 114, 117, 127, 170]. In two dimensions simi-
lar results have been established both in the macroscopic [132] and in the mesoscopic [25]
regimes.
We now outline the main ideas in our approach. We use Girko’s formula [103] in the
form given in [195] to express linear eigenvalue statistics of X in terms of resolvents of a
171
6. CENTRAL LIMIT THEOREM FOR LINEAR EIGENVALUE STATISTICS OF NON-HERMITIAN RANDOM
MATRICES
family of 2n× 2nHermitian matrices
Hz :=
(
0 X − z
X∗ − z 0
)
(6.2)
parametrized by z ∈ C. This formula asserts that∑
σ∈Spec(X)







= TrGz(iη) dη d2z (6.3)
for any smooth, compactly supported test function f (the apparent divergence of the η-
integral at infinity can easily be removed, see (6.28)). Here we set Gz(w) := (Hz − w)−1
to be the resolvent of Hz . We have thus transformed our problem to a Hermitian one and
all tools and results developed for Hermitian ensembles in the recent years are available.
Utilizing Girko’s formula requires a good understanding of the resolvent of Hz along
the imaginary axis for all η > 0. On very small scales η  n−1, there are no eigenvalues
thus = TrGz(iη) is negligible. All other scales η ≳ n−1 need to be controlled carefully
since a priori they could all contribute to the fluctuation of Ln(f), even though a posteriori
we find that the entire variance comes from scales η ∼ 1.
In the mesoscopic regime η  n−1, local laws from [11, 13] accurately describe the lead-
ing order deterministic behaviour of 1n TrG
z(iη) and even the matrix elements Gzab(iη);
now we need to identify the next order fluctuating term in the local law. In other words
we need to prove a central limit theorem for the traces of resolvents Gz . In fact, based
upon (6.3), for the higher k-thmoments ofLn(f) we need the joint distribution of TrGzl(iη)
for different spectral parameters z1, z2, . . . , zk. This is one of our main technical achieve-
ments. Note that the asymptotic joint Gaussianity of traces of Wigner resolvents Tr(H −
w1)−1,Tr(H − w2)−1, . . . at different spectral parameters has been obtained in [111, 112].
However, the method of this result is not applicable since the role of the spectral parameter
z in (6.2) is very different from w; it is in an off-diagonal position thus these resolvents do
not commute and they are not in the spectral resolution of a single matrix.
The microscopic regime, η ∼ n−1, is much more involved than the mesoscopic one.
Local laws and their fluctuations are not sufficient, we need to trace the effect of the indi-
vidual eigenvalues 0 ≤ λz1 ≤ λz2, . . . of Hz near zero (the spectrum of Hz is symmetric,
we may focus on the positive eigenvalues). Moreover, we need their joint distribution for
different z parameters which, for arbitrary z’s, is not known even in the Ginibre case. We
prove, however, that λz1 and λz
′
1 are asymptotically independent if z and z′ are far away,
say |z − z′| ≥ n−1/100. A similar result holds simultaneously for several small eigenvalues.
Notice that due to the z-integration in (6.3), when the k-th moment of Ln(f) is computed,
the integration variables z1, z2, . . . , zk are typically far away from each other. The resulting
independence of the spectra ofHz1 ,Hz2 , . . . near zero ensures that the microscopic regime
eventually does not contribute to the fluctuation of Ln(f).
The proof of the independence of λz1 and λz
′
1 relies on the analysis of the Dyson Brown-
ian motion (DBM) developed in the recent years [90] for the proof of the Wigner-Dyson-
Mehta universality conjecture for Wigner matrices. The key mechanism is the fast local
equilibration of the eigenvalues λz(t) := {λzi (t)} along the stochastic flow generated by
adding a small time-dependent Gaussian component to the original matrix. This Gaussian
component can then be removed by the Green function comparison theorem (GFT). One of
the main technical results of [54] (motivated by the analogous analysis in [129] for Wigner
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matrices that relied on coupling and homogenisation ideas introduced first in [42]) asserts
that for any fixed z theDBMprocess λz(t) can be pathwise approximated by a similar DBM
with a different initial condition by exactly coupling the driving Brownian motions in their
DBMs. We extend this idea to simultaneously trailing λz(t) and λz′(t) by their indepen-
dent Ginibre counterparts. The evolutions of λz(t) and λz′(t) are not independent since
their driving Brownian motions are correlated; the correlation is given by the eigenfunction






i 〉 where wzi = (uzi , vzi ) ∈ Cn × Cn denotes the eigenvector of Hz
belonging to λzi . However, this overlap turns out to be small if z and z′ are far away and i is
not too big. Thus the analysis of the microscopic regime has two ingredients: (i) extending
the coupling idea to driving Brownian motions whose distributions are not identical but
close to each other; and (ii) proving the smallness of the overlap.
While (i) can be achieved by relatively minor modifications to the proofs in [54], (ii)
requires to develop a new type of local law. Indeed, the overlap can be estimated in terms
of traces of products of resolvents, TrGz(iη)Gz′(iη′) with η, η′ ∼ n−1+ϵ in the mesoscopic
regime. Customary local laws, however, do not apply to a quantity involving products of
resolvents. In fact, even the leading deterministic term needs to be identified by solving a
new type of deterministic Dyson equation. We first show the stability of this new equation
using the lower bound on |z− z′|. Then we prove the necessary high probability bound for
the error term in the Dyson equation by a diagrammatic cumulant expansion adapted to the
new situation of product of resolvents. The key novelty is to extract the effect that Gz and
Gz
′ are weakly correlated when z and z′ are far away from each other.
We close this section with an important remark concerning the proofs for Hermitian
versus non-Hermitian matrices. Similarly to Girko’s formula (6.3), the linear eigenvalue
statistics for Hermitian matrices are also expressed by an integral of the resolvents over all
spectral parameters. However, in the corresponding Helffer-Sjöstrand formula, sufficient
regularity of f directly neutralizes the potentially singular behaviour of the resolvent near
the real axis, giving rise to CLT results even with suboptimal control on the resolvent in
the mesoscopic regime. A similar trade-off in (6.3) is not apparent; it is unclear if and how
the integration in z could help regularize the η integral. This is a fundamental difference
between CLTs for Hermitian and non-Hermitian ensembles that explains the abundance
of Hermitian results in contrast to the scarcity of available non-Hermitian CLTs.
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Notations and conventions
We introduce some notations we use throughout the paper. For integers k ∈ N we use the
notation [k] := {1, . . . , k}. We write H for the upper half-plane H := {z ∈ C | =z > 0},
D ⊂ C for the open unit disk, and for any z ∈ C we use the notation d2z := 2−1i(dz∧dz)
for the two dimensional volume form on C. For positive quantities f, g we write f ≲ g and
f ∼ g if f ≤ Cg or cg ≤ f ≤ Cg, respectively, for some constants c, C > 0 which depend
only on the constants appearing in (6.4). For any two positive real numbers ω∗, ω∗ ∈ R+
by ω∗  ω∗ we denote that ω∗ ≤ cω∗ for some small constant 0 < c ≤ 1/100. We
denote vectors by bold-faced lower case Roman letters x,y ∈ Ck, for some k ∈ N. Vector
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and matrix norms, ‖x‖ and ‖A‖, indicate the usual Euclidean norm and the corresponding
induced matrix norm. For any 2n× 2n matrix A we use the notation 〈A〉 := (2n)−1 TrA




xiyi, 〈A,B〉 := 〈A∗B〉.
We will use the concept of “with very high probability” meaning that for any fixed D > 0
the probability of the event is bigger than 1 − n−D if n ≥ n0(D). Moreover, we use the
convention that ξ > 0 denotes an arbitrary small constant which is independent of n.
. Main results
We consider complex i.i.d. matricesX , i.e. n×nmatrices whose entries are independent and
identically distributed as xab
d= n−1/2χ for some complex random variable χ, satisfying the
following:
Assumption (.A). We assume that Eχ = Eχ2 = 0 and E|χ|2 = 1. In addition we assume
the existence of high moments, i.e. that there exist constants Cp > 0, for any p ∈ N, such that
E|χ|p ≤ Cp. (6.4)
The circular law [18, 20, 33, 101, 103, 105, 154, 191] asserts that the empirical distribution
of eigenvalues {σi}ni=1 of a complex i.i.d. matrix X converges to the uniform distribution













with very high probability for any continuous bounded function f . Our main result is a








for general complex i.i.d. matrices and generic test functions f .
In order to state the result we introduce some notations and certain Sobolev spaces.
We fix some open bounded Ω ⊂ C containing the closed unit disk D ⊂ Ω and having a
piecewise C1-boundary, or, more generally, any boundary satisfying the cone property (see
e.g. [141, Section 8.7]). We consider test functions f ∈ H2+δ0 (Ω) in the Sobolev space
H2+δ0 (Ω) which is defined as the completion of the smooth compactly supported functions
C∞c (Ω) under the norm
‖f‖H2+δ(Ω) := ‖(1 + |ξ|)2+δf̂(ξ)‖L2(Ω)
and we note that by Sobolev embedding such functions are continuously differentiable, and
vanish at the boundary of Ω. For notational convenience we identify f ∈ H2+δ0 (Ω) with
its extension to all of C obtained from setting f ≡ 0 in C \ Ω. We note that our results
can trivially be extended to bounded test functions with non-compact support since due
to [13, Theorem 2.1], with high probability, all eigenvalues satisfy |σi| ≤ 1 + ϵ and therefore
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non-compactly supported test functions can simply be smoothly cut-off. For h defined on





h(eiθ)e−iθk dθ, k ∈ Z. (6.7)












where, with a slight abuse of notation, we identified f and g with their restrictions to ∂D.
Theorem .. (Central Limit Theorem for linear statistics). LetX be a complex n× n i.i.d.
matrix satisfying Assumption (.A) with eigenvalues {σi}ni=1, and denote the fourth cumulant of
χ by κ4 := E|χ|4 − 2. Fix δ > 0, an open complex domain Ω with D ⊂ Ω ⊂ C and a complex
valued test function f ∈ H2+δ0 (Ω). Then the centred linear statistics Ln(f), defined in (6.6),
converges
Ln(f) =⇒ L(f),
to a centred complex Gaussian random variableL(f)with varianceE|L(f)|2 = C(f, f) =: Vf
and EL(f)2 = C(f, f), where
































More precisely, any finite moment of Ln(f) converges at a rate n−c(k), for some small c(k) > 0,
i.e.
ELn(f)kLn(f)























for some small constant c > 0. The implicit constants in the error terms in (6.10)–(6.11) depend
on theH2+δ-norm of f and Cp from (6.4).
Remark .. (Vf is strictly positive). The variance Vf = E|L(f)|2 inTheorem .. is strictly
positive. Indeed, by the Cauchy-Schwarz inequality it follows that∣∣∣∣ 1π
∫
D
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By polarisation, amultivariate Central LimitTheorem readily follows fromTheorem 6.2.1:
Corollary ... LetX be an n× n i.i.d. complex matrix satisfying Assumption (.A), and let
Ln(f) be defined in (6.6). For a fixed open bounded complex domain Ω with D ⊂ Ω ⊂ C,
δ > 0, p ∈ N and for any finite collection of test functions f (1), . . . , f (p) ∈ H2+δ0 (Ω) the vector
(Ln(f (1)), . . . , Ln(f (p))) =⇒ (L(f (1)), . . . , L(f (p))), (6.12)
converges to a multivariate complex Gaussian of zero expectation EL(f) = 0 and covariance
EL(f)L(g) = EL(f)L(g) = C(f, g) with C as in (6.9). Moreover, for any mixed k-
moments we have an effective convergence rate of order n−c(k), as in (6.10)
Remark ... We may compare Theorem .. with the previous results in [, Theorem ]
and [, Theorem .]:
. Note that for a single f : C → R in the Ginibre case, i.e. κ4 = 0, Theorem .. im-
plies [, Theorem ] with σ2f + σ̃2f = C(f, f), using the notation therein and with
C(f, f) defined in (6.9).
. If additionally f is complex analytic in a neighbourhood of D, using the notation ∂ := ∂z ,



































f(eiθ) dθ = f(0).
The second equality in (6.14) follows bywriting f and g in Fourier series. The result in (6.13)
exactly agrees with [, Theorem .].
Remark .. (Mesoscopic regime). We formulated our result for macroscopic linear statistics,
i.e. for test functions f that are independent of n. One may also consider mesoscopic linear statis-
tics as well when f(σ) is replaced with φ(na(σ− z0)) for some fixed scale a > 0, reference point
z0 ∈ D and function φ ∈ H2+δ(C). Our proof can directly handle this situation as well for any
small a ≤ 1/5001, say, since all our error terms are effective as a small power of 1/n. For a > 0
the leading term to the variance Vf comes solely from the ‖∇f‖2 term in (6.9), in particular the
effect of the fourth cumulant is negligible.
1The upper bound 1/500 for a is a crude overestimate, we did not optimise it along the proof. The actual
value of a comes from the fact that it has to be smaller than ωd (see of Proposition 6.3.5) and from Lemma 6.7.9
(which is the main input of Proposition 6.3.5) it follows that ωd ≤ 1/100.
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.. Connection to the Gaussian free field
It has been observed in [164] that for the special case κ4 = 0 the limiting random field L(f)
can be viewed as a variant of the Gaussian free field [178]. The Gaussian free field on some
bounded domain Ω ⊂ C can formally be defined as a Gaussian Hilbert space of random
variables h(f) indexed by functions in the homogeneous Sobolev space f ∈ Ḣ10(Ω) such
that the map f 7→ h(f) is linear and
Eh(f) = 0, Eh(f)h(g) = 〈f, g〉
Ḣ
1(Ω). (6.15)
Here for Ω ⊂ C we defined the homogeneous Sobolev space Ḣ10(Ω) as the completion of
smooth compactly supported function C∞c (Ω) with respect to the semi-inner product
〈g, f〉
Ḣ







By the Poincaré inequality the space Ḣ10(Ω) is in fact a Hilbert space and as a vector space
coincides with the usual Sobolev spaceH10 (Ω) with an equivalent norm but a different scalar
product.









where the complements are understood as the complements within Ω. The orthogonal com-
plement Ḣ10((∂D)c)⊥ is (see e.g. [178, Thm. 2.17]) given by the closed subspace of functions
which are harmonic in D∪Dc = (∂D)c, i.e. away from the unit circle. For closed subspaces
S ⊂ Ḣ10(Ω) we denote the orthogonal projection onto S by PS . Then by orthogonality and






























where we canonically identify f ∈ Ḣ10(Ω) with its restriction to D. If κ4 = 0, then the rhs.
of (6.16) is precisely 4πC(f, f) and therefore L(f) can be interpreted [164, Corollary 1.2]
as the projection












of the Gaussian free field h onto Ḣ10(D) ⊕ Ḣ
1
0((∂D)c)⊥, i.e. the Gaussian free field con-
ditioned to be harmonic in Dc. The projection (6.17) is defined via duality, i.e. (Ph)(f) :=














= C(f, f) = E|L(f)|2.
2In Eq. (3.1), and in the last displayed equation of the proof of Lemma 3.1 factors of 2 are missing. In the








H1/2(∂U) and 〈g1, g2〉H1(U) = 2π〈g1, g2〉H1/2(∂U).
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of the Gaussian free field Ph conditioned to be harmonic in Dc, and an independent stan-
dard real Gaussian Ξ multiplied by difference of the averaging functionals 〈·〉D, 〈·〉∂D on
D and ∂D. For κ4 < 0 there seems to be no direct interpretation of L similar to (6.18).
. Proof strategy
For the proof of Theorem 6.2.1 we study the 2n × 2n matrix Hz defined in (6.2), that is
the Hermitisation of X − z. Denote by {λz±i}ni=1 the eigenvalues of Hz labelled in an
increasing order (we omit the index i = 0 for notational convenience). As a consequence
of the block structure ofHz its spectrum is symmetric with respect to zero, i.e. λz−i = −λzi
for any i ∈ [n].
Let G(w) = Gz(w) := (Hz − w)−1 denote the resolvent of Hz with η = =w 6= 0. It
is well known (e.g. see [11, 13]) that Gz becomes approximately deterministic, as n → ∞,
and its limit is expressed via the unique solution of the scalar equation
− 1
mz
= w +mz − |z|
2
w +mz
, η=mz(w) > 0, η = =w 6= 0, (6.19)
which is a special case of the matrix Dyson equation (MDE), see e.g. [5]. We note that











where each block is understood to be a scalar multiple of the n × n identity matrix. We
note thatm,u,M are uniformly bounded in z, w, i.e.
‖M z(w)‖ + |mz(w)| + |uz(w)| ≲ 1. (6.21)
Indeed, taking the imaginary part of (6.19) we have (dropping z, w)
β∗=m = (1 − β∗)=w, β∗ := 1 − |m|2 − |u|2|z|2, (6.22)
which implies
|m|2 + |u|2|z|2 < 1, (6.23)
as =m and =w have the same sign. Note that (6.23) saturates if =w → 0 and <w is in the
support of the self-consistent density of states, ρz(E) := π−1=mz(E + i0). Moreover, (6.19)
is equivalent to u = −m2 + u2|z|2, thus |u| < 1 and (6.21) follows.
For our analysis the derivativem′(w) in the w-variable plays a central role and we note
that by taking the derivative of (6.19) we obtain
m′ = 1 − β
β
, β := 1 −m2 − u2|z|2. (6.24)
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On the imaginary axis, w = iη, where by taking the real part of (6.19) it follows that
<m(iη) = 0, we can use [13, Eq. (3.13)]
=m(iη) ∼
η
1/3 + |1 − |z|2|1/2 if |z| ≤ 1,
η
|z|2−1+η2/3 if |z| > 1,
, η ≲ 1 (6.25)




, β = β∗ + 2(=m)2, η ≲ 1. (6.26)
The optimal local law from Theorem [11, Theorem 5.2] and [13, Theorem 5.2]3, which for
the application in Girko’s formula (6.3) is only needed on the imaginary axis, asserts that
Gz ≈ M z in the following sense:
Theorem .. (Optimal local law for G). The resolvent Gz is very well approximated by the
deterministic matrixM z in the sense
|〈(Gz(iη) −M z(iη))A〉| ≤ ‖A‖n
ξ
nη






with very high probability, uniformly for η > 0 and for any deterministic matrices and vectors
A,x,y.
The matrixHz can be related to the linear statistics of eigenvalues σi ofX via the precise





































η0 := n−1−δ0 , ηc := n−1+δ1 , (6.29)
and some very large T > 0, say T = n100. Note that in (6.28) we used that 〈Gz(iη)〉 =
i〈=Gz(iη)〉 by spectral symmetry. The test function f : C → C is in H2+δ and it is com-
pactly supported. JT in (6.28) consists of the first line in the rhs., whilst Iη00 , Iηcη0 , I
T
ηc corre-
sponds to the three different η-regimes in the second line of the rhs. of (6.28).
Remark ... We remark that in (6.28) we split the η-regimes in a different way compared







ηc , whilst in [, Eq. ()] we used the notation I1, I2, I3, I4.
3The local laws in [11, Theorem 5.2] and [13, Theorem 5.2] have been proven for η ≥ ηf (z), with ηf (z)
being the fluctuation scale defined in [13, Eq. (5.2)], but they can be easily extend to any η > 0 by a standard
argument, see [59, Appendix A].
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The different regimes in (6.28) will be treated using different techniques. More pre-
cisely, the integral JT is easily estimated as in [13, Proof of Theorem 2.3], which uses similar
computations to [11, Proof of Theorem 2.5]. The term Iη00 is estimated using the fact that
with high probability there are no eigenvalues in the regime [0, η0]; this follows by [196,
Theorem 3.2]. Alternatively (see Remark 6.4.2 and Remark 6.4.5 later), the contribution of
the regime Iη00 can be estimated without resorting to the quite sophisticated proof of [196,
Theorem 3.2] if the entries of X satisfy the additional assumption (6.37). More precisely,
this can be achieved using [11, Proposition 5.7] (which follows adapting the proof of [34,
Lemma 4.12]) to bound the very small regime [0, n−l], for some large l ∈ N, and then
using [61, Corollary 4] to bound the regime [n−l, η0].
The main novel work is done for the integrals Iηcη0 and I
T
ηc . The main contribution to
Ln(f) comes from the mesoscopic regime in ITηc , which is analysed using the following
Central Limit Theorem for resolvents.
Proposition .. (CLT for resolvents). Let ϵ, ξ > 0 be arbitrary. Then for z1, . . . , zp ∈ C















































withmi = mzi(iηi) and ui = uzi(iηi).
Moreover, the expectation ofG is given by









Remark ... In Section . we will apply this proposition in the regime where mini 6=j |zi−zj |
is quite large, i.e. it is at least n−δ, for some small δ > 0, hence we did not optimise the estimates
for the opposite regime. However, using the more precise [, Lemma .] instead of Lemma ..
within the proof, one can immediately strengthen Proposition .. on two accounts. First, the





|zi − zj |2 + η∗
)−1
.
Second, the denominator mini 6=j |zi − zj |4 in (6.31) can be improved to(
min
i 6=j
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In order to show that the contribution of Iηcη0 to Ln(f) is negligible, in Proposition 6.3.5
we prove that 〈Gz1(iη1)〉 and 〈Gz2(iη2)〉 are asymptotically independent if z1, z2 are far
enough from each other, they are well inside D, and η0 ≤ η1, η2 ≤ ηc.
Proposition .. (Independence of resolvents with small imaginary part). Fix p ∈ N. For
any sufficiently small ωd, ωh, ωf > 0 such that ωh  ωf , there exist ω, ω̂, δ0, δ1 > 0 such
that ωh  δm  ω̂  ω  ωf , for m = 0, 1, such that for any |zl| ≤ 1 − n−ωh ,

















for any η1, . . . , ηp ∈ [n−1−δ0 , n−1+δ1 ].
The paper is organised as follows: In Section 6.4 we conclude Theorem 6.2.1 by com-
bining Propositions 6.3.3 and 6.3.5. In Section 6.5 we prove a local law for G1AG2, for
a deterministic matrix A. In Section 6.6, using the result in Section 6.5 as an input, we
prove Proposition 6.3.3, the Central Limit Theorem for resolvents. In Section 6.7 we prove
Proposition 6.3.5 using the fact that the correlation among small eigenvalues ofHz1 ,Hz2 is
“small”, if z1, z2 are far from each other, as a consequence of the local law in Section 6.5.
. Central limit theorem for linear statistics
In this section, using Proposition 6.3.3–6.3.5 as inputs, we prove our main result Theo-
rem 6.2.1.
.. Preliminary reductions in Girko’s formula
In this section we prove that the main contribution to Ln(f) in (6.28) comes from the
regime ITηc . This is made rigorous in the following lemma.
Lemma ... Fix p ∈ N and some bounded open D ⊂ Ω ⊂ C, and for any l ∈ [p] let




















for some small c(p) > 0, with Ln(f (l)) and ITηc(f
(l)) defined in (6.28). The constant in O(·)
may depend on p and on the L2-norm of ∆f (1), . . . ,∆f (p).
Remark ... In the remainder of this section we need to ensure that with high probability the










for any l ≥ 2 uniformly in |z| ≤ 1. The bound (6.36) directly follows from [, Theorem
.]. Alternatively, (6.36) follows by [, Proposition .] (which follows adapting the proof of [,
Lemma .]), without recurring to the quite sophisticated proof of [, Theorem .], under the
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additional assumption that there exist α, β > 0 such that the random variable χ has a density
g : C → [0,∞) which satisfies
g ∈ L1+α(C), ‖g‖L1+α(C) ≤ nβ. (6.37)
We start proving a priori bounds for the integrals defined in (6.28).





, |Iη00 | +
∣∣∣Iηcη0 ∣∣∣+ |ITηc | ≤ nξ‖∆f‖L2(Ω)|Ω|1/2, (6.38)
hold with very high probability, where |Ω| denotes the Lebesgue measure of the set Ω.
Proof. The proof of the bound for JT is identical to [13, Proof of Theorem 2.3] and so omit-
ted.
The bound for Iη00 , Iηcη0 , I
T
ηc relies on the local law of Theorem 6.3.1. More precisely, by
Theorem 6.3.1 and (6.33) of Proposition 6.3.3 it follows that




with very high probability uniformly in η > 0 and |z| ≤ C for some large C > 0. First of
all we remove the regime [0, n−l] by [196, Theorem 3.2], i.e. its contribution is smaller than
n−l, for some large l ∈ N, with very high probability. Alternatively, this can be achieved
by [11, Proposition 5.7] under the additional assumption (6.37) in Remark 6.4.2. Then for











]∣∣∣∣∣ ≲ nξ|Ω|1/2‖∆f‖L2(Ω), (6.40)
with very high probability. This concludes the proof of the second bound in (6.38).
We have a better bound for Iη00 , Iηcη0 which holds true in expectation.
Lemma ... Fix some bounded open D ⊂ Ω ⊂ C and let f ∈ H2+δ0 (Ω). Then there exists
δ′ > 0 such that
E|Iη00 | + E
∣∣∣Iηcη0 ∣∣∣ ≤ n−δ′‖∆f‖L2(Ω). (6.41)
Proof of Lemma ... Lemma 6.4.1 readily follows (see e.g. [59, Lemma 4.2]) combining
Lemma 6.4.3 and Lemma 6.4.4.
We conclude this section with the proof of Lemma 6.4.4.
Proof of Lemma ... The bound for E|Iη00 | immediately follows by [196, Theorem 3.2] (see
also Remark 6.4.5 for an alternative proof ).
By the local law outside the spectrum, given in the second part of [13, Theorem 5.2], it
follows that for 0 < γ < 1/2 we have
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uniformly for all |z|2 ≥ 1+(nγη)2/3 +n(γ−1)/2, η > 0, and |z| ≤ 1+τ∗, for some τ∗ ∼ 1.
We remark that the local law (6.42) was initially proven only for η above the fluctuation scale
ηf (z), which is defined in [13, Eq. (5.2)], but it can be easily extend to any η > 0 using the
monotonicity of the function η 7→ η〈=G(iη)〉 and the fact that
∣∣∣nξηf (z)〈M z(inξηf (z))〉∣∣∣+ |η〈M z(iη)〉| ≲ n2ξ ηf (z)2|z|2 − 1 , (6.43)
uniformly in η > 0, since =M z(iη) = =mz(iη)I by (6.20), with I the 2n × 2n identity
matrix, and =mz(iη) ≤ η(|z|2 − 1)−1 by [13, Eq. (3.13)]. Note that we assumed the addi-
tional term n(γ−1)/2 in the lower bound for |z|2 compared with [13, Theorem 5.2] in order
to ensure that the rhs. in (6.43), divided by η, is smaller than the error term in (6.42).
Next, in order to bound E|Iηcη0 |, we consider
E|Iηcη0 |















F = F (z1, z2, η1, η2) := E
[




By (6.40) it follows that the regimes 1 − n−2ωh ≤ |zl|2 ≤ 1 + n−2ωh , with l = 1, 2, and
|z1−z2| ≤ n−ωd in (6.44), withωh, ωd defined in Proposition 6.3.5, are bounded byn−2ωh+ξ
and n−ωd/2+ξ, respectively. Moreover, the contribution from the regime |zl| ≥ 1 + n−2ωh
is also bounded by n−2ωh+ξ using (6.42) with γ ≤ 1 − 3ωh − 2δ1, say γ = 1/4. After




























We remark that the implicit constant in O(·) in (6.45) and in the remainder of the proof
may depend on ‖∆f‖L2(Ω).
Then by Proposition 6.3.5 it follows that
E
[
















This concludes the proof under the assumption ωh  δm  ω, with m = 0, 1, of Propo-
sition 6.3.5 (see Section 6.7.2.3 later for a summary on all the scales involved in the proof of
Proposition 6.3.5).
Remark .. (Alternative proof of the bound for E|Iη00 |). Under the additional assump-
tion (6.37) in Remark .., we can prove the same bound for E|Iη00 | in (6.41) without relying on
the fairly sophisticated proof of [, Theorem .].
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In order to boundE|Iη00 |wefirst remove the regime η ∈ [0, n−l] as in the proof of Lemma ...
Then, using (6.40) to bound the integral over the regime |1−|z|2| ≤ 1+n−2ωh , with ωh defined
in Proposition .., and (6.42) for the regime |z|2 ≥ 1 − n−2ωh , we conclude that








〈Gz − EGz〉 dη






By universality of the smallest eigenvalue ofHz (which directly follows by Proposition ..
for any fixed |z|2 ≤ 1 − n−2ωh ; see also []), and the bound in [, Corollary .] we have that
P (λz1 ≤ η0) ≤ n−δ0/4,
with η0 = n−1−δ0 and ωh  δ0. This concludes the bound in (6.41) for Iη00 following exactly
the same proof of [, Lemma .], by (6.48). We warn the reader that in [, Corollary .] λ1
denotes the smallest eigenvalue of (X−z)(X−z)∗, whilst here λz1 denotes the smallest (positive)
eigenvalue ofHz .
.. Computation of the expectation inTheorem ..
In this section we compute the expectation E
∑
i f(σi) in (6.11) using the computation of
E〈G〉 in (6.33) of Proposition 6.3.3 as an input. More precisely, we prove the following
lemma. Note that (6.49) proves (6.11) in Theorem 6.2.1.
Lemma ... Fix some bounded open D ⊂ Ω ⊂ C and let f ∈ H2+δ0 (Ω), and let κ4 :=


















for some small δ′ > 0.









f(z) d2z = O(nξ), (6.50)
with very high probability. Hence, in order to prove (6.49) we need to identify the sub-
leading term in the expectation of (6.50), which is not present in the Ginibre case since
κ4 = 0.
First of all by Lemma 6.4.1 it follows that the main contribution in Girko’s formula
comes from ITηc . Since the error term in (6.33) is not affordable for 1 − |z| very close to
zero, we remove the regime |1 − |z|2| ≤ n−2ν in the z-integral by (6.40) at the expense
of an error term n−ν+ξ, for some very small ν > 0 we will choose shortly. The regime
|1 − |z|2| ≥ n−2ν , instead, is computed using (6.33). Hence, collecting these error terms
184
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with ηc = n−1+δ1 defined in (6.29). To go from the second to the third line we used (6.33),
and then we added back the regimes η ∈ [0, ηc] and η ≥ T , and the regime |1−|z|2| ≤ n−2ν
in the z-integration at the price of a negligible error. In particular, in the η-integration
we used that |∂η(m4)| ≲ n2ν in the regime η ∈ [0, ηc], by (6.24)–(6.26), and that using
|m| ≤ η−1 we have |∂η(m4)| ≲ η−5 by (6.24), in the regime η ≥ T . Choosing ν, δ′ > 0 so
that ν  δ1  δ′ we conclude the proof of (6.49).
.. Computation of the second and higher moments inTheorem ..
























to leading order using (6.30).
Lemma ... Let f (i) be as in Theorem .. and set f (i) = f or f (i) = f for any i ∈ [p], and






































for some small c(p) > 0, where Vi,j and Ui are as in (6.32). The implicit constant in O(·) may
depend on p.
Proof. In order to prove the lemma we have to check that the integral of the error term
in (6.30) is at most of size n−c(p), and that the integral of Vi,j + κ4UiUj for ηi ≤ ηc or
ηi ≥ T is similarly negligible. In the remainder of the proof we assume that p is even, since
the terms with p odd are of lower order by (6.30).
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Note that by the explicit form ofmi, ui in (6.19)–(6.20), by the definition of Vi,j , Ui, Uj








1 − |zi − zj |2 + (1 − ui)|zi|2 + (1 − uj)|zj |2
])
,
and using |∂ηimi| ≤ [=mzi(iηi) + ηi]−2 by (6.24)–(6.26), we conclude (see also (6.109)–
(6.110) later)
|Vi,j | ≲
[(=mzi(iηi) + ηi)(=mzj (iηj) + ηj)]−2






Using the bound (6.40) to remove the regimeZi := {|1−|zi|2| ≤ n−2ν} for any i ∈ [p],


















for any very small ξ > 0. Additionally, since the error term Ψ defined in (6.31) behaves




{zi : |zi − zj | ≤ n−2ν}




















Plugging (6.30) into (6.56), and using the first bound in (6.38) to remove the regime ηi ≥ T


































where ηc = n−1+δ1 , the second last error term comes from adding back the regimes ηi ∈
[0, ηc] using that
|Vi,j | ≤
n20ν





for zi ∈ Zci ∩ Ẑci and zj ∈ Zcj ∩ Ẑcj by (6.54). The last error term in (6.57) comes from
the integral of Ψ, with Ψ defined in (6.31). Finally, we perform the η-integrations using the
explicit formulas (6.58) and (6.59) below. After that, we add back the domains Zi and Ẑi for
i ∈ [p] at a negligible error, since these domains have volume of order n−2ν , ∆f (i) ∈ L2,
and the logarithmic singularities from (6.58) are integrable. This concludes (6.53) choosing
ν so that ν  δ1  1.
In the next three sub-sections we compute the integrals in (6.53) for any i, j ’s. To make
our notation simpler we use only the indices 1, 2, i.e. we compute the integral of V1,2 and
U1U2.
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... Computation of the (η1, η2)-integrals















− log|z1 − z2|2, |z1|, |z2| ≤ 1,
log|zl|2 − log|z1 − z2|2, |zm| ≤ 1, |zl| > 1,
log|z1z2|2 − log|1 − z1z2|2, |z1|, |z2| > 1,
(6.58)
with A(η1, η2, z1, z2) defined by
A(η1, η2, z1, z2) := 1 + (u1u2|z1||z2|)2 −m21m22 − 2u1u2<z1z2.





(1 − |zi|2). (6.59)
Before proceeding we rewrite Θ(z1, z2) as
2Θ(z1, z2) = − log|z1 − z2|2 + log|z1|21(|z1| > 1) + log|z2|21(|z2| > 1)
+
[
log|z1 − z2|2 − log|1 − z1z2|2
]
1(|z1|, |z2| > 1).
In the remainder of this section we use the notations







and ∂l := ∂zl , ∂l := ∂zl . With this notation ∆zl = 4∂zl∂zl .
We split the computation of the leading term in the rhs. of (6.53) into two parts: the
integral of V1,2, and the the integral of U1U2.
... Computation of the (z1, z2)-integral of V1,2
In this section we compute the integral of V1,2 in (6.53). To make our notation easier in
the remainder of this section we use the notation f and g, instead of f (1), f (2), with f in
Theorem 6.2.1 and g = f or g = f .

























Note that the rhs. of (6.60) gives exactly the first two terms in (6.9).


























6. CENTRAL LIMIT THEOREM FOR LINEAR EIGENVALUE STATISTICS OF NON-HERMITIAN RANDOM
MATRICES
with Θ(z1, z2) is defined in the rhs. of (6.58).
We compute the r.h.s. of (6.61) as stated in Lemma 6.4.9. The proof of this lemma is
postponed to Appendix 6.A.










































Proof of Lemma ... By Lemma 6.4.9 it follows that to prove Lemma 6.4.8 it is enough to
compute the last two lines in the rhs. of (6.62).
Note that using the change of variables z1 → 1/z1, z2 → 1/z2 the integral in the rhs.
of (6.62) is equal to the same integral on the domain |z1|, |z2| ≤ 1, |1 − z1z2| ≥ ϵ. By
a standard density argument, using that f, g ∈ H2+δ0 , it is enough to compute the limit













for some coefficients akl, bkl ∈ C. We remark that the summations in (6.63) are finite since

















(α+ 1)(α′ + 1)
δα,βδα′,β′ ,














































On the other hand∑
m∈Z
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Finally, combining (6.62) and (6.64)–(6.65), we conclude the proof of (6.60).
... Computation of the (z1, z2)-integral ofU1U2
In order to conclude the proof of Theorem 6.2.1, in this section we compute the integral of
U1U2 in (6.53). Similarly to the previous section, we use the notation f and g, instead of
f (1), f (2), with f in Theorem 6.2.1 and g = f or g = f .





























Proof of Theorem ... Theorem 6.2.1 readily follows combining Lemma 6.4.7, Lemma 6.4.8
and Lemma 6.4.10.
Proof of Lemma ... First of all, we recall the following formulas of integration by parts∫
D













f(z, z) dz. (6.67)
Then, using the computation of the η-integral ofW in (6.59), and integration by parts (6.67)
































f(z) d2z − πf̂ ↾∂D(0)
)
.
This concludes the proof of this lemma.
. Local law for products of resolvents
The main technical result of this section is a local law for products of resolvents with dif-
ferent spectral parameters z1 6= z2. Our goal is to find a deterministic approximation to
〈AGz1BGz2〉 for generic bounded deterministic matrices A,B. Due to the correlation be-
tween the two resolvents the deterministic approximation to 〈AGz1BGz2〉 is not simply
〈AM z1BM z2〉. In the context of linear statistics such local laws for products of resolvents
have previously been obtained e.g. for Wigner matrices in [89] and for sample-covariance
matrices in [56] albeit with weaker error bounds. In the current non-Hermitian setting we
need such local law twice; for the resolvent CLT in Proposition 6.3.3, and for the asymptotic
independence of resolvents in Proposition 6.3.5. The key point for the latter is to obtain an
improvement in the error term for mesoscopic separation |z1 − z2| ∼ n−ϵ, a fine effect that
has not been captured before.
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Our proof applies verbatim to both real and complex i.i.d. matrices, as well as to re-
solvents Gz(w) evaluated at an arbitrary spectral parameter w ∈ H. We therefore work
with this more general setup in this section, even though for the application in the proofs
of Propositions 6.3.3–6.3.5 this generality is not necessary.
We recall from [13] that with the shorthand notations
Gi := Gzi(wi), Mi := M zi(wi), (6.68)
the deviation of Gi fromMi is computed from the identity






The relation (6.69) requires some definitions. First, the linear covariance or self-energy op-






















where X̃ ∼ GinC, i.e. it averages the diagonal blocks and swaps them. Here GinC stands
for the standard complex Ginibre ensemble. The ultimate equality in (6.70) follows directly
from E x̃2ab = 0, E|x̃ab|2 = n−1. Second, underlining denotes, for any given function
f : C2n×2n → C2n×2n, the self-renormalisationWf(W ) defined by
Wf(W ) := Wf(W ) − ẼW̃ (∂
W̃
f)(W ), (6.71)
where ∂ indicates a directional derivative in the direction W̃ and W̃ denotes an independent
random matrix as in (6.70) with X̃ a complex Ginibre matrix with expectation Ẽ. Note that
we use complex Ginibre X̃ irrespective of the symmetry class of X . Therefore, using the
resolvent identity, it follows that
WG = WG+ ẼW̃GW̃G = WG+ S[G]G.
We now use (6.69) and (6.71) to compute
G1BG2 = M1BG2 −M1WG1BG2 +M1S[G1 −M1]G1BG2
= M1BM2 +M1B(G2 −M2) −M1WG1BG2 +M1S[G1BG2]M2
+M1S[G1BG2](G2 −M2) +M1S[G1 −M1]G1BG2,
(6.72)
where, in the second equality, we used
WG1BG2 = WG1BG2 + S[G1]G1BG2 + S[G1BG2]G2
= WG1BG2 + S[G1BG2]G2.
Assuming that the self-renormalised terms and the ones involving Gi − Mi in (6.72) are
small, (6.72) implies
G1BG2 ≈ M z1,z2B , (6.73)
where
M z1,z2B (w1, w2) := (1 −M
z1(w1)S[·]M z2(w2))−1[M z1(w1)BM z2(w2)]. (6.74)
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We define the corresponding 2-body stability operator
B̂ = B̂12 = B̂12(z1, z2, w1, w2) := 1 −M1S[·]M2, (6.75)
acting on the space of 2n × 2n matrices equipped with the usual Euclidean matrix norm
which induces a natural norm for B̂.
Our main technical result of this section is making (6.73) rigorous in the sense of The-
orem 6.5.2 below. To keep notations compact, we first introduce a commonly used (see,
e.g. [81]) notion of high-probability bound.




∣∣∣ n ∈ N, u ∈ U (n)) and Y = (Y (n)(u) ∣∣∣ n ∈ N, u ∈ U (n))
are families of non-negative random variables indexed by n, and possibly some parameter u, then





X(n)(u) > nϵY (n)(u)
]
≤ n−D
for large enough n ≥ n0(ϵ,D). In this case we use the notationX ≺ Y .
Theorem ... Fix z1, z2 ∈ C and w1, w2 ∈ C with |ηi| := |=wi| ≥ n−1 such that
η∗ := min{|η1|, |η2|} ≥ n−1+ϵ‖B̂−112 ‖
for some ϵ > 0. Assume thatGz1(w1), Gz2(w2) satisfy the local laws in the form
|〈A(Gzi −M zi)〉| ≺ ‖A‖
n|ηi|
, |〈x, (Gzi −M zi)y〉| ≺ ‖x‖‖y‖√
n|ηi|
for any bounded deterministic matrix and vectors A,x,y. Then, for any bounded determinis-
tic matrix B, with ‖B‖ ≲ 1, the product of resolvents Gz1BGz2 = Gz1(w1)BGz2(w2) is
approximated byM z1,z2B = M
z1,z2
B (w1, w2) defined in (6.74) in the sense that





















for any deterministic A,x,y.
Theestimates in (6.76) will be complemented by a upper bound on ‖B̂−1‖ in Lemma 6.6.1,
where we will prove in particular that ‖B̂−1‖ ≲ n2δ whenever |z1 − z2| ≳ n−δ, for some
small fixed δ > 0.
The proof of Theorem 6.5.2 will follow from a bootstrap argument once the main input,
the following high-probability bound onWG1BG2 has been established.
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Proposition ... Under the assumptions of Theorem .., the following estimates hold uni-
formly in n−1 ≲ |η1|, |η2| ≲ 1.





uniformly for deterministic vectors and matrix ‖x‖ + ‖y‖ + ‖B‖ ≤ 1.
. Assume that for some positive deterministic θ = θ(z1, z2, η∗) an a priori bound
|〈AG1BG2〉| ≺ θ (6.77b)
has already been established uniformly in deterministic matrices ‖A‖ + ‖B‖ ≤ 1. Then












again uniformly in deterministic matrices ‖A‖ + ‖B‖ ≤ 1.
Proof of Theorem ... We note that from (6.74) and (6.21) we have
‖M z1,z2B ‖ ≲ ‖B̂−1‖ (6.78)
and abbreviate G12 := G1BG2, M12 := M z1,z2B . We now assume an a priori bound
|〈G12A〉| ≺ θ1, i.e. that (6.77b) holds with θ = θ1. In the first step we may take θ1 =












By (6.72) and (6.74) we have
B̂[G12 −M12] = M1B(G2 −M2) −M1WG12 +M1S[G12](G2 −M2)
+M1S[G1 −M1]G12,
(6.79)
and from (6.27) and (6.77c) we obtain













For the terms involving Gi − Mi we used that S[R] = 〈RE2〉E1 + 〈RE1〉E2 with the
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i.e. that S effectively acts as a trace, so that the averaged bounds are applicable. Therefore
with (6.78) it follows that













By iterating (6.81) we can use |〈G12A〉| ≺ θ2  θ1 as new input in (6.77b) to obtain
|〈G12A〉| ≺ θ3  θ2 since nη∗  ‖B̂−1‖. Here θj , for j = 3, 4, . . ., is defined itera-
tively by replacing θ1 with θj−1 in the rhs. of the defining equation for θ2 in (6.81). This
improvement continues until the fixed point of this iteration, i.e. until θ3/4N approaches

































and therefore the averaged bound in (6.76) follows.
For the isotropic bound in (6.76) note that










i , ‖xi‖‖yi‖ ≲ ‖B̂−1‖,
for some vectors xi,yi. The isotropic bound in (6.76) thus follows in combination with
the isotropic bound in (6.27), (6.79) and (6.77a) applied to the pairs of vectors xi,yi. This
completes the proof of the theorem modulo the proof of Proposition 6.5.3.
.. Probabilistic bound and the proof of Proposition ..
We follow the graphical expansion outlined in [83, 84] adapted to the current setting. We
focus on the case when X has complex entries and additionally mention the few changes
required whenX is a real matrix. We abbreviate G12 = G1BG2 and use iterated cumulant
expansions to expand E|〈x,WG12y〉|2p and E|〈WG12A〉|2p in terms of polynomials in
entries of G. For the expansion of the firstW we have in the complex case
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and similarly for 〈x,WG12y〉, where unspecified summations
∑
a are understood to be
over
∑
a∈[2n], and (∆ab)cd := δacδbd. Here we introduced the matrixRab := 1(a ≤ n, b >
n) + 1(a > n, b ≤ n) which is the rescaled second order cumulant (variance), i.e. Rab =
nκ(ab, ba). For α = (α1, . . . , αk) we denote the joint cumulant of wab, wα1 , . . . , wαk by
κ(ab,α) which is non-zero only for α ∈ {ab, ba}k. The derivative ∂α denotes the derivative
with respect to wα1 , . . . , wαk . Note that in (6.82) the k = 1 term differs from the k ≥ 2
terms in two aspects. First, we only consider the ∂ba derivative since in the complex case
we have κ(ab, ab) = 0. Second, the action of the derivative on the first trace is not present
since it is cancelled by the self-renormalisation ofWG12.
In the real case (6.82) differs slightly. First, for the k = 1 terms both ∂ab and ∂ba have
to be taken into account with the same weight R since κ(ab, ab) = κ(ab, ba). Second, we
chose only to renormalise the effect of the ∂ba-derivative and hence the ∂ab-derivative acts








Tr(∆abG12A) Tr(WG12A)p−1 Tr(A∗G∗12W )p
]
.
The main difference to [84, Section 4] and [83, Section 4] is that therein instead of
WG12 the single-G renormalisationWG was considered. With respect to the action of the
derivatives there is, however, little difference between the two since we have
∂abG = −G∆abG, ∂abG12 = −G1∆abG12 −G12∆abG2.
Therefore after iterating the expansion (6.82) we structurally obtain the same polynomials
as in [83, 84], except of the slightly different combinatorics and the fact that exactly 2p of
the G’s are G12’s and the remaining G’s are either G1 or G2. Thus, using the local law for
Gi in the form















for ‖x‖ + ‖y‖ ≲ 1, we obtain exactly the same bound as in [84, Eq. (23a)] times a factor of








The isotropic bound from (6.84) completes the proof of (6.77a).
It remains to improve the averaged bound in (6.84) in order to obtain (6.77c). We first
have to identify where the bound (6.84) is suboptimal. By iterating the expansion (6.82)
we obtain a complicated polynomial expression in terms of entries of G12, G1, G2 which is










6.5. Local law for products of resolvents
for some finite collection of Graphs(p). Before we precisely define the value of Γ, Val(Γ),
we first give two examples. Continuing (6.82) in case p = 1 we have


















E Tr(∆abG1∆baG12A) Tr(A∗G∗12∆ba) + · · ·
(6.86a)
where, for illustration, we only kept two of the three Gaussian terms (the last being when
W acts on G∗1) and one non-Gaussian term. For the non-Guassian term we set R′ab :=




we have R′ab = κ(x, x, x) for a ≤ n, b > n and R′ab = κ(x, x, x) = κ(x, x, x) for
a > n, b ≤ n. For our argument it is of no importance whether matrices representing
cumulants of degree at least three like R′ are block-constant. It is important, however,
that the variance κ(ab, ba) represented by R is block-constant since later we will perform


























where we kept one of the two Gaussian terms and one third order term. After writing out































IfX is real, then in (6.86) some additional terms appear since κ(ab, ab) = κ(ab, ba) in
the real case, while κ(ab, ab) = 0 in the complex case. In the first equality of (6.86) this
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− Tr(∆abG1∆abG12A) Tr(A∗G∗12W )
+ Tr(∆abG12A) Tr(A∗G∗12∆ab)




Out of the three terms in (6.87), however, only the first one is qualitatively different from the
terms already considered in (6.86) since the other two are simply transpositions of already

























specific to the real case.
Now we explain how to encode (6.86) in the graphical formalism (6.85). The summation
labels ai, bi correspond to vertices, while matrix entries correspond to edges between respec-
tive labelled vertices. We distinguish between the cumulant- or κ-edges Eκ, like R,R′ and
G-edgesEG, like (A∗G∗2)db or (G∗12)ab, but do not graphically distinguish betweenG1, G12,















where the edges fromEG are solid and those fromEκ dotted. Similarly, the three examples













It is not hard to see that after iteratively performing cumulant expansions up to order
4p for each remaining W we obtain a finite collection of polynomial expressions in R and
G which correspond to graphs Γ from a certain set Graphs(p) with the following proper-
ties. We consider a directed graph Γ = (V,Eκ ∪ EG) with an even number |V | = 2k of
vertices, where k is the number of cumulant expansions along the iteration. The edge set
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is partitioned into two types of disjoint edges, the elements of Eκ are called cumulant edges
and the elements of EG are called G-edges. For u ∈ V we define the G-degree of u as
dG(u) := doutG (u) + dinG(u),
doutG (u) := |{v ∈ V | (uv) ∈ EG}|, dinG(u) := |{v ∈ V | (vu) ∈ EG}|.
We now record some structural attributes.
1. The graph (V,Eκ) is a perfect matching and in particular |V | = 2|Eκ|. We label
the vertices by u1, . . . , uk, v1, . . . , vk with cumulant edges (u1v1), . . . , (ukvk). The
ordering of the elements of Eκ indicated by 1, . . . , k is arbitrary and irrelevant.
2. The number of κ-edges is bounded by |Eκ| ≤ 2p and therefore |V | ≤ 4p
3. For each (uivi) ∈ Eκ, the G-degree of both vertices agrees, i.e. dG(ui) = dG(vi) =:
dG(i). Furthermore the G-degree satisfies 2 ≤ dG(i) ≤ 4p. Note that loops (uu)
contribute a value of 2 to the degree.
4. If dG(i) = 2, then no loops are adjacent to either ui or vi.
5. We distinguish two types of G-edges EG = E1G ∪ E2G whose numbers are given by
|E2G| = 2p, |E1G| =
∑
i
dG(i) − 2p, |EG| = |E1G| + |E2G|.
Note that in the examples (6.89) and (6.90) above we had |Eκ| = 1 in the first and |Eκ| = 2
in the other two cases. For the degrees we had dG(1) = 2 in the first case, dG(1) =
dG(2) = 2 in the second case, and dG(1) = 2, dG(2) = 3 in the third case. The number
of G-edges involving G12 is 2 in all cases, while the number of remaining G-edges is 0, 2
and 3, respectively, in agreement with 5. We now explain how we relate the graphs to the
polynomial expressions they represent.
(i) Each vertex u ∈ V corresponds to a summation
∑
a∈[2n] with a label a assigned to
the vertex u.
(ii) Each G-edge (uv) ∈ E1G represents a matrix G(uv) = A1GiA2 or G(uv) = A1G∗iA2
for some norm-bounded deterministic matrices A1, A2. Each G-edge (uv) ∈ E2G
represents a matrix G(uv) = A1G12A2 or G(uv) = A1G∗12A2 for norm bounded
matrices A1, A2. We denote the matrices G(uv) with a calligraphic “G” to avoid con-
fusion with the ordinary resolvent matrix G.
















where dinG(u) = doutG (v) and doutG (u) = dinG(v) are the in- and out degrees of u, v.
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where R(uivi) is as in (iii) and ai, bi are the summation indices associated with ui, vi.
Proof of (6.85). In order to prove (6.85) we have to check that the graphs representing the
polynomial expressions of the cumulant expansion up to order 4p have the attributes 1–5.
Here 1–3 follow directly from the construction, with the lower bound dG(i) ≥ 2 being a
consequence of Ewab = 0 and the upper bound dG(i) ≤ 4p being a consequence of the fact
that we trivially truncate the expansion after the 4p-th cumulant. The error terms from the
truncation are estimated trivially using (6.83). The fact 4 that no G-loops may be adjacent
to degree two κ-edges follows since due to the self-renormalisation WG12 the the second
cumulant ofW can only act on someW or G in another trace, or if it acts on some G in its
own trace then it generates a κ(ab, ab) factor (only possible when X is real). In the latter
case one of the two vertices has two outgoing, and the other one two incoming G-edges,
and in particular no loops are adjacent to either of them. The counting of G12-edges in E2G
in 5 is trivial since along the procedure no G12-edges can be created or removed. For the
counting ofGi edges inE1G note that the action of the k-th order cumulant in the expansion
ofWG12 may remove k1 W ’s and may create additional k2 Gi’s with k = k1 + k2, k1 ≥ 1.
Therefore, since the number of Gi edges is 0 in the beginning, and the number of W ’s is
reduced from 2p to 0 the second equality in 5 follows.
It now remains to check that with the interpretations (i)–(iv) the values of the con-
structed graphs are consistent in the sense of (6.85). The constant c(Γ) ∼ 1 accounts for
combinatorial factors in the iterated cumulant expansions and the multiplicity of identical
graphs. The factor n−2p in (iv) comes from the 2p normalised traces. The relation (iii)
follows from the fact that the k-th order cumulant of k1 copies of wab and k2 copies of
wab = wba comes together with k1 copies of ∆ab and k2 copies of ∆ba. Thus a is the first
index of some G a total of k2 times, while the remaining k1 times the first index is b, and
for the second indices the roles are reversed.
Having established the properties of the graphs and the formula (6.85), we now estimate the
value of any individual graph.
Naive estimate
We first introduce the so called naive estimate, N-Est(Γ), of a graph Γ as the bound on its
value obtained by estimating the factors in (6.91) as |Geab| ≺ 1 for e ∈ E1G and |Geab| ≺
(|η1||η2|)−1/2 for e ∈ E2G, |Reab| ≲ 1 and estimating summations by their size. Thus, we
obtain
















4In [83] we defined the value with an expectation so that (6.85) holds without expectation. In the present
paper we follow the convention of [84] and consider the value as a random variable.
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where
Ejκ := {(ui, vi) | dG(i) = j}
is the set of degree j κ-edges, and in the last inequality we used |E2κ| + |E3κ| ≤ |Eκ| ≤ 2p.
Ward estimate
The first improvement over the naive estimate comes from the effect that sums of resolvent
entries are typically smaller than the individual entries times the summation size. This effect
can easily be seen from the Ward or resolvent identity G∗G = =G/η = (G − G∗)/(2iη).
Indeed, the naive estimate of
∑
aGab is n using |Gab| ≺ 1. However, using the the Ward



















i.e. by a factor of (nη)−1/2. Similarly, we can gain two such factors if the summation index
a appears in two G-factors off-diagonally, i.e.∣∣∣∣∑
a
(G1)ab(G2)ca
∣∣∣∣ ≤ √(G∗1G1)bb√(G2G∗2)cc ≺ n 1nη .
However, it is impossible to gain more than two such factors per summation. We note
that we have the same gain also for summations of G12. For example, the naive estimate
on
∑
a(G12)ab is n|η1η2|−1/2 since |(G12)ab| ≺ |η1η2|−1/2. Using the Ward identity, we
obtain an improved bound of∣∣∣∣∑
a
(G12)ab





















where we recall η∗ = min{|η1|, |η2|}. Each of these improvements is associated with a
specific G-edge with the restriction that one cannot gain simultaneously from more than
two edges adjacent to any given vertex u ∈ V while summing up the index a associated
with u. Note, however, that globally it is nevertheless possible to gain from arbitrarily many
G-edges adjacent to any given vertex, as long as the summation order is chosen correctly.
In order to count the number edges giving rise to such improvements we recall a basic
definition [140] from graph theory.
Definition... For k ≥ 1 a graphΓ = (V,E) is called k-degenerate if any induced subgraph
has minimal degree at most k.
The relevance of this definition in the context of counting the number of gains of
(nη∗)−1/2 lies in the following equivalent characterisation [94].
Lemma ... A graph Γ = (V,E) is k-degenerate if and only if there exists an ordering of
vertices {v1, . . . , vn} = V such that for eachm ∈ [n] it holds that
degΓ[{v1,...,vm}](vm) ≤ k (6.93)
where for V ′ ⊂ V , Γ[V ′] denotes the induced subgraph on the vertex set V ′.
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We consider a subset of non-loop edges EWard ⊂ EG \ {(vv) | v ∈ V } for which Ward
improvements will be obtained. We claim that if ΓWard = (V,EWard) is 2-degenerate,
then we may gain a factor of (nη∗)−1/2 from each edge inEWard. Indeed, take the ordering
{v1, . . . , v2|Eκ|} guaranteed to exist in Lemma 6.5.5 and first sum up the index a1 associated
with v1. Since ΓWard is 2-degenerate there are at most two edges from EWard adjacent to
v1 and we can gain a factor of (nη∗)−1/2 for each of them. Next, we can sum up the index
associated with vertex v2 and again gain the same factor for each edge in EWard adjacent to
v2. Continuing this way we see that in total we can gain a factor of (nη∗)−|EWard|/2 over
the naive bound (6.92).





By considering onlyG-edges adjacent to κ-edges of degrees 2 and 3 it is possible to find





elements, cf. [83, Lemma 4.7]. As a consequence, as compared with the first inequality
in (6.92), we obtain an improved bound




































where in the penultimate inequality we used n−1 ≤ η∗, and in the ultimate inequality that
dG(i) ≥ 2 and |Eκ| ≤ 2pwhich implies that the exponent of η∗ is non-negative and η∗ ≲ 1.
Thus we gained a factor of (nη∗)−2p over the naive estimate (6.92).
Resummation improvements
The bound (6.94) is optimal if z1 = z2 and if η1, η2 have opposite signs. In the general case
z1 6= z2 we have to use two additional improvements which both rely on the fact that the
summations
∑
ai,bi corresponding to (ui, vi) ∈ E
2
κ can be written as matrix products since








1(ai > n, bi ≤ n) + 1(ai ≤ n, bi > n)
]
= (GE1G)xy(GE2G)zw + (GE2G)xy(GE1G)zw,
(6.95a)
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where E1, E2 are defined in (6.80), in the case of four involved G’s and dinG = doutG = 1. If
one vertex has two incoming, and the other two outgoing edges (which is only possible if
X is real), then we similarly can sum up∑
ab
GxaGyaGbzGbwRab = (GE1Gt)xy(GtE2G)zw + (GE2Gt)xy(GtE1G)zw, (6.95b)
so merely someG is replaced by its transposeGt compared to (6.95a) which will not change
any estimate. In the remaining cases with two and three involved G’s we similarly have∑
ab
GbaGabRab = TrGE1GE2 + TrGE2GE1∑
ab
GxaGabGbyRab = (GE1GE2G)xy + (GE2GE1G)xy.
(6.95c)
By carrying out all available partial summations at degree-2 vertices as in (6.95) for the
value Val(Γ) of some graph Γ we obtain a collection of reduced graphs, in which cycles ofG’s
are contracted to the trace of their matrix product, and chains ofG’s are contracted to single
edges, also representing the matrix products with two external indices. We denote generic
cycle-subgraphs of k edges from EG with vertices of degree two by Γ◦k, and generic chain-
subgraphs of k edges from EG with internal vertices of degree two and external vertices of
degree at least three by Γ−k . With a slight abuse of notation we denote the value of Γ◦k by
Tr Γ◦k, and the value of Γ
−
k with external indices (a, b) by (Γ
−
k )ab, where for a fixed choice of
E1, E2 in (6.95) the internal indices are summed up. The actual choice ofE1, E2 is irrelevant
for our analysis, hence we will omit it from the notation. The concept of the naive and Ward



























k ) = EG(Γ
◦/−
k ) ∩ EWard(Γ).
(6.96)
After contracting the chain- and cycle-subgraphs we obtain 2|E2κ| reduced graphs Γred
on the vertex set
V (Γred) := {v ∈ V (Γ) | dG(v) ≥ 3}
with κ-edges
Eκ(Γred) := E≥3κ (Γ)
and G-edges
EG(Γred) := {(uv) ∈ EG(Γ) | min{dG(u), dG(v)} ≥ 3} ∪ EchainG (Γred),
with additional chain-edges
EchainG (Γred) : =
{
(u1uk+1)
∣∣∣∣ k ≥ 2, u1, uk+1 ∈ V (Γred), ∃Γ−k ⊂ Γ,V (Γ−k ) = (u1, . . . , uk+1)
}
.
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whose entries are the values of the chain-subgraphs. Note that due to the presence ofE1, E2
in (6.95) the matrices associated with someG-edges can be multiplied byE1, E2. However,
since in the definition (ii) ofG-edges the multiplication with generic bounded deterministic
matrices is implicitly allowed, this additional multiplication will not be visible in the nota-
tion. Note that the reduced graphs contain only vertices of at least degree three, and only
κ-edges from E≥3κ . The definition of value, naive estimate and Ward estimate naturally























The irrelevant summation in (6.97) of size 2|E2κ| is due to the sums in (6.95).
Let us revisit the examples (6.89) to illustrate the summation procedure. The first two
graphs in (6.89) only have degree-2 vertices, so that the reduced graphs are empty with value









where the summation is over two and, respectively, four terms. The third graph in (6.89)




where for convenience we highlighted the chain-edges EchainG representing Γ
−
k by double
lines (note that the two endpoints of a chain edge may coincide, but it is not interpreted
as a cycle graph since this common vertex has degree more than two, so it is not summed
up into a trace along the reduction process). Finally, to illustrate the reduction for a more
202
6.5. Local law for products of resolvents





















where we labelled the vertices for convenience, and the summation on the rhs. is over four
assignments of E1, E2.
Since we have already established a bound on Val(Γ) ≺ W-Est(Γ) we only have to
identify the additional gain from the resummation compared to the Ward-estimate (6.94).
We will need to exploit two additional effects:
1. The Ward-estimate is sub-optimal whenever, after resummation, we have some con-
tracted cycle Tr Γ◦k or a reduced graph with a chain-edge Γ
−
k with k ≥ 3.
2. When estimating Tr Γ◦k, k ≥ 2 with Γ◦k containing someG12, then also the improved
bound from 1 is sub-optimal and there is an additional gain from using the a priori
bound |〈G12A〉| ≺ θ.
We now make the additional gains 1–2 precise.
Lemma ... For k ≥ 2 let Γ◦k and Γ
−
k be some cycle and chain subgraphs.
. We have
|Tr Γ◦k| ≺ (nη∗)−(k−2)/2 W-Est(Γ◦k) (6.99a)
and for all a, b
|(Γ−k )ab| ≺ (nη∗)
−(k−2)/2 W-Est(Γ−k ). (6.99b)




where θ is as in (6.77b).
Theproof of Lemma 6.5.7 follows from the following optimal bound on general products
Gj1...jk of resolvents and generic deterministic matrices.
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Lemma... Letw1, w2, . . ., z1, z2, . . . denote arbitrary spectral parameterswith ηi = =wi >
0. With Gj = Gzj (wj) we then denote generic products of resolvents Gj1 , . . . Gjk or their ad-
joints/transpositions (in that order) with arbitrary bounded deterministic matrices in between by
Gj1...jk , e.g.G1i1 = A1G1A2GiA3G1A4.
• For j1, . . . jk we have the isotropic bound

















Lemma 6.5.8 for example implies |(G1i)ab| ≺ (η1ηi)−1/2 or |(Gi1i)ab| ≺ (η1ηi)−1.
Note that the averaged bound (6.100b) can be applied more flexibly by choosing s, t freely,
e.g.







while |〈x, G1i1iy〉| ≺ ‖x‖‖y‖(η1ηi)−3/2.




























ηj2 . . . ηjk−1
,
where in each step we estimated the middleG∗j2Gj2 , G
∗




j3 , . . .,
and in the last step we used Ward estimate. This proves (6.100a). We now turn to (6.100b)





























where in the second step we used cyclicity of the trace, the norm-estimate in the third step
und the Ward-estimate in the last step.
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Proof of Lemma ... For the proof of (6.99a) we recall from the definition of the Ward-
















since |EWard(Γ◦k)| ≤ |EG(Γ◦k)| ≤ k. Thus, together with (6.100b) and interpreting Tr Γ◦k


























Note that Lemma 6.5.8 is applicable here even though therein (for convenience) it was
assumed that all spectral parameters wi have positive imaginary parts. However, the lemma
also applies to spectral parameters with negative imaginary parts since it allows for adjoints
and Gz(w) = (Gz(w))∗. The first inequality in (6.101) elementarily follows from (6.100b)
by distinguishing the cases |E2G| = k, k−1 or ≤ k−2, and always choosing s and t such that
the √ηjsηjt factor contains the highest possible η∗ power. Similarly to (6.101), for (6.99b)















For the proof of (6.99c) we use a Cauchy-Schwarz estimate to isolate a single G12
factor from the remaining G’s in Γ◦l . We may represent the “square” of all the remaining
factors by an appropriate cycle graph Γ◦2(k−1) of length 2(k − 1) with |E
2
G(Γ◦2(k−1))| =

































where in the penultimate step we wrote out =G = (G − G∗)/(2i) in order to use (6.77b),
and used (6.101) for Γ◦2(k−1).
Now it remains to count the gains from applying Lemma 6.5.7 for each cycle- and chain












Furthermore, suppose that Γ has c degree-2 cycles Γ◦k which according to 3 has to satisfy
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implying (6.77c). In order to complete the proof of the Proposition 6.5.3 it remains to ver-
ify (6.103a) and (6.103b).























where we used 2 in the first inequality.
Proof of (6.103b). For cycles Γ◦k or chain-edges Γ
−
k in the reduced graph we say that Γ
◦/−
k
has (k− 2)+ excessG-edges. Note that for cycles Γ◦k every additionalG beyond the minimal
number k ≥ 2 is counted as an excessG-edge, while for chain-edges Γ−k the first additional
G beyond the minimal number k ≥ 1 is not counted as an excess G-edge. We claim that:
a) The total number of excess G-edges is at least 2c′ − d≥3.
b) There are at least p− c′ − d≥3/2 cycles in Γ containing G12.
Since the vertices of the reduced graph are ui, vi for dG(i) ≥ 3, it follows that the reduced
graph has
∑
dG(i)≥3(dG(ui)+dG(vi))/2 = d≥3 edges while the total number ofG’s beyond
the minimally required G’s (i.e. two for cycles and one for edges) is 2c′. Thus in the worst
case there are at least 2c′ − d≥3 excess G-edges, confirming a).
The total number of G12’s is 2p, while the total number of Gi’s is 2|E2κ| + d≥3 − 2p,
according to 5. For fixed c the number of cycles with G12’s is minimised in the case when
all Gi’s are in cycles of length 2 which results in |E2κ| − p+ bd≥3/2c cycles without G12’s.
Thus, there are at least
c−
(
|E2κ| − p+ bd≥3/2c
)
= p− c′ − bd≥3/2c ≥ p− c′ − d≥3/2
cycles with some G12, confirming also b).
The claim (6.103b) follows from a)-b) in combination with Lemma 6.5.7.
. Central limit theorem for resolvents
The goal of this section is to prove the CLT for resolvents, as stated in Proposition 6.3.3.
We begin by analysing the 2-body stability operator B̂ from (6.75), as well as its special case,
the 1-body stability operator
B := B̂(z, z, w,w) = 1 −MS[·]M. (6.104)
Note that other than in the previous Section 6.5, all spectral parameters η, η1, . . . , ηp con-
sidered in the present section are positive, or even, η, ηi ≥ 1/n.
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Lemma ... For w1 = iη1, w2 = iη2 ∈ iR \ {0} and z1, z2 ∈ C we have
‖B̂−1‖−1 ≳ (|η1| + |η2|) min{(=m1)2, (=m2)2} + |z1 − z2|2. (6.105)
Moreover, for z1 = z2 = z and w1 = w2 = iη the operator B = B̂ has two non-trivial
eigenvalues β, β∗ with β, β∗ as in (6.22), (6.24), and the remaining eigenvalues being 1.
Proof. Throughout the proof we assume that η1, η2 > 0, all the other cases are completely
analogous. With the shorthand notations mi := mzi(wi), ui := uzi(wi) and the partial
trace Tr2 : C2n×2n → C4 rearranged into a 4-dimensional vector, the stability operator B̂,
written as a 4 × 4 matrix is given by





























and Tr−12 is understood to map C4 into C2n×2n in such a way that each n × n block is a
constant multiple of the identity matrix. From (6.106) it follows that B̂ has eigenvalue 1 in
the 4(n2 − 1)-dimensional kernel of Tr2, and that the remaining four eigenvalues are 1, 1
and the eigenvalues β̂, β̂∗ of B1 := 1 − T1, i.e.




2 − u21u22(=z1z2)2. (6.107)
Thus the claim about the w1 = w2, z1 = z2 special case follows. The bound (6.105) follows
directly from ∣∣∣β̂β̂∗∣∣∣ ≳ (η1 + η2) min{(=m1)2, (=m2)2} + |z1 − z2|2, (6.108)
since |β̂|, |β̂∗| ≲ 1 and ‖B̂−1‖ ≲ ‖B−11 ‖ = (min{|β̂|, |β̂∗|})−1 due to B1 being normal.
We now prove (6.108). By (6.107), using that ui = −m2i +u2i |zi|2 repeatedly, it follows
that
β̂β̂∗ = 1 − u1u2
[
1 − |z1 − z2|2 + (1 − u1)|z1|2 + (1 − u2)|z2|2
]












Then, using 1 − ui = ηi/(ηi + =mi) ≳ ηi/(=mi), that mi = i=mi, and assuming
u1, u2 ∈ [δ, 1], for some small fixed δ > 0, we get that∣∣∣β̂β̂∗∣∣∣ ≳ |z1 − z2|2 + (=m1)2(1 − u1) + (=m2)2(1 − u2)
≳ |z1 − z2|2 + min{(=m1)2, (=m2)2}(2 − u1 − u2)
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If instead at least one ui ∈ [0, δ] then, by the second equality in the display above, the
bound (6.108) is trivial.
We now turn to the computation of the expectation E〈Gz(iη)〉 to higher precision be-
yond the approximation 〈G〉 ≈ 〈M〉. Recall the definition of the 1-body stability operator
from (6.104) with non-trivial eigenvalues β, β∗ as in (6.22), (6.24).
Lemma ... For κ4 6= 0 we have a correction of order n−1 to E〈G〉 of the form












= ‖(B∗)−1[1]‖ ≲ 1













Proof. Using (6.69) we find
〈G−M〉 = 〈1,B−1B[G−M ]〉 = 〈(B∗)−1[1],B[G−M ]〉
= −〈M∗(B∗)−1[1],WG〉 + 〈M∗(B∗)−1[1],S[G−M ](G−M)〉








we find from the explicit formula for B given in (6.106) and (6.24) that
〈MA〉 = 1 − β
β
= 1
1 −m2 − |z|2u2
− 1 = −i∂ηm, (6.113)



















and similarly for a > n, b ≤ n. By writing G = M + G − M and using the isotropic






















6.6. Central limit theorem for resolvents
where 1 = (1, . . . , 1) denotes the constant vector of norm ‖1‖ =
√
2n. Thus we can bound
all k = 2 terms by |β|−1
(
n−3/2(1 + η)−1 + n−2η−3/2
)
.
For k ≥ 4 we can afford bounding each G entrywise and obtain bounds of |β|−1n−3/2.
Finally, for the k = 3 term there is an assignment (α) = (ab, ba, ab) for which all G’s are












































We now turn to the computation of higher moments which to leading order due to




〈Gi −Mi − Ei〉, Ei :=
κ4
n
〈Mi〉3〈MiAi〉, Ai := (B∗i )−1[1]∗Mi,
with Gi,Mi as in (6.68) for z1, . . . , zk ∈ C, η1, . . . , ηk > 1/n. Using Lemma 6.6.2,








〈Gi − EGi〉 =
∏
i∈[p]















∣∣∣∣∣∣ ≺ ψ. (6.119)
Proof of Proposition ... To simplify notations we will not carry the βi-dependence within
the proof because each Ai is of size ‖Ai‖ ≲ |βi|−1 and the whole estimate is linear in each
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where W̃ denotes an independent copy of W with expectation Ẽ, and the underline is
understood with respect to W and not W̃ . We now consider the terms of (6.120) one by







where we recall the blockmatrix definition from (6.80) and follow the convention thatE,E′









Here the self-renormalisation in the last term is defined analogously to (6.71), i.e.
f(W )Wg(W ) := f(W )Wg(W ) − Ẽ(∂
W̃
f)(W )W̃g(W ) − Ẽf(W )W̃ (∂
W̃
g)(W ),
which is only well-defined if it is clear to whichW the action is associated, i.e.WWf(W )
would be ambiguous. However, we only use the self-renormalisation notation for f(W ),
g(W ) being (products of ) resolvents and deterministic matrices, so no ambiguities should
arise. For the first two terms in (6.122) we use ‖M z1,ziAE1 ‖ ≲ ‖B̂
−1
1i ‖ ≲ |z1 − zi|−2 due
to (6.105) and the first bound in (6.76) from Theorem 6.5.2 (estimating the big bracket by
1) to obtain
〈G1A1EGiAiE′ +G1S[G1A1EGiAi]GiE′〉
= 〈M z1,ziA1E AiE






n|z1 − zi|4η1i∗ |η1ηi|1/2
+ 1
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the proof of which we present after concluding the proof of the proposition. Thus, us-












































nη1i∗ |z1 − zi|4
+ 1
(nη1i∗ )2|z1 − zi|4
))
(6.125)
since, by an explicit computation the rhs. of (6.123) is given by V1,i as defined in (6.32).
Indeed, from the explicit formula for B it follows that main term on the rhs. of (6.123) can










1 + (uiuj |zi||zj |)2 −m2im2j − 2uiuj<zizj
]2
+
2mimj(m2i + u2i |zi|2)(m2j + u2j |zj |2)
titj
[
1 + (uiuj |zi||zj |)2 −m2im2j − 2uiuj<zizj
]2 ,
(6.126)
using the notations ti := 1−m2i −u2i |z1|2, si := m2i −u2i |zi|2. By an explicit computation
using the equation (6.19) formi,mj it can be checked that Ṽi,j can be written as a derivative
and is given by Ṽi,j = Vi,j with Vi,j from (6.32).
Next, we consider the third term on the rhs. of (6.120) for k = 2 and k ≥ 3 separately.
We first claim the auxiliary bound
|〈x, GBWGy〉| ≺ ‖x‖‖y‖‖B‖
n1/2η3/2
. (6.127)
Note that (6.127) is very similar to (6.77a) except that in (6.127) both G’s have the same
spectral parameters z, η and the order ofW and G is interchanged. The proof of (6.127) is,
however, very similar and we leave details to the reader.
After performing the α-derivative in (6.120) via the Leibniz rule, we obtain a product of
t ≥ 1 traces of the types 〈(∆Gi)kiAi〉 and 〈W (Gi∆)kiGiAi〉 with ki ≥ 0,
∑
ki = k + 1,
and p − t traces of the type 〈WGiAi + Ei〉. For the term with multiple self-renormalised
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G’s, i.e. 〈W (Gi∆)kiGiAi〉 with ki ≥ 1 we rewrite










Case k = 2, t = 1.
In this case the only possible term is given by 〈∆G1∆G1∆G1A1〉 where by parity at least
























after replacing Gaa = m + (G − M)aa and using the isotropic structure of the local law





Case k = 2, t = 2.
In this case there are 2 + 2 possible terms
〈∆G1∆G1A1〉〈∆GiAi +WGi∆GiAi〉
+ 〈∆G1A1〉〈∆Gi∆GiAi +WGi∆Gi∆GiAi〉.

















using (6.127), where we recall the definition of
∑′ from (6.115). Similarly, using (6.128)
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Case k = 2, t = 3.
In this final k = 2 case we have to consider four terms
〈∆G1A1〉〈∆GiAi +WGi∆GiAi〉〈∆GjAj +WGj∆GjAj〉,






















By inserting the above estimates back into (6.120), after estimating all untouched traces by























Case k ≥ 3.
In case k ≥ 3 after the action of the derivative in (6.120) there are 1 ≤ t ≤ k + 1 traces
involving some ∆. By writing the normalised traces involving ∆ as matrix entries we obtain
a prefactor ofn−t−(k+1)/2 and a
∑
ab-summation over entries of k+1 matrices of the typeG,
GA, GAWG such that each summation index appears exactly k+ 1 times. There are some
additional terms from the last sum in (6.128) which are smaller by a factor (nη)−1 and which
can be bounded exactly as in the k = 2 case. If there are only diagonal G or GA-terms,
then we have a naive bound of n−t−(k−3)/2 and therefore potentially some leading-order
contribution in case k = 3. If, however, k > 3, or there are some off-diagonal G,GA or
someGAWG terms, then, using (6.127) we obtain an improvement of at least (nη)−1/2 over
the naive bound (6.119). For k = 3, by parity, the only possibility of having four diagonal
G,GA factors, is distributing the four ∆’s either into a single trace or two traces with two
∆’s each. Thus the relevant terms are
〈∆G1∆G1∆G1∆G1A1〉, 〈∆G1∆G1A1〉〈∆Gi∆GiAi〉.
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For the second one we note that only choosing α = (ab, ab, ba), (ab, ba, ab) gives four














































































































































from which the equality E
∏
i〈Gi−EGi〉 and the second line of (6.30) follows, modulo the
proof of (6.124). The remaining equality then follows from applying the very same equality
for each element of the pairing. Finally, (6.33) follows directly from Lemma 6.6.2.
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Since only η1, ηi play a role within the proof of (6.124), we drop the indices from η1i∗ and

































where αi is understood to be summed over αi ∈ {ab, ba}ki . In (6.136) we only kept the
scaling |κ(ab,α)| ≲ n−(k+1)/2 of the cumulants, and also absorb combinatorial factors as
k! in O(·). We first consider those terms in (6.136) which contain no self-renormalisations












To bound products of G1 and Gi we use Lemma 6.5.8. For the second line on the rhs.













and we note that without derivatives we have the estimate |(Gi1i)| ≺ (η1ηi)−1. Additional
derivatives do not affect this bound since if e.g. Gi is derived we obtain one additional
Gi but also one additional product of G’s with Gi in the end, and one additional product
with Gi in the beginning. Due to the structure of the estimate (6.100a) the bound thus
remains invariant. For example |(∂abGi1i)ba| = |(Gi)bb(Gi1i)aa + . . .| ≺ (η1ηi)−1. Thus,

















since k ≥ 2.
It remains to consider the third line on the rhs. of (6.136) and the remaining terms from
the first line. In both cases we perform a second cumulant expansion and again differen-
tiate the Gaussian (i.e. the second order cumulant) term, and the terms from higher order
cumulants. Since the two consecutive cumulant expansions commute it is clearly sufficient
to consider the Gaussian term for the first line, and the full expansion for the third line. We
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begin with the latter and compute
E〈∆ab∂α1Gi1i〉〈W∂α2Gi1i〉





















where βi are understood to be summed over βi ∈ {cd, dc}li with l1 + l2 = l. After
inserting the first line of (6.139) back into (6.136) we obtain an overall factor of n−3−(k+1)/2
as well as the
∑
ab-summation over some ∂α(G)ab, where G is a product of either 2 + 5 or


















k ≥ 2. Here we used (6.100a) to estimate all matrix elements of the form G′ab,G′aa, . . .
emerging after performing the derivative ∂α(G)ab.
Now we turn to the second line of (6.139) when inserted back into (6.136), where we ob-
tain a total prefactor ofn−(k+l)/2−3, a summation
∑
abcd over (∂α1∂β1Gi1i)ab(∂α2∂β2Gi1i)cd.
In case k = l = 2, by parity, after performing the derivatives at least two factors are off-
diagonal, while in case k + l = 5 at least one factor is off-diagonal. Thus we obtain a
bound of n1−(k+l)/2η−21 η
−2
i multiplied by a Ward-improvement of (nη∗)−1 in the first,



















Finally, we consider theGaussian part of the cumulant expansion of the remaining terms
in the first line of (6.136), for which we obtain
1
n2

































due to (6.100b). By combining (6.137)–(6.141) we conclude the proof of (6.124) using (6.136).
. Independence of the small eigenvalues ofHz1 andHz2
Given an n× n i.i.d. complex matrixX , for any z ∈ C we recall that the Hermitisation of
X − z is given by
Hz :=
(
0 X − z




6.7. Independence of the small eigenvalues of Hz1 and Hz2
The block structure ofHz induces a symmetric spectrum with respect to zero, i.e. denoting
by {λz±i}ni=1 the eigenvalues of Hz , we have that λz−i = −λzi for any i ∈ [n]. Denote the
resolvent ofHz by Gz , i.e. on the imaginary axis Gz is defined by Gz(iη) := (Hz − iη)−1,
with η > 0.
Convention ... We omitted the index i = 0 in the definition of the eigenvalues ofHz . In the










|i| ≤ A, for some A > 0, to denote 0 < |i| ≤ A, etc.
The main result of this section is the proof of Proposition 6.3.5 which follows by Propo-
sition 6.7.2 and rigidity estimates in Section 6.7.1.
Proposition ... Fix p ∈ N. For any ωd, ωf , ωh > 0 sufficiently small constants such that
ωh  ωf , there exits ω, ω̂, δ0, δ1 > 0 with ωh  δm  ω̂  ω  ωf , for m = 0, 1,
such that for any fixed z1, . . . , zp ∈ C such that |zl| ≤ 1 − n−ωh , |zl − zm| ≥ n−ωd , with


















































for any ξ > 0, where η1, . . . , ηp ∈ [n−1−δ0 , n−1+δ1 ] and the implicit constant in O(·) may
depend on p.
We recall that the eigenvalues of Hz are labelled by λ−n ≤ · · · ≤ λ−1 ≤ λ1 ≤ . . . λn,
hence the summation over |il| ≤ nω̂ in (6.143) is over the smallest (in absolute value) eigen-
values of Hz .
The remainder of Section 6.7 is divided as follows: in Section 6.7.1 we state rigidity
of the eigenvalues of the matrices Hzl and a local law for TrGzl , then using these results
and Proposition 6.7.2 we conclude the proof of Proposition 6.3.5. In Section 6.7.2 we state
the main technical results needed to prove Proposition 6.7.2 and conclude its proof. In
Section 6.7.3 we estimate the overlaps of eigenvectors, corresponding to small indices, of
Hzl , Hzm for l 6= m, this is the main input to prove the asymptotic independence in
Proposition 6.7.2. In Section 6.7.4 we present Proposition 6.7.13 which is a modification of
the pathwise coupling of DBMs from [42, 129] (adapted to the 2 × 2 matrix model (6.142)
in [54]) which is needed to deal with the (small) correlation of λzl , the eigenvalues of Hzl ,
for different l’s. In Section 6.7.5 we prove some technical lemmata used in Section 6.7.2.
Finally, in Section 6.7.6 we prove Proposition 6.7.13.
.. Rigidity of eigenvalues and proof of Proposition ..
In this section, before proceeding with the actual proof of Proposition 6.7.2, we state the
local law away from the imaginary axis, proven in [60], that will be used in the following
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sections. We remark that the averaged and entry-wise version of this local law for |z| ≤ 1−ϵ,
for some small fixed ϵ > 0, has already been established in [44, Theorem 3.4].
Proposition .. (Theorem 3.1 of [60]). Let ωh > 0 be sufficiently small, and define δl :=












uniformly in |zl|2 ≤ 1 − n−ωh and 0 < =w ≤ 10. Heremzl denotes the solution of (6.19).
Note that δl := 1−|zl|2 introduced in Proposition 6.7.3 are not to be confused with the
exponents δ0, δ1 introduced in Proposition 6.7.2.
Let {λz±i}ni=1 denote the eigenvalues ofHz , and recall that ρz(E) = π−1=mz(E+ i0)
is the limiting (self-consistent) density of states. Then by Proposition 6.7.3 the rigidity of
λzi follows by a standard application of Helffer-Sjöstrand formula (see e.g. [81, Lemma 7.1,
Theorem 7.6] or [93, Section 5] for a detailed derivation):
|λzi − γzi | ≤
δ−100nξ
n
, |i| ≤ cn, (6.145)
with c > 0 a small constant and δ := 1 − |z|2, with very high probability, uniformly in






ρz(E) dE, 1 ≤ i ≤ n, (6.146)
and γz−i := −γzi for −n ≤ i ≤ −1. Note that by (6.146) it follows that γzi ∼ i/(nρz(0))
for |i| ≤ n1−10ωh , where ρz(0) = =mz(0) = (1 − |z|2)1/2 for |z| < 1 by (6.25).
Using the rigidity bound in (6.145), by Proposition 6.7.2 we conclude the proof of Propo-
sition 6.3.5.
Proof of Proposition ... Let z1, . . . , zp such that |zl| ≤ 1 − n−ωh and |zl − zm| ≥ n−ωd ,
for any l,m ∈ [p], with ωd, ωh defined in Proposition 6.3.5. Let ω, ω̂, δ0, δ1 be as in Propo-
sition 6.7.2, i.e.
ωh  δm  ω̂  ω  ωf ,
form = 0, 1. For a detailed summary about all the different scales in the proof of Proposi-










(λzli )2 + η2l
, (6.147)
for ηl ∈ [n−1−δ0 , n−1+δ1 ]. As a consequence of Proposition 6.7.2, the summations over
|i| ≤ nω̂ are asymptotically independent for different l’s. We now prove that the sum over
nω̂ < |i| ≤ n in (6.147) is much smaller n−c for some small constant c > 0.
Since ωh  ω̂ the rigidity of the eigenvalues in (6.145) holds for nω̂ ≤ |i| ≤ n1−10ωh ,
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where we used that (λzi )2+η2 ≳ n−40ωh forn1−10ωh ≤ |i| ≤ n, and that ηl ∈ [n−1−δ0 , n−1+δ1 ].
In particular, in (6.148) we used that by (6.146) it follows γzli ∼ i/(nρzl(0)) for |i| ≤
n1−10ωh , where ρzl(0) = =mzl(0) = (1 − |zl|2)1/2 for |zl|2 ≤ 1 by (6.25).















































This concludes the proof of Proposition 6.3.5 sinceωh  δm  ω̂  ω, withm = 0, 1.
We conclude Section 6.7.1 with some properties of mz , the unique solution of (6.19).
Fix z ∈ C, and consider the 2n×2nmatrixA+F , with F a Wigner matrix, whose entries
are centred random variables of variance (2n)−1, and A is a deterministic diagonal matrix
A := diag(|z|, . . . , |z|,−|z|, . . . ,−|z|). Then by [57, Eq. (2.1)], [83, Eq. (2.2)] it follows
that the corresponding Dyson equation is given by{
− 1m1 = w − |z| +
m1+m2
2




which has a unique solution under the assumption =m1,=m2 > 0. By (6.149) it readily
follows thatmz , the solution of (6.19), satisfies
mz(w) = m1(w) +m2(w)
2
. (6.150)
In particular, this implies that all the regularity properties ofm1 +m2 (see e.g. [7, Theorem
2.4, Lemma A.7], [14, Proposition 2.3, Lemma A.1]) hold for mz as well, e.g. mz is 1/3-
Hölder continuous for any z ∈ C.
.. Overview of the proof of Proposition ..
Themain result of this section is the proof of Proposition 6.7.2, which is divided into two fur-
ther sub-sections. In Lemma 6.7.5, we prove that we can add a common small Ginibre com-
ponent to the matrices Hzl , with l ∈ [p], p ∈ N, without changing their joint eigenvalue
distribution much. In Section 6.7.2.1, we introduce comparison processes for the process
defined in (6.156) below, with initial data λzl = {λzl±i}ni=1, where we recall that {λ
zl
i }ni=1




i (the matrix X̌tf is defined in (6.153)
below). Finally, in Section 6.7.2.2 we conclude the proof of Proposition 6.7.2. Additionally,
in Section 6.7.2.3 we summarize the different scales used in the proof of Proposition 6.7.2.







, X̂0 = X, (6.151)
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with some small exponent ωf > 0 given in Proposition 6.7.2, in order to add a small Gaus-
sian component to X . B̂t in (6.151) is a standard matrix valued complex Brownian motion




2=B̂ab are independent standard real Brownian mo-





for some constant c > 0 very close to 1, and U is a complex Ginibre matrix independent of
X̌tf .




, X0 = X̌tf , (6.154)
whereBt is a standard matrix valued complex Brownian motion independent ofX0 and B̂t.
Note that by construction Xctf is such that
Xctf
d= X̂tf . (6.155)
Define the matrixHzlt as in (6.142) replacingX−z byXt−zl, for any l ∈ [p], then the flow











λzli (t) − λ
zl
j (t)
dt, 1 ≤ |i| ≤ n, (6.156)
with initial data {λzl±i(0)}ni=1, where λ
zl
i (0), with i ∈ [n] and l ∈ [p], are the singular values




i . The well-posedness of (6.156) follows by [54, Appendix
A]. It follows from this derivation that the Brownian motions {bzli }ni=1, omitting the t-

















i ) are the orthonormal eigenvectors ofH
zl
t with corresponding eigenvalues
λzl±i, andBab are the entries of the Brownian motion defined in (6.154). For negative indices
we define bzl−i := −b
zl
i . It follows from (6.157) that for each fixed l the collection of Brownian
motions bzl = {bzli }ni=1 consists of i.i.d. Brownian motions, however the families bzl are not
independent for different l’s, in fact their joint distribution is not necessarily Gaussian. The
derivation of (6.156) follows standard steps, see e.g. [90, Section 12.2]. For the convenience
of the reader we included this derivation in Appendix 6.B.
Remark ... We point out that in the formula [, Eq. (.)] analogous to (6.156) the term
j = −i in (6.156) is apparently missing. This additional term does not influence the results in [,
Section ] (that are proven for the real DBM for which the term j = −i is actually not present).
As a consequence of (6.155) we conclude the following lemma.
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Lemma ... Let λzl = {λzl±i}ni=1 be the eigenvalues of Hzl and let λzl(t) be the solution



































for any sufficiently small ω̂, δ0, δ1 > 0 such that δm  ω̂, where ηl ∈ [n−1−δ0 , n−1+δ1 ] and tf
defined in (6.152).
Proof. The equality in (6.158) follows by a standard Green’s function comparison (GFT) ar-
gument (e.g. see [59, Proposition 3.1]) for the 〈Gzl(iηl)〉, combined with the same argument
as in the proof of Proposition 6.3.5, using the local law [11, Theorem 5.1] and (6.155), to show
that the summation over nω̂ < |i| ≤ n is negligible. We remark that the GFT used in this
lemma is much easier than the one in [59, Proposition 3.1] since here we used GFT only for
a very short time tf ∼ n−1+ωf , for a very small ωf > 0, whilst in [59, Proposition 3.1] the
GFT is considered up to a time t = +∞. The scaling in the error term in [59, Proposition
3.1] is different compared to the error term in (6.158) since the scaling therein refers to the
cusp-scaling.
... Definition of the comparison processes forλzl(t)
The philosophy behind the proof of Proposition 6.7.2 is to compare the distribution of
λzl(t) = {λzl±i(t)}, the strong solutions of (6.156) for l ∈ [p], which are correlated for
different l’s and realized on a probability space Ωb, with carefully constructed independent
processes µ(l)(t) = {µ(l)±i(t)}ni=1 on a different probability space Ωβ . We choose µ(l)(t) to











i (t) − µ
(l)
j (t)
dt, µ(l)i (0) = µ
(l)
i , (6.159)






whereX(l) are independent Ginibre matrices, β(l) = {β(l)i }ni=1 are independent vectors of
i.i.d. standard real Brownian motions, and β(l)−i = −β
(l)
i . We let Fβ,t denote the common
filtration of the Brownian motions β(l) on Ωβ .
In the remainder of this section we define two processes λ̃(l), µ̃(l) so that for a time
t ≥ 0 large enough λ̃(l)i (t), µ̃
(l)
i (t) for small indices i will be close to λ
zl
i (t) and µ
(l)
i (t),
respectively, with very high probability. Additionally, the processes λ̃(l), µ̃(l) will be such
that they have the same joint distribution:(
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i if nωA < |i| ≤ n,
(6.161)
with initial data λ̃(l)(0) being the singular values, taken with positive and negative sign, of
independent Ginibre matrices Ỹ (l) independent of λzl(0). Here dbzli is from (6.156); this
is used for small indices. For large indices we define the driving Brownian motions to be
an independent collection {{b̃(l)i }ni=nωA +1 | l ∈ [p]} of p vector-valued i.i.d. standard real





The Brownian motions bzl , with l ∈ [p], and {{b̃(l)i }ni=nωA +1 | l ∈ [p]} are defined on a
common probability space that we continue to denote by Ωb with the common filtration
Fb,t.
We conclude this section by defining µ̃(l)(t), the comparison process of µ(l)(t). It is






















i if nωA < |i| ≤ n,
(6.162)
with initial data µ̃(l)(0) so that they are the singular values of independent Ginibre matrices
Y (l), which are also independent of Ỹ (l). We now explain how to construct the driving
Brownian motions in (6.162) so that (6.160) is satisfied. We only consider positive indices,
since the negative indices are defined by symmetry. For indices nωA < i ≤ n we choose
{ζ̃(l)±i}nnωA +1 to be independent families (for different l’s) of i.i.d. Brownian motions, defined
on the same probability space of {β(l) : l ∈ [p]}, that are independent of the Brownian





l ∈ [p]} will be constructed from the independent families {{β(l)i }n
ωA
i=1 | l ∈ [p]} as follows.
Arranging {{β(l)i }n
ωA
i=1 | l ∈ [p]} into a single vector, we define the pnωA-dimensional
vector
β := (β(1)1 , . . . , β
(1)
nωA , . . . , β
(p)
1 , . . . , β
(p)
nωA ). (6.163)
Similarly we define the pnωA-dimensional vector
b := (bz11 , . . . , b
z1
nωA , . . . , b
zp
1 , . . . , b
zp
nωA ) (6.164)
which is a continuous martingale. To make our notation easier, in the following we assume
that nωA ∈ N. For any i, j ∈ [pnωA ], we use the notation
i = (l − 1)nωA + i, j = (m− 1)nωA + j, (6.165)
with l,m ∈ [p] and i, j ∈ [nωA ]. Note that in the definitions in (6.165) we used (l−1), (m−
1) instead of l,m so that l andm exactly indicate in which block of thematrixC(t) in (6.166)
the indices i, j are. With this notation, the covariance matrix of the increments of b is the
matrix C(t) consisting of p2 blocks of size nωA is defined as







Θzl,zmij (t) dt if l 6= m,
δij dt if l = m.
(6.166)
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Here











with {w±i}i∈[n] = {(uzli (t),±v
zl
i (t))}i∈[n] the orthonormal eigenvectors of H
zl
t . Note
that {wi}|i|≤n are not well-defined ifHzlt has multiple eigenvalues. However, without loss
of generality, we can assume that almost surely Hzlt does not have multiple eigenvalues for
any l ∈ [p], as a consequence of [55, Lemma 6.2] (which is the adaptation of [53, Proposition
2.3] to the 2 × 2 block structure of Hzlt ).
By Doob’s martingale representation theorem [120, Theorem 18.12] there exists a stan-
dard Brownian motion θt ∈ RpN
ωA realized on an extension (Ω̃b, F̃b,t) of the original
filtrated probability space (Ωb,Fb,t) such that db =
√
C dθ. Here θt and C(t) are adapted
to the filtration F̃b,t and note that C = C(t) is a positive semi-definite matrix and
√
C
denotes its positive semi-definite matrix square root.
For the clarity of the presentation the original processes λzl and the comparison pro-
cesses µ(l) will be realized on completely different probability spaces. We thus construct
another copy (Ωβ,Fβ,t) of the filtrated probability space (Ω̃b, F̃b,t) and we construct a ma-
trix valued process C#(t) and a Brownian motion β on (Ωβ,Fβ,t) such that (C#(t), β(t))
are adapted to the filtration Fβ,t and they have the same joint distribution as (C(t),θ(t)).






C#(s) dβ(s), ζ = (ζz11 , . . . , ζ
z1
nωA , . . . , ζ
zp
1 , . . . , ζ
zp
nωA ), (6.168)
on the probability space Ωβ and define ζzl−i := −ζ
zl
i for any 1 ≤ i ≤ nωA , l ∈ [p]. Since β






∣∣ Fβ,t] = C#(t)ij dt, |i|, |j| ≤ nωA . (6.169)
By construction we see that the processes ({bzl±i}n
ωA




i=1 )kl=1 have the same








∣∣∣ l ∈ [k]}








∣∣∣ l ∈ [k]}






















Finally, by the definitions in (6.161), (6.162), and (6.170), it follows that the Dyson Brow-
nian motions λ̃(l) and µ̃(l) have the same distribution, i.e.(




µ̃(1)(t), . . . , µ̃(p)(t)
)
(6.171)
since their initial conditions, as well as their driving processes (6.170), agree in distribution.
Note that these processes are Brownian motions for each fixed l since Cij(t) = δij if l =
m, but jointly they are not necessarily Gaussian due to the non-trivial correlation Θzl,zmij
in (6.166).
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... Proof of Proposition ..
In this section we conclude the proof of Proposition 6.7.2 using the comparison processes de-
fined in Section 6.7.2.1. More precisely, we use that the processes λzl(t), λ̃(l)(t) and µ(l)(t),
µ̃(l)(t) are close pathwise at time tf , as stated below in Lemma 6.7.6 and Lemma 6.7.7,
respectively. The proofs of these lemmas are postponed to Section 6.7.5. They will be a con-
sequence of Proposition 6.7.13, which is an adaptation to our case of the main technical esti-
mate of [129]. The main input is the bound on the eigenvector overlap in Lemma 6.7.9, since
it gives an upper bound on the correlation structure in (6.169). Let ρsc(E) = 12π
√
4 − E2
denote the semicircle density.
Lemma... Fix p ∈ N, and letλzl(t), λ̃(l)(t), with l ∈ [p], be the processes defined in (6.156)
and (6.161), respectively. For any small ωh, ωf > 0 such that ωh  ωf there exist ω, ω̂ > 0
with ωh  ω̂  ω  ωf , such that for any |zl| ≤ 1 − n−ωh it holds∣∣∣ρzl(0)λzli (ctf ) − ρsc(0)λ̃(l)i (ctf )∣∣∣ ≤ n−1−ω, |i| ≤ nω̂, (6.172)
with very high probability, where tf := n−1+ωf and c > 0 is defined in (6.155).
Lemma ... Fix p ∈ N, and let µ(l)(t), µ̃(l)(t), with l ∈ [p], be the processes defined
in (6.159) and (6.162), respectively. For any small ωh, ωf , ωd > 0 such that ωh  ωf there exist
ω, ω̂ > 0 with ωh  ω̂  ω  ωf , such that for any |zl| ≤ 1 − n−ωh , |zl − zm| ≥ n−ωd ,
with l 6= m, it holds ∣∣∣µ(l)i (ctf ) − µ̃(l)i (ctf )∣∣∣ ≤ n−1−ω, |i| ≤ nω̂, (6.173)
with very high probability, where tf := n−1+ωf and c > 0 is defined in (6.155).
Proof of Proposition ... In the following we omit the trivial scaling factors ρzl(0), ρsc(0)
in the second term in the lhs. of (6.172) to make our notation easier. We recall that by



































where λzli (t) is the solution of (6.156) with initial data λ
zl
i . Next we replace λ
zl
i (t) with
λ̃zli (t) for small indices by using Lemma 6.7.6; this is formulated in the following lemma
whose detailed proof is postponed to the end of this section.
Lemma ... Fix p ∈ N, and let λzli (t), λ̃
(l)
i (t), with l ∈ [p], be the solution of (6.156)






















where λzlil = λ
zl
il
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Additionally, by the definition of the processes µ(l)(t) in (6.159) it follows that µ(l)(t),

































































We remark that in order to prove (6.180) it would not be necessary to introduce the addi-
tional comparison processes λ̃(l) and µ̃(l) of Section 6.7.2.1, since in (6.180) the product is
outside the expectation, so one can compare the expectations one by one; the correlation
between these processes for different l’s plays no role. Hence, already the usual coupling
(see e.g. [42, 54, 129]) between the processes λzl(t), µ(l)(t) defined in (6.156) and (6.159),
respectively, would be sufficient to prove (6.180).
Finally, combining (6.179)–(6.180) we conclude the proof of Proposition 6.7.2.
Proof of Lemma ... We show the proof for p = 2 in order to make our presentation easier.
The case p ≥ 3 proceeds exactly in the same way. In order to make our notation shorter, for
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Similarly, replacing λzlil (ctf ) with λ̃
(l)
il























































































where we used the local law (6.3.1) in the first inequality and (6.172) in the last step. Com-
bining (6.181) with (6.174) we conclude the proof of Lemma 6.7.8.
Before we continue, we summarize the scales used in the entire Section 6.7.
... Relations among the scales in the proof of Proposition ..
Scales in the proof of Proposition 6.7.2 are characterized by various exponents ω’s of n that
we will also refer to scales, for simplicity. The basic input scales in the proof of Propo-
sition 6.7.2 are 0 < ωd, ωh, ωf  1, the others will depend on them. The exponents
ωh, ωd are chosen within the assumptions of Lemma 6.7.9 to control the location of z’s
as |zl| ≤ 1 − n−ωh , |zl − zm| ≥ n−ωp , with l 6= m. The exponent ωf defines the time
tf = n−1+ωf so that the local equilibrium of the DBM is reached after tf . This will provide
the asymptotic independence of λzli , λ
zm
j for small indices and for l 6= m.
The primary scales created along the proof of Proposition 6.7.2 are ω, ω̂, δ0, δ1, ωE ,
ωB . The scales ωE , ωB are given in Lemma 6.7.9: n−ωE measures the size of the eigenvec-
tor overlaps from (6.167) while the exponent ωB describes the range of indices for which
these overlap estimates hold. Recall that the overlaps determine the correlations among
the driving Brownian motions. The scale ω quantifies the n−1−ω precision of the coupling
between various processes. These couplings are effective only for small indices i, their range
is given by ω̂ as |i| ≤ nω̂. Both these scales are much bigger than ωh but much smaller than
ωf . They are determined in Lemma 6.7.6, Lemma 6.7.7, in fact both lemmas give only a
necessary upper bound on the scales ω, ω̂, so we can pick the smaller of them. The expo-
nents δ0, δ1 determine the range of η ∈ [n−1−δ0 , n−1+δ1 ] for which Proposition 6.7.2 holds;
these are determined in Lemma 6.7.5 after ω, ω̂ have already been fixed. These steps yield
the scales ω, ω̂, δ0, δ1 claimed in Proposition 6.7.2 and hence also in Proposition 6.3.5. We
summarize order relation among all these scales as
ωh  δm  ω̂  ω  ωB  ωf  ωE  1, m = 0, 1. (6.182)
We mention that three further auxiliary scales emerge along the proof but they play only
a local, secondary role. For completeness we also list them here; they are ω1, ωA, ωl. Their
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meanings are the following: t1 := n−1+ω1 , with ω1  ωf , is the time needed for the DBM
process xi(t, α), defined in (6.196), to reach local equilibrium, hence to prove its universality;
t0 := tf − t1 is the initial time we run the DBM before starting with the actual proof of
universality so that the solution λzl(t0) of (6.156) at time t0 and the density dρ(E, t, α)
(which we will define in Section 6.7.6.2) satisfy certain technical regularity conditions [54,
Lemma 3.3-3.5], [129, Lemma 3.3-3.5]. Note that t0 ∼ tf , in fact they are almost the same.
The other two scales are technical: ωl is the scale of the short range interaction, and ωA is a
cut-off scale such that xi(t, α) is basically independent of α for |i| ≤ nωA . These scales are
inserted in the above chain of inequalities (6.182) between ω, ωB as follows
ωh  δm  ω̂  ω  ω1  ωl  ωA ≤ ωB  ωf  ωE  1, m = 0, 1.
In particular, the relation ωA  ωE ensures that the effect of the correlation is small, see
the bound in (6.195) later.
We remark that introducing the additional initial time layer t0 is not really necessary
for our proof of Proposition 6.7.2 since the initial data λz(0) of the DBM in (6.156) and
their deterministic density ρz already satisfy [54, Lemma 3.3-3.5], [129, Lemma 3.3-3.5] as a
consequence of (6.144) (see Remark 6.7.10 and Remark 6.7.15 for more details). We keep it
only to facilitate the comparison with [54, 129].
.. Bound on the eigenvector overlap for large |z1 − z2|
For any z ∈ C, let {wz±i}ni=1 be the eigenvectors of the matrix Hz . They are of the form
wz±i = (uzi ,±vzi ), with uzi ,vzi ∈ Cn, as a consequence of the symmetry of the spectrum
ofHz induced by its block structure. The main input to prove Lemma 6.7.6–6.7.7 is the fol-
lowing high probability bound on the almost orthogonality of the eigenvectors belonging to
distant zl, zm parameters and eigenvalues close to zero. With the help of the Dyson Brow-
nian motion (DBM), this information will then be used to establish almost independence
of these eigenvalues.




i )}ni=1, for l = 1, 2, be the eigenvectors of matrices
Hzl of the form (6.142) with i.i.d. entries. Then for any sufficiently small ωd, ωh > 0 there exist
ωB, ωE > 0 such that if |z1 − z2| ≥ n−ωd , |zl| ≤ 1 − n−ωh then∣∣∣〈uz1i ,uz2j 〉∣∣∣+ ∣∣∣〈vz1i ,vz2j 〉∣∣∣ ≤ n−ωE , 1 ≤ i, j ≤ nωB , (6.183)
with very high probability.






(λzj )2 + η2
(
iηuzj (uzj )∗ λzjuzj (vzj )∗
λzjv
z
j (uzj )∗ iηvzj (vzj )∗
)
.




≲ η, with l = 1, 2, and any z1, z2 such that n−ωd ≲ |z1 − z2| ≲ 1, for some
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((λz1i )2 + η2)((λ
z2
j )2 + η2)
(∣∣∣〈uz1i ,uz2j 〉∣∣∣2 + ∣∣∣〈vz1i ,vz2j 〉∣∣∣2)
= η2 Tr(=Gz1)(=Gz2) ≲ n
8ωd/3
(nη)1/4






The first inequality in the second line of (6.184) is from Theorem 6.5.2 and the lower bound
on |β̂∗| from (6.105). In the last inequality we choose η = n−12/23, under the assumption
that ωd ≤ 1/100 and that i0, j0 ≤ n1/5 (in order to make sure that the first inequality
in (6.184) hold). We also used that the first term in the lhs. of the last inequality is always
smaller than the other two for η ≥ n−4/3, and in the second line of (6.184) we used that
M12, the deterministic approximation of Tr =Gz1=Gz2 in Theorem 6.5.2, is bounded by
‖M12‖ ≲ |z1 − z2|−2.
This concludes the proof by choosing ωB ≤ 1/5 and ωd = 1/100, which implies a
choice of ωE = −(2ωd + 100ωh − 1/23).
.. Pathwise coupling of DBM close to zero
This section is the main technical result used in the proof of Lemma 6.7.6 and Lemma 6.7.7.
We compare the evolution of two DBMs whose driving Brownian motions are nearly the
same for small indices and are independent for large indices. In Proposition 6.7.13 we will
show that the points with small indices in the two processes become very close to each other
on a certain time scale tf . This time scale is chosen to be larger than the local equilibration
time, but not too large so that the independence of the driving Brownian motions for large
indices do not yet have an effect on particles with small indices.
Remark ... The main result of this section (Proposition ..) is stated for general deter-
ministic initial data s(0) satisfying Definition .. even if for its applications in the proof of
Proposition .. we only consider initial data which are eigenvalues of i.i.d. random matrices.
The proof of Proposition 6.7.13 follows the proof of fixed energy universality in [42, 54,
129], adapted to the block structure (6.142) in [54] (see also [53, 55] for further adaptations
of [42, 129] to different matrix models). The main novelty in our DBM analysis compared
to [42, 54, 129] is that we analyse a process for which we allow not (fully) coupled driving
Brownian motions (see Assumption (6.B)).

























dt, 1 ≤ |i| ≤ n, (6.186)
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with initial data si(0) = si, ri(0) = ri, where s = {s±i}ni=1 and r = {r±i}ni=1 are two
independent sets of particles such that s−i = −si and r−i = −ri for i ∈ [n]. The driving
standard real Brownian motions {bsi}ni=1, {bri }ni=1 in (6.185)–(6.186) are two i.i.d. families
and they are such that bs−i = −bsi , br−i = −bri for i ∈ [n]. For convenience we also
assume that {r±i}ni=1 are the singular values of X̃ , with X̃ a Ginibre matrix. This is not
a restriction; indeed, once a process with general initial data s is shown to be close to the
reference process with Ginibre initial data, then processes with any two initial data will be
close.
Fix an n-dependent parameterK = Kn = nωK , for some ωK > 0. On the correlation
structure between the two families of i.i.d. Brownian motions {bsi}ni=1, {bri }ni=1 we make
the following assumptions:
Assumption (.B). Suppose that the families {bs±i}ni=1, {br±i}ni=1 in (6.185) and(6.186) are
realised on a common probability space with a common filtration Ft. Let
Lij(t) dt := E
[(
dbsi (t) − dbri (t)
)(
dbsj(t) − dbrj(t)
) ∣∣∣ Ft] (6.187)
denote the covariance of the increments conditioned on Ft. The processes satisfy the following as-
sumptions:
. {bsi}ni=1, {bri }ni=1 are two families of i.i.d. standard real Brownian motions.
. {br±i}ni=K+1 is independent of {bs±i}ni=1, and {bs±i}ni=K+1 is independent of {br±i}ni=1.
. Fix ωQ > 0 so that ωK  ωQ. We assume that the subfamilies {bs±i}Ki=1, {br±i}Ki=1 are
very strongly dependent in the sense that for any |i|, |j| ≤ K it holds
|Lij(t)| ≤ n−ωQ (6.188)
with very high probability for any fixed t ≥ 0.
Furthermore we assume that the initial data {s±i}ni=1 is regular in the following sense
(cf. [54, Definition 3.1], [129, Definition 2.1], motivated by [130, Definition 2.1]).
Definition .. ((g,G)-regular points). Fix a very small ν > 0, and choose g and G such
that
n−1+ν ≤ g ≤ n−2ν , G ≤ n−ν .









si − (E + iη)
≤ Cν , (6.189)
for any |E| ≤ G, η ∈ [g, 10], and if there is a constant Cs large enough such that ‖s‖∞ ≤ nCs .
Moreover, cν , Cν ∼ 1 if η ∈ [g, n−2ν ] and cν ≥ n−100ν , Cν ≤ n100ν if η ∈ [n−2ν , 10].
Remark ... We point out that in [, Definition .] and [, Definition .] the constants
cν , Cν do not depend on ν > 0, but this change does not play any role since ν will always be the
smallest exponent of scale involved in the analysis of the DBMs (6.185)–(6.186), hence negligible.
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Let ρfc,t(E) be the deterministic approximation of the density of the particles {s±i(t)}ni=1
that is obtained from the semicircular flow acting on the empirical density of the initial data
{s±i(0)}ni=1, see [129, Eq. (2.5)–(2.6)]. Recall that ρsc(E) denotes the semicircular density.
Proposition ... Let the processes s(t) = {s±i(t)}ni=1, r(t) = {r±i(t)}ni=1 be the solutions
of (6.185) and (6.186), respectively, and assume that the driving Brownian motions in (6.185)–
(6.186) satisfy Assumption (.B). Additionally, assume that s(0) is (g,G)-regular in the sense of
Definition .. and that r(0) are the singular values of a Ginibre matrix. Then for any small
ν, ωf > 0 such that ν  ωK  ωf  ωQ and that gnν ≤ tf ≤ n−νG2, there exist ω, ω̂ > 0
with ν  ω̂  ω  ωf , and such that it holds∣∣∣ρfc,tf (0)si(tf ) − ρsc(0)ri(tf )∣∣∣ ≤ n−1−ω, |i| ≤ nω̂, (6.190)
with very high probability, where tf := n−1+ωf .
The proof of Proposition 6.7.13 is postponed to Section 6.7.6.
Remark ... Note that, without loss of generality, it is enough to prove Proposition ..
only for the case ρfc,tf (0) = ρsc(0), since we can always rescale the time: we may define s̃i :=
(ρfc,tf (0)si/ρsc(0)) and notice that s̃i(t) is a solution of the DBM (6.185) after rescaling as
t′ = (ρfc,tf (0)/ρsc(0))2t.
.. Proof of Lemma .. and Lemma ..
In this section we prove that by Lemma 6.7.9 and Proposition 6.7.13 Lemmas 6.7.6–6.7.7
follow.
... Application of Proposition .. toλzl(t) and λ̃(l)(t)
In this section we prove that for any fixed l the processes λzl(t) and λ̃(l)(t) satisfy Assump-
tion (6.B), Definition 6.7.11 and so that by Proposition 6.7.13 we conclude the lemma.
Proof of Lemma ... For any fix l ∈ [p], by the definition of the driving Brownian motions
of the processes (6.156) and (6.161) it is clear that they satisfy Assumption (6.B) choosing
s(t) = λzl(t), r(t) = λ̃(l)(t), and K = nωA , since Lij(t) ≡ 0 for |i|, |j| ≤ K.
We now show that the set of points {λzl±i}ni=1, rescaled by ρzl(0)/ρsc(0), is (g,G)-
regular for
g = n−1+ωhδ−100l , G = n
−ωhδ10l , ν = ωh. (6.191)
with δl := 1 − |zl|2, for any l ∈ [p]. By the local law (6.144), together with the regularity
properties of mzl which follow by (6.150), namely that mzl is 1/3-Hölder continuous, we







[ρzl(0)λzli /ρsc(0)] − (E + iη)
≤ Cωh , (6.192)
for any |E| ≤ n−ωhδ10l , n−1δ
−100
l ≤ η ≤ 10. In particular, cωh , Cωh ∼ 1 for η ∈
[g, n−2ωh ], and cωh ≳ n−100ωh , Cωh ≲ n100ωh for η ∈ [n−2ωh , 10]. This implies that the
set λzl = {λzl±i}ni=1 satisfies Definition 6.7.11 and it concludes the proof of this lemma.
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... Application of Proposition .. toµ(l)(t) and µ̃(l)(t)
We now prove that for any fixed l the processes µ(l)(t) and µ̃(l)(t) satisfy Assumption (6.B),
Definition 6.7.11 and so that by Proposition 6.7.13 we conclude the lemma.
Proof of Lemma ... For any fixed l ∈ [p], we will apply Proposition 6.7.13 with the choice
s(t) = µ(l)(t), r(t) = µ̃(l)(t) andK = nωA . Since the initial data si(0) = µ(l)i (0) are the
singular values of a Ginibre matrix X(l), it is clear that the assumption in Definition 6.7.11
holds choosing g = n−1+δ andG = n−δ, and ν = 0, for any small δ > 0 (see e.g. the local
law in (6.144)).



















defined in (6.162) and (6.159), respectively, it immediately follows that they satisfy 1 and 2 of
Assumption (6.B), since {ζ̃(l)±i}ni=nωA +1 are independent of {β
(l)
±i}ni=1 as well as {β
(l)
±i}ni=nωA +1
are independent of {ζ̃(l)±i}ni=1 by construction. Recall that Fβ,t denotes the common filtra-
tion of all the Brownian motions β(m) = {β(m)i }ni=1,m ∈ [p].
Finally, we prove that also 3 of Assumption (6.B) is satisfied. We recall the relations
i = i+(l−1)nωA and j = j+(l−1)nωA from (6.165) which, for any fixed l, establish a one
to one relation between a pair i, j ∈ [nωB ] and a pair i, j with (l−1)nωA +1 ≤ i, j ≤ lnωA .
By the definition of {ζzl±i}n
ωA










d(β)m, 1 ≤ i ≤ nωA , (6.194)
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with very high probability, where in the last inequality we used thatC#(t) andC(t) have the
same distribution and the bound (6.183) of Lemma 6.7.9 holds for C(t) hence for C#(t) as





±i}ni=nωA +1) satisfy Assumption (6.B) withK = nωA and ωQ = 4ωE −
2ωA. Applying Proposition 6.7.13 this concludes the proof of Lemma 6.7.7.
.. Proof of Proposition ..
We divide the proof of Proposition 6.7.13 into four sub-sections. In Section 6.7.6.1 we intro-
duce an interpolating process x(t, α) between the processes s(t) and r(t) defined in (6.185)–
(6.186), and in Section 6.7.6.2 we introduce a measure which approximates the particles
x(t, α) and prove their rigidity. In Section 6.7.6.3 we introduce a cut-off near zero (this
scale will be denoted by ωA later) such that we only couple the dynamics of the particles
|i| ≤ nωA , as defined in 3 of Assumption (6.B), i.e. we will choose ωA = ωK . Additionally,
we also localise the dynamics on a scale ωl (see Section 6.7.2.3) since the main contribu-
tion to the dynamics comes from the nearby particles. We will refer to the new process
x̂(t, α) (see (6.209) later) as the short range approximation of the process x(t, α). Finally, in
Section 6.7.6.4 we conclude the proof of Proposition 6.7.13.
Large parts of our proof closely follow [54, 129] and for brevity we will focus on the dif-
ferences. We use [54, 129] as our main references since the 2×2 block matrix setup of [54] is
very close to the current one and [54] itself closely follows [129]. However, we point out that
many key ideas of this technique have been introduced in earlier papers on universality; e.g.
short range cut-off and finite speed of propagation in [39, 91], coupling and homogenisation
in [42]; for more historical references, see [129]. The main novelty of [129] itself is a meso-
scopic analysis of the fundamental solution pt(x, y) of (6.220) which enables the authors
to prove short time universality for general deterministic initial data. They also proved the
result with very high probability unlike [42] that relied on level repulsion estimates. We also
mention a related but different more recent technique to prove universality [40], which has
been recently adapted to the singular values setup, or equivalently to the 2 × 2 block matrix
structure, in [208].
... Definition of the interpolated process
For α ∈ [0, 1] we introduce the continuous interpolation process x(t, α), between the pro-
cesses s(t) and r(t) in (6.185)–(6.186), defined as the solution of the flow
dxi(t, α) = α
dbsi√
2n









xi(t, α) − xj(t, α)
dt, (6.196)
with initial data
x(0, α) = αs(t0) + (1 − α)r(t0), (6.197)
with some t0 that is a slightly smaller than tf . In fact we will write t0+t1 = tf with t1  tf ,
where t1 is the time scale for the equilibration of the DBM with initial condition (6.197)
(see (6.205)). To make our notation consistent with [54, 129] in the remainder of this section
we assume that t0 = n−1+ω0 , for some small ω0 > 0, such that ωK  ω0  ωQ. The
reader can think of ω0 = ωf . Note that the strong solution of (6.196) is well defined
since the variance of its driving Brownian motion is smaller than 12n(1 − 2α(1 − α)n
−ωQ)
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by (6.188), which is below the critical variance for well-posedness of the DBM since we are
in the complex symmetry class (see e.g. [17, Lemma 4.3.3]).
By (6.196) it clearly follows that x(t, 0) = r(t+ t0) and x(t, 1) = s(t+ t0), for any t ≥
0. Note that the process (6.196) is almost the same as [129, Eq. (3.13)], [54, Eq. (3.13)], except
for the stochastic term, which in our case depends on α. Also, to make the notation clearer,
we remark that in [54, 129] the interpolating process is denoted by z(t, α). We changed this
notation to x(t, α) to avoid confusions with the zl-parameters introduced in the previous
sections where we apply Proposition 6.7.13 to the processes defined in Section 6.7.2.1.
Remark ... Even if all processes λ(t), λ̃(t), µ̃(t), µ(t) introduced in Section ... already
satisfy [, Lemma .-.], [, Lemma .-.] as a consequence of the local law (6.144) and the
rigidity estimates (6.145), we decided to present the proof of Proposition .. for general deter-
ministic initial data s(0) satisfying Definition .. (see Remark ..). Hence, an additional
time t0 is needed to ensure the validity of [, Lemma .-.], [, Lemma .-.]. More pre-
cisely, we first let the DBMs (6.185)–(6.186) evolve for a time t0 := n−1+ω0 , and thenwe consider
the process (6.196) whose initial data in (6.197) is given by a linear interpolation of the solutions
of (6.185)–(6.186) at time t0.
Before proceeding with the analysis of (6.196) we give some definitions and state some
preliminary results necessary for its analysis.
... Interpolating measures and particle rigidity
Using the convention of [54, Eq. (3.10)–(3.11)], given a probability measure dρ(E), we define






dρ(E) ≥ n+ i− 1
2n
}






dρ(E) ≥ n+ i
2n
}
, −n ≤ i ≤ −1,
(6.198)
Note that γ1 = 0 if dρ(E) is symmetric with respect to 0.
Let ρfc,t(E) be defined above Proposition 6.7.13 (see e.g. [129, Eq. (2.5)–(2.6)] for more
details), and let ρsc(E) denote the semicircular density, then by γi(t), γsci we denote the
2n-quantiles, defined as in (6.198), of ρfc,t and ρsc, respectively.
Following the construction of [129, Lemma 3.3-3.4, Appendix A], [54, Section 3.2.1], we
define the interpolating (random) measure dρ(E, t, α) for any α ∈ [0, 1]. More precisely,
the measure dρ(E, t, α) is deterministic close to zero, and it consists of delta functions of
the position of the particles xi(t, α) away from zero.
Denote by γi(t, α) the quantiles of dρ(E,α, t), and by m(w, t, α), with w ∈ H, its
Stieltjes transform. Fix q∗ ∈ (0, 1) throughout this section, and let k0 = k0(q∗) ∈ N be
the largest index such that
|γ±k0(t0)|, |γsc±k0 | ≤ q∗G, (6.199)
withG defined in (6.191), then the measure dρ(E, t, α) has a deterministic density (denoted
by ρ(E,α, t) with a slight abuse of notation) on the interval
Gα := [αγ−k0(t0) + (1 − α)γsc−k0 , αγk0(t0) + (1 − α)γ
sc
k0 ]. (6.200)
Outside Gα the measure dρ(E, t, α) consists of 1/(2n) times delta functions of the particle
locations δxi(t,α).
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Remark ... By the construction dρ(E, t, α) as in [, Lemma .-., Appendix A], [,
Section ..] all the regularity properties of dρ(E,α, t), its quantiles γi(t, α), and its Stieltjes
transformm(E+iη, t, α) in [, Lemma .-.], [, Lemma .-.] holdwithout any change.
In particular, it follows that
|γi(t, α) − γj(t, α)| ∼
|i− j|
n
, |i|, |j| ≤ q∗G, (6.201)
with q∗ defined above (6.199), andG in (6.191).
Define the Stieltjes transform of the empirical measure of the particles {x±i(t, α)}ni=1
by






xi(t, α) − w
, w ∈ H. (6.202)
We recall that the summation does not include the term i = 0 (see Remark 6.7.1). Then by
the local law and optimal rigidity for short time for singular values in [54, Lemma 3.5], which
has been proven adapting the local laws for short time of [129, Appendix A-B] and [130,
Section 3], we conclude the following local law and optimal eigenvalue rigidity.
Lemma ... Fix q ∈ (0, 1) and ϵ̃ > 0. Define Ĉq := {j : |j| ≤ qk0}, with k0 defined

























for sufficiently large n, with ν > 0 from in Definition ...
Without loss of generality in Lemma 6.7.17 we assumed k1 = k0 in [54, Eq. (3.25)–
(3.26)].
... Short range analysis
In the following of this section we perform a local analysis of (6.196) adapting the analysis
of [54, 129] and explaining the minor changes needed for the analysis of the flow (6.196),
for which the driving Brownian motions bs, br satisfy Assumption (6.B), compared to the






for any ω1 > 0 such that ν  ω1  ωK , with ν, ωK defined in Definition 6.7.11 and
above Assumption (6.B), respectively, so that (6.196) reaches its local equilibrium (see Sec-
tion 6.7.2.3 for a summary on the different scales). Moreover, since the dynamics of xi(t, α)
is mostly influenced by the particles close to it, in the following we define a short range
approximation of the process x(t, α) (see (6.209) later), denoted by x̂(t, α), and use the
homogenisation theory developed in [129], adapted in [54] for the singular values flow, for
the short range kernel.
234
6.7. Independence of the small eigenvalues of Hz1 and Hz2
Remark ... We do not need to define the shifted process x̃(t, α) as in [, Eq. (.)–(.)]
and [, Eq. (.)–(.)], since in our case the measure dρ(E, t, α) is symmetric with respect to
0 by assumption, hence, using the notation in [, Eq. (.)–(.)], we have x̃(t, α) = x(t, α)−
γ1(t, α) = x(t, α). Hence, from now on we only use x(t, α) and the reader can think x̃(t, α) ≡
x(t, α) for a direct analogy with [, ].
Our analysis will be completely local, hence we introduce a short range cut-off. Fix
ωl, ωA > 0 so that
0 < ω1  ωl  ωA  ω0  ωQ, (6.206)
with ω1 defined in (6.205), ω0 defined below (6.197), and ωQ in 3 of Assumption (6.B).
Moreover, we assume that ωA is such that
Kn = nωA , (6.207)
withKn = nωK in Assumption (6.B), i.e. ωA = ωK . We remark that it is enough to choose
ωA  ωK , but to avoid further splitting in (6.209) we assumed ωK = ωA.




∣∣∣ |i− j| ≤ nωl or ij > 0, i /∈ Ĉq, j /∈ Ĉq}, (6.208)















Let q∗ ∈ (0, 1) be defined above (6.199), then we define the short range process x̂(t, α)












2n + (1 − α)
dbr√





2n + (1 − α)
dbr√
2n + Ji(α, t) dt if n










xi(t, α) − xj(t, α)
, (6.210)





|J1(α, t)| ≤ logn, (6.211)
with very high probability.
Remark ... Note that the SDE defined in (6.209) has the same form as in [, Eq. (.)],
with Fi = 0 in our case, except for the stochastic term in (6.209) that looks slightly different,
in particular it depends on α. Nevertheless, by Assumption (.B), the quadratic variation of the
driving Brownian motions in (6.209) is also bounded by one uniformly in α ∈ [0, 1]. Moreover,
the process defined in (6.209) and the measure dρ(E, t, α) satisfy [, Eq. (.)–(.)].
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Since when we consider the difference process x̂(t, α) − x(t, α) the stochastic differ-

















for any ξ > 0 with very high probability, with G defined in (6.191). In particular, (6.212)
implies that the short range process x̂(t, α), defined in (6.209), approximates very well (i.e.
they are closer than the fluctuation scale) the process x(t, α) defined in (6.196).
Next, in order to use the smallness of (6.187)–(6.188) in Assumption (6.B) for |i| ≤ nωA ,
we define u(t, α) := ∂αx̂(t, α), which is the solution of the following discrete SPDE


















0 if |i| ≤ nωA ,
∂αJi(α, t) if nωA < |i| ≤ n,
(6.214)
with Ji(α, t) defined in (6.210). We remark that the operator5 B defined via the kernel
in (6.214) depends on α and t. It is not hard to see (e.g. see [129, Eq. (3.65), Eq. (3.68)–
(3.69)]) that the forcing term ξ2 is bounded with very high probability by nC , for some
C > 0, for nωA < |i| ≤ n. Note that the only difference in (6.213) compared to [54,
Eq. (3.38)], [129, Eq. (3.63)] is the additional term dξ1 which will be negligible for our
analysis.





Uij(s, t, α)vj(s), |i| ≤ n.
The first step to analyse the equation in (6.213) is the following finite speed of propagation
estimate (cf. [54, Lemma 3.9], [129, Lemma 3.7]).
Lemma ... Let 0 ≤ s ≤ t ≤ t1. Fix 0 < q1 < q2 < q∗, with q∗ ∈ (0, 1) defined
in (6.199), and ϵ1 > 0 such that ϵ1  ωA. Then for any α ∈ [0, 1] we have
|Uji(s, t, α)| + |Uij(s, t, α)| ≤ n−D, (6.215)
for anyD > 0 with very high probability, if either i ∈ Ĉq2 and |i− j| > nωl+ϵ1 , or if i /∈ Ĉq2
and j ∈ Ĉq1 .
5The operator B defined here is not to be confused with the completely unrelated one in (6.104).
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Proof. The proof of this lemma follows the same lines as [129, Lemma 3.7]. There are only
two differences that we point out. The first one is that [129, Eq. (4.15)], using the notation
therein, has to be replaced by∑
k
v2k(ν2(ψ′k)2 + νψ′′k) E[dCk(α, t) dCk(α, t) | Ft], (6.216)
where Ft is the filtration defined in Assumption (6.B), and Ck(α, t) is defined as
Ck(α, t) := α
bsk(t)√
2n





We remark that ν in (6.216) should not to be confused with ν in Definition 6.7.11. Then, by
Kunita-Watanabe inequality, it is clear that




uniformly in |k| ≤ n, t ≥ 0, and α ∈ [0, 1]. The fact that (6.218) holds is the only input
needed to bound [129, Eq. (4.21)].




n in [129, Eq. (4.21)]
has to be replaced by dCk(α, t) defined in (6.217). This change is inconsequential in the
bound [129, Eq. (4.26)], since E dCk(α, t) = 0.
Moreover, the result in [54, Lemma 3.8], [129, Lemma 3.10] hold without any change,
since its proof is completely deterministic and the stochastic differential in the definition of
the process x̂(t, α) does not play any role.
In the remainder of this section, before completing the proof of Proposition 6.7.13, we
describe the homogenisation argument to approximate the t-dependent kernel of B with a
continuous kernel (denoted by pt(x, y) below). We follow verbatim [129, Section 3-4] and
its adaptation to the singular value flow of [54, Section 3.4], except for the bound of the rhs.
of (6.233), where we handle the additional term dξ1 in (6.214).
Fix a constant ϵB > 0 such that ωA − ϵB > ωl, and let a ∈ Z be such that 0 < |a| ≤
nωA−ϵB . Define also the equidistant points γfj := j(2nρsc(0))−1, which approximate the
quantiles γj(t, α) very well for small j, i.e. |γfj − γj(t, α)| ≲ n−1 for |j| ≤ nω0/2 (see [129,
Eq. (3.91)]). Consider the solution of
∂twi = −(Bw)i, wi(0) = 2nδia, (6.219)








The idea of the homogenisation argument is that the deterministic solution f of (6.220)
approximates very well the random solution of (6.219). This is formulated in terms of the
solution kernels of the two equations in Proposition 6.7.21. Following [54, Lemma 3.9-3.13,
Corollary 3.14, Theorem 3.15-3.17], which are obtained adapting the proof of [129, Section
3.6], we will conclude the following proposition.
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Proposition ... Let a, i ∈ Z such that |a| ≤ nωA−ϵB and |i− a| ≤ nωl/10. Fix ϵc > 0
such that ω1 − ϵc > 0, let t1 := n−1+ω1 and t2 := n−ϵct1, then for any α ∈ [0, 1] and for any
















with very high probability.
Proof. The proof of this proposition relies on [129, Section 3.6], which has been adapted to
the 2 × 2 block structure in [54, Lemma 3.9–3.13, Corollary 3.14, Theorem 3.15–3.17]. We
thus present only the differences compared to[54, 129]; for a complete proof we defer the
reader to these works.
The only difference in the proof of this proposition compared to the proof of [54, The-
orem 3.17], [129, Theorem 3.11] is in [129, Eq. (3.121) of Lemma 3.14] and [129, Eq. (3.148) of





(wi − fi)2 = −〈w(t) − f(t),B(w(t) − f(t))〉 + Lower order, (6.222)
where fi := f(x̂i(t, α), t), with x̂i(t, α) being the solution of (6.209), and w(t), f(t) being
the solutions of (6.219) and (6.220) with x = x̂i(t, α), respectively. In order to prove (6.222),
following [129, Eq. (3.121)] and using the notation therein (with N = 2n and replacing ẑi



















−(wi − fi)f ′′(t, x̂i) + (f ′(t, x̂i))2
)
E[dCi(α, t) dCi(α, t) | Ft],
(6.223)
where
Ci(α, t) := α
bsi (t)√
2n





As a consequence of the slight difference in definition of dx̂i in (6.209), compared to the







(wi − fi)f ′i dCi(α, t). (6.224)
The terms in the first line of the rhs. of (6.223) are bounded exactly as in [129, Eq. (3.124)–
(3.146), (3.149)–(3.154)]. It remains to estimate the second line in the rhs. of (6.223).
The expectation of the second line of (6.223) is bounded by a constant times n−1 dt,
exactly as in (6.218). This is the only input needed to bound the terms (6.223) in [129, Eq.
(3.122)-(3.123)]. Hence, in order to conclude the proof of this proposition we are left with
the term in (6.224).
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The quadratic variation of the term in (6.224), using the notation in [129, Eq. (3.155)–






(wi − fi)(wj − fj)f ′if ′j E[dCi(α, t) dCj(α, t) | Ft].






(wi − fi)(wj − fj)f ′if ′j E[dCi(α, t) dCj(α, t) | Ft]
+ α




(wi − fi)2(f ′i)2 dt.
(6.225)
Then, by 3 of Assumption (6.B), for |i|, |j| ≤ nωA we have
E[dCi(α, t) dCj(α, t) | Ft] =
[








dbsi dbrj + dbri dbsj





∣∣∣ Ft] = E[(dbsi − dbri ) dbrj ∣∣∣ Ft]+ δij dt ≲ (|Lii(t)|1/2 + δij) dt, (6.227)
where in the last inequality we used Kunita-Watanabe inequality.






(wi − fi)2(f ′i)2 dt





∣∣∣(wi − fi)(wj − fj)f ′if ′j∣∣∣ dt. (6.228)
Since α ∈ [0, 1], |Lii(t)| ≤ n−ωQ and ωA  ωQ by (6.188) and (6.206)–(6.207), using






(wi − fi)2(f ′i)2 dt, (6.229)
which is exactly the lhs. in [129, Eq. (3.155)], hence the high probability bound in [129,
Eq. (3.155)] follows. Then the remainder of the proof of [129, Lemma 3.14] proceeds exactly
in the same way.
Given (6.223) as an input, the proof of (6.221) is concluded following the proof of [129,
Theorems 3.16-3.17] line by line.
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... Proof of Proposition ..
We conclude this section with the proof of Proposition 6.7.13 following [54, Section 3.6].
We remark that all the estimates above hold uniformly in α ∈ [0, 1] when bounding an
integrand by [129, Appendix E].
Proof of Proposition ... For any |i| ≤ n, by (6.212), it follows that






We remark that in (6.230) we ignored the scaling (6.190) since it can be removed by a simple
time-rescaling (see Remark 6.7.14 for more details). Then, using that ui = ∂αx̂i we have
that
x̂i(t1, 1) − x̂i(t1, 0) =
∫ 1
0
ui(t1, α) dα. (6.231)
We recall that u is a solution of
du = Bu dt+ dξ1 + ξ2 dt,
as defined in (6.213)–(6.214), with
|ξ2,i(t)| ≤ 1{|i|>nωA }nC , (6.232)
with very high probability for some constant C > 0 and any 0 ≤ t ≤ t1. Define v = v(t)
as the solution of
∂tv = Bv, v(0) = u(0),
then, omitting the α-dependence from the notation, by Duhamel formula we have

















Uip(s, t1)(dξ1,p(s) + ξ2,p ds).
(6.233)
In the remainder of this section we focus on the estimate of the rhs. of (6.233) for |i| ≤
nωA/2. Note that dξ1,p in (6.233) is a new term compared with [54, Eq. (3.84)]. In the
remainder of this section we focus on its estimate, whilst ξ2,p is estimated exactly as in [54,
Eq. (3.84)–(3.85)]. The term dξ1,p for |p| ≤ nωA is estimated similarly as the term (AN dBi)/
√
N
of [53, Eq. (4.25)] in [53, Lemma 4.2], using the notation therein.
By (6.187)–(6.188) in Assumption (6.B) and the fact that
√
2n dξ1,p = dbsp−dbrp, it fol-














6.A. Proof of Lemma 6.4.9
Note that in (6.234) we used that the bound |Lpq(t)| ≤ n−ωQ holds with very high prob-
ability uniformly in t ≥ 0 when Lpq(t) is integrated in time (see e.g. [129, Appendix E]).
The rhs. of (6.234) is much smaller than the rigidity scale under the assumption ω1  ωQ
(see (6.206)). Note that in the last inequality we used the contraction of the semigroup U
on ℓ1 to bound ‖U∗δi‖21 ≤ 1. Then, using Burkholder-Davis-Gundy (BDG) inequality, we











with very high probability. On the other hand, using Kunita-Watanabe inequality, we




















2 ds ≤ n−D,
(6.236)
for any D > 0 with very high probability, by finite speed of propagation (6.215) since |i| ≤
nωA/2 and |p| > nωA . We conclude a very high probability bound for the dξ1,p-term in the
last line of (6.233) using BDG inequality as in (6.235). This concludes the bound of the new
term dξ1.
The remainder of the proof of Proposition 6.7.13 proceeds exactly in the same way of [54,
Eq. (3.86)–(3.99)], hence we omit it. Since tf = t0 + t1, choosing ω = ω1/10, ω̂ ≤ ω/10,
the above computations conclude the proof of Proposition 6.7.13.
.A Proof of Lemma ..









for compactly supported smooth functions f, g. We recall that
Θ(z1, z2) = Ξ(z1, z2) + Λ(z1, z2), Λ(z1, z2) := −
1
2
log|1 − z1z2|21(|z1|, |z2| > 1),














In order to compute (6.237) we will perform integration by parts twice. For this purpose we
split the integral in (6.237) for Ξ(z1, z2) into the regimes |z1 − z2| ≥ ϵ and its complement,
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and the integral of Λ(z1, z2) into the regimes |1 − z1z2| ≥ ϵ and its complement. We
decided to perform two different cut-offs for Ξ and Λ as a consequence of the different kind
of singularity of the logarithms in their definition. By the explicit definitions in (6.238), it
is easy to see that the integrals in the regimes |z1 − z2| ≤ ϵ, |1 − z1z2| ≤ ϵ go to zero as

























In order to prove Lemma 6.4.9 we write the l.h.s. of (6.239) as I + I so that in the first
integral we perform integration by parts with respect to ∂1, ∂2 and in the second one with
respect to ∂1, ∂2. This split is motivated by the fact that
∂g∂f + ∂g∂f = 1
2
〈∇g,∇f〉,
which is the first term in the l.h.s. of (6.62) in Lemma 6.4.9. From now on we focus only
on the integral for which we perform integration by parts with respect to ∂1, ∂2. The com-
putations for the other integral are exactly the same. It is well known that the distributional
Laplacian of log|z1 − z2| is 2π the delta function in z1 = z2, more precisely, we have that
− ∂1∂2 log|z1 − z2| d2z1 d2z2 =
π
2
δ(z1 − z2), (6.240)
in the sense of distributions. Hence, in the remainder of this section we focus on the com-
putation of the integral of Λ(z1, z2) and omit the ϵ-regularisation in the integral of Ξ.















































where in the fourth line we used Stokes theorem written symbolically in the form
∂z1(|z − z2| ≥ ϵ) d2z =
i
2
1(|z − z2| = ϵ) dz (6.242)
for any fixed z2. We remark that (6.242) is understood in the sense of distributions, i.e. the











6.A. Proof of Lemma 6.4.9
Moreover, with a slight abuse of notation in (6.241)–(6.242) by 1(|z−z2| = ϵ) dz we denoted
the clock-wise contour integral over the circle of radius ϵ around z2. We use the notation
above in the remainder of this section.
The second derivative (in the sense of the distributions) of Ξ(z1, z2) in (6.241), us-





















1(|z2| > 1) d2z21(|z1| = 1) dz1,
(6.243)




1(|z1|, |z2| > 1) d2z1 d2z2 +
1
8










1(|z2| > 1) d2z21(|z1| = 1) dz1.
(6.244)
Note that
∂1∂2(Ξ + Λ) d2z1 d2z2 =
π
2
δ(z1 − z2)1(|z1|, |z2| ≤ 1) d2z1 d2z2
+ 1
2(1 − z1z2)2
1(|z1|, |z2| > 1) d2z1 d2z2,







































1(|1 − z1z2| ≥ ϵ).
(6.246)













In order to conclude the proof of Lemma 6.4.9 we prove that |J2,ϵ| → 0 as ϵ → 0 in
Lemma 6.A.1 and that the limit in the r.h.s. of (6.245) exists in Lemma 6.A.2.
Lemma .A.. Let J2,ϵ be defined in (6.241), then
lim
ϵ→0
|J2,ϵ| = 0. (6.247)
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Proof. For the first integral in J2,ϵ, using the parametrization z2 = r2eiθ2 and z1 = (1 +











iθ2 [1 + ϵeiθ1 ]
)
∂2∂2g(r2eiθ2) log ϵ
∣∣∣∣ ≲ ϵ log ϵ,
(6.248)
where we used that ‖∂1f‖L∞(C), ‖∂2∂2g‖L1(C) ≲ 1 as a consequence of f, g ∈ H2+δ0 (Ω),
for an open set Ω ⊂ C such that D ⊂ Ω.
Furthermore, using the parametrizations z1 = r1eiθ1 and z2 = (1 + ϵeiθ2)/z1 for the













iθ1 [1 + ϵeiθ2 ]
)
× 1 + ϵe
−iθ2
ϵr1e−iθ2eiθ1
1(|1 + ϵeiθ2 | > r1)
]
+ O(ϵ log ϵ),
(6.249)
where the error term comes from the integral of ∂11(|z1|, |z2| > 1) and the bound in (6.248).










∣∣∣∂1f(r1eiθ1)∂2g (r−11 eiθ1 [1 + ϵeiθ2 ])∣∣∣ ≲ ϵ, (6.250)
since ‖∂2g‖L∞(C), ‖∂1f‖L1(C) ≲ 1. Hence, we conclude that
J2,ϵ = O (ϵ+ ϵ log ϵ) .
This concludes the proof of (6.247).
We conclude this section proving the existence of the limit of J1,ϵ as ϵ → 0. More
precisely, in Lemma 6.A.2 we prove that J1,ϵ is a Cauchy sequence.
Lemma .A.. Let J1,ϵ be defined in (6.241), then for any 0 < ϵ′ ≤ ϵ we have that
|J1,ϵ − J1,ϵ′ | ≲ ϵδ, (6.251)
for some δ > 0.
Proof. We only consider the integral with the second derivative of Λ. We dealt with the











∂2∂1Λ(z1, z2)1(|1 − z1z2| ≥ ϵ)
]
, (6.252)
where F (z1, z2) := ∂1f(z1)∂2g(z2) is a δ-Hölder continuous function. Then, for any
0 < ϵ′ < ϵ, using the change of variables z2 = r2eiθ2 and z1 = (1 + r1eiθ1)/z2, we write





































6.B. Derivation of the DBM for the eigenvalues of Hz
Note that the integral in the second line of (6.253) is exactly zero since e2iθ1 the only term
which depends on θ1. On the other hand, we can bound the first integral in (6.253) by ϵ2δ,
with δ the Hölder exponent of F , using the fact that
∣∣∣F (z1, z2) − F (z−12 , z2)∣∣∣ ≤













This concludes the proof of this lemma.
.B Derivation of the DBM for the eigenvalues ofHz
LetX be an n× n complex random matrix, letHz be the Hermitisation ofX − z defined
in (6.142), and define Y z := X−z. We recall that {λzi ,−λzi }ni=1 are the eigenvalues ofHz ,
and {wzi ,wz−i}ni=1 are the corresponding orthonormal eigenvectors, i.e. for any i, j ∈ [n]
we have
Hzwz±i = ±λzi , (wzi )∗wzj = δi,j , (wzi )∗wz−j = 0, (6.254)
for any i, j ∈ [n]. For simplicity in the following derivation we assume that the eigenvalues
are all distinct. In particular, for any i ∈ [n], by the block structure of Hz it follows that
wz±i = (uzi ,±vzi ), Y zvzi = λziuzi , (Y z)∗uzi = λzi vzi . (6.255)
Moreover, since {wz±i}ni=1 is an orthonormal base, we conclude that




In the following, for any fixed entry xab of X , we will use the notation
ḟ = ∂f
∂xab
or ḟ = ∂f
∂xab
, (6.257)




, X0 = X, (6.258)
where Bt is a matrix valued complex standard Brownian motion.
From now on we only consider positive indices 1 ≤ i ≤ n. We may also drop the z and
t dependence to make our notation easier. For any i, j ∈ [n], differentiating (6.254) we get
Ḣwi +Hẇi = λ̇iwi + λiẇi, (6.259)
ẇ∗iwj + w∗i ẇj = 0, (6.260)
w∗i ẇi + ẇ∗iwi = 0. (6.261)
Note that (6.261) implies that <[w∗i ẇi] = 0. Hence, since the eigenvectors are defined
modulo a phase, we can choose eigenvectors such that =[w∗i ẇi] = 0 for any t ≥ 0. Then,
multiplying (6.259) by w∗i we conclude that
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Moreover, multiplying (6.259) by w∗j , with j 6= i, and by w−j∗, we get
(λi − λj)w∗j ẇi = w∗j Ḣwi, (λi + λj)w∗−jẇi = w∗−jḢwi, (6.263)



































































































































































































Fluctuation around the circular law for random matrices
with real entries 7
We extend our recent result [] on the central limit theorem for the linear eigenvalue
statistics of non-Hermitian matricesX with independent, identically distributed
complex entries to the real symmetry class. We find that the expectation and variance
substantially differ from their complex counterparts, reflecting (i) the special spectral
symmetry of real matrices onto the real axis; and (ii) the fact that real i.i.d. matrices
have many real eigenvalues. Our result generalizes the previously known special cases
where either the test function is analytic [] or the first four moments of the matrix
elements match the real Gaussian [, ]. The key element of the proof is the analysis
of several weakly dependent Dyson Brownian motions (DBMs). The conceptual novelty
of the real case compared with [] is that the correlation structure of the stochastic
differentials in each individual DBM is non-trivial, potentially even jeopardising its
well-posedness.
Published as G. Cipolloni et al., Fluctuation around the circular law for random matrices
with real entries, preprint (2020), arXiv:2002.02438
. Introduction
We consider an ensemble of n× n random matricesX with real i.i.d. entries of zero mean
and variance 1/n; the corresponding model with complex entries has been studied in [58].
According to the circular law [18, 103, 191] (see also [34]), the density of the eigenvalues
{σi}ni=1 of X converges to the uniform distribution on the unit disk. Our main result is







f(σi) ∼ N (0, Vf ) (7.1)
converges, as n → ∞, to a centred normal distribution for regular test functions f with at
least 2 + δ derivatives. We compute the variance Vf and the next-order deviation of the
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expectation E
∑n
i=1 f(σi) from the value nπ
∫
|z|≤1 f(z) given by the circular law. As in the
complex case, both quantities depend on the fourth cumulant of the single entry distribution
ofX , but in the real case they also incorporate the spectral symmetry ofX onto the real axis.
Moreover, the expectation carries additional terms, some of them are concentrated around
the real axis; a by-product of the approximately
√
n real eigenvalues of X . For the Ginibre
(Gaussian) case they may be computed from the explicit density [76, 77], but for general
distributions they were not known before. As expected, the spectral symmetry essentially
enhances Vf by a factor of two compared with the complex case but this effect is modified
by an additional term involving the fourth cumulant. Previous works considered either the
case of analytic test functions f [151, 152] or the (approximately) Gaussian case, i.e. whenX
is the real Ginibre ensemble or at least the first four moments of the matrix elements of X
match the Ginibre ensemble [126, 195]. In both cases some terms in the unified formulas
for the expectation and the variance vanish and thus the combined effect of the spectral
symmetry, the eigenvalues on the real axis, and the role of the fourth cumulant was not
detectable in these works. We remark that a CLT for polynomial statistics of only the real
eigenvalues for real Ginibre matrices was proven in [179].
In [163] the limiting random field L(f) := limn→∞ Ln(f) for complex Ginibre matri-
ces has been identified as a projection of the Gaussian free field (GFF) [178]. We extended
this interpretation [58] to general complex i.i.d. matrices with non-negative fourth cumu-
lant and obtained a rank-one perturbation of the projected GFF. As a consequence of the
CLT in the present paper, we find that in the real case the limiting random field is a version
of the same GFF, symmetrised with respect to the real axis, reflecting the fact that complex
eigenvalues of real matrices come in pairs of complex conjugates.
In general, proving CLTs for the real symmetry class is considerably harder than for
the complex one. The techniques based upon the first four moment matching [126, 195] are
insensitive to the symmetry class, hence these results are obtained in parallel for both real and
complex ensembles. Beyond this method, however, most results onCLT for non-Hermitian
matrices were restricted to the complex case [65, 95, 150, 161, 162, 164], see the introduction
of [58] for a detailed history, as well as for references to the analogous CLT problem for
Hermitian ensembles and log-gases. The special role that the real axis plays in the spectrum
of the real case substantially complicates even the explicit formulas for the Ginibre ensemble
both for the density [76] as well as for the k-point correlation functions [35, 102, 121]. Besides
the complexity of the explicit formulas, there are several conceptual reasons why the real case
is more involved. We now explain them since they directly motivated the new ideas in this
paper compared with [58].
In [58] we started with Girko’s formula [103] in the form given in [195] that relates the
eigenvalues of X with resolvents of a family of 2n× 2nHermitian matrices
Hz :=
(
0 X − z
X∗ − z 0
)
(7.2)











= TrGz(iη) dη d2z, (7.3)
where Gz(w) := (Hz − w)−1 is the resolvent of Hz . We therefore needed to understand
the resolvent Gz(iη) along the imaginary axis on all scales η ∈ (0,∞).
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The main contribution to (7.3) comes from the η ∼ 1 macroscopic regime, which is
handled by proving a multi-dimensional CLT for resolvents with several z and η parameters
and computing their expectation and covariance by cumulant expansion. The local laws
along the imaginary axis from [11, 13] serve as a basic input (in the current work, however,
we need to extend them for spectral parameters w away from the imaginary axis). The
core of the argument in the real case is similar to the complex case in [58], however several
additional terms have to be computed due to the difference between the real and complex
cumulants. By explicit calculations, these additional terms break the rotational symmetry
in the z parameter and, unlike in the complex case, the answer is not a function of |z| any
more. The mesoscopic regime n−1  η  1 is treated together with the macroscopic one;
the fact that only the η ∼ 1 regime contributes to (7.3) is revealed a posteriori after these
calculations.
The scale η ≲ n−1 in (7.3) requires a very different treatment since local laws are not ap-
plicable any more and individual eigenvalues 0 ≤ λz1 ≤ λz2 . . . ofHz near zero substantially
influence the fluctuation of Gz(iη) (since Hz has a symmetric spectrum, we consider only
positive eigenvalues). The main insight of [58] was that it is sufficient to establish that the
small eigenvalues, say, λz1 and λz
′
1 , are asymptotically independent if z and z′ are relatively
far away, say |z − z′| ≥ n−1/100. This was achieved by exploiting the fast local equili-
bration mechanism of the Dyson Brownian motion (DBM), which is the stochastic flow of
eigenvalues λz(t) := {λzi (t)} generated by adding a time-dependent Gaussian (Ginibre)
component. The initial condition of this flow was chosen carefully to almost reproduce X
after a properly tuned short time. We needed to follow the evolution of λz(t) for differ-
ent z parameters simultaneously. These flows are correlated since they are driven by the
same random source. We thus needed to study a family of DBMs, parametrized by z, with
correlated driving Brownian motions. The correlation structure is given by the overlap of
the eigenfunctions of Hz and Hz′ . We could show that this overlap is small, hence the
Brownian motions are essentially independent, if z and z′ are far away. This step required
to develop a new type of local law for products of resolvent, e.g. for TrGz(iη)Gz′(iη′) with
η, η′ ∼ n−1+ϵ. Finally, we trailed the joint evolution of λz(t) and λz′(t) by their indepen-
dent Ginibre counterparts, showing that they themselves are asymptotically independent.
We follow the same strategy in the current paper for the real case, but we immediately
face with the basic question: how do the low lying eigenvalues ofHz , equivalently the small
singular values of X − z, behave? We do not need to compute their joint distribution, but
we need to approximate them with an appropriate Ginibre ensemble. For complexX in [58]
the approximating Ginibre ensemble was naturally complex. For real X there seem to be
two possibilities. The key insight of our current analysis is that the small singular values of
X − z behave as those of a complex Ginibre matrix even though X is real, as long as z is
genuinely complex (Theorem 7.2.7). In particular, we prove that the least singular value of
X−z belongs to the complex universality class. Moreover, we prove that the small singular
values of X − z1 and the ones of X − z2 are asymptotically independent as long as z1 and
z2 are far from each other.










dt+ . . . (7.4)
for λz(t), ignoring some additional terms with negative indices coming from the spectral
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symmetry of Hz (see (7.133) and (7.253) for the precise equation). The correlations of the























, Λzij := Θ
z,z
ij , (7.6)
where (uzi ,vzi ) ∈ C2n is the (normalized) eigenvector of Hz corresponding to the eigen-
value λzi . Note that Θ
z,z
ij = δi,j , and for j 6= i we have that Λzij ≈ 0. Moreover, if z is
very close to the real axis, then the eigenvectors ofHz are essentially real and Λzii = Θ
z,z
ii ≈
Θz,zii = 1. With z = z′, this leads to (7.4) being essentially a real DBM with β = 1. (We
recall that the parameter β = 1, 2, customarily indicating the real or complex symmetry
class of a random matrix, also expresses the ratio of the coefficient of the repulsion to the
strength of the diffusion in the DBM setup.) However, if z and z̄ are far away, i.e. z is away
from the real axis, then we can show that the overlap Λz = Θz,z̄ is small, hence Λzij ≈ 0
for all i, j, including i = j. Thus the variance of the driving Brownian motions in (7.5) with
z = z′ is reduced by a factor of two, rendering (7.4) essentially a complex DBM with β = 2.
The appearance of Λz in (7.4) and the second term Θz,z′ in (7.5) is specific to the real
symmetry class; they were not present in the complex case [58]. They have three main
effects for our analysis. First, they change the symmetry class of the DBM (7.4) as we just
explained. Second, due to the symmetry relation λz−1 = −λz1 and bz−1 = −bz1, the strength
of the level repulsion between λz1 and λz−1 in (7.4) is already critically small even for Λz = 0,
see e.g. [54, Appendix A], hence the well-posedness of (7.4) does not follow from standard
results on DBM. Third, Θz,z renders the driving Brownian motions bz = {bzi } correlated
for different indices i even for the same z, since Λzij in general is nonzero. In fact, the vector
bz is even not Gaussian, hence strictly speaking it is only a multidimensional martingale but
not a Brownian motion in general. In contrast, Θz,zij = δi,j and only the overlaps Θ
z,z′
ij for
different z 6= z′ are nontrivial. Thus in the complex case [58], lacking the term Θz,z in (7.5),
the DBM (7.4) for any fixed z was the conventional DBM with independent Brownian
motions and parameter β = 2 (c.f. [58, Eq. (7.15)]) and only the DBMs for different z’s were
mildly correlated. In the real case the correlations are already present within (7.4) for the
same z due to Λz = Θz,z 6= 0.
We note that Dyson Brownianmotions with nontrivial coefficients in the repulsion term
have already been investigated in [53] (see also [55]) in the context of spectral universality
of addition of random matrices twisted by Haar unitaries, however the driving Brownian
motions were independent. The issue of well-posedness, nevertheless, has already emerged
in [53] when the more critical orthogonal group (β = 1) was considered. The corresponding
part of our analysis partly relies on techniques developed in [53]. We have already treated
the dependence of Brownian motions for different z’s in [58] for the complex case; but the
more general dependence structure characteristic to the real case is a new challenge that the
current work resolves.
Notations and conventions
We introduce some notations we use throughout the paper. For integers k ∈ N we use
[k] := {1, . . . , k}. We write H for the upper half-plane H := {z ∈ C | =z > 0},
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D ⊂ C for the open unit disk, and we use the notation d2z := 2−1i(dz ∧ dz) for the two
dimensional volume form on C. For positive quantities f, g we write f ≲ g and f ∼ g if
f ≤ Cg and cg ≤ f ≤ Cg, respectively, for some constants c, C > 0 which depend only on
the model parameters appearing in (7.7). For any two positive real numbers ω∗, ω∗ ∈ R+, by
ω∗  ω∗ we denote that ω∗ ≤ cω∗ for some sufficiently small constant 0 < c ≤ 1/1000.
We denote vectors by bold-faced lower case Roman letters x,y, . . . ,∈ Ck, for some k ∈ N,
and use the notation dx := dx1 . . . dxk. Vector and matrix norms, ‖x‖ and ‖A‖, indicate
the usual Euclidean norm and the corresponding induced matrix norm. For any k × k
matrix A we set 〈A〉 := k−1 TrA to denote the normalized trace of A. Moreover, for
vectors x,y ∈ Ck and matrices A,B ∈ Ck×k we define
〈x,y〉 :=
∑




We will use the concept of “event with very high probability” meaning that for any fixed
D > 0 the probability of the event is bigger than 1 −n−D if n ≥ n0(D). Moreover, we use
the convention that ξ > 0 denotes an arbitrary small exponent which is independent of n.
. Main results
We consider real i.i.d. matrices X , i.e. n × n matrices whose entries are independent and
identically distributed as xab
d= n−1/2χ for some real random variable χ, satisfying the fol-
lowing:
Assumption (.A). We assume thatEχ = 0 andEχ2 = 1. In additionwe assume the existence
of high moments, i.e. that there exist constants Cp > 0, for any p ∈ N, such that
E|χ|p ≤ Cp. (7.7)
The circular law [18, 20, 33, 34, 101, 103, 105, 154, 191] asserts that the empirical distribution
of eigenvalues {σi}ni=1 of a complex i.i.d. matrix X converges to the uniform distribution













with very high probability for any continuous bounded function f . Our main result is a








for general real i.i.d. matrices and generic test functions f , complementing the recent central
limit theorem [58] for the linear statistics of complex i.i.d. matrices. This CLT, formulated in
Theorem 7.2.1, and its proof have two corollaries of independent interest that are formulated
in Section 7.2.1 and Section 7.2.2.
In order to state the result we introduce some notations. For any function h defined on





h(eiθ)e−iθk dθ, k ∈ Z. (7.10)
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〈g, f〉H10 (D) := 〈∇g,∇f〉L2(D), ‖f‖
2
H10 (D)
:= 〈f, f〉H10 (D),
(7.11)
where, in a slight abuse of notation, we identified f and g with their restrictions to ∂D. We






which maps functions on the complex plane to their symmetrisation with respect to the real
axis.
Theorem .. (Central Limit Theorem for linear statistics). Let X be a real n × n i.i.d.
matrix satisfying Assumption (.A) with eigenvalues {σi}ni=1, and denote the fourth cumulant1
of χ by κ4 := Eχ4 − 3. Fix δ > 0, let Ω ⊂ C be open and such that D ⊂ Ω. Then, for
complex-valued test functions f ∈ H2+δ(Ω), the centred linear statisticsLn(f), defined in (7.9),
converge
Ln(f) =⇒ L(f),
to complexGaussian randomvariablesL(f)with expectationEL(f) = 0 and varianceE|L(f)|2 =
C(f, f) =: Vf and EL(f)2 = C(f, f), where
C(g, f) := 1
2π























For the k-th moments we have an effective convergence rate of
ELn(f)kLn(f)





































dx+ f(1) + f(−1)
4
(7.14)
for some small constant c > 0.
Remark ...
1Note that in the real case the fourth cumulant is given by κ4 = κ(χ, χ, χ, χ) = E χ4 − 3, while in the
complex case [58] the relevant fourth cumulant was given by κ(χ, χ, χ, χ) = E|χ|4 − 2.
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(i) Both expectation E(f) and covariance C(g, f) only depend on the symmetrised functions
Psymf and Psymg. Indeed,E(f) = E(Psymf), and the coefficient of κ4 in (7.13) can also
be written as an integral over Psymf and Psymg.
(ii) By polarisation, a multivariate central limit theorem as in [, Corollary .] follows im-
mediately and any mixed k-th moments have an effective convergence rate of order n−c(k).
(iii) The varianceVf = E|L(f)|2 inTheorem .. is strictly positivewhenever f is not constant
on the unit disk (see [, Remark .]).
Remark .. (Comparison with [126] and [152]).
(i) The central limit theorem [, Theorem ] is a special case of Theorem ... Indeed, [,
Theorem ] implies that for real i.i.d. matrices with entries matching the real Ginibre en-
semble to the fourth moment, and real-valued smooth test functions f compactly supported







where we used that z 7→ f(z) and z 7→ f(z) are assumed to have disjoint support. Due
to the moment matching assumption, κ4 = 0 in the setting of [].
(ii) The central limit theorem [, Corollary .] is also a special case of Theorem ... In-
deed, [, Corollary .] implies that for real i.i.d. matrices and test functions f which
are analytic in a neighbourhood of the unit disk and satisfy Psymf : D → R the linear
















〈∇Psymf,∇Psymf〉L2(D) + 〈Psymf, Psymf〉Ḣ1/2(∂D).
Here in the first step we used the analyticity of f (see [, Eq. (.)]), and in the second
step we used that 〈(∇f)(z), (∇f(·))(z)〉 = 0 and that f̂(k) = 0 for k < 0 while
f̂(·)(k) = 0 for k > 0 by analyticity. We thus arrived at (7.13), since the coefficient of κ4
in (7.13) vanishes also by analyticity of f in the setting of [].
Remark .. (Comparison with the complex case). We remark that the limiting variance in
the case of complex i.i.d. matrices, as studied in [], is generally different from the real case. In the





















f := |〈f〉D − 〈f〉∂D|
2,
where 〈·〉D denotes the averaging over D as in (7.13). In contrast, in the real case the limiting






+ κ4V (C,2)f .
Thus the variances agree exactly in the case of analytic test functions by (7.15) and V (C,2)f = 0,
while e.g. in the case of symmetric test functions, f = Psymf and vanishing fourth cumulant
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Remark .. (Real correction to the expected circular law). In [, Theorem .] Edelman











in terms of the upper incomplete Gamma function Γ(s, x). Using the large n asymptotics











n(|z|2 − 1 − 2 log|z|)
)
,



















in agreement with the second term in the rhs. of (7.14) accounting for the n−1-correction to the
circular law away from the real axis.
The situation very close to the real axis is much more subtle. The density of the real Ginibre
eigenvalues is explicitly known [, Corollary .] and it is asymptotically uniform on [−1, 1],
see [, Corollary .], giving a singular correction of mass of order n−1/2 to the circular law.
However, the abundance of real eigenvalues is balanced by the sparsity of genuinely complex eigen-
values in a narrow strip around the real axis— a consequence of the factor |y| in (7.16). Since these
two effects of order n−1/2 cancel each other on the scale of our test functions f , they are not directly
visible in (7.14). Instead we obtain a smaller order correction of order n−1 specific to the real axis,
in form of the second, the penultimate and the ultimate term in (7.14).
Remark .. (Special case: Polynomial test functions). We remark that in [, ] exact n-




i and real GinibreX have been obtained. Translated






for integers k ≥ 1, as n → ∞ (note that the trace is unnormalised). The asymptotics (7.17) are
consistent with (7.14) since∫
D
zk d2z = 0,
∫ 1
−1





































.. Connection to the Gaussian free field
It has been observed in [163] that for complex Ginibre matrices the limiting random field
L(f) can be viewed as a projection of the Gaussian free field (GFF) [178]. In [58, Section 2.1]
we extended this interpretation to general complex i.i.d. matrices with κ4 ≥ 0 and provided
an interpretation as a rank-one perturbation of the projected GFF. The real case yields the
symmetrised version of the same GFF with respect to the real axis, reflecting the fact that
the complex eigenvalues of real matrices come in pairs of complex conjugates. We keep the
explanation brief due to the similarity to [58, Section 2.1].
TheGaussian free field on C is aGaussianHilbert space of random variables h(f) indexed
by functions in the Sobolev space f ∈ H10 (C) such that the map f 7→ h(f) is linear and
Eh(f) = 0, Eh(f)h(g) = 〈f, g〉H10 (C) = 〈∇f,∇g〉L2(C). (7.18)
The Sobolev space H10 (C) = C∞0 (C)
‖·‖
H10 (C) can be orthogonally decomposed into
H10 (D) ⊕H10 (D
c) ⊕H10 (D ∪ D
c)⊥,
i.e. the H10 -closure of smooth functions which are compactly supported in D or D
c, and
their orthogonal complement H10 ((∂D)c)⊥, the closed subspace of functions analytic out-
side of ∂D (see e.g. [178, Thm. 2.17]). With the orthogonal projection P onto the first and
third of these subspaces,
P := PH10 (D) + PH10 ((∂D)c)⊥ ,
we have (see [58, Eq. (2.13)])

















where Ξ is a standard real Gaussian, independent of h, and the projection of h is to be
interpreted by duality, i.e. (PPsymh)(f) := h(PPsymf), cf. [58, Eq. (2.15)]. Indeed,
E
∣∣∣∣ 1√2πh(PPsymf) + √κ4(〈f〉D − 〈f〉∂D)Ξ
∣∣∣∣2 = C(f, f),
as a consequence of (7.18) and (7.19).
.. Universality of the local singular value statistics ofX − z close to zero
As a by-product of our analysis we obtain the universality of the small singular values of
X − z, and prove that (up to a rescaling) their distribution asymptotically agrees with the
singular value distribution of a complex Ginibre matrix X̃ if z /∈ R, even though X is a
real i.i.d. matrix. In the following by {λzi }i∈[n] we denote the singular values of X − z in
increasing order.
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It is natural to express universality in terms of the k-point correlation functions p(n)k,z













f(x)p(n)k,z (x) dx, (7.21)
for test functions f . The summation in (7.21) is over all the subsets of k distinct integers
from [n]. Denote by p(∞,C)k the scaling limit of the k-point correlation function p
(n,C)
k of
the singular values of a complex n × n Ginibre matrix X̃ . See e.g. [96, Eqs. (2.3)–(2.4)]
or [28, Eq. (1.3)] for the explicit expression of p(∞,C)k .
Theorem .. (Universality of small singular values of X − z). Fix z ∈ C with |=z| ∼ 1,
and |z| ≤ 1 − ϵ, for some small fixed ϵ > 0. LetX be an i.i.d. matrix with real entries satisfying
Assumption (.A), and denote by ρz the self consistent density of states of the singular values of
X − z (see (7.27) later). Then for any k ∈ N, and for any compactly supported test function
















where c(k) > 0 is a small constant only depending on k. The implicit constant in O(·) may
depend on k, ‖F‖C1 , and Cp from (7.7).
Remark ... Theorem .. states that the local statistics of the singular values of X − z close
to zero, for |=z| ∼ 1, asymptotically agree with the ones of a complex Ginibre matrix X̃ , even
if the entries ofX are real i.i.d. random variables. It is expected that the same result holds for all
(possibly n-dependent) z as long as |=z|  n−1/2, while in the opposite regime |=z|  n−1/2
the local statistics of the real Ginibre prevails with an interpolating family of new statistics which
emerges for |=z| ∼ n−1/2.
Besides the universality of small singular values of X − z, our methods also allow us
to conclude the asymptotic independence of the small singular values of X − z1 and those
of X − z2 for generic z1, z2. More precisely, similarly to (7.21), we define the correlation






















for any test function f , and any k1, k2 ∈ N, where we used the notations λz1i := (λ
z1
i1
, . . . , λz1ik1
)
and λz2j := (λ
z2
j1
, . . . , λz2jk2
).
Theorem .. (Asymptotic independence of small singular values ofX − z1, X − z2). Let
z1, z2 ∈ C be as z in Theorem .., and assume that |z1 − z2|, |z1 − z2| ∼ 1. Let X be an
i.i.d. matrix with real entries satisfying Assumption (.A), then for any k1, k2 ∈ N, and for
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7.3. Proof strategy
any compactly supported test function F ∈ C1c (Rk), with k = k1 + k2, using the notation
















dx = O (n−c(k)) ,
(7.24)
where ρzl = ρzl(0), and c(k) > 0 is a small constant only depending on k. The implicit constant
in O(·) may depend on k, ‖F‖C1 , and Cp from (7.7).
Remark ... We stated Theorem .. for two different z1, z2 for notational simplicity. The
analogous result holds for any finitely many z1, . . . , zq such that |zl − zm|, |zl − zm| ∼ 1, with
l,m ∈ [q].
. Proof strategy
The proof of Theorem 7.2.1 follows a similar strategy as the proof of [58, Theorem 2.2] with
several major changes. We useGirko’s formula to relate the eigenvalues ofX to the resolvent
of the 2n× 2n matrix
Hz :=
(
0 X − z
(X − z)∗ 0
)
, (7.25)
the so called Hermitisation of X − z. We denote the eigenvalues of Hz , which come in
pairs symmetric with respect to zero, by {λz±i}i∈[n]. The local law, see Theorem 7.3.1 below,
asserts that the resolventG(w) = Gz(w) := (Hz−w)−1 ofHz with η = =w 6= 0 becomes




= w +mz − |z|
2
w +mz
, η=mz(w) > 0, η = =w 6= 0, (7.26)
which is a special case of the matrix Dyson equation (MDE), see e.g. [5] and (7.56) later.
Note that on the imaginary axis mz(iη) = i=mz(iη). We define the self-consistent density
of states of Hz and its extension to the upper half-plane by
ρz(E) := ρz(E + i0), ρz(w) := 1
π
=mz(w). (7.27)










where each block is understood to be a scalar multiple of the n × n identity matrix. We
note thatm,u,M are uniformly bounded in z, w, i.e.
‖M z(w)‖ + |mz(w)| ≲ 1, |uz(w)| ≤ |mz(w)|2 + |uz(w)|2|z|2 < 1, (7.29)
see e.g. [58, Eqs. (3.3)-(3.5)].
The local law for Gz(w) in its full averaged and isotropic form has been obtained for
w ∈ iR in [11] for the bulk regime |1 − |z|| ≥ ϵ and in [13] for the edge regime |1 − |z|| <
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ϵ. In fact, in the companion paper [58] on the complex CLT the local law for w on the
imaginary axis was sufficient. For the real CLT, however, we need its extension to general
spectral parameters w in the bulk |1 − |z|| ≥ ϵ case that we state below. We remark that
tracial and entry-wise form of the local law in Theorem 7.3.1 has already been established
in [44, Theorem 3.4].
Theorem .. (Optimal local law for G). For any ϵ > 0 and z ∈ C with |1 − |z|| ≥ ϵ the
resolventGz atw ∈ H with η = =w is very well approximated by the deterministic matrixM z
in the sense that













with very high probability for some Cϵ ≤ ϵ−100, uniformly for η ≥ n−100, |1 − |z|| ≥ ϵ, and
for any deterministic matrices A and vectors x,y, and ξ > 0.
Remark .. (Cusp fluctuation averaging). For w ∈ iR we may choose Cϵ = 1 by [, Theo-
rem .] which takes into account the cusp fluctuation averaging effect. Since it is not necessary
for the present work we refrain from adapting this technique for general w and rather present a
conceptually simpler proof resulting in the ϵ-dependent bounds (7.30).
As in [58] we express the linear statistics (7.1) of eigenvaluesσi ofX through the resolvent




































for η0 = n−1−δ0 , ηc = n−1+δ1 , and T = n100, where JT in (7.31) corresponds to the rhs.
of the first line in (7.31) whilst Iη00 , Iηcη0 , I
T
ηc correspond to the three different η-integrals in
the second line of (7.31). Here we used that by spectral symmetry of Hz it follows that
〈Gz(iη)〉 ∈ iR and therefore =〈Gz(iη)〉 = 〈Gz(iη)〉/i in order to obtain (7.31) from (7.3).
The regime JT can be trivially estimated by [58, Lemma 4.3], while the regime Iη00 can be
controlled using [196, Thm. 3.2] as in [58, Lemma 4.4] (see [58, Remark 4.5] for an alternative
proof ). Both contributions are negligible. For the main term ITηc we prove the following
resolvent CLT .
Proposition .. (CLT for resolvents). Let ϵ > 0, η1, . . . , ηp > 0, and z1, . . . , zp ∈ C be
such that for any i 6= j, min{ηi, ηj} ≥ nϵ−1|zi − zj |−2. Then for any ξ > 0 the traces of the




































, η∗ := min
i
ηi, (7.33)
and V̂i,j = V̂ (zi, zj , ηi, ηj) and Ui = U(zi, ηi) are defined as
V̂ (zi, zj , ηi, ηj) := V (zi, zj , ηi, ηj) + V (zi, zj , ηi, ηj)















withmi = mzi(iηi) and ui = uzi(iηi) from (7.26)–(7.28).
Moreover, the expectation of the normalised trace ofG = Gi is given by



















1 − u2 + 2u3|z|2 − u2(z2 + z2)
)
. (7.36)
Proposition 7.3.3 is the real analogue of [58, Proposition 3.3]. The main differences are
that (i) the V -term for the variance appears in a symmetrised form with zj and zj , (ii) the
error term (7.33) deteriorates as =zi ≈ 0, and (iii) the expectation (7.35) has an additional
subleading term which is even present in case κ4 = 0 (second term in (7.36)).
Finally, in order to show that Iηcη0 in (7.31) is negligible, we prove that 〈G
z1(iη1)〉 and
〈Gz2(iη2)〉 are asymptotically independent if z1, z2 and z1, z2 are far enough from each
other, they are far away from the real axis, they are well inside D, and η0 ≤ η1, η2 ≤ ηc.
These regimes of the parameters z1, z2 represent the overwhelming part of the d2z1 d2z2
integration in the calculation of E|Iηcη0 |
2. The following proposition is the direct analogue
of [58, Proposition 3.5].
Proposition .. (Independence of resolvents with small imaginary part). Fix p ∈ N. For
any sufficiently smallωh, ωd > 0 there existω∗, δ0, δ1 withωh  δm  ω∗  1, form = 0, 1,
such that for any choice of z1, . . . , zp with
|zl| ≤ 1 − n−ωh , |zl − zm| ≥ n−ωd , |zl − zm| ≥ n−ωd , |zl − zl| ≥ n−ωd ,













for any η1, . . . , ηp ∈ [n−1−δ0 , n−1+δ1 ].
As in the complex case [58], one key ingredient for both Propositions 7.3.3 and 7.3.4 is
a local law for products of resolvents G1, G2 for Gi = Gzi(wi). We remark that local laws
for products of resolvents have also been derived for (generalized) Wigner matrices [89, 139]
and for sample covariance matrices [56], as well as for the addition of random matrices [24].
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Note that the deterministic approximation toG1G2 is not given simply byM1M2 where
Mi := M zi(wi) from (7.28). To describe the correct approximation, as in [58, Section 5],
we define the stability operator
B̂ = B̂12 = B̂(z1, z2, w1, w2) := 1 −M1S[·]M2, (7.38)
acting on the space of 2n × 2n matrices. Here the linear covariance or self-energy operator





















, X̃ ∼ GinC,
(7.39)
i.e. it averages the diagonal blocks and swaps them. Here Ẽ denotes the expectation with
respect to X̃ , 〈A〉 = n−1TrA and GinC stands for the standard complex Ginibre ensemble.
The ultimate equality in (7.39) follows directly from E x̃2ab = 0, E|x̃ab|2 = n−1. Note that
as a matter of choice we define the stability operator (7.38) with the covariance operator S
corresponding to the complex rather than the real Ginibre ensemble. However, to leading
order there is no difference between the two and the present choice is more consistent with
the companion paper [58]. The effect of this discrepancy will be estimated in a new error
term (see (7.81) later).
For any deterministic matrix B we define




which turns out to be the deterministic approximation to G1BG2. Indeed, from the local
law forG1, G2, Theorem 7.3.1, and [58, Theorem 5.2] we immediately conclude the following
theorem.
Theorem .. (Local law for Gz1BGz2). Fix z1, z2 ∈ C with |1 − |zi|| ≥ ϵ, for some ϵ > 0
and w1, w2 ∈ C with |ηi| := |=wi| ≥ n−1 such that
η∗ := min{|η1|, |η2|} ≥ n−1+ϵ∗ |β̂∗|−1,
for some small ϵ∗ > 0, where β̂∗ is the, in absolute value, smallest eigenvalue of B̂12 defined
in (7.38). Then, for any bounded deterministic matrix B, ‖B‖ ≲ 1, the product of resolvents
Gz1BGz2 = Gz1(w1)BGz2(w2) is well approximated byM z1,z2B = M
z1,z2
B (w1, w2) defined
in (7.40) in the sense that





















for someCϵ with very high probability for any deterministicA,x,y and ξ > 0. Ifw1, w2 ∈ iR
we may choose Cϵ = 1, otherwise we can choose Cϵ ≤ ϵ−100.
An effective lower bound on <β̂∗, hence on |β̂∗|, will be given in Lemma 7.6.1 later.
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7.4. Central limit theorem for linear statistics: Proof of Theorem 7.2.1
The paper is organised as follows: In Section 7.4 we prove Theorem 7.2.1 by combining
Propositions 7.3.3 and 7.3.4. In Section 7.5 we prove the local law for G away from the
imaginary axis, Theorem 7.3.1. In Section 7.6 we prove Proposition 7.3.3, the Central Limit
Theorem for resolvents using Theorem 7.3.5. In Section 7.7 we prove Proposition 7.3.4 again
using Theorem 7.3.5, and conclude Theorem 7.2.7.
Note that Theorem 7.3.5, the local law for Gz1BGz2 , is used in two different contexts.
Traces of AGz1BGz2 , for some deterministic matrices A,B ∈ C2n×2n, naturally arise
along the cumulant expansion for
∏
i〈Gi − EGi〉 in Proposition 7.3.3. The proof of Propo-
sition 7.3.4 is an analysis of weakly correlated DBMs, where the correlations are given by
eigenvector overlaps (7.6), whose estimate is reduced to an upper bound on 〈=Gz1=Gz2〉.
. Central limit theorem for linear statistics: Proof of
Theorem ..
From Propositions 7.3.3 and 7.3.4 we conclude Theorem 7.2.1 analogously to [58, Section 4],
we only describe the few minor modifications.
Proof of Theorem ... We explain the three modifications compared with the proof of [58,
Theorem 2.2]. First, there are two additional terms in in the variance (7.34) and expecta-
tion (7.36) of the resolvent CLT, compared to [58, Eqs. (3.14)-(3.15)]. These additional terms






























dx+ f(1) + f(−1)
4
























so that together with contribution from V (z1, z2, η1, η2) in (7.34) we have
1
4π
〈∇g + ∇g(·),∇f〉L2(D) +
1
2





〈∇Psymg,∇Psymf〉L2(D) + 〈Psymg, Psymf〉Ḣ1/2(∂D).
.
The identities (7.42)–(7.43) will be proven separately below. The other two modifications
concern the error terms in (7.33) and (7.35). Namely, there is an additional factor including
(=zl)−2 (cf. [58, Eqs. (3.13), (3.15)]), and, finally, (7.37) holds under the additional assump-
tion that |zl − zm| ≥ n−ωd , and |zl − zl| ≥ n−ωd (cf. [58, Proposition 3.5]). Both these
issues can be handled in the same way as the constraints on |zl−zm| have been treated in [58,
Section 4] (see e.g. [58, Eq. (4.11)]). This means that we additionally exclude the regimes of
negligible volume |zl−zm| < n−ωd or |zl−zl| < n−ωd from the dz1 . . . dzp-integral in [58,
Eqs. (4.10), (4.22)] using the almost optimal a priori bound from [58, Lemma 4.3].
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log 4 + 2 log|y|, |z| ≤ 1,
log
∣∣(x2 + y2)2 + 1 − 2(x2 − y2)∣∣− log∣∣(x2 + y2)2∣∣, |z| > 1,
(7.44)
using that u = 1 + O(η) for |z| ≤ 1 and u = |z|−2 + O(η) for |z| > 1, so that for (7.42)











We may assume that f is symmetric with respect to the real axis, i.e. f = Psymf with Psym
as in (7.12) since Ln(f − Psymf) = 0 by symmetry of the spectrum and therefore Ln(f) =
Ln(Psymf). Since the functions in (7.45) are singular we introduce an ϵ-regularisation which
enables us to perform integration by parts. In particular, the integral in (7.45) is equal to the




(log 4 + 2 log|y|)1(|z| ≤ 1, |y| ≥ ϵ)




where |z±1| ≥ ϵ denotes that |z−1| ≥ ϵ and |z+1| ≥ ϵ, and we used that the contribution
from the regimes |y| ≤ ϵ and |z±1| ≤ ϵ are negligible as ϵ → 0. In the following equalities
should be understood in the ϵ → 0 limit.
Since
log|z − 1|2 + log|z + 1|2 − 2 log|z|2 = log 4 + 2 log|y|
for |z| = 1, when integrating by parts in (7.46), the terms where either 1(|z| ≤ 1) or
1(|z| > 1) are differentiated are equal to zero, using that
∂z1(|z| ≥ 1) d2z =
i
2
1(|z| = 1) dz. (7.47)
We remark that (7.47) is understood in the sense of distributions, i.e. the equality holds when










Moreover, with a slightly abuse of notation in (7.47) by 1(|z| = 1) dz we denote the clock-
wise contour integral over the unit circle. This notation is used in the remainder of this
section.





















7.4. Central limit theorem for linear statistics: Proof of Theorem 7.2.1
In order to get (7.48) we used that
|∂zf(x+ iϵ) − ∂zf(x− iϵ)| · |log ϵ| ≲ ϵδ
′
,
for some small fixed δ′ > 0, by f ∈ H2+δ, and similarly all the other ϵ-boundary terms
tend to zero. This implies that when the ∂z derivative hits the ϵ-boundary terms then these
give a negligible contribution as ϵ → 0. We now consider the two terms in (7.48) separately.







1(|z| ≤ 1, |y| ≥ ϵ) d2z.





f(x+ iy) − f(x)
y2




f(eiθ) − f(cos θ)
sin θ
e−iθ dθ (7.49)
where we used that ∣∣∣∣f(x, ϵ) − 2f(x, 0) + f(x,−ϵ)ϵ
∣∣∣∣ ≲ ϵδ′ ,
to show that the terms when the ∂z derivative hits the ϵ-boundary terms go to zero as ϵ → 0.
Note that the integrals in (7.49) are absolutely convergent since f is symmetric with respect
to the real axis. For the second term in (7.49) we further compute
∫ 2π
0





f(eiθ) − f(cos θ)
sin θ









where we used that the term with cos θ/ sin θ is zero by symmetry.
With defining the domain
Ωϵ := {|z| ≥ 1} ∩ {|z ± 1| ≥ ϵ},
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by symmetry. By combining (7.49)–(7.54) we conclude (7.42).
























dη2∆f(z1)∆g(z2)V (z1, z2, η1, η2)
(7.55)
such that [58, Lemma 4.8] is applicable and (7.43) follows.
. Local law away from the imaginary axis: Proof of
Theorem ..
The goal of this section is to prove a local law for G = Gz(w) for z in the bulk, as stated
in Theorem 7.3.1. We do not follow the precise ϵ-dependence in the proof explicitly but it
can be checked from the arguments below that Cϵ = ϵ−100 clearly suffices. We denote the
unique solution to the deterministic matrix equation (see e.g. [5])





, =M > 0, =w > 0 (7.56)
by M = M z(w), where we recall the definition of S from (7.39). The solution to (7.56)
is given by (7.28). To keep notations compact, we first introduce a commonly used (see,
e.g. [81]) notion of high-probability bound.




∣∣∣ n ∈ N, u ∈ U (n)) and Y = (Y (n)(u) ∣∣∣ n ∈ N, u ∈ U (n))
are families of non-negative random variables indexed by n, and possibly some parameter u in a









7.5. Local law away from the imaginary axis: Proof of Theorem 7.3.1
for large enough n ≥ n0(ϵ,D). In this case we use the notationX ≺ Y . Moreover, if we have
|X| ≺ Y for families of random variablesX,Y , we also writeX = O≺(Y ).
Let us assume that some a-priori bounds
|〈x, (G−M)y〉| ≺ Λ, |〈A(G−M)〉| ≺ ξ (7.57)
for some deterministic control functions Λ and ξ depending onw, z have already been estab-
lished, uniformly in x,y, A under the constraint ‖x‖, ‖y‖, ‖A‖ ≤ 1. From the resolvent
equation 1 = (W − Z − w)G we obtain
− 1 = −WG+ ZG+ wG = S[G]G+ ZG+ wG−WG, (7.58)
where we introduced the self-renormalisation, denoted by underlining, of a random variable
of the formWf(W ) for some regular function f as
Wf(W ) := Wf(W ) − ẼW̃ (∂
W̃





, X̃ ∼ GinC, (7.59)
with X̃ independent of X . The choice of defining the self-renormalisation in terms of the
complex rather than real Ginibre ensemble has the consequence that an additional error
term needs to be estimated. For real Ginibre we have












but the renormalisation comprises only the S[G] term, i.e.
WG = WG+ E S[G]G,
thus the T -term needs to be estimated. By the Ward identity GG∗ = G∗G = η−1=G it
follows that














where ρ := π−1=m from (7.27). By [84, Theorem 4.1] it follows that




, |〈A(WG+S[G]G+T [G]G)〉| ≺ ρ+ Λ
nη





, |〈AWG〉| ≺ ρ+ Λ
nη
. (7.61)
We now consider the stability operator B := 1 −MS[·]M which expresses the stability
of (7.56) against small perturbations. Since S only depends on the four block traces of the
input matrix, andM is a multiple of the identity matrix in each block, the operator B can be
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understood as an operator acting on 2 × 2 matrices after taking a partial trace. Henceforth
for all practical purposes we may identify B with this four dimensional operator. Written








1 − u2|z|2 −m2








with m,u defined in (7.26)–(7.28). Here the rows and columns of B are ordered in such a












We first record some spectral properties of B in the following lemma, the proof of which we
defer to the end of the section. Note that B∗ refers to the adjoint of B with respect to the
scalar product 〈A,B〉 = (2n)−1TrA∗B, for any deterministic matrices A,B ∈ C2n×2n.
Lemma ... Let w ∈ H, z ∈ C be bounded spectral parameters, |w| + |z| ≲ 1. Then the
operator B has the trivial eigenvalues 1 with multiplicity 2, and furthermore has two non-trivial
eigenvalues, and left and right eigenvectors
B[E−] = (1 +m2 − u2|z|2)E− B∗[E−] = (1 +m2 − u2|z|2)E−,
B[Vr] = (1 −m2 − u2|z|2)Vr, B∗[Vl] = (1 −m2 − u2|z|2)Vl,















m2 + u2|z|2 −2muz







Moreover, for the second non-trivial eigenvalue we have the lower bound
|1 −m2 − u2|z|2| ≳
{
=m, |1 − |z|| ≥ ϵ,
(=m)2, |1 − |z|| < ϵ.
(7.64)
Corresponding to the two non-trivial eigenvalues of B we define the spectral projections
P∗ := 〈E−, ·〉E−, P := 〈Vl, ·〉Vr, Q∗ := 1 − P∗, Q := 1 − P∗ − P.
From (7.56) and (7.58) it follows that
B[G−M ] = MS[G−M ](G−M) −MWG. (7.65)
We now distinguish the two cases ρ ∼ 1 and ρ  1. In the former we obtain
‖Q∗B−1‖‖·‖→‖·‖ ≲
1
|1 −m2 − u2|z|2|
≲ 1 (7.66)
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by (7.64). Since 〈E−, G〉 = 〈E−,M〉 = 0 by block symmetry, it follows that
G−M = Q∗[G−M ] = Q∗B−1B[G−M ]
and thus











































In the complementary case ρ  1 we similarly decompose
G−M = P[G−M ] + P∗[G−M ] + Q[G−M ] = θVr + Q[G−M ], θ := 〈Vl, G−M〉.
(7.68)
Now we apply B to both sides of (7.68) and take the inner product with Vl to obtain
〈Vl,B[G−M ]〉 = (1 −m2 − u2|z|2)θ + 〈Vl,BQ[G−M ]〉 (7.69)
from (7.65). For the spectral projection Q we find


















since in the regime ρ  1 we have |1 −m2 −u2|z|2|  1 due to |=u2|  1 which follows
by a simple calculation.








from (7.57), (7.61) since, due to ||z| − 1| ≳ ϵ, we have |1 − m2 − u2|z|2| ≥ ρ according
to (7.64). For general vectors x,y it follows from (7.68), (7.72) and inserting 1 = B−1B
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similarly to (7.67) that












































































By using the bounds in (7.67) and (7.73) in the two complementary regimes we improve
the input bound in (7.57). We can iterate this procedure and obtain






, |〈A(G−M)〉| ≺ 1
nη
. (7.74)
In order to make sure the iteration yields an improvement one needs an priori bound on ξ of
the form ξ  1 since otherwise ξ2 is difficult to control. For large η such an a priori bound
is trivially available which can then be iteratively bootstrapped by monotonicity down to the
optimal η  n−1. For details on this standard argument the reader is referred to e.g. [15,
Section 3.3]. Then the local law for any η > 0 readily follows by exactly the same argument
as in [59, Appendix A]. This completes the proof of Theorem 7.3.1.
Proof of Lemma ... The fact that B has the eigenvalue 1 withmultiplicity 2, and the claimed
form of the remaining two eigenvalues and corresponding eigenvectors can be checked by
direct computations. Taking the imaginary part of (7.26) we have
(1 − |m|2 − |u|2|z|2)=m = (|m|2 + |u|2|z|2)=w, (7.75)
which implies
|m|2 + |u|2|z|2 < 1, lim
=w→0
(|m|2 + |u|2|z|2) = 1, <w ∈ supp ρ (7.76)
as =m and =w have the same sign. Here supp ρ should be understood as the support of the
self-consistent density of states, as defined in (7.27), restricted to the real axis. The second
bound in (7.64) then follows from (7.76) and
|1 −m2 − u2|z|2| ≥ <(1 −m2 − u2|z|2) = 1 − (<m)2 + (=m)2 − <(u2)|z|2 ≳ (=m)2.
(7.77)
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The bound (7.77) can be improved in the case ρ  1 if w is near a regular edge of ρ, i.e.
where ρ locally vanishes as a square-root. According to [61, Eq. (15b)] the density ρ has two




e− for |z| ≥ 1 + ϵ,
where
e± :=
8(1 − |z|2)2 ± (1 + 8|z|2)3/2 − 36(1 − |z|2) + 27
8|z|2
≳ 1.
By the explicit form of e± it follows that e± ≳ 1 whenever |1 − |z|| ≥ ϵ. In contrast, if
|z| = 1, then ρ has a cusp singularity in 0 where it locally vanishes like a cubic root. Near a
regular edge we have =m ≲
√
=w, and therefore from (7.75)
(1 − |m|2 − |u|2|z|2) ≳
√
=w ≳ =m
and it follows that
|1 −m2 − u2|z|2| ≳ =m,
proving also the first inequality in (7.64).
. CLT for resolvents: Proof of Proposition ..
The goal of this section is to prove the CLT for resolvents, as stated in Proposition 7.3.3.
The proof is very similar to [58, Section 6] and we focus on the differences specific to the
real case. Within this section we consider resolvents G1, . . . , Gp with Gi = Gzi(iηi) and
ηi ≥ n−1. As a first step we recall the leading-order approximation of G = Gi




, A := (B∗)−1[1]∗M (7.78)
from [58, Eq. (6.9)], where the stability operator B has been defined in (7.62). Here β is
the eigenvalue of B with eigenvector (1, 1, 0, 0) and is bounded by (see [58, Eq. (6.8b)])
|β| ≳ |1 − |z|| + η2/3. (7.79)
One important input for the proof of Proposition 7.3.3 is a lower bound on the eigenval-
ues of the stability operator B̂, defined in (7.38), the proof of which we defer to the end
of the section. Note that the two-body stability operator B̂ and its eigenvalues β̂, β̂∗ are
consistently decorated by hats (̂·) to distinguish them from their one-body analogues B, β.
We will consistently equip B, B̂ and their eigenvalues, β, β̂, β̂∗ with indices when instead
of M they are defined with the help of Mi = M zi(wi); e.g. β̂1i∗ is the lowest eigenvalue of
B̂1i = B̂(z1, zi, w1, wi) defined analogously to (7.38).
Lemma ... For z1, z2 ∈ C, w1, w2 ∈ C \ R such that |zi|, |wi| ≲ 1 the two non-trivial
eigenvalues β̂, β̂∗ of B̂ satisfy
min{<β̂,<β̂∗} ≳ |z1 − z2|2 + min{|w1 + w2|, |w1 − w2|}2 + |=w1| + |=w2| (7.80)
Proof of Proposition ... The proof of Proposition 7.3.3 goes in two steps. First, we use (7.78)
and a cumulant expansion in order to prove the asymptotic representation of the expecta-
tion in (7.35). In the second step we then turn to the computation of higher moments and
establish an asymptotic Wick theorem in the form of (7.32).
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We use the notation ∆ab for the matrix (∆ab)cd = δacδbd and decompose W =∑
abwab∆ab. For each a, b we then perform a cumulant expansion and obtain















which has an additional term compared to the complex case [58, Eq. (6.11)] since the
self-renormalisation (7.59) was chosen such that it only takes the κ(ab, ba) = 1 and not
the κ(ab, ab) = 1 cumulant into account. Here κ(ab, cd, ef, . . .) denotes the joint cu-
mulant of the random variables wab, wcd, wef , . . ., and we denote partial derivatives by
∂α := ∂wα1 · · · ∂wαk for tuples α = (α1, . . . , αk), with αi ∈ [n] × [n]. In (7.81) we













We note that by Assumption (7.A) the cumulants κ(α1, . . . , αk) satisfy the scaling
|κ(α1, . . . , αk)| ≲ n−k/2. (7.82)
































where we used that (Gz)t = Gz , and the convention that formulas containing (E,E′)
are understood so that the matrices E,E′ are summed over the assignments (E,E′) =












From the local law [58, Theorem 5.2] for products of resolvents and the bound on |β̂∗| from
















m4 +m2u2|z|2 − 2u4|z|4 + 2u2(x2 − y2)









where z = x+ iy, and the second step follows by explicitly computing the inverse
M z,zAE = (1 −M
zS[·]M z)−1[M zAEM z]
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in terms of the entries ofM , noting thatmz = mz and uz = uz . Then, using the definition
v := −im > 0 and that
|z|2u2 + v2 = u, u′ = − 2uv
1 + u− |z|2u2
, v2 = u(1 − |z|2u)
we obtain
m
m4 +m2u2|z|2 − 2u4|z|4 + 2u2(x2 − y2)




u− 3|z|2u2 + 2u(x2 − y2)
1 − u2 + 2u3|z|2 − 2u2(x2 − y2)
.
(7.85)
Now (7.35) follows from combining (7.78) and (7.81)–(7.85).




〈Gi − EGi〉 =
∏
i∈[p]








































































where, compared to [58, Eq. (6.17)], the first line on the rhs. has an additional term specific
to the real case, and Ŵ , as opposed to W̃ in (7.59), is the Hermitisation of an independent
real Ginibre matrix X̂ with expectation Ê. The expansion of the third line on the rhs.
of (7.88) is completely analogous to [58] since for cumulants of degree at least three nothing
specific to the complex case was used. Therefore we obtain, from combining2 [58, Eqs.
2Note that the definition of E in [58, Eq. (6.8c)] differs from (7.36) in the present paper.
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It remains to consider the variance term in (7.90) for which we use the identity
Ê〈ŴA〉〈ŴB〉 = 1
2n2
〈AE(B +Bt)E′〉 = 〈AE1(B +B
t)E2〉 + 〈AE2(B +Bt)E1〉
2n2
(7.91)




〈G1A1E(GiAi +AtiGti)E′ −G1A1E(GiAiWGi +GtiWAtiGti)E′〉,
(7.92)
where, compared to [58, Eqs. (6.18)-(6.19)], there is an additional term with transposition.
Here the self-renormalisation e.g. in GiAiWGi is defined analogously to (7.59) with the
derivative acting on both Gi’s. For the second term in (7.92) we identify the leading order


























V̂1,i := 〈M z1,ziA1E AiE
′ +M z1,zi
A1EAti
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where |β̂1i∗ | ≳ |z1 − zi|2 from Lemma 7.6.1, and η1i∗ := min{η1, ηi}. By an explicit com-
putation similarly to [58, Eq. (6.23)] it follows that
V̂1,i = V (z1, zi, η1, ηi) + V (z1, zi, η1, ηi) (7.95)
with V being exactly as in the complex case, i.e. as in (7.34). For the error term in (7.93) we
claim that





The CLT for resolvents, as stated in (7.32) follows from inserting (7.92)–(7.96) into (7.90),
and iteration of (7.90) for the remaining product.
In order to conclude the proof of Proposition 7.3.3 it remains to prove (7.96). Introduce
the shorthand notationGi1i for generic finite sums of products ofGi, G1, Gi (orGī in place
of Gi) with arbitrary bounded deterministic matrices, e.g. GiE′G1A1EGiAi appearing in






The proof is similar to [58, Eq. (6.32)]. Therefore we focus on the differences. In the











where we combined two terms of typeG1iii into one since in our conventionG1iii is a short-
hand notation for generic sums of products. We now perform another cumulant expansion


























where the first line on the rhs. corresponds to the term where the remainingW acts onGi1i
within its own trace as in (7.98), and in the last line we used the scaling bound (7.82) for κ.
In order to estimate (7.98) we recall [58, Lemma 5.8].
Lemma ... Let w1, w2, . . . , z1, z2, . . . , denote arbitrary spectral parameters with ηi =
=wi > 0. Let Gj = Gzj (wj), then with Gj1...jk we denote generic products of resolvents
Gj1 , . . . , Gjk , or their adjoints/transpositions (in that order, eachGji appears exactly once) with
bounded deterministic matrices in between, e.g. G1i1 = A1G1A2GiA3G1A4.
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(i) For j1, . . . jk we have the isotropic bound

















Since only η1, ηi play a role within the proof of (7.96), we drop the indices from η1i∗ and











Similarly for the second term we use (7.91) and again (7.100b) to bound it by
1
n


























]∣∣∣∣∣ ≺ 1n2η21η2i η2∗ (7.103)
for any k ≥ 2. Indeed, for k ≥ 3 the claim (7.103) follows trivially from (7.100a) and the ob-
servation that the bound (7.100a) remains invariant under the action of derivatives. Indeed,
differentiating a term like (Gi1i)ab gives rise to the terms (Gi)aa(Gi1i)bb, (Gi1)ab(G1i)ab, . . .
for all of which (7.100a) gives the same estimate as for (Gi1i)ab since the presence of an ad-
ditional factor of G1 or Gi is compensated by the fact that the same type of G appears
two additional times as the first or last factor in some product. For the k = 2 case we
observe that by parity at least one factor will be off-diagonal in the sense that it has two
distinct summation indices from {a, b, c} giving rise to an additional factor of (nη∗)−1/2
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By combining (7.101)–(7.103) we obtain a bound of (nη1ηiη∗)−2 on the additional term (7.98).
The remaining terms can be estimated as in [58, Eq. (6.32)] and we conclude the proof
of (7.97) and thereby Proposition 7.3.3.





, c > 0,
(7.104)







thus β̂ = 1 − τ , β̂∗ = 1 − τ∗. We first check that (7.104) holds true ineffectively, i.e. with
c = 0. We claim that









holds for any square matrixA. Indeed, suppose thatAx = λx, ‖x‖ = 1 and (A+A∗)/2 ≤










= 〈x, Ax〉 + 〈Ax,x〉
2
−M = <λ−M,
from which (7.106) follows by choosingM to be the largest eigenvalue of (A+A∗)/2.
Since R is such that its entrywise real part is given by <R = (R+R∗)/2, from (7.106)












≤ (<u1u2)(<z1z2) + |=u1u2||=z1z2| + |<m1m2| (7.107c)
≤






)2 +√|m1m2|2 − [=m1m2]2
(7.107e)
≤ |z1z2u1u2| + |m1m2| (7.107f )
=
√
(|u1z1|2 + |m1|2)(|u2z2|2 + |m2|2) − (|u1z1m2| − |u2z2m1|)2 (7.107g)
≤
√
(|m1|2 + |z1u1|2)(|m2|2 + |z2u2|2) (7.107h)
≤ 1, (7.107i)
where in the last step we used (7.76).
We now assume that for some 0 ≤ ϵ  1 we have
max{<τ,<τ∗} ≥ 1 − ϵ2, (7.108)
277
7. FLUCTUATION AROUND THE CIRCULAR LAW FOR RANDOM MATRICES WITH REAL ENTRIES
i.e. that all inequalities in (7.107a)–(7.107i) are in fact equalities up to an ϵ2 error. The asser-
tion (7.104) is then equivalent to




|=w2| ≲ ϵ, (7.109)
the proof of which we present now.
The fact that (7.107h)–(7.107i) is ϵ2-saturated implies the saturation
|mi|2 + |ziui|2 = 1 + O(ϵ2), (7.110)
and, consequently,
|ui| ∼ 1. (7.111)
Indeed, suppose that |ui|  1, then on the one hand since ui = u2i |zi|2 − m2i , it follows
that |mi|  1, while on the other hand |1 − |mi|2|  1 from (7.110) which would be a
contradiction. From (7.75) it follows that
|mi|2 + |ui|2|zi|2 ≤ 1 − c=wi,
from which we conclude |=w1|+|=w2| ≲ ϵ2, i.e. the bound on the last two terms in (7.109).
The ϵ2-saturation of (7.107g)–(7.107h) implies that
O(ϵ) = |u1z1m2| − |u2z2m1| =
√
1 − |m1|2|m2| −
√
1 − |m2|2|m1| + O(ϵ2)
=
√
1 − |u1z1|2|u2z2| −
√
1 − |u2z2|2|u1z1| + O(ϵ2).
Thus it follows that
|m1| = |m2| + O(ϵ), |z1u1| = |z2u2| + O(ϵ). (7.112)
In the remainder of the proof we distinguish the cases
1. ϵ  |z1| and |m1| ∼ 1,
2. |z1| ≲ ϵ,
3. |m1| ≲
√
ϵ and |z1| ∼ 1,
4.
√
ϵ  |m1|  1 and |z1| ∼ 1,
where we note that this list is exhaustive since |z1|  1 implies |m1| ∼ 1 from (7.110).
In case 1 we have |z2| ∼ |z1| and |m1| ∼ |m2| ∼ 1 from (7.111)–(7.112). By the near-
saturation of (7.107e)–(7.107f) it follows that =m1m2 = O(ϵ) and therefore with (7.112)
that
m1 = ±m2 + O(ϵ), (7.113)

























∣∣∣∣ ≲ ϵ|z1| . (7.115)
Indeed, the first equality in (7.114) implies that at least one of the two factors is at most of size
ϵ/|z1|  1 in which case the second equality implies that the other factor satisfies the same
bound since |u1u2| ∼ 1. Thus there exists some c ∈ R, |c| ∼ 1 such that z2 = cz1 + O(ϵ)
and u2 = ±|c|−1u1 + O(ϵ/|z1|) since the two proportionality constants c and ±|c|−1 are
related by (7.112). On the other hand, from the MDE (7.26) we have that
u2 = u22|z2|2 −m22 = u12|z1|2 −m12 + O(ϵ) = u1 + O(ϵ) (7.116)
and thus |c| = 1 + O(ϵ/|z1|). Finally, since (7.107c)–(7.107d) is assumed to be saturated
up to an ϵ2-error, <u1u2 and <z1z2 have the same sign which, together with (7.116), fixes









+ O(ϵ) = ±w1 + O(ϵ) (7.117)
the claim (7.109) follows.
In case 2 the conclusion z2 = z1 + O(ϵ) follows trivially from (7.112) and (7.111). Next,
just as in case 1, we conclude (7.113) and therefore from (7.26) that
u2 = u22|z2|2 −m22 = −m12 + O(ϵ) = u1 + O(ϵ),
and thus (7.109) follows just as in (7.117).
Finally, we consider the case |mi|  1, i.e. 3 and 4. If |mi|  1, then from (7.110),
|1−|ziui|2|  1, and therefore from (7.26), |1−|ui||  1 and consequently |1−ui|zi|2| =
|m2i /ui|  1 and |1 −ui| + |1 − |zi|2|  1. If |m1| ≲
√
ϵ, then it follows from (7.112) that
also |m2| ≲
√









where the sign choice is fixed due to |1 − ui|  1.
In case 3 from |mi| ≲
√
ϵ it follows that ui = |zi|−2 + O(ϵ), and thus with (7.107e)–




|=u1u2| + O(ϵ) = O(ϵ), |=u1u2| = O(ϵ). (7.119)
Together with (7.112) and the saturation of (7.107c)–(7.107d), we obtain z1 = z2 + O(ϵ)
and u1 = u2 + O(ϵ) by the same argument as after (7.115). Equation (7.26) implies that
m2 = ±m1 + O(ϵ) and we are able to conclude (7.109) just as in (7.117).









and therefore, together with (7.112) we conclude that (7.113) also holds in this case. Now we
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Together with the fact that |=u1u2||=z1z2| ≲ |mi|2 ∼ |<m1m2| from (7.113), (7.118),
this implies |=u1u2||=z1z2| ≲ ϵ2. Finally, the ϵ2-saturation of (7.107e)–(7.107f) shows
that (7.114) (with |z1| ∼ |z2| ∼ 1) also holds in case 4 and we are able to conclude (7.109)
just like in case 1.
. Asymptotic independence of resolvents: Proof of
Proposition ..
For any fixed z ∈ C let Hz be defined in (7.25). Recall that we denote the eigenvalues of
Hz by {λz±i}i∈[n], with λz−i = −λzi , and by {wz±i}i∈[n] their corresponding orthonormal
eigenvectors. As a consequence of the symmetry of the spectrum ofHz with respect to zero,
its eigenvectors are of the form wz±i = (uzi ,±vzi ), for any i ∈ [n]. The eigenvectors of Hz
are not well defined ifHz has multiple eigenvalues. This minor inconvenience can be easily
solved by a tiny Gaussian regularization (see (7.136) and Remark 7.7.5 later).
Convention ... We omitted the index i = 0 in the definition of the eigenvalues ofHz . In the










and we use |i| ≤ A, for some A > 0, to denote 0 < |i| ≤ A, etc.
The main result of this section is the proof of Proposition 7.3.4 which follows by Propo-
sition 7.7.2 and the local law in Theorem 7.3.1.
Proposition .. (Asymptotic independence of small eigenvalues of Hzl). Fix p ∈ N, and
let {λzl±i}ni=1 be the eigenvalues of Hzl , with l ∈ [p]. For any ωd, ωh, ωf > 0 sufficiently
small constants such that ωh  ωf  ωd  1, there exist constants ω, ω̂, δ0, δ1 > 0, with
ωh  δm  ω̂  ω  ωf , for m = 0, 1, such that for any fixed z1, . . . , zp ∈ C so that



















































for any ξ > 0, where η1, . . . , ηp ∈ [n−1−δ0 , n−1+δ1 ] and the implicit constant in O(·) may
depend on p.
Proof of Proposition ... Let ρzl be the self consistent density of states of Hzl , and define






ρzl(x) dx, i ∈ [n],
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and γzl−i = −γ
zl
i for i ∈ [n]. Then, using the local law in Theorem 7.3.1, by standard appli-
cation of Helffer-Sjöstrand formula (see e.g. [81, Lemma 7.1, Theorem 7.6] or [93, Section






, |i| ≤ n1−10ωh , (7.121)
with very high probability, uniformly in |zl| ≤ 1 − n−ωh . Then Proposition 7.3.4 follows
by Proposition 7.7.2 and (7.121) exactly as in [58, Section 7.1]. We remark that in the current
case we additionally require that |zl − zm|, |zl − zl| ≳ n−ωd compared to [58, Proposition
7.2], but this does not cause any change in the proof in [58, Section 7.1].
Section 7.7 is divided as follows: in Section 7.7.1 we state the main technical results
needed to prove Proposition 7.7.2 and conclude its proof. In Section 7.7.2 we prove Theo-
rem 7.2.7, which will follow by the results stated in Section 7.7.1. In Section 7.7.3 we estimate
the overlaps of eigenvectors, corresponding to small indices, ofHzl ,Hzm for l 6= m; this is
the main input to prove the asymptotic independence in Proposition 7.7.2. In Section 7.7.4
and Section 7.7.6 we prove several technical results stated in Section 7.7.1. In Section 7.7.5
we present Proposition 7.7.16 which is a modification of the path-wise coupling of DBMs
close to zero from [58, Proposition 7.14] to the case when the driving martingales in the
DBM have a small correlation. This is needed to deal with the (small) correlation of λzl ,
the eigenvalues of Hzl , for different l’s.
.. Overview of the proof of Proposition ..
The main result of this section is the proof Proposition 7.7.2, which is essentially about
the asymptotic independence of the eigenvalues λzli , λ
zm
j , for l 6= m and small indices i
and j. We do not prove this feature directly, instead we will compare λzli , λ
zm
j with similar
eigenvalues µ(l)i , µ
(m)
j coming from independent Ginibre matrices, for which independence
is straightforward by construction. The comparison is done by exploiting the strong local
equilibration of the Dyson Brownian motion (DBM) in several steps. For convenience, we
record the sequence of approximations in Figure 7.1. We remark that z1, . . . , zp are fixed as
in Proposition 7.7.2 throughout this section.
First, via a standard Green’s function comparison argument (GFT) in Lemma 7.7.3 we
prove that we may replace X by an i.i.d. matrix with a small Gaussian component. In the
next step we make use of this Gaussian component and interpret the eigenvalues λz ofHz
as the short-time evolution λz(t) of the eigenvalues of an auxiliary matrix Hzt according
to the Dyson Brownian motion. Proposition 7.7.2 is thus reduced to proving asymptotic
independence of the flows λzl(t) for different l ∈ [p] after a short time t = tf , a bit bigger
than n−1. The corresponding DBM describing the eigenvalues of Hzt (see (7.133) later)
differs from the standard DBM in two related aspects: (i) the driving martingales are weakly
correlated, (ii) the interaction term has a coefficient slightly deviating from one. Note that
the stochastic driving terms bi in (7.133) are martingales but not Brownian motions (see
Appendix 7.B for more details). Both effects come from the small but non-trivial overlap of
the eigenvectors wzli with w
zl
j . They also influence the well-posedness of the DBM, so an
extra care is necessary. We therefore define two comparison processes. First we regularise
the DBM by (i) setting the coefficient of the interaction equal to one, (ii) slightly reducing
the diffusion term, and (iii) cutting off the possible large values of the correlation. The
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resulting process, denoted by λ̊(t) (see (7.141) later), will be called the regularised DBM.
Second, we artificially remove the correlation in the driving martingales for large indices.
This partially correlated DBM, defined in (7.146) below, will be denoted by λ̃(t). We will
show that in both steps the error is much smaller than the relevant scale 1/n. After these
preparations, we can directly compare the partially correlated DBM λ̃(t) with its Ginibre
counterpart µ̃(t) (see (7.148) later) since their distribution is the same. Finally, we remove
the partial correlation in the process µ̃(t) by comparing it with a purely independentGinibre





Prop. 7.7.7 Lemma 7.7.8
equal in dist.
Lemma 7.7.9
FIGURE 7.1: Proof overview for Proposition 7.7.2: The collections of eigenvalues λzl of Hzl
for different l’s are approximated by several stochastic processes. The processes µ = µ(l)
are independent for different l’s by definition.
Now we define these processes precisely. From now on we assume that p = 2 in Propo-
sition 7.7.2 to make our presentation clearer. The case p ≥ 3 is completely analogous. Con-













with some small exponent ωf > 0 given as in Proposition 7.7.2, in order to add a small
Gaussian component to X . Here B̂t in (7.122) is a standard matrix valued real Brownian
motion, i.e. B̂ab, a, b ∈ [n] are i.i.d. standard real Brownian motions, independent of X̂0.
Then we can construct an i.i.d. matrix Xq tf such that
X̂tf
d= Xq tf +
√
ctfU, (7.124)
for some explicit constant c > 0 very close to 1, and U is a real Ginibre matrix independent
ofXq tf . Using a simple Green’s function comparison argument (GFT), by [58, Lemma 7.5],
we conclude the following lemma.
Lemma ... The eigenvalues ofHzl and the eigenvalues of Ĥzltf , with tf = n
−1+ωf obtained


































where ηl ∈ [n−1−δ0 , n−1+δ1 ].
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, X0 = Xq tf , (7.126)
and denote by Hzt the Hermitisation of Xt − z. Here Bt is a real standard matrix valued
Brownian motion independent of X0 and B̂t. Note that by construction Xctf is such that
Xctf
d= X̂tf . (7.127)




∣∣ i ∈ [n]}, {wz±i(t) ∣∣ i ∈ [n]} = {(uzi (t),±vzi (t)) | i ∈ [n]},
and the resolvent by Gzt (w) := (Hzt − w)−1 for w ∈ H. For any w = (u,v), with
u,v ∈ Cn define the projections P1, P2 : C2n → Cn by
P1w = u, P2w = v, (7.128)





ij (t) := 4<[〈P1w
z′
j (t), P1wzi (t)〉〈P2wzi (t), P2wz
′
j (t)〉], |i|, |j| ≤ n.
(7.129)
Note that by the spectral symmetry of Hzt it holds






ij | ≤ 1, (7.130)
for any |i|, |j| ≤ n. The coefficients Θz,z
′
ij (t) are small with high probability due to the
following lemma whose proof is postponed to Section 7.7.3.
Lemma .. (Eigenvectors overlaps are small). For any sufficiently small constants ωh, ωd >






∣∣∣Θz,z′ij (t)∣∣∣ ≤ n−ωE , (7.131)
with very high probability for any fixed T ≥ 0.
Most of the DBM analysis is performed for a fixed z ∈ {z1, z2}, with z1, z2 as in




for any |i|, |j| ≤ n. In particular, note Θz,zij = Θ
z,z
ij and so that by (7.130) it follows that
Λzij(t) = Λzji(t).
By the derivation of the DBM in Appendix 7.B, using the fact that wz = wz , for z = zl









λzi (t) − λzj (t)
dt, λzi (0) = λzi , |i| ≤ n, (7.133)
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on the eigenvalues {λzi (t)}|i|≤n ofHzt . Here {λzi }|i|≤n are the eigenvalues of the initial ma-
trixHz . The martingales {bzi }i∈[n], with bzi (0) = 0, and Λzij(t), the overlap of eigenvectors






whereBs is defined in (7.126). Themartingale differentials in (7.133) are such that (see (7.254),
(7.255))
dbzi := dBzii + dBzii, with dB
z




∣∣∣ Fb,t] = δij + Λzij(t)2 dt, i, j ∈ [n], (7.135)
and dbz−i = − dbzi for i ∈ [n]. Here we used the notation Ωb for the probability space to
emphasize that is the space where the martingales bz are defined, since in Section 7.7.1.2 we
will introduce another probability space which we will denote by Ωβ .
In the remainder of this section we will apply Lemma 7.7.4 for z = z1, z′ = z2 and
z = z1, z′ = z2 and z = zl, z′ = zl, for l ∈ [2], with z1, z2 fixed as in Proposition 7.7.2. We












eigenvalues. This minor inconvenience can easily be resolved by a tiny regularization as
in [55, Lemma 6.2] (which is the singular values counterpart of [53, Proposition 2.3]). Using
this result, we may, without loss of generality, assume that the eigenvalues ofHzlt are almost




0 X − zl + e−nQ
X∗ − zl + e−nQ∗ 0
)
, (7.136)
withQ being a complex n×nGinibre matrix independent ofX , i.e. we may regularizeX by
adding an exponentially small Gaussian component. Then, by [55, Lemma 6.2], Hzlt,reg, the
evolution ofHzl0,reg along the flow (7.126), does not have multiple eigenvalues almost surely;
additionally, the eigenvalues ofHzl0,reg and the ones ofH
zl
0 are exponentially close. Hence, by





are well-defined for almost all t ≥ 0; we set them equal to zero whenever they are not well
defined.
Remark ... The perturbation of X in (7.136) is exponentially small, hence does not change
anything in the proof of the local laws inTheorem .. andTheorem .. or in the Green’s function
comparison (GFT) argument in Lemma .., since these proofs deal with scales much bigger than
e−n. This implies that any local law or GFT result which holds forHzlt then holds true forH
zl
t,reg
as well. Hence, in the remainder of this section we assume that [, Lemma .] holds true forHzlt
(the unperturbed matrix).
The process (7.133) is well-defined in the sense of Proposition 7.7.6, whose proof is post-
poned to Section 7.7.6.
Proposition .. (The DBM in (7.133) is well-posed). Fix z ∈ {z1, z2}, and letHzt be defined
by the flow (7.126). Then the eigenvalues λ(t) of Hzt are the unique strong solution to (7.133) on
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[0, T ], for any T > 0, such that λ(t) is adapted to the filtration (Fb,t)0≤t≤T , λ(t) is γ-Hölder
continuous for any γ ∈ (0, 1/2), and
P
(
λ−n(t) < · · · < λ−1(t) < 0 < λ1(t) < · · · < λn(t), for almost all t ∈ [0, T ]
)
= 1.
In order to prove that the term Λzij in (7.133) is irrelevant, we will couple the driving
martingales in (7.133) with the ones of a DBM that does not have the additional term Λzij
(see (7.141) below). For this purpose we have to consider the correlation of {bz1i }|i|≤n,
{bz2i }|i|≤n for two different z1, z2 ∈ C as in Proposition 7.7.2. In the following we will
focus only on the driving martingales with positive indices, since the ones with negative in-
dices are defined by symmetry. The martingales bzl = {bzli }i∈[n], with l = 1, 2, are defined
on a common probability space equipped with the filtration (Fb,t)0≤t≤T from (7.134).
We consider bz1 , bz2 jointly as a 2n-dimensional martingale (bz1 , bz2). Define the
naturally reordered indices
i = (l − 1)n+ i, j = (m− 1)n+ j,
with l,m ∈ [2], i, j ∈ [n], and i, j ∈ [2n]. Then the correlation between bz1 , bz2 is given by





∣∣∣ Fb,t] = Θzl,zmij (t) + Θzl,zmij (t)2 dt i, j ∈ [2n]. (7.137)
Note that C(t) is a positive semi-definite matrix. In particular, taking also negative indices




∣∣∣ Fb,t] = δi,j − δi,−j + Λzij(t)2 dt, |i|, |j| ≤ n. (7.138)
... Comparison ofλwith the regularised process λ̊
By Lemma 7.7.4 the overlaps Θz,z
′
ij are typically small for any z, z′ ∈ C such that |z|, |z′| ≤
1−n−ωh and |z−z′| ≥ n−ωd . We now define their cut-off versions (see (7.140) below). We
only consider positive indices, since negative indices are defined by symmetry. Throughout
this section we use the convention that regularised objects will be denoted by circles. Let
zl, with l ∈ [2] be fixed throughout Section 7.7 as in Proposition 7.7.2. Define the 2n× 2n
matrix C̊(t) by
C̊ ij(t) :=




i, j ∈ [n], i, j ∈ [2n], (7.139)
where Θ̊zl,zlij = δij for i, j ∈ [n], and
Θ̊z1,z2ij (t) : = Θ
z1,z2




, Θ̊zl,zmij (t) := Θ
zl,zm





A(t) = Az1,z2(t) := max
|i|,|j|≤n
|Λz1ij (t)| + |Λ
z2
ij (t)| + |Θ
z1,z2




for any l,m ∈ [2], recalling that Λzlij = Θ
zl,zl
ij . Note that by Lemma 7.7.4 it follows that
C̊(t) = C(t) on a set of very high probability, and C̊(t) = 12I , with I the 2n× 2n identity
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matrix, on the complement of this set, for any t ∈ [0, T ]. In particular, C̊(t) is positive
semi-definite for any t ∈ [0, T ], since C(t), defined as a covariance in (7.137), is positive
semi-definite. The purpose of the cut-off in (7.139) it is to ensure the well-posedness of the
process (7.141) below.
We compare the processes λzl(t) in (7.133) with the regularised processes λ̊zl(t) defined,
for z = zl, by
dλ̊zi =
db̊zi√











dt, λ̊zi (0) = λzi (0), |i| ≤ n, (7.141)
with ωr > 0 such that ωf  ωr  ωE . We organise the martingales bz1 , bz2 with positive
indices into a single 2n-dimensional vector b = (bz1 , bz2) with a correlation structure given
by (7.137). Then by Doob’s martingale representation theorem [120, Theorem 18.12] there
exists a standard Brownian motion w = (w(1),w(2)) ∈ R2n realized on an extension





C(t) thematrix square root ofC(t). Moreover,w(t) andC(t) are adapted to the filtration
F̃b,t. Then the martingales b̊
zl = {b̊zli }i∈[n], with l ∈ [2], are defined by b̊














C̊(t) denotes the matrix square root of the positive semi-definite matrix C̊(t). For
negative indices we define b̊−i = −b̊i, with i ∈ [n]. The purpose of the additional factor 1+
n−ωr in (7.141) is to ensure the well-posedness of the process, since b̊z is a small deformation
of a family of i.i.d. Brownian motions with variance 1/2, and the well-posedness of (7.141)
is already critical for those Brownian motions (it corresponds to the GOE case, i.e. β = 1).
The well-posedness of the process (7.141) is proven in Appendix 7.A. The main result of this
section is the following proposition, whose proof is deferred to Section 7.7.4.
Proposition .. (The regularised process λ̊ is close to λ). For any sufficiently small ωd, ωh,
ωf > 0 such that ωh  ωf  1 there exist small constants ω̂, ω > 0 such that ωh  ω̂ 
ω  ωf , and that for |zl − zl|, |zl − zm|, |zl − zm| ≥ n−ωd , |zl| ≤ 1 − n−ωh , with l 6= m,
it holds
|λzli (ctf ) − λ̊
zl
i (ctf )| ≤ n−1−ω, |i| ≤ nω̂,
with very high probability, where tf = n−1+ωf and c > 0 is defined in (7.124).
... Definition of the partially correlated processes λ̃, µ̃
The construction of the partially correlated processes for λ̊zl(t) is exactly the same as in the
complex case [58, Section 7.2]; we present it here as well for completeness. We want to
compare the correlated processes λ̊zl(t), with l = 1, 2, defined on a probability space Ω̃b
equipped with a filtration F̃b,t with carefully constructed independent processes µ(l)(t),
l = 1, 2 on a different probability space Ωβ equipped with a filtration Fβ,t, which is defined












i (t) − µ
(l)
j (t)
dt, µ(l)i (0) = µ
(l)
i , |i| ≤ n, (7.143)
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with µ(l)i the singular values, taken with positive and negative sign, of independent complex
Ginibre matrices X(l), and β(l) = {β(l)i }i∈[n] being independent vectors of i.i.d. standard
real Brownian motions, and β(l)−i = −β
(l)





σ(X(l), (β(l)s )0≤s≤t, (ζ̃(l)s )0≤s≤t; l ∈ [2])
)
0≤t≤T , (7.144)
with ζ̃(l) standard real i.i.d. Brownian motions, independent of β(l), which will be used
later in the definition of the processes in (7.148).
The comparison of λ̊zl(t) and µ(l)(t) is done via two intermediate partially correlated
processes λ̃(l)(t), µ̃(l)(t) so that for a time t ≥ 0 large enough λ̃(l)i (t), µ̃
(l)
i (t) for small indices
i will be close to λ̊zli (t) and µ
(l)
i (t), respectively, with very high probability. Additionally,










for any T > 0.
















n(1 + n−ωr )
)−1/2 db̊zli , |i| ≤ nωA
(2n)−1/2 db̃(l)i , nωA < |i| ≤ n,
(7.146)
with initial data λ̃(l)(0) being the singular values, taken with positive and negative sign, of
independent complex Ginibre matrices Ỹ (l) independent of λzl(0). Here db̊zli is the mar-
tingale differential from (7.141) which is used for small indices in (7.146). For large indices
we define the driving martingales to be an independent collection {{b̃(l)i }ni=nωA +1 | l ∈ [2]}
of two vector-valued i.i.d. standard real Brownian motions which are also independent of




i for i ∈ [n]. The martingales b̊
zl , with l ∈ [2],
and {{b̃(l)i }ni=nωA +1 | l ∈ [2]} are defined on a common probability space that we continue





σ(X0, Ỹ (l), (Bs)0≤s≤t, (b̃(l))0≤s≤t; l ∈ [2])
)
0≤t≤T .
The well-posedness of (7.146), and of (7.148) below, readily follows by exactly the same ar-
guments as in Appendix 7.A.
Notice that λ̊(t) and λ̃(t) differ in two aspects: the driving martingales with large in-
dices for λ̃(t) are set to be independent, and the initial conditions are different. Lemma 7.7.8
below states that these differences are negligible for our purposes (i.e. after time ct1 the two
processes at small indices are closer than the rigidity scale 1/n). Its proof is postponed to
Section 7.7.5.1. Let ρsc(E) = 12π
√
4 − E2 denote the semicircle density.
Lemma .. (The partially correlated process λ̃ is close to λ̊). Let λ̊zl(t), λ̃(l)(t), with
l ∈ [2], be the processes defined in (7.141) and (7.146), respectively. For any sufficiently small
ωh, ωf > 0 such that ωh  ωf  1 there exist constants ω, ω̂ > 0 such that ωh  ω̂  ω 
ωf , and that for |zl| ≤ 1 − n−ωh it holds
|ρzl(0)λ̊zli (ctf ) − ρsc(0)λ̃
(l)
i (ctf )| ≤ n
−1−ω, |i| ≤ nω̂, (7.147)
with very high probability, where tf := n−1+ωf and c > 0 is defined in (7.124).
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n(1 + n−ωr )
)−1/2 dζ̊zli , |i| ≤ nωA ,
(2n)−1/2 dζ̃(l)i , nωA < |i| ≤ n,
(7.148)
with initial data µ̃(l)(0) = µ(l). We now explain how to construct the driving martingales
in (7.148) so that (7.145) is satisfied. For this purpose we closely follow [58, Eqs. (7.22)-(7.29)].
We only consider positive indices, since the negative indices are defined by symmetry. De-
fine the 2nωA-dimensional martingale b̊ := {{b̊zli }i∈[nωA ]|l ∈ [2]}. Throughout this section
underlined vectors or matrices denote their restriction to the first i ∈ [nωA ] indices within
each l-group, i.e.
v ∈ C2n =⇒ v ∈ C2nωA , with vi :=
{
vi if i ∈ [nωA ]
vi+nωA if i ∈ n+ [nωA ].
Then we define C̊(t) as the 2nωA × 2nωA positive semi-definite matrix which consists of
the four blocks corresponding to index pairs {(i, j) ∈ [nωA ]2} of the matrix C̊(t) defined
in (7.139). Similarly to (7.142), by Doob’s martingale representation theorem, we obtain db̊ =
(C̊)1/2 dθ with θ(t) := {{θ(l)i (t)}i∈[nωA ] | l ∈ [2]} a family of i.i.d. standard real Brownian
motions. We define an independent copy C̊#(s) of C̊(s) and β := {{β(l)i }i∈[nωA ] | l ∈ [2]}
such that (C̊#(t),β(t)) has the same joint distribution as (C̊(t),θ(t)). We then define the







and extend this to negative indices by ζzl−i = −ζ
zl
i for i ∈ [nωA ]. For indices nωA < |i| ≤ n,
instead, we choose {ζ̃(l)±i}ni=nωA +1 to be independent families (independent of each other
for different l’s, and also independent of β) of i.i.d. Brownian motions defined on the same
probability space Ωβ . Note that (7.145) follows by the construction in (7.149).
Similarly to Lemma 7.7.8 we also have that µ(t) and µ̃(t) are close thanks to the carefully
designed relation between their driving Brownian motions. The proof of this lemma is
postponed to Section 7.7.5.1.
Lemma .. (The partially correlated process µ̃ is close to µ). For any sufficiently small
ωd, ωh, ωf > 0, there exist constants ω, ω̂ > 0 such that ωh  ω̂  ω  ωf , and that for
|zl − zm|, |zl − zm|, |zl − zl| ≥ n−ωd , |zl| ≤ 1 − n−ωh , with l,m ∈ [2], l 6= m, it holds∣∣∣µ(l)i (ctf ) − µ̃(l)i (ctf )∣∣∣ ≤ n−1−ω, |i| ≤ nω̂, l ∈ [2], (7.150)
with very high probability, where tf = n−1+ωf and c > 0 is defined in (7.124).
... Proof of Proposition ..
In this section we conclude the proof of Proposition 7.7.2 using the comparison processes
defined in Section 7.7.1.1 and Section 7.7.1.2. We recall that p = 2 for simplicity. More
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precisely, we use that the processes λzl(t), λ̊zl(t) and λ̊zl(t), λ̃(l)(t) and µ̃(l)(t), µ(l)(t)
are close path-wise at time t1, as stated in Proposition 7.7.7, Lemma 7.7.8, and Lemma 7.7.9,
respectively, choosingω, ω̂ as theminimumof the ones in the statements of this three results.
In particular, by these results and Lemma 7.7.3 we readily conclude the following lemma,
whose proof is postponed to the end of this section.
Lemma ... Let λzl be the eigenvalues ofHzl , and let µ(l)(t) be the solution of (7.143). Let
ω, ω̂, ωh > 0 given as above, and define νzl := ρsc(0)/ρzl(0), then for any small ωf > 0 such


















































We remark that Ψ in (7.152) denotes a different error term compared with the error terms
in (7.33) and (7.87).
By the definition of the processes µ(l)(t) in (7.143) it follows that µ(l)(t), µ(m)(t) are











































Finally, combining (7.151)–(7.154) we conclude the proof of Proposition 7.7.2.
We remark that in order to prove (7.154) it would not be necessary to introduce the ad-
ditional comparison processes λ̃(l) and µ̃(l) of Section 7.7.1.2, since in (7.154) the product is
outside the expectation, so one can compare the expectations one by one; the correlation
between these processes for different l’s plays no role. Hence, already the usual coupling
(see e.g. [42, 54, 129]) between the processes λzl(t), µ(l)(t) defined in (7.133) and (7.143),
respectively, would be sufficient to prove (7.154). On the other hand, the comparison pro-
cesses λ̊zl(t) are anyway needed in order to remove the coefficients Λij (which are small
with very high probability) from the interaction term in (7.133).
We conclude this section with the proof of Lemma 7.7.10.
Proof of Lemma ... In the following, to simplify notations, we assume that the scaling
factors νzl are equal to one. First of all, we notice that the summation over the indices
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nω̂ < |i| ≤ n in (7.125) can be removed, using the eigenvalue rigidity (7.121) similarly to [58,


























The error term is negligible by choosing δ0, δ1 to be such that ωh  δm  ω̂, form = 0, 1.



































We remark that the rigidity for λzlil (ctf ) is obtained by Theorem 7.3.1 exactly as in (7.121).
Next, by the same computations as in [58, Lemma 7.8] by writing the difference of l.h.s.
and r.h.s. of (7.157) as a telescopic sum and then using the very high probability bound from


























































































Combining (7.156)–(7.160), we conclude the proof of (7.151).
Finally, we conclude Section 7.7.1 by listing the scales needed in the entire Section 7.7
and explain the dependences among them.
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... Relations among the scales in the proof of Proposition ..
Throughout Section 7.7 various scales are characterized by exponents of n, denoted by ω’s,
that we will also refer to scales for simplicity.
All the scales in the proof of Proposition 7.7.2 depend on the exponents ωd, ωh, ωf  1.
We recall that ωd, ωh are the exponents such that Lemma 7.7.4 on eigenvector overlaps holds
under the assumption |zl − zm|, |zl − zm|, |zl − zl| ≥ n−ωd , and |zl| ≤ 1 − n−ωh . The
exponent ωf determines the time tf = n−1+ωf to run the DBM so that it reaches its local
equilibrium and thus to prove the asymptotic independence of λzli (ctf ) and λ
zm
j (ctf ), with
c > 0 defined in (7.124), for small indices i, j and l 6= m.
The most important scales in the proof of Proposition 7.7.2 are ω, ω̂, δ0, δ1, ωE . The
scale ωE is determined in Lemma 7.7.4 and it controls the correlations among the driving
martingales originating from the eigenvector overlaps in (7.130)–(7.132). The scale ω gives
the n−1−ω precision of the coupling between various processes while ω̂ determines the range
of indices |i| ≤ nω̂ for which this coupling is effective. These scales are chosen much bigger
than ωh and they are determined in Proposition 7.7.7, Lemma 7.7.8 and Lemma 7.7.9, that
describe these couplings. Each of these results gives an upper bound on the scales ω, ω̂, at
the end we will choose the smallest of them. Finally, δ0, δ1 describe the scale of the range
of the η’s in Proposition 7.7.2. These two scales are determined in Lemma 7.7.10, given ω, ω̂
from the previous step. Putting all these steps together, we constructed ω, ω̂, δ0, δ1 claimed
in Proposition 7.7.2 and hence also in Proposition 7.3.4. These scales are related as
ωh  δm  ω̂  ω  ωf  ωE  1, ωE = 4ωd, (7.161)
form = 0, 1.
Along the proof of Proposition 7.7.2 four auxiliary scales, ωL, ωA, ωr, ωc, are also intro-
duced. The scale ωL describes the range of interaction in the short range approximation
processes x̂zl(t, α) (see (7.179) later), while ωA is the scale for which we can (partially) cou-
ple the driving martingales of the regularized processes λ̊zl(t) with the driving Brownian
motions of Ginibre processes µ(l)(t). The scale ωc is a cut-off in the energy estimate in
Lemma 7.7.13, see (7.187). Finally, ωr reduces the variance of the driving martingales by
a factor (1 + n−ωr )−1 to ensure the well-posedness of the processes λ̊zl(t), λ̃(l)(t), µ̃(l),
xzl(t, α) defined in (7.141), (7.146), (7.148), and (7.167), respectively. These scales are inserted
in the chain (7.161) as follows
ωh  ωA  ωf  ωL  ωc  ωr  ωE . (7.162)
Note that there are no relations required among ωA and ω, ω̂, δm.
.. Universality and independence of the singular values ofX − z1, X − z2
close to zero: Proof ofTheorems .. and ..
In the following we present only the proof of Theorem 7.2.9, since the proof of Theorem 7.2.7
proceeds exactly in the same way. Universality of the joint distribution of the singular values
ofX − z1 andX − z2 follows by universality for the joint distribution of the eigenvalues of
Hz1 andHz2 , which is defined in (7.2), since the eigenvalues ofHzl are exactly the singular
values of X − zl taken with positive and negative sign. From now on we only consider
the eigenvalues of Hzl , with zl ∈ C such that |=zl| ∼ 1, |z1 − z2|, |z1 − z2| ∼ 1, and
|zl| ≤ 1 − ϵ for some small fixed ϵ > 0.
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For l ∈ [2], denote by {λzli }|i|≤n the eigenvalues of Hzl and by {λ
zl
i (t)}|i|≤n their
evolution under the DBM flow (7.133). Define {µ(l)i (t)}|i|≤n, for l ∈ [2], to be the so-
lution of (7.143) with initial data {µ(l)i }|i|≤n, which are the eigenvalues of independent
complex Ginibre matrices X̃(1), X̃(2). Then, defining the comparison processes λ̊zl(t),
λ̃(l)(t), µ̃(l)(t) as in Sections 7.7.1.1–7.7.1.2, and combining Proposition 7.7.7, Lemma 7.7.8,
and Lemma 7.7.9, we conclude that for any sufficiently small ωf > 0 there exist ω, ω̂ > 0
such that ω̂  ω  ωf , and that
|ρzl(0)λzli (ctf ) − ρsc(0)µ
(l)
i (ctf )| ≤ n
−1−ω, |i| ≤ nω̂, (7.163)
with very high probability, with c > 0 defined in (7.124).
Then, by a simple Green’s function comparison argument (GFT) as in Lemma 7.7.3,
using (7.163), by exactly the same computations as in the proof of [57, Proposition 3.1 in
Section 7] adapted to the bulk scaling, i.e. changing br,t1 → 0 and N3/4 → 2n, using the
notation therein, we conclude Theorem 7.2.9.
.. Bound on the eigenvector overlaps
In this section we prove the bound on the eigenvector overlaps, as stated in Lemma 7.7.4.
For any T > 0, and any t ∈ [0, T ], denote by ρzt the self consistent density of states (scDOS)






ρzt (x) dx, i ∈ [n], (7.164)
and γz−i(t) = −γzi (t) for i ∈ [n]. Similarly to (7.121), as a consequence of Theorem 7.3.1 and
the fact that the eigenvalues of Hzlt are γ-Hölder continuous in time for any γ ∈ (0, 1/2)








n2/3(n+ 1 − i)1/3
, i ∈ [n], (7.165)
with very high probability, uniformly in |zl| ≤ 1 − n−ωh . A bound similar to (7.165) holds
for negative indices as well. We remark that the Hölder continuity of the eigenvalues of
Hzlt is used to prove (7.165) uniformly in time, using a standard grid argument.
The main input to prove Lemma 7.7.4 is Theorem 7.3.5 combined with Lemma 7.6.1.
Proof of Lemma ... Recall thatP1wzi = uzi andP2wzi = sign(i)vzi , for |i| ≤ n, by (7.128).
In the following we consider z, z′ ∈ C such that |z|, |z′| ≤ 1 − n−ωh , |z − z′| ≥ n−ωd , for
some sufficiently small ωh, ωd > 0.
Eigenvector overlaps can be estimated by traces of products of resolvents. More pre-
cisely, for any η ≥ n−2/3+ϵ∗ , for some small fixed ϵ∗ > 0, and any |i0|, |j0| ≤ n, using the
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withE1, E2 defined in (7.63). By Theorem 7.3.5, combined with Lemma 7.6.1, choosing η =
n−12/23, say, the error term in the r.h.s. of (7.41) is bounded by n−1/23n2ωd+100ωh , hence
we conclude the bound in (7.131) for any fixed time t ∈ [0, T ], choosing ωE = −(2ωd +
100ωh − 1/23), for any ωh  ωd ≤ 1/100.
Moreover, the bound (7.131) holds uniformly in time by a union bound, using a standard





s ‖ ≲ n3
(







for any s, t ∈ [0, T ], where the spectral parameters in the resolvents have imaginary parts
at least η > 1/n. This concludes the proof of Lemma 7.7.4.
.. Proof of Proposition ..
Throughout this section we use the notation z = zl, with l ∈ [2], with z1, z2 fixed as in
Proposition Proposition 7.7.7.
Remark ... In the remainder of this section we assume that |z| ≤ 1 − ϵ, with some positive
ϵ > 0 instead ofn−ωh , in order to make our presentation clearer. Onemay follow the ϵ-dependence
throughout the proofs and find that all the estimates deteriorate with some fixed ϵ−1 power, say
ϵ−100. Thus, when |z| ≤ 1 − n−ωh is assumed, we get an additional factor n100ωh but this does
not play any role since ωh is the smallest exponent (e.g. see Proposition ..) in the analysis of the
processes (7.133), (7.141).
The proof of Proposition 7.7.7 consists of several parts that we first sketch. The process
λ̊
z(t) differs from λz(t) in three aspects: (i) the coefficients Λzij(t) in the SDE (7.133) for
λz(t) are removed; (ii) large values of the correlation of the driving martingales is cut off,
and (iii) the martingale term is slightly reduced by a factor (1 + nωr )−1/2. We deal with
these differences in two steps. The substantial step is the first one, from Section 7.7.4.1 to
Section 7.7.4.4, where we handle (i) by interpolation, using short range approximation and
energy method. This is followed by a more technical second step in Section 7.7.4.5, where
we handle (ii) and (iii) using a stopping time controlled by a well chosen Lyapunov function
to show that the correlation typically remains below the cut-off level.
A similar analysis has been done in [53, Section 4] (which has been used in the singular
value setup in [55, Eq. (3.13)]) but ourmore complicated setting requiresmajormodifications.
In particular, (7.133) has to be compared to [53, Eq. (4.1)] with dMi = 0, Zi = 0, and
identifying Λzij with γij , using the notations therein. One major difference is that we now
have a much weaker estimate |Λzij | ≤ n−ωE than the bound |γij | ≤ n−1+a, for some small
fixed a > 0, used in [53]. We therefore need to introduce an additional cut-off function χ
in the energy estimate in Section 7.7.4.4.
... Interpolation process
In order to compare the processes λz and λ̊z from (7.133) and (7.141) we start with defining
an interpolation process, for any α ∈ [0, 1], as
dxzi (t, α) =
db̊zi√








xzi (t, α) − xzj (t, α)
dt, xzi (0, α) = λzi (0),
(7.167)
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for any |i| ≤ n. We recall that ωf  ωr  ωE . We use the notation xzi (t, α) instead
of zi(t, α) as in [53, Eq. (4.12)] to stress the dependence of xzi (t, α) on z ∈ C. The well-
posedness of the process (7.167) is proven in Appendix 7.A for any fixed α ∈ [0, 1]. In par-
ticular, the particles keep their order xzi (t, α) < xzi+1(t, α). Additionally, by Lemma 7.A.2
it follows that the differentiation with respect to α of the process xz(t, α) is well-defined.
Note that the process xz(t, α) does not fully interpolate between λ̊z(t) and λz(t); it
handles only the removal of the Λ̊ij term. Indeed, it holds xz(t, 0) = λ̊
z(t) for any t ∈
[0, T ], but xz(t, 1) is not equal to λz(t). Thus we will proceed in two steps as already
explained:
1. The process xz(t, α) does not change much in α ∈ [0, 1] for particles close to zero
(by Lemma 7.7.13 below), i.e. xzi (t, 1)−xzi (t, 0) is much smaller than the rigidity scale
1/n for small indices;
2. The process xz(t, 1) is very close to λz(t) for all indices (see Lemma 7.7.14 below).
We start with the analysis of the interpolation process xz(t, α), then in Section 7.7.4.5 we
state and prove Lemma 7.7.14.
... Local law for the interpolation process
In order to analyse the interpolation process xz(t, α), we first need to establish a local law
for the Stieltjes transform of the empirical particle density. This will be used for a rigidity
estimate to identify the location of xi(t, α) with a precision n−1+ϵ, for some small ϵ > 0,
that is above the final target precision but it is needed as an a priori bound. Note that, unlike
for λz(t), for xz(t, α) there is no obvious matrix ensemble behind this process, so local law
and rigidity have to be proven directly from its defining equation (7.167).
Define the Stieltjes transform of the empirical particle density by






xzi (t, α) − w
, (7.168)
and denote the Stieltjes transform of ρz , the self-consistent density of states (scDOS) ofHz , by
mz(w). Moreover, we denote the Stieltjes transform of ρzt , the free convolution of ρz with
the semicircular flow up to time t, by mzt (w). Using the definition of the quantiles γzi (t)





















with very high probability for any ξ > 0, uniformly in |z| ≤ 1 − ϵ, for some small fixed
c1, c2, γ > 0. We recall that Cϵ ≤ ϵ−100. The rigidity bound in the second line of (7.169)
follows by a standard application of Helffer-Sjöstrand formula.
In Lemma 7.7.12 we prove that (7.169) holds true uniformly in 0 ≤ t ≤ tf . For its proof,
similarly to [53, Section 4.5], we follow the analysis of [114, Section 3.2] using (7.169) as an
input.
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Lemma .. (Local law and rigidity). Fix |z| ≤ 1 − ϵ, and assume that (7.169) holds with


























with very high probability for any ξ > 0, with γzi (t) ∼ i/n for |i| ≤ 10c2n and t ∈ [0, tf ].
Proof. Differentiating (7.168), by (7.167) and Itô’s formula, we get






































with very high probability uniformly in 0 ≤ t ≤ tf , where Λij and (bi(s))0≤s≤t are defined
in (7.129)–(7.132) and (7.134)–(7.135), respectively.
The equation (7.171) is the analogue of [114, Eq. (3.20)] with some differences. First, the
last two terms are new and need to be estimated, although the penultimate term in (7.171)
already appeared in [53, Eq. (4.62)] replacing Λ̊ij by γ̂ij , using the notation therein. Second,
the martingales in the second term in the r.h.s. of (7.171) are correlated. Hence, in order to
apply the results in [114, Section 3.2] we prove that these additional terms are bounded as
in [53, Eq. (4.64)]. Note that in [53, Eq. (4.64)] the corresponding term to the penultimate
term in the r.h.s. of (7.171) is estimated using that γ̂ij ≤ n−1+a, for some small a > 0. In
our case, however, the bound on |Λ̊| is much weaker and a crude estimate by absolute value
is not affordable. We will use (7.172) and then the explicit form of Λij in (7.129)–(7.132), that
enables us to perform the two summations and write this term as the trace of the product
of two operators (see (7.176) later).
Since |Λ̊ii| ≤ n−ωE by its definition below (7.140), the last term in (7.171) is easily
bounded by ∣∣∣∣∣∣ 14n2
∑
|i|≤n
(1 − α− n−ωr (1 + n−ωr )−1)Λ̊ii
(xi − w)3
∣∣∣∣∣∣ ≤ =mn(w)n1+ωE (=w)2 . (7.173)
Next, we proceed with the estimate of the penultimate term in (7.171). Define the op-
erators
T (t, α) :=
∑
|i|≤n
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where {wi(t)}|i|≤n are the orthonormal eigenvectors in the definition of Λij(t) in (7.129),
and for any fixed w ∈ H the functions f, g : R → C are defined as
f(x) := 1
(x− w)2
, g(x) := 1
x− w
. (7.175)
Then, using the definitions (7.174)–(7.175) and (7.172), we bound the last term in the first line














































with very high probability uniformly in 0 ≤ t ≤ tf . Note that in the first equality of (7.176)
we used that Λ̊ij(t) = Λij(t) for any 0 ≤ t ≤ tf with very high probability by (7.172).
Finally, in order to conclude the proof, we estimate the martingale term in (7.171). For
this purpose, using that E[db̊i db̊j |Fb,t] = (δi,j−δi,−j+Λ̊ij)/2 dt and proceeding similarly
to (7.176), we estimate its quadratic variation by
1
4n3(1 + n−ωr )
∑
|i|,|j|≤n
E[db̊i db̊j | Fb,t]
(xi − w)2(xj − w)2
= 1











(xi + w)2(xi − w)2
dt
+ 1



















where the operator T is defined in (7.174), and in the penultimate inequality we used that
Λ̊ij(t) = Λij(t) for any 0 ≤ t ≤ tf with very high probability.
Combining (7.173), (7.176), and (7.177) we immediately conclude the proof of the first
bound in (7.170) using the arguments of [114, Section 3.2]. The rigidity bound in the second
line of (7.170) follows by a standard application of Helffer-Sjöstrand (see also below (7.169)).
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... Short range approximation
Since the main contribution to the dynamics of xzi (t, α) comes from the nearby particles,
in this section we introduce a short range approximation process x̂z(t, α), which will very
well approximate the original process xz(t, α) (see (7.182) below). The actual interpolation
analysis comparing α = 0 and α = 1 will then be performed on the short range process
x̂z(t, α) in Section 7.7.4.4.
Fix ωL > 0 so that ωf  ωL  ωE , and define the index set
A := {(i, j) | |i− j| ≤ nωL} ∪ {(i, j) | |i|, |j| > 5c2n}, (7.178)
with c2 > 0 defined in (7.170). We remark that in [53, Eq. (4.69)] the notation ωl is used
instead of ωL; we decided to change this notation in order to not create confusion with ωl
defined in [58, Eq. (7.67)]. Then we define the short range approximation x̂z(t, α) of the
process xz(t, α) by
















xzi (t, 0) − xzj (t, 0)
dt,
x̂zi (0, α) = xzi (0, α), |i| ≤ n.
(7.179)
The well-posedness of the process (7.179) follows by nearly identical computations as in the
proof of Proposition 7.A.1.
In order to check that the short range approximation x̂z(t, α) is close to the process
xz(t, α), defined in (7.167), we start with a trivial bound on |xzi (t, α) −xzi (t, 0)| (see (7.180)
below) to estimate the difference of particles far away from zero in (7.181), for which we
do not have the rigidity bound in (7.170). Notice that by differentiating (7.167) in α and







|xzi (t, α) − xzi (t, 0)| ≲ n−ωE/2, (7.180)
similarly to [53, Lemma 4.3].
By the rigidity estimate (7.170), the weak global estimate (7.180) to estimate the contribu-
tion of the far away particles for which we do not know rigidity, and the bound |Λ̊ij | ≤ n−ωE


















for any ξ > 0 with very high probability uniformly in 0 ≤ t ≤ tf . Hence, by exactly the
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Note that (7.182) implies that the second estimate in (7.170) holds with xzi replaced by
x̂zi . In order to conclude the proof of Proposition 7.7.7 in the next section we differentiate
in the process x̂z in α and study the deterministic (discrete) PDE we obtain from (7.179)
after the α-derivation. Note that the α-derivative of x̂z is well defined by Lemma 7.A.2.
... Energy estimate
Define vi = vzi (t, α) := ∂αx̂zi (t, α), for any |i| ≤ n. In the remainder of this section we
may omit the z-dependence since the analysis is performed for a fixed z ∈ C such that
|z| ≤ 1 − ϵ, for some small fixed ϵ > 0. By (7.179) it follows that v is the solution of the
equation





Bij(vj−vi), Bij = Bij(t, α) :=
1 + αΛ̊ij(t)
2n(x̂i(t, α) − x̂j(t, α))2
1((i, j) ∈ A),
(7.184)
and






x̂i(t, α) − x̂j(t, α)
.
Before proceeding with the optimal estimate of the ℓ∞-norm of v in (7.186), we give







|vi(t, α)| ≲ 1, (7.185)
that will be needed as an a priori estimate for the more precise result later. The bound (7.185)
immediately follows by exactly the same computations as in [53, Lemma 4.7] using that
|Λ̊ij | ≤ n−ωE .
The main technical result to prove 1 towards Proposition 7.7.7 is the following lemma.
In particular, after integration in α, Lemma 7.7.13 proves that the processes xz(t, 1) and
xz(t, 0) are closer than the rigidity scale 1/n.








|vi(t)| ≤ n−1−ω, (7.186)
with very high probability.
This lemma is based upon the finite speed of propagation mechanism for the dynam-
ics (7.183) [91, Lemma 9.6]. Our proof follows [39, Lemma 6.2] that introduced a carefully
chosen special cut-off function.
Proof. In order to bound |vi(t)| for small indices we will bound ‖vχ‖∞ for an appropriate
cut-off vector χ supported at a few coordinates around zero. More precisely, we will use
an energy estimate to control ‖vχ‖2 and then we use the trivial bound ‖vχ‖∞ ≤ ‖vχ‖2.
This bound would be too crude without the cut-off.
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Let φ(x) be a smooth cut-off function which is equal to zero for |x| ≥ 1, it is equal to
one if |x| ≤ 1/2. Fix a small constant ωc > 0 such that ωf  ωL  ωc  ωE , and define
χ(x) := e−2xn1−ωcφ((2c2)−1x), (7.187)
for any x > 0, with the constant c2 > 0 defined in (7.170). It is trivial to see that χ is
Lipschitz, i.e.
|χ(x) − χ(y)| ≲ e−(x∧y)n1−ωc |x− y|n1−ωc , (7.188)
for any x, y ≥ 0, and that
|χ(x) − χ(y)| ≲ e−(x+y)n1−ωc |x− y|n1−ωc , (7.189)
if additionally |x− y| ≤ nωc/(2n). Finally we define the vector χ by
χi = χ(x̂i) := e−2|x̂i|n
1−ωc
φ((2c1)−1x̂i). (7.190)
Note that χi is exponentially small if n3ωc/2 ≤ |i| ≤ n by rigidity (7.170) and the fact that
γzi ∼ i/n, for n3ωc/2 ≤ |i| ≤ 10c2n. We remark that the lower bound n3ωc/2 on |i| is
arbitrary, since χi is exponentially small for any |i| much bigger than nωc . Moreover, as a




for nξ ≤ |i| ≤ 10c2n, (7.191)
with very high probability for any ξ > 0.







































where, in order to symmetrize the sums, we used that the operator B and the set A are
symmetric, i.e. Bij = Bji (see (7.184)) and (i, j) ∈ A ⇔ (j, i) ∈ A, and that Λ̊ij = Λ̊ji.
We start estimating the terms in the second line of the r.h.s. of (7.192). The most critical
term is the first one because of the (x̂i − x̂j)−2 singularity of Bij . We write this term as
∑
(i,j)∈A








Bijvivj(χi − χj)2. (7.193)
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Then, using (7.189), ‖v‖∞ ≲ 1 by (7.185), |Λ̊ij | ≤ n−ωE by (7.140), the rigidity (7.191), and











1 + |Λ̊ij |
(x̂i − x̂j)2
|vivj |











 |vi||vj |e−2(|x̂i|+|x̂j |)n1−ωc






with very high probability. In the last inequality we trivially inserted φ to reproduce χ,
using that φ((2c2)−1|x̂i|) = φ((2c2)−1|x̂j |) = 1 with very high probability uniformly in
0 ≤ t ≤ tf if |i|, |j| ≤ c2n by the rigidity estimate in (7.191).
Define the set
A1 := {(i, j) | |i|, |j| ≥ 5c2n} ∩ {(i, j) | |i− j| > nωL} = A ∩ {(i, j) | |i− j| > nωl},









1−ωc ≤ e−n/2, (7.195)
with very high probability.
Next, we consider the second term in the second line of the r.h.s. of (7.192). Using (7.189),






























|x̂i − x̂j |





















7.7. Asymptotic independence of resolvents: Proof of Proposition 7.3.4
with very high probability uniformly in 0 ≤ t ≤ tf .







































for some large C > 0. The error term in the r.h.s. of (7.197) is affordable since ωc  ωE .











with very high probability uniformly in 0 ≤ t ≤ tf . Then, ignoring the negative first term,
integrating (7.198) from 0 to tf = n−1+ωf , and using that n1−ωc/2tf = nωf −ωc/2 with



















we conclude (7.186) for some ω, ω̂ > 0 such that ω̂  ω  ωf  ωL  ωc  ωE .
With this proof we completed the main 1 in the proof of Proposition 7.7.7, the analysis
of the interpolation process xz(t, α).
... The processesλ(t) and xz(t, 1) are close
In 2 towards the proof of Proposition 7.7.7, we now prove that the processes λ(t) and xz(t, 1)
are very close for any t ∈ [0, tf ]:










with very high probability.
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Proof of Proposition ... Proposition 7.7.7 follows by exactly the same computations as in [53,
Section (4.10)], combining (7.199), (7.182), (7.185)–(7.186).
Proof of Lemma ... The proof of this lemma closely follows [53, Lemma 4.2]. We remark
that in our case dMi = Zi = 0 compared to [53, Lemma 4.2], using the notation therein.











in (7.137), (7.129),(7.132) and (7.139)–(7.140), respectively. In the following we may omit the




∣∣∣ ∃|i|, |j| ≤ n; l ∈ [2] s.t. |Λzlij(t)| + |Θz1,z2ij (t)| + |Θz1,z2ij (t)| > n−ωE},
(7.200)
τ2 := inf{t ≥ 0 | ∃|i| ≤ n s.t. |xi(t, 1)| + |λi(t)| > 2R}, (7.201)
for some large R > 0, and
τ := τ1 ∧ τ2 ∧ tf . (7.202)
Note that |λi(t)| ≤ R with very high probability, since λ(t) are the eigenvalues of Hzt ,
whose norm is typically bounded. Furthermore, by (7.180) and the fact that the process
x(t, 0) stays bounded by [114, Section 3] it follows that |xi(t, α)| ≤ R for any t ∈ [0, tf ]
and α ∈ [0, 1]. We remark that the analysis in [114, Section 3] is done for a process of the
form (7.167), with α = 0, when it has i.i.d. driving Brownian motions, but the same results
apply for our case as well since the correlation in (7.139) does not play any role (see (7.177)).
This, together with Lemma 7.7.13 applied for z = z1, z′ = z2 and z = z1, z′ = z2 and
z = zl, z′ = zl, implies that
τ = tf
with very high probability. In particular, Θ̊ij(t) = Θij(t) for any t ≤ τ , hence
C(t) = C̊(t) (7.203)
for any t ≤ τ .
In the remainder of the proof, omitting the time- and z-dependence, we use the notation
x = xz(t, 1), λ = λ(t). Define
ui := λi − xi, |i| ≤ n,








for any 0 ≤ t ≤ τ , where
Bij =
1 + Λij
2n(λi − λj)(xi − xj)
> 0, (7.205)
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− 1 = O(n−ωr ). (7.206)
Let ν := n1+ωr , and define the Lyapunov function










































Note that the first term in the r.h.s. of (7.208) is negative since the map x 7→ eνx is increas-
ing. The second and third term in the r.h.s. of (7.208), using that 1 + Λii ≤ 2, are bounded














∣∣∣ F̃b,t] ≥ 0,
hence, the last term in the r.h.s. of (7.208) is always non positive. This implies that
sup
0≤t≤tf










for any ξ > 0. Then, since
F (0) = log(2n)
n1+ωr
, F (t) ≥ sup
|i|≤n
ui(t),
we conclude the upper bound in (7.199). Then noticing that u−i = −ui for i ∈ [n], we
conclude the lower bound as well.
.. Path-wise coupling close to zero: Proof of Lemmata ..–..
This section is the main technical result used in the proof of Lemmata 7.7.8–7.7.9. In Propo-
sition 7.7.16 we will show that the points with small indices in the two processes become
very close to each other on a certain time scale tf = n−1+ωf , for any small ωf > 0.
303
7. FLUCTUATION AROUND THE CIRCULAR LAW FOR RANDOM MATRICES WITH REAL ENTRIES
The main result of this section (Proposition 7.7.16) is stated for general deterministic
initial data s(0) satisfying a certain regularity condition (see Definition 7.7.15 later) even if
for its applications in the proof of Proposition 7.7.2 we only consider initial data which are
eigenvalues of i.i.d. random matrices. The initial data r(0), without loss of generality, are
assumed to be the singular values of a Ginibre matrix (see also below (7.210) for a more
detailed explanation). For notational convenience we formulate the result for two general
processes s and r and later we specialize them to our application.


























dt, 1 ≤ |i| ≤ n, (7.210)
with initial data si(0) = si, ri(0) = ri, where s = {s±i}i∈[n] and r = {r±i}i∈[n] are
two independent sets of particles such that s−i = −si and r−i = −ri for i ∈ [n]. The
driving martingales {bsi}i∈[n], {bri }i∈[n] in (7.209)–(7.210) are two families satisfying As-
sumption (7.B) below, and they are such that bs−i = −bsi , br−i = −bri for i ∈ [n]. The
coefficient (1 + n−ωr )−1/2 ensures the well-posedness of the processes (7.209)–(7.210) (see
Appendix 7.A), but it does not play any role in the proof of Proposition 7.7.16 below.
For convenience we also assume that {r±i}ni=1 are the singular values of X̃ , with X̃ a
Ginibre matrix. This is not a restriction; indeed, once a process with general initial data s
is shown to be close to the reference process with Ginibre initial data, then processes with
any two initial data will be close.
On the correlation structure between the two families of i.i.d. Brownianmotions {bsi}ni=1,
{bri }ni=1 and the initial data {s±i}i∈[n] we make the following assumptions.
Assumption (.B). Fix ωK , ωQ > 0 such that ωK  ωr  ωQ  1, with ωr defined
in (7.209)–(7.210), and define the n-dependent parameter K = Kn = nωK . Suppose that the
families {bs±i}ni=1, {br±i}ni=1 in (7.209)–(7.210) are realised on a common probability space with
a common filtration Ft. Let
Lij(t) dt := E
[(
dbsi (t) − dbri (t)
)(
dbsj(t) − dbrj(t)
) ∣∣∣ Ft] (7.211)
denote the covariance of the increments conditioned on Ft. The processes satisfy the following as-
sumptions:






∣∣∣ Ft] = [δijδq1q2 + Ξq1,q2ij (t)]dt, |Ξq1,q2ij (t)| ≤ n−ωQ , (7.212)
for any i, j ∈ [n], q1, q2 ∈ {s, r}. The quantities in (7.212) for negative i, j-indices are
defined by symmetry.
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. The subfamilies {bs±i}Ki=1, {br±i}Ki=1 are very strongly dependent in the sense that for any
|i|, |j| ≤ K it holds
|Lij(t)| ≤ n−ωQ (7.213)
with very high probability for any fixed t ≥ 0.
Definition .. ((g,G)-regular points [58, Definition 7.12]). Fix a very small ν > 0, and
choose g,G such that
n−1+ν ≤ g ≤ n−2ν , G ≤ n−ν .









si − (E + iη)
≤ Cν , (7.214)
for any |E| ≤ G, η ∈ [g, 10], and if there is a constant Cs large enough such that ‖s‖∞ ≤ nCs .
Moreover, cν , Cν ∼ 1 if η ∈ [g, n−2ν ] and cν ≥ n−100ν , Cν ≤ n100ν if η ∈ [n−2ν , 10].
Let ρfc,t(E) be the scDOS of the particles {s±i(t)}i∈[n] that is given by the semicircular
flow acting on the scDOS of the initial data {s±i(0)}i∈[n], see [129, Eqs. (2.5)–(2.6)].
Proposition .. (Path-wise coupling close to zero). Let the processes s(t) = {s±i(t)}i∈[n],
r(t) = {r±i(t)}i∈[n] be the solutions of (7.209) and (7.210), respectively, and assume that the
drivingmartingales in (7.209)–(7.210) satisfy Assumption (.B) for someωK , ωQ > 0. Addition-
ally, assume that s(0) is (g,G)-regular in the sense of Definition .. and that r(0) are the sin-
gular values of a Ginibre matrix. Then for any small ωf , ν > 0 such that ν  ωK  ωf  ωQ
and that gnν ≤ tf ≤ n−νG2, there exist constants ω, ω̂ > 0 such that ν  ω̂  ω  ωf ,
and
|ρfc,t1(0)si(tf ) − ρsc(0)ri(tf )| ≤ n−1−ω, |i| ≤ nω̂, (7.215)
with very high probability, where tf := n−1+ωf .
Proof. The proof of Proposition 7.7.16 is nearly identical to the proof of [58, Proposition
7.14], which itself follows the proof of fixed energy universality in [42, 129], adapted to the
block structure (7.25) in [54] (see also [40] for a different technique to prove universality,
adapted to the block structure in [208]). We will not repeat the whole proof, just explain
themodification. The only difference of Proposition 7.7.16 compared to [58, Proposition 7.14]
is that here we allow the driving martingales in (7.209)–(7.210) to have a (small) correlation
(compare Assumption (7.B) with a non zero Ξq1,q2ij to [58, Assumption 7.11]). The additional
pre-factor (1 + n−ωr )−1/2 does not play any role.
The correlation of the driving martingales in (7.209)–(7.210) causes a difference in the






(wi − fi)f ′i dCi(t, α), dCi(t, α) :=
α dbs + (1 − α) dbr√
2n(1 + n−ωr )
, (7.216)
using the notation in [58, Eq. (7.83)], will be slightly different. In the remainder of the proof
we present how [58, Eqs. (7.83)-(7.87)] changes in the current setup. Using that by [129,
Eqs. (3.119)–(3.120)] we have
|fi| + |f ′i | + |wi| ≤ n−D, nωA < |i| ≤ n, (7.217)
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for ωA = ωK (with ωK defined in Assumption (7.B)), and for any D > 0 with very high












We remark that here we estimated the regime when |i| or |j| are larger than nωA differently
compared to [58, Eq. (7.84)], since, unlike in [58, Eq. (7.84)], E[dCi(t, α) dCj(t, α) | Ft] 6=
δij , hence here we anyway need to estimate the double sum using (7.217).
Then, by 1–2 of Assumption (7.B), for |i|, |j| ≤ nωA we have
E[dCi(t, α) dCj(t, α) | Ft] =
δij + α2Ξs,sij (t) + (1 − α)2Ξ
r,r
ij (t)
2n(1 + n−ωr )
dt
+ α(1 − α)
2n(1 + n−ωr )
E
[(
dbsi dbrj + dbri dbsj
) ∣∣∣ Ft], (7.219)
and that∣∣∣E[dbsi dbrj ∣∣∣ Ft]∣∣∣ = ∣∣∣E[(dbsi − dbri ) dbrj ∣∣∣ Ft]+ (δij + Ξr,rij (t)) dt∣∣∣
≲ (|Lii(t)|1/2 + |Ξr,rij (t)| + δij) dt,
(7.220)
where in the last step we used Kunita-Watanabe inequality for the quadratic variation (dbsi−
dbri ) dbrj .
Combining (7.218)–(7.220), and adding back the sum over nωA < |i| ≤ n of (wi −













|Lii|1/2 + |Ξs,sij | + |Ξ
r,r
ij |
) ∣∣∣(wi − fi)(wj − fj)f ′if ′j∣∣∣ dt+ O (n−100) .
(7.221)
Since |Lii| + |Ξq1,q2ij | ≤ n−ωQ , for any |i|, |j| ≤ n, q1, q2 ∈ {s, r}, and ωA = ωK  ωQ











which is exactly the same bound as in [58, Eq. (7.88)] (except for the tiny error O(n−100) that
is negligible). Proceeding exactly as in [58], we conclude the proof of Proposition 7.7.16.
... Proof of Lemma .. and Lemma ..
The fact that the processes λ̊(t), λ̃(t) and µ̃(t), µ(t) satisfy the hypotheses of Proposi-
tion 7.7.16 for the choices ν = ωh, ωK = ωA, ωQ = ωE , and Ξq1,q2ij = Θ
z1,z2
ij follows by
Lemma 7.7.4 applied for z = z1, z′ = z2 and z = z1, z′ = z2 and z = zl, z′ = zl, and
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exactly the same computations as in [58, Section 7.5]. We remark that the processes µ(l)(t)
do not have the additional coefficient (1+n−ωr ) in the driving Brownian motions, but this
does not play any role in the application of Proposition 7.7.16 since it causes an error term
n−1−ωr that is much smaller then the bound n−1−ω in (7.150). Then, by Proposition 7.7.16,
the results in Lemma 7.7.8 and Lemma 7.7.9 immediately follow.
.. Proof of Proposition ..
First of all we notice that λ(t) is γ-Hölder continuous for any γ ∈ (0, 1/2) by Weyl’s
inequality. Then the proof of Proposition 7.7.6 consists of two main steps, (i) proving that
the eigenvalues λ(t) are a strong solution of (7.133) as long as there are no collisions, and
(ii) proving that there are no collisions for almost all t ∈ [0, T ].
The proof that the eigenvalues λ(t) are a solution of (7.133) is deferred to Appendix 7.B.
The fact that there are no collisions for almost all t ∈ [0, T ] is ensured by [55, Lemma 6.2]
following nearly the same computations as in [53, Theorem 5.2] (see also [55, Theorem 6.3]
for its adaptation to the 2 × 2 block structure). The only difference in our case compared to





, |i| ≤ n, (7.223)
with {bzi }i∈[n] having non trivial covariance (7.135). This fact does not play any role in that
proof, since the only information about dM = {dMi}|i|≤n used in [53, Theorem 5.2] is
that it has bounded quadratic variation and that M(t) is γ-Hölder continuous for any γ ∈
(0, 1/2), which is clearly the case for dM defined in (7.223).
.A The interpolation process is well defined
We recall that the eigenvectors of Hz are of the form wz±i = (uzi ,±vzi ) for any i ∈ [n], as





, X0 = X, (7.224)
with Bt being a standard real matrix valued Brownian motion. Let Hzt denote the Her-
mitisation of Xt − z, and {wzi (t)}|i|≤n its eigenvectors. We recall that the eigenvectors
{wzi (t)}|i|≤n are almost surely well defined, since Hzt does not have multiple eigenvalues
almost surely by (7.136). We set the eigenvectors equal to zero where they are not well de-
fined. Recall the definitions of the coefficients Λzij(t), Λ̊
z





∣∣∣ 0 < x1 < · · · < xn, x−i = −xi, ∀i ∈ [n]},
and let C(R+,∆n) be the space of continuous functions f : R+ → ∆n. Let ωE > 0 be
the exponent in (7.140), and let ωr > 0 be such that ωr  ωE . In this appendix we prove
that for any α ∈ [0, 1] the system of SDEs
dxzi (t, α) =
db̊zi (t)√








xzi (t, α) − xzj (t, α)
dt, xzi (0, α) = xi(0),
(7.225)
307
7. FLUCTUATION AROUND THE CIRCULAR LAW FOR RANDOM MATRICES WITH REAL ENTRIES
for |i| ≤ n, with x(0) ∈ ∆n, admits a strong solution for any t ≥ 0. For T > 0, by (7.139),











∣∣∣ F̃b,t] = δi,j − δi,−j + Λ̊zij(t)2 dt, |i|, |j| ≤ n. (7.226)
The main result of this section is Proposition 7.A.1 below. Its proof follows closely [53,
Proposition 5.4], which is inspired by the proof of [17, Lemma 4.3.3]. We nevertheless
present the proof of Proposition 7.A.1 for completeness, explaining the differences compared
with [53, Proposition 5.4] as a consequence of the correlation in (7.226).
Proposition .A.. Fix any z ∈ C, and let x(0) ∈ ∆n. Then for any fixed α ∈ [0, 1] there
exists a unique strong solution x(t, α) = xz(t, α) ∈ C(R+,∆n) to the system of SDE (7.225)
with initial condition x(0).
We will mostly omit the z-dependence since the analysis of (7.225) is done for any fixed
z ∈ C; in particular, we will use the notation Λ̊ij = Λ̊
z
ij . By (7.129), (7.132) and (7.140) it
follows that Λ̊ij(t) = Λ̊ji(t), and that |Λ̊ij(t)| ≤ n−ωE , for any t ≥ 0.
Proof. We follow the notations used in the proof of [53, Proposition 5.4] to make the com-
parison clearer. Moreover, we do not keep track of the n-dependence of the constants, since
throughout the proof n is fixed. By a simple time rescaling, we rewrite the process (7.225) as






xi(t, α) − xj(t, α)
dt, |i| ≤ n, (7.227)
where θij(t) := αΛ̊ij(1 + n−ωr ) + n−ωr is such that θij(t) = θji(t). Note that c1 ≤
θij(t) ≤ c2 for any t ≥ 0 and α ∈ [0, 1], with c1 = n−ωr/2, c2 = 1. For any ϵ > 0 define
the bounded Lipschitz function ϕϵ : R → R as
ϕϵ(x) :=
{
x−1, |x| ≥ ϵ,
ϵ−2x, |x| < ϵ,
that cuts off the singularity of x−1 at zero.
Introduce the system of cut-off SDEs





(1 + θij(t))ϕϵ(xϵi(t, α) − xϵj(t, α)) dt, |i| ≤ n, (7.228)
which admits a unique strong solution (see e.g. [122, Theorem 2.9 of Section 5]) as a con-
sequence of ϕϵ being Lipschitz and the fact that db̊ = (C̊)1/2 dw (see (7.142)). Define the
stopping times








By strong uniqueness we have that xϵ2(t, α) = xϵ1(t, α) for any t ∈ [0, τϵ2 ] if 0 < ϵ1 <
ϵ2. Note that τϵ2 ≤ τϵ1 for ϵ1 < ϵ2, thus the limit τ = τ(α) := limϵ→0 τϵ(α) exists,
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and x(t, α) := limϵ→0 xϵ(t, α) defines a strong solution to (7.227) on [0, τ). Moreover,
by continuity in time, x(t, α) remains ordered as 0 < x1(t, α) < · · · < xn(t, α) and
x−i(t, α) = −xi(t, α) for i ∈ [n]. Additionally, for the square of the ℓ2-norm ‖x‖22 =∑
i x
2











with dM1 being a martingale term. This implies that E‖x(t ∧ s)‖22 ≤ c(1 + t) for any
stopping time s < τ and for any t ≥ 0, where c depends on n.
Let a > 0 be a large constant that we will choose later in the proof, and define ak




a|k−l| log|xk − xl|. (7.231)
Then by Itô’s formula we get
df(x) = A(x(t, α)) dt+ dM2(t), (7.232)
with













a|i−j|(1 + Λ̊ii(t) − Λ̊ij(t))
(xi(t, α) − xj(t, α))2
,
(7.233)





xi(t, α) − xj(t, α)
.
In the following we will often omit the time dependence. Note that the term in (7.233)
containing Λ̊ii− Λ̊ij is new compared to [53, Eq. (5.39)], since it comes from the correlation
of the martingales {b̊i}|i|≤n, whilst in [53, Eq. (5.39)] i.i.d. Brownian motions have been
considered. In the remainder of the proof we show that the term Λ̊ii − Λ̊ij is negligible
using the fact that |Λ̊ij | ≤ n−ωE , and so that this term can be absorbed in the negative
term coming from the first sum in the r.h.s. of (7.233) for l = j.
We now prove that A(x(t, α)) ≤ 0 if a > 0 is sufficiently large. Firstly, we write
A(x(t, α)) as
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Then, using that the first sum in (7.234) is non-positive for (i − l)(i − j) > 0, and that
c1 ≤ θij ≤ c2, with c1 = n−ωr , we bound A(x(t, α)) as follows



















In (7.235) we used that
θij − Λ̊ii + Λ̊ij ≥
c1
2




since θij ≥ c1 = n−ωr and |Λ̊ij | ≤ n−ωE , whereωr  ωE . This shows that the correlations
of the martingales {b̊i}|i|≤n is negligible. Note that the r.h.s. of (7.235) has exactly the same
form as [53, Eq. (5.42)], since the third term in (7.235) is non-positive. Hence, following











which is negative for a sufficiently large.
Fix a > 0 large enough so that A(x(t, α)) ≤ 0, then for any stopping time s < τ , and
any t ≥ 0 we have
E[f(x(t ∧ s, α))] ≤ E[f(x(0, α))]. (7.237)
Hence, by [53, Eqs. (5.48)–(5.49)], using that E‖x(t ∧ τϵ)‖22 ≤ c(1 + t), it follows that
log(ϵ−1) P(τϵ < t) ≤ c,
and so that P(τ < t) = 0, letting ϵ → 0. Since t ≥ 0 is arbitrary, this implies that
P(τ < +∞) = 0, i.e. (7.227) has a unique strong solution on (0,∞) such that x(t, α) ∈ ∆n
for any t ≥ 0 and α ∈ [0, 1].
Additionally, by a similar argument as in [53, Proposition 5.5], we conclude the following
lemma.
Lemma .A.. Let x(t, α) be the unique strong solution of (7.225) with initial data x(0, α) ∈
∆n, for any α ∈ [0, 1], and assume that there exists L > 0 such that ‖x(0, α1) − x(0, α2)‖2 ≤
L|α1 − α2|, for any α1, α2 ∈ [0, 1]. Then x(t, α) is Lipschitz in α ∈ [0, 1] for any t ≥ 0 on
an event Ω such that P(Ω) = 1, and its derivative satisfies







[1 + αΛ̊ij(s)][∂αxj(s, α) − ∂αxi(s, α)]
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.B Derivation of the DBM for singular values in the real case
Let X be an n × n real random matrix, and define Y z := X − z. Consider the matrix
flow (7.224) defined on a probability space Ω equipped with a filtration (Ft)0≤t≤T , and
denote by Hzt the Hermitisation of Xt − z. We now derive (7.133), under the assumption
that the eigenvalues are all distinct. This derivation is easily made complete by the argument
in the proof Proposition 7.7.6 in Section 7.7.6.
Let {λzi (t),−λzi (t)}i∈[n] be the eigenvalues ofHzt , and denote by {wzi (t),wz−i(t)}i∈[n]
their corresponding orthonormal eigenvectors, i.e. for any i, j ∈ [n], omitting the t-dependence,
we have that
Hzwz±i = ±λziwz±i, (wzi )∗wzj = δij , (wzi )∗wz−j = 0. (7.239)
In particular, for any i ∈ [n], by the block structure of Hz it follows that
wz±i = (uzi ,±vzi ), Y zvzi = λziuzi , (Y z)∗uzi = λzi vzi . (7.240)
Moreover, since {wz±i}ni=1 is an orthonormal basis, we conclude that









where f = f(X) is a function of the matrix X . From now on we only consider positive
indices 1 ≤ i ≤ n. We may also drop the z and t dependence to make our notation lighter.
For any i, j ∈ [n], differentiating (7.239) we obtain
Ḣwi +Hẇi = λ̇iwi + λiẇi, (7.243)
ẇ∗iwj + w∗i ẇj = 0, (7.244)
w∗i ẇi + ẇ∗iwi = 0. (7.245)
Note that (7.245) implies that <[w∗i ẇi] = 0. Moreover, since the eigenvectors are defined
modulo a phase, we can choose eigenvectors such that =[w∗i ẇi] = 0 for any t ≥ 0 hence
w∗i wi = 0. Then, multiplying (7.243) by w∗i we conclude that
λ̇i = u∗i Ẏ vi + v∗i Ẏ
∗
ui. (7.246)
Moreover, multiplying (7.243) by w∗j , with j 6= i, and by w∗−j , we get
(λi − λj)w∗j ẇi = w∗j Ḣwi, (λi + λj)w∗−jẇi = w∗−jḢwi, (7.247)
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Throughout this appendix we use the convention that for any vectors v ∈ Cn we denote
its entries by v(a), with a ∈ [n]. By (7.246)–(7.249) it follows that
∂λi
∂xab








u∗j (a)vi(b) + v∗j (b)ui(a)
λi − λj
wj(k) +






i (a)vi(b) − v∗i (b)ui(a)
2λi
w−i(k).
































uj(a)v∗i (b) + vj(b)u∗i (a)
λi − λj
v∗j (l)ui(k) −






i (b) − vi(b)u∗i (a)
2λi
v∗i (l)ui(k) +







u∗j (a)vi(b) + v∗j (b)ui(a)
λi − λj
uj(k)v∗i (l) +















1 + 4<[〈uzj , uzi 〉〈vzi , vzj 〉]
λzi − λzj
+












In (7.253) we used the convention that for any vector v ∈ Cn by v we denote the vector with
entries v(a) = v(a), for any a ∈ [n]. The driving martingales in (7.253) are defined as





(uzi )∗(a) dBabvzj (b), (7.254)
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∣∣∣ Ft] = δij + 4<
[




Note that {bzi }i∈[n] defined in (7.254) are not Brownian motions, as a consequence of the
non deterministic quadratic variation (7.255).
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Optimal lower bound on the least singular value of the
shifted Ginibre ensemble 8
We consider the least singular value of a large random matrix with real or complex i.i.d.
Gaussian entries shifted by a constant z ∈ C. We prove an optimal lower tail estimate
on this singular value in the critical regime where z is around the spectral edge thus
improving the classical bound of Sankar, Spielman and Teng [] for the particular
shift-perturbation in the edge regime. Lacking Brézin-Hikami formulas in the real
case, we rely on the superbosonization formula [].
Published as G. Cipolloni et al., Optimal lower bound on the least singular value of the
shifted ginibre ensemble, Accepted to Probability and Mathemtical Physics (2020), arXiv :
1908.01653
. Introduction
Theeffective numerical solvability of a large system of linear equationsAx = b is determined
by the condition number of the matrix A. In many practical applications the norm of A is
bounded and thus the condition number critically depends on the smallest singular value
σ1(A) of A. When the matrix elements of A come from noisy measured data, then the
lower tail probability of σ1(A) tends to exhibit a universal scaling behavior, depending on
the variance of the noise. In the simplest case A can be decomposed as
A = A0 +X, (8.1)
where A0 is a deterministic square matrix andX is drawn from the Ginibre ensemble, i.e.X
has i.i.d. centred Gaussian matrix elements with variance E|xij |2 = N−1, where N is the
dimension.
The randomness in X smoothens out possible singular behavior of A−1. In particular
Sankar, Spielman and Teng [168] showed that the smallest singular value σ1(A), lives on a
scale not smaller than N−1, equivalently, the smallest eigenvalue λ1(AA∗) of AA∗ lives on
315










FIGURE 8.1: Plots of the cumulative histograms of the smallest eigenvalue λzR,C of thematrix
(X − z)(X − z)∗, where R,C indicates whether X is distributed according to the real or
complex Ginibre ensemble. The data was generated by sampling 5000 matrices of size
200 × 200. The first plot confirms the difference between the x- and
√
x-scaling close to
0, see (8.3). The second plot shows that this difference is also observable for shifted Ginibre
matrices at the edge |z| = 1, but only for real spectral parameters z = ±1. When the
complex parameter z is away from the real axis, then the real case behaves similarly to the
complex case.
a scale ≤ N−2, i.e.
P(λ1(AA∗) = [σ1(A)]2 ≤ xN−2) ≲
√
x, for any x > 0, (8.2)
up to logarithmic corrections, uniformly in A0. IfX is a complex Ginibre matrix, then the√
x bound improves to x.
The special case A0 = 0 shows that the bound (8.2) is essentially optimal. Indeed,
the tail probability of λ1(XX∗) of real and complex Ginibre ensembles has been explicitly
computed by Edelman [75] as
lim
N→∞






x+ O(x), in the real case
1 − e−x = x+ O(x2), in the complex case.
(8.3)
The complex Ginibre ensemble has a stronger smoothing effect in (8.3) is due to the ad-
ditional degrees of freedom. This observation is analogous to the different strength of the
level repulsion in real symmetric and complex Hermitian random matrices.
The support of the spectrum of such information plus noise matrices AA∗ becomes deter-
ministic as N → ∞ and it can be computed from the solution of a certain self-consistent
equation [71]. Almost surely no eigenvalues lie outside the support of the limiting mea-
sure [21]. Thus λ1(AA∗) has a simple N-independent positive lower bound if 0 is away
from this support. However, when 0 is well inside the limiting spectrum, the smoothing
mechanism becomes important yielding that λ1(AA∗) is of order N−2 with a lower tail
given in (8.2). The regime where 0 is near the edge of this support is yet unexplored.
The goal of this paper is to study this transitional regime for A = X − z, i.e. for the
important special case where A0 = −zI is a constant multiple of the idenity matrix, as the
spectral parameter z ∈ C is varied. The limiting density of states of Y z := (X−z)(X−z)∗
is supported in the interval [0, e+] for |z| ≤ 1 and the interval [e−, e+] with e− > 0 for
|z| > 1, where e± are explicit functions of |z| given in (8.18a). As noted above, the problem
is relatively simple if |z| ≥ 1 + ϵ with some N-independent ϵ as in this case [21] implies
316
8.1. Introduction
that almost surely λ1(Y z) ≥ C(ϵ) > 0 is bounded away from zero. In the opposite regime,
when |z| ≤ 1 − ϵ, then typically λ1(Y z) ∼ N−2, and in fact (8.2) provides the correct
corresponding upper bound (modulo logs).
Our main result on the tail probability of λ1(Y z) is that for |z| ≤ 1 + CN−1/2
P
(










, in the real case
x, in the complex case,
(8.4a)
where








Our bound is sharp up to logarithmic corrections, see Corollary 8.2.4 for the precise state-
ment. Notice the transition between the x and
√
x behaviour in the real case of (8.4a): near
the real axis, |=z|  N−1/2, the result is analogous to the real case (8.3) at z = 0, other-
wise the complex behaviour (8.3) dominates at the edges even for realX , see Fig. 8.1. These
results reveal how the robust bound (8.2) improves near the spectral edge in the transition
regime −CN−1/2 ≤ 1 − |z|  1 in both symmetry classes. The transition to the Tracy-
Widom scaling in the regime well outside of the spectrum |z| − 1  N−1/2 is deferred to
our future work.
One motivation for studyingX − z is the classical ODE model du/dt = (X − z)u on
the stability of large biological networks by May [145]. For example, the matrix elements
xij may express random connectivity rates between neurons and z is the overall decay rate
of neuron activation [184]. As <z crosses 1, there is a fine phase transition in the large time
behavior of u that depends on whetherX is real or complex Ginibre matrix, see [52] and [82]
for the recent mathematical results, as well as for further references. Another important
motivation is that an effective lower tail bound on the least singular value of X − z is
essential for the proof of the circular law via Girko’s formula, see [34] for a detailed survey.
In fact, this is the most delicate ingredient in any proof concerning eigenvalue distribution
of large non-Hermitian matrices. In particular, relying on the main result of the current
paper, we proved [59] that the local eigenvalue statistics for random matrices with centered
i.i.d. entries near the spectral edge asymptotically coincide with those for the corresponding
Ginibre ensemble asN → ∞. This is the non-Hermitian analogue of the celebrated Tracy-
Widom edge universality for Wigner matrices [41, 186]. Similarly, the singular value bound
from the present paper is also an important ingredient for the recent CLTs for complex and
real i.i.d. matrices [58, 60].
We now give a brief history of related results. In the z = 0 case tail estimates for
λ1(XX∗) beyond the Gaussian distribution have been subject of intensive research [165,
199] eventually obtaining (8.3) with an additive O(e−cN ) error term for any X with i.i.d.
entries with subgaussian tails in [167]. The precise distribution of λ1(XX∗) was shown
in [192] to coincide with the Gaussian case (8.3) under a bounded high moment condition
and with an O(N−c) error term, see also [54, 55] for more general ensembles. In the case
of general A0 lower bounds on λ1(AA∗) in the non-Gaussian setting have been obtained
in [196, 197], albeit not uniformly in A0, see also [63, 201] beyond the i.i.d. case. We are not
aware of any previous results improving (8.2) in the transitional regime (8.4a).
Since we consider Ginibre (i.e. purely Gaussian) ensembles, one might think that ev-
erything is explicitly computable from the well understood spectrum of X . The eigenvalue
density of X converges to the uniform distribution on the unit disk and the spectral radius
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of X converges to 1 (these results have also been established for the general non-Gaussian
case, cf. Girko’s circular law [18, 20, 33, 101, 103, 191]). Also the joint probability density
function of all Ginibre eigenvalues, as well as their local correlation functions are explic-
itly known; see [102] and [146] for the relatively simple complex case, and [35, 76, 97, 137]
for the more involved real case, where the appearance of ∼ N1/2 real eigenvalues causes
a singularity in the local density. However, eigenvalues of X give no direct information
on the singular values of X − z and the extensive literature on the Ginibre spectrum is
not applicable. Notice that any intuition based upon the eigenvalues of X is misleading:
the nearest eigenvalue to z is at a distance of order N−1/2 for any |z| ≤ 1. However,
‖(X − z)‖−1 ∼ max{N3/4, N |1 − |z|2|1/2} for |z| ≤ 1 + CN−1/2, as a consequence
of our result (8.4a). This is an indication that typically X is highly non-normal (another
indication is that the largest singular value of X is 2, while its spectral radius is only 1).
Regarding our strategy, in this paper we use supersymmetric methods to express the




= E Tr 1
Y z − E + i0
, (8.6)
the averaged density of states (or one-point function) of Y z at energy E ∈ R. For |E| ≲
c(N, z) a sizeable contribution to (8.6) comes from the lowest eigenvalue λ1(Y z), hence a
good upper estimate on (8.6) translates into a lower tail bound on λ1(Y z).
With the help of the superbosonization formula by Littelmann, Sommers and Zirn-
bauer [142], we can drastically reduce the number of integration variables: instead of N
bosonic and N fermionic variables we will have an explicit expression for (8.6) involving
merely two contour integration variables in complex case and three in the real case. The
remaining integrals are still highly oscillatory, but contour deformation allows us to esti-
mate them optimally. In fact, saddle point analysis identifies the leading term as long as
|E|  c(N, z). However, in the critical regime, |E| ≲ c(N, z), the saddle point analysis
breaks down. The leading term is extracted as a specific rescaling of a universal function
given by a double integral. We work out the precise answer for (8.6) in the complex case
and we provide optimal bounds in the real case, deferring the precise asymptotics to further
work.
Lower tail estimates require delicate knowledge about individual eigenvalues, i.e. about
the density of states below the scale of eigenvalue spacing, and it is crucial to exploit the
Gaussianity of X via explicit formulas. There are essentially three methods: (i) orthogonal
polynomials, (ii) Brézin-Hikami contour integration formula [49] and (iii) supersymmetric
formalism. We are not aware of any orthogonal polynomial approach to analyse Y z = (X−
z)(X − z)∗ in the real case (see [67] in the complex case and [148] for rank-1 perturbation
of real X). In the complex case, the ensemble Y z has also been extensively investigated by
the Brézin-Hikami formula in [28], where even the determinantal correlation kernel was
computed as a double integral involving the Bessel kernel, see also [107, 116] for a derivation
via the supersymmetric version of the Itzykson-Zuber formula. Although the paper [28] did
not analyse the resulting one point function, well known asymptotics for the Bessel function
may be used to rederive our bounds and asymptotics on (8.6), as well as (8.4a), from [28,
Theorem 7.1], see Appendix 8.C for more details. For the real case, however, there is no
analogue of the Brézin-Hikami formula.
Therefore, in this paper we explore the last option, the supersymmetric approach, that
is available for both symmetry classes, albeit the real case is considerably more involved.
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Our main tool is the powerful superbosonization formula [142] followed by a delicate mul-
tivariable contour integral analysis. We remark that, alternatively, one may also use the
Hubbard-Stratonovich transformation, e.g. [3, Proposition 1] where correlation functions,
i.e. expectations of products of characteristic polynomials of X were computed in this way.
Note, however, that the density of states (8.6) requires to analyse ratios of determinants, a
technically much more demanding task. While explicit formulas can be obtained with both
methods (see [160] and especially [125] for an explicit comparison), the subsequent analysis
seems to be more feasible with the formula obtained from the superbosonisation approach,
as our work demonstrates.
Supersymmetry is a compelling method originated in physics [79, 106, 205] to pro-
duce surprising identities related to random matrices whose potential has not yet been fully
exploited in mathematics. It has been especially successful in deriving rigorous result on
Gaussian random band matrices [23, 68–70, 171–173, 175, 177], sometimes even beyond the
Gaussian case [174, 176, 188], as well as on overlaps of non-Hermitian Ginibre eigenvec-
tors [99]. We also mention the recent results in [99] and [100] as examples of a remarkable
interplay between supersymmetric and orthogonal polynomial techniques in the theory of
Ginibre and related matrices.
The main object of our work, the Hermitian block random matrix
H = Hz :=
(
0 X − z
X∗ − z̄ 0
)
(8.7)
arose in the physics literature as a chiral random matrix model for massless Dirac operator,
introduced by Stephanov in [190]. Typically, instead of z and z̄, both shift parameters are
chosen equal z (interpreted as i-times the chemical potential) so that the corresponding H
is not self-adjoint; this model has been extensively investigated by both supersymmetric and
orthogonal polynomial techniques, see e.g. [8, 108, 153, 206, 211]. However, in the special
case when z is real, our Hz as given in (8.7) coincides with Stephanov’s model where z can
be interpreted as temperature (or Matsubara frequency), see [207, Section 6.1].
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. Model andmain results
We consider the model Y = Y z = (X − z)(X∗ − z) with a fixed complex parameter
z ∈ C and with a randommatrixX ∈ CN×N having independent real or complexGaussian
entries xab ∼ N (0, N−1), where in the complex case we additionally assume Ex2ab = 0.







= Tr(Y − w)−1, <w > 0, =w > 0, (8.8)
where the branch of
√
w is chosen such that =
√
w > 0. It is well known that in the large
N limit the normalized trace of the resolvent of many random matrix ensembles becomes
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((a)) δ = −2
−3 0 3
((b)) δ = 0
−3 0 3
((c)) δ = 1/4
FIGURE 8.2: Density of states of Y z andHz around the cusp formation. The top and bottom
figures show a plot of the boundary value of =mz = =mY z and =mHz , respectively on the
real line.
deterministic and it satisfies an algebraic equation, the matrix Dyson equation (MDE) [5].
In the current case of i.i.d. entries the MDE reduces to a simple cubic scalar equation
1
mHz
+ (w +mHz ) −
|z|2
w +mHz
= 0, =mHz (w) > 0, =w > 0 (8.9)
that has a unique solution, denoted bymHz . The local law from [13] asserts that
1
2N





where O≺ denotes a suitable concept of high-probability error term. Together with (8.8) it
follows that the normalized trace of the resolvent (Y z − w)−1 of Y z is well approximated
1
N
Tr(Y z − w)−1 ≈ mz(w)
by the unique solutionm = mz = mY z to the equation
1
mz
+ w(1 +mz) − |z|
2
1 +mz
= 0, =mz(w) > 0, <w > 0, =w > 0, (8.11)




w. Since m approximates the trace of the resol-
vent, the density of states is obtained as the imaginary part of the continuous extension of
m to the real line, i.e. ϱ#(E) = π−1 limϵ→0+ =m#(E+iϵ) for both choices # = Hz, Y z .
For δ := 1 − |z|2 ≈ 0 the Stieltjes transform mHz and its density of states exhibit a cusp
formation atw = 0 as δ crosses the value 0. This cusp formation inHz implies an analogous
transition formz ; the corresponding density of states are depicted in Figure 8.2.
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Complex case
Our main result of the present paper in the complex case is an asymptotic double-integral
formula for E Tr(Y −w)−1 atw = E+i0,E ≥ 0. In the transitional regime it is convenient
to introduce the rescaled variables
λ := E/c(N), δ̃ := N1/2δ, where δ := 1 − |z|2, (8.12)
recalling that c(N) = c(N, z) was defined in (8.5). For r ≥ 0 let Ψ = Ψ(r) be the unique
solution to the cubic equation 1 + rΨ + Ψ3 = 0 with <Ψ,=Ψ > 0. It is easy to see that
Ψ(r) satisfies Ψ(0) = eiπ/3 and Ψ(r) ∼ i
√
r for r  1. We also introduce the notations
a ∧ b := min{a, b} and a ∨ b := max{a, b} for real numbers a, b.
Theorem .. (Asymptotic 1-point function in the complex case). Uniformly in δ̃ ≥ −C
and 0 ≤ λ ≤ C for some fixed large constant C > 0 we have








+ O(N(1 ∨ δ̃)
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|, c(N, δ̃) = N−3/2 · (1 ∧ δ̃−1),
(8.13b)
and where the x-integration is over any contour from 0 to e3iπ/4∞, going out from 0 in the
direction of the positive real axis, and the y-integration is over any contour around 0 in a counter-








|log λ|, λ ≥ δ̃3,
|log λδ̃|, λ < δ̃3.
(8.13c)
In the regime above the eigenvalue scaling, i.e. for λ  1, the analogue of Theorem 8.2.1
reduces essentially to the local law asymptotics (8.10), albeit with a better error term due to
the presence of the expectation.
Proposition ... Let Y z = (X−z)(X−z)∗ whereX is a complex Ginibre ensemble. Then,
uniformly in δ := 1 − |z|2 and E ∈ R, we have the asymptotic expansion in E± := E − e±,
E Tr(Y z − E − i0)−1 = Nmz(E + i0)
×
(














where the edges e± of =mz are explicit functions of δ given in (8.18a).
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Real case
In the real case our main result is the following optimal bound on E Tr(Y + E)−1 for
E > 0. Recall the notation δ := 1 − |z|2.
Theorem .. (Optimal bound on the resolvent trace in the real case). Let ρ > 0 be any
small constant. Then uniformly in E ≥ 0 and δ ≥ −CN−1/2 for some fixed large constant
C > 0 we have that











Finally, we present our bound on the tail asymptotics for both real and complex cases;
for most applications, this can be viewed as the main result of this paper. Since a size-
able contribution to = Tr(Y − E + i0)−1 and = Tr(Y + E)−1 comes from the smallest
eigenvalue λ1(Y z), by a straightforward Markov inequality we immediately obtain the fol-
lowing corollary on the tail asymptotics of λ1(Y z) as an easy consequence of Theorems 8.2.1
and 8.2.3.
Corollary .. (Tail asymptotics of λ1(Y z)). For any C > 0, uniformly in x ∈ (0, C] and
1 − |z|2 > −CN−1/2 we have the bound
P
(




1 + |log x|
)
x (8.16)
in the complex case, and
P
(






1 + |log x|
)
x (8.17)
in the real case, where we recall the definition of the scaling factor c(N, z) from (8.5).
Properties of the asymptotic Stieltjes transformmz
We now record some information on the deterministic Stieltjes transformmz which will be
useful later. The endpoints of the support of the density of states π−1=mz are the zeros of
the discriminant of the cubic equation (8.11) since passing through these points with the real
parameterE = <w creates solutions with nonzero imaginary part. Elementary calculations
show that the support of =mY z is [0, e+] if 0 ≤ δ ≤ 1 and it is [e−, e+] if δ < 0, where
e± :=
8δ2 ± (9 − 8δ)3/2 − 36δ + 27
8(1 − δ)
, (8.18a)
and e− is only considered if δ < 0. Note that while e+ ∼ 1, the edge e− may be close to




. The slope coefficient of the square-root
density at the edge in e± is given by









, λ ≥ 0,






9 − 8δ ± 1
)3/2
(√
9 − 8δ ± 3




Note that while the square-root edge at e+ is non-singular in the sense γ+ ∼ 1, the square-









Let χ1, χ1, . . . , χN , χN denote Grassmannian variables satisfying the commutation rules
χiχj = −χjχi, χiχj = −χjχi, χiχj = −χjχi,
from which it follows that χ2i = χi2 = 0. As a convention we set χi := −χi. The power
series of any function of Grassmannian variables is multilinear and it suffices to define the
integral in the sense of Berezin [29] over Grassmannian variables as the derivatives
∂χkχk = ∂χkχk = 1, ∂χk1 = ∂χk1 = 0, ∂χ := ∂χ1∂χ1 . . . ∂χN∂χN
and extend them multilinearly to all finite combinations of monomials in Grassmannians.
We denote the column vectors with entries χ1, . . . , χN and χ1, . . . , χN by χ and χ, respec-
tively. The conjugate transposes of those vectors, i.e. the row vectors with entriesχ1, . . . , χN
and −χ1, . . . ,−χN will be denoted by χ∗ and χ∗, respectively. Note that (χ∗)∗ = −χ,





so that the quadratic form
∑





where the matrix-vector product is understood in its usual sense. Similarly, s and s de-
note the column vectors with complex entries s1, . . . , sN and their complex conjugates









and similarly for quadratic forms. The commutation rules naturally also apply to linear
functions of the Grassmannians, and therefore also, for example, 〈s, χ〉2 = 〈χ, s〉2 = 0 for
any vector s of complex numbers. The complex numbers si and often called bosonic variables,
while Grassmannians are called fermions, motivated by the basic (anti)commutativity of the
bosonic/fermionic field operators in physics.
.. Determinant identities

















iN det(H − w) = ∂χ exp(i〈χ, (H − w)χ〉), ∂χ := ∂χ1∂χ1 . . . ∂χN∂χN ,
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where the exponential is defined by its (terminating) Taylor series. Consequently we can









i〈χ, (H − w1)χ〉 − i〈s, (H − w)s〉
)
,
for w ∈ H and w1 ∈ C, where choice of w with =w > 0 guarantees the convergence of
the integral. By taking the w1 derivative and setting w = w1 it follows that















After taking expectations, i.e. performing the Gaussian integration for the entries of Y =
Y z = (X−z)(X−z)∗, the resolvent identity (8.19) will depend on the complex vector s and
the Grassmannian vector χ only via certain inner products. More specifically, after defining
the N × 2 and N × 4 matrices Φ := (s, χ) and Ψ := (s, s, χ, χ), the expectation of the
resolvent can be expressed as an integral over the 2 × 2 or 4 × 4 supermatrices Φ∗Φ or Ψ∗Ψ
in the complex and real case, respectively. Supermatrices are 2 × 2 block matrices whose
diagonal blocks are commonly referred to as the boson-boson and the fermion-fermion
block, while the off-diagonal blocks are the boson-fermion and fermion-boson block. For
supermatricesQ the supertrace and superdeterminant, the natural generalizations of trace and




















(x− τy−1σ)−1 −x−1σ(y − σx−1τ)
−y−1τ(x− τy−1σ)−1 (y − σx−1τ)−1
)
. (8.21)
The integral over the remaining degrees of freedom in Φ,Ψ other than the inner products in
Φ∗Φ,Ψ∗Ψ can conveniently be performed using the well known superbosonization formula
which we now recall. It basically identifies the integration volume of the irrelevant degrees
of freedom with the high power of the superdeterminant of the supermatrix containing the
relevant inner products (collected in a 2 × 2 supermatrix Q in the complex case and a 4 × 4
supermatrix Q in the real case).
... Complex superbosonization
For any analytic function F with sufficiently fast decay at +∞ in the boson-boson sector























dx denotes the Lebesgue integral on [0,∞),
∮
dy denotes the counterclockwise
complex line integral on {z ∈ C||z| = 1} andσ, τ denote independent scalarGrassmannian
variables. The key point is that while the integral on the left hand side is performed overN
complex numbers and 2N Grassmannians, the integral on the right is simply over a 2 × 2
supermatrix, i.e. two complex variables and two Grassmannians. Note that the identity
in [142] is more general than (8.22) in the sense that it allows for bosonic and fermionic
sectors of unequal sizes. For the case of equal sizes, which concerns us, the formula gets
simplified, the measureDQ in [142, Eq. (1.8)] becomes the flat Lebesgue measure since two
determinants cancel each other as












where the sum is finite and the last equality followed using the commutation rules.
... Real superbosonization






















The supermatrix Q has 2 × 2 blocks: x is non-negative Hermitian, y is a scalar multiple of
the identity matrix. The off-diagonal blocks σ, τ are related by













dx integral is the Lebesgue measure on non-negative Hermitian 2 × 2 matrices








and the fermionic integral is defined as ∂σ := ∂σ11∂σ22∂σ21∂σ12 . Furthermore, under the
slight abuse of notation of identifying the 2 × 2 matrix y, which is a scalar multiple of
the identity matrix, with the corresponding scalar,
∮
dy is the complex line integral over
|y| = 1 in a counter-clockwise direction. Unlike in the complex case, the matrix elements
of the 4 × 4 supermatrix Q are not independent; there are only 4 (real) bosonic and 4
fermionic degrees of freedom. These identities among the elements ofQ stem from natural
relations between the scalar product of the column vectors of Ψ. For example the identity
〈s, s〉 = 〈s, s〉 from the first two diagonal elements of (Ψ∗Ψ) corresponds to x11 = x22,
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encoded in the last line of (8.24) corresponds to relations between scalar products of bosonic
and fermionic vectors and their complex conjugates; for example τ21 = −σ21 comes from
the identity (Ψ∗Ψ)41 = 〈−χ̄, s〉 = −〈s̄, χ〉 = −(Ψ∗Ψ)23, etc.
.. Application to Y z in the complex case
Our goal is to evaluate E Tr(H −w)−1 asymptotically on the scale where E is comparable
with the eigenvalue spacing. We now use the identity




















































































CN ds ∂χ integration in (8.25) we use the superbosonization for-
mula (8.22) for the function




















We view F as a function of the four independent variables collected in the entries of the
2 × 2 matrix Φ∗Φ. Strictly speaking the function F is only meromorphic but not entire in
these four variables, but since the integration regimes on both sides of the superbosonisation
formula are well separated away from the poles of F , a simple approximation argument
outlined inAppendix 8.A justifies its usage. Together with the change of variables iNQ 7→ Q
it now implies that
E Tr(Y − w)−1 = N
∫
Q′




Q′ indicates the changed integration regime due to the change of variables, more
specifically under, Q′ the x-integration is over [0, i∞) and the y-integration is over a small
circle {u ∈ C||u| = N−1}. Note that the change of variables through scaling does not
326
8.3. Supersymmetric method
contribute an additional factor, since superdeterminants are scale invariant. It remains to
perform the Berezinian integral. To do so we split





















−N STr log(1 + q) + N
2




−N log(1 + x) +N log(1 + y)
)(
1 +N στ































1 +N |z|2 στ







By combining these identities we arrive at the final result1








G(x, y) := 1
xy
− 1

















where the x-integration is over (0, i∞) and the y-integration is over a circle of radiusN−1
around the origin.
.. Application to Y z in the real case











, and use that










1Essentially the same formula, obtained by direct computations, was presented by M. Shcherbina in her
seminar talk on Jan 11, 2016 in Bonn. Our derivation of the same formula via superbosonization is merely a
pedagogical preparation to the much more involved real case in Section 8.3.4.
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X + izTr ΦΦ∗X + izTrXtΦΦ∗



























































































where we used that X is real and ΨΨ∗ is symmetric. The superbosonization formula thus
implies



















































In order to expand the exponential terms to fourth order in σ we introduce the short-hand
notations












STr(1 +Q)−1Z2QZ∗2 = STr(1 + q)−1Z2qZ∗2









)3(1 + q)−1(Z2µZ∗2 − µ(1 + q)−1Z2qZ∗2),
= Tr(1 + x)−1ZxZ∗ − |z|2 Tr y
1 + y
− Tr(σZτZ∗A+ ZσZ∗τA)
+ TrστAC ′ − TrστA(σZτZ∗A+ ZσZ∗τA) + TrστAστAC ′,
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where we introduced matrices A,C ′ as in
A := (1 + x)
−1
1 + y
, B := x
−1
y
, C ′ := ZxZ∗(1 + x)−1 + |z|2 y
1 + y
,
as well asB, which will be used in the sequel. In deriving these formulas we used that q and
Z2 have zero off-diagonal blocks and µ has zero diagonal blocks, to eliminate terms with
odd powers of µ after taking the supertrace, and that y is a scalar multiple of the identity.
Similarly we find for the logarithmic terms
STr
(
log(q + µ) − log(1 + q + µ)
)













































f(x) := −wTrx+ log det(1 + x)
det(x)
+ TrZxZ∗(1 + x)−1 − 2|z|2,













































dy11 is the integral
over scalar matrices y = y11I with dy11 being the complex line integral over |y11| = N−1
in a counter-clockwise direction.
To integrate out the Grassmannians we expand the exponential to second order, use the
relation (8.30) between σ and τ , and use that for 2 × 2 matrices X,Y which are constant
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on the diagonal (x11 = x22, y11 = y22) we have the identities
N2
8










































+ (4|z|2(<z)2 + 2(<z)2(2 − TrC ′)) detA








































with a ∈ iR+, τ ∈ [0, 1], φ ∈ [0, 2π] and |ξ| = N−1. Since the integral over φ ∈ [0, 2π]
is equal to 2π as a consequence of the fact that the functions f, g,GN defined below do not
depend on φ, we have that












eN [f(ξ)−g(a,τ,η)]GN (a, τ, ξ, z), (8.34)
where, using the notation η := =z, the functions f and g are defined by




g(a, τ, η) := −wa+ 1
2




2(1 + a) − 2η2a2(1 − τ)




8.4. Asymptotic analysis in the complex case for the saddle point regime
Note that g(a, 1, η) = f(a); in particular, we remark that g(a, 1, η) is independent of η
for any a ∈ C. Furthermore, using the parameterizations in (8.33) the function GN :=




































where pi,j,k = pi,j,k(a, τ, ξ) are explicit polynomials in a, τ, ξ which we defer to Ap-
pendix 8.B, η := =z and δ := 1 − |z|2. The indices i, j, k in the definition of pi,j,k
denote theN , η and δ power, respectively. We splitGN as the sum ofG1,N andG2,N since
G1,N depends only on |z|, whilst G2,N depends explicitly by η = =[z], hence G2,N = 0 if
z ∈ R.
. Asymptotic analysis in the complex case for the saddle point
regime
For the density of states ϱY z on the positive semi-axisE > 0 we expect a singular behaviour
for E ≈ 0 and a square-root edge for E ≈ e+. The singularity at E = 0 exhibits a phase
transition in δ at 0; for δ > 0 the transition is between an E−1/3–singularity for δ = 0
and a δ1/2E−1/2–singularity for 0 < δ ≤ 1, while for δ < 0 the transition is between the
E−1/3–singularity for δ = 0 and square-root edge in e− ∼ |δ|3 of slope |δ|−5/2. We now
analyse the location of the critical point(s) x∗, i.e. the solutions to f ′(x∗) = 0, as well as the
asymptotics of the phase function f around them precisely in all of the above regimes. For
the saddle-point approximation the second derivative f ′′(x∗) is of particular importance
and we find that it can only vanish in the vicinity ofE ≈ e+ andE ≈ e− ∨0, and otherwise
satisfies |f ′′(x∗)| ≳ 1.
The saddle point equation f ′(x∗) = 0 leads to the simple cubic equation
wx3∗ + 2wx2∗ + wx∗ + δx∗ + 1 = 0,
which is precisely the MDE equation from (8.11), whose explicit solution via Cardano’s
formula reveals that for E ∈ (e−, e+) there are two relevant critical points x∗, x∗ with
<f(x∗) = <f(x∗), while for E ≥ e+ or 0 ≤ E ≤ e− there is one relevant critical point

















































((a)) E+ < 0
−3 0 3
−1 0 1






((c)) E+ > 0
FIGURE 8.3: Contour plot of <f(x) in the regime E ≈ e+. The solid white lines represent
the level set <f(x) = <f(x∗), while the solid and dashed black lines represent the chosen
contours for the x- and y-integrations, respectively.
where q2 + p3 > 0 as long as E ∈ (e−, e+) and q2 + p3 < 0 for E > e+ or E < e−. Here
we chose the branch of the cubic root such that 3
√
R = R and that 3
√
z for z ∈ C \ R is
the cubic root with the maximal real part. Note that the choice of the cubic root implies
=x∗ ≥ 0 and x∗ = x∗(E) = mz(E + i0), wheremz has been defined in (8.11).
Before concluding this section with the proof of Proposition 8.2.2, we collect certain
asymptotics of the critical point x∗ and the phase function f in its vicinity, which will also
be used in the main estimates of the present paper in Sections 8.5–8.6. In the edges e± the











of (8.38) for E near the edges reveal the following asymptotics of x∗ in the various regimes.
RegimeE ≈ e+
Close to the spectral edge E ≈ e+ we have the asymptotic expansion




1 + O(|E1/2+ |)
)
(8.39a)
in E+ := E − e+, where γ+ was defined in (8.18b). The location of saddle point(s) in the








1 + O(|E1/2+ |)
)
. (8.39b)
RegimeE ≈ 0 in the case δ ≥ 0
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−0.1 0 0.1




((a)) 0 < δ  E1/3  1
−0.1 0 0.1




((b)) 0 < E1/3  δ
FIGURE 8.4: Contour plot of <f(x) for δ > 0 in the regime E ≈ 0. The solid white lines
represent the level set <f(x) = <f(x∗), while the solid and dashed black lines represent
the chosen contours for the x- and y-integrations, respectively.
where Ψ(λ) is the unique solution to the cubic equation
1 + λΨ(λ) + Ψ(λ)3 = 0, <Ψ(λ) > 0, =Ψ(λ) > 0, λ ≥ 0.
The explicit function Ψ(λ) has the asymptotics
lim
λ↘0






























where the first expansion is informative in the E  δ3, and the second one in the E  δ3
regime. The location of saddle point(s) in the regime E ≈ 0 is depicted in Figure 8.4. For
the second derivative we have the expansions
f ′′(x∗) = 3e2iπ/3E4/3
(













and similarly for higher derivatives, |f (k)(x∗)| ∼ E(2+k)/3 ∧E(k+1)/2δ−(k−1)/2 for k ≥ 3.
RegimeE ≈ e− in the case δ < 0
Around the spectral edge e− the critical point admits the asymptotic expansion
x∗ = x∗(e−) + γ−
(




){i√|E−|, E− ≥ 0
−
√
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−0.1 0 0.1




((a)) |δ|3  E−
−0.2 0 0.2
−3 0 3 6
((b)) |E−|  |δ|3
−0.2 0 0.2




((c)) E−  −|δ|3
−0.2 0 0.2




((d)) E− ∼ |δ|3
−0.2 0 0.2




((e)) E− ∼ −|δ|3
FIGURE 8.5: Contour plot of <f(x) in the regime E ≈ e−. The solid white lines represent
the level set <f(x) = <f(x∗), while the solid and dashed black lines represent the chosen
contours for the x- and y-integrations, respectively.
where E− := E − e−, and these separate expansions are relevant in the |E|  |δ|3 and
|E|  |δ|3 regimes, respectively. The location of saddle point(s) in the regime E ≈ e− is









|E−|, E− ≤ 0
−i
√
|E−|, E− ≥ 0
= 3e2iπ/3E4/3
(






with γ− ∼ |δ|−5/2.
Proof of Proposition ... As the functions f and G in (8.28) are meromorphic we are free
to deform the contours for the x- and y-integrals as long as we are not crossing 0 or −1 and
the x-contour goes out from 0 in the ”right” direction (in the region <[x] < 0,=[x] > 0
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in Figure 8.3, and in the region <[x] > |=[x]| in Figures 8.4–8.5). It is easy to see that
the contours can always be deformed in such a way that <f(x) > <f(x∗) = <f(x∗) and
<f(y) < <f(x∗) for all x, y 6= x∗, x∗, see Figures 8.3–8.5 for an illustration of the chosen
contours.
We now compute the integral (8.28) in the large N limit when E is near the edges. In
certain regimes of the parameters N , E and δ a saddle point analysis is applicable after a
suitable contour deformation. In most cases, the result is a point evaluation of the integrand
at the saddle points. In some transition regimes of the parameters the saddle point analysis
only allows us to explicitly scale out some combination of the parameters and leaving an
integral depending only on a reduced set of rescaled parameters.
We recall the classical quadratic saddle point approximation for holomorphic functions
f(z), g(z) such that f(z) has a unique critical point in some z∗, and that γ can be deformed
to go through z∗ in such a way that <f(z) < <f(z∗) for all γ 3 z 6= z∗. Then for large
λ  1 the saddle point approximation is given by∫
γ














where ± is determined by the direction of γ through z∗ with + corresponding to the di-
rection parallel to i exp(− i2 arg f
′′(z∗)). This formula is applicable, i.e. we can use point
evaluation in the saddle point regime, whenever the lengthscale ℓf ∼ (N |f ′′(x∗)|)−1/2 of the
exponential decay from the quadratic approximation of the phase function is much smaller
than the scale ℓg ∼ |g(x∗)|/|∇g(x∗)| on which g is essentially unchanged. For our inte-








in all regimes separately.
In the regime E ≈ e+, using the asymptotics for x∗ from (8.39a) and (8.39b), the




i.e. if |E+|  N−2/3. Here the length-scale |E+|1/2 represents the length-scale on which
(x, y) 7→ yG(x, y) is essentially constant which can be obtained by explicitly computing




Similar calculations yield that for E ≈ 0 and δ ≥ 0 the quadratic saddle point approxima-





)  E−1/3 ∨ δ1/2E−1/2, i.e. E  N−3/2 ∧N−2δ−1,





)  E−1/3 ∧ |E−|1/2|δ|−5/2, i.e. |E−|  N−2/3|δ|5/3,
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recalling that E = E− + e− and e− ∼ δ3 from (8.18b).
In these regimes we can thus apply (8.42) to (8.28) and using that
G(x∗, x∗) = f ′′(x∗), G(x∗, x∗) = 0,
as follows from explicit computations, we thus finally conclude (8.14). Here the error terms
in (8.14) follow from (8.42) by choosing λ ∼ (ℓg/ℓf )2 according to asymptotics of the second
derivatives and log-derivatives above. More precisely, for example in the second caseE ≈ 0







while G can asymptotically be written as











































where we used that G(x∗, x∗) ∼ E4/3. The other cases in (8.14) can be checked similarly.
. Derivation of the 1-point function in the critical regime for
the complex case
In this section we prove Theorem 8.2.1, i.e. we study E Tr[Y − w]−1, with w = E + iϵ,
1  |E|  ϵ > 0, for E so close to 0 such that |E| is smaller or comparable with the
eigenvalues scaling around 0. We will first consider the case δ ≥ 0 and afterwards explain
the necessary changes in the regime −CN−1/2 ≤ δ < 0.
.. Case 0 ≤ δ ≤ 1.
In the following of this section we assume that E > 0, since we are interested in the com-
putations of (8.28) for E = <[w] inside the spectrum of Y . In order to study the transition
between the local law regime, that is considered in Section 8.4, and the regime when the
main contribution to (8.28) comes from the smallest eigenvalue of Y , we define the param-
eter





In particular, in the regime E  c(N) the double integral in (8.28) is computed by
saddle point analysis in (8.14), i.e. the main contribution comes from the regime around
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the stationary point x∗ of f , with x∗ defined in (8.40b), whilst for E ≲ c(N) the main
contribution to (8.28) comes from a larger regime around the stationary point x∗. From
now on we assume that E ≲ c(N). In the following we denote the leading order of the
stationary point x∗ by
z∗ = z∗(E, δ) := E−1/3Ψ(δE−1/3), (8.45)
where Ψ(λ) was defined in (8.40a) and has the asymptotics Ψ(0) = eiπ/3 and Ψ(λ)/
√
λ → i
as λ → ∞. Note that |z∗|  1 for any E  1, 0 ≤ δ ≤ 1. For this reason, we expect
that the main contribution to the double integral in (8.28) comes from the regime when |x|
and |y| are both large, say |x|, |y| ≥ Nρ, for some small fixed 0 < ρ < 1/2. Later on in
this section, see Lemma 8.5.4, we prove that the contribution to (8.28) in the regime when
either |x| or |y| are smaller than Nρ is exponentially small. In order to get the asymptotics
in (8.13a), is not affordable to estimate the error terms in the Taylor expansion by absolute
value. In particular, it is not affordable to estimate the integral of eNf(y) over Γ by absolute
value, hence the improved bound in (8.54) is needed. To make our writing easier, for any









:= {g ∈ QR}, (8.46)
where PR and QR are defined as Laurent series of order at least R around infinity, i.e.





, |c̃α| ≤ Cα, if |x| ≥ 2C},





, with |cα,β| ≤ Cα+β, if |x|, |y| ≥ 2C},
for some constant C > 0 that is implicit in the O# notation. Here α, β are integer ex-
ponents. Note that O#(|x|−R) = O(|x|−R) for any x ∈ C. Then, we expand the phase
function f for large argument as follows









and for large x and y we expand G as
G(x, y) = H(x, y) + O#
(
(x, y)−5 + δ(x, y)−4
)
,












In order to compute the integral in (8.28) we deform the contours Λ and Γ through z∗,
with z∗ defined in (8.45). In particular, we are allowed to deform the contours as long as
the x-contour goes out from zero in region <[x] > |=[x]|, it ends in the region <[x] <
0,=[x] > 0, and it does not cross 0 and −1 along the deformation; the y-contour, instead,
can be freely deformed as long as it does not cross 0 and −1. Hence, we can deform the




































((b)) 0 < E1/3  δ
FIGURE 8.6: Illustration of the contours (8.48a)–(8.48b) together with the phase diagram of
<f , where the white line represents the level set <f(x) = <f(z∗). Note that the precise
choice of the contours is only important close to 0 and for very large |x| as otherwise the
phase function is small.
with ψz∗ = arccos[−2/(3|z∗|)], and the x-contour as Λ = Λz∗ := Λ1,z∗ ∪ Λ2,z∗ , with
Λ1,z∗ := [0, |z∗|), Λ2,z∗ := {|z∗| − qs+ is : s ∈ [0,+∞)} , (8.48b)
where
q = qz∗ := =[z∗]−1(|z∗| − <[z∗]). (8.48c)
Note that q ∼ 1 uniformly in N , E and δ, since <[z∗] ≲ =[z∗] for any E  1, 0 ≤ δ ≤ 1.
We assume the convention that the orientation of Γ is counter clockwise. See Figure 8.6 for
an illustration of Γ and Λ.
Before proceeding with the computation of the leading term of (8.28), in the following
lemma we state some properties of the function f on the contours Γ, Λ. Using that ϵ  E,
the proof of the lemma below follows by easy computations.
Lemma ... Let f be the phase function defined in (8.28), then the following properties hold
true:
(i) For any y = −2/3 + it ∈ Γ1,z∗ , we have that




+ O(|t|−3 + δ|t|−2), (8.49)
and





(ii) For ϵ = 0, the function t 7→ <[f(−2/3 + it)] on Γ1,z∗ is strictly increasing if t > 0 and
strictly decreasing if t < 0.
(iii) The function x 7→ <[f(x)] is strictly decreasing on Λ1,z∗ .
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(iv) Let x ∈ Λ2,z∗ be parametrized as x = |z∗| − qs + is, for s ∈ [0,+∞), with q defined
in (8.48c), then
<[f(x)] = −E(|z∗| − qs) + ϵs+
δ(|z∗| − qs)
s2 + (qs− |z∗|)2
+ (1 − 2δ)[(|z∗| − qs)
2 − s2]







Despite the fact that saddle point analysis is not useful anymore in this regime, we
expect that the main contribution to (8.28) comes from the regime in the double integral
when both x and y are large, i.e. |x|, |y| ≥ Nρ. For this purpose we define
Λ̃ := {x ∈ Λ1,z∗ : |x| ≤ Nρ}, Γ̃ := {y ∈ Γ1,z∗ : |y| ≤ Nρ}. (8.52)
In the following part of this section we will firstly prove that the contribution to (8.28) in the
regime when either x ∈ Λ̃ or y ∈ Γ̃ is exponentially small and then we explicitly compute
the leading term of (8.28) in the regime (x, y) ∈ (Λ\Λ̃)×(Γ\ Γ̃). For this purpose, we first
prove a bound for the double integral in the regime y ∈ Γ \ Γ̃ or x ∈ Λ \ Λ̃ in Lemma 8.5.2
and Lemma 8.5.3, respectively, and then we conclude the estimate for x ∈ Λ̃ or y ∈ Γ̃ in
Lemma 8.5.4. Finally, in Theorem 8.2.1 we consider the regime (x, y) ∈ (Λ \ Λ̃) × (Γ \ Γ̃)
and compute the leading term of (8.28).








∣∣∣∣∣ ≲ |z∗|1−b +

|z∗|, b = 0,
1 + |log(N |z∗|−2)|, b = 1, δ < |z∗|−1,
1 + |log(Nδ|z∗|−1)|, b = 1, δ ≥ |z∗|−1,
N
1−b
2 ∧ (Nδ)1−b, b ≥ 2,
(8.53)
where Γ, Γ̃ are defined in (8.48a) and (8.52) respectively. Furthermore, we have that∫
Γ\Γ̃





dy = O(1). (8.54)
Proof. Firstly, we notice that if y ∈ Γ \ Γ̃ then |y| ≥ Nρ, hence we expand f as in (8.47a),
i.e.




+ O(|y|−3 + δ|y|−2). (8.55)
Moreover, by (8.45) it follows that |z∗| ∼ E−1/3 ∨
√
δE−1, and so that
|Nf(y)| ≲ NE2/3 +N
√
δE (8.56)
for any |y| ∼ |z∗|, E ≲ c(N). Note that Γ \ Γ̃ = (Γ1,z∗ \ Γ̃) ∪ Γ2,z∗ , with Γ1,z∗ , Γ2,z∗
defined in (8.48a). By (8.56) it easily follows that |Nf(y)| ≲ 1 for any y ∈ Γ2,z∗ , which
clearly implies that ∫
Γ2,z∗
∣∣∣∣∣eNf(y)yb
∣∣∣∣∣ | dy| ≲ |z∗|1−b. (8.57)
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To conclude the proof of (8.53) we bound the integral on Γ1,z∗ \ Γ̃. Let w = E + iϵ, then



















 (1 + O(NE)) dt.
(8.58)




















|z∗|, b = 0,
1 + |log(N |z∗|−2)|, b = 1, δ < |z∗|−1,
1 + |log(Nδ|z∗|−1)|, b = 1, δ ≥ |z∗|−1,
N
1−b
2 ∧ (Nδ)1−b, b ≥ 2,
(8.59)
Note that in (8.59) for b = 0, 1 we get the bound in the r.h.s. bringing the absolute value
inside the integral, whilst this is not affordable to get the bound for b ≥ 2, since the term
eiδN/t has to be used. Indeed, we would get a bound N (1−b)/2 for b ≥ 2 if we estimate the
integral in (8.59) moving the absolute value inside. In the following part of the proof we
compute the integral (8.58) for b = 0, 1 without estimating it by absolute value.
In particular, for b = 1, we prove that the leading term of the r.h.s. of (8.58) is O(1),
instead of the overestimate 1 + | log(N |z∗|−2)| in (8.59), as a consequence of the symmetry
of Γ1,z∗ respect to 0. For this computation we have to distinguish the cases δ  N−1/2 and
δ ≲ N−1/2. If E ∼ c(N) and δ ≲ N−1/2, then N |z∗|−2 ∼ 1, hence the bound in (8.54)
directly follows by (8.57) and (8.59). We are left with the cases E  c(N) and E ∼ c(N),
δ  N−1/2. For δ  N−1/2, we have |z∗| ∼
√
δ/E and using |Nwt| ≤ NE|z∗|  1, if




















dt+O(1) = | log(Nδ|z∗|−1)|+O(1).
Using similar computations to above, we prove that the integral in the l.h.s. of the above
equalities is equal to | log(N |z∗|−2)| + O(1) if δ  N−1/2. Similar calculation holds if the
denominator is (−2/3 − it) instead of (−2/3 + it), just an overall sign changes. Thus the
leading terms from the two parts of the integral in (8.58) cancel each other. We thus conclude
the second bound in (8.54) combining the above computations with (8.57) and (8.58).
Next, we compute the integral of eNf(y) on Γ\ Γ̃, i.e. we prove the first bound in (8.54).
We consider only the regimeE  c(N), since in the regimeE ∼ c(N) the bound in (8.54)
follows directly by (8.57),(8.59), and the definition of c(N) in (8.44), since |z∗| ∼ N1/2∨Nδ.
On Γ2,z∗ , using the parametrization y = |z∗|eiψ, and that by (8.56) we have |Nf(y)|  1
for E  c(N), we Taylor expand eNf(y) and conclude that∫
Γ2,z∗
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Furthermore, by (8.58) for b = 0, using that E  c(N) and so that |Nwt|  1 on Γ1,z∗ ,
we have ∫
Γ1,z∗ \Γ̃
eNf(y) dy = −2i|z∗| + O(N1/2 ∨Nδ).
The minus sign is due to the counter clockwise orientation of Γ, i.e. the vertical line Γ1,z∗
is parametrized from the top to the bottom. Combining this computation with (8.60) and
using thatNE|z∗|2+Nδ+N |z∗|−1  N1/2+Nδ, since |z∗| ∼ E−1/3+
√
δE−1 by (8.45),
we conclude the proof of this lemma.
Lemma ... Let c(N) be defined in (8.44), E ≲ c(N), let f be defined in (8.28) and a ∈ R,




∣∣∣∣∣ | dx| ≲

|z∗|1−a + (NE)a−1, a < 1,
1 + | log(N |z∗|−2)|, a = 1, δ < |z∗|−1,
1 + | log(Nδ|z∗|−1)|, a = 1, δ ≥ |z∗|−1,
N
1−a
2 ∧ (Nδ)1−a, a > 1,
(8.61)
where Λ, Λ̃ are defined in (8.48b) and (8.52).
Proof. We split the computation of the integral of eNf(x)x−a as the sum of the integral over
Λ1,z∗ \ Λ̃ and Λ2,z∗ . Using the parametrization x = |z∗| − qs+ is, with s ∈ [0,+∞) and














[(|z∗| − qs)2 + s2]a/2
ds.
(8.62)
We split the computation of the integral in the r.h.s. of (8.62) into two parts: |s| ∈ [0, |z∗|)
and s ∈ [|z∗|,+∞). Since q ∼ 1 andNE|z∗| ≲ 1, in the regime |s| ∈ [0, |z∗|) we estimate









ds ≲ |z∗|1−a. (8.63)








(NE)a−1, a < 1,
1 + | log(NE|z∗|)|, a = 1,
|z∗|1−a, a > 1.
(8.64)
We are left with the estimate of the integral over Λ1,z∗ \ Λ̃. Similarly to the bound
in (8.59), using that Λ1,z∗ \ Λ̃ = [Nρ, |z∗|) and that NE|z∗| ≲ 1, we have that∫
Λ1,z∗ \Λ̃
∣∣∣∣∣e−Nf(x)xa












|z∗|1−a, a < 1,
1 + | log(N |z∗|−2)|, a = 1, δ < |z∗|−1,
1 + | log(Nδ|z∗|−1)|, a = 1, δ ≥ |z∗|−1,
N
1−a
2 ∧ (Nδ)1−a, a > 1,
(8.65)
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Combining (8.62)–(8.65) we conclude the proof of (8.61).
Using Lemma 8.5.2, Lemma 8.5.3 in the following lemma we prove that the contribution
to (8.28) in the regime where either x ∈ Λ̃ or y ∈ Γ̃ is exponentially small.
Lemma ... Let c(N) be defined in (8.44), and let f ,G be defined in (8.28), then, as ϵ → 0+,
















≲ Nρ(N1/2 +Nδ + | log(NE2/3)|)e− 12N1−2ρ .
(8.66)
Proof. We split the estimate of the integral over (Λ × Γ) \ [(Λ \ Λ̃) × (Γ \ Γ̃)] into three
regimes: (x, y) ∈ Λ̃ × Γ̃, (x, y) ∈ Λ̃ × (Γ \ Γ̃), (x, y) ∈ (Λ \ Λ̃) × Γ̃. By ii, iii of
Lemma 8.5.1, in the regime y ∈ Γ̃ and x ∈ Λ̃, respectively, it follows that the function f
attains its maximum at y = −2/3 ± iNρ on Γ̃ and f attains its minimum at x = Nρ on Λ̃.











+ O(N−3ρ + δN−2ρ). (8.68)
Then, by (8.67) and (8.68), it follows that the integral over (x, y) ∈ Λ̃ × Γ̃ is bounded by
N2ρe−N
1−2ρ . Note that in the regimes (x, y) ∈ Λ̃ × (Γ \ Γ̃) and (x, y) ∈ (Λ \ Λ̃) × Γ̃ one
among |x| and |y| is bigger than Nρ. Hence, expanding (8.28) for large x or y argument,
using Lemma 8.5.2, Lemma 8.5.3 to estimate the regime x ∈ Λ̃ and y ∈ Γ̃, respectively,
by (8.67)–(8.68), we conclude that the integral over (x, y) ∈ Λ̃ × (Γ \ Γ̃) is bounded by
Nρ(N1/2 + (Nδ))e−N1−2ρ/2, and that the one over (x, y) ∈ (Λ \ Λ̃) × Γ̃ is bounded by
Nρ(1 + | log(NE2/3)|)e−N1−2ρ/2.
Next, we compute the leading term of (8.28). We define z̃∗ as
z̃∗(λ, δ̃) := N−1/2
∣∣z∗(λc(N), N−1/2δ̃)∣∣, λ = E
c(N)
, δ̃ = N1/2δ, (8.69)
where we also recalled the rescaled parameters λ and δ̃ from (8.12). Note that z̃∗(λ, δ̃) isN-
independent, indeed allN factors scale out by using the definition of z∗(E, δ) from (8.45).
Since E  1 and δ ∈ [0, 1], by (8.69) it follows that the range of the new parameters is
δ̃ ≤ N1/2 and λ  c(N)−1.
We are now ready to prove our main result on the leading term of (8.28), denoted by
q
δ̃
(λ), in the complex case, Theorem 8.2.1. Then, the one point function of Y is asymptot-




(λ)]. The main inputs for the proof are the bounds in (8.53)
and (8.61) that will be used to estimate the error terms in the expansions for large arguments
of f and G in (8.47a) and (8.47b).
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8.5. Derivation of the 1-point function in the critical regime for the complex case
Proof of Theorem .. in the case δ ≥ 0. By (8.28) and Lemma 8.5.4 it follows that

















Note that |x|, |y| ≥ Nρ for any (x, y) ∈ (Λ \ Λ̃) × (Γ \ Γ̃). In order to prove (8.13a) we first
estimate the error terms in the expansions of f andG in (8.47a)–(8.47b) and then in order to
get anN-independent double integral we rescale the phase function by |z∗|. By Lemma 8.5.2
and Lemma 8.5.3, using that | log(N |z∗|−2)| + | log(Nδ|z∗|−1)| ≲ | log(NE2/3)| by the














2 (1 ∧ δ̃1−d)(1 ∨ δ̃), b = 0,
N
1−b
2 (1 ∧ δ̃1−b)(1 + | log(NE2/3)|), a = 1, b ≥ 1,
N
2−d
2 (1 ∧ δ̃2−d), a > 1, b ≥ 1,
(8.71)
for any a ≥ 1, b ∈ N, where d := a + b. In order to get the bound in the r.h.s. of (8.71)
we estimated the terms with b = 0 and b = 1 using the improved bound in (8.54), all the
other terms are estimated by absolute value. Note that for λ  1 the bound in (8.71) and
the definition of λ in (8.69) imply that
lim
ϵ→0+
∣∣E Tr[Y − (E + iϵ)]−1∣∣ ≲ N3/2(1 ∨ δ̃){| log λ|, λ ≥ δ̃3,
| log λδ̃|, λ < δ̃3.
if λ  1, since the leading term in the expansion of yG(x, y) in (8.47b) consists of mono-
mials of the form x−ay−b, with a+ b = 3, and δx−ay−b, with a+ b = 2. This concludes
the proof of (8.13c).
Now we prove the more precise asymptotics (8.13a). We will replace the functions f
and G in (8.70) by their leading order approximations, denoted by g and H from (8.47a)
and (8.47b). The error of this replacement in the phase function f is estimated by the Taylor
expanding the exponent eO#(x−3+δx−2), with O#(x−3 + δx−2) defined in (8.46). Hence,
by (8.47a) and (8.47b) and the bound in (8.71), as ϵ → 0+, we conclude that

















The error estimates in (8.72) come from terms with d ≥ 4 or terms with d ≥ 3 multiplied
by δ in (8.71).
We recall that λ = Ec(N)−1, δ̃ = δN1/2, and that |z∗| = N1/2z̃∗(λ, δ̃). Then,
defining the contours
Γ̂ := |z∗|−1Γ, Λ̂ := |z∗|−1Λ, (8.73)
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and using the change of variables x → x|z∗|, y → y|z∗| in the leading term of (8.72) we
conclude that



















(x, y) defined in (8.13b). Note that in order to get (8.74) we used that
the integral in the regime when either x ∈ [0, Nρ|z∗|−1] or y ∈ [−2|z∗|−1/3,−2|z∗|−1/3+
iNρ|z∗|−1] is exponentially small. Moreover, since by holomorphicity we can deform the
contour Λ̂ to any contour, which does not cross −1, from 0 to e
3iπ
4 ∞ and we can deform
the contour Γ̂ as long as it does not cross 0, (8.74) concludes the proof of Theorem 8.2.1.
.. Case δ < 0, |δ| ≲ N−1/2.
We now explain the necessary changes in the case δ < 0. All along this section we assume
that E ≲ N−3/2. Let x∗ be the stationary point of f defined in (8.41a), that is the point
around where the main contribution to (8.28) comes from in the saddle point regime for
δ < 0. Then, at leading order, x∗ is given by 3|δ|−1/2 ifE  |δ|3, by e
πi
3 E−1/3 ifE  |δ|3,
and by µ(c)e
πi
3 E−1/3 ifE = c|δ|3, for some function µ(c) > 0 for any fixed constant c > 0
independent of N,E and δ.
This regime can be treated similarly to the regime 0 ≤ δ ≤ 1, since for |δ| ≲ N−1/2
the term δx−1 in the expansion of f , for |x|  1, does not play any role in the bounds of
Lemma 8.5.2, Lemma 8.5.3. Indeed, instead of the deforming the contours Γ and Λ through
the leading term of the stationary point x∗, we deform Γ and Λ through z∗ := e
πi
3 E−1/3 as
Γ = Γz∗ := Γ1,z∗ ∪Γ2,z∗ and Λ = Λz∗ := Λ1,z∗ ∪Λ2,z∗ , where Γ1,z∗ ,Γ2,z∗ and Λ1,z∗ ,Λ2,z∗
are defined in (8.48a) and (8.48b), respectively. We could have done the same choice in the
case 0 ≤ δ ≲ N−1/2, but not for the regime N−1/2  δ ≤ 1, hence, to treat both the
regimes in the same way, in Section 8.5.1 we deformed the contours trough (8.45). Note that
z∗ defined here is not the analogue of (8.45), since in all cases z∗ = e
πi
3 E−1/3. The fact
that E  1 implies that |z∗|  1, hence, similarly to the case 0 ≤ δ ≤ 1, we expect that
the main contribution to (8.28) comes from the regime when |x|, |y| ≥ Nρ, for some small
0 < ρ < 1/2. Hence, in order to compute the leading term of (8.28) we expand f and G
for large arguments as in (8.47a) and (8.47b).
The phase function f defined in (8.28) satisfies the properties i, ii and iv of Lemma 8.5.1,
but iii does not hold true for δ < 0 if E  |δ|3. Instead, it is easy to see that the following
lemma holds true.
Lemma ... Let f be the phase function defined in (8.28), then, as ϵ → 0+, the function
x 7→ <[f(x)] has a unique global minimum on Λ1,z∗ at x = 3|δ|−1/2 if E  |δ|3.
Note that, since |δ| ≲ N−1/2, by Lemma 8.5.5 it follows that the function x 7→ <[f(x)]
is strictly decreasing for 0 ≤ x  N−1/2.












8.6. The real case below the saddle point regime
for s ∈ [Nρ, |z∗|] and |δ| ≲ N−1/2, Lemma 8.5.3 and the improved bounds in (8.54) of
Lemma 8.5.2, for b = 0, 1, we conclude the bound in the following lemma exactly as in (8.71)
without the improvement involving δ̃.















2 , b = 0,
N
1−b
2 (1 + | log(NE2/3)|), a = 1, b ≥ 1,
N
2−d
2 , a > 1, b ≥ 1,
for any a ≥ 1 and b ∈ N, where d := a+ b.
Then, similarly to the case 0 ≤ δ ≤ 1, by Lemma 8.5.6 we conclude that the contribution
to (8.28) of the regime when either x ∈ Λ̃ or y ∈ Γ̃ is exponentially small, i.e. Lemma 8.5.4
holds true. Hence, by (8.28), Lemma 8.5.6 and the expansion of G in (8.47b), we easily
conclude Theorem 8.2.1 also in the regime −CN−1/2 ≤ δ < 0.
. The real case below the saddle point regime
In this section we prove Theorem 8.2.3. Throughout this section we always assume that
<w < 0, hence to make our notation easier we define w = −E + iϵ with some E > 0 and
ϵ > 0. Moreover, we always assume that E ≲ c(N), with c(N) defined in (8.44). We are
interested in estimating (8.34) in the transitional regime of |z| around one. For this purpose
we introduce the parameter δ = δz := 1 − |z|2. In order to have an optimal estimate
of the leading order term of (8.34) it is not affordable to estimate the error terms in the
expansions, for large a and ξ, of f , g(·, 1, η) and G1,N , G2,N by absolute value. For this
reason, to compute the error terms in the expansions of f , g(·, 0, η), G1,N , G2,N we use a
notation O#(·) similar to the one introduced in (8.46). In order to keep track of the power







h : C × [0, 1] × C → C :






with, |cα,β,γ | ≤ Cα+β, if |a|, |aτ |, |ξ| ≥ 2C
}
,
for some constant C > 0 implicit in the O#(·) notation. The exponents α, β are non
negative integers.
We expand the functions f, g(·, 1, η), G1,N , G2,N for large a and ξ arguments as
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with O#(·) defined (8.46), and

































































where cα,β,γ ∈ R is a constant that may change term by term. To make our notation easier
in (8.76)-(8.78) we used the convention to write a common multiplicative error for all the
terms, even if in principle the constants in the series expansion of the error terms differ term
by term.
In the following we deform the integration contours in (8.34) with the following con-
straints: the ξ contour can be freely deformed as long as it does not cross 0 and −1, the
a-contour can be deformed as long as it goes out from zero in the region <[a] > |=[a]|, it
ends in the region <[a] > 0, and it does not cross 0 and −1 along the deformation. The
τ-contour will not be deformed.
Specifically, we deform the a-contour in (8.34) to Λ = [0,+∞), and we can deform
the ξ-contour to any contour around 0 not encircling −1 (this contour is denoted by Γ in
(8.79)). Moreover, since for a ∈ R+ we have |e−N(E−iϵ)a| = e−NEa and since the factor
e−NEa makes the integral convergent, we may pass to the limit ϵ → 0+. Hence, for any
E > 0 we conclude that













eN [f(ξ)−g(a,τ,η)]GN (a, τ, ξ, z). (8.79)
We split the computation of the leading order term of (8.79) into the cases −CN−1/2 ≤
δ < 0 and δ ≥ 0.
.. Case 0 ≤ δ ≤ 1.
In order to estimate the leading term of (8.79) we compute the ξ-integral and the (a, τ)-
integral separately. In particular, we compute the (a, τ)-integral firstly performing the τ-
integral for any fixed a and then we compute the a-integral. Note that, since E′ = −E is





E , E  δ
3,
µ(c)E−1/3, E = cδ3,
E−1/3, E  δ3,
(8.80)
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for some µ(c) > 0 and any fixed constant c > 0 independent of N , E and δ. Note
that ξ∗  1 for any E ≲ c(N), 0 ≤ δ ≤ 1. We will show that in the regime a ∈
[Nρ,+∞) the τ-integral is concentrated around 1 as long as |e−N [g(a,τ,η)−g(a,1,η)]| is ef-
fective, i.e. as long as N |g(a, τ, η) − g(a, 1, η)|  1, and that it is concentrated around 0
if N |g(a, τ, η) − g(a, 1, η)| ≲ 1. For this purpose, using that g(a, 1, η) = f(a) for any
a ∈ C, we rewrite (8.79) as















where we used that by holomorphicity, we can deform the contour Γ as Γ = Γξ∗ :=
Γ1,ξ∗ ∪ Γ2,ξ∗ , with Γ1,ξ∗ ,Γ2,ξ∗ defined in (8.48a) replacing z∗ by ξ∗. We will show that
the contribution to (8.81) of the integrals in the regime when either |a| ≤ Nρ or |ξ| ≤ Nρ,
for some small fixed 0 < ρ < 1/2, is exponentially small. Moreover, we will show that
also the τ-integral is exponentially small for τ very close to 0 because of the term log τ
in the phase function g(a, τ, η). Hence, we define Γ̃, Λ̃ as in (8.52), and I ⊂ [0, 1] as
I = Ia := [0, Nρ/2a−1], for any a ∈ [0,+∞).
In order to compute the leading term of (8.81) we first bound the integral in the regime
(a, τ, ξ) ∈ (Λ \ Λ̃) × ([0, 1] \ I) × (Γ \ Γ̃), with Λ̃ and Γ̃ defined in (8.52), that is the
regime where we expect that the main contribution comes from, and then we use these
bounds to firstly prove that the integral in the regime when either |ξ| ≤ Nρ or |a| ≤ Nρ
is exponentially small for any τ ∈ [0, 1], and then prove that also the τ-integral on I is
exponentially small if |a| ≥ Nρ. The bounds for the ξ-integral over Γ \ Γ̃ are exactly the
same as Lemma 8.5.2, since the phase function f(ξ) and the Γ-contour are exactly the same
as the complex case. In order to estimate the integral over (a, τ) ∈ (Λ \ Λ̃) × ([0, 1] \ I),
we start with the estimate of the τ-integral over [0, 1] \ I in Lemma 8.6.2 and then we will
conclude the computation of the a-integral over [Nρ,+∞) in Lemma 8.6.3.
Before proceeding with the bounds for large |a|, |ξ|, in the following lemma we state
some properties of the functions f and g. The proof of this lemma follows by elementary
computations. From now on, for simplicity, we assume that η ≥ 0; the case η < 0 is
completely analogous since the functions g and GN in (8.79) depends only on η2 and |z|2.
Lemma ... Let f and g be the phase functions defined in (8.35) and (8.36), respectively, then
the following properties hold true:
(i) For any ξ = −2/3 + it ∈ Γ1,ξ∗ , we have that




+ O(|t|−3 + δ|t|−2), (8.82)
and





(ii) For ϵ = 0, the function t 7→ <[f(−2/3 + it)] on Γ1,ξ∗ is strictly increasing if t > 0 and
strictly decreasing if t < 0.
(iii) For any a ∈ [0,+∞), we have that g(a, τ, η) ≥ g(a, τ, 0) and the function τ 7→
g(a, τ, 0) is strictly decreasing on [0, 1].
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(iv) The function a 7→ g(a, 1, η) is strictly decreasing on [0, ξ∗/2].
Lemma ... Let ρ > 0 be sufficiently small, I = Ia = [0, Nρ/2a−1], γ ∈ N, γ ≥ 1,
c(N) be defined in (8.44), E ≲ c(N), 0 ≤ δ ≤ 1 and let g be defined in (8.36). Then, for any





dτ ≲ F (a) :=

a2N−1 ∧ 1, Nρ ≤ a ≤ δ−1 ∧ η−1,
a(Nδ)−1 ∧ 1, δ−1 ∨Nρ ≤ a ≤ δη−2,








a , Nρ ≤ a ≤ N(δ ∨N−1/2),
(a(Nδ ∨
√
N)−1)γ−1/2, N(δ ∨N−1/2) ≤ a ≤ (δ ∨N−1/2)η−2,
(Nη2)1/2−γ , a ≥ (δ ∨N−1/2)η−2,
(8.84)
where some regimes in (8.84) might be empty for certain values of δ and η.
Proof. In order to estimate the integral in the l.h.s. of (8.84) we first compute the expansion






















which holds true for any τ ∈ [0, 1] \ I = [Nρ/2a−1, 1]. Note that by (8.85) it follows that
for any (a, τ) ∈ [Nρ,+∞) × [Nρ/2a−1, 1] it holds

































In order to bound the r.h.s. of (8.86) we split the computations into two cases: δ ≤ N−1/2
and δ > N−1/2. We firstly consider the case δ > N−1/2. In order to prove the bound
in the r.h.s. of (8.84) we further split the computation of the τ-integral into the regimes
































a2N−1 ∧ 1, Nρ ≤ a ≤ δ−1 ∧ η−1,
a(Nδ)−1 ∧ 1, Nρ ∨ δ−1 ≤ a ≤ δη−2,
(Nη2)−1 ∧ 1, a ≥ δη−2 ∨ η−1.
(8.87)
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−1(a(Nδ)−1)γ−1/2, Nρ ≤ a ≤ δη−2,
(Nη2)1/2−γ , a ≥ δη−2.
(8.88)
Then, combining (8.87)–(8.88) we conclude the bound in (8.84) for δ > N−1/2. Using
similar computations for δ ≤ N−1/2, we conclude the bound in (8.84).
In the following lemma we conclude the bound for the double integral (8.81) in the
regime (a, τ) ∈ ([Nρ,+∞) × ([0, 1] \ I) using the bound in (8.84) as an input.
Lemma ... Let ρ > 0 be sufficiently small, I = [0, Nρ/2a−1], 0 ≤ δ ≤ 1, let c(N) be
defined in (8.44), E ≲ c(N), and let g be defined in (8.36). Then, for any integers α ≥ 2,





















∣∣ log[N(δ ∨N−1/2)ξ−1∗ ]∣∣), α = 2, [δη−1 ∨ 1]η−1 ≤ ξ∗,
[N(δ ∨N−1/2)]2−α, α ≥ 3, [δη−1 ∨ 1]η−1 > ξ∗






















(NE)α−γ−3/2, γ = α, α− 1, (δ−1 ∧
√
N)η2 ≤ NE,





N)3/2+γ−α, γ ≤ α− 2.
Proof. Firstly, we add and subtract Ng(a, 1, η) = Nf(a) to the phase function in the ex-






∣∣∣∣∣ dτ da ≲
∫ +∞
Nρ
∣∣∣e−Ng(a,1,η)∣∣∣ · F (a)
aα−1
da, (8.90)
with F (a) defined in (8.84). In the following of the proof we often use that NEξ∗ ≲ 1
by the definition of ξ∗ in (8.80), that implies eNEξ∗ ≲ 1. We split the computation of the
integral in the r.h.s. of (8.90) as the sum of the integrals over [Nρ, ξ∗] and [ξ∗,+∞). From
now on we consider only the case δ > N−1/2, since the case δ ≤ N−1/2 is completely
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Then, using the expansion for large a-argument of g(a, 1, η) = f(a) in (8.75), we start



















1 + | log(Nδξ−1∗ )|, α = 2,






N1/2−γδ2−αη2α−2γ−3, γ = α, α− 1, δη−2 ≤ ξ∗
(Nδ)1/2−γξ3/2+γ−α∗ , γ = α, α− 1, δη−2 ≥ ξ∗
(Nδ)2−α, γ ≤ α− 2,
+

1 + | log(Nδξ−1∗ )|, α = 2, [δη−1 ∨ 1]η−1 > ξ∗,
((Nη2)−1 ∧ 1)(1 + | log(Nδξ−1∗ )|), α = 2, [δη−1 ∨ 1]η−1 ≤ ξ∗,
(Nδ)2−α, α ≥ 3 [δη−1 ∨ 1]η−1 > ξ∗,
((Nη2)−1 ∧ 1)(Nδ)2−α α ≥ 3 [δη−1 ∨ 1]η−1 ≤ ξ∗,
(8.91)
To conclude the proof we are left with the estimate of the a-integral on [ξ∗,+∞) . In this







≲ e− 12Nη2(Nη2)1/2−γ ×

(1 + | log(NEξ∗)|) e−NEδη
−2/2, α = 2,
e−NEδη
−2(δ−1η2)α−2, α ≥ 3, δ−1η2 ≤ NE ∧ ξ−1∗ ,
(δ−1η2)α−2, α ≥ 3, NE ≤ δ−1η2 ≤ ξ−1∗ ,
ξ2−α∗ , α ≥ 3, δ−1η2 ≥ ξ−1∗ ,





(NE)α−γ−3/2, γ = α, α− 1, δ−1η2 ≤ NE,
(δ−1η2)α−γ−3/2, γ = α, α− 1, δ−1η2 ≥ NE,
ξ
3/2+γ−α
∗ , γ ≤ α− 2,
+

1 + | log(Nδξ−1∗ )|, α = 2, [δη−1 ∨ 1]η−1 > ξ∗,
((Nη2)−1 ∧ 1)(1 + | log(Nδξ−1∗ )|), α = 2, [δη−1 ∨ 1]η−1 ≤ ξ∗,
(ξ∗)2−α, α ≥ 3 [δη−1 ∨ 1]η−1 > ξ∗,
((Nη2)−1 ∧ 1)(ξ∗)2−α, α ≥ 3 [δη−1 ∨ 1]η−1 > ξ∗.
(8.92)
Finally, combining (8.91) and (8.92) we conclude the bound in (8.89).
In order to conclude the estimate of the leading order term of (8.81), in the following
lemma, using the bounds in Lemma 8.5.2 for the ξ-integral and the ones in Lemma 8.6.3
for the (a, τ)-integral, we prove that the contribution to (8.81) in the regime when either
a ∈ [0, Nρ] or ξ ∈ Γ̃ and in the regime τ ∈ I is exponentially small.
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Lemma ... Let c(N) be defined in (8.44), 0 ≤ δ ≤ 1, I = Ia = [0, Nρ/2a−1], and let f ,


































Proof. We split the proof into three parts, we first prove that the contribution to (8.81) in
the regime a ∈ Λ̃ = [0, Nρ] is exponentially small uniformly in τ ∈ [0, 1] and ξ ∈ Γ, then
we prove that for a ≥ Nρ the contribution to (8.81) in the regime τ ∈ I is exponentially
small uniformly in ξ ∈ Γ, and finally we conclude that also the contribution for ξ ∈ Γ̃ is
negligible.
Note that for any a ∈ [0,+∞), τ ∈ [0, 1] we have that the map τ 7→ g(a, τ, 0) is
strictly decreasing by iii of Lemma 8.6.1, hence, using that g(a, τ, η) ≥ g(a, τ, 0) and ii-iv















+ O(N−3ρ + δN−2ρ). (8.95)
In order to estimate the regime a ∈ Λ̃, we split the computation into two cases: (a, ξ) ∈
Λ̃ × Γ̃ and (a, ξ) ∈ Λ̃ × (Γ \ Γ̃). Then, by (8.94)–(8.95) it follows that the integral in the
regime (a, τ, ξ) ∈ Λ̃ × [0, 1] × Γ̃ is bounded by N2ρe−N1−2ρ/2. Note that in the regime
(a, τ, ξ) ∈ Λ̃×[0, 1]×(Γ\Γ̃) we have |ξ| ≥ Nρ. Hence, by the explicit form ofG1,N , G2,N
in (8.37), using the bound in (8.94) for e−Ng(a,τ,η), that |ξ| ≥ Nρ and so Lemma 8.5.2 to
bound teh regime Γ \ Γ̃, we conclude that the integral over (a, τ, ξ) ∈ Λ̃ × [0, 1] × (Γ \ Γ̃)
is bounded by N3+ρ(N1/2 + (Nδ))e−N1−2ρ/2.
Next, we consider the integral over (a, τ, ξ) ∈ (Λ\ Λ̃)× [0, Nρ/2a−1]×Γ. Note that in
this regime a ≥ Nρ. Since g(a, τ, η) ≥ g(a, τ, 0) and τ 7→ g(a, τ, 0) is strictly decreasing
by iii of Lemma 8.6.1, we have that
e−Ng(a,τ,η) ≤ e−Ng(a,Nρ/2a−1,0), (8.96)
where




+ O(N−3ρ/2 + δN−ρ). (8.97)
Additionally, using the explicit expression of GN in (8.37), the bound (8.94) on eNf(ξ) for
the regime ξ ∈ Γ̃, and Lemma 8.5.2 for ξ ∈ Γ \ Γ̃, we get∣∣∣∣∫
Γ
dξGN (a, τ, ξ, z)ξ2eNf(ξ)
∣∣∣∣ ≲ C(N, η, a, τ), (8.98)
where
C(a, τ) = C(N, η, a, τ) := (N1/2 +Nδ)
(
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Thus, using (8.98) and the explicit form of g(a, τ, η) in (8.36), for τ ∈ [0, Nρ/2a−1] we have∣∣∣∣ aτ1/2 e−Ng(a,τ,η)
∫
Γ
dξGN (a, τ, ξ, z)ξ2eNf(ξ)
∣∣∣∣
≲ C(a, τ)e−(N−2)g(a,τ,η) a
3τ








Hence, integrating (8.99) with respect to (a, τ), and using that in the regime τ ∈
[0, Nρ/2a−1] it holds
N−ρ/2a ≲ a
2
1 + 2a+ a2τ
≲ a,
we conclude that the integral over (a, τ, ξ) ∈ (Λ \ Λ̃) × [0, Nρ/2a−1] × Γ is bounded by
N5/2+5ρ(N1/2 +Nδ)E−1/2e−N1−2ρ .
Finally, in order to conclude the bound in (8.93), we are left with the estimate of the
integral over (a, τ, ξ) ∈ (Λ \ Λ̃) × [Nρ/2a−1, 1] × Γ̃. In this regime, using the bound
in (8.94) on eNf(ξ) for ξ ∈ Γ̃, and Lemma 8.6.3 to estimate the integral over (a, τ) ∈
(Λ \ Λ̃) × [Nρ/2a−1, 1], we get the bound N5/2+ρE−1/2e−N1−2ρ/2. This concludes the
proof of (8.93).
Proof of Theorem .. in the case δ ≥ 0. Using Lemma 8.6.4 we remove the regime a ≤ Nρ,
|ξ| ≤ Nρ or τ ∈ [0, Nρ/2a−1] in (8.81). Then, using the expansion for G1,N and G2,N in
(8.76)-(8.78) in the remaining regime of (8.81), combining Lemma 8.5.2 and Lemma 8.6.3
we conclude Theorem 8.2.3.
.. Case−CN−1/2 ≤ δ < 0.
Now we summarize the necessary changes for the case δ < 0. Similarly to the case 0 ≤
δ ≤ 1, all along this section we assume that E′ < 0 in (8.35)–(8.36), i.e. E′ = −E with
0 ≤ E ≲ N−3/2.
Let x∗ be the real stationary point of f , i.e. x∗ at leading order is given by
x∗ ≈

3|δ|−1/2 if E  |δ|3,
µ(c)E−1/3 if E = c|δ|3,
E−1/3 if E  |δ|3,
for some function µ(c) > 0 and any fixed constant c > 0 independent of N , E, and δ.
As in the complex case, we can treat the regime 0 < −δ ≲ N−1/2 similarly to the regime
0 ≤ δ ≲ N−1/2, since for |δ| ≲ N−1/2 the only δ-dependent terms, i.e. the term δa−1 in
the expansion of g(a, 1, η) = f(a) in (8.75) and the term (1−τ)δ(aτ)−1 in the expansion of
g(a, τ, η)−g(a, 1, η), do not play any role in the estimates of the (a, τ) integral in the regime
a ≥ Nρ, τ ∈ [Nρ/2a−1, 1]. Note that this is also the case for 0 ≤ δ ≤ N−1/2, when the
estimates (8.84) and (8.89) were derived. For this reason, unlike the case 0 ≤ δ ≤ 1, in the
present case, δ < 0, |δ| ≲ N−1/2 and E ≲ c(N), we do not deform the ξ-contour through
the leading order of the saddle x∗, but we always deform it as Γ = Γξ∗ := Γ1,ξ∗ ∪ Γ2,ξ∗ ,
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where ξ∗ := E−1/3, with Γ1,ξ∗ ,Γ2,ξ∗ defined in (8.48a) replacing z∗ by ξ∗. Note that we
could have done the same choice in the case 0 ≤ δ ≲ N−1/2, but not for the regime
N−1/2  δ ≤ 1, hence, in order to treat the regime 0 ≤ δ ≤ 1 in the same way for
any δ, in Section 8.6.1 we deformed the contour Γ through (8.80). For any E ≲ c(N) and
0 < −δ ≲ N−1/2 we have ξ∗  1, hence we prove that the main contribution to (8.81)
comes from the regime when a, |ξ| ≥ Nρ. Moreover, similarly to the case 0 ≤ δ ≤ 1, the
contribution to (8.81) in the regime (a, τ, ξ) ∈ (Λ \ Λ̃) × [0, Nρ/2a−1] × (Γ \ Γ̃) will be
exponentially small. Hence, in order to estimate the leading order of (8.81), we expand f ,
g(·, 1, η) and GN for large a and |ξ| arguments as in (8.75)–(8.78).
The phase functions f and g, defined in (8.35) and (8.36), respectively, satisfy the prop-
erties i and ii of Lemma 8.6.1, but not the ones in iii and iv. Instead, it is easy to see that
the following lemma holds true.
Lemma ... Let f and g be the phase functions defined in (8.35) and (8.36), respectively. Then,
the following properties hold true:
(iii’) For any a ∈ [0,+∞), we have that g(a, τ, η) ≥ g(a, τ, 0) and that
e−Ng(a,τ,0) ≲ e−Ng(a,τ0,0),
for any fixed τ0 ∈ [0, 1] and any τ ∈ [0, τ0].
(iv’) The function a 7→ g(a, 1, 0) is strictly decreasing on [0, |δ|−1/2].
Since |δ| ≲ N−1/2, by iv of Lemma 8.6.5 it clearly follows that the function a 7→


















for any a ∈ [Nρ,+∞) and τ ∈ [Nρ/2a−1, 1]. Using (8.100), inspecting the proof of
(8.84) and (8.89) in Lemma 8.6.2 and Lemma 8.6.3, respectively, and noticing that in the
regime 0 ≤ δ ≤ N−1/2 the sign of δ did not play any role we conclude that the bounds
(8.84), (8.89) hold true for the case δ < 0, |δ| ≲ N−1/2 as well. Then, similarly to the case
0 ≤ δ ≤ 1, by i–ii of Lemma 8.6.1 and iii–iv of Lemma 8.6.5, using the bound in (8.89)
to estimate the (a, τ)-integral in the regime (a, τ) ∈ [Nρ,+∞) × [Nρ/2a−1, 1] and the
ones in Lemma 8.5.2 to estimate the ξ-integral in the regime |ξ| ≥ Nρ we conclude that
the contribution to (8.81) in the regime when either a ∈ [0, Nρ] or |ξ| ≤ Nρ and in the
regime [0, Nρ/2a−1] is exponentially small, i.e. Lemma 8.6.4 holds true once δ is replaced
by |δ| everywhere.
Proof of Theorem .. in the case −CN−1/2 ≤ δ < 0. By combining (8.89), Lemma 8.5.2 and
Lemma 8.6.4, using the expansion ofGN in (8.76)–(8.78), we conclude the proof ofTheorem
8.2.3 also in the case −CN−1/2 ≤ δ < 0.
.A Superbosonisation formula for meromorphic functions
The superbosonisation formulas [142, Eq. (1.10) and (1.13)] (see also [9, Corollary 2.6] for
more precise conditions) are stated under the condition that
F (Φ∗Φ) = F
(
〈s, s〉 〈s, χ〉
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viewed as a function of four independent variables, is holomorphic and decays faster than
any inverse power at real +∞ in the 〈s, s〉 variable (for definiteness, we discuss the complex
case; the argument for the real case is analogous). Our function F defined in (8.26) has a
pole at 〈s, s〉 = iN and 〈χ, χ〉 = iN using the definitions (8.20)–(8.21) after expanding
the inverse of the matrix 1 + iNΦ
∗Φ in the Grassmannian variables but this pole is far
away from the integration domain on both sides of (8.22). We now outline a standard
approximation procedure to verify the superbosonisation formula for such meromorphic
functions; for simplicity we consider only our concrete function from (8.26).
In the first step notice that the integration at infinity on the non-compact domain
for the boson-boson variable is absolutely convergent on both sides as guaranteed by the
exp(iw STr Φ∗Φ) regularization, since =w > 0.
Second, in the LHS of (8.22) using Taylor expansions, we expand F into a finite poly-
nomial in the Grassmannian variables with meromorphic coefficient functions in the vari-
able 〈s, s〉. Algebraically, we perform exactly the same expansion in the RHS of (8.22).
For the fermionic variables σ, τ these expansions naturally terminate after finitely many
terms. From the formulas (8.28) it is clear that only the geometric expansion (1 + y)−1 =
1 − y+ y2 − . . .may result in an infinite power series instead of a finite polynomial. How-
ever, owing to the contour integral in y and that the integrand has a pole of at most finite
order (≈ N ) at zero, we may replace this power series with its finite truncation without
changing the value of the RHS of (8.22). We choose the order of truncation sufficiently
large that the remaining formula contains all non-zero terms on both sides. We denote this
new truncated function by F̃ .
Now we are in the situation where on both sides of (8.22), with F̃ replacing F , we have
the same finite polynomial in the variables 〈s, χ〉, 〈χ, s〉 and 〈χ, χ〉 in the LHS as in the
variables σ, τ, y in the RHS, with coefficients that are meromorphic in 〈s, s〉, resp. in x.
All coefficient functions hk(x) are analytic in a neighborhood of the positive real axis (their
possible pole is at −1) and they have an exponential decay ≈ exp (−(=w)〈s, s〉) in the
LHS, resp. exp (−(=w)x) in the RHS, at infinity from the regularization observed in the
first step.
Finally, in the third step, dropping the k index temporarily, we write each coefficient
function as h(x) = g(x)e−αx with α = 12=w. For any given ϵ > 0 we approximate
g(x) via classical (rescaled) Laguerre polynomials pn(x) of degree n with weight function
e−αx such that
∫∞
0 |g(x) − pn(x)|2e−αx dx ≤ (ϵα)2, where n depends on ϵ and =w. By
completeness of the Laguerre polynomials in L2(R+, e−αx dx) and by
∫
|g(x)|2e−αx dx =∫




∣∣h(x) − pn(x)e−αx∣∣ dx = ∫ ∞
0
|g(x) − pn(x)|e−αx dx ≤ ϵ.
Since there are only finitely many coefficient functions h(x) = hk(x) in F̃ , we can replace
each of them with an entire function (namely with a polynomial times e−αx) with at most
an ϵ error in the RHS of (8.22). The same estimates hold on the LHS. But for these replace-
ments the superbosonisation formula [142, Eq. (1.10)] is applicable since the new functions
are entire. The error is at most ϵ on both sides, but this argument is valid for arbitrary ϵ > 0.
This proves the superbosonisation formula for the function (8.26).
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FIGURE 8.7: Plot of the 1-point function K(λ, λ) = π−1=q0(λ) in the complex case with
|z| = 1. The dotted and dashed lines show the large λ and small λ asymptotes, respectively.
.B Explicit formulas for the real symmetric integral
representation
Here we collect the explicit formulas for the polynomials of a, ξ, τ in the definition of GN
in (8.34).
p2,0,0 := a4τ2 + 2a3ξτ + 4a3τ − a2ξ2τ + 4a2ξ2 + 8a2ξ + 2a2τ
+ 4a2 + 2aξ3 + 8aξ2 + 10aξ + 4a+ ξ4 + 4ξ3 + 6ξ2 + 4ξ + 1
p1,0,0 := −a4ξτ2 + a4τ2 − 2a3ξ2τ − 2a3ξτ + 4a3τ − a2ξ3τ − 3a2ξ2τ
− 2a2ξτ + 4a2ξ + 2a2τ + 4a2 + 2aξ2 + 6aξ + 4a+ ξ3 + 3ξ2 + 3ξ + 1
p2,2,0 := 4(a+ 1)
(
a2τ + aξτ + 2aτ + ξ2 + 2ξ + 1
)
p1,2,0 := 4(a+ 1)
(




a3τ2 + 2a2ξτ + 4a2τ + 2aξ2 + 2aξτ




a3τ2 + 2a2ξτ + 4a2τ + aξ2τ + 3aξτ
+ 2aξ + 3aτ + 2a+ ξ2 + 3ξ + 2
)
p2,2,1 := 4(a+ 1)(a+ ξ + 2)
p2,0,2 := a2τ + 2aξ + 4a+ ξ2 + 4ξ + 4
.C Comparison with the contour-integral derivation
In [28] the correlation kernel of (X−z)(X−z)∗ for complex Ginibre matricesX has been
derived using contour-integral methods. Earlier, the joint eigenvalue density for the general
Laguerre ensemble had been obtained in the physics literature [107, 116] via supersymmetric
methods, see also [206] with orthogonal polynomials. Adapting [28] to our scaling, and
choosing yi = ±1, it follows from [28, Theorem 7.1] that for |z| = 1 the rescaled kernel
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where I0, I1 are the modified Bessel function of 0-th and 1-st kind. The contour Γ is any
contour encircling [−1, 1] in a counter-clockwise direction (in contradiction to the con-
tours depicted in [28, Figure 8.1]) and the contour γ is composed of two straight half-lines
[0, i∞) and [0,−i∞). The main contribution in (8.101) comes from the |x| ≲ N−1/4 and
|y| ≲ N−1/4 regime which motivates the change of variables x 7→ N−1/4x, y 7→ N−1/4y.
Together with the expansion of 1 − (1 − x2)−1(1 − y2)−1 = −x2 − y2 + O(x4 + y4) it
follows that
KN (N−3/2λ,N−3/2µ) ≈ N3/2K(λ, µ),
where









λ, 2y√µ)ex4/2−y4/2xy(x2 + y2)
and Γ′ consists of four straight half-lines (eiπ/4∞, 0], [0, e3iπ/4∞), (e5iπ/4∞, 0], [0, e7iπ/4∞).
We now compare the limiting 1-point functionK(λ, λ) with the asymptotic expansion



















The resulting 1-point function, given by π−1=q0(λ), coincides precisely with K(λ, λ) and
is plotted in Figure 8.7.
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