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In this paper, we propose a new family of density estimates closely related to the 
nearest neighbor estimates introduced by Loftsgaarden and Quesenberry. An 
optimal estimator, wit respect to the asymptotic mean square error, is obtained for 
a given distribution. c) 1990 Academic Press, Inc. 
1. INTRODUCTION 
Let {A’, : t >, 1 } be a strictly stationary process on RP with common prob- 
ability measure P and densityf: We will denote by 2 the Lebesgue measure 
on RP, by V(x, Y) the open ball centered at x with radius r, V, = V(0, r) 
and by H,= H=(x) the distance between x and its kth nearest neighbor 
amoung X,, . . . . A’,, where k = k, is a sequence of positive integers such 
that k,L cc as T-r 00. 
Let v be a a-finite measure, absolutely continuous with respect to 1 and 
q,(x) = (&l&)(x) its derivative. 
From the relationship 
f(x) = (WdA)(x) = Fyo fY W, r))ll( Vx, ~1) 
if we denote by P, the empirical distribution of the sample Xi, . . . . X, we 
get in a natural way the Loftsgaarden and Quesenberry [4] estimate, 
f=(x) = PT( V(x, H=))/A.( V(x, HT)) = k/( THP,il( Vi)). If P is absolutely 
continuous with respect to v, by applying the Chain Rule Theorem we have 
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Therefore, it seems natural to define a “chain rule estimate” by 
l-T,“(X) = CPT( W? HT))IV( WY ffT))l cp”(X) 
=kv,(x)/CW o-, ffT))I. (1.1) 
As in rank tests we will try now to find an optimal estimate in the family 
(1.1) for a given density function. More precisely, for rank tests one can use 
the optimal scores for a given distribution such as normal scores which 
have locally optimal properties (see, for instance, Hajek and Sidak [3]) 
while they still give the correct answer if the distribution is not that from 
which scores are derived. From a practical point of view, for density 
estimation, one can use in some sense the same criteria as for selecting 
score functions for rank tests. 
For our problem we will give an optimal selection for a given distribu- 
tion with respect to the asymptotic mean square error in the family (1.1). 
Therefore it seems natural to use these estimates to improve the behaviour 
at a neighborhood of a given model, while estimating the correct density in 
any case. Also tails behaviour seems to be improved by the multiplicative 
term q,(x) on (1.1). 
One may expect that the best possible estimator in the family (1.1) will 
correspond to the case when the measure v is equal to the unknown P. In 
this sense this election can be viewed as a local optimal choice similar to 
optimal scores in rank tests. 
Consistency and asymptotic normality of fT.“(x) is obtained in 
Theorem 1 for mixing processes. As a consequence we show that the 
asymptotic variance of an adequate normalization offT,(x) is independent 
of v and that the asymptotic bias b(x, v) is minimized when v = P. In this 
last case b(x, v) = 0 for all x. 
2. ASYMPTOTIC PROPERTIES 
Let {X,: t 2 1 } be a strictly stationary a-mixing process (introduced by 
Rosenblatt [S]). We will need the following set of assumptions: 
Cl. The mixing coeflicients a(n) are geometric. 
C2. The sequence {kT, T2 1 } verifies k,/T + 0 and there exists 
0<6< 1 such that k~f6)‘4(T6’410g T)-‘-+ co as T+ co. 
C3. f and (py are continuous at x, and q,(x) > 0. 
Nl. The mixing coefficients verify N cJY= N a(j) + 0 as N + co. 
N2. The sequence {k,: T>l} verities: k,+ cc as T+ 00 and 
k(P+4)/2/T2 
T  +/~,O<~<CO as T+co. 
N3. f is twice continuously differentiable at x and f(x) > 0. 
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N4. For all SB 1, the density f,(u, v) of (A’,, X,,,) is bounded 
uniformly in s. 
N5. q,(x) is twice continuously differentiable at x and q,(x) > 0. 
Denote Au(x) = C$‘=, (82u/8x~)(x), w  h ere S’/ax,ax, denotes the partial 
derivative with respect to xi and xj, and m(x) = df(x)/f(x). 
THEOREM 1. (a) Under Cl to C3 we have that 
fr.J-u) -* f(-u) completely as T -+ OCI. 
(b) Under Nl to N5 we haoe that k’,“(f,,(x)-f(x)) is usymptoti- 
tally normally distributed with mean b(x, v) = ~“pcf(x)~2~p[~( VI)] -cl +‘IP) 
Cdf(x) - (f(x)hAx)) 4-G)l an d variance f2(x), where c = fy, uf du. 
COROLLARY. Under Nl to N5 the asymptotic mean square error of the 
family of estimators defined through (1.1) is minimized when v = P. In this 
case b(x, v) = 0. 
THEOREM 2. Unicity. Assume that: 
(i) f has a compact support K, with non-empty interior Q, 
(ii) the assumptions of Theorem 1 are verified for all x E Q, 
(iii) m is bounded in Q. 
Then, v = P is the unique minimizer of the asymptotic mean square error for 
all XEQ among all the measures v with density cp, such that (py = 0 in the 
boundary aQ of 52. 
Zf p = 1, (i) can be weakened by requiring lim,,, _ 13n f(x) = 0, (iii) is not 
necessary if (ii) holds for B = R. 
In order to prove Theorem 2 for p > 1 we will use some results from 
Guedes de Figueiredo [2]. Let us consider the eigenvalue problem 
Lu = umu in Q, u=o on af2, 
where 
is a strongly elliptic operator in a bounded domain Q of RP, which is 
studied in Guedes de Figueiredo [2] in its variational formulation 
a[u, v] = j.4 1 muv VVEH:, 
(2-l 1 
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where a: HA x HA + R is the bilinear form defined by 
a[u,~]=j[~a~(x)~~,+a,(x)u~~dx 
1 J 
and HA is a Sobolev space. 
Then in Guedes de Figueiredo [2] we can find the following results 
which we put together in the next proposition. 
PROPOSITION 1. (a) (Theorem 1.13). Let m: Q + R be an L’-function 
with r >p/2 (not necessarily positive). Suppose that m > 0 on a subset of Sz 
with positive measure. Then the first positive eigenvalue ,uI of (2.1) is simple 
and the related eigenfunction #1 can be taken positive in 52. A similar state- 
ment holds tf m < 0 on a subset of Q with positive measure. 
(b) (Theorem 1.14). Let UE HA(Q) be a solution of 
Lu-,Imu=h in 62, u=o on X?, (2.2) 
where h E L2pl(p+2)(Q) and h > 0 in Q. Suppose that m E L”(Q) is positive on 
a subset of Q with positive measure. Assume also that 0 < A <p,(m). Then 
u 2 0 in Sz. Moreover, tf h > 0 in a set of positive measure then u > 0 in 52. 
(c) (Proposition 1.15). Let u~C’(o) be a solution of (2.2), where 
h E L2pJ(p+2)(Q) and h > 0 in 52. Suppose that m E Lm(Q) is positive on a set 
of positive measure and 1% au,(m). Then u > 0 (i.e., u(x) >/O in Sz and 
u(x’) > 0 at some point x’ E a) implies I = PI(m), h = 0, and u = Ql, where 
dI is the eigenfunction of (2.1) corresponding to ul(m). 
Proof of Theorem 2. The case p = 1 is obtained straightforwardly by 
solving the differential equation u”(x) = u(x) m(x). Any solution of this 
equation can be written as u(x)= Cf(x) + Bh(x), where h(x)= 
[j; f -2(t) dt] f(x) with A, C, and B real constants. From L’Hopital rule 
it follows that lim,,, _ m h(x) # 0, which implies that h is not integrable, and 
therefore the unique solution which is a density is f(x). 
For p > 1, our problem can be written 
Au=mu in Q; u=o on %I. (2.3) 
Transforming this problem to an eigenvalue problem, it is clear from 
Proposition l(b) that 1 2 PI(m), since f and -f are solutions of (2.3), 
where PI(m) is the first nonnegative. eigenvalue related to the problem. 
Proposition l(c) implies that 1 = PI(m), since f > 0 is a solution of (2.3); 
and u= t#, (where 4, is the eigenfunction related to PI(m)), since by 
Proposition l(a) u,(m) is simple. Therefore as f is a solution every other 
solution which is a density must be equal tof: 1 
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In order to prove Theorem 1, we will use the following Lemma, due to 
Robinson [7]. 
LEMMA 1. Let {V,,:l<t<T,T>l}b e a triangular arruy of zero mean 
random variables and { qT: T3 1 > a sequence of positive constants such that: 
(i) For each T, VtT, t = 1, . . . . T are identically distributed random 
variables and V,, is measurable with respect to the o-field generated by, X,, 
with (X, : t > 1 } verifying Nl. 
(ii) ThereexistsC>Osuch thatP(IV,,I<C)=l Vl<t<T, 7’21. 
(iii) q,+O and Tq,+ co as T-t co. 
(iv) There exists c2 > 0 such that E( V$)/qT-+ o2 as T+ ~0. 
(v) There exist C, > 0 independent of T such that E( 1 VITV,+s,7() 6 
C,q$fors>l, l<t<T,andTlargeenough. 
Then A’,= (Tq.))‘/’ CT=, V,, converges to a normal variable with zero 
mean and variance u2. 
Proof of Theorem 1. (a) Let AT(x) = q,(x) H $A( V,)/v( V(x, HT)), 
then fT,“(x)= f*(x)A.(x). But fr(x)+ f(x) completely as T+ co by 
Theorem 2.1 of Boente and Fraiman [l] and AT(x) + 1 completely as 
T+ co, since cp,, is continuous at .Y and H,(x) -+ 0 completely as T-+ a3, 
then (a) holds. 
(b) We have that 
k’,/‘(f,,(x)-f(x))=k:/2(f,x)-f(x))A.(x)+k’,l2f(x)(A.(x)- 1). 
Therefore as A -,.(x) + 1 in probability it is enough to show that 
qvfT(x)/f(x- I)> Na,, 1) (2.4) 
and 
@‘(A.(x)- l)+c(z in probability as T-+ co, (2.5) 
where a, =/?l’Pc(f(x) A( V/I))-(‘+2’p)C~=l (d2f/dxf)(x), 
a2 = -/3”pcA( V,)) 
and --*‘” stands for weak convergence. 
As in Moore and Yackel [S] we have that for each a E R, 
P(k’,/2(fT(x)/f(x)- l)Ga) 
=P((%-1’2 i (z,,-E(&,))<(Tq.))1’2 (k,- Tqr)), 
1=1 
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where qr=P(I/X--xllP<bT), ZtT= lD,, D,=Dtr= (11X,--xllP<bT}, b,= 
k,[T(l +k~1’2a)j-(x)1(V,)]-‘, and 1, denotes the indicator function of 
the set A. As from N2 and N3 we have that qr + 0 and Tq, + co, it is easy 
to see that by Lemma 1, (Tq.)-l’* CT=, (Z,,-E(Z,,)) +“N(O, 1); thus in 
order to prove (2.4) it s&ices to show that (Tq,)-“* (k,- Tq,) -+ a - aI. 
Denote by U~ = T j c,c(J, +) (f(t)-f(x))dt and w,=k,(l +ak;1’2)-1. 
From N3 we have that 1~~1 dC, wrbyP and that u&v~’ + 
/?l’p(f(x) A( V1)-(1+2p) c Cf= i (a’f/ax:)(x) as T+ co (see, for instance, 
Mack and Rosenblatt [IS]) and the desired result follows now easily form 
the relationship 
(TqJ1’2 W- Tq.1 
= [(kT- WT) w;l’* 1[wT/(UT+WT)11’2- [U~W~1’2][WT/(UT+wT)]“2. 
In order to prove (2.5) let h$= k,/[TL( V,)f(x)]. Then, we have that 
k:/2(AT(x)-1)=k~H~Cv(V(X,HT))]-‘S (qJx)-qY(x+uHT))du 
c’1 
= -ky2H;[v(V(x, HT))]-’ 
X 
= [A.(x)/cp,,(x)](k’,/*+*‘p T-*‘“) A( VJ(1+2’P)f(~)p2’P 
where tT(u) =x + B,uH, with 0 < 13~< 1. 
Finally (2.5) follows from N5, N2 and the fact that H,/h.+ 1 and 
AT(x) + 1 in probability as T-+ co. 1 
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