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Abstract
Morita equivalence is a general way of classifying structures by means of their
actions that is weaker than isomorphism but at the same time useful.
It arose first in the study of unital rings in the 1950’s [35] but has since
been extended to many other kinds of strucures, including classes of non-
unital rings. It was first applied to semigroup theory in the 1970’s in the
work of Banaschewski [5] and Knauer [19] who independently determined
when two monoids were Morita equivalent. However they were unable to
extend their definition to arbitrary semigroups since Banaschewski showed
that Morita equivalence reduced to isomorphism.
It was not until the 1990’s that Talwar [40, 41] was able to find a good
definition of Morita equivalence for a class of semigroups that included all
monoids but also all regular semigroups: the class of semigroups with local
units. Such a semigroup is one in which each element has a left and a
right idempotent identity. Talwar’s work was not developed further until
the twenty-first century when a variety of mathematicians including Funk,
Laan, Lawson, Ma´rki and Steinberg started to develop the Morita theory of
semigroups in detail [9, 20, 25, 39]. Our thesis takes as its starting point
Lawson’s reinterpretation of Talwar’s work.
The thesis consists of three chapters. An essential ingredient in Morita
theory is the notion of an equivalence of categories. For this reason, Chapter 1
of this thesis reviews all the categorical definitions needed. In Chapter 2, we
describe in detail the work of Banaschewski and Knauer on the Morita theory
of monoids. These two chapters contain no new work. We begin Chapter 3
by explaining why the obvious way of defining the Morita equivalence of two
semigroups does not work. We then describe Lawson’s approach to Talwar’s
work. This provides the foundation for our thesis. Our new contributions to
the theory are contained in Sections 3.2, 3.3 and 3.4 and are based on Rees
matrix semigroups.
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Talwar showed that the classical Rees matrix theorem for completely
simple semigroups could be regarded as a Morita theorem: a semigroup is
Morita equivalent to a group if and only if it is completely simple if and
only if it is isomorphic to a Rees matrix semigroup over a group. This raises
the question of determining what role Rees matrix semigroups play in the
Morita theory of semigroups with local units. We investigate three different
problems based on this idea:
Section 3.2 In this section, we try to prove an exact generalisation of the
Rees theorem. We are interested in the case where S is Morita equiv-
alent to T if and only if S is isomorphic to some kind of Rees matrix
semigroup over T .
Section 3.3 In this section, we prove that S is Morita equivalent to T if and
only if S is a locally isomorphic image of a special kind of Rees matrix
semigroup over T . This result was first proved by Laan and Ma´rki [20]
but we give a new proof that generalizes the classical proof of the Rees
theorem.
Section 3.4 Finally, we solve the following problem: given an inverse semi-
group S find all inverse semigroups T which are Morita equivalent to
S. Our solution uses special kinds of Rees matrix semigroups over S.
In this section, we also describe those semigroups which are Morita
equivalent to semigroups with commuting idempotents. This builds on
early work by Khan and Lawson [17, 18].
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Chapter 1
Categories
Category theory is that part of mathematics that studies structures and
the relationships between them using morphisms. It provides a language in
which to do algebra. The goal of this chapter is to give all the definitions
and results on categories that will be needed in the rest of the thesis. All of
the material in this section is standard, and we make no claim to originality.
We have used as references [3, 10, 16, 27, 34, 38], and most of the proofs are
adapted from [16] unless otherwise stated. The most important definition in
this chapter is the definition of an equivalence of categories. This is the basis
of the definition of Morita equivalence.
1.1 Definitions
A class A is a collection of elements such that we can determine for any
element x if it is an element of the class A or not. If x is an element of A
then we write x ∈ A, and if x is not an element of A then we write x /∈ A. A
set A is a class such that there is another class B such that A ∈ B. So a set
is a particular case of class. If a class is not a set then it is called a proper
class. A set is called a small class and a proper class is called a large class.
Roughly speaking, sets are ‘small’ and classes are ‘large’.
A (directed) graph consists of a set V called vertices, and a set E called
arrows and two operations as follows: the domain operation, which gives for
each arrow f a vertex a such that a = domf , and the codomain operation,
which gives for each arrow f a vertex b such that b = codf . We say that f
is an arrow starting at its domain a and ending at its codomain b. We write
1
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f : a→ b or a
f
→ b.
There are two different ways to define categories. In the first definition
categories have both objects and arrows. In the second, categories have just
arrows. The key point is that in categories it is not the particular nature of
the objects and arrows which is important, but the way the arrows behave.
For our first definition, a category is defined to be a graph satisfying (C1)
to (C4) below.
(C1) For each object a there is an arrow 1a: a→ a, called the identity arrow.
(C2) To each pair of arrows f and g with dom g = cod f there is an arrow
gf : domf → codg, called the composition of f and g, which can be
pictured as follows
a
f //
gf 
b
g

c
(C3) For objects and arrows as follows
a
f // b
g // c
k // d
we always have the equality
k(gf) = (kg)f.
This is called associativity.
(C4) For each arrow f : a → b composition with the identity arrows 1a and
1b gives f1a = f and 1bf = f .
Our second definition of a category is the same as the first except that
objects are ignored and replaced by identity arrows.
In each definition there is something which tell us when pairs of arrows
can be multiplied together. In the first definition, the graph tell us when
pairs of arrows can be multiplied together because we know the domain and
the codomain of each arrow, so if the domain of the arrow g for example is
equal to the codomain of the arrow f then we can multiply g by f otherwise
they cannot be multiplied in this direction. That is, if
f : a→ b and g : b→ c
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then since domg = b = codf the mutiplication gf exists as an arrow in this
category. Its domain is the domain of f and its codomain is the codomain
of g, so we can write it as follows
gf : a→ c.
In the second definition, the identity elements tell us when arrows can be
multiplied together by knowing that the right identity of the first arrow
is equal to the left identity of the second one, otherwise they cannot be
multiplied together. This means that if f and g are two arrows in a category
C and if 1a is an identity arrow in C satisfing
g1a = g and 1af = f
then gf exists in C, so g and f can be multiplied.
A subcategory S of a category C is a collection of some of the objects
in C with some of the arrows in C between those objects with the identity
of each object in S and such that the composition of each two arrows in S
should be in S. This means that S itself is a category. A subcategory S is a
full subcategory of C if all arrows between the S objects in C are in S.
For any two objects a and b in a category C, we define the hom-class of
a and b to be
hom(a, b) = homC(a, b) = {f ∈ C: f is an arrow f : a→ b}.
The hom-class of two objects a and b in a category C consists of all arrows
in this category with domain a and codomain b. We usually assume that this
is a set, and so call it a hom-set. If we want to define the hom-set depending
on arrows, then the hom-set of two identities e and e′ in a category C is
hom(e, e′) = {f ∈ C: fe = f and e′f = f}.
We say that a category is large if the objects and arrows form a class.
We say that a category is small if the objects and arrows form a set.
Let C be a category. Then we say that C is strongly connected if for each
pair of identities e, e′ ∈ C, hom(e, e′) 6= ∅.
Let f : a → b be an arrow in a category C. Then if there is an arrow
g: b→ a such as gf = 1a and fg = 1b then g is unique because if h: b→ a is
another arrow such that hf = 1a and fh = 1b then
h = h1b = h(fg) = (hf)g = 1ag = g.
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This unique arrow is called the inverse of f and is denoted by f−1. We say
that f is invertible if it has an inverse; it is also said to be an isomorphism.
Two objects a and b are isomorphic in the category C if and only if there is
an invertible arrow f : a → b. If every arrow in a category C is invertible
then the category is called a groupoid.
1.2 Examples of categories
In this section, we shall describe some examples of categories which will be
important in this thesis.
Example 1.2.1 A monoid M is a category with one object which is the
identity, and the other elements in it are the arrows. The composition is
defined in it as the multiplication in the monoid. Since M is a monoid
the identity law is satisfied and the associativity is satisfied. Conversely, a
category with a single object can be regarded as a monoid.
Example 1.2.2 Continuing the previous example, we see that a group can
be viewed as a groupoid with one object, and every groupoid with one object
can be regarded as a group.
Example 1.2.3 A relation ≤ on a set X is called a preorder if and only if it
is reflexive, which means x ≤ x for each x ∈ X, and transitive, which means
for each x, y, z ∈ X such that x ≤ y and y ≤ z then x ≤ z. If (X,≤) is
a preordered set, let C be the set of all ordered pairs (x, y) where x ≤ y.
Define a partial product (x, y)(y, z) = (x, z). Then it is easy to check that C
is a category in which every hom-set contains at most one arrow. Conversely,
let C be a small category having the property that every hom-set contains
at most one arrow. Let X be the set of identities of C. For x, y ∈ X, define
x ≤ y if hom(y, x) 6= ∅. Then (X,≤) is a preordered set.
These examples suggest that categories can be viewed as generalizations
of both monoids and preorders. We now give some examples of categories of
structures.
Example 1.2.4 We start with sets and the functions between them denoted
by Set. We show that this is a category. If we consider sets as objects and
functions as arrows then an arrow between two sets has a domain and a
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codomain which are objects in Set so Set is a graph. For each object A in
Set there is an identity function 1A:A → A such that 1A(x) = x for each
x ∈ A. Also for any two functions f : A → B and g : B → C in Set their
composition g ◦ f : A → C is a function as well. The identity function 1B
satisfies 1B ◦ f = f because
(1B ◦ f)(x) = 1B(f(x)) = f(x) for each x ∈ A.
Similarly, g ◦ 1B = g. Hence the identity law is satisfied in Set. Let A,B,C
and D be sets and let f, g and h be functions between them as follows
A
f // B
g // C h // D .
Then h ◦ (g ◦ f) and (h ◦ g) ◦ f are both functions from A to D and they are
equal because they have the same domain and codomain and for each x ∈ A
we have
(h◦ (g ◦f))(x) = h((g ◦f)(x)) = h(g(f(x))) = (h◦g)(f(x)) = ((h◦g)◦f)(x).
Therefore Set is a category. If we ignore the sets in this category and just
think about the arrows then these sets will be replaced by the identity arrows
and then we can determine whether two arrows can be composed or not from
the left and right identities. So when we study sets and functions between
them as a category we are just interested in the functions and we do not
know anything about the sets themselves; we do not care about them, we
just care about the arrows between them.
Example 1.2.5 We now study all monoids and all homomorphisms between
them denoted by Mon. Since every homomorphism has a monoid as a do-
main and a monoid as a codomain thenMon is a graph. On the other hand,
for each monoid M there is a function 1M :M →M such that 1M(x) = x for
each x ∈M , and it is a homomorphism because
1M(xy) = xy = 1M(x)1M(y).
It follows that the identity condition is satisfied. Also, if M,N and S are
three monoids and f : M → N and g : N → S are two homomorphisms,
then the composition g ◦ f : M → S is a homomorphism because for each
x, y ∈M we have
(g◦f)(xy) = g(f(xy)) = g(f(x)f(y)) = g(f(x))g(f(y)) = (g◦f)(x)(g◦f)(y).
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It also satisfies associativity because homomorphisms are functions. The
identity law holds because homomorphisms are functions. Hence Mon is a
category and it is a subcategory of Set.
Example 1.2.6 We next study the category of left A-acts where A is a
monoid. Let A be a monoid with identity 1. Then a set M with a function
A×M → M , denoted by (a,m) 7→ a ·m = am, is called a left A-act if and
only if this function satisfies
1m = m and (ab)m = a(bm)
for all m ∈ M and a, b ∈ A. Let N and M be two left A−acts. Then a
function f :N → M is called a left A-homomorphism if and only if f(ax) =
af(x) for each a ∈ A and x ∈ N . Define A-Act to consist of the left A-acts
and all left A-homomorphisms between them. This is easily seen to be a
category. In particular, observe that if we have two left A-homomorphisms
f :M1 →M2 and g:M2 →M3
then their composition g ◦ f :M1 → M3 is a function and for all a ∈ A and
x ∈M1 we have that
(g ◦ f)(ax) = g(f(ax)) = g(af(x)) = ag(f(x)) = a(g ◦ f)(x).
Therefore g ◦ f is a left A-homomorphism.
Example 1.2.7 Let A be a monoid with identity 1. We may define the
category of right A-acts, denoted by Act-A. Here set M with a function
M ×A→M , denoted by (m, a) 7→ m · a = ma, is called a right A-act if and
only if this function satisfies
m1 = m and m(ab) = (ma)b
for all m ∈M and a, b ∈ A.
Example 1.2.8 Let A and B be two monoids. Then a set M is an (A,B)-
biact if and only if the following two conditions are satisfied
(B1) M is a left A-act and a right B-act.
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(B2) For all a ∈ A, b ∈ B and m ∈M
(am)b = a(mb).
Let M and N be two (A,B)-biacts. Then f :M → N is an (A,B)-homo-
morphism if and only if f is a leftA-homomorphism and a rightB-homomorphism.
There is then a category A-Act-B whose objects are (A,B)-biacts and whose
arrows are the (A,B)-homomorphisms.
Example 1.2.9 Let R be a unital ring, that is, a ring with an identity. Let
M be an abelian group. We say that M is a left R-module if R acts on the
set M on the left via its multiplicative monoid and r(m+ n) = rm+ rn and
(r+s)m = rm+sm. IfM andN are two left R-modules a function f :M → N
is a left R-homomorphism if it is a homomorphism of abelian groups and
f(rm) = rf(m). We may form a category R-mod whose objects are left
R-modules and whose arrows are left R-homomorphisms. The definition of
modules generalizes the definition of vector spaces. A good introduction to
modules can be found in [4]. We shall meet this category again in Section 2.1
where we shall explain how it motivates this thesis.
Define the dual or opposite category (Cop, ∗) from a given category (C, ◦)
as follows: C and Cop have the same objects but for each arrow f : a→ b in
C we form an arrow f op : b→ a in Cop and these arrows are the only arrows
in Cop: therefore Cop consists of all objects in C and the opposite arrows f op
for each f ∈ C. The composition f op ∗ gop is defined in Cop if and only if the
composition g ◦ f is defined in C and :
a
f // b
g //
fop
ff c
gop
ee
f op ∗ gop = (g ◦ f)op.
The goal of category theory is to define things in terms of arrows. The
notion of a dual category leads to the idea of each definition being associated
with a dual definition obtained by ‘reversing the arrows’. We shall see many
examples of this. If a definition is made then its dual definition is usually
prefixed with ‘co-’.
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Example 1.2.10 Let (A, ·) be a monoid and let (Aop, ◦) be the dual monoid
with the same elements in A but the binary oberation on it is defined by
a ◦ b = b · a for each a and b in A. Let M be a right A-act. We prove that M
is a left Aop-act. To prove this, define the map ∗ : A×M →M by a∗x = xa
for each a ∈ A and x ∈M . Then
e ∗ x = xe = x
and
a ∗ (b ∗ x) = (b ∗ x)a = (xb)a = x(b · a) = x(a ◦ b) = (a ◦ b) ∗ x
for each a, b ∈ A and x ∈ M . Therefore M is a left Aop-act. We can also
conclude that, if M is a left A-act, then M is a right Aop-act.
1.3 Properties of arrows
The theme of this section is to show that some important mathematical
properties can be described in purely categorical terms. An arrow m: a→ b
in a category C is said to be a monomorphism, monic or left cancellable when
for each pair of arrows f1, f2: d → a the equality mf1 = mf2 implies that
f1 = f2. The motivation for this definition comes from the following result.
Proposition 1.3.1 In the category Set, the function f is monic if and only
if it is injective.
Proof Let f :B → C be injective. Then if g, h:A → B are two arrows in C
such that f ◦ g = f ◦h then (f ◦ g)(x) = (f ◦h)(x) for each x ∈ A. Therefore
f(g(x)) = f(h(x)). But f is injective, and so g(x) = h(x) for each x ∈ A.
Hence g = h and f is monic.
Now suppose that f :B → C is monic. Suppose x, y ∈ B are such that
f(x) = f(y). Let {a} be any one-element set and define two arrows g, h :
{a} → B by g(a) = x and h(a) = y. Then
f ◦ g, f ◦ h: {a} → C,
and
(f ◦ g)(a) = f(g(a)) = f(x) = f(y) = f(h(a)) = (f ◦ h)(a).
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Therefore f ◦ g = f ◦ h. But f is monic, and so g = h. Hence
x = g(a) = h(a) = y,
and so f is injective.
The above result is not true in all categories, although it is true that
injections are always monics but the following standard example shows that
monics are not always injections.
Example 1.3.2 An abelian group G is a divisible if and only if for any
g ∈ G and for any 0 6= n ∈ Z there is h ∈ G such that nh = g. For
example Q is a divisible abelian group, but Z is not. We prove that in
the category of divisible abelian groups monics do not have to be injectives.
Define f :Q → Q/Z by f(x) = Z + x. We prove first that f is monic in
this category. Let A be a divisible abelian group and let g, h:A→ Q be two
arrows in this category such that fg = fh. If we suppose that g 6= h then
there is a ∈ A such that g(a) 6= h(a). But fg = fh therefore fg(a) = fh(a)
and so Z+g(a) = Z+h(a) and so g(a)−h(a) ∈ Z. Let g(a)−h(a) = n. Then
n 6= 0 and so 2n 6= 0. But A is divisible, therefore there is b ∈ A such that
2nb = a. Hence g(2nb) − h(2nb) = n and so 2n(g(b) − h(b)) = n therefore
g(b) − h(b) = 1/2. But b ∈ A so fg(b) = fh(b) and so Z + g(b) = Z + h(b)
therefore g(b)−h(b) ∈ Z which means that 1/2 ∈ Z, contradiction. We have
proved that g = h and f is monic. However, f is not injective because
f(1) = Z+ 1 = Z = Z+ 2 = f(2)
but 1 6= 2 in Q.
An arrow h: a→ b is said to be an epimorphism, epic or right cancellable
when for each pair of arrows g1, g2: b→ c the equality g1h = g2h implies that
g1 = g2.
Lemma 1.3.3 In the catgeory Set, f is epic if and only if it is surjective.
Proof Let f :A→ B be surjective, and suppose g ◦f = h◦f . We shall prove
that g = h. Let b ∈ B. Then since f is surjective, there is a ∈ A such that
b = f(a). Thus
g(b) = g(f(a)) = (g ◦ f)(a) = (h ◦ f)(a) = h(f(a)) = h(b).
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It follows that g = h and so f is epic.
Let f :A → B be an epic arrow. Suppose that f is not surjective. Then
there is y ∈ B such that y /∈ f(A). Let C = {c1, c2} be any two-element set
and define g1, g2:B → C ∈ Set by g1(b) = c1 for each b ∈ B and g2(b) = c1
for each b 6= y ∈ B and g2(y) = c2. Then g1 6= g2. On the other hand,
g1 ◦ f, g2 ◦ f : A→ C satisfy
(g1 ◦ f)(a) = g1(f(a)) = c1 = g2(f(a)) = (g2 ◦ f)(a)
for all a ∈ A. It follows that g1 ◦ f = g2 ◦ f . But f is epic and so g1 = g2,
contradiction. We have proved that f is surjective, as required.
The above result is not true in all categories, as the following standard
example shows.
Example 1.3.4 We work in the category Mon of monoids. Let i:N → Z
be the inclusion monoid homomorphism. We prove that i is epic. Let M be
a monoid and let g, h:Z → M be two homomorphisms such that gi = hi.
Suppose that g 6= h. Then there is n ∈ Z such that g(n) 6= h(n) and so
g(−n) 6= h(−n) but n or −n belongs to N. Suppose that n ∈ N. Then
g(n) = g(i(n)) = (gi)(n) = (hi)(n) = h(i(n)) = h(n).
This is a contradiction. We have proved that i is epic. However, it is clear
that i is not surjective.
An arrow r: b→ a is a right inverse of another arrow f : a→ b if and only
if fr = 1b. A right inverse is called a section of f . It is not necesarily unique.
An arrow l: b → a is a left inverse of an arrow f : a → b if and only if
lf = 1a. A left inverse of f is also called a retraction of f . It is also not
necessarily unique.
Lemma 1.3.5 Let f : a → b and g: b → a be two arrows such that gf = 1a.
Then g is epic and f is monic.
Proof If g1, g2: a→ c satisfy g1g = g2g then
(g1g)f = (g2g)f.
Therefore
g1(gf) = g2(gf).
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Hence
g11a = g21a.
Thus
g1 = g2.
It follows that g is epic.
For each pair of arrows f1, f2 : d→ a such that ff1 = ff2 then
g(ff1) = g(ff2).
Therefore
(gf)f1 = (gf)f2.
Hence
1af1 = 1af2
and so
f1 = f2.
It follows that f is monic.
Lemma 1.3.5 told us that if an arrow f has a right inverse then f is epic,
and if f has a left inverse then f is monic. Also in Set we have the following.
Lemma 1.3.6 In the category Set if f is epic then f has a right inverse.
Proof Let f :A → B be an epic arrow in Set. Then by Lemma 1.3.3 f is
surjective. Define g:B → A as follows: for each b ∈ B choose a ∈ A such
that f(a) = b and define g(b) = a. Then fg : B → B satisfies for each b ∈ B
(fg)(b) = f(g(b)) = f(a) = b.
Thus fg = 1B and f has a right inverse.
Lemma 1.3.7 Let a
g //
b
h
oo be such that gh = 1a. Then f = hg: b → b is
an idempotent.
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Proof The composition ff : b→ b is defined and satisfies
f 2 = ff = (hg)(hg) = h(gh)g = h1ag = hg = f.
Therefore f is an idempotent.
An idempotent f is said to be split when there are arrows h and g such
that f = hg and gh = 1, where 1 is an identity. This definition will play an
important role in Chapter 3.
Two objects a and b in a category C is said to be isomorphic if there is
an arrow f : a → b with a left and right inverse f−1 : b → a and then f is
called an isomorphism.
1.4 Functors
We can think of categories as structures: as generalizations of monoids. Func-
tors will then play the role of ‘homomorphisms between categories’. Let B
and C be categories. Then a functor F :B → C consists of two functions:
the object function F which takes each object b in B to an object F (b)
in C, and the arrow function which takes each arrow f : b → b′ in B to
an arrow F (f):F (b) → F (b′) in C, in such a way that F (1b) = 1Fb and
F (fg) = F (f)F (g) when the composition fg is defined in B. We can also
define functors on the arrows-only definition of a category and then it really
does look like a generalization of a monoid homomorphism. In Sections 2.2.2
and 2.2.3, we shall describe some important examples of functors: hom-
functors and tensor functors.
Functors can be composed. If F :A→ B and G:B → C are functors then
GF :A → C is a functor. For each category C there is an identity functor
1C :C → C. Let F :A→ B be a functor. Then F is an isomorphism if there
is a functor G:B → A such that GF = 1A and FG = 1B. We say that the
two categories A and B are isomorphic if there is an isomorphism between
them.
Lemma 1.4.1 Let F :A → B be a functor. Then F is an isomorphism if
and only if F is bijective.
Proof Suppose that F is an isomorphism. Then there is a functor G : B → A
such that GF = 1A and FG = 1B. But F and G are functions and so F is
bijective.
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Conversely, suppose F is bijective. Then there is a function G : B → A
such that GF = 1A and FG = 1B. Now we have to prove that G is a functor.
Let 1b : b→ b be any identity in the category B. Then since F is surjective
there is a ∈ A such that b = F (a), and so the identity 1a : a → a satisfies
that F (1a) = 1F (a) = 1b. It follows that G(1b) = G(F (1a)) = GF (1a) =
1A(1a) = 1a. Also, since F is bijective for each two composable arrows
h : x → y, k : y → z ∈ B there is f : a → b, g : c → d ∈ A such that
F (f) = h and F (g) = k. Thus F (a) = x and F (b) = y and F (c) = y and
F (d) = z which means that F (b) = F (c) but F is bijection so b = c and so
f and g are composable. Then
G(kh) = G(F (g)F (f)) = G(F (gf)) = GF (gf) = 1A(gf) = gf
= 1A(g)1A(f) = GF (g)GF (f) = G(k)G(h).
It follows that G is a functor. We have proved that F is an isomorphism.
From our experience in algebra we would expect that isomomorphisms
between categories would be important. However, this is not the case. The
more important notion is that of an equivalence of categories. We shall
explain this idea in Section 1.6, but first we need a way of comparing functors.
1.5 Natural transformations
In the last section, we defined functors as the natural notion of a homo-
morphism between categories. We now define the natural notion of a ho-
momorphism between functors. Let A
F //
G
// B be parallel functors between
categories A and B. We define an arrow τ :F ⇒ G between the functors,
called a natural transformation, as follows: for each object a in A, there is
an arrow τa:F (a) → G(a) in B such that for each arrow f : a → a
′ in A the
following diagram commutes in B
F (a)
τa //
F (f)

G(a)
G(f)

F (a′)
τ ′a
// G(a′)
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If each τa is an isomorphism for all objects a then the natural transfor-
mation τ is called a natural isomorphism.
We can compose natural transformations. Let τ :F ⇒ G and σ:G ⇒ H
be natural transformations. We define the natural transformation στ :F ⇒ H
by (στ)a = σaτa.
1.6 Equivalence of categories
We needed the definitions of category, functor and natural transformation to
make the definition of this section which is the most important one in this
chapter. We need it even to define what we mean by Morita equivalence.
Two categories A and B are equivalent if and only if there are functors
F : A→ B and G : B → A
such that there are natural isomorphisms
τ : GF ⇒ 1A and η : FG⇒ 1B.
Isomorphic categories are equivalent, but the converse is not true and we
will give an example later to show that. The notion of equivalent categories
allows us to compare categories which are essentially the same but of very
different sizes; we shall also see this in our later example.
To show that two categories are equivalent looks complicated but can be
simplified. To do this we shall need the following three definitions.
A functor T :B → C is full when it satisfies the following condition: for
each pair of objects b, b′ in B and for each arrow g:T (b)→ T (b′) in C there is
an arrow f : b→ b′ in B such that g = T (f). The composition of full functors
is a full functor.
A functor T :B → C is faithful if it satisfies the following condition:
for each pair of objects b, b′ in B and for each pair of arrows f, f ′: b → b′
satisfying T (f) = T (f ′):T (b) → T (b′) then f = f ′. The composition of
faithful functors is a faithful functor.
A functor T :A→ B is said to be essentially surjective if and only if each
object in B is isomorphic to the image under T of an object of A.
A functor which is full, faithful and essentially surjective is called a weak
equivalence.
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Lemma 1.6.1 Let F :A → B be a full and faithful functor. Suppose that
f : a→ b is an arrow in A such that F (f) is an isomorphism. Then f is an
isomorphism.
Proof By assumption, there is an element f¯ :F (b)→ F (a) such that F (f)f¯
and f¯F (f) are identities. Because F is full and faithful, there exists a unique
arrow f ′: b→ a such that F (f ′) = f¯ . But F (ff ′) and F (f ′f) are both iden-
tities and so from the fact that F is full and faithful, it follows that ff ′ and
f ′f are identities. Thus f is invertible with inverse f ′.
We can now state the following extremely useful theorem. The proof uses
the Axiom of Choice.
Theorem 1.6.2 A pair of categories are equivalent if and only if there is a
weak equivalence between them.
Proof Suppose first that A and B are equivalent categories. Then there
are two functors F :A → B and G:B → A such that there are natural
isomorphisms
τ : 1A ⇒ GF and σ: 1B ⇒ FG.
We prove first that F is faithful. Let f, g: a→ a′ be two arrows in A such
that F (f) = F (g). Then since τ is a natural isomorphism between 1A and
GF the following diagram will be commutative
a
τa //
f

GF (a)
GF (f)=GF (g)

a
τaoo
g

a′ τa′
// GF (a′) a′τa′
oo
Therefore τa′f = τa′g. But τ is natural isomorphism and so τa′ is an isomor-
phism. It follows that it is left cancellable and so f = g. By symmetry we
deduce that G is also faithful.
To show that F is essentially surjective, observe that for each object b ∈ B
we have FG(b) ∼= 1B(b) = b. Define a = G(b) then a is an object in A such
that b is isomorphic to F (a).
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It remains to show that F is full. Let a and a′ be two objects in A and
let g:F (a) → F (a′) be an arrow in B. Define f = τ−1a′ G(g)τa. Then the
following diagram commutes
GF (a)
G(g)

a
τaoo τa //
f

GF (a)
GF (f)

GF (a′) a′τa′
oo
τa′
// GF (a′)
It follows that G(g)τa = GF (f)τa. But τa is an isomorphism so it is right
cancellable. Thus G(g) = GF (f). But G is faithful and so g = F (f).
To prove the converse, suppose that there is a functor F :A → B which
is full, faithful and essentially surjective. Thus for each object b ∈ B, we
may choose an object a ∈ A such that b is isomorphic to F (a). Denote this
object by G(b) Then for each object b ∈ B there is an object G(b) ∈ A such
that FG(b) is isomorphic to b. Choose an isomorphism xb:FG(b) → b. Let
g: b → b′ be an arrow in B. There are isomorphisms xb:FG(b) → b and
xb′ :FG(b
′)→ b′. If we take the composition x−1b′ gxb:FG(b)→ FG(b
′) it will
be an arrow in B. But F is full and faithful. Thus there is a unique arrow,
denoted by G(g):G(b)→ G(b′), such that FG(g) = x−1b′ gxb.
We shall prove first that G:B → A is a functor. We have that
FG(1b) = x
−1
b 1bxb = 1FG(b) = F (1G(b)).
But F is a faithful. Thus G(1b) = 1G(b). Also, if g: b→ b
′ and h: b′ → b′′ are
two arrows in B, then hg: b→ b′′ is an arrow in B and
FG(hg) = x−1b′′ hgxb = x
−1
b′′ hxb′x
−1
b′ gxb = FG(h)FG(g) = F (G(h)G(g)).
But F is faithful. Therefore G(hg) = G(h)G(g). We have proved that G is
a functor.
Now we have to prove that there are natural isomorphisms FG ∼= 1B and
GF ∼= 1A.
Since FG(g) = x−1b′ gxb we have that xb′FG(g) = gxb so the following
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diagram commutes
FG(b)
xb //
FG(g)

b
g

FG(b′) xb′
// b′
Each xb is an isomorphism, and so FG ∼= 1B.
For each a ∈ A, F (a) is an object in B so there is an isomorphism
xF (a):FGF (a) → F (a). Then x
−1
F (a):F (a) → FGF (a). But F is full and
faithful, and so there is a unique morphism τa: a→ GF (a) such that F (τa) =
x−1F (a). Since xF (a) is an isomorphism, so x
−1
F (a) is an isomorphism. By Lemma 1.6.1,
τa is an isomorphism because F is full and faithful. For each arrow f : a→ a
′
in the category A the arrow F (f):F (a)→ F (a′) is an arrow in the category
B, but as we prove FG ∼= 1B and so the diagram below commutes
F (a)
F (τa) //
F (f)

FGF (a)
FGF (f)

F (a′)
F (τa′ )
// FGF (a′)
and since F is faithful the following diagram commutes
a
τa //
f

GF (a)
GF (f)

a′ τa′
// GF (a′)
Since τa is an isomorphism for each object a ∈ A, we have that GF ∼= 1A.
Hence A and B are equivalent categories.
We shall now give an explicit example of a pair of categories which are
equivalent but not isomorphic because they have completely different sizes.
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Example 1.6.3 Let G be a group, and let I be any non-empty set. Then
the set
I ×G× I = {(i, g, j): i, j ∈ I, g ∈ G}
becomes a category when we define
(i, g, j)(k, h, l) = (i, gh, l) if and only if j = k.
The identities of this category are the elements of the form (i, 1, i) and we
have dom(i, g, j) = (j, 1, j) and cod(i, g, j) = (i, 1, i). It is easy to show that
I ×G× I is a category. It is also a groupoid because for each arrow (i, g, j)
then (j, g−1, i) is an arrow satisfying
(i, g, j)(j, g−1, i) = (i, 1, i)
and
(j, g−1, i)(i, g, j) = (j, 1, j)
and so each arrow in I ×G× I has an inverse. It is also strongly connected.
Conversely, it is easy to show that every strongly connected groupoid is
isomorphic to a groupoid of the form I ×G× I.
We now show that the group G and the category I×G×I are equivalent.
Define a functor as follows. Choose and fix i ∈ I. Then
F :G→ I ×G× I is defined by F (g) = (i, g, i).
Then F is full, faithful and essentially surjective. Thus G and I × G × I
are equivalent by Theorem 1.6.2. Observe that we said nothing about the
cardinality of I. Thus I can be chosen so that the sets G and I ×G× I do
not have the same cardinality; it therefore follows that under this assumption
they cannot be isomorphic.
1.7 Limits and colimits
In this section, we shall describe some important constructions that may be
carried out in some categories.
A terminal object t in a category C is an object in this category such that
for each object a in C there is exactly one arrow a→ t.
Lemma 1.7.1 If t1, t2 are terminal objects in a category C. Then t1 and t2
are isomorphic.
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Proof Since t1 is a terminal object there is exactly one arrow f : t2 → t1,
and since t2 is a terminal object there is exactly one arrow g: t1 → t2. The
compositions fg: t1 → t1 and gf : t2 → t2 both exist and have to be unique
and so must equal their respective identities.
A dual concept to that of a terminal object in a category C is an initial
object i. This is an object in this category such that for each object a in
C there is a unique arrow i → a. Using a similar argument to that in
Lemma 1.7.1, we can prove that any two initial objects are isomorphic.
Example 1.7.2 In the category Set, any set consisting of one element is a
terminal object, and the empty set is an initial object.
In the category Mon, the monoid with one element, the identity, is both
a terminal and an initial object.
To motivate the next definition we begin by looking at a construction in
sets from a categorical point of view. The product of two sets A and B is the
set
A× B = {(x, y): x ∈ A, y ∈ B}
with two special maps
p1:A× B → A defined by p1((x, y)) = x
and
p2:A× B → B defined by p2((x, y)) = y.
Lemma 1.7.3 Let A and B and p1, p2 be as above. Let C be another set
and f :C → A and g:C → B be two maps. Then p:C → A × B which is
defined by p(c) = (f(c), g(c)) for each c ∈ C is the unique map which makes
the following diagram commute
C
f
}}
g
!!
p

A A× Bp1
oo
p2
// B
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Proof For each c ∈ C
(p1p)(c) = p1(p(c)) = p1(f(c), g(c)) = f(c)
and
(p2p)(c) = p2(p(c)) = p2(f(c), g(c)) = g(c)
therefore
p1p = f and p2p = g
and the diagram commutes. Now let h : C → A×B be a map which makes
the following diagram commute
C
f
}}
g
!!
h

A A× Bp1
oo
p2
// B
Then
p1h = f and p2h = g.
Since h is a map from C to A×B then for each c ∈ C there is (a′, b′) ∈ A×B
such that h(c) = (a′, b′), and so
f(c) = p1h(c) = p1(a
′, b′) = a′
and
g(c) = p2h(c) = p2(a
′, b′) = b′
it follows that h(c) = (f(c), g(c)) = p(c) for each c ∈ C which means that
h = p and p is unique.
The above lemma shows that products of sets can be charactized in terms
of arrows only without reference to elements. In a category C, we define the
product of two objects a and b to be an object a× b together with a pair of
arrows (pra: a× b→ a, prb: a× b→ b) such that for any other pair of arrows
(f : c → a, g: c → b) in C there is a unique arrow denoted (f, g): c → a × b
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making the following diagram commute
c
f
}}
g
!!
(f,g)

a a× bpra
oo
prb
// b
The arrow (f, g) is called the product of the two arrows f and g.
The coproduct is the dual notion of product. It is defined as follows. Let
a and b be two objects in a category C. Then their coproduct is an object
a ∐ b in C with a pair of arrows (ia : a → a ∐ b, ib : b → a ∐ b) in C such
that for any other pair of arrows (f : a→ c, g : b→ c) in C there is a unique
arrow denoted [f, g] : a∐ b→ c in C making the following diagram commute
a
ia //
f
!!
a∐ b
[f,g]

b
iboo
g
}}
c
We now describe the coproduct in Set.
Lemma 1.7.4 Let A and B be two sets in Set. Then their coproduct is
expressed as their disjoint union
A∐B = A× {1} ∪ B × {2}
together with the functions
iA : A→ A∐B such that iA(a) = (a, 1) for each a ∈ A
and
iB : B → A∐B such that iB(b) = (b, 2) for each b ∈ B.
Proof Let C be a set and let f :A→ C, g:B → C be two functions. Define
h:A × {1} ∪ B × {2} → C by h(x, 1) = f(x) and h(x, 2) = g(x). Then h
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makes the following diagram commute
A
iA //
f
''
A× {1} ∪ B × {2}
h

B
iBoo
g
ww
C
because
hiA(a) = h(iA(a)) = h(a, 1) = f(a)
and
hiB(b) = h(iB(b)) = h(b, 2) = g(b)
for each a ∈ A and b ∈ B. Suppose that h′:A×{1}∪B×{2} → C is another
arrow making the following diagram commute
A
iA //
f
''
A× {1} ∪ B × {2}
h′

B
iBoo
g
ww
C
Let (x, i) ∈ A × {1} ∪ B × {2}. Then (x, i) = (a, 1) or (x, i) = (b, 2) such
that a ∈ A and b ∈ B. If (x, i) = (a, 1) then
h′(x, i) = h′(a, 1) = h′(iA(a)) = h
′iA(a) = f(a)
and if (x, i) = (b, 2) then
h′(x, i) = h′(b, 2) = h′(iB(b)) = h
′iB(b) = g(b)
and so, h′ = h. Hence h is unique.
Example 1.7.5 To understand the above definitions better we look at a
concrete example. Let (X,≤) be a preordered set regarded as a category.
Then there is a unique arrow a → b if and only if a ≤ b. This category has
a terminal element if and only if it has a maximum element, and an initial
element if and only if it has a minimum element. A pair of elements x, y has
a product if and only if their greatest lower bound x∧y exists, and they have
a coproduct if and only if the least upper bound x ∨ y exists.
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Our next definitions look at the case where we have more than one arrow
between two objects. Again we motivate the general definition by considering
the case of the category of sets first. Let f and g be parallel functions
f, g: A // // B in Set. Define
E = {x ∈ A: f(x) = g(x)}.
Then the inclusion function i:E → A has the property that fi = gi and
is called the equalizer of f and g. If h:C → A is another function which
satisfies that fh = gh, then there is a unique function k:C → E defined by
k(c) = h(c) for each c ∈ C making the following diagram commute
E
i // A
f //
g
// B
C
k
__
h
??
We now define equalizers in general categories. An arrow i: e→ a in C is
an equalizer of a pair of parallel arrows f, g: a→ b in C if and only if:
1. fi = gi.
2. If h: c → a is another arrow in C satisfying fh = gh, then there is a
unique arrow k : c→ e in C making the following diagram commute
e i // a
f //
g
// b
c
k
^^
h
@@
The dual notion to that of the equalizer is coequalizer. The coequalizer
of two parallel arrows f, g: a→ b in any category C is an arrow h: b→ e such
that
1. hf = hg.
2. If h′: b → c satisfies the same property h′f = h′g in C, then there is a
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unique arrow k: e→ c making the following diagram commute
a
f //
g
// b
h //
h′

e
k

c
Lemma 1.7.6 Coequalizers exist in the category Set.
Proof Let f, g : X → Y be two functions between sets X and Y . Define
the relation ∼ on Y by y1 ∼ y2 in Y if and only if y1 = f(x) and y2 = g(x)
for some x ∈ X. Let ≈ be the equivalence relation on Y generated by ∼;
this is described in Lemma 2.2.6 and what follows. Let h : Y → Y/ ≈ be
the associated natural map taking y to the ≈-equivalent class containing y,
denoted by [y]. We have the following diagram of functions
X
f //
g
// Y h // Y/ ≈
Let x ∈ X. Then f(x) ∼ g(x) and so since ∼ ⊆ ≈ we have that [f(x)] =
[g(x)]. Thus (hf)(x) = (hg)(x) for all x ∈ X. Now let k : Y → Z be any
function such that kf = kg. We therefore have the following diagram of
functions
X
f //
g
// Y
h //
k
!!
Y/ ≈
Z
The kernel of k is an equivalence relation on Y . Suppose that y1 ∼ y2 in Y .
Then y1 = f(x) and y2 = g(x) for some x ∈ X. But
k(y1) = (kf)(x)
k(y2) = (kg)(x)
and (kf)(x) = (kg)(x) and so k(y1) = k(y2). Thus (y1, y2) ∈ ker(k). It
follows that ∼ ⊆ ker(k). However ≈ is the smallest equivalence relation on
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Y containing ∼ and so ≈ ⊆ ker(k). Define p : Y/ ≈ → Z by p([y]) = k(y).
We have to show that this function is well-defined. Suppose that [y] = [y′].
Then y ≈ y′. But from what we have just proved, k(y) = k(y′), as required.
Thus p makes the diagram commute. Suppose p′ : Y/ ≈ → Z is another
function making the diagram commute. Let [y] ∈ Y/ ≈. Then [y] = h(y), by
definition. Thus
p′([y]) = p′(h(y)) = k(y) = p(h(y)) = p([y]).
It follows that p′ = p, and p is the unique function making the diagram com-
mute.
We now make the general definitions of which the above are special cases.
A diagram D in a category C is a collection of objects di and arrows
between them g: di → dj. We can think of D as a directed graph in the
category.
A cone for a diagram D is an object a with a set of arrows from a to each
object di ∈ D making all triangles below commute
di
g

a
fi
88
fj &&
dj
A limit for a diagram D, denoted by
lim
←−
D
is a cone {fi : c→ di} for this diagram which satisfies the following: for each
cone {f ′i : c
′ → di} there is a unique arrow f : c
′ → c making the following
triangles commute for each object di ∈ D
c′
f //
f ′i

c
fi

di
26 CHAPTER 1. CATEGORIES
This means that the limit for a diagram D can be considered as a terminal
object of all cones for D. Thus limits are massive generalizations of greatest
lower bounds or meets.
A cocone is the dual of the cone, in other words the cocone for the diagram
D is an object a with a set of arrows from each object di ∈ D to a making
all triangles below commute
di
g

fi
&&
a
dj
fj
88
A colimit for a diagram D, denoted by
lim
−→
D
is a cocone {fi : di → c} for this diagram which satisfies the following: for
each cocone {f ′i : di → c
′} there is a unique arrow g : c → c′ making the
following triangles commute for each object di ∈ D
c
g // c′
di
fi
FF
f ′i
XX
This means that the colimit for a diagram D can be considered as an initial
object of all cocones for D. Thus colimits are massive generalizations of least
upper bounds or joins.
In Chapter 2, we shall deal exclusively with colimits.
Examples 1.7.7
1. Let D be the empty diagram. We shall show that the limit for D is
a terminal object. A cone for D is just any object a in the category.
There are no arrows from a to D. A limit for D is another object t
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with no arrows to D such that there is a unique arrow from a to t.
This unique arrow from a to t makes the diagram commute because it
is the only arrow in this diagram. It follows that the terminal object is
a limit for D. Using a similar argument, the initial object is a colimit
for the empty diagram.
2. Take the diagram D in C consisting of two objects a and b. Then any
other object c with two arrows f : c→ a and g : c→ b is a cone and a
limit cone for them is the product of a and b in C. A colimit for this
diagram is a coproduct of a and b.
3. Take the diagram D in C which consists of two objects with two arrows
f and g between them as follows
a
f //
g
// b
Then a cone for D is an object c in C with two arrows h1 : c→ a and
h2 : c→ b making the following triangles
a
f // b
c
h1
XX
h2
GG and a
g // b
c
h1
XX
h2
GG
commute. Which means that h2 = fh1 = gh1. Therefore we can say
that the cone for D in this case is an arrow h1 : c → a making the
diagram below commute
c
h1 // a
f //
g
// b .
The limit is then the equalizer of f and g. Coequalizers are the colimits
of the same diagram.
We shall now prove two well-known results we shall need in Chapter 2.
Lemma 1.7.8 Let e: b→ c be the coequalizer of f, g: a→ b. Let h: d→ a be
an epimorphism. Then e is the coequalizer of fh, gh: d→ b.
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Proof Clearly efh = egh. Suppose that e′: b → c′ is such that e′fh = e′gh.
The arrow h is an epimorphism and so right cancellable. Thus e′f = e′g. By
assumption there is a unique arrow k: c → c′ such that e′ = ke. Hence the
result.
Lemma 1.7.9 Let f, g: a→ b have the coequalizer e: b→ c. Let f ′, g′: a′ → b′
have the coequalizer e′: b′ → c′. Let k: a → a′, l: b → b′ and m: c → c′ be
arrows such that we have the following diagram
a
k

f //
g
// b
l

e // c
m

a′
f ′ //
g′
// b
′ e
′
// c′
We assume that me = e′l, lf = f ′k and lg = g′k. Then if k and l are
isomorphisms then m is an isomorphism.
Proof Observe that because e is an epimorphism, the arrow m is the unique
arrow making the rightmost square of the above diagram commute. Observe
that
el−1f ′ = el−1g′.
Thus by the definition of a coequalizer, there exists a unique arrow m′: c′ → c
such that m′e′ = el−1. Observe that
m′me = m′(me) = m′e′l = (m′e′)l = (el−1)l = e.
But e is an epimorphism and so right cancellable. It follows that m′m is an
identity. By symmetry, mm′ is an identity. We have proved that m is an
isomorphism, as required.
1.8 Adjoints
Let F :C → D and G:D → C be functors. For each pair of objects c ∈ C
and d ∈ D, we shall compare the set
homD(F (c), d)
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with the set
homC(c, G(d)).
We shall suppose that there is a bijection
φc,d: homD(F (c), d)→ homC(c, G(d))
which is natural in both c and d. We need to explain what the phrase ‘natural
in c and d means’. Suppose that α: d→ d′ then we require that
G(α)∗φc,d = φc,d′α∗,
where the lower star means ‘multiply on the left’. Suppose that β: c′ → c
then we require that
β∗φc,d = φc′,dF (β)
∗
where upper star means ‘multiply on the right’. If this occurs we say that F
is left adjoint to G, and that G is right adjoint to F .
Adjointness is the most general relationship linking two functors together.
We shall need the following three results about adjoints.
For the following, see Section 4 of Chapter IV of [27].
Lemma 1.8.1 If the functors F :C → D and G:D → C determine an equiv-
alence of categories then they are adjoint to each other.
For the following see Corollary 1 of Section 1 of Chapter IV of [27].
Lemma 1.8.2 Let F, F ′:C → D and G:D → C be functors such that F
and F ′ are left adjoint to G. Then F and F ′ are naturally isomomorphic.
The dual result also holds.
Before stating the final result we shall need, we begin with a motivating
example.
Example 1.8.3 Let P and Q be partially ordered sets and let f :P → Q be
an order-preserving function. Thus P and Q are special kinds of categories,
by Example 1.2.3, and f is actually a functor between them. Suppose that in
P the elements x and x′ have a least upper bound x∨x′. Since x, x′ ≤ x∨x′ we
have that f(x), f(x′) ≤ f(x∨ x′). We cannot deduce that f(x)∨ f(x′) exists
in Q, and even if it did we can only then deduce that f(x)∨f(x′) ≤ f(x∨x′);
we cannot say, in general, that they are equal.
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Suppose now that there is an order-preserving function g:Q → P such
that for all x ∈ P and y ∈ Q we have that
f(x) ≤ y ⇔ x ≤ g(y).
In other words, f is left adjoint to g. As before suppose that x ∨ x′ exists
in P . We now use the properties of adjoints. Then f(x), f(x′) ≤ f(x ∨ x′).
Let f(x), f(x′) ≤ y. Then x, x′ ≤ g(y). Thus x ∨ x′ ≤ g(y). But this implies
that f(x ∨ x′) ≤ y. We have proved that the least upper bound of f(x) and
f(x′) is f(x ∨ x′). Hence f(x) ∨ f(x′) = f(x ∨ x′).
The above example is generalized in the following result. We say that a
functor preserves limits if the image of a (co)limit under F is the (co)limit
of the image of the digram under F .
Lemma 1.8.4 Let F :C → D and G:D → C be functors such that F is left
adjoint to G. Then F preserves colimits and G preserves limits.
1.9 The category of left A-acts
This category was defined in Example 1.2.6 and will be studied in detail in
Section 2.2. We shall now describe some of the important properties of this
category that we will use there.
Isomorphisms of left A-acts are simply bijective left A-homomorphisms.
A subact of a left A-act M is a subset N ⊆M such that AN ⊆ N .
We defined epimorphisms in arbitrary categories in Section 1.3 and we
saw that in the category of sets epimorphisms are surjections this is not true
in all categories; for example, in the category of monoids. However we do
have the following result proved in [5].
Lemma 1.9.1 Epimorphisms in A-Act are precisely the surjections.
We shall use this result without further comment throughout Section 2.2.
It can be easily proved that all coequalizers are epimorphisms: see Propo-
sition II.2.18(2) of [16]. However, in general not all epimorphisms are coequal-
izers. Those that are, are said to be regular. In many categories, regular
epimorphisms are closer to the idea of what we think of as a quotient. There
is a good discussion of this in Chapter 7 of [3]. The following is proved as
Theorem II.2.44 of [16].
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Lemma 1.9.2 Every epimorphism in A-Act is a coequalizer of a pair of left
A-homomorphisms.
A coproduct in A-Act for M and N is the disjoint union
M ∐N = M × {1} ∪N × {2}
where we define a(x, i) = (ax, i) for i = 1, 2. It can be proved that this really
is the coproduct in the category of left A-acts. There is no initial object in
the category A-Act so all coproducts exist except over the empty set.
Lemma 1.9.3 In A-Act all coproducts of non-empty sets of objects exist.
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Chapter 2
Morita equivalence of monoids
Classifying structures up to isomorphism is usually an unreachable ideal, so
we need a way of classifying structures which is weaker than isomorphism
but is still useful. Morita equivalence of structures is just such a way. In this
chapter, we shall briefly describe the Morita theory of unital rings and then
show in detail how this theory was adapted to monoids. None of the results
in this chapter is new. It is based on the papers by Banaschewski [5] and
Knauer [19] and the book [16].
2.1 The Morita theory of rings
Morita theory was introduced by Morita in 1958 [35]. In the first instance,
the Morita theory of rings was defined for unital rings, meaning those rings
having an identity. Let R and S be two such rings. In Example 1.2.9, we
described the categories of left R-modules and left S-modules. We say that R
and S areMorita equivalent if these categories are equivalent. This definition
is the reason why we had to introduce equivalences of categories in Chapter 1.
Although the definition is phrased in terms of left modules it turns out to be
self-dual: see Proposition 18.32 of [21].
The detailed theory of Morita equivalence is described in [4]. We do not
describe it here because we shall describe the analogous theory for monoids
in the next section. Instead, we give an algebraic characterization of Morita
equivalence.
If R is a ring then Mn(R) is the set of all n×n matrices with entries from
R. An idempotent e in a ring R is said to be full if R = ReR.
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The following is proved as Proposition 18.33 of [21].
Theorem 2.1.1 (Algebraic characterization) Let R and S be unital rings.
Then R and S are Morita equivalent if and only if S is isomorphic to
eMn(R)e for some finite n and full idempotent e in Mn(R).
The Morita equivalence of unital rings is an important way of classifying
them. A special case is the Artin-Wedderburn theorem. This can be inter-
preted as saying that a ring is semisimple if and only if it is Morita equivalent
to a finite direct product of division rings.
2.2 The Morita theory of monoids
Let A and B be monoids. We say that they are Morita equivalent if the
category A-Act is equivalent to the category B-Act.
The obvious question is how can we algebraically determine when A and
B are Morita equivalent? This is answered in Theorem 2.2.36.
2.2.1 Cyclic left A-acts
IfM and N are two left A-acts we denote the set of all left A-homomorphisms
between them either by homA(M,N) or by hom(M,N).
The set X is called a generating set of a left A-act M if and only if
M = AX. If X contains exactly one element then M is said to be cyclic.
The set X of generating elements of the left A-act M is said to be a basis
of M if every element m ∈ M can be uniquely written as m = ax such that
a ∈ A and x ∈ X. This means that if m = a1x1 = a2x2, then a1 = a2
and x1 = x2. If a left A-act M has a basis then it is called a free act. In
particular, A is a free act with basis {1}. We describe free left A-acts in
Proposition 2.2.20
Let A be a cyclic left A-act of the form Ae where e is an idempotent.
Such acts will play an important role in what follows. Here are two useful
results about such left A-acts.
Lemma 2.2.1 Let i and j be idempotents. Then the set of left A-homomorphisms
from Ai to Aj is in bijective correspondence with the triples (i, x, j) where
ixj = x for some x ∈ A.
2.2. THE MORITA THEORY OF MONOIDS 35
Proof Let f :Ai → Aj be a left A-homomorphism. Put f(i) = x. Then
xj = x since x ∈ Aj and ix = if(i) = f(i) = x. Thus ixj = x. Conversely,
let x ∈ A such that ixj = x. Define f :Ai→ Aj by f(a) = ax. This is a left
A-homomorphism. It is clear that this defines a bijection, as claimed.
In the following result, it is important to write the arguments of left A-
homomorphisms on the left rather than on the right. Thus the value of f at
x is written (x)f instead of f(x).
Lemma 2.2.2 Let A be a monoid and e2 = e ∈ A. Then the monoid
homA(Ae,Ae) is isomorphic to the monoid eAe.
Proof Define F : hom(Ae,Ae) → eAe by F (f) = (e)f . Since (e)f ∈ Ae and
(e)f = (ee)f = e(e)f we have that (e)f ∈ eAe. Thus F is a function from
hom(Ae,Ae) to eAe. We show that it is a monoid homomorphism. First,
F (1Ae) = (e)1Ae = e the identity of eAe. Next, let f, g ∈ hom(Ae,Ae). Then
(e)f ∈ eAe and so there is a ∈ A such that (e)f = eae. Thus
F (fg) = (e)(fg) = ((e)f)g = (eae)g = (eae)((e)g) = (e)f(e)g = F (f)F (g).
It follows that F is a monoid homomorphism from hom(Ae,Ae) to eAe.
We show now that F is a bijection. Let f1 and f2 be such that (e)f1 =
(e)f2. Then for each ae ∈ Ae where a ∈ A, we have that (ae)f1 = a(e)f1 =
a(e)f2 = (ae)f2. Thus f1 = f2 and F is injective. Finally, let eae ∈ eAe.
Define f ∈ hom(Ae,Ae) by (be)f = beae. Then f is a left A-homomorphism
and (e)f = eae, as required.
The following sections do the following
• Sections 2.2.2, 2.2.3, and 2.2.4 show how to construct functors between
A-Act and B-Act.
• Sections 2.2.5, 2.2.6 and 2.2.7 describe special kinds of left A-acts.
• Section 2.2.8 determines when two monoids are Morita equivalent.
2.2.2 Hom functors
We defined the Morita equivalence of A and B in terms of an equivalence
between the category of left A-acts and the category of left B-acts. Therefore
36 CHAPTER 2. MORITA EQUIVALENCE OF MONOIDS
we will be interested in defining functors from A-Act to B-Act. In this
section, and the next, we shall describe two different ways of doing this.
Let A be a monoid and P a left A-act. Define
hom(P,−):A-Act→ Set
as follows: for each left A-act X, we have that hom(P,X) is the set of all left
A-homomorphisms from P to X; for each left A-homomorphism f :X → Y ∈
A-Act define
hom(P, f): hom(P,X)→ hom(P, Y )
by hom(P, f)(g) = fg for each g ∈ hom(P,X). We often write hom(P, f)(g) =
f∗(g) = fg.
Lemma 2.2.3 The function hom(P,−) is a functor from A-Act to Set.
Proof Let X be a left A-act and and let 1X :X → X be the identity left
A-homomorphism. Then (1X)∗ is just the identity function on hom(P,X).
Let f :X → Y and g:Y → Z be two left A-homomorphisms. Then f∗g∗ is
defined and is equal to (fg)∗. We have proved that hom(P,−) is a functor.
Functors such as this are called hom functors.
We would like to define a functor from A-Act to B-Act and the above
lemma only tells us how to construct a functor from A-Act to the category
of sets. We can do this by ensuring that P has extra structure.
Theorem 2.2.4 Let P be an (A,B)-biact. Then
homA(P,−):A-Act→ B-Act
is a functor.
Proof We show first that for each left A-act X, the set hom(P,X) is a left
B-act. If f ∈ hom(P,X) and b ∈ B then define b · f by (b · f)(p) = f(pb) for
any p ∈ P . Observe that
((bb′) · f)(p) = f(p(bb′)) = f((pb)b′) = (b′ · f)(pb) = (b · (b′ · f))(p).
Let h:X → Y be a left A-homomorphism. Then hom(P, h): hom(P,X)→
hom(P, Y ). Let g ∈ hom(P,X). We show that h∗(b · g) = b · h∗(g). By
definition
(h∗(b · g))(p) = (h(b · g))(p) = h((b · g)(p)) = h(g(pb)) = (hg)(pb)
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= (b · (hg))(p) = (b · h∗(g))(p)
Thus h∗(b · g) = b · h∗(g).
It is now easy to show that this defines a functor.
2.2.3 Tensor functors
We now describe a second technique for constructing functors. To do this we
need a new construction. Most of the material from this section is based on
Section 8.1 of [15].
Let X be a right A-act, Y a left A-act and Z a set. Then a map
α:X × Y → Z
is said to be A-balanced if α(xa, y) = α(x, ay) for each x ∈ X, y ∈ Y and
a ∈ A.
Let X be a right A-act and let Y be a left A-act. Then a set T together
with an A-balanced map τ : X × Y → T is called a tensor product of X
and Y if for each set Z and for each balanced map α:X × Y → Z there is a
unique map β:T → Z making the following diagram commute
X × Y τ //
α
''
T
β

Z
The following is a standard uniqueness argument in category theory.
Lemma 2.2.5 Let (T, τ) and (T ′, τ ′) be two tensor products of X and Y .
Then T and T ′ are isomorphic in the category of sets.
We now show that tensor products exist. To do this, we begin by recalling
some standard definitions and results.
Let X be a set and let ρ be an equivalence on X. For each x ∈ X, we
put
ρ(x) = {y ∈ X: xρy},
called an equivalence class. The set
X/ρ = {ρ(x): x ∈ X}
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of equivalence classes forms a partition of X called the quotient set of X.
Let X be a set. Then
1X = {(x, x) ∈ X ×X: x ∈ X}
is the equality relation on X. Let R be any relation on a set X. Then R−1 is
the opposite relation on X defined by (x, y) ∈ R−1 if and only if (y, x) ∈ R.
The relation R ◦ R is defined by (x, z) ∈ R ◦ R if and only if there is y ∈ X
such that (x, y), (y, z) ∈ R. We sometimes write R2 instead of R ◦ R, and
more generally, Rn for R ◦R ◦ · · · ◦R composed n times.
Lemma 2.2.6 Let R be a relation on a set X. Then the intersection of any
set of equivalence relations containing R is again an equivalence relation.
Let R be a relation on a set X. Then the intersection of all equivalence
relations on X containing R, which is an equivalence relation by the above
lemma, is called the equivalence relation generated by R, and is denoted by
Re. We now describe Re more explicitly.
Let S be a reflexive relation on a set X. This means that 1X ⊆ S. Then
S = S ◦ 1X ⊆ S ◦ S. Thus S ⊆ S
2. It follows that
S ⊆ S2 ⊆ S3 ⊆ · · · .
The relation
S∞ =
∞⋃
n=1
Sn
is called the transitive closure of the relation S.
Lemma 2.2.7 For every reflexive relation S on a set X, the relation S∞ is
the smallest transitive relation on X containing S.
We now have the following important result.
Proposition 2.2.8 Let R be any relation on a set X. Then
Re = (R ∪R−1 ∪ 1X)
∞.
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Proof Put E = (R ∪ R−1 ∪ 1X)
∞. From Lemma 2.2.7 the relation E is a
transitive relation containing R. Since
1X ⊆ R ∪R
−1 ∪ 1X ⊆ E,
the relation E is also reflexive. The relation S = R ∪R−1 ∪ 1X is symmetric
because S−1 = (R ∪ R−1 ∪ 1X)
−1 = R−1 ∪ R ∪ 1X = S. It follows that for
each n ≥ 1
Sn = (S−1)n = (Sn)−1.
Thus Sn is symmetric. If (x, y) ∈ E, then there is n ≥ 1 such that (x, y) ∈ Sn
and so (y, x) ∈ Sn. Thus (y, x) ∈ E. It follows that E = S∞ is symmetric.
We have proved that E is an equivalence relation containing R.
Suppose σ is an equivalence relation containing R. Then 1X ⊆ σ and
R−1 ⊆ σ−1 = σ. Thus
S = R ∪R−1 ∪ 1X ⊆ σ.
But
S ◦ S ⊆ σ ◦ σ = σ,
and so Sn ⊆ σ for all n ≥ 1. It follows that E = S∞ ⊆ σ. We have
proved that E = (R ∪R−1 ∪ 1X)
∞ is the smallest equivalence relation on X
containing R. Thus
Re = (R ∪R−1 ∪ 1X)
∞
as required.
We can write Proposition 2.2.8 in more explicit way.
Proposition 2.2.9 Let R be a relation on a set X, and let Re be the smallest
equivalence on X containing R. Then (x, y) ∈ Re if and only if either x = y
or for some n ≥ 2, there is a sequence
x = z1 → z2 → · · · → zn = y
in which, for each i = 1, 2, . . . , n− 1, either (zi, zi+1) ∈ R or (zi+1, zi) ∈ R.
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Theorem 2.2.10 Let X be a right A-set and B a left A-set. Let σ be the
equivalence relation on X × Y generated by
Σ = {((x, ay), (xa, y)): a ∈ A, x ∈ X, y ∈ Y }.
Denote by x⊗ y the equivalence class σ(x, y), put X ⊗ Y = (X × Y )/σ and
define τ :X × Y → X ⊗ Y by τ(x, y) = x⊗ y. Then (X ⊗ Y, τ) is the tensor
product of X and Y .
From the definition of σ, we see that
xa⊗ y = x⊗ ay
for all x ∈ X, a ∈ A and y ∈ Y . The following is now an immediate deduction
from the theory developed above.
Proposition 2.2.11 The two elements x⊗ y and x′⊗ y′ are equal in X ⊗Y
if and only if either (x, y) = (x′, y′) or for some n ≥ 2 there is a sequence
(x, y) = (x1, y1)→ (x2, y2)→ · · · → (xn, yn) = (x
′, y′)
in which for each i = 1, . . . , n − 1, either ((xi, yi), (xi+1, yi+1)) ∈ Σ or
((xi+1, yi+1), (xi, yi)) ∈ Σ.
So tensor products are just sets. To get more, we need to assume more
about the acts we start with.
Proposition 2.2.12 Let P be an (A,B)-biact and Q be a (B,C)-biact. De-
fine a(p ⊗ q) = ap ⊗ q and (p ⊗ q)c = p ⊗ qc for each p ⊗ q ∈ P ⊗ Q and
a ∈ A and c ∈ C. Then P ⊗Q is an (A,C)-biact.
Proof By symmetry, it is enough to prove that P ⊗ Q is a left A-act. To
do this, it is enough to show that the definition of the action is well-defined.
That is if p ⊗ q = p′ ⊗ q′ then ap ⊗ q = ap′ ⊗ q′. But this follows from
Proposition 2.2.11.
The following result will be important in showing that the Morita theory
of semigroups with local units is a generalization of the Morita theory of
monoids.
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Proposition 2.2.13 Let X be a left A-act. Define the map µX :A⊗X → X
by a⊗ x 7→ ax. Then µX is a well-defined left A-isomorphism.
Proof Observe that the function from A ×X to X given by (a, x) 7→ ax is
balanced. Thus µX is a well-defined map. It is clearly a left A-homomorphism
and it is surjective because if x ∈ X then 1 · x = x and so µX(1⊗ x) = x. It
remains to show that it is injective. Suppose that ax = a′x′. Then
a⊗ x = 1⊗ ax = 1⊗ a′x′ = a′ ⊗ x′,
as required.
To finish off this section, we shall show that tensor products can be used
to define functors.
Let X and X ′ be right A-acts and let Y and Y ′ be left A-acts. Let
f :X → X ′ be a right A-homomorphism and let g:Y → Y ′ be a left A-
homomorphism. Define a map from X×Y to X ′⊗Y ′ by (x, y) 7→ f(x)⊗g(y).
This is a balanced map and so there is a unique function fromX⊗Y toX ′⊗Y ′
that maps x⊗ y to f(x)⊗ g(x). We denote this map by f ⊗ g.
Lemma 2.2.14 Let Q be a right A-act. Define
Q⊗−:A-Act→ Set
as follows: it takes each left A-act P to the set Q ⊗ P and each left A-
homomorphism f :X → Y to the function 1Q ⊗ f : Q ⊗X → Q ⊗ Y . Then
it is a functor.
The most interesting version of the above construction is the following.
Theorem 2.2.15 Let P be an (A,B)-biact. Then
P ⊗− : B-Act→ A-Act
is a functor.
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2.2.4 Adjointness of hom and tensor functors
Let P be an (A,B)-biact. Then by Theorems 2.2.4 and 2.2.15, we have
defined two functors going in opposite directions
homA(P,−) : A-Act→ B-Act
and
P ⊗− : B-Act→ A-Act.
We now explain the connection between these two functors. This is where
the notion of an adjoint, defined in Chapter 1, is used.
Let X be a left B-act and let Y be a left A-act. We have that P ⊗ X
is a left A-act and so we can look at the set homA(P ⊗ X, Y ) of all left A-
homomorphisms from P ⊗X to Y . Now homA(P, Y ) is a left B-act and so
we can look at the set homB(X, homA(P, Y )) of all left B-homomorphisms
from X to homA(P, Y ).
Let f :P ⊗X → Y be a left A-homomorphism. Thus f(p⊗x) = y. Fix x.
Then for each p ∈ P we have a map g(x) defined by g(x)(p) = f(p⊗x). Thus
g:X → homA(P, Y ). We need to check that g is a left B-homomorphism.
That is, we need to check that bg(x) = g(bx) for all b ∈ B and x ∈ X.
That is, g(x)(pb) = g(bx)(p) for all p ∈ P . But g(x)(pb) = f(pb ⊗ x) and
g(bx)(p) = f(p⊗ bx). But these two elements are equal by the definition of
the tensor product. We have therefore defined a function
φX,Y : homA(P ⊗X, Y )→ homB(X, homA(P, Y )).
This function is then the basis for proving the following, together with
Lemma 1.8.4.
Theorem 2.2.16 Let P be an (A,B)-biact. Then P ⊗ − is left adjoint to
homA(P,−). It follows that P ⊗− preserves colimits.
2.2.5 Indecomposables
In the next three sections, we shall describe some important kinds of left
A-acts: indecomposables, projectives and generators. The main outcome
will be a complete description, in Theorem 2.2.33, of the indecomposable
projective generators in the category of left A-acts.
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The left A-act M is decomposable if it is possible to find two nonempty
subactsM1,M2 ofM such thatM is left A-isomorphic to the coproduct which
is the disjoint union here of M1 and M2, otherwise M is indecomposable. We
think of the indecomposable acts as being the ‘atoms’ from which other acts
can be constructed using coproducts to glue them together. This is made
precise in Proposition 2.2.19 below.
Lemma 2.2.17 Cyclic A-acts are indecomposable.
Proof Let P = Ax be a cyclic left A-act and the same will be for the
cyclic right A-act. Assume that P1 and P2 are two subacts of P such that
P = P1 ∪ P2 and P1 ∩ P2 = ∅. Then x ∈ P1 or x ∈ P2. Without loss of
generality suppose that x ∈ P1. From the definition, P1 is a left A−act and
so Ax ⊆ P1, but P1 ⊆ P = Ax. Thus P1 = Ax. This means that P2 ⊆ P1
which is a contradiction. It follows that P is indecomposable.
Lemma 2.2.18 Let P be a left A−act and let
{Pi ⊆ P : i ∈ I}
be a set of subacts of P such that Pi is indecomposable for each i and
⋂
i∈I Pi 6=
∅. Then
⋃
i∈I Pi is an indecomposable subact of P .
Proof Suppose that ⋃
i∈I
Pi = M ∪N
where M and N are disjoint subacts. Since
⋂
i∈I Pi 6= ∅, there is x ∈
⋂
i∈I Pi.
Thus x ∈ Pi for all i ∈ I. The element x must belong to either M or N .
Without loss of generality suppose that x ∈ M . Then x ∈ Pi ∩M for all i.
Since
⋃
i∈I Pi = M ∪N , we have that Pi ⊆M ∪N for all i. Therefore
Pi = Pi ∩ (M ∪N) = (Pi ∩M) ∪ (Pi ∩N)
for all i. But Pi is indecomposable and x ∈ Pi ∩M . Therefore Pi ∩ N = ∅
for each i ∈ I. Hence
⋃
i∈I Pi ∩N = ∅. It follows that N = ∅ and so we have
proved that
⋃
i∈I Pi is indecomposable.
44 CHAPTER 2. MORITA EQUIVALENCE OF MONOIDS
Proposition 2.2.19 Every left A-act P can be uniquely written as a coprod-
uct of indecomposable subacts of P .
Proof Let x ∈ P . Define Ux to be the set of all indecomposable subacts of
P containing x. The set Ux is non-empty because x ∈ Ax ⊆ P , and Ax is
indecomposable by Lemma 2.2.17. All the subacts in Ux contain x. It follows
that
⋂
Ux 6= ∅. By Lemma 2.2.18, Sx =
⋃
Ux is an indecomposable subact of
P containing x. Let x, y ∈ P . Suppose that Sx ∩ Sy 6= ∅ and let z ∈ Sx ∩ Sy.
We shall prove that Sx = Sz and, by symmetry, it follows that Sy = Sz, and
so Sx = Sy. Now Sx is an indecomposable subact of P containing z and so
Sx ∈ Uz. Hence Sx ⊆ Sz. Now z ∈ Sx and Sx =
⋃
Ux. Thus there is U ∈ Ux
such that z ∈ U . Now U is an indecomposable subact of P containing z and
so U ∈ Uz but also U contains x . It follows that
⋃
Uz is an indecomposable
subact of P containing x. Thus
⋃
Uz ∈ Ux giving Sz ⊆ Sx. Hence Sx = Sz,
as claimed. We have proved that Sx = Sz = Sy. If we choose P
′ ⊆ P such
that for each distinct x, y ∈ P ′ we have that Sx∩Sy = ∅, then P = ∐x∈P ′Sx.
2.2.6 Projectives
The notion of a projective object plays a key role in the theory of Morita
equivalence. At the end of this section, we shall have described all projectives
in the category of left A-acts in an explicit way. We begin with a description
of the free left A-acts.
Proposition 2.2.20
1. Let X be a set and let A be a monoid. Put F (X) = A×X and define
a left action by a · (b, x) = (ab, x) for each a ∈ A and (b, x) ∈ A ×X.
Then F (X) is a free left A-act with basis {1} ×X.
2. Let F (X) be a free left A-act with basis {1} × X. If ϕ is any map
from {1} × X to a left A-act M , then there exists a unique left A-
homomorphism ψ:F (X)→M such that ψ|X = ϕ.
Proof (1) It is easy to check that F (X) is a left A-act. Each (a, x) ∈ F (X)
can be written (a, x) = a(1, x). Put X ′ = {1} ×X. Then F (X) = AX ′ and
each element of F (X) can be written uniquely as a product of an element of
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A and an element of X ′. It follows that F (X) is a free left A-act with basis
X ′.
(2) Define ψ:F (X)→M by ψ((a, x)) = aϕ(x). The result now follows.
We usually think of F (X) as having basis X by identifying X and X ′.
An object P in a category C is said to be projective if for each arrow
h:P → M and every epimorphism g : N → M there is an arrow h′:P → N
making the following diagram commute
P
h

h′
xx
N g
//M
Lemma 2.2.21 Every free left A-act in the category A-Act is projective.
Proof Let F (X) be a free left A-act. Let f be a left A-morphism from F (X)
to M . Let g:N → M be an epimorphism. We know that the epimorphisms
are surjective in this category. Thus for each (1, x) ∈ X ′, we may choose
nx ∈ N such that g(nx) = f(1, x). Define h(1, x) = nx. Then by Proposi-
tion 2.2.20, we may extend h to a left A-homomorphism from F (X) to N .
By construction g(h(1, x)) = f(1, x), and so, again by Proposition 2.2.20, we
have that gh = f .
A×X
f

h
ww
N g
//M
Thus F (X) is projective.
We say that a category C has enough projectives if and only if for each
object M in C there is a projective object P in C and an epimorphism
f :P →M .
Lemma 2.2.22 The category A-Act has enough projectives.
Proof Let M be a left A-act. Let X be any set such that M = AX. Then
A×X is the free left A-act generated by X, and so from Lemma 2.2.21 A×X
is projective. Define f :A × X → M by f(a, x) = ax. This is a surjective
left A-homomorphism. It follows that the category has enough projectives.
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Proposition 2.2.23 Let P be a left A-act. Then the following conditions
are equivalent:
1. P is projective.
2. The functor homA(P,−): A-Act → Set preserves epimorphisms.
3. Every epimorphism M → P has a right inverse.
Proof (1)⇒ (2). Let P be projective and let f :N →M be an epimorphism.
By definition hom(P, f): hom(P,N) → hom(P,M) is given by g 7→ fg, left
multiplication by f . Let g ∈ hom(P,M). Since P is projective there is an
arrow g′:P → N making the following diagram commute
P
g

g′
xx
N
f
//M
But g′ ∈ hom(P,N) and satisfies g = fg′. It follows that hom(P, f) is
surjective and so an epimorphism.
(2) ⇒ (3). Let f :M → P be an epimorphism. By (2), the function
hom(P, f) : hom(P,M) → hom(P, P ) is an epimorphism. Thus given 1P ∈
hom(P, P ), there is an arrow f ′:P →M such that ff ′ = 1P . It follows that
f has a right inverse.
(3) ⇒ (1). Let P be such that (3) holds. We prove that P is projective.
Let f :P → M be a a left A-homomorphism and let g:N → M be an
epimorphism. In Lemma 2.2.22, we proved that this category has enough
projectives and so there is a projective P ′ and an epimorphism h:P ′ → P .
But from (3), h has a right inverse h′:P → P ′ so that hh′ = 1P . We have that
fh:P ′ → M and we have an epimorphism g:N → M . But P ′ is projective,
and so there is a left A-homomorphism k:P ′ → N such that gk = fh.
P ′
h //
fh
  
k

P
h′
ww
f

kh′
~~
N g
//M
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Observe that kh′:P → N and that g(kh′) = fhh′ = f . Therefore P is pro-
jective.
Proposition 2.2.24 Let Pi be a set of left A-acts where i ∈ I. Then the
coproduct ∐i∈IPi is projective if and only if Pi is projective for each i ∈ I.
Proof Suppose that all the Pi are projective. Consider the following diagram
∐Pi
f

N
g //M
where g is an epimorphism. From the definition of the coproduct, there are
left A-homomorphisms ij:Pj → ∐Pi. Thus for each j, we have the following
diagram
Pj
fij

N
g //M
But each Pj is projective and so there is an A-homomorphism hj:Pj → N
making the diagram above commute. Thus ghj = fij for each j. We now use
the definition of the coproduct. Since we have A-homomorphisms hj:Pj → N
there is a uniqueA-homomorphism h:∐Pi → N making the following diagram
commute
Pj
ij //
hj
  
∐Pj
h

N
Thus hij = hj for all j. But ghij = fij for each j. We deduce that gh = f ,
again from the definition of coproducts.
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To prove the converse, suppose that ∐Pi is projective. We shall prove
that Pj is projective for each j. In what follows I denotes the one element
set on which A acts by fixing the unique element. Choose j and suppose we
have the following diagram
Pj
f

N
g //M
where g is anA-epimorphism. Let i : I → I be the identityA-homomorphism.
Let k : ∐i 6=jPi → I be the unique A-homomorphism mapping all elements
to the only element of I. From the A-homomorphisms g : N → M and
i : I → I we have an A-homomorphism g ∐ i : N ∐ I → M ∐ I. From
the A-homomorphisms f : Pj → M and k : ∐i 6=jPi → I there is an A-
homomorphism f ∐ k : Pj ∐ (∐i 6=jPi)→M ∐ I Thus we have a diagram
Pj ∐ (∐i 6=jPi)
f∐k

q
yy
N ∐ I
g∐i
//M ∐ I
and an A-homomorphism q making the above diagram commute because
Pj ∐ (∐i 6=jPi) = ∐Pi is projective. We now define q : Pj → N such that
q ∐ k = q, this q exists because if we look to the last diagram which is
commute and take an element of Pj ∐ (∐i 6=jPi) then this element will be
either from Pj × {j} or from the disjoint union of Pi where i 6= j. If the
element is in Pj × {j} then the composition will give another commutative
daigram amonge Pj and N and M . Thus such q exists. Then
(g ∐ i)(q ∐ k) = f ∐ k.
We have the following
Pj ∐ (∐i 6=jPi)
q∐k // N ∐ I
g∐i //M ∐ I
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Pj ∐ (∐i 6=jPi)
f∐k //M ∐ I
and so from the property of the coproduct of arrows we have
(f ∐ k)ij = iMf
(g ∐ i)iN = iMg
(q ∐ k)ij = iNq
It follows that
(g ∐ i)(q ∐ k)ij = (f ∐ k)ij
and so
(g ∐ i)iNq = iMf
it follows that iMgq = iMf . Thus for each p ∈ Pj we have gq(p) ∈M and so
gq(p) = iM(gq(p)) = iMgq(p) = iMf(p) = iM(f(p)) = f(p).
We have proved that gq = f and so Pj is projective for each j.
Proposition 2.2.25 A projective left A-act P is indecomposable if and only
if P is cyclic.
Proof If P is cyclic then it is indecomposable by Lemma 2.2.17. Suppose,
therefore, that P is indecomposable projective. Let
hom(A,P ) = {fi: i ∈ I}.
Define
f :∐i∈I(A× {i})→ P
by f(a, i) = fi(a) for each i ∈ I and a ∈ A. Then f is a leftA-homomorphism.
We prove that f is an epimorphism. Let x ∈ P . Define h:A → P by
h(a) = ax for each a ∈ A. Then h is a left A-homomorphism and so h = fi
for some i ∈ I. Hence
f(1, i) = fi(1) = h(1) = 1x = x
and so f is an epimorphism. Since P is projective and f is an epimorphism,
there is by Proposition 2.2.23 a left A-homomorphism
g:P → ∐i∈I(A× {i})
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such that fg = 1P . Observe that g is injective. Thus P is isomorphic to a
subact of ∐i∈I(A × {i}). This will be of the form ∐(Bi × {i}) where Bi is
a subact of A, possibly empty. However if there is more than one Bi 6= ∅
then P would be isomorphic to a coproduct of more than two acts, but P is
indecomposable. Thus the image of P under g will be contained within one
of the A× {i}. This means that g(P ) ⊆ A× {i} for some i ∈ I. Therefore
P = f(g(P )) ⊆ f(A× {i}) ⊆ P.
Thus, P = f(A× {i}). But A× {i} = A(1, i) and so A× {i} is cyclic. But
the image of a cyclic A-act under an A-homomorphism is cyclic. It follows
that P is cyclic.
Theorem 2.2.26 The left A-act P is indecomposable projective if and only
if P is isomorphic to a left A-act of the form Ae where e is an idempotent
in A.
Proof We show first that left A-acts of the form Ae where e is an idempo-
tent are indecomposable and projective. They are clearly indecomposable
by Lemma 2.2.17. To show that they are projective we shall use Proposi-
tion 2.2.23. Let f :M → Ae be an epimorphism. Thus it is a surjective
left A-homomorphism. It follows that there is m ∈ M such that f(m) = e.
Define g:Ae → M by g(ae) = aem for each ae ∈ Ae. Then g is a left
A-homomorphism. We calculate fg on Ae
(fg)(ae) = f(g(ae)) = f(aem) = aef(m) = aee = ae2 = ae.
It follows that fg = 1Ae and so P is projective.
To prove the converse, let P be an indecomposable projective. Then by
Proposition 2.2.25, we have that P is cyclic. Therefore there is z ∈ P such
that P = Az. Define f :A → Az by f(a) = az. Then f is a surjective left
A-homorphism. Thus by Proposition 2.2.23, there is a left A-homomorphism
g:Az → A such that fg = 1Az. Let g(z) = a. Then
z = 1Az(z) = (fg)(z) = f(g(z)) = f(a) = az.
Therefore az = z. We have that
a2 = aa = ag(z) = g(az) = g(z) = a.
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It follows that a is an idempotent. We show that g is a bijection. Suppose
that bz, cz ∈ Az are such that g(bz) = g(cz). Then f(g(bz)) = f(g(cz)) and
so (fg)(bz) = (fg)(cz) giving bz = cz. Also g(Az) = Aa. Hence g:Az → Aa
is a left A-isomorphism, as required.
We can deduce the following theorem from Proposition 2.2.19 and Propo-
sition 2.2.24 and Theorem 2.2.26.
Theorem 2.2.27 In A-Act, P is projective if and only if P is isomorphic
to
∐
i∈I Aei where e
2
i = ei ∈ A, i ∈ I.
2.2.7 Generators
A left A-act G in the category A-Act is a generator if for each pair of left
A-acts X and Y and for each pair of left A-homomorphisms f, g:X → Y
such that f 6= g then there exists a left A-homomorphism h:G → X such
that fh 6= gh.
Lemma 2.2.28 In the category A-Act, the left A-act A is a generator.
Proof Let X and Y be two left A-acts and let f, g:X → Y be two left
A-homomorphisms such that f 6= g. It follows that there is x ∈ X such that
f(x) 6= g(x). Define h:A → X by h(a) = ax for each a ∈ A. This is a left
A-homomorphism. Now observe that
(fh)(1) = f(h(1)) = f(1x) = 1f(x) = f(x)
and
(gh)(1) = g(h(1)) = g(1x) = g(x).
But f(x) 6= g(x) and so (fh)(1) 6= (gh)(1). It follows that fh 6= gh and so
A is a generator.
Lemma 2.2.29 Let G be a generator in A-Act. For each left A-act M , put
hom(G,M) = {fi: i ∈ I}. Then there is an epimorphism f :∐i∈IG × {i} →
M .
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Proof The first step of the proof, which was omitted by Knauer [19] and
corrected in Lemma II.3.12 of [16], is to show that hom(G,M) is non-empty.
But this follows from the fact that the two injections from M into M
∐
M
are distinct and so can be separated by the generator G.
Define f by f(a, i) = fi(a) for each (a, i) ∈ G×{i}. This is clearly a left A-
homomorphism. We prove now that f is an epimorphism. Let h1, h2:M → N
be two left A-homomorphisms such that h1f = h2f . Suppose that h1 6= h2.
Then since G is a generator there is fi:G → M such that h1fi 6= h2fi. In
particular, there is an element a ∈ G such that h1fi(a) 6= h2fi(a). Thus
h1f(a, i) 6= h2f(a, i) for some (a, i) ∈ G × {i}. It follows that h1f 6= h2f ,
which is a contradiction. We have proved that h1 = h2 and so f is an epi-
morphism.
Proposition 2.2.30 In the category A-Act, the following conditions are
equivalent:
1. G is a generator.
2. The functor homA(G,−): A-Act → Set is faithful.
3. There exists an epimorphism f :G→ A.
Proof (1) ⇒ (2). Suppose that f, g:X → Y such that f 6= g. Then there
is h:G→ X such that fh 6= gh. Thus hom(G, f)(h) 6= hom(G, g)(h) and so
hom(G, f) 6= hom(G, g). It follows that hom(G,−) is faithful.
(2) ⇒ (1). Let X and Y be two left A-acts and let f, g:X → Y be two
left A-homomorphisms such that f 6= g. Then hom(G, f) 6= hom(G, g) and
so there is an arrow h:G → X ∈ hom(G,X) such that fh 6= gh. It follows
that G is a generator.
(3) ⇒ (1). Suppose that there exists an epimorphism f :G → A. Let X
and Y be two left A-acts, and g1, g2:X → Y two left A-homomorphisms such
that g1 6= g2. Since A is a generator, there is a left A-homomorphism h:A→
X such that g1h 6= g2h. Now consider the map hf :G → X. If g1hf = g2hf
then g1h = g2h since f is an epimorphism and so right cancellable. It follows
that g1hf 6= g2hf . Hence G is a generator.
(1) ⇒ (3). Let G be a generator. Then by Lemma 2.2.29, there exists
an epimorphism g:
∐
i∈I G × {i} → A. But from Theorem 2.2.26, A is in-
decomposable projective. Therefore from Proposition 2.2.23, there is a left
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A-homomorphism h:A→
∐
i∈I G× {i} such that gh = 1A. Since A is inde-
composable, there is i ∈ I such that h(A) ⊆ G×{i}. Define f :G×{i} → A by
f(x, i) = g(x, i). Then fh:A→ A and for each a ∈ A we have h(a) ∈ G×{i}.
Therefore
(fh)(a) = f(h(a)) = g(h(a)) = (gh)(a) = a
and so fh = 1A. It follows that f is an epimorphism.
Proposition 2.2.31 Let G be a left A-act generated by Z = {zi: i ∈ I}.
Then G is a generator if and only if for each i ∈ I, there is an a′i ∈ A such
that
1. if b, c ∈ A and bzi = czj then ba
′
i = ca
′
j.
2. for some j ∈ I, there is a′′ ∈ A such that a′′a′j = 1.
Proof Let G be a generator. Then by Proposition 2.2.30 there is an epimor-
phism f :G→ A. Define f(zi) = a
′
i.
(1) holds. Suppose that bzi = czj. Then applying f we get that ba
′
i = ca
′
j.
(2) holds. There is some a ∈ G such that f(a) = 1. By assumption
a = a′′zj. Thus 1 = a
′′a′j.
To prove the converse, we assume that (1) and (2) hold and prove that G
is a generator. To do this we shall construct an epimorphism f :G→ A and
the result will follow by Proposition 2.2.30. Define f :G→ A by f(azi) = aa
′
i.
We need to show that this function is well-defined. Suppose that azi = bzj.
Then by (1), we have that aa′i = ba
′
j. Thus f is well-defined and it is easy
to check that f is a left A-homomorphism. It remains to prove that f is an
epimorphism. Let a ∈ A. Then a = a1. By (2), there is j ∈ I and b ∈ A
such that ba′j = 1. Observe that f(bzj) = ba
′
j = 1. Thus f(abzj) = a1 = 1,
and so f is surjective.
Corollary 2.2.32 Consider the left A-act Ae, where e is an idempotent.
Then the following are equivalent:
1. Ae is a generator.
2. There exist a, b ∈ A such that eb = b and ab = 1.
3. A = AeA.
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Proof (1)⇒(2). Suppose that Ae is a generator. By Proposition 2.2.31(1),
there exists b ∈ A such that whenever a1e = a2e we have that a1b = a2b. But
1e = ee and so 1b = eb giving eb = b. By (2), there exists a ∈ A such that
ab = 1.
(2)⇒(1). Conversely, suppose that there exist a, b ∈ A such that eb = b
and ab = 1. Then a1e = a2e implies that a1eb = a2eb giving a1b = a2b. Thus
Proposition 2.2.31(1) holds. Condition (2) is immediate.
(2)⇒(3). Suppose that eb = b and ab = 1. Let x ∈ A be arbitrary. Then
x = x1 = xab = (xa)eb ∈ AeA. Thus A = AeA.
(3)⇒(2). Conversely, suppose that A = AeA. Then 1 = xey. Put a = x
and ey = b. Then eb = b and ab = 1.
Theorem 2.2.33 The left A-act P is an indecomposable projective generator
if and only if there exists an idempotent e in A such that A = AeA and P is
isomorphic as a left A-act to Ae.
Proof Let e be an idempotent such that A = AeA. We prove that Ae is an
indecomposable projective generator. By Theorem 2.2.26, Ae is an indecom-
posable projective left A-act, and it is a generator by Corollary 2.2.32.
To prove the converse, let P be an indecomposable projective generator.
Then by Theorem 2.2.26, P is isomorphic to a left A-act of the form Ae
where e is an idempotent. By Corollary 2.2.32, we have that A = AeA.
2.2.8 Morita equivalence of monoids
The goal of this section is to obtain a purely algebraic characterization of
when two monoids are Morita equivalent.
Lemma 2.2.34 Let F :A-Act → B-Act be a functor. Then F (A) is a
(B,A)-biact.
Proof Clearly F (A) is a left B-act. We shall show that it is also a right
A-act. Let a ∈ A. Define ρa:A → A by (x)ρa = xa. Clearly, this is a
left A-homomorphism. It follows that F (ρa):F (A) → F (A) is a left B-
homomorphism. If v ∈ F (A) define v · a = (v)F (ρa). If a = 1 then ρ1 is
2.2. THE MORITA THEORY OF MONOIDS 55
the identity on A and so F (ρ1) is the identity on F (A). Thus v · 1 = v. Let
a, a′ ∈ A. Then ρaa′ = ρaρa′ . Thus F (ρaa′) = F (ρa)F (ρa′). It follows that
v · aa′ = (v)F (ρaa′) = (v)F (ρa)F (ρa′) = (v · a) · a
′.
We have therefore shown that F (A) is a right A-act. It remains to show that
it is a (B,A)-biact. Let a ∈ A, b ∈ B and v ∈ F (A). Then
(b · v) · a = (b · v)F (ρa) = b · ((v)F (ρa)) = b · (v · a)
using the fact that F (ρa) is a left B-homomorphism.
The next result is the key since it enables us to replace arbitrary functors
satisfying certain conditions by equivalent tensor functors. It is the monoid
version of a theorem in module theory known as the Watts-Gabriel theorem.
We follow the proof of Proposition V.1.4 of [16].
Theorem 2.2.35 Let F :A-Act → B-Act be a functor that preserves col-
imits. Then F is equivalent to F (A)⊗−.
Proof By Lemma 2.2.34, the tensor functor F (A) ⊗ −, of Theorem 2.2.15,
is well-defined. By Theorem 2.2.16, it preserves colimits.
We show first that there is a natural transformation φ from F (A)⊗− to
F . Let X be a left A-act. We shall define a function
φX :F (A)⊗X → F (X).
Let v ∈ F (A) and x ∈ X. Define ρx:A → X by (a)ρx = ax. This is
a left A-homomorphism. It follows that F (ρx):F (A) → F (X) is a left B-
homomorphism. We define a map (v, x) 7→ (v)F (ρx). We show that (va, x)
and (v, ax) have the same image. By definition from Lemma 2.2.34, v · a =
(v)F (ρa). Thus (va, x) maps to ((v)F (ρa))F (ρx). But ρaρx = ρax. Thus
((v)F (ρa))F (ρx) = (v)F (ρax) which is what (v, ax) is mapped to. We have
defined a balanced map and so there is a well-defined function
φX(v ⊗ x) = (v)F (ρx)
which is a left B-homomorphism because F (ρX) is a left B homomorphism.
It is routine to check that φ is a natural transformation.
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So far, we have not used any of the other properties of either F or of
the category A-act. We use those to show that φ is actually a natural
isomorphism. Let X be an arbitrary left A-act. By Lemma 2.2.28, the left
A-act A is a generator of the category A-act. By Lemma 2.2.29, there is an
epimorphism
e:
∐
I
A→ X
for some non-empty indexing set I. By Lemma 1.9.2, every epimorphism in
the category A-act is a coequalizer. There is therefore a left A-act Y and
left A-homomorphisms f and g such that the following is a coequalizer
Y
f //
g
//
∐
I A
e // X
By Lemma 2.2.29, there is an epimorphism
e′:
∐
J
A→ Y
for some non-empty indexing set J . By Lemma 1.7.8, the following diagram
is a coequalizer
∐
J A
fe′ //
ge′
//
∐
I A
e // X
Put G = F (A)⊗−. Both F and G preserve colimits and so both
∐
J F (A)
F (fe′)//
F (ge′)
//
∐
I F (A)
F (e) // F (X)
and
∐
J G(A)
G(fe′)//
G(ge′)
//
∐
I G(A)
G(e) // G(X)
are coequalizers. By Proposition 2.2.13, the component φA:F (A) ⊗ A →
F (A) is an isomorphism. Thus φA:G(A)→ F (A) is an isomorphism. Using
the fact that φ is a natural transformation, we therefore have the following
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diagram
∐
J G(A)
∐
J φA

G(fe′)//
G(ge′)
//
∐
I G(A)
∐
I φA

G(e) // G(X)
φX
∐
J F (A)
F (fe′)//
F (ge′)
//
∐
I F (A)
F (e) // F (X)
which satisfies the conditions of Lemma 1.7.9. Thus φX is an isomorphism
and so φ is a natural isomorphism, as required.
We may now prove the main theorem.
Theorem 2.2.36 (Banaschewski-Knauer) The monoids A and B are Morita
equivalent if and only if there is an idempotent e ∈ A such that A = AeA
and B is isomorphic to eAe.
Proof Suppose first that A and B are Morita equivalent. Then by definition
there are functors S:A-Act → B-Act and T :B-Act → A-Act which form
part of an equivalence of categories.
Equivalences preserve colimits by Lemma 1.8.1 and so by Theorem 2.2.35,
T is equivalent to the functor T (B)⊗−. Put P = T (B). By Theorem 2.2.16,
P⊗− is a left adjoint to hom(P,−), so hom(P,−) is a right adjoint to P⊗−.
But S is equivalent to T and T is equivalent to P ⊗−, thus S is equivalent
to P ⊗− which means that S is a right adjoint to P ⊗−. By Lemma 1.8.2,
S is equivalent to hom(P,−).
Thus the monoid S(P ) is isomorphic to the monoid hom(P, P ). Be-
cause S and T form part of an equivalence of categories, B is isomorphic to
S(T (B)) = S(P ). It follows that B is isomorphic to hom(P, P ). Since B is an
indecomposable projective generator and P = T (B) and T is a weak equiva-
lence, it follows that P is an indecomposable projective generator. Thus by
Theorem 2.2.33, there is an idempotent e ∈ A such that A = AeA and P is
isomorphic to Ae. Hence B is isomorphic to hom(Ae,Ae). By Lemma 2.2.2,
hom(Ae,Ae) is isomorphic to eAe. Thus B is isomorphic to eAe where e is
an idempotent such that A = AeA.
To prove the converse, let A and B be monoids such that B is isomorphic
to eAe where e is an idempotent in A such that A = AeA. To prove that
A and B are Morita equivalent it is enough to prove that A and eAe are
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Morita equivalent since isomorphic monoids are Morita equivalent. Define
the function
F :A-Act→ eAe-Act
as follows. For each left A-act X it is clear that eX is a left eAe-act. Define
F (X) = eX. Let f :X → Y be a left A-homomorphism. Then f |eX : eX →
eY is a well-defined left eAe-homomorphism. Define F (f) = f |eX .
We show first that F is faithful. Let f, g:X → Y be leftA-homomorphisms
such that f |eX= g |eX . By assumption, we may write 1 = aeb for some
a, b ∈ A. Let x ∈ X. Then f(x) = f(1x) = f(aebx) = af(ebx). But
f(ebx) = g(ebx) by assumption. It now follows that f(x) = g(x) and so
f = g, as required.
Next, we show that F is full. Let f¯ : eX → eY be a left eAe-homomorphism.
Let 1 = aeb. Define f :X → Y by f(x) = af¯(ebx). Let c ∈ A. Then by
definition cf(x) = caf¯(ebx) and f(cx) = af¯(ebcx). Now
af¯(ebcx) = af¯(ebcaebx) = aebcaef¯(ebx) = caef¯(ebx) = caf¯(ebx),
and so f is a left A-homomorphism. Finally, if ex = x then
f(x) = af¯(ebx) = af¯(ebex) = aebef¯(x) = f¯(x)
and so f |eX= (f¯), as required.
It remains to show that it is essentially surjective. Let X be a left eAe-
act. Form the tensor product Y = Ae ⊗ X. Then Y is a left A-act. But
F (Y ) = eAe⊗X which is isomorphic to X by Proposition 2.2.13. It follows
that F is essentially surjective.
The above result looks non-symmetric but the following result shows that
it is symmetric as it must be if it is a characterization of Morita equivalence.
Proposition 2.2.37 Let A and B be monoids. Suppose that there is an
idempotent e ∈ A such that A = AeA and B is isomorphic to eAe. Then
there is an idempotent f ′ ∈ B such that B = Bf ′B and A is isomorphic to
f ′Bf ′.
Proof We may write 1 = aeb. Put x = ae and y = eb. Then 1 = xy. Put
f = yx. Then f is an idempotent. Observe that xyx = x and yxy = y. It
follows that 1ADf . Also f ≤ e. It follows that f ∈ E(eAe). It is easy to
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check that eAe = eAefeAe and that f(eAe)f = fAf . Now eAe is isomor-
phic to B. Under this isomorphism f is mapped to f ′. Thus B = Bf ′B. But
feAef = fAf . Let h: fAf → A defined by h(faf) = h(yxayx) = xyaxy =
a. Then we can show that h is an isomorphism. Thus feAef is isomorphic
to A. It follows that f ′Bf ′ is isomorphic to A.
We want Morita equivalence of monoids to be weaker than isomorphism.
The following example shows that it is.
Example 2.2.38 Let M be the closed interval [0, 1] of real numbers. Let ιx
be the identity map of [0, x] onto itself for each x ∈ [0, 1]. Let β be defined
on M by β(y) = 1
2
y for each y ∈ M . This is a partial bijection and so we
may define α = β−1 which means that the domain of α is [0, 1
2
]. Now let
A be the inverse monoid of partial bijections generated by the maps α and
β and ιx for all x ∈ [3/4, 1]. The map ι1 is the identity of A and αβ = ι1.
Now ι 3
4
is an idempotent and satisfies ι 3
4
β = β. Thus by Theorem 2.2.36,
the monoid A is Morita equivalent to the monoid B = ι3/4Aι3/4.
We show that these two inverse monoids are not isomorphic by showing
that their semilattices of idempotents are not isomorphic. Every idempotent
in A is of the form ιx where [0, x] is the domain of some f ∈ A. Therefore
x ≤ 1
2
or 3
4
≤ x ≤ 1. And so the idempotents in A which are different from
the identity form a chain which has no upper bound. But the idempotents
in B are ι 3
4
and ιx where x ≤
1
2
. Thus the idempotents different from the
identity have the upper bound ι 1
2
.
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Chapter 3
Morita equivalence of
semigroups
In the previous chapter, we described the Morita theory of monoids. The
goal of this chapter is to describe the Morita theory of semigroups with local
units. In Section 3.1, we describe the known results on the Morita theory
of semigroups with local units. In particular, we describe three different
algebraic characterizations of Morita equivalence: two use categories and the
third uses enlargements. This theory was initiated by Talwar [40, 41, 42]
and substantially developed by Lawson [25]. The remaining sections contain
results which are mainly new. Our main goal is to obtain characterizations
of Morita equivalence that use Rees matrix semigroups. The motivation
for doing this comes from Theorem 2.1.1 where Morita equivalent unital
rings are characterized using matrices. In Section 3.2, we describe how the
classical Rees theorem can be generalized to certain kinds of semigroups
Morita equivalent to monoids. In Section 3.3, we give a new proof of a result
by Laan and Ma´rki [20] characterizing Morita equivalence in terms of Rees
matrix covers. In Section 3.4, our main goal is to describe the Morita theory
of inverse semigroups using Rees matrix semigroups.
3.1 Background results
In this section, we shall outline the Morita theory of semigroups with local
units described in Lawson [25].
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3.1.1 Motivation
We begin by showing that the obvious way of defining the Morita equivalence
of semigroups does not work. It is based on [5].
If the semigroup S acts on the left on the set X we say that X is a
left S-act. Left S-homomorphisms will be written with their arguments on
the left. Thus if f : M → N is a left S-homomorphism, its value at m is
denoted by (m)f . We denote by S−Act the category of left S-acts and left
S-homomorphisms. We can adjoin an identity to S to get a monoid S1. If
S × X → X is a left action of the semigroup S then we can extend it to a
left action S1 ×X → X of the monoid S1.
Lemma 3.1.1 The category S-Act is isomorphic to the category S1-Act.
Proof Define
F :S-Act→ S1-Act
by F (M) = M and F (f) = f We can do this because each left S-act M
can be extended to a left S1-act M such that 1 · x = x for each x ∈ M , and
if f : M → N is a left S-homomorphism then it can be extended to a left
S1-homomorphism. Define
G:S1-Act→ S-Act
by restriction. Then clearly F and G define an isomorphism of categories.
Lemma 3.1.2 Let S and T be semigroups. If the category S1-Act is iso-
morphic to the category T 1-Act then S and T are isomorphic.
Proof By the definition, the monoids S1 and T 1 are Morita equivalent. Hence
by Theorem 2.2.36, there is an idempotent e ∈ S1 such that T 1 is isomorphic
to eS1e and there are elements a, b ∈ S1 such that ae = a, eb = b, ab = 1.
But ab = 1 only if a = b = 1 because the identity is adjoined. Thus e = 1
and so T 1 is isomorphic to S1. Thus S is isomorphic to T .
The above lemma implies that the obvious definition of Morita equiva-
lence of semigroups leads to an isomorphism between the semigroups. This
is not what we want from Morita equivalence. Therefore a different approach
has to be taken to defining the Morita equivalence of semigroups.
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3.1.2 Definition
The last section showed that we cannot define the Morita equivalence of
semigroups in the obvious way. The correct way was found by Talwar [40,
41, 42] and we explain his approach including some simplifications due to
Lawson [25]. Talwar was motivated by some generalizations of the classical
Morita theory to classes of non-unital rings described in [1, 2].
A semigroup S has local units if for each s ∈ S there exist idempotents
e and f such that es = s = sf . Both monoids and regular semigroups are
semigroups with local units.
Let S be a semigroup with local units. A left S-act X is said to be left
unitary if and only if SX = X. If S has local units and X is a unitary
left S-act, then it is easy to check that for each x ∈ X there exists an
idempotent e ∈ S such that ex = x. The unitary left S-acts with the S-
homomorphisms between them form a full subcategory of S −Act, which is
denoted by S−UAct. IfM and N are left S-acts then homS(M,N) denotes
the set of all left S-homomorphisms from M to N . If M is an S-biact then
homS(M,N) becomes a left S-act when we define s ·f by (m)(s ·f) = (ms)f .
In particular, homS(S,M) is a left S-act.
We can extend the results on tensors described in Chapter 2 to semigroups
with local units. Let X be a left S-act. Form the tensor product S ⊗ X.
The action induces a map µX : S ⊗X → X given by µX(s ⊗ x) = sx. This
map is surjective if and only if X is left unitary. If it is also injective then
we say that X is closed. The full subcategory of S − Act consisting of all
the closed left acts is denoted by S − FAct. Define right S-acts dually, and
define (S, T )-biacts in the usual way. A biact is unitary if it is left and right
unitary. A biact is closed if it is closed as a left and as a right act.
Let S and T be two semigroups with local units. We say that S and T are
Morita equivalent if the categories S−FAct and T −FAct are equivalent. If
S and T are both monoids then by Proposition 2.2.13, this definition reduces
to the usual definition of Morita equivalence for monoids given in Chapter 2.
Lawson [26] remarks that Talwar takes for granted the result that in the
category S − FAct all epimorphisms are surjections and supplies a proof.
To state Talwar’s main theorem, we need the following definition.
A 6-tuple (S, T, P,Q, 〈−,−〉, [−,−]), where S and T are semigroups, is
said to be a Morita context if the following conditions are satisfied:
(M1) P is an (S, T )-biact, and Q is a (T, S)-biact.
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(M2) 〈−,−〉: P⊗Q→ S is an (S, S)-homomorphism and [−,−]: Q⊗P → T
is a (T, T )-homomorphism.
(M3) For all p, p′ ∈ P, q, q′ ∈ Q the following two conditions are satisfied:
(i) 〈p, q〉p′ = p[q, p′].
(ii) q〈p, q′〉 = [q, p]q′.
We say that a Morita context (S, T, P,Q, 〈−,−〉, [−,−]) is unitary if and
only if S and T are semigroups with local units, P and Q are closed as left
acts, and the biacts P and Q are unitary.
Theorem 3.1.3 Let S and T be semigroups with local units. Then S and
T are Morita equivalent if and only if there is a unitary Morita context
(S, T, P,Q, 〈−,−〉, [−,−]) with surjective mappings.
Talwar was able to prove a number of results about the Morita equivalence
of semigroups with local units, but he does not provide any workable algebraic
criteria. How this can be done is described in the next section.
3.1.3 Algebraic characterizations
In this section, we describe three different algebraic characterizations of
Morita equivalence together with some important consequences. All proofs
can be found in [26].
The first characterization uses categories. Let S be a semigroup. Define
C(S) = {(e, s, f) ∈ E(S)× S × E(S): esf = s}
with partial product (e, s, f)(f, t, i) = (e, st, i). This is a category called the
Cauchy completion of S.
Theorem 3.1.4 (First algebraic characterization) Let S and T be semi-
groups with local units. Then S and T are Morita equivalent if and only if
the categories C(S) and C(T ) are equivalent
The easy half of the proof of this theorem uses the characetrization of
projective indecomposable closed actions which is essentially the same as in
the monoid case Theorem 2.2.26.
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The second characterization uses semigroups built from categories. Recall
that a category is strongly connected if for each ordered pair of identities e and
f there is an arrow from e to f . We shall build semigroups from strongly
connected categories using the following technique. Let C be a strongly
connected category. A consolidation for C is a function p: Co × Co → C,
p(e, f) = pe,f , where pe,f is an arrow from f to e and pe,e = e. Given a
category C equipped with a consolidation p we can define a binary operation
◦ on C by x ◦ y = xpe,fy where x has domain e and y has codomain f . The
structure (C, ◦) will be denoted by Cp.
A semigroup S is regular if for each s ∈ S there exists t ∈ S such that
s = sts and t = tst. A category C is said to be regular if for each a ∈ C
there exists at least one element a′ ∈ C such that a = aa′a and a′ = a′aa′.
Lemma 3.1.5 Let C be a strongly connected category and let p be a consol-
idation on C. Then Cp is a semigroup with local units. In addition, if C is
regular then Cp is regular.
Proof Let x ∈ C be an arrow from e to f . Then x ◦ e = xpe,ee = xe = x.
Similarly, f ◦ x = x. Thus Cp is a semigroup with local units.
Suppose now that C is regular. Given x an arrow from e to f there
is an arrow x′ from f to e such that x = xx′x and x′ = x′xx′. But
x ◦ x′ ◦ x = xpe,ex
′pf,fx = xx
′x = x. Similarly x′ = x′ ◦ x ◦ x′. Thus C
a regular category implies Cp is a regular semigroup.
Let S and T be semigroups with local units. The following definition is
equivalent to the one given by Lawson [25] and was suggested by Lauri Tart
to Lawson (private communication). A homomorphism θ:S → T between
semigroups with local units is said to be a local isomorphism if the following
two conditions are satisfied:
(LI1) θ | eSf : eSf → θ(e)Tθ(f) is an isomorphism for all e, f ∈ E(S).
(LI2) For each i ∈ E(T ) there exists e ∈ E(S) such that iDθ(e).
Lemma 3.1.6 If θ:S → T is a surjective local isomorphism then S and T
are Morita equivalent.
Proof Define Θ:C(S) → C(T ) by Θ(e, s, f) = (θ(e), θ(s), θ(f)). Then this
defines an equivalence of categories and so by the first algebraic characteri-
zation above the semigroups S and T are Morita equivalent.
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Theorem 3.1.7 (Second algebraic characterization) Let S and T be
semigroups with local units. Then S and T are Morita equivalent if and
only if there is a consolidation q on C(S) and a local isomorphism
ψ: C(S)q → T.
The third characterization uses enlargements. Let S be a subsemigroup
of a semigroup T . We say that T is an enlargement of S if
S = STS and T = TST.
Enlargements were introduced in [22] and their theory developed in [26]. Let
S, T and R be semigroups with local units. We shall say that R is a joint
enlargement of S and T if it is an enlargement of subsemigroups S ′ and T ′
which are isomorphic to S and T respectively.
Theorem 3.1.8 (Third algebraic characterization) Let S and T be semi-
groups with local units. Then S and T are Morita equivalent if and only if S
and T have a joint enlargement which can be chosen to be regular if S and
T are both regular.
There are two further results which are very useful. The first was proved
by Talwar and is a half-way house between the Morita theory of monoids
and the Morita theory of semigroups with local units.
Proposition 3.1.9 Let S be a monoid and T a semigroup with local units.
Then S and T are Morita equivalent if and only if there is an idempotent e
in T such that T = TeT and eTe is isomorphic to S. Thus, in particular, T
is an enlargement of S.
The second result is useful in showing that two semigroups are not Morita
equivalent and in guessing when they are. Recall that if S is a semigroup
and e is an idempotent then eSe is called a local submonoid. A semigroup is
said to have a property locally if each local submonoid has that property.
Proposition 3.1.10 Let S and T be semigroups with local units which are
Morita equivalent.
1. Each local submonoid of S is isomorphic to a local submonoid of T ,
and vice-versa.
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2. S is regular if and only if T is regular.
3. The cardinalities of the sets of regular D-classes in S and T are the
same.
4. The posets of two-sided ideals in S and T are order-isomorphic.
5. The posets of principal two-sided ideals in S and T are order-isomorphic.
3.1.4 Semigroup background
In this section, we shall gather together the results from semigroup theory
that we shall need in this chapter.
The set of regular elements of a semigroup S is denoted by Reg(S) and the
set of idempotents is denoted by E(S). The usual order on the idempotents
is defined by e ≤ f if and only if e = ef = fe.
A semigroup S is a band if all its elements are idempotents. A normal
band S is a band satisfying xyzx = xzyx for each x, y, z ∈ S.
Proposition 3.1.11 (Exercises 1.4, Question 12 of [12]) Let S be a semi-
group. Then the set of regular elements forms a regular subsemigroup if and
only if the product of any two idempotents is regular.
The element t in a regular semigroup S is called an inverse of s if tst = t
and sts = s. The set of inverses of s is denoted by V (s). If each element
has a unique inverse then the semigroup is said to be inverse. The standard
reference on regular semigroup theory is [15]. The following are basic results
from [15] that will be useful.
Lemma 3.1.12
1. Let sLe where e is an idempotent. Then there is s′ ∈ V (s) such that
s′s = e, and dually for the R relation.
2. Let eRsLf where e and f are idempotents. Then there is a unique
inverse s′ of s such that s′s = f and ss′ = e.
3. If a is a regular element in eSf where e and f are idempotents then
V (a) ∩ fSe 6= ∅.
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A regular semigroup is said to be orthodox if its idempotents form a
subsemigroup. Inverse semigroups are orthodox. An orthodox locally inverse
semigroup is called a generalized inverse semigroup. They are the orthodox
semigroups whose idempotents form a normal band which was first defined
by M. Yamada in [43].
Let S be a regular semigroup. Then the intersection of all congruences ρ
on S such that S/ρ is inverse is a congruence denoted by γ; it is called the
minimum inverse congruence.
Lemma 3.1.13 (Theorems 6.2.4 and 6.2.5 of [15]) Let S be an ortho-
dox semigroup. Then the following are equivalent:
1. s γ t.
2. V (s) ∩ V (t) 6= ∅.
3. V (s) = V (t).
Lemma 3.1.14 (Lemma 1.3 [29]) Let θ:S → T be a surjective homomor-
phism between regular semigroups. Then it is a local isomorphism if and only
if θ | eSe: eSe→ θ(e)Tθ(e) is an isomorphism for each idempotent e ∈ S.
Lemma 3.1.15 (Proposition 1.4 [29]) Let S be a regular semigroup. Then
the natural homomorphism to S/γ is a local isomorphism if and only if S is
a generalized inverse semigroup.
The following are Propositions 1 and 2 of [26].
Lemma 3.1.16
1. Let T be an enlargement of S where S2 = S. Then every idempotent
in T is D-related to an idempotent in S.
2. Let T be an enlargement of S and let θ:T → W be a surjective homo-
morphism. Then W is an enlargement of θ(S).
The following is well-known and is included for the sake of compeleteness.
Lemma 3.1.17 Let e be an idempotent in a semigroup S. Then S is an
enlargement of eSe if and only if S = SeS
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Proof Let S be an enlargement of eSe. Then S = S(eSe)S = Se(SeS) ⊆
SeS. Thus S = SeS, as required. Conversely, suppose that S = SeS. Then
S(eSe)S = (SeS)eS = SeS = S and eSe(S)eSe = e(SeS)eSe = e(SeS)e =
eSe. Thus S is an enlargement of eSe.
Definitions from semigroups can sometimes be extended to categories. An
element a′ is called an inverse of a in a ctegory C if a = aa′a and a′ = a′aa′.
A category is inverse if it is regular and each element has a unique inverse.
Results about inverse semigroups can be extended to inverse categories. For
example, a category is inverse if and only if it is regular and the idempotents
in each local monoid commute. In addition, a partial order can be defined on
an inverse category for pairs of arrows belonging to the same hom-set in the
same way as in the inverse semigroup case. A reference for inverse categories
is [11].
In a category C, we define aLb iff Ca = Cb. We define R dually. As in
the semigroup case, the relations L and R commute and so we may define
the relation D to be their product.
Lemma 3.1.18 In a category C the idempotent e splits if and only if it is
D-related to an identity.
Proof Suppose that the idempotent e splits. Then there are arrows x and y
such that e = xy and yx = i, an identity. Observe that xyx = x. Then
eC = xyC ⊆ xC = xyxC ⊆ xyC = eC.
Thus eRx. Also
Cx = Cxyx ⊆ Cyx = Ci = Cyx ⊆ Cx.
Thus xLi. It follows that eDi.
Conversely, suppose that eDi where e is an idempotent and i is an iden-
tity. Then eRxLi for some arrow x. Let e = xy and x = eb Let i = cx and
let x = di. But i is an identity and so x = d. Observe that ex = x. Also
ce = cxy = iy = y. Thus yx = cex = cx = i. Thus the idempotent e splits.
The following is well-known and we prove it for the sake of completeness.
Lemma 3.1.19 Let S be a semigroup with local units. Then C(S) is strongly
connected and every idempotent splits.
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Proof The identities in C(S) are the elements of the form (e, e, e) where e is
an idempotent in S. Thus given two identities (e, e, e) and (f, f, f) the arrow
(f, fe, e) goes from the first to the second. Thus C(S) is strongly connected.
The idempotents in C(S) are the elements of the form (e, f, e) where
f ≤ e. Put x = (e, f, f) and y = (f, f, e). Then xy = (e, f, e) and
yx = (f, f, f). Thus every idempotent splits.
The following is also well-known and included for the sake of complete-
ness.
Lemma 3.1.20 Let C and D be equivalent categories.
1. C is strongly connected if and only D is strongly connected.
2. Every idempotent in C splits if and only if every idempotent in D splits.
Proof
(1) Let F :C → D be a weak equivalence. Suppose that D is strongly
connected. Let e and f be any two identities in C. Then by assumption
there is an arrow in D from F (e) to F (f). Thus there is an arrow in C from
e to f using the fact that F is full.
(2) Let e be an idempotent in C based at the identity i. Then F (e) is
an idempotent in D. By assumption there is an identity j in D and arrows
x and y such that F (e) = xy and yx = j. Since F is a weak equivalence
there exists an isomorphism z in D and an identity j′ in C such that z is
an arrow from j to F (j′). It follows that zy is an arrow from F (i) to F (j′)
and that xz−1 is an arrow from F (j′) to F (i). Also (xz−1)(zy) = F (e) and
(zy)(xz−1) = F (j′). It follows from the fact that F is full and faithful that
there are arrows u and v in C such that e = uv and vu = j′. Thus every
arrow in C splits.
Let θ:A → B be a homomorphism. We say that regular elements lift
along θ if for each regular element b ∈ B there is a regular element a ∈ A
such that θ(a) = b.
Lemma 3.1.21
1. Regular elements lift along surjective local isomorphisms.
2. The composition of local isomorphisms is a local isomorphism.
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Proof (1) Let α:S → T be a surjective local isomorphism. Let t ∈ T be
regular. Then there is t′ ∈ T such that tt′t = t and t′tt′ = t′. But α is
surjective and so there is s, s′ ∈ S such that t = α(s) and t′ = α(s′). Thus
α(ss′s) = α(s)α(s′)α(s) = tt′t = t = α(s)
and
α(s′ss′) = α(s′)α(s)α(s′) = t′tt′ = t′ = α(s′)
Since S has local units then s ∈ eSf and s′ ∈ e′Sf ′ for some idempotents
e, f, e′, f ′ in S. But α is a local isomorphism, and so ss′s = s and s′ss′ = s′.
It follows that s is regular in S and so regular elements lift along θ.
(2) Let α:S → T and β:T → U be local isomorphisms. We prove that
βα:S → U is a local isomorphism. This is straightforward.
3.2 Generalizations of the Rees theorem
In this section, we shall look at the simplest case of Morita equivalence where
we are interested in when a semigroup with local units is Morita equivalent
to a monoid. This was discussed in the paper by Lawson and Ma´rki [26]. The
results of this section can be seen as trying to generalize the classical Rees-
Suschkewitsch theorem. Therefore we begin by explaining how this theorem
is a part of Morita theory.
3.2.1 The Rees-Suschkewitsch theorem
In this section, we shall explain one of the first theorems in semigroup the-
ory. We refer to [15] for mathematical details and [13, 14] for historical
background. We do not give any proofs here because, in the next section,
we shall generalize the results of this section and give all proofs in the more
general case. The main definition we need is that of a Rees matrix semigroup.
Let S be a semigroup, I and Λ non-empty sets, and P the Λ× I matrix
with entries pλi from S. Put M(S; I,Λ;P ) equal to the set I × S × Λ with
the multiplication
(i, s, λ)(j, t, µ) = (i, spλjt, µ).
Then M(S; I,Λ;P ) is a semigroup called a Rees matrix semigroup.
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A semigroup is said to be simple if it has no non-trivial ideals. An idem-
potent e is said to be primitive if f ≤ e implies that f = e. A semigroup S
is said to be completely simple if it is simple and has a primitive idempotent.
The following is the first substantial theorem of semigroup theory [37]. It is
an analogue of the Artin-Wedderburn theorem in ring theory.
Theorem 3.2.1 (Rees-Suschkewitsch) A semigroup is completely simple
if and only if it is isomorphic to a Rees matrix semigroup over a group.
The Rees theorem, as the above result is often called, has motivated a lot
of semigroup theory. It can best be understood in terms of Morita theory.
The following can be deduced from [40] and [25].
Theorem 3.2.2 Let S be a semigroup with local units. Then the following
are equivalent.
1. S is completely simple.
2. S is regular and locally a group.
3. There is an idempotent e such that S = SeS and eSe is a group.
4. S is Morita equivalent to a group.
3.2.2 Locally unipotent monoids
The goal of this section is to state and prove a direct generalization of the
Rees theorem explained in the previous section. We have seen that a semi-
group with local units is Morita equivalent to a group if and only if it is
isomorphic to a Rees matrix semigroup over a group. Our goal in this sec-
tion is to see to what extent this result can be generalized when the group is
replaced by a unipotent monoid: that is, a monoid with exactly one idempo-
tent. The following result is an immediate consequence of Proposition 3.1.9,
Lemma 3.1.16, and Proposition 2.3.2 of [15].
Lemma 3.2.3 Let S be a semigroup with local units. It is Morita equivalent
to a unipotent monoid if and only if there is an idempotent e ∈ S such
that S = SeS and eSe is a unipotent monoid. In which case, we have the
following.
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1. All the idempotents in S are D-related.
2. The regular elements of S form a single D-class,
Observe that it does not follow by the above result that the regular ele-
ments form a subsemigroup.
To explore this class of semigroups in more depth, we need to start with
some examples which are not necessarily completely simple. We construct a
wide-ranging class of such examples next.
Let T be a monoid, let I,Λ be nonempty sets, and let P be a Λ×I matrix
over T with the following properties:
(C1) For each i ∈ I there is λ ∈ Λ such that pλi is invertible in T .
(C2) For each µ ∈ Λ there is j ∈ I such that pµj is invertible in T .
Then M = M(T ; I,Λ;P ) is called a classical Rees matrix semigroup over the
monoid T .
Proposition 3.2.4 Let M = M(T ; I,Λ;P ) be a classical Rees matrix semi-
group over the unipotent monoid T . Then M has local units and is an en-
largement of a unipotent submonoid T ′ that is isomorphic to T which implies
that M is Morita equivalent to the unipotent monoid T .
Proof We begin by locating the idempotents of M . Suppose (i, t, λ)2 =
(i, t, λ). Then tpλit = t. But tpλi and pλit are idempotents and so, since
T is unipotent, must be equal to the identity of T . It follows that t is an
invertible element in T with inverse pλi and so t = p
−1
λi . Conversely, let pλi
be invertible. Then it is easy to check that (i, p−1λi , λ) is an idempotent. Thus
E(M) = {(i, p−1λi , λ) : i ∈ I, λ ∈ Λ, pλi is an invertible element in T}.
Next we show that M has local units. Let (i, t, λ) be any element in M .
Since M is classical there is for each i ∈ I a µ ∈ Λ such that pµi is invertible.
Thus (i, p−1µi , µ) is an idempotent in M . But
(i, p−1µi , µ)(i, t, λ) = (i, p
−1
µi pµit, λ) = (i, t, λ).
Thus each element in M has a left idempotent identity. A similar argument
shows that each element in M has a right idempotent identity. We have
therefore proved that M has local units.
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Let (i, p−1λi , λ) be an arbitrary idempotent and let (j, t, µ) be arbitrary.
Observe that
(j, t, µ) = (j, t, λ)(i, p−1λi , λ)(i, p
−1
λi , µ).
It follows that M = M(i, p−1λi , λ)M . We prove that the local submonoid
(i, p−1λi , λ)M(i, p
−1
λi , λ) is isomorphic to the unipotent monoid T which will
prove the claim by Proposition 3.1.9. Define
θ: (i, p−1λi , λ)M(i, p
−1
λi , λ)→ T
by θ(i, t, λ) = pλit. Observe that
θ((i, t, λ)(i, s, λ)) = θ(i, tpλis, λ) = pλitpλis = θ(i, t, λ)θ(i, s, λ)
and θ(i, p−1λi , λ) = pλip
−1
λi = 1 and so θ is a monoid homomorphism.
Let t ∈ T . Put t′ = p−1λi t and observe that t = pλit
′. It follows readily
that (i, t′, λ) ∈ (i, p−1λi , λ)M(i, p
−1
λi , λ) and that θ(i, t
′, λ) = pλit
′ = t. Thus θ
is surjective. Finally, suppose that (i, t, λ), (i, s, λ) ∈ (i, p−1λi , λ)M(i, p
−1
λi , λ)
are such that θ(i, t, λ) = θ(i, s, λ) then pλit = pλis. Then p
−1
λi pλit = p
−1
λi pλis
which means t = s.
The next lemma establishes an additional property of the classical Rees
matrix semigroup over a unipotent monoid.
Lemma 3.2.5 Let M = M(T ; I,Λ;P ) be a classical Rees matrix semigroup
over the unipotent monoid T . Then any two idempotent left identities (resp.
right identities) of an element of M are R-related (resp. L-related).
Proof Let (i, t, λ) ∈ M and let (j, p−1µj , µ) and (k, p
−1
νk , ν) be two idempo-
tent left identities of (i, t, λ). Then from (j, p−1µj , µ)(i, t, λ) = (i, t, λ) we get
that (j, p−1µj pµit, λ) = (i, t, λ) and so j = i. Similarly k = i. Thus the two
idempotent left identities of (i, t, λ) are (i, p−1µi , µ) and (i, p
−1
νi , ν). These are
R-related because
(i, p−1µi , µ)(i, p
−1
νi , ν) = (i, p
−1
νi , ν)
and
(i, p−1νi , ν)(i, p
−1
µi , µ) = (i, p
−1
µi , µ).
The lemma above motivates the following definition. Let S be a semi-
group with local units. Then S is a semigroup with strong local units if
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(SLU1) Whenever e and f are idempotents such that ex = x and fx = x
then eRf .
(SLU2) Whenever e and f are idempotents such that xe = x and xf = x
then eLf .
From the above definition and lemmas we deduce the following result.
Corollary 3.2.6 Classical Rees matrix semigroups over unipotent monoids
have strong local units and are Morita equivalent to unipotent monoids.
Our goal is to determine to what extent classical Rees matrix semigroups
over unipotent monoids can be used to describe all semigroups with local
units which are Morita equivalent to unipotent monoids.
Theorem 3.2.7 Let S be a semigroup with local units. Then S is Morita
equivalent to a unipotent monoid T if and only if there is a classical Rees ma-
trix semigroup M = M(T ; I,Λ;P ) over T and a surjective local isomorphism
θ:M → S which induces a bijection between Reg(M) and Reg(S).
Proof We prove the easy direction first. Suppose that there is a classical
Rees matrix semigroup M = M(T ; I,Λ;P ) over a unipotent monoid T and
a surjective local isomorphism θ:M → S which induces a bijection between
Reg(M) and Reg(S). Then by the proof of Proposition 3.2.4, the semigroup
M is an enlargement of a local submonoid T ′ isomorphic to T . Thus by
Lemma 3.1.16, we have that S is an enlargement of θ(T ′). But θ is a local
isomorphism and so S is an enlargement of a monoid isomorphic to T . Thus
from Proposition 3.1.9 S is Morita equivalent to T .
We now prove the converse. By Proposition 3.1.9, there is an idem-
potent e ∈ S such that S = SeS and eSe is a unipotent monoid. By
Lemma 3.2.3, the set Reg(S) forms a single D-class. Put I = Reg(S)/R
and Λ = Reg(S)/L. For each H-class in Le choose an element ri, and for
each H-class in Re choose an element qλ. In the case of He we may choose
e to be both r0 and λ0. The data we have defined forms the basis of a
co-ordinatization of the regular elements of S and is illustrated below.
e qλ
ri
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From the fact that riLe, we have that rie = ri. Similarly eqλ = qλ. The
proof procedes by a series of steps.
(1) S =
⋃
i∈I,λ∈Λ riSqλ.
Let s ∈ S. Since S has local units there exist es, fs ∈ E(S) such that
s = essfs. But es and fs are regular elements in S and so there is i ∈ I such
that esRri and there is λ ∈ Λ such that fsLqλ. By Lemma 3.1.12, there is
q′λ ∈ V (qλ) such that fs = q
′
λqλ and r
′
i ∈ V (ri) such that es = rir
′
i. It follows
that
s = rir
′
isq
′
λqλ = ri(r
′
isq
′
λ)qλ
as required.
(2) S =
⋃
i∈I,λ∈Λ rieSeqλ.
Let s ∈ S. From (1) we have s = ritqλ. But ri = rie and qλ = eqλ. Thus
s = ri(ete)qλ and ete ∈ eSe, as required.
(3) Let q, r be two regular elements. If there is an idempotent f such that
qf = q and fr = r then we will show that qr is regular.
Since q, r are regular, there are inverses q1 ∈ V (q) and r1 ∈ V (r). Put
q′ = fq1 and r
′ = r1f . Then it is easy to check that q
′ ∈ V (q) and r′ ∈ V (r).
Now q′q = fq′qf is an idempotent in fSf . But fSf is unipotent since all
local submonoids of S are unipotent by Proposition 3.1.10 and so f is the
only idempotent it contains. Thus q′q = f . By similar reasoning rr′ = f . It
is routine now to check that r′q′ ∈ V (qr). Thus qr is regular, as required.
(4) Define pλi = qλri. Then M(eSe; I,Λ;P ) is a classical Rees matrix semi-
group over a unipotent monoid.
We have that epλie = pλi and so pλi ∈ eSe. Let λ ∈ Λ. Then Lqλ contains
an idempotent f . But fRri for some i ∈ I by our co-ordinatization. Thus
qλf = qλ and fri = ri. Therefore by (3), qλri is a regular element in eSe.
But eSe is a unipotent monoid and so qλri is invertible. Similarly, for each
j ∈ I there is µ ∈ Λ such that pµj is invertible.
(5) Define θ:M(eSe; I,Λ;P ) → S by θ(i, t, λ) = ritqλ. Then θ is surjective
local isomorphism.
The map is surjective by (2). To show that it is a homomorphism we calcu-
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late. Let (i, t, λ), (j, s, µ) ∈M . Then
θ((i, t, λ)(j, s, µ)) = θ(i, tpλjs, µ)
= ritqλrjsqµ = θ(i, t, λ)θ(j, s, µ).
It remains to show that θ is local isomorphism. Let (i, p−1µi , µ) and (j, p
−1
λj , λ)
be idempotents and let (i, s, λ) and (i, t, λ) belong to (i, p−1µi , µ)M(j, p
−1
λj , λ).
Suppose that θ(i, s, λ) = θ(i, t, λ). Then risqλ = ritqλ. It follows that
qµrisqλrj = qµritqλrj; that is pµispλj = pµitpλj. But pµi and pλj are both
invertible and so s = t, as required.
(6) Let s = ritqλ where t ∈ eSe. Then s is regular if and only if t is invertible.
Suppose t is invertible. From (3) since rie = ri and et = t then rit is regular
Similarly s = ritqλ is regular.
Suppose that s is regular. By Lemma 3.1.12, we can find r′i ∈ V (ri) such
that r′iri = e and q
′
λ ∈ V (qλ) such that qλq
′
λ = e. Then t = r
′
isq
′
λ.
Put rir
′
i = f , an idempotent. Then r
′
if = r
′
irir
′
i = r
′
i and fs = rir
′
i(ritqλ) =
ritqλ = s and so from (3) r
′
is is regular. Similarly we can prove that r
′
isq
′
λ
is regular. Thus t is regular in S. Suppose t′ is an inverse of t in S. Then
et′e will be an inverse of t in eSe. Thus t is regular in eSe. But eSe is a
unipotent monoid and so t is invertible in eSe.
(7) Let rLeRq. If s ∈ Reg(rSq) then rRsLq.
Let s be a regular element in rSq. Then s = rgq where g is an invertible
element in eSe. It is clear that s ∈ rS. Let r′ ∈ V (r) such that r′r = e, and
let q′ ∈ V (q) such that qq′ = e. Then sq′ = rgqq′ = rg and so r = sq′g−1. It
follows that r ∈ sS. Hence sRr. Similarly we can find that sLq. It follows
that rRsLq.
(8) The restriction of θ to the regular elements of M is a bijection from
Reg(M) to Reg(S).
Homomorphisms always map regular elements to regular elements. Let s
be a regular element in S. By (2), we have that s = ritqλ for some i ∈ I
and λ ∈ Λ and by (6), t is invertible in eSe. Since λ ∈ Λ and i ∈ I, then
there is j ∈ I and µ ∈ Λ such that pλj and pµi are invertible in eSe. Thus
(j, p−1λj t
−1p−1µi , µ) is an element in M satisfying
(i, t, λ)(j, p−1λj t
−1p−1µi , µ)(i, t, λ) = (i, t, λ).
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It follows that (i, t, λ) is regular element in M . Thus θ restricted to the
regular elements is surjective. To show that this restriction is injective, let
(i, g1, λ), (j, g2, µ) ∈ Reg(M) such that θ(i, g1, λ) = θ(j, g2, µ). By (6), g1 and
g2 are invertible elements in eSe. Then rig1qλ = rjg2qµ = x, say. Since x is
regular, we may apply (7) to deduce that riRxLqλ and rjRxLqµ. Thus by
(7), we deduce that i = j and λ = µ. It now follows easily that g1 = g2.
A special case of the above theorem is worth singling out.
Corollary 3.2.8 A semigroup with local units is isomorphic to a classical
Rees matrix semigroup over a unipotent monoid if and only if it is Morita
equivalent to a unipotent monoid and has strong local units.
Proof By Corollary 3.2.6, classical Rees matrix semigroups over unipotent
monoids are Morita equivalent to unipotent monoids and have strong local
units.
Now let S be a semigroup with strong local units which is Morita equiv-
alent to a unipotent monoid. We shall use the proof of Theorem 3.2.7. It
remains to prove that θ is an isomorphism. Suppose that riSqλ ∩ rjSqµ 6= ∅.
Let s ∈ riSqλ ∩ rjSqµ. Then s = rit1qλ = rjt2qµ where t1, t2 ∈ eSe. Let
r′i ∈ V (ri). Then rir
′
iri = ri and so rir
′
is = s. Let r
′
j ∈ V (rj). Then we
have also rjr
′
js = s. By our assumption of strong local units, it follows
that rir
′
iRrjr
′
j. Thus riRrj which means i = j. By a similar argument, we
may show that λ = µ. We have proved that for each element s ∈ S there
are unique i ∈ I, λ ∈ Λ and t ∈ eSe such that x = ritqλ. Hence θ is injective.
3.2.3 The unambiguous case
The following definition is due to Birget [6]. A semigroup S has an unam-
biguous L-order if S1a ⊆ S1b, S1c implies that S1b ⊆ S1c or S1c ⊆ S1b.
Unambiguous R-order is defined dually. A semigroup is said to be unam-
biguous if it has both an unambiguous L-order and an unambiguous R-order.
Lemma 3.2.9 Let M = M(S; I,Λ;P ) be a classical Rees matrix semigroup
over a monoid S. Then M is unambiguous if and only if S is unambiguous.
Proof Let S be unambiguous. We prove that M is unambiguous. Suppose
that
M(i, a, λ) ⊆M(j, b, λ),M(k, c, λ).
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Then
(i, a, λ) = (i, x, µ)(j, b, λ) = (i, y, ν)(k, c, λ).
Hence
a = (xpµj)b = (ypνk)c.
But S is unambiguous and so b = uc or c = ub for some u ∈ S. Without loss
of generality we assume the former. The Rees matrix semigroup is classical
and so given k ∈ I there exists ξ ∈ Λ such that pξk is invertible. Observe
that
(j, b, λ) = (j, uc, λ) = (j, up−1ξk , ξ)(k, c, λ).
It follows that M(j, b, λ) ⊆M(k, c, λ).
Let M be unambiguous. We prove that S is unambiguous. Suppose that
Sa ⊆ Sb, Sc. Then a = xb = yc. Let i ∈ I be any element which we now
fix. Then since M is classical there exists µ ∈ Λ such that pµi is invertible.
Observe that
(i, a, µ) = (i, xp−1µi , µ)(i, b, µ) = (i, yp
−1
µi , µ)(i, c, µ).
ButM is unambiguous and so, without loss of generality, we may assume that
(i, b, µ) = (i, u, ξ)(i, c, µ) for some ξ ∈ Λ and some u ∈ S. Thus b = (upξi)c.
Corollary 3.2.10 Completely simple semigroups are unambiguous.
Proof If G is a group and g ∈ G is any element then Gg = G and gG = G.
It follows that groups are unambiguous and so by Lemma 3.2.9 and Theo-
rem 3.2.1, we have that completely simple semigroups are unambiguous.
Lemma 3.2.11 Let S be a semigroup with local units. Suppose that S is
locally unipotent. If S is unambiguous, then S has strong local units.
Proof Suppose that es = s = fs where e and f idempotents. Then
s ∈ eS, fS and so sS ⊆ eS, fS. By unambiguity, we have that eS ⊆ fS
or fS ⊆ eS. Suppose, without loss of generality, the former. Then fe = e.
Observe that ef is an idempotent and that fef = ef . Thus ef ∈ fSf . By
assumption, fSf is a unipotent monoid with unique idempotent f . It follows
that ef = f . We have therefore proved that eS = fS and so eRf . Thus
(SLU1) holds. By symmetry (SLU2) holds and we have shown that S has
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strong local units.
The following is a direct generalization of the classical Rees theorem and
follows from Corollary 3.2.9, and Lemmas 3.2.11 and Corollary 3.2.8.
Theorem 3.2.12 Let S be an unambiguous semigroup with local units. Then
S is Morita equivalent to an unambiguous unipotent monoid if and only if
S is isomorphic to a classical Rees matrix semigroup over an unambiguous
unipotent semigroup.
3.2.4 Unambiguous locally inverse semigroups
This section was motivated by Theorem 2.8 of [28] which in turn relies on
the Local Structure Theorem Theorem 2.4 of [28]. It states that if T is a
regular semigroup such that T = TeT for some idempotent where eTe is
inverse then T is actually isomorphic to some regular Rees matrix semigroup
RM(eTe; I,Λ;P ), which will be defined and explained in details it Theo-
rem 3.2.15, where the sets I,Λ ⊆ E(T ) may be chosen such that uT is a
maximal principal right ideal of T for each u ∈ I and dually, and distinct
maximal principal left (respectively, right) ideals are disjoint.
We shall need a definition from [6, 7]. A semigroup S is said to have the
Dedekind height L-property if each element a ∈ S is contained in only finitely
many distinct principal left ideals. The Dedekind height R-property is defined
dually. A semigroup is said to be Dedekind if it satisfies both properties. We
shall be interested in locally inverse semigroups that are unambiguous and
Dedekind.
Let T be a regular semigroup that is unambiguous and Dedekind. Let Ta
be an arbitrary principal left ideal. The partially ordered set of all principal
left ideals of T that contain Ta is finite since T is Dedekind and so contains
maximal elements. Therefore each principal left ideal of T is contained in a
maximal principal left ideal. Let Ta, T b be two maximal principal left ideals.
Suppose that Ta ∩ Tb 6= ∅. Let c ∈ Ta ∩ Tb. Then Tc ⊆ Ta, T b. Thus Ta
and Tb are comparable. But both are maximal and so Ta = Tb. It follows
that such semigroups in the case where T is Morita equivalent to an inverse
monoid can be described by means of Theorem 2.8 [28].
To further motivate this class we shall use the following lemma.
Lemma 3.2.13 Let M = M(S; I,Λ;P ) be a classical Rees matrix semigroup
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over the semigroup with local units S. Then M is Dedekind if and only if S
is Dedekind.
Proof Observe that M(i, s, λ) ⊆ M(j, t, λ) implies that s = (xpµj)t for
some x ∈ S and some µ ∈ Λ. Thus Ss ⊆ St. Suppose that Ss = St.
Then t = ys for some y ∈ S. Choose ν ∈ Λ such that pνi is invertible. Then
(j, t, λ) = (j, yp−1νi , ν)(i, s, λ). ThusM(i, s, λ) = M(j, t, λ). It follows that the
set of principal left ideals of M containing M(i, s, λ) is mapped injectively
to the set of principal left ideals of S containing s. It follows that if S is
Dedekind then so too is M .
Let Ss ⊆ St in S. Then s = xt for some x ∈ S. Let λ ∈ Λ be chosen
and then fixed. Since M is classical there exists i ∈ I such that pλi is invert-
ible. Observe that (i, s, λ) = (i, xp−1λi , λ)(i, t, λ). Thus M(i, s, λ) ⊆M(i, t, λ).
Suppose that M(i, s, λ) = M(i, t, λ). Then it is immediate that Ss = St. It
follows that the set of principal left ideals of S containing Ss is mapped in-
jectively into the set of principal left ideals of M containing M(i, s, λ) where
both i and λ are fixed. It follows that if M is Dedekind so too is S.
Examples 3.2.14
1. Groups are clearly both unambiguous and Dedekind. It follows from
the Rees theorem that completely simple semigroups are unambiguous,
Dedekind and locally inverse.
2. The fundamental four-spiral semigroup Sp4 [8] also belongs to this class.
An inverse monoid S is called an inverse ω-monoid if its semilattice of
idempotents is isomorphic to the set N with the dual ordering. This
means that E(S) = {en:n ∈ N} where em ≤ en iff m ≥ n. The bicyclic
monoid B is the fundamental bisimple inverse ω-monoid; see Section 5.4
of [23]. It is given by the monoid presentation B = 〈p, q: pq = 1〉. Then
Sp4 = M(B; {1, 2}, {1, 2};
(
1 q
1 1
)
).
These two examples suggest studying the class of unambiguous, Dedekind
locally inverse semigroups in more detail. Our goal is to construct all such
semigroups which are Morita equivalent to monoids.
We begin with an important way of constructing new regular semigroups
from old.
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Theorem 3.2.15 (Lemma 2.1 of [28] and Lemma 2.6 of [31]) LetM(S; I,Λ;P )
be a Rees matrix semigroup over the regular semigroup S. Then its set
R = RM(S; I,Λ;P ) of regular elements forms a regular subsemigroup. Each
local submonoid of R is isomorphic to a local submonoid of S.
The semigroup R = RM(S; I,Λ;P ) is called a regular Rees matrix semi-
group.
Proposition 3.2.16 Let RM(S; I,Λ;P ) be a regular Rees matrix semigroup
over the regular monoid S. If there exists (λ, i) ∈ Λ × I such that pλiJ 1,
where 1 is the identity of S, then R = RM(S; I,Λ;P ) is Morita equivalent
to the monoid S.
Proof Let 1 = xpλiy. Consider the triple (i, yx, λ). It is easy to check that
it is an idempotent. We prove next that
R = R(i, yx, λ)R.
Let (j, a, µ) ∈ R. Then
(j, a, µ) = (j, ax, λ)(i, yx, λ)(i, y, µ)
and so R = R(i, yx, λ)R.
We need to show now that (i, yx, λ)R(i, yx, λ) is isomorphic to S. De-
fine θ:S → M(S; I,Λ;P ) by θ(s) = (i, ysx, λ). It is easy to check that θ
is an injective homomorphism. Since s is regular θ(s) is regular and so it
is in fact a mapping into R. Observe that θ(s) ∈ (i, yx, λ)RM(i, yx, λ). It
remains only to show that θ is surjective onto this local submonoid. But this
is straightforward. The result now follows from Proposition 3.1.9.
Proposition 3.2.17 Let S be regular. Put R = RM(S; I,Λ;P ).
1. If S is unambiguous then R is unambiguous.
2. If S is Dedekind then R is Dedekind.
Proof (1) Assume that S is unambiguous. Suppose that
R(i, a, λ) ⊆ R(j, b, λ), R(k, c, λ)
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where we may assume that (i, a, λ), (j, b, λ) and (k, c, λ) are all idempotents
since R is regular. It follows that
(i, a, λ) = (i, a, λ)(j, b, λ) = (i, a, λ)(k, c, λ).
Thus
a = (apλj)b = (apλk)c.
By assumption, and without loss of generality, we may assume that b = dc.
But then
(j, b, λ)(k, c, λ) = (j, bpλkc, λ) = (j, dcpλkc, λ) = (j, dc, λ) = (j, b, λ),
as required. The result now follows by symmetry.
(2) Assume that S is Dedekind. Let (j, a, λ) be any idempotent. Consider
the set
{R(i, x, λ):R(j, a, λ) ⊆ R(i, x, λ)}.
We prove that it is finite. We may assume that (i, x, λ) is also an idempotent.
Observe that R(j, a, λ) ⊆ R(i, x, λ) iff (j, a, λ) = (j, a, λ)(i, x, λ) iff a = apλix
iff pλja = pλjapλix iff Spλja ⊆ Spλix. It now follows from the fact that S is
Dedekind that R is Dedekind.
It is proved in Proposition 5.2.13 of [23] that an inverse semigroup whose
idempotents form a finite chain is in fact a finite chain of groups.
Proposition 3.2.18 Let S be an inverse monoid.
1. S is unambiguous if and only if the idempotents of S form a chain.
2. Assume that S is unambiguous. Then S is Dedekind if and only if the
semilattice of S is either a finite chain, in which case S is a chain of
groups, or S is an inverse ω-monoid.
Proof Observe that in an inverse semigroup Se ⊆ Sf iff e ≤ f .
(1) Suppose that S is unambiguous. Let e, f ∈ E(S). Then Sef = Sfe ⊆
Se, Sf . Thus without loss of generality we may assume that Se ⊆ Sf . But
then e ≤ f . It follows that the semilattice of idempotents is a linearly ordered
set. Conversely, suppose that E(S) is a linearly ordered set. Suppose that
Sa ⊆ Sb, Sc. Then Sa = Sa−1a, Sb = Sb−1b and Sc = Sc−1c. Suppose that
b−1b ≤ c−1c. Then Sb−1b ⊆ Sc−1c.
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(2) Suppose that S is unambiguous and Dedekind and that the semilat-
tice of idempotents is infinite. Then above each idempotent can only be a
finite number of idempotents. It follows that the idempotents must form an
ω-chain. The converse is clear.
We have the following immediate corollary of the above results.
Proposition 3.2.19 Let S be an inverse monoid and let RM(S; I,Λ;P ) be a
regular Rees matrix semigroup over S. Suppose that there exists (λ, i) ∈ Λ×I
such that pλiJ 1. If S is either a chain of groups or an inverse ω-monoid
then RM(S; I,Λ;P ) is a locally inverse semigroup which is unambiguous,
Dedekind and Morita equivalent to S.
The above proposition tells us how to construct a family of unambiguous,
Dedekind locally inverse semigroups which are Morita equivalent to inverse
monoids. We now prove that all such semigroups arise in this way.
Proposition 3.2.20 Let T be an unambiguous, Dedekind, regular semigroup
for which there is an idempotent e such that T = TeT and eTe is inverse.
Then T is isomorphic to a regular Rees matrix semigroup RM(eTe; I,Λ;P )
where there exists (λ, i) ∈ Λ × I such that pλiJ e. The inverse monoid eTe
is both unambiguous and Dedekind.
ProofWe shall use Theorem 2.8 of [28]. Because T is Dedekind, each princi-
pal left ideal is contained in a maximal principal left ideal, and dually. Since
T is regular, each principal left ideal has an idempotent generator, and du-
ally. Let {ei: i ∈ I} be a set of representatives of the idempotent generators
of the maximal principal right ideals. Similarly, let {fλ: i ∈ Λ} be a set of
representatives of the idempotent generators of the maximal principal left
ideals. By unambiguity, distinct maximal principal left ideals are disjoint,
and dually. Each idempotent of T is D-related to an idempotent in eTe by
Lemma 3.1.16. Thus for each u ∈ E(T ) we may find ru and r
′
u ∈ V (ru) such
that u = rur
′
u and r
′
uru ≤ e. If u = ei we write ri = rei and if u = fλ we write
rλ = rfλ . Put pλi = r
′
λri ∈ eTe. By Theorem 2.8 [28], the semigroup T is
isomorphic to the regular Rees matrix semigroup RM(eTe; I,Λ;P ). There
exists i ∈ I and λ ∈ Λ such that e = eiefλ. But
e = e2 = (eiefλ)(eiefλ) = (eeierλr
′
λ)(rir
′
iefλe)
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= (eeierλ)pλi(r
′
iefλe)
but rλ = rλ(r
′
λrλ)e = rλe and r
′
i = e(r
′
iri)r
′
i = er
′
i and so for some t, s ∈ T we
have
e = (ete)pλi(ese).
It follows that eJ pλi in eTe. It remains to prove the last two assertions. We
prove first that eTe is umambiguous. Let i, j ∈ E(eTe). Then ij = ji ≤ i, j.
It follows that T ij = Tji ⊆ T i, T j. Without loss of generality, we may
assume by unambiguity that T i ⊆ Tj. Thus i = ij. But then i ≤ j in
the inverse semigroup eTe. Finally, we prove that eTe is Dedekind. Let
i ≤ i1 ≤ i2 ≤ . . .. Then T i ⊆ T i1 ⊆ . . .. But T is Dedekind so only finitely
many of these principal left ideals can be distinct. Thus there are only finitely
many distinct idempotents above i.
We may combine the above two propositions in the following theorem
which can be viewed as a generalization of the classical Rees theorem.
Theorem 3.2.21 Let T be an unambiguous, Dedekind, regular semigroup.
Then T is Morita equivalent to an inverse monoid if and only if T is iso-
morphic to a regular Rees matrix semigroup RM(S; I,Λ;P ) satisfying the
following two conditions:
1. There exists (λ, i) ∈ Λ× I such that pλiJ 1.
2. S is an inverse monoid with either a finite chain or ω-chain of idem-
potents.
To finish off this section, we shall look at completely simple images of
semigoups of the form RM(S; I,Λ;P ) where S is an inverse monoid. Recall
that σ is the minimum group congruence on the inverse semigroup S and it
is defined by sσt if and only if there is an element u such that u ≤ s and
u ≤ t. On a regular semigroup, the natural partial order is given by s ≤ t
if and only if s = et = tf for some idempotents e and f [36, 29]. We may
deduce from Theorem 4.2 in [36], that the finest primitive congruence β on
a regular semigroup without zero which is locally inverse is given by sβt if
and only if there exists u ≤ s, t.
Theorem 3.2.22 Let R = RM(S; I,Λ;P ) where S is an inverse monoid.
Put G = S/σ. Define qλi = σ(pλi) and put Q equal to the resulting matrix.
Define
θ:RM(S; I,Λ;P )→M(G; I,Λ;Q)
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by θ(i, s, λ) = (i, σ(s), λ). Then θ is a surjective homomorphism to a com-
pletely simple semigroup and the kernel of this map is the minimum com-
pletely simple congruence on RM(S; I,Λ;P ).
Proof The fact that θ is a surjective homomorphism is easy to prove. Let
(i, s, λ), (i, t, λ) ∈ R. Then
s = spλkxpµis and t = tpλlypνit
for some x, y ∈ S and some (k, µ) and (l, ν). Suppose that θ(i, s, λ) =
θ(i, t, λ). Then in the inverse semigroup S there is an element u ≤ s, t.
We prove that (i, u, λ) ≤ (i, s, λ), (i, t, λ). By symmetry, it is enough to
prove that (i, u, λ) ≤ (i, s, λ). Consider the element (i, upλkx, µ). First,
we show that it is an idempotent. Since s = spλkxpµis and u ≤ s which
means u = es = sf = esf for some idempotents e, f ∈ S. Thus u = esf =
espλkxpµisf = upλkxpµiu. It follows that (i, upλkx, µ) is an idempotent. Next
observe that (i, u, λ) = (i, upλkx, µ)(i, s, λ) because u = upλkxpµis. It is im-
mediate that (i, u, λ) is regular. By symmetry we deduce that (i, u, λ) ≤
(i, s, λ).
3.3 Morita equivalence via Rees matrix semi-
groups
Laan and Ma´rki [20] found the following Rees matrix characterization of
when two semigroups S and T with local units are Morita equivalent: there
is a Rees matrix semigroup M(T ; I,Λ;P ) over T such that T = T im(P )T ,
where im(P ) is the set of elements that occur in P , and there is a local
isomorphism from M to S. We shall give a different proof of this theorem
that generalizes the co-ordinatization approach used in the previous section.
Let M = M(T ; I,Λ;P ) be a Rees matrix semigroup. Put
M = E(M)ME(M),
a semigroup with local units. We say thatM is a Rees matrix semigroup with
local units. We want to use such Rees matrix semigroups to construct semi-
groups Morita equivalent to T . This will require us to impose conditions on
P . We shall say that M = M(T ; I,Λ;P ) is proper if the following condition
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holds: for each e ∈ E(T ) there exists (λ, i) ∈ Λ× I such that TeT ⊆ TpλiT .
The Rees matrix semigroups that we used in the previous section were proper
in this sense. We first show the connection between this definition and the
work of Laan and Ma´rki.
Lemma 3.3.1 Let T be a semigroup with local units and letM = M(T ; I,Λ;P )
be a Rees matrix semigroup over T . Then M is proper if and only if T =
T im(P )T .
Proof Suppose that M is proper. Let t ∈ T be arbitrary. Then since T
has local units there is an idempotent e such that t = et. By assumption,
given e there exists (λ, i) ∈ Λ × I such that TeT ⊆ TpλiT . It follows that
e = xpλiy for some x, y ∈ T . Thus t = et = xpλiyt and so t ∈ T im(P )T .
Conversely, suppose that T = T im(P )T . Let e ∈ E(T ). Then e = xpλiy for
some (λ, i) ∈ Λ× I and elements x, y ∈ T . Thus TeT ⊆ TpλiT .
Our first goal is to obtain an alternative characterization of when a Rees
matrix semigroup is proper.
Lemma 3.3.2 Let T be a semigroup with local units. Let e be an idempotent
such that TeT ⊆ TpT and let e = xpy where x ∈ eT and y ∈ Te. Then
(yx)p(yx) = yx.
Proof We have that (yx)p(yx) = y(xpy)x = yex = yx.
In any semigroup T , define
R(b) = {a ∈ T : a = aba}.
If R(b) is non-empty it consists of regular elements. If a ∈ R(b) then both ab
and ba are idempotents. LetM = M(T ; I,Λ;P ) be a Rees matrix semigroup.
Define
R(P ) = {a ∈ T : a = apλia for some pλi}.
Lemma 3.3.3 M = M(T ; I,Λ;P ) is proper if and only if each idempotent
of T is D-related to an element of R(P ).
Proof Suppose that M is proper. Let e ∈ E(T ). By assumption, there
exists (λ, i) ∈ Λ × I such that TeT ⊆ TpλiT . Let e = xpλiy where x ∈ eT
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and y ∈ Te. Then by Lemma 3.3.2, we have that yx ∈ R(pλi). It follows
that pλiyxpλi ∈ V (yx). Thus pλiyxD yxpλiD yx. Now e = xpλiy = x(pλiy).
Observe that
x(pλiy)x = (xpλiy)x = ex = x and (pλiy)x(pλiy) = pλiy(xpλiy) = pλiye = pλiy.
Thus pλiy ∈ V (x). It follows that eDpλiyx. Hence
eD yx ∈ R(pλi).
To prove the converse, suppose that each idempotent of T is D-related
to an element of R(P ). Let e ∈ E(T ). Then by assumption there exists
z ∈ R(pλi) for some (λ, i) ∈ Λ × I such that eDz. Now eDz implies eJ z
and so TeT = TzT . But z = zpλiz. Thus TzT = TzpλizT ⊆ TpλiT . Thus
TeT ⊆ TpλiT , and so M is proper.
The above results now enable us to prove the following. It was originally
proved using different methods by Laan and Ma´rki.
Proposition 3.3.4 Let T be a semigroup with local units. LetM = M(T ; I,Λ;P )
be a proper Rees matrix semigroup. Then M is Morita equivalent to T .
Proof Observe that C(M) = C(M). To avoid confusion we shall denote the
elements of C(M) by square brackets. A typical element of C(M) has the
form
s = [(i, a, λ), (i, s, µ), (j, b, µ)]
where a = apλia and b = bpµjb and apλis = s and spµjb = s. We shall prove
that C(M) and C(T ) are equivalent categories which proves that M and T
are Morita equivalent.
If [(i, a, λ), (i, s, µ), (j, b, µ)] ∈ C(M) then apλi and bpµj are idempotents
and (apλi)spµj(bpµj) = spµj. Thus (apλi, spµj, bpµj) is an element of C(T ).
We may therefore define Ψ:C(M)→ C(T ) by
Ψ[(i, a, λ), (i, s, µ), (j, b, µ)] = (apλi, spµj, bpµj).
We shall prove that Ψ is an equivalence of categories.
(1) Ψ is a functor.
The identities in C(M) are the elements of the form
[(i, a, λ), (i, a, λ), (i, a, λ)]
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where a = apλia. By definition
Ψ[(i, a, λ), (i, a, λ), (i, a, λ)] = (apλi, apλi, apλi)
which is an identity in C(T ). Let
s = [(i, a, λ), (i, s, µ), (j, b, µ)]
and
t = [(j, b, µ), (j, t, ξ), (k, c, ξ)]
be a pair of composable elements in C(M). Then
st = [(i, a, λ), (i, spµjt, ξ), (k, c, ξ)]
and so
Ψ(st) = (apλi, spµjtpξk, cpξk).
On the other hand
Ψ(s)Ψ(t) = (apλi, spµj, bpµj)(bpµj, tpξk, cpξk)
which is just
(apλi, spµjtpξk, cpξk).
(2) Ψ is faithful.
Suppose that
Ψ[(i, a, λ), (i, s, µ), (j, b, µ)] = Ψ[(i, a, λ), (i, t, µ), (j, b, µ)].
Then spµj = tpµj. But spµjb = tpµjb and so s = t, as required.
(3) Ψ is full.
Let (f, t, e) ∈ C(T ) where
Ψ[(i, a, λ), (i, a, λ), (i, a, λ)] = (e, e, e)
and
Ψ[(j, b, µ), (j, b, µ), (j, b, µ)] = (f, f, f).
Thus apλi = e and bpµj = f . But
[(j, b, µ), (j, ta, λ), (i, a, λ)] ∈ C(M).
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and
Ψ[(j, b, µ), (j, ta, λ), (i, a, λ)] = (f, t, e),
as required.
(4) Ψ is essentially surjective.
Let (e, e, e) and (f, f, f) be identities in C(T ). We prove first that there is
an isomorphism in C(T ) from (f, f, f) to (e, e, e) if and only if eDf . Suppose
that eDf . Then there exists x and y ∈ V (x) such that xy = e and yx = f .
Observe that (e, x, f) and (f, y, e) are well-defined elements of C(T ) and that
they are mutually invertible. Conversely, (e, x, f) is an isomorphism in C(T )
if and only if there is an element (f, y, e) such that xy = e and yx = f .
Observe that x ∈ eTf and y ∈ fTe. Thus y ∈ V (x) and xy = e and yx = f .
It follows that eDf .
Let (e, e, e) be an arbitrary identity in C(T ). Then e is an idempotent
in T . From Lemma 3.3.3 there exists (λ, i) and a ∈ R(pλi) such that eDa.
Thus eDapλi. It follows that there is an isomorphism between (e, e, e) and
Ψ[(i, a, λ), (i, a, λ), (i, a, λ)] and so Ψ is essentially surjective.
Proposition 3.3.5 Let S and T be semigroups with local units. If S is
Morita equivalent to T then S is a locally isomorphic image of a proper Rees
matrix semigroup over T .
Proof Let S and T be Morita equivalent. We shall construct a co-ordinatization
of S which we shall use to construct a proper Rees matrix semigroup over T .
By Theorem 3.1.8, the third algebraic characterization, there is a semi-
group with local units U such that U is an enlargement of both S and T . By
Lemma 3.1.16(1), each regular D-class of U contains a regular D-class of S
and a regular D-class of T .
Let E be an idempotent transversal of the regular D-classes of T . Let
D(U)e be the D-class in U containing e. This will necessarily be a regular
D-class. Let Ie index the R-classes in D(U)e that contain elements from
S. Let Λe index the L-classes in D(U)e that contain elements from S. For
each i ∈ Ie choose an element ri such that riLe and ri is R-related to some
element in S. Observe that ri is regular and rie = ri. Dually, for each λ ∈ Λ
e
choose an element qλ such that qλRe and qλ is L-related to some element
of S. Observe that qλ is regular and that eqλ = qλ. Put I =
⋃
e∈E I
e and
Λ =
⋃
e∈E Λ
e. Define P by pλi = qλri. Observe that pλi ∈ T because if
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rie = ri and eqλ = qλ where e ∈ E then epλie = pλi ∈ eUe ⊆ T since U is
an enlargement of T . We have therefore defined a Rees matrix semigroup
M = M(T ; I,Λ;P ).
Let e ∈ E . Then eDf where f ∈ E(S) since each idempotent in T is D-
related to an idempotent in S. By assumption, there exists ri where i ∈ I
e
and qλ where λ ∈ Λ
e such that riRfLqλ. It follows that qλriHe. Thus pλi is
a regular element D-related to e and soM is a proper Rees matrix semigroup.
(1) S =
⋃
i∈I,λ∈Λ riTqλ. Let s ∈ S.
Since S has local units there exist es, fs ∈ E(S) such that s = essfs. But es
and fs are regular elements in S and so there is i ∈ I such that esRri and
there is λ ∈ Λ such that fsLqλ. By Lemma 3.1.12, there is q
′
λ ∈ V (qλ) such
that fs = q
′
λqλ and r
′
i ∈ V (ri) such that es = rir
′
i. It follows that
s = rir
′
isq
′
λqλ = ri(r
′
isq
′
λ)qλ.
Thus s = ritqλ. Suppose that i ∈ I
e and λ ∈ Λf . Then rie = ri and fqλ = qλ
where e, f ∈ E . Thus s = ri(etf)qλ. But etf ∈ TUT ⊆ T since U is an
enlargement of T .
It follows from the above calculation that the function
θ:M(T ; I,Λ;P )→ S
defined by θ(i, t, λ) = ritqλ is surjective.
(2) θ is a homomorphism.
Let (i, t, λ), (j, s, µ) ∈M . Then
θ((i, t, λ)(j, s, µ)) = θ(i, tpλjs, µ)
= ritqλrjsqµ = θ(i, t, λ)θ(j, s, µ).
(3) Every idempotent in S is the image of an idempotent from M .
Let f ∈ E(S). Then fDe for some e ∈ E . We have f = ff and so there is
i ∈ I such that fRri and there is λ ∈ Λ such that fLqλ. By Lemma 3.1.12,
there is q′λ ∈ V (qλ) such that f = q
′
λqλ and r
′
i ∈ V (ri) such that f = rir
′
i. It
follows that
f = rir
′
iq
′
λqλ = ri(er
′
iq
′
λe)qλ.
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Put t = er′iq
′
λe. Thus θ(i, t, λ) = f . It is easy to check that (i, t, λ) is an
idempotent.
(4) θ is a surjective local isomorphism.
Let (i, a, λ) and (j, b, µ) be idempotents. Then a typical element of (i, a, λ)M(j, b, µ)
is of the form (i, apλkcpξjb, µ) where k ∈ I and ξ ∈ Λ are arbitrary. The image
of such an element under θ is x = riapλkcpξjbqµ. Observe that apλkcpξjb =
(aqλ)x(rjb). Thus θ restricted to (i, a, λ)M(j, b, µ) is injective. Now let
riaqλsrjbqµ ∈ θ(i, a, λ)Sθ(j, b, µ). Then (i, aqλsrjb, µ) ∈ (i, a, λ)M(j, b, µ)
and θ(i, aqλsrjb, µ) = riaqλsrjbqµ. Thus
θ: (i, a, λ)M(j, b, µ)→ θ(i, a, λ)Sθ(j, b, µ)
is a bijection. It is evident from what we have proved that the restriction
θ:M → S is a surjective local isomorphism.
The proof of the following is now obtained from Proposition 3.3.5 and
Lemma 3.1.6 and Proposition 3.3.4. The version of the theorem that applies
to regular semigroups follows from Lemma 3.1.21.
Theorem 3.3.6 Let S and T be semigroups with local units. Then S and
T are Morita equivalent if and only if S is a locally isomorphic image of a
proper Rees matrix semigroup with local units over T . If, in addition, both
S and T are regular, then the Rees matrix semigroup can be chosen to be a
regular Rees matrix semigroup.
3.4 Inverse semigroups
The main goal of this section is to describe all the inverse semigroups Morita
equivalent to a given inverse semigroup S. We do this in Section 3.4.4 in
terms of a special class of Rees matrix semigroups. In Section 3.4.1, we
give a new proof of Theorem 3.1.7, the second algebraic characterization of
Morita equivalence, and in Section 3.4.2 we specialize this result to the case
of inverse semigroups. In Section 3.4.3, we apply this special case to charac-
terizing those semigroups Morita equivalent to semigroups with commuting
idempotents. This can be seen to complete work begun by Khan and Lawson
[17, 18].
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3.4.1 Consolidations: the general case
The goal of this section is to give another proof of the second algebraic
characterization of Morita equivalence in terms of consolidations. Our proofs
only use category theory and not enlargements.
Recall that a category C is strongly connected if for each pair of identities
e and f the set eCf 6= ∅. A consolidation q in a strongly connected category
C is a function q:Co × Co → C such that qe,f ∈ eCf and qe,e = e. A
consolidation q is said to be regular if qe,f is regular for all identities e and f .
Categories of the form C(S) are strongly connected by Lemma 3.1.19.
It is convenient to identify the identities of C(S) with the idempotents of
S. Consolidations on such categories can be constructed very simply as the
following lemma shows.
Lemma 3.4.1 Let S be a semigroup with local units. Let q:E(S)×E(S)→
S be a function such that q(e, e) = e and q(e, f) ∈ eSf . Given such a
function, define qe,f = (e, q(e, f), f). Then q is a consolidation on C(S) and
every consolidation on C(S) arises in this way.
If q is a consolidation in C then C becomes a semigroup with local units
when we define x ◦ y = xqe,fy whenever x ∈ Ce and y ∈ fC where e and
f are identities. We denote C with respect to this semigroup operation by
Cq. Observe that if xy is defined in the category C then x ◦ y = xy since
qe,e = e for all identities e. If e is an identity in C then e is an idempotent
in Cq. However, in general, Cq will have other idempotents: x ∈ eCf is an
idempotent if and only if x = xqf,ex. Idempotents in C
q of the form e where
e is an identity in the category C will also be called identities. Observe that
arrows D-related in the category C continue to be D-related in the semigroup
Cq.
Lemma 3.4.2 Let C be a strongly connected category with consolidation q.
If every idempotent in C splits then every idempotent in Cq is D-related to
an identity.
Proof Let a be an idempotent in Cq where a ∈ eCf . Then a = aqe,fa. Put
b = qe,faqe,f . Then aba = aqe,faqe,fa = aqe,fa = a and similarly b = bab.
Put i = ba. Then i is an idempotent in fCf and iDa. By Lemma 3.1.18
there is an identity j such that jDi. It follows that aDj in the semigroup Cq.
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Lemma 3.4.3 Let Θ:C → D be a weak equivalence functor between two
strongly connected categories. Let q be a consolidation on D.
1. There is a consolidation p on C, called the pullback consolidation, such
that Θ:Cp → Dq is a homomorphism satisfying (LI1).
2. If q is regular then p is regular.
3. If all idempotents in D split then Θ is a local isomorphism.
Proof (1). Let e and f be arbitrary identities in C. Then Θ(e) and Θ(f) are
identities in D. There is therefore an element qΘ(f),Θ(e). Since the functor Θ
is full and faithful there is a unique element pf,e such that Θ(pf,e) = qΘ(f),Θ(e).
We now calculate Θ(x ◦ y) where x ∈ Ce and y ∈ fC where e and f are
identities. We have that
Θ(x ◦ y) = Θ(xpe,fy) = Θ(x)Θ(pe,f )Θ(y) = Θ(x) ◦Θ(y).
Thus Θ:Cp → Dq is a homomorphism.
Let a and b be idempotents in Cp where a ∈ eCf and b ∈ iCj. Then
a = apf,ea and b = bpj,ib. The elements in a ◦ C
p ◦ b are of the form
apf,gxph,ib where x ∈ gCh. The elements in Θ(a) ◦ D
q ◦ Θ(b) are of the
form Θ(a)qΘ(f),lyqm,Θ(i)Θ(b) where y ∈ lDm. The fact that Θ is full and
faithful now implies that (LI1) holds.
(2). Let e and f be identities in C and suppose that Θ(e)
x
← Θ(f) is
regular with an inverse y. Suppose that e
x′
← f and f
y′
← e are such that
Θ(x′) = x and Θ(y′) = y. Then Θ(x′y′x′) = xyx = x. By uniqueness,
x′y′x′ = x′ and similarly y′x′y′ = y′. In particular, x′ is regular. The result
now follows.
(3). It remains to show that (LI2) holds which is where we use the fact
that idempotents in D split. By Lemma 3.4.2, every idempotent in Dq is
D-related to an identity. But Θ is essentially surjective and so each identity
in D is isomorphic to the image under θ of an identity of C. But isomorphic
identities in D are D-related in Dq. It follows that (LI2) holds.
The standard consolidation s on C(S) is defined by se,f = (e, ef, e).
Lemma 3.4.4 With the above definitions, the map ν:C(S)s → S, given by
(e, s, f) 7→ s, is a surjective local isomorphism.
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Proof Clearly, ν is a surjective homomorphism. It remains to show that
ν satisfies (LI1). Let (e, a, f) and (i, b, j) be idempotents in C(S)s. Then
both a and b are idempotents in S. The elements of (e, a, f) ◦C(S)s ◦ (i, b, j)
therefore have the form (e, acb, j) where c is an arbitrary element of S. It
follows that ν induces a bijection from (e, a, f) ◦ C(S)s ◦ (i, b, j) to aSb.
Recall that a weak equivalence is a functor that is full, faithful and essen-
tially surjective.
Proposition 3.4.5 There is a weak equivalence Θ:C(S)→ C(T ) if and only
if there is a local isomorphism θ:C(S)p → T for some consolidation p defined
on C(S).
Proof Let Θ:C(S) → C(T ) be a weak equivalence. We endow C(T ) with
the standard consolidation s. Let p be the pullback consolidation defined on
C(S) by Lemma 3.1.19 and 0Lemma 3.4.3. Then Θ:C(S)p → C(T )s defines
a local isomorphism by Lemm 3.1.19 and Lemma 3.4.3. But ν:C(T )s → T
is a local isomorphism by Lemma 3.4.4. Thus by Lemma 3.1.21, there is a
local isomorphism from C(S)p to T .
Now let θ:C(S)p → T be a local isomorphism for some consolidation p
defined on C(S). The identity (e, e, e) is an idempotent in C(S)p and so
θ(e, e, e) is an idempotent in T . Clearly (e, e, e)(e, s, f)(f, f, f) = (e, s, f) in
C(S) and so in C(S)p and so θ(e, e, e)θ(e, s, f)θ(f, f, f) = θ(e, s, f). It follows
that (θ(e, e, e), θ(e, s, f), θ(f, f, f)) is a well-defined element in C(T ). We may
therefore define Θ:C(S)→ C(T ) by Θ(e, s, f) = (θ(e, e, e), θ(e, s, f), θ(f, f, f)).
It is routine to check that Θ is a functor, and it is full and faithful because
(LI1) holds.
We now show that Θ is essentially surjective. Let (e, e, e) be an identity
in C(T ). Then e is an idempotent in T . By (LI2), there is an idempo-
tent (i, a, j) in C(S)p such that θ(i, a, j)De. However, by Lemma 3.4.2 every
idempotent in C(S)p is D-related to an identity (j, j, j). Thus eDθ(j, j, j).
Let t, t′ ∈ T such that e = tt′ and t′t = θ(j, j, j). Then (e, t, θ(j, j, j)) ∈ C(T )
is an isomorphism. Hence Θ is essentially surjective.
The above proposition was first proved in [25] where enlargements were
used. The advantage of this new proof is that it is more direct.
By Theorem 3.1.4, the first algebraic characterization of Morita equivalent
semigroups, and Proposition 3.4.5, we have the following, which is the second
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characterization of Morita equivalent semigroups (Theorem 3.1.7). This was
originally proved by Lawson using enlargements.
Theorem 3.4.6 Let S and T be semigroups with local units. Then S and T
are Morita equivalent if and only if there is a local isomorphism θ:C(S)p → T
for some consolidation p defined on C(S).
We conclude this section with some results connected to regularity.
Lemma 3.4.7 The standard consolidation on the semigroup S is regular if
and only if the regular elements of S form a subsemigroup.
Proof By definition, se,f = (e, ef, f). By Proposition 3.1.11, the regular
elements of S form a subsemigroup if and only if ef is regular for all idem-
potents e and f . Suppose that ef is regular. Thus by Lemma 3.1.12, there
exists a ∈ V (ef)∩fSe. Thus (f, a, e) is an inverse of (e, ef, f) in the category
C(S). Thus the standard consolidation s is regular.
Conversely, suppose that the standard consolidation is regular. Then the
arrows (e, ef, f) have inverses in C(S) which implies that ef is regular. It
follows again by Proposition 3.1.12, that the regular elements of S form a
regular subsemigroup.
Proposition 3.4.8 Let S and T be semigroups with local units. If S is
Morita equivalent to T whose regular elements form a subsemigroup then for
all e, f ∈ E(S) the set eSf ∩ Reg(S) is non-empty.
Proof Let Θ:C(S)→ C(T ) be a weak equivalence and let s be the standard
consolidation on C(T ) and let q be the pullback consolidation on C(S). By
Lemma 3.4.7, the standard consolidation is regular, and by Lemma 3.4.3,
the pullback consolidation is also regular. By Lemma 3.4.1, this implies that
eSf ∩ Reg(S) is non-empty for all idempotents e and f .
The condition in the proposition above first arose in [23].
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3.4.2 Consolidations: the inverse case
We shall now specialize the results of the previous section to inverse semi-
groups. Let Θ:C → D be a full and faithful functor between two inverse
categories. Let fCe 6= ∅ where e and f are identities. Then Θ induces an
order isomorphism between the partially ordered sets fCe and Θ(f)DΘ(e).
A consolidation q on a strongly connected inverse category C is said to
be McAlister if it satisfies the following two additional conditions:
(MC1) q−1e,f = qf,e.
(MC2) qe,fqf,g ≤ qe,g.
Lemma 3.4.9 Let S be an inverse semigroup. Then C(S) is a strongly
connected inverse category in which all idempotents split and whose standard
consolidation is McAlister.
Proof By Lemma 3.1.20, the category C(S) is strongly connected and all
idempotents split. It is a regular category in which the local monoids are
inverse. Thus it is an inverse category. The standard consolidation on C(S)
is easily seen to be McAlister.
The proof of the following is straightforward because the definition of a
McAlister consolidation is purely algebraic.
Lemma 3.4.10 Let Θ:C → D be a weak equivalence functor between two
strongly connected inverse categories. Let q be a McAlister consolidation on
D. Then its pullback consolidation p on C is also McAlister.
The next result tells us of the pivotal role played by McAlister consoli-
dations in the inverse case. The proof follows immediately by Lemma 3.4.10
and 3.4.3.
Theorem 3.4.11 Let S and T be inverse semigroups. Then S and T are
Morita equivalent if and only if there is a local isomorphism θ:C(S)p → T
for some McAlister consolidation p defined on C(S).
Our goal now is to characterize abstractly the categories C(S) where S
is inverse.
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Theorem 3.4.12 An inverse category I is equivalent to a category of the
form C(S) where S is an inverse semigroup if and only if the following three
conditions hold:
1. I is strongly connected.
2. Every idempotent in I splits.
3. I is equipped with a McAlister consolidation.
Proof We prove the easy direction first. Suppose that I is equivalent to
a category of the form C(S) where S is an inverse semigroup. Thus there
is a weak equivalence from I to C(S). By Lemmas 3.1.19 and 3.1.20, I
is strongly connected and every idempotent splits. By Lemma 3.4.9, the
standard consolidation on C(S) is McAlister. Thus by Lemma 3.4.10, the
pullback consolidation on I is McAlister.
We now prove the hard direction. Let I be a strongly connected inverse
category in which all idempotents split equipped with a McAlister consoli-
dation q. Define x ◦ y = xqe,fy if dom(x) = e and cod(y) = f . We denote
the set I equipped with the binary operation ◦ by I◦. Recall that a regular
semigroup is a generalized inverse semigroup if it is orthodox and locally
inverse. It follows by Theorem 6.7 from [22] that I◦ is a generalized inverse
semigroup. Let γ be the minimum inverse congruence on I◦. This is de-
scribed by Lemma 3.1.13. Put S = I◦/γ, an inverse semigroup. We prove
that I is equivalent to C(S).
Let e
a
←− f in the category I. Then e and f being identities in I yield
idempotents γ(e) and γ(f). The category product in I is extended by the
new binary operation ◦ and so eaf = a implies that e ◦ a ◦ f = a. It follows
that (γ(e), γ(a), γ(f)) ∈ C(S). We may therefore define Θ: I → C(S) by
Θ(a) = (γ(e), γ(a), γ(f)). This is clearly a functor and it is full and faithful
because γ is a local isomorphism by Lemma 3.1.15.
It remains to show that F is essentially surjective. Let (f, f, f) be an
identity in C(S). Then f is an idempotent in S. It follows that there is an
idempotent a in I◦ such that γ(a) = f . But I is an inverse category and so
a−1a is an idempotent in I and clearly γ(a−1a) = f . We may therefore assume
that a is an idempotent in the inverse category I. Idempotents split in I and
so there is an identity i and elements x and y such that xy = a and yx = i.
Consider the triples (f, γ(x), γ(i)) and (γ(i), γ(y), f) which are well-defined
elements of C(S). Observe that (f, γ(x), γ(i))(γ(i), γ(y), f) = (f, f, f) and
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(γ(i), γ(y), f)(f, γ(x), γ(i)) = (γ(i), γ(i), γ(i)). It follows that (f, f, f) is iso-
morphic to (γ(i), γ(i), γ(i)), and so F is a essentially surjective.
3.4.3 Semigroups whose idempotents locally commute
In this section, we shall revisit the papers by Khan and Lawson [17, 18]. Our
goal is to characterize those semigroups which are Morita equivalent to semi-
groups whose idempotents commute. Inverse semigroups play an important
role. Our first result provides a first necessary condition. It is immediate by
Proposition 3.1.10(1).
Lemma 3.4.13 Let S be a semigroup with local units Morita equivalent to a
semigroup T with local units and commuting idempotents. Then S has locally
commuting idempotents.
The above result is important because it singles out the class of semi-
groups with locally commuting idempotents. We shall now describe some of
their properties. The following result is well-known but we include it for the
sake of completeness.
Lemma 3.4.14 Let S be a semigroup in which the set of idempotents forms
a commutative subsemigroup. Then the set of regular elements forms an
inverse semigroup.
Proof Let x and y be regular elements in S. Let x′ ∈ V (x) and y′ ∈ V (y).
Then xy(y′x′)xy = x(yy′)(x′x)y = x(x′x)(yy′)y = xy since idempotents com-
mute. Thus the set of regular elements forms a regular subsemigroup in which
the idempotents commute and so it forms an inverse semigroup.
When we pass from semigroups in which the idempotents commute to
those in which they only locally commute then we cannot prove the analogue
of the above result because the set of regular elements of such a semigroup
need not form a subsemigroup. However it is possible to prove something
about the multiplicative properties of regular elements. The following was
proved as Proposition 2.3(iii) of [18], but because of its importance we state
and prove it again here.
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Lemma 3.4.15 Let S be a semigroup with locally commuting idempotents.
If x and y are regular elements such that xe = x and ey = y then xy is
regular.
Proof Let x′ ∈ V (x). Then from xe = x we get that x′xe = x′x. By
standard semigroup theory or direct verification, we have that ex′x is an
idempotent and x′xLex′x ≤ e. Since xLex′x there exists by Lemma 3.1.12
an x′′ ∈ V (x) such that x′′x = ex′x. We have therefore proved that if xe = x
then there exists x′ ∈ V (x) such that x′x ≤ e. By a dual argument, from
ey = y there exists y′ ∈ V (y) such that yy′ ≤ e. With these choices of
inverses we have that xy(y′x′)xy = x(yy′)(x′x)y. But x′x, yy′ ≤ e and so, by
assumption, these idempotents commute. Thus xy(y′x′)xy = x(yy′)(x′x)y =
x(x′x)(yy′)y = xy. Thus xy is a regular element, as claimed.
Lemma 3.4.16 Let S be a semigroup with locally commuting idempotents.
Then the regular elements of C(S) form an inverse category.
Proof By Lemma 3.4.15, it is easy to check that the regular elements of
C(S) form a subcategory which contains all the object of this category. A
regular category is inverse if and only if the local monoids are inverse which
is the case here.
If S is a semigroup with locally commuting idempotents we denote by
I(S) its associated inverse category.
Lemma 3.4.17 Let S be a semigroup in which the idempotents commute.
Then I(S) = C(Reg(S)).
Proof We proved in Lemma 3.4.14 that Reg(S) was an inverse semigroup.
Let (e, a, f) ∈ I(S). Then for some b we have that (e, a, f) = (e, a, f)(f, b, e)(e, a, f)
and so a = aba. It follows that a is regular and so (e, a, f) ∈ C(Reg(S)).
The reverse inclusion is immediate.
Lemma 3.4.18 Let S and T be semigroups with locally commuting idempo-
tents. Then an equivalence between C(S) and C(T ) leads to an equivalence
between I(S) and I(T ).
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Proof We prove a slightly more general result. Let F :C → D be a full,
faithful and essentially surjective functor between two categories whose reg-
ular elements form wide inverse subcategories I(C) and I(D), respectively.
The image of a regular element of C under F is a regular element of D.
Thus F restricts to a functor from I(C) to I(D) which is clearly faithful,
and dense because identities are regular. It remains to check that it is full.
Let b ∈ I(D) be such that F (f)
b
←− F (e). Then there is a unique element
f
a
←− e such that F (a) = b. Let b′ be the inverse of b. Then F (e)
b′
←− F (f).
Thus there is a unique element e
a′
←− f such that F (a′) = b′. Observe that
f
aa′a
←− e and F (aa′a) = bb′b = b. Thus from the fact that F is faithful we
have that aa′a = a. Similarly a′aa′ = a′. It follows that a is regular and so
F restricted to I(C) is also full.
The key result which we deduce from the above is the following.
Proposition 3.4.19 Let S be a semigroup with locally commuting idempo-
tents. If S is Morita equivalent to a semigroup with commuting idempotents
then there is an inverse semigroup T ′ such that I(S) is equivalent to C(T ′).
Proof Let S be Morita equivalent to T a semigroup with commuting idem-
potents. By Lemma 3.4.18, we have that I(S) is equivalent to I(T ). But
by Lemma 3.4.17, I(T ) = C(T ′) where T ′ = Reg(S) is an inverse semigroup.
The above proposition will become one-half of our final characterization
of semigroups Morita equivalent to semigroups with commuting idempotents.
Let S be a semigroup. Define the relation ≤ on the set of regular elements
of S as follows. Let s, t ∈ Reg(S). Then s ≤ t iff Rs ≤ Rt and s = ft for
some idempotent f ∈ E(Rs). It is proved in Proposition 2.1 of [18] that this
is a partial order.
Proposition 3.4.20 (Proposition 2.2 of [18]) Let S be a semigroup and
s, t ∈ Reg(S). Then the following are equivalent.
1. s ≤ t.
2. For each f ∈ E(Rt) there exists e ∈ E(Rs) such that e ≤ f and s = et.
3. For each f ′ ∈ E(Lt) there exists e
′ ∈ E(Ls) such that e
′ ≤ f ′ and
s = te′.
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4. s = et = tf for some idempotents e, f ∈ S.
Proposition 3.4.21 (Proposition 2.3 of [18]) Let S be a semigroup with
locally commuting idempotents. If a, b, c, d ∈ Reg(S) are such that ac and bd
are regular and where a ≤ b and c ≤ d then ac ≤ bd.
Let S be a semigroup having locally commuting idempotents. Let E be
the set of idempotents in S. A function p : E × E → S where p(u, v) = pu,v
for each u, v ∈ E is called a McAlister sandwich function if and only if it
satisfies the following three conditions:
(MS1) pu,v ∈ uSv and pu,u = u.
(MS2) pu,v ∈ V (pv,u).
(MS3) pu,vpv,f ≤ pu,f .
Condition (MS3) is well-defined because all the pu,v are regular, and the
product of pu,v and pv,f is regular from Lemma 3.4.15.
The link between McAlister sandwich functions and McAlister consolida-
tions on inverse categories is provided by the following.
Proposition 3.4.22 Let S be a semigroup with locally commuting idempo-
tents. Then S has a McAlister sandwich function if and only if the inverse
category I(S) is equipped with a McAlister consolidation.
Proof Suppose that S is equipped with a McAlister sandwich function p.
Define a consolidation q on I(S) to be qe,f = (e, pe,f , f). This lives in I(S) by
(MS2) and is a consolidation by (MS1). It remains to show that the second
condition of McAlister consolidation holds. We have that
qe,fqf,g = (e, pe,fpf,g, g).
By (MS3), we have that pe,fpf,g ≤ pe,g. Put pg,epe,g = g
′ ≤ g and pe,gpg,e =
e′ ≤ e. Then by Proposition 3.4.20, there exist i ≤ g′ and j ≤ e′ such that
pe,fpf,g = pe,gi and pe,fpf,g = jpe,g and iLpe,fpf,gRj. Let z ∈ V (pe,fpf,g)
be such that zpe,fpf,g = i and pe,fpf,gz = j. It follows that in the in-
verse category I(S) we have (e, pe,fpf,g, g)
−1 = (g, z, e). If we calculate
(e, pe,g, g)(e, pe,fpf,g, g)
−1(e, pe,fpf,g, g) we get (e, pe,fpf,g, g). Thus
(e, pe,fpf,g, g) ≤ (e, pe,g, g),
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as required. We have therefore shown that there is a McAlister consolidation
defined on I(S).
Let q be a McAlister consolidation defined on I(S). Observe that for
this to be defined it is necessary that I(S) be strongly connected. Let
qe,f = (e, pe,f , f). By the definition of a consolidation we have that pe,e = e.
By construction we have that pe,f is regular and pf,e ∈ V (pe,f ). We have that
(e, pe,f , f)(f, pf,g, g) ≤ (e, pe,g, g). Thus pe,fpf,g = ipe,g = pe,gj where i and j
are idempotents. Thus by Proposition 3.4.20, we deduce that (MS3) holds.
Thus we have defined a McAlister sandwich function on S.
The following theorem recasts [17, 18] in terms of Morita theory.
Theorem 3.4.23 Let S and T be semigroups with local units. Suppose T
has locally commuting idempotents. Then S is Morita equivalent to T if and
only if S has locally commuting idempotents and is equipped with a McAlister
sandwich function.
Proof Suppose first that S is Morita equivalent to a semigroup with com-
muting idempotents T . By Lemma 3.4.13, we know that S has locally com-
muting idempotents. By Proposition 3.4.19 and Theorem 3.4.12, the inverse
category I(S) is equipped with a McAlister consolidation. It follows by
Proposition 3.4.22 that S is equipped with a McAlister sandwich function.
To prove the converse, let S be a semigroup with locally commuting
idempotents and equipped with a McAlister sandwich function. Khan and
Lawson proved the following in [18]. First, we can use the McAlister sand-
wich function to define a consolidation on I(S) by Proposition 3.4.22. The
resulting semigroup obtained we denote by C(S)•. This semigroup has a
normal band of idempotents by Proposition 3.1 of [18]. We may define a
congruence δ on C(S)• in such a way that T = C(S)•/δ is a semigroup with
commuting idempotents and δ♮:C(S)• → T is a local isomorphism by Theo-
rem 4.2 [18]. By Theorem 3.1.7, it follows that S is Morita equivalent to T .
If we combine Theorem 3.4.23, Proposition 3.4.22 and Theorem 3.4.12,
we obtain the following.
Theorem 3.4.24 The semigroup with local units S is Morita equivalent to
a semigroup with commuting idempotents if and only if the following two
conditions hold:
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1. S has locally commuting idempotents.
2. The inverse category I(S) is equivalent to a category of the form C(T )
where T is an inverse semigroup.
It follows from Proposition 3.4.8, that a necessary condition for a semi-
group S with locally commuting idempotents to be Morita equivalent to a
semigroup with commuting idempotents is that eSf ∩ Reg(S) 6= ∅ for all
idempotents e, f ∈ S. Not all semigroups with locally commuting idempo-
tents satisfy this condition as is shown in [24].
3.4.4 Morita equivalence of inverse semigroups
The goal of this section is to solve the following problem: given an inverse
semigroup S how do we construct all inverse semigroups T that are Morita
equivalent to S? We shall show how to do this. This section can be seen as
a generalization and completion of some of the results to be found in [22].
This section is based on a different characterization of the Morita equiva-
lence of inverse semigroups. Let S and T be inverse semigroups. An equiva-
lence biset from S to T consists of an (S, T )-biset X equipped with surjective
functions
〈−,−〉: X ×X → S , and [−,−]: X ×X → T
such that the following axioms hold, where x, y, z ∈ X, s ∈ S, and t ∈ T :
(E1) 〈sx, y〉 = s〈x, y〉
(E2) 〈y, x〉 = 〈x, y〉−1
(E3) 〈x, x〉x = x
(E4) [x, yt] = [x, y]t
(E5) [x, y] = [y, x]−1
(E6) x[x, x] = x
(E7) 〈x, y〉z = x[y, z].
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Observe that by (E6) and (E7), we have that 〈x, x〉x = x[x, x] = x.
It is not hard to see, Theorem 5.1 of [39], that if there is an equivalence
biset from S to T then there is a weak equivalence from C(S) to C(T ) and
so by Theorem 1.1, the inverse semigroups S and T are Morita equivalent.
In fact, the converse is true by Theorem 2.14 of [9].
Theorem 3.4.25 Let S and T be inverse semigroups. Then S and T are
Morita equivalent if and only if there is an equivalence biset from S to T .
Our main tool will be regular Rees matrix semigroups described in Sec-
tion 3.1. The first problem is that regular Rees matrix semigroups over
inverse semigroups are locally inverse but not inverse. To get closer to being
an inverse semigroup we need to impose more conditions on the Rees matrix
semigroup. First, we shall restrict our attention to square Rees matrix semi-
groups: those semigroups where I = Λ. In this case, we shall denote our Rees
matrix semigroup by M(S, I, p) where p: I × I → S is the function giving
the entries of the sandwich matrix P . Next, we shall place some conditions
on the sandwich matrix P :
(MF1) pi,i is an idempotent for all i ∈ I.
(MF2) pi,ipi,jpj,j = pi,j.
(MF3) pi,j = p
−1
j,i .
(MF4) pi,jpj,k ≤ pi,k.
(MF5) For each e ∈ E(S) there exists i ∈ I such that e ≤ pi,i.
We shall call functions satisfying all these conditions McAlister functions.
Our choice of name reflects the fact that McAlister was the first to study
functions of this kind in [29].
The following is essentially Theorem 6.7 of [22] but we include a full proof
for the sake of completeness.
Lemma 3.4.26 Let M = M(S, I, p) where p satisfies (E1)–(E4).
1. (i, s, j) is regular if and only if s−1s ≤ pj,j and ss
−1 ≤ pi,i.
2. If (i, s, j) is regular then one of its inverses is (j, s−1, i).
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3. (i, s, j) is an idempotent if and only if s ≤ pi,j.
4. The idempotents form a subsemigroup.
Proof (1). Suppose that (i, s, j) is a regular element. Then there is an ele-
ment (k, t, l) such that (i, s, j) = (i, s, j)(k, t, l)(i, s, j) and (k, t, l) = (k, t, l)(i, s, j)(k, t, l).
Thus, in particular, s = spj,ktpl,is. Now
pj,js
−1s = pj,js
−1spj,ktpl,is = s
−1spj,jpj,ktpl,is
using the fact that pj,j is an idempotent. But pj,jpj,k = pj,k and so
pj,js
−1s = s−1spj,ktpl,is = s
−1s.
Thus s−1s ≤ pj,j. By symmetry, ss
−1 ≤ pi,i.
(2) This is a straightforward verification.
(3). Suppose that (i, s, j) is an idempotent. Then s = spj,is. It follows
that s−1 = s−1spj,iss
−1 ≤ pj,i and so s ≤ pi,j. Conversely, suppose that
s ≤ pi,j. Then s
−1 ≤ pj,i and so s
−1 = s−1spj,iss
−1 which gives s = spj,is.
This implies that (i, s, j) is an idempotent.
(4). Let (i, s, j) and (k, t, l) be idempotents. Then by (2) above we
have that s ≤ pi,j and t ≤ pk,l. Now (i, s, j)(k, t, l) = (i, spj,kt, l). But
spj,kt ≤ pi,jpj,kpk,l ≤ pi,l. It follows that (i, s, j)(k, t, l) is an idempotent.
We may immediately deduce the following from the above lemma.
Proposition 3.4.27 Let S be an inverse semigroup. If M = M(S, I, p)
where p satisfies (E1)–(E4) then RM(S, I, p) is a generalized inverse semi-
group.
Let S be a regular semigroup. Recall that the intersection of all congru-
ences ρ on S such that S/ρ is inverse is a congruence denoted by γ; it is
called the minimum inverse congruence. Let S be an orthodox semigroup.
Then s γ t if and only if V (s) = V (t).
Lemma 3.4.28 Let RM = RM(S, I, p) where p satisfies (E1)–(E4). Then
(i, s, j)γ(k, t, l) if and only if s = pi,ktpl,j and t = pk,ispj,l.
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Proof We use Lemma 3.1.13. Suppose that (i, s, j)γ(k, t, l). Then the two
elements have the same sets of inverses. Now (j, s−1, i) is an inverse of (i, s, j)
and so by assumption it is an inverse of (k, t, l). Thus
t = tpl,js
−1pi,kt and s
−1 = s−1pi,ktpl,js
−1.
It follows that
s ≤ pi,ktpl,j and t
−1 ≤ pl,js
−1pi,k
so that
t ≤ pk,ispj,l.
Now
s ≤ pi,ktpl,j ≤ pi,kpk,ispj,lpl,j ≤ pi,ispj,j ≤ s.
Thus s = pi,ktpl,j. Similarly, t = pk,ispj,l.
Conversely, suppose that s = pi,ktpl,j and t = pk,ispj,l. We shall prove
that V (i, s, j)∩ V (k, t, l) 6= ∅. To do this, we shall prove that (j, s−1, i) is an
inverse of (k, t, l). We calculate
tpl,js
−1pi,kt = t(pl,js
−1pi,k)t = t(pk,ispj,l)
−1t = tt−1t = t.
Similarly, s−1 = s−1pi,ktpl,js
−1. The result now follows from Lemma 3.1.13.
With the assumptions of the above lemma, put
IM(S, I, p) = RM(S, I, p)/γ.
We call IM(S, I, p) the inverse Rees matrix semigroup over S.
Let S be a regular semigroup. Then the natural homomorphism from
S to S/γ is a local isomorphism if and only if S is a generalized inverse
semigroup by Lemma 3.1.15.
Lemma 3.4.29 Let S be semigroup with local units. Let M = M(S, I, p)
where p satisfies (MF1)–(MF5). Then S is Morita equivalent to RM(S, I, p).
Proof We shall construct a weak equivalence from C(RM(S, I, p)) to C(S).
By Theorem 3.1.4, this implies that S is Morita equivalent to RM(S, I, p).
A typical element of C(RM(S, I, p)) has the form
s = [(i, a, j), (i, s, k), (l, b, k)]
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where (i, s, j) is regular and (i, a, j) and (l, b, k) are idempotents and
(i, a, j)(i, s, k)(l, b, k) = (i, s, k).
Observe that both apj,i and bpk,l are idempotents and that
(apj,i)spk,l(bpk,l) = spk,l.
It follows that
(apj,i, spk,l, bpk,l)
is a well-defined element of C(S). We may therefore define
Ψ:C(RM(S, I, p))→ C(S)
by
Ψ[(i, a, j), (i, s, k), (l, b, k)] = (apj,i, spk,l, bpk,l).
It is now easy to check that Ψ is full and faithful. Let (e, e, e) be an arbitrary
identity of C(S). Then e is an idempotent in S. By (MF5), there exists i ∈ I
such that e ≤ pi,i. It follows that (i, e, i) is an idempotent in RM(S, I, p).
Thus
[(i, e, i), (i, e, i), (i, e, i)]
is an identity in C(RM(S, I, p)). But
Ψ[(i, e, i), (i, e, i), (i, e, i)] = (epi,i, epi,i, epi,i) = (e, e, e).
Thus every identity in C(S) is the image under Ψ of an identity in C(RM(S, I, p)).
In particular, Ψ is essentially surjective.
We may summarize what we have found so far in the following result.
Proposition 3.4.30 Let S be an inverse semigroup and let p: I × I → S
be a McAlister function. Then S is Morita equivalent to the inverse Rees
matrix semigroup IM(S, I, p).
Our goal now is to prove that all inverse semigroups Morita equivalent to
S are isomorphic to inverse Rees matrix semigroups IM(S, I, p). We begin
with some results about equivalence bisets all of which are taken from [39].
The following is part of Proposition 2.3 [39].
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Lemma 3.4.31 Let (S, T,X, 〈−,−〉, [−,−]) be an equivalence biset.
1. For each x ∈ X both 〈x, x〉 and [x, x] are idempotents.
2. 〈x, y〉〈z, w〉 = 〈x[y, z], w〉.
3. [x, y][z, w] = [x, 〈y, z〉w].
4. 〈xt, y〉 = 〈x, yt−1〉.
5. [sx, y] = [x, s−1y].
Lemma 3.4.32 Let (S, T,X, 〈, 〉, [, ]) be an equivalence biset from S to T .
1. For each x ∈ X there exists a homomorphism ǫx:E(S) → E(T ) such
that ex = xǫx(e) for all e ∈ E(S).
2. For each x ∈ X there exists a homomorphism ηx:E(S) → E(T ) such
that xf = ηx(f)x for all e ∈ E(S).
Proof We prove (1); the proof of (2) follows by symmetry. Define ǫx by
ǫx(e) = [ex, ex]. By Proposition 2.4 of [39], this is a semigroup homomor-
phism. Next we use the argument from Proposition 3.6 of [39]. We calculate
x[ex, ex] as follows
x[ex, ex] = 〈x, ex〉ex = 〈x, x〉ex = e〈x, x〉x = ex,
as required.
Lemma 3.4.33 Let (S, T,X, 〈, 〉, [, ]) be an equivalence biset from S to T .
Define p:X ×X → S by px,y = 〈x, y〉. Then p is a McAlister function.
Proof (MF1) holds. By Lemma 3.4.31(1), 〈x, x〉 is an idempotent.
(MF2) holds. By Lemma 3.4.31(2), 〈x, x〉〈x, y〉 = 〈x[x, x], y〉. But x[x, x] =
x by (E6), and so 〈x, x〉〈x, y〉 = 〈x, y〉. The other result holds dually.
(MF3) holds. This follows from (E2).
(MF4) holds. By Lemma 3.4.31(2), we have that 〈x, y〉〈y, z〉 = 〈x[y, y], z〉.
By Lemma 3.4.32, we have that x[y, y] = ηx([y, y])x = fx. Thus 〈x[y, y], z〉 =
〈fx, x〉 = f〈x, z〉 ≤ 〈x, z〉.
(MF5) holds. Let e ∈ E(S). Then since 〈−,−〉 is surjective, there ex-
ists x, y ∈ X such that e = 〈x, y〉. But then e = 〈x, y〉〈y, x〉 ≤ 〈x, x〉 = px,x.
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Lemma 3.4.34 Let (S, T,X, 〈, 〉, [, ]) be an equivalence biset from S to T .
Define p:X × X → S by px,y = 〈x, y〉. Form the regular Rees matrix semi-
group R = RM(S,X, p). Define θ:RM(S,X, p) → T by θ(x, s, y) = [x, sy].
Then θ is a surjective homomorphism with kernel γ.
Proof We show first that θ is a homomorphism. By definition
(x, s, y)(u, t, v) = (x, s〈y, u〉t, v).
Thus
θ((x, s, y)(u, t, v)) = [x, s〈y, u〉tv],
whereas
θ(x, s, y)θ(u, t, v) = [x, sy][u, tv].
By Lemma 3.4.31(3), we have that
[x, sy][u, tv] = [x, 〈sy, u〉tv]
but by (E1), 〈sy, u〉 = s〈y, u〉. It follows that θ is a homomorphism.
Next we show that θ is surjective. Let t ∈ T . Then there exists (x, y) ∈
X × X such that [x, y] = t. Consider the element (x, 〈x, x〉〈y, y〉, y) of
M(S, I, p). This is in fact an element of RM(S,X, p). The image of this
element under θ is
[x, 〈x, x〉〈y, y〉y] = [x, 〈x, x〉y]
since 〈y, y〉y = y. But by Lemma 3.4.31(5), we have that
[x, 〈x, x〉y] = [〈x, x〉x, y] = [x, y] = t,
as required.
It remains to show that the kernel of θ is γ. Let (x, s, y), (u, t, v) ∈
RM(S,X, p). Suppose first that θ(x, s, y) = θ(u, t, v). By definition, [x, sy] =
[u, tv]. From Lemma 3.4.26 ss−1 ≤ ps,s which means ss
−1 = ps,sss
−1, and so
s = ss−1s = ps,ss. By symmetry spy,y = s. Then
s = 〈x, x〉s〈y, y〉 = 〈x, x〉〈sy, y〉 = 〈x[x, sy], y〉
by Lemma 3.4.31(2). But [x, sy] = [u, tv]. Thus
s = 〈x[u, tv], y〉 = 〈x, u〉〈tv, y〉 = 〈x, u〉t〈v, y〉.
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By symmetry and Lemma 3.4.28, we deduce that (x, s, y)γ(u, t, v).
Suppose now that (x, s, y)γ(u, t, v). Then by Lemma 3.4.28
s = 〈x, u〉t〈v, y〉 and t = 〈u, x〉s〈y, v〉.
Now
[x, sy] = [x, 〈x, u〉t〈v, y〉y] = [x, 〈x, u〉tv[y, y]] = [u[x, x], tv[y, y]] = [x, x][u, tv][y, y]
using Lemma 3.4.31. This gives [x, sy] ≤ [u, tv]. A symmetric argument
shows that [u, tv] ≤ [x, sy]. Hence [x, sy] = [u, tv], as required.
We may now state our main theorem which follows by Theorem 3.4.25,
Proposition 3.4.30 and Lemma 3.4.34.
Theorem 3.4.35 Let S be an inverse semigroup. For each McAlister func-
tion p: I × I → S the inverse Rees matrix semigroup IM(S, I, p) is Morita
equivalent to S, and every inverse semigroup Morita equivalent to S is iso-
morphic to one of this form.
Let S be an inverse monoid and suppose that p: I × I → S is a function
satisfying (MF1)–(MF5). Condition (MF5) says that For each e ∈ E(S) there
exists i ∈ I such that e ≤ pi,i. Thus, in particular, there exists i0 ∈ I such
that 1 ≤ pi0,i0 . But pi0,i0 is an idempotent and so 1 = pi0,i0 . Suppose now that
p: I×I → S is a function satisfying (MF1)–(MF4) and there exists i0 ∈ I such
that 1 = pi0,i0 . Every idempotent e ∈ S satisfies e ≤ 1. It follows that (MF5)
holds. Thus in the monoid case, the functions p: I×I → S satisfying (MF1)–
(MF5) are precisely what we called normalized, pointed sandwich functions
in [22]. Furthermore, the inverse semigroups Morita equivalent to an inverse
monoid are precisely the enlargements of that monoid [9, 25]. Thus the
theory developed in pages 446–450 of [22] is the monoid case of the theory
we have just developed.
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