A class of structures satisfies the extension preservation theorem if, on this class, every first order sentence is preserved under extension iff it is equivalent to an existential sentence. We consider different acyclicity notions for hypergraphs (γ, β and α-acyclicity and also acyclicity on hypergraph quotients) and estimate their influence on the validity of the extension preservation theorem on classes of finite structures. More precisely, we prove that γ-acyclic classes (with some closure properties) satisfy the extension preservation theorem, whereas β-acyclic classes do not. We also extend the validity of the extension preservation theorem for a generalization of γ-acyclicity that we call γ-acyclic k-quotient. To achieve this, we make a reduction from finite structures to their k-quotients and we use combinatorial arguments on γ-acyclic hypergraphs.
Introduction
Preservation theorems on finite structures have been studied in several articles in the last years (for instance [RW95] , [AG97] , [GR99] , [ADK04] , [ADG05] and [Ros08] ). Most of them had been stated before in classical model theory, but the restriction to finite structures, and more generally to certain classes of finite structures, has its own methods and results. Indeed classical tools such as the compactness, completeness and interpolation theorems fail in the finite case and it turns out that many preservation theorems are also false (cf. [Ros02] ). For instance, the classical extension preservation theorem of Los and Tarski fails on the class of all finite structures (cf. [Tai59] ). Recently, Atserias, Dawar and Grohe have shown the interest of restricting further the classes of finite structures (cf. [ADG05] ). They have obtained a positive result for the extension preservation theorem on different families of classes. One of them is the starting point of our study: the classes of finite structures with acyclic Gaifman graph. In this case, the maximum arity in the signature must be at most 2 since the Gaifman graph of any structure with a relation of arity greater than 2 has a cycle. However different notions of acyclicity have been defined in the context of hypergraphs that generalize graph acyclicity. This allows us to consider acyclicity for structures with relations of any arity. One may cite (ordered by inclusion): Berge, γ, β and α-acyclicity that slightly differ on their definition of a cycle. Such notions have some importance in hypergraphs and algorithms theory (cf. [Fag83] and [TY84] ) but also in the context of databases in which α-acyclic conjunctive queries form an important tractable class (cf. [Yan81] and [PY99] ).
In this paper, while considering these different generalizations of acyclicity of graphs to hypergraphs, we try to know how much we can enlarge the family of acyclic classes that satisfy the extension preservation theorem. We find a rather precise (and quite surprising) bound since we show that γ-acyclic classes which are closed under induced substructure and disjoint union satisfy the theorem and that these closure conditions do not suffice for β-acyclic classes. The investigation is pushed a little further as classes of hypergraph quotients are considered. Given a hypergraph H and a partition P of its vertices, one can easily define a quotient hypergraph H/P. If all sets of the partition are of size bounded by some constant k, we say that H/P is a k-quotient. A class of hypergraphs is with γ-acyclic k-quotient if each hypergraph in the class admits a k-quotient which is γ-acyclic. This notion contains γ-acyclicity and is not contained in β-acyclicity. In the context of hypergraphs of bounded arity, it can be seen as a particular refinement of the notion of bounded treewidth. We show that classes with γ-acyclic k-quotient satisfy the extension preservation theorem. This is the main result of the paper.
In Section 2, we recall some definitions and properties that we will use in the rest of the paper. In Section 3, we give the definitions of γ-acyclic quotients and the weaker notion of acyclic quotients and we compare them with some classic notions of acyclicity on hypergraphs. In Section 4, we state two extension preservation theorems that both generalize the extension preservation theorem on classes with acyclic Gaifman graph: the extension preservation theorems on classes with acyclic k-quotient and γ-acyclic classes. While the proof of the acyclic k-quotient case is obtained by some kind of logical reduction to a previous result from [ADG05] , the γ-acyclic case makes use of combinatorial techniques. These families of classes are incomparable for the inclusion relation. But they are both captured by the classes with γ-acyclic k-quotient. We show the extension preservation theorem in this more general case. The proof makes use of ingredients of the two previous theorems. In Section 5, we give a counterexample showing that we cannot extend the families of classes satisfying the extension preservation theorem to β-acyclic classes.
Preliminaries
The structures considered in this paper are all assumed to be finite and relational (i.e. the signatures σ we consider contain only relation symbols). A class will refer to a set of structures that is closed under isomorphism. A hypergraph is a couple H = (V, E) consisting of a finite set V and a set E of non-empty subsets of V. The elements of V are called vertices and those of E are called hyperedges. This is a generalization of graphs since a hypergraph with hyperedges of size 2 is a graph. The arity of a hypergraph is the size of its largest hyperedge.
There exist many notions that generalize on hypergraphs the acyclicity of graphs. We give the definitions of three of them: γ-acyclicity, β-acyclicity and α-acyclicity.
A hypergraph H = (V, E) is γ-acyclic if it contains no γ-cycle, i.e. no sequence (E 1 , x 1 , ..., E n , x n ) (with n ≥ 3) such that:
• the E i s are hyperedges of H,
• the x i s are vertices of H,
• for every i in [1, n − 1], x i belongs to E i and E i+1 and to no other E j and • x n belongs to E n and E 1 (and possibly to other E j s).
Equivalently, a hypergraph is γ-acyclic iff one obtains a hypergraph with no hyperedge after applying successively the following four rules (see [Fag83] for a proof):
1. If a vertex is isolated (i.e. it belongs to precisely one hyperedge), then remove that vertex from V and from the hyperedge that contains it.
2. If a hyperedge has one or zero element, then remove that hyperedge from E.
3. If two hyperedges contain precisely the same vertices, then remove one of those hyperedges from E.
4. If two vertices belong to precisely the same hyperedges, then remove one of those vertices from V and from every hyperedge that contains it.
A hypergraph is β-acyclic if it contains no β-cycle, i.e. no sequence (E 1 , x 1 , ..., E n , x n ) (with n ≥ 3) such that:
• the x i s are vertices of H and
• for every i in [1, n], x i belongs to E i and E i+1 and to no other E j (we assume that E n+1 refers to E 1 ).
The definitions of β and γ-cycles are quite similar. We can easily see that a γ-cycle is either a γ-cycle of length 3 or a β-cycle. It however makes a difference, especially in this study, where we will show that they do not agree for the extension preservation theorem. For α-acyclicity, we give a definition in terms of rules that we apply successively, but there are various equivalent definitions. A hypergraph is α-acyclic if one obtains a hypergraph with no vertex after applying successively the following two rules:
1. If a vertex is isolated, then remove that vertex from V and from the hyperedge that contains it.
2. If a hyperedge E is included in another hyperedge, then remove E from E.
An induced substructure of a structure A = (A, {R A : R ∈ σ}) is a substructure B of A induced by some B included in A, i.e. B = (B, {R A ∩ B r : R ∈ σ}) (r denotes here the arity of R). An extension of A is a structure E such that A is an induced substructure of E. A sentence φ is preserved under extension on a class C if every extension in C of a model of φ in C is also model of φ. Existential first order sentences (or just existential sentences) are those obtained from atomic formulae and negations of atomic formulae (i.e. formulae of the form Rx 1 ...x r and ¬Rx 1 ...x r ) by using only disjunctions, conjunctions and existential quantifications. So the difference with the whole first order logic is that we cannot use universal quantifications and the negation can only be used before an atomic formula. A minimal model of a sentence φ on a class C is a structure A in C such that A |= φ and no proper induced substructure of A that is in C satisfies φ. In other words, it is a model of φ that is minimal among the models of φ in C. We will sometimes use the following classical lemma (see for instance [AG97] ):
Lemma 2.1. Let C be a class of finite structures closed under induced substructure and let φ be a first order sentence. The following assertions are equivalent:
• φ has a finite number of minimal models (up to isomorphism) and is preserved under extension on C.
• φ is equivalent on C to an existential sentence.
3 Hypergraphs quotients and acyclicity 3.1 Hypergraphs quotients Definition 3.1. Let H = (V, E) be a hypergraph. If P = {P i : i ∈ I} is a partition of V (i.e. the P i s are non-empty and pairwise disjoint and their union is equal to V), we define the quotient hypergraph of H with respect to P, also written H/P, as follows: the vertices of H/P are the elements of P and {P i 1 , ..., P im } is a hyperedge of H/P iff there exist E ∈ E and non-empty subsets
In other words, the set of hyperedges of H/P is {{P ∈ P : P ∩ E = ∅} : E ∈ E}.
Remark 3.2. A direct consequence of the definition is that the arity of a quotient hypergraph H/P is necessarily less or equal to the arity of H.
In a sense, taking the quotient of a hypergraph consists in having a far look at it. Instead of distinguishing each vertex, we gather some sets and we obtain a new hypergraph respecting the initial arrangement of the vertices but in a simpler way (with less vertices and less hyperedges). Figure 1 gives an example of a quotient hypergraph.
If we are interested in the shape that can have the quotients of a given class of hypergraphs, it is more judicious to give an upper bound on the size of the possible P i s. Without a bound on this size, it is easily seen that they each have for quotient the hypergraph with one vertex and one hyperedge (or no hyperedge if E = ∅). Definition 3.3. A k-quotient of a hypergraph H is a quotient H/P such that max{|P | : P ∈ P} ≤ k.
Comparison of acyclicity notions
Definition 3.4. A k-quotient of a hypergraph is acyclic if its arity is bounded by 2 (i.e. the hyperedges of this quotient are each of size at most 2) and the graph formed by its hyperedges of size 2 is acyclic.
For instance, any cycle has an acyclic 2-quotient. To see this, assume that G is a cycle of size n + 1 with vertices 0, 1, ..., n arranged in this order. We consider the partition
We easily check that G/P is the path which connects, for all k in [0, ⌊n/2⌋ − 1], {k, n − k} and {k + 1, n − (k + 1)}. Figure 2 illustrates the case n = 11. An example of a hypergraph of arity greater than 2 with an acyclic quotient is given in a proof of a next section (see Figure 5 ). In the context of graphs, an acyclic k-quotient is also called a strong tree decomposition of width k or a k-bounded tree-partite graph (cf. [See85] ). Note also that a graph of domino treewidth at most k has necessarily an acyclic (k + 1)-quotient (cf. [BE97] ).
We will be interested in classes of hypergraphs having an acyclic and, more generally, γ-acyclic k-quotient. We begin with a comparison of these two notions with different classic notions of acyclicity. We only consider classes of hypergraphs with bounded arity because we are interested in hypergraphs associated with finite relational structures over a fixed signature. The links we establish here are depicted in Figure 3 . We can easily check that the implications on this figure are strict (the reverses are false). In the context of bounded arity, the implications γ-acyclic ⇒ β-acyclic ⇒ α-acyclic ⇒ bounded treewidth are well known (see for instance [Fag83] and [GP01] ). As already noticed, these three notions are generalizations of the acyclicity of graphs, that is to say, acyclicity, γ-acyclicity, β-acyclicity and α-acyclicity coincide on graphs. bounded arity: γ-acyclicity, β-acyclicity, α-acyclicity, bounded treewidth, bounded acyclic quotient and bounded γ-acyclic quotient.
γ-acyclic ⇒ bounded acyclic quotient: There is a class M = {M n : n ≥ 2} of γ-acyclic hypergraphs (of arity bounded by 3) such that, for every k, there is an element of M that does not have an acyclic k-quotient. The hypergraphs (M n ) n≥2 are defined as follows. In M n , there are n + 1 vertices p 1 , ..., p n+1 that form a path and, for every i in [1, n], there are 2n − 1 vertices p 1 i , ..., p 2n−1 i that are connected to p i and p i+1 . An example (for n = 3) is given on Figure 4 . More formally, we have M n = (V n , E n ) with
We can easily see it using the algorithm that applies successive rules described in the preliminaries. Applying rule 1 several times removes every p j i , and then applying rule 3 yields a simple path {p 1 , p 2 }, ..., {p n , p n+1 }. We then erase all those remaining edges using rules 1 and 2 successively.
Moreover M n has no acyclic n-quotient. Indeed, let P be a partition of V n such that all elements of P are of size at most n and H/P is acyclic. For every i in [1, n], if p i is in another element of P than p i+1 (say for example p i ∈ P and p i+1 ∈ Q with P = Q), then the vertices p 1 i , ..., p 2n−1 i must all be in P ∪ Q (because, if some p j i belongs to an R different from P and Q, the triangle P QR would be included in a hyperedge of H/P). So P or Q should be of size greater than n which is a contradiction. So every p i must be in a same P . But this means that |P | ≥ n + 1 and this is also impossible. bounded acyclic quotient ⇒ α-acyclic: As seen in the example illustrated on Figure 2 , cycles are examples of α-cyclic hypergraphs that have an acyclic 2-quotient.
β-acyclic ⇒ bounded γ-acyclic quotient: This is a consequence of our study. The class C of Section 5 is an example of a β-acyclic class such that, for every k, C is not with γ-acyclic k-quotient.
bounded γ-acyclic quotient ⇒ bounded treewidth: Let H be a hypergraph and let H/P be a γ-acyclic k-quotient of H. Since H/P is γ-acyclic it has a tree decomposition T of width at most h − 1 where h is the size of the largest hyperedge of H/P (it is bounded according to Remark 3.2). We can thus define a tree decomposition of H of width at most hk − 1 as follows. The vertices of the tree decomposition are {∪X : X is a vertex of T } and a couple (∪X, ∪Y ) forms an edge iff (X, Y ) is an edge of T .
Extension preservation theorems
In this section we present a generalization of one of the theorems from [ADG05] , namely the extension preservation theorem on classes of acyclic finite structures. More precisely we show that, for every k, the extension preservation theorem holds on classes of finite structures having a γ-acyclic k-quotient. We begin with proving the result on two smaller families of classes: classes with an acyclic quotient and γ-acyclic classes. The proof of the more general theorem puts together ingredients of these two weaker results.
In [ADG05] it is also shown that, for every k, the extension preservation theorem holds on T k , the class of all finite structures of treewidth at most k. Even though each class having a γ-acyclic k-quotient is included in some T l (cf. Figure 3 ), this does not imply our result. Indeed extension preservation theorems do not restrict to subclasses, because preservation under extension and existential definability are both affected when considering a subclass.
Notation 4.1. To each finite structure A, there corresponds a hypergraph H(A) := (A, {{a 1 , ..., a n } : ∃R ∈ σ A |= Ra 1 ...a n }).
Definition 4.2. A finite structure A has an acyclic k-quotient (resp. has a γ-acyclic k-quotient, is γ-acyclic or is β-acyclic) if H(A) has an acyclic k-quotient (resp. has a γ-acyclic k-quotient, is γ-acyclic or is β-acyclic).
Preservation theorem on classes with acyclic k-quotient
The following result is a generalization of the one in [ADG05] about classes of acyclic finite structures (i.e. whose Gaifman graphs are acyclic). Indeed every class of acyclic finite structures C is obviously with acyclic 1-quotient (for each A ∈ C, it suffices to consider the quotient of H(A) with respect to {{a} : a ∈ A}). Our proof makes use of the existence of an acyclic k-quotient for each structure in a class C and then consists in making a reduction to the acyclic case of [ADG05] .
Theorem 4.3. Let k ≥ 1 be an integer and let C be a class of finite structures having an acyclic k-quotient that is closed under induced substructure and disjoint union. Let φ be a first order sentence. Then φ is preserved under extension on C if and only if φ is equivalent on C to an existential sentence.
Proof. It is well known that, if a sentence is equivalent on C to an existential sentence, then it is preserved under extension on C.
It remains to prove the other implication. Let σ be a relational signature. Suppose the elements of C are σ-structures and let φ be a first order sentence on σ of quantifier rank q that is preserved under extension on C. Our aim is to show that the minimal models of φ on C cannot exceed a certain size because it is equivalent to the fact that φ is definable on C by an existential sentence (Lemma 2.1 of the preliminaries). We prove it by finding, for every sufficiently large A ∈ C, a proper induced substructure S and an extension E also in C that are equivalent under ≡ q . It will allow us to conclude because, in this case, A cannot be a minimal model of φ on C for otherwise the preservation under extension of φ would ensure that E |= φ and then S |= φ because S ≡ q E (which would contradict the minimality of A). We will use the following result from [ADG05] : for every relational signature θ of arity at most 2 (i.e. the elements of θ all have an arity ≤ 2), there exists an N θ such that every acyclic structure on θ (i.e. whose Gaifman graph is acyclic) of size ≥ N θ has a proper induced substructure and an extension (which is the disjoint union of the structure itself and one of its induced substructures) that are equivalent under ≡ q .
We first define a new signatureσ of arity at most 2. With each structure A ∈ C, we will associate an acyclicσ-structureÃ. The new signatureσ will enable us to fully describe A by using only unary and binary relations on the P i s, where P = {P i : i ∈ I} is a partition of A such that the k-quotient H(A)/P is acyclic. With the signatureσ, we will be able to express the relations satisfied in A restricted to a P i (unary relations ofσ) or the relations involving elements of two different P i s (binary relations ofσ). Every relation of A will be considered this way because H(A)/P is precisely of arity at most 2. Let's see that in detail.
We defineσ as the union of
where the L j s and the R i 1 ...ir s are unary relations, the R d 1 ...dr i 1 ...ir s are binary relations and, for all R in σ, r is the arity of R. Let A be an element of C. There exists a partition P = {P i : i ∈ I} of A such that the k-quotient H(A)/P is acyclic. For each P i , we consider any ordering on its elements, so that we will be allowed to talk about the first, the second, ..., the n-th element of P i . We associate with A theσ-structureÃ defined as follows. We setÃ := P. For each i, j, we say that P i ∈ LÃ j iff |P i | = j. It remains to give, for each R ∈ σ, the interpretation of the relations of the form R i 1 ...ir and R d 1 ...dr i 1 ...ir onÃ. As the arity of H(A)/P is at most 2, we know that every tuple of a relation R A involves only elements of at most two different P i s. Thus we only have two cases to investigate. Suppose that (a 1 , ..., a r ) ∈ R A , where the (a l ) l∈ [1,r] all are in the same P i , and that, for every l in [1, r], a l is the i l -th element of P i . So we decide that, in this case and only this case, P i ∈ RÃ i 1 ...ir . Suppose now that (a 1 , ..., a r ) ∈ R A , where each a l is in P i ∪ P j (and not only in P i or P j ). For every l in [1, r], we assume also that a l is the i l -th element of P i or P j , and we set d l := 0 if a l ∈ P i and d l := 1 if a l ∈ P j . So we decide that, in this case and only this case, (
. To give a better description of this construction, let's see an example. Example 4.4. We consider a signature τ = {B, T }, where B is binary and T is ternary. Let N be a τ -structure such that N = {a, b, c, d, e, f, g, h}, T N = {(a, b, c), (c, d, e), (e, f, g)} and B N = {(g, h)}. We define the partition Q := {Q 1 , Q 2 , Q 3 } with Q 1 = {a, b, c}, Q 2 = {d, e} and Q 3 = {f, g, h}. For each element of Q, we use the same ordering than the one we just used by calling them (for instance, c is the third element of Q 1 and g is the second element of Q 3 ). Theτ -structureÑ associated with N thus satisfies As H(A)/P is acyclic, the Gaifman graph ofÃ is also acyclic. Assume furthermore that |A| ≥ kNσ. Then we have |Ã| ≥ Nσ because P is a partition of A and max{|P i | : i ∈ I} ≤ k.
Thus, by the result from [ADG05] ,Ã has a proper induced substructureS and an extensioñ E (equal to the disjoint union ofÃ and one of its induced substructures that we'll callF) that are equivalent under ≡ q . Equivalently, there exists a winning strategys for Player II in the Ehrenfeucht-Fraïssé game with q moves betweenS andẼ.
We can now define the structures S and E that we wanted to obtain. S is the substructure of A induced by ∪S and E is the disjoint union of A and the substructure of A induced by ∪F (as usual,S andF are the domains ofS andF ).
It remains to show that S and E satisfy the required properties, i.e.
• S is a proper induced substructure of A,
• E is an extension of A,
• S and E belong to C and
First, S is by definition an induced substructure of A, and it is proper becauseS P. Since C is closed under induced substructure, S ∈ C. The structure E is an extension of A because it is the disjoint union of A itself and of the substructure F of A induced by ∪F . Again, F ∈ C because C is closed under induced substructure. Thus E ∈ C because C is closed under disjoint union. To finish it remains to show that S ≡ q E. To see this we describe a winning strategy s for Player II in the EF game with q moves between S and E. We can already notice that the existence of s seems intuitively clear. Indeed the strategys describes, in a way, moves in form of tuples for S and E (i.e. I plays a tuple and II answers a tuple) because the P i s are ordered sets. And if II knows what to answer to a tuple, he will know what to answer to just a point. Note that the reverse is not so clear. Indeed the existence of a winning strategy in the EF game between S and E does not seem to directly provide a winning strategy in the EF game betweenS andẼ. However, it is only the former case that concerns us. Let's see it in detail.
Suppose that, in the m first moves (with m < q), I and II chose, for every i in [1, m], the elements a i and b i in parts P a i (element ofS) and P b i (element ofẼ), and that it was a winning strategy for II, i.e. the mapping
is a partial isomorphism from S to E. In the strategy we describe, we make sure that, for every i in [1, m], a i and b i are the n i -th elements of P a i and P b i (i.e. the position of a i in P a i is the same as the position of b i in P b i ) and that the choices P a 1 ...P am and P b 1 ...P bm correspond to a winning strategy for II. In the (m + 1)-th move, say that I chooses a point a m+1 in S and that a m+1 is the i m+1 -th element of a certain P a m+1 . Let P b m+1 be the point chosen by II according to the strategys (see above) in the (m + 1)-th move after I and II having chosen P a 1 , ..., P am and P b 1 , ..., P bm . As the mapping
is a partial isomorphism fromS toẼ, P a m+1 and P b m+1 satisfy the same L t (with t ≥ i m+1 ), i.e. P a m+1 and P b m+1 have the same size. Player II then chooses for b m+1 the i m+1 -th element of P b m+1 . Let's show that the mapping
is a partial isomorphism from S to E. Let R ∈ σ be an r-ary relation and let j 1 , ..., j r be indices in {1, ..., m + 1}. Suppose first that {j 1 , ..., j r } ⊂ {1, ..., m}. In this case, we immediately have S |= Ra j 1 ...a jr iff E |= Rb j 1 ...b jr because g is a partial isomorphism. Suppose now that at least one j u equals m + 1. We distinguish between two cases. The first one is when S |= Ra j 1 ...a jr and all a jv s belong to the same P i . So they all belong to P a m+1 because j u = m + 1 and a m+1 ∈ P a m+1 . Thus, in this case, S |= Ra j 1 ...a jr iffS |= R i j 1 ...i jr P a m+1 which is equivalent toẼ |= R i j 1 ...i jr P b m+1 becauseh is a partial isomorphism. This is also equivalent to E |= Rb j 1 ...b jr , and that is exactly what we needed. The second case is when all a jv s are either in P a m+1 or in some P a l . So this time we have the equivalence of S |= Ra j 1 ...a jr with
(the d w s depend on a jw belonging to P a l or P a m+1 ) and then with
again becauseh is a partial isomorphism. This is also equivalent with E |= Rb j 1 ...b jr , which proves that h is a partial isomorphism. We use exactly the same arguments (but exchanging E for S, E for S, ...) if I chooses, in his (m + 1)-th move, a point a m+1 in E instead of S. The winning strategy s that we just described completes the proof that S and E satisfy the four properties listed above, and the Theorem follows.
Preservation theorem on γ-acyclic classes
We will show the extension preservation theorem on classes of γ-acyclic finite structures. It is also a generalization of the result in [ADG05] concerning acyclic structures because an acyclic graph is a special case of a γ-acyclic hypergraph. To prove it, we will make use of Theorem 4.3. However, none of these results implies the other. Indeed, as already noticed in a previous section (see Figure 3) , we have the two following facts: there are classes with acyclic 2-quotient that are not α-acyclic (and then not γ-acyclic) and there are γ-acyclic classes that, for any k, are not with acyclic k-quotient.
We will also need the following version of the Sunflower Lemma (a classical combinatorial result from [ER60] ):
Lemma 4.5. Let r ≥ 1 and p ≥ 1 be integers and let H be a collection of non-empty sets all of size at most r. There exists a constant c r,p such that, if |H| > c r,p then there exists F ⊂ H such that F is a sunflower with p petals i.e. the intersections X i ∩ X j (with i = j) of elements of F = {X 1 , ..., X p } are all equal to the same set Y (possibly empty) and the petals X i \ Y are not empty. Theorem 4.6. Let C be a class of γ-acyclic finite structures that is closed under induced substructure and disjoint union and let φ be a first order sentence. Then φ is preserved under extension on C if and only if φ is equivalent on C to an existential sentence.
Proof. As already noticed, the if part of the equivalence is trivial. Let φ be a first order sentence preserved under extension on C and of quantifier rank q. We again use the method described in [ADG05] , i.e. we will prove that any sufficiently large structure of C has a proper induced substructure and an extension that are equivalent under ≡ q . To achieve this, we show that there is a k such that every sufficiently large structure in C either has a hyperedge that is connected to many other hyperedges or has an acyclic k-quotient. In the former case we use combinatorics and an EF game argument and in the latter we can conclude as in the proof of 4.3.
Let A ∈ C be a large structure and let H(A) = (A, E) be its associated hypergraph. We begin with describing a partition P of A such that H(A)/P is an acyclic graph. We will then choose a sufficiently large k and distinguish between the case where there is an element of P of size greater than k and the case where all elements of P are of size at most k.
The partition P is inductively constructed. We first choose any hyperedge E 0 of H(A) and set P 0,0 := E 0 and n 0 := 1. At each step i (with i ≥ 1), we define n i elements (P i,j ) j∈[0,n i −1] of P. Suppose we have already defined P k,j for all k in [0, i − 1] and all j in [0, n k − 1]. Let S i−1 be the set of vertices already considered, i.e. the vertices that belong to some P k,j : 
If F i = ∅ and S i−1 = A, we choose any hyperedge E i disjoint from S i−1 and set P i,0 := E i and n i := 1. We repeat the preceding process until S i−1 = A. We set:
where n is the last step of the construction. Figure 6 gives an example of such a construction. In addition, for all i, we define P i as the set of elements of P that have been defined at the i-th step, i.e.
We prove that H(A)/P is an acyclic graph. To see this, it suffices to prove, for every i in [1, n − 1] and every j in [0, n i − 1], the three following facts concerning H(A)/P:
1. P i,j is connected to at most one element of P i−1 .
2. P i,j is not connected to any element of a P l with l smaller than i − 1. Figure 6 : A γ-acyclic hypergraph H and the construction of a partition P such that H/P is an acyclic graph. The regions within the dotted lines correspond to the elements of P.
→ →
3. P i,j is not connected to another element of P i .
We recall that two elements U and V of P are connected in H(A)/P if there is a hyperedge of H(A)/P that contains U and V . In other words, U and V are connected if there is a hyperedge of H(A) that contains at least one element of U and one element of V .
Proof of Fact 1: Suppose P i,j is connected to two elements P i−1,j 1 and P i−1,j 2 of P i−1 . It is easy to see that two different elements Q t,t 1 and Q t,t 2 defined at the same step t of the construction intersect the same connected component of S t−1 . So there is a path ∆ in S i−2 that connects a vertex d 1 ∈ P i−1,j 1 and a vertex d 2 ∈ P i−1,j 2 . We assume ∆ is of minimal length. By taking a minimal path ∆ ′ from d 1 to d 2 with hyperedges intersecting P i,j (hyperedges of Q i,j ), we close the path ∆ and obtain a γ-cycle. Indeed, except for d 1 and d 2 , the vertices and hyperedges of ∆ ′ are different from those of ∆ because if a hyperedge of ∆ ′ was intersecting S i−2 , then this hyperedge would be in some
Proof of Fact 2: If P i,j was connected to an element of a P l with l smaller than i − 1, P i,j would belong by definition to P l+1 which is a contradiction.
Proof of Fact 3: To prove that P i,j cannot be connected to another element P i,j ′ of P i , we distinguish between two cases. If there was a hyperedge intersecting S i−1 , P i,j and P i,j ′ , it would belong to F i and it would connect the two connected components Q i,j and Q i,j ′ of (∪F i , F i ) (which is a contradiction). There is no hyperedge disjoint from S i−1 that intersects P i,j and P i,j ′ , otherwise there would be a γ-cycle going through this hyperedge, P i,j , S i−1 and P i,j ′ . We have just seen that H(A)/P is an acyclic graph but it is not necessarily a bounded quotient, i.e. the size of the largest P i,j may be not bounded as we consider every element A of C. However, in case there is a P i,j of size greater than some sufficiently large k, we find a proper induced substructure S of A such that S ≡ q A. The structure S will consist of A without some "branch" among many branches connected to P i,j .
We first need to prove the following: every set Q i,j ∩ S i−1 is included in a hyperedge of E. More precisely, we show that Q i,j ∩ S i−1 is included in a hyperedge of F i,j , where F i,j is the subset of hyperedges of F i that induce Q i,j , i.e.
(Note that other hyperedges of F i are all disjoint from Q i,j because the Q i,j s are the connected components of (∪F i , F i )). To prove this, let E be a hyperedge of F i,j such that E ∩S i−1 is maximal for inclusion, i.e. there is no E ′ in F i,j that satisfies E ∩S i−1 E ′ ∩S i−1 . Suppose that Q i,j ∩ S i−1 is not included in E. We can then partition F i,j in two non-empty subsets: the hyperedges D such that D ∩ S i−1 ⊂ E ∩ S i−1 and the other hyperedges of F i,j . Since Q i,j is connected, there are two hyperedges that intersect and that belong to different subsets of the preceding partition, i.e. there are hyperedges D and F in F i,j such that:
In both cases, we have the following:
• there is a vertex e in D ∩ F ,
If there was a hyperedge C containing d and f , then
would be a γ-cycle. Else let C 1 be a hyperedge connecting d and S i−2 , C l a hyperedge connecting f and S i−2 , and (c1, ..., c l ) a path of minimal length with hyperedges included in S i−2 such that c 1 ∈ C 1 and c l ∈ C l . In this case
would be a γ-cycle. This is a contradiction, so Q i,j ∩ S i−1 ⊂ E.
In particular, this implies that every Q i,j ∩ S i−1 is of size less than r, where r is the maximum arity of relations in σ. Thus, if P i,j is sufficiently large, we can assume that there is at least one element x in Q i,j ∩ S i−1 that belongs to many hyperedges of F i,j . Let E x be the set of restrictions to P i,j of hyperedges in F i,j that contain x, i.e.
We can apply Lemma 4.5 to r, p and E x , where p is an integer that will be specified later, and we obtain a sunflower F x subset of E x with p petals. Just note that if P i,j was large enough then E x too, and thus we can obtain a sunflower F x such that its size p is as large as we want.
Let I be the common intersection of the sunflower F x and let F xt \ I with t in [1, p] be the petals. Let T i,j be the union of Q i,j and every element a of A \ S i−1 such that there exists a path from a to an element of P i,j with no hyperedge of the path included in S i−1 . Removing the set I ∪ S i−1 from T i,j splits it in connected components in the hypergraph H(A) minus I ∪ S i−1 :
We call these components T u s. Observe that no T u can intersect two different petals. Indeed suppose there are two petals F xg \ I and F xh \ I and the associated hyperedges E xg and E xh (i.e. F xg = E xg \ S i−1 and F xh = E xh \ S i−1 ) both containing x such that there is a path from E xg to E xh (E xg , c 1 , C 1 , ..., C l , c l+1 , E xh ) where each C t is a hyperedge not included in I ∪ S i−1 and the c t s are in A \ (I ∪ S i−1 ). Then, if l is minimal, the path (E xg , c 1 , C 1 , ..., C l , c l+1 , E xh , x) is a γ-cycle (indeed we have l ≥ 1 because else c 1 would be a common vertex of F xg \ I and F xh \ I). Thus, for each petal F xt \ I, there is exactly one T t that contains it, and we can define a structure A t as the substructure of A induced by T t ∪ I ∪ (Q i,j ∩ S i−1 ). Figure 7 illustrates the preceding construction. We will consider the q-type of the A t s on the signature σ augmented with some constants. For each element e in I ∪ (Q i,j ∩ S i−1 ), we define a constant c e . Let τ := σ ∪ {c e : e ∈ I ∪ (Q i,j ∩ S i−1 )}.
As I and Q i,j ∩ S i−1 are both contained in some hyperedge of H(A), we know that |I ∪ (Q i,j ∩ S i−1 )| ≤ 2r. It is well known that the number of q-types (i.e. of equivalence classes for ≡ q ) on any relational signature augmented with a finite number of constants (here at most 2r) is finite. On each A t , we interpret the constant c e as the element e, i.e. c At e := e. If p is large enough, there are at least q + 1 A t h with h in [1, q + 1] that have the same type, i.e. that are equivalent under ≡ q (when considered as τ -structures). We can check, via an EF game with q moves, that A and its proper substructure S induced by A \ T t 1 are equivalent under ≡ q . A winning strategy consists in the following. If Player I plays an element that is not in some A t h with h in [1, q + 1], Player II chooses the same element (but of course in the other structure). If I plays an element of an A t h , II chooses an appropriate element in some A t l . An appropriate element, i.e. an element that allows II to win the game, exists because A t h ≡ q A t l , there is no relation involving elements of different T t s, and on the remaining part of the A t s (i.e. I ∪ (Q i,j ∩ S i−1 )), each element is associated with itself (as it is the interpretation of some constant). Note that there are enough A t l s for II at each move because there are q A t h s in S and q + 1 A t h s in A, and there are only q moves in the game.
We now set the value of k so that, for every A in C, if there is a P i,j of size greater than k, we can find an S as above (we have seen that it is possible if k is sufficiently large). The minimal models of φ on C cannot have a P i,j of size greater than k because the existence of an S for such a minimal model would contradict the minimality. Thus minimal models of φ on C have necessarily an acyclic k-quotient. So, by Theorem 4.3, the minimal models of φ on C have a bounded size.
Preservation theorem on classes with γ-acyclic k-quotient
We are yet ready to state the most general extension preservation theorem of our study. Indeed it implies the extension preservation theorems on classes with acyclic k-quotient and on γ-acyclic classes. We however needed to do this preliminary work. We take ingredients of the two previous subsections to show the following theorem.
Theorem 4.7. Let k ≥ 1 be an integer and let C be a class of finite structures having a γ-acyclic k-quotient that is closed under induced substructure and disjoint union. Let φ be a first order sentence. Then φ is preserved under extension on C if and only if φ is equivalent on C to an existential sentence.
Proof. As usual, we only have to prove the only if part of the equivalence. We use Theorem 4.6 and the same technique as in the proof of Theorem 4.3. Let φ be a first order sentence on σ of quantifier rank q that is preserved under extension on C. Every A in C has a γ-acyclic k-quotient H(A)/P. This quotient allows us to define a γ-acyclic structureÃ with domainÃ := P on a new signatureσ. The signatureσ must be rich enough so that the interpretations of elements ofσ onÃ describe completely A, exactly as the signaturẽ σ in the proof of Theorem 4.3. We defineσ as the union of
, where the L j s are unary relations, p is the maximum size of hyperedges in H(A)/P (which is bounded by the maximum arity of relations in σ according to Remark 3.2), and, for all R in σ, r is the arity of R and the R s are m-ary relations. As in the proof of Theorem 4.3, the L j s are interpreted as the sizes of the P i s. We choose any ordering for each P i ∈ P. Let R be a relation in σ and (a 1 , ..., a r ) be an r-uple in R A such that, for every l in [1, r], a l is the i l -th element of P n l where the P n l s are m different elements of P. We label each P n l with a number d l in [0, m − 1] so that two P n l s have different labels if and only if they are different. For each R, each tuple (a 1 , ..., a r ) in R From Theorem 4.6, we know that every γ-acyclic structure large enough has a proper induced substructure and an extension that are equivalent under ≡ q . So, if a structure A in C is large enough then, as the elements of P are all of size at most k,Ã (which is γ-acyclic) must be large too and thus must have a proper induced substructureS and an extensionẼ that are equivalent under ≡ q . We easily check, via an EF game with q moves (as in the proof of Theorem 4.3), that the proper substructure S of A induced by ∪S (its associatedσ-structure is indeedS) and the extension E of A of associatedσ-structureẼ are equivalent under ≡ q . Thus, we have proved that minimal models of φ on C have a bounded size.
The β-acyclic case
In this section, we give a counterexample showing that Theorem 4.7 is no longer true when considering β-acyclic classes instead of classes with γ-acyclic k-quotient. However we show that the extension preservation theorem is true on the class of every β-acyclic finite structures (for any given signature).
The counterexample must consist of a class C of finite structures and a first order sentence φ that satisfy the following properties:
1. C is closed under induced substructure and disjoint union.
Every
3. φ is preserved under extension on C.
4. φ is not equivalent to an existential sentence on C (i.e. the number of minimal models of φ on C is infinite).
We consider a signature {T } with T of arity 3. Note that the signature in a counterexample necessarily contains a relation of arity at least 3, because on structures of arity at most 2 the acyclicity notions coincide. To obtain the counterexample, we first describe a set D of β-acyclic structures D n (n ≥ 2). Then C will be the closure of D under induced substructure and disjoint union and φ will be a sentence saying "I contain a D n ". But let's begin with the description of D n . Each D n contains n points p 1 , ..., p n and a special point s that is connected to every p i . The p i s form a segment for the relation T with p 1 and p n for extremities. More precisely, we have As already mentioned, C is the closure of D = {D n , n ≥ 2} under induced substructure and disjoint union. So Property 1 above is obviously satisfied.
Every D n ∈ D is β-acyclic. Indeed, a β-cycle cannot contain the vertex s because it belongs to every hyperedge, and the other vertices and hyperedges form a path and then do not contain a β-cycle. Moreover, induced substructures and disjoint unions of β-acyclic structures are also β-acyclic. This proves Property 2. Note that, for every n greater than 3, D n is γ-cyclic. For instance,
is a γ-cycle.
Let φ be the sentence ∃x∃y∃z(x = y ∧ x = z ∧ y = z ∧ T xyz ∧ ∀u∀v (T xuv ⇒ (T uuu ∨ ∃aT xau) ∧ (T vvv ∨ ∃bT xvb))).
The sentence φ asserts that there exists an x (the point s) belonging to at least one relation and such that every points u and v involved in a relation T xuv satisfy the following:
• if u is not the left extremity, it is connected to another point on its left and
• if v is not the right extremity, it is connected to another point on its right.
On C, this sentence means "containing a D n ". The minimal models of φ on C are the D n s (because no D n is a substructure of a D m with m = n) and every extension of a structure containing a D n contains also a D n . This proves Properties 3 and 4.
So the closure conditions of Theorem 4.7 are not sufficient in the β-acyclic case. However we still have the extension preservation theorem in the following special case.
Theorem 5.1. For every σ, the class C β,σ of every β-acyclic finite σ-structures satisfies the extension preservation theorem.
Proof. This is an application of the "closure under union over bottlenecks" criterion from [ADG05] . A bottleneck is a set of vertices of bounded size whose removal produces a large scattered set (i.e. a set where the distance between any two elements is at least a certain constant). The union A ⊕ S B of two structures (or two hypergraphs) A and B over a set S is the structure whose domain is the union of A and B where we identify the elements of S and the remaining elements are disjoint. Atserias, Dawar and Grohe show that if C is a class of finite structures with the property that each element of C has a bottleneck such that C is closed under union over these bottlenecks then C satisfies the extension preservation theorem. A β-acyclic hypergraph H is also α-acyclic and thus has a join tree, i.e. a tree decomposition T of the Gaifman graph of H whose bags are the hyperedges of H. By the argument in the proof of Lemma 2 of [ADK04], we find a bottleneck among subsets of these hyperedges. We can even assume that bottlenecks are among the hyperedges (for instance doing the argument with p + 1 petals and taking any of the p + 1 elements as the bottleneck...). So it suffices to prove that C β,σ is closed under union over hyperedges.
Let A and B be structures of C β,σ and let I = H(A) and J = H(B) be their associated β-acyclic hypergraphs. We assume that there is a hyperedge S common to I and J . If there is a β-cycle in I ⊕ S J , it must have hyperedges
• E 1 , ..., E i of I,
• E i+1 , ..., E j−1 of J and
• E j , ..., E n of I with E i and E j intersecting S respectively in x i and x j−1 . The hyperedges E i and E j cannot be both equal to S (the E l s are necessarily different). If E j = S, then (E 1 , ..., E i , x i , E j , ..., E n ) is a β-cycle of I. If E i = S, then (E 1 , ..., E i , x j−1 , E j , ..., E n ) is a β-cycle of I. If E i and E j are different from S, then (E 1 , ..., E i , x i , S, x j−1 , E j , ..., E n ) is a β-cycle of I. In each case we have a contradiction. So I ⊕ S J (which is equal to H(A ⊕ S B)) is β-acyclic. Thus A ⊕ S B belongs to C β,σ . Figure 9 summarizes the boundaries we have established throughout the paper between families of classes that satisfy the extension preservation theorem and families that do not. As far as the extension preservation theorem is concerned, γ-acyclicity is the "good" generalization of acyclicity of graphs to hypergraphs among γ, β and α-acyclicity. In a way, it shows that there is a gap between the expressive power of FO on γ-acyclic classes and β-acyclic classes. Indeed, we cannot express in FO a query refuting the theorem on γ-acyclic classes and even on classes with γ-acyclic quotient, whereas we have done it for a certain β-acyclic class.
Conclusion

