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Aunque la idea de organización modular de la mente se remonta a la pro- 
puesta de facultades mentales innatas ya presente en la filosofia de la escuela es- 
cocesa y en la de Kant, y probablemente podemos encontrar antecedentes en 
épocas anteriores, la concepción moderna de la modularidad se desarrolla de 
forma independiente a esta tradición filosófica y también a la idea de organiza- 
ción modular del cerebro central en la frenologia de Gall. La concepción mo- 
derna sobre la modularidad se inicia en 10s años cincuenta con la aparición de 10s 
primeros ordenadores y 10s primeros trabajos en el kea  de la inteligencia artifi- 
cial (IA) y la psicologia cognitiva. En esta forma de entender la modularidad el 
concepto de módulo va ligado claramente a la concepción computacional de la 
inteligencia y posee un estatus científic0 que no poseia la concepción modular 
de tradición filosófica o frenológica. 
La modularidad aparece en estos primeros trabajos como una necesidad 
para hacer viable la computación. Hay que tener en cuenta que en IA, y para una 
aplicación concreta, el proponer una determinada estructura modular no es algo 
a 10 que se llega de manera gratuita o por principios establecidos a priori. Para 
un problema dado, después de haber examinado varias alternativas, se ve en ge- 
neral la necesidad de descomponer en partes independientes la tarea a imple- 
mentar. Estas diferentes partes se ejecutan por separado, algunas veces en para- 
lelo y otras serialmente y pueden interactuar entre si en grados diferentes. Cada 
una de estas partes acaba constituyendo un módulo. El diseño modular en algu- 
nos casos se hace necesario o imprescindible para poder llevar a cabo la tarea 
propuesta. En otros optimiza la realización de esta tarea. 
Después de cientos de programas de IA realizados desde 10s años 50 el con- 
cepto de módulo estaba bastante claro a finales de 10s 70. Podemos decir que la 
mayoría de 10s modelos interesantes que se desarrollaron en 10s años 50,60 y 70 
en el campo de la IA tenian una estructura modular más o menos justificada. Por 
citar tan s610 algunos, 10s modelos de Quillian (1969), Winograd (1972), Newell 
y Simon (1972), Winston (1975), Schank y sus colaboradores (1975) o Marr 
(1982) tenian una clara estructura modular. Explicitamente o implícitamente que- 
daba claro en estos modelos que la estructura modular se hacia necesaria por mo- 
tivos de eficacia computacional o mejor aún de viabilidad computacional. 
Conviene recordar estos hechos ya que en la actualidad, leyendo algunos 
textos, parece que la noción de módulo es más bien una aportación de Fodor y 
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no algo surgido de 10s trabajos en el campo de la IA y la psicologia cognitiva 
como fruto de un proceso de reflexión sobre cómo debe concebirse un proceso 
computacional determinado. También podria deducirse de 10 que se ha escrito 
sobre la modularidad, si uno no lee con mucha atención y esta prevenido, que el 
principal argumento en favor de una estructura modular (la eficacia computacio- 
nal) es también una aportación de Fodor (ver Carruthers, 2002, por ejemplo). 
Teniendo en cuenta 10 que David Marr y otros autores, entre ellos 10s an- 
teriormente citados, habian implementado en sus programas y 10 que habian es- 
crito hasta este momento sobre computación y modularidad, y sabiendo que 
Marr es uno de 10s referentes claros de Fodor cuando escribe La modularidad de 
h mente ( M M )  en 1983, nos podriamos plantear, creo que razonablemente, cuál 
es la aportación original'de Fodor a la noción de módulo que hasta ese momento 
se había venido utilizando. Es decir, qué nos queda una vez hemos filtrado todo 
10 que no es original. 
Lo que nos quede podemos considerar10 su aportación original y nos po- 
demos plantear a continuación si esta aportación ha sido fructífera y si gracias a 
ella al menos algunos fenómenos hasta el momento intratables o mal modelados 
han recibido una luz nueva, o bien se ha dispuesto de una forma nueva de con- 
templarlos que ha permitido conocerlos mejor y crear sobre ellos modelos mis 
adecuados. iSu influjo ha permitido desarrollar modelos más comprensivos, 
adecuados o generales? ¿Ha perrnitido descubrir fenómenos o aspectos de la 
cognición que hasta el momento estaban ocultos? 
Tratar de determinar estas cuestiones en las diferentes áreas de la psicolo- 
gia o la ciencia cognitiva actuales es una tarea muy difícil de llevar a cabo dado 
la enorme influencia que ha llegado a tener la propuesta de Fodor. Hacerlo desde 
un punto de vista critico, evaluando la importancia real y 10 fructífer0 de 10s pun- 
tos de vista de Fodor en el desarrollo de 10s modelos y teorias planteadas desde 
1983 sobre 10s diferentes fenórnenos estudiados en cada una de estas disciplinas 
que constituyen la ciencia cognitiva, 10 es aún mis. 
Para poder hacer un análisis más en profundidad y por problemas de ex- 
tensión nos vamos a centrar solamente en el procesamiento del lenguaje y prin- 
cipalmente en un fencimeno: el acceso léxico, y nos referiremos brevemente a 10s 
fenómenos del priming semántico y a la resolución de la ambigüedad en el caso 
del procesamiento sintáctico. Intentaremos en su discusión mantener el grado de 
abstracción suficiente para poder extraer conclusiones 10 más generales posibles 
sobre la validez y vigencia de la propuesta de Fodor. El estudio de estos fenó- 
menos ha dado lugar a una amplia y larga polémica en la psicologia cognitiva de 
10s Últimos 20 años que todavía no ha finalizado, y en su momento 10s resultados 
obtenidos en el estudio de estos fenómenos fueron el origen de importantes ar- 
gumentos utilizados por Fodor para articular su propuesta sobre la modularidad 
de la mente. 
De acuerdo con la MM, la mente humana estaria divida claramente en dos 
partes. Por una parte, existinan un conjunt0 de módulos de input y output y por 
otra un núcleo central de cognición. Entre 10s módulos de input se incluyen cier- 
tos aspectos de la visión, audición, gusto, olor y el lenguaje. Los módulos de sa- 
lida llevarian a cabo diferentes aspectos de la actividad motora y el lenguaje. 
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Las caracteristicas de estos módulos serian: 
(a) Encapsulamiento: 10s módulos tienen una interacción mínima o nula 
con otros módulos y con 10s procesos cognitivos centrales que no pueden influir 
ni tener acceso a las operaciones internas del módulo, solamente a sus outputs. 
(b) Espec8cidad de dominio: cada módulo opera s610 con cierta clase de 
inputs, aquellos que son relevantes para la tarea en la que está especializado el 
módulo. 
(c) Obligatoriedad: 10s procesos ejecutados por un módulo no están suje- 
tos al control voluntario. Siempre que el módulo recibe un input relevante auto- 
máticamente se dispara su funcionamiento. 
(d) Rapidez. La rapidez del procesamiento es un resultado del encapsula- 
miento y de la obligatoriedad. Un determinado módulo necesita considerar sola- 
mente la información que le es propia sin tener que considerar la información 
que proviene de otros módulos. Una vez recibido un input relevante el módulo se 
pone en funcionamiento sin perder tiempo en decidir si procesarlo o no. 
(e) Los módulos están pre-cableados (hard-wired): segdn Fodor 10s mó- 
dulos estarian localizados en un área cerebral fija y la arquitectura neurona1 de 
cada módulo estaria especificada genéticamente sin que la experiencia la pueda 
modelar. 
(jj Procesamiento de abajo-arriba: 10s procesos de un módulo están guia- 
dos por 10s inputs (stimulus-driven) y debido al encapsulamiento se evita la in- 
fluencia de 10s procesos cognitivos centrales. 
En el apartado Modularidad y acceso léxico examinaremos estas caracte- 
risticas, su originalidad y su vigencia en la psicologia actual, pero antes haremos 
una serie de consideraciones previas sobre el concepto de computación en 1.4 y 
en psicologia que nos permitirán evaluar mejor estas cuestiones. 
Tipos de modelos computacionales 
Podemos distinguir diferentes formas de entender el concepto de compu- 
tación y cómo este concepto ha de guiarnos en la construcción de modelos y te- 
orias sobre la actividad mental o cerebral. A grandes rasgos y en una primera 
consideración podemos distinguir dos primeras formas que quedarian definidas 
en función de 10s objetivos que se persiguen cuando se diseña un modelo com- 
putacional sobre un fenómeno cognitivo concreto. 
- Modelos computacionales dirigidos por objetivos: Los modelos no tra- 
tan tanto de ajustarse a unos datos empíricos como de plantearse cómo un sis- 
tema (natural o artificial) puede llevar a cabo una tarea cognitiva determinada. 
Aunque ha sido David Marr quien mejor ha plasmado este concepto de compu- 
tación podemos considerar que de mejor o peor manera ha sido la forma en que 
se han desarrollado 10s modelos en IA. La interacción con información experi- 
mental es importante y se puede considerar como correctora de 10s modelos pero 
es la <<teoría del cÓmputo>> la que guia el diseño del modelo. 
- Modelos computacionales dirigidos por 10s datos (data driven): el obje- 
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tivo principal es modelar datos experimentales. Lo que podiamos considerar <<te- 
oria del cÓmputo>> o no ocupa ningún lugar o es marginal. La razón básica de 
este hecho se debe a que no hay tarea computacional que modelar o se trabaja 
con 10 que se ha denominado ~ t o y  problems>> En esta categoria entraria por 
ejemplo 10s modelos de Plaut (1995), McRae, de Sa y Seidenberg (1997), Colt- 
heart y colaboradores (2001), Levelt, Roelofs y Meyer (1999), y Masson (1995). 
Son modelos en 10s que la <<teoria del cÓmputo>> juega un papel muy secundario. 
Este segundo tipo de modelos es mayoritario en psicologia. 
Newell señaló en diversas ocasiones (Newell y Simon, 1972; Newell, 
1980; 1990) la necesidad de disponer de modelos computacionales del primer 
tipo por imperfectes que éstos sean. El elaborar modelos guiándose principal- 
mente por 10s datos sin tener en cuenta las cuestiones computacionales de ma- 
nera suficiente (teoria del cómputo) es en general inadecuado y seria algo pare- 
cido a dar palos de ciego'. La analogia que vamos a establecer para comprender 
mejor 10 que queremos decir con <<palos de ciego>> puede parecer en principio un 
poc0 exagerada pero como se ver5 más adelante es razonable. Supongamos que 
se quiere construir un ordenador y se nos dan una serie de piezas, pongamos 
unas 1000. Supongarnos que para la construcción del ordenador disponemos de 
dos grupos de <<constructores>>. En el primer grupo las personas que 10 forman no 
poseen ningún conocimiento sobre el funcionamiento de un ordenador ni cono- 
cimiento sobre la tarea o cómputos que realiza cada una de sus partes, aunque si 
de una gran experiencia en realizar test a 10s ordenadores ya montados para de- 
terminar si su funcionamiento es adecuado. El segundo grupo esta formado por 
cientificos expertos en computación y en el diseño de ordenadores. Parece claro 
que si el primer grupo se siente obligado a construir el ordenador no le quedar6 
más remedio que ir probando por ensayo y error, dando palos de ciego, qué pieza 
debe encajarse con qué pieza. Si suponemos que cada pieza va unida a otras tres 
y que la probabilidad de unión es en principio la misma entre todas las piezas el 
número de combinaciones posibles es de aproximadamente 1032. La probabili- 
dad de que terminen construyendo el ordenador correctamente es prácticamente 
cero. Probablemente el cerebro tenga una complejidad parecida y la posibilidad 
de entender qué hace sin una perspectiva de teoria del cómputo es aún más im- 
probable si nos guiamos únicamente por 10s datos, por muy sofisticados que és- 
tos puedan ser, por ejemplo, 10s datos de 10s que disponemos en la actualidad 
gracias a las modernas técnicas de neuroimagen. 
En 10s siguientes apartados exarninaremos esta cuestión con algo más de 
detalle y examinaremos también cómo la concepción modularista y computacio- 
nal de Fodor no ha conseguido que la investigación llevada a cabo en estos últi- 
mos años se planteara la cuestión computacional en serio (en la linea propuesta 
por Mam). Más bien la propuesta de Fodor parece haber llevado la investigación 
en la dirección opuesta donde de nuevo 10s datos, a partir de un planteamiento 
computacional muy simple (el derivado de la propuesta de Fodor), tienen un pa- 
pel preponderante. 
1. La expresi6n adar palos de ciegoa la utili26 Gustavo Deco en una conferencia y nos ha parecido adecuada para 10 que 
se quiere decir en este contexto. 
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Modularidad y acceso léxico 
El acceso léxico se refiere al proceso mediante el cua1 se accede a la in- 
formación almacenada en memoria que está asociada a las palabras. Esta infor- 
mación incluye el código fonológico y ortogr~ico de una palabra, sus caracte- 
risticas sintácticas y su significado. En este proceso generalmente se distinguen 
varios estadios. Cotrell(1989) diferencia tres: (1) descodificación del input y es- 
tablecimiento de una correspondencia con una entrada léxica; (2) acceso a la in- 
formación de esa entrada; y (3) integración de la información con el contexto 
previo. A estas tres etapas se las denomina pre-léxica, léxica y post-léxica res- 
pectivamente. 
En la psicologia cognitiva de 10s años setenta existia una creencia genera- 
lizada en el hecho de que, en el proceso de comprensión de un texto, el contexto 
previo ejercia una función de control muy importante en la predicción de qué 
tip0 de inputs podrían aparecer o no y por tanto jugaba un papel decisivo en el 
proceso de desambiguación de las palabras con varios sentidos. 
Pondremos un ejemplo. La palabra inglesa c<locb> es ambigua. Uno de sus 
sentidos tendria la traducción al castellano de <<cenadura>> y otro de sus sentidos 
tendría la traducción de ccesclusa>>. En la frase en (1) el contexto claramente de- 
sambigua hacia el sentido de ccesclusa>>, de forma que un hablante nativo que le- 
yera esta frase se imaginm'a una esclusa y no una cerradura cuando leyera la pa- 
labra c<lock>>. 
(1) To enable cargo ships to ascend the 20 foot differential height between 
the two lakes a single mammoth lock has been built. (Para hacer posi- 
ble que 10s barcos de carga pudieran superar 10s 20 pies de desnivel 
entre 10s dos lagos se ha construido una gigantesca esclusa.) 
Como hemos dicho, existia la creencia en estos años 70 de que el contexto 
determinaba a qué sentido se debia acceder no permitiendo el acceso al sentido 
inadecuado. Algunos modelos desarrollados en IA como el de Schank (1975) po- 
drian explicar el rnecanismo por el cual se accede solamente al sentido adecuado 
al contexto. La preponderancia de estos modelos en 10s años 70 hizo que no se 
tuviera en consideración que 10s modelos de desambiguación basados en redes 
semánticas, como el de Quillian (1969), proponian un acceso inicial a todos 10s 
sentidos. 
Sin embargo experimentos como 10s de Swinney (Swinney, 1979; Onnifer 
y Swinney, 1981) parecian mostrar que inicialmente se accede a todos 10s signi- 
ficados de una palabra ambigua independientemente del contexto en el que se 
halla. S610 posteriormente, al cabo de unos pocos cientos de milisegundos, se 
descartan 10s sentidos inadecuados. Esto parecia y sigue pareciendo a algunos 
investigadores contra intuitivo ya que ¿Para qui se habría de acceder a todos 10s 
sentidos de una palabra para a 10s pocos milisegundos tener que descartarlos a 
todos a excepción del sentido adecuado? A nuestro parecer, Fodor se inspiró de 
una manera importante en estos resultados obtenidos por Swinney unos cuatro 
años antes de la publicación de la MM para su concepción de la modularidad. 
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Desde la publicación de la MM la polémica sobre cóm0 el contexto previo 
afecta al acceso léxico no ha cesado. Numerosos artículos se han publicado con 
resultados contradictorios: en unos se obtiene claramente un acceso múltiple y 
en otros un acceso selectivo. Por acceso múltiple se entiende que se accede a to- 
dos 10s sentidos de una palabra una vez ésta se ha procesado y que este acceso 
múltiple se produce tanto si la palabra se halla aislada como si se halla en un con- 
texto oracional en el que el sentido correcto queda claramente desambiguado. 
Por acceso selectivo se entiende que solamente se accede al sentido correcto de 
la palabra ambigua. Si 10s resultados empíricos muestran que se obtiene un ac- 
ceso múltiple se apoya la concepción modularista de Fodor. 
Si por el contrario, se observa que el contexto influye en el acceso al sig- 
nificado de una palabra de forma que s610 se accede al significado congruente 
con 61, entonces uno de 10s principios de la modularidad como es el encapsula- 
miento, y consecuentemente, la especificidad de dominio y el procesarniento de 
abajo-arriba (o stimulus-driven) se muestra falso. Si se observan estos resultados 
se invalida la propuesta de modularidad de Fodor y no, como a veces equivoca- 
damente se cree, la idea de modularidad que puede seguir perfectamente vigente. 
Como hemos dicho, 10s resultados obtenidos hasta ahora son contradicto- 
rios. En un principio se buscó la razón de esta contradicción en aspectos meto- 
dológicos. Por ejemplo, discutiendo sobre qué tipo de tarea permitia un estudio 
mis adecuado del acceso léxico (tarea de nombrar vs. tarea de decisión 1éxica2) 
o si mediante el registro de 10s movimientos oculares o con potenciales evocados 
se obtenia una información más fidedigna que con la metodologia tradicional de 
medir 10s tiempos en tareas de pronunciar (naming) o de decisión léxica. Pero 
después de unos 20 aiios de polémica parece claro que el motivo de la obtención 
de resultados contradictorios no se debe a cuestiones metodológicas. En un ex- 
celente articulo de Simpson (1994) se hace un balance de 10s resultados hasta en- 
tonces obtenidos y después de pasar revista a la investigación realizada en 10s 20 
años anteriores concluye que 10s resultados contradictorios de la investigación 
llevada a cabo durante todo este tiempo no pueden explicarse atendiendo sola- 
mente a criterios metodológicos. Con diferentes tareas (detección de ambigüe- 
dades, métodos basados en el efecto de facilitación semántica, decisión léxica o 
pronunciación) y con diferentes técnicas (potenciales evocados, movimientos 
oculares) se han obtenido resultados contradictorios, es decir, con toda esta va- 
riedad de técnicas y tareas se han obtenido tanto resultados que apoyan el acceso 
selectivo o el acceso múltiple. Cuando Simpson repasa estos estudios con deta- 
lle encuentra que ningún aspecto metodológico es relevante para poder explicar 
10s resultados contradictorios. Ni la forma de presentación de la frase, ni la loca- 
lización de la palabra ambigua en la frase, ni el tip0 de tarea que se lleva a cabo 
sobre la palabra diana permiten aclarar el panorama. El motivo es que indepen- 
dientemente de 10s factores anteriormente mencionados hay estudios que mues- 
tran acceso selectivo y otros que muestran acceso múltiple sin que las variables 
anteriores permitan clasificar dichos estudios con claridad. Igual ocurre con las 
2. En la tarea de decisión ICxica se presentan secuencias de letras a 10s sujetos y éstos han de decidir lo mils ripidamente 
posible, normalmente apretando algún botón, si esas secuencias forman una palabra o no. 
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técnicas empleadas. Simpson concluye que es hora de plantearse las cosas de 
forma distinta. Introduce la idea de que hasta ahora 10s investigadores de este 
área se han centrado exclusivamente en el proceso de acceso al léxico. Centrarse 
en el proceso, dice, se entiende porque es central respecto al debate modulari- 
dad/interacción, sin embargo, vistos 10s resultados, parece una tarea estéril. Diez 
aiios después de la publicación del articulo de Simpson la polémica sigue en pie: 
se han publicado nuevos artículos de nuevo con datos contradictorios (Vu, Kellas 
y Paul, 1998; Vu, Kellas y Metcalf, 2000; Binder, 2003). Seguimos sin esclare- 
cer qué ocurre, 10 cua1 es bastante deprimente si uno confia en que la psicologia 
ha de convertirse alguna vez en una ciencia como la física. 
Un planteamiento computacional de la tarea de acceso léxico no ha sido 
propuesto ni defendido por nadie, ni por el mismo Fodor. Sin embargo puede lle- 
gar a ser esclarecedor, como intentaremos mostrar, aunque sea brevemente y sin 
entrar en muchos detalles, en 10 que sigue. En IA se han propuesto diferentes mé- 
todos de desambiguación del sentido. A grandes rasgos podemos hacer una pri- 
mera distinción entre 10s métodos denominados de contexto local y 10s métodos 
de contexto global. Dentro de 10s de contexto global algunos utilizan el denomi- 
nado 'topic' o tema al que se refiere la frase o el texto en el que se halla la pala- 
bra ambigua. Dentro de 10s de contexto local podríamos distinguir aquellos mé- 
todos de desambiguación que hacen uso de las restricciones que se dan entre un 
predicado y argumentos. 
En otros casos la infonnación sintáctica de contexto local es suficiente. Si 
analizamos cada una de las frases utilizadas en 10s experimentos realizados so- 
bre la cuestión de desambiguación, intentando determinar qué tipo de contexto 
de desambiguación permite desambiguar a la palabra ambigua considerada, nos 
hallaremos con una gran heterogeneidad de contextos. 
En (2), (3) y (4) se muestran algunas de las frases utilizadas en algunos de 
10s experimentos mis significativos. En las frases en (3) la palabra ambigua en 
cuestión (en cursiva) se desambigua, en todos 10s casos, en un contexto local gra- 
cias a las restricciones semánticas que impone un predicado (un adjetivo o un 
verbo) a sus argumentos. La relación entre predicado y argumento en estos casos 
es tal que la palabra queda claramente desambiguada ya que existe una prefe- 
rencia clara por parte del predicado en favor de uno de 10s sentidos de la palabra 
ambigua. Podríamos decir utilizando la expresión de Simpson que se trata de 
<<contextos fuertesu (strong contexts). Estas frases en (3) son frases utilizadas en 
el experimento realizado por Simpson y Krueger (1991) 10s cuales obtienen ac- 
ceso selectivo. En las frases en (2) no tenemos este tipo de contexto local. Para 
estas frases, algunos autores en IA considerarían que es el contexto global, en 
concreto el tema (<<topic>>) de la frase, el que permite la desambiguación. La de- 
sambiguación no se produce en un contexto tan local (unas pocas palabras) y pa- 
rece que en algunos de los casos seria necesario realizar procesos de inferencia 
para poder desambiguar la palabra ambigua. Si realizamos una comparación con 
el tipo de recursos que en 10s modelos de IA se necesitm'a para desambiguar en 
contextos locales en relación a 10 que se necesitaria en contextos globales podrí- 
amos llegar a la siguiente conclusión para el caso del ser humano: 10s contextos 
globales actum'an de una forma más lenta y necesitarían más recursos de me- 
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moria. Por el contrario, 10s contextos locales podrim actuar de forma más rápida 
y automática. 
(2a) To enable cargo ships to ascend the 20 foot differential height bet- 
ween the two lakes a single mammoth lock has been built. (Para ha- 
cer posible que los barcos de carga pudieran superar los 20 pies de 
desnivel entre 10s dos lagos se ha construido una gigantesca esclusa.) 
(2b) In order to find out what was going on in the secret talks the FBI put 
a bug under the coffee table and monitored the conversation. (Para 
averiguar qué era 10 que se tramaba en las conversaciones secretas, el 
FBI pus0 un rnicrófono bajo la mesa y siguió el desarrollo de la con- 
versación.) 
(2c) Because his team had not been able to advance, the coach called a 
time-out so that he could advise the t e m  on the next strategy. (De- 
bido a que su equipo no habia podido avanzar, el entrenador pidió 
tiempo muerto para poder aconsejar a su equipo sobre la próxima es- 
trategia.) 
(3a) The boy reached up to catch the ball. (El muchacho se estiró para re- 
coger la pelota.) 
(3b) I was scared by his very loud bark. (Me asusté por su fuerte ladrido.) 
En las frases en (4) la desambiguación se produce por la interacción de 
factores mis sintácticos. En inglés el sentido de toast cuya traducción es tostada 
es un nombre que pertenece a la categoria <<mass nouns>> y que no acostumbra a 
llevar determinante (decir <<a toast>> cuando uno se refiere a una tostada no es co- 
rrecto en la mayoría de contextos). En este caso, pues, la palabra toast no queda 
desmbiguada por el verbo ccoffer>> (el verbo ccoffer>> seleccionaria tanto el sentido 
cctostadaz, como el sentido <<brindis>>) sino por la ausencia o presencia de un de- 
terminante como <<a>>. Estas frases son también de Onnifer y Swinney (1981). En 
el material de estos autores observamos una amplia variedad de contextos de de- 
sambiguación. Es razonable suponer, y mis a la luz de las investigaciones en 1.4 
y en lingüística, que 10s mecanismos de desambiguación subyacentes a cada 
caso son de naturaleza distinta (implicarían a diferentes módulos) y de eficacia y 
rapidez también distinta. 
(4a) This morning for breakfast I had two pieces of toast, scrambled eggs 
a big glass of juice and a black cup of coffee. (Esta mañana para de- 
sayunar he tomado dos tostadas, huevos revueltos, un gran vaso de 
zumo y una taza de café negro.) 
(4b) The father of the bride stood to offer a toast to the newly married cou- 
ple, wishing them luck and success in their life together. (El padre de 
la novia se pus0 en pie para ofrecer un brindis a la pareja de recién ca- 
sados deseándoles suerte y éxito en su vida en común.) 
Una posible hipótesis para poder explicar 10s resultados contradictorios ob- 
tenidos hasta ahora seria la siguiente. En contextos locales y crfuertes,, se puede 
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producir un acceso selectivo. En contextos globales la actuación del contexto es 
mis lenta y habría el suficiente lapso de tiempo para que la palabra ambigua en 
cuestión pudiera acceder a todos 10s sentidos de forma similar a cuando se pre- 
senta aislada. La hipótesis se ha de complementar con la idea de 'fuerza' del con- 
texto. Aunque en algunos casos en un contexto local se podria llegar a producir 
una desambiguación, la relación entre predicado y argumento es demasiado débil 
como para que produzca de forma muy rápida la desambiguación. 
Una forma de comprobar la validez de esta hipótesis sería repasar todos 
10s experimentos realizados hasta el momento y en función del análisis de sus 
materiales poder predecir si en el experimento se iba a obtener acceso selectivo 
o múltiple (utilizando una especie de doble ciego con 10s jueces que juzgan el 
material). 
Pero el modelo sobre el que basar las hipótesis se puede detallar aún más. 
Con el10 podemos hacer predicciones más finas. En general, si el proceso que se 
quiere modelar es 10 suficientemente complejo, si la construcción del modelo ha 
sido guiada por una <<teoría del cómputo>> y si se ha conseguido cierto nivel de efi- 
ciencia el modelo resultante seguramente tendrá una complejidad considerable. 
Algunos modelos de desambiguación del sentido (López-Moliner 1998; 
Alegre, Sopena, Lloberas, 1999; Alegre, en preparación) permiten hacer predic- 
ciones aún mis finas. 
Estos modelos proponen, siguiendo criterios computacionales, que el con- 
texto local se ha de reducir a la proposición a la que pertenece la palabra ambi- 
gua, es decir, que 10s únicos elementos que pueden interactuar en un primer mo- 
mento con la palabra ambigua son 10s elementos de la proposición a la que 
pertenece esta palabra ambigua. 
En las frases como las mostradas en (5) y (6) se produciría una desambi- 
guación en el seno de la proposición a la que pertenece la palabra ambigua, es 
decir, según estos modelos será rápida y automática. En las frases (5) y (6) la 
proposición que permite la desambiguación está en negrita. 
(5a) El carpintero observó la sierra. 
(5b) El alpinista observó la sierra. 
(5c) El hombre ascendió a la sierra. 
(5d) El hombre observó la escarpada sierra. 
(6a) Maria se comió un mango. 
(6b) Maria arregló el mango de la sartén. 
(6c) Man'a compró un jugoso mango. 
Se predice que en el caso de (5a) y (5b) se va a producir una desambigua- 
ción rápida de <<sierra>> ya que la palabra que la puede desarnbiguar, <<carpintero>> 
o <<alpinista>> respectivamente, est6 en la misma proposición. Para 10s casos en 
(5a) y (5b) Seidenberg, Tanenhaus, Leiman y Bienkowski (1982), y Sopena, Gil- 
boy y Salillas (1999) han mostrado empíricamente que se produce una desambi- 
guación rápida y automática. El sujeto de la oración parece desambiguar al objeto. 
Se predice tarnbién que en el caso de (7a) la palabra sierra quedar6 desambiguada 
por la palabra carpintero. No asi en el caso de (7b). La razón es que en el caso de 
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(7a) carpintero y sierra se hallan en la misma proposición, igual que en el caso de 
(5a). En (7b) las dos palabras, o mejor conceptos, se hallan en proposiciones dife- 
rentes y de aquí que no pueda producirse la interacción que permitirí'a la desam- 
biguación. 
(7a) El carpintero que hablaba con la mujer observó la sierra. 
(7b) La mujer que hablaba con el carpintero observó la sierra. 
En (8a) a diferencia de (6a) el verbo corner no puede desambiguar a la pa- 
labra mango ya que se halla en una proposición distinta. 
(8a) Juan se fue a comer y 10s mangos quedaron sin arreglar. 
(8b) Juan observó con la escarpada mochila la sierra. 
En (8b) el adjetivo que podria desambiguar a sierra no se halla en la 
misma proposición. Finalmente en (9) la palabra sierra no puede desambiguarse 
ya que <<carpintero>> y <<sierra>> no se hallan en su posición canónica. 
(9) El carpintero fue observado por la sierra. 
Independientemente de que 10s modelos sean correctos hemos querido 
ilustrar con estos ejemplos que las predicciones de un modelo computacional- 
mente eficaz son complejas y que difícilmente se podria llegar a ellas guiados 
exclusivamente por 10s datos y aunque se diera el caso de que se pudiera llegar 
careceriamos de una explicación adecuada que nos diera una razón de por qué 
las cosas son como son. 
Como demuestra una simple mirada a las frases empleadas en 10s experi- 
mentos antes citados la mezcla de tipos de contextos de desambiguación es muy 
grande y esta mezcla se produce en todos 10s casos. Simpson ha utilizado en sus 
experimentos frases simples en las que la palabra ambigua se desambigua, en ge- 
neral, en contextos proposicionales en 10s que la relación entre el predicado y la 
palabra ambigua es <<fuerte>>. Algunos ejemplos de sus frases 10s hemos mos- 
trado en (2). Este tipo de frases constituyen alrededor de un 75% de su material. 
En el resto de sus frases la desambiguación se produciria gracias al contexto glo- 
bal. Por el contrario, en el caso Swinney (al menos en mis de un 50% de sus fra- 
ses) la desambiguación no se produce en un contexto proposicional. Se necesi- 
taria el contexto global y seguramente la realización de inferencias para producir 
la desambiguación. Las frases en (3) son algunos ejemplos de su material. En las 
frases en las que la desambiguación se produce en un contexto proposicional la 
relación entre argumento y predicado parece no ser tan fuerte como en el caso de 
Simpson. La predicción seria que a pesar de 10 confuso de su material 10s resul- 
tados de Simpson serían compatibles con un acceso selectivo y a pesar de 10 con- 
fus0 de su material 10s resultados de Swinney serian compatibles con un acceso I 
múltiple. 
En estas condiciones es lógico que aparezcan resultados contradictorios y l 
es lógico ya que falta una teoria que permita una clasificación correcta de 10s di- 
Anuario de Psicologia, vol. 34, no 4, diciembre 2003, pp. 505-571 
O 2003, Universitat de Barcelona, Facultat de Psicologia 
Sobre la modularidnd de la mente y su vigencia 557 
ferentes contextos de desambiguación. Se están dando <<palos de ciego>>. Si la ta- 
rea a modelar es compleja el modelo seguramente ser5 complejo y sus caracte- 
risticas dificilmente serán descubiertas si nos guiamos exclusivamente por 10s 
resultados empíricos aunque sea con las sofisticadas técnicas de la neuroimagen. 
La propuesta de Fodor no ha permitido resolver la polémica desatada en 
torno al acceso léxico y como veremos tampoc0 las polémicas sobre el priming 
semántico o la resolución de las ambigüedades sintácticas. Las razones de su fra- 
caso residen en que su propuesta es demasiado generalista y se halla muy lejos 
de 10 que Marr proponía: un estudio detallado de la teoria del cómputo para cada 
fenómeno en particular. Podríamos decir que su propuesta es tan generalista que 
se sitúa más cerca del tipo de propuestas filosóficas del siglo XIX o de las psico- 
lógicas del t i p ~  de Gall que de las actuales teorías computacionales. 
Un panorama parecido 10 encontrm'amos en el fenómeno del priming. Sobre 
este fenómeno existen diferentes explicaciones, además de la de Fodor. Hasta fina- 
les de 10s años 80 10s modelos de redes semánticas basados en la propuesta original 
de Quillian (1967), también conocidos como modelos de propagación de la activa- 
ción (Anderson, 1976,1983; Collins y Loftus, 1975; McNarnara, 1992), constituian 
la explicación más sólida del efecto de priming. Sin embargo, estos modelos no 
pueden dar cuenta, sin dejar de sufrir modificaciones importantes, de 10s hallazgos 
empíricos obtenidos con algunas variaciones del paradigma estándar de priming se- 
mántico como es el caso del priming mediado, el priming con estimulo interpuesto 
o el prirning con pares asociados asimétricamente (backward priming). Este hecho 
ha propiciado la aparición de explicaciones alternativas como la teoria de la pista 
compuesta (McKoon y Ratcliff, 1992; Ratcliff y McKoon, 1988, 1994) o rnás re- 
cientemente la explicación del priming basada en 10s modelos conexionistas de 
atractores (Cree, McRae y McNorgan, 1999; Hinton y Shallice, 1991; Kawamoto, 
1988; Masson, 1995; McRae, de Sa, y Seidenberg, 1997; Plaut, 1995; Plaut y Sha- 
llice, 1993; Plaut y Booth, 2000; Sharkey y Sharkey, 1992). 
Para poder mantener la propuesta modularista, Fodor ha de modificar con- 
siderablemente la explicación dada hasta el momento sobre el prirning semán- 
tico. Según la propuesta modularista (Fodor, 1983) el efecto de facilitación en 
una tarea de priming tendria lugar a nivel léxico, en una red de nodos que s610 
contiene información de tip0 ortográfico y fonológico. El priming se explica a 
través de las conexiones establecidas entre palabras que co-ocurren a menudo 
(vg., aguja-hilo) pero que compartirían pocos o ningún rasgo semántico. Este 
efecto de priming intraléxico se produce de forma automática y debido al en- 
capsulamiento de 10s módulos y al procesamiento de abajo-arriba no se vería 
afectado por la información de tipo semántico. Dentro de la red semántica tam- 
bién existe priming entre nodos coordinados de una misma categoria (vg., PERA 
y MANZANA) pero esta facilitación no alcanzaría, no hay feedback, a 10s nodos 
de la red Iéxica (vg., pera). La facilitación que surge de la red semántica s610 
tendria influencia en etapas posteriores (post-léxicas) del procesamiento. La 
propuesta de Fodor no explicaria la mayor parte de 10s resultados obtenidos con 
10s diferentes paradigmas de priming antes mencionados (priming mediado, pri- 
ming asimétrico, priming interpuesto, etc.) y en general su propuesta no es te- 
nida en cuenta en el debate sobre el priming. 
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Tras largos años de debate donde de nuevo la mayor parte de las discusio- 
nes se centran en aspectos metodológicos se llega a una situación de enquista- 
miento donde nadie parece renunciar a su postura y donde 10s aspectos computa- 
cionales brillan por su ausencia. En el modelo original de Quillian el priming 
semántico iba ligado a 10s procesos de comprensión del lenguaje, de organización 
de la memoria o de desambiguación del sentido. En la actualidad, en parte debido 
a Fodor y a su pesar, el priming parece ser un objeto de estudio en sí mismo. 
Encapsulamiento, cómputo de funciones y autoorganización 
Lo que lleva a cabo un módulo es el cómputo de una función. En otras pa- 
labras, un módulo, como sistema de cómputo, puede ser concebido como algo 
cuyos inputs y outputs pueden ser interpretados como 10s pares ordenados de al- 
gún tip0 de función. En el caso de que el sistema, al que el módulo pertenece, 
aprenda a partir de ejemplos, 10 que hace un módulo es aproximar la función que 
ha de computar utilizando 10s ejemplos. Podemos suponer que 10s ejemplos han 
sido generados por una función f y 10 que hace el módulo es crear una función F 
que se aproxima a f 10 mis que puede. Lo que vamos a explicar a continuación 
es independiente de si la función se computa mediante reglas simbólicas, me- 
diante redes neuronales, mediante series de Fourier o mediante wavelets. 
Desde antiguo se conoce que este proceso de aproximación se ve grave- 
mente deteriorado por la presencia de ruido en el input. El ruido se puede pre- 
sentar en diferentes formas pero el que nos interesa resaltar aquí es la presencia 
de variables no relevantes para el problema (por ejemplo, el color de 10s ojos po- 
dría no ser relevante para determinar la probabilidad de padecer un infarto). Mu- 
chos problemas prácticos en ingeniería o medicina son en general problemas 
complejos a 10s que subyacen funciones muy complejas y en 10s que se desco- 
noce con certeza cuáles son las variables relevantes o de interés. Debido a este 
hecho, en la mayor parte de 10s conjuntos de ejemplos con 10s que se entrena a 
estos sistemas seguramente hay una buena dosis de al menos este tip0 de ruido: 
contienen una proporción importante de variables no relevantes. 
Los métodos de aproximación son en general sensibles a la existencia de 
variables irrelevantes pero parece que las redes neuronales 10 son especialmente 
como hemos mostrado recientemente en un amplio conjunto de problemas. La 
capacidad de aproximación universal de las redes neuronales les permite, en ge- 
neral, aprenderse completamente el conjunto de datos, incluido este tipo de 
ruido. La red utiliza entonces información irrelevante en sus decisiones sobre ca- 
sos nuevos, por ejemplo, teniendo en cuenta el color de 10s ojos para diagnosti- 
car un infarto. Eliminando estas variables de la base de datos, siguiendo un de- 
terminado método de selección de variables (Romero et al., 2003; Sopena y 
Romero, 2003) hemos observado que el rendimiento de las redes neuronales me- 
jora considerablemente en la mayoria de 10s problemas tratados. 
Este método 10 aplicamos a una serie amplia de problemas de ingenieria y 
diagnóstico medico. La mayoria de estos problemas se pueden encontrar en el 
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UCI Repository of Machine Learning Databases: enfermedades de corazón (Cle- 
veland), enfermedades de corazón (Statlog), enfermedades de higado (Bupa), 
muerte en enfermos de hepatitis, cáncer de pulmón y cáncer en enfermos de mio- 
patia inflamatoria idiopática (MII). 
La mejora en el rendimiento fue considerable en la mayoria de problemas. 
Por ejemplo, en el caso de predicción de cáncer en enfermos de miopatia infla- 
matoria idiopática, obtuvimos un 74,5% de acierto con las 25 variables iniciales. 
Después del proceso de eliminación de las variables irrelevantes y con las 9 va- 
riables finalmente seleccionadas se obtuvo un 94,2%. En el problema de hepati- 
tis con todas las variables iniciales se obtuvo un 76%. Una vez eliminadas las va- 
riables irrelevantes y con las 6 variables seleccionadas se obtuvo un 95,0%. En 
el caso del problema de cáncer de pulmón la reducción en el número de variables 
es especialmente importante (de las 56 iniciales se pasa a 9) y con la reducción 
el rendimiento experimenta una considerable mejora: de un 36,3% se pasa a un 
87,5% de acierto. Se puede apreciar que el número de variables eliminadas (to- 
das ellas en principio variables irrelevantes o redundantes) es, en general, muy 
grande. En problemas de ingeniería como la identificación de señales de sonar o 
de radar, el reconocimiento de voz o de dígitos o letras escritas a mano se ob- 
serva el mismo fenómeno. El porcentaje de aciertos inicial, sin eliminar varia- 
bles, es muy pobre. Lo cua1 no quiere decir que en la base de datos del problema 
no se contenga la información potencial para obtener resultados excelentes. Lo 
que ocurre es que la presencia de ruido, en forma de variables irrelevantes, per- 
judica en gran manera el rendimiento de la red neuronal. 
La segunda caracteristica que Fodor propone para 10s módulos (especifi- 
cidad de dominio) especifica que cada módulo opera s610 con cierta clase de in- 
puts, aquellos que son relevantes para la tarea en la que esta especializado el 
módulo. Esta caracteristica es una consecuencia de 10 que acabamos de explicar 
y era y es un hecho sobradamente conocido en diferentes áreas de la IA sobre 
todo en el campo del reconocimiento de patrones (Duda y Hart 1973; Hand, 
1981; Fukunaga, 1990). No diremos que es una obviedad para cualquier per- 
sona familiarizada con el cómputo de funciones, pero si algo que ha estado 
siempre muy presente. 
Otra de las caracteristicas que propone Fodor es que 10s módulos están 
pre-cableados (hard-wired). Como ya se dijo en la introducción cada módulo es- 
taria localizado en un área cerebral fija y su arquitectura neuronal estaria especi- 
ficada genéticamente sin que la experiencia la pueda modelar. Siguiendo con el 
planteamiento inicial que hemos realizado, este hecho significaria que cada mó- 
dulo ya tiene predeterminado genéticamente qué tipo de variables va a tener 
como input. Pero hay una propiedad de 10s sistemas que aproximan funciones 
que convendria tener en cuenta para examinar si esta caracteristica propuesta por 
Fodor es o no concluyente. Cuando el número de ejemplos de entrenamiento es 
suficientemente grande, 10s métodos de selección de variables que permiten eli- 
minar las variables irrelevantes parece que ya no surgen efecto. Lo que ocurre en 
estos casos es que en el mismo proceso de ajuste de parámetros que permite 
aproximar la función se deja de considerar a las variables irrelevantes. En el caso 
de una red neuronal, la neurona input que representa una variable irrelevante 
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queda desconectada del resto de la red: 10s pesos de sus conexiones al resto de la 
red acaban valiendo cero, es decir desaparecen las conexiones. Puede conside- 
rarse este hecho como un proceso de autoorganización que est6 moldeado por 
10s ejemplos de entrenarniento, por el input. Este es un hecho repetidamente ob- 
servado en el caso de que se cumpla que el número de ejemplos es suficiente- 
mente grande. Podemos considerar ahora qué importancia tiene este hecho para 
valorar el precableamiento genético propuesto por Fodor. ~Hasta qué punto es 
necesaria la especificación genética para lograr la organización modular? En el 
caso del córtex visual y si es cierto que para computar, por ejemplo, 10s bordes 
de un objeto y su perfil no seria necesaria la información sobre el color o el mo- 
vimiento del mismo objeto, seria lógico, por el mismo mecanismo autoorgani- 
zativo, y moldeado por el input que acabamos de describir, que el córtex visual 
llegara a organizarse en módulos que computaran la forma de un objeto de forma 
separada al cómputo de su color o movimiento. El color o el movimiento serían 
variables irrelevantes para computar el perfil y viceversa. . 
Por plasticidad neuronal se entiende la propiedad que tiene todo circuito 
neuronal para computar prácticamente cualquier función siempre que se le en- 
trene con el adecuado conjunt0 de ejemplos (O'Leary, Schlaggar y Tuttle, 
1994). Existen numerosos ejemplos de esta plasticidad. De algunos estudios 
recientes pareceria deducirse que cualquier zona del cerebro, por ejemplo, el 
córtex somatosensorial, podria adquirir cualquier <<habilidad>> o capacidad de 
cómputo, por ejemplo podria llegar a <<ver>>, si se dirigen hacia 61 10s estimulos 
adecuados. En personas ciegas el córtex visual primari0 no procesa estimulos 
visuales sino que ha aprendido a computar funciones relacionadas con el pro- 
cesamiento auditivo, es decir, procesa estimulos auditivos y también la lectura 
en braille (Cohen, Ceilnik, Pascual-Leone et al., 1997). El caso mis sorpren- 
dente es el relatado por Sur y colaboradores que han encontrado que cuando a 
10s hurones se les <<re-cables>> el cerebro y mediante cirugia se dirigen las co- 
nexiones procedentes de la retina hacia las zonas corticales auditivas, dichas 
zonas acaban procesando estímulos visuales (Roe, Pallas, Kwon y Sur, 1992; 
von Melchner, Pallas y Sur, 2000; Skoyles y Sagan, 2002). Esto invita a pen- 
sar, en contra de la especificidad genética propuesta por Fodor, que la función 
que acaba desempeñando una determinada área cerebral o un módulo puede 
verse influida o moldeada de forma importante por la naturaleza de 10s inputs 
que se le presentan a dicha área durante su desarrollo. 
En las simulaciones de 10s modelos de desambiguación citados anterior- 
mente (López-Moliner 1998; Alegre, Sopena y Lloberas, 1999; Alegre, en pre- 
paración) se observó que sin entrenar a la red específicamente para el10 aparecia, 
por un pur0 proceso de autoorganización, un determinado tip0 de cableado entre 
conceptos que optimizaba el proceso de desambiguación y se observó también 
que en general se producia un proceso de acceso múltiple a todos 10s sentidos. 
Esta organización, al igual que en el caso de 10s hurones recableados, estaba 
guiada por 10s estimulos. 
Para comprender la razón del acceso múltiple y de por qué el sistema se 
autoorganiza en este sentido, hay que tener en cuenta que 10s verbos y en gene- 
ral 10s predicados son mucho más ambiguos que 10s nombres y que el proceso de 
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desambiguación es mutuo. Los verbos se desambiguan gracias a 10s nombres 
(sus argumentos) y viceversa. 
En (10) se muestran algunos casos. 
(10a) John put a lot of time into his work. (John dedicó (invirtió) mucho 
tiempo a (en) su trabajo.) 
(10b) Mary put John in a bad mood. (Mary puso a John de mal humor.) 
(10c) Mary put money on John's horse. (Mary apostó por el caballo de 
John.) 
(10d) The driver put the money in the company. (El conductor invirtió en 
la compaiiia.) 
(10e) John put the driver on the table. (John pus0 el palo de golf en la 
mesa.) 
(10f) John put the driver in a bad mood. (John pus0 al conductor de mal 
humor.) 
El verbo put es de 10s más ambiguos (tiene 32 sentidos según WordNet3) y 
en general, como la mayor parte de 10s verbos, puede desambiguarse gracias a 
sus argumentos: En bastantes ocasiones, como se muestra en algunas de las ora- 
ciones en (3, tanto el verbo como sus argumentos son ambiguos. 
Para que este proceso de desambiguación mutua se lleve a cabo parece 
que es Óptimo que se acceda primero a todos 10s sentidos de cada una de las pa- 
labras y posteriormente, gracias a la interacción entre todos los sentidos de estas 
palabras, se determine qué sentidos son compatibles con cuáles. Los sentidos 
compatibles se activan mutuamente y 10s incompatibles se inhiben mutuamente. 
Al final del proceso tan s610 10s sentidos mutuamente compatibles permanecen 
activos. El resto de 10s sentidos queda inhibido. En estos modelos neuronales a 
10s que nos referimos se accede primero a todos 10s sentidos ya que en caso con- 
trario la desambiguación seria un proceso prácticamente intratable. Es un pro- 
ceso puramente autoorganizativo dirigido por 10s estímulos. En este contexto, si 
se produce un acceso selectivo o múltiple es mucho menos relevante y es mejor 
emplear las energias investigando otras cuestiones más relevantes. 
Conclusiones 
Por problemas de espacio no hemos podido argumentar en contra de las 
otras características que Fodor propone para 10s módulos pero al igual que he- 
mos hecho sobre las que si hemos discutida, las crí'ticas a estas otras caracterís- 
ticas irian en el mismo sentido. La propuesta de Fodor carece de un plantea- 
miento computacional serio y sus afirmaciones son demasiado generales y vagas 
3 WordNet es una base de datos ltxica electrónica que contiene información semántica, fue constmida en 1985 manual- 
mente por un equipo dc lingüistas y psicólogos dirigides por George Miller. En la actualidad está formada por unas 
122.000 palabras. 
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en este aspecto. En el caso de la caracteristica b (especificidad de dominio) por 
ejemplo se dice que el input a un módulo ha de consistir en todo aquello que sea 
relevante para la realización de la tarea pero las características a (encapsula- 
miento) y f (procesarniento de abajo-arriba) prohíben que determinadas varia- 
bles puedan ser inputs a un módulo (información proveniente de otros módulos 
o información top-down). En visión artificial y en lingüística computacional se 
ha observado, en numerosas ocasiones, que este tipo de interacción entre módu- 
10s (o señales top-down), aunque en general muy simples, simplifican conside- 
rablemente el cómputo que un módulo realiza, es decir, son inforrnación rele- 
vante para llevar a cabo la tarea que el módulo realiza (caracteristica b: el input 
a un módulo consiste en todo aquello que es relevante). Sin esta información el 
cómputo del módulo en cuestión puede ser NP completo (intratable) o demasiado 
complicado para que sea psicológicamente plausible. La caracteristica b (espe- 
cificidad de domino: el input ha de consistir en aquello que sea relevante) se con- 
tradice con la a (encapsulamiento) y la f (procesamiento bottom-up). Qué es re- 
levante o no requeriria un estudio computacional detallado para cada caso y las 
características demasiado generales de Fodor no se pueden aplicar siempre. 
Examinado el estado actual de las polémicas sobre fenómenos como el ac- 
ceso léxico, el priming o el parsing no parece que Fodor haya contribuido a <<de- 
satascarlas>>, más bien al contrario, como bien señala Simpson (1994), al hacer 
que el énfasis en 10s estudios llevados a cabo se pusiera en determinar si la ca- 
racterística a de su propuesta (el encapsulamiento) es cierta o no. De esta forma 
se dejaba de lado la posibilidad de realizar otros estudios mis detallados y muy 
convenientes sobre qué información es necesaria o relevante para llevar las ta- 
reas a cabo y otras cuestiones de tipo computacional. 
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