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On the local boundedness of maximal H–monotone operators
Z.M. Balogh∗, A. Calogero†, R. Pini†
Abstract
In this paper we prove that maximal H-monotone operators T : Hn ⇒ V1 whose domain
is all the Heisenberg group Hn are locally bounded. This implies that they are upper
semicontinuous. As a consequence, maximal H-monotonicity of an operator on Hn can
be characterized by a suitable version of Minty’s type theorem.
Keywords: Heisenberg group; H-monotonicity; maximal H-monotonicity; Minty theorem
MSC: 47H05; 49J53
1 Introduction
Maximal monotone maps in Euclidean spaces Rn and, more in general, in Hilbert spaces,
play key roles in evolution equations and in other fields of functional analysis. The most
notable example of a maximal monotone map in Rn is provided by the subdifferential map
∂f associated to a convex function f : Rn → R.
The celebrated Minty theorem provides a characterization of maximal monotonicity (see
[15]): given a monotone set-valued map T : Rn ⇒ Rn, then T is maximal monotone if and
only if I+λT is surjective onto Rn, for every λ > 0; in this case, the resolvent map (I+λT )−1
is single-valued and 1-Lipschitz continuous on Rn.
For operators defined on Carnot groups G, a notion of H-monotonicity, and maximal
H-monotonicity, has been introduced in [9]. This notion fits the monotonicity of maps in
Euclidean spaces to the horizontal structure V1 of G. It arises naturally as the property
fulfilled by the H-normal map ∂Hf associated to an H-convex function f : G→ R.
In the classical case, well-known regularity properties enjoyed by maximal monotone
maps T : Rn ⇒ Rn are upper semicontinuity and local boundedness in the interior of the
domain of T ; in particular, the proof of the latter relies essentially on the fact that any
given ball of Rn is contained in the convex hull of at most n+ 1 points.
In this paper, we investigate maximal H-monotone operators T : Hn ⇒ V1 defined on
the Heisenberg group Hn, where V1 ∼= R2n denotes the first layer of the Lie algebra of Hn.
An important example of a such operator is the horizontal normal map ∂Hf of an H-convex
function f : Hn → R. When dealing with these operators, one has to face a much more
intricate situation, due to the lack of the Euclidean geometry of the underlying setting. More
∗Institute of Mathematics, University of Bern, Sidlerstrasse 5, 3012 Bern, Switzerland
(zoltan.balogh@math.unibe.ch), ZMB was partially supported by the Research Grant: Geometric Analysis
of sub-Riemannian Spaces, Proj. Nr. 200020-165507 of the Swiss National Science Foundation.
†Dipartimento di Matematica e Applicazioni, Universita` degli Studi di Milano–Bicocca, Via Cozzi 55,
20125 Milano, Italy (andrea.calogero@unimib.it, rita.pini@unimib.it)
1
precisely, we say that T : Hn ⇒ V1 is H-monotone if for every η ∈ Hn, η′ ∈ Hη, v ∈ Tλ(η)
and v′ ∈ Tλ(η′) we have (see Definition 2.1)
〈v − v′, ξ1(η) − ξ1(η′)〉 ≥ 0,
where Hη is the horizontal plane through η and ξ is the canonical projection ξ1(x, y, t) =
(x, y) ∈ V1, for every (x, y, t) ∈ Hn. The restriction η′ ∈ Hη is an essential one, it implies
that the notion of H-monotonicity provides information on the behaviour of the operator T
at the point η ∈ Hn only along the horizontal directions through η. This restriction creates
major difficulties in studying the properties of H-monotone maps. Despite the fact that
several notions of convex hulls have been introduced in Hn ([8]), they seem not to be useful
for our purpose.
The goal of this paper is to overcome the above indicated difficulties and study the local
boundedness of maximal H-monotone maps. In Theorem 2.2 we show that, for an operator
T with dom(T ) = Hn, upper semicontinuity is equivalent to local boundedness. Our main
result is the following:
Theorem 1.1 Let T : Hn ⇒ V1 be a maximal H-monotone map, such that dom(T ) = H
n.
Then T is locally bounded.
This statement implies that T is upper semicontinuous. The proof of this theorem is consid-
erably more involved when compared to the Euclidean framework. The statement recovers
the same result as in the Euclidean case with considerably reduced assumptions as we can
use information provided by the monotonicity only along horizontal directions. Our proofs
require a deeper understanding of the horizontal geometry of Hn; in particular, the non-
integrability of the horizontal bundle, or the so-called twirling effect (see [5]) of horizontal
planes, is used repeatedly in our considerations.
Theorem 1.1 sheds a new light on the regularity properties of a maximal H-monotone
operator on Hn and leads to the proof that any maximal H-monotone operator on Hn can be
characterized by a suitable version of Minty’s type theorem, thereby improving a previous
result by two of the authors [10].
Theorem 1.2 Let T : Hn ⇒ V1 be an H-monotone map with dom(T ) = H. Then the
following two properties are equivalent:
i. T is maximal H-monotone;
ii. for every fixed η ∈ Hn and λ > 0, the map (ξ1 + λT )
∣∣
Hη
is surjective onto V1.
As we will see in subsection 4.1, another application of our main theorem is the study of
the regularity of the resolvent (ξ1 + λT )
−1 : V1 ⇒ H
n. Another forthcoming application
(see [4]), following the line of investigation in [1], [2], will target the study of the Hausdorff
dimension of singular sets Σk(T ) = {η ∈ Hn : dim(T (η)) ≥ k}, for H-monotone maps T
and integers k.
2 Basic notions and preliminary results
2.1 The Heisenberg group Hn.
The Heisenberg group Hn is the simplest Carnot group of step 2. In this section we will
recall some of the necessary notation and background results used in the sequel. We will
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focus only on those geometric aspects that are relevant to our paper. For a general overview
of the subject we refer to [7].
The Lie algebra h of Hn admits a stratification h = V1⊕ V2 with V1 = span{Xi, Yi; 1 ≤
i ≤ n} being the first layer of the so called horizontal vector fields, and V2 = span{T} being
the second layer which is one-dimensional. We assume [Xi, Yi] = −4T and the remaining
commutators of basis vectors vanish. The exponential map exp : h → Hn is defined in
the usual way. By these commutator rules we obtain, using the Baker-Campbell-Hausdorff
formula, that Hn can be identified with Rn × Rn × R endowed with the non-commutative
group law given by
η ◦ η′ = (x, y, t) ◦ (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 2(〈x′, y〉 − 〈x, y′〉)),
where x, y, x′ and y′ are in Rn, t ∈ R, and for z, z′ ∈ Rn, we have 〈z, z′〉 = ∑nj=1 zjz′j the
inner product in Rn. Let us denote by e the neutral element in Hn. Transporting the basis
vectors of V1 from the origin to an arbitrary point of the group by a left-translation, we
obtain a system of left-invariant vector fields written as first order differential operators as
follows
Xj = ∂xj + 2yj∂t, j = 1, ..., n,
Yj = ∂yj − 2xj∂t, j = 1, ..., n.
(1)
Via the exponential map exp : h→ H we identify the vector ∑ni=1(αiXi+ βiYi)+ γT in
h with the point (α1, . . . , αn, β1, . . . , βn, γ) in H
n; the inverse ξ : Hn → h of the exponential
map has the unique decomposition ξ = (ξ1, ξ2), with ξi : H
n → Vi. Since we identify V1 with
R
2n when needed, ξ1 : H
n → V1 ∼= R2n is given by ξ1(x, y, t) = (x, y).
Let N(x, y, t) = ((‖x‖2 + ‖y‖2)2 + t2) 14 be the gauge norm in Hn. It is an interesting
exercise (see [11]) to check that the expression
dH(η, η
′) = N((η′)−1 ◦ η)
satisfies the triangle inequality defining a metric on Hn: this metric is the so-called Kora´nyi-
Cygan metric which is by left-translation and dilation invariance bi-Lipschitz equivalent to
the Carnot-Carathe´odory metric. Here, the non-isotropic Heisenberg dilations δλ : H
n →
H
n for λ > 0 are defined by δλ(x, y, t) = (λx, λy, λ
2t). The Kora´nyi-Cygan ball of center
η0 ∈ Hn and radius r > 0 is given by BHn(η0, r) = {η ∈ Hn : dH(η0, η) ≤ r}.
The horizontal structure relies on the notion of horizontal plane: given a point η0 ∈ Hn,
the horizontal plane Hη0 associated to η0 = (x0, y0, t0) is the plane in H
n defined by
Hη0 = {η = (x, y, t) ∈ Hn : t = t0 + 2(〈y0, x〉 − 〈x0, y〉)} .
This is the plane spanned by the horizontal vector fields {Xi, Yi}i at the point η0. We note
that η′ ∈ Hη if and only if η ∈ Hη′ .
2.2 Multivalued maps on Hn.
Let us consider a set-valued map T : Hn ⇒ V1; we denote by dom(T ) the effective domain
of T , i.e. the set {η ∈ Hn : T (η) 6= ∅}, and by gr(T ) the graph of T , i.e. {(η, v) ∈ Hn×V1 :
η ∈ dom(T ), v ∈ T (η)}.
Let T : Hn ⇒ V1 be a set-valued map, with closed values, i.e. T (η) is a closed set for
every η. We recall (see [3] for this general setting) that T is upper semicontinuous (briefly
usc) at η ∈ Hn if, for every positive ǫ, there exists δ > 0 such that
T (η′) ⊆ T (η) +BR2n(0, ǫ), ∀η′ ∈ Hn, dH(η′, η) < δ,
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where T (η)+BR2n(0, ǫ) denotes the Minkowski sum of the two sets in R
2n. If the operator T
is compact-valued, i.e. T (η) is a compact for every η, then the usc of T can be equivalently
given as follows: if ηk → η, and vk ∈ T (ηk), then there exists a subsequence {vkn} such that
vkn → v ∈ T (η). We say that T is closed if gr(T ) is a closed subset of Hn × V1.
Note that there is a gap between the dimension of the source and target spaces in this
definition, unlike in the Euclidean case. Nevertheless, some basic properties follow in the
same way as in the Euclidean setting. First, the properties of being upper semicontinuous,
or closed, are related. Indeed,
Remark 2.1 (see [3], Th. 16.12) Let T : Hn ⇒ V1. Then the following statements hold:
i. if T is usc and closed-valued, then it is closed;
ii. if T is closed, and rge(T ) is compact, then T is upper semicontinuous.
Single-valued continuous functions map compact sets to compact sets. This property is also
true for upper semicontinuous compact-set valued maps:
Proposition 2.1 (see [3], Lemma 17.8) Let T : Hn ⇒ V1 be a compact-valued usc map.
Then T (K) ⊂ V1 is compact for every compact set K ⊂ Hn.
2.2.1 H–monotone and H–cyclical monotone maps.
We say that A ⊂ Hn × V1 is H–monotone (see [10]) if
〈ξ1(η) − ξ1(η′), v − v′〉 ≥ 0, ∀(η, v) ∈ A, (η′, v′) ∈ A, η′ ∈ Hη. (2)
We stress that in the previous definition, for every point (ξ, v) in the set A, the H-
monotonicity property gives us information aboutA only in the horizontal directions {Xi(ξ), Yi(ξ)}i
through ξ; more precisely, (2) is equivalent to
〈ξ1(η) − ξ1(η ◦ exp(tw)), v − v′〉 ≥ 0, ∀(η, v) ∈ A, (η ◦ exp(tw), v′) ∈ A, t ∈ R, w ∈ V1,
where, for every w fixed, t 7→ η◦exp(tw) is the so called horizontal segment. This restriction
gives rise to the most difficulties of our study.
We say that A is maximal H–monotone if there are no H–monotone sets B ⊂ Hn × V1
such that A ⊂ B and there exists (η, v) ∈ B such that (η, v) 6∈ A. As usual, such notions of
monotonicity and maximality are inherited by the functions as follows:
Definition 2.1 We say that a set-valued map T : Hn ⇒ V1 is an H-monotone map if gr(T )
is an H-monotone set, i.e. for every η ∈ Hn, η′ ∈ Hη, v ∈ T (η) and v′ ∈ T (η′) we have
〈v − v′, ξ1(η) − ξ1(η′)〉 ≥ 0. (3)
We say that T is strictly H–monotone, if for every η ∈ Hn, η′ ∈ Hη with η′ 6= η, v ∈ T (η)
and v′ ∈ T (η′) in (3) we have a strict inequality. Moreover, we say that T is maximal
H–monotone if the set gr(T ) is maximal H–monotone.
A stronger version of the concept of monotonicity is the notion of cyclical monotonicity:
in our context we say that A ⊂ Hn × V1 is an H–cyclically monotone set (see Definition 6.1
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in [9]) if for every sequence {(ηi, vi)}mi=0 ⊂ A such that {ηi}mi=0 is a closed H-sequence, i.e.
ηi ∈ Hηi+1 and ηm+1 = η0, we have that
m∑
i=0
〈ξ1(ηi+1), vi〉 ≤
m∑
i=0
〈ξ1(ηi), vi〉. (4)
Moreover, we say that A is maximal H–cyclically monotone if there are no H–cyclically
monotone sets B ⊂ Hn × V1 such that A ⊂ B and there exists (η, v) ∈ B such that
(η, v) 6∈ A. A set-valued map T : Hn ⇒ V1 is a (maximal) H-cyclically monotone map if
gr(T ) is a (maximal) H-cyclically monotone set.
Given a function u : Hn → R we define the horizontal normal map of u, ∂Hu : Hn ⇒ V1,
by
∂Hu(η) = {p ∈ V1 : u(η′) ≥ u(η) + 〈p, ξ1(η′)− ξ1(η)〉, ∀η′ ∈ Hη}.
It is well known that a function u : Hn → R is H–convex (see [12]) if and only if ∂Hu(η)
is non empty, for every η. Moreover, for an H-convex function u, we have that ∂Hu is
H–cyclically monotone.
A cyclically monotone map has a better regularity since essentially it coincides with the
horizontal normal map of an H-convex function. More precisely, in [9] the authors proved
that if T : Hn ⇒ V1 is an H-cyclically monotone map with dom(T ) = H
n, then there exists
an H-convex function u : H → R such that gr(T ) ⊂ gr(∂Hu); if, in addition, T is maximal,
then gr(T ) = gr(∂Hu).
We have the following result (see [10]) of Minty type in the case n = 1:
Theorem 2.1 Let T : H⇒ V1 be an H-monotone map with dom(T ) = H.
i. If T is maximal H-cyclically monotone, then the map (ξ1 + λT )|Hη is surjective onto
V1 for every η ∈ H and λ > 0.
ii. If the map (ξ1 + λT )|Hη is surjective onto V1 for every η ∈ H for some λ > 0, then T
is maximal H–monotone.
Theorem 1.2 is a generalisation of Theorem 2.1, since we remove the H-cyclically monotone
assumption in i., and show that the result holds in Hn.We note here, that every H–cyclically
monotone set/map is an H-monotone set/map: the following example will convince the
reader that the contrary is false, i.e. there exist maps that satisfies the assumption in
Theorem 1.2, but not the assumption i. in Theorem 2.1:
Example 2.1 Let us consider T : H1 ⇒ V1 defined by
T (x, y, t) = T˜ (x, y) = (3x,−2x + 4y).
Then it follows (see Example 1 in [10] for the details) that T is maximal H-monotone, but
not maximal H-cyclically monotone.
2.2.2 Usc and local boundedness for maximal H–monotone maps.
The purpose of this section is to establish the equivalence of usc and the local boundedness
of maximal H-monotone maps. Let us start with the following preliminary result.
Proposition 2.2 Let T be a maximal H–monotone operator; then
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i. T (η) is closed and convex (possibly empty) for every η ∈ Hn;
ii. if, in addition, dom(T ) = Hn, then T is compact-valued.
Proof : Let {vk}k ⊂ T (η), with vk → v; then
〈ξ1(η) − ξ1(η′), vk − v′〉 ≥ 0, ∀η′ ∈ Hη, v′ ∈ T (η′).
Taking the limit as k →∞, we obtain
〈ξ1(η)− ξ1(η′), v − v′〉 ≥ 0, ∀η′ ∈ Hη, v′ ∈ T (η′),
and the maximality implies that v ∈ T (η). This proves the closedness of T (η). To show the
convexity, consider v1 and v2 in T (η) and λ ∈ (0, 1); clearly
〈ξ1(η)−ξ1(η′), λv1+(1−λ)v2−v′〉 = λ〈ξ1(η)−ξ1(η′), v1−v′〉+(1−λ)〈ξ1(η)−ξ1(η′), v2−v′〉 ≥ 0,
for every η′ ∈ Hη, v′ ∈ T (η′). Again the maximality of T implies that λv1+(1−λ)v2 ∈ T (η).
Hence the proof of i. is finished.
Let us prove ii. Fix η ∈ Hn. We know that T (η) is closed: we have to show that T (η)
is bounded. Assuming the contrary, let us suppose that there exists {vk} ⊂ T (η), such
that ‖vk‖ → +∞. Since {vk} ⊂ V1, there exists w ∈ V1 and a subsequence {vkm} such that
〈w, vkm〉 → +∞. Considering the point η ◦ expw ∈ Hη, and any v ∈ T (η ◦ expw) we obtain
that 〈w, v − vkm〉 → −∞, contradicting the H-monotonicity of T . 
In particular, from the previous proposition, and from Proposition 2.1, we immediately get
that
Corollary 2.1 Let T : Hn ⇒ V1 be a usc maximal H-monotone operator with dom(T ) =
H
n. Then T is closed and maps compact sets into compact sets. In particular, it is locally
bounded.
As a converse to the above Corollary, we will show that, under suitable assumptions,
local boundedness implies upper semicontinuity. Let us first state the following technical
lemma:
Lemma 2.1 Let us consider η, η′ ∈ Hn with η 6= η′ and η′ ∈ Hη, and a sequence {ηk}k ⊂ Hn
with ηk → η and η′ 6∈ Hηk . Then there exists a sequence {η′k}k ⊂ Hn with the following
properties:
a. η′k ∈ Hη′ ∩Hηk ;
b. η′k → η′;
c.
ξ1(η
′
k)− ξ1(η′)
‖ξ1(η′k)− ξ1(η′)‖
→ (ξ1(η)− ξ1(η
′))
‖ξ1(η)− ξ1(η′)‖ .
Proof : Let us suppose, without loss of generality, that
η = e := (0, 0, 0), η′ = (x′, y′, 0) 6= η;
moreover, ηk = (xk, yk, tk). Since η
′ ∈ He and ηk → e, we have that ξ1(η′) 6= (0, 0); we
will suppose that x′ 6= 0. Moreover, ξ1(ηk) 6= ξ1(η′), for large k; hence Hη′ ∩ Hηk 6= ∅. In
addition, ηk /∈ Hη′ , therefore,
tk + 2(〈x′, yk〉 − 〈y′, xk〉) 6= 0.
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Our aim is to construct a sequence η′k satisfying conditions a., b. and c. Set η
′
k = (x
′
k, y
′
k, t
′
k),
where
x′k = (1 + ǫk)x
′, y′k = (1 + ǫk)y
′ +Akǫ
2
kx
′, Ak = −sgn(tk + 2(〈x′, yk〉 − 〈y′, xk〉)). (5)
We will show that there exists a sequence {ǫk}k, with ǫk > 0 and ǫk → 0, such that a− c.
hold. Indeed, for such sequence {ǫk}k, condition c. is satisfied; indeed,
(ǫkx
′, ǫky
′ +Akǫ
2
kx
′)
‖(ǫkx′, ǫky′ +Akǫ2kx′)‖
=
(x′, y′ +Akǫkx
′)
‖(x′, y′ +Akǫkx′)‖ →
(x′, y′)
‖(x′, y′)‖ .
Let us show that such a sequence does exist. The condition η′k ∈ Hη′ ∩Hηk is equivalent
to the following:
t′k = 2(〈y′, x′k〉 − 〈x′, y′k〉) = tk + 2(〈yk, x′k〉 − 〈xk, y′k〉). (6)
Taking into account (5), the second equality in (6) becomes
akAkǫ
2
k + bkǫk + ck = 0,
where
ak = (‖x′‖2 − 〈x′, xk〉), bk = (〈x′, yk〉 − 〈y′, xk〉), ck = (tk/2 + 〈x′, yk〉 − 〈y′, xk〉).
For every k, sufficiently large, ak > 0; moreover ck 6= 0 since ηk 6∈ Hη′ . Hence we have two
solutions
ǫk,± =
−bk ±
√
b2k + 4ak|ck|
2Akak
.
Since ck → 0, we have ǫk,± → 0. For every k, we define
ǫk =
{
ǫk,+ ifAk > 0
ǫk,− ifAk < 0
The sequence {ǫk} satisfies the condition ǫk > 0 and ǫk → 0, therefore the sequence {η′k}
defined in (5) proves the assertion. 
Theorem 2.2 Let T : Hn ⇒ V1 be maximal H-monotone, with dom(T ) = H
n. Then T is
locally bounded if and only if T is usc.
Proof : By Corollary 2.1 we need to prove only the “if ” part. We argue by contradiction.
Suppose that T is not usc. Then there exists {(ηk, vk)}k ⊂ Hn × V1 with (ηk, vk) → (η, v)
with vk ∈ T (ηk), but with v 6∈ T (η). Since T is maximal, there exists a point η′ ∈ Hη and
exists v′ ∈ T (η′) such that
〈ξ1(η)− ξ1(η′), v − v′〉 < 0. (7)
Suppose now that there is a subsequence {ηkj}j of {ηk}k such that ηkj ∈ Hη′ : then
〈ξ1(ηkj )− ξ1(η′), vkj − v′〉 ≥ 0, ∀j;
taking the limit, we obtain 〈ξ1(η) − ξ1(η′), v − v′〉 ≥ 0 which contradicts (7). Hence, for
large k0, ηk 6∈ Hη′ for k ≥ k0. In particular
η′ 6∈ Hηk , ∀k ≥ k0.
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Now we define the sequence {η′k}k ⊂ Hn as in Lemma 2.1. By the local boundedness of
T, up to considering a subsequence, there exists {v′k}k, with v′k ∈ T (η′k) and v′k → v′′ ∈ V1.
Since η′k ∈ Hηk , by the H-monotonicity of T we have
〈ξ1(ηk)− ξ1(η′k), vk − v′k〉 ≥ 0, ∀k ≥ k0;
passing to the limit we obtain
〈ξ1(η) − ξ1(η′), v − v′′〉 ≥ 0. (8)
This last inequality and (7) imply that v′′ 6= v′.
Since η′k ∈ Hη′ , the monotonicity of T again gives
〈ξ1(η′k)− ξ1(η′), v′k − v′〉 ≥ 0, ∀k ≥ k0;
dividing by ‖ξ1(η′k)−ξ1(η′)‖ and passing to the limit, condition c. in Lemma 2.1 guarantees
〈ξ1(η)− ξ1(η′), v′′ − v′〉 ≥ 0. (9)
Now summing the inequalities in (8) and in (9), we obtain an inequality in contradiction
with (7). This concludes the proof. 
3 Local boundedness of maximal H-monotone operators.
It is well known that a maximal monotone operator T : Rn ⇒ Rn is locally bounded. The
proof relies essentially on the fact that, given any ball, there exist n+1 points whose convex
hull contains the ball. In the case of operators T : Hn ⇒ V1 ∼ R2n the situation is much
more involved. This section is essentially devoted to the proof Theorem 1.1. We first show
that a maximal H-monotone operator defined on all Hn is locally bounded on every vertical
segment (see Proposition 3.1). We consider that this step is really the bulk of the paper.
Secondly, we show that T inherits the local boundedness on every horizontal segment from
the local boundedness of the vertical ones following an idea from [6].
Proposition 3.1 Let T : Hn ⇒ V1 be a maximal H-monotone map such that dom(T ) =
H
n. Then the restriction of T to any vertical line is locally bounded, i.e. for every set of the
type L := {η = (x, y, t) ∈ Hn : t ∈ I}, with x and y fixed and I ⊆ R, I compact interval,
there exists K = K(I) such that diamR2n{T (L)} ≤ K.
Proof: The proof is by contradiction. Assume that there exists one of these vertical
segments on which T is not bounded. Without loss of generality we can assume that the
segment is cointained in the t axis. Moreover, we can assume that there exists a sequence
of points on the t axis of the form ηk = (0, 0, hk) such that hk → 0 and
lim
k→∞
diamR2n{T (ηk)} =∞. (10)
To obtain a contradiction we use a measure–theoretical argument as follows. Consider the
sets:
Ak = {η ∈ BHn(e, 5) : ∃ u ∈ T (η) such that ‖u‖ > k
2n
}.
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We will construct measurable subsets Sk ⊂ Ak with the property that there exists a constant
c > 0 such that for any k we have
L2n+1(Sk) > c, (11)
where L2n+1 is the Lebesgue measure in Hn.
Assuming the existence of Sk let us show how to get the desired contradiction. We
consider the sets
Uk =
⋃
m≥k
Sm.
Then Uk is measurable and it is decreasing: Uk+1 ⊂ Uk and L2n+1(Uk) > c. Let S :=
⋂
k Uk,
then S is measurable and L2n+1(S) ≥ c. Let η ∈ S, then η lies in infinitely many sets Sk.
In particular there exists a sequence h(k) of indexes h(k)→∞ such that η ∈ Sh(k) for each
h(k). This implies that there exists uh(k) ∈ T (η) such that ‖uh(k)‖ ≥ h(k). On the other
hand T (η) is compact by Proposition 2.2, which is a contradiction.
In the following we will construct the sets Sk ⊂ Ak (first step) and will show the existence
of a constant c > 0 (independent on k) for which (11) holds for any k (second step).
First step. The construction of Sk uses the measurable selection theorem (see e.g. [16]).
Let us observe first that by (10) it follows that Ak 6= ∅ for any k. Moreover, for k ≥ 1 there
exists h(k) ∈ N such that
diamR2n{T (ηh(k))} ≥ 10k.
To ease the notation we can assume that h(k) = k. We obtain a sequence {uk}k with
uk ∈ T (ηk) such that
‖uk‖ ≥ 10k. (12)
Let us consider the unit vector in V1
ωk =
uk
‖uk‖ , (13)
and the horizontal segment
Lk = {νk(t) := ηk ◦ exp(tωk) ∈ Hn : t ∈ [1, 2]}.
We claim that Lk ⊂ A10k. Indeed, let νk(t) ∈ Lk and vk ∈ T (νk(t)). By the H-monotonicity
of T we have
〈ξ1(νk(t))− ξ1(ηk), vk − uk〉 ≥ 0
and hence, by (12) and (13)
〈vk, tωk〉 ≥ 〈uk, tωk〉 ≥ 10k.
Since ωk is a unit vector by the Cauchy-Schwarz inequality we obtain
‖vk‖ ≥ 〈vk, ωk〉 ≥ 10k. (14)
The idea of the proof is to enlarge the segment Lk by glueing 2n-dimensional sectors
in the horizontal plane of each of its points. We will prove that by this construction we
obtain an enlarged (2n+1)-dimensional set which is still a subset of Ak and whose Lebesgue
measure is bounded below by a uniform constant.
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Let us consider I ⊂ R2n−1 given by
I = [0, π] × [0, π]× · · · × [0, π]× [0, 2π)
and the spherical coordinates ω : I → S2n−1 given by ω(Φ) = (ω1(Φ), . . . , ω2n(Φ)), for
Φ = (φ1, . . . , φ2n−1),
ω1(Φ) = cosφ1
ω2(Φ) = sinφ1 cosφ2
. . . . . .
ω2n−1(Φ) = sinφ1 sinφ2 . . . sinφ2n−2 cosφ2n−1
ω2n(Φ) = sinφ1 sinφ2 . . . sinφ2n−2 sinφ2n−1
(15)
To carry out the proposed construction let us select for each t ∈ [1, 2] a vector v˜k(t) ∈
T (νk(t)). Here we apply the measurable selection theorem (see [16]) to obtain, for every k, a
measurable map t→ v˜k(t). In the following consideration we will fix the index k. However
we note that, by (14),
‖v˜k(t)‖ ≥ 10k. (16)
For each t ∈ [1, 2] let us write
v˜k(t) = ‖v˜k(t)‖ω(Φ˜k(t)), (17)
for a suitable Φ˜k(t) = (φ˜
1
k(t), φ˜
2
k(t), . . . , φ˜
2n−1
k (t)) ∈ I. Since the mapping t → v˜k(t) is
measurable we obtain that the function t → (Φ˜k(t)) is measurable as well. Set i =
(i1, i2, . . . , i2n−1), where ij ∈ {1, 2, 3, 4} if j ∈ {1, 2, . . . , 2n − 2}, and i2n−1 ∈ {1, 2, . . . , 8},
and denote by Ii the set
Ii =
[
(i1 − 1)π
4
, i1
π
4
)
×
[
(i2 − 1)π
4
, i2
π
4
)
× · · · ×
[
(i2n−1 − 1)π
4
, i2n−1
π
4
)
.
Fix any i as above, and consider the set
T
i
k =
{
t ∈ [1, 2] : Φ˜k(t) ∈ Ii
}
.
Then {T ik}, for k fixed, are disjoint measurable sets with the property that
⋃
i T
i
k = [1, 2]
up to a set of measure 0. This implies that there exists i0(k) such that
L1
(
T
i0(k)
k
)
≥ 1
2 · 42n−1 .
Let us consider the subset of Lk defined by
L
i0(k)
k = {νk(t) := ηk ◦ exp(tωk) ∈ Hn : t ∈ T
i0(k)
k }, (18)
and to each i we associate the sector
Si = {ρω(Φ) : ρ ∈ [1, 2], Φ = (φ1, φ2, . . . , φ2n−1) ∈ Ii}.
These sectors are 2n-dimensional and disjoint. We define the desired set Sk by
Sk = {ν := νk(t) ◦ exp(ρω(Φ)) ∈ Hn : t ∈ T i0(k)k , ρω(Φ) ∈ Si0(k)}. (19)
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It is clear that for k sufficiently large, by the construction, we have Sk ⊂ BHn(e, 5). We
claim first that Sk ⊆ Ak. To see this let ν = νk(t) ◦ exp(ρω(Φ)) be an arbitrary point in Sk,
and let v ∈ T (ν).
We intend to prove that ‖v‖ ≥ k2n .
This will be done, using the fact that ν ∈ Hνk(t) and the monotonicity of T by comparing
(ν, v) to the point (νk(t), v˜k(t)), i.e.
〈ξ1(ν)− ξ1(νk(t)), v − v˜k(t)〉 ≥ 0
which implies
ρ〈ω(Φ), v − v˜k(t)〉 ≥ 0 (20)
Let us note first that, if Φ = (φ1, φ2, . . . , φ2n−1) and Ψ = (ψ1, ψ2, . . . , ψ2n−1) belong to the
same (2n− 1)-cube Ii, then
〈ω(Φ), ω(Ψ)〉 ≥ 2−(2n−1)/2. (21)
Indeed, from the expression of the left hand side of the previous inequality and taking into
account the equation for the the spherical coordinates, we have
2n∑
i=1
ωi(Φ)ωi(Ψ) = cosφ1 cosψ1+
+ sinφ1 cosφ2 sinψ1 cosψ2+
+ · · ·+
+ sinφ1 sinφ2 . . . sinφ2n−2 cosφ2n−1 sinψ1 sinψ2 . . . sinψ2n−2 cosψ2n−1+
+ sinφ1 sinφ2 . . . sinφ2n−2 sinφ2n−1 sinψ1 sinψ2 . . . sinψ2n−2 sinψ2n−1;
if we take the last two lines of the sum above we have
ω2n−1(Φ)ω2n−1(Ψ) + ω2n(Φ)ω2n(Ψ) =
= sinφ1 sinφ2 . . . sinφ2n−2 sinψ1 sinψ2 . . . sinψ2n−2 cos(φ2n−1 − ψ2n−1)
≥ 1√
2
sinφ1 sinφ2 . . . sinφ2n−2 sinψ1 sinψ2 . . . sinψ2n−2,
noticing that to obtain the previous inequality we use the fact that sinψi and sinφi are
nonnegative. Iterating this argument, we finally get (21).
Hence, by (16), (17) and (20), and recalling that by definition of the set Sk in (19) we have
that Φ˜k(t) and Φ lie in the same (2n − 1)-cube Ii0(k),
‖v‖ ≥ 〈v, ω(Φ)〉
≥ 〈v˜k(t), ω(Φ)〉
= ‖v˜k(t)‖〈ω(Φ˜k(t)), ω(Φ)〉
≥ 10k2−(2n−1)/2 > k
2n
.
Second step. Our second claim is, that there exists a constant c > 0 with the property
that
L2n+1(Sk) ≥ c.
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To prove this fact let us consider, for every k, the mapping
Fk = (F
1
k , . . . , F
2n+1
k ) : [1, 2] × [1, 2] × Ii0(k) → Hn,
given by
Fk(t, ρ,Θ) = νk(t) ◦ exp(ρω(Θ)),
where νk(t) is as in (18) and Θ = (θ
1, . . . , θ2n−1). Let Φk ∈ I be such that ωk = ω(Φk).
Our aim is to show that if Θ is suitably chosen with respect to Φk, then |det(JFk(t, ρ,Θ))|
is bounded from below by a positive constant, where JF is the Jacobian of the function Fk.
Since ωk is fixed, we can assume, without loss of generality and to simplify the computations,
that ωk = (1, 0, . . . , 0), i.e. Φk = (0, . . . , 0).
Recalling that ηk = (0, 0, hk), we obtain the formula
Fk(t, ρ,Θ) = (F
1
k , . . . , F
2n+1
k )(t, ρ,Θ) =

t+ ρ cos θ1
ρ sin θ1 cos θ2
ρ sin θ1 sin θ2 sin θ3 cos θ4
. . .
ρ sin θ1 sin θ2 sin θ3 . . . sin θ2n−1
ρ sin θ1 sin θ2 sin θ3 . . . cos θ2n−1
hk − 2tρ sin θ1 sin θ2 . . . sin θn cos θn+1

Let us consider the Jacobian JFk of the function Fk. If n = 1, trivial computations show
that |det(JFk(t, ρ, θ))| = 2ρ2| sin θ|. In the general case, we note that the first three columns
of JFk are
1
0
0
. . .
0
0
−2ρ∏ni=1 sin θi cos θn+1

,

cos θ1
sin θ1 cos θ2
sin θ1 sin θ2 cos θ3
. . .∏2n−2
i=1 sin θ
i cos θ2n−1∏2n−2
i=1 sin θ
i sin θ2n−1
−2t∏ni=1 sin θi cos θn+1

,

−ρ sin θ1
ρ cos θ1 cos θ2
ρ cos θ1 sin θ2 cos θ3
. . .
ρ cos θ1
∏2n−2
i=2 sin θ
i cos θ2n−1
ρ cos θ1
∏2n−2
i=2 sin θ
i sin θ2n−1
−2tρ cos θ1∏ni=2 sin θi cos θn+1

In particular, the second and the third ones can be written as
sin θ1

cos θ1/ sin θ1
cos θ2
sin θ2 cos θ3
. . .∏2n−2
i=2 sin θ
i cos θ2n−1∏2n−2
i=2 sin θ
i sin θ2n−1
−2t∏ni=2 sin θi cos θn+1

,
ρ
cos θ1

− sin θ1/ cos θ1
cos θ2
sin θ2 cos θ3
. . .∏2n−2
i=2 sin θ
i cos θ2n−1∏2n−2
i=2 sin θ
i sin θ2n−1
−2t∏ni=2 sin θi cos θn+1

,
therefore, if we remove the first entry, we get two dependent columns. This means that,
when computing the determinant of JFk starting from the first column, we have actually
only one term to consider, namely
det(JFk(t, ρ,Θ)) = −2ρ
n∏
i=1
sin θi cos θn+1 · det(Jwρ(ρ,Θ)),
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where wρ(ρ,Θ) = ρw(Θ) denotes the 2n-dimensional spherical coordinates (see (15)). By
known computations,
det(Jwρ(ρ,Θ)) = ρ2n−1 sin2n−2 θ1 sin2n−3 θ2 · · · sin θ2n−2;
thus
|det(JFk(t, ρ,Θ))| = 2ρ2n|
n∏
i=1
sin θi cos θn+1 sin2n−2 θ1 sin2n−3 θ2 · · · sin θ2n−2|.
We note that det(JFk(t, ρ,Θ)) 6= 0 for a.e. Θ ∈ Ii0(k). Let us consider the set
Ck = T
i0(k)
k × [1, 2] × Ii0(k).
Since Sk = F ([1, 2] × [1, 2] × Ii0(k)), we have that F (Ck) ⊆ Sk. By the change of variable
formula we have that
L2n+1(Sk) ≥
∫
Ck
|det(JFk(t, ρ,Θ))|dtdρdθ1dθ2 · · · dθ2n−1 ≥ c0L2n+1(Ck) := c.
It is an exercise to show that c is a uniform constant which does not depend on k, finishing
the proof. 
We are now able to prove Theorem 1.1:
Proof of Theorem 1.1: We show that T is bounded in a suitable neighbourhood of the
origin. Let us consider the 4n segments in Hn :
I+j := {(ej , 0, s) ∈ Hn : −1 ≤ s ≤ 1}, I−j := {(−ej , 0, s) ∈ Hn : −1 ≤ s ≤ 1},
I+j+n := {(0, ej , s) ∈ Hn : −1 ≤ s ≤ 1}, I−j+n := {(0,−ej , s) ∈ Hn : −1 ≤ s ≤ 1},
where j = 1, 2, . . . , n. Here ej denotes the n-tuple with 1 in the j position, and 0 otherwise.
From Proposition 3.1, there is K > 0 such that T (I+j ), T (I
−
j ) ⊆ BR2n(0,K), for every
j = 1, . . . , 2n. Let r ∈ (0, 1) small enough such that, for every ξ ∈ BHn(0, r) and for
every j = 1, . . . , 2n, we have Hξ ∩ I+j ,Hξ ∩ I−j 6= ∅ : we note that by the continuity
of the map ξ 7→ Hξ such r > 0 exists since the claim holds for ξ = 0. Now, for any
ξ = (x, y, t) ∈ BHn(0, r) we define ξ+, ξ−, v+j and v−j by
ξ+j = ξ ◦ exp(v+j (ξ)) = Hξ ∩ I+j , ξ−j = ξ ◦ exp(v−j (ξ)) = Hξ ∩ I−j , j = 1, 2, . . . , 2n.
Straightforward computations show that v±j coincide with one of the vectors from the fol-
lowing list
(ej − x,−y), (−ej − x,−y), (−x, ej − y), (−x,−ej − y),
thus ‖v±j ‖ ≤ 2, for every j, and for every ξ ∈ BHn(0, r).
From the H-monotonicity of T, we have that
〈u, v±j (ξ)〉 ≤ 〈uj , v±j (ξ)〉 ≤ K‖v±j (ξ)‖ ≤ 2K, (22)
for every u ∈ T (ξ), uj ∈ T (ξj), and for every j = 1, . . . , 2n. The inequalities (22) imply that
T (ξ) is contained in the polyhedron P (ξ) defined by:
P (ξ) := {u ∈ V1 : 〈u, v+j (ξ)〉 ≤ 2K, 〈u, v−j (ξ)〉 ≤ 2K j = 1, . . . , 2n}.
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Note that there is no v ∈ R2n \ {0} such that the half-space {u ∈ R2n : 〈v, u〉 ≤ 0} contains
all the vectors {v±j }j=1,...,2n; as a consequence, the set P (ξ) turns out to be a polytope, i.e.
it is bounded. Indeed, on the contrary, if v ∈ R2n \ {0} is such that tv ∈ P (ξ), for every
t ≥ 0, then 〈v, v±j (ξ)〉 ≤ 0, i.e. the set {v±j (ξ)}j belongs to the half-space {u : 〈v, u〉 ≤ 0},
a contradiction. The continuity of the maps ξ 7→ v±j (ξ), for every j, entails, in particular,
that the set-valued map ξ 7→ P (ξ) is upper semicontinuous; thus, if r is small enough, there
exists K ′ ≥ 2K such that
P (ξ) ⊆ BR2n(0,K ′), ∀ξ ∈ BHn(0, r).
This implies that T (ξ) ⊆ BR2n(0,K ′), for all ξ ∈ BHn(0, r), therefore T is locally bounded
at the origin. 
Clearly, Theorem 2.2 and Theorem 1.1 give
Corollary 3.1 Let T : Hn ⇒ V1 be a maximal H-monotone map, such that dom(T ) = H
n.
Then T is locally bounded and upper semicontinuous.
4 On Minty’s theorem.
This section we apply our main result in Theorem 1.1 in order to prove a horizontal version
of Minty’s theorem. In the following, for a given operator T : Hn ⇒ V1 and λ > 0, we
denote by Tλ : H
n ⇒ V1 the operator
Tλ = ξ1 + λT.
It is clear that if T is H-monotone, then Tλ is strictly H–monotone. We recall that in [10]
the authors prove Theorem 2.1, a result of Minty type in the case n = 1. Now, our aim
is to prove Theorem 1.2. In comparison to Theorem 2.1, we will remove the H-cyclically
monotone assumption in i., and we also show that the result holds for Hn. We note that in
the Example 2.1 we have a map that satisfies the assumption in Theorem 1.2, but not the
assumption i. in Theorem 2.1.
In order to prove the following result, we will follow the idea in [5] by using degree-
theoretical arguments for set valued maps [14]; the results needed in the proof are collected
in the Appendix of [5].
Proof of Theorem 1.2:
Let us first prove that i. implies ii, which is the more difficult part. Let T be maximal
H-monotone with dom(T ) = Hn. Let us fix η ∈ Hn and λ > 0. We consider the linear
projection map π : Hη → V1 = R2n defined by π(x, y, t) = (x, y). Note that since we
restricted the projection to a hyperplane we have that π is bijective and we denote by
π−1 : R2n → Hη its inverse. We introduce the following notations: T˜λ is the operator
T˜λ = Tλ ◦ π−1 : R2n ⇒ V1 and π(ζ) = ζ˜ , ∀ζ ∈ Hη. We have to prove that T˜λ is surjective.
Let us fix p0 ∈ V1 ∼= R2n : we show that it is possible to find R0 > 0 large enough such
that
p0 ∈ T˜λ (BR2n(η˜, R0)) : (23)
in particular, we show this for
R0 > ‖p0‖+ ‖ξ1(η)‖ + λ sup{‖vη‖ : vη ∈ T (η)}. (24)
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Note, that the fact that the expression on the right in the above inequality is finite
follows from local boundedness of T .
Step 1. In order to prove (23), we show first that
degSV
(
T˜λ − p0, BR2n(η˜, R0), 0
)
= 1, (25)
where degSV denotes the degree function for set-valued maps. We consider the parametric
set-valued map F : [0, 1] ×BR2n(η˜, R0)⇒ V1 defined by
F(α, ζ˜) = ζ˜ − p0 + λαT (π−1(ζ˜)),
for all α ∈ [0, 1], ζ˜ ∈ BR2n(η˜, R0).
First we note that, by Proposition 2.2, the map F is convex-valued and compact-valued,
i.e. for every fixed (α, ζ˜) ∈ [0, 1] × BR2n(η˜, R0), the set F(α, ζ˜) is compact and convex in
R
2n. Moreover, Corollary 2.1 and Corollary 3.1 imply that
{∪F(α, ζ˜) : (α, ζ˜) ∈ [0, 1] ×BR2n(η˜, R0)}
is compact in R2n. Finally, Corollary 2.1 implies that the map (α, ζ˜) 7→ F(α, ζ˜) is usc from
[0, 1] ×BR2n(η˜, R0) into 2R2n \ {∅}.
Now we are in the position to apply the mentioned degree-theoretical arguments for set
valued maps. According to the above discussion, it follows that our map F(α, ·) is a
homotopy of class (P) (see [14] and also Appendix in [5]). The argument is based on
the application of Theorem 6.2 in [5]. In order to apply this statement we need to show
that the constant curve γ : [0, 1]→ R2n, defined by γ(α) = 0, is such that
γ(α) 6∈ F(α, ∂BR2n (η˜, R0)), ∀α ∈ [0, 1]. (26)
We show (26) through arguing by contradiction: suppose that for some α there exists
ζ˜ ∈ ∂BR2n(η˜, R0) such that
0 ∈ F(α, ζ˜) = ζ˜ − p0 + λαT (π−1(ζ˜)),
i.e. p0 = ξ1(ζ)+λαwζ for some wζ ∈ T (ζ), ζ ∈ Hη and ζ ∈ ∂BHn(η,R0). This implies that,
for every vη ∈ T (η), we have
p0 − ξ1(η)− λαvη = ξ1(ζ)− ξ1(η) + λα(wζ − vη).
Multiplying the previous vector equality by (ξ1(ζ)− ξ1(η)) we obtain
〈ξ1(ζ)− ξ1(η), p0 − ξ1(η)− λαvη〉 = ‖ξ1(ζ)− ξ1(η)‖2 + λα〈ξ1(ζ)− ξ1(η), wζ − vη〉.
The H–monotonicity of T implies
‖ξ1(ζ)−ξ1(η)‖2 ≤ ‖〈ξ1(ζ)− ξ1(η), p0 − ξ1(η)− λαvη〉‖ ≤ ‖ξ1(ζ)− ξ1(η)‖·‖p0 − ξ1(η) − λαvη‖ ;
hence
R0 ≤ ‖p0 − ξ1(η)− λαvη‖
This contradicts (24) and hence (26) holds. The homotopy invariance property for F (see
Theorem 6.2 in [5]) gives that
degSV (F(α, ·), BR2n (η˜, R0), γ(α))
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does not depend on α : hence,
degSV
(
T˜λ − p0, BR2n(η˜, R0), 0
)
= degSV (F(1, ·), BR2n (η˜, R0), 0)
= degSV (F(0, ·), BR2n (η˜, R0), 0)
= degSV (IR2n − p0, BR2n(η˜, R0), 0)
= degB (IR2n − p0, BR2n(η˜, R0), 0)
= degB (IR2n , BR2n(η˜, R0), p0) , (27)
where degB denotes the degree function for single-valued maps. Note that (24) implies
that p0 ∈ BR2n(η˜, R0) : hence degB (IR2n , BR2n(η˜, R0), p0) = 1 (see Theorem 6.1 in [5]) and
hence, by (27), we have that (25) is true.
Step 2. By Step 1 and the definition of degSV , for small ε > 0, one has that
degB(fε − p0, BR2n(η˜, R0), 0) = 1, (28)
where fε : BR2n(η˜, R0) → R2n is a continuous approximate selector of the upper semicon-
tinuous set-valued map T˜λ such that
fε(ζ˜) ∈ T˜λ
(
BR2n(ζ˜ , ε) ∩BR2n(η˜, R0)
)
+BR2n(0, ε), ∀ζ˜ ∈ BR2n(η˜, R0), (29)
see Proposition 6.1 in [5]. Let ε = 1k and let φk := f1/k, k ∈ N. First of all, from (28) and
the properties of the Brouwer degree function degB (see Theorem 6.1 in [5]), we have that
for every k ∈ N there exists ζ˜k ∈ BR2n(η˜, R0) such that p0 = φk(ζ˜k). Up to a subsequence,
we may assume that ζ˜k → ν˜ ∈ BR2n(η˜, R0). On the other hand, by relation (29), we have
that
p0 = φk(ζ˜k) ∈ T˜λ
(
BR2n(ζ˜k, 1/k) ∩BR2n(η˜, R0)
)
+BR2n(0, 1/k),
i.e., there exists ν˜k ∈ BR2n(ζ˜k, 1k )∩BR2n(η˜, R0) and pk ∈ BR2n(0, 1k ) such that p0 ∈ T˜λ(ν˜k)+
pk. Clearly, ν˜k → ν˜ and pk → 0 as k → ∞. Let us consider the sequence {(p0 − pk, ν˜k)} ∈
graph(T˜λ); by the usc of T˜λ we get that p0 ∈ T˜λ(ν˜).
Finally, we claim that ν˜ ∈ BR2n(η˜, R0). To see this, let us assume, by contradiction,
that ν˜ ∈ ∂BR2n(η˜, R0). Then, p0 ∈ T˜λ(ν˜) is equivalent to 0 ∈ T˜λ(ν˜) − p0 = F(1, ν˜), which
contradicts relation (26). Consequently, ν˜ ∈ BR2n(η˜, R0); therefore we obtain (23), which
concludes the proof of the first implication i. ⇒ ii of Theorem 1.2.
Let us prove that ii. implies i. The proof is essentially in [10], where the case n = 1 is
considered; however, for the sake of completeness, we include it. Let T : Hn ⇒ V1 be a
set-valued H-monotone map, with domain Hn, such that, for every η0 ∈ Hn,
rge(Tλ)|Hη0 = V1.
We argue by contradiction and suppose that T is not maximal H-monotone. Then there
exist η0 ∈ Hn, and w /∈ T (η0) such that, for every η ∈ Hη0 , and v ∈ T (η),
〈w − v, ξ1(η0)− ξ1(η)〉 ≥ 0. (30)
Without loss of generality, we assume that η0 = e: in fact, via a left translation, the map
η 7→ T (η0 ◦ η) has the same properties of T. From the assumptions, for λ = 1 we have
rge(T + ξ1)|He = V1; therefore
w = v˜ + ξ1(η˜), (31)
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for some η˜ ∈ He and v˜ ∈ T (η˜). From (31), choosing η = η˜ in (30), we obtain
−〈ξ1(η˜), ξ1(η˜)〉 ≥ 0,
i.e., ξ1(η˜) = 0. Since η˜ ∈ He, we deduce that η˜ = 0, and w = v˜ ∈ T (e), contradicting our
assumption on w. This concludes the proof of Theorem 1.2. 
4.1 Lipschitz continuity of the resolvent operator in the Hausdorff metric.
In this subsection we are interested in studying the regularity of the resolvent Qλ of a
maximal H–monotone operator T defined by
Qλ = (ξ1 + λT )
−1 : V1 ⇒ H
n.
First, we have to recall that if T is maximal H-monotone and η ∈ Hn, then the map Tλ|Hη is
not injective, in general, and hence
(
Tλ|Hη
)−1
: V1 ⇒ Hη is not single-valued (see Example
4.1 below). Using the strictly H–monotonicity of the operator Tλ, the only information we
have is that, for every η′ ∈ Hη,
Tλ(η) ∩ Tλ(η′) = ∅.
We note that, for every fixed v, Qλ(v) is a closed subset of H
n, since it is the inverse image
via the usc map Tλ of a point. Moreover, Theorem 1.2 implies that for every fixed v ∈ V1
and η ∈ Hn, there exists at least one point η′ ∈ Hη such that v ∈ Tλ(η′), i.e. η′ ∈ Qλ(v).
Therefore H(0,0,h) ∩Qλ(v) 6= ∅, for every h ∈ R. Hence Qλ(v) is unbounded for every fixed
v ∈ V1. We summarize this discussion in the following:
Remark 4.1 Let T : Hn ⇒ V1 be a maximal H–monotone map with dom(T ) = H
n. Then,
for every λ > 0, the resolvent Qλ : V1 ⇒ H
n is closed–valued, and Qλ(v) is unbounded for
every v ∈ V1.
As we mentioned in the introduction, if we consider the resolvent in our context, we are
very far from the Euclidean situation where the resolvent map (I + λT )−1 of a maximal
monotone set-valued map T : Rn ⇒ Rn is single-valued on Rn and 1-Lipschitz continuous.
However, in this line of investigation, it is useful to think about the notion of multivalued
Lipschitz map.
Let Q : V1 ⇒ H
n be a closed–valued multivalued map. We recall (see Definition 9.26
in [15]) that Q is Lipschitz continuous in the Hausdorff metric, if dom(Q) = V1 and there
exists a positive k such that
Q(v′) ⊆ Q(v) +BHn(0, k‖v′ − v‖), ∀v, v′ ∈ V1.
We have the following regularity result for our resolvent:
Proposition 4.1 Let T : Hn ⇒ V1 be a maximal H–monotone map with dom(T ) = H
n.
Then, for every λ > 0, the resolvent Qλ is 1-Lipschitz continuous in the Hausdorff metric.
Proof: Let us consider v and v′ in V1, with v 6= v′. For every η ∈ Qλ(v), i.e.
v ∈ ξ1(η) + λT (η), (32)
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Theorem 1.2 guarantees that there exists η′ ∈ Hη such that η′ ∈ Qλ(v′), i.e.
v′ ∈ ξ1(η′) + λT (η′). (33)
Relations (32) and (33) give that v − ξ1(η) ∈ λT (η) and v′ − ξ1(η′) ∈ λT (η′). Since
λT : H⇒ V1 is H–monotone, we have
〈v − ξ1(η)− v′ + ξ1(η′), ξ1(η)− ξ1(η′)〉 ≥ 0
and hence
‖v − v′‖ ≥ 〈v − v′, ξ1(η)− ξ1(η
′)
‖ξ1(η)− ξ1(η′)‖〉
≥ ‖ξ1(η)− ξ1(η′)‖.
The previous inequality implies that for every η ∈ Qλ(v) there exists η′ ∈ Qλ(v′) such that
dH(η, η
′) ≤ ‖v−v′‖. This implies 1-Lipschitz continuity of Qλ in the Hausdorff metric. The
claim is proved. 
Let us conclude with the following example presented in [10]:
Example 4.1 Let us consider the gauge function N : H→ R defined as
N(x, y, t) := ((x2 + y2)2 + t2)1/4.
It is known that this function is H-convex (see [12]). The associated horizontal subgradient
map ∂HN is given by
∂HN(x, y, t) =
{
BR2(0, 1) (x, y, t) = (0, 0, 0)
1
N3(x,y,t)
(
x(x2 + y2) + yt, y(x2 + y2)− xt) (x, y, t) 6= (0, 0, 0).
For every fixed λ > 0, let the map Tλ := ξ1 + λ∂HN : H ⇒ V1 that is maximal strictly
H–monotone. First, it is possible to prove that there exist η′′ ∈ H, and η, η′ ∈ Hη′′ , η 6= η′,
such that
Tλ(η) ∩ Tλ(η′) 6= ∅.
Secondly, it is clear that Tλ is not a Lipschitz continuous map, i.e. it does not exist a
positive k such that
Tλ(η
′) ⊆ Tλ(η) +BR2
(
0, k dH(η, η
′)
)
, ∀η, η′ ∈ H.
In fact, for η′ = (0, 0, 0) and η = (x, y, 0) the previous inclusion is false.
If we are interested in Qλ = (ξ1 + λ∂HN)
−1 : V1 ⇒ H, an easy calculation gives
Qλ(0, 0) = {(0, 0, t) ∈ H; t ∈ R}.
Now, let us consider (x, y, t) 6= (0, 0, 0) and v 6= (0, 0) with (x, y, t) ∈ Qλ(v), i.e. v =
Tλ(x, y, t); straightforward computations lead to the following
ǫ2 ≥ ‖v‖2 = ‖Tλ(x, y, t)‖2 = (x2 + y2)
(
1 +
λ2
N2(x, y, t)
+
2λ
N3(x, y, t)
(x2 + y2)
)
;
hence (x, y, t) ∈ Qλ(v) implies ‖(x, y)‖ ≤ ǫ. Moreover, since Tλ is surjective on every
horizontal plane Hη and in particular on H(0,0,t), we obtain that for every t 6= 0 there exists
(x, y) such that v ∈ Tλ(x, y, t). These prove that 0 6= ‖v‖ ≤ ǫ gives
Qλ(v) is unbounded, Qλ ⊂ {(x, y, t) ∈ H : ‖(x, y)‖ ≤ ǫ}.
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