Sensitivity analysis is popular in dealing with missing data problems particularly for non-ignorable missingness, where fulllikelihood method cannot be adopted. It analyses how sensitively the conclusions (output) may depend on assumptions or parameters (input) about missing data, i.e. missing data mechanism. We call models with the problem of uncertainty sensitivity models. To make conventional sensitivity analysis more useful in practice we need to define some simple and interpretable statistical quantities to assess the sensitivity models and make evidence based analysis. We propose a novel approach in this paper on attempting to investigate the possibility of each missing data mechanism model assumption, by comparing the simulated datasets from various MNAR models with the observed data non-parametrically, using the K-nearest-neighbour distances. Some asymptotic theory has also been provided. A key step of this method is to plug in a plausibility evaluation system towards each sensitivity parameter, to select plausible values and reject unlikely values, instead of considering all proposed values of sensitivity parameters as in the conventional sensitivity analysis method. The method is generic and has been applied successfully to several specific models in this paper including meta-analysis model with publication bias, analysis of incomplete longitudinal data and mean estimation with non-ignorable missing data.
Introduction
Incomplete data are a common problem in statistical analysis, medical research and many other fields. Results may be sensitive to the inference due to missing data. Let be the parameter of interest and D a set of observations. Conventional inference employs a model f ðD; Þ and this usually provides a consistent estimate for . However, if part of the data is unobserved, inference based on the observed data may result in bias. In this case bias analysis can be carried out using a joint model f ðD; , Þ associated with different missing data mechanisms (MDMs), 1-4 where a selection model is popularly used and is the parameter characterizing the data missing process. In certain occasions, it is difficult to estimate due to the lack of data or prior knowledge. For example, if the missingness is under so-called non-ignorable (or missing not at random) MDM, 1 then cannot be estimated directly by maximum likelihood method as it depends on the unobserved data. In some cases, it is possible to resort to follow-up studies in order to estimate 5 ; in many instances, however, such investigations are inherently difficult to conduct due to the nature of the study as it occurs, for example, in epidemiological studies. Also extra problems may emerge due to lack of randomization and the change of circumstance behind the former observations and follow-up samples.
Sensitivity analysis is one of the commonly used approaches for assessing uncertainty via a sensitivity parameter or the related sensitivity model. The use of these models is prolific in many and varied areas, for example, Copas et al. [6] [7] [8] explored publication bias in meta-analysis using the Heckman model, 9 Molenberghs et al. 10 investigated incomplete contingency tables and Copas et al. 11, 12 looked at local sensitivity analysis. Those discussions characterize the sensitivity analysis in different ways, but their aims are essentially the same: to examine the influence of an individual point (of sensitivity parameter) on model-based inference. A different approach considers all possible sources of uncertainty by defining a prior density coupled with a Monte Carlo sensitivity analysis to sample ' sensitivity parameters and then inverts the sensitivity model to provide a distribution of bias-corrected estimates' (Greenland, 4 p. 269 ). However it is usually difficult to choose and justify a prior density. Copas 13 pointed out that 'a sensitivity analysis is essentially a warning of how sensitively the conclusions of a meta-analysis may depend on key assumptions about the study selection process'. Using the idea in a general sensitivity model f ðD; , Þ, we need to analyse how the conclusions change when changes. It is usually more useful for practitioners if we can find some simple and interpretable statistical quantities to assess the sensitivity models instead of using directly. Troxel et al. 14 derived an index of local sensitivity to non-ignorability (ISNI) to estimate the approximate change in parameter of interest () associated with the sensitivity parameter (). ISNI measures the sensitivity ofðÞ to small departure of from its missing at random (MAR) value of zero. Some recent applications of ISNI can be found in Xie and Heitjan 15 , Ma et al. 16 and Zhang and Heitjan. 17, 18 Alternatively, Copas et al. 8 used the P-value selection for the goodness of fit to the funnel plot and the estimated number of unpublished studies. Despite their usefulness, those methods are limited in measuring the sensitivity and cannot make evidence-based conclusion in selecting/rejectingðÞ.
In this paper, we propose a generic method based on the nearest-neighbour distance between the observed data and the data simulated from different sensitivity models. We attempt to achieve two aims: (i) exclude the estimates which are unlikely to be plausible. We do so by comparing the KNN distances with a critical value based on a permutation test; (ii) in the set of plausible sensitivity models resulting from (i), find the most plausible model or a set of the most plausible models in terms of minimal distance. This will result in a set of most plausible estimates in a small range for the parameter of interest , which would provide useful information to help practitioners to draw better conclusions than the conventional sensitivity analysis. We will refer to this method as simulation-based sensitivity analysis (SSA).
Simulation-based method was first proposed in Gelman et al. 19 to check the goodness-of-fit using a Bayesian posterior predictive model, and it is further applied for model checking with missing and latent data in Gelman et al. 20 Approximate Bayesian computation (ABC) used the summary statistics comparison between simulated data and observed data to evaluate the possibility of a parameter without explicit likelihood calculations. [21] [22] [23] If the distance of the two summary statistics is too large (greater than a tolerance value, e.g. 0.01), the model is rejected. This paper used the simulation-based idea to conduct advanced sensitivity analysis to evaluate MDMs particularly when it is MNAR.
The remainder of the paper is organized as follows. We will first describe the idea of SSA, followed by a detailed discussion on how to evaluate sensitivity models using the nearest-neighbour distance and a permutation test. The asymptotic theory has also been developed. We use a mean estimation simulation study to access the performance of the SSA approach in section 3. The method is applied to a missing data problem in meta-analysis and a longitudinal study in section 4; both examples are illustrated with numerical results from real data problems. Finally, a discussion is given in the end.
Simulation-based sensitivity analysis 2.1 Sensitivity models and sensitivity parameters
Let F be the population of complete data from which we wish to infer the parameter of interest using model f ðF ; Þ. If a sample D is drawn randomly from F , calculated from the model f ðD; Þ is usually unbiased under proper modelling and complete observations. However, observed data, denoted by D obs , are often not representative of the complete data. Conventional inference usually employs a model f ðD obs ; Þ under assumptions of MAR and this may result in bias since those assumptions are often invalid under some 'imperfect' situations such as publication bias in meta-analysis, measurement error with non-ignorable missingness or the use of a misspecified MDM model. The effect of bias source may be modelled with a sensitivity model parametrized with a sensitivity parameter.
Let D ¼ ðD obs , D mis Þ be a set of complete data including both observed and unobserved data and R a missingness indicator vector which takes 1 if data are observed or 0 otherwise. The complete data model can be factorized into an extrapolation model and an observed data model as follows.
Here, ðÂ m , Þ and Â o denote parameters indexing the models for missing data and observed data, respectively. The item f ðD mis jD obs , R; Â m , Þ is called an extrapolation model since the missing data are possibly outside the range of the observed data. 24 Usually the parameter of interest is a subset of Â and the remaining components are the nuisance parameters. To simplify notations we will not distinguish Â from and will always use the latter. The sensitivity parameters are usually inestimable directly from the extrapolation model under non-ignorable assumption. But when the value of is given, the full data model f ðD, RjÂ, Þ in (1) is identified. In another words, the estimate of depends on the value of , 14 and it may be biased if the value of is given wrongly. We assume a value exists, denoted by 0 , for which the model f ðD, Rj, Þ would provide an unbiased estimate of given D obs and 0 .
We now illustrate the meaning of sensitivity model and sensitivity parameters using an example which assesses the relationship between passive smoking and lung cancer. 25 A total of 37 published epidemiological studies are selected to investigate the risk of lung cancer in female non-smokers whose spouses/partners did or did not smoke. Suppose y i is the estimated log odds ratio reported in the ith study and s i is the corresponding standard error for i ¼ 1, . . . , n. A random-effects meta-analysis model is given by
Here is the overall mean effect which is the parameter of interest, 2 is the variance measuring heterogeneity while 2
i is the within-study variance and is usually replaced by the sample variance s 2 i . Figure 1 presents the funnel plot of the log odds ratios showing the sign of publication bias, i.e. smaller studies give more positive results than the larger studies. In other words, smaller studies with inconclusive results are less likely to be selected; see the detailed discussion in Copas and Shi. 7 Without assuming publication bias, the maximum likelihood estimate of the overall mean is ¼ 0:22. The relative risk is therefore 1.246 or the excess risk is 24.6%, which implies that people who live with smokers have a 24.6% excess risk of having lung cancer when compared with those living with non-smokers. This is however an over-estimate due to publication bias as argued by Copas and Shi. 7 To address the problem they used the following selection model A study is selected when z i 4 0. The use of z is similar to the definition of missing indicator R used in equation (1), i.e. z > 0 is equivalent to R ¼ 1. In this model ¼ ða, bÞ are the sensitivity parameters. If ¼ ða, bÞ is given, Pðz i 4 0j y i Þ can be calculated from the selection model whereas the parameter of interest and the nuisance parameters ð 2 , Þ can be estimated from the meta-analysis model (2) and the selection model (3) by maximizing the following log-likelihood. 7 Lð, 2 
However, since the number of unselected studies is unknown, ¼ ða, bÞ is inestimable. In this example, uncertainty exists for the sensitivity parameters (a, b) as well as the assumed selection model (3) . A sensitivity analysis investigates how sensitively the estimate of depends both on the choice of the selection model and the choice of the sensitivity parameter .
The sensitivity parameter in this example has no clear physical meaning. It is difficult to draw any meaningful conclusion if it is used directly. To make sensitivity analysis useful we need to develop some simple and interpretable quantities. Copas and Shi 7 used the P-value of the goodness-of-fit to funnel plots and Copas 13 used the overall selection probability. Those quantities have clear physical interpretation from which meaningful conclusions can be drawn; this idea, however, is not easily expandable to other missing data problems. In this paper, we propose a more generic method which works by comparing the observations with datasets simulated from candidates of the sensitivity model f ðD; , Þ. The nearest-neighbour distance is used to evaluate those models. We provide further details about the procedure and other types of missing data problems, including publication bias problem and longitudinal dropout example in the remaining of the paper.
Evaluating sensitivity models
As we have discussed previously, f ðD, R; , Þ is the sensitivity model, where D ¼ ðD obs , D mis Þ, is the parameter of interest and is the sensitivity parameter. There is uncertainty for , but can be estimated when is given. For example, we may estimate through a marginal density Lð, jD obs , RÞ ¼ Lðj; D obs , RÞLðjD obs , RÞ / f ðD obs , Rj, Þ ¼
The meta-analysis example discussed in the previous subsection follows this approach, and is estimated from the profile likelihood Lðj; D obs , RÞ (4) for the observed data when ¼ ða, bÞ is given.
Let 0 be the true value. The observed data D obs are therefore generated from either the full model f ðD, R; , 0 Þ or its corresponding marginal model f ðD obs , R; , 0 Þ. If the true value 0 is known, an unbiased estimate for can be determined from the model and the observed data D obs by maximizing (profile) likelihood from (5); see more discussion on the related topics in Lu and Copas. 26 Unfortunately, 0 is unknown and it cannot be estimated from D obs under non-ignorable missingness. Sensitivity analysis considers a set of sensitivity parameters denoted by À and reports all corresponding estimatess. We intend to investigate each by comparing the density of f ðD obs , R; , Þ with parameter-free observational density f ðD obs , RÞ, a replacement of f ðD obs , Rj, 0 Þ which is unknown. Our approach simulates datasets from the candidate model and proceeds further by comparing the simulated and the observed data (bearing in mind that the observed data D obs come from f ðD, R; , 0 Þ).
The steps of this simulation-based sensitivity analysis (SSA) procedure are as follows.
(i) sample a candidate parameter from some proposal distribution;
(ii) estimate using the sensitivity model f ðD, R; , Þ given the selected ;
(iii) simulate an incomplete sample D obs from the model f ðD, R; , Þ; (iv) calculate distance sðD obs , D obs Þ; (v) repeat Steps (i) to (iv) for each candidate in À.
In
Step (i), there is no standard way to select candidate as it may have different interpretation and quantity scale in different problems. See more discussion in the section of examples. If there is no strong prior belief, 24, 27 we may choose from a wide range À uniformly and zoom in to a local area sequentially.
We have demonstrated how to calculate from f ðD, R; , Þ given in Step (ii) using the meta-analysis and publication bias example in the previous subsection. More examples will be discussed later in this paper.
In Step (iii) we first sample a complete dataset D from f ðD, R; , Þ and then remove some elements from D in order to generate the incomplete observations D obs ; this latter dataset is comparable to the actual observations, D obs . This process requires an MDM to be specified by . As there is no unified approach to simulate D or D obs , we discuss some viable techniques in sections 3 and 4.
Step (iv) calculates the distance between the simulated dataset D obs and the actual observations D obs . The key here is defining a proper measure in order to measure the 'closeness' or 'similarity' between the sets. This is particularly important for the large-dimensional case. To measure the similarity or dissimilarity between two clusters various statistical distances have been investigated in the literature. A common approach calculates the distance between each pair of data points in D obs and D obs , and then use either the minimum (single linkage by Sneath 28 ), the maximum (complete linkage by Sorensen 29 ) or the average distance. 30 In our experience, the first two distances do not work robustly in SSA while the average distance works almost unbiased for some examples but the performance is not consistent. 31 As an alternative, we use the K-nearest-neighbour (KNN) method, first introduced by Fix et al. 32 as a non-parametric measure; further details are given in Appendix 6.1. This measure works well in our comprehensive simulation studies; the performance will be demonstrated in the next section.
Remark 1. The sensitivity model, either f ðD, Rj, Þ or f ðD obs , Rj, Þ, depends on the sensitivity parameter as well as the hierarchical structure (see equation (1)); so does D obs . Hence, the distance sðD obs , D obs Þ can be used to investigate both the plausibility of and the model structure. This method is therefore appropriate for the study of misspecified models and other related problems.
Remark 2. Accuracy is very necessary when measuring the plausibility of . A strategy that works makes use of an average distance by sampling more than one set from D obs for a given . We will refer to the number of replicates taken to build the average distance as a Monte Carlo sample size or simply MC size.
Remark 3. KNN distance is just a way to measure similarity between D obs and D obs
. It performs well for the examples discussed in this paper. However, some other distances or measures such as Kullback-Leibler divergence or Mahalanobis distance may be used for different types of data or problems.
Model selection
The distance sðD obs , D obs Þ measures the 'closeness' between the sensitivity model with simulated data and the realised model with observed data. Those models giving rise to large values of this metric can simply be discarded as they are very unlikely characterizing the same distribution as observed data. In order to define a test criterion more formally, we borrow the idea of an 'achieved significance level' (ASL) introduced by Fisher 33 using permutation tests. Now let D 1 and D 2 denote a pair of permutation samples drawn from the combined dataset D Ã ¼ ðD obs , D obs Þ whose distance is s Ã ¼ sðD 1 , D 2 Þ. We define the ASL for SSA as:
where H 0 is the null hypothesis stating that D obs and D obs come from the same distribution. When we need to resort to average distances to tackle numerical instabilities as per Remark 2, permutation samples are generated over the multiple D obs with a given MC size. The ASL is the proportion of the pairs of the permutation samples for which the distances are larger than the distance between D obs and D obs . Thus ASL works similarly to a P-value with larger values taken as being in favour of H 0 . Another approach to work out the ASL uses the concept of 'internal distance'; in that case, the permutation sample (D 1 , D 2 ) is drawn from the D obs instead of the combined dataset D Ã . For a given significance level (e.g. ¼ 5 %), a plausible set of sensitivity parameters is defined as À ¼ f : ASL 4 g: Models not included in À should be avoided. Now we have two theorems for the KNN distance and sensitivity parameter selection.
Theorem 1. If we have two independent samples D 1 and D 2 with equal size n, the kth nearest neighbour distance of the two samples sðD 1 ,
when n is large enough. If and only if the two samples follow the same distribution, the distance achieves the minimum.
Under two sample KNN distance definition and its properties, we use equal sample sizes of D 1 and D 2 . If the sample sizes are different, we can simply use bootstrap method. 34, 35 Theorem 2. In the simulation-based sensitivity analysis, if the true value of the sensitivity parameter is one candidate 0 2 À, it will be selected into the plausible set À given a significance level ¼ 0.05. The detailed proofs are given in Appendices 6.2 and 6.3, respectively. For all the models within À , the distance calculated for each can be used as a further guide in deriving an estimate for . For instance, we may choose the values of that give rise to the smallest distance (and a tolerance) and report the corresponding estimate of s as most plausible estimates.
Simulation studies
We now conduct a simulation study to assess the performance of our proposed method. These data are generated from a normal distribution Y $ Nð, 2 Þ with the true values selected as ¼ 0, 2 ¼ 1. To map the missing data procedure, we use selection model (MDM model 1) as
where R is a missing data indicator and expitð yÞ ¼ expð yÞ=ð1 þ expð yÞÞ and the parameter is assumed to be known (it can be estimated if the proportion of the missing data is known). Here is treated as a sensitivity parameter. We choose ¼ ðÀ1, À 0:5Þ, ¼ 0. Sample size of the complete data is (100, 500).
The SSA approach is designed as follows. We first select a number of chosen from the interval of (À5,5). For each selected , we evaluate the density f ð yjR ¼ 0Þ by
and then use the density function to sample the missing data, denoting the imputed values as y mis, . Thus, ð y obs , y mis, Þ forms a simulated complete dataset, parameters ð,Þ are estimated and new dataset D is sampled from Nð, 2 Þ. We further generate a set of observations y obs selected from D with probability PðR ¼ 1j y 2 D ; Þ given value of , to match with the original observed dataset y obs . Finally, the closeness of y obs and y obs is evaluated using the KNN distance. Figure 2 shows the results of sensitivity analysis with MDM model (7) ( ¼ À1), sample size 500, MC size of 1000. We also used the permutation test to find the plausible set of the sensitivity parameter. The dashed line in Figure 2 indicates the critical value at a significance level of 5%, which is calculated as the 95% quantile of the internal distances between two permutated samples from f ðYjR ¼ 1Þ. Thus all the 's above the dashed line in the upper left panel are unlikely plausible (with possibility less than 5%) and should be discarded. The 's below the line form the set of plausible values resulting in estimates of in the range of (À1.20, 1.17) for K ¼ 1; (À1.10, 0.89) for K ¼ 2; (À1.00, 0.80) for K ¼ 5 as shown in the lower left panel. The true value ð ¼ À1, ¼ 0Þ is included in the plausible set. If we just use the sample mean of the observed data, the average of is about À0.50 which is far away from the true value of 0.
In the 100 replication, the selected values of with minimum distance range between (À1.60, 1.20) for K ¼ 1; (À1.80, 1.10) for K ¼ 2; (À1.80, 1.00) for K ¼ 5, respectively; the corresponding values of range between (À1.00, 0.34) for K ¼ 1; (À1.00, 0.47) for K ¼ 2; and (À0.95, 0.42) for K ¼ 5. As the distance measures is flat at the bottom (as show in Figure 2 ), we suggest to choose a small plausible set of values with a tolerance of distance measure. Table 2 shows the results with (average of) range of selected parameters with a tolerance 0:05=2 k . The coverage probability of this range is also calculated for 100 replications. a The results show that the estimates are quite consistent for different values of K even for small number of sample sizes. The choice of K depends upon the data and aim of analysis; larger values of K reduce the effect of noise on the classification, 36 but with cost of less distinct in crossovers/boundaries between classes. In our SSA method, we tend to use small K to distinguish small differences.
Also, the method with a MC size of 100 or above when K ¼ 1 or 2 usually gives quite robust results (coverage probability > 90%). We repeated the simulation for other values of sample size, different value of and a different MDM model (2):
Tables 1 and 2 present the simulation study results. All of them give similar results although smaller sample size gains less power. Results show robust performance of the method for different MDM models as well. We also conducted a simulation study with misspecified MDM model, where true model is PðR ¼ 1j yÞ ¼ expitðÀy 2 Þ and the working model is PðR ¼ 1j yÞ ¼ expitðÀyÞ. The results show the robust performance of SSA method to tolerate small bias.
Examples
We will discuss two missing data problems in this section, including publication bias problem in meta-analysis and incomplete longitudinal data. Techniques on how to generate D from f ðD; , Þ and how to sample D obs from D will also be discussed.
Publication bias in meta-analysis
We carry out the meta-analysis for the example of passive smoking and lung cancer discussed previously. In this example, is the parameter of interest, ð 2 , Þ are the nuisance parameters and ¼ ða, bÞ are sensitivity parameters which are inestimable. When ¼ ða, bÞ are known, the marginal likelihood for the observed data is given by (5) , i.e. where and ÈðÁÞ is the distribution function of the standard normal distribution. Parameters ð, 2 , Þ can be estimated by maximizing the above marginal likelihood given the observed data. The number of unobserved studies can also be calculated since we can approximately estimate the proportion of observations, which is the marginal probability of Pðz 4 0ja, bÞ; see Copas and Shi 7 for the details. A sensitivity analysis is conducted to investigate how the estimates of change for different values of ¼ ða, bÞ. The selection of possible values of a and b is based on a range of selection probabilities for the largest and the smallest studies as suggested in Copas and Shi. 8 This region is a 2 ðÀ3, 0Þ and b 2 ð0:1, 2Þ as shown in Figure 3(a) , from which a grid of values can be chosen accordingly to conduct the sensitivity analysis. The area towards the bottom left indicates a high potential for publication bias; this reduces as we move towards the top right of the figure. For each selected pair of (a, b), is estimated using the maximum likelihood method. A contour plot is presented in Figure 3(a We now use the SSA method to conduct a sensitivity analysis. For each pair of (a, b) we calculate the estimates ð, 2 ,Þ and simulate a complete dataset using meta-analysis model (2) ; denoted the simulated data by D ¼ fð y j , s j Þ, j ¼ 1, . . . , Ng. Given the known values of (a, b) and the estimates of the parameters, we subsequently draw random numbers of z from the selection model (3) . Note that z is correlated with y and the study is not selected if z < 0. The selected studies form the observed data D obs ða,bÞ . This dataset is compared with the actual dataset D obs by using 2NN distance sðD obs ða,bÞ , D obs Þ. In accordance with Remark 2, we have used the average distance with 1000 replicates for each pair of (a, b) in order to remove any numerical instability (i.e. the MC size is 1000). The contours of the average distances are shown in Figure 3(b) .
Using the permutation method, discussed in Model selection Section 2.3, we can calculate the ASL for each value of and discard all pairs of sensitivity parameters whose ASL values are smaller than 0.05. The remaining pairs form a plausible set of sensitivity parameters which results in estimates for ranging from 0.043 to 0.197. The upper bound for this estimate indicates an excess risk of 21.7%. The conventional method (without assuming publication bias) results in an excess risk of 24.6%, thus overestimating the SSA upper bound by 13%.
The most plausible value (smallest distance) is achieved when ða, bÞ ¼ ðÀ2:6, 0:8Þ which leads to the estimate of ¼ 0:165 or an excess risk of 17.9%. The fitted line is shown in Figure 1 , showing a much better fit than the dashed line which is obtained from the model without considering publication bias.
We would also report a plausible set of the estimates. This can be seen by looking at Figure 3(b) , where the average 2NN distances are all very close to the shortest distance of 0.295 for several values of the sensitivity parameters. The estimates of for those sets range between 0.086 and 0.183 which lead to excess risks in the interval between 9% and 20%.
Based on the 37 studies collected in the meta-analysis and the simulation-based sensitivity analysis, we can conclude that the excess risk is not likely to be higher than 21.7% or smaller than 4.4%. Most likely it will take values between 9% and 20%. This result is consistent with the findings in Copas and Shi. 7 Copas and Shi 7 is based on goodness-of-fit test but their method is not easily extendable to other missing data problems. The SSA method proposed in this paper is more general and can be used to deal with different types of problems.
Incomplete longitudinal example
We next consider a follow-up randomized study with M scheduled repeated measures. Let Y m be the outcome measured at visit m; we use the notation Y À m ¼ ðY 1 , . . . , Y m Þ to denote the history of the outcomes up to visit m and Y þ m ¼ ðY mþ1 , . . . , Y M Þ as the future outcomes after visit m. Under monotone missingness, if the outcome at visit m is missing then all outcome after that visit are missing. We denote R k as the indicator that Y k is observed, which equals to 1 if Y k is observed and 0 otherwise. We assume that Y 1 is observed on all individuals (R 1 ¼ 1) and let d be the last visit on which a subject has a measure; it follows that the observed data for that subject is
We are interested in the inference of the mean ¼ EðY M Þ, the intended outcome at the final scheduled visit.
The probability of dropping out at visit k can be modelled by the following logistic model:
where hðÁÞ is an unknown function. Either parametric or non-parametric approaches can be used. A special case is the following linear model: hðY À k Þ ¼ 0 þ 1 Y k . This model describes the probability of dropping out at visit k þ 1 by a logistic linear model which depends on the latest recorded data Y k and the current unobserved data Y kþ1 . If ¼ 0 this is an MAR model. One would make this choice if there is evidence or belief that the missingness associated to Y kþ1 can be entirely encoded by the recorded history observations Y À k . This is certainly a strong assumption in longitudinal study and usually very difficult to justify. We now use the SSA method proposed in this paper to investigate the model under a MNAR mechanism, and try to find a plausible value of in the neighbourhood of 0 (where 0 corresponds to the MAR model). Let us first consider a simple case. Suppose that we just have two visits, i.e. M ¼ 2. There is no missing data for the first visit, i.e., Y 1 is observed for all the subjects. But part of the data is missing in the second visit. Let R be the missing indicator for Y 2 . A semiparametric logistic regression model can be defined by:
where hðY 1 Þ is a non-parametric model. The parameter is not identifiable from the observed data only since it also depends on the missing part of Y 2 . Using (9) and Lemma 1 in Appendix 6.4, we can evaluate the distribution of the missing data as
In the above equation, the conditional density of the observed part of Y 2 , f ðY 2 jY 1 , R ¼ 1Þ, can be obtained parametrically or non-parametrically, for example, using a generalized additive model 37 or Gaussian process regression. 38 Thus the only uncertainty in formula (10) is the sensitivity parameter which cannot be estimated from the observed data.
The missing data can therefore be generated from (10) for each given . This forms a complete dataset for Y 2 . We can further select a subset using the selection model (9) which we denote as Y obs 2, . And, finally, this subset can be compared with the real observed data Y obs 2 by using the KNN distance. Thus we can conduct a sensitivity analysis for . The details of this procedure are worked out in the next subsection with a real example. Let us now move to discuss the general case with M visits. Assume that the data have been recorded for all the subjects up to the kth visit but with some missing data afterwards. Let R kþ1 be the missing data indicator for the ðk þ 1Þth visit. We use a logistic regression model similar to (9) as the MDM model:
Using Lemma 1, we have
We can generate the missing part of Y kþ1 using the above density function for any given kþ1 and then use those generated data to fill in the missing observations in Y kþ1 ; we denote the data up to the ðk þ 1Þth visit as Y À kþ1, kþ1 . Note that the imputed data for missing part of Y kþ1 depends on the sensitivity parameter, so the notation is subindexed by kþ1 . The procedure goes on to generate the missing data for the ðk þ 2Þth visit in a similar way using formulas (11) and (12) slightly adapted by
includes all the observed data and the inputed data for missing part in the ðk þ 1Þth visit. The above density function can be used to generate missing data and fill in the missing part for the ðk þ 2Þth visit. Keeping up with the notation, kþ2 is the sensitivity parameter in this step. The procedure continues until all the missing observations are filled in. In this case, the generated data depend on a sensitivity parameter vector g ¼ ð kþ1 , . . . , M Þ T . For each visit starting from the ðk þ 1Þth, we can form a subset of selected data based on the generated data and the selection model, and then compare it with the actual observations. This can be used to conduct a simulation-based sensitivity analysis for the parameter g.
Remark 4. The aforementioned method may be very time consuming if the dimension of g is large. In this case, we may focus on a few visits which have a large missing rate and the MDM may be non-ignorable. We can then use SSA method for those visits by considering a grid of g, and assume an MAR MDM and then use multiple imputation for the other visits.
Mental state data with dropout
Here we will apply the simulation-based sensitivity analysis to a real example. A trial in which chronically ill mental health patients were randomized across drugs/placebo treatments and a questionnaire instrument was used to assess each patients mental state at weeks 1, 2, 4 and so on post-randomisation Y ¼ ðY 1 , Y 2 , Y 4 Þ, a high recorded score implying a severe condition. Some of the patients dropped out of the study for reasons that were thought to be related to their mental state. We are interested in the average scores at week 2 and week 4 post-randomisation. The week 2 score has a total of 127 patients on which information was collected; the mean and standard deviation (SD) for those observations are 50.37 and 12.94, respectively. Week 4 score has a total of 108 individuals of information collected; mean (SD) are 48.63 (12.99) . Week 2 and week 4 scores seems correlated with week 1 score, which has 148 patients of information collected; mean (SD) are 53.03 (12.36) . To estimate the average score of (Y 2 , Y 4 ), we use model:
We assume a non-ignorable dropout process (9) for week 2 (R 2 ) and week 4 (R 4 ) scores:
We now conduct a simulation-based sensitivity analysis as discussed in the previous subsection. We choose ¼ ð 1 , 2 Þ within a wide interval (À2, 2). For each pair of ð 1 , 2 Þ, we imputed missing value of Y 2 by Ma et al. 16 proposed to use ISNI to measure the sensitivity of non-ignorability. The approximate estimate in this example is ISNI 1 ¼ @EðY 2 j 1 Þ 1 j 1 ¼0 ¼ À9, which indicates 0.1 unit change of 1 will subsequently lead to a decrease of 0.9 at the average value of Y 2 . And ISNI 2 ¼ À14 which indicates 0.1 unit change of 2 will subsequently lead to a decrease of 1.4 at the average value of Y 4 . We also calculate the value of scaleindependent sensitivity transformation c ¼ ISNI/standard error: ðc 1 , c 2 Þ ¼ ð0:8, 1:3Þ. As pointed in Troxel et al., 14 when c is less than 1, there is potential sensitivity even for modest non-ignorability. However, c 1 ¼ 0:8 indicates that the non-ignorability of the missingness may be not severe, while the sensitivity for 2 : c 2 ¼ 1:3 seems more serious. This is also consistent with the findings from our method. But the latter provides more information, giving explicitly the plausible range of the parameter of interest.
Discussion
Non-ignorable missing data are often characterized by a parametric sensitivity model f ðD, R; , Þ. The estimate of , the parameter of interest is often biased unless the true value of sensitivity parameter is given. The difficulty is that without further information, is inestimable based on the observed data D obs . A sensitivity analysis investigates how sensitively the estimate of depends on the choice of and reports the corresponding estimate s. To obtain some meaningful results, we use some statistical quantities which have clear physical interpretation. ISNI measures the gradient of non-ignorably sensitivity departure from MAR, but this measure is limit to a local scale of MAR. We are however seeking to draw a certain non-ignorably focused and evidence based conclusion from the sensitivity analysis. The simulation-based sensitivity analysis method we proposed fulfilled this gap. We used the simulation method to draw a number of simulated data to compare with the observed data, and we evaluate the probability of each sensitivity parameter by those comparisons.
One of the key steps when conducting a simulation-based sensitivity analysis is to be able to simulate missing data when is given. Although this may be straightforward for some problems such as the meta-analysis with publication bias discussed, in many other cases it will not be a trivial step; an example of this was shown in Mental State data which required a somewhat elaborate process to tackle the generation of the missing observations. Other models can be treated similarly although a different array of techniques may be needed.
To make a proper comparison between the simulated data and observed data, we used the KNN distance in the paper. It has many advantages as described. It measures the divergence of two distributions locally and precisely. The KNN distance measure approaches to the minimum when two data sets are same distributed, and departs the minimum when different distributed. The larger of the distance, the larger difference of the two distributions and the less plausibility of the model. Some other distance measurements can also be considered for different problems in the field, for example, Kullback-Leibler divergence and others.
Whereas we term to provide a final result (the most plausible value of ), it may be more advisable to work with a range of solutions, especially when the non-ignorably sensitivity is not severe and sample size is small. As we discussed for the meta-analysis example in Publication bias Section, there may be a set of for which the corresponding KNN distances are all very close to the shortest distance. In those cases, we recommend using a set of estimates within a small range (for example, choose a tolerance 21 ) rather than a single value. The plausible set we described is somehow like the term of confidence interval, although it is often wider than the true confidence interval of the estimate, as we only have the partially observed data indeed. It may be wide for some cases when the selection/rejection function (KNN distance) is really flat, but it should always be better than the conventional sensitivity analysis as we are working to reject some even if not many unlikely s.
We discussed three different missing data examples from selection model and monotone missing data framework throughout this manuscript; however, our method can be applied to pattern mixture models and other great variety of missing data, for example, non-monotone missing data and non-ignorable missing covariate problems. We can still follow the five-steps procedure described in this paper and draw a number of simulated datasets from conventional statistical modelling techniques, then plug in our proposed rejection-based sensitivity analysis to evaluate the plausibility or non-plausibility of value of in the sensitivity model.
Somehow the sensitivity analysis for non-ignorably missing data is restricted on a properly assumed MDM model. The proposed SSA method can be applied to multiple MDMs with high-dimensional sensitivity parameters (for example, it is two-dimensional in the publication bias example). However, efficient algorithm needs to be developed if the dimension increases, for example, using summary statistics as in ABC. 21, 23 A test about missing data model assumption or model selection requires careful inference and more efforts.
Overall, simulated-based sensitivity analysis can be applied in a general fashion and can help in gaining new and further insights into the uncertainty problem at hand. The method can be applied to a great variety of missing data and model misspecification problems as we have shown in three different examples throughout this manuscript. The numerical studies show that meaningful results can be obtained for each of those different problems and this method is applicable to broader areas.
To use simulation-based sensitivity analysis method in real applications, we need firstly conduct a usual sensitivity analysis. We next plug in our SSA procedure (Steps 1 to 5) to draw an evaluation system (e.g. visualized by contour plot) and then make selection/rejection. We published R code for the three examples discussed in this paper in the supplement documents.
Appendix 6.1 K-nearest-neighbour (KNN) distance definition
Two observations x i and x j are defined to be neighbours if (see Definition 1, p. 364 in Wong and Lane 34 ):
where d is the Euclidean metric and d k ðx i Þ is the kth nearest-neighbour distance to point x i . If the distance d ðx i , x j Þ d k ðx i Þ, that means point x j is within the k nearest neighbour lists and we say they are neighbours. Similar to d ðx i , x j Þ d k ðx j Þ. Prior to defining the distance between two clusters using the KNN method, the distance between an individual point and a cluster needs to be formalized first. Given a cluster D 1 ¼ fx i , i ¼ 1, . . . , ng, an individual observation x is said to be neighbour of cluster D 1 if there exists at least one point x i in cluster D 1 that d ðx i , xÞ d k ðx i Þ where d is the Euclidean metric and d k ðx i Þ is the distance of kth nearest-neighbour within the cluster to the point x i . Now we can define the similarity and the distance between two clusters. Let D 2 ¼ fx Ã j , j ¼ 1, . . . , mg be another set; we expect that most of the observations in D 2 are in the nearest-neighbour of D 1 if the two clusters are quite similar or in 'close proximity'. A measure of how close both cluster are is given by the proportion of nearestneighbours. This is formally defined by the average EðI 1 Þ where its jth element has the form:
fIðd ðx i , x Ã j Þ 5 d k ðx i Þg 4 0; 0, otherwise:
Here I is an indicator which takes 1 if the condition is satisfied and 0 otherwise, and thus P x i 2D 1 fIðd ðx i , x Ã j Þ 5 d k ðx i Þg takes an integer in the set f0, 1, 2, . . . , ng. Only when it equals to 0, the observation x Ã j is not the nearest-neighbour of cluster D 1 . Similarly, we can define the proportion EðI 2 Þ of the points in D 1 with
fIðd ðx i , x Ã j Þ 5 d k ðx Ã j Þg 4 0; 0, otherwise:
<
:
The average of EðI 1 Þ and EðI 2 Þ: 1 2 ðEðI 1 Þ þ EðI 2 ÞÞ is considered as a similarity measure between D 1 and D 2 and 1 2 ðEðI 1 ¼ 0Þ þ EðI 2 ¼ 0ÞÞ is 'KNN dissimilarity'. Other measures such as Mahalanobis metric may also be used.
The mimic of the distance definition between two samples is to measure the divergence between two distributions. If two distributions are different from each other, we expect the distance to be large. And when the two distributions are very close, we expect the distance achieve the minimum when the sample size is large enough.
