Abstract. We generalized several results for the arithmetic dynamics of monomial maps, including Silverman's conjectures on height growth, dynamical Mordell-Lang conjecture, and dynamical Manin-Mumford conjecture. These results are originally known for monomial maps on algebraic tori. We extend the results to arbitrary toric varieties.
Introduction
Suppose that X is an n-dimensional complex normal projective variety and ϕ : X X is a dominant rational selfmap on X, defined overQ. Given an ample divisor D of X, one define the degree of ϕ with respect to D as deg D (ϕ) := ϕ * D · D n−1 . The asymptotic growth of the degree under iterates of ϕ is measured by the dynamical degree
The dynamical degree is independent of the choice of D (see [3, Theorem 1] ) and is invariant under birational conjugation. From the arithmetic point of view, using the Weil height machine, we have the height function h X,D on X(Q) associated to D. Let X ϕ (Q) denote the set of points P ∈ X(Q) whose forward ϕ-orbit is well-defined. For P ∈ X ϕ (Q), one can define the arithmetic degree of ϕ at P as
1/k provided that the limit exists, where we set h + X,D (P ) := max{h X,D (P ), 1}. The arithmetic degree is also independent of the choice of D (see [9, Remark 39]).
The relationship between δ(ϕ) and α ϕ (P ) is an interesting topic. In fact, in the papers [8, 9] , the authors made several conjectures, as follows. Conjecture 1.1. Let P ∈ X ϕ (Q).
(1) The limit defining α ϕ (P ) exists.
(2) α ϕ (P ) is an algebraic integer.
(3) The set of arithmetic degrees {α ϕ (Q) | Q ∈ X ϕ (Q)} is finite. (4) If the forward ϕ-orbit of P is Zariski dense in X, then α ϕ (P ) = δ(ϕ).
In the paper [9] , Silverman proved the conjectures for monomial maps on an algebraic torus. Recall that, given an n × n integer matrix A = (a ij ), the monomial (self)map associated to A is a is the map ϕ A : (C * ) n → (C * ) n defined by 2 · · · x ann n ). ϕ A is a group endomorphism when we identify (C * ) n with the multiplicative algebraic group G n m (C). It is surjective if det(A) = 0. Moreover, ϕ A extends to an equivariant rational selfmap on any toric varieties X which contain (C * ) n as a dense open subset. A goal of this paper is to extend Silverman's results to toric varieties. More precisely, we prove the following.
Theorem A. Let ϕ = ϕ A : X X be a monomial map defined on a toric variety X = X(∆) by an n × n matrix A with det(A) = 0. Suppose that f 1 (t), · · · , f s (t) ∈ Z[t] be the monic irreducible factors of the characteristic polynomial det(A − tI) of A. Then α ϕ (P ) exist for all P ∈ X(Q) ϕ , and {α ϕ (P ) | P ∈ X(Q) ϕ } = {1, ρ(f 1 ), · · · , ρ(f s )}, where for a polynomial f (t) ∈ C[t], ρ(f ) := max{ |α| : α is a root of f }.
Notice that Theorem 1 implies parts (1), (2) and (3) of Conjecture 1.1. Part (4) is a consequence of the description of orbits under monomial maps in Section 2.7. Also noticed that Silverman proved the result for P ∈ G n m (Q) in [9, Corollary 32] . The improvement of the current paper is to extend the result to points (with well-defined ϕ-orbits) on an arbitrary toric variety. This extension contains some meaningful cases. For example, monomial polynomial maps defined on C n , not just (C * ) n , hence for these maps, such generalization is natural and even necessary.
The main tool we use to prove the theorem is the orbit-cone correspondence for toric variety and a careful analysis of how the orbits behave under monomial maps. As another consequence, we can also extend the dynamical Mordell-Lang conjecture to monomial maps on arbitrary projective toric varieties. The dynamical Mordell-Lang conjecture predicts, for an endomorphism ϕ on a quasiprojective variety X, how the ϕ-orbit of a point P ∈ X intersects a subvariety Y ⊂ X. More precisely, the conjectures states that the set {k ∈ N | ϕ k (P ) ∈ Y } is a finite union of arithmetic progressions. The conjecture is proven for many classes of maps, e.g.,étale maps on quasiprojective varieties [1] , plane polynomial maps [10] . See the book [2] and the references therein for more information.
Theorem B. Let X = X(∆) be a toric variety, ϕ = ϕ A be a monomial map, and Y ⊂ X be a closed subvariety of X. Then for all P ∈ X ϕ , the sequence
is a finite union of arithmetic progressions.
Another goal of this paper is to describe the set of preperiodic points for monomial maps on toric varieties. This is also done in [9] for G n m for a major case. We first generalize to all monomial maps for G n m , then again we extend to toric varieties. An important motivation to study the preperiodic points is the dynamical Manin-Mumford problem.
Dynamical Manin-Mumford Problem. Suppose that X is a quasiprojective variety and ϕ : X → X is a dominant endomorphism. Describe all positive-dimensional irreducible subvarieties Y ⊂ X such that the set of preperiodic points of ϕ contained in Y is Zariski dense in Y .
There are recent results for this problem for plane polynomial automorphisms [4] and for split rational maps [6] . To answer the problem for monomial maps, we obtain the following characterization for closed subvarieties of toric varieties containing Zariski dense set of preperiodic points for a monomial map. For notations and other details, see Section 4.3.
Theorem C. Let ϕ : X X be a monomial selfmap on a toric variety X. If we write X ϕ as a disjoint union of T-orbits X ϕ = O σ , and write the set of preperiodic points of ϕ as PrePer(ϕ) = The rest of the paper is as follows. In Section 2, we recall results about algebraic tori and toric varieties, and develop necessary background for the later sections. The dynamical Mordell-Lang theorem is discussed in Section 2.8. Height growth is studied in Section 3. Finally, we describe the preperiodic points of monomial maps and the dynamical Manin-Mumford problem in Section 4.
Algebraic Tori, Toric Varieties and Monomial Maps
In this section we recap the basic definitions, notations and properties of toric varieties. For more details see the standard text by Fulton [5] .
2.1. Algebraic tori. Let T ∼ = G n m (C) be the algebraic torus of dimension n. There are two lattices associated with T: the lattice of one-parameter subgroups N := Hom alg.gp. (C * , T), and the lattice of characters M := Hom alg.gp. (T, C * ). Both M and N are isomorphic to Z n , as follows. For a = (a 1 , · · · , a n ) ∈ Z n , the one-parameter subgroup associated to a, denoted by λ a :
n . There is a natural pairing between N and M which makes them dual to each other, i.e., M ∼ = N ∨ and N ∼ = M ∨ . An alternative way to describe T is as T = Spec C[M ], where C[M ] denotes the group ring associated to M .
We introduce the following convenient multi-index notations. For x ∈ C * and a = (a 1 , · · · , a n ) ∈ Z n , we denote
n . Recall that, from the group structure on T, we also have
Alternatively, pick a set of basis of L, say a 1 , · · · , a r , where r is the rank of L. One can check that G L := r i=1 {P a i = 1}. Thus, the above finite intersection is independent of the choice of basis. The dimension of G L is n − r (i.e. the codimension of G L is r).
For an arbitrary (not necessarily saturated) sublattice K of M , we can also define
2.3. Divisible hull. Let G be an algebraic subgroup of T, the divisible hull of G, denoted by G div , is defined as
Proposition 2.1. Let L be a sublattice of M , T tor be the subgroup of torsion points of T, i.e. µ µ µ ∈ T tor if and only if each coordinate of µ µ µ is a root of unity.
The set of all sublattices of M with the same R-span (or, equivalently, with the same saturation) forms a directed system.
Proof.
(1) is proved in Silverman's paper [9] . Part (2) is directly by the definition of
which is equivalent to that each coordinate of P a i is a k-th root of unity. This proves (3) . (2) . For the other inclusion, notice that a ∈ L implies ka ∈ L for some integer k > 0. Thus for P ∈ G L , we have P ka = (P k ) a = 1. Apply this to basis vectors {a 1 , · · · , a r } of L and let k be the product (or lcm) of all the k i 's which work for a i , we conclude that
To prove (5), we need to show the following: suppose L, L are two sublattices of M such that span R (L) = span R (L ), then L ∩ L is also a sublattice of M with the same R-span. This follows from the fact that there exist positive integers k and k such that kL ⊂ L and k L ⊂ L.
Finally, for (6) , since all lattices in L have the same divisible hull by (4) , it suffices to show that
This then implies that P ∈ G kL where kL ∈ L.
Toric varieties.
A toric variety is a normal variety X which contains an algebraic torus T as a dense open subset, and an action T × X → X which extends the action of T on itself by multiplication. Toric varieties can be constructed from a fan ∆ in N R := N ⊗ Z R. A fan is a collection of cones in N R such that: (1) suppose σ ∈ ∆ and τ is a face of σ, then τ ∈ ∆; and (2) 
For each cone σ ∈ ∆, one defines an affine toric variety
These affine toric varieties glue along their intersections to form the toric variety X(∆). The support of a fan ∆ is the subset supp(∆) := ∪ σ∈∆ σ ⊂ N R . The toric variety X(∆) is complete if and only if supp(∆) = N R . Complete toric varieties are not always projective. Nevertheless, by toric Chow's lemma, for any complete toric variety X, one can always make a T-equivariant proper modification to obtain a projective toric variety X.
2.5.
Orbit decomposition and the orbit-cone correspondence. Let X = X(∆) denote the toric varieties associated to the fan ∆. We can write X as a disjoint union of orbits under the torus action. More precisely, for each τ ∈ ∆, pick any point a in the relative interior 1 τ • of τ , there is a corresponding distinguished point P τ := lim x→0 λ a (x). One can show that the limit always exists in X, and is independent of the point a. The orbit O τ is then the orbit of P τ under the T-action. An alternative (and abstract) way to describe O τ is as
is order-reversing in the sense that τ ⊆ τ if and only if V (τ ) ⊇ V (τ ); and since O τ and V (τ ) have the same dimension, we have dim C (V (τ )) = n − dim R (τ ). Each V (τ ) is itself a toric variety, as described in the following. Let N τ := span R (τ ) ∩ N denote the sublattice of N containing all lattice points in the vector subspace spanned by τ . Define
The definition of Star(τ ) and the concrete isomorphism between V (τ ) and X(Star(τ )) are described in [5, p.53 ].
2.6. Monomial maps. Let Mat m,n (Z) denote the set of m × n integer matrices. For a matrix A = (a ij ) ∈ Mat m,n (Z), the associated monomial map is defined by
and thus extends to a rational map from any n-dimensional toric variety to any m-dimensional toric variety. We still denote the rational map by ϕ A to avoid too many notations. The rational map ϕ A is equivariant under the torus action. Therefore, an orbit (under the torus action) either maps to another orbit, or the whole orbit is in the indeterminacy set. We can read the behavior of an orbit under monomial maps from the action on the cones in the fan associated to the toric variety. We will describe this in the next subsection.
2.7.
Orbits under monomial maps. The monomial map ϕ A acts on the groups of one parameter subgroups and the characters by post-composing and pre-composing with ϕ A , respectively, as follows.
After identifying N and M with Z n , N and M with Z m , ϕ A# and ϕ # A are integral linear transformations: ϕ A# is multiplying by the matrix A and ϕ # A by t A. For this reason, from now on we will denote the action by ϕ A on N and M by A and t A instead of ϕ A# and ϕ # A , respectively. Suppose ∆ and ∆ are fans in N R and N R , respectively. The map A acts on the cones in ∆, and the action reflects how ϕ A acts on the corresponding orbits.
(1) If there is a σ ∈ ∆ such that A(σ) ⊂ σ , then ϕ A is well-defined for all points in O σ and
Proof. For (1), one can see this by looking at the distinguished point
On the other hand, the condition in (2) implies that there are a 1 , a 2 ∈ σ • ∩ N and σ 1 , σ 2 ∈ ∆ such that A(a i ) ∈ (σ i ) • , i = 1, 2. This then implies that
That is, if we approach the distinguished point P σ using different one-parameter subgroups, and then apply the monomial map ϕ A , we in fact get different results. Thus, the image ϕ A (P σ ) is not well-defined, and P σ ∈ I(ϕ A ). Moreover, since TP σ = O σ and the action is transitive, we conclude that O σ ⊂ I(ϕ A ).
Notice that
Thus A induces a map on the quotient spacesĀ : N (σ) → N (σ ). The monomial map from O σ to O σ is the map ϕĀ associated with the mapĀ. Moreover, it extends to a (rational) monomial maps between the orbit closures (which are toric varieties)
Next, let Mat + n (Z) be the set of n × n integer matrices with nonzero determinants, a matrix A ∈ Mat + n (Z) induces a rational monomial selfmap ϕ A on any n-dimensional toric variety X(∆). From the above discussion, we can summarize how the torus orbits act under the monomial map ϕ A : X(∆) X(∆) using a directed graph, as follows.
• Vertices are labeled by the cones in the fan ∆, with an extra vertex labeled 'I' (for indeterminacy).
• For a cone σ ∈ ∆, if there is another σ ∈ ∆ such that A(σ) ⊂ σ , then we draw a (directed) edge from σ to σ to denote that ϕ A maps O σ to O σ .
• If such σ does not exist in ∆, then we draw an edge from σ to 'I' to denote that the whole orbit O σ is indeterminant. Recall that X(∆) ϕ A denotes the set of points P ∈ X(∆) that has well-defined orbit under the map ϕ A , i.e. ϕ k A (P ) is well-defined for k ≥ 0. From the graph, we know that X(∆) ϕ A is the union of the orbits O σ such that σ never reach 'I' along the edges in the graph.
One can show that X(∆) ϕ A is a toric variety. In fact, let
then ∆ A is a fan and X(∆) ϕ A = X( ∆ A ) is still a toric variety. This is worth mentioning since in general, for a rational map ϕ : X X, the space X ϕ is not necessarily a variety.
Example 2.1. The following picture shows a fan ∆ with the corresponding toric variety X(∆) ∼ = P 2 . More precisely, let τ 0 , τ 1 , and τ 2 be the one-dimensional cones generated by
, and ( 0 1 ), respectively. Let σ 0 be the cone generated by ( 1 0 ) and ( 0 1 ); σ 1 and σ 2 are defined similarly. Then the fan ∆ is
Suppose that the homogeneous coordinates of P 2 , written as [z 0 :
The following is the directed graph of A.
One sees that ∆ A = {0}, τ 0 , τ 1 , τ 2 , σ 0 and X(∆) In this case, we have ∆ B = {0} and X(∆) ϕ B = (C * ) 2 .
Finally, let us make some remarks here. First, if we order the vertices of the graph by the dimension of the cones and give 'I' the order of +∞ by convention, then det(A) = 0 implies that cones never collapse into lower dimensional cones. Hence, the arrows of the graph will be "order preserving". In particular, the positive dimensional cones will never map to {0}. This means points in X(∆) ϕ A never have a Zariski dense ϕ A -orbit. Therefore the Conjecture 1.1 (4) is true on X(∆) ϕ A .
Next, by the pigeonhole principle and the fact that the number of cones is finite, we can easily conclude the following, which is not true in general for rational maps. Corollary 2.3. Let ϕ : X X be a monomial map on a toric variety. There exists an integer N > 0, depending on X, such that for all P ∈ X, if ϕ(P ), ϕ 2 (P ), · · · , ϕ N (P ) are well-defined, then P ∈ X ϕ .
See [7, Proposition 4 .11] for a similar proposition.
2.8. The dynamical Mordell-Lang conjecture for monomial maps. As the first application of our description of the orbits under monomial maps, we will prove the dynamical Mordell-Lang conjecture for monomial maps on arbitrary toric varieties.
Proof. The dynamical Mordell-Lang conjecture is known forétale endomorphisms of quasiprojective varieties [1] . In particular, monomial maps on the algebraic torus ϕ A : T → T areétale, thus the dynamical Mordell-Lang conjecture holds for P ∈ T.
For an arbitrary P ∈ X ϕ , from the description of X φ using the directed graph associated to ϕ = ϕ A , we know that the points ϕ k (P ) will eventually fall periodically into a finite number of torus orbits. More precisely, there exist σ 1 , · · · , σ p ∈ ∆ such that ϕ pk+j (P ) ∈ O j := O σ j for k large enough and 1 ≤ j ≤ p.
Thus, for a closed subvariety Y ⊂ X, we consider Y j = Y ∩ O j , which is a closed subvariety of O j . Since the iterations of P eventually fall periodically on O 1 , · · · , O p , it suffices to show that for each j, the sequence { | ϕ (P ) ∈ Y j } is a finite union of arithmetic sequences. However, since O j is itself an algrbraic torus, and ϕ p | O j is monomial, we know the dynamical Mordell-Lang conjecture holds for ϕ p | O j . Therefore, the above sequence is indeed a finite union of arithmetic sequences, and the proof is complete.
Height Growth Under Monomial Maps
We focus on the study of height growth in this section. The first goal is to prove Theorem 1. Before we do so, we will need two lemmas. The first lemma states that for a point in the algebraic torus, the height growth under a monomial map only depend on the monomial map and is independent of the compactification (i.e., the toric variety which contains the torus as a dense open subset).
Lemma 3.1. Let X 1 , X 2 be two n-dimensional projective toric varieties. Thus, they both contain the n-torus T as a dense open subset. Denote h i = h X i , the corresponding height functions on X i , i = 1, 2. Then we have h 1 (P ) h 2 (P ) for P ∈ G n m . More precisely, there exist C 1 , C 2 > 0 such that for all P ∈ G n m , we have
. Proof. First of all, choosing different ample divisors, say on X 1 , will result in height functions that are asymptotically equivalent [8, Proposition 12] . Thus, without loss of generality, we may choose T-invariant very ample divisors D 1 , D 2 on X 1 , X 2 , respectively, to compute the heights. Such divisors correspond to polytopes
The embeddings of X i into projective spaces are given by the characters P i ∩ M . D 1 , D 2 being very ample implies that P 1 , P 2 are of full dimension. As a consequence, there is a positive integer C and an element v ∈ M such that P 1 ⊂ CP 2 + v. This implies
The other inequality can be proved similarly. Therefore, we have h 1 h 2 .
The second lemma is about linear algebra concerning the spectral radius of a linear map on a subspace invariant under iterates of the map. We will need it when we look at the monomial map on various orbits of a toric variety. I would like to thank Jeff Diller for discussing the proof of this lemma with me. Lemma 3.2. Let T : R n → R n be a linear transformation, W be a subspace of R n which is invariant under T p but not fewer iterates of T , and V be the smallest subspace of R n which contains W and is invariant under T , i.e., V is the span of W, T (W ), T 2 (W ), · · · , T p−1 (W ). Then we have
Proof. First, since both V and W are invariant under T p , we have
We will need to prove the inequality in the other direction. Suppose that v ∈ V is an eigenvector which realize the spectral radius ρ(T | V ), i.e., T (v) = λv and |λ| = ρ(T | V ). Write v = w 0 +· · ·+w p−1 such that w j ∈ W j := T j (W ). Notice that each W j is invariant under T p . Moreover, each T p | W j is conjugate to T p | W by T j , thus there are positive numbers C 0 = 1, C 1 , · · · , C p−1 such that
Here T p | W j is the operator norm with respect to some norm · on R n . Taking the pk-th iterate of T , we have
Taking k-th root on both sides, we get
where C > 0 is a constant independent of k. Finally, take the limit k → ∞, we obtain the desired inequality
This completes the proof of the lemma. Now we are ready to prove Theorem A. Let us recall the statement of the theorem first.
Theorem A. Let ϕ : X X be a monomial map defined on a projective toric variety X = X(∆) by a matrix A ∈ Mat + (Z). Suppose that f 1 (t), · · · , f s (t) ∈ Z[t] be the monic irreducible factors of the characteristic polynomial det(A − tI) of A. Then α ϕ (P ) exist for all P ∈ X(Q) ϕ , and
Proof. For points in G n m (Q), it is proved in [9, Corollary 32] that the set of the arithmetic degrees is exactly {1, ρ(f 1 ), · · · , ρ(f s )}. The height function used in the proof is the one from the embedding G n m (Q) ⊂ P n . By Lemma 3.1, it will give us the same arithmetic degrees as the embedding G n m (Q) ⊂ X we use here. Thus, it remains to show that for P ∈ X ϕ (Q)\G n m (Q), α ϕ (P ) exists and is in the set {1, ρ(f 1 ), · · · , ρ(f s )}. From the discussion in Section 2.7, we know that a point P ∈ X ϕ (Q) must be in an orbit which is "preperiodic" (in the graph associated to ϕ. By [8, Lemma 15] , it suffices to prove for points on a periodic orbit. Moreover, when the orbits become periodic, every orbit in a period has the same dimension. Hence, we can assume we are in the situation that P ∈ O 0 and ϕ l (P ) ∈ O l where O l = O l if l ≡ l mod p for some p > 0. Here, we use O l := O σ l to denote T-orbits of the same dimension.
To find the arithmetic degree of P under ϕ, we need to look at the limit
We know the subsequence h X (ϕ kp+l (P )) 1/(kp+l) converge to α ϕ p (ϕ l (P )), since ϕ p is a monomial selfmap on O l . Thus the sequence has p limit points, and we need to show these values are in fact the same. Without loss of generality, we consider the subsequences h X (ϕ kp (P )) 1/(kp) and h X (ϕ kp+1 (P )) 1/(kp+1) , which converge to α ϕ p (P ) and α ϕ p (ϕ(P )), respectively. The mappings can be illustrated by the following diagram, and we need to show that α ϕ p (P ) = α ϕ p (ϕ(P )).
In fact, a claim which is slightly more general than the above is still true.
Claim. Let T be an algebraic torus and in the following diagram, ϕ A , ϕ B , and ϕ C are all dominant monomial maps T → T.
Suppose the diagram commutes, i.e., ϕ A and ϕ B are semiconjugate by ϕ C . Then for P ∈ T(Q) and Q = ϕ C (P ), we have α ϕ A (P ) = α ϕ B (Q).
Proof of Claim.
Observe that by [9, Corollary 32], α ϕ A (P ) can be calculated in the following way. First, find the smallest algebraic subgroup G that contains the ϕ A -orbit of P . Then the identity component G 0 of G is invariant under ϕ A , and α ϕ A (P ) = δ(ϕ A | G 0 ).
Then, since ϕ A , ϕ B and ϕ C are group homomorphisms, and ϕ B • ϕ C = ϕ C • ϕ A , one can show that ϕ C (G) is the smallest algebraic subgroup of T containing the ϕ B -orbit of Q. In particular, ϕ C is a monomial map that maps G 0 onto ϕ C (G) 0 , the identity component of ϕ C (G). Furthermore, G 0 and ϕ C (G) 0 are invariant under ϕ A and ϕ B , respectively. Hence we have the semiconjugation on the restrictions Hence, we know that the sequence defining the arithmetic degree of P under ϕ converges, and the limit is α ϕ p (P ) 1/p , i.e., α ϕ (P ) = α ϕ p (P ) 1/p . On the other hand, ϕ p is associated with the matrix A p , and ϕ p | O 0 is associated with the mapĀ p :
Notice that N σ 0 is invariant under A p , not A. Applying lemma 3.2, we know that α ϕ p (P ) is equal to ρ(f j ) p for some j. Therefore,
and the proof of the theorem is complete.
Next, we will answer two questions of Silverman. The first question is [9, Question 13] . It asks for a description of the set {Q ∈ P n (Q) ϕ : α ϕ (Q) = α ϕ (P )}.
We will describe a slightly different set for monomial maps. Let ϕ = ϕ A : X X be a monomial map. Order the possible arithmetic degrees as
We will describe the set
Let L be the set of sub-lattices of M that are invariant under t A, i.e.,
L is a saturated sublattice and
Let r(L) denote the spectral radius of t A.
. By definition, L is the subgroup of M consisting of the characters which vanish (i.e., = 1) on G L . Hence, the character lattice of G L is the quotient lattice M/L and the monomial map ϕ| G L corresponds to the linear map induced by t A, that is, t A. Therefore,
Conversely, for Q ∈ Z j , suppose the smallest algebraic subgroup which contains the ϕ-orbit of
Then the saturationL is a lattice in L and r(L) < ρ j . This completes the proof.
The second question we are going to answer is [9, Question 15], and we answer by providing a counterexample. Recall that, for a rational map ϕ : P n P n , assuming the conjecture that deg(ϕ k ) k δ(ϕ) k for some integer ≥ 0 (the conjecture is true for monomial maps), Silverman defined the canonical heightĥ ϕ (P ) for P ∈ P n (Q) bŷ
He then asked the question whether the sequence
in the limit has only finitely many accumulation points. The following example shows a rational map where the sequence accumulates on a whole interval.
Following [9] , we make the following definitions to simplify notations. For a number field κ, P = (x 1 , · · · , x n ) ∈ κ n , and v ∈ M κ , we define log Q v to be the column vector
by defining this notation, we have the following equation
Also, for a real vector a = (a 1 , · · · , a n ), we define max + (a) := max{0, a 1 , · · · , a n }.
Example 3.1. Pick any 2 × 2 integer matrix A such that the eigenvalues of A is a pair of conjugate complex numbers µ,μ such that µ/μ is not a root of unity (i.e. the argument of µ is not a rational multiple of 2π). Such matrix A is similar to a real matrix of the form δ · cos θ − sin θ sin θ cos θ
. where δ is the modulus of µ (hence is also the dynamical degree of ϕ A ) and θ is the argument of µ.
For a point P = (x, y) ∈ (Q * ) 2 , in order to compute its canonical height, we first fix a number field K containing x, y. Next, we consider the sequence {
The first equality is by definition. For the second equality, note that for each point P , the sum in the height definition is in fact finite, i.e. log P v = 0 for only finitely many v ∈ M K . We use log P j , j = 1, · · · , l to denote those values.
We define R φ := cos φ − sin φ sin φ cos φ to be the rotation matrix with angle φ. Notice that A/δ is then similar to the matrix R θ , say A/δ = BR θ B −1 for some invertible matrix B. Moreover, we also know that (A/δ) k is similar to R kθ .
Lemma 3.4. Let θ be an angle such that θ/π ∈ Q, and v j = (x j , y j ), j = 1, · · · , l, be finitely many nonzero vectors in R 2 . Treating (v 1 , · · · , v l ) as a point in R 2l , then for any continuous function f : R 2l → R, the closure of the set
is either a point, or a close interval in R.
Proof. Since θ/π ∈ Q, we know that for v 1 , the set
is (topologically) a circle. Moreover, once we know a point p ∈ S, then we can find the corresponding φ. This observation implies that the closure of the set
is also homeomorphic to a circle. Since f is continuous, the image of a circle is either a point or a closed interval in R. Now, since (A/δ) is similar to R θ , the same conclusion will hold for (A/δ), with v j = log P j and f be the sum of the max + function. For a point P such that the function
is not a constant function on the circle, the image of f is a close interval. This means the original sequence
has the whole interval as its limit points.
Preperiodic points of monomial maps
In this subsection we describe the set of preperiodic points for an arbitrary monomial map. The major case is already described in [9] . 4.1. Preperiodic points on algebraic tori. We first describe the preperiodic points of monomial maps on an algebraic torus. First we need a lemma. Notice that the first part of the lemma is already proved in [9, Lemma 22]. Now suppose P ∈ Z, apply ϕ ad(A) on both sides of the equation ϕ A (P ) = 1, we obtain ϕ ad(A) (ϕ A (P )) = ϕ ad(A) (1) = 1.
Furthermore, we calculate the left side of the equation
For (2), let u i = (a ij ) be the i-th row vector of A, then by definition,
Remark. Notice that the converse of (1) (2) If some eigenvalue of A is a root of unity, then there is a nontrivial algebraic subgroup
Remark. Notice that G div = G · T tor , thus (1) is in fact the special case of (2) for G = {1}, the trivial subgroup.
Proof. Part (1) is proved in [9, Proposition 21 (d)]. To prove (2), we will first explain how to construct the group G in next two paragraphs. Suppose A ∈ Mat + n (Z) is a matrix which has some roots of unity as its eigenvalues, then for some k ≥ 1 the matrix A k − I is singular, i.e., rank(A k − I) < n. We look at the Jordan form of A. Let B be a single Jordan block of A of an eigenvalue w which is a primitive k-th root of unity. That is, B is of the form
Then for every positive integer l, we have
Thus, the rank of B kl − I is its size minus one. Moreover, for any integer s ≥ 0, B s (B kl − I) has the same rank as B kl − I; and for any other Jordan block whose corresponding eigenvalue is not a kl-th root of unity, B s (B kl − I) will have full rank. Now we observe the matrix A. Write A into the Jordan form as A = P JP −1 . Apply the argument in the previous paragraph to Jordan blocks in J, we see that for some k 0 , the rank rank(A k 0 − I) reaches its minimum. More precisely, let denote the number of Jordan blocks whose associated eigenvalues are roots of unity, then
e. the intersection of M and the row space of
Suppose that P ∈ PrePer(ϕ A ), then ϕ A r (P ) = ϕ A s (P ) for some r > s ≥ 0. This implies that ϕ A r −A s (P ) = ϕ A s (A r−s −I) (P ) = 1. If 1 is not an eigenvalue of A r−s , then by part (1) of Lemma 4.1, each coordinate of P is a root of unity, hence P ∈ G div L(A) . If 1 is an eigenvalue of A r−s , then the row space (over R) of A s (A r−s − I) contains the row space of A k 0 − I as a subspace (this can be seen using the Jordan form of A). Hence by part (2) of Lemma 4.1,
, one can conclude that ϕ A k 0 −I (P ) = µ µ µ for some µ µ µ ∈ T tor , i.e. all coordinates of µ µ µ are roots of unity. Expanding the equality, we get ϕ k 0 A (P ) = ϕ A k 0 (P ) = µ µ µP . This implies that the orbit of P is finite. Therefore P ∈ PrePer(ϕ A ).
4.2.
Preperiodic points on toric varieties. For a monomial selfmap ϕ = ϕ A on a toric variety X = X(∆), we can again use the T-orbit decomposition discussed in Section 2.7 to find the preperiodic points on X ϕ . We know X ϕ is a toric variety, thus can also be written as the disjoint union of finitely many T-orbits, and each orbit itself is an algebraic torus. There are two kinds of T-orbits, as follows.
The first kind is the 'periodic' orbit, i.e., an orbit O σ such that ϕ p (O σ ) = O σ for some integer p ≥ 1. For a point P ∈ O σ , P is preperiodic for ϕ if and only if P is preperiodic for ϕ p , and ϕ p : O σ → O σ is a monomial selfmap when we view O σ as an algebraic torus. Since this is the case discussed in the last section, we are done.
The second kind of orbit is "preperiodic but not periodic". This means an orbit O σ such that
is periodic, i.e. of the first kind, for some k. Let us pick the smallest such k and denote ψ = ϕ k and O τ = ψ(O σ ). Notice that by Proposition 4.2, the set of preperiodic points of ϕ in O τ is of the form G div for some algebraic subgroup G (possibly trivial) of O τ . Moreover, a point P ∈ O σ is preperiodic if and only if ψ(P ) is preperiodic, i.e. ψ(P ) ∈ G div , or P ∈ ψ −1 (G div ). Finally, since ψ is a group homomorphism, one has the equality that
We sum up our discussion as follows.
Proposition 4.3. Let ϕ : X X be a monomial selfmap on a toric variety X. If we write X ϕ , which is also a toric variety, as a disjoint union of orbits
4.3.
The Dynamical Manin-Mumford Problem for Monomial Maps. Preperiodic points of a rational map is closely related to the dynamical Manin-Mumford problem. We will consider the problem for a monomial map ϕ = ϕ A on an algebraic torus G d m (C) first. From the discussion in the previous section, we know that the set of preperiodic points under ϕ in G d m (C) has the form G div , where G is an algebraic subgroup of G d m (C). For the special case of G = {0}, G div is in fact the set of torsion points. In this case, the dynamical Manin-Mumford problem becomes the original Manin-Mumford problem on algebraic tori, which is proved by Laurent. 
However, since the torsion points are Zariski dense in π(Y ), there exists some torsion point Q ∈ π(Y ) such that dim Y Q > dim Z Q . Therefore, Z cannot contain all the preperiodic points in Y . This completes the proof.
For a monomial map ϕ : X X on a toric variety, the restriction ϕ| Xϕ : X ϕ → X ϕ is a dominant morphism on the quasiprojective variety X ϕ . If we write X ϕ as the disjoint union of T-orbits X ϕ = O σ , and suppose that Y X is a closed irreducible subvariety, then Y ∩ O σ is Zariski dense in Y for a unique cone σ. Applying Proposition 4.5 to the algebraic torus O σ and its closed subvariety Y ∩ O σ , we can conclude the following answer to the dynamical Manin-Mumford problem for monomial maps. 
