Abstract. It is sown that the Hardy-Littlewood maximal function associated to the cube in R
Introduction
Let B be a convex centrally symmetric body in R n and define the corresponding maximal function
Mf ( where |B| denotes the volume of B. For 1 < p < ∞, let C p (B) be the best constant in the inequality
while C 1 (B) is taken to satisfy the weak-type inequality
Using the theory of spherical maximal functions, Stein [St1] established the remarkable fact that for B = B 2 the Euclidean ball, C p (B 2 ) may be bounded independently of the dimension n, for all p > 1. The author obtained the boundedness of C 2 (B) by an absolute constant, independently of B as above (cf [B1] ) and this statement was generalized to C p (B), p > 3 2
in [B2] and [C] . On the other hand, it is shown in [S-S] that C 1 (B) n log n (see also [N-T] ). Note that the constants C p (B)
The research was partially supported by NSF grants DMS-0808042 and DMS-0835373. −1 , up to absolute constants, se [B1] for details. Recall at this point that L(B) is known to be bounded from below by an absolute constant. Conversely, the uniform bound from above is a well-known open problem with several equivalent formulations. While such bounds were obtained for various classes of convex symmetric bodies (in particular zonoids), the best currently available general estimate on L(B) is O(n 1/4 ). Interestingly, this issue did not impact the proofs of the dimension free bounds obtained in [B1] , [B2] , [C] . Next, following [M] , denote by Q(B) the maximum volume of an orthogonal (n − 1)-dimensional projection of the isotropic position S(B) of B. That is
denoting π ξ the orthogonal projection on ξ ⊥ , ξ ∈ R n a unit vector. It is proven in [M] that for all p > 1, one may estimate C p (B) in terms of L(B) and Q(B). Consequently, [M] obtains dimension free maximal bounds in the full range p > 1 for B = B q = the unit ball with respect to the ℓ q -norm in R n , provided 1 ≤ q < ∞. For q = ∞, one gets
resulting in no further progress for the Hardy-Littlewood maximal function for the cube.
Still for the cube, a brakethrough was made recently in the works of Aldaz [Al] and Aubrun [Au] , that disprove a dimension free weak (1, 1) maximal inequality for B ∞ . More specifically, it is shown in [Au] that
The purpose of this work is to prove that on the other hand
While it is reasonable to believe that this statement holds in general, our argument is based on a very explicit analysis which does not immediately carry over to other convex symmetric bodies. But the results of [Al] and [Au] are certainly inviting to a further study of M B∞ which after all, together with M B 2 , is the most natural setting of the Hardy-Littlewood maximal operator.
Let us next give a brief description of our approach.
Denote in the sequel B = B (n)
(with notation e(y) = e 2πiy ) which reduces matters to the study of the Fourier multiplier m(ξ). It satisfies in particular the estimates
In fact, (1.10), (1.11) hold in general for isotropic convex symmetric B, |B| = 1, replacing (1.10) by
The estimates (1.10), (1.11) set the limitation p > 3 2 in bounding M B p . Following [B2] for instance, a faster decay in (1.10) would allow to reach smaller values of p. Now a quick inspection of (1.8) shows, roughly speaking, that most of the time m(ξ) decays much faster and the worst case scenario (1.10) only occurs for ξ confined to narrow conical regions along the coordinate axes. Thus our strategy will consist in making suitable localizations in fourier space which contributions will be treated using different arguments.
For Ω ∈ L 1 (R n ), denote for t > 0 the scaling
H(ξ) = e −|ξ| 2 . We make a decomposition
and consider the maximal function associated to each Ω (s) .
Recall the following simple L 2 -estimate (Lemma 3 in [B1] ).
Lemma 1. Consider a kernel K ∈ L 1 (R n ) and introduce the quantities
(1.16) Taking 1 < p < 2, our aim is to interpolate (1.16) with an estimate
In order to establish (1.17), we follow the approach in [M] .
4
Lemma 2. Assume the multiplier operator with multiplier
acts on L p (R n ) with operator norm bounded by A(p, s). Then (1.17)
holds with a proportional constant.
The statement follows from the argument in [M] , based on analytic interpolation and a suitable admissible family of Fourier multiplier operators.
In the present situation, rather than taking K = 1 B in (9) of [M] , we let K = 1 B * H 2 −s . It is important to note that in the crucial Lemma 2 from [M] , only the bound on L(B) is required but not on Q(B) (which enters at a later stage). In fact, the essential input in [M] , Lemma 2 are bounds on sup
for fixed k ≥ 1. In our setting, we obtain
which is easily evaluated. Indeed, since the distribution 1 B∞ * H 2 −s is symmetric in each coordinate x i , application of Khintchine's inequality implies for |ξ| = 1
Returning to (1.18), we proceed further as in [M] , writing
with R i the i th Riesz transform and
(1.22) For the first factor in (1.22), use Stein's dimensional free bound on the Riesz transform (see [St2] )
( 1.23) This reduces the issue to an estimate on
Bounding (1.24) for p = ∞ amounts to an estimate on .
In order to prove the Theorem, it will suffice to establish an inequality of the form
for all 2 ≤ p < ∞ and ε < 0.
The proof of Lemma 3 will occupy the remainder of the paper. As mentioned before, the explicit form of m(ξ) is essential in the argument. In the next section, we introduce a new collection of Fourier multiplier operators that will enable to perform certain localizations in Fourier space. The proof of (1.29) will then proceed by analyzing the expression
on each of these regions.
Localization in Fourier space
The following statement is a particular instance of Pisier's holomorphic semi-group theorem in B-convex spaces ( [P] ).
Lemma 4. Denote E j a conditional expectation operator acting on the j th variable of R n . Then, for 1 < p < ∞, the semi-group
We may replace the expectation operators E j by convolution operators using a standard averaging procedure over translations. Let E be the expectation operator corresponding to the partition of R in the intervals [k, k + 1[, k ∈ Z. Thus its kernel is given by
Averaging over translations, the operator 1 0
Lemma 4 convexity therefore implies
Lemma 5. Let η be as in (2.3) and (t j ) 1≤j≤n positive numbers. Denote T j the convolution operator by η t j in the j-variable. Then, for 0 ≤ k ≤ n, the operator S⊂{1,...,n} |S|=k
Returning to Lemma 3, set t j = t = R −ε for each j = 1, . . . n, with ε > 0 and a fixed small constant. Denote A k the corresponding convolution operator (2.4), which satisfies
Going back to the L 2 -inequality (1.25), we obtain from Parseval that
with ρ an upper bound on
Lemma 6. For all δ > 0 and k ≥ 1,
Proof. Denoting I 0 = {j = 1, . . . , n; |ξ j | > 1}, clearly
Returning to (2.8), set I 1 = {j = 1, . . . , n;
and bound (2.8) by
] .
(2.11)
Since t = R −ε , 1 −η(x) < cx 2 for |x| < 1 and (2.9).
Combining (2.10), (2.11), it follows that we may take ρ = R − εK 10 in (2.7).
Since by (1.28), certainly
interpolation between (2.7), (2.12) implies that
provided we choose K = K(ε, p) appropriately.
Thus we are left with estimating (1.24) for g = A k f , k ≤ K, that will be done using different arguments.
(2.14)
and T j the convolution by η t in x j .
Any significant simplification is obtained by decoupling the variables in (2.14), (2.15). We recall the procedure.
Let (γ i ) 1≤i≤n be independent {0, 1}-valued random variables of mean 1 k say and for S ⊂ {1, . . . , n}, |S| = k and i ∈ S, let
(2.16)
By construction
Hence, by convexity (2.14) ≤ c
for some ω. Denoting I = {1 ≤ i ≤ n; γ i (ω) = 1}, (2.17) can be rewritten as i∈I |S|=k,S∩I=φ
which, applying Lemma 5 in the variable (x j ) j ∈I , satisfies
and (2.18) = i∈I i∈I
Assuming we dispose of an estimate i∈I i∈I
, it will follow from (2.20) that (2.18) is bounded by
For (2.15) we proceed similarly, taking
Instead of (2.18), we get i∈I
satisfying by Lemma 5
where
(2.27) will imply that (2.23) may be bounded by
Summarizing, in view of (2.22) and (2.27), we are finally reduced to establishing inequalities
From the preceding, this will permit to estimate
Bounds on b 0 , b 1 will be obtained in Section 4.
An auxiliary class of operators
The key inequality is (2.29) and we will deal with it using classical techniques from martingale theory. This will require us to introduce some additional convolution operators that are approximately stable under small translation (note that the function η(x) = (1 − |x|) + introduced earlier does not have this property.)
Let 0 < t 0 ≪ t = R −ε be another parameter (to specify) and denote
Lemma 7. Assume q ∈ Z + a power of 2 and f 1 , .
Proof. The statement is obvious for q = 1.
In general, proceed by direct calculation of
Using Hölder's inequality, the contribution of j 1 = j 2 in (3.6) is bounded by
. For the j 1 < j 2 contribution, proceed as follows.
We can assume j 1 = 1 and rewrite the integral in the r.h.s of (3.6) as
(3.8) Perform a translation x 1 → x 1 + τ with |τ | < t 0 and use the property that ϕ t 0 (y + τ ) ∼ ϕ t 0 (y) for |τ | ≤ t 0 . This gives that
Thus the j 1 < j 2 contribution in (3.6) may be estimated by
14 Recall the definition of
. Using Lemma 7, we prove Lemma 8. For q as above and
Proof. Note that
with
with τ i the shift
and we evaluate the L q 2 -norm applying (3.5). This gives the expressions
(3.11)
Next, observe that since
with convolution in the x i -variable. Therefore
As a corollary Also |η(λ)| < e −Cλ 2 for |λ| < 1 and hence
|η(tξ i )| < e −ct 2 ( |ξ i |<R ε ξ 2 i )−c|I 1 | with I 1 = {i ≤ n; |ξ i | ≥ R ε }. Thus also (4.6) < R −ε unless |ξ i |<R ε ξ 2 i < CR 2ε log R and |I 1 | < C log R and we can assume |ξ| 2 < CR 2ε log R + |I 1 |R 4ε < CR 4ε log R. From (4.4), (4.9), we find (4.10) 
