In this paper, we evaluate the k -e and k -u turbulence models in terms of their accuracy in predicting the Reynolds shear stress in equilibrium boundary layers under arbitrary streamwise pressure gradients. The models are tested against the theoretical formulation of Perry et al. (1994) which is based on the law of the wall and law of the wake formulation of the mean velocity profile. Using this formulation, we study the effect Reynolds number and pressure gradient has on the eddy viscosity distribution in the boundary layers flows. In the viscous sub-layer and the buffer layer of zero-pressure gradient boundary layers, the normalized eddy-viscosity, v^ , is found to be independent of the Reynolds number. A damping function is derived for the k -c model from the theoretical value of i/J in the sub-layer and buffer layer, and is used to evaluate several low Reynolds number versions of the k -e model. In the the defect layer, log layer and beyond, the ratio of v^ to the Reynolds number based on the friction velocity is found to be self-similar, which is consistent with the theoretical formulation. Also, there is a strong influence of the pressure gradient on the distribution of i/J in this region. The k -e model prediction is found to be close to the theoretical values of i/J for favorable and mild adverse gradient flows, whereas the fc -LJ model works better for strong adverse pressure gradient cases.
Introduction
Reynolds stresses play an important role in all turbulent flows. It represents the effect of turbulent fluctuations on the mean momentum transfer in the flow.
is to predict the Reynolds stresses correctly. Different turbulence models employ different modeling techniques to obtain the Reynolds stresses. 1 Most algebraic, one-equation and two-equation models formulate the Reynolds stresses in terms of a turbulent eddy-viscosity, which is computed either directly or indirectly from other turbulent and mean flow quantities. On the other hand, second-order closure models directly solve modeled transport equations for the stresses. The one-and two-equations models are used widely for practical applications, mainly because they have a good balance of versatility and simplicity compared to other models. Among two-equation models, the k -c and k -u turbulence models are commonly used. These models solve modeled transport equations for the turbulent kinetic energy, k, and its dissipation rate, e, or the specific dissipation rate, cj = e/k. The eddy viscosity, VT , is then computed in terms of k, e and u.
Turbulence models are based on various modeling assumptions. Also, there are several constants and empirical damping functions in these models that are generally calibrated to experimental or direct numerical simulation (DNS) data of some simple flows, for example, zero pressure gradient boundary layers, free shear layers, etc. When applied to more complex practical flows, the validity of some of these assumptions and calibrations limit the performance of a turbulence model. For example, it is well known that the k -€ model fails to predict boundary layer flows under strong adverse pressure gradient, and most models have difficulty in predicting non-equilibrium turbulent flows. In this paper, a turbulent boundary layer is referred to as being in equilibrium if there is approximate self-similarity in the mean velocity profiles. Thus, testing of these models for a wide range of flows is very important. It leads to a better understanding of the limitations of each model and also suggests ways to improve them.
The k -c and k -u turbulence models have been tested against a range of experimental test flows, 1 3 where the predictions of the turbulence models are compared mostly to measurements of the mean velocity profiles and the skin friction coefficient. These comparisons, however, may not be enough to test the modeling of the Reynolds stresses in these flows. This is because two flows with the same skin friction coefficient and same velocity profile can have drastically different Reynolds stress profiles. 4 Therefore, in order to assess the accuracy of the model predictions of the Reynolds stress, we need Reynolds stress data from the experiments. This is a severe restriction, because Reynolds stress measurements are available for very few flows, 5 and secondly, the measurements of the Reynolds stress have limited accuracy.
An alternative to experiments is DNS, where the Reynolds stresses can be computed very accurately and used for model evaluation. There are several works in this direction -Rodi and Mansour, 6 Sarkar and So, 7 Sinha et a/., 8 etc. However, DNS data are limited to flows at Reynolds number, J?e, much lower than what is encountered in practical applications. Therefore, the results obtained from DNS based testing has limited application. Most of the works cited above use the DNS data to study the modeling of the Reynolds stresses in the low Re region close to a solid wall.
Testing of turbulence models using experimental or DNS data is possible only for the test flows for which data is available. This restricts the evaluation of the models to a limited number of test cases. If we assume that a flow is defined in terms of several parameters, for example, pressure gradient, Reynolds number, equilibrium parameter, etc., then these test cases correspond to a limited number of test points in the whole parameter space. The information obtained from these tests is not sufficient to get a comprehensive assessment of the models over the whole range of flow conditions. In this regard, the approach presented in the paper is very useful, wherein the Reynolds shear stress can be obtained theoretically for a boundary layer which is twodimensional in the mean, under a wide range of flow conditions. The formulation is based on the assumption that the mean streamwise velocity follows the classic log-layer, law of the wake form. 9 This velocity profile is then used to obtain the Reynolds shear stress across the boundary layer by integrating the mean momentum and continuity equations. Thus, for a given set of parameters discussed above, the Reynolds stress is obtained theoretically and is used to evaluate the k -e and k -u turbulence models.
The paper is organized as follows. The theoretical formulation is presented in Section 2, where the procedure to obtain the Reynolds shear stress and the eddy viscosity for a given set of flow parameters is outlined. We then validate the approach in Section 3 by comparing to experimental and DNS data of several test flows. This is followed by model testing in Section 4, where the Reynolds shear stress predicted by the k -e and k -w turbulence models are compared to the theoretical profiles for different flow conditions. Here, we focus on equilibrium boundary layers under different pressure gradients and at different Reynolds numbers. The testing is done in three parts. First, we test the models in the log layer and study the effect of Re and pressure gradient on the eddy viscosity. Second, we look at the viscous sub-layer and the buffer layer, and test the modeling of the low Re effects on the Reynolds shear stress in this region. Lastly, the defect layer is analyzed to study the effect of pressure gradient, and the turbulence models are evaluated for several conditions. The results from these model evaluations are summarized in Section 5, along with some comments about future work in this direction.
Formulation
We use the analysis developed by Perry et al. 10 to obtain the Reynolds stress distribution in general twodimensional turbulent boundary layers. The basis of the analysis is the assumption that the mean velocity profile follows Coles 9 logarithmic law of the wall and law of the wake formulation, given by (1) where u is the mean stream-wise velocity, u r = is the friction velocity, TO is the wall shear stress, p is the density, K is the Karman constant (=0.41), i/ is the kinematic viscosity, y is the wall-normal coordinate, A is the universal law of the wall constant (=5.1), H is Coles wake factor, W c is Coles wake function, and 77 = y/6, where S is the boundary layer thickness. We use the wake function proposed by Jones eta/., 11 (2) The form (1) assumes that the logarithmic law of the wall is valid right down to the wall, and thus neglects the near-wall viscous effects. In order to include the viscous sublayer and the buffer layer, we replace the log-layer part in Eq. (1) by Reichardt's formula, 11 '
The validity of this assumption for the mean velocity profile will be shown in the next section. The velocity defect form of the mean velocity profile (3) is given by,
where U e is the free-stream velocity, and n -
Here, Re r = u r S/i/ is the Reynolds number based on friction velocity (also referred to as the Karman number), y+ = u r y/v is the wall-normal coordinate in wall-units, and is related to rj as, (7) It is to be noted that the boundary layer thickness is defined as,
where 6* is the displacement thickness,
Ci
and 5 is defined as,
C~f) '
where C/ is the local skin friction coefficient, 
It is assumed that the mean flow is steady and twodimensional, and that the stream-wise derivatives of normal stresses can be neglected. Thus, the mean continuity and streamwise momentum equations are given by Ir + lr^O* (13)
where v is the mean wall-normal velocity component, and x is the stream-wise coordinate, P is the freestream static pressure and T is the local effective shear stress given by, 
Thus, T+ and v£ are functions of five parameters, namely, T?, II, 5, /? and £, and can be evaluated theoretically for any two-dimensional boundary layer flow once these parameters are specified.
In this section, we present comparison of shear stress profiles computed from Eq. (16) with experimental and DNS data of flows described in Table 1 . The first flow corresponds to the DNS of a favorable pressure gradient boundary layer of Spalart, 14 and was used to validate the above formulation by Jones et al. n The remaining test cases are by Marusic and Perry, 4 and they correspond to different stream wise locations of a boundary layer developing under nonequilibrium adverse pressure gradient (the flow number in Table 1 corresponds to the x -location in the experiment). The value of fi and Re r for each flow is also given in Table 1 along with the value of II that fits the respective velocity profile.
To validate the formulation presented in Section 2, we first look at the underlying assumptions. The main assumption is that the mean velocity profile has the logarithmic law of the wall and law of the wake form given in Eq. (1). Coles 9 compiled experimental data for boundary layers from different sources to show that the above assumption is valid. Also, Reichardt's formula for the viscous sub-layer and the buffer layer (4) has been shown to compare well with experimental data. 12 To elucidate the point, we present the mean velocity profiles of the flows listed in Table 1 ( Fig. 1) . We see that the formula (3) fits the experimental or DNS data points very well.
The analysis also assumes that the stream-wise derivative of the normal stresses is negligible compared to the contribution of the shear stress, which is valid in boundary layers not close to separation, and the formulation is applicable only to flows which are twodimensional in the mean. Fig. 2 shows the comparison of the computed results with the experimental or DNS data of the test flows. We see that the formula (16) matches reasonably well with the experimental data of Marusic and Perry. 4 Spalart's DNS data is also reproduced very closely by the formula (17) . Table 1 . Comparison of formula (3) with the experimental or DNS data points. The Reynolds stress and eddy viscosity distribution obtained from Eqs. (17) and (18), respectively, depend on the velocity profile. Therefore, the results may depend on the values of the parameters that define the velocity profile, namely, AC, A and II. The value of these parameters are obtained by fitting to experimental or DNS data, and therefore have some uncertainty. For example, reported values of K in the literature range from approximately 0.38 to 0.43 for experimental boundary layers. 15 ' 16 The value of II for zero pressure gradient is nominally taken to be about 0.55, but it may vary between 0.45 and 0.65. 17 Similarly, there is some uncertainty in the value of the log-layer constant, A. Here, we study the sensitivity of the results presented in the paper to the values of these constants. Fig. 3(a) shows the distribution of i/£ in a zero pressure gradient boundary layer at Re r -10000 for values of K = 0.38,0.41 and 0.43. We see that there is small sensitivity of i/^ to the value of K , and the peak 4 changes by less than 7% from the K = 0.41 curve. Similarly, Fig. 3(b) shows that the peak i/J value changes by less than 5% for values of II is the range 0.45 to 0.65 as compared to II = 0.55. Finally, it is expected that there will be very little sensitivity of the result to the value of A, because it has negligible contribution in the velocity defect formulation. Thus, the overall sensitivity of the eddy viscosity to the value of the constants used in the velocity profile is small. 
Results
In this section, we use the formulation presented in Section 2 to study the effect of Reynolds number and pressure gradient on equilibrium boundary layers (C = 0). The eddy viscosity computed using formula (18) for these boundary layers is compared to what is predicted by the k -e and k -u models. The results are presented in three parts -log layer, viscous sublayer and buffer layer, and defect layer.
Log-layer
We first look at the effect of Re on the eddy viscosity distribution in the log-layer of zero-pressure gradient boundary layers. Figure 4 shows the variation of i/J as a function of y + in the log layer of boundary layers at different values of 5, which correspond to different Re 5 * = U e 6/i> (Table 2) . Here, we consider the log-layer to be nominally valid for y + > 100; y/S < 0.15 (following Spalart) 18 . Thus, the log-layer extends to higher y + for higher values of 5, or higher values of Res*. It can be seen from Fig. 4 that i/£ for each 5 is close to the i/J = /q/ + curve (line with symbols) at y + ~ 100, and they deviate from this limiting curve at higher y + . The deviation of i/£ from K,y+ at a given y + is smaller for the higher Re flows than that of the lower Re cases. This suggests that in the log-layer v^ -> Ky + as Re T -)• oo. This is, however, not true, because if we look at the whole log-layer for each flow, the deviation from i/J = K,y + at the outer edge of the layer is comparable at different Re r . Also, even for high enough Reynolds numbers, these curves do not collapse. Thus, we can conclude that i/£ is not a function of y+ alone in the log-layer. Instead, if we plot the quantity ^/Re r as a function of 77, then all the curves for different Re&+ are seen to be identical (Fig 5) . Thus, This result can also be derived using Eqs (6), (16) and (18) . It can also be seen from Note that there is a small deviation from the z/J -K 2/ + curve for y+ < 100 (Fig. 4) . This corresponds to the viscous sublayer and the buffer layer. We will study these regions in detail later.
Wilcox 1 gives the values of fc, e and u in the log-layer as obtained by solving the model equations. Thus, it is shown that both the k -c and k -u models predict v^ -K,y+, where the value of K as obtained from the k -e and k -w models are 0.433 and 0.41, Fig. 4 . respectively. This linear behavior corresponds to the limiting curve shown in Fig. 4 , and it matches z/£ only near the lower edge of the log-layer. As pointed above, the deviation from this limiting curve predicted by the models at the outer edge of the log-layer is substantial at any Re. Moreover, it can be seen from Eq. (19) that z/J is a function of y+ as well as the Reynolds number. The latter dependence is ignored by the turbulence models.
We next study the effect of pressure gradient on the distribution of eddy viscosity in the log-layer. Fig. 6 shows i/y as a function of y + in several flows at different adverse and favorable pressure-gradients that were experimentally studied by East et a/. 19 The limiting curve z/y = K,y+ is also shown for reference. The different curves are identified by the corresponding Clauser parameter values. We see that z/^ for the adverse pressure gradient flows are much higher than the zero pressure gradient case (0 = 0), whereas the favorable pressure gradient flows have lower v^ . pu^j. dx (20) is a small parameter. Fig. 7 shows the comparison of the above formula to i/t curves for some of the flows for the first order terms, we get HI = -0.48, ki = 1.16, ui = -0.32, which match the values quoted by Wilcox. 20 For the second order terms, we get u 2 = -1122.9, k 2 = 1.22, CJ 2 = 1121.9.
In the flows by East et a/., 19 <j) = O(10~3), and in the log-layer, y+ > 100, so that (20) is derived by assuming that <j>y+ < 1 so that the terms involving higher orders of (f>y^~ can be neglected. This sets an upper limit to the value of y + , say y^ax > f°r which the formula is valid. In Fig. 7 , we Thus, the second order terms cannot be neglected. In fact, some of the third and fourth order coefficients are found to be O( 10 3 ) and 0 (10 6 ), respectively, and therefore these terms cannot be neglected. We may even need to keep terms of order higher than four. Thus, the first order solution is not accurate and the validity of Eq. (20) (20) predicts the theoretical i/J reasonably well in the range of its validity (solid symbols), although the prediction is lower than theory for the favorable pressure gradient flow and higher than theory for the adverse pressure gradient cases. Note that the region <fyy+ «C 1 in which Eq. (20) is valid, is very limited for stronger pressure-gradients (for example, ft = 1.90 case). Thus, we need to include the higher order terms in Eq. (20) to evaluate the model at higher y + .
Extending the procedure followed by Wilcox, 20 we look for solutions of the form, k = Figure 8 shows the variation of Vj, with y + in the viscous sub-layer and the buffer layer of boundary layers at zero pressure gradient. The curves correspond to values of 5 between 26 and 32, alternatively Re r between 2000 and 28000. The limiting curve in the loglayer, z/J = K,y + , is also shown for comparison. We see that all the different Re curves collapse together in the viscous sublayer and buffer layer, but they show some variation in the log-layer. Specifically, i/J for the high Re T cases are very close to the /cy + value, and i/y for the lower Re T flows are somewhat lower than Ky + . Note that the lower Re curves never quite reach the limiting log-layer value.
In the k -e turbulence model, the eddy-viscosity is modeled in terms of the turbulent kinetic energy, k, and its dissipation rate, e. In non-dimensional form, In order to compute /^ , we need to solve the modeled transport equations for fc+ and e~*~. A simplified form of the equations presented by Jones and Launder 21 for the viscous sub-layer through the loglayer is given by,
where c\, 02 are model constants, j\ and /2 are empirical damping functions to account for the near wall effects on the e-equation, and a k and <j € are corresponding Prandtl numbers. 
and in the log-layer (v Eqs. (23) and (24) We solve the k -e equations (23) and (24) subjected to the boundary conditions (25) and (26) using a fourth order Runge-Kutta method. We apply the log-layer conditions on k+ and e+, and integrate to the wall, varying dk + /dy+ and de+/dy + until the wall boundary conditions (25) are satisfied. For the values of z/J and u + , we use the results obtained from Eq. (18) and (3), respectively, for the case of /? = 0 and Re T = 1400. Thus, we get the profiles of fc + and e + in the viscous sub-layer through the log layer, which can now be used along with Eq. (22) to get, (27) which is shown in Fig. 9 . We see that c^f^ reaches an asymptotic value in the log-layer (t/+ > 100), whereas it is comparatively lower in the viscous sub-layer and the buffer layer (y+ < 100) due to the damping effect of the wall that reduces the eddy viscosity. In the limit so that c^/ M = 0(1) and reaches a constant value.
The value of c^/^ in' the log-layer (y + ~ 100) is about 0.077, which is lower than the generally accepted value of c^ = 0.09 (/ M = 1). This is mainly due to the fact that the flow considered here is at a relatively low Reynolds number (Re r = 1400), for which i/£ is considerably lower than Ky+ in the log layer (Fig. 8) .
Similar low values of C M / M are also reported by Rodi and Mansour 6 using DNS data of low Re boundary layers. In order to study this Reynolds number effect, we plot the ratio of Vj, at y + = 100 to the limiting value K,y + for different Re T flows (Fig. 10) . It can be seen that the ratio (vT/ K y~*~)y+=wo asymptotes to 1 for high values of Re T , and it drops lower than unity near Re r = 1000. If we assume that /^ = 1 in the log-layer (y + c± 100), then 0.09' and thus the curve shown in Fig. 10 can be interpreted as the decrease in the value of C M from 0.09 at low Reynolds numbers. On the other hand, if we assume that c^ = 0.09, then the asymptotic value of / M at large y+ is a function of the Reynolds number and is given by the ratio (i/T/ K >y + )y+=wo m Fig-10 The damping functions prescribed by some of the commonly used versions of the k -e model are listed in Table 3 . The damping functions are calibrated to reach a value of unity at large y + . Thus, they are valid for high Re flows (for which i/£ ~ Ky + at y+ c^ 100), and do not account for the low Re effect discussed above. Thus, a comparison of the model damping functions with the theoretical / M computed using Eq. (27) for a high Re flow will assess the accuracy of the models. However, in the absence of theoretical fp for a high Re flow at this point in time, we re-scale the / M for Re r = 1400 by using a value of C M smaller than 0.09 such that / M = 1 at y + ~ 100. The results are shown in Fig. 11 , where the solid symbols correspond to the /^ obtained from Eq. (27) and (Table 3 ) against the theoretically obtained f^ for a boundary layer at zero pressure gradient at the different models are identified by the codes given in Table 3 . Also, it is to be noted that /^ obtained theoretically is based on the Jones and Launder model, and some of the other models in Table 3 have a slightly different formulation (see Ref. 6 for details). However, based on the DNS data presented by Rodi and Mansour, 6 we expect that these differences will result in very little variation in the theoretically computed / M for y + > 10. Therefore, the / M obtained from Eq. (27) using the Jones and Launder formulation of the k -c turbulence model can be used to evaluate different model damping functions. Prom the model testing in Fig. 11 , we see that the model by NT compares very well with the theory, and the model by RM is also reasonably good. The damping functions by MK and SM under-predict the theoretical curve. The damping function by LS rises too quickly but is lower than /^ from theory for y + > 80. Finally, the damping functions of the models LB and CH are much lower than the theoretical / M and reach the value of unity far too slowly.
Defect Layer
The defect layer is the outer part of a boundary layer. It is the region above the viscous buffer layer where Reynolds number similarity of the velocity defect holds. Fig. 12 shows the ratio v£/Re r in zero pressure gradient boundary layers at Re r = 1000 through 50000. We see that v£/Re r for all the different Re T cases are identical. . We see that v£/Re s * from Eq. (18) in the favorable pressure gradient cases is slightly higher than the zero pressure gradient curve for 17 < 0.15 which corresponds to the log-layer. However, the trend is reversed for 77 > 0.15, where i/£/jRe<$* for ft < 0 is smaller than that for /3 = 0, and v^/Res* at a given 77 decreases as the magnitude of /3 increases. N obtained from the turbulence models for ft = -0.2 and -0.3 are also shown in the figure. We see that the values of N obtained from the two models are very similar in the range 0 < 77 < 0.25, and are reasonably close to the theoretical curves. However, for larger values of 77, N from the k -e model is lower, and therefore closer to the theoretical curves, than that from the k -u model. In addition, the k -a; results (open symbols) are less sensitive to the change in ft than the k -e model (solid symbols), which reproduces the theoretical trend of z/J with pressure gradient correctly.
Conclusions
In this paper, we evaluate the k -e and k -u turbulence models in terms of their accuracy in predicting the Reynolds shear stress in boundary layers under arbitrary pressure gradients. The model predictions are tested against the Reynolds stress and eddy viscosity computed using the analysis of Perry et al. 10 for two-dimensional boundary layers, which is based on the assumption that the mean streamwise velocity follows the logarithmic law of the wall and law of the wake. Using this formulation, we first study the effect of Reynolds number, Re, on the distribution of the eddy viscosity in zero-pressure gradient boundary layers, and then evaluate the modeling of this Re effect. Secondly, we look at the effect of pressure gradient on the eddy viscosity and assess the accuracy of the models in different pressure gradient flows.
The eddy viscosity normalized by the kinematic viscosity, z/J , in the viscous sub-layer and the buffer layer is found to be independent of the Reynolds number for zero-pressure gradient flows. A damping function, fp , is derived for the k -e model from the theoretical value of z/y , and the Re dependence of the asymptotic value of / M in the log-layer (for large y + ) is studied. Several low Re variations of the k-c model are evaluated against /^ obtained from theory. In the defect layer, log-layer and beyond, the ratio of z/^ to Re r is found to be self-similar, consistent with the theoretical formulation. The k -e and k -cj models predict a linear behavior of z/£ in the log-layer, which is close to the theoretical value in the low y+ part of the log-layer, but has a substantial discrepancy near the outer edge of the log-layer. There is a strong influence of pressure gradient on z/J distribution in the defect layer. Comparison of the models with the theory shows that the k -e model is close to the theoretical value in favorable and mild adverse pressure gradient flows, whereas the k -u> model works well for strong-adverse pressure gradient cases. Both models, however, fail to reproduce the variation in the z/£ distribution with varying pressure gradient that is predicted by the theory. Thus, the k -e and k -u; models could be tested for a wide range of equilibrium turbulent boundary layers, using the theoretical formulation of Perry et al. (1994) . Further investigation in this direction will be continued, including the extension of the procedure to non-equilibrium turbulent flows using computational fluid dynamics.
