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GOOD REDUCTION OF PERIODIC POINTS ON
PROJECTIVE VARIETIES
BENJAMIN HUTZ
Abstract. We consider the dynamical system created by iterating a
morphism of a projective variety defined over the field of fractions of
a discrete valuation ring. We study the primitive period of a periodic
point in this field in relation to the primitive period of the reduced point
in the residue field, the order of the action on the cotangent space, and
the characteristic of the residue field.
1. Introduction
We consider dynamical systems arising from iterating a morphism of a
projective variety defined over the field of fractions of a discrete valuation
ring. Our goal is to obtain information about the dynamical system over the
field of fractions by studying the dynamical system over the residue field. In
particular, we aim to bound the possible primitive periods of a periodic point.
This topic is discussed for φ : P1 → P1 with many references in [12, Section
2.6].
Recall that given a set A and map f : A → A we can create a dynamical
system by iterating the map f on the set A. We denote fn as the nth iterate
of f . An element a ∈ A such that fn(a) = a for some positive integer n is
called a periodic point and the least such n is called the primitive period of a.
We will use the following notation unless otherwise specified:
• R is a discrete valuation ring complete with respect to a normalized
valuation v.
• m is the maximal ideal of R with uniformizer π.
• K is the field of fractions of R.
• k = R/m is the finite residue field of characteristic p.
• denotes reduction mod π.
• | |v is the associated non-archimedean absolute value.
Note that these conditions imply that K is a local field.
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In Section 2 we establish a notion of good reduction for a projective variety
X/K and a morphism φ : X → X defined over K so that we can study the
dynamics of φ over K by examining the dynamics of the reduced map over k.
In Section 3 we describe the primitive period of P ∈ X(K) with the fol-
lowing two theorems.
Theorem 1. Let X/R ⊆ PNR be a smooth projective model of X/K, a non-
singular irreducible projective variety of dimension d. Let φR : X/R → X/R
be an R-morphism and PR ∈ X (R) be a periodic point of primitive period n
for φR with P of primitive period m. Then
n = m
or there exists a φ-stable subspace V of the cotangent space of X ×R Spec k
such that
n = mrV p
e with e ≥ 0,
where rV is the order of the map induced by φm on V . Furthermore, let V ⊂ X
be the scheme theoretic union of {PR, φR(PR), . . . , φn−1R (PR)}. Then V is the
cotangent space of V ×R Spec k. Let d′ ≤ d be the dimension of V , then
rV ≤ (Nπ)d
′ − 1
where Nπ is the norm of π.
This theorem generalizes the known result for φ : P1 → P1 [12, Theorem
2.21] and is similar to [4].
Theorem 2. Let X/R ⊆ PNR be a smooth projective model of X/K, a non-
singular irreducible projective variety of dimension d. Let φR : X/R → X/R
be an R-morphism and PR ∈ X (R) be a periodic point of primitive period n
for φR. Using the notation from Theorem 1, we have for n = mrV p
e that
e ≤


1 + log2(v(p)) p 6= 2
1 + logα
(√
5v(2)+
√
5(v(2))2+4
2
)
p = 2.
where α = 1+
√
5
2 .
This theorem is a generalization of results such as those found in [8, ?,
10, 13] and, in particular, implies that the primitive period of a K-rational
periodic point is bounded. In the following corollary we state what the bound
is when working over Q.
Corollary 3. Let X/Q be a smooth irreducible projective variety of dimension
d and φ : X → X a morphism defined over Q with good reduction at a prime
p. Let P ∈ X(Q) be a periodic point with primitive period n. Then we have
e ≤
{
1 p 6= 2
3 p = 2
GOOD REDUCTION OF PERIODIC POINTS ON PROJECTIVE VARIETIES 3
and
n ≤
{
pd+1(pd − 1) p 6= 2
2d+3(2d − 1) p = 2.
By assuming that φ : X → X is e´tale we may remove the hypotheses of
smooth and irreducible to obtain the following theorem.
Theorem 4. Let φ : X → X be an e´tale morphism of a projective variety
defined over K. Let P ∈ X(K) be a smooth periodic point for φ with primitive
period n. Let Y ⊆ Xsmooth be the irreducible component containing P . Let l
be the smallest integer such that φl is an e´tale endomorphism of Y . Assume
that φl restricted to Y has good reduction. Then we have n = lm, n = lmrV ,
or n = lmrV p
e where m, rV , and p
e are as in Theorem 1 and Theorem 2.
It is well-known that for X ⊂ PN a variety defined by homogeneous poly-
nomials of degree at most d, the number of irreducible components of X is
bounded by dN . In particular, Theorem 4 implies that the primitive period
of a smooth K-rational periodic point is bounded for an e´tale morphism of a
projective variety.
2. Good Reduction
In this section, we consider the more general situation of a schemeX/Spec K
and a K-morphism φ : X → X , unless otherwise stated. Following [12, §2.5]
we define a notion of good reduction.
Definition 5. A scheme X/K has good reduction if there exists a smooth
proper scheme X/R with generic fiber X/K. We call such an X/R a smooth
proper model for X/K.
If X/K has good reduction, each point in X(K) corresponds to a unique
point in the proper scheme X (R) and, consequently, a unique point in the
special fiber (denoted as P ). In addition to a notion of good reduction for
a scheme X/K, we also need a notion of good reduction for a K-morphism
φ : X → X .
Definition 6. Let X/K be a scheme and φ : X → X a K-morphism. We
say that φ has good reduction if there exists a smooth proper model X/R of
X/K and an R-morphism φR : X → X extending φ. Denote the restriction
of φR to the special fiber as φ.
Remark. Let X = P1K and φ : P
1
K → P1K be a morphism defined over K. Then
good reduction as defined in Definition 6 is equivalent to good reduction as
defined in [12, Theorem 2.15]. For X = PNK and φ : X → X , a morphism over
K, we can again formulate a definition of good reduction using resultants that
is equivalent to Definition 6; see for example [7, Section 1.1].
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Remark. For a morphism φ : P1K → P1K , Hsia [6, Section 3] defines a notion of
mildly bad reduction as the case where φ has bad reduction but there exists a
projective scheme X of finite type over R and an R-morphism from X → P1R
that is an isomorphism on the generic fiber such that φ extends to an R-
morphism that maps the smooth part of X to itself.
The following theorem and corollary show that for morphisms with good
reduction, the dynamics of φ are related to the dynamics of φ.
Theorem 7. Let X/R be a smooth proper scheme with generic fiber X/K.
Let φR : X/R → X/R be an R-morphism and let φ : X/K → X/K be the
restriction of φR to the generic fiber. Let φ be the restriction of φR to the
special fiber.
(a) φ(P ) = φ(P ), for all P ∈ X(K).
(b) Let ψR : X/R→ X/R be another R-morphism and ψ : X/K → X/K
be the restriction of ψR to the generic fiber. Then φ ◦ ψ = φ ◦ ψ.
(c) Let φnR : X/R → X/R be the nth iterate of φR and let φn be φnR
restricted to the generic fiber. Then
φn(P ) = φ
n
(P ) for all P ∈ X(K).
Proof.
(a) Let P ∈ X(K), i.e., P ∈ HomSpec K(Spec K,X). Since the scheme is
proper, we have a unique associated
PR ∈ HomSpec R(Spec R,X ).
Using the universal property of fiber products, it is easy to see that
(φR ◦ PR)|Spec k = (φR)|Spec k ◦ (PR)|Spec k .
(b) A composition of morphisms is a morphism, so we have that φR◦ψR is
also a morphism of schemes. Using an argument with fiber products,
we see that φ ◦ ψ = φ ◦ ψ.
(c) To prove this statement we proceed by induction on n by applying (b)
to the maps φR and φ
n−1
R .

Remark. There are some interesting questions to be raised concerning good
reduction of K-morphisms.
• If φ2 has good reduction, does that necessarily imply φ has good re-
duction? For N = 1, Benedetto [2, Theorem B] proves for φ ∈ K(x),
a rational map of degree ≥ 2, and any positive integer n that φ has
good reduction if and only if φn has good reduction.
• If φ and ψ are distinct and both have good reduction, then is it neces-
sarily true that φ◦ψ has good reduction? The complication is whether
GOOD REDUCTION OF PERIODIC POINTS ON PROJECTIVE VARIETIES 5
a smooth proper model X/R exists where both φ and ψ extend to R-
morphisms φR and ψR. It is not clear if the good reduction of φ and
ψ is enough to ensure the existence of such a smooth proper model.
Definition 8. Let X/K be a scheme, φ : X → X be a K-morphism, and
P ∈ X(K).
• The point P is periodic if φn(P ) = P for some n ∈ N. The integer n
is called a period of P .
• If P is periodic with period n and φm(P ) 6= P for all 0 < m < n, then
n is called the primitive period of P .
• If φm+n(P ) = φm(P ) for some m,n ∈ N, then P is called preperiodic.
Corollary 9. Let X/R be a smooth proper scheme with generic fiber X/K.
Let φR : X/R → X/R be an R-morphism and φ : X/K → X/K the re-
striction of φR to the generic fiber. Let φ be the restriction of φR to the
special fiber. Then the reduction map sends periodic points to periodic points
and preperiodic points to preperiodic points. Furthermore, if P ∈ X(K) has
primitive period n and P has primitive period m, then m | n.
Proof. Let P ∈ X(K) be a point of primitive period n and let m be the
primitive period of P . We are given that φ has good reduction, so by Theorem
7 we know
(1) φn(P ) = φ
n
(P ) = P .
From (1) we deduce that m ≤ n and n ≡ 0 mod m, since the smallest period
m is the greatest common divisor of all of the periods. 
Before we examine the primitive period, we state what it means for a
scheme defined over a number field to have good reduction at a particular
prime.
Definition 10. Let L be a number field with ring of integers A and X/L
a scheme over L. Let p be a prime of L and Ap the localization of A at p.
We say that X has good reduction at p if there exists a smooth proper model
X/Ap with generic fiber X/L.
Similarly, φ : X/L→ X/L has good reduction at p if φ has good reduction
over Ap.
For the rest of this article we work with morphisms of projective varieties
defined over K. We assume that X/R is, in fact, a smooth projective scheme
with generic fiber X/K. Since projective implies proper, this is slightly more
restrictive.
3. Description of the Primitive Period
3.1. Preliminary Results.
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Definition 11. Let P ∈ PNK be a point. We call a representation of P
as [P0, . . . , PN ] with Pi ∈ R for 0 ≤ i ≤ N and at least one Pi ∈ R∗ a
normalization of P . We define the reduction of P modulo π, denoted P , by
first choosing a normalization of P and then setting
P = [P0, . . . , PN ] ∈ PNk .
Note that P is independent of the choice of normalization.
We recall some standard facts about projective space.
Proposition 12. Let q be the number of elements of k. Then
(a) Given any N + 2 points Pi ∈ PNR for which the images Pi(Spec K)
and their reductions (the images Pi(Spec k)) satisfy that no N + 1 of
them are co-planar, there exists a transformation in PGLN+1(R) that
maps them to any other N + 2 points Qi in P
N
R for which the images
Qi(Spec K) and their reductions satisfy that no N + 1 of them are
co-planar.
(b) The number of hyperplanes of PNk is q
N + qN−1 + · · ·+ q + 1.
(c) The number of hyperplanes of PNk through a point of P
N
k is q
N−1 +
· · ·+ q + 1.
Proof.
(a) It is a standard argument to show that givenN+2 points in PN+1K with
no N+1 of them co-planar, that we can find a element of PGLN+1(K)
that takes them to any other set of N+2 points in PN+1K with no N+1
of them co-planar. Using the same argument and the fact that their
reductions (points in PN+1(k)) also satisfy that no N +1 of them are
co-planar. We can find an element in PGLN+1(R) that takes them to
any other set of N+2 points in PN+1R with no N+1 of them co-planar.
(b) A d dimensional subspace of PNk is isomorphic to P
d
k which has q
d +
qd−1 + · · ·+ q + 1 points.
(c) Let P ∈ PNk and H a hyperplane of PNk not containing P . Any hyper-
plane of PNk through P meets H in a hyperplane of H . By (b), there
are qN−1 + · · ·+ q + 1 hyperplanes of H .

For the proof of Theorem 1, we need a moving lemma for the orbit of a
point whose reduction is a fixed point. Let ANi be the standard affine open
sets in PN obtained by sending
[t0, . . . , tN ]→
(
t0
ti
, . . . ,
ti−1
ti
,
ti+1
ti
, . . . ,
tN
ti
)
.
Lemma 13. Let N ≥ 2. Given any finite set of points P = {Pα}α∈I ⊂ PNR
whose image in the special fiber is a single point and any fixed i, 0 ≤ i ≤ N ,
we can find a transformation f ∈ PGLN+1(R) such that f(P) ⊂ (ANi )R.
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Proof. Let q be the number of elements of the residue field k.
Without loss of generality, consider (AN0 )R. We need an f ∈ PGLN+1(R)
that sends the points of P to points not in the hyperplane t0 = 0. So we need
to find a hyperplane H in PNR that does not contain any of the points of P
and send it to the hyperplane t0 = 0.
The image in the special fiber of P is a single point, denoted P. By Propo-
sition 12 (b) and (c), there are
(qN + · · ·+ q + 1)− (qN−1 + · · ·+ q + 1) = qN
hyperplanes of PNk which do not go through P . Let H be any hyperplane in
PNk that does not contain P . Choose any N points on H . We need to find
two additional points in PNk which, when combined with the already chosen
N points, satisfy that no N + 1 of them are co-planar in PNk . Let one such
point be P , which is not on H by construction.
There are
(
N+1
N
)
= N + 1 subsets of N points of the N + 1 chosen points.
We need to choose an additional point which does not lie on a hyperplane
containing any of those N + 1 subsets. Each subset defines a unique hyper-
plane, so we must choose a point not on N + 1 hyperplanes. By Proposition
12 (b), there are
qN + · · ·+ q + 1
total hyperplanes. So we need
qN + · · ·+ q + 1 > N + 1
to be able to find such a point. We know that q ≥ 2 and N ≥ 2, so we can
always find such a point.
Having found the necessary points on the special fiber, we can lift them to
(not necessary unique) points on the generic fiber. Since PNR is proper, these
points on the generic fiber correspond to unique points of the scheme. We
have found N + 2 points that satisfy the hypothesis of Proposition 12 (a);
hence, there exists an element f of PGLN+1(R) as desired. 
To be able to apply Lemma 13, we need to be certain that we do not change
the dynamics.
Definition 14. Let X ⊂ PNK be a projective variety, φ : X → X a morphism,
and f ∈ PGLN+1(R). Define φf = f−1 ◦ φ ◦ f .
Proposition 15. Let X/R ⊂ PNR be a smooth proper model for X, a projective
variety defined over K. Let φR : X → X be an R-morphism extending φ :
X/K → X/K. Let f ∈ PGLN+1(R) and let P ∈ X(K) be a periodic point of
primitive period n whose reduction modulo π has primitive period m. Then,
(a) φf : f−1(X)→ f−1(X) has good reduction.
(b) f−1(P ) has primitive period n for φf .
(c) f−1(P ) has primitive period m for φf .
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Proof. Note that the embedding X/R ⊂ PNR induces an embedding X/K ⊂
PNK , so the action of f on X is defined. We need to show that there exists a
smooth projective model Y/R and an R-morphism ψR : Y → Y such that the
following diagram commutes and the vertical maps are isomorphisms.
(2) Y/R ψR //
fR

Y/R
fR

X/R φR // X/R
We know that f ∈ PGLN+1(R) is an automorphism of PNK that has good
reduction with smooth projective model PNR . Let fR : P
N
R → PNR be the
morphism extending f . Then fR is an automorphism of P
N
R and
f−1R : X/R→ f−1R (X/R)
is an isomorphism. Let Y/R be defined as f−1R (X/R), thus the vertical maps
are isomorphisms. Let
ψR = φ
fR
R = f
−1
R ◦ φR ◦ fR.
Diagram (2) now clearly commutes.
To prove (a), the smooth projective model is Y/R and the morphism is
ψR. Since the vertical maps are isomorphisms and
(f−1 ◦ φ ◦ f)s = f−1 ◦ φs ◦ f for all s ≥ 1,
(b) and (c) follow immediately from the diagram (2). 
To prove Theorem 1, we need a π-adic version of the Implicit Function
Theorem that includes an explicit bound on the size of the neighborhood of
convergence. To do this, we recall without proof a version of Hensel’s Lemma
for systems of power series. This version of Hensel’s Lemma comes from
Greenberg [5, Chapter 5], and we adopt his terminology.
Definition 16. We say f is a system of formal power series over R if f is a
vector where each component is a formal power series with coefficients in R
having zero constant term.
Proposition 17 (Hensel’s Lemma). Let
F1, . . . , FN ∈ R[x1, . . . , xN ] and a1, . . . , aN ∈ R
with
|Fi(a1, . . . , aN )|v <
∣∣∣∣∣det
((
∂Fi
∂xj
)
i,j
(a1, . . . , aN )
)∣∣∣∣∣
2
v
≤ 1
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for 1 ≤ i ≤ N . Then there exist b1, . . . , bN ∈ R with
Fi(b1, . . . , bN) = 0 and |bi − ai|v <
∣∣∣∣∣det
((
∂Fi
∂xj
)
i,j
(a1, . . . , aN )
)∣∣∣∣∣
v
for 1 ≤ i ≤ N . Furthermore, the system of power series taking (a1, . . . , aN )
to the solution (b1, . . . , bN) is defined over R.
Recall that a function F : AN+M (K) → AM (K) is smooth at a point
P ∈ AN+M (K) if its Jacobian matrix has rank M at P .
Proposition 18 (π-adic Implicit Function Theorem). Let
F = [F1, . . . , FM ] : A
N+M (K)→ AM (K)
be a smooth function with each Fi defined over R. Label the coordinates of
AN+M as (x1, . . . , xN , y1, . . . yM ). Let (a0, b0) be a point in A
N+M (K) such
that
(a) F (a0, b0) = 0,
(b) the minor (
∂Fi
∂yj
)
i=1...M
j=1...M
(a0, b0)
is full rank, and
(c)
|Fi(a0, b0)|v < δ2 for 1 ≤ i ≤M
with
δ =
∣∣∣∣∣∣∣det

(∂Fi
∂yj
)
i=1...M
j=1...M
(a0, b0)


∣∣∣∣∣∣∣
v
≤ 1.
Let Bǫ denote the π-adic open ball of radius ǫ around the origin. Then for all
a such that
|a− a0|v < δ,
there exists a unique system over R
g : Bδ2 → Bδ ⊂ AM
such that
g(a0) = b0 and F(a, g(a)) = 0.
Proof. By assumption, we have that
|Fi(a0,b0)|v < δ2 for 1 ≤ i ≤M.
After a translation, we may assume a0 = (0, . . . , 0).
For any a and i, 1 ≤ i ≤ M , Fi(a,b0) has a zero constant term in
x1, . . . , xN ; so for
|ai|v < δ2 for 1 ≤ i ≤ N
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we have
|Fi(a1, . . . , aN ,b0)|v < δ2 for 1 ≤ i ≤M.
We may apply Hensel’s Lemma (Proposition 17), which concludes that there
exists a system of power series g defined overR which takes a point (a1, . . . , aN )
and sends it to the unique point g(a1, . . . , aN ) = (b1, . . . , bM ), satisfying
(a) b1, . . . , bM ∈ R,
(b) F(a1, . . . , aN , b1, . . . , bM ) = 0, and
(c) |bi − ai|v < δ for 1 ≤ i ≤M .
Note that since |ai|v < δ2 for 1 ≤ i ≤ N and |bi − ai|v < δ for 1 ≤ i ≤M ,
we have
g : Bδ2 → Bδ.

3.2. Proof of Theorem 1. Let X/R be a smooth projective R-scheme of
dimension d whose generic fiber is a non-singular irreducible projective variety
X/K. Let φR : X/R→ X/R be an R-morphism and denote the restrictions to
the generic fiber and the special fiber as φ and φ, respectively. Let PR ∈ X (R)
be a periodic point of primitive period n for φR and let P = PR(Spec K) and
P = PR(Spec k) with P of primitive period m for φ. There are three main
steps in analyzing the primitive period of the reduction of a periodic point.
• Use good reduction to show that there is an open π-adic neighborhood
U and a system of functions f regular on U and defined over K such
that φR is represented by f as a regular map on U and all of the iterates
of PR by φR are contained in U .
• Show that f has a local power series representation on U with coeffi-
cients in R.
• Noticing that φ acts as the cyclic group of order n on the scheme the-
oretic union V of the finite set of points {PR, φR(PR), . . . , φn−1R (PR)},
iterate a local power series representation of f to obtain information
about n.
Recall that we know m | n from Corollary 9. Replacing φR by φmR and n
by n/m, we may assume that m = 1. We resolve the first two steps in the
following lemma.
Lemma 19. Let X/R ⊆ PNR be a smooth projective model of X/K a non-
singular irreducible projective variety of dimension d. Let φR : X/R → X/R
be an R-morphism and let PR ∈ X (R) be a periodic point of primitive period
n for φR such that P is fixed by φ. Let V ⊂ X be the scheme theoretic union
of {PR, φR(PR), . . . , φn−1(PR)}. Then
(a) there exists a g ∈ PGLN+1(R) such that
g−1({PR, φR(PR), . . . , φn−1(PR)}) ⊂ (AN0 )R
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and
g−1(PR) = [1, 0, . . . , 0].
(b) there exists a π-adic neighborhood U and regular maps f = [fi] defined
over R on U such that
(1) φR(ρ) = f(ρ) for all ρ ∈ U and all of the iterates of PR by φR
are contained in U .
(2) each fi has a power series representation over R on U ∩ (AN0 )R
that converges for values in m and that we can iterate at PR.
(3) the local system of parameters for ØV,PR is a subset of the local
system of parameters for ØX ,PR. We can write φR|V = [f ′i ] for
regular maps f ′ = [f ′i ] defined over R, where each f
′
i has a local
power series representation over R on V in the local system of
parameters for ØV,PR that converges for values in m and that we
can iterate at PR.
Proof. The embedding X ⊆ PNR induces an embeddingX ⊂ PNK . Let [t0, . . . , tN ]
be the coordinates of PNR . Let
P = {PR, φR(PR), . . . , φn−1R (PR)}.
This is a finite set of points in X (R) whose images on the special fiber are a
single point P . By Lemma 13, we can find a g ∈ PGLN+1(R) such that
g−1(P) ⊂ (AN0 )R and g−1(PR(Spec R)) = [1, 0, . . . , 0].
Replace φR by φ
g
R = g
−1 ◦ φR ◦ g and PR by g−1(PR). We are now working
over g−1(X ), so replace X by g−1(X ) and hence V by g−1(V). Note that
V ⊂ (AN0 )R. Dehomogenize with respect to t0 and label the affine coordinates
Ti =
ti
t0
for 1 ≤ i ≤ N.
Let Y/R = (X/R)∩(AN0 )R. Note that Y is a smooth irreducible affine scheme
and, consequently, integral. We know that V ⊂ Y is a closed subscheme. In
particular, we have that
mV,PR/m
2
V,PR ⊂ mY,PR/m2Y,PR
as vector spaces. Hence, we can choose a basis for mY,PR/m
2
Y,PR that contains
a basis for mV,PR/m
2
V,PR as a subset. Since we are working in (A
N
0 )R, this
change of basis comes from an element of GLN(R) and, hence, an element of
PGLN+1(R) acting on X . Continue to label the coordinates as {T1, . . . , TN}.
Let g1, . . . , gs ∈ R[T1, . . . , TN ] be equations that define Y, i.e.,
Y = Spec R[T1, . . . , TN ]/(g1, . . . , gs).
Identifying the points Y(R) = Hom(Spec R,Y) with the solutions to g1 =
· · · = gs = 0 in ANR , we have the resulting map and periodic point on Y:
φR : Y → X with φR : PR → PR, and PR = (0, . . . , 0).
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Since the scheme Y is smooth, the determinants of the (N − d) × (N − d)
minors of the Jacobian matrix (
∂gi
∂Tj
)
i=1...s
j=1...N
generate the unit ideal in R[T1, . . . , TN ]/(g1, . . . , gs) (see for example [11,
IV.2]). In particular, since R is a discrete valuation ring, PR a non-singular
point of Y implies that the determinant of one of the (N−d)×(N−d) minors
of the matrix (
∂gi
∂Tj
(PR)
)
i=1...s
j=1...N
is a unit in R. Relabeling, let(
∂gi
∂Tj
(PR)
)
i=1...N−d
j=d+1...N
be such a minor and, hence,
δ =
∣∣∣∣∣∣∣det


(
∂gi
∂Tj
(PR)
)
i=1...N−d
j=d+1...N


∣∣∣∣∣∣∣
v
= 1.
Then the restrictions T1, . . . , Td to Y of the first d coordinates form a system
of local parameters of Y at PR. Let Y ′ be the union of all components that
pass through PR of the scheme defined by the equations g1 = · · · = gN−d = 0.
Since δ 6= 0, the dimension of the tangent space Θ′ to Y ′ at PR is d. Since
dimP Y ′ ≥ d and dimΘ′ ≥ dimP Y ′, we have that dimY ′ = d and PR is a
non-singular point of Y ′. The scheme Y ′ is irreducible and reduced, so then
Y ′ = Y. We have that Y is defined locally by N − d equations (i.e., Y is a
local complete intersection) and those equations satisfy δ = 1.
Since the ring of formal power series is complete, we apply the Implicit
Function Theorem (Proposition 18) to deduce that there exists a system of
power series F1, . . . , FN−d overR in d variables T1, . . . , Td such that Fi(T1, . . . , Td)
converges for all |Tj |v < 1 = δ2 and
(3) gi(T1, . . . , Td, F1(T1, . . . , Td), . . . , FN−d(T1, . . . , Td)) = 0
for 1 ≤ i ≤ N−d. Moreover, the coefficients of the power series Fi are uniquely
determined by (3). Let τ : ØY,PR → K[[T ]] be the uniquely determined map
that takes each function to its Taylor series. Assuming that T1, . . . , Td are
chosen as local parameters, the formal power series
τ(Td+1), . . . , τ(TN )
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also satisfy (3), and, hence, must coincide with F1, . . . , FN−d. It follows that
τ(Td+1), . . . , τ(TN )
converge for
|Ti|v < 1 = δ2, for 1 ≤ i ≤ d.
We have PR = (0, . . . , 0) in A
N
R and φR(PR) = (0, . . . , 0) in A
N
k . Hence, we
have
φsR(PR) = (0, . . . , 0) for all s ≥ 0.
Equivalently,
φsR(PR) ∈ m for all s ≥ 0.
So we have that P is mapped to the affine neighborhood where ØY,PR has
its maximal ideal generated by T1, . . . , Td. Note that we also have that the
generators of the maximal ideal of ØV,PR is a subset of {T1, . . . , Td}. Choose
a neighborhood U ⊂ Y such that φR(PR) ∈ U .
The morphism φR can be written locally as a vector of homogeneous poly-
nomials of the same degree D with coefficients in R and at least one coeffi-
cient in R∗. Denote φ the restriction of φR to the special fiber. Recall that
[1, 0, . . . , 0] is a fixed point of the morphism φ; hence
(4) φ([1, 0, . . . , 0]) = φ([1, 0, . . . , 0]) = [1, 0, . . . , 0].
Therefore, there is some normalized representation [Φ0, . . . ,ΦN ] of φR near
[1, 0 . . . , 0] for which φ = [Φ0, . . . ,ΦN ] is a morphism. Label such a represen-
tation as
Φi =
∑
|I|=D
αi,IT
I ,
where I is a multi-index. By (4), we have
(5) [α0,(D,0,...,0), . . . , αN,(D,0,...,0)] = [1, 0 . . . , 0].
We will now check that αi,(D,0,...,0) ∈ R∗ for some 0 ≤ i ≤ N . Assume that
αi,(D,0,...,0) ≡ 0 mod π for 0 ≤ i ≤ N.
Since φ([1, 0, . . . , 0]) = [1, 0, . . . , 0] and by assumption every monomial con-
tains one of T1, . . . , TN , we must have some monomial in T1, . . . , TN dividing
every Φi for 0 ≤ i ≤ N . This contradicts the fact that φ is a morphism
represented by [Φ0, . . . ,ΦN ] at [1, 0, . . . , 0]. Consequently, by (5), we have
αi,(D,0,...,0) ≡ 0 mod π for 1 ≤ i ≤ N
α0,(D,0,...,0) 6≡ 0 mod π i.e., α0,(D,0,...,0) ∈ R∗.
On the affine neighborhood U , we have that T1, . . . , Td form a system of local
parameters of ØY,P so we can dehomogenize and write(
Φ1
Φ0
(ρ), . . . ,
Φd
Φ0
(ρ)
)
= f(ρ) = (f1(ρ), . . . , fd(ρ)) = φ(ρ) for all ρ ∈ U ,
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yielding each fi as the quotient of polynomials with coefficients in R:
fi =
∑
|I|≤D αi,IT
I∑
|I|≤D α0,IT
I
for 1 ≤ i ≤ d.
Since α0,(D,0,...,0) ∈ R∗, we can divide the numerators and denominators by
α−10,(D,0,...,0) to get
fi =
∑
|I|≤D α
′
i,IT
I
1 +
∑
|I|≤D α
′
0,IT
I
.
The denominators are series (in fact polynomials) with coefficients in R and,
hence, converge π-adically for Ti ∈ m and 0 ≤ i ≤ d, so we can find a
multiplicative inverse. We can write
fi = ωi + ΛiT+ · · ·
where ωi and Λi are vectors. These power series converge for values in m and
have coefficients in R, and every iterate of PR has coordinates in m. Hence,
we can iterate f at PR.
We now have near PR on Y that
φR = f = ω + dfPT+ (higher degree terms),
where dfP is the Jacobian matrix of f at PR.
To get the representation of φR|V we project f onto ØV,PR ⊂ ØY,PR by
sending Td′+1 = · · · = Td = 0. This gives us a representation f ′ for φR|V with
the appropriate properties. 
Proof of Theorem 1. Recall that we know m | n from Corollary 9. If m = n
we are done; otherwise, replace φR by φ
m
R and n by n/m, so m = 1. From
Lemma 19, after dehomogenizing, we have PR = (0, . . . , 0) and on V we have
φR|V = f = ω + dfPT+ (higher degree terms),
where dfP is the Jacobian of f at PR, and we can iterate f at PR. The morphism
φR acts on V as a cyclic group of order n, thus (φnR)|V is the identity map;
in other words, dφnP fixes T1, . . . , Td′ . Let rV be the order of dφP on V and
note that rV | n since φnR fixes V . Replace n by n/rV , φR by φrVR , and PR by
φrVR (PR). We will continue to write
φR|V = f = ω + dfPT+ (higher degree terms).
If n = 1 we are done, so assume n 6= 1. We know that dφP fixes T1, . . . , Td′ .
In other words, dfP is the identity modulo π. Labeling dfP = I + π
cA where
I is the identity matrix and A has at least one entry in R∗. If dfP = I, then
set c =∞. Iterating modulo (ω)2 we have
fn(0) ≡
(
nI +
n∑
i=1
(
i
1
)
πcA+ · · ·+
n∑
i=1
(
i
n
)
πncAn
)
ω ≡ 0 mod (ω)2.
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Since ωj generates (ω) for some 1 ≤ j ≤ d′ we must have
n ≡ 0 (mod π).
Replace n by n/p and φR by φ
p
R. If n = 1 we are done; if not we can repeat
the above argument to see that
n = mrV p
e for e ≥ 0.
Note that rV is independent of the choice of local parameters and power
series representation for φR near PR.
We have that dφmP restricted to V is an element of GLd′(FNπ); conse-
quently, its multiplicative order is bounded by ((Nπ)d
′ − 1) [3, Corollary
2]. 
Remark. We can use Theorem 1 to bound the primitive period of a periodic
point using good reduction information as in [12, Corollary B], but such a
result is not stated here since the proof is identical to the one-dimensional
case. Furthermore, these types of bounds, using only information at the
primes of good reduction, have been superseded in the one-dimensional case
by Benedetto [1, Main Theorem].
Theorem 20. Let K be a number field and X ⊆ PNK a projective variety
defined over K. Let φ : X → X be a morphism defined over K and P ∈ X(K)
a periodic point of primitive period n. For a prime of good reduction p ∈ K,
let mp be the primitive period of P . Then there are only finitely many primes
p ∈ K where n 6= mp.
Proof. Let [t0, . . . , tN ] be coordinates for P
N
K . Denote the i
th coordinate of a
point Q ∈ PNK as Qi. Then we know that, after normalizing the points so that
the first non-zero coordinate is 1, we have
φn(P )i − Pi = 0
for each coordinate 0 ≤ i ≤ N . We know that there are only finitely many
divisors of n ∈ Z, so we have finitely many normalized expressions
φs(P )i − Pi
with s | n and s < n. We have
φs(P )i − Pi 6= 0 for 0 ≤ i ≤ N
since n is the primitive period of P . Hence, φs(P )i − Pi is some value in K,
which can be factored into finitely many primes. We can do this for each of
the finitely many 0 ≤ i ≤ N . So there are at most finitely many primes where
there is some s | n with s < n such that φs(P ) = P . Hence, there are only
finitely many primes p such that n 6= mp. 
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3.3. Proof of Theorem 2. We now bound the exponent e in Theorem 1. We
replace φR by φ
mrV
R and PR by φ
mrV
R (PR). From Lemma 19, we can reduce
to the case of considering a local power series representation of φR|V at the
origin. We write
φR|V = f = ω + df0T+ (higher degree terms)
where df0 is the identity modulo π. We will use the notation xt(P ) to denote
the tth coordinate of a point P . The method of proof is similar to [10].
Definition 21.
• Define Fk(x1, . . . , xn) = f p
k
(x1, . . . , xn).
• Define x0 = (0, . . . , 0) and xk = f p
k
(x0) = Fk(x0) = f
p(xk−1) =
F pk−1(x0).
• Define bk = mini=1,...,d′ v(xi(xk)).
• Write df pk0 = I + πckAk where I is the identity matrix and Ak has at
least one entry in R∗. If df p
k
0 = I, then we set ck =∞.
• Assume that (0, . . . , 0) has primitive period pe.
Lemma 22. For k = 1, . . . , e− 1 we have
bk+1 ≥ min(2bk, bk + (p− 1)ck, bk + v(p))
ck+1 ≥ min(bk, ck + v(p), pck).
Furthermore,
min(bk, ck) ≤ v(p)
and if bk > v(p), then (p− 1)ck ≤ v(p).
Proof. We have
xk+1 ≡ F pk (x0) ≡
(
I + (I + πckAk) + · · ·+ (I + πckAk)p−1
)
xk (mod π
2bk)
≡
(
pI +
p−1∑
i=1
(
i
1
)
πckAk + · · ·(6)
· · ·+
p−1∑
i=1
(
i
p− 1
)
π(p−1)ckAp−1k
)
xk (mod π
2bk).
Using the identity
(7)
n∑
j=1
(
j
k
)
=
n+ 1
n− k + 1
(
n
k
)
we see that each intermediary sum in (6) is divisible by p. So we have
bk+1 ≥ min(2bk, bk + (p− 1)ck, bk + v(p)).
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By the chain rule, we have
dfk+10 ≡ (dfk0 )p ≡ (I + πckAk)p (mod πbk)
≡ I +
(
p
1
)
πckAk +
(
p
2
)
π2ckA2k + · · ·+ πpckApk (mod πbk).
Therefore,
ck+1 ≥ min(bk, ck + v(p), pck).
To prove the final statement consider (6) with k = e − 1:
xe ≡
(
pI + · · ·+ π(p−1)ce−1Ap−1e−1
)
xe−1 (mod π2be−1 ).
By (7) each intermediary term is divisible by pπce−1 . If be−1 > v(p), then
we must have (p − 1)ce−1 ≤ v(p). If the assertion fails for some k, then
min(be−1, ce−1) > v(p). 
Lemma 23. For k = 1, . . . , e− 1 and p 6= 2 we have
bk ≥ 2k for bk ≤ v(p)
ck ≥ 2k−1
and for p = 2 we have
bk ≥ Gk+1 for bk ≤ v(p)
ck ≥ Gk
where α = 1+
√
5
2 and Gk =
αk−(−1/α)k√
5
is the kth Fibonacci number.
Proof. Consider first p 6= 2. Since b1 ≥ 1 and c1 ≥ 1 we have established
k = 1. Assume bk ≥ 2k and ck ≥ 2k−1 for some k. If bk ≤ v(p), then from
Lemma 22 we have bk+1 ≥ 2k+1 and ck+1 ≥ 2k. If bk > v(p), then from
Lemma 22 we have ck+1 ≥ pck ≥ 3 · 2k−1, establishing the lemma for p 6= 2.
If p = 2, we have b1 ≥ 1 and c1 ≥ 1 establishing k = 1. So assume
bk ≥ Gk+1 and ck ≥ Gk for some k. If bk ≤ v(p), then by Lemma 22 we have
bk+1 ≥ Gk+2 and ck+1 ≥ Gk+1 since Gi+1 ≤ 2 ·Gi for each i > 1. Similarly,
if bk > v(p), then ck+1 ≥ 2ck ≥ Gk+1. 
Proof of Theorem 2. From Lemma 22 we have min(ce−1, be−1) ≤ v(p), and if
be−1 > v(p), then (p−1)ce−1 ≤ v(p). Using Lemma 23, for p 6= 2 the exponent
e must satisfy
2e−1 ≤ v(p)
and for p = 2 the exponent e must satisfy
Fe−1 =
αe−1 − (−1/α)e−1√
5
≤ v(2).
The formulas stated are now clear. 
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Proof of Corollary 3. Apply the bounds from Theorem 1 and Theorem 2 with
v(p) = 1. To bound m we note that there are at most p choices for each
coordinate of P , so we have m ≤ pd. 
4. Proof of Theorem 4
Proof. Since φ is e´tale it sends smooth points to smooth points and permutes
the irreducible components of X . Therefore, there exists a finite integer l such
that φl : Y → Y . Since Y is smooth and irreducible and the restriction of φl
to Y has good reduction, we may apply Theorem 1 and Theorem 2. 
References
[1] Robert Benedetto. Preperiodic points of polynomials over global fields. J. Reine Angew.
Math.
[2] Robert Benedetto. Reduction, dynamics, and Julia sets of rational functions. J. Number
Theory, 86:175–195, 2001.
[3] M.R. Darafsheh. Order of elements in the groups related to the general linear group.
Finite Fields and their Applications, 11:738–747, 2005.
[4] Najmuddin Fakhruddin. Boundedness for periodic points on proper varieies. 2001.
[5] Marvin Greenberg. Lectures on Forms in Many Variables. W.A. Benjamin Inc., New
York, 1969.
[6] Liang-chung Hsia. On the dynamical height zeta functions. J. Number Theory, 63:146–
169, 1997.
[7] Shu Kawaguchi and Joseph Silverman. Dynamics of projective morpisms having iden-
tical canonical heights. Proc. London Math. Soc., 2007.
[8] H.-C. Li. Counting periodic point of p-adic power series. Comp. Math., 104:41–54,
1996.
[9] Patrick Morton and Joseph H. Silverman. Rational periodic points of rational functions.
Int. Math. Res. Not., (2):97–110, 1994.
[10] T. Pezda. Polynomial cycles in certain local domains. Acta Arith., 63:11–22, 1994.
[11] Joseph Silverman. Advanced Topics in the Arithmetic of Elliptic Curves, volume 151
of Graduate Texts in Mathematics. Springer-Verlag, New York, 1994.
[12] Joseph Silverman. The Arithmetic of Dynamical Systems, volume 241 of Graduate
Texts in Mathematics. Springer-Verlag, New York, 2007.
[13] Michael Zieve. Cycles of Polynomial Mappings. PhD thesis, University of California at
Berkeley, 1996.
Department of Mathematics and Computer Science, Amherst College, Amherst,
MA
E-mail address: bhutz@amherst.edu
