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Abstract
We present a new proof of the Liouville formula for a d-dimensional linear dynamic system x∆ =
A(t)x on a time scale T, where T is in a sense small. Our proof demonstrates that Liouville’s formula
on small time scales is a direct consequence of its well-known counterpart for ordinary differential
equations.
 2004 Elsevier Inc. All rights reserved.
Keywords: Time scales; Liouville’s formula; Unification of difference and differential calculus
1. Introduction
The development of the theory of time scales was initiated by Hilger in his PhD thesis in
1988 as a theory capable to contain both difference and differential calculus in a consistent
way. Since then we have been witnesses of great efforts in the field of time scales, espe-
cially in unifying the theory of differential equations and the theory of difference equations
(see monographs [3,4]), where many results important in the theory of ordinary differen-
tial equations have been already proved in the time scale setting. One of these results is the
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linear differential system
x˙ = A(t)x, ˙:= d
dt
.
Both monographs [3,4] contain only proofs for d = 2, the general Liouville’s formula for
a (generalized) time scale was proved by Cormani [5].
In this article we give another proof of the general Liouville’s formula for linear dy-
namic system on a time scales which are in a sense small. Therefore the result itself is
hardly surprising. More interesting is the idea of the proof—we use the idea of embed-
ding or more explicitly the idea that solutions of dynamic systems on small time scales are
nothing but restrictions of solutions of suitable ordinary differential equations.
2. Hypotheses and auxiliary results
Throughout this paper we shall use the standard notation widely used in the theory of
ordinary differential equations (e.g., [6]). A time scale T is a nonempty closed subset of R.
The most prominent examples are T = R and T = Z, but of course time scales can be much
more complicated objects, e.g., the well-known middle third Cantor set is a time scale.
For any time scale T we define the graininess function µ : T → [0,∞) by
µ(t) := inf{s ∈ T: s > t} − t,
so if T = R, then µ(t) ≡ 0 and if T = Z, then µ(t) ≡ 1, a time scale could have nonconstant
graininess.
We say that a function f : T → R is delta differentiable at t ∈ T, if there exists a real
number, denoted as f ∆(t), called the delta derivative of f at t , such that for all ε > 0 in a
neighbourhood Ω(t) of t ,∣∣f (t + µ(t))− f (s) − f ∆(t)(t + µ(t) − s)∣∣ ε∣∣t + µ(t) − s∣∣,
for every s ∈ Ω(t). Let f be differentiable at t ;
(1) if µ(t) = 0, then f ∆(t) = lims→t,s∈T[f (t) − f (s)]/(t − s),
(2) if µ(t) = 0, then f ∆(t) = [f (t + µ(t)) − f (t)]/µ(t),
(3) f (t + µ(t)) = f (t) + µ(t)f ∆(t).
Any interval in T will be denoted by the subscript T, e.g., [a, b]T = {t ∈ T: a  t  b}.
If S is the system of all left closed and right open intervals [a, b)T (we put [a, a)T = ∅),
then the set function ξ : S → [0,∞], ξ([a, b)T) := b − a is a countably additive measure
on S . The standard Carathéodory extension of ξ yields the Lebesgue delta measure on T,
so it is possible to work with the Lebesgue delta integral of f on a set A ⊆ T which is
usually denoted as
∫
A
f (t)∆t . Many theorems of the abstract Lebesgue integration theory
holds [4].
For a time scale ‖T‖, we define its norm as ‖T‖ := sup{µ(t): t ∈ T}. Clearly ‖T‖ ∈
[0,+∞], e.g., ‖R‖ = 0, ‖Z‖ = 1, if a, b > 0, then ‖⋃∞k=1[k(a + b), k(a + b) + a]‖ = b,
and ‖{n2: n ∈ N}‖ = +∞.
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n-dimensional identity matrix, and ‖A‖ for the spectral norm of matrix A. That is ‖A‖
is the square root of the largest eigenvalue of A∗A, where A∗ is the conjugate transpose
of A. To emphasize that A(t) is a matrix function depending on t , we shall write A(·) in
expressions like eA(·)(t, s). Eigenvalues of A will be denoted as λ(A), respectively λi(A),
so ‖A‖ =√maxi=1,...,n{λi(A∗A)}.
Throughout this paper we shall work with analytic functions H and Hˆ (see the
proof of our main Theorem 3.1) which are derived from the following function h : R ×
Mat(d × d) → Mat(d × d),
h(t,A) := A − t
2
A2 + t
2
3
A3 + · · · + (−1)n t
n
n + 1A
n+1 + · · · . (1)
This means, we need to ensure that the infinite series (1) is convergent. Since we shall
consider effectively only the case when 0  t < ‖T‖, the easiest way to achieve the con-
vergence of (1) is via the following hypothesis:
(H) The time scale T is sufficiently small in the sense that ‖T‖ < ‖A‖−1.
Clearly if A = 0, then the hypothesis (H) holds trivially. Because the standard existence
and uniqueness theorem for the initial value problem
x∆ = A(t)x, x(t0) = x0 ∈ Rd , t, t0 ∈ T,
on T [3, Theorem 5.8] requires regressivity of the matrix A(t), that is the invertibility of
Id + µ(t)A(t),
for all t ∈ T, the hypothesis (H) is very natural in the setting of dynamic equations on time
scales as we can see from the following lemma.
Lemma 2.1. Let T be a time scale, and A(t) be a d × d matrix function on T such that (H)
holds. Then A(t) is regressive on T.
Proof. Since ‖T‖ < ‖A(t)‖−1 on T, the spectral radius  of µ(t)A(t) satisfies

(
µ(t)A(t)
)

∥∥µ(t)A(t)∥∥= µ(t)∥∥A(t)∥∥ ‖T‖ · ‖A‖ < 1,
and any eigenvalue λ of Id + µ(t)A(t) satisfies

λ(Id + µ(t)A(t))= 1 + 
λ(µ(t)A(t)) 1 − (µ(t)A(t))> 0.
Therefore A(t) is regressive on the time scale T. 
Moreover, for such small time scales
h(t,A) =
{
log(Id + tA)/t for 0 < t < ‖T‖,
A for t = 0,
so, the other way round, we may suppose that the function t → log(Id + tA)/t is well-
defined for t  0 (in the sense of continuous extension) and write directly h(t,A) =
log(Id + tA)/t for t  0 (so h(0,A) = A).
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time scale interval. Let T be a time scale. By a partition of an interval [a, b]T we understand
any finite ordered set P := {t0, t1, . . . , tn} ⊆ [a, b]T, where a = t0 < t1 < · · · < tn = b. It is
possible to prove ([1] or [4]) the following lemma.
Lemma 2.2. Let T be a time scale, a, b ∈ T and a  b. Then for every n ∈ N there exists a
partition Pn := {t0, t1, . . . , tω(n)}, a = t0 < t1 < · · · < tω(n) = b such that
for each i ∈ {0, . . . ,ω(n) − 1}
either ti+1 − ti  1
n
or ti+1 − ti > 1
n
and σ(ti) = ti+1. (2)
We will call any partitions satisfying (2) normal partitions Pn. It is clear that if Pn is
a normal partition of [a, b]T, then for any t ∈ [a, b]T the set Pn ∪ {t} is again a normal
partition of [a, b]T.
Because of this if (Pn)n1 is a sequence of normal partitions of [t0, T ]T, then we may
suppose that this sequence is nondecreasing in the sense that Pn ⊆ Pn+1. Of course, be-
cause T ∩ [a, b]T could be a finite set, we cannot exclude the case when for some n0 ∈ N
this sequence is stationary, that is Pn0+i = Pn0 for i = 0,1, . . . .
3. Main result
Theorem 3.1 (Liouville’s formula). Let T be a time scale, t0, t ∈ T, t0  t  T < ∞, and
A(t) be a d × d matrix function continuous on [t0, T ]T such that (H) holds. Then the
solution eA(·)(t, t0) of an initial matrix time scale problem
X∆ = A(t)X, X(t0) = Id, t, t0 ∈ T,
satisfies
det
(
eA(·)(t, t0)
)= d∏
i=1
eλi(A(s))(T , t0) = e(λ1⊕···⊕λd)(A(·))(t, t0),
where λi(A(t)), i = 1, . . . , d , are the eigenvalues of the matrix A(t).
Proof. It follows from Lemma 2.1, that A(t) is regressive on T, hence eA(·)(t, t0) is well-
defined on T. Clearly we may suppose that t = T .
Let (Pn)n1 be a nondecreasing sequence of normal partitions Pn := {tni }ω(n)i=0 of[t0, T ]T. Then, according to [1, Theorem 3.1],
eA(·)(T , t0) = lim
n→∞ eA(tnω(n)−1)
(
T , tnω(n)−1
)
. . . eA(tni )
(
tni+1, t
n
i
)
. . . eA(t0)
(
tn1 , t0
)
.
Hence
det
(
eA(·)(T , t0)
)= det( lim
n→∞ . . . eA(tni )
(
tni+1, t
n
i
)
. . .
)
= lim
n→∞ det
(
. . . eA(tni )
(
tni+1, t
n
i
)
. . .
)
( ( ))= lim
n→∞ . . .det eA(tni ) t
n
i+1, t
n
i . . . .
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matrix Ani := A(tni ), hence we can use the explicit representation of its solution developed
in [1]; we have
det
(
eA(·)(T , t0)
)= lim
n→∞ . . .det
(
exp
{ tni+1∫
tni
Hˆ
(
s,Ani
)
∆s
})
. . . ,
where the function Hˆ : T× Mat(d × d) → Mat(d × d) is defined by
Hˆ (t,A) := log(Id + µ(t)A)
µ(t)
,
in the sense of continuous extension, so if for some t0 ∈ T the graininess µ(t0) = 0, we set
Hˆ (t0,A) = A.
If we replace the graininess function µ(t) by a function m : R → R,
m(t) := µ(sup{s ∈ T: s  t}),
we obtain the function H : R× Mat(d × d) → Mat(d × d), defined by
H(t,A) := log(Id + m(t)A)
m(t)
,
again in the sense of continuous extension, so if for some t0 ∈ T, m(t0) = 0, we set
H(t0,A) = A.
It is proved in [1] that for a constant matrix A ∈ Mat(d × d) the hypothesis (H) implies
that the equality
b∫
a
Hˆ (s,A)∆s =
b∫
a
H(s,A)ds
holds for any a, b ∈ T, a  b and that Y(t) := exp{∫ t
t0
H(s,A)ds} is the principal funda-
mental matrix of the matrix linear ordinary differential equation
Y˙ = H(t,A)Y, t ∈ R,
at t0. Therefore
det
(
eA(·)(T , t0)
)= lim
n→∞ . . .det
(
exp
{ tni+1∫
tni
H
(
s,Ani
)
ds
})
. . .
= lim
n→∞ . . . exp
{ tni+1∫
tni
tr
(
H
(
s,Ani
))
ds
}
. . .
= lim
n→∞ . . . exp
{ tni+1∫
tr
(
Hˆ
(
s,Ani
))
∆s
}
. . .tni
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n→∞ . . . exp
{ tni+1∫
tni
log det(Id + µ(s)Ani )
µ(s)
∆s
}
. . .
= lim
n→∞ . . . exp
{ tni+1∫
tni
log
∏d
j=1(1 + µ(s)λj (Ani ))
µ(s)
∆s
}
. . .
=
d∏
j=1
lim
n→∞ . . . exp
{ tni+1∫
tni
log(1 + µ(s)λj (Ani ))
µ(s)
∆s
}
. . .
=
d∏
j=1
eλj (A(·))(T , t0)
= e(λ1⊕···⊕λd)(A(·))(T , t0). 
Example 3.1. The case T = R. Straightforward calculation gives
det
(
eA(·)(t, t0)
)= d∏
i=1
exp
{ t∫
t0
λi
(
A(s)
)
ds
}
= exp
{ t∫
t0
d∑
i=1
λi
(
A(s)
)
ds
}
= exp
{ t∫
t0
tr
(
A(s)
)
ds
}
,
which is the well-known Liouville’s formula.
Example 3.2. The case T = hZ, where h > 0 is so small, that the hypothesis (H) holds.
Because for any i = 1, . . . , n the solution of the initial time scale problem
x∆ = λi
(
A(t)
)
x, x(t0) = 1, t0, t ∈ T
is
eλi(A(·))(t, t0) =
(t−t0)/h∏
n=1
(
1 + hλi
(
A
(
t0 + (n − 1)h
)))
,
we get the known result
det
(
eA(·)(t, t0)
)= (t−t0)/h∏
n=1
det
(
Id + h
(
A
(
t0 + (n − 1)h
)))
= det
(t−t0)/h∏ (
Id + h
(
A
(
t0 + (n − 1)h
)))
.n=1
510 L. Adamec / J. Math. Anal. Appl. 304 (2005) 504–510Example 3.3. Let T be the middle third Cantor set, t0 = 0, t = 1, and A ∈ Mat(d × d)
be a constant matrix such that ‖A‖ < 1/3. In this case computations similar to those in
Example 3.2 (we use here the representation of the solution of x∆(t) = ax(t), x(0) = 1,
a ∈ R, t ∈ T from [2]) give
det
(
eA(1,0)
)= d∏
i=1
∞∏
n=1
(
1 + λi(A)
3
(
2
3
)n)
= det
∞∏
n=1
(
Id + 2
n
3n+1
A
)
.
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