ABSTRACT. In this paper we prove first order differential Harnack estimates for positive solutions of the heat equation (in the sense of distributions) under closed Finsler-Ricci flows. We assume mild non-linearities (in terms of the Chern connection, S−curvature and Hessian) and suitable Ricci curvature bounds throughout the flow. One of the key tools we use is the Bochner identity for Finsler structures proved by Ohta-Sturm [11] .
INTRODUCTION
In the past few decades, geometric flows and more notably among them, Ricci flow, have proved very useful in attacking long standing geometry and topology questions. One important application is finding the so called round (of constant curvature, Einstein , Solitons, .. etc.) metrics on manifolds by homogenizing a given initial metric.
There is also a hope that similar methods can be applied in the Finsler setting. One might hope to find an answer for, for instance, Professor Chern's question about the existence of Finsler-Einstein metrics on every smooth manifolds by using a suitable geometric flow resembling the Ricci flow.
In the Finsler setting, there are notions of Ricci and sectional curvatures and Bao has proposed an evolution of Finsler structure that in essence shares a great resemblance with the Ricci flow of Riemannian metrics. The flow Bao suggests is The notion of Finsler-Ricci flow is very recent and very little has been done about it. But fortunately, there is an existence and uniqueness theory for Finsler-Ricci flow at least when one considers the Berwald metrics [1] . Our focus in these notes will be to consider a positive solution of the heat equation (in the sense of distributions) under Finsler-Ricci flow and prove first order differential Harnack estimates that are similar to those in the Riemannian case (see [8] [15] ). As it will become clear throughout the paper, the non-linearity of the problem proves to be tricky to deal with in our Harnack estimates. The key tools we have used here is the Bochner identity and inequality for Finsler metrics (pointi-wise and in the sense of distributions) proven by Ohta-Sturm [11] and as is customary in such estimates, the Maximum principle.
We should mention that, in this paper, we are not dealing with the existence and Sobolev regularity of such solutions (which is very important and extremely 1 delicate, for example, in the static case, solutions will be C 2 iff the structure is Riemannian). For existence and the regularity in the static case see Ohta-Sturm [12] . Our proof relies, in an essential way, on what we will call the mild non-linearity condition (see Definition 2.2). Our main theorem is the following 
Then, u satisfies, (2)
For any θ > 1 and C 1 , C 2 depending on the curvature bounds K 1 , . . . , K 6 , the non-linearity, C and the reversibility, ρ. [10] ).
Remark 1.2. Our results can be applied to any Fisnler-Ricci flow of Berwald metrics on closed manifolds, since the S−curvature vanishes for Berwald metrics (for example see
From the proof of our Theorem 1.1 and our computations, a correctly formulated and stated variation of the following conjecture sounds plausible.
Conjecture 1.3. As the non-linearity goes to 0, our estimates approach the differential Harnack estimates for solutions of heat equation under Riemannian Ricci flow.
We will note that it might be possible to obtain stronger results with less curvature bound conditions by using different methods such as Nash-Moser iteration (as is done for harmonic functions in static case by Xia [17] ).
Integrating the differential Harnack inequalities, in an standard manner, lead to the Harnack type inequalities, indeed,
whenever ǫ > 1 2 and for C, depending on n and θ only; γ is a curve joining x, y with γ(1) = x and γ(0) = y, and F (γ ′ (s)) | τ is the speed of γ at time τ = (1 − s)t 2 + st 1 .
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The organization of this paper is as follows: We first briefly review some facts and results about differential Harnack estimates in Riemannian setting and about Finsler geometry in Section 2; In section 3, we will present lemmas and computations that we need in order to obtain a useful parabolic partial differential inequality and in the last section, we will complete the proof of our main theorem.
In this paper, we will sometimes use the abbreviations, DHE for "Differential Harnack Estimates" and FRF for Bao's "Finsler-Ricci Flow"
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The gradient estimates for solutions of parabolic equations under Ricci flow are a very important part of the Ricci flow theory. Perelman in his ground breaking work [13] proves such estimates for the conjugate heat equation which then he would benefit from, in the analysis of his W −entropy functional. Since then there have been many important results in this direction (for both heat equation and conjugate heat equation), for example in [7] [2] [4] [5] [3] , to name a few.
Since our proof, in the spirit, is closer to ones in Liu [8] and Sun [15] , we will only mention their result without commenting on the other literature in this direction. Their estimates for positive solution of the heat equation under a closed Ricci flow can be stated follows
the flow. for, u(x, t), a positive solution of the heat equation ∆ g(t) − ∂ t u(x, t) = 0, one has the following first order gradient estimates
where, θ > 1 and C is a constant depending only on n and θ.
Their method of proof is to take f = log u and
and apply the maximum principle to the parabolic partial differential inequality
And this is the method that we will adopt throughout the paper taking into account different extra terms arising due to the non-linearity of the problem.
Finsler Structures.
2.2.1. Finsler Metric. Let M be a C ∞ connected manifold. A Finsler structure on M consists of a C ∞ Finsler norm F : TM → R that satisfies the following conditions (F1) F is C ∞ on TM \ 0, (F2) F restricted to the fibres is positively 1−homogeneous, (F3) For any nonzero tangent vector y ∈ TM, the approximated symetric metric tensor, g y , defined by
is positive definite.
Cartan Tensor.
One way to measure the non-linearity of the a Finsler structure is to introduce the so called, Cartan tensor,C y : ⊗ 3 TM → R defined by
Legendre Transform.
In order to define the gradient of a function, we need the Legendre transform, L * :
in which, F * ia the dual norm to F. For a smooth function u : M → R, the gradient of u, ∇u(x) is defined to be L * (Du(x)).
Geodesic Spray and Chern Connection and Curvature Tensor.
In is straightforward to observe that the geodesic spray in the Finsler setting is of the form,
The non-linear connection that we will be using in this work is the Chern connection, the connection coefficients of which is given by ∂y j ∂y k . Similar to the Riemannian setting, one uses the Chern connection (and the associated covariant differentiation) to define the curvature tensor (of course depending on a nonzero vector field V)
Flag and Ricci
Curvatures. Flag curvature is defined similar to the sectional curvature in the Riemannian setting. For a fixed flag pole, v ∈ T x M and for w ∈ T x M, the flag curvature is defined as
The Ricci curvature is then the trace of the Flag curvature i.e.
where, {e 1 , . . . , e n−1 ,
2.2.6. S−Curvature. Associated to any Finsler structure, there is one canonical measure, called the Busemann-Hausdorff measure, given by (14) dV
where σ F (x) is the volume ratio
The set whose volume comes in the denominator of (15) is called the indicatrix and there is often no known way to express its volume in terms of the equation of F. The S−curvature, which is another measure of non-linearity, is then defined as
For more details please see [14] for example.
2.2.7.
Hessian, Divergence and Laplacian. The Hessian for in a Finsler structure is defined as
As usual, for a twice differentiable function u,
For a smooth measure µ = e −Ψ dx 1 ∧ · · · ∧ x n and a vector field V, the divergence is difined as follows
Now using this divergence, one can define the distributional Laplacian of a function u ∈ H 1 (M) by ∆u := div µ (∇u), ie.
(20)
The Finsler distributional Laplacian is non-linear but fortunately there is a way to relate it to the trace of the Hessian by adding a S−curvature term. Indeed, one has
For a proof of ( 21), see for instance [16] . 
F(−y) F(y) .
For M compact, this constant will be finite. Using this constant, the triangle inequality gives us the inequalities
for any y, z ∈ T x M.
2.3.
Weighted Ricci Curvature and Bochner-Weitzenböck Formula. The notion of the weighted Ricci curvature, Ric N , of a Fisnler structure equipped with a measure, µ, was introduced by Ohta [9] . Take a unit vector v ∈ T x M and let γ : [−ǫ, +ǫ] → M be a short geodesic whose velocity at time t = 0, isγ(0) = v. Decompose the measure, µ along γ with respect to the Riemannian volume form i.e. let µ = e −Ψ dvolγ; Then,
It is proven in Ohta [9] that the curvature bound Ric N ≥ KF 2 is equivallent to Lott-Villani-Sturm's CD(K, N) condition.
Using the weighted Ricci curvature bounds, Ohta-Sturm [11] proved the BochnerWeitzenböck formulae (both point-wise and integrated versions) for Finsler structures. For u ∈ C ∞ (M), the point-wise version of the identity and inequality go as
2.4. Ellipticity and Mild Non-linearity Conditions. When one tries to apply use the maximum principle for our problem, some extra terms will arise, due to the non-linearity of the flow, which makes it tricky to apply the maximum principle. In order to control these non-linear terms and absorb them in the other desirable terms, we have to require the flow to be not too non-linear; Hence, we introduce the following mild non-linearity condition
Definition 2.1 (Non-linearity). A Finsler structure (M, F) is called to have non-linearity, C(x), whenever
(29) ∑ u ii 2 − (tr ∇u Hess(u)) 2 ≤ C(x)F (∇u) 2 .
Definition 2.2 (Mild Non-linarity). Let C < ∞. A Finsler structure (M, F) is said to have mild non-linearity, C, whenever, (i) S−curvature vanishes and,
(ii) (M, F) has non-linearity C(x) ≤ C.
Remark 2.3. As it is clear from the definition, the non-linearity depends on a chosen local coordinate. So this makes sense when have fixed an atlas.

Remark 2.4. The mild non-linearity property can be also expressed in terms of the connection coefficients Γ k ij which in turn, can be expressed in terms of the Cartan tensor and its derivatives; the Cartan tensor is the most standard measure of the non-linearity of a Finsler structure; But we will not go into the details here.
ESTIMATES
In this section we will gather all the required lemmas and estimates that we will need before being able to apply the maximum principle. 
To explicitly formulate the Legenre transform itself is more challenging but never the less for any given ω ∈ T * x M, we have L * (w) = y ∈ T x M, where y is the unique solution to the following non-linear system (31) Proof. Fix ω and differentiate both sides of (32) w.r.t. t to get
which means that for every i,
3.2. Evolution of F(∇ f ) 2 . One crucial step in the proof of gradient estimates is to be able to estimate the term F(∇ f ) 2 . As it will become clear in this section, one can not hope for an explicit evolution identity but only an inequality. We also need to assume finite reversibility throughout the flow.
Lemma 3.2. Let (M, F(t)) be a Finsler structure evolving by FRF with, ρ a uniform bound on the reversibility throughout the flow; Then,
Proof. Differentiating w.r.t. to t, we will get
Now we need to estimate ∂ t ∇ f under Finsler-Ricci flow which involves studying the evolution of "∇" under Finsler-Ricci flow. For a function u, ∇u(x) := L * (Du(x) ).
For a fixed one form ω, one has
and by differentiating w.r.t. t we get
Now we proceed as follows
and,
where we have used the inequalities in (23). Therefore,
From these inequalities the lemma easily follows.
PROOF OF MAIN THEOREM
In this section we will complete the proof of our main theorem. Let σ(t, x) = t∂ t f (t, x) and,
Lemma 4.1. In the sense of distributions, σ(t, x) satisfies the parabolic differential inequality,
Proof. We first note that for a nonnegative test function
Indeed,
Integrating the LHS of (51),
Using the estimates we have obtained for ∂ t F(∇ f ) 2 in Lemma 3.2, we arrive at
Now we can proceed to compute a parabolic partial differential inequality for α(t, x) with a similar LHS.
Lemma 4.2. In the sense of distributions, α(t, x) satisfies
where,
Proof. For a nonnegative test function, φ, one computes
where, A is as in (54). Again, using the estimates for ∂ t F(∇ f ) 2 , we arrive at
hence, in the distribution sense,
Therefore, (65)
Now with the computation similar to the one at the end of the proof of Theorem 2. in [8] (using quadratic formula and maximum principle), one arrives at the conclusion 
