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論文要約
機械翻訳とは，自然言語の文や文章を別の自然言語の文や文章へ機械的に変換
することである．現在までに，いくつかの機械翻訳方法が提案されてきたが，そ
の中でも主要なものとして，「(人手によって作成された)規則に基づく機械翻訳」
(Rule-based Machine Translation; RBMT)，「統計的機械翻訳」(Statistical Machine
Translation; SMT)，および，「ニューラルネットワーク機械翻訳」(Neural Machine
Translation; NMT)がある．RBMTの長所は，文法理論・構文構造に従った文構
造の解析と生成を行うことができる点である．しかし，RBMTにおいては，膨大
な規模の文法規則・翻訳辞書・翻訳規則を人手で開発・管理する必要がある点が最
大の欠点であった．それらの開発・管理における人的コストを軽減することを目的
として，機械翻訳システムの開発者が手作業で辞書や文法規則，翻訳規則を作成
するのではなく，大量に蓄積した翻訳例を計算機処理することにより，機械翻訳シ
ステムを自動学習する方式に基づくパラダイムとして，SMTおよびNMTが考案
された．標準的なSMTの原理は，原言語文 fから目的言語文 eへの翻訳において，
確率 P (e | f)を最大化する目的言語文eを求める確率最大化問題arg max
e
P (e | f)
を，別の最大化問題 arg max
e
P (e)P (f | e) に置き換えて解くことである．ここで，
P (e)と P (f | e)は，それぞれ，「目的言語における文 eの流暢さ」，および，「文 e
の，文 fの翻訳としての忠実さ」を表しており，それらの値は，いずれも，統計的
な数学モデルを大規模な対訳テキストに適用することによって推定する．しかし，
SMTにも解決すべき問題が多く存在する．SMTでは，句を連結して文を生成し，
数単語程度の単語列の出現確率の大小によって句の連結の良否を判断する．した
がって，文中において複数個連結された句の列の間の連結の不自然さの問題が頻
発し，その結果，出力文には，自然言語としての自然さや流暢さが欠ける．一方，
NMTは，SMTをのように句単位での翻訳を行うのではなく，深層学習によって，
原言語文の単語や文を，意味的に似たものが近くに配置されるベクトルに変換し，
その原言語文の意味ベクトルから直接目的言語文を生成する方式である．SMTと
比べると，NMTは，表現の幅が大きく，かつ，流暢な目的言語文を生成できる点
において大きな利点を有する．しかしながら，NMTの弱点の一つとして，扱う語
彙のサイズの増加に伴い，NMTモデルの訓練および翻訳に要する時間が増すため，
扱える語彙に限りがある点が知られている．
ここで，本論文では，機械翻訳において翻訳対象となる文書ジャンルの中でも，
最もその重要性が大きいジャンルの一つである特許文書の翻訳をとりあげる．近
年，特許出願数が急増し，知的財産権の保護意識が急速に高まり，国際特許情報
サービス業が発展するとともに，多言語特許翻訳のニーズも高まりを見せている．
しかし，現在，特許翻訳，特に，特許出願時の特許文書の翻訳業務においては，以
前として人手の介在が不可欠であり，大量の特許出願文書の高速かつ高精度翻訳
には至っていないのが実情である．このことから，特許翻訳の分野においては，特
許文書の高精度自動翻訳が喫緊な課題となっている．他のジャンルの文書の翻訳
と比べて，特許文書の翻訳において特に問題となることとして，(1) 新出の専門用
語が多数出現すること，および，(2) 一つの文が長く，かつ，回りくどくて難解な
構文で書かれること，が挙げられる．ここで，本論文では，特許文書の翻訳特有
の二つの問題の中でも，特に (1)の専門用語の翻訳の問題に焦点を当てる．
まず，一つ目の研究課題として，機械翻訳，特に，RBMTのパラダイムにおい
て利用するための大規模フレーズ翻訳知識の獲得手法について研究を行った．こ
の研究では，SMTが持つ特異な機能として，大規模フレーズ翻訳テーブルの自動
生成機能に着目し，これを利用して，RBMTのための大規模フレーズ翻訳辞書作
成支援方式を考案した．ここで特に，SMTにおいて自動生成されるフレーズ翻訳
テーブルにおいては，貴重なフレーズ翻訳知識が大規模に含まれる反面，翻訳精
度に悪い影響を与える誤訳・ノイズの類も多く含まれる．そこで，この研究におい
ては，複数の対訳文から得られた素性を用いた分類器学習方式を適用することに
よって，対訳専門用語の同定を行った．次に，二つ目の研究課題として，一つ目の
研究課題において獲得された大規模フレーズ翻訳知識を高機能化するための研究
課題に取り組んだ．この課題では，一つ目の研究課題において各対訳文を情報源
として専門用語対訳対を同定する際に，それぞれの対訳文から同定された専門用
語対訳対の間の関係性を考慮していない点に着目し，この問題点の解消に取り組
んだ．具体的には，それらの複数の専門用語対訳対の間の同義・異義関係を同定す
ることにより，獲得された対訳辞書のカバレージを改善した．最後に，三つ目の
研究課題として，NMTのパラダイムにおいて大規模フレーズ翻訳知識を利用する
方式について研究を行った．標準的なNMTモデルにおいては，扱える語彙のサイ
ズに限界があるため，モデル中には低頻度語を含むことができない．したがって，
いかに流暢な訳文を生成できたとしても，特許文書の正確な翻訳に不可欠である
新語・固有表現が未知語となって訳出されない．そこで，NMTのパラダイムにお
いて大規模フレーズ翻訳知識を利用する方式について研究を行った．具体的には，
SMTにおいて生成される大規模フレーズ翻訳知識を用いることによって，SMTに
よる大語彙フレーズ翻訳とNMTによる文翻訳とを併用する方式を考案した．こ
れによって，SMTの長所である大語彙フレーズ翻訳，および，NMTの長所であ
る自然かつ流暢な訳文生成の両方の長所を併せ持ったNMT方式を実現した．
本論文は，以下の各章から構成される．第 1 章では，全体の序論として，研究
の背景について述べる．第 2 章では，本論文でとりあげる機械翻訳のパラダイム
について述べる．第 3 章では，本論文で用いた言語資源であるコーパス，SMTに
よってコーパスから自動生成されたフレーズ翻訳テーブル，および，フレーズ翻
訳テーブルの利用法について述べる．第 4 章では，大規模フレーズ翻訳知識の獲
得における研究課題の一つとして，対訳専門用語の同定手法について述べる．次
に，第 5 章において，獲得された大規模フレーズ翻訳知識の高機能化の研究課題
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として，獲得された対訳専門用語間の同義・異義関係の同定手法について述べる．
さらに，第 6 章では，SMTによって獲得された大規模フレーズ翻訳知識の利用に
おける研究課題として，SMTによる大語彙フレーズ翻訳との併用によるNMT方
式について述べる．最後に，第 7 章にて，本論文の結論を述べる．
以下，本要約では，第 4 章，第 5 章，第 6 章の各章で行った三つの研究項目に
ついて説明する．
　
対訳専門用語の同定
　
対訳特許文から自動的に対訳専門用語の辞書を構築する技術について研究を行う．
機械翻訳，特に，翻訳規則および翻訳辞書を必須とするパラダイムであるRBMT
や，人手によって翻訳を行う場合，高い翻訳品質を保つためには，大規模で正確
な対訳辞書が必要である．ここで，各国では，年々新しい技術開発が行われ，新
しい専門用語が作られ，特許が申請されている．しかし，人手によって，対訳辞
書を作成するためには，膨大な時間と労力を要するため，新しい専門用語が作ら
れる速度に追随するためには，自動もしくは半自動的に専門用語対訳辞書を構築
する手法が必要である．
これまでに行われてきた研究を大別すると，初期の研究としては，二言語間で文
間の対応がつけられた文対応対訳コーパスを情報源として，対訳文中の共起頻度
を用いる手法がよく研究された．また，文対応対訳コーパスよりも利用可能性の
高いコンパラブルコーパスを情報源とする手法も，初期の時期から近年に至るま
でよく研究されている．さらに，近年では，多言語文書を収集する情報源として，
ウェブ上の多様な言語・分野・ジャンルの文書を利用する研究も数多く進められ
ている．例えば，複合語である専門用語の構成要素の訳語を連結して訳語の候補
を生成する要素合成法，および，ウェブから収集した目的言語の専門分野コーパ
スを用いて，生成された訳語候補を検証する手法，検索エンジン等を利用して訳
語が併記された文書を収集し，訳語対を獲得する手法訳語対を獲得する手法，多
言語文書であるWikipediaを情報源とする手法等がある．ここで，これらの研究
においては，対訳辞書を作成するためにの情報源の特性に応じて適切な手法が選
択され，対訳辞書作成におけるそれぞれの手法の有用性が評価された．
以上の背景を踏まえて，本項目では，日本語・中国語間のRBMTによって特許
文書を翻訳するための対訳辞書を構築する課題に取り組む．具体的には，日中パテ
ントファミリーから抽出した日中対訳特許文を言語資源として，句に基づく SMT
モデルにより学習されたフレーズ翻訳テーブルを用いて，対訳専門用語を獲得す
る手法を提案する．まず，専門用語対訳辞書獲得の情報源として用いる日中対訳
文対に対して，句に基づく SMT モデルを適用することにより，フレーズ翻訳テー
ブルを学習する．次に，このフレーズ翻訳テーブルを用いて日本語専門用語の中
国語訳語推定を行う．最後に，獲得した日中対訳専門用語に対して，複数の対訳
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図 1: 一組の対訳文およびフレーズ翻訳テーブルを用いた対訳専門用語獲得の流れ
文から得られる情報を素性として，Support Vector Machines (SVMs)を適用する．
なお，本論文では，日中対訳特許文からの専門用語対訳対獲得について述べるが，
本項目の手法は特定の言語対には依存しない．
日中対訳文から辞書に登録すべき日中対訳専門用語を獲得するために用いた手
順の概要を図 1に示す．フレーズ翻訳テーブルとは，句に基づく SMTモデルの
ツールキットであるMosesを用いて，日中対訳文対応データから作成された，日
中の句の組及び日中の句の組が対応する確率を示したものである．フレーズ翻訳
テーブルにおいて，日本語句に対する中国語訳語候補の確率として，句対応の日
中翻訳確率 P (中国語句 pC |日本語句 pJ)を用いた．更に，日本語句の見出し語ご
とに，中国語句を確率の降順に順位付けした．図 1に示すように，一組の日中対
訳特許文およびフレーズ翻訳テーブルを用いて，以下の手順により専門用語の訳
語推定を行った．
1. 全対訳文データの日本語文を形態素解析し，日中対訳文 〈SJ , SC〉中の日本語
文 SJ 中に含まれる専門用語を tJ とする．
2. 得られた日本語専門用語 tJ に対し，統計的機械翻訳モデルのフレーズテー
ブルを用いて，訳語推定を行い，中国訳語候補を得る．
3. 得られた中国語訳語候補のうち，対訳文 〈SJ , SC〉中の中国語文 SCに出現す
る訳語候補を抽出する．
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各日本語専門用語に対し，フレーズ翻訳テーブルにおける翻訳確率 1位の訳語候
補を生成し，訳語推定結果とした．なお，訳語推定対象である日本語専門用語は，
日中パテントファミリーから抽出した日中対訳特許文を言語資源として，人手に
よって選定されたものである．具体的には，日中対訳特許文から自動的に抽出さ
れた日本語名詞句のうち，専門用語として不適切なものを人手によって除外した．
実験では，評価対象である 360万対の日中対訳特許文から78例の日本語専門用語
を選定した．そして，SMTモデルのフレーズ翻訳テーブルを用いて訳語推定を行
い，「中国側が形態素単位のフレーズ翻訳テーブル」を用いた場合では，2,533例の
日中対訳専門用語を生成し，全 2,533例中，専門用語の対訳対である正例を 1,531
例，負例を 1,002例とした．「中国側が文字単位のフレーズ翻訳テーブル」を用い
た場合では，2,092例の日中対訳専門用語を生成し，全 2,092例中，専門用語の対
訳対である正例を 1,255例，負例を 1,002例とした．
次に，Support Vector Machines (SVMs)を分類器として適用した．素性として，
単言語素性と二言語素性の二種類の素性を用いた．単言語素性としては，全対訳
文における日本語専門用語 tJ の頻度 (f1)，および，中国語専門用語 tCの頻度 (f2)
を用いた．二言語素性としては，フレーズ翻訳テーブルによって各訳語候補に付
与された翻訳確率の素性 (f3)，および，同一日本語専門用語に対する訳語候補を
翻訳確率の降順に順位付けした場合の順位の素性 (f4) を用いた．その他，日中対
訳専門用語 〈tJ , tS〉の共起頻度の素性 (f5)を用いた．また，日本語専門用語の頻度
と日中対訳専門用語の共起頻度の差の素性 (f6)，同一日本語専門用語に対する中
国語訳語候補の数の素性 (f7)，文単位の句対応制約の違反のない対訳文の割合の
素性 (f8)，日本語専門用語 tJと中国語専門用語 tCとの間の要素合成法のスコアの
素性 (f9)を用いた．「中国側が形態素単位のフレーズ翻訳テーブル」を用いた場合
において 94.2% の適合率を，また，「中国側が文字単位のフレーズ翻訳テーブル」
を用いた場合において 93.9%の適合率を，それぞれ達成した．なお，本論文では，
日中対訳特許文からの専門用語対訳対獲得について述べるが，本項目の手法は特
定の言語対には依存しない．
　
同義対訳専門用語の同定
　
対訳特許文から獲得した対訳専門用語の同義・異義関係を同定する手法につい
て研究を行う．本項目では，前項目の研究課題において各対訳文を情報源として
専門用語対訳対を同定する際に，それぞれの対訳文から同定された専門用語対訳
対の間の関係性を考慮していない点に着目し，この問題点の解消に取り組む．具
体的には，それらの複数の専門用語対訳対の間の同義・異義関係を同定すること
により，獲得された対訳辞書のカバレージを改善する．
前項目において，対訳特許文を情報源として専門用語対訳対獲得を行う手法で
は，ある日本語専門用語の訳語推定の際に，その日本語専門用語が出現する一つ
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図 2: 専門用語対訳対の訓練・評価用同義・異義集合の作成
の対訳文に出現する訳語のみを推定対象としていた．したがって，他の対訳文に
出現している同義の専門用語対訳対とは全く独立に訳語推定が行われており，本
来同義関係にある複数の専門用語対訳対の間の関係を同定できない，という問題
点があった．そこで，ある日本語専門用語およびその同義語候補が出現する複数
の対訳文を入力として，同義の専門用語対訳対を同定する手法を提案する．
提案手法では，対訳特許文および句に基づく統計的機械翻訳モデルのフレーズ
翻訳テーブルを用いて，対訳関係にある日中専門用語の対 (「日中対訳専門用語」
と呼ぶ)〈tJ , tC〉(ただし，tJ，tCはそれぞれ日本語専門用語，及び中国語専門用語)
を多数収集する．そして，二組の日中対訳専門用語 〈tJ , tC〉と 〈t′J , t′C の間で以下の
同義関係を定義し，この同義関係の判定を行うタスクに対してSVMを適用すると
いうアプローチをとる．
〈tJ , tC〉と
〈t′J , t′C〉が
同義である
←→
tJ と t′J，および，
tCと t′Cの組が
それぞれ同義である．
実際の手順においては，まず，ある日本語専門用語を種として，同義関係にある
専門用語対訳対の候補を生成・収集する．生成・収集した候補集合の中から同義
判定を行うための中心的対訳対を選び，中心的対訳対のうちの日本語専門用語に
対して，専門用語対訳対同義候補集合を再生成する．再生成した候補集合に対し
て SVM 分類器を適用することにより，同義集合・異義集合を同定する．
対訳特許文およびフレーズ翻訳テーブルを用いて専門用語対訳対の訓練・評価
用同義・異義集合を作成する流れを図 2に示す．訓練・評価用の同義・異義専門用
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語対訳対の候補を生成するための種として，中心的対訳対と呼ぶ対訳対を選定し，
この中心的対訳対を初期対訳対として，そこから訓練・評価用の同義・異義専門
用語対訳対の候補を生成する．具体的には，まず，無作為に初期日本語名詞句 t0J
を抽出する．そして，図 2左半分に示すように，t′J = t
0
J として以下の反復手順を
適用し，初期候補集合CBP (t0J)を生成する．
1. 入力の日本語用語 t′Jに対して，日中対訳特許文の中から t′Jが出現する対訳文
をすべて収集する．そして，収集した各対訳文に対して，フレーズ翻訳テー
ブルを参照して図 1の手法を適用することにより，t′Jの中国語訳語を推定す
る．そして，推定された中国語訳語を tiC(i = 1, . . . , n1，ただし，n1は推定
された中国語訳語の数)として，すべての対訳対 〈t′J , tiC〉を収集し，専門用語
対訳対の同義候補集合の初期集合CBP (t′J)を作成する．
2. 同様に，すべての中国語用語 tC ∈ CBP (t′J)に対して，対訳特許文の中か
ら tC を含む対訳文をすべて収集し，図 1の手法を中日方向に適用するこ
とにより，tC の日本語訳語を推定する．そして，推定された日本語訳語を
tjJ(j = 1, . . . , n2，ただし，n2は推定された日本語訳語の数)として，すべて
の対訳対 〈tjJ , tC〉をCBP (t′J)に追加する．
3. 同様に，すべての日本語用語 tJ ∈CBP (t′J)に対して，対訳特許文の中から
tJを含む対訳文をすべて収集し，tJの中国語訳語を推定する．そして，推定
された中国語訳語を tkC(k = 1, . . . , n3，ただし，n3は推定された中国訳語の
数)として，すべての対訳対 〈tJ , tkC〉をCBP (t′J)に追加する．
4. ステップ 2の処理を実行する．
5. ステップ 3の処理を実行する．
6. ステップ 2の処理を実行する．
次に，t0Jを初期日本語名詞句として作成した同義候補集合CBP (t
0
J)の要素の中か
ら，人手によって中心的対訳対 sJC = 〈sJ , sC〉を選定する．最後に，中心的対訳対
の日本語用語 sJに対して，上述の反復手順によって，図 2の右半分の過程を行い，
専門用語対訳対の同義候補集合 CBP (sJ)を生成する．作成結果として，4,000個
の初期日本語名詞句に対して，合計 114個の中心的対訳対が選定され，対訳専門
用語同義候補集合が作成された．
次に，得られた対訳専門用語同義候補集合から，中心的対訳対と同義となる対
訳専門用語を同定するために，Support Vector Machines (SVMs)を分類器として
適用した．素性として，同義対訳専門用語の同定に用いた素性は，対訳対 〈tJ , tC〉
の特性を規定するもの，および，対訳対 〈tJ , tC〉と中心的対訳対 〈sJ , sC〉の間の関
係を規定するものの2種類を利用した．対訳対の特性を規定する素性としては，対
訳特許文における対訳対の共起頻度の素性 (f1)，訳語の翻訳確率における順位の
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素性 (f2，f3)，用語の文字列長・単語長の素性 (f4，f5)，訳語推定において，中心
的対訳対の日本語用語 sJ から tC または tJ を生成するまでの繰り返し訳語生成回
数の素性 (f6)を用いる．対訳対と中心的対訳対の間の関係を規定する素性として
は，用語表記の同一性の素性 (f7，f8)，用語文字列の編集距離類似度の素性 (f9)，
用語文字列の 2グラム類似度の素性 (f10)，日本語用語間における同一形態素数の
素性 (f11)，中国語用語間における同一文字数の割合 (f12) 日本語用語文字列包含
関係・異表記の素性 (f13)，中国語用語文字列包含関係の素性 (f14)，フレーズ翻訳
テーブルから得られる訳語のうち共通なものの割合の素性 (f15)，文字列の非共有
箇所のみに対してフレーズ翻訳テーブルから得られる訳語のうち共通なものの割
合の素性 (f16)，フレーズ翻訳テーブルにおいて sJ と tC または sC と tJ の間に訳
語関係が存在するか否かの素性 (f17)を用いる．評価実験において，日中パテント
ファミリーから抽出した 360万対の日中対訳文に対して提案手法を適用し，同義
関係にある日中対訳専門用語の同定において，再現率が 25%以上という条件のも
とで，約 90%の適合率を達成した．さらに，比較対象として，日英同義対訳専門
用語の同定を対象とした先行研究における素性と同等の素性のもとで日中同義対
訳専門用語の同定を行った評価結果との比較を行い，本論文で提案した素性の組
合わせによって大幅に性能が改善されることを示した．
　
統計的機械翻訳による大語彙フレーズ翻訳との併用によるニューラル機械翻訳
　
大語彙フレーズの翻訳に対応したNMTモデルについて研究を行う．近年，従来
の SMTに代わってNMTモデルが盛んに研究されている．NMTは，原言語文を
固定長ベクトルへ写像し，その固定長ベクトルから目的言語文を生成するため，意
味的要素の翻訳に非常に優れており，SMTを上回る翻訳精度を達成している．し
かしながら，NMTの弱点の一つとして，扱える語彙に限りがある点が知られてい
る．具体的には，扱う語彙のサイズの増加に伴い，NMTモデルの訓練および翻訳
に要する時間が増す点が課題となっている．
NMTにおいては，語彙辞書に含まれていない単語は未知語トークンとして出力
されるため，これが誤訳となる．そこで，これまでにも，NMTが扱える語彙の規
模を拡大する方式について研究が行われてきた．従来の手法として，訓練用対訳
文における単語対応の情報に基づいて，語彙辞書に含まれていない未知語単語を，
単語間の対応関係を特定できるトークンに置き換えた後，NMTモデルの訓練を行
う方式が提案された．この方式では，出力文に含まれた未知語トークンが対応す
る原言語の単語を推定しその訳語に置き換えることによって，NMTの出力文にお
いて出力可能となる語彙の規模を拡大した．しかし，この方式は，単語単位での語
彙規模の拡大にとどまる点が弱点であった．この弱点のため，複合語によって構成
される専門用語が多数含まれる特許文の翻訳精度の改善においては限界があった．
以上の背景のもとで，本項目においては，特許文を対象としたニューラルネッ
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図 3: フレーズ対訳対をトークン対 〈T si , T ti 〉(i = 1, 2, . . .)に置換済みの対訳文を用
いたNMTモデル訓練
トワーク翻訳において，大規模フレーズ語彙に対応する方式について研究を行っ
た．本方式においては，訓練用対訳文においてフレーズ間の二言語対応の情報を
収集し，二言語間で対応済みのフレーズ対訳対を同一のトークンに置き換えた後，
NMTモデルの訓練を行う．本方式による特許文の翻訳時には，NMTモデルの語
彙集合中の語彙部分に対しては，NMTモデルによる訳文生成がなされ，一方，そ
の他のフレーズまたは単語語彙部分に対しては，SMTモデルによる翻訳がなされ
る．本方式を用いない従来型のNMTモデルと，本方式との間で翻訳精度の比較
を行った結果，本方式によって従来型のNMTモデルの翻訳精度が改善することが
できた．
フレーズ対訳対をトークン対 〈T si , T ti 〉(i = 1, 2, . . .)に置換済みの対訳特許文を訓
練データとして，大規模フレーズ語彙を対応したNMTモデルを訓練する流れを
図 3に示す．まず，原言語文から単言語フレーズを抽出する．そして，抽出され
たフレーズに対して，以下の二通りの手順により対訳文からフレーズ対訳対の推
定を行う．
(1) 図 1の「一組の対訳文とフレーズ翻訳テーブルを用いた訳語推定」手法を用
いる．
(2) (1)において訳語を推定できなかった原言語フレーズに対して，SMTモデル
の単語対応情報を用いて，その訳語を推定する．
次に，対訳特許文 〈sJ , sC〉から抽出されたフレーズ対訳対 〈t1J , s1C〉，〈t2J , s2C〉，. . .,
〈tkJ , skC〉に対して，原言語フレーズ tiJ(i = 1, 2, . . . , k)の文中の位置順に，それぞれ
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図 4: SMTによる大語彙フレーズ翻訳とNMTによる訳文生成の併用
フレーズトークン 〈T s1 , T t1〉，〈T s2 , T t2〉，. . .，〈T sk , T tk〉に置き換える．最後に，上述の
手順によってフレーズをトークンに置換済みの対訳文を用いて，NMTモデルを訓
練する．
SMTによる大語彙フレーズ翻訳とNMTによる訳文生成の併用の流れを図 4に
示す．まず，図 4の上半分に沿って，原言語入力文が SMTによって翻訳され，原
言語文とその SMTによる訳文の組を対訳文として，NMTモデルの訓練時と同様
の手法でフレーズを抽出し，フレーズ対訳対を抽出する．次に，原言語入力文にお
いて，抽出された原言語フレーズをトークン「T ′si 」(i = 1, 2, . . .)に置換する．そし
て，フレーズトークンに置換済みの対訳文を用いて訓練された NMTモデルを用い
て原言語文の訳文を生成する．この訳文においては，トークン「T ′si 」(i = 1, 2, . . .)
はトークン「T ′ti 」(i = 1, 2, . . .)に翻訳され，各フレーズの訳語の位置情報を有し
ている．最後に，SMTによって得られた各フレーズの訳語を，それぞれ対応する
トークン「T ′ti 」(i = 1, 2, . . .)と置き換え，最終的に得られた訳文を出力する．
検証実験では，フレーズ抽出手法としては，(a1)branching entropyを用いたフ
レーズ抽出，(a2)言語知識に基づき選定した名詞句フレーズの抽出，(a3)C-value
を用いた名詞句部分集合のフレーズ抽出，の三通りの手法を評価する．なお，本
論文では，NMTモデルの訓練時およびNMTモデルを用いた翻訳時，置き換え対
象とするフレーズの選定基準として，(b1)「未知語を含むフレーズ対訳対」が置き
換え対象，(b2)「全フレーズ対訳対」が置き換え対象の二通りの評価を行う．日中，
中日，日英，英日の各方向の翻訳において評価を行い，提案手法の有効性を検証し
た．結果として，提案手法においては，「「branching entropyを用いたフレーズ抽
出」および「未知語を含むフレーズ対訳対」が置き換え対象」の組み合わせによっ
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て最も高い翻訳性能を達成し，ベースラインである SMTモデル，および，提案手
法が適用されていないNMTモデルとの比較において，0.7ポイント以上のBLEU
の向上を達成できた．さらに，NMTの弱点である訳抜けの改善においては，提案
手法が適用されていないNMTモデルによる訳抜けを約 30%減らすことができた．
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