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Resumen
Se propone la combinacio´n de una ley de control libre de modelo dina´mico, en conjunto con una ley de guiado cinema´tico,
para el seguimiento de trayectorias actuadas de un vehı´culo robo`tico submarino subactuado. El sistema en lazo cerrado da lugar a
modos deslizantes integrales, libres de castan˜eo, que garantizan la estabilidad exponencial local del seguimiento de las coordenadas
actuadas con dina´mica interna estable, bajo condiciones fa´ciles de encontrar en la pra´ctica. La metodologı´a del disen˜o se basa en
una manipulacio´n cuidadosa del modelo cuasilagrangiano de vehı´culos submarinos y de una ley de control que es independiente del
modelo y sus para´metros, asumiendo acceso total del estado. Simulaciones comparativas considerando el PID convencional ilustran
la factibilidad del control en las condiciones establecidas ante incertidumbres parame´tricas y del modelo. Copyright c© 2015 CEA.
Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El modelo dina´mico de un submarino remotamente opera-
do, (AUV por sus siglas en ingle´s), es altamente no lineal y aco-
plado, requiriendo complejos procedimientos para estimar sus
para´metros hidrodina´micos, Sagatun and Fossen (1991), por lo
que en aplicaciones de laboratorio y en mayor medida en el
campo, resulta imposible contar con un modelo exacto, o por
lo menos con para´metros precisos. Por esta razo´n es necesario
que la ley de control sea robusta ante incertidumbres del mode-
lo y de sus para´metros, e idealmente se preﬁeren controles que
sean independientemente de ellos. E´ste hecho ha motivado el
estudio y desarrollo de controladores libres de modelo, como el
cla´sico PID o controles basados en te´cnicas robustas nolineales
tipo modos deslizantes, Yoerger and Slotine (1991); Healey and
Leanard (1993), sin embargo e´stas requieren conocimiento del
modelo, tı´picamente parametrizado en lo que se conoce como el
regresor. Adema´s, el modo deslizante discontinuo es imposible
de implementar en la pra´ctica debido a la gran inercia que pre-
sentan los AUVs, lo que requiere de alguna te´cnica que induzca
un modo deslizante pero sin castan˜eo. Por otro lado, el AUV es
∗Autor en correspondencia.
Correos electro´nicos: r.raygosa@gmail.com (R. Raygosa-Barahona),
ernesto.olguin@cinvestav.edu.mx (E. Olguı´n-Dı´az),
vparra@cinvestav.mx (V. Parra-Vega),
luisalbertomunozubando@gmail.com (L. A. Mun˜oz-Ubando)
URL: www.cinvestav.edu.mx (R. Raygosa-Barahona)
tı´picamente subactuado, con lo que aumenta considerablemente
la diﬁcultad del disen˜o de control, Spong (1994); Olfati-Saber
(2000), ma´s au´n si debe ser un control libre de modelo, porque
la subactuacio´n exige una dina´mica interna estable, Byrnes and
Isidori (1991). En e´ste artı´culo estudiamos modos deslizantes
sin castan˜eo que no requieren conocimiento del modelo dina´mi-
co, con ana´lisis de la dina´mica interna, y adema´s incorporan la
sı´ntesis de trayectorias admisibles.
El disen˜o de control de AUVs considero´ en un inicio sis-
temas omnidireccionales o desacoplados, asumiendo conoci-
miento exacto del modelo o basado en te´cnicas de control ro-
busto para compensar incertidumbres. En Yoerger and Slotine
(1991), la ley de control induce modos deslizantes discontinuos
(de primer orden) y asumiendo conocimiento del modelo, mien-
tras que Healey and Leanard (1993) considera un enfoque de
interconexio´n de 3 subsistemas (el de profundidad, de inclina-
cio´n y de orientacio´n) cuyos acoplamientos son despreciados,
con un control tipo Yoerger and Slotine (1991). En Perrier and
Canudas de Wit (1996), se estudia la robusteza con un te´rmino
cu´bico que mejora el desempen˜o en seguimiento, pero que re-
quiere la completa actuacio´n del sistema.
Para lidiar con el problema de la falta de un modelo ﬁ-
dedigno del AUV, Smallwood and Whitcomb (2001) presenta
te´cnicas de identiﬁcacio´n parame´tricas y de modelo, adema´s de
un control lineal PD. Este trabajo es extendido en Smallwood
and Whitcomb (2004) para una familia de controles nolineales
con prestaciones similares. Recientemente, se reporto´ la esti-
. .U. Todos los derechos reserva
314 R. Raygosa-Barahona et al. / Revista Iberoamericana de Automática e Informática industrial 12 (2015) 313–324 
macio´n experimental del modelo completo de un AUV actuado
en Whitcomb and Stephen (2013), con prometedores resulta-
dos en lazo cerrado. En Tedrake (2010), se proponen te´cnicas
de identiﬁcacio´n y optimizacio´n para AUVs subactuados a un
alto costo computacional.
Ante la incertidumbre del modelo y sus para´metros, se desa-
rrollo´ la ley de control por modos deslizantes integrales (MDI),
la cual es libre de modelo. E´sta consiste en la generacio´n de
una variedad de error extendido en donde se induce el modo
deslizante integral, accio´n que elimina el castan˜eo y garanti-
za, bajo ciertas condiciones, la convergencia exponencial del
error, Parra-Vega et al. (2003). Es interesante notar que e´ste
control resulta en un PID no lineal con claras implicaciones
energe´ticas, ya que su disen˜o es basado en la pasividad de sis-
temas electromeca´nicos totalmente actuados y de base inercial
ﬁja. Tales condiciones fueron incorporadas en Olguı´n-Dı´az and
Parra-Vega (2007) para el caso no inercial de un AUV comple-
tamente actuado, incluyendo tareas de contacto como docking,
sin considerar los efectos de transicio´n del contacto.
Para AUVs subactuados, Garcı´a-Valdovinos et al. (2009) y
Chun Nan and Tong Ge (2012) consideran la ley de control
presentada en Parra-Vega et al. (2003) de forma arbitraria, so-
lamente para la parte actuada; sin demostrar siquiera estabili-
dad de la misma, mucho menos de la parte subactuada, aun-
que con interesantes resultados de simulacio´n, mostrando una
regulacio´n robusta. En Raygosa-Barahona et al. (2011), se pro-
pone un enfoque similar pero para seguimiento de trayectorias,
sintetizando las referencias deseadas con las Leyes de Guiado
(LG) de Breivik and Fossen (2009), aunque sin ana´lisis alguno
de estabilidad del sistema de lazo cerrado. Resulta por dema´s
emblema´tico reconocer la importancia de las LG, basadas en
un enfoque puramente cinema´tico, comu´nmente utilizadas en
sistemas de mucha inercia como barcos y embarcaciones na´uti-
cas, ya que proporcionan trayectorias 3D saturadas al horizonte,
asegurando con control cinema´tico la generacio´n de trayecto-
rias viables de las coordenadas actuadas. En Fossen (2011), se
consideran LG con un control anidado (o backstepping, Krstic
et al. (1995)) para un AUV subactuado, asumiendo conocimien-
to exacto del modelo dina´mico vı´a el regresor, y derivadas del
estado; con una viable extensio´n al caso adaptable.
1.1. Contribucio´n
Se establece la extensio´n formal del control MDI para el
AUV subactuado, presentado en Raygosa-Barahona et al. (2011),
incluyendo condiciones explı´citas de estabilidad del sistema en
lazo cerrado, basadas en la prueba de estabilidad de la dina´mi-
ca interna. La ley de control resultante es independiente del
conocimiento del modelo dina´mico y de sus para´metros (li-
bre de modelo) y garantiza, bajo ciertas condiciones, la conver-
gencia exponencial de las coordenadas actuadas. Simulaciones
nume´ricas muestran la efectividad del control y la robusteza de
e´ste ante incertidumbres parame´tricas y del modelo, y para pro-
positos ilustrativos, se realiza una comparacio´n con un control
PID.
1.2. Notacio´n
Se denota R para el conjunto de los nu´meros reales y los
vectores con letras en negrillas. La matriz identidad In es de di-
mensio´n n. Los ma´ximos y mı´nimos autovalores de una matriz
son representados por λM , y λm, respectivamente y R ∈ SO(3)
representa matriz de rotacio´n del grupo especial ortogonal de
orden 3. σM(·) se reﬁere al valor singular ma´ximo, deﬁnido co-
mo σM(·) =
√
λM(AAT ) = ‖A‖, equivalente a la norma espec-
tral.
El vector extendido de velocidades lineal v ∈ R3 y angular
ω ∈ R3 con respecto a un referencial Σ0 es denominado twist,
mientras que un vector extendido de fuerzas f ∈ R3 y momen-
tos n ∈ R3 es denominado wrench, donde
Twist : ν =
(
v
ω
)
∈ R6; Wrench : F =
(
f
n
)
∈ R6;
Por convencio´n, el referencial inercial Σ0 es deﬁnido con el eje
z0 vertical, apuntando hacia abajo, quedando el eje x0 hacia al
Norte y el eje y0 en la direccio´n que complete la regla de la
mano derecha. El referencial no inercial Σv, asignado rı´gida-
mente al vehı´culo, es deﬁnido con el eje xv apuntando hacia la
parte frontal de e´ste y el eje zv apuntando hacia el fondo de la
nave, completando el marco ortonormal el eje yv de acuerdo a
la regla de la mano derecha, ver ﬁgura 1.
Figura 1: ROV: RRC II; del centro de Investigacio´n en Robo´tica de la Univer-
sidad Tecnolo´gica de Nanyang.
2. Modelo Dina´mico del AUV Subactuado
El modelo dina´mico cuasilagrangiano se obtiene en las lla-
madas coordenadas cuasilagrangianas, Meirovich (2003), las
cuales son las coordenadas fı´sicas del twist del vehı´culo (coor-
denadas de las velocidades lineal y angular)
ν = (u, v,w, p, q, r)T ∈ R6
y no las derivadas temporales de la pose del vehı´culo (coorde-
nadas generalizadas lagrangianas)
η = (x, y, z, φ, θ, ψ)T ∈ SE(3)
Este u´ltimo deﬁnido como la posicio´n d = (x, y, z)T ∈ R3
del origen del referencial no inercial Σv del vehı´culo y de los
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para´metros ϑ = (φ, θ, ψ)T ∈ S3 que deﬁnen orientacio´n. Con-
siderado en el formalismo de Kirchhoﬀ, Fossen (2011), para el
desarrollo de la dina´mica a partir de la variacio´n energe´tica con
las variables cuasilagrangianas, expresadas con coordenadas no
inerciales correspondientes al referencial local del cuerpo rı´gi-
do en movimiento, las ecuaciones resultantes para un AUV son
las siguientes, Fossen (2011), incluyendo los efectos del ﬂuido
que le rodea, Olguı´n-Dı´az and Parra-Vega (2007),
Mν˙ +C(ν)ν + D(·)ν + g(ϑ) = Bu + (ϑ, ν, ζ, ζ˙) (1a)
ν = J(ϑ)η˙ (1b)
donde ζ = (ζT1 , 0
T
3 )
T ∈ R6 y ζ1(d) ∈ R3 representan el campo de
velocidad lineal del ﬂuido alrededor del AUV y (ϑ, ν, ζ, ζ˙) ∈
R
6 es el wrench de perturbaciones debido a corrientes subma-
rinas tal que desvanece en ζ, es decir (η, ν, 0, 0) = 0, Olguı´n-
Dı´az et al. (2013). En este trabajo se asume que no hay pertur-
baciones de este tipo.
El operador cinema´tico J(ϑ) ∈ R6×6 esta´ compuesto como
J(ϑ) =
[
RT (ϑ) 0
0 RT (ϑ)Jθ(ϑ)
]
donde R(ϑ) ∈ SO(3) es la matriz de rotacio´n, que transforma
coordenadas del referencial no inercial del vehı´culo a coorde-
nadas del referencial inercial; y Jθ(ϑ) es el operador que mapea
el vector de derivadas temporales de orientacio´n ϑ˙ a la velo-
cidad angular ω ∈ R3 del referencial del vehı´culo, en coor-
denadas inerciales. No´tese que la norma espectral es ‖J(ϑ)‖ =
σM{Jθ(ϑ)} = 1, y debido a las propiedades de R(ϑ), el operador
J(ϑ) presenta singularidades si se utilizan a´ngulos de Euler.
El wrench de fuerzas y pares exo´genos esta´ representado
por
F = (X,Y,Z, L,M,N)T = Bu ∈ R6
el cual esta´ compuesto por una transformacio´n de las fuerzas
de control u ∈ Rp proporcionadas por los impulsores, para p
el nu´mero de actuadores del AUV, y B ∈ R6×p representa la
matriz de reparticio´n de empujes, que para el caso subactuado
tenemos que rang(B) < 6, Olfati-Saber (2000). Ası´ entonces,
la matriz B esta´ en funcio´n de la posicio´n de los impulsores
en el referencial del vehı´culo. Para una conﬁguracio´n tı´pica de
un submarino de 3 impulsores, como la que se muestra en la
ﬁgura 2, el origen del referencial del vehı´culo esta el plano de
los impulsores horizontales y alineado con la lı´nea imaginaria
que une los centro de masa y ﬂotabilidad del vehı´culo.
Dado que la matriz de inercia y de masa an˜adida M = MT >
0 es constante, sime´trica y deﬁnida positiva, Fossen (2011), la
energı´a cine´tica debido a la inercia del AUV y del ﬂuido se ex-
presa K = 12ν
T Mν ≥ 0. El wrench de Coriolis C(ν)ν modela
las fuerzas centrı´fugas y de Coriolis, tanto inerciales como de
masa an˜adida. Este vector es u´nico y adema´s es cuadra´tico en
velocidad, por lo que se puede expresar como el producto de la
velocidad por una matriz dependiente de la velocidad extendi-
da. Esta regresio´n genera diferentes expresiones para la matriz
de Coriolis’ C(ν), y al menos una de ellas cumple con la pro-
piedad de antisimetrı´a, es decir que
C(ν) +CT (ν) = 0 (3)
La disipacio´n debida a efectos hidrodina´micos es represen-
tada por la matriz deﬁnida positiva D(ν) > 0, de orden 6, cu-
yos elementos dependen de coeﬁcientes de amortiguamiento hi-
drodina´mico, tal que νT D(·)ν > 0. Esto implica que el wrench
Fd = −D(·)ν es el resultado de los efectos no conservativos y di-
sipativos, lo cual es esencial para demostrar la propiedad de pa-
sividad del AUV. En el caso del AUV totalmente sumergido, se
suele aceptar la siguiente simpliﬁcacio´n, Fossen (2011), D(·) =
−diag{Xu + Xu|u||u|,Yv + Yv|v||v|,Zw + Zw|w||w|,Kp +Kp|p||p|,Mq +
Mq|q||q|,Nr + Nr|r||r|}.
El wrench g(ϑ) ∈ Rn, que modela las fuerzas de gravedad y
empuje hidrosta´tico, tiene cualquiera de las siguientes formas:
g(ϑ) = J−T (ϑ)
∂U
∂η
=
(
(m − ρV)RT (ϑ)g0(
mrg − ρV rb
)
× RT (ϑ)g0)
)
(4)
donde la primera expresio´n proviene del gradiente lagrangiano
de la energı´a potencial de gravedad y ﬂotabilidad
U(η) = −mg0T
(
d + R(ϑ)rg
)
+ ρV g0
T (d + R(ϑ)rb) (5)
transformado al espacio de coordenadas cuasilagrangianas, Mei-
rovich (2003); Fossen (2011); y la segunda expresio´n proviene
directamente del ana´lisis de cuerpo libre, donde el vector de la
aceleracio´n gravitacional g0 = (0, 0, 9.8)Tms−2 es colineal al
eje z0. Las distancias rg = (xg, yg, zg)T y rb = (xb, yb, zb)T y
los escalares ρ y V son, respectivamente, las posiciones del ori-
gen del referencial del AUV al centro de masa y al centro de
ﬂotabilidad; la densidad y volumen de agua desplazado.
El lado izquierdo de (1a) se puede reescribir como el pro-
ducto de un regresor Yb(q, ν, ν˙) ∈ Rn×r, compuesto de funciones
conocidas y de un vector1 Θ ∈ Rr, llamado base, de para´metros
dina´micos del sistema, Antoneilli (2006):
Mν˙ + C(ν)ν + D(·)ν + g(ϑ) = Yb(ϑ, ν, ν˙)Θ (6)
Tal que la dina´mica (1a) se puede reescribir como Yb(ϑ, ν, ν˙)Θ =
Bu.
1En Antoneilli (2006) se estima que r > 100.
, B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0
0 0 0
0 0 1
0 0 0
0 0 l3
l1 −l1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)
Figura 2: AUV modelo VIDEORAY PRO 3 XE GTO, de Oceanscan. Despre-
ciando los efectos de carga de las he´lices, rank(B) = 3, dada por (2), donde la
distancia l1 determina la localizacio´n sime´trica de los impulsores longitudina-
les F1 y F2 a lo largo del eje lateral local yv y que son usados para controlar
tanto la velocidad frontal u (surge a lo largo de xv) de forma colectiva, como
para generar un giro de guin˜ada ψ (yaw, con velocidad r (yaw rate) alrededor
de zv) de forma diferencial. El tercer impulsor F3 es utilizado para controlar la
inmersio´n o profundidad z, a lo largo de z0, o la velocidad vertical w, dive a lo
largo de zv
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En virtud de la naturaleza lagrangiana, existen constantes
βi > 0 tales que se establecen las siguientes cotas, Olguı´n-Dı´az
and Parra-Vega (2007),
β1 < λm(M) ≤ ‖M‖ ≤ λM(M) < β2;
‖C(ν)‖ ≤ β3‖ν‖; ‖D(·)‖ ≤ β4‖ν‖; ‖g(ϑ)‖ < β5 (7)
similar al robot manipulador de base ﬁja completamente actua-
do, Parra-Vega et al. (2003); por lo que se deduce que el pro-
ducto del regresor del sistema y el vector base esta´n acotados
como sigue:
‖Yb(·)Θ‖ ≤ β2‖ν˙‖ + (β3 + β4) ‖ν‖2 + β5
2.1. Separacio´n de Coordenadas
El control de un AUV subactuado es frecuentemente rea-
lizado considerando al sistema completo como un conjunto de
subsistemas interconectados, introduciendo simpliﬁcaciones ar-
bitrarias para lograr acoplamientos simples o desacoplar los
subsistemas, Fossen (2011). Ma´s aun, por hipo´tesis de disen˜o,
los movimientos de rotacio´n alrededor de los ejes inerciales ho-
rizontales, llamados cabeceo o roll para x0 y alabeo o pitch pa-
ra y0 se consideran hyperestables. Esto sugiere la necesidad de
estudiar la estabilidad de la dina´mica interna del AUV para es-
tablecer el comportamiento de todos los GdL, tanto actuados
como no actuados. Para ello considere el siguiente resultado
te´cnico parcial.
Lema 2.1. Considere el modelo del AUV subactuado (1) sin
perturbaciones del ﬂuido y con B de rango completo por colum-
nas rang(B(ϑ)) = p < 6. Entonces, siempre existe un vector de
coordenadas cuasilagrangianas transformadas ν¯ cuyas coorde-
nadas pueden separarse en coordenadas no actuadas νu ∈ R6−p
y coordenadas actuadas νa ∈ Rp bajo una trasformacio´n lineal
T de rango completo (rango(T ) = 6), tal que
ν¯ =
(
νu
νa
)
∈ R6; ν  T ν¯; (8)
lo que permite reescribir el sistema AUV con la forma cano´nica
de sistemas subactuados:
M¯ ˙¯ν + C¯(ν)ν¯ + D¯(ν)ν¯ + g¯(ϑ) =
(
0
u
)
(9)
Demostracio´n. Considere la pseudoinversa por la izquierda B+ =
[BT B]−1BT ∈ Rp×6 y la matriz S  span{I − BB+} ∈ R6×(6−p).
Es claro entonces que S constituye una base del espacio nulo de
B y que rang(S ) = 6 − p, lo que implica que la transformacio´n
T , deﬁnida como
T 
[
S B+T
]
,
es un operador invertible de rango completo rang(T ) = 6 tal
que
TT B =
[
0
Ip
]
,T−1 =
[
S T
BT
]
;⇒ ν¯ =
(
νu
νa
)
=
(
S Tν
BTν
)
(10)
Finalmente, note que (9) resulta de premultiplicar (1a) por
TT y sustituyendo (8) y su derivada, con las siguientes equiva-
lencias:
M¯ = TT MT > 0 C¯ = TT [MT˙ +CT ]
g¯ = TT g(ϑ) D¯ = TT DT > 0
por lo que las matrices de inercia y de disipacio´n preservan la
positividad deﬁnida, adema´s la antisimetrı´a de la matriz de Co-
riolis se preserva in virtud de (3), es decir, C¯ + C¯T = TT MT˙ +
T˙ T MT + TT [C +C]T = ˙¯M.
El Lemma 2.1 permite establecer que (9) se tiene la siguien-
te separacio´n por bloques:
M¯ =
[
Muu Mua
MTua Maa
]
; C¯ =
[
Cuu Cua
Cau Caa
]
=
[
Cu
Ca
]
g¯ =
(
gu
ga
)
=
(
S T g
B+ g
)
; D¯ =
[
Duu Dua
Dau Dau
]
=
[
Du
Da
] (11)
por lo tanto, (9) se puede representar de cualquiera de las si-
guientes formas:
Muuν˙u + Muaν˙a +Cu(ν)ν + Du(·)ν + gu(ϑ) = 0 (12a)
MTuaν˙u + Maaν˙a +Ca(ν)ν + Da(·)ν + ga(ϑ) = u (12b)
o´ Muuν˙u + (Cuu + Duu)νu + gu(ϑ) = bu(ν, ν˙a) (13a)
Maaν˙a + (Caa + Daa)νa + ga(ϑ) = ba(ν, ν˙u) + u (13b)
donde bu(ν, ν˙a) = −Muaν˙a−(Cua+Dua)νa y ba(ν, ν˙u) = −MTuaν˙u−
(Cau + Dau)νu. Note que al igual que en (6), existen una regre-
sio´n lineal para todas estas expresiones, en particular para (13)
tenemos que
Muuν˙u + (Cuu + Duu)νu + gu(ϑ) = Yuu(ϑ, ν, ν˙u)Θ (14a)
bu(νa, ν˙a) = Yua(ν, ν˙a)Θ (14b)
Maaν˙a + (Caa + Daa)νa + ga(ϑ) = Yaa(ϑ, ν, ν˙a)Θ (14c)
ba(νu, ν˙u) = Yau(ν, ν˙u)Θ (14d)
donde cada regresor cumple mutatis mutandis con las propie-
dades de (6), para un u´nico vector base Θ.
Ahora necesitamos el siguiente resultado te´cnico para esta-
blecer las propiedades energe´ticas del sistema.
Lema 2.2. Los subsistemas (13a) y (13b) en lazo abierto, es
decir u = 0, presentan por separado un mapeo pasivo entrada-
salida, para el par 〈bx, νx〉, tal que se establece la siguiente
desigulada de pasividad
∫
〈νx, bx〉dt < −βx (15)
para una constante positiva βx > 0.
Demostracio´n. De la positividad de las matrices M¯ y D¯, de la
antisimetrı´a de C¯ y de la particio´n (11), tenemos que:
Muu = MTuu > 0; Cuu +C
T
uu = M˙uu; Duu > 0
Maa = MTaa > 0; Caa +C
T
aa = M˙aa; Daa > 0
(16)
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lo que es suﬁciente para garantizar pasividad en ausencia de
efectos potenciales, Brogliato et al. (2007). Note tambie´n que
los efectos potenciales son an˜adidos dado que (4) y g¯ en (11)
establecen que existe una particio´n del vector de coordenadas
generalizadas η¯ y un operador J¯(ϑ), donde,
η¯ =
(
ηu
ηa
)
; J¯(ϑ) =
[
Ju(ϑ) 0
0 Ja(ϑ)
]
(17)
tal que ν¯ = J¯(ϑ) ˙¯η, es decir νu = Ju(ϑ)η˙u y νa = Ja(ϑ)η˙a. Ası´,
el operador J¯(ϑ) tiene las mismas propiedades del operador ci-
nema´tico J(ϑ) dado por (1b). Consecuentemente, la transfor-
macio´n del vector de gravedad se puede calcular como sigue
g¯(ϑ) = J¯−T (ϑ)
∂U
∂η¯
=
(
gu(ϑ)
ga(ϑ)
)
=
⎛⎜⎜⎜⎜⎜⎝ J
−T
u (ϑ)
∂U
∂ηu
J−Ta (ϑ)
∂U
∂ηa
⎞⎟⎟⎟⎟⎟⎠
Lo cual sugiere reescribir la energı´a potencial como la suma de
dos terminos parametrizados en las entradas de η¯ como sigue
U = Uu(η) + Ua(η) (18)
con Uu 
∫ t
0
∂U
∂ηu
·η˙udt y Ua 
∫ t
0
∂U
∂ηa
·η˙adt. Entonces, existira un
Ux0 > 0 constante y suﬁcientemente grande tal que obtenemos
la siguiente funcio´n de almacenamiento de energı´a
Vx = 12ν
T
x Mxνx + Ux + Ux0 > 0
cuya derivada a lo largo de (13) resulta, para u = 0,
V˙x = νTx Mxν˙x + U˙x = νTx (bx − Dxνx)
en virtud de la antisimetrı´a de los bloques diagonales de (16).
Integrando obtenemos
Vx(t) −Vx(0) =
∫
νTx bx dt −
∫
νTx Dxνx dt
Finalmente, tomando en cuenta la positividad de (16) yVx(t) >
0, se establece que βx > 0 que mayora la expresio´n (15) pa-
ra βx = Vx(0), lo que establece entonces la pasividad de los
subsistemas actuado y no actuado del AUV subactuado en lazo
abierto.
3. Disen˜o del Control por Modos Deslizantes Integrales
para la Dina´mica Actuada
Asumiendo que se tienen trayectorias deseadas admisibles
y alcanzables dadas por ηda, η˙da, νda ∈ C1, el objetivo de con-
trol es disen˜ar un control suave u ∈ Rp tal que garantice tanto
seguimiento exponencial de los grados de libertad actuados co-
mo estabilidad de todas las sen˜ales de lazo cerrado. Para tal ﬁn
y motivados por la eﬁcacia y estabilidad del control libre de
modelo que induce modos deslizantes integrales (MDI) para un
sistema Euler-Lagrange de segundo orden con base no inercial,
Olguı´n-Dı´az and Parra-Vega (2007), considere el siguiente con-
trol para la dina´mica actuada:
u = −Kd sra MDI (19)
donde Kd ∈ p×p una matriz deﬁnida positiva y sra es una va-
riedad de error extendido a nivel velocidad de las coordenadas
actuadas cuasilagrangianas, deﬁnida por:
sra = νa − νra (20a)
νra = νda − Ja(·)KαΔηa + sda − Kγ
∫ t f
t0
sgn(sqa)dt (20b)
sqa = sa − sda (20c)
sda = sa(t0)e−κ(t−t0) (20d)
sa = Δνa + Ja(·)KαΔηa (20e)
con κ > 0, la funcio´n discontinua signo sgn(·), las matrices
diagonales Kα y Kγ deﬁnidas positivas de dimensio´n p, el error
de coordenadas inerciales Δηa  ηa − ηda ∈ Rp y el error de
velocidad de las coordenadas actuadas cuasilagranagianas (no
inerciales) Δνa  νa − νda ∈ Rp. Las funciones de posicio´n
deseada ηda y de velocidad deseada νda son tales que Δνa =
Ja(·)Δη˙a, localmente (en la vecinidad al origen) y Ja(·) es el
operador deﬁnido en (17).
Note dos aspectos relevantes en la deﬁnicio´n de sra ∈ Rp.
Primero que la variable sa es un error de seguimiento de las
coordenadas actuadas; incluye el error de pose (coordenadas
lagrangianas) y de velocidad (coordendas cuasilagrangianas);
Segundo que la variable sda es un desplazamiento del error de
seguimiento con decaimiento exponencial, u´til para eliminar la
fase de acercamiento del modo deslizante sqa = 0; lo que ﬁ-
nalmente permite probar que νra ∈ Rp representa la referencia
nominal de velocidad.
3.1. Estabilidad de las coordenadas actuadas
Lema 3.1. La variedad sqa = 0 se constituye como una su-
perﬁcie deslizante para todo t , lo que implica que se establece
convergencia local exponencial del error extendido sa si la ma-
triz diagonal Kγ es suﬁcientemente grande y la derivada de sra
es acotada. Por lo tanto, (Δνa,Δηa)→ (0, 0) converge asinto´ti-
camente.
Demostracio´n. Sustituyendo (20b)-(20e) en (20a), se obtiene
sra = sqa + Kγ
∫ t f
t0
sgn(sqa)dt (21)
cuya derivada es s˙ra = s˙qa + Kγsgn(sqa). Considerando el pro-
ducto interno 〈sqa, s˙ra〉 resulta la condicio´n del modo deslizante:
sTqa s˙qa = −sTqaKγsgn(sqa) + sTqa s˙ra
Ası´, si existe  > 0 tal que ‖s˙ra‖ < , la ecuacio´n anterior queda
mayorada como
sTqa s˙qa ≤ −
(
λm{Kγ} − 
)
‖sqa‖
De lo que se deduce que para una ganancia suﬁcientemente
grande λm{Kγ} > , se induce un modo deslizante sqa(t) = 0 en
un tiempo ﬁnito ts ≤ ‖sqa(t0)‖/(λm{Kγ} − ) para cualquier con-
dicio´n inicial, y se sostiene para todo t ≤ ts. Ası´, considerando
(20c) y (20d), resulta sqa(t) = 0 para todo tiempo. Ello implica
que localmente (en la vecinidad al origen) sqa = 0 ∀ t, lo cual
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implica, de (20c), que sa → 0 con una taza de convergencia ex-
ponencial dada por κ. En consecuencia, a partir de (20e) se tiene
que Δνa = Ja(·)Δη˙a = −Ja(·)KαΔηa y dado que Ja(·) es de ran-
go completo localmente, se tiene Δη˙a = −KαΔηa. Finalmente,
esta cadena de implicaciones lleva a establecer la convergencia
exponencial local de las coordenadas lagrangianas actuadas, es
decir se ha probado que (Δη˙a,Δηa)→ (0, 0) conforme t → ∞, y
se se concluye tambie´n que las coordenadas cuasilagrangianas
actuadas Δνa → 0 conforme t → ∞.
Cabe notar que ‖s˙ra‖ es acotada si ambas sen˜ales ν˙a y ν˙ra
tambie´n los son. Para e´sta u´ltima, considere que existen βi >
0, i = 6, ...9 tales que la cota se veriﬁca de (20b) au´n e´sta siendo
discontinua:
‖νra‖ ≤ β6 + σM{Ja}λM{Kα}‖Δηa‖ + λM{Kγ}Ip < β8 (22a)
‖ν˙ra‖ ≤ β7 + σM{Ja}λM{Kα}‖Δνa‖ < β9 (22b)
La cota de ν˙a debe resultar de la estabilidad del subsistema ac-
tuado. Para esto considere el sistema actuado (13b), parametri-
zado por (14c) y (14d), con una base desconocida de para´me-
tros dina´micos Θ. Considere tambie´n una variacio´n Yaar (·) del
regresor lineal, en te´rminos de la referencia nominal νra y su
derivada ν˙ra:
Maaν˙ra +Caa(ν)νra + Daa(ν)νra + ga(η) = Yaar (ηa, ν, νra, ν˙ra)Θ
De la diferencia con (13b) se obtiene la ecuacio´n de error de
lazo abierto, considerando perturbaciones nulas del ﬂuido:
Maa s˙ra +Caa(ν)sra + Daa(ν)sra =
u − [Yaar (ηa, ν, νra, ν˙ra) + Yau(ν, ν˙u)]Θ (23)
En virtud de las cotas (7) de la dina´mica en coordenadas ori-
ginales y las cotas (22) de la referencia nominal; tenemos que
existen funcionales ξa(t) y ξua(t) dependientes del estado (η, ν)
tales que
‖Yaar (·)Θ‖ ≤ β2‖ν˙ra‖ + (β3 + β4) ‖ν‖ ‖νra‖ + β5 ≤ c0 + c1‖ν‖
≤ ξa(t)
‖Yua(·)Θ‖ ≤ β10‖ν˙u‖ + βuu‖ν‖‖νu‖ ≤ ξua(t)
Note que para esta u´ltima expresio´n, la cota esta´ condicionada
a la estabilidad de la dina´mica no actuada; y surge debido a
la pasividad de (13a), utilizando el lema 2.2, y del hecho que
‖ν˙u‖ < βua y ‖νu‖ < β13. Finalmente se obtiene un regresor
nominal Yar (·)  Yaar (·)+Yau(·), que puede ser mayorado como
‖Yar (·)Θ‖ ≤ ξar(t), para ξar(t) = ξa(t) + ξau(t).
Sustituyendo (19) en (23), se obtiene la siguiente ecuacio´n
de error de lazo cerrado:
Maa s˙ra +Caa(ν)sra + Daa(ν)sra = −Kd sra − Yar (·)Θ (24)
cuyas propiedades de estabilidad se detallan en la siguiente pro-
posicio´n.
Proposicio´n 3.1. Considere (24), provisto que los errores ini-
ciales son suﬁcientemente pequen˜os, las ganancias Kd y Kγ su-
ﬁcientemente grandes tales que ‖Kd+Daa‖ > ξar2 y ‖Kγ‖ > ‖s˙a‖,
y que las coordenadas no actuadas sean estables. Entonces, se
induce un modo deslizante integral en sa = 0, tal que el error
de seguimiento de las coordenadas actuadas converge local ex-
ponencialmente Δη = ηa − ηda → 0 y Δνa = νa − νda → 0.
Demostracio´n. La prueba sigue paso a paso la prueba en Parra-
Vega et al. (2003), la cual puede ser desarrollada vis-a-vis si se
considera la siguiente funcio´n candidata de Lyapunov
V =
1
2
sTraMaasra;
y utilizando los lemas 2.1 y 2.2 y la propiedad de antisimetrı´a
de la matriz de Coriolis. Este procedimiento permite establecer
la existencia de la cota de la aceleracio´n ν˙a, lo que, de acuerdo
al lema 3.1, se demuestra que se induce un modo deslizante en
sa = Ja(·)(Δη˙a+KαΔηa) = 0. Por lo tanto, dado que rank(Ja) =
p, se induce convergencia exponencial local de las coordenadas
actuadas: (Δνa,Δη˙a,Δηa)→ (0, 0, 0) conforme t → ∞.
3.2. Ana´lisis de la Dina´mica Interna
La Proposicio´n 3.1 asume que la dina´mica (residual) no ac-
tuada es estable. Esta dina´mica interna (en lazo cerrado) se ob-
tiene despejando ν˙a de (12b) y sustituyendo en (12a), con el
control (19):
Muu0 ν˙u +Cuu0 (ν)νu + Duu0 (ν)νu + gu(η) = τ (25)
donde la matriz constante Muu0 = Muu − MuaMaa−1MTua > 0 es
el complemento de Schur del bloque Maa de la matriz M¯ > 0 y
Cuu0 = Cuu − MuaMaa−1Cau
Duu0 = Duu − MuaMaa−1Dau
τ = MuaMaa−1
(
Kd sra +Caa(ν)νa + Daa(ν)νa + ga
)
−Cua(ν)νa − Dua(ν)νa
Note que la entrada auxiliar τ ∈ R6−p representa la excitacio´n
del sistema a trave´s de la dina´mica actuada y de la ley de con-
trol, y es acotada segu´n la proposicio´n 3.1, i.e. ‖νa‖ < βa, y cuya
cota esta´ dada por
‖τ‖ ≤ βτ0 + βτ1‖νu‖ (26)
Lema 3.2 (Dina´mica interna del AUV bajo el control MDI).
Considere el subsistema no actuado (25), excitado por el aco-
plamiento del subsistema actuado controlado por la ley (19).
Asumiendo ﬂotabilidad neutra y que existe razonablemente amor-
tiguamiento hidrodina´mico lo suﬁcientemente grande, entonces
la dina´mica interna del AUV subactuado es globalmente es-
table, con el punto de equilibrio (ηu, νu)
∗ = (η∗u, 0) dado por
gu(θ∗) = 0, donde θ∗ corresponde a la orientacio´n donde el
vector deﬁnido desde el centro de ﬂotabilidad al centro de ma-
sas esta´ alineado y tiene la misma direccio´n que el vector de
gravedad.
Demostracio´n. Considere la dina´mica del AUV subactuado (12)
con el control MDI (19) y con estados para cada subsistema de-
ﬁnidos como xu = (ηTu , νTu )T ∈ R12−2p y xa = (ηTa , νTa )T ∈ R2p.
Los puntos de equilibrio de la dina´mica no actuada quedan
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deﬁnidos para (x˙u, x˙a) = (0, 0) como las raı´ces de gu(θ∗) =
S T g(θ∗) = 0, las cuales provienen ya sea del espacio rango de
S (equivalente al espacio nulo de S T y por construccio´n al es-
pacio nulo de B) o de las raı´ces de g(θ∗) = 0. Note que estas
raı´ces son tambie´n los puntos de equilibrio, en lazo abierto, de
cualquier vehı´culo submarino, Leonard (1997) y se obtienen di-
rectamente de (4) implicando las condiciones de: 1) ﬂotabilidad
neutra, i.e. m = ρV; y 2) a la luz de la condicio´n anterior, alinea-
cio´n de la lı´nea del centro de ﬂotabilidad al centro de masas del
vehı´culo: r˜bg = rb − rg colineal a la direccio´n de la aceleracio´n
de la gravedad, i.e. r˜bg×RT (ϑ)g0 = 0. Esta u´ltima condicio´n in-
dica la existencia de dos puntos de equilibrio de orientacio´n de
todo el sistema: a) con el centro de ﬂotabilidad abajo del centro
de masas y b) con el centro de ﬂotabilidad arriba del centro de
masas. En estas condiciones la energı´a potencial (5) se escribe
como U(η) = mr˜bg · (RT (ϑ)g0), la cual tiene valores ma´ximo y
mı´nimo dados respectivamente por los puntos de equilibrio a)
y b).
Considere funcio´n la siguiente funcio´n global deﬁnida po-
sitiva
Vu =
1
2
νTu Muu0νu + Uu(ηu) + U0u ≥ 0 (27)
con Uu deﬁnida en (18) y
U0u = −Uu(η∗u) > 0 (28)
tal que Vu(0) = 0. Note que so´lo el punto de equilibrio b) cum-
ple con la condicio´n (28), y entonces (27) es una Funcio´n de
Lyapunov para dicho punto de equilibrio. La derivada de (27) a
lo largo de las trayectorias (25) resulta
V˙u = νTu
(
τ −Cuu0 (ν)νu − Duu0 (ν)νu − gu(η)
)
+ η˙Tu
∂Uu
∂ηu
= νTu τ − νTu Duu(ν)νu + νTu MuaMaa−1 [Cau + Dau] νu
A la luz de 1) la existencia de las cotas establecidas en (7),
2) al acotamiento de νa debido a la proposicio´n 3.1 y 3) a la
cota de τ en (26); podemos establecer que la expresio´n anterior
esta´ mayorada como
V˙u ≤ −
(
λM{Duu} − βc
)
‖νu‖3 + βτ1‖νu‖2 + βτ0‖νu‖ (29)
con βτ0 > 0, βτ1 > 0 y
βc =
σM{Mua}
λm{Maa}
(
σM{Cau} + σM{Dau}
)
> 0
Siendo el te´rmino cu´bico en (29) dominante cuando νu es gran-
de, es claro que en un entorno altamente dispativo tal que
λM{Duu} > βc (30)
entonces existira´ un tiempo ﬁnito tu ≥ t0 tal que (29) es semine-
gativa deﬁnida. Por lo tanto surge una regio´n de atraccio´nMu
centrada en el punto de equilibrio b), delimitada por un radio
δ =
−βτ1±
√
β2τ1−4(λM {Duu}−βc)βτ0
2(λM {Duu}−βc) , tal que V˙u < 0 fuera deMu. Esto
indica que, bajo la condicio´n de estabilidad (30), νu es acotada
para toda νu(t0) ∈ Mu; por lo tanto ‖νu(t)‖ ≤ δ ∀ t ≥ tu , lo
que permite concluir que en e´stas condiciones las variables no
actuadas de velocidad son tales que νu ∈ L∞. Adicionalmente,
evocando el Principio de Invariancia de LaSalle resulta que la
dina´mica interna (25) es globalmente estable en el sentido de
Lyapunov, alrededor de una regio´n de atraccio´n centrada en el
punto de equilibrio b).
Note, que debido a la positividad deﬁnida de M¯ > 0 y del
complemento de Schur Muu0 > 0, se tiene λm{Muu}λm{Maa} >
σ2M{Mua}. Ası´, los valores propios de Muu = S T MS y Maa =
B+MB+T siendo del mismo orden de magnitud, se cumple que
σM{Mua}/λm{Maa} ≤ 1. Igualmente, debido a D¯ > 0 ⇒ Duu −
DuaD−1aa Dau > 0 y adema´s si D = DT entonces λm{Duu}λm{Daa} >
σ2M{Dua}, y de la misma manera se cumple λm{Duu} > σM{Dua}.
De lo anterior queda claro que
λM{Duu}  σM{Mua}
λm{Maa} σM{Dau}.
Por otro lado, las superﬁcies de control de las coordena-
das actuadas tı´picamente se disen˜an tal que presentan bajo coe-
ﬁciente de amortiguamiento hidrodina´mico, a costa de un al-
to coeﬁciente de las superﬁcies de los grados de libertad no
actuados. Esto implica tambie´n que las variables no actuadas
se mueven ma´s lentamente que las actuadas, lo que disminuye
la inﬂuencia de σM{Cau}, manteniendo por lo tanto la validez
pra´ctica de la condicio´n (30).
3.3. Resultado Principal
Los lemas y la proposicio´n dados, indican que el control
(19)-(20) estabiliza localmente exponencialmente las coorden-
das actuadas del AUV subactuado, con una dina´mica interna
residual estable dada por los grados de libertad no actuados.
Enunciamos este resultado con el siguiente teorema:
Teorema 3.1 (AUV subactuado con Control MDI). Conside-
re el AUV subactuado (1), sin perturbaciones del ﬂuido, con el
control (19)-(20) sobre el subsistema completamente actuado y
trayectorias de consigna suaves, donde la coordenada lagran-
giana alineada a la gravedad es actuada. Entonces, el sistema
de lazo cerrado garantiza que se induce un modo deslizante en
la variedad de error actuada, tal que local exponencialmente el
error de seguimiento de las coordenadas actuadas convergen,
con una dina´mica subactuada estable, sujeta a que el amorti-
guamiento hidrodina´mico sea suﬁcientemente grande y cumpla
con la condicio´n (30).
Demostracio´n. La Proposicio´n 3.1, apoyada en el lema 3.1,
enuncia la existencia de modos deslizantes en el espacio de las
coordenadas actuadas y la correspondiente convergencia expo-
nencial local de la dina´mica de error de la coordenadas actua-
das, provisto que 1) el error de condiciones iniciales sea lo suﬁ-
cientemente pequen˜o y 2) la dina´mica interna sea estable. Esta
segunda condicio´n se prueba en el lema 3.2, do´nde la condi-
cio´n ﬂotabilidad neutra es reemplazada con la condicio´n de que
la coordenada vertical sea actuada (alineada a la gravedad, con
convergencia exponencial) y bajo la condicio´n (30), es decir
que el AUV opere en un entorno disipativo. QED
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Figura 3: Diagrama de las leyes de control MDI-A y MDI-C
3.4. Consideraciones para la Implementacio´n
La ley de control (19)-(20), que garantiza la convergencia
exponencial de las coordenadas actuadas νa y ηa, requiere el
operador Ja(ϑ), en el ca´lculo de la referencia nominal νra. Este
operador, deﬁnido de la separacio´n de coordenadas por el ra-
zonamiento en (17), puede ser calculado de la siguiente forma.
Considere un proyector del espacio rango de B, equivalente al
espacio nulo de S , como S¯ = span{BB+} = span{I − S S T } tal
que B¯ = S¯ T B es una matriz cuadrada de rango completo de di-
mensio´n p. Note que las coordenadas actuadas se obtienen de
(10) como νa = BTν o bien de forma sucinta como νa = B¯Tν f ,
donde ν f ∈ Rp son coordenadas actuadas fı´sicas. Por otro la-
do, las coordenadas actuadas pueden tambie´n obtenerse de (1b)
y (10) como νa = BT J(ϑ)η˙ y dependen de todo el vector de
velocidad generalizada η˙, excepto en la vecinidad del origen
(cuando J → I), donde el mapeo puede ser expresado u´nica-
mente con las coordenadas aﬁnes a las direcciones actuadas,
justamente como νa = Ja(ϑ)η˙a, con
Ja(0) = B¯T ⇒ Ja(·) = BT S¯
Si bien, este mapeo no es va´lido en todo el espacio de los para´me-
tros de orientacio´n y no puede emplearse con coordenadas ab-
solutas, sı´ es va´lido con coordenadas relativas o errores de pose,
como en el error de seguimiento (20e); debido a que siempre es
posible establecer en todo momento un referencial inercial arbi-
trario para el cual las coordenadas de error de posicio´n puedan
ser mapeadas por el operador BT S¯ . En e´stas circunstancias, es
posible deﬁnir las siguientes variedades escalares independien-
tes, de coordenadas fı´sicas actuadas:
s fi = Δν fi+KαiΔη fi ; sd fi = s fi (t0)e
−κ(t−t0); sq fi = s fi− sd fi ;
sr fi = sq fi + Kγi
∫ t f
t0
sgn(sq fi ) dt (31)
a partir de las cuales se puede reconstruir la variedad vectorial
(20) como
sra = B¯T sr f , con sr f =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
sr f1
...
sr fp
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ∈ R
p
sin la dependencia del operador Ja; y donde cada variedad esca-
lar genera un modo deslizante integral, segu´n el lema 3.1. Con-
secuentemente la ley de control MDI (19) puede tomar cual-
quiera de las siguientes formas:
u = −Kd B¯T sr f MDI-A (32a)
= −B¯−1 K¯d sr f MDI-C (32b)
donde K¯d = B¯KdB¯T > 0. Cabe resaltar que bajo la forma (32a),
la ganancia Kd pondera la inﬂuencia de los modos deslizantes
integrales de las coordenadas fı´sicas actuadas sobre los actua-
dores; mientras que la forma (32b), la ganancia K¯d lo hace di-
rectamente sobre dichas coordenadas, tal como lo harı´a un con-
trol disen˜ado sobre las coordenadas fı´sicas como serı´a un PID.
Como se puede ver en la ﬁgura 3, la evaluacio´n de las varieda-
des escalares es casi tan simple como la de un control lineal.
4. Simulaciones
Como caso de estudio se considero´ el AUV tipo RRC ROV
II, de la ﬁgura 1. El simulador fue programado en Simulink con
un integrador nume´rico ODE RK4 a paso ﬁjo de h = 0.001 ms.
Los para´metros son los reportados en Chin et al. (2006), con
centro de ﬂotabilidad en rb = (0, 0,−0.048) m, justo por arriba
del centro de masas en rg = (0, 0, 0) m. El AUV esta´ equipa-
do con tres impulsores para actuar las direcciones de despla-
zamiento frontal (surge), inmersio´n (dive) y acimut (heading),
dejando subactuadas las direcciones de cabeceo (roll), el alabeo
(pitch) y el desplazamiento lateral (sway). Ası´, la matriz de re-
particio´n de empujes B es deﬁnida como en (2), con l1 = 0.5 m
y l3 = 0.3 m.
Aunque la dina´mica de los actuadores no es considerada en
el ana´lisis de estabilidad, sı´ lo es para propo´sitos de simulacio´n,
con el modelo propuesto en Blanke et al. (2000), que incluye
los pares de carga generados por las he´lices de los propulsores
y las saturaciones de los mismos.
Para simpliﬁcar el disen˜o de control y a la vez veriﬁcar su
robusteza ante incertidumbres del modelo se considera que el
tercer impulsor esta´ alineado a lo largo del eje local cenital zv,
es decir l3 = 0. Acorde con esta conﬁguracio´n, las coordenadas
actuadas fı´sicas, las coordenadas generalizadas aﬁnes a estos
movimientos y los errores son, respectivamente:
νa =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
u+l1r
u−l1r
w
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ; ν f =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
u
w
r
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ; Δηa =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δx
Δz
Δψ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Figura 4: Seguimiento de trayectorias con el control MDI-A
Ası´, tenemos los siguientes operadores
Ja(0) = B¯T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 l1
1 0 −l1
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ; B¯−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2 0
1
2l1
1
2 0 − 12l1
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
No´tese que los pares de carga de las he´lices y el desplaza-
miento l3  0 del tercer impulsor inducen momentos al siste-
ma, no contemplados en el disen˜o del control, alrededor de los
tres ejes cartesianos no inerciales. Se aclara que no se incluye
ningu´n lazo interno de control para los impulsores.
Debido a que el control de desplazamiento frontal se reali-
za a nivel de la velocidad, las ganancias para esta coordenada
son forzadas de manera que el modo deslizante inducido en es-
ta direccio´n no contemple el error de posicio´n frontal Δx. Es-
to se puede lograr deﬁniendo Kα como diagonal y anulando el
te´rmino correspondiente en esta coordenada.
La trayectoria propuesta es una helicoidal, mostrada en la
Fig. 4 (lı´nea roja) con un radio de A = 20.0 m y frecuencia an-
gular de k = 0.008 rad/s, con una velocidad de inmersio´n de
z˙ = 0.05m/s y con condiciones iniciales de posicio´n y veloci-
dad dadas por η0 = (0, 10, 1, 0, 0, 0)
T y ν0 = 0T (con unidades
de metros para las distancias, radianes para las orientaciones,
m/s para velocidad lineal y rad/s para la velocidad angular).
xcsg(t) = A sin(kt) m φcsg(t) = 0 rad
ycsg(t) = A(1 − cos(kt)) m θcsg(t) = 0 rad
zcsg(t) = 0.05t m ψcsg(t) = k t rad
Para la generacio´n de las trayectorias deseables admisibles
se consideran las leyes de guiado (LG), dependientes del estado
x = (ηT , νT )T , de Breivik and Fossen (2009):
ud(x, t) = ucsg(t) cosχr cos υr + γs (33a)
zd(t) = zcsg(t) (33b)
ψd(x, t) = arctan
(
fn(χr, υr, χp, υp)
fd(χr, υr, χp, υp)
)
(33c)
con
Figura 5: Variables del error del esquema look-ahead
fn = sin χp cos χr cos υp cos υr + cos χp sin χr cos υr − sin υp sin υr sin χp
fd = cos χp cos χr cos υp cos υr − sin χp sin χr cos υr − sin υp sin υr cos χp
y con para´metros de guiado (ver Fig. 5) dados por Δe = 2
(largos del vehı´culo), γ = 0.1 y do´nde las variables χr y υr
son los a´ngulos de los cosenos directores (horizontal y vertical
respectivamente) del vector de “direccio´n” Ud, deﬁnido en el
esquema look-ahead, las variables χp y υp son los a´ngulos de
los cosenos directores del vector de la velocidad de consigna
ucsg = (x˙csg, y˙csg, z˙csg)T , tangente a la trayectoria de consigna en
el punto p(t), expresado en coordenadas del referencial inercial
y s es el error de desplazamiento frontal. La velocidad frontal
de consigna es ucsg = ‖ucsg‖; y para este ejemplo, constante.
Finalmente, las simulaciones se realizaron durante un lap-
so de 700 segundos donde se introduce una perturbacio´n “em-
parejada” (matched) con la entrada de control, en t = 400s,
consistente en un escalo´n de 10 volts aplicado al impulsor F2,
modelando una falla en la electro´nica del manejador de dicho
impulsor.
Para ﬁnes comparativos se considera la ley de control PID
u = B¯−1
(
−Kˆdδ˙ − Kˆpδ − Kˆi
∫ t f
t0
δdt
)
, con δ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δu
Δz
Δψ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
A ﬁn de hacer equivalentes las condiciones del control con los
esquemas MDI (sin medicio´n de aceleracio´n) el control de ve-
locidad frontal se implementa como PI, anulando la ganancia
Kˆd en esta coordenada.
La sintonizacio´n de las ganancias para estos tres esquemas
se realizo´ de forma heurı´stica con el ﬁn de no depender del co-
nocimiento de los para´metros del modelo, priorizando el tiem-
Tabla 1: Ganancias de los Controladores
Control PID s f , sd f , sr f
Variables Kˆd Kˆp Kˆi Kα Kγ κ
Velocidad u 0 20 1 0 0.1 1
Profundidad z 10 30 1 2 0.1 1
Acimut ψ 1 10 0.1 1 0.1 1
MDI-A : Kd = diag(20, 20, 20);
MDI-C : K¯d = diag(10, 20, 10)
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Figura 6: Sen˜ales de control (arriba) y fuerzas en los impulsores (abajo). De izquierda a derecha: impulsores 1,2 y 3 respectivamente. Control MDI-A en negro,
MDI-C en rojo y PID en azul.
po de establecimiento y limitadas por la aparicio´n de inestabi-
lidad, debida al efecto de ventaneo o wind-up, producido por
el efecto integral de las leyes de control y los lı´mites de sa-
turacio´n de los actuadores (ver tabla 1). En particular, la sin-
tonizacio´n de las ganancias para el esquema MDI-C sigue el
procedimiento de Parra-Vega et al. (2003). Las ganancias del
esquema MDI-A se obtuvieron del esquema anterior, tomando
u´nicamente los valores diagonales de la transformacio´n resul-
tante de (32): Kd = B¯−T K¯d B¯−1, y modiﬁca´ndolas para mejorar
los tiempos de establecimiento sin excitar el ventaneo. Las ga-
nancias del esquema PID se establecieron a partir de las ganan-
cias usadas en el esquema MDI-C, por las relaciones Kˆd = K¯d,
Kˆp = KαK¯d y Kˆi = KγK¯d, Parra-Vega et al. (2003); y ajusta´ndo-
las de forma heurı´stica tambie´n para encontrar el mejor com-
promiso entre el tiempo de establecimiento sin excitar el venta-
neo y las ganancias de los controles de orientacio´n y velocidad
frontal, que comparten los mismos actuadores.
4.1. Resultados
En la Fig. 4 se aprecia el seguimiento (en azul) de la trayec-
toria admisible de consigna (en rojo) cuando el AUV es con-
trolado con la ley MDI-A. Debido a que los controles MDI-C
y PID obtienen resultados similares a esta escala, es necesario
veriﬁcar las curvas de desempen˜o por coordenadas, Figs. 7 y 8,
para apreciar las diferencias. En las ﬁguras 6, 7 y 8 se presen-
tan, de manera comparativa, los resultados de las tres leyes de
control, con la ley de control MDI-A en negro, la ley de control
MDI-C en rojo y la ley PID en azul.
En la Fig. 6 se muestran las sen˜ales de control para cada
unos de los impulsores y el empuje suministrado por cada uno
de ellos. El primer transitorio se produce debido a las condi-
ciones iniciales del error correspondiente, observa´ndose que el
impulsor 1 tiene menor magnitud que el impulsor 2, debido a
que este u´ltimo queda del lado exterior de la trayectoria helicoi-
dal, por lo que necesita mayor empuje para generar el momento
necesario para girar. El segundo transitorio en t = 400s se debe
a la “falla” del manejador del impulsor 2, lo que produce un
aumento instanta´neo de la fuerza debido a un “cambio del mo-
delo” visto por el impulsor. No´tese que las 3 leyes de control
compensan adecuadamente el “error en el modelo”, al reducir
correctamente la sen˜al de control.
En la Fig. 7 (arriba) se muestran las trayectorias deseadas
LG. En los casos de velocidad frontal y orientacio´n acimutal, a
diferencia de la profundidad, las trayectorias deseadas son dife-
rentes para cada caso debido a su dependencia del estado. No´te-
se que siendo la misma funcio´n cinema´tica para los tres contro-
les dina´micos mostrados, e´stas convergen con tiempos diferen-
tes, ya que el esquema LG ajusta la velocidad de la trayectoria
deseada para corregir el error de posicio´n. A partir de estas tra-
yectorias deseadas se generan los errores de las coordenadas
fı´sicas actuadas, mostradas en la Fig. 7 (abajo). En el caso de
la velocidad frontal, cuya consigna es constante, el PI muestra
un mejor desempen˜o que el MDI-C, tanto en valor ma´ximo co-
mo en tiempo de establecimiento del error de velocidad. Con
respecto al MDI-A, la diferencia no es tan clara, ya que si bien
se obtiene un menor valor ma´ximo de error, el tiempo de es-
tablecimiento es mayor. En los casos de error de profundidad
y orientacio´n, donde el problema de seguimiento (trayectoria
temporal) esta´ deﬁnido a nivel de posicio´n, ambos esquemas
MDI muestran un notorio mejor desempen˜o que el PID, tan-
to en el error ma´ximo como en el tiempo de establecimiento.
Este u´ltimo muy superior con los esquemas MDI. La misma
situacio´n se aprecia al presentarse la perturbacio´n en el impul-
sor. Entre los esquemas MDI-A y MDI-C, se puede apreciar, en
el error de velocidad frontal, que el esquema MDI-A mantiene
tanto un menor error como un menor tiempo de desempen˜o.
Finalmente la Fig. 8 muestra la evolucio´n de las coordena-
das no actuadas do´nde los esquemas MDI son claramente supe-
riores al PID en el desplazamiento lateral, aunque menos claros
en las coordenadas de alabeo y cabeceo. Note que estas dos
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Figura 7: Trayectorias deseadas admisibles de coordenadas fı´sicas actuadas (arriba) y evolucio´n del error δ correspondiente (abajo). De izquierda a derecha:
Velocidad frontal de referencia ud m/s, Profundidad deseada zd m y acimut deseado ψd rad. Control MDI-A en negro, MDI-C en rojo y PID en azul.
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Figura 8: Evolucio´n de las coordenadas no actuadas. De izquierda a derecha: Error de desplazamiento lateral e(t) m, Alabeo φ(t) rad y Cabeceo θ(t) rad. Control
MDI-A en negro, MDI-C en rojo y PID en azul.
coordenadas no actuadas no convergen al origen como lo hacen
las coordenadas actuadas o la sen˜al de error del desplazamien-
to lateral (no actuado), aunque sı´ se mantienen acotadas dentro
de una regio´n de atraccio´n como lo establece el lema 3.2. La
convergencia de la coordenada no actuada del desplazamiento
lateral se debe a las leyes de guiado que utilizan esta coordenada
en la retroalimentacio´n cinema´tica. De esta manera, la dina´mi-
ca interna del sistema con ambos lazos de control so´lo contiene
las coordenadas de orientacio´n no actuadas.
En el caso de estudio se puede apreciar que el esquema
MDI-A tiene, en general, un mejor desempen˜o que el MDI-C ya
que con ganancias ma´s pequen˜as converge ma´s ra´pido y genera
errores ma´s pequen˜os. El comparativo contra un cla´sico control
PID muestra que los tres esquemas compensan incertidumbre
parame´trica (oﬀset del tercer impulsor) y del modelo (dina´mica
no lineal no afı´n y efectos de carga de los impulsores), au´n suje-
to a perturbaciones emparejadas al control, mostrando robustez
ante estas variaciones. Adema´s aunque para coordenadas con-
troladas a nivel de velocidad no hay una ventaja evidente en los
transitorios, sı´ la hay por parte de los esquemas MDI para las
coordenadas controladas a nivel de posicio´n u orientacio´n.
5. Conclusiones
Un ana´lisis del modelo cuasilagrangiano de vehı´culos sub-
marinos permite expresar el modelo del submarino subactuado
como el acoplamiento dina´mico de dos subsistemas uno de los
cuales es no actuado y otro completamente actuado. La pasi-
vidad independiente de estos subsistemas garantiza que si las
coordenadas actuadas permanezcan acotadas, tambie´n lo hara´n
las coordenadas no actuadas, de lo cual se deduce que un con-
trol suﬁcientemente robusto ante incertidumbres o perturbacio-
nes parame´tricas o de modelo puede estabilizar el sistema ac-
tuado.
Un control de modos deslizantes integrales en el subsiste-
ma actuado estabiliza exponencialmente dicho subsistema, cu-
ya validez es local debido a las condiciones de existencia del
modo deslizante, y bajo la condicio´n que la dina´mica interna
sea estable. Si bien esta propuesta no estabiliza asinto´ticamente
las coordenadas no actuadas; como lo hacen otras leyes de con-
trol ma´s complejas como el control anidado (o backstepping) -el
cual estabiliza todas las coordenadas a un costo computacional
y de implementacio´n muy alto al requerir conocimiento exacto
del modelo (y su regresor), de algunas de sus derivadas parcia-
les y las derivadas del estado- el enfoque propuesto no ignora
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la dina´mica interna, inducida por la ley de control sobre el sub-
sistema no actuado y no depende del conocimiento del modelo.
El ana´lisis establece que e´sta es globalmente estable alrededor
del punto de equilibrio de estabilidad rotacional si se cumple
una condicio´n de disipatividad, que es fa´cil de encontrar en la
pra´ctica debido al entorno acua´tico, naturalmente disipativo, y
se cuenta con ﬂotabilidad neutra, ya sea natural del sistema o
inducida como coordenada actuada.
Por otro lado, es posible reescribir la ley de control con tra-
yectorias y coordenadas fı´sicas actuadas, al deﬁnir variedades
escalares con las mismas propiedades que la variedad vecto-
rial original, con la ventaja de eliminar la dependencia de un
operador cinema´tico difı´cil de deﬁnir, resultando dos esquemas
donde el control multivariable acoplado se pondera de manera
diferente sobre el espacio de los actuadores o sobre el espacio
de las coordenadas fı´sicas actuadas.
El uso de leyes de guiado cinema´tico que cumplen con la
condicio´n de generar trayectorias suaves permite la reduccio´n
de la dimensio´n de las trayectorias de consigna cinema´ticas a
la dimensio´n de las sen˜ales de control y adicionalmente, al usar
parte del estado no actuado en la retroalimentacio´n cinema´tica,
reduce la dina´mica interna del sistema.
Ası´, consideramos que este enfoque constituye una alterna-
tiva pra´ctica, ya que garantiza seguimiento exponencial de la
dina´mica actuada con un bajo costo computacional; por lo que
estas propuestas MDI-A y MDI-C adquieren relevancia dado su
simplicidad (ver Fig. 3), en comparacio´n con la complejidad de
la planta a controlar.
English Summary
Model Free Control Based on Integral Sliding Modes for
Underactuated Underwater Robots.
Abstract
A combination of a model-free control law at the dynamic le-
vel and a guidance law at the kinematic level is proposed for
the tracking of an underactuated underwater robot vehicle. The
closed-loop system gives rise to chattering-free integral sliding
modes for local exponential tracking of actuated coordinates,
while ensuring a global stable internal dynamics under certain
conditions easy to meet in practice. The design methodology
relies on a careful manipulation of the quasi-lagrangian model
of the underwater vehicle with a control law that is indepen-
dent of dynamic model and its parameters assuming full access
to the state. Comparative simulations versus a PID show the
feasibility and robust behavior under parametric and model un-
certainties.
Keywords: Model-Free Control, Integral Sliding Mode Control,
Underactuated Systems, Underwater Vehicles.
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