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Communities play a crucial role to describe and analyse modern networks. However, the size of
those networks has grown tremendously with the increase of computational power and data storage.
While various methods have been developed to extract community structures, their computational
cost or the difficulty to parallelize existing algorithms make partitioning real networks into commu-
nities a challenging problem. In this paper, we propose to alter an efficient algorithm, the Louvain
method, such that communities are defined as the connected components of a tree-like assignment
graph. Within this framework, we precisely describe the different steps of our algorithm and demon-
strate its highly parallelizable nature. We then show that despite its simplicity, our algorithm has
a partitioning quality similar to the original method on benchmark graphs and even outperforms
other algorithms. We also show that, even on a single processor, our method is much faster and
allows the analysis of very large networks.
PACS numbers: 89.75.Fb, 05.10.-a, 89.65.-s
INTRODUCTION
Over the years, the evolution of information and com-
munication technology in science and industry has had
a significant impact on how collected data are being
used to understand and analyse complex phenomena [1].
With the increase in storage capacity and computational
power, the amount of collected data has grown tremen-
dously. Many researchers believe nowadays that clever
analysis of those so-called Big Data are at the core of
many successful projects and that suitable algorithms
must be developed to deal with such data [2, 3]. In
this context, graph theory has provided powerful tools
to identify relevant patterns in the data. Indeed, the
content of such large databases can often be expressed
as a set of agents, represented as nodes, associated with
their mutual interactions, represented as edges, revealing
a network structure [4, 5]. Examples are telecommunica-
tion networks, with calling and texting habits revealing
interactions between mobile phone users [6], online so-
cial networks of friendships [7], or the World Wide Web
[8]. As mentioned already, a common attribute of mod-
ern networks is their fast growing size. The mobile phone
penetration in the world is close to 85% with an estimate
of 6 billions devices around the globe, the largest online
social network now records more than 1 billion users and
the size of the web was recently estimated at about 40
billions pages. These networks are too large to compre-
hend and even a simple visualization of the network is
often impossible.
To establish some behavioural properties about the ob-
jects of interest, a popular technique is to cluster together
highly similar nodes. When the pairwise node similar-
ity is encoded in the edge weight, this task is known
in graph theory as community detection and has been
introduced by Newman [9]. Community detection has
already proven to be of great interest in many different
research areas such as epidemiology [10], influence and
spread of information over social networks [11, 12], anal-
ysis of the air transportation network [13], detection of
roles in metabolic networks [14], image processing [15],
etc. There is no universally accepted definition of com-
munities. However, they are informally defined as sets
of nodes with high internal density, either in the num-
ber of internal edges or their weight, and low external
density with the rest of the network. Hence, to extract
community structures, various cost functions have been
proposed based on suitable rewards for edges that are
present or penalties for missing edges within each com-
munity. These cost functions are in general optimized
over the community assignment of each node. Under
some cost symmetry assumptions, a general class of cost
functions has been proposed by Reichardt and Bornholdt
[16] as
QRB =
N∑
i,j=1
(Wij − γRBpij) δ (σi, σj) . (1)
Here, W is the weighted adjacency matrix of the graph of
N nodes, pij is the expected weight of an edge between
nodes i and j known as the random null model and γRB
is a resolution parameter. In this model, σi denotes the
community index of node i and δ (σi, σj) = 1 if σi = σj
and 0 otherwise. One of the most popular cost functions
for community detection is the modularity introduced
by Newman & Girvan [17–19] which can be obtained
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2by choosing γRB = 1 and pij =
kouti k
in
j
m , where m is
the sum of the weight of all the edges in the graph and
k
in/out
i is the incoming (respectively outgoing) strength
of node i. Modularity compares the actual edge density
within each community to the expected edge density
in a random network with the same weighted degree
distribution. This cost function has been widely used in
various fields [13, 20–22] but recent studies have shown
that it suffers from a resolution limit [23, 24], i.e. the size
of the communities extracted based on the optimization
of modularity depends on the size of the network. To
avoid this undesirable property, other cost functions
have been defined such as the constant Potts model
[16, 25] where the expected weight pij = γ produces
communities whose sizes are independent of the scale of
the network and for which the optimal partition of the
entire graph is also optimal for any sub-graph induced
by a set of communities. While this cost function
provides in general a better partition of the network,
it might require to also optimize the parameter γ to
extract the most significant partition [25–28]. Another
efficient cost function, inspired by information theory,
has been defined by Rosvall & Bergstrom [29] and is
based on the compression of the description length of
the average path of a random walker over the network.
An exhaustive analysis of the existing cost functions to
detect communities in networks is out of the scope of
this paper but detailed reviews have been provided by
Fortunato [30] and Porter et al. [31].
Finding the optimal partition for a given cost function
is in general a difficult problem. For example, maximiz-
ing the modularity has been proven to be NP-hard [32].
Hence, different algorithms have been developed to ap-
proximate the optimal partition of a network. All the
existing heuristics designed to extract community struc-
tures have to balance the quality of the partition with
respect to the time complexity of the algorithm. In this
paper, we propose a synchronous version of the so-called
Louvain method developed by Blondel et al. [33]. We
show that the communities extracted by our algorithm
are of similar quality but with a much smaller time com-
plexity as well as being highly synchronizable on a paral-
lel architecture. In the next sections, we first briefly re-
view the original algorithm of Blondel et al. and present
each step of our hierarchical procedure. We then as-
sess the quality of the extracted clusters and the aver-
age computational time required by our algorithm and
some other popular methods on benchmark graphs. We
show that our algorithm outperforms the other methods
in terms of computational complexity while producing
communities of similar quality.
REVIEW OF THE LOUVAIN METHOD
Our algorithm is designed to iteratively create com-
munity structures by using simple rules, largely inspired
by the so-called Louvain method [33]. The Louvain
method is a hierarchical clustering algorithm divided in
two phases. In the first phase, communities are initialized
such that each node defines its own community. Then,
based on a chosen cost function, individual nodes are se-
quentially moved to one of their neighbouring communi-
ties if that produces a positive gain of the cost function.
We call this a correction step. For example, using the
modularity cost function, one can compute the gain of
moving a node i to a community c as
QM (i→ c) =
∑
j∈c
(Wij +Wji)− k
out
i s
in
c
m
− k
in
i s
out
c
m
, (2)
where s
out/in
c is the sum of the outgoing/incoming
strength of nodes in community c, s
out/in
c =
∑
j∈c
k
out/in
j .
As a result, computing the gain to assign a node to
another community is an inexpensive operation if the to-
tal strength of each community is stored and updated
after each correction step. It is worth mentioning that
node assignments are often reconsidered so that it is pos-
sible to remove a node from its community and reassign
it to another community if that produces a positive gain
of the cost function according to the current community
distribution.
In a second phase, when no correction with a strictly
positive gain can be found for any node in the network,
the graph is collapsed to create a new network based on
the communities built in the first phase. Each community
is aggregated into a single node and the edges are aggre-
gated such that nodes in the collapsed graph are linked
by weighted edges (including self loops) representing the
sum of the edges between the associated communities in
the clustered graph. Formally, a graph represented by its
weighted adjacency matrix W ∈ Rn×n and a community
matrix C ∈ {0, 1}k×n, such that Cij = 1 if community i
contains node j, is collapsed to produce a new network
with k nodes represented by a weighted adjacency matrix
W = CWCT (3)
We call this an aggregation step.
These two phases are then recursively applied to the
collapsed graphs until no community can be found, i.e.
C is the identity matrix in the last step. Hence, the al-
gorithm defines potentially multiple hierarchical levels of
clustering. The finest level corresponds to a state where
each node defines its own community and each level of
the partition is composed of an aggregation of the com-
munities at the previous level.
3ALGORITHM 1: Synchronized Louvain
Input: G0(V0, E0) a graph
1: k = 0, G = G0
2: repeat
3: ∀ i ∈ Vk, ai = Assign(i) . assignment graph
4: ∀ i, ci = CCi(a) . connected components
5: s = |Vk| . # of switched nodes
6: while s > 0 do
Positive Correction:
7: while ∃i, Q(i→ ci) < 0 do . negative local gain
8: aci = Split(ci)
9: ∀ j ∈ ci, cj = CCj(a)
10: end while
Maximal Correction:
11: s = 0
12: for all i do
13: if Q(i→ ci) < Q(i→ cj) then
. non maximal local gain
14: ai = Switch(i→ cj)
15: s = s+ 1
16: end if
17: end for
18: if s > 0 then
19: ∀ i, ci = CCi(a)
20: end if
21: end while
22: Ck = {ci}
23: Gk+1 = Collapse(Gk, Ck) . community aggregation
24: k=k+1
25: until |Vk| = |Vk−1|
Output: {Ck}
While this algorithm has proven to produce good com-
munity structures [33], it might require much time to cre-
ate the output partition of large networks because of the
sequential correction steps. Indeed, each node might be
considered many times before no more improvements can
be found for the partition. Those sequential correction
steps also make the algorithm hard to parallelize on a
multiple core architecture, making the analysis of very
large networks computationally challenging.
SIMULTANEOUS LOCAL NEIGHBOURHOOD
SEARCH ALGORITHM
We propose to alter the correction steps applied in the
Louvain algorithm to produce synchronized corrections
of the nodes, allowing a high degree of parallelization
on multiple processors. The aggregation step has been
kept to provide different hierarchical levels of communi-
ties. The pseudo-code of our algorithm[34] is presented
in Algorithm 1 and the next sections highlight the main
(a) Input graph
(b) Assignment graph
FIG. 1: Based on an input graph (a), the assignment graph,
defining the communities, is computed by choosing the best
neighbour for each individual node (b) (Color online: orange
nodes form the strongly connected component (SCC) and
green nodes constitute multiple directed branches leading to
the SCC)
differences with the original Louvain method.
Assignment graph
Our algorithm is designed to build communities
spanned by directed tree-like structures covering the en-
tire network. To initialize the community structure, each
node is assigned to its best neighbour based on the cho-
sen cost function independently of the choice of the other
nodes (function Assign, Algorithm 1, step 3). For nodes
having multiple neighbours that provide the best positive
gain, one of them is chosen at random. Using the modu-
larity cost function, the best neighbour of each node can
be computed as
∀i, ai = arg max
j
QM (i→ {j}) . (4)
One can see that each node has a null gain to be as-
signed to itself, QM (i→ {i}) = 0. This implies that
the gain to assign each node to its best neighbour must
be non negative and all nodes without any neighbour
that provides a positive gain will always be self-assigned.
As depicted in Figure 1b, this assignment step produces
the initial structure of our communities defined as the
4(a) Initial community (b) Branch split (c) SCC split
FIG. 2: Positive correction step applied to an input community (a) containing a node with negative local gain. The possible
splits are either to remove one assignment within any of the branches (b) or any pair of assignments within the SCC (c).
Positive corrections always lead to a bisection of the input community.
weakly connected components of the assignment graph.
Each community contains exactly one directed cycle, the
strongly connected component (SCC), defining the core
of the community, and a set of directed branches leading
to the SCC. The SCC might be of any size, but there
is always one and only one SCC within each commu-
nity because they consist of a directed tree with exactly
one additional edge [35]. This tree-like structure span-
ning each community will be maintained through all the
phases of our algorithm.
While each node had previously chosen the neighbour
providing the largest positive gain of the cost function,
the synchronous assignments might produce communi-
ties in which the presence of some nodes decreases the
value of the cost function. As in the Louvain method,
this implies that some correction steps might be indi-
cated to increase the overall quality of the communities.
Our algorithm considers two types of corrections applied
recursively until a local optimum has been reached. We
call them the positive and the maximal corrections and
we will discuss them in the next sections.
Positive correction
The first type of correction is designed to ensure that
every node has at least a positive contribution to the
cost function. Indeed, when communities are built syn-
chronously, some nodes might have a negative local gain
in the constructed communities. We define the local gain
of a node i in its community ci as the sum of the assign-
ment gains with each of the vertices in this community,
e.g. using equation (2),
QM (i→ ci) =
∑
j∈ci
QM (i→ {j}) .
Therefore, for each community containing a node with
a negative local gain, QM (i→ ci) < 0, we recursively
look for the optimal bisection that maintains the rest of
the assignment graph. We call this procedure a positive
correction (function Split - Algorithm 1, step 8).
Within a community, two different kinds of bisection pre-
serving the rest of the assignment graph can be consid-
ered to increase the global value of the cost function, as
represented in Figure 2. First, the algorithm checks the
result of removing any single assignment within one of
the directed branches. If there exist multiple bisections
that produce a strictly positive gain of the cost function,
our algorithm selects the best amongst all the possible
removals, effectively splitting the community in two, see
Figure 2b. The node whose assignment is removed is
then considered self assigned, which implies that one of
the separated community will have a SCC of size 1. If
no positive correction can be found within any of the
branches, our algorithm computes the effect of removing
any pair of assignments within the SCC. This does not
increase dramatically the computational cost because the
SCC’s sizes are generally much smaller than the size of
the communities. Again, the best pair of assignments to
remove will be selected amongst all the strictly positive
splits and when such a positive correction is applied, the
two newly formed communities contain SCCs of size 1.
The positive correction of a community is dominated by
a linear complexity in the number of nodes within the
branches of a community and is independent of the state
of all the other communities, so each split can be assigned
to a different processor.
Maximal correction
When no more correction is required to ensure a posi-
tive contribution of every node in the network, we try to
further optimize the cost function by allowing nodes to
switch from one community to another (function Switch,
Algorithm 1, step 14). While the initial assignment was
5(a) Initial communities (b) Branch switch (c) SCC switch
FIG. 3: Maximal correction step applied to an input community (a) containing a node with non maximal local gain. If the
node is in one of the branches (b), the switch is applied to its entire tail. If the node is in the SCC (c), its tail spans the
complete community which leads to merging that entire community with the destination of the switch.
optimal if all nodes were alone, this is not the case
anymore because communities evolved from singletons
to more complex structures spanned by the assignment
graph. Based on the current distribution, one can com-
pute the gain of switching each individual node to one of
its neighbouring communities, e.g.
∆QM (i→ cj) = QM (i→ cj)−QM (i→ ci).
However, since nodes belong to the assignment tree-like
structure, when a node from a branch switches its com-
munity assignment, it will force the other nodes within
its tail to follow as represented in Figure 3b. If the ver-
tex was in the SCC of the community before the switch,
it will force the entire community to follow, see Figure
3c. So, for every node with a positive switching gain,
∆QM (i → cj) > 0, our algorithm computes the gain
of switching the community of its entire tail and only
accepts moves that produce positive global gains. We re-
fer to this procedure as the maximal correction step. If
we consider the modularity as the cost function to opti-
mize, then the assignment switch of node i with a positive
switching gain and a tail T (the set of nodes having a di-
rected path leading to i in the assignment graph), to the
community c will be accepted only if∑
k∈T∪{i}
∆QM (k → c) +
∑
k∈T∪{i}
QM (k → T ∪ {i}) > 0.
When a node switch is accepted, the destination of the
switch is computed as the best single node assignment
within the new community.
It is worth noticing that while the positive correction
steps only increase the number of communities, the max-
imal correction steps will in general decrease the number
of communities by reassigning nodes that were in a SCC
(effectively breaking the SCC), e.g. Figure 3c.
The maximal correction step does not use any other in-
formation than the current community distribution and
the community distribution is updated after all the as-
signment switches have been computed. This allows an
efficient use of a parallel processor architecture where
each core can handle a set of nodes independently.
This sequence of positive corrections followed by max-
imal corrections will be repeated until all the nodes are
assigned to the community with a maximal non-negative
gain in the current distribution. However, the edge
weight distribution might prevent this iterative scheme
to converge. Indeed, situations where mutually attrac-
tive or repulsive nodes permanently switch their com-
munity assignments often happen, producing an infinite
sequence of positive/maximal corrections. This kind of
phenomenon also arises on consensus problem for syn-
chronous multi-agent systems [36, 37]. While various
strategies can be applied, our algorithm is designed to
avoid this obstacle by accepting each individual maximal
correction with a probability p < 1. This probability
somehow balances the quality of the clustering with the
computational time required to meet a stable state and
guarantees the convergence. Indeed, when p < 1, one can
consider each possible assignment graph as a state in a
discrete-time Markov chain. One can then show that for
any initial state, there exists at least one path leading
to a steady state (i.e. an assignment graph without any
strictly positive switch), which in turn guarantees the
convergence of the algorithm with probability 1. When
p is large, more corrections are accepted increasing the
overall quality of the communities but also the number
of iteration to reach convergence. In all the experiments
conducted in this paper, p was set to 0.8.
When no more corrections provide a strictly positive
gain, the community graph is collapsed as in the Louvain
method (Algorithm 1, step 23). Then, this aggregated
graph is used as a new input for the procedure to pro-
vide a new hierarchical level of clustering. The algorithm
stops when there is no community structure in the last
collapsed graph and all meta nodes remain single com-
6munities.
In the next section we apply our algorithm to bench-
mark networks and compare it to other popular meth-
ods. We show that our algorithm qualitatively performs
almost as well as the Louvain method and outperforms
other methods while achieving a very small time com-
plexity.
BENCHMARK PERFORMANCE
We compare our algorithm with 6 other popular com-
munity detection algorithms: the Louvain method pro-
posed by Blondel et al. [33] that inspired our algorithm,
the fast modularity proposed by Clauset, Newman &
Moore [38], the Infomap method in its classical and hi-
erarchical versions, developed by Rosvall & Bergstrom
[29, 39], the multi-step greedy and vertex mover algo-
rithm by Schuetz & Caflisch [40] and finally the label
propagation method introduced by Raghavan et al. [41]
and implemented in the Igraph package [42].
The algorithms were compared on the popular LFR
benchmark [43] that produces weighted and directed net-
works controlled by several parameters such as the size
of the network, the degree distribution or the community
index of each node. The benchmark graphs created have
a “ground truth” community distribution defined a priori
that can be used to infer the quality of clustering algo-
rithms. Once the degree, the strength and the commu-
nity index of each node have been defined, weighted di-
rected edges are added to the graph to match as closely as
possible the previously chosen degree distribution, while
maintaining on average the value of two mixing param-
eters that induce the strength of the previously defined
communities. The mixing parameter on the topology µT
defines the expected proportion of edges for each node
that is directed outside its community. The mixing pa-
rameter on the weights µW defines the expected propor-
tion of the total weight of each node that is directed out-
side of its community. In other words, µT influences the
internal and external degree of each node while µW con-
trols the internal and external strength, i.e. the weighted
degree. Large values of mixing produce networks with
either more edges or edges with higher weight outside
of the a priori defined communities, effectively reducing
the strength of this structure and making it harder to
extract.
To compare the extracted partitions of each algorithm
with the a priori known community structure of the
benchmark graphs, we used the normalized mutual in-
formation (NMI) [44]. The NMI is a similarity measure
between two partitions X and Y that represents their
normalized mutual entropy and can be computed as
NMI(X,Y ) =
2I (X,Y )
H (X) +H (Y ) ,
where H (X) is the entropy of the partition X and
I (X,Y ) is the mutual information of the partitions X
and Y , given respectively by
H (X) =
∑
r
nr
N
log
nr
N
,
I (X,Y ) =
∑
r, s
nrs
N
logN
nr ns
nrs
,
with nr the number of nodes in community r and nrs the
number of common nodes in community r of distribution
X and community s of distribution Y . The NMI ranges
in [0, 1] and equals 1 only for identical distributions.
The results of our experiments on graphs with 10.000
nodes are presented in Figure 4. Each panel represents
the average result of an algorithm or a specific cost func-
tion. The x-axis indicates the value of µT and the y-
axis captures the value of µW . Each figure displays a
smooth interpolation of the average value of NMI com-
puted on 50 graphs for each couple of mixing parameters
(µT , µW ) ∈ [0, 1] × [0, 1] discretized with a step size of
0.05. The other parameters of the benchmark graphs
were set to an average degree of 30 and a community size
distribution in the range [100, 1000]. Very similar results
have been obtained with different sets of parameters.
The top left panel shows the results of our algorithm
applied to the modularity cost function and shows that
its performance is similar to the classical Louvain method
(second panel of first row). Indeed, the area of the region
covered with large values of NMI are almost identical and
while the values of NMI are slightly higher for the original
Louvain method, it also suffers of a steeper decay of NMI
for large values of µT .
Both algorithms clearly outperform the algorithm of
Clauset (4th panel, first row) and the Label propagation
method (4th panel, second row). The CPM cost function
provides good partitions but, its average performance is
not superior than the modularity. However, the γ pa-
rameter was not optimized to provide the best possible
solution which would have increased the overall quality.
The performance of the CPM is similar when optimized
using our algorithm or the Louvain method, so only one
panel is represented in Figure 4.
All algorithms perform badly above the dashed white
diagonal. This diagonal separation of the experimental
plane represents the set of points where µT = µW . The
LFR benchmark produces networks where the expected
weight of an internal and an external edge can be com-
puted as
〈wint〉 = 1− µW
1− µT ki , 〈wext〉 =
µW
µT
ki, (5)
where ki is the strength of node i. This implies that the
white dashed diagonal represents the set of points where
on average, the expected weight of an edge is identical
whether the edge is internal or external. This implies
7Synchronized Louvain Louvain CPM Clauset
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FIG. 4: Interpolation of the average value of NMI for each pair of mixing parameter (µT , µW ). The x−axis captures the value
of µT and the y−axis captures the value of µW . The mean value of NMI is computed for each of the 7 algorithms (CPM
stands for the Louvain method applied to a different cost function than modularity) on 50 realisations per mixing parameter
pair of the LFR benchmark with 10000 nodes, average degree of 30 and community size in the range [100, 1000].
that above the diagonal, edge weights start to be higher
outside of the communities, which makes those commu-
nities harder to extract and explains why all algorithms
suffer in this range. However, it is questionable if the a-
priori defined communities are still relevant in this range
and if it remains desirable that the algorithms extract
them. Clearly, the algorithm of Schuetz and Caflisch has
slightly better performance than all other algorithms in
this range of values, but this method produces values of
NMI that are lower everywhere else in the experimental
plane.
Finally the Infomap of Rosvall and Bergstrom performs
correctly in its classical version but does not produce
good hierarchical modules. The performance decay for
large values of µT is smoother, however it starts at a
smaller parameter value (around 0.6) producing a clear
band where our algorithm outperforms this method.
A comparison between the different algorithms is pre-
sented in Figure 5 where each curve corresponds to the
cumulative area covered by one algorithm for decreas-
ing value of NMI. The values of NMI were limited to
0.5 since lower values are irrelevant, the quality of the
extracted communities being as bad as communities cre-
ated at random. One can see that the Louvain method
clearly dominates all other algorithms with almost 50%
of mixing parameter couple for all NMI threshold larger
than 0.7. However, the distance between our algorithm
and the Louvain method is rather small for any NMI
threshold. The only other method that produces good re-
sults is CPM which is the Louvain method applied to the
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FIG. 5: Cumulative area covered in the experimental planed
of Figure 4 by each algorithm tested for decreasing value of
NMI.
constant Potts model cost function. As mentioned pre-
viously, both the Infomap and the algorithm by Schuetz
and Caflisch have a smaller area of large NMI. However,
those methods have a smoother decay for increasing NMI
threshold, leading to a larger region of mixing parameter
for NMI values smaller than 0.65. However, depending on
the application, such values of NMI might already be con-
sidered too small to produce relevant community struc-
tures. Finally, both the algorithm of Clauset et al. and
8the Label propagation method clearly have worse perfor-
mance than the other methods when applied to weighted
directed networks.
This shows that the qualitative performance of our al-
gorithm is similar to other popular techniques in com-
munity detection. However, the main achievement of
our algorithm is its very small time complexity together
with its highly parallelizable behaviour. We analysed the
computational time required by each algorithm to ex-
tract community partitions for benchmark graphs grow-
ing from 103 to 106 nodes. The average degree was set to
one hundredth of the number of nodes in the graph and
the community sizes were chosen between one hundredth
and one tenth of the number of nodes. The results are
presented in Figure 6. The left panel shows the aver-
age computational time for each method and the right
panel shows the average NMI value. Each algorithm was
tested against a set of mixing parameter couples with
µT , µW ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, µW ≤ µT .
To have a fair comparison, all the different algorithms
were tested with the C++ implementation provided by
the authors (except for the label propagation algorithm
for which we used the implementation of the Igraph c
package) and executed on dedicated single processors.
This implies that no external tasks could have slowed the
processor and perturbed the results. Some algorithms
were not tested for large graph sizes when the compu-
tational time required was larger than 1500 seconds and
the method by Clauset et al. was discarded early because
of memory issues leading to poor quality for the commu-
nities. It is clear from Figure 6 that our algorithm out-
performs all the other methods. We observed that our
synchronized algorithm performs between 5 and 20 times
faster than the classical Louvain method using modular-
ity. Even better performance could have been reached
using a dedicated parallel processor architecture. How-
ever, our algorithm is less suitable to analyse unweighted
networks. We observe that when applied to unweighted
networks, our algorithm slows down due to an increased
number of corrections required. When the assignment
graph is created, each assignment is solely controlled by
the degree of the neighbours for the modularity or is per-
formed at random for the constant Potts model. Con-
sequently, the number of corrections to extract an as-
signment graph revealing the community structure of the
graph increases significantly.
One can observe that even if our algorithm is much
faster, the quality of our method and the Louvain method
are so similar that the NMI curves coalesce. The decay
of quality for large sizes is due to the well known resolu-
tion limit problem of modularity previously mentioned.
This observation is confirmed by the 2 curves for the al-
gorithms applied to the constant Potts model (CPM) [25]
which leads to better quality of the partitions.
The explanation behind the large speed-up of our al-
gorithm lies in two observations. First, the two types of
correction we introduced allow to change the community
assignment of a large number of nodes at the same time
by considering the assignment graph and the tail of each
node. This leads to a clear computational gain compared
to sequential modifications. Another observation is that
even if the total number of corrections is about the same
for both algorithms, our method allows to find a steady
partition of the nodes in less iterations as displayed in
Figure 7. Each iteration requires to loop over all the
nodes and edges of the graph to check for possible in-
creases in the cost function. By reducing the required
number of iterations to reach convergence, our algorithm
extracts much faster the first hierarchical level of com-
munities which is the dominant factor in the total time
complexity.
CONCLUSION
Community detection is a challenging task but it pro-
vides powerful insights about the complex structures of
large networks and allows to analyse complex phenom-
ena at different scales. In this paper, we demonstrate
how the Louvain method can be altered to provide a
highly synchronizable algorithm to extract community
structures. Extensive testing has been done on the pop-
ular LFR benchmark and the partitions produced by our
algorithm are of quality similar to the original method
and even outperforms other popular algorithms. In the
meantime, our method exhibits a much smaller compu-
tational time by allowing multiple nodes to switch their
community assignment synchronously and reaching a sta-
ble partition with less iterations. In our future works, we
plan to provide a parallel implementation of the soft-
ware and to analyse weighted networks of unprecedented
sizes.
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