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Abstract—With the development of high-resolution fingerprint
scanners, high-resolution fingerprint-based biometric recognition
has received increasing attention in recent years. This letter
presents a pore feature-based approach for biometric recognition.
Our approach employs a convolutional neural network (CNN)
model, DeepResPore, to detect pores in the input fingerprint
image. Thereafter, a CNN-based descriptor is computed for a
patch around each detected pore. Specifically, we have designed
a residual learning-based CNN, referred to as PoreNet that
learns distinctive feature representation from pore patches. For
verification, the match score is generated by comparing pore
descriptors obtained from a pair of fingerprint images in bi-
directional manner using the Euclidean distance. The proposed
approach for high-resolution fingerprint recognition achieves
2.56% and 0.57% equal error rates (EERs) on partial (DBI)
and complete (DBII) fingerprints of the benchmark PolyU HRF
dataset. Most importantly, it achieves lower FMR1000 and
FMR10000 values than the current state-of-the-art approach on
both the datasets.
Index Terms—High-resolution fingerprints, fingerprint recog-
nition, pore descriptor, Convolutional neural network.
I. INTRODUCTION
F INGERPRINT is one of the most widely explored biomet-ric traits, mainly due its distinctiveness and permanence
[1]. The features extracted from a fingerprint image are broadly
classified into level 1, level 2 and level 3 features. Level 1
features, which include global ridge orientation, are commonly
used for fingerprint classification. Level 2 fingerprint features
include finer details such as ridge endings and ridge bifur-
cations, which are collectively called minutiae [1]. Level 3
fingerprint features, on the other hand, include very fine details
such as pores, incipient ridges, dots, and ridge contours. Level
1 and level 2 features can be observed in 500 dpi fingerprint
images, while level 3 features are generally observable in
fingerprint images having a resolution greater than 800 dpi
[2].
Commercially available automated fingerprint recognition
systems (AFRS) and a majority of the methods reported in
the literature employ level 1 and level 2 features. However,
with the advent of high-resolution fingerprint sensors, there
has been a focus shift and several methods that employ level
3 features have been developed for fingerprint recognition.
In addition to enhancing the recognition performance, level
3 features provide higher level of security, as they are difficult
to forge. Further, the level 3 features have also been included
in the extended feature set for fingerprint recognition [3].
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Over the last few years, there has been growing interest in
level 3 fingerprint features, especially the pores and several
methods have been proposed for pore feature based automated
fingerprint recognition [4]–[16]. The earliest works [4]–[7]
employed skeletonization-based approach for pore detection
which is suitable only for very high-resolution (∼ 2000
dpi) fingerprint images and is not robust against fingerprint
degradation caused by skin conditions. In order to circumvent
these challenges, Jain et al. [8] presented a hierarchical fin-
gerprint recognition approach which utilizes features from all
the three levels. For matching level 3 features, fingerprints
are first matched using minutiae and then level 3 features
are extracted in the neighbourhood of the matched minutiae
points. Finally, the extracted level 3 features are matched using
iterative closest point (ICP) algorithm. Later on, Zhao et al. [9]
proposed a direct pore matching approach. Pores are extracted
by employing adaptive pore filtering methodology [17]. For
each pore, a descriptor is formed by considering the pixels’
intensity in the neighbourhood of the pore pixel. Initial corre-
spondence is established by calculating dot product between
the descriptor vectors of two pore sets. Final refinement is then
achieved by employing random sample consensus (RANSAC)
algorithm. Authors have also shown that pores are effective
for recognition using partial fingerprint images, which may
not contain sufficient level-2 features [10], [11]. Liu et al. [12]
proposed an improved direct pore matching approach. Firstly,
pores are represented by a local descriptor as in [9]. Then
coarse correspondence is obtained by using sparse represen-
tation coefficients of the pores. Finally, weighted RANSAC
(WRANSAC) [18] algorithm is employed to refine the coarse
correspondence. Authors in [13] extended the work in [12] by
using tangent distance and sparse representation-based match-
ing to compare the pores of reference and probe fingerprint
images. The final refinement of the initial correspondences is
obtained by employing WRANSAC.
Recently, Lemes et al. [14] proposed a dynamic pore
filtering approach which is adaptive to the pore size variations
and involves less computational cost. Segundo and Lemes
[15] improved the dynamic pore filtering approach in [14] by
considering the average ridge width in place of average valley
width to obtain global and local radii which are used in the
same manner as in [14]. Most recently, Dahia and Segundo
[19] presented an approach to generate pore annotation by
aligning the fingerprint images in the training set and then
learned the descriptor for each of the pore patches by employ-
ing an existing CNN-based patch matching model, HardNet
[20]. Authors in [21] proposed two-step method to compare
pores present in fingerprint images. Firstly, fingerprint images
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2are aligned using a data-driven descending algorithm. The
alignment is obtained by using the fingerprint ridges and
orientation field. Once the fingerprint images are aligned,
the pores present in the overlapping area between the two
fingerprint images are then matched using graph comparison
method.
It can be observed from the literature that the performance
of the existing high-resolution AFRS can be improved by
combining better level 3 feature detection technique with
robust point matching technique. The objective of this work
is to advance the state-of-the-art in high-resolution fingerprint
recognition using pore-descriptor based fingerprint matching.
Specifically, we have leveraged on CNN-based deep embed-
ding learning, which has been employed for various computer
vision problems [22]–[24]. However, the application of CNN
in biometrics is still very limited especially for fingerprint
recognition. The main reason could be the unavailability of
the large labeled dataset required for training the CNN. The
major contributions of this paper are as follows: firstly, we
have developed an automated approach to generate labels for
the common pores present among different impressions of the
same finger of the training images. Secondly, we have de-
signed a residual learning-based convolutional neural network,
referred to as PoreNet, for learning the distinctive feature
representation of pore patches in high-resolution fingerprint
images.
The rest of the paper is organized as follows: Section II
presents a brief introduction of the proposed methodology
followed by a detailed description of the pore label generation
approach and the pore descriptor learning approach. Exper-
imental results and discussion are presented in Section III.
Finally, the concluding remarks are presented in Section IV.
II. PROPOSED METHOD
In this letter, we present a pore feature-based methodology
for high-resolution fingerprint recognition. In the first stage,
pores are detected in a high-resolution fingerprint image by
employing DeepResPore [25] which generates a pore intensity
map. The pore intensity map is processed further to obtain a
binary pore map. In second stage, pore descriptor is learned
by employing a customized deep residual learning-based CNN
model referred to as PoreNet. PoreNet takes pore patches as in-
put and converts them to the corresponding deep embeddings.
An online triplet mining approach is then employed on the
embeddings to select the triplets consisting of anchor, positive
and negative samples. PoreNet then learns the deep embedding
representation such that it minimizes the triplet loss. Finally,
in verification step, descriptors generated from the PoreNet are
compared using the Euclidean distance. Further, the distance
ratio dr is employed to refine the matched descriptor pairs.
In the proposed approach, the match score is equal to the
number of the matched descriptors between the two fingerprint
images. The schematic diagram of the proposed methodology
is presented in Fig. 1.
A. Pore label generation
For a given training dataset, we first detect pores present in
fingerprint images by employing the DeepResPore model as
(a) Detection of pores in high-resolution fingerprint images using DeepResPore
(b) Pore-based fingerprint matching
Fig. 1. Schematic diagram of the proposed fingerprint recognition approach
shown in Fig. 1(a). DeepResPore generates a pore intensity
map for a given input fingerprint image. The pore intensity
map is then processed further to obtain the pore coordinates.
In order to train a CNN model in a supervised manner, we
require a labeled dataset. Specifically, for training PoreNet, we
require pore patches and their corresponding labels. Therefore,
we first obtain labels of the same pores present in the different
impressions of the same fingerprint image.
For generating the pore labels, we have employed a hand-
crafted key-point descriptor. As the authors in [26] have
presented that Daisy-based descriptor is more efficient in pore
representation than the other descriptors. Therefore, in this
work, we have employed Daisy-based descriptor for generating
the pore labels. The steps involved in pore label generation are
as follows: we first obtain the reference fingerprint image for
each of the finger present in the training dataset. In order to
do so, the detected pore coordinates in a fingerprint image are
treated as key-points and then Daisy-based descriptor [27] is
obtained for each of the detected pores. For a given finger,
we have several impressions in the training dataset. Thus,
for a same finger, all its impressions are compared with each
other using the Daisy-based descriptor and their match scores
(i.e. number of matched descriptors) are stored in a variable
Mscore. Then, the reference image is obtained as :
Refimg = max
r
{( N∑
i=1
(Mscore)i
)
r
}
(1)
where r is number of impressions of the same finger and N
is total number of comparisons made. The impression (r) for
which the sum of Mscore is maximum is considered as the
reference image.
Once we have obtained the reference fingerprint image for
each finger then the remaining impressions are aligned to
3the reference fingerprint to find the common pores present
in all the impressions of a finger. Firstly, we find the Daisy-
based pore descriptor of the reference and the moving images.
Further, the transformation matrix TM is obtain based on
the matched descriptors. Furthermore, TM is applied on the
moving fingerprint image to obtain the transformed image
which has overlapping region with the reference image. Next,
each pore coordinates in the reference image is matched with
the pore coordinates in the other transformed impressions to
find the common pores. After completion of this step, we have
number of matched pores present in all the impressions of
every finger. Finally, a patch of size 41 × 41 pixels centered
at common pore is extracted and given a unique label. It is
important to note that a sample finger having P common pores
between all its impressions (r) will have P×r number of pore
patches having same label in the training set.
B. Pore descriptor learning
After completion of the pore label generation step, we have
pore patches X = {x1, x2, . . . , xT } and their corresponding
labels Y = {y1, y2, . . . , yT } of all the fingerprint images
present in the training dataset. For learning a pore patch
descriptor, we have designed a customized residual learning-
based CNN model referred to as PoreNet. The detailed
architecture of PoreNet is presented in Table I. As can be
observed, the proposed PoreNet contains 14 learnable layers
with 4 residual blocks consisting of a total of 4 shortcut
connections. PoreNet takes a pore patch of size 41×41 pixels
as input and provide the corresponding pore descriptor of
dimension 1681 as output. It is important to note that PoreNet
does not perform pooling operation in order to maintain the
size of output feature map same as that of the input. At
the end of network, we have introduced a convolutional layer
containing a single filter to provide the final feature map. The
output of which is flattened and L2-normalized to constrain the
output descriptor vector in d-dimensional hypersphere, such
that l2-norm of the output embeddings is equal to one [22].
All convolutional layers in the PoreNet perform convolution
with a stride of one. At every stage, zero padding is employed
to maintain the size of the feature map. Furthermore, all
convolutional layers, except the last one, perform convolution
followed by batch normalization [28] and ReLU activation.
During the training phase, the PoreNet is trained from
the scratch. We have trained PoreNet model end-to-end in a
supervised learning manner with the objective of minimizing
the value of the loss function. Specifically, we have employed
triplet loss function in our approach. A batch of pore patches
are input to PoreNet, which generate the corresponding high-
dimensional embeddings. Next, we apply an online triplet
mining scheme termed as batch-hard triplet mining on the
obtained embeddings. In this method, for each anchor sample
(a), we first obtain the hardest positive sample (p) having the
same label as that of anchor and the hardest negative sample
(n) having different label than the anchor. Finally, we combine
them into the triplet loss as follows [22]:
Ltriplet = max
{
d(a, p)− d(a, n) +margin, 0} (2)
where d(a, p) is the distance between the a and p and d(a, n)
is the distance between a and n. The PoreNet is trained in an
end-to-end manner to minimize the triplet loss. During the test
phase output from the PoreNet is treated as the pore descriptor
which is used in fingerprint verification task.
TABLE I
DETAILED ARCHITECTURE OF PORENET
Layer name Output shape Kernel
conv1 41× 41, 16 3× 3, 16, stride 1, padding same
conv2 x 41× 41, 64
[
1× 1, 32
3× 3, 32
1× 1, 64
]
×2
conv3 x 41× 41, 128
[
1× 1, 64
3× 3, 64
1× 1, 128
]
×2
conv4 41× 41, 1 3× 3, 1
Flatten 1681 −
L2-norm 1681 −
Total parameters 142,881 −
Once PoreNet is trained, our focus is then to match
the fingerprint images using pore patch descriptor. For two
fingerprint images I1 and I2 containing pn and pm pore
patches, respectively. PoreNet will generate P1 ∈ Rn×l and
P2 ∈ Rm×l pore descriptors, where l is 1681. Pore descriptors
in P1 are then compared with the pore descriptors in P2 using
the Euclidean distance between them. Descriptors satisfying
the bi-directional match are retained. Finally the matched
descriptors are refined by employing dr criterion on the second
nearest neighbour of each of the matched descriptors [29].
III. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we first present the dataset preparation for
training the PoreNet model followed by the pore matching
results obtained from our experiments.
1) Dataset preparation: We have performed our experi-
ments on the publicly available PolyU HRF dataset [30] which
contains high-resolution fingerprint images of resolution 1200
dpi in two different sets DBI and DBII. DBI contains two
subsets: DBI-train dataset which contains 210 (35× 6) partial
fingerprint images and DBI-test containing 1480 (148 × 10)
partial fingerprint images of size 320 × 240 pixels. On the
other hand, DBII contains 1480 complete fingerprint images
of size 640 × 480 pixels. In order to obating pore patches
for training the PoreNet we have used the DBI-train dataset
and tested our approach on the DBI-test and DBII datasets
following the same experimental protocol set in the previ-
ous approaches [15], [19], [21]. We have obtain the train
(80%) and validation (20%) sets by randomly partitioning
the DBI-train images. From the training set, we obtain the
pore patches and their corresponding labels by following
the method detailed in Section II-A. Furthermore, we have
employed the data augmentation techniques to increase the
number of training data. Specifically, we have included ten
random rotation between −20◦ to 20◦ degrees and ten random
translation between −5 to 5 pixels. We have also employed the
contrast correction on training data so that the trained network
is robust to the contrast variations. Overall, we have generated
891532 labelled pore patches for training.
42) Experimental results: In our experiments, PoreNet has
been trained end-to-end in a supervised manner. Specifically,
PoreNet has been trained for 100 epochs using a batch size of
256 and learning rate of 0.0001. We have employed adaptive
moment estimation (ADAM) for optimizing the loss function.
The margin for the triplet loss function is set to 0.8. All
our experiments have been performed on a system with a
configuration of 3.60 GHz Intel core i7-6850K processor, 48
GB RAM and Nvidia GTX 1080 8 GB GPU. We have per-
formed our experiments in MATLAB and Python environment.
Specifically, pore patch generation part has been performed
in MATLAB environment whereas training and testing of
PoreNet has been performed in Python environment using
TensorFlow [31].
In order to have a fair comparison with the existing ap-
proaches, we have followed the same experimental protocol
as in [15], [19], [21]. The genuine scores have been obtained
by comparing each fingerprint image of the second session
with all the fingerprint images of the first session for the
same finger. On the other hand, impostor scores have been
generated by comparing the first sample from the second
session of a finger with the first sample of the first session
of all other fingers. Thus, we have a total of 3700 (25× 148)
genuine scores and 21,756 (148 × 147) impostor scores.
We have employed equal error rate (EER), FMR1000 and
FMR10000 [32] as the performance measure for reporting the
results. We have also presented the detection error trade-off
(DET) curve to ascertain the performance of the proposed
approach. The results for this set of experiments on the PolyU
datasets are presented in Table II 1. As can be observed
from Table II, the proposed approach provides comparable
(with in 0.25% points) EER with the current state-of-the-
art approach [21] on DBI and DBII. Specifically, the DET
curves for this set of experiments are presented in Fig. 2. As
can be observed, the proposed approach provides the lowest
FNMR values for FMR values of 10−4 and 10−3. Thus,
the proposed approach is more user convenient as well as it
provides high security. The FMR1000 and FMR10000 values
of the existing and the proposed approach are presented in
Table III. As can be observed, the proposed approach provides
the lowest FMR1000 and FMR10000 values for both the
datasets. Specifically, the proposed PoreNet model provides
an improvement of 0.5%, 0.77% and 0.5%, 0.35% points in
FMR10000 and FMR1000 values over the current state-of-
the-art approach on DBI and DBII, respectively. Furthermore,
the proposed approach performs the comparison of two given
fingerprint images by taking an average time of 1.41 seconds
for DBI and 2.80 seconds for DBII as compared to 8.46
seconds taken by [21] Hence, the proposed approach can be
employed for real time applications.
Overall, the experimental results presented in this section
indicate that the proposed approach provides a comparable
EER with the current state-of-the-art approach [21] on all
the datasets. Most importantly, the proposed PoreNet model
1The EER values for the existing approaches [8], [9], [12], [15] are directly
taken from the results presented in [15] and the EER values for approaches
[13] and [21] are taken from [21].
TABLE II
EER VALUES ON POLYU DATASETS
Method EER (%)DBI DBII
Jain et al. [8] 30.45% 7.83%
Zhao et al. [9] 15.42% 7.05%
Liu et al. [12] 6.59% 0.97%
Liu et al. [13] 3.25% 0.53%
Segundo and Lemes [15] 3.74% 0.76%
Dahia and Segundo [19] 3.05% 0.44%
Xu et al. [21] 1.73% 0.51%
Proposed approach 2.56% 0.57%
10-4 10-3 10-2 10-1 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
(a) DBI
10-4 10-3 10-2 10-1 100
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
(b) DBII
Fig. 2. DET curves for the proposed approach and the existing approach on
PolyU datasets
TABLE III
FMR VALUES FOR EXISTING AND PROPOSED APPROACH
Method FMR10000 FMR1000DBI DBII DBI DBII
Dahia and Segundo
[19] 16.20% 3.33% 10.82% 2.25%
Xu et al. [21] 6.94% 2.01% 5.92% 1.31%
Proposed approach 6.47% 1.24% 5.42% 0.96%
provides lower FMR10000 and FMR1000 values as compared
to the current state-of-the-art approach on both the datasets.
IV. CONCLUSION
In this paper, we have presented a methodology for finger-
print recognition using pore-based matching. Specifically, we
have developed a residual learning-based CNN named PoreNet
5for learning descriptor from pore patches obtained from high-
resolution fingerprint images. PoreNet generates deep embed-
dings from the given fingerprint image. Subsequently, we have
also developed a pore label generation methodology which
generates the pore label by transforming the images based
on the matched pore-based DAISY descriptors and finding
the common pore between them. Experiments are performed
on the publicly available PolyU datasets. Our experimental
results suggest that the proposed PoreNet is very effective
in representing pore patches in high-resolution fingerprint
images. Our approach provides comparable EER values with
the current state-of-the art approach. Most importantly, the
proposed PoreNet model provides an improvement of 0.5%,
0.77% and 0.5%, 0.35% points in FMR10000 and FMR1000
values over the current state-of-the-art approach on DBI and
DBII, respectively.
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