We construct Markov chain algorithms for sampling from discrete exponential families conditional on a sufficient statistic. Examples include contingency tables, logistic regression, and spectral analysis of permutation data. The algorithms involve computations in polynomial rings using Grobner bases.
1. Introduction. This paper describes new algorithms for sampling from the conditional distribution, given a sufficient statistic, for discrete exponential families. Such distributions arise in carrying out versions of Fisher's exact test for independence and goodness of fit. They also arise in constructing uniformly most powerful tests and accurate confidence intervals via Rao᎐Blackwellization. These and other applications are described in Section 2. As shown below, the new algorithms are a useful supplement to traditional asymptotic theory, which is useful for large data sets, and exact enumeration, which is useful for very small data sets.
The following example should motivate the general construction. Table 1 shows data gathered to test the hypothesis of association between birthday w Ž . x and deathday Andrews and Herzberg 1985 , page 429 . The table records the month of birth and death for 82 descendants of Queen Victoria. A widely stated claim is that birthday᎐deathday pairs are associated. The usual 2 test for independence is 115.6 on 121 degrees of freedom, suggesting no association. The classical rules of thumb for validity of the chi-square approx-Ž . imation minimum 5 per cell are badly violated here, and there are too many tables with these margins to permit exact enumeration. Figure 1 shows a probability᎐probability plot of the permutation distribution of the chi-square Ž 2 . statistic versus the chi-square approximation . The approximation is 121 not particularly accurate. Indeed, the permutation probability of 2 F 115.6 is 0.3208 versus 0.3775 for the approximation.
To illustrate the present approach, consider generating a random contingency table with fixed row and column sums. Thus, fix positive integers I and J and a set of row sums r , r , . . . , r and column sums c , c , . . . , c . Let Ž . be the hypergeometric distribution on F F r, c . This is the conditional distribu-Ž . tion of the data, given the sufficient statistics rowrcolumn sums for the classical model of independence.
A Monte Carlo method for generating from H proceeds as follows. Let x be a table which satisfies the constraints. Modify x by choosing a pair of rows and a pair of columns at random. These intersect in four entries and x is modified as 1 q y y q or with probability each.
y q q y
The modification adds or subtracts 1 from each of the four entries as indicated. This does not change the row or column sums. If the modification forces negative entries, discard it and continue by choosing a new pair of rows Ž . and columns. This describes a Markov chain on F F r, c . By the usual Metropo-Ž . lis procedure see Lemma 2.1 the chain is modified to give a connected, aperiodic, reversible Markov chain with stationary distribution H. Figure 2 shows a histogram of the chi-square statistic for Table 1 . Figure 1 and the counts reported above were derived from this chain. The 10 6 steps of the Markov chain took about three minutes to run on a p.c. As explained in Section 2, there are more direct methods for sampling from H for two-way tables but for three-and higher way tables the present approach seems to be the only one. More generally, let X X be a finite set. Consider the exponential family
Ž . Ž . Ž . 
Ž .
The counts G x form a sufficient statistic for any independent identically distributed data. Define the set of all data sets with the given sufficient 
Since T x is nonzero for all x and one always begins with one data set with sufficient t, F F is finite and nonempty. This is assumed throughout. The Ž . Ž . Ž . Ž .
The problem is thus reduced to sampling from H on F F , given t.
Iq J usual model for independence has T i, j g ‫ގ‬ a vector of length I q J Ž . with two entries equal to one and the rest equal to zero. The ones in T i, j are in position i in the first I coordinates and position j in the last J coordinates. The sufficient statistic t contains the row and column sums of the contingency table associated to N observations. The set F F is all I = J t tables with these row and column sums. The hypergeometric distribution Ž .
Ž . 1.4 becomes the classical distribution at 1.1 . 
DEFINITION. A Markov basis is a set of functions
For any t and f , f X g F F there are , f , . . . , , f with s Ž . Ž .
A Markov basis allows construction of a Markov chain on . example, the chain for tables described above requires N steps to reach stationarity while some of the speedups in Section 2.1 converge much more rapidly.
Our main contribution is a method for finding and understanding basic moves using tools from computational algebra. Section 3 shows how finding Ä 4 Ž . f , . . . , f in 1.5 is equivalent to finding generators for an ideal in a ring of 1 L polynomials. This allows us to use the rapidly expanding Grobner basis technology. Sections 4, 5 and 6 contain detailed treatments of special cases: contingency tables, logistic regression, and ranked data are treated. These illustrate the application to problems of testing, estimation and confidence intervals. They are more or less self-contained and may be read now for further motivation.
Basic stochastics.
This section describes the stochastic and statistical background. In Section 2.1 we show how a variety of Markov chains can Ž . be constructed using the basic moves 1.5 . In Section 2.2 we review the statistical literature on conditional inference and the various approaches that have been used to approximate the conditional distribution. In Section 2.3 we give an overview of available results on the rate of convergence of the chains to their stationary distribution. 
Ž
. PROOF. Call the chain described K g, g . It is easy to check that
Condition 1.5 b shows that the chain is con-˜˜Ž nected. Since there is some holding probability iterate g ¬ g q f suffi-
1
. ciently often to get a negative coordinate , we are done. I REMARKS. A useful class of measures on F F is specified by choosing a
For example, if a s ra! with 0 -F 1, then becomes the multiple
hypergeometric distribution which arises when carrying out power calculations or generating confidence regions. Taking ' 1 gives they hypergeo-
Ž . Ž . metric distribution of 1.4 . For this class of measures, the ratio g r g involves only a few terms in the product if g and g differ in only a few terms. This always seems to happen, and we have found this method effective in the examples of Sections 4᎐6.
w As a nonstandard example, Table 2 Brown  68  119  26  7  220  Blue  20  84  17  94  215  Hazel  15  54  14  10  93  Green  5  29  14  16  64   Total  108  286  71  127  592 Ž . 9 degrees of freedom. Diaconis and Efron 1985 were interested in the 2 w Ž . x distribution of under the uniform distribution on F F thus g s 1 .
t They labored long and hard to determine the proportion of tables with the same row and column sums as Table 2 having 2 F 138.29. Their best estimate using a combination of asymptotics and Monte Carlo was ''about 10%.'' Figure 3 shows a histogram from a Monte Carlo run using Lemma 2.1 with ' 1. In the run, 18.31% of all tables had 2 F 138.29.
q y
The algorithm needs no Metropolis step and simply involves the y q moves described in the Introduction. As an indication of the sizes of the state spaces involved, we note that Des Jardins has shown there are exactly 1, 225, 914, 276, 276, 768, 514 tables with the same row and column sums as Ž . iii All the algorithms in this paper are for discrete exponential families. The basic ideas can be adapted to more general spaces. For example, in testing goodness-of-fit to a gamma family with unknown location and scale,
ÄŽ
. one needs to generate from the uniform distribution on x , . . . , x ; x g ‫ޒ‬ , choose three coordinates at random, change one of them by a small amount w Ž .x say, uniformly chosen in ya, a and then solve for the unique value of the other two coordinates to satisfy the constraints.
Ž . iv It is worth recording why one ''obvious'' approach, using a lattice basis to move around on F F , doesn't work. Given a statistic T : If not, the walk stays at g. We have tried this idea in half a dozen problems and found it does not work well. For example, take 10 = 10 tables with all row and column sums q y equal to 2. A lattice basis as above can be taken as moves for all sets of y q four adjacent squares. In repeated runs, the lattice basis walk required millions of steps to converge while the walk described in the Introduction converged after a few hundred steps. Further, finding a choice of the Poisson parameter so that the chain moved at all was a remarkably delicate operation. Ž . v The ideas above can be used to solve large problems by working on Ä 4 L smaller pieces through a procedure we call a fiber walk. Let f be a
tables, the basic moves have degree 2 so D s 2. As will emerge, we can y q Ä 4 get bounds on the degree without knowing f . Let D# be the minimum i degree over all generating sets. Just known an upper bound D# F d# allows Ž . a walk to be constructed on Y Y , the big fiber of 1.2 . The walk is simple: from t Ž . y g T T , choose d# coordinates at random. Calculate t#, the sum of T x over t the chosen coordinates. Now, choose uniformly at random from the set of d# tuples with the given value of t# and replace the d# tuples chosen with the freshly chosen set. It is easy to see that this walk gives a symmetric, connected, aperiodic Markov chain on Y Y . It follows that the image walk on F F t t has the hypergeometric distribution.
As an example, Section 6 describes some statistical problems involving ranked data. For five ranked items, there are too many variables to easily find a Markov basis. On the other hand, in Section 6.2 we are able to show that d# s 5. We may run a walk by choosing 5-tuples of permutations, computing their 5 = 5 permutation matrices and choosing a fresh 5-table by direct enumeration. The required calculations are quite feasible.
A crucial ingredient for this version of the algorithm is a bound on D#. We describe general bounds in Section 3.3 and specific bounds in Sections 4᎐6.
Literature review for conditional and exact analysis.
The work presented here has numerous links to inferential and algorithmic problems. In this section we give pointers to closely related literature.
As with so many topics of inferential interest, conditioning was first studied by R. A. Fisher. He systematically used the conditional distribution of the data given a sufficient statistic as a basis for tests of a model in Ž . иии qX s h is like the box counts of h balls dropped at random into n boxes. There is far more to the conditional controversy than the above applica-Ž . tions. Fortunately, there are good surveys available. Cox 1958 Cox , 1988 Yarnold 1970 , Odoroff 1970 , Larntz 1978 and many later writers. This has led recent investigators to pursue an intensive program of exact computation or better approximation. The Monte Carlo approach described here seems to be ''in the air'' currently. Versions for two-way tables Ž . Ž . Ž . are explicitly described in Aldous 1987 , Gangolli 1991 and Glonek 1987 . Apparently Darroch suggested the idea in the late 1970's. It is easy to generate an I = J table with fixed margins from the hypergeometric distribution: generate a random permutation of n items. Look at the first r 1 places; the number of entries between c q иии qc q 1 and c q иии qc is
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The number of such entries in the next r places is r , and so
We have compared the output of this exact Monte Carlo procedure with the random walk procedure for a variety of tables and found they produce virtually identical results for two-way tables. Closely related is a combinatorial method for carrying out an exact test for Ž . Hardy᎐Weinberg equilibrium. Guo and Thompson 1992 give a random walk approach which can be seen as a special case of the general algorithm. See Ž . Section 4.3. Lange and Lazzeroni 1997 give a different random walk, which Ž . comes with a guarantee. Besag and Clifford 1989 discuss a similar method for testing the Rasch model with binary matrices. Pagano, working with a variety of co-authors, has suggested methods for exact computations using the fast Fourier transform. Papers by Baglivio, Ž . Olivier, and Pagano 1988 contain refined versions of these ideas and pointers to earlier literature. Exact computational procedures are given for contingency tables, logistic regression and a variety of standard discrete data problems.
Ž . Mehta and Patel 1983 proposed a novel network approach, which achieves exact enumeration by using dynamic programming ideas. This has been refined and extended into the program STATXACT, which carries out tests for contingency tables and other problems.
A third approach uses the representation of the hypergeometric distribu-Ž . tion as the conditional distribution for an exponential family 2.3 given t.
Ž Choosing an appropriate value of e.g., the maximum likelihood estima-. Ž . tor , Edgeworth or saddle point approximations to the probability P t and Ž . P x, t are computed. Their ratio gives an approximation to H . These seem t quite accurate for a variety of applications with moderate sample sizes. Levin Ž . 1983 Levin Ž . , 1992 Tanner 1994, 1996 are a recent contribution in this direction.
2.3.
Rates of convergence. The Markov chains described in Section 2.1 require some running time to reach their stationary distribution. There has been active work in computing sharp rates of convergence for such discrete chains. Roughly, for a variety of chains, theory shows that order ␥ 2 steps are necessary and suffice for convergence in total variation. Here ␥ is the diameter of the underlying graph, which has as vertices the points of thêŽ . state space F F in our examples and an edge from f to f if f can be reached t in one step from f.
The theory has been most carefully worked out for contingency tables with 
of all I = J tables with rowrcolumn sums r, c. Let U be the uniform distribu- 3 4 5 k 5
The theorem shows that order ␥ 2 steps are necessary and sufficient to achieve stationarity. The constants A grow exponentially in
. For small tables e.g., 4 = 4 this gives reasonable rates. The discussion above has all been for tables. There is much to be done in adapting the available machinery, such as the Poincare, Nash and loǵ Ž . Sobolev inequalities used by Diaconis and Saloff-Coste 1995b, 1996a, b , to Ž . handle more general problems. Virag 1997 is a useful contribution to this program.
The approaches above use eigenvalues to bound the rate of convergence. Ž . There is every hope of using coupling as in Hernek 1997 or stopping times Ž . as in Propp and Wilson 1996 to get useful bounds.
3. Some algebra. In this section we show how to compute a Markov basis using tools from computational algebra. This is not familiar in statistical work but we can assure the reader that all we need is long division of polynomials. The first two chapters of the marvelous undergraduate book by Ž . Cox, Little and O'Shea 1992 is more than enough background. In Section 3.1 we show how finding a Markov basis is equivalent to finding a set of generators of an ideal in a polynomial ring. In Section 3.2 we show how to represent this ideal in a way suitable for computation in MATHEMATICA or MAPLE.
Markov bases and ideals.
Throughout, X X is a finite set and T : d Ä 4 X X ª ‫ގ‬ y 0 is given. For each x g X X introduce an indeterminate also w x denoted x. Consider the ring of polynomials k X X in these indeterminates Ž . where k is any field e.g., the real field ‫ޒ‬ on ‫ކ‬ , the field of two elements . A 2 function g: X X ª ‫ގ‬ will be represented as a monomial
. This
Here T x denotes the ith coordinate of T x g ‫ގ‬ and the map is i T w Ž 2 . defined on products and sums by multiplicativity and linearity so x s . I I . To prove the converse, fix a total order of the set of all monomials by T linearly ordering the variables and declaring one monomial larger than a second if either the degree of the first is larger or the degrees are equal and on the first variable where they disagree, the first has a higher power.
Suppose I I X n I I . Let p g I I y I I X have its largest monomial X X ␣ a min-
Subtracting a multiple of X X y X X from p, we get a polynomial in I I y I I X with a smaller leading monomial. This provides . We have
If A s 1 and, say s 1, then f In the other direction, suppose that B B generates I I . For g, g
Ž .
Here h : X X ª ‫ގ‬ and the polynomial on the right has coefficients plus or 
Algorithms for computing a Markov basis with examples.
Theorem w x 3.1 reduces the problem to computing a generating set for the ideal I I : k X X .
T
We show how to give a finite description of I I which can then be read into 
and the first nonvanshing difference, working from the right, has ␤ y ␣ -0. there is a unique reduced Grobner basis. The following algorithm is an easy-to-implement way of finding this basis.
. , t . Given an ordering for X X , extend it to an elimination ordering
1 2 d w x Ä T Ž x .
for X X j T T with t % x for all x g X X , t g T T in k X X , T T . Define I I s x y T T , T 4 w x x g X X . Then I I s T T l k X X and the reduced Grobner basis for I I can bë T T T found by computing a reduced Grobner basis for I I and taking those outpuẗ T polynomials which only involve X X.
The proof is a straightforward application of the elimination theorem from Ž . Cox, Little, and O'Shea 1992 , pages 114, 128. The method is a special case of the implicitization algorithm. EXAMPLE 3.3. Consider finding a basis for the case of 3 = 3 contingency tables. Using the computer system Maple, the following commands will do the job:
After about one minute we see the output of 36 monomial differences on the screen. Deleting all expressions which contain y1, y2, y3, z1, z 2, z3, we problem in an obvious way by adding and subtracting alternately along the cell entries determined by the edges in the cycle. These moves, algebraically interpreted, are a Grobner basis for any ordering of the variables. Thesë Ž . universal Grobner bases are discussed in Sturmfels 1996 , Chapter 7.
Here is an interesting statistical application. Contingency tables sometimes have forced zero entries: one of the categories may be pregnant males or counts along the diagonal of a square table may be forced to be zero. See Bishop, Fienberg and Holland 1975 or Haberman 1978 Chapter 7 for discussion and example. To do a random walk on tables with restricted positions, just delete the edges of K corresponding to the restrictions and I J use the cycles in the remaining graph. An amusing consequence of the connectedness of this algorithm is that if there are no circuits, the remaining table is uniquely determined by its margins. The use of universal Grobner bases to handle forced zeros extends to the general set-up. Ž . A second set of moves consists of using only the 1, 1 entry coupled with Ž . Ž . Ž . the i, j , 1, i , j, 1 entries, 2 F i F I, 2 F j F J. These moves fail to connect Ž . for all tables but Gloneck 1987 shows they connect if all the row and column sums are at least 2. Extensions and variants of Gloneck's result using the primary decomposition of one ideal in a second are in Diaconis, Eisenbud and Ž . Sturmfels 1996 . Curiously, these same nonconnecting moves are used by Ž . Kolassa and Tanner 1994 , who failed to worry about connectedness. It is not FIG. 4. serious for I = J tables, but they make the same error for three-and higher tables where things are much more serious. Their error consists in assuming that a lattice basis connects staying positive. This is simply false. 
Ž . 
Ž
. EXAMPLE. Haberman 1978 reports data drawn from the 1972 national opinion research center on attitudes toward abortions among white Christian subjects. The part of the data to be analyzed here is a 3 = 3 = 3 array shown as Table 3 The chi-square statistic for goodness-of-fit is 13.37. The usual asymptotics Ž .Ž .Ž . refer this to a chi-square distribution with I y 1 J y 1 K y 1 s 8 degrees of freedom. To calibrate the asymptotics, we ran the random walk in Lemma 2.1 to get a hypergeometric sample with the same line sums. The walk was based on 110 moves described below. After 50,000 burn-in steps, the walk was run for 100,000 steps sampling every 50 steps for a total of 2,000 values.
We conclude that the algorithm works easily and well, that the chi-square Ž approximation seems good there is a small systematic bias upward in Figure  . 2 , and that the no three-way interaction model fits these data. Haberman Ž . Ž . We briefly explain the derivation of 4.7 and 4.8 . First note that we get zero after deleting the third subscript. This amounts to a nontrivial identity Ž . Ž among six resp., nine carefully chosen 2 = 2 minors of a 4 = 4 matrix resp., . 
None of this says that it is impossible to find some ''nice'' set of generators Ž . for I I I, J, K ; it only says that the simple moves we found so far do not suffice. Of course, in any specific case, one can always ask the computer to find moves.
As a final topic, we give the best bounds we have on the degree of 
Ž . Ž . a A universal Grobner basis for I I I, J, K is given by all binomials
The variable x appears with degree I y 1 in the circuit 4.9 . So we are
done. I
4.2.
Log-linear models. These are models for multiway contingency tables. The index set is X X s Ł I with ⌫ indexing the various categories and
Ž . I the set of values in a category. Let p x be the probability of falling into
A log-linear model can be specified by writing Ž .
x Graphical models see Lauritzen 1996 are a subclass of hierarchical models obtained from a graph with vertex set ⌫ and edge set E. The Ž . generating class C C is the cliques of the graph maximal complete subgraphs . These models are characterized by conditional independence properties: for a,b, c ; ⌫, variables a and b are conditionally independent given c if and only if any path in the graph from a point in a to a point in b must pass through c. For example, on three points, the following models are graphical:
The no three-way interaction model is the simplest hierarchical model that is not graphical. A particularly nice subclass of graphical models are the decomposable models. These arise from graphs for which any cycle of length 4 contains a chord. Decomposable models allow closed form maximum likelihood estimates and simple algorithms for generating from the hypergeometric distribution. The three models pictured above are decomposable. We briefly describe the moves for a random walk for these models. One-variable independent. There are three choices possible. For definite-Ž . ness, say that the variable i is independent of j, k . The sufficient statistics are N and N , 1 
A test of the model can be based on the conditional distribution of N given the Introduction. We show below that their moves arise from a well-known Grobner basis for the ideal generated by the 2 = 2 minors of a symmetric w matrix. We further show how to generalize these to larger subsets e.g., Ž .x i, j, k with restrictions on the number of types. Ž . random mating, suppose that the chance of observing i is Ł p .
Now, the sufficient statistics are
The following algorithm gives a connected symmetric Markov chain on the Ä 4 N with fixed values of N .
ii Form j, j from i, i by transposing randomly chosen elements of i, i Ž .
Ž . and sorting if needed . If j, j g X X , go to 3 ; else go to 1 .
1

Ž .
iii Choose s "1 with probability . Form new counts 
with ''sort'' denoting the sorting operator for strings over the alphabet Ä 4 w x 1, 2, . . . , n . The theorem shows that there is a term order in k X X such that a Grobner basis for the ideal I I is Ž . rithm reduces to the moves of Guo and Thompson 1992 . In this case, there is also available a straightforward method for sampling from the exact conditional distribution which would be the method of routine choice. Lange Ž . and Lazzeroni 1997 have found a different Monte Carlo Markov chain which seems to perform faster than the straightforward algorithm and comes with a guaranteed stopping time to say how long it should run. In all cases, the chain above would usually be modified to have a hypergeometric distribution using the Metropolis algorithm as in Lemma 2.2.
Ž . Ž . ii The algorithm 4.2 can equivalently be used to sample randomly from the set of vector partitions of a fixed integer r with parts bounded by s , . . . , s : By using the bijection mapping x , x , . . . , x into the weakly increasing
Ž . string 1 1 иии 1 2 2 иии 2 n n иии n . 
Logistic regression. Logistic regression is a
Ž
. they determine the likelihood function . Our objective is to give random walk algorithms for generating data sets with these sufficient statistics.
To put the problem into the notation of the previous sections, let X X s ÄŽ . Ž . 4 Table 4 . Here n i is 1 Ž . the number of ''approving'' and n i is the total number in the sample with i Ž . Ž . Ž . years of education. Also shown are p i s n i rn i , the proportion approv-1 ing. These proportions seem to decrease with years of education. It is natural to fit a logistic model of form d s 2, A A s 1, 0 , 1, 1 , . . . , 1, 12 Ž . asymptotics calibrate this value with the chi-square 11 distribution. The uneven nature of the counts, with some counts small, gives cause for worry about the classical approximation. We ran the basic random walk to check this approximation. A minimal ideal basis for this problem involves 16, 968 basis elements. The walk was run, titled to the hypergeometric distribution as in Lemma 2.1. Following 50,000 burn-in steps, a chi-square value was computed every 50 steps for the next 100,000 steps. The observed value falls Ž . essentially at the median of the recorded values their mean is 10.3 . The Ž . values show good agreement with a chi-squared 11 distribution as shown in Figure 6 .
We conclude that the chi-square approximation is in good agreement with Ž . the conditional distribution and that the model 5.2 fits the data in Table 4 .
Ž .
REMARKS. i The random walk was used above as a goodness-of-fit test.
Ž . In Diaconis and Rabinowitz 1997 it is used to set confidence intervals and compute UMVU estimates. Briefly, the walk can be used to set confidence intervals for ␥ in the model
2
Ž . by using the distribution of Ýi n i under the walk.
The expectation can be carried out using the walk. 
Ž .
ii A detailed algebraic study of the class of ideals arising from logistic Ž . regression is carried out in Diaconis, Graham and Sturmfels 1996 . We give a combinatorial description of the basic moves and show that each minimal generating set is automatically a universal Grobner basis. It is also shown Ž . that for the model 5.2 with 1 F i F n, the maximum degree of a move is n y 1.
iii Very similar developments can be made for vector-valued covariates and outcome variables taking more than two values. All these problems fit into the general class of Section 1.
Spectral analysis.
A version of spectral analysis suitable for permu-Ž . tation data was introduced in Diaconis 1989 . This generalizes the usual discrete Fourier transform analysis of time series. An introduction by example is given in Section 6.1. In Section 6.2 we prove that appropriate Markov chains can be found with Grobner bases having small degree. This uses Ž . a result of Stanley 1980 and also the connection between Grobner bases Ä Ž . 4 and triangulations of the convex polytope conv T x : x g X X developed in w Ž .x Sturmfels 1991 . 6.1. Spectral analysis of permutation data. Let S denote the group of n permutations of n items. A data set consists of a function f : S ª ‫,ގ‬ where n Ž . f is the number of people choosing the permutation . One natural Ž . summary of f is the n = n-matrix t s t , where t is the number of people i j i j ranking item i in postion j. This is only a partial summary, since n! numbers are compressed into n 2 numbers. A sequence of further summaries was Ž . described in Diaconis 1989 . These arise from a decomposition
Ž . The first row shows the number of people ranking a given item first. The last row shows the number of people ranking a given item last. Here we see what Ž . Ž . appears to be some ''hate vote'' for items 2 and 4 , an indication that people vote against these items.
The data was collected in part to study if the population could be usefully Ž . Ž . broken into ''liberals'' who might favor items 2 and 4 , and ''conservatives'' It is worth recording that a similar undertaking for S led to a huge 5 Ž numbre of Grobner basis elements 1,050 relations of degree 2 and 56,860 of . Ž. degree 3 . Remark v of Section 2.1 shows how to use the degree bound developed below to carry out a walk on larger permutation groups.
Toric ideals for permutation data.
We write x for the indeterminate asociated with g X X s S and t for the indeterminate associated with the Ž . THEOREM 6.1. Let % be any of the n! ! graded reverse lexicographic term w x orders on k X X . The reduced Grobner bases consists of homogeneous monomial differences of degree F n.
Ž .
PROOF. We fix one of the n! ! linear orders on S and let % denote the n resulting graded reverse lexicograhic term order. Let ⍀ be the convex poly-Ž . tope of n = n doubly stochastic matrices the Birkhoff polytope . This is the Ž . 
Ž . Ž . Stanely 1980 , Example 2.11 b , has shown that the Birkhoff polytope ⍀ is compressed. This means that the pulling triangulation of ⍀, which is determined by sequentially removing vertices of ⍀ in the specified linear order, Ž . results in a decomposition into simplices of unit volume. Sturmfels 1991 , Corollary 5.2, has shown that pulling triangulations correspond to grevlex initial ideals. Under this correspondence, triangulations into unit simplices Ž . are identified with square-free initial ideals. This completes the proof of 6.2 .
To prove the theorem, let X X f s Ł x f Ž . be one of the minimal square-free Ž . generators of the initial monomial ideal init I I . Such a monomial is called w Ž . minimally nonstandard. A monomial is standard if it does not lie in init I I ; it is nonstandard otherwise and minimally nonstandard if no proper divisor Ž . x f g f lies in init I I . Let X X y X X g I I be a relation having leading monomial X X . The monomials X X f and X X g must be relatively prime; If x were a common Ž f g . Ž . factor then X X y X X rx g I I, because I I s ker is a prime ideal, and then f Ž . X X rx g init I I , which contradicts our choice.
Let x be the smallest variable which divides the trailing term X X
