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CFD (Computational fluid dynamics) calculation turns out to be a good approximation to the real behavior 
of the lithium (Li) flow of the target of the international fusion materials irradiation facility (IFMIF). A 
three-dimensional (3D) modelling of the IFMIF design Li target assembly, made with the CFD commercial 
code ANSYS-FLUENT has been carried out. The simulation by a structural mesh is focused on the thermal-
hydraulic analysis inside the Li jet flow. For, this purpose, the two deuteron beams energy deposition 
profile is modelled as an energy source term inside the volume of liquid affected. Turbulence is estimated 
using the RNG k-s model, and a surface-tracking technique applied to a fixed Eulerian mesh called volume 
of fluid (VOF) is used to determine the position of the free surface. Calculations varying the jet velocity 
from a range of 10-20 m/s, show that maximum calculated temperatures are still below the lithium's 
boiling point, due to the increase of the pressure induced by centrifugal force. 
1. Introduction 
The international fusion materials irradiation facility (IFMIF) is 
currently being planned by Japan, Russia, the EU, and the United 
States [1 ], and it is an accelerator-based deuteron-lithium neutron 
source thought to produce intense high energy neutrons for test-
ing fusion materials to be used in ITER and fusion DEMO reactor. 
Two deuteron beams at an energy of 40 MeV (2 x 125 mA) will be 
injected into a high-speed liquid lithium (Li) jet, flowing along a ver-
tical concave wall in a 10~3 Pa vacuum. An average surface heat flux 
ofl GW/m2 on the Li free surface will be produced by the irradiation 
of the beam. 
The IFMIF Li target assembly is designed to provide a stable Li 
jet in a safe operation mode. Great waves could have effects on the 
neutron field, and there could be a possibility of wall burning by the 
beams. On the other hand, high velocities up to 20 m/s are needed to 
remove the deposited beam energy. Table 1 shows the IFMIF main 
specifications to be taken into account for the numerical simulation. 
In Fig. 1, a scheme of the IFMIF design allows a general descrip-
tion of the main features involved in the target flow: the concave 
back-wall, the Li free surface, the vacuum zone and the beam impact 
zone. 
The concave back wall, whose radius is 25 cm avoids Li boiling 
because there is a centrifugal induced overpressure [2]. 
The simulation of working conditions with the available engi-
neering computational fluid dynamic (CFD) codes is part of the 
design work, and the validation of such codes will always be the 
proper way to improve them and to rely on their predicted results. 
This study shows calculations made with the CFD commercial 
code ANSYS-FLUENT [3], focused on the thermal-hydraulic anal-
ysis of technology issues such as a vacuum environment, a high 
heat energy source, a liquid metal flow, and a free surface flow. 
Considerations are made about the capabilities and deficiencies 
of the models included in ANSYS-FLUENT when dealing with the 
mentioned physical phenomena. 
2. Thermal-hydraulic analysis with ANSYS-FLUENT CFD 
code 
2.1. Grid and physical models 
The geometry grid for the IFMIF target simulation is shown in 
Fig. 2. A meshing of 881,160 hexahedral cells has been used for the 
simulation. The grid density of the region between the concave wall 
and up to 25 mm from it, is 20 elements in perpendicular direction 
from the wall. Therefore, cells are 1.25 mm high in that direction. 
The first cell next to this zone is 3.8 mm high. This cell structure is 
maintained down to the outlet. 
A two phase flow problem has to be solved: Lithium and a vac-
uum environment. This last one being air at 10~3 Pa. One of the 
main concerns about this flow is the stability of the liquid metal 
free surface. To track this surface, CFD codes as ANSYS-FLUENT 
use a surface-tracking technique applied to a fixed Eulerian mesh 
Table 1 
IFMIF target specification. 
Area of the Li Jet (width x thickness) 
Velocities of the Li jet 
Inlet temperature of Li 
Pressure at free surface (vacuum) 
Energy (beam) deposition surface 
260 mm x 25 mm 
A range from 10-20 m/s 
250 °C 
10-3 Pa 
200 (width) x 50 mm (height) 
called volume of fluid (VOF). It is designed for two or more immis-
cible fluids where the position of the interface between the fluids 
is of interest. This is the case, as a Lithium jet flows in a vacuum 
environment along a concave wall. 
The volume fraction for phase q (aq)is calculated through the 
transport Eq. (1) [3]: 
9(«qPq) 
8t + V(aqPqV) = Saq + ^ ( r •mqp) (1) 
p=l 
where Saq is the source term for the volume fraction for phase q. By 
default this source term is zero. mqp is the mass transfer from phase 
q to phase p, and mpq is the mass transfer from phase p to phase q. 
The volume fraction for the other phases must follow the expres-
sion (2): 
n 
53«q = 1 (2) 
9=1 
The material properties, <p, in one computational cell are calcu-
lated as average values of each phase properties, using Eq. (3): 
<P = ^2®q<Pq (3) 
Therefore, if there is only one phase in that cell, the property will 
correspond to that phase. Discretization of the transport equation 
has been done with an explicit time scheme. For this scheme the 
default Courant number is 0.25, and it is the value used for the cal-
culations. The time step for VOF calculation is refined, based on this 
maximum Courant number allowed near the free surface. It com-
pares the time step in the calculation with the characteristic time 
of transit of a fluid element across a control volume. This time is 
calculated, in the region near the fluid interface, dividing the vol-
ume of each cell by the sum of the outgoing fluxes. The convergence 
criterion for the transport equation is also the default one, 10~3. 
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Fig. 1. Scheme of the IFMIF target geometry. 
Fig. 2. IFMIF target geometry. 
Then, the interface shape is calculated through the geometric 
reconstruction scheme. First of all the position of the linear inter-
face is located relative to the center of each partially filled cell. This 
is done based on information about the volume fraction and its 
derivatives in the cell. Then, for the fluxes of fluid through each 
face the computed linear interface and the information about the 
normal and tangential velocity distribution on the face are used. 
With these fluxes, the volume fraction in each cell is calculated. 
One momentum equation is applied in the whole domain, and 
it depends on the phase volume fractions through the density and 
the molecular viscosity: 
Energy Deposition Profile 
— (pv) + V(pvv) = - Vp + V[/i( Vv + VvT)] + pg + F 
at 
(4) 
The surface tension is taken into account as a source term in the 
momentum equation, F, and is evaluated using Eq. (5), based on the 
continuum surface force (CSF) formulation [4]: 
pairspg 
apPpiKqVaq + aqpqKpVap 
\{pp+Pq) 
(5) 
where apq, is the surface tension between phases q and p. K, is the 
curvature, which is the divergence of the unit surface normal. If only 
two phases are present, as in this case, KQ = -KV. 
Turbulence is also a main key for this kind of patterns. The 
model chosen for the calculations is the RNG k-s model, as its good 
physical properties and less computational cost allow a suitable 
simulation time. Other models, with the number of cells mentioned 
before, and a multiphase flow involved, are, by the moment, of a 
very expensive computational cost. However, in these calculations, 
the effective viscosity (yU-eff) variable to be introduced into the k and 
s transport equations is obtained through a differential Eq. (6), 
p2k 
^fsjl 1.72-\fv -_dv •1+C (6) 
and not by the standard set. Therefore, the turbulence will vary with 
the eddy scale, being v = /ieff//i and Cv = 100 [3]. 
Heat transfer has been modelled using the Reynolds' analogy, 
but for the RNG model, the effective thermal conductivity used in 
the energy equation is: 
Vff = acp / i e f f (7) 
where a (inverse of the turbulent Prandtl number) is calculated 
from Eq. (8): 
1.3929 
a n - 1.3929 
H.6321 a + 2.3929 
a0 + 2.3929 
H.3679 
JJ_ 
Meff 
(8) 
with an = 1/Pr = /<///. cp. 
Therefore, the turbulent Prandtl number is not constant as in 
the standard k-s model, but it depends on the molecular Prandtl 
number. 
The standard wall functions have been used, as grid require-
ments for enhance wall treatment by ANSYS-FLUENT (using the 
correlation proposed by Kader [3]) could not be managed by avail-
able computational resources. In these wall functions turbulent 
Prandtl number is constant with a value of 0.85. 
2.2. Boundary conditions and discretization schemes 
Wall conditions have been used for the sides of the domain, con-
sidering the test section as a whole. Then, a uniform velocity profile 
is the input for the inlet, and an absolute pressure of 10~3 Pa at the 
outlet (Fig. 1) 
The energy deposition by the D+beams is simulated by an energy 
source (W/m3) input within a volume in the Lithium phase in the 
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Fig. 3. Energy deposition profile. 
middle part of the domain, (see Fig. 1). In Fig. 3 can be seen the 
energy profile used for the calculations (taken from [2]). 
A second order UPWIND discretization scheme has been used 
for momentum, turbulent kinetic energy, turbulent dissipation rate, 
and energy. 
2.3. Calculation analysis 
The thermal-hydraulic characteristics of the liquid flow has been 
evaluated for two velocities: lOm/s and 20m/s. Unsteady formu-
lation needed for VOF calculations was used. Then, the problem 
stopped when a steady solution was reached. 
ANSYS-FLUENT predicts that Li boiling point is not reached 
inside the domain. Fig. 4, shows that, the maximum temperature 
reached inside the lithium phase is 415 ° C, for a jet velocity of 20 m/s, 
and in the case of 10 m/s, calculations show a maximum tempera-
ture of 586 °C, and boiling point is around 990 °C. The centrifugal 
force effect of increasing the boiling point of the fluid has turned 
out to be effective, as the boiling point in that part of the domain is 
around 1090 °C [5], using the formula (9): 
boiling point: 17900 
22.7 - log P(Pa) •262 (9) 
At the free surface, being the pressure 10 3 Pa, the boiling point 
is 344°C [6]. Therefore the temperature margin is smaller at the 
free surface (94°C, predicted by ANSYS-FLUENT) than inside the Li 
flow. 
Also in Fig. 4, can be seen that the two cells next to the wall 
are still with a temperature of 250°C (the inlet temperature). That 
means higher temperatures are 2.5 mm from the wall, being the 
maximum temperature 6 mm from the wall. 
It is a well known deficiency of most turbulence models used in 
commercial CFD codes (included the RNG k-s), when dealing with 
liquid metals, that they assume the Reynolds analogy, using the 
turbulent Prandtl number to describe turbulent heat transport [6]. 
That seems not to be valid for low-Prandtl number liquids (high 
thermal conductivity, like liquid metals). In particular, near wall 
treatment should be reviewed. These models consider direct pro-
portionality between turbulent moment transport and turbulent 
heat transport. As mentioned before, the turbulent Prandtl num-
ber used in the temperature wall functions is by default 0.85. That 
means that turbulent moment and turbulent heat transport are 
equivalent. This result is suitable for other liquids like water or air, 
but not for liquid metals. Using this value leads to an overestima-
tion of turbulent heat flux, which in the case of liquid metals seem 
to be negligible. 
The velocity field and the grid resolution considered in these 
calculations lead toy+ values up to 300, so, at the nozzle no relam-
inarization of the boundary layer has been observed. 
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Fig. 4. Temperature distr ibut ion in the energy-deposition zone, for a jet velocity of 20 m/s. 
Surface fluctuations observed in the calculations are caused by 
waves, thought to be due to turbulence and are transverse to the 
flow. In fact their peak-to-peak amplitude is slightly higher when 
velocity increases. Fig. 5 shows the calculated surface waves formed 
when the Li flow velocity is 20 m/s. The maximum peak-to-peak 
amplitude of these waves predicted by ANSYS-FLUENT is around 
2.5 mm when the velocity is 20 m/s, and a little bit smaller, 2 mm, 
when velocity is 10 m/s.The wakes are due to impurities (chemical 
compounds) attached at the nozzle edges and are longitudinal to 
the flow. They might also be due to imperfections on the nozzle 
surface (effect of corrosion or erosion). 
Fig. 5 also shows that in the most vertical zone of the con-
cave wall (where the energy-deposition zone is located), waves are 
smaller. 
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Fig. 5. Waves in the freesurface when l i th ium (red zone) jet velocity is 20 m/s. (For interpretat ion of the references to color in this figure legend, the reader is referred to the 
web version of the article.) 
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Fig. 6. Effect of lateral walls on the transversal waves, for an average velocity of 20 m/s. 
The effect of lateral walls would lead to the presence of swirl-
waves interfering with transversal waves. This could be depicted in 
Fig. 6. 
At this state of the calculations other turbulence phenomena 
as Gotler vortices that appear at curve walls were not studied. 
Besides, the steady state reached by the calculations and the 
modellation of the turbulence do not allow to test the forma-
tion and cancellation of these vortices and their contribution to 
Reynolds stress. Direct numerical simulation could be the way 
to identify these vortices, if computational resources allow the 
performance. 
On the other hand, previous calculations made with a coarser 
grid could not predict the presence of any kind of waves. This 
coarser grid density was for the region between the concave wall 
and up to 25 mm from it, 10 elements in perpendicular direction 
from the wall. Therefore, cells were 2.50 mm high in that direc-
tion, and the first cell next to this zone was 7.6 mm high. This cell 
structure is maintained down to the outlet. 
3. Conclusion 
Thermal-hydraulic analysis predicts a Li flow without boiling, 
with a margin of 94 °C, when the concave wall radius is 25 cm. When 
modelling thermal effects, turbulence plays a very important role. 
In the case of liquid metal flows, turbulent heat flux seems to be 
negligible due to the high thermal conductivity of liquid metals. But 
commercial codes consider that this effect is important, leading to 
an overestimation of turbulent heat flux. Therefore, other turbulent 
models should be used, or a suitable correlation should be found 
for the experimental coefficient involved in this phenomenon, the 
turbulent Prandtl number. 
Also wave formation is due to turbulence phenomena, therefore, 
the validation of a suitable turbulent model with liquid metals flows 
should be a priority for CFD code users and developers involved in 
nuclear devices design. 
From the ASCHLIM project it could be observed that the main 
shortcoming of CFD codes when dealing with liquid metals were 
the turbulence and the multiphase models. In this paper this two 
models play a main role in the calculations. However, there is still 
much work to be done in these fields. 
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