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On Multicarrier Signals Where the PMEPR of a Random
Codeword is Asymptotically
Masoud Sharif, Student Member, IEEE, and Babak Hassibi
Abstract—Multicarrier signals exhibit a large peak-to-mean envelope
power ratio (PMEPR). In this correspondence, without using a Gaussian
assumption, we derive lower and upper probability bounds for the PMEPR
distribution when the number of subcarriers is large. Even though the
worst case PMEPR is of the order of , the main result is that the PMEPR
of a random codeword = ( . . . ) is log with probability
approaching one asymptotically, for the following three general cases: i)
’s are independent and identically distributed (i.i.d.) chosen from a com-
plex quadrature amplitude modulation (QAM) constellation in which the
real and imaginary part of each has i.i.d. and even distribution (not
necessarily uniform), ii) ’s are i.i.d. chosen from a phase-shift keying
(PSK) constellation where the distribution over the constellation points is
invariant under 2 rotation, and iii) is chosen uniformly from a com-
plex sphere of dimension . Based on this result, it is proved that asymp-
totically, the Varshamov–Gilbert (VG) bound remains the same for codes
with PMEPR of less than log chosen from QAM/PSK constellations.
Index Terms—Multicarrier signals, orthogonal frequency-divisionmulti-
plexing (OFDM), peak-to-mean envelope power ratio (PMEPR), spherical
codes, symmetric constellations.
I. INTRODUCTION
Multicarrier modulation has been proposed in different broad-band
wireless and wireline applications such as wireless local area networks
(WLAN) and digital subscriber line (DSL). Even though multicarrier
modulation has a nice performance in a multipath fading environment,
it suffers from high amplitude variation which is unfavorable from a
practical point of view. Different schemes have been proposed to re-
duce the peak-to-mean envelope power ratio (PMEPR) such as coding
methods, clipping, reserved carriers, and probabilistic methods such as
selective mapping and partial transmit sequence [1]–[7].
Unfortunately, the worst case PMEPR of multicarrier signals is
rather high and is of the order of n where n is the number of subcar-
riers. On the other hand, the numerical evaluation of the distribution of
PMEPR shows that encountering the worst case n is highly unlikely
[8]–[13]. This in fact motivates the problem of finding the PMEPR
distribution to quantify how severe that is. In [8], [9], by assuming
that the multicarrier signal is a Gaussian process, an expression for
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the probability distribution of PMEPR is derived. This is a very strong
assumption, and when the codewords are chosen from fixed constel-
lations, is mathematically not valid for the joint distribution of n or
more samples [14]. Recently, in [12], an upper bound for the PMEPR
distribution is shown for quadrature amplitude modulation/phase-shift
keying (QAM/PSK) with M2 points and uniform distribution over
the constellation points, and it is shown that the probability of
encountering a PMEPR of greater than (1 + ) logn is going to zero
as n increases. On the other hand, in [13], using techniques different
from ours, a lower bound for the distribution of PMEPR is obtained
when codewords are uniformly distributed over a complex sphere.
[13], however, does not perform an asymptotic analysis, which is
what we do here. In this correspondence, we generalize the results
to a larger class of constellations with even distribution over the
constellation points, and we show a stronger result, namely, with high
probability the PMEPR behaves like logn + O(log logn). In other
words, encountering a PMEPR of less than logn + O(log logn) is
also highly unlikely.
The results are based on a generalization of the well-known
result of Halasz [15] for Littlewood trigonometric polynomials with
equiprobable coefficients chosen independently from f+1; 1g [10],
[6], [12]. In summary, we show that, with probability approaching
one, any codeword either with entries chosen independently from the
symmetric QAM/PSK constellations or chosen uniformly from a com-
plex sphere has PMEPR of logn + O(log logn) for a large number
of subcarriers. We then use this result to determine the achievable rate
of codes with given minimum distance and bounded PMEPR.
The rest of the correspondence is outlined as follows. Section II in-
troduces the notation, multicarrier signals, and the PMEPR of a code-
word. The lower and upper probability bounds for the PMEPR distri-
bution are derived in Section III. In Section IV, we discuss the conse-
quences of the bounds and we obtain a Varshamov–Gilbert (VG) type
bound for the achievable rate of codes with bounded PMEPR and with
given minimum Hamming distance.
II. DEFINITION
The complex envelope of a multicarrier signal with n subcarriers
may be represented as
sC(t) =
n
i=1
cie
j2if t; 0  t  1=f0 (1)
where f0 is the subchannel spacing and C = (c1; . . . ; cn) is the com-
plex modulating vector with entries from a given complex constella-
tion. The admissible modulating vectors are called codewords and the
ensemble of all possible codewords constitute the code C. For mathe-
matical convenience, we define the normalized complex envelope of a
multicarrier signal as
sC() =
n
i=1
cie
ji; 0   < 2: (2)
Then, the PMEPR of each codeword C in the code C may be defined
as
PMEPRC(C) = max
0<2
jsC()j
2
EfkCk2g
: (3)
Similarly, the PMEPR of the code C, denoted by PMEPRC , is defined
as the maximum of (3) over all codewords in C. It is clear from the def-
inition of PMEPR that if all the carriers add up coherently, the PMEPR
can be of the order of n.
In this correspondence, we will consider two classes of codes,
namely, complex symmetric q-ary codes in which each coordi-
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nate is chosen from a complex QAM or PSK constellation with
alphabets of cardinality q, and spherical codes in which code-
words are points on a complex n-dimensional sphere defined as

n = f(c1; . . . ; cn) :
n
i=1 jcij
2 = ng.
It is worth noting that for a random q-ary code with independent
and identically distributed (i.i.d.) entries chosen from a constellation
EfkCk2g = nEav, where Eav is the average energy of the constella-
tion. Also, for spherical codes chosen from 
n, EfkCk2g = n since
all the codewords have constant norm.
Throughout the correspondence we will use the following notations:
C and C represent the code and codeword, ci denotes the ith coordi-
nate of the modulating vector C , logfg is the natural logarithm, and
Hq(x) =  x logq(x) (1 x) logq(x). We use  and  as arbitrarily
constants and f(n) = O(g(n)) denotes that
lim
n!1
f(n)
g(n)
 jj:
III. BOUNDS FOR CUMULATIVE DISTRIBUTION FUNCTION OF PMEPR
It is a commonly assumed in the literature that when the ci’s in (2)
are independently chosen, sC() can be approximated as a Gaussian
process [8], [9]. However, this is not mathematically rigorous for spher-
ical codewords and codewords with entries from a QAM/PSK constel-
lation. In other words, by assuming that the ci’s are i.i.d., even though
it is conceivable that any finite samples of sC() is jointly Gaussian for
large values of n, this statement is not valid for n samples of sC().
In this section, without using any Gaussian assumption, we derive
upper and lower bounds for the PMEPR distribution for different
schemes. The derivation of the bounds are the generalization of a
result of Halasz [15] for the asymptotic distribution of the maximum
of j n
i=1 ai cos ij when ai’s are chosen independently from
f+1; 1g with equal probability. This result is extended in [16] to the
maximum of the modulus of polynomials over the unit circle1 with
real independent coefficients ck and with characteristic function
Efejtc g = e  t + t +O(t )
for t in some nontrivial interval [ d; d].
Based on our application for orthogonal frequency-division multi-
plexing (OFDM) signals, we generalize the result of [16] and [15] to
polynomials over the unit circle when its coefficients are chosen from
the following three general cases: i) ci’s are i.i.d. chosen from a com-
plex QAM constellation in which the real and imaginary parts of ci
each has i.i.d and even distribution, ii) ci’s are i.i.d. chosen from a
PSK constellationwhere the distribution function over the constellation
points is invariant under rotation by =2, and iii) when the the modu-
lating codeword C is chosen from a complex n-dimensional sphere in
which ck’s are no longer independent.
A. Lower Bound for the PMEPR
In this subsection, we obtain a bound for the probability of having a
PMEPR slightly less than logn and we show that asymptotically this
probability goes to zero. Theorem 1 derives the bound for QAM con-
stellations and it is later generalized to PSK and spherical codes in The-
orems 2 and 3.
Since scaling the constellation does not affect the PMEPR, for math-
ematical convenience, we assume the maximum energy of the constel-
lation is one and, therefore, the resulting Eav is less than one and de-
notes the normalized average energy of the constellation.
Theorem 1 (Lower Bound: QAM Case): Let sC() be as in (2)
where ci = ai + jbi and the ai’s and bi’s each has i.i.d. and even
1By polynomials over the unit circle, here we mean polynomials over the
complex field evaluated on the unit circle.
distributions. Also, let CQAMq be the ensemble of all the admissible
codewords C . Then
Pr PMEPR
C
(C)  logn  6:5 log logn  O
1
log4 n
:
(4)
Proof: Since we are looking for an upper bound for
PrfPMEPRC(C) g, hence a lower bound for PrfPMEPRC(C)>
g, instead of considering the maximum of sC() over all , we may
consider the maximum of sRC() = RefsC()g over its n samples
m=(2m+1)=n form=1; . . . ; n. Following the proof of [15], we
also define 0 u(x) 1 as
u(x) =
0; jxj  M
1; jxj  M +
(5)
where  = n
logn
and assume
M = nEav logn  6:5nEav log logn 
n
logn
:
We also assume u(x) to be a function which is 10 times differentiable
such that u(r)(x) = O( r) for 1  r  10.2 Based on these
assumptions on u(x), in Appendix A, we proved other properties of
u(x) that will be used later in the proof. We then define the random
variable  as
 =
n
m=1
u(RefsC(m)g) =
n
m=1
u(sRC(m))
=
n
m=1
1
 1
ejts ()v(t)dt (6)
where we replaced u(x) by its Fourier transform v(t). To find a lower
bound, we use the following inequalities:
Pr max
02
jsC()j  M Pr max
0mn
jsRC(m)j  M
=1  Prf = 0g
 1  Prf = 0;   2Efgg
=1  Prfj   Efgj  Efgg
 1 
2
E2fg
: (7)
The first equality follows from the definition of  which is zero when
jsRC()j is less thanM . The second equality follows from the fact that
 is a nonnegative random variable, and the last inequality is Cheby-
chev’s inequality.
Therefore, the evaluation of the lower bound boils down to the
asymptotic analysis of the first and second moments of . In Ap-
pendix B, it is shown that Efg  O(log6 n) and
2 = Ef
2g  E2fg  O(Efg log2 n+ log5 n):
Therefore, the above results imply that
Pr max
02
jsC()j nEav logn 6:5nEav log logn 
n
logn
 1 O
1
log4 n
: (8)
Using the definition of PMEPR and normalizing both sides of (8) to
Pav = nEav, the theorem follows.
2Note that ( ) = ( ) means that for all ,
lim
n!1
u(r)(x)
 r
 
which implies that the maximum of ( ) is less than  for large .
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As mentioned in Appendix B, the derivation of the lower bound re-
lies on the characteristic function of sRC(). For the PSK case, the real
and imaginary parts of ci are not independent; however, we can still
use a similar argument to generalize the result to PSK constellations in
which the distribution over the constellation points is invariant under
=2 rotation.
Theorem 2 (Lower Bound: PSKCase): Let ci = ej where the ci’s
i.i.d. chosen from a q-ary PSK constellation in which the probability
density function (pdf) of ci is invariant under rotation by =2 and CPSKq
is the ensemble of all codewords C . Then
PrfPMEPRC (C)  logn 6:5 log logng  O
1
log4 n
: (9)
Proof: In the PSK case, we can write the characteristic function
of sRC() as
PSK(t) =Efejts ()g =
n
i=1
EfejtRefc e gg
=
n
i=1
Efcos(t cos (i + i))g =
n
i=1
Efcos t0ig (10)
where 0i = cos(i + i) has an even distribution since the i’s are
chosen from a PSK constellation such that i, i + =2, and conse-
quently, i +  are equiprobable. Furthermore, for jtj < 1 the charac-
teristic function is positive. Therefore, using the result of Appendix C,
we can thenwriteEfcos(t0i)g = e Ef( ) gt =2+t +O(t ) for jtj <
1, where the second moment of 0i can be evaluated as
Ef(0i)2g = Efcos2(i + i)g = 1
2
+
1
2
Efcos(2i+ 2i)g = 1
2
(11)
and the second term is zero since 2i has the same probability as  +
2i due to the fact that the pdf of i is invariant under rotation by =2.
Therefore, replacing (11) intoEfcos(t0i)g and then into (10), we get,
PSK(t) = e
 nt =4+nt +O(nt ) for jtj  1. Now, we can use the
same argument as that of Theorem 1 to find the mean and variance of
 as in (B6) and (B18), respectively. The theorem follows similarly by
setting Eav = 1 for PSK constellations.
To generalize the result to spherical codes, we initially need to find
the characteristic function of sRC()when the codewordC is uniformly
distributed over 
n. Clearly, all ci’s are dependent, however the fol-
lowing lemma provides the characteristic function of sRC()when C is
uniformly distributed over 
n.
Lemma 1: Let C = (c1; . . . ; cn) be a random complex vector uni-
formly distributed over 
n and sRC(). Then
Efejts ()g = 2
n (n)
jtjnnn 1 Jn(njtj):
Proof: Let ci = ai + jbi for i = 1; . . . ; n. As a first step to find
the characteristic function of sRC(), since
n
k=1
sin2 k + cos2 k = n
we can state that
p(sRC())
=p(h(a1; . . . ; an; b1; . . . ; bn);(cos ; . . . ; cosn; sin ; . . . ; sinn)i)
=p(hU(a1; . . . ; an; b1; . . . ; bn); (
p
n; 0; . . . ; 0)i)=p(pna01) (12)
where p(x) denotes the pdf of the random variable x
(a01; . . . ; a
0
n; b
0
1; . . . ; b
0
n) = U(a1; . . . ; an; b1; . . . ; bn)
h; i denotes the inner product of two vectors, and U is any orthogonal
matrix such that U(cos ; cos 2; . . . ; sinn) = (
p
n; 0 . . . ; 0).
Moreover, since the vector (a1; . . . ; an; b1; . . . ; bn) has an isotropic
distribution [17], the distribution of the vector remains the same under
multiplication by orthogonal matrices, and therefore,
p(sRC()) = p(
p
na01) = p(
p
na1) = p(
p
nr11):
Now we can use (12) to write
Efejts ()g =Efejt
p
nr cos g = E
2
0
1
2
ejt
p
nr cos d1
=EfJ0(t
p
nr1)g (13)
where we used the definition of the Bessel function and the fact that
1 has the uniform distribution proved in Appendix D. Since J0(x)
is an even function, the characteristic function is an even function of
t and we can, therefore, focus on t > 0. Using the distribution of r1
computed in Appendix D, we can write (13) as
Efejts ()g = 2
nn 1
p
n
0
rJ0(t
p
nr)(n  r2)n 1dr
=2n
1
0
uJ0(tnu)(1 u2)n 1du= 2
n (n)
tnnn 1
Jn(nt) (14)
for t > 0, where we used the identity
1
0
x(1  x2)n 1J0(bx)dx = 2
n 1 (n)
bn
Jn(bx)
for b > 0 [18]. Since the characteristic function is even, the lemma
follows from (14).
For large values of n and 0 < t < 1, we can use the asymptotic
expansion of the Bessel function of order n as [18]
Jn(nt) =
e n(cosh  
p
1 t )
2n(1  t2)1=2 (1 +O (1=n)) (15)
for 0 < t < 1. Therefore, we can use the asymptotic expansion
 (n) = e nnn 1=2
p
2 (1 +O (1=n))
for large n [18] together with (15) and replace them into (14), to obtain
Efejts ()g=EfJ0(t
p
nr1)g=e nf(t) (1 +O (1=n))
= e n( t + t +O(t ))(1 +O(1=n)) (16)
for jtj < 1 and large n. Therefore, logEfejts ()g is an even positive
function of t for large n and jtj < 1. Now using the Taylor expansion
of logEfejts ()g as in Appendix C, we can write 1 in (16) as
n1 =
1
2
E sRC()
2
=
1
2
Efna21g = Efnr21 cos2 1g = n
4
:
(17)
Therefore, the characteristic function of sRC() can be written as
Efejts ()g = e nt =4+nt +O(nt )(1 +O(1=n)) (18)
for large n and jtj < 1. This, in fact, allows us to generalize the lower
bound for random spherical codes in the following theorem.
Theorem 3 (Lower Bound: Spherical Codes): Let sC() be as in (2)
whereC is chosen uniformly from
n. Also, let Cs be the ensemble of
all the admissible codewords. Then
PrfPMEPRC (C)  logn  6:5 log logng  O 1
log4 n
: (19)
Proof: Using Lemma 1 in which the characteristic function of
sRC() is computed for jtj < 1, and using the identity e a = e b +
O(jb aj), we may writeEfejts (t)g = e nt =4+O(nt4), whereC
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is uniformly distributed over 
n. We can now follow the same line as
in the proof of Theorem 1 to write the mean of  as in (B6). Similarly,
in order to calculate the second moment of , we have to compute
s(t;  ; m; l)
= Efej a (t cos k + cos k ) b (t sin k + sin k )g: (20)
Since
n
k=1
(t cos km+ cos kl)
2+(t sin km+ sin kl)
2=n(t2+2)
form 6= l andm+ l 6= n, by using a similar argument as in the proof
of Lemma 1, we get
s(t;  ; m; l) = E e
j
p
n(t + )a (21)
where a1 is as defined in Lemma 1. Consequently, it can be then con-
cluded that for m 6= l andm + l 6= n, we have
s(t;  ; m; l)
= e n(t + )=4+n(t + ) +nO((t + ) )(1 +O(1=n)): (22)
We can similarly prove thatEfg andEf2g are as in (B6) and (B18),
respectively. So using Chebychev’s inequality as in Theorem 1, we can
complete the proof for random spherical codes.
B. Upper Bound for the PMEPR
In this subsection, Theorem 4 obtains the probability of having
PMEPR slightly greater than logn for the QAM case and shows
that this probability goes to zero as n tends to infinity. This will be
extended to PSK and spherical codes in Theorem 5 and 6, respectively.
Theorem 4 (Upper Bound: QAM Case): Consider the setting of
Theorem 1. Then
Pr PMEPR
C
(C)  logn+ 5:5 log logn  O 1
log4 n
:
(23)
Proof: We first define the real function sC(; ) as
sC(; ) = RefejsC()g =
n
i=1
ai cos(i + )  bi sin(i + )
(24)
consequently, we define K as
K =max
;
jsC(; )j = jsC(0; 0)j =max

jsC()j:
As mentioned in [15] and used in [16], the point of introducing  is
that we can now deal with the maximum of a real function sC(; )
and generalize the result of Halasz to complex polynomials over the
unit circle. Let u(x) be as defined in (5) with the only difference that
here
M = nEav logn+ 5:5nEav log logn:
We also assume that Eav is the normalized average energy of the con-
stellation. Consequently, we define the random variable  as
 =
2
0
2
0
u(sC(; ))dd
=
2
0
2
0
1
 1
ejtu(s (;))v(t)dtdd
where we substitute u(x) by its Fourier transform v(t). As the second
step, by using the Taylor expansion of sC(; ) around its maximum
absolute value, it is shown in [16], [15] that if   1
n log n
then K 
M + 2. Therefore,
PrfK M + 2g  Pr   1
n log2 n
 1  n log2 nEfg
(25)
where we used Markov’s inequality to deduce (25). Therefore, the
derivation of the upper bound boils down to computation of the mean
of . As in the derivation of the lower bound, we start by computing
the characteristic function of sC(; )
Efejt a cos(i+) b sin(i+)g
= e
  E cos (i+)  E sin (i+)
+ t4 1
n
i=1
cos4(i + ) + 2
n
i=1
sin4(i + )
 e  E cos (i+)  E sin (i+)
+O(nt6 + n2t8) (26)
for jtj  1 where we used e a = e b+(b  a)e b+O((b  a)2) as
in (B11) and both Eav1 and Eav2 are as defined in Theorem 1. We can
now take the expectation of  as shown in (27) at the bottom of the page.
Using the results in Appendix A, we can simplify the expectation of 
as follows: the first and second terms follows from (A6) and p = 0; 4,
and the last term can be computed by (A3) to get
Efg=O
p
ne
 
M
+O
n
p
ne
 
M4
+O
n
6
+
n2
8
(28)
Therefore, by setting the value of M and , and using the Markov
inequality, we conclude that Efg = O 1
n log n
to get
PrfKM + 2gPr  1
n log2 n
1  n log2 nO 1
n log6 n
=1 O 1
log4 n
:
(29)
The theorem follows by using the definition of PMEPR for large values
of n.
The next theorem presents the same asymptotic result for the PSK
constellations.
Efg =
2
0
2
0
1
 1
Efejt a cos (i+) b sin (i+)gv(t)dtdd
=
2
0
2
0
1
 1
e
  E cos (i+)  E sin (i+)
v(t)dtdd
+O n
2
0
2
0
1
 1
t4e
  E cos (i+)  E sin (i+)jv(t)jdtdd +O
1
 1
(nt6 + n2t8)jv(t)jdt :
(27)
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Theorem 5 (Upper Bound: PSK Case): Consider the setting of The-
orem 2. Then
Pr PMEPRC (C)  logn+ 5:5 log logn  O
1
log4 n
:
(30)
Proof: We first compute the characteristic function of
sC(; ) =
n
i=1 cos(i + i + )
Efejts (;)g =
n
i=1
Efcos(t cos(i + i + ))g
=
n
i=1
Efcos(t00i )g (31)
where 00i = cos(i + i + ) has an even distribution since i is
chosen from a symmetric PSK constellation. Since the distribution of
ci is invariant under rotation by =2, using the result in Appendix B,
and following the same line as in the proof of Theorem 2, we can write
the characteristic function as
E ejts (;) = e nt =4+nt +O(nt )
for jtj < 1. The theorem follows by using the characteristic function
of sRC() and following the same line as in the proof of Theorem 4.
Theorem 6 (Upper Bound: Spherical Codes): Let C be a codeword
uniformly chosen from 
n and Cs be the ensemble of all those code-
words C . Then
Pr fPMEPRC (C)  logn+ 5:5 log logng  O
1
log4 n
: (32)
Proof: First of all, we derive the characteristic function of
sC(; ) when the codeword C is uniformly distributed over 
n. We
can use the result of Lemma 1 to show that
E ejts (;) = e nt =4+nt +O(nt )(1 +O(1=n))
= e nt =4 + (nt4 +O(nt6))e nt =4 +O(n2t8)
= e nt =4 + nt4e nt =4 +O(nt6 + n2t8) (33)
where we used e a = e b + (b  a)e b+O((b  a)2) for a; b > 0.
Fortunately, the characteristic function of sC(; ) allows us to use a
similar approach as in Theorem 4 to evaluate the mean of  as
Efg =
2
0
2
0
1
 1
Efejts (;)gv(t)dtdd
=
2
0
2
0
1
 1
e nt =4v(t)dtdd
+ n
2
0
2
0
1
 1
t4e nt =4v(t)dtdd
+O
1
 1
(nt6 + n2t8)jv(t)jdt :
Using the result of Appendix A and similar to Theorem 4, we can sim-
plify (34) to get Efg = O 1
n log n
. The theorem follows using a
similar argument as in Theorem 4 and setting the value ofM and.
IV. SUMMARY AND DISCUSSION
To get a better insight into the above results, let Ct correspond to
CPSKq , C
QAM
q , or Cs as random codes over the corresponding constella-
tions. Using the inequalityPr(A)+Pr(B) 1  Pr(A\B)  Pr(A),
and Theorems 1 to 6, we may write
1 >Prflogn+5:5 log logn>PMEPRC (C)> logn 6:5 log logng
> 1 O
1
log4 n
: (34)
Equation (34) shows that with probability approaching unity,
the PMEPR of any codewords randomly chosen from symmetric
QAM/PSK or 
n behaves like logn + O(log logn) asymptotically.
This result implies that for a large number of subcarriers, clipping the
signal with a threshold value of less than logn may cause severe dis-
tortion in the signal. On the other hand, by using probabilistic methods
[2] in which we randomly map the data to different codewords and
choose the best one in terms of PMEPR to transmit, we cannot further
reduce the PMEPR below logn. Meanwhile these methods performs
very well for moderate values of n since logn is reasonably small.
Another class of methods to reduce the PMEPR is to use coding not
only to introduce a large minimum distance but also to reduce PMEPR
[6]. It has been shown in [6] that the VG bound for spherical codes with
PMEPR less than 8 logn remains the same as that of spherical codes
without PMEPR restriction. This shows that there exist high rate and
large minimum-distance spherical codes with PMEPR of 8 logn.
In fact, we can use the result of Section III to derive a VG-type bound
on the rate of a code with given minimum distance and PMEPR of
less than logn. Here, we use the minimum Hamming distance which
is defined as the minimum number of coordinates in which any two
codewords are different [19]. The rate of C is also defined as R =
1
n
logq jCj where jCj is the cardinality of the set C.
Corollary 1: Let Qq be a complex q-ary symmetric PSK or QAM
constellation, R > 0, and 0    q 1
q
. If
R  1 Hq() O
1
n log4 n
(35)
then, asymptotically, there exists a code C of length n with entries
chosen from Qq , rate R, minimum Hamming distance dmin = bnc,
and PMEPRC < logn + 5:5 log logn.
Proof: The proof follows by first excluding codewords with
PMEPR larger than logn + 5:5 log logn, and then using VG type
argument to construct a code with the minimum Hamming distance
dmin = bnc [19].
According to Corollary 1, it follows that not only there exist spher-
ical high rate codes with PMEPR of 8 logn, but there also exist codes
chosen from usual constellations like QAM and PSK with the same
asymptotic. On the other hand, this result does not contradict the exis-
tence of exponentially many codewords with constant PMEPR. How-
ever, the ratio of the number of these codewords to qn has to tend to
zero asymptotically. So there still remains an open problem of what is
the rate of codes with constant PMEPR?
APPENDIX A
We adopt the following lemma from [15] with modifications to the
fifth and sixth inequalities that are required for the generalization to
polynomials over the unit circle with complex coefficients.
Lemma 2: Let u(x) be a continuous differentiable function as de-
fined in the proof of Theorem 1 and v(t) = 1
2
1
 1
u(x)ejtxdx. Then
we have the following properties:
i)
jtrv(t)j = O
1
r 1
; 1  r  10 (A1)
ii)
1
 1
jv(t)jdt = O
M

(A2)
iii)
1
 1
jtpv(t)jdt = O
1
p
; 1  p  8 (A3)
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iv)
jtj>l
jv(t)jdt = O(1=9); for any constant l0 > 0 (A4)
v)
1
 1
e nE t =4tpv(t)dt = O
p
ne
 
Mp
; 1  p  8
(A5)
vi)
2
0
2
0
1
 1
e
  E cos (i+)+E sin (i+)
tpv(t)dtdd=O
p
ne
 
Mp
(A6)
where
M = nEav logn+O(log logn)
 = n
logn
, and Eav = Eav1 + Eav2.
Proof: For the proof of (A1) to (A4) refer to [15]. In order to
prove (A5), we use Parseval’s theorem and the properties of Fourier
transform to obtain
1
 1
e nt =4tpv(t)dt =
1p
n
1
 1
e x =nu(p)(x)dt : (A7)
Now we can use the fact that u(p)(x) is zero for jxj < M and equals
O(1=r) for jxj > M to rewrite the integral as
O
1
 1
e nt =4tpv(t)dt =O
1p
np jxj>M
e x =ndx
=O
Q Mp
n=2
p
(A8)
where
Q(x) =
1p
2
1
x
e x =2dx:
Using the asymptotic expansion Q(x) = e
x
p
2
(1 O(1=x2)) [18],
we get
O
Q Mp
n=2
p
= O
p
ne
 
Mp
: (A9)
Equation (A5) follows from (A8) and (A9). To prove (A6), we first use
(A5) to write the inner integral in (A6) as
1
 1
e
  (E cos (i+)+E sin (i+))
tpv(t)dt
= O
p
n
Mp
e
 
:
(A10)
We then use the following inequality for large values of n similar to
[15],
n
i=1
Eav1 cos
2(i + ) + Eav2 sin
2(i + )
=
(Eav1 +Eav2)n
2
+
(Eav1   Eav2)
2
n
i=1
cos 2(i+ )

E n
2
+ njE  E j
2 logn
; logn
n
 jj  =2
nEav; everywhere
(A11)
where we used the inequality ni=1 cos 2(i + )  12j sin j and con-
sidering that j sin j > =2 for  < 0:1, the inequality follows for large
n. Therefore, we may write
2
0
2
0
e
 
dd
 4 logn
n
e
 
+ 42e
 
: (A12)
We can now use the fact that logn
n
 e  for
M = nEav logn+O(log logn)
and also using,
e
 
= e M =nE  e
=O(e M =nE ) (A13)
to bound (A12) byO(e  ). Equation (A6) follows from (A10) and
(A13).
APPENDIX B
In order to calculate the mean and variance of , we substitute sRC()
in (6) to get
 =
n
m=1
1
 1
e
jt a cos k  b sink
v(t)dt: (B1)
Using the independence of ak’s and bk’s, we obtain
Efejt a cos k  b sink g
=
n
k=1
Efejta cos k gEfejtb sink g QAM (t; m): (B2)
It is shown in Appendix C that for jtj < 1
Efeja tg = e E t =2  t +O(t )
and similarly
Efejb tg = e E t =2  t +O(t )
where Eav1 and Eav2 are the average energy of ak and bk , and, there-
fore, Eav = Eav1 + Eav2 is the average energy of ck . Now using
e a = e b + O(jb  aj) for a; b  0, we can write (B2) as3
QAM(t; m) = e
  E cos k +E sin k +nO(t )
= e nE t =4 +O(nt4) (B3)
for jtj < 1, where we used the identities
n
k=1
cos2 km =
n
k=1
sin2 km = n=2
for m = (2m+ 1)=n. To evaluate the expectation of  in (B1), we
replace (B3) in (B1) for jtj < 1, and use one as the upper bound for
the absolute value of the characteristic function for jtj > 1 to get
Efg = n
1
 1
e nE t =4v(t)dt+O n2
1
 1
t4jv(t)jdt
+O n
jtj>1
jv(t)jdt : (B4)
We may then extend the first integral to infinity and include the re-
sulting error in the third term, also by extending the second integral to
3Note that since the characteristic function is less than 1 as shown in Ap-
pendix C, has to be nonnegative.
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infinity the third term can be included in the second integral. Finally,
(B4) simplifies to
Efg = n
1
 1
e nE t =4v(t)dt+O n2
1
 1
t4jv(t)jdt :
(B5)
Using the property (A3) of u(x) shown in Appendix A, we may sub-
stitute the second term by O n

and using = n
logn
, we get
Efg = n
1
 1
e nE t =4v(t)dt+O log2 n : (B6)
In order to find the second moment of , we may write 2 as
2 =
n
m=1
n
l=1
u(sRC(m))u(s
R
C(l)): (B7)
Therefore, after substituting the Fourier transform of u(x) in (B7), to
evaluate each term of the double summation of (B7), we should com-
pute (B8) at the bottom of the page.The inner expectation in (B8) can
be split using the independence of ak’s and bk’s as
Efe
j a (t cos k + cos k ) b (t sin k + sin k )
g
=
n
k=1
Efeja (t cos k + cos k )g

n
k=1
Efe jb (t sin k + sink )g
0QAM(t;  ; m; l): (B9)
As we stated for the calculation of Efg, for jtj  1, we have
Efeja tg = e E t =2  t +O(t )
and
Efejb tg = e E t =2  t +O(t ):
Therefore, for jtj; j j < 1=2, each expectation in (B9) can be written
(B10) (also shown at the bottom of the page), where we used
O((t cos km +  cos kl)
6) = O((jtj+ j j)6)
for the last term in the exponent. We can also write a similar equation
for bk. After substituting (B10) into (B9), we can use the second-order
approximation
e a = e b + (b  a)e b +O((b  a)2)
for a; b > 0, to write (B9) as (B11) at the bottom of the page, for
jtj; j j  1=2. We can further simplify (B11) by using the identities
n
k=1
(t cos km +  cos kl)
2
=
n
k=1
(t sin km +  sin kl)
2 = n(t2 +  2)=2
form 6= l andm+ l 6= n, and Eav = Eav1 + Eav2, to get
0QAM(t;  ; m; l)
= e  nE (t + ) +O(n(jtj+ j j)4)e  nE (t + )
+O(n(jtj+ j j)6) +O(n2(jtj+ j j)8) (B12)
for jtj; j j < 1=2,m 6= l, andm+ l 6= n. For the other 2n terms (i.e.,
m = l orm+ l = n) in (B1), we can use the following inequality:
2
n
m=1
u(sRC(m))u(s
R
C(l))  2
n
m=1
u(sRC(m)) = 2 (B13)
since 0  u(x)  1. Now placing (B12) into (B8) and then into (B7)
for jtj; j j < 1=2, using one as an upper bound for jtj; j j > 1=2, and
using (B13) for 2n terms withm = l orm+ l = n, we obtain
Ef2g
 (n2   2n)
1=2
 1=2
1=2
 1=2
e nE (t + )=4v(t)v()dtd
+O n3
1=2
 1=2
1=2
 1=2
(jtj+j j)4e n(t + )=4jv(t)jjv( )jdtd
+O n3
1=2
 1=2
1=2
 1=2
(jtj+ j j)6jv(t)jjv( )jdtd
+O n4
1=2
 1=2
1=2
 1=2
(jtj+ j j)8jv(t)jjv( )jdtd
+O n2
jtj>1=2 j j>1=2
jv(t)jjv( )jdtd +2Efg: (B14)
u(sRC(m))u(s
R
C(l)) =
1
 1
1
 1
E e
j a (t cos k + cos k ) b (t sin k + sin k )
v(t)v()dtd: (B8)
Efeja (t cos k + cos k )g = e
 1=2 fE (t cos k + cos k ) + (t cos k + cos k ) g+O(n(jtj+j j) ) (B10)
0QAM(t;  ; m; l) = e
  E (t cos k + cos k ) +E (t sink + sink )
+
n
k=1
f1(t cos km +  cos kl)
4 + 2(t sin km +  sin kl)
4 +O(n(jtj+ j j)6)g
 e
  E (t cos k + cos k ) +E (t sink + sink )
+O(n2(jtj+ j j)8) (B11)
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To evaluate (B14), we may extend the integrals in the first four terms
from  1 to1 to find an upper bound for Ef2g. So we may write
(B14) as
Ef2g
 (n2   2n)
1
 1
e nE (t + )=4v(t)v( )dtd
+O n3
1
 1
1
 1
(jtj + j j)4e nE (t + )=4jv(t)jjv( )jdtd
+O n3
1
 1
1
 1
(jtj+ j j)6jv(t)jjv( )jdtd
+O n4
1
 1
1
 1
(jtj+ j j)8jv(t)jjv( )jdtd
+O n
jtj>1=2
jv(t)jdt
2
+ 2Efg: (B15)
Now we can use (A4) in Appendix A to write the fourth term in (B15)
as O n

. The second term in (B15) will be also simplified to
O n3
1
 1
1
 1
(jtj+ j j)4e nE (t + )=4jv(t)jjv( )jdtd
= O n3
4
p=0
1
 1
tpe nE t =4dt
1
 1
 4 pe nE  =4d
= O
n4e 2M =nE
4M2
(B16)
where we used the identities (A5) with p = k and p = 4 k. The third
term similarly can be evaluated as
O n3
1
 1
1
 1
(jtj+ j j)6jv(t)jjv( )jdtd
= O n3
5
k=1
1
 1
jtkv(t)jdt
1
 1
jt6 kv(t)jdt
+ 2
1
 1
jv( )jd
1
 1
jt6v(t)jdt
= O
n3
6
+O n3 
1
6

M

= O
n3
6
+O
n3M
7
(B.17)
where we again used (A2) and (A3) to evaluate both terms in (B17).
Along the same lines as in the evaluation of the third term, the fourth
term can also be shown to be O n M

. Therefore, setting the value
of M and , we may write
Ef2g  2Efg+ n2
1
 1
e nE t =4v(t)dt
2
+O
n4e 2M =nE
4M2
+O
n3M
7
+O
n4M
9
=2Efg+ n2
1
 1
e nE t =4v(t)dt
2
+O(log5 n) +O(logn) +O(log2 n): (B18)
On the other hand, it is easy to find a lower bound for Efg by using
the definition of u(x) and Parseval’s theorem and show that Efg 
O(log6 n) [15]. Equivalently, this implies that
2 = Ef
2g  E2fg = O Efg log2 n+ log5 n :
APPENDIX C
In this appendix, we calculate the characteristic function of a
bounded random variable with even probability distribution function.
Lemma 3: Let c be a real random variable with even pdf, variance
Eav, and maximum energy 1, i.e., jcj2  1. Then for jtj < 1, we have
logc(t) =  Eavt
2=2 + a4t
4 +O(t6) (C1)
where c(t) = Efejtcg.
Proof: It is clear that when the pdf of c is even then the charac-
teristic function is real, so c(t) = Efcos(tc)g. Since the pdf of c is
nonnegative and the maximum energy of c is one, c(t) is a real pos-
itive function. c(t) is also inifnitely differentiable for jtj < 1 since
Efck cos(tc)g is bounded for any k. Now we can write the Taylor ex-
pansion
logc(t) =
1
i=0
ait
i:
Since c(0) = 1, a0 will be zero. Furthermore, since the pdf of c is
even, c(t) and logc(t) will be even and, therefore, a2k+1 = 0, for
k = 0; 1; . . .. The values of a2 can be computed as
a2 =
 1
2
00(0)
(0)
=  
1
2
Efc2g:
Therefore, for jtj < 1, we can write the Taylor’s expansion
log((t)) =  Efc2gt2=2+ a4t
4 +O(t6):
.
APPENDIX D
Lemma 4: Let C = (c1; . . . ; cn) be a random complex vector uni-
formly distributed over 
n. Let ci = riej . Then r1 and 1 are inde-
pendent with the following distribution:
p(r1) =
2
nn 1
r1(n  r
2
1)
n 1 (D1)
p(1) =
1
2
: (D2)
Proof: Since the vector C is uniformly distributed over 
n,
p(C) = 1
V
(CC   n) where V =  n
 (n)
. Now let us define
C 0 = (c2; . . . ; cn). Then, we can write p(c1) as
p(c1) =
1
V
(CC   n)dC 0 =
1
2V
ej!(CC  n)dC 0d!
(D3)
where we used the definition of (x). In order to make the integral
converging, we multiply the integral by 1 = en CC  in which  >
0. Therefore,
p(c1) =
1
2V
en( j!)e r ( j!)e C C ( j!)dC 0d!:
(D4)
It is shown in [17] that if P andQ are HermitionM M matrices and
P > 0
e y (P+jQ)ydy =
M
det(P + jQ)
:
So setting z =    j!, we get
p(c1) =
n 1
2V j
e(n r )z
zn 1
dz =
n 1
V  (n  1)
(n  r21)
n 1: (D5)
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Therefore, we can now compute the probability distribution of r1 and
1 as follows:
p(r1) = r1p(r1; 1)d1 =
2n
V  (n  1)
r1(n  r1)
n 1
=
2
nn 1
r1(n  r
2
1)
n 1
p(1) = r1p(r1; 1)dr1 =
1
2
:
Also, since p(r1; 1) = p(r1)p(1), r1 and 1 are independent.
REFERENCES
[1] X. Li and L. J. Cimini, “Effects of clipping and filtering on the per-
formance of OFDM,” in Proc. IEEE Vehicular Technology Conf., May
1997, pp. 1634–1638.
[2] S. H. Muller and J. B. Huber, “A comparison of peak power reduc-
tion schemes for OFDM,” in Proc. IEEEGlobal Communications Conf.,
1997, pp. 1–5.
[3] J. Tellado and J. M. Cioffi, “Efficient algorithms for reducing PAR in
multicarrier systems,” in Proc. IEEE Int. Symp. Information Theory,
Cambridge, MA, Aug. 1998, p. 191.
[4] M. Sharif, M. Gharavi-Alkhansari, and B. H. Khalaj, “On the peak to
average power of OFDM signals based on oversampling,” IEEE Trans.
Commun., vol. 51, pp. 72–79, Jan. 2003.
[5] G.Wunder andH. Boche, “Peak value estimation of band-limited signals
from its samples, noise enhancement, and a local characterization in the
neighborhood of an extermum,” IEEE Trans. Signal Processing, vol. 51,
pp. 771–780, Mar. 2003.
[6] K. G. Paterson and V. Tarokh, “On the existence and construction of
good codes with low peak to average power ratios,” IEEE Trans. Inform.
Theory, vol. 46, pp. 1974–1986, Sept. 2000.
[7] J. A. Davis and J. Jedwab, “Peak tomean power control in OFDM,Golay
complementary sequences, and Reed-Muller codes,” IEEE Trans. In-
form. Theory, vol. 45, pp. 2397–2417, Nov. 1999.
[8] H. Ochiai and H. Imai, “On the distribution of the peak to average power
ratio in OFDM signals,” IEEE Trans. Commun., vol. 49, pp. 282–289,
Feb. 2001.
[9] S. Wei, D. Goeckel, and P. Kelly, “A modern extreme value theory ap-
proach to calculating the distribution of the peak to average power ratio
in OFDM systems,” in Proc. IEEE Int. Communications Conf., 2002,
pp. 1686–1690.
[10] N. Dinur and D. Wulich, “Peak to average power ratio in high-order
OFDM,” IEEE Trans. Commun., vol. 49, pp. 1063–1072, June 2001.
[11] D. Wulich, N. Dinur, and A. Glinowiecki, “Level clipped high-order
OFDM,” IEEE Trans. Commun., vol. 48, pp. 928–930, June 2000.
[12] G. Wunder and H. Boche, “Upper bounds on the statistical distribution
of the crest factor in OFDM transmission,” IEEE Trans. Inform. Theory,
vol. 49, pp. 488–494, Feb. 2003.
[13] M. Friese, “On the achievable information rate with peak-power-lim-
ited orthogonal frequency-division multiplexing,” IEEE Trans. Inform.
Theory, vol. 46, pp. 2579–2587, Nov. 2000.
[14] M. Sharif and B. Hassibi, “Existence of codes with constant PMEPR
and related design,” IEEE Trans. Signal Processing, to be published.
[15] G. Halasz, “On the result of Salem and Zygmund concerning random
polynomials,” Studia Scient. Math. Hung., pp. 369–377, 1973.
[16] A. Gersho, B. Gopinath, and A. M. Odlyzko, “Coefficient inaccuracy in
transversal filtering,” Bell Syst. Tech. J., vol. 58, no. 10, pp. 2301–2316,
Dec. 1979.
[17] B. Hassibi and T. L. Marzetta, “Muliple-antennas and isotropically
random unitary inputs: The received signal density in closed form,”
IEEE Trans. Inform. Theory, vol. 48, pp. 1473–1484, June 2002.
[18] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Prod-
ucts. London, U.K.: Academic, 1965.
[19] S. B. Wicker, Error Control Systems for Digital Communication and
Storage. Englewood Cliffs, NJ: Prentice-Hall, 1995.
User Capacity of Asynchronous CDMA Systems With
Matched Filter Receivers and Optimum Signature
Sequences
Sennur Ulukus, Member, IEEE, and Roy D. Yates, Member, IEEE
Abstract—For a symbol-asynchronous (but chip-synchronous)
single-cell code-division multiple-access (CDMA) system, we define a
system-wide quantity called the total squared asynchronous correlation
(TSAC) which, for arbitrary signature sets, depends on the users’ delay
profile. We develop a lower bound for TSAC that is independent of the
users’ delays. We show that if the signature set achieves this TSAC lower
bound, then the user capacity of the asynchronous CDMA system using
matched filters becomes the same as that of a single-cell synchronous
CDMA system; in this case, there is no loss in user capacity due to
asynchronism. We present iterative signature adaptation algorithms,
which, when executed sequentially by the users, appear to converge to
these optimum signature sequences; however, the existence, for all user
delay profiles, of signature sequences achieving this lower bound remains
a significant open problem.
Index Terms—Asynchronous code-division multiple access (CDMA),
CDMA user capacity, interference avoidance, minimum mean-square
error (MMSE) filters, optimum signature sequence sets, Welch bound
equality (WBE) sequences, Welch bound.
I. INTRODUCTION
For code-division multiple-access (CDMA) systems, there has been
recent progress in understanding the influence of signature sequences
on the overall system capacity [3]–[5]. In particular, for a single-cell
synchronous CDMA system with equal received powers, [3] showed
that one can always choose the signature sequences to be Welch bound
equality (WBE) sequences [6]–[8] and that WBE sequences maximize
the user capacity, i.e., the maximum number of supportable users at a
common signal-to-interference ratio (SIR) target level for a fixed pro-
cessing gain. A generalized version of this problem where users have
arbitrary (unequal) received powers was solved in [4].
In this correspondence, we investigate the user capacity of an asyn-
chronous single-cell CDMA system with matched filters, under the as-
sumption that the users’ signature sequences can be optimized. Even
though the system is symbol-asynchronous, we assume that it is chip-
synchronous (e.g., as in [9]) in order to make the analysis tractable. We
also assume that short sequences are used; that is, the length of the sig-
nature sequences is equal to one symbol duration, and that the signature
sequences are repeated at every symbol interval. We define a quantity
called the total squared asynchronous correlation (TSAC) of a signature
sequence set. For arbitrary signature sequences, the TSAC depends on
the users’ delay profile. We identify a lower bound on the TSAC that
is independent of the users’ delay profile. For those delay profiles for
which there exist signature sets that achieve the TSAC lower bound,
we show that an asynchronous system in which each user employs a
matched filter receiver over a single-symbol interval has the same user
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