Grammatical Error Diagnosis for Chinese has always been a challenge for both foreign learners and NLP researchers, for the variousity of grammar and the flexibility of expression. In this paper, we present a model based on Bidirectional Long Short-Term Memory(Bi-LSTM) neural networks, which treats the task as a sequence labeling problem, so as to detect Chinese grammatical errors, to identify the error types and to locate the error positions. In the corpora of this year's shared task, there can be multiple errors in a single offset of a sentence, to address which, we simutaneously train three Bi-LSTM models sharing word embeddings which label Missing, Redundant and Selection errors respectively. We regard word ordering error as a special kind of word selection error which is longer during training phase, and then separate them by length during testing phase. In NLP-TEA 3 shared task for Chinese Grammatical Error Diagnosis(CGED), Our system achieved relatively high F1 for all the three levels in the traditional Chinese track and for the detection level in the Simpified Chinese track.
Introduction
As China plays a more and more important role of the world, learning Chinese as a foreign language is becoming a growing trend, which brings opportunities as well as challenges. Due to the variousity of grammar and the flexibility of expression, Chinese Grammatical Error Dignosis(CGED) poses a serious challenge to both foreign learners and NLP researchers. Unlike inflectional languages such as English which follows grammatical rules strictly(i.e. subject-verb agreement, strict tenses and voices), Chinese, as an isolated language, has no morphological changes. Various characters are arranged in a sentence to represent meanings as well as the tense and the voice. These features make it easy for beginners to make mistakes in speaking or writing. Thus it is necessary to build an automatic grammatical error detection system to help them learn Chinese better and faster.
In NLP-TEA 3 shared task for Chinese Grammatical Error Diagnosis(CGED), four types of errors are defined: 'M' for missing word error, 'R' for redundant errors, 'S' for word selection error and 'W' for word ordering error. Some typical examples of the errors are shown in Table 1 . Different from the two previous editions for the CGED shared task, each input sentence contains at least one of defined error types. What's more, there can be multiple errors in a single offset of a sentence, which means we can no longer treat it a simple multi-class classification problem. As a result of that, we cannot simply rely on some existing error detection systems but can only seek for a new solution.
Error Type In order to address the problem, we regard it as a sequence multi-labeling problem and split it into multiple sequence labeling problems which only label 0 or 1. To avoid feature engineering, for each error type except 'W', we trained a Bi-LSTM based neural network model, sharing word embeddings and POS tag embeddings. We treat the word ordering error as a special kind of word selection error. They are trained together and separated during the testing phase. Experiments show that together training is better than separate training. More details are described in the rest of the paper. This paper is organized as follows: Section 2 briefly introduces some previous work in this area. Section 3 describes the Bi-LSTM neural network model we proposed for this task. Section 4 demonstrates the data analysis and some interesting findings. Section 5 shows the data analysis and the evaluation results. Section 6 concludes this paper and illustrates the future work.
Related Work
Grammatical error detection and correction has been studied with considerable efforts in the NLP community. Compared to Chinese, the language of English attracted more attention from the researchers, especially during the CoNLL2013 and 2014 shared task (Ng et al., 2013; Ng et al., 2014) . However, different from English which has various language materials and annotated corpura, the grammatical error correction related resource for Chinese is far from enough. We are glad to see the shared tasks on CGED Lee et al., 2015) in last two years.
There were some previous related work for Chinese grammatical error detection or correction. Wu et al. (2010) proposed two types of language models to detect the error types of word order, omission and redundant, corresponding to three of the types in the shared task. Experimental results showed syntactic features, web corpus features and perturbation features are useful for word ordering error detection (Yu and Chen, 2012) . A set of handcrafted linguistic rules with syntactic information are used to detect errors occurred in Chinese sentences (Lee et al., 2013) , which are shown to achieve good results. introduced a sentence level judgment system which integrated several predefined rules and N-gram based statistical features.
Our submission was an exploration to a neural network model in CGED which didn't need any feature selection efforts. As a model well known for its good maintainance of both preceding and succeeding information, Bi-LSTM came to be the first choice.
Bi-LSTM Neural Network based Model
We regard CGED task as a word-based sequence multi-labeling problem, by labeling each word zero or more tags from {M, R, S, W}. For some reason described in Section 4, we treat word ordering error as a special kind of word selection error, as a result of which, we need to deal with only three kinds of error types during the training phase.
As different error types are relatively independent from each other from a single word's perspective, we can train three sequence labeling models to judge whether this kind of error ocurrs in a certain position for each error type respectively. As shown in Figure 1 , the architecture of a Bi-LSTM neural network model for CGED for a single error type can be characterized by the following three specialized layers: (1) Embedding layer (2) Encoding layer (3) Decoding layer.
As the errors are judged on words instead of characters, we first segment the input sentence into individual words using the CKIP Chinese Segmentation System 1 provided by Taiwan Academia Sinica and The most common tagging approach is the window approach. The window approach assumes that the tag of a word largely depends on its neighboring words. For each word w i in a given input sentence w [1:n] , the context words w [i−l/2:i+l/2] and the context POS tags p [i−l/2:i+l/2] are chosen to be fed into the networks, where l is the context window size and usually l = 5 or l = 7. Here we set l = 7 in our experiments. The words and POS tags exceeding the sentence boundaries are mapped to two special symbols, "<BOS>" and "<EOS>", representing Beginning of a Sentence and End of a Sentence respectively. And the out-of-character-set words will be replaced with a symbol "<UNK>" which represents Unknown.
Given a word set V of size |V |, the embedding layer will map each word w ∈ V into a d w -dimensional embedding space as Embed w (w) ∈ R dw by a lookup table M w ∈ R dw×|V | . In the same way, we can map each POS tag p ∈ P into a d p -dimensional embedding space as Embed p (p) ∈ R dp by a lookup table M p ∈ R dp×|P | , where P is the POS tag set whose size if |P |. The embeddings of the context words w [i−l/2:i+l/2] and The embeddings of the context POS tags p [i−l/2:i+l/2] are then concatenated into a single vector x i ∈ R H 1 , where
Then this vector x i is fed into the encoding layer.
The encoding layer is a Bi-LSTM layer followed by a full-connection layer, which can be simply expressed by the following:
where θ is the inner parameters of the Bi-LSTM layer and σ is the logistc sigmoid function. The Long Short-Term Memory cell (Hochreiter and Schmidhuber, 1997 ) is a special kind of the RNN cell which replaces the hidden layer updates by purpose-built memory cells. As a result, they can utilize long range dependencies and realize the function just like memory. A single LSTM cell is illustrates in Figure 2 . The LSTM cell is implemented as the following:
where σ is the logistic sigmoid function, and i, f , o and c are the input gate, forget gate, output gate and the cell, all of which are the same size as the hidden output h. The subscripts of the weight matrix describe the meaning as the name suggests. For instance, W xi is the input gate weight matrix for input x.
A single LSTM forward layer can only utilize the previous information, which is not enough for grammatical error detection, where sometimes the error can only be inferred from the following words. Therefore, a bidirectional LSTM layer is proposed (Graves, 2013) , which can be regarded as a simple stack of a forward LSTM layer and a backward LSTM layer. The structure of a Bi-LSTM layer is shown in Figure 3 .
The output of the encoding layer is then fed into a decoding layer, which is another full-connection layer with 1 output size. The output layer is implemented as the following:
where σ is still the logistic sigmoid function and f (w i ) indicates whether there is an error of this type on the word w i or not.
As there are many more non-errors than errors in a sentence from a word perspective, the model always tends to label 0, which means correct for the word, if without any balance. Thus we assigned weights for the loss function, in order to rebalance the correct and incorrect labels. The loss function without regularization is calculated as follows:
where W pos is the coefficient on the positive examples. We can decide if there are errors from {M, R, S&W} through the model described above. Then we separate the 'S' and 'W' tags according to the successive word length of the error during the testing phase. If the length is 1 the error is a word selection error, otherwise it is a word ordering error if the length is greater than 1.
Data Preparation and Analysis

Datasets
In the TOCFL track, the data we used for training includes training and testing data from NLP-TEA 1 , training data from NLP-TEA 2 (Lee et al., 2015) , and training data from NLP-TEA 3. We used the testing data from NLP-TEA 2 for validation.
In the HSK track, despite of the training set provided by the organizers, we simplified the training data from TOCFL track as supplements. However, the simplified data from TOCFL track seem to be no use to the evaluation results. Table 2 shows the statistics of our training sets. Due to the limitation of time and resource, the word embeddings and POS tag embeddings we used are all random initialized.
Word selection error and word ordering error
Take NLP-TEA 3 TOCFL dataset as an example, as there are 1384 word ordering errors in the training set, which takes only 5.5% in all 24831 errors. It is difficult to train this kind of errors without rebalance or resampling. Thus we came up with a new method, by treating word ordering error as a special kind of word selection error. Suprisingly, in the training set, after word segmentation, most word selection errors are within one word and all word ordering errors are longer than one word, we can easily separate them by the successive error length.
Experiments
In the formal run of NLP-TEA 3 CGED shared task, there are 5 teams submitting 15 runs in total for the TOCFL dataset track and 8 teams submitting 21 runs in total for the HSK dataset track. Our system achieved relatively high F1 for all the three levels in the traditional Chinese track and for the detection level in the Simpified Chinese track. Since our evaluation results for HSK dataset are not good, here we only display the evaluation results compared with the average values for TOCFL dataset. The performance evaluations in detection level, identification level and position level are shown as follows: 
