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Abstract In this paper, we consider the motion of timelike minimal surface in the Minkowski space
R1+n. Those surfaces are known as a membranes or relativistic strings, and described by a system with
n nonlinear wave equations of Born-Infeld type. We show that the timelike minimal surface can takes a
time quasi-periodic motion in R1+n.
1 Introduction and Main Results
Membrane equations (or relativistic strings) arise in the context of membrane, supermembrane theories
and higher-dimensional extensions of string theory, where they are called p-branes according to the
dimension of the spacelike object. This equation is also related to the Born-Infeld theory which appear
in string theory and relativity theory. This triggers the revival of interests in the original Born-Infeld
electromagnetism [9] and the exploration of Born-Infeld gauge theory [12]. From the mathematical point
of view, this theory is a nonlinear generalization of the Maxwell theory. Brenier [4] even carried out a study
of the theory in the connection to hydrodynamics. On the other hand, this theory is also related to the
theory for the C2 timelike extremal surfaces, i.e. timelike submanifolds with vanishing mean curvature.
In this paper, we consider the following n-nonlinear wave equations of Born-Infeld type
|xθ|
2xtt − 2〈xt, xθ〉xtθ + (|xt|
2 − 1)xθθ = 0, (1)
where x = (x1, · · · , xn) denotes an embedding from R ×T to R
n, xk = xk(t, θ) is a suitable coordinate
system in parameter form for k = 1, · · · , n and (t, θ) ∈ R×T, T denotes a one dimensional torus.
Equation (1) shows that the surface is extremal if and only if its mean curvature vector vanishes.
Although in the process of deriving (1) we assume that the surface is timelike, there equations themselves
do not need this assumption. One can see [15,16] for more detail on the derivation of equation (1).
Membrane equations are one case of an important class of geometric wave equations which is the
Lorentzian analogue of the minimal submanifold equations. Since such equations possess plenty of ge-
ometric phenomenon and complicated structure, (for example, they develop singularities in finite time,
and degenerate and not strictly hyperbolic properties.) much work is attracted in recent years. The case
of non-compact timelike maximal graphs in Minkowski spacetimes R1+n is fairly well understood. Global
well-posedness for sufficiently small initial data was established by Brendle [10] and by Lindblad [20].
The case of general codimension and local well-posedness in the light cone gauge were studied by Allen,
Andersson and Isenberg [2] and Allen, Andersson and Restuccia [3], respectively. Yan [23] showed that
the bosonic membrane equation in the light cone gauge is local well-posedness on time interval [0, ε−
1
2T ]
even if the initial Riemannian metric may be degenerate, where ε is the small parameter measures the
nonlinear effects. Kong and his collaborators [15] showed that equation (1) has a global C2-solution and
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2presented many numerical evidence where topology singularity formation is prominent, and they [16]
obtained a representation formula of solution and took a time-periodic motion. Bellettini, Hoppe, Novaga
and Orlandi [4] showed that if the initial curve is a centrally symmetric convex curve and the initial
velocity is zero, the string shrinks to a point in finite time. They noticed that it should be noted that
the string does not become extinct there, but rather comes out of the singularity point, evolves back
to its original shape and then periodically afterwards. Most recently, Nguyen and Tian [21] showed that
timelike maximal cylinders in orthogonal gauge in R1+2 always develop topological singularities and that,
infinitesimally at a generic singularity, their time slices are evolved by a rigid motion or a self-similar
motion. They also proved there exists a blow up in non-flat backgrounds. After that, Yan [24] obtained
the time evolution of the timelike minimal surface equation on compact Lie groups and homogeneous
spaces.
In this paper, we show that the timelike minimal surface can has a time quasi-periodic motion in
Minkowski space R1+n. Our main result is:
Theorem 1 The timelke minimal surface Σ can have a time quasi-periodic motion in Minkowski space
R
1+n, i.e. there exists a classical solution
x(t, θ) = (t+ θ + u1(t+ θ, ωt), · · · , t+ θ + un(t+ θ, ωt))
T ,
which is time quasi-periodic with frequency (1, ω) and periodic in θ with periodic T , and satisfies (1) with
the timelike character
〈xt, xθ〉
2 − (|xt|
2 − 1)|xθ|
2 > 0, (2)
where ω ∈ Dγ,τ satisfies
|nω2l2 − j2| ≥
γ
|l|τ
, (l, j) ∈ Z2/{(0, 0)}, (3)
with 0 < γ < 1 and τ > 0. Here n ≥ 1 denotes the dimension of Minkowski space, Dγ,τ ⊂ [0, ǫ0]× [ω1, ω2]
denotes a Cantor like set of Lebesgue measure |Dγ,τ | ≥ ǫ0(|ω2 − ω1| − Cγ).
Furthermore, let ǫ0 > 0, 0 < σ0 < σ¯. The Sobolev regularity solution of (1) with the timelike char-
acter gives rise to a global and uniqueness map x(ǫ, ω) ∈ C1([0, ǫ0] × [ω1, ω2];Hσ¯) with ‖u(ǫ, ω)‖σ¯ =
O(ǫ), ‖∂ǫ,ωu(ǫ, ω)‖σ¯ ≤ Cγ−1, where C denotes a positive constant, ω denotes the frequency parameter,
ǫ denotes the amplitude parameter.
We notice that above result takes a small initial data, i.e. for the small initial data x(0, θ) = x0 =
θ + ǫu0(θ), above result holds. Specially, for a closed string, it can take time quasi-periodic motion for
(t, θ) ∈ T2. We mention that Kong and Zhang [16] proved the existence of time periodic solution of the
timelike minimal surface equation (1). Meanwhile, they gave a representation formula of solution. Due
to loss of ‘good’ structure of equation (see (5)) and the “small divisor” problem, for showing the time
quasi-periodic solution, the representation formula of solution can not use. We also notice that timelike
maximal cylinders in orthogonal gauge in R1+2 always develop singularities in finite time (see [21]), but
in other gauge, this timelike minimal surface equation can have a global smooth solution. For example,
Kong [15] showed that equation (1) has a global C2-solution.
We remark that the form of quasi-periodic solution
xk(t, θ) = t+ θ + uk(t+ θ, ωt), k = 1, · · · , n, (4)
depends on the structure of the equation (1). More precisely, in order to obtain the wave operator
∂tt − ∂xx, direct computation shows that the solution need to be translated by t+ θ. In other word, let
t+ θ = ϑ, the target of this paper is to prove that equation (1) has a quasi-periodic solution x(ϑ, ωt) =
(ϑ + u1(ϑ, ωt), · · · , ϑ + un(ϑ, ωt))T ∈ T
n. This is motivated by standard KAM theory (see for example
[1]) which implies that for sufficient small ǫ > 0, the ODE
x′′ + ǫfx(t, x) = 0
admits many quasi-periodic solutions, that is, solutions of the form
x(t) = t+ u(t, ωt),
3where ω is diophantine and belongs to the set of Diophantine numbers in R, f(t, x) denotes a external
force and satisfies some assumption on x.
Assumption (3) means that the forcing frequency ω does not enter in resonance with the normal
mode frequencies ωj := |j| of oscillations of the membrane. By standard arguments, (3) is satisfied for all
ω ∈ [ω1, ω2] but a subset of measure O(γ), for fixed 0 < ω1 < ω2. Since the nonresonance condition (3)
is the same with [5], so we omit the proof process of measure estimate.
Inserting (4) into (1), thus the motion for the displacement is governed by a nonlinear wave system
nω2utt − uyy + ω
2(2
n∑
k=1
uky + |uy|
2)utt − 2ω
2(
n∑
k=1
ukt + 〈ut, uy〉)uty + ω
2|ut|
2uyy = 0, (5)
where u = (u1, · · · , un), (t, y) ∈ T
2 and k = 1, · · · , n.
Let us denote by Hs := Hs× · · ·×︸ ︷︷ ︸
n
Hs the real Sobolev space with the norm ‖U‖s =
∑n
k=1 ‖uk‖s,
∀U = (u1, · · · , un) ∈ Hs, where
Hs := Hs(T
2;R)
:= {u(t, x) =
∑
(l,j)∈Z2
ul,je
i(lt+jy), u∗l,j = u−l,−j |‖u‖
2
s :=
∑
(l,j)∈Z2
e2(|l|+|j|)s|ul,j|
2 < +∞},
and s > 1. Hs and Hs are Banach algebra with respect to the multiplication of functions, namely
u1, u2 ∈ Hs =⇒ u1u2 ∈ Hs and ‖u1u2‖s ≤ ‖u1‖s‖u2‖s.
In fact, we reduce our problem into finding quasi-periodic solution like (4) of n-nonlinear wave equa-
tions of Born-Infeld type (1). This orbit of time-quasi-periodic solution forms a torus T . The problem
of finding periodic solutions for nonlinear PDEs has attracted much attention which dates back to the
work of Rabinowitz [22]. He studied the existence of time-periodic solutions with a rational frequency
for a one-dimensional nonlinear wave equation by variational approach. But for other frequencies of
time-periodic solution, variational approach seems weaker,due to the appearance of the so-called “small
divisor”.The first result to overcome this difficulty in solving one dimensional nonlinear wave equation
were constructed by Kuksin [17]. Later on, Craig and Wayne [13] treated the same problem with the
periodic boundary condition for time-periodic solutions by using the analytic Newton iteration scheme
combining the Lyapunov-Schmidt decomposition. The main difficulty of this strategy lies in the Green’s
function analysis and the control of the inverse of infinite matrices with small eigenvalues. Bourgain [7,
8] extended the Craig-Wayne’s method to obtain the existence of quasi-periodic solutions of nonlinear
wave equations and Schro¨dinger equations. Berti and Bolle [5] generalized previous results of Bourgain
to more general nonlinearities of class of Ck and assuming weaker non-resonance conditions. We notice
that above results deal with nonlinear PDE with Hamiltonian structure, but nonlinear wave system (5)
has not Hamiltonian structure. Thus a suitable Nash-Moser iteration scheme is need to be constructed.
Instead of looking for solutions of (5) in a shrinking neighborhood of zero, it is a convenient device to
perform the rescaling
u −→ ǫu, ǫ > 0,
having
nω2utt − uyy + ǫω
2(2
n∑
k=1
uky + ǫ|uy|
2)utt − 2ǫω
2(
n∑
k=1
ukt + ǫ〈ut, uy〉)uty + ǫ
2ω2|ut|
2uyy = 0. (6)
We perform the Lyapunov-Schmidt reduction via the orthogonal decomposition
Hs = H
0
s ⊕R,
where H0s denotes the Sobolev functions with zero mean value.
Then the solution of (1) take the form
u(t, θ) = w(t, θ) +M, (7)
4where w(t, θ) ∈ H0s and M is a constant.
Inserting (7) into (6), the problem is reduced to
nω2wtt − wyy + ǫω
2(2
n∑
k=1
wky + ǫ|wy|
2)wtt − 2ǫω
2(
n∑
k=1
wkt + ǫ〈wt, wy〉)wty + ǫ
2ω2|wt|
2wyy = 0. (8)
Assume that equation (1) has a time quasi-periodic solution x(t, θ) = (t+ θ+u1(t+ θ, ωt), · · · , t+ θ+
un(t+ θ, ωt))
T , we shows that the timelike character (2) holds. Note that the solution in Theorem 1 is a
small solution and the rescaling u −→ ǫu. By direction computation and (2), for sufficient small ǫ > 0,
we have
〈xt, xθ〉
2 − (|xt|
2 − 1)|xθ|
2 =
(
n∑
k=1
(1 + 2ǫuky + ωǫukt + ǫ
2u2ky + ωǫ
2uktuky)
)2
−
(
n∑
k=1
(1 + 2ǫuky + 2ωǫukt + 2ωǫ
2ukyukt + ǫ
2u2ky + ω
2ǫ2u2kt)− 1
)
·
(
n∑
k=1
(1 + 2ǫuky + ǫ
2u2ky)
)
= n+ ǫR(u) > 0,
where R(u) denotes the terms of u’s derivatives and n ≥ 1 is the dimension of Minkowski space. Thus,
for small amplitude time quasi-periodic solution of equation (1), the timelike character (2) holds.
The structure of the paper is as follows: In next section, we give a crucial analysis of the inverse of the
linearized operators, which plays a crucial role in the Nash-Moser iteration. The last section is devoted
to construct a Nash-Moser iteration scheme to solve the nonlinear equation (8).
2 Analysis of the Linearized operator
This section will carry out the analysis of the inverse of linearized operator. We consider the orthogonal
splitting
Hs := W
(Np) ⊕W(Np)⊥,
where
W(Np) = {w = (w1, · · · , wn) ∈ Hs|wk =
∑
|(l,j)|≤Np
wk,l,je
i(lt+jy), k = 1, · · · , n}
and
W(Np)⊥ = {w = (w1, · · · , wn) ∈ Hs|wk =
∑
|(l,j)|≥Np
wk,l,je
i(lt+jy), k = 1, · · · , n},
where p denotes the “p”th iterative step. For a given suitable N0 > 1, we take Np = N
p
0 , ∀p ∈ N.
Define the projectors Ψ (Np) : Hs −→ W
(Np). For ∀N > 0, ∀s, d ≥ 0, it satisfies the “smoothing”
properties:
‖Ψ (N)w‖s+d ≤ e
Ndp ‖w‖s, ∀w ∈ Hs,
‖(I − Ψ (N))w‖s ≤ N
−d
p ‖w‖s+d, ∀w ∈ Hs+d. (9)
Consider the truncation equation of (8)
J (w) := Jωw + 2ω
2ǫΨ (Np)f(wt, wy, wtt, wyy) = 0, (10)
where
Jωw = nω
2wtt − wyy
5and
f(wt, wy, wtt, wyy) =
n∑
k=1
(wky +
ǫ
2
|wy|
2)wtt −
n∑
k=1
(wkt + ǫ〈wt, wy〉)wty +
ǫ
2
|wt|
2wyy . (11)
By direct computation, the linearized operator of (10) has the following form
J
(Np)
ω := Ψ
(Np)(Jω + 2ω
2ǫDwf(wt, wy, wtt, wyy))|W(Np) , (12)
where
Dwf(wt, wy, wtt, wyy)h =
n∑
k=1
(wky +
ǫ
2
|wy|
2)htt −
n∑
k=1
(wky + ǫ〈wt, wy〉)hty
+
ǫ
2
|wt|
2hyy +
n∑
k=1
hkywtt + 2ǫ〈wy, hy〉wtt
−
n∑
k=1
hktwty − ǫ(〈wt, hy〉+ 〈ht, wy〉)wty + ǫ〈wt, ht〉wyy . (13)
Lemma 1 For any s > 0, there exists a positive constants Cǫ such that
‖Ψ (Np)Dwf(wt, wy, wtt, wyy)h‖s ≤ CǫN
4
p
(
‖w‖2s‖h‖s + 2‖w‖s‖h‖s
)
, (14)
‖Ψ (Np)(f(wt + ht, wy + hy, wtt + htt, wyy + hyy) − f(wt, wy, wtt, wyy)−Dwf(wt, wy, wtt, wyy)h)‖s
≤ CǫN
4
p (C3 + ‖w‖s)(‖h‖
2
s + ‖h‖
3
s), (15)
‖Ψ (Np)f(wt, wy, wtt, wyy)‖s ≤ CǫN
4
p‖w‖
3
s. (16)
Proof By direct computation, we have
‖Ψ (Np)
n∑
k=1
wkyhtt‖s ≤
n∑
k=1
‖Ψ (Np)(wkyhtt)‖s
=
n∑
k=1
‖Ψ (Np)(
∑
(l,j)∈Z2
j(iwk,l,j)e
i(lt+jy))(
∑
(l,j)∈Z2
l2hl,je
i(lt+jy))‖s
≤ N3p
n∑
k=1

 ∑
(l,j)∈Z2
|wk,l,j |e
s(|l|+|j|)



 ∑
(l,j)∈Z2
|hl,j |e
s(|l|+|j|)


≤ N3p‖w‖s‖h‖s. (17)
Using the similar computation method, we obtain
‖Ψ (Np)
n∑
k=1
wkyhty‖s ≤ N
3
p‖w‖s‖h‖s,
‖Ψ (Np)〈wt, wy〉hty‖s, ‖|wt|
2hyy‖s ≤ N
4
p‖w‖
2
s‖h‖s,
‖Ψ (Np)
n∑
k=1
hkywtt‖s, ‖Ψ
(Np)
n∑
k=1
hktwty‖s ≤ N
3
p‖h‖s‖w‖s,
‖Ψ (Np)〈wy , hy〉wtt‖s, ‖Ψ
(Np)〈wt, hy〉wty)‖s ≤ N
4
p‖w‖
2
s‖h‖s,
‖Ψ (Np)〈ht, wy〉wty‖s, ‖Ψ
(Np)〈wt, ht〉wyy‖s ≤ N
4
p‖w‖
2
s‖h‖s.
6Above estimate combining with the Young inequality give that
‖Ψ (Np)Dwf(wt, wy, wtt, wyy)h‖s ≤ CǫN
4
p
(
‖w‖2s‖h‖s + 2‖w‖s‖h‖s
)
,
where Cǫ denotes a constant depending on ǫ.
Next we prove (15) and (16). By (11) and (13), we derive
f(wt + ht, wy + hy, wtt + htt, wyy + hyy)− f(wt, wy, wtt, wyy)−Dwf(wt, wy, wtt, wyy)h
= (
n∑
k=1
hky)htt +
ǫ
2
(2〈wy, hy〉+ |hy|
2)htt + ǫ|hy|
2wtt + (
n∑
k=1
hkt)hty
+ǫ ((〈wt, hy〉+ 〈wy, ht〉)hty + 〈ht, hy〉wty) + 2ǫ(〈wt, ht〉+ |ht|
2)hyy.
By the similar estimate with (17), we obtain
‖Ψ (Np)(f(wt + ht, wy + hy, wtt + htt, wyy + hyy)− f(wt, wy, wtt, wyy)−Dwf(wt, wy, wtt, wyy)h)‖s
≤ CǫN
4
p (C3 + ‖w‖s)(‖h‖
2
s + ‖h‖
3
s).
The estimate (16) is similar, so we omit it. This completes the proof.
Now we give the main result in this section.
Lemma 2 Assume that
|ω2q − p| ≥
γ
max{1, |p|µ}
, ∀(q, p) ∈ Z2/{(0, 0)}, ∀µ > 1. (18)
and ‖w‖σ¯ ≤ 1, ∀ 1 ≤ r ≤ Np,
‖(J (r)ω (ǫ, w))
−1‖0 ≤
rτ
γ1
. (19)
Then the linearized operator J
(Np)
ω (ǫ, w) is invertible and ∀ s2 > s1 > σ¯ > 0, the linearized operator
J
(Np)
ω satisfies
‖(J
(Np)
ω (ǫ, w))
−1h‖s1 ≤ C(s2 − s1)N
τ+κ0
p
(
1 + ǫcN4+s2p ‖w‖s2
)3
‖h‖s2 , (20)
where C(s2 − s1) = c(s2 − s1)−τ , c = cς,τ,s1,s2,γ1,γ denotes a constant.
In what follows, we carry out proving Lemma 2. Let
b(t, x) := (∂wf)(wt(t, x), wy(t, x), wtt(t, x), wyy(t, x)).
For fixing ς > 0, we define the regular sites R and the singular sites S as
R := {a ∈ ΩNp ||d(l,j)| ≥ ς} and S := {a ∈ ΩNp ||d(l,j) < ς}. (21)
Since the orthogonal decomposition H(Np) = HR
⊕
HS , we identify a linear operator A acting on Hs
with its matrix representation A = (Aab )a,b∈ΩNp with blocks A
a
b ∈ J (Na,Nb). We define the polynomially
localized block matrices
As := {A = (A
a
b )a,b∈ΩNp : |A|
2
s := sup
b∈ΩNp
∑
a∈ΩNp
e2s|b−a|‖Aab‖
2
0 <∞},
where ΩNp = {(l, j) ∈ Z
2||(l, j)| ≤ Np}, ‖Aab‖0 := supw∈Na,‖w‖0=1 ‖A
a
bw‖0 is the L
2-operator norm in
J (Na,Nb), for Na,Nb ⊂ ΩNp . If s
′ > s, then these holds As′ ⊂ As.
The next lemma (see [6]) shows the algebra property of As and interpolation inequality.
Lemma 3 There holds
|AB|s ≤ c(s)|A|s|B|s, ∀A,B ∈ As, s > s0 >
3
2
, (22)
|AB|s ≤ c(s)(|A|s|B|s0 + |A|s0 |B|s), s ≥ s0, (23)
‖Au‖s ≤ c(s)(|A|s‖u‖s0 + |A|s0‖u‖s), ∀u ∈ Hs, s ≥ s0. (24)
7By Lemma 3, we can get, ∀m ∈ N,
|Am|s ≤ c(s)
m−1|A|ms , (25)
|Am|s ≤ m(c(s)|A|s0 )
m−1|A|s. (26)
The next two lemmas can be obtained by a small modification of the proof of Lemma 3.9 in [5] and
Proposition 2.19 in [6], so we omit it.
Lemma 4 Let A ∈ As, Ω1, Ω2 ⊂ ΩNp, and Ω1 ∩Ω2 = ∅. Then
‖AΩ1Ω2‖0 ≤ c(s)|A|sd
−1(Ω1, Ω2)
2s−3.
Since Hs is an algebra, for each b ∈ Hs defines the multiplication operator
w(t, x) 7→ b(t, x)w(t, x), ∀w ∈ Hs, (27)
which is represented by (Bab )a,b∈ΩNp with B
a
b := ΨNbb(t, x)|Na ∈ J (Na,Nb).
Lemma 5 For real functions b(t, x) ∈ Hs+s′ , the matrix (Bab )a,b∈ΩN representing the multiplication
operator (27) is self-adjoint, it belongs to the algebra of polynomially localized matrices As, and we have
|B|s ≤ K(s)‖b‖s+s′ ,
where K(s) is a constant depending on s.
We define
h 7→ J (Np)[h] := Ψ (Np)(Jωh+ 2ω
2ǫb(t, x)h), ∀h ∈ H(Np). (28)
We write (28) by the block matrix
J
(Np)
ω = D + 2ω
2ǫT, D := diaga=(l,j)≤ΩNp (d(l,j)), (29)
where (l, j) ∈ Z2, ΩNp := {a := (l, j) ∈ Z
2||(l, j)| ≤ Np},
d(l,j) := nω
2l2 − j2, (30)
and for Na,Nb ⊂ ΩNp ,
T := (T ab )a,b∈ΩNp , T
a
b := ΨNbJ
(Np)
ω |Na ∈ L(Na,Nb). (31)
Here T is represented by the self-adjoint Toepliz matrix (Ta−b)a,b∈ΩNp , the Ta being the fourier coefficients
of the function b(t, x).
In what follows, we prove the estimate (20). For each Np, we denote the restrictions of S, R, Ωα to
ΩNp with the same symbols. The following result shows the separation of singular sites, and the proof
can be completed by following essentially the scheme of [5,6,7], so we omit it.
Lemma 6 Assume that ω satisfies (3) and (18). There exists ς0(γ) such that for ς ∈ (0, ς0(γ)] and a
partition of the singular sites S which can be partitioned in pairwise disjoint clusters Ωα as
S =
⋃
α∈A
Ωα (32)
satisfying
• (dyadic) ∀α ∈ A ⊂ ΩN , Mα ≤ 2mα, where Mα := maxa∈Ωα |a|, mα := maxa∈Ωα |a|.
• (separation) ∃λ, c > 0 such that d(Ωα, Ωβ) ≥ c(Mα + Mβ)λ, ∀α 6= β, where d(Ωα, Ωβ) :=
maxa∈Ωα,b∈Ωβ |a− b| and λ ∈ (0, 1) .
Using Lemma 5 and Lemma 1, we have the following.
8Lemma 7 For a real b(t, x) ∈ Hs′ with s′ > 0, the matrix T = (T ab )a,b∈ΩNp defined in (31) is self-adjoint
and belongs to the algebra of polynomially localized matrices As with
|T |s ≤ K(s)N
s′
p ‖b‖s ≤ CǫK(s)N
4+s′
p ‖w‖s, for s
′ ≥ s > 0,
where K(s) is a constant depending on s and Cǫ is a constant depending on ǫ.
Since the decomposition
H(Np) := HR ⊕HS ,
with
HR :=
⊕
α∈R∩ΩNp
Na, HS :=
⊕
α∈S∩ΩNp
Na,
we can represent the operator J
(Np)
ω as the self-adjoint block matrix
J
(Np)
ω =
(
JR J
S
R
JRS JS
)
,
where JSR = (J
R
S )
†, JR = J
†
R, JS = J
†
S .
Thus the invertibility of J
(Np)
ω can be expressed via the ”resolvent-type” identity
(J
(Np)
ω )
−1 =
(
I −J−1R J
S
R
0 I
)(
J−1R 0
0 J −1
)(
I 0
−JRS J
−1
R I
)
, (33)
where the ”quasi-singular” matrix
J := JS − J
R
S J
−1
R J
S
R ∈ As(S),
where As(S) denotes As restricting on S. The reason of J ∈ As(S) is that J is the restriction to S of
the polynomially localized matrix
IS(J − ISJIRJ˜
−1IRJIS)IS ∈ As,
where
J˜−1 =
(
I 0
0 JR
)
.
Lemma 8 Assume that ω satisfies (3) and (18). For s0 < s1 < s2, |J
−1
R |s0 ≤ 2ς
−1, the operator JR
satisfies
|J˜−1R |s1 ≤ c(s1)(1 + ες
−1|T |s1), (34)
‖J−1R h‖s1 ≤ c(γ, τ, s2)(s2 − s1)
−τ (1 + ες−1|T |s2)‖h‖s2 , (35)
where J˜−1 = J−1R DR, c(γ, τ, s2) is a constant depending on γ, τ, s2.
Proof It follows from (29) and (21) that DR is a diagonal matrix and satisfies |D
−1
R |s ≤ ς
−1. By (22), we
have that the Neumann series
J˜−1R = J
−1
R DR =
∑
m≥0
(−ε)m(D−1R TR)
m (36)
is totally convergent in | · |s1 with |J
−1
R |s0 ≤ 2ς
−1, by taking ες−1|T |s0 ≤ c(s0) small enough.
Using (22) and (26), we have that ∀m ∈ N,
εm|(D−1R TR)
m|s1 ≤ ε
mc(s)|(D−1R TR)
m|s1
≤ c(s)εmm(c(s)|D−1R TR|s0)
m−1|D−1R TR|s1
≤ c′(s)εmς−1(εc(s1)ς
−1|T |s0)
m−1|T |s1 ,
9which together with (36) implies that for ǫς−1|T |s0 < c(s0) small enough, (34) holds.
By nonresonance condition (3) and supx>0(x
ye−x) = (ye−1)y, ∀y ≥ 0, we derive
e−2(|l|+|j|)(s2−s1)|nω2l2 − j2|−2 ≤ γ−1|l|τe−2(|l|+|j|)(s2−s1)
≤ c(γ, τ)(s2 − s1)
−2τ . (37)
Then by (37), for any w ∈ HR,
‖J−1R h‖
2
s1
=
∑
(l,j)∈R∩ΩNp
e2(|l|+|j|)s1‖J−1R hj‖
2
L2
≤
∑
(l,j)∈R∩ΩNp
e2(|l|+|j|)s1 |nω2l2 − j2|−2‖J˜−1R hj‖
2
L2
≤
∑
(l,j)∈R∩ΩNp
e−2(|l|+|j|)(s2−s1)|nω2l2 − j2|−2|e2(|l|+|j|)s2‖J˜−1R hj‖
2
L2
≤ c(γ, τ)(s2 − s1)
−2τ‖J˜−1R h‖
2
s2
.
Thus using interpolation (24) and (34), we derive that for s1 < s < s2,
‖J−1R ‖s1 ≤ c(γ, τ)(s2 − s1)
−τ‖J˜−1R h‖s2
≤ c(r, τ, s2)(s2 − s1)
τ (|J˜−1R |s2‖h‖s + |J˜
−1
R |s‖h‖s2)
≤ c(r, τ, s2)(s2 − s1)
τ (1 + ες−1|T |s2)‖h‖s2 .
This completes the proof.
Next we analyse the quasi-singular matrix J . By (32), the singular sites restricted to ΩNp are
S =
⋃
α∈lNp
Ωα, where lNp := {α ∈ N|mα ≤ Np},
and Ωα ≡ Ωα∪ΩNp . Due to the decomposition H˜S :=
⊕
α∈lNp
H˜α, whereHα :=
⊕
a∈Ωα
Na, we represent
J as the block matrix J = (J βα )α,β∈lNp , where J
β
α := ΨHαJ |Hβ . So we can rewrite
J = D + T ,
where D := diagα∈lN (Jα), Jα := J
α
α , T := (J
β
α )α6=β .
We define a diagonal matrix corresponding to the matrix D as D¯ := diagα∈lNp (J¯α), where J¯α =
diagj∈Ωα(Dj).
Lemma 9 Assume that ω satisfies (3) and (18). We have
‖D−1D¯h‖s1 ≤ c(ς, s1, γ1)N
τ
p ‖h‖s2 ,
where c(ς, s1, γ1) is a constant which depends on ς, s1 and γ1.
Proof Note that ‖hα‖0 ≤ m−s1α ‖hα‖s1 and Mα = 2mα. So for any h =
∑
α∈lNp
hα ∈ Hα, hα ∈ Hα,
‖D−1D¯h‖2s1 =
∑
α∈lNp
‖J−1α J¯αhα‖
2
s1
≤
∑
α∈lNp
M2s1α ‖J
−1
α J¯αhα‖
2
0
≤ cγ−21
∑
α∈lNp
M2(s1+τ)α ‖J¯αhα‖
2
0
≤ cγ−21
∑
α∈lNp
M2(s1+τ)α m
−2s1
α ‖J¯αhα‖
2
s1
10
≤ cγ−21 4
s1
∑
α∈lNp
M2τα ‖J¯αhα‖
2
s1
≤ cγ−21 4
s1N2τp
∑
α∈lNp
‖J¯αhα‖
2
s1
= cγ−21 4
s1N2τp ‖D¯h‖
2
s1
. (38)
Using interpolation (24) and (21), for 0 < s1 < s2, it follows from (38) that
‖D−1D¯h‖s1 ≤ cγ
−1
1 2
s1N τp ‖D¯h‖s1
≤ cγ−11 2
s1N τp (|D¯|s2‖h‖s1 + |D¯|s1‖h‖s2)
≤ c(ς)γ−11 2
s1+1N τp ‖h‖s2 .
This completes the proof.
The following result is taken from [6], so we omit the proof.
Lemma 10 ∀s ≥ 0, ∀m ∈ N, there hold:
c(s1)‖D
−1T ‖s0 <
1
2
, ‖D−1‖s ≤ c(s)γ
−1
1 N
τ
p , (39)
‖(N−4p D
−1T )mh‖s ≤ (εγ
−1N−4p K(s))
m(mNκ0 |T |s|T |
m−1
s0
‖h‖s0 + |T |
m
s0
‖h‖s). (40)
Lemma 11 Assume that ω satisfies (3) and (18). For κ0 = τ + 3 and 0 < s0 < s1 < s2 < s3, we have
‖J−1h‖s1 ≤ c(ς, τ, s1, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ (‖h‖s3 + ε|T |s1‖h‖s2). (41)
Proof The Neumann series
J−1 = (N−4p I +N
−4
p D
−1T )−1N−4p D
−1 = (N−4p I +
∑
m≥1
(−1)m(N−4p D
−1T )m)N−4p D
−1 (42)
is totally convergent in operator norm ‖ · ‖s0 with ‖J
−1‖s0 ≤ cγ
−1
1 N
τ
p , by using (39).
By (40) and (42), we have
‖J−1h‖s1 ≤ ‖D
−1h‖s1 +N
−4
p
∑
m≥1
‖(N−4p D
−1T )mD−1h‖s1
≤ ‖D−1h‖s1 + ‖D
−1h‖s1
∑
m≥1
(εγ−11 N
−4
p K(s)|T |s0)
m
+Nκ0p K(s1)εγ
−1
1 |T |s1‖D
−1h‖s0
∑
m≥1
m(N−4p K(s)εγ
−1
1 |T |s0)
m−1. (43)
Using supx>0(x
ye−x) = (ye−1)y, ∀y ≥ 0, for 0 < s1 < s2 < s3, it follows from Lemma 9 that
‖D−1h‖2s1 = ‖D
−1D¯D¯−1h‖2s1
≤ c2(ς, s1, γ1)N
2τ
p ‖D¯
−1h‖2s2
= c2(ς, s1, γ1)N
2τ
p
∑
(l,j)∈R∩ΩNp
e2(|l|+|j|)s2‖D¯−1hj‖
2
L2
≤ c2(ς, s1, γ1)N
2τ
p
∑
(l,j)∈R∩ΩNp
e2(|l|+|j|)s2 |nω2l2 − j2|−2‖hj‖
2
L2
≤ c2(ς, s1, γ1)N
2τ
p
∑
(l,j)∈R∩ΩNp
e−2(|l|+|j|)(s3−s2)|l|−2e2(|l|+|j|)s3‖hj‖
2
L2
≤ c2(ς, τ, s1, γ1, γ)N
2τ
p (s3 − s2)
−2τ‖h‖2s3 . (44)
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Thus by (43) and (44), we derive
‖J−1h‖s1 ≤ γ
−1
1 N
κ0
p K
′(s1)(‖D
−1h‖s1 + ε|T |s1‖D
−1h‖s0)
≤ c(ς, τ, s1, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ (‖h‖s3 + ε|T |s1‖h‖s2), (45)
where 0 < s1 < s2 < s3 and εγ
−1
1 ς
−1(1 + |T |s0) ≤ c(k) small enough.
Now we are ready to prove Lemma 2. Let
h = hR + hS
with hS ∈ HS and hR ∈ HR. Then by the resolvent identity (33),
‖(J
(Np)
ω )
−1h‖s1 ≤ ‖J
−1
R hR + J
−1
R J
R
S J
−1(hS + J
S
RJ
−1
R hR)‖s1 + ‖J
−1(hR + J
S
RJ
−1
R hR)‖s1
≤ ‖J−1R hR‖s1 + ‖J
−1
R J
R
S J
−1hS‖s1 + ‖J
−1
R J
R
S J
−1JSRJ
−1
R hR‖s1
+‖J−1hR‖s1 + ‖J
−1JSRJ
−1
R hR‖s1 . (46)
Next we estimate the right hand side of (46) one by one. Using (24), (35) and (41), for 0 < s1 < s2 <
s3 < s4, we have
‖J−1R J
R
S J
−1hS‖s1 ≤ c(γ, τ, s2)(s2 − s1)
−τ (1 + ες−1|T |s2)‖J
R
S J
−1hS‖s2
≤ c(γ, τ, s2)(s2 − s1)
−τ (1 + ǫς−1|T |s2)|T |s2‖J
−1h‖s2
≤ c(γ, γ1, ς, τ, s2)(s2 − s1)
−τ (s4 − s3)
−τN τ+κ0p
×(1 + ǫς−1|T |s2)|T |s2(‖h‖s3 + ε|T |s2‖h‖s4), (47)
‖J−1JSRJ
−1
R hR‖s1 ≤ c(ς, τ, s1, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ (‖JSRJ
−1
R hR‖s3 + ǫ|T |s1‖J
S
RJ
−1
R hR‖s2)
≤ c(ς, τ, s1, s2, s3, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ (|T |s3‖J
−1
R hR‖s3 + ε|T |s1 |T |s2‖J
−1
R hR‖s2)
≤ c(ς, τ, s1, s2, s3, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ (|T |s3(s4 − s3)
−τ (1 + ǫς−1|T |s4)‖h‖s4
+ǫ|T |s1|T |s2(s3 − s2)
−τ (1 + ες−1|T |s3)‖h‖s3)
≤ c(ς, τ, s1, s2, s3, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ |T |s3(1 + ǫς
−1|T |s4)
×((s4 − s3)
−τ‖h‖s4 + ǫ|T |s2(s3 − s2)
−τ‖h‖s3), (48)
‖J−1R J
R
S J
−1JSRJ
−1
R hR‖s1 ≤ c(γ, τ, s2)(s2 − s1)
−τ (1 + ǫς−1|T |s2)‖J
R
S J
−1JSRJ
−1
R hR‖s2
≤ c(γ, τ, s2)(s2 − s1)
−τ (1 + ǫς−1|T |s2)|T |s2‖J
−1JSRJ
−1
R hR‖s2
≤ c(ς, τ, s1, s2, s3, γ1, γ)N
τ+κ0
p (s3 − s2)
−τ (s2 − s1)
−τ |T |2s3
×(1 + ǫς−1|T |s4)
2((s4 − s3)
−τ‖h‖s4
+ǫ|T |s2(s3 − s2)
−τ‖h‖s3). (49)
The terms ‖J−1R hR‖s1 and ‖J
−1hR‖s1 can be controlled by using (35) and (41). Thus by (46)-(49), for
0 < s < s˜, we conclude
‖(J
(Np)
ω )
−1h‖s ≤ c(ς, τ, s, s˜, γ1, γ)N
τ+κ0
p (1 + ǫς
−1|T |s˜)
3(s˜− s)−τ‖h‖s˜,
which together with Lemma 7 gives (20).
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3 Proof of Main result
In this section, we give the proof of Theorem 1. The proof is based on constructing a suitable Nash-Moser
iteration scheme. The dependence upon the parameter ω of the solution of (8), as is well known, is more
delicated since it involves in the small divisors of ωj : it is, however, standard to check that this dependence
is C1 on a bounded set of Diophantine numbers, for more details, see, for example, [5,6].
We construct the first step approximation.
Lemma 12 Assume that ω satisfies (3) and (18). Then system (10) has the first step approximation
w1 ∈ H(N1)s
w1 = 2ω2ǫ(I − Ψ (N0))Ψ (N1)
(
n∑
k=1
(w0ky +
ǫ
2
|w0y |
2)w0tt − (
n∑
k=1
w0kt + ǫ〈w
0
t , w
0
y〉)w
0
ty +
ǫ
2
|w0t |
2w0yy
)
, (50)
and the error term
E1 = R0 = 2ω2ǫΨ (N1)(
n∑
k=1
w1kyw
1
tt +
ǫ
2
(2〈w0y , w
1
y〉+ |w
1
y|
2)w1tt + ǫ|w
1
y|
2w0tt +
n∑
k=1
w1ktw
1
ty
+ǫ((〈w0t , w
1
y〉+ 〈w
0
y , w
1
t 〉)w
1
ty + 〈w
1
t , w
1
y〉w
0
ty) + 2ǫ(〈w
0
t , w
1
t 〉+ |w
1
t |
2)w1yy). (51)
Proof Assume that we have chosen suitable the 0th step approximation solution w0 6= C. Then the target
is to get the 1th step approximation solution.
Denote
E0 = Jωw
0 + 2ω2ǫΨ (N1)f(w0t , w
0
y, w
0
tt, w
0
yy). (52)
By (10), we have
J (w0 + w1) = Jω(w
0 + w1) + 2ω2ǫΨ (N1)f(w0t + w
1
t , w
0
y + w
1
y , w
0
tt + w
1
tt, w
0
yy + w
1
yy)
= Jωw
0 + 2ω2ǫΨ (N1)f(w0t , w
0
y, w
0
tt, w
0
yy) + Jωw
1 + 2ω2ǫΨ (N1)Dwf(w
0
t , w
0
y, w
0
tt, w
0
yy)w
1
+2ω2ǫΨ (N1)(f(w0t + w
1
t , w
0
y + w
1
y , w
0
tt + w
1
tt, w
0
yy + w
1
yy)− f(w
0
t , w
0
y, w
0
tt, w
0
yy)−Dwf(w
0
t , w
0
y, w
0
tt, w
0
yy)w
1)
= E0 + J (N1)ω w
1 +R0, (53)
where
J (N1)ω w
1 = Jωw
1 + 2ω2ǫΨ (N1)Dwf(w
0
t , w
0
y, w
0
tt, w
0
yy)w
1
= Jωw
1 + 2ω2ǫΨ (N1)((
n∑
k=1
w0ky +
ǫ
2
|w0y|
2)w1tt − (
n∑
k=1
w0ky + ǫ〈w
0
t , w
0
y〉)w
1
ty +
ǫ
2
|w0t |
2w1yy +
n∑
k=1
w1kyw
0
tt
+2ǫ〈w0y, w
1
y〉w
0
tt −
n∑
k=1
w1ktw
0
ty − ǫ(〈w
0
t , w
1
y〉+ 〈w
1
t , w
0
y〉)w
0
ty + ǫ〈w
0
t , w
1
t 〉w
0
yy),
R0 = 2ω2ǫΨ (N1)(f(w0t + w
1
t , w
0
y + w
1
y , w
0
tt + w
1
tt, w
0
yy + w
1
yy)− f(w
0
t , w
0
y, w
0
tt, w
0
yy)−Dwf(w
0
t , w
0
y , w
0
tt, w
0
yy)w
1)
= 2ω2ǫΨ (N1)((
n∑
k=1
w1ky)w
1
tt +
ǫ
2
(2〈w0y, w
1
y〉+ |w
1
y |
2)w1tt + ǫ|w
1
y |
2w0tt
+ǫ((〈w0t , w
1
y〉+ 〈w
0
y , w
1
t 〉)w
1
ty + 〈w
1
t , w
1
y〉w
0
ty) + (
n∑
k=1
w1kt)w
1
ty + 2ǫ(〈w
0
t , w
1
t 〉+ |w
1
t |
2)w1yy).
Then taking
w1 = −(J (N1)ω )
−1E0 ∈ H(N1)s , (54)
thus it has
E0 + J (N1)ω w
1 = 0.
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By (53), we deduce
E1 := R0 = J (w0 + w1)
= 2ω2ǫΨ (N1)(f(w0t + w
1
t , w
0
y + w
1
y, w
0
tt + w
1
tt, w
0
yy + w
1
yy)− f(w
0
t , w
0
y, w
0
tt, w
0
yy)−Dwf(w
0
t , w
0
y, w
0
tt, w
0
yy)w
1)
= 2ω2ǫΨ (N1)((
n∑
k=1
w1ky)w
1
tt +
ǫ
2
(2〈w0y , w
1
y〉+ |w
1
y|
2)w1tt + ǫ|w
1
y|
2w0tt +
n∑
k=1
w1ktw
1
ty
+ǫ((〈w0t , w
1
y〉+ 〈w
0
y , w
1
t 〉)w
1
ty + 〈w
1
t , w
1
y〉w
0
ty) + 2ǫ(〈w
0
t , w
1
t 〉+ |w
1
t |
2)w1yy).
In fact, by (10) and (52), we can obtain
E0 = 2ω2ǫ(I − Ψ (N0))Ψ (N1)f(w0t , w
0
y, w
0
tt, w
0
yy). (55)
This completes the proof.
In order to prove the convergence of the Newton algorithm, the following estimate is needed. Firstly, for
convenience, we define
E˜0 := 2ω2ǫΨ (N1)f(w0t , w
0
y , w
0
tt, w
0
yy) 6= 0. (56)
In following result tells us that for choosing suitable initial step w0 and sufficient small ǫ, we can
control the term w1 and E1 under some norm.
Lemma 13 Assume that ω satisfies (3) and (18). Then for any 0 < α < σ, the following estimates hold:
‖w1‖σ−α ≤ 2ω
2ǫC(α)CǫN
τ+κ0+4
1 ‖w
0‖3σ(1 + ǫcN
4+σ
1 ‖w
0‖σ)
3,
‖E1‖σ−α ≤ 8ω
6ǫ3N
12+2(τ+κ0)
1 CǫC
2(α)‖w0‖6σ(1 + ǫcN
4+σ
1 ‖w
0‖σ)
6(1 + 2ω2ǫC(α)CǫN
τ+κ0+4
1 ‖w
0‖3σ(1 + ǫcN
4+σ
1 ‖w
0‖σ)
3),
where C(α) is defined in (57), Cǫ denotes a constant depending on ǫ.
Proof Denote
C(α) = c(ς, τ, σ, γ1, γ)α
−τ . (57)
From the definition of w1 in (50), by Lemma 2, (9), (16) and (56), we derive
‖w1‖σ−α = ‖ − (J
(N1)
ω )
−1E0‖σ−α
≤ C(α)N τ+κ01 (1 + ǫcN
4+σ
1 ‖w
0‖σ)
3‖E0‖σ
≤ 2ω2ǫC(α)(1 + ǫcN4+σ1 ‖w
0‖σ)
3‖Ψ (N1)f(w0t , w
0
y, w
0
tt, w
0
yy)‖σ+τ+κ0
≤ 2ω2ǫC(α)CǫN
τ+κ0+4
1 ‖w
0‖3σ(1 + ǫcN
4+σ
1 ‖w
0‖σ)
3. (58)
By (9), (15), (58) and the definition of E1, we have
‖E1‖σ−α = ‖Ψ
(N1)(f(w0t + w
1
t , w
0
y + w
1
y, w
0
tt + w
1
tt, w
0
yy + w
1
yy)− f(w
0
t , w
0
y, w
0
tt, w
0
yy)−Dwf(w
0
t , w
0
y, w
0
tt, w
0
yy)w
1)‖σ−α
≤ 2ω2ǫCǫN
4
1 (C3 + ‖w
0‖σ−α)(‖w
1‖2σ−α + ‖w
1‖3σ−α)
= 2ω2ǫCǫN
4
1 (C3 + ‖w
0‖σ−α)‖w
1‖2σ−α(1 + ‖w
1‖σ−α)
≤ 8ω6ǫ3N
12+2(τ+κ0)
1 CǫC
2(α)‖w0‖6σ(1 + ǫcN
4+σ
1 ‖w
0‖σ)
6(1 + 2ω2ǫC(α)CǫN
τ+κ0+4
1 ‖w
0‖3σ(1 + ǫcN
4+σ
1 ‖w
0‖σ)
3).
This completes the proof.
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For p ∈ N and 0 < σ0 < σ¯ < σ, set
σp := σ¯ +
σ − σ¯
2p
, (59)
αp+1 := σp − σp+1 =
σ − σ¯
2p+1
. (60)
By (59)-(60), it follows that
σ0 > σ1 > . . . > σp > σp+1 > . . . , for p ∈ N.
Define
P1(w
0) := w0 + w1, for w0 ∈ H(N0)σ0 ,
Ep = J (
p∑
k=0
wk) = J (P1 ◦ · · · ◦︸ ︷︷ ︸
p
P1(w
0)).
In fact, to obtain the p th approximation solution wp ∈ H(Np)σp of system (10), as done in lemma 12, we
need to solve following equations
J (
p∑
k=0
wk) = Jω(
p−1∑
k=0
wk) + 2ω2ǫΨ (Np)f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy) + Jωw
p
+2ω2ǫΨ (Np)Dwf(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)w
p + 2ω2ǫΨ (Np)(f(
p∑
k=0
wkt ,
p∑
k=0
wky ,
p∑
k=0
wktt,
p∑
k=0
wkyy)
−f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)−Dwf(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)).
Then the p th step approximation wp ∈ H(Np)σp :
wp = −(J
(Np)
ω )
−1Ep−1, (61)
where
Ep = Jω(
p−1∑
k=0
wk) + 2ω2ǫΨ (Np)f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)
= 2ω2ǫ(I − Ψ (Np−1))Ψ (Np)f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy).
As done in Lemma 12, it is easy to get that
Ep := Rp−1 = 2ω2ǫΨ (Np)(
n∑
k=1
wpkyw
p
tt +
ǫ
2
(2〈
p−1∑
k=0
wky , w
p
y〉+ |w
p
y |
2)wptt + ǫ|w
p
y |
2
p−1∑
k=0
wktt
+
n∑
k=1
wpktw
p
ty + ǫ((〈
p−1∑
k=0
wkt , w
p
y〉+ 〈
p−1∑
k=0
wky , w
p
t 〉)w
p
ty + 〈w
p
t , w
p
y〉
p−1∑
k=0
wkty)
+2ǫ(〈
p−1∑
k=0
wkt , w
p
t 〉+ |w
p
t |
2)wpyy), (62)
E˜p = 2ω2ǫΨ (Np)f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy). (63)
Hence we only need to estimate Rp−1 to prove the convergence of algorithm. The following result tells us
that the existence of solutions for (10). A key point is to give a sufficient condition on the convergence of
Newton algorithm.
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Lemma 14 Assume that ω satisfies (3) and (18). Then, for sufficiently small ǫ, equations (10) has a
solution
w∞ =
∞∑
k=0
wk ∈ Hσ¯.
Proof This proof is based on the induction. Firstly, we claim that
‖wp‖σp < 1 and ‖E
p‖σp ≤ d
4p , ∀p ∈ N, (64)
where d denotes a constant which takes value in (0, 1).
We prove (64) by induction. For p = 0, we choose an initial approximation solution w0 such that
w0 6= C, 0 < ‖w0‖σ0 < R,
‖E0‖σ0 ≤ d
4p , for some 0 < d < 1.
For p = 1, by Lemma 13, we can also choose a sufficient small ǫ such that (64) holds.
Assume that (64) holds for 1 ≤ k ≤ p− 1, i.e.
‖wk‖σk < 1 and ‖E
k‖σk ≤ d
4k . (65)
We prove that k = p holds. For any fixed number p ∈ N, we denote
max
0≤k≤p
‖wk‖σk := ‖w
k∗‖σk∗ , max
0≤k≤p−1
‖wk‖σk := ‖w
k∗∗‖σk∗∗ , 0 ≤ k
∗ ≤ p. (66)
For convenience, we assume that k∗ = p and k∗∗ = p− 1. Using the same idea of the proof of k∗ = p and
k∗∗ = p− 1, we can verify other cases. In fact, the proof process of the cases of k∗ 6= p or k∗∗ 6= p− 1 is
more simple than the case of k∗ = p and k∗∗ = p− 1.
This proof is divided into the following situations. If
ǫcN
4+σp
p
p−1∑
k=0
‖wk‖σk < 1,
we have
Case 1 : 2C(αp)N
τ+κ0
p ‖E
p−1‖σp−1 > 1,
p−1∑
k=0
‖wk‖σp > C3,R′ ,
Case 2 : 2C(αp)N
τ+κ0
p ‖E
p−1‖σp−1 > 1,
p−1∑
k=0
‖wk‖σp ≤ C3,R′ ,
Case 3 : 2C(αp)N
τ+κ0
p ‖E
p−1‖σp−1 ≤ 1,
p−1∑
k=0
‖wk‖σp > C3,R′ ,
Case 4 : 2C(αp)N
τ+κ0
p ‖E
p−1‖σp−1 ≤ 1,
p−1∑
k=0
‖wk‖σp ≤ C3,R′ .
We only prove the case 1, the rest case is the similar. By (20) in Lemma 2, (61) and (63), we derive
‖wp‖σp = ‖ − (J
(Np)
ω )
−1Ep−1‖σp
≤ C(αp)N
τ+κ0
p ‖E
p−1‖σp−1
(
1 + ǫcN
4+σp
p
p−1∑
k=0
‖wk‖σk
)3
≤ C(αp)N
τ+κ0
p ‖E
p−1‖σp−1 . (67)
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By (15) in Lemma 1, (60), (62)-(67), we have
‖Ep‖σp = 2ω
2ǫ‖Ψ (Np)(f(
p∑
k=0
wkt ,
p∑
k=0
wky ,
p∑
k=0
wktt,
p∑
k=0
wkyy)− f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)
−Dwf(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)‖σp
≤ 2ω2ǫCǫN
4
p‖w
p‖2σp(C3,R′ +
p−1∑
k=0
‖wk‖σk)(1 + ‖w
p‖2σp)
≤ 2ω2ǫCǫC
2(αp)N
2(τ+κ0+2)
p ‖E
p−1‖2σp−1(C3,R′ +
p−1∑
k=0
‖wk‖σk)(1 + 2C(αp)N
τ+κ0
p ‖E
p−1‖σp−1)
≤ 8Cǫω
2ǫC3(αp)N
3(τ+κ0)+4
p ‖E
p−1‖3σp−1(
p−1∑
k=0
‖wk‖σk)
≤ 8Cǫω
2ǫC3(αp)N
3(τ+κ0)+4
p ‖E
p−1‖3σp−1p‖w
p‖σp
≤ 8Cǫω
2ǫC4(αp)N
4(τ+κ0)+5
p ‖E
p−1‖4σp−1
≤ (8Cǫω
2ǫ)4+1N4(τ+κ0)+5p N
42(τ+κ0)+5×4
p−1 C
4(αp)C
42 (αp−1)‖E
p−2‖4
2
σp−2
= (8Cǫω
2ǫ)4+1N
4p(τ+κ0)+4
2(p−1)(τ+κ0)+5+5×4
0 C
4(αp)C
42(αp−1)‖E
p−2‖4
2
σp−2
≤ · · ·
≤ (8Cǫω
2ǫ)
∑p−1
k=1 4
k+1N
(τ+κ0)4
p+2+5×4p+1
0 ‖E
0‖4
p
σ0
p∏
k=1
C4
k
(αp+1−k)
≤ (8Cǫω
2ǫ)4
p
(N
16(τ+κ0)+20
0 ‖E
0‖σ0)
4p
p∏
k=1
C4
k
(αp+1−k)
≤ (8Cǫω
2ǫ)4
p
‖E˜0‖4
p
σ0+16(τ+κ0)+20
p∏
k=1
C4
k
(αp+1−k)
≤ (84
2+1Cǫω
2ǫc16τ,σ,σ¯,γ1,γ‖E˜
0‖σ0+16(τ+κ0)+20)
4p , (68)
which means that if we choose a suitable small ǫ such that the second inequality in (64) holds for some
0 < d < 1. Now we turn to estimate the term ‖wp‖σp . It follows from (67)-(68) that
‖wp‖σp ≤ C(αp)N
τ+κ0
p (8
42+1Cǫω
2ǫc16(τ, σ, σ¯, γ1, γ)‖E˜
0‖σ0+16(τ+κ0)+20)
4p−1 ,
which implies that the first inequality in (64) holds for a sufficient small ǫ.
If
ǫcN
4+σp
p
p−1∑
k=0
‖wk‖σk ≥ 1,
then by (20) in Lemma 2, (61), (63) and (65), we derive
‖wp‖σp = ‖ − (J
(Np)
ω )
−1Ep−1‖σp
≤ C(αp)N
τ+κ0
p ‖E
p−1‖σp−1
(
1 + ǫcN
4+σp
p
p−1∑
k=0
‖wk‖σk
)3
≤ ǫ3c3N
12+3σp+τ+κ0
p C(αp)‖E
p−1‖σp−1(
p−1∑
k=0
‖wk‖σk)
3
≤ ǫ3c3N
12+3σp+τ+κ0
p C(αp)p
3‖Ep−1‖σp−1‖w
p−1‖3σp−1
≤ ǫ3c3N
12+3σp+τ+κ0
p C(αp)p
3‖Ep−1‖σp−1 . (69)
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In what follows, we need to divide into the following situations
Case 1∗ : ǫ3c3N
12+3σp+τ+κ0
p C(αp)p
3‖Ep−1‖σp−1 > 1,
p−1∑
k=0
‖wk‖σk > C3,R′ ,
Case 2∗ : ǫ3c3N
12+3σp+τ+κ0
p C(αp)p
3‖Ep−1‖σp−1 ≤ 1,
p−1∑
k=0
‖wk‖σk > C3,R′ ,
Case 3∗ : ǫ3c3N
12+3σp+τ+κ0
p C(αp)p
3‖Ep−1‖σp−1 > 1,
p−1∑
k=0
‖wk‖σk ≤ C3,R′ ,
Case 4∗ : ǫ3c3N
12+3σp+τ+κ0
p C(αp)p
3‖Ep−1‖σp−1 ≤ 1,
p−1∑
k=0
‖wk‖σk ≤ C3,R′ .
Now we discuss the case 1∗. The idea of proof of the rest three cases is the same, so we omit it. By
(62)-(67), we derive
‖Ep‖σp = 2ω
2ǫ‖Ψ (Np)(f(
p∑
k=0
wkt ,
p∑
k=0
wky ,
p∑
k=0
wktt,
p∑
k=0
wkyy)− f(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)
−Dwf(
p−1∑
k=0
wkt ,
p−1∑
k=0
wky ,
p−1∑
k=0
wktt,
p−1∑
k=0
wkyy)‖σp
≤ 2ω2ǫCǫN
4
p‖w
p‖2σp(C3,R′ +
p−1∑
k=0
‖wk‖σk)(1 + ‖w
p‖2σp)
≤ 4ω2ǫ13CǫN
52+12σ+4τ+4κ0
p C
4(αp)p
12‖Ep−1‖4σp−1
≤ 4ω2ǫ13CǫN
64+12σ+4τ+4κ0
p C
4(αp)‖E
p−1‖4σp−1
≤ 44+1ω2+2×4ǫ13+13×4CǫN
(p+4(p−1))(64+12σ+4τ+4κ0)
0 C
4(αp)C
4×4(αp−1)‖E
p−1‖4
2
σp−1
≤ . . .
≤ (4× 16τω2ǫ13Cτ,σ,σ¯,γ1,γN
64+12σ+4τ+4κ0
0 ‖E0‖σ0)
4p+1 . (70)
We can choose a suitable small ǫ such that the second inequality in (64) holds for some 0 < d < 1. Now
we turn to estimate the term ‖wp‖σp . It follows from (69)-(70) that
‖wp‖σp ≤ ǫ
3c3N
12+3σp+τ+κ0
p C(αp)p
3(4× 16τω2ǫ13Cǫ,σ,σ¯N
64+12σ+4τ+4κ0
0 ‖E0‖σ0)
4p ,
which implies that the first inequality in (64) holds for a sufficient small ǫ.
Thus we conclude that (64) holds. Furthermore, we obtain that
lim
p−→∞
‖Ep‖σp = 0.
By the decay rate of ‖Ep‖σp and the relationship between ‖w
p‖σp and ‖E
p‖σp , we get that the series∑∞
k=0 w
k is convergence. Thus equation (10) has a solution
w∞ :=
∞∑
k=0
wk ∈ Hσ¯.
This completes the proof.
Next result gives the uniqueness of solutions for equation (10).
Lemma 15 Assume that ω satisfies (3) and (18). Equation (10) has a unique solution w ∈ Hσ¯ ∩B1(0)
obtained in Lemma 16.
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Proof Let w,w′ ∈ Hσ¯ ∩B1(0) be two solutions of system (10), where
B1(0) := {w|‖w‖s < δ, for some 0 < δ < 1, ∀s > σ0}.
Let ψ = w − w′. Our target is to prove ψ = 0. By (10), we have
Jωψ + 2ω
2ǫΨ (Np)Dwf(w
′
t, w
′
y, w
′
tt, w
′
yy)ψ
+2ω2ǫΨ (Np)(f(wt, wy, wtt, wyy)− f(w
′
t, w
′
y, w
′
tt, w
′
yy)−Dwf(w
′
t, w
′
y, w
′
tt, w
′
yy)ψ) = 0,
which implies that
ψ = −2ω2ǫ(Jω + 2ω
2ǫΨ (Np)Dwf(w
′
t, w
′
y, w
′
tt, w
′
yy))
−1
×Ψ (Np)(f(wt, wy , wtt, wyy)− f(w
′
t, w
′
y, w
′
tt, w
′
yy)−Dwf(w
′
t, w
′
y, w
′
tt, w
′
yy)ψ). (71)
If
ǫcN4+σp ‖w
′‖σp−1 < 1,
by (15), (20), (71) and Np = N
p
0 , ∀p ∈ N, we have
‖ψ‖σp = 2ω
2ǫ‖(J
Np
ω )
−1Ψ (Np)(f(wt, wy, wtt, wyy)− f(w
′
t, w
′
y , w
′
tt, w
′
yy)−Dwf(w
′
t, w
′
y, w
′
tt, w
′
yy)ψ)‖σp
≤ 2ω2ǫCǫC(αp)N
τ+κ0+4
p ‖ψ‖
2
σp−1
(1 + ǫcN4+σp ‖w
′‖σp−1)
3(C3,R′ + ‖w
′‖σp−1)(1 + ‖ψ‖
2
σp−1
)
≤ 2ω2ǫCǫC(αp)N
τ+κ0+4
p ‖ψ‖
2
σp−1
≤ 21+2ω2+2×2ǫ1+2CǫC(αp)C
2(αp−1)N
(p+2(p−1))(τ+κ0+4)
0 ‖ψ‖
22
σp−2
≤ · · ·
≤ (2τ+1ω2ǫCτ,σ,σ¯,γ1,γN
τ+κ0+4
0 ‖ψ‖σ0)
2p . (72)
We choose a suitable ǫ such that
0 < 2τ+1ω2ǫCτ,σ,σ¯,γ1,γN
τ+κ0+4
0 ‖ψ‖σ0 < 1,
and then let p −→∞, we obtain
lim
p−→∞
‖ψ‖σ¯ = 0.
Using the same idea, we can deal with the case of ǫcN4+σp ‖w
′‖σp−1 ≥ 1. This completes the proof.
Next result shows that the solution w∞ is not a trivial periodic solution for (10).
Lemma 16 The periodic solution w∞ which is constructed in Lemma 14 is non-trivial.
Proof By induction, we prove that the periodic solution w∞ is a non-trivial, i.e.,
w∞ =
∞∑
k=0
wk 6= C, for C ∈ R.
As we chosen, w0 is not constant. We prove that w0 + w1 is not a constant, where w1 is constructed in
(50). Arguing by contradiction, assume we have
w0 + w1 = C.
By (54), we have
−(J (N1)ω )
−1E0 = C − w0,
which implies that
E0 = −J (N1)ω (C − w
0). (73)
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Note that E0 = Jωw0 + 2ω2ǫΨ (N1)f(w0t , w
0
y, w
0
tt, w
0
yy). By (73), we derive
Jωw
0 + 2ω2ǫΨ (N1)f(w0t , w
0
y , w
0
tt, w
0
yy) = J
(N1)
ω (w
0 − C),
which combines with the definition of the linearized operator J
(N1)
ω in (28) gives that
f(w0t , w
0
y, w
0
tt, w
0
yy) = ∂wf(w
0
t , w
0
y, w
0
tt, w
0
yy)w
0.
But (13) tells us that above equality can not holds for w0 6= C. This is because that if above equality
holds, then it follows from (10) that
Jωw
0 + 2ω2ǫΨ (N0)f(w0t , w
0
y, w
0
tt, w
0
yy) = Jωw
0 + 2ω2ǫΨ (N0)∂wf(w
0
t , w
0
y , w
0
tt, w
0
yy)w
0 = 0.
Note that J
(N0)
ω = Jω + 2ω2ǫΨ (N0)∂wf(w0t , w
0
y, w
0
tt, w
0
yy) is an invertible operator. This combining with
(13) gives that w0 = C. This contradicts with w0 6= C in Lemma 12. Hence w0 + w1 is not a constant.
Assume that
∑k−1
a=0 w
a + wk is not a constant. Then by the same process of above proof, we get that∑k
a=0 w
a + wk+1 is also not a constant. For conclusion, we obtain the periodic solution w∞ =
∑∞
k=0 w
k
is non-trivial. This completes the proof.
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