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Abstract 
This thesis looks at the requirements analysis, design, development and evaluation of an 
application, CymaSense, as a means of improving the communicative behaviours of autistic 
participants through therapeutic music sessions, via the addition of a visual modality. Autism 
spectrum condition (ASC) is a lifelong neurodevelopmental disorder that can affect people in a 
number of ways, commonly through difficulties in communication. Interactive audio-visual 
feedback can be an effective way to enhance music therapy for people on the autism spectrum. A 
multi-sensory approach encourages musical engagement within clients, increasing levels of 
communication and social interaction beyond the sessions.  
Cymatics describes a resultant visualised geometry of vibration through a variety of mediums, 
typically through salt on a brass plate or via water. The research reported in this thesis focuses on 
how an interactive audio-visual application, based on Cymatics, might improve communication for 
people on the autism spectrum.  
A requirements analysis was conducted through interviews with four therapeutic music 
practitioners, aimed at identifying working practices with autistic clients. CymaSense was designed 
for autistic users in exploring effective audio-visual feedback, and to develop meaningful cross-
modal mappings of musical practitioner-client communication. CymaSense mappings were tested 
by 17 high functioning autistic participants, and by 30 neurotypical participants. The application 
was then trialled as a multimodal intervention for eight participants with autism, over a 12-week 
series of therapeutic music sessions. The study captured the experiences of the users and 
identified behavioural changes as a result, including information on how CymaSense could be 
developed further. This dissertation contributes evidence that multimodal applications can be 
used within therapeutic music sessions as a tool to increase communicative behaviours for autistic 
participants.  
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1 Introduction  
 
The research described in this thesis is concerned with audio-visual interaction within a 
musical environment for people on the autism spectrum. More specifically, it presents 
an interactive prototype application that enables the visualisation of sound in real 
time, based on 3D models of Cymatic shapes. Cymatics describes a technique that 
studies the resultant geometry of sound vibrated through a variety of mediums. This 





Autism Spectrum Condition (ASC), also known as Autism Spectrum Disorder (ASD), is a 
lifelong neurodevelopmental disorder that affects how people see the world and 
interact with others (Baron-Cohen et al., 2009). A 2014 study by the Centres for 
Disease Control (Preis et al., 2015) found that the condition affects one child in every 
68, and has encouraged health professionals to consider ASC as a critical and urgent 
public health concern. Research has shown that autism is a strongly genetic condition, 
however, its genetic or biological signature has not yet been identified (Pellicano et al., 
2013). As theories regarding its cause are highly debated, there is no known cure, and 
the condition provides lifelong challenges for those who are on the spectrum. 
Subsequently, there is a need for evidence-based treatment methods for the 
development of functional skills. People on the autism spectrum share the following 
features in their diagnosis, which include: difficulties in social communication and 
interaction; problems in the use of language and verbal communication; limited and 
stereotypical behavioural patterns; problems in perceptual processing; inhibited use of 
their imagination (DePape et al., 2012; Paxton and Estay, 2007; Neale et al., 2002; 
Parés et al., 2005). 
The characteristics of autism are interrelated, thus making it more difficult to address 
individual challenges on a wider basis. Communication and social skills are required for 
relationships, independence, and vocation, which subsequently affect the emotional 
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status of the individual (LaGasse, 2014). The National Research Council’s Guidelines for 
Educating children with ASC stated that appropriate social interactions may be some of 
the most difficult and important lessons a child with autism spectrum conditions will 
learn (Lord and McGee, 2001). The authors highlighted that educational objectives 
should include social skills to enhance participation in family, school, and community 
activities. 
From a historical perspective, recognised interventions are largely behavioural based, 
with applied behavioural analysis (ABA) being the most effective and widely used 
(Green and Ricciardi, 2015). Some critics, however, have pointed out that ABA relies 
heavily on responding to auditory stimuli and vocalising responses, which can be 
difficult for many people on the autism spectrum. In addition, it can be restrictive to 
the individual’s freedom of expression (Bredek et al., 2014).  
Music therapy has been around since the 1940s and provides a non-verbal means of 
communication with autistic clients (Reschke-Hernández, 2011). However, due to the 
disparate nature of the evidence, academia has still not entirely recognised it as a 
viable source of therapy for people on the autism spectrum (Green and Ricciardi, 
2015). This is largely due to the lack of randomised controlled trials that can be run 
with groups of autistic people, the nature of the spectrum condition being that no two 
groups or individuals have the same abilities or requirements. Nonetheless, case 
studies continue to back the validity and success of music therapy techniques, in 
particular, the improvisational techniques used by Nordoff and Robbins (Wheeler, 
2015). It should be noted that, although sharing commonalities in their approach, a 
distinction has been made within this thesis between the terms ‘music therapy’ and 
‘therapeutic music sessions’. ‘Music therapy’ is defined as an established psychological 
intervention delivered by the Health and Care Professions Council (NHS Education for 
Scotland, 2014), whilst ‘therapeutic music sessions’ (‘music sessions’ or ‘therapeutic 
music study’) refer to the author’s studies run by the music tutor within Sense Scotland 
(2019). In addition, ‘therapeutic music practioners’ or ‘practitoners’ is a general term 
within this thesis referring to the facilitators of the music sessions.    
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Therapeutic music practitioners continue to embrace technology within their practice 
to stimulate the senses of autistic clients. A range of technology from simple iPad apps 
through to sophisticated music production tools are available and in use within 
practices (Hourcade et al., 2013). Computers have been shown to provide a certain 
amount of predictability and stability for people on the autism spectrum, providing an 
attractive environment due to the lack of human contact and stress involved in reading 
emotional cues from faces (Golan and Baron-Cohen, 2006).  
Representation of music has taken many forms over time, from musical structure 
represented as notation, through to random algorithmic visualisations based on the 
amplitude of an audio signal. One aspect of music visualisation that has not been 
widely explored in this context is that of Cymatics (section 3.6). Cymatics are physical 
impressions of music created in mediums such as water (see Figure 1-1 below) or 
through particulate material on a brass plate (Jenny, 1968). As such, they could be 
considered as analogues of music. Could audio-visual mapping of Cymatic shapes be 
used to encourage play within a therapeutic environment for people on the autism 
spectrum? Use of multi-sensory integrative technology has been shown to encourage 
interaction and independence for people with ASC through the use of tactile, auditory 
and visual senses (Schaaf and Miller, 2005; Cappelen and Andersson, 2016). Multi-user 
play could also encourage social interaction and communication between practitioners 
and clients, or between groups.  
 
Figure 1-1: Cymatic image of sound vibrated through water (Grant, 2012) 
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1.2 Research Aim 
 
The aim of this research is to develop and trial a multimodal method that will allow 
therapeutic music practitioners a novel way to improve communicative behaviours for 
people on the autism spectrum.  
1.3 Research Questions 
 
The main research question and hypothesis related to this thesis is: 
Q: Can augmentation of music sessions with real-time 3D graphics improve 
therapeutic outcomes for people with autism? 
H: Visualisation of sound in therapeutic music practice can increase 
communicative behaviours for people on the autism spectrum. 
In order to fully answer the main research question, three sub-questions have to be 
addressed: 
Sub-question one (SQ1): How effective is the audio-visual mapping of the 
developed prototype application (CymaSense) for autistic and neurotypical 
end-users?  
SH1: Amplitude to scale, pitch to shape, pitch to colour lightness, and timbre to 
detail of shape are expected to be effective audio-visual mappings of the 
prototype application for autistic and neurotypical end-users. 
SQ2: What benefits does a shared real-time interactive audio-visual application 
bring to autistic clients within therapeutic music sessions?  
SH2: Increased awareness of sense-of-agency, through visualisation of musical 
interaction, will increase/improve communicative behaviours for people on the 
autism spectrum. 
SQ3: What are the perceived benefits of the application beyond its use in 
therapeutic music sessions? 
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SH3: There will be improvements in the social and musical behaviours of 
autistic participants, observable by parents, care workers and tutors, following 
the use of CymaSense.  
The main research question addresses whether an interactive 3D visual modality 
within music sessions, can be effective as a therapeutic tool for people on the autism 
spectrum. Literature on challenges associated with autism, and associated 
interventions will be reviewed. Practices within music therapy will be examined, as 
well as visual representation of sound, to establish their combined therapeutic 
potential.  
The three secondary questions will assist in addressing the primary question. Sub-
question one seeks to establish whether the designed audio-visual correspondences of 
the prototype application will be intuitive to both autistic and neurotypical users. 
Autistic clients and neurotypical practitioners require a shared understanding of 
musical audio input and visual output of an application to communicate effectively. 
Cross-modal correspondences are investigated to determine appropriate end-user 
audio-visual mappings. This question also looks at the requirements of end-users and 
practitioners, and the efficacy of the application design through small-scale testing of 
the audio-visual mappings. 
Sub-question two addresses the identification of beneficial attributes for autistic 
clients, and how they may be developed in the use of a shared audio-visual interactive 
application. Establishing which attributes are important for the development of 
individuals with ASC are explored, and how use of a collaborative environment can 
encourage their growth. Assistive technologies are examined to identify their effective 
characteristics. Through discussion with practitioners, methods and techniques using a 
prototype application need to be identified and tested. Separate case studies could 
compare the effectiveness of the process in identifying changes in communicative 
behaviours.     
The third sub-question is concerned with identifying benefits to clients, their families 
and carers beyond the music sessions. It also aims to establish gains for practitioners 
through their experience of using a shared novel audio-visual therapeutic application.  
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If all three sub-questions, and thus the main research question, are successfully 
addressed, augmentation of music sessions with real-time 3D graphics could be used 
as an alternative or complimentary audio-visual application within therapeutic music 
sessions. It may also highlight the potential for alternative forms of multimodal 
therapy for people on the autism spectrum. 
 
1.4 Dissertation Structure 
 
The dissertation can be broken down into four distinct sections: introduction, 
literature review, studies and conclusions. Chapter 1 introduces the work, Chapters 2 
and 3 incorporate the literature review, and Chapter 4 describes requirements 
gathering. The CymaSense prototype development is illustrated in Chapter 5 and 
trialled in Chapter 6 through an audio-visual mapping survey. Chapter 7 evaluates the 
CymaSense tool via a 12-week study with autistic participants, while the final chapter 
(8) draws conclusions and introduces further work.  
Chapter 2 defines key terms related to autism spectrum condition, its nature, its 
known causes and its associated challenges. This literature provides context and a 
foundation for later studies, illustrating published research that describes how autism 
can affect individuals in a number of ways. Classifications for the challenges of autism 
are considered, as are current investment, support and intervention methods. Current 
methods of intervention for people on the autism spectrum are also examined. In 
order to create an application that could be used by therapeutic music practitioners it 
was important to survey current practice. This review focuses on currently established 
and emerging interventions, and technological approaches used to improve 
communication and social interaction.      
Chapter 3 examines cross-modal correspondences in order to understand the 
relationship between audio and other sense modalities. In addition, the role of how 
music is visualised from a theoretical and technological perspective is investigated. 
This review provides an insight into the approaches used to represent music through 
analysis, learning and teaching, composition and performance. Visual representation 
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of musical interaction is discussed, as well as the role of Cymatics within the 
visualisation of sound.  
The preliminary requirements analysis reported in Chapter 4 discusses the needs of 
autistic clients within music therapy, and the relationship of technology within current 
practice. Interview analysis with two clinical music therapists, one community music 
therapist, and one music tutor from a charitable organisation is used to identify 
attributes that could be incorporated within a new prototype application design. 
Potential ways to improve their methods and the scope for future applications are 
identified. 
Chapter 5 applies the findings of the literature review and interview analysis to a 
proposed model of interaction for audio-visual synthesis, and the creation of an initial 
requirements analysis for a prototype application, CymaSense. The design of 
CymaSense looks at the needs of end-users relative to musical input and associated 
visual output. Determination of meaningful audio to visual mappings are discussed and 
implemented in version one of the application.  Associated design and development 
issues are identified and addressed in version two of the application.   
Chapter 6 discusses the first empirical study with CymaSense, a mapping survey 
designed to test the features of CymaSense on both a high functioning autistic end-
user group, and a neurotypical end-user group. The findings were used to define the 
audio-visual mappings of CymaSense version two, and aid in the development of a 
subsequent study. 
Chapter 7 evaluates the use of CymaSense within a 12-week therapeutic music study 
for eight participants with autism. Quantitative and qualitative methods were 
employed and the results discussed. The study included observational analysis of a 
number of musical and non-musical communicative measures within a therapeutic 
environment. Parents, carers and tutors were asked to complete a questionnaire 
providing opinions on observable changes in participants’ behaviours following the 
study. Quantitative data analysed from video observation over 12 weeks, indicated 
that both musical and non-musical communicative behaviours of the majority of the 
participants had increased in response to use of the intervention. Feedback from the 
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questionnaire and interviews indicated that the application had improved social 
interaction within the participants. 
Chapter 8 includes a summary of the thesis, conclusions, and future work. This chapter 
also details the strengths and limitations of the research, in addition to the thesis’ 
contributions to the field of multimodal interventions for autism. Future work was 
identified such as testing alternative user-defined 2D or 3D graphics as a means to 
visualise sound. The current version of CymaSense could be used with other sensory 
impaired groups to determine its effectiveness in therapeutic scenarios. CymaSense 
allowed visualisation of sound for a variety of inputs, but was found to be 
computationally expensive. A redesign of the application has been identified to allow 




The introduction has provided the background to the research by highlighting some of 
the issues that people on the autism spectrum have. It has also shown that, although 
music therapy continues to grow as a positive intervention to improve communication 
for people with ASC, utilising a multimodal method may widen the appeal and efficacy 
of therapeutic music sessions for autistic clients. The hypotheses have been presented 
and the general structure of the dissertation has been outlined. The next chapter 
discusses the issues associated with autism, current interventions, and methods of 
evaluation of commonly used interventions, as a basis for the requirements gathering 
and subsequent design.      




The basis of the research conducted for this dissertation falls into three main 
categories: autism and its challenges; currently available interventions for people on 
the autism spectrum; and how music is represented from a visual perspective. This 
chapter describes the general challenges associated within autism spectrum condition 
(ASC), recognised forms of intervention, as well as less established approaches, 
specifically music therapy. Also known as autism spectrum disorder (ASD), due to 
changes to the main diagnostic manuals (American Psychiatric Association, 2013), ASC 
is now likely to become the most commonly given diagnostic term (G. Kent et al., 
2013). However, clinicians will still often use additional terms to help to describe the 
particular autism profile presented by an individual. It should be noted that many 
researchers in the past have referred to Asperger’s Syndrome (Wing, 1981), a 
recognised higher functioning end of the autism spectrum. Please refer to Figure 2-1 
below for a graphical representation of the extent of the impairment. The figure 
includes pervasive developmental disorder (PDD), one of several previously separate 
subtypes of autism that were folded into the single diagnosis of ASC with the 




Figure 2-1: Autism Spectrum Conditions (Eden Futures, 2016) 
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ASC is commonly referred to as consisting of a triad of impairments (see Figure 2-2), 
which can include problems in communication, social interaction, and imagination, 
typically described through the activities and interests of an individual (Wing, 1997).    
 




Whilst autism affects both sexes and is a lifelong condition, a simplification of the 
challenges has been made here for the sake of clarity. Table 2-1 below, represents an 
overview of the challenges facing both people on the autism spectrum, and for those 
supporting people with ASC. As many of the challenges are connected, individuals can 
encounter them to a greater or lesser degree. 
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Challenges  with Autism 
Challenges 
Supporting Autism 





































































Local and Global 
Processing 
--- 
Learning to Learn 
Academic Focus on 
Cognition 
--- 




Lack of Support for 
Adults 
--- 






Table 2-1: : Autism and its Challenges (Tager-Flusberg et al., 2013; Robledo et al., 2012; Dennis et 
al., 2001; Aigen, 2012; Paxton and Estay, 2007; a. Hillier et al., 2012; Bredek et al., 2014; Norwich, 




Speech and language impairments have been regarded as one of the most significant 
deficits relating to autism (Tager-Flusberg et al., 2013). Developments in research have 
indicated that people with autism have different neural organisation compared to 
those without. Magnetic resonance imaging studies have identified widespread 
atypicalities in brain regions involved in social behaviour and other core ASC-related 
behavioural deficits (Hernandez et al., 2015). They established that the corpus of 
imaging studies in autism have led to an emerging model of abnormal developmental 
connectivity, a dynamic model that accounts for both genetic liability and 
environmental influences that shape early brain development. Those not affected by a 
developmental disorder, to a considerably lesser degree, are often referred to as 
neurotypical (Webster, 2017). Difference in neural organisation can lead to an 
overload of sensory information and motor regulation difficulties that ultimately can 
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impact daily functioning, including social and communication skills (Robledo et al., 
2012). Many studies, which focused on the language of children with ASC, identified 
aberrant speech features. For example, unusual word choice, pronoun reversal, 
echolalia, incoherent discourse, unresponsiveness to questions, aberrant prosody, and 
a lack of drive to communicate (Rapin and Dunn, 2003). Tager-Flusberg (2003) 
suggested there may a number of subgroups on the autism spectrum that reflect 
different kinds of language disorder. Tager-Flusberg identified two language 
phenotypes in those with verbal abilities – children with normal linguistic abilities and 
those with autism-impaired language similar to the phenotype found in specific 
language impairment. However, Tager-Flusberg (2003) also commented that a 
significant number of children never acquire speech, and suggested it is unlikely that 
all these children remain mute for the same reasons.  
Research on written language in high functioning students with ASC, indicated that 
their written work displayed more variability, was more brief than their neurotypical 
(NT) counterparts, and less complex (Myles et al., 2003). The authors noted that 
students with ASC produced significantly less legible letters and words than the NT 
group, and generally, their work suffered more from a qualitative perspective. 
However, the notion that people on the autism spectrum do not want to communicate 
might be misguided. Rather, as self-advocates with autism indicate, they have the 
inability to follow through or tolerate the desired interaction (Goddard and Goddard, 
2012; McGinnity and Negri, 2005). Communication deficit in autism can manifest itself 
through the inability to create and sustain appropriate conversation, use of repetitive 
language, and problems in using spoken language (Shamsuddin et al., 2012). This may 
also be expressed as a difficulty in comprehension of metaphorical language, as much 
of what is verbally communicated can often be taken literally (Dennis et al., 2001). 
Dependent on the severity of the disorder with each person, studies involving children 
with ASC have found verbal ability can range from seemingly unaffected to completely 
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2.1.2 Social Interaction 
 
Social skills are considered to lie at the heart of individual development (McClelland et 
al., 2000). A study by Jones and Schwartz (2009), examined communication patterns 
between high functioning children with autism and their families and typically 
developing children and their families within traditional dinner time conversation. 
Jones and Schwartz have shown that children with autism are less likely to initiate 
interaction in conversation (Figure 2-3), and seemingly become less sympathetic and 
interested in continuing to interact with whom they have established contact. In 
addition, people on the autism spectrum commonly have difficulty in understanding 
facial expressions and other cues that NT people take for granted, thus potentially 
alienating them further from their peers (Abirached et al., 2011). The self-conscious 
awareness of their condition combined with increasingly complex issues and apparent 
inability to do anything about it, hinders childhood development and may increase 
impairment and distress as they approach adolescence (Tantam, 2003). Subsequently, 
limitations with social skills and interactions in childhood can have negative 
consequences including: employability; living independently; developing meaningful 
social relationships; as well as exacerbation of mental and physical health problems 
(Strain and Schwartz, 2001). This can ultimately lead to withdrawal and a life of social 
isolation (Caltabiano, 2010).   
 
Figure 2-3: Problems with social interaction lead to isolation for children with ASC (Autism Link, 
2014) 
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Young adults with autism can face further difficulties because of their attitude towards 
the condition from a social perspective. A study by Fabri and Andrews (2014) on 
autistic students’ characteristics, revealed that some people on the autism spectrum 
prefer not to disclose their condition, unless there are clear benefits for them doing so 
(Davidson and Henderson, 2010). Huws and Jones (2008) identified that some students 
with ASC reject the ‘label’ of diagnosis, a term that they use to refer to the negative 
connotations the effects of labelling may have. Others do not consider autism a deficit, 
and in the US a third of autistic students do not identify themselves as being disabled 
(Anderson et al., 2014). Fabri and Andrews (2014) highlight the stigma of the ‘broken’ 
student in higher education where the student is perceived as the problem and not the 
institution, indicating that the focus seems to be on perceived deficiencies rather than 
strengths. These studies highlight the need for greater understanding of the condition, 
and more effective integration of those with ASC within educational establishments. 
Silberman (2019) raised awareness of this by highlighting the positive qualities of 
autistic individuals, focusing on strengths and unique abilities as a basis for advocating 
for neurodiversity (Autistic UK, 2019). He defined neurodiversity as naturally occurring 
cognitive variations with distinctive strengths, rather than as a checklist of symptoms 
(Silberman, 2019).  
 
2.1.3 Agency and Emotional Regulation 
 
Agency is described as the experience of initiating and controlling one’s own actions 
and producing desired changes in the world via these actions (Zalla and Sperduti, 
2015).  People on the autism spectrum are said to be unconscious of the amount of 
control they can exert over their environment and obtain a coherent response, even 
when it is they themselves who are responsible for changes in their environment 
(Parés et al., 2005). They have little appreciation of the cause-and-effect a NT person 
takes for granted, thus increasing a sense of a lack of agency and frustration. This can 
lead to problems in emotional regulation of that individual. Sensory overload can also 
lead to repetitive and maladaptive behaviours within children with ASC. Typically this 
takes the form of gazing at objects for long periods of time, repetitive spinning of toys, 
rocking of their bodies or hand-flapping, as well as self-injurious, aggressive behaviours 
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and tantrums (Dominick et al., 2007; Hartley et al., 2008). This type of behaviour can 
reduce opportunities to learn through social interaction and their environment, 
resulting in a negative impact in their overall development (Richler et al., 2010). For 
example, someone who is in a constant state of rocking, will not be easy to engage 
with, or someone with auditory awareness problems might not hear their name being 
called or respond to their environment (Miller et al., 2007).  
The isolating nature of this condition has shown higher rates of anxiety and 
depression, regardless of intellectual and linguistic abilities (S. Parsons and Mitchell, 
2002; Hosseini et al., 2015). This has prompted researchers to find solutions to a 
disorder where relatively little is known concerning its causes (Michaud and Theberge-
Turmel, 2002; Bishop et al., 2017). Since the 1960s, substantial research has focused 
on behavioural analysis approaches, with many adapting Skinner’s contributions as a 
basis for ASC interventions (Ferster, 1964; E. K. Morris et al., 2005). This approach 
provides some success in terms of treating symptoms, but does not address the core 
emotional deficits of people with ASC (Paxton and Estay, 2007). Issues of low self-
esteem, anxiety and attitudes towards relationships with peers can create additional 
negative physical and psychological illnesses (Hillier et al., 2012). Communication and 
relationship development, with individuals lacking in a sense of agency and emotional 
regulation, requires addressing through appropriate intervention.    
 
2.1.4 Cognitive Processing and Sensory Awareness 
 
Autism is associated with hypersensitivity and/or hyposensitivity of the senses, which 
in turn can affect the cognitive processes of that individual (DePape et al., 2012; The 
National Autistic Society, 2016; Morris and Picard, 2009). Abnormal visual, tactile and 
auditory processing within people with ASC can manifest itself in the way information 
is processed locally, at the expense of global information. For example, people on the 
autism spectrum can locate visually embedded figures more easily within complex 
geometry than NT individuals (Plaisted et al., 1999). Other people have severely 
abnormal reactions to tactile stimuli, for example, the feeling of sand or uncooked rice 
on the hands can evoke crying, avoidance, or fear (Bredek et al., 2014). Bredek et al. 
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also highlighted that from an auditory point of view, some children are overly sensitive 
to auditory stimuli to the point that it interferes with their learning. For example, a 
blender, a school bell, or a motorcycle driving past, can evoke fear and avoidance 
responses (see Figure 2-4).  
 
 
Figure 2-4: Hypersensitivity in autism often leads to children wearing ear protection (Guardian 
News and Media Limited, 2017) 
 
Alternatively, some people on the autism spectrum demonstrate sensory seeking 
behaviour, like hand flapping or rocking. Tomchek and Dunn (2007) discovered that 
over 90% of children with ASC demonstrated behaviour related to poor sensory 
modulation. If the behaviour is not challenged by caregivers, it may reinforce a 
stimulus-reaction cycle, whereby the autistic person will not escape the behavioural 
pattern. It was suggested by Tomchek and Dunn that the key, from the perspective of 
modifying hypersensitivity to sound, for example, was to gently introduce background 
noise into the environment whilst encouraging positive coping behaviours (Bredek et 
al., 2014). DePape et al. (2012) noted that people on the autism spectrum have a 
higher incidence of perfect pitch, which in itself can have advantages as a musician, 
but disadvantages in speech prosody. She commented that the pure melodic tone of 
the voice is detected rather than its relative undulating nuances, which can result in a 
lack of focus on human conversation. These issues can subsequently create difficulties 
in verbal communication (section 2.1.1).   
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Other sensory attributes include light sensitivity as another common theme amongst 
people on the autism spectrum. This can result in nausea, physical pain or panic 
attacks, which can create restrictions on the potential environments in which they feel 
comfortable. For example, some children and adults with autism suffer severe 
reactions to new forms of energy-efficient lighting, commonly within fluorescent 
lighting (The National Autistic Society, 2016; Grandin, 2009). Consequently, some 
campaigners have urged the government to continue making traditional forms of 
lighting available to the small number of people that are affected. 
Ludlow et al. (2014) hypothesised that colour obsession in autism may be related to 
hyposensitivity, while colour phobias may be related to hypersensitivity, in the 
affected regions of colour space (section 2.1.4). In terms of design considerations for 
software or technology-based solutions for autistic users, a study by Putnam and 
Chong (2008) suggested that users be allowed to set their own colour. Alessandrini et 
al. (2014) suggested that therapists allowed lower functioning autistic children the 
ability to choose their own colours and drawing materials for storytelling, as a 
necessary means of expressing themselves and feeling comfortable.  
One of the most recognised deficits in ASC has been noted through pretend play and 
false belief. This involves non-literal behaviour and perspective taking, for example, 
pretending something is happening that is not, thus creating and sharing a false belief 
with a peer (Tarbox and Persicke, 2014). According to Baron-Cohen et al. (1985), 
people with ASC show deficits in attributing and understanding the mental states of 
themselves with others, and so lack the ability to take another person’s perspective. 
This can lead to problems in communication - for example, in a conversation the 
speaker and listener need to adopt each other’s perspectives to be effective 
interaction partners (Chin and Bernard-Opitz, 2000). The authors suggest that without 
this mental ability, people with autism may talk endlessly about a topic that interests 
only them, assuming that their conversation partner remains interested. There may be 
a subsequent failure of the autist, to understand that their chosen conversational topic 
may bore or even irritate the listener, making the communicative exchange one-sided 
and restricted (Ricks and Wing, 1975). Baron-Cohen et al. (1985) term this hypothesis 
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‘theory of mind’, while Frith and Leslie have described it as ‘mind blindness’ (Frith, 
1994; Leslie and Frith, 1987). This will be further discussed in section 2.2. 
 
2.1.5 Investment, Support and Technical Intervention 
 
ASC is a lifelong condition, and support for people on the autism spectrum seems to be 
lacking for the adolescent and adult community, partly due to the rising  numbers of 
people being diagnosed with ASC at the beginning of the 21st century (Hillier et al., 
2012; Waterhouse, 2008). It has even been noted that there exists more support for 
parents of autistic children than for adults on the autism spectrum (Paxton and Estay, 
2007; Robertson, 2010; Nicolaidis et al., 2013). 
Autistica (2018), a leading autism research UK-based charity, state that just £6.60 is 
spent on research per autistic person per year, while in comparison, £90 is spent on 
dementia research per patient per year (Alzheimer’s Society, 2018). A report by 
Norwich et al. (2014) stated that almost £21 million was invested in autism research in 
the UK between 2007 and 2011 across 106 projects, the majority of the projects 
mostly directed towards children. However, only 11 of these were directly targeted 
towards adults. Simpson and Keen (2011) agree that there is little research in the 11 to 
18 year old age range on the efficacy of music interventions. Only 18% of this funding 
was targeted towards finding effective services and interventions for people on the 
autism spectrum and their families, while 56% was focused on cognitive research. 
These included grants focused on cortical development, social cognition and animal 
models of autism (Pellicano et al., 2013). Generally, feedback from the Pellicano et al. 
study shows that the causes of autism are creating the most interest as opposed to the 
ways in which help can be generated for those who need it. Two main problem areas 
are highlighted. Firstly, the lack of research into applied areas, especially public health 
and social care, education and sociology. Additionally, the nature of decision-making, 
whereby autistic people, their family members and practitioners are rarely involved in 
the decision-making processes that shape the research and applications. Fabri and 
Andrews (2016) confirm this lack of consultation with young autistic adults people 
regarding the design of new technology for their use.  
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In terms of the success of technological interventions, a study by Dawe (2006) found 
that a surprisingly high percentage of assistive technology devices (35% or more) were 
purchased, but not successfully adopted. Putnam and Chong (2008) noted that there 
was very little evidence of useful technology designed with the user goals in mind. A 
survey aimed at autistic users asked about the effectiveness of software and 
technology from the user’s perspective in terms of meeting their goals, and aligning to 
their interests and strengths. It found that, while experiences were generally good, 
only 25% of respondents had tried technology designed for people with cognitive 
disabilities and only 7% had used technology designed specifically for people with 
autism. A more recent report by The National Academies of Sciences (2017), found 
that data on the prevalence of use of the assistive products and technologies, and the 
extent to which they mitigate the impacts of impairments, were fragmented and 
limited. 
However, other studies also highlighted the positive experience that involvement in a 
participatory design process can offer the autistic population. Findings from a 2012 
study (Benton et al., 2012) revealed that children with ASC were able to successfully 
participate and collaborate with other autistic children in designing a math-based 
game. In designing creative spaces for people with ASC, Makhaeva et al. (2017) 
highlighted that the common contradictory misconception between autism and 
creativity, generated by those outwith autism and therapy, could be overcome. They 
introduced a theoretical tool known as ‘Handlungsspielraum’ (roughly translated as 
action, play, space) that could be applied to practical projects through subtle interplay 
and space that allowed meaningful participation. By combining a well-known activity 
with familiar, but slightly modified elements, Makhaeva et al. indicated that autistic 
participants felt free to appropriate them in original ways. In the OutsideTheBox 
project, the authors’ method supported them in systematically developing tailored co-
design activities with autistic children to design interactive “smart” objects. For 
example, based on one participant’s desire “to start their day in a good mood” and 
considering their difficulties getting up in the morning, they developed the idea of a 
personalised alarm clock, which consists of three components. 1) The alarm clock itself 
showing the time and providing a mechanism to set an alarm. 2) A pillow that starts 
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shaking once the alarm goes off. 3) A floor mat that is used to turn the alarm off (see 
Figure 2-5). This is further evidenced in a study by Mora-Guiard et al. (2017) where a 
full-body interaction system, Lands of Fog, was co-designed and created by children 
with ASC and neurotypical children. Results indicated that the system was successful in 
fostering motivation, socialisation and collaboration. Moreover, the system was 
positively perceived by both children and school professionals. 
 
Figure 2-5:  The alarm clock developed for the OutsideTheBox project (right) and several 
impressions from its development (Frauenberger et al., 2017) 
 
For a more extensive list of challenges and interventions, as defined by the Scottish 
Government, refer to Table 2-2. The majority of the challenges identified, relate to the 
development of an autistic individual’s communication and improved social 
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ASC Challenge 
Current Intervention: including advice, therapeutic interventions 
and counselling 
Understanding the implications  
Post diagnostic discussion and counselling 
Education and information packs for individuals, families/carers  
Use of visual props if needed 
Signposting to useful websites and forums 
Developing communication 
Individualised language therapy assessment 
Alternative and augmentative communication systems introduced 
where required 
Teaching/learning on internet etiquette and supervision 
Developing social communication 
Targeted social communication programmes delivered either 
individually or in a group  
Relationships 
Work to assess the understanding of relationships and promotion of 
skills to develop relationships including sexuality issues and intimate 
relationships 
Access to social groups, friendship circles etc. 
Social isolation for ASC individuals 
Accessible social groups, befrienders and opportunities 
Respect the need to be alone at times 
Acceptance by families that friendships can take many forms 
Social isolation for family 
Family/ Partner/ Carer support, opportunity for respite 
Access to autism friendly environments 
Learning to learn skills 
Functional assessment of the person’s cognitive abilities and 
learning style leading to a planned programme  
Predicting and managing change 
Timely individual direct work with individuals to teach methods 
where required 
Visual supports, timetables, timers, text alerts, choice boards etc.  
Behaviour and emotional regulation  
Assessing behaviour, recognising triggers and developing and 
managing the implementation of strategies to help 
Behaviour support plans, cognitive interventions, psychotherapy or 
counselling  
Work with the individual’s family/carers, criminal justice, social 
work, Police 
Autism Alert card possession 
Restricted and repetitive interests 
and behaviours 
Assessment and positive day to day management on an 
individualised basis 
Treatment by mental health clinician 
Motivation issues 
Structured programmes  
Career guidance, employer/HE/FE support 
Sensory Issues 
Assessment of difficulties 
Identification and implementation of strategies 
Environmental adaptation on an individual basis  
Daily living skills 
Assessment of core life skills  
Specific individual programmes  
Involvement of families/carers in assessment and implementation of 
new learning 
Co-existing conditions (examples) 
Epilepsy, dyspraxia, dyslexia, disorders of attention, sensory 
impairment, anxiety, sleep disorder, addiction, anger management, 
depression, self-harm, psychosis, personality disorder, OCD, 
disordered eating patterns etc. 
Table 2-2: ASC Challenges and Interventions (Government, 2013) 
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While there is a large variability in the way autism affects individuals, there are many 
similarities, including problems in communication, sensory dysfunction, behavioural 
problems  and social interaction, which can lead to other mental and physical health 
issues (Tager-Flusberg et al., 2013; Schaaf and Miller, 2005; Parés et al., 2005;  Parsons 
and Mitchell, 2002). These challenges continue to be tackled through a number of 
interventions including traditional behavioural techniques and contemporary 
technologies. The following section discusses some of the current interventions, 
focusing on difficulties in communication and social interaction as examples. 
 
2.2 Current Interventions for Autism 
 
Research Autism (2017), a UK-based charity dedicated to the evaluation and review of 
a wide range of autism-related interventions, provide an overview including: service 
based; healthcare; behavioural; psychological; medical; and sensory, amongst others. 
The interventions are rated according to the amount and quality of scientific evidence, 
which has been published in peer-reviewed journals that supports or does not support 
the effectiveness of that intervention. Common interventions that concern improving 
social communication for autistic children are highlighted in Table 2-3. 
The United States-based National Autism Center’s National Standards Project phase 2 
report (NSP2), has updated a number of established interventions for autistic 
individuals, which include: Behavioural Interventions; Comprehensive Behavioural 
Treatment for Young Children; Language Training; Naturalistic Teaching Strategies; 
Parent Training; Schedules; Scripting; Self-Management; and Social Skills packages 
(Green and Ricciardi, 2015). The phase 1 report did not recognise Social Skills packages 
as an established intervention (National Autism Center, 2009), whilst Reichow and 
Volkmar (2010) stated that only video modelling and social skills group interventions 
had the requisite research to be considered evidence-based treatment interventions. 
The authors highlighted that there were a number of interventions directed at 
improving social skills in autistic people; however, they suggested that no conclusive 
evidence yet exists to demonstrate the efficacy of one over another. 
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Intervention Description 
Social stories  
A short story that describes the salient aspects of a specific social situation that a 
child may find challenging. They also explain the likely reactions of others in a 




Normally developing peers are selected and trained to facilitate improved social 
interaction of children with autism (Laushey and Heflin, 2000) 
Video 
modelling 
A teaching method which consists of children viewing models on video, performing 




Also known as social-behavioural learning, this provides a set of rules to attend to 




Derived from applied behavioural analysis (ABA), and is play-based and child 
initiated. Therapist targets “pivotal” areas of a child's development. These include 
motivation, response to multiple cues, self-management and the initiation of social 
interactions (Autism Speaks Inc., 2017; Jones and Feeley, 2009). 
Theory of mind 
Deficits in attributing and understanding the mental states of themselves and 
others, so lack the ability to take another person’s perspective (Baron-Cohen et al., 
1985). An intervention guide was divided into three instruction areas (Howlin et al., 
1998):  
1. Emotion: Activities designed to help children understand the emotions of 
others  
2. Informational States: Offers instruction in simple and complex visual 
perspective taking; understanding that “seeing leads to knowing”; predicting 
actions based on a person’s knowledge; understanding false-beliefs.  
3. Pretend Play: Activities to promote the development of play skills from the 
child’s current level of functioning to pretend play.  
Table 2-3: Social Skills Interventions 
 
Behavioural interventions are recognised as the largest established means of 
intervention by the National Autism Center (Green and Ricciardi, 2015). The purpose of 
applied behaviour analysis (ABA) is to provide flexibility for children with ASC, not to 
instil a rote method of learning or routine. Relating to Theory of Mind intervention, 
play can encourage an improvement in gross and fine motor skills in NT children; 
however, for people on the autism spectrum it has to be developed further (Baron-
Cohen et al., 1985). Tarbox and Persicke (2014) suggested that interventions that 
encourage development of different skills through play are of great importance, as the 
love of play can encourage flexibility and learning. They commented that during typical 
childhood development, independent play begins with an exploratory phase, where a 
child is interested in the properties of an object. Following this is sensorimotor play, 
where the cause-and-effect of action and reaction is learned. The final phase is 
manipulative play, where complex actions with familiar objects or toys can produce a 
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pleasurable experience. Tarbox and Persicke also describe interactive play as a means 
of involving eye contact, facial recognition, emotional recognition and physical contact. 
Again, many children with ASC do not engage in these types of play interaction 
behaviour, especially at an early age when it is considered key for development.  
Sensory abnormalities differ greatly across people on the autism spectrum. The Center 
for Autism and Related Learning (CARD) suggest that visual sensory input designed for 
intervention, may be the most common modality that requires modification in 
planning treatment for children with ASC (Bredek et al., 2014). Visual modifications 
refers to the use of textual stimuli (written or typed words), iconic stimuli (pictures or 
picture representations), or motor responses (such as sign language or gestures) that 
are used in place of or in conjunction with speech or auditory stimuli. Communication 
via means other than speech is commonly referred to as augmentative and alternative 
communication (AAC). These are systems developed for people with autism with little 
or no language capabilities (Wilkinson and Jagaroo, 2004). Augmentative and 
alternative communication can supplement or replace spoken and written language in 
a number of ways, using images or symbols (see Figure 2-6). The picture exchange 
communication system (PECS) developed by Frost and Bondy (2001) has demonstrated 
its effectiveness as a means of communication in children with ASC. However, Ganz et 
al. (2012) suggested the approach imposes limitations to the teaching of requesting 
items. The Frost and Bondy system uses basic behavioural principles and techniques 
such as shaping, differential reinforcement, and transfer of stimulus control via delay 
to teach children functional communication using pictures (Charlop-Christy et al., 
2002). Typically, the pictures are kept in a notebook and then stuck to a board in the 
construction of a basic sentence, teaching a child to initiate requests and respond to 
questions. A number of applications have also appeared for tablet computers, such as 
iCan, where the focus is on replacement of a paper-based system with an electronic 
one, thereby reducing the workload on caregivers and clients (Tang et al., 2013). 
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Figure 2-6: An example sports themed Picture Exchange Communication System (Bilingual Speech 
Therapist, 2016) 
A common concern about using non-vocal means of communication is that it may 
hinder the acquisition of vocal speech. However, this could be considered a 
misconception, as research has documented that the utilization of AAC promotes the 
acquisition and use of speech to communicate (Charlop-Christy et al., 2002). 
The use of colour as intervention has been used in a number of ways. For example, as a 
means of reinforcing the organisational needs of an autistic child within a learning 
environment, a teacher may use coloured ‘wait’ cards as a visual cue, typically a blank 
red card (Bredek et al., 2014). The aim is to teach the child to wait before impulsively 
responding when demonstrating functional communication. A study by Taheri  et al. 
(2015) demonstrated that changing colour within the eyes of interactive robots 
reinforced joint attention skills in autistic children. Serret et al. (2014) also used colour 
within a serious game, JeStimule, to teach children with autism social interaction and 
emotion recognition, through the association of colour with virtual characters.   
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2.2.1 Music Therapy 
 
Music therapy is considered an effective approach for addressing language and 
communication skills for children with autism (Kaplan and Steele, 2005; Lim, 2007; 
LaGasse, 2014). A number of interventions using music have been utilised as people on 
the autism spectrum often show an interest in music – listening to, playing and 
creating their own, in the same way that the general population (Hillier et al., 2012). A 
level of predictability within musical structure offer people on the autism spectrum a 
channel of communication through which to express themselves, that has resulted in 
many benefits. Lim states that the inherent structure of music stimuli and intact 
capacity of pattern perception and production in children with ASC, can have a positive 
effect on speech production (Lim and Draper, 2011). 
For example, therapeutic interventions involving music have shown enhanced social 
interaction with peers (Kern and Aldridge, 2006a; Wimpory et al., 1995), as well as 
enhanced peer interactions (Kern and Aldridge, 2006b). They have improved verbal 
communication (Shore, 2003; Kaplan and Steele, 2005; Lim and Draper, 2011) and 
social greeting routines (Kern et al., 2007). Music-based interventions have enhanced 
self-esteem (Shore, 2003), reduced anxiety and improved mood (Trevarthen, 2002; 
Hillier et al., 2015). They have also increased eye contact (Wimpory et al., 1995; Kim et 
al., 2008), enhanced cognitive social skills (Ulfarsdottir and Erwin, 1999) and improved 
joint attention behaviours (LaGasse, 2014; Kalas, 2012; Kim et al., 2008). An autism-
based study in 2012 indicated that functional processing systems were more 
effectively engaged for song than for speech (Lai et al., 2012). These areas coincided 
with a greater activation of frontal-posterior networks, suggesting that musical stimuli 
may engage children with ASC more effectively, thus increasing their learning 
capabilities and providing evidence of music therapy’s validity.  
As people on the autism spectrum are known to have difficulties in communication 
and expression of emotions through language, music therapy can provide them with a 
non-verbal means of interaction (Wigram and Gold, 2006). Meaningful 
communication, between therapist and client, and exchange of emotional ideas can 
thus potentially take place across a common communication channel (Erkkilä, 2004). 
J J McGowan 2: Autism 27 
 
As Cross (2010) notes, regardless of the differing cultural relationships that exist with 
music around the world, the fact that we are all human provides the capacity for 
cultural musical engagement of some kind.  
One therapeutic approach, the Orff-Schulwerk Method (Hollander et al., 1974), 
emphasises the rhythm of speech through the use of song and dance within groups. It 
could be considered a useful approach to regulating interaction and communication in 
autistic children (Hosseini et al., 2015). Its basic idea is the integration of the 
performing arts - music and movement specifically – but also speech and drama. The 
Orff-Schulwerk Method involves reiterating the part of a child’s natural behaviour in 
which autistic children require assistance. For example, in developing play through 
imitation, exploration, improvisation and creation (Shamrock, 1997).   
Improvisational forms of music therapy have been noted for their potential to provide 
a meaningful framework that, similar to early mother-infant interaction, encompasses 
relevant features of social communication. For example, being embedded in a shared 
history of interaction, having a common focus of attention, turn-taking, as well as 
musical and emotional attunement (Geretsegger et al., 2012; Gattino et al., 2011; 
Jinah Kim et al., 2008; Kim et al., 2009). 
There are many forms of music therapy; however, according to Wheeler et al. (2012), 
the five main internationally recognised models include the following: 
Analytical Music Therapy – this focuses on the use of symbolism in improvised music 
as a psychological tool to break down barriers in the mind-set of the client (Wheeler, 
2015). 
The Behavioural Approach to Music Therapy uses reinforcement principles to shape 
behaviour, development and or medical issues, where music is used to accomplish 
therapeutic aims (Madsen, 1999). 
The Benenzon Model of Music Therapy draws from psychology, music, philosophy and 
literature, and focuses on non-verbal communication using an active physical 
approach, to imitate, reply to and communicate with a client (Benenzon, 2007). 
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The Guided Imagery and Music (GIM) model, also known as the Bonny Method, has 
been used as an intervention for psychosocial disorders and as treatment for 
depression. It focuses on using music, typically classical, within a directed therapy 
program in combination with altered states of consciousness to bring about 
transformation and well-being (Lin et al., 2010). 
Nordoff Robbins has been a music therapy based charity since the late 1950s, 
originally created with the intention of treating children with autism (Trevarthen et al., 
1998). Since then, the organisation has developed and includes many other types of 
disability. Music therapy is seen as a means to bring about change in clients using 
creative and improvised musical communication. The relational-improvisational music 
therapy approach used is considered a more dominant and dynamic way to approach 
healing compared to receptive therapy where someone merely listens to music 
(Pavlicevic et al., 2013). 
Music therapy is designed to reach out to vulnerable people in society, reduce social 
isolation and improve communication that can result as a consequence of their 
physical or mental condition (Cross, 2014). Benenzon (1999) agrees that social 
isolation is a problem that many people deny, non-autistic included, that can lead to 
other illnesses. Vulnerable people have a variety of needs, and music therapy has been 
shown to help with the aid of the five internationally recognised forms of therapy. Not 
all of the successes of music therapy are easy to quantify, however, as they can 
integrate medical, educational, sociological, psychological and musicological discourses 
within their practices (Pavlicevic et al., 2013). Consequently, this can lead to many 
funding bodies asking for longer term objective studies to back up existing case 
histories (Pavlicevic, 2014). The National Autistic Society (2015) recognises that there is 
a limited amount of low quality research suggesting the benefits of such. Simpson and 
Keen (2011) recognise there is limited evidence to back up the efficacy of music 
interventions, but that more research needs to be conducted, particularly within more 
naturalistic settings. 
Typically, music therapy involves the use of traditional acoustic instruments: the piano, 
alternative types of percussion, and use of the voice. Few studies, however, have 
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focused on high functioning (HF) people on the autism spectrum, and young adults 
with ASC, using less traditional music interventions (Hillier et al., 2012). Paxton and 
Estay (2007) noted that efforts to treat HF people on the autism spectrum may be 
resisted by the recipients. They commented that behavioural interventions could be 
seen as being forced upon them, unless a level of understanding can be reached 
concerning use of the intervention. Goldsmith and Leblanc (2004) commented that 
people on the autism spectrum are attracted to technology in the same way that NT 
teenagers are. Furthermore, they highlighted that use of technology in shared spaces 
for people with ASC, like mobile devices and laptops, will result in having them blend in 
with society rather than stand out from it. They suggested that this approach would 
yield positive results for a section of the ASC population currently underrepresented.  
Culture, context and resources are important aspects of working with any client in 
facilitating successful therapy. Music therapy has to reflect their life, thus providing 
context and meaning. This is evidenced in a study concerning the combination of music 
therapy with theatre working toward and creating a performance (Brandalise, 2015). 
An approach by Stige and Aaro (2012), which is supported by Pavlicevic and Ansdell 
(2009), is known as Community Music Therapy (CoMT). It questions the idea that 
therapists should always work with their clients in a clinical setting, but rather views 
music therapy practice as being a more culture-centred and context-sensitive activity. 
Stige and Aaro describe CoMT as a cross-disciplinary form of therapy and difficult to 
define. It was only established as an international discourse through articles and books 
after the year 2000. Table 2-4 presents seven characteristic qualities or features that 
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Name  Description 
Participatory Expertise of participants and therapists are valued 
Resource-
oriented 
To mobilize, create access to, and redistribute social, cultural and material resources, 
thus enabling the solving of problems in daily life 
Ecological Exploration of systemic perspectives on practice 
Performative Action and performance of relationships 
Activist 
Recognition of how people’s problems are related to limitations in society, and 
involves a willingness to act for social change 
Reflective Collaborative attempts to understand the processes, outcomes and implications 
Ethics-driven Human needs and limitations are taken into consideration 
Table 2-4: Seven characteristic qualities that help define CoMT (Stige and Aaro, 2012) 
 
Conversely, this approach also provides challenges by introducing a new and 
unpredictable setting for the autistic clients (Brandalise, 2015). However, Brandalise 
suggests this risk could help to expand confidence through social interaction and 
environmental change. He goes on to say that, music therapy does not necessarily 
have to be a one-to-one sit-down over an instrument. It can be an augmentation of the 
people on the autism spectrum's interests. For example, creating songs for theatrical 
performance, or verbally or musically supporting their ideas. Moreover, research by 
Koegel and Koegel (1995) has shown that peers can be considered as interventional 
factors for improving social skills in autistic children. CoMT, by its very nature, could 
therefore provide opportunities for learning social skills such as imitation, turn taking, 
social reciprocity, joint attention, shared affect, and empathy. 
Improved social behaviour has also been noted through group music therapy sessions 
where the use of a musical object sustained attention to peers (Sussman, 2009), and in 
an outdoor play-based setting (Kern and Aldridge, 2006b). This lends credence to the 
concept of an audio-visual intervention in its potential as a tool to facilitate social skills. 
Music as a therapeutic approach may not always be best served within a clinical 
setting. A study by Ruud (2013) highlighted the historical and ritualistic aspects of 
making music as both a cure and preventative practice that has been superseded by 
the bio-medical model and the rise of 19th century positivism. Traditions dating back to 
Pythagoras and the ancient Greeks saw the use of music as a functional means to 
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purify the mind from everyday noise and maintain psychological balance (West, 2000). 
Ruud (2013) has noted that there are currently two main trends within music therapy: 
the medical model relying on an evidence-based approach; and a community-based 
approach operating within an ecological and systematic ideology encouraging 
therapists to work outside established health institutions (Stige and Aaro, 2011). Each 
of these trends are dependent on the skills of the music therapist, however, everyday 
self-help practices like listening to music or playing a musical instrument, can aid 
individuals independently (Ruud, 2013).  
Another approach used primarily for developing communication and social skills in 
autistic children is known as Musical Interaction (Prevezer et al., 2012). Developed by 
Sutherland House School (Autism East Midlands, 2018), the aims of their approach 
include a shared fun experience; engagement of pupils in joint activities with a familiar 
adult; promotion of eye contact, turn taking, imitation and initiating interaction; 
expression of emotion through musical play; promotion of self-awareness, choice 
making, self-esteem and emotional well-being. These aims incorporate many aspects 
of Community Music Therapy, and as such could be considered a stable foundation in 
the creation of a useable technology for people with ASC, by augmenting the key goals.  
Music Therapy has been listed by Research Autism (2017) as having limited positive 
experience. Each intervention is rated according to the amount and quality of scientific 
evidence that has been published in peer-reviewed journals that supports or does not 
support the effectiveness of that intervention. Similarly, the National Autism Center’s 
National Standards Project phase 2 report only list music therapy as an emerging 
intervention for children and adults under the age of 22, or as being an unestablished 
intervention for adults (Green and Ricciardi, 2015). This could be attributed to an area 
of study where the lack of quantitative evidence does not provide the level of validity 
other areas take for granted. It is well documented in autism literature that there is 
limited intervention outcome regarding adults with ASC, and despite broadening the 
inclusion criteria for the adult literature, only 27 articles (28 studies) met criteria for 
inclusion in the 2015 review. 
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However, many instances in research demonstrate that music therapy can have a 
positive effect on communication in children with autism (Cross et al., 2013; Sundberg 
et al., 1998). Moreover, the Centre for Autism and Related Disorders (CARD) list the 
use of music and movement within their applied behaviour analysis (ABA) program to 
encourage verbalisation and gesturing with peers in a classroom setting (Tarbox and 
Persicke, 2014). Another study by Lim and Draper (2011) compared applied 
behavioural analysis verbal behaviour without music (ABA VB), against ABA VB with 
music, in order to develop speech-language training. The results indicated that music 
could be a successful stimulus in the enhancement of functional verbal production. A 
study evaluating the effects of interactive reading materials within an educational 
setting, proposed that the use of music with other forms of intervention, like visual 
cues, improved the social skills of autistic students (Carnahan et al., 2008). Results 
from the study indicated an increase in students' engagement with the use of 
interactive reading materials in comparison to traditional reading aloud.  
In general, the focus of the topic being reported within this subsection is not on the 
psychological, interpretive and cultural reasons related to why we listen to music. 
However, some aspects are relevant in connection to the relationships that develop as 
a result of musical communication between human beings, regardless of their abilities. 
Music as an interactive process has received little attention in studies - western society 
in general sees music as a commodity for hedonic consumption (Cross et al., 2013). 
Cross (2010) suggests that the act of listening to music is in itself an act of 
communication. Thus, music therapy can be considered a non-verbal act of 
communication. In a wider context, there is a need to develop hypotheses to be able 
to examine why music can affect social interaction on a cultural level, and to test the 
idea of music as therapeutic via quantifiable means. Music seems to be the preferred 
medium of dealing with difficult situations in a social situation. Cross et al. (2013) 
highlight, for example, that music is commonly chosen before spoken word in 
situations like funerals, marriages and initiation rites.  
Two features of music as communication, relevant in therapeutic terms to those with 
ASC as defined by Cross et al. (2013), are:  
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Entrainment – this is when the behaviours of two or more people become periodically 
aligned in time, allowing each participant to anticipate, predict and align their sound-
producing behaviours to those of others. Himberg (2006) recognises that regular pulse 
patterns are important in organising contributions from participants, which he calls 
'reciprocal adaptation'.  Research into neural activity conducted by Janata and Grafton 
(2003) suggests that music may be involved in a perception-action cycle rather than a 
one-way flow of information. Some of the earliest studies to demonstrate coordination 
of brain activity across interacting individuals explored musical interaction 
(Lindenberger et al., 2009).  
An increasing amount of evidence indicates that when people entrain their behaviours 
with one another, they experience magnified effects on their memory and attitudes in 
themselves and  towards each other (Miles et al., 2010; Miles et al., 2009). By playing 
together in time, participants are likely to experience a greater sense of social 
interaction (Keyfitz and McNeill, 1996). Hosseini et al. (2015) also identified that group 
synchronous movements during rhythmic actions or music-making, as well as unison 
singing, helped create a state of social cooperation, shared purpose, and a sense of 
togetherness. This can eventually bring a social connection between individuals. 
Research by Abrams et al. (2013) has shown that even joint music listening can 
activate similar brain networks across individuals and that these networks share a 
common time-course of activation. According to LaGasse (2014), the rhythmic and 
structural components of music stimuli may provide an external cue or anchor to 
further help people with ASC to organise, predict, and respond to their environment. 
LaGasse (2014) suggests that this could provide additional time to plan a series of 
actions required for social interaction.  
Floating intentionality - Cross et al. (2013) commented that people experience music 
as though it has intention and meaning, but that this is always particular to an 
individual. Each participant has their own immediate, but personal experience, which 
is paradoxical in that they share that experience with another, but the explicit nature 
of that experience is non-verbal and can be considered subjective. This makes it ideal 
for situations of social uncertainty, including communication between an autistic 
person and a therapist within music therapy. It becomes less abstract and more 
J J McGowan 2: Autism 34 
 
personified, and in the process less universal (Cross, 2010). The reciprocal act of 
playing music together, when personas are removed, can create a more reliable 
channel of communication.  
Music is described as a non-verbal language that humans subconsciously develop 
associations with through rhythm, dynamics, pitch, and other attributes. Krumhansl 
(1992) observed that we seek familiarity within the frequency of certain pitches to  
provide us with a certain amount of stability – a simple example being the birthday 
song being sung, indicating a happy occasion. She commented that new dynamic 
structures are incorporated and integrated into our experience (Krumhansl, 1992), like 
one of many telephone ringtones, that become part of the background noise of 
everyday life. Described by Castellano et al. (1984) as a process of schematization, 
studies conducted on music and listeners from a range of cultures and cultural 
contexts, suggest that we form and reconfigure them continually, regardless of 
background. Meyer (1956) proposed that our experience of the on-going flow of 
music, including all non-speech and speech sounds, takes the form of a continual 
process of expectation formation. Interruption or delay of the realisation of these 
expectations activates our limbic systems and results in the experience of affect. 
Confirming this theory, Panksepp and Bernatzky (2002) commented that the emotional 
response we feel towards music, as human beings, arises from the operation of 
systems that are evolutionarily designed to ensure preparedness for action. 
Additionally, a study by Koelsch et al. (2006) found that when listening to ‘pleasant’, as 
opposed to ‘distorted’ music, one of the brain areas found to be strongly activated was 
the Rolandic operculum. This part of the brain is implicated in planning vocal 
behaviour, specifically, laryngeal and tongue movement, as though music involuntarily 
prepares the participant for singing. These studies may highlight the link between 
music therapy as a useful tool against motor regulation and communication difficulties 
within autism. 
Research has noted that the use of music to regulate stress, enjoy and relax with, is 
intertwined in the everyday rather than a transcendent pleasure (Bossius and 
Lilliestam, 2012; DeNora, 2000). Ruud (2013) argued that music therapists typically will 
have their own ontological views of what music is, and thus their own practices are 
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driven by those views. However, Ruud suggested competing theories as to why music 
is important should not be the issue. Rather, Small (1999) suggested, that we recognise 
the listener as integral to any musical experience as much as the composer and the 
written score or artefact that the performance is recorded on. As Small noted, music 
must be understood as a practice and a process, as something experienced, rather 
than as an object. The context and situation, therefore, plays a major role in how the 
music is perceived and meaning attributed (Ruud, 2013). The physical health and 
psychological benefits of singing in a choir, for example, have been well documented 
by Clift et al. (2010). Benefits include releasing tension; increasing breathing capacity; 
maintaining muscular and skeletal systems; enhancing positivity and happiness; 
increasing self-confidence; and even measurable therapeutic results against 
depression.  
One of the limitations of music therapy is the lack of evidence that it has on the 
enduring effects on a client’s life outside of the clinical or group setting that the 
sessions take place (Reichow et al., 2011). Clinical music therapy makes attempts to 
constantly evaluate and review its work with clients in order to facilitate the most 
effective treatment; however, additional empirical evidence is needed to confirm long 
term benefits (Hillier et al., 2012). 
 
2.2.2 Assistive Technologies 
 
Odom et al. (2015) commented that the increase of technology in interventions and 
teaching strategies that affect the daily lives of individuals with autism is reflected in a 
large number of studies that have emerged in recent years. The results of a meta-
analysis by Grynszpan et al. (2014) provide support for the continuing development, 
evaluation, and clinical usage of technology-based intervention for individuals with 
autism spectrum disorders. Audio-visual hardware used in therapeutic environments 
for people on the autism spectrum includes the use of motion sensor technology. 
SoundBeam (2018) is an invisible electronic keyboard controlled by body movement 
(Figure 2-7), and can be played without the need for any prior musical knowledge 
(Villafuerte et al., 2012). As successful as SoundBeam has become over its lifetime, 
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some have questioned its level of usability and cost. Villafuerte et al. (2012) pointed 
out that there is no doubting its accessibility for clients with limited motor skills, 
however, it requires training to use and is expensive. The Microsoft Kinect (Microsoft 
Corporation, 2012) has also been used as a motion sensing technology in a number of 
applications designed for low functioning (LF) people on the autism spectrum, 
including the Somantics suite (Cariad Interactive, 2018b). The Somantics applications 
use touch and gesture as user input, and are discussed in the Software Applications 
section. The Kinect is less expensive than SoundBeam and has shown adaptability 
within a number of gestural-based interaction studies (Kuchera-Morin et al., 2014; 
Mora-Guiard et al., 2017; Ortega et al., 2015; Zhang et al., 2016). 
 
Figure 2-7: SoundBeam (YouTube, 2015) 
 
SensoryPaint (Ringland et al., 2014) is a gestural interactive system designed to 
encourage body and sensory awareness in children with ASC. The system allows users 
to ‘paint’ with coloured balls whilst showing a digital reflection of themselves on the 
screen before them (Figure 2-8). A camera tracks the movement of the balls and 
triggers the interactions with sound. The results demonstrated that a large multimodal 
display, using whole body interactions combined with tangible interactions and 
interactive audio, balanced children’s attention between their own bodies and sensory 
stimuli, and promoted socialisation. In their work, Ringland et al. discuss the 
importance of natural user interfaces (NUI) where combinations of multimodal 
interactions with physical objects augment sensory integration. As noted by Kientz et 
al. (2013), NUIs should mimic instructional scaffolding techniques to allow adoption 
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and teaching of any new technology to users with minimum disruption to their 
established routines.  
 
RHYME (2016) was a five year research project (2011-2016) financed by Research 
Council of Norway (2016) through the VERDIKT programme. Its goal was to improve 
health and life quality for persons with severe disabilities, through a participatory 
design process known as “co-creative tangibles”. These were ICT based, mobile, 
networked and multimodal objects, which communicate following musical, narrative 
and communicative principles. RHYME focused on the designed qualities of the 
environment, and specifically on multi-sensorial and musical interaction design. Fowler 
(2008) described multi-sensory environments (MSE) as offering controlled sensory 
experiences, for people with profound and multiple disabilities, to provide positive 
changes in moods and emotional states over long periods of time. RHYME project’s 
Polly World (Cappelen and Andersson, 2016), was a fourth generation MSE that 
consisted of tactile surfaces embedded with technology. This included five soft and 
light-responsive touch-sensors, four soft bend-sensors, one textile embedded web-
camera, a microphone, a back-projection screen, and several speakers (see Figure 2-9). 
Figure 2-8: SensoryPaint screen example (Social and Technological Action Research Group, 2017) 
J J McGowan 2: Autism 38 
 
 
Figure 2-9: Family playing in the multi-sensorial environment Polly World (Cappelen and Andersson, 
2016) 
A number of objects tagged with RFID-tags could trigger 50 different interactive music 
scenes that also affected dynamic projected visuals and light colour. Other toys and 
artefacts acted as musical objects that could be played with (see Figure 2-10). The aim 
for end-users was to learn over time that combinations of interactions with the objects 
could create alternative multi-sensory feedback. This provided users with a variety of 
options where there were no wrongs, in a user functionality sense, only potentially 
unsatisfactory choices, in a musical or aesthetic sense.  
 
Figure 2-10: Artefacts with RFID-tag to play music with based on users' desires and liking (Cappelen 
and Andersson, 2016) 
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Cappelen and Andersson (2016) have identified that the layered design and diversity of 
sensorial experiences allowed users to explore and develop their motivation, 
playability and learning over a longer time period.   
Another interactive system is the MEDIATE environment designed for children with 
severe autism (Parés et al., 2005). The authors argued lack of a sense of agency within 
an autistic child could be counteracted via a cause-and-effect interactive environment 
that mirrored the movements of the body in a variety of ways (see Figure 2-11). The 
initial phase of tests was successful, however, Parés et al. commented that the 
technology was not portable, and thus not accessible on a regular basis for potential 
participants.  
 
Figure 2-11: A user interacting with the MEDIATE environment (Parés et al., 2005) 
 
Similar technology has since become available in the form of portable apps designed 
for laptop or tablet computers. A list of the best mobile autism apps has been 
compiled by Autism Parenting Magazine (2018). Portable apps may provide an 
accessible means to engage in cause-and-effect interactions, while sacrificing scale and 
immersive experience for the sake of accessibility. Some apps for autism are discussed 
in section 2.2, on Software Applications.  
Research within a controlled setting may report success on the efficacy of new 
applications. However, there is a lack of data concerning the longer term benefits, for 
example, in the way that software-based interventions have affected clients in their 
day-to-day home life (Putnam and Chong, 2008). There are concerns that visual stimuli 
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could be a distraction for people on the autism spectrum within a therapeutic 
environment (Herskowitz, 2003; Plaisted et al., 1999). However, there is also evidence 
to suggest that it depends upon the individual client. Hunt et al. (2004) noted that in 
some cases visuals may distract the client from the music, whereas in other situations 
the visuals may be a way in to a client who was previously struggling to become 
engaged with the music.  
 
Tangible User Interfaces 
 
Cibrian et al. (2017) developed an interactive bendable surface that produces sound 
when touched. They designed the BendableSound prototype (Figure 2-12) to 
encourage movement and motor development for children with ASC within a music 
therapy environment. This work enabled use of elastic interactive surfaces, with its 
ability to represent pitch through vertical movement, and volume through the amount 
of strength used to push the fabric. However, it was somewhat restricted in its use of 
pre-programmed nursery rhymes, pre-set synthesized sounds and limited projected 
backdrops. The system also lacked portability for its installation and ease of use. 
 
Figure 2-12: A child with ASC interacting with the BendableSound surface (El Heraldo de Saltillo, 
2017) 
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Hardware like the Skoog (Figure 2-13) provide programmable tangible interfaces that 
can be more accessible to someone with no musical experience or limited dexterity 
(SkoogMusic, 2018). Designed for people with restricted motor skills, it has been used 
by a number of therapists as a programmable interface to trigger sounds via its large 
buttons. Its tactile and colourful nature makes it ideal for non-musicians and autistic 
children. Earlier versions needed to be wired to a computer, however, recent versions 
now include Bluetooth connectivity to allow users complete freedom to roam within a 
therapeutic space within a range of approximately 10 metres.  
AudioCubes (Percussa, 2018a) are wireless coloured cubes that create sound 
dependent on their configuration and proximity to one another (see Figure 2-13). 
Designed for professional musicians, these have the potential to be used in a 
therapeutic environment; however, the programming interface could be too complex 
for non-musicians or for therapists with little time for training.  
Many research projects concerning people on the autism spectrum and their use of 
technology produce favourable results but rarely make for cost effective and 
accessible solutions (Grynszpan et al., 2014). Tangible User Interfaces (TUI) have been 
shown to encourage space sharing, imitation games and turn taking for people on the 
autism spectrum. For example, the Reactable (Jordà et al., 2007), shown below in 
Figure 2-14, allowed therapists to observe non-verbal children develop musical skills 
and become involved in social communication while using the TUI as an audio visual 
focal point (Villafuerte et al., 2012).  
Figure 2-13: The Skoog (SkoogMusic, 2018) and AudioCubes (Percussa, 2018b) 
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Figure 2-14: An autistic child interacting with the Reactable (Villafuerte et al., 2012) 
 
A recent prototype development in interactive textiles by Zhiglova and Yulia (2018) is 
the Interactive Carpet. A smart textile based interface has been designed to encourage 
development of social skills for children with ASC. Zhiglova and Yulia proposed that the 
interactive properties of the interface should promote attention and enhance 
socialisation. Soft tactile objects are embedded within the carpet to encourage sensual 
interaction and promote collaboration. For example, a rainbow image flashes when 
touched by two players - by placing a physical element of the child’s choice onto a 
raindrop image, the sound of rain will be played. Similarly, a fish symbol gently vibrates 
any object placed on top of it (see Figure 2-15). At the time of writing, the prototype 
has been designed to accommodate one child and one caregiver for play, and has yet 
to be empirically tested. 
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Do-It-Yourself Tangible User Interfaces 
 
A lack of resources can have an adverse effect that may deny clients the opportunity to 
use state-of-the-art equipment within music therapy sessions. For example, through a 
lack of time, staffing, training and funding (Black and Penrose-Thompson, 2012; Kvam, 
2015). This may be attributed to charitable organisations being dependent on public 
contributions (MTC, 2014; Robbins, 2016), or state-run projects that have limited 
budgets. For example, it was suggested that a lack of resources affected the level of 
interest shown by participants with ADHD within a music therapy session (Helle-Valle 
et al., 2017). On the other hand, an enterprising attitude combined with an 
imaginative therapist can lead to beneficial and fun group sessions. The use of do-it-
yourself technology, like Makey Makey (JoyLabz, 2018), allows creation of novel 
tangible user interfaces or musical instruments constructed out of almost any object. 
An electrical current is conducted from chosen objects through its supplied simple 
electronic circuit board, connectors and clips (Figure 2-16). Gehlhaar et al. (2014) used 
Makey Makey in the development of tools that facilitated the musical expression of a 
group of physically and mentally challenged people. The group composed and 
subsequently performed a musical piece entitled Viagem in the main concert hall of 
Casa da Música, Portugal, in April 2010. In the performance, 37 musicians were divided 
into eight groups, playing a variety of constructed instruments and were accompanied 
by two choirs of 25 singers each.  
 
Figure 2-16: Makey Makey Banana Piano (JoyLabz, 2018) 
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Similarly, Touchboard offers the opportunity to create interfaces or switches that can 
trigger audio or video-based electronic devices, which can benefit clients with limited 
motor skills (Bare Conductive, 2018). Touchboard is limited in its lack of a pre-designed 
user interface and instant usability, as the purpose of the kit is to build your own. 
However, these attributes could be considered as strengths, if the session leader is a 




Technology, and in particular computer-based software, has been shown to be an 
effective form of intervention for people on the autism spectrum. Software can offer a 
level of predictability; it does not get impatient through repetition of use; and it is 
delivered via a focused visual medium which appeals to many people on the autism 
spectrum (Putnam and Chong, 2008).  
With the introduction of affordable tablet computers, developers have seen 
opportunities for the autistic, and as a 2012 article pointed out, the iTunes store had 
more than 580 autism related apps, while Android had around 250 (IDG Consumer and 
SMB, 2012). A more recent report by Cardon (2016) indicated that there were over 
one million apps available, and that the numbers were continuing to grow daily. 
However, these apps have not been researched for their effectiveness, thus calling for 
empirical studies (Hourcade et al., 2013). The authors highlighted that the downside to 
these untested apps is that developers may see them merely as a profitable enterprise. 
The attention of the autist can be diverted towards visual aesthetic elements, rather 
than being designed with their long term interests at heart. Emphasis on a user-
centred design approach in the development of any application, would be more 
beneficial in terms of usability and development resources (Neale et al., 2002). This 
approach has been adopted by a number of proponents of participatory design 
(section 2.1.5) including Putnam and Chong (2008), Cibrian et al. (2017), Fletcher-
Watson et al. (2016) and Porayska-Pomsta et al. (2012). 
Mobile devices are also increasingly used to support people with ASC in their social 
interactions (Hourcade et al., 2013). Mobile computing allows the use of remote 
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interfaces for larger systems, proving the freedom and capabilities that stand-alone 
PC-based systems do not provide. For example, Smule’s iPhone Ocarina (Wang and 
Clarke, 2009) is a virtual musical instrument that can be networked with other 
instruments to create a sense of social connectivity. Other popular apps for children on 
the autism spectrum developed for iPad, iPhone, Android and Kindle, include the 
following: 
Cause-and-effect Light Box (see Figure 2-17) is an application designed for teenagers 
with autism and complex needs, but is also used by younger children without any 
special needs for entertainment purposes (Cognable, 2016). Light Box has 24 abstract 
interactive scenes that can encourage exploration of basic cause-and-effect through a 
range of colours, contrasts and background options. The desktop version includes 
support for LEAP Motion (2018), a hands free controller that tracks both hands and all 
fingers, mice, multi-touch screens and several other controllers. An audio section 
allows tactile interaction that has implemented a pitch to height mapping of its pre-set 
sounds. Reviews on the website indicate that this app is entertaining, has a calming 
effect and is cost effective. The application was praised by the DART (Development, 
Autism, Research, Technology) project (The University of Edinburgh, 2018) in teaching 
touchscreen interaction skills and the notion of cause and effect to those with limited 
comprehension of these. However, Light Box does not include external sound input. 
 
Figure 2-17: Cause-and-effect Light Box (Cognable, 2016) 
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The Somantics suite of applications (Figure 2-18) use touch, gesture and camera input 
to capture, reflect and exaggerate the movement and creative expressive interests of 
young people with ASC and other related communication difficulties (Cariad 
Interactive, 2018b). Designed to promote greater self-awareness, confidence and 
independence, the apps use simple camera effects, colour and shape to provide a 
playful reflection of movement on screen. This application is similar to the ideas 
proposed by natural user interfaces, like the MEDIATE environment (Figure 2-11), but 
are packaged in a more accessible way. However, the applications do not employ 
audio.  
 
Similarly, ReacTickles Magic (Figure 2-19) is a suite of applications that use touch, 
gesture and audio input to encourage interactive communication (Cariad Interactive, 
2018a). The goal of ReacTickles Magic is to allow users to explore the system without 
Figure 2-18: Somantics (Cariad Interactive, 2018b) 
Figure 2-19: ReacTickles (Cariad Interactive, 2018a) 
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prior knowledge or skill with technology. A variety of input modes responds to gestural 
action with a dynamic array of animated shapes and patterns. ReacTickles has been 
developed to encourage interaction and collaboration. Its design has involved children 
and adults on the autism spectrum, who have themselves reported the benefits of 




Virtual Reality Technology (VRT) has shown some level of success within educational 
and clinical groups in the way that it can provide a safe and less stressful environment 
for people on the autism spectrum (Parsons and Mitchell, 2002). By reducing potential 
stress within real-world social interaction, VRT can provide autistic people with 
opportunities to practice social situations. For example, recognising and responding to 
facial cues (Abirached et al., 2011) or improving social cognition for high functioning 
young adults with autism on their transition into adulthood (Kandalaft et al., 2013). A 
concern was that VRT will become a focal obsession and substitute for the real world 
(Howlin, 1998). However, by using VRT to augment practice with a therapist, parents 
or other group members, the situation itself becomes one of social interaction 
(Murray, 1997). The advantage of using VRT lies in its ability to support social 
interaction surrounding a computer, which can stimulate talk between users in small 
groups, as well as being a cost effective solution (Neale et al., 2002). Parsons and 
Mitchell (2002) commented that care must be taken not to make VRT a replacement 
for current practice. However, Grynszpan et al. (2014) highlighted that there is still 
little evidence supporting the efficacy of VRT technology for supporting and promoting 
the learning of new social skills, and more studies investigating this area of research 
are called for. 
However, people with ASC also have less efficient eye-hand coordination in visual 
detection tasks (Crippa et al., 2013). Mei et al. (2014) suggested that enhanced spatial 
cognitive abilities could potentially improve ASC participants’ task performance with 
3D interfaces. The authors assessed both high functioning autistic and NT participants 
in a study, through a combination of 3D user interaction and written tests that 
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included embedded figures and mental rotation tasks. Within VRT, users can interact 
with objects using 3D user interfaces (3DUI) that include tracker balls (see Figure 2-20), 
electronic gloves, electromiography (EMG) bands, rings, and other sensors as input 
devices (Ortiz-Vigon Uriarte et al., 2015).   
 
Figure 2-20: Hand-held finger ball input device (Infmetry, 2018) 
 
The results of the study, by Mei et al. (2014), suggested that the deficits of poorer 
hand-eye coordination of the users with ASC negatively influenced their 3DUI 
performance more than their spatial ability did. Consequently, they have advised that 
designers of 3D user interfaces should consider providing additional cues for autistic 
users to aid them in hand-eye coordination.  
In relation to ethical concerns surrounding the use of VRT on autistic children, a 
number of studies proposed that children with ASC could tolerate virtual reality 
environments. Strickland et al. (1996) showed that awkward, heavy headgear could be 
worn without problems. Max and Burke (1997) tested that children with ASC could 
interact with virtual environments, ignore distractors and acquire skills. Although 
durations varied, participants tolerated sessions up to 11 minutes successfully with 
improved attention and performance across sessions, thus providing preliminary 
support for further research into this area. In a study that explored willingness, 
acceptance, sense of presence and levels of immersion using VR headsets, Newbutt et 
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al. (2016) commented that the majority of the participants reported an enjoyable 
experience, and were likely to use them again. 
 
Augmented and Mixed Reality 
 
Augmented reality (AR) is defined as an overlay of digital content on the real world, 
but that content is not anchored to, or part of it. The real-world content and the 
computer generated content are not able to respond to one other (Foundry, 2018). 
This allows users to see their real-world environment, allowing for them to more 
readily navigate an environmental hazard than VRT, or to socially engage with another 
person (Sahin et al., 2017). Mixed reality (MR) is an overlay of synthetic content on the 
real world that is anchored to and interacts with the real world, in real time. For the 
purposes of simplicity within this section, both are referred to as AR. Augmented 
reality may be represented through a range of technologies, including mobile devices 
like the iPad (Apple, 2019), and applications designed for individual and group use. A 
non-exhaustive list of head-worn hardware and autism related software, associated 
with AR and VRT, is summarised in Table 2-5.  
An ethical study concerned with the wearability and safety of augmented reality (AR) 
hardware, used by autistic children and adults, was investigated by Sahin et al. (2017). 
The study indicated that VR headsets and some AR devices are large, heavy, and block 
the social world considerably. Figure 2-21 compares three head-worn displays in use 
for AR and VR technologies. Sahin et al. (2017) commented that most users (77%) had 
no negative effects or design concerns in wearing smart glasses over a period of 
between 1 to 1.5 hours. 
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Figure 2-21: Head-worn Computers or Displays. (A) Glass Explorer Edition (Google Developers, 
2018): AR smart glasses with fully stand-alone on-board computer. (B) Microsoft Hololens 
(Microsoft Corporation a, 2018): AR headset with fully stand-alone on-board computer and depth 
camera. (C) Oculus Rift (Oculus VR, 2018): VR headset display, which must be tethered continuously 
to a powerful computer to drive it (Sahin et al., 2017). 
 
Applications designed for mobile and head-worn devices have advantages in 
portability over larger installations that require computers, sensors and screens 
projections like the MEDIATE environment (see Figure 2-11). However, larger displays 
have been shown to encourage greater social interaction and collaboration between 
autistic users (Ringland et al., 2014). Smart glasses have demonstrated their 
advantages in wearability compared to heavier head-mounted displays (Sahin et al., 
2017). However, limitations in the use of smart glasses may include lower resolution 
graphics (Purch, 2018) and increased visual latency times, as the computational power 
of the devices are generally lower than VR headsets (Situation Publishing, 2018).  
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Name Type Input Output Description User Comments 
Head-Worn Hardware 
Oculus Rift 
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Table 2-5: Overview of AR and VR technologies and applications 
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A number of AR applications have been developed to support engagement in social 
interactions. For example, a video-modelling storybook was developed to improve 
perceptions of facial expressions and emotions for participants with ASC (Chen et al., 
2016). Restricted elements of a text-based story were extended through AR, which 
focused the attention of participants and aided in their learning of recognition of social 
features (Figure 2-22).  
 
 
Figure 2-22: The Augmented Reality-Based Video-Modeling with Storybook (Chen et al., 2016). 
 
Gamified AR applications utilising artificial intelligence have been developed for smart 
glasses, including the Brain Power Autism System (Keshav et al., 2017). These have 
been designed to provide children and adults with coaching for emotion recognition 
(see Figure 2-23), face directed gaze, eye contact, and behavioural self-regulation (Liu 
et al., 2017).  
 
Figure 2-23: Example visual output for the Brain Power Autism System (Brain Power, 2018). 
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Augmented reality systems have also indicated their effectiveness in developing play 
amongst children with autism. Bai et al. (2015) developed a system to visually 
conceptualise the representation of pretence within an open-ended play environment. 
One example presented a reflection of the world in which a simple play object, a 
wooden block, was replaced by an imaginary alternative, seen as a car on screen (see 
Figure 2-24). The study demonstrated a significant improvement of pretend play in 
terms of frequency, duration and relevance using the AR system in comparison to a 
non-computer-assisted situation.  
 
 
Figure 2-24: A child interacting with the AR system (Bai et al., 2015) 
 
Attempts have been made to use AR within music therapy. Hobbs and Worthington-
Eyre (2008) created the Virtual Musical Instrument, which used gestural interaction to 
create music. In a preliminary study, an individual or group of children could interact 
with projected coloured shapes, described as hot spots, by moving their body to select 
and play a musical sound or note (see Figure 2-25). The system was later developed to 
become a gestural-based virtual art program for children with severe motor 
impairments (Diment and Hobbs, 2014).      
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Figure 2-25: The VMI showing the webcam on a tripod (right hand side of the figure), the laptop 
(foreground), the projector screen (background), and the data projector (left hand side) arranged 
for optimal use (Hobbs and Worthington-Eyre, 2008). 
 
2.3 Methods of Evaluating Interventions 
 
This section examines the evaluative methods, designs and development criteria of 
existing autism-based research. It examines quantitative and qualitative approaches, 
used in the appraisal of a variety of interventions, and discusses strategies for initial 
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Pre and post questionnaires and/or rating-scales can provide 
both qualitative and quantitative data 
CBT Quantitative Cognitive behavioural therapy 
RCT Quantitative Randomised controlled trials 
Semi-structured 




Participants’ or parents/carers can keep regular calendar or 




Pre and post questionnaires and/or rating-scales can provide 








Video analysis can also be used for statistical analysis of 





Can use a variety of methods to gather data from clients (see 
2.3.3) 
Table 2-6: Quantitative and Qualitative Methods Overview 
 
2.3.1 Quantitative  
 
Quantitative research focuses on gathering numerical data and generalising it across 
groups of people, or to explain a particular phenomenon (Babbie, 2012). Observation 
can be used for statistical analysis of chosen variables within an autism-based study 
(Cibriani et al., 2017). Case studies can employ a variety of observational methods to 
gather data from clients, for example, frequency of eye contact, turn-taking, 
verbalisation and so on (Hailpern et al., 2008; Villafuerte et al., 2012). Case studies are 
discussed in more depth in section 2.3.3. Table 2-7 provides an overview of 
quantitative methods. 
Quantitative Method Description 
Observation 
Video analysis can also be used for statistical analysis of chosen variables 
within a study 
Single case studies Can use a variety of methods to gather data from clients (see 2.3.3) 
Questionnaires and 
rating-scales 
Pre and post questionnaires and/or rating-scales can provide both qualitative 
and quantitative data 
CBT Cognitive behavioural therapy 
RCT Randomised controlled trials 
Table 2-7: Quantitative Evaluative Methods for People with ASC 
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Questionnaires and ratings scales can be an efficient way to gather large amounts of 
information in a short space of time. Questionnaires can be classified as both, 
quantitative and qualitative methods, depending on the nature of the questions 
(Research Methodology, 2018). The advantages of questionnaires include increased 
speed of data collection, low or no cost requirements, and higher levels of objectivity 
compared to many alternative methods of primary data collection. However, 
disadvantages include selection of random answer choices by respondents who may 
not properly read the question. There is also usually no possibility for respondents to 
express their additional thoughts about matters due to the absence of a relevant 
question. A number of existing scales may be adapted for experimental studies: 
System Usability Scale (Brooke, 2011) is a 10 item Likert scale mainly used for quick 
industrial use (Figure 2-26). 
Figure 2-26: System Usability Scale (Brooke, 2011) 
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The System Usability Scale was designed to provide a global overview of the usability 
of a system. It could be used within a first phase of prototype testing as one of a series 
of tests, rather than the sole method, due to its restrictive nature. Similarly, the NASA 
Task Load Index (Hart and Staveland, 1988) is a multidimensional scale designed to 
obtain workload estimates from one or more operators while performing a task or 
immediately afterwards. Modified by users of a variety of systems, the scale uses six 
subscales including: Mental, Physical, and Temporal Demands, Frustration, Effort, and 
Performance – with an overall workload calculated from an average of these factors. 
An advantage of the system includes: users’ common modification of eliminating the 
weighting process; analysing the individual subscales; or doing both, as 20% of the 
studies show in a 2006 survey (Hart, 2006). This type of scale could be suitable for use 
by a music therapist or by a high functioning autistic client to analyse the usability of 
the system itself. 
The Griffiths Scales of Mental Development (1970) measure development trends which 
are significant for intelligence, or indicative of functional mental growth in babies and 
young children (ARICD, 2013). They provide a general development quotient in 
addition to measures of six domains of functioning, each of which is assessed on a 
separate subscale. These subscales are: A (Locomotor); B (Personal–Social); C (Hearing 
and Speech); D (Eye and Hand Coordination); E (Performance); and F (Practical 
Reasoning). The Grifﬁths Scales assess children from two to eight years of age. The 
items on the scales are diverse, tapping the main aspects of a child’s development and 
are placed in order of gradually increasing difﬁculty. Many of the items are based on 
natural activities such as walking, talking and playing (Griffiths, 1970). The scales are 
supplied only to paediatricians and health professionals who have successfully 
completed a training course accredited by the Association for Research in Infant and 
Child Development. This method, generally quantitative in nature, would require 
resources over a longer time period, which is outwith the scope of the current 
research.   
The Early Social Communication Scales (ESCS) is a structured measure for non-verbal 
communication skills in children (Mundy et al., 2003). This was used as a measure 
within the testing of a tangible user interface for non-verbal autistic children and could 
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be a suitable measure for evaluation of an application (Villafuerte et al., 2012). Figure 
2-27 shows a section of the coding sheet, which includes initiating, and responding to 




One method for indicating improvement in self-esteem was utilised in the case study 
of a fifteen year old boy (Stanley and Miller, 1993). The School Form of the 
Coopersmith Self-Esteem Inventory (CSEI), a self-report measure of self-esteem for use 
with school-age students, was employed (Coopersmith, 1959). The form uses a 
number of statements like “I’m a lot of fun to be with”, to which the client responds by 
marking ‘like me’ or ‘not like me’ (see Figure 2-28). Eight of the items provide a Lie 
subscale that can be used as a measure of respondent defensiveness. This has been 
used by a number of other researchers and could be employed within the current 
research, dependent on the communicative abilities of the participant (Drummond et 
al., 1977; Rosenberg and Gaier, 1977;  Chiu, 1988; Butt and Phillips, 2008; Sharma, 
2012). There is no evidence, however, of previous use of CSEI within an autism-related 
study.   
Figure 2-27: A section of the coding sheet for The Early Social Communication Scales (Mundy 
et al., 2003) 
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Cognitive behavioural therapy (CBT) is used for psychiatric disorders but has been 
suggested as a basis for quantitative research in music therapy by Silverman (2008), 
due to the lack of quantitative data in music therapy. Silverman’s research looked at 
best practice in psychotherapy to see if practices could be borrowed for future music 
therapy studies, and to provide details on how to set them up appropriately. However, 
according to Maratos et al. (2008), the few studies that use this approach have been 
focussed on mental illness or substance abuse, and confidence is low in its 
effectiveness. A lack of evidence of more recent research suggests that this is still the 
case.    
Randomised controlled trials (RCTs) are the most common intervention studies within 
medicine. Typically they take a group of study participants and divide them into two 
separate groups – the intervention is implemented in one group but not the other and 
a comparison of intervention efficacy is measured between the two (Thiese, 2014). 
Geist and Hitchcock (2014) argued that If practitioners wish to seek out the very best 
internal validity for music therapy, then randomized controlled trials (RCTs) should be 
pursued. However, in dealing with autistic participants within music therapy sessions, 
Figure 2-28: Sample questions from a Coopersmith Self-Esteem Inventory (Mobogenie, 2017) 
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there is no typical group where all participants can be treated in the same way. This 




Qualitative methods are exploratory in nature and are mainly concerned with gaining 
insights and understanding on human feelings and emotions that underlie reasons and 
motivations (Tracy, 2013). Table 2-8 provides an overview of qualitative methods 
considered. 
 
Qualitative Method Description 
Observation  Video or still image and audio recording 
Semi-structured interviews  With the therapist and/or the study participant 
Calendar/medical diaries 
Participants’ or parents/carers can keep regular calendar or medical 
diaries on observed behaviour 
Questionnaires and rating-
scales 
Pre and post questionnaires and/or rating-scales can provide both 
qualitative and quantitative data 
Single case studies  
Experimental design where the subject serves as their own control 
(see 2.3.3) 
Longitudinal case studies Methodologies that take place over long periods of time 
Table 2-8: Qualitative Evaluative Methods for People with ASC 
 
Observation through video recordings, or still images combined with audio recordings, 
are a common means of detailing and analysing experiments (Jones and Schwartz, 
2009; White et al., 2015; Ringland et al., 2014). For participants, they can be a discreet 
and less distracting way to gather data than having an unknown observer monitor a 
session. They can also be an effective way, for example, to detail a case study within a 
home setting that takes place over a period of several months (Wimpory et al., 1995). 
Semi-structured interviews with study participants can provide a more detailed insight 
into feelings and emotions that questionnaires would not provide. Allen et al. (2009) 
employed a semi-structured approach to explore how high functioning adults with ASC 
experience music. However, as all potential study participants’ within the present 
research may not be high functioning, interviews with practitioners may be a more 
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suitable way to proceed within the given time period. Ringland et al. (2014) used semi-
structured interviews to gather feedback from parents and psychologists, on non-
verbal children, in their intervention-based study.  
Participants, parents or carers can keep regular calendar or medical diaries on 
observed behaviour over a period of time, including pre and post-study. Commonly 
used within clinical practice, these can aid in a greater understanding of the effect of 
an intervention, where retrospective interviews may not be able to provide sufficient 
data before or after its introduction (Wale, 1977; Aldridge, 1994; Helle-Valle et al., 
2017). This approach can be seen as similar to a hypothesis-confirming approach. 
Longitudinal case studies are methodologies that take place over extended periods of 
time. According to Accordino et al. (2007), longitudinal studies make it difficult to tell if 
therapy or natural maturation is the cause for change. One example of a longitudinal 
study involving autistic clients, employed a research tool named Layered Analysis (Ellis 
and Leeuwen, 2000; Education and Press, 2016). This sound therapy study used 
SoundBeam (see section 2.2.2), where video recorded data made over 24 months, had 
been disassembled and reassembled in order to reveal a picture of developmental 
progression. As useful as this would be for a longer-term research project, it may be 
unsuitable for the present research. This would be dependent on the availability and 
long-term focus of autistic participants, as well as access to sufficient resources for the 
development, testing and evaluation of a prototype application over a two to three-
year period.  
 
2.3.3 Single Case Studies 
 
Aldridge (1994) noted that single case studies, as well as being the primary source of 
music therapy research (Accordino et al., 2007), were ideal for creative arts therapists. 
Single case study designs have been used within a number of music therapy and 
related intervention studies with autism (Kern et al., 2007; Simpson and Keen, 2011; 
Reichow et al., 2011; Geist and Hitchcock, 2014; Villafuerte et al., 2012). The following 
provides an overview of the approach.  
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According to Alridge (1994), single case study designs allow clients to express 
themselves over a period of time. They allow changes in the relationship with a 
therapist and with other family members to be noted using a variety of methods. 
Changes in emerging phenomena, such as new intervention, can be detailed and new 
models can be created. Therapists discuss cases within their working environment, and 
case studies attempt to formalise that process (Geist and Hitchcock, 2014). However, 
Aldridge goes on to suggest that validity of success can be open to question due to the 
subjective bias of the therapist and client expectations. He states that these difficulties 
have been addressed through randomising control treatment periods and blind 
assessment (Guyatt et al., 1986). Randomisation here means that treatment and 
control periods do not always occur in the same, or chosen, order. Blind assessment 
refers to the fact that the person assessing change does not know whether the client 
was or was not receiving treatment. Aldridge (1994) describes treatment sessions 
occurring on a weekly basis, once the target behaviour has been identified. However, 
the number of sessions described in previous single case studies has varied. A study by 
Pasiali (2004) took place on a daily basis over a four week period, with baseline and 
treatment alternating each week, while Lett (1993) utilised single case design in an 
arts-based project in weekly sessions over a 10-week period. 
Single case research designs fall under a variety of formality and experimentation. For 
example, three approaches are: randomised single-case study designs (Guyatt et al., 
1986); single-case experimental designs (Smith, 2012); and case study research (Yin, 
2009), which may include diary or calendar methods and traditionally includes 
qualitative data. This may be the preferred approach for studies within the present 
research, as it looks at changes in a number of variables over time. 
Described as a good approach for the beginning researcher, a common feature of 
single case research is that it stays close to the practice of the therapist, thus 
facilitating its design around them. Additionally, autistic clients can be researchers too 
- Putnam and Chong (2008) suggest this is ideal to counteract the lack of input of users 
with ASC as recognised in literature. Treatments are discussed between the therapist 
and client for maximum effectiveness and can be further developed during sessions. 
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The weakness of single case design is that it is difficult to argue for general validity of 
the treatment. Marwick (1996) noted that it was easier to generalise the results of a 
study with more than one participant, compared to a case study report, regardless of 
the detail that could be gathered. However, Hilliard (1993) argued that replication on a 
case by case basis counteracted this issue. A formal level of research design could be 
applied to turn a case study into a case history. According to Accordino et al. (2007), 
music therapists have argued that only case studies are appropriate since the 
treatment schedules are individualised for each client. Thus, the same regimen cannot 
be followed during therapy for several participants in a study. Moreover, Accordino et 
al. stated all but two of the reports in the meta-analysis were case studies. More 
recently, a number of case studies are highlighted in a Nordoff Robbins Scotland 
article, which illustrated how music therapy can help autistic children (McLachlan, 
2016).   
Overview of the approach: 
Step 1: Identify the target behaviour – this is the baseline measure in the initial period 
of observation ('A' phase). This phase enables a stable pattern of behaviour to emerge. 
Three observation points are recommended before the intervention phase begins 
(Barlow & Hersen, 1973). 
Step 2: Introduce the intervention (‘B’ phase). 
Aldridge stated that case study research is recognised as a qualitative approach, 
although quantitative data can be created. There are possibilities for statistical analysis 
where daily measures can be plotted and traced over time. This can be done by 
therapists and by family members. There can be variations in the design – for example, 
if treatment variables cannot be randomised, single case experimental designs are 
used, which have been used in arts therapies (Stanley and Miller, 1993). Aldridge 
(1994) commented this was an improvement in case history design in that it offered 
comparative data in two clear phases. The design can also be extended with another A 
phase if need be, although there may be difficulties faced if ending on a ‘no 
intervention’ phase. Alternatively, there could therefore be an ‘ABAB’ design where 
the idea is to keep the phase lengths identical. Common design methods employed 
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within music therapy and autism studies include withdrawal (ABA), and reversal (BAB) 
designs (Villafuerte et al., 2012; Carnahan et al., 2009).  
A 10-week case study could be seen as a reasonable time period to test a hypothesis. 
Edgerton’s study (1994a) involved 11 autistic clients who participated in half-hour 
sessions each week for 10 weeks. For the study, a communicative responses and acts 
score sheet (CRASS) was created to test the responses of autistic individuals. The score 
sheet was divided into two sections: musical and non-musical, which was further 
broken down into communicative responses and communicative acts. Communicative 
responses were defined as verbal, vocal, gestural or instrumental behaviours (tempo, 
rhythm, structure/form, pitch, and speech production) influenced by the therapist. 
Communicative acts were initiated by the client. A basic ABA withdrawal design was 
employed. Objective methods of control, observation and data reporting were used, 
including qualitative and quantitative analyses during and following the study by 
parents, teachers and speech therapists. This study provided clear and consistent 
results in favour of the use of improvisational music therapy, and backed up the case 




Challenges associated with autism include problems in communication, social 
interaction and self-esteem. Current interventions for autism are numerous and have 
been listed throughout section 2.2. Behavioural interventions aim to provide a basis 
for flexible learning within an autistic child’s development, while music therapy allows 
creative expression on a non-verbal level, but aids in developing communication and 
social interaction. Community music therapy seeks to adopt similar ideals but outwith 
a clinical setting, thereby encouraging greater interaction but within more challenging 
settings.  
In section 2.2.2, it has been shown that technological interventions can provide an 
accessible means to illustrate concepts like cause-and-effect while being entertaining 
or acting as a relaxation tool, dependent on the needs on the individual. Tangible User 
Interfaces have demonstrated their ability to encourage space sharing, imitation 
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games and turn taking (Villafuerte et al., 2012). Virtual and augmented reality 
technologies have also shown promise for autistic people. There are concerns that 
clients could become more isolated, for example, becoming fixated with virtual 
characters (Abirached et al., 2011), thus reducing social interaction with their peers. 
However, shared AR displays have been shown to encourage greater social interaction 
and collaboration between autistic end-users (Ringland et al., 2014).    
A review of appropriate methods has indicated that gathering data from people on the 
autism spectrum, in a therapeutic environment with a variety of support needs, may 
require a mixed method approach. Semi-structured interviews were conducted with 
specialists to aid in the understanding of the context and design of the BendableSound 
intervention for potential participants (Cibrian et al., 2017). Evaluation of the 
prototype included interview and observation. Similarly, Polly World, developed and 
evaluated by Cappelen and Andersson (2016), used a variety of qualitative methods to 
assess the efficacy of their autism-based interactive multimodal environment. These 
included video observation, questionnaire and interviews.  
Case studies have been identified as a potential way to analyse an intervention within 
a music therapy environment, due to their suitability in the collection of quantitative 
and qualitative data in previous research (Edgerton, 1994a). They provide immediate 
observable insight into studies where resources are limited. They are reliant upon the 
determination of a baseline stage and are suitable in the observation of a number of 
changing variables of a client over time, in the natural environment of the practitioner. 
The advantages of case studies lie in the flexibility of the approach, which can be co-
designed by the researcher, therapist and client, if they are able to do so. Aldridge 
(1994) commented that case studies are also appropriate for therapists wishing to 
bring research into their practice, and for developing hypotheses that may be 
submitted for clinical validation at a later date. 
The following section describes how music has been represented in the recent 
technological age, and how that may inform the basis of a design for a new audio-
visual application. 
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3 Visual Representation of Sound 
 
In this chapter, the ways in which music has been represented from a visual 
perspective are discussed. Music is defined as vocal or instrumental sounds (or both) 
combined in such a way as to produce beauty of form, harmony, and expression of 
emotion (Oxford University Press, 2017a). Beauty of form and expression of emotion 
are often considered subjective concepts which require exploration in relation to how 
music can be represented visually (Hill, 2013). Fourney and Fels (2009) state that music 
is rarely appreciated through sound alone. Performances are typically accompanied 
with lights, visual effects, facial expressions or the body language of performers, which 
they suggest can enhance the emotional content of the music. Harmony refers to the 
extensively developed system of chords, and the rules that allow or forbid relations 
between chords, that characterises Western music (Rich, 2018). However, Castellano 
et al. (1984) point out the primary source of musical expression in India is through 
melody, as opposed to western music’s use of harmony as a musical priority, thus 
implying cultural bias toward musical appreciation. Sound can be measured using 
decibels (dB) and Hertz (Hz). For the purposes of clarity in this chapter, sound (Figure 
3-1) describes vibrations that travel through the air or another medium, and can be 
heard when they reach a person’s or animal’s ear (Oxford University Press, 2017c).  
Audio signals refer to electrical or digital representations of sound or music (Hodgson, 
2010).  
 
Figure 3-1: A vibrating tuning fork vibrates air molecules, reaching the ear as sound (Adobe Spark, 
2018) 
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Mapping audio effectively to a visual counterpart requires an understanding of 
literature related to cross-modal correspondences (Evans and Treisman, 2011). An 
overview of theoretical and technological developments of musical sound are 
discussed in order to understand the reasons for sharing musical knowledge and the 
means in which to do so. The visual representation of sound is then described by two 
category areas – temporal graphical representation of musical structure, and temporal 
representation of audio signals. Visualising musical structure has commonly been used 
as a means of enhancing learning and teaching of musical composition (Krumhansl, 
2005), while the visualisation of audio signals has typically been used for analytical 
purposes (Bergstrom et al., 2007). Neither area is restricted to these groups 
exclusively, however, as technology has also allowed the development of artistic 
expression through audio-visual performance (Ox and Keefer, 2015). Interaction looks 
at how digital technology has allowed the mapping of audio parameters to a variety of 
visual metaphors within software applications. Cymatics explores visual geometry as a 
physical artefact of sound (Jenny, 1968), and how that could be further explored.    
 
3.1 Cross-Modal Correspondences 
 
Cross-modal correspondences have been defined as a tendency for a sensory feature 
in one modality, either physically present or merely imagined, to be matched (or 
associated) with a sensory feature in another sensory modality (Evans and Treisman, 
2011). Multisensory associations are a common experience and research has shown 
that what we see, and how we feel about it, are more commonly influenced by the 
sense of smell (Luisa Demattè et al., 2007). Similarly, touch can be influenced by smell, 
while crispness can be perceived through what we hear as well as what we feel in our 
mouths (Spence and Shankar, 2010). Psychophysical research has shown that auditory 
stimuli is often associated with visual stimuli (Marks, 1974; Spence, 2012). Kim et al. 
(2008) suggest that within an improvisational music therapy environment, frequency 
(pitch), amplitude (loudness), timbre (tone), and rhythm, are the key aspects of sound 
used as a non-verbal means of communication for people with autism. Despite the 
subjective nature of musical concepts, research has indicated shared cross-modal 
correspondences between paired attributes such as: amplitude and size, pitch and 
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physical position, and pitch and visual brightness, for musically trained and untrained 
neurotypical participants (Tan and Kelly, 2004b; Küssner, 2014; Walker et al., 2010). 
Table 3-1 presents an overview of audio-visual cross-modal correspondences that 
could be used as a basis for the design of a potential audio-visual application for 
autistic users, within a real-time playing paradigm.     
Audio Attribute Visual Attribute Example Figures References 
Frequency 
(Pitch) 
Vertical height Figure 3-4 (Küssner, 2014) 
Light intensity n/a (Hubbard, 1996) 
Size n/a 
(Marks et al., 1987; Mondloch 
and Maurer, 2004) 
Amplitude 
(Loudness) 
Size Figure 3-5 (Küssner, 2014) 
Light intensity n/a (Marks, 1974) 
Timbre (Tone) 
Rounded shapes (soft 
tones), sharper shapes 
(harder sounds) 
Figure 3-8 (Adeli et al., 2014) 
Colour Figure 3-10  
(Smith and Williams, 1997;  




Spatialized Metaphor Figure 3-2, Figure 3-10 
(Athanasopoulos et al., 2016;  
Pietrowicz and Karahalios, 
2013) 
Horizontal axis See 3.5.1  (Küssner, 2014) 
Table 3-1: Overview of audio-visual cross-modal correspondences 
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According to Honing (2001), rhythm is an important musical attribute which can be 
defined as the identification of patterns that function as a reference, relative to which 
deviations from strict mechanical timing can be appreciated by the listener (Clarke, 
1999). It is often associated through spatialized visual metaphors, much like standard 
musical notation, which employs a left-to-right temporal-based directionality. 
Concerned with the relative timing of musical events, Honing suggests that tempo, 
meter and timing should also be considered (refer to sections 3.3 and 3.5 for 
examples). A study by Athanasopoulos et al. (2016) shows that literacy and literacy 
styles influence the directionality of representation of temporal events in music, which 
is further complicated by a listener’s or a musician’s cultural background (Figure 3-2).  
 
Figure 3-2: Examples of representations corresponding to auditory stimuli shown in (a) 
horizontally left-to-right by British participant; (b) no clear directionality, by BenaBena participant; 
(c) vertically top-to-bottom, by Japanese participant. (Athanasopoulos et al., 2016)  
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For example, British participants detailed auditory stimuli in a left-to-right direction, 
whilst Japanese participants noted their responses in vertical rows top-to-bottom, 
which corresponds with traditional Japanese writing. Spectromorphology (Smalley, 
1997), refers to research on the representation of electro-acoustic music by 
considering theoretical sound-shape associations, described through textual means. 
Smalley comments on the way music is no longer restricted to traditional acoustic or 
vocal instruments, as electro-acoustic music allows creation of an infinite array of sonic 
possibilities. Originally concerned with aural perception, analysis, visual representation 
and notational functions, spectromorphology is a descriptive tool intended to aid the 
listener in discerning tonal differences (Patton, 2007a). Smalley describes 
spectromorphology as a means to influence compositional methods, by raising 
awareness of words and concepts that would normally confuse composers in the 
understanding of structural relationships. The two parts of the term refer to the 
interaction between sound spectra and the ways they change and are shaped through 
time (morphology). It is concerned with the processes of growth and the either real or 
imagined motions of sound in free space. For example, Smalley discusses spectral 
density as a conceptual curtain or fog, where the spread of highest and lowest possible 
sounds can either: block the listener’s ability to hear anything else, or be sufficiently 
transparent enough to allow other sounds to be heard (Figure 3-3).  
Blackburn (2009) proposed alternative uses of spectromorphology in a reversal of 
conventional practice, to use vocabulary to precede the composition and subsequently 
Figure 3-3: Spectral Density (Smalley, 1997) 
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direct the path of the composer. However, being primarily concerned with descriptive 
language, spectromorphology may not be an appropriate representational format for 
people on the autism spectrum, due to a preponderance in difficulty with language 
(Boucher et al., 2000).  
In a study by Küssner and Leech-Wilkinson (2014) investigating the notion of shape in 
music, in a real-time drawing paradigm, most participants mapped pitch onto the 
vertical axis and time onto the horizontal axis, analogous to music notation. Details of 
the sound stimuli for pitch and loudness representations in Figure 3-4 and Figure 3-5, 
are presented in Table 3-2 and Table 3-3 respectively.  
 
No. Length (Secs) Pitch (Note name) Amplitude Tempo 
1 14.3 up-down (B2-D4-B2) Decreasing/increasing Accelerando - accelerando 
2 4.9 up-down (B2-D4-B2) Increasing/decreasing Equal, longer notes top and bottom 
3 13.6 up-down (B2-D4-B2) Increasing/decreasing Decelerando – decelerando  
Table 3-2: Overview of all experimental sound stimuli for pitch representations in Figure 3-4. 
Participants included 30 musically trained and 41 musically untrained males and 
females, who used drawing tablets where the active area was 325 mm in length and by 
203 mm in height. The research compared the audio-visual cognition of musicians and 
non-musicians, which has shown that both groups had a tendency to represent pitch 
with height (Figure 3-4), and loudness with size (thickness of lines) (Figure 3-5).  
Previous studies in audio-visual and audio-spatial correspondences have shown similar 
results. For example, higher pitches have been related to higher elevation in space 
(Walker et al., 2010), to greater brightness (Marks, 1974, 1982; Hubbard, 1996), and 
with more pointed shapes (Walker et al., 2010).   
 
Figure 3-4: Examples of alternative pitch representations (Küssner and Leech-Wilkinson, 2014) 




Pitch (Note name) Amplitude Tempo 
1 13.6 up-down (B2-D4-B2) Increasing/decreasing Decelerando – decelerando  
2 4.9 up-down (B2-D4-B2) Increasing/decreasing Equal, longer notes top and bottom 
3 13.6 up-down (B2-D4-B2) Constant Decelerando – decelerando 
4 14.3 up-down (B2-D4-B2) Decreasing/increasing Accelerando - accelerando 
5 14.3 up-down (B2-D4-B2) Decreasing/increasing Accelerando - accelerando 
6 13.6 up-down (B2-D4-B2) Increasing/decreasing Decelerando – decelerando  
Table 3-3: Overview of all experimental sound stimuli for loudness representations in Figure 3-5 
 
In research related to amplitude, loudness was mostly represented with larger scale 
(Smith and Sera, 1992; Walker, 1987), by size in drawings, and by various mapping 
strategies in gestures such as height, size and muscular energy (Küssner, 2014). 
However, louder sounds were also associated with greater brightness (Bond and 
Stevens, 1969; Marks, 1974), and with higher contrast (Wicker, 1968). 
Within the real-time drawing paradigm, Küssner (2014) also highlighted that trained 
musicians’ representations of both were more accurate. In a previously related study, 
Tan and Kelly (2004) have shown that musically trained individuals tended to visualise 
elements of intra-musical properties. For example, trained participants focused on 
musical themes, repetition, changes in pitch, types of instruments, interplay of 
different instruments, and sections of the composition. In comparison, musically 
untrained participants visualised external sensory and emotive factors as metaphor, 
Figure 3-5: Examples of alternative loudness representations (Küssner and Leech-Wilkinson, 
2014) 
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through fleeting images or the creation of stories to accompany the music. Table 3-4 
describes some related examples from both groups.   
 
Musically Trained Musically Untrained 
Musical themes/motifs 
‘The main idea', 'recurring pattern', ‘made me feel sad’, ‘it gave me 
chills, goose-bumps’  
Phrases/sections 
‘I saw butterflies in a field of sunshine, suddenly a ship in the 
middle of a storm. A toy doll dancing on tiptoes’ 
Repetition ‘Returns', 'reappears' 
Changes in pitch ‘Tracking rising and falling', ‘jagged/rough melodic contour,’ 
Instrumental interplay 
‘Different parts each doing their own thing,’ ‘separate streams or 
blocks of sound moving in different directions' 
Volume ‘Loudness’ or ‘force’ 
Compositional section/segment 
‘Piece was in three sections,’ ‘a fast segment between two slow 
ones,’ 
Tempo ‘Speed,’ ‘pace,’ ‘quickness,’ ‘fastness’ 
Texture/timbre and polyphony ‘Change in thickness', 'quality of collective sounds' 
Major/minor mode ‘The music was sad,’ ‘the piece felt joyous,’ ‘it was cold, eerie’ 
Table 3-4: Comparison of descriptions of music by musically trained and untrained participants (Tan 
and Kelly, 2004a) 
 
Representing music from a graphical perspective in the same study, participants 
tended to fall into two categories: either pictorial (30% of participants), or abstract 
representations (70% of participants). Musically trained participants provided greater 
abstract representations (Figure 3-6) than pictorial representations (Figure 3-7). 
Untrained participants did not favour one mode of representation or another, but the 
majority (over 72%) of the pictorial representations were created by untrained 
participants.   
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Figure 3-6: Three abstract examples from Copland’s Jubilee Variations (Tan and Kelly, 2004a) 
 
Other studies that have examined how children, and some musically untrained adults, 
have represented simple melodies. Davidson et al. (1988) describe how five-year-olds 
representations were comprised of pictures and abstract symbols (such as lines and 
dots), six-year-olds’ representations consisted mainly of abstract symbols and words, 
often organized to show groupings of pitches or rhythm. By age seven years, most 
representations were made up of words and abstract symbols, conveying information 
about multiple elements of the music. The authors suggest that the more cognitively 
developed the participant is from a musical perspective; the less likely they are to 
represent music pictorially.  
 
Figure 3-7: Three pictorial examples from Elgar’s Theme from the Enigma Variations (Tan and Kelly, 
2004a) 
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Previous published music therapy studies have either made no mention of the musical 
background of participants (LaGasse, 2014; Caltabiano, 2010), or have indicated that 
participants had no musical training (Dezfoolian et al., 2013; Cibrian, Peña, et al., 
2017).  
The perception of timbre is closely related to (but also distinct from) the physical 
notion of the spectrum of a sound (Delapaix, 2013). Timbre is identified as the 
perceived quality of relative intensities of harmonics within a tone (Fales, 2002). Butler 
(1973) describes timbre as not only carrying the most information about a source and 
its location, but of all parameters of music, it also carries the most information about 
the environment through which the sound has travelled. Gray (2013) describes timbre 
as the most fundamental of all musical parameters, one from which all others are 
derived. Gray goes on to suggest that music, as a sonic art form, derives its meaning 
from sounds over time. The audible waveform of a sound carries the complexity of the 
harmonic content that describes it timbre. From a visual perspective, waveforms of 
audio signals are frequently used within analysis (see section 3.4). However, from a 
metaphorical or creatively artistic basis, waveforms and timbre have been associated 
with pattern (Walker, 1987), and with colour (Fahlenbrach, 2008).  
Participants within a study on timbre by Adeli et al. (2014) were asked to play a series 
of pre-set sounds from a variety of musical instruments, and to select a shape from 
three choices for each (Figure 3-8). The authors have shown that, in general, soft 
sounds have been associated with rounded shapes (S3) and harder sounds associated 
with sharper shapes (S1). The study also indicated that timbres perceived as having 
elements of softness and harshness together, were identified with a mixture of the 
two previous shapes (S2).  
Figure 3-8: Shapes used as visual stimuli on correspondence between timbre and shape (Adeli et 
al., 2014) 
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Smith and Williams (1997) mapped volume, pitch and timbre to spheres, designating 
colour to classes of instrument and scaling the spheres depending on volume. The 
classes of instrument chosen here could be considered analogous to the choice of 
timbre. The sphere’s vertical position was determined by the relative pitch. The 
authors’ goal was to present an alternative method of visualising music using colour 
and three-dimensional space.  
In related research, Pouris and Fels (2012) created a visualisation system for hearing-
impaired users that used 3D shapes as a basis for the representation of pitch, volume, 
tempo and rhythm of MIDI information (Figure 3-9). The authors MusicViz system 
represented differing styles of music using primitive shapes that identified each 
instrument present. Pop music, for example, had a greater number of visible elements 
compared to a simpler country music set-up. Pitch was represented via vertical 
movement of an object with volume represented by size and through colour lightness. 
Tempo was presented through object movement in the z-axis (depth in a 3D space), 
and rhythm through the movement of toroid objects that represented the rhythm 
section. The combination of these mappings were an attempt to create an informative 
and emotional experience for the users. Participants reported that differing styles 
could be identified through levels of dynamic movement; however, there were no 
significant differences in participants’ ratings of discrete emotions for each style. In a 
review of music sensory substitute systems for deaf people, Petry et al. (2016) 
commented that MusicViz only partially facilitated musical exploration and did not 
support any customisation for users. 
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Figure 3-9: MusicViz visualisation (Pouris and Fels, 2012) 
Theories on cognition and emotion point out that sensorial, cognitive and emotional 
processes of the stimuli are strongly related to one other (Fahlenbrach, 2008). The use 
of colour can affect the intensity of the audio-visual experience. Fahlenbrach (2008) 
argues that images and sound have to share emotional and physical characteristics 
that can be merged conceptually and metaphorically to improve the emotional and 
physical affects of a fictional character or object.  
Hemphill (1996) and Davey (1998) recognise that colour can have an impact on the 
emotional perceptions of human beings. Hemphill comments that the colour red, for 
example, is known as being both dynamic and dominant. In positive respects it can be 
seen as active, strong and passionate, while in a negative way it can also been seen as 
angry, agressive and intense. Davey and Saito (1996) indicate that green is generally 
seen as a colour related to nature and implies feeling of relaxation, but can also have 
negative implications, such as guilt and tiredeness.  A study by Kaya and Epps (2004) 
on colour-emotion associations, revealed that principle hues comprised the highest 
number of postive emotional responses, followed by intermediate hues and then by 
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Evidence also exists to support the idea that culture can affect colour preference 
(Choungourian, 1968; Saito, 1996). However, in a study by Gao et al. (2007), it was 
concluded that chroma (the purity of the colour) and lightness were the most 
important factors on colour-emotion association, whereas the influences of hue and 
cultural background were very limited. Twelve human colour-emotion word-pairs were 
chosen, from more than 100 colour description words, based on their frequency of 






Table 3-5: Colour and Emotion Associations. The cell numbers indicate frequencies; the 
percentages are listed in brackets (Kaya and Epps, 2004) 
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Table 3-6: Emotion word pairs 
Participants were all university students aged between 17 and 24 from a variety of 
cultural backgrounds (Table 3-7). Colour samples were presented to participants who 
were asked to select the most appropriate word from the word pairs listed in Table 
3-6. Values were then assigned to each response to quantify the findings. 
 
Region Number of subjects 







Table 3-7: Participants’ regional background and total numbers 
 
Gao et al. (2007) reported that 89% of total variance of the ‘region-emotion’ variables 
could be explained by three factors. Amongst these, 82% of total variance could be 
represented by the first two factors, namely chroma and lightness respectively. The 
third factor, hue, accounted for 7% of total variance. 
From a neurological perspective, incoming sensory signals become centrally available 
to the human brain at different points in time. For example, when sprinters line up for 
the beginning of a race, a gunshot rather than a visual event is used to signal the start 
of competition. Despite the speed of light being faster than the speed of sound, 
auditory information is processed more rapidly in the brain by about 40ms compared 
to visual stimuli (King and Palmer, 1985; Pöppel et al, 1990). Sprinters can thus react 
J J McGowan 3: Visual Representation of Sound 80 
 
much faster to a bang than a flash (Parsons et al., 2013). The brain perceptually 
synchronizes signals that arrive less than 80 milliseconds apart less than a distance of 
30 metres, however, past 30 meters the difference between the speeds of light and 
sound exceed this window (Eagleman, 2018). Thus, because sound is perceived 
temporally and faster than images are, sound can manipulate the visual structure. 
Parsons et al. (2013) hypothesise that perceptual timing derives from and is calibrated 
by our motor interactions with the world, highlighting how one modality can alter the 
perception of another.      
Synesthesia is neurodevelopmental condition which occurs when the stimulation of 
one sensory modality automatically evokes a perception in another unstimulated 
modality (Baron-Cohen et al., 1987). The most prevalent form of synesthesia is known 
as audition coloree, the phenomenon of seeing colours when hearing music or vowels 
(Van Campen, 2012). Most responses are visual, although any pairing of senses can be 
affected. Research has shown that people with autism have a higher than average 
chance of also having synesthesia. In a 2013 study, researchers identified that 
synesthesia was diagnosed in almost three times as many participants with autism as 
NT participants (Simon Baron-Cohen et al., 2013). Yet unidentified genetic factors may 
be responsible for these conditions, and the authors suggest that autism and 
synesthesia share common underlying mechanisms.  
There is general agreement among synesthetes that high-frequency sounds produce 
smaller, brighter associations than do low-frequency sounds, thus relating higher 
pitches to smaller objects (Marks et al., 1987; Mondloch and Maurer, 2004). Békésy 
(1957) points out higher frequency sounds are easier to spatially locate which makes 
them associated with smaller objects, whereas lower frequency sounds are more 
difficult to spatially locate allowing listeners to infer that they are larger in size. These 
data support the hypothesis that some cross-modal correspondences may be 
remnants of the neural mechanisms underlying neonatal perception. Although there 
may a higher than average number of autistic participants with synesthesia, the 
proposed design should aim to identify the most effective mapping for all participants.   
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Related work in autism studies has developed methods to visualise speech, in order to 
improve conversational communicative abilities in the autistic. Speech quality was 
visualised in research by Pietrowicz and Karahalios (Figure 3-10), who developed a 
method that represented phonetic sound quality, pitch contour, breathiness, 
noisiness, and sound amplitude (2013). Colour and saturation levels were used to 
differentiate between consonants and vowels. Time progressed on the horizontal axis 
with pitch being represented by the vertical axis. Amplitude was indicated by changes 
in size. The images were two-dimensional and designed with analytical purposes in 
mind that focused on the relational and expressive verbal gestures in speech, rather 
than as a meaningful expression of creative intent. 
 
Figure 3-10: Visualised vocal expressions show a child saying similar words “no” and “now” 
(Pietrowicz and Karahalios, 2013) 
     
Prior to 2015, the use of augmented reality (AR) within music education was limited. 
Chow et al. (2013) explored the use of AR to create an immersive experience to 
improve the efficiency of learning the piano, of neurotypical beginner students. The 
authors gamified the experience of learning through visual feedback of a head-
mounted display worn by participants (Figure 3-11). Virtual notes would scroll down 
the screen allowing participants to see in advance which key to press before the 
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visualised noted aligned with the real piano key. An informal user study indicated that 
the system initially put pressure on users, but that participants found it helpful and 
that it improved learning.  
 
Figure 3-11: Augmented reality view of virtual notes aligned with physical keys (Chow et al., 2013) 
 
Since 2015, there has been an increase in research utilising augmented reality 
techniques that has seen applications developed specifically for the use of autistic 
children. A study by Chen et al. (2015) used animated expressions to facilitate 
practicing emotional judgements for adolescents with autism. A therapist recounted a 
short story and presented participants with six facial expression masks, depicting the 
emotional expression that corresponded to the situation. The chosen emotions 
represented fear, disgust, fear, happiness, sadness and surprise. Upon selection and 
wearing of the mask, a camera would detect and superimpose an animated model of 
the chosen expression, presented on a screen to allow the participant to observe their 
own emotional state within an AR environment (Figure 3-12). The results indicated an 
improvement in recognition and response to the facial emotional expressions used in 
the task.  
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Figure 3-12: A participant imitates the visual feedback provided by the 3-D facial model to make 
facial expressions that correspond to actions (the boy is simulating the facial action of opening his 
mouth) (Chen, Lee, & Lin, 2015b) 
The Brain Power Autism System (Keshav et al., 2017) also uses applications focusing on 
improving communication and managing social interactions for people on the autism 
spectrum. Coloured images and shapes can be overlaid onto the real world using 
augmented reality glasses (Glass, 2017), allowing greater portability than screen-based 
technology (Figure 3-13). However, the research team have not yet included 
applications that employ the use of sound. 
 
Figure 3-13: Empower Me augmented reality glasses for autism (Brain Power, 2018)  
Boyd et al. (2016) developed a system using a head-mounted display to detect and 
give feedback on autistic wearers’ prosody. Atypical prosody is one of the 
characteristics of autism (Kanner, 1943), making those with the condition sound 
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inadvertently monotone, and generally misunderstood from an emotional perspective. 
The project known as SayWat detects changes in pitch and volume, providing visual 
feedback via Google Glass by alerting the wearer of prolonged periods of monotone 
speech or periods of loudness (Figure 3-14). Results from the study indicated that 
wearable assistive technologies can automatically detect atypical prosody and deliver 
feedback in real time without disrupting the wearer, or the conversation partner. 
 
Figure 3-14: An individual with autism (shown with his permission) during the field study receiving 
on his Google Glass (left) a volume alert when speaking “too high” and (right) a pitch alert when 
talking “flat.” (Boyd et al., 2016) 
  
3.2 Theoretical and Technological Developments of Musical Sound 
 
Historically, every musical culture possesses its own version of what constitutes a 
theoretical map of its musical terrain. A map provides a means of defining and creating 
a structure for musical theory to be used as a mechanism for the sharing of musical 
knowledge.  The earliest substantive body of musical theory which partitioned music 
into three domains – pitch, rhythm and melody – was attributed to Aristoxenus of 
Tarentum, a Greek philosopher and pupil of Aristotle circa 375/360 BCE (Christensen, 
2008). The origins of western notation are generally known to have been derived from 
accentuation signs from classical literature, approximately 2000 years ago. Subsequent 
developments by Quintilianus in the fourth century and Marchetto in the fourteenth 
century for example, have seen alternative schematization of music into differing 
categories. These were based on theoretical, practical, sacred or secular discourses, 
depending on their own cultural backdrop (Christensen, 2008).    
J J McGowan 3: Visual Representation of Sound 85 
 
Musical theory attempts to describe the structure of music by attributing 
characteristics to: intervals - the space between individual musical pitches; chords - 
groups of pitches played simultaneously; and rhythm - the systematic arrangement of 
musical sounds, principally according to duration and periodical stress (Oxford 
University Press, 2017b). The building of further concepts including musical keys, 
structure and harmony, are developed as a mechanism for musical comprehension and 
composition (Bergstrom et al., 2007). Structurally, music is probably best known 
through its notational form. Musical notation can be divided into two classes: Phonetic 
notation, in which sounds are represented by numbers or letters (Figure 3-15); or 
secondly, Diastematic notation (Figure 3-16), in which sounds are represented 
graphically (Rastall, 1982).  
 
Figure 3-15: An example of Phonetic notation (Rastall, 1982) 
Both classes have been used in the development of western musical notation, also 
known as staff notation, in its representation of pitch and duration in combination 
with instructions concerning dynamics and phrasing. Originally designed as a means to 
preserve music and record compositional ideas, it was optimised and used later as a 
prompt for performance (Rastall, 1982).  
 
Figure 3-16: An example of Diastematic notation (Rastall, 1982) 
However, most musicians agree that music notation is open to interpretation and thus 
not an accurate representation of all the potential attributes that music can convey 
(Patton, 2007b). This form, understood only by trained musicians, bears little relation 
to the abstract multi-sensory practice known as visual music (Ox and Keefer, 2008), 
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where time-based visual imagery is displayed in synchronised form alongside its 
musical counterpart (see Table 3-8 for examples).  
Technological developments of the digital era have contributed to rapid developments 
of musical representation techniques for a range of applications. Visually, shape has 
been used to represent music in a number of ways. For example, enhancing the 
understanding of the structure of music through geometric arches (Bewitched.com, 
2005) or highlighting relationships between musical keys through the use of circular 
charts (Pelletier, 2018). Shape has also been used to identify tonality through static 
grids (Lerdahl, 2005)(refer to section 3.3). Colour has also been added as a means to 
add an extra dimension to a 2D image on paper, or electronically via a projector or 
screen. Representation of the dynamic nature of music, where psychological aspects of 
colour grounded in cognitive and cultural influences, can have a marked influence on 
the emotional mind-set of an individual (Hemphill, 1996; Davey, 1998).  
Visual music has been represented through animation of form over time, interpreted 
by artists through audio-visual mapping techniques. Properties of audio have been 
measured through visible waveform to aid understanding of its attributes, as well as 
being used as a means of artistic expression (section 3.4). These representative 
techniques will be reviewed in this chapter.  
 
3.3 Temporal Graphical Representation of Musical Structure 
 
The temporal nature of musical structure has been represented graphically in a 
number of ways as a means to analyse, learn, and teach musical theory. A variety of 
technologies has allowed performers to visualise music in artistic ways, while the 
development of digital recording technologies have allowed visually aided composition 
methods. Table 3-8 provides an overview of alternative types of visualisation of 
temporal graphical representation of musical structure. It identifies their sub-class, and 
highlights their presentation medium, general purpose, intended group, and status of 
development. 
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3.3.1 Analysis, Learning and Teaching 
 
To aid in the understanding of theory through visual means, Krumhansl (2005) 
proposed that the underlying structure of music can be represented geometrically. 
According to Hyer, tonality is one of the main conceptual categories in Western 
musical thought (Oxford University Press, 2017d). The term most often refers to the 
orientation of melodies and harmonies towards a referential, or tonic, pitch class, 
therefore representing an important theoretical construct. Tonality can be seen as a 
framework within which musical elements engender patterns of tension and 
expectation of musical resolution over time, linking the cognition of music to 
emotional responses (Krumhansl, 2005).   
Notable models associating musical and geometric tonality are still relevant today. 
These include firstly, Kellner’s (1737) regional circles, more commonly known as the 
circle of fifths (Figure 3-17), in which the model shows the relationships between the 
12 chromatic tones of a musical scale, their corresponding key signatures and 
associated relative major and minor keys (Pelletier, 2018). Secondly, the harmonic 
network proposed by Leonard Euler in 1739 (Gatzsche et al., 2007), a two-dimensional 
triangular isometric coordinate grid called Tonnetz  (Kelley, 2003). The Tonnetz grid 
(Figure 3-18) is popular in modern musical analysis (Lerdahl, 2005). 
Figure 3-17: Circle of Fifths using C as the base tone class demonstrates the location of 
consonant (outer) and dissonant (inner) intervals (Seattle String Studio, 2017) 
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This approach is used as a basis for Isochords (Figure 3-19), a means of representing 
the consonant intervals between notes and common chords. Isochords convey 
information about interval quality, chord quality, and chord progression synchronously 
during playback of digital music (Bergstrom et al., 2007). One of the proposed 
advantages of using this approach includes increased interactivity within compositional 
domains. For example, visualisation during composition creates an aid to 
understanding harmonic relationships or for improvisational purposes for a soloist, by 
notating the path that a section of music follows. However, as it was designed as a 
means of visualising pre-recorded music, the interface is not accessible for immediate 
and intuitive feedback of live music. Developments have attempted to address this 
through the Hexachord software, which caters for instantaneous compositional 
analysis (IRCAM, 2015). However, identification of similar chord shapes and creation of 
unique chord shapes make this system a less than ideal compositional tool. More 
Figure 3-19: Isochords (Computer Graphics Illinois, 2011) 
Figure 3-18: The Tonnetz grid surrounds each tone with its six consonant intervals (Bergstrom et 
al., 2007) 
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crucially, this approach does not lend itself to temporal or rhythmic representation of a 
piece of music.  
A similar approach was Harmony Space (Holland, 1994), where notes are arranged in a 
rectangular grid such that perfect fifths define one axis and major thirds the other 
(Figure 3-20). Isochords highlighted chords, triads and consonances more explicitly, 
while Harmony Space leaves it to the viewer to discover the relationships by examining 
only the notes (Bergstrom et al., 2007).   
 
Krumhansl (2005) noted, relating to the circle-of-fifths approach, that a low-
dimensional space may not be sufficient to represent all of the desirable musical 
relations. This led to the development of other advanced geometric tonality models, 
including helix and spiral array models by Shepard (1982) and Chew (1999) 
respectively, designed to describe important aspects of the psychological aspects of 
tonality. Other developments include the concept of using colour to add 
dimensionality – Chew and Francois use colour to distinguish between tones, chords 
and keys (Krumhansl, 2005), while Sapp (2005) uses similar colours to represent 
related keys (see Figure 3-24). 
Figure 3-20: A harmony space display with the system in the key of C major (Holland, 1994) 
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Brinkman and Mesiti (1991) created Spectrogram Analogues, which include simplified 
2D mappings of dynamics over time as well as graphic renditions of scores (Figure 
3-21). Its advantages include the flattening of the contents of the various staves into a 
single coordinate system, as well as the elimination of the clutter of musical staves and 
traditional musical notation. However, this approach misses information on specific 
pitch and rhythmic meter, although its main focus succeeds in its ability to visualise 
melodic shape and changes in dynamic over time (Isaacson, 2005).  
Figure 3-21: Spectrum Analogue example showing Bartok String Quartet No. 4, bars 1-26. 
Horizontal axis: time. Vertical axis: local mean, maximum and minimum pitches (Nettheim, 2015) 
 
As an artist, Wattenberg employs 2D displays of musical form as a sequence of 
translucent arches (Figure 3-22), where each arch connects two repeated identical 
passages of a composition (Bewitched.com, 2005). Known as The Shape of Song, this 
approach to structural visualisation has aesthetic value in the way it demonstrates the 
use of repetition of musical events. However, it can lead to confusion over the relative 
importance of musical sections  due to the height of the arches which are merely 
representative of the distance that the repeating events take place (Isaacson, 2005). 
Additionally, if the music had no repeating sections, there would be no visualisation at 
all, thus limiting the approach.   
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Mardirossian and Chew (2007) created a 2D system that divides up music into slices 
and determines which key it is associated with, using colour to identify that slice 
(Figure 3-23). Thus, the whole visualisation shows not only the individual key slices but 
also the cumulative distribution of tonalities in the piece. They state that this is 
advantageous for the comparison of differing musical genres. Again, the circle of fifths 
is chosen as a model for distribution of colour for each key, based on Lerdahl's 2D 
representation of major and minor keys in his Tonal Pitch Space (Lerdahl, 2005). The 
system does demonstrate the relationship of musical tone through colour; again, 
however, the assignation of the initial colour to a specific key is made arbitrarily. 
 
Sapp’s Visual Hierarchical Key Analysis is another system that assigns colour in a two 
dimensional way, using segments running from top to bottom of the display where the 
estimated overall key of that musical segment determines its colour (Sapp, 2005). 
Figure 3-24 shows how the changes in key relate to the visualisation. Isaacson (2005) 
points out that it is unlikely that we, as listeners, perceive as many tonal levels and 
Figure 3-22: Wattenberg’s Visualisation of Madonna’s “Like a Prayer” (Bewitched.com, 2005) 
Figure 3-23: Mardirossian and Chew’s visualization interface (2007) 
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shifts in a piece of music as the colour shifts imply, and that the use of colour does not 
imply a sense of key distance, as was intended. Isaacson implies that this approach 
may be more beneficial in the analysis of older styles of music, typical of pre-20th 
century styles.  
 
Colour may be used as a teaching aid when creating music through a play-by-colour 
idea. The method proposed by Ciuha et al. (2010) involves assigning similar colour 
hues to the grouping of tones, chords and keys, where they are not perceived as 
separate but as a whole (Figure 3-25). In addition, dissonance and consonance are 
represented via low and high colour saturation respectively.  
 
 
This system was based upon Gatzsche’s (2007) key spanning circle of thirds proposal 
(Figure 3-26), a variation of the circle of fifths in which major and minor thirds are 
inserted in between the fifths. These additional tones are represented as vectors of 
appropriate direction and length, super-imposed over the colour wheel. The colours of 
Figure 3-24: Visual Hierarchical Key Analysis (Lookingatsound, 2011) 
Figure 3-25: Representation of Debussy’s Clair de Lune demonstrated on a prototype music visualization 
system using extended 3D piano roll notation (Ciuha et al., 2010a) 
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groups are calculated by adding the vectors for the resultant shade and are thus not 
limited to discrete set of colours.  
The visualisation by Ciuha et al. (2010b), was based on a piano roll, a hybrid of 
spectrogram (see Figure 3-38) and music notation. Piano roll is a notation system 
derived from player pianos, where a roll of paper with punched holes would trigger a 
note to be played (Figure 3-27), known generically as piano roll notation (The Pianola 
Institute Ltd, 2016).  
 
Figure 3-27: The Metrostyle Pianola (The Pianola Institute Ltd, 2016) 
 
Malinowski’s Music Animation machine (Figure 3-28) proposed a similar concept 
(Musanim.com, 2011). Colours were based on pitch classes - for example, one adjacent 
colour on the colour wheel would be an interval of a fifth apart from the first tone. This 
Figure 3-26: Key spanning circle of thirds assigned to the colour wheel. A particular tone is 
represented by a radius vector pointing in the direction of circle of fifths denoted by 
majuscule letters. (Ciuha et al., 2010b) 
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concept was in itself taken from Scriabin’s proposal of mapping pitch classes to hues 
(Wells, 1980). Malinowski’s visualisations were based on a 2D piano-roll style and may 
have been considered useful for understanding the relationships in musical harmony 
through colour (Ciuha et al., 2010b). 
(Access the video using this URL: https://www.youtube.com/watch?v=js-vlAIdCp0) 
An alternative way of analysing music was shown through automatic detection of 
emotion. Grekow (2011) proposed a music visualisation system that was linked with an 
external system that automatically detected emotions from classical music. The 
emotional labels produced were then used to modify certain parameters of the 
visualisation. It was shown that mapping emotional labels with the creation of 3D 
musical figures enhanced their strength and attractiveness. Questionnaires were used 
to create user profiles and tailor it to individual preferences. For example, users were 
asked to define the parameters of a line that, according to them, should be used to 
draw figures visualising music with a particular emotion. For each emotion (e1, e2, e3, 
e4), a user chose one-line type: continuous, dashed, dotted, and one thickness: thin, 
medium and thick, etc. The approach focused on the extraction of emotional 
information from an existing piece of music as a means of analysis by providing 3D 
spatial line visualisations, some with relative geometric complexity and some similar to 
Lissajou figures (Weisstein, 2017). The figures are limited to line visualisation and 
analysis of MIDI information, rather than live audio, although future development aims 




Figure 3-28: Malinowski’s Music Animation Machine playing Rhapsody in Blue (YouTube, 2016) 
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3.3.2 Performance  
 
Visual Music is a term that describes an area of practice concerned with the 
multimodal interplay of sound and image in real time. Described by the Center for 
Visual Music as a translation of a specific musical composition (or sound) into a visual 
language, the original syntax is emulated in a new visual rendition which can be done 
with or without a computer (Ox and Keefer, 2015). A number of alternative definitions 
exist - in general, however, visual music has purported to create an emotional multi-
sensory experience since its inception. 
The use of colour and shape within visual music, can be traced back to 1735, when 
Castel built an instrument that projected coloured light known as the Ocular 
Harpsichord (Popper, 1968). Castel adopted Newton’s corresponding principles 
concerning the colour spectrum and the musical scale. He was followed in the 1890s 
by Rimington’s instrument, termed the colour organ, which used 150 amperes of 
current to light colour filters and lamps, creating abstract shapes that flowed together 
onto a screen (Levin, 2000). In 1911, Scriabin created a work called Prometheus, where 
he devised an accompaniment of changing coloured lights, calling for instrumentation 
like that described by Rimington. A number of other light artists created similar 
systems, including The Clavilux by Wilfred in 1920 (Figure 3-30), however, all of these 
creations used an arbitrary pitch-to-colour correspondence (Conrad, 1999).  
Figure 3-29: Grekow’s 3D Visualisations based on MIDI files: left - major chord (a) and minor chord 
(b); right – number of tones forming a harmony and type of visualisation (Grekow, 2011) 




With the development of cinema in the early 20th century, Fischinger created 
animations by combining music with graphic art and abstract design (Figure 3-31), thus 
influencing other American pioneers such as John and James Whitney (Möritz, 2004; 
Evans, 2005).  
 
Figure 3-31: A still from Fischinger’s animation Allegretto (Ox and Keefer, 2015) 
John Whitney would go on to explore consonance and dissonance in music and visual 
art, indicating potential correspondences between: sensory elements such as pitch and 
colour; tension and resolution; and anticipation and stability in visual music (Whitney, 
1980; Alves, 2012). Strick (2005) argues that John and James Whitney’s creative work 
with sound and vision aspire toward synesthesia, a condition in which one sense leads 
to the involuntary stimulation of another sense (see section 3.1). Many discussions in 
art have centred on the realisation of a synesthetic analogy, such as the contemporary 
Figure 3-30: Wilfred performing with the Clavilux (The Creators Project, 2017) 
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transcoded audio visuals created by Fox and Gadow (Figure 3-32), based on Fischinger 
animations (Whitelaw, 2008).  
 
Figure 3-32: RGB Laser Show (Fox, 2018) 
 
According to Ciuha et al. (2010a), the goal in visualising music in a meaningful way 
through colour mapping is to enable people, trained or untrained, to understand the 
harmonic relationships in musical tone through the use of colour.  
The availability of relatively inexpensive and powerful computers in the present day 
has produced a number of creative audio-visual mappings (Figure 3-33). However, as 
Moritz (1986) argues, the creation of new visual technologies consistently end up as 
nothing more than an eccentric curiosity. This contradicts the initial self-held belief of 
breakthrough, and as many commercially available music visualisers do, synchronise 
waveforms with arbitrary colour for tone and mood but essentially do not provide 
meaningful feedback (Sykes, 2011). Alves (2012) argues that simple mapping 
techniques are naive in visualisation, for example mapping pitch to colour, and that 
more complex techniques are required to create a greater emotional experience for 
the viewer. 
J J McGowan 3: Visual Representation of Sound 99 
 
  
Prudence (2017) has taken programming and real-time visualisation to an aesthetic 
level where he describes the music as more of an art-based meditational 
accompaniment (Figure 3-34). Prudence has also created visual references of cellular 
phenomena based on Cymatic principles (see section 3.6) in his work 












Figure 3-33: WhiteCap music visualisation (SoundSpectrum Inc., 2017) 
Figure 3-34: Cyclotone ll  visualisation (Prudence, 2017) 




Traditional music notation uses a left-to-right timeline of musical events which are 
performed in a linear fashion, much like a series of scheduled events within a Gantt 
chart (Gantt, 1910). Linear editing of film involved physically cutting up the physical 
media and reordering it into a new sequence, referred to as destructive editing 
(motionelements, 2013). Software-based non-linear editing systems perform non-
destructive editing on audio and video source material, via the ability to easily access, 
copy digital information from one location, and reorder it within another location. 
Accessibility and availability of computer hardware has spawned a variety of software 
whose role is to facilitate music composition through structural understanding, both in 
two and three-dimensional interactive ways.   
The introduction of the Digital Audio Workstation (DAW) has provided a screen-based 
interface for the recording and sequencing of music in a non-linear fashion, similar to 
video production packages like Premiere (Adobe, 2018). A number of commercially 
available packages include: Avid Pro Tools (2017); Steinberg Cubase (2017); Apple 
Logic Pro (2017b); and Ableton Live (2017). Each has their own design ethos and 
priorities, dependent on their target audience. For example, in 2017 Apple GarageBand 
(Figure 3-35) was regarded as the most user-friendly DAW for the beginner or non-
musician (Future Publishing Limited, 2017). GarageBand allows easy looping of a 
readily available library of pre-recorded sounds, and allows control via mobile devices 
Figure 3-35: Apple GarageBand Interface (Future Publishing Limited, 2017) 
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like the iPad. GarageBand provides limited functionality compared to Avid Pro Tools, 
however, it has shown to be an ideal tool for music therapists and community 
musicians within therapeutic environments (Hillier et al., 2012). Cevasco and Hong 
(2011) suggest that if DAWs are automatically provided within the installed software of 
a new computer, it increases the opportunity for users to experiment with current 
technology. Regardless of the functionality of the variety of DAWs on offer, they all 
rely on a similar linear set-up. Layers of instrumental tracks display audio-wave or 
Musical Instrument Digital Interface (MIDI) data over time, their focus being on 
composition through visual organisation. 
Typically, many DAWs use systems based on piano roll notation. In addition, DAWs 
include other forms of visualisation methods, for example spectrograms, which are 
designed to analyse audio signals. This and other methods will be discussed in the next 
section. 
 
3.4 Temporal Representation of Audio Signals 
 
Visualisation of audio signals are typically used for the purposes of analysis, in both 
recording and live situations, but can also be used as an artistic means of expression 
through performance. Table 3-9 provides an overview of examples of temporal 
representation of audio signals. Divided into two sub-classes, it highlights their 





































































































































A standard volume indicator (SVI), or volume meter (VU), is a graphical representation 
of the level of amplitude within a given audio signal (Chinn et al., 1940). Generally used 
as a means of visualising audio input levels, VU meters can also be used as aesthetic 
displays for playback of audio (Figure 3-36).  
 
Figure 3-36: A VU meter displaying amplitude levels in left and right channels (Griffin, 2013) 
 
Digital peak programme meters (PPM) are more responsive than VU meters to the 
dynamic range of audio input (Figure 3-37). Peak metering is designed to display the 
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maximum decibel amplitude level of a signal’s waveform more quickly, and in exact 
proportion to the voltage of the audio signal (Dubspot, 2016).  
 
Figure 3-37: Peak programme meter (Dubspot, 2016) 
The temporal representation of sound is commonly drawn using computer hardware 
and software as a trace of sound pressure variations over time, known as a waveform. 
The waveform is seen as a graph of amplitude, in the vertical axis, over time in the 
horizontal axis (Figure 3-39). Additional properties of audio can be visualised by using 
spectrograms, which show a range of audio frequencies spread over time (Smith, 
2007). Typically, these are used in a variety of software packages as a means of 
evaluating waveforms using spectral analysis (Figure 3-38). They do not, however, 
provide an easily understood means of conveying information concerning musical 
structure or quality of timbre (Bergstrom et al., 2007).  
 
The oscilloscope is an electronic test instrument that can convert sound into voltages 
for analysis. Consisting of a cathode ray tube and fluorescent screen, the vertical axis 
represents the amplitude of the signal, and the horizontal axis the frequency 
(Whatis.com, 2018). It has been used as an analytical tool and an artistic one. 
Regarding sound as a wave, its amplitude, frequency and form are visualised for the 
currently sounded tone as seen in Figure 3-39. 
Figure 3-38: Spectrogram Analysis of a Waveform (Adobe, 2010) 
J J McGowan 3: Visual Representation of Sound 104 
 
 
Spectrafoo (Metric Halo, 2018) is a suite of audio analysis tools that allow a number of 
techniques to be employed, dependent on the needs of a recording or live audio 
engineer. Specialist tools include spectrograms, waveforms, and meters that compare 
the peak and root mean square (RMS) audio power levels over time (Figure 3-40).     
 
Figure 3-40: Peak and RMS Power History (Metric Halo, 2018) 
The light grey “tick” marks indicate the passage of one second of time, and the height of the each 
colour for each time “slice” indicates the Peak (yellow) and RMS (purple) power levels of the 
program. 
 
Polarity refers to the audio signal’s voltage level above or below the median line and 
can cause unwanted frequency responses or cancellation of sound if not appropriately 
positioned (Total Pro Audio, 2018). Another feature within Spectrafoo is the Lissajous 
Phase Scope, which shows the amplitude of the first input signal versus the amplitude 
of a second input signal (Figure 3-41). This can help in identifying polarity problems 
Figure 3-39: Oscilloscope showing the waveform (frequency and amplitude) of an audio signal 
(Animated Science, 2015) 
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within an audio mix and the width of the stereo field of the sound being monitored, 
from a visual perspective.   
 
Figure 3-41: The Lissajous Phase Scope showing the audio signal as a 2D line visualisation (Metric 
Halo, 2018)  
3.4.2 Performance 
 
Artists such as Pellegrino (1983), used the oscilloscope to visualise sound in spatial, 
complex three dimensional ways. Pellegrino visualised the result of combining two 
simple tones (Figure 3-42), created via a different tuning system based on whole 
number frequency relationships known as Just Intonation, resulting in symmetrical 
Lissajou figures. The typical western way of tuning instruments, known as Equal 
Temperament, divides the notes of an octave into 12 equal intervals. Just Intonation is 
the name given to a tuning system based on whole number ratios as defined by the 
Pythagorean Laws of Harmony (Sykes, 2015). 
 
 
Figure 3-42: Pellegrino figure (Video Circuits, 2005) 
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Whitney (1980) hypothesised that Pythagorean harmony could be matched in visual 
art. He also realised that computers could be a useful tool to animate, in a visual 
manner, the same kind of form found in Grecian music (Alves, 2005). Whitney’s 
motivation was the creation of computer animations that focused not on colour, space 
or musical intervals, but on motion. By applying the principles of Just Intonation to the 
motion of elements within a given space, the resulting animations demonstrated 
symmetry corresponding to the same ratios that define musical consonances. For 
example, a set of points going around a circle start at the 12 o’clock position, the 
second point travels twice the speed of the first; the third point travels three times the 
speed of the first and so on. By experimenting and extending these principles with 
parametric curves and other shapes, Whitney was able to show the same points of 
resonance, and of symmetry, occurring at the same points of harmonic proportions 
(Figure 3-43). Alves (2005) took Whitney’s animations a step further when he extended 
the polar coordinate curves into three-dimensional graphics, using only tones from 





Musical interaction implies a human-to-human, or a human-to-computer dialog. Table 
3-10 provides an overview of examples of visual representation of musical interaction. 
Divided into three sub-classes, it identifies their interaction type, highlights their 
presentation medium, general purpose, intended group, and status of development. 
 
Figure 3-43: Differential dynamics example showing spheres moving in a circle compared to spheres 
moving in a rose curve pattern with the corresponding musical pitches (Alves, 2005) 















































































































































Table 3-10: Overview of Interaction 
 
Causation in interaction design, or cause-and-effect, refers to user actions that have an 
immediately perceptible effect in the virtual world (Thompson et al., 2009). Thompson 
et al. highlight the importance of causation in creating a sense of connectivity between 
the user and the perceived environment. Cause-and-effect has been demonstrated as 
a commonly used and effective method of interactivity for autistic people within 
simple applications (Cariad Interactive, 2018a). Technological developments have 
allowed attributes of sound to be mapped to any visual metaphor. For example, 
custom visual programing in Max or PD (Pure Data) allow complex functions or 
visualisations to be created (Figure 3-44) through the connection of elementary 
modules, including mapping pitch and amplitude to shape and colour (Cycling ’74, 
2018b; IEM, 2017).    
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Figure 3-44: Synesthetic Audio-Visual Platform – an example project created in Max (Cycling ’74, 
2018c) 
 
Technology used to develop applications has significantly accelerated since the late 
1990s, and subsequent interactive applications embody augmentations of the piano 
roll concept; art-based installation; web-based interactive interfaces; interactive virtual 
characters; virtual musical instruments; video sampling; and granular audio synthesis. 
This non-exhaustive list has led to some general design recommendations for the 





Graphics tools such as the Open Graphics Library (2018), a multi-platform application 
programming interface for rendering 2D and 3D vector graphics, can be used to enable 
real-time 3D visualisation of Digital Signal Processing (DSP) algorithms.  Optimised to 
take up few resources, OpenGL offers standard library routines and customisability, 
which is ideal for the development of cross-platform real-time audio-visualisation. 
Misra et al. (2005) have taken advantage of OpenGL in the development of a number 
of audio-visual tools. SNDTOOLS was a set of tools designed to analyse and display 
audio in real time, and focused mainly on the spectral analysis of audio waveforms for 
instructive purposes (Figure 3-45). For example, how the use of pitch manipulation 
affected the shape of the resultant waveform from a visual perspective. 
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Figure 3-45: SNDTOOLS performs real-time linear analysis of audio input and displays a visual 
synthesis of the results (Misra et al., 2005) 
 
World Stage (Figure 3-46) was a social-musical game involving compositional tools 
based on piano roll notation, expressive musical performance and collaborative 
musical feedback (Wang et al., 2011). The authors described World Stage as a musical 
experiment that combined a commercial iPad application, cloud computing and human 
computation. It offered a place for a community to score arrangements for each other, 
perform music to one another, and even anonymously judge performances (Kruge and 
Wang, 2011). Interactions were anonymous, allowing people to submit their ideas for 
judgement by other users using emoticons.    
Figure 3-46: World Stage composing interface for Leaf Trombone and the accompanying music 
box (Wang et al., 2011) 
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The comp-i system (Comprehensible MIDI Player – Interactive) explored the 3D piano 
roll visualisation of MIDI data sets with the aim of better understanding the nature of 
musical structure embedded in a multi-channel sequence of note events (Miyazaki, 
2003). Pitch, volume and tempo were represented by height, diameter and colour 
saturation of cylinder shapes respectively (Figure 3-47).  
It allowed users to observe the information through a perspective view or zoom in to 
see specific information. Some customisability was afforded to changing the visible 
properties of the objects including light shadows, while the current position in time 
was marked by a moving orthogonal plane from left to right. Alternative visualisation 
options included circular and Cone Tree multi-resolution techniques. Cone Tree was a 
description of a process used to visualise hierarchical structures of information (Figure 
3-48) reflecting the hierarchical nature of musical structure, whilst enabling a longer 
piece of music to fit into a compact 3D space (Robertson et al., 1991). Cone Trees have 
continued to be used by software designers and programmers as a means to display 
hierarchical information in 3D (Berghammer and Fronk, 2004; Teyseyre and Campo, 
2009).  
Figure 3-47: Overview of comp-i virtual space visualizing the introduction of “Valse des fleurs ” (16 
channels, 101 subsections) (Miyazaki, 2003)  
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Figure 3-48: An example of a Cone Tree 3D visualisation (G. G. Robertson et al., 1991) 
A number of web-based applications employ limited levels of interactivity, the 
reliability of which depend on robust internet connections and using the appropriate 
browser. Adive in Music was a particle-based web music visualiser, with a number of 
pre-set alternative visualisation forms to choose from (Damien, 2018). The site used 
arbitrary colour choice and dynamic movement spiralling out from a central point, 
however, interactivity was limited to controlling screen movement with the mouse 
(Figure 3-49).  
 
Figure 3-49: Adive In Music screenshot (Damien, 2018) 
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Tonematrix was a pentatonic 2D grid that lights up when squares on the grid were 
selected in a similar fashion to a linear sequencer (Audiotool, 2015). The horizontal 
axis determined the timing from left to right, while the vertical axis played notes from 
a pentatonic scale depending on the squares selected. However, there appeared to be 
no control over instrument choice or tempo. A button named 'add drums' allowed 
access to a full virtual studio set up, which could be edited, however, the accessibility 
of the software was limited to a quick tour of the tools via a small set of pop-up text 
messages (Figure 3-50).  
Tonecraft was another web-based interactive 3D interface with a grid and blocks that 
represented where user selected notes were being placed (Figure 3-52). Navigation of 
the space was limited to a pre-determined rotation of the scene, while the electronic 
sounds and tempo were also pre-set (Dinahmoelabs.com, 2015).  
Figure 3-50: Tonematrix Interface (Audiotool, 2015) 
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Turner's Loop Waveform Visualizer (Figure 3-51) was an experiment that output ever-
widening concentric circles based on a 3D visualisation of the currently selected audio 
file (Chrome Experiments, 2015). Designed to visualise pre-set or user defines audio 
files, it was responsive to changes in amplitude and frequency in a similar manner to a 
spectrogram.  
Taylor et al. (2005) developed a real-time interactive system that allowed interaction 
between a live musician and a virtual 3D character. The authors Animus system 
simulated human-like emotion in response to musical input (Figure 3-53). A lizard-like 
virtual character responded to vocal and keyboard input, analysing major and minor 
chords, as well as amplitude and pitch of vocal sounds, to create movement. Analysis 
of the musical input was mapped to previously created movements associated with 
perceived emotional states. This could be described as an extension of Grekow’s 
approach where he used emoticons to represent emotion, however, the addition of 
the ability to analyse real-time audio was an improvement on the MIDI-only system. 
Additionally, Taylor et al. (2005) used the Max programming environment to allow 
Figure 3-52: Tonecraft grid interface (Dinahmoelabs.com, 2015)  
Figure 3-51: Loop Waveform Visualizer (Chrome Experiments, 2015) 
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mapping of audio to video. They analysed changes in vocal timbre and assign changes 
in colour to super-imposed images. The system was primarily a performative one and 
the authors have continued to develop interactive systems for use in museums and 
theatre (Taylor et al., 2015). 
 
Figure 3-53: A musician interacting with a virtual character (Taylor et al., 2005) 
 
Another approach that employed virtual environments to visualise music was Ox's 
(2001) Color Organ. It explored the harmonic relationships of musical input through 
interactive 3D landscapes and colour, combining interactivity with musical structure. 
3D landscapes were created from sketches of original photographs of real landscapes. 
Transparent layers of colour were then overlaid onto the 3D images by analysing MIDI 
information played in by the user (Figure 3-54). The colours selected were assigned by 
the timbre of the electronic instrument chosen by the user and was based upon the 
Circle of Fifths colour maps (see section 3.3.1).   
 
Figure 3-54: Still from the Color Organ (Ox, 2001) 
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Further developments in mobile touch-screen technology have allowed the 
development of a number of audio-visual applications that combine performance, 
composition and interactivity. Since the display was also the interactive surface, 
coupling visual design with physical interaction design became a new challenge (Wang, 
2014b). Smule, a company dedicated toward the creation of mobile networked music 
apps that began in 2008, developed a successful line, some of which are discussed 
here (Smule Inc., 2017).  
Magic Fiddle was a virtual instrument designed for the iPad to represent a virtual violin 
where a real-time interface was implemented using OpenGl (Wang, 2011). Efforts to 
make the instrument more accessible included voice, image and textual feedback, to 
allow customisation of the interface as a tool to teach or provide feedback on playing 
(Figure 3-55). This type of virtual instrument provided an accessible interactive 
experience that allows users with limited musical knowledge an opportunity to create 
music and gain an understanding of musical theory in the process.  
In a similar manner, the Virtual Ocarina was an exercise to create an expressive virtual 
instrument specifically tailored to the iPhone, which included blowing into the 
microphone as well as using finger articulation on the screen where the holes were 
represented (Wang, 2014a).  
Figure 3-55: Magic Fiddle (Wang, 2011) 
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An alternative approach to mobile interactivity used video sampling - Madpad was a 
networked audio-visual sample station for mobile devices (Kruge and Wang, 2011). 
Twelve short video clips were loaded onto the screen in a grid and playback was 
triggered by tapping anywhere on the clip (Figure 3-56). This was similar to tapping the 
pads of an audio sample station, but extended that interaction to add visual sampling. 
Clips could be created instantly by the user with access to a camera-enabled mobile 
device; alternatively, clips could be downloaded and posted to and from an online 
forum. Its advantages included its portability, thereby not restricting it to a clinical 
environment; the nature of sharing clips, which encouraged social interaction; cause-
and-effect was obvious – touch a picture and it would play. Its limitations were 
characterised by its nature as a video based application, its focus not on the 
visualisation of music as such. 
 
Figure 3-56: MadPad being used on the Apple iPad (Kruge and Wang, 2011) 
The idea of decomposing and reassembling of digital media can be traced back to the 
idea of audio sampling that began with the use of tape loops in the mid -20th century 
(Holmes, 2012). Theorized by Gabor (1947) in the 1940s, any sound could be 
decomposed into discrete acoustic quanta or grains with independent time, amplitude 
and frequencies. Following this, the first so-called granular synthesis programs were 
created in the 1970s by Roads (1988), allowing musicians access to these quantum 
acoustical spectra for innovative compositional creation. The same deconstruction 
methodology has been applied to visual material whereby the smallest deconstructed 
visual grain can be mapped to the audio for re-composition into larger macro 
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compositional works (Batty and Horn, 2013). This allowed the creation of new audio-
visual instruments, such as Carlson and Wang’s (2012) Borderlands (Figure 3-57), 
where traditional musical structures were replaced by real-time manipulation of digital 
sound. Direct touch control over areas of rectangular bounded waveforms, and so-
called grain clouds, allowed users to place any number of sound loops into the system. 
It was therefore possible to have several overlapping sounds that could be 
manipulated further. This was an interesting way to use digital audio and manipulate it 
in real time in an integrated audio-visual way. It did not focus on the real-time 
visualisation of acoustic signals as a priority, although it was able to, but rather it was 
concerned with the creation of unexplored sound and visuals through digital 
experimentation. The strength of this approach lay in its ability to create new 
unexplored audio combinations with visual feedback of the associated waveforms and 
clustering of such. However, the same reason could also be a limitation in a 
therapeutic scenario where an autistic user would lack clear cause-and-effect, with 
visual complexity and cluttering of screen space adding to the confusion of the client 
(Putnam and Chong, 2008).  
Wang has been involved in the visual design for computer music, and has taken from 
his predecessors and from his own experience a set of design principles (Wang, 2014b) 
to be used as general guidelines (Table 3-11). Although not generated with autistic 
Figure 3-57: Borderlands interface (iOS MARS, 2017) 
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users in mind, many of the principles here are echoed by Fabri and Andrews (2016) 





1) Real-time: make it so whenever possible  
2) Design sound and graphics in tandem 
3) Invite the eye – of experts and newcomers alike  
4) Induce viewer to experience substance, not technology; hide the technology 
5) Do not be afraid to introduce arbitrary constraints  




7) Simplify: identify core elements, trim the rest 
8) Animate, create smoothness, imply motion: it is not just about how things look, but 
how they move 
9) Be whimsical, organic: glow, flow, pulsate, breathe: imbue visual elements with 
personality 
10) Aesthetic: have one; never be satisfied with “functional” 
Additional 
observations 
11) Iterate (there is no substitute for relentlessness)  
12) Visualizing an algorithm can help to understand it more deeply (and can suggest 
new directions) 
13) Video games, movies (and just about anything) can offer inspiration for visual 
design 
Table 3-11: Principles of Visual Design for Computer Music (Wang, 2014b) 
Lumisonic was an audio-visual real-time application designed for hearing-impaired and 
autistic individuals (Grierson, 2011). Inspired by experimental film tradition including 
Fischinger (Keefer and Guldemond, 2013), it aimed to help those with hearing 
difficulties have a better understanding of sound. Deaf and autistic users selected 
sounds using the Nintendo Wii and can adjust pitch, pan position and volume via the 
remote control. The system could also accept live sound input, allowing interaction 
through alternative means and other musicians. The software analysed the harmonic 
content of the audio signal through spectral analysis techniques, and translated the 
harmonic content into a one-dimensional array of banded colour. This band was 
transformed into circles that radiated on a display (Figure 3-58). This created a real-
time representation of sound that was designed to elicit responses quickly in the 
human brain. The system was built on the Max programming environment (Cycling ’74, 
2018b).   
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Figure 3-58: Still image from Spiralen (1924) by Fischinger (left), and a screengrab from the 
Lumisonic software (right) (Grierson, 2011) 
Most visualisation techniques, in the examples presented thus far, have relied upon a 
choice of audio-visual mapping, including conceptual augmentations of: geometric 
grids; piano roll notation; waveform manipulation; and any form of artistic expression 
using colour and shape in arbitrary ways. The spatialisation techniques discussed in 
section 3.4.2 focused on the temporal 2D and 3D geometry created by audio signals in 
real-time. Analogously, geometry created by electroacoustic signals in real-time will be 
discussed in the following section.  
 
3.6 Cymatics 
Cymatics, named after the Greek ta kymatika meaning  "matters pertaining to waves", 
refer to physical impressions of sound created in media (Jenny, 1968), for example, in 
sand on a plate, or as wavelets on a bounded area of water (Figure 3-59). They involve 
the transcription of the periodicities in a given airborne sound or music, to periodicities 
in a physical medium, thereby revealing its inherent acoustic energy patterns. 
Figure 3-59: Cymascope image of Cymatic geometry in water (McGowan, 2014) 
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This section provides an outline of Cymatics and its potential for use in a therapeutic 
application. Table 3-12 presents an overview of examples.  
Sub-
Class 
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Table 3-12: Overview of Cymatics 
Devereux (2011) argued that what is now regarded as Cymatics has been known about 
for longer than recorded history. He suggested that cave drawings, depicting circular 
forms, were analogues of visible sound that at certain times of the year, could be seen 
when the appropriate conditions were manifest (Figure 3-60).  
Figure 3-60: A range of rock-art inside the chamber at Newgrange – concentric rings, lozenge 
patterns, zigzags (Devereux, 2001)  
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The earliest attested record of Cymatic phenomena was that of da Vinci who, in the 
late 1400s, noticed how dust behaved on a vibrating table (Reid, 2018b). Galileo noted 
a similar phenomenon in 1638 when he was filing a brass plate; the act of filing 
produced a high-pitched sound that caused brass filings to be arranged in a series of 
parallel striations on the plate’s surface and made a strong impression on him (Reid, 
2018b). 
In 1680 Hooke experimented with a glass dish strewn with flour and noted what he 
theorized to be an anti-gravity effect: when the dish was made to ring the flour rose up 
the sides of the dish (Monist, 2014). Chladni, in 1787, created the apparatus known 
today as the ‘Chladni Plate’ (Figure 3-61). A violin bow would be run down the side of a 
brass plate, the resonance of the metal creating a sound that caused sand that he had 
strewn over its surface to be organized into patterns (Articles et al., 2010).  
 
Cymatics are also referred to as Faraday wave-patterns (Sheldrake and Sheldrake, 
2017), due to Faraday’s vibration experimentations in the 1800s (Miles and 
Henderson, 1990). Jenny (1968) likewise experimented with a variety of vibrating 
mediums, such as liquids, semi-solid pastes and iron filings. He also invented the 
Tonoscope, a simple drum-based device into which sound could be made via an input 
tube.  
Figure 3-61: A Chladni Plate being stimulated by a violin bow (University of Cambridge, 2016) 
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The drum was covered by a tensioned latex membrane and he observed patterns in 
the sand sprinkled on its surface when vocal sounds were made into the tube (Figure 
3-62). 
The mathematics needed to model the Tonoscope principle was laid down by Chladni  
and has been used to predict the geometry associated with specific frequencies and 
the size and thickness of the plates onto which they are visualised (Stöckmann, 2007). 
Software versions of these principles exist and were employed by artists including the 
KIMA collective (Gingrich et al., 2013) in performance and installations (Figure 3-63), 
and Wakefield’s 2D and 3D patches for a software Tonoscope (Sykes, 2011). Chladni 
plates are a mechanism for visualising a cross section of a sonic bubble created by the 
resonant tone of a particular plate, not the shape of sound. Physics tells us that sound 
does not travel in longitudinal waves within rectangular blocks but rather propagates 
spherically in air (Smith, 2010). Due to diffraction, the reactive result of molecular 
collisions would create three dimensional patterns from the sound source 
(Cymascope.com, 2018c). The 3D images produced by KIMA are artistic 
representations of Chladni’s 18th century principles, and not a physically accurate 
visual representation of the propagation of sound.  
Figure 3-62: Tonoscope surface image (Jenny, 1968) 
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Gingrich et al. (2013) mapped these images onto spherical shapes in an attempt to 
synthesise the three-dimensional nature of sound (Figure 3-64), although they failed to 
create the structure evident within water-based Cymatic images (Figure 3-59).   
Within the early 21st Century, the creation of a water-based instrument, the 
Cymascope, rendered sound visible in water, producing highly detailed images (Reid, 
2018b). The basic principle of the instrument was that airborne periodicities in a given 
sound sample were transcribed to periodic wavelets on the surface and sub-surface of 
water. The resulting imagery was therefore quasi-3D in form (Figure 3-59).  
It has been noted by Sykes (2015) that western-based tuning (Equal Temperament) has 
shown harmonic inconsistencies and that the Pythagorean-based Just Intonation (JI) 
has shown greater and more consistent visual symmetry (see 3.4.2). This has also 
shown to be true through experimentation with audio visualisation in water. JI has a 
rich history from the Pythagorean tuned music of ancient Greece through Catholic 
Figure 3-64: KIMA Cymatic images mapped onto spheres (Gingrich et al., 2013) 
Figure 3-63: KIMA Cymatic visualisation (Analema Group, 2017) 
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plainchant song (Sykes, 2015) and more contemporary work by the likes of Telfer 
(2010). Telfer created his own instruments based on JI tuning, as well as having 
conducted bubble (Figure 3-65) and water experiments. His bubble experiments tested 
the connection between musical harmony and the corresponding visual structures, 
specifically whether spheres would vibrate to a series of sine wave harmonics. His 
results demonstrated how harmony could affect the geometry of a three-dimensional 
structure. Telfer also questioned whether Cymatic patterns could be interpreted 
musically by comparing particular sonic frequencies with their corresponding 
vibrational forms.  
While Telfer’s (2010) research focused on the relationships between musical frequency 
and visual structure relating to Cymatics, Whitney’s (1980) animations focused on the 
artistic realisation of harmonic principles. This could be considered analogous to 
Telfer’s work in terms of the geometric structure that sound can create, its symmetry, 
and the clarity of the geometry based on the use of Just Intonation.  
Sykes (2011) asked whether the augmentation of sensory modalities would provide a 
clearer relationship between the audio and the visual in the art world, however, he did 
not seek a direct beneficial application for it. Sykes questioned whether it was possible 
to develop an analogous language between Cymatics and music.  
Cymatics could be considered analogues of the natural geometry created by vibration, 
the underlying principle being that of periodicity, and was so ubiquitous in nature, that 
it could be found in all manner of phenomena (Jenny, 1968). Table 3-13 provides a few 
examples of geometrical similarities between objects found in nature and Cymatic 
images.   
Figure 3-65: 7th Harmonic Bubble Experiment (Telfer, 2010) 
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In related research, an unfinished project known as AudioVision, looked into using 
Cymatics as a basis for hearing impaired users to detect and visualise customised 
sounds adapted to their environment and needs (Hipke et al., 2010). The aim of the 
project was as a practical aid for deaf and hearing-impaired users to identify sound 
events in the home. The authors wished to utilise the Lumisonic (Grierson, 2011) 
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Description Medium Image 
Comparison of 
tortoise shell with 
Cymatic images  




Comparison of an 
ariel view of a pine 
















This chapter has reviewed historical and contemporary audio-visual work. Research in 
cross-modal correspondence has identified a variety of ways to visualise sound. 
Common themes between volume and scale have been suggested, while pitch is 
commonly represented through changes in vertical height. Timbre has been shown to 
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be best represented through changes in shape, whilst the use of principle colour hues 
and chroma have been identified as being the most appropriate way to represent 
timbre and emotion. Research has highlighted how cross-modal correspondences can 
be affected by levels of musical training, cognitive development and cultural 
background. It has also identified that musically untrained participants focused more 
on the emotive aspects of music representation.  
It has been suggested that effective visualisation of music is dependent on its 
contextual use. Temporal graphical representation of musical structure has defined a 
number of solutions for analytical, compositional and teaching purposes. Styles of 
representation include piano-roll notation, graphs, grids, linear diagrams and the use 
of colour to identify tonal relationships. Representation of audio signals are typically 
used within an analytical framework by composers or designers, through use of 
spectrograms and oscilloscopes, although artists have also used audio signals to show 
harmonic and temporal relationships in music.  
Many audio-visual techniques are based on arbitrary mapping of audio parameters, 
that may create artistic performance pieces but do not necessarily provide meaningful 
feedback to every observer or user. Interaction has demonstrated many interesting 
developments in virtual instruments and sharing of virtual musical space. A number of 
networked and standalone applications offer an array of functions for users including 
analysis, composition and performance, including some specifically designed for 
autistic users. The key features in interactive design for people on the autism spectrum 
include the use of cause-and-effect and customisation, to allow meaningful use for 
each user and their own range of abilities.  
Cymatics is a relatively unexplored means of visualising music within interactive 
applications, although its aesthetic appeal and direct relationship with sound make it 
worthy of further exploration. It is interesting to note that Cymatics is not included in 
numerous books detailing the history of Visual Music, as though it would not fit 
comfortably within a scientific or an artistic framework (Collopy, 2007).
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4 Requirements Gathering 
 
The previous chapter discussed the differing ways that sound can be visually 
represented, dependent on its intended audience and context for use. An investigation 
into cross-modal correspondences identified some common audio-visual mappings. 
However, it would be beneficial within the current research to conduct interviews 
concerning the current working practices of therapeutic music practitioners, and with 
regard to the preferences of their autistic clients. This chapter describes a preliminary 
study with music practitioners. Four interviews were conducted to address how a 
multimodal application could improve communicative behaviours of autistic users 
within music therapy sessions, and how it may improve the working practices of 
practitioners themselves. The study aimed to identify which attributes should be 





A series of interviews with therapeutic music practitioners provided a basis for the 
development of a multimodal tool. The goals of the interviews were to outline current 
practice; highlight the ways in which technology is currently used; indicate where 
potential lies for augmented working practices using new tools; and produce a 
requirements analysis for a prototype. The purpose of this study was the first pass in 
generating an initial list of requirements. These would feed into the design of a 




Therapeutic music practitioners, from both a clinical and arts-based background, were 
asked to take part in a semi-structured interview. The interviews were audio recorded 
and analysed using qualitative methods in order to identify common themes that could 
be transcribed and coded. The coded responses would aid in identification of the 
requirements of the prototype application. 




Six therapeutic music practitioners were invited to participate in the interview. Four 
agreed to take part, providing a response rate of 66%. The four interviews included 
two with clinical music therapists; one with a community music therapist (see table 2-
4); and one with the head music tutor of a charitable organisation. The clinical 
participants are qualified therapists validated by the Health and Care Professions 
Council (NHS Education for Scotland, 2014), whose aims are focused on the wellfare of 
vulnerable adults and children, including autistic clients, through music-centred 
approaches to therapy (see 2.2.1). The community music therapist (CoMT) is qualified 
in clinical therapy, but at the time of interview was working primarily with different 
groups of young adults with additional support needs, including autistic clients. The 
focus of each CoMT group session would differ, dependent on who the funders were, 
but their objectives typically included more culture-centred and context-sensitive 
activities. The music tutor is not a qualified therapist, however, had many years 
experience running improvisational therapeutic music sessions for a number of 
children and adults within a charitable organisation, Sense Scotland (2017a). Their 
aims included providing support for people with a variety of additional support needs, 
including autism, but also mirrored aspects of clinical music therapy approaches. This 
was achieved through planned programs focusing on client aims and development, 
and session review and documentation. All participants were contacted directly by the 
researcher several weeks prior to the interviews taking place to allow time for 
approval. After reading a participant information sheet, participants provided consent 
for their responses to be included in the study (Appendix B – Requirements Gathering 
Documents for Music Therapist). 
 
4.2.2 Materials  
 
The interviews took place within an environment requested by each interviewee: the 
first in the home of one practitioner; the second in a public café; and the remaining 
two within their music session rooms. A digital audio recorder was used to record the 
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interviews for later transcription and coding. Interviewees were also provided with the 
interview questions on paper for referral purposes. 
4.2.3 Design  
 
A semi-structured face-to-face interview technique was chosen to allow participants 
the opportunity to elaborate, as additional questions may have emerged from the 
dialogue between interviewer and interviewee. This provided qualitative information 
regarding the diverse nature of working with people on the autism spectrum in music 
therapy. It was considered that other methods, including surveys or structured 
interviews, would be too restrictive in their scope, as they are primarily designed to 
obtain quantitative information (DiCicco-Bloom and Crabtree, 2006). 
The interview questions were derived from previously published music therapy 
research for children with autism. Mackay et al. (2013) observe and discuss good 
practice within a number of music therapy projects for people with autism. Nordoff 
and Robbins (2014) use improvisational techniques which have been shown to be 
popular in many clinical and community-based therapy sessions. These studies 
highlight the variety of ways in which engagement can be facilitated for clients with a 
variety of needs, and were used as a basis to construct a set of general questions 
regarding current practice.  
Allen et al. (2009) discuss the importance of understanding how people with autism 
spectrum condition (ASC) experience music. It was necessary to understand how 
therapeutic music practitioners facilitated this and if that could be channelled into a 
multimodal application. Brown (1997)  questions whether there is a distinction 
between musical improvisation, as an art form, compared to clinical improvisation, as 
therapy. It was therefore relevant to discuss the importance of the personal 
relationships between therapeutic practitioner and client, including those within a 
group context. Specific questions relating to one-to-one and group sessions were 
created to address these issues.  
Multimodal technology, involving audio-visual and tangible user interfaces, has been 
used in numerous music therapy research projects for people on the autistic spectrum 
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(Villafuerte et al., 2012; Cibrian, Peña, et al., 2017; Nath and Young, 2015). However, it 
was necessary to gather information concerning the current use of technology in 
practice, and the potential for a new tool.   
The four participants were asked questions from a pool of 31 questions dependent on 
their relevance (for example, therapeutic practitioners who conducted one-to-one 
sessions were not asked about group work). Eleven questions referred to current 
general practice, their working environment, and the type of clients that they work 
with; two questions specifically related to one-to-one sessions; four questions related 
to group work; while the remaining 14 questions related to the ways technology 
currently plays a part within their practice (See Table 4-1). In addition, interviewees 
offered opinions on how improvements to their practice could be made, using a new 
audio-visual tool.  
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Current Practice General Music Therapy Questions 
1. What kind of instruments do you like to use? 
2. Do you use client’s favourite songs/tastes? 
3. How rigid are your practices with clients? 
4. How do you measure progression with a client? 
5. Do you get feedback from parents/carers or directly from clients? 
6. Do any of your clients need support during/before/after a session, either physically or to play? 
7. Do you ever use a reward system to motivate your clients? 
8. 
How long would you hope to engage with your clients, for the duration of your session, or 
would you work with your client and then take a break and go back? 
9. 
Do you try and measure communication – for example, through eye contact or through verbal 
feedback? Do you measure social interaction through turn taking? 
10. By what means do you engage with them? 
11. What level of voice do you use with the clients that you work with? 
One-to-One Sessions 
12. Do you run individual sessions and group projects? 
13. Do you aim for goals in your sessions or do you work mainly on a session-by-session basis? 
CoMT Group Sessions 
14. Can you tell me about the kinds of projects you run? 
15. Where do you hold them? 
16. How do you coordinate group sessions? 
17. What’s your preferred visual output for your clients? 
Using Technology to Augment Practice 
18. To what extent do you use technology/contemporary music production equipment? 
19. 
Have you ever used accessible interfaces or instruments like the Skoog or SoundBeam? What 
are your impressions? 
20. Previous research has mentioned cause-and-effect. Is this important to you? 
21. Do you think that having a customisable user interface for each client would be worthwhile? 
22. Do you think clients would like to be able to modify what you play? 
23. 
Do you consider privacy an important issue? For example, do you think it would be beneficial 
for the client to be able to practice something in a private ‘mode’ before sharing it publicly? 
24. Do you think a visual looping of music would be beneficial to people with ASC? 
25. Would you be happy taking time to learn new technology, if you thought it was worthwhile? 
26. Are there any features of a potential application that would make your job easier? 
27. 
Is highlighting musical structure important, for the client to predict or know where they are at 
any point in time? 
28. How best would you use the tool as you see it at the moment? 
29. Do you think you would be drawn to use a 1-user or 2-user version or both? 
30. The facility to record and play back the audio, is that something you would use? 
31. Do you think that clients would ever bring in their own objects as the means of creating sound? 
Table 4-1: Questions Posed to Practitioners 
  




The four participants were interviewed individually within their chosen environment. 
The interviews were expected to last up to an hour and varied in length between 30 
and 60 minutes, dependent on how much information each participant contributed. 
Interviews were audio recorded, transcribed, and then coded using NVivo software 
(QSR International Pty Ltd., 2018). Interviews began with questions concerning the 
nature of current practice and went on to query how technology was currently used, 
and what the advantages and disadvantages were. Questions were then posed on 
preconceived ideas about new technology and what they would like to see within a 
new real-time interactive audio-visual tool.  
Informed consent was provided by all participants as established by Edinburgh Napier 
University protocol (Appendix B – ). Participants were informed that their responses 
would remain anonymous, they did not have to answer all of the questions and that 
they could stop at any time. Permission was obtained to make use of the results within 
a thesis or associated publications.  
Coding was conducted using the transcriptions from the interviews based on a 
qualitative Grounded Theory approach (Wagner et al., 1968). Codes were allocated to 
quotations using an open approach where interpretation of quotations suggested 
appropriate codes, as opposed to pre-defining codes and assigning quotations to 
them. Following the first pass, which determined a substantial set of codes a further 
three passes merged the codes into a condensed set of seven, which were checked 
against the transcripts again for assuredness. An inter-rater reliability check was not 
necessary due to the small sample size (Armstrong et al., 1997). Table 4-2 provides an 








Code Respondents Instances % Rank 
Tailoring Sessions for Individuals or Groups 4 130 33% 1 
Existing Accessible Technology 4 84 21% 2 
Facilitating Experience with a New Tool 4 80 20% 3 
Providing a Suitable Environment 4 35 9% 4 
Expanding Communication Channels 4 33 8% 5 
Reviewing Effectiveness 4 17 4% 6 
Following Procedure 4 16 4% 7 
Table 4-2: Codes resulting from transcribed terms 
The number of instances of interpreted quotations for each interviewee was noted and 
the list was ranked according to frequency. Tailoring Sessions for Individuals or Groups 
was the predominant code, with respondents commenting on accommodating the 
individual needs of clients. Typical comments referred to empowering clients with 
choice, allowing them person agency, and to use the skills and abilities of clients to 
drive music sessions.    
The code Existing Accessible Technology was ranked second, and gathered opinions on 
customisable technology currently in use by clients and practitioners. It included 
references to related hardware and software being increasingly used within 
therapeutic music sessions, and their levels of perceived success for autistic users. For 
example, iPad (Apple, 2019) applications, Soundbeam (2018), and Skoog (SkoogMusic, 
2018).  
The third ranked code, Facilitating Experience with a New Tool, expressed interviewees 
opinions concerning the potential use of new technology to facilitate innovative 
experiences for people with autism. This included phrases related to enabling novel 
experience, and how this could encourage exploration and increased levels of 
confidence.   
Providing a Suitable Environment was ranked fourth, and was applied to feedback 
regarding the creation of safe and comfortable spaces for clients to express 
themselves freely. Interviewee comments typically referred to available time for client 
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development and suitable physical spaces, where relationships could be built as a basis 
for positive therapeutic outcomes.  
The fifth ranked code, Expanding Communication Channels, detailed measurable 
increases in client interaction through musical improvisation, vocalisation, eye-contact, 
turn-taking, or social interaction with peers. References were made to the ways in 
which music is used as a means of communication, and facilitating clients’ expressions 
through that channel.  
The sixth ranked code, Reviewing Effectiveness, referred to iterative processes of 
recording, evaluating, reviewing, and formulation of client and practitioner goals. 
Respondents commented on the importance of feedback, and of sharing opinion and 
experiences with all stakeholders.     
The seventh code, Following Procedure, referred to procedures used to record and 
evaluate the progress of clients for effective treatment. Phrases were mentioned 
relating to the use of review meetings and reports for public or private funding bodies.      
The seven derived codes were split into two main groups - Current Practice, and Using 
Technology to Augment Practice. The code descriptions are described below (Table 
4-3) followed by detailed findings from the transcripts.  
 
Group Code Description 
Current 
Practice 
Providing a Suitable 
Environment 
Creating a safe and comfortable space where clients can 




A measurable increase in the amount of time a client interacts 
through: musical improvisation; vocalisation; eye-contact; 
turn-taking; or social interaction with peers 
Tailoring Sessions for 
Individuals or Groups 
Due to the varying needs of clients on the autistic spectrum, 
each session has to be customised to accommodate the 
individual or group 
Following Procedure 
Strict procedures are used to record and evaluate the 
progress of clients for effective treatment 
Reviewing 
Effectiveness 
An iterative process of recording, evaluating, reviewing and of 









Opinions on current technology that can be customised for 
individual clients or groups 
Facilitating Experience 
with a New Tool 
Opinions on how novel experience can be created for people 
on the autism spectrum through innovative technology 
Table 4-3: Code Descriptions 
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(Key - E1, E2, E3, E4: Expert 1, 2, 3, 4 transcripts) 
Current Practice 
Providing a Suitable Environment - Creating a safe and comfortable space where clients 
can freely express themselves. 
It is important within therapeutic music sessions to create a comfortable space for 
clients to be able to express themselves. From the practitioner’s perspective, this 
allows an accurate evaluation of the client before being able to decide on what the 
aims of the sessions will be – ‘Normally we have six to eight weeks’ (E1). The length of 
time it takes depends on the individual and their needs – ‘for other people it can take 
longer’ (E1). Therapists indicated that support is provided to those who need it in 
terms of both physical support, by additional staff, and mental encouragement, 
provided by the therapist – ‘for the people who are less able, just to give them the 
attention and support’ (E1) – ‘If we can build up a relationship in that kind of safe 
environment, people start to develop that openness to engage and explore.’ (E4). 
Therapists implied familiarity and predictability within sessions helped to create a safe 
environment for autistic clients – ‘Normally the sessions are structured’ (E1). They 
identified certain objects which can be used to symbolise the different elements of 
that structured session – ‘quite often I might use a singing bowl for the goodbye song’ 
(E1).  
Practitioners reported that group work within sessions is dependent on the suitability 
of available space – ‘we lack the space’ (E2). The environment, it is indicated, 
determined the type of interaction that was appropriate which also included the 
amount of support required. Practitioners noted as a general rule, there were always 
two leaders in a group scenario – ‘I tend to try and work on a model of always having 
two leaders’ (E3). 
For community music therapy (CoMT) sessions, practitioners reported that there has 
to be support to aid in the organisation and leadership of a group, which can also be 
useful in the event of taking appropriate action in unplanned or dangerous 
circumstances – ‘if somebody turns up and they are drunk or have been using 
substances, …what do you do?’ (E3). However, the therapist implied there is generally 
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support for individuals who need assistance within a group – ‘the support was 
incredible’ (E3). 
Expanding Communication Channels - A measurable increase in the amount of time a 
client interacts through: musical improvisation; vocalisation; eye-contact; turn-taking; 
or social interaction with peers. 
Interviewees reported that clinical one-to-one sessions are very confidential – ‘privacy 
is hugely important to what we do’ (E1) – and are based on an open channel of 
communication between the therapist and the client where a relationship of trust 
needs to be built. Therapists identified musical improvisation as a good way to open 
communication channels as it can create a non-verbal back-and-forth conversation – 
‘[music] can be a very conversational way of clients interacting with each other and 
with me’ (E1). Respondents implied that this communication was the basis for 
behavioural change, however, the therapy itself was a non-behavioural approach 
where the client could express themselves, allowing them the freedom to evolve and 
learn – ‘Whatever’s happening in the music is how the person is’ (E2). 
Clinical therapists reported they generally have one-to-one sessions with clients but 
occasionally have small sized groups which focus on social interaction as a group aim – 
‘I think generally to give people the support and attention that they need. That’s one 
of the reasons we limit numbers a little bit’ (E1). They mentioned that clinical therapy 
allocates time to make the client feel comfortable before deciding on what the aims 
should be – ‘[it] gives me time to get to know the client and them time to get to know 
me’ (E1). Therapists reported that by lengthening musical participation over a period 
of time, they could concentrate on developing other communication-based aims - ‘So 
[by] increasing interaction we can focus on the length of time that people participate 
in an activity or are really engaged in music’ (E1). The therapist pointed out that this 
included ‘using music to motivate movement, trying to increase whatever vocalisations 
the client has, working on social interaction, eye contact, and turn-taking’ (E1).  
Interviewees mentioned that successful therapy does not focus on musical dexterity 
but rather on using music as a medium – ‘music therapy isn’t so much about 
developing musical skills, but using music as a form of communication’ (E1) – ‘I think 
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the best instruments really are the body and the voice’ (E4). Some therapists were thus 
reluctant to bring in technology for fear of distraction and breaking communication 
channels – ‘taking it away and communicating with a computer is a bit different from 
what I would be aiming to do’ (E1). Respondents commented that most of the sessions 
involve musical improvisation rather than using other people’s songs, as it is the 
expression of the client that is the key to communication within the session – 
‘Generally, music comes from the clients … If nothing’s going on, then I might bring in a 
song just as a suggestion and then see what happens’ (E1). Being flexible was essential 
from the therapist’s point of view to open up potential communication channels – ‘just 
to offer something different, we may take a very familiar song and start to change it 
within the music … we can be flexible, we can learn that playfulness’ (E2).  
The immediacy of the musical channel of communication allowed therapists to gauge 
what the clients tastes were, as well as talking to family – ‘really it’s about that 
immediate interaction between therapist and client, and very often we’ll get to know a 
client’s taste, either what they spontaneously bring in the session or through 
contacting their families’ (E2). However, therapists noted it could be necessary to 
gently change any repetitive behaviour for developmental purposes – ‘they may want 
to sing the same song over and over again, and so we may look to interrupt that 
sensitively’ (E2). Therapists identified setting up a communication channel between 
family and therapist helps create a bigger picture of what is going on within the 
sessions and how that affects life at home – ‘to find out how that’s impacting the client 
on the outside of the session’ (E1).  
Away from the sessions themselves, one respondent noted that the sustainability of 
the sessions is checked with home life – ‘And what’s the effect after the sessions, what 
happens the hour after the session? We may be looking into that as well’ (E2). They 
indicated that the clients also fed back if they are able to help improve experience – 
‘Yes we do, if the clients are able to … people who can’t necessarily verbalise 
experience but they can indicate in other ways they’re experiencing and what they 
think about the therapy’ (E2).  
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In CoMT, the therapist noted one challenge in communication was being flexible and 
accommodating enough to include all participants in a fun and stimulating way – ‘I find 
the challenges of how do you enable a group of clients, whatever their background is, 
how can you make them appreciate playing music together? ... I find that music is 
really, really fun … really amazing thing, particularly in a therapeutic context’ (E3). As a 
CoMT leader, they signified it was vital to give the group themselves control over the 
direction of the session, which was sometimes necessary with a little help – ‘I’m very 
keen to make the group lead, to give that sense of ownership’ – ‘they don’t have an 
idea because they perhaps don’t know how to have an idea … “well I tell you what, 
we’ll try a few things, and you can say what you like”, and then we’ll take it from there’ 
(E3). They suggested empowering the clients instilled a desire to do and learn more – 
‘hopefully you’ll leave people with a skill and an interest and a desire to go forward’ 
(E3). 
Tailoring Sessions for Individual or Group Needs - Due to the varying needs of clients on 
the autistic spectrum, each session has to be customised to accommodate the 
individual or group. 
Music therapists reported that they work with a wide variety of disabilities and with 
clients who may have complex needs – ‘the youngest client I work with is three and 
the oldest is ninety-six’ (E1). Consequently, goals of a session varied, whether clinical 
or community-based – ‘Some of the goals will take a lot longer to achieve than others’ 
(E1).   
Two practitioners indicated that part of their role included being sensitive and 
responding to their clients’ emotional being in order to facilitate the best experience 
for them, and empower the client to facilitate growth – ‘it would depend on what they 
do at the beginning of the session, if it feels like they need maybe a little bit of 
encouragement or support, I might start to play something and see how they respond 
to that’ (E1) – ‘So ideally I like to start with taster sessions for that individual…on a 
one-to-one basis and then really allow that person agency in the situation’ (E4). 
The interviewees indicated that any type of change within the therapeutic 
environment has to be incremental and flexible to allow the client the time to adapt to 
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new experience and feel in control – ‘let’s try to find a very gentle way in’ (E2) – ‘just 
building a bit more and more and more’ (E2). The therapist suggested for some autistic 
people, if they understand changes they can make in a music therapy session, they 
could apply it to other aspects of their life - ‘they’re looking to control their world’ (E2) 
– ‘well, I can change in this scenario maybe I can try changing in that’ (E2) - ‘I want that 
person to actually feel some sort of control in the setting’ (E4). 
A clinical therapist referred to the majority of sessions typically using traditional 
acoustic instruments, like guitar, voice, and ‘lots of different types of drums’ (E1), 
implying these instruments are easily accessible. However, participants also reported 
they found there is growth in the use of technology with electronic devices becoming 
more popular – ‘We’re using more electronic instruments, but generally acoustic’ (E2). 
Historically, some therapists have used assistive technology like SoundBeam, while 
more recently some clients have brought in tablet computers with a variety of 
applications that use sound effects or a variety of instrumental sounds – ‘We are using 
GarageBand through the iPads and all of us use that’ (E2).  
Regardless of available resources, therapists identified that it was important to 
encourage and facilitate what skills and abilities the client had, and not to help them 
too much – ‘it’s empowering that person with the choice’ (E3). They implied 
technology is useful in that respect, for example, the iPad (Apple, 2019) can allow 
experiences that do not demand complete dexterity – ‘an iPad is really useful for 
clients who have limited physical mobility’ (E2). Practitioners within this study 
suggested that clients should be encouraged to create music themselves. In terms of 
what to play, improvisation of new music was preferable to learning another artist’s 
music as it belonged to the participants, and they could not make a mistake, thus 
increasing self-confidence – ‘the experience of being able to listen back to whatever it 
is, the instruments you’ve chosen, your own voice, your own words, your own melody, 
whatever it is, can be really exciting’ (E3) – ‘I think that might be a big part of the 
therapy in making choices and for the client to feel they have ownership over that’ (E2) 
– ‘But it’s about the dynamic of allowing that person agency so they’re able to lead and 
it becomes reciprocal so that they’re then able to listen and share the space and have 
that exchange of ideas’ (E4).  
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Respondents signified enabling client choice was very important, especially as it may 
be one of the few times that institutionalised people get to make choices – ‘I see 
clients who are very angry about the way they are institutionalised … to be able to 
enable them to say “oh yes, actually, I want to play this one not that one”, it really will 
open them up’ (E3). Indeed, clinical therapists suggested working within your own 
musical context was more stimulating and created a higher level of ownership – ‘[the] 
main thing we do with any of our work that clients are empowered to create their own 
sounds and control their own sounds and that the therapist is then responding to that’ 
(E2), whilst CoMT’s recognised the importance of giving an individual or group a sense 
of ownership to lead what that group activity will be - ‘I’m very keen to make the 
group lead’ (E3). Practitioners recognised that making decisions can be difficult when 
clients do not know what they want, if they have not had that opportunity throughout 
their lives for whatever reason – ‘if you work with marginalised young people, they 
might not necessarily know what the options are’ (E3). The therapist added that it may 
therefore be necessary to provide options for them, again gently leading them, but 
ultimately letting them decide – ‘discovering the things that they didn’t know that they 
liked’ (E3). 
It was reported by E3 that technology could be a useful tool within group music 
therapy, provided the group understood clearly what it was that the technology did – ‘I 
remember going to a really riotous youth group, and the young people instantly 
understood how it worked’. Similarly, another therapist noted within a one-to-one 
session, technology should facilitate the experience for the client of creating sounds by 
themselves – ‘they’re still getting that experience of creating that sound’ (E2).  
Practitioners described seeing a camera as another tool for use in CoMT sessions for 
people who were more visually driven – ‘”I’m not that interested in playing the guitar, 
but pointing a camera is fun”, it’s another tool to offer’ (E3). They added that video 
could also be useful for simple, but effective, animation that demonstrated cause-and-
effect – ‘the simplicity of taking images and viewing them back in rapid succession, 
there was again that cause-and-effect’ (E3).  
J J McGowan 4: Requirements Gathering 142 
 
If sharing visual information within a group scenario, some practitioners suggested the 
use of a projector was a better way to do so if the resources were available – ‘even if 
your video projector is just showing what your laptop is doing it’s just, “here’s Ableton 
Live on a big screen”, people can see it a bit clearer. That’s better’ (E3).  
Practitioners have suggested that using elements of nature as inspiration could elevate 
group projects in the visual realm – ‘it had that ‘wow’ factor… [I] photographed some 
roses … then we made cut-out butterflies, and then we did the butterflies flying onto 
the roses … I mean all of us actually, it didn’t matter if you had learning difficulties, we 
all thought it was magical’ (E3). 
Overall, practitioners indicated a passion for the value of music in a therapeutic 
context, as they could see music as a fun activity that could change lives in a positive 
and therapeutic way and they constantly looked for ways to achieve that – ‘it can 
really, really change people’s lives’ (E3). 
Following Procedure - Strict procedures are used to record and evaluate the progress of 
clients for effective treatment. 
Therapists recognised strict procedures for recording and evaluating the progress of 
clients within clinical music therapy - ‘Every single session we have to write up notes, 
and then the council, they have annual review meetings for clients’ (E1). They referred 
to a constant cycle of recording, evaluating and reviewing as much information as 
possible to build an accurate picture of the client for effective treatment - ‘we 
establish aims and the bulk of the therapy works starts after that’ (E1) (see also 
Reviewing Effectiveness). In addition, clinical therapists mentioned thorough reviews 
and recording processes were needed to follow client progress and to feedback to the 
clients themselves, family and the appropriate funding authority – ‘the council, they 
have annual review meetings for clients, and so I normally submit a report for that’ 
(E1). Participants also pointed out there are confidentiality restrictions to be taken into 
account for the sake of the client, so reports could be restrictive – ‘there’s the element 
of confidentiality for the client so I can’t disclose things that would not feel right to 
disclose if things come up in sessions – reports can be a bit difficult sometimes’ (E1). 
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Community music therapists indicated their work was not as goal oriented as clinical 
music therapy due to the nature of funding, which came from a variety of sources – 
‘we sourced funding through Creative Scotland’s youth music initiative strand to work 
with young people’ - ‘it was funding specific’ (E3). Consequently, groups that 
benefitted from funded projects varied, dependent on who the funding body was, 
what the aims of the project were and what resources were available – ‘based on what 
the project is, what the budget is’ (E3).  
Reviewing Effectiveness - An iterative process of recording, evaluating, reviewing and 
of formulating new goals, from both a therapist’s and a client’s perspective. 
Therapists commented that the clinical review process aimed to check on the impact 
of the sessions on the client in the outside world via feedback from family, carers and 
the clients themselves – ‘it’s really important to feed back and let people know what it 
is we’re achieving’ (E1). They inferred a dynamic, constantly evolving process of 
recording, evaluation, review and of formulating new goals – ‘we’re constantly 
evaluating what went on, what the relationship is like, what are our own experiences 
of that person’ (E2). They suggested a greater number of opinions created a better 
impression and thus a more informed guidance for relevant therapy – ‘getting 
feedback from anyone either involved in the sessions’ (E2).  
Community music therapy leaders mentioned trying to consider the longer-term 
benefits of their current projects – ‘Something that we do try and think about is 
sustainability of things’ (E3) - but suggested that what could be achieved in a short 
space of time may not have always had a lasting effect – ‘Whilst they might get a lot 
out of playing music in a supportive environment, that doesn’t necessarily mean that 
their illness is going to disappear’ (E3). They implied maximising the effectiveness of 
the project became more important than administrative evaluation, as group sessions 
may not have the same sustainability that focussed individual sessions have – ‘you 
might not be able to identify what those really precise outcomes are until you’ve done 
it’ (E3). Consequently, there was not the same demand for paper based evaluation in 
CoMT – ‘what’s my funder looking for? My funder might just be saying, “can you get 20 
people to turn up over the course of x number of sessions?’’’ (E3). However, CoMT’s 
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noted the importance of analysis and report writing could be a valuable means of 
securing future funding, even if the current funder did not require it – ‘look at this 
analysis of my project, by recording this kind of data we can really track how each 
participant and how the project as a whole has succeeded’ (E3). 
One therapist commented, that from the clients’ point of view, recording and 
reviewing sessions within a group could be as rewarding a process as performing in 
front of an audience – ‘that for me is as good an act of participation as is doing a 
performance’ (E3) - and depending on the comfort level of the participants, could be 
less stressful – ‘if you’ve got a group who, perhaps the goal is just to encourage them 
to turn up six times, and that in itself would be a success’ (E3). Another therapist 
mentioned, alternatively, that the use of video could be a useful way of reviewing the 
progress of clients – ‘we’re always monitoring the work to see if any of those aims 
need to change’ (E2) - ‘…often video can be a great evaluative tool because then you 
can see…that period of time when that person was engaged or that person lost 
engagement, that person vocalised, or there was a fleeting response. And then you’re 
able to measure that against session two, and session three, and session four’ (E4). 
 
Using Technology to Augment Practice 
Existing Accessible Technology - Opinions on current technology that can be 
customised for individual clients or groups.  
Therapists reported that they found the use of technology was on the increase due to 
accessibility of applications on the iPad and mobile technology – ‘We’re using more 
technology, like SoundBeam, we use iPad apps’ (E2). Some therapists used more in-
depth music production tools too – ‘GarageBand (Apple Inc., 2018), I really like it, 
that’s been great for a lot of my clients own abilities’ (E2). One of the most important 
factors mentioned by therapists in a useable tool was cause-and-effect – ‘the client is 
able to make the connection that what they are doing has a visual effect somewhere 
else’ (E2). Therapists commented that this led to an understanding for autistic people, 
creating empowerment and control – ‘clients are empowered to create their own 
sounds and control their own sounds’ (E2). They continued to infer that ownership 
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encouraged confidence in clients – ‘[A] big part of the therapy is making choices and 
for the client to feel they have ownership over that’ (E2). They suggested enabling 
choice was important for the user as it could build confidence and feelings of control, 
an attribute generally lacking in people with autism – ‘enabling the client to make a 
choice I think is really important’ (E3). 
Moreover, some practitioners noted that the immediacy of an application could be of 
interest for autistic people – ‘the participants understood the cause-and-effect within 
music technology as instantly as they did that you know you’ve got to hit a drum with a 
stick to make a noise … cause-and-effect is very important for me’ (E3). They suggested 
some applications that attempted to do this failed, because poor design did not reflect 
a clear cause-and-effect principle, regardless of how fun the app was – ‘you just feel 
like you’re hitting random things and it changes’ (E2). One therapist noted an example 
of a popular and well-designed application, Loopseque for Kids (Loopseque, 2012). 
They pointed out its ease of use, simple aesthetic and interactivity – ‘this is really nice 
because this is super user friendly. There’s not a lot of variation in what it does … it’s a 
nice visual one’ (E2). The therapist mentioned one autistic user who commented that 
they enjoyed matching up elements and creating their own patterns that synchronised 
with the music – ‘[They said] I like making the patterns myself, I like looking at the 
patterns’ (E2). The client inferred there was logic between the music and visuals that 
appealed, as well as being fun to use.  
Other practitioners also mentioned autistic clients who reacted very positively to 
simple cause-and-effect scenarios that triggered off different sound effects – ‘she was 
just there pushing all of these buttons, and again, it was the cause-and-effect of it was 
amazing’(E3) – ‘I have a man that I work with who is on the autistic spectrum and he 
loves the sound effects, he gets very drawn into the sound effects that range from like 
animal noises to water sounds to clapping to drum beats and things’ (E1). 
The interviewees indicated that simple music technology apps were popular and 
encouraged exploration of musical styles as long as the interface was easily accessible 
and understandable by the users – ‘there’s so much you can do with it’ (E2). However, 
participants pointed out that too much functionality could also be intimidating – 
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‘sometimes overwhelming for some folks’ (E2). They suggested, it was best to keep the 
design simple.  
Additionally, practitioners proposed that music technology could be exciting for small 
groups in creating more complex music – ‘music technology can enable a small number 
of people to create really complex and exciting bits of recorded music’ (E3). They 
mentioned that Launchpad (Novation, 2018) in particular was very useful, as it 
provided immediate feedback, clear cause-and-effect, and facilitated accessible 
opportunities to experiment with musical loops – ‘it was one of the first times where 
the participants understood the cause-and-effect within music technology as instantly 
as they did’ (E3).  
There appeared to be an interest from therapists in using electronic music looping for 
some clients – ‘I haven’t used a loop station but I can imagine being really good fun 
and really useful for some clients’ (E1) – while other therapists already used apps with 
audio-visual looping capabilities – referring to Thumbjam (Sonosaurus LLC, 2017) - 
‘that one is really cool … I’m using this one with some of my young clients’ (E2)’ - ‘Yes, 
I’ve used one through a couple of iPad apps that have them, and they can be fun’ (E2).  
One therapist inferred that sampling video could also be effective for clients, especially 
if the technology offered the flexibility to try new things -, ‘you do a little video, a vine 
video, and you can set sound to it’ (E2), ‘I think for some people they’re just visual 
people and that might enhance their musical experience. Yeah, it would be fun to be 
able to play with a little bit more’ (E2). The therapist here referred to audio-video 
sampling as a novel way to create loops, employed via an application called Madpad 
(Kruge and Wang, 2011). 
Practitioners referred to tablet computers which allowed access for people with 
limited physical mobility. This in turn facilitated experiences with musical sounds they 
would not be able to create with the real instrument – ‘we want it to be an accessible 
interface that someone can play the notes of a guitar if they only have this kind of 
motion with their hand but they couldn’t normally do with a real guitar’ (E2). They also 
indicated it was advantageous to play accessible instruments that encouraged sharing 
and communication within group sessions – ‘We don’t tend to use things that only one 
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person can play, say like a flute, because then we can’t share it’ (E2). However, they 
mentioned tangible user interfaces can be more appealing – ‘the Tenori-On (SOS, 
2008) software on an iPad isn’t half as good, because you can’t feel it, it doesn’t have 
that tactility’ (E3). They inferred this was an important element in understanding a 
client’s sense of agency – ‘I like the idea of the Skoog because it’s this tactile thing’ 
(E3). This was evident in some therapist’s opinions of SoundBeam (2018) technology. 
They suggested that the concept was a good idea, but it failed with respect to obvious 
cause-and-effect, in that the lack of tactility meant that separate demarcated spaces 
would have to be created for each beam to be effective – ‘[my own kids] were running 
up and down this line trying to break all the sound beams, but they didn’t understand 
what sounds they were creating … I don’t think it works in terms of cause-and-effect’ 
(E3). They went on to say that even through training, it failed to be user friendly, 
however there remained potential for a great idea – ‘The software’s terrible! Really 
clunky!’ (E3).  
One participant specified that having a simple way to set up any technological tool was 
desirable for a therapist – ‘My main concern, as a bit of a technophobe, is that it is 
super easy to do’ (E2). They favoured apps that tended to be clear and simple in their 
functionality, whilst being visual and interactive – ‘not a lot of variation in what it does’ 
– ‘[it was a] nice little interactive one’ (E2). Another attractive feature, from a 
therapist’s point of view, is making the apps affordable as funding is scarce – ‘I’m 
trying to get more for my money’ (E2). 
One therapist pointed out that the fundamentals of accessible technology should be 
the augmentation of human expression – ‘the roots of what we’re doing here, it’s all 
about human expression’ (E4).  
Facilitating Experience with a New Tool - Opinions on how novel experience can be 
created for people on the autism spectrum through innovative technology. 
Practitioners suggested that a client’s musical communication was a reflection of the 
client themselves, so enabling exploration and change within music could affect other 
areas of their life – ‘Whatever’s happening in the music is how the person is. You 
know, they’re maybe going to be the same in a music therapy session as they are in 
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everyday life, and these experiences can help them find – “well, I can change in this 
scenario maybe I can try changing in that”’ (E2). They continued to indicate a tool that 
enabled clients to experience something new within themselves could have a positive 
knock-on effect – ‘trying to offer something different and enable clients to have a 
different experience of themselves, to be able to do something new, even in that 
instance, if I can do X that’s a little bit different when I normally would, then that can 
be a positive experience’ (E2). Another therapist indicated that a prototype tool could 
aid in this respect – ‘the way that you’re able to visualise, and somebody’s able to get a 
kind of representation of their voice in a sense … they could use it on their own terms. 
[If] it’s not too prescriptive and it’s not too rigid’ (E4). 
Therapists recognised an important aspect of their work was empowering the client to 
make their own choices. However, it was the therapist who managed that choice-
making decision and when it would be appropriate for the client to do so regarding use 
of a new tool – ‘I think the control, to have it in the therapist’s hands but then to have 
the option, if it’s appropriate, and you know your client – say they can handle this, so 
then give them the control as well’ (E2). Therapists pointed out praise and reward 
systems do not allow clients to help themselves, and implied that a privacy mode 
within a new tool would make the client more isolated rather than encourage 
communication – ‘it’s about their experience … I wouldn’t use a reward system’ – ‘I 
haven’t ever had a time when I’ve felt like the client needs to have time on their own 
to do things on their own’ (E1). 
Therapists expressed interest in a new tool through exploring the idea of providing a 
number of choices for the client to alter the audio or the visual content in real time. 
When asked about the possibility of customising shape, colour, brightness and scale 
for users, the therapist responded ‘I think yes, all these things, if we can make it as 
personal as possible’ (E2). Practitioners encouraged the idea of making augmentative 
tools personal, and commented that the ability to customise attributes like colour 
would be positive – ‘If there could be an option for choices … say a colour … then that 
could be pretty useful’ (E1) – ‘[I would like] that you really make it user friendly so that 
person has as much control as possible. Whether that’s patterns they’re triggering or 
the colour palette’ (E4). 
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Practitioners proposed, that for choice, the same could be said for cultural or 
psychological reasons – ‘I’ve met young people who … wouldn’t play a drum kit, 
because the drum kit was green. And in the west of Scotland a green drum kit or a blue 
drum kit, for obvious reasons, can be a turnoff. So I think actually, that would be really 
important for me, yes, to be able to allow them to make choices for lots of different 
reasons’ (E3). 
One participant highlighted the importance of sensory integration for a potential new 
tool, for their clients to experience some sense of meaning from their own musical 
output – ‘sensory integration is so essential for a lot of the people we work with 
because it’s making sense of that sound … [If] you’re able to visualise, and somebody’s 
able to get a kind of representation of their voice in a sense … is amazing’ (E4). One 
therapist suggested using clients’ personal objects as a means to create sound, which 
could be an interesting way of expressing themselves – ‘manipulating sounds or 
exploring music, expressing through their personal object, then could be really 
interesting and fruitful, and unexplored’ (E4). 
Interviewees indicated the importance of enabling their clients to represent sound as a 
shape of their choosing – ‘[I] want to have different shapes and different colours, 
because then I really understand it better’ (E3) - or in whichever way was familiar to 
them – ‘that would be really interesting if it had the capacity to implement whatever 
the person uses, you know if they use a pax notation system’ (E2). Practitioners 
requested the capacity to be able to choose whether the whole sound was 
represented or the independent sounds that contributed to the music – ‘I think it’s 
good to break down those elements’ (E3).  
The interviewees have identified an interest in providing clients with the ability to 
change what the therapist (or leader) played, perhaps through the use of knobs or 
sliders – ‘I like the idea of saying ‘right, this is your filter here, and this is something 
else, well I can play and you can really change that’ (E3). The practitioners again 
referred to how cause-and-effect would be emphasised, as would interaction – ‘I think 
that would be really interesting, like something happens and the client is actively 
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changing the colour, or actively changing [something else] … yeah, and that’s another 
way they might be involved’ (E3).  
The interviewees queried whether visual representation of sound should allow the 
user to be able to choose which instruments are being represented – ‘is [a new tool] 
responding to the entire frequency mix of the whole song or is it specific instruments? 
… I think that we need to break it down’ (E3). They implied that this could include the 
ability to represent multiple layered sounds – ‘I just want to see one pattern for the 
whole thing’ (E3). The community music therapist pointed out in a group scenario, 
each individual should be able to identify their own contribution on screen – ‘you 
should be able to differentiate’ (E3).  
From a teaching perspective, therapists indicated an interest in using a new tool as a 
means to teach and learn musical skills and theory – ‘Whereas I’m not a music teacher 
so that’s not the goal, but if we can communicate better by knowing what we’re all 
talking about’ (E2). Musical notation using colour and shape could also be a useful 
learning tool for non-musicians. Therapists noted it could improve communications 
between client and therapist for more productive sessions – ‘Figure notes 
(FigurenotesGlobal Ltd., 2018) … that’s a really cool system that makes musical 
notation instantly accessible’ (E2).  The therapist referred to an accessible audio-visual 
system that employs colour and shape to represent specific notes – ‘it’s basically a 
colour coded musical notation system’ (E2). Therapists commented it was designed to 
make music easier to understand for non-musicians, and they implied that similar 
systems could be useful – ‘I think for some people they’re just visual people and that 
might enhance their musical experience. Yeah, it would be fun to be able to play with a 
little bit more’ (E2).  
Similar to visual scores, participants implied a new tool that visually indicated musical 
sections for improvisation, or as a cue, could enhance musical experience for some 
people – ‘There’s a lot of people who use visual scores, you could use that in 
improvisation’ (E3) – ‘so yeah, I think for some people they’re just visual people and 
that might enhance their musical experience’ (E2). Therapists noted, however, that any 
music technology should not distract from the experience of playing music – some 
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clients could become fixated with distractors – ‘But then the flipside of that is for some 
clients they may fixate on that’ (E2).  
Interviewees mentioned that as time and resources were precious, there were 
potential restrictions in the adoption of new tools - ‘Potential restrictions could be 
cost’ (E1). Therapists also expressed concern over learning new technology that was 
complicated and time consuming – ‘we don’t have a lot of time before and after … it 
has to be very user friendly’ (E2) - although they were happy to do so if they thought it 
worthwhile for their clients – ‘I would be willing to put time in if I thought it was going 
to be beneficial’ (E1).  
Other therapist suggestions have included segregation of files, for individual therapists 
and their associated clients for security whilst maintaining accessibility. They indicated 
the desire to be able to reach what they needed quickly, but without having to search 
through their colleagues’ files in the process – ‘so that CM can’t see all the things that 
MD has done, but you can easily get to CM’s things’ (E2). Practitioners also suggested 
facilitating single and multiple user versions of the prototype – ‘I can think of initially, a 
single user usage, and then it could be then the development of that is that person 
then becomes more open to sharing that with somebody else, it becomes more a 
shared activity than just a solitary activity’ (E4). Additional proposals from practitioners 
included the ability to record and playback audio-visual session work – ‘it’s really 
meaningful to capture that experience or that memory and be able to record an event 
and play that back, and then that becomes really imbedded in that person that that’s 
something they have created’ (E4). Moreover, this functionality could lead to an 
improved sense of agency through the ability to recognise their own expressiveness – 
‘that can lead the whole series of really positive responses … reinforcing personal 
identity’ (E4). 
Overall, participants implied that a new audio-visual tool might make the job of a 
therapist more transparent to the client – ‘I don’t know if it would make it easier, but it 
would make it more understandable’ (E3). Ideally, some participants saw a new tool as 
a response mechanism to what would be happening in real time, again in a cause-and-
effect way – ‘I mean I see this as being, it’s a visual response to what’s happening 
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immediately in real time’ (E3). One therapist mentioned that visual feedback on 
vocalisation could be a powerful tool for some clients – ‘I mentioned before about the 
man who has locked-in syndrome, and having a visual representation of his voice and 
to be able to control that, for him could be incredibly powerful’ (E1) – implying 
interactive changes in timbre and frequency might be a useful tool. 
One therapist identified a stimulation factor involved in the synchronisation of audio 
and visual content, in the same way that concerts or clubs can be entertaining. They 
recognised that by combining original music with original visuals, it could be an 
exciting combination yet to be tested within therapy – ‘there’s the possibility of a 
‘wow’ factor with the combination of audio-visual … if you think of going into that 
immersive environment, flashing lights synchronising with the music, it really adds to 
the excitement of it. So I think from that point of view it can have more of an impact.’ 
(E3). 
Participants had been shown a number of previous audio-visualisations prior to the 
interviews, including Cymatic images, regarding the literature within the current 
research. Some practitioners were interested in the organic nature of Cymatic shapes 
in terms of their visual appeal – ‘it’s not an area I know lots about. But I thought, ah 
would that be accessible for that specific person? There were some people I thought 
who would really engage with Cymatics set-up straight away’ (E4) - ‘The thing that I 
liked about the video that I saw was that there was this kind of sense of organic shape, 
but it was interesting to look at, but there was also the symmetry that was intriguing’ 
(E2). The participant refers to the author’s short film, Holographic Music (Figure 4-1). 
Figure 4-1: Screenshot from Holographic Music, an animated simulation of Cymatics 
(McGowan, 2014)  




For each of the seven codes, a number of discussion points have been noted. Table 4-4 
provides a summary overview of the results from the music therapist interviews for 
each of the coded sections. The overview presents a list of requirements for a 
prototype audio-visual application, in particular the findings for ‘existing accessible 
technology’ and ‘facilitating experience with a new tool’.  
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Clients need comfortable spaces to express themselves 
Environment determines type of possible interaction – group work would 




Musical improvisation considered good for developing communication – 
used as basis for behavioural change 
Music used to motivate movement, increase vocalisations, social 
interaction, eye-contact, turn-taking 
Good therapy does not focus on musical skill but developing each client’s 




Enabling client choice is key - important to give clients a sense of 
ownership for independence 
Takes time for individual development 
Sharing of resources useful for therapist and clients, or for groups 





Maintain confidentiality and pace the sessions appropriately 
Important to feed back to clients, families, and to authorities on projects  




Application needs to be accessible and easy to use 
Clients becoming increasingly familiar with technology 
Cause-and-effect applications useful for autism 
Useable applications have good use of visual stimuli – colour, patterns, 
and allow selection of audio stimuli – acoustic and electronic 
Ability to connect with existing technologies good for accessibility 
Tangible interfaces better than touchscreens for touch and sharing 
Facilitating 
experience with 
a new tool 
Should augment human expression (for example, visualising voice in real 
time), reflect clients’ emotions, not be prescriptive, be flexible, be fun 
Should not disrupt current music therapist practice 
Provide choice through colour, brightness, scale, shape  
Could help teach simple musical theory through shape and colour 
Recording and playing back session work good for feedback 
Using elements of nature seems to inspire clients - symmetry and organic 
nature of Cymatics considered appealing 
Table 4-4: Overview of the interview findings 
 
The interviewees reported that clients needed to feel comfortable in a music therapy 
space before any kind of meaningful communication could take place and be 
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developed. They suggested that this included being familiar with the practitioners 
themselves, the room, and the equipment that they used. They identified that 
repetition and session structure helped in that respect, so that there was a level of 
predictability to clients’ routines. Initial sessions tended to identify what the aims of 
the remaining sessions would be, as they were a means to identify what the client’s 
needs were. This suggests that a series of baselines sessions be incorporated into any 
future study, which has been identified as common practice in music therapy research, 
before the introduction of an intervention (Kern et al., 2007; Villafuerte et al., 2012; 
Edgerton, 1994a). This would allow analysis of each client’s needs and an appropriate 
plan for the introduction of an intervention.  
The practitioners implied that a new tool would have to be flexible enough for use 
within an individual or group scenario, provided there was a shared screen or 
projector. This also implies a shared means of inputting sound for visual feedback. 
They commented that community-based music therapy could be less controlled, as 
projects were dependent on available funding, which could determine the amount of 
available support staff. A staffing shortfall suggests that this could be unsuitable as a 
basis for a series of controlled sessions, with one-to-one sessions being more 
favourable for a prototype application.  
The interviews highlighted the level of personal tailoring for individuals within each 
session, indicating a need for customisable technology, which could be facilitated by 
designing a number of user controls including colour and shape selection. A 
customisable interface may address interviewees’ comments on the significance of 
ownership and control for clients with autism, which they indicated was key for 
developing independence. Interviewees implied that a lack of dexterity or musical skill 
should not disadvantage one client over another, and pointed out that expression in 
improvisational music was a key means to interactive communication. Previous 
research has shown that tangible user interfaces (SkoogMusic, 2018) and gestural  
interfaces (Ringland et al., 2014) can encourage space sharing and turn-taking whilst 
being accessible. However, some of the technologies identified in section 2.2.2 may 
have lacked simplicity in their set-up and their portability. Interviewees echoed these 
findings as they have suggested that any effective multimodal application would need 
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to be simple to use, and accessible for both themselves and their clients. The 
practitioners’ comments imply that an application should be useable without prior 
training, able to accommodate any acoustic or electronic musical instrument without 
interrupting their working practices. 
The interviews highlighted the differing ways in which practitioners currently use 
technology within their practice. Some interviewees expressed reluctance to use 
technology, in favour of more traditional methods, reasoning that it could be a 
distraction from the music itself and would affect levels of communication. However, 
they also recognised their own lack of technical expertise, implying that they felt more 
comfortable working within familiar boundaries. Others interviewees mentioned that 
they were happy to use technology including iPad apps and music production 
software, dependent on their clients’ abilities and desires. This comparison of 
technological uses is mirrored in a study by Cevasco and Hong (2011), which reported 
how students and therapists used technology in music therapy. The study pointed to 
therapists’ lack of knowledge of available technology and their lack of training in its 
use. It also highlighted how interns’ use of technology was greater, but that they 
lacked an understanding of how to incorporate technology into appropriate 
methodologies in practice. This suggests a need for balance in the way that established 
therapeutic music practitioners and new recruits view technology and appropriate 
methods for its use. In related research, Kern et al. (2013) surveyed the clinical 
practices and training needs for music therapy services that work with autistic clients. 
The authors highlighted that therapists have increasingly higher percentages of 
caseload, work with a broader age range of clients, and recognised a trend to serve 
clients at home and within community settings. It could be suggested then that there 
will be a greater need for a variety of methods to accommodate potential client needs, 
within a growing number of environments.  
Through discussion with the interviewees, they have identified that cause-and-effect is 
a major factor for autistic users. It could be inferred that the sensitivity of client and 
therapist input, should mirror subtle and obvious changes in sound from a visual 
perspective within an application. Some practitioners expressed interest in the use of 
visual organic and symmetrical shapes, which implies that the use of Cymatics could be 
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a basis for a stimulating audio-visual tool. Although interviewees indicated that music 
theory is not high on their priority list, they suggested that being able to show music 
through shape and colour could be a positive way to introduce musical ideas for clients 
in an accessible and stimulating way.
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5 Prototype Development 
 
The previous chapter discussed the findings from a series of interviews with 
therapeutic music practitioners, designed to generate an initial list of requirements for 
a prototype audio-visual application. The interviews outlined current practice for four 
practitioners, highlighted the ways in which they used technology, and indicated 
where potential lay for augmenting their working practices through innovation.  
This chapter presents the design and implementation of CymaSense, a real-time 
interactive audio-visual application for the simulation of Cymatic shapes, comprising a 
user interface and output screen. Two versions of CymaSense are introduced. Version 
one was an implementation of the requirements analysis derived from literature 
reviewed and from the practitioner interviews. The design and implementation of 
version one is presented in sections 5.4 and 5.5 respectively. Early testing and 
demonstrations of version one with the supervisory team identified a number of 
design and implementation issues. The issues were addressed and solutions were 
implemented in version two, which are presented in section 5.6. Version two was 
subsequently used to test the audio-visual mapppings presented in chapter 6, and as 
the basis for intervention in a series of therapeutic music sessions over 12 weeks with 
autistic clients, presented in chapter 7.  
The main motivations for this investigation are: (i) to explore appropriate models of 
interaction for effective audio-visual feedback for autistic users, and (ii) to develop 
meaningful audio-visual mappings of the therapist-client musical communication 
channel. 
Section 3.1 of the literature review looked at research demonstrating cross-modal 
correspondences between audio and visual stimuli. The next step is to test whether 
these observed correspondences could be applied successfully to the design of an 
application. The following section discusses the reasons why simulation of Cymatic 
shapes would be a suitable method.  
 




Following exploration of a number of alternative methods of music visualisation in 
Chapter 3, current methods tend to fall into the following categories: (i) temporal 
graphical representation of musical structure; (ii) representation of audio signals; (iii) 
arbitrary and art-based representation of musical interactivity. These categories 
suggest that effective visualisation of music is dependent on its contextual use. One 
may consider which aspects of music are key, and how technology could facilitate 
appropriate representation for its intended use.  
A number of graphical representations have been employed for identifying changes in 
musical structure. Piano roll style visualisations are based on musical notation, a visual 
representation intended for analysis and reproduction of music. Malinowski’s Music 
Animation Machine (Musanim.com, 2011) used this concept but included colour to 
identify classes of pitch. Limitations of this system include the lack of discernible 
differences in major and minor chord, colour hues and its restriction to a 12-tone 
chromatic scale, which could hinder musical expression. Sapp’s (2005) Visual 
Hierarchical Key Analysis used to colour to identify changes in key. However, as a basis 
for popular or improvisation styles of music within a therapeutic or group 
environment, it is likely the music would remain in a relatively stable key throughout, 
thus negating its main purpose.  
In Chapter 3 it was found that untrained musicians tended to focus more on emotional 
aspects of musical interaction (Tan and Kelly, 2004a; Davidson et al., 1988). Music 
therapy studies have either identified participants as musically untrained (Dezfoolian 
et al., 2013; Cibrian, Peña, et al., 2017) or have made no mention of participants’ 
musical background. Emotive and experiential visual feedback could therefore be 
considered the main aims of CymaSense, and could be facilitated by meaningful cross-
modal correspondences. 
Gao et al. (2007) concluded that chroma (the purity of the colour) and lightness were 
the most important factors on crossmodal colour-emotion association. Interview 
findings from practitioners in Chapter 4 highlighted the need to facilitate an emotional 
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experience for their clients. It could be suggested then, that principal hues be used as a 
basis for the colour design of the potential application. In addition, individual colour 
choice could illustrate a connection between visual aesthetic and musical harmony, 
analogous to a form of synesthesia (section 3.1). Consideration should also be given to 
the use of colour lightness as a means of enhancing the levels of emotional feedback. 
For autistic users within a music therapy environment, it could be assumed that music 
analysis or theory would not be a major consideration for the purposes of visualisation, 
as practitioners have identified the importance of improvisational techniques. The 
examples shown in section 3.3 for analysis of tonality, dynamics, and musical structure 
over time, would therefore seem unnecessary in CymaSense. 
The majority of applications identified in Chapter 3 were designed for musical 
composition and employed some form of piano roll visualisation. Exceptions to these 
included: particle-based Adive in Music (Damien, 2018) which presented limited 
interactivity; Loop Waveform Visualizer (Chrome Experiments, 2015), which displayed 
music as a three dimensional waveform - however, it could be argued that the 
constant scaling from a central point limited viewing time, due to potential effects of 
nausea. World Stage (Wang et al., 2011), a social-musical game, was designed to be 
used as an anonymous networked application that used emoticons to represent its 
users. Employing emoticons could be a useful approach in the participation of socially 
challenged people with autism, especially if language was a problem. However, it could 
be argued that if the goal was to become more socially interactive, a lack of 
verbalisation and remaining anonymous could further isolate users.  
Lumisonic  (Grierson, 2011) was designed for hearing impaired and autistic users, 
reacted well to harmonic changes in real-time, and accepted input from acoustic and 
electronic sources. The application was inspired by art-based visualisations and was 
effective in the visual representation of sound in a two-dimensional manner. A similar 
approach employing a more sophisticated and dynamic visualisation is recommended.    
Utilisation of a variety of technologies (section 3.3) has allowed mappings of many 
kinds to develop over time, from Castel’s Ocular Harpsichord (Popper, 1968) to 
BendableSound (Cibrian, et al., 2017). This can inevitably make it difficult to decide 
J J McGowan 5: Prototype Development 161 
 
which sensory input to map to which visual output. Leman et al. (2010) highlighted the 
need for justified decisions concerning the types of mappings we choose in order to 
create more usable systems that have their roots in musical psychology. Alves (2012) 
argued that simple mapping techniques used by music visualisers were naive in 
visualisation, for example, corresponding one characteristic of audio like pitch, to 
another sensory characteristic, like colour. The author suggested more complex 
techniques were required to generate a greater emotional experience for the viewer.  
Cymatics are unique in that they represent analogues of the geometry created by 
sound or music in a physical medium, and as such provide an artefact of sound as a 
physical imprint (Jenny, 1968). Water-based Cymatics currently provide an 
unpredictable but deterministic model of music visualisation when visualised using 
typical western musical scales (Sykes, 2015). This is evident when certain frequencies 
will create similar geometry, but with subtle differences due to changes in timbre of 
the instrument generating the sound. Sykes sought to develop a language between 
Cymatics and music rather than focus on the potential benefits of such. One aim of the 
current research, however, is to determine which approach would best represent 
music for people on the autism spectrum in a beneficial and meaningful way.  
Multi-sensory audio-visual experiences establish perceptual links between sound and 
image. Research has shown that sensory integration therapy has encouraged 
development of independence amongst autistic people (Schaaf and Miller, 2005), and 
that multimodal applications have shown to be beneficial for autistic children (Cibrian 
et al., 2017; Ringland et al., 2014). Autism researchers have noted the superior ability 
of some people with ASC in recognition of auditory and visual patterns (Mottron et al., 
2006). Lim (2010) identified that children with ASC perceive information through 
principles of pattern perception. Fletcher-Watson et al. (2016) identified a common 
interest in geometric patterns in autism, and utilised the idea within an iPad app 
designed for autistic children as a reward mechanism, which resulted in no obsessive 
behaviours (Figure 5-1).  
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Figure 5-1: Example screenshot of a reward token for the iPad app (Fletcher-Watson et al., 2016) 
It is suggested that the symmetry found in Cymatics creates recognisable patterns that 
may aid in the identification of musical sounds for people on the autism spectrum. 
Physics informs us that sound travels in three dimensions, while Telfer’s (2010) bubble 
experiments have demonstrated that harmonicity affects the shape of 3D objects, 
created in the medium in which sound propagates. Additionally, water-based Cymatic 
images display quasi-3D elements, through the periodic wavelets on the surface and 
sub-surface of water (Cymascope.com, 2018d). The creation of three-dimensional 
Cymatic shapes, viewed from a number of perspectives, may be a novel and 
meaningful way to visualise sound for people with ASC. It is proposed that a new 
interactive application based on the aesthetics of Cymatics could increase audio-visual 
exploration, that will further a sense of agency for the client within therapeutic music 
sessions. 
CymaSense is primarily interested in increasing the level of communicative behaviours 
within participants with ASC, via the aesthetic of resultant patterns created by sound. 
One aim of the application is to generate a real-time feedback loop that will encourage 
further musical experimentation though a sense of play within its users. An overview 
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Overview of CymaSense Prototype Design Characteristics 
Designed to create a meaningful experience for autistic users, through its ability to 
demonstrate clear audio-visual causation, and customisation of visual output  
Designed to visualise 3D Cymatic shapes, as a reflection of the true nature of sound travelling 
through a medium like air or water - many of the current methods are based on augmented 
2D or quasi-3D representations of the amplitude of sound waves (see section 3.6) 
Inspired by the aesthetic properties of Cymatics whose underlying principles of periodicity 
are ubiquitous in nature (Jenny, 1968), and which display geometric properties analogous to 
other organic objects (Cymascope.com, 2018d) 
Designed to allow the manipulation of sound to be visualised in real-time  
Affords the implementation of various audio-visual mappings that would adapt to changes in 
frequency, amplitude and timbre 
Table 5-1: Overview of the prototype design characteristics of CymaSense  
 
5.2 The proposed model of interaction for audio-visual synthesis 
 
Music therapy utilises the skills of a therapist to encourage musical communication 
with an individual or group of clients via any number of potential acoustic or electronic 
instruments, including the human voice. Music therapy can also use existing electronic 
interfaces, like iPads (Future Publishing Limited, 2017) or Lauchpad (Novation, 2018), 
and self-built interfaces using affordable technology like Makey Makey (JoyLabz, 
2018). The model of interaction focuses on the use of CymaSense as a musical medium 
to encourage and develop communication between the client and the therapist. The 
CymaSense interface would require sufficient flexibility to sample the output of any 
acoustic or electronic musical instrument, and the human voice. It should also adapt to 
other existing assistive technologies and DIY tangible interfaces, like the Skoog 
(SkoogMusic, 2018). An additional accessible mode of interaction could be based on 
tangible user interfaces (TUIs). Literature has indicated the positive aspects of using 
TUIs for people with ASC (see section 2.2.2). For example, TUIs embed computer 
technology in graspable objects and have been shown to improve social interaction 
and play in people with ASC (Farr et al., 2010). CymaSense could be adapted as an 
interactive surface, where a simple microphone or electrical circuit could detect and 
process vibration, with subsequent visual output of Cymatic shapes.     
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The ability to inspire musical communication and interaction between a music 
therapist and a client, or group in music therapy necessitates a minimum of a single-
user and two-user version of the proposed tool. This would aim to improve verbal and 
social communication through sharing of an interface. Previous research into the use 
of shared interfaces has indicated improvements in turn-taking and eye contact 
amongst participants with ASC (Villafuerte et al., 2012). 
Other forms of interaction for CymaSense were considered: (i) gestural control could 
be a more accessible way to interact with sound – there are advantages for those who 
do not have musical skill, or for those who have limited movement or dexterity (Cross, 
2014); (ii) Virtual Reality Technology (VRT) as a form of immersive interaction was 
considered. Research has shown both positive and negative potential in this area (see 
section 2.2.2). Parsons and Mitchell (2002) suggest it would be too discomforting and 
could encourage further isolation rather than social interaction, while Murray  (1997) 
argues that VRT augmented practice with a therapist, parents or other group 
members, becomes a socially interactive situation. Both of these forms of interaction 
will be considered for a future version of CymaSense.  
        
5.3 Requirements of CymaSense 
 
Music therapy practice can utilise any number of musical instruments, from drums, 
guitars, piano, electronic keyboard, voice and so on. A proposed system has to be 
capable of converting acoustic audio waves and electronic musical signal data into 
real-time visual components. An appropriate approach would be to provide the user 
with the option of choosing an electronic instrument or an acoustic instrument as 
input. Therefore, the capabilities of the system for processing and mapping 
appropriate audio information to the visual domain have to include firstly, MIDI 
(musical instrument digital interface) data; and secondly, the conversion of analogue 
sound into the digital domain. The system also calls for the creation of an application 
interface to allow end-users the choice of audio input and visual output, for single or 
multi-user interaction.  
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Beyond the literature reviewed, previous work by the researcher has explored the idea 
of sound visualisation in a Master’s Degree short film animation, Holographic Music 
(McGowan, 2014). The project introduced the concept of sound simulated as three-
dimensional bubbles, based on Cymatic shapes. Within the film, sound was shown 
propagating through air within a variety of scenarios, implemented as a visual effects 
project for a general audience. The processes involved within the production may have 
represented a basis for a potential method of the real-time implementation of an 
application. User comments from the film indicated the appeal of the idea and 
contributed towards its potential as a basis for an interactive application (view the film 
using this URL: https://www.youtube.com/watch?v=BtXYzj-iDRs). The 3D graphics 
rendered for the film used a combination of layered particles (see Figure 4-1) that 
were emitted from models created in Maya (Autodesk Inc., 2018). Particle systems 
model an object as a cloud of primitive particles that define its volume, and have been 
used as a technique in computer graphics since the 1980s (Reeves, 1983). The 
dynamics of particle systems result in models that represent motion and changes of 
form that are not possible with surface-based animations. Particle animations 
enhanced the level of detail of the visualisation within the Masters film. Subsequent 
requirements of a real-time 3D audio-visual application would include the use of 
particle systems to create the dynamic animation of detailed shapes more effectively 
than surface-based 3D geometry.    
A review of software indicated that no identifiable single development environment 
was available to meet the criteria necessary for CymaSense. The main criteria for 
development included: processing of MIDI data and audio; ease of use via its 
programmability; high quality graphical output through use of real-time 3D rendering 
and particle systems; portability between alternative computer operating systems; 
integration with other systems; licence fees; and minimum system requirements (see 
Table 5-2 below). To render 3D Cymatic shapes with suitable clarity and quality for 
projection in environments with varying sizes of screen, the development environment 
required high-resolution bitmapped graphics in real-time. A suitable environment 
would include particle system capabilities, to allow generation of finer details, as well 
as the ability to render 3D graphics. Max (Cycling ’74, 2018a) was considered as the 
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sole development environment due to its capabilities as a useful tool for prototyping 
and quickly building user interfaces. However, it lacks high quality 3D rendering or 
particle system capabilities within its graphical output component, Jitter. Nonetheless, 
Max’s sound processing capabilities make it an ideal tool for audio analysis and to 
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Table 5-2: Development Environment – Comparative Features 
 
The Unity games engine (Unity Technologies, 2018) provides the necessary real-time 
capabilities for creating suitable visual output. Unity employs high quality particle 
systems and provides the functionality required to use 3D meshes exported directly 
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from Maya (Autodesk Inc., 2018). The animations in Unity are based on particle 
emissions from the vertices of 3D Cymatic shapes, which are modelled in Maya (Figure 
5-2).  The Open Sound Control (OSC) protocol provided the appropriate data 
communication channel between the two environments. 
 
5.4 CymaSense Version One: Design 
 
CymaSense aims to augment current therapeutic music practice through visualisation 
of the musical communication that takes place between a therapist, or music tutor, 
and a client. The application visualises specific Cymatic shapes dependent on the 
frequency or note being detected. The mapping of audio variables (amplitude, pitch 
and timbre) to visual qualities (scale, shape, colour saturation, colour lightness, 
rotation) have been identified through literature in Chapter 3. Therapeutic music 
practitioner interviews identified that appropriate mapping of these elements could 
encourage a sense of agency within clients with autism. This was expedited through 
cause-and-effect, accessibility and customisation (refer to sections 2.1.3 and 4.2.5). To 
facilitate greater communication and social interaction, a single and two-user version 
of the tool was recommended. 
CymaSense works by analysing audio and/or MIDI input (see Figure 5-3): if MIDI input 
is chosen, both MIDI data and audio is analysed by the system – MIDI data can include 
Figure 5-2: CymaSense Output Window – Single User Example 
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note number, velocity, note on/off and bend. Detection of MIDI data allows several 
Cymatic shapes to be played at once, for example a chord, enabling polyphonic 
visualisation. Acoustically based input is detected through the use of a microphone to 
convert the sound waves into audio signals. Microphone input visualises only one set 
of audio frequencies at a time, which facilitates a monophonic visualisation. The audio 
is analysed for its fundamental frequencies, its partial (or harmonic) frequencies and 








Figure 5-4 shows the main user interface for the single-user version one of CymaSense. 
Designed for practitioner and autistic client, the interface options include: MIDI 
instrument ‘in’ and ‘out’; input selection of microphone or line-in input; audio on/off 
and level controls; colour and rotation controls for the Cymatic shapes and background 
colour; and a ‘reset keys’ button (see section 5.6). The interface was designed to sit 
below the Unity output window to allow access to controls and customisation at any 
time. A standard Arial sans serif font (size 12pt) was chosen as the basis for the 
labelling of buttons and general functionality, in order to comfortably fit all user 
interface elements on screen.  


















Figure 5-3: Audio Input Analysis 
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The two-user version includes the same controls as the single-user with the exception 
of only one option for background colour, as both sets of Cymatic shapes will be 
presented within the same output window. Figure 5-5 shows a section of the two-user-
interface including the record and playback controls. 
 
 
5.4.1 Determination of Mapping Audio to Visual 
 
Mapping amplitude to scale is commonly referred to in literature (Küssner, 2014; 
Smith and Williams, 1997). The majority of the reviewed research indicated a 
relationship between loudness of input sound with the size of its associated visual 
output. A similar approach was employed here. Amplitude of the audio signal is 
detected though the audio input of the instrument used, and is mapped to the scale of 
the Cymatic shape, the particle size, and the amount of bloom. Within the Unity games 
engine, bloom is an optical effect where light from a bright source (such as a glint) 
appears to leak into surrounding objects (Unity Technologies, 2018). The effect was 
applied to the CymaSense shapes to augment the visual appeal. By scaling shape, 
particle size and bloom, a consistent proportion is maintained allowing clear 
visualisation of the shape, regardless of its amplitude (Figure 5-6).    
Figure 5-5: A section of the CymaSense two-user version interface 
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Figure 5-6: An example of a low (50 dBC), medium (66 dBC) and high amplitude signal (83 dBC) 
represented by its associated visual scale (top to bottom).  
The Cymatic shape is represented by the main geometry; particles are seen as small dots 
surrounding the shapes. Bloom is represented by the general brightness of the particles themselves 
that increases relative to the shape scale. 
Section 3.6 has shown that sounds vibrated through different mediums can create 
specific Cymatic shapes, determined by their frequency. Literature has also indicated 
that pitch has commonly been visually represented through changes in vertical 
position (Küssner and Leech-Wilkinson, 2014; Pietrowicz and Karahalios, 2013), or 
through changes in scale (Marks et al., 1987; Mondloch and Maurer, 2004). However, 
Cymatic shapes have been prioritised as a means of identifying changes in pitch from 
an aesthetic perspective, and in recognition of the abilities in pattern recognition of 
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some people with autism. Sykes (2015) commented that western-based tuning (Equal 
Temperament) has shown harmonic inconsistencies and that the Pythagorean-based 
Just Intonation (JI) has shown greater and more consistent visual symmetry (see 3.4.2). 
This has also shown to be true through experimentation with audio visualisation in 
water. To represent all notes in a western scale efficiently (as commonly used by 
therapeutic music practitioners), 12 Cymatic shapes that represented the 12 semitones 
of a musical octave were created. 
The twelve 3D meshes that were created for CymaSense (see Figure 5-7) were based 
on high resolution images of piano notes (A3 up to and including G#3) visualised in 
water (Cymascope.com, 2018b). Vertical positioning was also considered, but would 
have required considerable scaling down of all shapes to allow visualisation of a 
suitable range of notes within a single visual field. Implementing changes in vertical 
height for each note would also require users to follow the animated path of each note 
from a visual perspective. Jarrold and Scott-Samuel (2005) reported that individuals 
with ASC may process motion atypically at a very low perceptual level and may react 
atypically to biological motion (Blake et al., 2003). It was decided, therefore, to keep 
shapes in a central position, reflecting the way that water-based Cymatic images are 
created. It would also allow focus on the detail of individual shapes in relation to their 
corresponding frequency as a mode of visual representation.   
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Figure 5-7: The 12 Cymatic shapes above were created for CymaSense, one shape for each 
semitone on the musical scale, displaying associated note names and default colour 
 
Colour was identified in literature (Ciuha et al., 2010a) and through interviews with 
practitioners (section 4.2.5), as key to empowering clients in relation to facilitating 
their own choices. Literature in Chapter 3 also referred to chroma and colour lightness 
being the most important factors on colour-emotion association. Subsequently, choice 
of hue is provided for CymaSense users. These include an outer material colour of the 
main shape, main particle colour and internal particle colour. Two sets of particles are 
created to facilitate user choice for numerous colour combinations; however, a default 
colour spectrum is also made available. Lightness of colour is applied to the Cymatic 
shapes to differentiate between octaves, facilitating a pitch-to-lightness 
correspondence, referred to in synesthesia and cross-modality literature (Whitelaw, 
2008; Marks and Pierce, 1975). The higher the note, the lighter the visual component 
is. 
Smith and Williams (1997) state that timbre is the most difficult characteristic of tone 
to describe. It is also referred to as a potentially useful tool in audio-visualisation by 
practitioners for therapeutic use (see section 4.2.5). Literature reviewed in Chapter 3 
indicated that timbre has been represented by changes in shape (Adeli et al., 2014), 
through pattern (Walker, 1987), or with colour (Fahlenbrach, 2008). Fales (2002) 
identified timbre as the perceived quality of relative intensities of harmonics within a 
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tone, visible as 2D waveforms within a spectrogram (see 3.4.1). Observation of Cymatic 
shapes in water has shown a change in complexity and detail of shape, affected by the 
change in timbre in vocalised vowel sounds (soundhealingresource, 2011).  
It was proposed that Cymatic shape simulation extend to the visualisation of timbre in 
a similar manner as water-based Cymatic shapes. This implied that the details of each 
of the 12 shapes be modified in real-time, dependent on the timbre of the sound 
source. The findings of Adeli et al. (2014) were used as a basis for changes in Cymatic 
shape surface quality, where soft sounds have been associated with rounded shapes 
and harder sounds associated with sharper shapes.  
CymaSense aims to facilitate changes in timbre by deforming the shape structure. This 
technique is known as blend shape deformation in 3D applications (see Figure 5-8), 
where the location of vertices within a 3D mesh can be moved to alter its surface 
shape (Autodesk Inc, 2018). In CymaSense, the extracted tonal values of the audio 
would allow real-time visual representation of changes in timbre by altering the 
surface of the Cymatic shapes. 
 
Figure 5-8: Example of blend shapes typically used for facial animation (Autodesk Inc, 2018) 
 
Through observation of a video of Cymatic shapes created in water available from 
Cymascope.com (2018b), it was noted that in addition to changes in shape dependent 
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on frequency, subtle rotation occurs. Subsequently, the design should also allow the 
end-user to control rotation of the shapes. 
Table 5-3 illustrates the features associated between audio and visual stimuli. The 
analysis was aimed at the ontology of the features and their potential actions. 
 
Interface Features 
Visual Features Ontology Potential actions 
Colour Intensity Texture Energy Dark - Bright 
Scale/Particle Size Energy Small - Large 
Bloom Intensity Energy Dark - Bright 
Shape Surface Quality Texture Energy Round - Sharp 
Rotation Value 3D Spatial Distribution  Slow - Fast 
Audio Features 
Audio Features Ontology Potential actions 
Amplitude Energy Quiet – Loud 
Timbre Harmonic Distribution Dull - Bright 
Pitch Energy Frequency Low - High 
MIDI Note Bend Frequency Modulation Down - Up 
Table 5-3: Analytical cataloguing of the visual interface and the audio features, in terms of 
parameters, domains and potential actions 
Identifying the ontology and potential actions of each parameter is an essential and 
informative way of determining any cross-modal associations between the audio and 
visual elements. In both audio and visual features, the repetitive themes of energy 
indicate the connection between musical input and associated visual output. Causation 
has been discussed in section 3.5 as a perceptive aid in interaction design, and was 
identified by therapeutic music practitioners in section 4.2.5 as being key for people 
with ASC, as a means to facilitate a sense of agency. Colour, bloom intensity, and 
particle size relate to the amplitude and pitch of an audio signal. The system attempts 
to make this connection implicit for the user, simplifying the interface to allow focus 
on the act of musical creation and immediate visual feedback.    
The mapping of the version one of CymaSense was based on creating an interactive 3D 
Cymatic representation of sound, by employing aspects of established audio-visual 
correlations from a psychological perspective (Whitelaw, 2008). It can be summarised 
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as follows in Table 5-4, while the implementation of the associated mapping is 





Sense of Agency  
(Through Cause-and-
Effect) 
Amplitude Scale / Particle Size 
Pitch Cymatic Shape / Colour Lightness 
Timbre  Expansion of Shape / Detail of Shape 
Communication / 
Social Interaction 
Amplitude, Pitch and Timbre (as 
above) for Single or Two User 
Version  
One or Two sets of Cymatic shapes 
implemented (as above) to encourage 
interaction 
Customizability Instrument Choice of User 
Shape Rotation 
Cymatic Shape Colour 
Background Colour 
Table 5-4: Overview of CymaSense Mapping Techniques 
 
 
5.4.2 Interactive Surface 
 
Based on the literature reviewed and therapeutic music practitioner feedback, the 
design of a simple interactive surface was considered as an alternative and accessible 
means to trigger Cymatic shapes for autistic users. A simple surface or object can 
detect vibration, allowing users to use their hands or any available implement with 
which to strike it. A contact microphone connected to a sound module allows 
generation of a range of electronic sounds, dependent on the force with which the 
surface is played. An audio connection from the sound module to the CymaSense 
application would then visualise the sounds via a screen, or by projecting the shapes 
onto the surface itself. This could add to the efficacy of a multimodal experience where 
the surface itself becomes the visualising medium (Figure 5-9).   
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Figure 5-9: Overview of the design of a simple interactive surface that uses a microphone to detect 
vibration, a sound module to generate electronic sounds, and a projector to send visual output 




Amplitude to Scale of Cymatic shape – In CymaSense, the amplitude is monitored by a 
noise gate in Max and will only allow the signal to pass if it is above a specified 
threshold of 0.5% of the signal’s maximum potential. This global setting reduces the 
noise floor within the system before the audio signal is routed to a User Datagram 
Protocol (UDP) port.  
The monitored raw audio signal lies in a range of values between 0.001 and 0.1 and is 
scaled up 1000% by a Max meter~ object to a range of between 0.01 and 1.00, so that 
the signal can be viewed within the interface through a VU meter (Figure 5-10). This 
value is further scaled up 10000% by a Max scale object where its resultant range of 
values lie between 0 and 100. The final value is transferred to Unity and assigned to 
the X, Y and Z-axis scale parameters within a corresponding C# script that scales the 3D 
meshes to a value of between 0 and 100%. 0% represents no scale and 100% 
represents maximum scale where the shape fills the screen (refer to Figure 5-6).  
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Figure 5-10: The audio signal in Max is scaled up on two levels before being sent through to Unity 
 
UDP ports allow a data connection between two programmes to be established, 
facilitating transfer of audio from Max to Unity. Once transferred over to Unity, C# 
scripts associated with each Cymatic 3D model filter and apply the data to the 
appropriate Cymatic shape which is updated every frame. The approximate frame rate 
is 60 frames per second (See Pitch to Cymatic shape section below for details of 
Cymatic shape selection). As noted in section 3.1, sensory afferent delays are shorter 
for auditory stimuli compared to visual stimuli by about 40ms (Pöppel et al, 1990). 
Assuming auditory latency is less than 80ms and the distance between user and screen 
is less than 30 metres, real-time audio to scale mapping latency is negligible from a 
visual perspective (Eagleman, 2018).   
Amplitude to Particle Size – In the same manner to the Amplitude to Scale of Cymatic 
Shape process above, amplitude of the input instrument is also mapped to particle size 
within Unity. This maintains a visual consistency of scale with the perceived mass of 
internal particles emitted compared with the expanding and collapsing of the external 
Cymatic shape material. Figure 5-2 and Figure 5-6 show examples of output shapes 





(0.001 - 0.100) 
 
Scaled Signal via 
Meter Object 
(0.010 – 1.000) 
 
Scaled Signal 
via Scale Object  
(0 - 100) 
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Pitch to Cymatic shape – Frequency evaluation and subsequent Cymatic shape 
selection was employed by identification of the MIDI note number, or analysis of the 
fundamental audio frequency, to retrieve the appropriate mesh from a library of 3D 
models. This has been accomplished in two ways using Max and Unity:  
(i) A MIDI line-in input option in Max directly detects MIDI information, including note 
number, which is filtered and routed to an appropriate UDP port number before being 
sent to Unity for analysis and visual output. The detected notes cover six octaves on a 
MIDI keyboard ranging from C1 to C7, which translates as MIDI note 24 up to and 
including MIDI note 96 (Figure 5-11).  
 
Figure 5-11: Grid referencing musical note name against octave number and associated MIDI note 
value 
 
(ii) A microphone input option converts the fundamental frequency to an approximate 
quasi-MIDI key number value of the audio signal using the pitch detection object 
Sigmund~ (GitHub, 2018). The returned value includes a fractional part (which does 
not exist in true MIDI) for greater specificity of pitch evaluation. Each output from the 
Sigmund object is filtered to allow a tolerance of +0.4 and -0.4. For example, values 
greater than 47.6 and less than 48.4 are assigned to the MIDI note 48, the equivalent 
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of C3 (see Figure 5-11). Furthermore, between each range of values, a 0.2 buffer was 
created to allow triggering of an intermediate default spherical shape that would allow 
a clearer distinction of the transition between notes created via the microphone. For 
example, values greater than 48.4 and less than 48.6 are assigned to the default 
spherical shape. This filtering pattern continued for all remaining values, so that the 
next range of values of 48.6 and 49.4 are associated with C#3 (MIDI note 49) and so 
on, up to and including B6 (MIDI note 95). The range of notes for microphone input 
goes from G2 (MIDI note 43 or 98Hz) up to B6 (MIDI note 95 or 1975Hz), considered as 
a suitable range for vocal input or acoustically recorded mid-range instrument (Sound 
Engineering Academy, 2018). 
The rounded MIDI note number is then routed to its associated UDP port in Max 
before transfer to Unity. The received data at the Unity end of the OSC protocol is 
routed to a C# script dependent on MIDI note number for MIDI-based input, either 
directly from the midi note played in from a MIDI instrument, or in the case of a 
microphone, from the converted fundamental frequency to its associated MIDI note 
number. The particular C# script associated with each note number determines which 
associated Cymatic shape, out of 12 possible shapes, is triggered while audio 
determines scale. For example, MIDI notes 26, 38, 50, 62, 74, or 86, would trigger the 
Cymatic shape associated with the note D (see Figure 5-11).  
Cymatic Shape Colour Choice - Colour hues can be selected directly from a colour 
swatch on the CymaSense interface, which identifies the RGB values associated with 
the selected hue (Figure 5-12). The chosen RGB colour values are sent via a UDP port 
directly to a C# script where they are analysed and implemented within the chosen 
Cymatic shape’s material and main particle colour (selected via the main colour 
selector), or its internal particle colour. The default colour spectrum can be selected 
via a button named Random Rainbow Colours, implementing the colours shown in 
Figure 5-13. The RGB colour values represented by each shape can also be referred to 
in Figure 5-13.   
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Figure 5-12: CymaSense interface colour swatches for main, internal and background colour choice  
Background Colour Choice – to provide the user with additional options for colour 
customisation, background colour selection is also made available. Similar to the 
process described above, RGB values are selected from the interface and sent to a C# 
script attached to the camera’s background colour in Unity for implementation (Figure 
5-12). It was noted in section 2.2.2 that colour has been used in a number of ways for 
people with ASC. For example, as a means of reinforcing the organisational needs of an 
autistic child within a learning environment (Bredek et al., 2014), as a means of 
improving attention skills (Taheri et al., 2015), or to facilitate communication (Wainer 
& Ingersoll, 2011). Background colour choice could thus be a more relevant option for 
the user, due to the entire screen behind the visualised shapes being changed to the 
users’ chosen colour. An initial default black colour is implemented to allow clear views 
of the Cymatic shape colours. A button is also provided to reset the background colour 
to black.   
Pitch to Colour Lightness – Implemented on the 12 notes of the chromatic scale from 
red through to the magenta end of the spectrum, Figure 5-13 demonstrates the 
default red, green and blue (RGB) colour values assigned to each note within the 
musical scale (see also Figure 5-7). Twelve Cymatic shapes were designed for use 
within the initial version of the prototype, to allow user recognition of the same note 
shape across several octaves, and to reduce load on computer processing (see 5.5.1).  
Colour lightness is determined by analysis of the relative MIDI note or audio frequency, 
implemented via the same process of identifying MIDI note numbers described in Pitch 
to Cymatic Shape. Identification of the MIDI note determines RGB value based on the 
default RGB settings of note values seen in Figure 5-13. 
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Figure 5-13: Colour wheel indicating the RGB values associated with musical notes, used as the 
default colour scheme used in CymaSense (modified colour wheel, original source Van De Vall, 
2013)  
 
In this mapping, the RGB colours are first converted into hue, saturation and lightness 
(HSL) colour values by a separate patch within Max. The MIDI note number is 
converted to a lightness value over a range of between 0% and 100%. For example, C4 
(MIDI note value 60, colour red, RGB value of 255, 0, 0) has been assigned the 
associated lightness value of 50% (see Figure 5-14). Table 5-5 shows the range of 
lightness percentages for notes C1 to C7.  
 
Note Name C1 C2 C3 C4 C5 C6 C7 
Lightness % 0 17 33 50 66 83 100 
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Lightness values are calculated based on their relation to the assigned default RGB 
values. The lightness value is then converted back into RGB values and applied to the 
Cymatic shapes.  
 
 
Timbre to Detail of Shape – To implement a timbre-to-shape mapping, audio input 
data is analysed in Max for its tonal value by employing a Fast Fourier Transform (FFT) 
spectral analysis tool. The Iana~ object (IRCAM Forumnet, 2017) uses an algorithm to 
determine the spectral centroid, which is a measure used in digital signal processing to 
characterise the psycho-acoustic importance of a sound (Figure 5-15). It indicates 
where the ‘centre of mass’ of the spectrum is located. Perceptually, it is associated 
with the impression of ‘brightness’ of a sound (Grey, 1978). Spectral centroid values 
are output in the range of 0.01 to 1.00, which are scaled up within Max to within a 
range of 0 to 100, in a similar manner to the process described for amplitude scaling. 
The spectral centroid values are sent to Unity and used to determine the level of 
change of the mesh shape. Animating changes in timbre was addressed by firstly 
Figure 5-14: Comparison of RGB (Red, Green, Blue) and HSL (Hue, Saturation, 
Lightness) values (Color-Hex.org, 2018) 
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creating alternative versions of each 3D mesh, known as blend shapes. Blend shapes 
allow animation of a 3D mesh by morphing the coordinate points of the original shape, 
known as vertices, to its remodelled version (Autodesk Inc., 2018) 
 
Figure 5-15: Iana~ FFT audio analysis object interface (IRCAM, 2018)  
 
As every acoustic or electronic instrument has its own unique timbre, two 
interpretative approximations of each of the 12 3D mesh shapes were created to 
represent the ‘softer’ and ‘harder’ ends of the tonal spectrum. Using the FFT analysis 
from the audio input (Figure 5-15), the PW value was sent to Unity where ‘softer’ 
tones were applied to more rounded versions of each of the original models, whilst 
‘harder’ tones were applied to the more pointed versions of the models, thus 
facilitating a real-time animation of tonal changes. Figure 5-16 shows three versions of 
the same Cymatic shape, visualised by a soft tone (PW value of 0), a mid-tone (PW 
value of 50), and a hard tone (PW value of 100). A future version of the prototype may 
seek to exaggerate and clarify this process for the user from a visual perspective, 
dependent on results from initial studies. 
 
Figure 5-16: CymaSense example demonstrating three versions of timbre applied to the same 
Cymatic shape: (left) soft tone; (centre) mid tone; (right) hard tone 
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Cymatic Shape Rotation – The decision to include a simple on/off button for no or 
random rotation values was deemed sufficient for the initial version to simplify the 
interface implementation (Figure 5-12). Rotation can be turned on or off directly from 
the interface – when turned on, change in frequency or MIDI note detected in Max 
triggers a random quaternion rotation on all three axes between a value of -1 and 1 
(Shoemake, 1985). This is equivalent to a plus or minus 90-degree random rotation 
applied to the X, Y and Z-axis (Figure 5-17). This value is sent to Unity where the 
currently selected Cymatic shape is rotated, thus providing immediate but subtle 
audio-visual feedback.  
 
Figure 5-17: 3D Cymatic shape displaying an example positive rotation around the vertical Y-axis 
with values of 0, 0.5 and 1 quaternion left to right respectively 
 
Recording and Playback – Recording and playback functions were implemented via the 
record~, buffer~, and play~ objects in Max respectively. The record~ object was 
assigned a named buffer space where audio was placed on a temporary basis. The 
duration of the audio sample recorded could be set any millisecond value. In this case 
30000ms (30sec) was set as a default buffer space. Read and write functions allowed 
archiving and retrieval of the audio files for playback via the play~ object. Audio from 
the buffer was routed through the system in the same way that live audio or MIDI was 
processed, allowing visualisation of the saved data. Potential changes to sample 
duration or to functionality would be dependent on user testing of the prototype, and 
will be discussed in chapter eight.     
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5.5.1 System Architecture    
 
Requirements of the application demanded that both MIDI and acoustically-based 
input would be offered to practitioners and clients. MIDI-based electronic instruments 
use a combination of audio output and MIDI connection via USB to the computer 
running CymaSense. The general architecture of CymaSense facilitates the visualisation 
of Cymatic shapes based on 3D meshes created in Maya. An advantage of this 
architecture lies in its ability to support other types of visualisation, where the system 
can utilise any 2D image or 3D mesh in the same way. A disadvantage of the 
architecture, from a Cymatics perspective, is the inability to mathematically synthesise 
Cymatics in real-time based on the physics of sound waves. However, the modelling of 
complex wave refractions based on multiple frequencies is beyond the scope of the 
current research.    
An issue within any system that aims for real-time interactivity, is that the overall 
system can become overloaded from a computational point of view. Latency can be an 
issue with any audio-visual system and can be more noticeable when central 
processing unit (CPU) processes are high in number (Abdelkrim et al., 2009). This is 
notable due to the first version of CymaSense being a combination of two 
environments: the audio analysis and visual control components in Max; and the 
rendering of 3D meshes and particle animations within Unity.  
During development there were noticeable delays, in MIDI notes being played and 
corresponding visual output being displayed, of approximately 0.5 seconds. 
Subsequently, a number of modifications were identified that could improve the 
system efficiency: (i) removal of any graphical representation of audio analysis within 
Max, which were default within the FFT object, as this could increase unnecessary 
processes which were not required by the user for audio analysis during runtime; (ii) 
reduce the number of separate Max patcher windows by embedding code and 
connections within one patcher window; (iii) reduce the particle emission rate to a 
minimum for each of the Cymatic shapes, at the expense of creating more defined 
particle shapes, as this reduced load on the CPU.  
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Figure 5-18 illustrates the general architecture of CymaSense for a single user. The 
interface, which provides the audio and visual control, was designed using Max 
components. Audio input is divided into microphone or MIDI-based line-in inputs: 
microphone input audio is analysed for its fundamental frequency, partial frequencies 
for timbre analysis, and amplitude; MIDI-based line-in input analyses MIDI note, 
velocity and bend, while amplitude and timbre analysis of the audio signal is 
simultaneously processed, in the same manner as the microphone signal. The analysed 
and processed audio, MIDI and interface data, is sent through to the Unity games 
engine using the Open Sound Control (OSC) protocol (Linux Journal, 2015). This is 
implemented through the UDP communication protocol, by establishing send and 
receive ports within Max and Unity respectively. 
 










































Channel 1 Channel 2 
Mic In Line In (MIDI) 
or Mic In 
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Resolution of the visual output window is determined by the capabilities of the system 
running it; however, variations of window size are presented to the user via the 
executable program file created in Unity (Figure 5-19). The user interface is presented 
to the user on opening the Max file that opens in presentation mode showing only the 
necessary controls as seen in Figure 5-4. Figure 5-2 illustrates one Cymatic shape from 
the single-user version of CymaSense, output via the Unity environment. 
 
Figure 5-19: Resolution options presented to the end-user in Unity 
 
5.5.2 Interactive Surface 
 
A 14-inch diameter black rubber drum silencer was chosen as a simple prototype 
interactive material that could be placed on any table or surface (Figure 5-20). This 
allowed the use of hands, drumsticks, or other implements to be used as tools for 
triggering sounds. A contact microphone (Creative Field Recording, 2018) was used as 
means of detecting vibration, which was connected to a sound module for playing back 
electronic sounds (Roland Corporation, 2018). The module sounds were routed 
through CymaSense and projected back onto the drum silencer with minimal latency, 
thus implementing an audio-visual interactive surface. The sounds were played 
through a speaker for audio feedback.  
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The signal is routed through CymaSense and projected back onto the surface. 
 
5.6 CymaSense Version Two 
 
CymaSense version one was an implementation of the requirements analysis derived 
from literature and from the practitioner interviews. Frequent supervisory meetings 
and demonstrations of the development stages of the prototype identified a number 
of design and implementation issues, which are discussed below. These have been 
addressed within CymaSense version two.   
 
5.6.1 Design Issues in Version One 
 
The CymaSense prototype incorporates a library of 12 three-dimensional Cymatic 
shapes (see Figure 5-7). The 3D shapes, modelled using Maya software (Autodesk Inc., 
2018), are based on original high resolution images filmed from water-based Cymatics 
known as the Cymascope (Cymascope.com, 2018a). The 12 models relate to a 
particular semitone and MIDI note value on the musical scale, and are employed over 
several octaves, but differentiated by changes in colour lightness. Figure 5-21 
demonstrates a comparative range of MIDI note numbers (21 to 108), note names (A0 
to C8), and frequencies (27.5Hz to 4186Hz).  
Figure 5-20: Prototype interactive rubber surface detecting vibration through a contact microphone.  
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Figure 5-21: Comparison of MIDI note number, note name and frequency (Wolfe, 2011) 
 
The audio-visual mapping of pitch to shape, and timbre to detail of shape, were 
motivated by the observation of water-based Cymatic visualisation. In order to 
accurately simulate this within a computerised environment, mathematical 
calculations involving wave propagation, refraction, and surface reflections within a 
given environment, would need to be analysed. The current design of the application is 
concerned with the use of the aesthetics of Cymatics in a therapeutic scenario rather 
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than a mathematically accurate simulation of the propagation of sound waves. Version 
one’s design strengths lie in its ability to visualise pre-modelled shapes based on 
recognition of audio frequencies in real time, however, this requires a high computer 
processing overhead. Future development of CymaSense aims to identify and 
implement a suitable algorithm that would provide a more efficient means to simulate 
Cymatic shapes based on harmonic analysis.    
Consideration was given to the representation of a pitch-to-vertical position audio-
visual mapping, however, it was decided to implement a central positioning of all 
shapes for the version one (see 5.4.1). This was due to the potential difficulties in 
identifying shape detail, due to their movement on the vertical axis. This may be 
implemented as an option in a future version of CymaSense.  
Initial system trials with the supervisory team indicated potential issues with the user 
interface design, as users may have found difficulty in identifying and choosing a 
colour from the swatches. The interface was initially designed to sit below the Unity 
output window for ease of access to user controls at any time during its use. However, 
this design decision forced the colour swatches to be small in size, and potentially 
confusing to the user as to which colours were on offer. As suggested by Frauenberger 
et al. (2013), in regard to interface design for the autistic, it was decided to create a 
larger version with limited colour choice for autistic users thus reducing the complexity 
of the design (Figure 5-22). Additionally, the default colour selector was relabelled 
Default Colour Spectrum, for the purposes of simplification. These have been 
implemented into version two of CymaSense.Incorporating both the interface and the 
Unity output window within the same screen, was revised to allow the interface to 
remain available on one screen (for example, a laptop), while the Unity output window 
would be projected onto another screen (for example, the wall). This would allow 
users to focus more clearly on the CymaSense output, and reduce potential distraction 
from the interface during play. 
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Figure 5-22: The revised CymaSense user interface with limited colour choices, larger buttons and 
reduced options in version two of CymaSense 
 
Another issue related to whether audio input should be monophonic or polyphonic, 
and subsequently how that would affect the visual output and general system 
efficiency. A monophonic approach was adopted in order to facilitate a more robust 
system by visualising one shape at a time. A polyphonic approach would allow each 
Cymatic shape triggered by MIDI input to be visualised simultaneously, thus allowing 
the layering, and greater visual complexity, of Cymatic shapes. Early tests indicated 
that user input may be restricted as a result of monophonic MIDI input. The playing of 
chords, for example, would only visualise the last MIDI note detected by the system, 
which may not promote intuitive audio-visual feedback. However, it could also be 
argued that overly complex shapes would seem unintuitive and potentially distracting 
to musically untrained users. The decision was to enable both polyphonic MIDI input 
and monophonic microphone input. However, particle animations within Unity are 
processor intensive, and a two-user version that employed both polyphonic MIDI and 
monophonic microphone input would be subject to further system testing. 
These design issues may have been avoided if an alternative participatory design 
approach was adopted. The IDEAS (Interface Design Experience for the Autistic 
Spectrum) method described by Benton et al. (2012), may have created a more usable 
design by facilitating the collaboration of high-functioning autistic participants through 
testing a series of paper-based prototype screens. A series of sessions mirroring the 
IDEAS method may have included team building, context setting, generating ideas, 
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design development, design refinement, and evaluation of the experience. Team 
building would involve therapist-led structured activities assigning roles to each 
participant to assist in supporting social difficulties. Context setting may involve 
discussions over participants’ previous experience with audio-visual music technology 
to establish a basis for understanding of the topic. Generating ideas could employ 
some of the previously used music technology to demonstrate alternative 
visualisations and prompt participants to use their imaginiation to draw on paper what 
they would like to see. Design development would then collect the ideas together and 
present them, while encouraging participants to decide which they preferred and how 
it may be animated. Prior to the next session, design refinement, a prototyped 
animation of the groups decisions would be created and presented for further 
discussion and clarification. The final session would then involve reflection and 
evaluation of the prototype animation and of the experience as a whole. 
 
5.6.2 Implementation Issues in Version One  
 
CymaSense line-in input utilises a polyphonic approach where multiple MIDI messages 
are processed and implemented simultaneously. This, however, led to UDP port 
exhaustion within Unity. This is a problem created within an application that opens 
and closes too many UDP ports for Windows to process, thus resulting in a four minute 
time delay, while the system resets (ComputerTechBlog, 2017). This issue occurred 
when implementing the two-user version, due to the number of C# scripts (relating to 
each of the Cymatic shapes) opening and closing within a short time period. It was thus 
decided to reduce the second user option to microphone input only, as it was not 
possible to accommodate the running of two polyphonic input options simultaneously. 
A future version aims to have a monophonic option for keyboard in addition to 
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Interactive Surface 
Through testing of the initial interactive surface with the supervisory team, feedback 
indicated that the surface area was too small for group or shared play, and incapable 
of visualising all potential colours hues because of the black colour of the surface itself. 
In addition, audio feedback was limited to one chosen sound from the sound module 
at a time, which restricted playability. This suggested that a larger playing area was 
required with the ability to trigger a variety of sounds based on the dynamic input of 
the user. The solution was to construct a bespoke table, based on an interactive table 
design by Sinclair (2018), who granted permission for reuse of the design. This was 
incorporated for CymaSense version two. The table top, measuring approximately 1.5 
metres by 1 metre, incorporates an inset for a semi-transparent Perspex surface to be 
placed. Four notches were cut to allow available space to place contact microphones 
on the underside of the surface, for detection of vibration (Figure 5-23). Legs attached 
to the table top allow access for seating or for wheelchair access.  
Sinclair’s table was originally designed to pick up vibrations and project 2D visuals on 
the underside of the Perspex, based on visual output from a video synthesiser (Critter 
& Guitari, 2018). The video synthesiser visuals were based on manipulation and 
colouration of audio waveforms (Figure 5-24).  
Figure 5-23: A 3D rendering of the interactive table top for CymaSense version two, showing 
inset for the Perspex surface and notches for contact microphones 
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Figure 5-24: Sample visual output from the video synth (CritterGuitari, 2014) 
 
Back projection of Cymatic shapes on to a semi-transparent Perspex surface enables 
full-colour visualisation of CymaSense, and a larger playable surface area for greater 
accessibility (Figure 5-25). To address the issue of restricted choice of sounds, an iPad 
application called Impaktor is used to generate a variety of percussive synthesised 
sounds (Apple Inc., 2017a). This allows users to use their hands or beaters to play the 
surface, resulting in a variety of electronically generated sounds based on their 
dynamic input. An adapter for an iPad (IK Multimedia US, 2017) was required as an 
interface between a contact microphone and an iPad. The generated sounds are sent 
to a small amplifier for audio feedback. 
 
 
Figure 5-25: The interactive table played using beaters and showing CymaSense version two 
back-projected on the Perspex surface 




In this chapter, the design and implementation of CymaSense, an interactive audio-
visual application based on the aesthetics of Cymatics, was presented. It was argued 
that visual references to musical structural, analysis of audio signals, or composition, 
would not be a suitable approach for autistic users. CymaSense was developed with 
Cymatics as a novel form of visual output due to their aesthetic qualities. It was 
suggested that pattern recognition of Cymatic shapes may be a useful aid in 
identification of musical notes as a learning aid for people with autism.  
Mapping decisions were made based on literature reviewed and therapist feedback, to 
link audio to visual features including volume with scale, pitch to shape detail, and 
timbre to variations in shape detail. User control is provided via a graphical user 
interface, where choice of particle and shape colour, background colour, and rotation 
of shape are made available. A default colour spectrum is also made available to the 
user, while colour brightness is implemented as a means to differentiate repetition of 
shape use over several octaves. Functions to record, playback and store audio are 
provided as a means of immediate playback within the session, or to archive client 
session data. CymaSense version one interface was revised to make it more accessible 
for autistic users by enlarging buttons, and simplifying available choices, in line with 
recommended design guidelines for the autistic. 
CymaSense is designed to analyse input from any acoustic or electronic source with 
minimal disruption to music session practice, and is processed through the Max 
programming environment (Cycling ’74, 2018b). Max also acts as the means for the 
creation of the user interface. Processed audio signals are sent to the Unity games 
engine which acts as the visualising engine for a library of 12 three-dimensional 
Cymatic shapes, triggered dependent on the input frequency. Advantages of the 
system were highlighted, including its ability to visualise any 2D image or 3D mesh. 
Disadvantages included latency issues, due to excessive load on the CPU when using 
particle animations. 
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The application has two modes available – one for single-use, where one set of 
Cymatics shapes are projected based on either microphone or MIDI input; the other, a 
two-user version where two sets of Cymatic shapes are projected side-by-side, 
designed for therapist and client (Figure 5-26).  
 
An interactive surface design was implemented as an alternative means to use the 
CymaSense application. The version one design was revised to allow greater 
accessibility, sharing of a playable surface, and to allow greater visual feedback. This 
was accomplished through the creation of a bespoke interactive table design, 
implemented in the final iteration of the prototype, CymaSense version two.     
 
Figure 5-26: A therapist and client use microphones for the two-user version of CymaSense 
with two sets of shapes being projected on the wall 
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6 End-User Testing of CymaSense Audio to Visual Mappings 
 
Chapter 5 detailed the design of the initial prototype and the decisions made 
determining the audio to visual mappings for CymaSense, derived from reviewed 
literature and interviews with therapeutic music practitioners. However, no 
contributions had yet been made by autistic clients concerning the design of the 
application. Makhaeva et al. (2016), stated that by promoting meaningful participation 
of autistic participants, their creative potential can be allowed to unfold. To facilitate a 
limited participatory design, a survey was designed to gather feedback from high 
functioning autistic (HFA) and neurotypical (NT) end-users, based on version two of the 
prototype. It was important that NT therapeutic music practitioners could facilitate 
appropriate music making decisions with autistic clients in mind, as well as fully 
understand and contribute to the design of the related visual output of CymaSense.For 
autistic participants, it has been noted in literature that the condition may affect 
sensory awareness and cognitive processing (DePape et al., 2012; The National Autistic 
Society, 2016; Morris and Picard, 2009). Ludlow et al. (2014) hypothesised that colour 
obsession in autism may be related to hyposensitivity and this may have an effect on 
perceived audio-visual correspondences. Additionally, researchers identified that 
synesthesia was diagnosed in almost three times as many participants with autism as 
NT participants (Simon Baron-Cohen et al., 2013). Subsequently, there may be 
unpredictable multimodal effects, dependent on particular audio or visual attributes 
presented to participants. A comparison of experiences between the two groups 
would aid in highlighting the strengths of a shared understanding of the audio-visual 
mapping, and potential limitations of the design.  
As discussed in chapter 3, the manner in which musically-trained individuals visualise 
music may be influenced by their learning experiences. For example, musical notation 
provides a linear structure that associates melody and rhythm with vertical height and 
horizontal division of physical space (Honing, 2001). Music producers and hobbyists, 
familiar with contemporary production software like GarageBand (Apple Inc., 2018) or 
Pro Tools (Avid, 2017), may associate amplitude and timbre with waveforms (see 
Figure 3-38). Tan and Kelly (2004) have shown that musically trained individuals 
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tended to visualise elements of intra-musical properties, like musical themes, 
repetition, and changes in pitch (Figure 3-6). Non-musically trained participants 
visualised external sensory and emotive factors as metaphor, through fleeting images 
or the creation of stories (Figure 3-7). Data collected from musically trained and non-
musically trained participants would be correlated with the survey results to 
determine its level of influence in the degree of perceived correspondence of the 
audio-visual mappings.       
 
6.1 Hypotheses 
Four primary research questions were investigated: 
Q1: Will the perceived audio-visual correspondences of participants differ from 
the currently designed mappings?  
H1: Respondents will perceive that: increasing and decreasing changes in 
amplitude will correspond to increasing and decreasing changes in visual scale; 
the 12 notes of the musical scale will correspond to the 12 individual Cymatic 
shapes; increasing changes in pitch will correspond to increasing colour 
lightness; and changes in timbre of the same note value, will correspond to 
changes in detail of the same Cymatic shape.  
Q2: Which of the designed audio-visual correspondences are perceived as 
being the most effective? 
H2: Volume to scale, and pitch to colour lightness, will return the highest 
matched responses; pitch to shape and colour, and timbre to blend shape, 
could yield conflicting results.  
Q3: Will the degree of perceived correspondence of the audio-visual 
association differ between the neurotypical and high-functioning autistic 
groups? 
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H3: Differences in perception, due to a wide range of altered neurological 
conditions for high-functioning autistic participants, could yield conflicting 
results for audio-visual mappings.  
Q4: Will the degree of perceived correspondence of the audio-visual 
association differ between musically trained and non-musically trained groups?   
H4: Participants with a musical background will provide a greater number of 
answers that match the researcher’s design, due to a higher degree of previous 




High functioning autistic and neurotypical participants were asked to participate in an 
audio-visual survey to assess the effectiveness of version two of the CymaSense 
prototype. Both groups were asked to play with the application for a minimum of five 
minutes using a MIDI keyboard, sound module and laptop, prior to completion of a 
series of video-clip based questions. Participants were given a brief demonstration of 
the prototype (see 6.2.4), but were not provided with details concerning the audio-
visual mapping. The survey was designed to evaluate the effectiveness of the audio to 
visual mappings within the context of playing the prototype for a period of time. An 
understanding of the mapping of the application, following participants’ use, would 
then be tested. It was anticipated that the results would aid in the clarification of the 
design of CymaSense before testing in an extended study within a therapeutic 




The survey was run with both neurotypical (NT) and high functioning participants on 
the autism spectrum (HFA). It was decided only to invite HFA end-users to participate, 
rather than lower functioning autistic end-users, as the tasks and time taken to 
participate within the survey may have been considered too stressful. As noted in 
section 2.1, challenges with autism include problems in communication, social 
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interaction, and issues relating to hypersensitivity or hyposensitivity. Schuler et al. 
(1997) recognise people with ASC can perceive their environment as chaotic and 
confusing, and therefore require a level of routine and predictability of interactions, 
and of their surroundings. Low functioning autistic participants would require a greater 
level of assistance and a more familiar environment in which to run the survey. This 
would raise the need for ethical approval due to considerations for their well-being. At 
this stage of development, it was unknown as to the level of functioning of potential 
users of the application. It has to be noted that by only employing HFA participants, 
there may be limited suitability in providing results that would inform the optimium 
design for participants on the lower end of the spectrum. However, as an addition to 
knowledge in the field, this could also be of interest in a wider context regarding future 
studies.         
The survey was organised within the University, within an acoustically controlled 
environment, notifying participants beforehand what was involved, of the equipment 
set-up, and of its location.  This was intended to minimise any potential stress or 
discomfort involved within an unfamiliar environment. Participants were invited to 
participate through email, posters, or personal invitation at a drop-in centre for HFA 
adults in Edinburgh (Autism Initiatives UK, 2017). In total, 47 participants volunteered 
for the survey. Thirty participants were neurotypical (NT) while the remaining 17 
indicated that they had been diagnosed as high functioning autistic (HFA). Participants 
were not asked about impairments prior to their involvement in the survey. During the 
experiment two NT participants reported having hearing impairments, with one NT 
and one HFA participant disclosing a form of visual impairment. One participant from 
the neurotypical group reported a colour blindness visual impairment, while one of the 
autistic participants reported having Iren syndrome, a perceptual processing disorder. 
Data from both participants were discarded due to their direct relationship to the 
perception of the mappings presented. Seventeen NT participants and nine HFA 
participants had a musical background, either through playing an instrument or 
through formal training. Table 6-1 provides an overview, with further details available 
within the results section (6.3).  
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Attribute NT HF Autistic 
Total participants 30 17 
Gender 19 male, 11 female 16 male, 1 female 
Age Range 18 - 64 years 18 - 54 years 
No. of Nationalities 7 3 
Impairments 2 hearing, 1 visual 1 visual 
Musical Background 57% 53% 
Non-musical background 43% 47% 
Table 6-1: Mapping Survey Demographic Data 
 
6.2.2 Materials   
 
The survey was run within the Auralisation Suite in Edinburgh Napier Merchiston 
Campus. An Auralisation suite is an acoustically controlled environment suitable for 
running listening tests. The following equipment was utilised: an Apple MacBook Pro 
laptop (Apple Inc, 2018), an audio interface (Focusrite, 2018), a MIDI keyboard, a 
sound module (Roland Corporation, 2018) and fully enclosed headphones 
(Beyerdynamic, 2018). The hardware was placed on a desk with an adjustable chair for 
participants (see Figure 6-1). Participants were presented with a printed participant 
information sheet detailing the research background and what the study involved 
(Appendix D – Mapping Survey Information Sheet for Potential Participants). The 
researcher was seated on a chair behind participants to be able to assist without 
visually distracting anyone. 
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To test the effectiveness of the AV mapping, participants were presented with a series 
of sounds, and for each sound, with three videos. Out of the three videos, one had 
been created with CymaSense (target) using the associated sounds, the other two 
were not (distractors). The rationale for the choice of sounds and distractors is 
presented in the next section. For each sound and associated videos, participants were 
asked to choose which video they thought matched the sound best. The mappings 
were broken down into audio and visual attributes as indicated in Table 6-2 below. 
Results were based on the level of agreement of participants with the designed audio-
visual mappings. The question order was randomised.  
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 Three Possible Visual Responses 
1 
Static Volume Level, 
50 dBC 
2 secs 1 
Scale 
(Static) 
Same shape with small, mid and large, approx. 
20% (target), 50%, 80% of screen size (Figure 
5-6) 
2 
Static Volume Level, 
66 dBC 
2 secs 1 
Scale 
(Static) 
Same shape with small, mid and large, approx. 
20%, 50% (target), 80% of screen size 
3 
Static Volume Level, 
83 dBC 
2 secs 1 
Scale 
(Static) 
Same shape with small, mid and large, approx. 
20%, 50%, 80% (target) of screen size 
4 
Fast Volume Attack 
Level: 83 dBC after 0s 
3 secs 1 
Scale 
(Dynamic) 
Same shape scale 0-80% of screen size after 0s 
(target), 0.8s, and 1.5s  
5 
Mid Volume Attack 
Level: 83 dBC after 
0.8s 
3 secs 1 
Scale 
(Dynamic) 
Same shape scale 0-80% of screen size after 0s, 
0.8s (target), and 1.5s  
6 
Slow Volume Attack 
Level: 83 dBC after 
1.5s 
3 secs 1 
Scale 
(Dynamic) 
Same shape scale 0-80% of screen size after 0s, 
0.8s, and 1.5s (target)  
7 
Fast Volume Decay 
Level 83 to 0 dBC 
1 secs 1 
Scale 
(Dynamic) 
Same shape scale 80-0% of screen size after 1s 
(target), 2s and 4s  
8 
Mid Volume Decay 
Level 83 to 0 dBC 
2 sec 1 
Scale 
(Dynamic) 
Same shape scale 80-0% of screen size after 1s, 
2s (target) and 4s 
9 
Slow Volume Decay 
Level 83 to 0 dBC 
4 sec 1 
Scale 
(Dynamic) 
Same shape scale 80-0% of screen size after 1s, 
2s and 4s (target) 
10 
Static Low Pitch 
(note C3) 
4 sec 1 
Lightness 
(Static) 
Same shape with for low (33%) (target), mid 
(50%) and high lightness (66%) values 
11 
Static Mid Pitch 
(note C4) 
4 sec 1 
Lightness 
(Static) 
Same shape with for low (33%), mid (50%) 
(target) and high lightness (66%) values 
12 
Static High Pitch 
(note C5) 
4 sec 1 
Lightness 
(Static) 
Same shape with for low (33%), mid (50%) and 
high lightness (66%) (target) values 
13 
Changing Pitch 
(Ascending notes C3, 
D3 and G3) 
8 sec 3 
Shape and 
Colour 
1: colour, shape and lightness (target)  
2: mismatched colour, mismatched shapes, 
mismatched lightness; 3: matched shape, 
mismatched colour, mismatched lightness    




Low (target), mid and high blend shapes (see 
Figure 6-4) 




Low, mid (target) and high blend shapes (see 
Figure 6-4) 








(spectral glide audio 
effect) 




1: increasing and decreasing scale 30-100-30%; 
2: increasing and decreasing lightness values 17-
83-17%; 3: changing detail of blend shape and 
returning to original, (target)    
Table 6-2: Audio Visual Mappings for Survey Video Clips 
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Literature on mapping amplitude to scale was reviewed in section 3.1, where loudness 
was mostly represented with larger scale, by size in drawings, and by various mapping 
strategies. These included gestures such as height, size and muscular energy (Smith 
and Sera, 1992; Walker, 1987; Küssner, 2014). This was determined as the basis for 
representation of levels of volume in CymaSense in section 5.4.1.  
The UK workplace safety requirements for an eight hour working day set the maximum 
decibel (dB) levels at 85 dBC (Bennett, 2006). The ambient sound pressure levels 
within the Auralisation Suite were approximately 43 dBC. Participants were wearing 
headphones with a 16 dB level of acoustic isolation. The subsequent ambient sound 
pressure levels were thus 29 dBC. The volume levels of questions 1, 2, and 3, were set 
at approximately 50 dBC, 66 dBC, and 83 dBC for low-volume, mid-volume and high-
volume sounds respectively, where high sounds would always fall at least 2 dBC below 
the maximum. Questions 1-3 tested static volume levels (low, mid and high) against 
three sizes of the same Cymatic shape. For example, Question 1 played the same low-
volume two-second sound clip, which was presented to the participant within three 
separate video clips; one large in scale, the second medium in scale, and the third 
small in scale (see Figure 6-2). The participant then had to choose which they 
considered the best audio-visual match.   
 
Figure 6-2: CymaSense mapping survey screenshot 
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In section 3.4 on temporary representation of audio signals, it was recognised that 
peak programme meters (PPM) display variations in the amplitude of audio signals by 
visually indicating increasing or decreasing dB levels. Similarly, waveforms (see Figure 
3-38) trace sound pressure variations over time and are seen as graphs of amplitude, 
in the vertical axis, over time in the horizontal axis. Attack, decay, sustain and release, 
(ADSR) is an amplitude envelope used to shape some synthesised sounds (Figure 6-3).  
 
Figure 6-3: An ADSR envelope, which stands for attack, decay, sustain and release, is an amplitude 
envelope used to shape some synthesized sounds (Libre Music Production, 2018) 
 
The volume attack levels refer to the initial amplitude of an audio signal, seen in Figure 
6-3 as the time it takes for ‘A’ to reach the maximum level, which would be seen as a 
peak on a PPM. Audio decay refers to the tapering of amplitude over time, seen as ‘D’ 
in Figure 6-3, and can be seen as a falling PPM level. Sustain level refers to the volume 
level that the sound sustains at as long as the synthesiser is triggered. Release time 
describes how long it takes for the volume to fade once the synthesiser has been 
released. Representations of volume attack and decay levels were tested by the scaling 
up and down of the Cymatic shapes, corresponding to the changing levels in volume. 
For example, a fast attack level can be described as an immediately loud sound with a 
short attack time that gradually fades (starting at 83 dBC and fading to 50 dBC); a mid-
attack level would describe a sound with a longer attack time where the peak of the 
volume would be midway between the start and end of the audio clip (starting at 50 
dBC, building to 83 dBC in the middle, and falling to 50 dBC at the end); while a slow-
attack sound gradually builds from an initial low volume to becoming louder at the end 
(starting at 50 dBC and building to 83 dBC).  
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Questions 4, 5 and 6 tested the audio volume attack levels (fast, mid and slow attack 
levels) against three versions of the same Cymatic shape displaying differing changes in 
time taken to reach maximum size. In a similar manner as described above, questions 
7, 8 and 9 tested volume decay levels for fast, mid and slow decays against three 
versions of the same Cymatic shape displaying differing changes in size diminishment 
over time (see Figure 5-6 for a comparison of audio levels against scale of Cymatic 
shape).  
In Chapter 3, a study by Kaya and Epps (2004) on colour-emotion associations revealed 
that principle hues including red, yellow, green, blue and purple, comprised the 
highest number of postive emotional responses at approximately 80%. For 
intermediate hues, the majority of emotional reactions (64.5%) were positive. For 
achromatic colours, white returned a positive response at 61.2% compared with 19.4% 
and 7.1% for black and gray respectively. Additionally, interview findings from 
practitioners in Chapter 4 highlighted the need to facilitate an emotional experience 
for their clients through colour choice. It was determined that principal hues be 
employed as a basis for the colour design of the application, and colour lightness be 
implemented within CymaSense to visually differentiate between the same notes over 
several octaves (refer to section 5.5 for details of implementation). Subsequently, 
Questions 10, 11, and 12 tested the combinations of low, mid, and high audio pitches, 
against low, mid, and high levels of colour lightness. Higher pitches of the same note 
created lighter colours the higher up the musical scale they are played. For example, 
C3 would be a dark shade of red, C4 would be a lighter shade of red than C3, and C5 
would be the lightest of all three versions (Figure 6-4). However, the system does 
function from C1 up to and including C7. The levels used for low, mid and high 
lightness, were 33%, 50% and 66% respectively (refer to Table 5-5). 
 




CymaSense was designed to allow colour selection by the end-user, in which a chosen 
colour would be applied to all Cymatic shapes, regardless of their pitch, but 
differentiated by changes in colour lightness. Ludlow et al. (2014) hypothesised that 
colour obsession in autism may be related to hyposensitivity, while colour phobias may 
be related to hypersensitivity, in the affected regions of colour space (section 2.1.4). 
End-user colour choice could potentially minimise obsessive behaviours or discomfort 
for ASC participants with hyposensitive or hypersensitivity issues. However, a default 
colour spectrum was also implemented to allow differentiation of pitch through colour 
(section 5.5). The default colour scheme (red, orange, yellow, green yellow, green, 
green cyan, cyan, blue cyan, blue, blue magenta, magenta, and red magenta) was used 
within the survey. This was used as a basis for evaluation of changes in colour that 
corresponded to changes in pitch (see Figure 5-13).  
Cymatics was identified in section 3.6 as a way of engaging people through its novelty. 
Interviews with practitioners further indicated an interest in the symmetry and organic 
nature of Cymatics as a form of visualisation in Chapter 4. Practitioners commented 
that the use of organic and natural geometry was a source of inspiration for their 
clients. It was noted in Chapter 5 that autism researchers identified a common interest 
in geometric patterns by people with ASC, thus influencing the decision to use 
Cymatics as a basis for a new visualisation paradigm. It was identified in section 5.4 
that efficient representation of all notes in a western scale (as commonly used by 
therapeutic music practitioners), required the creation of 12 Cymatic shapes that 
represented the 12 semitones of a musical octave (see Figure 5-7).  
Figure 6-4: Notes C3, C4 and C5 (left to right) showing differences in colour lightness 
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Question 13 tested audio pitch against cymatic shape and colour by using different 
combinations of colour, shape and lightness to test participants’ colour and shape 
association. The same three-note ascending audio sequence was used for all three 
video clips. One clip presented the chosen shape, colour, and colour lightness, based 
on the design decisions outlined in Chapter 5 for CymaSense version two. The other 
clips displayed a combination of alternative shape, colour, and colour lightness.  
Questions 14, 15 and 16 tested audio timbre against the alternative low, mid and high 
blend shapes that are triggered by static dark, mid and bright audio tonal qualities. 
Research by Adeli et al. (2014) highlighted the association between hard (or bright) 
sounds being perceived as more pointed, and dark (or softer) sounds being perceived 
as more rounded (see section 3.1). This led to the implementation of blend shapes 
within CymaSense, which was detailed in section 5.5. Blend shapes allow animation of 
a 3D mesh by morphing the vertices’ coordinates of the original shape to its 
remodelled version (Autodesk Inc., 2018). In this case, low blend shapes represented a 
darker tonal quality with high blend shapes representing brighter tonal qualities (see 
Figure 6-5). Finally, question 17 tested the blend shapes against dynamically changing 
audio tonal qualities.  A sweeping bandpass filter effect was used as a means to alter 
the audio envelope over a period of three seconds, increasing and decreasing the 
amplitude of different frequencies. A wide-band filter began at the low end of the 
frequency spectrum around 30 Hz at the start of the sound, swept through to the high 
end of the spectrum around 5 kHz at 1.5 seconds, and then returned to its starting 
point at 3 seconds. This effect alters the harmonic relationship between audible 
frequencies, which in turn changes the perceived timbre of the sound. This process 
could be described as spectral glide effect. The target video clip displayed the 
appropriate change from a darker tone to a brighter tone and back again, via blend 
shapes (Figure 6-5). The remaining two distractors displayed increasing and decreasing 
changes in size: starting at 30% of the screen size, expanding to 100%, then returning 
to 30%; and increasing and decreasing changes in colour lightness: beginning with 17% 
lightness before growing to 83% then returning to 17%.   
The questions were categorised into three audio-visual mapping groups (Table 6-2). 
Questions 1 to 9 were composed of the volume to scale questions, questions 10 to 12 
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included pitch to colour lightness associations. Question 13 referred to pitch to shape 
and colour correspondences, whilst questions 14 to 17 related to the timbre to blend 
shape associations.  
 
 
On completion of the video clip survey questions, participants were invited to add any 
additional comments. This question was used as a basis for any resulting qualitative 
feedback (6.3.5).  
The audio-visual mapping survey was developed using Survey Gizmo (2017) allowing 
side-by-side formatting of video clips and randomisation of pages, which should 
reduce potential bias of predictability of structure within the results (Schulz & Grimes, 
2002). The survey was designed to include feedback from both NT and HFA end-users. 
Appropriate ethical approval forms, participant information sheets and consent forms 
were developed in keeping with Edinburgh Napier University guidelines for working 




Prior to the survey, an email was sent to all research students and staff at Edinburgh 
Napier University, informing them about the study and inviting participation. Following 
a brief verbal description of the research, which reiterated the printed participant 
information (Appendix D – Mapping Survey Information Sheet for Potential 
Participants), participants were given a brief demonstration and invited to test the 
prototype themselves. The demonstration involved the researcher pressing alternative 
keyboard keys for a few seconds, using varying amounts of pressure, which resulted in 
Figure 6-5: A comparison of the tonal differences of the same note value - a low ‘darker’ tone 
(left), a mid-tone (centre), and a higher ‘brighter’ tone (right) 
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the animated scaling of corresponding shapes on screen. Participants were shown how 
to alter the note range of the keyboard to play lower or higher notes and select a few 
random sounds from the Roland sound module. 
The testing process involved participants playing on the MIDI keyboard and selecting a 
variety of sounds from the sound module for a minimum period of five minutes.  
Participants were asked not to adjust the volume of the sound module or the laptop, 
unless they found the volume levels uncomfortable. All participants were happy with 
the volume levels. Both the sound module and the video clip audio were set at an 
average level of 83 dBC, which is 2 dB below the UK workplace safety requirements for 
an eight-hour working day. The resultant images were displayed on the 13-inch laptop 
screen, whilst participants could hear the associated sounds via the fully enclosed 
headphones. Following the testing period, the researcher launched the survey on the 
laptop to allow the participants to complete the questions. Questions were asked 
relating to gender, age, nationality, existing known aural or visual impairments, 
musical background, and experience with audio equipment (Appendix F – Mapping 
Survey - CymaSense Survey Questions).  
Participants then proceeded to play the randomised audio-visual clips and select which 
clip they thought to be the best match for each question. After each selection, 
participants indicated the level of confidence of their choices by controlling an on-
screen slider (a numeric sale from 0 to 100, where 100 represented complete 
confidence). Collins (2003) states that confidence rating is a method that aims to 
provide results that are valid, reliable, unbiased and complete. The chosen method 
was also used in an audio-visual mapping survey by Tsiros and Leplâtre (2017), where 
participants were asked to rate their level of assuredness in matching a correct source 
image to its associated audio clip.  
In the present research, participants were presented with 17 sets of three audio-visual 
clips for the survey. The order in which the stimuli were presented to each participant 
was randomised to minimise selection bias (Suresh, 2011). Participants could play back 
the clips as many times as they wished. The tasks took approximately 30 minutes to 
complete. The researcher was available at all times to provide any assistance needed, 
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which occurred on two occasions when participants requested assistance in selecting 
the sounds from the module. Some participants provided qualitative feedback via a 
comment box in the final survey question. The comments are detailed in section 6.3.5. 
Upon completion of the survey, a brief discussion concerning participants’ use of the 
prototype, and any issues concerning the survey questions, provided informal 




The survey data were analysed and presented in relation to each of the hypotheses. 
The survey results confirmed H1, that out of the potential permutations of volume to 
scale, pitch to Cymatic shape, pitch to colour lightness, and timbre to detail of shape, 
the results would show the highest number of matches with the designed CymaSense 
mappings  (6.3.1). The second research question was related to the degree of 
difference of perceived audio-visual correspondences between the designed audio-
visual mapping groups. The results have shown a high percentage of matches for 
volume to scale, pitch to colour lightness, and pitch to shape and colour. Timbre to 
blend shape returned the lowest pecentage of matches (6.3.2). The third research 
question was concerned with the degree of perceived differences between the NT and 
HFA groups, in relation to audio-visual association. The results have shown that there 
were no significant differences (6.3.3). Hypothesis 4 stated that participants with a 
musical background would answer a greater number of questions matching the 
designed mappings, due to a higher degree of previous audio-visual associations, 
compared to non-musical participants. This was rejected, as results indicated an 
improvement in the scores of participants with a non-musical background (6.3.4).      
 
6.3.1 Research Question 1 
 
The first research question addressed whether the perceived audio-visual 
correspondences of participants would differ from the currently designed mappings. It 
was hypothesised that increasing and decreasing changes in amplitude would 
correspond to increasing and decreasing changes in visual scale; the 12 notes of the 
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musical scale would correspond to the 12 individual Cymatic shapes; increasing 
changes in pitch would correspond to increasing colour lightness; and changes in 
timbre of the same note value, would correspond to changes in detail of the same 
Cymatic shapes..  An overview of percentages of matched answers for high functioning 
autistic participants (HFA), neurotypical participants (NT), and their combined mean 
score percentages are presented in Figure 6-6. The maximum matched response from 
both groups was 100% for questions 5 and 6 related to volume attack levels. The 
minimum correspondences were considerably lower, at 38% for the HFA group for 
questions 16, and 45% for the NT group for question 17. Both questions were related 
to changes in timbre. For the combined groups, the mean response of percentages for 
all 17 questions was 81%. The majority of the combined results fell between 67% and 
100% for questions 1 to 15, with two questions (16 and 17) falling below this at 51%.    
 
Figure 6-6: Percentages of matched answers for each question for HFA, NT and combined 
 
One-sided binomial tests have been shown to be effective for statistical results in small 
sample sizes (Statistics Solutions, 2018; Influentialpoints.com, 2015). A binomial test 
indicated that the proportion of matched answers were higher than the expected 
value of .333 for questions 1 to 15 inclusive, for both HFA and NT participant groups. 
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not significant when compared to the expected value of .333, p = .452 (1-tailed). The 
binomial test indicated that the proportion of matched answers for NT participants in 
question 17 of .448 were not significant compared to the expected value of .333, p = 
.132 (1-tailed). All remaining questions indicated significant results. The p-values for all 
questions can be seen in Table 6-3.  
 
Question HFA Binomial p-value NT Binomial p-value 
1 0.004 0.000 
2 0.000 0.000 
3 0.000 0.000 
4 0.000 0.000 
5 0.000 0.000 
6 0.000 0.000 
7 0.000 0.000 
8 0.000 0.000 
9 0.000 0.000 
10 0.000 0.000 
11 0.000 0.000 
12 0.000 0.000 
13 0.000 0.000 
14 0.000 0.000 
15 0.000 0.001 
16 0.452 0.004 
17 0.016 0.132 
Table 6-3: Binomial p-values for each question for HFA and NT participants.  
Non-significant results are bold and highlighted in red. 
 
6.3.2 Research Question 2 
Results were grouped for analysis in accordance with the Hypothesis 2, which 
suggested that volume to scale, and pitch to colour lightness, would return the highest 
matched responses. Additionally, pitch to shape and colour, and timbre to blend shape 
could yield conflicting results (see 6.1). The mean matched answers per question group 
show that volume to scale mapping questions have the highest percentage of matched 
responses at 90% for combined participant groups. Pitch to colour lightness returned a 
mean percentage of 87%, while pitch to Cymatic shape and colour demonstrated an 
81% mean matched response. The lowest group of matched responses belongs to the 
timbre to blend shape mapping, with a mean return of 62%. An overview for each 
participant group and their combined mean percentages are presented in Figure 6-7.  
The majority of the matched responses for combined groups fell between 81% and 
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90% for the volume to scale, pitch to colour lightness, and pitch to shape and colour 
mapping questions. The timbre to shape blend questions fell below this at a mean of 
62%. The maximum difference in results between HFA and NT groups in each of the 
questions groups was 5%. 
 
Figure 6-7: Mean matched answers per question group 
 
Confidence ratings per question group (see Figure 6.8) indicated that volume to scale 
mapping had the highest combined mean at 85.52, followed by pitch to Cymatic shape 
and colour at a mean of 75.96. Pitch to colour lightness returned a mean of 73.67 with 
timbre to blend shape returning the lowest confidence rating mean of 65.17. An 
overview of the mean confidence ratings can be seen in Figure 6-8. The average 
differences between HFA and NT confidence levels were approximately 9.16. The 
maximum difference between groups was in the pitch to colour and shape category at 
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Figure 6-8: Confidence ratings per group 
 
6.3.3 Research Question 3 
 
Research Question 3 addressed whether the degree of perceived correspondence of 
the audio-visual association differs between the NT and high functioning autistic 
groups. Pearson chi-square was used to explore if there were differences between the 
choices made by high functioning autistic (HFA) and neurotypical (NT) participants for 
each question. All results were shown to be non-significant which indicates no 
significant differences between the two participant groups. Table 6-4 provides an 
overview of the results. No measures of association were computed for the cross-
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Question No: Pearson Chi-Square p-value 
1 0.048 0.826 
2 0.873 0.350 
3 1.637 0.201 
4 0.564 0.453 
5 N/A N/A 
6 N/A N/A 
7 0.594 0.441 
8 0.015 0.903 
9 0.400 0.527 
10 0.176 0.674 
11 0.015 0.903 
12 0.594 0.441 
13 0.473 0.492 
14 0.035 0.851 
15 1.770 0.183 
16 1.841 0.175 
17 1.289 0.256 
Table 6-4: Pearson chi-square and p-values for comparison of HFA and NT participant groups for 
each question 
 
When the confidence rating for the two participant groups were compared, the 
autistic group showed a higher overall mean of 81.99 compared to the neurotypical 
group at a mean of 74.06. Independent sample t-test was used to compare the 
difference between HFA and NT participants’ groups for their mean confidence rating 
scores. The results indicated a significant difference [t(41.482) = 2.298; p = 0.027] in 
favour of HFA participants mean confidence levels (mean confidence rating = 81.99; SD 
= 7.00) against NT confidence levels (mean confidence rating = 74.06; SD = 16.01).  
 
6.3.4 Research Question 4 
 
Research Question 4 addressed whether the degree of perceived correspondence of 
the audio-visual association differed between musically trained and non-musically 
trained groups. Results indicated an improvement in the scores of participants with a 
non-musical background, at a combined mean of 88%, compared to participants with a 
musical background who resulted in a combined mean of 78%. This does not support 
the hypothesis that musically trained participants would have scored higher due to 
previous audio-visual associations. Details can be seen in Table 6-5.   





Group Mean Score  Mean % 
HFA 13.11 77 
NT 13.31 78 
Combined 13.21 78 
Non-Musical 
Background 
HFA 15.86 93 
NT 13.92 82 
Combined 14.89 88 
Table 6-5: Comparison of overall question scores and between participants with a musical and non-
musical background 
 
Independent sample t-tests were used to compare the difference between musical and 
non-musical background mean scores for HFA and NT participant groups. The results 
for both groups showed no significant difference: the NT group [t(27) = -0.613; p = 
0.545] ; the HFA group [t(14)  = -1.879; p = 0.81]. 
The confidence ratings of each group from a musical background perspective show 
that NT participants with a non-musical background had a higher mean score of 77.14 
compared to NT participants with a musical background who had a mean score of 
70.96. HFA participants with a non-musical background had a minor gain in mean 
scores over the musical background HFA participants with scores of 82.27 and 80.85 
respectively. Combined mean confidence ratings for each group indicated an 
advantage for the HFA group over the NT group with scores of 81.99 and 74.06 
respectively. There were no significant differences in mean confidence rating scores 
between the groups regarding musical background (Figure 6-9).  
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Figure 6-9: Mean confidence ratings for musical and non-musical backgrounds per participant 
group 
   
The mean confidence ratings for each question are shown for the HFA group, the NT 
group and as a combined mean in Figure 6-10.  The average differences between HFA 
and NT confidence levels for all questions were approximately 9.79. The maximum 
difference between groups was noted as 18.94 in favour of HFA participants for 
question 3 relating to volume and scale. The minimum difference was reported as 2 in 
question 2, in favour of NT participants, again related to volume and scale. The 
maximum confidence ratings were 97.63 and 87.1 for HFA and NT groups respectively, 
whereas the minimum ratings were recorded at 60.63 for HFA, and 59.41 for NT.    
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Figure 6-10: Mean confidence ratings per question for HFA, NT and combined groups 
 
Finally, a comparison of combined mean confidence ratings per question against mean 
scores for each question is shown in Figure 6-11. The average difference between the 
combined groups mean confidence ratings, and mean question scores, was reported as 
7.91. The maximum difference was 13.37 in favour of the mean question scores in 
question 11, while the minimum difference was reported as 1.82 in favour of the 
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Figure 6-11: Mean confidence ratings compared against mean question scores for each question 
 
6.3.5 Qualitative Feedback 
 
In total, 18 written additional comments were left by participants, 14 by NT 
participants, and four by HFA participants. The feedback has been grouped into three 
themes that are described in Table 6-6 below. HFA and NT participants’ feedback is 
identified as HFA01-x, and NT01-x for the purposes of anonymization.    
  
Theme Description Participant Contribution 
Sense of Play 
Participants expressed their emotional 
reactions through experimentation with 
CymaSense 
NT06, NT07, NT16, NT22, 
NT27, NT28, NT29, NT31, 
NT32, HFA10, HFA15, HFA17 
Audio-Visual 
Integration 
Opinions on the successes and limitations of the 
audio-visual mappings  
NT07, NT13, NT17, NT27, 
NT31, HFA11, HFA17 
Alternative Uses 
End-user suggestions and comments for 
improvements and further use 
NT13, NT20 
Table 6-6: Participants’ comments themes and descriptions 
 
Sense of Play 
The majority of the end-user comments suggested that they found the survey a 
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NT22, HFA17), or that it was ‘fun’ (NT07, NT27. NT28, NT29, NT31, NT32). Participants 
inferred that the interactive experience was entertaining by commenting that they 
‘enjoyed playing with it’ (HFA15) or ‘… playing the keyboard and watching the visuals’ 
(HFA10).     
Audio-Visual Integration 
Participants commented that the audio-visual mappings worked well for the most part 
– ‘Most of the visuals seem to fit well with the audio sounds being play[ed] back‘ 
(NT07). They indicated that the clearest mapping seemed to be volume to scale – ‘I 
mostly looked at the size of the visualisation‘ (NT13), ‘The temporal mapping between 
the sound loudness and the visual size was straightforward to understand’ (NT32). 
However, they suggested that associating pitch with colour, and pitch with shape, was 
more problematic – ‘I found it difficult to associate colours with sounds’ (NT13), 
‘mapping between different pitches and colour as well as geometry were more difficult 
to assess’ (NT32). Another participant implied that pitch to shape correspondence was 
a little confusing – ‘Sometimes I have found more than one [suitable] graphic for the 
sound’ (HFA11).  
Some participants pointed out the challenges associated with the tonally based 
questions – ‘the tough questions were the ones with changing tones’ (NT27), ‘tonally 
based questions were the most difficult’ (HFA17). One participant highlighted their 
efforts to identify the best match association - ‘I played the videos 2-3 times usually to 
really try to notice the difference on the more subtle ones’ (NT17).   
Most of the video clips represented only one note played at a time. One participant 
suggested that multiple note phrases may have made the audio-visual mappings easier 
to understand - ‘personally [I] felt that there should have been more various choices of 
notes being played … [I] only seemed to find one or two examples of multiple notes 
being played’ (NT07). However, they also added that they enjoyed the experiment – 
‘the audio-visual integration is great’ (NT07). 
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Alternative Uses 
One participant stated that CymaSense could be used for other groups as a means of 
artistic expression – ‘… this could be a very useful tool not just for people with autism 
and other disabilities. It could be useful for regular people too as another expressive 
tool’ (NT20). They went on to suggest that additional effects could enhance the end-
user experience – ‘perhaps some visual effects happening behind the shapes in the 
middle of the screen’ (NT20).  
Regardless of the fact that all sounds were centrally positioned in the stereo spectrum, 
one participant commented that visual location and audio panning position could alter 
audio-visual perception – ‘I would have expected the position of the visualisation on 
the screen somehow to correspond with the direction the sound was coming from, but 
that didn't seem to be the case’ (NT13). Overall, participant feedback suggested that 
the audio-visual mappings were generally effective, and that CymaSense was enjoyable 




Data from the survey indicates that the audio-visual mappings chosen for CymaSense 
can be considered effective. The results support the findings from other studies into 
cross-modal correspondences for volume to scale, pitch to colour lightness, and timbre 
to shape (Küssner, 2014; Gao et al., 2007; Adeli et al., 2014). The survey differs 
through its association of pitch to shape, as an effective audio-visual mapping. 
Participant feedback is in accordance with Hypothesis 1, as the CymaSense designed 
mappings were the dominant matched audio-visual associations within the survey. 
The results suggest that the most intuitive mapping for participants was volume to 
scale, with a combined mean of 90%, which backs up previous research where 
loudness was mostly represented by larger scale and relative size in drawings (Smith 
and Sera, 1992; Walker, 1987; Küssner, 2014). Subtle changes in volume in electronic 
sounds, such as vibrato or modulation effects, were detected and visualised in real 
time that supported the volume to scale relationship. Participant comments confirmed 
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this idea – ‘I mostly looked at the size of the visualisation and if it vibrated with the 
sound’ (NT13), which implied a causal relationship. Questions 5 and 6 returned a 
response rate of 100% best match, which related to volume attack levels. These results 
may have been related to the researcher’s initial briefing that showed participants how 
to use the audio equipment and view the associated shapes on screen. Studies in 
motion perception have shown that when motion is difficult to perceive visually, for 
example, in dark or occluded environments, sound and touch can convey information 
that can contribute to a more accurate perception of motion (Shams and Kim, 2010). 
Within the present research, participants’ observations of the demonstration and 
subsequent experimentation with the audio-visual equipment involved tactile, 
auditory and visual modalities. This may have emphasised the perceived scaling 
motion of the shapes. Although vision is typically the dominant sense over auditory or 
tactile (Soto-Faraco et al., 2003), studies have reported that visual motion perception 
itself can also be influenced by other modalities (Meyer and Wuerger, 2001).The 
majority of participants may have understood the volume to scale correspondence 
immediately, and reinforced the audio-visual association through their own 
experimentation.  
Pitch to Cymatic shape and colour mapping demonstrated a high level of responses 
matching the CymaSense design decisions, suggesting that an association of pitch to 
pattern may be a means of enhancing musical memory for some autistic participants. 
This notion is reflected in research by Mottron et al. (2006), Lim (2010), and Fletcher-
Watson et al., (2016), who support the idea that some people with autism have a 
heightened visual perception for pattern recognition. This ability could be a beneficial 
means of identifying musical pitch for some end-users. Nonetheless, one NT 
participant indicated problems in identifying pitch through geometry, while another NT 
participant suggested that there should have been more multiple note example 
phrases. These comments implied difficulties in correspondence between pitch and 
shape. It could be argued additional multiple note-based questions may have created a 
deeper understanding of the pitch to shape relationship.  
Research into cross-modal influences on visual perception has highlighted that a brief 
sound presented simultaneously with a colour change of a visual target can also 
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decrease detection time when searching for a visual target (Burg et al., 2008; Shams 
and Kim, 2010). The use of primary hues for each pitch, within the pitch to shape and 
colour mapping, may have augmented the identifiable changes in pitch and geometry 
in question 13, decreasing detection time and aiding in returning a mean response rate 
of 82%.  
With a combined mean of 87% matches, pitch to colour lightness mapping results 
support previous research that pitch can be represented through changes in lightness 
(Marks, 1974, 1982, 1987; Hubbard, 1996; Melara, 1989; Ward et al., 2006; Ward et 
al., 2008; Pouris and Fels, 2012). However, the MIDI keyboard used in the 
demonstration, which had 24 keys, may have been too few for ease of playability and 
appreciation of changes in lightness (see Figure 6-1). Participants were shown how to 
alter the note range of the keyboard to play lower or higher notes. However, a higher 
rate of matches may have resulted from the use of an 88-key keyboard, which 
represented all of the available MIDI notes, allowing participants to visualise the 
differences between the lowest and highest notes more easily. This may have clarified 
the pitch to colour lightness correspondence. Nonetheless, future versions of the 
application would require an alternative means of pitch representation for end-users 
who have visual impairments, including colour blindness. This could be accomplished 
through vertical movement or by changes in brightness, and is discussed in Chapter 8.       
Results from mapping timbre to shape supports previous work by Adeli et al. (2014). 
However, questions 16 and 17 (related to changes in timbre) resulted in the poorest 
percentage of matches, in accordance with Hypothesis 2. In the Adeli 2014 study, all 
graphical stimuli were static and two-dimensional (see Figure 3-8). In the present 
study, the visual stimuli were dynamic and three-dimensional, arguably increasing the 
complexity of the graphics and the difficulty in identifying the best match. Timbre to 
blend shape mapping may not have been as effective due to the differences between 
alternative blend shapes for each note being too subtle (see Figure 6-5). A number of 
participant comments highlighted the difficulty in identifying the visual changes in 
timbre. It could be suggested that by exaggerating the blend shapes more the timbre 
to blend shape mapping would be more visibly obvious, and could provide greater 
real-time feedback. The question grouping mean scores reflect the consistency of 
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trends between matched answers and confidence ratings (62% combined mean 
matched answers, combined confidence ratings mean of 65).  
The third research question addressed differences between the responses of the 
neurotypical and autistic groups. Although no differences were found between their 
performances, HFA participants had a higher overall confidence rating than NT 
participants. This could be partially due to a reduced level of conscientiousness, 
recognised within people on the autism spectrum. Studies have shown that once the 
initial confidence levels of HFA participants were selected, their remaining choices 
were set at a consistent level (Wakabayashi et al., 2006; Fortenberry et al., 2011). 
Moreover, a study by Farmer et al. (2017) indicated that people with ASC, when 
compared with NT control participants, demonstrated a reduced sensitivity to 
contextual stimuli in many perceptual and cognitive tasks. The authors established that 
control participants’ preferences between pairs of similar consumer items switched 
when a third decoy item was introduced, but this tendency was reduced among 
individuals with ASC. This indicated that their choices were more consistent and 
conventionally rational than those of control participants, despite the presence of the 
decoy item.  
The use of headphones within the survey may also have affected how participants 
perceived sound. Headphones were used within the survey as a means to reduce 
ambient noise from external sources. However, it is unlikely that headphones would 
be used within a music therapy environment as traditional acoustic instruments are 
customarily used (Hunt et al., 2004). Electronically generated sounds are typically 
amplified through speakers in music therapy (Cibrian et al., 2017). Sounds from 
headphones attenuate potential reverberation from surroundings, decreasing 
stimulation and increasing isolation from the outside world. This could be described as 
creating a more immersive experience than using speakers. In a study by Kallinen and 
Ravaja (2007) comparing the use of headphones and speakers, emotional and 
psychophysiological responses were analysed by participants listening to news via a 
computer. The authors indicated that participants preferred headphones to speakers. 
Headphones elicited more positive emotional responses and higher attention, as 
indexed by shorter pulse transit times, than speaker listening did. However, speaker 
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listening prompted more attention among subjects scoring high on sociability and 
activity personality scales. Speaker listening also elicited higher physiological arousal. 
This suggests that using headphones facilitates more focused immersive experiences, 
while speakers may better facilitate more communication-based social environments. 
Headphones have also been shown to be effective in helping people with ASC-based 
hypersensitivity issues with auditory stimuli (Ikuta et al., 2016). In a survey by Lipkin et 
al. (2016), regarding auditory sensitivity issues, 57.6% of children with ASC reported 
wearing headphones regularly to listen to music. The comfort levels of HFA 
participants may have been affected by regular use of headphones, and contributed to 
confidence ratings. However, information regarding participants’ headphone use was 
not recorded within the present survey.    
Contrary to Hypothesis 4, participants with a non-musical background displayed a 
higher score than those with a musical background. It could be suggested that non-
musical participants reacted more positively to pictorial-based imagery, as they had 
fewer preconceived ideas concerning musical representation. This backs up research 
by Tan and Kelly (2004) who have shown that musically trained individuals tended to 
visualise elements of intra-musical properties rather than metaphorical or emotively-
driven images. In addition, Davidson et al. (1988) suggest that the more cognitively 
developed the participant is from a musical perspective, the less likely they are to 
represent music pictorially. The use of interactive 3D graphics may also have been a 
distractive influence rather than a reinforcing one for musically trained individuals. 
One could argue that autistic clients become musically trained as therapeutic sessions 
continue, thus musical associations may become dependent on having the visual 
stimuli present. It could be suggested that non-musically trained participants have 
been less exposed to musical stimuli, therefore, have had no previous association, and 
would be more open-minded concerning audio-visual mapping. Trained musicians also 
tend to look up from their instruments rather than observing visual changes because 
of what they play. Focusing on visual stimuli may have been an unnatural way to 
experience music, which affected the results in favour of non-musicians, who may not 
have experienced the same conflict. Although there is no statistically significant 
difference between the groups, there may be a trend approaching significance.  
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Although NT participants left the majority of comments, both groups used positive 
remarks to describe their experiences. The survey results suggest that both high 
functioning autistic and neurotypical end-users share an understanding of the audio-
visual correspondences. However, it could be argued that the design of the survey 
could have been improved through greater integration of demonstration and response 
and recording of participants’ sounds choices. Use of multi-sensory integrative 
technology has been shown to encourage interaction and independence for people 
with ASC through the use of tactile, auditory and visual senses (Schaaf & Miller, 2005). 
Ringland et al. (2014) and Cibrian et al. (2017) have also demonstrated sensory 
stimulation within multi-sensory environments, regarding their respective 
SensoryPaint and BendableSound interventions for children with ASC. The 
demonstration phase and the video clip based survey used a tri-sensory and bi-sensory 
experience respectively, where the experimental phase included touch. Demonstration 
of differences in each of the mapping groups (volume to scale, pitch to colour and 
shape, timbre to blend shape), with the participants prior to the survey questions, may 
have highlighted the audio-visual correspondences more effectively. For example, 
participants could have been asked to play alternative sounds from the module on the 
same MIDI key demonstrating how the shapes altered due to timbre, regardless of the 
same pitch and volume. Immediately afterwards, they may have been asked to answer 
a timbre to blend shape question. Restricting the choices made available to the 
participants to the same sounds used within the video clips, may have standardised 
the experiment for all. Alternatively, sounds chosen by participants could have been 
recorded for comparison against the results, to identify any trends between the two. 
These changes may have provided a more consistent set of results amongst all 
mapping groups. Nonetheless, demonstration of the application was designed to be 
minimal, to allow participants to make unbiased selections and provide impartial 
qualitative feedback.  
A limited participatory design approach was used via the input from the study 
participants, with neurotypical practitioners and autistic clients representing the target 
audience. It is difficult to represent all potential target users of CymaSense with ASC, as 
literature has identified the difficulties in providing general guidelines for studies 
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based on autistic participants, given the nature of the spectrum condition (section 2.3). 
However, the data gathered suggests that the designed mappings displayed no 
negative effects, and provides a positive basis for evaluation of the application within a 
practical therapeutic environment. 
The size of the visual display used within the survey may have been an influential 
factor in positive matching of the shapes. Our central vision uses an area densely 
packed with light sensitive cells, where more neurons will analyse a stimulus picked up 
by our central vision compared with the same stimulus picked up by our peripheral 
vision (Scientific American, 2018). This leads to a colour-sensitive, high-resolution 
central vision and a fast-working, movement-sensitive peripheral vision. The amount of 
noticeable detail between central and peripheral vision may have been affected by 
focusing on a 13-inch laptop screen, rather than being projected as a larger image on a 
wall. If the projected image had been larger, end-users may have noticed broader 
changes in the geometry of the shapes but paid less attention to the finer details.  
It is suggested then, that the audio-visual mappings effectiveness may be improved by 
using larger visual projections. Speakers may aid in projecting electronic sounds in a 
shared musical environment in comparison to headphones, however the 50 dBC clips 
might have been difficult to discern. More time could also be spent in demonstrating 
the audio-visual mappings to enhance understanding of the associations. In addition, 
remodelling of emphasised blend shapes may augment appreciation of the timbre to 




Four primary research questions addressed CymaSense’s audio to visual mappings, 
evaluating the feedback from both HFA and NT participants. It was necessary to 
investigate and validate the chosen mappings from the design in chapter 5, based on 
literature reviewed, practitioner interviews and innovation, prior to further testing 
within a therapeutic music session. Previous studies have highlighted accepted 
correlations between volume and scale (Küssner, 2014), and pitch and lightness 
(Hubbard, 1996). However, no evidence of testing pitch against Cymatic shape had 
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been discovered at the time of writing, whilst timbre and has shown limited evaluation 
from static 2D shapes (Adeli et al., 2014), but not from animated 3D shapes. Findings 
that demonstrated a significant lack of matching participant responses would 
necessitate a redesign of the audio-visual correspondences. Results from the survey 
suggest that the overall audio-visual mappings derived from Chapter 5 were effective, 
and appropriate for testing with end-users within a therapeutic environment. Strong 
correlations between volume and scale; pitch and colour lightness; and pitch and 
shape have been demonstrated within this study, with the relationship of timbre to 
blend shape to a slightly lesser degree. The survey results confirmed Hypothesis 1 
(6.1).  
The results partially confirmed Hypothesis 2, demonstrating the strongest correlations 
in volume to scale and pitch to colour lightness, and the weakest in timbre to blend 
shape. The data for the pitch to shape and colour mapping suggests a robust 
correspondence. By grouping the audio-visual correspondences, it was interesting to 
evaluate the degree of difference in level of matched responses. The data indicates 
which parings were more intuitive, and which were limited in their effectiveness. 
Confidence ratings also highlighted the level of assuredness between mapping groups. 
Although there were no significant findings, it is interesting to note the lower number 
of matches for the timbre and blend shape category. The findings could indicate 
potential changes in the design for future studies.    
The third research question examined whether the degree of perceived 
correspondence of the audio-visual association differed between the NT and autistic 
groups. The aim of this question was to investigate any potential mismatch in 
multimodal correlations between autistic users and neurotypical practitioners. As 
discussed within literature, autistic users’ audio-visual associations may be affected by 
sensory awareness and cognitive processing. Any findings which highlighted significant 
differences would imply that a redesign of the mappings would be required prior to 
testing in music sessions. However, the results indicated a non-significant difference 
between the groups, suggesting that the designed mappings would be acceptable for 
further evaluation within a series of therapeutic music sessions. The results have 
indicated that there appears to be no observable difference between the NT and high 
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functioning autistic groups who took part in this study. Further testing of the 
application may help identify the efficacy of CymaSense with autistic participants who 
have greater support needs. This will be evaluated in the next chapter. However, it was 
noted that HFA participants scored higher in levels of confidence, compared to NT 
users. This could be due to traits in the consistency of their decision-making, rather 
than based on evaluation of each of the questions on their own merits.  
Research question 4 asked whether the degree of perceived correspondence of the 
audio-visual association would differ between musically trained and non-musically 
trained groups. The question’s aim focused on how musical training may influence the 
effectiveness of the audio-visual mappings, in particular, identifying Cymatic shapes 
with pitch. Literature has identified how trained musicians tend to visualise intra-
musical elements and that non-musically trained participants tend towards 
visualisation of emotive metaphor through images or stories. Although there were no 
significant differences, the data indicated a tendency toward favouring non-musically 
trained participants. This implies a level of accessibility for potential users who are not 
trained in music. This suggests that the current design may be suitable for use in music 
sessions where participants would most likely not be musically trained. However, long 
term use of the application has yet to be evaluated. Hypothesis 4, favouring 
participants with a musical background, was rejected in favour of non-musically 
trained participants. The data suggests a lack of musical training has a greater level of 
success in identifying the audio-visual correspondences, which could be beneficial for 
participants with no musical training. Whether this suggests that the initial benefits of 
using the application will diminish over time, as therapeutic music sessions may 
passively develop musical training, will only be known through further testing.  
The effects of using CymaSense within a therapeutic environment will be evaluated in 
the following chapter, and will employ qualitative and quantitative methods to test its 
capabilities with autistic participants over a number of weeks. 
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7 An Investigation of the Use of CymaSense within Therapeutic Music 
Sessions  
 
The CymaSense prototype was developed through a series of semi-structured 
interviews with therapeutic music practitioners (see Chapter 4), which provided a set 
of requirements for users of the application, including autistic clients and practitioners. 
A subsequent series of design guidelines were discussed in Chapter 5 and tested in the 
Mapping Survey (Chapter 6). This chapter discusses the development and organisation 
of a study involving eight participants with autism, using CymaSense as an intervention 
within a series of therapeutic music sessions. The study took place over three separate 
phases at a charity-run centre for people with a variety of disabilities, including autism, 
called TouchBase (Sense Scotland, 2017b). Phase 1 refers to an eight-week series of 
music sessions, comprising two non-intervention weeks, followed by the introduction 
of CymaSense over the subsequent six-week period. After a break of seven weeks, 
Phase 2 comprised two weeks of intervention-based music sessions, one withdrawal 
week of the intervention, and a final week of intervention. The sessions were aimed at 
observing and analysing changes in communicative behaviours of the participants. 
Phase 3 details a series of semi-structured interviews with parents of the participants, 
and the music tutor involved in the study, to gather background information on the 
participants involved and how their behaviours may have changed during, and as a 




Section 2.2 discussed the benefits of music therapy in improving communication and 
social interaction for people with autism. The intention of the TouchBase study was to 
test the efficacy of CymaSense in improving musical interaction between client and 
therapist within a therapeutic musical environment. In addition, non-musical 
communication skills outwith the sessions were examined. Analysis of the sessions was 
facilitated through a combination of video observation and a post-study survey. A 
Communicative Responses and Acts Score Sheet (CRASS) allowed detailed analysis of 
each session (Appendix H - Communicative and Acts Response Sheet (CRASS)), where 
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the number of occurrences of musical and non-musical behaviours was totalled each 
week and used for comparative purposes. Some of the behaviours included 
participating in rhythmic give and take, matching a beat, creating a verbal response or 
establishing eye contact (see Table 7-4 for a definition of CRASS behaviours). The use 
of CRASS was based on Edgerton’s (1994a) method of determining the effectiveness of 
improvisational music therapy on communicative behaviours. A post-study behavioural 
change survey with the participants’ parents/guardians, care workers and tutor 
gathered information concerning observable musical and non-musical behaviours of 




This research was designed to test the following hypotheses:  
(1) There is a significant improvement between the number of musical and non-
musical communicative responses demonstrated by the autistic participants. The 
number of communicative responses will be significantly higher in the final week of the 
intervention than at the beginning. 
(2) There is a significantly higher number of musical and non-musical communicative 
responses demonstrated by the autistic participants between their last non-
intervention and first intervention sessions. 
(3) There are changes in the communicative, social and musical behaviours of the 
autistic participants observable by parents, care workers or tutors at the conclusion of 
the study. 
 
7.3 Method - Phase 1 and 2 
 
Autistic participants were asked to take part in an initial eight-week study, Phase 1, 
which employed CymaSense as an audio-visual tool within the sessions. The sessions 
were video recorded and analysed using quantitative and qualitative methods. Phase 1 
could be considered an AB design method, whereby A represents the non-intervention 
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weeks followed by B, representing the intervention (see 7.3.4). Following the 
completion of the initial eight sessions, a four-week follow up series of sessions, Phase 
2, was employed to assess the effect of a long withdrawal phase. In addition, it would 
allow the inclusion of a reversal design method (BAB) used in previous music therapy 
intervention studies (Carnahan et al., 2008; Goldsmith and Leblanc, 2004; Pasiali, 
2004). Geist and Hitchcock (2014) point out that with a secondary demonstration of an 
effect of intervention (through reversal design), alternative explanations such as 
regression to the mean, history, maturation, history etc. become far less plausible 
explanations for the change in behaviour of autistic participants.    
 
7.3.1 Music Tutor 
The music tutor running the therapeutic sessions has been working with children and 
adults with additional support needs in Sense Scotland (2019) since 1999. He has 
developed a range of ideas to enable individuals with disabilities to find alternative 
ways of communication and self-expression through improvisational musical 
approaches, and has worked previously with all but one participant in the present 
study. His usual practice involves using a variety of acoustic, electronic instruments 
and voice, within scheduled therapeutic music sessions, using structured and 
improvisational techniques tailored to individual clients’ needs (see 7.3.5). The tutor 
was not previously involved in the development of CymaSense.  
7.3.2 Participants 
 
Six adult males and two adult females, who have been clinically diagnosed as being on 
the autism spectrum, were recruited from Scottish Autism (Scottish Autism, 2017) and 
Sense Scotland (Sense Scotland, 2019) for the 8-week study. All participants, with the 
exception of one newly referred client, had formerly taken part in therapeutic music 
sessions within TouchBase. All of the participants’ parents or guardians were contacted 
directly by the music tutor several weeks prior to the study for approval. One of the 
males and one female worked together as a group (G1), while the other six 
participants took part in one-to-one sessions with the music tutor (P1-P6). Participants’ 
diagnosis of autistic impairment ranged from severe to mildly impaired. Deficits in 
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communication skills were common to all participants. None of the participants had 
visual or aural deficiencies. Four participants demonstrated non-verbal skills, and two 
participants demonstrated limited functional language skills. Parents or guardians 
provided informed consent for their children to be involved in the study. All 
participants were between the ages of 18 and 28 years. Table 7-1 provides an overview 
of the participant details.  




Non-verbal skills, uses facial 









Non-verbal skills, uses facial 
expression, gesturing, body 
language and objects of reference 
Turn-taking 
rhythmic activities 
on the keyboard or 
electric guitar 
Hypersensitive to loud noises or 
boisterous environments, seeks 
out quieter areas 
P3 Mid 20s Non-verbal skills No preference 
Often displayed a sense of 





Non-verbal skills, uses vocal and 






Known to have an interest in 
computers 
P5 Mid 20s 
Non-verbal skills, uses vocal 
expression 
Use of voice  





Functional language skills 









One non-verbal skills and one with 




the other singing 
and playing 
percussion 
Childhood friends, both quite 
fluent with the use of computers 




The music sessions took place in a large room and had the following musical 
instruments available: acoustic and electric guitars; microphones; an assortment of 
acoustic and electronic percussion; a harp; electronic keyboard (Figure 7-1). All 
instruments could be height adjusted to suit each participant either sitting or standing. 
Chairs were available for both participant and tutor. A variety of beater and drumsticks 
were also available. In addition, two video cameras were installed to record the 
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sessions (GoPro, 2016): one mounted on top of a cymbal stand in the corner of the 
room; another placed on a small stand near the entrance to the room.  
The CymaSense prototype was run on a laptop (Apple Inc, 2018) connected to an audio 
interface (Focusrite, 2018), placed at the side of the room. The laptop also provided 
access to the user interface for music tutor and participants, allowing customisation 
for each user, including control of colour schemes (see 7.3.4). The prototype was used 
in three distinct ways, detailed in Table 7-2.  
 
# Prototype Use Description 
1 One Room Microphone 1 microphone processes room audio, 1 set of projected shapes  
2 Two Microphones 2 microphones process 2 audio inputs, 2 sets of projected shapes 
3 Interactive Table 
CymaSense interactive surface creates sound and projects shapes 
beneath its surface when played 
Table 7-2: Participants’ use of the prototype within the study sessions 
 
The three alternative ways were tailored to the needs of each autistic participant, 
which were monitored prior to, and during, the intervention sessions (see 7.5.2). 
Firstly, a microphone on a stand was used to capture all sounds that were audible 
within the room. The microphone was placed near the wall beside the laptop, behind 
participants and out of their line of sight. This allowed the tutor to use any instrument 
within the room and minimise changes to the established routine for the participants. 
Figure 7-1: TouchBase Music Room 
J J McGowan 7: CymaSense Study at TouchBase Centre 236 
 
A tripod-based projector (AAXA Technologies Inc., 2017) on one side of the room 
projected the visual output from the laptop onto a screen of approximately five feet in 
length by four feet in height (See Figure 7-2)(McGowan, 2017a).  
 
In the second scenario, two microphones captured audio inputs for the 2-user version 
of the prototype, allowing the tutor and participant to control their own set of shapes 
using their voice or chosen instrument. The 2-user version was also projected onto the 
screen with each set of Cymatic shapes positioned side by side (McGowan, 2017b). 
Lastly, an interactive table was used as an alternative means of using the prototype, 
presented as a tangible user interface within the room. The extent of the interactivity 
would be restricted to playing the table in a percussive manner with hands or beaters 
for participants’ or the music tutor. Tapping or striking the table would activate sounds 
from an electronic percussive synthesiser in addition to simultaneous projection of the 
CymaSense application on the underside of the table. This facilitated the needs of 
those participants who were less capable of eye-hand coordinated activity – playing an 
instrument and looking at the screen – as well as those who were driven by rhythm-
based activities (McGowan, 2017c).  
The table design comprised of a Perspex transparent surface; a contact microphone to 
pick up audio vibrations; an interface adapter for an iPad (IK Multimedia US, 2017); an 
Figure 7-2: Music Room Overview 
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iPad application called Impaktor to generate percussive synthesised sounds (Apple Inc., 
2017a). It also employed a small audio amplifier and a projector to visualise the 
CymaSense prototype on the underside of the table surface (see Figure 7-3)(McGowan, 
2017a; McGowan, 2017d). The music tutor was alone in the room with the participants 
with the exception of a few unanticipated interruptions from other members of staff, 
and on occasion when the researcher’s help was required with the prototype, which 
occurred on average once a week. 
 
7.3.4 Design  
 
Phase 1 
Single subject case design (Aldridge, 2003) has been used within a number of music 
therapy case studies and within related intervention studies with Autism (Reichow et 
al., 2011; Geist and Hitchcock, 2014; Villafuerte et al., 2012). Single case study designs 
were chosen as a suitable approach for this audio-visual multimodal intervention as 
they are the primary source of music therapy research (Accordino et al., 2007). They 
allow changes in the relationship with the therapist and with other family members to 
be detailed using a variety of research methods (see 2.3.3). Changes in emerging 
phenomena, such as new intervention, can be detailed and new models can be 
created. The structure of the design is dependent on the individual clients; however, in 
general a baseline stage (A) is determined over a period of several sessions. Following 
Figure 7-3: Music tutor and a participant using the CymaSense Interactive table 
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this, an intervention stage (B) will introduce the intervention to be tested. Subsequent 
permutations and combinations may include no intervention baseline (BA), the 
reintroduction of a withdrawal session (ABA – known as basic withdrawal), which can 
be free time for the client to do as they will, reversal design (BAB), or the introduction 
of a (C) stage etc. (ABAC).  
People with autism can exhibit considerable distress when exposed to unfamiliar 
situations, changes in routine, or changes in environment (American Psychiatric 
Association, 2013). Therefore, a phased approach for the introduction of CymaSense 
would minimise the effects of stress on each participant. Designed to identify and 
agree upon each participant’s communication and musical abilities, a short interview 
with the music tutor confirmed the most appropriate way to customise and introduce 
the intervention (Appendix M - David McCluskey Interview - 06/02/2017). 
For the initial eight-week study, a two-phased approach was used: (A) a baseline stage 
was established over two sessions; (B) the intervention was introduced and tested 
over a subsequent six-week period. This is the same protocol used by Yang et al. (2003) 
to examine social behaviour in 7-to-9 year old children with ASC, by Hutchins and 
Prelock (2006), and Norris and Dattilo (1999), researching the effects of Social Stories 
on autistic children.  
Phase 2 
After a seven-week gap, four-weeks of follow-up sessions employed a BAB reversal 
design consisting of three phases: (B) a two-week continuation of the intervention 
from the Phase 1 study; (A) a reintroduction of the baseline stage for one week; and 
finally the intervention (B) for one final session. A reversal design has been used by 
Edgerton (1994b) and others in the evaluation of interventions with autistic children 
(Simpson and Keen, 2011; Pasiali, 2004). The two phases could also be evaluated as 
one larger study with a break between sessions (ABAB) (see Figure 7-4). This will be 
discussed in 7.5 and 7.6.   
 





Each participant was scheduled for a 30-minute session per week, for both Phase 1 and 
Phase 2, with the exception of the group who were scheduled for a 60-minute session 
each week. Within TouchBase, regular one-to-one weekly sessions are 30 minutes long 
whilst group sessions are normally 60 minutes. Due to illnesses and unforeseen 
circumstances, such as external commitments, not all the participants were able to 
attend all the sessions.  On average, the attendance over the two phases was 83%. 
During the non-intervention baseline stage (A) the music tutor used a number of 
improvisational musical techniques, such as playing guitar, the drum kit or percussion, 
the electronic keyboard and/or singing. The techniques were aimed at establishing 
contact with and facilitating responses from the participants and development of their 
musical and rhythmical abilities. The music tutor played, and provided each participant 
with the opportunity to do the same. Lazar et al. (2016) discuss ways to empower 
adults with cognitive impairments through art therapy via the Third Hand technique, 
where the therapist draws on and enables the skills of the client, builds on previous 
sessions and provides support. Similarly, the tutor made every attempt to be sensitive 
to the desires, goals, and emotions of the clients, by providing support intent on 
minimising the imposition of meanings, ideas, or preferences onto their work.  
In designing creative spaces for people with ASC, Makhaeva et al. (2017) highlighted 
that the common contradictory misconception between autism and creativity, 
generated by those outwith autism and therapy, can be overcome through subtle 
Figure 7-4: Overview of the 12 weekly TouchBase study sessions 
7-Week 
Gap 
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interplay and space that allows meaningful participation. By combining a well-known 
activity with familiar, but slightly modified elements, they indicated that participants 
felt free to appropriate them in original ways. They employed a Play Partner and Active 
Observer, which contributed to facilitating a creative process. Adopting this approach 
prior to the intervention stage (B), a discussion between the music tutor (as Play 
Partner) and the researcher (as Active Observer) took place, allowing a review of each 
of the participants needs. The discussion was formalised through a short interview 
(Appendix M - David McCluskey Interview - 06/02/2017) and is discussed in more 
detail below.   
Ringland et al. (2014) and Cibrian et al. (2017) discuss the importance of natural user 
interfaces to support body awareness and sensory stimulation within multi-sensory 
environments, regarding their respective SensoryPaint and BendableSound 
interventions for children with ASC. Similarly, the participant’s natural body 
interactions with the tutor from a musical perspective were taken into account. For 
example, P1 preferred a sitting position leaning slightly forward for rhythmic play, 
while P5 liked to lean back whilst sitting with a microphone to make use of his voice 
more effectively.   
The intervention phase (B) was introduced gradually within a session, once each 
participant was identified as being comfortable, which would generally take around 
five minutes. The intervention involved projecting the visualisation of the sound 
produced by the instruments chosen by participants and music tutor, either on a 3m x 
2.5m screen, or using an interactive table measuring 1.5m x 1m (see Figure 7-3).  
The laptop interface was introduced to the majority of participants by the music tutor 
in week 5, with the exception of one (P4) who showed interest in exploring the 
interface on the introduction of the intervention in week 3, by using the mouse to 
select and change colours. In general, during weeks 3 and 4, the music tutor 
introduced CymaSense using the default colour scheme (Figure 5-13). In week 5, the 
music tutor encouraged physically capable participants to use the mouse and select 
different colours, and then would indicate the visible changes by pointing towards the 
screen or table to demonstrate the results to participants. For participants who 
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remained in their chairs or would not show interest in coming over to the laptop, the 
music tutor would initially encourage them to indicate approval or disapproval through 
gestural and verbal means for different colour schemes. For those participants who did 
not show interest in engaging, the default colour scheme was selected. 
The TouchBase music room was designed for use by clients with a variety of 
disabilities, including people on the autism spectrum who are hypersensitive to light 
(section 2.1). The music tutor was thus provided with the ability to alter the lighting 
levels in the music room over the session, using adjustable roof blinds to allow control 
of available light (ranging from complete darkness to daylight). He could also adjust 
window aperture to control the amount of air entering the space (Figure 7-1). This 
allowed the participants to become more comfortable, aware and engaged with the 
audio-visual interaction (McGowan, 2017b). During the intervention phase, the music 
tutor continued to attempt to respond to each participant’s individual needs (in the 
same manner as the baseline stage), based on the amount of gestural, verbal, vocal 
and musical responses and acts within each session. 
The sessions were customised for each participant (see Table 7-3: Overview of 
participant use of CymaSense), however, a general set of structured activities were as 
follows: (1) Directed activity – the tutor began sessions with an introductory welcome 
and interaction with a chime bar. He would continue with personalised interaction 
with the participants’ chosen instruments and/or voice. At the end of the sessions, 
conclusory activities included simple breathing and stretching exercises. (2) Free 
activity – the music tutor would identify favoured instruments for each participant and 
encourage them to initiate interaction during the sessions. Independent play was also 
encouraged with the tutor being on-hand whenever the participant required 
assistance or encouragement. 
The researcher was sat in the control room next door to the music room for technical 
support when required througout the sessions, but was not monitoring or reviewing 
the activites as they took place.   
At the end of the sessions the tutor would have informal chats with the participants as 
they were preparing to leave, concerning what they thought of the CymaSense 
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application. He asked questions concerning the shapes and colours used or chosen, 
and their general feelings using the application. The verbal and gestural reactions of 
the participants were recorded visually and aurally through the video recordings.         
 
Participant Use of CymaSense 
P1 
Played interactive table with hands and beaters, rhythmic improvisation with tutor 
playing drums or other instruments. 
P2 Turn taking on the interactive table, also improvised along with tutor on drums. 
P3 Limited tapping of the interactive table for with hands/fingers. 
P4 
Played the interactive table, placed other percussive instruments, which would be 
visualised via the table as well. Changed colour schemes on the user interface. 
P5 
Preference for vocalising with the 2-user version of CymaSense using a microphone to 
improvise with the tutor.  
P6 
A room microphone visualised keyboard playing and singing; played the interactive 
table; vocal interaction with the tutor using the 2-user version. 
G1 
A single microphone for visualisation of room sounds or solo voice; played the 
interactive table; one member of the group also took frequent control of changing 
colour schemes. 
Table 7-3: Overview of participant use of CymaSense 
 
7.4 Data Analysis 
 
A composite variable method was employed, as used by Villafuerte et al. (2012), based 
on social interaction when evaluating the Reactable tangible user interface for children 
with ASC. Their approach was to measure self-initiated contact and responses to social 
interaction. In the present study, a similar method was used to measure 
communicative behaviours. The CRASS scoresheet, described by Edgerton (1994a) to 
evaluate improvisational music therapy approaches, was used as a basis for data 
gathering. Divided into two sections: musical CRASS data deals with communicative 
responses influenced by the tutor, and actions initiated by the participant that 
demonstrate an element of independence; non-musical CRASS data similarly details 
responses and actions including eye contact, verbal, vocal and gestural 
communication. Table 7-4 illustrates the author’s definitions of CRASS behaviours 
within the present study. The classification makes a distinction between 
communication initiated by the tutor and communication initiated by the client, as a 
means of separately identifying their frequency for analysis. Mean communicative 
responses and communicative acts of the participants, both musical and non-musical, 
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Figure 7-5: Mean musical responses and acts 
 
Although there are minor differences in mean musical responses and acts in weeks 
seven and eight (Figure 7-5), no identifiable differences in trends between the two 
were identified over the course of the 12 sessions. It was considered that the musical 
and non-musical data would therefore be combined as a whole for the remainder of 
the data analysis. This method of combining the responses and acts for analysis was 
similar to the Edgerton (1994a) study.  
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Figure 7-6: Mean non-musical responses and acts 
 
Non-musical CRASS data could be considered the more indicative communicative 
factor beyond the music sessions and is referred to in more detail in Table 7-7. The 
frequency of musical and non-musical communicative responses was totalled for each 
session (see 7.5.1) and was used to validate hypotheses (1) and (2). A post-study 
questionnaire provided qualitative data concerning observable changes in the 
participants’ behaviours outside of the sessions. A comments section allowed 
participants to contribute additional feedback. The survey questions were grouped 
into three categories: communicative behaviours; social/emotional behaviours; and 











Behaviour Musical Non-Musical 
Verbal – responses and acts 
Words or phrases created by the 
client during musical play 
Words or phrases created by 
the client outwith musical play 
Vocal – responses and acts 
Vocalisations created phrases 
created by the client during 
musical play 
Vocalisations created phrases 
created by the client outwith 
musical play 
Gestural – responses and acts 
Movement of part of the body 
phrases created by the client 
signalling an idea or meaning 
Movement of part of the body 
phrases created by the client 
signalling an idea or meaning 
Eye Contact 
Non-verbal communication via 
eyes of client and tutor 
Non-verbal communication via 
eyes of client and tutor 
Initiated by the tutor  
Matches a beat 
Client imitates tutor’s rhythm 
using their body or an instrument 
for minimum of 1 measure 
n/a 
Simultaneously imitates a 
melodic motif 
Client imitates tutor’s melodic 
phrase by use of voice or 
instrument 
n/a 
Simultaneously imitates the 
rhythm of a melodic motif 
Client imitates tutor’s melodic 
rhythm by using body, voice or 
instrument 
n/a 
Participates in a rhythmic give 
and take 
Client and tutor play a percussive 
exchange for a minimum of 2 
phrases 
n/a 
Initiated by the Client  
Creates a rhythmic pattern 
Client initiates percussive pattern 
using body, instrument or voice 
n/a 
Develops a melodic give and 
take 
Client initiates and leads melodic 
exchange with tutor 
n/a 
Spontaneously creates a new 
melodic phrase 
Client improvises melody with 
voice or instrument 
n/a 
Other 
Any undefined percussive or 
melodic musical behaviour 
Any undefined communicative 
non-musical behaviour 
Table 7-4: Definition of CRASS Behaviours 
 
A total of 88.5 hours of video were analysed (two cameras recorded six weekly 30-
minute sessions plus one 60-minute group session over 12 weeks – minus absences). In 
addition to the video material, interviews and questionnaires were used as a means to 
gather qualitative data. Parents and carers of the participants, as well as the music 
tutor, were asked to provide information on participants’ behaviours before and after 
the sessions, as well as any observable changes in behaviour at home. A questionnaire 
was used following Phase 1 of the study (Appendix G – Behaviour Change Survey), 
whilst a short interview with the music tutor, following Week 2, helped to determine 
appropriate intervention decisions for all participants (Appendix M - David McCluskey 
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Interview - 06/02/2017). The objective was to gather data concerning the participants’ 
behaviours outside of the sessions that could contribute to understanding results 
concerning communicative behaviours (section 7.5.2). 
 
7.5 Results - Phase 1 and 2 
 
The recorded video material was analysed to evaluate the efficacy of CymaSense on 
the communicative behaviours of each participant over the two phases. Not all of the 
participants were able to attend all sessions due to absences. Entries in Table 7-7 
indicate which sessions each participant attended.   
 
7.5.1 Quantitative Analysis 
 
Phase 1 
The Wilcoxon Matched-Pairs Signed-Ranks Test (Johnson & Gibbons, 1973) is used 
when dealing with non-normally distributed non-parametric data. Both median and 
mean can be used to calculate Wilcoxon Signed Ranks Tests. Similarly to the Edgerton 
(1998) study, the session means formed the basis for a series of comparative tests 
between sessions.The present study is based on Edgerton’s (1998) method, which 
calculated group mean CRASS scores for each weekly session from 10 participants on 
non-parametric data. Individual participants’ data is presented in the appendices 
(Appendix R: CymaSense Study Individual Participant and Group Graphs) as line graphs, 
and in tabular format in tables 7-7 and 7-8. The means for musical, non-musical, and 
combined communicative acts and responses (CRASS) for all participants over the first 
eight sessions, is shown in Figure 7-7. To evaluate the six individuals and one group of 
two (G1), it was decided to analyse the data in two distinct ways: (i) by including the 
group in the analysis and (ii) by excluding the group (see Table 7-5). All participants’ 
last session scores were greater than their first session scores indicating a positive level 
of change over the eight sessions. The combined musical and non-musical scores 
ranged from 55 to 213 points on a scale of 0 to 250, with a mean of 75.7 with G1, and a 
mean of 69.8 without G1 included. Musical scores ranged from 23 to 77 including G1 
data, 23 to 62 without, with a mean score of 35 including G1 and 32.6 without G1. 
J J McGowan 7: CymaSense Study at TouchBase Centre 247 
 
Non-musical scores ranged from 38 to 174 points, with a mean of 40.6 with G1 data 
included and 37.2 without. An overall increase was noted, however, reduction in 
scores in sessions 2 and 4 are notable and could be explained by absences skewing the 
data. This will be discussed in Section 7.6. 
 
Similarly, to the Edgerton (1998) study, the Wilcoxon Matched-Pairs Signed Ranks Test 
was used to determine whether the differences observed between weekly sessions 
were significant. The mean scores were compared between the following weeks: (a) 
the first and last sessions of the trial; (b) the first and last sessions of the intervention 
stage; (c) the third and last sessions of the intervention stage – this was to test the 
effect of resistance to change autistic people display (Dimitriadis and Smeijsters, 2011). 
It is assumed that by the third intervention week, resistance to change is minimal; (d) 
sessions two and three, designed to be the last non-intervention and first intervention 
session – however, absences led to missing data; (e) the last non-intervention and first 
intervention session for all participants – this would vary on a session number basis as 
five of the participants’ initial intervention stage was affected by absence. For all of the 
above, tests were conducted for the combined musical and non-musical data, musical 
data only, and non-musical data only (See Table 7-5). 
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A significant difference was observed between first and last session scores for all 
conditions a(i) and a(ii). The difference between the first and last sessions with 
intervention were significant for all conditions except b(ii) for musical scores only,        
Z = -1.6; p = 0.055 (one-tailed), which showed no significant change. To validate the 
introduction of the intervention session for all participants, barring absences, sessions 




and Non-Musical  
p-value 




a(i) .009 .014 .009 
a(ii) .014 .023 .014 
b(i) .022 .034 .022 
b(ii) .034 .055 .034 
c(i) .014 .022 .009 
c(ii) .022 .038 .014 
d(i) .034 .034 .034 
d(ii) .055 .055 .055 
 e(i) .014 .014 .014 
e(ii) .023 .023 .023 
Table 7-5: Wilcoxon Matched-Pairs Signed Ranks Tests overview (one-tailed) for weeks 1 to 8. 
Non-significant results are highlighted in red. 
 
Sessions two and three d(i) showed only significant differences for one-to-one sessions 
only at the .034 level (one-tailed, Z = -1.8). However, the follow-up test, e(i) and e(ii) 
comparing all last non-intervention sessions with first interventions sessions, indicate 
significant levels for all conditions. 
Four parents, four care workers and one music tutor completed the Behaviour Change 
Survey. Of the 20 surveys distributed, 16 were returned (80% return rate). The survey 
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consisted of a series of 7-point Likert scale questions, where a value of 1 represented 
the negative end of the scale. For example, the participant responded to you verbally 
much less since the first session. A value of 4 represented the central position, for 
example, the participant responded to you verbally the same since the first session. A 
value of 7 represented the positive end of the scale, for example, the participant 
responded to you verbally much more since the first session. An additional comments 
section was available. Table 7-6 shows an overview of the means for each. The means 
from all three behavioural categories fell between 5 and 6, indicating a change from 
slightly more to somewhat more. The musical category had a mean of 5.7 whilst both 
the communications and social/emotional categories had a mean of 5.6.   
 
Communicative Behaviours 5.6 
Social/Emotional Behaviours 5.6 
Musical Behaviours 5.7 
Overall 5.6 
Table 7-6: Mean Scores for Behaviour Change Survey 
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Phase 2 
Figure 7-8 shows the means for musical, non-musical and combined communicative 
acts and responses (CRASS) for all participants over all 12 sessions.  
 
A reduction in scores between weeks 8 and 9 could be explained by the seven-week 
gap between sessions, while a reduction in scores in week 11 represents the 
intervention withdrawal phase. Table 7-7 shows non-musical CRASS data over the 12-
weeks, while Table 7-8 shows musical CRASS data over the 12 sessions. Participant 
absences are indicated by the lack of entries in Table 7-7 and Table 7-8, and may have 
had a limited effect on mean scores. Additionally, although week 12 scores are notably 
higher than week 11, absences may have affected the overall score. This will be 
























Figure 7-8: One-to-one and group mean scores over weeks 1 to 12 
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 P1 P2 P3 P4 P5 P6 G1 
Week 1 19 14 13 10 4 14 16 
Week 2 13 - 16 8 6 11 17 
Week 3 37 9 - 22 - 20 34 
Week 4 - 19 - 23 17 - 35 
Week 5 41 39 24 41 20 45 36 
Week 6 52 - - 95 12 46 87 
Week 7 66 44 51 117 26 71 101 
Week 8 51 85 34 182 68 84 133 
7-Week Break between Phase 1 and Phase 2 
Week 9 50 83 42 179 59 - - 
Week 10 60 82 45 192 - 82 125 
Week 11 35 40 - 145 28 51 92 
Week 12 - 77 - 190 63 83 129 
Table 7-7: Non-musical CRASS data for weeks 1 to 12 (shaded areas indicate absences) 
 
For Phase 2 (weeks 9 to 12): the combined musical and non-musical scores ranged 
from 27 to 80 points, with a mean of 136.3 with G1, and a mean of 128.8 without G1 
included. Musical scores ranged from 19 to 45, with a mean score of 47.8 including G1 
and 44.3 without G1. Non-musical scores ranged from 3 to 47 points, with a mean of 
88.5 with G1 data included and 84.5 without G1. 
 
 P1 P2 P3 P4 P5 P6 G1 
Week 1 22 20 7 13 11 17 21 
Week 2 16 - 4 17 14 23 13 
Week 3 42 15 - 27 - 32 32 
Week 4 - 25 - 19 34 - 29 
Week 5 40 36 11 37 49 35 46 
Week 6 46 - - 58 63 37 76 
Week 7 43 50 24 34 58 55 75 
Week 8 42 47 1 54 73 62 90 
7-Week Break between Phase 1 and Phase 2 
Week 9 47 50 1 49 70 - - 
Week 10 49 46 25 55 - 58 86 
Week 11 18 23 - 37 26 38 46 
Week 12 - 47 - 56 71 61 82 
Table 7-8: Musical CRASS data for weeks 1 to 12 (shaded areas indicate absences) 
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Evaluation of the CRASS data in Phase 2 was undertaken in the same way as Phase 1. 
The Wilcoxon Matched-Pairs Signed Ranks Test was used to determine whether the 
differences observed between weekly sessions were significant. The mean scores were 
compared between the following weeks: (f) the last session of the Phase 1 (week 8) 
and the first session of Phase 2 (week 9) – data was missing here due to participant 
absences (see Table 7-7), so the test covered the last intervention of phase 1 and first 
intervention of phase 2 for all present participants regardless of session number; (g) 
the reintroduction of the non-intervention baseline stage (week 11) and the previous 
intervention session (week 10). Due to absences again, this was calculated by 
removing P3’s score, as this was their last attended session, and using P5’s last 
intervention score (week 9) to compare intervention with baseline score; (h) the last 
session of the intervention stage (week 12) and the previous non-intervention baseline 
session (week 11) – again, absences meant that the last non-intervention baseline and 
final intervention of phase 2 did not include P1 or P3’s scores (see Table 7-7). For all of 
the above, tests were conducted for the combined musical and non-musical data, 
musical data only, and non-musical data only (See Table 7-9). Similarly, to Phase 1, we 
decided to analyse the data in two ways: (i) by including the group in the analysis and 
(ii) by excluding it. 
Test 
Combined Musical 
and Non-Musical  
p-value 




7-Week Break between Phase 1 and Phase 2 
f(i) 0.07 0.23 0.07 
f(ii) 0.12 0.34 0.12 
g(i) 0.01 0.01 0.01 
g(ii) 0.02 0.02 0.02 
h(i) 0.02 0.02 0.02 
h(ii) 0.03 0.03 0.03 
Table 7-9: Wilcoxon Matched-Pairs Signed Ranks Tests Overview (one-tailed) for weeks 9 to 12. 
Non-significant results are highlighted in red. 
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No significant difference was observed between the final session of Phase 1 and the 
initial session of Phase 2, f(i) and f(ii), for all conditions. The difference between the 
last session with intervention and the reintroduction of the baseline non-intervention 
session, g(i) and g(ii), were significant for all conditions. Reintroduction of the 
intervention following the baseline non-intervention stage indicated a significant 
difference for all conditions h(i) and h(ii). 
 
7.5.2 Qualitative Analysis - Single Subject Results 
 
Parents and carers of the participants, and the music tutor, provided additional 
comments through the post-study questionnaire (Appendix G – Behaviour Change 
Survey). This feedback and the short interview with the music tutor form the basis of 
the following qualitative analysis.  
 
Participant 1 
P1 has ASC, in their late teens, a non-verbal communicator who used facial 
expressions, body language, gesturing and pictorial methods in order to communicate. 
P1 vocalised, although they did make verbal sounds and could say some words such as 
"Night, night", "Where", "Da Da". The participant tended to hum frequently with 
occasional louder outbursts in vocalisations and appeared to respond more positively 
to short, simple sentences. P1 usually required between three and five minutes to 
process information and between five and ten minutes transitioning to and from 
different activities. Initial observations of the non-intervention sessions noted that 
they preferred playing percussion. 
“If we brought in that extra element then [they] realise that [their] percussion 
instruments can be triggering visuals.” [Tutor]   
For the first intervention sessions, a microphone was used as the CymaSense audio 
input device to visualise room sounds and project them onto the screen. The 
interaction with CymaSense indicated an improvement in their sense of agency 
through encouragement to vocalise and see the results. However, due to their 
preponderance toward leaning slightly forward and using their energy in a percussive 
J J McGowan 7: CymaSense Study at TouchBase Centre 254 
 
manner, the interactive table was chosen by the tutor as a more suitable intervention 
for sessions 4 to 8 (McGowan, 2017c). During subsequent interventions, the music 
tutor noted that P1 became slightly more communicative through eye contact and 
gestural interactions, which was also confirmed from video footage (McGowan, 
2017d). 
 “[P1] developed greater understanding of the Cymatics environment and sharing 
these activities... [they] did so with curiosity, energy and enthusiasm…could be 
extremely valuable and meaningful to explore music and creative expression receiving 
such rich auditory and visual feedback to [their] verbal and non-verbal actions.” [Tutor] 
One of P1’s parents expressed interest in the techniques used within the sessions - 
“We are interested…to learn how you carried out these sessions and if we could 
replicate them at home”. 
Participant 2 
P2 has ASC, had been diagnosed with a profound learning disability and was in their 
late 20s. They were hypersensitive to loud noises or boisterous environments, and 
would seek out quieter areas. The participant communicated using non-verbal means 
by using different vocalisations to express happiness, distress or anger. They also used 
facial expressions, body language, gestural communication and objects of reference to 
communicate.  
Initial observations of the non-intervention sessions revealed that P2 responded to the 
music tutor sitting close with turn-taking rhythmic activities on the keyboard or electric 
guitar. “[They] like quite subtle sounds, tones. So that could be interesting finding 
something that’s sensitive enough to have the visual responses to [their] sounds.” 
[Tutor] 
P2’s first two intervention sessions had a microphone set up to visualise any sound on 
a screen. However, this approach did not seem effective as they had a tendency to 
look toward the instrument and were not capable of playing and watching the screen 
simultaneously. It took two sessions to check that this was not the novelty of a new 
intervention for P2, which may have taken two sessions to become more accustomed 
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to. Subsequent intervention sessions used the interactive table, which indicated a 
more effective increase in cause-and-effect and subsequent sense of agency, as well as 
an increase in interactive communication (Figure 7-7)(McGowan, 2017e). 
“[They] gradually came to understand and interact with the Cymatics [software] 
environment as well as with me. Developing a verbal and non-verbal dialogue between 
us…I can see gradual sustained focus, attention levels and a greater sense of sharing 
and communication with me in these creative, expressive activities. All towards greater 
independence and initiating activity, away from [their] typical repetitive 
behaviours…very significant developments…often a motivating, and joyous 
experience...” [Tutor] 
Participant 3 
P3 has ASC, was non-verbal and in their mid-20s. The participant’s care workers 
commented that they often displayed a sense of detachment, withdrawal and non-
participation, and been obsessed by spending lengthy periods in the bathroom. This 
led to the absences within the study and issues concerning participation within the 
sessions in which they were present. The music tutor commented: “I feel that [they] 
weren’t ready to explore new unfamiliar activity, for example, Cymatics, when 
fundamentally the trust between us had to be embedded first…In the latter sessions 
there were some small but significant moments, where [they] were ‘opening up’ and 
feeling more at ease with gradual confidence.” Consequently, the intervention did not 
indicate any significant improvements within their communication levels. 
Participant 4 
Participant 4 (P4) has ASC, was in their late 20s and had been diagnosed as having non-
verbal skills. The participant did not have functional language skills but used vocal 
expressions, body language, gesturing and pictorial methods in order to communicate. 
They were known to have an interest in computers, but little was known concerning 
their interests as they were the only participant not to have worked with the tutor 
before.  
During the sessions, P4 developed a relationship of trust and understanding with the 
music tutor. They identified a number of plucked and percussive instruments that 
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appealed to them and, similarly to P2, the initial two intervention sessions used a 
microphone that would visualise any sound on a screen. These sessions indicated a 
small change in communication levels but also established a set of rules for further 
exploration. “This was all about creating an environment relating to [P4]’s 
requirements and levels of communication, social rules, personal space, where [they] 
could establish a sense of trust and agency in the sessions”. [Tutor] 
Subsequent sessions changed the intervention to the interactive table, where greater 
improvements in communication were notable (Figure 7-7). This allowed them to 
experiment with a range of percussive instruments that could be placed on top of the 
table simultaneously visualising the sound. They also developed a greater sense of 
agency through increased use of the CymaSense interface by choosing their own 
colour schemes at will.  The tutor noted: “There were so many positive developments 
here over the 8 weeks towards greater confidence choice making, independence and 
gradual co-improvisation. [I] would certainly like to explore Cymatics possibilities 
further with [P4].” 
One of the parents also commented: “For 20 to 30 minutes after each session, [P4] is 
extremely animated and puts more words together than they do in any other 
circumstances (for example, five words in a row ‘music room good go back’). [They] try 
to tell friends and family about the sessions and use the tutor and researcher’s names 
(in [their] own special pronunciation). These sessions have definitely produced a 
positive effect in [their] overall communication.”      
Participant 5 
P5 has ASC, was non-verbal and was in their mid-20s. The participant did not have 
functional language skills but expresses themselves though vocalisations, using a 
microphone within previous music sessions. It was evident through their use of the 
microphone that it would be suitable to introduce the intervention as a projection on 
screen that could provide meaningful audio-visual feedback. The tutor commented: 
“The consistency of the setting supported a sense of anticipation and excitement to 
grow in [them], as [they] looked for the visual responses to [their] actions 
independently and also within our vocal and musical interplay.” 
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P5 developed a musical relationship with the tutor that showed significant 
improvements in interactive communication toward the end of the sessions with the 
introduction of the two-user version of CymaSense (Figure 7-7). Their care worker 
noted “I have noticed in [P5]’s diary entries, an increase in singing at home.” The tutor 
commented: “The use of the two-way Cymatics microphone set up really promoted 
this … I could observe some significant exchanges between us with some very 
meaningful pauses, and emotional peaks, which [P5] expressed with laughter”. He 
continued, “[There was] greater close direct eye-to-eye contact than previously before 
the study … also to motivate [them] to initiate expressive ideas and encourage choice 
making within our musical interaction.” (McGowan, 2017b) 
Participant 6 
P6 has ASC and was in their early 20s. The participant’s language skills were functional 
and their communication was spontaneous. Having previously worked with the tutor, 
they were known for creatively expressing themselves through musical improvisation. 
Their tutor commented: “[P6]’s quite set in that they create improvised songs. So 
[they] like to sing and [they] like to play an instrument…and [they’re] playing on their 
own. And then we can have parts we do where [they’ll] ask me to play drums or 
accompany [them].” 
A combination of using the microphone to visualise sounds and use of the interactive 
table allowed P6 to fully express themselves and enhance their creativity (McGowan, 
2017a). At the end of the first intervention session P6 commented on CymaSense to 
the tutor: “I love it! It gives you more focus on the song itself…the more it affects you 
the…better as a singer.” 
The tutor went on to highlight, P6 “… seemed inspired working within the Cymatics 
creative environment, enjoying control of the visual responses. [They] enjoyed the 
dynamic movement and intense colour responses to their energetic musical 
improvisations. A very immersive and personalised environment …”   
Group 1 
Finally, the group of two (G1) comprised two mid-20 year olds with ASC. One with non-
verbal skills and one with functional language skills. They were childhood friends and 
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had subsequently participated in a number of therapeutic sessions together. Due to 
the diversity of both of their needs (one prefers playing percussion and strumming 
guitar, the other prefers singing and playing percussion), a combination of using the 
microphone to visualise sound on screen was used, in addition to the interactive table.    
They were both quite fluent with the use of computers and became more comfortable 
and confident in choosing their own colour schemes via the CymaSense interface. As 
the sessions developed, one of the group became more enthused creatively and 
communicatively. As their care workers noted: “Since Cymatics, [they] have been more 
into their music and happier that [they] have something else music related…” - “[their] 
clarity in singing has improved greatly … instead of humming”. They continued, “[They] 
have disclosed that this is their favourite activity, both verbally and using symbols … I 
can also see [their] skills at drama has improved, maybe due to more at Cymatics.”  
The other group member seemed to develop their level of immersion with the 
intervention over the course of the sessions but not outwith the sessions. Their care 
worker noted, “It appears to increase [their] social/musical interests during sessions. 
But [they] haven’t shown any long-term changes that I have observed.” The group 
members combined level of communicative interactions indicate significant 
improvements over the sessions (Figure 7-7). 
 
7.6 Discussion – Phase 1 and 2 
 
The results of the study indicate that the combination of improvisational music 
sessions and use of the CymaSense tool can improve communicative behaviours for 
some people with ASC. These results support other music therapy related studies (Lim, 
2007), studies with TUIs (Villafuerte et al., 2012), and with natural user interfaces 
(NUI)(Ringland et al., 2014), with respect to enhancing communication for people with 
ASC. It cannot be said that the same effect will occur on other groups of participants 
with ASC. At present we do not know the extent to which the Cymatic shapes are 
responsible for the increases in communicative behaviours, as alternative geometric 
shapes have not yet been tested. This study differs through employing a combination 
of music therapy techniques, NUIs and TUIs. It provides the participants with an 
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additional sense of agency and independence through the ability to experience tactile, 
auditory and visual feedback, within an improvisational music setting. The study 
suggests they can create a greater sense of predictability and control through use of 
the interface to control visual elements.      
A surprising dip in P1’s score for the final session in Phase 2 can be noticed (see Table 
7-8). It was noted that he was suffering from a heavy cold that day and his subsequent 
energy levels could have affected his poorer than expected performance. Similarly, P5 
had dental treatment prior to sessions 4 and 5, making him physically tired and less 
energetic than normal. Participants’ absences have already been stated with regard to 
their emotional health; additionally, the physical health of some participants is likely to 
have affected their scores and consequently the results of this study.  
One recognised trait of people with ASC is the fear of novelty or change within a 
situation (Trevarthen, 2002). In this study there was no negative novelty effect 
observed. The results show there was no decrease in CRASS scores when the tool was 
introduced, and that scores typically increased with use. It is notable that there were 
no significant changes in overall CRASS scores between the last week of phase 1 and 
the first week of phase two of the study, which was an interval of seven weeks. The 
participants had not attended any other music sessions in that time. This could 
indicate that their music session routine was not interrupted, regardless of the seven-
week break.  
The present study has not been compared to one without use of the intervention to 
establish whether there are similar trends in rising levels of communicative 
behaviours. The results of the present study may have been influenced by familiarity 
with the tutor and surroundings, thus increasing participants’ levels of comfort and 
sense of agency. It has been identified in autistic studies, that routine and 
predictability has an effect on reducing stress and increasing communicative 
behaviours. Recognition of a level of routine has to be conceded here. However, 
without a parallel study with no intervention this cannot be verified. Nonetheless, 
qualitative feedback from the music tutor (section 7.5.2) provides evidence of working 
with the same participants in previous music sessions, and the effect of CymaSense on 
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their communicative behaviours within the present study. For example, greater 
improvisation, development of a performative aspect of musical exploration, greater 
enthusiasm for shared play regarding the interactive table, and for give and take 
between the tutor and some partcipants.  
One limitation to interpretation of the data relates to the single subject AB design used 
in Phase 1 of the study. The experimental design used may not be as strong as one 
where the intervention is withdrawn and then reintroduced (Reichow et al., 2011). A 
withdrawal phase was considered but was advised against by a music therapy expert, 
as it may have run the risk of distressing participants if a successful intervention was 
withdrawn. The ABA design is often criticised for possible ethical issues. In some cases, 
it may be harmful for the participant to return to the baseline period at an early stage 
(Shaughnessy and Zechmeister, 1985). Additionally, the practicalities of carrying out 
this type of study were an important factor that affected its design. It was challenging 
to secure the participation of a therapist and participants for a long duration, which 
limited the duration of the different stages of the study. The baseline (A) phase was 
thus decided to be a two-week period, a compromise that enabled the intervention to 
be run over a longer stretch of time, which was judged preferable for Phase 1. This 
decision was also based on the music tutor’s prior working experience with the 
majority of the participants, thus potentially minimising the need for a longer 
adjustment period. However, following discussion with the music tutor and the 
participants’ parents and carers, consideration for a repeat or continuation of the 
study resulted in the follow-up Phase 2 for further validation. The results indicate an 
additional BAB reversal design has provided comparative data to further highlight the 
positive effect of the intervention on overall communicative behavioural scores.  
The statistical methods employed follow the same methods as used in a previous study 
by Edgerton (1994a). Specifically, the Wilcoxon Matched-Pairs Signed-Ranks Test is 
recognised by some researchers as being more robust when using the median, rather 
than the mean, to calculate the significance of the results (Johnson & Gibbons, 1973). 
Consequently, had median data been used, the results would have differed from the 
mean data. Future studies will aim to use this method, if appropriate, for greater 
validity of the findings. 
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The video data was coded solely by the author due to lack of funding and available 
personnel. Additionally, the music tutor watched the video recordings on a weekly 
basis and provided informal verbal feedback to the researcher. However, if the 
observational data had been evaluated by additional independent observers, and 
appropriate inter-rater reliability checks completed, the resultant data may have 
differed somewhat to the data presented.  
Due to the prototype nature of CymaSense, the author was required on occasion to 
provide technical support during a few of the sessions. This may have disrupted the 
flow of the session somewhat, due to time taken to identify an issue and restart the 
application, as well as introducing another person into the environment. Wider 
deployment of CymaSense would require an update to the software and interface, 
requiring further testing for levels of robustness, to limit any interruptions to 
participants’ and tutors’ roles.  
It could be argued that when used as an interactive table, CymaSense not only 
visualises interaction with the table surface itself, but also creates a novel percussive 
instrument. This creates new opportunities for social interaction through a shared 
space and turn taking, while independent use could also encourage cause-and-effect 
and a subsequent sense of agency. 
The size and location of the projected image may have affected the participant’s ability 
to appreciate the cause-and-effect nature of the system. This was recognised by the 
researcher and the tutor through weekly reviews of the sessions. Subsequent decisions 
were made as noted in the results section (7.5.2).  
The application design, as a novel concept for audio visualisation, has been influenced 
by the author’s own bias towards development of a previously explored concept 
(McGowan, 2014). Literature reviewed in chapters 2 and 3, and requirements 
gathering from practitioners in chapter 4, aided in the prototype mappings designed 
for versions one and two of CymaSense. Feedback from high functioning autistic and 
NT users on the chosen design was useful, but as participants did not represent all of 
the target audience, was limited. Again, it should be stated that an alternative 
participatory design method with autistic users would likely have developed a different 
J J McGowan 7: CymaSense Study at TouchBase Centre 262 
 
application. Subsequently, the user interface may have been more effective had it 
been developed at an earlier stage. However, it could also be argued that the Cymatic 
shapes would not have been introduced as an innovative visualisation aesthetic.  
Colour may have affected how participants experienced the sessions. The tutor initially 
used the default colours (black background and spectrum colours for the Cymatic 
shapes) for a number of sessions to allow familiarity with the tool. Alternative colours 
were chosen at random by the tutor in future sessions while some participants chose 
their own colour schemes. None of the participants was diagnosed with visual or 
auditory impairments. However, further studies would be required to determine the 
effectiveness of the colours chosen and the effect of environmental factors like 
temperature or noise - for example, the hum of the projector. Similarly, little is known 
concerning how the animation of the shapes themselves affected each subject. Again, 
however, participants with functional language provided positive feedback concerning 
the dynamic movement and colour responses. Further limitations of this study will be 
discussed in chapter 8.  
 
7.7 Phase 3 Interviews 
 
Four interviews were conducted and recorded, following the CymaSense music 
sessions, three with parents of the participants, and one with the music tutor involved 
in the study. The broad goal of the interviews was to gather background information 
on the participants’ behaviours before and after the TouchBase sessions in which the 
CymaSense application was used. The interviews were also designed to outline how 
participants’ use of the application may be affected by their own auditory and visual 
preferences. The interview questions would highlight how participants’ current use of 
technology reflects on the CymaSense application and its use. The findings of the study 
could provide insights into the success of CymaSense and inform how the application 
could be further developed for the benefit of improving communication and social 
interaction for people on the autism spectrum.  
 




Parents of the participants, as well as the music tutor involved within the study, were 
asked to take part in a series of semi-structured interviews. The two autistic 
participants from the music sessions with verbal skills were not invited to take part in 
the interviews, as it was considered by the music tutor that they would not be 
comfortable responding to a series of questions nor able to sustain a conversation. The 
purpose of the interviews was to analyse individual participant’s preferences, and 
identify key attributes of the CymaSense application for future development. These 
opinions would feed into the discussion regarding the advantages and disadvantages 




Parents from all eight of the study participants were invited to participate in the 
interview, as well as the music tutor. Three parents and the music tutor agreed to take 
part, providing a response rate of 44%. Two mothers, and a mother-and-father couple, 
were recruited internally from TouchBase following completion of the 12-week study 
(Sense Scotland, 2017b). The music tutor who ran the sessions was also interviewed. 
All of the participants’ parents were contacted directly by the music tutor several 
weeks prior to Phase 3 of the study for approval. The music tutor was contacted 
directly by the researcher. After reading a participant information sheet, all parents 
and the music tutor provided informed consent for their responses to be included in 
the study (Appendix P - Information Sheet for Potential Participants – Phase 3 
Interview).  
  
7.7.3 Materials  
 
The interviews took place in a private interview room within the TouchBase centre. A 
digital audio recorder was used to record the interviews. The CymaSense application 
was installed for demonstration purposes to allow parents an opportunity to interact 
with it themselves.  
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The set-up consisted of a small MIDI keyboard for user input; a laptop to run the 
software; a sound module to generate a variety of electronic sounds; an audio 
interface to process the sounds; a small speaker for audio output; and a projector for 
visual projection of the shapes onto the interview room wall (Figure 7-9). Interviewees 





A semi-structured face-to-face interview technique was chosen allowing participants 
the opportunity to elaborate, as additional questions may emerge from the dialogue 
between interviewer and interviewee. As the symptoms of ASC span multiple domains 
(e.g., communication and language, social, behavioural), direct answers and anecdotal 
information could provide insight into the choices made by the study participants. 
Semi-structured interviews are an effective method used in previous research, as a 
means to gather qualitative background information including the routines and 
preferences of each study participant (Ulgado et al., 2013; Reichow et al., 2011). 
Typically, parents, caregivers and teachers have provided information regarding 
individuals’ behaviour, and it was hoped that this would provide a greater insight into 
participants’ interactions with the CymaSense application.   
The interview questions were derived from previous research into multimodal 
applications and music therapy studies for children with autism. Cibrian et al. (2017) 
Figure 7-9: Interview room equipment set-up 
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use semi-structured interview techniques to aid in the understanding of behavioural 
and sensory changes, related to the use of multimodal interventions within individuals 
with ASC. Ringland et al. (2014)  use similar interview methods to ask the parents of 
participants to provide feedback on their children’s use of a multi-sensory 
intervention, including what they liked and disliked about the SensoryPaint application. 
The interview questions, 26 in all, were divided into four sections. The first section 
included seven questions, which referred to observable behaviour immediately prior 
to and following the therapy study sessions. Ten questions in section two related to 
the participants’ personal preferences concerning sensory influences. Section three 
questions related to participants’ musical preferences. The remaining five questions in 
section four related to participants’ use of technologies and their interaction with the 




Questions regarding observable behaviours and emotional stability before and 
after sessions 
Personal Preferences / 
Sensory Influences 
Questions concerning how issues of hypersensitivity and hyposensitivity may 
affect participants 
Musical Preferences 
Questions concerning their listening and playing musical preferences at home 
and within sessions 
Technology and CymaSense Feedback and opinions on the pros and cons of the CymaSense application 




The four subjects were interviewed individually within a small conference room at the 
TouchBase centre. They were asked 26 questions from the four sections (see Appendix 
N – Phase 3 Interview Questions for CymaSense Study Participant Parents/Guardians 
for the full list). In addition, the interviewees offered opinions and comments on 
previously undiscussed elements related to the study. Some of the questions relating 
to participants’ musical preferences at home were not relevant to the music tutor, and 
thus were not asked. However, the tutor was able to provide opinion on participants’ 
musical preferences within the music sessions. The interviews were expected to last up 
to an hour and varied in length between 25 and 47 minutes, dependent on how much 
information each participant contributed. Interviews were audio recorded, 
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transcribed, and then coded using NVivo (QSR International Pty Ltd, 2017). Participants 
were informed within the participant information sheet (Appendix P - Information 
Sheet for Potential Participants – Phase 3 Interview) that their responses would remain 
anonymous, they did not have to answer all of the questions, and that they could stop 
at any time. Permission was obtained to make use of the results within a thesis or 
associated publications (Appendix Q - Informed Consent Form for Parents or Guardians 
– Phase 3 Interviews).  
Interviews began with questions concerning the behaviour of the participants 
immediately before and after the sessions, and went on to query individual participant 
preferences concerning sensory influences. Questions were then posed on sensory and 
musical influences, followed by questions on participants’ use of technology, and 
CymaSense, and if it continues to play a part within their lives. 
Coding was conducted using the transcriptions from the interviews based on a 
qualitative Grounded Theory approach (Wagner et al., 1968). Codes were allocated to 
quotations using an open approach where interpretation of quotations suggested 
appropriate codes, as opposed to pre-defining codes and assigning quotations to 
them. Following the first pass, which determined a set of 30 codes, a further three 
passes merged the codes into a condensed set of five, which were checked against the 
transcripts again for assuredness. The first pass identified general themes from the 
transcripts that were divided into four sections - sensory influences, routine, control 
and technology. The second pass noted similarities and combined several of the codes 
together under the new headings of emotional stability, pattern recognition, self-
expression and technology. The third pass further condensed the codes into two main 
sections, emotional stability and self-expression. Finally, the fourth pass represented 
the last stage and condensation of the available codes. An inter-rater reliability check 
was not necessary due to the small sample size. See Table 7-11 below for an overview 
of the coding stages.         
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    - Behaviour 
    - Familiarity 
    - Sensory influences 
Emotional stability 
    - Behaviour 
    - Familiarity 
    - Isolation 
    - Mood 
    - Focus 
    - Sensory influences 
Sensory influences 
    - Emotional stability 
    - Behaviour 
    - Isolation 
    - Mood 
    - Focus 
    - Hypersensitivity 
    - Hyposensitivity 
Routine 
    - Anticipation 
    - Comfort 
    - Familiarity 
    - Self-expression 
Self-expression 
    - Audio-visual learning 
    - Communication 
    - Independence 
    - Play 
    - Technology 
Pattern recognition 
    - Aesthetics 
    - Audio-visual learning 
    - Melody and Rhythm 
Pattern recognition 
    - Aesthetics 
    - Audio-visual learning 
    - Melody 
    - Rhythm 
    - Routine 
Self-expression 
    - Communication 
    - Control 
    - Independence 
    - Play 
Control 
    - Communication 
    - Independence 
    - Personal preferences 
    - Play 
Technology 
    - Computing 
    - Usability 
Technology 
    - Computing 
    - Home use 
    - Personal use 
    - Potential use 
    - Shared use 
Table 7-11: Overview of the four stages of Phase 3 interview transcript codes. 




The results are divided into five sections using the fourth pass transcript codes as 
headings for each section, which include participant behaviour, audio-visual learning, 
communication, independence and interface. Interviewees commented most on 
participants’ behaviours prior to and post study. They indicated that, in general, 
participants’ anxious behaviours gave way to relaxed and stimulated experiences as 
the study progressed. Interviewees identified their children’s visually driven learning 
capabilities, and how they may have assisted in facilitating a stimulating and novel 
audio-visual experience within the music sessions. The music tutor suggested that 
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participants’ use of CymaSense influenced independent interaction with the 
application, followed by a sense of control, which naturally facilitated their 
participation. He recognised the application’s usability and accessibility, through lack 
of training and customisability. Parents identified subsequent increased levels of 
communication of participants. The five derived code descriptions are described below 
followed by detailed findings from the transcripts (see Table 7-12).  The interviewees 
are referred to within the results as PA1, PA2, PA3 and MT, for the purposes of 





Participant behaviour is affected by sensory influences, and by familiarity with people 
and routine. Behaviour prior to, during, and following the study sessions is discussed. 
Audio-Visual 
Learning 
Observations on how participants’ audio-visual aesthetic choices affect the efficacy of 
multi-sensory interaction.  
Communication 
Observations on development of participants’ communication, from a musical and non-
musical perspective, over the course of the study. 
Independence 
Opinions on the importance of participant control and independence in the music 
sessions through use of the CymaSense application. 
Interface  
The playability and accessibility of CymaSense are discussed, and how they affected 
creativity.  
Table 7-12: Code Descriptions 
Phrases, sentences and short paragraphs were highlighted and assigned to the chosen 
codes, depending on how exacting or anecdotal interviewees’ responses were to the 
questions. The number of instances of interpreted quotations for each interviewee 
was noted and the list was ranked according to frequency. A summary of instances 
from the transcripts are described in Table 7-13 below.  
Code Respondents Instances % Rank 
Participant Behaviour 4 108 35% 1 
Interface 3 81 27% 2 
Independence 4 51 17% 3 
Audio-Visual Learning 4 44 14% 4 
Communication 4 20 7% 5 
Table 7-13: Codes resulting from transcribed terms 
Participant Behaviour is the highest ranking code with 108 instances, using words and 
phrases related to factors that affect the routines and general development of 
participants, from ‘unsettled’ and ‘withdrawn’, to ‘excitement’, and ‘joyful’. The 
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ranking indicated a priority in parents and the music tutor over conduct as the main 
factor that affect the routines and general development of participants. 
It should be noted that the second ranked code (referring to accessibility and 
playability), Interface, although ranking second with 81 instances, was only responded 
to by three of the interviewees. One was particularly unfamiliar with technology and 
thus was not comfortable responding to any of the technology-based questions with 
confidence. Phrases included ‘non-verbal playground’, ‘shared space’ and ‘aesthetic 
experience’. The ranking suggests the importance of the playability and accessibility of 
the application in contributing to its effectiveness.  
Independence is ranked third with 51 instances, reflecting the role in having a sense of 
control for participants as viewed by interviewees. References to terms like ‘power’, 
‘control’ and ‘meaningful’ were used. 
Fourth ranked is Audio-Visual Learning, with 44 instances. This referred to participants’ 
aesthetic choices and included the phrases ‘familiar logos’, ‘bright colours’ and ‘never 
forget an image’. The ranking implied that participants’ audio-visual aesthetic choices 
were less influential in the use of CymaSense.   
With 20 instances, Communication represents responses including ‘verbally more 
communicative’, ‘high fives and eye contact’, and ‘sense of partnership’. The 
Communication code indicates that observed musical and non-musical 




Participant behaviour is affected by sensory influences, and by familiarity with people 
and routine. Behaviour prior to, during, and following the study sessions is discussed. 
The majority of participants had worked previously with the music tutor, with the 
exception of one new TouchBase service user. Nonetheless, sufficient time had passed 
to require a period of reacquaintance. Interviewees’ commented that a lack of 
familiarity with the music tutor and the environment affected the routines and levels 
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of comfort for participants. These factors, combined with varying levels of 
hypersensitivity and hyposensitivity, resulted in differing levels of emotional stability 
and behaviour. They reported that participants tended to be apprehensive before the 
music sessions began, resulting in a range of anxious behaviours including a lack of 
eye-contact and nervousness - ‘[they’d] refrain from eye contact with myself’ (MT); 
‘[they were] generally unsettled…sort of nervous about coming to a new situation’ 
(PA1).   
The music tutor reported that the early sessions, prior to the introduction of the 
intervention, facilitated an emotional outlet for participants through play, but without 
much interaction – ‘the sessions were almost like a real outlet, for this kind of 
suppressed emotion … loud drumming, sometimes a bit manic … without it being too 
reciprocal’. For others there was little apparent enthusiasm - ‘… quite withdrawn, 
there didn’t seem to be that much energy or motivation to come into a music session’ 
(MT).  
The tutor went on to mention that participants can take time becoming comfortable 
with unfamiliar people and environments, with obsessive behaviours typically 
preventing creativity and interaction - ‘Lots of repetitive, ritualistic behaviours, hyper 
…. high anxiety’; ‘Often when [P2] comes into a session [they’ve] got an object 
[they’re] fixating on. So the challenge is how do I create some kind of interactive 
activity?’ (MT). The tutor identified a way to build trust with the participants prior to 
introducing the intervention – ‘I would sort of match or try to mirror what [P2] was 
doing and then gradually use that as a vehicle to create something more musical, or 
more creative’ (MT).  
He commented on building a relationship with a participant to create a platform for 
interaction – ‘It can take quite a long time with [P2] to be able to trust people, to be 
quite relaxed, to interact and to share’ (MT). However, he went on to note that having 
previously worked with the majority of the participants, the familiarisation process 
was relatively brief – ‘Straight away [P6] was quite familiar and at ease’; ‘We’d built up 
a real familiarity there in that space … a really consistent environment which I think is 
important to [P7] (MT).     
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Interviewees indicated that sensory influences could affect participants in a number of 
ways. Aural hypersensitivity was specified as a common issue – ‘If it’s quite a squeaky 
high voice, [P2] doesn’t like that, [they’ll] put [their] fingers in [their] ears’ (PA3). In 
other cases, however, volume of sound may not be a problem – ‘Although [P1] likes 
[their] music loud, [they don’t] like to hear people’s noise. Like people laughing or 
crying’ (PA2); ‘[P4] went to a Celtic football match with [their] carer and didn’t want to 
leave. You’d think that would disturb [them], but [they] managed all the way through’ 
(PA1).  
Visual hypersensitivity was also identified – ‘[P2] likes to be in the dark’ (PA2); ‘When 
we’re out [P4] screws up [their] eyes, [they have] problems’ (PA1). Interviewees also 
mentioned that sensitivity to touch was an issue – ‘[P2] doesn’t like to be touched … by 
people, by strangers’ (PA2); ‘the tiniest bit of rain on [their] skin [P4]’ll freak out’ (PA1).  
Hyposensitivity could also cause issues with dexterity – ‘I feel [they’ve] not got enough 
sensitivity in [their] fingers … [they] don’t realise when things fall’ (PA1). It could be 
inferred, however, that the predictability of the situation affects the hypersensitivity of 
the stimulus – ‘other sounds that will come suddenly at a certain pitch, and [they’ll] 
scream … I think [their] headphones are a protection measure’ (PA1). From a 
hyposensitivity perspective, it was also pointed out that regardless of ‘bad fine motor 
coordination’ (PA1) the same participant ‘can handle a computer mouse and get on 
your iPhone with huge fingers without making a mistake’ (PA1).     
Interviewees noted that participants’ behaviour did change once familiarity within the 
room and sessions took place – ‘When [they] knew what was going on and [they] knew 
the machines were up and running, it sort of coincided with [them] being more 
confident in [their] environment and more relaxed’ (PA1). Subsequently, the tutor 
identified a change in emotional state for some participants once the intervention had 
been introduced to the study. Immediately prior to these sessions, ‘[P7 was] 
anticipating the new Cymatics environment and activities … gazing at the projector and 
screen, smiling’; ‘[P1] had eye contact on Cymatics table (see Figure 7-3) on entering 
the room, even when it was covered … triggering smile and laughing responses’ (MT). 
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During the intervention sessions interviewees reported observable changes including 
greater enthusiasm for the sessions –’ [P7 was] curious, aware of some sense of 
change, engaged, communicative’ (MT); ‘… when [the tutor] comes out and [the 
tutor’s] got the key, [P4] is away like a shot’ (PA1). Immediately following these, the 
music tutor indicated that participants overall were emotionally affected – ‘[P7 had] a 
sense of having a meaningful engaged experience’ (MT); ‘[P8 had] a sense of fulfilment 
… an aesthetic, creative and emotional outlet’ (MT). Another interviewee pointed out 
one participant’s enthusiasm after a session -  ‘[P4] was so excited, speaking and 
repeating, and trying to get the idea over all the way back in the car to the house’ 
(PA1). 
Interviewees commented that during the withdrawal phase on week 11, participants 
missed working with the CymaSense application – ‘[P8] was missing the Cymatics set-
up and talking about it to others’; ‘[P7] was looking for visual response when using the 
vocal mic’; ‘[P1] was looking for the Cymatics table’ (see Figure 7-3) (MT).  
Interviewees indicated changes in participant behaviour in the weeks following 
completion of the sessions - ‘at the time yes, [P1’s] behaviour did change’ (PA3); ‘[P1] 
had reduced stereotypical and solely repetitive behaviours’; ‘[P4] is gradually revealing 
much more personality, humour, inventiveness, self-organisation and structure’ (MT). 
It could be implied that by the end of the study, attitudes and behaviour had become 
more enthusiastic and less anxious – ‘[P1] [shows] instant recognition and joyful 
response when we meet and I cue for going to music’ (MT).   
Overall, interviewees indicated that participants’ initial anxious behaviours led to a 
genuine enthusiasm and joy. Introductory sessions tended to be one-way emotional 
outlets for some, where they were unable to interact with the tutor. Participants’ 
familiarity with the room layout and musical instruments fostered increasing levels of 
comfort and confidence. Observational and behavioural matching techniques 
employed by the tutor, allowed trust to be developed within a short period. He then 
gradually introduced more improvisational and musically creative ideas. Interviewees 
noted how the unpredictability of a situation could adversely affect participants 
outside, due to their respective sensory influences. The growing familiarity of the 
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music sessions aided in minimising any unwanted stimuli and increased levels of 
comfort. Following a number of weeks working with the tutor the intervention, 
positive behavioural changes were observed.        
   
Audio-Visual Learning 
Observations on how participants’ audio-visual aesthetic choices affect the efficacy of 
multi-sensory interaction. 
Interviewees reported on personal auditory and visual learning processes of the 
participants that may have influenced their use of the CymaSense application. Parents 
mentioned that their children are visually driven – ‘[P1] is a visual learner, [they take] 
in a lot of the finer detail’ (PA3); ‘[P4] can walk up to something like a find Wally 
poster, just do this [finger pointing gesture] and point it out’ (PA1). They commented 
on their children’s ability for pattern recognition – ‘[P2] remembers everything, like 
[they have] got a computer in [their] head, [they sit] in the back [of the car] but [they 
know] exactly where you are on the road’ (PA2). Interviewees went on to indicate 
participants’ preferences for visually-driven problems - ‘[P2] also has one of those 
jigsaw puzzles … [they do] that quickly … sometimes [they do not] even look at it, 
[they] already [know]’ (PA2); ‘[P1] is very good at puzzles, quite intricate ones as well’ 
(PA3).  
Interviewees inferred that iconic visual imagery aids participants’ memory in 
associating non-text based logos or signs with particular objects – ‘[they] never forget 
an image’ (PA1); – ‘[they’re] also attracted by signs and car logos’; ‘We’ve always got 
to get Tommy Hilfiger brand name underpants … [they] really [go] for familiar logos’ 
(PA1). Similarly, interviewees reported that exaggerated imagery is an effective way to 
form emotional associations for people with ASC – ‘Disney’s emotions were so 
exaggerated … it’s much easier to catch onto’; ‘A strong image, [they] would be 
attracted by’ (PA1). 
Interviewees reasoned that participants with ASC translate audio information into 
visual components that may be used as a basis for learning – ‘Even though [they] like 
the sound of music, [they seem] to translate everything into visual terms … when 
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[they’re] speaking [they] say it as written, if you say to [them] “say knife” [they’ll] say 
“k”’ (PA1).  
They suggested that meaningful connections to music are facilitated via a visual 
element, highlighting the importance of multimodal learning – ‘It’s got to be 
connected to music. [They] won’t watch a Disney film, but [they’ll] watch the short 
singalong ones that he associates with a particular song’ (PA1); ‘Bringing in that [visual] 
element [P1] realised, “oh”, there’s another modality ... [they know] the cause and 
effect there’ (MT). 
Interviewees also identified colour as being an important factor for participants in self-
regulating their temperament – ’Bright colours, multi-colours, anything with colour 
[P1] loves it … coloured socks, doesn’t like plain ones.’; ‘[They seem] to be able to 
match colour, [they know] what goes with what’ (PA3). The tutor implied that 
participants used colour to match their mood during sessions – ‘[P4] loves 
manipulating, controlling, reflecting [their] mood with colour palette choice … sharp 
contrasting primary colours’; ‘[P6] [likes] big and bold contrasting colours and 
movement’ (MT).  He suggested that the animated movement of the Cymatic shapes 
was a motivating factor for participants – ‘[P1] reacted very positively; it adds novelty 
and an extra sensory dimension to the music’; ‘[P8] was enjoying controlling the 
animations and extra theatrical sensory dimensions’ (MT).       
Overall, interviewees suggested that participants could associate music making with its 
CymaSense visual counterpart more effectively than without visual feedback. They 
identified participants’ abilities in pattern recognition, and implied that audio-visual 
association aided their memory of the CymaSense music sessions. This association 
could be further strengthened through animation of iconic shapes and individual 
colour choice.   
 
Communication 
Observations on development of participants’ communication, from a musical and non-
musical perspective, over the course of the study. 
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Interviewees commented on how levels of stress and stability can affect the desire for 
participants to initiate communication, rather than responding to others. They 
suggested that once a level of independence had been established, initiating 
communication seemed to come more naturally.  
Interviewees inferred that the stresses of being expected to communicate verbally had 
an effect on participants – ‘if you catch [them] off the cuff, [they manage] to say things 
quite easily and then other times you’re like [P1] say that, and for [them] to think 
about it and that causes [them] nervousness’ (PA3). 
However, interviewees recognised that once a sense of control had been established 
throughout the sessions, participants had a greater ability to express themselves 
verbally – ‘The day that [P4] actually started doing more, taking a bit more control and 
a wee bit more power, that was the day [they were] walking back there giving me this 
“music room good go back … go back soon …” that was a wee milestone for me, and 
I’m sure that’s a direct result of the sessions, it definitely is’ (PA1). One interviewee 
highlighted that the sessions had been beneficial from a communicative perspective - 
‘it’s done [them] a lot of good and communication in general is massively changed 
since we’ve been here’ (PA1). Interviewees pointed out that some participants were 
communicating with greater vocal or verbal intensity following the study – ‘[P4] is now 
responding with greater verbal communication in sessions’ (MT); ‘we did see a change 
in [P1], trying to be verbally more communicative’ (PA3). Not all participants ability to 
communicate verbally were altered – ‘[P2 has] no speech whatsoever’ (PA2). However, 
feedback also indicated participants’ non-verbal appreciation of the application – ‘[P1] 
Yes, by non-verbal gestures and signs’; ‘[P4 was] happy to give high five’s and eye 
contact’ (MT). 
One interviewee indicated that independence gained from increases in communication 
reduced the need for assistance – ‘[they’re] making [themselves] understood now, so I 
feel I’m not constantly needed as an interpreter ... I’m feeling a wee sense of freedom 
in that I’m able to take a wee step back’ (PA1).  
From a musical perspective, interviewees commented how interactive communication 
for participants had developed – ‘[P7] has a greater capacity for shared experience and 
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co-improvisation, towards song and performance composition’; ‘[P5] [was] using voice 
and rhythm to manipulate the environment’ (MT). The tutor identified that 
participants were open to novel and shared experiences – ‘[P4] [showed] greater sense 
of partnership, communication, negotiation’; ‘[P2] was more open to try new things, 
new unfamiliar objects and activity’ (MT).  He highlighted the ways in which the 
application nurtured a sense of performance - ‘[P8] was suggesting new ideas and 
ways of using Cymatics in a performative way’; ‘In fact we did quite a lot of stuff in the 
last 3 or 4 weeks, where it would almost be like a performance’; ‘[P8] was using voice 
and piano to develop a sense of performance and theatre.’ (MT). 
Overall, interviewees suggested that the increased levels of participant communication 
related to comfort levels and stability. Participants’ anxiety and personal expectations 
in initial sessions were reflected through lower levels of eye contact and verbal 
communication. Interviewees suggested verbal and gestural communication levels 
increased in later sessions as participants’ confidence grew. This encouraged a level of 
musical exploration and play, which opened participants up to new experiences that 
subsequently led to a desire to communicate with others.   
 
Independence 
Opinions on the importance of participant control and independence in the music 
sessions through use of the CymaSense application. 
Interviewees commented on how important levels of control were for participants, 
through making their own choices, and how that influenced their sense of 
independence – ‘I noticed a difference as a couple of weeks went on and [P4] was 
actually able to take a bit of the power [themselves] with what was happening with the 
machines and volume and so on’; ‘this is all moving towards independence, definitely’ 
(PA1); ‘[They initiate], generally, the structure and the direction of the music. [They 
love] to have that kind of control’; ‘I think [P7] really felt it was all about being in 
control’ (MT). 
Subsequently, the tutor signified how independence led to a meaningful experience - 
‘[P7] is making these incredible patterns, which [they] alone [are] manipulating and in 
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control of. It’s almost letting [them see a side of [themselves], [their] own expressions, 
animated up there’; ‘when [P1] realised that [they were] really manipulating that 
environment [they’d gotten] this other sensory level, sensory feedback…it was really 
meaningful to [them]’ (MT). 
The tutor implied that initial use of the application seemed to distance participants 
from himself – ‘the effect initially was “wow”, the level of independence [P1] had 
controlling the Cymatics environment … [they] became deeply engaged in the object, 
and for a while less engaged in what I was doing’; ‘There were a few weeks where it 
was about [P7] and the Cymatics, and less about my interaction’ (MT). However, he 
suggested this was a period of self-expression from which participants became more 
independent – ‘I thought it was really interesting, because there was that level of 
independence when [P1] was manipulating the colours by [their] beats’ (MT). He noted 
his subsequent ability to allow participants space to control the session from time to 
time; ‘I could actually withdraw my input and just watch what was going on’ (MT). 
The tutor recognised the effect that greater control had on creativity - ‘[P7] was 
becoming a bit more controlled, realising that the Cymatics was able to match [their] 
whole range of emotions and vocal expression’ (MT). He reported that participants 
then invited him to join in once a level of control had been established – ‘over the 
weeks, [P7]’d certainly invited me in to become much more reciprocal … that really 
built up that dialogical element to the sessions’ (MT).  
The tutor implied that some participants developed their level of self-awareness within 
a social context over the course of the study – ‘[P8] developed self-identity as a 
performer’; ‘[P5] was enjoying the sense of a defined role within the group as a leader’ 
(MT).     
As the music sessions developed, interviewees indicated that levels of independence 
increased, beginning from an apparently isolated period of exploration, through to 
gaining greater levels of confidence, which finally led to an interactive experience. This 
process lessened the need for caregiver assistance.    
 
Interface  
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The playability and accessibility of CymaSense are discussed, and how they affected 
creativity. Please refer to Table 7-14 for a summary overview of participants’ feedback 
on technological interaction. 
Interviewees commented on the ways participants’ attitudes differed towards 
technology outwith and within the sessions. Some participants seemed to be drawn to 
technology – ‘what you can certainly say with [them] is that computers are just [their] 
thing’ (PA1); ‘[They] do use a computer, a smartboard [they] used at school … [they’ve] 
got [their] own little tablet’ (PA3). On the other hand, interviewees implied that 
participants can tire of technology – ‘[They have] a Wii app, but I think [they find] it a 
bit boring’ (PA1); ‘[They’re] not a technology-driven [person]’ (PA2).  
Regardless of the participants’ preferences, interviewees inferred that interaction with 
CymaSense was positive – ‘[P8] [finds it] very positive, enjoying the sense of control 
and independence’ (MT); ‘from the non-intervention stage to the intervention stage, 
when the technology came in, [they were] definitely a lot more interested.’ (PA1). 
Interviewees suggested that CymaSense was intuitive and accessible enough not to 
require training for use – ‘you know straight away, that person realises they can 
control the sensory environment independently, and the fact there’s no instructions 
needed’; ‘sensory integration in a safe, novel and structured way’ (MT). In addition, 
they noted that the interface was user friendly – ‘[P4] loves, manipulating, control, and 
reflecting his mood with colour palette choice and shape’; ‘you could see that [P4] 
became very familiar with the Cymatics and the laptop’ (MT). The tutor identified how 
participants adapted the application to suit their own tastes – ‘they could take 
ownership of, rather than it being a tool that was all instructive and prescriptive’; ‘[P8] 
makes decisions and initiates a change of colours, [they] would say “what if it was gold 
and black?”’ (MT).  
The tutor mentioned some unpredictable improvisation from participants, relating to 
CymaSense’s playability – ‘lots of surprises there about people being really creative 
with it’; ‘[P4] would then bring in other instruments, acoustic instruments, as though 
[they were] being curious and thinking “so if drum on that surface I’m going to get 
these patterns, okay I’ve got that right, sometimes if I vocalise …”’ (MT). He 
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commented that it had created novel experiences for participants, describing it as a 
‘non-verbal playground’ (MT), adding that it added ‘extra theatrical sensory 
dimensions to the music sessions’ (MT). He suggested it could amplify feelings of 
creativity in participants through ‘augmentation of emotion and creative expression’ 
(MT). 
The tutor implied that by using the application via the interactive table (Figure 7-3), 
the shared space created a comfortable environment for participants - ‘that’s so 
important that there was shared space, that was certainly within his comfort zone, 
that I was a space apart … so much less eye-to-eye contact needed’ (MT). He inferred 
that this multimodal shared space facilitated a greater improvisational dynamic – ‘… a 
visual field in the middle that we’re interacting with … even the different dynamics, 
and formations of the Cymatics were really influenced by the proximity’; ‘[it] 
developed motivation for more spontaneous co-improvised expressions’ (MT). He 
signified the importance of a shared activity within a session and how it could aid in 
the development of communication – ‘you didn’t want it to be an activity that it’s just 
about using a gadget, you want it to be shared. You want a bit of inter-subjectivity in 
there, so it’s something we could talk about, not verbally, but we can play with, almost 
compare and have that dialogical dynamic happening, and I think that definitely 
occurred’ (MT). 
The music tutor suggested that the aesthetic of the Cymatic shapes may have 
expanded the expressive potential of the sessions - a ‘great tool to widen aesthetic 
experience, impact on the scope of the sessions’; ‘…adds novelty and extra sensory 
dimension to the music sessions’ (MT). He implied the application worked well to raise 
participants’ awareness through the multimodal approach – ‘Great tool for sensory 
integration and connectivity of the environment’; ‘Greater ability for cross-modal 
expression and activity, [P1] is initiating a wider repertoire of musicality and 
expressions through movements, rhythm and vocalisation’ (MT). 
Interviewees commented on the effectiveness of the audio to visual mapping. They 
implied that participants recognised and explored the connection between audio 
volume and visual scale: ‘you see it can be a tiny little shape that they’re making, or it 
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can be massive, so tailored to that individual’ (MT); ‘Once it clicks with [them], “I hit 
this hard it’s bigger faster”’(PA3). The tutor mentioned that the sensitivity of the 
application aided in creativity - ‘The sensitivity of the triggers led [them] to explore 
more subtle, meditative expressions’ (MT). He implied that the 3D nature of the 
shapes augmented the audio-visual dynamic – ‘I think [P7] enjoyed the 3D visual 
aspect of Cymatics, which mirrored [their] wide range of vocal expressions when using 
the microphone, [their] voice animating the room’; ‘The 3D aspect was important and 
meaningful’ (MT).  
The tutor also recognised successful pitch to colour associations – ‘[It] links in well with 
[P6]’s synaesthesia, relating sounds, pitch to colour and sensory integration’ (MT). He 
specified one participant’s recognition of how pitch related to Cymatic shape – ‘[P4]’s 
really using pitch, and making that connection between how pitch and Cymatics work. 
So the higher pitches, “what happens if I’m going up the scale?” “Oh right, what 
happens visually there?”’(MT). 
The tutor implied that the Cymatic shapes created an interesting aesthetic that 
augmented the musical interaction – ‘I think it really is a good thing because it’s just 
like a different realm, you know … the shapes and the contours lend themselves to 
something like melody and pitch and percussion and music certainly’ (MT). He 
suggested that the organic nature of Cymatics was motivational for participants 
compared to other forms of music visualisation – ‘a lot of the guys look at their 
frequency graph or whatever, and that’s quite mathematical … some people are quite 
attracted to that kind of visual feedback. But there’s something really attractive and 
motivational, the organic element, the nature of the visuals are attractive to a lot of 
people’ (MT). 
Interviewees recognised potential for the application and suggested other user groups 
as beneficiaries – ‘Scottish Autism, Sensatronic-Lab, mainstream schools’ (MT); ‘I 
would have definitely recommended this to them. I would have said to them, go and 
try this’ (PA1); ‘Children in [P1]’s class ... you could take it forward from there’ (PA3). 
The tutor signified that even though the application worked well with the participants 
with ASC, ‘all with different sensory needs and different levels of needs, and different 
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levels of ability’ (MT), he would be keen to use it with others – ‘there’s a whole range 
of other people that I work with that I would love to introduce that. I mean even 
people who have visual impairments’ (MT). The tutor commented that longer-term use 
would be favourable for participants who take time to adapt to new situations – ‘[It] 
might not be for everybody, but significantly I would say it would be great to use 
longer term’ (MT). 
Interviewees suggested personalisation of animated shapes and gestural recognition 
to further tailor the application for potential users – ‘Personalised animations, symbol 
palette, movement sensor applications’ (MT). The tutor suggested that participant 
input could provide potential for more meaningful interaction – ‘can it trigger patterns 
or animations that have been developed by participants? Or images? I think that would 
be interesting looking at the wider potential of it to really personalise that’ (MT). 
Another interviewee proposed use of CymaSense as a speech development tool – 
‘when [P1]’s not speaking, [their] muscles aren’t being used, to see these vowels all 
the time, it’s almost an exercise, I think that would be good’ (PA3). The tutor also 
pointed to suggestions made by one of the study participants - ‘[P8] mentions wider 
animation possibilities and performative potential’ (MT). 
Table 7-14 provides a summary overview of participants’ feedback on technological 
interaction. It highlights positive and negative attributes of participants’ attitudes 
towards currently used technology, and CymaSense. Overall, despite varying attitudes 
towards computing technology outwith the music sessions, interviewees suggested 
that CymaSense was accessible for both participants and for the tutor facilitating the 
sessions. They indicated that the audio-to-visual mappings were effective, and that the 
interface was intuitive enough to allow repeated use and encourage a sense of control 
within participants. Interviewees also indicated potential uses for additional 
therapeutic groups, and have made suggestions concerning more personalised uses of 
the application.     
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participants, but 




Encourage body awareness 
Repetitive games 




Good variety of apps, portable 
Not all apps well 
developed for 
beneficial use, flat 
screen not good for 
hyposensivity  
Smartboard 
Large screen for feedback, good 
learning environment 










integration of therapeutic 
environment, initiating wider 
possibilities through visualisation 
of vocals, rhythm and movement, 






could encourage body 
awareness. Could be 
projected onto any 
object for future use 
Interface 
Easy to use, frequent colour 
changes to match mood,  
Did not use other 
features such as 
recording and 
playback 
Other features could 
be introduced over 
longer term use  
Interactive 
Table 
Shared space created physical 
comfort zone, less eye-contact 
required for interaction, shared 
visual field improved musical 
interaction, acoustic percussion 
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Cymatic shapes widen audio-
visual aesthetic experience, extra 
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be as they have not 
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Future study 
comparing a variety of 
visual output is 
recommended 
Mapping 
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association of pitch to shape, 
pitch to colour and volume to size 
- 3D dynamic nature aids in 
musical exploration  
Mapping of tone to 
surface quality of 
shapes were not 
mentioned 
Tonal mapping may 




tone to surface 
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Potential 
Suggested use: other therapeutic 
groups; performance; speech 
therapy tool. Longer term use 
may be more beneficial, 
personalisation of shapes 
requested 
Recognisable 










Table 7-14: A summary overview of participants’ feedback on technological interaction 
J J McGowan 7: CymaSense Study at TouchBase Centre 283 
 
7.9 Discussion – Phase 3 
 
The results of the interviews support other studies that describe the use of multi-
sensory environments, tangible user interfaces and natural user interfaces. Work by 
Cibrian et al. (2017) embodies the Therapeutic Instrumental Music and Performance 
technique (TIMP) in their BendableSound application (see Figure 7-10) for children with 
ASC.  
  
Figure 7-10: A child with ASC interacting with BendableSound (Todos Somos Uno, 2017) 
 
The TIMP technique is where therapists play musical instruments to help clients 
practice physical exercises; however, the clients themselves do not play any 
instruments. BendableSound was shown to be a successful way to encourage body 
awareness and independence in children with ASC through the use of an interactive 
audio-visual fabric surface. The CymaSense study differs in its aims to create a multi-
sensory environment more typical of a regular improvisational music therapy session, 
allowing participants options to play any instruments they desired.  
Ringland et al. (2014) also demonstrate multi-sensory work for children with ASC with 
their SensoryPaint application (section 2.2.2), focusing on body awareness and sensory 
stimuli. The authors employ a natural user interface (NUI) approach negating a need 
for technological tools or training, similar to the approach used by CymaSense. 
Villaroman et al. (2011) identify NUIs as a more intuitive way for children with ASC to 
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interact with a computing device compared to a typical graphical user interface. They 
employ a Microsoft Kinect sensor to facilitate interaction with various applications 
through gestural interaction. Research has shown that use of multimodal and NUIs aid 
in balancing children’s attention between their own bodies and sensory stimuli, 
augment existing therapies, and promote socialisation (Ringland et al., 2014). It has 
been recognised by Crippa et al. (2013) that people on the autism spectrum have poor 
hand-eye coordination (section 2.2.2). Extended use of CymaSense, through the use of 
a tangible user interface, could improve their hand-eye coordination as well as 
communicative behaviours outside of the music sessions.        
Anecdotal feedback from the interviews indicate that participant behaviour, prior to, 
during and following the study sessions, is affected by a number of factors. The 
expectations of parents and tutors can be an additional cause of anxiety for people on 
the autism spectrum, further creating behavioural problems. Pares et al. (2005) 
recognised this within their own MEDIATE study. Subsequently, when people with ASC 
are less self-conscious and express themselves more freely, confidence builds within 
that individual. The MEDIATE study differed in a number of ways to the present study 
that employed CymaSense. Children interacted with a digitised large screen 
environment (see Figure 2-11) using a natural user interface approach that encouraged 
full body interaction. There were a maximum of three sessions for participants 
between 5 and 35 minutes long, depending on their levels of comfort. However, the 
goals of the study were similar to the TouchBase study in aiming to help gain a sense of 
control and improve levels of communication. Although the TouchBase study took 
longer to complete, the implications for increases in interactive communication are 
potentially greater than the MEDIATE study, based on reported increases in 
communicative behaviours. Developments in participants’ ability to communicate with 
others can subsequently take the pressure off caregivers as translators and facilitators. 
There is evidence in other studies for children with ASC that support the idea of 
lessening caregiver assistance through increased use of a multimodal intervention 
(Schaaf et al., 2014). Schaaf employed a measure of caregiver assistance in self-care 
within their occupational therapy based study, and demonstrated a significant 
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improvement. Results from this study suggest that the CymaSense application is 
responsible for changes in communicative behaviours over a 12-week period.  
Prior to the start of the study, the music tutor expressed his reservations that the 
application might be too distracting for some participants. Stimulus overselectivity in 
autism is a recognised problem where people with ASC respond to only a limited 
number of cues in their environment (Hunt et al., 2004). The tutor’s concern related to 
a potential lack of engagement from a musical perspective. Initially, this seemed to be 
the case as some participants became so engaged with the application that they 
ignored the tutor for a period of time. However, it could be gathered from the 
interviews that engagement with the application encourages independence, further 
developing social interaction, and then communication, for some of the participants. 
Music therapist Dallimer commented that research would be needed on the suitability 
of an audio- visual instrument for particular client groups (Hunt et al., 2004). She 
specified that in some cases the visuals might distract the client from the music, 
whereas in other situations the visuals may be a ‘way in’ to a client who was previously 
struggling to become engaged in the music. Evaluation of the interviews suggests that 
regular use of the application amongst participants develops a sense of control and 
independence. This in turn leads to musical exploration, which further establishes a 
sense of identity. This process then recapitulates with the participant becoming more 
aware of the potential for involvement of the music tutor. The desire of the participant 
to share in the audio-visual music making process translates into eye contact, gestural 
interactions for turn-taking or even verbalised invitations for the tutor to join in and 
improvise. A subsequent increase in social interaction occurs.  
Neuropsychologist Damasio (1999) describes core consciousness experience as non-
verbal and non-cognitive, arguing that communicating through the use of sound is 
more effective for music therapists working with the autistic, than language based 
interventions. It could be argued that CymaSense augments that non-verbal 
communication through its visual modality. Participants subsequently feel more at 
ease without the necessity for language. Moreover, having a shared space between 
therapist and client shifts focus from any expectation of the participant to a joint visual 
canvas where both therapist and client have equal say over its visual output. The 
J J McGowan 7: CymaSense Study at TouchBase Centre 286 
 
addition of the visual modality fosters a co-creative environment that raises awareness 
of the potential for therapeutic music sessions through its ability to visualise any 
sound.     
Interviewees in Phase 3 suggested that the increased levels of participant 
communication related to comfort levels and stability within the sessions. It could be 
that the increasing levels of communicative behaviours, noted in Phases 1 and 2, were 
attributed to participants’ levels of familiarity with the music tutor and levels of 
comfort within their surroundings. To verify this, a separate study without CymaSense 
would be necessary to compare the effect of the application. However, it should be 
noted that the music tutor, who had worked previously with all but one of the 
participants, inferred that the motivational factors of CymaSense were driven by the 
visual modality. This suggests a comparison between previously held purely musical 
interaction sessions, and the effect of CymaSense on the present study (see section 
7.8).     
It was reported that participants missed interaction with the CymaSense application 
during the withdrawal phase. However, it could equally be argued that its availability 
had become part of their new routine and its subsequent removal created a need for 
its use. It is well noted in literature that people on the autism spectrum rely on routine 
as a means to feel comfortable in their environment (Fletcher-Watson et al., 2016). 
Wigram (2000) recognises that during improvisational music therapy, certain patterns 
can also reveal routines within participants’ music making. He suggests that a balance 
between predictability in improvised routines and controlled flexibility in how melody 
and rhythm are used, can create effective interaction (Wigram and Elefant, 2009). He 
goes on to highlight that it is participants’ intentionality that needs to be best 
understood from the musical exchanges, rather than any recognised musical routines 
that may be apparent. In the context of the use of CymaSense, once a platform for 
creativity has been established, the absence of the visual modality could be analogous 
to disturbing the predictability of that aspect of their musical routine. 
From a play perspective, it is described by Tarbox and Persicke (2014) as being easy for 
therapists to fall into their own routines for teaching purposes. This can be detrimental 
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for the participants’ flexibility and behavioural development. However, aside from the 
initial welcome and end-of-session routines, the music tutor seemed to encourage 
participants to express themselves in a diverse and creative way throughout the 
majority of the music sessions. 
General feedback seems to indicate that the audio-to-visual mappings, which drive the 
selection and animation of the Cymatic shapes, were appropriate. Comments from the 
interviews indicate that recognition of iconic shapes, such as car logos, was a strong 
feature amongst some participants and may aid in in musical learning through 
association of pitch and shape (See Table 5-4). Although the shapes were of a generally 
abstract nature, feedback indicates an organic and identifiable quality to them, which 
helped facilitate interaction. It could be argued that if the shapes were more symbolic 
and identifiable, the effectiveness of the non-verbal interaction could be 
compromised, by relating more to language or to specific objects. Previous research 
has shown that some autistic participants can easily identify shapes within complex 
patterns compared to neurotypicals (Parés et al., 2005). It is conceivable that visually 
driven participants thrived on the complexity and variety of the 3D shapes and the 
ways in which their musical input could affect the visual output in variety of 
permutations. Additionally, the 3D nature of the shapes implies an added sense of 
dynamic to the interactions. However, not having tested the application with 2D 
shapes, further research is required. This would involve the creation of, and 
comparison, of a set of similar 2D and 3D shapes that were triggered by participants’ 
choice of audio input. This potential study could be facilitated through the CymaSense 
application.  
Consideration could be given to the fact that the use of colour was an important 
means of facilitating choice and subsequent independence for the study participants. 
The repeated interaction of the user interface for some participants allowed self-
regulation of their mood through colour choice, and increased a sense of control. In 
addition, minimal instruction was given to the music tutor prior to carrying out the 
intervention, implying an accessible design. It appears that the working practices of the 
tutor were not adversely affected by using CymaSense, as he nor any participants were 
deterred from playing any of their favoured instruments.  
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The music tutor did not encourage participants to use all available functions of the 
current version of CymaSense, for example, recording and playback, other than colour 
selection capabilities and use of shape rotation. The tutor may have been reluctant to 
provide too many options for participants, or to use an untested function that may 
have interrupted the session. However, the reasons for this were not identified and 
another study would be required to evaluate the need for all currently available 
functionality.  
Potential use of CymaSense has been highlighted in a number of ways, including 
greater personalisation through creation of customised shapes and as a speech 
therapy tool. Feedback from the interviews indicates that there is a strong association 
between iconic shapes and objects for participants. It is conceivable that visualisation 
of personalised shapes would reinforce associations from the participants’ perspective 
and subsequently narrow the field of exploration from a musical perspective. 
Visualisation of recognisable shapes could remove any element of surprise and detract 
from the improvisational aspect of a music session by reinforcing established 
relationships. However, additional studies are required to test the efficacy of 




In this study, we set out to test the following hypotheses: (1) There is a significant 
difference between the number of musical and non-musical communicative responses 
demonstrated by the autistic participants in the first and last sessions of the 12 week 
study; (2) There is a significant difference between the number of musical and non-
musical communicative responses demonstrated by the autistic participants in their 
last non-intervention and first intervention sessions; (3) There will be changes in the 
communicative, social and musical behaviours of the autistic participants observable 
by parents, care workers or tutor at the conclusion of the 12-week period. We 
designed and ran a series of therapeutic music sessions with eight participants over 12 
weeks using the CymaSense prototype. Use of CymaSense was customised for each 
participant during the sessions either as: an interactive table; a two-user version with 
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two microphones to visualise the sound of client and participant projected on to the 
wall; or via a single microphone to visualise any acoustic sound in the music room 
projected onto the wall. We have shown that use of CymaSense indicates an increase 
in communicative behaviours for the majority of the autistic participants. 
Although it is difficult or even impossible to gather a homogenous group of people 
with ASC, the design, implementation and results of the sample population in our 
study support the initial hypotheses. These state that the use of an interactive audio-
visual tool appears to improve communication for people on the autism spectrum. A 
further series of interviews identified attributes of the study participants that may 
have affected their interaction with CymaSense, as well as key elements of the 
application that worked well and those that could be improved upon.  
This evaluation of CymaSense opens up new possibilities for other sensory impaired 
groups. The CymaSense system architecture can support visualisation of any sound 
through 2D or 3D graphics, making customization for alternative groups simple. Future 
studies concerning the use of CymaSense by children and by alternative disability 
groups, including the hearing impaired, may promote social interaction by encouraging 
group play and turn taking.    
TUI interventions (Villafuerte et al., 2012) or NUI interventions (Ringland et al., 2014), 
used in other studies, promote communication and social interaction within autistic 
children. In this study, which involved eight autistic adults, four of which were non-
verbal and two only exhibited limited language skills; we have demonstrated that 
significant improvements in communication can be observed by augmenting music 
sessions with real-time visual feedback. The single case qualitative analysis has 
provided specific insight into the usefulness of the intervention and of the system 
developed. 
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8 Conclusions and Future Work  
 
The final chapter begins by restating the research aim and questions, and then looks at 
how each part of the thesis has addressed them. Strengths and limitations are 
discussed, and contributions are identified. The chapter concludes with future work. 
 
8.1 Answering the research questions 
 
The aim of this research was to develop and trial a multimodal application that would 
allow therapeutic music practitioners a novel way to improve communicative 
behaviours for people on the autism spectrum. In order to achieve this aim, the 
following main research question and three sub-questions had to be addressed. The 
main question asked whether augmentation of music sessions with real-time 3D 
graphics could improve therapeutic outcomes for people with autism. Sub-question 
one addressed how effective the audio-visual mapping of the prototype developed 
was for autistic and neurotypical end-users. Sub-question two queried what benefits a 
shared real-time interactive audio-visual application brought to autistic clients within 
therapeutic music sessions. The final sub-question investigated the perceived benefits 
of the application beyond its use within music sessions. 
The main research question addressed whether an interactive 3D visual modality 
within music sessions could be effective as a therapeutic tool for people on the autism 
spectrum. Chapter 2 reviewed the challenges people with autism face and how their 
cognitive abilities can be affected. It also looked at current interventions and identified 
music therapy as a creative and emotionally engaging form of therapy. The visual 
representation of sound was reviewed in Chapter 3 with Cymatics being identified as 
an aesthetic for the visual modality of an application, CymaSense. In a preliminary 
study in Chapter 4, interviews with therapeutic music practitioners gathered opinions 
on current practice and the needs of autistic clients within music therapy, and 
identified potential ways to improve their methods. Practitioners also highlighted 
some of the technologies that are currently used, and the scope for future 
applications. Three sub-questions addressed the main question more specifically.   
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Sub-question one sought to establish whether designed audio-visual correspondences 
of a prototype application would be intuitive to both autistic and neurotypical users. 
Chapter 3 looked at cross-modal correspondences and how audio-visual information 
has been represented through media and computing, dependent on its requirements 
and design. Chapter 5 covered the design and implementation of CymaSense versions 
one and two, based on literature reviewed in Chapters 2 and 3, and from requirements 
analysis in Chapter 4. A survey in Chapter 6 completed by neurotypical participants and 
those with high functioning autism, determined whether the designed audio-visual 
attributes were effective and appropriate for further evaluation with end-users.  
The second and third sub-questions were concerned with the identification of 
beneficial attributes for autistic clients, and how they may have been developed in the 
use of a shared audio-visual interactive application. Current autism-based 
interventions were identified in literature in Chapter 2, including practices in clinical 
and community-based music therapy. A number of assistive technologies were 
reviewed in Chapter 2, some of which have previously been utilised for effect within 
therapeutic environments. Interviews with the music tutor prior to and post-study 
reflected on the ways in which CymaSense benefitted their practice and their clients. 
Effective measures had to be established and combined with appropriate methods of 
testing. A published method used in improvisational music therapy, identified in 
Chapter 2, was used as a basis for a 12-week study with eight autistic participants. A 
single case design approach was employed using the CymaSense application as 
intervention, which was tailored in a number of ways for each participant. The study, 
detailed in Chapter 7, included observational analysis of a number of musical and non-
musical communicative measures within a therapeutic environment. Phase 1 included 
an initial eight-week series of sessions, using a simple AB intervention approach. 
Following the decision to validate initial findings, a subsequent four-week follow-up 
Phase 2 was agreed by all stakeholders in the form of a BAB reverse intervention 
withdrawal method. An interval of seven weeks divided the sessions. Following Phase 
2, parents, carers and tutors were asked to complete a questionnaire providing 
opinions on observable changes in participants’ behaviours as a result of the study. 
This was followed by Phase 3, a series of semi-structured interviews, which took place 
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with parents of participants and the music tutor. The aim was to gather qualitative 
data concerning the background preferences of clients, and their subsequent use of 
CymaSense. Quantitative data analysed from video observation over 12 weeks, and 
feedback from the questionnaire and interviews, indicated that both musical and non-
musical communicative behaviours of the majority of the participants had increased in 
response to use of the intervention.  
 
8.2 Strengths and limitations          
 
8.2.1 Methods 
Methods associated with capturing experiences of people on the autism spectrum are 
typically difficult to standardise, due to the nature of the condition. Geist and 
Hitchcock (2014) argued that if practitioners wished to seek out the very best internal 
validity for music therapy, then randomized controlled trials (RCTs) should be pursued, 
assuming that the sample size is large enough. However, in dealing with autistic 
participants, no typical group exists where all participants can be treated in the same 
way. In addition, the sample size within this study was small, and unsuitable for RCTs. 
The thesis adopted a mixed method approach for both quantitative and qualitative 
assessment of the mappings of CymaSense, and for its use within practice. A composite 
variable approach was used through prior identification of the target behaviours of 
participants, which were themselves adapted from a method used by Edgerton 
(1994a) in identifying behavioural changes in improvisational music therapy. This 
method had not been used within the evaluation of a multimodal application.  
Further investigation of methods to gather the opinions of users on the lower end of 
the spectrum would have been appropriate in developing CymaSense. For example, 
initial passive observation of music sessions as employed by (Cibrian et al., 2017) could 
have identified any common issues faced by session participants in their use of 
technology and their favoured interaction methods. This would have influenced initial 
design decisions as part of the requirements gathering process. Low fidelity 
prototypes, paper-based or prototyped screens, could have been co-created following 
discussion with parents and the music tutor concerning what shapes and colours were 
attractive to participants. Participatory design approaches (PD) have been used in 
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research in the co-creation of smart objects and augmented reality aplications 
(Frauenberger et al., 2019)(Escobedo et al., 2014). However, Politis (ASDTech, 2019) 
commented that recent studies have shown participatory design can sometimes 
produce an outcome that is less effective than its non-PD developed version. This may 
be due to the autistic participants’ lack of understanding in more complex 
technologies, thus not enabling a meaningful contribution. Politis suggested, therefore, 
that sometimes it is not possible to involve a special population in Participatory Design 
and seldom, when Designing by focus groups can be stifling to a new idea. 
Nonetheless, direct feedback from non-verbal users may have been facilitated through 
the use of augmentative and alternative communication (AAC) methods (National 
Academy of Sciences, 2017). This approach could have complemented chapter 4 
requirements gathering data, which would have been implemented as informed design 
decisions within chapter 5. Interviews conducted in chapter 7 were limited to parents 
of participants and the music tutor. Additional feedback from participants  was 
deemed unsuitable by the tutor. However, limited feedback from each participant 
could have been facilitated through simple question and answer from the tutor, or via 
AAC methods, which may have provided greater insight into the effectiveness of the 
application. This approach was implemented by Ringland et al. (2014) in evaluation of 
SensoryPaint.  
Regarding ethical considerations, HFA participants within the mapping survey granted 
explicit consent for their participation. However, consent for autistic participants 
within the chapter 7 study, including permission for video observation, was provided 
solely by their parents or guardians. Video observation was discussed with participants 
with verbal skills, however, no explicit permission was requested from them. Previous 
autism-related research has demonstrated the abilty to obtain permsission from both 
participants and their parents (DePape et al., 2012)(Ludlow et al., 2014a). Future 
studies would aim to make every effort to inform and obtain permsission from verbal 
and non-verbal participants, given their available skills, and communication abilities.       
Many intervention-based studies within autism typically run over a limited time span 
dependent on the availability of participants and resources, including regular access to 
a suitable environment. For example, Cibrian  et al. (2017) tested their BendableSound 
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installation on a daily basis over six days, Hobbs and Worthington-Eyre’s (2008) Virtual 
Musical Instrument was trialled over an eight-week period on a weekly basis. Similarly, 
the Edgerton (1994a) improvisational music therapy study was tested over ten weeks. 
Pavlicevic et al. (2013) noted that access to long-term music therapy (over two years or 
more), and possibly to any therapeutic activity, helped young autistic adults and their 
families cope with the demands of everyday life, stresses, and life transitions. 
Extended effects of the use of CymaSense over a longer period are not known at this 
time. The longer term benefits or limitations of CymaSense may identify how much of 
an effect regular music sessions are having on participants compared with the use of 
the intervention, and how life outside of sessions has been affected.  
8.2.2 System Design 
CymaSense is currently a combination of two software environments, one to analyse 
and process sound, the other to create 3D visualisations based on the audio input. The 
design decision to use particle-based animations has created a CPU intensive system 
where a powerful computer is required for use. A redesign of the system for easier 
installation and use on mobile devices is recommended. Advocates of persuasive 
technology design for young people with ASC, propose that use should extend beyond 
the school and into the home (Mintz et al., 2012). This would allow shared use of the 
application in any environment for family and friends. A limitation of this development 
would likely result in lower quality graphics. However, the current application can be 
used to visualise any 2D or 3D shape as a result of its system architecture, allowing 
customisation of shape visualisation for end-users. 
The use of 3D visualisation has been implemented in gamified virtual reality scenarios 
as avatars, aimed at targeting emotional expression for the purposes for teaching 
children with autism (Boucenna et al., 2014). Similarly, Cheng and Chen (2010) 
implemented a 3D-facial recognition intervention system for Individuals with 
intellectual and developmental disabilities. Pouris and Fels (2012) created a 
visualisation system for hearing-impaired users that used simple 3D shapes as a basis 
for the representation of pitch, volume, tempo and rhythm of MIDI information (see 
Figure 3-9). A number of interactive 3D applications, discussed in section 3.5.1, have 
been employed to represent music in a number of subjective ways. The use of 
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animated 3D models that visualise the volume, pitch, and tonal qualities of music, 
based on Cymatic shapes, is novel within therapeutic sessions. Results have suggested 
that the spherical nature of the rotated shapes, which allow viewing from a number of 
angles, potentially reduces repetitiveness and increases unpredictability. However, the 
design may also make recognition of tonal changes more difficult. In this respect, the 
use of 2D shapes may be more effective.  
It was documented within chapter 5, that the author had previous interest in 
representing sound as propagating three-dimensional bubbles through an animation 
project. Cymatics are a relatively unexplored means of visualising music within 
interactive applications, although its aesthetic appeal and direct relationship with 
sound has made it ideal as a basis for the CymaSense visualisation. However, the 
design decisions have restricted experimentation of alternative audio-visual mappings. 
For example, we do not know how effective simpler geometry, the use of pitch to 
height mapping, or tone to colour may have affected the levels of communicative 
behaviours of participants. In order to manage any potential researcher bias, literature 
reviewed in chapter 3 allowed exploration of alternative visualisation methods 
dependent on their use and intended audience. Practitioner interviews provided 
information regarding currently used technology and the potential for an innovative 
approach, which included alternative visualisation methods. Feedback from the 
supervision team has seen two versions of the CymaSense design created. The 
designed mappings of version two were tested within an audio-visual survey as 
presented in chapter 6. Moreover, the present research was not attempting to test a 
range of audio-visual associations for autistic users, but rather to develop and trial a 
multimodal method that may be useful within therapeutic sessions. The methods used 
within the thesis were based on previous studies in gathering qualitative and 
quantitative data through interviews, audio-visual surveys, questionnaires, and case 
studies used within evaluation of therapeutic interventions. Appropriate ethical 
procedures were observed and evidence of the data collected and analysed has been 
made available for analysis. Results have indicated a strong affirmation of the designed 
audio-visual correspondences, which suggest the Cymatic aesthetic is one sucessful 
approach. However, an alternative study that focuses on more in-depth variation of 
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audio to visual mappings may provide a clearer understanding the needs of autistic 
users. This is further discussed in section 8.4. 
The design of CymaSense was based on literature reviewed and feedback from 
therapeutic music practitioners concerning the needs of their autistic clients. High 
functioning autistic participants provided input with regard to the audio-visual 
mapping survey. However, there was no direct input from autistic end-users in its 
initial design as discussed in 8.2.1. Some of the TouchBase study participants 
demonstrated interest in interacting with the interface, choosing colour schemes to 
regulate their mood, which may have increased their sense of agency as a result. 
However, not all aspects of CymaSense were utilised, in particular, the record and 
playback functions. These could have been overly complex and unnecessary for the 
needs of therapist and client. A longer-term study with appropriate practitioner and 
end-user collaborative design input may indicate functionality that is more 
appropriate. 
Single and two-user modes within CymaSense allow individual and shared use of the 
application. The 12-week study has demonstrated use of the single-user mode as a 
way for participants to experiment on their own terms, and as a way for both client 
and therapist to share the audio-visual canvas. The music tutor indicated that this 
increased exploration for some participants. The two-user mode provides a clear 
distinction between two musical inputs through its side-by-side visualisation. It has 
also been suggested by the study music tutor that the two-user mode encourages 
collaboration, improvisation, and has exhibited a level of performative behaviour in 
some of the participants. 
Similar to other multi-modal music therapy interventions identified in Chapter 2, 
results from the use of CymaSense suggest that it fosters creative expression for 
individuals with ASC. A level of flexibility in its design could be inferred in the way it 
adapted to a range of client needs, through visualisation of acoustic or electronic 
instruments, and not being restricted in its use as an installation with limited musical 
input. A degree of accessibility has also been proposed, through a lack of disruption of 
the therapist’s practice within the 12-week study, in addition to the application not 
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requiring training for immediate use. Moreover, when used with the interactive table, 
CymaSense could arguably be described as an accessible audio-visual instrument. 
Further studies that demonstrate extended use of the table could improve hand-eye 
coordination, recognised as an issue for some people with ASC (Crippa et al., 2013), as 
well as communicative behaviours outside of the music sessions. 
Shared spaces in autism interventions have shown in an increase in communication 
and social interaction, in both physical (Villafuerte et al., 2012; Hobbs and 
Worthington-Eyre, 2008) and virtual environments (Parsons, 2015). CymaSense has 
demonstrated its ability to increase the number of communicative behaviours over a 
12-week period. Having a shared visual projection can allow both therapist and client 
to focus on a third party entity, reducing the need for potentially awkward eye-to-eye 
communication, until such times as the client feels comfortable enough to do so. 
Similarly, a shared playable surface which also doubles as the visualising space, 
conceivably allows development of creative expression and may increase 




The main contribution of this thesis relates to the use of a real-time interactive 
multimodal application, designed for use by people on the autism spectrum within 
therapeutic music sessions.  
A method for the visualisation of sounds has been defined, based on feedback from 
therapeutic music practitioners and literature reviewed. Design principles have been 
derived from autism-based studies, a review of cross-modal correspondences, use of 
assistive technological interventions, and interactive audio-visual applications. An 
application, CymaSense, was designed and built to visualise the sound of any acoustic 
or electronic instrument within music sessions. The application is the first attempt to 
create an interactive therapeutic tool that simulates the refractive wave patterns seen 
in Cymatics, as 3D spherical geometry in real-time. CymaSense was evaluated in an 
audio-visual mapping survey. The designed audio-visual mappings have contributed to 
the understanding of effective multimodal associations. Empirical evidence has 
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confirmed previous findings including volume to scale, pitch to lightness, and timbre to 
shape. The application has demonstrated effective pitch to shape mapping, which 
differs from other applications where the pitch is primarily associated with vertical 
height.  
CymaSense was assessed in an extended therapeutic music-based study which 
adopted an evaluative method based on a single case design, previously used to 
evaluate the effects of improvisational music therapy (Edgerton, 1994a). The study has 
shown that use of a multimodal application, within a therapeutic context, can increase 
musical and non-musical communicative behaviours for people on the autism 
spectrum over a 12-week period. This method could be applied to a wider range of 
contexts, evaluating the effects of alternative multimodal interventions for autistic 
participants.  
Feedback from the TouchBase study in Chapter 7, suggests that shared use of a 
multimodal application may help address the issue of mind blindness for autistic 
people within music sessions. Leslie and Frith (1987) identified that people with ASC 
lack the ability to take another person’s perspective. Clients with ASC in music sessions 
may find difficulty in perceiving the therapist’s motivations or feel comfortable within 
an environment defined by a hierarchical therapist-client relationship. A shared 
visualisation of musical input could aid in redefining the perceived teacher-pupil 
relationship, and creating a collaborative platform for creative input. Creativity then 
becomes more experimental and playful from an audio-visual perspective, as therapist 
and client, or group, have the potential to make the same shapes regardless of their 
musical skills. The study results indicate that CymaSense creates a positive reaction for 
end-users, encouraging play and a sense of agency. The research contributes to further 
understanding of the way in which multimodal applications can increase 
communicative behaviours within autistic clients.   
 
8.4 Future work 
 
Although results from the mapping survey and evaluation of CymaSense within the 12-
week study were positive, additional work has been identified. Future research may 
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include a study that compares several weeks of improvisational music sessions without 
intervention, followed by the use of CymaSense over the same number of weeks. The 
study could be broken up into two 6-week sessions, and would require participation 
over a 12-week period with the same end-users. Results may aid in clarification of the 
effectiveness of CymaSense as an intervention, compared to the effect of 
improvisational music sessions on their own.  
Testing of a wider range of 2D and 3D shapes will aid in identification of effective 
mappings, dependent on user choice. A study that visualised simpler geometric forms 
(for example, 2D circles, squares and triangles, and 3D spheres, cubes and 
tetrahedrons) would allow analysis of alternative cross-modal mappings. This could be 
accomplished via an interactive audio-visual survey and would include testing pitch to 
vertical height or scale (Walker et al., 2010; Küssner and Leech-Wilkinson, 2014), 
volume to light intensity or colour (Marks, 1974), and tone to colour or brightness 
(Smith and Williams, 1997;  Pietrowicz and Karahalios, 2013). These mappings would 
be implemented and tested for efficacy against currently designed cross-modal 
mappings. Following this, a comparison of the simpler geometry used in the previous 
study would be made against more complex shapes, including Cymatic shapes, to 
indicate the most effective audio-visualisation. An additional way of evaluating this, as 
suggested by the study music tutor, would be through the visualisation of user-defined 
choices compared against the current Cymatic shapes in a primary study. A 
comparative investigation of this nature would aid in establishing the validity of 
Cymatic shapes against end-user choices.   
Due to the current demands of CymaSense on the CPU, a redesign of the system is 
required for usage that is more efficient. This includes consolidation of the current 
audio processing software, and game engine used for visualisation, into one software 
development environment. This could be implemented solely within Unity (2018) using 
Pure Data (IEM, 2017) as a native plug-in to process audio input. Development of an 
efficient algorithm to visualise sound in real time, as Cymatic shapes or otherwise, 
would reduce processor reliance on using 3D meshes as the basis for particle 
animations. This would allow a greater level of portability and use of the application on 
a variety of hardware, including mobile devices.  
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A CymaSense app for tablet or smartphone, for example, could be used as a means for 
people with anxiety issues to centre themselves in stressful situations. For example, 
when travelling, the user could wear headphones to block out unwanted noise and use 
the app to visualise favoured music. Alternatively, the application could be used to 
visualise sounds within the users’ surroundings as a means to transform seemingly 
harsh vocal and environmental sounds into a more aesthetically pleasing experience. 
An app could be gamified for shared or individual play, where solo use encourages 
vocalisation to unlock further levels of alternative visualisations, or where family 
members can encourage competition through audio-visual ‘ping-pong’. This may aid in 
increasing levels of communicative behaviours with family and friends. An educational 
version of the app could be used to teach musical theory or simple composition to 
users. Alternative pitches could be played that demonstrated the visual equivalent of a 
specific note. Users are then encouraged to vocalise, hum, or play the appropriate 
note on an instrument to recreate the same shape.   
From a commercial perspective, CymaSense has been employed as a means to 
visualise music at festivals, and as a successful installation, including a five-day run at 
Edinburgh International Science Festival in 2018. The application can be used to 
accompany live musicians within a performance-based scenario, by providing a visual 
indication of each musician’s input, or by generating shapes that represent the sound 
as a whole.  
A number of stakeholders and study interviewees have suggested possible uses for 
CymaSense aside from autistic end-users. Other sensory impaired groups could benefit 
from using the application and would be worthy of evaluation. Research for the deaf 
and hearing impaired have developed and utilised audio-visual applications in a similar 
manner for autistic clients within music therapy (Grierson, 2011), and for speech 
therapy (Pietrowicz and Karahalios, 2013). Using the application would be a way to 
recognise changes in pitch through shape, or as a means to visualise rhythm. Multi-
sensory rooms can act as complimentary therapies for the treatment of a variety of 
learning disabilities, including psychiatric disorders and dementia (Kwok et al., 2003; 
Novak et al., 2012). They aim to create an atmosphere of warmth, trust, and 
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relaxation, and provide scope for exploration, discovery, and learning. Installation of 
the interactive table in a multi-sensory room may act as a therapeutic interactive tool 
for patients and families. Raglio et al. (2008) have shown that music therapy can be 
effective in reducing behavioural and psychologic symptoms for those with dementia. 
The author has also been approached by a Department of Defence hospital in Chicago 
concerning the present research, to help with the association of Pathology from Blast 
Injuries to the Soldiers returning home from Iraq and Afghanistan. The results from 
Chapter 7 suggest that application of therapeutic music sessions in conjunction with 
CymaSense could be beneficial for other groups with cognitive issues.   
CymaSense’s use with the interactive table could be extended to become a coordinate 
tracked system, where a camera can track user movement, visualising sound at the 
point where the user contacts the surface of the table. This way CymaSense could be 
played more like a musical instrument with alternative user modes assigning different 
regions of space to a particular type of instrument, sound or pitch, further encouraging 
play and allowing a greater range of interactivity.  
The use of CymaSense within a virtual or augmented reality environment could provide 
a number of opportunities for development. Interest has been shown in utilising 
CymaSense within research by Boyd et al. (2016), who suggested using the application 
as a means to visually highlight volume levels of speech within the next iteration of 
their SayWAT assistive technology. The smart-glass based application was designed to 
educate autistic clients in managing physical proximity and vocal levels in a social 
context. The authors feel a more attractive and engaging approach may be more 
beneficial for end-users than 2D graphics.  
An augmented reality version of the CymaSense could be used in conjunction with 
facial recognition of emotions, where sound inflections of spoken vocal phrases would 
be visualised alongside emoticons of emotional states. A gamified version could then 
test the user showing only emoticons, requesting that the user recreate the 
appropriate sound. Alternatively, the visualised sound would only be played and the 
user would be asked to select the appropriate emoticon for a reward-based system. 
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Virtual reality has been used as an immersive development platform for musical 
creativity through games, or as a musical teaching and learning tool. A study by 
Magrini et al. (2015) presented a gestural-based application that detects movement 
and synthesizes sound in real-time based on those movements. CymaSense could also 
be developed as the basis of a gestural environment such as this, where interaction 
with virtual instruments or objects trigger sound and 3D visuals in conjunction with 
user movement.  
A simple addition to the current version of CymaSense includes the addition of an 
automatic screen recording facility that could be saved as a video file. This 
functionality would allow sharing of a session with friends or family members who 
were not present, and it would allow participants to watch themselves. As noted in 
section 4.2.5, recording and reviewing sessions within a group could be as rewarding a 
process as performing in front of an audience, and be a useful way to record progress. 
This may encourage end-users to focus on play and performative aspects of 
therapeutic sessions, which may further develop communicative behaviours.  
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Appendix A - Glossary of Acronyms 
 
6-DOF – Six degrees of freedom 
AAC - Alternative and augmentative communication systems 
API - Application Programming Interface 
AR – Augmented Reality 
ASC – Autism spectrum condition 
ASD – Autism spectrum disorder 
CARD - Center for Autism and Related Learning 
CoMT – Community music therapy  
DSP - Digital Signal Processing  
GIM – Guided imagery and music model 
HF – High functioning 
LF – Low functioning 
MIR – Music Information Retrieval 
MR – Mixed Reality 
MSE – Multi-Sensory Environment 
MT – Music Therapy 
NAC - National Autism Center (National Autism Center, 2009) 
NT – Neurotypical - not displaying or characterized by autistic or other neurologically 
atypical patterns of thought or behaviour 
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NSP2 - National Standards Project Phase 2 (National Autism Center, 2009) 
OpenGL - Open Graphics Library 
PAS – Person or people on the autism spectrum 
RMB - Repetitive and maladaptive behaviour 
TUI – Tangible user interfaces 
VRT – Virtual reality technology 
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Appendix B – Requirements Gathering Documents for Music Therapists 
Informed Consent 
 
Developing an audio-visual tool for use in music therapy to improve communication and social 
interaction for people on the autism spectrum. 
 
Edinburgh Napier University requires that all persons who participate in research studies give 
their written consent to do so. Please read the following and sign it if you agree with what it says. 
 
1. I freely and voluntarily consent to be a participant in the research project on the topic of 
the design and creation of an audio-visual tool to be conducted by John McGowan, who 
is a postgraduate student in the Edinburgh Napier School of Computing.  
 
2. The broad goal of this research study is to explore the role that visual music can play in 
the lives of people on the autism spectrum, by examining their needs, current practices 
in music therapy and assistive technologies, and the potential for an interactive tool. 
Specifically, I have been asked to participate in an audio-recorded semi-structured 
interview, which should take no longer than one hour to complete. 
 
3. I have been told that my responses will be anonymised and that the audio recordings will 
be kept in a locked, secure environment within the University. My name will not be linked 
with the research materials, and I will not be identified or identifiable in any report 
subsequently produced by the researcher. 
 
4. I also understand that if at any time during the interview I feel unable or unwilling to 
continue, I am free to leave. That is, my participation in this study is completely voluntary, 
and I may withdraw from it at any time without negative consequences.  
 
5. In addition, should I not wish to answer any particular question or questions, I am free to 
decline. 
 
6. I have been given the opportunity to ask questions regarding the interview and my 
questions have been answered to my satisfaction.   
 
7. I have read and understand the above and consent to participate in this study. My 
signature is not a waiver of any legal rights. Furthermore, I understand that I will be able 





____________________________       _________________________________________ 
Participant’s Signature   Date  
 
 
I have explained and defined in detail the research procedure in which the respondent has 




____________________________          _____________________ 
 
Researcher’s Signature         Date 
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Information Sheet for Potential Participants 
 
 
Developing an audio-visual tool for use in music therapy to improve communication 
and social interaction for people on the autism spectrum 
 
My name is John McGowan and I am a research student from the School of Computing 
at Edinburgh Napier University.  As part of my PhD, I am undertaking a research 
project, the title of which is underlined above. 
  
This study will explore the role that visual music can play in the lives of people on the 
autism spectrum, by examining their needs, current practices in music therapy and 
assistive technologies, and the potential for an interactive tool. 
 
The findings of the study will inform the design of the tool and subsequently aid in its 
use. 
 
I am looking for qualified music therapists to participate.  There are no criteria (e.g. 
gender, age, or health) for being included or excluded.   
 
If you agree to participate in the study, you will be asked to take part in a short 
interview.  The researcher is not aware of any risks associated with the interview 
process.  The whole procedure should take no longer than 60 minutes.  You will be free 
to withdraw from the study at any stage, you would not have to give a reason.  
 
All data will be anonymised, but you may be identifiable from tape recordings of your 
voice.  Your name will be replaced with a participant number, and it will not be possible 
for you to be identified in any reporting of the data gathered. All data collected will be 
kept in a secure place (audio recordings will be kept in a locked cabinet in locked room 
and digital data will be stored on a PC that is password protected) to which only I, John 
McGowan, has access. These will be kept till the end of the PhD process, following 
which all data that could identify you will be destroyed.  
 




If you have any questions, please feel free to contact me at any time using the details 
at the top of the page. If you have read and understood this information sheet, and you 
would like to be a participant in the study, please now see the consent form. 
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Self-Assessment Form 
To be completed by the Gatekeeper1 and the researcher.  
 
Project Title : Developing an audio-visual tool for use in music therapy to improve 




An exploration of the role that visual music can play in the lives of people on 
the autism spectrum, by examining their needs, current practices in music 
therapy and assistive technologies, and the potential for an interactive tool. 
 




Name  Role 
John McGowan Researcher 
Dr Gregory Leplatre Director of Studies 
Dr Iain McGregor Supervisor and Gatekeeper 
 
 
Issue  If ‘yes” give brief details. 
Children under 16 involved N  
Interaction with patient groups, 
disabilities or older potentially 
vulnerable people 
N  
Potential impact on physical health 
and safety of participants, 
researchers and the general public 
N  
Potential impact on the mental 
health and safety of participants, 
researchers and the general public 
N  
Data protection, intellectual property 
and permissions required 
Y The interviewee could mention the 
names of any clients they work with, 
which could lead to identification of 
the client themselves through 
association with the interviewee. 
Socially or culturally ‘controversial’ 
investigations (e.g. pornography, 
extremist politics) 
N  
Privacy issues (e.g. use of social 
media, ethnographic studies) 





                                                     
1 A gatekeeper is an experienced member of staff who is familiar with ethical good practice. This 
gatekeeper will typically be the student’s supervisor or module leader. For members of staff this may be 
the project’s principle investigator, centre or Institute director. 
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If each question has been answered ‘No’ to every question the project may proceed. 
This checklist should be retained. 
If any of the questions have been answered “Yes” then continue to the next page. 
 





Briefly describe the ethical problem: 
 
There are data protection issues surrounding the possibility that the interviewee will 
mention the names of any clients they work with, which could lead to identification of 









If this can be satisfactorily resolved by the gatekeeper and researcher, describe the 
resolution: 
 
All data will be anonymised, but the interviewee may be identifiable from tape 
recordings of their voice.  Their name will be replaced with a participant number, and 
it will not be possible for them to be identified in any reporting of the data gathered. 
All data collected will be kept in a secure place (audio recordings will be kept in a 
locked cabinet in locked room and digital data will be stored on a PC that is 
password protected) to which only John McGowan has access. These will be kept till 






Review of action taken conducted by: Dr Iain McGregor 
If the problem has not been resolved, then either (tick one):  
 
1. Re-formulate the research proposal and repeat the self-assessment process 
with a fresh form  
 
2. Pass this on to the ethics committee (send this together with any other project 
documentation to Phil Turner, School of Computing, ) 
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Appendix C – Mapping Survey - Application for Cross-University Ethical Approval 
1. Research Details 
Name: John McGowan 
School or Professional 
service department: 
School of Computing 
Email:  
Contact number:  
Project Title: Developing an audio-visual tool for use in creative arts to 
improve experience for people on the autism spectrum. 
Start Date: March 2015 
Duration of Project: 3 Years 
Type of Research: Doctoral Student 
 
2. Screening Questions 
Please answer the following questions to identify the level of risk in the proposed project: 
If you answer ‘No’ to all questions, please complete Section 3a only. 
If you have answered ‘Yes’ to any of the questions 5-14 please complete Section 3a and 3b. 
If you have answered ‘Yes to any of the questions 1-4, complete all of Section 3. 
 
 You Must Answer All Questions Yes No 
1. Is the research clinical in nature? ☐ ☒ 
2. Is the research investigating socially or culturally ‘controversial’ topics (for 
example pornography, extremist politics, or illegal activities)? 
☐ ☒ 
3. Will any covert research method be used? ☐ ☒ 
4. Will the research involve deliberately misleading participants (deception) in 
any way? 
☐ ☒ 
5. Does the Research involve staff or students within the University? ☒ ☐ 
6. Does the Research involve vulnerable people? (For example people under 18 
or over 70 years of age, disabled (either physically or mentally), those with 
learning difficulties, people in custody, migrants etc). 
☐ ☒ 
7. Is the information gathered from participants of a sensitive or personal 
nature? 
☐ ☒ 
8. Is there any realistic risk of any participants experiencing either physical or 
psychological distress or discomfort? 
☒ ☐ 
9. Have you identified any potential risks to the researcher in carrying out the 
research? (for example physical/emotional/social/economic risks?) 
☐ ☒ 
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10. Are there implications from a current or previous professional relationship i.e. 
staff/student/line manager/managerial position that would affect the 
voluntary nature of the participation? 
☒ ☐ 
11. Will the research require the use of assumed consent rather than informed 
consent? (For example when it may be impossible to obtain informed consent 
due to the setting for the research – e.g. observational 
studies/videoing/photography within a public space) 
☐ ☒ 
12. Is there any risk to respondents’ anonymity in any report/thesis/publication 
from the research, even if real names are not used? 
☒ ☐ 
13. Will any payment or reward be made to participants, beyond reimbursement 
or out-of-pocket expenses? 
☐ ☒ 
14. Does the research require external ethics clearance? (For example from the 
NHS or another institution) 
☐ ☒ 
15. Does the research involve the use of secondary data? ☐ ☒ 
 
3A. Details of Project 
In this section please provide details of your project and outline data collection methods, how 
participant consent will be given as well as details of storage and dissemination. 
 
Please give a 300 word overview of the research project 
The broad goal of this research study is to explore the role that visualisation of music can 
play in the lives of people on the autism spectrum, by examining their responses to the use 
of an interactive audio-visual tool. Specifically, this survey will examine responses to the use 
of audio visual mappings within an interactive audio-visual tool. The findings of the survey 
will inform how the audio-visual tool can be used to augment creative arts practice for the 
benefit of improving communication, social interaction and self-esteem for people on the 
autism spectrum. However, this survey will involve non-autistic, Neuro Typical, participants’ 
feedback and responses.   
 
Participants are invited to take part in experimentation with a new audio-visual tool, 
followed by a video clip based survey where they will be asked to select and rate a series of 
clips that they deem to be the best match for each sound. A short demonstration of the 
audio-visual tool will be conducted using a small MIDI (musical instrument digital interface) 
keyboard, headphones and a computer running the prototype. Data gathered from sessions 
will be done anonymously through the survey, hosted through Survey Gizmo.   
 
All data will be anonymised. Following processing of the completed survey, data will be 
downloaded to the researcher’s secured digital storage. All data collected will be kept in a 
secure place (audio and video recordings will be kept on campus at Edinburgh Napier 
University in a locked cabinet in locked room, and digital data will be stored on a PC that is 
password protected) to which only the researcher has access. These will be kept till the end 
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of the PhD process, following which all data that could identify you will be destroyed. The 
anonymised results may be published in a thesis, journal or presented at a conference. 
Data Collection 
1. Who will be the participants in the research? 
 Staff and students from Edinburgh Napier University.  
2. How will you collect and analyse the research data? (please outline all methods e.g. 
questionnaires/focus groups/internet searches/literature 
searches/interviews/observation) 
 Data gathered from the survey sessions will be done anonymously through the Survey 
Gizmo.  
3. Where will the data will be gathered (e.g. in the classroom/on the 
street/telephone/on-line) 
 The data will be gathered in: 
 The Auralisation Suite, Room C72, Merchiston Campus. 
4. Please describe your selection criteria for inclusion of participants in the study 
 The criteria for inclusion include participants that are 18 or older, and younger than 70 
years of age. 
5. If your research is based on secondary data, please outline the source, validity and 
reliability of the data set 
 n/a 
Consent and Participant Information 
7. How will you invite research participants to take part in the study? (e.g. 
letter/email/asked in lecture) 
 Through personal invitation and/or email.  
8. How will you explain the nature and purpose of the research to participants? 
 Verbally and through demonstration of the prototype, as well as the accompanying 
participant information sheet. 
9. How will you record obtaining informed consent from your participants? 
 Through informed consent forms that will be signed by participants prior to the 
survey.  
Data storage and Dissemination 
10. How and in what format will data be stored? And what steps will be taken to ensure 
data is stored securely?  
J J McGowan Appendix C: Mapping Survey Application for Ethical Approval 377 
 
 All data collected will be kept in a secure place - audio and video recordings will be 
kept on campus at Edinburgh Napier University in a locked cabinet in locked room, and 
digital data will be stored on a PC that is password protected.  
11. Who will have access to the data? 
 Only I, John McGowan, will have access to the data. 
12. Will the data be anonymised so that files contain no information that could be linked 
to any participant? 
 Yes. All data will be anonymised. Participant names will be replaced with a participant 
number, and it will not be possible for them to be identified in any reporting of the 
data gathered. 
13. How long will the data be kept? 
 The data will be kept till the end of the PhD process, following which all data that 
could identify any participant will be destroyed. 
14. What will be done with the data at the end of the project?  
 The data will be destroyed. 
15. How will the findings be disseminated? 
 The anonymised results may be published in a thesis, journal or presented at a 
conference. 
16. Will any individual be identifiable in the findings? 
 No. 
 
3B. Identification and Mitigation of Potential risks 
This section is designed to identify any realistic risks to the participants and how you propose 
to deal with it.   
1. Does this research project involve working with potentially vulnerable individuals? 
Group Yes NO 
Details (for example 
programme student 
enrolled on, or details of 
children’s age/care 
situation, disability) 
Students at Napier 
☒ ☐ 
School of Computing 
Students at Merchiston 
Campus 
Staff at ENU 
☒ ☐ 
School of Computing Staff at 
Merchiston Campus 
Children under 18 ☐ ☒  
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Elderly (over 70) ☐ ☒  
Disabled ☐ ☒  
Migrant workers ☐ ☒  




Learning difficulties ☐ ☒  
 
 
2. If you are recruiting children (under 18 years) or people who are otherwise unable to give 
informed consent, please give full details of how you will obtain consent from parents, 
guardians, carers etc.  
n/a 
 
3. Please describe any identified risks to participants or the researcher as a result of this 
research being carried out 
 There is potential risk for damage to participants hearing, through the use of audio 
equipment and the volume levels being set too high.  
 As I am a part-time lecturer, with regard to inviting students to participate, there 
could be the risk that students would feel obliged to participate as requested by 
their lecturer. 
 There is always a small risk regarding the anonymity of the participants.  
 
4. Please describe what steps have been taken to reduce these identified risks? (for example 
providing contact details for appropriate support services (e.g. University Counselling, 
Samaritans), reminding participants of their right to withdraw and/or not answering 
questions, or providing  a full debriefing to participants) 
The researcher, who has normal hearing for his age, will set the maximum volume level 
before introducing the participants to the audio. The participants will not be able to control 
the volume of the audio clips, but their level has been set at an average level of 83 dBC 
which is 2 dB below the UK workplace safety requirements for an eight hour working day.  
Any potential students will be assured that participation is voluntary and that there will be 
no consequences in not participating. 
All data will be anonymised. Participant names will be replaced with a participant number, 
and it will not be possible for them to be identified in any reporting of the data gathered. 
 




6. If payment or reward will be made to participants please justify that the amount and type 
are appropriate (for example the amount should not be so high that participants would 
be financially coerced into taking part, or that the type of reward is appropriate to the 
research topic). 
n/a 




3C. Justification of High Risk Projects 
 
If you answered ‘Yes’ to the screening questions 1-4  this section asks for justification on the 
choice of research topic and methodology.  
 
1. If you have answered yes to question 1 please give a full description of all medical 
procedures to be used within the research and provide evidence that the project has 
obtained NHS ethical approval. 
N/A 
 
2. If you have answered yes to questions 2 (research into a controversial topic) please 
provide a justification for your choice of research topic, and describe how you would deal 
with any potential issues arising from researching that topic. 
N/A 
 
3. If you have answered yes to questions 3 or 4 (use of deception or covert research 
methods) please provide a justification for your choice of methodology, and state how 









I consider that this project has no significant ethical implications to be brought to 
the attention of Research Integrity Committee 
☐ 
I consider that this project may have significant ethical implications to be brought 
to the attention of the Research Integrity Committee 









All applications require the following to be submitted with the application form  
Participant Information Sheet  ☒ 
Informed Consent Form ☒ 
Interview/Survey Questions ☒ 
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Appendix D – Mapping Survey Information Sheet for Potential Participants 
Developing an audio-visual tool for use in creative arts to improve experience for people on 
the autism spectrum 
About the study - My name is John McGowan and I’m a PhD student at Edinburgh Napier 
University. The broad goal of this survey is to explore the role that visualisation of music can 
play in the lives of people on the autism spectrum. Specifically, by examining the responses to 
the use of audio-visual mappings within an interactive audio-visual tool. The findings of the 
survey will inform how the audio-visual tool can be used to augment creative arts practice for 
the benefit of improving communication, social interaction and self-esteem for people on the 
autism spectrum. In this survey, non-autistic (Neuro Typical) participant’s feedback will be 
compared to the views of those on the autism spectrum for analysis.   
What will taking part involve? – Participants are invited to take part in experimentation with a 
new audio visual tool, followed by a video clip based survey where they will be asked to select 
and rate a series of clips that they deem to be the best audio-visual match. A short 
demonstration of the audio-visual tool will be conducted using a small MIDI (musical 
instrument digital interface) keyboard, headphones and a computer running the prototype. 
You will not be able to control the volume of the audio clips, but their level has been set at an 
average level of 83 dBC which is 2 dB below the UK workplace safety requirements for an eight 
hour working day. The survey will take approximately 30 minutes to complete and take place 
in The Auralisation Suite, Room 72, at Merchiston Campus. Data gathered from sessions will be 
done anonymously through the survey, hosted through Survey Gizmo.  
What will be done with the data? - All data will be anonymised. Following processing of the 
completed survey, data will be downloaded to the researcher’s secured digital storage. All data 
collected will be kept in a secure place (audio and video recordings will be kept on campus at 
Edinburgh Napier University in a locked cabinet in locked room, and digital data will be stored 
on a PC that is password protected) to which only the researcher has access. These will be kept 
till the end of the PhD process, following which all data that could identify you will be 
destroyed. The anonymised results may be published in a thesis, journal or presented at a 
conference. 
Who can take part? – The criteria for inclusion include participants that are 18 or older, and 
younger than 70 years of age. 
If you have any questions or would like to find out more, please feel free to contact the 
researcher using the details below. If you have read and understood this information sheet, 
and you would like to be a participant in the study, please now see the consent form. 
  
Many thanks for your participation. 
 
J J McGowan Appendix E: Mapping Survey Informed Consent Form 381 
 
Appendix E – Mapping Survey Informed Consent Form for Participants 
Developing an audio-visual tool for use in creative arts to improve experience 
for people on the autism spectrum 
 
Edinburgh Napier University requires that all persons who participate in research studies 
give their written consent to do so. Please read the following and sign it if you agree with 
what it says. 
 
1. I freely and voluntarily consent to be a participant in the research project on the 
topic of the design and creation of an audio-visual tool to be conducted by John 
McGowan, who is a postgraduate student in the Edinburgh Napier School of 
Computing.  
 
2. The broad goal of this research survey is to explore the mapping techniques 
employed within a prototype tool, by examining the responses to the use of an 
interactive audio-visual tool. Specifically, I have been asked to participate within 
a survey to select and rate recorded video clips and associated audio clips. The 
survey should take approximately 30 minutes to complete.  
 
3. I have been told that my responses will be anonymised and will be kept in a 
locked, secure environment within the University. My name will not be linked with 
the research materials, and I will not be identified or identifiable in any report 
subsequently produced by the researcher. 
 
4. I also understand that if at any time during the survey I feel unable or unwilling to 
continue, I am free to leave. That is, my participation in this study is completely 
voluntary, and I may withdraw from it at any time without negative consequences.  
 
5. In addition, should I not wish to participate in any part of a survey, I am free to 
decline. 
 
6. I have been given the opportunity to ask questions regarding the survey and my 
questions have been answered to my satisfaction.   
 
7. I have read and understand the above and consent to participate in this study. 
My signature is not a waiver of any legal rights. Furthermore, I understand that I 
will be able to keep a copy of the informed consent form for my records. 
 
 
____________________________       _____________________ 
 
Participant’s Signature        Date  
 
I have explained and defined in detail the research procedure in which the respondent has 
consented to participate. Furthermore, I will retain one copy of the informed consent form for my 
records. 
 
____________________________         _____________________ 
 
Researcher’s Signature               Date 
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Appendix F – Mapping Survey - CymaSense Survey Questions 
Welcome and Instructions Page: 
Welcome to the Cymulator Survey. 
 
You will have had the opportunity to play around with the Cymulator prototype for a 
few minutes. 
Please now read the following instructions for the survey which should take 




You are about to watch and rate 17 questions, with 3 video clips per question, that 
compare a variety of sampled sounds with their associated Cymulator images. 
 
For each page, you are asked to:  
1. Watch the clips as many times as you wish 
2. Select the one you think is the best match 
3. Rate your answer on a sliding scale in terms of how confident you are with your 
answer 
Please fill in both answers before pressing the submit button and moving onto the next 
question. 
If you wish to return to the previous question, press the back button. 
 
Please note:  
 Your identity will be kept anonymous 
 The pages will be randomized, so please do not expect the page numbers to 
follow in a linear fashion 
 If you decide that you want to withdraw from the survey, you are welcome to 
do so at any time by selecting the 'save and continue later' link at the top of 
each page 
 When you are ready to begin, please press the next button below 
Demographic Questions Page: 




3. What is your age? 
18 to 24 
25 to 34 
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35 to 44 
45 to 54 
55 to 64 
75 or older 
 
4. What nationality are you? 
 
 



















9. How many years of formal training have you had? 
None 




Four to Seven years 
Eight or more.. 
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11. Which of the following audio equipment do you use? Please choose more 
than one if apply. 
None 
Audio recording devices 
Sound synthesis 
Sequencer/ Digital audio workstation 
Digital and analogue signal processing 
Audio programming tools 
 











Q. Choose the one clip from the three above you think is the best match: 
Q. Please rate on the sliding scale, how confident you are about your choice. 
 
Optional Question - Please feel free to leave any comments below:
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Appendix G – Behaviour Change Survey 
Your name:        Date: 
Name of observed participant: 
Please indicate your responses by circling the most appropriate number for each question:  











1 How often has the participant responded to you verbally since 
the first session? 
1 2 3 4 5 6 7 
2 How often has the participant responded to you vocally since 
the first session? 
1 2 3 4 5 6 7 
3 How often has the participant maintained eye contact in 
response to you since the first session? 
1 2 3 4 5 6 7 
4 How often has the participant responded to you through 
gestures since the first session? 
1 2 3 4 5 6 7 
5 How often has the participant been influenced by your 
actions since the first session? 
1 2 3 4 5 6 7 
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6 How often has the participant initiated actions since the first 
session? 
1 2 3 4 5 6 7 











7 How would you rate the participant’s level of social 
interaction following participation in the study? 
1 2 3 4 5 6 7 
8 How would you rate the participant’s level of self-awareness 
following participation in the study? 
1 2 3 4 5 6 7 
9 
How would you rate the participant’s level of self-
control/emotional regulation following participation in the 
study? 
1 2 3 4 5 6 7 
10 How would you rate the participant’s level of repetitive 
behaviour following participation in the study? 
1 2 3 4 5 6 7 
11 How would you rate the participant’s level of happiness 
following participation in the study? 
1 2 3 4 5 6 7 
12 How would you rate the participant’s level of isolation 
following participation the study? 
1 2 3 4 5 6 7 
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13 How would you rate the participant’s level of motivation 
following participation in the study? 
1 2 3 4 5 6 7 
14 How would you rate the participant’s level of daily living skills 
following participation in the study? 
1 2 3 4 5 6 7 
15 How often does the participant sing or play music by 
themselves following participation in the study? 
1 2 3 4 5 6 7 
16 How often does the participant respond to musical activity 
following participation in the study? 
1 2 3 4 5 6 7 











17 How often does the participant initiate musical activity 
following participation in the study?  
1 2 3 4 5 6 7 
 
18 
Please feel free to leave any additional comments below: 
Please feel free to contact me using the details below: 





Many thanks for your participation. 
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Communicative and Acts Response Sheet (CRASS) Instructions:  
One sheet is to be used per music session. 
Enter the client’s details above.  
Playback the recorded video, stopping and starting where necessary. 
For both worksheets (Musical and Non-Musical Responses), enter a 
number in the appropriate cell to indicate a communicative response 
or act, noting the time and adding comments for ease of 
understanding. Begin numbering at 1 and add in subsequent 
numbers (2, 3, 4, etc.) to indicate repeated actions within the same 
session. Please note the associated times and comments using the 
same numbering system.  
Note the musical and non-musical sub-totals at the end of each 
session in the appropriate cells.  
Save and close the file. 
 







Instrumental behaviours influenced by the tutor’s 
improvisation/behaviours
Tempo Rhythm Structure/ form Pitch Session time / comments
Matches a beat
Simultaneously imitates a melodic motif
Simultaneously imitates the rhythm of a melodic motif
Participates in a rhythmic give and take
Other




Instrumental behaviours initiated to influence the 
tutor’s improvisation/behaviours
Tempo Rhythm Structure/ form Pitch Session time/comments
Creates a rhythmic pattern
Develops a melodic give and take
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Appendix I - Informed Consent Form for Parents/Guardians 
 
Developing an audio-visual tool for use in creative arts to improve 
experience for people on the autism spectrum 
 
Edinburgh Napier University requires that all persons who participate in research studies 
give their written consent to do so. Please read the following and sign it if you agree with 
what it says. 
 
1. I, as a guardian/parent of the participant, freely and voluntarily consent to their 
participation in the research project on the topic of the design and creation of an 
audio-visual tool to be conducted by John McGowan, who is a postgraduate 
student in the Edinburgh Napier School of Computing.  
 
2. The broad goal of this research study is to explore the role that visualisation of 
music can play in the lives of people on the autism spectrum, by examining their 
responses to the use of an interactive audio-visual tool. Specifically, I have been 
asked to provide informed consent for the participant, and to complete a 
questionnaire, which should take no longer than 30 minutes to complete. 
 
3. I have been told that all responses will be anonymised and will be kept in a locked, 
secure environment within the University. My name, nor the participant whom I 
am providing consent, will not be linked with the research materials, and neither 
they nor myself will be identified or identifiable in any report subsequently 
produced by the researcher. 
 
4. I also understand that if at any time during the sessions or questionnaire I, or the 
participant whom I am providing consent, feel unable or unwilling to continue, we 
are free to leave. That is, our participation in this study is completely voluntary, 
and we may withdraw from it at any time without negative consequences.  
 
5. In addition, should I not wish to answer any particular question or questions, I am 
free to decline. 
 
6. I have been given the opportunity to ask questions regarding the questionnaire 
and my questions have been answered to my satisfaction.   
 
7. I have read and understand the above and consent to participate in this study. 
My signature is not a waiver of any legal rights. Furthermore, I understand that I 
will be able to keep a copy of the informed consent form for my records. 
 
 
____________________________       _____________________ 
Participant’s Signature        Date  
 
I have explained and defined in detail the research procedure in which the respondent has 
consented to participate. Furthermore, I will retain one copy of the informed consent form for my 
records. 
 
____________________________         _____________________ 
Researcher’s Signature               Date 
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Appendix J - Informed Consent Form for Session Participants 
 
Developing an audio-visual tool for use in creative arts to improve 
experience for people on the autism spectrum 
 
 
Edinburgh Napier University requires that all persons who participate in research studies 
give their written consent to do so. Please read the following and sign it if you agree with 
what it says. 
 
1. I freely and voluntarily consent to be a participant in the research project on the 
topic of the design and creation of an audio-visual tool to be conducted by John 
McGowan, who is a postgraduate student in the Edinburgh Napier School of 
Computing.  
 
2. The broad goal of this research study is to explore the role that visualisation of 
music can play in the lives of people on the autism spectrum, by examining their 
responses to the use of an interactive audio-visual tool. Specifically, I have been 
asked to participate within a video recorded music session for 30-45 minutes 
each week over a 6 week period. 
 
3. I have been told that my responses will be anonymised and will be kept in a 
locked, secure environment within the University. My name will not be linked with 
the research materials, and I will not be identified or identifiable in any report 
subsequently produced by the researcher. 
 
4. I also understand that if at any time during the sessions I feel unable or unwilling 
to continue, I am free to leave. That is, my participation in this study is completely 
voluntary, and I may withdraw from it at any time without negative consequences.  
 
5. In addition, should I not wish to participate in any part of a music session, I am 
free to decline. 
 
6. I have been given the opportunity to ask questions regarding the questionnaire 
and my questions have been answered to my satisfaction.   
 
7. I have read and understand the above and consent to participate in this study. 
My signature is not a waiver of any legal rights. Furthermore, I understand that I 
will be able to keep a copy of the informed consent form for my records. 
 
 
____________________________       _____________________ 
 
Participant’s Signature        Date  
 
I have explained and defined in detail the research procedure in which the respondent has 
consented to participate. Furthermore, I will retain one copy of the informed consent form for my 
records. 
____________________________         _____________________ 
 
Researcher’s Signature               Date
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Appendix K - Application for Cross-University Ethical Approval - Music Study Sessions 
3. Research Details 
Name: John McGowan 
School or Professional 
service department: 
School of Computing 
Email:  
Contact number:  
Project Title: Developing an audio-visual tool for use in creative arts to 
improve experience for people on the autism spectrum. 
Start Date: March 2015 
Duration of Project: 3 Years 
Type of Research: Doctoral Student 
 
4. Screening Questions 
Please answer the following questions to identify the level of risk in the proposed project: 
If you answer ‘No’ to all questions, please complete Section 3a only. 
If you have answered ‘Yes’ to any of the questions 5-14 please complete Section 3a and 3b. 
If you have answered ‘Yes to any of the questions 1-4, complete all of Section 3. 
 
 You Must Answer All Questions Yes No 
1. Is the research clinical in nature? ☐ ☒ 
2. Is the research investigating socially or culturally ‘controversial’ topics (for 
example pornography, extremist politics, or illegal activities)? 
☐ ☒ 
3. Will any covert research method be used? ☐ ☒ 
4. Will the research involve deliberately misleading participants (deception) in 
any way? 
☐ ☒ 
5. Does the Research involve staff or students within the University? ☒ ☒ 
6. Does the Research involve vulnerable people? (For example people under 18 
or over 70 years of age, disabled (either physically or mentally), those with 
learning difficulties, people in custody, migrants etc). 
☒ ☐ 
7. Is the information gathered from participants of a sensitive or personal 
nature? 
☒ ☐ 
8. Is there any realistic risk of any participants experiencing either physical or 
psychological distress or discomfort? 
☐ ☒ 
9. Have you identified any potential risks to the researcher in carrying out the 
research? (for example physical/emotional/social/economic risks?) 
☐ ☒ 
10. Are there implications from a current or previous professional relationship i.e. 
staff/student/line manager/managerial position that would affect the 
voluntary nature of the participation? 
☐ ☒ 
11. Will the research require the use of assumed consent rather than informed 
consent? (For example when it may be impossible to obtain informed consent 
due to the setting for the research – e.g. observational 
studies/videoing/photography within a public space) 
☐ ☒ 
12. Is there any risk to respondents’ anonymity in any report/thesis/publication 
from the research, even if real names are not used? 
☐ ☒ 
13. Will any payment or reward be made to participants, beyond reimbursement 
or out-of-pocket expenses? 
☐ ☒ 
14. Does the research require external ethics clearance? (For example from the 
NHS or another institution) 
☐ ☒ 
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15. Does the research involve the use of secondary data? ☐ ☒ 
 
3A. Details of Project 
In this section please provide details of your project and outline data collection methods, how 
participant consent will be given as well as details of storage and dissemination. 
 
Please give a 300 word overview of the research project 
The broad goal of this research study is to explore the role that visualisation of music can 
play in the lives of people on the autism spectrum, by examining their responses to the use 
of an interactive audio-visual tool. The findings of the study will inform how the tool can be 
used to augment creative arts practice for the benefit of improving communication, social 
interaction and self-esteem for people with autism.    
Participants are invited to take part in a study for 30-45 minutes each week over a 12 week 
period run by a music tutor. Participant consent will be granted by the clients themselves or 
by parents/guardians following discussion with the music tutor. Data gathered from sessions 
will be done through the following ways: 
 Service users - music sessions with the tutor will be video recorded for a 12 week 
period  
 Parents/Guardians – will be asked to fill in a behaviour change survey following the 
study 
 Music tutors – music sessions with the service user will be video recorded and will 
be asked to fill in a questionnaire following the study   
All data will be anonymised. Following processing of video through specialised software for 
statistical analysis, facial features and sound will be digitally masked, participant names will 
be replaced with a participant number, and it will not be possible for them to be identified 
in any reporting of the data gathered. All data collected will be kept in a secure place on 
campus at Edinburgh Napier University in a locked cabinet in a locked room, and digital data 
will be stored on a PC that is password protected to which only I, John McGowan, has 
access. These will be kept till the end of the PhD process and then destroyed. The 
anonymised results may be published in a thesis, journal or presented at a conference. 
Data Collection 
1. Who will be the participants in the research? 
 Autistic service users from Touchbase (in Glasgow) and clients from Scottish Autism. 
2. How will you collect and analyse the research data? (please outline all methods e.g. 
questionnaires/focus groups/internet searches/literature 
searches/interviews/observation) 
  Music sessions will be video recorded and analysed through an observational 
checklist designed to look for musical and non-musical communicative acts 
and responses (CRASS) 
 Behaviour Change Questionnaires will be used for music tutors and 
parents/guardians following the music sessions to ask whether any observable 
changes have taken place since the beginning of the sessions 
Both the music tutor and myself are currently registered members of the Protection of 
Vulnerable Groups (PVG) scheme: 
 Music Tutor details: David McCluskey, c/o Touchbase, Middlesex St, Glasgow 
G41 1EE; PVG Scheme ID: 1512 0331 1998 0334  
 John McGowan PVG Scheme ID: 1303 0609 8867 0332 
3. Where will the data will be gathered (e.g. in the classroom/on the 
street/telephone/on-line) 
 The data will be gathered in: 
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 The music session room (video observation, questionnaires, interviews) 
4. Please describe your selection criteria for inclusion of participants in the study 
 There is a criteria for inclusion of the participant being clinically diagnosed on the 
autism spectrum. 
5. If your research is based on secondary data, please outline the source, validity and 
reliability of the data set 
 n/a 
Consent and Participant Information 
7. How will you invite research participants to take part in the study? (e.g. 
letter/email/asked in lecture) 
 Through Touchbase music tutor, who works with the clients already, who will provide 
them with a participant information sheet as created by myself. 
8. How will you explain the nature and purpose of the research to participants? 
 Through the music tutor who works with the clients on a regular basis. 
9. How will you record obtaining informed consent from your participants? 
 Through informed consent forms that will be signed by able clients or their 
parents/guardians following discussion of the nature and content of the music 
sessions.  
Data storage and Dissemination 
10. How and in what format will data be stored? And what steps will be taken to ensure 
data is stored securely?  
 All data will be anonymised. Following processing of video through specialised 
software for statistical analysis, facial features and sound will be digitally masked, 
participant names will be replaced with a participant number, and it will not be 
possible for them to be identified in any reporting of the data gathered. These will be 
kept till the end of the PhD process, following which all data that could identify you 
will be destroyed. The anonymised results may be published in a thesis, journal or 
presented at a conference. 
11. Who will have access to the data? 
 All data collected will be kept in a secure place (audio and video recordings will be kept 
on campus at Edinburgh Napier University in a locked cabinet in locked room, and 
digital data will be stored on a PC that is password protected) to which only I, John 
McGowan, has access. 
12. Will the data be anonymised so that files contain no information that could be linked 
to any participant? 
 Yes. All data will be anonymised. Following processing of video through specialised 
software for statistical analysis, facial features and sound will be digitally masked, 
participant names will be replaced with a participant number, and it will not be 
possible for them to be identified in any reporting of the data gathered. 
13. How long will the data be kept? 
 The data will be kept till the end of the PhD process, following which all data that 
could identify any participant will be destroyed. 
14. What will be done with the data at the end of the project?  
 The data will be destroyed. 
15. How will the findings be disseminated? 
 The anonymised results may be published in a thesis, journal or presented at a 
conference. 
16. Will any individual be identifiable in the findings? 
 No. 
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3B. Identification and Mitigation of Potential risks 
This section is designed to identify any realistic risks to the participants and how you propose 
to deal with it.   
7. Does this research project involve working with potentially vulnerable individuals? 
Group Yes NO 
Details (for example 
programme student enrolled 
on, or details of children’s 
age/care situation, 
disability) 
Students at Napier ☐ ☒  
Staff at ENU ☐ ☒  
Children under 18 
☒ ☐ 
Children with ASD aged 
between 12 and 18 years 
Elderly (over 70) ☐ ☒  
Disabled ☒ ☐ Children/Adults with ASD 
Migrant workers ☐ ☒  




Learning difficulties ☒ ☐ Children/Adults with ASD 
 
 
8. If you are recruiting children (under 18 years) or people who are otherwise unable to give 
informed consent, please give full details of how you will obtain consent from parents, 
guardians, carers etc.  
Informed consent forms will be signed by able clients or their parents/guardians following 
discussion of the nature and content of the music sessions with the music tutor at 
Touchbase. Sessions will be tailored toward the abilities of the clients in terms of the length 
of the session, the types of musical instruments they might use, and any additional support 
needs. 
In addition, children under the age of 16 years can give their consent to take part in a 
research study if they satisfy the criteria by stated by The Age of Legal Capacity (Scotland) 
Act 1991, if: they have been counselled and to do not wish to involve their parents: and 
have sufficient maturity to understand the nature, purpose and likely outcome of the 
proposed research. 
 
9. Please describe any identified risks to participants or the researcher as a result of this 
research being carried out 
n/a 
 
10. Please describe what steps have been taken to reduce these identified risks? (for example 
providing contact details for appropriate support services (e.g. University Counselling, 
Samaritans), reminding participants of their right to withdraw and/or not answering 
questions, or providing  a full debriefing to participants) 
n/a 
 




12. If payment or reward will be made to participants please justify that the amount and type 
are appropriate (for example the amount should not be so high that participants would 
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3C. Justification of High Risk Projects 
 
If you answered ‘Yes’ to the screening questions 1-4  this section asks for justification on the 
choice of research topic and methodology.  
 
4. If you have answered yes to question 1 please give a full description of all medical 
procedures to be used within the research and provide evidence that the project has 
obtained NHS ethical approval. 
N/A 
 
5. If you have answered yes to questions 2 (research into a controversial topic) please 
provide a justification for your choice of research topic, and describe how you would deal 
with any potential issues arising from researching that topic. 
N/A 
 
6. If you have answered yes to questions 3 or 4 (use of deception or covert research 
methods) please provide a justification for your choice of methodology, and state how 









I consider that this project has no significant ethical implications to be brought to 
the attention of Research Integrity Committee 
☐ 
I consider that this project may have significant ethical implications to be brought 










All applications require the following to be submitted with the application form  
Participant Information Sheet  ☒ 
Informed Consent Form ☒ 
Interview/Survey Questions ☒ 
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Appendix L - Information Sheet for Potential Participants 
Developing an audio-visual tool for use in creative arts to improve experience for people on 
the autism spectrum 
About the study - My name is John McGowan and I’m a PhD student at Edinburgh Napier 
University. The broad goal of this research study is to explore the role that visualisation of 
music can play in the lives of people on the autism spectrum, by examining their responses to 
the use of an interactive audio-visual tool. The findings of the study will inform how the audio-
visual tool can be used to augment creative arts practice for the benefit of improving 
communication, social interaction and self-esteem for people on the autism spectrum.    
What will taking part involve? - Service users are invited to take part in a study within 
Touchbase, for 30-45 minutes each week over a 6/8 week period, from January 2017 till March 
2017, if they are willing and available. Details of each participant’s involvement will be 
discussed and tailored to their needs prior to the study. The audio-visual tool can be used in a 
way that suits each individual client. For example, via electronic or acoustic instruments, via 
use of the voice through a microphone, or through an interactive audio-visual surface. Data 
gathered from sessions will be done through some, or all, of the following ways, if appropriate:  
 Service users - music sessions with the tutor will be video recorded  
 Parents/Guardians – will be asked to fill in a questionnaire following the study. There 
is an optional request to keep a weekly diary, following each session, detailing any 
observable changes at home with short excerpts 
 Music tutors – the music session with the service user will be video recorded and will 
be asked to fill in a questionnaire following the study   
What will be done with the data? - All data will be anonymised. Following processing of video 
through specialised software for statistical analysis, facial features and sound will be digitally 
masked, participant names will be replaced with a participant number, and it will not be 
possible for them to be identified in any reporting of the data gathered. All data collected will 
be kept in a secure place (audio and video recordings will be kept on campus at Edinburgh 
Napier University in a locked cabinet in locked room, and digital data will be stored on a PC 
that is password protected) to which only the researcher has access. These will be kept till the 
end of the PhD process, following which all data that could identify you will be destroyed. The 
anonymised results may be published in a thesis, journal or presented at a conference. 
Who can take part? - There is a criteria for inclusion of the participant being on the autism 
spectrum. 
If you have any questions or would like to find out more, please feel free to contact the 
researcher using the details below. If you have read and understood this information sheet, 
and you would like to be a participant in the study, please now see the consent form. 
 
Many thanks for your participation.
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Appendix M - David McCluskey Interview - 06/02/2017 
Week 2 of Study – Discussion on each client and the direction of remaining sessions 
Key: 
JM – John McGowan (Researcher) 
DM – David McCluskey (Music Tutor)  
C1, C2, C3, C4, C5, C6, C7, C8 – Clients 1-8 
 
0.10 
JM – So, just a quick chat about the clients for next week, session 3, focusing on what 
instruments and thinking about how best to set up the cymatics prototype for them. I was 
suggesting setting up a basic microphone set up in the room and that would allow you to use 
the instruments that you normally do, and we can review it as the weeks go by and specialise 
or phase that in over the sessions. So what are your thoughts?  
 
DM – Yes, I think it would be nice almost to look at the specific instrumentation that I’ve been 
using over the last 2 weeks and go with that and try and link those in with cymatics. So, as 
you’re suggesting, with C1 he seems to be interested in percussion instruments, and if we 
brought in that extra element then he realises that his percussion instruments can be 
triggering visuals through the cymatics. We could go with that. It’s whether you see it like that 
or whether you see it as a totally different activity, you know we stop half way through and 
then we change the activity and then we switch the cymatics on and that becomes separate, 




JM – Well, from my point of view you should just do what you’re doing and bring it in, initially, 
as one of your instruments. Rather than changing the whole style of what you’re doing. 
 
DM – Yes, right sure, that suits me.  
 
JM – That way you’re going to know if that changes the relationship with you.  
 
DM – Yes. A phased approach. 
 
JM – So, C2, he was interested in percussion? 
 
DM – Yes, keyboard as well. He does quite like subtle sounds, it’s not really about volume. Not 
about loud and sharp sounds, he’s likes quite subtle sounds, tones. So that could be interesting 
finding something that’s sensitive enough to have the visual responses to his sounds. It’s like 
all the guys, there’s a kind of perimeter of volume that they set. 
 
JM – So if I just set up the mic in the room…and you can turn on the projector whenever you 
want and see what happens. 
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DM – And I can move the mic wherever if needed to pick up less loud sounds. Great. And then 
C3, he was interested in percussion again today. I think vocally I was trying to bring out some 
vocal sounds but it seems, and it’s only the second time I’ve met C3, the second session, and it 
seems he’s not really ready to use his voice expressively. He’ll use it to communicate but not 
really fully expressively yet. Whereas he’s using other instruments and he’s being quite 
physical with the percussion, so maybe we should go with that.  
 
JM – Give him a bit of time and see how it goes? 
 




JM – C4, it would probably be a good idea to use a microphone for her? 
 
DM – Yes, I think she’s got great sounds there but a lot of het sounds are very quiet. A lot of 
her sounds are whispered, so how would we do that? I don’t know if you’ve got one of those 
wee clip on mics or whether she would accept that? We could do something to pick up the 
subtleties of her voice? Sometimes she sing into, she’ll use a mic. 
 
JM – We’ve got contact mics, I don’t know how well that would work as I’ve not tested them 
with the system yet.  
 
DM – So maybe vocal, possibly keyboard as well. C4’s quite into her keys, there’s more specific 




JM – Ok. C5 and C6, again, I could just set up a microphone and let them do what they’re 
doing? 
 
DM – Yes. And I think it will be interesting for them once they make the connections between 
the sounds and the visual responses, if we can allow them to change the visual parameters. I 
think they would be interested in that, having some sort of control. You see they’re quite 
fluent with computers and stuff. 
 
JM – So I can set it up so that the interface is taking over the whole screen and the visuals are 
on the projector. I’ll set up a mouse and they can use that.  
 
DM – That would be brill.  
 
JM – Pretty obvious how you want to do C7? 
 
DM – Yes, C7 I think voice. 
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JM – And C8, because he’s a man of many talents, a room mic for him? 
 
DM – Yes, what was I going to say? So C7, obviously mic and vocals, I wonder if I should 
try…maybe this is later on…but he’s very interested in the long sustaining sounds and 
vibration. So something like the singing bowl, I’m wondering how the cymatics would respond 
to that? It’s almost like a big kind of wave. It’s a sound that’s generating, a sound that’s 
sustained. That’s maybe something that we can try over the weeks. Certainly vocal to start 
with. I think he might be interested in that, something that represents that kind of vibration 




JM – So in terms of the visualisation of the cymatics do you just want to play it by ear and see 
how it goes with each of your clients? 
 
DM – Yeah, I can imagine your default setting there that’s pretty kind of definite and simple. I 
think that would be a good starting point. And then maybe some of the guys we can show 
them that we can manipulate or we can add colour or layers of movement or make it a bit 
more complex if they want, to give them the choice of that. I was also going to say with C1, the 
first guy we’ve got in – I’ve got him down for percussion, the other thing he was really into was 
the guitar, that big open tuning guitar that was through the effects pedal? Just through a 
simple delay pedal but he seemed to be really into that and the big chord…sometimes he was 
strumming and sometimes he was just picking with his fingers . That could be interesting to 
see what he can create visually. 
 
JM – Obviously we could set up a room mic, but we could also take a line out of just the guitar 
so that if you’re playing the drums, for example, it’s not picking up the sound of the drums as 
well. 
 
DM – Yeah, yeah.  
 
JM – That’s not difficult to do. I don’t know if you want to do that right away or we can see 




DM – Yes, I think that would be best. And you know C8, what we need for C8. I mean C8’s 
quite set in that he creates improvised songs. So he likes to sing and he likes to play an 
instrument with his voice so we can have some stuff and it’s just C8 that’s playing on his own. 
And then we can have parts we do where he’ll ask me to play drums or accompany him. It’ll be 
interesting to see C8 create a kind of visual scape with all the dynamics of his songs. 
 
JM – And just for the record we should mention C7’s skill, what he can do with a microphone?    
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DM – That music setting is really important to C7, because he really expresses himself fully and 
emotionally but with his voice and within music. And obviously it doesn’t need to be verbal, a 
lot of his sounds are non-verbal, but amazing how he really starts to manipulate his voice and 
just the range of sounds he creates. He’s just totally in his element when he creates this big, 
almost like soundscape with his voice. And then at points he lets me know when wants me to 
accompany, to come in, whether that with accompanying chords – trying to tune into what 
kind of key he’s in or the dynamics of his song. And then at other points quite clearly he 
indicates when he just wants to hear his own voice. It’s great.  
 
JM – It’ll be interesting to see how the visuals back that up. 
 
DM – And it’s just a case of how dark we can go? Maybe demo that in the morning. Because if 
you don’t want it total black out…we can find out a lighting set up that is workable. 
 
JM – Yes, we can do a little test run in the morning. Ok, thank you very much for that. 
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1. What was his/her behaviour like before the sessions began? 
a. Before non-intervention stage? 
b. Before the intervention stages once the study was up and running? 
2. What was his/her emotional state like before the sessions began? 
a. Before non-intervention stage? 
b. Before the intervention stages once the study was up and running? 
3. What were they like immediately after the sessions? 
4. Were there any signs of musical anticipation or excitement before the sessions? 
5. Did you notice any short-term differences in the hours following each session?  
6. Have you noticed any long term differences in the weeks after the sessions?  
7. Have there been any noticeable changes in behaviour after the first 8 week block? 
Personal Preferences/Influences/Sensory Influences 
8. How easily distracted are they by moving objects in general? 
9. How does the speed of an object, that your child sees, affect their state of mind?  
10. What is their behaviour like towards technology? For example, the use of computers, screens, 
games?  
11. What kind of image aesthetics are they drawn towards? 
12. How do they react to animations? 
13. Is he/she hypersensitive or hyposensitive to light, and if so, how? 
14. Is he/she hypersensitive or hyposensitive to sound, and if so, how? 
15. Is he/she hypersensitive or hyposensitive to touch, and if so, how? 
16. How does colour affect them on a day-to-day basis? 
17. Please describe any objects that can be distracting for your child in a positive or negative 
manner when they are in a session. 
Musical Preferences 
18. What type of music does they listen to at home? 
19. Does this change when they are outside or away from home? 
20. Do they play a musical instrument or similar at home?  
Technology and CymaSense 
21. What are your initial impressions? 
22. What do you think doesn’t work? 
23. Has your child talked to you about the CymaSense tool? Can you describe which aspects? 
24. Would you like to use this again? 
25. Do you think others would use it? Why? 
26. Any comments you would like to add? 
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Appendix O - Application for Cross-University Ethical Approval – Phase 3 Interviews 
5. Research Details 
Name: John McGowan 
School or Professional 
service department: 
School of Computing 
Email:  
Contact number:  
Project Title: Developing an audio-visual tool for use in creative arts to 
improve experience for people on the autism spectrum. 
Start Date: March 2015 
Duration of Project: 3 Years 
Type of Research: Doctoral Student 
 
6. Screening Questions 
Please answer the following questions to identify the level of risk in the proposed project: 
If you answer ‘No’ to all questions, please complete Section 3a only. 
If you have answered ‘Yes’ to any of the questions 5-14 please complete Section 3a and 3b. 
If you have answered ‘Yes to any of the questions 1-4, complete all of Section 3. 
 
 You Must Answer All Questions Yes No 
1. Is the research clinical in nature? ☐ ☒ 
2. Is the research investigating socially or culturally ‘controversial’ topics (for 
example pornography, extremist politics, or illegal activities)? 
☐ ☒ 
3. Will any covert research method be used? ☐ ☒ 
4. Will the research involve deliberately misleading participants (deception) in 
any way? 
☐ ☒ 
5. Does the Research involve staff or students within the University? ☐ ☒ 
6. Does the Research involve vulnerable people? (For example people under 18 
or over 70 years of age, disabled (either physically or mentally), those with 
learning difficulties, people in custody, migrants etc). 
☐ ☒ 
7. Is the information gathered from participants of a sensitive or personal 
nature? 
☒ ☐ 
8. Is there any realistic risk of any participants experiencing either physical or 
psychological distress or discomfort? 
☐ ☒ 
9. Have you identified any potential risks to the researcher in carrying out the 
research? (for example physical/emotional/social/economic risks?) 
☐ ☒ 
10. Are there implications from a current or previous professional relationship i.e. 
staff/student/line manager/managerial position that would affect the 
voluntary nature of the participation? 
☐ ☒ 
11. Will the research require the use of assumed consent rather than informed 
consent? (For example when it may be impossible to obtain informed consent 
due to the setting for the research – e.g. observational 
studies/videoing/photography within a public space) 
☐ ☒ 
12. Is there any risk to respondents’ anonymity in any report/thesis/publication 
from the research, even if real names are not used? 
☒ ☐ 
13. Will any payment or reward be made to participants, beyond reimbursement 
or out-of-pocket expenses? 
☐ ☒ 
14. Does the research require external ethics clearance? (For example from the 
NHS or another institution) 
☐ ☒ 
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15. Does the research involve the use of secondary data? ☐ ☒ 
 
3A. Details of Project 
In this section please provide details of your project and outline data collection methods, how 
participant consent will be given as well as details of storage and dissemination. 
 
Please give a 300 word overview of the research project 
The broad goal of this research study is to explore the role that visualisation of music can 
play in the lives of people on the autism spectrum, by examining their responses to the use 
of an interactive audio-visual tool. The research aims to identify participants’ musical 
preferences and abilities within a therapy session, and to enhance their levels of 
communication and sense-of-agency through use of a prototype application. By creating an 
accessible tool for both participant and therapist, it is hoped current practices within music 
and arts based therapy can be augmented with audio-visual technology in a meaningful 
way. 
The tool itself is inspired by Cymatics, which are the physical impressions sound creates 
when vibrated through a medium like water. The CymaSense prototype has taken the 
aesthetic qualities of water-based Cymatics, including symmetry and translucency, and 
added additional features including colour choice.  
The tool has been used within an 8-week music therapy study, tailored to the needs of each 
of the eight autistic participants. For example, some participants prefer to use a microphone 
to project the Cymatic visualisation of sound onto a screen, while others prefer to use a 
percussive approach where vibrations are detected and projected beneath a custom built 
interactive table. Initial results have indicated that the tool was successful in increasing 
communicative behaviours.     
The aim of this interview is to explore reasons behind the potential success of the 
CymaSense tool by gathering background information on the participant’s behaviours 
before and after the TouchBase sessions, sensory influences and aspects of home life. The 
findings of the study will inform reasons behind its successful use and how the audio-visual 
tool can be further developed for the benefit of improving communication, social 
interaction and self-esteem for people on the autism spectrum.    
 
Data Collection 
1. Who will be the participants in the research? 
 Parents/Guardians of autistic service users from Touchbase (in Glasgow) and clients 
from Scottish Autism, and the autistic service users themselves, if available.  
2. How will you collect and analyse the research data? (please outline all methods e.g. 
questionnaires/focus groups/internet searches/literature 
searches/interviews/observation) 
 Semi-structured interviews. 
3. Where will the data will be gathered (e.g. in the classroom/on the 
street/telephone/on-line) 
 Music session room in TouchBase, Middlesex St, Glasgow G41 1EE 
4. Please describe your selection criteria for inclusion of participants in the study 
 A parent or guardian of a participant from the Touchbase CymaSense study. 
5. If your research is based on secondary data, please outline the source, validity and 
reliability of the data set 
 n/a 
Consent and Participant Information 
7. How will you invite research participants to take part in the study? (e.g. 
letter/email/asked in lecture) 
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 Through the Touchbase music tutor, who already works with the clients. 
8. How will you explain the nature and purpose of the research to participants? 
 Participant information sheet. 
9. How will you record obtaining informed consent from your participants? 
 Signed informed consent forms. 
Data storage and Dissemination 
10. How and in what format will data be stored? And what steps will be taken to ensure 
data is stored securely?  
 All data collected will be kept in a secure place (audio recordings will be kept on 
Merchiston Campus at Edinburgh Napier University in a locked cabinet in locked room 
C35a, and digital data will be stored on PC number 2 that is password protected). 
11. Who will have access to the data? 
 John McGowan only. 
12. Will the data be anonymised so that files contain no information that could be linked 
to any participant? 
 Yes. All data will be anonymised. Participant names will be replaced with a participant 
number (for example, P01, P02 for parents; C01, C02 for clients) and it will not be 
possible for them to be identified in any reporting of the data gathered. 
13. How long will the data be kept? 
 The data will be kept till the end of the PhD process, estimated to be March 2018. 
14. What will be done with the data at the end of the project?  
 The data will be destroyed. 
15. How will the findings be disseminated? 
 The anonymised results may be published in a thesis, journal or presented at a 
conference. 
16. Will any individual be identifiable in the findings? 
 No. 
 
3B. Identification and Mitigation of Potential risks 
This section is designed to identify any realistic risks to the participants and how you propose 
to deal with it.   
13. Does this research project involve working with potentially vulnerable individuals? 
Group Yes NO 
Details (for example 
programme student 
enrolled on, or details of 
children’s age/care 
situation, disability) 
Students at Napier ☐ ☒  
Staff at ENU ☐ ☒  
Children under 18 ☐ ☒  
Elderly (over 70) ☐ ☒  
Disabled ☐ ☒  
Migrant workers ☐ ☒  




Learning difficulties ☐ ☒  
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14. If you are recruiting children (under 18 years) or people who are otherwise unable to give 
informed consent, please give full details of how you will obtain consent from parents, 
guardians, carers etc.  
n/a 
 
15. Please describe any identified risks to participants or the researcher as a result of this 
research being carried out 
n/a 
 
16. Please describe what steps have been taken to reduce these identified risks? (for example 
providing contact details for appropriate support services (e.g. University Counselling, 
Samaritans), reminding participants of their right to withdraw and/or not answering 
questions, or providing  a full debriefing to participants) 
n/a 
 




18. If payment or reward will be made to participants please justify that the amount and type 
are appropriate (for example the amount should not be so high that participants would 





3C. Justification of High Risk Projects 
 
If you answered ‘Yes’ to the screening questions 1-4  this section asks for justification on the 
choice of research topic and methodology.  
 
7. If you have answered yes to question 1 please give a full description of all medical 
procedures to be used within the research and provide evidence that the project has 
obtained NHS ethical approval. 
n/a 
 
8. If you have answered yes to questions 2 (research into a controversial topic) please 
provide a justification for your choice of research topic, and describe how you would deal 
with any potential issues arising from researching that topic. 
n/a 
 
9. If you have answered yes to questions 3 or 4 (use of deception or covert research 
methods) please provide a justification for your choice of methodology, and state how 









I consider that this project has no significant ethical implications to be brought to 
the attention of Research Integrity Committee 
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☐ 
I consider that this project may have significant ethical implications to be brought 
to the attention of the Research Integrity Committee 








All applications require the following to be submitted with the application form  
Participant Information Sheet  ☒ 
Informed Consent Form ☒ 
Interview/Survey Questions ☒ 
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Appendix P - Information Sheet for Potential Participants – Phase 3 Interview 
Developing an audio-visual tool for use in creative arts to improve experience for 
people on the autism spectrum 
About the study - My name is John McGowan and I’m a PhD student at Edinburgh 
Napier University. The broad goal of this interview is to explore reasons behind the 
potential success of the CymaSense tool by gathering background information on the 
participant’s behaviours before and after the TouchBase sessions. The findings of the 
study will inform reasons behind the tool’s successful use within TouchBase and inform 
how the audio-visual tool can be further developed for the benefit of improving 
communication, social interaction and self-esteem for people on the autism spectrum.    
What will taking part involve? – Parents or Guardians of the study participants are 
invited to take part in an interview within Touchbase, for no more than 60 minutes. 
The CymaSense prototype will be available for use via a laptop, microphone and small 
keyboard. Details of each participant’s involvement in the study will be discussed and 
background information concerning their reactions to use of the CymaSense tool. For 
example: any noticeable changes in behaviour before and after the sessions; how 
sensory information affects them normally; and musical preferences. In addition, 
questions regarding the participant’s use technology and any potential changes 
concerning the CymaSense prototype. Data gathered from sessions will be done 
through audio recording and note taking. 
What will be done with the data? - All data will be anonymised. Participant names will 
be replaced with a participant number, and it will not be possible for participants to be 
identified in any reporting of the data gathered. All data collected will be kept in a 
secure place (audio recordings and notes will be kept on campus at Edinburgh Napier 
University in a locked cabinet in locked room, and digital data will be stored on a PC 
that is password protected) to which only the researcher has access. These will be kept 
till the end of the PhD process, following which all data that could identify you will be 
destroyed. The anonymised results may be published in a thesis, journal or presented 
at a conference. 
Who can take part? - There is a criteria for inclusion of being a parent or guardian of 
the TouchBase study participant’s. 
If you have any questions or would like to find out more, please feel free to contact the 
researcher using the details below. If you have read and understood this information 
sheet, and you would like to be a participant in the study, please now see the consent 
form. 
Additional information concerning the research may be found on-line at: 
johnmcgowanphdwork.wordpress.com 
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Many thanks for your participation.
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Appendix Q - Informed Consent Form for Parents or Guardians – Phase 3 Interviews 
 
Developing an audio-visual tool for use in creative arts to improve 
experience for people on the autism spectrum 
 
Edinburgh Napier University requires that all persons who participate in research studies 
give their written consent to do so. Please read the following and sign it if you agree with 
what it says. 
 
1. I, as a guardian or parent of the study participant, freely and voluntarily consent 
to participate in the research project on the topic of the analysis of an audio-visual 
tool to be conducted by John McGowan, who is a postgraduate student in the 
Edinburgh Napier School of Computing.  
 
2. The broad goal of this research study is to explore the role that visualisation of 
music can play in the lives of people on the autism spectrum, by examining their 
responses to the use of an interactive audio-visual tool. Specifically, I have been 
asked to provide informed consent for the participant, and to participate in an 
interview, which should take no longer than 60 minutes to complete. 
 
3. I have been told that all responses will be anonymised and will be kept in a locked, 
secure environment within the University. My name, nor the participant whom I 
am providing consent, will not be linked with the research materials, and neither 
they nor myself will be identified or identifiable in any report subsequently 
produced by the researcher. 
 
4. I also understand that if at any time during the interview I, or the participant whom 
I am providing consent, feel unable or unwilling to continue, we are free to leave. 
That is, our participation in this study is completely voluntary, and we may 
withdraw from it at any time without negative consequences.  
 
5. In addition, should I not wish to answer any particular question or questions, I am 
free to decline. 
 
6. I have been given the opportunity to ask questions regarding the questionnaire 
and my questions have been answered to my satisfaction.   
 
7. I have read and understand the above and consent to participate in this study. 
My signature is not a waiver of any legal rights. Furthermore, I understand that I 
will be able to keep a copy of the informed consent form for my records. 
 
 
____________________________       _____________________ 
Participant’s Signature        Date  
 
 
I have explained and defined in detail the research procedure in which the respondent has 
consented to participate. Furthermore, I will retain one copy of the informed consent form for my 
records. 
____________________________         _____________________ 
Researcher’s Signature               Date 
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Appendix R: CymaSense Study Individual Participant and Group Graphs 
P1 – P6 referes to participants 1 to 6. 
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