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SUMMARY
Robust time-varying formation design problems for second-order multi-agent systems subjected to
external disturbances are investigated. Firstly, by constructing an extended state observer, the disturbance
compensation is estimated, which is a critical term in the proposed robust time-varying formation control
protocol. Then, an explicit expression of the formation center function is determined and impacts of
disturbance compensations on the formation center function are presented. With the formation feasibility
conditions, robust time-varying formation design criteria are derived to determine the gain matrix of the
formation control protocol by utilizing the algebraic Riccati equation technique. Furthermore, the tracking
performance and the robustness property of multi-agent systems are analyzed. Finally, the numerical
simulation is provided to illustrate the effectiveness of theoretical results.
Received . . .
KEYWORDS: Multi-agent system, robust time-varying formation, external disturbance, extended state
observer, algebraic Riccati equation.
1. INTRODUCTION
Recently, the distributed cooperative control of multi-agent systems has aroused extensive
attentions in multiple fields, including wireless communication, robotics and distributed
computation as shown in [1]-[8]. As an important research topic on the distributed control, formation
control refers to design a control strategy with the neighboring information such that a group of
autonomous agents reach an expected geometrical shape. In the past two decades, several classical
formation control methodologies were investigated, such as the leader-follower method [9], the
virtual-structure-based strategy [10] and the behavioral approach [11], among many others. Beard
et al. [12] showed that each of the above-mentioned classical methodologies has its corresponding
weakness. Ren [13] addressed formation control problems by implementing the consensus-based
approach and showed that the above-mentioned classical methodologies could be unified in the
framework of the consensus-based formation control. Inspired by the development of the consensus
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2theory in the control community (e.g., [14]-[19]), the newly developed consensus-based formation
control strategies were reported in many application fields including mobile robots, intelligent
ground vehicles and unmanned aerial vehicles (see [20]-[25] and the references therein).
In many practical circumstances, multi-agent systems may suffer external disturbances due to
environmental uncertainties, which can drive these systems to oscillations or divergences. For
example, in the formation flying of multiple quadrotors, atmospheric disturbances can be regarded
as additional forces and may cause instabilities in both the attitude and position dynamics. It
is significant to address disturbance rejection problems such that multi-agent systems can reach
the asymptotical disturbance rejection while conserving the closed-loop stability. Jafarian et al.
[26] studied the formation keeping control for a group of nonholonomic wheeled robots with
matched input disturbances, where the disturbances were compensated by internal-model-based
controllers. In [27], the time-invariant formation tracking control for a group of quadrotors with
unknown bounded disturbances was achieved by designing an H∞ control controller, where the
disturbance cannot be rejected by the proposed method in the whole desired frequency range. Liu et
al. [28] proposed a robust compensating filter to handle time-invariant formation control problems of
multiple quadrotors with disturbance rejections in the whole frequency domain as much as desired.
Note that the desired formation was time-invariant in [20]-[28]. However, time-varying formation
configurations are required in many applications due to complex external environments and/or
variable mission situations. For example, the formation shape should be changed in the obstacle
avoidance for multiple mobile robots. Several significant results about the time-varying formation
control were obtained in [29]-[33]. Cooperative time-varying formation control methodswas studied
in [29], where the formation was characterized by time-varying external parameters. A time-varying
formation of collaborative unmanned aerial vehicles and unmanned ground vehicles was achieved
in [30]. Time-varying formation tracking control was reached when considering the influence of
switching topologies in [31]. Dong et al. [32] investigated the time-varying formation analysis and
design problems for second-order multi-agent systems with directed topologies, where a formation
feasibility condition was proposed to show that not all expected formation could be achieved. Time-
varying group formation control for multi-agent systems with directed topologies was showed in
[33]. However, further investigates on disturbance rejections of the time-varying formation with the
influence of external disturbances were not considered in [29]-[33], and the disturbance rejection
methods for time-invariant formations in [26]-[28] cannot be implemented since the expected
formation is time-varying. To the best of our knowledge, robust time-varying formation design
problems for second-order multi-agent systems with unknown external disturbances have not been
investigated extensively.
Motivated by the above-mentioned facts, the current paper develops an extended-state-observer
method to tackle the robust time-varying formation control problem for multi-agent systems
subjected to external disturbances. With the disturbance compensation, a novel robust time-varying
formation control protocol is proposed, using only relative neighboring information. By regarding
external disturbances as additional states, an extended state observer (ESO) is constructed to
determine the disturbance compensation. Then, the closed-loop dynamics of the whole multi-agent
system is divided into two parts. The first one is the formation agreement dynamics, which is
utilized to derive an explicit expression of the formation center function. The second part, called
the disagreement dynamics, can describe the relative motion among agents. Sufficient conditions of
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together with the formation feasibility conditions. Moreover, the tracking performance and the
robustness stability of the closed-loop system are analyzed.
Compared with the existing results about the time-varying formation control of multi-agent
systems, the current paper contains the following three novel features. Firstly, to achieve the
disturbance rejection control objective, a robust time-varying formation control protocol is proposed
with the robust disturbance compensation. Time-varying formation protocols in [29]-[33] cannot
deal with the robust time-varying formation control problems when the influence of external
disturbances is considered. Secondly, an ESO is constructed to determine the robust disturbance
compensation, which can actively compensate the external disturbance in real time. Tracking
performances and robust properties are analyzed with the ESO and the formation feasibility
condition. However, disturbance compensations and robust properties were not considered in [29]-
[33]. Thirdly, an explicit expression of the formation center function is deduced to show the
macroscopic motion of the whole formation under the influence of external disturbances. It is
revealed that that the disturbance compensation has effects on formation center functions. However,
[29]-[31] did not give the formation center function and the formation center functions in [32] and
[33] could not determine the impact of disturbance compensation.
An outline of the current paper is presented as follows. Section 2 gives the problem description.
In Section 3, an explicit expression of the formation center functions is determined. In Section
4, sufficient conditions of the robust time-varying formation design are shown and the tracking
performance and the robustness stability are analyzed. Section 5 illustrates the effectiveness of
theoretical results via a numerical simulation. Conclusions are stated in Section 6.
Notations: Let Rn and Rn×m be the n-dimension real column vector and the n×m-
dimension real matrix, respectively. For simplicity, 0 uniformly represents the zero number,
zero vectors and zero matrices. 1N stands for an N -dimensional column vector with each
entry being 1. P−1, PH and PT denote the inverse matrix, the Hermitian adjoint matrix
and the transpose matrix of P , respectively. The norm used here is respectively defined
as ‖h(t)‖1 = maxi
(∑
j
∫
∞
0
|hij(t)| dt
)
, ‖p(t)‖ = ‖p(t)‖2 =
(∑n
i=1 |pi(t)|
2
)1/2
and ‖p(t)‖
∞
=
maxisupt>0 |pi(t)|, where |·| is the absolute value, h(t) = [hij(t)] ∈ R
m×n and p(t) = [pi(t)] ∈ R
n.
The Kronecker product is represented by the notation⊗.
2. PROBLEM DESCRIPTION
Consider a group of N identical agents with the dynamics of the ith agent described by:
{
p˙i(t) = vi(t),
v˙i(t) = αppi(t) + αvvi(t) + ui(t) + ωi(t),
(1)
where i = 1, 2, · · · , N , pi(t), vi(t) and ui(t) ∈ R
n represent the position, the velocity and the
control input, respectively, ωi(t) ∈ R
n is the unknown bounded external disturbance and αp and
αv are the damping constants. The interaction topology among agents is described by a digraph G,
where agent i is represented by the ith node, the interaction channel among nodes is denoted by an
edge and the interaction strength is depicted by the edge weight wij . Note that wij > 0 if agent j
()
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adjacency matrix isW = [wij ]N×N andD = diag{d1, d2, · · · , dN} stands for the in-degree matrix.
Define the Laplacian matrix of G as L = D −W . A directed path from node i to node j is a finite
ordered sequence of edges described as {(vi, vm), (vm, vn), · · · , (vl, vj)}. A digraph is said to have
a spanning tree if a root node i exists such that it at least has a directed path to every other node.
Lemma 1 ([34])
If G has a spanning tree, then 0 is its single eigenvalue with 1N being the related eigenvector and
other N − 1 eigenvalues have positive real parts; that is, 0 = λ1 < Re(λ2) 6 · · · 6 Re(λN ).
Let fi(t) = [f
T
ip(t), f
T
iv(t)]
T ∈ R2n (i ∈ {1, 2, · · · , N}) be a piecewise continuously differ-
entiable vector, then the expected time-varying formation is specified by a vector f(t) =
[fT1 (t), f
T
2 (t), · · · , f
T
N(t)]
T . By considering the disturbance compensation, a robust time-varying
formation control protocol is proposed as follows:
ui(t) = Ku
∑
j∈Ni
wij (xj(t)− xi(t)− fj(t) + fi(t))− αfi(t) + f˙iv(t)− zi(t), (2)
where i ∈ {1, 2, · · · , N}, xi(t) = [p
T
i (t), v
T
i (t)]
T , α = [αp, αv]⊗ In, Ku ∈ R
n×2n is the gain
matrix and zi(t) is the robust disturbance compensation, which is determined by the following ESO:
{
g˙i(t) = zi(t) + ui(t) + αppi(t) + αvvi(t)− βig (gi(t)− vi(t)) ,
z˙i(t) = −βiz (gi(t)− vi(t)) ,
(3)
where βig and βiz are bandwidth constants, and gi(t) is the intermediate variable of the ESO.
Let x(t) = [xT1 (t), x
T
2 (t), · · · , x
T
N (t)]
T , θ1 = [1, 0]
T ⊗ In and θ2 = [0, 1]
T ⊗ In, then multi-agent
system (1) with protocol (2) can be rewritten as a global closed-loop system with the following
dynamics:
x˙(t) =
(
IN ⊗
(
θ1θ
T
2 + θ2α
)
− L⊗ θ2Ku
)
x(t) − (IN ⊗ θ2α− L⊗ θ2Ku) f(t)
+
(
IN ⊗ θ2θ
T
2
)
f˙(t) + (IN ⊗ θ2) (ω(t)− z(t)) . (4)
Definition 1
For any given positive constant ε and bounded initial states x(0), multi-agent systems (1) is said to
be robust time-varying formation-reachable by protocol (2) if all states involved in the global closed-
loop system (4) are bounded and there exist a gain matrix Ku, a vector-valued function c(t) and a
finite constant tε such that ‖xi(t)− fi(t)− c(t)‖ 6 ε (∀i ∈ {1, 2, · · · , N}), ∀t > tε, where c(t) is
the formation center function and ε is called the time-varying formation error bound, respectively.
The control objective of the current paper is to design the robust time-varying formation control
protocol such that second-order multi-agent systems with external disturbances can reach the
expected robust time-varying formation. The following three problems are focused: (i) Determining
an explicit expression of formation center functions; (ii) Designing the gain matrix Ku of protocol
(2); (iii) Analyzing the tracking performance and the robustness property of the global closed-loop
system.
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This section gives an explicit expression of formation center functions and shows impacts of
the time-varying formation and the disturbance compensation on the formation center function,
respectively.
Let ξi(t) = xi(t)− fi(t) (i ∈ {1, 2, · · · , N}) and ξ(t) = [ξ
T
1 (t), ξ
T
2 (t), · · · , ξ
T
N (t)]
T , then global
closed-loop system (4) can be transformed into
ξ˙(t) =
(
IN ⊗
(
θ1θ
T
2 + θ2α
)
− L⊗ θ2Ku
)
ξ(t) + (IN ⊗ θ2) (ω(t)− z(t))
+
(
IN ⊗ θ1θ
T
2
)
f(t)−
(
IN ⊗ θ1θ
T
1
)
f˙(t). (5)
Let U = [1N , u˜] ∈ R
N×N be a nonsingular matrix with u˜ = [u˜2, u˜3, · · · , u˜N ] ∈ R
N×(N−1) such
that U−1LU = J , where U−1 = [u¯H1 , u¯
H ]H with u¯ = [u¯H2 , u¯
H
3 , · · · , u¯
H
N ]
H ∈ R(N−1)×N and J is
the Jordan canonical form of L.
According to Lemma 1 and the structure of U , one can obtain that J = diag{0, J˜}, where J˜
consists of the corresponding Jordan blocks of λi (i = 2, 3, · · · , N). Let ξ˜(t) = (U
−1 ⊗ I2n)ξ(t) =
[κT (t), ϕT (t)]T , in which κ(t) = ξ˜1(t) and ϕ(t) = [ξ˜
T
2 (t), ξ˜
T
3 (t), · · · , ξ˜
T
N (t)]
T , then multi-agent
system (5) can be transformed into
κ˙(t) =
(
θ1θ
T
2 + θ2α
)
κ(t) + (u¯1 ⊗ θ2) (ω(t)− z(t)) + (u¯1 ⊗ θ1)
(
fv(t)− f˙p(t)
)
, (6)
ϕ˙(t) =
(
IN−1 ⊗
(
θ1θ
T
2 + θ2α
)
− J˜ ⊗ θ2Ku
)
ϕ(t) + (u¯⊗ θ2) (ω(t)− z(t))
+ (u¯⊗ θ1)
(
fv(t)− f˙p(t)
)
, (7)
where fv(t) = [f
T
1v(t), f
T
2v(t), · · · , f
T
Nv(t)]
T and f˙p(t) = [f˙
T
1p(t), f˙
T
2p(t), · · · , f˙
T
Np(t)]
T .
Subsystems (6) and (7) depict the formation agreement and disagreement dynamics of multi-agent
system (1), which describe the absolute movement of the whole system and the relative movement
among agents, respectively. According to subsystem (6), the following theorem determines the
impact of the disturbance compensation on the formation center function and shows an explicit
expression of the formation center function, which describes the macroscopic motion of the whole
formation.
Theorem 1
For any given ε > 0, if multi-agent system (1) reaches the expected robust time-varying formation
f(t), then the formation center function c(t) satisfies that
‖c(t)− c0(t)− cz(t)− cf (t)‖ 6 ε, ∀t > tε,
where tε is a finite constant and
c0(t) = e
(θ1θ
T
2 +θ2α)t(u¯1 ⊗ I2n)x(0),
cz(t) =
∫ t
0
e(θ1θ
T
2 +θ2α)(t−ς) (u¯1 ⊗ θ2) (ω(ς)− z(ς))ds,
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∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ) (u¯1 ⊗ θ2)
(
f˙v(τ) − αpfp(τ) − αvfv(τ)
)
dτ − (u¯1 ⊗ I2n) f(t).
Proof
Let e1 ∈ R
N denote a unit vector with its first element being 1. Define the following auxiliary
functions:
ξa(t) = (U ⊗ I2n)[κ
T (t), 0]T , (8)
ξd(t) = (U ⊗ I2n)[0, ϕ
T (t)]T , (9)
with ‖U ⊗ I2n‖ = εN . Due to (U
−1 ⊗ I2n)ξ(t) = [κ
T (t), ϕT (t)]T , it can be obtained from (8) and
(9) that
ξ(t) = ξa(t) + ξd(t). (10)
Since U ⊗ I2n is nonsingular, one can concluded that ξa(t) and ξd(t) are linearly independent. It
follows from (8) and the fact [κT (t), 0]T = e1 ⊗ κ(t) that
ξa(t) = (U ⊗ I2n) (e1 ⊗ κ(t)) = Ue1 ⊗ κ(t) = 1N ⊗ κ(t). (11)
From (10) and (11), one can show that
ξd(t) = ξ(t) − 1N ⊗ κ(t). (12)
From (9), (10) and (12), one can find that for any given positive constant ε, there exists a finite
constant tε such that ‖xi(t)− fi(t)− κ(t)‖ 6 ε (i ∈ {1, 2, · · · , N}), ∀t > tε, if ‖ϕ(t)‖ 6 ε/εN =
εϕ, ∀t > tε, which means that ϕ(t) represents the time-varying formation error and κ(t) shows one
of the candidates of formation center functions, respectively.
From (8), one can obtain that
κ(0) = (u¯1 ⊗ I2n)(x(0)− f(0)). (13)
One can show that∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ) (u¯1 ⊗ θ1)
(
fv(τ) − f˙p(τ)
)
dτ
=
∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ) (u¯1 ⊗ θ1) fv(τ)dτ + e
(θ1θ
T
2 +θ2α)t (u¯1 ⊗ θ1) fp(0)
−
∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ)
(
u¯1 ⊗ (θ1θ
T
2 + θ2α)θ1
)
fp(τ)dτ − (u¯1 ⊗ θ1) fp(t), (14)
and ∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ) (u¯1 ⊗ θ2) f˙v(τ)dτ
= (u¯1 ⊗ θ2) fv(t)− e
(θ1θ
T
2 +θ2α)t (u¯1 ⊗ θ2) fv(0)
()
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∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ)
(
u¯1 ⊗ (θ1θ
T
2 + θ2α)θ2
)
fv(τ)dτ. (15)
By the structure of f(t), it can be found that
(u¯1 ⊗ θ1) fp(t) + (u¯1 ⊗ θ2) fv(t) = (u¯1 ⊗ I2n) f(t), (16)
e(θ1θ
T
2 +θ2α)t ((u¯1 ⊗ θ1) fp(0) + (u¯1 ⊗ θ2) fv(0)) = e
(θ1θ
T
2 +θ2α)t (u¯1 ⊗ I2n) f(0). (17)
Then, it follows from (14)-(17) that
∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ) (u¯1 ⊗ θ1)
(
fv(τ) − f˙p(τ)
)
dτ
=
∫ t
0
e(θ1θ
T
2 +θ2α)(t−τ) (u¯1 ⊗ θ2)
(
f˙v(τ) − αpfp(τ) − αvfv(τ)
)
dτ
+e(θ1θ
T
2 +θ2α)t (u¯1 ⊗ I2n) f(0)− (u¯1 ⊗ I2n) f(t). (18)
In virtue of (6), (13) and (18), the conclusion of Theorem 1 can be obtained.
4. ROBUST TIME-VARYING FORMATION DESIGN
In this section, firstly, an algorithm is presented to show the procedure of designing the robust
time-varying formation control protocol. Then, sufficient conditions of the robust time-varying
formation design are shown and the tracking performance and the robustness stability of multi-agent
systems are analyzed, respectively.
The core idea of designing robust time-varying formation control protocol (2) is to determine the
gain matrix and the robust disturbance compensation. The following algorithm with four steps is
presented to design protocol (2).
Robust Time-Varying Formation Design Algorithm
Step 1: Check the following formation feasibility condition for the expected time-varying
formation. ∥∥fiv(t)− f˙ip(t)∥∥
∞
6 εf , ∀t > tε, ∀i ∈ {1, 2, · · · , N}. (19)
If condition (19) is satisfied, then go to Step 2; else the expected time-varying formation cannot be
reached by multi-agent system (1) with protocol (2) and the algorithm stops.
Step 2: Solve the following algebraic Riccati equation for a positive definite matrix P
P (θ1θ
T
2 + θ2α) + (θ1θ
T
2 + θ2α)
TP − Pθ2θ
T
2 P + I = 0. (20)
Step 3: Set the gain matrixKu asKu = Re
−1(λ2)θ
T
2 P .
Step 4: Choose sufficiently large bandwidth constants βig and βiz (i ∈ {1, 2, · · · , N}) of ESO (3)
to effectively estimate the robust disturbance compensation.
()
8With the robust time-varying formation design algorithm, tracking performances and robustness
stability properties are analyzed in the following theorem.
Theorem 2
For any given bounded initial states, if formation feasibility condition (19) is satisfied, then multi-
agent system (1) reaches the robust time-varying formation by protocol (2) designed in the robust
time-varying formation design algorithm.
Proof
Firstly, consider the stability of the following subsystem:
η˙k(t) =
(
θ1θ
T
2 + θ2α− λkθ2Ku
)
ηk(t), (21)
where ∀k ∈ {2, 3, · · · , N}. Then construct the Lyapunov function candidate as follows:
Vk(t) = η
H
k (t)Pηk(t). (22)
Let Ku = Re
−1(λ2)θ
T
2 P , then differentiating V (t) along the trajectories of (21) yields
V˙k(t) = η
H
k (t)
(
(θ1θ
T
2 + θ2α)
T
P + P (θ1θ
T
2 + θ2α)− 2Re(λk)Re
−1(λ2)Pθ2θ
T
2 P
)
ηk(t). (23)
Substituting P (θ1θ
T
2 + θ2α) + (θ1θ
T
2 + θ2α)
TP = Pθ2θ
T
2 P − I into (23) gives
V˙k(t) = η
H
k (t)
((
1− 2Re(λk)Re
−1(λ2)
)
Pθ2θ
T
2 P − I
)
ηk(t). (24)
Due to 0 < Re(λ2) 6 · · · 6 Re(λN ), one can derive from (24) that V˙k(t) 6 −η
H
k (t)ηk(t) (∀k ∈
{2, 3, · · · , N}). Therefore, ηk(t) converges to 0 asymptotically, which means that θ1θ
T
2 + θ2α−
λkθ2Ku is Hurwitz. By the structure of J˜ , one can conclude that IN−1 ⊗ (θ1θ
T
2 + θ2α)− J˜ ⊗ θ2Ku
is Hurwitz.
Then, the tracking performance and the robustness stability is analyzed. LetA = IN−1 ⊗ (θ1θ
T
2 +
θ2α)− J˜ ⊗ θ2Ku, then subsystem (7) can be rewritten as
ϕ˙(t) = Aϕ(t) + (u¯ ⊗ θ2) (ω(t)− z(t)) + (u¯⊗ θ1)
(
fv(t)− f˙p(t)
)
. (25)
By Laplace transform, (3) can be converted to
{
zi(s)− ωi(s) + (βig + s) (vi(s)− gi(s)) = 0,
szi(s) + βizgi(s)− βizvi(s) = 0,
(26)
where i ∈ {1, 2, · · · , N}. From (26), it can be shown that
zi(s) = Gi(s)ωi(s), (27)
whereGi(s) = βiz
/
(s2 + βigs+ βiz), i ∈ {1, 2, · · · , N}. Let βig = 2σi and βiz = σ
2
i , then one can
obtain that
Gi(s) =
σ2i
(s+ σi)
2 . (28)
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ω(s)− z(s) = diag{1−G1(s), 1−G2(s), · · · , 1−GN (s)}ω(s) = ΦN (s)ω(s). (29)
Define 

ρω =
∥∥∥(sI2n(N−1) −A)−1 (u¯ΦN (s)⊗ θ2)∥∥∥
1
,
ρf =
∥∥∥(sI2n(N−1) −A)−1 (u¯⊗ θ1)∥∥∥
1
,
υϕ(0) =
∥∥eAtϕ(0)∥∥
∞
.
(30)
From (25), (27), (29) and (30), it can be derived that
‖ϕ(t)‖
∞
6 υϕ(0) + ρω‖ω(t)‖∞ + ρf
∥∥fv(t)− f˙p(t)∥∥
∞
. (31)
For agent i (i ∈ {1, 2, · · · , N}), since ω(t) is bounded, there exist two positive constants γϕi and
δωϕi such that
‖ωi(t)‖∞ 6 γϕi‖ui(t)‖∞ + δωϕi, i ∈ {1, 2, · · · , N}. (32)
It follows from (32) that positive constants γϕ and δωϕ exist such that
‖ω(t)‖
∞
6 γϕ‖u(t)‖∞ + δωϕ. (33)
By (2), (3) and (29), one can show that
‖u(t)‖
∞
= δuϕ1‖ϕ(t)‖∞ + δuϕ2‖ω(t)‖∞ + δuϕ3, (34)
where δuϕ1, δuϕ2 and δuϕ3 are positive constants. Substituting (34) into (33), one can obtain that υϕ
and υe exist such that
‖ω(t)‖
∞
6 υϕ‖ϕ(t)‖∞ + υe. (35)
If ‖u¯⊗ θ2‖∞ is bounded and σi (i = 1, 2, · · · , N) are sufficiently large, then it can be deduced from
(31) and (35) that


‖ω(t)‖
∞
6
υϕυϕ(0) + υe
1− υϕρω
,
‖ϕ(t)‖
∞
6
υϕ(0) + υeρω
1− υϕρω
.
(36)
It follows from (36) that
{
‖ω(t)‖
∞
6 υ˜ω,
‖ϕ(t)‖
∞
6 υ˜ϕ,
(37)
()
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where υ˜ω and υ˜ϕ are positive constants. According to the formation feasibility condition (19), one
has that
∥∥fv(t)− f˙p(t)∥∥
∞
6 εf , ∀t > tf . (38)
From (31), (37) and (38), one can obtain that
max
i
|ϕi(t)| 6 max
i
∣∣∣cT
2n(N−1),i
eAtϕ(0)
∣∣∣+ ρωυ˜ω + ρfεf , ∀t > tf , (39)
where i ∈ {2, 3, · · · , N}, c2n(N−1),i is a 2n(N − 1)-dimensional unit column vector with the ith
element 1 and other elements 0. For the bounded initial states ϕi(0) (i ∈ {2, 3, · · · , N}), one can find
that ϕi(t) is bounded. It can also be obtained that the states of the robust disturbance compensation
zi(t) and the control protocol ui(t) are bounded. It follows that all states involved in the closed-loop
system (4) are bounded. Furthermore, since A is Hurwitz, there exists a finite constant tε > tf such
that ‖ϕ(t)‖ 6 εϕ, ∀t > tε for any given positive constant εϕ, which means that multi-agent system
(1) is robust time-varying formation-reachable by protocol (2). This completes the proof.
5. NUMERICAL SIMULATIONS
In this section, a simulation example is provided to demonstrate the effectiveness of the theoretical
results obtained in previous sections.
Consider a second-order multi-agent system containing six agents in the XY Z space
(n = 3), where the interaction topology among agents is described as a 0-1 weighted
digraph in Figure 1. The dynamics of each agent can be described by (1) with αp = −0.01
and αv = 0. Let xi(t) = [piX(t), piY (t), piZ(t), viX(t), viY (t), viZ(t)]
T
(i ∈ {1, 2, · · · , 6}),
where piX(t), piY (t), piZ(t) and viX(t), viY (t), viZ(t) are positions and velocities
along the X axis, Y axis and Z axis, respectively. The initial states of each agent are
set as x1(t) = [0.6, 1.2, 0.5,−1.2,−0.3, 0.8]
T
, x2(t) = [−1.5,−0.3, 1.8,−1.6, 2.3, 1.1]
T
,
x3(t) = [2.1, 0.8,−1.6, 0.3,−1.9, 2.5]
T
, x4(t) = [3.8, 1.7,−2.6, 1.8,−3.3, 1.5]
T
, x5(t) =
[4.5, 1.9,−1.2,−2.9, 3.5,−1.4]T and x6(t) = [−4.2, 2.9, 3.8,−5.1,−3.5, 2.7]
T
.
5
1 2 3
46
Figure 1. Interaction topology G.
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The six agents are required to follow a time-varying formation in the form of
fi(t) = 3


sin(t+ (i − 1)pi/3)
cos(t+ (i − 1)pi/3)
− sin(t+ (i− 1)pi/3)
cos(t+ (i − 1)pi/3)
− sin(t+ (i− 1)pi/3)
− cos(t+ (i− 1)pi/3)


, (i = 1, 2, · · · , 6).
It can be found from fi(t) that both positions and velocities of six agents can take shape regular
hexagons with time-varying edges. One can see that formation feasibility condition (19) is satisfied.
The external disturbances are generated by
ωi(t) =


(2.5 + 0.2(i− 1)) sin t+ 1.5 + 1.2(i− 1)
(1.5 + 0.2(i− 1)) sin t+ 2.5 + 1.2(i− 1)
(2 + 0.2(i− 1)) sin(t+ 0.4pi) + 3 + 0.2(i− 1)

 , (i = 1, 2, · · · , 6).
Choose the bandwidth constants of ESO (3) as βig = 2σi and βiz = σ
2
i with σi = 10 (i ∈
{1, 2, · · · , 6}). From Theorem 2, one can determine that Ku = [1.0654, 1.8576]⊗ I3.
Figures 2 and 3 describe the position and velocity trajectory of six agents and the formation
center at t = 0s, t = 10s, t = 15s and t = 20s, respectively, where the position and velocity states
of agents are represented by asterisks, plus signs, circles, x marks, pentagrams and squares, and the
formation centers are denoted by hexagrams. Figure 4 presents the curves of the formation centers
for positions and velocities within t = 20s, where the initial and final states are depicted by circles
and squares, respectively. Figure 5 shows the trajectory of the formation center within t = 20s.
From Figures 2(a)-(b) and 3(a)-(b), one can find that the multi-agent system can achieve the
regular pentagon formation in both position and velocity states. Figures 2(b)-(d) and 3(b)-(d) present
that the formation keeps rotation in position and velocity states, respectively; that is, the formation
is time-varying. From the simulation results shown in Figures 2-5, one can conclude that second-
order multi-agent system (1) with external disturbance achieves the robust time-varying formation
by protocol (2).
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Figure 2. Position curves of six agents and the formation center at different time.
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Figure 3. Velocity curves of six agents and the formation center at different time.
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Figure 5. Trajectory of the time-varying formation error.
6. CONCLUSIONS
In the current paper, robust time-varying formation design problems for second-order multi-
agent systems with external disturbances and directed topologies were studied. A new robust
time-varying formation control protocol was proposed with only relative neighboring information
and an ESO was designed to estimate and compensate the external disturbances. An explicit
expression of the formation center function was derived, where the impacts of the disturbance
compensation and the time-varying formation on the motion mode of the whole formation were
determined. Sufficient conditions of the robust time-varying formation design were presented via
algebraic Riccati equation technique together with the formation feasibility conditions. The tracking
performance and the robustness stability of multi-agent systems were analyzed. It was proven that
multi-agent systems can reach the expected robust time-varying formation if the gain matrix can be
designed and the bandwidth constants of the ESO could be selected properly.
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