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Abstract
Let γ ∈ (0, 2) and let h be the random distribution on C which describes a γ-Liouville quantum
gravity (LQG) cone. Also let κ = 16/γ2 > 4 and let η be a whole-plane space-filling SLEκ curve sampled
independent from h and parametrized by γ-quantum mass with respect to h. We study a family {G}>0
of planar maps associated with (h, η) called the LQG structure graphs (a.k.a. mated-CRT maps) which
we conjecture converge in probability in the scaling limit with respect to the Gromov-Hausdorff topology
to a random metric space associated with γ-LQG.
In particular, G is the graph whose vertex set is Z, with two such vertices x1, x2 ∈ Z connected
by an edge if and only if the corresponding curve segments η([x1 − , x1]) and η([x2 − , x2]) share a
non-trivial boundary arc. Due to the peanosphere description of SLE-decorated LQG due to Duplantier,
Miller, and Sheffield (2014), the graph G can equivalently be expressed as an explicit functional of a
correlated two-dimensional Brownian motion, so can be studied without any reference to SLE or LQG.
We prove non-trivial upper and lower bounds for the cardinality of a graph-distance ball of radius n
in G which are consistent with the prediction of Watabiki (1993) for the Hausdorff dimension of LQG.
Using subadditivity arguments, we also prove that there is an exponent χ > 0 for which the expected
graph distance between generic points in the subgraph of G corresponding to the segment η([0, 1]) is of
order −χ+o(1), and this distance is extremely unlikely to be larger than −χ+o(1).
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1 Introduction
1.1 Context: distances in γ-Liouville quantum gravity
Let γ ∈ (0, 2) and let D ⊂ C be a simply connected domain. Heuristically speaking, a γ-Liouville quantum
gravity (LQG) surface is the surface parametrized by D whose Riemannian metric tensor is given by
eγh(dx2 + dy2) (1.1)
where h is some variant of the Gaussian free field [She07] on D, dx2 + dy2 is the Euclidean metric tensor,
and dγ is the so-called dimension of γ-LQG. LQG is a natural model of a continuum random surface. One
reason for this is that LQG is the conjectured scaling limit of various random planar map models, the most
natural discrete random surfaces. The case when γ =
√
8/3 corresponds to pure gravity, which is the scaling
limit of uniform random planar maps. Other values of γ arise from random planar maps weighted by the
partition function of some statistical mechanics model, e.g., the uniform spanning tree (γ =
√
2), the Ising
model (γ =
√
3), or a bipolar orientation (γ =
√
4/3). For many such models, it is expected that the scaling
limit of the statistical mechanics model on the planar map is described by an SLEκ-type curve [Sch00] or a
family of such curves, independent from the LQG surface, for κ = γ2 or κ = 16/γ2.
Since h is a distribution, or generalized function, and is not well-defined pointwise, the formula (1.1)
does not make rigorous sense. However, one can rigorously construct the volume form associated with the
metric (1.1), which should be a regularized version of eγh(z) dz, where dz is the Euclidean volume form. This
was accomplished in [DS11], where it was shown that several different regularization procedures for eγh(z) dz
converge to the same limiting measure µh, the γ-quantum area measure induced by h. See also [RV14a]
and the references therein for a more general theory of regularized random measures. The procedure used
in [DS11] also allows one to define a length measure νh on certain curves in D ∪ ∂D (including ∂D and
independent SLEκ-type curves for κ = γ
2).
A major problem in the study of LQG is to make sense of (1.1) as a random metric (distance function).
This has recently been accomplished in the special case when γ =
√
8/3 by Miller and Sheffield in the series of
works [MS16f,MS15c,MS15a,MS15b,MS16b,MS16c], using a random growth process called quantum Loewner
evolution. For certain special types of quantum surfaces defined in [DMS14], the resulting metric space is
isometric to a certain Brownian surface, a random metric space which locally looks like the Brownian map [Le
13,Mie13] and which arises as the scaling limit of certain uniform random planar maps. For example, the
quantum sphere is isometric to the Brownian map and the
√
8/3-quantum cone is isometric to the Brownian
plane [CL14]. In the case when γ 6= √8/3, the problem of constructing a LQG metric remains open.
Another major problem is to determine the Hausdorff dimension of the γ-LQG metric, assuming that it
exists. In the case when γ =
√
8/3 it is known that this dimension is 4 [Le 07]. For general γ it is predicted
by Watabiki [Wat93] that the dimension dγ of γ-LQG is a.s. given by
dγ = 1 +
γ2
4
+
1
4
√
(4 + γ2)2 + 16γ2. (1.2)
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There have been several works which support the Watabiki prediction. The authors of [AB14] perform
numerical simulations using the discrete GFF which agree with the formula (1.2). In [MS16f, Section 3.3],
the authors give an alternative non-rigorous derivation of (1.2) using so-called quantum Loewner evolution
processes. The works [MRVZ16,AK16] prove upper and lower bounds for the Liouville heat kernel. If one
assumes a certain relationship between two exponents (which the authors of the mentioned papers are not
able to verify), these estimates suggest upper and lower bounds for the LQG dimension; this will be discussed
further in Section 1.6. There is also a related quantity for LQG, called the spectral dimension, which is
expected to be equal to 2 for all values of γ [ANR+98]. This prediction is confirmed in the context of the
Liouville heat kernel in [RV14b,AK16] and for a class of random planar maps in [GM17b].
In contrast to the above results, the recent work [DG16b] proves estimates for several natural approxima-
tions of the γ-LQG metric (different from the approximations considered in this paper) for small values of γ
which contradict the Watabiki prediction; c.f. Section 1.6.
If the dimension of LQG is dγ , it is expected that the diameter (with respect to the graph distance) of a
random planar map with n edges which converges in the scaling limit to LQG is typically of order n1/dγ+on(1).
Hence computing the dimension of LQG is expected to be equivalent to computing the tail exponent for the
diameter of a random planar map in the LQG universality class.
The goal of this article is to present some small progress toward the above two problems. Miller and
Sheffield’s approach in the case γ =
√
8/3 does not have a direct generalization to other values of γ, since it
relies on special symmetries which are specific to γ =
√
8/3. Instead, we will use a different approach based
on the peanosphere construction of [DMS14], which applies for all γ ∈ (0, 2) and which we will now describe.
1.2 The LQG structure graph
A peanosphere is a random pair (M,η) consisting of a topological space M and a space-filling curve η on M
(with a specified parametrization) which is constructed from a correlated two-sided two-dimensional Brownian
motion (see Figure 4). A peanosphere has a natural volume measure, which is defined by the condition that
η traces one unit of mass in one unit of time.
It is shown in [DMS14, Theorems 1.13 and 1.14] that there is a canonical (up to rotation) way to embed a
peanosphere into C in such a way that the following is true. The peanosphere volume measure is mapped
to the γ-quantum area measure corresponding to a particular type of γ-LQG surface (C, h, 0,∞) called a
γ-quantum cone [DMS14, Definition 4.9]. Note that here h is a variant of the GFF on C. The curve η is
mapped to a space-filling variant1 of SLEκ, κ = 16/γ
2 > 4 from ∞ to ∞ [MS17, Sections 1.2.3 and 4.3] which
is sampled independently from h and then parametrized in such a way that η(0) = 0 and the γ-quantum area
µh(η([t1, t2])) is equal to t2− t1 for each t1 < t2. The correlation of the peanosphere Brownian motion is given
by − cos(piγ2/4) (for γ < √2, this is proven in [GHMS17]). The two coordinates of this Brownian motion
give the net change in the quantum lengths of the left and right sides of η relative to time 0, respectively,
so are denoted by Lt and Rt for t ∈ R. We write Zt = (Lt, Rt) for the peanosphere Brownian motion. See
Section 2.1.2 and the references therein for more background on the above objects.
In this article, we will study a family of planar maps {G}>0, called the LQG structure graphs(also called
mated-CRT maps) associated with the pair (h, η), which we expect converges in the scaling limit in the
Gromov-Hausdorff sense (when equipped with their graph distances) to an LQG metric induced by h.
The vertices of the structure graph G are the elements of Z. Two such vertices x1 and x2 are connected
by an edge if the corresponding cells η([x1 − , x1]) and η([x2 − , x2]) intersect along a non-trivial boundary
arc (i.e., a connected set with more than one point).2 Note that this means that x ∈ Z corresponds to the
time interval [x− , x] for η. See Figure 1 for an illustration of the above definition.
Remark 1.1. Figure 2, left, illustrates segments of space-filling SLE in the two phases κ ≥ 8 and κ ∈ (4, 8).
If κ ≥ 8, then the cells η([x− , x]) for x ∈ Z are each homeomorphic to the closed disk, and a.s. any two
cells which intersect do so along a non-trivial connected boundary arc. If κ ∈ (4, 8), however, the interiors of
1Our κ corresponds to the parameter κ′ in [MS17,DMS14].
2It is easy to see that G is a planar map with the embedding given by mapping each vertex to the corresponding cell. In fact,
G is a triangulation provided we draw two edges instead of one between the cells η([x1 − , x1]) and η([x2 − , x2]) whenever
|x1 − x2| >  and these cells intersect along a non-trivial arc of each of their left and right boundaries (equivalently, both
conditions in (1.3) hold); see, the introduction of [GMS17b] for more details. In this paper we only care about graph distances
in G, so these facts will not be relevant for us.
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Figure 1: Left: the set η([0, T ]) for some T > 0, divided into cells η([x− , x]) for x ∈ (0, T ]Z (the black dots
are the points η(x)). Here κ ≥ 8, so the cells are homeomorphic to the disk. Middle: the restricted structure
graph G|(0,T ] (Definition 1.11) is the graph whose vertex set is (0, T ]Z, with x, y ∈ (0, T ]Z connected by
an edge if and only if the corresponding cells share a non-trivial boundary arc. This graph has a natural
embedding into C, where each vertex is mapped to the corresponding cell. This embedded graph is shown in
red. Right: the structure graph without the underlying collection of cells.
the cells are not connected since these cells can have “bottlenecks”. Moreover, a.s. there exist x1, x2 ∈ Z
such that η([x1 − , x1]) and η([x2 − , x2]) intersect along a totally disconnected fractal set, but do not share
a non-trivial connected boundary arc. In this case the x1 and x2 are not adjacent in G.
γ >
√
2 (κ ∈ (4, 8))
γ ≤ √2 (κ ≥ 8)
η([a, b])
η([a, b])
L
C −R
Z
Figure 2: Left: Typical segments of the space-filling SLEκ curve η in the case when κ ≥ 8 and the case
when κ ∈ (4, 8). For κ ≥ 8, the interior of the segment is simply connected and its complement is connected,
but neither of these statements hold for κ ∈ (4, 8). The “exterior” self-intersections of the outer boundary
of η([a, b]) in the case κ ∈ (4, 8) (which separate connected components of C \ η([a, b])) do not correspond
to intersections along a non-trivial connected boundary arcs, so do not give rise to edges of G. Right: A
geometric interpretation of the adjacency condition (1.3). Suppose we draw the graph of L (red) and the
graph of C −R (blue) for some large constant C > 0 chosen so that the parts of the graphs over some time
interval of interest do not intersect. Each vertex x ∈ Z of G corresponds to a vertical strip between the
graphs (orange). Vertices x1, x2 ∈ Z are connected by an edge if and only if the corresponding strips are
connected by a horizontal line segment which lies under the graph of L or above the graph of C −R (this is
equivalent to (1.3)). One such segment is shown in green in the figure for each pair of strips for which this
latter condition holds.
The peanoshpere construction of [DMS14] implies that a.s. G can equivalently be defined as the graph
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with vertex set Z, with x1, x2 ∈ Z with x1 < x2 are connected by an edge if and only if either(
inf
s∈[x1−,x1]
Ls
)
∨
(
inf
s∈[x2−,x2]
Ls
)
≤ inf
s∈[x1,x2−]
Ls or(
inf
s∈[x1−,x1]
Rs
)
∨
(
inf
s∈[x2−,x2]
Rs
)
≤ inf
s∈[x1,x2−]
Rs. (1.3)
See Figure 2, right, for an illustration of this adjacency condition. We note that Brownian scaling shows that
the law of G (as a graph) does not depend on , but it is convenient to view the family of graphs {G}>0 as
being coupled together with the same Brownian motion.
The formula (1.3) tells us that G is a discretization of the mating of the two continuum random trees
constructed from the Brownian motions L and R (which is the reason for the term “mated-CRT map”). In
particular, the LQG structure graphs can be defined using only Brownian motion, without any reference
to LQG or SLE. In fact, all of the arguments of this paper except for the ones in Section 3 can be phrased
entirely in terms of Brownian motion.
1.3 Structure graphs and distances in LQG
One of the main reasons for our interest in the graphs G is the following conjecture.
Conjecture 1.2. The appropriately normalized graph distances in the graphs G converge in the scaling limit
to a metric on γ-LQG. This metric is the scaling limit in the Gromov-Hausdorff topology of any random
planar map model which converges to SLE-decorated γ-LQG in the peanosphere sense, including those studied
in [She16b, KMSW15, GKMW18]. In the case when γ =
√
8/3, the limiting metric coincides with the one
in [MS15b, MS16b, MS16c] (which is itself isometric to the Brownian map [Le 14, Mie09]). Furthermore,
the random walk on G converges in the scaling limit to Liouville Brownian motion [Ber15, GRV16] on the
limiting LQG surface.
The recent work [GMS17b] shows that random walk on G converges to Brownian motion modulo time
parametrization, which partially resolves the last part of Conjecture 1.2.
One a priori reason to expect that the LQG structure graphs should yield a metric on LQG in the scaling
limit comes from comparison to discrete models. Indeed, many natural combinatorial random planar map
models which belong to the γ-LQG universality class for some γ ∈ (0, 2) can be encoded by means of a
two-dimensional random walk via a discrete analogue of the above encoding of the LQG structure graph in
terms of a correlated two-dimensional Brownian motion. Planar maps for which this is the case include the
uniform infinite planar triangulation (UIPT) [Ber07a,BHS18] (γ =
√
8/3) spanning tree-decorated planar
maps [Mul67,Ber07b,She16b] (γ =
√
2), bipolar-oriented planar maps [KMSW15] (γ =
√
4/3), and Schnyder
wood-decorated planar maps [LSW17] (γ = 1). In the subsequent work [GHS17], we use this relationship to
transfer the estimates proven here for LQG structure graphs to these discrete models (see also Section 1.6.3).
In [MS15b, Section 1.1], the structure graphs are suggested as a possible approach for constructing a
metric on LQG. These graphs can also be viewed as a potential approach to [DMS14, Question 13.1]—which
asks for a direct construction of a metric on the peanosphere—since they depend only on the Brownian
motion Z.
In the present paper, we will prove non-trivial upper and lower bounds for the cardinality of a graph-
distance ball of radius n in G (Theorem 1.10), which we expect should scale like ndγ+on(1), where dγ is the
dimension of γ-LQG. Hence our bounds can be interpreted as upper and lower bound for dγ . As we will
explain in Section 1.6 below, these bounds for dγ are consistent with both the Watabiki prediction (1.2) and
the estimates of [DG16b] and sharper than what can be obtained from [MRVZ16,AK16] (although there is
presently no direct rigorous connection between our results and those of [MRVZ16,AK16,DG16b]).
We also prove that there is an exponent χ = χ(γ) > 0 such that the expected graph distance between two
typical vertices of the sub-graph of G corresponding to the SLE segment η([−1, 1]) is of order −χ+o(1) and
the distance between two such vertices is extremely unlikely to be greater than −χ+o(1) (Theorems 1.12
and 1.15).
Although γ =
√
8/3 is special from the perspective of [MS15b,MS16b,MS16c], none of our results are
specific to the case γ =
√
8/3. We will, however, obtain stronger estimates than the ones in this paper for
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γ =
√
8/3 (which give, in particular, the correct exponent for the cardinality of a metric ball) in [GHS17] by
comparing G to a uniform random triangulation.
1.4 Basic notations
Here we record some basic notations which we will use throughout this paper.
Notation 1.3. For a < b ∈ R and c > 0, we define the discrete intervals [a, b]cZ := [a, b] ∩ (cZ) and
(a, b)cZ := (a, b) ∩ (cZ).
Notation 1.4. If a and b are two quantities, we write a  b (resp. a  b) if there is a constant C (independent
of the parameters of interest) such that a ≤ Cb (resp. a ≥ Cb). We write a  b if a  b and a  b.
Notation 1.5. If a and b are two quantities which depend on a parameter x, we write a = ox(b) (resp.
a = Ox(b)) if a/b → 0 (resp. a/b remains bounded) as x → 0 (or as x → ∞, depending on context). We
write a = o∞x (b) if a = ox(b
s) for each s > 0 (resp. s < 0) as x → 0 (resp. x → ∞). The regime we are
considering will be clear from the context.
Unless otherwise stated, all implicit constants in ,, and  and Ox(·) and ox(·) errors involved in the
proof of a result are required to depend only on the auxiliary parameters that the implicit constants in the
statement of the result are allowed to depend on.
Remark 1.6. For → 0, we allow errors of the form o(1) to be infinite for large values of . In particular,
the statement “f() ≥ o(1)” for some function f : (0,∞)→ [0,∞) means that for each ζ > 0, there exists
0 > 0 such that for each  ∈ (0, 0] we have f() ≥ ζ .
We next introduce some notation concerning graphs.
Definition 1.7. For a graph G, we write V(G) for the set of vertices of G and E(G) for the set of edges of G.
Definition 1.8. LetG be a graph and let n ∈ N∪{∞}. A path of length n inG is a function P : [0, n]Z → V(G)
for some n ∈ N such that either P (i) = P (i− 1) or P (i) is connected to P (i− 1) by an edge in G for each
i ∈ [1, n]Z. We write |P | = n for the length of P .
Definition 1.9. For a graph G and vertices x, y ∈ V(G), we write dist(x, y;G) for the graph distance from
x to y in G, i.e. the infimum of the lengths of paths in G joining x to y. For a set V ⊂ V(G), we write
diam(V ;G) := sup
x,y∈V
dist(x, y;G).
We abbreviate diam(G) := diam(V(G);G). For x ∈ V(G) and r ≥ 0, the ball of radius r centered at x in G is
Br(x;G) := {y ∈ V(G) : dist(x, y;G) ≤ r}.
For many of the statements in this paper, the choice of graph G in Definition 1.9 will be important. Note
that if G′ is a subgraph of G, then dist(x, y;G′) ≥ dist(x, y;G) for each x, y ∈ V(G).
1.5 Main results
Throughout this subsection we assume we are in the setting of Section 1.2, so that {G}>0 is the family of
LQG structure graphs constructed from an SLEκ-decorated γ-quantum cone for γ ∈ (0, 2) and κ = 16/γ2 > 4.
We make frequent use of Definition 1.9. Our first main result gives upper and lower bounds for the scaling
dimension of G.
Theorem 1.10. Let γ ∈ (0, 2) and let
d− :=
2γ2
4 + γ2 −
√
16 + γ4
and d+ := 2 +
γ2
2
+
√
2γ. (1.4)
For each u > 0, there exists c = c(u, γ) > 0 such that
P
[
nd−−u ≤ #Bn
(
0;G1) ≤ nd++u] ≥ 1−On(n−c) as n→∞,
where here Bn(0;G1) is as the graph distance ball of radius n (Definition 1.9).
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Figure 3: Left: graph of the upper and lower bounds d+ and d− for the dimension dγ of γ-LQG (blue and
red, respectively) from Theorem 1.10 along with Watabiki prediction (1.2) for dγ (green), as functions of γ.
Right: graph of the lower and upper bounds for χ (blue and dashed red, respectively) from Theorem 1.12
and Remark 1.14, respectively, along with the reciprocal of the Watabiki prediction (green), as a functions of
γ. The reason the red line is dotted is that the upper bound for χ is not proven rigorously; see Remark 1.14.
The blue and green curves cross at (
√
8/3, 1/4) and the red and blue curves meet at (
√
3, 1/3). The “kink”
in the blue curve is located at approximately (1.56542, 0.183854). Conjecture 1.13 states that there is a
γ∗ ∈ (
√
2,
√
8/3) such that χ = 1/dγ for γ ∈ (0, γ∗]. These graphs are produced using Mathematica.
See Figure 3, left panel, for a graph of the bounds appearing in Theorem 1.10. By Brownian scaling, the
laws of the graphs G1 and G for  > 0 agree, so the statement of Theorem 1.10 is also true with G in place
of G1.
By Conjecture 1.2 we expect that the graph distance of G (appropriately re-scaled) is a good approximation
for the γ-LQG metric when  is small. Hence it should be the case that in fact #Bn(0;G) = ndγ+on(1) with
high probability, where dγ is the dimension of γ-LQG. Therefore Theorem 1.10 can be interpreted as giving
upper and lower bounds for dγ , namely d− ≤ dγ ≤ d+. These bounds are consistent with the Watabiki
prediction (1.2). In the special case when γ =
√
8/3, we know that dγ = 4, so in this case we expect that
#Bn(0;G1) = n4+on(1) with high probability when n is large. This will be proven in [GHS17] by comparing
G to a uniform triangulation.
Our next main result is the existence of an exponent for distances in the LQG structure graphs. More
precisely, we will consider distances in the sub-graphs of G defined as follows.
Definition 1.11. For a set A ⊂ R, we write G|A for the subgraph of G whose vertex set is Z ∩A, with
two vertices connected by an edge if and only if they are connected by an edge in G.
Theorem 1.12. For γ ∈ (0, 2), the limit
χ = χ(γ) := lim
→0
logE
[
diam
(G|(0,1])]
log −1
(1.5)
exists. Furthermore, we have
ξ− ∨
(
1− 2
γ2
)
≤ χ ≤ 1
2
where ξ− :=
1
d+
=
1
2 + γ2/2 +
√
2γ
. (1.6)
The exponent χ will be proven to exist via a sub-additivity argument. The reason for the quantity 1−2/γ2
appearing in (1.6) is as follows. In the case when γ >
√
2, the left and right outer boundaries of η′([0, 1])
touch each other to form “bottlenecks” (c.f. Figure 2). These bottlenecks correspond to simultaneous running
infima of L and R relative to time 0 (which a.s. do not exist for a non-positively correlated Brownian motion).
The dimension of the time set for Z such that this is the case is 1− 2/γ2 [Eva85], so we expect that there are
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typically of order −(1−2/γ
2) cells η′([x− , x]) for x ∈ Z which intersect a bottleneck. Any path from  to 1
in G|(0,1] must pass through each of these cells.
If we allow for paths between vertices of G|(0,1] which traverse vertices in all of G (rather than just in
G|(0,1]) then bottlenecks do not pose a problem. Hence we still expect that (in the notation of Definition 1.9)
diam
(G|(0,1];G) = −1/dγ+o(1) with high probability, (1.7)
where dγ is the dimension of γ-LQG; and that χ = 1/dγ when there are either few or no bottlenecks. There
are no bottlenecks for γ ≤ √2, and according to the Watabiki prediction (1.2), we have 1/dγ ≤ 1 − 2/γ2
when γ ≥√8/3. This leads to the following conjecture.
Conjecture 1.13. Let dγ be the dimension of γ-LQG. Then there exists γ∗ ∈ (
√
2,
√
8/3] such that for
γ ∈ (0, γ∗] we have χ = 1/dγ .
We do not have a prediction for the value of γ∗ in Conjecture 1.13.
Remark 1.14. We expect that it is possible to prove using the same estimates used to prove the lower
bound in Theorem 1.10 plus some additional argument that in fact
χ ≤ 1
d−
∨
(
1− 2
γ2
)
=
4 + γ2 −
√
16 + γ4
2γ2
∨
(
1− 2
γ2
)
(1.8)
where d− is as in (1.4). However, the argument needed to deduce (1.8) from the results in this paper requires
some rather technical estimates for SLE and LQG and we do not find it to be particularly illuminating.
Furthermore, we expect that if γ∗ is as in Conjecture 1.13, then for γ ∈ (0, γ∗] the expected distance between
generic points in G along paths which are allowed to traverse any vertex of G (not just vertices in G|(0,1])
is of order −χ+o(1). Once this is known, (1.8) for γ ∈ [0, γ∗] becomes a trivial consequence of the estimates
of this paper. We will say more about what is needed to prove (1.8) in Remark 3.9. See Figure 3, right panel,
for a graph of our upper and lower bounds for χ.
Our next result estimates the probability that distances between vertices of G|(0,1] are of order −χ+o(1).
We get an upper bound which holds except on an event of probability decaying faster than any power of 
and a lower bound which holds on an event of probability decaying slower than any power of .
Theorem 1.15. Let γ ∈ (0, 2) and let χ be as in Theorem 1.12. There is a constant c = c(γ) > 0 such that
P
[
diam
(G|(0,1]) ≤ −χ−u] ≥ 1−O(e−cu2(log −1)2) for u > 0. (1.9)
Furthermore, for s, t ∈ [0, 1] with s < t, let xs (resp. xt) be the element of (0, 1]Z closest to s (resp. t). Then
P
[
dist
(
xs, x

t;G|(0,1]
) ≥ −χ+u] ≥ o(1). (1.10)
Theorem 1.15 implies that for each p > 0,
lim
→0
logE
[
diam
(G|(0,1])p]
log −1
= lim
→0
logE
[
dist
(
xs, x

t;G|(0,1]
)p]
log −1
= χp. (1.11)
Note that Theorem 1.15 does not state that the diameter of G|(0,1] is at least −χ+o(1) with uniformly
positive probability. We expect, but do not prove, that this holds with probability tending to 1 as → 0.
Remark 1.16. The main difference between the estimates in this paper and the sorts of estimates which
would be needed to obtain a non-trivial subsequential limit of the rescaled structure graphs χG|(0,1] in
the Gromov-Hausdorff topology is the presence of “o(1)”-type errors. Indeed, if we could replace “−χ−u”
with “C−χ” and “o∞ ()” with “o
∞
C (C)” in (1.9) we would have tightness due to the Gromov compactness
criterion [BBI01, Theorem 7.4.15]. If we could also replace “u” with “C−1” and “o(1)” with “CoC(1)”
in (1.10), then we would get that any subsequential limit is a non-trivial metric space with positive probability.
We do not currently have a particular approach in mind for removing the o(1) errors in our estimates for
general γ, but we expect that it is possible to get non-trivial subsequential scaling limits in our setting for
small values of γ by adapting the arguments of [DD16].
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1.6 Related works
1.6.1 Liouville heat kernel
The papers [MRVZ16,AK16] study the Liouville heat kernel, i.e. the heat kernel of the Liouville Brownian
motion [Ber15,GRV16,GRV14]. As explained in [MRVZ16], if one assumes a certain relationship between two
exponents which the authors are unable to verify, then the estimates of [MRVZ16] suggest that the dimension
dγ of γ-LQG should satisfy
2 +
γ2
4
≤ dγ ≤ (4 + γ
2)2
2(2− γ)2 . (1.12)
In [AK16], a sharper upper bound is obtained which (subject to the same assumption about relationships
between exponents) suggests that dγ ≤ 12 (γ + 2)2. Our upper and lower bounds from Theorem 1.10 are
sharper (closer to the Watabiki prediction) than the upper and lower bounds of [MRVZ16, AK16] for all
γ ∈ (0, 2). There are currently no rigorous mathematical relationships between Theorem 1.10 and the results
of [MRVZ16,AK16]. But, we conjecture that the random walk on G converges to Liouville Brownian motion,
which will link the two approaches.
1.6.2 Liouville first passage percolation
In addition to the structure graph, another natural approach to constructing a γ-LQG metric is to consider
weighted graph distances on Z2 where each z ∈ Z2 is assigned the weight eγ˜h(z), for h a discrete GFF and
γ˜ a positive constant. This weighted graph distance is sometimes called Liouville first passage percolation
(LFPP). It is natural to expect that LFPP converges in the scaling limit to the γ-LQG metric induced
by a continuum GFF for γ˜ = γ/dγ (see, e.g., [DG16b, Footnote 1]).
3 LFPP and its variants are studied
in [DZ15,DG17,DD16,DG16a,DZ16,DG16b]. Here we highlight some aspects of this work which are most
relevant to the topic of the present paper.
The paper [DD16] proves the existence of non-trivial subsequential scaling limits of LFPP (with respect to
the Gromov-Hausdorff topology) for very small values of γ˜. In a sense, the results of [DD16] are orthogonal
to the results of the present paper, since the present paper focuses on existence and bounds for scaling
exponents and most of the results apply for all values of γ ∈ (0, 2), but we do not prove existence of non-trivial
subsequential limiting metrics; whereas [DD16] proves the existence of non-trivial subsequential limits for
small values of γ˜ but does not explicitly describe the scaling factors.
The work [DG16b] (c.f. [DG16a]) shows that the expected distance between typical points for the Liouville
first passage percolation metric is at most a constant times N
1−c γ˜4/3
log γ˜−1 with c > 0 a universal constant for
small enough γ˜; and also proves similar upper bounds for related metrics defined using circle averages or
balls of fixed γ˜-LQG mass for a continuum GFF. As pointed out in [DG16b], this estimate is inconsistent
with the Watabiki prediction (1.2) since it suggests that 2/dγ ≤ 1− c γ
4/3
log γ−1 for small enough γ whereas (1.2)
implies that 2/dγ = 1−Oγ(γ2).
By contrast, our estimates are consistent with the Watabiki prediction for all γ ∈ (0, 2). Even though the
estimates of [DG16b] are not consistent with the Watabiki prediction, said estimates are consistent with the
estimates of the present paper. In particular, our lower bound for χ (which we expect to be equal to 1/dγ at
least for γ ≤ √2) in Theorem 1.12 suggests that 2/dγ ≥ 1−Oγ(γ) as γ → 0, which does not contradict the
upper bound 2/dγ ≤ 1− c γ
4/3
log γ−1 .
At present, there is no rigorous mathematical relationship between LFPP but we expect that it may be
possible to establish such a relationship. We plan to investigate this further in future work.
1.6.3 Other results for LQG structure graphs
The LQG structure graphs/mated-CRT maps G are also studied in [DMS14, Section 10] (but not referred to
as such), where they are used to prove that the peanosphere Brownian motion Z a.s. determines the pair
(h, η).
3The relation between γ˜ and γ can be explained by observing that for a surface of dimension dγ , rescaling areas by a constant
c should correspond to rescaling lengths by c1/dγ , and we can obtain such a rescaling by replacing h by h + γ−1 log c and
h+ (dγ γ˜)−1 log c, respectively.
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In [GHS17], we use a strong coupling result for random walk and Brownian motion together with encodings
of random planar maps in terms of random walk to prove that graph distances in the structure graph G
are comparable (up to polylogarithmic factors) to graph distances in a class of other natural random planar
map models, including the uniform infinite planar triangulation and planar maps sampled with probability
proportional to the number of spanning trees, bipolar-orientations, or Schnyder woods they admit. This
allows us to transfer all of the results stated in Section 1.5 to these other random planar maps.
The paper [GMS17b] shows that random walk on G converges to Brownian motion modulo time
parametrization, which implies that the so-called Tutte embedding of G (which, unlike the a priori embedding
x 7→ η(x) is an explicit functional of the graph) is asymptotically the same as the a priori embedding. The
papers [GM17b,GH18] prove quantitative bounds for the simple random walk on G and (via strong coupling)
the aforementioned other random planar map models.
1.7 Outline
Here we give a moderately detailed overview of the remainder of the paper. In Section 2, we will review the
definitions of LQG, space-filling SLE, and the peanosphere construction; and prove some basic facts about
the structure graphs and about correlated two-dimensional Brownian motion.
In Section 3, we will use estimates for SLE-decorated LQG to prove quantitative estimates for distances in
the γ-LQG structure graph, which will eventually lead to a proof of Theorem 1.10. These estimates are the
only arguments in this paper which require non-trivial facts about LQG and SLE. In particular, to prove the
upper bound in Theorem 1.10, we will prove bounds for the Euclidean diameter of structure graph cells and
thereby a lower bound for the minimal number of cells in a path in G from 0 to the boundary of η([−1, 1]).
The lower bound in Theorem 1.10 will be deduced from a KPZ-type formula (Proposition 3.5) which gives us
an upper bound for the number of cells needed to cover a line segment.
In Sections 4 and 5, we will prove the existence of the limit χ in (1.5) for  restricted to powers of 2 using
a subadditivity argument. We will also show that the diameter of G2−n |(0,1] is very unlikely to be larger than
2−n(χ+on(1)) (Proposition 5.2). The key idea of the proof is that if we set Dn := diam(G2−n |(0,1]) then E[Dn]
is approximately sub-multiplicative in the sense E[Dn+m] . E[Dn]E[Dm] for a certain range of values of
n,m ∈ N. This gives the existence of χ due to a variant of Fekete’s subaddivity lemma (Lemma 5.3).
Roughly speaking, to prove the sub-multiplicativity relation for Dn we start with a path P in G2−n |(0,1]
of length |P | = Dn and divide each of the cells hit by P into 2m sub-cells. Concatenating paths within each
of these sub-divided cells gives us a path in G2−n−m |(0,1] whose length is at most the sum of Dn terms with
the same law as Dm. The estimates of Section 4 are needed to allow us to compare the conditional law of the
sub-divided cells given G2−n |(0,1] to their unconditional law.
In Section 6, we will deduce Theorems 1.12 and 1.15 from the results of Section 5.
Appendix A contains the proofs of some technical lemmas.
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2 Preliminaries
2.1 Backgound on LQG and SLE
In this subsection we give a brief review of some basic properties of Liouville quantum gravity, space-filling
SLE, and the peanosphere construction. Although these objects are the main motivation of this work, their
non-trivial properties will only be used explicitly in Section 3. The proofs in the other sections can be phrased
in terms of Brownian motion by means of the peanosphere construction. We refer to the cited references for
further background.
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2.1.1 Liouville quantum gravity
Fix γ ∈ (0, 2). A γ-Liouville quantum gravity (LQG) surface, as defined in [DS11,She16a,DMS14,MS15c] is
an equivalence class of pairs (D,h) where D ⊂ C is a simply connected domain and h is a distribution on D
(typically some variant of the Gaussian free field on D [She07,SS13,She16a,MS16d,MS17]). Two such pairs
(D˜, h˜) and (D,h) are declared to be equivalent if there is a conformal map φ : D˜ → D such that
h˜ = h ◦ φ+Q log |φ′|, for Q = 2
γ
+
γ
2
. (2.1)
As shown in [DS11], an LQG surface comes equipped with a natural volume measure µh, which is a limit of
regularized versions of eγh(z) dz and is invariant under coordinate changes of the form (2.1). That is, if h and h˜
are related as in (2.1) then a.s. µh(φ(A)) = µh˜(A) for each Borel set A ⊂ D˜ [DS11, Proposition 2.1]. Similarly,
an LQG surface has a natural length measure νh which is defined on certain curves in D ∪ ∂D [DS11, Section
6], including ∂D and SLEκ-type curves for κ = γ
2 [DS11]. For k ∈ N, one can define quantum surfaces with
k marked points (D,h, x1, . . . , xk) for x1, . . . , xk ∈ D ∪ ∂D by requiring that the map φ in (2.1) preserves
the marked points.
In this paper we will mostly be interested in a particular type of LQG surface called an α-quantum cone
for α < Q (in fact we will almost always take α = γ). This is an infinite-volume doubly-marked quantum
surface (C, h, 0,∞) introduced in [DMS14, Section 4.3]. The distribution h is obtained from h0 − α log | · |,
where h0 is a whole-plane GFF, by “zooming in” near the origin.
The distribution h is called the embedding of the quantum surface into (C, 0,∞) and is not uniquely
determined by the equivalence class of (C, h, 0,∞). Indeed, by (2.1) one obtains another embedding into
(C, 0,∞) by replacing h with h(ρ·)+Q log |ρ| for ρ ∈ C. There is a natural choice of embedding for a quantum
cone called a circle average embedding, which is the embedding used in [DMS14, Definition 4.9] and is defined
as follows. For r > 0, let hr(0) be the circle average of h over ∂Br(0) (as defined in [DS11, Section 3.1]).
Then a circle average embedding is one for which sup{r > 0 : hr(0) +Q log r = 0} = 1 and h|D agrees in
law with (h0 − α log | · |)|D, where h0 is a whole-plane GFF with additive constant chosen so that its circle
average over ∂D is 0. We note that if h is an arbitrary embedding into (C, 0,∞) of an α-quantum cone then
there exists a random ρ ∈ C such that h(ρ·) +Q log |ρ| is a circle average embedding of (C, h, 0,∞). The
modulus |ρ| is a deterministic function of h but arg ρ is not.
2.1.2 Space-filling SLE
For κ > 4, a whole-plane space-filling SLEκ from ∞ to ∞ is a variant of SLEκ which fills all of C, even
in the case when κ ∈ (4, 8) (so that ordinary SLEκ does not fill space). This variant of SLE is defined
in [DMS14, Footnote 9], using chordal versions of space-filling SLE constructed in [MS17, Sections 1.2.3 and
4.3]. We will not need many specific facts about space-filling SLE in this paper, since we will primarily study
the structure graphs from the Brownian motion (i.e., peanosphere) perspective. So, we only give a brief
description of this object here and refer the reader to the above cited papers for more details.
In the case when κ ≥ 8, whole-plane space-filling SLEκ is just a two-sided version of chordal SLEκ. In
the case when κ ∈ (4, 8), whole-plane space-filling SLEκ is obtained by iteratively filling in the “bubbles”
disconnected from ∞ by a two-sided variant of chordal SLEκ with SLEκ-type curves. If z ∈ C and τz is the
(a.s. unique) time that η hits z, then the interface between η((−∞, τz]) and η([τz,∞)) is the union of two
coupled whole-plane SLE16/κ(2− 16/κ) curves from z to ∞ ( [MS17, Theorem 1.1] and [DMS14, Footnote 9])
which intersect each other at points different from z if and only if κ ∈ (4, 8). These curves comprise the left
and right outer boundaries of η((−∞, τz]).
2.1.3 Peanosphere construction
Let γ ∈ (0, 2) and let κ = 16/γ2. Let (C, h, 0,∞) be a γ-quantum cone and let η be a whole-plane space-filling
SLEκ independent from h. Suppose we parametrize η by γ-quantum area with respect to h, so that η(0) = 0
and µh(η([s, t])) = t− s for each s, t ∈ R with s < t. For t > 0, let Lt (resp. Rt) be the net change in the
quantum length (with respect to h) of the left (resp. right) outer boundary of η relative to time 0. In other
words, Lt is the quantum length of the set of points in the left outer boundary of η((−∞, t]) which do not
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belong to the left outer boundary of η((−∞, 0]) minus the quantum length of the set of points in the left
outer boundary of η((−∞, 0]) which do not belong to the left outer boundary of η((−∞, t]), and similarly for
Rt. Then by [DMS14, Theorem 1.13] there is a deterministic constant α > 0 depending only on γ such that
Zt := (Lt, Rt) evolves as a correlated two-sided two-dimensional Brownian motion with
VarLt = VarRt = α|t| and Cov(Lt, Rt) = −α cos
(
piγ2
4
)
|t| ∀t ∈ R. (2.2)
It is shown in [DMS14, Theorem 1.14] that Z a.s. determines (h, η), modulo rotation, but not in an
explicit way. However, one can explicitly describe many functionals of (h, η) in terms of Z. For example,
η hits the left (resp. right) outer boundary of η((−∞, 0]) and subsequently covers up a boundary arc of
non-zero quantum length at time t > 0 if and only if t is a running infimum for L (resp. R) relative to time 0.
Furthermore, if t > 0 then the left and right outer boundaries of η((−∞, 0]) intersect at η(t) if and only if t
is a simultaneous running infimum for L and R relative to time 0. Such simultaneous running infima occur if
and only if Z is positively correlated [Shi85] which corresponds precisely to the case when κ ∈ (4, 8).
Figure 4 describes how to construct a topological space decorated by a space-filling curve from Z. This
object can be thought of as the structure graph with  = 0.
Definition 2.1. A peanosphere is a random pair (M,η) consisting of a topological space M and a parametrized
space-filling curve on M , constructed from a correlated two-dimensional Brownian motion in the manner
described in Figure 4.
It follows from the above discussion that a γ-quantum cone decorated by a whole-plane space-filling SLEκ
is a canonical embedding of an infinite-volume peanosphere into C.
R
C − L
tt0
η′(t0)
Figure 4: The peanosphere construction of [DMS14] shows how to obtain a topological sphere by gluing
together two correlated Brownian excursions L,R : [0, 1]→ [0,∞) (a similar construction works when L,R
are two-sided Brownian motions, see [DMS14, Footnote 4]). We draw horizontal lines which lie entirely above
the graph of C −L or entirely below the graph of R, in addition to vertical lines between the two graphs. We
choose C > 0 so large that the graphs of C−L and R do not intersect. We then define an equivalence relation
by identifying points which lie on the same horizontal or vertical line segment. As explained in [DMS14], it is
possible to check using Moore’s theorem [Moo28] that the resulting object is a topological sphere decorated
with a space-filling path η where η(t) for t ∈ [0, 1] is the equivalence class of (t, Rt). The pushforward of
Lebesgue measure on [0, 1] under η induces a measure µ on the sphere which is non-atomic and assigns
positive mass to each open set. The curve η is parameterized so that µ(η([s, t])) = t− s for all 0 ≤ s < t ≤ 1.
In [DMS14], the resulting structure is referred to as a peanosphere because the space-filling path η is the
peano curve between the continuum random trees [Ald91a,Ald91b,Ald93] encoded by L and R. As explained
in Section 2.1.3, a γ-quantum cone decorated by an independent whole-plane space-filling SLEκ parametrized
by quantum mass is an embedding of the infinite-volume analog of the peanosphere into C. A finite-volume
analogue of this statement appears as [MS15c, Theorem 1.1]. This figure together with a similar caption also
appears in [GHM15].
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2.2 Basic properties of the structure graph
Throughout this subsection, we fix γ ∈ (0, 2) and use the notation of Section 1.2, so in particular (C, h, 0,∞) is
a γ-quantum cone, η is a whole-plane space-filling SLEκ for κ = 16/γ
2 independent from γ and parametrized
by µh-length, Z = (L,R) is the correlated Brownian motion from [DMS14, Theorem 1.13], and {G}>0 are
the associated -structure graphs, with vertex set V(G) = Z.
2.2.1 Boundary lengths
For a, b ∈ R with a < b, the cell η([a, b]) has four natural marked boundary arcs, corresponding to the set
of points in η([a, b]) which lie on either the left or right outer boundary of either η((−∞, b]) or η′([a,∞)).
We call these boundary arcs the lower left, lower right, upper left, and upper right boundary arcs. In terms
of the peanosphere Brownian motion Z = (L,R), the lower left (resp. right) boundary arc of η([a, b]) is the
image under η of the set of t ∈ [a, b] such that L (resp. R) attains a running infimum at time t when running
forward from time a. Similarly, the upper left (resp. right) boundary arc of η([a, b]) is the image of the set of
t ∈ [a, b] such that L (resp. R) attains a running infimum at time t when running backward from time b.
We will have occasion to consider four marked subsets of the vertex set of G|(0,T ] which correspond to
the four marked boundary arcs of η([0, T ]) discussed above. We emphasize that these four subsets are not
necessarily disjoint. See Figure 5 for an illustration.
Definition 2.2. For  > 0 and an (open, closed, or half-open) interval I ⊂ R, we define the lower left
boundary of G|I to be the set ∂L I of x ∈ Z ∩ I such that the following is true. There is a y ∈ Z \ I with
y < x such that the left boundaries of η([x− , x]) and η([y − , y]) share a non-trivial arc. We define the
lower right boundary ∂R I in the same manner with “right” in place of “left”. We define the upper left and
upper right boundaries ∂
L
 I and ∂
R
 I similarly but with “y > x” in place of “y < x”. We define
∂I := ∂
L
 I ∪ ∂R I, ∂I := ∂
L
 I ∪ ∂
R
 I, ∂I := ∂I ∪ ∂I,
so that ∂I is the set of all x ∈ I ∩ Z such that x is adjacent to some element of Z \ I in G.
By (1.3), if x ∈ Z ∩ I then x ∈ ∂L I (resp. x ∈ ∂
L
 I) if and only if the Brownian motion L (resp. its time
reversal) attains a running infimum relative to the left (resp. right) endpoint of I at time x. The same holds
with “R” in place of “L”.
The following is a convenient way of encoding the LQG lengths of the four marked boundary arcs of
η([a, b]).
Definition 2.3. For an interval I = [a, b] ⊂ R and a path X : I → R, we define the initial displacement and
the final displacement of X over I by
∆XI := Xa − inf
s∈I
Xs and ∆
X
I := Xb − inf
s∈I
Xs.
For the peanosphere Brownian motion Z = (L,R), we define the boundary length vector of Z over I by
∆ZI :=
(
∆LI , ∆
L
I ; ∆
R
I , ∆
R
I
)
∈ [0,∞)4.
The reason for the notation ∆LI , etc., in Definition 2.3 is that these quantities give the quantum lengths
of the four marked boundary arcs of the cell η(I) introduced above (this is immediate from the definition of
Z; see Section 2.1.3). The main reason for our interest in the objects of Definition 2.3 is the following lemma.
Lemma 2.4. Let I ⊂ R be an interval (possibly infinite or all of R) and  > 0. The graph G|I is measurable
with respect to the σ-algebra generated by the boundary length vectors (in the notation of Definition 2.3){
∆Z[x−,x] : x ∈ Z ∩ I
}
. (2.3)
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∂¯L (a, b]
∂¯R (a, b]
∂R (a, b]∂L (a, b]
η((−∞, a])
η([b,∞))
η(b)
η(a)
L
R
∆
L
[a,b]
∆L[a,b]
∆
R
[a,b]
∆R[a,b]
a
a b
b
Figure 5: Left: The set η([a, b]) for a, b ∈ R with a < b, divided into cells of quantum mass  to obtain the
structure graph G|(a,b]. The lower left, lower right, upper left, and upper right boundary arcs of η([a, b])
are shown in red, blue, orange, and purple, respectively. The cells corresponding to vertices in ∂L (a, b],
∂R (a, b], ∂
L
 (a, b], and ∂
R
 (a, b] are indicated by red, blue, orange, and purple dots, respectively. The set
∂(a, b] = ∂
L
 (a, b] ∪ ∂R (a, b] is the set of those vertices of G|(a,b] which are adjacent to vertices of G|(−∞,a]
and ∂(a, b] = ∂
L
 (a, b] ∪ ∂
R
 (a, b] is the set of those vertices of G|(0,T ] which are adjacent to vertices of
G|[b,∞). Right: The corresponding Brownian motion picture. Times when L (resp. its time reversal) attains
a running infimum relative to time a (resp. b) are indicated with red (resp. orange) dots. The boundary arc
∂L (a, b] (resp. ∂
R
 (a, b]) consists of those x ∈ Z for which the interval [x− , x] contains one of these times.
Similar statements hold with R in place of L. The quantum lengths of the four marked boundary arcs of
η(a, b] are given by the four coordinates of the boundary length vector ∆Z[a,b], whose values are also indicated
in the figure.
Proof. Let H be the σ-algebra generated by the set (2.3). We first observe that for each x1, x2 ∈ Z ∩ I with
x1 < x2, we have
∆L[x1,x2] = − infy∈(x1,x2]Z
−∆L[y−,y] + ∑
z∈[x1+,y−]Z
(
∆
L
[z−,z] −∆L[z−,z]
)
Consequently, ∆L[x1,x2] ∈ H. Similarly, ∆
L
[x1,x2], ∆
L
[x1,x2], and ∆
R
[x1,x2] are all H-measurable. On the other
hand, the condition (1.3) for x1, x2 ∈ Z ∩ I is equivalent to the condition that either
∆L[x2−,x2] > ∆
L
[x1,x2−] and ∆
L
[x1,x2−] < ∆
L
[x1−,x1] (2.4)
or the same holds with R in place of L. Thus the event that x1 and x2 are adjacent in G is H-measurable,
and we conclude.
2.2.2 Comparison of distances
In this subsection we record some elementary observations which allow us to compare distances in the graphs
G|(0,T ] for different values of  and T .
Lemma 2.5. Suppose n ∈ N, x0, x1 ∈ (0, 1]2−nZ, y0 ∈ {x0 − 2−n−1, x0}, and y1 ∈ {x1 − 2−n−1, x1}. Then
dist
(
x0, x1;G2−n |(0,1]
)
≤ dist
(
y0, y1;G2−n−1 |(0,1]
)
≤ 2 dist
(
x0, x1;G2−n |(0,1]
)
. (2.5)
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In particular, diam(G2−n−1 |(0,1]) stochastically dominates diam(G2−n |(0,1]) and for any s, t ∈ [0, 1] with s < t,
dist(2−n−1d2n+1se, 2−n−1b2n+1tc;G2−n−1 |(0,1]) stochastically dominates dist(2−nd2n+1se, 2−nb2n+1tc;G2−n |(0,1]).
Proof. Suppose P : [0, |P |]Z → (0, 1]2−n−1Z is a path in G2−n−1 |(0,1] with P (1) = y0 and P (|P |) = y1. For
i ∈ [0, |P |]Z, let P ′(i) ∈ (0, 1]2−nZ be defined so that P (i) ∈ {P ′(i) − 2−n−1, P ′(i)}. By the definition of
G2−n−1 , η([P (i − 1) − 2−n−1, P (i − 1)]) and η([P (i) − 2−n−1, P (i)]) are either equal or share a non-trivial
boundary arc for each i ∈ [1, |P |]Z, so also η([P ′(i− 1)− 2−n, P ′(i− 1)]) and η([P ′(i)− 2−n, P ′(i)]) are either
equal or share a non-trivial boundary arc for each such i. It follows that P ′ is a path in G2−n |(0,1] of length
at most |P | from x0 to x1, which gives the left inequality in (2.5).
For the right inequality, suppose P : [0, |P |]Z → (0, 1]2−nZ is a path in G2−n |(0,1] with P (0) = x0 and
P (|P |) = x1. Let P ′(0) = y0 and let P ′(1) ∈ {x0 − 2−n−1, x0} be chosen so that η([P ′(1) − 2−n−1, P ′(1)])
shares a non-trivial boundary arc with η([P (1) − 2−n, P (1)]). For i ∈ [1, |P |]Z, inductively let P ′(2i) ∈
{P (i)− 2−n−1, P (i)} be chosen so that η([P ′(2i)− 2−n−1, P ′(2i)]) shares a non-trivial boundary arc with
η([P ′(2i − 1) − 2−n−1, P ′(2i − 1)]) and let P ′(2i + 1) ∈ {P (i) − 2−n−1, P (i)} be chosen so that η([P ′(2i +
1)− 2−n−1, P ′(2i+ 1)]) shares a non-trivial boundary arc with η([P (i+ 1)− 2−n, P ′(i+ 1)]) (unless i = |P |,
in which case we take P ′(2i) = y1). Then P ′ is a path in G2−n−1 |(0,1] from y0 to y1 with length 2|P |, and we
obtain the right inequality in (2.5).
Lemma 2.5 allows us to compare the expected diameters of graphs of the form G|(0,T ] whenever the
number of vertices T/ is a non-negative integer power of 2. Our next lemma allows us to extend a weaker
form of this comparison to the case when T/ is not a power of 2.
Lemma 2.6. Suppose  > 0 and T > . Let m := blog2(T/)c and write bT/c =
∑k
j=1 2
nj where
n1, . . . , nk ∈ [0,m]Z with n1 < · · · < nk. Then we have the following two estimates:
E
[
diam
(G|(0,T ])] ≤ k∑
j=1
E
[
diam
(
G2−nj |(0,1]
)]
≤ mE
[
diam
(
G2−m |(0,1]
)]
; (2.6)
E
[
dist
(
, bT/c;G|(0,T ]
)] ≤ k∑
j=1
E
[
dist
(
2−nj , 1;G2−nj |(0,1]
)]
≤ mE
[
dist
(
2−m, 1;G2−m |(0,1]
)]
. (2.7)
Proof. By scaling we can assume without loss of generality that  = 1. With n1, . . . , nk as in the statement
of the lemma, we can write (0, T ]Z =
⊔k
j=1 Ij , where I1, . . . , Ij are disjoint and each Ij is the intersection of
Z with some interval and satisfies #Ij = 2
nj . By translation and scale invariance,
E
[
diam
(G1|(0,T ])] ≤ k∑
j=1
E
[
diam
(G1|Ij)] = k∑
j=1
E
[
diam
(
G2−nj |(0,1]
)]
.
This proves the first inequality in (2.6). The second inequality follows from the stochastic domination
statement for diameters in Lemma 2.5. The estimate (2.7) is proven similarly.
2.3 Brownian motion estimates
In this subsection we record some miscellaneous elementary estimates for Brownian motion which we will
need several times in the remainder of this article. Throughout, we fix γ ∈ (0, 2) and we let Z = (L,R) be a
correlated two-dimensional Brownian motion with variances α and covariance −α cos(piγ2/4), with α = α(γ)
as in (2.2). We start with a basic continuity estimate.
Lemma 2.7. There are constants a, c0, c1 > 0, depending only on γ, such that the following is true. Let
Fn :=
{
sup
s1,s2∈[t1,t2]
|Zs1 − Zs2 | ≤ n(t2 − t1)1/2, ∀t1, t2 ∈ [0, 1] with t2 − t1 ≥ 2−an
2
}
, ∀n ∈ N.
Then P[F cn] ≤ c0e−c1n
2
.
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Proof. This is a straightforward consequence of the Gaussian tail bound, the reflection principle, and a union
bound over all dyadic intervals of the form [(k − 1)2−m, 2−m]Z for m ∈ [0, an2]Z and k ∈ [1, 2m]Z.
Next, we extract an estimate from [Shi85] for the probability of an “approximate pi/2-cone time” for Z.
In the next lemma, for a set A ⊂ C, we let B(A) ⊂ C be the set of points with Euclidean distance <  to A.
Lemma 2.8. Let T > 0 and δL, δR > 0 and set δL := δL ∧ T 1/2 and δR := δR ∧ T 1/2. Then
P
[
inf
t∈[0,T ]
Lt ≥ −δL, inf
t∈[0,T ]
Rt ≥ −δR
]
 T−2/γ2(δL ∧ δR)(δL ∨ δR)4/γ2−1 (2.8)
with implicit constant depending only on γ. Furthermore, suppose that A is the image of a smooth path
[0, 1]→ [0,∞)2 starting from 0 and ending at z ∈ [0,∞)2, and let  > 0. Then
P
[
Z([0, T ]) ⊂ B(A), Z(T ) ∈ B(z) | inf
t∈[0,T ]
Lt ≥ −δL, inf
t∈[0,T ]
Rt ≥ −δR
]
 1 (2.9)
with the implicit constant depending on A, , T , and γ but not δL or δR.
Proof. The estimate (2.8) follows from [Shi85, Equation (4.3)] (applied with z = δL + iδR) after applying a
linear transformation to Z to get an uncorrelated Brownian motion (c.f. the proof of [GMS17a, Lemma 2.2]).
The estimate (2.9) follows from [Shi85, Theorem 2] together with the analogous statements for unconditioned
Brownian motion and for Brownian motion conditioned to stay in a cone.
We also have an estimate for the cardinality of the boundary of the graph G|(0,T ], as defined in
Definition 2.2, which is really just an estimate for Brownian motion.
Lemma 2.9. For T > 0 and 0 <  < T , we have (in the notation of Definition 2.2) E[#∂(0, T ]]  T 1/2−1/2
with implicit constant depending only on γ.
Proof. By symmetry, it suffices to show that E
[
#∂
L
 (0, T ]
]
 T 1/2−1/2. If x ∈ (0, T −]Z, then x ∈ ∂L (0, T ]
if and only if
inf
t∈[x,T ]
(Lt − Lx) > inf
t∈[x−,x]
(Lt − Lx). (2.10)
The random variables on the left and right sides of (2.10) are independent. By the reflection principle, the
random variable on the right has the law of −1 times the modulus of a centered Gaussian random variable
with variance α. For each r > 0,
P
[
inf
t∈[x,T ]
(Lt − Lx) > −r
]
 (T − x)−1/2
(
r ∧ (T − x)1/2
)
.
By combining these observations, we find that P
[
x ∈ ∂L (0, T ]
]
 (T − x)−1/21/2 for all x ∈ (0, T − ]Z.
Clearly, P
[
bT/c ∈ ∂L (0, T ]
]
= 1. We conclude by summing over all x ∈ (0, T ]Z.
3 Quantitative distance bounds
In this section we will use space-filling SLE and LQG to prove estimates which will eventually lead to the
bounds in Theorem 1.10 as well as the lower bound for χ in Theorem 1.12. This is the only section of the
paper in which we directly use non-trivial facts about SLE and LQG; the rest of our arguments can be
formulated solely in terms of Brownian motion. Some of the more standard LQG estimates used in this
section are proven in Appendix A.
16
3.1 Upper bound for the cardinality of a ball
In this subsection we will prove the following lower bounds for distances in the LQG structure graph, which
will eventually lead to the upper bound in Theorem 1.10 and the lower bound for χ in Theorem 1.12.
Proposition 3.1. Let ξ− = (2+γ2/2+
√
2γ)−1 be as in (1.6). For each u ∈ (0, ξ−), there exists c = c(u, γ) > 0
such that
P
[
dist(0, ∂(−1, 1];G) ≥ −ξ−+u
] ≥ 1−O(c), (3.1)
with ∂ as in Definition 2.2. Furthermore, it holds with probability tending to 1 as → 0 that
dist
(
, 1;G|(0,1]
) ≥ −ξ−∨(1−2/γ2)+o(1). (3.2)
In particular,
E
[
diam
(G|(0,1])] ≥ −ξ−∨(1−2/γ2)+o(1). (3.3)
Proposition 3.1 immediately implies the following corollary, which will be used in [GHS17,GM17b].
Corollary 3.2. For each A > 0, there exists K = K(A, γ) > 0 such that for each n ∈ N,
P
[
Bn(0;G1) ⊂ [−nK , nK ]Z
] ≥ 1−On(n−A). (3.4)
Proof. Since G d= G1 as graphs, (3.1) of Proposition 3.1 implies that for m ∈ N, P[Bmξ−−u(0;G1) ⊂
[−m,m]Z] ≥ 1 − Om(m−c). We obtain (3.4) by choosing m = nK where K > 0 is chosen large enough so
that nK(ξ−−u) ≥ n and n−Kc ≤ n−A.
To prove Proposition 3.1, we will first use basic estimates for LQG to prove an upper bound for the
number of space-filling SLE cells η([x− , x]Z) for x ∈ Z with at least a given Euclidean diameter which
are contained in a fixed Euclidean ball Br(0) (Lemma 3.3). By considering the n largest cells contained in
Br(0), this estimate will lead to a lower bound for the minimal number of cells in a path in G from 0 to a
cell which lies outside of Br(0). Since η([−1, 1]) a.s. contains a Euclidean ball centered at the origin (and
one can estimate the radius of this ball) this will allow us to conclude Proposition 3.1. The 1− 2/γ2 in (3.2)
and (3.3) comes from the fact that there are typically at least −(1−2/γ
2)+o(1) cells of G which intersect the
pinch points of η([−1, 1]) (recall Figure 2, right panel).
We note that the only properties of space-filling SLEκ used in the proof is [GHM15, Proposition 3.4]—which
says that a segment of space-filling SLEκ typically contains a Euclidean ball whose diameter is comparable
(up to an o(1) exponent) to the diameter of the segment—and [HS16, Proposition 6.2] (which is used in
Lemma A.4 to get a polynomial bound for the probability in (3.1)). Since these properties are true for every
κ > 4, Proposition 3.1 remains true, with the same exponents, e.g., if we replace η by a space-filling SLEκ˜ for
κ˜ ∈ (4,∞) \ {16/γ2}, still sampled independently from h and then parametrized by γ-LQG mass.
We now commence with the proof of Proposition 3.1. We first prove our estimate for the number of
structure graph cells having a given Euclidean diameter.
Lemma 3.3. Let h be the circle average embedding of a γ-quantum cone in (C, 0,∞). Let η be a space-filling
SLEκ from ∞ to ∞ in C sampled independently from h and then parametrized by γ-quantum mass with
respect to h. For α > 0, let
f(α) :=

2α− α
2γ2
(
1
α
− 2− γ
2
2
)2
, α ≤ 2
4 + γ2
2α, α >
2
4 + γ2
.
(3.5)
For each α, u > 0, there exists c = c(α, u) > 0 such that for each r ∈ (0, 1), it holds with probability at least
1−O(c) that the number of x ∈ Z such that η([x− , x])∩Br(0) 6= ∅ and diam η([x− , x]) ≥ α is at most{
0, α < 2(2+γ)2 − u
−f(α)−u, α ≥ 2(2+γ)2 − u.
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Proof. The idea of the proof is to first argue that each cell of G which intersects Br2(0) \Br1(0) must contain
a Euclidean ball of radius slightly smaller than the diameter of the cell; then use Lemma A.1 with α in place
of  to upper bound the number of such Euclidean balls with radius at least α.
Step 1: comparing space-filling SLE cells to Euclidean balls. Fix ζ ∈ (0, (u∧ α)/100), to be chosen later. Also
fix r′ ∈ (r, 1). For x ∈ Z, let δx be the radius of the largest Euclidean ball contained in η([x− , x]). Also let
zx be the center of this ball. We claim that with probability at least 1− o∞ (),
ζ(1−ζ) ∧ (diam η([x− , x])) ≤ δ1−ζx , ∀x ∈ Z with η([x− , x]) ∩Br′(0) 6= ∅. (3.6)
To see this, let Eζ be the event that for each δ ∈ (0, ζ ] and each a, b ∈ R with a < b, η([a, b]) ⊂ D, and
diam η([a, b]) ≥ δ1−ζ , the set η([a, b]) contains a Euclidean ball of radius at least δ. By [GHM15, Proposition
3.4 and Remark 3.9], we have P[Eζ ] = 1 − o∞ (). By considering separately the values of x for which
diam η([x− , x]) > ζ(1−ζ) and diam η([x− , x]) ≤ ζ(1−ζ), we find that for small enough  > 0 (depending
only on r), the relation (3.6) holds whenever Eζ occurs.
Step 2: bounding the number of Euclidean balls with µh-mass at most . For α > 0 let Dα be the set of
w ∈ Br(0) ∩ ( 14α)Z2) with µh(Bα/4(w)) ≤ . By Lemma A.1 (applied with α/4 in place of  and with
p = 1/α− 2− γ2/2 > 0) and a sum over O(−2α) cells in the case when α < 2/(4 + γ2); or the trivial bound
#Dα ≤ O(−2α) in the case when α ≥ 2/(4 + γ2), we have E[#Dα] ≤ −f(α)−o(1).
Since f is non-decreasing, piecewise continuously differentiable, and satisfies f(α) < 0 for α ∈ (0, 2/(2+γ)2),
there exists b = b(γ) > 0 such that f(α) + ζ < 0 for α ∈ (0, 2/(2 + γ)2 − bζ). By the Chebyshev inequality
and since #Dα is a non-negative integer (so equals 0 whenever it is < 1), we find that with probability at
least 1−O(ζ),
#Dα ≤
{
0, α < 2(2+γ)2 − bζ
−f(α)−ζ−o(1), α ≥ 2(2+γ)2 − bζ.
(3.7)
Step 3: conclusion. Now suppose that (3.6) holds and (3.7) holds with α/(1− ζ) in place of α, which happens
with probability at least 1 − O(ζ). If x ∈ Z with η([x − , x]) ∩ Br(0) 6= ∅ and diam η([x − , x]) ≥ α,
then by (3.6) and since ζ < α, we have δx ≥ α/(1−ζ). Since µh(η([x − , x])) =  by definition, there is a
w ∈ Dα/(1−ζ) with Bα/(1−ζ)/4(w) ⊂ Bδx(zx). By (3.7), the number of such x is 0 if α/(1−ζ) < 2/(2+γ)2−bζ
and is at most −f(α)−oζ(1) if α/(1− ζ) ≥ 2/(2 + γ)2 − bζ, with the rate of the oζ(1) independent of . We
now conclude by choosing ζ sufficiently small (depending on u); and setting c = ζ for this choice of ζ.
Proof of Proposition 3.1. Fix ζ ∈ (0, u) to be chosen later, in a manner depending only on u and γ. Also fix
r ∈ (0, 1). We will apply Lemma 3.3 to bound the number of cells of G contained in Br(0) with µh-mass in a
given interval, deduce from this a lower bound for the minimum length of a path in G from 0 to a vertex
whose corresponding cell lies outside of Br(0), then use this and a basic estimate for space-filling SLE to
obtain (3.1). The other estimates in the proposition statement will follow from (3.1) and a lower bound for
the Hausdorff dimension of the times for Z corresponding to pinch points of η([−1, 1]).
Step 1: application of Lemma 3.3. Let
2
(2 + γ)2
− ζ = α0 < · · · < αN = 2
4 + γ2
+ ζ
be a partition of
[
2
(2+γ)2 − ζ, 24+γ2 + ζ
]
with αk − αk−1 ≤ ζ for each k ∈ [1, N ]Z. For k ∈ [1, N ]Z, let Ak be
the set of x ∈ Z with η([x− , x]) ∩Br(0) 6= ∅ and αk ≤ diam η([x− , x]) < αk−1 . Also let A0 be the set
of x ∈ Z with η([x− , x]) ∩Br(0) 6= ∅ and diam η([x− , x]) ≥ α0 . By Lemma 3.3 applied with αk in place
of α for each k ∈ [0, N ]Z, it holds except on an event of probability decaying faster than some positive power
of  (the power depends on γ and ζ) that
A0 = ∅ and #Ak ≤ −f(αk)+oζ(1) ∀k ∈ [1, N ]Z (3.8)
where here f(·) is as in (3.5) and the oζ(1) error is independent of .
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Step 2: bounding the G-distance from 0 to ∂Br(0). The condition (3.8) implies that the total Euclidean
diameter of the cells corresponding to elements of
⋃k
j=0A

j satisfies
k∑
j=0
∑
x∈Ak
diam η([x− , x])  max
j∈[1,k]Z
−f(αj)+αj+oζ(1), ∀k ∈ [0, N ]Z. (3.9)
For ξ− as in the proposition statement, we have −f(α) + α > 0 for α < ξ−. Consequently, if we choose ζ
sufficiently small (depending only on u and γ) then the right side of the inequality in (3.9) is smaller than
r/2 for sufficiently small  provided αk ≤ ξ− − u/2.
If (3.9) holds and P is a path in G from 0 to some y ∈ Z with η([y − , y]) ⊂ C \ Br(0), then we can
find distinct y1, . . . , yn ∈ Z each of which is hit by P and satisfies η([yi − , yi]) ∩Br(0) 6= ∅ such that
n∑
i=1
diam η([yi − , yi]) ≥ r
2
and diam η([yi − , yi]) ≤ ξ−−u/2 ∀i ∈ [1, n]Z.
Therefore, |P | ≥ n  −ξ−+u/2. Hence, except on an event of probability decaying faster than some positive
power of ,
dist(0, y;G) ≥ −ξ−+u/2, ∀y ∈ Z with η([y − , y]) ⊂ C \Br(0). (3.10)
Step 3: bounding the G-distance from 0 to ∂(−1, 1]. To transfer from (3.9) to a bound for the distance from
0 to ∂(−1, 1], we use Lemma A.4 to get that except on an event of probability decaying faster than some
positive, ζ, γ-dependent power of , D ⊂ η([−−ζ , −ζ ]). By this and (3.10), it holds except on an event of
probability decaying faster than some positive power of  that dist(0, ∂(−−ζ , −ζ ];G) ≥ −ξ−+u/2, which
by scale invariance (i.e., the fact that the law of G does not depend on ) implies (3.1) upon choosing ζ
sufficiently small, depending on u and γ.
Step 4: contribution of the pinch points. To prove (3.2), let T be the set of times t ≥ 0 at which L and
R attain a simultaneous running infimum relative to time 0. Let Y  be the set of x ∈ (0, 1]Z for which
(x− , x]∩T 6= ∅. It is easy to see that the Hausdorff dimension of T ∩ [0, 1] has the same law as the Hausdorff
dimension of the set of pi/2-cone times of Z. If we apply a linear transformation which takes Z to a pair
of independent Brownian motion, then a pi/2-cone time for Z is the same as a θ-cone time for this pair of
independent Brownian motions for θ = piγ2/4. Hence, we can deduce from [Eva85, Theorem 1] that the
Hausdorff dimension of T ∩ [0, 1] is a.s. equal to (1−2/γ2)∨0. Consequently, it holds with probability tending
to 1 as →∞ that the number of intervals of length  needed to cover T ∩ [0, 1] is at least −(1−2/γ2)+u. In
particular,
lim
→0
P
[
#Y  ≥ −(1−2/γ2)+u
]
= 1.
On the other hand, the adjacency condition (1.3) implies that every path from 0 to 1 in G|(0,1] must pass
through every element of Y  (equivalently, removing an element of Y  disconnects G|(0,1] into two pieces).
Hence with probability tending to 1 as → 0,
dist
(
, 1;G|(0,1]
) ≥ −(1−2/γ2)+o(1).
Combining this with (3.1) yields (3.2) and hence also (3.3).
3.2 Lower bound for the cardinality of a ball
In this subsection we will prove the following estimate, which implies the lower bound in Theorem 1.10.
Proposition 3.4. Let d− be as in (1.4). There exists p = p(γ) > 0 such that for each u ∈ (0, 1), each  > 0,
and each n ∈ N,
P
[
#Bn(0;G) ≥ nd−−u
] ≥ 1−On(n−pu2). (3.11)
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Note that by Brownian scaling, the left side of (3.11) does not depend on .
Throughout this subsection we assume that (C, h, 0,∞) is a γ-quantum cone, with the circle average
embedding (Section 2.1.1), η is a whole-plane space-filling SLEκ independent from h, parametrized by
γ-quantum mass with respect to h, and G is constructed from (h, η) as in Section 1.2.
The main idea of the proof of Proposition 3.4 is to prove an upper bound for the number of cells of the
form η([y − , y]) needed to cover the line segment from 0 to a typical point of the form η(x) for x ∈ Z
which is contained in D. This yields an upper bound for the G-graph distance from x to the origin, which in
particular implies that x is with high probability contained in Bn(0;G) for an appropriate value of n.
Our upper bound for the number of cells needed to cover a line segment will be deduced from a variant of
the KPZ formula [KPZ88,DS11] which gives an upper bound for the number of -mass segments of η needed
to cover a general set X ⊂ C which is independent from h (but not necessarily from η). The proof of the
following proposition is given in Appendix A.2.
Proposition 3.5. Suppose we are in the setting described just above. Let X be a random subset of C which
is independent from h (but not necessarily independent from η) and is a.s. contained in some deterministic
bounded subset D of C. For δ > 0, let Nδ be the number of Euclidean squares of the form [z1 + δ]× [z2 + δ]
for (z1, z2) ∈ δZ2 which intersect X. Suppose that the Euclidean expectation dimension
d̂0 := lim
δ→0
logE[Nδ]
log δ−1
∈ [0, 2] (3.12)
exists and let d̂γ ∈ [0, 1] be the unique non-negative solution of
d̂0 =
(
2 +
γ2
2
)
d̂γ − γ
2
2
d̂2γ . (3.13)
Also define
N  := #{x ∈ Z : η([x− , x]) ∩X 6= ∅}. (3.14)
There is a constant c = c(γ,D) > 0 such that for each choice of X as above and each u > 0,
P
[
N  > −d̂γ−u
]
 cu, ∀ > 0 (3.15)
with the implicit constant independent from .
We remark briefly on how Proposition 3.5 relates to other KPZ-type formulas in the literature. The
proposition is a variant of [DS11, Proposition 1.6] with the “quantum dimension” defined in terms of cells
of G rather than dyadic squares with µh-mass approximately , and is a one-sided Minkowski dimension
version of [GHM15, Theorem 1.1] (which concerns Hausdorff dimension instead of Minkowski dimension).
This paper will only use the one-sided bound of Proposition 3.5, but the complementary one sided-bound is
proven in [GM17a, Section 4]. There are also a number of other KPZ-type results in the literature, some of
which concern Minkowski dimensions [Aru15,BGRV16,GM17a,BJRV13,BS09,DMS14,DRSV14,DS11,RV11].
The proof of Proposition 3.5 is similar to the proof of [DS11, Proposition 1.6] but with an extra step—based
on regularity estimates for space-filling SLE segments from [GHM15]—to transfer from dyadic squares to
space-filling SLE segments. To avoid interrupting the main argument, the proof is given in Appendix A.2.
Returning now to the proof of Proposition 3.4, we note that d̂γ = 1/d− is the solution to the KPZ
equation (3.13) when the Euclidean dimension d̂0 is equal to 1. Hence if z, w ∈ C are random points at
positive distance from 0 which are chosen in a manner which does not depend on h and X is a smooth path
from z to w, then Proposition 3.5 implies an upper bound for the number of cells in G needed to cover X,
and hence an upper bound for the distance in G between the cells containing z and w. However, we cannot
apply this statement directly with (0, η(x)) in place of (z, w) since h has a γ-log singularity at 0 and η(x) is
not sampled independently from h (because η is parametrized by quantum mass with respect to h). The
γ-log singularity is not a serious issue, and can be overcome by a multi-scale argument (Lemma 3.6). Getting
around the fact that η(x) is not independent from h, however, will require a bit more work.4
4This is not the first work to apply KPZ-type results to a set which is not independent from h; the paper [Aru15] proves a
KPZ-type relation for flow lines of a GFF (in the sense of [MS16d,MS16e,MS16a,MS17]), in which case the lack of independence
is much more serious and (unlike in our setting) the KPZ relation differs from the ordinary KPZ relation for independent sets.
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To get around the lack of independence, we will first apply Proposition 3.5 with X equal to union of the
segment [0, r] and the circle ∂Br(0) for fixed r ∈ (0, 1) to show that with high probability, the G-distance
from 0 to any y ∈ Z for which η([y − , y]) intersects ∂Br(0) is at most −1/d−+o(1) (Lemmas 3.6 and 3.7).
If x ∈ (0, u]Z for a small u > 0 and r ∈ (0, 1/2) is small, then the sets [0, r] ∪ ∂Br(0) and [η(x), η(x) +
1/2] ∪ ∂B1/2(η(x)) typically intersect, so if we could replace 0 with x in the preceding estimate we would
get an upper bound of −1/d−+o(1) for the G-graph distance between 0 and x. Proposition 3.4 would then
follow from this, a union over all x ∈ (0, u]Z, and the fact that the law of G does not depend on .
We know from [DMS14, Lemma 9.3] that (h(·+ η(x)), η(·) + η(x)) d= (h, η) modulo rotation and scaling
for each fixed x ∈ Z (this rotation/scaling converts h(· + η(x)) into the circle average embedding of the
corresponding quantum cone; c.f. (3.19) and the surrounding discussion). So, in order to apply the above
estimate with x in place of 0 we need to control the magnitude of this scaling factor. This is accomplished
in Lemma 3.8 by comparing the µh-masses of certain Euclidean balls. The reader may wish to consult the
caption of Figure 6 to see how all of the various lemmas in this subsection fit together.
We start by dealing with the γ-log singularity of h at 0 (note that we cannot ignore this log singularity
like we do in, e.g., the proof of Lemma A.1 since here we need an upper bound for the graph distance between
0 and another point).
Lemma 3.6. Let X be the line segment from 0 to some deterministic point of ∂D. There is a q > 0 depending
only on γ such that the following is true. For  ∈ (0, 1), let N  be the number of cells of the form η([x− , x])
for x ∈ Z needed to cover X (as in (3.14)). Then for u ∈ (0, 1), we have
P
[
N  > −1/d−−u
]
 qu2
with the implicit constant depending only on γ and u.
Proof. By [HS16, Proposition 6.2] and Lemma A.3, we can find a > 0 and q1 > 0 such that
P[Ba(0) 6⊂ η([−, ])]  q1 . (3.16)
Hence we only need to cover X \Ba(0). We do this using a multi-scale argument.
Let hG := h + γ log | · |, so that (since h is a circle average embedding) hG|D agrees in law with the
restriction to D of a whole-plane GFF. For r > 0, let hGr (0) be the circle average of h
G over ∂Br(0). For
k ∈ N0, let
hk := hG(e−k·)− γ log | · | − hGe−k(0).
By the conformal invariance of the law of the whole-plane GFF (modulo additive constant) we have hk|D d= h|D.
Let ηk be given by ekη, parametrized by µhk -mass instead of µh-mass. Also let
Xk := X ∩ (Be−k(0) \Be−k−1(0)).
Let v > 0 (to be chosen later, depending on u) and let Ek be the event that the following is true.
1. |hGe−k(0)| ≤ vγ log(−1).
2. There exists a collection Ik of at most −(1/d−+v)(1+v) intervals of length at most 121+v such that⋃
I∈Ik η
k(I) covers X0.
The random variable hGe−k(0) is Gaussian with variance k [DS11, Section 3.1], so by the Gaussian tail bound
and Proposition 3.5,
P[Eck]  q2v
2
, ∀k ∈ [0, dlog −ae]Z
for appropriate q2 > 0 depending only on γ. Therefore,
P
dlog −ae⋂
k=0
Ek
 ≥ 1− q2v2+o(1) (3.17)
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Now suppose that
⋂dlog −ae
k=0 Ek occurs. By [DS11, Proposition 2.1], for each k ∈ N0 and each A ⊂ D we
have
µhk(A) = exp
(
γ(Q− γ)k − γhGe−k(0)
)
µh(e
−kA), for Q =
2
γ
+
γ
2
.
Note that we have a factor of Q− γ instead of Q due to the γ-log singularity. In particular, if Ek occurs and
I ∈ Ik, then
1
2
1+v ≥ len I = µhk(ηk(I)) ≥ eγ(Q−γ)k−vµh(e−kηk(I)).
Hence e−kηk(I) ⊂ η(J) for an interval J ⊂ R with length at most . If we let Jk be the collection of all such
intervals J , then
⋃
J∈Jk η(J) covers e
−kX0 = Xk. Therefore,
X \Ba(0) ⊂
dlog −ae⋃
k=0
⋃
J∈Jk
η(J).
The total number of intervals in
⋃dlog −ae
k=0 Jk is at most (log −a)−(1/d−+v)(1+v). If we take v = cu for an
appropriate c = c(γ) > 0, then this quantity is smaller than 12
−1/d−−u for small enough . Recalling (3.16)
and (3.17), we obtain the statement of the lemma with q = min{q1, q2c2}.
Lemma 3.7. For  > 0, u > 0, and r ∈ (0, 1), let E(r) = E(r, u) be the event that the following is true.
For each x ∈ Z such that η([x− , x]) intersects [0, r] ∪ ∂Br(0), we have
dist(0, x;G) ≤ −1/d−−u.
There exists q > 0 depending only on γ such that for each u > 0 and each r ∈ (0, 1/2],
P[E(r)
c]  qu2
with the implicit constant depending only on γ and u (not on r).
Proof. By Proposition 3.5 and a scaling argument as in the proof of Lemma 3.6, it holds except on an event
of probability q0u
2
for q0 = q0(γ) > 0 that the number of cells η([y− , y]) for y ∈ Z needed to cover ∂Br(0)
is at most 12
−1/d−−u. The lemma follows by combining this with Lemma 3.6.
We next want to use translation invariance to apply Lemma 3.7 with η(x) for appropriate x ∈ Z in place
of 0 = η(0). By [DMS14, Lemma 9.3], if we set
(ht, ηt) := (h(·+ η(t)), η(·+ t)− η(t)), ∀t ∈ R, (3.18)
then (ht, ηt) agrees in law with (h, η) modulo rotation and scaling, i.e., there exists a random ρt ∈ C for
which (
ht(ρt·) +Q log |ρt|, ρ−1t ηt
) d
= (h, η); (3.19)
here we recall that Q is as in (2.1). The parameter ρt is determined by the requirement that h
t(ρt·)+Q log |ρt|
is a circle average embedding of ht (as defined in Section 2.1.1). Since the statement of Lemma 3.7 is only
proven for h, which is assumed to have the circle average embedding, we need some lemmas to control how
much ht differs from a circle average embedding, i.e., we need to control ρt. In particular, we will prove the
following lemma.
Lemma 3.8. For t ∈ R, define (ht, ηt) as in (3.18) and ρt as in (3.19). There exists a, q > 0 depending
only on γ such that for each  ∈ (0, 1) and each u ∈ (0, 1),
P
[
η([0, u]) ⊂ Bau(0) ⊂ B|ρx|/2(η(x)), ∀x ∈ (0, u]Z
] ≥ 1−O(qu2). (3.20)
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If Bau(0) ⊂ B|ρx|/2(η(x)), then every path in G from x to a vertex whose corresponding cell intersects
B|ρx|/2(η(x)) must pass through a vertex whose corresponding cell intersects ∂Bau(0). This will allow us to
apply Lemma 3.7 with r = au; and with (hx, ηx) in place of (h, η) and r = 1/2 to deduce Proposition 3.4
(c.f. Figure 6).
Proof of Lemma 3.8. We will establish an upper bound for µh(B4au(0)) and a lower bound for µh(B|ρx|/2(η(x)),
which together imply that the former ball cannot contain the latter ball and hence that Bau(0) ⊂ B|ρx|/2(η(x))
provided |η(x)| ≤ au. This is done using some basic estimates for the LQG measure from Appendix A.1.
Let a > 0 to be chosen later and let τ be the exit time of η from Bau(0). By [GHM15, Lemma 3.6],
except on an event of probability o∞ () it holds that η([0, τ]) contains a Euclidean ball of radius at least
2au. Note that η([0, τ]) is independent from h. By [GHM15, Lemma 3.12], if a is chosen sufficiently small
(depending only on γ) than we can find q1 > 0 such that the probability that this Euclidean ball has quantum
mass smaller than u is  q1u2 . Hence with probability at least 1−O(q1u2),
η([0, u]) ⊂ Bau(0). (3.21)
By Lemma A.3, we can find b, q2 > 0, depending only on γ, such that with probability at least 1−O(q2u2),
µh(B4au(0)) ≤ abu. (3.22)
By the definition (3.19) of ρx and [DS11, Proposition 2.1], µhx(B|ρx|/2(0)) = µh(B|ρx|/2(η(x))) has the same
law as µh(B1/2(0)). By Lemma A.2 and a union bound over all x ∈ (0, u]Z, it holds with probability
1− o∞ () that
µh(B|ρx|/2(η(x))) > 
abu, ∀x ∈ (0, u]Z. (3.23)
Henceforth assume that (3.21), (3.22), and (3.23) all hold, which happens with probability at least
1−O(qu2) for q = q1 ∧ q2. The relations (3.22) and (3.23) immediately imply that B|ρx|/2(η(x)) 6⊂ B4au(0)
for each x ∈ (0, u]Z. Since we are also assuming that η([0, u]) ⊂ Bau(0), this together with the triangle
inequality shows that for each such x,
|ρx|/2 ≥ 4au − |η(x)| ≥ 3au and hence Bau(0) ⊂ B|ρx|/2(η(x)).
Hence (3.20) holds.
Proof of Proposition 3.4. See Figure 6 for an illustration of the proof. For x ∈ (0, u]Z, let (hx, ηx) and
ρx ∈ C be as in (3.18) and (3.19), respectively. Let a > 0 be as in Lemma 3.8 and let E∗ be the event E(au)
from Lemma 3.7 (with r = au). Also let Ex be the event E(1/2) from Lemma 3.7 with the re-scaled pair
(hx(ρx·) +Q log |ρx|, ρxηx) (which has the same law as (h, η)) in place of (h, η), i.e.,
Ex =
{
dist(x, y;G) ≤ −1/d−−u, ∀y ∈ Z with η([y − , y]) ∩B|ρx|/2(η(x)) 6= ∅
}
.
Suppose now that x ∈ (0, u]Z and the event
Ex ∩ E∗ ∩
{
η(x) ∈ Bau(0) ⊂ B|ρx|/2(η(x))
}
(3.24)
occurs. By definition of Ex , there is a path in G of length at most −1/d−−u from x to a vertex whose
corresponding cell intersects ∂B|ρx|/2(η(x)). Since Bau(0) ⊂ B|ρx|/2(η(x)) this path must pass through a
vertex of G whose corresponding cell intersects ∂Bau(0). By definition of E∗ , we thus have dist(0, x;G) ≤
2−1/d−−u.
It follows from Lemmas 3.7 and 3.8 that there is a q > 0 depending only on γ such that for each
x ∈ (0, u]Z, it holds with probability at least 1−O(qu2) that the event (3.24) occurs, with the O(qu2)
uniform over all x ∈ (0, u]Z. Hence
P
[
dist(0, x;G) ≤ 2−1/d−−u
]
≥ 1−O(qu2), ∀x ∈ (0, u]Z.
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0η(x)
Bau(0) ∂B|ρx|/2(η(x))
η([0, x])
Figure 6: Illustration of the proof of Proposition 3.4. Lemma 3.7 implies that with high probability, the
G-distance from 0 to any cell which intersects the circle ∂Bau(0), with a as in Lemma 3.8, is at most
−1/d−−u. For x ∈ Z ball B|ρx|/2(η(x)) is mapped to B1/2(0) when we re-scale as in (3.19) to get a circle
average embedding of the γ-quantum cone (C, hx, 0,∞). Hence Lemma 3.7 also implies that with high
probability the G-distance from x to any vertex whose corresponding cell intersects ∂B|ρx|/2(η(x)) is at most
−1/d−−u. Lemma 3.8 implies that if x ∈ (0, u]Z, then with high probability η(x) ∈ Bau(0) ⊂ B|ρx|/2(η(x)),
with ρx as in (3.19). If this is the case, then every path in G from x to a vertex whose corresponding
cell intersects B|ρx|/2(η(x)) must pass through ∂Bau(0). We obtain an upper bound for dist(0, x;G) by
concatenating part of a path from x to a cell which intersects ∂B|ρx|/2(η(x)) with the reverse of a path from
0 to a cell which intersects ∂Bau(0) (the concatenated path is shown in solid blue). Note that our proof
shows that we can take the paths to consist of line segments and arcs of the boundaries of the circles, but
this is not necessary for our conclusion.
By the Chebyshev inequality, with probability at least 1 − O(qu2), there are at least (1 − o(1))−(1−u)
elements of Z whose distance to 0 in G is at most 2−1/d−−u.
Given n ∈ N, choose  > 0 such that n = b2−1/d−−uc, so that   n
d−
1−d−u . Then the preceding paragraph
implies that there is a p0 = p0(γ) > 0 such that if u is chosen sufficiently small, then except on an event of
probability at most On(n
−p0u2) there are at least (1− on(1))n
d−(1−u)
1−d−u elements x of Z with dist(0, x;G) ≤ n.
By scale invariance, the law of #Bn(0;G) does not depend on . The statement of the lemma for small
enough u follows by replacing u with cu where c = c(γ) is chosen so that (1− on(1))n
d−(1−cu)
1−d−cu ≤ nd−−u for
small enough u. The statement for general u ∈ (0, 1) follows by shrinking p.
Proof of Theorem 1.10. The upper bound for #Bn(0;G1) follows from (3.1) of Proposition 3.1 and scale
invariance. The lower bound follows from Proposition 3.4.
Remark 3.9 (Upper bound for χ). In this remark we describe what is needed to extract the upper bound
for the exponent χ of Theorem 1.12 described in Remark 1.14 from the results of this subsection and the
other estimates in this paper.
We first note that if the lower bound of Theorem 1.15 held for distances in G rather than in G|(0,1]
(which we expect to be the case for γ ∈ (0, γ∗], as defined in Conjecture 1.13) then the upper bound for
χ would follow from Proposition 3.5, applied with X equal to a straight line, plus a similar (but easier)
argument to the one used to prove Proposition 3.4.
In order to extract an upper bound for χ using only the results of this paper, we would need to apply
Proposition 3.5 to a set X which is contained in η([0, τ ]) for an appropriate choice of time τ . We can reduce
to the case when τ is a stopping time depending only on η, viewed modulo parametrization, by similar
arguments to the ones used earlier in this subsection. Due to our strong upper bound for distances ((1.9) of
Theorem 1.15) we only need to consider paths between points near η(0) and η(τ), not between η(0) and η(τ)
themselves. Hence we would need an upper bound for the minimal Euclidean length of a curve X between
appropriate points of η([0, τ ]) which is contained in η([0, τ ]). We expect that such a bound can be proven
using SLE estimates, but we do not carry this out here.
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4 Expected diameter of a cell conditioned on its boundary lengths
Fix γ ∈ (0, 2) and assume we are in the setting of Section 1.2. In this section we will prove an estimate
which shows that the conditional expected diameter of G2−n |(0,1] given a realization of the boundary length
vector ∆Z[0,1] (Definition 2.3) with |∆Z[0,1]| not too large is not too much larger than its unconditional expected
diameter (here and elsewhere | · | denotes the usual Euclidean norm). We note that conditioning on ∆Z[0,1] is
equivalent to conditioning on L1, R1, and the infima of each of L and R over [0, 1].
Proposition 4.1. Let n ∈ N and let Fn be the regularity event from Lemma 2.7. For each a = (aL, aR, aL, aR) ∈
(0,∞)4 with |∆Z[0,1]| ≤ n, we have
E
[
diam
(
G2−n |(0,1]
)
1Fn |∆Z(0,1] = a
]
 n5E
[
diamG2−n |(0,1]
]
(4.1)
with the implicit constant depending only on γ.
The reason why Proposition 4.1 is useful is as follows. By Lemma 2.4, the graph G2−n |(0,1] is determined
by {∆Z[x−2−n,x] : x ∈ (0, 1]2−nZ}. Hence for n,m ∈ N, Proposition 4.1 allows us to estimate the conditional
expected diameter given {∆Z[x−2−n,x] : x ∈ (0, 1]2−nZ} of G2
−n−m |(x−2−n,x] for x ∈ (0, 1]2−nZ. Such an
estimate will play a key role in the next section (see in particular Lemma 5.7).
To prove Proposition 4.1, we will start in Section 4.1 by proving an analogous estimate when we condition
on only Z1 = (∆
L
(0,1] −∆L(0,1],∆
R
(0,1] −∆R(0,1]) instead of on the whole boundary length vector ∆Z(0,1] (which
amounts to working with a correlated Brownian bridge). In Section 4.2, we will improve this to an estimate
where we condition on Z1 and the event that the infimum of L (resp. R) on [0, 1] is at least −bL (resp. −bR)
for some bL, bR ≥ 0, but not on the precise values of these infima. In Section 4.3, we will conclude the proof
of Proposition 4.1. The reason for going through these intermediate steps is that we have simple, explicit
formulas for quantities related to a Brownian bridge (e.g., the Radon-Nikodym derivative of an initial segment
with respect to the corresponding segment of an unconditioned Brownian motion) but we do not have such
nice formulas if we also condition on the exact values of the infima of the two coordinates of the bridge.
4.1 Conditioning on just the endpoints
In this subsection we will prove a weaker version of Proposition 4.1 in which we condition only on Z1 =
(∆
L
(0,1] −∆L(0,1],∆
R
(0,1] −∆R(0,1]) instead of on ∆Z(0,1]. In this case, the proof of the proposition amounts to an
elementary Radon-Nikodym calculation for a Brownian bridge.
Lemma 4.2. Let  > 0 and w ∈ R2. Also let n ∈ N such that 2−n ≤ . Then
E
[
diam
(G|(0,1]) |Z1 = w]  (1 ∨ |w|)2(log −1)2E[diam(G2−n |(0,1])] (4.2)
with the implicit constant depending only on γ.
Proof. Let Σ be the covariance matrix of Z. Then for each t1, t2 ∈ [0, 1] with t2−t1 = δ > 0, the unconditional
density of Zt2 − Zt1 is given by
z 7→ 1
2pi
√
δ det Σ
exp
(
−〈z,Σ
−1z〉
2δ
)
(4.3)
where 〈·, ·〉 denotes the Euclidean inner product on R2. Furthermore, by a straightforward Gaussian
calculation, the regular conditional law of Zt2 − Zt1 given {Z1 = w} is bivariate Gaussian with mean δw and
covariance matrix δ(1− δ)Σ, i.e. the density of this regular conditional law with respect to Lebesgue measure
is given by
z 7→ 1
2pi
√
δ(1− δ) det Σ exp
(
−〈z − δw,Σ
−1(z − δw)〉
2δ(1− δ)
)
. (4.4)
The ratio of the above two densities gives the Radon-Nikodym derivative of the conditional law of Zt2−Zt1
given {Z1 = w} with respect to its unconditional law. Since Z1 = Zt1 + (Zt2 − Zt1) + (Z1 − Zt2) and
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the first and last summands are independent from {Zt − Zt1}t∈[t1,t2], we infer that the conditional law of
{Zt − Zt1}t∈[t1,t2] given {Z1 = w} depends only on Zt2 − Zt1 , so the Radon-Nikodym derivative of the
conditional law of {Zt − Zt1}t∈[t1,t2] given {Z1 = w} with respect to its unconditional law is also given by
dividing (4.4) by (4.3). If δ ≤ 1/2, this Radon-Nikodym derivative is at most
2 exp
(
2〈z,Σ−1w〉 − 〈z,Σ−1z〉 − δ〈w,Σ−1w〉
2(1− δ)
)
. (4.5)
Let K > 1 be a constant (depending only on γ) such that
K−1|z|2 ≤ 〈z,Σ−1z〉 ≤ K|z|2, ∀z ∈ R2.
By the Gaussian tail bound and the form of the density (4.4), we find that for C > 0,
P
[
|Zt2 − Zt1 | > (2KCδ)1/2 + δ|w| |Z1 = w
]
 e−C (4.6)
with the implicit constant depending only on γ. Furthermore, whenever |z| ≤ (2KCδ)1/2 + δ|w|, the
quantity (4.5) is at most
2 exp
(
K((2KCδ)1/2 + δ|w|)|w|
2(1− δ)
)
. (4.7)
Now suppose we are given  > 0 and w ∈ R2. In the above estimates, take C = log −1 and let t1, t2 ∈ [0, 1]
be chosen so that
δ = t2 − t1 = (1 ∨ |w|)−2(log −1)−1. (4.8)
Let E be the event that |Zt2 − Zt1 | ≤ (2Kδ log −1)1/2 + δ|w|. By (4.6) with this choice of C and δ
we have P[Ec |Z1 = w]  . By (4.7), on E the Radon-Nikodym derivative of the conditional law of
{Zt − Zt1 : t ∈ [t1, t2]} given {Z1 = w} with respect to its marginal law is at most a constant depending
only on K. The graph G|[t1,t2] is determined by {Zt − Zt1 : t ∈ [t1, t2]} and the diameter of this graph is at
most −1. Hence for any δ ∈ (0, 1/2],
E
[
diam
(G|[t1,t2]) |Z1 = w] ≤ E[diam(G|[t1,t2])1E |Z1 = w]+ −1P[Ec |Z1 = w]
 E[diam(G|[0,t2−t1])] ≤ log −1E[diam(G2−n |(0,1])], (4.9)
where in the last inequality we have used Lemmas 2.5 and 2.6. If we write (0, 1] as the union of dδ−1e 
(1∨|w|)2 log −1 intervals of length δ, then diam(G|(0,1]) is at most the sum of the diameters of the restrictions
of G to these intervals. We obtain (4.2) by summing (4.9) over all of the intervals in this union.
4.2 Estimates for conditioned Brownian bridge
In this subsection we will prove an estimate which will serve as an intermediate step between Lemma 4.2 and
Proposition 4.1. Namely, we will bound the conditional expected diameter of the structure graph over (0, 1]
when we condition on Z1 and on lower bounds for the infima of L and R on [0, 1] (but not the precise values
of these infima). To state the estimate, we first need to discuss precisely what we mean by this conditioning.
Let b = (bL, bR) ∈ R2 with bL, bR ≥ 0, and w = (wL, wR) ∈ R2 with wL ≥ −bL and wR ≥ −bR. Let
Z˜ = (L˜, R˜) have the law of a correlated Brownian bridge from 0 to w in time 1 with the same variances and
covariances as Z (recall (2.2)), conditioned on the event that
inf
t∈[0,1]
L˜t ≥ −bL and inf
t∈[0,1]
R˜t ≥ −bR. (4.10)
If at least one of bL, bR, wL + bL, or wR + bR is 0, then the event (4.12) has probability zero. However, one
can still make sense of the law of Z, and in each case that law of Zt for each t ∈ (0, 1) is absolutely continuous
with respect to Lebesgue measure. In particular, we have the following.
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• In the case when bL and wL + bL are non-zero but bR and wR + bR are possibly zero, the law of Z˜
is that of a correlated two-dimensional Brownian bridge conditioned to stay in the upper half plane,
conditioned on the positive probability event that its first coordinate stays above −bL. This law can be
obtained by applying a linear transformation to a pair consisting of a one-dimensional Brownian bridge
and an independent one-dimensional Brownian bridge conditioned to stay positive, conditioned on a
certain positive probability event. A similar statement holds with “L” and “R” interchanged.
• In the case when bL and wR + bR are non-zero but bR and wL + bL are zero, the law of Z˜|[0,1/2] is that
of a correlated Brownian motion conditioned to stay in the upper half plane and conditioned on the
positive probability event that its first coordinate stays above −bL, weighted by a smooth function. The
conditional law of the time reversal of Z˜|[1/2,1] given Z˜|[0,1/2] is that of a correlated Brownian bridge
conditioned to stay in the upper half plane. A similar statement holds with “L” and “R” interchanged.
• In the case when bL = bR = 0 but wL+ bL and wR+ bR are non-zero, the law of Z˜ is that of a correlated
two-dimensional Brownian bridge conditioned to stay in the first quadrant. This law is rigorously
defined, e.g., in [GS17, Section 1.3.1] or [DW15a], building on [Shi85] (which constructs a correlated
Brownian motion conditioned to stay in the first quadrant). The same applies to the time reversal of Z˜
in the case when wL + bL = wR + bR = 0 but bL and bR are non-zero.
• In the case when at least three of bL, bR, wL + bL, and wR + bR are zero, either Z˜ or its time reversal
has the law of a correlated Brownian pi/2-cone excursion conditioned to spend one unit of time in the
cone and exit at a particular point. See [MS15c, Section 3] or [DW15b] for more detail.
For  > 0, let G˜ be defined in the same manner as the structure graph G|(0,1] with Z˜ in place of Z|[0,1].
For C ≥ |w|, define the regularity event
F˜C :=
{
sup
s,t∈[0,1]
|Z˜s − Z˜t| ≤ C
}
. (4.11)
The main result of this subsection is the following lemma.
Lemma 4.3. For each choice of b, w, t1, t2 as above, each C > |w|, each  > 0, and each n ∈ N with 2−n ≤ ,
we have
E
[
diam
(
G˜|[t1,t2]
)
1F˜C
]
 (1 ∨ C)2(log −1)2nE
[
diam
(
G2−n |(0,1]
)]
with the implicit constant depending only on γ.
For the proof of Lemma 4.3, we need the following estimate for a slightly different conditioned Brownian
motion. The lemma will eventually allow us to compare Z|[t1,t2] for 0 < t1 < t2 < 1 to a correlated Brownian
bridge with no additional conditioning, which will in turn allow us to apply Lemma 4.2.
Lemma 4.4. Let b = (bL, bR) ∈ R2 with bL, bR ≥ 0 and w = (wL, wR) ∈ R2 with wL ≥ −bL and wR ≥ −bR.
Also let t1, t2 ∈ (0, 1) with 0 ≤ t2 − t1 ≤ t1 ∧ (1− t2). Let Z˚ = (L˚, R˚) have the law of a Brownian bridge from
0 to w in time 1, with covariance matrix Σ, conditioned on the event that
inf
t∈[0,t1]∪[t2,1]
L˚t ≥ −bL and inf
t∈[0,t1]∪[t2,1]
R˚t ≥ −bR. (4.12)
Let
E˚ :=
{
inf
t∈[t1,t2]
L˚t ≥ −bL, inf
t∈[t1,t2]
R˚t ≥ −bR
}
=
{
inf
t∈[0,1]
L˚t ≥ −bL, inf
t∈[0,1]
R˚t ≥ −bR
}
. (4.13)
There is a constant c1 > 0 depending only on γ such that for any choice of b, w, t1, t2 as above, P
[
E˚
]
≥ c1.
The reason for our interest in the objects of Lemma 4.4 is that the conditional law of Z˚ given E˚ is the
same as the law of Z˜; and the conditional law of Z˚|[t1,t2] given Z˚|[0,t1]∪[t2,1] is that of a Brownian bridge.
These facts (applied for varying choices of t1 and t2) will allow us to reduce Lemma 4.4 to Lemma 4.2.
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Proof of Lemma 4.4. Let τ1 be the smallest t ∈ [0, t1] for which Zt ∈ [−bL + t1/21 ,∞)× [−bR + t1/21 ,∞) or
τ1 = t1 if no such t exists. Also let τ2 be the largest t ∈ [t2, 1] for which Zt ∈ [−bL + (1 − t2)1/2,∞) ×
[−bR + (1 − t2)1/2,∞). The regular conditional law of Z˚|[0,t1] given Z˚|[t1,1] is that of a Brownian bridge
from 0 to Z˚t1 in time t1 conditioned to stay in [−bL,∞)× [−bR,∞). Such a Brownian bridge has uniformly
positive probability to enter [−bL+ t1/21 ,∞)× [−bR+ t1/21 ,∞) before time t1, so we can find p1 > 0 depending
only on γ such that P
[
τ1 < t1 | Z˚|[t1,1]
]
≥ p1. Similarly, we can find p2 > 0 depending only on γ such that
P
[
τ2 > t2 | Z˚t1 |[0,t2]
]
≥ p2. Then P[τ1 < t1, τ2 > t2] ≥ p1p2. The regular conditional law of Z˚|[τ1,τ2] given
Z˚|[0,τ1] and Z˚|[τ2,1] is that of a correlated Brownian bridge from Z˚τ1 to Z˚τ2 conditioned on the event that it
stays in [−bL,∞)× [−bR,∞) on the time set [τ1, t1] ∪ [t2, τ2]. On the event {τ1 < t1} ∩ {τ2 > t2}, the first
(resp. second) endpoint of this Brownian bridge lies at distance at least t
1/2
1 (resp. (1 − t2)1/2) from the
boundary of [−bL,∞)× [−bR,∞). Since t2 − t1 ≤ t1 ∧ (1− t2), it follows that
P
[
Z˚|[t1,t2] ⊂ [−bL,∞)× [−bR,∞) | τ1 < t1, τ2 > t2
]
≥ p3
for some p3 > 0 depending only on γ. The statement of the lemma follows.
Proof of Lemma 4.3. Let t1, t2 ∈ (0, 1) with t2 − t1 ≤ t1 ∧ (1− t2). Let Z˚ and E˚ be as in Lemma 4.4 with
b, w as in the lemma and our given choice of t1, t2. Also let G˚ be defined in the same manner as the structure
graph G|(0,1] with Z˚ in place of Z|[0,1] and for C > |w|2 let F˚C be defined as in (4.11) with Z˚ in place of Z˜.
The law of Z˜ is the same as the conditional law of Z˚ given E˚, so by Lemma 4.4,
E
[
diam
(
G˜|[t1,t2]
)
1F˜C
]
= E
[
diam
(
G˚|[t1,t2]
)
1F˚C
| E˚
]
 E
[
diam
(
G˚|[t1,t2]
)
1F˚C
]
(4.14)
with the implicit constant depending only on γ.
By the Markov property, for (z1, z2) ∈ R2 the conditional law of Z˚|[t1,t2] given {(Z˚t1 , Z˚t2) = (z1, z2)} is
that of a Brownian bridge from z1 to z2. By Lemma 4.2 and scale invariance, if |z2 − z1| ≤ C and n ∈ N
with 2−n ≤ , then
E
[
diam
(
G˚|[t1,t2]
)
1F˚C
| (Z˚t1 , Z˚t2) = (z1, z2)
]
 (1 ∨ C)2(log −1)2E
[
diam
(
G2−n |(0,1]
)]
with the implicit constant depending only on γ. On the other hand, if (Z˚t1 , Z˚t2) = (z1, z2) and |z2 − z1| > C,
then F˚C does not occur, so the above conditional expectation is 0. By plugging this into (4.14) and integrating
over (z1, z2), we obtain
E
[
diam
(
G˜|[t1,t2]
)
1F˜C
]
 (1 ∨ C)2(log −1)2E
[
diam
(
G2−n |(0,1]
)]
. (4.15)
To conclude, we write
diam
(
G˜
)
≤
n∑
k=2
diam
(
G˜|[2−k,2−k+1]
)
+
n∑
k=2
diam
(
G˜|[1−2−k+1,1−2−k]
)
+ 1,
multiply by 1F˜C , then take expectations of both sides and apply (4.15) to bound the expectation of each
term on the right side.
4.3 Proof of Proposition 4.1
Let tL (resp. tR) be the time at which L (resp. R) attains its infimum on the interval [0, 1]. Also let
tL, tR ∈ [0, 1] with tL ≤ tR and let r = (rL, rR) ∈ R2 with rL ≥ −aL and rR ≥ −aR. Let E = E(a, tL, tR, r)
be the (zero-probability) event that
tL = tL, tR = tR, ZtL = (−aL, rR), ZtR = (rL,−aR), and Z1 = (aL − aL, aR − aR).
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See Figure 7 for an illustration. Note that E ⊂ {∆Z(0,1] = a} and if ∆Z(0,1] = a and tL ≤ tR, then the event
E occurs for some choice of tL, tR, and r. By symmetry between L and R it suffices to bound the regular
conditional expectation of diam
(
G2−n |(0,1]
)
given E.
If we condition on E, then the regular conditional law of Z|[0,tL] is that of a Brownian bridge from 0 to
(−aL, rL) in time tL conditioned to stay in [−aL,∞)× [−aR,∞); the regular conditional law of Z|[tL,tR] is that
of a Brownian bridge from (−aL, rL) to (rR,−aR) in time tR− tL conditioned to stay in [−aL,∞)× [−aR,∞);
and the regular conditional law of Z|[tL,tR] is that of a Brownian bridge from (rR,−aR) to (aL− aL, aR− aR)
in time tR − tL conditioned to stay in [−aL,∞)× [−aR,∞).
The diameter of G2−n |(0,1] is at most the sum of the diameters of its restrictions to (0, tL], (tL, tR], and
(tR, 1]. If any of these intervals has length ≤ 2−n, then the corresponding restriction has diameter either 0 or
1. On the other hand, if the event Fn of Lemma 2.7 occurs and tL ≥ 2−n, then it must be the case that
sup
s1,s2∈[0,tL]
|Zs1 − Zs2 | ≤ nt1/2L .
Similar statements hold for (tL, tR] and (tR, 1]. Hence if Fn occurs and we re-scale one of these three intervals
whose length is at least 2−n to have unit length, the event F˜C of (4.11) occurs with C = n and the restriction
of Z to this interval (appropriately re-scaled) in place of Z˜. By Lemma 4.3 applied in each of the three
intervals, we obtain
E
[
diam
(
G2−n |(0,1]
)
1Fn | E
]
 n5E
[
diam
(
G2−n |(0,1]
)]
. (4.16)
If we average (4.16) over all choices of tL, tR, and r, we obtain (4.1).
−aR
−aL
(aL − aL, aR − aR)
Z([0, tL])
Z([tL, tR]) Z([t
R, 1])
Z(tL)
Z(tR)
Figure 7: The path Z|[0,1] conditioned on {∆Z[0,1] = a}, decomposed into three segments as in the proof of
Proposition 4.1. If we condition on the event {∆Z[0,1] = a} as well as the times tL and tR which separate the
three segments and the values of Z(tL) and Z(tR) then the conditional law of each segment is a conditioned
Brownian motion to which Lemma 4.3 applies.
5 Existence of an exponent via subadditivity
In this section we will prove the existence of the exponent χ in Theorem 1.12 when  is restricted to powers
of 2. We will also prove a concentration estimate which says that the diameter of G2−n |(0,1] is very unlikely
to be too much larger than its expected value, which will be used to prove Theorem 1.15. Throughout this
section, we fix γ ∈ (0, 2) and for n ∈ N we write
Dn := diam
(
G2−n |(0,1]
)
. (5.1)
The first main result of this section is a version of Theorem 1.12 with  restricted to powers of 2, which
will be proven via a subadditivity argument.
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Proposition 5.1. The limit
χ := lim
n→∞
log2E[Dn]
n
exists and (with ξ− as in (1.6)) we have
χ ≥ ξ− ∨
(
1− 2
γ2
)
.
Our other main result is a concentration inequality which says that Dn is at most 2
(χ+on(1))n with
overwhelming probability.
Proposition 5.2. Let χ be as in Proposition 5.1. There is a constant c > 0 depending only on γ such that
for each u ∈ (0, 1) and each n ∈ N, we have
P
[
Dn > 2
(χ+u)n
]
 exp(−cu2n2) (5.2)
with the implicit constant depending only on u and γ. In particular,
lim
n→∞
log2E[D
p
n]
n
≤ χp, ∀p > 0. (5.3)
To prove Proposition 5.1, we start in Section 5.1 by stating a variant of Fekete’s subadditivity lemma for
a sequence of non-negative real numbers {an}n∈N where the subadditivity relation is only required to hold
for m ≤ λn (for λ ∈ (0, 1) a fixed constant) but an is required to be sub-linear. The proof of this lemma is
elementary, and is given in Appendix A.3.
In Section 5.2, we prove a concentration estimate which says that for m,n ∈ N with m sufficiently
small relative to n, the distance between any two vertices of G2−n−m |(0,1] is unlikely to differ too much from
its conditional expectation given {∆Z[x−2−n,x] : x ∈ (0, 1]2−nZ} (which determines G2
−n |(0,1]). This lemma
implies in particular that we can choose a pair of vertices of G2−n−m |(0,1] whose distance is likely to be close
to Dn+m in a manner which is measurable with respect to {∆Z[x−2−n,x] : x ∈ (0, 1]2−nZ}. In Section 5.3,
we will show (using the estimate of Section 5.2) that the sequence an = log2E[Dn] satisfies the hypotheses
of the subaddivity lemma of Section 5.1, and thereby prove Proposition 5.1. In Section 5.4 we will deduce
Proposition 5.2 from Proposition 5.1 and the concentration estimate of Section 5.2.
5.1 A variant of Fekete’s subadditivity lemma
One of the main inputs in the proof of Proposition 5.1 is the following variant of Fekete’s subadditivity lemma.
Lemma 5.3. Fix λ ∈ (0, 1), C > 0, and p ∈ (0, 1). Let {an}n∈N be a sequence of non-negative real numbers
which satisfies the restricted subadditivity condition
an+m ≤ an + am + Cnp, ∀n,m ∈ N with np ≤ m ≤ λn (5.4)
plus the additional condition
an ≤ Cn, ∀n ∈ N. (5.5)
Then the limit limn→∞ an/n exists and is finite.
The proof of Lemma 5.3 is elementary but takes a couple of pages so is given in Appendix A.3. The
main point of Lemma 5.3 is that the subadditivity relation 5.4 is only required to hold for np ≤ m ≤ λn.
Without this restriction, the lemma is an easy consequence of Fekete’s lemma and its generalization due to
de Bruijn-Erdo¨s [dBE52] (even without the hypothesis (5.5)).
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5.2 Conditioned concentration bound
For n ∈ N, let
Hn := σ
(
∆Z[x−2−n,x] : x ∈ (0, 1]2−nZ
)
, (5.6)
so that, by Lemma 2.4, the graph G2−n |(0,1] is Hn-measurable. In this subsection we will prove the following
concentration bound, which says that distances in G2−n−m |(0,1] are unlikely to differ very much from their
expected values given Hn.
Proposition 5.4. Let n,m ∈ N and let Hn be the σ-algebra defined in (5.6). Let y0, y1 ∈ (0, 1]2−n−mZ be
chosen in a Hn-measurable manner. Then for t > 0 we have
P
[∣∣∣dist(y0, y1;G2−n−m |(0,1])−E[dist(y0, y1;G2−n−m |(0,1]) |Hn]∣∣∣ > t |Hn] ≤ 2 exp(− t2
23m+1Dn
)
. (5.7)
Remark 5.5. Proposition 5.4 is needed for the proofs of both Proposition 5.1 and 5.2. The relevance
to Proposition 5.2 is clear. The relevance to Proposition 5.1 is that Proposition 5.4 allows us to choose
y0, y1 ∈ (0, 1]2−n−mZ in a Hn-measurable manner in such a way that dist(y0, y1;G2−n−m |(0,1]) is likely to be
close to Dn+m (namely, we choose y0 and y1 so as to maximize E[dist(y0, y1;G2−n−m |(0,1]) |Hn]).
y0
Uk−1
Vk \ Vk−1
(0, 1]2−nZ \ Vk
y0
Uk−1
Vk \ Vk−1
(0, 1]2−nZ \ Vky1
P˜ 2
P 1|[0,ι]Z
P 1|[ι+1,|P 1|]Z
y˜
y˜′
Figure 8: Left: The graph Gk−1 used in the proof of Proposition 5.4 in the case when m = 1 (the case
for m ≥ 2 is similar, but cells are subdivided into 2m, rather than 2, pieces). Vertices in Vk \ Vk−1 (which
correspond to green cells) are the elements of G2−n |(0,1] which have not yet been subdivided, but which lie at
minimal distance to y0 in Gk−1 among all such cells. The graph Gk is obtained from Gk−1 by subdividing
each of the green cells. Right: Illustration of the proof of Lemma 5.6. Shown is the set η([0, 1]), without
all cell subdivisions shown explicitly. The graphs G1 and G2 agree except with regard to how the cells in
the light green region are subdivided. Given a path P 1 from y0 to y1 in G
1 (solid purple and red lines) we
consider the last time ι that P 1 exits Vk \ Vk−1. By the definition (5.9) of Vk and since the cell of G2−n
containing P 1(ι) (shown in yellow) contains 2m cells of G2−n−m , we can find a path P˜ 2 from y0 to P 1(ι+ 1)
in G2 with length at most ι+ 2m (dotted purple line). We then concatenate this path with the part of P 1
traced after time ι (red line).
Proposition 5.4 will eventually be extracted from Azuma’s inequality. To this end, we first construct a
sequence of graphs Gk which interpolate between G2−n and G2−n−m and show that the conditional expectation
of dist
(
y0, y1;G2−n−m |(0,1]
)
given (slightly more information than) Gk and its conditional expectation given
the analogous information for Gk+1 differ by at most 2
m (Lemma 5.6). See Figure 8, left, for an illustration.
Fix n,m ∈ N and y0, y1 ∈ (0, 1]2−n−mZ as in the statement of Proposition 5.4. Let x0, x1 ∈ (0, 1]2−nZ be
chosen so that y0 ∈ (x0 − 2−n, x0]2−n−mZ and y1 ∈ (x1 − 2−n, x1]2−n−mZ.
Let G0 := G2−n |(0,1] and V1 := {x0}. Inductively, suppose k ∈ N and a graph Gk−1 as well as a set
Vk ⊂ (0, 1]2−nZ have been defined. Let
Uk :=
{
x− j2−m−n : x ∈ Vk, j ∈ [0, 2m − 1]Z
} ⊂ (0, 1]2−n−mZ. (5.8)
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Let Gk be the graph whose vertex set is ((0, 1]2−nZ \ Vk) unionsq Uk with adjacency defined as follows. If y, y′ ∈
(0, 1]2−nZ\Vk (resp. y, y′ ∈ Uk), then y and y′ are connected by an edge in Gk if and only if they are connected
by an edge in G2−n |(0,1] (resp. G2−n−m |(0,1]). If y ∈ (0, 1]2−nZ \ Vk and y′ ∈ Uk, then y and y′ are connected
by an edge in Gk if any only if the cells η([y − 2−n, y]) and η([y′ − 2−n−m, y′]) share a non-trivial boundary
arc. That is, Gk is a hybrid of G2−n |(0,1] and G2−n−m |(0,1] where elements of (0, 1]2−nZ \ Vk correspond to
intervals of length 2−n and elements of Uk correspond to intervals of length 2−n−m. Let
Vk+1 := Vk ∪ {x ∈ (0, 1]2−nZ \ Vk : dist(y0, x;Gk) = dist(y0, (0, 1]2−nZ \ Vk;Gk)}. (5.9)
Let Hn0 := Hn, as in (5.6). For x ∈ (0, 1]2−nZ, let
Ax :=
{
∆Z[x−(j+1)2−m−n,x−j2−m−n] : x ∈ Vk, j ∈ [0, 2m − 1]Z
}
(5.10)
so that the random 2m+2-tuples Ax are conditionally independent given Hn0 and together determine all of
the graphs Gk (recall Lemma 2.4). Also let
Hnk := Hn0 ∨ σ(Ax : x ∈ Vk),
so that Gk and Vk+1 are Hnk -measurable.
Let
K := inf
{
k ∈ N : Gk = G2−n−m |(0,1]
}
.
Note that Gk = GK = G2−n−m |(0,1]Z for each k ≥ K. The graph distance from y0 to (0, 1]2−nZ \ Vk in Gk
increases by at least 1 whenever k increases by 1. Consequently,
K ≤ Dn+m ≤ 2mDn. (5.11)
For k ≥ 0, let
Mk := E
[
dist
(
y0, y1;G2−n−m |(0,1]
)
|Hnk
]
. (5.12)
Then M is a (Hnk )-martingale (n fixed) and Mk = dist
(
y0, y1;G2−n−m |(0,1]
)
for k ≥ K. The following lemma
is the main ingredient in the proof of Proposition 5.4.
Lemma 5.6. For each k ∈ N, we have Mk −Mk−1 ≤ 2m.
For the proof of Lemma 5.6, we recall that a realization of a random variable X is an element of the
support of the law of X. A realization of a σ-algebra is a realization of a set of random variables which
generate it.
The idea of the proof is as follows. Suppose given k ∈ N and condition on realizations of Hnk−1
and {Ax : x ∈ (0, 1]2−nZ \ Vk}. If we are given two different realizations of {Ax : x ∈ Vk \ Vk−1} (which
correspond to two different ways to subdivide the cells corresponding to elements of Vk\Vk−1 into 2m pieces) we
obtain two different possible realizations of GK and hence two different realizations of dist
(
y0, y1;G2−n−m |(0,1]
)
.
We will argue that these two realizations differ by at most 2m, which will come from the fact that each cell of
G2−n is divided into 2m pieces. Averaging over all realizations of {Ax : x ∈ (0, 1]2−nZ \ Vk} will show that
changing the information in Hnk while leaving the information in Hnk−1 fixed can change the value of Mk by
at most 2m, which will imply the statement of the lemma. We now proceed with the details.
Proof of Lemma 5.6. Let k ∈ N. Throughout the proof we assume that we have conditioned on a realization
of Hnk−1, which determines realizations of Hn and of Vk and Vk−1. Let A1 and A2 be two realizations of
{Ax : x ∈ Vk \ Vk−1} (5.13)
which are compatible with our given realizations of Hnk−1. Note that Hnk is generated by Hnk−1 and the
random vectors (5.13), so A1 and A2 together with our given realization of Hnk−1 determine two possible
realizations of Hnk .
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Let X be a realization of
{Ax : x ∈ (0, 1]2−nZ \ Vk} (5.14)
which is compatible with our given realizations of Hnk−1. The σ-algebra Hn+m = HnK is generated by
Hnk−1 and the random vectors (5.13) and (5.14). For i ∈ {1, 2}, let Gi = G(Ai,X) be the realization of
GK = G2−n−m |(0,1] which is determined by Ai, X, and our given realization of Hnk−1. Also let D(Ai,X) be
the corresponding realization of dist
(
y0, y1;G2−n−m |(0,1]
)
.
The random vectors (5.14) are conditionally independent from Hnk given Hnk−1. Consequently, on the
event {{Ax : x ∈ Vk \ Vk−1} = Ai}
for i ∈ {1, 2}, the quantity Mk is obtained by integrating D(Ai,X) over all possible realizations X as above
with respect to the conditional law of {Ax : x ∈ (0, 1]2−nZ \ Vk} given Hnk−1. Furthermore, this conditional
law does not depend on Ai. Therefore, to prove the lemma, it suffices to show that∣∣D(A1,X)−D(A2,X)∣∣ ≤ 2m. (5.15)
The proof of (5.15) is entirely deterministic. See Figure 8, right, for an illustration. Let P 1 : [0, |P 1|]→
V(G1) = (0, 1]2−n−mZ be a path in G1 from y0 to y1 (Definition 1.8). We will construct a path P 2 in G2 from
y0 to y1 whose length is at most |P 1|+ 2m. If P 1 does not pass through Uk \Uk−1 (defined as in (5.8)), then
since the restrictions of G1 and G2 to (0, 1]2−n−mZ \ (Uk \ Uk−1) agree, we can just take P 2 = P 1. Hence we
can assume without loss of generality that P 1 passes through Uk \ Uk−1. Let
ι := sup
{
i ∈ [0, |P 1|]Z : P 1(i) ∈ Uk \ Uk−1
}
.
Then either ι = |P 1| or the cell η([P 1(ι + 1) − 2−n−m, P 1(ι + 1)]) shares a non-trivial boundary arc with
η([x− 2−n, x]) for some x ∈ Uk. In the former case, we set y˜ = P 1(ι) = y1. In the latter case, we can choose
y˜ ∈ Uk which is adjacent to P (ι+ 1) in G2.
Let x˜ ∈ Vk be chosen so that y˜ ∈ (x˜−2−n, x˜]2−n−mZ. By the definition (5.9) of Vk and since the restrictions
of G2 and Gk−1 to Uk−1 agree, we can choose y˜′ ∈ (x˜− 2−n, x˜]2−n−mZ such that
dist
(
y0, y˜
′;G2
)
= dist
(
y0, (0, 1]2−nZ \ Vk−1;G2
)
= dist(y0, (0, 1]2−nZ \ Vk−1;Gk−1).
Since the restrictions of G1 and Gk−1 to Uk−1 agree, we have
dist
(
y0, y˜
′;G2
)
= dist
(
y0, (0, 1]2−nZ \ Vk−1;G1
) ≤ ι.
Since y˜ and y˜′ both belong to (x˜ − 2−n, x˜]2−n−mZ, it follows that y˜ lies at G2-graph distance at most 2m
from y˜′. Consequently, we can find a path P˜ 2 from y0 to y˜ in G2 of length at most ι+ 2m. Let P 2 be the
concatenation of P˜ 2 and P 1|[ι+1,|P 1|]. Since P 1|[ι+1,|P 1|] does not contain any vertex in Uk \ Uk−1, it follows
that P 2 is a path from y0 to y1 in G
2 of length at most |P 1|+ 2m. By symmetry of G1 and G2, we infer
that (5.15) holds.
Proof of Proposition 5.4. By Lemma 5.6 and Azuma’s inequality, we infer that for t > 0,
P[|M2mDn −M0| > t |Hn0 ] ≤ 2 exp
(
− t
2
23m+1Dn
)
.
In light of (5.11), this implies (5.7).
5.3 Proof Proposition 5.1
In this subsection we will deduce Proposition 5.1 by checking the hypotheses of Proposition 5.3 with
an = log2E[Dn]. Throughout this section and the next, we define the event Fn for n ∈ N as in Lemma 2.7
(recall that this event also appear in Proposition 5.3). For x, y ∈ R with x < y, we let Fn(x, y) be the event
that Fn occurs with the re-scaled Brownian motion t 7→ (y − x)−1/2(Zt(y−x)+x − Zx) in place of Z. We set
F̂n,m :=
⋂
x∈(0,1]2−nZ
Fm(x− 2−n, x). (5.16)
33
By Lemma 2.7 and the union bound, there exist universal constants c0, c1 > 0 such that
P
[
F̂ cn,m
]
≤ c0e−c1m2+n (5.17)
Lemma 5.7. Let n,m ∈ N. Let Hn be the σ-algebra from (5.6) and let F̂n,m be as in (5.16). Let
y0, y1 ∈ (0, 1]2−n−mZ be chosen in a Hn-measurable manner. Also let x0, x1 ∈ (0, 1]2−nZ be chosen so that
y0 ∈ (x0 − 2−n, x0] and y1 ∈ (x1 − 2−n, x1]. Then
E
[
dist
(
y0, y1;G2−n−m |(0,1]
)
1F̂n,m
|Hn
]
 n5E[Dm] dist
(
x0, x1;G2−n |(0,1]
)
,
with the implicit constant depending only on γ.
Proof. Let P : [1, |P |]Z → (0, 1]2−nZ be a path in G2−n |(0,1] from x0 to x1 with |P | = dist
(
x0, x1;G2−n |(0,1]
)
,
chosen in some Hn-measurable manner. Then
dist
(
y0, y1;G2−n−m |(0,1]
)
1F̂n,m
≤
|P |∑
i=1
diam
(
G2−n−m |(P (i)−2−n,P (i)]
)
1Fm(P (i)−2−n,P (i)). (5.18)
The conditional law given Hn of each of the restricted Brownian motions Z|(P (i)−2−n,P (i)] is the same as its
conditional law given ∆Z(P (i)−2−n,P (i)]. By Proposition 4.1 and scale invariance, we find that the conditional
expectation given Hn of each term in the sum on the right in (5.18) is  n5E[Dm].
We next transfer from the distance estimate of Lemma 5.7 to a diameter estimate using Proposition 5.4.
Lemma 5.8. For ζ > 0, there are constants b0, b1 > 0, depending only on ζ and γ, such that for n,m ∈ N
with m ≤ 2ζn,
P
[
Dn+m > b1n
5
E[Dm]Dn + 2
ζn+3m/2D1/2n , F̂n,m |Hn
]
 exp(−b022ζn) (5.19)
and
E
[
Dn+m1F̂n,m |Hn
]
 n5E[Dm]Dn + 2ζn+3m/2D1/2n (5.20)
with deterministic implicit constants depending only on ζ and γ.
Proof. Proposition 5.4 and a union bound imply that there is a constant b0 > 0 depending only on γ and ζ
such that the following is true. Except on an event of conditional probability  exp(−b022ζn) given Hn, we
have
sup
y0,y1∈(0,1]2−n−mZ
∣∣∣dist(y0, y1;G2−n−m |(0,1])−E[dist(y0, y1;G2−n−m |(0,1]) |Hn]∣∣∣ ≤ 2ζn+3m/2D1/2n .
By combining this with Lemma 5.7, we find that it holds except on an event of conditional probability
 exp(−b022ζn) given Hn that either F̂ cn,m occurs or
Dn+m ≤ sup
y0,y1∈(0,1]2−n−mZ
E
[
dist
(
y0, y1;G2−n−m |(0,1]
)
|Hn
]
+ 2ζn+3m/2D1/2n
≤ b1n5E[Dm]Dn + 2ζn+3m/2D1/2n (5.21)
for an appropriate constant b1 > 0 as in the statement of the lemma. This immediately implies (5.19). Since
Dn+m ≤ 2n+m  exp
(
b02
2ζn
)
, we can take the conditional expectations given Hn of both sides of (5.21) to
obtain (5.20).
The following lemma shows that log2Dn satisfies the restricted subadditivity condition in Lemma 5.3.
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Lemma 5.9. Fix
λ ∈
(
0,
2
8 + 6
√
2γ + 3γ2
)
. (5.22)
For each n,m ∈ N with n2/3 ≤ m ≤ λn, we have
E[Dn+m]  n5E[Dm]E[Dn]
with implicit constant depending only on λ and γ.
Proof. By taking expectations of both sides of the estimate (5.20) of Lemma 5.8 we obtain that for each
ζ > 0,
E[Dn+m]  n5E[Dm]E[Dn] + 2ζn/2+3m/2E
[
D1/2n
]
+ 2n+mP
[
F̂ cn,m
]
 E[Dn]E[Dm]
(
n5 +
2ζn+3m/2
E[Dn]
1/2
E[Dm]
)
. (5.23)
Here we use that Dn+m ≤ 2n+m  1/P[F̂ cn,m] (recall (5.17) and the assumption that m ≥ n2/3) and we apply
Jensen’s inequality to bring an exponent of 1/2 outside of the expectation.
To show that the last factor in (5.23) is  n5, let α > 0 with
α <
1
2 + γ2/2 +
√
2γ
. (5.24)
By the lower bounds for E[Dm] and E[Dn] from Proposition 3.1 and (5.23), for each ζ > 0 we have
E[Dn+m]  E[Dn]E[Dm]
(
n5 + 2(ζ−α/2)n+(3/2−α)m
)
. (5.25)
If m ≤ λn and we choose ζ sufficiently small and α sufficiently close to the right side of (5.24) then
(ζ − α/2)n+ (3/2− α)m < 0, so the right side of (5.25) is  n5E[Dn]E[Dm].
Proof of Proposition 5.1. By Lemma 5.9, we find that the hypotheses of Lemma 5.3 are satisfied for λ as
in (5.22), p = 2/3, an = log2E[Dn], and some C ≥ 1. Consequently, Lemma 5.3 implies the existence of the
limit defining χ. The lower bound for χ is immediate from Proposition 3.1.
5.4 Proof of Proposition 5.2
In this subsection we will deduce Proposition 5.2 from the earlier results of this subsection. We continue
to use the notations (5.6) and (5.16). The basic idea of the proof is to iterate the estimate of Lemma 5.8
applied with suitably chosen values of n and m.
Proof of Proposition 5.2. Fix u ∈ (0, 1). Let λ be the constant from (5.22) and let
ζ ∈
(
u
8λ−1χ−1 + 4
,
u
4λ−1χ−1 + 4
)
.
Also let k∗ = b(λζ)−1 − 1c be the largest k ∈ N for which
1− kζ ≥ (λ−1 ∨ 4χ−1)ζ. (5.26)
For each k ∈ [0, k∗]Z, define
nk := n− kbζnc.
We will bound Dnk−1 in terms of Dnk and iterate to get a bound for Dn.
By Proposition 5.1, there exists a function φ : [0,∞)→ R with limt→∞ t−αφ(t) = 0 for each α > 0 such
that
E[Dn] = φ(2
n)2χn, ∀n ∈ N. (5.27)
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By Lemma 5.8 (and since nk ≤ n) we can find constants b0, b1 > 0 depending only on ζ, λ, and γ such that
for each k ∈ [1, k∗]Z, we have
P
[
Dnk−1 > Dnk
(
b1n
5φ(2ζn)2χζn + 22ζnD−1/2nk
)
, F̂nk,bζnc
]
 exp
(
−b02ζ(1−kζ)n
)
(5.28)
where here F̂nk,bζnc is the regularity event from (5.16). By iterating the estimate (5.28) k∗ times we find that
the following is true. Let
E :=
Dn ≤ Dnk
k∏
j=1
(
b1n
5φ(2ζn)2χζn + 22ζnD−1/2nj
)
, ∀k ∈ [1, k∗]Z
.
Then
P
[
Ec ∩
k∗⋂
k=1
F̂nk,bζnc
]
 exp
(
−b02ζ2n
)
. (5.29)
By (5.17) and the union bound,
P
[
k∗⋂
k=1
F̂nk,bζnc
]
 exp(−cu2n2) (5.30)
for c > 0 a constant depending only on γ (here we recall that ζ  u). Therefore, P[Ec]  exp(−cu2n2).
We will complete the proof of (5.2) by showing that if E occurs and n is sufficiently large, thenDn ≤ 2(χ+u)n.
Suppose to the contrary that E occurs and Dn > 2
(χ+u)n. Let k0 be the smallest k ∈ [1, k∗ − 1]Z for which
Dnk ≥ 2χ(1−kζ)n or k0 = k∗ if no such k exists. By definition of E, we have
Dn ≤ Dnk0
(
b1n
5φ(2ζn)2χζn + 22ζn
) k0−1∏
j=1
(
b1n
5φ(2ζn)2χζn + 2(2ζ−χ(1−jζ)/2)n
)
. (5.31)
By (5.26), 22ζ−χ(1−jζ)/2 ≤ 1 for each j ∈ [1, k∗]Z. From this and (5.31), we infer that
Dn ≤ Dnk0
(
b1n
5φ(2ζn)2χζn + 22ζn
) k0−1∏
j=1
(
b1n
5φ(2ζn)2χζn + 1
)
≤ ((b1 + 1)n)5k∗φ(2ζn)5k∗2(χζk0+2ζ)nDnk0 . (5.32)
We have ((b1 + 1)n)
5k∗φ(2ζn)5k∗ ≤ 2on(n) (at a rate depending on ζ), so for large enough n,
Dn ≤ 2(χζk0+3ζ)nDnk0 . (5.33)
If k0 < k∗, then Dnk0 ≤ 2χ(1−k0ζ)n so by (5.33), Dn ≤ 2(χ+3ζ)n ≤ 2(χ+u)n. If k0 = k∗, then Dnk0 ≤
2(1−ζk∗)n+1 ≤ 2(C+1)ζn+1 for C = (λ−1∨4χ−1) so by (5.33) and our choice of ζ we have Dn ≤ 2(χ+(C+4)ζ)n ≤
2(χ+u)n for large enough n. Hence if n is chosen sufficiently large (depending only on ζ) then on E we
have Dn ≤ 2(χ+u)n, so by our above estimate for P[Ec], (5.2) holds. The moment bound (5.3) is immediate
from (5.2) and the fact that Dn ≤ 2n.
6 General distance estimates
In this section we will prove some extensions of Propositions 5.1 and 5.2 which allow us to conclude
Theorems 1.12 and 1.15. Throughout, we let χ be the exponent from Proposition 5.1.
We start in Section 6.1 by upgrading from Proposition 5.1 to an estimate which gives a lower bound for the
expected G2−n |(0,1]-distance between a fixed pair of points in (0, 1]2−nZ instead of just the expected diameter.
The proof is elementary and is based on Proposition 5.2 together with the Payley-Zygmund inequality and
the triangle inequality. In Section 6.2 we transfer from bounds for distances in G2−n to bounds for distances
in G for possibly non-dyadic values of  using a slightly more sophisticated version of the arguments in
Section 2.2.2. In Section 6.3, we conclude the proofs of the aforementioned theorems.
36
6.1 Expected distance between uniformly random or fixed points
In this subsection we will transfer our diameter estimate Proposition 5.1 to an estimate for expected distances
between particular pairs of vertices in G2−n |(0,1].
Proposition 6.1. With χ as in Proposition 5.1,
lim
n→∞
log2E[Xn]
n
= χ, (6.1)
where Xn is either of the following two random variables.
1. Xn = dist
(
xn0 , x
n
1 ;G2
−n |(0,1]
)
where xn0 is chosen in some G2
−n |(0,1]-measurable manner and xn1 is
sampled uniformly from (0, 1]2−nZ, independently from G2−n |(0,1].
2. Xn = dist
(
2−n, 1;G2−n |(0,1]
)
.
Throughout this subsection, we define the diameter Dn as in (5.1). For the proof of Proposition 6.1 we
will need several lemmas, which are all straightforward consequences of Propositions 5.1 and 5.2 from the
previous section. Our first lemma tells us in particular that the probability that Dn is smaller than its
expected value by more than an exponential factor decays slower than any exponential function.
Lemma 6.2. Let {Xn}n∈N be a sequence of random variables such that Xn ≤ Dn a.s. and E[Xn] =
2(χ+on(1))n. For each u ∈ N,
P
[
Xn ≥ 2(χ−u)n
]
≥ 2−on(n) (6.2)
at a rate depending only the law of the Xn’s, u, and γ.
Proof. By the Payley-Zygmund inequality and since Xn ≤ Dn a.s.,
P
[
Xn ≥ 1
2
E[Xn]
]
≥ E[Xn]
2
4E[D2n]
. (6.3)
By (5.3) of Proposition 5.2, E[D2n] ≤ 2−(2χ+on(1) so (6.2) follows from (6.3) and our assumption on E[Xn].
Next we transfer the estimate of Proposition 5.2 to an estimate for the size of metric balls in G2−n |(0,1].
Lemma 6.3. Let χ be as in Proposition 5.1 and let ζ ∈ (0, χ/2). For n ∈ N, let En = En(ζ) be the event
that
#B2m
(
x;G2−n |(0,1]
)
≥ 2 mχ+ζ , ∀x ∈ (0, 1]2−nZ, ∀m ∈ [ζn, n]Z.
There is a constant c > 0 depending only on γ such that for n ∈ N,
P[Ecn]  exp
(−cζ2n2)
with the implicit constant depending only on ζ and γ.
Proof. For r ∈ [χζn− 1, n]Z and x ∈ (0, 1]2−nZ, let
Er(x) :=
{
diam
(
G2−n |(x−2r−n,x+2r−n]∩[0,1]
)
≤ 2(χ+ζ)r
}
and E˜n :=
n⋂
r=bχζnc
⋂
x∈(0,1]2−nZ
Er(x).
By Proposition 5.2 and the union bound, we can find c > 0 depending only on γ such that P
[
E˜cn
]

exp
(−cζ2n2), with the implicit constant depending only on ζ and γ. Now we will show that E˜n ⊂ En.
Suppose that E˜n occurs and we are given x ∈ (0, 1]2−nZ and m ∈ [ζn, n]Z. Set r := dm/(χ− ζ)e. Since Er(x)
occurs, each element of (x − 2r−n, x + 2r−n]2−nZ ∩ (0, 1]2−nZ lies at graph distance at most 2(χ+ζ)r ≤ 2m
from x in G2−n |(0,1]. Therefore,
#B2m
(
x;G2−n |(0,1]
)
≥ 2r ≥ 2 mχ+ζ .
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Proof of Proposition 6.1. It is clear that Xn ≤ Dn for each of the two possible choices of Xn in the statement
of the lemma, so for each such choice we only need to prove that the limit in (6.1) is at least χ. We treat the
two cases separately.
Case 1. Fix u, ζ ∈ (0, χ/2) and let En = En(ζ) be as in Lemma 6.3. Suppose that {Dn ≥ 2(χ−u)n} ∩ En
occurs. Since {Dn ≥ 2(χ−u)n}, for any given choice of xn0 ∈ (0, 1]2−nZ, there is a yn0 ∈ (0, 1]2−nZ with
dist
(
xn0 , y
n
0 ;G2
−n |(0,1]
)
≥ 2(χ−u)n−1.
Let m := b(χ− u)nc − 2. By the triangle inequality,
dist
(
xn0 , y;G2
−n |(0,1]
)
≥ 2(χ−u)n−2, ∀y ∈ B2m
(
yn0 ;G2
−n |(0,1]
)
.
Since En occurs, there are at least 2
m/(χ+ζ)−1  2n(χ−u)/(χ+ζ) elements of B2m
(
yn0 ;G2
−n |(0,1]
)
. Since xn1 is
sampled uniformly from (0, 1]2−nZ, we infer that
P
[
dist
(
xn0 , x
n
1 ;G2
−n |(0,1]
)
≥ 2(χ−u)n−2 | G2−n |(0,1]
]
1{Dn≥2(χ−u)n}∩En  2−(
χ−u
χ+ζ −1)n1{Dn≥2(χ−u)n}∩En (6.4)
with the implicit constant depending only on u, ζ, and γ. By Lemmas 6.2 and 6.3, for sufficiently large n ∈ N
we have
P
[
Dn ≥ 2(χ−u)n, En
]
≥ 2−on(n).
Taking the expectation of both sides of (6.4) now yields
E
[
dist
(
xn0 , x
n
1 ;G2
−n |(0,1]
)]
≥ 2(χ−u+χ−uχ+ζ −1−on(1))n.
We obtain the lower bound in (6.1) for Xn = dist
(
xn0 , x
n
1 ;G2
−n |(0,1]
)
by sending u→ 0 and ζ → 0.
Case 2. By Lemmas 2.5 and 2.6, for each fixed x, y ∈ (0, 1]2−nZ, we have
E
[
dist
(
x, y;G2−n |(0,1]
)]
≤ E
[
dist
(
x, y;G2−n |(x,y]
)]
≤ nE
[
dist
(
2−n, 1;G2−n |(0,1]
)]
.
Therefore for a deterministic choice of xn0 ∈ (0, 1]2−nZ and a uniformly random choice of xn1 ∈ (0, 1]2−nZ we
have by case 1 that
E
[
dist
(
2−n, 1;G2−n |(0,1]
)]
≥ 1
n
E
[
dist
(
xn0 , x
n
1 ;G2
−n |(0,1]
)]
≥ 2(χ+on(1))n.
This proves the lower bound in (6.1) for Xn = dist
(
2−n, 1;G2−n |(0,1]
)
.
6.2 Non-dyadic cell counts
In this subsection we will extend the results of Sections 5 and 6.1 to the case when the number of cells in the
structure graph we are considering may not be a power of 2. By Brownian scaling it suffices to consider a
general integer number of cells with unit mass.
Proposition 6.4. There is a constant c > 0, depending only on γ, such that for each u > 0 and each N ∈ N,
P
[
diam
(G1|(0,N ]) > Nχ+u]  exp(−cu2(logN)2) (6.5)
with the implicit constant depending only on u and γ. Furthermore, for each u > 0 and each N ∈ N,
P
[
dist
(
1, N ;G1|(0,N ]
) ≥ Nχ−u] ≥ N−oN (1) (6.6)
at a rate depending only on u and γ.
38
Proof. We first deduce the upper bound (6.5) from Proposition 5.2 in a similar manner to the proof of
Lemma 2.6. Let m := blog2Nc. Choose n1, . . . , nk ∈ [0,m]Z with n1 < · · · < nk and N =
∑k
j=1 2
nj . We can
write (0, T ]Z =
⊔k
j=1 Ij , where I1, . . . , Ij are disjoint and each Ij is the intersection of Z with some interval
and satisfies #Ij = 2
nj . Then diam
(G1|(0,N ]) ≤∑kj=1 diam(G1|Ij).
The random variables diam
(G1|Ij) are independent and by Lemma 2.5 (along with translation and scale
invariance) each is stochastically dominated by a random variable with the same law as G2−m |(0,1]. We thus
obtain the estimate (6.5) from Proposition 5.2 and a union bound.
To prove (6.6), fix ζ ∈ (0, 1) and choose n ∈ N such that 2n ≤ N ≤ 2n+1. We will prove an upper bound
for dist
(
1, 2b(1+ζ)nc;G1|(0,2b(1+ζ)nc]
)
in terms of dist
(
1, N ;G1|(0,N ]
)
by decomposing [1, 2b(1+ζ)nc] as a disjoint
union of intervals of length N plus a small error interval of length less than N , over which the diameter of
the structure graph is negligible.
Let k := bN−12b(1+ζ)ncc and note that k ≥ 2ζn−1. For j ∈ [1, k]Z, let
Xj := dist
(
(j − 1)N + 1, jN ;G1|((j−1)N,jN ]
)
.
Also let
Y := dist
(
kN, 2b(1+ζ)nc;G1|(kN,2b(1+ζ)nc]
)
.
Then the random variables X1, . . . , Xk are iid, each has the same law as dist
(
1, N ;G1|(0,N ]
)
, and
dist
(
1, 2b(1+ζ)nc;G1|(0,2b(1+ζ)nc]
)
≤
k∑
j=1
Xj + Y. (6.7)
Let v ∈ (0, u/2) be chosen so that (1 + ζ)(χ− v) > (1 + ζ/2)χ. By Proposition 6.1 and Lemma 6.2, for
each v > 0 it holds with probability at least 2−on(n) that
dist
(
1, 2b(1+ζ)nc;G1|(0,2b(1+ζ)nc]
)
≥ 2(1+ζ)(χ−v)n. (6.8)
Furthermore, by (6.5) it holds with probability at least 1− o∞n (2n) that
Y ≤ 2(1+ζ/2)χn. (6.9)
By our choice of v, for large enough n the right side of (6.8) is at least twice the right side of (6.9).
By (6.7), for large enough N , whenever both (6.8) and (6.9) occur, there must exist j ∈ [1, k]Z such that
Xj ≥ k−12(1+ζ)(χ−v)n−1. By symmetry and the union bound, for each sufficiently large N ,
P
[
X1 ≥ 2((1+ζ)(χ−v)−ζ)n−1
]
≥ 2−(ζ+on(1))n.
Since v < u/2, sending ζ to 0 yields (6.6).
6.3 Proof of Theorems 1.12 and Theorem 1.15
We now conclude the proofs of Theorems 1.12 and 1.15.
Proof of Theorem 1.12. By Proposition 6.4 and scale invariance, E
[
diam
(G|(0,1])] = −χ+o(1). There-
fore (1.5) holds. The lower bound for χ follows from Proposition 3.1. By Lemma 2.9 we have χ ≤ 1/2 (since
∂(0, 1]) contains a path from  to 1 in G|(0,1]).
Proof of Theorem 1.15. The estimate (1.9) follows from (6.5) of Proposition 6.4. In the case when s = 0 and
t = 1, the estimate (1.10) follows from (6.6). It remains to prove (1.10) for general s, t ∈ [0, 1] with s < t. To
this end, fix such an s and t and let xs ≈ s and xt ≈ t be as in the theorem statement. We will prove (1.10)
by showing that G|(0,1] has “pinch points” at xs and xt on an event of probability decaying slower than an
arbitrarily small power of , in which case dist(xs, x

t;G|(0,1]) is close to dist(xs, xt;G|(xs,xt ]).
Fix u, ζ > 0 and for  > 0, let E be the event that the following is true.
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1. dist
(
xs, x

t;G|[xs,xt ]
) ≥ 2−χ+ζ .
2. Let ys be the closest element of (0, 1]Z to x

s + 
ζ and let yt be the closest element of (0, 1]Z to x

t − ζ .
Then diam
(G|[xs,ys]) and diam(G|[yt ,xt ]) are each at most −(1−ζ)(χ−ζ).
3. In the notation of Definition 2.3, each of ∆L[xs,ys], ∆
R
[xs,y

s]
, ∆
L
[yt ,x

t ]
, and ∆
R
[yt ,x

t ]
is at least ζ(1/2+ζ).
By scale invariance and the case when s = 0 and t = 1, the probability that condition 1 holds is at least o(1).
By (1.9), the probability that condition 2 fails to hold is of order o∞ (). By standard estimates for Brownian
motion, the probability that condition 3 fails to hold decays polynomially as → 0. Therefore, P[E] ≥ o(1).
Let F be the event that each of the following four quantities is at most 
ζ(1/2+ζ): ∆
L
[0,xs]
, ∆
R
[0,xs]
, ∆L[xt ,1],
and ∆R[xt ,1]. By Lemma 2.8 and the Markov property,
P[F ∩ E] ≥ 
8
γ2
ζ(1/2+ζ)+o(1). (6.10)
Suppose now that E ∩ F occurs. By condition 3 in the definition of E and the definition of F, the only
elements of [xs, x

t]Z which are adjacent to an element of (0, x

s)Z (resp. (x

t, 1]Z) are those in [x

s, y

s]Z (resp.
[yt , x

t]Z). Furthermore, no element of (0, x

s)Z is adjacent to an element of (x

t, 1]Z. By conditions 1 and 2
in the definition of E, the distance from (0, x

s)Z to (x

t, 1]Z in G|(0,1] is at least 2−χ+ζ − 2(1−ζ)(χ−ζ),
which is at least −χ+ζ ≥ −χ+u for small enough . Since ζ can be made arbitrarily small, the estimate (1.10)
follows from (6.10).
A Proofs of some technical results
Here we collect the proofs of some technical results which are used in the main body of the paper, but whose
proofs are somewhat different in flavor than the main argument.
A.1 Basic estimates for the γ-LQG measure of a quantum cone
Here we record some basic estimates for the γ-LQG measure associated with an α-quantum cone which are
used in Section 3. In practice, we will always take α = γ but it is no more difficult to treat the case of general
α ∈ (0, Q]. We first have a basic lower bound for the γ-LQG mass of a small ball centered at 0.
Lemma A.1. Let h be a whole-plane GFF, normalized so that its circle average over ∂D is 0 or let α ∈ (0, Q]
and let h be a circle average embedding of a α-quantum cone in (C, 0,∞) (recall Section 2.1.1). For r ∈ (0, 1)
and p > 0,
P
[
µh(B(z)) < 
2+γ2/2+p
]
≤ 
p2
2γ2
+o(1), ∀z ∈ Br(0), ∀ ∈ (0, 1) (A.1)
with the rate of convergence of the o(1) depending only on p and r.
Proof. If h is a whole-plane GFF on C, normalized so that its circle average over ∂D is 0, then the restriction
of h−γ log | · | to B1(0) agrees in law with the restriction to D of the circle average embedding of a γ-quantum
cone (see, e.g., the discussion just after [DMS14, Definition 4.9]). Adding the function −γ log | · | can only
increase the γ-LQG measure of subsets of D, so it suffices to prove (A.1) in the case when h is a whole-plane
GFF.
Let h(·) be the circle average process for h. By [GHM15, Lemma 3.12] (c.f. [DS11, Lemma 4.5]), for each
u ∈ (0, p) we have
P
[
µh(B(z)) ≤ 2+γ2/2+ueγh(z)
]
= o∞ ().
Furthermore, h(z) is a centered Gaussian random variable with variance at most log 
−1+O(1) [DS11, Section
3.1], so the Gaussian tail bound implies
P
[
h(z) ≤ p− u
γ
log 
]
≤ 
(p−u)2
2γ2 .
The statement of the lemma follows upon sending u→ 0.
40
If we fix the radius of the ball, we obtain a stronger lower bound for the LQG measure.
Lemma A.2. Suppose we are in the setting of Lemma A.1. For each fixed r ∈ (0, 1] and each  ∈ (0, 1),
P[µh(Br(0)) < ] = o
∞
 () (A.2)
at a rate depending on r.
Proof. As in the proof of Lemma A.1, it suffices to prove the statement in the case of the whole-plane GFF.
It is easy to see from [DS11, Lemma 4.5] (see, e.g., the proof of [GHM15, Lemma 3.12]) that in this case
P
[
µh(Br(0)) < 
1/2eγh
G
r (0)
]
= o∞ (), where hr(0) is the circle average of h over ∂Br(0). Since hr(0) is
Gaussian with variance log r−1, we also have P
[
eγhr(0) < 1/2
]
= o∞ ().
To complement the above lemmas, we also have an upper for the γ-LQG mass of a ball centered at 0. The
proof in this case is more difficult since the logarithmic singularity at the origin increases the γ-LQG measure.
Lemma A.3. Let α < Q (with Q as in (2.1)) and let h be a circle average embedding of an α-quantum cone
in (C, 0,∞). For 0 < p < min{ 4γ2 , 2γ (Q− α)} and  ∈ (0, 1],
E[µh(B(0))
p
]  p
(
2+ γ
2
2 −αγ
)
− γ2p22 (A.3)
with the implicit constant depending only on α and γ.
A similar, but stronger, estimate than Lemma A.3 is proven for the quantum sphere in [DKRV16, Lemma
3.10] (the measure studied in [DKRV16] is proven to be equivalent to the γ-LQG measure associated with
quantum sphere in [AHS17]). Rather than trying to deduce Lemma A.3 from this estimate, we give a direct
proof.
Proof of Lemma A.3. Let h˚ := h+ α log | · |, so that by our choice of embedding h˚|D agrees in law with the
restriction to D of a whole-plane GFF. For r > 0, let h˚r(0) be the circle average of h˚ over ∂Br(0). Also let
h˚r := h˚(r·)− h˚r(0). Then h˚r|D d= h˚|D and h˚r|D is independent from h˚r(0).
For k ∈ N0 let Ak be the annulus Be−k(0) \Be−k−1(0). By [DS11, Proposition 2.1],
µh(Ak) = exp
{
−k
(
2 +
γ2
2
− αγ
)
+ γh˚e−k(0)
}∫
A0
|z|−αγ dµ
h˚e−k (z). (A.4)
The random variable h˚e−k(0) is Gaussian with variance k [DS11, Section 3.1], so for p > 0 we have
E
[
exp
(
γp˚he−k(0)
)]
= eγ
2p2k/2. (A.5)
By [RV14a, Theorem 2.11] and since h˚e
−k |D d= h˚|D, for each p ∈ (0, 4/γ2],
E
[(∫
A0
|z|−αγ dµ
h˚e−k (z)
)p]
 E[µ
h˚e−k (D)
p
]  1. (A.6)
For 0 < p < min{1, 2γ (Q− α)}, the function x 7→ xp is concave, hence subadditive, so summing (A.4) over all
k ≥ blog −1c and applying (A.5) and (A.6) (and recalling the independent of h˚r|D and h˚r(0)) gives
E[µh(B(0))
p
] ≤
∞∑
k=blog −1c
E[µh(Ak)
p] 
∞∑
k=blog −1c
exp
{
−k
(
p
(
2 +
γ2
2
− αγ
)
− γ
2p2
2
)}
 p
(
2+ γ
2
2 −αγ
)
− γ2p22 .
In the case when 1 ≤ p < min
{
4
γ2 ,
2
γ (Q− α)
}
, (A.3) follows from a similar calculation with the triangle
inequality for the Lp norm used in place of sub-additivity.
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Finally, we record an estimate for the amount of time a space-filling SLE curve parametrized by γ-LQG
mass takes to fill in the unit disk.
Lemma A.4. Let α < Q and h be a circle average embedding of an α-quantum cone. Let η be an independent
whole-plane space-filling SLEκ′ from ∞ to ∞ sampled independently from h, then parametrized by γ-quantum
mass with respect to h. There exists c = c(α, γ) > 0 such that
P[D ⊂ η([−M,M ])] ≥ 1−OM (M−c) for M > 1. (A.7)
Proof. By [HS16, Proposition 6.2], there exists c0 = c0(γ) > 0 such that the following is true. If we let T−
(resp. T+) be the time at which η starts (resp. finishes) filling in D, then for R > 1,
P[Area(η([T−, T+])) ≤ R] ≥ 1−OR(R−c0).
By this and [GHM15, Lemma 3.6], we infer that there exists c1 > c0 such that
P[Area(η([T−, T+])) ⊂ BR(0)] ≥ 1−OR(R−c1). (A.8)
By Lemma A.3 and the scaling property of the γ-quantum cone [DMS14, Proposition 4.11] (see also [GM17b,
Lemma 2.2]) there exists b = b(α, γ) > 0 and c2 = c2(α, γ) > 0 such that for M > 1,
P[µh(BMb(0)) ≤M ] ≥ 1−OM (M−c2). (A.9)
We conclude (A.7) with c = c2 ∧ (bc1) by combining (A.8) (with R = M b) and (A.9).
A.2 Proof of Proposition 3.5
In this subsection we will prove the KPZ relation Proposition 3.5. In fact, we will prove the following slightly
more general statement, whose proof is no more difficult.
Proposition A.5. The statement of Proposition 3.5 is true with h replaced by a whole-plane GFF normalized
so that its circle average over ∂D is 0 or a circle average embedding of an α-quantum cone for α < Q. In the
case of the whole-plane GFF, one in fact has the slightly stronger estimate
lim sup
→0
logE[N ]
log −1
≤ d̂γ . (A.10)
We believe that (A.10) is also true for the α-quantum cone, but our proof yields only the weaker
bound (3.15) in this case.
For the proof of Proposition A.5, we will use the following notation. For δ > 0, let Sδ be the set of closed
squares with side length δ and endpoints in δZ2. For z ∈ C let Sδ(z) denote the element of Sδ which contains
z; Sδ(z) is uniquely defined except if one or both of the coordinates of z is a multiple of δ, in which case we
make an arbitrary choice between the ≤ 4 possibilities when defining Sδ(z). We note that in the terminology
of Proposition 3.5,
Nδ = #{S ∈ Sδ : S ∩X 6= ∅}. (A.11)
We will deduce Proposition A.5 from a variant of the proposition corresponding to an alternative notion of
quantum dimension which is closely related to the box-counting dimension considered in [DS11] but involves
squares of side length δ which intersect X and whose δ-neighborhoods have quantum mass at most , rather
than squares which themselves have quantum mass at most . Let X ⊂ D ⊂ C be a random set as above. Let
h be either a whole-plane GFF with additive constant chosen so that the circle average of h over ∂D is zero,
or a zero boundary GFF in a bounded domain D˜ ⊂ C satisfying D ⊂ D˜. For S ∈ Sδ the δ-neighborhood S˜
of S is defined by
S˜ = {z ∈ C : dist(z, S) < δ}. (A.12)
We define the dyadic parent S− of S be the unique element of S2δ containing S. For  > 0 we define a
(µh, )-box to be a dyadic square S ∈ ∪k∈ZS2−k which satisfies (in the notation introduced just above)
µh(S˜) <  and µh(S˜−) ≥ . In the case of the zero boundary GFF we extend the measure µh to a measure on
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zS˜−(z)
S˜(z)
S(z)
Figure 9: The set of (µh, )-boxes on the figure is the set of squares which do not contain any smaller
squares. The figure illustrates various neighborhoods associated with z ∈ C. The quantum dimension of a
random fractal X is defined in terms of the number of squares S(z) needed to cover X. The set S˜(z) is a
neighborhood of S(z), while S˜−(z) is a neighborhood of the dyadic parent S

−(z) (which is not labelled on
the figure) of S(z). The square S(z) is defined such that µh(S˜
) <  and µh(S˜

−) ≥ .
C by assigning measure 0 to the complement of D˜. Let S be the set of (µh, )-boxes. Since µh is non-atomic,
for each z ∈ C and  > 0 for which none of the coordinates are dyadic, there is a unique square S(z) ∈ S
which contains z; in the case where one or both of the coordinates is dyadic we define S(z) uniquely by
also requiring that S(z) = Sδ(z) for some δ = 2
−k, k ∈ Z, where Sδ(z) is defined as in the beginning of
this section. Note that the difference between our notion of a (µh, )-box, and the notion of a (µh, )-box
considered in [DS11, Section 1.4], is that we consider dyadic squares where the neighborhood of each square
has a certain quantum measure, instead of considering the measure of the squares themselves. See Figure 9
for an illustration.
For  > 0 define N̂  = N̂ (X) to be the number of (µh, )-boxes needed to cover X, i.e.,
N̂  = #{S ∈ S : S ∩X 6= ∅}.
The box quantum expectation dimension of X, if it exists, is the limit
lim
→0
logE[N̂ ]
log −1
∈ [0, 1]. (A.13)
The following lemma is a version of [DS11, Proposition 1.6] with our alternative notion of a (µh, )-box.
Recall that we assume h is either a whole-plane GFF with unit circle average zero, or a zero boundary GFF.
Lemma A.6. If the Euclidean expectation dimension d̂0 of X exists and X is independent of h, then the
box quantum expectation dimension of X exists and is given by d̂γ , where d̂γ ∈ [0, 1] solves (3.13).
Proof. First we consider the case where h is a zero boundary GFF on D˜. It is sufficient to establish the
following two inequalities
lim inf
→0
logE[N̂ ]
log −1
≥ d̂γ and lim sup
→0
logE[N̂ ]
log −1
≤ d̂γ . (A.14)
The first inequality of (A.14) is immediate, since the number of boxes N̂  in our cover is at least as large
as the number of boxes in the cover considered in [DS11, Proposition 1.6], since each (µh, )-box with our
definition is contained in a (µh, )-box with the definition considered in [DS11].
We will now establish the second inequality of (A.14). Let S− denote the set of dyadic parents of squares
in S. With S˜ as in (A.12), define the following quantum -neighborhoods of X:
S˜(X) :=
⋃
S∈S :S∩X 6=∅
S˜, S˜−(X) :=
⋃
S∈S− :S∩X 6=∅
S˜.
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For z ∈ C define S−(z) to be the dyadic parent of S(z), and define S˜(z) (resp. S˜−(z)) to be the δ-
neighborhood of S(z) (resp. the 2δ-neighborhood of S−(z)), where δ is the side length of S
(z). The first
step of our proof is to reduce the lemma (for the case of a zero boundary GFF) to proving the following
estimate:
lim
→0
logE[µh(S˜

−(X))]
log −1
≤ d̂γ − 1. (A.15)
Let
N̂ − = #{S ∈ S− : S ∩X 6= ∅}.
By (A.16), which we will explain just below, we see that (A.15) is sufficient to prove the lemma:
lim
→0
logE[N̂ ]
log −1
= lim
→0
logE[N̂ −]
log −1
≤ lim
→0
logE[µh(S˜

−(X))]
log −1
. (A.16)
The first equality of (A.16) follows by N̂ − ≤ N̂  ≤ 4N̂ −. The second estimate of (A.16) follows since for any
z ∈ D it holds that µh(S˜−(z)) ≥  and µh(S˜−(z) ∩ S) > 0 for at most 9 of the dyadic squares S ∈ S− which
intersect X.
Our justification of (A.15) will be very brief, since a similar argument can be found in [DS11]. Let
Θ = Z−1eγh dz dh be the rooted probability measure defined in [DS11, Section 3.3]. Proceeding similarly as
in [DS11], and letting δ = δ(z, ) denote the (random) side length of S(z) for (z, h) ∼ Θ, we see that
lim
→0
E[µh(S˜

−(X))]
log −1
= lim
→0
P[S˜−(z) ∩X 6= ∅]
log −1
= lim
→0
E[δ2−d̂0 ]
log −1
≤ d̂γ − 1. (A.17)
In particular, the first equality of (A.17) follows by the argument right after the statement of [DS11, Theorem
4.2], and the second equality of (A.17) follows by the argument of the first paragraph in the proof of [DS11,
Theorem 4.2]. The last inequality of (A.17) follows by using that the dyadic squares S(z) have a side length
which is smaller than or equal to the corresponding dyadic squares considered in [DS11, Section 1.4], and
that the last inequality of (A.17) holds for the dyadic squares considered in [DS11]. The estimate (A.17)
implies (A.15), which concludes the proof of the lemma for the case of the zero boundary GFF.
Next we consider the case where h is a whole-plane GFF with additive constant chosen so that its circle
average over ∂D is 0. Choose R > 0 such that D ⊂ BR/4(0). Then h|BR(0) = h0 + h, where h0 is a zero
boundary GFF in BR(0), and h is a harmonic function in BR(0). By [GHM15, Lemma 3.12], and by using
that h(0) is the circle average of h around BR(0), so that h(0) is a centered Gaussian random variable with
variance log(R), for any u > 0,
P
[
sup
z∈BR/2(0)
|h(z)| > u log δ−1
]
= o∞δ (δ).
Hence, except on an event of probability o∞δ (δ), for any A ⊂ BR/2(0), we have δγuµh0(A) ≤ µh(A) ≤
δ−γuµh0(A). Since u > 0 is arbitrary, the statement of the lemma for the case of a whole-plane GFF follows
from the case of a zero-boundary GFF on D˜ = BR(0).
We will apply the following basic lemma in our proof of Proposition A.5.
Lemma A.7. Let µh be the γ-LQG measure associated with a whole-plane GFF with additive constant chosen
such that the average around ∂D is 0. Let D ⊂ C be a bounded open set. For δ > 0 let Bδ be a deterministic
collection of at most δ−2 Euclidean balls of radius δ > 0 contained in D, and define Aδ := maxB∈Bδ µh(B).
Given any M > 0 we can find s = s(M) > 0 such that P(Aδ > δ
s)  δsM , where the implicit constant is
independent of δ.
Proof. By [GHM15, Lemma 5.2] and the Chebyshev inequality, for any B ∈ Bδ, β ∈ [0, 4/γ2) and s > 0, we
have
P[µh(B) > δ
s] ≤ δf(β)−sβ+oδ(1),
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where f(β) = (2 + γ
2
2 )β − γ
2
2 β
2. By the union bound,
P[Aδ > δ
s]  δ−2 max
B∈Bδ
P[µh(B) > δ
s] ≤ δf(β)−2−sβ+oδ(1).
If we choose β ∈ (1, 4/γ2) then for small enough s > 0, we have f(β) − 2 − sβ > sM , which implies the
lemma.
Proof of Proposition A.5. First we consider the case where h is a whole-plane GFF normalized as in the
statement of the proposition. Fix a large constant C > 0 to be chosen later, depending only on γ. For , u > 0
let Eu be the event that the following is true.
(i) All squares S ∈ S for which S ∩D 6= ∅ have Euclidean side length at least K , where K > 0 is chosen
sufficiently large such that the probability of this event is at least 1− C . Existence of an appropriate
K (independent of , u) follows from Lemma A.7 applied with e.g. δ = 10K , M = 1000, and Bδ a
collection of balls such that each S ∈ S˜2δ for which S ∩D 6= ∅ is contained in a ball in Bδ, where S˜2δ
is the set of 2δ-neighborhoods of boxes in S2δ.
(ii) For any interval I ⊂ R for which δ := diam(η(I)) < u and η(I) ∩D 6= ∅ the set η(I) ⊂ C contains a
ball of radius at least δ1+u.
By [GHM15, Proposition 3.4 and Remark 3.9], the probability of the event in (ii) is of order 1− o∞ (), at a
rate depending only on u and the diameter of D. Hence P
(
(Eu )
c
)  C . If the event (ii) occurs, then for any
dyadic box S of side length δ ∈ (0, K), the number of disjoint SLE segments η(I) for I ⊂ R any interval
which intersect both S and C \ S˜ is bounded by δ−2u (c.f. [GHM15, Lemma 5.1]). Therefore the condition (i)
implies that on the event Eu we have N
  −2KuN̂ . Note that N   µh(D˜)−1 for D˜ a slightly larger open
set containing D, so by Ho¨lder’s inequality and the moment estimate in [RV14a, Theorem 2.11], we see that
E[1(Eu )cN
] decays faster than any power of . It follows that
E[N ]  E[−2KuN̂ ] +E[1(Eu )cN ]  −2KuE[N̂ ].
Since u > 0 was arbitrary, an application of Lemma A.6 concludes the proof of the proposition for the case of
h a whole-plane GFF.
Now we assume h is the circle average embedding of an α-quantum cone and that D lies at positive
distance from 0. Let D˜ be a slightly larger domain containing D which also lies at positive distance from 0.
By [GHM15, Lemma 3.10], we can couple h with an instance of a whole-plane GFF hG (normalized as above)
satisfying the following property. There is a constant c = c(γ, α) > 0 such that for each u > 0, it holds except
on an event of probability  cu that u/3µh(A) ≤ µhG(A) ≤ −u/3µh(A) for each A ⊂ D˜. Let N  (resp. N G)
denote the number of boxes in (3.14) when the field is h (resp. hG). By the coupling between h and hG,
except on an event of probability cu, we have N  ≤ 10N 1+u/3G . We conclude the proof of the proposition by
using the above result for the whole-plane GFF (and we decrease c in the very last step if necessary):
P[N  > −u−dγ ]  P[N  > 10N 1+u/3G ] +P[10N 
1+u/3
G > 
−u−dγ ]  cu.
A.3 Proof of Lemma 5.3
In this section we prove our restricted sub-addivity lemma, Lemma 5.3. The following recursive relation is
the key observation for the proof.
Lemma A.8. Assume we are in the setting of Lemma 5.3. For each n,m ∈ N with np ≤ m ≤ λn, we have
an ≤ n
m
am + C(λ
−1 + 1)m+ C
n1+p
m
.
Proof. Let k∗ := bn/m− λ−1c be the largest k ∈ N for which n− km ≥ λ−1m. Note that k∗ ≤ n/m− λ−1.
By the subaddivity hypothesis (5.4), for each k ∈ [0, k∗]Z we have
an−(k−1)m ≤ am + an−km + C(n− km)p.
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By iterating this estimate k∗ times we get
an ≤ k∗am + an−k∗m + Ck∗np. (A.18)
We have k∗ ≤ n/m and by maximality of k∗ we have n−k∗m ≤ (λ−1+1)m so our sub-linearity hypothesis (5.5)
implies an−k∗m ≤ C(λ−1 + 1)m. Thus the statement of the lemma follows from (A.18).
Lemma A.9. Let f, g : N → N be non-decreasing functions and suppose there exists n0 ∈ N such that
f(n) > n and g(n) ≥ f(f(n)) for n ≥ n0. Let {bn}n∈N be a sequence of real numbers and suppose there exists
a χ > 0 with the following property. For each sequence {nk}k∈N with nk →∞ and f(nk) ≤ nk+1 ≤ g(nk) for
each k ∈ N, we have limk→∞ bnk = χ. Then limn→∞ bn = χ.
Proof. For r ∈ N, let fr and gr be the n-fold compositions of f and g, respectively.
Suppose that {mj}j∈N is an increasing sequence of positive integers with m1 ≥ n0 and mj+1 ≥ g(mj)
for each j ∈ N. We claim that limj→∞ bmj = χ. To see this, we will construct a sequence {nk}k∈N with
f(nk) ≤ nk+1 ≤ g(nk) for each k ∈ N such that {mj}j∈N is a subsequence of {nk}k∈N. Let r1 = 1 and
for j ≥ 2, let rj be chosen so that frj (mj−1) ≤ mj < frj+1(mj−1). Such an rj exists since mj−1 ≥ n0 so
fr(mj−1) ≥ fr−1(mj−1) + 1 for r ∈ N, whence limr→∞ fr(mj−1) =∞.
Since mj ≥ g(mj−1) ≥ f2(mj−1) we have rj ≥ 2. Therefore frj−1(mj−1) ≥ mj−1 ≥ n0. By definition of
rj and g(n) ≥ f(f(n)) for n ≥ n0,
g(frj−1(mj−1)) ≥ frj+1(mj−1) ≥ mj . (A.19)
For j ∈ N, let kj :=
∑j
i=1 rj . Let n1 := m1. For j ≥ 2 and k ∈ (kj−1, kj)Z, let nk := fk−kj−1(mj−1). Let
nkj := mj . We claim that f(nk) ≤ nk+1 ≤ g(nk) for each k ∈ N. Indeed, given k ∈ N, let j ∈ N be chosen
so that k ∈ [kj−1, kj − 1]Z. If k 6= kj − 1, then we have nk+1 = f(nk), so clearly the desired inequalities hold
in this case. If k = kj − 1, then we have nk+1 = mj and nk = fkj−kj−1−1(mj−1) = frj−1(mj−1). By (A.19)
we have g(nk) ≥ nk+1 and by definition of rj we have f(nk) ≤ nk+1, as required. Since limk→∞ bnk = χ (by
hypothesis) we also have limj→∞ bmj = χ.
We now argue that limn→∞ bn = χ. If not, we can find an increasing sequence mj →∞ and  > 0 such that
|bmj − χ| ≥  for each j ∈ N. By passing to a subsequence we can arrange that m1 ≥ n0 and mj+1 ≥ g(mj)
for each j ∈ N. Then the claim above implies that limj→∞ bmj = χ, which is a contradiction.
Proof of Lemma 5.3. Fix q ∈ (1, p−1/4) and q̂ ∈ (q2, p−1/2). For n ∈ N let f(n) := dnqe and g(n) := bnq̂c.
Observe that f and g satisfy the hypotheses of Lemma A.9. By Lemma A.9 it suffices to show that there
is a χ ∈ R such that for each sequence {nk}k∈N with n1 ≥ 2 and nqk ≤ nk+1 ≤ nq̂k for each k ∈ N, we have
limk→∞ ank/nk = χ.
Fix such a sequence {nk}k∈N and let bk := ank/nk. Since q̂ < p−1, there is a k0 ∈ N such that for k ≥ k0,
we have npk+1 ≤ nk ≤ λnk+1. By Lemma A.8, for k ≥ k0 we have
ank+1 ≤
nk+1
nk
ank + C(λ
−1 + 1)nk + C
np+1k+1
nk
Dividing by nk+1 gives
bk+1 ≤ bk + uk, where uk := C(λ−1 + 1) nk
nk+1
+
npk+1
nk
. (A.20)
Since n1 ≥ 2 and nqk ≤ nk+1 ≤ nq̂k for each k ∈ N we have nk ≥ 2q
k−1
for each k ∈ N and
uk ≤ C(λ−1 + 1)n−(q−1)k + n−(1−q̂p)k ≤ Ok(1)
(
2−(q−1)q
k−1
+ 2−(1−q̂p)q
k−1)
.
Since 1 < q < q̂ < p−1/2, this is summable. Let
b˜k := bk −
k−1∑
j=1
uj and β :=
∞∑
j=1
uj .
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The relation (A.20) implies that b˜k+1 ≤ b˜k for each k ∈ N. Since b˜k ≥ −β for each k, we infer that limk→∞ b˜k
exists. Hence also
χ := lim
k→∞
bk = lim
k→∞
b˜k + β
exists. It remains to show that the χ does not depend on the initial choice of sequence {nk}k∈N. To this end,
it is enough to show that
lim sup
n→∞
an
n
≤ χ, (A.21)
since then the limiting values χ arising from two different choices of subsequence must agree by symmetry.
To prove (A.21), suppose given n ∈ N with n ≥ nk0+2 (with k0 defined as in the beginning of the proof).
Let k ∈ N be the largest integer such that nk+1 ≤ n, and note that k ≥ k0. Then our condition on the nk’s
implies that n1/q̂
2 ≤ nk ≤ n1/q. Since 1/q < 1 and 1/q̂2 > p, Lemma A.8 with m = nk implies that
an ≤ n
nk
ank + C(λ
−1 + 1)nk + C
n1+p
nk
≤ χn(1 + on(1)) + C(λ−1 + 1)n1/q + Cn1+p−1/q̂2 = χn(1 + on(1)).
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