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Abstract: This paper presents the design of a
neuro-controller for a turbogenerator using a
novel technique based on Adaptive Critic Designs
(ACD). This adaptive critic design based neurocontroller augmentsheplaces the traditional
Automatic Voltage Regulator (AVR) and the
turbine governor of the generator. Simulation
results are presented to show that neural network
controllers with the ACD have the potential to
control turbogenerators when system conditions
and configuration changes.
I. Introduction

Turbogenerators are highly complex, non-linear, fast
acting, multivariable systems with dynamic
characteristics that vary as operating conditions
change. As a result, the outputs have to be coordinated to satisfy the requirements of the power
system operation. The effective control of
turbogenerators is important since these devices are
responsible for ensuring the stability and the security
of the electrical network. Conventional AVRs and
turbine governors are designed to control, in some
optimal fashion, the turbogenerator around one
operating point; at any other point the generator's
performance is degraded [I].
Artificial neural networks ( A N N s ) are good at
identifying and controlling complex nonlinear
systems [2]. They are suitable for multi-variable
applications, where they can easily identify the
interactions between the inputs and outputs. It has
been shown that a multilayer feedforward neural
network using deviation signals as inputs can identify
[3] the complex and nonlinear dynamics of a single
machine infinite bus configuration with sufficient
accuracy to design a controller. Numerous
publications have reported on the design of ANN
controllers for turbogenerators, and presented both
simulation and experimental results showing that
A " s have the potential to replace traditional
controllers [4,5,6].

This paper presents a new technique not found before
in the design of a neuro-controller for a
turbogenerator that is based on critic training and does
not require continually online training. The success of
such a technique in the development of a neurocontroller for a nonlinear multivariable system
proposed by Narendra and Mukhopadhyay [7] with
ACD has been reported by Visnevski and Prokhorov
[8]. In this paper the design of a neuro-controller
using the Heuristic Dynamic Programming (HDP)
type of ACD is discussed and simulation results are
presented to show that critic based trained neural
networks has the ability to control turbogenerators.
Simulation studies are carried out on a
MATLAB/SIMULINK model of a micro-alternator
described in the next section.
2. Turbogenerator Modeling

A 3 kW micro-alternator with per-unit parameters
typical of those expected of 30 - 1000 MW
generators [9], with traditional governor and
excitation controls connected to an infinite bus
through a transmission line, shown in figure I, is used
in this study. The micro-alternator is driven by a
specially controlled d.c. motor acting as a turbine
simulator. The non-linear time-invariant system
equations are of the form:

where g(x) contains the non-linear terms.
Equation (I) is developed from the two axis dqequations with the following selected states:
x

= [ 6 S id i, i, i(, is]

(2)

where the first two states are the rotor angle and the
speed deviation, the other states are the currents in the
d, q, field, and damper coils. Details of the system
equations are given in [4].
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The transmission line is modeled using the following
equations in the state space form.
ud = U , sin6- R,,i,[

+ X,i,, - L, irl

uq = U , cos6 - R,i,l + X,id

(3)

- L, i d

(4)

where u , ~and U,) are voltage components at the
machine terminals, U,,, is the voltage at the infinite
bus and Re, L,,X, are transmission line parameters.
The traditional AVR and excitation system are
modeled in state space as a second order device with
limits on its output voltage levels. The turbine
simulator and governor system are modeled in state
space as a fourth order device so that re-heating
between the high pressure and intermediate pressure
stages may be included in the model. The output of
the turbine simulator is limited between zero and
120%.
The mathematical implementations of these state
space equations are carried out in the
MATLAB/SIMULINK environment [4].

dependent design. and compares the results with that
obtained using a traditional PID controller [ 121 and a
Continually Online Trained (COT) artificial neural
network controller [4]. The model that is used for the
plant (figure 1) in this paper is an ANN
modelhdentifier.
3.1. Heuristic Dvnamic ProgramminP (HDP)
The HDP consists of two neural networks namely the
critic and action networks. The action-critic networks
are connected through a neural network model (or
identitier) with fixed parameters approximating
dynamics of the plant (figure 1). The neural network
identifier [3] is trained offline to identify the plant
dynamics at different operating points using
deviation signals. The output of the model is the
estimated deviations in the actual outputs of the plant.
The critic network estimates the function J (cost-togo) in the Bellman equation of dynamic
programming, expressed as follows:

J(t)=& V ( t

+k)

(5)

k=O

where y is a discount factor for finite horizon
problems (0 e y c I ) , and U(.) is the utility function
or local cost. The critic network is trained forward in
time, which is of great importance for real-time
operation. The critic network tries to minimize the
following error measure over time

Figure 1: The Single Machine
Configuration

Intinite

Bus
E ( t ) = J ( A Y ( t ) )- t J ( A Y ( t + I)) - U ( t )

(7)

3. Neuro-controller with ACD
Adaptive Critic Designs (ACD) basically includes all
neural network designs capable of optimization over
time under conditions of noise and uncertainty. A
family of ACD was proposed by Werbos [lo] as a
new optimization technique combining together
concepts of reinforcement learning and approximate
dynamic programming. The ACD consists of two
networks called the Critic and the Action which are
connected together directly (Action-dependent
designs) or through an identification model of a plant
(Model-dependent designs). Model-dependent designs
are considered to be more advanced but require an
accurate model to operate.
There are three basic implementations of the ACD
called Heuristic Dynamic Programming (HDP), Dual
Heuristic Dynamic Programming (DHP), and
Globalized Dual Heuristic Dynamic Programming
(GDHP), listed in order of increasing complexity and
power [Ill. This paper uses the HDP model
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where AY(t) stands for either a vector of observables
of the plant (or the states, if available).
The weights’ update expression for the critic network
is as follows:

where 7 is a positive learning rate.
The configuration for training the critic network
according to eq. (7) is shown in figure 2. The same
critic network is shown in two consecutive moments
in time. The critic network’s output J ( t + l ) is
necessary in order to provide the training signal
yJ(t+I) + U(t),which is the target value for J(r).
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beforehand to act as a stabilizing controller of the
plant. Such a pre-training is done on one operating
point of the plant.

In the critic network’s training cycle, an incremental
optimization of eq. (6) is carried out by exploiting a
suitable optimization technique like the gradient
descent. The following operations are repeated N
times:

Figure 2: Critic Network Adaptation in HDP
The objective here is to minimize J in the immediate
future, thereby optimizing the overall cost expressed
as a sum of all U(t) over the horizon of the problem.
This is achieved by training the action network with
an error signal dJ/dA. The gradient of the cost
function J with respect to the outputs, A , of the action
network, is obtained by backpropagating dJ/dJ (i.e.
the constant I ) through the critic network and then
through the model to the action network as shown in
figure 3. This gives dJ/dA and d J / N A for all the
outputs of the action network and all the action
network’s weights WA. respectively. Hence the
expression for the weights’ update in the action
network is as follows:
(9)

where a i s a positive learning rate.
A W

1. Initialize t = U and AY(O)
2. Compute output of the critic network at time t ,
J ft ) = f d A Yft), W d
3. Compute output of the action network at time t ,
Aft) =fAfAYft).wA)
4. Compute output of the model at time t+l,
AY(t+l) = fM(AYft),A(t), WM)
5 . Compute the output of the critic network at time
t + l ,J ( t + l ) = f d A Y ( t + l ) , W,)
6. Compute the critic network error at time t , Eft)
from eq. (6)
7. Update the critic network’s weights using the
backpropagation algorithm.
8. Repeat steps 2 to 7.
The functions f d Y f t ) , W d , fA(Y(t), WA), and fM(Yft),
WM) represent the critic, the action and the model
networks with their weights Wi, respectively.
In the action network’s training cycle, an
incremental learning is also carried out using- the
backpropagation algorithm, as in the critic network’s
training cycle above. The list of operations for the
action network’s training cycle is almost the same as
that for the critic network’s cycle above (steps 1 to 7).
However, instead of using eq. (6) and d J / N C , dJ/dA
and dA/dwA are used for updating the action
network’s weights.

3.3. Testing the Neuro-controller/Action Network
Once the critic network’s and action network’s
weights have converged, the action network is
connected to the plant (figure 1) as shown in figure 4.

Figure 3: Action Network Adaptation in HDP

3.2. Critic and Action Networks’ Training Procedure
The training consists of two cycles namely: critic
network cycle and action network cycle. The training
is alternated between the critic network adaptation
and the action network adaptation until an acceptable
performance is reached. Random initial weights
between -0.1 and 0.1 are chosen for the critic
network. In order to ensure that the plant remains
stable during the training phase of the critic and
action networks, the first training cycle of the critic
network is started with the action network trained

Figure 4: Trained Action Network Connected to the
Plant
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+ 16AV(t - 2)]’

With the setup in figure 4 the action network is tested
(section 5 ) under different operating conditions and
system configurations.

U ( t ) = [4AV(t) + JAV(t - I)

4. Architecture of the Model. Critic and Action
Neural Networks

The dynamic and transient operation of the action
network is compared with the operation of a
traditional PID controller (AVR and turbine governor)
and a COT ANN controller [4] under two different
conditions: k 5% desired step changes in the terminal
voltage setpoint, and a three phase short circuit on the
infinite bus. Each of these is investigated for the
turbogenerator operating at different power factors
and transmission line configurations.

For the application specific to this paper, which is
turbogenerator control, three different neural
networks are used: one for the model, the second for
critic network and the third for the action network.
The neural network model or identifier is a three layer
feedforward network with twelve inputs, a single
layer with fourteen neurons and two outputs. ,The
inputs are the actual deviation in the input to the
exciter, the actual deviation in the input to the
turbine, the actual terminal voltage deviation and the
actual speed deviation of the generator. These four
inputs are time delayed by a sample period of 20 ms
and together with the eight previously delayed values
form the twelve inputs for the model. The model
outputs are the estimated terminal voltage and
estimated speed deviation of the turbogenerator.
The critic network is also a three layer feedforward
network with six inputs, thirteen hidden neurons and a
single output. The inputs to the critic network are the
speed deviation Ao and terminal voltage deviation
AV,. These inputs are time delayed by a sample period
of 20. ms and together with the four previously
delayed values form the six inputs for the critic
network. The output of the critic network is the costto-go function, J.
The action network is also a three layer feedforward
network with six inputs, a single hidden layer with ten
neurons and two outputs. The inputs are the
turbogenerator’s actual speed and actual terminal
voltage deviations. Each of these inputs is time
delayed by 20 ms and, together with four previously
delayed values, form the six inputs. The two outputs
the
of the ANN controller, A f t ) = [Ab’’, @,,I,
deviation in the field voltage and the deviation in the
power signal, augments the inputs to the
turbogenerator’s exciter and turbine simulator
respectively as shown in figure 4.

5. Simulation Results with the Trained Action
Network
The training results for the neural network model are
not shown in this paper. Details of the identification
accuracy can be found in [3].

[OAAw(t)+ OAAo(t - I) + 0.16Aw(t - 2)]’

(10)

Typical results are shown in figures 5 to 12. Figures 5
and 6 show the performance of the different
controllers for k 5% desired step changes in the
terminal voltage with the turbogenerator operating at
1 pu real power (p) and 0.85 lagging power factor (pf)
with transmission line impedance 2 = 0.02 + j 0.4 pu.
Figures 7 and 8 show a turbogenerator operating
under the same conditions but experiencing a 50 ms
three phase short circuit on the infinite bus.
The results with the conventional controller, the
adaptive critic design based controller and the
continually online trained artificial neural network are
shown in the diagrams below as C O W , ACD and
COT respectively.
Figures 5 and 6 show that the COT ANN controller
has a smaller overshoot and better damping than the
conventional controller. The ACD controller response
is over damped with a longer time constant and has a
small steady state error.
Figure 7 shows that both the COT and ACD
controllers have better damping than the conventional
controller. The COT controller outperforms the other
two controllers in the rotor angle response in figure 8
and the ACD has the longest settling time here.
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Figure 5: k 5% Step Changes in the Desired Terminal
Voltage (P = 1.0 pu, pf = 0.85 lagging, Z = 0.02 + j
0.4 pu)
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Figure 6: Rotor Angle Variation for k 5% Step
Changes in the Desired Terminal Voltage (P = 1.0 pu,
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Figure 7: Terminal Voltage Variation for a 50 ms
Three Phase Short Circuit on the Infinite Bus (P = 1.0
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Figure 10: Rotor Angle Variation for k 5% Step
Changes in the Desired Terminal Voltage (P = 1.0 pu,
pf = 0.85 lagging, Z = 0.025 + j 0.6 pu)
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Figure 8: Rotor Angle Variation for a 50 ms Three
Phase Short Circuit on the Infinite Bus (P = 1.0 pu, pf
= 0.85 lagging, Z = 0.02 + j 0.4 pu)
Figures 9 and 10 show the turbogenerator undergoing
step changes in the terminal voltage at the operating
point at P = 1.0 pu and 0.85 lagging pf as before, but
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Figure 11: Terminal Voltage Variation for a 50 ms
Three Phase Short Circuit on the Infinite Bus (P = 1.0
pu, pf = 0.85 lagging, Z = 0.025 + j 0.6 pu)
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Figure 12: Rotor Angle Variation for a 50 ms Three
Phase Short Circuit on the Infinite Bus (P = 1.0 pu, pf
= 0.85 lagging, Z = 0.025 + j 0.6)
Figures 9 and 10 show that both the COT and the
ACD controllers have a better damping than the
conventional controller. The ACD controller’s
response is over damped and has a steady state error.
Figure 11 and 12 show that both the COT and the
ACD controllers outperform the conventional
controller.
6. Conclusions
This paper has shown that with this method of
adaptive critic designs, neural network controllers can
be designed to control turbogenerators without
needing continually online training. The heuristic
dynamic programming type of ACD based controller
has shown an acceptable performance with the short
circuit tests. The response of the ACD based
controller to step changes in the terminal voltage is
over damped with a slow rise time but with a robust
performance. This response can be improved by using
a different utility function and discount factor in the
Bellman equation or by using a more powerful ACD,
such as DHP or GDHP. This paper has proved that
there is a potential for adaptive critic designs based
neural network controllers for turbogenerators.
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