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Abstract
Variational inequalities have found many applications in applied science. A partial list
includes obstacles problems, fluid flow in porous media, management science, traffic net-
work, and financial equilibrium problems. However, solving variational inequalities remain
a challenging task as they are often subject to some set of complex constraints, for exam-
ple the obstacle problem.
Domain decomposition methods provide great flexibility to handle these types of prob-
lems. In our thesis we consider a general variational inequality, its finite element formu-
lation and its equivalence with linear and quadratic programming. We will then present
a non-overlapping domain decomposition formulation for variational inequalities. In our
formulation, the original problem is reformulated into two subproblems such that the first
problem is a variational inequality in subdomain Ωi and the other is a variational equality
in the complementary subdomain Ωe. This new formulation will reduce the computational
cost as the variational inequality is solved on a smaller region. However one of the main
challenges here is to obtain the global solution of the problem, which is to be coupled
through an interface problem. Finally, we validate our method on a two dimensional
obstacle problem using quadratic programming.
Some part of this thesis has been accepted to publish in proceeding from the twenty first
international conference on domain decomposition methods [94].
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Chapter 1
Introduction
Variational inequalities have gained great importance over the last few decades both
from a theoretical and a practical point of view. These problems arise in many physical,
engineering and financial phenomena and have applications in various fields. For example,
we could find some applications in the study of obstacle problems [27] [71], American
options pricing model [117], the Stefan problem, the filtration dam problem [95], flow
problems [49] etc.
A famous variational inequality problem was introduced by Antonio Signorini in 1959,
named as the Signorini problem; which was essentially an equilibrium problem. These
problems were solved by Fichera 1963 [44] and 1964 [45]. Some more details on the
historical review of variational inequality problems can be found in [[2], pp 282-284].
Variational inequalities can often be reduced to a complementarity problem. An LCP
can be solved by optimization techniques such as linear programming (LP) or quadratic
programming (QP) (constrained minimization problem) problems. For example Lion in
[30] and Murty in [88] have given some results to show the equivalence of LCP to LP
and QP problems. The LCP seems to be a bridge between variational inequalities and
optimization problems.
Domain decomposition (DD) methods are one of the most powerful tools for developing
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parallel algorithms for the solutions of very large scale problems in the field of science
and engineering. These methods have been extensively used for the solution of elliptic
problems either for partial differential equations or partial differential inequalities. DD
methods are based on the rule of divide, conquer and combine. Combining the solutions
for different subdomains is a challenging task. The decomposition of a domain is also very
important as in different subdomains the behavior of the original problem differs and each
subproblem could be solved independently depending on the behavior of the subproblem.
In this thesis we apply DD methods to reformulate our variational inequality problem and
then find its solution using optimization techniques for minimization problem.
1.1 Elliptic variational inequalities (EVI)
Let Ω ∈ Rd, d = 1, 2, be a bounded open domain with boundary ∂Ω. Consider the
problem 
Lu > f in Ω,
u > ψ in Ω,
(Lu− f)(u− ψ) = 0 in Ω,
u = 0 on ∂Ω,
(1.1.1)
where L is an elliptic operator defined as
Lu = − div(a · ∇u) + b · ∇u+ c u.
These types of problems arise when a problem is to be solved subject to some constraints,
for example, in the above problem, we have to compute the solution with the restriction
u > ψ, and thus it gives rise to a variational inequality problem
a(u, v − u) > `(v − u), ∀v ∈ K,
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where K = {v ∈ V : v > ψ in Ω, v = 0 in Ω},
The discrete form of (1.1.1) is
V I(L, f ,Ψ) :

Lu > f ,
u > Ψ,
(Lu− f)i(u−Ψ)i = 0 , 1 6 i 6 n,
(1.1.2)
where L ∈ Rn×n,u, f ,Ψ ∈ Rn and the last product is understood in an entrywise sense.
Problem (1.1.2) is related to the following LCP and QP problems.
Find w, z ∈ Rn such that
LCP (M˜,q) :

w − M˜z = q,
w > 0, z > 0,
wTz = 0.
QP (A,b, c, D) :

Minimize Q(x) = cTx +
1
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xTDx,
subject to Ax > b,
x > 0.
We will show in Chapter 3 that these variational inequality problems are equivalent to
linear complementarity and quadratic programming problems.
V I(L, f ,Ψ) ≡ LCP (L,LΨ− f) ≡ QP (I,Ψ,−f , L).
As a model example for variational inequality we consider the well known Obstacle Prob-
lem.
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1.1.1 Obstacle problem
The obstacle problem seeks the equilibrium position of an elastic membrane (a string in
the one dimensional case) in an open bounded domain Ω with closed boundary ∂Ω, which
lies above an obstacle ψ under a given vertical force f . The membrane is fixed along the
boundary ∂Ω, so u = 0 on ∂Ω. This can be written as the system of equations

−∆u− f > 0 in Ω,
u− ψ > 0 in Ω,
(u− ψ)(−∆u− f) = 0 in Ω.
(1.1.3)
Some examples are shown in figures (1.1)-(1.3)
Figure 1.1: Obstacle problem in 1D
5
Figure 1.2: Obstacle functions
Figure 1.3: corresponding solution
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Figure (1.1)-(1.3) correspond to the obstacle problem in which a membrane lies above
three obstacles (cylinders), could be seen that the obstacles have support on a small area
of the domain.
1.1.2 Convection diffusion problems
In Chapter 2, we give another example of variational inequalities, a convection diffusion
problem, which was motivated by models in mathematical finance such as the Black-
Scholes equation.

−div(a · ∇u) + b · ∇u > f in Ω,
u > ψ in Ω,
(u− ψ)(−div(a · ∇u) + b · ∇u− f) = 0 in Ω,
(1.1.4)
a = αId, is a diffusion direction and b is a convection vector. Since these problems are
non-symmetric in nature, they do not possess a minimization formulation and hence can
not be solved by quadratic programming solvers. We describe a method in which by mak-
ing some suitable substitution we convert the non symmetric problem into a symmetric
reaction diffusion problem. This problem, can then be solved by domain decomposition
method. The solution to the convection diffusion problem is obtained by converting back
the variables.
1.2 Parabolic variational inequalities (PVI)
Parabolic variational inequalities usually arises in the theory of heat conduction, air con-
ditioning heat flow, Black-Scholes, Stefan problem [40]. The dynamic obstacle problem, a
kind of parabolic variational inequality, is of great importance in physics, mechanics and
engineering applications. The parabolic variational inequality can be written as;
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find u(x, t) such that

∂u
∂t
− Lu > f,
u(x, t) > ψ(x, t) in Ω×]0, T [,
(u− ψ)
(
∂u
∂t
− Lu
)
= 0,
u(x, t) = 0 on Γ × [0, T ],
u(x, 0) > ψ(x, 0) on Ω, at t = 0.
(1.2.1)
The variational formulation for parabolic problem is; find u(x, t) such that
(
∂u
∂t
, v − u
)
+ a(u, v − u) > `(v − u), ∀v ∈ K, t ∈ [0, T ], (1.2.2)
with initial condition
(u(x, 0), v − u) > (ψ(x, 0), v − u), (1.2.3)
where
K = {v|v ∈ H10 (Ω) : v > ψ in Ω}
is a non-empty convex subset of V, u(x, 0) ∈ K and f ∈ L2(0, T ;L2(Ω)).
1.2.1 Semi-discretization in space
The matrix form of the semi-discretised problem is
(v − u)T M du
dt
+ (v − u)TLu > (v − u)T f ,
or equivalently
M
du
dt
+ Lu > f , (1.2.4)
8
with initial condition
u(x, 0) > Ψ(x, 0).
1.2.2 Discretization in time
To obtain the fully discrete form of the parabolic variational inequality we use two schemes,
the backward Euler and Crank Nicolson. The matrix formulation for the fully discrete
problem can be written as

Âku
k > f̂k,
uk > Ψk,
(uk −Ψk)i(Âkuk − f̂k)i = 0 1 < k < i,
(1.2.5)
where Âk and f̂k depend on the time discretization scheme. These problems upon dis-
cretization yield the same type of discrete variational inequalities.
1.3 Domain decomposition Methods
Domain decompositions methods generally refers to the splitting of boundary value prob-
lem, into coupled subproblem on smaller subdomains, which are the partitioning of the
original domain. In 1870 Schwarz [103] proposed an overlapping domain decomposition
method to compute the numerical solutions of partial differential equations on an exotic
domain combining a disc and a rectangle. The decomposition of domain is also very im-
portant as in different subdomains behavior of the original problem may differ and each
subproblem can be solved on the subdomains independently and in parallel. Some more
advantages are that, the domain decomposition algorithms are geometry free and can be
implemented as fast iterative solver.
In this thesis we consider non-overlapping domain decomposition methods for (1.1.1) and
(1.2.1). A detailed discussion is given in Chapters 5 and 6.
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1.3.1 Domain decomposition Method for elliptic problem
For elliptic problems, we introduced a novel approach in which, Ω is partitioned into two
subdomains and solve our variational inequalities in such a way that for each subdomain
either we solve an equality problem or an inequality problem. Thus, we partition the
domain Ω into two subdomains Ωi and Ωe with interface Γ such that
Ω = Ωi ∪ Ωe ∪ Γ,
and in this way, we reformulate our problem into two subproblems one of which is a
variational inequality in subdomain Ωi and the other is a standard PDE in subdomain
Ωe. The domain decomposition formulation of (1.1.1) can be written as follows: find
z1, z2, λ, w such that 
Lz1 = f in Ωe,
z1 = 0 on ∂Ω
e \ Γ,
z1 = 0 on Γ,
(1.3.1)
{
Seλ = −n · ∇z1 − n · ∇w, on Γ (1.3.2)
Lw > f in Ωi,
w > ψ in Ωi,
(Lw − f)(w − ψ) = 0 in Ωi,
w = 0 on ∂Ωi \ Γ,
w = λ on Γ,
(1.3.3)

Lz2 = 0 in Ωe,
z2 = 0 on ∂Ω
e \ Γ,
z2 = λ on Γ,
(1.3.4)
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The resulting solution is then
u|Ωe = z := z1 + z2,
where the solution for λ and w is approximated in an iterative manner. Note that (1.3.1)
and (1.3.4) are standard linear problems which can be solved either directly or indirectly
(using DDM, for example). We show in Chapter 5 that the discretization of problems
(1.3.1)-(1.3.4) gives rise to an algebraic system
Au =

AeII O A
e
IΓ
O AiII A
i
IΓ
AeΓI A
i
Γ I AΓΓ


ueI
uiI
uΓ
 >

f eI
f iI
fΓ
 = f . (1.3.5)
The idea of applying the domain decomposition method here is to solve the variational
inequality problem only in the domains containing the support of the obstacles. This
approach leads us to a reduced variational inequality system, which could be seen as a
Schur complement approach for the system (1.3.5) and is discussed in detail in Chapter
5. The reduced system for (1.3.5) is
A˜u˜ =
 AiII AiIΓ
AiΓ I S
e

 uiI
uΓ
 >
 f iI
f˜Γ
 = f˜ , (1.3.6)
where
Se := AΓΓ − AeΓI(AeII)−1AeIΓ ,
and the solution on Ωe is given by
ueI = (A
e
II)
−1(f eI − AeIΓuΓ ).
Thus, we try to achieve the task of solving a variational inequality in a smaller region
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rather than in whole domain with the aim to reduce the computational cost.
1.3.2 Domain decomposition method for PVI
The domain decomposition method for PVI at each each time step k, can be written as
Â(u)k =

ÂeII O Â
e
IΓ
O ÂiII Â
i
IΓ
ÂeΓI Â
i
Γ I ÂΓΓ


(ueI)
k
(uiI)
k
(uΓ )
k
 >

(f̂ eI )
k
(f̂ iI)
k
(f̂Γ )
k
 = f̂k, (1.3.7)
In particular, we have
ÂeII = L̂
e
II + M̂
e
II , Â
i
II = L̂
i
II + M̂
i
II ,
ÂΓΓ = L̂ΓΓ + M̂ΓΓ , Â
e
IΓ = L̂
e
IΓ + M̂
e
IΓ , Â
i
IΓ = L̂
i
IΓ + M̂
i
IΓ .
Where L̂ = (1 + θ)L and M̂ =
M
∆tk
, θ = 0 or 1/2, depending on the discretization
scheme. By using this notation, we have the following matrix form at each time step k
ÂeII(u
e{1}
I )
k = (f̂ eI )
k, (1.3.8a)
Ŝe(uΓ )
k = (f̂Γ )
k − ÂeΓI(ue,1I )k − ÂiΓ I(uiI)k, (1.3.8b)
ÂiII(u
i
I)
k > (f̂ iI)k − ÂiIΓ (uΓ )k, (1.3.8c)
ÂeII(u
e{2}
I )
k = −ÂeIΓ (uΓ )k, (1.3.8d)
subject to conditions ((f̂ iI)
k− ÂiII(uiI)k− ÂiIΓ (uΓ )k)j((uiI)k− (ψI)k)j = 0, which represent
the complementarity conditions for (1.3.8c). The Partial Schur complement, Ŝe, is given
by
Ŝe := ÂΓΓ − ÂeΓI(ÂeII)−1ÂeIΓ .
12
The resulting solution at each time step, k, is then
[(u
e{1}
I + u
e{2}
I )
k, (uiI)
k, (uΓ )
k].
1.4 Definitions and Notations
In this section we review some basic concepts from the theory of partial differential equa-
tions. We will also discuss the theory of function spaces that have a key role in the theory
of finite element methods. We will see in this chapter and the rest of the thesis that the
study of finite element methods and the accuracy of the approximate solution which is
obtained by this method requires classes of functions with specific differentiability and
integrability properties. In this section we introduce some standard definitions, notations
and simple results from the theory of functional analysis see [75] [91] [105].
We will also use the follwing notations for certain problems
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PDE partial differential equation
PDI partial differential inequality
PV I parabolic variational inequality
FEM finite element method
DDM domain decomposition method
KKT Karush Kuhn Tucker
V I variational inequality problem
MIN minimization formulation
LCP linear complementarity problem
LP linear programming
QP quadratic programming
RQP reduced quadratic programming
PRQP Picard reduced quadratic programming
NRQP Newton reduced quadratic programming
JFNG Jacobian free Newton-GMRES
1.4.1 Spaces of continuous functions
Let N be the set of non-negative integers. An n-tuple α = (α1, α2, ..., αn), is called a
multi index of order |α| = α1 +α2 + ...+αn. Let Dj = ∂∂xj , we define a partial differential
operator of order |α| as
Dα = Dα11 ...D
αn
n =
∂|α|
∂xα11 ...x
αn
n
·
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Let Ω be a bounded open set in Rn, k ∈ N and let u : Ω→ R, then the set of all continuous
real valued functions with up to k continuous derivatives is denoted by Ck(Ω)
Ck(Ω) = {u : Dαu is continuous on Ω, for all α ∈ Nn with |α| 6 k}.
C0k(Ω) = {u : u ∈ Ck(Ω), and whose support is a bounded subset of Ω}
C∞0 (Ω) is the set of all real-valued, continuous and infinitely differentiable functions de-
fined and whose support is in Ω
C∞0 (Ω) =
⋂
k∈N
Ck0 (Ω).
1.4.2 Lp-Spaces
The Lp-Spaces are defined for 1 6 p 6∞, as
Lp(Ω) = {u(x) : Ω→ R :
∫
Ω
|u(x)|p dx <∞} for1 6 p 6∞,
where the integral is a Lebesgue integral. The spaces Lp(Ω) with norm
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|p dx
)1/p
are Banach spaces. The above Lp spaces can be extended to the case when p = ∞ i.e.,
the space consisting of functions u, and equipped with norm
‖u‖L∞(Ω) = esssup−{x∈Ω} supu(x).
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A particularly important case of Lp spaces is the case when p = 2, the space L2(Ω) is
then a Hilbert space with norm defined by
‖u‖L2(Ω) =
(∫
Ω
|u(x)|2 dx
)1/2
,
and equipped with inner product
(u, v) =
∫
Ω
u(x) v(x)dΩ.
1.4.3 Sobolev Spaces
In this section we introduce an important class of spaces known as Sobolev spaces. These
spaces act as a pillar in the theory of the finite element formulations of partial differential
equations. Before introducing Sobolev spaces we define the weak derivative.
Suppose that u ∈ Ck(Ω), with Ω an open subset of Rn, and let v ∈ C∞0 (Ω), then the
integration by parts holds for all v ∈ C∞0 (Ω)
∫
Ω
Dα u(x) v(x)dx = (−1)|α|
∫
Ω
u(x)Dαv(x) dx,
the boundary terms vanish because v and its derivative have support in Ω. Suppose that
u is a locally integrable function on Ω i.e. u ∈ L1loc(Ω). Then wα ∈ L1loc(Ω) defined by
∫
Ω
wα(x) Dαv(x)dx = (−1)|α|
∫
Ω
w(x)Dαv(x) dx, ∀ v ∈ C∞0 (Ω),
is called the weak derivative of u of order α. By using the above identities we could define
the spaces of weakly differentiable functions, known as Sobolev spaces. Let α be multi-
index of order k > 0, and let p ∈ [1,∞], Dα denote the weak derivative of order |α|. We
define W pk (Ω) the set of L
p functions with derivatives of order up to and including k also
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in Lp(Ω)
W pk (Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), |α| 6 k} .
The set W pk (Ω) is called the Sobolev space of order k, with norm given by
‖u‖W pk (Ω) = ‖u‖
p
k =
∑
|α|6k
‖Dαu‖Lp(Ω)
1/p , 1 6 p <∞.
When p =∞ the corresponding norm is
‖u‖W∞k (Ω) =
∑
|α|6 k
‖Dαu‖L∞(Ω).
The case p = 2 has a special importance. The spaces W 2k (Ω) corresponds to Hilbert
spaces, equipped with the inner product
(u, v)Wk2 (Ω) =
∑
|α|6k
(Dαu,Dαv)L2(Ω)
We will denote these spaces by Hk(Ω) = W 2k (Ω). Throughout this document, for the
solution of partial differential equations as well as for the solution of partial differential
inequalities we will frequently use the Hilbert spaces H1(Ω) and H2(Ω). The space W kp (Ω),
its norm and semi-norm can be defined for p = 2 and k = 0, 1 as follows
k = 0
‖u‖H0(Ω) = ‖u‖L2(Ω),
for k = 1
H1(Ω) = {u ∈ L2(Ω) : Dju ∈ L2(Ω), j = 1, ...n},
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‖u‖H1(Ω) =
{
‖u‖2L2(Ω) +
n∑
j=1
‖Dju‖2L2(Ω)
}1/2
,
and semi-norm
|u|H1(Ω) =
{
n∑
j=1
‖Dju‖2L2(Ω)
}1/2
.
We define H10 (Ω) as the closure of C
∞
0 (Ω) in the norm ‖.‖H1(Ω). This is the Sobolev
space that we will use in the next section to solve elliptic boundary value problems,
with homogenous Dirichlet boundary conditions: u = 0 on ∂Ω, the boundary of Ω. For
sufficiently smooth boundary and k = 1 the space can be defined as
H10 (Ω) = {u ∈ H1(Ω) : u = 0 on ∂Ω}.
Another space of interest is H1/2(Γ, ) which is the interpolation space between H1(Γ ) and
L2(Γ )
H1/2(Γ ) =: [H1(Γ ), L2(Γ )]1/2,
The space H
1/2
0 (Γ ) denotes the completion of C
∞
0 (Γ ) in H
1/2(Γ ). The space H
1/2
00 (Γ ) is
the subspace of H
1/2
0 (Γ ) and can be defined as
H
1/2
00 (Γ ) =: [H
1
0 (Γ ), L
2(Γ )]1/2,
equipped with the norm ‖ · ‖1/2,Γ .
1.5 Outline
An outline of the thesis is as follows:
In Chapter 2 we describe the classical formulation of partial differential equations and its
equivalent formulations with variational and minimization problems. We shall also review
some basic results of existence and uniqueness of solution for variational problems.
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In section (2.2) of this chapter, we introduced the variational inequalities which will form
the main focus of our thesis. Variational inequalities arise when a problem is to be solved
with respect to some constraints. We discuss equivalence formulations, existence and
uniqueness of the solution for the variational inequalities. Then we present the obsta-
cle problem and convection diffusion problems as examples of the variational inequality
problems.
In Chapter 3 we present the finite element formulations and the matrix formulation of
variational problems. We also introduce generic linear complementary problem (LCP)
and quadratic programming problems (QP) and show how variational inequalities can be
reformulated as LCP and QP problems.
In Chapter 4, we discuss the parabolic variational inequality. Some spaces and func-
tional setting are given to describe the PVI. We use finite element methods to obtain the
semi-discretization in space and to discretize in time we use finite difference methods for
backward Euler and Crank-Nicolson scheme. The LCP and QP formulation for parabolic
variational inequalities are also given in this chapter.
In Chapter 5, we apply domain decomposition method to solve elliptic variational in-
equalities. We reformulate our problem into two subproblems: a variational inequality
in some subdomains and variational equality in complementary subdomains. Thus, we
try to solve a variational inequality locally, that is in a smaller region. To solve the
variational inequality, we introduce the quadratic programming algorithms and then in
remaining subdomains the variational equality is solved as a standard PDE. We also
present algorithms to solve the obstacle problem. First algorithm is a direct procedure in
which the problem is solved for PDE and PDI separately and then subdomains solutions
are combine to produce the global solution. Whereas Picard reduced QP algorithms are
iterative procedure in which the subproblems in subdomain Ωi and on Γ are solved itera-
tively. Finally we, solve the nonlinear problem at the interface Γ, using algorithms which
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employ Newton’s method, Newton-GMRES method and preconditioned Newton-GMRES
method.
In Chapter 6, we describe the domain decomposition methods for parabolic variational
inequality. At each time step k we solve two subproblems, a PDE and a variational in-
equality and then solution is combined together through a non linear interface problem.
To implement our method we consider an example of parabolic obstacle problem, in which
the obstacle changes its position with time. We apply all algorithms introduced in Chap-
ter 5 to the parabolic variational inequality.
In Chapter 7 we present numerical results for the two dimensional obstacle problem for
both elliptic and parabolic type a well as the for the obstacle problem with convection
diffusion parameters as examples of variational inequalities and validate our method.
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Chapter 2
Variational Formulation
In this chapter we consider general elliptic boundary value problems and their variational
formulation. Variational methods provide a strong basis to study the existence theory of
PDE, PDI and other applied problems. These methods have been extensively applied to
solve partial differential equations see [14] [27] [64] [105] and to solve partial differential
inequalities for example see [27] [50] [82]. In this chapter we consider some mathematical
aspects of finite element approximation, including existence, uniqueness and convergence
of the solution of partial differential equations and partial differential inequalities. We
develop some theoretical tools to study the rest of the document. The basic ideas concepts
and notations introduced here will be used throughout the document.
2.1 Classical formulation of elliptic problems
Let Ω be a bounded open set in Rd with boundary ∂Ω. For a given function f = f(x) we
seek a function u = u(x) ∈ V ⊆ C2(Ω) ∩ C(Ω). such that
Lu = f, (2.1.1)
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where L is a linear operator defined to be
Lu = − div(a · ∇u) + b · ∇u+ c u, (2.1.2)
where the coefficients a,b and c satisfy the following conditions
[a]ij = aij ∈ C1(Ω), i, j = 1...d, b ∈ [C(Ω)]d, c ∈ C(Ω),
and
ξTa ξ > ξTλ ξ, ∀ ξ ∈ Rd, ∀x ∈ Rd, c > 0, (2.1.3)
with λ > 0 a positive constant independent of ξ and x. The condition (2.1.3) is referred as
the ellipticity condition and equation (2.1.1) with these conditions on constants is called
an elliptic problem. The equation (2.1.1) is usually accompanied by one of the following
boundary conditions:
(a) Dirichlet boundary condition:
u = g on ∂ΩD, where g is a function defined on ∂ΩD
(b) Neumann boundary conditions:
∂u
∂n
= g on ∂ΩN , where n is the outward unit normal to ∂ΩN
(c) Robin boundary conditions:
∂u
∂n
+ µu = g on Γ, where µ > 0 on ∂ΩR.
In this chapter we consider the homogenous Dirichlet boundary value problem, defined as
 Lu = f in Ω,u = 0 on ∂Ω, (2.1.4)
where L is a linear operator defined above.
The function u = u(x) ∈ C2(Ω)∩C(Ω) satisfying (2.1.4) is called the classical solution of
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this problem. This solution is unique if the boundary is sufficiently smooth and depends
also on a,b and c. In general, when the situation occurs where the smoothness is not
possible, and for such problem the classical theory is insufficient. This limitation can be
overcome by weakening the differentiability requirement on u.
2.1.1 Variational or weak formulation
To define a weak solution of equation (2.1.4) take any v that satisfies the same essential
boundary conditions as u and integrate by parts. The boundary term vanishes and we
get the following formulation
 find u ∈ V such that ∀v ∈ V,a(u, v) = `(v), (2.1.5)
where
a(u, v) =
∫
Ω
∇u · a · ∇v dΩ +
∫
Ω
b · ∇u v dΩ +
∫
Ω
cu v dΩ,
`(v) =
∫
Ω
fv dΩ.
We assume that  aij, bk, c ∈ L
∞(Ω), i, j, k = 1, ..., d
and c− 1
2
divb > 0, ∀x ∈ Ω.
(2.1.6)
In this formulation the second derivative term is eliminated. Thus, the solution of (2.1.5)
requires less continuity than those of the classical solutions of (2.1.4). Therefore these
solutions are called weak solutions and these formulations are called weak formulations.
It is obvious that if u is the classical solution of (2.1.4) then it is also a weak solution
of (2.1.5). As the derivative of v comes from the integration by parts, so v must be in
a space where functions are more regular than L2 functions. We will therefore choose
the functions u and v from a Sobolev space. Also, since we require that u and v satisfy
23
homogenous Dirichlet boundary conditions, it is natural to choose the space H10 (Ω), as
we described in section (1.4.3). Thus, we could summarize above variational formulation
as, find u ∈ H10 (Ω) such that
a(u, v) = `(v) ∀ v ∈ H10 (Ω).
2.1.2 The Lax-Milgram Lemma
We present a well known result the Lax-Milgram lemma, which plays an important role
in the theory of the existence and uniqueness of the solution of PDE.
Theorem 2.1.7 Lax-Milgram: Let V be a Hilbert space, ` a linear functional on V
and a(·, ·) a bilinear form on V × V such that
(i) a(·, ·) is coercive, i.e., there exists a constant α > 0 such that
a(v, v) > α‖v‖2V , ∀v ∈ V, (2.1.8)
(ii) a(·, ·) is continuous, i.e., there exists a constant β > 0 such that
a(u, v) 6 β‖u‖V ‖v‖V ∀ u, v ∈ V,
(iii) `(·) is a bounded linear functional on V , i.e., there exists a constant γ > 0 such
that
|`(v)| 6 γ‖v‖V ∀ v ∈ V.
Then there exist a unique function u ∈ V such that ∀ v ∈ V
a(u, v) = `(v).
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Proof of this theorem can be found in [27].
Existence and uniqueness of weak solutions for elliptic problems
We apply the Lax-Milgram Lemma with V = H10 (Ω) and ‖ · ‖V = ‖ · ‖H1(Ω) to prove
the existence of a unique solution. The bilinear form in (2.3.2) satisfies the coercivity
condition provided c− 1
2
div b > 0 and the condition of continuity with
β = 2dmax{ max
16i,j6d
max
x∈Ω
|aij(x)|, max
16j6d
max
x∈Ω
|bj(x)|,max
x∈Ω
|c(x)|}
and ` is a bounded linear functional [[105],P-18-20], therefore there exist a unique solution
of our problem.
The uniqueness is immediate: If we consider u1 and u2 are two solutions, then by
taking v = u2 (respectively v = u1) relative to u1 (respectively to u2) in the variational
formulation and by adding the result we obtain a(u1 − u2, u1 − u2) 6 0, which is in
contradiction to (2.1.8) unless u1 = u2.
2.1.3 Minimization Formulation
Let the bilinear form in (2.1.5) be symmetric, then we can define a minimization problem
associated to the classical problem as follows. Let V ⊂ H10 (Ω) and define the quadratic
functional J : V → R, by
J(w) =
1
2
a(w,w)− `(w). (2.1.9)
Consider the following minimization problem
 find u ∈ V such that ∀v ∈ V,J(u) 6 J(v), (2.1.10)
Lemma 2.1.11 A function u(x) is the solution of minimization problem (2.1.10) if and
only if it satisfies the variational formulation (2.1.5).
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Proof
Let u(x) be a function satisfying the variational problem in H10 (Ω), consider
J(u+ w) =
1
2
a(u+ w, u+ w)− `(u+ w)
=
1
2
a(u, u)− `(u) + a(u,w)− `(w) + 1
2
a(w,w)
by using (2.1.5) and coercivity of the bilinear form we get
J(u+ w) = J(u) +
1
2
a(w,w)
> J(u),
hence J(u) 6 J(u+ w). for any w ∈ V.
Now suppose that u(x) is the solution of minimization problem, then for any v ∈ V and
real number ε we have
J(u) 6 J(u+ εv), where (u+ εv) ∈ V
Thus the differentiable function
g(ε) ≡ J(u+ εv) = 1
2
a(u, u) + εa(u, v) +
ε2
2
a(v, v)− (f, u)− ε(f, v)
has a minimum at ε = 0 and hence g′(0) = 0. But
g′(0) = a(u, v)− (f, v)
this implies that
a(u, v) = (f, v)
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hence u is the solution of variational problem.
In this section we described the partial differential equations and their equivalent formula-
tions such as variational formulation and minimization formulation. We also present some
important results from literature such as Lax Milgram Lemma to prove the existence and
uniqueness of the solution. The finite element formulation for PDE is given in Chapter 3.
In next section we introduced the elliptic variational inequalities which is the main focus
of our thesis.
2.2 Elliptic Variational Inequalities
Variational inequalities have found many applications in applied science. In mathematics,
the variational inequality is an inequality involving a functional over a convex set. How-
ever, solving variational inequalities remain a challenging task as they are often subject
to some set of complex constraints. Variational inequalities have gained importance in
analysis, both from the theoretical and the practical point of view and extensive research
has been done to construct and analyze the methods to solve variational inequalities see
[27] [30] [31] [40] [50] [70] [82]. The mathematical theory of variational inequalities was
initially developed to deal with equilibrium problems, specially the Signorini problems:
in this problem the functional involved was obtained as the first variation of the potential
energy [69] [101]. In this chapter we describe the partial differential inequality and its
weak formulation and then introduce the well known obstacle problem as an example of a
variational inequality. The obstacle problem gives rise to a variational inequality problem
in the weak form due to the presence of some constraints [90]. This variational inequality
problem is equivalent to a constrained minimization problem.
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2.3 Classical formulation of Partial Differential In-
equalities
Let ψ : Ω → R and let V be a suitable function space to be specified later. Let K be a
closed and convex subset of V given by
K = {v ∈ V : v > ψ in Ω, v = 0 on ∂Ω},
Consider the problem find u ∈ K, such that
PDI :

Lu > f in Ω,
u > ψ in Ω,
(Lu− f)(u− ψ) = 0 in Ω,
u = 0 on ∂Ω,
(2.3.1)
where L is an elliptic operator defined as
Lu = − div(a · ∇u) + b · ∇u+ c u.
The function u = u(x) ∈ C2(Ω) ∩ C(Ω) satisfying (2.3.1) is called the classical solution
of this problem. This solution is unique if the boundary is sufficiently smooth and also
depends on the coefficients a,b and c.
2.3.1 Variational formulation
Let u be the classical solution of (2.3.1). To define a weak solution take any v that satisfies
the same essential boundary conditions as of u, multiply by v− u and integrate by parts,
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to get the formulation
 find u ∈ K such that ∀v ∈ K,a(u, v − u) > `(v − u), (2.3.2)
where
a(u, v) =
∫
Ω
∇u · a · ∇v dΩ +
∫
Ω
b · ∇uv dΩ +
∫
Ω
cuv d∂Ω,
`v =
∫
Ω
fvdΩ.
As before, the second derivative term is eliminated. Thus, the solution of (2.3.2) requires
less continuity than the classical solution of (2.3.1). It is obvious that if u is the classical
solution of (2.3.1) then it is also a weak solution of (2.3.1). As in the weak formulation
the derivative of v appeared in the result of integration by parts, so v must be in a space
where functions are more regular than L2. As we require that u and v satisfy zero Dirichlet
boundary conditions, therefore we choose the space H10 (Ω), as described in section (1.4.3).
Thus, we could summarize above variational formulation as, find u ∈ K such that
a(u, v − u) > `(v − u) ∀ v ∈ K.
2.3.2 Variational Inequalities and Lax-Milgram Lemma
In this section we review the existence and uniqueness of the problem. It is interesting to
know that the existence and uniqueness of variational inequalities can also be proved by
using the well known abstract result ’Lax-Milgram Lemma’.
Theorem 2.3.3 Lax-Milgram: Let V be a Hilbert space, let K ⊂ V, is closed and
convex, ` a linear functional on V and a(·, ·) a bilinear form on V × V such that
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(i) a(·, ·) is coercive with respect to ‖v‖V , i.e. there exist a constant C1 > 0 such that
a(v, v) > C1‖v‖2V ∀v ∈ V, (2.3.4)
(ii) a(·, ·) is continuous, i.e. there exist a constant C2 > 0
a(u, v) 6 C2‖u‖V ‖v‖V ∀u, v ∈ V,
(iii) `(·) is bounded on V with respect to ‖v‖V such that for C3 > 0
`(v) 6 C3‖v‖V ∀v ∈ V.
Then the variational formulation (2.3.2) has a unique solution.
Proof of this theorem can be found in [71].
2.3.3 Existence and uniqueness of Solution
To apply Lax-Milgram lemma let V = H10 (Ω) and ‖ · ‖V = ‖ · ‖H1(Ω). The bilinear form
in (2.3.2) satisfies the coercivity condition provided c − 1
2
div b > 0 and the condition of
continuity with
β = 2dmax{ max
16i,j6d
max
x∈Ω
|aij(x)|, max
16j6d
max
x∈Ω
|bj(x)|,max
x∈Ω
|c(x)|},
and ` is a bounded linear functional [[105],P-18-20]. Therefore, there exist a unique
solution of our problem. The uniqueness is immediate: If we consider u1 and u2 are two
solutions, then by taking v = u2 (respectively v = u1) relative to u1 (respectively to u2)
in the variational inequality and by adding the result we obtain a(u1 − u2, u1 − u2) 6 0,
which is contradiction to (2.3.4). Hence u1 = u2.
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2.3.4 Minimization Formulation
Let the bilinear form in (2.3.2) is symmetric (i.e., let b = 0) and coercive. Then we
can associate a minimization problem with the classical formulation of a elliptic problem.
Define the quadratic functional J : V → R, V ⊂ H10 (Ω) by
J(w) =
1
2
a(w,w)− `(w). (2.3.5)
Let K be a closed and convex subset of V, then the minimization problem reads
 find u ∈ K such that ∀v ∈ K,J(u) 6 J(v), (2.3.6)
Lemma 2.3.7 A function u(x) is the solution of the minimization problem (2.3.6) if and
only if it satisfies the variational formulation (2.3.2).
Proof
Let u(x) be a function satisfying the variational problem in K then the variation about
that function yields the minimization problem.
J(u+ w) =
1
2
a(u+ w, u+ w)− `(u+ w)
=
1
2
a(u, u)− `(u) + 1
2
a(u,w)− `(w) + 1
2
a(w,w)
by using (2.3.2) and symmetry of bilinear form we get
J(u+ w) = J(u) +
1
2
a(w,w)
> J(u)
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hence J(u) 6 J(u+ w).
Now suppose that u(x) is the solution of the minimization problem; then for any v ∈ V
and real number ε, g(ε) = J(u+ ε(v − u)) is differentiable and has minimum at ε = 0
J(u) 6 J(u+ ε(v − u)), where (u+ ε(v − u)) ∈ V,
=
1
2
a(u, u) + εa(u, v − u) + ε
2
2
a(v − u, v − u)− `(u)− ε`(v − u)
=
1
2
a(u, u) + εa(u, v − u) + ε
2
2
a(v − u, v − u)− `(u)− ε`(v − u)
= J(u) + ε(a(u, v − u)− `(u, v − u)) + ε
2
2
a(v − u, v − u)
subtracting J(u) from both side and dividing by ε we get
0 6 1
ε
(J(u+ ε(v − u))− J(u)) = a(u, v − u)− `(u, v − u) + ε
2
a(v − u, v − u),
by taking limit ε→ 0
a(u, v − u) > (f, v − u),
hence u is the solution of the variational inequality problem [68].
2.4 Obstacle Problem
As a model example for a variational inequality we consider the well known obstacle
problem, to illustrate how a problem can be formulated as a variational inequality. The
obstacle problem is to determine the equilibrium position of a string (an elastic membrane,
in two dimensional problem) in a domain Ω with closed boundary ∂Ω, which lies above
an obstacle ψ under the vertical force f . The classical solution u of this model problem is
the vertical displacement of membrane. Since the membrane is fixed along the boundary
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∂Ω, we have the boundary conditions u = 0 on ∂Ω. This can be written as

−∆u− f > 0 in Ω,
u− ψ > 0 in Ω,
(u− ψ)(−∆u− f) = 0 in Ω.
(2.4.1)
To describe the obstacle problem we consider the figure (2.1)
Figure 2.1: Obstacle problem in 1D
• red shaded area shows the coincidence set C for u and ψ,
• PDE holds in Ω \ C,
• −∆u = f, in Ω1 and Ω3, where f is the given vertical force,
• u = ψ, in Ω2.
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Weak or variational formulation
The weak formulation can be obtained by multiplying with variations (v − u) and inte-
grating by parts  find u ∈ K such that ∀v ∈ K,(∇u,∇(v − u)) > (f, (v − u)), (2.4.2)
where V ⊆ H10 (Ω) and K = {v ∈ V | v > ψ in Ω}, with the obstacle function ψ : Ω→ R.
Minimization formulation
The minimization form of the obstacle problem is
 find u ∈ K, such that ∀ v ∈ K,J(u) 6 J(v), (2.4.3)
where
J(v) =
1
2
(∇v,∇v)− (f, v).
2.5 Convection diffusion problem
Convection-diffusion problems arise in the modeling of heat and mass transfer phenom-
ena as well as processes of continuum mechanics. These problems are non-symmetric in
nature. Various techniques could be found to derive and study the discretization of con-
vection diffusion problem. For example, some finite difference techniques are given in [7],
[58], [100], [104] etc. A finite difference scheme for one dimensional convection dominated
problem is presented in [58], where an error of O(h2) is shown to hold in maximum norm.
In [53], a finite difference scheme on triangular meshes is proposed, where it is shown
that for self adjoint operators, this scheme can be seen to be similar to one obtained by
the finite element method. A cell-centered finite difference scheme on triangular meshes
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is given in [115], where the error estimate for uniform triangular meshes is proven to be
of O(h2) in H1-norm. Another cell centered finite difference scheme for non symmetric
problems is derived in [79] and proved an error of O(hm−1), 3/2 < m < 3, which is the
extension of the results presented in [42]. When the convected term in convection diffu-
sion problems is approximated by central finite differences, the resulting scheme is second
order and stable for sufficiently small mesh parameter, h. This conditional stability can
be overcome by considering upwind schemes, which are obtained by adding the artificial
diffusion in order to produced non oscillating solution. Several upwind methods have been
developed and analyzed in [54], [65], [33], [15]. Some streamline methods are described in
[63], [113], [41], [66]. Some upwind methods, to obtain unconditional stability and second
order convergence are proposed in [7] [100]. Petrov-Galerkin methods, in which artificial
diffusion is added in the stream line direction are presented in [16], [57], [56]. These
methods are also referred to as stream line diffusion methods and are shown to be higher
order accurate and have good stability properties independent of the mesh parameter.
A rigorous analysis of these methods is given in [89] and [112]. [97] proposed a central
upwind difference scheme for two-dimensional problem conduction and convection and
proved a better rate of convergence. In a finite element framework, different strategies
are considered to upwind the convective term. An example of an upwind finite element
formulation can be found in [26], where the proposed scheme involved the approach of a
modified weighting function for one dimensional problem for the upwind effect. An exten-
sion to two dimensional problem was studied later in [54]. A simple finite element upwind
scheme is proposed in [55], where a modified quadrature rule is applied for the convective
term to achieve the upwind effect. An upwind Petrov-Galerkin method is presented in
[15]. In this formulation, artificial diffusion is added in the flow direction and to achieve a
Petrov-Galerkin scheme, standard Galerkin functions are modified by adding stream line
upwind perturbation in flow direction, resulting in a consistent weighted residual formu-
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lation.
As previously mentioned, the convection diffusion problems are non-symmetric in nature,
so they do not possess a minimization formulation and hence can not be solved by QP
solvers. We will present a method in which, by using an appropriate substitution, we
can convert the non-symmetric convection-diffusion problem into a symmetric reaction
diffusion problem. We can then apply any QP solver to find out the solution for it, which
will be then used to obtain the solution of the original convection-diffusion problem.
2.5.1 Formulation of problem
An obstacle problem with convection-diffusion term is

−div(a · ∇u) + b · ∇u > f in Ω,
u > ψ in Ω,
(u− ψ)(−div(a · ∇u) + b · ∇u− f) = 0 in Ω,
(2.5.1)
a = αId, is a diffusion vector and b is a convection vector.
Let u = Uepx+qy where p =
b1
α
and q =
b2
α
.
By using these substitutions, the problem (2.5.2) becomes a symmetric reaction diffusion
problem.

−α∆U + CU > fˇ in Ω,
U > ψˇ in Ω,
(U − ψˇ)(−α∆U − fˇ) = 0 in Ω,
(2.5.2)
where
C =
b21 + b
2
2
4α
, ψˇ = ψe−
b1x+b2y
2α , fˇ = fe−
b1x+b2y
2α
This symmetric reaction diffusion problem can be solved by DDM, this solution is then
used to determine the solution of the convection diffusion problem.
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In this chapter we introduced the variational formulation of PDE and PDI and discussed
its various aspects. As an example of a variational inequality problem, we presented
an obstacle problem. We also show that the convection diffusion problem, which is non
symmetric in nature can be converted into a symmetric reaction diffusion problem. In
next chapter we present the finite element method, then obtain the matrix formulation of
PDE and PDI, described in this chapter. We also introduce generic linear complementary
problem (LCP) and quadratic programming problems (QP) and show how variational
inequalities can be reformulated as LCP and QP problems.
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Chapter 3
Finite element methods
The finite element method (FEM) is a valuable tool for approximating the solution of
both PDE and PDI. It was initially proposed in [32], but was not fully appreciated at
that time. Later on, this method was rediscovered by engineers, see [28]. The analysis of
this method was started in [131] with the development of a number of important results
in this field, in particular, an asymptotic estimate of the discretization error is derived.
Nowadays the FEM has become an established method for the numerical approximation
of PDE and PDI, typically used in engineering design and analysis problems.
Finite element methods are generally employed, when it is not possible to determine the
analytical solution of the problem. This can be due to complex geometries, boundary
conditions or boundary operators. Finite element methods convert the problem into
system involving matrices by using spatial discretization. Solution to this system of
matrices correspond to the solution of the original boundary value problem.
In this chapter, we describe the finite element method for both PDE, PDI together with
some important results from the theory of finite element methods.
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3.1 Formulation of finite element method
The formulation of finite element method is quite systematic.
The first step of formulation of the elliptic boundary value problem is to convert it into
the weak formulation, which is to find u ∈ V such that
a(u, v) = `(v) ∀v ∈ V, (3.1.1)
where V ⊂ H10 (Ω). The bilinear form for elliptic variational problems is symmetric, con-
tinuous, coercive and the functional ` is continuous.
The second step is to replace V in above equation by Vh, the finite dimensional subspace
of V which consists of continuous piecewise polynomial functions with compact support
in the domain. Then the discretization of weak formulation reads
find uh ∈ Vh such that a(uh, vh) = `(vh) ∀vh ∈ Vh. (3.1.2)
The minimization problem reads
 find uh ∈ Kh such that ∀vh ∈ Kh,J(uh) 6 J(vh),
where
J(wh) =
1
2
a(wh, wh)− `(wh), wh ∈ Vh.
The third step is to find the approximations for the functions u and v. These functions
are typically piecewise continuous linear functions, usually polynomials, defined on the
subdivision of the mesh. The functions u and v are replaced by approximations uh, vh,
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written as linear combinations of basis function {φi(x, y)}.
uh =
N∑
i=1
uiφi(x, y), vh =
N∑
j=1
vjφj(x, y),
Then the discretized form can be written as the summation of contributions from each
element
N∑
i=1
N∑
j=1
(vj − uj) a(φi, φj) ui >
N∑
j=1
(vj − uj)`(φj),
which in matrix form reads
(v − u)TLu = (v − u)T f . (3.1.3)
3.1.1 Galerkin Orthogonality
We note that Vh ⊂ H10 (Ω), also bilinear form is symmetric, coercive and the functional
` is continuous, it follows from the Lax-Milgram lemma (3.1.2) has a unique solution
uh ∈ Vh.. Also (3.1.1) holds for any v = vh ∈ Vh ⊂ V, so it can be written as
a(u, vh) = `(vh).
Subtracting (3.1.2) from the above identity we have
a(u− uh, vh) = 0 ∀vh ∈ Vh. (3.1.4)
We see that the finite element error eh = u− uh is orthogonal to Vh. The property (3.1.4)
is called the Galerkin orthogonality property and plays an important role in the theory
of error analysis for finite element methods [64] [105].
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Lemma: 3.1.5. Cea’s lemma: Let the bilinear form a(·, ·) be continuous and coercive
on V × V and let ` be a bounded linear functional on V . If u and uh satisfy (3.1.1) and
(3.1.2) then
‖u− uh‖ 6 β
α
inf
vh∈Vh
‖u− vh‖.
Proof of this lemma can be found in [64].
3.2 Technical details
In this section we give some technical details to implement the finite element method
to partial differential equations. The implementation of finite element methods requires
some suitable approximation of solution and the domain. In the following we will show the
assembly of the element matrices for the system of (3.1.3) using finite element methods.
3.2.1 Linear basis functions
To construct the finite element approximation to elliptic problem with homogenous bound-
ary conditions we consider a subdivision of the domain Ω ⊂ R2. Let Th denote a subdi-
vision of the domain Ω, into a set of simplices Tk such that
⋃N
k=1 Tk = Ωh. Let us define
the basis functions φi ∈ H1(Ωh), corresponding to this subdivision of Vh such that
φj(xi, yi) = δij. (3.2.1)
The functions uh and vh can then be written as linear combinations of these basis functions
uh(x, y) =
N∑
i=1
uiφi(x, y), vh(x, y) =
N∑
j=1
vjφj(x, y). (3.2.2)
In the following we assume Tk to be a generic triangle with vertices 1,2 and 3. Let u
k = u|Tk
be the restriction of u on the triangle element. We denote by uk(xj, yj) = u
k
j , j = 1, 2, 3.
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Where ukj is
ukj = a1 + a2xj + a3yj for j = 1, 2, 3. (3.2.3)
solving (3.2.3) we have
a1 =
1
2Ak
(α1u
k
1 + α2u
k
2 + α3u
k
3), (3.2.4)
a2 =
1
2Ak
(β1u
k
1 + β2u
k
2 + β3u
k
3), (3.2.5)
a3 =
1
2Ak
(γ1u
k
1 + γ2u
k
2 + γ3u
k
3), (3.2.6)
where Ak is the area of the triangle Tk also
αi =xjyk − xkyj, (3.2.7)
βi =yj − yk, (3.2.8)
γi =− (xj − xk), (3.2.9)
where i, j, k = 1, 2, 3. Substituting (3.2.4)-(3.2.6) into (3.2.2) we get
uk(x, y) =
3∑
i=1
uiφi(x, y), (3.2.10)
where φi(x, y) are defined in (3.2.1), also
φ1 =
1
2Ak
(α1 + β1x+ γ1y), (3.2.11)
φ2 =
1
2Ak
(α2 + β2x+ γ2y), (3.2.12)
φ3 =
1
2Ak
(α3 + β3x+ γ3y), (3.2.13)
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Transformation to the canonical triangle
Consider the transformation of each global triangle (in the (x, y) coordinates system) to
the canonical triangle E, with vertex 1 at the origin(0,0), vertex 2 at (1,0), vertex 3 at
(0,1) by using the following transformation
 x = aξ + bη + c,y = dξ + eη + f. (3.2.14)
Then the coordinates x(ξ, η) and y(ξ, η) in terms of canonical elements can be written as
 x(ξ, η) = (x2 − x1)ξ + (x3 − x1)η + x1,y(ξ, η) = (y2 − y1)ξ + (y3 − y1)η + y1. (3.2.15)
Note that the Jacobian of this affine transformation of an arbitrary Tk is given by
Jk =
∂(x, y)
∂(ξ, η)
=
 x2 − x1 y2 − y1
x3 − x1 y3 − y1
 , (3.2.16)
with determinant
|Jk| = det

x1 y1 1
x2 y2 1
x3 y3 1
 = 2Ak. (3.2.17)
Substituting (3.2.9) and (3.2.15) into (3.2.13), we obtain
φ1(ξ, η) =1− ξ − η,
φ2(ξ, η) =ξ,
φ1(ξ, η) =η.
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Hence the transformation of (3.2.10) into canonical form can be written as
uk(x(ξ, η), y(ξ, η)) = uk(ξ, η) =
3∑
i=1
uiφi(ξ, η).
Assembly of stiffness matrices
The element stiffness matrix for elliptic problem is
(lk)ij =
∫
K
∇φi(x, y)∇φj(x, y)dxdy, (3.2.18)
=
∫
K
∂xφj(x, y)∂xφi(x, y) + ∂yφi(x, y)∂yφj(x, y)dxdy. (3.2.19)
It can be shown that after transformations to the canonical element the element stiffness
matrix has the form
Lk =
1
4Ak

|uk2 − uk3|2 (uk2 − uk3)(uk3 − uk1) (uk2 − uk3)(uk1 − uk2)
|uk3 − uk1|2 (uk3 − uk1)(uk1 − uk2)
symm. |uk1 − uk2|2
 (3.2.20)
Assembly of mass matrix
The mass matrix is given by
(mk)ij =
∫
K
φi(x, y)φj(x, y)dxdy, (3.2.21)
transforming to the canonical element we have
(mk)ij =
∫
E
φi(ξ, η)φj(ξ, η)|Jk|dξdη. (3.2.22)
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Approximation of right hand side
The right hand side in the finite element method can be approximated as
f(x, y) =
∑
i
fh(xi, yi)φi(x, y),
then the elemental right hand side is given by
(fk)i =
∫
K
∑
i
f(xi, yi)φi(x, y)φj(x, y)dxdy, (3.2.23)
transforming to the canonical elements we have
(fk)i = f(xi, yi)
∫
E
∑
i
φi(ξ, η)φj(ξ, η)|Jk|dξdη = (mk)ijf(xi, yj). (3.2.24)
3.3 Finite Element Method for Variational Inequali-
ties
As for variational equalities, the finite element method plays an important role in the
theory of variational inequality problems. A lot of work has been done for the finite
element formulation and analysis of variational inequalities see [50]. In this chapter we
describe the matrix formulation of variational inequality problems. We show that vari-
ational inequalities problems can be transformed into linear complementarity problems.
We will also present some results from the literature to show the equivalence of variational
inequalities with optimization problems such as LP and QP problems [30], [60], [80], [88]
[43]. The formulation of the finite element method for variational inequalities is based
on the same procedure as that for the partial differential equations discussed in previous
section.
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3.3.1 Formulation of the method
Recalling the weak formulation of variational inequality from Chapter 2
find u ∈ Ksuch that a(u, v − u) > `(v − u) ∀v ∈ K,
where K ⊂ V ⊂ H10 (Ω) for the case of homogenous Dirichlet boundary conditions.
For the case when the bilinear form a(·, ·) is symmetric the minimization problem reads
 find u ∈ K such that ∀v ∈ K,J(u) 6 J(v), (3.3.1)
where
J(w) =
1
2
a(w,w)− `(w), w ⊂ H10 (Ω). (3.3.2)
The second step is to replace V in the above formulation by Vh, the finite dimensional
subspace of V which consists of continuous piecewise polynomial functions with compact
support in the domain. Then the discretization of the weak formulation reads
find uh ∈ Kh such that a(uh, vh − uh) > `(vh − uh) ∀vh ∈ Kh, (3.3.3)
where
Kh = {v ∈ Vh|v > ψh in Ω}.
The minimization problem reads
 find uh ∈ Kh such that ∀vh ∈ Kh,J(uh) 6 J(vh), (3.3.4)
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where
J(wh) =
1
2
a(wh, wh)− `(wh), wh ∈ Vh. (3.3.5)
The functions u and v are replaced by approximations uh, vh, written as linear combina-
tions of basis function {φi(x, y)}.
uh =
N∑
i=1
uiφi(x, y), vh =
N∑
j=1
vjφj(x, y),
Then the discretized form can be written as the summation of contributions from each
element
N∑
i=1
N∑
j=1
(vj − uj) a(φi, φj) ui >
N∑
j=1
(vj − uj)`(φj),
which in matrix form reads
(v − u)TLu > (v − u)T f . (3.3.6)
3.4 Matrix formulation
The system of linear equations (3.3.6) can be expressed in matrix form as follows
V I(L, f ,Ψ) :

Lu > f ,
u > Ψ,
(v − u)i(Lu− f)i = 0 (1 6 i 6 n).
(3.4.1)
The matrix form of the minimization problem is
MIN(L, f ,Ψ) :
 minimize
1
2
uTLu− fTu,
subject to u > Ψ,
(3.4.2)
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where the matrix L is positive definite, symmetric and sparse and is given by
Lij = a(φi, φj), fi =
∫
Ω
fφi(x, y)dΩ.
3.5 The linear complementarity problem
Complementarity problems are getting more attention in both applications and from
mathematical point of views. The discretization of variational inequality problem also
contains the linear complementarity problem as a special case. The Linear Comple-
mentarity Problem (LCP) is a general problem which can be posed as both linear and
quadratic programs see [30] [43] [88].
Let M˜ be a square matrix of order n and q a column vector in Rn. The LCP is defined
as find w = (w1, ..., wn)
T , z = (z1, ..., zn)
T satisfying
LCP (M˜,q) :

w − M˜z = q,
w > 0, z > 0,
wizi = 0 (1 6 i 6 n).
(3.5.1)
3.5.1 LCP formulation of Variational Inequality
By choosing v = u + ei and v = 2u−Ψ the discrete variational inequality (3.4.1) can be
expressed in the form of an LCP as,
LCP (L,LΨ− f) :

find u ∈ Rn, such that,
(u−Ψ)i(Lu − f)i = 0 (1 6 i 6 n),
u−Ψ > 0,
Lu− f > 0.
(3.5.2)
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This has the form (3.5.1) if we set
M˜z + q = w = Lu− f = L(u−Ψ) + (LΨ− f),
which implies that
M˜ = L, q = LΨ− f , z = u−Ψ,
and hence we conclude that
V I(L, f ,Ψ) ≡ LCP (L,LΨ− f).
The complementarity problem and discrete variational inequality problem have the
same solution. Linear complementarity problems can be solved by Linear programming
(LP) and Quadratic programming (QP). In the following two sections we will discuss
how we can solve the variational inequality problem by using LP and QP programming
problem by using some results and theorems from [88].
3.5.2 Linear Programming Problem
We consider now the following general linear programming problem
LP (A, b, c) :

minimize cTx,
subject to
Ax > b, x > 0.
(3.5.3)
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Here A ∈ RN×m. If x is an optimum feasible solution of LP then there exist a dual vector
y ∈ Rm, a primal slack vector u ∈ RN which together satisfy the LCP

 u
v
 −
 0 −AT
A 0

 x
y
 =
 c
−b
 , u
v
 > 0,
 x
y
 > 0,
 u
v

T  x
y
 = 0.
(3.5.4)
Conversely, if u,v,x,y satisfy (3.5.4) then x is an optimum solution of the LP problem
[60] [88]. If n = m+N , and if we set
w =
 u
v
 , z =
 x
y
 , M˜ =
 0 −AT
A 0
 , q =
 c
−b
 ,
then (3.5.4) is seen to be an LCP of order n. Thus, we see that the solution of an LP
problem (3.5.3) can equivalently be obtained by solving the LCP (3.5.4) [88].
3.5.3 Quadratic Programming Problem
Let us now consider a minimization problem in which a quadratic objective function is to
be minimized subject to a linear inequality constraints
QP (A,b, c, D) :

Minimize Q(x) = cTx + 1
2
xTDx,
subject to Ax > b,
x > 0.
(3.5.5)
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If x is an optimum solution of QP, x is also an optimum solution of the LP

Minimize (cT + xTD)x,
subject to Ax > b,
x > 0.
(3.5.6)
Using the equivalence between (3.5.3) and (3.5.4) we have the following corollary
Corollary 3.5.7 If x is the optimum feasible solution of Quadratic programming problem,
there exist vectors y ∈ Rn and slack vectors u ∈ Rn,v ∈ Rn such that x,y,u,v
together satisfy

 u
v
 −
 D −AT
A 0

 x
y
 =
 cT
−b
 , u
v
 > 0,
 x
y
 > 0,
 u
v

T  x
y
 = 0.
(3.5.8)
Letting
w =
 u
v
 , z =
 x
y
 ,
and
M˜ =
 D −AT
A 0
 , q =
 cT
−b
 ,
we can see that (3.5.8) is an LCP which can be solved by solving the quadratic program-
ming problem (3.5.5)[30] [88].
Remark 3.5.9 (3.5.8) is the KKT system associative with (3.5.5) and x is a so-called
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KKT point for (3.5.5).
3.5.4 Quadratic Programming and LCPs
Theorem 3.5.10 If x is an optimum solution of (3.5.5), x must be a KKT point for it.
Conversely if D is symmetric and positive definite and x is a KKT point of (3.5.5), x is
an optimum feasible solution of (3.5.5).
The proof of this theorem can be found in [88].
If x is an optimum solution of (3.5.5) then it must be a KKT point for it, also we
have seen in corollary (3.5.7) that a quadratic programming problem can be transformed
into an LCP. Solving (3.5.8) gives a KKT point for (3.5.5) and this KKT point is an
optimum solution of (3.5.5), if D is symmetric and positive definite. Conversely consider
a LCP (M˜,q), where M˜ is symmetric and positive definite. The LCP (M˜,q) can also be
written as 
minimize zT (M˜z + q),
subject to M˜z + q > 0,
z > 0.
(3.5.11)
This is a quadratic program, where the matrix M˜ is symmetric and positive definite.
LCP (M˜,q) has a solution (w, z) if the objective optimum value in this program is zero,
and z is a optimum solution for it. Conversely, if the optimum objective value in this
quadratic programming problem is greater than zero, then the LCP (M˜,q) has no solution.
We conclude that every LCP, which is associated with a symmetric and positive definite
matrix can be transformed into a quadratic program [88].
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3.5.5 Quadratic programming formulation for minimization
problem
The minimization problem can be formulated as the QP problem
QP (I,Ψ, f , L) :
 minimize J(u) =
1
2
uTLu− fTu,
subject to u > Ψ.
(3.5.12)
If we compare it with (3.5.5) we see that
A = I, b = Ψ, c = −f , D = L.
Hence, we conclude that
MIN(L,Ψ, f) ≡ QP (I,Ψ,−f , L).
In this chapter we presented the matrix formulation of both the variational equality and
variational inequality problems. We described its equivalence with LCP and QP problems
using some results from the literature. In Chapter 5, we will apply a non overlapping
domain decomposition method for variational inequality problems. We will also propose
some iterative algorithms for computing the solution.
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Chapter 4
Parabolic Variational Inequalities
4.1 Introduction
Parabolic variational inequalities are time dependent problems and usually arise in the
theory of heat conduction, air conditioning heat flow, Stefan problem [40], [81], [96],
American option problem [124] etc. The dynamic obstacle problem, a kind of parabolic
variational inequality, is of great importance in physics, mechanics and engineering appli-
cations.
In this chapter we will discuss the formulation of parabolic variational inequalities and
their weak formulation. We will first consider the semi-discretization, where we discretized
in space using the finite element method. To convert into fully discrete problem we then
discretized in time by using finite difference methods. The discretization in space give
rise to an initial value problem for a system of ordinary differential inequalities. For
discretization in time we will employ standard methods such as backward Euler and
Crank-Nicolson. We derive its equivalence with LCP and QP to solve the parabolic vari-
ational inequalities in a similar fashion to the elliptic variational inequalities discussed
in Chapter 2.2. An extension of domain decomposition method for the case of parabolic
variational inequalities is given in Chapter 6.
54
4.2 Spaces and functional setting
We include here a brief overview of the spaces and some concepts of functional analysis
used to study parabolic variational inequalities. The basic concepts are given in [40] and
the new ideas are discussed in [83].
In the time dependent case we will use two Hilbert spaces instead of one space as we used
for steady state case.
Let V and H be two Hilbert spaces with V a dense subset of H.
We denote the inner product for V by ((·, ·)) H by (·, ·), the norms for V and H are
denoted by ‖ · ‖ and | · | respectively, such that
|v| 6 c ‖v‖ ∀ v ∈ V.
Let V ′ is dual space of V and let H identify with its dual space, then we have
V ⊂ H ⊂ V ′.
The dual space is equipped with the dual norm defined as
‖w‖∗ = sup
v∈V
(w, v) with ‖v‖ = 1.
For a given interval [0, T ] ⊂ R and a Banach space X with norm ‖ · ‖, we denote the
Lp(0, T ;X) the space of functions, t→ f(t) that are measurable from [0, t]→ X. Let X is
Hilbert space equipped with inner product (·, ·)X , the spaces Lp(0, T ;X) are the Banach
spaces for p 6=∞, with norm
‖f‖Lp(0,T ;X) =
(∫ T
0
‖f‖pXdt
)1/p
<∞,
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and for p =∞ Lp(0, T ;X) are the Banach spaces with norm
‖f‖L∞(0,T ;X) = sup
t∈(0,T )
ess‖f‖X <∞.
The case p = 2 is the special case for which the space L2(0, T ;X) is the Hilbert space
with inner product
(f, g)L2(0,T ;X) =
∫ T
0
(f, g)X dt.
To set up our parabolic variational inequality we assume that V = H10 (Ω) and H = L
2(Ω),
K ⊆ V defined as K = {v ∈ V, v > ψ in Ω}.
4.3 Formulation of parabolic partial differential in-
equality
Let Ω be bounded open set in Rd, with boundary ∂Ω. We seek a function u(x, t), t ∈
[0, T ], x ∈ Ω such that

∂u
∂t
− Lu > f,
u(x, t) > ψ(x, t) in Ω× (0, T ),
(u− ψ)
(
∂u
∂t
− Lu
)
= 0,
u(x, t) = 0 on ∂Ω× (0, T ),
u(x, 0) > ψ(x, 0) in Ω, at t = 0,
(4.3.1)
where L is a linear operator defined as
Lu = − div(a · ∇u) + b · ∇u + c u,
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the coefficients a, b and c satisfy the same conditions for ellipticity discussed in Chapter
2, in equation (2.1.3). The function u = u(x, t) satisfying (4.3.1) is called the classical
solution of this problem. As in the case of elliptic partial differential inequalities we
discussed in Chapter 2, in many applications of parabolic variational inequalities we have
to deal with the situation where the smoothness is not possible, and for such problem
the classical theory is insufficient. This limitation of classical theory can be overcome by
generalizing the notion of solution u of the partial differential equations with ’non-smooth’
data, by weakening the differentiability requirement on u.
4.3.1 Variational formulation
Let us suppose that u(x, t) is the classical solution of (4.3.1). To derive the variational
formulation of the equation, let K be any closed convex subset of V ⊆ H10 (Ω) take any
v, that satisfies the same essential boundary conditions as u, multiply by test function
v − u and integrate by parts, we have the following parabolic variational inequality: find
u(x, t) ∈ L2(0, T ;K) for almost all t ∈ [0, T ] with ut ∈ L2(0, T ;L2(Ω)) such that
(
∂u
∂t
, v − u
)
+ a(u, v − u) > `(v − u), ∀v ∈ K, t ∈ [0, T ] (4.3.2)
with initial condition
(u(x, 0), v − u) > (ψ(x, 0), v − u), (4.3.3)
where
K = {v|v ∈ H10 (Ω) : v > ψ in Ω},
is a non-empty convex subset of V, u0 ∈ K, f ∈ L2(0, T ;L2(Ω)) and
a(u, v) =
∫
Ω
∇u · a · ∇v dΩ +
∫
Ω
b · ∇uv dΩ +
∫
Ω
cuv d∂Ω,
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`v =
∫
Ω
fv dΩ.
4.4 Existence and uniqueness of solution
The existence and uniqueness of variational inequalities can be checked by using the
following theorem from [50] and [82].
Theorem 4.4.1 Let V be a Hilbert space, ` is a linear functional on V, K, is a convex
subset of V, u0 ∈ K and a(·, ·) a bilinear form such that
(i) a(·, ·) is coercive, i.e. there exist a constant α > 0 such that
a(v, v) > α‖v‖2H ∀v ∈ V, (4.4.2)
(ii) a(·, ·) is continuous, i.e. there exist a constant β > 0 such that
a(u, v) 6 β‖u‖H‖v‖H ∀u, v ∈ V,
(iii) Let f(x, t) and u(x, 0) = u0 satisfies the following conditions,
f ∈ L2(0, T, V ) and ∂f
∂t
∈ L2(0, T, V ′)
f(x, 0)− Lu0 ∈ K.
Then there exists a unique solution for parabolic variational inequality (7.4), also the
solution satisfies
u,
∂u
∂t
∈ L2(0, T ;V ) ∩ L∞(0, T ;H).
Proof of this theorem can be found in [82].
Remark 4.4.3 The uniqueness is immediate: Consider u1 and u2 be two solutions, then
by taking v = u2(t) (respectively v = u1(t)) relative to u1(t) (respectively to u2(t)) in the
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variational inequality (4.3.2) and add the results we obtain
−(dζ(x, t)
dt
, ζ(x, t))− a(ζ(x, t), ζ(x, t)) > 0
where ζ = u1 − u2 and ζ(x, 0) = 0, By using the coercivity condition (4.4.2) the above
inequality can be written as
1
2
d
dt
|ζ(x, t)|2 + α‖ζ(x, t)‖2 6 0.
By using the initial condition ζ(0) = 0 we have
|ζ(x, t)|2 6 0,
which implies that ζ = 0 and hence u1 = u2.
4.5 Semi-discretization in space
Consider the variational formulation (4.3.2) and (4.3.3)
(
∂u
∂t
, v − u
)
+ a(u, v − u) > `(v − u),
with initial conditions
(u(x, 0), v − u) > (ψ(x, 0), v − u),
where V ⊂ H10 (Ω) for the homogenous Dirichlet boundary conditions.
The second step is to replace V in above equation by Vh, the finite dimensional subspace
of V which consist of continuous piecewise polynomial functions. Let Kh = {vh ∈ Vh :
vh > ψh in Ω}. Then the semi-discretization of the weak formulation reads
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
find uh(x, t) ∈ Kh, ∀t ∈ (0, T ) such that(
∂uh
∂t
, vh − uh
)
+ a(uh, vh − uh) > `(vh − uh) ∀vh ∈ Vh.
(4.5.1)
The third step is to find the approximations for the functions uh and vh. These functions
are typically piecewise continuous linear functions, with respect to the subdivision of the
domain. We choose a separation of variables ansatz to represent uh and vh :
uh(x, t) =
N∑
i=1
ui(t)φi(x), vh(x, t) =
N∑
j=1
vj(t)φj(x). (4.5.2)
Additionally, we also have initial condition
(uh(x, 0), vh − uh) > (ψh(x, 0), vh − uh).
Then the semi-discretized form can be written as
N∑
i=1
N∑
j=1
(vj−ui)∂ui
∂t
(φi, φj)+
N∑
i=1
N∑
j=1
(vj−ui) a(φi, φj) ui >
N∑
i=1
N∑
j=1
(vj−ui)`(φj−φi),
(4.5.3)
In matrix form it becomes
(v − u)TM du
dt
+ (v − u)TLu > (v − u)T f .
where matrix L is called the stiffness matrix, with
[L]ij = a(φj, φi),
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and M is called the mass matrix, with
[M ]ij =
∫
Ω
φiφj dΩ
[f ]i = `(φi),
and
[Ψ]i = ψi(x, t).
For this parabolic problem, the matrix L is positive definite, symmetric and sparse.
4.6 Discretization in time
We shall now consider time discretization methods to convert the semi-discrete problem
(4.5.1) into a fully discrete problem. We will consider the backward Euler and the Crank-
Nicolson methods [50]. Let 0 = t0 < t1 < ...tm = T be the subdivision of the interval
[0, T ], and let ∆tk = tk − tk−1 be the time step. Then at each time step the fully-discrete
problem reads; find ukh ∈ Vh, such that for all k = 0, ...tm − 1,
(
uk+1h − ukh
∆tk
, vh − uk+1h
)
+ a(uk+θh , vh − uk+1h )− `(vh − uk+1h ) > 0,
uh(x, 0) > ψh(x, 0),
uk+θh = u
k
h + θ(u
k+1
h − ukh),
(4.6.1)
where θ ∈ [0, 1] is fixed. For θ = 1, the scheme becomes the backward Euler method and
for θ = 1/2 the scheme is the Crank-Nicolson method.
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4.6.1 Backward Euler scheme
The backward Euler method for the semi-discrete problem reads find ukh ∈ Vh, such that
for all k = 0, ...tm − 1,

(
uk+1h − ukh
∆tk
, vh − uk+1h
)
+ a(uk+1h , vh − uk+1h ) > `(vh − uk+1h ) ∀v ∈ Vh,
uk+1h > ψk+1,
(4.6.2)
the initial condition is
(uh(x, 0), vh − uh) > (ψh(x, 0), vh − uh). (4.6.3)
4.6.2 Crank-Nicolson scheme
The Crank-Nicolson method for the semi-discrete problem can be described as
find ukh ∈ Vh, k = 0, ...tm − 1, such that

(
uk+1h − ukh
∆tk
, vh − uk+1h
)
+ a
(
uk+1h + u
k
h
2
, vh − uk+1h
)
> `(vh − uk+1h ) ∀v ∈ Vh,
uk+1h > ψk+1,
(4.6.4)
with initial condition
(u(x, 0), v − u) > (ψ(x, 0), v − u). (4.6.5)
To discretized in time we considered backward Euler and Crank-Nicolson methods [50].
We know from general theory of numerical analysis, that these methods are uncondition-
ally stable and are first order and second order accurate respectively.
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4.7 Minimization formulation
In this section we consider the minimization formulation for the Backward Euler and the
Crank-Nicolson schemes given in (4.6.2)-(4.6.5).
Backward Euler scheme
The backward Euler method for the minimization problem reads

for k = 0, 1, ..., tm,
find ukh ∈ Kh, such that ∀vh ∈ Kh,
J(ukh) 6 J(vh),
(4.7.1)
with initial condition
u(x, 0) > ψ(x, 0),
where
J(ukh) =
1
2
a˜(ukh, u
k
h)− ˜`(ukh),
a˜(ukh, u
k
h) = a(u
k
h, u
k
h) +
1
∆tk
(ukh, u
k
h)
˜`(ukh) = `(u
k
h) +
1
∆tk
(ukh, u
k−1
h ).
Crank-Nicolson scheme
Crank-Nicolson method for Minimization problem can be written as
 for k = 0, 1, ..., tm, find u
k
h ∈ Kh, such that ∀vh ∈ Kh,
J(ukh) 6 J(vh),
(4.7.2)
with initial condition
uh(x, 0) > ψh(x, 0),
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where here
J(ukh) =
1
2
a˜(ukh, u
k
h)− ˜`(ukh),
a˜(ukh, u
k
h) = a(u
k
h, u
k
h) +
1
∆tk
(ukh, u
k
h),
˜`(ukh) = `(u
k
h) +
1
∆tk
(ukh, u
k−1
h )−
1
2
a(ukh, u
k−1
h ).
4.8 Matrix formulation of semi-discrete problem
The system of linear equations given in (4.5.3) can be expressed in the matrix form as
(v − u)T M du
dt
+ (v − u)TLu > (v − u)T f ,
or equivalently
M
du
dt
+ Lu > f , (4.8.1)
with initial condition
u(x, 0) > Ψ(x, 0),
where L,M, f ,Ψ, are defined previously.
4.8.1 Matrix formulation for fully discrete problem in time
The matrix formulation for the fully discrete problem can be written as

Âuk > f̂k,
uk > Ψk,
(uk −Ψk)i(Âuk − f̂k)i = 0 ∀ i,
(4.8.2)
where Â and f̂ depends on the time discretization scheme.
64
Backward Euler scheme
For the backward Euler scheme we have Â =
M
∆t
+ L and f̂ =
M
∆t
+ f . Thus we obtain
the following system of equation at each time step k = 0, 1..., tm − 1
V I
(
M
∆tk
+ L, f ,Ψ
)
:

(
M
∆tk
+ L
)
uk+1 > M
∆tk
uk + fk+1
uk+1 > Ψn+1((
M
∆tk
+ L
)
uk+1 − M
∆tk
uk − fk+1
)
(uk+1 −Ψk+1) = 0,
(4.8.3)
with initial condition
u0 = u(x, 0) > Ψ(x, 0),
Crank-Nicolson scheme
For the Crank Nicolson scheme we have Â =
M
∆t
+
L
2
and f̂ =
M
∆t
− L
2
+ f . Thus we
obtain the following inequalities at each step k = 0, 1..., tm − 1
V I
(
M
∆tk
+
L
2
,Ψ, f̂
)
:

(
M
∆tk
+
L
2
)
uk+1 +
(
− M
∆tk
+
L
2
)
uk > f̂k+1
uk+1 > Ψk+1((
M
∆tk
+
L
2
)
uk+1 +
(
− M
∆tk
+
L
2
)
uk − f̂k+1
)
(uk+1 −Ψk+1) = 0,
(4.8.4)
with initial condition
u0 = u(x, 0) > Ψ(x, 0).
4.8.2 Minimization formulation
The matrix formulation of minimization problems (4.7.1) and (4.7.2) can be written as
follows.
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Backward Euler scheme
In this case, we obtain the following set of minimization problem at each time step k

for k = 0, 1, ...tm − 1,
minimize J(uk+1) =
1
2
(uk+1)T
(
M
∆tk
+ L
)
uk+1 −
(
M
∆tk
uk + fk+1
)
uk+1,
uk+1 > Ψk+1,
(4.8.5)
with initial condition
u0 = u(x, 0) > Ψ(x, 0).
Crank-Nicolson scheme
In this case, we obtain the following set of minimization problem at each time step k

for k = 0, 1, ...tm − 1
minimize J(uk+1) =
1
2
(uk+1)T
(
M
∆tk
+
L
2
)
uk+1 −
(
(
M
∆tk
− L
2
)uk − fk+1
)
uk+1,
uk+1 > Ψk+1,
(4.8.6)
with initial condition
u0 = u(x, 0) > Ψ(x, 0).
4.9 LCP formulation of parabolic variational
Inequalities
In this section we shall describe the LCP formulation of the variational inequalities (4.8.3)
and (4.8.4) constructed by backward Euler and Crank-Nicolson methods respectively.We
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recall here the generic LCP problem (3.5.1)
LCP (M˜,q) :

w − M˜z = q,
w > 0, z > 0,
wizi = 0 (1 6 i 6 n).
Backward Euler Scheme
Comparing (4.8.3) with (3.5.1), we obtain
M˜ =
M
∆tk
+ L, z = uk+1 −Ψk+1, q =
(
M
∆tk
+ L
)
Ψk+1 − M
∆tk
uk − fk+1.
We conclude that
V I
(
M
∆tk
+ L, f ,Ψ
)
≡ LCP
(
M
∆tk
+ L,
(
M
∆tk
+ L
)
Ψk+1 − M
∆tk
uk − fk+1
)
.
Hence, the above LCP formulation for the backward Euler method can be written as

find uk ∈ Rm×N
with u0 > Ψ(x, 0),
such that for k = 0, 1..., tm − 1,
uk+1 = LCP
(
M
∆tk
+ L,
(
M
∆tk
+ L
)
Ψk+1 − M
∆tk
uk − fk+1
)
.
(4.9.1)
Crank-Nicolson scheme
For the Crank-Nicolson method we have
M =
M
∆tk
+
L
2
, z = uk+1 − Ψk+1, q =
(
M
∆tk
+
L
2
)
Ψk+1 +
(
− M
∆tk
+
L
2
)
uk − fk+1,
and therefore
V I
(
M
∆tk
+
L
2
,Ψ, f
)
≡ LCP
((
M
∆tk
+
L
2
)
,
(
M
∆tk
+
L
2
)
Ψk+1 +
(
− M
∆tk
+
L
2
)
uk − fk+1
)
.
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Hence, the above LCP formulation for the Crank-Nicolson method can be written as

find uk ∈ Rm×N
with u0 > Ψ(x, 0),
such that for k = 0, 1..., tm − 1,
uk+1 = LCP
((
M
∆tk
+
L
2
)
,
(
M
∆tk
+
L
2
)
Ψk+1 +
(
− M
∆tk
+
L
2
)
uk + fk+1
)
.
(4.9.2)
4.9.1 QP formulation of minimization problem
In this section, we describe the QP formulation of the minimization problem (4.8.5) and
(4.8.2) constructed by backward Euler and Crank-Nicolson methods respectively.
Backward Euler scheme
Comparing (4.8.5) with (3.5.5) (see also (3.4.2)) we obtain the following equivalence
D =
M
∆tk
+ L, c = − M
∆tk
uk − fk+1, b = Ψk+1, A = I.
We conclude that
MIN
(
M
∆tk
+ L,
M
∆tk
uk + fk+1,Ψk+1
)
≡ QP
(
I,Ψk+1,− M
∆tk
uk − fk+1, M
∆tk
+ L
)
.
Hence the above QP formulation for backward Euler method can be written as

find uk ∈ Rm×N
with u0 > Ψ(x, 0),
such that for k = 0, 1..., tm − 1,
uk+1 = QP
(
I,Ψk+1, (− M
∆tk
+ L)uk − fk+1), M
∆tk
+ L
)
.
(4.9.3)
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Crank-Nicolson scheme
Similarly for the Crank-Nicolson method, we obtain
D =
M
∆tk
+ L, c = (− M
∆tk
+
L
2
)uk − fk+1, b = Ψk+1, A = I.
MIN
(
M
∆tk
+
L
2
,Ψk+1, (
M
∆tk
− L
2
)uk + fk+1
)
≡ QP
(
I,Ψk+1, (− M
∆tk
+
L
2
)uk − fk+1, M
∆tk
+
L
2
.
)
Hence the above QP formulation for Crank-Nicolson method can be written as

find uk ∈ Rm×N
with u(x, 0) > Ψ(x, 0),
such that for k = 0, 1..., tm − 1,
uk+1 = QP
(
I,Ψk+1,
(
− M
∆tk
+
L
2
)
uk − fk+1, M
∆tk
+
L
2
)
.
(4.9.4)
In this chapter we introduced the parabolic variational inequalities. We applied the
finite element method to discretize in space. To convert into fully discrete problem we
used standard backward Euler and Crank-Nicolson methods. We described the variational
and minimization formulations of parabolic variational inequalities and the corresponding
LCP and QP problems.
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Chapter 5
Domain Decomposition Methods
For Elliptic Variational
Inequalities
5.1 Solution methods
Domain decomposition methods (DDM) form an active research field in the area of it-
erative methods. They are typically used for large scale algebraic systems arising from
the modeling of partial differential equations, for which parallel algorithms are desired.
These methods are a powerful tool for devising parallel algorithms. Domain decom-
position methods can be categorized into two branches namely: overlapping and non
overlapping. Overlapping DDM are usually referred to as Schwarz alternating method
and the additive Schwarz method [8], [20]. Non overlapping methods are usually called
substructuring methods [118]. In both cases, the problem is formulated in each subdo-
main, yielding a family of reduced size subproblems that are coupled together through
some suitable boundary conditions at the interface. These reduced problems are solved
at the expense of an iterative procedure among the subdomains to impose the interface
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coupling. Overlapping domain decomposition methods are inefficient when the region of
overlap is reduced [13] or in the case of elliptic problems with large jump coefficients [118].
A comparison between overlapping and non overlapping DDM can be found in [24] [11]
[18], [19].
Another important class of solution techniques is that of multilevel and multi-grid meth-
ods for constrained minimization problems, introduced in [87] and [48]. Some variants
of these method were studied in [73] and were analyzed in [74]. A challenging task for
multi-grid method when applied to variational inequalities, is the representation of the
coincidence set on a coarse grid, as shown in the review paper [52]. Some multi-grid and
two level domain decomposition methods are given in [111] [107] in which it is shown
that the overlapping DDM has linear convergence for the constrained obstacle problem if
the obstacle and computed functions have been decomposed in a suitable manner. Some
more variants of multi-grid method are discussed in [10], where the decomposition of the
closed convex set for the minimization problem is introduced as a sum of closed convex
level subsets; the convergence rate is shown to depend on the number of levels.
In the following, we give a literature review of domain decomposition methods for partial
differential equations and variational inequalities.
5.1.1 DDM for partial differential equations
In 1870 Schwarz [103] proposed an overlapping domain decomposition method to compute
the numerical solutions of partial differential equations on an exotic domain combining a
disc and a rectangle. A detailed discussion for overlapping and non overlapping DDM for
partial differential equations and related algorithm to solve these problems can be found
in [23], [92], [114], [116]. A brief study of the Schwarz alternating method for a range
of different problems including Laplace equations and Stokes equations can be found in
[85], [84], [86]. These papers emphasize the excellent convergence properties of Schwarz
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methods, and why Schwarz methods can be applied and extended to a wide range of
problems. Another class of Schwarz methods are the two level or multi level additive
Schwarz methods, introduced in [35], [34], [37]. A two level method for symmetric and
positive definite problem is given in [39]. In this paper, a good convergence rate is proved
and the running time of the problem is shown to reduce for subdomains with a small
region of overlap. An increasing number of conjugate gradient iterations are compensated
by the fact that the local problems are smaller. A generalization of the two level methods
is described in [126] [12], [38], [125]. In these papers, the family of domain decomposition
methods are shown to be merged with multi-grid methods.
Several domain decomposition methods are proposed and analyzed for solving symmetric
positive definite elliptic problems. For these problems, domain decomposition methods
have been shown to yield a good condition number as an iterative method and can be
implemented in parallel. Domain decomposition methods for solving convection diffusion
problems are few as compared to elliptic problems. Some domain decomposition methods
for such problems are described in [46], [59], [6], [77]. A DDM for convection dominated
problem was proposed and analyzed in [93], where convergence is achieved without any
condition on the macro element. An overlapping DDM is proposed in [67], in which
iterative Schwarz method is used for a convected-dominated problem and convergence is
proved for the algorithm. Numerical experiments presented there show that the number
of iterations depends on the number of subdomains in the flow direction. A combination
of sequential and parallel DDM for convection dominated problems is given in [127]. The
sequential algorithm is applied in the down stream direction and the parallel algorithm
is used in the crosswind direction. In each iteration, a local problem is solved by stream
line diffusion finite element method with artificial boundary conditions. The convergence
of the global approximated solution is shown to be of order O(h3/2) in the L2 − norm.
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5.1.2 DDM for variational inequalities
There are classical iterative methods like point projection and point over relaxation meth-
ods [50]. However, the convergence rate of these methods has been shown to substantially
increase on fine meshes. Domain decomposition methods for variational inequalities were
initially used in [85], and subsequently many algorithms were constructed and analyzed.
For example, some Schwarz algorithms for variational inequalities are described in [86],
[128], [129]. A DDM method for the Signorini problem is presented in [102], where a pro-
jection method is applied to solve the constrained minimization problem and an optimal
preconditioner for the decomposed problem is derived. [110] proposed a DDM by using
space decomposition techniques for variational inequalities and were able to prove good
rate of convergence.
An additive Schwarz method for the obstacle problem is presented in [9] and shows
nice recurrence for the error between two consecutive steps. Geometric convergence is
proved by using projection operators onto a closed convex Hilbert space. An overlap-
ping DDM with monotone operators for the obstacle problem is given in [76], where it
is shown that the algorithm is monotonically convergent with a suitable choice of initial
guess. A generalized Schwarz algorithm for the obstacle problem with two subdomains is
given in [129], where the obstacle problem is solved with the Robin boundary condition
gi(v) = θi(v)+(1−θi) ∂v∂ni , 0 < θ 6 1. Some convergence results for variational inequalities
can be found in [107], [108], [109] [122], [123]. For example [108], [109] proposed some gen-
eral space minimization problems for convex functional over a convex constrained subsets,
using space decomposition methods. This work is further extended in [106] , where an
analysis of the rate of convergence of the method is provided. [123] proposes a monotonic
convergent method for the two sided obstacle problem. The estimate of convergence is
given there, is valid only for the two subdomain case and with uniform overlapping size.
The systems with different governing problems in different subdomains can be solved by
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non overlapping (DD) methods by solving in parallel for the solution in each subdomain.
A non overlapping DDM with two subdomains for the free boundary problem is given in
[61]. Convergence analysis and numerical results are also given to support the algorithm.
Another non-overlapping domain decomposition method for the obstacle problem is given
in [62]. The global domain is converted into several non overlapping subdomains and then
in each subdomain a variational inequality is solved. Numerical experiments presented
there show that the algorithm is monotonically convergent, but the rate of convergence
is mesh dependent.
5.2 A non-overlapping domain decomposition method
In this chapter we introduce a non overlapping domain decomposition method for elliptic
variational inequalities. The purpose of using the domain decomposition method is to
reformulate the original problem into two subproblems showing different behaviour in
their respective subdomains, namely one subproblem in some subdomains governed by
a partial differential equation and the other in the complementary subdomain satisfying
a variational inequality. Each problem is then solved locally (in each subdomain), with
Dirichlet boundary conditions on the interface, and the solutions are coupled together
through an interface problem.
5.2.1 Formulation of the method
Let Ω be a smooth bounded open convex domain with boundary ∂Ω. We recall here the
variational inequality problem described in Chapter 2:

Lu > f in Ω,
u > ψ in Ω,
(Lu− f)(u− ψ) = 0 in Ω,
u = 0 on ∂Ω.
(5.2.1)
74
The weak formulation of the above inequality is
 find u ∈ K such that ∀v ∈ K,a(u, v − u) > `(v − u), (5.2.2)
where the bilinear form is given by
a(v, w) =
∫
Ω
∇v · a · ∇w dΩ +
∫
Ω
b · ∇vw dΩ +
∫
Ω
cvw dΩ′
and
K = {v ∈ V : v > ψ in Ω, } with V = H10 (Ω).
Let Ω be partitioned intom non-overlapping disjoint open subdomains Ωj, j = 1, ...,m
and let Γj := ∂Ωj \ ∂Ω, with Γ =
⋃m
j=1 Γj, the interface. Thus,
Ω =
m⋃
j=1
Ωj and Ωi ∩ Ωj = ∅.
If we denote by uj, fj, ψj the restrictions of u, f, ψ respectively to each subdomain Ωj and
by λj, the solution restricted to the interface Γj, then problem (5.2.1) can be defined in
each subdomain Ωj for j = 1, ...,m as follows

find uj ∈ K in Ωj such that
Luj > fj in Ωj,
uj > ψj in Ωj,
(Luj − f)(uj − ψj) = 0, in Ωj,
uj = λj, on ∂Ωj ∩ Γ,
uj = 0, on ∂Ω ∩ ∂Ωj.
(5.2.3)
To apply the idea of partitioning the domain in our problem, we decompose the domain
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into two multiply-connected subdomains Ωe and Ωi. In Ωe we solve a PDE and in Ωi we
solve a PDI. This partitioning requires some mild assumption about the coincidence set C
for u and ψ to locate Ωi. We choose Ωi, the domain containing the region corresponding
to the coincidence set, then Ωe = Ω \ Ωi.
To understand this partitioning of Ω, we consider the Figure (5.1) for 1D obstacle
problem.
Figure 5.1: Domain decomposition for obstacle problem in 1D.
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Since it is not possible to estimate the exact extreme points for the coincidence set
C, we assume that the interface Γ lies outside the support of the obstacle. This mild
assumption allows us to pose the problem (5.2.1) as a PDE on Ωe as well as on the
interface Γ.
Thus for our problem the partitioning of Ω together with interface Γ can be defined as
Ω = Ωe ∪ Ωi ∪ Γ, where Γ = Ωe ∩ Ωi.
Let z = u|Ωe , w = u|Ωi , f e = f |Ωe and f i = f |Ωi be the restrictions of u and f on
Ωe and Ωi respectively. We shall use superscript e for subdomain Ωe and superscript i
for subdomain Ωi throughout this chapter. By using the above partitioning the problem
(5.2.3) can equivalently be written as two subproblems PDE and PDI as follows
PDE :

Lz = f in Ωe,
z = 0 on ∂Ωe \ Γ,
z = λ on Γ,
PDI :

Lw > f in Ωi,
w > ψ in Ωi,
(Lw − f)(w − ψ) = 0 in Ωi,
w = 0 on ∂Ωi \ Γ,
w = λ on Γ,
(5.2.4)
where λ is the value of solutions z and w on Γ respectively.
The subproblem PDE can be decoupled into two sets of problems, as for the case of
standard domain decomposition methods for PDE [92]
PDE1 :

Lz1 = f in Ωe,
z1 = 0 on ∂Ω
e,
z1 = 0 on Γ,
PDE2 :

Lz2 = 0 in Ωe,
z2 = 0 on ∂Ω
e \ Γ,
z2 = λ on Γ,
(5.2.5)
Note that z2 is the L-extension of λ to domain Ωe and will be denoted by Eλ, where E
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is the L-extension operator. By using above definitions, the solution in each subdomain
can be written as
u|Ωe = z = z1 + z2,
and
u|Ωi = w.
5.2.2 Variational formulation
Note that by using the above splitting the weak formulation (5.2.2) can be written as
 find u ∈ K such that ∀v ∈ K,ae(z, v − z) + ai(w, v − w) > (f, v − z)Ωe + (f, v − w)Ωi , (5.2.6)
where
ae(z, v) =
∫
Ωe
∇z · a · ∇v dΩe +
∫
Ωe
b · ∇zv dΩe +
∫
Ωe
czv dΩe.
and
ai(w, v) =
∫
Ωi
∇w · a · ∇v dΩi +
∫
Ωi
b · ∇wv dΩi +
∫
Ωi
cwv dΩi.
The variational formulations of (5.2.5) and PDI are

find z1 ∈ H10 (Ωe) such that ∀v ∈ H1(Ωe)
ae(z1, v − z)−
∫
Γ
n1 · ∇z1 · (v − z) dΓ = (f e, v − z)Ωe ,
(5.2.7)

find z2 ∈ H1(Ωe) such that ∀v ∈ H10 (Ωe)
ae(z2, v − z)−
∫
Γ
n1 · ∇z2 · (v − z) dΓ = 0,
(5.2.8)

find w ∈ K such that ∀v ∈ K
ai(w, v − w)−
∫
Γ
n2 · ∇w · (v − w)dΓ > (f i, v − w)Ωi .
(5.2.9)
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Adding above weak formulations we get
ae(z1, v − z)−
∫
Γ
n1 · ∇z1 · (v − z)dΓ + ae(z2, v − z)−
∫
Γ
n1 · ∇z2 · (v − z)dΓ
+ ai(w, v − w)−
∫
Γ
n2 · ∇w · (v − w)dΓ > (f, v − z)Ωe + (f, v − w)Ωi .
Using z1 = 0, z2 = λ = w on Γ and letting v = Fµ, where F is any extension operator
we have
ae(z1, µ− λ) + ai(w, µ− λ)−
∫
Γ
n1 · ∇z1 · (µ− λ)dΓ −
∫
Γ
n1 · ∇z2 · (µ− λ)dΓ−∫
Γ
n2 · ∇w · (µ− λ)dΓ > (f, µ− λ)Ωe + (f, µ− λ)Ωi .
Using the weak formulation (5.2.6) yields a partial Steklov-Poincare´ inequality for λ :
−
∫
Γ
n1 · ∇Eλ · (µ− λ)dΓ >
∫
Γ
n1 · ∇z1 · (µ− λ)dΓ +
∫
Γ
n2 · ∇w · (µ− λ)dΓ.
∫
Γ
n1 · ∇Eλ · (µ− λ)dΓ 6 −
∫
Γ
(n1 · ∇z1 + n2 · ∇w) · (µ− λ)dΓ. (5.2.10)
Equivalently
(Seλ, µ− λ) 6 (g(λ), µ− λ). (5.2.11)
As discussed in the beginning of the chapter, we assume that the interface Γ lies outside
the support of the obstacle and the problem (5.2.1) satisfies a PDE for λ on the interface
Γ. Therefore (5.2.11) can be seen to be equivalent to the non-linear variational problem
(Seλ, µ) = (g(λ), µ), (5.2.12)
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The Steklov-Poincare´ operator Se : Λ → Λ′ (where Λ = H1/2(Γ ), H1/20 (Γ ) or H1/200 (Γ )
depending on the nature of the problem) is defined as
(Seλ, µ) :=
∫
Γ
(n1 · ∇(Eλ))µ dΓ,
and
(g(λ), µ) := −
∫
Γ
(n1 · ∇z1 + n2 · ∇w)µ dΓ.
Applying Green’s formula, we get the alternative representation of Se
(Seλ, µ) := ae(Eλ, Fµ) ∀λ, µ ∈ Λ,
where F denotes an arbitrary extension operator to Ωe. By using the above definition
of Se, our classical problem can be written as an ordered sequence of three decoupled
problems involving elliptic problem on subdomain Ωe together with a problem set on the
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interface Γ which is coupled with the problem on Ωi.

Lz1 = f in Ωe,
z1 = 0 on ∂Ω
e \ Γ,
z1 = 0 on Γ,
(5.2.13a)
{
Seλ = −n · ∇z1 − n · ∇w, (5.2.13b)
Lw > f in Ωi,
w > ψ in Ωi,
(Lw − f)(w − ψ) = 0 in Ωi,
w = 0 on ∂Ωi \ Γ,
w = λ on Γ,
(5.2.13c)

Lz2 = 0 in Ωe,
z2 = 0 on ∂Ω
e \ Γ,
z2 = λ on Γ.
(5.2.13d)
The resulting solution in Ωe, is
u|Ωe = z = z1 + z2,
where as solutions for interface Γ and Ωi i.e. λ and w could be approximated in an
iterative manner. To write down the weak formulation of above problem we rewrite the
sets of equations (5.2.13d) as

Lz˜2 = Lqe in Ωe,
z˜2 = 0 on ∂Ω
e \ Γ,
z˜2 = 0 on Γ,
(5.2.14)
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where z˜2 = z2 − qe, qe chosen such that qe ∈ H10 (Ωe). By using these notations, the weak
formulations of domain decomposition problem can be written as

find z1 ∈ H10 (Ωe)
such that ∀ v ∈ H10 (Ωe),
ae(z1, v) = (f, v)Ωe ,
(5.2.15a)
 find λ ∈ H
1/2
00 (Γ ) such that ∀ µ ∈ H1/200 (Γ ),
(Seλ, µ) = ((f e, F eµe)− ae(z1, F eµe)) + ((f i, F iµi)− ai(w,F iµi)) ,
(5.2.15b)

find w ∈ H1(Ωi)
such that ∀ v ∈ H1(Ωi),
ai(w, v − w) > (f, v − w)Ωi ,
(5.2.15c)

find z˜2 = z2 − qe ∈ H10 (Ωe)
such that ∀ v ∈ H10 (Ωe),
ae(z˜2, v) = −ae(qe, v).
(5.2.15d)
5.2.3 Finite element discretization
Finite element approximation of the domain decomposition formulation can be described
as follows
Let Ω ⊂ Rd be a bounded open convex set and let Th be some subdivision of Ω into
simplices t. Then Ω can be written as
Ω =
⋃
t∈Th
t.
Let Pr(t) denote the space of polynomials defined on t in d variables of degree less than
or equal to r.
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We define the finite dimensional spaces of continuous piecewise polynomial functions on
some subdivision Th of Ω
e and Ωi into simplices t of maximum diameter h, as
Keh := {vh ∈ C0(Ωe) | vh ∈ P (t), ∀t ∈ Th, vh|∂Ωe∩∂Ω = 0},
Kih := {vh ∈ C0(Ωi) | vh ∈ P (t), ∀t ∈ Th, v > ψ in Ωi and v|∂Ωi∩∂Ω = 0}.
Let N e,N i denote the sets of nodes located in the subdomains Ωe,Ωi and N Γ be the
number of nodes lying on the interface Γ, with |N e| = N, |N i| = N i, |N Γ | = NΓ . Let
now
KeIh = span{Φk, k ∈ N e},
KiIh = span{Φk, k ∈ N i},
KΓh = span{Φk, k ∈ N Γ},
Sh = span{γ0(Γ )Φk, k ∈ N Γi }.
This yields the decomposition
Kh = KeIh ⊕KiIh ⊕KΓh ⊂ H10 (Ω).
By using the above definitions, we have the following finite element discretization for the
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domain decomposition method:
 find z
h
1 ∈ Keh
ae(zh1 , v) = (f, v)Ωe , ∀vh ∈ Keh
(5.2.16a)
 find λh ∈ S
h such that ∀ µh ∈ Sh,
Se(λh, µh) =
(
(f e, F eµeh)− ae(zh1 , F eµeh)
)
+ ((f i, F iµih)− ai(wh, F iµih)) ,
(5.2.16b)
 find wh ∈ K
i
h such that ∀vh ∈ Kih,
ai(wh, vh − wh) > (f, vh − wh)Ωi ,
(5.2.16c)

find z˜h2 = z
h
2 − qeh ∈ Keh
such that ∀ vh ∈ Keh,
ae(z˜h, v) = −ae(qeh, v).
(5.2.16d)
5.2.4 Matrix formulation
The discrete formulation (5.2.16a)-(5.2.16c) leads to a Schur complement approach for the
solution of the problem (5.2.1). To obtain the matrix formulation of the above discrete
formulation of the domain decomposition problem let us denote the unknowns vectors by
ue,ui,uΓ and the right hand side vectors by f
e, f i, fΓ of lengths N
e, N i, NΓ respectively,
such that N = N e+N i+NΓ , with A ∈ RN×N and f ∈ RN . Then the matrix representation
of (5.2.1) can be written as

AeII O A
e
IΓ
O AiII A
i
IΓ
AeΓI A
i
Γ I AΓΓ


ueI
uiI
uΓ
 >

f eI
f iI
fΓ
 , (5.2.17)
u > Ψ,
(Au− f)i(u−Ψ)i = 0.
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Where we have partitioned the degree of freedom into those internal to Ωe and to Ωi and
those on the interface Γ. In particular, we have
(AeII)kj = a
e(Φk,Φj) k, j ∈ N e,
(AiII)kj = a
i(Φk,Φj) k, j ∈ N i,
(AIΓ )
e
kj = a
e(Φk,Φj), k ∈ N e, j ∈ N Γ ,
(AIΓ )
i
kj = a
i(Φk,Φj) k ∈ N i, j ∈ N Γ .
Proposition 5.2.18 By using the above notation, the solution of problem (5.2.15a)-
(5.2.15c) has the following algebraic form
{
AeIIu
e{1}
I = f
e
I , (5.2.19a){
SeuΓ = fΓ − AeΓIue{1}I − AiΓ IuiI , (5.2.19b){
AiIIu
i
I > f iI − AiIΓuΓ , (5.2.19c){
u
e{2}
I = −(AeII)−1AeIΓuΓ . (5.2.19d)
Equations (5.2.19a)-(5.2.19d) could be seen as a partial Schur complement approach for
the system (5.2.1) and the solution for uiI and uΓ will be approximated in an iterative
manner. The resulting solution is then [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ]. The proof that the solution
of a linear system on Ωe is u
e{1}
I + u
e{2}
I can be found in [3], [92].
5.3 The Obstacle problem
To demonstrate the implementation of the domain decomposition method we will consider
a well known example: the obstacle problem. Recall from Chapter 3 that the finite element
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formulation of the obstacle problem yields the discrete problem; find u, such that
Au > f ,
u > Ψ,
(u−Ψ)i(Au− f)i = 0 ∀ i,
where Aij =
∫
Ω
∇φi.∇φj dΩ, Ψi = ψ(xi) and fi =
∫
Ω
fφi dΩ. Equivalently, using the
same decomposition as used in (5.2.17) the above system could be written as

AeII O A
e
IΓ
O AiII A
i
IΓ
AeΓI A
i
Γ I AΓΓ


ueI
uiI
uΓ
 >

f eI
f iI
fΓ
 . (5.3.1)
The solution method described in (5.2.19a)-(5.2.19c) based on the Schur complement
approach can be applied to the above system for the obstacle problem. We could see
that the domain decomposition method described in this chapter leads to a PDE in Ωe
corresponding to the first row block in (5.3.1), the second row block is a reduced variational
inequality in Ωi and the third row block can be considered as either a PDE or a PDI on
Γ. We can write the PDE corresponding to Ωe as
AeIIu
e
I + A
e
IΓuΓ = f
e
I .
Solving for ue we get
ueI = (A
e
II)
−1(f eI − AeIΓuΓ ). (5.3.2)
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Replacing ue in the remaining system we get the reduced system for obstacle problem,
i.e., only for the sub-domains containing the support of the obstacle
 AiII AiIΓ
AiΓ I S
e

 uiI
uΓ
 >
 f iI
f˜Γ
 , (5.3.3)
where
Se := AΓΓ − AeΓI(AeII)−1AeIΓ and f˜Γ := fΓ − AeΓI(AeII)−1f eI .
Hence, the reduced obstacle problem can be written as
A˜u˜ >f˜ ,
u˜ >Ψ˜,
(u˜− Ψ˜)i(A˜u˜− f˜)i =0,
where
A˜ =
 AiII AiIΓ
AiΓ I S
e
 ; u˜ =
 uiI
uΓ
 ; f˜ =
 f iI
f˜Γ
 ; and Ψ˜ =
 ΨiI
ΨΓ
 .
We will see in algorithms (5.4.1.1) - (5.4.1.2) and (5.6.1.1)-(5.6.3.1) below how this reduced
system can be solved more efficiently by splitting the system for AiII and S
e.
Minimization formulation of reduced obstacle problem
This reduced problem can be written as a minimization problem of the following form.
 Find u˜ ∈ K˜ such that ∀ v ∈ K˜ = {v ∈ R
N i+NΓ : v > Ψ˜},
J˜(u˜) 6 J˜(v).
(5.3.4)
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where
J˜(v) =
1
2
(v)T A˜v − (v)T f˜ .
QP formulation of reduced obstacle problem
To solve this reduced obstacle problem we derive the QP formulation of the minimization
problem (5.3.4), as described in Chapter 3. Thus, the quadratic programming formulation
for the reduced minimization problem is equivalent to
QP (A˜, f˜ , I,Ψ)
 minimize
1
2
u˜T A˜u˜− f˜T u˜,
subject to u˜ > Ψ˜,
(5.3.5)
where
u˜T = [(uiI)
T , (uΓ )
T ] and Ψ˜T = [(ΨI)
T , (ΨΓ )
T ].
5.4 Solution methods for the obstacle problem
We develop three algorithms to solve the obstacle problem. The first algorithm is a direct
method in which we first calculate u
e{1}
I then solve the reduced system for the obstacle
problem for uiI and uΓ and in the third step we calculate u
e{2}
I . The other algorithms we
propose, are iterative methods to approximate the solutions uiI and uΓ . The algorithms
are described as follows.
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Algorithm 5.4.0.1 Reduced QP (RQP) direct algorithm
1: step 1: find u
e{1}
I = (A
e
II)
−1f eI ,
2: step 2: find u˜ ∈ K˜ such that
J˜(u˜) 6 J˜(v) ∀ v ∈ K˜,
3: where u˜T = [(uiI)
T , (uΓ )
T ], and J˜(v) = 1
2
(v)T A˜v − (v)T f˜
4: step 3: Compute
u
e{2}
I = −(AeII)−1AeIΓuΓ
5: The resulting solution is then
u = [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ].
In this algorithm, we see that the matrix for reduced inequality problem contains the
partial Schur complement for the equality domain Se as an element, which could make
the algorithm computationally expensive. In the following we propose algorithms in which
we approximated the reduced problem (5.3.4) in an iterative manner. In this algorithm we
use two level refinement and the solution is calculated by using a coarse mesh to compute
an initial guess.
5.4.1 Picard reduced QP algorithm
We proposed a Picard algorithm for solving the nonlinear problem corresponding to
(5.2.19a) and (5.2.19b). In our Picard algorithm we will consider two cases, in the first
case we solve for ueI on Ω
e, whereas we compute uiI on Ω
i and uΓ on Γ by solving varia-
tional inequalities. In the second case we assume that solutions ueI , uΓ satisfy PDEs on
Ωe and Γ respectively. We solve a variational inequality only in the subdomain Ωi. The
proposed algorithms are included below;
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Algorithm 5.4.1.1 Picard reduced QP algorithm I
1: step 0: Find an initial guess by using coarse mesh solution
2: step 1: find u
e{1}
I = (A
e
II)
−1f eI ,
3: step 2:
4: for k = 0, 1, 2, ..., till convergence do
5: Find (uΓ )
k+1 ∈ KΓ such that
J((uΓ )
k+1) 6 J(v) ∀v ∈ KΓ
6: where
J(v) :=
1
2
vTSev − vT{fΓ − AeΓIue{1}I − AiΓ I(uiI)k)}
7: Find (uiI)
k+1 ∈ Ki such that
J((uiI)
k+1) 6 J(v) ∀v ∈ Ki
8: where
J(v) :=
1
2
(v)TAiIIv − (v)T (f iI − AiIΓuk+1Γ )
9: If converged, set uΓ = u
k+1
Γ and exit
10: end for
11: step 3: Compute
u
e{2}
I = −(AeII)−1AeIΓuΓ
12: The resulting solution is then
u = [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ].
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Algorithm 5.4.1.2 Picard reduced QP algorithm II
1: step 0: Find an initial guess by using coarse mesh solution
2: step 1: find u
e{1}
I = (A
e
II)
−1f eI ,
3: step 2:
4: for k = 0, 1, 2, ..., till convergence do
5: (i) Solve Se(uΓ )
k+1 = (fΓ − AeΓIue{1}I − AiΓ I(uiI)k)
6: (ii) Find (uiI)
k+1 ∈ Ki such that
J((uiI)
k+1) 6 J(v) ∀v ∈ Ki
7: where
J(v) :=
1
2
(v)TAiIIv − (v)T (f iI − AiIΓuk+1Γ )
8: If converged, set uΓ = u
k+1
Γ and exit
9: end for
10: step 3: Compute
u
e{2}
I = −(AeII)−1AeIΓuΓ
11: The resulting solution is then
u = [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ].
We described three algorithms to solve variational inequality problems. The first algo-
rithm is a direct method which solves the system in one step. This method requires the
construction of a Schur complement, as an element of a matrix to be solved. The algo-
rithms (5.4.1.1) and (5.4.1.2) are iterative procedures. In these algorithms the solution
on the interface and in the inequality region are obtained in an iterative manner.
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5.5 Convergence analysis for Picard algorithm
In this section we give convergence analysis for Picard reduced QP algorithm.
Lemma 5.5.1 Let (u˜)k+1 is the solution of reduced minimization problem (5.3.4) at k+1
iteration, where
u˜ =
 uiI
uΓ
 ; e˜ =
 eiI
eΓ
 ; f˜ =
 f iI
f˜Γ
 ;
Let (e˜)k = (u˜)k+1 − (u˜)k, Then
J((u˜)k+1)− J((u˜)k) = J˜((eiI)k+1) + J˜((eΓ )k+1),
where
J˜((eiI)
k+1) =
1
2
((eiI)
k)TAiII(e
i
I)
k − ((eiI)k)T{f iI − AiII(uiI)k − AiIΓ (uk+1Γ )}
and
J˜((eΓ )
k+1) =
1
2
((eΓ )
k)TSe(eΓ )
k − ((eΓ )k)T{f˜Γ − SeukΓ − AiΓ I(uiI)k}.
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Proof
Consider
J((u˜k+1)− J(u˜k) = J(ek + u˜k)− J(u˜k)
=
1
2
{(ek + u˜k)T A˜(ek + u˜k)} − (ek + u˜k)T f˜
− 1
2
(u˜k)T A˜u˜k + (u˜k)T f˜
= (ek)T A˜(
1
2
ek + u˜k)− (ek)T f˜
=
(
((eiI)
k)T ((eΓ )
k)T
) AiII AiIΓ
AiΓ I S
e
(1
2
ek + u˜k
)
− (ek)T
 f iI
f˜Γ

=
1
2
((eiI)
k)TAiII((e
i
I)
k − ((eiI)k)T{f iI − AiII(uiI)k − AiIΓ ((eΓ )k + uΓ )k}
+
1
2
((eΓ )
k)TSe(eΓ )
k)− ((eΓ )k)T{f˜Γ − SeukΓ − AiΓ I(uiI)k}
=
1
2
((eiI)
k)TAiII((e
i
I)
k − ((eiI)k)T{f iI − AiII(uiI)k − AiIΓ (uk+1Γ )}
+
1
2
(ekΓ )
TSe(eΓ )
k − ((eΓ )k)T{f˜Γ − SeukΓ − AiΓ I(uiI)k}
= J˜((eiI)
k+1) + J˜((eΓ )
k+1).
Theorem 5.5.2 If J˜((eiI)
k+1) and J˜((eΓ )
k+1), are defined as in above lemma then
J((u˜k+1) 6 J(u˜k).
Therefore the sequence (u˜k), k ∈ N, generated by the above algorithms converges to the
solution of the reduced minimization problem (5.3.4).
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Proof
Consider
J˜((eiI)
k+1) = ((eiI)
k)TAiII(e
i
I)
k − ((eiI)k)T{f iI − AiII(uiI)k − AiIΓ (uk+1Γ )} −
1
2
((eiI)
k)TAiII((e
i
I)
k
= ((uiI)
k+1 − (uiI)k)T AiII
(
(uiI)
k+1 − (uiI)k
)− ((uiI)k+1 − (uiI)k)T (f˜ iI − AiII(uiI)k)
− 1
2
((eiI)
k)TAiII((e
i
I)
k
= ((uiI)
k+1)T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− ((uiI)k)T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− 1
2
((eiI)
k)TAiII((e
i
I)
k
= ((uiI)
k+1)T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− ((ΨiI))T
(
AiII((u
i
I)
k+1 − f˜ iI
)
+ ((ΨiI))
T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− ((uiI)k)T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− 1
2
((eiI)
k)TAiII((e
i
I)
k
= ((uiI)
k+1 − (ΨiI))T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− ((uiI)k − (ΨiI))T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− 1
2
((eiI)
k)TAiII((e
i
I)
k
since (uiI)
k+1 is the solution of minimization problem in subdomain Ωi so
((uiI)
k+1 − (ΨiI))T
(
AiII((u
i
I)
k+1 − f˜ iI
)
= 0.
By using the symmetric and positive definite property of AiII , we get
J˜((eiI)
k+1) = −((uiI)k − (ΨiI))T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− 1
2
((eiI)
k)TAiII((e
i
I)
k 6 0.
Similarly, we can prove
J˜((eΓ )
k+1) = −((uΓ )k − (ΨΓ ))T
(
Se((uΓ )
k+1 − f˜Γ
)
− 1
2
((eiI)
k)TSe((eiI)
k 6 0.
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Thus, we have,
J((u˜k+1)− J(u˜k) = −1
2
((eiI)
k)TAiII((e
i
I)
k − ((uiI)k − (ΨiI))T
(
AiII((u
i
I)
k+1 − f˜ iI
)
− ((uΓ )k − (ΨΓ ))T
(
Se(uΓ )
k+1 − f˜Γ
)
,
which implies that
J((u˜k+1)− J(u˜k) 6 0,
and hence
J((u˜k+1) 6 J(u˜k).
This implies that {J(u˜k)} converges, since A˜ is symmetric and positive definite and the
functional J is continuous, the sequence
(
u˜k
)
, k ∈ N is bounded and converges to u˜, the
solution of the minimization problem (5.3.4).
Corollary 5.5.3 Let (u)k+1 be the solution of the global minimization (5.3.1) at the k+1
iteration. Let u =

ueI
uiI
uΓ
 , e =

eeI
eiI
eΓ
 , f =

f eI
f iI
fΓ
 and ek = (u)k+1 − (u)k, then
J(uk+1) 6 J(uk),
therefore the sequence (uk), k ∈ N converges to the solution of the global minimization
problem (5.3.1).
Proof
From lemma (5.5.1) it is easy to show that
J(uk+1)− J(uk) 6 J˜(eeI)k) + J˜(eiI)k) + J˜(eΓ )k)
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and we can prove
J˜(eeI)
k) 6 0.
Thus we have
J(uk+1) 6 J(uk),
and therefore {J(uk)} converges, since A is symmetric and positive definite and the func-
tional J is continuous so (uk), k ∈ N is bounded and converges to u, the solution of the
global minimization problem (5.3.1).
5.6 Newton’s method for the nonlinear interface
problem
In these methods, we solve the nonlinear interface problem in step 2(i) of the algorithm
(5.4.1.2) by using Newton’s method and then coupled with the PDI, in step 2(ii) of
(5.4.1.2) iteratively.
Newton-Krylov methods and Krylov-Schwarz (domain decomposition) methods have been
considered in many applications for the last few decades. The first method, is a Krylov
method inside of Newton’s method in a Jacobian-free manner, through directional dif-
ferencing. The second one is an overlapping Schwarz domain decomposition to derive a
preconditioner for the Krylov accelerator that relies primarily on local information, for
data-parallel concurrency. These methods seem particularly well suited for solving non-
linear elliptic systems in high-latency, distributed-memory environments. Some Newton-
Krylov and Krylov-Schwarz methods are discussed in [21].
The domain decomposition method we described in this chapter give rise to a non lin-
ear partial Steklov Poincare´ operator which requires the solution of a nonlinear interface
problem given by (5.2.19b). In the following algorithms we apply the Newton method
and Newton-GMRES methods at interface, for non-linear elliptic problems. Recall the
96
interface problem
SeuΓ = fΓ − AeΓIue{1}I − AiΓ IuiI(uΓ ).
Let
g(uΓ ) = fΓ − AeΓIue{1}I − AiΓ IuiI(uΓ )
Then the above interface problem for uΓ can be written as
F (uΓ ) = S
euΓ − g(uΓ ) = 0 (5.6.1)
Newton’s method for F (uΓ ) = 0 is
JδuΓ = −F (uΓ ),
where J is the Jacobian given by
J = FuΓ (uΓ ) = S
e − ∂g(uΓ )
∂uΓ
. (5.6.2)
For a small perturbation ε and an arbitrary direction ej we have
∂g(uΓ )
∂uΓ
=
g(uΓ + ε ej)− g(uΓ )
ε
or
∂g(uΓ )
∂uΓ
= −AiΓ I
uiI(uΓ + ε ej)− uiI(uΓ )
ε
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5.6.1 Newton reduced QP algorithm
Equations (5.2.19b) and (5.2.19c) form a coupled system which we solved previously, by
using Picard iterations. In this algorithm we applied Newton’s method for the solution
of nonlinear interface problem. The proposed algorithm is included below;
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Algorithm 5.6.1.1 Newton reduced QP algorithm
1: step 0: Find an initial guess by using coarse mesh solution
2: step 1: find u
e{1}
I = (A
e
II)
−1f eI ,
3: step 2:
4: for k = 0, 1, 2, ..., till convergence do
5: compute Jacobian
6: for j = 1 : NΓ compute
∂g(ukΓ (:, j))
∂ukΓ
= −AiΓ I
uiI(u
k
Γ + ε e(:, j))− uiI(ukΓ )
ε
7: end
Jk = Se +
∂g(ukΓ )
∂ukΓ
8: solve
Jk(δukΓ ) = −F (uΓk).
9: Set (uΓ )
k+1 = (uΓ )
k − δukΓ )
10: find (uiI)
k+1 ∈ Ki such that
J((uiI)
k+1) 6 J(v), ∀v ∈ Ki
11: where
J(v) :=
1
2
(v)TAiIIv − (v)T (f iI − AiIΓuk+1Γ )
If converged, set uΓ = u
k+1
Γ and exit
12: end for
13: step 3: Solve
u
e{2}
I = −(AeII)−1AeIΓuΓ
14: The resulting solution is then
u = [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ].
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It is important to note that in Picard algorithm we solvethe interface problem through
the direct inversion of the matrix Se. On the other hand Newton’s reduced QP algorithm
required the construction of Jacobian matrix, which contains an extra term together with
Se, given by
Jk = Se +
∂g(ukΓ )
∂ukΓ
.
Which increase the complexity of the Newton’s algorithm. However, we will see in Chapter
7 that this algorithm exhibit rapid convergence. The complexity of this algorithm can
be reduced by using GMRES. In this method the Jacobian is approximated by using
matrix-vector products.
5.6.2 Newton-GMRES method with exact Jacobian
In this method we construct the Jacobian matrix in Newton step given by (5.6.2)
J = Se +
∂g(uΓ )
∂uΓ
.
To find the solution of the non-linear interface problem
JkδuΓ = −F (uΓ ),
we employ GMRES [99]. The Newton-GMRES algorithm with exact Jacobian is given
below
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Algorithm 5.6.2.1 Newton-GMRES with exact Jacobian algorithm
1: step 0: Find an initial guess by using coarse mesh solution
2: step 1: find u
e{1}
I = (A
e
II)
−1f eI ,
3: step 2:
4: for k = 0, 1, 2, ..., till convergence do
5: compute Jacobian
6: for j = 1 : NΓ
∂g(ukΓ (:, j))
∂ukΓ
= −AiΓ I
uiI(u
k
Γ + ε e(:, j)− uiI(ukΓ )
ε
Jk = Se +
∂g(ukΓ )
∂ukΓ
7: end
8: apply GMRES to compute
δukΓ = GMRES(J
k,−F (ukΓ ))
9: set (uΓ )
k+1 = (uΓ )
k + δukΓ
10: find (uiI)
k+1 ∈ Ki such that
J((uiI)
k+1) 6 J(v), ∀v ∈ Ki
11: where
J(v) :=
1
2
(v)TAiIIv − (v)T (f iI − AiIΓuk+1Γ )
12: If converged, set uΓ = u
k+1
Γ and exit
13: end for
14: step 3: Solve
u
e{2}
I = −(AeII)−1AeIΓuΓ
15: The resulting solution is then
u = [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ].
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5.6.3 Jacobian free Newton-GMRES method
Jacobian free Newton Krylov methods are the combinations of Newton methods and
Krylov methods for solving the Newton correction equations. In these methods the Jaco-
bian is approximated by using matrix-vector product, without constructing and storing
the Jacobian as in Newton method section (5.6). The Jacobian equation given in (5.6.2)
is approximated by using the following approximate matrix-vector product in GMRES
[17] [22]
Jv ≈ Sev + [g(uΓ + ε v)− g(uΓ )]/ε, (5.6.3)
where ε is an arbitrary perturbation.
The Jacobian free Newton GMRES method does not require the construction of J,
we instead form a vector that approximates these matrices multiplied by a vector v.
g(uΓ + ε v) in J˜v is approximated by first order Taylor series expansion about u [72]. We
see that GMRES requires the action of Jacobian on a vector v. Thus by using this method
we solve the nonlinear interface problem without constructing, storing and inverting the
Jacobian matrix. The method is described in the following algorithm;
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Algorithm 5.6.3.1 Jacobian free Newton GMRES algorithm
1: step 0: Find an initial guess by using coarse mesh solution
2: step 1: find u
e{1}
I = (A
e
II)
−1f eI ,
3: step 2:
4: for k = 0, 1, 2, ..., till convergence do
5: apply GMRES to compute δukΓ , using matrix vector product
δukΓ = GMRES(J
k,−F (ukΓ ))
6: set (uΓ )
k+1 = (uΓ )
k + δukΓ
7: find (uiI)
k+1 ∈ Ki such that
J((uiI)
k+1) 6 J(v), ∀v ∈ Ki
where
J(v) :=
1
2
(v)TAiIIv − (v)T (f iI − AiIΓuk+1Γ )
If converged, set uΓ = u
k+1
Γ and exit
8: end for
9: step 3: Solve
u
e{2}
I = −(AeII)−1AeIΓuΓ
10: The resulting solution is then
u = [u
e{1}
I + u
e{2}
I ,u
i
I ,uΓ ].
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5.6.4 Preconditioning of Newton-GMRES algorithm (JFNG)
One of the most effective methods for solving large sparse linear systems is the combination
of Krylov method with some suitable preconditioning. Preconditioning an iterative solver
is a procedure of transforming the linear system into one which has the same solution
whilst aiming to improve the both robustness and efficiency of the iterative algorithm.
The purpose of preconditioning the JFNG method is to reduced the number of GMRES
iterations, by efficiently clustering the eigen values of iteration matrix [98].
A preconditioner can be applied on the right, on the left, or on both sides. In context of
the Newton’s method, the preconditioned residual serves as a useful estimate of the size
of the Newton correction, itself, when the preconditioning is of high quality. Both left or
right preconditioning strategies, may be employed in a Jacobian-free context. Applying
right preconditioning in Newton’s method we obtain
(JP−1)(Pδu) = −F (u).
Where P represents the preconditioning matrix and P−1 the inverse of the preconditioning
matrix. Thus, the right-preconditioning of (5.6.3) yields
JP−1v ≈ Sev + [g(uΓ + εP−1v)− g(uΓ )]/ε, (5.6.4)
where ε is an arbitrary perturbation [72].
In Chapter 7, we will present some result using Se as preconditioner in algorithm (5.6.3.1)
to reduce the GMRES iterations.
In this chapter we described domain decomposition methods for elliptic variational in-
equalities. In our method, we decomposed the domain into two multiply connected do-
mains Ωe, in which we solve a PDE and Ωi, which requires a mild assumption about the
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coincidence set C, and in which we solve a PDI. We also presented some algorithms to
solve the obstacle problem by using domain decomposition methods. The proposed algo-
rithms include the reduced QP direct algorithm in which the problem is solved in three
steps, which is a direct procedure. In comparison the Picard reduced QP algorithms
are iterative procedure in which the subproblems in subdomain Ωi and on Γ are solved
iteratively. Finally, we solve the nonlinear problem at the interface Γ, using algorithms
which employ Newton’s method, Newton-GMRES method and preconditioned Newton-
GMRES method. In Chapter 7, we will present numerical results to validate and study
the behavior of these algorithms.
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Chapter 6
Domain Decomposition Method For
Parabolic Variational Inequalities
Domain decomposition method is mostly devoted to the area of elliptic problems. A
number of references could be found detailing the applications of domain decomposition
methods to elliptic problems. In comparison, there are few references that considered
the applications of domain decomposition methods to parabolic problems. In particular
[119], [51], [86], [77], [78], [36] discussed the extension of domain decomposition methods
to parabolic problems.
Some domain decomposition methods for bilateral obstacles, described in the form of
parabolic variational inequalities, are considered in [130]. A domain decomposition method
for a kind of parabolic variational inequality of fourth order is given in [25]. In this chapter,
we extend the domain decomposition methods (DDM) described in Chapter 5 to parabolic
variational inequalities. We present a non overlapping domain decomposition method for
the system of algebraic equations resulting from the finite element and finite difference
approximations corresponding to the space and time variables, respectively. For parabolic
variational inequalities, we apply domain decomposition method such that, at each time
level we convert our problem into two subproblems, one of which is a PDE in subdomain Ωe
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and other is a variational inequality in the complementary subdomain Ωi. Each problem
is then solved in each subdomain and solutions are coupled together through a non-linear
interface problem. To implement our method we consider the parabolic obstacle problem.
6.1 Formulation of the problem
Let Ω be a smooth bounded open convex domain with boundary ∂Ω. Recalling the
parabolic variational inequality problem described in Chapter 4;

∂u
∂t
− Lu > f,
u(x, t) > ψ(x, t) in Ω×]0, T [,
(u− ψ)
(
∂u
∂t
− Lu
)
= 0,
u(x, t) = 0 on Γ × [0, T ],
u(x, 0) > ψ(x, 0) on Ω, at t = 0,
Matrix formulation for fully discrete problem at each time level k can be written as

Âuk > f̂k,
uk > Ψk,
(uk −Ψk)i(Âuk − f̂)i = 0 ∀ i,
(6.1.1)
where Â =
M
∆tk
+ (1 + θ)L and f̂ =
M
∆tk
+ f − θL. For θ = 0, the scheme is backward
Euler and for θ = 1/2, the scheme is Crank-Nicolson.
6.1.1 Domain decomposition method
To obtain the domain decomposition method for the problem (6.1.1), let us denote the
unknowns vectors by ue,ui,uΓ and the right hand side vectors by f e, f i, fΓ of lengths
N e, N i, NΓ in the corresponding subdomains Ωe, Ωi, and interface Γ, respectively, such
that N = N e + N i + NΓ , with A ∈ RN×N and f ∈ RN . Let t = t0 < t1 < ...tm = T be
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the subdivision of the interval [0, T ], and let ∆tk = tk − tk−1 be the time step. Then the
matrix representation of (5.2.1) at each each time level, k = 0, ...tm− 1, can be written as
Âuk =

ÂeII O Â
e
IΓ
O ÂiII Â
i
IΓ
ÂeΓI Â
i
Γ I ÂΓΓ


(ueI)
k
(uiI)
k
(uΓ )
k
 >

(f̂ eI )
k
(f̂ iI)
k
(f̂Γ )
k
 = f̂k, (6.1.2)
where we have partitioned the degree of freedom into those internal to Ωe and to Ωi and
those on the interface boundary Γ. In particular, we have
ÂeII = L̂
e
II + M̂
e
II ,
ÂiII = L̂
i
II + M̂
i
II ,
ÂΓΓ = L̂ΓΓ + M̂ΓΓ ,
ÂeIΓ = L̂
e
IΓ + M̂
e
IΓ ,
ÂiIΓ = L̂
i
IΓ + M̂
i
IΓ .
Where L̂ = (1+θ)L, M̂ =
M
∆tk
and f̂ = f +
M
∆tk
−θL, θ = 0, 1/2. By using these notations,
at each time step k, we have the following matrix form
ÂeII(u
e{1}
I )
k = (f̂ eI )
k, (6.1.3a)
Ŝe(uΓ )
k = (f̂Γ )
k − ÂeΓI(ue,1I )k − ÂiΓ I(uiI)k, (6.1.3b)
ÂiII(u
i
I)
k > (f̂ iI)k − ÂiIΓ (uΓ )k, (6.1.3c)
ÂeII(u
e{2}
I )
k = −ÂeIΓ (uΓ )k, (6.1.3d)
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subject to conditions ((f̂ iI)
k− ÂiII(uiI)k− ÂiIΓ (uΓ )k)j((uiI)k− (ψI)k)j = 0, which represent
the complementarity conditions for (6.1.3c). The Partial Schur complement, Ŝe, is given
by
Ŝe := ÂΓΓ − ÂeΓI(ÂeII)−1ÂeIΓ .
The set of equations (6.1.3a)-(6.1.3d) could be seen as a partial Schur complement ap-
proach for the system (6.1.1). At each time level solutions uiI and uΓ will be approx-
imated in an iterative manner. The resulting solution at each time step k, is then
[(u
e{1}
I + u
e{2}
I )
k, (uiI)
k, (uΓ )
k].
6.2 The Parabolic Obstacle problem
To demonstrate the implementation of the domain decomposition method for parabolic
variational inequalities we will consider a well known example: the obstacle problem. The
parabolic obstacle problem is defined as; find u(x,t) such that

∂u(x, t)
∂t
−∆u(x, t) > f in Ω,
u(x, t)− ψ(x, t) > 0 in Ω,
(u(x, t)− ψ(x, t))(−∆u(x, t)− f(x, t)) = 0 in Ω,
(6.2.1)
In matrix form it can be written as
Âu > f̂ ,
u > Ψ,
(u−Ψ)i(Âu− f̂)i = 0 ∀ i,
(6.2.2)
where Â =
M
∆tk
+ (1− θ)L, Ψi = ψ(xi) and f̂ = f + M
∆tk
− θL. The solution method for
(6.1.3a)-(6.1.3d) described here is based on the Schur complement approach and can be
applied to the above system for the obstacle problem. As in the elliptic case, the domain
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decomposition method for the parabolic problem, also leads at each time to a PDE in
Ωe corresponding to the first row block in (6.1.2), the second row block, is a reduced
variational inequality in Ωi and the third row block can be considered as either a PDE or
a PDI on Γ. We can write the PDE corresponding to Ωe as
ÂeII(u
e
I)
k + ÂeIΓ (uΓ )
k = (f̂ eI )
k.
Solving for (ue)k we get
(ueI)
k = (ÂeII)
−1((f̂ eI )
k − ÂeIΓ (uΓ )k). (6.2.3)
Replacing (ue)k in the remaining system we get the reduced system for obstacle problems
i.e only for the sub-domains contain the support of the obstacle.
 ÂiII ÂiIΓ
ÂiΓ I Ŝ
e

 (uiI)k
(uΓ )
k
 >
 (f̂ iI)k
(
˜̂
fΓ )
k
 ,
where
Ŝe := ÂΓΓ − ÂeΓI(ÂeII)−1ÂeIΓ and f˜Γ := f̂Γ − ÂeΓI(ÂeII)−1f̂ eI .
Hence, the reduced obstacle problem can be written as
˜̂
A(u˜)k > (˜̂f)k,
(u˜)k > (Ψ˜)k,
((u˜)k − (Ψ˜)k)i( ˜̂A(u˜)k − (˜̂f)k)i = 0,
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where
˜̂
A =
 ÂiII ÂiIΓ
ÂiΓ I Ŝ
e
 ; u˜ =
 uiI
uΓ
 ; ˜̂f =
 f̂ iI
˜̂
fΓ
 ; and Ψ˜ =
 ΨI
ΨΓ
 .
We will see in algorithms (6.3.1.1) and (6.4.0.2)-(6.4.0.4) below how this reduced system
can be solved more efficiently by splitting the system for uiI and uΓ , containing the partial
Schur complement Ŝe.
Minimization formulation of the reduced obstacle problem
This reduced problem can be written as a minimization problem of the following form.

for k = 0, 1, ..., tm − 1
Find u˜ ∈ K˜ such that ∀ v ∈ K˜ = {v ∈ RN i+NΓ : v > Ψ˜}
Ĵ(u˜) 6 Ĵ(v).
(6.2.4)
where
Ĵ(v) =
1
2
(v)T
˜̂
Av − (v)T ˜̂f .
QP formulation of reduced obstacle problem
To solve this reduced obstacle problem we derive the QP formulation of the minimization
problem (6.2.4), as described in Chapter 4 Thus the quadratic programming formulation
for the reduced minimization problem is equivalent to
QP (
˜̂
A,
˜̂
f , I,Ψ)

for k = 0, 1, ..., tm − 1
minimize 1
2
u˜T
˜̂
Au˜− ˜̂f
T
u˜,
subject to u˜ > Ψ˜,
(6.2.5)
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where
u˜T = [(uiI)
T , (uΓ )
T ] and Ψ˜T = [(ΨI)
T , (ΨΓ )
T ].
6.3 DD methods for the parabolic obstacle problem
We develop three algorithms to solve the obstacle problem. The first algorithm is a
direct method in which we first calculate (u
e{1}
I )
k then solve the reduced system for the
obstacle problem for (uiI)
k and (uΓ )
k and in third step we calculate (u
e{2}
I )
k. The other
two algorithms we propose, are iterative methods to approximate the solutions (uiI)
k and
(uΓ )
k. The algorithms are described as follows
Algorithm 6.3.0.1 Reduced QP (RQP) direct algorithm
1: step 1: set
Â =
M
∆tk
+ (1 + θ)L
f̂k+1 =
M
∆tk
u(:, k) + f(:, k + 1)− θL and Ψk+1 = Ψ(:, k + 1)
2: for k = 0, 1, 2, ..., tm − 1 do
3: step 2: solve algorithm (5.4.0.1) to find u(:, k + 1)
4: step 3:set u(:, k) = u(:, k + 1) and repeat.
5: end for
Where θ = 0, for backward Euler and θ = 1/2, for Crank-Nicolson. In the following we
propose algorithms in which we approximated the reduced problem (6.2.4) in an iterative
manner at each time level. In this algorithm we use two level refinement and the solution
is calculated by using a coarse mesh to provide an initial guess.
6.3.1 Picard reduced QP algorithm
In this algorithm we assume that solutions ueI , uΓ satisfy PDEs on Ω
e and Γ respectively.
We solve the variational inequality only in the subdomain Ωi. The proposed algorithm is
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included below.
Algorithm 6.3.1.1 Picard reduced QP algorithm
1: step 1: set
Â =
M
∆tk
+ (1 + θ)L
f̂ =
M
∆tk
u(:, k) + f(:, k + 1)− θL and Ψ = Ψ(:, k + 1)
2: for k = 0, 1, 2, ..., tm−1 do
3: step 2: solve algorithm (5.4.1.2) to find u(:, k + 1)
4: step 3: set u(:, k) = u(:, k + 1) and repeat.
5: end for
Where θ = 0, for backward Euler and θ = 1/2, for Crank-Nicolson. We described two
algorithms to solve variational inequality problems. The first algorithm is a direct method
which solves the system in one step. This method requires the construction of a Schur
complement, as an element of a matrix to be solved. The algorithm (6.3.1.1) is an iterative
procedure. In this algorithm the solution to interface boundary and inequality region is
calculated in an iterative manner.
6.4 Newton’s method for the nonlinear interface
problem
The domain decomposition method we described in this chapter give rise to a non linear
partial Steklov Poincare operator which requires the solution of a nonlinear interface prob-
lem given by (6.1.3b) at each time step. In the following algorithms we apply Newton’s
method and Newton-GMRES methods at interface boundary which make the number of
iterations independent of mesh size and give faster convergence.
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Algorithm 6.4.0.2 Newton reduced QP algorithm
1: step 1: set
Â =
M
∆tk
+ (1 + θ)L
f̂k+1 =
M
∆tk
u(:, k) + f(:, k + 1)− θL and Ψk+1 = Ψ(:, k + 1)
2: for k = 0, 1, 2, ..., tm−1 do
3: step 2: solve algorithm (5.6.1.1) to find u(:, k + 1)
4: step 3: set u(:, k) = u(:, k + 1) and repeat.
5: end for
Algorithm 6.4.0.3 Newton-GMRES with exact Jacobian algorithm
1: step 1: set
Â =
M
∆tk
+ (1 + θ)L
f̂k+1 =
M
∆tk
u(:, k) + f(:, k + 1)− θL and Ψk+1 = Ψ(:, k + 1)
2: for k = 0, 1, 2, ..., tm − 1 do
3: step 2: solve algorithm (5.6.2.1) to find u(:, k + 1)
4: step 3: set u(:, k) = u(:, k + 1) and repeat.
5: end for
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Algorithm 6.4.0.4 Jacobian free Newton-GMRES algorithm
1: step 1: set
Â =
M
∆tk
+ (1 + θ)L
f̂k+1 =
M
∆tk
u(:, k) + f(:, k + 1)− θL and Ψk+1 = Ψ(:, k + 1)
2: for k = 0, 1, 2, ..., tm − 1 do
3: step 2: solve algorithm (5.6.3.1) to find u(:, k + 1)
4: step 3: set u(:, k) = u(:, k + 1) and repeat.
5: end for
In this chapter we give the domain decomposition method for parabolic variational
inequalities and proposed some algorithm to solve it. These algorithms are the extended
version of the algorithms described for the elliptic variational inequalities. In the next
chapter we will present numerical results to successfully validate these algorithms.
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Chapter 7
Numerical Results
In this chapter we present a numerical investigation of the methods introduced in Chapter
5. Recall the obstacle problem from Chapter 2

−∆u− f > 0 in Ω,
u− ψ > 0 in Ω,
(u− ψ)(−∆u− f) = 0 in Ω,
where ψ is the obstacle function and f is a given vertical force. The matrix form is given
by
Au > f ,
u > Ψ,
(u−Ψ)i(Au− f)i = 0 i = 1, 2, ..., n.
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where A ∈ Rn×n and f ,Ψ ∈ Rn. After applying the non overlapping domain decomposition
methods presented in Chapter 6, we obtain the following system of inequalities

AeII O A
e
IΓ
O AiII A
i
IΓ
AeΓI A
i
Γ I AΓΓ


ueI
uiI
uΓ
 >

f eI
f iI
fΓ
 .
This partitioning yields two subproblems. One subproblem is the reduced variational
inequality
A˜u˜ =
 AiII AiIΓ
AiΓ I S
e

 uiI
uΓ
 >
 f iI
f˜Γ
 = f˜ , (7.0.1)
where
Se := AΓΓ − AeΓI(AeII)−1AeIΓ and f˜Γ := fΓ − AeΓI(AeII)−1f eI .
and the other subproblem in the complementary subdomains is a standard PDE with
solution given by
ueI = (A
e
II)
−1(f e − AeIΓuΓ ).
The system (7.0.1) is solved using two different approaches. One approach is a direct
method in which we solve the matrix in the above system in one step, whereas in the
second approach we approximate the solutions uiI and uΓ in an iterative manner. In the
domain decomposition method described in Chapter 5, we assume that the interface lies
outside of the obstacle support. Therefore, we pose the interface problem as a standard
PDE given by
SeuΓ = fΓ − AeΓIue{1}I − AiΓ IuiI .
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The only variational inequality in subdomain Ωi is given by
AiIIu
i
I > f iI − AiIΓuΓ .
This can be solved as a minimization problem for the reduced obstacle problem (5.3.4)
Find u˜ ∈ K˜ such that ∀ v ∈ K˜
J˜(u˜) 6 J˜(v).
Where
K˜ = {v ∈ RN i+NΓ : v > Ψ˜ in Ωi}
and (Ψ˜)T = [(ΨiI)
T (ΨΓ )
T ]
7.1 Solution methods
The algorithms described in Chapter 5 require quadratic programming solvers. In the fol-
lowing we described some quadratic programming solvers, which can be used to determine
the solutions for large scale sparse linear systems.
• Lemke method
• quadprog (a built-in matlab programme)
• interior ellipsoidal trust region and barrier function algorithm [121]
• Newton-KKT interior point method [1].
7.1.1 Lemke
Lemke method is an algorithm for solving the linear complementarity problems in opti-
mization. It is a pivot-based method, and can efficiently find an appropriate pivot. Lemke
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algorithm find the solution in the following steps [120].
• introduce an auxiliary variable z0 and modify the LCP (3.5.1)
w =M
 z
z0
+ q (7.1.1)
where
M =
(
M˜ d
)
d = (1 1 1...1)T
find the solution of (7.1.1) as follows
• (i) if q > 0, w = q, z = 0 is the solution. If q 6 0, find s = arg min qi/di and
pivot z0 with ws. Compute M and q′, let ts = zs be driving variable.
• (ii) If m′s > 0, where m′s is the column vector of M corresponding to ts then
this algorithm does not give any solution to the LCP. Otherwise let tp be the p-th
element of the basic variables where p = arg min {qi/m′i : m′i 6 0}.
• (iii) Pivot tp with ts and Compute M and q′. If tp = z0, then q′ is the solution
of LCP, otherwise set tr = t
′
p and repeat (i)-(iii).
7.1.2 Quadprog
quadprog is a built in matlab programme included in the optimization toolbox to solve
quadratic programming problems. This programme includes the algorithms for the fol-
lowing three methods
• trust region reflective
• interior point for convex problems
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• active set.
Trust region reflective and interior point convex can be used for problems with large
and sparse systems, whereas the active set method is a medium scale algorithm. For our
problems, we used the trust region reflective algorithm. In this method, we need to supply
a Hessian multiplier. Instead of computing the Hessian directly, we use the Hessian times
vector product. In each iteration of this method, we approximate the solution of a dense
linear system using the method of preconditioned conjugate gradient method(PCG) [29],
[47].
7.1.3 Interior ellipsoidal trust region method (IET)
In this method we implemented, the interior ellipsoidal trust region and barrier function
algorithm. We apply the dual solution updating technique in the standard QP form.
In this method, the solution is calculated in two phases. In the first phase, an interior
feasible point is found and in the second phase, a local optimal solution is determined
[121].
7.1.4 Newton-KKT interior point method
Newton-KKT finds a local minimizer of an indefinite quadratic programming problem.
This algorithm contains two methods
• affine scaling;
• barrier function method.
Both methods construct feasible primal iterates and require an initial feasible point. These
algorithm do not involve the trust regions. In early iterations of this method, quasi Newton
direction was used instead of the the Newton KKT direction. A matrix W = A + E
is substituted for the Hessian of the Lagrangian in order to obtain the Quasi-Newton
direction, where E is a positive semi definite matrix which is constructed inside the
120
algorithm. The quadratic programming structure allows a more efficient computation of
W and such computation may often be skipped or W may be reused from the previous
iteration. Affine scaling algorithms are simple and usually give faster convergence when
barrier based interior point methods are used. The search direction generated by such
algorithms is consisting of an affine scaling component and a centering component. When
the barrier parameter is set to zero, the centering component vanishes, and the direction
reduces to an affine scaling direction [1].
7.2 Numerical Experiments
Test 1: one obstacle. For our first test problem, we consider an elastic membrane
which lies above an obstacle of height 1 centered at the origin with square cross-section
with side length `o = 0.3 under the forcing function f = 1 with Ω = (−1, 1)2. We choose
Ωi to be a square region with side-length `i which contains the support of the obstacle
such that the interface Γ lies outside of the obstacle support.
Test 2: three obstacles
For the same domain Ω we consider the obstacle problem with three square obstacles of
height 1 with centers located at (0.5, 0.5), (−0.5, 0.5), (0,−0.5) and equal sides `o = 0.3.
We performed the same investigation, where we chose Ωi to be a multiply-connected
domain consisting of square regions of side-length `i (see Fig. 7.4).
We run both of these test problems for different sizes of Ωi `i with different levels of
refinement.
7.2.1 Global solution
To investigate our algorithms, we determine the global solution of the obstacle problem
on the global domain Ω without the use of domain decomposition.
121
Test 1: one obstacle: global solution
methods= quadprog IET Lemke
level = 4 33(0.26) 22(0.29) 218(1.38)
5 48(0.42) 27 (0.73) 946(7.30)
6 72 (0.85) 30 (3.55) 3938 (247.91)
Table 7.1: number of iterations(time)for solving one obstacle problem on.
Test 2: three obstacles: global solution
methods= quadprog IET Lemke
level = 4 16(0.23) 25 (0.21) 202(1.27)
5 29 (0.35) 28 (0.89) 914(6.62)
6 98 (1.15) 39 (6.65) 3874(208.67)
Table 7.2: number of iterations (time) for solving three obstacle problem.
We see from the tables the numbers of iterations showing the dependence not only on
the level of refinements but also on `i the size of Ωi. It is also noted that the CPU time
for all three methods depends on level of refinements. As we refine the mesh CPU time
increased. We observed that Lemke required not only a high number of iterations but
also took long time to converge than other two methods.
Reduced QP direct algorithm
This algorithm is a direct approach to solving the problem in three steps. In step 2
we solve the reduced system (7.0.1), which involves the partial Schur complement as an
element of the matrix. To obtain a solution we used the Matlab function quadprog.
Test 1: one obstacle: RQP direct
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`i= 0.4 0.5 0.6
level = 4 8(0.06) 9 (0.09) 9(0.16)
5 8(0.10) 9 (0.15) 9(0.18)
6 8 (0.24) 9 (0.35) 9(0.54)
Table 7.3: number of quadprog iterations `0 = 0.3; n0 = 81.
Test 2: three obstacles: RQP direct
`i= 0.4 0.5 0.6
n = 4 8 (0.06) 8 (0.07) 8(0.10)
5 8(0.17) 9(0.26) 9(0.29)
6 9 (0.88) 9(1.24) 9(1.48)
Table 7.4: number of quadprog iterations(time) for three obstacles problem `0 = 0.3;
n0 = 81.
Comparing above tables, we see that solving the variational inequality problem on
the global domain is substantially more computationally demanding, when compared
to solving the reduced variational inequality on a smaller subdomain. Additionally it
is noted that when solving the variational inequality problem on the global domain, the
number of iterations increased with respect to the mesh size. In comparison, when solving
the variational inequality problem on subdomain Ωi, it can be seen in the above tables
the number of iterations indicate the mesh independent performance. We could also see
that the CPU time for solving the global variational inequality almost same for all three
methods on coarse mesh but on finer mesh Lemke seems to be quiet expansive with respect
to CPU time. Also it is noted that CPU time for solving reduced variational inequality
is much low than the solving global variational inequality. However CPU time could be
seen to depends on the levels of refinement for the reduced variational inequality.
It was mentioned in Chapter 5 that our proposed domain decomposition method requires a
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mild assumption of interface Γ. Therefore, if we have a reasonable intuition of the behavior
of the interface, then the above algorithm is a better alternative to solve variational
inequality in a smaller region than solving variational inequality on a global domain.
Solving the reduced variational inequality on subdomain Ωi using the direct algorithm
requires the solution of a system containing Se, the partial Schur complement as an
element. This can be avoided at the expense of Picard iterations. These are iterative
procedures, and solve the reduced system of matrix in two steps for uΓ and u
i
I .
Picard reduced QP algorithm
In the given algorithm, we solved the PDI in the step 2(ii) by using the Matlab function
quadprog. The PDI is coupled together with the interface equality/inequality problem
in step 2(i) in an iterative manner. Note that the variational inequality problem is now
posed over a small subdomain, and hence has low complexity - we therefore decided not
to report on it. The initial guess was computed on a fixed coarse mesh with n0 nodes.
Test 1: one obstacle: Picard algorithm
`i= 0.4 0.5 0.6
n = 4 1 (0.31) 6(0.36) 6 (0.36)
5 7(0.50) 10 (0.56) 10 (0.60)
6 11 (1.64) 15 (2.60) 16(3.13)
Table 7.5: Picard iterations(time) for square obstacle problem with `0 = 0.3; n0 = 81.
Table 7.5 displays the number of fixed point iterations required to solve the coupled
equations (5.2.19b), (5.2.19c). The algorithm was stopped when the global complemen-
tarity conditions were brought below a tolerance of 10−3; we found that this corresponds
to a max norm of the algebraic error of the order of the tolerance. We see that the number
of iterations grows logarithmically as we increase the level of refinement. On the other
hand, reducing `i, the size of Ωi leads to a smaller number of iterations, while preserving
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the dependence behavior on the refinement level.
Test 2: three obstacles: Picard algorithm
`i= 0.4 0.5 0.6
n = 4 1 (0.52) 8 (0.55) 8(0.57)
5 8(1.78) 12 (1.70) 12 (1.79)
6 12 (2.44) 17 (3.65) 20(3.87)
Table 7.6: Picard iterations for three obstacles problem with `0 = 0.3; n0 = 81.
The numerical results displayed in Table 7.6 show that for this harder problem, the
number of iterations displays a logarithmic dependence for `i sufficiently small, but de-
teriorates for larger Ωi. However, this is not the context we devised our algorithm for.
Finally, we note that for this test problem, the variational inequality in step (ii) decouples
into three independent variational inequalities. For this iterative method we see that the
CPU time is also increased as compare to the CPU time for reduced QP direct method
showing the dependence on level of refinement. We see from above results that in the Pi-
card iterative procedure, the number of iterations shows a dependence on the refinement
level. To overcome this dependence, we applied Newton’s method to solve the nonlinear
interface problem and obtained some improved results as shown in the following section.
7.2.2 Newton’s methods for the nonlinear interface problem
In these methods, the nonlinear interface problem in step 2(i) of algorithm (6.3.1.1) is
solved by using Newton’s method coupled with the PDI in step 2(ii) using different iter-
ative techniques.
Newton reduced QP algorithm
We rerun test 1 and test 2 with one Newton step at the interface Γ . We calculate the
Jacobian and then find the solution by using Newton’s method at the interface. The
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results are given in the following tables.
Test 1: one obstacle: Newton’s method
`i= 0.4 0.5 0.6
levels = 4 1(0.69) 1 (1.65) 1(1.67)
5 1(1.50) 1 (2.12) 1(2.14)
6 1 (9.23) 1 (17.09) 1(21.27)
Table 7.7: Fixed point iterations(time) for square obstacle problem with `0 = 0.3; n0 = 81.
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Test 2: three obstacles: Newton’s method
`i= 0.4 0.5 0.6
levels = 4 1(3.09) 1 (3.12) 1(3.18)
5 1(18.42) 1 (19.64) 1(19.72)
6 2 (214.18) 1 (213.40) 1(219.04)
Table 7.8: Fixed point iterations(time) for three obstacles with `0 = 0.3; n0 = 81.
Tables (7.7) and (7.8) display the number of Newton iterations with one Newton step
for the solution of the non linear problem at interface. These results are quite encouraging
in the sense that only one fixed point iteration was required to determine the solution.
When compared to the results in tables (7.5) and (7.6) it can be seen that by using this
method, convergence is obtained in just one iteration. However CPU time for Newton
method is more than the Picard method. CPU time increased almost 6 times to the level
of refinement. Specially for coarse mesh at level 6 CPU time is very high for three obstacle
problem.
Newton-GMRES exact Jacobian algorithm
In this method, we construct the Jacobian as given in (5.6.2). To determine the solution
at the interface boundary Γ, we used the exact Jacobian for the Jacobian-vector product
in GMRES. The following tables show the number of fixed point (GMRES) iterations for
two test problems, using the exact Jacobian in GMRES.
Test 1: one obstacle: Exact Newton-GMRES
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`i= 0.4 0.5 0.6
level = 4 1(14) 1(27) 1(27)
5 1(34) 1(50) 1(50)
6 1(53) 1(96) 1(107)
Table 7.9: fixed point (GMRES) iterations for one obstacle problem.
Test 2: three obstacles: Exact Newton-GMRES
`i= 0.4 0.5 0.6
level = 4 1(32) 1(44) 1(44)
5 1(41) 1(69) 1(69)
6 1(63) 1(123) 1(147)
Table 7.10: fixed point (GMRES) iterations for three obstacles problem.
In tables (7.9) and (7.10), we observed that the number of Picard iterations is still
one for both test problems considered, but the complexity of Newton method is growing
with the number of GMRES iterations. The number of GMRES iterations is essentially
doubled as we increase the level of refinement.
Jacobian-free Newton-GMRES algorithm (JFNG)
In this method, solutions are obtained without constructing and storing the Jacobian.
We approximate the Jacobian by Jacobian-vector product using GMRES.
Test 1: one obstacle: JFNG
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`i= 0.4 0.5 0.6
level = 4 3(6.33) (0.10) 3(13.33) (1.07) 3(14.16) (1.12)
5 3(13.66)(1.43) 3(21.33)(2.12) 3(21.33)(2.17)
6 3(21.33)(3.26) 2(33.5) (5.83) 2(39)(7.50)
Table 7.11: fixed point(average numbers of (GMRES))(time) iterations for one obstacle
problem.
Test 2: three obstacles: JFNG
`i= 0.4 0.5 0.6
level = 4 3(6.33)(2.40) 2(18.50)(13.33) 2(9.5)(13.48)
5 2(13)(4.93) 2(18.5) (21.33) 2(18.5)(21.47)
6 2(20.5)(17.78) 2(32) (21.39) 2(37)(21.57)
Table 7.12: fixed point(average numbers of GMRES ) iterations for three obstacles prob-
lem.
The tables (7.11) and (7.12) show the number of fixed point (average numbers of
GMRES) iterations for the two test problems: one obstacle and three obstacles, with
coarse level set equal to 2. We observe that in Jacobian-free Newton-GMRES, the fixed
point iterations are independent of the levels of refinement. Also, the number of GMRES
iterations is reduced when directly compared to results obtained from the exact Jacobian
Newton-GMRES algorithm. Also it is noted that the CPU time decreased as compare
to the Newton method. However same for the Newton method the CPU time for level
of refinement 6 is higher for test problem 2. In all above algorithms we observed that
the CPU time increased with level of refinement. We see that the JFNG algorithm is
less expensive in terms of both the number of iterations and the CPU time. Therefore,
we conclude that for the obstacle problem, the Jacobian-free Newton-GMRES method is
better choice in all of the cases considered above.
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7.2.3 Preconditioning of Newton-GMRES algorithm (JFNG)
Our aim of preconditioning the JFNG method is not only to avoid the construction of
Jacobian matrix J, but also to reduce the number of GMRES iterations. It will be shown
in the following tables, that an effective preconditioner for JFNG can reduced the number
of GMRES iterations. We rerun the test problems for the JFNG algorithm with Se as
preconditioner.
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Test 1: one obstacle: preconditioned JFNG
`i= 0.4 0.5 0.6
level = 4 1(1.00)(0.36) 2(2.00) (0.51) 2(2.00)(1.98)
5 2(2.00)(0.56) 3(2.66)(0.79) 3(2.66)(0.84)
6 2(3.00)(1.34) 3(3.00) (1.90) 3(4.33)(2.16)
Table 7.13: fixed point(average numbers of (GMRES))(time) iterations for one obstacle
problem.
Test 2: three obstacles: preconditioned JFNG
`i= 0.4 0.5 0.6
level = 4 1(1.00)(0.64) 3(2.00)(0.64) 3(2.00)(0.65)
5 3(2.00)(1.29) 3(3.33)(1.32) 3(3.33)(1.31)
6 3(3.00)(6.50) 3(4.66)(6.75) 3(5.33)(6.85)
Table 7.14: fixed point(average numbers of GMRES ) iterations for three obstacles prob-
lem.
Tables (7.13) and (7.14) illustrate the number of fixed point iterations and average
number of GMRES iterations for the preconditioned JFNG algorithm, where Se is used
as a preconditioner. The number of fixed points iterations are independent of levels of
refinement same as the case of JFNG algorithm. It can be seen that the CPU time and
number of GMRES iterations are reduced, with the logarithmic dependence on the levels
of refinement. Results given in both tables show that Se, is a good preconditioner for
JFNG algorithm.
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7.3 Convection diffusion problem
Recall the obstacle problem with convection diffusion parameter from chapter 2

−div(a · ∇u) + b · ∇u > f in Ω,
u > ψ in Ω,
(u− ψ)(−div(a · ∇u) + b · ∇u− f) = 0 in Ω,
(7.3.1)
where a = αId, is a diffusion vector and b is a convection vector.
As for the case of elliptic obstacle problem, we run two test problems for convection diffu-
sion problem i.e., for one obstacle and three obstacles. We run the following test problems
3 and 4, with various diffusion parameters and convection is fixed as 1.
Test 3: one obstacle
For this test problem, we consider an elastic membrane which lies above an obstacle of
height 1 centered at the origin with square cross-section with side length `o = 0.3 un-
der the forcing function f = 1, with various diffusion parameters and b = (11) with
Ω = (−1, 1)2. We choose Ωi to be a square region with side-length `i which contains the
support of the obstacle such that the interface Γ lies outside of the obstacle support.
Test 4: three obstacles
For the same domain Ω we consider the obstacle problem with three square obstacles of
height 1 with centers located at (−0.5, 0.2), (−0.5, 0.5), (0,−0.5) and equal sides `o = 0.3.
We performed the same investigation, where we chose Ωi to be a multiply-connected do-
main consisting of square regions of side-length `i (see Fig. 7.5).
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7.3.1 Global solution
We applied Lemke, to determine the solution of the convection diffusion problem on the
global domain Ω. We determine the solution for different diffusion parameters whereas
the convection is kept fixed as 1.
Test 3: one obstacle: global solution
α = 10−2 10−1 1 10
level = 4 223 (0.42) 221(0.37) 218(0.35) 218(0.35)
5 975(7.72) 953(7.79) 946(7.59) 940(7.42)
6 4101(251.08) 3952(225.88) 3945(223.85) 3939(223.80)
Table 7.15: Lemke iterations for one obstacle convection diffusion problem.
Test 4: three obstacles: global solution
α = 10−2 10−1 1 10
level = 4 213(0.34) 213(0.37) 204 (0.35) 204(0.34)
5 935(7.70) 937 (7.31) 916(7.23) 914(7.19)
6 3952(228.87) 3918 (222.20) 3876 (220.85) 3872(222.57)
Table 7.16: (Lemke) iterations (time)for three obstacles convection diffusion problem .
We observe that solving the convection diffusion problem on the global domain using
Lemke requires a large number of iterations. In particular, the deterioration is of order
O(h−2).We observed that the CPU time is showing dependence on the level of refinements.
CPU time for the coarse mesh is low but as we increased the level of refinement the CPU
time grows rapidly. As we can see there is a large difference of time between level 5 and
level 6. We will show in the next section that solving the convection diffusion problem, by
using an appropriate substitution, we described in Chapter 2, provides a better alternative.
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7.3.2 Convection diffusion problem converted into reaction dif-
fusion problem
As mentioned previously, by using an appropriate substitution convection diffusion prob-
lems can be converted into symmetric reaction diffusion problems, and can be solved as
minimization problems. Recalling the converted reaction diffusion problem from Chapter
2 
−α∆U + CU > fˇ in Ω,
U > ψˇ in Ω,
(U − ψˇ)(−α∆U − fˇ) = 0 in Ω,
(7.3.2)
where
C =
1
4α
, ψˇ = ψe−
x+y
2α , fˇ = fe−
x+y
2α U = ue−
x+y
2α
In the following, we present number of iterations, obtained by using the minimization
formulation of the converted problem. Solutions were obtained by using Matlab program
quadprog.
7.3.3 Picard reduced QP algorithm
The following tables display the number of Picard iterations required to obtain the so-
lutions for various diffusion parameters α and convection parameter is set as 1, for test
problems 3 and 4. In a similar manner to the elliptic obstacle problem, we also assumed
here that the variational inequality problem is now posed over a small subdomain, and
hence has low complexity - we therefore decided not to report on it.
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Test 3: one obstacle: Picard algorithm
α = 10−1 1 10
level = 4 8 (0.19) 11 (0.23) 16(0.35)
5 14 (0.50) 18 (1.62) 24(1.78)
6 25(2.39) 30(3.59) 45(4.68)
Table 7.17: Picard iterations(time) for one obstacle converted problem.
Test 4: three obstacles: Picard algorithm
α = 10−1 1 10
level = 4 7 (0.15) 10(0.23) 14(0.32)
5 13(0.46) 14(0.57) 20(0.72)
6 23(2.43) 23(2.46) 31(3.39)
Table 7.18: Picard iterations for three obstacles converted problem.
We see that number of iterations is very small for Picard reduced QP algorithm when
directly compared to the number of iterations required for the global solution of the
associated convection diffusion problem. However, the number of iterations can be seen
to depend on the levels of refinement in both cases. To avoid this dependence, we introduce
the Newton reduced QP algorithm for the nonlinear interface problem. We can also see
that the CPU time is sufficiently low than the time required by the global solution, still
showing the dependence on the refinement levels.
7.3.4 Newton reduced QP algorithm
We rerun test 3 and 4 with one Newton step at the interface Γ . We calculate the Jacobian
and then find the solution by using Newton’s method at the interface. The results are
given in the following tables.
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Test 3: one obstacle: Newton’s method
α = 10−1 1 10
level = 4 6 (8.22) 5(8.15) 5(8.10)
5 8 (50.57) 6(47.39) 7(47.51)
6 8 (90.57) 6 (89.13) 8(95.14)
Table 7.19: fixed point iterations(time) for one obstacle converted problem.
Test 4: three obstacles: Newton’s method
α = 10−1 1 10
level = 4 2 (7.16) 2(7.15) 1(5.19)
5 2(7.26) 1(6.18) 1(6.01)
6 3(100.06) 1 (96.34) 2(97.57)
Table 7.20: fixed point iterations(time) for three obstacles converted problem.
The above tables show that the number of fixed points iterations is reduced when di-
rectly compared to both solutions obtaining globally and also through Picard algorithm.
It is noted that the CPU time for Newton method increased as compare to the Picard
algorithm. CPU time is almost doubled from level of refinement 5 to the level of refine-
ment 6. We also observed that the number of fixed point iterations has been reduced
with the use of Newton’s method. Additionally results indicate mesh independent perfor-
mance. Therefore, we can see that Newton’s reduce QP algorithm is a suitable alternative
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when solving the convection diffusion problems that have been converted into appropriate
reaction diffusion problems.
7.4 Parabolic variational inequality
We consider the parabolic variational inequality described in Chapter 4
(
∂u
∂t
, v − u) + a(u, v − u) > `(v − u), ∀v ∈ K, t ∈ (0, T ]
with initial condition
(u(x, 0), v − u) > (ψ(x, 0), v − u).
Applying discretization in both space and time variables and a non-overlapping domain
decomposition method, the matrix representation of above problem at each time step,
k = 0, ...tm − 1, can be written as
Â =

ÂeII O Â
e
IΓ
O ÂiII Â
i
IΓ
ÂeΓI Â
i
Γ I ÂΓΓ


(ueI)
k
(uiI)
k
(uΓ )
k
 >

(f̂ eI )
k
(f̂ iI)
k
(f̂Γ )
k
 = f̂
where
Â = (1 + θ)L+
M
∆tk
, f̂ = f − θL+ M
∆tk
θ = 0 or 1/2.
In the following algorithms at each time step, we solved a PDI, in step 2(ii) by using
the Matlab function quadprog. The PDI is coupled with the interface equality problem
in step 2(i) in an iterative manner.
Test 5: Moving obstacle For the test problem for parabolic variational inequality
we consider an elastic membrane which lies above an obstacle of height 1 with square
cross-section with side length `o = 0.3, moving along x-axis, with time, under the forcing
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function f = 1 with Ω = (−1, 1)2. We choose Ωi to be a square region with side-length
`i which contains the support of the obstacle such that the interface Γ lies outside of the
obstacle support.
7.4.1 Global solution
In a similar manner to both the elliptic obstacle problem and the obstacle problem with
convection diffusion parameters, we will now solve the parabolic variational inequalities
on global domain. The results will then be used to compare to those obtained using
domain decomposition algorithms.
Test 5: moving obstacle: global solution
PPPPPPPPPlevel
∆t
0.1 0.01 0.001
4 26.25 (0.47) 15.62(0.36) 15.07(0.23)
5 55.72 (1.25) 20.65(1.18) 15.28(1.06)
6 106.12 (4.14) 36.26(3.60) 19.13(3.18)
Table 7.21: average number of quadprog iterations (time)for global solution tol = 10−4.
In above tables We calculated the average number of iterations and CPU time per each
time step. Number of iterations are showing dependence on the levels of refinement. From
the table, we can see that the CPU time is inversely proportional to the time stepping
parameter. In order to obtain a more accurate solution, smaller time step should be
considered, which will lead to an increasing CPU time.
7.4.2 Picard reduced QP algorithm
We apply the Picard algorithm with global complementarity condition as a stopping
criterion max
16i6n
| (Lu−f)i(u−Ψ)i |6 tol. The results are compiled for tol = 10−3, 10−4, 10−5,
for different h and ∆t.
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Test 5: moving obstacle: Picard algorithm
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
4 5.44 (0.09) 2.80 (0.06) 1.60 (0.03)
5 9.22 (0.23) 6.48 (0.17) 3.00(0.12)
6 15.77(1.12) 10.65 (0.81) 5.88(0.64)
Table 7.22: average number of Picard iterations(time) for moving obstacle with tol = 10−3.
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
4 7.88(0.15) 3.42 (0.078) 2.17(0.093)
5 13.66 (0.28)(0.29) 8.50 (0.26) 4.00(0.15)
6 23.89 (1.53) 14.46(1.14) 7.32(1.04)
Table 7.23: average number of Picard iterations for moving obstacle with tol = 10−4.
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HHHHHHHHHH
level
∆t
0.1 0.01 0.001
4 10.33 (0.12) 4.31(0.09) 2.60(0.08)
5 18.55 (0.42) 10.60 (0.25) 5.02(0.17)
6 32.44 (2.04) 18.17 (1.38) 9.00(1.23)
Table 7.24: average number of Picard iterations (time) for moving obstacle with tol =
10−5.
These tables Tables (7.23)-(7.24) show the average number of iterations and the CPU time
for Picard algorithm. We can see that the number of iterations is significantly higher when
the solution is obtained without the use of domain decomposition method, in comparison
to the number of iterations obtained using Picard iterative algorithm. The CPU time
is also decreased when we use the Picard algorithm for domain decomposition method.
However, it should be noted that, in both cases the number of iterations and CPU time
could be seen to depend on the levels of refinement. To remove this dependence, we apply
Newton’s method to obtain the solution to the interface problem. The results are given
in the following section.
7.4.3 Newton’s method for the nonlinear interface problem
In these methods, the nonlinear interface problem in step 2(i) of algorithm (6.3.1.1) is
solved by using Newton’s method coupled with the PDI in step 2(ii) using different iter-
ative techniques.
140
Test 5: moving obstacle: Newton’s method
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
4 1.77 (1.40) 1.59(0.23) 3.36(0.98)
5 2.44 (5.41) 2.90(1.29) 3.09(1.24)
6 3.18 (9.34) 3.01 (3.63) 2.00 (2.45)
Table 7.25: fixed point iterations (time)for moving obstacle with tol = 10−3.
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
4 2.66 (0.43) 2.00 (0.29) 4.24 (1.14)
5 3.33 (1.81) 2.17 (1.79) 4(1.74)
6 4.88 (7.75) 4.06(7.19) 3.02 (6.87)
Table 7.26: fixed point iterations(time) for moving obstacle with tol = 10−4.
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
4 3.33 (0.54) 3.34 (0.48) 5.62 (1.42)
5 4.22 (2.73) 4.36(2.17) 4.28 (2.67)
6 5.28(9.11) 5.19 (7.99) 3.15 (5.76)
Table 7.27: fixed point iterations (time)for moving obstacle problem with tol = 10−5.
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As was found for both the elliptic obstacle problem and the convection diffusion problem,
the above tables show that, when Newton’s method is used to determine the solution to the
nonlinear interface problem, the number of iterations for parabolic problem also delivers
results independent of mesh size. However CPU time not only showing the dependence
on the levels of refinement but also increased in comparison to the Picard method. An
issue with Newton method is that it requires the construction of the Jacobian, which can
be computationally demanding. To avoid this, we apply the Newton-GMRES method to
obtain a Jacobian-free algorithm, at the expense of GMRES iterations.
7.4.4 Newton-GMRES method for non linear interface problem
In this method, solutions are obtained without constructing and storing the Jacobian.
We approximate the Jacobian by Jacobian-vector product using GMRES.
Test 5: moving obstacle: Newton-GMRES
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
3 2.55 (7.66) (0.25) 2.41(4.65)(0.36) 4.17(4.82)(0.43)
4 5.33(14.27) (1.43) 3.63(6.21)(0.81) 3.76(2.74)(0.48)
5 9.22(27.11)(2.85) 5.02(11.34)(1.77) 3.04(3.87)(0.50)
6 14.22(42.33)(3.89) 6.72(23.17)(1.89) 4.16(6.58)(0.71)
Table 7.28: fixed point iterations (average numbers of GMRES) (time) tol = 10−3.
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HHHHHHHHHH
level
∆t
0.1 0.01 0.001
3 4.22(8.88)(0.89) 3.32(4.95)(0.32) 5.81(5.57)(0.24)
4 7.88(17.11)(2.94) 5.15(6.88)(1.15) 5.14(3.67)(1.32)
5 13.11(38.22) (3.22) 7.16(12.46)(2.91) 4.20(4.47)(1.51)
6 17.11(50.44)(5.27) 9.42(23.65)(3.12) 5.58(8.08)(2.08)
Table 7.29: fixed point iterations (average numbers of GMRES) (time) tol = 10−4.
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
3 5.77(10.33)(1.43) 4.31(5.04)(0.64) 7.17(5.94)(0.32)
4 10.01(17.55)(2.99) 6.40(7.59)(1.75) 6.02(3.86)(1.56)
5 16.66(31.88)(4.59) 9.13(14.30)(3.68) 4.60(5.04)(2.26)
6 20.32(54.77) (5.02) 12.33(26.50)(4.17) 7.12(9.33)(3.18)
Table 7.30: fixed point iterations (average numbers of GMRES):tol = 10−5.
From tables (7.28)-(7.30), both the picards and GMRES iterations can be seen to exhibit
a dependence on the levels of refinement. However, this dependence is reduced when the
time step becomes smaller. CPU time is inversely proportional to the time step and is
increased with level of refinement. It is additionally noted that the CPU time for the
Newton-GMRES method is reduced as compare to the Newton method.
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7.4.5 Preconditioned Newton-GMRES algorithm (JFNG)
In similar manner to elliptic obstacle problem, we apply preconditioning to JFNG method
for parabolic problem to reduce the GMRES iterations. We rerun the test problem 5 for
the JFNG algorithm with Se as preconditioner.
Test 5: moving obstacle: Preconditioned Newton-GMRES
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
3 2.55(2.11)(0.07) 2.44(1.00)(0.11) 4.54(1.00)(0.15)
4 5.22(3.22)(0.68) 3.49(1.86)(0.20) 3.48(1.00) (0.14)
5 8.11(5.44)(3.06) 4.97(2.90)(0.57) 3.05(1.00)(0.18)
Table 7.31: fixed point iterations(average numbers of preconditioned
GMRES)(time):tol = 10−3.
HHHHHHHHHH
level
∆t
0.1 0.01 0.001
3 4.11(2.00)(0.19) 3.31(1.13)(0.0.16) 5.64(1.00)(0.25)
4 8.11(3.66)(0.17) 5.09(2.00)(0.23) 5.16(1.08)(0.28)
5 13.44(6.33) (3.65) 4.14(3.00)(0.76) 4.22(1.43)(0.43)
Table 7.32: fixed point iterations(average number of preconditioned GMRES)9time0:tol =
10−4.
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HHHHHHHHHH
level
∆t
0.1 0.01 0.001
3 5.55(2.33)(0.34) 9.10(3.11) (0.21) 7.08(1.04)(0.26)
4 10.11(3.66)(1.29) 6.37(2.15)(0.42) 6.04(1.13)(0.35)
5 17.22(6.55) (4.90) 4.31(1.22)(0.92) 4.64(1.54)(1.20)
Table 7.33: fixed point iterations(average numbers of preconditioned
GMRES)(time):tol = 10−5.
Tables (7.31)-(7.33) show that both the number of fixed point and GMRES iterations are
significantly reduced in preconditioned JFNG algorithm. Also number of iterations are
independent of mesh size for larger time step. However, for smaller time step, a logarithmic
dependence could be seen. We can also see that the CPU time is also reduced for this
method. However CPU time showing the dependence on both the levels of refinement
as well as the tolerance. Overall the results in the tables illustrate that Se is a good
preconditioner for JFNG algorithm for the test problem 5.
For all three problems, the results in the tables indicate that solutions obtained using
domain decomposition methods involve fewer iterations and less CPU time from those
obtained globally without using DDM, highlighting the benefits of the use of the domain
decomposition approach for our test problem. Additionally it was noted that our domain
decomposition methods are all independent of the level of refinement when Newton’s
method is applied for the interface problem. These algorithms are further improved by
introducing the Newton-GMRES method to convert them into Jacobian-free algorithms
at the expense of GMRES iterations. For the elliptic obstacle problem, we see that the
results are mesh independent. However, in the parabolic problem, iterations reduced and
are independent of the levels of refinement for small time steps.
145
7.4.6 Numerical Analysis
In the following graph we try to validate the convergence of our global solution, obtained
from the Picard reduced algorithm. We plot ρ =
|J(uk+1)− J(u)|
|J(uk)− J(u)| .
Figure 7.1: Linear rate of convergence
The graph in Figure (7.1) illustrate that the global solution of the minimization prob-
lem obtained from algorithm (5.4.1.2) converges both monotonically and linearly. We can
see the values of ρ range between 0.4 and 0.51, and are always trivially less than 1. This
indicates the good convergence rate for the Picard algorithm.
The graph in Figure (7.2) is plotted for the maximum value of ρ, corresponding to the
different sizes of the subdomain Ωi, obtained from the Picard algorithm.
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Figure 7.2: Linear rate of convergence
The values of ρ range between 0.25 and 0.66, and again less than 1, which indicates
a good convergence rate for Picard algorithm for different values of the subdomain Ωi.
Additionally it is noted in the graph that the value of ρ is unchanged for `i = 0.5 and 0.6.
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Figure 7.3: Obstacle functions
Figure 7.4: Corresponding choice of Ωi
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Figure 7.5: Test problem 1: solution for the choice of Ωi : `i = 0.4.
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Figure 7.6: Test problem 2: solution for the choice of Ωi : `i = 0.4.
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Figure 7.7: Test problem 3: convection diffusion problem α = 10−1 and b1 = b2 = 1.
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Figure 7.8: Test problem 4: convection diffusion problem α = 10−1 and b1 = b2 = 1.
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Figure 7.9: choice of Ωi
Figure 7.10: solution for the set measure 0.
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Chapter 8
Conclusion And Future Work
8.1 Conclusion
In this thesis, we presented the variational inequalities (2.3.1) and provided relevant re-
sults in order to justify the existence and uniqueness of its solution. We have shown
that these variational inequality problems can be expressed as LCP problems by using
the results from [88]. A detailed discussion was given in Chapter 3. In this chapter,
we have shown that these variational inequalities problems could be solved by using the
optimization techniques such as LP or QP problems. We showed that solution of these
types of problems can be achieved by solving a constrained minimization problem over
a non empty closed convex set. In particular we have seen that LCP serves as a bridge
between variational inequality problems and optimization problems.
To solve the variational inequality problem, we developed a non overlapping domain de-
composition method in Chapter 5. The main advantage in using domain decomposition
methods was that we were able to convert our problem into two subproblems one of which
is variational inequality in subdomain Ωi and another which is a PDE in complementary
subdomain Ωe. This approach was shown to yield a sequence of two decoupled problems
(5.2.13a) and (5.2.13d), with Dirichlet boundary conditions on subdomain Ωe together
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with the problem set on the interface Γ, and a variational inequality in a subdomain Ωi.
Therefore, we converted the variational inequality problem from the whole domain to a
reduced variational inequality problem (5.3.3) in the subdomains containing the support
of the obstacles. However, it has been found that many domain decomposition methods
cannot solve convection diffusions problems very efficiently. This is because these algo-
rithms often do not care about the hyperbolic nature of convection diffusion problems.
Therefore, we chose to investigate domain decomposition algorithm to be applied to con-
vection diffusion problems. We presented the standard convection diffusion problem in
Chapter 2, where it was discussed that these problems do not possess a minimization for-
mulation due to the fact that they are non-symmetric in nature. We also showed that by
using an appropriate substitution, we were able to convert these problems into symmetric
reaction diffusion problems. We can then apply any QP solver to determine a solution,
which could then be used to obtain the solution of convection diffusion problem. A vali-
dation of domain decomposition methods for these problems was described in Chapter 7.
In this thesis, we also described parabolic variational inequalities. We used finite element
method to discretize in space and to convert into fully discrete problem we used backward
Euler and the Crank Nicolson methods. We extended the domain decomposition methods
given in Chapter 5 to parabolic variational inequalities.
We developed algorithms for the domain decomposition methods to solve the variational
inequality problems of both elliptic and parabolic type as well as the variational inequal-
ity problems with convection diffusion parameters. The algorithm (5.4.0.1) is a direct
three step procedure, requiring the solution of the reduced system (5.3.3). This reduced
system contains the partial Schur complement as an element, therefore it can be expen-
sive. To overcome this, we presented two algorithms (5.4.1.1) and (5.4.1.2) at the expense
of iterative procedures. In these algorithms, the solutions on Ωi and Γ are obtained in
an iterative manner. We also described Newton’s method, Newton-GMRES method and
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preconditioned Newton-GMRES method to solve the nonlinear interface problem at Γ.
In Chapter 7 we presented some numerical results for the solution of two dimensional
obstacle problems of both elliptic and parabolic type and also the obstacle problem with
convection diffusion parameters in order to validate our domain decomposition algorithms.
We observed that the global solution to these problems without the use of domain decom-
position can be computationally demanding. Furthermore, the results given in Chapter 7
showed the dependence on the levels of refinement. When we solved the problem by using
the direct reduced QP direct algorithm, the number of iterations was not only reduced,
but also independent of levels of refinement. The Picard iterative algorithm (5.4.1.2)
showed dependence with respect to the levels of refinement. In order to deal with this
dependence, we applied Newton’s method to determine the solution for the non-linear
problem at the interface Γ, and found that the algorithm required only one iteration
to achieve convergence, for the elliptic obstacle problem, which is a good achievement.
We improved this algorithm further by introducing the Newton-GMRES and precondi-
tioned Newton-GMRES methods at the interface in order to make the algorithm Jacobian
free. Now, as opposed to constructing the Jacobian matrix, we instead made use of the
Jacobian-vector products produced through the use of GMRES. This came at the expense
of GMRES iterations, however was found to deliver promising results.
8.2 Future work
We are interested in the implementation of the inverse of the partial Schur complement
using standard domain decomposition methods for PDE in (5.2.4). In particularly, we
exploit the fact that the Steklov-Poincare´ operators arising in a non-overlapping domain
decomposition methods are coercive and continuous with respect to Sobolev norm of index
1/2 as given in [3], [4], [5]. Therefore, we would be interested to determine some suitable
preconditioner for our partial Schur Steklov-Poincare´ operator.
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In this thesis, we presented a generic algorithm for domain decomposition method and
validated our results for the obstacle problems of both elliptic and parabolic type as well
as the obstacle problem with convection diffusion parameters. We are now interested to
validate our domain decomposition algorithm for contact problems.
The main motivation behind any domain decomposition method is to test the algorithm
on a parallel computer. So we would also be interested in testing our algorithms on a
parallel computer.
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