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Abstract
The local structure of the proximal femoral cortex is of interest since both fracture risk, and the effects of various
interventions aimed at reducing that risk, are associated with cortical properties focused in particular regions rather
than dispersed over the whole bone. Much of the femoral cortex is less than 3mm thick, appearing so blurred in clinical
CT that its actual density is not apparent in the data, and neither thresholding nor full-width half-maximum techniques
are capable of determining its width. Our previous work on cortical bone mapping showed how to produce more accurate
estimates of cortical thickness by assuming a fixed value of the cortical density for each hip. However, although cortical
density varies much less over the proximal femur than thickness, what little variation there is leads to errors in thickness
measurement. In this paper, we develop the cortical bone mapping technique by exploiting local estimates of imaging
blur to correct the global density estimate, thus providing a local density estimate as well as more accurate estimates of
thickness. We also consider measurement of cortical mass surface density and the density of trabecular bone immediately
adjacent to the cortex. Performance is assessed with ex vivo clinical QCT scans of proximal femurs, with true values
derived from high resolution HRpQCT scans of the same bones. We demonstrate superior estimation of thickness than
is possible with alternative techniques (accuracy 0.12±0.39mm for cortices in the range 1–3mm), and that local cortical
density estimation is feasible for densities > 800mg/cm3.
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1. Introduction
Hip fractures are the most common cause of acute or-
thopaedic hospital admission in older people (Parker and
Johansen, 2006). An individual’s fracture risk is currently
assessed using bone mineral density (BMD). Although BMD
is specific (Johnell et al., 2005; Kanis et al., 2008) it lacks
sensitivity (Kanis et al., 2008; Kaptoge et al., 2008; Sanders
et al., 2006), missing the majority who go on to fracture.
There is now growing evidence that focal, structural weak-
nesses may predispose a hip to fracture (Mayhew et al.,
2005; Poole et al., 2010; de Bakker et al., 2009). The
distribution of both trabecular and cortical bone is crit-
ical in determining a femur’s resistance to fracture (Holzer
et al., 2009; Verhulp et al., 2008; Poole et al., 2012b). Drug
treatment and exercise regimes targeted at reducing frac-
ture risk result in changes which are focused in particular
regions rather than dispersed over the whole bone (Lang
et al., 2014; Poole et al., 2011). Accurate measurement
of local cortical structure is hence important in assessing
fracture risk and monitoring interventions.
However, measurement of the thickness and volumetric
density of the cortex is not straightforward. Thin lami-
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nar structures are not accurately depicted in clinical CT
because of the images’ limited spatial resolution. Conse-
quently, simple thickness estimation techniques, like those
based on thresholding (Buie et al., 2007; Hangartner, 2007)
or some measure of full-width half-maximum (Prevrhal
et al., 1999, 2003), are unreliable when the cortex is thin in
relation to the imaging resolution. With normal bore, clin-
ical CT scanners, such methods are increasingly inaccurate
below 3mm (Dougherty and Newman, 1999; Hangartner
and Gilsanz, 1996), with errors exceeding 100% for sub-
millimetre cortices (Prevrhal et al., 2003). In very thin
cortices, the ‘thickness’ measured using the full-width half-
maximum technique is in fact the width of the imaging
blur, while the ‘density’ (i.e. the maximum CT value) is
actually a measure of cortical mass surface density (corti-
cal thickness × cortical density, mg/cm2, henceforth ab-
breviated as simply ‘surface density’), not cortical density
(mg/cm3).
Whilst surface density is hence relatively straightfor-
ward to measure, there is often an unequivocal need to
be able to decompose it into its constituent parts. For
example, in studying the effects of osteoporosis treatment
with two different drugs, Teriparatide (Poole et al., 2011)
and Denosumab (Poole et al., 2012a), it was demonstrated
that Teriparatide increases cortical thickness but not sur-
face density, whereas Denosumab increases both.
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Cortical bone mapping is a recently proposed technique
which does allow accurate estimation of cortical thick-
ness (Treece et al., 2010, 2012) based on an estimate of
cortical density which is presumed to be constant for each
hip. Over the proximal femoral cortex, cortical density
varies much less (as a proportion of its mean) than corti-
cal thickness, which explains the good results for thickness
measurement when making this assumption. However, any
deviation from the presumed constant density value results
in an error in the thickness estimate. Hence, we would like
to be able to estimate the variation of density over the cor-
tex: this would improve the thickness estimates as well as
provide an independent measure of density.
There is already a sizeable literature on cortical thick-
ness and density estimation from clinical CT. To this body
of knowledge, this paper adds refinements that are rather
subtle but undoubtedly effective. The content of this pa-
per is therefore of necessity both fairly broad (in order to
perform a fair comparison with existing techniques) and
technically detailed (in order to thoroughly explain the
nature and reasoning behind the innovations). With an
increasing number of studies reliant on cortical measure-
ments, it is important to have a thorough understanding
of the accuracy and limitations of the techniques that are
used to make such measurements, and this is what this pa-
per sets out to do. In Section 2, we motivate and describe
two variations of cortical bone mapping that provide inde-
pendent estimates of cortical density at each measurement
point. The accuracy and precision of these estimates, as
well as those for cortical thickness, surface density and
endocortical trabecular density, are assessed in Section 3
alongside other estimates from alternative techniques. We
discuss our findings in Section 4 before drawing some con-
clusions in Section 5.
2. Methods
2.1. Previous work
It was shown in Treece et al. (2012) that the variation
of CT data yblur(x) across the cortex can be modelled as:
yblur(x) = y0 +
y1 − y0
2
[
1 + erf
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x− x0
σ
√
2
)]
+
y2 − y1
2
[
1 + erf
(
x− x1
σ
√
2
)]
(1)
where x is the distance across the cortex, y0, y1 and y2
are CT values in surrounding tissue, within the cortex,
and for the trabecular compartment respectively, x0 and
x1 are the locations of the periosteal and endocortical sur-
faces respectively, and σ is the standard deviation of the
assumed Gaussian imaging blur.
Model-based cortical thickness estimation involves fit-
ting this function to the actual CT data c(x) at each mea-
surement point, by optimisation of the model parameters
{y0, y1, y2, x0, x1, σ} until yblur(x) matches c(x). Since the
CT data c(x) is sampled normal to the cortical surface,
and the imaging point spread function is anisotropic, the
amount of blur will depend on the orientation of the sur-
face normal with respect to the CT slices. In Treece et al.
(2010, 2012), good results were achieved by presetting the
cortical density y1 and leaving the other parameters to
be optimised by the fitting algorithm. A more standard
deconvolution approach would be to preset the imaging
blur σ, but in this instance this is less successful as will
be shown in Section 3. Others have used a similar model
but allowed all parameters to be optimised (Pakdel et al.,
2012), an approach which we will show in Section 3 gives
low bias but unfortunately poor precision.
Most techniques in current use are not model-based.
They tend to involve thresholding, either at some fixed
level (Buie et al., 2007; Hangartner, 2007) or at half the lo-
cal peak CT value, the latter resulting in a full-width half-
maximum (FWHM) measurement (Prevrhal et al., 1999,
2003). Thresholding at a fixed value is known to be sensi-
tive to the chosen level, and will fail to include the cortex
at all if it is too thin. The FWHM approach (which can
be implemented using the model-based approach but pre-
setting y1 to the observed CT peak value cpeak) overcomes
this problem, but leads to massive overestimation of cor-
tical thickness for thin cortices (Dougherty and Newman,
1999; Hangartner and Gilsanz, 1996).
We summarise these approaches (other than threshold-
ing at a fixed value) in the left-most four columns of Fig. 1.
For concision, they are henceforth referred to as:
nothing preset A model-based fit with all parameters
found by optimisation.
FWHM A Full-Width Half-Maximum model-based fit
with y1 = cpeak and all other parameters optimised.
preset blur A model-based fit with σ = σˆd, where σˆd is
a prior estimate of the imaging blur, and all other
parameters optimised.
CBM v1 The constant density Cortical Bone Mapping
estimate described in Treece et al. (2010, 2012), which
is a model-based fit with y1 = yˆ1 and all other pa-
rameters optimised. This technique is implemented
in Stradwin1, our in-house software which is avail-
able for free download.
We are also interested in the peak CT value ypeak as
predicted by the model yblur(x). We can find this by posi-
tioning the cortex, with thickness t, at x = 0 (i.e. x0 = − t2
and x1 =
t
2
). Setting the differential of eq. (1) to zero then
gives the location of the peak:
xpeak =
σ2
t
ln
(
y1 − y0
y1 − y2
)
(2)
and the correct peak value is then ypeak = yblur(xpeak) with
x0 = − t2 , x1 = t2 .
1http://mi.eng.cam.ac.uk/~rwp/stradwin
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Figure 1: An overview of the six cortical parameter estimation algorithms tested in this paper. Many of these algorithms share similar stages.
A: the local model fitting was described in Treece et al. (2010) and is summarised in the graph above. Each algorithm fits the same model,
but starts with different parameters preset to specific values, the remaining being optimised. B: the calculation of a global cortical density
yˆ1 is described in Treece et al. (2012), and this procedure can be adapted to also estimate the global blur σˆd (see Appendix A). C: a new
method for adjusting the presumed cortical density yˆ1 to give a local estimate y1σ is described in Section 2.2. D: a new method for estimating
a global density yˆ1(t) which varies with thickness is described in Section 2.3.
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For the purposes of estimating the global cortical den-
sity yˆ1 in Treece et al. (2012), the peak is presumed to
occur at x = 0, a reasonable simplification provided that
the difference between the background levels {y0, y2} is
small compared to y1:
ypeak ≈ yzero = yblur(0) = yb + (y1 − yb) erf
(
t
2
√
2σ
)
(3)
where yb =
y0+y2
2
. Estimation of yˆ1 starts with fitting
yblur(x) to c(x) over the entire cortical surface, in order
to estimate many values of {t, yzero}. Each model-fit also
provides a local estimate of the imaging blur σ. A global
estimate σˆd is derived from these local estimates using the
method described in Appendix A. Finally, eq. (3) is fitted
to the measured {t, yzero} data.
2.2. Local estimation of density
Although CBM v1 provides better thickness estimates
than FWHM, it offers no local estimate of the cortical
density, since y1 is preset to a constant yˆ1 which is esti-
mated just once for each bone. Hence there is an error
in measuring thickness if the real cortical density at the
measurement point is not equal to yˆ1. It would be of ben-
efit to reduce this error while also measuring changes in
density over the cortex. Whether this might be possible
depends on the thickness of the cortex. For thick cor-
tices as in Fig. 2(c) (t > 4σ, or about 3mm for typical
clinical resolution2), cortical density and thickness can be
resolved unambiguously: the cortex is thick enough for its
actual density to be apparent in the CT data. For thin-
ner cortices, although the surface density is preserved, the
imaging blur makes it difficult to distinguish to what ex-
tent this surface density is the result of a higher density or
a higher thickness. For very thin cortices as in Fig. 2(a)
(typically t < 1mm), any cortex with the same surface
density, regardless of the relative contribution from thick-
ness or density, will look the same in the blurred CT data.
Hence it is trivial to distinguish thickness and density
in thick cortices, and impossible to do so (without prior
information) in very thin cortices. However, in the mid-
range, which is typical of cortical values in the proximal
femur, it is possible to deduce the relative contributions
of density and thickness by looking at the modelled imag-
ing blur. If we overestimate the density (yˆ1 > y1), as in
Fig. 2(b), the modelled value of σ will compensate by be-
ing greater than the real imaging blur σˆd. In contrast, if
we underestimate the density, σ will compensate by being
less than σˆd. Having initially fitted a model using some
presumed density yˆ1, we can use these observations to give
us a new local estimate of the actual density at each point.
We could simply compare σ from the CBM v1 estimate
with the global imaging blur σˆd, and adjust yˆ1 accordingly.
However, σ is not only sensitive to errors in the presumed
2This is approximately 2f , where f (= 2.3548σ) is the FWHM
imaging blur.
cortical density, it is also affected by the presence of small
pores in the cortex. These tend to be located around the
cortical edges and once blurred by the imaging system re-
sult in shallower slopes in the CT data c(x), which are
modelled as larger values of σ. We hence choose to use
peak CT values (which are as far as possible from the cor-
tical edges) when adjusting for cortical density:
y1σ = (yˆ1 −max{y0, y2}) cpeak −max{y0, y2}
ypeak −max{y0, y2}+max{y0, y2}
(4)
Equation (4) shows how we calculate the new cortical den-
sity estimate y1σ: this is a well-motivated heuristic rather
than a precise mathematical model. First, the CBM v1
algorithm is used with the preset yˆ1 density value. Then
this value is adjusted according to eq. (4), where cpeak is
the maximum value observed in the CT data at this loca-
tion, and ypeak is the predicted maximum value yblur(xpeak)
evaluated using the CBM v1 results for {y0, yˆ1, y2, x0 =
− t
2
, x1 =
t
2
} but replacing σ with the global estimate σˆd.
ypeak tells us what the peak CT value is if we use the cor-
rect imaging blur in the model: hence the ratio between
this and the observed peak cpeak tells us by how much we
need to adjust yˆ1. Model-fitting is then repeated using
y1 = y1σ.
We henceforth refer to this algorithm asCBM v2 since
it is a modification of the CBM v1 algorithm. An overview
is given in the fifth column of Fig. 1, where stage C is the
novel adjustment given in eq. (4). Examples are given in
Fig. 2, demonstrating that a reasonable estimate of local
density can indeed be achieved for relatively thin cortices.
For thick cortices, the adjustment corrects the CBM v1
preset density to the actual density seen in the data.
2.3. Global estimation of density variation with thickness
While the CBM v2 algorithm has the potential to im-
prove both density and thickness estimates for thick and
relatively thin cortices, it offers no improvement over the
CBM v1 algorithm for the very thin cortices of Fig. 2(a).
In this case, there is no indication in the shape of the CT
data c(x) of what the density should be. However, it was
noted in Treece et al. (2012) that there might be a trend
for cortical density to increase with thickness in the hu-
man proximal femur. If such a trend exists, and we can
see it in the data, then we can replace our initial constant
density estimate yˆ1 with a new estimate yˆ1(t) that varies
with thickness. For thick and relatively thin cortices, the
estimate can still be adjusted locally as in CBM v2, how-
ever for very thin cortices, this less biased initial estimate
should result in more accurate measurements.
In order to estimate yˆ1(t), we return to the procedure
for estimating yˆ1 as outlined in Treece et al. (2012). In
this procedure, FWHM measurements are made at many
locations around the femur. After adjustment, these mea-
surements provide many pairs of {t, yzero} data points. The
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Figure 2: Estimating local cortical density y1σ using the global blur σˆd. In all cases, the simulated actual cortical density is 1000HU but
the presumed cortical density yˆ1 is set to 1400HU. The simulated density variation is given by the black lines: solid lines show the blurred
CT values whereas dashed lines show the underlying true variation. The light grey curves show the initial model fit yblur(x), with the dotted
curve showing the fit after correcting σ to σˆd. y1σ is then calculated using eq. (4) and the two CT values shown as circles. The final model
fit with the new density value is shown in dark grey. (a) at very thin thickness (t < 1mm) there is little difference between σ and σˆd and
hence the correction has limited effect. (b) for thin cortices (1mm ≤ t < 3mm) the correction improves the thickness estimate. (c) for thick
cortices (t > 3mm), the correction effectively results in the FWHM value, which is a good estimate in this domain.
function in eq. (3) is fitted to this data, giving global es-
timates of yˆ1, yˆb (the average background density) and σˆ.
This is summarised in Fig. 3(a). However, we have already
noted that we can obtain an estimate σˆd of the imaging
blur, not from the global model-fit in eq. (3), but by us-
ing eq. (1) on all the individual data measurements: see
Appendix A for details.
In the case of a cortex which is genuinely a constant
density irrespective of thickness, σˆ and σˆd do indeed return
the same value, as would be expected. However, we have
seen in practice across many studies of the proximal femur
that σˆ is usually greater than σˆd, sometimes by up to a
factor of two. To understand this difference, we note that
the initial slope of the curve in Fig. 3, which is substan-
tially an error function (erf), is largely dependent on the
value of σ in eq. (3). However, if the cortical density is ac-
tually increasing with thickness, this would also affect the
slope of this curve. Hence the larger σˆ value is the com-
bination of the actual imaging blur σˆd and the trend we
have previously noted for density to vary with thickness.
It is not possible to simultaneously estimate σˆ and a
varying density function, since these both have similar ef-
fects on the model in eq. (3). However, if we preset σ = σˆd,
we can then afford to replace y1 with a simple piecewise
function of thickness, which is linear up to some thickness
tm and constant thereafter, giving the modified equation:
yzero = yb + (y1(t)− yb) erf
(
t
2
√
2σˆd
)
,
where y1(t) =
{
ys (t− tm) + ym if t < tm
ym otherwise
(5)
In this case the model contains four {yb, ym, ys, tm} free pa-
rameters rather than three {yb, y1, σ} in eq. (3). A typical
fit is shown in Fig. 3(b) on the same data as in Fig. 3(a).
Implementation of this algorithm, henceforth termed
CBM v3, requires an additional model fit at each loca-
tion, since we first have to find the approximate thickness
at each measurement location (using the maximum den-
sity ym), then we can adjust our presumed density to yˆ1(t)
before continuing as in CBM v2. This procedure is sum-
marised in the sixth column of Fig. 1, where stage D is
the novel application of eq. (5).
3. Experiments and results
3.1. Simulations
We investigated the effect of the local density correc-
tion for CBM v2 in eq. (4) by using eq. (1) to simulate the
CT data variation c(x) through ideal cortices, i.e. with
perfectly constant density and no pores, surrounded by
material which is also at a constant (but lower) density.
These cortices were blurred with a Gaussian kernel with
σ = 0.71mm (FWHM of 1.67mm), which is reasonably
typical of a good clinical CT system. The cortices were up
to 6mm thick.
We then obtained cortical thickness estimates using the
CBM v1 and v2 algorithms. This was repeated multiple
times, with different initial density estimates yˆ1, ranging
from an 80% underestimate to an 80% overestimate of the
actual simulated density. The presumed imaging blur σˆd
in the CBM v2 algorithm was set to the actual simulated
blur. The results are shown in Fig. 4.
3.2. Comparing HRpQCT and QCT data
Moving on from simulations, we examined data from
a study ethically approved by the Medical University of
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Figure 3: Estimating global cortical density yˆ1(t) as a function of
thickness. (a) shows estimation of yˆ1 as explained in Treece et al.
(2012), where the cortex is presumed to have a constant density ym
which is blurred by the imaging system, resulting in an apparent
reduction with thickness which is modelled by eq. (3). (b) The new
technique, explained in Section 2.3, allows the density to vary linearly
with thickness, with slope ys up to a point tm, after which the density
is a constant ym. The imaging blur in this case is fixed at σˆd. In
both cases, the average density yb of material surrounding the cortex
is also estimated.
Vienna, comprising cadaveric proximal femurs from 18
females and 17 males of mean age 77 years (range 59–
96 years). Both left and right femurs were stripped of
soft tissue, submerged in a saline solution and, after vac-
uum to remove air bubbles, scanned using both HRpQCT
and QCT. Further details of this data have been pub-
lished previously (Dall’Ara et al., 2013b,a). The QCT
data was scanned using a Brilliance643 scanner at 120 kV,
with voxel size 0.33× 0.33× 1.0mm3, and converted from
Hounsfield Units to density using a BDC calibration phan-
tom4. The reference HRpQCT data was scanned using
an XTremeCT5 scanner, with voxel size 0.082 × 0.082 ×
0.082mm3, and converted to density using the phantom
provided by the manufacturer with some adjustments as
detailed in Appendix B. This gave a total of 70 matching
high and low-resolution data sets from 35 subjects.
Each of the femurs was semi-manually segmented in the
QCT data using in-house Stradwin software, and surface
meshes created with uniform triangle size and shape (Treece
et al., 1999). Cortical measurements as described in the
previous section were performed at all vertices in these
meshes, in directions consistent with the surface normal
at that point. Cortical thickness t, density y1 and surface
density t × y1 were recorded at each point, at a total of
772,054 separate locations, about 11,000 per femur. We
also recorded the y2 density value, which corresponds to
the endocortical trabecular density. This estimate reflects
the trabecular density immediately adjacent to the cor-
tex, and is not affected by any residual imaging blur of
the cortex into the trabecular compartment.
Each QCT-derived surface was registered with the cor-
responding data from HRpQCT by minimising the mean
squared distance between matched points from the QCT
and HRpQCT meshes after a rigid body transformation
with separate scale factors in the three principal directions.
This transformation was used to import the QCT-derived
surface into the HRpQCT reference frame, so that mea-
surements could be made in the HRpQCT data at exactly
the same locations, and in exactly the same directions, as
the measurements in the QCT data.
Reference HRpQCT measurements of cortical thick-
ness, density, surface density and trabecular density were
made using the established FWHM algorithm, which is ac-
curate on this data down to a cortical thickness of 0.3mm.
These measurements were adjusted slightly to compensate
for the use of a peak value of cortical density rather than
a mean value, as explained in Appendix B. At each loca-
tion, HRpQCT data was averaged parallel to the cortex
as described in Treece et al. (2012), such that each es-
timate’s spatial localization was consistent with the QCT
data, while preserving the HRpQCT resolution through the
cortex.
3Philips, Germany
4QMR Gmbh, Germany
5Scanco Medical AG, Switzerland
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Figure 4: Thickness and density estimation errors with varying initial density yˆ1. The initial density error is given by (presumed−true)/true,
and the estimated error given by (estimated−true)/true. (a) and (b) show density and thickness estimation errors, respectively, for the CBM
v1 algorithm described in Treece et al. (2010). (c) and (d) are the equivalent graphs for the CBM v2 algorithm described in Section 2.2. If
yˆ1 is correct (i.e. zero error on the vertical axis), then density and thickness estimates are correct for all thickness values in both cases. In
CBM v1, the errors roughly scale with errors in yˆ1: if yˆ1 is too large, then the estimated density is (by definition) too large and the estimated
thickness is too small. In CBM v2, eq. (4) is used to replace the preset yˆ1 estimate with the local y1σ value. For thick cortices (t > 3mm)
this results in accurate estimation whatever the initial value of yˆ1. For thinner cortices (1mm ≤ t < 3mm) estimation is significantly less
dependent on yˆ1 than in the CBM v1 algorithm. For very thin cortices (t < 1mm), the two algorithms are similar, with both relying on a
correct initial density estimate.
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3.3. Aggregate ex vivo results
Figure 5 shows aggregate results for the measurement
of cortical thickness (t) using all six algorithms. These
plots summarise a very large number of measurements
expressed as probability density functions: the different
shades of grey show the expected distribution of thickness
measurements for a particular confidence interval. Hence
the ‘p=0.68’ region is similar to a one-standard-deviation
range, though these distributions are clearly not normal,
nor even unimodal. Another way of expressing this is
that the plots show the density of points on a scatter plot
of all pairs of true vs. estimated measurements from the
HRpQCT and QCT data. An ideal estimator would be a
thin diagonal line.
The bias in thickness estimation (the most probable
thickness estimate for each actual thickness) for all algo-
rithms is summarised in Fig. 7(a), with Fig. 7(b) giving the
distribution of the (HRpQCT) thickness values that were
successfully estimated in the QCT data (i.e. the model-fit
was successful, even if the parameters were wrong). Note
that there are more thickness estimates for lower thick-
nesses, but none at all below 0.3mm.
Figure 6 summarises cortical density (y1) estimation
in exactly the same way as in Fig. 5, and the bias of each
algorithm is again summarised in Fig. 7(c), with the dis-
tribution of true density values in Fig. 7(d). As would be
expected, cortical density is generally high, with relatively
few measurements at lower values.
It was noted in Section 2 that density estimation is
highly dependent on cortical thickness, and hence it is im-
portant to look at how the density estimation error varies
with true cortical thickness. The bias is summarised for
all algorithms in Fig. 7(e). Estimation precision across
different thickness bands is recorded in Table 1.
For the sake of concision, we report only a few of the
surface density (t × y1) results in Fig. 8. All algorithms
estimate surface density relatively well, with the two ex-
tremes of performance shown in Figs. 8(a) and (b). The
bias of all algorithms is presented in Fig. 8(c) and the sur-
face density distribution in Fig. 8(d).
Estimation of trabecular density (y2) is straightforward
and very similar results are obtained with all algorithms,
summarised in Fig. 9. As with cortical density, we in-
clude a plot of trabecular density error against thickness
in Fig. 9(c), to see to what extent this measure is depen-
dent on cortical thickness.
Numerical summaries of all these results are collated
in Table 1. Following on from the discussion in Section 2,
we are expecting different behaviour for thick (t > 3mm),
thin (1mm ≤ t < 3mm) and very thin (t ≤ 1mm) cor-
tices, and hence estimation errors are presented for each of
these domains separately. Significant differences between
measurement biases were tested using a two-tailed t-test
with unequal variances, whereas an F -test was used for
precision, both at a conservative level of p < 0.0001 to ac-
count for multiple comparisons. Results are shown shaded
in Table 1 where they are not significantly different from
each other: non-shaded values are significantly different
from all the other results of the same type.
3.4. Spatial distribution of ex vivo results
The previous section examines performance as a func-
tion of cortical thickness, but it does not give a sense of
how the errors vary over a typical proximal femur. To
elucidate this, we registered each of the QCT-derived sur-
faces to a canonical femur, using a nonrigid registration
technique embodied in our in-house wxRegSurf6 software
and described in (Gee and Treece, 2014). This allowed
us to map the cortical parameters from each subject to
the same surface, and hence present estimation bias as a
colour map over this surface.
Cortical thickness estimation bias is shown in Fig. 10,
with cortical density in Fig. 11. The mean thickness and
density are also shown for context. As previously noted,
surface density and trabecular density errors were similar
for the various algorithms, so a reduced set of results is
presented in Fig. 12.
4. Discussion
Looking first at cortical thickness, Fig. 5 is consis-
tent with previous results (Treece et al., 2012) in that
FWHM very significantly overestimates small thicknesses
while CBM v1 only slightly underestimates these. We pre-
viously stated (without providing specific evidence) that
presetting the imaging blur in the model was not very
successful, and the results in Fig. 5(b) support this claim.
Indeed, this technique often fails to fit the model at all,
as can be seen in Figs. 7(b) and (d) and the very low suc-
cess rate in Table 1. The most likely explanation for this is
that the model needs to adjust the imaging blur to account
for density errors or the presence of pores, and hence will
often fail to fit when it is prevented from doing so.
The results for the nothing preset algorithm also agree
with previous work (Pakdel et al., 2012), in that the bias is
considerably reduced compared to FWHM and also com-
pared to CBM v1. However, when applied to real data the
precision of the method is poor, as is evident in Fig. 5(c),
particularly at low thickness. This is due to the well un-
derstood ambiguity between thickness and density for thin
cortices (Treece et al., 2012). Consequently, the success
rate (Table 1) is low compared with alternative algorithms.
For very thin cortices, Table 1 shows that both the accu-
racy and precision of this technique are poor.
The two new algorithms behave much as expected from
the discussion in Section 2. Simulations of CBM v2 in
Fig. 4(d) demonstrate that the technique is relatively in-
sensitive to the presumed initial density value, except for
very thin cortices, though as with CBM v1 there remains a
greater sensitivity to underestimation of density, which has
6http://mi.eng.cam.ac.uk/~ahg/wxRegSurf/
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Figure 5: Cortical thickness estimation errors. The graphs show the distribution of estimated QCT thickness values plotted against the
HRpQCT thickness values, hence the solid diagonal line represents perfect estimation. These results are aggregates across all the measurement
locations on all the femurs.
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Figure 6: Cortical density estimation errors. The graphs show the distribution of estimated QCT density values plotted against the HRpQCT
density values, hence the solid diagonal line represents perfect estimation. These results are aggregates across all the measurement locations
on all the femurs.
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(b) HRpQCT thickness distribution
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(d) HRpQCT density distribution
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Figure 7: Summary results for cortical thickness and density. (a), (c) and (e) show the estimation bias for all algorithms. (b), (d) and (f)
show the distribution of the HRpQCT thickness and density values: most of the cortex is less than 2mm thick, with density greater than 800
mg /cm3.
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(d) HRpQCT surface density distribution
Figure 8: Surface density estimation errors. In general, estimation of surface density is much more straightforward and there is less difference
between algorithms. (a) and (b) show the two extreme sets of results, summarised in (c) and with the underlying distribution in (d).
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(a) CBM v2 trabecular density
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Figure 9: Trabecular density estimation errors. Estimation of trabecular density is nearly identical for all algorithms, with very little bias
with density, as shown in (a) and (b). (c) plots the errors against thickness, showing that there is some bias with increasing thickness. The
trabecular density distribution is shown in (d).
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Table 1: Cortical thickness, cortical density, surface density and trabecular density estimation errors for very thin (0.3mm ≤ t < 1.0mm), thin (1.0mm ≤ t < 3.0mm) and thick (3.0mm
≤ t < 6.0mm) cortices. Values are expressed as bias ± precision (std), with positive bias indicating overestimation. Those shaded the same colour in each row cannot be distinguished
from each other by a t-test (bias) or F -test (precision) at p < 0.0001. Success rate is expressed as the overall percentage of measurements for which the model-fit procedure was successful
and hence some parameters were estimated, even if these estimates were not correct. Processing times are for all measurements from a single femur (≈ 11, 000 measurements), running
on a single core of a 2.67GHz Intel Core i7 processor.
quantity thickness algorithm
range (mm) FWHM preset blur nothing preset CBM v1 CBM v2 CBM v3
cortical thickness 3.0 ≤ t < 6.0 0.04± 0.25 0.08± 0.26 0.08± 0.25 −0.09± 0.32 0.04± 0.25 0.04± 0.25
(mm) 1.0 ≤ t < 3.0 0.48± 0.37 0.51± 0.46 −0.01± 0.88 −0.24± 0.32 0.12± 0.39 0.26± 0.40
0.3 ≤ t < 1.0 1.06±0.37 2.35± 1.46 0.58±1.07 −0.24± 0.14 −0.15± 0.23 0.04± 0.31
cortical density 3.0 ≤ t < 6.0 −29± 110 −47± 119 −44± 105 11± 124 −26± 109 −27± 109
(mg /cm3) 1.0 ≤ t < 3.0 −170± 137 −165± 159 −59± 244 195± 217 −26± 178 −89± 160
0.3 ≤ t < 1.0 −378±166 −373±182 −241± 300 462± 259 193± 331 −30± 264
surface density 3.0 ≤ t < 6.0 −5.3± 59.2 −7.5± 62.0 −8.2± 59.5 −9.7± 64.9 −6.8± 60.6 −6.5± 61.2
(mg /cm2) 1.0 ≤ t < 3.0 8.6± 26.5 9.5± 29.0 8.0± 28.3 7.5± 25.3 8.0±25.8 8.7±26.1
0.3 ≤ t < 1.0 11.8± 16.3 58.9± 60.3 18.4± 28.9 0.6±10.4 1.4±11.1 2.9±11.7
trabecular density 3.0 ≤ t < 6.0 −50± 76 −57±81 −53±76 −51± 83 −51± 75 −48± 74
(mg /cm3) 1.0 ≤ t < 3.0 −20± 61 −24± 67 −25± 64 −20± 60 −19± 58 −20± 61
0.3 ≤ t < 1.0 2± 31 −24± 60 −2± 35 3± 30 3± 30 3± 30
success rate (%) 0.3 ≤ t < 6.0 97.8 66.7 92.7 97.6 97.8 98.2
processing (secs) 0.3 ≤ t < 6.0 34 60 56 71 85 93
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(a) FWHM (d) CBM v1
(b) preset blur (e) CBM v2 (g) mean thickness
(c) nothing preset (f) CBM v3
Figure 10: Spatial distribution of cortical thickness errors on the proximal femur. (a) to (f) show the bias in thickness estimation for the
various algorithms. (g) shows the variation in the mean cortical thickness.
(a) FWHM (d) CBM v1
(b) preset blur (e) CBM v2 (g) mean density
(c) nothing preset (f) CBM v3
Figure 11: Spatial distribution of cortical density errors on the proximal femur. (a) to (f) show the bias in density estimation for the various
algorithms. (g) shows the variation in the mean cortical density.
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(a) FWHM surface density (b) CBM v2 surface density (c) mean surface density
(d) FWHM trabecular density (e) CBM v2 trabecular density (f) mean trabecular density
Figure 12: Spatial distribution of surface density and trabecular density errors on the proximal femur. (a) to (c) show results for surface
density estimation, (d) to (f) for trabecular density estimation.
been discussed previously in Appendix A of (Treece et al.,
2012). Both CBM v2 and CBM v3 improve slightly the
precision over CBM v1 for thick cortices, returning results
which, from Table 1, are not distinguishable from FWHM
in this domain. For thinner cortices, both new methods
reduce the bias present in CBM v1, at a cost of marginally
worse precision, though CBM v2 performs the best. For
very thin cortices, CBM v2 behaves largely as CBM v1
since, as demonstrated in simulation (Fig. 4(c) and (e)),
it is unable to refine the density estimates in this domain,
whereas CBM v3 does manage to improve the thickness
bias even for these extreme cases.
The spatial distribution of thickness errors in Fig. 10
shows that, for the proximal femur, measurements are
dominated by the performance on thin cortices. Here
FWHM and preset blur very significantly overestimate thick-
ness, and even the nothing preset algorithm shows large
regions of overestimation around the femoral head. Er-
rors in CBM v1 are fairly stable underestimates. CBM
v2 gives qualitatively the best performance, with the most
grey (very low bias) regions and a reasonable balance be-
tween underestimation and overestimation.
Turning to cortical density estimation, it is immedi-
ately clear from Fig. 6 that these are considerably less
precise estimates than for thickness. For the highest den-
sities (which tend also to be at thicker cortices), estimates
are fairly good for all techniques, but at all other densities
the FWHM and preset blur algorithms underestimate the
density significantly. The nothing preset algorithm does
slightly better, giving relatively unbiased results above
1000mg/cm
3
, although once again the precision of this
technique is noticeably less good. CBM v1 makes the as-
sumption that the density is constant, though the value is
different for each tested femur. Fig. 6(d) underlines that
this value lies towards the top of the densities encountered
in the data.
In contrast to CBM v1, the two new algorithms make
some attempt to estimate varying density. CBM v2 is rel-
atively unbiased down to about 800mg/cm
3
which, con-
sidering the distribution in Fig. 7(d), accounts for most
of the cortex. However, it increasingly tends to overesti-
mate when the real density is low. The CBM v3 results
are better in this regard, though there is a tendency to
underestimate higher densities. It is clear from Fig. 7(c)
that both these algorithms show fairly low bias, but for
different density ranges.
These results are easier to understand by looking at the
distribution of density errors with cortical thickness, which
is recorded in Table 1. For thick cortices, all algorithms
estimate density successfully, and Fig. 7(f) shows that the
actual cortical density does indeed tend to be fairly con-
stant in this domain. As the cortex becomes thinner, the
actual density tends to reduce and this causes overesti-
mation in CBM v1, while the nothing preset, CBM v2
and CBM v3 algorithms are still able to provide reason-
able estimates. For very thin cortices, the nothing preset
algorithm tends to mimic FWHM, but with considerably
poorer precision, while CBM v2 behaves similarly to CBM
v1, as anticipated in Section 2.
The premise of the CBM v3 algorithm was that there
is a trend for linear density increase with thickness: look-
ing at the results in Table 1 and the density distribution
in Fig. 7(f), the reality is no doubt a little more complex.
CBM v3 does detect a linear trend: predicted values over
all data sets for eq. (5) are 91 ± 42 (mg/cm3)/mm for ys,
1225 ± 58mg/cm3 for ym and 4.7 ± 1.3mm for ts, which
match the distribution in Fig. 7(f) fairly well. This linear
trend has successfully corrected the bias for very thin cor-
tices, but it has also introduced a slight underestimation
for thin cortices. Looking at the summary results in Ta-
ble 1, the CBM v3 algorithm in general seems to perform
better than the alternatives in estimating density. The
spatial distribution of errors over the proximal femur in
Fig. 11 also supports this view: again, CBM v3 seems the
least biased for this range of densities, with the greatest
area of low bias (grey) and a more constrained bias range
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in general.
Surface density estimation (t × y1) is much more con-
sistent between algorithms, with Fig. 8 and Table 1 show-
ing precise and unbiased results for thick and thin cor-
tices. However, for very thin cortices there is some dif-
ference in performance, with all of the CBM algorithms
showing reduced bias and better precision in this domain.
This improvement also makes a noticeable difference when
viewed over the surface of the proximal femur in Figs. 12(a)
and (b). The CBM v2 result is clearly less biased than that
for FWHM, particularly over the femoral head where the
cortex is very thin.
All algorithms estimate endocortical trabecular den-
sity (y2) fairly accurately, as seen in Fig. 9 and Table 1.
Fig. 9(c) reveals that there is, however, a clear bias with
cortical thickness. This is unexpected: there is no obvious
reason why a cortex of different thickness should affect the
estimate of the trabecular density neighbouring the cortex.
A possible explanation is that beam hardening and scatter
cause the ‘true’ HRpQCT data to appear more dense than
it actually is. We have attempted to correct for HRpQCT
beam hardening within the cortex itself (see Appendix B),
but the correction does not apply to trabecular estimation
immediately adjacent to the cortex. It is well known that
areas surrounded by a ring of high density material appear
too dense as a result of beam hardening and scatter (Boas
and Fleischmann, 2012). The QCT data is less susceptible
to this phenomenon since the high density cortices occupy
far less of the field of view.
4.1. Processing time
As can be seen in the last row of Table 1, processing
times for all techniques are relatively fast, taking typically
just over a minute to complete all sets of measurements
(cortical thickness, surface density, density and endocor-
tical trabecular density) on a typical femur with 11,000
measurement locations. These times were measured on
a laptop with the software running single-threaded on a
2.67GHz Intel Core i7 processor, and do not include the
time to perform the initial segmentation, which is typically
an additional 15 minutes. The processing time increase for
the CBM v2 and CBM v3 techniques is less than might be
expected from the additional model-fitting steps outlined
in Fig. 1. This is because for these additional steps, the
model is initialised with the previously optimised values,
and hence fewer iterations are required to find the new
optima.
5. Conclusions
CBM v2 and CBM v3 both produce better estimates of
cortical thickness and density in the proximal femur than
previously published alternatives. CBM v2 is the preferred
choice for most applications. It is not predicated on any
supposed relationship between density and thickness, nev-
ertheless achieving thickness accuracy of 0.12 ± 0.39mm
and density accuracy of −26± 178mg/cm3 for cortices in
the range 1–3mm. For very thin (< 1mm) cortices, CBM
v3 offers superior accuracy of 0.04± 0.31mm for thickness
and −30 ± 264mg/cm3 for density, though this assumes
a particular relationship between thickness and density,
which appears to hold for the human proximal femur but
may not generalise to other targets. All techniques are
capable of measuring surface density and endocortical tra-
becular density fairly reliably, though the CBM techniques
do offer more precise surface density estimation for very
thin cortices.
Compared with CBM v1, the two new variants offer
reduced thickness bias and also local estimates of cortical
density. CBM v2 is the method of choice for thin cor-
tices, with relatively unbiased density estimation above
800mg/cm3. CBM v3 is an improvement on CBM v2 for
very thin cortices, with better density estimation down to
600mg/cm3. The imprecision of the cortical density esti-
mates suggests that density is fundamentally more difficult
to estimate than thickness.
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A. Estimation of imaging blur in QCT data
In order to make use of the CBM v2 and CBM v3 algo-
rithms, we need a reasonable estimate of the imaging blur
σd for each QCT data set. This blur varies in all dimen-
sions as well as with spatial location, the major variation
being between the blur within each image slice (in-plane
blur, σi) and that orthogonal to the slice (out-of-plane
blur, σo). Some pertinent information is usually stored
in DICOM files, though this is not sufficient to completely
describe the in-plane/out-of-plane variation. In-plane blur
is determined by the reconstruction kernel rather than the
pixel size, but kernels are only recorded by name rather
than extent. Also, although the recorded slice thickness
does relate to the full-width half-maximum slice selectiv-
ity, further image processing in the reconstruction stage
may lead to out-of-plane blurs which are larger than this.
We therefore need to estimate σd in each data set, and
we can do this at the same time as the cortical density is es-
timated by looking at σ as well as y1 as we fit the model in
eq. (1) to each point on the femoral cortex. This parameter
tells us the apparent imaging blur at each location, which
we can record along with the angle α that the measure-
ment line made with the imaging planes. The variation
of σ with α, for three different QCT data sets, is shown
as a distribution of measurement points in Fig. 13. These
measurements are clearly very noisy, but the in-plane and
out-of-plane differences are apparent. To estimate σi and
σo from this data, we need a model of how σd depends on
these parameters. One which we have found fits well is:
σd =
√
(σi cosα)
2
+ (σo sinα)
2
(6)
This model is deliberately not elliptical, although this might
seem a more obvious choice. It has been observed in a
number of data sets, for instance the right-hand plot of
Fig. 13, that large differences between in-plane pixel size
and out-of-plane slice spacing can cause the apparent blur
(when sampled along the measurement line) to have a pos-
itive gradient at small positive angles α. Equation 6 is
capable of modelling this.
The model is fitted to the measured data using a least-
squares regression, resulting in estimates σˆi and σˆo. Since
this measurement process uses the FWHM algorithm (we
do not yet know the cortical density so cannot use one
of the CBM algorithms), particular weight is given to σd
estimates which come from cortices with large apparent
peak density values cpeak, since the σ estimate is most
accurate at these points. At other locations, σ will be un-
derestimated as explained in Section 2.2. Hence the fitted
models seen in Fig. 13 are towards the outer extents of the
point clouds. Subsequently, whenever a blur estimate σˆd
is required, we simply apply eq. (6) with the known mea-
surement angle α and the estimated values of σˆi and σˆo.
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Figure 13: Estimation of the imaging blur in QCT data. The graphs show estimated Gaussian blurs from fitting the model in eq. (1) to
multiple locations across the surface of the femur in three sample QCT data sets, with DICOM pixel sizes and slice thicknesses given at the
top of each figure. Blur is plotted radially, with the angle corresponding to the measurement direction with respect to the image slices, such
that the horizontal axis shows in-plane blur and the vertical axis shows out-of-plane blur. The solid line is the result of fitting the model in
eq. (6) to these individual measurements. The values in the axis labels are the corresponding FWHM estimates of σi and σo.
The left-hand plot in Fig. 13 is typical of the data from
this study, where the estimated blur values over all data
sets were 1.375±0.071mm for σi and 1.285±0.230mm for
σo, confirming that the in-plane blur is better constrained
by the available data.
B. Calibration of gold standard HRpQCT data
We need to pick an established algorithm as a gold
standard against which to compare the various techniques
introduced in this paper, and FWHM is the obvious can-
didate since it is known to perform well as long as the
cortex is sufficiently thick in comparison to the imaging
blur. For the HRpQCT data used in this paper, this cor-
responds to a thickness greater than 0.3mm. However, our
implementation of FWHM involves setting y1 to the ap-
parent peak in the CT data c(x). At this resolution, the
cortex is not observed as having uniform density: there
are variations due to very small pores and also due to
noise inherent in the imaging process. Hence the peak CT
value is an overestimate of y1 and this leads to a conse-
quent underestimate of the cortical thickness. This bias
can be removed by using the nothing preset algorithm: for
HRpQCT data, this effectively sets y1 to the average of
the observed CT data within the cortex. However, this al-
gorithm has more parameters to estimate and is therefore
less precise than FWHM. We therefore use the FWHM al-
gorithm as our HRpQCT gold standard, but correct the
bias by calibration against the nothing preset algorithm,
as shown in Fig. 14(a).
Conversion between Hounsfield Units and cortical den-
sity is largely achieved by the calibration phantom pro-
vided by the manufacturer of the scanner. However, the
calibration densities are low compared to typical cortical
densities. It has previously been noted that calibration
in such scenarios is problematic: extrapolation of the low
density calibration curve is imprecise, and there are also
problems with beam hardening artefacts at higher densi-
ties (Fajardo et al., 2009). This was indeed the case in our
study, with low trabecular densities showing a good match
between QCT and HRpQCT, whereas high cortical densi-
ties did not. Since all algorithms tested could very easily
measure density in QCT data for thick cortices, and all
returned the same results in this domain, the > 3mm cor-
tical densities were matched between QCT and HRpQCT,
yielding an additional calibration point. Previous stud-
ies have also had to calibrate low and high densities sep-
arately (Pahr et al., 2012). The final calibration curve,
shown in Fig. 14(b), matched the manufacturer’s calibra-
tion at low density and the additional calibration point at
high density.
The calibrations change the HRpQCT thickness by up
to 0.15mm and the density by up to 100mg/cm3. These
values are somewhat less than most of the differences be-
tween the methods in Table 1, so the key conclusions of
this work are not in doubt. However, some of the residual
measurement errors, particularly for the new CBM tech-
niques, are of the same order of magnitude as the calibra-
tion corrections. In these cases, it is uncertain to what
extent residual error may reflect difficulty in calibrating
the HRpQCT data.
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Figure 14: Correction of HRpQCT FWHM thickness and density
values. (a) On high resolution data, since we cannot use the CBM al-
gorithms as a gold standard, the most reliable alternative is FWHM,
whereas the least biased is nothing preset. By running both algo-
rithms on all the data points from the high resolution data, calibra-
tion curves are fitted which allow the bias to be removed from the
FWHM results. Note that these adjustments are very small, less
than nearly all the precision values in Table 1. (b) The calibration
provided by the manufacturer for the HRpQCT data is based on
low densities around 300mg /cm3. Calibration for higher cortical
densities is achieved by matching the data with the QCT values for
thick cortices (t > 3mm), for which the imaging blur is not problem-
atic and all algorithms agree. The calibration curve was designed to
match the manufacturer’s calibration at low densities, and the single
calibration point for thick cortices.
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