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A Sof´ıa y a mis padres
A Sof´ıa y a la memoria de mis padres
A los que se doblan pero no se doblegan
Si nunca se pide un imposible a un alumno, nunca ensen˜ara´ de lo
que es capaz.
El arte de la ensen˜aza es dar la impresio´n de haber sabido toda la
vida lo que aprendimos en la noche anterior.
Las matema´ticas son lo que hacen los matema´ticos, cuando ellos
dicen que esta´n haciendo matema´ticas.

Introduccio´n
Los campos cicloto´micos tuvieron su origen en el trabajo de Kummer en
1847 sobre el U´ltimo Teorema de Fermat. Un campo cicloto´mico Q(ζn) es
simplemente el campo que se obtiene al agregar al campo de los nu´meros
racionales Q las ra´ıces de la ecuacio´n xn − 1 donde n es un nu´mero natural.
Debemos hacer notar que este trabajo toca u´nicamente la superficie de
la teor´ıa de campos cicloto´micos y no trata sobre muchos de los temas pre-
sentados en libros como los de L. Washington [140] o el de S. Lang [81]. Por
otro lado hemos incluido el tema de los campos de funciones cicloto´micos
que muestra nuevamente y de manera clara la similitud que existe entre los
campos nume´ricos y los campos de funciones.
La importancia de los campos cicloto´micos es su simplicidad y su utilidad
y relevancia para diversos objetivos, como son el estudio de las extensiones
abelianas, su uso para el estudio del U´ltimo Teorema de Fermat, ejemplifican
de diversas formas conceptos que usualmente son de dif´ıcil acceso como son
la ramificacio´n, los discriminantes, las bases enteras y as´ı sucesivamente.
Suponemos que el lector esta´ familiarizado con un curso general de Teor´ıa
de Nu´meros y uno sobre Teor´ıa de Galois y que conoce, aunque sea de ma-
nera superficial, los conceptos de dominios de Dedekind, anillos de enteros,
discriminante, diferente, bases enteras, etc.
Parte de lo que presentamos en este libro esta´ basado en el libro de Wa-
shington mencionado anteriormente. Nuestro primer cap´ıtulo es una compila-
cio´n de varios conceptos y resultados que usaremos a lo largo de este trabajo:
discriminante, diferente, grupos de descomposicio´n e inercia, as´ı como los gru-
pos de ramificacio´n para el estudio de la ramificacio´n salvaje.
El Cap´ıtulo 2 presenta la Teor´ıa de Galois de extensiones infinitas con el
objetivo de estudiar la Teor´ıa de Iwasawa la cual veremos en el Cap´ıtulo 16.
El Cap´ıtulo 3 es la introduccio´n a los campos cicloto´micos. En el Cap´ıtulo 4
damos una demostracio´n del teorema cla´sico de Kronecker–Weber basada en
la demostracio´n dada por D. Hilbert [59] usando los grupos de ramificacio´n.
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El Cap´ıtulo 5 trata sobre un caso especial del Teorema de Dirichlet sobre
la infinidad de nu´meros primos en progresiones aritme´ticas y el estudio de los
subcampos de los campos cicloto´micos Q(ζpm) donde p es un nu´mero primo.
En el Cap´ıtulo 6 usamos los caracteres de Dirichlet para el estudio aritme´ti-
co de las extensiones abelianas de Q, tal como fue introducido por Leopoldt
[87]. En el Cap´ıtulo 7 probamos el caso general del Teorema de Dirichlet antes
mencionado.
El Cap´ıtulo 8 da una breve introduccio´n a los campos de funciones y
el Cap´ıtulo 9 desarrolla los campos de funciones cicloto´micos basados en los
trabajos de Carlitz [18, 19] y de Hayes [54] los cuales son ana´logos a los campos
cicloto´micos nume´ricos.
El Cap´ıtulo 10 consta de dos partes. En la primera desarrollamos los gru-
pos de clases de divisores y los grupos de clases de ideales para campos de
funciones, con e´nfasis especial en los campos de funciones congruentes. En la
segunda parte presentamos diversos resultados sobre ramificacio´n en campos
de funciones. Muchos de estos resultados son completamente generales y otros
son aplicables u´nicamente a campos de funciones congruentes. Un lugar espe-
cial en esta partes son las extensiones c´ıclicas de grado primo sobre un campo
de funciones racionales.
En el Cap´ıtulo 11 presentamos una teor´ıa de extensiones de campos de
funciones con campo de constantes un campo finito, los cuales esta´n generados
por elementos de torsio´n bajo la accio´n de Carlitz–Hayes. Esta teor´ıa puede
ser considerada como una teor´ıa de tipo de Kummer para extensiones del tipo
de Carlitz–Hayes.
En el Cap´ıtulo 12 estudiamos las p–extensiones para campos de funciones
de caracter´ıstica p ≥ 0. Damos una breve introduccio´n a los vectores de Witt
los cuales estudian los p–extensiones c´ıclicas en caracter´ıstica p. Otro tipo de
extensiones que damos en el Cap´ıtulo 12 son las p–extensiones elementales
abelianos. Tambie´n damos las diversas definiciones de conductor y establece-
mos algunas de sus relaciones. En el Cap´ıtulo 13 aplicamos lo desarrollado
anteriormente: una demostracio´n combinatoria del ana´logo del Teorema de
Kronecker–Weber para campos de funciones racionales congruentes.
El Cap´ıtulo 14 trata sobre los campos de ge´neros de campos de funcio-
nes congruentes. Presentamos los resultados generales de esta teor´ıa basados
principalmente en los caracteres de Dirichlet. En el Cap´ıtulo 15 damos una
breve introduccio´n a los mo´dulos de Drinfeld, los cuales generalizan al mo´dulo
de Carlitz el cual es la base de los campos de funciones cicloto´micos. En este
cap´ıtulo presentamos, usando campos de clase, la ma´xima extensio´n abeliana
de un campo de funciones congruente.
El Cap´ıtulo 16 es una introduccio´n a la Teor´ıa de Iwasawa. En esta u´ltima
parte, nos basamos en los Cap´ıtulos 7 y 13 de [140]. Para poder dar una
introduccio´n a la Teor´ıa de Iwasawa hemos necesitado usar varios teoremas de
Teor´ıa de Campos de Clases los cuales escapan a los alcances de este escrito
y por tanto los hemos usado sin demostracio´n en varios casos. Algunos de
IX
los resultados necesarios pueden ser consultados en el Cap´ıtulo 17. El lector
puede, sin perder continuidad, esquivar las partes te´cnicas de estos teoremas.
El u´ltimo cap´ıtulo, que pretende ma´s bien ser un ape´ndice del libro, trata
sobre la teor´ıa de campos de clase, tanto de campos globales como de locales y
considerando tambie´n los campos de funciones. Se presentan algunas demos-
traciones aunque algunos resultados los enunciamos sin demostracio´n con sus
referencias respectivas. Este cap´ıtulo justifica varias afirmaciones hechas a lo
largo del libro.
Martha Rzedowski Caldero´n,
Gabriel D. Villa Salvador.
Me´xico, D.F., 27 de septiembre de 2017.
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1Teor´ıa algebraica de nu´meros
En este cap´ıtulo introductorio, pretendemos recordar ra´pidamente varios
conceptos que, en diversa medida, nos servira´n para nuestros objetivos en este
libro. Todos los resultados pueden ser consultados en [59, 73, 80, 97, 98, 126].
1.1. Discriminante y diferente
Por un campo nume´rico K entenderemos una extensio´n finita del campo de
los nu´meros racionales Q y OK denota el anillo de los enteros de K, es decir,
OK := {α ∈ K | Irr(α, x,Q) ∈ Z[x]}, donde Irr(β, t, E) denota al polinomio
mo´nico de mı´nimo grado f(t) en la variable t sobre el campo E, f(t) ∈ E[t],
tal que f(β) = 0.
Resulta ser que OK es un Z–mo´dulo libre de rango [K : Q]. En general,
si L/K es una extensio´n de campos nume´ricos, OL no necesariamente es un
OK–mo´dulo libre. Lo que s´ı se tiene es que
OL ∼= O[L:K]−1K ⊕ I
como OK–mo´dulos, donde I es un ideal de OK (ver Teorema 15.2.30).
Empezamos con el resultado de Dirichlet sobre las unidades.
Teorema 1.1.1 (Teorema de las unidades de Dirichlet). Sea K cual-
quier campo nume´rico, [K : Q] = r1 + 2r2 = n < ∞, donde r1 es el nu´mero
de encajes reales de K y 2r2 es el nu´mero de encajes complejos de K. Sea
UK el grupo de unidades de K, es decir del anillo de enteros OK de K:
UK := O∗K . Entonces, como grupos, tenemos UK ∼= WK × Zr1+r2−1 donde
WK son las ra´ıces de unidad que hay en OK . En otras palabras, existen uni-
dades w1, . . . , wr1 , wr1+1, . . . , wr1+r2−1 tales que todo elemento u de UK se
escribe de manera u´nica como
u = ζwα11 · · ·wαr1+r2−1r1+r2−1
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con ζ una ra´ız de unidad en K y α1, . . . , αr1+r2+1 ∈ Z. En particular, el grupo
de torsio´n de UK es WK . uunionsq
Sea L/K una extensio´n finita de campo nume´ricos.
Para cualquier subconjunto {ξ1, . . . , ξn} ⊆ OL se define el discriminante
de {ξ1, . . . , ξn} por
dL/K(ξ1, . . . , ξn) =
(
det[σjξi]1≤i,j≤n
)2
= det(TrL/K ξiξj)
donde σ1, . . . , σn son los n = [L : K] diferentes K–encajes de L en una
cerradura algebraica K¯ de K y TrL/K denota la traza de L a K.
Si L = K(a) y p(x) = Irr(a, x,K) entonces
dL/K(a) : = dL/K(1, a, a
2, . . . , an−1) =
∏
i<j
(σi(a)− σj(a))2
= (−1)n(n−1)/2NL/K(p′(a))
donde NL/K(a) denota la norma de a.
Sea {α1, . . . , αn} una base entera de K/Q, es decir, OK = Zα1⊕· · ·⊕Zαn,
y {β1, . . . , βn} ⊂ OK . Entonces si βi =
∑n
j=1 aijαj , n = [K : Q] con aij ∈ Z,
se tiene
dK/Q(β1, . . . , βn) = m
2dL/K(α1, . . . , αn), donde m = det[aij ] ∈ Z
y en particular, si {β1, . . . , βn} es tambie´n una base entera, entonces m = ±1
y
δK := dK/Q(β1, . . . , βn) = dK/Q(α1, . . . , αn)
se llama el discriminante del campo y es independiente de la base entera.
Se tiene que el signo de δK es igual a (−1)r2 donde [K : Q] = r1 + 2r2, r1
es el nu´mero de encajes reales de K y 2r2 es el nu´mero de encajes complejos,
esto es, no reales, de K. Para una demostracio´n ver Teorema 3.2.23. Adema´s
se tiene que
δK ≡ 0 o´ 1 mo´d 4.
Para una extensio´n finita L/K cualquiera de campos nume´ricos, sea M ⊆
L un subgrupo aditivo de L. El mo´dulo complementario a M se define por:
M ′ := {x ∈ L | TrL/K(xm) ∈ OK ∀ m ∈M}.
Notemos que si M es un OK–mo´dulo, entonces M ′ tambie´n es un OK–mo´dulo.
Ahora bien, si {α1, . . . , αn} es una base de L/K, la base dual de {α1, . . . , αn}
se define por {α′1, . . . , α′n} donde
TrL/K(αiα
′
j) = δij =
{
1 si i = j
0 si i 6= j , 1 ≤ i, j ≤ n.
Si M = OKα1 + · · ·+OKαn, entonces se tiene que M ′ = OKα′1 + · · ·+OKα′n.
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El diferente DL/K de L/K se define por
D−1L/K := O′L
es decir, como el inverso del mo´dulo complementario de OL.
Si P es un ideal primo de OK , se define la conorma de P por
conK/L p = pOL = Pe11 · · ·Pegg .
Si K ⊆ L ⊆ F es una torre de campos nume´ricos, entonces se tiene que
DF/K = DF/L conL/F DL/K .
El discriminante dL/K de la extensio´n L/K se define por
dL/K := NL/KDL/K .
Se tiene que dL/Q = 〈δL〉.
Un resultado muy u´til para el ca´lculo del diferente, es el siguiente:
Teorema 1.1.2. Se tiene que DL/K es el ma´ximo comu´n divisor del conjunto
{f ′(α) | α ∈ OL, L = K(α), f(x) = Irr(α, x,K)}
= 〈f ′(α) | α ∈ OL, L = K(α), f(x) = Irr(α, x,K)〉. uunionsq
Corolario 1.1.3. Si OL = OK [α] entonces DL/K = 〈f ′(α)〉 donde f(x) :=
Irr(α, x,K). uunionsq
Es decir, en general tenemos para una extensio´n L/K:
DL/K = 〈f ′(α) | α ∈ OL, L = K(α), f(x) = Irr(α, x,K)〉
y
dL/K = 〈NL/Kf ′(α) | α ∈ OL, L = K(α), f(x) = Irr(α, x,K)〉.
En particular, si OK = Z[α], DL/Q = 〈f ′(α)〉 y
δK = (−1)n(n−1)/2NK/Q(f ′(α) =
∏
i<j
(α(i) − α(j))2
donde α = α(1), . . . , α(n) son los conjugados de α y n = [K : Q].
Teorema 1.1.4 (Kummer). Sean A un dominio Dedekind, K = cocA el
campo de cocientes de A. Sean E/K una extensio´n finita y separable y B la
cerradura entera de A en E. Supongamos que existe α ∈ B tal que B = A[α].
Sea f(x) := Irr(α, x,Q). Fijemos un primo p en A. Sea f(x) := f(x) mo´d p y
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sea f(x) = P1(x)
e1 · · ·Pg(x)eg la factorizacio´n de f(x) en factores irreducibles
mo´nicos en (A/p)[x] y Pi(x) ∈ A[x] mo´nico. Entonces
pB = Pe11 · · ·Pegg P1, · · · ,Pg B E
p A K
donde Pi = p+〈Pi(α)〉, es su descomposicio´n como producto de ideales primos
de B. uunionsq
Theorem 1.1.5 (Dedekind). Sea L/K una extensio´n finita de campos nu-
me´ricos y P un ideal primo no cero de OK . Entonces si
conL/K P = pe11 . . . pegg
se tiene que algu´n ei > 1, es decir, pi es ramificado y P es ramificado si y
solamente si pi|DL/K y P|dL/K .
Demostracio´n. Presentamos un esquema de una parte de la demostracio´n para
K/Q.
Si p ∈ Z es un nu´mero primo, p ⊆ OK es un primo encima de p y DK/Q es
el diferente de K/Q, entonces veremos que si pe|〈p〉, se tiene que pe−1|DK/Q
lo cual implicara´ en particular que si p es ramificado, entonces e ≥ 2 y por lo
tanto e− 1 ≥ 1 y en particular p|D.
Para probar la afirmacio´n anterior pongamos (p) = pOK = pma con
mcd(a, p) = 1 y m ≥ e. Entonces si x ∈ pa, x = ∑ni=1 αiβi con αi ∈ p, βi ∈ a.
Por tanto xp
t ≡ ∑ni=1 αpti βpti mo´d p. Para t suficientemente grande se tiene
que αp
t
i ∈ pm y por tanto xp
t ∈ pma = 〈p〉. En particular obtenemos que
TrK/Q x
pt ∈ pZ.
Se tiene que TrK/Q x
pt ∈ pZ ⇒ (TrK/Q x)pt ∈ pZ ⇒ TrK/Q x ∈ pZ ⇒
TrK/Q(p
−1pa) ⊆ Z ⇒ p−1pa ⊆ D−1K/Q ⇒ DK/Qp−1pa ⊆ OK ⇒ DK/Q ⊆
pp−1a−1 = pmap−1a−1 = pm−1 ⇒ pm−1|DK/Q. uunionsq
1.2. Ramificacio´n en campos nume´ricos
Los resultados que aqu´ı presentamos pueden ser consultados en [80] y en
[98, Cap´ıtulo 4].
Uno de los problemas centrales que se presentan en la Teor´ıa de Nu´me-
ros es el problema de la ramificacio´n. Recordaremos a continuacio´n algunos
resultados generales que aplicaremos a nuestro caso particular de los campos
cicloto´micos.
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Como hemos recordado anteriormente, el diferente inverso D−1L/K de una
extensio´n de campos nume´ricos esta´ dado como el mo´dulo complementario
del anillo de enteros OL mediante la traza. Ma´s precisamente
D−1L/K := {x ∈ L | TrL/K(xOL ⊆ OK} =: O′L. (1.2.1)
Se tiene que D−1L/K ⊇ OL y es un ideal fraccionario.
Si p es un ideal primo no cero de OK , entonces el ideal extendido de p en
OL es pOL = Pe11 · · ·Pegg donde
[L : K] =
g∑
i=1
eifi y fi = [OL/Pi : OK/p].
Si ei > 1 decimos que Pi es ramificado y que p es ramificado. Adema´s
tenemos que NL/KPi = p
fi .
La conexio´n entre el diferente y la ramificacio´n esta´ expl´ıcitamente dada
en el siguiente resultado, el cual precisa el Teorema 1.1.5.
Teorema 1.2.1. Si p es un ideal no primo de OK y si pOL = Pe11 · · ·Pegg ,
entonces Pei−1i |DL/K . Ma´s au´n, Peii |DL/K si y solamente si p|ei donde p es
la caracter´ıstica del campo residual OK/p. uunionsq
Corolario 1.2.2. Se tiene que P|DL/K si y solamente si P es ramificado. uunionsq
Corolario 1.2.3. El nu´mero de primos de OL ramificados en L/K es finito
y los primos ramificados son exactamente los divisores de DL/K . uunionsq
Definicio´n 1.2.4. Con las notaciones anteriores, decimos que p (o que Pi) es
salvajemente ramificado si p|ei y moderadamente ramificado si p - ei.
Con respecto al discriminante, tenemos:
Corolario 1.2.5. El nu´mero de primos de OK ramificados en L es finito y
los primos ramificados son exactamente los divisores de dL/K . uunionsq
Notacio´n 1.2.6. Cuando K = Q, ponemos simplemente dL := dL/Q y DL :=
DL/Q.
Ejemplo 1.2.7. Consideremos una extensio´n cuadra´tica de Q: L := Q(
√
d)
donde d ∈ Z es libre de cuadrados, esto es, d = p1 · · · pr donde p1, . . . , pr son
primos distintos.
Se tiene que
√
d ∈ OL y que f(x) = Irr(
√
d, x,Q) = x2 − d. Por tanto
f ′(
√
d) = 2
√
d. Se sigue que DL|〈2
√
d〉 y que dL|〈NL/Q(2
√
d)〉 = 〈−4d〉 = 〈4d〉.
En particular, los primos ramificados se encuentran en {2, p1, . . . , pr}.
Sea α = a + b
√
d ∈ OL. Si b = 0, entonces α = a ∈ Z e Irr(α, x,Q) =
x−α =: pα(x). Se tiene p′α(x) = 1. Si b 6= 0, entonces Irr(α, x,Q) = (x−a)2−
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b2d = pα(x) = x
2−2ax+a2− b2d ∈ Z[x]. Obtenemos que p′α(α) = 2(α−a) =
2b
√
d y NL/Q(p
′
α(α)) = −4b2d = (2b)2(−d) ∈ Z.
Puesto que b ∈ Q y (2b)2d ∈ Z, si escribimos b = γβ con γ, β ∈ Z y primos
relativos se tiene que β|2 pues si algu´n nu´mero primo p divide a β, entonces
tenemos que (2b)2 = 4γ
2
p2β1
lo cual implica que p2|4. En particular obtenemos
que
〈NL/Q(p′α(α)) | α ∈ Q〉 =
{ 〈d〉 si existe α = a+ b√d ∈ OL, b 6∈ Z
〈4d〉 en otro caso.
Ahora si existe α = a+ b
√
d ∈ OL con b 6∈ Z, entonces b = b12 con b1 ∈ Z
impar. Tenemos que si a ∈ Z, entonces b√d ∈ OL pero Irr(b
√
d, x,Q) =
x2 − b2d 6∈ Z[x] lo cual es absurdo. Se sigue que a 6∈ Z pero 2a ∈ Z, esto es,
a = a12 con a1 impar.
Obtenemos que a2 − b2d = a214 − b
2
1
4 d =
a21−b21d
4 ∈ Z lo cual implica que
a21 − b21d ≡ 0 mo´d 4. Por lo tanto 1 ≡ a21 ≡ b21d mo´d 4 ≡ d mo´d 4. De esto se
obtiene que d ≡ 1 mo´d 4 y dQ(√d) = 〈d〉.
En otro caso, esto es, si d 6≡ 1 mo´d 4, entonces d ≡ 2, 3 mo´d 4 y dQ(√d) =
〈4d〉. Escribiendo piOLQ(
√
d) = P2i , 1 ≤ i ≤ r, se obtiene finalmente,
DQ(
√
d) =
 P1 · · ·Pr, d ≡ 1 mo´d 4,P20P1 · · ·Pr, d ≡ 3 mo´d 4,
P31P2 · · ·Pr, d ≡ 2 mo´d 4, p1 = 2,
donde 2OQ(√d) = P20 cuando d ≡ 3 mo´d 4.
1.3. Grupos de inercia, de descomposicio´n y de
ramificacio´n
Para estudiar ramificacio´n en extensiones de Galois tenemos a nuestra
disposicio´n los grupos de inercia, de descomposicio´n y de ramificacio´n. Ma´s
precisamente, sea L/K una extensio´n finita de Galois de campos nume´ricos.
Sea p un primo en OK y sea P un primo en OL que divide a p, esto es,
pOL = Pa con a un ideal de OL. Sea G := Gal(L/K). Se define:
Definicio´n 1.3.1. El grupo de descomposicio´n D(P|p) se define por
D(P|p) := {σ ∈ G | σP = P}.
Notemos que si σ ∈ D(P|p) entonces σ(OL) = OL y por tanto σ induce
un automorfismo
σ˜ : OL/P→ OL/P
tal que σ˜|OK/p = IdOK/p. En otras palabras σ˜ ∈ Gal
(
(OL/P)/(OK/p)
)
. El
mapeo
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θ : D(P|p) −→ Gal((OL/P)/(OK/p))
σ 7−→ σ˜
es un epimorfismo. El nu´cleo de θ es el grupo de inercia de P sobre p. Ma´s
precisamente
Definicio´n 1.3.2. El grupo de inercia I(P|p) de P sobre p se define por
I(P|p) := {σ ∈ D(P|p) | σ˜ = IdOL/P} = {σ ∈ G | σx− x ∈ P ∀ x ∈ OL}.
Se tiene que
D(P|p)
I(P|p)
∼= Gal(OL/P : OK/p).
En particular tenemos que el grado relativo es
f(P|p) := [OL/P : OK/p] = |D(P|p)||I(P|p)| .
Ma´s au´n, el ı´ndice de ramificacio´n e(P|p) = e de P sobre p, es decir pOL =
Pea con a de OL y P y a primos relativos, es igual a la cardinalidad de I(P|p):
e(P|p) = |I(P|p)|.
En consecuencia tenemos que |D(P|p)| = e(P|p)f(P|p).
Como L/K es de Galois, tenemos que e(σP|p) = e(P|p) y f(σP|p) =
f(P|p) para toda σ ∈ G y si ponemos e := e(P|p) y f := f(P|p), entonces
[L : K] = efg
donde g es el nu´mero de ideales primos de OL que dividen a p:
pOL = (P1 · · ·Pg)e con f = [OL/Pi : OK/p].
Notemos que, como OK/p es un campo finito, digamos que OK/p ∼= Fq,
OL/P ∼= Fqf , entonces Gal(OL/P : OK/p) es un grupo c´ıclico de orden f
generado por el automorfismo de Frobenius:
ϕp : Fqf → Fqf , ϕp(x) = xq.
Cuando p no es ramificado se tiene que I(P|p) = {Id} y por lo tanto existe
un u´nico θ ∈ G tal que θ˜ = ϕp. Este θ es el automorfismo de Frobenius y se
denota por: θ =
[
L/K
P
]
.
Se tiene que
[
L/K
σP
]
= σθσ−1 = σ
[
L/K
P
]
σ−1. Notemos que
D(σP|p) = σD(P|p)σ−1 y I(σP|p) = σI(P|p)σ−1.
8 1 Teor´ıa algebraica de nu´meros
El s´ımbolo de Artin
(
L/K
p
)
esta´ definido por la clase de conjugacio´n(
L/K
p
)
=
{
σ
[
L/K
P
]
σ−1 | σ ∈ G
}
.
Cuando L/K es una extensio´n abeliana y p es no ramificado se tiene que
el s´ımbolo de Artin consta de un elemento, esto es,
(
L/K
p
)
∈ G y satisface(
L/K
p
)
(x) ≡ xq mo´d P ∀ x ∈ OL.
Definicio´n 1.3.3. Con la notacio´n anterior, ponemos G−2 := G, G−1 :=
D(P|p), G0 := I(P|p) y en general para i ≥ −1, i ∈ Z, se define el i–e´simo
grupo de ramificacio´n Gi por:
Gi := {σ ∈ G−1 | σa− a ∈ Pi+1 ∀ a ∈ OL}.
Proposicio´n 1.3.4. Las siguientes condiciones son equivalentes
(i) σ ∈ Gi, i ≥ −1, es decir, σa− a ∈ Pi+1 ∀ a ∈ OL.
(ii) σpi − pi ∈ Pi+1 para un elemento pi ∈ OL tal que vP(pi) = 1.
Demostracio´n. (I) ⇒ (II): Es inmediata.
(II) ⇒ (I): Sea E el campo de inercia de P, esto es, E := LG0 . Entonces si
q := P ∩ OE , se tiene que q es totalmente ramificado en la extensio´n L/E.
Tomamos las localizaciones B := OL,P ⊇ OL y A := OE , q. Entonces A y
B son anillos de valuacio´n discreta y B es un A–mo´dulo libre de rango |G0|.
Entonces B = A[pi]. Si a ∈ B, entonces se tiene
a =
e−1∑
i=0
αipi
i, e := |G0|, y αi ∈ A.
Por lo tanto
σa− a =
e−1∑
i=0
αi(σpi
i − pii)
=
e−1∑
i=1
αi(σpi − pi)(σpii−1 + (σpii−2) · pi + · · ·+ (σpi) · pii−2 + pii−1)
∈ Pi+1B.
En particular, si a ∈ OL, σa− a ∈ Pi+1B ∩ OL = Pi+1. uunionsq
Se tiene que Gi es un subgrupo normal de G−1 = D(P|p), Gi+1 ⊆ Gi.
Adema´s para i suficientemente grande tenemos que Gi = {Id}.
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Para σ ∈ G−1, σ 6= Id, existe i tal que σ ∈ Gi\Gi+1. Se define iG−1(σ) := i.
Si σ = Id definimos iG−1(σ) = ∞. Notemos que iG−1(σ) ≥ i + 1 si y so´lo si
σ ∈ Gi. Adema´s se tiene∑
σ 6=Id
iG−1(σ) =
∞∑
i=0
(|Gi| − 1).
La conexio´n con el diferente la obtenemos del siguiente resultado:
Teorema 1.3.5. Sean P y p como antes. Sea s ≥ 0 la potencia de P que
aparece en DL/K . Entonces
s =
∑
σ 6=Id
iG−1(σ) =
∞∑
i=0
(|Gi| − 1). uunionsq
Corolario 1.3.6. Se tiene que P es salvajemente ramificado si y solamente
si G1 6= {Id}. uunionsq
Ahora consideremos un subgrupo H de G−1. Sean E := LH , el campo fijo
de H, y q := P ∩ E. Entonces los grupos de ramificacio´n de H satisfacen:
Proposicio´n 1.3.7. Para σ ∈ H se tiene iH(σ) = iG−1(σ) y Hi = Gi ∩ H
para toda i ≥ −1. uunionsq
Ahora veamos algunas otras propiedades de los grupos de inercia que
usaremos ma´s adelante, en particular en la demostracio´n del Teorema de
Kronecker–Weber.
Sea E un campo nume´rico, OE su anillo de enteros. Sea P un ideal primo
no cero de OE . Sea S := OE \ P el complemento de P y OˆE := S−1OE =
(OE)P la localizacio´n de de OE en P. Se tiene que OˆE =
{
α
β ∈ E | α, β ∈
OE , β /∈ P
}
. Entonces OˆE es un anillo local con ideal ma´ximo Pˆ := POˆE ={
α
β ∈ E | α ∈ P, β ∈ OE \P
}
y las unidades de OˆE son Oˆ∗E = OˆE \ Pˆ. Sean
U (0) = Oˆ∗E y U (n) = 1 + Pˆn ⊆ Oˆ∗E , n ≥ 1.
Entonces U (i) es cerrado con la multiplicacio´n para i ≥ 0 y de hecho si vP
es la valuacio´n Pˆ–a´dica U (i) = {x ∈ Oˆ∗E | vP(x− 1) ≥ i}. Notemos que para
i ≥ 1, U (i)/U (i+1), el cual entenderemos como las clases de equivalencia
1 + x ∼ 1 + y ⇐⇒ x− y ∈ U (i+1),
es un grupo pues el inverso de la clase (1 + x) es (1 + x)−1 = 1− x, lo cual se
sigue del hecho de que (1 + x)(1− x) = 1− x2 ∈ U (i+1).
Proposicio´n 1.3.8. Sea E cualquier campo nume´rico. Entonces
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(1) U (0)/U (1) ∼= (OE/P)∗.
(2) U (i)/U (i+1) ∼= Pˆi/Pˆi+1 ∼= Pi/Pi+1 ∼= OE/P para i ≥ 1.
Demostracio´n. (1) Sea ϕ : U (0) → (OˆE/Pˆ)∗, ϕ(x) = x mo´d Pˆ. Enton-
ces ϕ es un epimorfismo de grupos abelianos multiplicativos. Adema´s
nu´cϕ = {x ∈ Oˆ∗E | ϕ(x) = x mo´d Pˆ ≡ 1 mo´d Pˆ} = U (1). Por tanto
U (0)/U (1) ∼= (OE/P)∗.
(2) Sea ψ : Pˆi −→ U (i), ψi(x) = 1 + x. Entonces ψ es un mapeo
biyectivo, que no es homomorfismo, tal que compuesto con la pro-
yeccio´n natural U (i) → U (i)/U (i+1) nos da una funcio´n suprayectiva
ψ˜i : Pˆ
i → U (i)/U (i+1) donde tanto Pˆi como U (i)/U (i+1) son grupos
abelianos. Sean x, y ∈ Pˆi, entonces ψ˜i(x+y) = 1+(x+y) mo´d U (i+1)
y
ψ˜i(x)ψ˜i(y) = (1+x)(1+y) mo´d U
(i+1) = 1+(x+y)+(xy) mo´d U (i+1).
Ahora bien, puesto que x, y ∈ Pˆi con i ≥ 1 y en particular i+ 1 ≤ 2i,
entonces xy ∈ Pˆ2i ⊆ Pˆi+1 y por tanto 1 + xy ≡ 1 mo´d U (i+1). Se
sigue que ψ˜i(xy) = ψ˜i(x)ψ˜i(y).
Entonces ψˆi es un epimorfismo de grupos con nu´c ψ˜i = Pˆ
i+1 de donde
obtenemos que U (i)/U (i+1) ∼= Pˆi/Pˆi+1.
Como siguiente paso probemos que Pi/Pi+1 ∼= Pˆi/Pˆi+1 para i ≥ 1.
Sea Pi
α−→ Pˆi β−→ Pˆi/Pˆi+1 los homomorfismos naturales α(x) = x1 y
β(y) = y mo´d Pˆi+1. Puesto que claramente tenemos que nu´c(β ◦α) =
Pi+1, basta probar que β ◦ α es suprayectiva. Sea xt ∈ Pˆi, es decir
x ∈ Pˆi, t /∈ Pˆ. Entonces puesto que P es maximal y t /∈ P, se tiene
que (t)+P = OE y por tanto Pi(t)+Pi+1 = Pi. En particular existen
a ∈ Pi y z ∈ Pi+1 tales que at+ z = x y xt − a1 = zt ∈ Pˆi+1.
Por tanto (β ◦ α)(a) = a1 mo´d Pˆi+1 = xt mo´d Pˆi+1 y β ◦ α es supra-
yectiva probando que Pi/Pi+1 ∼= Pˆi/Pˆi+1 para i ≥ 0.
Para i = 0, OˆE/Pˆ ∼= OE/P. Finalmente probaremos que Pˆi/Pˆi+1 ∼=
OˆE/Pˆ y con esto terminaremos la demostracio´n. Puesto que OˆE es
un anillo de valuacio´n y Pˆ = (pi) es principal, el mapeo
OˆE → Pˆi → Pˆi/Pˆi+1
x 7→ xpii 7→ xpii mo´d Pˆi+1
es un epimorfismo de grupos con nu´cleo Pˆi. uunionsq
La conexio´n que tenemos entre los grupos de ramificacio´n y los grupos
U (i)/U (i+1) nos lo da el siguiente resultado.
Proposicio´n 1.3.9. Sea K/Q una extensio´n finita de Galois con grupo de
Galois G. Sean p un nu´mero primo racional y P un primo en OK sobre p.
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Sea G−1 = D(P|p) el grupo de descomposicio´n, G0 = I(P|p) el grupo de
inercia y Gi, i ≥ 1 los grupos de ramificacio´n. Sean U (i) = 1 + Pˆi, i ≥ 0, con
U (0) = Oˆ∗K . Sea pi ∈ OK un elemento primo de Pˆ, es decir, (pi) = Pˆ para lo
cual es suficiente seleccionar pi ∈ P \ P2. Entonces σ ∈ Gi ⇐⇒ σ(pi)/pi ∈
U (i), i ≥ 0.
Demostracio´n. Recordemos que σ ∈ Gi ⇐⇒ σpi − pi ∈ Pi+1 (Proposicio´n
1.3.4). Por lo tanto para σ ∈ Gi ⇐⇒ σpi − pi ∈ Pˆi+1 ⇐⇒ σpipi − 1 ∈ Pˆi
siendo esto u´ltimo equivalente a que σpipi ∈ 1 + Pˆi = U (i). uunionsq
Proposicio´n 1.3.10. Sea L/K una extensio´n de Galois con grupo G. Se tiene
para i ≥ 0 que el mapeo
ϕ : Gi/Gi+1 → U (i)/U (i+1), ϕ(σ mo´d Gi+1) := σpi/pi mo´d U (i+1),
donde pi es un elemento primo de P, vP(pi) = 1, es un monomorfismo de gru-
pos que es independiente de pi. En particular Gi/Gi+1 es un p–grupo elemental
abeliano donde p es la caracter´ıstica de OK/P.
Demostracio´n. Sea pi1 otro elemento primo, por lo que pi1 = αpi con α una
unidad. Por lo tanto
σpi1
pi1
=
σpi
pi
· σα
α
.
Si σ ∈ Gi, σα−α ∈ Pi+1 lo cual implica que σαα −1 ∈ U (i+1) lo cual demuestra
que ϕ no depende del elemento primo pi.
Sean ahora σ, θ ∈ Gi, entonces
σθ(pi)
pi
=
σpi
pi
· θpi
pi
· σu
u
, u =
θpi
pi
.
Puesto que u es una unidad, la observacio´n anterior muestra que σuu ∈ U (i+1)
y por lo tanto ϕ(σθ) = ϕ(σ)ϕ(θ) y ϕ es un homomorfismo de grupos. Final-
mente, si ϕ(σ) = 1, entonces σpipi ∈ U (i+1). Por la Proposicio´n 1.3.9 se sigue
que σ ∈ Gi+1 por lo que ϕ es inyectiva. uunionsq
Notemos que la Proposicio´n 1.3.10 prueba que Gi/Gi+1 es elemental abe-
liano para i ≥ 0 y por tanto G1 es un p–grupo, donde p es la caracter´ıstica
de los campos residuales OL/P y OK/p, y que G0/G1 ⊆ (OL/P)∗, es decir,
G0/G1 es un grupo c´ıclico de orden primo relativo a |(OL/P)∗| y por tanto
de orden primo relativo a p. En particular
Corolario 1.3.11. Sea p la caracter´ıstica del campo residual OL/P. Se tiene
que G−1 = D(P|p) es un grupo soluble, G0/G1 es un grupo c´ıclico de orden
primo relativo a p y G1 es un p–grupo. Si P|p es moderadamente ramificado,
entonces G0 es c´ıclico. Finalmente Gi/Gi+1 es un p–grupo elemental abeliano
para i ≥ 1. uunionsq.
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Un resultado que necesitaremos para demostrar el Teorema de Kronecker–
Weber es el siguiente.
Proposicio´n 1.3.12. Sea K/Q una extensio´n finita de Galois con grupo G.
Supongamos que G−1/G1 es un grupo abeliano. Entonces si ϕ : G0/G1 →
U (0)/U (1) ∼= (OK/p)∗ es el mapeo dado en la Proposicio´n 1.3.10, se tiene que
imϕ ⊆ (Z/pZ)∗, donde p ∩ Z = (p).
Demostracio´n. Sean σ ∈ G0 y ϕ(σ¯) = α ∈ (OK/p)∗, es decir, ϕ(σ¯) = σpipi mo´d
p = α, esto es, σpi = αpi mo´d p. Sea θ ∈ G−1 arbitrario y sea pi1 := θ−1(pi), el
cual es un elemento primo para p, entonces se tiene
σθ−1(pi) ≡ αθ−1(pi) mo´d p.
Por ser G−1/G1 abeliano tenemos
(θσθ−1)(pi) ≡ σpi ≡ θ(α)pi mo´d p ≡ αpi mo´d p.
Por tanto θ(α) ≡ α mo´d p para toda θ ∈ G−1/G1. Se sigue que α es invariante
bajo G−1/G0 ∼= Gal
(
(OK/p) : (Z/pZ)
)
y por tanto α ∈ Z/pZ. uunionsq
Regresaremos a los grupos de ramificacio´n en la Subsecio´n 17.4.2 cuando
estudemos teor´ıa de campos de clase locales.
1.4. Primos infinitos
Sea K un campo nume´rico, [K : Q] = n = r1 + 2r2. Sean
σ1, . . . , σr1 , σr1+1, . . . , σr1+r2 , σr1+1, . . . , σr1+r2
los r1 encajes reales de K y los 2r2 encajes complejos:
σi : K −→ R, 1 ≤ i ≤ r1,
σr1+j : K −→ C, 1 ≤ j ≤ r2, σr1+j(K) * R.
Sea | | el valor absoluto usual de C. Definimos los siguientes valores abso-
lutos definidos sobre K:
|x|σi := |σix|, 1 ≤ i ≤ r1 + r2, donde |σr1+jx| = |σr1+jx|.
Definicio´n 1.4.1. Los valores absolutos
{| |σi}1≤i≤r1+r2 son los primos infi-
nitos de K. Los valores absolutos
{| |σi}1≤i≤r1 son los primos infinitos reales
y
{| |σ1+j}1≤j≤r2 son los primos infinitos complejos.
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En Q u´nicamente existe un primo infinito, el cual es real, y corresponde
al valor absoluto usual. Para [K : Q] = n = r1 + 2r2 se tienen r1 + r2 primos
infinitos, r1 reales y r2 complejos.
Notemos que esta definicio´n de hecho generaliza el concepto de primo,
pues si p es un primo de OK , a p le podemos asociar su valuacio´n: si x ∈ K∗,
xOK = 〈x〉 = pna con (p, a) = 1, n ∈ Z. Entonces vp(x) = n y definimos el
valor absoluto p–a´dico:
|x|p := p−fn donde p ∩Q = 〈p〉, nL/Qp = pf ,
es decir, donde f es el grado de inercia.
En otras palabras, |x|p = p−fn = (NK/Qp)vp(x). Se define |0|p = 0. Este
valor absoluto es no arquimediano:
|x+ y|p ≤ ma´x{|x|p, |y|p}
y los valores absolutos | |σi son arquimedianos. Resumiendo, podemos pensar
en“primos” de K como un valor absoluto de K.
Ahora consideremos L/K una extensio´n de campos nume´ricos. Sea ω : L→
C un encaje de L y sea ω|K = σ, σ : K → C es un encaje de K. Notemos que
si ω es real, σ necesariamente es real, pero si ω es complejo, entonces σ puede
ser real o complejo.
Definicio´n 1.4.2. Con la notacio´n anterior, decimos que ω (o σ) es ramificado
si σ es real y ω es complejo y definimos que el ı´ndice de ramificacio´n como 2:
e(ω|σ) = 2. Esto se hace pensando en que [C : R] = 2 o en que ω|K = ω|K = σ.
En el caso de que ω y σ sean ambos reales o ambos complejos, entonces
definimos el ı´ndice de ramificacio´n como 1: e(ω|σ) = 1.
En cualquier caso, el grado de inercia lo definimos como 1: f(ω|σ) = 1
siempre.
Se tiene e(ω|σ)f(ω|σ) =
{
2 2 si ω es complejo y σ es real
1 en otro caso.
.
En particular, si fijamos σ : K → C un encaje. σ tiene [L : K] extensiones
a encajes ω : L→ C. Si ω y ω son dos complejos conjugados de estos encajes,
ω y ω los consideramos los mismos y denotamos a cualquier extensio´n ω por
ω|σ.
Entonces ∑
ω|σ
e(ω|σ)f(ω|σ) = [L : K].
Esta fo´rmula es exactamente la misma fo´rmula que para los primos finitos:∑
P|p
e(P|p)f(P|p) = [L : K]
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donde p es un primo de OK y P|p recorre los primos de OL sobre p.
Terminamos esta seccio´n mencionando el Teorema de Hilbert sobre la
ma´xima extensio´n abeliana no ramificada de un campo. Ver Corolario 17.7.14
y Proposicio´n 17.7.30
Teorema 1.4.3 (Campo de clase de Hilbert). Sea K una extensio´n finita
de Q y sea IK su grupo de clases de ideales de K. Sea HK la ma´xima extensio´n
abeliana de K no ramificada en ningu´n primo, finito o infinito. Entonces HK
es una extensio´n finita y de Galois de K con grupo de Galois isomorfo a IK :
Gal(HK/K) ∼= IK (ver Corolario 17.7.14). uunionsq
2Teor´ıa de Galois infinita
2.1. L´ımites directos y l´ımites inversos
Primero recordemos algunos conceptos generales. Sea A un anillo conmu-
tativo con unidad.
Definicio´n 2.1.1. Un conjunto dirigido I es un conjunto no vac´ıo parcial-
mente ordenado tal que para cualesquiera i, j ∈ I existe k ∈ I tal que i ≤ k y
j ≤ k.
Sean I un conjunto dirigido y {Mi}i∈I un conjunto de A–mo´dulos. Si para
cualesquiera i, j ∈ I con i ≤ j existe ϕi,j : Mi →Mj un A–homomorfismo tal
que
(i) ϕii = IdMi para toda i ∈ I,
(ii) ϕik = ϕjk ◦ ϕij para cualesquiera i ≤ j ≤ k,
entonces decimos que {Mi, ϕij , I}i,j∈I
i≤j
forman un sistema directo sobre I.
Definicio´n 2.1.2. Si {Mi, ϕij , I}i,j∈I
i≤j
es un sistema directo, el l´ımite directo
se define como el A–mo´dulo
l´ım−→
i∈I
Mi =: M
definido por M = P/N donde P = ⊕i∈IMi y N = 〈mi−ϕij(mi) | i ∈ I,mi ∈
Mi, i ≤ j〉.
Sea hi : Mi → M dado por hi = pi ◦ µi donde µi : Mi → P es el encaje
natural y pi : P → P/N es la proyeccio´n natural. En otras palabras
hi(x) := (ξj)j∈I mo´d N donde ξj =
{
0 si j 6= i
x si j = i.
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Se tiene que hi = hj ◦ ϕij para i ≤ j, i, j ∈ I pues mi ≡ ϕij(mi) mo´d N
para toda mi ∈Mi.
Enunciamos en el siguiente resultado todas las propiedades que necesita-
remos a lo largo de este libro.
Teorema 2.1.3. Sea I un conjunto dirigido, {Mi, ϕij , I}i,j∈I
i≤j
un sistema di-
recto y M = l´ım−→Mi, el l´ımite directo. Sean hi : Mi → M los homomorfismos
naturales. Entonces
(1) Dado m ∈M , existen i ∈ I y x ∈Mi tales que m = hi(x).
(2) Todo elemento que es 0 en M , es que era eventualmente 0 en los
Mi’s. Esto es, si hi(x) = 0 con x ∈ Mi, entonces existe j ≥ i tal que
ϕij(x) = 0 ∈Mj.
(3) M satisface la siguiente propiedad universal: Sea N un A–mo´dulo
tal que para toda i ∈ I existe θi : Mi → N un homomorfismo de A–
mo´dulos tal que
Mi
ϕij //
θi   
Mj
θj~~
N
θj ◦ ϕij = θi para toda i ≤ j.
Entonces existe un u´nico homomorfismo θ : M → N tal que
Mi
hi //
θi   
M
θ~~
N
θ ◦ hi = θi para toda i ∈ I.
(4) M esta´ caracterizado por la propiedad universal de (3).
(5) Si {Mi}i∈I es una familia de submo´dulos de un A–mo´dulo N tal
que para cualesquiera i, j ∈ I existe k ∈ I tal que Mi + Mj ⊆ Mk.
Se define i ≤ j en I si y so´lo si Mi ⊆ Mj. Entonces I es un sistema
dirigido y se define ϕij : Mi → Mj como el encaje natural cuando
i ≤ j. Entonces
M = l´ım−→
i∈I
Mi =
∑
i∈I
Mi =
⋃
i∈I
Mi
donde hi : Mi →M es el encaje natural.
Demostracio´n. [7, pags. 32–33]. uunionsq
Estamos interesados en el caso especial de una extensio´n de Galois de
campos. Podemos considerar a los campos como Z–mo´dulos. Sea L/K una
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extensio´n cualquiera de Galois, no necesariamente finita. Para cada α ∈ L,
K(α)/K es una extensio´n finita. Entonces L =
⋃
α∈L
K(α) = l´ım−→
α∈L
K(α), donde
los homomorfismos esta´n dados por el encaje natural K(α) → K(β) para
K(α) ⊆ K(β).
Notemos que con esta notacio´n, el conjunto dirigido es I := {K(α) | α ∈ L}
donde se defineK(α) ≤ K(β) ⇐⇒ K(α) ⊆ K(β). Veamos cual es la conexio´n
con los grupos de Galois.
Para este fin, consideremos ahora l´ımites inversos. Sea I un conjunto diri-
gido. Para cada i ∈ I consideremos un objeto Ai, el cual puede ser un grupo,
un espacio topolo´gico, un anillo, un mo´dulo, un conjunto, etc. Nuestro intere´s
sera´ fundamentalmente en considerar Ai un grupo finito con la topolog´ıa dis-
creta.
Definicio´n 2.1.4. Un sistema inverso {Ai, φji, I}i,j∈I
i≤j
es un sistema tal que
φji : Aj → Ai son morfismos para i ≤ j tales que:
(1) φii = IdAi para toda i ∈ I.
(2) φji ◦ φkj = φki para i ≤ j ≤ k,
Ak
φkj //
φki   
Aj
φji~~
Ai
(por morfismo entendemos homomorfismo si los objetos son grupos,
anillos, campos, mo´dulos o cualquier otra estructura algebraica; fun-
cio´n continua si los objetos son espacios topolo´gicos, homomorfismo
continuo si los objetos son grupos o anillos topolo´gicos y simples fun-
ciones si los Ai’s son simplemente conjuntos).
Si {Ai, φji, I}i,j∈I
i≤j
es un sistema inverso, entonces decimos que (X,ϕi)i∈I
es un l´ımite inverso del sistema si ϕi : X → Ai son morfismos tales que
φji ◦ ϕj = ϕi para i ≤ j X
ϕj //
ϕi 
Aj
φji~~
Ai
y si (Y, µi)i∈I es otro sistema tal que µi : Y → Ai son morfismos tales que
Y
µj //
µi 
Aj
ϕij~~
Ai
ϕij ◦ µj = µi para toda i ≤ j
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entonces existe un u´nico morfismo ξ : Y → X tal que
Y
ξ //
µi   
X
ϕi~~
Ai
ϕi ◦ ξ = µi para toda i ∈ I.
Escribimos
X = l´ım←−
i∈I
Ai = l´ım←−
i
Ai = l´ım←−Ai.
Teorema 2.1.5. Dado un sistema inverso {Ai, φji, I}i,j∈I
i≤j
existe el l´ımite in-
verso (X,ϕi)i∈I , X = l´ım←−
i∈I
Ai. Se tiene que (X,ϕi)i∈I es u´nico salvo isomor-
fismo.
Ma´s au´n (X,ϕi)i∈I se puede realizar como las “sucesiones coherentes” de
B :=
∏
i∈I Ai, el producto directo, es decir
X = {(ai)i∈I ∈ B | ai = φji(aj) para toda i, j ∈ I, i ≤ j}
donde φi : X → Ai es la i–e´sima proyeccio´n.
Demostracio´n. Se puede consultar la demostracio´n en [134, Cap´ıtulo 11] o en
[105]. Aqu´ı la volvemos a presentar.
Primero veamos la unicidad. Si (Z, θi)i∈J es otro l´ımite inverso, entonces
existe mapeos u´nicos α : X → Z, β : Z → X tales que los siguientes diagramas
conmutan:
θi ◦ α = ϕi X α //
ϕi   
Z
β //
θi

X
ϕi~~
Ai
ϕi ◦ β = θi
Entonces β ◦ α y IdX satisfacen que ϕi ◦ (β ◦ α) = ϕi = ϕi ◦ (IdX). Por la
unicidad tenemos que β ◦ α = IdX . Ana´logamente tenemos α ◦ β = IdZ . Esto
prueba que α y β son isomorfismos inversos uno del otro entre X y Z.
Para ver la existencia, sea B :=
∏
i∈I
Ai. Se define X := {(ai)i∈I ∈ B |
φkj(ak) = aj si j ≤ k} (B se considera con las operaciones entrada por en-
trada en el caso de grupos, anillos, campos, mo´dulos, etc. o con la topolog´ıa
producto en el caso de espacios topolo´gicos). Sea pii : B → Ai la proyeccio´n y
sea ϕi : X → Ai, ϕi := pii|X . Se tiene que(
φji ◦ ϕj
)(
(ak)k∈I
)
= φji(aj) = ai = ϕi
(
(ak)k∈I
)
para todo (ak)k∈I ∈ X. Si (Y, ξi)i∈I es tal que ξi : Y → Ai satisface φji◦ξj = ξi
para i ≤ j, sea ξ : Y → X dada por ξ(y) := (ξi(y))i∈I . Entonces ξ esta´ bien
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definido puesto que (ϕi ◦ ξ)(y) = ϕi
(
(ξk(y)k∈I
)
de tal forma que ξ(y) ∈ X.
pues φji(ξj(x)) = ξi(x). Por tanto X es un l´ımite inverso de
{
Ai, φji, I
}
. uunionsq
Observacio´n 2.1.6. Si para cada i ∈ I, Ai es un espacio topolo´gico Haus-
dorff, damos a A :=
∏
i∈I
Ai la topolog´ıa producto y l´ım← Ai es un espacio to-
polo´gico con la topolog´ıa inducida. Siempre supondremos que los mapeos φji
son continuos. Ahora, las funciones φi son siempre continuas pues si U es
un abierto de Ai, tenemos que φ
−1
i (U) = pi
−1
i (U) ∩ l´ım← Ai y pi
−1
i (U) es un
conjunto abierto en A por la definicio´n de la topolog´ıa producto.
Se tiene mucho ma´s. Si V es un conjunto abierto de X = l´ım← Ai, veremos
que V contiene a algu´n conjunto de la forma φ−1k (Uk) para algu´n conjunto
abierto Uk de Ak y algu´n k ∈ I. Se tiene que V esta´ generado por uniones e
intersecciones finitas de conjuntos de la forma pi−1j (Uj) ∩X, por lo que basta
verificar que φ−1i (Ui) ∩ φ−1j (Uj) = φ−1k (Uk) para algu´n k.
Sea k ≥ i, j y sea Uk := φ−1kj (Uj) ∩ φ−1ki (Ui). Entonces
φ−1k (Uk) = φ
−1
k (φ
−1
kj (Uj)) ∩ φ−1k (φ−1ki (Ui)) = φ−1j (Uj) ∩ φ−1i (Ui).
Observacio´n 2.1.7. Se puede probar que si {Ai, φji, I}i,j∈I
i≤j
es un sistema
inverso de espacios compactos Hausdorff no vac´ıos, entonces X 6= ∅.
Tambie´n en general, si los Ai son espacios topolo´gicos (y posiblemente algo
ma´s) consideramos a B =
∏
i∈I Ai con la topolog´ıa producto. Entonces X es
un subespacio cerrado de B (Proposicio´n 2.1.8). En particular, si cada, Ai es
compacto, entonces B es compacto y por lo tanto X es compacto.
Proposicio´n 2.1.8. X es cerrado en B.
Demostracio´n. Sea
(
ai
)
i∈I ∈ B\X. Entonces existen i ≤ j tales que φji(aj) 6=
ai. Por ser Ai Hausdorff existen vecindades abiertas U de φji(aj) y V de ai
tales que U ∩ V = ∅. Sea W := φ−1ji (U), el cual es un abierto de Aj . El
conjunto U˜ = V ×W × ∏
k 6=i,j
Ak ⊆ B es un abierto y (ai)i∈I ∈ U˜ . Puesto que
φji(W ) ⊆ U y U ∩ V = ∅ se tiene que U˜ ∩X = ∅ lo cual prueba que B \X
es abierto y que X es cerrado. uunionsq
Como mencionamos anteriormente, estamos interesados en grupos de Ga-
lois, por ello recordamos la siguiente definicio´n.
Definicio´n 2.1.9. Un grupo de G se llama grupo topolo´gico si G es un espacio
topolo´gico tal que las operaciones de grupo
◦ : G×G→ G y i : G→ G
(x, y) 7→ xy x 7→ x−1
son funciones continuas.
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CuandoG sea un grupo finito, siempre le daremos aG la topolog´ıa discreta.
En general tenemos:
Proposicio´n 2.1.10. Un grupo topolo´gico G es Hausdorff si y solamente si
la identidad de G, {e} es cerrada en G.
Demostracio´n. Si G es Hausdorff, los puntos son cerrados.
Rec´ıprocamente, si {e} es un conjunto cerrado en G, entonces µ−1({e}) ⊆
G×G es un conjunto cerrado donde µ : G×G→ G esta´ dada por µ(x, y) =
xy−1. Ahora bien, µ es una funcio´n continua por ser la composicio´n de las
funciones continuas (Id, i) : G × G → G × G, (Id, i)(x, y) = (x, y−1) y la
multiplicacio´n. Ahora, µ−1({e}) = {(x, x) | x ∈ G} = ∆. Sabemos en general
que un espacio topolo´gico X es Hausdorff si y solamente si ∆ = {(x, x) | x ∈
X} es cerrado en X ×X. Por lo tanto G es Hausdorff. uunionsq.
Otra observacio´n es que no solamente {e} caracteriza si G es Hausdorff o
no, sino que la topolog´ıa misma de G esta´ determinada por las vecindades de
{e}. Esto se sigue de que si g ∈ G esta´ fijo, entonces ξg : G → G dada por
ξg(h) = gh es un homeomorfismo de espacios topolo´gicos pues ξg es continua
y ξ−1g = ξg−1 . Adema´s ξg(e) = g. Por lo tanto W es un vecindad de g si y
solamente si g−1W = ξg−1(W ) es una vecindad de {e}.
Una pregunta que contestaremos a continuacio´n es: ¿Que´ grupos G pueden
ser grupos de Galois de alguna extensio´n de campos? Sabemos que si G es
finito, entonces G es el grupo de Galois de una extensio´n de campos L/K. Re-
cordemos ra´pidamente su demostracio´n para ver ma´s adelante su contraparte
infinita.
Sea k cualquier campo y sea n ∈ N tal que G es subgrupo del grupo sime´tri-
co Sn. Sean x1, . . . , xn variables independientes y L := k(x1, x2, . . . , xn) =
coc k[x1, x2, . . . , xn] el campo de las funciones racionales en n variables, esto
es, k[x1, . . . , xn] es el anillo de polinomios en n variables y k(x1, . . . , xn) el
campo de cocientes.
Hacemos actuar Sn sobre L de la siguiente forma. Si σ ∈ Sn y si
f(x1, . . . , xn) ∈ L, entonces
(σ ◦ f)(x1, . . . , xn) := f(xσ(1), . . . , xσ(n)).
Al considerar G como subgrupo de Sn, se sigue del Teorema de Artin, que
L/LG := K es una extensio´n de Galois con grupo de Galois G.
Resulta ser que no cualquier grupo infinito puede ser el grupo de Galois de
alguna extensio´n. Por ejemplo, veremos que Z no puede ser grupo de Galois
de ninguna extensio´n de campos.
Definicio´n 2.1.11. Un grupo profinito G es un grupo topolo´gico Hausdorff
compacto que contiene una base de vecindades abiertas de {e} que consiste
de subgrupos normales de G.
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Observacio´n 2.1.12. Si G es un grupo finito, a G se le da la topolog´ıa dis-
creta y con esta topolog´ıa G es un grupo profinito.
La razo´n por la cual los grupos de la Definicio´n 2.1.11 se llaman profinitos
es debido a que son l´ımites inversos de grupos finitos. De hecho tenemos el
siguiente resultado.
Teorema 2.1.13. Sea G un grupo topolo´gico. Las siguientes condiciones son
equivalentes.
(i) G es un grupo profinito.
(ii) G es el l´ımite inverso de grupos finitos.
(iii) G es un grupo topolo´gico Hausdorff compacto totalmente discone-
xo, es decir, las componentes conexas de G son los puntos.
(iv) G es un grupo topolo´gico Hausdorff compacto que tiene una base
de vecindades de {e} que consiste de subgrupos normales de G.
Demostracio´n. Ver [134, Theorem 11.3.16, pa´gina 398]. uunionsq.
Observacio´n 2.1.14. Notemos que un grupo profinito G es completo, es de-
cir, toda sucesio´n de Cauchy en G converge en G.
Ejemplos 2.1.15. (1) Si G es finito, entonces G es profinito.
(2) Sea I := N con orden definido por n ≤ m ⇐⇒ n|m. Sea
fm.n : Z/mZ→ Z/nZ
a mo´d m 7→ a mo´d n.
Entonces el anillo de Pru¨fer Zˆ se define por
Zˆ := l´ım←−
n∈N
Z/nZ ⊆
∏
n∈N
Z/nZ.
Zˆ se llama proc´ıclico por ser l´ımite directo de grupos c´ıclicos finitos.
Sea ϕ : Z 7→ Zˆ, ϕ(x) := (x mo´d n)n∈N ∈ Zˆ. Entonces ϕ es inyectivo y
adema´s ϕ(Z) es denso en Zˆ.
Por otro lado
Zˆ → nZˆ
x 7→ nx es un isomorfismo de grupos y un homeomor-
fismo de espacios topolo´gicos.
(3) Sea p un nu´mero primo. Para n ∈ N ∪ {0} y m ≤ n, la proyeccio´n
natural ϕn,m : Z/pnZ→ Z/pmZ define un sistema inverso.
Sea X := l´ım←−
n
Z/pnZ ⊆
∞∏
n=0
Z/pnZ. Definimos Zp := {
∑∞
n=0 anp
n |
an ∈ {0, 1, . . . , p − 1}}. Zp es la completacio´n de Z con la topolog´ıa
p–a´dica, es decir, se define |x|p := p−vp(n) para x ∈ Z, donde vp es la
valuacio´n p–a´dica la cual esta´ definida como sigue: si x ∈ Z, x 6= 0,
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digamos x = pmb con b primo relativo a p y entonces vp(x) := m.
Tambie´n se define vp(0) :=∞ y |0|p := 0.
Definimos
µ : Zp → X
∞∑
n=0
anp
n 7→ ( i∑
n=0
anp
n
)
i∈N∪{0}
.
Entonces µ es un isomorfismo de anillos y por tanto Zp ∼= l´ım←−
n∈N
Z/pnZ
que tambie´n es un homeomorfismo de espacios topolo´gicos.
Observacio´n 2.1.16. Sea G un grupo profinito y sea N un subgrupo abierto
y normal. Entonces G := ∪x∈GxN . Puesto que N es abierto, xN es abierto y
puesto que G es compacto, entonces la cubierta abierta {xN}x∈G tiene una
subcubierta finita, es decir, existen x1, . . . , xr ∈ G tales que G = ∪ri=1xiN .
En particular [G : N ] ≤ r <∞ y por lo tanto N es de ı´ndice finito. Digamos
que [G : N ] = t y y1 = e, . . . , yt es un conjunto completo de representantes de
las clases mo´dulo N : G =
⊎t
i=1 yiN . En particular N = G \
(⊎t
i=2 yiN
)
es
abierto, por lo que N es cerrado.
Ma´s generalmente, si H es un subgrupo abierto de G, ∪x 6∈HxH es abierto
y por tanto H = G \∪x 6∈HxH es cerrado. El rec´ıproco no se cumple: H = {e}
es cerrado pero si G no es finito, H no es abierto pues G es compacto.
En resumen tenemos que si N es un subgrupo abierto, entonces N es
cerrado y de ı´ndice finito.
2.2. Teor´ıa de Galois infinita
Antes de presentar un resumen de la teor´ıa infinita de Galois, recordamos
un resultado ba´sico de teor´ıa de Galois finita. Este resultado se presenta pues
sera´ de uso intensivo en el Cap´ıtulo 14 cuando estudiemos los campos de
ge´neros de campos de funciones.
Teorema 2.2.1. Sea F cualquier campo y sea E/F una extensio´n de Galois
finita. Sea K cualquier extensio´n de F . Entonces KE/K es una extensio´n de
Galois y el mapeo de restriccio´n
rest : Gal(KE/K) −→ Gal(E/F ), σ 7−→ σ|E
es un monomorfismo que define un isomorfismo Gal(KE/K) ∼= Gal(E/E ∩
K) ⊆ Gal(E/F ). uunionsq
La correspondencia que usaremos en el Cap´ıtulo 14 es la siguiente conse-
cuencia del Teorema 2.2.1.
Corolario 2.2.2. Sean E/F una extensio´n de Galois y K/F una extensio´n
arbitraria tal que E ∩K = F . Entonces existe una correspondencia biyectiva
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entre las redes de subcampos A = {M | F ⊆ M ⊆ E} y los subcampos
B = {R | K ⊆ R ⊆ KE} dada por
Ψ : A −→ B, M Ψ7−−→MK.
La biyeccio´n inversa esta´ dada por
Φ : B −→ A, R Φ7−−→ R ∩ E.
En particular tenemos para cualquier subcampo F ⊆ M ⊆ E y para cual-
quier subcampo K ⊆ R ⊆ KE
M = MK ∩ E y R = (R ∩ E)K. uunionsq
E EK
R ∩ E oo // R = (R ∩ E)K
M = MK ∩ E oo // MK
F = E ∩K K
Definicio´n 2.2.3. Dado un campo k, se denota por Gk := Gal(k¯/k) al grupo
de Galois de k¯/k donde k¯ es una cerradura separable de k y Gk es el grupo
absoluto de Galois de k.
En general Gk es un grupo infinito y el Teorema de Correspondencia de
Galois ya no se cumple en este caso.
Ejemplo 2.2.4. Si Fp es campo finito de p elementos y si G := GFp =
Gal(F¯p/Fp), entonces si H = (ϕ) es el grupo generado por el automorfis-
mo de Frobenius, ϕ : F¯p → F¯p, ϕ(x) = xp satisface que Fp = F¯Hp = F¯Gp pero
G 6= H.
Para establecer la correspondencia de Galois debemos de proveer a G de
una topolog´ıa.
En general, sea L/K una extensio´n algebraica normal y separable de cam-
pos, es decir, una extensio´n de Galois. Sea K := {Ki | i ∈ I} la coleccio´n de
todos los campos Ki tales que K ⊆ Ki ⊆ L y Ki/K es una extensio´n finita
de Galois. Entonces L = ∪i∈IKi.
Sea G := Gal(L/K), Ni := Gal(L/Ki), i ∈ I. Entonces Ki = LNi = {α ∈
L | σ(α) = α ∀ σ ∈ Ni} y se tiene Ni  G, G/Ni ∼= Gal(Ki/K) es un grupo
finito.
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Se define en G la topolog´ıa de Krull definiendo {σNi | i ∈ I} como un
sistema de vecindades abiertas de σ ∈ G. Se tiene que la multiplicacio´n y la
inversio´n
ϕ : G×G→ G , i : G→ G
(σ, ψ) 7→ σψ σ 7→ σ−1
son mapeos continuos pues ϕ−1(σψNi) ⊇ σNi × ψNj e i−1(σ−1Nj) = σNj
y por lo tanto G con esta topolog´ıa es un grupo topolo´gico que adema´s es
Hausdorff ya que ∩i∈INi = {e}.
Se tiene:
Teorema 2.2.5. El grupo G = Gal(L/K) con la topolog´ıa de Krull es un
grupo profinito y G ∼= l´ım←−
i∈I
G/Ni ∼= l´ım←−
i∈I
Gal(Ki/K) tanto algebraica como to-
polo´gicamente. En otras palabras, Gal
(⋃
i
Ki/K
)
= l´ım←
i
Gal(Ki/K). Equiva-
lentemente
Gal
(
l´ım→
i
Ki/K
) ∼= l´ım←
i
Gal(Ki/K).
Demostracio´n. [134, Theorem 11.4.5, pa´gina 402]. uunionsq
Con esta topolog´ıa tenemos:
Teorema 2.2.6 (Teorema Fundamental de la Teor´ıa de Galois). Sea
K/F una extensio´n de Galois con grupo G = Gal(K/F ). Sean
F(K/F ) = {L | L es un campo tal que F ⊆ L ⊆ K} y
S(G) = {H | H es un subgrupo cerrado de G}.
Sean
Φ : F(K/F ) −→ S(G) y Ψ : S(G) −→ F(K/F )
dadas por:
Φ(L) := {σ ∈ G | σ|L = IdL} = Gal(K/L),
Ψ(H) := {α ∈ K | σα = α ∀ σ ∈ H} = KH .
Entonces Φ y Ψ son biyecciones mutuamente inversas. Ma´s au´n, L1 ⊆ L2
si y solamente si Gal(K/L1) ⊇ Gal(K/L2) y H1 ⊆ H2 si y solamente si
KH1 ⊇ KH2 .
Si σ ∈ G y L ∈ F(K/F ), entonces
Gal(K/σL) = σGal(K/L)σ−1
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y en particular L ∈ F(K/F ) es una extensio´n normal si y solamente si
Gal(K/L) es normal en G y en este caso
Gal(L/F ) ∼= Gal(K/F )
Gal(K/L)
.
Finalmente, los subgrupos abiertos de G corresponden a subextensiones finitas
de K/F .
Demostracio´n. [134, Theorem 11.4.9, pa´gina 405]. uunionsq
Se tiene que si G es un grupo de Galois, entonces G necesariamente G es
un grupo profinito. El rec´ıproco tambie´n se cumple.
Teorema 2.2.7 (Leptin). Sea G un grupo profinito cualquiera. Entonces
existe una extensio´n de campos K/F tal que G ∼= Gal(K/F ) tanto algebraica
como topolo´gicamente donde Gal(K/F ) tiene la topolog´ıa de Krull.
Demostracio´n. [134, Theorem 11.4.10, pa´gina 407]. uunionsq

3Campos cicloto´micos
3.1. La funcio´n exponencial y el nu´mero pi
La funcio´n exponencial exp(z) ha jugado un papel central en diversas a´reas
de las Matema´ticas y de otras disciplinas: Ingenier´ıa, F´ısica, etc. La Teor´ıa de
Nu´meros y en particular, la Teor´ıa de Campos de Clase no es la excepcio´n.
Por esto damos un muy breve repaso a las propiedades ba´sicas de esta funcio´n.
Definicio´n 3.1.1. La funcio´n exponencial exp: C→ C se define por exp(z) =
ez :=
∑∞
n=0
zn
n! .
Es un ejercicio elemental probar que la serie converge absoluta y uniforme-
mente por compactos en C. En particular f(z) := ez es una funcio´n holomorfa
en C y se tiene
f ′(z) =
∞∑
n=0
nzn−1
n!
=
∞∑
n=1
zn−1
(n− 1)! =
∞∑
n=0
zn
n!
= ez = f(z).
Usando el producto de Cauchy para series y el Binomio de Newton, se
tiene que para todo z, w ∈ C,
ez · ew =
∞∑
n=0
zn
n!
·
∞∑
n=0
wn
n!
=
∞∑
n=0
( n∑
k=0
zkwn−k
k!(n− k)!
)
=
=
∞∑
n=0
1
n!
( n∑
k=0
(
n
k
)
zkwn−k
)
=
∞∑
n=0
(z + w)n
n!
= ez+w. (3.1.1)
Definicio´n 3.1.2. Se definen las funciones seno y coseno: sen: C → C,
cos : C→ C como
sen(z) =
∞∑
n=0
(−1)nz2n+1
(2n+ 1)!
, cos(z) =
∞∑
n=0
(−1)nz2n
(2n)!
. (3.1.2)
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Es fa´cil verificar las siguientes propiedades para cualesquiera z, w ∈ C:
Lema 3.1.3. (a) eiz = cos z + i sen z,
(b) cos2 z + sen2 z = 1,
(c) sen(z + w) = sen z cosw + cos z senw,
(d) cos(z + w) = cos z cosw − sen z senw,
(e) cos z = e
iz+e−iz
2 , sen z =
eiz−e−iz
2i . uunionsq
En particular, si y ∈ R, entonces cos2 y+sen2 y = 1 y por tanto | cos y| ≤ 1,
| sen y| ≤ 1 para y ∈ R.
De esta forma tenemos la expresio´n debida a Euler: Para z = x+ iy ∈ C:
ez = ex+iy = exeiy = ex(cos y + i sen y).
Adema´s, eze−z = ez−z = e0 = 1 lo cual en particular implica que ez 6= 0 para
toda z ∈ C. Por otro lado, para x ∈ R, ex = ex/2+x/2 = (ex/2)2 > 0.
Tambie´n se tiene que |ez| = |ex||eiy| = ex
√
cos2 y + sen2 y = ex y
(sen z)′ = cos z, (cos z)′ = − sen z. Para y ∈ R,
sen y =
∞∑
n=0
(−1)ny2n+1
(2n+ 1)!
=
∞∑
m=0
( (−1)2my4m+1
(4m+ 1)!
+
(−1)2m+1y4m+2
(4m+ 3)!
)
=
∞∑
m=0
y4m+1
(4m+ 3)!
((4m+ 3)(4m+ 2)− y2).
En particular, para 0 <
√
y <
√
6 se tiene que sen y > 0 y cos y es una funcio´n
decreciente en el intervalo (0,
√
6). Puesto que cos 0 = 1 > 0 y cos 2 < 0, existe
un u´nico ξ0 ∈ (0, 2) tal que cos ξ0 = 0.
Definicio´n 3.1.4. Se define el nu´mero pi como el u´nico elemento pi ∈ (0, 4)
tal que cospi/2 = 0.
Notemos que sen2 pi/2 = 1 y 0 < pi/2 <
√
6, por lo que senpi/2 > 0 de
donde se sigue que senpi/2 = 1. Del Lema 3.1.3 es fa´cil verificar que senpi = 0,
cos 3pi/2 = 0 y que sen(z + 2pi) = sen z, cos(z + 2pi) = cos z para toda z ∈ C.
En particular sen y cos son funciones perio´dicas. Sea t0 ∈ R, t0 > 0 mı´nimo
tal que sen(y + t0) = sen y para toda y ∈ R. Se tiene que 0 < t0 ≤ 2pi.
Sea n ∈ N tal que nt0 ≤ 2pi < (n+ 1)t0. Entonces se tiene t0 = (n+ 1)t0−
nt0 > 2pi − nt0 y puesto que sen(z + (2pi − nt0)) = sen z, y 2pi − nt0 < t0, se
sigue que 2pi = nt0. Ahora bien, sen y > 0 = sen 0 para y ∈ (0, pi/2] lo cual
implica que t0 > pi/2 y en particular 2pi = nt0 > npi/2, esto es, n < 4. Se tiene
que n 6= 2 pues si 2pi/2 = pi satisface cospi = −1 6= 1 = cos 0. Similarmente
n 6= 3 pues 2pi/3 satisface sen(2pi/3) 6= 0 = sen 0. Se sigue que n = 1, esto es,
t0 = 2pi.
Similarmente para la funcio´n coseno.
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Teorema 3.1.5. El mı´nimo per´ıodo para las funciones seno y coseno es t0 =
2pi. uunionsq
Corolario 3.1.6. Se tiene ez = 1 ⇐⇒ z = 2npii, n ∈ Z.
Demostracio´n.
⇐) e2npii = cos 2npi + i sen 2npi = cos 0 + i sen 0 = 1.
⇒) Si ez = cos z + i sen z = 1, entonces |ez| = ex = 1 esto es x = 0 pues ex es
una funcio´n creciente y e0 = 1. Por lo tanto z = iy, y ∈ R. Tenemos entonces
que cos y+i sen y = 1 de donde cos y = 1 y sen y = 0. Por la discusio´n anterior,
cos 0 = cos y = 1 y sen 0 = sen y = 0 de donde se sigue el resultado. uunionsq
El desarrollo anterior nos conduce a nuestra a´rea de intere´s, esto es, el
ca´lculo de las ra´ıces n–e´simas de la unidad, n ∈ N. Ma´s generalmente, tenemos:
Proposicio´n 3.1.7 (Fo´rmula de Moivre). Sea z0 ∈ C, z0 6= 0. Entonces
z0 se puede escribir como z0 = ρe
iα, α ∈ R, ρ ∈ R, ρ = |z0| > 0. Adema´s,
para n ∈ N, existen exactamente n nu´meros complejos ωk, k = 0, 1, . . . , n− 1
tales que ωnk = z0. Los elementos ωk esta´n dados por
ωk = ρ
1/ne((α+2npi)/k)i, k = 0, 1, . . . , n− 1.
Demostracio´n. Notemos que la funcio´n g : R → S1, g(y) := eiy donde S1 =
{ξ ∈ C | |ξ| = 1}, es suprayectiva. Adema´s g : [0, 2pi) → S1 es una funcio´n
biyectiva. Todo lo anterior es consecuencia de la discusio´n anterior sobre las
funciones seno y coseno y no presentamos los detalles. Por tanto, dado z0 ∈ C,
z0 6= 0, entonces z1 = z0|z0| satisface que |z1| = 1 y por tanto existe un u´nico
α ∈ [0, 2pi) tal que eiα = z1. Por tanto z0 = ρeiα, ρ = |z0|.
Sea ω ∈ C tal que ωn = z0. Escribamos ω = µeiβ , µ = |ω| > 0, β ∈ R.
Entonces ωn = µneinβ = ρeiα = z0. Por lo tanto µ
n = |ωn| = |z0| = ρ, esto
es, µ = ρ1/n. Adema´s einβ = eiα lo cual equivale a ei(nβ−α) = 1.
Por el Corolario 3.1.6 se tiene que nβ − α = 2mpi para algu´n m ∈ Z. Se
sigue que β = α+2mpin . Sea ωm := ρ
1/ne((α+2mpi)/n)i, m ∈ Z. Es inmediato que
ωnm = z0 y que ωm = ωm′ ⇐⇒ m ≡ m mo´d n. Por lo tanto hay exactamente
n ra´ıces: ω0, . . . , ωn−1. uunionsq
Definicio´n 3.1.8. Se define ζn por ζn = exp
(
2pii
n
)
.
Notemos que ζnn = 1 y que ζ
m
n 6= 1 para 1 ≤ m ≤ n − 1. Adema´s {ζn0 =
1, ζn, ζ
2
n, . . . , ζ
n−1
n = ζ
−1
n } = Wn son las ra´ıces del polinomio p(z) = zn − 1 ∈
C[z]. Notemos que Wn es un grupo c´ıclico de orden n. Los generadores de Wn
son los elementos ζan con mcd(a, n) = 1.
Observacio´n 3.1.9. Si n|m entonces ζnm = exp
(
2pii
m ·n
)
= exp
(
2pii
m/n
)
= ζm/n
y ma´s generalmente, si n = xt con t|m, ζnm = ζxtm = ζxm/t.
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3.2. Campos Cicloto´micos
Definicio´n 3.2.1. Para n ∈ N se define el n–e´simo campo cicloto´mico por
Q(ζn).
Notemos que Q(ζn)/Q es una extensio´n de Galois pues al ser Q de carac-
ter´ıstica 0, la extensio´n es separable y Q(ζn) es el campo de descomposicio´n
del polinomio xn − 1 sobre Q. Sea Gn := Gal(Q(ζn)/Q). Entonces σ ∈ Gn,
σ esta´ determinado por su accio´n en ζn y σζn debe ser una ra´ız de x
n − 1,
por lo tanto σζn = ζ
a
n. Denotamos a este elemento por σ = σa. Ahora bien,
si σ−1ζn = ζbn, se tiene ζn = σ
−1σζn = ζabn , esto es ab ≡ 1 mo´d n y en par-
ticular a ∈ Un = {t ∈ Z/nZ | (t, n) = 1} donde t ∈ Z, t¯ = t mo´d n. Es claro
que la funcio´n ϕ : Gn → Un, ϕ(σa) = a es un monomorfismo de grupos. En
particular Gn es un grupo abeliano.
Definicio´n 3.2.2. Para n ∈ N se define el n–e´simo polinomio cicloto´mico por
ψn(x) =
∏
(i,n)=1
0≤i<n
(x− ζin).
Se tiene que grψn(x) = |Un| = |{a ∈ Z | 0 ≤ a < n,mcd(a, n) = 1}| =
ϕ(n) donde ϕ es la funcio´n fi de Euler.
Proposicio´n 3.2.3. Para n ∈ N se tiene
xn − 1 =
∏
d|n
ψd(x).
Demostracio´n. Se tiene xn − 1 = ∏n−1i=0 (x − ζin), de donde se sigue que
ψd(x)|xn−1 para toda d|n pues ψd(x) =
∏
(i,d)=1(x−ζid) =
∏
(i,d)=1(x−ζin/dn ),
esto es, ζ
in/d
n = ζid.
Ahora bien, veamos que si d1|n, d2|n y d1 6= d2 entonces mcd(ψd1 , ψd2) = 1.
En efecto, si δ fuese una ra´ız comu´n de ψd1 y ψd2 , entonces δ = ζ
i1
d1
= ζi2d2 para
algunos i1, i2 tales que mcd(ij , dj) = 1 para j = 1, 2. Entonces δ = ζ
i1d2
d1d2
=
ζi2d1d1d2 de donde se seguir´ıa que i1d2 = i2d1. Puesto que mcd(i1, d1) = 1, se tiene
que i1|i2 y viceversa por lo que i1 = i2 y d1 = d2 contrario a lo supuesto. Por
lo tanto ∏
d|n
ψd(x)|xn − 1.
La igualdad se sigue de que ambos polinomios son mo´nicos y de que
gr(
∏
d|n
ψd(x)) =
∑
d|n
ϕ(d) = n = gr(xn − 1). uunionsq
La igualdad
∑
d|n ϕ(d) = n la probamos a continuacio´n.
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Proposicio´n 3.2.4. Sea n ∈ N y sea ϕ la funcio´n fi de Euler. Entonces∑
d|n ϕ(d) = n.
Demostracio´n. Damos dos demostraciones. Para la primera, consideremos Cn
un grupo c´ıclico de n elementos. Sea At := {x ∈ Cn | o(x) = t} donde o(x)
denota el orden del elemento x. Si t - n, se tiene que At = ∅. Si t | n, entonces
Cn tiene un u´nico subgrupo Ht de orden t y puesto que Cn es c´ıclico, este
subgrupo es a su vez c´ıclico. Los elementos de orden t de Cn son precisamente
los generadores de Ht y por tanto |At| = ϕ(t).
Se tiene que si d1 6= d2, Ad1 ∩Ad2 = ∅ y cada x ∈ Cn esta´ en algu´n At, de
donde:
n = |Cn| =
n∑
t=1
|At| =
∑
t|n
At =
∑
t|d
ϕ(t).
Esto termina la primera demostracio´n.
Presentamos una segunda demostracio´n ma´s directa. Primero, si p es un
nu´mero primo y α ∈ N, entonces ϕ(pα) = pα − pα−1. Por tanto
pα =
α∑
t=1
(pt − pt−1) + 1 =
α∑
t=1
ϕ(pt) + 1 =
α∑
t=0
ϕ(pt),
En general, puesto que ϕ es una funcio´n multiplicativa, es decir, si mcd(n,m) =
1, ϕ(nm) = ϕ(n)ϕ(m), se tiene en general que si n = pα11 · · · pαrr con p1, . . . , pr
primos distintos y αi ≥ 1, 1 ≤ i ≤ r, entonces
n = pα11 · · · pαrr =
r∏
i=1
pαii =
r∏
i=1
( αi∑
ji=0
ϕ(pjii )
)
=
∑
0≤ji≤αi
r∏
i=1
ϕ(pjii )
=
∑
0≤ji≤αi
ϕ
( r∏
i=1
pjii
)
=
∑
0≤βi≤αi
0≤i≤r
ϕ(pβ11 · · · pβrr ) =
∑
d|n
ϕ(d).
Esto termina la segunda demostracio´n. uunionsq
Ahora bien como consecuencia de la Proposicio´n 3.2.3 tenemos:
Corolario 3.2.5. ψn(x) ∈ Z[x] para toda n ∈ N.
Demostracio´n. Lo hacemos por induccio´n en n. Para n = 1, se tiene que
ψi(x) = x − 1 ∈ Z[x]. Sea n > 1 y suponemos que ψd(x) ∈ Z[x] para toda
d < n. Entonces xn − 1 = ∏d|n ψd(x) = ψn(x) ·∏ d|n
d<n
ψd(x).
Ahora
∏
d|n
d<n
ψd(x) = h(x) ∈ Z[x]. Por lo tanto ψn(x) = xn−1h(x) ∈ Q[x] de
donde xn − 1 = h(x)ψn(x). Ahora bien, usando ya sea el Lema de Gauss o
el algoritmo de la divisio´n para dominios enteros y que h(x) es un polinomio
mo´nico, se sigue que ψn(x) ∈ Z[x]. uunionsq
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Ejemplos 3.2.6.
(1) ψ1(x) = x− 1,
ψ2(x) = x+ 1 =
x2−1
x−1 ,
ψ3(x) = x
2 + x+ 1 = x
3−1
x−1 ,
ψ4(x) = x
2 + 1 = x
4−1
ψ1(x)ψ2(x)
= x
4−1
x2−1 ,
ψ5(x) = x
4 + x3 + x2 + x+ 1 = x
5−1
x−1 .
(2) Si p es un nu´mero primo,
ψp(x) =
xp − 1
ψ1(x)
=
xp − 1
x− 1 = x
p−1 + xp−2 + · · ·+ x+ 1.
(3) Si p es un nu´mero primo entonces
ψpn(x) =
xp
n − 1∏n−1
i=0 ψpi(x)
=
xp
n−1
xpn−1 − 1
= xp
n−1(p−1) + xp
n−1(p−2) + · · ·+ xpn−1 + 1 = ψp(xpn−1).
En particular ψpn(1) = 1 + 1 + · · ·+ 1︸ ︷︷ ︸
p veces
= p y
p =
pn−1∏
i=0
mcd(i,p)=1
(1− ζipn).
Notemos adema´s que por el criterio de Eiseinstein, ψp(x) ∈ Z[x] es
irreducible. Esto no es casualidad como veremos a continuacio´n.
Proposicio´n 3.2.7. Si n y m son primos relativos, entonces Q(ζn)Q(ζm) =
Q(ζnm). En consecuencia si la descomposicio´n en primos de n esta´ dado por
n = pα11 · · · pαrr entonces Q(ζn) =
∏r
i=1Q(ζpαii ).
Demostracio´n. Se tiene ζn = ζ
m
nm y ζm = ζ
n
nm por tanto Q(ζn)Q(ζm) ⊆
Q(ζnm) (de hecho esto se cumple para todas n,m ∈ N).
Ahora, sean α, β ∈ Z tales que αn+ βm = 1. Por tanto
ζnm = ζ
αn+βm
nm = ζ
αn
nmζ
βm
nm = ζ
α
mζ
β
n ∈ Q(ζn)Q(ζm).
Por tanto Q(ζnm) ⊆ Q(ζn)Q(ζm) de donde se sigue la igualdad. uunionsq
Teorema 3.2.8. Para cualquier n ∈ N, ψn(x) ∈ Z[x] es irreducible sobre Q.
Demostracio´n. Sea f(x) := Irr(ζn, x,Q) el polinomio irreducible de ζn sobre
Q. Puesto que ψn(ζn) = 0, se tiene que f(x)|xn− 1. Ahora bien, sea xn− 1 =
f(x)g(x) con f(x) y g(x) con coeficiente l´ıder igual a 1. Por el Lema de
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Gauss se sigue que f(x), g(x) ∈ Z[x]. Notemos que las ra´ıces de ψn(x) son
{ζdn}(d,n)=1. En particular cualquier ra´ız de ψn(x) es de la forma ζp1···prn con
p1, . . . , pr nu´meros primos, no necesariamente distintos, tales que pi - n. Ahora
bien, si probamos que dada cualquier ra´ız λ de f(x), entonces λp, con p un
nu´mero primo tal que p - n, es ra´ız de f(x), entonces se tendra´ que toda ra´ız
de ψn(x) sera´ tambie´n ra´ız de f(x) y en particular se seguira´ que ψn(x)|f(x)
de donde se obtendra´ la igualdad ψn(x) = f(x) y que ψn(x) es irreducible.
En resumen, vamos a probar que si λ es cualquier ra´ız de f(x), entonces
λp es tambie´n de f(x) con p es un nu´mero primo tal que p - n.
Supongamos que λ es ra´ız de f(x) pero que λp no lo es. Puesto que λp es
ra´ız de xn − 1, entonces g(λp) = 0. Puesto que f(λ) = 0 y f(x) es irreducible
y λ es ra´ız de g(xp), se sigue que f(x)|g(xp). Pongamos g(xp) = f(x)h(x) con
h(x) ∈ Z[x] por el Lema de Gauss.
Por otro lado, si g(x) = xm + bm−1xm−1 + · · ·+ b1x+ b0 ∈ Z[x], entonces
g(x)p ≡ (xm + bm−1xm−1 + · · ·+ b1x+ b0)p mo´d p
≡ xpm + bpm−1xp(m−1) + · · ·+ bp1xp + bp0 mo´d p
≡ (xp)m + bm−1(xp)m−1 + · · ·+ b1(xp) + b0 mo´d p ≡ g(xp) mo´d p.
Esto es, mo´dulo p, g(x)p ≡ f(x)h(x) mo´d p. En particular g(x) := g(x) mo´d
p ∈ Fp[x] y f(x) no son primos relativos en Fp[x] y puesto que xn − 1 =
f(x)g(x), se tiene que xn − 1 ∈ Fp[x] tiene ra´ıces mu´ltiples. Sin embargo la
derivada de xn − 1 es nxn−1 6≡ 0 mo´d p pues p - n. La u´nica ra´ız de la derivada
de xn − 1 es 0 la cual no es ra´ız de xn − 1 de donde se sigue que xn − 1 no
tiene ra´ıces mu´ltiples. Esta contradiccio´n prueba que λp es ra´ız de f(x) y
termina la demostracio´n del teorema. uunionsq
Observacio´n 3.2.9. Se podr´ıa dar otra demostracio´n de que ψn(x) es irre-
ducible probando que si p es un nu´mero primo y m ∈ N, entonces ψpm(x) es
irreducible por medio del ca´lculo del ı´ndice de ramificacio´n de p en Q(ζpm)
probando que e ≥ ϕ(pm). De esta forma, y viendo que no hay ma´s ramifi-
cacio´n, se seguir´ıa que si mcd(m,n) = 1, Q(ζn) ∩ Q(ζm) = Q y en conse-
cuencia, usando que la funcio´n fi de Euler es multiplicativa se deducir´ıa que
[Q(ζn) : Q] = ϕ(n) y que ψn(x) es irreducible. Claramente esta demostracio´n
es mucho ma´s complicada que la presentada, sin embargo basta hallar una
demostracio´n independiente de que Q(ζn) ∩ Q(ζm) = Q para n,m primos
relativos.
Corolario 3.2.10. Para n ∈ N, [Q(ζn) : Q] = ϕ(n) = grψn(x) y Q(ζn)/Q es
una extensio´n de Galois con grupo de Galois isomorfo a Un := (Z/nZ)∗.
Demostracio´n. Se tiene Gn = Gal(Q(ζn)/Q) ⊆ Un y |Gn| = [Q(ζn) : Q] =
ϕ(n) = grψn = |Un| de donde se sigue que son iguales. uunionsq.
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Corolario 3.2.11. Si m y n son primos relativos, entonces Q(ζn)∩Q(ζm) =
Q. En particular Gal(Q(ζnm)/Q) ∼= Gal(Q(ζn)/Q)×Gal(Q(ζm)/Q).
.
Demostracio´n. Sea K := Q(ζn) ∩Q(ζm). Se tiene el diagrama
Q(ζn) Q(ζn)Q(ζm) = Q(ζnm)
K Q(ζm)
Q
Entonces
ϕ(nm) = ϕ(n)ϕ(m) = [Q(ζnm) : Q] = [Q(ζnm)Q(ζn)][Q(ζn) : Q]
= [Q(ζnm)Q(ζm)][Q(ζm) : Q].
Es decir
ϕ(n)ϕ(m) = [Q(ζnm)Q(ζn)]ϕ(n) = [Q(ζnm)Q(ζm)]ϕ(m).
Se sigue que ϕ(m) = [Q(ζnm)Q(ζn)] y ϕ(n) = [Q(ζnm)Q(ζm)]. En parti-
cular tenemos
ϕ(n) = [Q(ζnm)Q(ζm)] ≤ [Q(ζn) : K]
≤ [Q(ζn) : K][K : Q] = [Q(ζn) : Q] = ϕ(n)
lo cual implica que [Q(ζn) : K] = ϕ(n) y por lo tanto K = Q. La igualdad
Gal(Q(ζnm)/Q) ∼= Gal(Q(ζn)/Q) × Gal(Q(ζm))/Q) se sigue de la Teor´ıa de
Galois. uunionsq
El siguiente resultado es una consecuencia inmediata del Teorema Chino
del Residuo. Aqu´ı presentamos otra demostracio´n usando los resultados hasta
ahora obtenidos en campos cicloto´micos.
Corolario 3.2.12. Si n = pα11 · · · pαrr con p1, . . . , pr primos distintos, enton-
ces Un ∼= Upα11 × · · · × Upαrr .
Demostracio´n. Se tiene el diagrama
Q(ζn)
Q(ζpα11 )
U
p
α1
1
Q(ζpαii )
U
p
αi
i
Q(ζpαrr )
Upαrr
Q
3.2 Campos Cicloto´micos 35
Por lo tanto
Un ∼= Gal(Q(ζn)/Q) ∼=
r∏
i=1
Gal(Q(ζpαii )/Q)
∼=
r∏
i=1
Upαii
. uunionsq
Como hicimos notar antes, se tiene que si p es un nu´mero primo y n ∈ N,
entonces ψpn(x) = ψp(x
pn−1) (Ejemplo 3.2.6 (3)). Ma´s generalmente, tenemos
Proposicio´n 3.2.13. Si n = pα11 · · · pαrr es la descomposicio´n en primos, en-
tonces ψn(x) = ψp1···pr
(
xp
α1−1
1 ···pαr−1r
)
.
Demostracio´n. Primero notemos que
gr
(
ψp1···pr
(
xp
α1−1
1 ···pαr−1r
))
= xp
α1−1
1 ···pαr−1r grψp1···pr (x)
= pα1−11 · · · pαr−1r ϕ(p1 · · · pr) = ϕ(n) = grψn(x).
Ahora ζ
p
α1−1
1 ···pαr−1r
n = ζp1···pr lo cual implica que ζn es ra´ız del polinomio
ψp1···pr
(
xp
α1−1
1 ···pαr−1r
)
de donde ψn(x)|ψp1···pr
(
xp
α1−1
1 ···pαr−1r
)
lo cual implica
que ambos son iguales. uunionsq.
Recordemos la fo´rmula de inversio´n de Mo¨bius. Consideremos las funciones
µ : N→ Q, ε : N→ Q dadas por
µ(n) =

1 si n = 1;
(−1)r si n = p1 · · · pr con p1, . . . , pr son primos distintos;
0 en otro caso, esto es, si existe d > 1, d2|n.
ε(n) =
{
1 si n = 1;
0 si n > 1.
Entonces se tiene
Lema 3.2.14.
∑
d|n µ(d) = ε(n).
Demostracio´n. Sea n = pα11 · · · pαrr la descomposicio´n en primos de n. Enton-
ces ∑
d|n
µ(d) =
∑
i1<···<it
µ(pi1 · · · pit) =
r∑
t=0
(
r
t
)
(−1)t = (1− 1)r = 0r
=
{
1 si r = 0
0 si r > 0
=
{
1 si n = 1
0 si n > 1
= ε(n). uunionsq
Corolario 3.2.15 (Fo´rmula de Inversio´n de Mo¨bius). Sea k cualquier
campo y sean f.g : N→ k dos funciones tales que:
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(1) f(n) =
∑
d|n g(d). Entonces
g(n) =
∑
d|n
µ(n/d)f(d) =
∑
d|n
µ(d)f(n/d).
(2) Si f(n), g(n) 6= 0 para toda n ∈ N y f(n) = ∏d|n g(d). Entonces
g(n) =
∏
d|n
f(d)µ(n/d) =
∏
d|n
f(n/d)µ(d).
Demostracio´n.
(1) Se tiene que
∑
d|n µ(d)f(n/d) =
∑
d|n µ(d)
(∑
s|nd g(s)
)
. Ahora
bien, si s|nd , entonces d|ns . Por tanto, la u´ltima suma es del tipo∑
t|n atg(t) para algunos at ∈ Z.
Obtenemos, por el Lema 3.2.14, que at =
∑
d|nt µ(d) = ε(n/t) ={
1 si n = t
0 si n 6= t . Por lo tanto, se tiene∑
d|n
µ(d)f(n/d) =
∑
t|n
atg(t) = g(n).
(2) Tenemos∏
d|n
f(d)µ(n/d) =
∏
d|n
[∏
t|d
g(t)
]µ(n/d)
=
∏
a|t
g(a)s(a)
donde
s(a) =
∑
a|d
µ(n/d) =
∑
t|na
µ(t) = ε(n/a)
de donde se sigue el resultado. uunionsq
La fo´rmula de inversio´n de Mo¨bius nos da una expresio´n para el polinomio
cicloto´mico en te´rminos de los polinomios xn − 1.
Proposicio´n 3.2.16. Para n ∈ N se tiene
ψn(x) =
∏
d|n
(xd − 1)µ(n/d).
Demostracio´n. Sean f, g : N→ Q(x), donde Q(x) es el campo de las funciones
racionales sobre Q dadas por
f(n) := xn − 1, g(m) := ψm(x).
Por la Proposicio´n 3.2.3 se tiene que f(n) =
∏
d|n g(d). Del Corolario 3.2.15
se sigue que g(n) =
∏
d|n f(d)
µ(n/d) que es el resultado enunciado. uunionsq
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Ejemplo 3.2.17. Se tiene
ψ12(x) =
∏
d|12
(xd − 1)µ(12/d) =
↑
d∈{1,2,3,4,6,12}
= (x− 1)µ(12)(x2 − 1)µ(6)(x3 − 1)µ(4)
(x4 − 1)µ(3)(x6 − 1)µ(2)(x12 − 1)µ(1)
= (x− 1)0(x2 − 1)1(x3 − 1)0(x4 − 1)−1(x6 − 1)−1(x12 − 1)
=
x12 − 1
x6 − 1 ·
1(
x4−1
x2−1
) = x6 + 1
x2 + 1
= x4 − x2 + 1.
Por lo tanto ψ12(x) = x
4 − x2 + 1 = (x− ζ12)(x− ζ512)(x− ζ712)(x− ζ1112 ).
Observacio´n 3.2.18. Si n es impar, entonces ϕ(2n) = ϕ(n) y Q(ζn) ⊆
Q(ζ2n) de donde se sigue que Q(ζn) = Q(ζ2n). De hecho se tiene
Q(ζ2n) =↑
mcd(2,n)=1
Q(ζ2)Q(ζn) = QQ(ζn) = Q(ζn).
Por lo tanto, siempre que consideremos un campo cicloto´mico Q(ζm), supon-
dremos que m 6≡ 2 mo´d 4.
3.2.1. Estructura de Un
Puesto que Gal(Q(ζn)/Q) ∼= Un es importante determinar la estructura
de este u´ltimo grupo.
Definicio´n 3.2.19. Sea p ∈ N un nu´mero primo. Entonces definimos la va-
luacio´n p–a´dica vp de Q∗ por vp : Q∗ → Z dada de la siguiente forma. Para
a ∈ Z, podemos escribir a = ±pnb con n ≥ 0, b ∈ N. Entonces vp(a) := n.
Si α = ab ∈ Q∗, a, b ∈ Z \ {0}, se define
vp(α) := vp(a)− vp(b).
Notemos que si x, y ∈ Z \ {0}, entonces vp(xy) = vp(x) + vp(y) por lo tanto si
α = ab =
c
d ∈ Q∗, entonces ad = bc y vp(ad) = vp(a) + vp(d) = vp(b) + vp(c) =
vp(bc) de donde se sigue que vp(a) − vp(b) = vp(c) − vp(d) y por lo tanto la
definicio´n de vp(α) no depende de la representacio´n de α como cociente de
dos enteros.
De la misma forma, se sigue que si α, β ∈ Q∗, entonces vp(αβ) = vp(α) +
vp(β); v(α
−1) = −vp(α) y vp
(
α
β
)
= vp(α) − vp(β). Ma´s au´n α = ab puede
escribirse de manera u´nica como α = pm cd con p - cd y m ∈ Z. Entonces se
tiene vp(α) = m.
Notemos que vp(−α) = vp(α) y que vp(1) = 0. Se define vp(0) :=∞ donde
∞ es cualquier s´ımbolo al que supondremos sujeto a las siguientes reglas:
38 3 Campos cicloto´micos
1. Para toda a ∈ Z, se tiene a <∞;
2. ∞+∞ =∞ ·∞ =∞;
3. Si a ∈ Z \ {0}, a · ∞ =∞;
4. El s´ımbolo 0 · ∞ no se define.
Con esta convencio´n se tiene:
Teorema 3.2.20. Para α, β ∈ Q se tiene que
vp(α+ β) ≥ mı´n{vp(α), vp(β)}
y si vp(α) 6= vp(β) entonces
vp(α+ β) = mı´n{vp(α), vp(β)}.
Demostracio´n. Si α o β = 0 no hay nada que probar. Sean α, β 6= 0. Escriba-
mos α = pn cd , β = p
m e
f con p - cdef , n,m ∈ Z. Entonces
α+ β = pn
c
d
+ pm
e
f
=
pncf + pmed
df
=
prg
df
donde r := mı´n{n,m} y g ∈ Z. Por lo tanto
vp(α+ β) ≥ r = mı´n{vp(α), vp(β)}
lo cual prueba nuestra primera afirmacio´n
Ahora, si vp(α) 6= vp(β), es decir n 6= m, se tiene que p - g y por lo tanto
vp(α+ β) = mı´n{vp(α), vp(β)}.
Alternativamente, digamos n < m. Entonces vp(α+β) ≥ mı´n{vp(α), vp(β)}
y adema´s
vp(α) = vp(α+ β − β) ≥ mı´n{vp(α+ β), vp(−β)}
= mı´n{vp(α+ β), vp(β)} ≥ vp(α).
Por lo tanto vp(α) = mı´n{vp(α+β), vp(β)} y vp(α) < vp(β) lo cual implica
que vp(α) = vp(α+ β). uunionsq.
Consideremos ahora el grupo Upn con p un nu´mero primo. Si n = 1,
entonces Up = (Z/pZ)∗ = F∗p con Fp el campo finito de p elementos. Se
tiene que el grupo multiplicativo de un campo finito es c´ıclico. Por lo tanto
Up ∼= Z/(p− 1)Z.
Ahora supongamos que p > 2 y que n ≥ 1. Entonces
|Upn | = ϕ(pn) = pn−1(p− 1).
Sea x := 1 + p. Entonces
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xp
k
= (1 + p)p
k
= 1 +
pk∑
i=1
(
pk
i
)
pi = 1 + pk+1 +
pk∑
i=2
(
pk
i
)
pi.
Veamos que vp
((
pk
i
)
pi
)
> vp
((
pk
1
)
p
)
= pk+1 para 2 ≤ i ≤ pk. Sea
A : = vp
((pk
i
)
pi
)
− vp
((pk
1
)
p
)
= vp
( 1
pk
(
pk
i
)
pi−1
)
= vp
(1
i
(
pk − 1
i− 1
))
+ (i− 1) ≥ i− 1− vp(i).
Se tiene que para a ≥ 1 y p un nu´mero primo a ≤ pa − (p − 1) y la
desigualdad es estricta para a ≥ 2. Si mcd(i, p) = 1 entonces vp(i) = 0 y por
tanto A ≥ i − 1 ≥ 1 > 0, 2 ≤ i ≤ pk. Si i = pab, mcd(p, b) = 1, entonces
vp(i) = a ≤ pab− (p− 1) = i− (p− 1), de donde A ≥ (i− 1)− i+ (p− 1) ≥
p− 2 > 0.
En resumen, si x = 1 + p, entonces xp
k
= 1 + pk+1 + spk+2 para algu´n
s ∈ Z y en particular xpk ≡ 1 mo´d pn ⇐⇒ k + 1 ≥ n ⇐⇒ k ≥ n − 1. Se
sigue que el orden de x mo´d pn es pn−1. Por otro lado tenemos el epimorfismo
natural
Upn → Up
ξ mo´d pn 7→ ξ mo´d p
de donde tenemos que existe y ∈ Upn de orden (p − 1) y por tanto xy es de
orden pn−1(p−1) = ϕ(pn) = |Upn | probando que Upn es un grupo c´ıclico para
p > 2, con p primo y n ∈ N.
Ahora consideremos el caso 2n. Se tiene U2 = {1}; U4 = (Z/4Z)∗ ∼=
{±1} ∼= C2. Notemos que U8 no es c´ıclico: U8 = {1, 3, 5, 7} y todos sus ele-
mentos son de orden 2: 12 ≡ 32 ≡ 52 ≡ 72 ≡ 1 mo´d 8, es decir, U8 ∼= C2 ×C2.
Para n ≥ 3 se tiene la sucesio´n exacta
1 −→ D2n,4−→U2n ϕ−→ U4 −→ 1 (3.2.3)
donde ϕ es el epimorfismo natural y D2n,4 := nu´cϕ = {x mo´d 2n | x ≡
1 mo´d 4}.
Se tiene en particular que 5 = 1 + 22 ∈ D2n,4 y de manera similar como
antes, es decir considerando las potencias (1+22)2
k
, se tiene que o(5 mo´d 2n) =
2n−2 y en particular D2n,4 es un grupo c´ıclico de orden 2n−2.
Ahora, para x ∈ U2n , si x ∈ D2n,4 = 〈5〉 se tiene que o(x)|2n−2. Si x /∈
D2n,4 entonces x ≡ 3 mo´d 4. Escribamos x = 3 + 22a. Entonces x2 = 9 +
24a + 24a2 = 1 + 23t de donde obtenemos, como en la primera parte, que
o(x2)|2n−3. De aqu´ı se sigue que o(x)|2n−2 y que todo elemento x ∈ U2n
tiene orden menor o igual a 2n−2 por lo que para n ≥ 3, U2n no es un grupo
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c´ıclico lo cual tambie´n se sigue del hecho de que existe un epimorfismo natural
U2n → U8 y de que U8 no es c´ıclico, pero de esta forma obtuvimos un elemento
de orden exactamente 2n−2.
Puesto que |U2n | = 2n−1 se sigue que U2n ∼= C2n−2 ×C2. Este isomorfismo
tambie´n se sigue de que la sucesio´n (3.2.3) se escinde: sea ψ : U4 → U2n ,
ψ(3) = ψ(−1) = 2n − 1 y (ϕ ◦ ψ)(3) = ϕ(2n − 1) = ϕ(3 + 2n − 4) = 3 y en
particular
U2n ∼= D2n,4 × U4.
Finalmente, para n ∈ N, n ≥ 3, se tiene que si la descomposicio´n en
primos de n es n = 2mpα11 · · · pαrr con p1, . . . , pr primos impares distintos,
m ≥ 0, αi ≥ 0, r ≥ 0, entonces por el Teorema Chino del Residuo se tiene
Un ∼= U2m × Upα11 × · · · × Upαrr .
Resumimos nuestra discusio´n anterior en el siguiente resultado.
Teorema 3.2.21. Sea n ≥ 3, n = 2mpα11 · · · pαrr en su descomposicio´n en
primos. Entonces, si m ≥ 2
Un ∼= C2 × C2m−2 × Cp1−1 × · · · × Cpr−1 × Cpα1−11 × · · · × Cpαr−1r . (3.2.4)
Si m = 0, 1, entonces
Un ∼= Cp1−1 × · · · × Cpr−1 × Cpα1−11 × · · · × Cpαr−1r . (3.2.5)
En particular Un es un grupo c´ıclico ⇐⇒ n = 2, 4, pα, 2pα con p un
nu´mero primo impar, α ≥ 1.
Demostracio´n. La ciclicidad se sigue del hecho de que si pi es impar, entonces
pi − 1 es par. uunionsq
Recordemos que si Q(ζn) es un campo cicloto´mico, entonces n 6≡ 2 mo´d 4.
Entonces se sigue
Corolario 3.2.22. La extensio´n Q(ζn)/Q es c´ıclica para n = 4 y para n = pα
con p un primo impar y α ≥ 1. uunionsq
Ma´s adelante estudiaremos con ma´s detalle la correspondencia de Galois
entre los subcampos de Q(ζn) y los subgrupos de Un.
Recordemos que dado un campo nume´rico K/Q, [K : Q] = n <∞, enton-
ces el anillo de enteros OK de K se define por
OK = {α ∈ K | Irr(α, x,Q) ∈ Z[x]}.
Equivalentemente, OK es la cerradura entera de Z en K y OK es un Z–mo´dulo
libre de rango n = [K : Q].
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Una base entera {α1, . . . , αn} es una base de OK como Z–mo´dulo, es decir,
OK ∼= Zα1 ⊕ · · · ⊕ Zαn.
Finalmente, el discriminante de K se define por
δK := det
(
ασi
)2
1≤i≤n
σ∈T
∈ Z
donde T es el conjunto de encajes de K en C,
T := {σ : K −→C | σ es monomorfismo de campos}.
Ma´s precisamente, si T = {σ1, . . . , σn}, entonces sea
C =
 α
σ1
1 · · · ασ1n
...
...
ασn1 · · · ασnn
 y δK = detC2.
Como de costumbre escribimos n = r1 + 2r2 donde r1 es el nu´mero de
elementos σ ∈ T tales que σ(K) ⊆ R, los cuales se llaman encajes reales, y
2r2 es el nu´mero de elementos σ ∈ T tales que σ(K) * R los cuales se llaman
encajes complejos y son un nu´mero par pues si σ(T ) * R entonces σ(K) * R,
donde σ(K) denota conjugacio´n compleja.
Teorema 3.2.23. Para cualquier campo nume´rico, el signo del discriminante
δK es (−1)r2 .
Demostracio´n. Sea C =
(
α
σj
i
)
1≤i,j≤n con la notacio´n anterior. Tomando la
matriz conjugada de C la cual consiste en conjugar cada elemento de C, se
tiene detC = det(α
σj
i ) = (−1)r2 detC pues si σj es real, entonces σj(αi) =
σj(αi) y la fila respectiva permanece sin cambios y en el caso en que σj es
complejo se intercambian las filas σj(αi) con σj(αi) y por cada permutacio´n
de filas hay un cambio de signo. Se sigue que
0 < |detC|2 = (detC)(detC) = (−1)r2(detC)2 = (−1)r2 detC2 = (−1)r2δK .
uunionsq
Notemos que cuando K/Q es Galois, T = Gal(K/Q) y σ(K) = K para
todo σ ∈ T . En particular r1 = 0 si K * R y en cuyo caso r2 = n2 , en donde
n = [K : Q] o r2 = 0 si K ⊆ R y en cuyo caso r1 = n. En particular, si
K = Q(ζn), K ⊆ R ⇐⇒ K = Q, n = 0, 1. Por tanto r1 = 0 y r2 = ϕ(n)2 .
Si n = 2mpα11 · · · pαrr , entonces ϕ(n)/2 es par excepto cuando r = 0,m = 2 o
r = 1,m = 0 y p = p1 es primo impar congruente con 3 mo´dulo 4. Es decir
Proposicio´n 3.2.24. Si K = Q(ζn) entonces δK es positivo excepto para
Q(ζ4) y para Q(ζpα) con p nu´mero primo tal que p ≡ 3 mo´d 4. uunionsq
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La definicio´n que hemos usado para el discriminante δK es como un nu´me-
ro entero. Recordemos como definimos el discriminante como un ideal. En
general, consideremos un dominio Dedekind A y sea K una extensio´n finita y
separable de E := cocA.
Sea B la cerradura entera de A en K: B := {α ∈ K | Irr(α, x,E) ∈ A[x]}.
Entonces B es un dominio Dedekind ([73, Cap. 1, Theorem 6.1]). Esto u´ltimo
se cumple au´n cuando K/E no sea separable. Puesto que K/E es separable,
la traza Tr = TrK/E : K → E es suprayectiva. El mapeo
ϕ : K ×K → E dado por ϕ(x, y) := Tr(xy)
es E–bilineal y no degenerado, esto es, si Tr(xy) = 0 para toda y ∈ K entonces
x = 0 y si Tr(xy) = 0 para toda x ∈ K, entonces y = 0.
Se define B∗ := {x ∈ K | Tr(xy) ∈ A para toda y ∈ B}. Se tiene que B∗
es el mo´dulo complementario B′ definido en la Seccio´n 1.1. Entonces B ⊆ B∗
y B∗ es un B–mo´dulo fraccionario. El inverso es un ideal de B llamado el
diferente de B/A: DK/E = DB/A := (B
∗)−1 y la norma NK/E(DB/A) se
llama el discriminante de B sobre A.
En nuestro caso, si E es un campo nume´rico cualquiera y K es un extensio´n
finita de E, tomaremos A = OE y se tiene B = OK y DOK/OE := DK/E es
el diferente de K/E. Usaremos para el discriminante la siguiente notacio´n:
dK/E := NK/E(DK/E).
En el caso particular de E = Q, pondremos dK := dK/Q y dK = 〈δk〉.
En general, cuando tenemos un campo nume´rico K y K = Q(α) con
α ∈ OK , entonces {1, α, . . . , αn−1} es una base de K/Q donde n = [K : Q] y
se tiene Z[α] ⊆ OK . Es raro que tengamos Z[α] = OK para algu´n α ∈ OK .
Veamos que este es el caso cuando K = Q(ζn) para n ∈ N.
Proposicio´n 3.2.25. Sean p un nu´mero primo y m ∈ N. Entonces Z[ζpm ] es
el anillo de enteros de Q(ζpm), es decir, OQ(ζpm ) = Z[ζpm ].
Demostracio´n. Puesto que ζpm ∈ OQ(ζpm ) se tiene Z[ζpm ] ⊆ OQ(ζpm ). Aho-
ra bien, dado α ∈ OQ(ζpm ), puesto que {1, ζpm , . . . , ζϕ(p
m)−1
pm } es base de
Q(ζpm)/Q, se tiene que
α =
ϕ(pm)−1∑
i=0
aiζ
i
pm para ai ∈ Q. (3.2.6)
Nuestro objetivo es probar que ai ∈ Z y el resultado se seguira´.
Primero recordemos que
ψpm(x) = ψp(x
pm−1) =
pm−1∏
i=0
mcd(i,p)=1
(x− ζipm)
= (xp
m−1)p−1 + (xp
m−1)p−2 + · · ·+ xpm−1 + 1
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y en particular
ψpm(1) = p =
pm−1∏
i=0
mcd(i,p)=1
(1− ζipm).
Sean i, j primos relativos a p. Entonces existe t ∈ Z tal que it ≡ j mo´d pm.
En particular se sigue que
ζjpm − 1
ζipm − 1
=
ζitpm − 1
ζipm − 1
= (ζipm)
t−1 + (ζipm)
t−2 + · · ·+ (ζipm) + 1
∈ Z[ζpm ] ⊆ O := OQ(ζpm ).
Ana´logamente
ζipm−1
ζj
pm
−1 ∈ Z[ζpm ]. De esto se sigue que existe u ∈ O∗ tal que
1− ζipm = u(1− ζjpm)
y a nivel de ideales de O se tiene 〈1− ζipm〉 = 〈1− ζjpm〉 para cualesquiera i, j
primos relativos a p. Por lo tanto si definimos p := 〈1− ζpm〉 se sigue que
〈ψpm(1)〉 = 〈p〉 =
pm−1∏
i=0
mcd(i,p)=1
〈1− ζipm〉 = pϕ(p
m).
Puesto que ϕ(pm) = [Q(ζpm) : Q], se sigue que p es totalmente ramificado
en Q(ζpm)/Q y p = 〈1− ζpm〉 es un ideal primo de O.
Se define v := vp la valuacio´n correspondiente a p, es decir, si α ∈ K∗,
α = ab con a, b ∈ O se tiene que 〈α〉 = pna con a un ideal fraccionario de O
primo relativo a p y entonces vp(α) := n. Se tiene que vp cumple las mismas
propiedades de vp (ver Definicio´n 3.2.19).
Se tiene que v(p) = ϕ(pm), v(p) = 1 y v(1−ζipm) = 1 para toda mcd(i, p) =
1.
Ahora bien, puesto que Q(ζpm) = Q(1− ζpm) se tiene que {1, 1− ζpm , (1−
ζpm)
2, . . . , (1− ζpm)ϕ(pm)−1} es una base de Q(ζpm)/Q. Puesto que α ∈ O, se
tiene que vp(α) ≥ 0. Escribamos
α =
ϕ(pm)−1∑
i=0
mcd(i,p)=1
bi(1− ζpm)i (3.2.7)
con bi ∈ Q. Ahora bien, puesto que bi ∈ Q se tiene que v(bi) ≡ 0 mo´d ϕ(pm)
pues v(p) = ϕ(pm). Adema´s v((1 − ζpm)i) = iv(1 − ζpm) = i por tanto si
bi, bj 6= 0 y i 6= j, se tiene que v((1− ζpm)i) 6= v((1− ζpm)j) de donde se sigue
que
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0 ≤ v(α) = mı´n
i,i 6=0
{v(bi(1− ζpm)i)} ≤ v(bi) + i para toda i con bi 6= 0.
Por tanto v(bi) ≥ −i ∈ [[1− ϕ(pm), 0]] y v(bi) ≡ 0 mo´d ϕ(pm) lo cual implica
que v(bi) ≥ 0 para toda 0 ≤ i ≤ ϕ(pm) − 1. Esto nos dice en particular que
bi se puede escribir en la forma bi =
ci
di
con ci, di ∈ Z primos relativos y p - di
ya que si p|di entonces p - ci y v(bi) = −v(di) < 0 lo cual es absurdo.
Desarrollando la ecuacio´n (3.2.7) y regresando a nuestra expresio´n original
(3.2.6) se tiene
α =
ϕ(pm)−1∑
i=0
aiζ
i
pm
con v(ai) ≥ 0. Nuevamente esto significa que si ai = γiβi con γi, βi ∈ Z, con
mcd(γi, βi) = 1, p - βi. Nuestro objetivo es probar que si algu´n nu´mero primo
q divide a βi, entonces q necesariamente debe ser p. Esto u´ltimo, junto con
lo que hemos probado de que p - βi implican que βi = 1 y que ai ∈ Z como
deseamos.
Tenemos que G = Gpm = Gal(Q(ζpm)/Q) ∼= Upm = (Z/pmZ)∗ e identifi-
camos cada σ ∈ G con c ∈ Upm donde σ(ζpm) = ζcpm . De esta forma tenemos
para σ ∈ G y denotando ζ := ζpm
ασ =
ϕ(pm)−1∑
i=0
aiζ
ci
pm . (3.2.8)
Formando el vector columna
(
ασ
)
σ∈G =

α
...
ασ
...
 y usando la ecuacio´n
(3.2.8) obtenemos la igualdad (donde el te´rmino general σ ∈ G lo identificamos
con c ∈ Upm):
α
...
ασ
...
 =

1 ζ ζ2 · · · ζϕ(pm)−1
· · · · · · · · · · · · · · ·
1 ζc ζ2c · · · (ζc)ϕ(pm)−1
· · · · · · · · · · · · · · ·

 a0...
aϕ(pm)−1

= A
 a0...
aϕ(pm)−1
 donde A = (ζcj) c∈Upm
0≤j≤ϕ(pm)−1
(3.2.9)
A es una matriz cuadrada ϕ(pm) × ϕ(pm) con coeficientes en Z[ζ]. Ma´s
generalmente se tiene que si B es la matriz de Vandermonde
3.2 Campos Cicloto´micos 45
B :=

1 x1 . . . x
r−1
1
1 x2 . . . x
r−1
2
...
... · · · ...
1 xr . . . x
r−1
r

entonces detB =
∏
i<j(xi − xj) (damos una demostracio´n al final de la pro-
posicio´n).
Podemos ordenar Upm = {c1, . . . , cϕ(pm)} y poniendo xi = ζci, 1 ≤ i ≤
ϕ(pm) y r = ϕ(pm) se tendra´ que A =

1 x1 . . . x
r−1
1
1 x2 . . . x
r−1
2
...
... · · · ...
1 xr . . . x
r−1
r
 y si AdjA denota
la matriz adjunta de A, se tiene A−1 = 1detA (AdjA). Ahora bien, detA =∏
i<j(ζ
ci − ζcj ) y puesto que ζci − ζcj = ζci(1− ζcj−ci) = ζciuij(1− ζ)ci−cj
donde uij es una unidad de O se sigue que detA = u(1− ζ)t para algunos u ∈
O∗ y t ∈ Z. En particular tenemos de (3.2.9) que
 a0...
aϕ(pm)−1
 = A−1

α
...
ασ
...

lo cual implica que
ai =
(entero algebraico)
u(1− ζ)t . (3.2.10)
Puesto que p = v(1 − ζ)ϕ(pm) con v ∈ O∗, multiplicando por cierta unidad
w ∈ O∗ y (1 − ζ)s para algu´n s, se tiene que ai = (entero algebraico)pw ∈ Q. Por
tanto el u´nico primo q que puede dividir a βi es p y el resultado se sigue. uunionsq
Ahora damos probamos que det

1 x1 . . . x
r−1
1
1 x2 . . . x
r−1
2
...
... · · · ...
1 xr . . . x
r−1
r
 = ∏i<j(xi − xj). Con-
sideremos variables arbitrarias X,X2, . . . , Xr y consideremos el polinomio
f(X) := det

1 X . . . Xr−1
1 X2 . . . X
r−1
2
...
... · · · ...
1 Xr . . . X
r−1
r
 ∈ F [X] donde F es el campo de las funciones
racionales en las variables X2, . . . , Xr. Entonces f(X) es de grado r−1. Puesto
que f(X2) = · · · = f(Xr−1) = 0, se sigue que f(X) = D
∏r
j=2(X −Xj) don-
de D es el coeficiente l´ıder de f . Entonces D = det

1 X2 . . . X
r−2
2
1 X3 . . . X
r−2
3
...
... · · · ...
1 Xr . . . X
r−2
r
. Por
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hipo´tesis de induccio´n en r, se sigue que D =
∏
2≤i<j≤r(Xi−Xj). Definiendo
x1 := X1, x2 := X2, . . . , xr := Xr se sigue el resultado.
Notemos que puesto que {1, ζ, . . . , ζϕ(pm)−1} es una base entera de O =
OQ(ζpm ) sobre Z, se sigue que
δQ(ζpm ) = (−1)ϕ(p
m)/2 detA2. (3.2.11)
Calculando detA2 se seguira´ el discriminante.
Proposicio´n 3.2.26. Con las notaciones anteriores, se tiene
detA2 = ±ppm−1(mp−m−1).
Demostracio´n. Para c ∈ Z se tiene 1− ζc = −ζc(1− ζ−c) por lo que tenemos
detA = ±
∏
0<k<j<pm
p-kj
(ζj − ζk) = u1
∏
0<k<j<pm
p-kj
(1− ζk−j)
donde u1 ∈ O∗ y detA2 = u2
∏
0<k,j<pm
p-kj,k 6=j
(1− ζk−j) con u2 ∈ O∗.
Puesto que detA2 ∈ Z y u3(1 − ζ)ϕ(pm) = p con u3 ∈ O∗, se tiene que
detA2 = ±ps para algu´n s ∈ N∪{0}. Para calcular s consideremos nuevamente
v la valuacio´n asociada a p = 〈1− ζ〉.
Ahora bien pϕ(p
m) = 〈p〉, es decir v(p) = ϕ(pm) y para 1 ≤ n ≤ m,
1− ζpn = 1− ζp
m−n
pm = u4(1− ζpm)p
m−n
, u4 ∈ O∗. Ma´s precisamente se tiene
〈1− ζpm−npm 〉ϕ(p
n) = 〈1− ζpn〉ϕ(pn) = 〈p〉 = 〈1− ζpm〉ϕ(pm),
por lo que
〈1− ζpn−mpm 〉 = 〈1− ζpm〉ϕ(p
m)/ϕ(pn) = 〈1− ζpm〉pm−n
lo cual implica
1− ζpm−npm = u4(1− ζpm)p
m−n
con u4 ∈ O∗.
Por lo tanto v(1− ζpn) = pm−n. Agrupando los te´rminos 1− ζp
m−n
pm en la
expresio´n de detA2 obtenemos
detA2 = ω
m∏
n=1
(1− ζpm)sm−n
donde ω ∈ O∗ y si = |{(k, j) | k ≡ j mo´d pi, k 6≡ j mo´d pi+1, p - kj, 0 < k, j <
pm}|. Una vez calculado si, se tendra´ que
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ϕ(pm)s = v(detA2) =
m∑
n=1
sm−npn−m.
Sea 0 < j < ϕ(pm), p - j fijo y sea
c
(n)
j = {k | 0 < k < pm, p - k, k ≡ j mo´d pn}.
Consideremos el epimorfismo natural
ϕn : Upm −→ Upn
x mo´d pm 7−→ x mo´d pn
con nu´cϕn = Dpm,pn = {x ∈ Upm | x ≡ 1 mo´d pn}. Entonces, c(n)j = ϕ−1n ({j})
y por tanto |c(n)j | = |nu´cϕn| = ϕ(p
m)
ϕ(pn) = p
m−n. Por otro lado tenemos que
si =
∣∣∣ ⋃
j∈Upm
(c
(i)
j − c(i+1)j )
∣∣∣, 1 ≤ i ≤ m− 2.
Se sigue que
si = ϕ(p
m) · (pm−i − pm−i−1) = ϕ(pm)pm−i−1(p− 1), 1 ≤ i ≤ m− 2.
Para i = m − 1, sm−1 = |{(k, j) | 0 < k, j < pm, p - kj, k 6= j, k ≡
j mo´d pm−1}| = ϕ(pm)(p− 1).
Finalmente, para i = 0, consideremos s0. Se tiene
s0 = |{(k, j) | k 6≡ j mo´d p}|.
Fijando j, 0 < j < pm, p - j, tenemos que existen pm−1 elementos k con
0 < k < pm tales que k ≡ j mo´d p. Por lo tanto hay ϕ(pm)− pm−1 elementos
k tales k 6≡ j mo´d p. Puesto que existen ϕ(pm) tales elementos j, se sigue que
s0 = ϕ(p
m)(ϕ(pm)− pm−1) = ϕ(pm)(pm−1(p− 2)).
Por tanto
ϕ(pm)s = v(detA2) =
m−1∑
i=0
sip
i =
= ϕ(pm)
[
pm−1(p− 2) +
m−1∑
i=1
pm−i−1(p− 1)pi] =
= ϕ(pm)[(p− 2)pm−1 + (m− 1)(p− 1)pm−1] =
= ϕ(pm)pm−1(mp−m− 1)
de donde se sigue el resultado. uunionsq
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Corolario 3.2.27. Para un nu´mero primo p y m ∈ N se tiene δQ(ζpm ) =
(−1)ϕ(pm)/2ppm−1(mp−m−1). uunionsq
Otra demostracio´n del Corolario 3.2.27 se encuentra en la Subseccio´n 6.3.1.
Puesto que los primos finitos ramificados en K/Q son los primos que di-
viden a δK , donde K es cualquier campo nume´rico (ver Teorema 1.1.5 y Co-
rolario 1.2.5), se tiene
Corolario 3.2.28.
(i) Si p es un nu´mero primo, m ∈ N, entonces el u´nico primo finito
ramificado en Q(ζpm)/Q es p y es totalmente ramificado.
(ii) Para n ∈ N, n ≥ 3, n 6≡ 2 mo´d 4, un nu´mero primo p se ramifica
en Q(ζn) si y solamente si p divide a n.
Demostracio´n.
(i) Es el Corolario 3.2.27.
(ii) Del Corolario 3.2.11, Q(ζn) =
∏r
i=1Q(ζpαii ) donde la descompo-
sicio´n en primos de n esta´ dada por n = pα11 · · · pαrr . Finalmente un
nu´mero primo p se ramifica en Q(ζn)/Q ⇐⇒ se ramifica en algu´n
Q(ζpαii )/Q ⇐⇒ p = pi para algu´n 1 ≤ i ≤ r ⇐⇒ p|n. uunionsq
Para estudiar el anillo OQ(ζn ) con n ∈ N arbitrario, salvo que n 6≡ 2 mo´d 4,
veamos que bajo ciertas condiciones para dos extensiones E/Q y K/Q, se tiene
que OEOK = OEK .
Primero recordemos que en una torre de campos nume´ricos K ⊆ L ⊆ M ,
el diferente es multiplicativo (ver Seccio´n 1.1), esto es,
DM/K = DM/L · conL/M DL/K
donde conL/M denota a la conorma de L a M , es decir, si p es un ideal primo de
OL y el ideal extendido pOM = Pe11 · · ·Pegg , entonces conL/M p := Pe11 · · ·Pegg
y el mapeo se extiende para cualquier ideal fraccionario a = pα11 · · · pαrr ,
p1, . . . , pr ideales primos de OL y α1, . . . , αr ∈ Z. Se define conL/M a :=(
conL/M p1
)α1 · · · ( conL/M pr)αr .
Notemos que si a es un ideal fraccionario de L, entonces NL/M conL/M a =
a[M :L].
Por otro lado decimos que dos extensiones F/E y H/E
son linealmente disjuntas sobre E si una base de F/E es tam-
bie´n una base de FH/H. Equivalentemente, para extensiones
finitas, si [F : E] = [FH : H].
F FH
E H
Teorema 3.2.29. Sean K y E dos campos nume´ricos. Supongamos que los
discriminantes de K y E son primos relativos y que K y E son linealmente
disjuntos sobre Q. Entonces
OKE = OKOE y dKE = d[E:Q]K d[K:Q]E .
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Demostracio´n. Los diferentes satisfacen
DKE/Q = DKE/K · conK/KE DK/Q = DKE/E · conE/KE DE/Q. (3.2.12)
Ahora bien, se tiene por hipo´tesis que conK/KE DK/Q y conE/KE DE/Q
son primos relativos. Por otro lado tenemos
DKE/K | conE/KE DE/Q y DKE/E | conK/KE DK/Q
de donde obtenemos que DKE/K y DKE/E son primos relativos. De la ecua-
cio´n (3.2.12) se sigue que
DKE/E = conK/KE DK/Q y DKE/K = conE/KE DE/Q. (3.2.13)
Para obtener una base de OKE sobre Z, usaremos las bases complemen-
tarias, es decir, las del diferente inverso. Sea W una base de OK/Q y V
una base de OE/Z. Sea W ′ la base dual de W con respecto a la traza, es-
to es, si W = {w1, . . . , wt} entonces W ′ = {w′1, . . . , w′t} ⊆ K satisface que
TrK/Q(w
′
iwj) = δij para 1 ≤ i, j ≤ t. En otras palabras
Zw′1 + · · ·+ Zw′t = {x ∈ K | TrK/Q(xOK) ⊆ Z} = D−1K/Q
y W ′ genera a D−1K/Q sobre Z. Se sigue que W
′ genera D−1KE/K sobre OK .
Entonces el doble dual, (W ′)′ = W genera OKE sobre OE . Por lo tanto
OKE = OE(W ) = OEOK .
Finalmente
dKE/Q = NKE/Q(DKE/Q) = NKE/Q(conK/KE DK/Q conE/KE DE/Q)
= NKE/Q(DK/Q)NKE/Q(DE/Q)
= NK/Q(NKE/KDK/Q)NE/Q(NKE/EDE/Q)
= NK/Q(D
[KE:K]
K/Q )NE/Q(D
[KE:E]
E/Q ) = d
[E:Q]
K/Q d
[K:Q]
E/Q . uunionsq
El Teorema 3.2.29 nos facilita de manera substancial el ca´lculo de una base
entera de OQ(ζn ) y el discriminante δQ(ζn ) donde n ∈ N, n > 1, n 6≡ 2 mo´d 4.
Teorema 3.2.30. Se tiene que para n ∈ N, Z[ζn] es el anillo de enteros de
Q(ζn), es decir, {1, ζn, . . . , ζϕ(n)−1n } es una base entera de OQ(ζn ).
Demostracio´n. Esto es consecuencia del Teorema 3.2.29: Se tiene que si p, q
son dos primos distintos, α, β ∈ N, entonces Q(ζpα) y Q(ζqβ ) son linealmente
disjuntos y que los discriminantes son primos relativos (Corolarios 3.2.11 y
3.2.27). Por lo tanto si n = pα11 · · · pαrr , se tiene que Q(ζn) =
∏r
i=1Q(ζpαi1 ) y
por lo tanto
OQ(ζn ) =
r∏
i=1
OQ(ζ
p
αi
i
) =
r∏
i=1
Z[ζpαii ] = Z[ζn]. uunionsq
50 3 Campos cicloto´micos
Teorema 3.2.31. Si n = pα11 · · · pαrr es la descomposicio´n en primos de n,
entonces el diferente de Q(ζn)/Q esta´ dado por
DQ(ζn )/Z =
r∏
i=1
conQ(ζ
p
αi
i
)/Q(ζn ) p
p
αi−1
i (piαi−αi−1)
i
donde pi es ideal primo de Q(ζpαii ) dado por pi = 〈1− ζpαii 〉.
Demostracio´n. Puesto que dQ(ζ
p
αi
i
) = 〈pi〉p
αi
i (piαi−αi−1) (Corolario 3.2.27) y
pi es totalmente ramificado en Q(ζpαii )/Q: p
ϕ(p
αi
i
i ) = 〈pi〉, entonces el grado
relativo f(pi|pi) es 1 de donde obtenemos que NQ(ζ
p
αi
i
)/Qpi = 〈pi〉.
En particular los diferentes DQ(ζ
p
αi
i
)/Q son primos relativos a pares y
DQ(ζ
p
αi
i
)/Q = p
p
αi−1
i (piαi−αi−1)
i . La conclusio´n se sigue de la multiplicativi-
dad de los diferentes. uunionsq
Corolario 3.2.32. Se tiene para n ∈ N, n > 1, n 6≡ 2 mo´d 4 que
δQ(ζn ) = (−1)ϕ(n)/2
nϕ(n)∏
p|n pϕ(n)/(p−1)
.
Demostracio´n. Una primera demostracio´n es usando el Teorema 3.2.31 y el
hecho de que dQ(ζn ) = NQ(ζn )/QDQ(ζn )/Q.
Una segunda demostracio´n es usando el Teorema 3.2.29. En ese caso, la
igualdad dKE = d
[E:Q]
K d
[K:Q]
E implica |δKE | = |δK |[E:Q]|δE |[K:Q], la cual a su
vez se puede poner en forma aditiva tomando logaritmos:
log |δKE | = [E : Q] log |δK |+ [K : Q]|δE |.
Dividiendo entre [KE : Q], obtenemos
log |δKE |
[KE : Q]
=
log |δK |
[K : Q]
+
log |δE |
[E : Q]
. (3.2.14)
La ventaja de la expresio´n (3.2.14) es que es fa´cilmente generalizable a
una composicio´n de un nu´mero finito de campos. En nuestro caso tenemos
Q(ζn) =
∏r
i=1Q(ζpαii ) de donde
log |δQ(ζn )|
ϕ(n)
=
log |δQ(ζn )|
[Q(ζn) : Q]
=
r∑
i=1
log |δQ(ζ
p
αi
i
)|
[Q(ζpαii ) : Q]
=
r∑
i=1
log |δQ(ζ
p
αi
i
)|
ϕ(pαii
=
r∑
i=1
pαi−1i (piαi − αi − 1) log pi
pαi−1i (pi − 1)
=
r∑
i=1
(
αi − 1
pi − 1
)
log pi
=
r∑
i=1
αi log pi −
r∑
i=1
log pi
pi − 1 = log n−
∑
p|n
log p
p− 1 .
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Por tanto
log |δQ(ζn )| = ϕ(n) log n−
∑
p|n
ϕ(n)
p− 1 log p = log n
ϕ(n) −
∑
p|n
log pϕ(n)/(p−1)
= log
nϕ(n)∏
p|n pϕ(n)/(p−1)
de donde, usando el Teorema 3.2.23, se sigue que
δQ(ζn ) = (−1)ϕ(n)/2
nϕ(n)∏
p|n pϕ(n)/(p−1)
. uunionsq
Uno de los problemas centrales que se estudian en cualquier campo nume´ri-
co, es su grupo de unidades. En el caso en que n = pα es una potencia de un
primo, obtuvimos que 〈p〉 = 〈1− ζpα〉ϕ(pα) (ver la demostracio´n de la Propo-
sicio´n 3.2.25). En particular 1 − ζpα no puede ser unidad en Z[ζpα ]. Resulta
ser que cuando n no es potencia de un primo la historia es diferente.
Recordemos que xn − 1 = ∏d|n ψd(x). Sea n = pα11 · · · pαrr , r ≥ 2 un
nu´mero natural que no es potencia de un nu´mero primo. Entonces
fn(x) =
xn − 1
x− 1 = x
n−1 + · · ·+ x+ 1 =
∏
d|n
d 6=1
ψd(x) =
n−1∏
j=1
(x− ζjn).
Sea A := {d ∈ N | d|n, d no es potencia de primo}. Se tiene que n ∈ A y
A 6= ∅. Por otro lado tenemos
n = fn(1) =
n−1∏
j=1
(1− ζjn) =
r∏
i=1
( αi∏
βi=1
ψ
p
βi
i
(1)
)
·
∏
d∈A
ψd(1).
Ahora bien ψ
p
βi
i
(1) = p para 1 ≤ βi ≤ αi. Por lo tanto
r∏
i=1
αi∏
βi=1
ψ
p
βi
i
(1) =
r∏
i=1
pαii = n,
de donde se sigue que
1 =
∏
d∈A
ψd(1) =
∏
d∈A
∏
mcd(j,d)=1
(1− ζjd).
Puesto que d = n ∈ A, 1− ζn aparece en el producto
∏
d∈A ψd(1) y por lo
tanto 1−ζn es unidad. En consecuencia, tenemos que ±1 = NQ(ζn )/Q(1−ζn) =∏
mcd(j,n)=1(1− ζjn).
Notemos el siguiente hecho general.
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Teorema 3.2.33. Sea K/Q una extensio´n finita de Galois tal que la restric-
cio´n a K de la conjugacio´n compleja no es trivial, es decir, J |K 6= IdK , donde
J denota la conjugacio´n compleja. Entonces NK/QK
∗ ⊆ Q+ := {x ∈ Q | x >
0}.
Demostracio´n. Sea G := Gal(K/Q) y sea H := {1, J |K}, |H| = 2 y H < G.
Sea X ⊆ G un conjunto de representantes de las clases derechas de G mo´dulo
H. Entonces HX = G y G = X unionmulti JX.
Sea ξ ∈ K∗. Se tiene NK/Q(ξ) =
∏
σ∈G σξ =
(∏
σ∈X σξ
)(∏
σ∈X J(σξ)
)
=
αα = |α|2 > 0. uunionsq
Resumiendo el desarrollo anterior, tenemos
Teorema 3.2.34. Si n no es potencia de un nu´mero primo, entonces 1− ζn
es unidad en OQ(ζn ) = Z[ζn] y NQ(ζn )/Q(1− ζn) =
∏
(j,n)=1(1− ζjn) = 1. uunionsq
4Teorema de Kronecker–Weber
En este cap´ıtulo presentamos la demostracio´n del Teorema de Kronecker–
Weber usando los grupos de ramificacio´n (ver Seccio´n 1.3).
4.1. El teorema y su demostracio´n
El Teorema de Kronecker–Weber establece que toda extensio´n abeliana de
Q esta´ contenida en algu´n campo cicloto´mico Q(ζn). El teorema fue original-
mente afirmado por Kronecker en 1853 [77]. Sin embargo la prueba estaba
incompleta. El mismo Kronecker reconocio´ que hab´ıa problemas con el primo
p = 2. En 1886, Weber casi completo´ la demostracio´n [141]. Todav´ıa la prueba
ten´ıa una laguna, la cual no fue notada sino hasta 95 an˜os despue´s por Olaf
Neuman [103]. Finalmente en 1896, D. Hilbert dio una nueva demostracio´n
completa de este resultado la cual se baso´ en los grupos de ramificacio´n [58].
Esta es la primera prueba completa correcta del resultado, aunque el mismo
Hilbert no lo supo pues considero´ que la prueba de Weber estaba completa.
En la actualidad hay muchas demostraciones, varias de ellas elementales,
del Teorema de Kronecker–Weber: reduccio´n al caso local, usando Teor´ıa de
Campos de Clase en la cual se usa que un primo p se descompone totalmente
en Q(ζn) ⇐⇒ p ≡ 1 mo´d n lo cual prueba que Q(ζn) es el campo de clase
de rayos correspondiente al “mo´dulus” (n)∞ y toda extensio´n abeliana de
Q tiene que estar contenida en alguno de estos campos, etc., ver Corolario
17.7.14.
Aqu´ı presentamos una prueba basada en los grupos de ramificacio´n.
Antes que nada recordemos que el Teorema de Minkowski establece que
si 1 < [K : Q] <∞, entonces existe un nu´mero primo p el cual es ramificado
en K/Q. Como veremos a continuacio´n, el caso central es que si K/Q es
una extensio´n c´ıclica de grado p con p > 2 un nu´mero primo y u´nicamente
se ramifica p, entonces K ⊆ Q(ζp2), esto es, K es la u´nica subextensio´n de
Q(ζp2) de grado p sobre Q. Similarmente necesitamos el ana´logo para el caso
p = 2.
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Como primer paso, estudiamos el caso moderadamente ramificado.
Proposicio´n 4.1.1. Sea K/Q una extensio´n abeliana tal que p ∈ N es mo-
deradamente ramificado en K. Entonces existe una extensio´n L de Q y un
subcampo F ⊆ Q(ζn) para alguna n tal que:
(a) Todo primo no ramificado en K es no ramificado en L.
(b) p no se ramifica en L.
(c) FK = FL.
FK = FL Q(ζn)
K F
Q L
Demostracio´n. Sea p un primo en K sobre p. Puesto que p es moderadamente
ramificado, el primer grupo de ramificacio´n G1 de p es trivial. Puesto que
K/Q es abeliana se sigue que el grupo de inercia I(p|p) esta´ contenido de
manera natural en F∗p = (Z/pZ)∗, Proposicio´n 1.3.12, es decir, el ı´ndice de
ramificacio´n e de p/p divide a p− 1. En particular p 6= 2.
Sea ζ := ζp y sea F el u´nico subcampo de Q(ζp) de grado e sobre Q:
[F : Q] = e. Ahora p es moderadamente ramificado en F/Q puesto que p - e
y totalmente ramificado en F/Q puesto que p es totalmente ramificado en
Q(ζp)/Q.
Sea q el u´nico primo de F sobre p. Consideremos FK = E. Sea P un
primo en E sobre p y sea I := I(P|p) el grupo de inercia. Se tiene P∩Z = (p)
y P ∩ OF = q. Sea L := EI el subcampo de E fijo bajo I.
q P
F FK = E
Q K
p p
Veamos que se cumplen las tres propiedades requeridas en la proposicio´n.
Primero, sea q ∈ Z un primo no ramificado en K/Q. Entonces q 6= p y puesto
que q no es ramificado en F/Q, se sigue que q no es ramificado en E = FK/Q.
Por tanto q no se ramifica en L ⊆ E. Esto es la primera propiedad de L.
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Ahora, como L es el campo de inercia de p en E/Q, p no es ramificado en
L/Q lo cual prueba la segunda propiedad de L.
Queda por demostrar que FK = FL = E. Por supuesto FL ⊆ E. Se tiene
que p es no ramificado en L/Q y totalmente ramificado en E/L.
p
K
e
P
E = FK
L
Q
p
e
F
q
Ahora bien, por el Lema de Abhyankar (ver Teorema 10.4.1) se tiene que
e(P|p) = [e(P|p), e(P|q)] = [e, e] = e,
esto es, [E : L] = e. Por otro lado, como p es totalmente ramificado en F/Q y
no ramificado en L/Q, se tiene que F y L son linealmente disjuntos sobre Q
y en particular [FL : L] = [F : Q] = e. Por tanto [E : L] = [FL : L]. Se sigue
que FL = E = FK. uunionsq
Corolario 4.1.2. Sea K/Q una extensio´n abeliana tal que todo primo rami-
ficado en K/Q es moderadamente ramificado. Entonces existe m ∈ N tal que
K ⊆ Q(ζm). Ma´s au´n, si p1, . . . , pr son los primos ramificados en K, se puede
seleccionar m = p1 · · · pr.
Demostracio´n. Sean p1, . . . , pr todos los primos ramificados en K/Q. Por la
Proposicio´n 4.1.1, existe F1 ⊆ Q(ζp1) y L1 tales que p2, . . . , pr son los primos
ramificados en L1/Q y F1K = F1L1.
Aplicando lo mismo para L1, existen F2 ⊆ Q(ζp2) y L2 tales que p3, . . . , pr
son los primos ramificados en L2 y F2L1 = F2L2. Continuando este proceso
para i = 2, . . . , r−1 se tiene que existen Fi ⊆ Q(ζpi) y Li tales que pi+1, . . . pr
son los primos ramificados en Li y FiLi−1 = FiLi.
Finalmente, existe Fr ⊆ Q(ζpr ) y Lr tales que Lr/Q es no ramificada y
FrLr−1 = FrLr. Por el Teorema de Minkowski, se tiene que Lr = Q y por lo
tanto FrLr−1 = Fr, lo cual implica que Lr−1 ⊆ Fr. Del hecho Fr−1Lr−2 =
Fr−1Lr−1 ⊆ FrFr−1 se sigue que Lr−2 ⊆ FrFr−1. Continuando este proceso,
se sigue que L1 ⊆ FrFr−1 · · ·F2, por tanto
K ⊆ KF1 = LF1 ⊆ FrFr−1 · · ·F2F1 ⊆ Q(ζp1···pr ). uunionsq
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4.2. Caso central: ramificacio´n salvaje
Nuestro siguiente objetivo es probar un resultado ana´logo al Corolario
4.1.2 en el caso de ramificacio´n salvaje. Primero hagamos un caso particular.
Separamos en dos casos: p par y p impar.
Proposicio´n 4.2.1. Las u´nicas extensiones cuadra´ticas de Q con discrimi-
nante una potencia de 2 son Q(
√−1) = Q(i) = Q(ζ4), Q(
√
2) y Q(
√−2) =
Q(
√
2i) todas ellas contenidas en Q(ζ8).
Demostracio´n. Sea K = Q(
√
d) con d libre de cuadrados. Puesto que δK =
d, 4d y por hipo´tesis δK = ±2α, se sigue que necesariamente que d = ±1,±2.
El caso d = 1 queda descartado y por lo tanto K es uno de los tipos mencio-
nados en la proposicio´n. El rec´ıproco es igual.
Ahora bien ζ8 =
√√−1 = 4√−1 = cospi/4+i senpi/42 = √22 (1+i). Por lo tanto
ζ8 + ζ¯8 =
√
2, ζ8 − ζ¯8 = i
√
2 de donde se sigue que Q(ζ4),Q(
√
2),Q(
√−2) ⊆
Q(ζ8). uunionsq
Proposicio´n 4.2.2. Sea K/Q una extensio´n c´ıclica de grado p sobre Q, con
p un nu´mero primo impar, tal que el u´nico primo ramificado es p. Entonces
el diferente de la extensio´n es igual a DK = p
2(p−1) donde p es el u´nico ideal
primo de K sobre p.
Demostracio´n. Puesto que [K : Q] = p y p es ramificado, necesariamente
tenemos que e(p|p) = p. Sea pi ∈ p \ p2. Se tiene que vp(pi) = 1 por lo que
pi /∈ Q puesto que para cualquier α ∈ Q tenemos que vp(α) = e(p|p)vp(α) =
pvp(α) 6= 1.
Se sigue que K = Q(pi). Sea
f(x) := Irr(pi, x,Q) = xp + ap−1xp−1 + · · ·+ a1x+ a0.
Entonces f(x) ∈ Z[x] puesto que pi ∈ p ⊆ OK , es decir, pi es entero. Como
pip + ap−1pip−1 + · · · + a1pi + a0 = 0 con a0 6= 0, se tiene para 0 ≤ i ≤ p − 1
que
vp(aipi
i) = pvp(ai) + i.
Si para algu´n i tuvie´semos que p - ai, entonces se tendr´ıa que vp(ai) = 0 y
vp(aipi
i) = i y entonces
∞ = vp(0) = vp(pip + ap−1pip−1 + · · ·+ a1pi + a0) = mı´n
ai 6=0
{i} 6=∞
lo cual es absurdo.
Por el Corolario 1.1.3 se tiene que
DK = 〈f ′(pi)〉 = pk donde k =
∞∑
i=0
(|Gi| − 1)
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donde Gi es el i–e´simo grupo de ramificacio´n correspondiente a p sobre p.
Puesto que Gi ⊆ G := Gal(K|Q) y |G| = p, se tiene que |Gi| = p o´ 1 y por lo
tanto |Gi| − 1 = p− 1 o´ 0 de donde se sigue que p− 1|k.
Ahora, se tiene que f ′(pi) = ppip−1 + (p− 1)ap−1pip−2 + · · ·+ a2pi+ a1 por
lo que para 1 ≤ i ≤ p, se tiene para ai 6= 0, donde ponemos ap := 1, que
vp(iaipi
i−1) = vp(i) + vp(ai) + i− 1 ≡ (i− 1) mo´d p.
Por lo tanto si para i 6= j tenemos que ai 6= 0 y aj 6= 0 entonces vp(iaipii−1) 6=
vp(jajpi
j−1). Se sigue que
k = vp(DK) = vp(f
′(pi)) = mı´n
1≤i≤p
ai 6=0
{vp(iaipii−1)} = vp(i0) + vp(ai0) + i0 − 1.
Si i0 = p se tendr´ıa vp(pappi
p−1) = vp(ppip−1) = 2p − 1 6≡ 0 mo´d p − 1.
Por tanto necesariamente 1 ≤ i0 ≤ p− 1 y vp(ai0pii0−1) = pvp(ai0) + i0 − 1 <
2p− 1 = vp(pappip−1). Por otro lado p|ai0 lo cual implica que vp(ai0) = t ≥ 1
de donde obtenemos que
2p− 1 > vp(ai0pii0−1) = tp+ i0 − 1
lo cual implica que tp < 2p − 1 + 1 − i0 = 2p − i0. Se sigue que t = 1 y que
k = p+ i0 − 1 < 2p− 1.
Por ser ramificacio´n salvaje, se tiene que k > p − 1 por lo que p − 1 <
p+ i0 − 1. Si acaso tuvie´semos que i0 < p− 1, entonces p+ i0 − 1 < 2(p− 1)
y por ende p − 1 < k < 2(p − 1) lo cual contradice que p − 1|k. Se sigue que
i0 = p− 1 y que k = 2(p− 1). uunionsq
El siguiente resultado nos prueba que u´nicamente existe una extensio´n
c´ıclica de Q de grado p ramificado u´nicamente en p en donde p es un primo
impar.
Proposicio´n 4.2.3. Sea p un nu´mero primo con p > 2 y sea K/Q una
extensio´n c´ıclica de grado p cuyo u´nico primo ramificado es p. Entonces
K ⊆ Q(ζp2). Esto es, K es el u´nico subcampo de Q(ζp2) de grado p sobre
Q.
Demostracio´n. Primero consideremos un campo L tal que L/Q es una ex-
tensio´n de Galois abeliana y tal que [L : Q] = p2 donde p es el u´nico primo
ramificado. Sea G0 el grupo de inercia respectivo y sea L
G0 = E. Entonces p
no se ramifica en E/Q y por tanto E/Q no es ramificada. Se sigue del Teo-
rema de Minkowski que E = Q y que G0 = G := Gal(L/Q). Ahora bien,
si G1 es el primer grupo de ramificacio´n, entonces por ser la extensio´n L/Q
salvajemente ramificada se tiene que G1 6= {e}. Consideremos F := LG1 . En-
tonces p es moderadamente ramificado en la extensio´n F/Q. Sin embargo, en
el caso de que F 6= Q se tendr´ıa que que p|[F : Q] y p necesariamente ser´ıa
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salvajemente ramificado, lo cual es absurdo. Se sigue que G1 = G0 = G y
|G1| = |G0| = |G| = p2.
Sea Gr el primer grupo de ramificacio´n tal que |Gr| < p2. Puesto que
Gr−1/Gr es un grupo p–elemental abeliano y puesto que G0 = G1 = G, se
sigue que r − 1 ≥ 1, esto es, r ≥ 2. Entonces Gr−1/Gr = G/Gr ⊆ pr−1/pr ∼=
OL/p ∼= Fp ∼= Z/pZ ya que al ser p totalmente ramificado su grado de inercia
es 1.
Se sigue que |Gr−1/Gr| = |Gr−1|/|Gr| = p2/|Gr| ≤ p y por lo tanto
|Gr| = p.
Consideremos H cualquier subgrupo de G de orden p y sea E := LH .
Sea P := p ∩ OLH . Entonces por la Proposicio´n 4.2.2 se tiene que DLH/Q =
P2(p−1). Por lo tanto
DL/Q = DLH/L conLH/LP
2(p−1) = DL/LHp
2p(p−1).
L p
Q LH
p P
Se sigue que el diferente DL/LH = DL/Qp
−2p(p−1) es independiente de H.
Ahora bien, si H 6= Gr, los grupos de ramificacio´n de L/LH son
Gi ∩H =
{
H si 0 ≤ i ≤ r − 1
1 si i > r
de donde
DL/LH = p
s, s =
∞∑
i=0
(|Gi ∩H| − 1) = r(p− 1).
Por otro lado, si H = Gr, se tiene que
DL/LGr = p
t con t =
∞∑
i=0
(|Gi ∩Gr| − 1) ≥ (r + 1)(p− 1).
Estos dos hechos, la independencia de DL/LH de H y que este es ma´ximo
exactamente en H = Gr prueban que G tiene un u´nico subgrupo de orden p.
Por lo tanto G es c´ıclico.
Ahora sean K y K ′ dos extensiones c´ıclicas de grado p de Q tales que p es
el u´nico primo ramificado. En caso de que K 6= K ′ se tendr´ıa que KK ′ es una
extensio´n de Galois de grado p2 de Q donde p es el u´nico primo ramificado.
Por lo anterior se seguir´ıa que KK ′ es una extensio´n c´ıclica de Q pero
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Gal(KK ′/Q) ∼= Gal(K/Q)×Gal(K ′/Q) ∼= Cp × Cp.
Por tanto, necesariamente K = K ′ de donde se sigue que hay una u´nica
extensio´n K/Q c´ıclica de grado p en donde u´nicamente p es ramificado.
Finalmente puesto que Gal(Q(ζp2)/Q) ∼= Up2 ∼= Cp−1×Cp, si consideramos
F := (Q(ζp2)H donde H es el subgrupo de Up2 de orden p − 1, se sigue que
Gal(F/Q) ∼= Cp y p es el u´nico primo finito ramificado, es decir, F ⊆ Q(ζp2)
es el u´nico campo satisfaciendo estas condiciones. uunionsq
Teorema 4.2.4. Sea p un primo impar. Sea K/Q una extensio´n abeliana de
grado pm donde p es u´nico primo ramificado. Entonces K ⊆ Q(ζpm+1) y de
hecho K es el campo fijo Q(ζpm+1)H donde H es el subgrupo de Upm+1 de orden
p− 1: Upm+1 ∼= Cp−1 × Cpm . En particular K/Q es una extensio´n c´ıclica.
Demostracio´n. Sea L = Q(ζpm+1)H . Entonces KL es una extensio´n abeliana
de Q donde p es el u´nico primo ramificado. Se tiene que
Gal(KL/Q) ⊆ Gal(K/Q)×Gal(L/Q) ∼= Cpm × Cpm con
ϕ : Gal(KL/Q) −→ Gal(K/Q)×Gal(L/Q)
θ 7−→ (θ|K , θ|L).
KL
K L
K ∩ L
Q
Si KL/Q no fuese una extensio´n c´ıclica, entonces KL contendr´ıa una
subextensio´n de orden p2 de tipo Cp ×Cp sobre Q lo cual contradir´ıa la Pro-
posicio´n 4.2.3. Por lo tanto KL/Q es c´ıclica. Puesto que Gal(KL/Q) ⊆ C2pm ,
se sigue que Gal(KL/Q) ∼= Cpm . Por lo tanto K = L = KL. uunionsq
Para el primo par p = 2 tenemos resultados similares. Primero considere-
mos una extensio´n [K : Q] = 2 y 2 es el u´nico primo ramificado. Entonces
K = Q(
√
2), Q(
√−2) o Q(√−1) = Q(i) = Q(ζ4).
Teorema 4.2.5. Si K/Q es una extensio´n c´ıclica de grado 2m, m ≥ 2, en-
tonces K ⊆ Q(ζ2m+2). Ma´s au´n K es uno de dos: K = Q(ζ2m+2) ∩ R =
Q(ζ2m+2 + ζ−12m+2) =: Km o K = Q(ζ4(ζ2m+2 + ζ
−1
2m+2)) = Q(ζ2m+2 − ζ−12m+2).
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Demostracio´n. Supongamos que K es un campo real, y que la extensio´n K/Q
no es necesariamente c´ıclica, u´nicamente satisfaciendo que K/Q sea abeliana,
que [K : Q] = 2m y que 2 es el u´nico primo finito ramificado. Entonces
KKm es una extensio´n real de Q donde 2 es el u´nico primo finito ramificado.
Nuevamente tenemos que
Gal(KKm/Q) ⊆ Gal(K/Q)×Gal(Km/Q) ∼= Gal(K/Q)× C2m .
Si KKm/Q no fuese c´ıclica entonces KKm tendr´ıa una subextensio´n de tipo
C2 × C2 sobre Q pero esta ser´ıa real lo cual implicar´ıa que Q tendr´ıa tres
extensiones cuadra´ticas reales donde 2 es el u´nico primo ramificado. Esto
contradice que la u´nica extensio´n cuadra´tica real de Q es Q(
√
2). Se sigue que
K = Km y en particular K es una extensio´n c´ıclica de Q.
Ahora consideremos K no real y sea M := K(i). Sea M+ := M ∩ R.
Entonces si K 6= M , K+ = Km−1 6= M+ de donde se sigue que M+ = Km.
Puesto que M = M+(i), M = Q(ζ2m+2) y Gal(M/Q) ∼= C2 × C2m . Hay tres
subcampos de ı´ndice 2, a saber, Q(ζ2m+1), Km y Q(ζ2m+2 − ζ−12m+2). Puesto
que K/Q es c´ıclica y no real, se tiene que K 6= Q(ζ2m+1) y K 6= Km por lo
que necesariamente K = Q(ζ2m+2 − ζ−12m+2) (ver Teorema 5.3.3). uunionsq
Observacio´n 4.2.6. El subcampo Q(ζ2m+2 − ζ−12m+2) descrito en el Teorema
4.2.5 es la extensio´n Q(ζ4(ζ2m+2 + ζ−12m+2)):
Km
2
2 Q(ζ2m+2 + ζ−12m+2)
2
2Q(ζ4(ζ2m+2 + ζ−12m+2))
2
Km−1
2
2
Km−1(ζ4)
2
Q 2 Q(ζ4)
Ahora
ζ4(ζ2m+2 + ζ
−1
2m+2) = ζ4ζ2m+2 + ζ4ζ
−1
2m+2 = ζ
2m+1
2m+2 + ζ
2m−1
2m+2
= ζ2
m+1
2m+2 + ζ
2m+1−2m−1
2m+2 = ζ
a
2m+2 + ζ2ζ
−a
2m+2 = ζ
a
2m+2 − ζ−a2m+2
con mcd(a, 2) = 1, por lo que Q(ζa2m+2 − ζ−a2m+2) = Q(ζ2m+2 − ζ−12m+2).
Con lo anterior ya tenemos todos los elementos para probar:
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Teorema 4.2.7 (Kronecker–Weber). Sea K/Q una extensio´n abeliana fi-
nita. Entonces existe n ∈ N tal que K ⊆ Q(ζn).
Demostracio´n. Puesto que K/Q es una extensio´n abeliana, se tiene que
Gal(K/Q) ∼= ⊕ri=1Cni donde cada ni es potencia de un nu´mero primo. Sea
Ki := K
Hi el campo fijo bajo Hi := ⊕rj=1
j 6=i
Cnj . Entonces K = K1 · · ·Kr. Si
probamos que cada Ki ⊆ Q(ζmi) entonces
K = K1 · · ·Kr ⊆ Q(ζm1) · · ·Q(ζmr ) ⊆ Q(ζm1···mr ).
Por tanto podemos suponer que K/Q es c´ıclica de grado pm con p un nu´mero
primo.
Por la Proposicio´n 4.1.1, existe una extensio´n L de Q y F ⊆ Q(ζn) para
alguna n tal que FK = FL tal que el u´nico primo ramificado en L/Q es p.
De hecho n puede ser tomado como q1 · · · qt donde los primos ramificados de
K/Q son q1, . . . , qt y posiblemente p.
Entonces L∩F = Q y Gal(LF/Q) ∼= Gal(L/Q)×Gal(F/Q) ∼= Gal(FK/Q).
K FK = FL
L
Q F Q(ζq1···qt)
Entonces por los Teoremas 4.2.4 y 4.2.5 se tiene que L ⊆ Q(ζp`) para algu´n
`. Por tanto K ⊆ FK = FL ⊆ Q(ζq1···qt)Q(ζp`) = Q(ζp`q1···qt). uunionsq

5Propiedades y aplicaciones de los campos
cicloto´micos
5.1. Caso especial del Teorema de Dirichlet
Una de las aplicaciones interesantes de los campos cicloto´micos es la de-
mostracio´n de un caso particular del Teorema de Dirichlet de nu´meros primos
en progresiones aritme´ticas. El Teorema de Dirichlet establece que si a, b ∈ Z
son primos relativos, entonces existen una infinidad de nu´meros primos en
la progresio´n aritme´tica a, a + 2b, . . . , a + mb, . . .. En otras palabras, la con-
gruencia p ≡ a mo´d b tiene una infinidad de soluciones para p un nu´mero
primo.
En la actualidad el Teorema de Dirichlet es una aplicacio´n del Teorema de
Densidad de Cˇebotarev aplicado a los campos cicloto´micos. La demostracio´n
original de Dirichlet se basa en la no anulacio´n de una serie L al ser evaluada
en s = 1. Esto lo veremos ma´s adelante.
El caso particular de a = 1, b = n arbitrario ha sido objeto de estudio
y existen muchas demostraciones de este caso, incluyendo varias elementa-
les, algunas de ellas de hecho ma´s elementales que la que presentamos aqu´ı.
Otro caso especial es a = −1, b = n. Existe una demostracio´n elemental de
este caso debido a E. Landau [79]. Desconocemos si los polinomios cicloto´mi-
cos son aplicables a este caso o algu´n otro, diferente al que desarrollamos a
continuacio´n.
Proposicio´n 5.1.1. Sean p un nu´mero primo y n ∈ N tal que p - n. Sea
a ∈ Z. Entonces
p|ψn(a) ⇐⇒ o(a mo´d p) = n,
es decir, an ≡ 1 mo´d p y ak 6≡ 1 mo´d p para 1 ≤ k ≤ n− 1.
Demostracio´n.
=⇒) Primero supongamos que p|ψn(a). Puesto que xn − 1 =
∏
d|n ψd(x),
se sigue que an − 1 = ∏d|n ψd(a) ≡ 0 mo´d p y por lo tanto an ≡ 1 mo´d p.
Sea k := o(a mo´d p). Entonces k|n. Ahora bien, si k < n tendr´ıamos que
0 ≡ ak−1 = ∏d|k ψd(a) mo´d p. En particular existe d0|k (y por tanto d0 < n)
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tal que ψd0(a) ≡ 0 mo´d p. De esto se sigue que el polinomio xn − 1 mo´d p
tiene una ra´ız mu´ltiple pues ψd0(a) ≡ ψn(a) ≡ 0 mo´d p y d0 6= n. Sin embargo
esto no es posible pues el polinomio p(x) = (xn − 1) mo´d p ∈ Fp[x] no tiene
ra´ıces mu´ltiples debido a que p′(x) = nxn−1 tiene una u´nica ra´ız, a saber
α = 0 mo´d p (pues p - n) y 0 mo´d p no es ra´ız de p(x). Esta contradiccio´n
prueba que o(a mo´d p) = n.
⇐=) Rec´ıprocamente, si o(a mo´d p) = n, entonces an ≡ 1 mo´d p pero ak 6≡
1 mo´d p para 1 ≤ k ≤ n− 1. De esto se sigue que
an − 1 =
∏
d|n
ψd(a) ≡ 0 mo´d p y
ak − 1 =
∏
d|k
ψd(a) 6≡ 0 mo´d p para toda k < n.
Por lo tanto ψn(a) ≡ 0 mo´d p. uunionsq
Usamos la Proposicio´n 5.1.1 para probar:
Proposicio´n 5.1.2. Si p - n donde p es un nu´mero primo y n ∈ N, entonces
p|ψn(a) para algu´n a ∈ Z ⇐⇒ p ≡ 1 mo´d n.
Demostracio´n.
=⇒) Si p|ψn(a) para algu´n a ∈ Z, entonces o(a mo´d p) = n. Notemos que
necesariamente p - a. Por lo tanto n|o(Up) = p−1 y por lo tanto p ≡ 1 mo´d n.
⇐=) Rec´ıprocamente, como Up es un grupo c´ıclico de orden p − 1, si p ≡
1 mo´d n, entonces n|p − 1 y existe un elemento a ∈ Up de orden n, es decir
o(a mo´d p) = n, a ∈ Z. Por la Proposicio´n 5.1.1 se sigue que p|ψn(a). uunionsq
El caso especial del Teorema de Dirichlet se sigue de este resultado.
Corolario 5.1.3 (Caso especial del Teorema de Dirichlet). Sea n ∈ N.
Entonces existe una infinidad de nu´meros primos p tales que p ≡ 1 mo´d n.
Demostracio´n. Supongamos que para un n cualquiera hemos probado la exis-
tencia de un primo p ≡ 1 mo´d n. En este caso n|p−1 y por lo tanto n ≤ p−1.
Sea α ∈ N tal que p < nα. Aplicando la hipo´tesis para nα, tenemos que existe
un nu´mero primo q tal que q ≡ 1 mo´d nα y en particular tenemos q ≡ 1 mo´d n.
Entonces nα ≤ q − 1 y por lo tanto p < q. De esta forma se sigue que existe
una infinidad de nu´meros primos tales que p ≡ 1 mo´d n. Es decir, basta hallar
uno solo de ellos.
Se tiene que para m ∈ N, nm ≡ 0 mo´d n y ψn(nm) ≡ ψn(0) mo´d n. Puesto
que ψn(x) =
∏
d|n(x
d−1)µ(n/d), se sigue que ψn(0) = ±1. Entonces ψn(nm) ≡
±1 mo´d n. En particular si q es primo tal que q|n entonces q - ψn(nm).
Ahora bien, puesto que ψn(x) es un un polinomio de grado ϕ(n) ≥ 1 y con
coeficiente l´ıder 1, en particular positivo, entonces l´ımm→∞ ψn(nm) =∞.
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Sea m ∈ N tal que ψn(nm) > 1 y sea p es un nu´mero primo tal que
p|ψn(nm). Entonces p - n y por la Proposicio´n 5.1.2, se tiene que p ≡ 1 mo´d n
y esto termina la demostracio´n. uunionsq
Observacio´n 5.1.4. La demostracio´n del Corolario 5.1.3 puede hacerse su-
poniendo que p1, . . . , pr son todos los nu´meros primos congruentes con 1
mo´dulo n y considerar mnp1 · · · pr y como hicimos, hallamos un primo
pr+1|ψn(mnp1 · · · pr) para alguna m ≥ 1. Este pr+1 es diferente a p1, . . . , pr
y congruente a 1 mo´d n. Esta es la demostracio´n de Euclides con n = 2. Es
decir, se puede considerar el polinomio ψ2(x) = x + 1 para probar que hay
una infinidad de primos impares.
Por ejemplo si usamos ψ4(x) = x
2 + 1, probaremos que existen una infi-
nidad de primos de la forma 4n+ 1. Como ejercicio dejamos al lector probar
que existen una infinidad de nu´meros primos de la forma 8n + 1 usando el
polinomio cicloto´mico ψ8(x) = x
4 + 1.
Observacio´n 5.1.5. La Proposicio´n 5.1.2 nos proporciona una manera co´mo-
da de producir primos congruentes con 1 mo´dulo n, pues simplemente eva-
luamos ψn(a) con a ∈ Z y todos los factores primos de ψn(a) son de esta
forma.
Por ejemplo, ψ7(4) =
47−1
4−1 =
214−1
3 =
16(1024)−1
3 =
16383
3 = 5461 = 43 ·127
y 43 y 127 son ambos primos congruentes con 1 mo´dulo 7.
5.2. Descomposicio´n de primos en Q(ζn)/Q
Para analizar la descomposicio´n de un nu´mero primo p en Q(ζn), p - n,
veremos cual es el s´ımbolo de Artin asociado a p. Para ello empezamos con
Proposicio´n 5.2.1. Sea p un nu´mero primo en Z y sea p un ideal primo en
Q(ζn) que divide a p. Entonces las n–ra´ıces de la unidad son todas distintas
mo´dulo p.
Demostracio´n. Puesto que 1+x+ · · ·+xn−1 = xn−1x−1 =
∏n−1
j=1 (x−ζjn) se tiene
que evaluando en x = 1 obtenemos n =
∏n−1
j=1 (1− ζjn).
Como p - n se sigue que n /∈ p y por lo tanto 1− ζjn /∈ p, j = 1, . . . , n− 1.
Si ζin ≡ ζjn mo´d p entonces ζin(1− ζj−in ) ∈ p. Puesto que ζin es una ra´ız de
unidad y en particular una unidad, se sigue que 1 − ζj−in ∈ p lo cual implica
que j − i = 0, es decir, i = j. Por tanto, para 1 ≤ i, j ≤ n− 1, i 6= j, entonces
ζin 6≡ ζjn mo´d p. uunionsq
En la situacio´n de la Proposicio´n 5.2.1 se tiene el diagrama
p Z[ζn] Q(ζn)
p Z Q
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Como p - n, entonces p no es ramificado en Q(ζn)/Q. Sean OQ(ζn )/p =
Z[ζn]/p y OQ/〈p〉 = Fp los campos residuales y sea f := [Z[ζn]/p : Fp].
Entonces Z[ζn]/p ∼= Fpf el campo finito de pf elementos. El automorfismo
de Frobenius σp ∈ Gal(Q(ζn)/Q) correspondiente a p es (ver Seccio´n 1.3)
σp =
[
Q(ζn )/Q
p
]
el cual satisface
σpy ≡ yp mo´d p, y ∈ Z[ζn].
En particular, σpζn = ζ
p
n mo´d p.
Por otro lado, para σ ∈ Gal(Q(ζn)/Q), se tiene σζn = ζan con mcd(a, n) = 1
y por la Proposicio´n 5.2.1, ζan ≡ ζpn mo´d p ⇐⇒ a = p. Se sigue que σp esta´
dado por σpζn = ζ
p
n.
As´ı, σp = σp mo´d p es generador del grupo c´ıclico Gal
(
(Z[ζn]/p)/(Z/pZ)
)
el cual es de orden f . Por tanto
σkpζn = ζ
pk
n = ζn ⇐⇒ σkp = Id ⇐⇒ f |k.
Es decir f es el mı´nimo tal que ζp
f
n = ζn, esto u´ltimo equivale a p
f ≡ 1 mo´d n.
Por lo tanto f = o(p mo´d n).
Puesto que p no es ramificado en Q(ζn)/Q y [Q(ζn) : Q] = ϕ(n), si
pZ[ζn] = p1 · · · pg, gf = ϕ(n) con f = o(p mo´d n). Es decir, hemos proba-
do el llamado Teorema de Reciprocidad Cicloto´mica.
Teorema 5.2.2 (Reciprocidad cicloto´mica). Sea p un primo racional, n ∈
N. Si p - n, entonces si p es un primo de Z[ζn] sobre p se tiene
f = [Z[ζn]/p : Fp] = o(p mo´d n)
y g = ϕ(n)/f donde pZ[ζn] = p1 · · · pg es la factorizacio´n en primos distintos
y gr pi = f = o(p mo´d n).
En particular p se descompone totalmente en Q(ζn) ⇐⇒ f = 1 ⇐⇒
p ≡ 1 mo´d n. uunionsq
Observacio´n 5.2.3. Como mencionamos anteriormente resulta ser que el
Teorema de Kronecker–Weber es una consecuencia de la Teor´ıa de Campos
de Clases. Ah´ı se estudian los llamados “mo´dulus” los cuales son productos
formales de la forma m =
∏
pnp donde p recorre el conjunto de primos de un
campo K el cual, de momento, podemos suponer nume´rico, np ∈ Z, np ≥ 0
para todo p y np = 0 para casi todo p. Si p es un primo infinito real, entonces
np = 0 o 1 y si p es un primo infinito imaginario, np = 0. Entonces se constru-
ye el grupo de clases de ideales de “rayos” correspondientes al mo´dulus m el
cual se define por IK,m = Dm/i(Km,1) donde Dm son los ideales fraccionarios
de OK primos relativos a todos los primos finitos que aparecen en m, Km,1
son los elementos x de K∗ = K \ {0} tales que x ≡ 1 mo´d pnp para cada
primo finito que aparece en m y tal que σx > 0 donde σ representa el encaje
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correspondiente al primo infinito real p que aparece en m, es decir, np = 1 y
finalmente, si x ∈ Km,1, i(x) denota al ideal fraccionario principal generado
por x.
Ahora si H es un “subgrupo de congruencia”, es decir, si i(Km,1) ⊆ H ⊆
Dm, entonces el Teorema de Existencia nos dice que existe un campo de clase
L/K asociado a H, es decir, existe una u´nica extensio´n abeliana L de K
tal que los primos de OK que se descomponen totalmente en L son, salvo un
conjunto de densidad 0, los elementos de H. Este es el campo de clase asociado
a H.
En particular, la ma´xima extensio´n abeliana de K es la unio´n de todos los
campos de clase asociados a K.
El Teorema 5.2.2 junto con esta observacio´n nos dice que Q(ζm) es el
campo de clase asociado al mo´dulus m∞ y por tanto la ma´xima extensio´n
abeliana de Q es precisamente
⋃∞
m=1Q(ζm) de donde obtenemos nuevamente
el Teorema de Kronecker–Weber (ver Corolario 17.7.9 y Teorema 17.7.24).
Ejemplo 5.2.4. Consideremos n = 4, Q(ζ4) = Q(i) = Q(
√−1). El u´nico
primo finito ramificado en Q(ζ4)/Q es p = 2. Si p es impar, consideremos
su clase mo´dulo 4, p ≡ 1 mo´d 4 o p ≡ 3 mo´d 4 ≡ −1 mo´d 4. Entonces si
p ≡ 1 mo´d 4, f = 1 y por lo tanto g = ϕ(4)1 = 2, es decir, pZ[i] = pp. Si
p ≡ −1 mo´d 4, p2 ≡ 1 mo´d 4 y por lo tanto f = 2, g = 1 y en este caso
pZ[i] = p = 〈p〉 permanece primo.
Ahora Z[i] es un anillo euclidiano con la norma:
N(a+ bi) = a2 + b2 = (a+ bi)(a− bi), a, b ∈ Z.
En particular Z[i] es de ideales principales. Sea p ≡ 1 mo´d 4, pZ[i] = pp =
〈α〉〈β〉. Se tiene Nα = Nβ = p.
Si α = a+bi, p = a2+b2, es decir p es suma de dos cuadrados; por ejemplo:
13 = 22 + 32; 5 = 12 + 22; 17 = 12 + 42; 29 = 22 + 52; etc.
Si p ≡ 3 mo´d 4, la congruencia a2 + b2 ≡ 3 mo´d 4 no tiene solucio´n, pues
para cualesquiera a, b ∈ Z, se tiene a2 + b2 ≡ 0, 1, 2 mo´d 4 por lo que p ≡
3 mo´d 4 no es suma de cuadrados.
Finalmente, para p = 2, p es ramificado por lo que 2Z[i] = p2. Si γ = a+bi
genera p, se tiene Nγ = a2 + b2 = 2 lo cual implica que γ = ±1± i. Adema´s
2 = 12 + 12.
De lo anterior, dejamos deducir al lector que m ∈ N es suma de dos
cuadrados: m = a2 + b2, a, b ∈ Z si y solamente si m = 2αp1 · · · prt2 donde
α ∈ N ∪ {0}, t ∈ N, r ≥ 0, p1, . . . , pr son primos congruentes con 1 mo´dulo 4.
Ejemplo 5.2.5. Sea n = 23. Se tiene que U23 es un grupo c´ıclico de
orden 22. Empezando por 2, directamente se calcula que 〈2 mo´d 23〉 =
{1, 2, 4, 8, 16, 9, 18, 13, 3, 6, 12} y o(2 mo´d 23) = 11. Entonces puesto que
52 ≡ 2 mo´d 23, se sigue que 5 mo´d 23 genera U23, es decir 5 es ra´ız 23–e´sima
primitiva. De lo anterior y puesto que ϕ(22) = 10, se sigue que los generadores
de U23 sera´n:
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{5, 53, 55, 57, 59, 513, 515, 517, 519, 521} = {5, 7, 10, 11, 14, 15, 17, 19, 20, 21}.
As´ı, x ∈ U23 satisface
o(x) = 1 ⇐⇒ x ≡ 1 mo´d 23,
o(x) = 2 ⇐⇒ x ≡ −1 mo´d 23 ≡ 22 mo´d 23,
o(x) = 11 ⇐⇒ x ∈ {2, 3, 4, 6, 8, 9, 12, 13, 16, 18} mo´d 23,
o(x) = 22 ⇐⇒ x ∈ {5, 7, 10, 11, 14, 15, 17, 19, 20, 21} mo´d 23.
As´ı p, un nu´mero primo en Z, se descompone totalmente en Q(ζ23) ⇐⇒ p ≡
1 mo´d 23; p se descompone en 11 factores ⇐⇒ p ≡ 22 mo´d 23; p se descom-
pone en 2 factores ⇐⇒ p ≡ x mo´d 23 con x ∈ {2, 3, 4, 6, 8, 9, 12, 13, 16, 18}
y finalmente p permanece primo en Z[ζ23] ⇐⇒ p ≡ y mo´d 23 donde
y ∈ {5, 7, 10, 11, 14, 15, 17, 19, 20, 21}.
Ahora que conocemos la ma´xima extensio´n abeliana de Q, establecemos
cual es su grupo de Galois. Primero recordemos
Teorema 5.2.6. Sean p un primo impar. Sea Q(p) :=
⋃∞
n=0Q(ζpn). Entonces
G(p) := Gal(Q(p)/Q) ∼= Z/(p− 1)Z× Zp ∼= Cp−1 × Zp
donde Zp es el anillo de los enteros p–a´dicos.
Demostracio´n. Se tiene que Gal(Q(ζpn)/Q) ∼= Upn ∼= Z/(p − 1)Z × Z/pn−1Z
y se tiene el diagrama conmutativo
Gal(Q(ζpn+1)/Q)
restn+1 //
θn+1

Gal(Q(ζpn)/Q)
θn

Upn+1 pin+1
// Upn
donde restn+1 es el mapeo restriccio´n: restn+1(σ) = σ|Q(ζpn ) y pin+1 es la pro-
yeccio´n natural pin+1(x mo´d p
n+1) = x mo´d pn. Notemos que pin+1|Z/(p−1)Z =
IdZ/(p−1)Z.
Entonces, usando el Teorema 2.2.5, se tiene
G(p) : = Gal(Q(p)/Q) = Gal
( ∞⋃
n=1
Q(ζpn)/Q
)
= Gal(l´ım−→
n
Q(ζpn)/Q)
∼= l´ım←−
n,restn+1
Gal(Q(ζpn)/Q) ∼= l´ım←−
n,pin+1
Upn
∼= l´ım←−
n,pin+1
(
Z/(p− 1)Z× Z/pn−1Z)
∼= (Z/(p− 1)Z)× l´ım←−
pin+1
(
Z/pn−1Z
) ∼= (Z/(p− 1)Z)× Zp ∼= Cp−1 × Zp.
uunionsq
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El resultado ana´logo para p = 2 es:
Teorema 5.2.7. Sea Q(2) :=
⋃∞
n=1Q(ζ2n). Entonces
G(2) := Gal(Q(2)/Q) ∼= C2 × Z2.
Demostracio´n. Es igual a la demostracio´n del Teorema 5.2.6 considerando que
U2n ∼= C2 × C2n−2 y Gal(Q(ζ2n)/Q) ∼= U2n donde el primer factor C2 de U2n
esta´ generado por la conjugacio´n compleja. uunionsq
Los Teoremas 5.2.6 y 5.2.7 nos dan
Teorema 5.2.8. Sea Qab la ma´xima extensio´n abeliana de Q. Entonces
Gab : = Gal(Qab/Q) ∼=
(
Z/2Z
)× ∏
p primo
p>2
(
Z/(p− 1)Z)× ∏
p primo
Zp
∼= C2 ×
∏
p impar
Cp−1 × Zˆ.
Demostracio´n. Por el Teorema de Kronecker–Weber se tiene que Qab =⋃∞
n=1Q(ζn). Para cada n ∈ N, sea n = pα11 · · · pαrr su descomposicio´n en
primos. Entonces Un
δ∼= Upα11 × · · · × Upαrr donde
δ : Un −→ Upα11 × · · · × Upαrr
x mo´d n 7−→ (x mo´d pα11 , · · · , x mo´d pαrr ).
A nivel de grupos de Galois, Q(ζn) =
∏r
i=1Q(ζpαii ) y Gal(Q(ζn)/Q)
ϕ∼=∏r
i=1 Gal(Q(ζpαii )/Q) donde ϕ esta´ dado por la restriccio´n: σ ∈ Gal(Q(ζn)/Q),
ϕ(σ) =
(
σ|Q(ζ
p
αi
1
), · · · , σ|Q(ζpαrr )
)
y se tiene el diagrama conmutativo
Gal(Q(ζn)/Q)
ϕ //
θn

r∏
i=1
Gal(Q(ζpαii )/Q)
(θ
p
α1
1
,··· ,θpαrr )

Un
δ //
r∏
i=1
Upαii
Por tanto se tiene los isomorfismos
l´ım←−
n
Gal(Q(ζn)/Q) ∼= l´ım←−
n
Un,
l´ım←−
n
Un ∼=
∏
p primo
(
l´ım←−
α(p)
Upα(p)
)
y
l´ım←−
n
Gal(Q(ζn)/Q) ∼=
∏
p primo
(
l´ım←−
α(p)
Gal(Q(ζpα(p))/Q)
)
.
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Estos tres isomorfismos y los Teoremas 2.2.5, 5.2.6 y 5.2.7 nos dan
Gab = Gal(Qab/Q) = Gal
( ∞⋃
n=1
Q(ζn)/Q
)
∼= Gal
((
l´ım−→
n
Q(ζn)
)
/Q
) ∼= l´ım←−
n
Gal(Q(ζn)/Q)
∼=
∏
p primo
[
l´ım←−
α(p)
Gal(Q(ζpα(p))/Q)
] ∼= ∏
p primo
[
l´ım←−
α(p)
Upα(p)
]
∼= l´ım←−
n
Un ∼= l´ım←−
m
U2m ×
∏
p primo
p>2
l´ım←−
m
Upm
∼= C2 × Z2 ×
∏
p>2
(Cp−1 × Zp) ∼= C2 ×
∏
p>2
Cp−1 ×
∏
p primo
Zp.
Finalmente, se tiene
∏
p primo Zp ∼= Zˆ. uunionsq
Ejemplo 5.2.9. Se sabe que u´nicamente hay 30 campos cicloto´micos con
nu´mero de clase 1. Estos son Q(ζn) con
n ∈ {1, 3, 4, 5, 7, 8, 9, 11, 12, 13, 15, 16, 17, 19, 20, 21, 24, 25, 27, 28, 32, 33,
35, 36, 40, 44, 45, 48, 60, 84}
En este ejemplo estudiaremos Q(ζ23) el cual es el primer campo cicloto´mico
con nu´mero de clase mayor a 1.
Primero consideremos Q(
√−23). Ahora bien, Q(ζ23) tiene un u´nico sub-
campo cuadra´tico K: K = Q(ζ23)H donde H es el u´nico subgrupo de U23 de
orden 11, de hecho H ∼= 〈2 mo´d 23〉 ∼= 〈σ ∈ Gal(Q(ζ23)/Q) | σζ23 = ζ223〉.
Ahora si Q(
√
d) es este subcampo, entonces 23 es el u´nico primo ramifi-
cado en Q(
√
d) por lo que δQ(
√
d) = ±23 = d. Puesto que 23 ≡ 3 mo´d 4 y
−23 ≡ 1 mo´d 4 se sigue que d = −23 y Q(√d) = Q(√−23). En otras palabras
Q(
√−23) ⊆ Q(ζ23).
La base entera de Q(
√−23)/Q es {1, 1+√−232 }. Si ponemos α := 1+√−232 ,
entonces Irr(α, x,Q) = x2 − x + 6 = f(x). Se tiene f(x) mo´d 2 = x2 − x =
x(x− 1). Por el Teorema de Kummer se tiene que 2OQ(√−23) = pp donde
p =
〈
2,
1 +
√−23
2
〉
= 〈2, α〉, p =
〈
2,
−1 +√−23
2
〉
= 〈2, α〉 = 〈2, 1− α〉.
Por el Ejemplo 5.2.5, se tiene que 2Z[ζ23] = PP. Por lo tanto pZ[ζ23] = P
y pZ[ζ23] = P donde los grados relativos f(P|p) y f(P|p) son igual a 11. En
particular la norma N := NQ(ζ23 )/Q(
√−23) satisface NP = p
11 y NP = p11.
Se tiene 〈2〉Z[ζ23] = 〈2, α〉〈2, α〉 = 〈2, α〉〈2, 1− α〉. Ahora bien
NQ(ζ23 )/QP = 〈2〉11 = NQ(√−23)/QNQ(ζ23 )/Q(√−23)P = NQ(√−23)/Qp11.
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Veamos que p no es principal. Sea β = a+ bα = a+ b
(
1+
√−23
2
)
∈ Z[α] =
Z
[
1+
√−23
2
]
, a, b ∈ Z. Entonces Nβ = (a+ b)2 + 5b2− ab, es decir, Nβ = 2 no
tiene solucio´n para a, b ∈ Z.
En caso de que p fuese principal, digamos p = 〈β〉, entonces Np = 〈2〉 =
〈Nβ〉 y por lo tanto 0 < Nβ = ββ = 2 lo cual es imposible. Por lo tanto p no
es principal y el nu´mero de clase de Q(
√−23) es mayor a 1.
Ahora bien, si β = 1 + 1+
√−23
2 , entonces Nβ = 8 = 2
3. Por tanto
p3 = 〈β〉 =
〈
1 +
1 +
√−23
2
〉
=
〈3 +√−23
2
〉
es principal pues β ∈ p3, 〈2〉 = 〈Nβ〉 ⊆ 〈2〉. Por otro lado se sigue que P no
es principal pues NQ(ζ23 )/Q(
√−23)P = p
11 = p9p2 = 〈β〉p2 y p2 no puede ser
principal pues si lo fuese se tendr´ıa que p = p−2p3 ser´ıa principal. Adema´s
P3 si es principal pues p3Z[ζ23] = βZ[ζ23] = P3 = 〈β〉. De esto se sigue que 3
divide al nu´mero de clase de Q(ζ23) y Q(ζ23) no tiene nu´mero de clase 1.
Ahora bien, nos falta describir el tipo de descomposicio´n de un primo p
en Q(ζn) cuando p|n. Sin embargo esto se sigue de lo que ya sabemos hasta
ahora. Como de costumbre suponemos que n 6≡ 2 mo´d 4.
Sean p|n, a ≥ 1, a ∈ N tal que pa|n y pa+1 - n, lo cual lo escribiremos
pa‖n. Entonces por la Proposicio´n 3.2.7 se tiene
Q(ζn) = Q(ζpa)Q(ζn/pa ), Q(ζpa) ∩Q(ζn/pa ) = Q.
Entonces, puesto que p es totalmente ramificado en Q(ζpa)/Q y no ramificado
en Q(ζn/pa )/Q, se tiene que
e = ϕ(pa) = pa−1(p− 1),
f = o(p mo´d n/pa),
g =
ϕ(n/pa)
o(p mo´d n/pa)
.
Resumimos esto en el siguiente resultado.
Teorema 5.2.10. Sea n ∈ N, n > 1, n 6≡ 2 mo´d 4. Sea p un primo y sea a la
potencia exacta de p que divide a n: pa|n, pa+1 - n (pa‖n), a ≥ 0. Entonces si
pZ[ζn] = pe1 · · · peg,
[
Z[ζn]/pi : Z/pZ
]
= f
con p1, . . . , pg primos distintos de grado f cada uno, se tiene
e = ϕ(pa) = pa−1(p− 1),
f = o(p mo´d n/pa),
g =
ϕ(n/pa)
o(p mo´d n/pa)
. uunionsq
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Ahora veamos los grupos de inercia y de descomposicio´n de un primo P en
Q(ζn) sobre p. Sea pa‖n. Entonces se tiene que si I := I(P|p) y D := D(P|p)
son los grupos de inercia y de descomposicio´n de P sobre p en Q(ζn)/Q,
entonces
|I| = e = ϕ(pa) = pa−1(p− 1),
|D| = ef = pa−1(p− 1) · o(p mo´d n/pa).
Ahora bien, si p := P∩Q(ζn/pa ), se tiene que P/p es totalmente ramificado
y p/p es no ramificado.
P Q(ζn) }
P/p es totalmente ramificado
p Q(ζn/pa ) }
p/p es no ramificado
p Q
Por lo tanto I = Gal(Q(ζn)/Q(ζn/pa )). Por otro lado, puesto que Q(ζn) =
Q(ζpa) ·Q(ζn/pa ) y Q(ζpa) ∩Q(ζn/pa ) = Q, se tiene
Gal(Q(ζn)/Q) ∼= Gal(Q(ζn)/Q(ζn/pa ))×Gal(Q(ζn)/Q(ζpa)) y
Gal(Q(ζn)/Q(ζn/pa )) ∼= Gal(Q(ζpa)/Q);
Gal(Q(ζn)/Q(ζpa)) ∼= Gal(Q(ζn/pa/)Q).
Q(ζn)
\ //
Q(ζpa)
//
Q(ζn/pa )
\
Q
En particular I ∼= Gal(Q(ζpa)/Q) ∼= Upa .
Otra descripcio´n de I la podemos obtener mediante la sucesio´n exacta de
grupos abelianos:
1−→Gal(Q(ζn)/Q(ζn/pa ))−→Gal(Q(ζn)/Q) rest−→ Gal(Q(ζn/pa )/Q)−→ 1.
Con los isomorfismos Gal(Q(ζn)/Q)
h∼= Un y Gal(Q(ζn/pa )/Q)
k∼= Un/pa y
la proyeccio´n natural
pi : Un −→ Un/pa
x mo´d n 7−→ x mo´d n/pa,
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y nu´cpi = Dn,n/pa = {x mo´d n | x ≡ 1 mo´d n/pa} obtenemos el siguiente
diagrama conmutativo donde las filas son exactas
1 // Gal(Q(ζn )/Q(ζn/pa ))
h′

i // Gal(Q(ζn )/Q)
h

rest // Gal(Q(ζn/pa )/Q) //
k

1
1 // Dn,n/pa
j // Un
pi // Un/pa // 1
donde i, j son las inyecciones naturales y h′ es el mapeo restriccio´n de h a
Gal(Q(ζn)/Q(ζn/pa )). Entonces
I = Gal(Q(ζn)/Q(ζn/pa )) ∼= Dn,n/pa ∼= Upa ∼= Gal(Q(ζpa)/Q).
Por otro lado, el grupo de descomposicio´n de p/p en Q(ζn/pa )/Q esta´ dado
por el automorfismo de Frobenius σp(ζn/pa) = σ
p
n/pa el cual corresponde a
p mo´d (n/pa) y es de orden f . El grupo de descomposicio´n D(P|p) es isomorfo
a D(p|p)× I(P|p) y por tanto a 〈p mo´d (n/pa)〉 × Upa .
Precisemos un poco ma´s al grupo D(P|p). Se tiene que D(P|p) =
〈σ, I(P|p)〉 donde σ|Q(ζn/pa ) satisface σ¯(ζn/pa) = ζpn/pa . Digamos que σ(ζn) =
ζbn con mcd(b, n) = 1. Entonces se tiene
ζbp
a
n = σ(ζ
pa
n ) = σ(ζn/pa) = ζ
b
n/pa = ζ
p
n/pa ,
lo cual implica que b ≡ p mo´d (n/pa).
Puesto que mcd(pa, n/pa) = 1, por el Teorema Chino del Residuo, se tiene
que existe b ∈ Z tal que b ≡ p mo´d (n/pa) y b ≡ α mo´d pa con mcd(α, p) = 1,
por ejemplo α = 1. Sea d = mcd(b, n). Veamos que d = 1. Si d 6= 1, existe
un nu´mero primo que divide a d. Si p | d entonces p | b y de la congruencia
b ≡ p mo´d n/pa se sigue que p | n/pa lo cual es absurdo. Por tanto existe un
primo q 6= p tal que q | d. Puesto que d | n, y q 6= p, se sigue que q | (n/pa) y
adema´s q | b. De la congruencia b ≡ p mo´d (n/pa) se sigue que q | p lo cual es
absurdo. En resumen d = mcd(b, n) = 1.
Seleccionamos b de la discusio´n anterior satisfaciendo b ≡ p mo´d (n/pa) y
b ≡ 1 mo´d pa. Entonces tenemos que o(p mo´d (n/pa)) = o(b mo´d (n/pa)) = f
y puesto que bi ≡ 1 mo´d pa para toda i, se sigue que o(b mo´d n) = f . Sea σ
dado por esta b, es decir, σ(ζn) = ζ
b
n. Entonces veamos que 〈σ〉∩Dn,n/pa = {1}
pues si σj ∈ Dn,n/pa entonces bj ≡ 1 mo´d (n/pa) lo cual implica que f | j y
por tanto σj = Id. Hemos obtenido que
D(P|p) ∼= 〈b〉 ×Dn,n/pa ∼= 〈σ〉 ×Gal(Q(ζn)/Q(ζn/pa))
= 〈p mo´d n/pa,Gal(Q(ζn)/Q(ζn/pa)〉.
Teorema 5.2.11. Con las notaciones anteriores se tiene que para cualquier
n ∈ N y para cualquier nu´mero primo p en Z, si pa es la potencia exacta de
p que divide a n, tenemos
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I(P|p) ∼= I(p|p) ∼= Dn,n/pa ∼= Upa ,
D(P|p) ∼= D(p|p)× I(P|p) ∼= 〈p mo´d n/pa〉 × Upa . uunionsq
Podemos explicitar con “grupos de congruencias” la descomposicio´n de
primos no ramificados.
Teorema 5.2.12. Sean n ∈ N y L ⊆ Q(ζn) que corresponde al subgrupo
H ⊆ Un =
(
Z/nZ
)∗ ∼= Gal(Q(ζn)Q) con L = Q(ζn)H . Si p es un nu´mero
primo con p - n, entonces:
(1) p es no ramificado.
(2) Ma´s precisamente, si f es mı´nimo natural tal que pf mo´d n ∈ H,
entonces pOL = p1 · · · pr con r = [L : Q]/f y cada pi es de grado f .
(3) p es totalmente descompuesto en L ⇐⇒ p mo´d n ∈ H.
Demostracio´n. (1). Es el Corolario 3.2.28.
(2). Se tiene [L : Q] = epfpgp = fpgp. Veamos que f = fp. Sea ϕp el
automorfismo de Frobenius de p en Q(ζn)/Q, ϕp(ζn) = ζpn (ver la discusio´n
despue´s de la Proposicio´n 5.2.1). Si ϕ es el correspondiente al automorfismo
de Frobenius de p en L/Q, entonces ϕ = ϕp mo´d H, es decir ϕ = ϕp|L.
Q(ζn)
H
L
Q
Entonces fp = o(ϕ) y ϕ
s = Id ⇐⇒ ϕsp|L = IdL ⇐⇒ ϕsp ∈ H ∼=
Gal(Q(ζn)/L). Por tanto fp = o(ϕ) = mı´n{s | ϕsp ∈ H} = mı´n{s | ϕsp(ζn 7→
ζp
s
n ) ∈ H} = mı´n{s | ps mo´d n ∈ H} = f .
(3) Se tiene que p es totalmente descompuesto ⇐⇒ f = 1 ⇐⇒ p mo´d
n ∈ H. uunionsq
Corolario 5.2.13. El primo p es totalmente descompuesto en Q(ζn)+ =
Q(ζn + ζ−1n ) ⇐⇒ p ≡ ±1 mo´d n.
Similarmente, p es totalmente descompuesto en Q(ζn) ⇐⇒ p ≡ 1 mo´d n.
Demostracio´n. En el primer caso tenemos H = {1, J} = {1,−1}, donde J
denota la conjugacio´n compleja. Por tanto p es totalmente descompuesto en
Q(ζn)+ ⇐⇒ p mo´d n ∈ H ⇐⇒ p ≡ ±1 mo´d n. El segundo caso es similar.
uunionsq
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Para explicitar los generadores de los ideales primos de P sobre un primo
p en Q(ζn)/Q, usamos el Teorema de Kummer 1.1.4.
En el caso Q(ζn)/Q, en la notacio´n del Teorema de Kummer, tenemos
A = Z, cocA = Q, E = Q(ζn) y B = OQ(ζn ) = Z[ζn], Irr(x, ζn,Q) = ψn(x),
ψn(x) mo´d p = ψn(x) =
(
P1(x) · · ·Pg(x)
)e
, entonces pZ[ζn] = (P1 · · ·Pg)e,
Pi = 〈p, Pi(ζn)〉.
En el caso particular de p ≡ 1 mo´d n, p se descompone totalmente,
ψn(x) =
∏
mcd(i,n)=1(x − ζin), ψn(x) = (x− a1) · · · (x− aϕ(n)), Pi(x) =
x− ai ∈ Z[x], 1 ≤ i ≤ ϕ(n) para algunos ai ∈ Z tales que o(ai mo´d p) = n y
Pi = 〈p, ζn − ai〉, Pi(ζn) = ζn − ai.
5.3. Subcampos de Q(ζn)
Por el Teorema de Kronecker–Weber, toda extensio´n abeliana finita de Q
esta´ contenida en algu´n Q(ζn). Por tanto conocer la aritme´tica de los sub-
campos de Q(ζn) equivale a conocer la aritme´tica de las extensiones abelianas
finitas de Q.
Primero notemos que si K/Q es cualquier extensio´n de Galois y si J es la
conjugacio´n compleja, entonces para j := J |K , j = Id ⇐⇒ K ⊆ R. En caso
de que j 6= Id, Kj = K ∩R =: K+ y [K : K+] = 2. El campo K+ se llama el
campo real de K.
Notemos que lo anterior no se cumple cuando K/Q no es de Galois. Por
ejemplo, si K := Q(ζn n
√
2), con n ∈ N, n ≥ 3, entonces K+ = K ∩ R = Q y
[K : K+] = [K : Q] = n.
Sea K := Q(ζn). Entonces J |Q(ζn ) = j se identifica con −1 ∈ Un.
Lema 5.3.1. Se tiene
Q(ζn)+ = Q(ζn) ∩ R = Q(ζn + ζ−1n ) = Q(ζn + ζn) = Q
(
2 cos
2pi
n
)
.
Adema´s Irr(ζn, x,Q(ζn)+) = x2 − (ζn + ζ−1n )x+ 1.
Demostracio´n. Sea α = ζn + ζ
−1
n =
ζ2n+1
ζn
. Por tanto ζ2n − ζnα + 1 = 0. En
particular, Q(ζn) = Q(α)(ζn), [Q(ζn) : Q(α)] ≤ 2 = [Q(ζn) : Q(ζn)+]. El
resultado se sigue del hecho de que α ∈ R. uunionsq
Ahora bien Gal(Q(ζn)/Q(ζn)+) = {1, J} ∼= {±1}, donde J es la conjuga-
cio´n compleja la cual es identificada con −1 ∈ Un. Se tiene Gal(Q(ζn)+/Q) ∼=
Un/{±1}.
Para cualquier n ≥ 3, n 6≡ 2 mo´d 4, se tiene que la extensio´nQ(ζn)/Q(ζn)+
es ramificada en todos los primos infinitos pues todos los primos infinitos de
Q(ζn)+ son reales y todos los primos infinitos en Q(ζn) son complejos. En el
caso de los primos finitos, tenemos una diferencia entre si n es potencia de
un nu´mero primo y cuando n es dividido por al menos dos nu´meros primos
distintos.
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Teorema 5.3.2.
(1) Si n = pm donde p es primo y m ∈ N, entonces Q(ζn)/Q(ζn)+
es ramificada en los primos de Q(ζn)+ encima de p y en los primos
infinitos y es no ramificada en ningu´n otro primo.
(2) Si n es dividido por al menos dos primos distintos, n 6≡ 2 mo´d
4, entonces Q(ζn)/Q(ζn)+ es ramificada u´nicamente en los primos
infinitos, es decir, es no ramificada en todos los primos finitos.
Demostracio´n. Puesto que si n = pm, p es totalmente ramificada enQ(ζpm)/Q,
solo falta probar que ningu´n primo finito se ramifica en Q(ζn)/Q(ζn)+ cuando
n es dividido por al menos dos primos distintos.
Sean p, q dos nu´meros primos impares distintos que dividen a n o p impar y
q = 4. Entonces ζp, ζq ∈ Q(ζn)\Q(ζn)+. Por tanto Q(ζn) = Q(ζn+ζ−1n , ζp) =
Q(ζn + ζ−1n , ζq) = Q(ζn)+(ζp) = Q(ζn)+(ζq).
Ahora bien, al adjuntar ζp a Q(ζn)+ el u´nico primo finito posible a ra-
mificarse en Q(ζn) = Q(ζn)+(ζp)/Q(ζn)+ es p pero p no es ramificado en
Q(ζn) = Q(ζn)+(ζq)/Q(ζn)+ pues el u´nico primo finito posible a ramificar-
se en esta u´ltima extensio´n es q si q es impar o 2 si q = 4. Por lo tanto
Q(ζn)/Q(ζn)+ es no ramificado en los primos finitos. uunionsq
5.3.1. Subcampos de Q(ζ2m)
Consideremos los subcampos de Q(ζ2m) con m ≥ 2. En este caso, tenemos
que Gal(Q(ζ2m)/Q) ∼= U2m ∼= C2×C2m−2 ∼= Gal(Q(ζ4)/Q)×Gal(Q(ζ2m)+/Q).
Recordemos que la sucesio´n exacta
1−→D2m,4−→U2m pi−→ U4−→ 1
donde pi es el epimorfismo natural, se escinde pues D2m,4 es c´ıclico de orden
2m−2 que es de orden maximo en U2m . Adema´s, aunque esto no es necesario
para nuestro estudio, se tiene que D2m,4 es generado por 1 + 2
2 = 5 y U4 =
{±1}. El encaje natural i : U4 → U2m , i(−1) = −1, satisface pi ◦ i = IdU4 y
por tanto es el mapeo de escisio´n. En otras palabras, U2m ∼= U4 × D2m,4 ∼=
C2 × C2m−2 .
Sean 〈a〉 = U4 ∼= C2, 〈b〉 = D2m,4 ∼= C2m−2 . Notemos que Q(ζ2m)U4 =
Q(ζ2m){1,J} = Q(ζ2m)+ y Q(ζ2m)D2m,4 = Q(ζ2m)Gal(Q(ζ2m )/Q(ζ4 )) = Q(ζ4) =
Q(i) = Q(
√−1).
Q(ζ2m)+
U4=〈a〉∼={1,J}
Q(ζ2m)
Gal(Q(ζ2m )/Q(ζ4 ))∼=D2m,4∼=C2m−2∼=〈b〉
Q
U4
Q(ζ4)
Los subgrupos de orden 2r de U2m con 1 ≤ r ≤ m− 1 son:
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(1) r = m− 1: U2m = 〈a, b〉;
(2) 1 ≤ r ≤ m− 2:
〈a, b2m−1−r 〉 = U4 ×D2m,2m+1−r ∼= C2 × C2r−1 ;
〈b2m−2−r 〉 = D2m,2m−r ∼= C2r ;
〈ab2m−2−r 〉 ∼= C2r .
Los respectivos campos fijos son (ver Teorema 4.2.5):
(1) Q(ζ2m)U2m = Q;
(2) Q(ζ2m)U4×D2m,2m+1−r ⊆ R. Por lo tanto Q(ζ2m)〈a,b2
m−1−r 〉 =
Q(ζ2t)+ para algu´n t y
[Q(ζ2m) : Q(ζ2t)+] =
[Q(ζ2m) : Q]
[Q(ζ2t)+ : Q]
=
2m−1
2t−2
= 2m−t+1 = 2r,
lo cual es equivalente a r = m−t+1 si y solamente si t = m−r+1.
Por tanto
Q(ζ2m)U4×D2m,2m−r+1 = Q(ζ2m−r+1)+ = Q(ζ2m−r+1 + ζ−12m−r+1).
Q(ζ2m)〈b
2m−r−2 〉 = Q(ζ2m)D2m,2m−r = Q(ζ2t) para algu´n t y
[Q(ζ2m) : Q(ζ2t)] =
[Q(ζ2m) : Q]
[Q(ζ2t) : Q]
=
2m−1
2t−1
= 2m−t = 2r
lo cual es equivalente a m− t = r si y solamente si t = m− r. Por
tanto
Q(ζ2m)D2m,2m−r = Q(ζ2m−r ).
Sea E = Q(ζ2m)〈ab
2m−r−2 〉. Se tiene (ab2
m−r−2
)2 = a2b2
m−r−1
=
b2
m−r−1
. Por tanto E ⊆ Q(ζ2m)〈b2
m−r−1 〉 = Q(ζ2m)D2m,2m−r+1 =
Q(ζ2m−r+1). Por otro lado a /∈ 〈ab2m−2−r 〉 por lo que E * R.
Adema´s [Q(ζ2m−r+1) : E] = 2.
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Q(ζ2m)+
2
2r−1
Q(ζ2m)
2r−1
2r
Q(ζ2m−r+1)+
2
2
Q(ζ2m−r+1)
2E
2
2
Q(ζ2m−r )+
2
2m−r−2
Q(ζ2m−r )
2m−r−2
Q 2 Q(ζ4)
Sea F := Q((ζ2m−r+1 + ζ−12m−r+1)ζ4) ⊇ Q(ζ2m−r + ζ−12m−r ). Adema´s
[F : Q(ζ2m−r + ζ−12m−r )] = 2 y F 6= Q(ζ2m−r+1)+ pues F * R y
F 6= Q(ζ2m−r ). Se sigue que F = E.
Se puede verificar que ζ4(ζ2m−r+1 + ζ
−1
2m−r+1) = ζ
α
2m−r+1 − ζ−α2m−r+1
con mcd(α, 2) = 1. De hecho, α = 2m−r−1 − 1. Por tanto
E = Q(ζ2m)〈ab
2m−r−2 〉 = Q(ζ2m−r+1 − ζ−12m−r+1).
Podemos hacer ma´s expl´ıcita la descripcio´n de estos subcampos. Sea αr =
ζ2r +ζ
−1
2r . Entonces α
2
r = ζ2r−1 +ζ
−1
2r−1 +2 = αr−1 +2, esto es, αr =
√
αr−1 + 2
donde escogemos el signo positivo pues αr > 0. Entonces tenemos
ζ23 + ζ
−1
23 = ζ8 + ζ
−1
8 =
√
2;
ζ24 + ζ
−1
24 =
√
2 +
√
2;
y en general
ζ2m + ζ
−1
2m =
√
2 +
√
2 +
√
2 + · · ·+
√
2︸ ︷︷ ︸
m−2
= αm.
Por tanto tenemos (ver Obsevacio´n 4.2.6):
Teorema 5.3.3. Para 1 ≤ r ≤ m− 2, Q(ζ2m) tiene tres subcampos de grado
2r sobre Q:
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Q(ζ2r+2)+ = Q(αr+2);
Q(ζ2r+1);
Q(ζ4(ζ2r+1 + ζ−12r+1)) = Q(ζ2r+2 − ζ−12r+2) = Q(
√−αr+2)
donde αr+2 =
√
2 +
√
2 +
√
2 + · · ·+
√
2︸ ︷︷ ︸
r
. Ma´s au´n tanto el primer como el
tercer campo son extensiones c´ıclicas de Q e inclusive el segundo campo para
el caso r = 1. En el caso r ≥ 2,
Gal(Q(αr+2)/Q) = Gal(Q(ζ2r+2)+/Q) ∼= D2r+2,22 ∼= C2r ;
Gal(Q(
√−αr+2)/Q) ∼= C2r ;
Gal(Q(ζ2r+1)/Q) ∼= 〈1, J〉 ×D2r+1,22 ∼= 〈±1〉 ×D2r+1,22 .
En el caso r = 1, las extensiones son c´ıclicas de grado 2 y estas son Q(
√
2),
Q(
√−2) y Q(i) = Q(√−1) = Q(ζ4). uunionsq
Q(ζ2m)+ Q(ζ2m)
Q(αr+2) = Q(ζ2r+1)+
Gal(Q(ζ2r+2 )
+/Q)∼=∼=D2r+2,22∼=C2r
Q(ζ2r+2)
Q(ζ4αr+2)
Gal(Q(√−αr+2/Q))∼=∼=C2r
Q(ζ2r+1)
Gal(Q(ζ2r+1 )/Q)∼=U2r+1∼=∼=C2×C2r−1
Q Q(ζ4)
5.3.2. Subcampos de Q(ζpm), p primo, p > 2
En el caso en que p es impar se tiene que Gal(Q(ζpr )/Q) ∼= Upr es un grupo
c´ıclico y que Upr ∼= Cp−1 × Cpr−1 , el cual es de orden ϕ(pr) = pr−1(p− 1).
Un elemento de orden pr−1 en Upr es 1 + p el cual corresponde a
σζpr = ζ
1+p
pr = ζprζpr−1 (ver Subseccio´n 3.2.1). Consideremos una ra´ız pri-
mitiva mo´dulo p, digamos a, es decir, Up = 〈a〉 y sea θ(ζp) = ζap . Ponga-
mos Gal(Q(ζpr )/Q) = 〈θ, σ〉 donde extendemos a θ como una extensio´n de
θ(ζp) = ζ
a
p a θ(ζpr ) y o(θ) = p − 1. Por ejemplo, si θ(ζpr ) = ζαpr , entonces
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ζp
r−1a
pr = ζ
a
p = θ(ζp) = θ(ζ
pr−1
pr ) = ζ
pr−1α
pr . Es decir p
r−1a ≡ pr−1α mo´d pr,
a ≡ α mo´d p. Adema´s θp−1(ζpr ) = ζαp−1pr = ζpr , esto es αp−1 ≡ 1 mo´d pr. Es
decir θ(ζpr ) = ζ
α
pr , o(α mo´d p
r) = p− 1.
Sea Tr := Q(ζpr )〈θ〉, Q(ζp) = Q(ζpr )〈σ〉.
Tr
〈σ〉 pr−1
〈θ〉
Q(ζpr )+
2
Q(ζpr )
〈σ〉pr−1
Q
〈θ〉
Q(ζp)+
2 Q(ζp)
Q(ζpr ) = TrQ(ζp) = Tr(ζp); Tr ∩Q(ζp) = Q;
Q(ζpr )+ = TrQ(ζp)+ = Tr(ζp + ζ−1p ); Tr ⊆ R.
Notemos que si s|ϕ(pr), entonces escribiendo s = bpt con t ≤ r − 1 y
b|p − 1. Por unicidad de las extensiones de Q contenidas en Q(ζpr ) pues Upr
es c´ıclico, el u´nico campo de grado s contenido en Q(ζpr ) es MbTt+1 donde
Mb es el u´nico subcampo de Q(ζp) de grado b sobre Q.
Tr Q(ζpr )
Tt+1
pt
MbTt+1 Q(ζpt+1)
Q
b
s=bpt
Mb Q(ζp)
A continuacio´n describiremos de manera ma´s o menos expl´ıcita los campos
Mb y Tt+1 en general. Empezamos con Mb. Sea c :=
p−1
b . Se tiene [Q(ζp) :
Mb] = c, [Mb : Q] = b, bc = p− 1.
Notemos que Mb es el campo fijo bajo el subgrupo de Up de orden c, es
decir, bajo 〈θb〉 ya que o(θb) = c y Gal(Mb/Q) ∼= Gal(Q(ζp )/Q)Gal(Q(ζp )/Mb) =
〈θ〉
〈θb〉 =
〈θ mo´d θb〉 = 〈θ〉. Esto es, Mb = Q(ζp)〈θb〉.
Puesto que en general se tiene que θζp = ζ
a
p , entonces θ
jζp = ζ
aj
p . Conside-
remos µ := ζp+θ
bζp+ · · ·+θ(c−1)bζp. As´ı θbµ = θbζp+θ2bζp+ · · ·+θcbζp = µ,
es decir, µ ∈ Q(ζp)〈θb〉 = Mb y por lo tanto [Q(µ) : Q] ≤ [Mb : Q] = b.
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Ahora bien, µ =
∑c−1
i=0 θ
ibζp =
∑c−1
i=0 ζ
aib
p y se tiene
θµ =
c−1∑
i=0
(θζp)
aib =
c−1∑
i=0
ζa
ib+1
p =
c−1∑
i=0
(
ζa
ib
p
)a
y, en general, θjµ =
∑c−1
i=0
(
ζa
ib
p
)aj
=
∑c−1
i=0 ζ
aib+j
p . Se sigue que θ
jµ 6= µ para
1 ≤ j ≤ b−1. De hecho tenemos que como a es una ra´ız primitiva mo´dulo p, se
tiene que {aib+j | 0 ≤ i ≤ c− 1, 0 ≤ j ≤ b− 1, (i, j) 6= (0, 0)} = {a1, . . . , ap−1}
son todos distintos mo´dulo p y {1.ζp, . . . , ζp−2p } es base de Q(ζp)/Q, por lo
que µ, θµ, . . . , θb−1µ son b conjugados distintos de µ de donde obtenemos
[Q(µ) : Q] ≥ b. Se sigue que
Mb = Q(µ),
donde µ =
∑c−1
i=0 ζ
aib
p .
Ahora bien, de esta misma forma tenemos que Tr = Q(δ), donde
δ = ζpr + θζpr + · · ·+ θp−2ζpr = ζpr + ζαpr + · · ·+ ζα
p−2
pr =
p−2∑
i=0
ζα
i
pr
donde o(α mo´d pr) = p− 1 y se tiene σδ = ∑p−2i=0 (σζpr )αi = ∑p−2i=0 ζ(1+p)αipr y
θδ = δ.
Para Tt+1, t ≤ r − 1, se tiene Tt+1 = Q(δt+1) donde δt+1 =
∑p−2
i=0 ζ
αi
pt+1
con o(α mo´d pt+1) = p− 1.
Teorema 5.3.4. Sean p > 2 un primo impar y m ∈ N. Los subcampos de
Q(ζpm) esta´n dados por
Mb · Tr, b|p− 1, 0 ≤ r ≤ m− 1,
donde
Mb = Q(µb), Tr = Q(δr), µb =
c−1∑
i=0
ζa
ib
p , δr =
p−2∑
i=0
ζα
i
pr ,
o(a mo´d p) = p− 1, o(α mo´d pr) = p− 1, c = p− 1
b
,
[Mb : Q] = b, [Tr : Q] = pr.
Adema´s
Gal(Mb/Q) = 〈θ〉 ∼= Cb, Gal(Tr/Q) = 〈σ〉 ∼= Cpr ,
θ(ζp) = ζ
a
p , σ(ζpm) = ζ
1+p
pm , θ = θ mo´d 〈θb〉, σ = σ mo´d 〈σp
r 〉. uunionsq
En particular se tiene que Q(ζpm)+ es de grado ϕ(p
m)
2 =
p−1
2 p
m−1, esto es,
Q(ζpm)+ = M(p−1)/2Tm−1. Notemos que M(p−1)/2 = Q(ζp)+ = Q(µ(p−1)/2),
µ(p−1)/2 = ζp + ζ−1p . En otras palabras tenemos Q(ζpm)+ = Q(ζp)+Tm−1.
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5.3.3. Subcampos cuadra´ticos
Sea p un primo impar. Entonces [Q(ζp) : Q] = p−1 el cual es un nu´mero par
y Gal(Q(ζp)/Q) ∼= Up ∼= Cp−1. Por tanto existe un u´nico subcampo cuadra´tico
K ⊆ Q(ζp), es decir, [K : Q] = 2. Se tiene que el u´nico primo finito ramificado
en Q(ζp) es p, lo cual implica que el u´nico primo finito ramificado en K/Q es
p. Escribiendo K = Q(
√
d) con d libre de cuadrados, necesariamente 4 - δK
pues 2 no es ramificado. Por esto, tenemos δK = d = ±p y puesto que 4 - δK ,
se sigue que d ≡ 1 mo´d 4. Entonces
d =
{
p si p ≡ 1 mo´d 4
−p si p ≡ 3 mo´d 4 = (−1)
(p−1)/2p.
As´ı, el subcampo cuadra´tico de Q(ζp) es Q
(√
(−1) p−12 p
)
.
Otra forma de probar que Q
(√
(−1) p−12 p
)
⊆ Q(ζp) es la siguiente. Con-
sideremos ψp(x) =
xp−1
x−1 = x
p−1 + · · · + x + 1 = ∏p−1i=1 (1 − ζip), por lo que
p = ψp(1) =
∏p−1
i=1 (1 − ζip). Para p+12 ≤ j ≤ p − 1, esto es, j = p − i con
1 ≤ i ≤ p−12 , se tiene
1− ζjp = 1− ζp−ip = 1− ζ−ip = ζ−ip (ζip − 1) = −ζ−ip (1− ζip),
por lo que
p =
p−1∏
i=1
(1− ζip) =
(p−1)/2∏
i=1
(1− ζip) ·
(p−1)/2∏
i=1
(1− ζ−ip ) =
= (−1)(p−1)/2
(p−1)/2∏
i=1
ζ−ip ·
(p−1)/2∏
i=1
(1− ζip)2 = (−1)(p−1)/2ζspα2, α ∈ Q(ζp),
s = −
(
1 + 2 + · · ·+ p− 1
2
)
= −
(
p−1
2
)(
p+1
2
)
2
= − (p
2 − 1)
8
.
Si s es par, s = 2n, entonces ζ2np = (ζ
n
p )
2 y p = (−1)(p−1)/2β2 con β ∈ Q(ζp).
Si s es impar, se tiene que p + s = 2m es par y ζsp = ζ
p+s
p = (ζ
m
p )
2. En
cualquier caso, existe γ ∈ Q(ζp) tal que (−1)(p−1)/2p = γ2 y por lo tanto
γ =
√
(−1) p−12 p ∈ Q(ζp).
Ahora bien, por unicidad del subcampo cuadra´tico, se tiene que
Q
(√−(−1) p−12 p) = Q(√(−1) p+12 p) * Q(ζp).
Adema´s
Q(
√
p,
√−p) = Q
(√
(−1) p−12 p,
√
(−1) p+12 p
)
= Q
(
ζ4,
√
(−1) p−12 p
)
⊆ Q(ζ4, ζp) = Q(ζ4p).
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Para p = 2, se tiene que
Q(
√
2),Q(
√−2) ⊆ Q(ζ8), Q(
√
2,
√−2) * Q(ζ4)
y de hecho
Q(ζ8) = Q(ζ4,
√
2) = Q(ζ4,
√−2) = Q(
√
2,
√−2) = Q(ζ4,
√
2,
√−2).
En general, si K = Q(
√
d) con d libre de cuadrados, digamos d =
±p1 · · · pr, p1, . . . , pr primos distintos, entonces
Q(
√
d) ⊆ Q(ζ4,√p1, . . . ,√pr) ⊆ Q(ζ8, ζp1 , . . . , ζpr ) ⊆ Q(ζ8p1···pr )
lo cual es una manera expl´ıcita, en este caso, del Teorema de Kronecker–
Weber.
5.4. Anillos de enteros y unidades
Para n ∈ N se tiene que Z[ζn] = OQ(ζn ). Una pregunta natural es si
esto se cumple para todos los subcampos que hemos estudiado, es decir, si
MbTr = Q(µb, δr), entonces, ¿es el anillo de enteros de MbTr de la forma Z[α]
para algu´n α?
Teorema 5.4.1. El anillo de enteros de Q(ζn)+ = Q(ζn+ζ−1n ) es Z[ζn+ζ−1n ].
Demostracio´n. Sea α = a0 + a1(ζn + ζ
−1
n ) + · · ·+ am(ζn + ζ−1n )m con ai ∈ Q
un entero de Q(ζn + ζ−1n ). Puesto que [Q(ζn)+ : Q] = ϕ(n)/2, se tiene que
m ≤ (ϕ(n)/2)− 1. Queremos probar que ai ∈ Z con lo cual obtendremos que
OQ(ζn )+ ⊆ Z[ζn+ ζ−1n ]. Puesto que la otra contencio´n es inmediata, se seguira´
la igualdad y el teorema.
Ahora bien, restando a ambos miembros de la igualdad anterior los te´rmi-
nos tales que ai ∈ Z, en caso de ser falsa nuestra afirmacio´n, podemos suponer
que am /∈ Z.
Multiplicando a ambos miembros por ζmn , obtenemos
ζmn α = am + b1ζn + · · ·+ b2m−1ζ2m−1n + amζ2mn
el cual es un elemento de Q(ζn) y adema´s es un entero algebraico, es decir,
ζmn α ∈ OQ(ζn ) = Z[ζn]. Adema´s se tiene que 2m ≤ 2
(ϕ(n)
2
) − 2 < ϕ(n) − 1
y puesto que {1, ζn, · · · , ζϕ(n)−1n } es una base entera de OQ(ζn ), se sigue que
am ∈ Z, probando el resultado. uunionsq
El Teorema 5.4.1 prueba que, en la notacio´n del Teorema 5.3.4, si c = 2,
b = (p − 1)/2, r = 0, entonces siempre se tiene que el anillo de enteros de
Q(µ(p−1)/2) es Z[µ(p−1)/2]. Sin embargo, para b < (p − 1)/2, inclusive con
r = 0, el resultado ya no sigue siendo cierto.
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Ejemplo 5.4.2. Consideremos dos nu´meros primos distintos, p, q con q > 2
tales que si f = o(p mo´d q), entonces (q − 1)/f > p. Sea E ⊆ Q(ζq ) el sub-
campo de grado q−1f sobre Q. Entonces p se descompone totalmente en la
extensio´n E/Q ya que p es no ramificado en Q(ζq ) y el grupo de descom-
posicio´n de p es Gal(Q(ζq )/E). Si el anillo de enteros OE de E fuese de la
forma Z[α] para algu´n α, entonces si f(x) := Irr(α, x,Q), tendr´ıamos por el
Teorema de Kummer, Teorema 1.1.4, que f(x) se descompone en en q−1f facto-
res lineales mo´nicos distintos mo´dulo p. Sin embargo, esto no es posible pues
u´nicamente existen p factores lineales mo´nicos distintos mo´dulo p, a saber,
x, x+ 1, . . . , x+ (p− 1) y por hipo´tesis tenemos q−1f > p, f < q−1p .
Notemos que en este ejemplo, b = q−1f , c = f .
Observamos que debemos tener necesariamente que c = f > 2, y q−1f > p,
esto es, 2 < f < q−1p . Un ejemplo en que se cumple lo anterior es p = 2,
q = 31. Se tiene que 25 = 32 ≡ 1 mo´d 31, o(2 mo´d 31) = 5, es decir, f = 5 y
q−1
f =
31−1
5 = 6 > p = 2.
Otro ejemplo es p = 3, q = 1093. Entonces 37 = 2187 ≡ 1 mo´d 1093 y
o(3 mo´d 1093) = 7 = f , 1093−1f =
1092
7 = 156 > p = 3. En otras palabras el
campo de grado 156 sobre Q contenido en Q(ζ1093) no es de la forma Z[α]
para ningu´n α.
5.5. Teorema de reciprocidad cuadra´tica
Recordemos el s´ımbolo de Legendre. Para dos nu´meros n, p ∈ Z, con p
primo y p - n, sea
(
n
p
)
el s´ımbolo de Legendre, el cual esta´ definido por:
(
n
p
)
=
{
1 si n es un residuo cuadra´tico mo´d p
−1 si n no es un residuo cuadra´tico mo´d p =
=
{
1 si ∃ x ∈ Z tal que n ≡ x2 mo´d p
−1 si 6 ∃ x ∈ Z tal que n ≡ x2 mo´d p .
Teorema 5.5.1 (Teorema de reciprocidad cuadra´tica). Sean p y q dos
primos racionales impares distintos. Entonces(
p
q
)
·
(
q
p
)
= (−1) p−12 q−12 .
Demostracio´n. Primero, sean p ≡ 1 mo´d 4 y q arbitrario. Entonces(
p
q
)
= 1 ⇐⇒ existe x ∈ Z tal que x2 ≡ p mo´d q.
Escribamos p = 1 + 4m para algu´n m ∈ Z. Entonces
5.5 Teorema de reciprocidad cuadra´tica 85
x2 ≡ p mo´d q ⇐⇒ x2 − 1 ≡ 4m mo´d q.
Ahora bien, puesto que q es impar, 2 es invertible mo´dulo q. Por tanto
x2 − 1 ≡ 4m mo´d q ⇐⇒ x+ 1
2
· x− 1
2
≡ m mo´d q.
Sea y = x+12 . Por tanto y − 1 = x−12 . Entonces
x+ 1
2
· x− 1
2
≡ m mo´d q ⇐⇒ y(y − 1) ≡ m mo´d q
lo cual es equivalente a que y2 − y −m = y2 − y + 1−p4 ≡ 0 mo´d q.
Ahora sea α =
1+
√
p
2 . Entonces OQ(√p) = Z[α]. Tenemos (2α − 1)2 = p.
Por tanto 4α2 − 4α+ 1 = p lo cual equivale a α2 − α+ 1−p4 = 0. Es decir
f(x) := Irr(α, x,Q) = x2 − x+ 1− p
4
.
Entonces q se descompone en Q(√p) si y solamente si f(x) mo´d q se factoriza
como dos factores lineales. Esto u´ltimo es equivalente a que f(x) tenga ra´ıces
mo´dulo q, esto es, si y solamente si y2 − y + 1−p4 ≡ 0 mo´d q tiene solucio´n.
En resumen, tenemos que
(
p
q
)
= 1 si y solamente si q se decompone en
Q(√p).
Por otro lado tenemos que q se descompone en Q(√p) si y solamente
si Q(√p) esta´ contenido en el campo de descomposicio´n de q en Q(ζp) y
puesto que este u´ltimo es el campo fijo bajo el automorfismo de Frobenius
correspondiente a q, es decir a Q(ζp)〈σq〉, se tiene
q se descompone en Q(
√
p) ⇐⇒ Q(√p) ⊆ Q(ζp)〈σq〉 ⇐⇒ σq fija a Q(√p).
Ahora bien, σq esta´ definido por σq(ζp) = ζ
q
p y como la extensio´n Q(ζp)/Q
es una extensio´n c´ıclica, se tiene la existencia de un u´nico campo de grado h
sobre Q para cada divisor h de p− 1 = [Q(ζp) : Q]. Si definimos f := o(σq) =
o(q mo´d p), se tiene que
Q(
√
p) ⊆ Q(ζp)〈σq〉 ⇐⇒ f | ϕ(p)
2
=
p− 1
2
⇐⇒ q p−12 ≡ 1 mo´d p.
Sea a un generador mo´dulo p, esto es, o(a mo´d p) = p−1. Sea at ≡ q mo´d p.
Entonces at
p−1
2 ≡ q p−12 ≡ 1 mo´d p lo cual equivale a que p− 1 | tp−12 , esto es,
t = 2s es par y por tanto si b = as se tiene b2 = a2s = at ≡ q mo´d p, es decir
la ecuacio´n z2 ≡ q mo´d p es soluble. Esto u´ltimo equivale a que
(
q
p
)
= 1.
En resumen, hemos probado que si p ≡ 1 mo´d 4, entonces para cualquier
primo impar q,
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p
q
)
= 1 ⇐⇒
(
q
p
)
= 1.
Por tanto
(
p
q
)
=
(
q
p
)
y el resultado se sigue en este caso. Por simetr´ıa lo
mismo tenemos para q ≡ 1 mo´d 4 y p cualquier primo impar.
Ahora sean p y q dos primos diferentes congruentes con 3 mo´dulo 4. Pri-
mero notemos que x2 ≡ −1 mo´d q no es soluble pues si lo fuese x4 ≡ 1 mo´d q
y por tanto o(x mo´d q) = 4 por lo que 4 | q−1 = o(Uq), lo que contradice que
q ≡ 3 mo´d 4.
Por tanto tenemos que x2 ≡ a mo´d q es soluble si y solamente si y2 ≡
−a mo´d q no es soluble pues si ambas lo fuesen se tendr´ıa que (x/y)2 ≡
(a/− a) ≡ −1 mo´d q.
De esta forma obtenemos que
(−p
q
)
= −
(
p
q
)
. Ahora bien, en general
tenemos
(
p
−q
)
=
(
p
q
)
. Se tiene −p ≡ 1 mo´d 4 de donde, por la primera
parte, obtenemos
−
(
p
q
)
=
(−p
q
)
=
(
q
−p
)
=
(
q
p
)
,
es decir
(
p
q
)
·
(
q
p
)
= −1 = (−1) p−12 q−12 . uunionsq
Proposicio´n 5.5.2. Se tiene que
√−1 ∈ Fq ⇐⇒ q es potencia de 2 o
q ≡ 1 mo´d 4.
Demostracio´n. Si q es una potencia de 2, entonces
√−1 = −1 = 1 = 12, es
decir
√−1 es un cuadrado en Fq.
Ahora consideremos q impar.
Una demostracio´n inmediata es: F∗q es el grupo de las (q − 1) ra´ıces de
la unidad y
√−1 es una ra´ız cuarta primitiva de la unidad. Por lo tanto√−1 ∈ Fq si y solo si 4|q − 1.
Damos otra demostracio´n, mucho ma´s larga pero instructiva. Primero con-
sideremos el caso q ≡ 3 mo´d 4. Veamos que √−1 /∈ Fq. Para este fin, tenemos,
por el Teorema 5.2.2, que p es inerte en Q(
√−1) = Q(i) = Q(ζ4), don-
de q = pu con p ≡ 3 mo´d 4 y u es impar pues o(p mo´d 4) = 2. Entonces
[Fp(
√−1) : Fp] = 2. Por otro lado [Fq : Fp] = u y mcd(2, u) = 1. Se sigue que
Fp(
√−1) * Fq y por tanto
√−1 /∈ Fq.
Ahora veamos que si q ≡ 1 mo´d 4, entonces √−1 ∈ Fq. Sea q = pu.
Hay dos casos. Si p ≡ 1 mo´d 4, entonces u es arbitrario. Se tiene, por el
Teorema 5.2.2 que p se descompone en Q(i)/Q por lo que [Fp(
√−1) : Fp] = 1
y
√−1 ∈ Fp ⊆ Fq.
Ahora, si p ≡ 3 mo´d 4, u es par. El primo p es inerte en Q(i)/Q y
[Fp(
√−1) : Fp] = 2 por lo que Fp(
√−1) = Fp2 ⊆ Fpu = Fq. uunionsq
6Caracteres de Dirichlet
6.1. Teor´ıa de caracteres
Primeramente recordemos los resultados ba´sicos de la teor´ıa de caracteres.
Definicio´n 6.1.1. Sea G un grupo cualquiera. El grupo de caracteres de G se
define como el grupo de homomorfismos de G en el grupo multiplicativo de
los complejos:
Hom(G,C∗) = {f : G→ C∗ | f es homomorfismo de grupos}.
Cuando G es finito, si n = |G|, entonces si f es un caracter y g ∈ G,
entonces 1 = f(e) = f(gn) = f(g)n, es decir, f(g) ∈ Wn y podemos definir
Hom(G,Wn) como el grupo de caracteres de G.
Si f es un caracter y G es un grupo topolo´gico tal que para todo g ∈ G,
f(g) es de orden finito, es decir, para cada g ∈ G, existe ng ∈ N tal que
f(g)ng = 1, entonces f(g) ∈ Wng . Sea R := Q/Z = ∪∞n=1Wn ⊆ C∗ con la
topolog´ıa discreta. Entonces definimos
Gˆ := Hom(G,R) ⊆ Hom(G,C∗)
donde Hom(G,R) := {f : G→ R | f es continuo}.
En general estaremos interesados en Gˆ y en general si G es un grupo
finito, Gˆ = Hom(G,C∗). En este caso G tiene la topolog´ıa discreta y todos
los homomorfismos son automa´ticamente continuos.
Ejemplo 6.1.2. Sea f ∈ Zˆ. Entonces f esta´ completamente determinado por
f(1) ∈ R. Sea
ϕ : Zˆ −→ R
f 7−→ f(1).
Entonces ϕ es un isomorfismo de grupos y Zˆ ∼= R. Observemos que en este
ejemplo, Zˆ no denota al anillo de Pru¨fer (Ejemplo 2.1.15).
88 6 Caracteres de Dirichlet
Ejemplo 6.1.3. Sea Zp el anillo de los enteros p–a´dicos (Ejemplos 2.1.15 (3))
y sea Qp el campo de los nu´meros p–a´dicos, Qp = cocZp. Sea f ∈ Zˆp. Si
g ∈ Zp, f(ng) = nf(g) = 0 ∈ R para alguna n ∈ N. Ahora, si n = pms con
mcd(s, p) = 1, s es invertible en Zp y existe t ∈ Zp tal que st = 1. Como Zp
es la cerradura de Z en la topolog´ıa p–a´dica, existe una sucesio´n {ti}∞i=1 ⊆ Z
tal que l´ımi→∞ ti = t en la topolog´ıa p–a´dica. Puesto que f es continua,
f(pmg) = f(pmstg) = l´ım
i→∞
f(stip
mg) =
= l´ım
i→∞
tif(sp
mg) = l´ım
i→∞
tif(ng) = l´ım
i→∞
0 = 0.
Por tanto, f(pmg) = pmf(g) = 0, es decir, f
(
Zˆp
)
= R(p) = (Q/Z)(p) ∼=
Qp/Zp =: Rp.
Ahora bien, por continuidad, f esta´ totalmente determinado por f(1) pues
si x ∈ Zp, existe una sucesio´n {xn}∞n=1 ⊆ Z tal que xn −−−−→
n→∞ x en la topolog´ıa
p–a´dica y f(x) = l´ımn→∞(f(xn)) = l´ımn→∞ xnf(1) = xf(1).
Por tanto
Zˆp −→ Rp = Qp/Zp
f 7−→ f(1)
es un isomorfismo de grupos y Zˆp ∼= Rp.
Proposicio´n 6.1.4. Si G es un grupo c´ıclico finito, se tiene Gˆ ∼= G.
Demostracio´n. Sea G ∼= Cm para alguna m y sea a un generador de G.
Entonces cualquier f ∈ Gˆ esta´ completamente determinado por f(a) y
f(a)m = f(am) = f(e) = 1 ∈ C∗, es decir, f(a) ∈ Wm. Por lo tanto,
Gˆ = Hom(G,Wm). Finalmente, tenemos que ϕ : Gˆ → Wm, a 7→ f(a) es
un isomorfismo de grupos. uunionsq
Observacio´n 6.1.5. El isomorfismo de la Proposicion 6.1.4 no es cano´nico
pues depende del generador a seleccionado.
Teorema 6.1.6. Si G es un grupo finito, entonces Gˆ ∼= G/G′ donde G′ de-
nota al subgrupo conmutador. En particular, si G es un grupo abeliano finito,
entonces Gˆ ∼= G.
Demostracio´n. Si f ∈ Gˆ, puesto que, ya sea R o C∗ son abelianos, se tiene
que G′ ⊆ nu´c f y por lo tanto f se factoriza de manera u´nica
G
f //
pi ""
R
G/G′
f˜
<<
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donde pi : G→ G/G′ es la proyeccio´n natural y f = f˜ ◦ pi.
Puesto que G/G′ es un grupo abeliano finito y se tiene Gˆ = Ĝ/G′, para
terminar la demostracio´n, basta probar que G ∼= Gˆ para un grupo abeliano
finito.
Sea G ∼= Cn1 × · · · × Cnr un grupo abeliano finito cualquiera. En general,
si G = H1 ×H2, la funcio´n
Gˆ −→ Hˆ1 × Hˆ2
f 7−→ (f |h1 , f |H2)
es un isomorfismo de grupos. Por lo tanto, por la Proposicio´n 6.1.4
Gˆ ∼= Cˆn1 × · · · × Cˆnr ∼= Cn1 × · · · × Cnr ∼= G. uunionsq
Observacio´n 6.1.7. El Teorema 6.1.6 no es va´lido para grupos abelianos
infinitos, por ejemplo, Zˆ ∼= R 6∼= Z (ver Ejemplo 6.1.2).
Definicio´n 6.1.8. Sean G, H grupos topolo´gicos cualesquiera. Un aparea-
miento es una funcio´n bilineal continua ϕ : G×H → C∗, es decir,
ϕ(xy, z) = ϕ(x, z)ϕ(y, z),
ϕ(u, vw) = ϕ(u, v)ϕ(u,w),
para cualesquiera x, y, u ∈ G y z, v, w ∈ H.
Un apareamiento se llama no degenerado si
ϕ(x, y) = 1 ∀ y ∈ H =⇒ x ∈ G′ y ϕ(u, v) = 1 ∀ u ∈ G =⇒ v ∈ H ′.
Teorema 6.1.9. Si G y H son grupos finitos y existe un apareamiento no
degenerado ϕ : G×H → C∗, entonces
ψ : G −→ Hˆ
g 7−→ ϕ(g, ) ,
θ : H −→ Gˆ
h 7−→ ϕ( , h)
son epimorfismos de grupos y nu´cψ = G′, nu´c θ = H ′. En particular, G/G′ ∼=
Hˆ; H/H ′ ∼= Gˆ y G/G′ ∼= H/H ′. Finalmente si G y H son grupos abelianos,
entonces G ∼= H.
Demostracio´n. Si g ∈ G, sea ψg : H → C∗ dada por ψg(h) = ϕ(g, h). Entonces
ψg es un homomorfismo y por tanto ψg ∈ Hˆ.
Adema´s, si g, g1 ∈ G, se tiene ψgg1(h) = ϕ(gg1, h) = ϕ(g, h)ϕ(g1, h) =
ψg(h)ψg1(h) para toda h ∈ H por lo que ψgg1 = ψgψg1 y
ψ : G→ Hˆ
g 7→ ψg = ϕ(g, )
es un homomorfismo de grupos. Si g ∈ G′, puesto que C∗ es abeliano, ψg = 1
y por lo tanto g ∈ nu´cψ. Se sigue que G′ ⊆ nu´cψ. Ahora bien, si g ∈ nu´cψ,
por ser ϕ no degenerada se sigue que g ∈ G′ y por lo tanto G′ = nu´cψ.
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Bajo ψ tenemos que G/G′ ⊆ Hˆ ∼= H/H ′. De manera ana´loga obtenemos
H/H ′ ⊆ Gˆ ∼= G/G′. El resultado se sigue. uunionsq
Sea G un grupo abeliano finito y consideremos el mapeo
ϕ = 〈 , 〉 : G× Gˆ→ C∗, 〈 , 〉(g, ψ) = 〈χ, g〉 := χ(g).
Entonces
〈χ1χ2, g〉 = (χ1χ2)(g) = χ1(g)χ2(g) = 〈χ, g〉〈χ2, g〉
y
〈χ, gh〉 = χ(gh) = χ(g)χ(h) = 〈χ, g〉〈χ, h〉,
es decir, ϕ es un apareamiento.
Si 〈g, χ〉 = 1 para toda χ ∈ Gˆ, entonces χ(g) = 1 para toda χ ∈ Gˆ. Sea
H = 〈g〉. Entonces dado χ ∈ Gˆ, χ se puede factorizar de manera u´nica:
G
χ //
pi !!
C∗
G/H
χ˜
<< χ˜ ◦ pi = χ
y por tanto Gˆ→ Ĝ/H
χ 7→ χ˜ es un monomorfismo. Por lo tanto |G| = |Gˆ| ≤∣∣(Ĝ/H)∣∣ = |G/H| ≤ |G|, lo cual implica que |H| = 1 y g = e.
Rec´ıprocamente, si 〈g, χ〉 = 1 para toda g ∈ G, entonces χ(g) = 1 para
toda g ∈ G lo cual, por definicio´n, nos dice que χ = 1.
Esto prueba que ϕ es un mapeo no degenerado. En particular, cuando G es
un grupo abeliano finito, G ∼= ˆˆG de manera cano´nica. Es decir, θ : G→
ˆˆ
G
g 7→ gˆ
definido por gˆ : Gˆ→ C∗, gˆ(χ) = χ(g), es un isomorfismo de grupos.
Definicio´n 6.1.10. Sean G un grupo abeliano finito y 〈 , 〉 : G× Gˆ→ C∗ el
mapeo bilineal 〈g, χ〉 = χ(g). Sea H < G. Definimos el ortogonal de H por
H⊥ := 〈χ ∈ Gˆ | χ(h) = 1 ∀ h ∈ H〉.
Proposicio´n 6.1.11. Sea G un grupo abeliano finito y H un subgrupo de G.
Se tiene H⊥ ∼= (Ĝ/H).
Demostracio´n. Si χ ∈ H⊥, χ se factoriza de manera u´nica
G
χ //
pi !!
C∗
G/H
χ˜
<<
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con χ˜ ∈ (Ĝ/H) y viceversa, si χ˜ ∈ (Ĝ/H), entonces χ˜ se puede levantar a un
elemento χ ∈ Gˆ: χ(g) := χ˜(gH). Por lo tanto χ→ χ˜ es un isomorfismo entre
H⊥ y (Ĝ/H). uunionsq
Ahora bien, si consideramos el mapeo restriccio´n
rest : Gˆ −→ Hˆ
χ 7−→ χ|H
se tiene que nu´c(rest) = H⊥ y por lo tanto se tiene Gˆ/H⊥ ⊆ Hˆ.
Proposicio´n 6.1.12. Se tiene Hˆ ∼= Gˆ/H⊥, donde G es un grupo abeliano
finito y H es un subgrupo de G.
Demostracio´n. Hemos obtenido Gˆ/H⊥ ⊆ Hˆ y
∣∣Gˆ/H⊥∣∣ = |Gˆ||H⊥| = |G|∣∣(Ĝ/H)∣∣ = |G||G/H| = |H| = |Hˆ|
de donde se sigue la igualdad. uunionsq.
Identificamos G con
ˆˆ
G como antes. Con esta identificacio´n, tenemos:
Proposicio´n 6.1.13.
(
H⊥
)⊥
= H⊥⊥ = H.
Demostracio´n. Por la Proposicio´n 6.1.11
(
H⊥
)⊥ ∼= ̂(Gˆ/H⊥) y por lo tanto
|H⊥⊥| = ∣∣ ̂(Gˆ/H⊥)∣∣ = ∣∣Gˆ/H⊥∣∣ = |Gˆ||H⊥| = |G|∣∣(Ĝ/H)∣∣ = |G||G/H| = |H|.
Por otro lado, si h ∈ H, entonces h : χ → χ(h) satisface que h(H⊥) = 1 por
definicio´n y por tanto h ∈ (H⊥)⊥. Es decir, H ⊆ (H⊥)⊥ y como tiene la
misma cardinalidad se sigue que H = (H⊥)⊥ = H⊥⊥. uunionsq
Hay varios resultados elementales que son de gran utilidad y que probare-
mos a continuacio´n.
Proposicio´n 6.1.14. Sea G un grupo abeliano finito. Sea χ ∈ Gˆ. Si χ 6= 1,
entonces
∑
g∈G χ(g) = 0. Si χ = 1, entonces
∑
g∈G χ(g) = |G|.
Demostracio´n. Si χ es trivial, esto es, χ = 1, es inmediato que
∑
g∈G χ(g) =
|G|. Ahora, si χ 6= 1, existe un elemento h ∈ G tal que χ(h) 6= 1. Sea t =∑
g∈G χ(g) ∈ C. Entonces
χ(h)t = χ(h)
∑
g∈G
χ(g) =
∑
g∈G
χ(h)χ(g) =
∑
g∈G
χ(hg) =
∑
g∈G
χ(g) = t.
Por tanto t(χ(h)− 1) = 0. Puesto que χ(h) 6= 1 se sigue que t = 0. uunionsq
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Proposicio´n 6.1.15. Sean G un grupo abeliano finito y H < G. Entonces G
tiene un subgrupo isomorfo a G/H.
Demostracio´n. Una prueba directa de este resultado es simplemente el teo-
rema de estructura de los grupos abelianos finitamente generados. Ahora,
usando la teor´ıa de caracteres, tenemos
G/H ∼= (Ĝ/H) ∼= H⊥ ⊆ Gˆ ∼= G. uunionsq
Observacio´n 6.1.16. La segunda demostracio´n de la Proposicio´n 6.1.15, nos
indica que el mapeo entre redes
A = {H | H < G} −→ B = {G/H | H < G}
H 7−→ G/H
entre los subgrupos de un grupo abeliano y sus grupos cocientes, es biyectiva
y que la red de subgrupos A de G es sime´trica.
6.2. Caracteres de Dirichlet
Aplicamos toda la teor´ıa de caracteres al caso especial del grupo Un ∼=
Gal(Q(ζn)/Q) el cual es un grupo abeliano finito.
Definicio´n 6.2.1. Un caracter de Dirichlet es un elemento de Uˆn para algu´n
n ∈ N. Expl´ıcitamente, un caracter de Dirichlet χ es un homomorfismo de
grupos χ : Un → C∗.
Ahora bien, si χ ∈ Uˆn y n|m, entonces χ se puede considerar un ele-
mento Uˆm de la siguiente forma. Sea ϕm,n : Um → Un la proyeccio´n natural:
ϕm,n(x mo´d m) := x mo´d n y sea χ˜ := χ ◦ ϕm,n:
Um
χ˜ //
ϕm,n !!
C∗
Un
χ
>>
En cierta forma χ y χ˜ son el mismo mapeo y χ puede considerarse mo´dulo n
o mo´dulom. Rec´ıprocamente, si existe f |n y χ′ : Uf → C∗ tal que χ = χ′◦ϕn,f ,
entonces tambie´n podemos definir χ mo´dulo f usando χ′ en lugar de χ.
Observacio´n 6.2.2. Para n,m ∈ N tales quem|n, se tiene que el homomorfis-
mo ϕn,m : Un → Um es suprayectivo. Esto se sigue del epimorfismo natural de
anillos Z/nZ→ Z/mZ cuyos grupos de unidades son Un y Um respectivamen-
te. Una demostracio´n directa ser´ıa la siguiente: sea a ∈ Z tal que mcd(a,m) =
1. Queremos hallar c ∈ Z tal que mcd(c, n) = 1 y ϕn,m(c mo´d n) = a mo´d m,
6.2 Caracteres de Dirichlet 93
esto es, debemos hallar c ∈ Z tal que mcd(c, n) = 1 y c ≡ a mo´d m. Sea
n = rm y escribimos
r = pα11 · · · pαtt qβ11 · · · qβss uγ11 · · ·uγ``
con p1, . . . , pt, q1, . . . , qs, u1, . . . , u` primos distintos y tales que
u1, . . . , u`|m, p1, . . . , pr, q1, . . . qs - m, q1, . . . , qs|a, p1, . . . , pt - a.
Sea c := a+ xm con x := p1 · · · pt. Entonces c ≡ a mo´d m y en particular
mcd(c,m) = 1. Por lo tanto u1, . . . , u` - c. Ahora bien, qi|a y qi - xm para
1 ≤ i ≤ s de donde se sigue que qi - c. Finalmente pj |x y pj - a por lo que
pj - c, 1 ≤ j ≤ t.
De esta forma obtenemos que mcd(c, r) = 1 y por tanto mcd(c, rm) =
mcd(c, n) = 1 que es lo que quer´ıamos obtener.
Definicio´n 6.2.3. Dado un caracter de Dirichlet χ el mı´nimo nu´mero natural
f tal que χ puede ser definido mo´dulo f se llama el conductor de χ y se denota
por fχ.
Ma´s precisamente, definimos para a, b ∈ N el siguiente orden
a ≤∗ b ⇐⇒ a | b.
Se tiene que ≤∗ es un orden parcial. Se definen los conductores del caracter
χ definido mo´dulo n como los elementos minimales bajo el orden ≤∗ del
conjunto {m ≤∗ n | χ puede ser definido mo´dulo m}. Veremos que hay un
u´nico elemento mı´nimo de este conjunto y este sera´ el conductor de χ (ver
Observacio´n 6.2.8 y Teorema 6.2.9).
Observacio´n 6.2.4. Dado χ un caracter de Dirichlet definido mo´dulo n y si
m|n, entonces χ puede definirse mo´dulo m, es decir, existe χ˜ : Um → C∗ tal
que χ = χ˜◦ϕn,m, si y solamente si para cualesquiera a, b ∈ Z con mcd(a, n) =
mcd(b, n) = 1 y tales que a ≡ b mo´d m, se tiene χ(a mo´d n) = χ(b mo´d n)
(en este caso se define χ˜(c mo´d m) := χ(a mo´d n) donde mcd(a, n) = 1 y
a ≡ c mo´d m).
Ejemplo 6.2.5. Consideremos n = 8, U8 = {1, 3, 5, 7} ∼= C2 × C2. Sea
χ : U8 → C∗ definido por χ(1) = χ(5) = 1;χ(3) = χ(7) = −1. Puesto que
χ(1) = χ(1 + 4) = χ(5) y χ(3) = χ(3 + 4) = χ(7) se tiene que χ puede
definirse mo´dulo 4. Se tiene que U4 = {±1} entonces χ′ : U4 → C∗ dado por
χ′(1) = 1 y χ(−1) = −1 satisface que
χ′(1) = χ ◦ ϕ8,4(1) = χ(1) = χ(5) = 1;
χ′(−1) = χ ◦ ϕ8,4(−1) = χ(3) = χ(7) = −1.
Adema´s χ no puede definirse mo´dulo 2 pues U2 = {1} y χ(1) 6= χ(−1),
1 ≡ −1 mo´d 2. Por lo tanto fχ = 4.
Ahora consideremos σ ∈ U8 dado por σ(1) = σ(3) = 1 y σ(5) = σ(7) = −1.
Notemos que σ(1) 6= σ(5) y 1 ≡ 5 mo´d 4 por lo que σ no puede definirse
mo´dulo 4 y por lo tanto fσ = 8.
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Ejemplo 6.2.6. Consideremos U10 = {1, 3, 7, 9}. Se tiene que U5 = {1, 2, 3, 4}
y U5 ∼= U10 con ϕ10,5 : U10 → U5, ϕ10,5(x mo´d 10) = x mo´d 5. Entonces
ϕ10,5(1) = 1, ϕ10,5(3) = 3, ϕ10,5(7) = 2, ϕ10,5(9) = ϕ10,5(−1) = −1 = 4.
Si χ ∈ U10 entonces χ puede automa´ticamente definirse mo´dulo 5 con χ′ =
χ ◦ ϕ10,5 y por lo tanto fχ = 1 o 5. Adema´s fχ = 1 ⇐⇒ χ(x) = 1 ∀ x ∈ U5.
Por ejemplo, si χ(1) = 1, χ(3) = χ(7) = −1, χ(−1) = χ(9) = −1, entonces
fχ = 5. Similarmente, si σ(3) = ζ4, σ(7) = ζ
3
4 = −ζ4, σ(1) = 1 = ζ04 y
σ(9) = −1, entonces fσ = 5.
Ejemplo 6.2.7. Si p es un nu´mero primo impar y χ ∈ Up, entonces si χ 6= 1
necesariamente fχ = p. Si σ ∈ Upm con m ∈ N y en caso de que p sea par,
tomamos m ≥ 2, entonces fσ = pt para algu´n 0 ≤ t ≤ m.
Observacio´n 6.2.8. Si χ : Un → C∗ es un caracter de Dirichlet, el conductor
de χ se definio´ como un nu´mero minimal fχ tal que χ = χ
′ ◦ϕn,fχ donde ϕn,fχ
donde ϕn,fχ es el epimorfismo natural
ϕn,fχ : Un −→ Ufχ
x mo´d n 7−→ x mo´d fχ.
Es decir el conductor fχ de χ, en caso de existir, necesariamente divide a
n. Aqu´ı mencionamos que en caso de existir, lo cual es obvio si tomamos al
pie de la letra la definicio´n, es decir, fχ es mı´nimo con fχ|n. Sin embargo, si
pensamos la minimalidad en te´rminos de divisibilidad (por ejemplo 2 y 3 son
minimales dividiendo a 24), ya no es tan obvio que fχ exista.
Para precisar, digamos que tenemos χ un caracter mo´dulo 21 y que χ se
puede definir mo´dulo 3 y tambie´n 7 y que χ no es trivial.
Aunque por definicio´n, fχ = 3, 7 tambie´n es minimal en el sentido de
divisibilidad y por que no pensar que χ tiene dos conductores: 3 y 7.
En seguida veremos que esto no es posible y nuestra definicio´n de fχ que-
dara´ dado sin ambigu¨edad alguna.
Teorema 6.2.9 (Existencia del conductor). Sea χ : Un → C∗ un caracter
de Dirichlet y sean a|n, b|n tales que χ = χa ◦ ϕn,a y χ = χb ◦ ϕn,b:
Un
χ //
ϕn,a   
C∗
Ua
χa
>> Un
χ //
ϕn,b   
C∗
Ub
χb
>>
Sea c := mcd(a, b). Entonces χ puede definirse mo´dulo c. En particular, si
a y b son dos conductores de χ, en el sentido de que no existen x|a, y|b tales
que χ pueda ser definido mo´dulo x o mo´dulo y, entonces a = b.
Demostracio´n. Sea d el producto de todos los nu´meros primos p que dividen
a n pero que no dividen a b. Entonces c = mcd(da, b) pues si β = mcd(da, b),
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como c|a y c|b, entonces c|da y c|b por lo que c|β. Por otro lado existen
t, s, r, l ∈ Z tales que td+ sb = 1; ra+ lb = c, por lo que al multiplicar ambas
igualdades obtenemos
c = (tr)(ad) + (tdl + ras+ slb)b
lo cual implica que β|c y que β = c.
Para ver que χ puede ser definido mo´dulo c, debemos probar que si
mcd(x, n) = 1, mcd(y, n) = 1 y x ≡ y mo´d c, entonces χ(x) = χ(y). Por el
Teorema Chino del Residuo, existe α ∈ Z tal que α ≡ x mo´d da y α ≡ y mo´d b.
De hecho, si x = y+ lc y sea εda+ δb = c, por lo que lεda+ lδb = lc = x− y.
Entonces α := x− lεda = y + lδb.
Veremos primero que mcd(α, n) = 1. Supongamos que p es un nu´mero
primo tal que p|α y p|n. Se tiene que p - b pues en caso de que p|b y debido a
que α = y + mb, entonces se tendr´ıa que p|y y por tanto p|mcd(y, n) = 1 lo
cual es absurdo. As´ı, p - b.
Ahora bien, puesto que p|n, entonces p|d por lo que p|da y p|α lo cual
implica que p|x pero en ese caso tendr´ıamos que p|mcd(x, n) = 1 lo cual
nuevamente es absurdo.
En resumen, tenemos que mcd(α, n) = 1. Se tiene
χ(α) = χa ◦ ϕn,a(α) = χa ◦ ϕn,a(x) = χ(x),
χ(α) = χb ◦ ϕn,b(α) = χb ◦ ϕn,b(y) = χ(y).
Por tanto χ(α) = χ(x) = χ(y) y χ puede ser definido mo´dulo c.
Un
χ //
ϕn,c   
C∗
Uc
χc
>>
Finalmente, si a y b son dos conductores de χ, entonces χ se puede definir
mo´dulo c := mcd(a, b) y c|a, c|b. Por minimalidad de a y b se sigue que
a = c = b. uunionsq
Observacio´n 6.2.10. Si n = 1, U1 = {1}, χ : U1 → C∗, 1 7→ 1 es
u´nico caracter mo´dulo 1 y χ el es caracter trivial. Para toda m ∈ N,
Um
χ //
ϕm,1 !!
C∗
U1
χ˜
>> ϕm,1(a) = 1 y χ˜(x) = 1 para toda x ∈ Um. Es decir,
para toda m, χ˜ es el caracter trivial y es el u´nico caracter de conductor 1.
Observacio´n 6.2.11. Sea n ∈ N impar. Entonces
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ϕ2n,n : U2n −→ Un,
a mo´d 2n 7−→ a mo´d n.
es un isomorfismo. Por lo tanto si χ es cualquier caracter mo´dulo 2n, χ puede
definirse mo´dulo n. U2n
χ //
ϕ2n,n
∼=
!!
C∗
Un
χ˜
>> con χ˜ := χ ◦ ϕ−12n,n.
En particular no pueden existir caracteres con conductor 2n con n impar
y en especial no hay caracteres de conductor 2.
Proposicio´n 6.2.12. Sean χ, ϕ dos caracteres de Dirichlet de conductores
fχ y fϕ. Supongamos que existe n ∈ N tal que fχ|n y fϕ|n y tales que χ y
ϕ son iguales mo´dulo n, es decir, χ, ϕ : Un → C∗ satisfacen χ(a mo´d n) =
ϕ(a mo´d n) para toda mcd(a, n) = 1. Entonces χ = ϕ, es decir, fχ = fϕ = f
y χ = ϕ mo´d f .
Demostracio´n. Consideremos
Un
ϕn,fχ=pi //
χ
  
Ufχ
χ˜}}
C∗
χ˜ ◦ pi = χ = ϕ.
Por tanto ϕ˜◦pi = χ = ϕ, es decir ϕ se puede definir mo´dulo fχ y en particular
fϕ|fχ.Por simetr´ıa fχ|fϕ y fϕ = fχ. Por lo tanto ϕ y χ son el mismo caracter
mo´dulo f = fϕ = fχ. uunionsq
Con lo visto hasta ahora, es claro que el elemento J ∼ −1 en el grupo
de Galois Gal(Q(ζn)/Q) ∼= Un juega un papel importante en nuestra teor´ıa.
Baste decir que KJ = K ⇐⇒ K ⊆ R.
Definicio´n 6.2.13. Sea χ : Un → C∗ un caracter de Dirichlet mo´dulo n. En-
tonces χ se llama par si χ(−1) = 1 e impar si χ(−1) = −1 (notemos que
χ(−1)2 = χ((−1)2) = χ(1) = 1 por lo que necesariamente χ(−1) ∈ {±1}).
Puesto que un caracter de Dirichlet puede ser definido mo´dulo muchos
n ∈ N, es conveniente fijar, en algunas ocasiones, el nu´mero n.
Definicio´n 6.2.14. Si un caracter χ esta´ definido mo´dulo su conductor fχ, χ
se llama primitivo.
Muchas veces es conveniente definir χ(a) para a ∈ Z para un caracter de
Dirichlet.
Definicio´n 6.2.15. Dado un caracter de Dirichlet χ, definimos χ(a) = 0 para
a ∈ Z con mcd(a, fχ) 6= 1.
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De esta forma podemos considerar χ : Z→ C∗. Notemos que es importante
fijar fχ y no solo considerar χ mo´dulo n pues de esta forma χ : Z → C no
estar´ıa un´ıvocamente determinado.
Por ejemplo, si χ esta´ dado por χ : U3 → C, χ(1) = 1, χ(2) = −1. Si consi-
deramos χ mo´dulo 12, χ : U12 → C, entonces puesto que mcd(2, 12) = 2 6= 1,
si definie´semos χ(a) = 0 para mcd(a, 12) 6= 1, necesariamente tendr´ıamos
χ(2) = 0.
Proposicio´n 6.2.16. Si consideramos al caracter χ como en la Definicio´n
6.2.15, χ : Z→ C satisface
(1) χ(a) = 0 si mcd(a, fχ) 6= 1.
(2) χ(1) 6= 0.
(3) χ(ab) = χ(a)χ(b) para toda a, b ∈ Z.
(4) χ(a) = χ(b) para a ≡ b mo´d fχ.
Demostracio´n. (1), (2) y (4) son por definicio´n para χ definido mo´dulo fχ.
Ahora bien, si a, b ∈ Z, entonces si mcd(ab, fχ) = 1, por definicio´n te-
nemos que χ(ab) = χ(a)χ(b). Si mcd(ab, fχ) 6= 1, entonces mcd(a, fχ) 6= 1
o mcd(b, fχ) 6= 1 y por lo tanto χ(a) = 0 o χ(b) = 0 de donde se sigue
0 = χ(ab) = χ(a)χ(b). Esto demuestra (3). uunionsq
Observacio´n 6.2.17. Notemos que χ : Z → C no es homomorfismo pues
χ(a+ b) 6= χ(a) + χ(b). Por ejemplo, si χ esta´ definido de la siguiente forma:
χ : U3 → C∗, χ(1) = 1 y χ(2) = −1, entonces χ(1 + 1) = χ(2) = −1 6= 2 =
1 + 1 = χ(1) + χ(1).
Observacio´n 6.2.18. A menos que se diga lo contrario, el mo´dulo de de-
finicio´n de un caracter de Dirichlet sera´ su conductor, sin embargo cuando
hablemos de los caracteres mo´dulo n entenderemos todos los caracteres χ
tales que fχ|n.
Tambie´n notemos que al definir χ(a) = 0 cuando mcd(a, fχ) 6= 1, es definir
χ(a) = 0 tan poco como es posible y adema´s χ : Z → C es una funcio´n
perio´dica de per´ıodo fχ: χ(a+ fχ) = χ(a) para toda a ∈ Z.
Observacio´n 6.2.19. Notemos que si χ no esta´ definido mo´dulo su conduc-
tor, entonces χ no tiene per´ıodo fχ. Por ejemplo, si consideramos χ : U6 → C∗
dada por χ(1) = 1 y χ(5) = −1 el cual esta´ definido mo´dulo 6 aunque su
conductor fχ es igual a 3, no tiene per´ıodo fχ = 3 pues 1 = χ(1) 6= χ(1 + 3) =
χ(4) = 0.
Comparar este feno´meno con la Observacio´n 6.2.4.
Definicio´n 6.2.20. El caracter trivial es el u´nico caracter de conductor 1, es
decir, este es χ : Z→ C dado por χ(a) = 1 para toda a ∈ Z.
Definicio´n 6.2.21. Sean χ, ψ dos caracteres con conductores fχ y fψ respec-
tivamente. Sea γ : U[fχ,fψ ] → C∗ dado por γ(a) := χ(a)ψ(a). Entonces el
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producto χψ es el caracter primitivo asociado a γ. Notemos que γ no tiene por
que ser primitivo. Aqu´ı, [fχ, fψ] denota al mı´nimo comu´n mu´ltiplo mcm[fχ, fψ]
de fχ y fψ.
Ejemplo 6.2.22. Sean χ : U8 → C∗, U8 = {1, 3, 5, 7} dado por χ(1) = χ(3) =
1; χ(5) = χ(7) = −1, el cual tiene conductor fχ = 8 y σ : U12 → C∗, U12 =
{1, 5, 7, 11} dado por σ(1) = σ(11) = 1; σ(5) = σ(7) = −1, el cual tiene
conductor fσ = 12.
Entonces [8, 12] = 24. Definimos χ˜, σ˜ mo´dulo 24 donde se tiene U24 =
{1, 5, 7, 11, 13, 17, 19, 23}. Tenemos:
pi24,8 : U24 −→ U8,
x mo´d 24 7−→ x mo´d 8,
1, 17 7−→ 1,
5, 13 7−→ 5,
7, 23 7−→ 7,
11, 19 7−→ 3.
Por lo tanto
χ˜ = χ ◦ pi24,8 : U24−→C∗,
χ˜(1) = χ˜(17) = χ(1) = 1,
χ˜(5) = χ˜(13) = χ(5) = −1,
χ˜(7) = χ˜(23) = χ(7) = −1,
χ˜(11) = χ˜(19) = χ(3) = 1
y
pi24,12 : U24 −→ U12,
x mo´d 24 7−→ x mo´d 12,
1, 13 7−→ 1,
5, 17 7−→ 5,
7, 19 7−→ 7,
11, 23 7−→ 11.
Por lo tanto
σ˜ = σ ◦ pi24,12 : U24−→C∗,
σ˜(1) = σ˜(13) = σ(1) = 1,
σ˜(5) = σ˜(17) = σ(5) = −1,
σ˜(7) = σ˜(19) = σ(7) = −1,
σ˜(11) = σ˜(23) = σ(11) = 1
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Se sigue que
γ = σ˜χ˜ : U24−→C∗,
γ(1) = σ˜(1)χ˜(1) = 1,
γ(5) = σ˜(5)χ˜(5) = 1,
γ(7) = σ˜(7)χ˜(7) = 1,
γ(11) = σ˜(11)χ˜(11) = 1,
γ(13) = σ˜(13)χ˜(13) = −1,
γ(17) = σ˜(17)χ˜(17) = −1,
γ(19) = σ˜(19)χ˜(19) = −1,
γ(23) = σ˜(23)χ˜(23) = −1.
En este caso γ es primitivo, fγ = 24, y γ es el producto de χ y σ: γ = χσ.
Ejemplo 6.2.23. Sean ahora θ : U3 → C∗ dada por θ(1) = 1, θ(2) = −1
y σ : U12 → C∗ como en el Ejemplo 6.2.22. Entonces fθ = 3, fσ = 12 y
[3, 12] = 12. Sea θ˜ = θ ◦ pi12,3 y σ˜ = σ. Entonces γ = σ˜θ˜ : U12 → C∗ esta´ dada
por
σ˜θ˜(1) = σ˜(1)θ˜(1) = 1,
σ˜θ˜(5) = σ˜(5)θ˜(5) = 1,
σ˜θ˜(7) = σ˜(7)θ˜(7) = −1,
σ˜θ˜(11) = σ˜(11)θ˜(11) = −1.
Ahora bien γ puede ser definido mo´dulo 4: Sea ξ : U4 → C∗, dada por
ξ(1) = 1, ξ(3) = −1. Entonces ξ ◦ pi12,4 = γ. Por lo tanto γ no es primitivo.
Se sigue que ξ = θσ y fξ = 4.
Definicio´n 6.2.24. Sea χ : Un → C∗ cualquier caracter de Dirichlet definido
mo´dulo n. Definimos el conjugado de χ por
χ : Un−→C∗, χ(a) := χ(a) = χ(a)−1.
Entonces χχ es el caracter trivial y fχχ = 1.
El siguiente resultado es muy u´til para el ca´lculo de conductores.
Teorema 6.2.25. Sean χ, ψ dos caracteres de Dirichlet cuyos conductores
son primos relativos mcd(fχ, fψ) = 1. Entonces fχψ = fχfψ.
Demostracio´n. Sean n = fχ, m = fψ. Entonces χ : Un → C∗, ψ : Um → C∗.
Se define γ : U[n,m] = Unm → C∗ por γ(a) := χ˜(a)ψ˜(a) donde χ˜ = χ ◦ pinm,n,
ψ˜ = ψ ◦ pinm,m. Definimos ϕ = γχ−1 : U[[n,m],n] = U[nm,n] = Unm → C∗. Se
tiene que
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ϕ(a mo´d nm) = γ(a mo´d nm)χ˜−1(a mo´d nm) =
= χ˜(a mo´d nm)ψ˜(a mo´d nm)χ˜−1(a mo´d nm) = ψ˜(a mo´d nm).
Es decir, ϕ = ψ˜. Por tanto fϕ = fψ˜ = fψ = m.
Ahora bien, fχψ|[fχ, fψ] = nm, por lo tanto
m = fψ = fϕ = f(χψ)χ−1 |[fχψ, fχ−1 ] = [fχψ, fχ] = [fχψ, n] = fχψnmcd(fχψ, n) .
Sea r :=
fχψn
mcd(fχψ,n)
. Entonces m|r. Tambie´n tenemos que
m
∣∣ fχψn
mcd(fχψ, n)
= fχψ
n
mcd(fχψ, n)
= fχψn1 con n1|n.
Nuevamente, del hecho de que mcd(m,n) = 1, se sigue que m|fχψ.
Similarmente, se tiene que n|fχψ y puesto que mcd(m,n) = 1, mn =
[fχ, fψ]|fχψ. Se sigue que fχψ = nm = fχfψ. uunionsq
Definicio´n 6.2.26. Un caracter χ : G → C∗ se dice que es un caracter de
Galois si G es el grupo de Galois de una extensio´n finita de campos L/K:
G = Gal(L/K).
Tenemos que los caracteres de Dirichlet pueden ser vistos como caracteres
de Galois pues si χ es un caracter de Dirichlet, χ : Un → C∗, entonces Un ∼=
Gal(Q(ζn)/Q).
Veamos como podemos usar los caracteres de Dirichlet para estudiar la
aritme´tica de la extensio´n Q(ζn)/Q.
Ejemplo 6.2.27. Se tiene que U8 ∼= Gal(Q(ζ8)/Q). Sea χ : U8 → C∗ el ca-
racter dado por χ(1) = χ(7) = 1 y χ(3) = χ(5) = −1.
Se tiene que nu´cχ = {1, 7 mo´d 8}. Notemos que
nu´cχ ∼= Gal(Q(ζ8)/Q(
√
2)) = Gal(Q(ζ8)/Q(ζ8)+) ∼= {±1 mo´d 8}.
Por tanto χ es un caracter de Gal(Q(ζ8 )/Q
Gal(Q(ζ8 )/Q(
√
2)
∼= Gal(Q(
√
2)/Q).
Ma´s precisamente, si G = Gal(Q(ζ8)/Q), χ : G→ C∗ y H = nu´cχ < G, χ
se factoriza:
G
χ //
pi !!
C∗
G/H
χ˜
<< χ˜ : G/H → C∗, χ˜ ◦ pi = χ
y G/H ∼= Gal(Q(ζ8)H/Q) = Gal(Q(
√
2)/Q).
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Similarmente, si ϕ : U8 → C∗ esta´ dado por ϕ(1) = ϕ(5) = 1 y ϕ(3) =
ϕ(7) = −1, entonces nu´cϕ = {1, 5 mo´d 8 | 8} y nu´cϕ ∼= Gal(Q(ζ8)/Q(ζ4)) =
{x mo´d 8 | x ≡ 1 mo´d 4} = D8,4 y por tanto ϕ es un caracter de
Gal(Q(ζ8)/Q)
Gal(Q(ζ8)/Q(ζ4))
∼= Gal(Q(ζ4)/Q) ∼= U4.
Notemos que fϕ = 4 y que fχ = 8.
Sea χ un caracter de Dirichlet definido mo´dulo n, χ : Un → C∗. Entonces,
si H = nu´cχ, χ es un caracter de Galois de Gal(Q(ζn)H/Q):
Un ∼= Gal(Q(ζn)/Q) χ //
pi
((
C∗
Un/ nu´cχ
χ˜
::
Un/H ∼= Un/(nu´cχ) = Gal(Q(ζn)/Q)
Gal(Q(ζn)/Q(ζn)H)
∼= Gal(Q(ζn)H/Q).
Definicio´n 6.2.28. Sea χ : Un → C∗ un caracter de Dirichlet. Se define el
campo que pertenece a χ o que esta asociado a χ por K := Q(ζn)nu´cχ ⊆ Q(ζn).
Teorema 6.2.29. Sea χ : Un → C∗ un caracter de Dirichlet con conductor
f := fχ|n. Sea χ˜ el caracter primitivo asociado a χ: χ˜◦pin,f = χ. Entonces los
campos asociados a χ˜ y a χ son el mismo. En particular, el campo asociado
a χ depende u´nicamente de χ y no de mo´dulo en donde esta´ definido.
Demostracio´n. El resultado se sigue inmediatamente de la Observacio´n 6.2.30.
Presentamos aqu´ı la prueba por completes.
Puesto que χ˜ ◦pin,f = χ, se tiene que nu´cχ = pi−1n,f (nu´c χ˜). Sean K y L los
campos asociados a χ y χ˜ respectivamente: K := Q(ζn)nu´cχ, L := Q(ζn)nu´c χ˜.
Primero notemos que
[K : Q] =
∣∣∣ Un
nu´cχ
∣∣∣ = |Un||pi−1n,f (nu´c χ˜)| = |Un||nu´cpin,f || nu´c χ˜|
=
|Uf |
|nu´c χ˜| = [L : Q].
Por otro lado, si α ∈ L, σα = α para toda σ ∈ nu´c χ˜. Sea θ ∈ nu´cχ.
Entonces pin,fθ ∈ nu´c χ˜, por lo tanto (pin,fθ)(α) = α = pin,f (θ(α)) = θ˜(α).
Por lo tanto L ⊆ K de donde se sigue que L = K.
La u´ltima parte se sigue inmediatamente pues todas los caracteres de Di-
richlet esta´n un´ıvocamente determinados por el caracter primitivo asociado.
uunionsq
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Observacio´n 6.2.30. De hecho lo establecido en el Teorema 6.2.29 sucede en
general. Si G := Gal(F/E), y pi : G → G1 es un epimorfismo, G1 ∼= G/H. Si
M = FH , se tiene para R ⊆ G/H que MR = Fpi−1(R). F
H
M
E
Observacio´n 6.2.31. Notemos que si χ es un caracter de Dirichlet y X :=
〈χ〉 es el grupo generado por χ, entonces ⋂ϕ∈X nu´cϕ = ⋂t−1i=0 nu´cχi donde
o(χ) = t. Se tiene que nu´cχi ⊇ nu´cχ por lo que ⋂ϕ∈X nu´cϕ = nu´cχ. En
otras palabras Q(ζn)∩ϕ∈X nu´cϕ = Q(ζn)nu´cχ.
Ma´s generalmente, si Y es cualquier conjunto de caracteres de Diri-
chlet y si X := 〈Y 〉 es el grupo generado por los elementos de Y , en-
tonces si n := mcm
[
fχ | χ ∈ Y
]
y todos los elementos de Y los consi-
deramos mo´dulo n, se sigue que X es un grupo de caracteres mo´dulo n,
es decir, X ⊆ Uˆn. En este caso, con el argumento anterior, se tiene que
Q(ζn)∩χ∈Y nu´cχ = Q(ζn)∩χ∈X nu´cχ.
Definicio´n 6.2.32. Sea X cualquier grupo de caracteres de Dirichlet defi-
nidos mo´dulo n. Entonces se define el campo que pertenece a X o el campo
asociado a X por K := Q(ζn)H donde H =
⋂
χ∈X nu´cχ.
Como antes, si Y es un conjunto arbitrario de caracteres de Dirichlet,
entonces H =
⋂
χ∈Y nu´cχ =
⋂
χ∈〈Y 〉=X nu´cχ.
Como veremos a continuacio´n, si X es un grupo de caracteres de Dirichlet
y K es su campo asociado, entonces
X = ̂Gal(K/Q) ∼= Gal(K/Q)
y en particular |X| = [K : Q].
Ejemplo 6.2.33. Sea χ un caracter de orden 2 y definido mo´dulo n: χ ∈ Uˆn,
χ2 = 1, χ 6= 1. Entonces χ(Un) = {±1} y nu´cχ = H = {a ∈ Un | χ(a) =
1}. Se tiene que Gal(Q(ζn)/Q(ζn)H) ∼= H y por tanto Gal(Q(ζn)H/Q) ∼=
Gal(Q(ζn )/Q)
Gal(Q(ζn )/Q(ζn )H)
∼= Un/H ∼= 〈χ˜〉 donde χ˜ es la factorizacio´n de χ:
Un
χ //
pi
''
C∗
Un/H ∼= Un/(nu´cχ)
χ˜
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Por tanto K, el campo cuadra´tico que pertenece a χ, es una extensio´n
cuadra´tica de Q contenida en Q(ζn). En particular, si n es un primo impar,
n = p, entonces K = Q
(√
(−1)(p−1)/2p) (ver Seccio´n 5.3.3).
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Ejemplo 6.2.34. Consideremos Q(ζn)+ el subcampo real de Q(ζn). Enton-
ces Q(ζn)+ = Q(ζn){1,J} donde J denota conjugacio´n compleja. Entonces
Q(ζn)+ pertenece al conjunto de caracteres X ⊆ Uˆn ∼= ̂Gal(Q(ζn)/Q) tales
que
⋂
χ∈X nu´cχ = {1, J} = {±1}, esto es a X = {χ | χ(−1) = 1}. En otras
palabras, bajo el mapeo
Un × Uˆn −→ C∗
(a, σ) 7−→ σ(a)
se tiene X = {±1}⊥ (ver Definicio´n 6.1.10).
Ahora bien, si χ es cualquier caracter definido mo´dulo n, y si K es el
campo asociado a χ, se tiene que
K ⊆ R ⇐⇒ el mapeo ζn σ−→ ζ−1n , satisface σ ∈ nu´cχ ⇐⇒ χ(−1) = 1.
Es decir, K es real si y solamente si χ es par.
Ejemplo 6.2.35. Consideremos en Q(ζ8) el subcampo cuadra´tico real, esto
es, Q(
√
2) = Q(ζ8)+. Entonces Q(
√
2) es el campo que pertenece al caracter
dado por χ : U8 → C∗, χ(1) = χ(7) = 1 y χ(3) = χ(5) = −1 pues 7 ≡
−1 mo´d 8 y χ(−1) = 1 y Q(√2) es un campo real.
Notemos que fχ = 8 pues el u´nico caracter de conductor 4 necesariamente
tiene como su campo asociado a Q(ζ4).
Ejemplo 6.2.36. En Q(ζ12), tenemos que Q(ζ12) = Q(ζ3, ζ4) = Q(
√
3,
√−3).
Hay tres subcampos cuadra´ticos de Q(ζ12), a saber: Q(ζ4) = Q(
√−1),
Q(ζ3) = Q(
√−3) y Q(ζ12)+ = Q(
√
3).
Entonces al considerar el caracter χ : U12 → C∗, χ(1) = χ(11) = 1 y
χ(5) = χ(7) = −1, tenemos que nu´cχ = {1, 11} y o(χ) = 2. Puesto que
χ(11) = χ(−1) = 1 el campo que pertenece a χ es K = Q(√3) = Q(ζ12)+ =
Q(ζ12 + ζ−112 ).
Otra forma de concluir lo mismo, es notar que hay tres caracteres cuadra´ti-
cos mo´dulo 12, pero dos de ellos tienen conductores 3 (el asociado a Q(ζ3)) y
4 (el asociado a Q(ζ4)). Puesto que el conductor de χ es 12 se concluye que
el campo asociado es necesariamente Q(
√
3).
Nuestro siguiente objetivo es mostrar que si X es un grupo de caracte-
res entonces X ∼= ̂Gal(K/Q) donde K es el campo asociado a X. Para ello
consideraremos un mapeo bilineal no degenerado.
Sea pues X un grupo de caracteres de Dirichlet y sea K el campo asociado
a X, es decir, K = Q(ζn)H donde n = mcm{fχ | χ ∈ X}, H =
⋂
χ∈X nu´cχ.
Sea
ϕ : Gal(K/Q)×X −→ C∗
(σ, χ) 7−→ χ(σ) el mapeo natural. Veamos que ϕ esta´
bien definido.
Se tiene que σ ∈ Gal(K/Q) ∼= Un/H. Ahora bien χ ∈ X ⊆ Uˆn, es decir,
χ : Un → C∗. Puesto que H ⊆ nu´cχ, es decir, χ(H) = 1, se tiene que χ se
factoriza de manera u´nica: χ˜ ◦ pi = χ.
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Un
χ //
pi
""
C∗
Un/H
χ˜
<< Un

Q(ζn)
H
K}
Un/H
Q
y por tanto χ(σ) esta´ bien definido.
Teorema 6.2.37. Se tiene que ϕ es un mapeo bilineal no degenerado, esto es,
si χ(σ) = 1 para toda σ ∈ G := Gal(K/Q), entonces χ = 1 y si χ(σ) = 1 para
toda χ ∈ X, entonces σ = IdK .
Demostracio´n. Es inmediato que ϕ es bilineal. Ahora bien, si χ(σ) = 1 para
toda σ ∈ G ∼= Un/H, entonces χ : Un → C∗ es trivial pues χ(H) = 1 y al
factorizar χ a trave´s de H, χ˜ : Un/H → C∗, χ˜(σ) = 1 para toda σ ∈ Un/H,
por lo que χ = 1.
Rec´ıprocamente, si χ(σ) = 1 para toda χ ∈ X, entonces se tiene que
σ ∈ ⋂χ∈X nu´cχ = H, por lo tanto σ = 1 en Un/H = G. uunionsq
Corolario 6.2.38. Se tiene que X ∼= Gˆ = ̂Gal(K/Q) y en particular |X| =
[K : Q].
Demostracio´n. Esto no es ma´s que una aplicacio´n del Teorema 6.1.9. uunionsq
El mismo mapeo ϕ nos sirve, como vimos en general, para dar un iso-
morfismo de redes entre los subcampos de K y los subgrupos de X. Ma´s
precisamente, sea F ⊆ K.
K∣∣
F∣∣
Q
Sea Y = {χ ∈ X | χ(g) = 1 ∀ g ∈ Gal(K/F )}. Entonces, Y =
Gal(K/F )⊥ ∼=
(
̂G/Gal(K/F )
) ∼= ̂Gal(F/Q) (Definicio´n 6.1.10, Proposicio´n
6.1.11).
Rec´ıprocamente, dado Y un subgrupo de X, sea F el campo fijo bajo el
ortogonal de Y : F := KY
⊥
, donde recordemos que Y ⊥ = {g ∈ G | χ(g) =
1 ∀ χ ∈ Y }. Por tanto Gal(K/F ) = Gal(K/KY ⊥) ∼= Y ⊥. Por la Proposicio´n
6.1.13 tenemos
Y = Y ⊥⊥ = Gal(K/F )⊥ = ̂Gal(F/Q).
Esta correspondencia es biyectiva como lo prueba el siguiente resultado.
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Teorema 6.2.39. Existe una biyeccio´n entre los subgrupos de X y los sub-
campos de K dada por
Gal(K/F )⊥ ←− F
Y −→ KY ⊥
Demostracio´n. Sean A = {Y | Y < X} y B = {F | F es subcampo de K}.
Sean
A θ−→ B B δ−→ A
Y 7−→ KY ⊥ F 7−→ Gal(K/F )⊥
Se tiene que
(θ ◦ δ)(F ) = θ(Gal(K/F )⊥) = K(Gal(K/F )⊥)⊥ = KGal(K/F ) = F
y
(δ ◦ θ)(Y ) = δ(KY ⊥) = Gal(K/K⊥)⊥ = (Y ⊥)⊥ = Y
lo cual demuestra que θ y δ son biyecciones, cada una de ellas inversa de la
otra. uunionsq
Observacio´n 6.2.40. Se tiene que el isomorfismo
Y = ̂Gal(F/Q) ∼= Gal(F/Q)
para Y < X, se expresa a trave´s del mapeo bilineal
µ : Gal(F/Q)× Y −→ C∗
(g, σ) 7−→ µ(g, σ) := σ(g).
Proposicio´n 6.2.41. Sean X1, X2 dos grupos de caracteres de Dirichlet y
sean K1, K2 sus campos asociados. Entonces
(1) X1 ⊆ X2 ⇐⇒ K1 ⊆ K2,
(2) X1 ∩X2 corresponde al campo K1 ∩K2,
(3) El grupo generado por X1 y X2: 〈X1, X2〉 = X1 ·X2, corresponde
al campo generado por K1 y K2: K1K2.
Demostracio´n. Sean X := 〈X1, X2〉 y F es campo correspondiente a X. Ma´s
precisamente, sean
n := mcm{fχ | χ ∈ X}, ni := mcm{fχ | χ ∈ Xi}, i = 1, 2.
Entonces ni|n, i = 1, 2. Sean
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H1 =
⋂
χ∈X1
nu´cχ, H2 =
⋂
χ∈X2
nu´cχ, H =
⋂
χ∈X
nu´cχ,
K1 = Q(ζn)H1 , K2 = Q(ζn)H2 .
Q(ζn)
Q(ζn1) F
H
Q(ζn2)
K1K2
K1
H1
K2
H2
Q
Se tiene que siX1 ⊆ X2 entoncesH1 ⊇ H2 y por tantoQ(ζn)H1 ⊆ Q(ζn)H2
lo cual nos dice que K1 ⊆ K2.
Rec´ıprocamente, si K1 ⊆ K2, entonces K1 = Q(ζn)H1 ⊆ Q(ζn)H2 = K2
y por tanto H1 = Gal(Q(ζn)/Q(ζn)H1) ⊇ Gal(Q(ζn)/Q(ζn)H2) = H2. Ahora
queremos ver que H1 ⊇ H2 si y solamente si X1 ⊆ X2 lo cual implicara´ (1).
Del mapeo bilineal ϕ : Gal(F/Q)×X → C∗, ϕ(σ, χ) = χ(σ) obtenemos
X⊥i = {g ∈ Gal(F/Q) | χ(g) = 1 ∀ χ ∈ Xi}
= {g ∈ Gal(F/Q) | g ∈ nu´cχ ∀ χ ∈ Xi}
=
⋂
χ∈Xi
nu´cχ = Hi, i = 1, 2,
es decir, Hi = X
⊥
i . Se sigue que si H1 ⊇ H2, entonces X⊥1 ⊇ X⊥2 lo cual
implica que (X⊥1 )
⊥ = X1 ⊆ X2 = (X⊥2 )⊥ que a su vez demuestra que K1 ⊆
K2 implica X1 ⊆ X2.
Con esto terminamos la demostracio´n de (1).
Para ver (2), sea F el campo asociado a X1∩X2. Puesto que X1∩X2 ⊆ Xi,
i = 1, 2, se sigue de (1) que F ⊆ K1 ∩K2. Ahora bien, si W es el grupo de
caracteres de Dirichlet asociado a K1 ∩ K2, por (1) nuevamente, se tiene
W ⊆ Xi, i = 1, 2 de donde obtenemos que W ⊆ X1 ∩X2 y por (1) se sigue
que K1 ∩K2 ⊆ F . Esto es (2).
Para probar (3), sabemos por Teor´ıa de Galois que se tiene K1K2 =
Q(ζn)H1Q(ζn)H2 = Q(ζn)H1∩H2 y H1 ∩ H2 = X⊥1 ∩ X⊥2 . Veamos que
(X1 ∪ X2)⊥ = 〈X1, X2〉⊥. Notemos que (X1 ∪ X2)⊥ = {σ ∈ G | χ(σ) =
1 para toda σ ∈ X1 ∪ X2}, por lo que χ(σ) = 1 para toda σ ∈ 〈X1, X2〉 lo
cual prueba que (X1 ∪X2)⊥ ⊆ 〈X1, X2〉⊥.
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Ahora si σ ∈ 〈X1, X2〉⊥ entonces χ(σ) = 1 para todo χ ∈ 〈X1, X2〉 y por
tanto χ(σ) = 1 para todo χ ∈ X1 ∪X2. Se sigue que 〈X1, X2〉⊥ ⊆ (X1 ∪X2)⊥
y obtenemos la igualdad.
Por otro lado, puesto que Xi ⊆ X1 ∪X2 si sigue que X⊥i ⊇ (X1 ∪X2)⊥.
Se sigue que X⊥1 ∩ X⊥2 ⊇ (X1 ∪ X2)⊥. Rec´ıprocamente, si σ ∈ X⊥1 ∩ X⊥2
entonces χ1(σ) = 1 y χ2(σ) = 1 para cualesquiera χi ∈ Xi, i = 1, 2. De
esta manera obtenemos que χ(σ) = 1 para todo χ ∈ X1 ∪X2 y en particular
σ ∈ (X1 ∪X2)⊥. Esto prueba que X⊥1 ∩X⊥2 = (X1 ∪X2)⊥.
Por lo anterior, tenemos que H1 ∩ H2 = X⊥1 ∩ X⊥2 = (X1 ∪ X2)⊥ =
〈X1, X2〉⊥ = X⊥ y se sigue que K1K2 corresponde a X = 〈X1, X2〉. uunionsq
Proposicio´n 6.2.42. Sea K/Q una extensio´n abeliana finita y sea X el grupo
de caracteres de Dirichlet asociado a K. Sea n = mcd{fχ | χ ∈ X}. Entonces
n es el mı´nimo natural tal que K ⊆ Q(ζn).
Demostracio´n. Si K ⊆ Q(ζm) entonces todo caracter χ ∈ X pueda ser defi-
nido mo´dulo m y por tanto fχ|m. Se sigue que n|m. uunionsq
Definicio´n 6.2.43. Sea K/Q una extensio´n abeliana finita. El mı´nimo n ∈ N
tal que K ⊆ Q(ζn) se llama el conductor de K.
6.3. Aritme´tica de Q(ζn) usando caracteres
Los caracteres de Dirichlet resultan ser una herramienta poderosa para el
estudio de las extensiones abelianas de Q.
Sea n ∈ N, n = pα11 · · · pαrr su descomposicio´n en primos. Entonces Un
φ∼=
Upα11 ×· · ·×Upαrr . Sea χ ∈ Uˆn, χ : Un → C∗. Sea gpi : Upαii → Upα11 ×· · ·×Upαrr
dado por gpi(x) = (1, . . . , 1, x↑
i
, 1 · · · , 1).
El isomorfismo φ : Un → Upα11 ×· · ·×Upαrr esta´ dado por el Teorema Chino
del Residuo: φ(x mo´d n) = (x mo´d pα11 , . . . , x mo´d p
αr
r ). Se tiene el diagrama
conmutativo
Un
φ //
χ
''
Upα11 × · · · × Upαrr Upαii
gpioo
χpi
ww
C∗
donde χpi : Upαii
→ C∗ esta´ dado por:
χpi := χ ◦ φ−1 ◦ gpi .
Si a ∈ Z es primo relativo a n, entonces
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χpi(a) = χ(φ(gpi(a mo´d p
αi
i ))) = χ(φ
−1(1, . . . , 1, a, 1 . . . , 1)) = χ(bi)
donde bi ∈ Z satisface:
bi ≡ 1 mo´d pαjj , j = 1, . . . , r, j 6= i,
bi ≡ ai mo´d pαii .
Notemos que b1 · · · bi · · · br ≡ 1 · · · a · · · 1 ≡ a mo´d pαii para toda 1 ≤ i ≤ r,
lo cual implica que b1 · · · br ≡ a mo´d n. Por lo tanto
χ(a) = χ(b1 · · · br) = χ(b1) · · ·χ(br) = χp1(a) · · ·χpr (a) = (χp1 · · ·χpr )(a).
Se sigue que χ = χp1χp2 · · ·χpr .
Por el Teorema 6.2.25 se tiene que fχ =
∏r
i=1 fχpi . En particular p | fχ si
y solamente si χpi es no trivial.
Definicio´n 6.3.1. Con la notacio´n anterior, si X es un grupo de caracteres
mo´dulo n y si p es un nu´mero primo, entonces se define
Xp := {χp | χ ∈ X}.
Notemos que Xp = {1} si p /∈ {p1, . . . , pr}.
Ejemplo 6.3.2. Sea χ : U12 → C∗ el caracter cuadra´tico par, es decir χ(1) =
χ(11) = 1, χ(5) = χ(7) = −1.
Se tiene que 12 = 22 ·3. Entonces χ = χ2χ3, donde χ2 : U4 → C∗, χ3 : U3 →
C∗. Calculemos χ2 y χ3. Se tiene
U4
g2−→ U4 × U3 φ
−1
−→ U12
1 7−→ (1, 1) 7−→ 1
3 7−→ (3, 1) 7−→ 7
pues 7 ≡ 3 mo´d 4, 7 ≡ 1 mo´d 3,
U3
g3−→ U4 × U3 φ
−1
−→ U12
1 7−→ (1, 1) 7−→ 1
2 7−→ (1, 2) 7−→ 5
pues 5 ≡ 1 mo´d 4, 5 ≡ 2 mo´d 3.
Por tanto
χ2 = χ ◦ φ−1 ◦ g2, χ2(1) = 1, χ2(3) = χ(7) = −1,
χ3 = χ ◦ φ−1 ◦ g3, χ3(1) = 1, χ3(3) = χ(5) = −1.
Entonces X := 〈χ〉, X2 := 〈χ2〉, X3 := 〈χ3〉 y si p es cualquier primo,
p 6= 2, 3, Xp = {1}.
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El resultado ma´s importante, es la relacio´n entre Xp y el ı´ndice de ramifi-
cacio´n de p en K/Q, donde K es el campo asociado a X.
Teorema 6.3.3. Sea X un grupo de caracteres de Dirichlet y sea K el campo
asociado a X. Sea p un nu´mero primo y sea e el ı´ndice de ramificacio´n de p
en K/Q. Entonces e = |Xp|.
Demostracio´n. Sea n := mcm{fχ | χ ∈ X}. Entonces K ⊆ Q(ζn). Escribamos
n = pam con mcd(m, p) = 1. Definimos L := K(ζm) = KQ(ζm) ⊆ Q(ζn). Si
Y es el grupo de caracteres mo´dulo n asociado al campo L, entonces por el
Teorema 6.2.39 se tiene que L = Q(ζn)Y
⊥
.
Ahora bien, puesto que L = KQ(ζm), por la Proposicio´n 6.2.41 se tiene
que el grupo de caracteres Y esta´ generado por X y por los caracteres de
Q(ζn) de conductor un divisor de m, los cuales son precisamente Uˆm.
Si ϕ ∈ Y , entonces ϕ = χψ con χ ∈ X y ψ ∈ Uˆm. Escribamos χ = χpχ′
con χ′ =
∏
q|m χq ∈ Uˆm. Por tanto ϕ = χp(χ′ϕ) ∈ Xp × Uˆm. En particular
Y ⊆ Xp × Uˆm.
Rec´ıprocamente, si ξϕ ∈ Xp × Uˆm, puesto que ξ ∈ Xp, existe χ ∈ X tal
que χp = ξ, es decir, χ = ξ ·
∏
q|m χq = ξχ
′. Por lo tanto
ξϕ = χpϕ = χpχ
′((χ′)−1ϕ) ∈ 〈X, Uˆm〉 = Y.
Se sigue que Y = Xp × Uˆm.
Nuevamente por la Proposicio´n 6.2.41, L se escribe como L = Q(ζm)F
donde F ⊆ Q(ζn) es el campo perteneciente a Xp. Notemos que F ⊆ Q(ζpa)
pues Xp ⊆ Uˆpa .
Tenemos el siguiente diagrama donde la ramificacio´n indicada se refiere a
p:
Q(ζn)
L = K(ζm) = F (ζm)
no
ramificado
no
ramificado
Q(ζpa) K
e=ep(K/Q)
Q(ζm)
no
ramificado
F
totalmente
ramificado
Q
Entonces el ı´ndice de ramificacio´n e esta´ dado por
e = ep(K/Q) = ep(L/Q) = ep(F/Q) = [F : Q] = |Xp|. uunionsq
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Como consecuencia de este resultado, tenemos:
Corolario 6.3.4. Sea χ un caracter de Dirichlet y sea K el campo asociado a
X. Entonces el nu´mero primo p se ramifica en K/Q si y solamente si χ(p) = 0,
es decir, si y solamente si p|fχ.
Ma´s generalmente, si X es un grupo de caracteres de Dirichlet y L es el
campo asociado a X, entonces p se ramifica en L/Q si y so´lo si existe χ ∈ X
tal que χ(p) = 0, es decir, si y solamente si p | fχ para algu´n χ ∈ X.
Demostracio´n. Se tiene que p se ramifica en L/Q si y so´lo si Xp 6= {1}, lo cual
equivale a que existe χ ∈ X tal que χp 6= 1. Por tanto p se ramifica en L/Q si
y so´lo si existe χ ∈ X tal que p|fχ ⇐⇒ existe χ ∈ X tal que χ(p) = 0. uunionsq
El Teorema 6.3.3 se puede refinar. Se tiene
Teorema 6.3.5. Sea X un grupo de caracteres de Dirichlet y sea K su campo
asociado. Sea p un nu´mero primo. Sean Y = {χ ∈ X | χ(p) 6= 0} y Z = {χ ∈
X | χ(p) = 1}. Entonces con las notaciones usuales, tenemos
e = [X : Y ], f = [Y : Z], g = [Z : 1] = |Z|.
Ma´s au´n, X/Y ∼= Î(p|p), X/Z ∼= D̂(p|p), donde I(p|p) y D(p|p) denotan a los
grupos de inercia y descomposicio´n respectivamente de los primos en K que
dividen a p.
Finalmente, el grupo de Galois de los campos residuales satisface Y/Z ∼=
̂Gal(Fpf /Fp).
Demostracio´n. Sea L el subcampo de K que corresponde a Y . Por el Corolario
6.3.4 se tiene que L es el ma´ximo subcampo de K en donde p es no ramificado.
Por tanto, L es el campo fijo del grupo de inercia I := I(p|p).
K}
I=Gal(K/L)
L
p no ramificado
Q
Se tiene que L = KY
⊥
, Y = Gal(K/L)⊥. Por tanto I ∼=
Y ⊥ ∼= (X̂/Y ). As´ı X/Y ∼= ̂Gal(K/L) = Iˆ. En particular e =
|I| = ∣∣Iˆ∣∣ = |X/Y | = [X : Y ]. Ahora bien, Y ∼= ̂Gal(L/Q).
Sea n := mcm{fχ | χ ∈ Y }. Puesto que p es no ramificado
en L, p - fχ para toda χ ∈ Y y por tanto p - n. Se tiene
L ⊆ Q(ζn). El automorfismo de Frobenius de p en Q(ζn) es
el automorfismo σp : ζn → ζpn. Por lo tanto el automorfismo
de Frobenius de p en L es
σp mo´d Gal(Q(ζn)/L) = σp = σp mo´d H
donde H := Gal(Q(ζn)/L).
Con la identificacio´n Gal(Q(ζn)/Q) ∼= Un, tenemos que σp = p mo´d H
donde consideramos H ⊆ Un.
Si χ ∈ Y , entonces χ(Gal(Q(ζn)/L)) = 1, es decir, χ(H) = 1 o, lo que
es lo mismo, H ⊆ nu´cχ. Se sigue que χ(σp) = χ(σp) y por lo tanto χ(σp) =
1 ⇐⇒ χ(p) = 1.
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De lo anterior obtenemos que
〈σp〉⊥ = {χ ∈ Y | χ(p) = 1} = Z
en el mapeo bilineal
Gal(L/Q)× Y −→C∗.
Ahora bien, 〈σp〉 es un grupo c´ıclico de orden f generado por σp. Se sigue
que
̂Gal(L/Q)
〈σp〉⊥ =
Y
〈σp〉⊥
∼= Y
Z
∼= 〈̂σp〉 ∼= 〈σp〉.
Por lo tanto [Y : Z] = f = o(σp).
Se tiene el diagrama
K∣∣∣∣
}
X/Y→e→ grupo de inercia
L
〈σp〉
∣∣∣∣
}
Y/Z→f inercia
E = L〈σp〉 → Gal(L/E)⊥=〈σp〉⊥=Z∣∣∣∣
}
Z→g descomposicio´n
Q

X

X/Z→ef→
→ grupo de descomposicio´n
El campo fijo del automorfismo de Frobenius E corresponde al campo de
descomposicio´n de p. Por tanto E corresponde a Z y g = [E : Q] = |Z| o,
simplemente,
efg = [K : Q] = |X| = [X : Y ][Y : Z][Z : 1] = ef [Z : 1],
por lo tanto g = [Z : 1] = |Z|. Se sigue que X/Z ∼= D̂(p|p). uunionsq
6.3.1. Fo´rmula del Conductor–Discriminante
Nuestro objetivo en esta seccio´n es probar que
|δK | =
∏
χ∈X
fχ
donde K/Q es una extensio´n abeliana finita y X es el grupo de caracteres de
Dirichlet asociado a K.
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Primero consideremos un subcampo F ⊆ Q(ζpn), p con p un nu´mero primo
y n ∈ N. Para cualquier extensio´n finita K/Q. denotamos por K := |δK | al
valor absoluto del discriminante. Se tiene δK = (−1)r2K .
Sea pa := mcd{fϕ | ϕ ∈ X} donde X es el grupo de caracteres de Dirichlet
asociado a F . Entonces F ⊆ Q(ζpa), F * Q(ζpa−1) y X ∼= ̂Gal(F/Q).
Sea P = 〈1 − ζpa〉 el u´nico ideal en OQ(ζpa ) = Z[ζpa ] sobre p y sea p :=
P ∩ OF .
Empezamos analizando los grupos de ramificacio´n de Q(ζpa). Sea G :=
Gal(Q(ζpa)/Q). Se tiene (p)OQ(ζpa ) = Pϕ(p
a) = (ζpa − 1)ϕ(pa). Sea σ ∈ G,
σ 6= 1, dado por σ(ζpa) = ζaσpa , aσ ∈ Z, 1 ≤ aσ ≤ pa − 1, mcd(aσ, p) = 1. Sea
aσ − 1 = pασ`σ con mcd(`σ, p) = 1, 0 ≤ ασ ≤ a− 1. Entonces
iG(σ) : = vP(σ(ζpa)− ζpa) = vP(ζaσpa − ζpa) = vP(ζpa(ζaσ−1pa − 1))
= vP(ζ
pασ `σ
pa − 1) = vP(ζ`σpa−ασ − 1) = vP(ζpa−ασ − 1)
= vP((ζpa − 1)pασ ) = pασ .
Es decir,
iG(σ) = p
ασ . (6.3.1)
Se tiene que σ ∈ Gu ⇐⇒ vP(σ(ζpa) − ζpa) = pασ ≥ u + 1 ⇐⇒ u ≤
pασ − 1. Se sigue que
Gu = {σ ∈ G | σ(ζpa) = ζaσpa , vp(aσ − 1) = ασ, u ≤ pασ − 1}. (6.3.2)
De (6.3.2) y recordando que Dpa,pm = Gal(Q(ζpa)/Q(ζpm)), 1 ≤ m ≤ a,
Dpa,p0 = Dpn,1 = G, se tiene que
G−1 = G0 = G,
Gu ∼= Dpa,p, 1 ≤ u ≤ p− 1,
Gu ∼= Dpa,p2 , p ≤ u ≤ p2 − 1,
...
...
...
Gu ∼= Dpa,pa−1 , pa−2 ≤ pa−1 − 1,
Gu = {1}, pa−1 ≤ u.
Como consecuencia del Teorema 1.3.5 se tiene que se DQ(ζpa )/Q = P
s,
entonces
s =
∞∑
j=0
(|Gj | − 1) = (|G| − 1) +
a−1∑
j=1
(pj − pj−1)(|Dpa,pj | − 1)
= [Q(ζpa) : Q]− 1 +
a−1∑
j=1
[Q(ζpj ) : Q]([Q(ζpa) : Q(ζpj )]− 1)
= a[Q(ζpa) : Q]−
a−1∑
j=0
[Q(ζpj ) : Q]. (6.3.3)
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Notemos que
s = aϕ(pa)−
a−1∑
j=0
ϕ(pj) = a(pa−1(p− 1))−
a−1∑
j=1
(pj − pj−1)− 1
= apa − apa−1 − pa−1 + 1− 1 = pa−1(ap− a− 1),
lo cual nos da una nueva demostracio´n del Corolario 3.2.27.
Para el caso en que Q ⊆ F ⊆ Q(ζpa), sea Fj := F ∩ Q(ζpj ), 0 ≤ j ≤ a.
Sea H := Gal(Q(ζpa)/F ) y sea DQ(ζpa )/F = Pt. Se tiene que Gj ∼= Dpa,prj
para alguna rj . Por la Proposicio´n 1.3.7 se tiene que Hj = Gj ∩ H =
Gal(Q(ζpa)/FQ(ζprj )). Por tanto, similarmente a (6.3.3), como [Q(ζpi) : Q]
es el nu´mero se sumandos (|Hi| − 1), se tiene
t =
∑
σ∈H\{1}
iH(σ) =
∑
σ∈H\{1}
iG(σ) =
∞∑
j=0
(|Hj | − 1) =
∞∑
j=0
(|Gj ∩H| − 1)
= ([Q(ζpa) : F ]− 1) +
a−1∑
i=1
[Q(ζpi) : Q]([Q(ζpa) : FQ(ζpi)]− 1). (6.3.4)
Puesto que
DQ(ζpa )/Q = DQ(ζpa )/F · conF/Q(ζpa ) DF/Q, (6.3.5)
y p es totalmente ramificado en Q(ζpa)/F , se tiene que si DF/Q = pr, entonces
de (6.3.5) se obtiene que Ps = PtPr[Q(ζpa ):F ], esto es, por (6.3.3) y (6.3.4), se
sigue que
r =
s− t
[Q(ζpa) : F ]
=
1
[Q(ζpa) : F ]
{
([Q(ζpa) : Q]− [Q(ζpa) : F ]
+
a−1∑
j=1
[Q(ζpj ) : Q]
(
[Q(ζpa) : Q(ζpj )]− [Q(ζpa) : FQ(ζpj )]
)}
= ([F : Q]− 1) + 1
[Q(ζpa) : F ]{ a−1∑
j=1
(
[Q(ζpa) : Q]− [Q(ζpa) : FQ(ζpj )] · [Q(ζpj ) : Q]
)}
.
Se sigue que
r = [F : Q]− 1 +
a−1∑
j=1
(
[F : Q]− [Q(ζpj ) : Q]
[FQ(ζpj ) : F ]
)
= a[F : Q]−
a−1∑
j=0
[Q(ζpj ) : Q]
[FQ(ζpj ) : F ]
.
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Ahora bien, se tiene
Q(ζpj ) FQ(ζpj )
Fj = Q(ζpj ) ∩ F F
[FQ(ζpj ) : F ] =]Q(ζpj ) : Fj ],
por lo que
[Q(ζpj ) : Q]
[FQ(ζpj ) : F ]
=
[Q(ζpj ) : Q]
[Q(ζpj ) : Fj ]
= [Fj : Q].
Se sigue que
r = a[F : Q]−
a−1∑
j=0
[Fj : Q]. (6.3.6)
Hemos probado
Proposicio´n 6.3.6. Sea Q ⊆ F ⊆ Q(ζpa), p ≥ 2 un nu´mero primo y a ≥ 1.
Entonces DF :Q = pr, donde r = a[F : Q]−
∑a−1
j=0 [Fj : Q]. uunionsq
Corolario 6.3.7. Con las condiciones anteriores, |dF/Q| = pr. uunionsq
Ahora bien, sea X el grupo de caracteres de Dirichlet asociado a F . Se
tiene que Fa = F y F0 = Q. Un caracter χ tiene conductor pj si y solamente si
χ es un caracter asociado a Q(ζpj ) pero no asociado a Q(ζpj−1). Por lo tanto
X contiene precisamente [Fj : Q] − [Fj−1 : Q] caracteres de conductor pj ,
1 ≤ j ≤ a. Se sigue que ∏χ∈X fχ = pα donde
α =
a∑
j=1
j([Fj : Q]− [Fj−1 : Q]) = n[F : Q]−
a−1∑
j=0
[Fj : Q]. (6.3.7)
De (6.3.6) y (6.3.7) se sigue
Proposicio´n 6.3.8. Si F ⊆ Q(ζpa) con p un nu´mero primo, y X es el grupo
de caracteres de Dirichlet asociado a F , entonces
F =
∏
χ∈X
fχ. uunionsq
Teorema 6.3.9 (Fo´rmula del conductor–discriminante). Sea K/Q una
extensio´n abeliana finita. Entonces
δK = (−1)r2
∏
χ∈X
fχ
donde X denota el grupo de caracteres de Dirichlet asociado a K.
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Demostracio´n. Basta probar que K =
∏
χ∈X fχ. Fijemos un nu´mero primo
p. Con las notaciones del Teorema 6.3.3, esto es, L = K(ζm), n = p
am y
mcd(m, p) = 1, tenemos que puesto que ningu´n primo encima de p es ramifi-
cado ni en L/K ni en L/F y puesto que
DL/Q = DL/K · conK/LDK/Q = DL/F · conF/LDF/Q, (6.3.8)
se tiene que si para cualquier extensio´n M/Q, dM/Q(p) denota la potencia
exacta de 〈p〉 que divide a dM/Q (y similarmente para M (p)), entonces de
(6.3.8)
dL/Q(p) = (NL/QDL/Q)(p) = d
[L:K]
K/Q (p) = d
[L:F ]
F/Q (p).
Por lo tanto
K(p) = 
(1/[L:K])
L (p) = 
([L:F ]/[L:K])
F (p).
Ahora bien [L : F ] = [Q(ζm) : Q] = ϕ(m) y [L : K] = [Y : X] = |Y ||X| =
|Xp||Uˆm|
|X| =
|Xp|ϕ(m)
|X| . Se sigue que
[L:F ]
[L:K] =
|X|
|Xp| . Puesto que F ⊆ Q(ζpa),
obtenemos de la Proposicio´n 6.3.8 que F =
∏
ϕ∈Xp fϕ. Por tanto
K(p) = 
(|X|/|Xp|)
F (p) =
( ∏
ϕ∈Xp
fϕ
)|X|/|Xp|
.
Del epimorfismo natural pi : X → Xp, χ 7→ χp, obtenemos que |nu´cpi| = |X||Xp| .
Del Teorema 6.3.3, |Xp| = e y |X| = [K : Q] = efg (con las notaciones
usuales). Entonces, cada χp aparece para exactamente fg =
|X|
|Xp| elementos
diferentes de X, esto es, |pi−1(χp)| = fg. Por lo tanto
K(p) =
( ∏
ϕ∈Xp
fϕ
)fg
=
∏
χ∈X
fχp .
Puesto que K =
∏
p K(p), tenemos
K =
∏
p
K(p) =
∏
p
∏
χ∈X
fχp =
∏
χ∈X
∏
p
fχp .
Finalmente, puesto que para cualesquiera dos primos diferentes p y q, fχp
y fχq son primos relativos y χ =
∏
p χp, se sigue del Teorema 6.2.25 que
fχ =
∏
p fχp , as´ı que:
K =
∏
p
K(p) =
∏
χ∈X
∏
p
fχp =
∏
χ∈X
fχ. uunionsq
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6.4. Construccio´n de extensiones abelianas
El Teorema 6.3.3 es muy u´til para construir extensiones abelianas con
caracter´ısticas especiales. Primero veamos como funciona con un ejemplo es-
pec´ıfico.
Ejemplo 6.4.1. Consideremos el caracter cuadra´tico χ : U12 → C∗ dado por
χ(1) = χ(11) = 1 y χ(5) = χ(7) = −1. Entonces el caracter es real, fχ = 12 y
el campo asociado tiene que ser Q(ζ12)+ = Q(ζ12 + ζ−112 ) = Q(
√
3).
Sea χ = χ2χ3. Entonces fχ2 = 4 y fχ3 = 3. Por tanto los campos asociados
a χ2 y χ3 son Q(ζ4) y Q(ζ3) respectivamente. Sea Y = 〈χ2〉 × 〈χ3〉. Se tiene
que el campo asociado a Y es Q(ζ4)Q(ζ3) = Q(ζ12). En particular Y = Û12.
Se tiene
Q(ζ12) = Q(
√
3,
√−3)
Q(i) = Q(ζ4) Q(
√
3) Q(ζ3) = Q(
√−3)
Q
Notemos que la ramificacio´n esta´ dada por:
(i) En Q(ζ4)/Q: 2 y el primo infinito ∞.
(ii) En Q(
√
3)/Q: 2 y 3.
(iii) En Q(ζ3)/Q: 3 e ∞.
(iv) En Q(ζ12)/Q(ζ4): 3.
(v) En Q(ζ12)/Q(
√
3): ∞.
(vi) En Q(ζ12)/Q(ζ3): 2.
En particular Q(ζ12)/Q(
√
3) es no ramificada en ningu´n primo finito.
6.4.1. Campos de ge´neros
Teorema 6.4.2 (Leopoldt [86]). Sea K/Q una extensio´n abeliana finita. Se
L la ma´xima extensio´n abeliana de Q que es no ramificada en ningu´n primo
finito. Entonces el grupo de caracteres de Dirichlet Y correspondiente a L es
Y =
∏
p
Xp
donde X es el grupo de caracteres de Dirichlet correspondiente a K.
Demostracio´n. Primero notemos que para todo nu´mero primo p, Yp = Xp y
por tanto |Yp| = |Xp|. Por el Teorema 6.3.3 se sigue que ep(L/K) = 1 y L/K
es no ramificada en ningu´n primo finito.
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Ahora, sea E/K una extensio´n no ramificada en ningu´n primo finito y E/Q
abeliana. Sea Z el grupo de caracteres de Dirichlet asociado a E. Entonces
|Xp| = |Zp| y Z ⊇ X. Por lo tanto Zp = Xp y se sigue que Z ⊆
∏
p Zp =∏
pXp = Y y por lo tanto E ⊆ L. uunionsq
Supongamos que L/K es ramificada en los primos infinitos. Entonces K ⊆
R y L * R. Sea Y + := {χ ∈ Y | χ(−1) = 1}. Puesto que para toda χ ∈ X,
χ(−1) = 1, X ⊆ Y +. Por otro lado Y + = nu´c θ donde θ : Y → {±}, θ(χ) =
χ(−1) y puesto que L * R, existe χ ∈ Y con χ(−1) = −1, es decir, θ es una
funcio´n suprayectiva. Se sigue que Y/Y + ∼= {±} y en particular |Y +| = |Y |/2.
Corolario 6.4.3. Con las notaciones del Teorema 6.4.2 se tiene que si L+ es
el campo correspondiente a Y +, entonces
(1) Si K y L son ambos reales o ambos imaginarios, L es la ma´xi-
ma extensio´n de K y abeliana sobre Q, no ramificada en todo primo
incluyendo los primos infinitos.
(2) Si K es real y L es imaginario, L+/K es la ma´xima extensio´n no
ramificada en ningu´n primo incluyendo los primos infinitos y abeliana
sobre Q. Ahora, L/K es la ma´xima extensio´n no ramificada en ningu´n
primo finito y abeliana sobre Q. uunionsq
Ejemplo 6.4.4. En el Ejemplo 6.4.1, K = Q(
√
3) con X = {χ}, χ : U12 →
C∗, χ(1) = χ(11) = 1, χ(5) = χ(7) = −1, Y = 〈χ2〉 × 〈χ3〉 y Y = Û12,
Y + = X. Por tanto toda extensio´n L/K, L/Q abeliana, es ramificada en
algu´n primo.
Ejemplo 6.4.5. Sea p un primo impar y sea K = Q
(√
(−1)(p−1)/2p) ⊆ Q(ζp)
la subextensio´n cuadra´tica de Q(ζp). Sea χ : Up → C∗ el caracter asociado a
K, X = 〈χ〉. Entonces o(χ) = 2 = [K : Q], χ2 = 1 y χ 6= 1. El conductor de
χ es fχ = p. Se tiene χ(Up) = {±1}. Ahora bien, K = Q(ζp)nu´cχ con
nu´cχ = {σ ∈ Gal(Q(ζp)/Q) | χ(σ) = 1}.
Sea q cualquier nu´mero primo, q 6= p. Se tiene que q se descompone en
K/Q si y so´lo si |Z| = 2 en la notacio´n del Teorema 6.3.5, es decir, Z = {ϕ ∈
X | ϕ(q) = 1}. Esto es, q se descompone en K/Q ⇐⇒ χ(q) = 1.
Por otro lado, si q ≡ a2 mo´d p para algu´n a ∈ Z, entonces χ(q) = χ(a)2 = 1
y puesto que
|nu´cχ| = |Up|
2
=
p− 1
2
= |{t ∈ Up | t ≡ a2 mo´d p}|
se sigue que χ(q) = 1 ⇐⇒ q ≡ a2 mo´d p ⇐⇒
(
q
p
)
= 1 donde
(
q
p
)
es el
s´ımbolo de Legendre. Por tanto χ(q) =
(
q
p
)
.
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En resumen, el campo Q
(√
(−1)(p−1)/2p) corresponde al s´ımbolo de Le-
gendre: χ(q) =
(
q
p
)
.
Ejemplo 6.4.6. Con respecto al Ejemplo 6.4.5, nos preguntamos ahora cual
es el caracter cuadra´tico de Dirichlet correspondiente al campo cuadra´tico
Q
(√
(−1)(p+1)/2p) donde p es un nu´mero primo impar.
Recordemos que si p ≡ 1 mo´d 4, entonces√
(−1)(p−1)/2p = √p y
√
(−1)(p+1)/2p = √−p
y si p ≡ 3 mo´d 4 entonces√
(−1)(p−1)/2p = √−p y
√
(−1)(p+1)/2p = √p.
Tenemos el siguiente diagrama
Q(ζp)
2
p−1
2
Q(ζ4p)
p−1
2
Q
(√
(−1)(p−1)/2p) 2
2
Q
(
ζ4,
√
(−1)(p−1)/2p) =
= Q(√p,√−p)
2
2
Q
(√
(−1)(p+1)/2p)
2
Q
2
Q(ζ4) = Q(
√−1)
Sean
χ : Up−→C∗, χ(q) =
(
q
p
)
,
ϕ : U4−→C∗, ϕ(−1) = −1.
Por tanto ϕ(q) =
{
1 si q ≡ 1 mo´d 4
−1 si q ≡ −1 mo´d 4 ≡ 3 mo´d 4 = (−1)
(q−1)/2.
Se sigue que Q
(√
(−1)(p+1)/2p) corresponde a ϕχ el cual esta´ definido por
(ϕχ)(q) = (−1)(q−1)/2
(
q
p
)
.
Finalmente, notemos que fϕχ = fϕfχ = 4p y que Q
(√
(−1)(p+1)/2p
) =∣∣δQ(√(−1)(p+1)/2p)∣∣ = 4p.
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Ejemplo 6.4.7. Sea K1 = Q(
√
10). Entonces K1 = Q(
√
10) ⊆ Q(√2,√5) ⊆
Q(ζ8, ζ5) = Q(ζ40) pues 5 ≡ 1 mo´d 4. Adema´s Gal(Q(ζ40)/Q) ∼= U40 ∼= U8 ×
U5 ∼= (C2 × C2)× C4 = G.
Q(ζ8)
Q Q(
√
5) = Q(ζ5)+ Q(ζ5)
G tiene 7 subgrupos de orden 2 y por tanto 7 grupos cociente de ı´ndice 2. Se
sigue que Q(ζ40) tiene 7 subcampos cuadra´ticos:
Q(ζ4),Q(
√
2),Q(
√−2),Q(
√
5),Q(
√−5),Q(
√
10) y Q(
√−10).
Puesto que Q(
√
10) * Q(ζ4),Q(ζ8),Q(ζ5),Q(ζ10),Q(ζ20) se sigue que el ca-
racter χ asociado a Q(
√
10) tiene conductor fχ = 40 (o simplemente porque
δQ(
√
10) = 40 = fχ).
Se sigue que χ = χ2χ5, fχ2 = 8, fχ5 = 5. Adema´s χ(−1) = 1 por lo que
χ2(−1) = χ5(−1) = ±1. En caso de que χ2(−1) = χ5(−1) = −1 se tendr´ıa
que Q(
√−5) ⊆ Q(ζ5) pues χ5(−1) = −1 significa que el subcampo cuadra´tico
de Q(ζ5) ser´ıa complejo. Se sigue que χ2(−1) = χ5(−1) = 1 y χ22 = χ25 = 1.
Por lo tanto Q(
√
2) es el campo asociado a χ2 y Q(
√
5) es el campo asociado
a χ5.
Si Y = 〈χ2〉 ⊕ 〈χ5〉 entonces el campo asociado a Y es L = Q(
√
2,
√
5) y
Q(
√
2,
√
5) es la ma´xima extensio´n abeliana de Q no ramificada sobre Q(
√
10)
pues ∞ es no ramificado debido a que Q(√2,√5) es un campo real.
Ahora bien, usando el campo de clase de Hilbert (ver Teorema 1.4.3), esto
es, si HK es la ma´xima extensio´n abeliana de K no ramificada en ningu´n
primo incluyendo el ∞, se tiene que IK ∼= Gal(HK/K) donde IK es el grupo
de clases de K. Puesto que L ⊆ HK , 2 = [L : K]|[HK : K] = |IK | = hK ,
es decir, 2|hK y K, ma´s precisamente, OK = Z
[
1+
√
10
2
]
, no es de ideales
principales.
Ejemplo 6.4.8. Sea ahora K = Q(
√−5). Se tiene 5 ≡ 1 mo´d 4 y por lo tanto
Q(
√−5) * Q(ζ5) y Q(
√−5) ⊆ Q(√−1,√5) ⊆ Q(ζ4, ζ5) = Q(ζ20) y se tiene
Gal(Q(ζ20)/Q) ∼= U20 ∼= U4 × U5 ∼= C2 × C4. En particular Q(ζ20) tiene tres
subcampos cuadra´ticos, a saber, Q(ζ4) = Q(
√−1), Q(√5) y Q(√−5). Puesto
que δK = −20, fχ = 20 donde χ es el caracter asociado a K.
Sea χ = χ2χ5 con fχ2 = 4 y fχ5 = 5. Puesto que χ(−1) = −1 y
χ2(−1) 6= χ5(−1). Ma´s precisamente, u´nicamente hay un caracter cuadra´tico
de conductor 4, el correspondiente a Q(ζ4), y un u´nico caracter cuadra´tico
mo´dulo 5, el correspondiente a Q(
√
5). Por tanto se tiene χ2(−1) = −1 y
χ5(−1) = 1. As´ı, el campo asociado a Y = 〈χ2〉 ⊕ 〈χ5〉 es Q(
√−1,√5) el cual
es la ma´xima extensio´n abeliana de Q no ramificada en ningu´n primo sobre
K, incluyendo al primo infinito pues K es un campo complejo.
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Similarmente a como en el Ejemplo 6.4.7, se tiene que 2|hK y O =
Z
[
1+
√−5
2
]
no es de ideales principales.
Ejemplo 6.4.9. Sea ahora K = Q(
√
30). Se tiene 30 = 2 · 3 · 5, δK = 4 · 30 =
120 por lo que el conductor de χ, el caracter asociado a K, es igual a fχ = 120.
Ahora bien
Q(
√
30) ⊆ Q(
√
2,
√
3,
√
5) ⊆ Q(ζ8, ζ12, ζ5) = Q(ζ8, ζ3, ζ5) = Q(ζ120).
Adema´s
Gal(Q(ζ120)/Q) ∼= U120 ∼= U8 × U3 × U5 ∼= (C2 × C2)× (C2)× (C4).
En particular Q(ζ120) tiene 2
4−1
2−1 = 15 subcampos cuadra´ticos. Sea χ =
χ2χ3χ5, fχ2 = 8, fχ3 = 3, fχ5 = 5 y χ
2
2 = χ
2
3 = χ
2
5 = 1. Puesto que u´nicamente
existen un caracter cuadra´tico de conductores 3 y 5 respectivamente, χ3 corres-
ponde a Q(ζ3) = Q(
√−3), y χ5 corresponde a Q(
√
5). Adema´s χ3(−1) = −1
y χ5(−1) = 1. Puesto que χ(−1) = 1, se tiene que χ2(−1) = −1 y por tanto
χ2 corresponde a Q(
√−2).
Sea Y = 〈χ2〉 ⊕ 〈χ3〉 ⊕ 〈χ5〉. Entonces el campo L asociado a Y es L =
Q(
√−2,√−3,√5).
Notemos K es real y L es imaginario, por lo que los primos infinitos de K
son ramificados en L. Sea Y + = {ϕ ∈ Y | ϕ(−1) = 1}, Y + corresponde a L+ =
L ∩ R. Entonces Y + = 〈χ2χ3〉 ⊕ 〈χ5〉 y χ2χ3 corresponde a Q(
√−2√−3) =
Q(
√
6). Por lo tanto L+ = Q(
√
6,
√
5) y L+ es la ma´xima extensio´n abeliana
de Q no ramificada en ningu´n primo de K incluyendo al infinito.
Por otro lado L = Q(
√−2,√−3,√5) es la ma´xima extensio´n abeliana de
Q no ramificada en ningu´n primo finito de K.
L = Q(
√−2,√−3,√5)
no
ramificada
no ramificada
ramificada solo
en ∞
Q(
√−2,√−15)
ramificada
solo en ∞
Q(
√−10,√−3)
ramificada solo en ∞
Q(
√
5,
√
6)
no ramificada
en ningu´n primo
Q(
√
30)
Los Ejemplos 6.4.7, 6.4.8 y 6.4.9 nos dan la gu´ıa del caso general que a
continuacio´n estudiamos.
Ejemplo 6.4.10. Sean d ∈ Z libre de cuadrados, K = Q(√d). Escribamos
d = (−1)ε2δp1 · · · psq1 · · · qt donde ε, δ ∈ {0, 1}, p1, . . . , ps primos distintos
congruentes con 1 mo´dulo 4 y q1, . . . , qt primos distintos congruentes con 3
mo´dulo 4.
Sea χ el caracter cuadra´tico asociado a K. Se tiene que
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fχ =
∣∣δK∣∣ = {|d| si d ≡ 1 mo´d 4
4|d| si d ≡ 2, 3 mo´d 4 .
Por el Ejemplo 6.4.5 se tiene que χpi , χqj corresponden al s´ımbolo de
Legendre: χpi(`) =
(
`
pi
)
, χqj (`) =
(
`
qj
)
, 1 ≤ i ≤ s, 1 ≤ j ≤ t. Adema´s
χpi(−1) = 1, i = 1, 2, . . . , s y χqj (−1) = −1, j = 1, 2, . . . , t. Por otro lado
χpi corresponde al campo Q
(√
(−1)(pi−1)/2pi
)
= Q(√pi), 1 ≤ i ≤ s y χqj
corresponde al campo Q
(√
(−1)(qj−1)/2qj
)
= Q(√−qj), 1 ≤ j ≤ t.
Ma´s au´n χ(−1) = (−1)ε. El problema ma´s complicado es ver que es χ2.
Se tiene
d ≡ (−1)ε2δ(−1)t mo´d 4 ≡ (−1)ε+t2δ mo´d 4.
Por tanto
d ≡ 1 mo´d 4 ⇐⇒ δ = 0 y ε+ t es par,
d ≡ 2 mo´d 4 ⇐⇒ δ = 1,
d ≡ 3 mo´d 4 ⇐⇒ δ = 0 y ε+ t es impar.
Por la fo´rmula del conductor–discriminante, Teorema 6.3.9, tenemos que
si d ≡ 1 mo´d 4, fχ2 = 1. Si d ≡ 2 mo´d 4, entonces fχ2 = 8 y χ2 puede
corresponder a Q(
√
2) o a Q(
√−2). Si d ≡ 3 mo´d 4, entonces fχ2 = 4 y χ2
corresponde a Q(ζ4) = Q(
√−1) y χ2(−1) = −1.
Veamos todos los casos:
(i) Si d ≡ 1 mo´d 4,
(a) K es real, d > 0. En este caso ε = 0, δ = 0, t es par. Se tiene
que
Y =
( s⊕
i=1
〈χpi〉
)⊕( t⊕
j=1
〈χqj 〉
)
.
El campo L correspondiente a Y sera´:
L = Q(
√
p1, . . . ,
√
ps,
√−q1, . . . ,
√−qt).
Si t > 0, L es imaginario y entonces
Y + =
( s⊕
i=1
〈χpi〉
)⊕( t⊕
j=2
〈χq1χqj 〉
)
.
y el campo asociado a Y + es
Q(
√
p1, . . . ,
√
ps,
√
q1q2, . . . ,
√
q1qt).
Notemos que 2s+t−2|hK .
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(b) Si K es imaginario, d < 0, ε = 1, t es impar y L =
Q(√p1, . . . ,√ps,√−q1, . . . ,√−qt)
Notemos que 2s+t−1|hK .
(ii) Si d ≡ 2 mo´d 4. Se tiene que fχ2 = 8 en este caso y
Y = 〈χ2〉
⊕( s⊕
i=1
〈χpi〉
)⊕( t⊕
j=1
〈χqj 〉
)
.
Adema´s (−1)ε = χ(−1) = χ2(−1)(−1)t. Por tanto χ2(−1) = (−1)t+ε.
(a) Si K es real, d > 0, ε = 0, χ2(−1) = (−1)t. Si t es par,
χ2(−1) = 1 y χ2 corresponde a Q(
√
2). Si t es impar, χ2
corresponde a Q(
√−2). Se tiene
L = Q(
√
(−1)t2,√p1, . . . ,√ps,
√−q1, . . . ,
√−qt).
Si t = 0, L+ = L = Q(
√
2,
√
p1, . . . ,
√
ps) y 2
s|hK .
Si t > 0, t par,
L = Q(
√
2,
√
p1, . . . ,
√
ps,
√−q1, . . . ,
√−qt),
L+ = Q(
√
2,
√
p1, . . . ,
√
ps,
√
q1q2, . . . ,
√
q1qt) y 2
s+t−1|hK .
Si t es impar,
L = Q(
√−2,√p1, . . . ,√ps,
√−q1, . . . ,
√−qt),
L+ = Q(
√
p1, . . . ,
√
ps,
√
2q1, . . . ,
√
2qt) y 2
s+t−1|hK .
(b) Si K es imaginario, d < 0, ε = 1, χ2(−1) = (−1)t+1 por lo
que χ2 corresponde a Q(
√
(−1)t+12). Se tiene
L = Q(
√
(−1)t+12,√p1, . . . ,√ps,
√−q1, . . . ,
√−qt)
y 2s+t|hK .
(iii) d ≡ 3 mo´d 4. En este caso fχ = 4 y por tanto χ(−1) = −1 y χ2
corresponde a Q(ζ4) = Q(
√−1).
(a) si K es real, d > 0, ε = 0, χ2(−1) = −1 y χ(−1) = (−1)ε =
1 = χ2(−1)
∏t
j=1 χqj (−1) = (−1)1+t. Por lo tanto t es impar.
Entonces
L = Q(
√−1,√p1, . . . ,√ps,
√−q1, . . . ,
√−qt),
L+ = Q(
√
p1, . . . ,
√
ps,
√
q1, . . . ,
√
qt) y 2
s+t−1|hK .
(b) Si K es imaginario, d < 0, ε = 1, χ(−1) = −1. Por lo tanto
χ(−1) = (−1)ε = −1 = χ2(−1)
∏t
j=1 χqj (−1) = (−1)1+t. Por
lo tanto t es par y
L = Q(
√−1,√p1, . . . ,√ps,
√−q1, . . . ,
√−qt) y 2s+t|hK .
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Resumiendo, si K es real 2m−2|hK donde m es el nu´mero de primos que
dividen a d y 2m−1|hK en el caso en que K es imaginario.
Los Ejemplos 6.4.7, 6.4.8, 6.4.9 y 6.4.10 son casos particulares de lo que se
conoce como campos de ge´neros. El concepto de campo de ge´neros se remonta
a Gauss [37] en el contexto de formas cuadra´ticas binarias. Para cualquier
extensio´n finita K/Q, el campo de ge´neros se define como la ma´xima extensio´n
Kge no ramificada de K tal que Kge es la composicio´n de K y de una extensio´n
abeliana k∗ de Q: Kge = Kk∗. Esta definicio´n se debe a Fro¨lich [33]. Si KH
denota el campo de clase de Hilbert de K (Teorema 1.4.3), se tiene K ⊆
Kge ⊆ KH . Originalmente la definicio´n de campos de ge´neros fue dada para
una extensio´n cuadra´tica de Q. De hecho Gauss probo´ que si t es el nu´mero
de primos positivos diferentes que dividen al discriminante δK de un campo
cuadra´tico nume´rico K, entonces el 2–rango del grupo de clases de K es 2t−2
si δK > 0 y existe un primo p ≡ 3 mo´d 4 que divide a δK y 2t−1 en cualquier
otro caso (ver Ejemplos 6.4.10 y 6.4.11).
H. Leopoldt [86] (ver Teorema 6.4.2) determino´ el campo de ge´neros Kge de
una extensio´n abeliana K de Q usando caracteres de Dirichlet, generalizando
de esta manera el trabajo de H. Hasse [47] el cual introdujo la teor´ıa del ge´nero
para campos cuadra´ticos nume´ricos.
M. Ishida determino´ el campo de ge´neros Kge de cualquier extensio´n abe-
liana finita de Q [63]. X. Zhang [146] dio una expresio´n simple de Kge para
cualquier extensio´n abeliana K de Q usando la teor´ıa de ramificacio´n de Hil-
bert.
En esta subseccio´n presentamos brevemente la teor´ıa del ge´nero.
Sea K un campo nume´rico, es decir, una extensio´n finita de Q. Sea KH el
campo de clase de Hilbert de K, esto es, KH es la ma´xima extensio´n abeliana
no ramificada de K. Entonces el campo de ge´neros Kge de K es la ma´xima
extensio´n de K contenida en KH tal que sea la composicio´n de K y de una
extensio´n abeliana k∗ de Q. Equivalentemente, Kge = Kk∗ ⊆ KH con k∗
siendo la ma´xima extensio´n abeliana de Q contenida en KH .
A continuacio´n presentamos la teor´ıa del ge´nero en el caso abeliano para
campos nume´ricos [86]. La teor´ıa que presentamos esta´ basada en el Teorema
6.4.2. En este caso Kge es la ma´xima extensio´n de K contenida en KH tal que
Kge/Q es abeliana. As´ı pues, en esta seccio´n consideramos K/Q una extensio´n
abeliana. Por el Teorema de Kronecker–Weber (Teorema 4.2.7) existe n ∈ N
tal que K ⊆ Q(ζn), donde ζn denota una ra´ız n–e´sima primitiva de uno. Sea
X el grupo de caracteres de Dirichlet asociado a K.
El siguiente ejemplo es un teorema debido a Gauss. No es ma´s que el
Ejemplo 6.4.10 visto de manera ma´s estructural.
Ejemplo 6.4.11 (Teorema del Ge´nero de Gauss). Sea K = Q(
√
d) una
extensio´n cuadra´tica deQ, donde d ∈ Z es libre de cuadrados. Sea m el nu´mero
de factores primos diferentes de δK , el discriminante de K. Si p1, . . . , pm son
estos factores, seleccionamos, p1 = 2 si 2 | δK .
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Denotemos por P′Q al conjunto de los nu´meros primos en Q. Sea χ el
caracter cuadra´tico asociado a K. Entonces χpi 6= 1, 1 ≤ i ≤ m y χq = 1
para todo q ∈ P′Q \ {p1, . . . , pm}. Para pi 6= 2, χpi es u´nico y χpi(−1) =
(−1)(pi−1)/2. En este caso el campo asociado a χpi es Q
(√
(−1)(pi−1)/2pi
)
. Si
p1 = 2, entonces hay tres caracteres cuadra´ticos χp1 = χ2; dos de ellos tienen
conductor 8, uno es real y el otro imaginario, y el otro tiene conductor 4. Si
χ2 es real, χ(−1) = 1 y el campo asociado es Q(
√
2). Si χ2 es imaginario de
conductor 8, χ(−1) = −1 y el campo asociado es Q(√−2). Finalmente, si χ2
es de conductor 4, χ(−1) = −1 y el campo asociado a χ2 es Q(ζ4) = Q(i) =
Q(
√−1). Se sigue que la ma´xima extensio´n abeliana de Q no ramificada en
ningu´n primo finito es J = Q
(√
ε,
√
(−1)(pi−1)/2pi | 2 ≤ i ≤ m
)
donde
ε = (−1)(p1−1)/2p1 si p1 6= 2 y ε = 2,−2 o −1 si p1 = 2.
Obtenemos que [J : Q] = 2m y que [J : K] = 2m−1. Se tiene que Kge = J
excepto cuando K es real y J es imaginario y este u´ltimo caso ocurre cuando
δK > 0 (d > 0) y existe pi ≡ 3 mo´d 4. En este caso, [J+ : K] = 2m−2.
Por ejemplo, para la extensio´n cuadra´tica K = Q(
√−14) sobre Q, tenemos
Kge = Q(
√
2,
√−7) y para K = Q(√79) obtenemos J = Q(√−79, i) y Kge =
J+ = J ∩ R = Q(√79) = K.
Ahora si IK es el grupo de clase de K, IK ∼= Gal(KH/K) y E es el
campo fijo de I2K , entonces Gal(E/K)
∼= IK/I2K . Puesto que Kge es la ma´xima
extensio´n abeliana de Q contenida en KH , Kge es el subcampo fijado de KH
bajo el grupo derivado G′ de G. Puede ser verificado que (ver [73]) G′ = I2K
as´ı que Kge = E y se sigue que el 2–rango de IK es 2
m−1 a menos que d > 0
y existe un primo p ≡ 3 mo´d 4 que divide a d y en este caso el 2–rango de IK
es 2m−2.
Ejemplo 6.4.12. Si p es un primo impar, K es una extensio´n c´ıclica de Q de
grado p y si m es el nu´mero de primos ramificados en K, se sigue que Kge es
una p–extensio´n elemental abeliana de Q de grado pm y [Kge : K] = pm−1.
En particular pm−1 | |IK |.
Ahora sea K una extensio´n abeliana de Q con grupo de caracteres de
Dirichlet X. Consideremos para cada p ∈ P′Q, Xp. Sea J el campo asociado a∏
p∈P′Q Xp. Sea p
mp := mcm{fχp | χ ∈ X} donde fχp denota al conductor de
χp. Entonces el campo Kp asociado a Xp esta´ contenido en Q(ζpmp ) pero no en
Q(ζpmp−1). Si p es impar, Kp es el u´nico subcampo de Q(ζpmp ) de grado |Xp|
sobre Q y Kp/Q es una extensio´n c´ıclica. Si p = 2, K2 es uno de los siguientes
campos. Si |X2| = ϕ(2m2) = 2m2−1, K2 = Q(ζ2m2 ). Si |X2| = ϕ(2
m2 )
2 = 2
m2−2,
K2 = Q(ζ2m2 )+ = Q
(
ζ2m2 + ζ
−1
2m2
)
= Q(ζ2m2 ) ∩ R si χ(−1) = 1 para todo
χ ∈ X y K2 = Q
(
ζ2m2 − ζ−12m2
)
si existe χ ∈ X con χ(−1) = −1.
Por lo tanto, si K y J son ambos reales o ambos imaginarios, Kge = J =∏
p∈P′Q Kp. Si K es real y J es imaginario, Kge = J
+ = J ∩ R.
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6.4.2. Grupos abelianos como grupos de Galois y de clases
Sea G un grupo abeliano finito dado. Escribamos G = Cn1 × · · · ×Cnr . El
primer resultado es que G es realizable como grupo de Galois sobre cualquier
campo nume´rico.
Teorema 6.4.13. Sea E cualquier campo nume´rico y sea G un grupo abeliano
finito arbitrario. Entonces existen una infinidad de campos F tales que F/E
es una extensio´n de Galois y tales que G ∼= Gal(F/E).
Demostracio´n. Sean q1, . . . , qs los primos ramificados en E/Q. Puesto que
hay una infinidad de primos congruentes a 1 mo´dulo n con n ∈ N dado
(Corolario 5.1.3), seleccionamos primos p1, . . . , pr tales que p1 < p2 < · · · <
pr, q1, . . . , qs < p1 y pi ≡ 1 mo´d ni, 1 ≤ i ≤ r.
Para cada 1 ≤ i ≤ r, sea Mi el u´nico subcampo de Q(ζpi) tal que [Mi :
Q] = ni el cual existe pues ni|pi − 1 = [Q(ζpi) : Q]. Se tiene que Mi/Q es
c´ıclica de grado ni y pi es el u´nico primo finito ramificado en Mi/Q. Puesto
M
G
F = ME
G
Q E
que los primos ramificados en cada Mi son distintos
entre si y distintos a los primos ramificados en E/Q,
se tiene que si M := Mi · · ·Mr, entonces Gal(M/Q) ∼=∏r
i=1 Gal(Mi/Q) ∼=
∏r
i=1 Cni
∼= G y M ∩ E = Q. Sea
F := ME. Por Teor´ıa de Galois tenemos que F/E es
una extensio´n de Galois y Gal(F/E) ∼= Gal(M/M ∩ E) = Gal(M/Q) ∼= G.
Puesto que tenemos una infinidad de selecciones para los nu´meros primos
p1, . . . , pr, hay una infinidad de campos M no isomorfos que satisfacen lo
anterior. uunionsq
Podemos mejorar en ciertos aspectos el Teorema 6.4.13.
Teorema 6.4.14. Sea G un grupo abeliano finito. Entonces existen campos
nume´ricos L y K tales que:
(a) Gal(L/K) ∼= G,
(b) L/K es no ramificada en ningu´n primo, incluyendo a los primos
infinitos.
(c) Se puede seleccionar L/Q una extensio´n abeliana y K/Q una ex-
tensio´n c´ıclica.
Demostracio´n. Sea G ∼= Cn1 × · · · × Cnr . Nuevamente seleccionamos primos
distintos p1, . . . , pr tales que pi ≡ 1 mo´d 2ni, 1 ≤ i ≤ r (el papel que juega el
2 en estas congruencias sera´ relacionado ma´s adelante con el comportamiento
de los primos infinitos en las extensiones).
Se tiene que Gal(Q(ζpi)/Q) ∼= Upi ∼= Cpi−1. Sea ψi un caracter de con-
ductor pi que genere al grupo c´ıclico Ûpi , es decir, ψi es de orden pi − 1.
Consideremos el caracter χi := ψ
(pi−1)/ni
i . Puesto que 2
∣∣pi−1
ni
se sigue que
χi(−1) = 1 para toda 1 ≤ i ≤ r.
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Sea pr+1 un primo impar distinto a p1, . . . , pr y tal que pr+1 ≡ 1 mo´d
n1 · · ·nr. Ahora sea χr+1 cualquier caracter de conductor pr+1 y tal que
χr+1(−1) = −1 y tal que n1 · · ·nr|o(χr+1). Tal caracter existe, por ejemplo,
podemos tomar χr+1 un generador de Ûpr+1 . La condicio´n χr+1(−1) = −1 la
usaremos para construir K imaginario.
Sea χ := χ1χ2 · · ·χrχr+1. Sea K el campo asociado a χ, o ma´s precisa-
mente, al grupo X = 〈χ〉. Se sigue que K/Q es una extensio´n c´ıclica pues
Gal(K/Q) ∼= 〈̂χ〉 ∼= 〈χ〉.
Ahora bien, χ(−1) = χ1(−1) · · ·χr(−1)χr+1(−1) = −1 lo cual implica que
K es imaginario y en particular toda extensio´n de K es no ramificada en los
primos infinitos.
Sea Y := 〈χ1, . . . , χr, χr+1〉 y sea L el campo asociado a Y . Entonces L/Q
es una extensio´n abeliana y se sigue que L y K satisfacen (c).
Puesto que fχi = pi se sigue que Ypi = Xpi = 〈χi〉, 1 ≤ i ≤ r + 1 y
Yp = Xp = {1} para todo primo p 6= p1, . . . , pr, pr+1. Se sigue del Teorema
6.3.3 que L/K es no ramificada en ningu´n primo pues
epi(L/Q) = |Ypi | = |〈χpi〉|, epi(K/Q) = |Xpi | = |〈χ〉pi | = |〈χpi〉|,
1 ≤ i ≤ r + 1.
Ahora bien, puesto que χ = χ1 · · ·χrχr+1, χr+1 = χ−11 · · ·χ−1r χ y por lo
tanto
Y = 〈χ1, . . . , χr, χr+1〉 = 〈χ1, . . . , χr, χ〉 (6.4.9)
de donde se obtiene
Gal(L/K) ∼= ̂Gal(L/K) ∼=
̂Gal(L/Q)
Gal(L/K)⊥
∼= Y
X
=
Y
〈χ〉 . (6.4.10)
Consideremos ahora los mapeos naturales
〈χ1, . . . , χr〉 i−→ X pi−→ Y/〈χ〉
y sea ϕ = pi ◦ i y de (6.4.9) se sigue que ϕ es suprayectiva.
Sea ahora χα11 · · ·χαrr ∈ nu´cϕ, esto es, existe α tal que χα11 · · ·χαrr = χα =
χα1 · · ·χαr χαr+1. Puesto que todos los caracteres tienen conductores primos re-
lativos a pares, se sigue que χαr+1 = 1 y que αi ≡ α mo´d ni, ni = o(χi), para
1 ≤ i ≤ r.
Puesto que n1 · · ·nr|o(χr+1), se tiene que α ≡ 0 mo´d ni para 1 ≤ i ≤ r
y por tanto αi ≡ 0 mo´d ni para toda i. Se sigue que χα11 · · ·χαrr = 1 y que
nu´cϕ = {1}, es decir ϕ es un isomorfismo entre 〈χ1, . . . , χr〉 y Y/〈χ〉. Por
tanto, de (6.4.10) se sigue que
Gal(L/Q) ∼= Y〈χ〉
∼= 〈χ1, . . . , χr〉 ∼=
r⊕
i=1
〈χi〉 ∼=
∼=
r⊕
i=1
〈ψ(pi−1)/nii 〉 ∼=
r⊕
i=1
Cni
∼= G. uunionsq
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Como corolarios al Teorema 6.4.14 y al Teorema de clase de Hilbert, po-
demos enunciar:
Corolario 6.4.15. Sea G un grupo abeliano finito. Entonces existe una ex-
tensio´n c´ıclica del campo de los nu´meros racionales K/Q tal que el grupo de
clases de ideales de K contiene un subgrupo isomorfo a G. En otras palabras,
G ⊆ IK .
Demostracio´n.
HK
H
L
G
K

IK
Sea HK el campo de clase de Hilbert de K, esto es,
Gal(HK/K) ∼= IK y HK es la ma´xima extensio´n abeliana de K
no ramificada en ningu´n primo incluyendo a los primos infini-
tos. Sea L/K como en el Teorema 6.4.14. Entonces L ⊆ HK y
si H := Gal(HK/L), entonces Gal(L/K) ∼= IK/H ∼= G. As´ı, IK
tiene un grupo cociente isomorfo a G. Por la Proposicio´n 6.1.15
se sigue que IK tiene un subgrupo isomorfo a G. uunionsq
Proposicio´n 6.4.16. Sea L/K una extensio´n de campos nume´ricos tal que
no existe ninguna subextensio´n E/K con E ⊆ L, E/K no ramificada en
ningu´n primo incluyendo a los primos infinitos y tal que Gal(E/K) es un
grupo abeliano. Entonces hK |hL, donde en general h∗ denota al nu´mero de
clase del campo ∗.
Demostracio´n.
Sea HK la ma´xima extensio´n abeliana de K no ramificada. Entonces
L LHK HL
K HK
Gal(HK/K) ∼= IK . Ahora, por hipo´tesis se sigue
que HK ∩ L = K pues HK ∩ L es una extensio´n
abeliana de K no ramificada y contenida en L.
En particular [LHK : L] = [HK : K]. Ahora bien
LHK es una extensio´n abeliana de L no ramificada
por lo que LHK ⊆ HL. En particular
[LHK : L] = [HK : K] = |IK | = hK |hL = [HL : L]. uunionsq
Definicio´n 6.4.17. Un campo nume´rico K, se llama totalmente real si to-
dos sus encajes en C caen en R. Ahora K se llama totalmente imaginario si
ninguno de sus encajes esta´ contenido en R.
Un campo K se llama de tipo MC (MC significa multiplicacio´n compleja)
si es un campo totalmente imaginario que es una extensio´n cuadra´tica de un
campo totalmente real K+.
Ejemplo 6.4.18. Para n ≥ 3, Q(ζn) es un campo de tipo MC con Q(ζn)+ =
Q(ζn) ∩ R = Q(ζn + ζ−1n ).
Corolario 6.4.19. Si K es un campo de tipo MC entonces hK+ |hK . En par-
ticular hQ(ζn )+ |hQ(ζn ).
Demostracio´n. La extensio´n K/K+ satisface las hipo´tesis de la Proposicio´n
6.4.16 pues K/K+ es ramificada en los primos infinitos. uunionsq

7Series L de Dirichlet
7.1. Teorema de Dirichlet
En esta seccio´n nos proponemos probar que si a, b ∈ Z son primos relativos,
entonces existen una infinidad de primos de la forma a+ nb con n ∈ N.
Claramente la condicio´n de que a y b sean primos relativos es necesaria
pues si existe d > 1 tal que d|a y d|b entonces d|a+nb y en este caso a lo ma´s
podr´ıa haber un primo de la forma a+ nb, a saber, d.
El Corolario 5.1.3 nos provee de una demostracio´n elemental para el caso
a = 1 y b = n ∈ N arbitrario. E. Landau [79] da una demostracio´n elemental
para el caso a = −1 y b = n arbitrario. Mediante te´cnicas completamente
elementales, se pueden probar numerosos casos particulares del Teorema de
Dirichlet: primos de la forma 3n+ 1, 3n+ 2, 4n+ 1, 4n+ 3, 8n+ 1, 8n+ 3, 8n+
5, 8n+ 7, 6n+ 5, etc. El caso 1 + tn tiene muchas demostraciones elementales,
algunas ma´s elementales que la que dimos en el Corolario 5.1.3. En el Teorema
7.1.1 indicamos otra demostracio´n, mucho ma´s ba´sica que la del Corolario
5.1.3 pero no daremos todos los detalles.
Teorema 7.1.1. Sea n ∈ N cualquiera. Entonces hay una infinidad de primos
de la forma p ≡ 1 mo´d n.
Demostracio´n. Sea S un conjunto y sea f : S → S una funcio´n. Sea Tn :=
{s ∈ S | f (n)(s) = s}, n ∈ N. Para s ∈ Tn sea d el mı´nimo nu´mero natural tal
que f (d)(s) = s. Entonces d ≤ n. Escribamos n = qd + r con 0 ≤ r ≤ d − 1.
Entonces f (r)(s) = s Puesto que r ≤ d− 1 se sigue que r = 0 y d|n.
Definimos el conjunto Pd := {s ∈ Tn | o(s) = d} y para s ∈ Pn, se tiene
que f (0)(s), . . . , f (n−1)(s) son todos distintos y en particular n||Pn|.
Adema´s Tn = ∪d|nPd y Pd1 ∩ Pd2 = ∅ para d1 6= d2. Se sigue que
|Tn| =
∑
d|n |Pd|. Por la fo´rmula de inversio´n de Mo¨bius, obtenemos que
|Pn| =
∑
d|n µ
(
n
d
)|Td|, donde µ(m) =

1 si m = 1
(−1)r si m = p1 · · · pr
0 en otro caso
.
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En particular n|∑d|n µ(nd )|Td|.
Sean a y n enteros mayores que uno y sea n = pα11 · · · pαrr la descomposicio´n
de n en primos. Sea q un divisor comu´n de
an − 1
an/p1 − 1 , · · · ,
an − 1
an/pr − 1 .
Para cualesquiera enteros α0, . . . , αn−1 con 0 ≤ αi ≤ a−1, 1 ≤ i ≤ n definimos
(α0, . . . , αn−1)a :=
n−1∑
i=0
αia
i = α0 + α1a+ · · ·+ αn−1an−1.
Sea S := {α = (α0, . . . , αn−1)a | q - α}. Si q = 1 entonces S = ∅. Definimos la
funcio´n f : S → S dada por
f(α) = (αn−1, α0, . . . , αn−2)a = αn−1 + α0a+ · · ·+ αn−2an−1.
Entonces obtenemos Tn = S, y por tanto
|Tn| = |S| = an − 1− a
n − 1
q
=
(an − 1)(q − 1)
q
lo cual implica que n| (an−1)(q−1)q .
Si n = 1 no hay nada que probar. Supongamos n > 1 y sean {q1, . . . , qs}
primos de la forma 1 + nt. Sea n = pα11 · · · pαrr . Consideremos los polinomios
f1(x) =
xn − 1
xn/p1 − 1 , . . . , fr(x) =
xn − 1
xn/pr − 1 .
Todos estos polinomios tienen como ra´ız comu´n a ζn por lo que existe un
polinomio g(x) no constante con coeficientes enteros y coeficiente l´ıder 1 tal
que g(x) divide a fi(x) para i = 1, 2, . . . , r.
Se tiene que fi(0) = 1 lo cual implica que g(0) = ±1. En particular, si a
es cualquier entero, entonces g(a) ≡ ±1 mo´d a, esto es, a y g(a) son primos
relativos. Adema´s l´ımx→∞ g(x) = ∞. Sea t0 ∈ N con g(a) > 1 para todo
a > t0. Definimos a := nt0q1 · · · qs. Si s = 0, entonces a := nt0. Si q es
cualquier nu´mero primo que divide a g(a) > 1 entonces q - a por lo que q 6= qi
para toda i = 1, . . . , s y puesto que n|(an − 1)(q − 1) y n|a, se tiene que n y
an − 1 son primos relativos lo cual implica que n|q − 1, es decir q ≡ 1 mo´d n
y este es un nuevo primo de la forma 1 + nt. uunionsq
Ya que hemos mencionado que algunos casos particulares del Teorema
de Dirichlet tienen demostraciones elementales, resulta que no existe, hasta
ahora, una demostracio´n elemental del caso general. En esta seccio´n presen-
taremos la demostracio´n del caso general.
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Definicio´n 7.1.2. Sea χ : Z→ C un caracter de Dirichlet mo´dulo k, es decir,
entendemos χ(a) = 0 si mcd(a, k) > 1. Se define la L–serie de Dirichlet por
L(s, χ) =
∞∑
n=1
χ(n)
ns
.
A grandes rasgos, la demostracio´n del Teorema de Dirichlet es como sigue.
Sean mcd(a, b) = 1 y consideremos todos los caracteres de Dirichlet mo´dulo
a. Entonces la serie L(s, χ) es una funcio´n anal´ıtica para s > 1 y se tiene
L(s, χ) =
∏
p
(
1− χ(p)
ps
)−1
donde el producto es sobre todos los nu´meros primos.
Tomando logaritmos y derivando, se obtiene
−L
′(s, χ)
L(s, χ)
=
∑
p
χ(p) ln p
ps − χ(p) .
Sea Λ : N→ C dada por Λ(n) =
{
ln p si n = pc, c ≥ 1
0 en otro caso
. Entonces
−L
′(s, χ)
L(s, χ)
=
∞∑
n=1
χ(n)Λ(n)
ns
.
Definicio´n 7.1.3. La funcio´n Λ(n) se llama la funcio´n de von–Mangoldt.
Ahora bien, multiplicando por χ(b) y sumando sobre todos los caracteres
δ se obtiene ∑
n≡b mo´d a
Λ(n)
ns
=
1
ϕ(a)
∑
δ
δ(b)
(−L′(s, δ))
L(s, δ)
.
Ahora cuando s→ 1+ el lado izquierdo es aproximadamente ∑
p≡b mo´d a
ln p
p
y el lado derecho se va a infinito lo cual prueba lo que queremos.
Ahora bien, si χ = 1, se puede probar que l´ım
s→1+
−L′(s,χ0)L(s,χ0) =∞. Por tanto,
para ver que el lado derecho se va infinito basta probar que L
′(s,χ)
L(s,χ) permanece
acotado cuando s → 1+ y χ 6= 1, es decir, el problema central es ver que
L(1, χ) 6= 0 para χ 6= 1. A continuacio´n presentamos este desarrollo.
Teorema 7.1.4. Para todo caracter de Dirichlet χ mo´dulo k, L(s, χ) es
anal´ıtica para s ∈ C, Re s > 1. Adema´s, para esta regio´n, L(s, χ) tiene una
representacio´n como producto de Euler
L(x, χ) =
∏
p
(
1− χ(p)
ps
)−1
.
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Demostracio´n. Se tiene |χ(n)| ≤ 1 por lo que ∣∣χ(n)ns ∣∣ ≤ 1|ns| = 1nx donde
x = Re s lo cual converge para x > 1. Por tanto L(s, χ) es absolutamente
convergente para x > 1.
Ahora para ε > 0 y x ≥ 1 + ε, (∑mn=1 χ(n)ns )′ = −∑mn=1 χ(n) lnnns y∣∣∑m
n=1
χ(n) lnn
ns
∣∣ ≤∑mn=1 lnnn1+ε la cual converge.
Por el criterio M de Weierstrass se tiene que −∑∞n=1 χ(n) lnnns converge
absoluta y uniformemente para x ≥ 1 + ε, ε > 0. Puesto que L(s, χ) =∑∞
n=1
χ(n)
ns converge absoluta y uniformemente para x ≥ 1 + ε, se sigue que
se puede diferenciar te´rmino a te´rmino y
L′(s, χ) = −
∞∑
n=1
χ(n) lnn
ns
para x > 1.
Ahora, por la misma razo´n que antes,
∑∞
n=1
µ(n)χ(n)
ns converge absoluta-
mente para x > 1 y uniformemente para x ≥ 1 + ε, ε > 0. Aqu´ı, µ(n) es la
funcio´n mu de Mo¨bius.
Se tiene que µ satisface
∑
d|n µ(d) =
{
1 si n = 1
0 si n > 1
(Lema 3.2.14). Por
tanto
∞∑
m=1
χ(m)
ms
·
∞∑
n=1
χ(n)µ(n)
ns
=
∞∑
t=1
∑
mn=t
χ(m)χ(n)µ(n)
msns
=
∞∑
t=1
χ(t)
ts
∑
n|t
µ(n) =
χ(1)
1s
= 1
es decir,
L(s, χ) ·
∞∑
n=1
χ(n)µ(n)
ns
= 1 (7.1.1)
y en particular L(x, χ) 6= 0 para x := Re s > 1.
Finalmente, para m > 1, sea S el conjunto de los nu´meros naturales n no
divisibles por ningu´n primo p > m. Entonces si p1, . . . , pr son todos los primos
menores o iguales a m se tiene
∏
p≤m
(
1− χ(p)
ps
)
=
r∏
i=1
(
1− χ(pi)
psi
)
=
∑
1≤i1<i2<···<it≤r
0≤t≤r
(−1)tχ(pi1 · · · pit)
(pi1 · · · pit)s
y
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∑
n∈S
χ(n)µ(n)
ns
=
∞∑
α1=0
· · ·
∞∑
αr=0
χ(pα11 · · · pαrr )µ(pα11 · · · pαrr )
(pα11 · · · pαrr )s
=
∑
1≤i1<i2<···<it≤r
0≤t≤r
χ(pi1 · · · pit)
(pα11 · · · pαrr )s
µ(pi1 · · · pit)
=
∑
1≤i1<i2<···<it≤r
0≤t≤r
(−1)tχ(pi1 · · · pit)
(pi1 · · · pit)s
.
Es decir∏
p≤m
(
1− χ(p)
ps
)
=
∑
n∈S
χ(n)µ(n)
ns
=
m∑
n=1
χ(n)µ(n)
ns
+
∑
n′∈S
n′>m
χ(n′)µ(n′)
(n′)s
.
Por (7.1.1) se sigue que l´ım
m→∞
m∑
n=1
χ(n)µ(n)
ns = L(s, χ)
−1, Re s > 1. Ahora
∑
n′∈S
n′>m
∣∣∣χ(n′)µ(n′)
(n′)s
∣∣∣ ≤ ∞∑
n=m+1
1
ns
−−−−→
m→∞ 0 para Re s > 1.
Por tanto
∏
p
(
1− χ(p)ps
)
= 1L(s,χ) y
L(s, χ) =
∏
p
(
1− χ(p)
ps
)−1
, Re s > 1. uunionsq
Definicio´n 7.1.5. Sea K un campo nume´rico, [K : Q] <∞. La funcio´n zeta
de Dedekind de K se define por
ζK(s) =
∑
a
1
(Na)s
donde a recorre los ideales no cero de OK y Na := |OK/a|.
En particular si K = Q, obtenemos la funcio´n zeta de Riemann:
ζ(s) = ζQ(s) =
∞∑
n=1
1
ns
.
Como en el Teorema 7.1.4 obtenemos
Teorema 7.1.6. Se tiene que ζK(s) converge absolutamente para Re s > 1,
uniformemente para Re s ≥ 1 + ε, ε > 0 y se tiene
ζK(s) =
∏
p
(
1− 1
(Np)s
)−1
, Re s > 1
donde p recorre todos los ideales primos no cero de OK . uunionsq
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Proposicio´n 7.1.7.
(a) Para Re s > 1 tenemos
−L
′(s, χ)
L(s, χ)
=
∞∑
n=1
χ(n)Λ(n)
ns
donde Λ(n) es la funcio´n de von–Mangoldt.
(b) Si χ0 = 1 mo´dulo k, es decir, χ(n) = 1 si mcd(n, k) = 1 y χ0(n) =
0 en otro caso, entonces
l´ım
s→1
∣∣∣L′(s, χ0)
L(s, χ0)
∣∣∣ =∞ y l´ım
s∈R
s→1+
L′(s, χ0)
L(s, χ0)
= −∞.
Demostracio´n. Se tiene que
∣∣ ∞∑
n=1
χ(n)Λ(n)
ns
∣∣ ≤ ∞∑
n=1
lnn
nx <∞ para x = Re s > 1.
Sea n = pα11 · · · pαrr y∑
d|n
Λ(d) =
r∑
i=1
αi∑
βi=0
Λ(pβii ) =
r∑
i=1
αi∑
βi=1
ln pi =
r∑
i=1
ln pαii = lnn.
Para Re s = x > 1, se tiene:
L(s, χ) ·
∞∑
n=1
χ(n)Λ(n)
ns
=
∞∑
m=1
χ(m)
ms
∞∑
n=1
χ(n)Λ(n)
ns
=
∞∑
t=1
1
ts
( ∑
mn=t
χ(mn)Λ(n)
)
=
∞∑
t=1
χ(t)
ts
(∑
n|t
Λ(n)
)
=
∞∑
t=1
χ(t) ln t
ts
= −L′(s, χ)
de donde se obtiene (a).
Ahora bien, si χ0 = 1 mo´dulo k, entonces
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L′(s, χ0)
L(s, χ0)
= −
∞∑
n=1
χ0(n)Λ(n)
ns
= −
∞∑
n=1
mcd(n,k)=1
Λ(n)
ns
= −
∞∑
n=1
Λ(n)
ns
+
∑
mcd(n,k)>1
Λ(n)
ns
= −
∞∑
n=1
Λ(n)
ns
+
∑
p|k
∞∑
m=1
Λ(pm)
(pm)s
= −
∞∑
n=1
Λ(n)
ns
+
∑
p|k
∞∑
m=1
ln p
(pm)s
= −
∞∑
n=1
Λ(n)
ns
+
∑
p|k
ln p
( 1
1− ps − 1
)
= −
∞∑
n=1
Λ(n)
ns
+
∑
p|k
ps ln p
1− ps .
Como {p | p|k} es un conjunto finito y l´ım
s→1
ps ln p
1−ps =
p ln p
1−p < ∞, para ver
que l´ım
s→1
∣∣L′(s,χ0)
L(s,χ0)
∣∣ =∞ basta ver que l´ım
s→1
∣∣∑∞
n=1
Λ(n)
ns
∣∣ =∞.
Se tiene que
∑
p primo
ln p
p ≥
∑
p primo
1
p . Ahora
∞∑
n=1
Λ(n)
n
=
∑
p primo
∞∑
c=1
Λ(pc)
pc
≥
∑
p primo
ln p
p
≥
∑
p primo
1
p
.
Veamos que
∑
p primo
1
p =∞. Sean p1, . . . , pr los primeros r primos. Se tiene
p1 = 2 = 2
1 = 22
0
= 22
1−1
, p2 = 3 < 4 = 2
2 = 22
2−1
. Supongamos que para
r > 1, pr < 2
2r−1 . Puesto que algu´n nu´mero primo p distinto de p1, . . . , pr
divide a p1 · · · pr+1, se tiene que pr+1 ≤ p1 · · · pr+1 < 2·222 ·223 · · · 22r−1 +1 <
22
r
.
Si acaso
∑
p primo
1
p =
∞∑
i=1
1
pi
convergiese, existir´ıa n0 ∈ N tal que
∞∑
n=n0+1
1
pi
<
1
2 .
Para x ∈ N definamos Qn0(x) el nu´mero de nu´meros naturales menores o
iguales a x y que no son divisibles por ningu´n pn con n ≥ n0 + 1. Ahora, dado
p primo, el nu´mero de enteros positivos m ≤ x y divisibles por p es menor o
igual a x/p. Por lo tanto
x−Qn0 <
x
pn0+1
+
x
pn0+2
+ · · · ≤ x
∞∑
n=n0+1
1
pn
<
x
2
.
Por lo tanto x/2 < Qn0(x).
Sea m < x y m no es divisible por ningu´n primo pn con n ≥ n0 + 1.
Escribamos m = s2t donde t es libre de cuadrados, es decir, t = 2a13a2 · · · pan0n0
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con ai ∈ {0, 1}, esto es, t tiene a lo ma´s 2n0 selecciones y hay a lo ma´s√
m <
√
x selecciones para s. Por lo tanto x2 < Qn0(x) < 2
n0
√
x pero esto es
imposible pues l´ım
x→∞
x/2
2n0
√
x
=∞. Se sigue que ∑
p primo
1
p =∞.
Entonces
∞∑
n=1
Λ(n)
n diverge. Dado M ∈ R, M > 0, existe m tal que
m∑
n=1
Λ(n)
n > M . Se sigue que existe ε = ε(M) > 0 tal que para 1 < x < 1 + ε,
m∑
n=1
Λ(n)
nx > M , por tanto
∞∑
n=1
Λ(n)
nx > M . De esto se sigue (b). uunionsq
Damos tres resultados ma´s antes de probar el Teorema de Dirichlet.
Lema 7.1.8. Si n ≥ m ≥ 1 y x 6= 1, entonces si ϕ es la funcio´n fi de Euler,
se tiene ∣∣ t∑
i=m
χ(i)
∣∣ < ϕ(k)
2
.
Demostracio´n. Puesto que χ 6= 1, se tiene que
k∑
a=1
mcd(a,k)=1
χ(a) = 0 donde χ
esta´ definido mo´dulo k. Puesto que χ(a) = 0 para mcd(a, k) > 1, se tiene que∑k
a=1 χ(a) = 0 y ϕ(k) de estos te´rminos satisfacen |χ(a)| = 1 (estos son los
que mcd(a, k) = 1).
Entonces si n−m = tk + r con 0 ≤ r ≤ k − 1, se tiene
n∑
i=m
χ(i) =
m+tk∑
i=m
χ(i) +
m+tk+r∑
i=m+tk+1
χ(i) =
m+tk+r∑
i=m+tk+1
χ(i)
es decir, podemos suponer que n−m ≤ r ≤ k − 1.
Ahora bien, si en la suma
∑n
i=m χ(i) hay a lo ma´s ϕ(k)/2 te´rminos con
|χ(i)| = 1, se tiene ∣∣∑ni=m χ(i)∣∣ ≤∑ni=m |χ(i)| < ϕ(k)/2.
Si en la suma hay ma´s de ϕ(k)/2 te´rminos con |χ(i)| = 1, entonces puesto
que n ≤ m+ k − 1, se tiene
∣∣∣ n∑
i=m
χ(i)
∣∣∣ = ∣∣∣m+k−1∑
i=m
χ(i)−
m+k−1∑
n+1
χ(i)
∣∣∣ = ∣∣∣m+k−1∑
i=n+1
χ(i)
∣∣∣ ≤ m+k−1∑
i=n+1
|χ(i)| < ϕ(k)
2
pues en esta u´ltima suma hay menos de ϕ(k)/2 te´rminos con |χ(i)| = 1. uunionsq
Lema 7.1.9. Si χ es cualquier caracter, χ0 = 1 y s > 1, entonces tenemos
|L(s, χ0)|3|L(s, χ)|4|L(s, χ2)|2 ≥ 1 (s ∈ R).
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Demostracio´n. Si x, y ∈ R y 0 < x < 1, se tiene
(1− x)3|1− xeiy|4|1− xe2iy|2 < 1 (7.1.2)
Para verificar (7.1.2), hagamos a := cos y, 2a2 − 1 = cos 2y. Entonces |1 −
xeiy|4 = (1 + x2 − 2xa)2, |1− xe2iy|2 = (1 + x)2 − 4xa2. Si definimos `(a) =
(1 + x2 − 2xa)2((1 + x)2 − 4xa2), 0 < x < 1, −1 ≤ a ≤ 1, `′(a0) = 0 para
|a0| < 1 ⇐⇒ a0 = 1+x22(1+x)2 y `′′(a) > 0 por lo que a0 es un mı´nimo local
para `(a), |a| ≤ 1. Ahora bien `(−1) > `(a0), `(1) por lo que el ma´ximo en
−1 ≤ a ≤ 1 es `(−1) = (1 + x)4(1− x)2. Por lo tanto
(1−x)3|1−xeiy|4|1−xe2iy|2 ≤ (1−x)3(1+x)4(1−x)2 = (1−x2)4(1−x) < 1.
Ahora, si p es un nu´mero primo que no divide a k, tenemos χ(p) = eiy
para algu´n y. Sea x := 1/ps. Aplicamos (7.1.2), se tiene∣∣∣(1− χ0(p)
ps
)∣∣∣3∣∣∣(1− χ(p)
ps
)∣∣∣4∣∣∣(1− χ2(p)
ps
)∣∣∣2 ≤ 1.
Tomando la expresio´n sobre todos los nu´meros primos y usando la repre-
sentacio´n en producto de Euler, obtenemos la igualdad deseada. uunionsq
Lema 7.1.10. Si χ 6= 1 tenemos |L′(s, χ)| < ϕ(k) para s ∈ R, s ≥ 1.
Demostracio´n. De la demostracio´n del Teorema 7.1.4, tenemos
L′(s, χ0) = −
∞∑
n=1
χ(n) lnn
ns
para s > 1.
Para t ≥ 3, t ∈ R, f(t) = ln tts es una funcio´n decreciente. Por tanto, por el
Lema 7.1.8 se tiene∣∣∣ n∑
i=m
χ(i) ln i
is
∣∣∣ ≤ ϕ(k)
2
lnm
ms
≤ ϕ(k)
2
lnm
m
.
En particular la serie
∑∞
n=1
χ(n) lnn
ns converge absolutamente para s ≥ 1. Se
sigue que para s ≥ 1
|L′(s, χ)| =
∣∣∣ ∞∑
n=1
χ(n) lnn
ns
∣∣∣ ≤ χ(2) ln 2
2s
+
∣∣∣ ∞∑
n=3
χ(n) lnn
ns
∣∣∣
≤ χ(2) ln 2
2
+
ϕ(k)
2
ln 3
3
<
1
2
+
ϕ(k)
2
≤ ϕ(k). uunionsq
Un resultado fundamental que necesitamos es:
Teorema 7.1.11. Si χ 6= 1, L(1, χ) 6= 0 y L′(s,χ)L′(s,χ0) esta´ acotada para s > 1 y
χ0 = 1.
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Demostracio´n. Puesto que
∣∣∑n
i=m χ(i)
∣∣ ≤ ϕ(k)2 , si χ 6= 1 y s ∈ R, s > 1,
entonces se sigue que para toda n,
∣∣∑n
i=1
χ(i)
is
∣∣ ≤ ∑ni=1 χ(i) ≤ ϕ(k)2 y por
tanto |L(s, χ)| < ϕ(k).
Si χ es no real, esto es, χ(Z) * R, entonces χ2 6= χ0 pues en caso de
que χ2 = χ0, χ(Z) ⊆ {0, 1,−1}. En particular |L(s, χ2)| < ϕ(k). Ma´s au´n,
tomando 1 < s < 2, se tiene
L(x, χ0) =
∞∑
n=1
mcd(n,k)=1
1
ns
≤
∞∑
n=1
1
ns
< 1 +
∫ ∞
1
dx
xs
=
s
s− 1 <
2
s− 1 .
Por el Lema 7.1.9, se tiene
|L(s, χ)| ≥ 1|L(s, χ0)|3/4
1
|L(x, χ2)|2/4 >
(s− 1)3/4
23/4
1√
ϕ(k)
>
(s− 1)3/4
2
√
ϕ(k)
.
En caso de que L(1, χ) = 0, se tendr´ıa para s > 1
|L(s, χ)| = |L(s, χ)− L(1, χ)| =
∣∣∣ ∫ s
1
L′(x, χ)dx
∣∣∣ < ϕ(k)(s− 1).
En particular para 1 < s < 2 se seguir´ıa que (s − 1)1/4 > 1
2ϕ(k)3/2
lo cual no
se cumple: por ejemplo para s = 1 + 1
16ϕ(k)3/2
∈ (1, 2).
Se sigue que L(1, χ) 6= 0 para χ no real.
Ahora consideremos χ real, χ 6= χ0. Sea f : N → R dada por f(n) =∑
d|n χ(d). Sean p1, . . . , pr los primos que dividen a n y que no dividen a k
y sea αi tal que p
αi
i |n y pαi+1i - n, 1 ≤ i ≤ r. Entonces χ(pi) = (−1)εi ,
εi ∈ {0, 1}, χ(pαii ) = (−1)αiεi .
Escogemos p1, . . . , pt con εi = 1 y pt+1, . . . , pr con εi = 0. Entonces
f(n) =
r∑
i=1
αi∑
βi=0
χ(pβ11 · · · pβrr ) =
t∑
i=1
αi∑
βi=0
algu´n βi>0
χ(pβ11 · · · pβtt ) +
r∑
j=t+1
αj∑
βj=0
1
=
t∑
i=1
αi∑
βi=0
(−1)β1+···+βt + [(αt+1 + 1) · · · (αr + 1)− 1]
≥
t∑
i=1
αi∑
βi=0
(−1)β1+···+βt .
Podemos hacer induccio´n en t para ver que la suma es mayor o igual
a 0. Si t = 0, la suma es 1 =: h0 > 0. Si t > 0 y suponemos que
ht−1 :=
∑t−1
i=1
∑αi
βi
(−1)β1+···+βt−1 ≥ 0, entonces ht =
∑αt
βt=0
(−1)βtht−1 ={
ht−1 si αt es par
0 si αt es impar
≥ 0.
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Ahora si n = c2 es un cuadrado, ht = ht−1 > 0 y por tanto se tiene
f(n) ≥ 0 para toda n ≥ 1 y f(n) ≥ 1 si n = c2 es un cuadrado. Sean
m = (4ϕ(k))6 y z =
m∑
n=1
2(m− n)f(n). (7.1.3)
Entonces
z =
m∑
n=1
2(m− n)
∑
d|n
χ(d) =
↑
n
d=v
m∑
n=1
∑
d|n
2(m− vd)χ(d) =
∑
vd≤m
2(m− vd)χ(d).
Se tiene que, puesto que f(n) ≥ 0, n ≥ 1, f(n) ≥ 1 si n = c2
z ≥
√
m∑
v=1
2(m− v2) ≥
√
m/2∑
v=1
2(m− v2) ≥
√
m/2∑
v=1
2
(
m− m
4
)
=
√
m
2
2
(3m
4
)
=
3
4
m3/2 =
3
4
(4ϕ(k))9. (7.1.4)
Separamos z en dos sumandos:
z1 =
m1/3∑
d=1
∑
m3/2<v≤m/d
2(m− vd)χ(d),
z2 =
m2/3∑
v=1
∑
0<d≤m/v
2(m− vd)χ(d),
z = z1 + z2. (7.1.5)
Sean z(n) una funcio´n valuada en C, c ∈ N y t ≥ c. Sea w(t) := ∑tn=c z(n)
y definimos w(c − 1) = 0. Para d ≥ c sean µd := ma´x
c≤t≤d
|r(t)|, y εc ≥ εc+1 ≥
· · · ≥ εd ≥ 0. Entonces
d∑
n=c
εnzn =
d∑
n=c
εn(w(n)− w(n− 1)) =
d−1∑
n=c
w(n)(εn − εn−1) + w(d)εd.
En particular
∣∣∣ d∑
n=c
εnz(n)
∣∣∣ ≤ µd( d−1∑
n=c
(εn − εn−1) + εd
)
= vεc. (7.1.6)
Aplicamos lo anterior a
∑d
n=c χ(n). En este caso tenemos
∣∣∑d
n=c χ(n)
∣∣ ≤
ϕ(k)
2 y por tanto, con εn =
1
ns y s ∈ R, s > 1, se obtiene
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∣∣∣ d∑
n=c
χ(n)
ns
∣∣∣ ≤ ϕ(k)
2
1
cs
≤ ϕ(k)
2c
.
Ahora bien, aplicando (7.1.6) a z1, obtenemos
z1 ≤
∣∣∣m1/3∑
d=1
∑
m2/3<v≤m/d
2(m− dv)χ(v)
∣∣∣ ≤ m1/3∑
d=1
2m
ϕ(k)
2
= m4/3ϕ(k). (7.1.7)
Sea ahora θ = mv −
[
m
v
]
, donde [x] denota la parte entera de x ∈ R.
Entonces 0 ≤ θ < 1 y se tiene∑
d
(2m− 2dv) = 2m
∑
d
1− v
∑
d
2d = 2m
[m
v
]
− v
[m
v
]([m
v
]
+ 1
)
= 2m
(m
v
− θ
)
− v
((m
v
− θ
)2
+
m
v
− θ
)
=
2m2
v
− 2mθ − v
(m2
v2
− 2θm
v
+ θ2 +
m
v
− θ
)
=
m2
v
−m+ v(θ − θ2).
Puesto que 0 ≤ θ < 1, 0 ≤ θ − θ2 ≤ θ < 1, y por tanto
z2 = m
2
m2/3∑
v=1
χ(v)
v
−m
m2/3∑
v=1
χ(v) +
m2/3∑
v=1
χ(v)v(θ − θ2)
≤ m2
(
L(1, χ)−
∞∑
v=m2/3+1
χ(v)
vs
)
+m
ϕ(k)
2
+m2/3
m2/3∑
v=1
1.
Ahora si aplicamos la desigualdad∣∣∣ d∑
n=c
χ(n)
ns
∣∣∣ ≤ ϕ(k)
2
1
cs
≤ ϕ(k)
2c
y tomando c = m2/3 + 1, v →∞ se obtiene
z2 < m
2L(1, χ) +m2
ϕ(k)
2
1
m2/3
+m4/3
ϕ(k)
2
+m4/3ϕ(k)
= m2L(1, χ) +m4/3ϕ(k)
(1
2
+
1
2
+ 1
)
= m2L(1, χ) + 2m4/3ϕ(k). (7.1.8)
De (7.1.3), (7.1.4), (7.1.5), (7.1.7) y (7.1.8) obtenemos
3
4
(4ϕ(k))9 ≤ z = z1 + z2 ≤ m4/3ϕ(k) +m2L(1, χ) + 2m4/3ϕ(k)
= m2L(1, χ) + 3m4/3ϕ(k) = m2L(1, χ) + 3(4ϕ(k))8ϕ(k)
= m2L(1, χ) +
3
4
(4ϕ(k))9.
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En particular m2L(1, χ) > 0 y por tanto L(1, χ) > 0. Se concluye L(1, χ) 6= 0.
Esto prueba la primera parte del teorema. La segunda parte se sigue pues
ya que L(1, χ) 6= 0, 1L(s,χ) esta´ acotada para s ≥ 1, s ∈ R. Por el Lema 7.1.10
se tiene que L′(x, χ) esta´ acotado para s ≥ 1, s ∈ R. uunionsq.
La u´ltima parte que se necesita para el Teorema de Dirichlet es:
Teorema 7.1.12. Sean mcd(c, k) = 1, n > 0. Entonces para s ∈ R, s > 1
tenemos:
− 1
ϕ(k)
∑
χ mo´d k
χ(c)
L′(s, χ)
L(s, χ)
=
∑
n≡c mo´d k
Λ(n)
ns
.
Demostracio´n. De la Proposicio´n 7.1.7 se tiene que
−L
′(s, χ)
L(s, χ)
=
∞∑
n=1
χ(n)Λ(n)
ns
.
Se sigue que
−
∑
χ mo´d k
χ(a)
L′(s, χ)
L(s, χ)
= −
∑
χ mo´d k
1
χ(c)
∞∑
n=1
χ(n)Λ(n)
ns
=
∞∑
n=1
Λ(n)
ns
∑
χ mo´d k
1
χ(c)
χ(n).
Ahora ∑
χ mo´d k
1
χ(c)
χ(n) =
∑
χ mo´d k
χ(c−1n) =
∑
χ∈Ûk
(ĉ−1n)(χ)
=
{
0 si ĉ−1n 6= 1,
ϕ(k) si ĉ−1n = 1
=
{
0 si c 6≡ n mo´d k,
ϕ(k) si c ≡ n mo´d k .
Por lo tanto
−
∑
χ mo´d k
χ(a)
L′(s, χ)
L(s, χ)
= ϕ(k)
∑
n≡c mo´d k
Λ(n)
ns
. uunionsq
Teorema 7.1.13 (Teorema de Dirichlet). Si mcd(a, b) = 1, a, b ∈ N, en-
tonces existen una infinidad de nu´meros primos p tales p ≡ b mo´d a.
Demostracio´n. Consideremos Ûa. Por el Teorema 7.1.12 con a = k y b = c se
tiene
− 1
ϕ(k)
∑
χ∈Ûa
χ(b)
L′(s, χ)
L(s, χ)
=
∑
n≡b mo´d a
Λ(n)
ns
. (7.1.9)
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Cuando s→ 1+ el lado izquierdo de (7.1.9) se va a∞ pues por la Proposicio´n
7.1.7, − l´ım
s→1+
L′(s,χ0)
L(s,χ0)
= ∞ y por el Teorema 7.1.11 los dema´s (ϕ(a) − 1)
te´rminos esta´n acotados. Por lo tanto el lado derecho de (7.1.9) satisface:∑
p≡b mo´d a
ln p
ps
+
∑
pm≡b mo´d a
m>1
ln p
pms
−−−−→
s→1+
∞.
Por otro lado la segunda suma permanece acotada pues
∞∑
n=1
2 lnn
ns
>
∞∑
n=2
lnn
n(n− 1) ≥
∑
p
ln p
p(p− 1) ≥
∑
p,m>1
ln p
pm
>
>
∑
p,m;m>1
ln p
pms
≥
∑
p,m;m>1
pm≡b mo´d a
ln p
pms
, s > 1.
Por lo tanto
∑
p≡b mo´d a
ln p
ps −−−−→
s→1+
∞ de donde se sigue el resultado. uunionsq
Observacio´n 7.1.14. Todo el desarrollo anterior lo hemos tomado de [30,
3.3].
Si suponemos conocido que la funcio´n zeta de Dedekind tiene un polo
simple en s = 1, la demostracio´n del Teorema 7.1.13 es casi inmediata. Primero
se prueba que X es un grupo de caracteres de Dirichlet y K es el campo
asociado a X, entonces
ζK(s) =
∏
χ∈X
L(s, χ)
lo cual se prueba comprobando que los factores de Euler son los mismos. De
ah´ı se sigue que L(1, χ) 6= 1 para χ 6= 1. A partir de aqu´ı seguimos con los
Teoremas 7.1.12 y 7.1.13.
Tambie´n hacemos notar lo deseable de tener una demostracio´n no anal´ıtica
del Teorema de Dirichlet.
8Campos de funciones
8.1. Generalidades
En este cap´ıtulo presentamos un breve resumen, usualmente sin demostra-
ciones, de lo que son los campos de funciones. Un desarrollo ma´s detallado de
estos campos puede consultarse en [21, 27, 128, 133, 134]. Aqu´ı u´nicamente
presentaremos algunos casos especiales de campos de funciones que son los
que aplicaremos a lo que nos interesa que son los campos de funciones ci-
cloto´micos (mo´dulos de Carlitz) y ma´s generalmente, los campos de funciones
congruentes.
Definicio´n 8.1.1. Sea k un campo arbitrario. Un campo de funciones K sobre
k es una extensio´n finitamente generada de k con grado de trascendencia 1.
Nosotros nos restringiremos al caso en que k es un campo perfecto, de
hecho nuestro principal intere´s es cuando k es finito. En este caso, un cam-
po de funciones K/k es un campo K de la forma K = k(x, y) donde x es
transcendente sobre k y y es algebraico y separable sobre k(x).
As´ı mismo, supondremos que k es algebraicamente cerrado en K. Esto es,
si k′ = {α ∈ K | α es algebraico sobre k }, entonces k′ = k. En este caso k se
llama el campo de constantes de K.
Definicio´n 8.1.2. Un campo de funciones K sobre k se llama campo de fun-
ciones congruentes o campo global de funciones si k es un campo finito.
Definicio´n 8.1.3. Sea v : K∗ → Z una valuacio´n discreta de K∗ que es trivial
en k∗, esto es, v(α) = 0 para α ∈ k∗.
Ponemos v(0) =∞ con el sobre entendido de que x <∞ para toda x ∈ Z.
Sea Ov = {x ∈ K | v(x) ≥ 0} y pv = {x ∈ K | v(x) > 0} el anillo de
valuacio´n de v y el ideal ma´ximo de Ov respectivamente. Entonces v tambie´n
lo llamaremos “lugar” de K∗. Al campo k(v) := Ov/pv se le llama el campo
residual de v.
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Se tiene que [k(v) : k] <∞ y [k(v) : k] se le llame el grado de v.
Rec´ıprocamente, si O ⊆ K es un subanillo de K que es de valuacio´n con
k ⊆ O y cocO = K, O da lugar a una valuacio´n v (que no describiremos
aqu´ı) y si p es el ideal maximal de O, se denota k(p) = k(v) y d(p) = dK(p) =
fp = [k(p) : k] al grado de p.
Cada uno de los tres objetos: el anillo de valuacio´n O, la valuacio´n v y
el ideal ma´ximo p de O, determinan los otros dos. Todos ellos de manera
indistinta los nombraremos “lugar”.
Se tiene que si v es una valuacio´n de K, entonces v|k(x) es una valuacio´n
de k(x) donde x ∈ K \ k, es decir, x es transcendente sobre k y por tanto
[K : k(x)] es finita.
Rec´ıprocamente, dada una valuacio´n v en k(x), v se puede extender a una
valuacio´n en K y el nu´mero de tales extensiones es menor o igual a [K : k(x)].
8.2. Valuaciones en k(x)
Sea f(x) ∈ k[x] un polinomio mo´nico e irreducible de k[x]. Entonces si
α(x) ∈ k(x)∗, α(x) se puede escribir de manera u´nica como α(x) = f(x)s a(x)b(x)
donde a(x), b(x) ∈ k[x] son polinomios primos relativos a f(x) y s ∈ Z.
Entonces definimos vf (α(x)) := s. Se tiene que vf es una valuacio´n en K,
asociada a, o correspondiente a, f .
Ahora sea β(x) ∈ k(x)∗, β(x) = h(x)g(x) con h(x), g(x) ∈ k[x]. Definimos el
grado de β por: grβ = grh − gr g. Sea v∞ : k(x)∗ → Z, v∞(β(x)) = − grβ.
Entonces v∞ es otra valuacio´n diferente a todas las valuaciones vf , f ∈ k[x]
mo´nico e irreducible.
Teorema 8.2.1. El conjunto {v∞, vf | f(x) ∈ k[x] es mo´nico e irreducible}
comprende a todas las valuaciones de K que son triviales en k. uunionsq
Usualmente denotaremos por p∞, pf al lugar v∞, vf respectivamente.
Notacio´n 8.2.2. Si K es un campo de funciones, entonces PK := {p |
p es lugar de K}. Si p ∈ PK la valuacio´n respectiva sera´ denotada por vp.
A continuacio´n definimos el substituto del dominio de Dedekind OK en
un campo nume´rico K.
Definicio´n 8.2.3. Sea K un campo de funciones sobre k. El grupo abeliano
libre generado por PK se llama grupo de divisores de K y denota por DK .
Los elementos DK se llaman divisores. Escribiremos DK multiplicativa-
mente.
Un elemento a ∈ DK es una expresio´n formal
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a =
r∏
i=1
pαii
con p1, . . . , pr ∈ PK y α1, . . . , αr ∈ Z.
Equivalentemente, a =
∏
p∈PK p
vp(a) donde vp(a) ∈ Z para toda p ∈ PK y
vp(a) = 0 para casi toda p, es decir, vp(a) es cero para todo p ∈ PK salvo un
nu´mero finito.
El elemento identidad de DK es el divisor N ∈ DK tal que vp(N) = 0 para
todo p ∈ PK .
Los elementos de PK , es decir, los lugares, tambie´n reciben el nombre de
divisores primos.
Se define el grado a ∈ DK por
dK(a) =
∑
p∈PK
dK(p)vp(a).
Dado x ∈ K∗ se tiene que existe un nu´mero finito de lugares p de K tales
que vp(x) 6= 0. Notemos que si x ∈ k∗, vp(x) = 0 para toda p ∈ PK . Se define
el divisor principal de x ∈ K∗ por:
(x)K :=
∏
p∈PK
pvp(x).
Se tiene que si x ∈ K \k existe al menos un lugar p de K tal que vp(x) > 0
y otro p′ tal que vp′(x) < 0. Podemos tomar p como una extensio´n de px en
k(x) a K y p′ como una extensio´n de p∞ a K.
Tambie´n se tiene que si Zx :=
∏
vp(x)>0
pvp(x) y Nx :=
∏
vp(x)<0
p−vp(x),
entonces Zx se llama el divisor de ceros de x y Nx se llama el divisor de polos
de x.
Teorema 8.2.4. Se tiene que si x ∈ k∗, Zx = Nx = N y si x ∈ K \ k,
d(Zx) = d(Nx) = [K : k(x)]. uunionsq
Corolario 8.2.5. Para x ∈ K∗, dK((x)K) = 0.
Demostracio´n. Notemos que (x)K =
Zx
Nx
y que dK((x)K) = dK(Zx) −
dK(Nx) = 0. uunionsq
Sea dK : DK → Z la funcio´n grado. Entonces dK es un homomorfismo de
grupos. Puesto que dK 6= 0, im dK = mZ para algu´n m ∈ N. En particular
im dK ∼= Z. Sea nu´c dK = DK,0 := {a ∈ DK | dK(a) = 0} el cual se llama el
grupo de divisores de grado 0 de K. Adema´s PK := {(x)K | x ∈ K∗} ⊆ DK,0.
Se definen los siguientes grupos:
IK : = DK/PK = grupo de clases de divisores de k,
IK,0 : = DK,0/PK = grupo de clases de divisores de grado 0 de K.
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Notemos que si C ∈ IK y a, b ∈ DK son tales que a, b ∈ C, entonces
a = b(x)K para algu´n x ∈ K. En particular dK(a) = dK(b). Por tanto
podemos definir el grado de C por: d˜K(C) := dK(a) para a ∈ C. Se tiene que
d˜K : IK → Z tambie´n es un homomorfismo de grupos con im d˜K = im dK =
mZ y nu´c d˜K = IK,0. En adelante pondremos d˜K = dK .
Se tienen las siguientes sucesiones exactas de grupos abelianos:
1−→DK,0−→DK dK−→ im dK ∼= Z−→ 0,
1−→ IK,0−→ IK dK−→ im dK ∼= Z−→ 0,
1−→PK −→DK,0−→ IK,0−→ 0,
1−→PK −→DK −→ IK −→ 0,
1 −→ k∗ −→ K∗ −→ PK −→ 1.
x −→ (x)K
Puesto que Z es un grupo abeliano libre, en particular proyectivo, se tiene
IK ∼= IK,0 ⊕ im dK ∼= IK,0 ⊕ Z,
DK ∼= DK,0 ⊕ im dK ∼= DK,0 ⊕ Z.
Los isomorfismos anteriores los podemos explicitar de la siguiente forma.
Sea a1 ∈ DK tal que dK(a1) = m donde im dK = mZ y m > 0. Sea a ∈ DK
arbitrario. Entonces dK(a) = tm. Sea a0 := aa
−t
1 . Entonces d(a0) = 0 y
ϕ : DK −→ DK,0 ⊕ Z
a 7−→ (a0, t) es el isomorfismo buscado. Similarmente para IK .
En general se puede tener m > 1. Sin embargo cuando k es finito se tiene
que m = 1.
8.3. Reparticiones y diferenciales
Sea p ∈ PK y sea Kp la completacio´n de K con respecto a la topolog´ıa
dada por la me´trica: ‖x‖p := e−vp(x) donde entendemos e−∞ = 0, es decir,
‖0‖p = 0.
Definicio´n 8.3.1. Una reparticio´n o ade`le de K es una funcio´n
ϕ : PK −→
⋃
p∈PK
Kp
tal que
(1) ϕ(p) ∈ Kp ∀ p ∈ PK ,
(2) vp(ϕ(p)) ≥ 0 para casi toda p ∈ PK .
Equivalentemente una reparticio´n es una sucesio´n ξ = {ξp}p∈PK tal que
ξp ∈ OKp para casi toda p ∈ PK y vp(ξp) = 0 para casi toda p. Se define
vp(ξ) := vp(ξp).
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Notacio´n 8.3.2. XK o ΛK denota el espacio de todas las reparticiones de K.
XK tiene una estructura de K–a´lgebra con las operaciones
(θξ)p : = θpξp,
(θ + ξ)p : = θp + ξp,
(xξ)p : = xξp,
para cualesquiera θ, ξ ∈ XK , x ∈ K y p ∈ PK y se tiene que ϕ : K → XK
dada por ϕ(x) := ξx donde (ξx)p = x para toda p ∈ PK es un monomorfismo
de anillos. De esta forma podemos considerar K ⊆ XK .
Sea a un divisor a ∈ DK y ξ una reparticio´n de K. Entonces decimos que
a divide a ξ y ponemos a|ξ si vp(ξ) = vp(ξp) ≥ vp(a) para toda p ∈ PK .
Definimos XK(a) = ΛK(a) = {ξ ∈ XK | a|ξ}. Entonces XK(a) es un
k–subespacio vectorial de XK .
Definicio´n 8.3.3. Una diferencial (de Weil) de K es una funcio´n k–lineal (k–
funcional) ω : XK → k tal que existe un divisor tal que XK(a) +K ⊆ nu´cω.
En este caso decimos que a−1 divide a ω y ponemos a−1|ω.
Por otro lado el espacio de diferenciales DifK forma un K–espacio vectorial
con las operaciones de suma de funciones y donde para x ∈ K, ω ∈ DifK ,
(xω)(ξ) := ω(xξ), ξ ∈ XK .
De hecho dimK DifK = 1, es decir, si ω0 es cualquier diferencial no cero,
entonces toda diferencial ω ∈ DifK puede escribirse de manera u´nica como
ω = xω0, para algu´n x ∈ K.
Ahora bien, si ω es una diferencial no cero existe un u´nico divisor (ω)K ∈
DifK tal que para un divisor arbitrario a ∈ DK se tiene
a|ω ⇐⇒ a|(ω)K ,
esto es,
XK(a
−1) +K ⊆ nu´cω ⇐⇒ vp((ω)K) ≥ vp(a) ∀ p ∈ PK .
El divisor (ω)K se construye de la siguiente forma. Dado ω 6= 0, si a|ω
entonces se tiene que dK(a) esta´ acotado superiormente. Entonces (ω)K es el
divisor de ma´ximo grado que divide a ω.
Ahora bien, si DifK(a) := {ω | ω = 0 o ω 6= 0 y a|ω}, entonces DifK(a) es
un k–espacio vectorial y se tiene que DifK(a) y
XK
XK(a−1)+K
son isomorfos. De
hecho el mapeo k–bilineal
ϕ : DifK(a)×
XK
XK(a−1) +K
−→ k
(ω, ξ) 7−→ ω(ξ)
es no degenerado y se tiene que DifK(a) es de dimensio´n finita.
Para ver la dimensio´n de estos espacios, consideremos:
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Definicio´n 8.3.4. Sea a ∈ DK . Se define LK(a) = {x ∈ K | x = 0 o x 6=
0 y a|(x)K} = {x ∈ K | vp(x) ≥ vp(a) ∀ p ∈ PK}.
Se tiene que LK(a) es k–espacio vectorial.
Teorema 8.3.5. Para todo a ∈ DK , LK(a) es un k–espacio vectorial de
dimensio´n finita y denotamos por `K(a) la dimensio´n de LK(a): `K(a) =
dimk LK(a). uunionsq
Notemos que si dK(a) > 0, entonces LK(a) = {0} y `K(a) = 0.
Se tiene la sucesio´n exacta de k–espacios vectoriales donde a|b
0−→ LK(a)
LK(b)
−→ XK(a)
XK(b)
−→ XK(a) +K
XK(b) +K
−→ 0.
Un resultado central en la teor´ıa de las funciones algebraicas es el Teorema
de Riemann–Roch, el cual enunciamos a continuacio´n.
Teorema 8.3.6 (Riemann–Roch). Sea K/k cualquier campo de funciones.
Existe un entero no negativo gK ≥ 0 que depende u´nicamente de K, llamado
el ge´nero de K tal que
(i) (Riemann) Para cualquier divisor a ∈ DK se tiene
`K(a) + dK(a) ≥ 1− gK .
Es decir δK(a
−1) := `K(a) + dK(a) + gK − 1 ≥ 0.
(ii) Se tiene
δK(a) = dimkDifK(a) = dimk
XK
X(a−1) +K
= `K(a
−1) + dK(a−1) + gK − 1.
(iii) Se tiene δK(a) = `K(a(ω)
−1
K ) donde ω es cualquier diferencial no
cero.
(iv) (Riemann–Roch) Se tiene que para cualquier divisor a y cualquier
diferencial no cero ω,
`K(a
−1) = dK(a)− gK + 1 + `K(a(ω)−1K ). uunionsq
Como consecuencia del Teorema de Riemann–Roch tenemos
Corolario 8.3.7.
(i) δK(N) = gK .
(ii) Si ω ∈ DifK , ω 6= 0, dK((ω)K) = 2gK − 2.
(iii) Si dK(a) > 2gK − 2, `K(a−1) = dK(a)− gK + 1.
(iv) Si p ∈ PK y n ∈ N, n > 2gK − 1, existe x ∈ K tal que Nx = pn,
esto es, (x)K =
a
pn con a un divisor entero y primo relativo a p, esto
es, vp(a) = 0. uunionsq
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8.4. Extensiones de Galois
Definicio´n 8.4.1. Sean K/k y L/` dos campos de funciones. Decimos que L
es una extensio´n de K si K ⊆ L y ` ∩K = k.
Si p ∈ PK y P ∈ PL tal que P es una extensio´n de p. Se define el grado
relativo por
dL/K(P|p) = [`(P) : k(p)].
Notemos que puesto que se tiene el diagrama
k(p) `(P)
k `
y dK(p) = [k(p) : k], dL(P) = [`(P) : `], se sigue
dL/K(P|p)dK(p) = dL(P)[` : k]
(finito o infinito).
Puesto que dK(p) y dL(P) son finitos, se tiene que dL/K(P|p) <∞ ⇐⇒
[` : k] <∞.
Proposicio´n 8.4.2. Sea L/` una extensio´n de K/k. Sea p ∈ PK . Entonces el
nu´mero de extensiones de la valuacio´n vp a L es finito.
Demostracio´n. Por el Teorema de Riemann–Roch, existe x ∈ K tal que
Nx,K = p
n para algu´n n ∈ N. Ahora P ∈ PL extiende a p si y so´lo si
vP(x) < 0 lo cual es equivalente a que P|Nx,L. Este u´ltimo nu´mero es finito.
uunionsq
Definicio´n 8.4.3. Sea P ∈ PL y sea p la restriccio´n P a K. Esto es, vP|K es
equivalente a vp. Ahora bien vP : L
∗ → Z es suprayectiva pero vP|K∗ : K∗ → Z
no necesariamente lo es. Se define ı´ndice de ramificacio´n de P sobre p como
el nu´mero natural e = eL/K(P|p) tal que vP(α) = evp(α) para α ∈ K.
Definicio´n 8.4.4. Si L/` es una extensio´n de K/k y si p ∈ PK , entonces si
P1, . . . ,Ph son todos las extensiones de K a L se define la conorma de p a L
por
conK/L p = P
eL/K(P1|p)
1 · · ·P
eL/K(Ph|p)
h .
Si a ∈ DK es un divisor, a = pα11 · · · pαrr se define la conorma de a por
conK/L(a) =
r∏
i=1
conK/L(pi)
αi .
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Teorema 8.4.5. Para cualquier extensio´n L/` de K/k, finita o infinita, se
tiene
[L : K] =
h∑
i=1
eL/K(Pi|p)dL/K(Pi|p). uunionsq
Cuando L/K es una extensio´n de Galois se tiene que dL/K(Pi|p) =
dL/K(Pj |p) y eL/K(Pi|p) = eL/K(Pj |p) para todo 1 ≤ i, j ≤ h. Sean
f := dL/K(Pi|p), e = eL/K(Pi|p), 1 ≤ i ≤ h.
Entonces el Teorema 8.4.5 toma la forma
[L : K] = efh.
Definicio´n 8.4.6. Sea L/K una extensio´n de Galois con grupo de Galois
G = Gal(L/K). Sea p ∈ PK y P ∈ PL una extensio´n de p. Se define
(i) D = DL/K(P|p) := {σ ∈ G | σP = P} = grupo de descomposicio´n
de P/p.
(ii) I = IL/K(P|p) := {σ ∈ G | σx ≡ x mo´d P ∀ x ∈ OP} = grupo de
inercia de P/p.
Como en el caso de campos nume´ricos, se tiene que
I ⊆ D, |I| = e = eL/K(P|p), |D| = ef donde f = dL/K(P|p),
D/I ∼= Gal(`(P/k(p)),
D ∼= Gal(LP|Kp),
donde LP y Kp son las completaciones de L y K en P y p respectivamente.
8.5. Diferente, discriminante y ramificacio´n
Sea L/K una extensio´n separable de campos de funciones, P un lugar de
L y p := P|K . Sean LP y Kp las respectivas completaciones. Se tiene que
[LP : Kp] = eL/K(P|p)dL/K(P|p). Sea L˜ la cerradura de Galois de L/K y sea
P un lugar en L˜ sobre P.
Sea OPˆ = {x ∈ LP | vP(x) ≥ 0} la completacio´n de OP y Pˆ = {x ∈ LP |
vP(x) > 0} la completacio´n de p. Si Tr = TrLP/Kp denota la traza de LP a
Kp se tiene:
Teorema 8.5.1. Existe m ∈ Z, m ≥ 0 tal que si x ∈ LP satisface vP(x) ≥
−m, entonces vp(Trx) ≥ 0 y existe x0 ∈ LP tal que vP(x0) < −m y
vp(Trx0) < 0. uunionsq
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Definicio´n 8.5.2. El ma´ximo entero no negativo que satisface las condiciones
del Teorema 8.5.1 se denota por m(P) y es llamado el exponente diferencial
de P con respecto a K.
Teorema 8.5.3. Se tiene que m(P) ≥ e−1 = eL/K(P|p)−1. Adema´s, puesto
que k es perfecto, m(P) > e− 1 si y so´lo si la caracter´ıstica de k divide a e.
En particular m(P) = 0 si P no es ramificado. uunionsq
Como en el caso nume´rico, se define que P es moderadamente ramificado
si p - e y salvajemente ramificado si p|e, donde p es la caracter´ıstica de k.
Teorema 8.5.4. Se tiene que m(P) = 0 salvo un nu´mero finito de lugares P.
uunionsq
Definicio´n 8.5.5. El divisor DL/K :=
∏
P∈PL
Pm(P) se llama el diferente de la
extensio´n L/K y se tiene que P|DL/K ⇐⇒ P es ramificado.
El discriminante dL/K de la extensio´n L/K se define como la norma del
diferente: dL/K := NL/K(DL/K).
Sea L/K una extensio´n separable de campos de funciones. Sea p ∈ PK
dado. Por el Teorema de Riemann–Roch existe x ∈ K tal que Nx = pn para
algu´n n ≥ 1. Entonces k[x] es un dominio Dedekind y sean OK y OL las
cerraduras enteras de k[x] en K y L respectivamente. Entonces OK y OL son
dominios Dedekind. Se puede definir el diferente de los dominios OL y OK de
la manera usual; esto es,
D−1OL/OK := {x ∈ L | TrL/K(xy) ∈ OK ∀ y ∈ OL}.
Entonces se tiene que si identificamos los ideales primos de OL con los
lugares de L que no esta´n sobre p, se tiene
DOL/OK =
∏
P∈PL
P-p
Pm(P),
es decir, los exponentes m(P) son los mismos que los de la Definicio´n 8.5.2 y
en DOL/OK solo faltan los primos que dividen a p.
Es ma´s fa´cil estudiar DOL/OK que DL/K y para completar la informacio´n
sobre DL/K podemos tomar otro lugar p
′ 6= p y repetir el proceso para obtener
los exponentes m(P) de los lugares P de L sobre p.
Para dominios Dedekind, tenemos la siguiente forma para calcular dife-
rentes.
Teorema 8.5.6. Sea A un dominio Dedekind, K := cocA el campo de cocien-
tes y L/K una extensio´n finita y separable de K. Sea B la cerradura entera
de A en L. Entonces B es un dominio Dedekind y
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(i) Si existe α ∈ B tal que B = A[α] entonces DB/A = 〈f ′(α)〉 donde
f(x) = Irr(α, x,K).
(ii) En general se tiene
DB/A = 〈f ′(α) | α ∈ B,L = K(α) y f(x) = Irr(α, x,K)〉. uunionsq
8.6. Formula de Riemann–Hurwitz
Sea L/` una extensio´n finita de K/k.
Definicio´n 8.6.1. Sea ξ ∈ XK . Se define la cotraza de ξ, denotada por
cotrK/L ξ, como la reparticio´n θ ∈ XL dada como: si P ∈ PL, P|K = p y
puesto que Kp ⊆ LP se define θP := ξp.
Si Ω ∈ DifL es una diferencial de L, se define la traza de Ω, y se denota
por trL/K Ω como la diferencial ω definida por:
ω : XK → k, ω(ξ) := Ω(cotrK/L ξ).
Se tiene que si ξ ∈ XK , Ω ∈ DifL, entonces cotrK/L ξ ∈ XL y que
trL/K Ω ∈ DifK .
Definicio´n 8.6.2. Si θ ∈ XL definimos la traza de θ, denotada por trL/K θ
como ξ donde para p ∈ PK :
ξp =
h∑
i=1
trLPi/Kp θPi
donde P1, . . . ,Ph son los lugares sobre p. Se tiene que ξ = trL/K θ ∈ XK .
En el caso anterior, a la operacio´n cotraza de reparticiones le asociamos
la operacio´n traza de diferenciales. Rec´ıprocamente a la operacio´n traza de
reparticiones queremos asociarle una operacio´n cotraza de diferenciales. En
este punto tenemos el problema que u´nicamente obtenemos k–linealidad y
no `–linealidad. Por lo pronto nos restringimos al caso “geome´trico”, esto es,
cuando ` = k.
Definicio´n 8.6.3. Sea L/K una extensio´n finita y geome´trica de campos de
funciones, es decir, k = `. Sea ω ∈ DifK . Definimos la cotraza de ω, denotada
por cotrK/L ω, por Ω donde para ξ ∈ XL, Ω(ξ) = ω(trL/K ξ).
Se tiene:
Teorema 8.6.4. Si L/K es geome´trica y finita, entonces para ω ∈ DifK ,
cotrK/L ω ∈ DifL. Ma´s au´n si L/K es separable entonces cotrK/L ω 6= 0 para
ω 6= 0 y se tiene que
(cotrK/L ω)L = DL/K conK/L(ω)K . uunionsq
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El Teorema 8.6.4 junto con el Corolario 8.3.7 (ii) obtenemos la fo´rmula de
Riemann–Hurwitz:
Teorema 8.6.5 (Riemann–Hurwitz). Sea L/K una extensio´n finita, se-
parable y geome´trica. Entonces
2gL − 2 = [L : K](2gK − 2) + dL(DL/K). (8.6.1)
Demostracio´n. Se tiene que a es un divisor de K entonces dL(conK/L(a)) =
[L : K]dK(a). Por tanto de (Ω)L = conK/L(ω)KDL/K obtenemos que
dL((Ω)L) = dL(conK/L(ω)K) + dL(DL/K)
la cual es precisamente (8.6.1). uunionsq
Como en el caso nume´rico, tenemos los grupos de ramificacio´n y su relacio´n
con el diferente.
Definicio´n 8.6.6. Sea p ∈ PK y P ∈ PL sobre p. Sean G−2 := G, G−1 :=
DL/K(P|p), G0 := IL/K(P|p) y para i ≥ −i, i ∈ Z se define el i–e´simo grupo
de ramificacio´n Gi por:
Gi := {σ ∈ G−1 | vP(σa− a) ≥ i+ 1 para toda a ∈ OL}.
Se tiene que Gi es un subgrupo normal de G−1 = D(P|p), que Gi+1 ⊆ Gi
para toda i ∈ Z, i ≥ −1 y que existe i0 tal que Gi0 = {Id}.
Si σ ∈ G−1, σ 6= Id, existe i tal que σ ∈ Gi \ Gi+1. Se pone iG−1(σ) = i.
Si σ = Id, definimos iG−1(σ) = iG−1(Id) =∞. Notemos que
iG−1(σ) ≥ j + 1 ⇐⇒ σ ∈ Gj y que
∑
σ 6=Id
σ∈G−1
iG−1(σ) =
∞∑
i=0
(|Gi| − 1).
Se tiene:
Teorema 8.6.7. Si m(P) es el exponente diferencial de P, entonces
m(P) =
∑
σ∈G−1
σ 6=Id
iG−1(σ) =
∞∑
i=0
(|Gi| − 1). uunionsq

9Campos globales de funciones y campos de
funciones cicloto´micos
9.1. Campos de funciones congruentes
Se tiene que hay muchas similitudes entre los campos nume´ricos y los
campos de funciones. Cuando en estos u´ltimos el campo de constantes es
finito, los campos residuales tambie´n son finitos y nos permiten avanzar en
esta analog´ıa. Sin embargo, de entrada, hay diferencias fundamentales. Si K
es un campo nume´rico y p es un ideal primo en OK , se tiene que OK/p es
finito y en particular de caracter´ıstica finita siendo que el campo K es de
caracter´ıstica 0, esto es K y OK/p tienen caracter´ısticas diferentes.
Por otro lado, si K/k es un campo de funciones y p ∈ PK , entonces k(p)
es una extensio´n finita de k y por tanto k, k(p) y K tienen la misma carac-
ter´ıstica.
Cuando estudiamos Q, tenemos que Q es el campo de cocientes de Z. El
ana´logo a Q ser´ıa un campo de funciones racionales k(x) y el ana´logo a Z
ser´ıa k[x] pues k(x) es el campo de cocientes de k[x] siendo adema´s que tanto
Z como k[x] son anillos euclidianos. Sin embargo, a pesar de ser, en cierto
sentido, bastante parecidos, hay diferencias esenciales.
Por ejemplo, para a, b, c, d ∈ k con ad−bc 6= 0, se tiene que k(ax+bcx+d) = k(x),
y por tanto el anillo de polinomios de k(y) = k
(
ax+b
cx+d
)
donde y = ax+bcx+d , es
k[y] el cual, a pesar de ser isomorfo a k[x], no es igual siendo que los campos
de cocientes si son iguales. Esto no sucede en Z, es decir, si R es un subanillo
de Q isomorfo a Z como anillo, entonces R = Z. Otra diferencia es de que si
F es un campo que contiene a Q y es isomorfo a Q, entonces F = Q. Esto
tampoco sucede con los campos de funciones racionales. De hecho si n ∈ N,
entonces k(xn) ∼= k(x) ∼= k(x1/n) como campos pero k(xn) ⊆ k(x) ⊆ k(x1/n)
y [k(x1/n) : k(x)] = n y [k(x) : k(xn)] = n.
Definicio´n 9.1.1. Un campo de funciones K/k se llama congruente o global
si k es finito, |k| = q, k ∼= Fq.
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Teorema 9.1.2. Si K/k es un campo de funciones congruente, ` es una ex-
tensio´n finita de k y L := K`, entonces el campo de constantes de L es `.
Adema´s [L : K] = [` : k].
Demostracio´n. Escribamos ` = k(ξ) con [` : k] = f . Entonces ` ∼= Fqf e
Irr(ξ, x, k)|xqf − x = ∏α∈`(x− α). Ahora bien, L = K` = Kk(ξ) = K(ξ) con
Irr(ξ, x,K)| Irr(ξ, x, k). En particular Irr(ξ, x,K) ∈ K[x] ∩ `[x] = k[x]. Por lo
tanto
Irr(ξ, x,K) = Irr(ξ, x, k) y
[L : K] = gr Irr(ξ, x,K) = gr Irr(ξ, x, k) = [` : k].
Sea `′ el campo de constantes de L, ` ⊆ `′. Por tanto L = K`′. Imitando el
paso que acabamos de realizar, tendr´ıamos que [`′ : k] = [L : K] = [` : k] = f
lo cual implica que `′ = `. uunionsq
Teorema 9.1.3. Sean k un campo finito y K/k un campo de funciones con-
gruente. Sean `/k una extensio´n finita y L = K`. Entonces L/K es una
extensio´n no ramificada.
Demostracio´n. Sean P un llugar de K y p un lugar de L sobre P. Sea I =
I(p|P) el grupo de inercia. Se tiene que σγ ≡ γ mo´d p para toda γ ∈ `, esto
es, vp(σγ − γ) > 0.
Por otro lado, puesto que σγ − γ ∈ `, necesariamente vp(σγ − γ) =∞, es
decir, σγ = γ para toda γ ∈ `. Se sigue que σ = Id y I = {Id}. Por tanto
L/K es no ramificada. uunionsq
Teorema 9.1.4. Sea L/K como antes. Sea A ∈ DK un divisor de K. Enton-
ces dL(A) = dK(A), esto es,
dL(conK/L A) = dK(A).
Demostracio´n. Sea P un lugar de K. Sea conK/L P = p1 · · · ph y
dL(conK/L P) =
h∑
i=1
dL(pi) =
h∑
i=1
dL/K(pi|P)dK(P)
[` : k]
=
dK(P)
[` : k]
h∑
i=1
dL/K(pi|P) = dK(P)
[` : k]
[L : K].
Por el Teorema 9.1.2 tenemos [L : K] = [` : k] de donde dL(P) = dK(P)
para todo lugar P ∈ PK . Por tanto dK(A) = dL(A) para todo divisor A ∈ DK .
uunionsq
Teorema 9.1.5. Sean L/K y A como en el Teorema 9.1.4. Entonces LL(A) =
`LK(A) y `L(A) = `K(A). Adema´s gL = gK .
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Demostracio´n. Se tiene
LK(A) = {x ∈ K | vP(x) ≥ vP(A) para toda P ∈ PK} y
LL(A) = {y ∈ K | vp(y) ≥ vp(A) para toda p ∈ PL}.
Si y ∈ L con y = ∑ni=1 aixi con ai ∈ `, xi ∈ LK(A), entonces
vp(y) ≥ mı´n
1≤i≤n
vp(aixi) ≥ mı´n
1≤i≤n
vp(xi) = mı´n
1≤i≤n
vP(xi)
≥ vP(A) = vp(conK/L A)
donde p|K = P. Por tanto `LK(A) ⊆ LL(A).
Rec´ıprocamente, consideremos y ∈ LL(A). Entonces vp(y) ≥ vp(A) =
vP(A) para toda p ∈ PL. Sean [` : k] = f y ` = k(ξ). Entonces existen
ai ∈ K tales que y = a0 + a1ξ + · · ·+ af−1ξf−1. Sean y(1) = y, y(2), . . . , y(f)
los conjugados de y. Tenemos que y(i) = a0 + a1ξ
(i) + · · · + af−1
(
ξ(i)
)f−1
.
Resolviendo este sistema de ecuaciones para ai, obtenemos
ai =
det

1 ξ(1) · · · y(1) · · · (ξ(1))f−1
· · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · · · ·
1 ξ(f) · · · y(f) · · · (ξ(f))f−1

det

1 ξ(1) · · · (ξ(1))i · · · (ξ(1))f−1
· · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · · · ·
1 ξ(f) · · · (ξ(f))i · · · (ξ(f))f−1

=
bi
c
con c ∈ k∗, bi =
f∑
j=1
tjy
(j), y tj ∈ `.
Puesto que y(j) es conjugado de y y A ∈ DK , entonces y ∈ LL(A) implica
y(j) ∈ LL(A). Por tanto
vP(ai) = vP
(1
c
f∑
j=1
tjy
(j)
) ≥ mı´n
1≤j≤f
vp(y
(j)) ≥ vp(A) = vP(A),
por lo que ai ∈ LK(A). Se sigue que `LK(A) = LL(A). En particular `L(A) =
dim` LL(A) = dimk LK(A) = `K(A).
Consideremos ahora un divisor A ∈ DK tal que
dK(A) = dL(A) > ma´x{2gK − 2, 2gL − 2}.
Por el Teorema de Riemann–Roch
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`L(A
−1) = dL(A)− gL + 1,
`K(A
−1) = dK(A)− gK + 1.
Puesto que `L(A
−1) = `K(A−1) y que dL(A) = dK(A), se sigue que gL = gK .
uunionsq
Teorema 9.1.6. Con las mismas hipo´tesis que antes, sea p un lugar de L y
sea P = p|K . Entonces los campos residuales satisfacen `(p) = k(P)`.
Demostracio´n. Claramente k(P)` ⊆ `(p). Sea ahora z ∈ Op. Podemos escribir
z como
∑f−1
i=0 aiξ
i, ai ∈ K donde ` = k(ξ), [` : k] = f . Falta probar que
ai ∈ OP . Esto se sigue con el mismo argumento dado en la demostracio´n del
Teorema 9.1.5 ya que si z(i) es un conjugado de z, entonces existe σ ∈ Gal(`/k)
tal que z(i) = zσ y a(i) =
∑f−1
i=1 tiz
(i) con ti ∈ ` y z(i) ∈ Op(i) . Se sigue que
ai ∈ OP . uunionsq
Sean K, L, k y ` como antes. Sea p ∈ PK y sean P1, . . . ,Ph los lugares
de L sobre p. Ahora bien, `/k siempre es una extensio´n de Galois, de hecho
c´ıclica: Gal(`/k) ∼= Z/fZ ∼= Cf . Por tanto L/K es una extensio´n de Galois y
dL/K(Pi|p) = d, 1 ≤ i ≤ h.
Por los Teoremas 8.4.5 y 9.1.3 se sigue que
[L : K] = [` : k] = f = dh.
Ahora bien, si r = dK(p) = [k(p) : k], entonces k(p) ∼= Fqr y si s = dL(Pi) =
[`(pi) : `], entonces `(Pi) ∼= Fqfs .
Se tiene que k(p)` ∼= FqrFqf = Fq[r,f] = Fqfs ∼= `(Pi). Por tanto fs =
[r, f ] = rf(r,f) y s =
r
(r,f) . Esto es,
dL(Pi) = s =
dK(p)
(dK(p), f)
.
Por otro lado tenemos dL/K(Pi|p)dK(p) = dL(Pi)[` : k], es decir, dr = sf ,
lo cual equivale a d = sfr =
r
(r,f)
f
r =
f
(r,f) y h =
f
d = (r, f). En resumen,
tenemos:
Teorema 9.1.7. Si p es un lugar de K, P1, . . . ,Ph son los lugares de L = K`
sobre p y [` : k] = f , entonces
(1) dL/K(Pi|p) = f(dK(p),f) ,
(2) h = (dK(p), f),
(3) dL(Pi) =
dK(p)
(dK(p),f)
. uunionsq
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9.2. Campos cicloto´micos
Un campo cicloto´mico nume´rico es de la forma Q(ζn), ζn = exp
(
2pii
n
)
y
ζnn = 1. Ahora bien, el Teorema de Kronecker–Weber dice que toda extensio´n
abeliana de Q esta´ contenida en una extensio´n cicloto´mica. Equivalentemente,
se tiene que si Qab es la ma´xima extensio´n abeliana de Q, entonces Qab =⋃∞
n=1Q(ζn). Notemos que ζn es un elemento de torsio´n de Z actuando en
Q∗ = Q \ {0}, por exponenciacio´n donde Q es una cerradura algebraica de Q.
Esto es, si α ∈ Q∗ y n ∈ Z, la accio´n esta´ definida por: n ◦ α := αn. Entonces
Qab = Q(torQ∗), donde
torQ∗ = torsio´n de Q∗ = {α ∈ Q∗ | existe n ∈ N con αn = 1}.
Pretendemos hacer un ana´logo a todo lo anterior para campos de funciones
congruentes.
Sea k = Fq y K un campo de funciones racionales sobre k: K = Fq(T ).
Sea RT := Fq[T ] el anillo de polinomios sobre Fq. Se tiene que K es el campo
de cocientes de RT .
Sea K una cerradura algebraica de K y A el anillo de endomorfismos de
K sobre Fq:
A = EndFq (K) = {ϕ : K → K | ϕ(a+ b) = ϕ(a) + ϕ(b),
ϕ(αa) = αϕ(a) ∀ α ∈ Fq, ∀ a, b ∈ K}.
Entonces A es un anillo y un Fq–mo´dulo, es decir, en este caso, Fq–espacio
vectorial, donde la multiplicacio´n de A es la composicio´n. El anillo A tiene
dos elementos sobresalientes:
Definicio´n 9.2.1.
(i) Sea ϕ el automorfismo de Frobenius deK sobre Fq, es decir, ϕ : K →
K, u 7→ uq.
(ii) Sea µT la multiplicacio´n por T : µT : K → K, u 7→ Tu.
Sea ξ : RT → A la substitucio´n de T por ϕ+µT , es decir, si f(T ) ∈ RT es
un polinomio, ξ(f(T )) = f(ϕ+ µT ) ∈ A es el endomorfismo dado por: si
f(T ) = adT
d + · · ·+ a1T + a0,
entonces
f(ϕ+ µT )(u) = ad(ϕ+ µt)
d(u) + · · ·+ a1(ϕ+ µT )(u) + a0u
para u ∈ K. Es decir ξ : RT → A esta´ dado por ξ(T ) = ϕ+ µT .
Entonces ξ es un homomorfismo de anillos y bajo ξ, K es un RT –mo´dulo,
lo cual es el ana´logo a que Q∗ es un Z–mo´dulo.
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Notemos que para u ∈ K,
(ϕ ◦ µt)(u) = ϕ(Tu) = T quq,
(µqT ◦ ϕ)(u) = µqT (uq) = T quq
es decir, ϕ ◦ µT = µqT ◦ ϕ y en particular ϕ ◦ µT 6= µT ◦ ϕ.
Con el fin de hacer la analog´ıa con Q∗ y Z hacemos la siguiente notacio´n:
Notacio´n 9.2.2. Si u ∈ K y M ∈ RT denotamos uM = M(ϕ+ µT )(u). Esto
es, uM = M ◦ u = ξ(M)(u) = M(ϕ+ µT )(u).
Se tiene que para u ∈ K, M,N ∈ RT , entonces
uM+N = uM + uN y (uM )N = uMN = uNM = (uN )M .
Teorema 9.2.3. Sea M = adT
d + · · · + a1T + a0 con ad 6= 0. Entonces
uM =
d∑
i=0
[
M
i
]
uq
i
donde
[
M
i
]
es un polinomio de RT de grado (d − i)qi y[
M
0
]
= M ,
[
M
d
]
= ad.
Demostracio´n. Se tiene uT = (ϕ + µT )(u) = u
q + Tu. Vamos a probar por
induccio´n en el grado de M que uM =
d∑
i=0
[
M
i
]
uq
i
para algunos
[
M
i
]
∈ RT , es
decir, gru u
M = qgrT M . Esto se cumple para d = 0 y d = 1 donde d = grT M .
Se tiene
uT
i+1
= (uT
i
)T = T (uT
i
) = T
( i∑
j=0
[
T i
j
]
uq
j
)
= (ϕ+ µT )
( i∑
j=0
[
T i
j
]
uq
j
)
=
i∑
j=0
[
T i
j
]q
uq
j+1
+
i∑
j=0
T
[
T i
j
]
uq
j
(9.2.1)
de donde se sigue lo afirmado. Ma´s au´n, de la expresio´n anterior se obtiene
uT
i+1
=
i+1∑
j=0
[
T i+1
j
]
uq
j
=
i+1∑
j=1
[
T i
j − 1
]q
uq
j
+
i∑
j=0
T
[
T i
j
]
uq
j
por lo que [
T i+1
j
]
=
[
T i
j − 1
]q
+ T
[
T i
j
]
, 0 ≤ j ≤ i+ 1 (9.2.2)
donde definimos
[
T i
`
]
= 0 si ` < 0 o ` > i.
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Por lo lado tenemos que si M,N ∈ RT , grT M, grT N ≤ d, α, β ∈ Fq,
entonces
uαM+βN =
d∑
i=0
[
αM + βN
i
]
uq
i
= αuM + βuN
= α
d∑
i=0
[
M
i
]
uq
i
+ β
d∑
i=0
[
N
i
]
uq
i
de donde [
αM + βN
i
]
= α
[
M
i
]
+ β
[
N
i
]
. (9.2.3)
En particular, si M = adT
d + · · ·+ a0, entonces[
M
i
]
=
d∑
j=0
aj
[
T j
i
]
.
Ahora
[
T 0
i
]
=
[
1
i
]
=
{
1 si i = 0
0 si i > 0
de donde grT
[
T 0
1
]
= 0 y
[
T j+1
i
]
=[
T j
i− 1
]q
+ T
[
T j
i
]
.
Por induccio´n en j, suponemos grT
[
T j
i
]
= (j − i)qi, 0 ≤ i ≤ j, entonces
grT
[
T j
i− 1
]q
= (j − (i− 1))qi−1q = (j − i+ 1)qi,
grT
[
T j
i
]
= (j − i)qi
y por tanto, de (9.2.2) se tiene grT
[
T i+1
i
]
(j− i+1)qi = (j+1− i)qi de donde
obtenemos el resultado para M = T j . El caso general se sigue de (9.2.3).
Similarmente, por induccio´n en i suponemos
[
T i
0
]
= T i, entonces de (9.2.2)
se tiene
[
T i+1
0
]
=
[
T i
−1
]q
+ T
[
T i
0
]
= T i+1.
Ahora[
M
0
]
=
d∑
i=0
ai
[
T i
0
]
=
d∑
i=0
aiT
i = M y
[
M
d
]
=
d∑
i=0
ai
[
T i
d
]
= ad
[
T d
d
]
= ad.
uunionsq
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Resulta ser que la accio´n de RT sobre K: M ◦ u := uM es la ana´loga a la
accio´n de Z sobre Q∗: n◦ξ := ξn. El campo cicloto´mico nume´rico corresponde
a
{ξ ∈ Q∗ | ξn = 1} = {ζan}n−1a=0 ,
donde ζn = exp(2pii/n).
Por analog´ıa, el campo de funciones cicloto´mico debe corresponde a {u ∈
K | uM = 0}.
Definicio´n 9.2.4. Sea ΛM los elementos de K que corresponden a la M–
torsio´n de la accio´n de RT , es decir,
ΛM = {u ∈ K | uM = 0}.
ΛM recibe el nombre del mo´dulo de Carlitz–Hayes de M .
Proposicio´n 9.2.5. Se tiene que ΛM es un RT –submo´dulo de K.
Demostracio´n. Si u ∈ ΛM y N ∈ RT , entonces (uN )M = uNM = uMN =
(uM )N = 0N = 0, por lo que uN ∈ ΛM . uunionsq
Observacio´n 9.2.6. Si α ∈ F∗q , ΛαM = ΛM pues uαM = (uα)M = (αu)M =
αuM = 0 ⇐⇒ uM = 0.
Debido a esto, siempre podemos considerar, sin pe´rdida de generalidad,
polinomios mo´nicos.
Los siguientes resultados nos muestran que ΛM es el equivalente a Wn =
{ξ ∈ C | ξn = 1} ∼= Cn ∼= Z/nZ el grupo c´ıclico de n elementos. En nuestro
caso, para ser ana´logo, necesitamos que ΛM sea unRT –mo´dulo c´ıclico isomorfo
a RT /M , es decir, nuevamente RT es substituto de Z y M de n.
Proposicio´n 9.2.7. Se tiene que uM es un polinomio separable en u de grado
qd, donde M ∈ RT es de grado d, de donde ΛM es un conjunto finito de qd
elementos. Ma´s au´n, ΛM es un Fq–espacio vectorial de dimensio´n d.
Demostracio´n. Sea M = adT
d + · · ·+ a1T + a0. Entonces
uM =
d∑
i=0
[
M
i
]
uq
i
, (uM )′ =
d
du
(uM ) =
[
M
0
]
= M 6= 0.
As´ı, (uM )′ no tiene ra´ıces y uM es separable en u. Adema´s gru u
M = qd, por
lo que |ΛM | = qd. Claramente ΛM es un Fq–espacio vectorial y por tanto de
dimensio´n d. uunionsq
Para continuar analizando la analog´ıa entre Wn y ΛM , notemos que si
n = pα11 · · · pαrr es la descomposicio´n en primos, Wn ∼=
∏r
i=1Wpαii
. El ana´logo
para ΛM es:
9.2 Campos cicloto´micos 163
Proposicio´n 9.2.8. Si M =
∏r
i=1 P
αi
i es la descomposicio´n de M como pro-
ducto de irreducibles, entonces
ΛM ∼=
r∏
i=1
Λpαi1
como RT –mo´dulos.
Demostracio´n. No es ma´s que un resultado general de mo´dulos sobre dominios
de ideales principales. uunionsq
Para probar que ΛM es RT –c´ıclico, el paso esencial es cuando M = P
n, P
irreducible.
Proposicio´n 9.2.9. Si M = Pn, entonces ΛPn ∼= RT /Pn como RT –mo´dulos
y por lo tanto ΛPn es RT –c´ıclico.
Demostracio´n. Lo hacemos por induccio´n en n. Para n = 1, sea ξ ∈ ΛP \ {0}
y sea θ : RT : RT → ΛP dada por N 7→ ξN . Entonces P ∈ nu´c θ y el ideal 〈P 〉
es maximal. Puesto que θ(1) = ξ 6= 0, se sigue que nu´c θ = 〈P 〉 y RT /〈P 〉 es
submo´dulo de ΛP . Puesto que |RT /〈P 〉| = |ΛP | = qd donde d = grP , se sigue
que RT /〈P 〉 ∼= ΛP y cualquier ξ ∈ ΛP \ {0} es generador.
Supongamos que ΛPn es c´ıclico con generador λ. Sea µ : ΛPn+1 → ΛPn
dada por ξ 7→ ξP . Se tiene que nu´cµ = ΛP y |ΛPn+1/ΛP | = |ΛPn | = qnd por
lo que ΛPn+1/ΛP ∼= ΛPn , es decir
0→ ΛP → ΛPn+1 µ→ ΛPn → 0
es una sucesio´n RT –exacta.
Sea ξ ∈ ΛPn+1 tal que µ(ξ) = ξP = λ genera ΛPn como RT –mo´dulos. Sea
A el RT –mo´dulo generado por ξ, A = RT ◦ ξ = ξRT . Se tiene que A ⊆ ΛPn+1
y A ∼= RT / an(ξ) donde an(ξ) := {N ∈ RT | ξN = 0}.
Ahora bien Pn−1 /∈ an(ξ) pues λpn−1 = µ(ξPn−1) 6= 0. Sea α ∈ ΛPn+1
cualquiera. Entonces µ(α) = αP ∈ ΛPn = RT ◦ λ. Por tanto existe B ∈ RT
tal que αP = λB = µ(ξB) = ξPB . Entonces (α− ξB)P = 0, es decir, α− ξB ∈
ΛP = nu´cµ.
Se tiene que ξP genera ΛPn por lo que (ξ
P )P
n−1
= ξP
n 6= 0 y ξPn ∈ ΛP .
Por el caso n = 1, ξP
n
genera ΛP . En particular, existe C ∈ RT tal que
ξP
nC = α − ξB o ξB+PnC = α, es decir, ξ genera ΛPn+1 como RT –mo´dulo.
Finalmente, 〈Pn+1〉 ⊆ an(ξ) $ 〈Pn〉.
Sea an(ξ) = 〈Q〉. Entonces Pn|Q, Q 6= Pn, por lo que Q = PnQ1|Pn+1,
es decir, Q1|P y Q1 no es unidad. Se sigue que Q1 = P , Q = Pn+1, an(ξ) =
〈Pn+1〉 y ΛPn+1 = RT ◦ ξ ∼= RT / an(ξ) = RT /〈Pn+1〉. uunionsq
Teorema 9.2.10. Para todo M ∈ RT , M 6= 0, ΛM es un RT –mo´dulo c´ıclico
y ΛM ∼= RT /〈M〉 como RT –mo´dulos.
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Demostracio´n. Es inmediato de las Proposiciones 9.2.8 y 9.2.9. uunionsq
Como en grupos, se tiene que:
Proposicio´n 9.2.11. Sean λ un generador de ΛM y A ∈ RT . Entonces λA
es generador de ΛM si y so´lo si A y M son primos relativos.
Demostracio´n. Se tiene que λA genera a ΛM si y so´lo si λ ∈ RT ◦λA = {λAB |
B ∈ RR}, es decir, si y so´lo si existe C ∈ RT tal que λ = λAC lo cual equivale
a que λ1−AC = 0. Puesto que an(λ) = 〈M〉, λ1−AC = 0 si y so´lo si M |1−AC.
uunionsq
Definicio´n 9.2.12. Sea M ∈ RT \ {0} y sea ΛM el mo´dulo de Carlitz–Hayes
de M . Se define el campo de funciones cicloto´mico determinado por M al
campo K(ΛM ).
Teorema 9.2.13. Se tiene que si λM es un generador de ΛM como RT –
mo´dulo, entonces K(ΛM ) = K(λM ) y K(ΛM )/K es una extensio´n de Galois.
Demostracio´n. Se tiene λRTM = ΛM = {λAM | A ∈ RT } por lo que K(ΛM ) =
K(λM ) pues cada elemento ξ ∈ ΛM es de la forma
ξ = λAM = A(µT + ϕ)(λM ) ∈ K
(
λqM , {T sλM}
)
= K(λM ).
En particular, puesto que ΛM es el conjunto de ra´ıces del polinomio u
M ∈
RT [u] ⊆ K[u] y uM es separable (Proposicio´n 9.2.7), K(ΛM )/K es normal y
separable, es decir, Galois. uunionsq
Definicio´n 9.2.14. Para M ∈ RT \ {0}, GM denota al grupo de Galois de
K(ΛM )/K: GM := Gal(K(ΛM )/K).
En el caso nume´rico, tenemos que Gal(Q(ζn)/Q) ∼= (Z/nZ)∗. Por tanto,
en el caso de campos de funciones podr´ıamos esperar que GM ∼= (RT /〈M〉)∗
el grupo de unidades del anillo RT /〈M〉. Ahora bien, notemos que
(RT /〈M〉)∗ = {A mo´d M | (A,M) = 1}
y que el nu´mero de generadores de ΛM es precisamente
∣∣(RT /〈M〉)∗∣∣ (Propo-
sicio´n 9.2.11). Ahora
∣∣(Z/nZ)∗∣∣ esta´ dada por la funcio´n fi de Euler. Aqu´ı te-
nemos el ana´logo.
Definicio´n 9.2.15. Se define la funcio´n “Fi” de Euler por:
Φ(M) :=
∣∣(RT /〈M〉)∗∣∣
para M ∈ RT \ {0}.
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Puesto que 〈M〉 = 〈αM〉 para α ∈ F∗q , Φ(αM) = Φ(M) para α ∈ F∗q .
Para el Teorema Chino del Residuo, tenemos que si M y N son pri-
mos relativos, entonces RT /〈MN〉 ∼= RT /〈M〉 × RT /〈N〉 y
(
RT /〈MN〉
)∗ ∼=(
RT /〈M〉
)∗ × (RT /〈N〉)∗. En particular se tiene Φ(MN) = Φ(M)Φ(N) para
M y N primos relativos.
Por otro lado, si P es irreducible, entonces RT /〈P 〉 es el campo de qd
elementos donde d = grP . Por tanto
∣∣(RT /〈P 〉)∗∣∣ = qd − 1 = Φ(P ). Para
n ≥ 2, se tiene que si (RT /〈Pn〉)∗ θ−→ (RT /〈Pn−1〉)∗ es el mapeo natural,
θ(A mo´d Pn) = A mo´d Pn−1, entonces nu´c θ = {1 + Pn−1B mo´d Pn | B ∈
RT } ∼= RT /〈P 〉. En particular
0−→RT /〈P 〉 µ−→
(
RT /〈Pn〉
)∗ θ−→ (RT /〈Pn−1〉)∗−→ 1
es exacta, donde µ(B mo´d P ) = 1 + Pn−1B mo´d Pn.
De inmediato obtenemos dos resultados:
(i) Φ(Pn) = Φ(Pn−1)
∣∣RT /〈P 〉∣∣ = Φ(Pn−1)qd,
(ii) RT /〈P 〉 ∼= DPn,Pn−1 = {A ∈
(
RT /〈Pn〉
)∗ | A ≡ 1 mo´d Pn−1} =
nu´c θ.
Si por induccio´n suponemos Φ(Pn) = qnd − q(n−1)d, entonces Φ(Pn+1) =
Φ(Pn)qd = (qnd − q(n−1)d)qd = q(n+1)d − qnd.
De manera ana´loga, si
pi :
(
RT /〈Pn〉
)∗−→ (RT /〈P 〉)∗
esta´ dada por pi(A mo´d Pn) = A mo´d P , se tiene
nu´cpi = DPn,P = {A ∈
(
RT /〈Pn〉
)∗ | A ≡ 1 mo´d P} ∼= RT /〈Pn−1〉
y en general se tiene, para 1 ≤ m < n, que la sucesio´n
1−→DPn,Pm −→
(
RT /〈Pn〉
)∗ ϕ−→ (RT /〈Pm〉)∗−→ 1
es exacta donde ϕ(A mo´d Pn) = A mo´d Pm, y
DPn,Pm = {A mo´d Pn ∈
(
RT /〈Pn〉
)∗ | A ≡ 1 mo´d Pm} ∼= RT /〈Pn−m〉.
El isomorfismo DPn,Pm ∼= RT /〈Pn−m〉 esta´ dado por B mo´d Pn−m 7−→
1 + PmB mo´d Pn. Resumiendo, tenemos:
Proposicio´n 9.2.16. La funcio´n Φ de Euler satisface:
(1) Φ(MN) = Φ(M)Φ(N) para M,N primos relativos.
(2) Φ(Pn) =
∣∣RT /〈Pn−1〉∣∣Φ(P ) = qnd−q(n−1)d donde P es irreducible,
n ≥ 1 y d = grP .
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(3) Para 1 ≤ m < n y P irreducible, la sucesio´n
0−→RT /〈Pn−m〉−→
(
RT /〈Pn〉
)∗ ϕ−→ (RT /〈Pm〉)∗−→ 1
es exacta y RT /〈Pn−m〉 ∼= DPn,Pm .
(4) Φ(M) es el nu´mero de generadores de ΛM . uunionsq
Proposicio´n 9.2.17. Sea M ∈ RT \ {0}. Entonces GM ⊆
(
RT /〈M〉
)∗
.
Demostracio´n. Se tiene que si λ = λM es un generador de ΛM , entonces
K(ΛM ) = K(λM ). Por tanto σ ∈ GM esta´ determinado por su accio´n en λ y
puesto que σλ es un conjugado de λ, σλ ∈ ΛM . Si σλ = β, entonces λ = σ−1β
por lo que necesariamente σλ es generados ΛM . Se sigue que σλ = λ
A para
mcd(A,M) = 1. Denotemos σ por σA, es decir, σAλ = λ
A, mcd(A,M) = 1.
Sea ϕ : GM →
(
RT /〈M〉
)∗
, σA 7→ A mo´d M . Claramente ϕ es un mono-
morfismo de grupos. uunionsq
Observacio´n 9.2.18. Para σ ∈ GM , con σ ϕ7−→ A, se tiene que para ξ ∈ ΛM ,
la accio´n de σ es σ(ξ) = ξA pero para ξ /∈ ΛM no necesariamente σ(ξ) = ξA.
Por ejemplo, si α ∈ F∗q , entonces αA 6= α y σ(α) = α.
Corolario 9.2.19. Para M ∈ RT \ {0}, [K(ΛM ) : K] ≤ Φ(M). uunionsq
Definicio´n 9.2.20. Sea S ∈ RT un polinomio mo´nico. Definimos el polinomio
S–cicloto´mico por
ΨS(u) :=
∏
mcd(B,S)=1
grB<grS
(u− λBS )
donde λS es un generador de ΛS . Se tiene ΨS(u) ∈ K(ΛS )[u].
Notemos que ΨS(u) es el ana´logo al polinomio cicloto´mico usual
ψn(x) =
∏
mcd(m,n)=1
0≤m≤n
(x− ζmn ).
Resulto´ ser que ψn(x) ∈ Q[x] es irreducible de grado ϕ(n) =
(
Z/nZ
)∗
.
Veremos que ψS(u) ∈ K[u] es irreducible de grado Φ(S). Ahora bien,
gru ΨS(u) = Φ(S) por la Proposicio´n 9.2.11.
Proposicio´n 9.2.21. Se tiene que ΨS(u) ∈ K[u].
Demostracio´n. Sea σA ∈ GS . Entonces σA(λS ) = λAS y si mcd(B,S) = 1,
σA(λ
B
S ) = λ
BA
S con mcd(AB,S) = 1. Por lo tanto
σA(ΨS(u)) =
∏
mcd(B,S)=1
grB<grS
(u− λABS ).
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Tomando AB mo´d S y puesto que multiplicacio´n por A es un automor-
fismo de
(
RT /〈S〉
)∗
, se sigue que σA(ΨS(u)) = ΨS(u), σA ∈ GM de donde
ΨS(u) ∈ K[u]. uunionsq
Como en el caso nume´rico tenemos:
Proposicio´n 9.2.22.
(1) Si M,N ∈ RT son polinomios mo´nicos con M 6= N , entonces
mcd
(
ΨM (u), ΨN (u)
)
= 1.
(2) uM =
∏
N |M
N mo´nico
ΨN (u), M,N ∈ RT mo´nicos.
(3) ΨM (u) =
∏
N |M
N mo´nico
(
uN
)µ(M/N)
donde
µ(D) =

1 si D = 1,
(−1)s si D = P1 · · ·Ps con P1, . . . , Ps mo´nicos e
irreducibles distintos
0 en otro caso
y M mo´nico.
Demostracio´n.
(1) Sea D := mcd
(
ΨM (u), ΨN (u)
)
. Si D 6= 1, sea λ ∈ K ra´ız de D.
Por tanto λ es ra´ız de ΨM (u) y ΨN (u), es decir, λ = λ
A
M = λ
B
N para
mcd(A,M) = 1, mcd(B,N) = 1 con grA < grM y grB < grM .
Por tanto se tiene λ = λANMN = λ
BM
NM lo cual implica que AN = BM .
Puesto que B y N son primos relativos lo mismo que A y M , se sigue
que B|A y A|B con lo que se concluye que A = B y por tanto M = N
lo cual es contrario a lo supuesto.
Por tanto D = mcd
(
ΨM (u), ΨN (u)
)
= 1.
(2) Claramente, si N |M , entonces ΨN (u)|uM y como para N1 6= N2,
mcd
(
ΨN1(u), ΨN2(u)
)
= 1, se sigue que
∏
N |M
N mo´nico
ΨN (u) divide a u
M .
Ahora gr
( ∏
N |M
N mo´nico
ΨN (u)
)
=
∑
N |M
N mo´nico
Φ(N).
Si M = Pn con P irreducible y grP = d, se tiene
∑
N |M
Φ(N) =
n∑
i=0
Φ(P i) =
n∑
i=1
(
qid − q(i−1)d)+ 1
= qnd − 1 + 1 = qnd = qgrPn .
En general si M = Pα11 · · ·Pαrr
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∑
N |M
N mo´nico
Φ(N) =
∑
βi=0
i=1,...,r
Φ(P β11 ) · · ·Φ(P βrr ) =
r∏
i=1
αi∑
βi=0
Φ(P βii )
=
r∏
i=1
qgrP
βi
i = qgrM .
Por lo tanto gr
( ∏
N |M
N mo´nico
ΨN (u)
)
= qgrM = gruM , lo cual implica
uM =
∏
N |M
ΨN (u).
(3) La demostracio´n es totalmente ana´loga a la del Corolario 3.2.15
(2). uunionsq
Ahora veamos que la ramificacio´n en campos de funciones es totalmente
paralela a la de los campos cicloto´micos nume´ricos.
Definicio´n 9.2.23. Al polo p∞ de T en K lo llamamos primo infinito.
Proposicio´n 9.2.24. Sean P ∈ RT mo´nico e irreducible de grado d y M =
Pn, n ∈ N. Entonces
(i) Si q es cualquier otro divisor primo distinto a p∞ y p, donde p es
el primo asociado a P , entonces q no es ramificado.
(ii) El ı´ndice de ramificacio´n de p en K(ΛM )/K es
e(p) = Φ(M) = qdn − qd(n−1) = [K(ΛM ) : K].
Demostracio´n.
Sea OM la cerradura entera de RT en K(ΛM ). Puesto que RT es un domi-
OM K(ΛM )
RT K
nio Dedekind, OM tambie´n lo es (ver Teorema 15.2.21).
Se tiene que los primos K ramificados en K(ΛM )/K,
diferente a p∞, son aquellos que aparecen en el dis-
criminante dOM/RT . Sea λ generador de ΛM . Enton-
ces RT [λ] ⊆ OM . Sean g(u) := Irr(λ, u,K) ∈ K[u] y
f(u) := uM . Puesto que f(λ) = 0, existe h(u) ∈ K[u] tal que f(u) = h(u)g(u).
Por tanto
M = f ′(u) = h′(u)g(u) + h(u)g′(u)
de donde
M = f ′(λ) = h′(λ)g(λ) + h(λ)g′(λ) = h(λ)g′(λ).
En especial
(
g′(λ)
)
OM |(M)OM = PnOM . Se tiene (Teorema 8.5.6)
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DOM/RT = 〈F ′(α) | α ∈ OM ,K(ΛM ) = K(α), F (u) = Irr(α, u,K)〉.
En particular
DOM/RT |
(
g′(λ))K(ΛM ) = P
n = (p1 · · · ph)en donde POM = 〈p1 · · · ph〉e.
(9.2.4)
Por tanto los u´nicos posibles primos ramificados en K(ΛM )/K son p y
p∞. Ahora
uP
n
= (uP
n−1
)P =
d∑
i=0
[
P
i
]
(uP
n−1
)q
i
= uP
n−1( d∑
i=0
[
P
i
]
(uP
n−1
)q
i−1
)
= uP
n−1
t(u)
con t(u) = u
Pn
uPn−1
=
d∑
i=0
[
P
i
]
(uP
n−1
)q
i−1.
Se tiene t(α) = 0 ⇐⇒ α ∈ ΛPn \ ΛPn−1 ⇐⇒ α es generador de ΛPn .
Por tanto t(u) = ΨPn(u) y
t(u) =
∏
mcd(A,M)=1
(u− λA) =
[
P
0
]
+
d∑
i=1
[
P
i
]
(uP
n−1
)q
i−1
= P +
d∑
i=1
[
P
i
]
(uP
n−1
)q
i−1.
Con u = 0, se tiene
t(0) = ±
∏
mcd(A,M)=1
λA = P. (9.2.5)
Ahora bien uA = umA(u) con mA(u) ∈ RT (u). En particular λA = λF (λ)
y λ|λA. Para (A,M) = 1, λA es generador y por simetr´ıa se sigue que λA|λ,
es decir λ = βAλ
A con βA ∈ O∗M . Se sigue de (9.2.5) que ±P = β0λΦ(M)
para β0 ∈ O∗M . De (9.2.4) obtenemos 〈P 〉OM = 〈P1 · · ·Ph〉e = (λ)Φ(M) y
en particular vPi(λ) ≥ 1. Entonces e = vPi((P1 · · ·Ph)e) = vPi(λΦ(M)) ≥
Φ(M), esto es,
e ≥ Φ(M) = ∣∣(RT /〈M〉)∗∣∣ ≥ [K(ΛM ) : K] ≥ e
de donde e = Φ(M) = Φ(Pn) = [K(ΛPn) : K] = q
dn − qd(n−1). uunionsq
Corolario 9.2.25. Con las notaciones anteriores, se tiene que vP(λ) = 1
donde P es el u´nico lugar de K(ΛPn) sobre p. uunionsq
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Observacio´n 9.2.26. De paso hemos obtenido que el polinomio cicloto´mico
ΨPn(u) satisface
ΨPn(u) =
uP
n
uPn−1
=
∏
N |Pn
ΨN (u)∏
N |Pn−1
ΨN (u)
=
∏
mcd(A,M)=1
(u− λA).
El caso general es consecuencia de la Proposicio´n 9.2.24.
Teorema 9.2.27. Si M ∈ RT \ {0} un polinomio mo´nico. Entonces
(1) t(u) = Irr(λ, u,K) = ΨM (u) donde λ es generador de ΛM . En
particular ΨM (u) es irreducible.
(2) GM = Gal(K(ΛM )/K) ∼=
(
RT /〈M〉
)∗
.
(3) [K(ΛM ) : K] = Φ(M).
(4) M = Pn donde P es irreducible, entonces p es totalmente ramifi-
cado en K(ΛPn)/K donde 〈P 〉K = ppgrP∞ .
Demostracio´n. Si M = Pn, por la Proposicio´n 9.2.24, se tiene
[K(ΛPn) : K] = Φ(P
n) =
∣∣(RT /〈Pn〉)∗∣∣ = ∣∣GPn ∣∣.
Por otro lado, por la Proposicio´n 9.2.17, se tiene GPn ⊆
(
RT /〈Pn〉
)∗
. Por
tanto GPn ∼=
(
RT /〈Pn〉
)∗
y P es totalmente ramificado pues e = Φ(Pn) =
[K(ΛPn) : K]. Esto es (4).
En general, si M = Pα11 · · ·Pαrr con P1, . . . , Pr polinomios irreducibles
distintos, ΛM ∼=
r⊕
i=1
ΛPαii
. Si probamos que [K(ΛM ) : K] = Φ(M) entonces,
puesto que GM ⊆
(
RT /〈M〉
)∗
, se seguira´ la igualdad y tambie´n (2) y (3).
Finalmente (1) se seguira´ del hecho de que t(λ) = 0, gru t(u) = Φ(ΨM (u)) =
gr Irr(λ, u,K) y de que Irr(λ, u,K)|t(u).
En resumen, solo falta probar que Φ(M) = [K(ΛM ) : K]. Ahora bien,
puesto que pi es totalmente ramificado en K(ΛPαii
)/K y no ramificado en∏
j 6=i
K(Λ
P
αj
j
)/K, se sigue que
[K(ΛM ) : K] =
r∏
i=1
[K(ΛPαii
) : K] =
r∏
i=1
Φ(Pαi1 ) = Φ(M). uunionsq
Corolario 9.2.28. El campo de constantes de K(ΛM ) es Fq y K(ΛM )/K es
una extensio´n geome´trica.
Demostracio´n. Sea Ei := K(ΛM/Pαii
), 1 ≤ i ≤ r donde M = Pα11 · · ·Pαrr . Se
tiene que Gal(K(ΛM )/Ei) ∼= Gal(K(ΛPαii )/K). Sea L la ma´xima extensio´n no
ramificada de K contenida en K(ΛM ). Ahora bien, K(ΛM )/Ei es totalmente
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ramificada en los primos que esta´n sobre pi y EiL/Ei es no ramificada, por
lo que EiL = Ei. Entonces L ⊆ Ei para 1 ≤ i ≤ r.
Se sigue que K ⊆ L ⊆ ∩ri=1Ei = K. En particular L = K y cada extensio´n
K $ F ⊆ K(ΛM ) es ramificada. Sea Fqs el campo de constantes de K(ΛM ).
Entonces
K = Fq(T ) ⊆ Fqs(T ) ⊆ K(ΛM ).
Se tiene que Fqs(T )/Fq(T ) es no ramificada (Teorema 9.1.3). Por tanto
Fqs(T ) = Fq(T ) y Fqs = Fq, es decir, s = 1. uunionsq
9.2.1. Ramificacio´n de p∞ en K(ΛM )/K
Ahora estudiamos la descomposicio´n del primo infinito p∞ en una exten-
sio´n cicloto´mica K(ΛM )/k.
Usaremos el pol´ıgono de Newton para M (ver [134, Subsection 12.4.1]).
Sea P un primo de K(ΛM ) sobre p∞. Sea e = eK(ΛM )/K(P|p∞). Se tiene
uM =
d∑
i=0
[
M
i
]
uq
i
con d = grM y
[
M
i
]
∈ RT de grado qi(d − i),
[
M
0
]
=
M,
[
M
d
]
= ad donde ad es el coeficiente l´ıder de M . Supondremos ad = 1.
Analicemos las ra´ıces de uM en K¯∞, donde K∞ es la completacio´n de K en
p∞ y K¯∞ es una cerradura algebraica de K∞.
Primero probaremos el siguiente resultado.
Teorema 9.2.29. Sea uM ∈ K[u] ⊆ K∞[u]. Para cada 1 ≤ i ≤ d, existen
exactamente qi−qi−1 ra´ıces λ˜ de uM/u en K¯∞ tales que vP(λ˜) = e
(
d−i− 1q−1
)
(aqu´ı no estamos usando las valuaciones normalizadas sino que nos basamos
en las valuaciones en K(ΛM ). Eventualmente veremos que e = q − 1).
Demostracio´n. Se tiene vp∞
([M
i
])
= −qi(d− i) y vP
([M
i
])
= −eqi(d− i).
Consideremos el pol´ıgono de Newton de u
M
u =
d∑
i=0
[
M
i
]
uq
i−1. Escribimos
uM
u =
qd−1∑
j=0
fj(T )u
j donde fj(T ) 6= 0 ⇐⇒ existe i tal que j = qi − 1 y este
caso
fj(T ) = fqi−1(T ) =
[
M
i
]
, vp∞(fqi−1(T )) = − grT fqi−1(T ) = −qi(d− i),
y vP(fqi−1(T )) = e(−qi(d− i)) = −eqi(d− i).
Los ve´rtices a considerar para el pol´ıgono de Newton son
{βi}di=0 = {(qi − 1,−eqi(d− i))
=
vP(fqi−1(T ))
}0≤i≤d.
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La pendiente entre βi y βi+1, 0 ≤ i ≤ d− 1, es:
ξi =
vP(fqi+1−1(T ))− vP(fqi−1(T ))
(qi+1 − 1)− (qi − 1) =
vP
([ M
i+ 1
])
− vP
([M
i
])
qi(q − 1)
=
−eqi+1(d− (i+ 1))− (−eqi(d− i))
qi(q − 1) =
(qi − qi+1)e(d− i) + eqi+1
qi(q − 1)
= −e(d− i) + eq
q − 1 = ei− ed+
eq
q − 1 < e(i+ 1)− ed+
eq
q − 1 = ξi+1,
esto es, ξi < ξi+1, i = 0, 1, . . . , d− 1.
Por tanto β0, β1, . . . , βd son los ve´rtices del pol´ıgono de Newton pues ξ0 <
ξ1 < · · · < ξd−1. Se sigue, para 0 ≤ i ≤ d − 1, que hay (qi+1 − 1) − (qi − 1)
ra´ıces de valuacio´n −ξi = e
(
d − i − qq−1
)
. Equivalentemente, hay qi+1 − qi
ra´ıces en K¯∞ de valuacio´n (no normalizada) −ξi = e
(
d− (i+ 1)− 1q−1
)
.
En resumen hay qi − qi−1 ra´ıces λ˜ con valuacio´n vP(λ˜) = e
(
d− i− 1q−1
)
,
1 ≤ i ≤ d. uunionsq
El Teorema 9.2.29 nos da en el caso i = 1 que hay q−1 ra´ıces de valuacio´n
vp(λ˜) = e
(
d− 1− 1q−1
)
. La importancia de estas ra´ıces nos lo da el siguiente
resultado.
Proposicio´n 9.2.30. Sea λ˜ cualquiera de las q − 1 ra´ıces con valuacio´n
vP(λ˜) = e
(
d− 1− 1q−1
)
. Entonces λ = λ˜ es generador de ΛM .
Demostracio´n. Sea N ∈ RT tal que grN = s < d = grM . Entonces tenemos
que
λN =
s∑
i=0
[
N
i
]
λq
i
, grT
[
N
i
]
= qi(s− i),
vP
([N
i
]
λq
i
)
= e
(− qi(s− i) + qi(d− 1− 1
q − 1
))
= eqi
(− s+ i+ d− 1− 1
q − 1
)
= eqi
(
(d− s) + (i− 1)− 1
q − 1
)
,
vP
([N
0
]
λq
0
)
= vP(Nλ) = e
(− s+ (d− 1− 1
q − 1
))
= e
(
d− s− 1− 1
q − 1
)
.
Si i ≥ 1, puesto que d− s ≥ 1, d− s+ i− 1− 1q−1 ≥ 0, se tiene
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eqi
(
(d− s) + (i− 1)− 1
q − 1
)
> eq0
(
d− s+ 0− 1− 1
q − 1
)
= e
(
d− s− 1− 1
q − 1
)
,
por lo tanto
vP
([N
i
]
λq
i
)
> vP
([N
0
]
λq
0
)
para toda i ≥ 1 lo cual implica
vP(λ
N ) = vP
([N
0
]
λq
0
)
= vP(Nλ) = e
(
d− s− 1− 1
q − 1
) 6=∞
de donde se sigue λN 6= 0 para toda N ∈ RT tal que grN < grM . Por lo
tanto λ es generador de ΛM . uunionsq
Proposicio´n 9.2.31. Las q − 1 ra´ıces λ˜ tales que vP(λ˜) = e
(
d − 1 − 1q−1
)
,
satisfacen que λ˜q−1 ∈ K∞, donde K∞ denota la completacio´n de K en p∞.
Demostracio´n. Tenemos
uM
u
=
d∑
i=0
[
M
i
]
uq
i−1 =
d∑
i=0
[
M
i
](
uq−1
) qi−1
q−1 = f(uq−1)
con f(u) =
d∑
i=0
[
M
i
]
u
qi−1
q−1 .
Se tiene que µ es ra´ız de uM/u si y solamente si f(µq−1) = 0, esto es, µq−1
es ra´ız de f . Puesto que si α ∈ F∗q se tiene
(αµ)q−1 = αq−1µq−1 = µq−1,
entonces (αµ)q−1 es ra´ız de f . Por otro lado, si µ es ra´ız de uM/u, αµ tam-
bie´n es ra´ız de uM/u para α ∈ F∗q pues
[
M
i
]
(αµ)q
i
= α
[
M
i
]
µq
i
, de donde
(αµ)M/(αµ) = (αµM )/(αµ) = µM/µ = 0.
Lo anterior prueba que el mapeo ϕ : {ra´ıces de uM/u} −→ {ra´ıces de f},
µ 7−→ µq−1 es suprayectivo y de hecho es (q − 1) a 1. Puesto que uM/u tiene
(q−1) ra´ıces λ˜ tales que vP(λ˜) = e
(
d−1− 1q−1
)
, y vP(αλ˜) = vP(λ˜) para toda
α ∈ F∗q , f tiene una ra´ız µ de valuacio´n vP(µ) = vP(λ˜q−1) = (q − 1)vP(λ˜) =
e((q − 1)(d− 1)− 1). Del pol´ıgono de Newton, se sigue que µ ∈ K∞. uunionsq
En esta situacio´n, tenemos que K(ΛM ) = K(λM ) donde λM es un genera-
dor de ΛM como antes, esto es, λM = λ˜. Sea K(ΛM )
+ := K(λq−1M ). Se tiene
que ΛM \ {0} es el conjunto de las ra´ıces de uM/u y Λq−1M \ {0} son las ra´ıces
de f donde f(uq−1) = uM/u. Como una ra´ız de f esta´ en K∞ la completacio´n
del campo K(Λq−1M ) en p := P ∩K(ΛM )+ es K(ΛM )+p = K∞. Por tanto
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eK(ΛM )+/K(p|p∞) = fK(ΛM )+/K(p|p∞) = 1.
Por otro lado [K(ΛM ) : K(ΛM )
+] ≤ q − 1 y puesto que
vP(λM ) =↑
algu´n i
e
(
q − i− 1
q − 1
)
= e(q − 1)− e
q − 1 ∈ Z
lo cual implica que
q − 1 | e = eK(ΛM )+/K(P|p∞)
por lo tanto
eK(ΛM )/K(ΛM )+(P|p) = q − 1 y [K(ΛM ) : K(ΛM )+] = q − 1.
Para terminar, veamos cual es el grupo de inercia de p∞ en K(ΛM )/K. Sea
α ∈ F∗q y σα ∈ GM = Gal(K(ΛM )/K) entonces se tiene σαλM = λαM = αλM .
Se sigue que σα(λ
q−1
M ) = (σαλM )
q−1 = (αλM )q−1 = αq−1λ
q−1
M = λ
q−1
M .
Por tanto K(ΛM )
+ ⊆ K(ΛM )J donde J := {σα | α ∈ F∗q} ⊆ GM .
Por otro lado, tenemos que [K(ΛM ) : K(ΛM )
J ] = |J | = q − 1 = |F∗q | =
[K(ΛM ) : K(ΛM )
+] lo cual implica que K(ΛM )
J = K(ΛM )
+.
En resumen hemos probado el siguiente teorema.
Teorema 9.2.32. Sea M ∈ RT un polinomio no constante. Sean GM =
Gal(K(ΛM )/K) ∼=
(
RT /(M)
)∗
y J ∼= F∗q ⊆ GM . Sea K(ΛM )+ := K(ΛM )J =
K(λq−1M ) donde λM es un generador dado por la Proposicio´n 9.2.30.
Entonces p∞ se descompone totalmente en K(ΛM )+/K y si P es un pri-
mo en K(ΛM ) sobre p∞, p = P ∩ K(ΛM )+, entonces P/p es totalmente
ramificado. Esto es,
eK(ΛM )+/K(p|p∞) = fK(ΛM )+/K(p|p∞) = 1,
eK(ΛM )/K(ΛM )+(P|p) = q − 1, fK(ΛM )/K(ΛM )+(P|p) = 1.
En particular e∞ = eK(ΛM )/K(P|p∞) = q − 1, f∞ = fK(ΛM )/K(P|p) = 1.
Adema´s J = {σα ∈ GM | α ∈ F∗q} ∼= F∗q es a la vez el grupo de descompo-
sicio´n y el grupo de inercia de P/p∞:
DK(ΛM )/K(P|p∞) = IK(ΛM )/K(P|p∞) ∼= F∗q .
Por u´ltimo, K(ΛM )
+ = K(λq−1M ). uunionsq
Definicio´n 9.2.33. El campo K(ΛM )
+ = K(λq−1M ) se llama el subcampo real
o el ma´ximo subcampo real de K(ΛM ).
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Observacio´n 9.2.34. Lo anterior es ana´logo al caso de campos nume´ricos.
Ah´ı tenemos
Q(ζn)
{1,J} ∞ es ramificado con
ı´ndice de ramificacio´n 2
Q(ζn + ζ−1n ) = Q(ζn)+ = Q(ζn) ∩ R
∞ es totalmente
descompuesto
Q
K(ΛM )
F∗q ∞ es totalmenteramificado
K(ΛM )
+ = K(λq−1M )
∞ es totalmente
descompuesto
K
{1, J} = {1,−1} ←→ F∗q = Fq \ {0}.
F∗q juega el papel de {±1} (debido a esto, en los campos de funciones se
llaman “pares” a los enteros a ∈ N tales que (q − 1) | a).
Observacio´n 9.2.35. Notemos que K(ΛM ) = K si y solamente si q = 2 y
M = T , M = T + 1 o M = T (T + 1). Es decir, F2(T )(ΛT ), F2(T )(ΛT+1)
y F2(T )(ΛT (T+1)) juegan el papel de Q(ζ2) = Q en el caso de los campos
nume´ricos. Debemos tener en cuenta siempre esta excepcio´n para todo el
desarrollo de los campos de funciones cicloto´micos.
En particular, para q = 2, p∞ no es ramificado en ningu´n K(ΛM )/K
y K(ΛMT ) = K(ΛM ) para para todo M ∈ RT con T - M . Similarmente
K(ΛM(T+1)) = K(ΛM ) para todo M ∈ RT tal que (T + 1) -M .
9.3. Ramificacio´n en K(ΛM )/K
Aqu´ı estamos considerando K(ΛM )/K donde M ∈ RT \ {0} es un polino-
mio mo´nico.
Proposicio´n 9.3.1. Se tiene que los primos ramificados en K(ΛM )/K son
p∞ y los divisores de M con la excepcio´n de que si q = 2, entonces p∞ es no
ramificado y teniendo en cuenta la Observacio´n 9.2.35.
Demostracio´n. Se sigue de que K(ΛM ) =
∏
P |M K(Λpα), la Proposicio´n
9.2.24 y el Teorema 9.2.32. uunionsq
Dado un lugar p en K con p 6= p∞ y P ∈ K(ΛM ) sobre p, si D e I
son los grupos de descomposicio´n e inercia, entonces Gal(k(P)/k(p)) ∼= D/I
(ver despue´s de la Definicio´n 8.4.6). Si p es no ramificado, I = {1} y D ∼=
Gal(k(P)/k(p)). Puesto que k(P) y k(p) son campos finitos, Gal(k(P)/k(p))
es un grupo c´ıclico generado por el automorfismo de Frobenius:
σp : k(P)−→ k(P), σp(x) = x|k(p)| = xN(p)
donde denotamos N(p) = |k(p)| = ∣∣Op/p∣∣. As´ı tenemos:
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Proposicio´n 9.3.2. El automorfismo de Frobenius, el cual sera´ denotado por[
K(ΛM )/K
P
]
, esta´ caracterizado por la propiedad
[
K(ΛM )/K
P
]
(x) ≡ xN(p) mo´d P ∀ x ∈ OP. uunionsq
Como K(ΛM )/K es abeliana,
[
K(ΛM )/K
P
]
es independiente de P y so´lo
depende de p y lo denotamos ϕP =
(
K(ΛM )/K
P
)
y se llama el s´ımbolo de
Artin. Aqu´ı P ∈ R+T .
Teorema 9.3.3. Sea P un polinomio irreducible que no divide a M . Entonces
el mapeo:
ϕP : ΛM −→ ΛM
λ 7−→ λP
corresponde al s´ımbolo de Artin
(
K(ΛM )/K
P
)
.
Demostracio´n. Sea
(
RT
)
P
=
{
f
g | f, g ∈ RT , P - g
}
y sea (P )K :=
p
pgrP∞
,
es decir, P es un elemento primo de p. Entonces k(p) =
(
RT
)
P
/P
(
RT
)
P
∼=
RT /〈P 〉 ∼= Fqd donde d = grP .
Sea P un lugar en K(ΛM ) sobre p. Entonces N(p) = |Fqd | = qd, K(ΛM ) ⊆
OP. Entonces (
K(ΛM )/K
P
)
(λ) ≡ λqd mo´d P.
Ahora uP = uΨP (u) = u
(
uq
d−1 + βqd−2uq
d−2 + · · · + β1u + β0
)
. Pues-
to que ΨP (u) =
∏
mcd(A,P )=1(u − λA), λ generador de ΛP y ΨP (0) =
±∏mcd(A,P )=1 λA = P por (9.2.5), se tiene que P |βi, 0 ≤ i ≤ qd − 2, lo
cual implica que λP ≡ λqd mo´d P.
De la expresio´n uM =
∏
A mo´d M
(u − λA), tomando derivadas con respecto
a u, se tiene que M =
∑
A mo´d M
( ∏
B 6=A
B mo´d M
(u − λB)
)
que es constante en u.
Sea u = λC . Entonces M =
∏
C 6=B
(λC − λB) y puesto que P - M se sigue que
λC 6≡ λB mo´d P para C 6≡ mo´dM . En particular λP ≡ λQ mo´d P implica
λP = λQ.
Finalmente λP ≡
(
K(ΛM )/K
P
)
λ ≡ λqd mo´d P, de donde se sigue que
ϕP =
(
K(ΛM )/K
P
)
. uunionsq
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Con la notacio´n usual de eP = ramificacio´n de P , fP = grado de inercia
y hP = nu´mero de primos encima de P , tenemos:
Proposicio´n 9.3.4. Sea M ∈ RT \ {0} y sea P un polinomio irreducible que
no divide a M . En K(ΛM )/K tenemos
eP = 1, fP = o(P mo´d M), hP = Φ(M)/fP .
Demostracio´n. Sea λ generador de ΛM , K(ΛM ) = K(λ). Sea P un divisor
primo en K(ΛM ) dividiendo a p donde (P )K =
p
pgrP∞
. Entonces
OP = {ξ ∈ K(ΛM ) | vP(ξ) ≥ 0} y
fP =
[OP/P : (RT )P /P (RT )P ] = [(OM )P/P(OM )P : RT /〈P 〉]
=
[OM/POM : RT /〈P 〉]
donde OM es la cerradura entera de RT en K(ΛM ).
Sea d = grP . Puesto que P - M , p no es ramificado en K(ΛM )/K y
el s´ımbolo de Artin ϕP =
(
K(ΛM )/K
P
)
en P esta´ dado por ϕP (λ) = λ
P .
Entonces eP = 1 y hP = [K(ΛM ) : K]/fP = Φ(M)/fP .
Finalmente, fP es el orden de ϕP , es decir fP es el mı´nimo nu´mero natural
tal que ϕfPP = Id ∈ GM = Gal(K(ΛM )/K). Se tiene ϕfP = 1 ⇐⇒ ϕfP (λ) =
λP
f
= λ ⇐⇒ λP f−1 = 0 ⇐⇒ M |P f − 1.
Se sigue que fP = o(P mo´d M) es el mı´nimo nu´mero natural tal que
M |P fP − 1. uunionsq
El resultado general sobre ramificacio´n esta´ dado por:
Teorema 9.3.5. Sea M = Pα11 · · ·Pαrr ∈ RT donde P1, . . . , Pr son polino-
mios irreducibles y sea K(ΛM )/K. Si P ∈ RT es distinto a P1, . . . , Pr y p∞,
entonces
eP = 1, fP = o(P mo´d M) y hP = Φ(M)/fP .
Si P = Pi para algu´n 1 ≤ i ≤ r, se tiene
eP = Φ(P
αi
i ), fP = o
(
Pi mo´d (M/P
αi
i )
)
y
hp =
Φ(M)
Φ(Pαii )fPi
=
Φ(M/Pαii )
o
(
Pi mo´d (M/P
αi
i )
) .
Finalmente, para p∞ se tiene:
e∞ = q − 1, f∞ = 1 y h∞ = Φ(M)/(q − 1).
Demostracio´n. El resultado se sigue de las Proposiciones 9.2.24, 9.3.4 y el
Teorema 9.2.32. uunionsq
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Tambie´n tenemos el resultado ana´logo al caso nume´rico que establece
OQ(ζn ) = Z[ζn] (Teorema 3.2.30).
Proposicio´n 9.3.6. Sea M = Pn, P ∈ RT irreducible. Entonces OM =
RT [λM ] donde OM es la cerradura entera de RT en K(ΛM ) y λM es un
generador de ΛM .
Demostracio´n. Sea λ = λM . Se tiene RT [λ] ⊆ OM . Ahora sea α ∈ OM .
Puesto que {1, λ, . . . , λΦ(M)−1} es base de K(ΛM )/K, existen a0, a1, . . . , ar ∈
K tales que α = a0 + a1λ + · · · + arλr con r = Φ(M) − 1. Para probar el
resultado, queremos probar que ai ∈ RT para i = 0, 1, . . . , r. Por el Corolario
9.2.25 se tiene que vP(λ) = 1 donde P es el u´nico divisor en K(ΛM ) sobre p,
(P )K =
p
pgrP∞
.
Se tiene que si ai 6= 0, vP(aiλi) = i + Φ(Pn)vp(ai) ≡ i mo´d Φ(M) y por
tanto i 6= j, ai 6= 0 6= aJ , vP(aiλi) 6= vP(ajλj). Por tanto
0 ≤ vP(α) = mı´n
ai 6=0
{
vP(aiλ
i)
}
= mı´n
ai 6=0
{
i+ Φ(M)vP(ai)
}
.
En particular vP(ai) ≥ 0 para toda i = 0, 1, . . . , r. Para cualquier σA ∈
GPn = Gal(K(ΛPn)/K), σA(λ) = λ
A, se tiene
αA := σAα = a0 + a1λ
A + · · ·+ ar(λA)r
A mo´d Pn ∈ (RT /〈PN 〉)∗. Si {A1, . . . , AΦ(M)} es un conjunto de represen-
tantes de
(
RT /〈Pn〉
)∗
, poniendo αi := α
Ai y λi = λ
Ai se obtiene α1...
αΦ(M)
 =
 1 λ1 λ
2
1 · · · λr1
...
...
...
...
1 λr+1 λ
2
r+1 · · · λrr+1

a0...
ar
 .
El determinante de la matriz
[
λji
]
0≤j≤r
1≤i≤r+1
es un determinante de Vander-
monde por lo que det
[
λji
]
=
∏
1≤t≤`≤r+1
(λ` − λt) := d. Por tanto
ai =
det
1 λ1 · · · λ
i−1
1 α1 λ
i+1
1 · · · λr1
...
...
...
...
...
...
1 λr+1 · · · λi−1r+1 α1 λi+1r+1 · · · λrr+1

det
1 λ1 λ
2
1 · · · λr1
...
...
...
...
1 λr+1 λ
2
r+1 · · · λrr+1

=
bi
d
con bi ∈ OM . Por la demostracio´n de la Proposicio´n 9.2.24 λ = βAλA para
A mo´d Pn ∈ (RT /〈Pn〉)∗ y P = β0λΦ(Pn), βn − β0 ∈ OM .
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Entonces para cualquier divisor primo q en K(ΛM ) que no divide ni a p
ni a p∞, se tiene vP(λ) = vP(λA) = 0. Se sigue que el soporte del divisor de
polos de ai puede consistir solo de p y p∞. Sin embargo, puesto que vp(ai) ≥ 0,
se sigue que ai ∈ RT y que OM = RT [λ]. uunionsq
El resultado general, se sigue de la Proposicio´n 9.3.6 y del Teorema 3.2.29
(ver la demostracio´n del Teorema 3.2.30).
Teorema 9.3.7. Para cualquier M ∈ RT \ {0}, si OM es la cerradura entera
de RT en K(ΛM ) y λ es un generador de ΛM , se tiene OM = RT [λ]. uunionsq
El ana´logo al Teorema 9.3.7 se sigue cumpliendo para K(ΛM )
+.
Teorema 9.3.8. Para cualquier M ∈ RT \{0}, se tiene OK(ΛM )+ = RT [λq−1M ],
donde λM es cualquier generador de ΛM tal que K(ΛM )
+ = K(λq−1M ).
Demostracio´n. Se tiene RT [λ
q−1
M ] ⊆ OK(ΛM )+ .
Sea α ∈ K(ΛM )+ = K(λq−1M ) entero sobre RT . Se tiene que {1, β, . . . βr} es
una base de la extensio´n de K(ΛM )
+/K, donde β = λq−1M y r =
Φ(M)
q−1 −1. Por
tanto existen elementos a0, a1, . . . , ar ∈ K tales que α = a0 +a1β+ · · ·+arβr.
Puesto que βr =
(
λq−1M
)(Φ(M)
q−1 −1
)
= λ
Φ(M)−(q−1)
M y (q − 1)r = Φ(M) − (q −
1) ≤ Φ(M) − 1, del hecho de que α ∈ OK(ΛM )+ ⊆ OK(ΛM ) se tiene que
a0, . . . , ar ∈ RT y por tanto OK(ΛM )+ ⊆ RT [λq−1M ]. uunionsq
Observacio´n 9.3.9. El Teorema 9.3.8 se generaliza para cualquier subcampo
K(ΛM )
+ ⊆ F ⊆ K(ΛM ). En efecto, puesto que K(ΛM )/K(ΛM )+ es una
extensio´n c´ıclica de Kummer de grado q − 1, se tiene que F es de la forma
F = K(λmM ) con m | q − 1, [K(ΛM ) : F ] = m. Puesto que λmM es entero,
RT [λ
m
M ] ⊆ OF y {1, γ, . . . , γr} es una base de la extensio´n F/K donde γ = λmM ,
r = Φ(M)m − 1.
Sea α ∈ OF . Entonces α ∈ OK(ΛM ) = RT [λM ] y α =
∑r
i=0 aiγ
i con
ai ∈ K. Ahora γi = λmiM , 0 ≤ i ≤ r. Por lo tanto 0 ≤ mi ≤ mr = Φ(M) −
m ≤ Φ(M) − 1. Se sigue que a0, . . . , ar ∈ RT . Por tanto α ∈ RT [λmM ] y
OF ⊆ RT [λmM ]. Se sigue la igualdad OF = RT [λmM ].
Observacio´n 9.3.10. Dado un campo K ⊆ E ⊆ K(ΛM ) no necesariamente
existe β ∈ OE tal que OE = RT [β].
Ejemplo 9.3.11. Consideremos dos polinomios P,Q ∈ RT polinomios mo´ni-
cos irreducibles distintos, de grados d0 y d respectivamente. Digamos
P (T ) = T do + ad0−1T
d0−1 + · · ·+ a1T + a0,
Q(T ) = T d + bd−1T d−1 + · · ·+ b1T + b0.
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Sea f = o(P mo´d Q) tal que q
d−1
f > q
d0 . Sea E el u´nico subcampo K ⊆
E ⊆ K(ΛQ) tal que [E : K] = q
d−1
f .
K(ΛQ)
f
E
qd−1
f
K
Entonces el grupo de descomposicio´n de P en la extensio´n K(ΛQ)/K es
D = Gal(K(ΛQ)/E) pues eP = 1, fP = f , hP =
[K(ΛQ ):K]
eP fP
= q
d−1
f . Entonces
P se descompone totalmente en E/K.
Supongamos que OE = RT [δ] para algu´n δ ∈ E. Sean g(u) = Irr(u, δ,K)
y g(u) = g(u) mo´d P ∈ (RT /P )[u] = Fqd0 [u]. Consideremos la factorizacio´n
de g(u):
g(u) = G1(u)
α1 · · ·Gh(u)αh .
Por el Teorema de Kummer se tiene
POE = pα11 · · · pαhh .
Puesto que P se descompone totalmente en E/K, se sigue que
POE = p1 · · · p[E:K].
El grado relativo dE/K(pi|P ) = 1, por lo que pi es de grado d0 sobre Fq o,
lo que es lo mismo, pi es de grado 1 sobre Fqd0 . En otras palabras, G1, . . . , Gh
son todos polinomios lineales distintos en Fqd0 [u] y h = [E : K] =
qd−1
f > q
d0
lo cual es absurdo pues u´nicamente existen qd0 polinomios lineales en Fqd0 [T ],
a saber {T − β}, β ∈ Fqd0 . Entonces OE no puede ser de la forma RT [δ] con
δ ∈ E.
Para tener un ejemplo concreto, necesitamos hallar q, d, d0, Q, P, f con
qd−1
f > q
d0 .
Sean q = 2, P (T ) = T 2 + T + 1. Se tiene que P es el u´nico polinomio
cuadra´tico irreducible en F2[T ]. Se tiene d0 = 2. Sea Q(T ) = T 4 + T + 1.
Entonces Q es irreducible pues Q(0) = Q(1) = 1 6= 0 por lo que Q(T ) no tiene
factores lineales y P (T )2 = (T 2 + T + 1)2 = T 4 + T 2 + 1 6= Q(T ) y como P
es el u´nico cuadra´tico irreducible, Q no tiene factores cuadra´ticos.
Ahora bien, se tiene P (T )3 = T 6 + T 5 + T 3 + T + 1 ≡ 1 mo´d Q(T ). Se
sigue que f = 3, d = 4, d0 = 2 y q = 2. En este caso tenemos
qd − 1
f
=
24 − 1
3
=
16− 1
3
= 5 = 22 + 1 > 4 = qd0 .
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Por tanto si E es el subcampo tal que F2(T ) ⊆ E ⊆ F2(T )(ΛT 4+T+1) con
[E : F2(T )] = q
d−1
f = 5, OE 6= RT [δ] para toda δ ∈ E.
Se tiene
[
K(ΛM ) : K(ΛM )
+
]
=
∣∣F∗q∣∣ = q − 1 y p∞ se descompone total-
mente en Φ(M)/(q − 1) divisores en K(ΛM )+/K.
Como en el caso nume´rico (ver Teorema 5.3.2), el comportamiento de la
extensio´n K(ΛM )/K(ΛM )
+ es diferente cuando M es potencia de un polino-
mio irreducible que cuando hay al menos dos primos distintos dividiendo a M
como veremos a continuacio´n.
Sea M =
∏r
i=1 P
αi
i como producto de polinomios irreducibles. Sean p∞
el primo infinito en K y P∞ un primo en K(ΛM ) dividiendo a p∞. Se tiene
e(P∞|p∞) = q − 1 y I(P∞|p∞) = F∗q . Por lo tanto p∞ es no ramificado
en K(ΛM )
+/K y P∞ es totalmente ramificado en K(ΛM )/K(ΛM )+. Por
otro lado, si Q
(i)
∞ denota un primo en K(ΛPαii ) dividiendo a p∞, se tiene
e(Q
(i)
∞ |p∞) = q − 1.
Lema 9.3.12. Se tiene K(ΛM ) = K(ΛM )
+(ΛPi).
Demostracio´n. Sea F := K(ΛM )
+(ΛPi), F ⊆ K(ΛM ). Se tiene [K(ΛM ) :
K(ΛM )
+] = q − 1 = |F∗q |. Con las notaciones naturales, tenemos:
eF/K(p∞) = eF/K(ΛM )+(p∞)eK(ΛM )+/K(p∞) = eF/K(ΛM )+(p∞).
Por otro lado, puesto que K ⊆ K(ΛPi) ⊆ F , se tiene eF/K(p∞) ≥
eK(ΛP
i
)/K(p∞) = q − 1. Por lo tanto
eF/K(ΛM )+(p∞) ≥ q − 1 = [K(ΛM ) : K(ΛM )+]
≥ [F : K(ΛM )+] ≥ eF/K(ΛM )+(p∞),
de donde se sigue que
eF/K(ΛM )+(p∞) = [F : K(ΛM )
+] = q − 1 = [K(ΛM ) : K(ΛM )+].
Por lo tanto F = K(ΛM ). uunionsq
Corolario 9.3.13. En K(ΛM ) = K(ΛM )
+(ΛPi), el u´nico posible primo finito
ramificado es Pi. uunionsq
Corolario 9.3.14. Si r ≥ 2, no hay ningu´n primo finito ramificado en
K(ΛM )/K(ΛM )
+. uunionsq
Observacio´n 9.3.15. Si r = 1, M = Pα11 , P1 es ramificado en la extensio´n
K(ΛM )/K(ΛM )
+, excepto en el caso q = 2, α1 = 1 y P1 = T o P1 = T + 1.
Observacio´n 9.3.16. En cualquier caso, excepto q = 2, p∞ es ramificado en
K(ΛM )/K(ΛM )
+.
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Definicio´n 9.3.17. Para L ⊆ K(ΛM ), se define el subcampo real de L como
L+ := K(ΛM )
+ ∩ L.
Tambie´n se tiene que el comportamiento del generador λM de ΛM (el cual
equivale a 1− ζn en el caso nume´rico), es diferente cuando M es potencia de
un primo o cuando hay al menos dos primos que dividen a M .
Proposicio´n 9.3.18. Sea λM un generador de ΛM como RT –mo´dulo, M ∈
RT un polinomio mo´nico no constante. Entonces
(1) Si M es potencia de un primo, λM es un elemento primo de P
donde P es el primo en K(ΛM ) dividiendo a P y donde M = Pn.
(2) Si M es divisible por al menos dos polinomios irreducibles distintos,
entonces λM es unidad de OK(ΛM ).
Demostracio´n. (1) esta´ probado en la demostracio´n de la Proposicio´n 9.2.24
y Corolario 9.2.25 (ver en particular la Ecuacio´n (9.2.5)).
Para probar (2) se puede dar una prueba similar al caso nume´rico. Alter-
nativamente sea M = Pα11 · · ·Pαrr con r ≥ 2. Lo haremos por induccio´n en
r. Si r = 2, M = Pα11 P
α2
2 y sin pe´rdida de generalidad podemos tomar los
generadores tales que λPα11 = λ
P
α2
2
M y λPα22 = λ
P
α1
1
M .
Puesto que λ
P
α2
2
M =
d∑
j=0
[
Pα22
j
]
λq
j
M = λM · ξ con ξ ∈ OK(ΛM ), se sigue que
λPα11 = λM
λ
P
α2
2
M
λM
= λM · ξ,
por lo que λM | λPα11 en OK(ΛM ).
Sea NM := NK(ΛM )/K . Entonces se tiene NMλM | NPα11 (λPα11 )a1 y
NMλM | NPα22 (λPα22 )a2 con ai = [K(ΛM ) : K(ΛPαii )], i = 1, 2.
Ahora bien NPαii
(λPαii
) =
∏
mcd(A,Pi)=1
λA
P
αi
i
= ±Pi, i = 1, 2 por lo que
NMλM | P aii , i = 1, 2. Se sigue que NMλM | mcd(P a11 , P a22 ) = 1. Obtenemos
que λM es unidad.
Para r ≥ 3, sean M1 := Pα11 y M2 = Pα22 · · ·Pαrr . Por el caso r = 2 se
tiene que λM2 es unidad y NMλM | NM2(λM2)a es unidad. Se sigue que λM
es unidad. uunionsq
Proposicio´n 9.3.19. Sea K∞ la completacio´n de K en p∞. Entonces⋃
M∈RT
K(ΛM )
+ ⊆ K∞.
Demostracio´n. Se tiene que si P es un divisor primo en K(ΛM )
+ sobre p∞,
K(ΛM )
+ ⊆ K(ΛM )+P = K∞ pues el grado relativo es igual 1, es decir,
dK(ΛM )+/K(P|p∞) = 1. uunionsq
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Proposicio´n 9.3.20. Se tiene⋃
M∈RT
K(ΛM ) ⊆ K∞
(
q−1
√
−1/T ).
y esta es la ma´xima extensio´n abeliana de K dentro de K∞
(
q−1
√−1/T ).
Demostracio´n. Sea L =
⋃
M∈RT K(ΛM ). Entonces L
+ = LG0 ⊆ K∞ donde
G0 es el grupo de inercia de p∞,G0 ∼= F∗q . Por la Proposicio´n 9.3.19, L+ ⊆ K∞.
Ahora bien, para toda M ∈ RT , M no constante, se tiene que L = L+(λM ),
donde λM es un generador ΛM pues, por un lado L
+(λM ) ⊆ L y por otro, el
ı´ndice de ramificacio´n de p∞ en L+(λM )/L+ es q− 1 debido a que K(ΛM ) ⊆
L+(λM ) y [L : L
+] = q − 1.
Por tanto, si tomamos M = T se tiene que λ = λT satisface
λT = λq + Tλ = 0,
por lo que λT =
q−1√−T . Se sigue que L = L+(λT ) = L+(1/λT ) =
L+
(
q−1
√−1/T ) ⊆ K∞( q−1√−1/T ). Se sigue que K(ΛM ) ⊆ K∞( q−1√−1/T )
y L ⊆ K∞
(
q−1
√−1/T ).
Tambie´n tenemos que la ma´xima extensio´n abeliana de K = Fq(T ) dentro
de K∞
(
q−1
√−1/T ) es L = ⋃M∈RT K(ΛM ).
Alternativamente, si S = 1/T , consideramos K(ΛS )/K en el cual p∞
tiene ı´ndice de ramificacio´n q − 1([K(ΛS ) : K] = q − 1) y si λ = λS , entonces
λS = λqS + SλS = 0, por lo que λS =
q−1√−S = q−1√−1/T . uunionsq
Tambie´n tenemos el resultado ana´logo al Corolario 5.1.3.
Definicio´n 9.3.21. Sea P ∈ RT un polinomio mo´nico e irreducible y sea
A ∈ RT . Decimos que
µ(A mo´d P ) = M ∈ RT
si M es mo´nico y de grado mı´nimo satisfaciendo AM ≡ 0 mo´d P .
Observacio´n 9.3.22. Sea N ∈ RT tal que AN ≡ 0 mo´d P y sea N = QM+R
con Q,R ∈ RT y R = 0 o grR < grM .
Entonces AN = (AM )Q +AR por lo que AR ≡ 0 mo´d P . Por tanto R = 0
y M divide a N . En particular el polinomio M dado en la Definicio´n 9.3.21
es u´nico.
Por otro, puesto que RT /〈P 〉 es finito, el conjunto {AM mo´d P |M ∈ RT }
es tambie´n finito y por tanto existen dos elementos distintos M1,M2 ∈ RT
tales que AM1 ≡ AM2 mo´d P . Por tanto AM1−M2 ≡ 0 mo´d P y M1−M2 6= 0.
Proposicio´n 9.3.23. Sea P ∈ RT polinomio irreducible y M ∈ RT mo´nico
no divisible por P . Si A ∈ RT , entonces
P |ΨM (A) ⇐⇒ µ(A mo´d P ) = M.
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Demostracio´n. Primero supongamos que P |ΨM (A). Puesto que
uM =
∏
D|M
ΨD(u) se sigue que A
M =
∏
D|M
ΨD(A) ≡ 0 mo´d P.
Sea µ(A mo´d P ) = N . Entonces N |M y por tanto AN = ∏D|N ΨD(A) ≡
0 mo´d P . Por lo tanto existe D0|N tal que P |ΨD0(A). Si D0 6= M , entonces
AM = ΨM (A)ΨD0(A)
∏
D 6=D0,M
D|M
ΨD(A) ≡ 0 mo´d P 2.
En particular uM mo´d P tiene una ra´ız mu´ltiple pero (uM )′ = M 6≡ 0 mo´d
P , es decir, uM mo´d P es separable. Esta contradiccio´n prueba que D0 = M
y µ(A mo´d P ) = M .
Rec´ıprocamente, sea µ(A mo´d P ) = M . Entonces
AM =
∏
D|M
ΨD(A) ≡ 0 mo´d P.
Por tanto P |ΨD(A) para algu´n D|M . Si D 6= M , AD =
∏
D′|D ΨD′(A) ≡
0 mo´d P lo que contradice el hecho de que µ(A mo´d P ) = M . Por tanto
D = M y P |ΨM (A). uunionsq
Proposicio´n 9.3.24. Sea P ∈ RT un polinomio irreducible y M ∈ RT un
polinomio mo´nico tal que P - M . Entonces P divide a ΨM (A) para algu´n
A ∈ RT si y solamente si P ≡ 1 mo´d M .
Demostracio´n. Si P |ΨM (A) para algu´n A ∈ RT , entonces por la Proposicio´n
9.3.23 se tiene que µ(A mo´d P ) = M . Ahora bien
uΨP (u) = u
P =
d∑
i=0
[
P
i
]
uq
i ≡ uqd mo´d P
donde d = grP , pues ΨP (u) =
∏
mcd(C,P )=1
(u − λC) y 〈P 〉 = 〈λ〉Φ(P ) (ver la
prueba de la Proposicio´n 9.2.24). Por tanto AP ≡ Aqd mo´d P .
Ahora bien, Φ(P ) = qd − 1 = ∣∣(RT /〈P 〉)∗∣∣ por lo que si P - A entonces
Aq
d−1 ≡ 1 mo´d P as´ı que Aqd ≡ A mo´d P . Si P |A, Aqd ≡ 0 ≡ A mo´d P .
En cualquier caso tenemos Aq
d ≡ A mo´d P y por tanto AP ≡ A mo´d P ,
lo cual equivale a AP −A = AP−1 ≡ 0 mo´d P . Puesto que µ(A mo´d P ) = M
se sigue que M divide a P − 1 lo cual implica que P ≡ 1 mo´d M .
Rec´ıprocamente, supongamos ahora que P ≡ 1 mo´d M . Se tiene que d =
gr(P−1) = grP y uP−1 =
d∑
i=0
[
P − 1
i
]
uq
i
. Por lo tanto
(
uP−1
)′
mo´d P ≡ (P−
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1) mo´d P ≡ −1 mo´d P 6≡ 0 lo cual implica que el polinomio uP−1 mo´d P ∈(
RT /〈P 〉
)
[u] es separable.
Puesto que gru u
P−1 = qd =
∣∣RT /〈P 〉∣∣ y AP−1 ≡ 0 mo´d P para todo
A ∈ RT , se sigue que
uP−1 mo´d P =
∏
D|P−1
ΨD(u) mo´d P =
∏
A mo´d P
A∈RT
(u−A) mo´d P.
Por lo tanto existe A ∈ RT tal que ΨM (A) ≡ 0 mo´d P . Se sigue que P divide
a ΨM (A) y que µ(A mo´d P ) = M . uunionsq
Corolario 9.3.25 (Caso particular al Teorema de Dirichlet). Sea M ∈
RT un polinomio mo´nico no constante. Entonces existen una infinidad de
polinomios irreducibles P ∈ RT tales que P ≡ 1 mo´d M .
Demostracio´n. Sea {P1, . . . , Pr} un conjunto finito de cardinalidad r ≥ 0 de
polinomios irreducibles que satisfacen Pi ≡ 1 mo´d M . Sea N := MP1 · · ·Pr
y sea Q ∈ RT arbitrario. Entonces ΨM (NQ) ≡ ΨM (0) mo´d N . Ahora bien,
puesto que
ΨM (u) =
∏
D|M
D mo´nico
(
uD
)µ(M/D)
, ΨP (u) =
uP
u
(Proposicio´n 9.2.22) y
uM
u
|u=0 =
[
M
0
]
= M,
entonces
ΨM (0) =
{
R M = Rn para algu´n R irreducible, n ≥ 1
1 en otro caso
.
Primero supongamos que M no es potencia de un polinomio irreducible,
es decir, ΨM (0) = 1. Entonces ΨM (NQ) ≡ 1 mo´d N . Por lo tanto ΨM (NQ) ≡
1 mo´d M y ΨM (NQ) ≡ 1 mo´d Pi, 1 ≤ i ≤ r. En particular, Pi - ΨM (NQ).
Sea P cualquier polinomio irreducible que divide a ΨM (NQ). Entonces
P ≡ 1 mo´d M por la Proposicio´n 9.3.24 y P 6= Pi.
Ahora si M es potencia de un irreducible, M = Rn, se tiene Pi 6= R,
1 ≤ i ≤ r y ΨM (NQ) ≡ R mo´d M ; ΨM (NQ) ≡ R mo´d Pi. Si P |ΨM (NQ) con
P un polinomio irreducible, entonces si P = Pi para algu´n i con 1 ≤ i ≤ r.
De aqu´ı se seguir´ıa que Pi|R lo cual implicar´ıa que Pi = R que es absurdo. Se
sigue que P ≡ 1 mo´d M y P 6= Pi para todo i, 1 ≤ i ≤ r (si r = 0 la condicio´n
es vac´ıa). uunionsq
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Observacio´n 9.3.26. El Corolario 9.3.25 es un caso particular del Teore-
ma de Dirichlet sobre la infinitud de polinomios irreducibles en progresiones
geome´tricas (ver Teorema 9.3.27) y el cual es consecuencia del Teorema de
Densidad de Cebotavev el cual no probaremos aqu´ı.
Teorema 9.3.27 (Dirichlet). Sean M,N ∈ RT cualesquiera dos polinomios
mo´nicos no constantes primos relativos. Entonces existe un infinidad de poli-
nomios irreducibles P ∈ RT tales que P ≡ N mo´d M . uunionsq
Terminamos esta seccio´n con una observacio´n sobre los nu´meros de clase
de campos cicloto´micos. La definicio´n de nu´mero de clase la daremos ma´s
adelante (Definicio´n 10.1.1).
Observacio´n 9.3.28. Si M ∈ RT y hM denota al nu´mero de clase del campo
cicloto´mico K(ΛM ), entonces tenemos que si N,M ∈ RT son tales que N |M ,
entonces hN |hM . Este es un caso particular del Teorema 10.1.21.
9.4. Caracteres de Dirichlet
Definicio´n 9.4.1. Sea M ∈ RT \ {0} un polinomio mo´nico. Un caracter de
Dirichlet mo´dulo M es un homomorfismo
χ :
(
RT /〈M 〉
)∗−→C∗.
Observacio´n 9.4.2. Si M divide a N en RT , tenemos el epimorfismo cano´ni-
co
ϕN,M :
(
RT /〈N 〉
)∗  (RT /〈M 〉)∗
A mo´d N 7→ A mo´d M.
Entonces para todo caracter de Dirichlet mo´duloM , χ :
(
RT /〈M 〉
)∗ → C∗,
ϕN,M induce un caracter de Dirichlet mo´duloN : χ◦ϕN,M :
(
RT /〈N 〉
)∗−→C∗,
(
RT /〈N 〉
)∗ χ◦ϕN,M //
ϕN,M ''
C∗
(
RT /〈M 〉
)∗ χ
::
Rec´ıprocamente, si χ es un caracter de Dirichlet mo´dulo M , decimos que
podemos definir χ mo´dulo F para F |M si existe ξ : (RT /〈F 〉)∗ → C∗ tal que
ξ ◦ ϕM,F = χ.
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RT /〈M 〉
)∗ χ //
ϕM,F

C∗
	
(
RT /〈F 〉
)∗
ξ
DD
Observacio´n 9.4.3. Si χ es un caracter de Dirichlet definido mo´dulo M ∈
RT , entonces si F |M , F ∈ RT , se tiene que χ se puede definir mo´dulo F
si y solamente si χ(A mo´d M) = χ(B mo´d M) para cualesquiera A,B ∈ RT
primos relativos a M y tales que A ≡ B mo´d F .
Teorema 9.4.4 (Existencia del conductor). Sea χ un caracter de Diri-
chlet definido mo´dulo M . Entonces existe un polinomio mo´nico u´nico F en
RT de grado mı´nimo que divide a M tal que χ puede ser definido mo´dulo F .
Demostracio´n. Sea χ :
(
RT /〈M 〉
)∗ → C∗. Sean A,B ∈ RT mo´nicos que di-
viden a M y tales que χ puede ser definido mo´dulo A y tambie´n mo´dulo B,
es decir, existen χA :
(
RT /〈A〉
)∗ → C∗ y χB : (RT /〈B〉)∗ → C∗ tales que
χ = χA ◦ ϕM,A, χ = χB ◦ ϕB,M .
Consideremos C := mcd(A,B) el ma´ximo comu´n divisor de A y B. Sea
D el producto de todos los polinomios mo´nicos irreducibles que dividen a M
pero que no dividen a B. Entonces C = mcd(DA,B).
Para ver que podemos definir χ mo´dulo C, consideremos U, V ∈ RT primos
relativos a M tales que U ≡ V mo´d C. Por el Teorema Chino del Residuo,
existe S ∈ RT tal que S ≡ U mo´d DA y S ≡ V mo´d B.
Veamos que S yM son primos relativos. En caso contrario existir´ıa P ∈ RT
irreducible que divide a S y a M . Sea S = V +QB, entonces si P |B, entonces
P |V pero en este caso se seguir´ıa que P |mcd(V,M) = 1 lo cual es absurdo,
esto es, P - B. Ahora bien, puesto que P |M y P - B entonces P es un
factor de D y por lo tanto P |DA. Pero P |S por lo cual P |U y por lo tanto
P |mcd(U,M) = 1 lo cual es absurdo. En resumen, mcd(S,M) = 1. Entonces
χ(S) = χA ◦ ϕM,A(S) = χA ◦ ϕM,A(U) = χ(U)
y
χ(S) = χB ◦ ϕM,B(S) = χB ◦ ϕM,B(V ) = χ(V ).
Por lo tanto χ(S) = χ(U) = χ(V ) de donde χ puede ser definido mo´dulo
C: (
RT /〈M 〉
)∗ χ //
ϕM,C &&
C∗
(
RT /〈C 〉
)∗ χC
::
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Finalmente si χ puede ser definido mo´dulo F1 y mo´dulo F2 con F1 y F2
de grado mı´nimo y F1, F2 mo´nicos, entonces χ puede ser definido mo´dulo
C = mcd(F1, F2). Puesto que C|F1 y C|F2 se sigue que C = F1 y C = F2, es
decir, F1 = F2. uunionsq
Definicio´n 9.4.5. El polinomio dado en el Teorema 9.4.4 se llama conductor
de χ y se denota por Fχ. En otras palabras, si χ es un caracter de Dirichlet
definido mo´dulo M , entonces Fχ es el u´nico polinomio de grado mı´nimo que
divide a M y tal que χ puede definirse mo´dulo Fχ.
Observacio´n 9.4.6. Sean q = 2 y M ∈ RT \{0} mo´nico tal que mcd(M,T ) =
mcd(M,T + 1) = 1. Entonces no existe ningu´n caracter de Dirichlet θ tal que
Fθ = TM ni Fθ = (T + 1)M .
En efecto notemos que Φ(MT ) = Φ(M)Φ(T ) = Φ(M) y Φ(M(T + 1)) =
Φ(M)Φ(T + 1) = Φ(M) ya que Φ(T ) = Φ(T + 1) = 1 pues estamos en el caso
q = 2. Entonces(
RT /〈TM 〉
)∗ ∼= (RT /〈(T + 1)M 〉)∗ ∼= (RT /〈M 〉)∗.
En particular, con M = 1, vemos que para q = 2 no hay caracter de conductor
T , T + 1 o T (T + 1).
Ejemplo 9.4.7. Sea q = 2 y sea χ :
(
RT /〈T 3〉
)∗ → C∗ dado por
1 7−→ 1,
T + 1 7−→ −1,
T 2 + 1 7−→ 1,
T 2 + T + 1 7−→ −1.
Puesto que χ(T 2 + A) = χ(A) para toda A ∈ (RT /〈T 3〉)∗ entonces χ se
puede definir mo´dulo T 2 pues si ξ :
(
RT /〈T 2〉
)∗ → C∗, ξ(1) = 1, ξ(1+T ) = −1
y ϕT 3,T 2 :
(
RT /〈T 3〉
)∗ → (RT /〈T 2〉)∗, entonces
ϕT 3,T 2(1) = ϕT 3,T 2(T
2 + 1) = 1 y
ϕT 3,T 2(T + 1) = ϕT 3,T 2(T
2 + T + 1) = T + 1
se sigue que ξ ◦ ϕT 3,T 2 = χ. Por la Observacio´n 9.4.6, se tiene que Fχ = T 2.
Ejemplo 9.4.8. Sea q = 2 y sea χ :
(
RT /〈T 2(T + 1)〉
)∗ → C∗ dado por
χ(1) = 1 y χ(T 2 + T + 1) = −1. Entonces si ξ : (RT /〈T 2〉)∗ → C∗, ξ(1) = 1,
ξ(1 + T ) = −1 satisface ξ ◦ ϕT 2(T+1),T 2 = χ. Por lo tanto Fχ = T 2.
La misma conclusio´n puede obtenerse usando dos veces la Observacio´n
9.4.6:
(
RT /〈T 2(T + 1)〉
)∗ ∼= (RT /〈T 2〉)∗.
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Ejemplo 9.4.9. Sea q = 2, N = T 2 + T + 1, M = NT , ω = e2pii/3 y
θ :
(
RT /〈M 〉
)∗ → C∗ dado por
1 7−→ 1,
T 2 + 1 7−→ ω,
T + 1 7−→ ω2.
Puesto que
(
RT /〈NT 〉
)∗ ∼= (RT /〈N 〉)∗, se pueden definir θ˜ : (RT /〈N 〉)∗ →
C∗, θ˜(1) = 1, θ˜(T ) = θ(T 2 + 1) = ω y θ˜(T + 1) = ω2. Por lo tanto Fθ =
T 2 + T + 1.
Observacio´n 9.4.10. Dado un caracter de Dirichlet podemos considerar χ
como un mapeo χ : RT → C definiendo χ(Q) = 0 si mcd(Q,Fχ) 6= 1. En caso
de no especificarse, siempre consideraremos a un caracter χ definido mo´dulo
su conductor Fχ.
Definicio´n 9.4.11. Un caracter de Dirichlet χ definido mo´dulo su conductor
se llama primitivo. En este caso se hace χ(Q) = 0 tan poco como sea posible.
Tambie´n notemos que cuando χ esta´ definido mo´dulo su conductor, tene-
mos que χ(A+ Fχ) = χ(A), esto es, χ es perio´dico de per´ıodo Fχ.
Notacio´n 9.4.12. Siempre que mencionemos los caracteres de
(
RT /〈M 〉
)∗
,
M ∈ RT o caracteres mo´dulo M incluiremos todos los caracteres cuyos con-
ductores dividan a M . El caracter trivial ε satisface ε(Q) = 1 para todo
Q ∈ RT . Si G es cualquier grupo, Gˆ denota al conjunto de sus caracteres:
Gˆ := Hom(G,C∗) = {χ : G→ C∗ | χ es homomorfismo de grupos}.
Definicio´n 9.4.13. Diremos que un caracter es par si θ(a) = 1 para todo
a ∈ F∗q .
Proposicio´n 9.4.14. Sea X :=
{
θ ∈ ̂(RT /〈N 〉)∗ | θ es par}. Entonces X es
subgrupo de ̂
(
RT /〈N 〉
)∗
de orden Φ(N)q−1 .
Demostracio´n. Se tiene la sucesio´n exacta
0−→F∗q −→
(
RT /〈N 〉
)∗
.
Tomando duales, se obtiene la sucesio´n exacta
̂(RT /〈N 〉)∗ X−→ F∗q −→ 0
θ 7−→ θ|F∗q
Se tiene que X = nu´cX y por tanto ̂
(
RT /〈N 〉
)∗
/X ∼= F∗q de donde se sigue
que
|X| =
∣∣ ̂(RT /〈N 〉)∗∣∣∣∣F∗q∣∣ =
∣∣(RT /〈N 〉)∗∣∣∣∣F∗q∣∣ = Φ(N)q − 1 . uunionsq
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Definicio´n 9.4.15. Sean χ, φ dos caracteres de Dirichlet de conductores
Fχ y Fφ respectivamente. Se define el producto de χ y φ como sigue.
Sea Q :=
[
Fχ, Fφ
]
y se define γ :
(
RT /〈Q〉
)∗ → C∗ por γ(A mo´d Q) =
χ(A mo´d Q)φ(A mo´d Q). Entonces el producto χφ se define como el carac-
ter primitivo asociado a γ. En particular Fχφ|
[
Fχ, Fφ
]
.
Teorema 9.4.16. Si mcd(Fχ, Fφ) = 1 entonces Fχφ = FχFφ.
Demostracio´n. Sean N = Fχ, M = Fφ, S := [N,M ] = NM . Definimos
γ :
(
RT /〈S〉
)∗ → C∗ dada por γ(A mo´d S) = γ(A mo´d S)φ(A mo´d S).
Ahora bien, puesto que [S,N ] = S, donde [S,N ] denota al mı´nimo comu´n
mu´ltiplo de S y N , se puede definir θ :
(
RT /〈S〉
)∗ → C∗ por θ(A mo´d S) =
γ(A mo´d S)χ−1(A mo´d S). Se obtiene θ = φ mo´d S lo que implica que Fθ =
Fφ = M . Por lo tanto M = Fθ = Fγχ−1 |
[
Fγ , Fχ−1
]
.
Es decir, M |[Fγ , Fχ−1] = [Fγ , Fθ] = FγNmcd(Fγ ,N) = FγN1 donde N1 =
N
mcd(Fγ ,N)
. Puesto que mcd(N,M) = 1 se sigue que mcd(N1,M) = 1 y M |Fγ .
Ana´logamente N |Fγ y puesto que mcd(N,M) = 1, se tiene que NM |Fγ . Por
otro lado Fγ = Fχφ|
[
Fχ, Fφ
]
= [N,M ] = NM . Se sigue que Fγ = NM =
FχFφ. uunionsq
Proposicio´n 9.4.17. Sean χ, σ dos caracteres de Dirichlet de conductores
Fχ y Fσ respectivamente. Supongamos que existe N tal que Fχ|N , Fσ|N
y χ, σ :
(
RT /〈N 〉
)∗ → C∗ son iguales mo´dulo N , es decir, χ(A mo´d N) =
σ(A mo´d N) para todo A primo relativo a N . Entonces Fχ = Fσ y χ =
σ mo´d Fχ, esto es, χ = σ.
Demostracio´n. Consideremos(
RT /〈N 〉
)∗ χ //
ϕN,Fχ

C∗
(
RT /〈Fχ〉
)∗ χ˜
::
Tenemos χ˜ ◦ ϕN,Fχ = χ = σ, es decir, σ se puede definir mo´dulo Fχ lo cual
implica que Fσ|Fχ. Por simetr´ıa, se tiene que Fχ|Fσ y por tanto Fχ = Fσ. Sean
χ′ ≡ χ mo´d Fχ, σ′ ≡ σ mo´d Fσ. Sea A ∈ RT \ {0} tal que mcd(A,Fχ) = 1.
Existe A′ ∈ RT tal que mcd(A,N) = 1 y A mo´d Fχ = A′ mo´d Fχ. Luego
χ′(A mo´d Fχ) = χ′(A′ mo´d Fχ) = χ(A′ mo´d N) = σ(A′ mo´d N) = σ(A′ mo´d
Fχ) = σ
′(A mo´d Fχ). uunionsq
Observacio´n 9.4.18. En general no se tiene que (χφ)(A) = χ(A)φ(A).
Ejemplo 9.4.19. Sea q = 2 y sea χ mo´dulo T 2(T 2 + 1) dado por
χ(1) = 1, χ(T 2 +T + 1) = 1, χ(T 3 +T 2 + 1) = −1, χ(T 3 +T + 1) = −1.
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Por la Observacio´n 9.4.6 se tiene que el conductor de χ, Fχ ∈ {1, T 2, T 2 +
1, T 2(T 2 + 1)}. Como χ(T 3 + T 2 + 1) = −1, Fχ 6= 1.
Ahora T 3 +T 2 + 1 mo´d T 2 = 1 pero χ(T 3 +T 2 + 1) = −1 6= 1 y T 3 +T +
1 mo´d (T 2 + 1) = 1 pero χ(T 3 +T + 1) = −1 6= 1, por lo que Fχ 6= T 2, T 2 + 1.
Se sigue que Fχ = T
2(T 2 + 1).
Ahora sea ϕ mo´d T 2 dada por ϕ(1) = 1, ϕ(1 + T ) = −1. Por tanto Fϕ =
T 2.
Consideremos el producto χϕ. Se tiene que
[
Fχ, Fϕ
]
=
[
T 2(T 2 + 1), T 2
]
=
T 2(T 2 + 1) y definimos γ :
(
RT /T
2(T 2 + 1)
)∗ → C∗ por γ(A) = χ(A)ϕ(A).
Entonces
γ(1) = χ(1)ϕ(1) = 1 · 1 = 1,
γ(T 2 + T + 1) = χ(T 2 + T + 1)ϕ(T 2 + T + 1) = (1)(−1) = −1,
γ(T 3 + T 2 + 1) = χ(T 3 + T 2 + 1)ϕ(T 3 + T 2 + 1) = (−1)(1) = −1,
γ(T 3 + T + 1) = χ(T 3 + T + 1)ϕ(T 3 + T + 1) = (−1)(−1) = 1.
Sea ξ :
(
RT /〈T 2 + 1〉
)∗ → C∗ dado por ξ(1) = 1 y ξ(T ) = 1. Entonces
ξ ◦ ϕT 2(T 2+1),T 2+1 = γ. Por tanto Fγ = T 2 + 1 y ξ = χφ. Notemos que
ξ(T ) = −1 6= 0 = ϕ(T ) = χ(T )ϕ(T ).
Ejemplo 9.4.20. Sean q = 2, ζ = ζ6 = e
2pii/6, ω = ζ3 = e
2pii/3, M = T 2N
con N = T 2 + T + 1. Definimos
χ :
(
RT /〈M 〉
)∗ −→ C∗
1 7−→ 1
T + 1 7−→ ζ
T 2 + 1 7−→ ζ2
T 3 + T 2 + T + 1 7−→ −1
T 3 + T 2 + 1 7−→ −ζ
T 3 + T + 1 7−→ −ζ2
σ :
(
RT /〈T 2〉
)∗ −→ C∗
1 7−→ 1
T + 1 7−→ −1
Se tiene Fχ = M , Fσ = T
2 y por tanto
[
Fχ, Fσ
]
= M . Obtenemos ψ mo´d M :(
RT /〈M 〉
)∗ −→ (RT /〈T 2〉)∗ −→ C∗
1 7−→ 1 7−→ 1
T + 1 7−→ T + 1 7−→ −1
T 2 + 1 7−→ 1 7−→ 1
T 3 + T 2 + T + 1 7−→ T + 1 7−→ −1
T 3 + T 2 + 1 7−→ 1 7−→ 1
T 3 + T + 1 7−→ T + 1 7−→ −1.
Ahora sea γ :
(
RT /〈M 〉
)∗ → C∗ dada por
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γ(A) = χ(A)σ(A) =

1 si A = 1
ω2 si A = T + 1
ω si A = T 2 + 1
1 si A = T 3 + T 2 + T + 1
ω2 si A = T 3 + T 2 + 1
ω si A = T 3 + T + 1
Podemos definir γ mo´dulo N :(
RT /〈M 〉
)∗ −→ (RT /〈N 〉)∗ −→ C∗
1 7−→ 1 7−→ 1
T + 1 7−→ T + 1 7−→ ω2
T 2 + 1 7−→ T 7−→ ω
T 3 + T 2 + T + 1 7−→ 1 7−→ 1
T 3 + T 2 + 1 7−→ T + 1 7−→ ω2
T 3 + T + 1 7−→ T 7−→ ω.
El producto de caracteres χ y σ es:
χσ :
(
RT /〈N 〉
)∗ −→ C∗
1 7−→ 1
T 7−→ ω
T + 1 7−→ ω2
y Fχσ = N . Notemos que (χσ)(T ) = ω 6= 0 = χ(T )σ(T ).
Definicio´n 9.4.21. Si χ es un caracter de Dirichlet, definimos el conjugado χ
de χ por χ(A) = χ(A). Notemos que χ(A) = χ(A)−1 para toda mcd(A,Fχ) =
1. Por tanto χχ es el caracter trivial y Fχ = Fχ.
Observacio´n 9.4.22. Tenemos GM = Gal(K(ΛM )/K) ∼=
(
RT /〈M 〉
)∗
. En-
tonces un caracter de Dirichlet mo´dulo M es un caracter de GM , por lo que
el caracter de Dirichlet puede ser considerado un caracter de Galois.
Definicio´n 9.4.23. Sea χ un caracter de Dirichlet mo´dulo M , esto es, χ ∈
ĜM ∼= ̂
(
RT /〈M 〉
)∗
. Entonces nu´cχ ⊆ GM . Sea Kχ := K(ΛM )nu´cχ. El campo
Kχ se llama el campo perteneciente a χ o que Kχ esta´ asociado a χ.
Ejemplo 9.4.24. Sea χ el caracter del Ejemplo 9.4.7. Entonces
χ :
(
RT /〈T 3〉
)∗ ∼= GT 3 = Gal(K(ΛT 3)/K)→ C∗ y
nu´cχ = {1 mo´d T 3, (T 2 + 1) mo´d T 3}.
Por lo tanto χ es un caracter de
(
RT /〈T 3〉
)∗
/ nu´cχ ∼= (RT /〈T 2〉)∗ ∼=
Gal(K(ΛT 2)/K) y puede ser considerado un caracter de Gal(K(ΛT 2)/K).
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Ejemplo 9.4.25. Sea χ el caracter del Ejemplo 9.4.8. Entonces
(
RT /〈T 2(T+
1)〉)∗ ∼= (RT /〈T 2〉)∗ y puesto que cualquier caracter mo´dulo T 2(T + 1) o
mo´dulo T 2 es el mismo caracter, se sigue que K(ΛT 2(T+1)) = K(ΛT 2).
Ejemplo 9.4.26. Sean q = 3, M = T 2 + 1, ζ = ζ8 = e
2pii/8. Se tiene que
Φ(M) = 8,
(
RT /〈M 〉
)∗
= {1, T + 1,−T,−T + 1,−1,−T − 1, T, T − 1} y
ΛM = {u ∈ K | uM = 0} = {u ∈ K |
(
(ϕ + µT )
2 + Id
)
(u) = 0} = {u ∈ K |
u9 + (Tu)3 + Tu3 + T 2u+ u = 0}. Entonces u(u8 + T 3u2 + Tu2 + 1) = 0. Por
lo tanto
ΨM (u) = u
8 + T 3u2 + Tu2 + T 2 + 1 = u8 + (T 3 + T )u2 + (T 2 + 1).
Sea λ una ra´ız de ΨM (u) y sean σ1 = Id, σ−1 : λ 7→ −λ, K(ΛM )+ = {u ∈
K(ΛM ) | σ−1(u) = u} Puesto que
K(ΛM ) = {A0 +A1λ+ · · ·+A7λ7 | Ai ∈ K}
tenemos
K(ΛM )
+ = {A0 +A2λ2 +A4λ4 +A6λ6 | Ai ∈ K}.
Sea
θ :
(
RT /〈M 〉
)∗ −→ C∗
1 7−→ 1
T + 1 7−→ ζ
−T 7−→ ζ2 = i
−T + 1 7−→ ζ3
−1 7−→ ζ4 = −1
−T − 1 7−→ ζ5
T 7−→ ζ6
T − 1 7−→ ζ7
luego
θ2 :
(
RT /〈M 〉
)∗ −→ C∗
1 7−→ 1
T + 1 7−→ i
−T 7−→ −1
−T + 1 7−→ −i
−1 7−→ 1
−T − 1 7−→ i
T 7−→ −1
T − 1 7−→ −i.
Por lo tanto nu´c θ2 = {1,−1} ∼= {σ1, σ−1} = J < G = GM = Gal(K(ΛM )/K)
luego K(ΛM )
+ = K(ΛM )
nu´c θ2 . Entonces K(ΛM )
+ es el campo perteneciente
a θ2.
Observacio´n 9.4.27. Sea χ un caracter de Dirichlet definido mo´dulo M y
sea N ∈ RT \ {0} un mu´ltiplo de M . Sea χ˜ el caracter χ definido mo´dulo N ,
es decir, (
RT /〈N 〉
)∗ χ˜ //
ϕN,M ''
C∗
(
RT /〈M 〉
)∗ χ
:: χ˜ = χ ◦ ϕN,M .
Sean K1 = K(ΛM )
nu´cχ y K2 = K(ΛM )
nu´c χ˜. Entonces
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nu´cϕN,M = DN,M = {A mo´d N | A ≡ 1 mo´d M},(
RT /〈N 〉
)∗
/ nu´cϕN,M ∼=
(
RT /〈M 〉
)∗
. Puesto que GN ∼=
(
RT /〈N 〉
)∗
y GM ∼=(
RT /〈M 〉
)∗
, H = Gal(K(ΛN ),K(ΛM ))
K(ΛN )
H
{
K(ΛM )
GM
K

GN
Entonces K(ΛM ) = K(ΛN )
H y
nu´cϕN,M ∼= Gal(K(ΛN )/K(ΛM )) ∼= H.
Ahora bien, nu´c χ˜ = ϕ−1N,M (nu´cχ) y ya que ϕ
−1
N,M (nu´cχ) ⊇ ϕ−1N,M ({1}) =
nu´cϕN,M se sigue que
K2 = K(ΛN )
nu´c χ˜ ⊆ K(ΛN )nu´cϕN,M = K(ΛM ).
Por tanto K2 ⊆ K(ΛM )nu´cχ = K1. Por otro lado∣∣nu´c χ˜∣∣ = ∣∣ϕ−1N,M (nu´cχ)∣∣ = ∣∣nu´cϕN,M ∣∣∣∣nu´cχ∣∣
=
[
K(ΛN ) : K(ΛM )
][
K(ΛM ) : K1
]
=
[
K(ΛN ) : K1
]
y
∣∣nu´c χ˜∣∣ = [K(ΛN ) : K2]. Se sigue que K1 = K2.
Lo anterior implica que, dado cualquier caracter de Dirichlet χ definido
mo´dulo M , sin importar su conductor, el campo Kχ,M = K(ΛM )
nu´cχ depende
u´nicamente de χ y no de M .
Definicio´n 9.4.28. Sea X cualquier grupo finito de caracteres de Dirichlet.
Sea M el mı´nimo comu´n mu´ltiplo de {Fχ | χ ∈ X}. Entonces X es un
subgrupo de ĜM . Sean H :=
⋂
χ∈X
nu´cχ y KX := K(ΛM )
H . Entonces KX
se llama el campo que pertenece a X o el campo asociado a X.
Observacio´n 9.4.29. Sea K ⊆ L ⊆ K(ΛM ) y sea X el grupo de caracteres
de Dirichlet asociado a L. Entonces L = K(ΛM )
H ⊆ K(ΛM )+ = K(ΛM )F∗q ,
donde H :=
⋂
χ∈X
nu´cχ, si y solamente si F∗q ⊆ H ⇐⇒ χ(a) = 1 para toda
χ ∈ X y para toda a ∈ F∗q .
En general, si X es el grupo de caracteres de Dirichlet asociado a un campo
L ⊆ K(ΛM ), entonces el grupo de caracteres de Dirichlet asociado a L+ =
L ∩K(ΛM )+ es X+ = X ∩ {χ ∈ ̂
(
RT /(M)
)∗ | χ(a) = 1 para toda a ∈ F∗q},
es decir
X+ := {χ ∈ X | χ(a) = 1 para toda a ∈ F∗q}.
En particular se tiene que un caracter χ es par si y solamente si p∞ se
descompone totalmente en Kχ/K.
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Se tiene que si X es c´ıclico, X = 〈χ〉, entonces KX = K〈χ〉.
Observacio´n 9.4.30. Con las notaciones anteriores, tenemos que H es sub-
grupo de GM y que GM/H ∼= Gal(KX/K). Por la Proposicio´n 6.1.11, H⊥ ∼=
̂(GM/H) ∼= ̂Gal(KX/K). Puesto que GM es abeliano, H⊥ ∼= Gal(KX/K).
Tambie´n, si χ ∈ X < ĜM , puesto que nu´cχ ⊇ H, podemos considerar el
mapeo inducido χ˜ : GM/H → C∗. Por lo tanto X ⊆ ĜM/H ∼= H⊥. Ahora
X⊥ < GM y si α ∈ X⊥, entonces χ(α) = 1 para toda χ ∈ X. Por tanto α ∈ H
y X⊥ ⊆ H de tal forma que H⊥ ⊆ X⊥⊥ = X. Se sigue que
X = H⊥ ∼= ̂Gal(KX/K) ∼= Gal(KX/K).
Sea X un grupo finito de caracteres de Dirichlet. Puesto que X ∼=
̂Gal(KX/K), podemos considerar el apareamiento natural
Ψ : Gal(KX/K)×X −→ C∗
(g, χ) 7−→ χ(g).
Bajo Ψ tenemos que si L es un subcampo de KX , definimos
YL = Gal(KX/L)
⊥ ∼=
(
̂Gal(KX/K)
Gal(KX/L)
)
∼= ̂Gal(L/K).
Rec´ıprocamente, si Y ⊆ X es un subgrupo de X, sea LY = KY ⊥X . Entonces
LY es el campo fijo de {g ∈ Gal(KX/K) | χ(g) = 1 ∀ χ ∈ Y }. Se tiene
Y ⊥ = Gal(KX/LY ), as´ı que Y = Y ⊥⊥ = Gal(KX/LY ) = YLY .
Por otro lado, LYL = K
Y ⊥
X = K
(Gal(KX/L)
⊥)⊥
X = K
Gal(KX/L)
X = L. En
otras palabras hemos probado:
Teorema 9.4.31. Existe una correspondencia biyectiva entre A = {Y | Y <
X} y B = {L | L ⊆ KX} dada por
A ←→ B
Y −→ LY = KY ⊥X
̂Gal(L/K) ∼= Gal(KX/L)⊥ = YL ←− L
En particular obtenemos una correspondencia uno a uno entre todos los
subgrupos de caracteres de Dirichlet y subcampos de campos de funciones ci-
cloto´micos. uunionsq
Observacio´n 9.4.32. Puesto que Gal(L/K) es un grupo finito, tenemos que
Gal(L/K) ∼= ̂Gal(L/K) ∼= YL Esto se puede expresar por medio del pareo
natural no degenerado
Gal(L/K)× YL : −→ C∗
(g, χ) 7−→ χ(g).
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Similar a la Proposicio´n 6.2.41, tenemos
Proposicio´n 9.4.33. Sean X1, X2 dos grupos de caracteres de Dirichlet y
sean Ki = KXi , i = 1, 2, los campos pertenecientes a cada Xi. Entonces
(1) X1 ⊆ X2 si y solamente si K1 ⊆ K2.
(2) K〈X1,X2〉 = K1K2.
(3) KX1∩X2 = K1 ∩K2. uunionsq
9.5. Caracteres de Dirichlet y aritme´tica de campos de
funciones cicloto´micos
En esta seccio´n veremos que los caracteres de Dirichlet pueden ser apli-
cados para estudiar algunas propiedades aritme´ticas de campos de funciones
cicloto´micos.
Sea M ∈ RT \ {0} mo´nico y sea M =
∏r
i=1 P
αi
i su descomposicio´n como
producto de polinomios irreducibles. Entonces
(
RT /〈M 〉
)∗ ϕ∼= r∏
i=1
(
RT /〈Pαii 〉
)∗
(9.5.6)
con isomorfismo ϕ.
Si χ es un caracter de Dirichlet mo´dulo M , entonces correspondiente a
(9.5.6) se tiene χ =
∏r
i=1 χPi en donde χPi es un caracter mo´dulo P
αi
i . En
otras palabras
χ(A mo´d M) =
r∏
i=1
χPi(A mo´d P
αi
i ).
Se tiene χPi = χ ◦ ϕ−1 ◦ gPi donde gPi :
(
RT /〈Pαii 〉
)∗ → ∏rj=1 (RT /〈Pαjj 〉)∗
esta´ dado por gPi(A) = (1, . . . , 1, A, 1, . . . , 1).
Ejemplo 9.5.1. Sea χ y ϕ como en el Ejemplo 9.4.19. Entonces χ esta´ defi-
nido mo´dulo T 2(T 2 + 1) y ϕ definido mo´dulo T 2. Sea φ := χϕ, donde φ esta´
definido mo´dulo T 2 + 1. Tenemos χ = (χϕ)ϕ−1 = φϕ−1 y φ esta´ definido
T 2 + 1 de tal forma que χT 2 = ϕ
−1 = ϕ y χT 2+1 = φ.
Definicio´n 9.5.2. Sea X un grupo finito de caracteres. Entonces para un
polinomio mo´nico e irreducible P ∈ RT definimos: XP = {χP | χ ∈ X}.
Ejemplo 9.5.3. Sea q = 2. Consideremos M = T 2N con N = T 2 + T + 1 y
θ :
(
RT /〈M 〉
)∗ → C∗ donde
θ(1) = 1, θ(T + 1) = ζ, θ(T 2 + 1) = ζ2, θ(T 3 + T 2 + T + 1) = −1,
θ(T 3 + T 2 + 1) = −ζ, θ(T 3 + T + 1) = −ζ2 donde ζ = ζ6 = e2pii/6.
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Tenemos θ = θP1θP2 donde P1 = T y P2 = N ,
θP1 :
(
RT /〈T 2〉
)∗−→C∗, θP2 : (RT /〈N 〉)∗−→C∗,
ϕ−1 ◦ gP1 :
(
RT /〈T 2〉
)∗−→ (RT /〈M 〉)∗ con
1 7→ (1, 1) 7→ 1, T + 1 7→ (T + 1, 1) =
= (T 3 + T 2 + T + 1, T 3 + T 2 + T + 1) 7→ T 3 + T 2 + T + 1
pues T 3 + T 2 + T + 1 ≡ T + 1 mo´d T 2, T 3 + T 2 + T + 1 ≡ 1 mo´d N y
ϕ−1 ◦ gP2 :
(
RT /〈N 〉
)∗ → (RT /〈M 〉)∗ con
1 7→ (1, 1) 7→ 1, T 7→ (1, T ) = (T 2 + 1, T 2 + 1) 7→ T 2 + 1,
T + 1 7→ (1, T + 1) = (T 3 + T 2 + 1, T 3 + T 2 + 1) 7→ T 3 + T 2 + 1 pues
T 2 + 1 ≡ 1 mo´d T 2, T 2 + 1 ≡ T mo´d N, T 3 + T 2 + 1 ≡ 1 mo´d T 2 y
T 3 + T 2 + 1 ≡ T + 1 mo´d N.
Luego θP1 = θ ◦ ϕ−1gP1 , θP2 = θ ◦ ϕ−1gP2 ,
θP1(1) = 1, θP1(T + 1) = θ(T
3 + T 2 + T + 1) = −1,
θP2(1) = 1, θP2(T ) = θ(T
2 + 1) = ω, θP2(T + 1) = θ(T
3 + T 2 + 1) = ω2,
donde ω = ζ2 = e2pii/3.
Si X = 〈θ〉, entonces XP1 = 〈θP1〉, XP2 = 〈θP2〉, y XP = {1} si P /∈
{T,N}.
Teorema 9.5.4. Sean X un grupo finito de caracteres de Dirichlet y KX su
campo asociado. Sea P ∈ RT \{0} un polinomio irreducible y sea (P )K = ppgrP∞ .
Sea P un divisor primo de KX sobre p y sea e := e(P|p). Entonces e =
∣∣XP ∣∣.
Demostracio´n. Sea M el mı´nimo comu´n mu´ltiplo de {Fχ | χ ∈ X}. Entonces
KX ⊆ K(ΛM ). Sea M = P aA donde A ∈ RT y P no divide a A. Sea
L = KX(ΛA) = KXK(ΛA). Consideremos el siguiente diagrama donde la
ramificacio´n se refiere a P .
K(ΛM )
L = KX(ΛA) = KXK(ΛA)
no
ramificado
no
ramificado
K(ΛPa) KX
e=ep(KX/K)
K(ΛA)
no
ramificado
KXP
totalmente
ramificado
K
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Entonces por la Proposicio´n 9.4.33 se tiene L = KXK(ΛA) = KXKĜA =
K ̂〈X,GA〉.
As´ı que L es el campo perteneciente al grupo generado por X y ĜA, esto
es, el grupo de caracteres de L esta´ generado por X y por los caracteres de
Dirichlet de GM cuyo conductor es primo relativo a P .
Como en la demostracio´n del Teorema 6.3.3 se tiene que 〈X, ĜA〉 ∼= XP ×
ĜA.
Ahora bien KXP ⊆ K(ΛPa) y L = KXPK(ΛA). Se tiene que p es no
ramificado en K(ΛA)/K y por tanto el ı´ndice de ramificacio´n de p en KX/K
es el mismo que el de L/K. Por otro lado, puesto que L/KXP no es ramificado
en los divisores primos que esta´n sobre p y por el Teorema 9.2.27 (4), p es
totalmente ramificado en KXP /K, concluimos que e =
[
KXP : K
]
=
∣∣XP ∣∣. uunionsq
Ejemplo 9.5.5. En el Ejemplo 9.5.3, el ı´ndice de ramificacio´n de P1 = T es∣∣XP1∣∣ = 2 pues XP1 = 〈θP1〉 y θP1 es de orden 2 y el ı´ndice de ramificacio´n
de P2 = T
2 + T + 1 es
∣∣XP2∣∣ = 3 pues XP2 = 〈θP2〉 y θP2 es de orden 3.
Finalmente para otro primo distinto a P1, P2 y p∞ se tiene que el ı´ndice de
ramificacio´n es 1, es decir, es no ramificado.
Ejemplo 9.5.6. Sea q = 2 y consideremos el caracter χ dado en el Ejemplo
9.4.19. El conductor de χ es T 2(T 2 + 1). Por el Ejemplo 9.5.1 tenemos que
χT 2 = ϕ y χT 2+1 = φ. Notemos que Φ(T
2) = Φ(T 2 + 1) = qdn − qd(n−1) =
21(2)−21(2−1) = 22−2 = 4−2 = 2. De aqu´ı que [K(ΛT 2) : K] = [K(ΛT 2+1) :
K
]
= 2. Tenemos
uT
2
=
2∑
i=0
[
T 2
i
]
uq
i
= T 2u+
[
T 2
1
]
uq + uq2.
Ahora bien, [
T 2
1
]
= T
[
T
1
]
+
[
T
0
]q
= T + T q = T + T 2
donde
[
T
1
]
= a1 = 1. Por lo tanto
uT
2
= T 2 + (T + T 2)u2 + u4.
Tambie´n tenemos
ΨT 2(u) =
uT
2
uT
=
T 2u+ (T + T 2)u2 + u4
Tu+ u2
= u2 + Tu+ T.
Por lo tanto cada ra´ız α de ΨT 2(u) es de la forma:
(
α
T
)2
+
(
α
T
)
= − 1T = 1T .
Por lo tanto K(ΛT 2) = K(β) donde β es una ra´ız de la extensio´n de Artin-
Schreier que satisface β2 − β = 1T .
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Similarmente, K(ΛT 2+1) = K(γ) donde γ
2 +γ = 1T+1 . Se sigue que Kχ =
K(ε) con ε2 − ε = 1T (T+1) y tenemos el siguiente diagrama
K(ΛT 2(T+1)) = K(β, γ)
K(β)
χT2
K(ε)
χ
K(γ)
χT2+1
K
En K(ε)/K, T y T + 1 son los primos ramificados. En K(β)/K, T es el
u´nico primo ramificado y en K(γ)/K, T + 1 es el u´nico primo ramificado.
Corolario 9.5.7. Sea χ un caracter de Dirichlet. Entonces P se ramifica en
Kχ/K si y so´lo si χ(P ) = 0, o equivalentemente, P divide a Fχ. Si X es
cualquier grupo finito de caracteres de Dirichlet, entonces P es no ramificado
en KX/K si y so´lo si χ(P ) 6= 0 para toda χ ∈ X.
Demostracio´n. Se tienen las equivalencias: P es ramificado en KX/K ⇐⇒
XP 6= {1} ⇐⇒ existe χ ∈ X tal que χP 6= 1 ⇐⇒ existe χ ∈ X con
P |Fχ ⇐⇒ existe χ ∈ X con χ(P ) = 0. uunionsq
Como en el caso nume´rico, Teorema 6.3.5, los grupos de inercia y de des-
composicio´n esta´n relacionados con los caracteres de Dirichlet de la siguiente
manera.
Teorema 9.5.8. Sea X un grupo finito de caracteres de Dirichlet y sea KX
su campo asociado. Sean P ∈ RT y Y = {χ ∈ X | χ(P ) 6= 0}, Z = {χ ∈ X |
χ(P ) = 1}. Entonces, si (P )K = ppgrP∞ , consideremos P un divisor primo en
KX sobre p. Entonces
X/Y ∼= Î(P|p) ∼= I(P|p) y X/Z ∼= D(P|p).
En particular, e = e(P|p) = [X : Y ], f = d(P|p) = [Y : Z] y h = [Z : 1] =
|Z| donde h es el nu´mero de divisores primos en KX sobre p. Finalmente, el
grupo Y/Z es c´ıclico de orden f .
Demostracio´n. Ana´loga a la del Teorema 6.3.5. uunionsq
Resolveremos el problema inverso de la Teor´ıa de Galois para el caso par-
ticular de un grupo abeliano. Primero necesitamos el siguiente resultado.
Proposicio´n 9.5.9. Sea P ∈ RT un polinomio irreducible mo´nico de grado
d y sea n = pt. Entonces
(
RT /〈Pn〉
)∗
contiene un subgrupo c´ıclico de orden
pta para cualquier a que divide a qd − 1.
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Demostracio´n. Se tiene que
∣∣(RT /〈Pn〉)∗∣∣ = Φ(Pn) = qdn − qd(n−1) =
qd(n−1)(qd − 1).
Por tanto
(
RT /〈Pn〉
)∗
es isomorfo a una suma directa H⊕A donde |H| =
qd(n−1) y |A| = qd − 1. Notemos que A es el u´nico subgrupo de orden qd − 1.
Definimos
θ :
(
RT /〈Pn〉
)∗ −→ (RT /〈P 〉)∗
B mo´d Pn 7−→ B mo´d P.
Entonces θ es un epimorfismo y
(
RT /〈Pn〉
)∗
/nu´c θ ∼= (RT /〈P 〉)∗.
Puesto que
∣∣(RT /〈P 〉)∗∣∣ = Φ(P ) = qd − 1, se sigue que
A ∼= (RT /〈P 〉)∗ y H ∼= nu´c θ ∼= {B mo´d Pn | B ≡ 1 mo´d P}.
Ahora RT /〈P 〉 y Fqd son isomorfos de tal forma que A es el grupo multipli-
cativo de los elementos diferentes de cero de un campo y por lo tanto A es un
grupo c´ıclico.
Sea B = 1 + P . Queremos determinar el orden de B mo´dulo Pn en
RT /〈Pn〉. Ahora como B ∈ nu´c θ, B ∈ H, y o(B) = ps para algu´n s ≥ 0.
Entonces
Bp
s
= 1 + P p
s ≡ 1 mo´d Pn ⇐⇒ ps ≥ n = pt ⇐⇒ s ≥ t.
Por tanto o(B) = pt. uunionsq
Teorema 9.5.10. Sea G un grupo abeliano finito. Entonces existen campos
de funciones congruentes E y F tales que
(i) Gal(F/E) ∼= G.
(ii) F/E es no ramificada en todos los divisores primos.
(iii) F/K es abeliana y E/K es c´ıclica.
(iv) El campo de constantes, tanto de E como de F es Fq.
Demostracio´n. Sea G ∼= Z/m1Z × · · · × Z/mrZ. Definimos mi = ptiai con
mcd(ai, p) = 1, ti ≥ 0 para 1 ≤ i ≤ r. Sea d′i = o(p mo´d ai), es decir,
pd
′
i ≡ 1 mo´d ai, con d′i mı´nimo. Escojamos nu´meros naturales d1 < d2 <
· · · < dr donde cada d′i divide a di. Por ejemplo, podemos tomar d1 = d′1,
di = 2di−1d′i, i = 2, . . . , r. Sea Pi ∈ RT un polinomio mo´nico irreducible de
grado di. Tal polinomio Pi existe pues si Fqdi = Fq(αi) para algu´n αi, entonces
Pi = Irr(αi, T,Fq) es de grado di y F(αi) ∼= RT /〈Pi〉.
Por la Proposicio´n 9.5.9,
(
RT /〈P p
ti
i 〉
)∗
contiene un elemento de orden
ptiai = mi. Ahora, puesto que
̂(
RT /〈P ptii 〉
)∗ ∼= (RT /〈P ptii 〉)∗, existe un ca-
racter χ mo´d P tii de orden mi. Es decir χ satisface o(χ) = mi y Fχi = p
si
i con
si ≤ ti.
Sea Pr+1 otro polinomio mo´nico irreducible de grado dr+1 > dr tal que
a1 · · · ar|qdr+1 − 1. Tal dr+1 existe pues mcd(a1 · · · ar, q) = 1.
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Sea χr+1 un caracter de Dirichlet definido mo´dulo P
pt
r+1 para t = t1+· · ·+tr
y orden mr+1 = p
t(qdr+1 − 1) (Proposicio´n 9.5.9). Entonces
m1 · · ·mr = a1 · · · arpt1+···tr |mr+1.
Sea χ := χ1 · · ·χrχr+1 y E := KX el campo asociado a X := 〈χ〉. Sea
Y := 〈χ1, . . . , χr, χr+1〉 y F := KY el campo correspondiente a Y . Tenemos
K ⊆ E = KX ⊆ KY = F ⊆ K(ΛM )
donde M = Pα11 · · ·Pαrr Pαr+1r+1 con αi = pti , 1 ≤ i ≤ r y αr+1 = pt. En
particular el campo de constantes de E y F es Fq (Corolario 9.2.28). Esto
prueba (iv) y tambie´n tenemos que F/K es una extensio´n abeliana.
Por otro lado se tiene Gal(E/K) ∼= X ∼= 〈χ〉 es c´ıclico y obtenemos (iii).
Ahora bien, Y = 〈χ1, . . . , χr, χr+1〉 = 〈χ1, . . . , χr, χ〉 y o(χ) = o(χr+1) =
mr+1 y puesto que m1 · · ·mr divide a mr+1, χ es de orden maximal en Y .
Por tanto Y/X = Y/〈χ〉 ∼= 〈χ1, . . . , χr〉 y
Y/X ∼=
̂Gal(KY /K)
̂Gal(KX/K)
∼=
̂Gal(KY /K)
̂( Gal(KY /K)
Gal(KY /KX)
) ∼= ̂Gal(KY /KX)
∼= ̂Gal(F/E) ∼= Gal(F/E).
Se obtiene que Gal(F/E) ∼= 〈χ1, . . . , χr〉 ∼= Z/m1Z×· · ·×Z/mrZ ∼= G lo cual
prueba (i).
Por el Teorema 9.3.5 se tiene que los primos ramificados en F/K son
p1, . . . , pr, pr+1 y p∞, donde (Pi)K = pi
p
grPi∞
.
Ahora bien el ı´ndice de ramificacio´n de p∞ en E/K es q−1 lo mismo que en
F/K puesto que E es el campo perteneciente a χ, q− 1|o(χ) y (RT /〈P ptr+1〉)∗
contiene un u´nico subgrupo de orden (q− 1) (Proposicio´n 9.5.9) y este grupo
es el grupo de inercia p∞ (Teorema 9.2.32). Por lo tanto p∞ es no ramificado
en F/E. Finalmente tenemos YPi = 〈χi〉 = XPi . Por el Teorema 9.5.4 se tiene
que ı´ndice de ramificacio´n en cada divisor en F que divide a pi es
∣∣YPi ∣∣∣∣XPi∣∣ = 1.
Por tanto F/E es no ramificada en cada divisor primo y esto prueba (ii) y el
teorema. uunionsq
Sea E = K( t
√
γD)/K una extensio´n de Kummer, donde t|q − 1, D ∈ RT
es un polinomio mo´nico de grado positivo y libre de t–potencias. ¿Se cumple
que E ⊆ K(ΛD )?
La respuesta es que E ⊆ K(ΛD ) si y solamente si γ ≡ (−1)grD mo´d (Fq)t.
Para ver esto, probamos el siguiente resultado.
Proposicio´n 9.5.11. Para un polinomio P ∈ R+T de grado d, se tiene que
K( l
√
(−1)dP ) ⊆ K(ΛP ), donde l es cualquier divisor de q − 1.
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Demostracio´n. Sea ΦP (u) =
uP
u el P–e´simo polinomio cicloto´mico. Tenemos
ΦP (u) =
∏
A 6=0,A∈RT
grA<grP
(u− λA) =
d∑
i=0
(
P
i
)
uq
i−1,
donde λ ∈ ΛP \ {0}, esto es, λ es un generador como RT –mo´dulo de ΛP .
Entonces
ΦP (0) = (−1)qd−1
∏
A 6=0,A∈RT
grA<grP
λA = P.
Ahora, todo polinomio A ∈ RT , A 6= 0 puede ser un´ıvocamente escrito
como producto de un elemento α ∈ F∗q y un polinomio mo´nico A1: A = αA1.
Ahora, λA = λαA1 = αλA. Notemos que hay exactamente q − 1 polinomios
A ∈ RT , A 6= 0 tal que A1 aparece, una para cada uno de los q − 1 elementos
de F∗q . Por lo tanto
P = (−1)qd−1
∏
A6=0,A∈RT
grA<grP
λA = (−1)qd−1
∏
A1 mo´nico
grA1<grP,α∈F∗q
αλA1
= (−1)qd−1
( ∏
α∈F∗q
α
) qd−1
q−1
( ∏
A1 mo´nico
grA1<grP
λA1
)q−1
.
Notemos que
∏
α∈F∗q α = −1 lo cual se sigue de que
xq−x
x = x
q−1 − 1 =∏
α∈F∗q
(x − α) por lo que ∏
α∈F∗q
α = −1, y que ξ := ∏A1 mo´nico λA1 ∈ K(ΛP ).
Entonces
(−1)qd−1(−1)(qd−1)/(q−1)ξq−1 = (−1)dξq−1 = P,
con ξ ∈ K(ΛP ). Se sigue que ξ = q−1
√
(−1)dP ∈ K(ΛP ). En particular
l
√
(−1)dP = ξ(q−1)/l ∈ K(ΛP ). uunionsq
Corolario 9.5.12. Sea D ∈ RT un polinomio mo´nico. Entonces
K( l
√
(−1)grDD) ⊆ K(ΛD),
donde l es cualquier divisor de q − 1. uunionsq
Definicio´n 9.5.13. Sea P ∈ RT un polinomio mo´nico e irreducible de grado
d. Entonces RT /〈P 〉 es el campo de qd elementos. Si Q ∈ RT es mo´nico e
irreducible, Q 6= P , Q mo´d P ∈ F∗qd y en particular Qq
d−1 mo´d P ≡ 1 mo´d P .
Se define el s´ımbolo de Legendre
(
Q
P
)
=
(
Q
P
)
q−1
como el u´nico elemento
α ∈ F∗qd tal que Q
qd−1
q−1 mo´d P = α.
Puesto que αq−1 ≡ Qqd−1 mo´d P ≡ 1 mo´d P , se tiene que α ∈ F∗q .
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Observacio´n 9.5.14. Ma´s generalmente, podemos definir el s´ımbolo de Le-
gendre para un divisor t de q−1. De hecho, si P ∈ R+T es de grado d, entonces
consideremos M ∈ RT con P - M . Entonces M mo´d P ∈
(
RT /(P )
)∗ ∼= F∗qd .
Consideremos la congruencia Xt ≡ M mo´d P . Si la congruencia tiene solu-
cio´n, entonces Xq
d−1 ≡M q
d−1
t ≡ 1 mo´d P .
Rec´ıprocamente, si M
qd−1
t ≡ 1 mo´d P , tomamos un generador X de F∗qd .
Entonces existe s tal que Xs = M mo´d P . Como M
qd−1
t ≡ 1 mo´d P se sigue
que Xs
qd−1
t = 1 en F∗qd Puesto que X es generador se sigue que t | s. Si s = ut
con u ∈ N, entonces Xu es solucio´n de la congruencia.
Por tanto para t | qd − 1, se define (MP )t, para M ∈ RT con P - M como
el u´nico elemento de F∗qd tal que
M
qd−1
t ≡
(
M
P
)
d
mo´d P.
Para P |M se define (MP )d = 0.
Para el siguiente ejemplo, usamos la Proposicio´n 9.5.11.
Ejemplo 9.5.15. Sea P un polinomio irreducible de grado d. Se tiene que
K(ΛP )/K es una extensio´n c´ıclica de grado q
d − 1. Por tanto existe un u´nico
subcampo de K(ΛP ) de grado q − 1 sobre K: [L : K] = q − 1. Ahora bien,
puesto que F∗q ⊆ K, se tiene que las q − 1 ra´ıces de unidad esta´n en K y por
tanto L/K es una extensio´n de Kummer. Sea L = K(α) donde αq−1 = β ∈
K. Ahora puesto que los primos ramificados en L/K son p y posiblemente
p∞, donde (P )K = ppgrP∞ y son totalmente ramificados (en caso de ser p∞
ramificado) como consecuencia de los Teoremas 9.2.27 y 9.2.32, se tiene β ∈
RT y β = γP
i con γ ∈ F∗q y mcd(i, q − 1) = 1.
Por Teor´ıa de Kummer, podemos tomar i = 1 y se tiene αq−1 = γ1P , para
algu´n γ1 ∈ Fq. Si ζ es un generador de F∗q , equivalentemente, ζ es una q − 1
ra´ız primitiva de 1, se tiene que si G = Gal(L/K), entonces σα = ζα para
algu´n generador σ de G: G = 〈σ〉.
As´ı, tenemos L = K
(
q−1
√
(−1)dP ) con d = grP . Sea θ : (RT /〈P 〉)∗ → C∗
el caracter asociado a K. Puesto que X = 〈θ〉 es de orden |X| = q−1, se tiene
θq−1 = 1, θ 6= Id, Fθ = P y θ
((
RT /〈P 〉
)∗)
= {ζ ∈ C∗ | ζq−1 = 1}.
Se tiene que L = K(ΛP )
nu´c θ, nu´c θ = {σ ∈ GP | θ(σ) = 1}. Sea Q un
polinomio irreducible tal que Q 6= P . Se tiene que Q se descompone totalmente
en L/K si y so´lo si Z = {χ ∈ X | χ(Q) = 1} satisface que |Z| = q − 1, es
decir si y so´lo si Z = X. Se sigue que Q se descompone totalmente en L/K si
y so´lo si θ(Q) = 1.
El s´ımbolo de Legendre
(
P
)
=
(
P
)
q−1
satisface que
(
Q
P
)
es el u´nico
elemento F∗q tal que
204 9 Campos globales de funciones y campos de funciones cicloto´micos(
Q
P
)
= Q
qd−1
q−1 mo´d P.
Ahora si Q = Bq−1 mo´d P para algu´n B, se tiene que θ(Q) = θ(Bq−1) =
(θ(B))q−1 lo cual implica que Q ∈ nu´c θ. Puesto que
|nu´c θ| =
∣∣(RT /〈P 〉)∗∣∣
q − 1 =
qd − 1
q − 1 =
∣∣∣((RT /〈P 〉)∗)q−1∣∣∣,
se sigue que nu´c θ =
((
RT /〈P 〉
)∗)q−1
, y por tanto θ(Q) = 1 si y so´lo si
Q ≡ Bq−1 mo´d P si y so´lo si
(
Q
P
)
= 1 y en particular nu´c θ =
{
Q |
(
Q
P
)
=
1
}
= nu´c
(
P
)
.
En resumen L = K
(
q−1
√
(−1)dP ) es el campo asociado a (
P
)
q−1
.
El Ejemplo 9.5.15 lo enunciamos en la siguiente proposicio´n.
Proposicio´n 9.5.16. Si P ∈ R+T es un polinomio de grado d, entonces L =
K
(
q−1
√
(−1)dP ) es el campo asociado a (
P
)
q−1
.
Adema´s, para Q 6= P , Q ∈ R+T , Q se descompone totalmente en L/K si y
solamente si
(
Q
P
)
q−1
= 1. uunionsq
9.6. Fo´rmula del conductor–discriminante
Primero calculemos el diferente de una extensio´n cicloto´mica K(ΛM )/K.
Proposicio´n 9.6.1. Sea P ∈ RT un polinomio mo´nico e irreducible de grado
d y sea n ∈ N. Si M = Pn, entonces el diferente de K(ΛPn)/K DPn esta´
dado por:
DPn = P
s
∏
Q|p∞
Qq−2
donde P es u´nico divisor primo sobre p,
s = nΦ(Pn)− qd(n−1) = nqdn − (n+ 1)qd(n−1) y
2gPn − 2 = (dqn− dn− q)Φ(P
n)
q − 1 − dq
d(n−1),
donde gPn denota al ge´nero de K(ΛPn).
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Demostracio´n. Por los Teoremas 9.2.27 y 9.2.32 se tiene que cualquier divisor
primo diferente a p y p∞ es no ramificado en K(ΛPn)/K, p es totalmente
ramificado y p∞ es moderadamente ramificado con ı´ndice de ramificacio´n
q − 1. Se sigue que DPn = Ps
∏
Q|p∞
Qq−2.
Solo falta determinar s. Se tiene que OPn = RT [λ] donde λ es ra´ız de
ΨPn(u) y s = vP(Ψ
′
Pn(λ)). Ahora bien, puesto que u
Pn = uP
n−1
ΨPn(u) se
sigue que
Pn = (uP
n
)′ = (uP
n−1
)′ΨPn(u) + uP
n−1
Ψ ′Pn(u) =
= Pn−1ΨPn(u) + uP
n−1
Ψ ′Pn(u).
Por lo tanto Pn = λP
n−1
Ψ ′Pn(λ) y (Ψ
′
Pn(λ)) =
(
Pn
λPn−1
)
.
Puesto que λP
n−1 ∈ ΛP y ΨP (u) =
∏
mcd(A,P )=1
(u− λAP ), se tiene
ΨP (0) = P = ±
∏
mcd(S,P )=1
λSP = αλ
Φ(P )
P
donde α es una unidad de OPn . En particular tenemos que
〈(
λP
n−1)Φ(P )〉
=
〈P 〉. Si q es el u´nico divisor primo de K(ΛP ) que divide a p, entonces
vq(λ
Pn−1) =
vq(P )
Φ(P ) =
e(q|p)vp(P )
Φ(P ) = 1 pues q|p es totalmente ramificado en
K(ΛP )/K. Entonces
vP(λ
Pn−1) = e(P|q)vq(λPn−1) = Φ(P
n)
Φ(P )
.
Se sigue que
s = vP
(
Ψ ′Pn(λ)
)
= vP
( Pn
λPn−1
)
= vP(P
n)− vP(λPn−1)
= ne(P|p)− Φ(P
n)
Φ(P )
= nΦ(Pn)− qd(n−1).
Por la fo´rmula del ge´nero de Riemann–Hurwitz (Teorema 8.6.5) obtenemos
2gK(ΛPn ) − 2 =
[
K(ΛPn) : K
]
(2gK − 2) + dK(ΛPn )(DPn)
= Φ(Pn)(0− 2) + d(nΦ(Pn)− qd(n−1)) + Φ(P
n)
q − 1 (q − 2)
=
Φ(Pn)
(q − 1)
(− 2(q − 1) + dn(q − 1) + (q − 2))− dqd(n−1)
= (dnq − dn− 2q + 2− q − 2)Φ(P
n)
q − 1 − dq
d(n−1)
= (dqn− dn− q)Φ(P
n)
q − 1 − dq
d(n−1). uunionsq
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El resultado general es:
Teorema 9.6.2 (Fo´rmula del ge´nero y del diferente). Sea M ∈ RT un
polinomio mo´nico no constante de la forma M = Pα11 · · ·Pαrr donde P1, . . . , Pr
son polinomios irreducibles distintos. Sea di = grPi. Entonces
DM =
r∏
i=1
( ∏
P|pi
P
)si ∏
Q|p∞
Qq−1
donde (Pi)K =
pi
p
di∞
, si = αiΦ(P
αi
i )− qdi(αi−1) y
2gM − 2 = −2Φ(M) +
r∑
i=1
disi
Φ(M)
Φ(Pαii )
+ (q − 2)Φ(M)
q − 1 .
Demostracio´n. Para cada i ∈ {1, . . . , r}, pi es completamente ramificado en
K(ΛPαii
)/K y no ramificado en K(ΛM )/K(ΛPαii
). Para cada divisor primo q
en K(ΛPαii
) que esta´ sobre pi, hay
Φ(M)/Φ(P
αi
i )
fi
divisores primos, cada uno de
ellos de grado relativo fi. Por tanto la contribucio´n a DM de pi es
( ∏
P|pi
P
)si
donde si es como en la Proposicio´n 9.6.1. Tenemos
grK(ΛM )
( ∏
P|pi
P
)
= di
Φ(M)/Φ(Pαii )
fi
= di
Φ(M)
Φ(Pαii )
.
Por lo tanto DM =
r∏
i=1
( ∏
P|pi
P
)si ∏
Q|p∞
Qq−2 y
2gM − 2 = (2gK − 2)
[
K(ΛM ) : K
]
+ grK(ΛM ) DM
= −2Φ(M) +
r∑
i=1
sidi
Φ(M)
Φ(Pαii )
+ (q − 2)Φ(M)
q − 1 . uunionsq
Veamos el siguiente ejemplo.
Ejemplo 9.6.3. Sean q = 3, M = T 2(T + 1), ζ = ζ6 = e
2pii/6 y
θT :
(
RT /〈T 2〉
)∗ −→ C∗
1 7−→ 1
T − 1 7−→ ζ
T + 1 7−→ ζ2
−1 7−→ −1
−T + 1 7−→ −ζ
−T − 1 7−→ −ζ2.
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Sea θ˜T = θT ◦ ϕM,T 2 , y sea θT+1 dado por
θT+1 :
(
RT /〈T + 1〉
)∗ −→ C∗
1 7−→ 1
−1 7−→ −1
y sea θ˜T+1 = θT+1 ◦ ϕM,T+1.
Sea X = 〈θ˜T , θ˜T+1〉. El campo perteneciente a X es L = K(ΛM ). Tenemos
XT = 〈θT 〉, XT+1 = 〈θT+1〉. As´ı, eT = 6, eT+1 = 2. Notemos que los grupos
Y y Z (ver Teorema 9.5.8) de T y T + 1 satisfacen:
Y (T + 1) = {τ ∈ X | τ(T + 1) 6= 0} = 〈θ˜T 〉 ∼= XT y
Z(T + 1) = {τ ∈ X | τ(T + 1) = 1} = 〈θ˜T+1
3〉,
luego eT+1 = 2, fT+1 = 3 y hT+1 = 2. Ahora bien
Y (T ) = {τ ∈ X | τ(T ) 6= 0} = 〈θ˜T+1〉 ∼= XT+1 y
Z(T ) = {τ ∈ X | τ(T ) = 1} = {1},
luego eT = 6, fT = 2 y hT = 1. Para p∞ tenemos e∞ = 2, f∞ = 1, h∞ = 6.
Por tanto s1 = 2Φ(T
2)−3 = 9, s2 = 1Φ(T +1)−30 = 1, de donde el diferente
de K(ΛM )/K es DM = P
9
TPT+1,1PT+1,2Q1Q2Q3Q4Q5Q6. Se sigue que el
diferente de OM sobre RT es
DOM/RT = P
p
TPT+1,1PT+1,2 y
dOM/RT = NK(ΛM )/KDOM/RT = T
18(T + 1)6.
Por otro lado tenemos
Caracter Conductor
1 1
θ˜T T
2
θ˜T
2
T 2
θ˜T
3
T
θ˜T
4
T 2
θ˜T
5
T 2
θ˜T+1 T + 1
θ˜T θ˜T+1 T
2(T + 1)
θ˜T
2
θ˜T+1 T
2(T + 1)
θ˜T
3
θ˜T+1 T (T + 1)
θ˜T
4
θ˜T+1 T
2(T + 1)
θ˜T
5
θ˜T+1 T
2(T + 1)
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As´ı ∏
χ∈X
Fχ = 1 · T 2 · T 2 · T · T 2 · T 2 · (T + 1) · T 2(T + 1) · T 2(T + 1)·
· T (T + 1) · T 2(T + 1) · T 2(T + 1) =
= T 18(T + 1)6 = dOM/RT .
Es decir ∏
χ∈X
Fχ = dOM/RT .
Teorema 9.6.4 (Fo´rmula del conductor–discriminante). Sea L un sub-
campo de K(ΛM ) donde M ∈ RT es un polinomio mo´nico no constante. Sea
dL/K el discriminante de OL/RT donde OL es la cerradura entera de RT en
L. Sea XL el grupo de caracteres de Dirichlet asociado a L. Entonces
dL/K =
∏
χ∈XL
Fχ.
Demostracio´n. La prueba se puede hacer de manera similar a la del caso
nume´rico (Teorema 6.3.9) y una demostracio´n en el caso de campos de fun-
ciones puede ser consultado en [112]. Aqu´ı presentamos una demostracio´n
diferente.
Primero supongamos que M = Pn donde P ∈ RT es un polinomio irredu-
cible. Sean
Li := L ∩K(ΛP i), i = 0, 1, 2, . . . , n.
Entonces L0 = L y L0 = K. Tenemos que un caracter χ tiene conductor P
j
si y so´lo si χ es un caracter asociado al campo K(ΛP j ) pero no a K(ΛP j−1).
Se sigue que XL contiene exactamente [Lj : K] − [Lj−1 : K] caracteres de
conductor P j , 1 ≤ j ≤ n. Por lo tanto∏
χ∈XL
Fχ = P
α
donde
α =
n∑
j=1
j
(
[Lj : K]− [Lj−1 : K]
)
= n[Ln : K]−
n−1∑
j=0
[Lj : K].
Por lo tanto
∏
χ∈XL
Fχ = P
α con α = n[Ln : K]−
n−1∑
j=0
[Lj : K]. (9.6.7)
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Ahora bien, si probamos que DL/K = p
α
L donde pL := pn ∩ OL y pn es
el u´nico divisor primo de K(ΛPn) sobre p, puesto que el grado relativo de pL
sobre p es 1, se seguira´ que
dL/K = NL/KDL/K = P
α.
Sea DL/K = p
γ
L. Tenemos OPn = RT [λPn ] y OPn = OL[λPn ]. Sea f(u) :=
Irr(u, λPn , L). Entonces f(u) divide al polinomio cicloto´mico
ΨPn(u) :=
∏
(A,P )=1
grA<grPn
(u− λAPn) = Irr(u, λPn ,K).
Entonces
ΨPn(u) =
∏
σA∈G
(u− λAPn), f(u) =
∏
σA∈H
(u− λAPn)
donde para cualquier A ∈ RT , primo relativo a P , definimos σA(λPn) = λAPn
y donde G := GPn = Gal(K(ΛPn)/K) y H := Gal(k(ΛPn)/L).
Tenemos grΨPn(u) = Φ(P
n) = [K(ΛPn) : K] = q
(n−1)d(qd − 1) = |G| y
gr f(u) = [K(ΛPn) : K] = |H|. Escribimos ΨPn(u) = f(u)g(u). Por lo tanto
g(u) =
∏
σA∈G\H
(u− λAPn).
Se sigue que DK(ΛPn )/K = (Ψ
′
Pn(λPn)) = p
β
n donde β = nq
dn − (n +
1)qd(n−1) (Proposicio´n 9.6.1) y DK(ΛPn )/K = (f
′(λPn)) = pδn. Notemos que
Ψ ′Pn(u) = f
′(u)g(u) + f(u)g′(u) y Ψ ′Pn(λPn) = f
′(λPn)g(λPn).
Puesto que DK(ΛPn )/K = DK(ΛPn )/L conL/K(ΛPn ) DL/K y pL es totalmente
ramificado en K(ΛPn)/L obtenemos que
γ =
β − δ
[K(ΛPn) : L]
=
1
[K(ΛPn) : L]
(vpn(Ψ
′
Pn(λPn))− vpn(f ′(λPn)))
=
1
[K(ΛPn) : L]
vpn
(Ψ ′Pn(λPn)
f ′(λPn)
)
=
1
[K(ΛPn) : L]
vpn(g(λPn)).
Esto es
γ =
1
[K(ΛPn) : L]
vpn(g(λPn)). (9.6.8)
Se tiene g(λPn) =
∏
σA∈G\H
(
λPn − λAPn
)
. Definimos la filtracio´n Di :=
{σA ∈ G | vP (A− 1) ≥ i}, i = 0, 1, . . . , n− 1. Tenemos Di+1 ⊆ Di. Si A ∈ RT
es tal que vP (A−1) = t, entonces A = 1+P tR con R y P son primos relativos
y
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σA(λP i) = λ
A
P i = λ
1+P tR
P i = λP i + (λ
P t
P i)
R.
Por lo tanto σA(λP i) = λP i si y so´lo si t ≥ i, esto es,
Di = Gal(K(ΛPn)/K(ΛP i)).
Consideramos Ci := {σA ∈ G\H | vP (A−1) = i} = (G\H)∩(Di\Di+1) =
Di \ (H ∪ Di+1).
Por lo tanto
|Ci| = |Di| − |Di ∩H| − |Di ∩ Di+1|+ |Di ∩ Di+1 ∩H|
= |Di| − |Di ∩H| − |Di+1|+ |Di+1 ∩H|.
Ahora,
Di ∩H = Gal(K(ΛPn)/LK(ΛP i)) y
Di+1 ∩H = Gal(K(ΛPn)/LK(ΛP i+1)).
Por lo tanto
|Ci| = [K(ΛPn) : K(ΛP i)]− [K(ΛPn) : LK(ΛP i)]
− [K(ΛPn) : K(ΛP i+1)] + [K(ΛPn) : LK(ΛP i+1)], 0 ≤ i ≤ n− 1.
Por otro lado, tenemos que σA ∈ Ci si y so´lo si A = 1 + P iR con R primo
relativo a P . Por tanto, si σA ∈ Ci, entonces
λPn − λAPn = λPn − λPn − (λP
i
Pn)
R = −λRPn−i , 0 ≤ i ≤ n− 1.
As´ı σA ∈ Ci si y so´lo si σA ∈ G \ H y vpn(λPn − λAPn) = vpn(λRPn−i) =
Φ(Pn)
Φ(Pn−i) = q
id.
Tenemos G \H =
n−1⋃
i=0
Ci y Ci ∩ Cj = ∅ para i 6= j. Por lo tanto
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vpn(g(λPn)) =
n−1∑
i=0
|Ci|qid =
n−1∑
i=0
[K(ΛPn) : K(ΛP i)]q
id
−
n−1∑
i=0
[K(ΛPn) : K(ΛP i+1)]q
id
−
n−1∑
i=0
[K(ΛPn) : LK(ΛP i)]q
id
+
n−1∑
i=0
[K(ΛPn) : LK(ΛP i+1)]q
id
= [K(ΛPn) : K]q
0 − [K(ΛPn) : K(ΛPn)]q(n−1)d
+
n−1∑
i=1
[K(ΛPn) : K(ΛP i)]q
(i−1)d(qd − 1)
− [K(ΛPn) : K]q0 + [K(ΛPn) : K(ΛPn)]q(n−1)d
−
n−1∑
i=1
[K(ΛPn) : LK(ΛP i)]q
(i−1)d(qd − 1).
Por tanto
vpn(g(λPn)) = [K(ΛPn) : K]− [K(ΛPn) : K] +
n−1∑
i=1
[K(ΛPn) : L]
−
n−1∑
i=1
[K(ΛPn) : LK(ΛP i)][K(ΛP i) : K]
= n[K(ΛPn) : K]− [K(ΛPn) : L]
−
n−1∑
i=1
[K(ΛPn) : LK(ΛP i)][K(ΛP i) : K].
Se sigue que
γ = n
[K(ΛPn) : K]
[K(ΛPn) : L]
− 1−
n−1∑
i=1
ti,
donde
ti =
[K(ΛPn) : LK(ΛP i)][K(ΛP i) : K]
[K(ΛPn) : L]
=
[K(ΛPn) : K]
[LK(ΛP i) : K(ΛP i)][K(ΛPn) : L]
=
[L : K]
[LK(ΛP i) : K(ΛP i)]
=
[L : K]
[L : L ∩K(ΛP i)]
= [L ∩K(ΛP i) : K] = [Li : K].
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L LK(ΛP i)
L ∩K(ΛP i) K(ΛP i)
Por lo tanto
γ = n[L : K]−
n−1∑
i=0
[Li : K]. (9.6.9)
El caso M = Pn se sigue de (9.6.7) y (9.6.9).
Para M arbitrario, sea P ∈ RT un polinomio mo´nico e irreducible. Enton-
ces escribimos M = P aA donde A ∈ RT y P - A. Sea E = L(ΛA) = LK(ΛA).
Se tiene el diagrama (ver Teorema 9.5.4)
K(ΛPaA)
E = LK(ΛA)
no ramificado
no ramificado
K(ΛPa) L = KXL
e=eP (L/K)
K(ΛA)
no ramificado
KXP
totalmente ramificado
K
Tenemos
DE/K = DE/L conL/E DL/K = DE/KXP conKXP /E DKXP /K .
Denotemos para cualquier extensio´n E/F y P ∈ RT , dE/F (P ) = P s donde
P s|dE/F y P s+1 - dE/F . Entonces
dE/F (P ) =
(
NE/K(DE/L)
)
(P ) · d[E:L]L/K (P )
=
(
NE/K(DE/KXP )
)
(P ) · d[E:KXP ]KXP /K (P ).
Puesto que P es no ramificado en E/L y en E/KXP se tiene(
NE/L(DE/L)
)
(P ) =
(
NE/K(DE/KXP )
)
(P ) = 1.
Por tanto
dL/K(P ) =
(
dKXP /K(P )
)[E:KXP ]/[E:L]
.
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Se tiene [E : KXP ] = [K(ΛA) : K] = Φ(A) y [E : L] = [Y : XL] donde Y
es el grupo de caracteres de Dirichlet asociado a E. Se tiene Y = XP × ĜA.
Se sigue que
[E : L] =
|Y |
|XL| =
|XP |
∣∣ĜA∣∣
|X| =
∣∣XP ∣∣Φ(A)
|X|
y
[E : KXP ]
[E : L]
=
Φ(A)(∣∣XP ∣∣Φ(A)
|X|
) = |X|∣∣XP ∣∣ = [L : K]∣∣XP ∣∣ = edhe = dh
donde d es el grado relativo de los divisores primos de L sobre p y h el nu´mero
de estos divisores primos.
Puesto que KXP ⊆ K(ΛPa), de la primera parte de esta demostracio´n
obtenemos que dKXP /K(P ) =
∏
ϕ∈XP
Fϕ. Por lo tanto
dKX/K(P ) =
( ∏
ϕ∈XP
Fϕ
)([E:KXP ]/[E:L])
=
( ∏
ϕ∈XP
Fϕ
)dh
=
∏
ϕ∈XP
F dhϕ .
Del epimorfismo natural pi : XL → XP , χ 7→ χP obtenemos |nu´cpi| =∣∣XL∣∣∣∣XP ∣∣ = dh. Por tanto, para cada ϕ ∈ XP , |pi−1(ϕ)| = dh. Esto es, para cada
ϕ ∈ XP hay precisamente dh elementos χ ∈ X tales que pi(χ) = χP = ϕ. Se
sigue que
dL/K(P ) =
( ∏
ϕ∈XP
Fϕ
)dh
=
∏
χ∈X
FχP .
Finalmente, tenemos que Fχ =
∏
P
FχP para χ ∈ X (Teorema 9.4.16) y
dL/K =
∏
P
dL/K(P ). Por lo tanto
dL/K =
∏
χ∈XL
Fχ. uunionsq

10
Grupos de clase y ramificacio´n de campos de
funciones congruentes
En este cap´ıtulo concentramos varios resultados sobre los grupos de clase
de campos de funciones congruentes as´ı como la aritme´tica de extensiones de
este tipo de campos.
En este cap´ıtulo consideraremos un campo de funciones K con campo de
constantes Fq, con q = pu para alguna u ∈ N. K denotara´ el campo global de
funciones racionales Fq(T ). Para cualquier campo de funciones congruentes
K , Km denotara´ la extensio´n de constantes de grado m: Km = K Fqm .
10.1. Grupos de clase
En esta parte hacemos un compendio de algunos de los resultados relevan-
tes de grupos de clases de campos de funciones. El e´nfasis por supuesto es para
los campos de funciones congruentes, pero presentaremos algunos resultados
generales.
Empezamos por recordar algunos resultados. Las definiciones ba´sicas esta´n
dadas en el Cap´ıtulo 8, Seccio´n 8.2.
10.1.1. Nu´mero de clase hK
Definicio´n 10.1.1. Dado un campo K /k arbitrario de campos de funciones,
el nu´mero de clase hK de K es la cardinalidad de su grupo de clases de
divisores de grado 0: hK = |IK ,0|.
Observacio´n 10.1.2. A diferencia de los campos nume´ricos, no se define
hK = |IK | pues este siempre es infinito ya que IK ∼= IK ,0 ⊕ Z.
Teorema 10.1.3. Sea k un campo arbitrario, y sea K un campo de funciones
sobre k. Si el ge´nero de K es gK = 0, entonces hK = 1.
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Demostracio´n. Sea A un divisor de grado 0. Como gK = 0, se tiene 0 >
2gK − 2 = −2, por un corolario al Teorema de Riemann–Roch, Corolario
8.3.7, se tiene `(A−1) = d(A)− gK + 1 = 0− 0 + 1 = 1.
Puesto que A−1 es de grado 0 y de dimensio´n 1, A debe ser principal, esto
es, A ∈ PK y IK ,0 = {1}. uunionsq
Observacio´n 10.1.4. Notemos que se ha probado que hK = 1 con la u´nica
suposicio´n de que gK = 0, es decir, no se ha pedido que K sea de funciones
racionales. En el caso de que un campo de funciones congruentes satisfaga
gK = 0, K necesariamente es de funciones racionales. Esto es consecuencia
de la Hipo´tesis de Riemann (Ecuacio´n (10.1.1)).
Cuando gK > 0 en general tenemos que hK = ∞. Sin embargo cuando
K es un campo de funciones congruentes, se tiene hK <∞. A continuacio´n
presentamos una demostracio´n de este hecho.
Teorema 10.1.5. Sea k un campo finito y K un campo de funciones con
campo de constantes k. Entonces el nu´mero de clase hK es finito.
Demostracio´n. Sea C cualquier clase y sea N(C) = n la dimensio´n de C.
Sean A1, . . . ,Am todos los divisores enteros pertenecientes a la clase C. Sea
A ∈ C arbitrario. Sea A = {x ∈ k∗ | (x)K = AiA para alguna 1 ≤ i ≤ m}. Sea
k = Fq. Notemos que (x)K = (y)K ⇐⇒ existe α ∈ F∗q tal que y = αx.
As´ı |A| = (q−1)m. Por otro lado dimFq (A∪{0}) = n, esto es, |A∪{0}| = qn,
|A| = qn − 1. Por tanto m = qn−1q−1 . En resumen, el nu´mero total de divisores
enteros en una clase es q
N(C)−1
q−1 .
Sea ahora x ∈ K \ k, [K : k(x)] = r < ∞. Si P es un lugar de K de
grado t, entonces p := P|k(x) es de grado ≤ t.
Como el nu´mero de polinomios en k[x] de grado menor o igual a t es finito,
se sigue que el nu´mero de divisores en K de grado t es finito.
Sea t ≥ gK y sea C cualquier clase de grado t. Por el Teorema de Riemann–
Roch, N(C) = d(C)− gK + 1 +N(WC−1) ≥ t− gK + 1 ≥ 1 > 0. Por tanto
C contiene un divisor entero A.
Sea Λt = {C | C es una clase de grado t}. Entonces Λt es finito pues cada
elemento de Λt contiene un divisor entero de grado t y el nu´mero de estos
divisores es finito. Sea ϕ : IK ,0 −→ Λt, ϕ(C0) = C0A ∈ Λt. Es fa´cil de verificar
que ϕ esta´ bien definida y que es biyectiva por tanto hK = |IK ,0| = |Λt| <∞.
uunionsq
10.1.2. La funcio´n zeta
Sea k = Fq un campo finito y sea K un campo de funciones sobre k. Los
resultados y definiciones que presentamos aqu´ı pueden consultarse en [134,
Ch. 6 y 7].
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Teorema 10.1.6 (F.K. Schmidt). Sea
ρK = mı´n{n ∈ N | existe A ∈ DK con grK A = n}.
Entonces ρK = 1.
Demostracio´n. Ver [134, Theorem 6.3.8]. uunionsq
En particular tenemos que gr : DK −→ Z, A 7−→ grK A, es suprayectiva.
Definicio´n 10.1.7. Se define la funcio´n zeta de K , ζK (s) por
ζK (s) =
∑
A entero
1
(NA)s
=
∑
A entero
q−dK (A)s,
esto es, NA = qdK (A).
Se tiene que ζK (s) converge absolutamente y uniformemente en conjuntos
compactos {s ∈ C | Re s > 1}.
Sea u = q−s y ZK (u) = ζK (s).
Teorema 10.1.8. Se tiene
ZK (u) =
PK (u)
(1− u)(1− qu)
donde PK (u) ∈ Z[u] es un polinomio de grado 2g. Adema´s PK (1) = h = hK
es el nu´mero de clase de K . En particular ZK (u) tiene un polo simple para
u = 1.
Por otro lado tenemos la fo´rmula del producto
ζK (s) =
∏
p∈PK
(1− (N p)−s)−1 para Re s > 1.
Demostracio´n. Ver [134, Theorems 6.3.5 y 6.3.7 y Corollary 6.3.6]. uunionsq
Definicio´n 10.1.9. Sea n ∈ N. Se define An = An(K ) como el nu´mero de
divisores enteros de grado n y sea Nn = Nn(K ) el nu´mero de divisores primos
de grado n.
Se tiene
ZK (u) =
∞∑
n=0
Anu
n y
An = hK
(qn−gK +1 − 1
q − 1
)
para n > 2gK − 2
(ver [134, Theorem 6.2.6]).
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Definicio´n 10.1.10. Un caracter de orden finito χ es un homomorfismo de
grupos χ : IK −→ C∗ tal que existe n ∈ N tal que χn = 1. En particular
χ(IK ) ⊆Wn = {ξ ∈ C | ξn = 1}.
Para un caracter de orden finito χ se define la serie L asociada a K y a
χ por
L(s, χ,K ) =
∑
A entero
χ(A)
1
N(A)s
, s ∈ C, Re s > 1.
La serie converge absolutamente y uniformemente por compactos de {s ∈
C | Re s > 1}. Adema´s tenemos la fo´rmula del producto:
L(s, χ,K ) =
∏
p∈PK
(
1− χ(p)
(N p)s
)−1
, Re s > 1.
Teorema 10.1.11 (Ecuaciones funcionales). Sea ZK (u) =
PK (u)
(1−u)(1−qu) ,
PK (u) = a0 + a1u + · · · + a2gu2g con a0 = 1, a2g = qg. Entonces ai =
Ai − (q + 1)Ai−1 + qAi−2 donde definimos A−1 = A−2 = 0 y se tiene A0 = 1
y en particular a1 = A1 − (q + 1) = N1 − (q + 1).
Adema´s a2g−i = aiqg−i, 0 ≤ i ≤ 2g y
qs(g−1)ζK (s) = q(1−s)(g−1)ζK (1− s) para toda s ∈ C.
Para un caracter χ de orden finito, se tiene
qs(g−1)L(s, χ,K ) = χ(W )q(1−s)(g−1)L(1− s, χ¯,K )
donde W = WK es la clase cano´nica de K .
Demostracio´n. Ver [134, Theorems 6.4.1, 6.4.3 y 6.4.6]. uunionsq
Finalmente tenemos:
Teorema 10.1.12. Sea K /k un campo de funciones, k = Fq, l = Fqr , L =
K l. Sea χj el caracter de K que satisface χj(C) = e2piij/r para cualquier
clase C de grado 1. Entonces
ζL(s) =
r∏
i=1
L(s, χj ,K ) y
ZL(u
r) =
r∏
j=1
ZK (ζ
j
ru)
con u = q−s y ζr = e2pii/r.
Demostracio´n. [134, Theorems 6.4.7 y 7.1.6]. uunionsq
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10.1.3. Hipo´tesis de Riemann
Se tiene que ZK (u) =
PK (u)
(1−u)(1−qu) , PK (u) =
∑2g
i=0 aiu
i con a2g−i =
aiq
g−i, 0 ≤ i ≤ 2g. Adema´s a1 = A1 − (q + 1), A1 = N1. Sean w−11 , . . . , w−12g
las ra´ıces de PK (u). Entonces
PK (u) =
2g∏
i=1
(1− wiu).
Proposicio´n 10.1.13. Se tiene que las siguientes condiciones son equivalen-
tes:
(1) Los ceros de ζK (s) esta´ en Re s = 12 .
(2) Los ceros de ZK (u) esta´n en el c´ırculo |u| = q−1/2.
(3) |wi| = √q, 1 ≤ i ≤ 2g.
Demostracio´n. Ver [134, Theorem 7.1.8]. uunionsq
La hipo´tesis de Riemann establece que las condiciones de la Proposicion
10.1.14 se cumplen para cualquier campo de funciones congruente K .
La hipo´tesis de Riemann es equivalente a
|N1 − (q + 1)| ≤ 2g√q. (10.1.1)
La hipo´tesis de Riemann fue probada por A. Weil en 1940–1941.
Como consecuencia de la hipo´tesis de Riemann, tenemos que si gK = 0,
entonces K es un campo de funciones racionales pues |N1 − (q + 1)| = 0,
esto es, N1 = q + 1 > 1 y por tanto K es de funciones racionales (ver [134,
Theorem 4.1.7]).
Deducimos otra expresio´n para la funcio´n zeta que es conveniente para la
estimacio´n de hK . Por la fo´rmula del producto, tenemos
ζK (s) =
∏
p∈PK
(
1− 1
(N p)s
)−1
=
∞∏
m=1
(
1− 1
qms
)Nm
para Re s > 1,
donde Nm es el nu´mero de divisores primos de K de grado m.
Se sigue que
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ln ζK (s) =
∞∑
m=1
−Nm[ln(1− q−ms)] =↑
ln(1−x)
=−
∞∑
n=1
xn
n
∞∑
m=1
−Nm
{
−
∞∑
t=1
q−mts
t
}
=
∞∑
m=1
∞∑
t=1
Nm
t
q−mts,
ζ ′K (s)
ζK (s)
=
(
ln ζK (s)
)′
=
↑
(qas)′=
(a ln q)qas
∞∑
m=1
∞∑
t=1
Nm(−mt ln q)q−mts
t
= − ln q
∞∑
m=1
∞∑
t=1
mNmq
−mts = − ln q
∞∑
n=1
cnq
−ns
donde
cn =
∑
mt=n
mNm =
∑
m|n
mNm.
Haciendo u = q−s, se tiene
ζK (s) =
∞∑
m=1
∞∑
t=1
Nm
t
umt =
∞∑
r=1
dr
ur
r
donde
dr
r
=
∑
mt=r
Nm
t
=
∑
m|r
Nm
r/m
=
1
r
∑
m|r
mNm,
esto es, dr =
∑
m|rmNm.
Por tanto
ZK (u) =
PK (u)
(1− u)(1− qu) = exp
( ∞∑
r=1
dr
ur
r
)
.
Ahora bien, consideremos Kr = K Fqr la extensio´n de constantes. Sea p
es un lugar de grado 1 en Kr. Sea P = p ∩K el lugar respectivo en K . Se
tiene
dKr/K (p|P)dK (P) = [Fqr : Fq]dKr (p) = r · 1 = r.
Por tanto dK (P)|r. Esto es, dK (P) = m|r.
Rec´ıprocamente, si dK (P) = m|r, entonces por el Teorema 9.1.7, si p es
un lugar en Kr sobre P,
dKr (p) =
dK (P)
mcd(dK (P), r) =
m
mcd(m, r)
=
m
m
= 1.
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Se sigue que dr = N1(Kr) es el nu´mero de lugares de grado 1 en Kr/Fqr .
Entonces
ZK (u) = exp
( ∞∑
r=1
N1(Kr)
ur
r
)
.
Ahora bien si w1, . . . , w2g son los inversos de las ra´ıces de PK (u), puesto
que PK (u) ∈ Z[u], si w ∈ {w1, . . . , w2g}, entonces w¯ = {w1, . . . , w2g}.
Se tiene qg =
∏2g
i=1 wi y N1(K )−(q+1) =
∑2g
i=1 wi. Adema´s PK (w
−1
i ) =
0 ⇐⇒ PK
(
wi
q
)
= 0 ([134, Proposition 7.1.7]).
As´ı, en caso de que 1wi =
wi
q ⇐⇒ wi = ±
√
q. Adema´s, el nu´mero de
veces que
√
q aparece es par as´ı como el nu´mero de veces que −√q lo hace.
Por tanto podemos escribir
PK (u) =
g∏
i=1
(1− wiu)(1− w¯iu)
y por otro lado |wi| = √q para toda 1 ≤ i ≤ g.
Proposicio´n 10.1.14. Se tiene
(
√
q − 1)2gK ≤ hK ≤ (√q + 1)2gK .
Demostracio´n. Se tiene hK = h = PK (1) = |PK (1)| =
∏2g
i=1 |1−wi|. Puesto
que |wi| = √q, entonces √q − 1 ≤ |1 − wi| ≤ √q + 1. El resultado es ahora
inmediato. uunionsq
Observacio´n 10.1.15. Sea k un campo arbitrario y sea E/F una exten-
sio´n finita de campos de funciones sobre k. Entonces los mapeos conorma
conF/E : IF,0 −→ IE,0 y conE/F : IF −→ IE (ambos mapeos tienen mismo
nu´cleo) no tiene por que ser inyectivos. El Ejemplo 10.1.16 da una familia
general de ejemplos. Ma´s adelante lo daremos de manera ma´s expl´ıcita para
campos de funciones congruentes (Ejemplo 10.1.18).
Ejemplo 10.1.16. Sea k un campo algebraicamente cerrado de caracter´ıstica
p > 0. Sea ` un primo tal que ` 6= p. Sea F un campo de funciones sobre k y sea
E = F (
√`
u) una extensio´n de Kummer de grado `. Entonces conF/E : IF,0 −→
IE,0 satisface que nu´c conF/E =
DF,0∩PE
PF
⊆ D
G
E,0∩PE
PF
=
PGE
PF
. Puesto que los
nu´cleos de los dos mapeos conorma: conF/E : IF,0 −→ IE,0 y conF/E : IF −→
IE son el mismo, se tiene nu´c conF/E =
DK ∩PE
PK
.
SeanR = {x ∈ E∗ | tal que x` ∈ F} y ϕ : R −→ PE dada por ϕ(x) = (x)E .
Sea G = Gal(E/F ) = 〈σ〉. Se tiene para x ∈ R que σ(x) = ζi`x para alguna
0 ≤ i ≤ `− 1 y (σx)E = (x)E . Por tanto ϕ(R) ⊆ PGE .
Ahora sea (z)E ∈ PGE , por tanto (σz)E = (z)E , es decir, existe ξ ∈ k∗ tal
que σz = ξz. Se sigue que σ2(z) = σ(ξz) = σξσz = ξξz = ξ2z y en general
σtz = ξtz. En particular z = σ`(z) = ξ`z y por tanto ξ = ζj` para alguna
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0 ≤ j ≤ `− 1. Se sigue que σz` = (σz)` = (ξz)` = ξ`z` = z`, esto es, z` ∈ F .
De esta forma tenemos que ϕ(R) = PGE .
Por tanto ϕ˜ : R −→ PGE /PF , ϕ˜(x) = (x)E mo´d PF es suprayectivo y
nu´c ϕ˜ = F ∗. Por lo tanto RF∗
∼= PGEPF .
Ahora si x ∈ R \ F , x` = y ∈ F y E = F (x) = F (v) con v` = u.
Entonces existen j ∈ {0, 1, . . . , ` − 1} y c ∈ F tales que x = vjc. Por tanto
R
F
∼= Z`Z = 〈v¯〉 = {1, v¯, . . . v¯`−1} con v =
√`
u.
Cuando E/F es no ramificada se tiene que DGE = 〈conF/E P | P ∈ PF 〉
pues si vp(A) = α, entonces para toda τ ∈ G se tiene vpτ (A) = vp(Aτ−1) =
vp(A).
Por otro lado, como E/F es no ramificado, conF/E P = p1 · · · p` y DGE =
DF y nu´c conF/E =
DF∩PE
PF
=
DGE∩PE
PF
= RF
∼= Z`Z . Por tanto conF/E no es
inyectiva.
En el caso de extensiones de constantes, en general se tiene
Proposicio´n 10.1.17. Sea K /k un campo de funciones arbitrario y sea L =
K ` donde `/k es separablemente generado. Entonces conK /L : IK ,0 −→ IL,0
y conK /L : IK −→ IL, son inyectivas.
Demostracio´n. El resultado es inmediato de [134, Corollary 8.5.10]. La idea es
que para A ∈ DK , `K (A) = `L(A). Tomando dK (A) > ma´x{2gK − 2, 2gL −
2},
`K (A
−1) = dK (A)− gK + 1,
`L(A
−1) = dL(A)− gL + 1.
Puesto que en este caso dK (A) = dL(A) y `K (A
−1) = `L(A−1), se sigue
que gK = gL.
Finalmente si A ∈ nu´c conK /L, conK /L : IK ϕ−→ IL, A = (α) en L, por
lo que `L(A
−1) = 1 y dL(A) = 0. Se sigue que `K (A−1) = 1 y dK (A) = 0.
Por lo tanto A es principal en K y ϕ es inyectiva. uunionsq
Volveremos sobre la Proposicio´n 10.1.17 ma´s adelante en el caso de campos
de funciones congruentes.
Presentamos a continuacio´n un ejemplo concreto sobre la no inyectividad
del mapeo conorma en el caso de campos de funciones congruentes (ver Ejem-
plo 10.1.16).
Ejemplo 10.1.18. Sean K = Fq(T ), ` un primo con `|q − 1, P1(T ), P2(T ) ∈
RT = Fq[T ] dos polinomios irreducibles mo´nicos distintos de grado `. Sean
K = K(
√`
P1P2) y L = K (
√`
P2). Se tiene que el primo infinito de K no se
ramifica ni enK /K ni en L/K (ver Teorema 10.3.1 ma´s adelante). EnK /K
los primos ramificados son precisamente P1(T ) y P2(T ). Adema´s en L/K el
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u´nico posible primo ramificado es P2(T ) pero L = K (
√`
P1) = K (
√`
P2) por
lo que L/K es una extensio´n c´ıclica no ramificada de grado `.
Sean P1 y P2 los divisores primos de K correspondientes a P1 y a P2 res-
pectivamente y sea P∞ el primo infinito de K. Entonces (Pi) = PiP`∞ , i = 1, 2.
Adema´s (−1)grP1P2 = (−1)2` = 1. Se sigue que P∞ se descompone totalmen-
te en K(
√`
P1) = K(−
√`
P1) = K(
√`
(−1)`P1), en K(
√`
P2) = K(−
√`
P2) =
K(
√`
(−1)`P2) y en K(
√`
P1P2) (ver Corolario 9.5.12). En particular P∞ se
descompone totalmente en L/K.
Sean pi = P`i en K /K, i = 1, 2. Sea A = p1(conK/K P∞)` en K . Se tiene
conK /L(A) = (
√`
P1)L el cual es un divisor principal.
Veamos que A no es principal K . En caso de serlo, digamos A = (β)K
en K , entonces (β)L = (
√`
P1)L por lo que β = ξ
√`
P1 con ξ una constante de
L. Ahora bien, puesto que P∞ se descompone totalmente en L/K, el campo
de constantes de L es Fq, esto es, ξ ∈ Fq. Se sigue que
√`
P1 ∈ K lo cual
es absurdo pues si este fuese el caso, entonces
√`
P2 =
√`
P1P2√`
P1
∈ K y K =
K(
√`
P1,
√`
P2) = L.
As´ı A¯ ∈ nu´c conK /L y A¯ 6= 1 por lo que conK /L no es inyectiva.
Volvemos al caso de extensiones de constantes, ahora expl´ıcitamente para
el caso de campos de funciones congruentes.
Teorema 10.1.19. Sea K un campo global de funciones con campo de cons-
tantes k = Fq. Sea L/K una extensio´n de constantes, esto es L = K l.
Entonces conK /L : IK ,0 −→ IL,0 es inyectiva. En particular hK |hL.
Demostracio´n. Damos dos demostraciones. Para la primera, consideremos
G = Gal(L/K ) ∼= Gal(l/k) el cual es un grupo c´ıclico. Ahora si existe
K $ E $ L, entonces L/E y E/K son ambas extensiones de constantes
y por induccio´n en [L : K ] podemos suponer que conK /E y conE/L son in-
yectivas. De esta forma el caso general se reduce al caso [L : K ] = `, con `
primo.
Sea A ∈ IK ,0 tal que ϕ(A¯) = conK /L(A¯) = (1), donde A¯ = A mo´d PK .
Esto es, A es principal en L: A = (α). Suponemos que α /∈ K pues de otra
forma A ∈ PK y A¯ = 1. Sea G = 〈σ〉.
Sea σα = ξα con ξ ∈ ` pues Aσ = (σα) = (α) = A. Tomando normas
obtenemos
NL/K (α) = NL/K (σα) = NL/K (ξα) = NL/K (ξ) NL/K (α)
de donde se sigue que NL/K (ξ) = 1 = Nl/k(ξ).
Por el Teorema 90 de Hilbert (ver Teorema 17.2.48), existe δ ∈ l tal que
ξ = δσ−1, esto es, σδ = ξδ. Por tanto
σ(δ−1α) = (σδ)−1(σα) = (ξδ)−1(ξα) = δ−1ξ−1ξα = δ−1α
por lo cual
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β = δ−1α ∈ K y (α) = (δ−1α) = (β) ∈ PK .
De esta forma obtenemos que conK /L es inyectiva.
Una segunda demostracio´n es usando otra vez el Teorema 90 de Hilbert.
Como hemos visto si ϕ denota la conorma, entonces nu´cϕ ∼= PGLPK . Se tiene la
sucesio´n exacta
1 −→ l∗ −→ L∗ −→ PL −→ 1.
Se sigue que
1 −→ (l∗)G = k∗ −→ (L∗)G = K ∗ −→ PGL −→
−→ H1(G, l∗) −→ H1(G,L∗) = {1}.
De esta sucesio´n exacta y del Teorema 90 de Hilbert aplicado a l∗, se sigue
que nu´c conK /L =
PGL
PK
∼= H1(G, l∗) = {1} de donde obtenemos que conK /L
es inyectiva. uunionsq
Observacio´n 10.1.20. En la literatura se encuentran otras demostraciones
del Teorema 10.1.19. Una de ellas es consecuencia es un caso particular de
la Proposicio´n 10.1.17. Otra ma´s se puede dar de la siguiente forma. Por
los Teoremas 9.1.4 y 9.1.5 se tiene que gK = gL y para todo A ∈ DK ,
`L(A) = `K (A).
En particular, si WK es la clase cano´nica de K , WK es la u´nica clase
K de grado 2gK − 2 = 2gL − 2 tal que `K (W−1K ) = dK (WK ) − gK + 1 +
`K (W
−1
K WK ) = 2gK − 2− gK + 1 + 1 = gK .
Por tanto conK /L(WK ) es la u´nica clase de grado 2gL − 2 tal que
`
(
(conK /LWK )
−1) = gL = gK . Se sigue que conK /LWK = WL.
Por tanto `L(AW
−1
L ) = `K (AW
−1
K ) para toda A ∈ DK .
Sea A ∈ nu´c conK /L, conK /L : IK −→ IL. Entonces dK (A) = dL(A) = 0
y A se hace principal en L. Por tanto, la clase de A en L es PL y por tanto
`L(A) = 1.
De esta forma tenemos que A es una clase de grado 0 tal que `K (A) =
`L(A) = 1 por lo que A ∈ PK , esto es, A es principal en K y conK /L es
inyectiva.
A pesar de que el mapeo conorma no es inyectivo en general, M. Madan
[90, 91] probo´:
Teorema 10.1.21. Sea K un campo de funciones congruente y L/K una
extensio´n finita de Galois. Entonces hK |hL.
Demostracio´n. Si probamos el resultado para L/K geome´trica, entonces en
general si l es el campo de constantes de L, se tiene que K $ E = K l ⊆ L.
En este caso E/K es una extensio´n de contantes por lo que hK |hE , y L/E
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es una extensio´n geome´trica. Por tanto podemos suponer que L/K es una
extensio´n geome´trica.
Ahora bien, podemos suponer que G = Gal(L/K ) es un grupo simple
pues si K $ M $ L con M/K tambie´n es una extensio´n de Galois, por
induccio´n en [L : K ] podemos suponer que hK |hM y hM |hL lo cual implica
que hK |hL.
As´ı, suponemos que L/K es una extensio´n geome´trica simple. Sea N =
nu´c conK /L. Si N = {Id}, entonces el resultado es inmediato. Suponemos que
N es no trivial. Sea A un representante de una clase A¯ ∈ N .
Sea A = (α) principal en L. Como Aσ = A para toda σ ∈ G, se tiene
σα = XA(σ)α con XA(σ) ∈ k∗, donde k es el campo de constantes tanto de
K como de L.
Se tiene que XA : G −→ k∗ es un homomorfismo de grupos pues
XA(σµ)(α) = (σµ)(α) = σ(µ(α)) = σ(XA(µ)α) = XA(µ)σ(α)
= XA(µ)XA(σ)α = XA(σ)XA(µ)α,
por lo que XA(σµ) = XA(σ)XA(µ).
Veamos que XA depende u´nicamente de la clase A¯. Si B = A(β) con
β ∈ K . Entonces B = (βα) en L por lo que
σ(βα) = σ(β)σ(α) = βσ(α) = βXA(σ)α
σ(βα) = XB(σ)(βα) = βXB(σ)α,
esto es, XB = XA.
Ahora bien, si XA(σ) = 1 para toda σ ∈ G, entonces α ∈ K y por tanto
A es principal en K , es decir, A¯ = 1. Se sigue que el mapeo ϕ : A¯ 7−→ XA es
una inyeccio´n de N en Hom(G, k∗) por lo que Hom(G, k∗) 6= {1}.
Sea µ ∈ Hom(G, k∗), µ 6= 1. Entonces nu´cµ 6= G y nu´cµ /G. Se sigue que
nu´cµ = {1} pues G es simple. Se sigue que G es un grupo c´ıclico de orden
primo `.
Ya que G ∼= µ(G) ⊆ k∗, se tiene `||k∗| = q − 1 donde suponemos k ∼= Fq.
Tambie´n se sigue que N ∼= C` es el grupo c´ıclico de orden ` y que L/K es
una extensio´n de Kummer de grado `.
En esta situacio´n se puede concluir la demostracio´n de forma anal´ıtica
o de forma algebraica. Sea G = Gal(L/K ) y sea χ ∈ Gˆ = Hom(G,C∗)
un generador de Gˆ ∼= G ∼= C`. Para P ∈ PK no ramificado, sea χ(P) =(L/K
P
)
es el s´ımbolo de Artin. Si P es ramificado se define χ(P) = 0. Tambie´n
entendemos χ0 = Id, esto es, χ0(P) = 1 para todo P ∈ PK .
Consideramos la serie L dada por
L(s, χ) =
∏
P∈PK
(
1− χ(P)
(NP)s
)−1
.
Si LL(s) y LK (s) son los numeradores de las funciones zeta de L y de K
respectivamente, se tiene
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LL(s) = LK (s)
`−1∏
i=1
L(s, χi),
ver [90, (6)]. Por tanto
hL = hK
`−1∏
i=1
L(0, χi).
Como
∏`−1
i=1 L(0, χ
i) es, por un lado un nu´mero racional, a saber hL/hK , y
por otro, es un nu´mero algebraico, si sigue que es un nu´mero entero de donde
obtenemos hK |hL.
Tambie´n podemos concluir de manera algebraica. En [91] Madan prue-
ba usando cohomolog´ıa que si l/k es la extensio´n de constantes de grado `,
entonces si G ∼= G¯ ∼= Gal(Ll/L) ∼= Gal(K l/K ) ∼= Gal(l/k), se tiene que∣∣IG¯K¯ ,0∣∣ = |IK ,0| = ∣∣∣(IK l,0N¯ )G¯∣∣∣ = hK
donde N¯ = nu´c conK l/Ll : IK l,0 −→ ILl,0 el cual es no trivial.
Finalmente, puesto que
(
IK l,0
N¯
)G¯
⊆ IL,0, se sigue que hK |hL. uunionsq
Como consecuencia obtenemos la Observacio´n 9.3.28.
Corolario 10.1.22. Si M,N ∈ Fq[T ] son dos polinomios tales que N divide
a M , entonces si hM y hN denotan los nu´meros de clase de los campos de
funciones cicloto´micos K(ΛM ) y K(ΛN ) respectivamente, se tiene que hN
divide a hM .
Demostracio´n. Es consecuencia inmediata del Teorema 10.1.21 y del hecho de
que K(ΛM )/K(ΛN ) es una extensio´n de Galois. uunionsq
10.2. Dominios Dedekind y torsio´n
Regresaremos a este tema en el Cap´ıtulo 15, Seccio´n 15.2.
Definicio´n 10.2.1. Un dominio entero (conmutativo con unidad) D se llama
un dominio o anillo Dedekind si D no es un campo y adema´s satisface las
siguientes tres condiciones:
(1) Todo ideal primo P no cero es maximal, esto es, D es de dimensio´n
uno.
(2) D es noetheriano.
(3) D es enteramente cerrado, esto es, si K = cocD es el campo de
cocientes de D y si x ∈ K satisface una relacio´n xn + an−1xn−1 +
· · ·+ a1x+ a0 = 0 con ai ∈ D, 0 ≤ i ≤ n− 1, entonces x ∈ D.
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Ejemplos 10.2.2. Z, k[x] con k un campo arbitrario, D un dominio de ideales
principales (DIP), OK el anillo de enteros de cualquier campo nume´rico K ,
son todos dominios Dedekind.
Dado un dominio Dedekind y K = cocD su campo de cocientes, un D–
mo´dulo M 6= 0 con M ⊆ K se llama ideal fraccionario si M es finitamente
generado como D–mo´dulo. Equivalentemente, existe d ∈ D, d 6= 0 tal que
dM ⊆ D. Como ejemplos de ideales fraccionarios tenemos a los ideales no
ceros usuales de D.
Teorema 10.2.3. Si D es un dominio de Dedekind, todo ideal fraccionario A
se escribe de manera u´nica como
A = Pα11 · · · Pαrr
con Pi ideales primos no cero de D, y αi ∈ Z, donde para un ideal primo no
cero P de D, P−1 = {x ∈ K | xP ⊆ D}.
Demostracio´n. [134, Theorem 5.7.4]. uunionsq
Teorema 10.2.4. Sea A un dominio Dedekind, K = cocA. Sea L una ex-
tensio´n finita de K con [L : K ] = n. Sea B = {α ∈ L | Irr(α, x,K ) ∈ A[x]}
la cerradura entera de A en L. Entonces B es un dominio Dedekind.
Demostracio´n. [134, Theorem 5.7.7]. uunionsq
Teorema 10.2.5. Si A es un dominio Dedekind, K = cocA y A ⊆ B $ K ,
con B anillo. Entonces B es dominio Dedekind. uunionsq
Proposicio´n 10.2.6. Todo ideal no cero de un dominio Dedekind puede ser
generado por a lo ma´s dos elementos.
Demostracio´n. [134, Exercise 5.10.34]. uunionsq
Sea K /k un campo arbitrario de funciones y sean P1, . . . ,Pr un nu´mero
finito de lugares de K (r ≥ 1). Sea O = ∩P /∈{P1,...,Pr}OP = {x ∈ K |
vP(x) ≥ 0 para todo lugar P /∈ {P1, . . . ,Pr}}.
Teorema 10.2.7. El anillo O es un dominio Dedekind.
Demostracio´n. Por el Teorema de Riemann–Roch, existe xi ∈ K tal que el
divisor de polos de xi es ηxi = Pαii , αi ≥ 1. Sea y :=
∑r
i=1 xi. Entonces
ηy =
∏r
i=1 Pαii . Veamos que O es la cerradura entera de k[y] ⊆ k(y) en K .
R = OK K
k[y] k(y)
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Sea R := {α ∈ K | Irr(α, T, k(y)) ∈ k[y][T ]} la cerradura entera de k[y]
en K . Entonces, si α ∈ R, se tiene αn + an−1αn−1 + · · ·+ a1α + a0 = 0 con
ai ∈ k[y]. Notemos que la conorma conk(y)/K P∞ = Pα11 · · · Pαrr puesto que
ηy = P∞ en k(y). Si P /∈ {P1, . . . ,Pr}, vP(ai) ≥ 0 puesto que P|k(y) 6= P∞.
Si tuvie´semos vP(α) < 0, entonces vP(αn) = nvP(α) < ivP(α) ≤ ivP(α) +
vP(ai) = vP(aiαi), 0 ≤ i ≤ n− 1. Por lo tanto
∞ = vP(0) = vP(αn + an−1αn−1 + · · ·+ a1α+ a0) = nvP(α) < 0,
lo cual es absurdo. Se sigue que vP(α) ≥ 0 y α ∈ O. De esta forma obtenemos
que R ⊆ O. Probaremos la otra contencio´n, sin embargo, es suficiente esta
primera contencio´n pues R es dominio Dedekind y R ⊆ O ⊆ cocR = K (ver
Teorema 10.2.5).
Sea α ∈ O. Por tanto vP(α) ≥ 0 para toda P /∈ {P1, . . . ,Pr}. Sea f(T ) =
Irr(α, T, k(y)) = Tm + bm−1Tm−1 + · · ·+ b1T + b0 ∈ k(y)[T ]. Entonces αm +
bm−1αm−1 + · · ·+ b1α+ b0 = 0 con b0 6= 0.
Sea K˜ la cerradura normal de K /k(y). Sean α = α(1), α(2), . . . , α(m)
los conjugados de α, esto es, f(T ) =
∏m
i=1(T − α(i)) ya sea separable o no.
Entonces bi es una funcio´n sime´trica en α
(1), . . . , α(m), bi =
∑
α(j1) · · ·α(jm−i)
y vp(α
(j)) ≥ 0 donde p es un primo en K˜ sobre P. Por lo tanto vp(bi) ≥ 0, de
donde vq(bi) ≥ 0 para todo primo de k(y) con q 6= P∞. Se sigue que bi ∈ k[y]
y por tanto α ∈ R y por tanto O ⊆ R.
Se sigue queO = R. Finalmente, puesto que k[y] es un DIP, k[y] es dominio
Dedekind y por el Teorema 10.2.4 se sigue que R = O es dominio Dedekind.
uunionsq
10.2.1. Nu´mero de clase de OS
Dado un dominio Dedekind D, el nu´mero de clase de D se define como
|ClD| = hD =
∣∣DD
PD
∣∣, donde DD es el grupo de ideales fraccionarios de D y
PD son los ideales fraccionarios principales.
En general hD no necesariamente es finito. De hecho Luther Claborn [24]
probo´ que todo grupo abeliano es el grupo de clase de un dominio Dedekind.
Sabemos que el grupo de clases de grado 0 de un campo de funciones
globales IK ,0 es finito y |IK ,0| = hK (Teorema 10.1.5). Sea S = {p1, . . . , ps}
un conjunto finito y no vac´ıo, esto es, s ≥ 1, de lugares de K . Sea OS := {x ∈
K | vp(x) ≥ 0 para todo p /∈ S} =
⋂
p/∈S Op. Entonces OS es la cerradura
entera de Fq[x], donde x es un elemento de K con ηx = pα11 · · · pαss para
algunos αi > 0, i = 1, . . . , s. Entonces OS es un dominio Dedekind (Teorema
10.2.4).
Sean ClS = ClOS el grupo de clases de OS y hS = |ClS |, finito o infinito.
Probaremos que hS es finito. Sea DK el grupo de divisores de K , DK ,0
el subgrupo de DK de los divisores de grado 0, PK el subgrupo de DK ,0
de los divisores principales, IK = DK /PK el grupo de clase de divisores y
IK ,0 = DK ,0/PK el subgrupo de clase de divisores de grado 0.
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Sean DS = DK /〈S〉 = DK /(⊕si=1Zpi) el subgrupo de DK generado
por los divisores p /∈ S. Para x ∈ K ∗ se define el S–divisor de x por
(x)S =
∏
p/∈S p
vp(x) y PS = {(x)S | x ∈ K ∗} es el grupo de los S–principales,
PS ⊆ DS . Sea CS = DS/PS . De hecho ClS ∼= CS por la correspondencia de
divisores. Esto lo veremos en detalle ma´s adelante. Sea DK (S) = 〈p ∈ S〉 y
PK (S) = PK ∩D(S) es el subgrupo de divisores principales con soporte en
S.
Notemos que en K , el divisor (x)S no necesariamente es principal, de
hecho, ni de grado 0. Por ejemplo, si p /∈ S y q ∈ S. Entonces pgr qqgr p es de
grado 0. Existe m ∈ N tal que
(
pgr q
qgr p
)m
= (x) es principal. Sin embargo
(x)S = p
m gr q no es de grado 0 y en particular no es principal. Ahora bien,
(x)S es el ideal fraccionario generado por x considerado como elemento de
OS .
Sea gr : DK → Z el mapeo grado. Se tiene que gr(DK ) = µZ para algu´n
µ ∈ N. Puesto que Fq es finito, µ = 1 por el teorema de F. K. Schmidt,
Teorema 10.1.6. En particular gr(DK ) = Z. Sea gr(D(S)) = dZ, d ∈ N. Sea
EK (S) el grupo de las S–unidades, es decir, EK (S) = {x ∈ K ∗ | vp(x) =
0 para toda p /∈ S}.
En resumen, tenemos las siguientes definiciones, donde K es el campo
fijado de antemano:
• DS = 〈p | p /∈ S〉.
• Para x ∈ K ∗, (x)S :=
∏
p/∈Pp p
vp(x).
• PS = {(x)S | x ∈ K ∗}.
• CS = DS/PS .
• DK (S) = D(S) = 〈p ∈ S〉.
• PK (S) = P (S) = PK ∩D(S).
• EK (S) = E(S) = {x ∈ K ∗ | vp(x) = 0 para toda p /∈ S}.
Teorema 10.2.8. Las unidades de OS es E(S), esto es, E(S) = O∗S y ClS ∼=
CS.
Demostracio´n. Si x ∈ OS , vp(x) ≥ 0 para toda p /∈ S. Si x es unidad de OS ,
existe y ∈ OS tal que xy = 1 por lo que vp(x) + vp(y) = 0 para toda p /∈ S.
Por tanto vp(x) = 0 para toda p /∈ S. De esta forma tenemos que O∗S ⊆ E(S).
El rec´ıproco es claro ya que si x ∈ E(S), entonces vp(x) = 0 para toda
p /∈ S lo cual implica que vp(x−1) = −vp(x) = 0 para toda p /∈ S.
Ahora bien, ClS ∼= IS/PrS donde IS es el conjunto de los ideales fraccio-
narios de OS y PrS son los ideales fraccionarios (x) ∈ IS donde x ∈ cocOS .
Tenemos que IS es el grupo libre generado por los lugares p ∈ PK \ S,
esto es, con la identificacio´n PK \ S 3 p ←→ p ∩ OS , se tiene IS = DS . El
mapeo IS
ϕ−→ DS/PS es un epimorfismo de grupos. Adema´s nu´cϕ = IS ∩PS
es el conjunto de ideales fraccionarios M de OS tales que existe x ∈ K ∗,
M = (x)S .
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De esta forma, x ∈ K ∗ = cocOS y el divisor principal con respecto a IS
es precisamente M pues con respecto a OS , el ideal de un elemento y ∈ K ∗
es (y) =
∏
P /∈S PαP con αP = vP(y). Se sigue que ClS ∼= CS . uunionsq
La relacio´n entre hS y hK se obtiene del siguiente teorema de F. K. Sch-
midt.
Teorema 10.2.9 (F. K. Schmidt). Se tiene que d = mcd{gr p | p ∈ S}
donde gr(D(S)) = dZ y las siguientes sucesiones de grupos son exactas:
(1) 1 −→ F∗q −→ EK (S) −→ PK (S) −→ 1,
(2) 1 −→ DK (S)0/PK (S) −→ IK ,0 −→ CS −→ Z/dZ −→ 0.
Demostracio´n. Para A ∈ DK (S), A = pα11 · · · pαss con s = |S|, grA =∑s
i=1 αi gr pi. Por tanto
gr(DK (S)) = 〈gr p | p ∈ S〉 = 〈mcd{gr p | p ∈ S}〉 = (d),
por lo que d = mcd{gr p | p ∈ S}.
Sea ϕ : EK (S) −→ PK (S) dado por ϕ(x) = (x)S ∈ PK (S). Entonces ϕ
es un mapeo suprayectivo pues si A ∈ PK(S), entonces A ∈ PK(S) ∩ D(S).
Por tanto A = (y)K =
∏
p p
vp(y) y vp(y) = 0 para toda y ∈ S. Por tanto
(y)K = (y)S y ϕ(y) = (y)S = A, por lo tanto ϕ es suprayectiva. Ahora
nu´cϕ = {x ∈ EK (S) | vp(x) = 0 para toda p ∈ S}
= {x ∈ K ∗ | vp(x) = 0 para todo lugar p ∈ PK } = F∗q ,
por lo que
1 −→ F∗q −→ EK (S) −→ PK (S) −→ 1
es exacta.
Sea τ : DK −→ DS , dada por τ(A) =
∏
p/∈S p
vp(A). Por definicio´n de DS ,
τ es suprayectiva y nu´c τ = {A ∈ DK | vp = 0 para toda p /∈ S} = DK (S).
Por lo tanto la sucesio´n 1 −→ DK (S) −→ DK τ−→ DS −→ 1 es exacta.
Ahora bien τ(PK ) = {τ((x)K ) | x ∈ K ∗} =
{∏
p/∈S p
vp(x) | x ∈ K ∗} =
{(x)S | x ∈ K ∗} = PS .
En particular, τ induce un epimorfismo τ˜ : IK = DK /PK −→ CS =
DS/PS , A mo´d PK 7−→ τ(A) mo´d PS y
nu´c τ˜ = {A mo´d PK | τ(A) ∈ PS}
= {A mo´d PK | τ(A) = (x)S para algu´n x ∈ K ∗}
= {A mo´d PK | A ∈ DK (S)} = DK (S)PK
PK
∼= DK (S)
PK ∩DK (S) =
DK (S)
PK (S)
,
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por lo que
1 −→ DK (S)
PK (S)
−→ IK τ˜−→ CS −→ 1
es exacta. Se sigue que
1 −→ DK (S)0
PK (S)
−→ IK ,0 τ˜−→ CS
es exacta.
Falta ver que CS/τ˜(IK ,0) ∼= dZ. Para ver esto u´ltimo, consideremos
τ : DK −→ DS nuevamente y τ(PK ) = PS , τ(DK (S)) ⊆ PS . Por tan-
to obtenemos el mapeo DK /(PK DK (S))
τ¯−→ CS = DS/PS . Como τ
es un epimorfismo, τ¯ tambie´n lo es y τ−1(PS) = PK DK (S), por lo que
DK /(PK DK (S)) ∼= CS ∼= DS/PS .
Estamos interesados en el conu´cleo de
IK ,0 =
DK ,0
PK
θ−→ CS ∼= DK
PK DK (S)
.
Aqu´ı, para A ∈ DK ,0, θ(A mo´d PK ) = A mo´d PK DK (S), por lo que im θ =
DK ,0PKDK (S)
PKDK (S)
, de donde
conu´cleo θ =
DK /(PK DK (S))
(DK ,0PK DK (S))/(PK DK (S))
∼= DK /(DK ,0PK DK (S))
=
↑
PK ⊆DK ,0
DK /(DK ,0DK (S)).
Ahora gr
(
DK /(DK ,0DK (S))
)
= gr(DK )gr(DK (S))Z
∼= Z/dZ. Por tanto la suce-
sio´n
1 −→ DK (S)0
PK (S)
−→ IK ,0 −→ CS −→ Z
dZ
−→ 0
es exacta. uunionsq
Observacio´n 10.2.10. No es necesario suponer que K sea un campo de
funciones congruente en el Teorema 10.2.9. El u´nico cambio a considerar en
general para un campo de funcionesK /k arbitrario es que gr(DK) = µZ para
µ ∈ N. Entonces µ | d y se obtiene la sucesio´n exacta
1 −→ DK (S)0
PK (S)
−→ IK ,0 −→ CS −→ Z
(d/µ)Z
∼= µZ
dZ
−→ 0.
Corolario 10.2.11. Se tiene que EK (S)/F∗q es un grupo abeliano finitamente
generado de rango s− 1 = |S| − 1.
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Demostracio´n. Se tiene EK (S)/F∗q ∼= PK (S) ⊆ DK (S)0 y este u´ltimo es un
grupo libre en |S| − 1 generadores. Puesto que DK (S)0/PK (S) es finito se
sigue que PK (S)0 es libre en |S| − 1 generadores. uunionsq
Observacio´n 10.2.12. Con respecto al Corolario 10.2.11, de hecho, si fijamos
p0 ∈ S, entonces para p ∈ S, p 6= p0, gr pgr p0 = gr pgr p0 . Puesto que IK ,0 es
finito, existe mp ∈ N tal que
(
pgr p0
pgr p0
)mp
= (xp) es principal, xp ∈ K ∗.
Entonces xp ∈ EK (S) y adema´s veremos que 〈xp | p ∈ S \ {p0}〉 es un grupo
libre de rango |S| − 1 que en adicio´n es de ı´ndice finito en EK (S).
Primero veamos que 〈xp | p ∈ S \ {p0}〉 es Z–libre. Sea S′ = S \ {p0}.
Si se tiene una relacio´n a =
∏
p∈S′ x
cp
p = 1 con cp ∈ Z. Entonces vp(a) =
cp(gr p0)mp = 0 para toda p ∈ S′. Por tanto cp = 0 para toda p ∈ S′.
Ahora veamos que 〈xp | p ∈ S′〉 es de ı´ndice finito en EK (S). Sea x ∈
EK (S). Entonces vq(x) = 0 para toda q /∈ S. Para p ∈ S sea dp = vp(x) ∈ Z.
Sea y = xf donde f =
∏
p∈S′ mp(gr p0). Entonces para p ∈ S′:
vp
(
xfx
(−fdp/mp(gr p0))
p
)
= fvp(x)− fdp
mp(gr p0)
vp(xp)
= fdp − fdp
mp(gr p0)
mp(gr p0) = 0.
Se sigue que vq(x) = 0 para todo lugar q 6= p0. Como (x) es de gra-
do 0 se tiene que vp0(x) = 0 por lo que x
fz−1 ∈ k∗ = F∗q , donde z =∏
p∈S′ x
(fdp/mp(gr p0))
p . Por lo tanto x
f ∈ 〈xp | p ∈ S′〉 y EK (S)/〈xp | p ∈ S′〉
es un grupo finito.
Corolario 10.2.13. Se tiene |CS | = hS <∞. uunionsq
Corolario 10.2.14. Se tiene que
hK d = γhS ,
donde γ =
∣∣DK (S)0
PK (S)
∣∣. uunionsq
10.2.2. Sobre el grupo IA/QA
Muchas veces tenemos que los ideales en un dominio Dedekind actu´an en
algunos grupos sin que se pueda extender fa´cilmente la accio´n al grupo de los
ideales fraccionarios. Sin embargo, muchas veces esta accio´n si puede hacerse
sobre CS , el grupo de clases de ideales fraccionarios del dominio Dedekind.
Sea A un dominio Dedekind con hA finito.
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Definicio´n 10.2.15. Se definen
IA = {ideales no cero de A},
QA = {ideales principales no cero de A},
DA = {grupo de ideales fraccionarios de A},
PA = {grupo de ideales fraccionarios principales de A},
Pic(A) = CA =
DA
PA
.
Se tiene que DA y PA son grupos pero IA y QA no son grupos sino sim-
plemente monoides con identidad A = (1).
Definimos una relacio´n en IA: A ∼ B si y solamente si existen x, y ∈ A\{0}
con xA = yB.
Esta es una relacio´n de equivalencia. Denotemos la clase de A ∈ IA por
[A] y definimos el conjunto cociente
IA/ ∼:= {[A] | A ∈ IA}.
En IA/ ∼ se define la operacio´n natural
[A][B] = [AB].
Se verifica fa´cilmente que la operacio´n no depende de los representantes.
Esta operacio´n define una estructura de grupo en IA/ ∼ y la clase de A es
la identidad de este grupo. Tambie´n es fa´cil ver que [A] = {(x) | x ∈ A, x 6= 0},
esto es, la clase de A consiste de los ideales principales QA. Por tanto podemos
denotar
IA/ ∼= IA/QA.
Como A es un anillo conmutativo, IA/QA es un grupo abeliano.
Sea A ∈ IA. En particular A ∈ DA y A¯ ∈ DA/PA es de orden finito,
digamos A¯m = 1, esto es, Am = (x) es principal. Sin embargo x ∈ Am ⊆ A,
por lo que [A][Am−1] = [Am] = [(x)] = [A]. Por tanto [A]−1 = [Am−1].
El resultado siguiente se verifica de manera rutinaria.
Teorema 10.2.16. El mapeo natural ϕ : IA/QA −→ DA/PA, [A] −→ A¯ defi-
ne un isomorfismo de grupos abalianos
IA/QA ∼= DA/PA = Pic(A). uunionsq
10.3. Aritme´tica de extensiones de campos de
funciones globales
Varios de los resultados que presentamos en esta seccio´n son aplicables a
campos de funciones ma´s generales pero nos concentraremos en extensiones
finitas L/K de campos de funciones congruentes.
Para un campo E de caracter´ıstica p > 0, usamos la notacio´n ℘(x) = xp−x
para x ∈ E y ℘(E) = {℘(x) | x ∈ E}.
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10.3.1. Extensiones radicales
Teorema 10.3.1. Sea K = K( n
√
γD), donde D ∈ RT es un polinomio mo´ni-
co y γ ∈ F∗q . Sea D = Pα11 · · ·Pαss la descomposicio´n de D como producto de
polinomios irreducibles. Sea Pi el divisor primo correspondiente a Pi ∈ R+T .
Supondremos que D esta´ libre de n–potencias, es decir, 0 < αi < n para
1 ≤ i ≤ s y tambie´n supondremos que p - n.
Si P ∈ R+T y P - D, entonces P es no ramificado, los primos finitos
ramificados son P1, . . . ,Ps y ellos son moderadamente ramificados.
Sea pi un primo en K encima de Pi. Entonces
e(pi|Pi) = n
di
,
donde di = mcd(αi, n).
Sea ahora d = mcd(grD,n). Entonces el ı´ndice de ramificacio´n del primo
infinito en K /K es
e∞ = e∞(K |K) = n
d
.
Esto es, p∞ es ramificado en K /K ⇐⇒ n - grD.
Finalmente los grados de inercia de los divisores primos de K sobre p∞
son los grados de los polinomios Irr(ζjdµ, X¯,Fq), 0 ≤ j ≤ d − 1, donde µ es
una ra´ız d–e´sima fija de γ en alguna cerradura algebraica de Fq y ζd denota
una ra´ız d–e´sima primitiva de la unidad.
Demostracio´n. Cuando P - D, P ∈ R+T , entonces P es no ramificado (ver [134,
Example 5.8.9]). Presentamos otra demostracio´n de este hecho usando la teor´ıa
de campos cicloto´micos. Primero supongamos que K /K es una extensio´n de
Kummer. SeaK1 := K(
n
√
(−1)grDD) ⊆ K(ΛM ). Entonces P es no ramificado
en K1/K (Proposicio´n 9.3.4). Puesto que K K1 = K1Fq( n
√
(−1)grDγ), P es
no ramificado en K K1/K y en particular P no es ramificado en K /K.
Otra demostracio´n de lo anterior se puede hacer de manera general, ver la
Proposicio´n 10.3.11.
Cuando K /K no es Kummer, sea K0 la extensio´n de constantes de K
que contiene las n–e´simas ra´ıces de la unidad, K0 = K(ζn). Entonces K K0 =
K0(
n
√
γD) es una extensio´n de Kummer. Por lo anterior P no es ramificado
en K K0/K0. Puesto que P tampoco es ramificado en K0/K se sigue que P
no es ramificado en K K0/K y en particular P es no ramificado en K /K.
Para Pi, 1 ≤ i ≤ s, tenemos
e(pi|Pi)vPi(D) = e(pi|Pi)αi = vpi(D) = vpi(( n
√
γD)n) = nvpi(
n
√
γD).
(10.3.2)
Obtenemos de (10.3.2) que ndi | e(pi|Pi). Por otro lado, si escribimos K =
K(y), donde yn = γD, establezcamos z = yn/di . Por tanto zdi = yn = γD =
γ(P
αi/di
i )
di(D/Pαii ). Por lo tanto K(z) = K(
di
√
γD/Pαii ). Por la primera
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parte, tenemos que Pi es no ramificado en K(z)/K . Se sigue que e(pi|Pi) =
n/di. Por tanto ePi = n/di.
Similarmente, obtenemos e∞ = e∞(K |K) = n/d.
Ahora veamos como es la descomposicio´n de p∞ en K /K. Consideremos
la subextensio´n E = K( d
√
γD). Entonces aplicando lo que acabamos de probar
sobre la ramificacio´n p∞ ahora en la extensio´n E/K, se tiene que p∞ no es
ramificado. Entonces si P es un primo en K sobre p∞ y P = P ∩ E, se
tiene que al ser p∞ totalmente ramificado en K /E, entonces fK /K(P|p∞) =
fE/K(P|p∞) = f .
Haremos el ca´lculo de f en las completaciones. Para esto consideremos
D(T ) = T s + as−1T s−1 + · · ·+ a1T + a0,
donde s = grD, d | s y a0, a1, . . . , as−1 ∈ Fq. Entonces
D(T ) = T s
(
1 + as−1(1/T ) + · · ·+ a1(1/T )s−1 + a0(1/T )s
)
= T sD1(1/T ).
Puesto que d | s, se tiene que E = K( d√γD1(1/T )).
Las completacio´n de E en P corresponde a K∞(δ), donde δ es una ra´ız
de d
√
γD1(1/T ). Ahora bien si tomamos γD1(1/T ) mo´d p∞ ≡ γ mo´d (1/T ).
Entonces el polinomio Xd− γD(1/T ) ∈ K[X] mo´dulo p∞ es X¯d− γ ∈ Fq[X¯].
Si µ es una ra´ız d–e´sima fija de γ en una cerradura algebraica de Fq, se tiene
que
X¯d − γ =
d−1∏
i=0
(X¯ − ζidµ) =
r∏
j=1
Irr(ζ
ij
d µ, X¯,Fq)
para algunas 0 ≤ i1 < i2 < · · · < ir ≤ d−1. Usando el Lema de Hensel, se tiene
que existen r polinomios mo´nicos irreducibles distintos F1(X), . . . , Fr(X) ∈
K∞[X] tales que grX Fj(X) = grX¯ Irr(ζ
ij
d µ, X¯,Fq) y
Xd − γD1(1/T ) =
r∏
j=1
Fj(X).
Se sigue que las completaciones de E en los diversos divisores de p∞ son
de grado grX Fj(X) = grX¯ Irr(ζ
ij
d µ, X¯,Fq), 1 ≤ j ≤ r, de donde se sigue lo
afirmado. uunionsq
Observacio´n 10.3.2. Con las notaciones del Teorema 10.3.1, cuando n | q−
1, entonces la extensio´n radical K = K( n
√
γD) es una extensio´n c´ıclica de
Kummer. Cuando K no contiene a las ra´ıces n–e´simas de la unidad, podemos
hacer una extensio´n de constantes adecuada y en la nueva extensio´n obtenemos
una extensio´n c´ıclica de Kummer.
Ahora bien, si K /K es una extensio´n c´ıclica de grado n pero n - q −
1 (y donde adema´s suponemos que p - n), entonces al agregar constantes
adecuadas, la nueva extensio´n obtenida es una extensio´n de Kummer. En
el siguiente resultado, presentamos un me´todo para hallar el elemento cuya
n–e´sima ra´ız es generadora de la extensio´n.
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Proposicio´n 10.3.3. Sea n ∈ N tal que n - q−1 y tal que p - n. SeaK /K una
extensio´n c´ıclica de grado n con grupo de Galois G = Gal(K /K) = 〈σ〉. Sea
m = o(q mo´d n), es decir, m es el mı´nimo nu´mero natural tal que n | qm− 1.
Sea ζ una ra´ız n–e´sima primitiva de la unidad. Se tiene Fq(ζ) = Fqm . Sea
K (ζ) = Km y K(ζ) = Km las extensiones de constantes de grado m. Sea
K = K(δ), con δ ∈ K y tal que
ν =
n−1∑
i=0
ζiσi(δ) 6= 0.
Entonces D = νn ∈ Km y Km = Km( n
√
D) = Km(ν).
Demostracio´n. Se tiene que G = Gal(Km/Km) = 〈τ〉 = {1, τ, . . . , τn−1} y
σ = τ |K . Por el teorema de la independencia de automorfismos de Artin,
{1, τ, . . . , τn−1} es linealmente independiente sobre K (ζ). Por tanto, existe
µ ∈ K (ζ) tal que ∑n−1i=0 ζiτ i(µ) 6= 0.
Veamos que podemos tomar µ ∈ K . Supongamos que ∑n−1i=0 ζiτ i(ξ) = 0
para toda ξ ∈ K . Se tiene que K (ζ)/K tiene como base {1, ζ, . . . , ζm−1},
por lo que existen ξ1, . . . , ξm−1 ∈ K tales que µ =
∑m−1
j=0 ζ
jξj . Entonces
n−1∑
i=0
ζiτ i(µ) =
n−1∑
i=0
ζiτ i
(m−1∑
j=0
ζjξj
)
=
n−1∑
i=0
ζi
m−1∑
j=0
τ i
(
ζjξj)
=
n−1∑
i=0
ζi
m−1∑
j=0
ζjτ i(ξj) =
n−1∑
i=0
m−1∑
j=0
ζiζjσi(ξj)
=
m−1∑
j=0
n−1∑
i=0
ζjζiσi(ξj) =
m−1∑
j=0
ζj
( n−1∑
i=0
ζiσi(ξj)
)
=
m−1∑
j=0
ζj(0) = 0
lo cual es absurdo. Por tanto existe δ ∈ K tal que ν = ∑n−1i=0 ζiσi(δ) 6= 0. Se
tiene que ν ∈ Km.
Por tanto
τ(ν) = τ
( n−1∑
i=0
ζiσi(δ)
)
=
n−1∑
i=0
ζiσi+1(δ) = ζ−1
n−1∑
i=0
ζi+1σi+1(δ)
= ζ−1
n−1∑
i=0
ζiσi(δ) = ζ−1ν 6= ν.
En particular ν /∈ K . El conjunto de conjugados de ν es {τ j(ν)}n−1
j=0
={
ζ−jν
}n−1
j=0
el cual es de cardinalidad n por lo que Km = Km(ν) y adema´s
τ(νn) = τ(ν)n = (ζ−1ν)n = νn, lo cual implica que νn = D ∈ Km. Por tanto
Km = Km(ν) = Km(
n
√
D). uunionsq
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Proposicio´n 10.3.4. Sea l un primo distinto de p y tal que ln | q − 1. Sea
K = K( l
n√
γD) donde γ ∈ F∗q y D ∈ RT es un polinomio mo´nico libre de
ln–potencias.
Entonces, si e∞, f∞ y h∞ denota el ı´ndice de ramificacio´n, el grado de
inercia y el ı´ndice de descomposicio´n de p∞ respectivamente en K /K, en-
tonces
e∞ = ln−t, f∞ = lm, y h∞ = lt−m,
donde grD = lt
′
a con mcd(a, l) = 1, t = mı´n{n, t′} y Fq( lt
√
(−1)grDγ) =
Fqlm .
Demostracio´n. El ca´lculo del ı´ndice de ramificacio´n e∞ esta´ dado en el Teo-
rema 10.3.1.
Se tiene que p∞ es no ramificado enK( l
t
√
(−1)grDD). Por tanto, del Teore-
ma 9.3.5, p∞ obtenemos que se descompone totalmente en K( l
t
√
(−1)grDD) ⊆
K(ΛD ). Por otro p∞ es totalmente inerte en KFqlm /K por ser p∞ de grado
uno (Teorema 9.1.7).
Se sigue que el grado de inercia de p∞ en K(
lt
√
D)Fqlm /K es lm. De
esta forma obtenemos que el campo de inercia de p∞ en K(
lt
√
D)Fqlm /K es
K( l
t
√
(−1)grDD). Por lo tanto p∞ es totalmente descompuesto en la extensio´n
K( l
t√
γD)Fqlm/K( l
t√
γD):
K( l
t√
γD)
lt
K( l
t√
γD)Fqlm = K( l
t√
γD)K( l
t
√
(−1)grDD)
K
lt
p∞ totalmente
descompuesto
K( l
t
√
(−1)grDD)
Por lo tanto f∞ = lm. Se sigue el resultado. uunionsq
Observacio´n 10.3.5. La obtencio´n de f∞ en la Proposicio´n 10.3.4 pudo ha-
ber sido realizado tambie´n usando el Lema de Hensel como lo hicimos en el
Teorema 10.3.1.
10.3.2. Extensiones c´ıclicas de grado primo
En esta parte presentaremos el tipo de descomposicio´n de primos de un
campo K en una extensio´n c´ıclica L/K de grado primo l en ambos casos:
l = p y l 6= p.
Enunciamos un caso particular del Proposicio´n 10.3.4.
Proposicio´n 10.3.6. Sea l un nu´mero primo tal que l | q − 1. Sea K =
K( l
√
γD) un extensio´n de Kummer c´ıclica de grado l donde γ ∈ F∗q y D ∈ RT
es un polinomio mo´nico libre de l–potencias. Entonces el comportamiento de
p∞ en K /K es el siguiente:
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(i) Si l - grD, p∞ es ramificado.
(ii) Si l | grD y γ ∈ (F∗q)l, p∞ se descompone.
(iii) Si l | grD y γ /∈ (F∗q)l, p∞ es inerte.
Demostracio´n. Si l - grD, entonces por el Teorema 10.3.4, el ı´ndice de rami-
ficacio´n de p∞ en K /K es l/1 = l y por tanto p∞ es ramificado.
Ahora, si l | grD, en la notacio´n de la Proposicio´n 10.3.6, t = 1. Sea
F := Fq( l
√
(−1)grDγ) = Fq( l√γ). Entonces F = Fq ⇐⇒ l√γ ∈ F∗q ⇐⇒ p∞
se descompone. uunionsq
Podemos usar la Proposicio´n 10.3.6 para estudiar el comportamiento de
cualquier primo de K en una extensio´n de Kummer de grado l. Sea K como
en la Proposicio´n 10.3.6. Sea P ∈ R+T de grado d. Si P | D, entonces P
es ramificado en K /K. Supongamos que P - D. Consideremos la extensio´n
de constantes Kd de K. Entonces P se descompone totalmente en Kd/K
(Teorema 9.1.7).
Sea p un primo en Kd sobre P . p es un primo de grado 1 en Kd = Fqd(T ).
Se tieneKd = Kd(
l
√
γD). Hacemos de p el primo infinito en Kd. Para esto, sea
X := 1T−α donde T − α ∈ Fqd [T ] es el polinomio asociado a p. En particular,
puesto que P - D, D(α) 6= 0. Escribimos
D(T ) = (T − α)s + as−1(T − α)s−1 + · · ·+ a1(T − α) + a0
= (T − α)s
( a0
(T − α)s +
a1
(T − α)s−1 + · · ·+
as−1
(T − α) + 1
)
= X−s(a0Xs + a1Xs−1 + · · ·+ as−1X + 1),
con s = grD. Sean s = tl + r con 1 ≤ r ≤ l y D1(X) := a0Xs + a1Xs−1 +
· · ·+ as−1X + 1.
Entonces
Kd(
l
√
γD) = Kd(
l
√
γX−l(t+1)X l−rD1(X)) = Kd( l
√
γX l−rD1(X)).
Puesto que p corresponde al primo infinito (es decir a 1/X), el primo infinito
no es ramificado por lo que l | grX l−rD1(X) = l − r + s = l − r + grD.
Tenemos Kd = Kd(
l
√
µD2(X)) con µ = γa0 = γD(α) y D2(X) =
X l−rD1(X). Entonces p se descompone enKd/Kd si y solamente si µ ∈ (F∗qd)l.
Se sigue que P se descompone en K /K si y solamente si γD(α) (F∗qd)
l.
En resumen, tenemos
Proposicio´n 10.3.7. Sea P un primo no ramificado en la extensio´n de Kum-
mer c´ıclica K /K de grado l dada por K = K( l
√
γD) donde γ ∈ F∗q y D ∈ RT
es un polinomio de grado d. Sean α ∈ F¯q una ra´ız de P y µ = γD(α) ∈ F∗qd .
Entonces P se descompone en K /K si y solamente si µ ∈ (F∗qd)l. uunionsq
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Ahora consideremos l = p. Estudiaremos la ramificacio´n de los primos en
extensiones de Artin–Schreier de K.
Sea K /K una extensio´n c´ıclica de grado p. Entonces K = k(y) donde
yp − y = α ∈ K.
Usando fracciones parciales y modificando y con transformaciones del tipo
y ↔ jy + c con j ∈ {1, 2, . . . , p − 1} y c ∈ K, y por tanto α ↔ jα + ℘(c),
donde ℘(c) = cp − c, obtenemos que la ecuacio´n que genera a K puede ser
normalizada como
yp − y = α =
r∑
i=1
Qi
P eii
+ f(T ) =
Q
P e11 · · ·P err
+ f(T ), (10.3.3)
donde Pi ∈ R+T , Qi ∈ RT , gcd(Pi, Qi) = 1, ei > 0, p - ei, grQi < grP eii ,
1 ≤ i ≤ r, grQ < ∑ri=1 grP eii , f(T ) ∈ RT , con p - gr f cuando f(T ) 6∈ Fq y
f(T ) /∈ ℘(Fq) cuando f(T ) ∈ F∗q (ver [134, Example 5.8.8]).
Proposicio´n 10.3.8. Sea K = K(y) dada por la Ecuacio´n (10.3.3). Enton-
ces los primos finitos ramificados son precisamente P1, . . . , Pr.
Con respecto al primo p∞, tenemos
(i) descompuesto si f(T ) = 0.
(ii) inerte si f(T ) ∈ Fq y f(T ) 6∈ ℘(Fq).
(iii) ramificado si f(T ) 6∈ Fq (por lo tanto p - gr f).
Demostracio´n. Sea P ∈ R+T , tal que P /∈ {P1, . . . , Pr}. Sea p un primo en K
sobre P . Al completar se tiene Kp = KP (α). Por hipo´tesis, α es entero en
p. Entonces F (Y ) = Irr(α, Y,KP ) = Y
p − Y − α y el diferente local divide a
F ′(α) = −1 (Corolario 1.1.3) por lo que P es no ramificado.
Otra demostracio´n de lo anterior la damos en la Proposicio´n 10.3.9.
Ahora, para 1 ≤ i ≤ r, si pi es un primo en K sobre Pi, se tiene de la
Ecuacio´n (10.3.3) que si y es una ra´ız, es decir yp − y = α, entonces
vpi(y
p − y) = pvpi(y) = vpi(α) = e(pi|Pi)vPi(α) = e(pi|Pi)ei. (10.3.4)
Puesto que mcd(p, ei) = 1, se sigue que p | e(pi|Pi) por lo que Pi es
ramificado en K /K, 1 ≤ i ≤ r.
Con respecto a p∞, procedemos de la siguiente forma. Primero considere-
mos el caso f(T ) = 0. Entonces vp∞(α) = gr(P
e1
1 · · ·P err ) − grQ > 0. Por el
mismo argumento que al principio, se sigue que p∞ es no ramificado.
Ahora bien yp − y = ∏p−1i=0 (y − i). Sea P∞ | p∞. Entonces
vP∞(y
p − y) =
p−1∑
i=0
vP∞(y − i) = e(P∞|p∞)vp∞(α) = vp∞(α) > 0.
Por lo tanto, existe 0 ≤ i ≤ p − 1 tal que vp∞(y − i) > 0. Sin pe´rdida de
generalidad, podemos suponer que i = 0. Sea σ ∈ Gal(K/k)\{Id}. Suponemos
que Pσ∞ = P∞. Tenemos que y
σ = y − j, j 6= 0. Por lo tanto, por un lado
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vP∞(y − j) = vP∞(yσ) = vσ(P∞)(y) = vP∞(y) > 0.
Por otro lado, puesto que vP∞(y) > 0 = vP∞(j), se sigue que
vP∞(y − j) = mı´n{vP∞(y), vP∞(j)} = 0.
Esta contradiccio´n prueba que Pσ∞ 6= P∞ por lo que p∞ se descompone en
K/k.
Ahora consideramos el caso f(T ) 6= 0. Si f(T ) 6∈ Fq, entonces si P es un
primo en K sobre p∞, puesto que vp∞(f(T )) < 0, se sigue que
vP(y
p − y) = pvP(y) = e(P|p∞)vp∞(y) = e(P|p∞)(− gr f(T )).
Puesto que mcd(p, gr f(T )) = 1, se sigue que p | e(P|p∞) y por tanto p∞ es
ramificado en K /K.
El u´ltimo caso es cuando f(T ) ∈ Fq, f(T ) 6∈ ℘(Fq). Sea b ∈ Fqp con
bp − b = a = f(T ). Puesto que gr p∞ = 1, p∞ es inerte en la extensio´n de
constantes K(b)/K (Teorema 9.1.7). Supongamos que p∞ se descompone en
K = K(y)/K. Tenemos el siguiente diagrama
K(y)
p∞
inerte
p∞
se descompone
K(y, b)
K
p∞
inerte
K(b)
El grupo de descomposicio´n de p∞ en K(y, b)/K es Gal(K(y, b)/K(y)).
Por tanto p∞ es inerte en cada campo de grado p sobre K diferente a K =
K(y). Puesto estos campos de grado p son K(y + ib),K(b), 0 ≤ i ≤ p− 1, se
tiene que en K(y + b)/K
(y + b)p − (y + b) = (yp − y) + (bp − b) = α− a = Q
P e11 · · ·P err
con gr(α − a) < 0. Por tanto, por la primera parte, p∞ se descompone en
K(y + b)/K y en K(y)/K lo cual es imposible. Por tanto p∞ es inerte en
K(y)/K. uunionsq
La ramificacio´n de un primo en extensiones radicales o extensiones de
Artin–Schreier para campos de funciones arbitrarios puede darse en general.
Proposicio´n 10.3.9. Sea k un campo arbitrario y sea K un campo de fun-
ciones con campo de constantes k. Sea L = K (y) donde
yp − y = α ∈ K .
Sea P un primo en K . Se tiene
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(1) Si vP(α) ≥ 0, entonces P es no ramificado.
(2) Si vP(α) = −λ < 0 con mcd(λ, p) = 1, entonces P es ramificado.
Demostracio´n. Supongamos primero que vP(α) ≥ 0. Supongamos que P es
ramificado. Sea p el primo en L sobre P. Entonces vp(y) ≥ 0 pues de lo
contrario 0 > vp(y
p − y) = pvp(y) = e(p|P)vP(α) > 0 lo cual es absurdo. Por
tanto y ∈ Op es entero en p. Ahora bien G = Gal(L/K ) = I(p|P) = 〈σ〉 es
un grupo c´ıclico de orden p. Por la definicio´n del grupo de inercia tenemos
vp(σy − y) > 0 pero σ(y) = y + 1 y por tanto vp(σy − y) = vp(1) = 0. Esta
contradiccio´n muestra que P en no ramificado en L/K .
Ahora si vP(α) = −λ < 0 con mcd(λ, p) =, entonces si e denota el ı´ndice
de ramificacio´n de P, entonces si p es un primo en L sobre P, entonces
vp(y
p − y) = pvp(y) = vp(α) = evP(α) = −eλ.
Puesto que mcd(λ, p) = 1, entonces p | e y P es ramificado. uunionsq
Observacio´n 10.3.10. Si el campo k es perfecto, toda extensio´n c´ıclica L/K
de grado p y cualquier P primo en K , puede ser llevado a la forma de la Pro-
posicio´n 10.3.9. Cuando k no es perfecto, esto no necesariamente se cumple.
Ana´logo al caso de Artin–Schreier, tenemos el caso de las extensiones ra-
dicales.
Proposicio´n 10.3.11. Sea k un campo perfecto cualquiera y sea K /k un
campo de funciones con campo de constantes k. Sea n ∈ N primo relativo a
la caracter´ıstica de k. Sea L = K ( n
√
α). Sea P un primo en K . Entonces
(1) si vP(α) = 0, entonces P es no ramificado en L/K ,
(2) si vP(α) = m con 1 ≤ m ≤ n − 1, entonces P es ramificada en L
con ı´ndice de ramificacio´n nmcd(n,m) .
Demostracio´n. Notemos que podemos suponer que la extensio´n L/K es de
Kummer pues en caso de no serlo, consideremos K ′ = K (ζn) y L′ = L(ζn).
Entonces L′ = K ′( n
√
α) es una extensio´n de Kummer y puesto que k es
perfecto, L′/L y K ′/K son no ramificadas por lo que P es ramificado en
L/K si y solo si es ramificado en L′/K ′ y con el mismo ı´ndice de ramificacio´n.
Sea yn = α, L = K (y).
Consideremos el caso vP(α) = 0. Entonces si p es un primo en L sobre K ,
tenemos que
vp(y
n) = nvp(y) = vp(α) = e(p|P)vP(α) = 0.
Por tanto y es entero en p. Si Gal(L/K ) = 〈σ〉, el grupo de inercia es de la
forma I(p|P) = 〈σj〉 con 1 ≤ j ≤ n − 1 y se tiene vp(σj(y) − y) > 0. Por
otro lado σ(y) = ζny y σ
j(y) = ζjny por lo que vp(σ
j(y)− y) = vp(σjny− y) =
vp((σ
j
n−1)y) = vp(y) = 0. Esta contradiccio´n muestra que P es no ramificado.
El resto de la demostracio´n es completamente similar a la del Teorema
10.3.1. uunionsq
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Usamos la Proposicio´n 10.3.8 para estudiar la descomposicio´n de los primos
no ramificados en K /K.
SeaK = K(y) dado por (10.3.3) donde suponemos queK /K es geome´tri-
ca. Sea P un divisor primo tal que P /∈ {P1, . . . ,Pr, p∞}. Entonces P es ya
sea inerte o se descompone K /K. El siguiente resultado establece el tipo de
descomposicio´n de P.
Proposicio´n 10.3.12. Sean P y K /K como antes. Escribamos la Ecuacio´n
(10.3.3) como
yp − y = α = u(T ),
con u(T ) = g(T )h(T ) ∈ K tal que mcm(g(T ), h(T )) = 1. Sea P (T ) ∈ R+T el
polinomio irreducible asociado a P, digamos de grado grP (T ) = m. Sea ν ∈
Fqm una ra´ız de P (T ). Entonces P se descompone en K /K si y solamente
si u(ν) ∈ ℘(Fqm).
Demostracio´n. Se tiene [Fqm : Fq] = m. Sean ν = ν1, . . . , νm las ra´ıces de P
en Fqm , P (T ) =
∏m
i=1(T − νi). Tenemos que P se descompone totalmente en
Km/K. Aqu´ı Km denota la extensio´n de constantes de K de grado m. Puesto
que estamos suponiendo que K /K es geome´trica, se tiene que Km ∩K = K
y por tanto P se descompone totalmente en K /K si y solamente si Q se
descompone en Km/Km donde Km = K Km y Q es un primo de Km sobre
P.
K Km = K Km
K P se
descompone
Km
Digamos que Q es el primo asociado a T−ν ∈ Km. Puesto que vP(u(T )) ≥
0 se sigue que vQ(u(T )) ≥ 0 de tal forma que T − ν - h(T ) y h(ν) 6= 0. Ma´s
au´n g(ν) = 0 ⇐⇒ vP(u(T )) > 0. Tenemos que grKm Q = 1. Hacemos de Q
el primo infinito en Km, esto es, sea T
′ = 1T−ν , (T
′)Km =
Q′0
Q′∞
= Q∞Q , donde
(T )km =
Q0
Q∞
. Tenemos T = 1T ′ + ν.
Escribamos u1(T
′) := u(T ) = u
(
1
T ′ + γ
)
=
g
(
1
T ′+ν
)
h
(
1
T ′+ν
) = g( 1T ′ (1+T ′ν))
h
(
1
T ′ (1+T
′ν)
) .
Sea g(T ) = asT
s + as−1T s−1 + · · ·+ a1T + a0, as 6= 0, ai ∈ Fq, 0 ≤ i ≤ s;
h(T ) = btT
t + bt−1T t−1 + · · ·+ b1T + b0, bt 6= 0, bj ∈ Fq, 0 ≤ j ≤ t. Entonces
g
( 1
T ′
(1 + T ′ν)
)
=
1
(T ′)s
(
as + · · ·+ g(ν)(T ′)s
)
=
1
(T ′)s
g1(T
′);
h
( 1
T ′
(1 + T ′ν)
)
=
1
(T ′)t
(
bt + · · ·+ h(ν)(T ′)t
)
=
1
(T ′)t
h1(T
′).
Se sigue que
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grT ′ g1(T
′) ≤ s; grT ′ h1(T ′) = t.
Por lo tanto
grT ′ u1(T
′) = grT ′ g1(T
′)− s ≤ 0, y vQ(u1(T ′)) = s− grT ′(g1(T ′)) ≥ 0.
La forma reducida de u1(T
′) es
u1(T
′) =
r′∑
j=1
Q′j(T
′)
(P ′j(T ′))
e′j
+ u(ν).
Por tanto Q se descompone en Km/Km ⇐⇒ u(ν) ∈ ℘(Fqm). Esto prueba la
proposicio´n. uunionsq
10.4. Resultados generales sobre ramificacio´n
Empezamos con el Lema de Abhyankar, el cual juega un papel central en
la teor´ıa de ramificacio´n.
Teorema 10.4.1 (Lema de Abhyankar). Sea F/E una extensio´n finita y
separable de campos de funciones. Supongamos que F = E1E2 con E ⊆ Ei ⊆
F . Sean P un primo de E y P un primo de F dividiendo a P. Sean pi = P∩Ei
para i = 1, 2. Si al menos una de las extensiones Ei/E es moderadamente
ramificada en pi, entonces
eF |E(P|P) = mcm[eE1|E(p1|P), eE2|E(p2|P)].
Demostracio´n. [134, Theorem 12.4.4]. uunionsq
Observacio´n 10.4.2. Con las notaciones del Teorema 10.4.1, puesto que
eEi|E(pi|P)|eF |E(P|P), para i = 1, 2, se sigue que
mcm[eE1|E(p1|P), eE2|E(p2|P)]|eF |E(P|P)
en completa generalidad.
En el Lema de Abhyankar, si las dos extensiones son salvajemente ra-
mificadas, entonces la conclusio´n no se cumple. Por ejemplo, consideremos
F = F9(T ) y sean E1 = F (y) con y3 − y = T y E2 = F (z) con z3 − z = µT ,
donde µ ∈ F9 \ F3. Sea E = E1E2 = F (y, z). Veamos que E1 6= E2.
Si tuvie´semos E1 = E2 entonces existir´ıan j ∈ {1, 2} y c ∈ F tal que
µT = jT + ℘(c). Como vpF (T ) = −1, donde pF es el primo infinito de F ,
se sigue que vpF (℘(c)) = vpF ((µ − j)T ) = −1 y por tanto vpF (c) ≥ 0 pues si
vpF (c) < 0, entonces vpF (℘(c) = −3. Esto es absurdo pues (µ− j)T = ℘(c).
Todas las extensiones intermedias de grado 3 entre E/F son E1, E2, F (y+
z) = F (w) y F (y + 2z) = F (u) y como w3 − w = (1 + µ)T y u3 − u =
(1 + 2µ)T , pF se ramifica totalmente en E/F . Por tanto e(E|F ) = 9 6=
mcm[e(E1|F ), e(E2|F )] = mcm[3, 3] = 3.
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Observacio´n 10.4.3. El Lema de Abhyankar no es aplicable para extensiones
inseparables.
Ejemplo 10.4.4. Consideremos k un campo imperfecto de caracter´ıstica p >
0 y sea a ∈ k \ kp, esto es, b = a1/p /∈ k. Sean F = k(x) y L = F (y) = k(x, y)
donde yp − y = axp. Entonces L/k(x) = F es una extensio´n separable, no
ramificada y el campo de constantes de L es k (ver ma´s adelante).
M
=
L(b)=k(b,x,y)=F (b,y)=E(y)
p p
P
L
=
k(x,y)=F (y)
p
q
e=p
e=1
p∞
e=p
e=1
E
=
F (b)=k1(x)
p
P∞
F
=
k(x)
Sea E = F (a1/p) = F (b) = k1(x) donde k1 = k(b) = k(a
1/p). Sea q un primo
en L sobre P∞, el primo infinito de k(x). Se tiene que q/P∞ es puramente
inseparable (ver ma´s adelante).
Ahora consideremos yp − y = axp sobre E = F (b). Sea z = y − a1/px =
y − bx. Entonces
zp − z = (yp − bpxp)− (y − bx) = (yp − y)− bpxp + bx = bx.
Por tanto M = F (b)(y) = E(y) = E(z) esta´ definida por zp − z = bx y por
tanto el primo infinito p∞ de E = k1(x) es ramificado en M/E.
Puesto que P∞ no es ramificado en L/F y p∞ es ramificado en M/E, se
sigue que eM/F (P|P∞) = p. Como consecuencia se tiene que eE/F (p∞|P∞) =
1 y eM/L(P|q) = p. En particular
mcm[eL/F (q|P∞), eE/F (p∞|P∞)] = mcm[1, 1] = 1 < eM/F (p|p∞) = p.
Aclaremos algunas afirmaciones que nos sirvieron para el ejemplo. Primero,
L/F es separable pues L = F (y) y yp − y = axp tiene ra´ıces distintas: (yp −
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y)′ = −1 6= 0. Veamos que el campo de constantes de L es k. Si el campo
de constantes de k fuese k′ 6= k, entonces [k′ : k] ≥ p, L = k′(x) y existir´ıa
c ∈ k′ \ k tal que L = F (c) con cp − c = d ∈ k. Entonces, puesto que
L = F (c) = F (y) se tendr´ıa
axp = jd+ ξp − ξ, (10.4.5)
con ξ ∈ F . Por tanto −p = vP∞(axp) = −pvP∞(ξ). Se ve que la Ecuacio´n
(10.4.5) no tiene solucio´n para ξ, lo cual se sigue directamente al escribir
ξ = l(x)g(x) y usando que a /∈ kp.
Alternativamente, consideremos los divisores:
(yp − y)L = (y)L(y − 1)L · · · (y − (p− 1))L = q0,1
q
q0,2
q
· · · q0,p
q
= (axp)L =
( P0
P∞
)p
y los divisores {q0,i}pi=1 son primos relativos a pares.
Por tanto conF/L(P0) = q0,1 · · · q0,p, es decir P0 se descompone totalmente
en L/F por lo que
Oq0,i/q0,i ∼= OP0/P0 ∼= k.
Por tanto el campo de constantes de L es k.
Ahora veamos que L/F es no ramificada. Si p es cualquier lugar de L
diferente a P∞, entonces vp(axp) ≥ 0 por lo que p en no ramificado en L/F
(Proposicio´n 10.3.9). Analicemos P∞ y q | P∞. Se tiene de yp − y = axp
que vq(y
p − y) = vq(axp) = eL/F (q|P∞)pvP∞(x) = −peL/F (q|P∞), de donde
vq(y) = −eL/F (q|P∞) = vq(x).
Se sigue que yx ∈ Oq \q. Sea yx ≡ c mo´d q,
(
y
x
)p ≡ cp mo´d q. Por otro lado,
se tiene yxp ∈ q. Por lo tanto
a =
yp − y
xp
=
(y
x
)p
−
( y
xp
)
≡
(y
x
)p
≡ cp mo´d q,
es decir, cp ≡ a mo´d q. Por lo tanto c = a1/p ∈ Oq/q. Concluimos que Oq/q =
k(a1/p). Se sigue Oq/q es puramente inseparable sobre k = OP0/P0. Esto es,
q/P∞ es puramente inseparable y en particular no ramificada.
Por tanto L/F es una extensio´n no ramificada.
Observacio´n 10.4.5. El Ejemplo 10.4.4 sirve para ejemplificar varias cosas.
Entre otras:
(1) El Lema de Abhyankar no se cumple para extensiones inseparables.
(2) La extensiones LE/E y LE/L son ramificadas pero L/F y E/F
no lo son (ver Corolario 10.4.15 (2) ma´s adelante).
(3) Existen extensiones de constantes ramificadas (M/L).
(4) Existen extensiones separables geome´tricas no ramificadas (L/F ).
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(5) Existen extensiones separables con extensiones de campos residua-
les inseparables (L/F y q/P∞).
Todos estos feno´menos se deben ya sea a la inseparabilidad o que el campo
de constantes no es perfecto.
Teorema 10.4.6. Sea L/K una extensio´n finita y separable de campos de
funciones congruentes. Sea p un primo en K . Sea L˜ la cerradura de Galois
de L/K . Entonces
(1) p es ramificado en L/K si y solamente si p es ramificado en L˜/K .
(2) p es totalmente descompuesto en L/K si y solamente si p es to-
talmente descompuesto en L˜/K .
Demostracio´n. (1). Si p es ramificado en L/K , es inmediato que p es ramifi-
cado en L˜/K .
Rec´ıprocamente, supongamos que p es no ramificado en L/K . Entonces
eL/K (q|p) = 1 para todo primo q de L sobre p. Por tanto eLσ/K (qσ|p) = 1
para todo primo qσ de Lσ sobre p.
Sea R = {σ : L −→ K¯ | σ(a) = a para a ∈ K } donde K¯ denota una
cerradura algebraica de K . Entonces L˜ =
∏
σ∈R L
σ.
Sea P un primo en L˜ dividiendo a p. Sea I = IL˜/K (P|p) el grupo de
inercia de P/p. Sea F := L˜I . Entonces I = Gal(L˜/F ). Sea σ ∈ R y sea
Hσ := Gal(L˜/L
σ). Entonces
IL˜/K (P|p) ∩Hσ = IL˜/Lσ (P|P ∩ Lσ).
Sea P ∩ Lσ = q1 el cual es un primo de Lσ sobre p. En particular tenemos
IL˜/Lσ (P|q1) ⊆ IL˜/K (P|p).
Adema´s, debido que eLσ/K (q1|p) = 1 y por tanto
eL˜/K (P|p) = eL˜/Lσ (P|q1)eLσ/K (q1|p) = eL˜/Lσ (P|q1),
eL˜/K (P|p) = |IL˜/K (P|p)| = |IL˜/Lσ (P|q1)| = eL˜/Lσ (P|q1)
se sigue que IL˜/K (P|p) = IL˜/Lσ (P|q1).
Puesto que IL˜/K (P|p) ∩ Hσ = IL˜/Lσ (P|q1) = IL˜/K (P|p), se sigue que
IL˜/K (P|p) ⊆ Hσ.
Por lo tanto L˜I = F ⊇ L˜Hσ = Lσ. Se sigue que L˜ = ∏σ∈R Lσ ⊆ F ⊆ L˜.
Entonces tenemos F = L˜ por lo que IL˜/K (P|p) = {1} y por tanto p no es
ramificado en L˜.
(2) Si p es totalmente descompuesto en L˜/K , entonces p es totalmente
descompuesto en L/K .
Rec´ıprocamente, si p es totalmente descompuesto en L/K se tiene que p
es no ramificado en L˜/K . Si en el inciso anterior cambiamos los grupos de
inercia por los grupos de descomposicio´n y los ı´ndices de ramificacio´n por los
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grados de inercia, obtenemos que si ahora F = L˜D, donde D es el grupo de
descomposicio´n de P/p, entonces llegamos a F = L˜ y por tanto p es totalmente
descompuesto en L˜/K . uunionsq
Con las mismas te´cnicas de la demostracio´n del Teorema 10.4.6, se puede
demostrar el siguiente resultado.
Proposicio´n 10.4.7. Sean L/E y F/E dos extensiones separables finitas
donde el primo p de E es totalmente descompuesto. Entonces p es totalmente
descompuesto en LF/E.
Demostracio´n. Por ejemplo podemos tomar L˜ y F˜ las cerraduras de Galois
de L/E y de F/ respectivamente. Entonces p se descompone totalmente en
L˜F˜ /E. uunionsq
Dos resultados importantes sobre extensiones abelianas finitas, son los
siguientes.
Proposicio´n 10.4.8. Sean L/K una extensio´n abeliana finita de campos de
funciones globales, P ∈ R+T y d := grP . Supongamos que P es moderadamen-
te ramificada en L/K. Si e denota el ı´ndice de ramificacio´n de P en L/K,
entonces e | qd − 1, donde el campo de constantes de K es Fq.
Demostracio´n. Primero consideramos en general una extensio´n finita de Ga-
lois L/K. Sean G−1 = D el grupo de descomposicio´n de P , G0 = I el grupo
de inercia y Gi, i ≥ 1 los grupos de ramificacio´n. Sea P un divisor primo de L
que divide a P . Entonces si OP denota el anillo de valuacio´n de P, tenemos
U (i) = 1 + Pi ⊆ O∗P = OP \P, i ≥ 1, U (0) = O∗P.
Sea l(P) := OP/P el campo residual de P. Los siguientes son monomor-
fismos:
Gi/Gi+1
ϕi
↪−→ U (i)/U (i+1) ∼=
{
l(P)∗, i = 0
Pi/Pi+1 ∼= l(P), i ≥ 1.
σ 7−→ σpi/pi
donde pi denota un elemento primo de P.
Probaremos que si G−1/G1 = D/G1 es abeliano, entonces
ϕ = ϕ0 : G0/G1 −→ U (0)/U (1) ∼=
(OP/P)∗
satisface que imϕ ⊆ OP /(P ) ∼= RT /(P ) ∼= Fqd . En particular, en nuestro
caso, se seguira´ que
∣∣G0/G1∣∣ | ∣∣F∗qd ∣∣ = qd − 1.
Para probar la afirmacio´n anterior, notemos que
Gal((OP/P)/(OP /(P ))) ∼= D/I = G−1/G0
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(ver [134, Corollary 5.2.12]).
Sea σ ∈ G0 y ϕ(σ¯) = ϕ(σ mo´d G1) = [α] = α mo´d P ∈
(OP/P)∗. Por lo
tanto σpi ≡ αpi mo´d P2.
Sea θ ∈ G−1 = D arbitrario y sea pi1 := θ−1pi. Entonces pi1 es un elemento
primo de P. Puesto que ϕ es independiente del elemento primo, se sigue que
σpi1 ≡ αpi1 mo´d P2, esto es, σθ−1pi ≡ αθ−1pi mo´d P2. Puesto que G−1/G1 es
un grupo abeliano, se tiene que
σpi = (θσθ−1)(pi) ≡ θ(α)pi mo´d P2.
Por tanto σpi ≡ θ(α)pi mo´d P2 y σpi ≡ αpi mo´d P2. Se sigue que θ(α) ≡
α mo´d P para toda θ ∈ G−1.
Si escribimos θ˜ = θ mo´d G0, entonces θ˜[α] = [α], esto es, [α] es un ele-
mento fijo bajo la accio´n del grupo G−1/G0 ∼= Gal((OP/P)/(OP /(P ))). Ob-
tenemos que [α] ∈ OP /(P ). Por lo tanto imϕ ⊆
(OP /(P ))∗ y ∣∣G0/G1∣∣ |∣∣(OP /(P ))∗∣∣ = qd − 1.
Finalmente, puesto que L/K es abeliano y P es moderadamente ramifica-
do, se tiene G1 = {1}, y se sigue que e = |G0| = |G0/G1| | qd − 1. uunionsq
Observacio´n 10.4.9. Cuando L/K es una extensio´n de Galois moderada-
mente ramificada de campos de funciones congruentes, entonces el grupo de
inercia |G0| es un grupo c´ıclico por ser el grupo de Galois de los campos
residuales de L/K y estos son campos finitos.
En particular, en cualquier extensio´n L/K que no sea c´ıclica, no hay primos
totalmente ramificados.
Proposicio´n 10.4.10. Sea K un campo de funciones arbitrario de carac-
ter´ıstica p > 0. Sean L y E dos extensiones de Galois de K de grado l
distintas, donde l 6= p es un nu´mero primo, y tales que L ∩ E = K.
Sea PK un divisor primo de K. Sean PL y PE lugares de L y E respec-
tivamente, tales que PK = P
l
L, PK = P
l
E en L/K y E/K respectivamente,
es decir, PK es ramificado tanto en L/K como en E/K.
Sea F = LE y sea PF un lugar de F tal que PF | PK .
Entonces existe un u´nico campo M , K & M & F , es decir, [M : K] = l,
tal que PK no es ramificado en M/K.
Demostracio´n. Por la demostracio´n de la Proposicio´n 10.4.8, se tiene que
el grupo de inercia I(PF |PK) es c´ıclico. Se tiene que Gal(F/K) ∼= Cl ×
Cl. Puesto que PK es ramificado tanto en E/K como en L/K, se tie-
ne que I(PF |PK) 6= {Id} y como I(PF |PK) es c´ıclico, necesariamente
I = I(PF |PK) ∼= Cl. Esto tambie´n puede obtenerse como consecuencia del
Lema de Abhyankar 10.4.1.
Sea M := F I . Se tiene que Gal(M/K) ∼= I(PF |PK) ⊇ I(PF |PM ) y todos
ellos son grupos de orden l. Se sigue que I(PF |PK) = I(PF |PM ).
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L
l
F = LE
M
I
K
l
E
Puesto que l = e(PF |PK) = e(PF |PM )e(PM |PK) = l · e(PF |PK), se sigue
que e(PM |PK) = 1, esto es, PK es no ramificado en M/K.
Finalmente, si N fuese otro campo de grado l sobre K, esto es, N 6= M ,
tal que PK no sea ramificado en N/K, entonces Gal(F/N) 6= I(PF |PK), lo
cual implica que
I(PF |PN ) ⊆ Gal(F/N) ∩ I(PF |PK) 6= I(PF |PK),
por lo que I(PF |PN ) = {Id} y por tanto PK no ser´ıa ramificado en F/K de
donde obtenemos que M es u´nico. uunionsq
Proposicio´n 10.4.11. Sea L/K una extensio´n abeliana de campos de fun-
ciones globales, donde Fq es el campo de constantes de K y donde a lo ma´s
un divisor primo p0 de grado 1 es ramificado y adema´s la extensio´n es mode-
radamente ramificada. Entonces L/K es una extensio´n de constantes.
Demostracio´n. Por la Proposicio´n 10.4.8 se tiene e := eL/k(p0)|q− 1. Sea I el
grupo de inercia de p0. Entonces |I| = e y p0 es no ramificado en E := LI/K.
Por tanto E/K es una extensio´n no ramificada. Se sigue que E/K es una
extensio´n de constantes (ver la Observacio´n 10.4.12). La extensio´n L/E es
geome´trica. Supongamos que L 6= E.
Sea [E : K] = m. Entonces P0 es un divisor de primo en E que divide a p0
entonces el grado relativo dE/K(P0|p0) es igual a m, el nu´mero de divisores
primos en E/K es 1 y el grado de P0 es 1 con respecto a Fqm (Teorema 9.1.7).
Se sigue que P0 es el u´nico divisor primo ramificado en L/E y es de grado 1
y totalmente ramificado. Adema´s [L : E] = e | q − 1 = |F∗q |.
Las (q − 1)–e´simas ra´ıces de unidad pertenecen a Fq ⊆ K. Por tanto K
contiene las e–e´simas ra´ıces de unidad y L/E es una extensio´n de Kummer,
digamos L = E(y) con ye = α ∈ E = kFqm = Fqm(T ). Escribimos α en su
forma normal como prescrita por Hasse [45], [134, Theorem 5.8.10]: (α)E =
Pa0a
b , 0 < a < e y mcd(P0, ab) = 1. Ahora bien, puesto que gr(α)E = 0, se
sigue que grE a o grE b no es un mu´ltiplo de e. Esto contradice que P0 es el
u´nico primo ramificado en L/E. Ma´s precisamente, existe otro primo q 6= P0
de E tal que vq(α) = b no es mu´ltiplo de e y por tanto, si Q es un primo en
L sobre q,
vQ(y
e) = evQ(y) = vQ(α) = e(Q|q)vq(α) = e(Q|q)b,
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de donde obtenemos que e(Q|q) > 1. Por lo tanto L/K es una extensio´n de
constantes. uunionsq
Observacio´n 10.4.12. En la Proposicio´n 10.4.11 hemos usado que si L/K es
no ramificada, entonces L/K es una extensio´n de constantes. Esto se cumple
puesK es de ge´nero 0. Ma´s precisamente, siK es cualquier campo de funciones
(con campo de constantes arbitrario) de ge´nero 0 (aunque no sea de funciones
racionales), entonces si L/K es una extensio´n geome´trica separable no trivial,
entonces, L/K es ramificada. De hecho, si L/K es una extensio´n geome´trica
separable no trivial y gL denota el ge´nero de L, usando que gK = 0, se obtiene
de la fo´rmula de Riemann–Hurwitz que
2gL − 2 = [L : K](2gK − 2) + d,
donde d es el grado del diferente. Si L/K no fuese ramificada, se tendr´ıa d = 0
y por tanto 2gL − 2 = [L : K](0− 2) + 0 < −2 lo que implicar´ıa gL < 0.
Por otro lado, en nuestro caso de campos de funciones congruentes, las
extensiones de constantes son no ramificadas, pero en general para campos de
funciones esto no necesariamente se cumple. Por ejemplo, consideremos k un
campo de caracter´ıstica p el cual no es perfecto. Sea a ∈ k \ kp. Sea K = k(x)
y sea L = K(y) = k(x, y) donde yp = axp. Entonces [L : K] = p es una
extensio´n inseparable y L = k′(x) donde k′ = k(a1/p). Se sigue que L/K es
una extensio´n de constantes. Consideremos el primo p asociado a xp−a en K.
Entonces puesto que (x− b)p = xp − bp = xp − a, donde b = a1/p, obtenemos
que p es ramificado en L/K.
La diferencia es que en nuestro caso, los campos finitos son perfectos y por
tanto las extensiones de constantes son separables.
Observacio´n 10.4.13. Todas las hipo´tesis de la Proposicio´n 10.4.11 son ne-
cesarias.
(1) Sea q = 3. El polinomio P (T ) = T 2−T −1 es irreducible en F3[T ].
Sean K = F3(T ) y K = K( 2
√
P (T )). Entonces, K /K es una exten-
sio´n c´ıclica geome´trica donde u´nicamente hay un primo ramificado, a
saber, P (T ). Por tanto es necesario pedir que el primo ramificado sea
de grado 1.
(2) Sea K = Fp(T ) y sea K = K(y) donde yp − y = T p+1 es una
extensio´n geome´trica c´ıclica de grado p donde u´nicamente el primo
infinito es ramificado y el cual es de grado 1. Por tanto es necesario
pedir que la extensio´n sea moderadamente ramificada.
Proposicio´n 10.4.14. Sea E/F una extensio´n finita de Galois de campos
de funciones congruentes. Sea K/F una extensio´n arbitraria finita y sea
L = EK. Sea pL un divisor primo en L y sean pE , pF y pK sus restric-
ciones a E,F y K respectivamente. Sea rest : Gal(L/K) −→ Gal(E/F ) el
monomorfismo de restriccio´n. Sean D e I los grupos de descomposicio´n y de
inercia respectivamente. Entonces
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(1) I(pL|pK)|E ⊆ I(pE |pF ),
(2) D(pL|pK)|E ⊆ D(pE |pF ).
Demostracio´n.
E L = EK
E ∩K K
F
Primero consideremos σ ∈ I(pL|pK). Entonces σx ≡ x mo´d pL para toda
x ∈ OpL . Si y ∈ OpE , entonces y ∈ OpL y por tanto σy ≡ y mo´d (pL ∩ E).
Entonces (1) es consecuencia de lo anterior y de que pL ∩ E = pE .
Ahora consideremos τ ∈ D(pL|pK). Entonces pτL = pL. Por lo tanto pτE =
(pL ∩ E)τ = pτL ∩ Eτ = pL ∩ E = pE por lo que τ |E ∈ D(pE |pF ), probando
(2). uunionsq
La Proposicio´n 10.4.14 tiene varias consecuencias acerca de la descompo-
sicio´n de primos al trasladar las extensiones.
Corolario 10.4.15. Con las hipo´tesis de la Proposicio´n 10.4.14, se tiene:
(1) Si pF se descompone totalmente en E/F , entonces pK se descom-
pone totalmente en L/K.
(2) Si pF es no ramificado en E/F , entonces pK es no ramificado en
L/K. Equivalentemente si pK es ramificado en L/K, entonces pF es
ramificado en E/F .
Demostracio´n. (1) se sigue del hecho de que D(pE |pF ) = {1}.
(2) se sigue del hecho de que I(pL|pK) 6= {1}. uunionsq
Observacio´n 10.4.16. (1) Si pF es ramificado en E/F , pK no ne-
cesariamente es ramificado en L/K. Por ejemplo, sean F = Fq(T ),
E = F (y) con yp − y = 1T y K = F (z) con zp − z = 1T + 1T+1 .
Entonces si pF es el primo asociado a T , pF es ramificado en E/F y
en K/F (Proposicio´n 10.3.8). Ahora L = EK = Fq(T, y, z) = K(w)
donde w = z − y y wp − w = 1T+1 , por lo que pK no es ramificado en
L/K.
(2) Si pK es inerte en L/K, pF no necesariamente es inerte en E/F .
Por ejemplo, sea q = p = 3,
√−1 /∈ F3 (Proposicio´n 5.5.2). Adema´s
P (T ) = T 3 − T − 1 es irreducible en F3(T ). Sean F = F3(T ),
E = F (
√
P ) y K = F (
√−P ). Entonces pF = p∞ se ramifica en
E/F (Proposicio´n 10.3.6). Por otro lado, puesto que L = EK =
F3(T,
√−P ,√P ) = K(√−1) y como pF se ramifica en K/F , pK es
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de grado 1 y L/K es una extensio´n de constantes de grado 2, por lo
que pK es inerte en L/K.
Este mismo ejemplo muestra que ramificacio´n en E/F puede trans-
formarse en inercia en L/K.
(3) Ramificacio´n en E/F puede transformarse en cualquier cosa (ra-
mificacio´n, inercia o descomposicio´n) en L/K. Por ejemplo sean F =
F3(T ), E = F (y) con y3 − y = T y K = F (z) con z3 − z = T 2+T−2T+1 .
Entonces pF = p∞ es ramificado en E/F y como L = K(w) con
w = y − z y w3 − w = 2T+1 , pK se descompone en L/K.
Por otro lado si E = F (u), K = F (v) con F = F3(T ), u3 − u = T ,
v3− v = T 4, entonces pF = p∞ es totalmente ramificado en L/F y en
particular pK se ramifica en L/K.
Proposicio´n 10.4.17. Sea L/K un extensio´n c´ıclica de campos de funciones
congruentes de grado una potencia de un primo, [L : K] = ln. Sea L0 = K ⊆
L1 ⊆ L2 ⊆ · · · ⊆ Ln−1 ⊆ Ln = L con [Li : Li−1] = l, 1 ≤ i ≤ n. Sea p
un primo de K tal que p se ramifica en Li/Li−1. Entonces p es totalmente
ramificado en L/Li−1.
Demostracio´n. Sea G0 el grupo de inercia de L/K. Ya que G = Gal(L/K) =
〈σ〉, o(σ) = ln, los u´nicos subgrupos de G son 〈σlj 〉, 0 ≤ j ≤ n. Por tanto
G0 = 〈σlj 〉 para alguna j. Ahora bien L〈σl
j 〉 = Ln−j . Por tanto el campo de
inercia de p es Ln−J ⊆ Li−1 y p es totalmente ramificado en L/Ln−j . uunionsq
Coloquialmente, podemos decir que las extensiones del tipo de la Proposi-
cio´n 10.4.17, cuando un primo empieza a ramificarse, continua ramifica´ndose
hasta L.
11
Extensiones radicales de campos de funciones
11.1. Introduccio´n
El contenido de este cap´ıtulo esta´ basado en [117, 118].
Sea L/K una extensio´n arbitraria de campos. Decimos que L/K es una
extensio´n radical si existe α ∈ L tal que L = K (α) y existe n ∈ N tal que
αn = a ∈ K . En otras palabras α es una ra´ız del polinomio xn − a ∈ K [x].
El elemento α usualmente se representa como α = n
√
a.
Ma´s generalmente, una extensio´n radical L/K es una extensio´n generada
por ra´ıces de polinomios xni − ai ∈ K [x], esto es,
L = K
(
n1
√
a1, . . . , nm
√
am
)
con ni ∈ N, ai ∈ K , 1 ≤ i ≤ m.
En la teor´ıa de las extensiones radicales se tienen de manera natural dos
grupos que permiten el estudio de tales extensiones.
Definicio´n 11.1.1. Sea L/K una extensio´n arbitraria de campos. Se definen
(i) el grupo de torsio´n de L/K por
T (L/K ) := {α ∈ L∗ | existe n ∈ N tal que αn ∈ K },
(ii) el grupo de cogalois de L/K por
cog(L/K ) :=
T (L/K )
K ∗
.
Para el estudio de las extensiones radicales, Greither y Harrison [43] desa-
rrollaron una teor´ıa que, en cierta forma, es dual a la teor´ıa de Galois, la cual
ha sido generalizada en innumerables direcciones.
Definicio´n 11.1.2 (Ver [43] y [11]). Una extensio´n finita de campos L/K
se llama
(i) coseparable si L = K (T (L/K )),
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(ii) conormal si | cog(L/K )| ≤ [L : K ],
(iii) cogalois si es conormal y coseparable.
Notemos que coseparable y radical significan lo mismo.
Definicio´n 11.1.3. Una extensio´n n de Kummer es una extensio´n L/K tal
que
L = K (
n
√
∆),
donde n ∈ N es primo relativo a la caracter´ıstica de K , µn ⊆ K donde µn es
el grupo de las n–e´simas ra´ıces de la unidad y ∆ es un subgrupo de K ∗ que
contiene a K n∗ y K ( n
√
∆) es el campo generado por todas las ra´ıces n
√
a con
a ∈ ∆.
Este es el origen de la Teor´ıa de Kummer, la cual es una parte importante
en el estudio de los campos de clase. Se tienen los siguientes resultados.
Teorema 11.1.4. Sea K cualquier campo que contiene al grupo µn de las
n–ra´ıces de la unidad donde n es primo relativo a la caracter´ıstica de K .
Entonces
(i) Toda extensio´n n de Kummer L/K es una extensio´n de Galois con
grupo de Galois Gal(L/K ) abeliano de exponente n.
(ii) Si L/K es una extensio´n abeliana de exponente n, entonces existe
un subgrupo K n∗ ⊆ ∆ ⊆ K ∗ tal que L = K ( n√∆).
Demostracio´n. Ver Teoremas 17.2.4 y 17.2.62, as´ı como la Subseccio´n 17.2.6.
uunionsq
La analog´ıa existente entre campos nume´ricos y campos de funciones con-
gruentes, y de manera ma´s precisa, de campos cicloto´micos con campos de
funciones cicloto´micos, nos llevan a la pregunta natural si existe lo ana´logo de
la torsio´n usual con la torsio´n modular definida por la accio´n de Carlitz-Hayes.
Daremos una nueva definicio´n de extensio´n radical usando la accio´n de
Carlitz–Hayes. As´ı, una extensio´n L/K sera´ llamada radical si L puede ser
generada por algunos elementos u con uMu ∈ K sobreK , donde Mu son poli-
nomios en RT . Entre estas extensiones, estamos en especial interesados en las
llamadas extensiones radicales cicloto´micas. Una extensio´n se llamara´ radical
cicloto´mica si es radical, separable y pura. Estas extensiones pueden ser vistas
como generalizaciones naturales de las extensiones de Carlitz–Kummer. Estas
extensiones tiene propiedades ana´logas a las extensiones cogalois definidas en
[43], ver las Secciones 11.5 y 11.6. Una extensio´n radical cicloto´mica L/K
satisface que L = K (T (L/K )). Notemos la analog´ıa con la definicio´n previa.
En este cap´ıtulo estudiaremos la torsio´n dada por la accio´n de Carlitz–
Hayes. Por tanto entendemos por “radical” en el sentido de esta accio´n. Estu-
diaremos la estructura de campos de funciones congruentes generadas por tor-
sio´n. En la Seccio´n 11.4 definimos el concepto de extensio´n radical cicloto´mica
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como un ana´logo natural de las extensiones cogalois cla´sicas. Daremos ejem-
plos tanto de extensiones radicales como de no radicales cicloto´micas as´ı como
de extensiones puras y de extensiones no puras y mostraremos que, como en
el caso cla´sico, la extensio´n K(ΛPn)/K(ΛP ) es pura en donde P ∈ RT es un
polinomio irreducible y n ∈ N. En las Secciones 11.5 y 11.6 daremos algu-
nas propiedades tanto de extensiones radicales como de extensiones radicales
cicloto´micas y probaremos que, como en el caso cla´sico, para extensiones de
Galois, el grupo de cogalois es isomorfo al grupo de los homomorfismos cru-
zados.
En la Seccio´n 11.7 obtendremos los resultados principales del cap´ıtulo:
caracterizaremos las extensiones radicales cicloto´micas finitas. En particular,
veremos que extensiones radicales finitas son p–extensiones donde p es la ca-
racter´ıstica del campo base. Esto se probara´ en los Teoremas 11.7.6 y 11.7.7 y
en el Corolario 11.7.9. En la Seccio´n 11.8, daremos ejemplos y aplicaciones de
estos resultados. Finalmente, en la Seccio´n 11.9 hallaremos una cota superior
para la cardinalidad del grupo de cogalois de una extensio´n radical cicloto´mica
finita.
Durante este cap´ıtulo, usaremos la siguiente notacio´n.
p denota a un nu´mero primo.
q = pν , ν ∈ N.
K = Fq(T ) denota al campo de funciones racionales.
RT = Fq[T ].
µ(K ) denota al conjunto de las ra´ıces de Carlitz contenidas en un campo
K .
K denota a una cerradura algebraica de K.
car(L) denota a la caracter´ıstica de un campo L.
Si E/L es una extensio´n de campos tal que K ⊆ L ⊆ E ⊆ K, denotamos
por T (E/L) al conjunto {u ∈ E | existe M ∈ RT tal que uM ∈ L}.
Cm denota al grupo c´ıclico de orden m.
11.2. Extensiones de Kummer de campos de funciones
En esta seccio´n presentaremos una generalizacio´n de extensiones de Kum-
mer por medio de la accio´n de Calitz–Hayes. En lo que resta en este cap´ıtulo
p siempre denotara´ un nu´mero primo y q = pν donde ν ∈ N. Denotaremos
k = Fq, K = k(T ) y RT = k[T ]. Llamaremos ΛM , M ∈ RT \ {0}, las M–
ra´ıces de Carlitz y si λM es generador de ΛM , λM se llamara´ ra´ız primitiva
de Carlitz.
Notemos que si a ∈ K, entonces el conjunto de todas las ra´ıces del poli-
nomio zM − a ∈ K[z] es el conjunto {α + λ | λ ∈ ΛM} donde α es cualquier
ra´ız fija zM − a en k.
Necesitaremos varios resultados de teor´ıa de mo´dulos en esta seccio´n.
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La Proposicio´n 11.3.2 y el Teorema 11.3.4 son ana´logos a (i) y (ii) del
Teorema 11.1.4 con la salvedad que consideraremos u´nicamente extensiones
finitas.
11.2.1. Algo sobre la teor´ıa de mo´dulos
En esta subseccio´n, a menos que se indique lo contrario, todos los mo´dulos
y homomorfismos considerados son RT –mo´dulos y RT –homomorfismos res-
pectivamente.
Sea A un mo´dulo, a ∈ A. Se define el homomorfismo
ϕa : RT → A, definido por ϕa(M) := Ma.
Definicio´n 11.2.1. Decimos que A en un mo´dulo c´ıclico si existe a ∈ A tal
que ϕa es un epimorfismo.
Notemos que la Definicio´n 11.2.1 es equivalente a decir que existe a ∈ A
tal que A = (a) = RTa.
Para a ∈ A consideremos el nu´cleo del homomorfismo ϕa, nu´c(ϕa). Si
nu´c(ϕa) 6= {0} existe un polinomio no cero M , al cual lo podemos suponer
sin pe´rdida de generalidad mo´nico, tal que nu´c(ϕa) = (M).
Definicio´n 11.2.2. Sea a ∈ A. Decimos que a tiene orden infinito si el nu´cleo
de ϕa es cero. Decimos que a tiene orden finito si existe un polinomio mo´nico
M ∈ RT \{0} tal que (M) = nu´c(ϕa) = (M). Si A es un mo´dulo, un exponente
de A es un elemento no cero M ∈ RT , tal que Ma = 0 para todo a ∈ A.
Observacio´n 11.2.3. Si A es un mo´dulo finito, existe a ∈ A tal que ϕa es un
epimorfismo de tal forma que existe M ∈ RT \ {0} tal que
(i) nu´c(ϕa) = (M) y
(ii) RT /(M) ∼= A.
Como antes, podemos reemplazar a M por un polinomio mo´nico y entonces
diremos que A tiene orden M .
La demostracio´n del siguiente lema es directa y no la presentamos.
Lema 11.2.4. Sea A un mo´dulo c´ıclico de orden N con N 6= 0. Sea N1 un
divisor mo´nico de N . Entonces existe un submo´dulo de A de orden N1. uunionsq
Observacio´n 11.2.5. Con las condiciones del Lema 11.2.4, se sigue de la
Observacio´n 11.2.3 que Na = 0 para toda a ∈ A.
Por otro lado, si B es un submo´dulo c´ıclico de A de orden N1, entonces
nuevamente de la Observacio´n 11.2.3 obtenemos que existe b ∈ B, tal que ϕb
es un epimorfismo y nu´c(ϕb) = (N1). Puesto que b ∈ A, existe N2 ∈ RT , tal
que b = N2a.
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Ahora, puesto que Nb = N(N2a) = N2(Na) = 0 tenemos que N ∈
nu´c(ϕb) = (N1). Por tanto N1 es un divisor de N . Puesto que todos los
mo´dulos c´ıclicos de orden M son isomorfos a RT /(M), esto es, esencialmen-
te u´nicos, se sigue que para cada divisor mo´nico M de N , existe un u´nico
submo´dulo c´ıclico de orden M de A.
Sea A un mo´dulo c´ıclico con exponente M . Denotamos por CM al mo´dulo
RT /(M) el cual es c´ıclico de orden M . Esto en analog´ıa a la notacio´n Cm de
los grupos c´ıclicos.
Definicio´n 11.2.6. Se denota por Aˆ o por HomRT (A,CM ) al grupo de ho-
momorfismos de A en CM , donde A es de exponente M . Este mo´dulo se llama
el mo´dulo dual de A.
Supongamos que f : A→ B es un homomorfismo, y que tanto A como B
tienen exponente M . Entonces se tiene un homomorfismo f̂ : B̂ → Â definido
por f̂(ψ) = ψ ◦ f . Notemos que (̂ ) es un funtor contravariante, es decir
(̂ ) : RT –mo´dulos de exponente M −→ RT –mo´dulos
es tal que si f : A→ B y g : B → C son homomorfismos, entonces
(1) ĝ ◦ f = f̂ ◦ ĝ y
(2) 1̂ = 1.
Lema 11.2.7. Si A es un mo´dulo finito de exponente M , tal que A = B×C,
entonces Â es isomorfo a B̂ × Ĉ.
Demostracio´n. Las proyecciones naturales pi1 : B×C → B y pi2 : B×C → C,
inducen los homomorfismos pi1 : B̂ → B̂ × C y pi2 : Ĉ → B̂ × C, por lo que
podemos definir θ : B̂ × Ĉ → B̂ × C dada por θ(ψ1, ψ2) = pi1(ψ1) + pi2(ψ2),
donde (ψ1, ψ2) ∈ B̂ × Ĉ.
Se tiene que θ es un homomorfismo. Por otra parte si ψ ∈ B̂ × C entonces,
puesto que ψ es un homomorfismo, ψ(x, y) = ψ(x, 0) + ψ(0, y) para todo
(x, y) ∈ B×C. Ahora se define ψ1 : B → AM por ψ1(x) = ψ(x, 0) y ψ2 : C →
AM dado por ψ2(y) = ψ(0, y). Entonces ψ1 y ψ2 son homomorfismos. De esta
forma se induce una funcio´n
δ : B̂ × C → B̂ × Ĉ
dada por δ(ψ) = (ψ1, ψ2) el cual es un homomorfismo de mo´dulos y cuya
inversa es θ. El resultado se sigue. uunionsq
Proposicio´n 11.2.8. Un mo´dulo finito A es isomorfo a su dual. Esto es
A ∼= Â = HomRT (A,CM ),
donde A tiene exponente M .
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Demostracio´n. Tenemos que se puede escribir A ∼= ⊕PAP (ver Teorema
15.2.26). La suma anterior es sobre todos los polinomios mo´nicos irreduci-
bles P y AP denota los elementos de A que tiene orden una potencia de P .
Ahora por el Teorema 4.9, Cap´ıtulo 5 de [60] se tiene que AP se puede
escribir como AP ∼= CPα1 ⊕ · · · ⊕ CPαk , donde α1 ≥ · · · ≥ αk ≥ 1 y cada
CPαi es un mo´dulo c´ıclico cuyo generador tiene orden P
αi . De esta forma,
cada CPαi tiene orden P
αi . No´tese que cada AP y cada CPαi tiene exponente
M .
Por la observacio´n anterior y el Lema 11.2.7, podemos suponer que A es
c´ıclico generado por a de orden Pα, con α ∈ N y P ∈ RT irreducible. Por lo
tanto la funcio´n ϕa es un epimorfismo y (P
α) = nu´c(ϕa).
Puesto que M es de exponente de A, se tiene que Pα|M . Ahora del Lema
11.2.4, junto con la Observacio´n 11.2.3, se tiene CM tiene un u´nico submo´dulo
c´ıclico de orden Pα, que denotamos por CPα . El homomorfismo ϕa : RT → A
induce un isomorfismo, que seguiremos denotando por ϕa : RT /(P
α)→ A.
Al inverso del isomorfismo ϕa, lo denotaremos por ψ. Sea y = ψ(a), en-
tonces y es un generador de CPα . Al componer ψ con la inclusio´n natural
CPα ↪→ CM , se obtiene un elemento de Â, que seguiremos denotando por ψ.
Ahora sea ϕ ∈ Â. Notemos que im(ϕ) ⊆ CM es un submo´dulo c´ıclico de
orden N . As´ı, existe w ∈ im(ϕ), w = ϕ(aw) con aw ∈ A, que genera a im(ϕ)
y su orden es N .
Por otra parte se tiene que Pα ∈ (N). Por lo tanto Pα = ND, para algu´n
D ∈ RT . Por lo que N = P γ para algu´n γ ≤ α, es decir, w tiene orden P γ y
como aw genera a im(ϕ), se tiene que im(ϕ) ⊆ CPα .
Por otro lado ϕ esta´ determinado completamente por su accio´n en a, donde
a ∈ A es un generador de A. Por lo tanto ϕ(a) = Ny. Ahora si ψN = Nψ
entonces ψN (a) = Nψ(a) = Ny = ϕ(a), es decir, ϕ = ψN ∈ (ψ).
De esta forma se tiene Â = (ψ) el cual es de orden qgr(P
α). Por lo tanto
A ∼= Â. uunionsq
Definicio´n 11.2.9. Sean A y B mo´dulos. Una funcio´n bilineal de A × B en
un mo´dulo C es una funcio´n A × B → C, denotada por (a, b) 7→ 〈a, b〉, que
tiene la propiedad siguiente: para cada a ∈ A, la funcio´n b 7→ 〈a, b〉 es un
homomorfismo y, para cada b ∈ B, la funcio´n a 7→ 〈a, b〉 es un homomorfismo.
Un elemento a ∈ A se dice ortogonal a S ⊆ B si 〈a, b〉 = 0 para cada b ∈ S.
De modo ana´logo tenemos la definicio´n de que b ∈ B sea ortogonal a
S ⊆ A, esto es, si 〈a, b〉 = 0 para toda a ∈ A. El nu´cleo izquierdo de la funcio´n
bilineal es el submo´dulo de A, que denotamos por NI , ortogonal a B.
El nu´cleo derecho de la funcio´n bilineal es el submo´dulo de B, que deno-
tamos por ND, ortogonal a A.
Un elemento b ∈ B da lugar a un elemento de HomRT (A,C), dado por
a 7→ 〈a, b〉, que denotamos por ψb. Entonces ψb se anula en NI , es decir,
ψb(a) = 0 para cada a ∈ NI . As´ı, ψb induce un homomorfismo A/NI → C,
dado por a+NI 7→ ψb(a).
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Por otro lado, si b ≡ b′modND entonces ψb = ψb′ , esto da lugar, en
primer te´rmino, a un homomorfismo ψ : B/ND → HomRT (A/NI , C) dado
por ψ(b+ND) = ψb, y, en segundo te´rmino, a la sucesio´n exacta de mo´dulos
0→ B/ND → HomRT (A/NI , C). (11.2.1)
De modo similar se obtiene
0→ A/NI → HomRT (B/ND, C). (11.2.2)
Proposicio´n 11.2.10. Sea A×A′ → C una funcio´n bilineal de mo´dulos, con
C un mo´dulo c´ıclico finito de orden M . Sean B y B′ los nu´cleos izquierdos y
derecho, respectivamente. Supongamos que A′/B′ es finito. Entonces A/B es
finito y A′/B′ es isomorfo al mo´dulo dual de A/B.
Demostracio´n. De las sucesiones exactas (11.2.1) y (11.2.2), se deduce que las
sucesiones siguientes son exactas
0→ A′/B′ → HomRT (A/B,C) (11.2.3)
y
0→ A/B → HomRT (A′/B′, C). (11.2.4)
De (11.2.4) deducimos que A/B puede ser visto como un submo´dulo de
HomRT (A
′/B′, C), de aqu´ı la finitud de A/B. Por otro lado se tienen las
desigualdades, que se infieren de las sucesiones (11.2.3) y (11.2.4) y de la
Proposicio´n 11.2.8:
card(A/B) ≤ card(Â′/B′) = card(A′/B′)
y
card(A′/B′) ≤ card(Â/B) = card(A/B).
La segunda igualdad se debe a la Proposicio´n 11.2.8. De esto se deduce la
suprayectividad de la sucesio´n exacta (11.2.3), y de esto se sigue el resultado.
uunionsq
11.3. Teor´ıa de Kummer
En esta seccio´n se dara´ una generalizacio´n de las extensiones de Kummer,
un poco diferente a las dadas por Chi y Li en [23] y por Schultheis en [121]. En
lo que sigue supondremos que las extensiones a considerar son subextensiones
de K/K. Siguiendo a [82], sean M ∈ RT un polinomio no constante y ϕ : K →
K definido por ϕ(u) = uM , donde K = K(ΛM ). Entonces ϕ es un RT –
homomorfismo. Por otra parte consideremos un RT –submo´dulo B deK , bajo
la accio´n de Carlitz Hayes, que contenga a K M = ϕ(K ).
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Denotamos por KB la composicio´n de todos los campos K ( M
√
a) con
a ∈ B. Esto u´ltimo quiere decir que adjuntamos a K una ra´ız arbitraria α
de la ecuacio´n zM − a = 0, donde α ∈ K. Puesto que las M -ra´ıces de Carlitz
esta´n en K , tal campo no depende de la eleccio´n de la ra´ız α, y por lo tanto
KB es de Galois sobre K .
Definicio´n 11.3.1. Diremos que una extensio´n abeliana L/K , con grupo de
Galois G, es una extensio´n RT –abeliana si G tiene estructura de RT -mo´dulo;
una extensio´n RT -abeliana L/K se dice que tiene exponente M ∈ RT si
M · σ = 1 para cada σ ∈ G (ver [23]).
Proposicio´n 11.3.2. (i) Sea B un RT -mo´dulo de K que contiene a
K M y sea KB la composicio´n de todos los campos K ( M
√
a), para
cada a ∈ B. Entonces KB/K es Galois y abeliana.
(ii) Supongamos que KB/K es una extensio´n RT -abeliana y de expo-
nente M . Entonces existe una funcio´n bilineal:
G×B → ΛM dada por (σ, a) 7→ 〈σ, a〉
donde 〈σ, a〉 = σ(α)− α y α satisface αM = a. El nu´cleo izquierdo es
1 y el nu´cleo derecho es K M .
La extensio´n KB/K es finita si y so´lo si (B : K M ) es finito. Si esto
ocurre, entonces
B/K M ∼= Ĝ.
En particular se tiene que
[KB : K ] = (B : K
M ).
Demostracio´n. (I) Sea b ∈ B y sea β una M–ra´ız de b. El polinomio zM − b se
descompone en factores lineales en KB para todo b ∈ B. Entonces KB/K es
una extensio´n de Galois. Sean G = Gal(KB/K ), σ ∈ G, b ∈ B y β una ra´ız
del polinomio zM − b. Entonces σ(β) = β+λMσ , para algu´n Mσ ∈ RT , donde
λ es un generador de ΛM , por lo que se tiene un monomorfismo G → ΛM ,
σ 7→ λMσ de donde se sigue que G es un grupo abeliano.
(II) Definimos G × B → ΛM por (σ, b) 7→ 〈σ, b〉, donde 〈σ, b〉 = σ(β) − β
y βM = b. Esta definicio´n es independiente de la eleccio´n de la M–ra´ız de
b. Se tiene que 〈σ, a + b〉 = 〈σ, a〉 + 〈σ, b〉 para cada a, b ∈ B y puesto que
(σ(β)− β) ∈ ΛM , se sigue que 〈σ · τ, b〉 = 〈σ, b〉+ 〈τ, b〉.
Sea σ ∈ G y supongamos que 〈σ, b〉 = 0 para cada b ∈ B. Por lo tanto,
si β satisface que βM = b se tiene que σ(β) = β, y como esto vale para cada
generador se tiene que σ = 1, es decir el nu´cleo izquierdo es 1.
Por otro lado si b ∈ B satisface que 〈σ, b〉 = 0 para todo σ ∈ G entonces
σ(β) = β para toda σ ∈ G. Por lo tanto, β ∈ K y b = βM ∈ K M . De aqu´ı se
sigue que el nu´cleo derecho es K M .
Ahora supongamos que B/K M es finito. Entonces G/1 = G es finito. En
particular KB/K es finito. Ahora bien, si KB/K es finito, puesto que el
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nu´cleo derecho es K M , de la Proposicio´n 11.2.10 se obtiene que la siguiente
sucesio´n es exacta
0→ B/K M → HomRT (G/1, ΛM ).
De esta sucesio´n y de que HomRT (G/1, ΛM ) es finito, se sigue que (B : K
M )
es finito.
Finalmente, puesto que por la Proposicio´n 11.2.8 B/K M es isomorfo al
mo´dulo dual de G, se tiene que B/K M ∼= G, as´ı que [KB : K ] = (B : K M ).
uunionsq
Antes de mostrar la proposicio´n siguiente necesitamos algunas definiciones,
dadas en [23].
Definicio´n 11.3.3. Una extensio´n RT –abeliana L/K se dice que es RT –
c´ıclica si Gal(L/K ) es un RT -mo´dulo c´ıclico. En este caso si Gal(L/K ) ∼=
RT /(M), con M un polinomio mo´nico, diremos que L/K es una extensio´n
c´ıclica de orden M .
En el siguiente teorema denotamos por M el conjunto de RT -submo´du-
los de K , que contienen a K M y F denota el conjunto de extensiones RT -
abelianas de K de exponente M .
Teorema 11.3.4. Con las notaciones de la Proposicio´n 11.3.2, la funcio´n ϕ :
M→ F dada por ϕ(B) = KB es inyectiva. Adema´s si L/K es una extensio´n
RT -abeliana, finita, de exponente M entonces existe un RT -submo´dulo B, de
K , que contiene a K M , tal que L = KB.
Demostracio´n. Para mostrar la inyectividad de la funcio´n anterior bastara´
probar que si KB1 ⊆ KB2 entonces B1 ⊆ B2, puesto que de la igualdad
ϕ(B1) = ϕ(B2), se deducen las contenciones KB1 ⊆ KB2 y KB2 ⊆ KB1 .
Sea b ∈ B1. Se tiene que K ( M
√
b) ⊆ KB2 por lo que K ( M
√
b) esta´ conte-
nido en una subextensio´n finitamente generada de KB2 , es decir, existen un
nu´mero finito de elementos bi ∈ B2 de modo que K ( M
√
b) ⊆ K (b1, . . . , bm).
As´ı podemos suponer que B2/K M es finitamente generada y por tanto es
una extensio´n finita.
Sea β tal que βM = b. Sea B3 el submo´dulo de K generado por B2 y
b. Veamos KB2 = KB3 . Tenemos que KB2 ⊆ KB3 . Para mostrar la otra
contencio´n, sea α una ra´ız M -e´sima de c ∈ B3. Si c ∈ B2 entonces K (α) ⊆
KB2 . Si c es de la forma b
N+
∑
bNii , con bi ∈ B2, entonces αM = bN+
∑
bNii =
βMN +
∑
βMNii , con β
M
i = bi, i = 1, . . . , s, es decir, α = β
N +
∑
βNii + λ
A,
donde λ es un generador de ΛM . Por lo tanto K (α) ⊆ KB2 . De aqu´ı se sigue
que KB3 ⊆ KB2 .
Entonces, por la Proposicio´n 11.3.2 (II) se tiene (B2 : K M ) = (B3 : K M ),
de esta manera b ∈ B2, por lo que B1 ⊆ B2.
Por otro lado, sea K ′ una extensio´n RT –abeliana de K de exponente M ,
finita. Sea G = Gal(K ′/K ). Entonces, por los Teoremas 4.7 y 4.9, Cap´ıtulo
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4 de [60], G es suma directa, finita, de RT -submo´dulos de exponente M .
Aplicando Teor´ıa de Galois podemos suponer que la extensio´n es c´ıclica de
exponente M . Ahora por la Proposicio´n 2.6 de [23], se tiene que toda extensio´n
c´ıclica K ′/K de exponente M , se obtiene adjuntando una M -ra´ız de un
elemento de K .
As´ı K ′ es la adjuncio´n de M -ra´ıces, es decir, existen {bj} ⊆ K y {αj} ⊆
K ′ tales que αMj = bj yK
′ = K ({αj}). Sea B el submo´dulo deK generado
por {bj} y K M . Entonces K ′ ⊆ KB . Por otro lado consideremos una ra´ız
M -e´sima de c ∈ B, digamos α. As´ı αM = c. Se tiene que c = ∑sj=1 bNjj + aM ,
a ∈ K . Entonces α = ∑sj=1 αNjj + a por lo que K (α) ⊆ K ′. Se sigue que
KB ⊆ K ′ y ϕ(B) = K ′. Esto termina la demostracio´n. uunionsq
Proposicio´n 11.3.5. Sea L/K una extensio´n RT –abeliana, finita, suponga-
mos que ΛN ⊆ K , con N ∈ RT no constante. Sea
W = {α = α+K N ∈ K /K N | N√α ∈ L}.
Entonces W ∼= Hom(G,ΛN ), donde G = Gal(L/K ).
Demostracio´n. Dado a ∈ W , se define una funcio´n ϕa : G → ΛN definida
as´ı ϕa(σ) = σ(α)−α, donde α es una ra´ız N -e´sima de a; ϕa es independiente
de la ra´ız usada. Notemos que
ϕa(σ ◦ τ) = σ(τ(α))− α = σ(τ(α)− α+ α)− α
= σ(τ(α)− α) + σ(α)− α = τ(α)− α+ σ(α)− α.
Por tanto ϕa es un homomorfismo de grupos abelianos. Por lo tanto es posible
definir f : W → Hom(G,ΛN ) dado por f(a) = ϕa.
Se tiene que f es un homomorfismo de grupos abelianos. Ahora si f(a) =
ϕa = 0 entonces σ(α)− α = 0, para cada σ ∈ G. De esta manera se tiene que
α ∈ K . Puesto que a = αN , entonces a ∈ K . De esta modo a = 0, por lo
tanto f es inyectiva.
Ahora sea ϕ : G→ ΛN un homomorfismo de grupos abelianos. Entonces
ϕ(σ ◦ τ) = ϕ(σ) + ϕ(τ) = ϕ(σ) + σ(ϕ(τ)),
es decir, ϕ es un homomorfismo cruzado, por lo tanto por el Teorema 90
de Hilbert aditivo, existe un α ∈ L tal que ϕ(σ) = σ(α) − α. As´ı tenemos
(σ(α) − α)N = σ(αN ) − αN = 0, por lo que a = αN ∈ K , lo cual prueba la
suprayectividad de f . uunionsq
11.4. Extensiones radicales cicloto´micas.
Los siguientes resultados sera´n u´tiles en esta seccio´n.
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Proposicio´n 11.4.1. Sea K /K una extensio´n finita. Entonces µ(K ) = ΛM
para algu´n M ∈ RT .
Demostracio´n. Damos dos demostraciones. Para la primera se tiene µ(K ) =
{u ∈ K | existe M ∈ RT tal que uM = 0}. Entonces µ(K ) es un RT –mo´dulo
pues si z ∈ µ(K ), consideremos N ∈ RT tal que zN = 0. Sea N ′ ∈ RT
arbitrario. Se tiene (zN
′
)N = zN
′N = zNN
′
= (zN )N
′
= 0N
′
= 0.
Sea P ∈ RT un polinomio mo´nico e irreducible y sea µ(K )(P ) = {u ∈ K |
existe n ∈ N tal que uPn = 0} la P–torsio´n de µ(K ). Entonces µ(K )(P ) es
un RT –submo´dulo de µ(K ) y se tiene
µ(K ) =
⊕
P∈RT
P mo´nico e irreducible
µ(K )(P ).
Fijemos P ∈ RT mo´nico e irreducible tal que µ(K )(P ) 6= 0 y consideremos
n ∈ N el mı´nimo tal que uPn = 0 para todo u ∈ µ(K )(P ) , esto es, existe z ∈
µ(K )(P ) tal que zP
n−1 6= 0. Sea u ∈ µ(K )(P ). Entonces uP s = 0 con s ≤ n.
Por tanto uP
n
= (uP
s
)P
n−s
= 0P
n−s
= 0. Se sigue que µ(K )(P ) ⊆ ΛPn .
Por otro lado, existe λ ∈ µ(K )(P ) con λPn = 0 y λPn−1 6= 0. En particular
λ ∈ ΛPn \ ΛPn−1 por lo que λ es un generador de ΛPn y se tiene que por ser
µ(K )(P ) es un RT –mo´dulo {λA}A∈RT = ΛPn ⊆ µ(K )(P ). Se sigue que
µ(K )(P ) = ΛPn .
Por tanto
µ(K ) =
⊕
P∈RT
P mo´nico e irreducible
µ(K )(P ) =
⊕
P∈RT
P mo´nico e irreducible
µ(K (P )) 6=0
µ(K )(P )
=
r⊕
j=1
Λ
P
αj
j
= ΛPα11 ···Pαrr = ΛM
donde M = Pα11 · · ·Pαrr . Esto termina la primera demostracio´n.
Para la segunda demostracio´n, se tiene que µ(L) es el submo´dulo de torsio´n
del RT –mo´dulo L. Si x ∈ µ(L), entonces existe N ∈ RT , N 6= 0 con xN = 0.
Se sigue que tomamos tal N de grado mı´nimo, entonces (N) = an(x) es el
anulador de x. Por tanto ΛN ⊆ µ(L).
En particular µ(L) es finito pues de lo contrario existir´ıan una infinidad
de Ni ∈ RT distintos con ΛNi ⊆ µ(L) y K(ΛNi) ⊆ L de donde obtendr´ıamos∞ > [L : K] ≥ [K(ΛNi) : K] −−−→i→∞ ∞, lo cual es absurdo.
Sea µ(L) = {x1, . . . , xm} y sea ai el anulador de xi. Esto es, ai = {A ∈
RT | xAi = 0}. Entonces, si ai = 〈Ai〉, xAii = 0, xi ∈ ΛAi y ΛAi ⊆ µ(L).
Sea b =
⋂m
i=1 ai = 〈M〉. Entonces b ⊆ ai, 1 ≤ i ≤ m y por tanto Ai|M ,
1 ≤ i ≤ m. Sean Ci ∈ RT tales que M = AiCi, 1 ≤ i ≤ m. Si existiese
P ∈ R+T con P |Ci para toda i, entonces si escribimos Ci = BiP y obtendr´ıamos
M = AiBiP para toda i. Esto es, si M1 =
M
P = AiBi ∈ ai para toda i.
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En consecuencia, se tendr´ıa que 〈M1〉 ⊆
⋂m
i=1 ai = b = 〈M〉. Por tanto se
obtendr´ıa que M |M1 y si M1 = MN1 con N1 ∈ RT , se seguir´ıa el absurdo
MN1 =
M
P . Por tanto {C1, . . . , Cm} son primos relativos.
Ahora para x ∈ µ(L), xAii = 0 para alguna i y x ∈ ΛM . Se sigue que
µ(L) ⊆ ΛM .
Sea ahora x ∈ ΛM . Puesto que M = AiCi, se tiene xM = 0 = (xCi)Ai , lo
cual implica que xCi ∈ ΛAi ⊆ µ(L). Como {C1, . . . , Cm} son primos relativos,
existen B1, . . . , Bm ∈ RT tales que 1 =
∑m
i=1BiCi.
Por tanto x = x1 = x
∑m
i=1 BiCi =
∑m
i=1(x
Ci)Bi ∈ µ(L). De esta forma
obtenemos que ΛM ⊆ µ(L) y en consecuencia ΛM = µ(L). Esto termina la
segunda demostracio´n. uunionsq
Proposicio´n 11.4.2. Sean q > 2, M ∈ RT no constante. Consideremos la
extensio´n K(ΛM )/K. Entonces µ(K(ΛM )) = ΛM .
Demostracio´n. Sea µ(K(ΛM )) = ΛN . Puesto que ΛM ⊆ µ(K(ΛM )), si para
un polinomio irreducible P ∈ RT y α ∈ Z, α ≥ 0, tenemos que Pα | M ,
entonces Pα | N . Si Pα+1 - M , no podemos tener que Pα+1 | N puesto que
en caso contrario el ı´ndice de ramificacio´n de P in K(ΛM )/K debe ser divido
por Φ(Pα+1) = [K(ΛPα+1) : K], pero la ramificacio´n de P en K(ΛM )/K es
Φ(Pα). As´ı N = M . uunionsq
En lo que sigue, a menos que se especifique otra cosa, las extensiones
de campos consideradas L/K satisfacen que K ⊆ K ⊆ L ⊆ K. Por otro
lado a las extensiones anteriores se les da estructura de RT -mo´dulo, usando la
accio´n de Carlitz Hayes definida anteriormente. El primer objeto a considerar,
asociado a la extensio´n L/K , es el siguiente:
T (L/K ) = {u ∈ L | existe un M ∈ RT \ {0} tal que uM ∈ K }.
No´tese que T (L/K ) ⊆ L es un subgrupo del grupo aditivo L. Por otro
lado T (L/K ) es un RT - mo´dulo y el RT -mo´dulo T (L/K )/K es de RT -
torsio´n. A este u´ltimo RT - mo´dulo lo denotamos por cog(L/K ). Se tiene que
cog(L/K ) es ana´logo al grupo T (L/K )/K ∗, en el caso de una extensio´n
L/K de campos y T (L/K ) denota el grupo de torsio´n usual, ver [11] p.2.
Definicio´n 11.4.3. Diremos que una extensio´n L/K es radical si existe un
subconjunto A ⊆ T (L/K ) tal que L = K (A). Decimos que L/K es pura si
para cada polinomio mo´nico irreducible M ∈ RT y cada u ∈ L tal que uM = 0
se tiene que u ∈ K . Finalmente diremos que L/K es una extensio´n radical
cicloto´mica si:
(1) es radical,
(2) separable y
(3) pura.
Al mo´dulo cog(L/K ) = T (L/K )/K lo llamaremos mo´dulo de cogalois
de la extensio´n.
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A continuacio´n probamos un resultado debido a Schultheis [121].
Teorema 11.4.4. Sean K una extensio´n finita de K(ΛM ) y z ∈ K \K M
y F (u) = uM − z. Aqu´ı K M = {xM | x ∈ K }. Sean F1(u), . . . , Fs(u)
los distintos factores irreducibles de F (u) en K [u] y sea α ∈ K cualquier
ra´ız de F1(u). Entonces el campo de descomposicio´n de F (u) sobre K es
K (α). Adema´s la extensio´n K (α)/K es elemental abeliana y en particular
[K (α) : K ] = pt para algu´n t ∈ N ∪ {0}.
Demostracio´n. Puesto que las ra´ıces de F (u) son los elementos del conjunto
{α + λ | λ ∈ ΛM}, se sigue que K (α) es el campo de descomposicio´n de
F (u). Si G := Gal(K (α)/K ), definimos ϕ : G → ΛM por ϕ(σ) = λσ ∈ ΛM
donde σ(α) = α+ λσ. Claramente ϕ es un monomorfismo de grupos y puesto
que ΛM es un p–grupo elemental abeliano, se sigue G lo es y en particular
|G| = [K (α) : K ] = pt para algu´n t ∈ N ∪ {0}. uunionsq
Ejemplo 11.4.5. La extensio´n K(ΛM )/K, con M ∈ RT , es radical ya que
existe W = ΛM ⊆ T (K(ΛM )/K) tal que K(ΛM ) = K(W ), es separable, pero
no pura, ya que por la Proposicio´n 11.4.2, se tiene que la u´nicas ra´ıces de
Carlitz que esta´n en K(ΛM ) son ΛM y si Q es un factor irreducible de M ,
λQ ∈ ΛM , pero no esta´ en K. Por lo tanto K(ΛM )/K no es una extensio´n
radical cicloto´mica.
El siguiente ejemplo muestra la existencia de extensiones radicales ci-
cloto´micas.
Ejemplo 11.4.6. Sea p un primo impar, q = p y M = T . Considere
la extensio´n K(ΛM )/K cuyo grado es q − 1 = p − 1. Se ha visto que
K(ΛM )/K no es pura, ver Ejemplo 11.4.5. Ahora consideremos el polinomio
F (X) = XT − 1 = Xp +XT − 1.
Se afirma que 1 ∈ K(ΛM ) \K(ΛM )M , ya que si ocurre lo contrario, existe
un u ∈ K(ΛM ) tal que uM = 1. Sea α un generador de ΛM . Notemos que
[K(α) : K] = p − 1, por lo que {1, α, α2, . . . , αp−2} es una base de K(ΛM )
sobre K.
Por lo tanto u se puede escribir como u = a0 + a1α + · · · ap−2αp−2 con
a0, a1 · · · ap−2 ∈ K. Por lo tanto
uT = aT0 + (a1α)
T + · · · (ap−2αp−2)T
= (ap0 + a0T ) + (a
p
1α
p + a1αT ) + · · ·+ (app−2αp(p−2) + ap−2αp−2T )
(11.4.5)
Como αT = αp + αT = 0 entonces αp = −αT . Por lo tanto, puesto que
uT = 1, de (11.4.5) se obtiene
1 = (ap0 + a0T ) + (a
p
1α
p + a1αT ) + · · ·+ (app−2αp(p−2) + ap−2αp−2T )
= (ap0 + a0T ) + (−ap1αT + a1αT ) + · · ·+ (−app−2αp−2T p−2 + ap−2αp−2T )
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es decir
0 = (ap0 + a0T − 1) + c1α+ c2α2 + · · ·+ cp−2αp−2
donde ci = (−1)iapi T i + aiT , i = 1, . . . , p− 2, pertenecen a K.
Por lo tanto llegamos a la ecuacio´n
0 = ap0 + a0T − 1 (11.4.6)
ya que {1, α, α2 . . . , αq−2} es base de K(ΛM ) sobre K. En particular a0 6= 0.
Sea a0 =
f(T )
g(T ) , con (f(T ), g(T )) = 1, de aqu´ı derivamos la ecuacio´n f
p(T ) +
f(T )gp−1(T )T = gp(T ). Se sigue que f(T ), g(T ) ∈ F∗q y por lo tanto a0 ∈ F∗q
lo cual contradice (11.4.6).
Sea L el campo de descomposicio´n de F (X), sobre K(ΛM ), entonces
la extensio´n L/K(ΛM ) es separable. Del Teorema 11.4.4 obtenemos que
[L : K(ΛM )] = p
t, con t ≥ 1. Si β es una ra´ız de F (X) se tiene que
L = K(ΛM )(β), as´ı la extensio´n L/K(ΛM ) es radical. Notemos que como
el polinomio irreducible de β divide a F (X) = Xp + XT − 1, entonces tal
irreducible es F (X). En particular de esto se deduce que t = 1.
Para mostrar que la extensio´n L/K(ΛM ) es radical cicloto´mica, bastara´
mostrar que es pura, puesto que hemos mostrado que es radical y separable.
Para este fin consideremos polinomios mo´nicos irreducibles N , con grado de
N > 1 y sea u ∈ L tal que uN = 0. Se afirma que u = 0 pues en caso contrario
u 6= 0 es un generador de ΛN , debido a que N es irreducible y a la Proposicio´n
9.2.9. As´ı se puede considerar el diagrama
L
K(u) K(ΛM )
K
Ahora del Teorema 9.2.27 se tiene [K(u) : K] = Φ(N) = pgr(N) − 1 ≥
p(p− 1) = [L : K], pero esto contradice que [K(u) : K] | [L : K]. Por lo tanto
u = 0 ∈ K(ΛM ). Esto muestra la propiedad (3) de la Definicio´n 11.4.3, para
los polinomios de grado mayor que 1.
Resta mostrar la propiedad (3) de la Definicio´n 11.4.3, para los polinomios
de grado 1. Para ello se consideran los polinomios T, T + 1, . . . , T + (p − 1).
Bastara´ considerar, por ejemplo, N = T + 1. Sea u ∈ L tal que uT+1 = 0
y supongamos que u /∈ K(ΛM ), en particular u 6= 0. De esta manera
Irr(u,X,K(ΛM )) | (Xp−1 + T + 1), pero esto contradice nuestra suposicio´n
de que gr(Irr(u,X,K(ΛM ))) = p. Por lo tanto u ∈ K(ΛM ).
Para el siguiente ejemplo necesitamos la siguiente proposicio´n
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Proposicio´n 11.4.7. Sea q > 2, P ∈ RT mo´nico e irreducible y n ∈ N.
Entonces la extensio´n K(ΛPn)/K(ΛP ) es pura.
Demostracio´n. Si λQ ∈ K(λPn), entonces Q es ramificado en K(λPn)/K lo
cual implica que Q = P , por la Teorema 9.2.27. Por lo tanto K(λPn)/K(λP )
es pura. uunionsq
Ejemplo 11.4.8. La extensio´n K(ΛPn)/K(ΛP ) es radical cicloto´mica, ya
que, ciertamente, es radical, separable ya que el polinomio, con coeficientes
en RT , U
Pn , es separable y por la Proposicio´n 11.4.7 la extensio´n es pura.
11.5. Algunas propiedades de las extensiones radicales.
Las extensiones radicales L/K estudiadas aqu´ı, tienen propiedades ana´lo-
gas a las extensiones radicales usuales consideradas en [43] y en [2].
Definicio´n 11.5.1. Si G es un mo´dulo de torsio´n se pondra´
OG = {ord(g) | g ∈ G}.
Definicio´n 11.5.2. Un mo´dulo G se dice acotado si G es un mo´dulo de torsio´n
y los grados de los elementos de OG ⊆ RT forman un conjunto acotado, o de
modo equivalente, OG es finito.
Sea A un RT -mo´dulo de torsio´n. Consideremos OA. Supongamos que A es
un RT -mo´dulo acotado. Al mı´nimo comu´n mu´ltiplo de los elementos de OA,
lo llamaremos el RT -exponente de A o, si el contexto lo permite, el exponente
de A, y lo denotamos por ex(A).
Ahora sea E/F una extensio´n radical, no necesariamente finita. Existe un
subconjunto A ⊆ T (E/F ) tal que E = F (A). Podemos reemplazar A por el
submo´dulo de E generado por A y F , que seguiremos denotando por A.
Ahora A/F es un RT -mo´dulo de torsio´n, por lo que tiene sentido conside-
rar OA/F . Diremos que una extensio´n de RT -torsio´n, E/F , es una extensio´n
acotada si A/F es un RT -mo´dulo acotado, en este caso si N = ex(A/F ),
diremos que E/F es una extensio´n N acotada.
En este contexto se tiene la siguiente proposicio´n.
Proposicio´n 11.5.3. Sea E/F una extensio´n radical acotada, no necesaria-
mente finita, y sea N = ex(A/F ). Entonces E/F es de Galois si y so´lo si
λM ∈ E para todo M ∈ OA/F .
Demostracio´n. Sea α ∈ E cuyo orden es M ∈ RT . As´ı tenemos que αM = a ∈
F . Consideremos el polinomio f(X) = XM −a = ∏N (X− (α+λNM )) ∈ F [X].
Por lo tanto los conjugados de α son
{α+ ξ1, . . . , α+ ξs}
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para algunos ξi ∈ ΛM .
Supongamos que la extensio´n E/F es Galois. Sea B el RT -mo´dulo gene-
rado por {ξ1, . . . , ξs}. Entonces B ⊆ E y existe un M ′ ∈ RT , que divide a
M , tal que B = ΛM ′ . Si M
′ 6= M , entonces αM ′ = a′ ∈ F lo cual es una
contradiccio´n. Por lo tanto M ′ = M y λM ∈ E.
Ahora supongamos que λM ∈ E para todo M ∈ OA/F . Sea u ∈ A y M =
ord(u). Puesto que todo conjugado de u, sobre F , es de la forma u+λNM ∈ E,
se sigue que la extensio´n E/F es normal, y como u es separable sobre F ,
entonces E/F es una extensio´n de Galois. uunionsq
En algunas extensiones radicales L/K , es posible encontrar un elemento
primitivo expl´ıcito y que pertenezca cog(L/K ), como lo muestra la siguiente
proposicio´n.
Proposicio´n 11.5.4. Sea L/K es una extensio´n tal que L = K (α, β) y
existen M,N ∈ RT con αM = a, βN = b, a, b ∈ K , M y N primos relativos.
Entonces L = K (α+ β), es decir, α+ β es un elemento primitivo.
Demostracio´n. Puesto que α + β ∈ K (α, β) se tiene K (α + β) ⊆ K (α, β).
Por otro lado (α + β)M = αM + βM = a + βM ∈ K (α + β) y (α + β)N =
αN +βN = αN +b ∈ K (α+β). Por lo tanto se tiene que βM , αN ∈ K (α+β).
Ahora puesto que existen S1, S2 ∈ RT tales que 1 = MS1 +NS2 se tiene
que
α = α1 = αMS1+NS2 = aS1 + (αN )S2 ∈ K (α+ β)
y
β = β1 = βMS1+NS2 = (βN )S1 + bS2 ∈ K (α+ β).
As´ı pues,K (α, β) = K (α+β). Ma´s au´n, (α+β)MN = (αM )N +(βN )M ∈
K . uunionsq
En particular, con las hipo´tesis de la Proposicio´n 11.5.4, se tiene que
[L : K ] ≤| cog(L/K ) | .
Notemos que el argumento de la Proposicio´n 11.5.4 se puede generalizar a
extensiones de la forma L/K , con L = K (α1, . . . , αs) de modo que existen
Mi ∈ RT con αMii = ai ∈ K y los polinomios Mi primos relativos a pares.
11.6. Algunas propiedades de las extensiones radicales
cicloto´micas
Las extensiones radicales cicloto´micas tiene algunas propiedades ana´logas
a las propiedades de las extensiones cogalois cla´sicas. Necesitamos primero un
lema.
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Lema 11.6.1. Sea K ⊆ L ⊆ L′ una torre de campos. Entonces L′/K es
pura si y so´lo si L′/L y L/K son puras.
Demostracio´n. Supongamos que L′/K es pura. Sean λ ∈ L′ y P ∈ RT ,
mo´nico e irreducible, tal que λPP = 0. Entonces λP ∈ K ⊆ L, puesto que
L′/K es pura. Por lo tanto L′/L es pura. De modo completamente ana´logo
se prueba que L/K es pura.
Por otro lado supongamos que L′/L y L/K son puras. Sean λP ∈ L′ y
P ∈ RT , mo´nico e irreducible, tal que λPP = 0. Puesto que L′/L es pura,
λP ∈ L y como L/K es pura, entonces λP ∈ K . uunionsq
Proposicio´n 11.6.2. Sea K ⊆ L ⊆ L′ una torre de campos. Se tienen las
siguientes propiedades.
(1) Existe una sucesio´n exacta de RT -mo´dulos
0→ cog(L/K )→ cog(L′/K )→ cog(L′/L).
(2) Si la extensio´n L′/K es radical cicloto´mica, entonces la extensio´n L′/L
es radical cicloto´mica.
(3) Si la extensio´n L′/K es radical, y las extensiones L′/L y L/K son radi-
cales cicloto´micas, entonces L′/K es radical cicloto´mica.
Demostracio´n. (1) El homomorfismo cano´nico
cog(L′/K )→ cog(L′/L), x+K 7→ x+ L
es un RT -homomorfismo con nu´cleo cog(L/K ). Esto prueba que la sucesio´n
de RT -mo´dulos
0→ cog(L/K )→ cog(L′/K )→ cog(L′/L)
es exacta.
(2) Como L′/K es separable, entonces L′/K es separable y, por el Lema
11.6.1, L′/K es pura. Finalmente puesto que T (L′/K ) ⊆ T (L′/L) se tiene
que L′/L es radical.
(3) Como L′/L y L/K son extensiones radicales cicloto´micas entonces
ambas son separables y puras. Por lo tanto, por el Lema 11.6.1, la extensio´n
L′/K es pura, adema´s separable. Se sigue que L′/K es una extensio´n radical
cicloto´mica. uunionsq
Veremos que para algunas extensiones L/K se tiene que el RT -mo´dulo
cog(L/K ) es finito. Para empezar considere L/K una extensio´n de Galois
de campos de funciones, con grupo de Galois G = Gal(L/K ). Notemos que
µ(L) es un G-mo´dulo, mediante la accio´n siguiente: dado σ ∈ G y u ∈ µ(L)
pongamos σ · u = σ(u). Puesto que la accio´n de Carlitz Hayes conmuta con
σ, σ · u esta´ bien definida.
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Definicio´n 11.6.3. Una funcio´n f : G→ µ(L) se dice que es un homomorfis-
mo cruzado de G con coeficientes en µ(L) si para cada σ, τ ∈ G se tiene que
f(σ ◦ τ) = f(σ) + σ · f(τ).
Al conjunto de homomorfismos cruzados los denotamos por
Z1(G,µ(L)),
y B1(G,µ(L)) denota al subconjunto de Z1(G,µ(L)) dado por
{χ ∈ Z1(G,µ(L)) | existe u ∈ µ(L) tal que χ = fu},
donde fu es la funcio´n definida por
fu(σ) := σu− u para cada σ ∈ G.
Teorema 11.6.4. Sea L/K una extensio´n finita de Galois, G su grupo de
Galois. Entonces la funcio´n φ : cog(L/K ) → Z1(G,µ(L)), dada por φ(u +
K ) = fu donde fu(σ) = σ(u)− u, es un isomorfismo de grupos.
Demostracio´n. Se define θ : T (L/K ) → Z1(G,µ(L)) mediante θ(u) = fu.
Obse´rvese que fu(σ ◦ τ) = σ(τ(u)) − u, adema´s fu(σ) = σ(u) − u y
fu(τ) = τ(u) − u. Aplicando a esta u´ltima ecuacio´n σ se obtiene σ(f(τ)) =
σ(τ(u)) − σ(u). Al sumar esta ecuacio´n con la primera se obtiene que fu
es un homomorfismo cruzado. Notemos de paso que si σ ∈ G entonces
fu(σ) = σ(u)−u esta´ en µ(L), puesto que existe un N ∈ RT tal que uN ∈ K
por lo tanto (σ(u)− u)N = (σ(u))N − uN = σ(uN )− uN = 0.
Adema´s θ(u+ v) = fu+v y fu+v(σ) = σ(u+ v)− (u+ v) = σ(u) + σ(v)−
u− v = σ(u)− u+ σ(v)− v, es decir, θ(u+ v) = θ(u) + θ(v). Por lo tanto θ
es un homomorfismo. Por otra parte, sea u ∈ nu´c(θ). As´ı θ(u) = fu = 0, es
decir, fu(σ) = σ(u)− u = 0, y como L/K es de Galois, entonces u ∈ K .
Rec´ıprocamente si u ∈ K , ciertamente θ(u) = 0. As´ı nu´c(θ) = K y por
lo tanto tenemos un monomorfismo de grupos abelianos
φ : cog(L/K )→ Z1(G,µ(L)).
Por otro lado Z1(G,µ(L)) ⊆ Z1(G,L) y por el Teorema 90 de Hilbert
aditivo, se tiene que
Z1(G,L) = B1(G,L) = {f ∈ Z1(G,L) | existe un u ∈ L tal que f = fu}.
Entonces, dado f ∈ Z1(G,µ(L)) existe un u ∈ L tal que f = fu, por lo
que para cada σ ∈ G, f(σ) = fu(σ) = σ(u)− u ∈ µ(L). Para probar que φ es
suprayectiva, es necesario probar que u ∈ cog(L/K ).
Ahora, u es algebraico sobre K , y se puede considerar la cerradura de
Galois K ′ de K (u)/K . Se tiene que K ⊆ K (u) ⊆ K ′ ⊆ L.
Sea H = Gal(L/K ′). Entonces H G y card(G/H) es finita. Los conju-
gados de u son {σ(u) | σ ∈ G = G/H}, as´ı
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σ(u) = σ(u) = u+ zσ con zσ ∈ µ(L).
Ahora bien, puesto que u´nicamente hay un nu´mero finito de elementos
σ ∈ G = {σ1H, . . . , σsH} existen Nσ1 , . . . , Nσs ∈ RT tales que (zσi)Nσi = 0,
sea N = Nσ1 · · ·Nσs entonces
σ(uN ) = (u+ zσ)
N = uN + zNσ = u
N + (zNσσ )
Pσ = uN ,
donde N = NσPσ.
Como la extensio´n K ′/K es de Galois, esto implica que uN ∈ K , por lo
que u ∈ cog(L/K ) y φ es suprayectiva. uunionsq
Del Teorema 11.6.4, obtenemos el siguiente resultado.
Proposicio´n 11.6.5. Sean E/F una extensio´n finita de Galois con grupo de
Galois Γ = Gal(E/F ) y ∆ un subgrupo normal de Γ . Entonces la sucesio´n
cano´nica de grupos abelianos
0→ Z1(Γ/∆, µ(E/F )∆) θ1→ Z1(Γ, µ(E/F )) θ2→ Z1(∆,µ(E/F ))
es exacta, donde µ(E/F )∆ = {ζ ∈ µ(E/F ) | σ(ζ) = ζ para toda σ ∈ ∆}.
Demostracio´n. Supongamos que θ1(f) = 0. Entonces si σ ∈ Γ/∆, se tie-
ne que f(σ) = θ1(f)(σ) = 0. De este modo θ1 es inyectiva. Por otro lado
im(θ1) ⊆ nu´c(θ2) ya que si f = θ1(f ′), con f ′ ∈ Z1(Γ/∆, µ(E/F )∆), entonces
θ2(f)(σ) = θ1(f
′)(σ) = f ′(σ) = 0.
Ahora si f ∈ nu´c(θ2) entonces para cada σ ∈ ∆, se tiene que f(σ) = 0.
Por lo se puede definir f ′ : Γ/∆ → µ(E/F ) mediante f ′(σ) = f(σ). Por
la condicio´n impuesta a f , f ′ esta bien definida y es un morfismo cruzado.
Finalmente si τ ∈ ∆ entonces τ(f ′(σ)) = τ(f(τ−1 ◦ σ)) = τ(f(σ)) = f ′(σ), es
decir, f ′ ∈ Z1(Γ/∆, µ(E/F )∆) y f = θ1(f ′). uunionsq
Corolario 11.6.6. Sea L/K una extensio´n de Galois finita. Si la cardinali-
dad de µ(L) es finita entonces el RT -mo´dulo cog(L/K ) es finito.
Demostracio´n. Se sigue de la Proposicio´n 11.6.4. uunionsq
11.7. Algunos teoremas de estructura de extensiones
radicales cicloto´micas
Proposicio´n 11.7.1. Sea L/K una extensio´n de campos, tal que [L : K ] = `
con ` un primo diferente a p = car(K). Entonces L/K no es radical cicloto´mi-
ca.
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Demostracio´n. Supongamos que L/K es radical cicloto´mica, por lo tanto
cog(L/K ) es no trivial. Sea α ∈ cog(L/K ) distinto de 0, esto significa que
α /∈ K . As´ı, existe un M ∈ RT tal que αM ∈ K . Podemos suponer que M
es mo´nico y que es el polinomio de grado mı´nimo con tal propiedad, es decir,
el orden de α es M . Por lo que es posible suponer que existe un polinomio
irreducible Q, reemplazando a α si es necesario, tal que αQ = a ∈ K .
Sea f(X) = Irr(α,X,K ) ∈ K [X], puesto que αQ − a = 0 entonces
f(X) | XQ − a. Por lo tanto f(X) = ∏(X − (α+ λBQ)), para ciertos B ∈ RT .
Observemos que gr(f(X)) = `, pues L = K (α) y por lo tanto
∑
(α+ λBQ) =
`α + λ
∑
B
Q ∈ K . Por otro lado, puesto que ` 6= p entonces ` 6= 0 en K . As´ı
pues D =
∑
B es diferente de cero pues, en caso contrario, tendr´ıamos que
α ∈ K . Por tanto podemos suponer que el grado de D es menor que el grado
de Q.
Por otra parte λDQ /∈ K , pero λDQ ∈ L lo que contradice que la extensio´n
L/K es pura. Por lo tanto L/K no es una extensio´n radical cicloto´mica. uunionsq
Corolario 11.7.2. Sea L/K una extensio´n de Galois, tal que [L : K ] = psn,
con p - n, n > 1 y p = car(K ). Entonces L/K no es una extensio´n radical
cicloto´mica.
Demostracio´n. Por el teorema de Cauchy el grupo G = Gal(L/K ) tiene un
elemento de orden `, digamos g, donde ` es un primo que divide a n. Consi-
dere el subgrupo H = (g) de G. Si L/K fuese radical cicloto´mica entonces,
por la Proposicio´n 11.6.2, la extensio´n L/L′, donde L′ = LH , ser´ıa radical
cicloto´mica. Pero [L : L′] = ` y por la Proposicio´n 11.7.1 tal extensio´n no es
radical cicloto´mica. Por lo tanto L/K no es radical cicloto´mica. uunionsq
Corolario 11.7.3. Si L/K es Galois y radical cicloto´mica, entonces [L : K ]
es de la forma ps, con s ∈ N y p = car(K ).
Demostracio´n. Si ocurre lo contrario, se tendra´ que [L : K ] = pnm, con n un
entero mayor o igual a 0, p - m y m > 1. Sin embargo por el Corolario 11.7.2
L/K no ser´ıa radical cicloto´mica, lo cual es una contradiccio´n. uunionsq
Lema 11.7.4. Sea L/K una extensio´n tal que [L : K ] = ps con s ∈ N y
p = car(K ). Entonces L/K es pura.
Demostracio´n. Supongamos que L/K no es pura, as´ı existe un a = λP ∈ L,
con P ∈ RT irreducible tal que aP = 0 pero a /∈ K . Considere el diagrama
siguiente
L
K(λP ) K(λP )K = K (λP )
K K
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Sea K˜ = K ∩ K(λP ). Entonces, por Teor´ıa de Galois, se tiene que
K (λP )/K es Galois, con grupo de Galois G isomorfo a Gal(K(λP )/K˜ ).
Por otro lado
| G || [L : K ] = ps y | G || (qd − 1)
donde d = gr(P ). Por lo tanto | G |= 1, es decir, λP ∈ K . uunionsq
Ejemplo 11.7.5. Una extensio´n de Carlitz–Kummer, ver [121], es una exten-
sio´n L/K tal que
(1) K es una extensio´n finita de K(ΛM ), para algu´n M ∈ RT .
(2) L es campo de descomposicio´n del polinomio f(X) = XM −z ∈ K [u],
sobre K , donde z ∈ K \K M .
Por el Teorema 11.4.4, se tiene que [L : K ] = pt, donde p = car(K ).
Ahora el Lema 11.7.4 muestra que las extensiones de Carlitz Kummer son
extensiones radicales cicloto´micas.
Por otro lado, como consecuencia del Lema 11.7.4, se tiene el siguiente
teorema.
Teorema 11.7.6. Una extensio´n, de Galois, L/K es radical cicloto´mica si y
so´lo si es radical, separable y [L : K ] = ps con s ∈ N y p = car(K ). uunionsq
En este contexto se tiene el siguiente teorema.
Teorema 11.7.7. Si L/K es radical cicloto´mica, entonces [L : K ] = pn
para alguna n ≥ 0, donde p = car(K ).
Demostracio´n. Sea L/K una extensio´n radical cicloto´mica. Entonces L =
K (α1, . . . , αt) de tal modo que α
Mi
i = ai ∈ K donde Mi ∈ RT . Entonces
[L : K ] = [L : K (α1, . . . , αt−1)] · · · [K (α1, α2) : K (α1)][K (α1) : K ].
Puesto que cada K (α1, . . . , αi)/K (α1, . . . , αi−1) es una extensio´n finita ra-
dical cicloto´mica, es suficiente considerar el caso L = K (α).
Supongamos que L = K (α) con αM ∈ K para algu´n M ∈ RT . Sea
M = P e11 · · ·P ess su factorizacio´n como producto de polinomios irreducibles
distintos. Sea βi := α
M/P
ej
j para 1 ≤ j ≤ s. Se tiene que L = K (β1, . . . βs).
Por el mismo argumento anterior, podemos suponer L = K (α) con αP
e ∈ K
para algu´n polinomio irreducible P ∈ RT .
Ahora sea L = K (α) tal que αP
e ∈ K para algu´n polinomio irreducible
P ∈ RT . Sean γi = αP e−i para 1 ≤ i ≤ e. Entonces K ⊆ K (γ1) ⊆ K (γ2) ⊆
· · · ⊆ K (γe) = L. Por lo tanto
[L : K ] = [L : K (γe−1)] · · · [K (γ2) : K (γ1)][K (γ1) : K ].
274 11 Extensiones radicales de campos de funciones
Puesto que cada K(γi)/K (γi−1) es una extensio´n radical cicloto´mica, es su-
ficiente considerar el caso L = K(α) con αP ∈ K para algu´n polinomio
irreducible P ∈ RT .
Supongamos λP ∈ L. Entonces L/K es de Galois por ser el campo de
descomposicio´n de XP − αP ∈ K [X]. Por el Corolario 11.7.3, L/K es una
p-extensio´n.
Ahora supongamos que λP /∈ L. Consideremos el diagrama
L = K (α)
a
L(λP ) = K (λP , α)
K
d
K (α) ∩K (λP ) a
b
K (λP )
b
K K ∩K(λP ) d
c
K (α) ∩K(λP ) a
c
K(λP )
c
Puesto que K (λP , α)/K (λP ) es Galois adema´s, por el Teorema 11.4.4 se
tiene que N = Gal(L(λP )/K (λP )) puede considerarse como un subgrupo de
ΛP , es decir, N es un p-grupo elemental abeliano y | N |= b = pn.
Puesto que
[L : K ] = [L : K (α) ∩K (λP )][K (α) ∩K (λP ) : K ] = bd = pnd
basta mostrar que d = 1.
Se tiene que L(λP )/K (α) ∩ K (λP ) = M es una extensio´n de Galois
pues L = K (λP , α) y si σ : L(λP ) −→ L(λP ) con σ|M = IdM , entonces
σ(λP ) = λ
Q
P ∈ L(λP ) y σα = α+ λAP ∈ L(λP ).
Sean H = Gal(L(λP )/(K (α) ∩ K (λP ))), G = Gal(L(λP )/K ) y N =
Gal(L(λP )/K (λP )). No´tese que N es un subgrupo normal de G.
Se tiene que
G/N ∼= Gal(K (λP )/K ) < Gal(K(λP )/K) ∼= Cqd−1.
As´ı pues G/N es un grupo c´ıclico de orden qd − 1, en particular, primo
relativo a p. Adema´s se tiene que | G/N |= ad.
Por el Teorema de Hall, ver [44], Teorema 9.3.1, como G es soluble, existe
un subgrupo R de G con R c´ıclico de orden ad, tal que G = NR (de hecho G
es el producto semidirecto G ∼= N oR ya que (| R |, | N |) = 1).
Por el mismo Teorema de Hall, todo subgrupo de orden un divisor de
| R |= ad esta contenido en un conjugado R′ de R y se tiene que G = NR′ ∼=
N oR′.
Sea S = Gal(L(λP )/K (α)) ∼= Ca. Por lo tanto podemos suponer S ⊆ R
y | R/S |= d. Notemos que (d, p) = 1.
Sea E = L(λP )
R. Observemos que L(λP )
S = K (α) = L. Por lo tanto
K ⊆ E ⊆ L, [L : E] = [R : S] = d =| R/S |. Ahora, como L/K es una
extensio´n radical cicloto´mica lo es tambie´n L/E. Por lo tanto d = 1. uunionsq
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Corolario 11.7.8. Con las notaciones del Teorema 11.7.7 tenemos K (α) ∩
K (λP ) = K , [L : K ] = [L(λP ) : K (λP )]. Adema´s
Irr(α,X,K ) = Irr(α,X,K (λP )) = F1(X) =
∏
(X − (α+ λAP )).
Demostracio´n. Se sigue de la demostracio´n del Teorema 11.7.7. uunionsq
Corolario 11.7.9. Una extensio´n finita L/K es radical cicloto´mica si y so´lo
si es separable, radical y [L : K ] = pm para algu´n m ∈ N.
Demostracio´n. Se sigue del Teorema 11.7.7 y del Lema 11.7.4. uunionsq
11.8. Ejemplos y aplicaciones
En esta seccio´n veremos algunas aplicaciones de los resultados anteriores.
En primer lugar tenemos la siguiente consecuencia del Teorema 11.6.4.
Corolario 11.8.1. Si E/L es una extensio´n finita y de Galois, con grupo de
Galois Γ , entonces la funcio´n:
φ : {H | L ≤ H ≤ T (E/L)} → {U | U ≤ Z1(Γ, µ(E))},
dada por φ(H) = {fα ∈ Z1(Γ, µ(E)) | α ∈ H}, es un isomorfismo de redes.
Demostracio´n. Se sigue del isomorfismo dado en el Teorema 11.6.4. uunionsq
Ahora, sea E/L una extensio´n de Galois con grupo de Galois Γ . Definimos
f : Gal(E/L)× cog(E/L)→ µ(E)
dado por f(σ, u) = σ(u) − u. Puesto que cog(E/L) → Z1(Γ, µ(E)) es un
isomorfismo, se tiene la funcio´n evaluacio´n
〈 , 〉 : Γ × Z1(Γ, µ(E))→ µ(E)
dado por 〈σ, h〉 = h(σ).
Ahora para cada ∆ ≤ Γ , U ≤ Z1(Γ, µ(E)) y χ ∈ Z1(Γ, µ(E)) definimos:
∆⊥ = {h ∈ Z1(Γ, µ(E)) | 〈σ, h〉 = 0 para cada σ ∈ ∆},
U⊥ = {σ ∈ Γ | 〈σ, h〉 = 0 para cada h ∈ U},
χ⊥ = {σ ∈ Γ | 〈σ, χ〉 = 0}.
As´ı ∆⊥ ≤ Z1(Γ, µ(E)) y U⊥ ≤ Γ .
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Proposicio´n 11.8.2. Sea E/L una extensio´n finita y de Galois con grupo de
Galois Γ . Sea L′ una extensio´n intermedia de E/L. Entonces L′/L es radical
si y solamente si existe un subgrupo U ≤ Z1(Γ, µ(E)) tal que Gal(E/L′) =
U⊥.
Demostracio´n. Si L′/L es una extensio´n radical, existe G˜ ⊆ T (E/L) tal que
L′ = L(G˜). Podemos reemplazar G˜ por el subgrupo aditivo generado por G˜ y
L, que denotamos por G. As´ı L ≤ G ≤ T (E/L) y L′ = L(G). Sea
U = φ(G) = {fα | α ∈ G} ≤ Z1(Γ, µ(E))
donde φ es la funcio´n dada en el Corolario 11.8.1. Entonces
U⊥ = {σ ∈ Γ | 〈σ, fα〉 = 0 para cada fα ∈ U}
= {σ ∈ Γ | fα(σ) = 0 para cada fα ∈ U}
= {σ ∈ Γ | σ(α) = α para cada fα ∈ U}
= {σ ∈ Γ | σ(x) = x para cada x ∈ L(G)}
= Gal(E/L(G)) = Gal(E/L′).
Rec´ıprocamente, en caso de que exista un subgrupo U ≤ Z1(Γ, µ(E)) tal
que Gal(E/L′) = U⊥, entonces veamos que
Gal(E/L′) = U⊥ = Gal(E/L(G)),
con G = {α ∈ E | fα ∈ U} = φ−1(U) donde φ es la funcio´n dada en el
Corolario 11.8.1.
Para mostrar las igualdades anteriores so´lo debemos mostrar U⊥ =
Gal(E/L(G)). Para este fin consideremos τ ∈ U⊥ = {σ ∈ Γ | h(σ) =
0 para toda h ∈ U}. Ahora si α ∈ G entonces fα ∈ U , en particular,
fα(τ) = 0 = τ(α) − α. Por lo tanto para todo α ∈ G, τ(α) = α y, de es-
te modo, τ fija a L(G) as´ı que τ ∈ Gal(E/L(G)).
Ahora si τ ∈ Gal(E/L(G)), sea h ∈ U . Entonces existe un α ∈ G tal que
h = fα, por la definicio´n de G y el hecho de que φ es biyectiva. Se sigue que
h(τ) = fα(τ) = 0 por lo que τ ∈ U⊥. Ahora por Teor´ıa de Galois, se tiene
que L′ = L(G) uunionsq
El siguiente resultado es una aplicacio´n de la Proposicio´n 11.8.2, ver [12].
El s´ımbolo N
√
α denota una ra´ız del polinomio uN − α.
Proposicio´n 11.8.3. Sean K /F una extensio´n finita y separable y E la ce-
rradura normal de K /F . Supongamos que existe una extensio´n finita L/F
tal que
(1) E(λN ) ∩ L = F donde N ∈ RT es un polinomio no constante.
(2) K L = L( N
√
α) para algu´n α ∈ L distinto de 0.
Entonces K = F ( N
√
α).
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Demostracio´n. Consideremos el diagrama siguiente
E(λN ) E(λN )L
K K L
F L
Puesto que la extensio´n E(λN )/F es de Galois se tiene que E(λN )L/L es
una extensio´n de Galois y de la hipo´tesis (1) se tiene
G = Gal(E(λN )/F ) ∼= Gal(E(λN )L/L) = G1.
Por la hipo´tesis (2) se tiene K L = L( N
√
α). Sea β = N
√
α y consideremos
σ ∈ Gal(E(λN )L/K L). Entonces
(σ(β)− β)N = σ(βN )− βN = σ(α)− α = 0. (11.8.7)
Por lo tanto definimos χ : G1 → µ(E(λN )L) por χ(σ) = σ(β)− β.
Entonces Gal(E(λN )L/K L) = nu´c(χ), ya que si σ ∈ Gal(E(λN )L/K L)
se tiene que χ(σ) = σ(β) − β = 0 y rec´ıprocamente. Adema´s, de (11.8.7) se
tiene que χ toma valores en ΛN . Puesto que G y G1 son isomorfos, χ puede
ser definido en G.
Por lo anterior χ puede considerarse como un elemento de Z1(G,E(λN ))
y nu´c(χ) es igual a Gal(E(λN )/K ), puesto que G y G1 es isomorfo. Por la
Proposicio´n 11.8.2 K /F es una extensio´n radical. uunionsq
Sea E/F una extensio´n finita de Galois, con grupo de Galois G. Sea L/F
otra extensio´n tal que L ∩ E = F , considere la composicio´n EL. La funcio´n
de restriccio´n
Gal(EL/L)→ Gal(E/F ), σ 7→ σ |E
es un isomorfismo de grupos. Denotamos por S(L1/L2) al subconjunto de
extensiones de L1 contenidas en L2. Entonces las funciones
ε : S(E/F )→ S(EL/L), K ′/F 7→ LK ′/L
y
λ : S(EL/L)→ S(E/F ), K1/L 7→ (K1 ∩ E)/F
son isomorfismo de redes, inversas una de la otra.
Denotamos por ST (E/F ) al conjunto de todas las subextensiones K ′/F
de E/F que son radicales. Entonces para todo K ′/F ∈ ST (E/F ) existe un
RT -mo´dulo G, no necesariamente u´nico, tal que F ⊆ G ⊆ T (E/F ) y K ′ =
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F (G). Definimos G1 = G+L. Entonces LK ′ = L(G1), ya que LK ′ = L(G),
L ⊆ G1 ⊆ T (EL/L) yG1 es unRT -mo´dulo. Por tanto ε(K ′/L) ∈ ST (EL/L).
De este modo la restriccio´n de ε a las extensiones radicales da lugar a una
funcio´n inyectiva
ρ : ST (E/F )→ ST (EL/L)
definida por
F (G)/F 7→ F (G)L/L = L(G+ L)/L
donde G es un RT -mo´dulo tal que F ⊆ G ⊆ T (E/F ).
Proposicio´n 11.8.4. Sea E/F una extensio´n finita de Galois con grupo de
Galois Γ y sea L/F una extensio´n arbitraria, con L ⊆ K, tal que E ∩L = F .
Si µ(EL) = µ(E), entonces se tiene:
(1) (G+ L) ∩ E = G para todo RT -mo´dulo G con F ⊆ G ⊆ T (E/F ).
(2) G1 = (G1 ∩ E) + L para todo RT -mo´dulo G1, con L ⊆ G1 ⊆ T (EL/L).
(3) La funcio´n
ρ : ST (E/F )→ ST (EL/L)
F (G)/F 7→ L(G+ L)/L, F ≤ G ≤ T (E/F )
es biyectiva, y la funcio´n
ST (EL/L)→ ST (E/F ),
L(G1)/L 7→ F (G1 ∩ E)/F, L ≤ G1 ≤ T (EL/L)
es su inversa.
Aqu´ı, la notacio´n F ≤ G indica que F es un submo´dulo del RT -mo´dulo G.
Demostracio´n. (1) Sea w ∈ (G+ L) ∩ E as´ı w = x+ y donde x ∈ G e y ∈ L,
por lo que y = w − x ∈ E. As´ı y ∈ F ya que E ∩ L = F . Por lo tanto w ∈ G.
Rec´ıprocamente si x ∈ G ciertamente x ∈ (G+ L) ∩ E.
(2) Denotamos por Γ1 al grupo de Galois de EL/L. Hemos visto anterior-
mente que se tiene un isomorfismo de grupos
Γ1 → Γ, σ1 → σ1|E (11.8.8)
Como µ(EL) = µ(E), el isomorfismo anterior induce un isomorfismo de
grupos
υ : Z1(Γ, µ(E))→ Z1(Γ1, µ(EL))
dado como sigue: sea h ∈ Z1(Γ, µ(E)). Si σ1 ∈ Γ1 se tiene que σ1 |E∈ Γ , y
definimos υ(h)(σ1) := h(σ1 |E). Ahora
υ(h)(σ1 ◦ σ2) = h(σ1 ◦ σ2 |E) = h(σ1 |E ◦σ2 |E).
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As´ı υ(h) es un homomorfismo cruzado. Por construccio´n υ es un homo-
morfismo de grupos, y por (11.8.8) se tiene el que υ es un isomorfismo de
grupos.
Sea G1 con L ≤ G1 ≤ T (EL/L). Ahora si w ∈ (G1 ∩ E) + L entonces
w = x+y con x ∈ (G1∩E) e y ∈ L, as´ı w ∈ G1. Ahora sea a1 ∈ G1. Entonces
fa1 ∈ Z1(Γ1, µ(EL). Tenemos que existe f ∈ Z1(Γ, µ(E)) tal que fa1 = υ(f).
De la Proposicio´n 11.6.4, existe a ∈ T (E/F ) tal que fa1 = υ(f = fa).
Se tiene que fa1(σ1) = fa(σ1 |E) para todo σ1 ∈ Γ1. De aqu´ı se sigue que
σ1(a1)− a1 = σ1(a)− a, es decir, σ1(a1 − a) = a1 − a para cada σ1 ∈ Γ1. As´ı
pues a1 − a ∈ L. Por lo tanto a1 = a + b donde b ∈ L. Puesto que a ∈ G1 se
sigue que a ∈ (G1 ∩ E) + L.
(3) Por la observacio´n hecha previamente a esta proposicio´n se tiene que
ρ es inyectiva, por lo que basta mostrar que ρ es suprayectiva. Para ello, sea
K1/L ∈ ST (EL/L). Entonces K1 = L(G1) para algu´n G1 con L ≤ G1 ≤
T (EL/L). Por lo tanto si ponemos G = G1 ∩ E, obtenemos que F (G)/F ∈
ST (E/F ) y que
ρ(F (G)/F ) = L(F (G))/L = L(F (G1 ∩ E))/L = L(L+ (G1 ∩ E))/L.
Por (2), se tiene que L(L+ (G1 ∩ E)) = L(L+G) = L(G1) = K1. uunionsq
Por otro lado, el rec´ıproco del Teorema 11.7.7 no siempre es va´lido como
lo muestra el siguiente lema.
Lema 11.8.5. Sea L/K una extensio´n Galois tal que [L : K ] = p2, µ(L) =
µ(K ) y G = Gal(L/K ) ∼= Cp2 . Entonces L/K no es una extensio´n radical.
Demostracio´n. Supongamos que la extensio´n L/K es radical. Considere
el grupo de cohomolog´ıa H1(G,µ(L)). Puesto que µ(L) = µ(K ) se tie-
ne que B1(G,µ(L)) = {1} (ver Lema 11.9.2). Por tanto, H1(G,µ(L)) =
Z1(G,µ(L))/B1(G,µ(L)) ∼= Hom(G,µ(L)). En consecuencia, por la Propo-
sicio´n 11.6.4, se tendra´
cog(L/K ) ∼= Hom(G,µ(K )).
Consideremos un elemento de orden p, digamos τ , en G. Sea H = (τ) y
L′ = LH . Notemos que, al ser H normal en G, se tiene que L′/K es una
extensio´n normal y, por lo tanto, de Galois. Adema´s G′ = Gal(L′/K ) es
isomorfo a Cp. No´tese que µ(L
′) = µ(K ). As´ı
cog(L′/K ) ∼= Hom(G′, µ(K )).
Notemos que la cardinalidad de cog(L/K ) ∼= Hom(G,µ(K )) es | µ(K ) |.
Para ver esto sea a ∈ G ∼= Cp2 un generador. Un homomorfismo ψ : G →
µ(K ) queda completamente determinado por su accio´n en a. Por lo tanto
hay | µ(K ) | homomorfismos de G en µ(K ). Del mismo modo podemos
mostrar que la cardinalidad de cog(L′/K ) ∼= Hom(G′, µ(K )) es | µ(K ) |.
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Por otro lado tenemos que cog(L′/K ) ⊆ cog(L/K ), ver Proposicio´n
11.6.2. Entonces, como ambos grupos tienen la misma cardinalidad, se tiene
cog(L′/K ) = cog(L/K ). Se sigue que L = L′, ya que si α1, . . . , αs generan
a L sobre K , entonces por lo mostrado se tendra´ que α1, . . . , αs ∈ L′ y de
aqu´ı la afirmacio´n. Se tendr´ıa que [L : K ] = p2 = [L′ : K ] = p lo cual es una
contradiccio´n. uunionsq
El siguiente ejemplo muestra que la propiedad de ser extensio´n radical no
es hereditaria.
Ejemplo 11.8.6. Sea M = Pn, n ∈ N y P ∈ RT irreducible, se considera la
extensio´n K(ΛM )/K(λP ). Sea t ∈ N de tal modo que pt−1 < n ≤ pt y n0 la
parte entera de npt−1 .
Del Corolario 1 de [78], se obtiene
HM ∼= (Z/ptZ)α × Z/pn1Z× · · · × Z/pnsZ
con t > n1 ≥ · · · ≥ ns ≥ 0. Aqu´ı HM es el grupo de Galois de la extensio´n
k(ΛM )/k(ΛP ).
Sea n = 5 y p = 3. Si t = 2 se cumple que pt−1 < n ≤ pt. Adema´s n0 = 1.
El valor de α esta dado por el Corolario 1 de [78].
Se puede escoger un subgrupo de HM de la forma
HM = (Z/ptZ)α−1 × Z/pn1Z× · · · × Z/pnsZ.
Sea L′ = LH , as´ı Gal(L′/K(λP )) ∼= Cp2 . Se tiene tambie´n que µ(K(λP )) =
µ(L′), esto es posible, escogiendo adecuadamente q = pν .
Por el Lema 11.8.5, L′/K(λP ) no es radical. Por lo tanto K(λP 5)/K(λP )
es una extensio´n Galois radical cicloto´mica, pero no cumple la propiedad de
que si L es un campo tal que K(λP ) ⊆ L ⊆ K(λP 5), entonces L/K(λP ) es
una extensio´n radical.
Ejemplo 11.8.7. En este ejemplo tendremos q = p ≥ 3. Considere la ex-
tensio´n L/K(ΛT ), donde L es el campo de descomposicio´n del polinomio
f(X) = XT − 1, con coeficientes en K(ΛT ). El grado de esta extensio´n es
[L : K(ΛT )] = p, ver Ejemplo 11.4.6. Trataremos de determinar la estructura
de cog(L/K(ΛT )).
Supongamos que β ∈ cog(L/K(ΛT )) tiene orden Qr, con Q mo´nico irredu-
cible, r ≥ 1 y Q 6= T . Por la Proposicio´n 11.4.2 se tiene que λQr ∈ L. Puesto
que λQ = λ
Qr−1
Qr ∈ L, por pureza se tiene que λQ ∈ K(ΛT ), pero esto implica
que Q = T lo cual es una contradiccio´n. Por lo tanto
cog(L/K(ΛT )) ∼= cog(L/K(ΛT ))T
donde cog(L/K(ΛT ))T es el conjunto de elementos de cog(L/K(ΛT )) cuyo
orden es una potencia de T .
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Necesitaremos un lema para obtener la cardinalidad de cog(L/K(ΛT )).
Para empezar sea z ∈ K, z 6= 0, y N ∈ RT un polinomio no constante.
Consideremos g(X) = XN − z ∈ K(ΛN )[X]. El campo de descomposicio´n de
g(X), sobre K, es de la forma K = K(α, λN ) donde α es una ra´ız arbitraria
de g(X) y λN un generador de ΛN . Como el polinomio g(X) es separable, la
extensio´n K /K es de Galois.
Sea G = Gal(L/K) entonces dado σ ∈ G se tiene que σ(α) = α + λMσ y
σ(λ) = λNσ , donde Mσ y Nσ se determinan salvo un mu´ltiplo de N , y Nσ es
primo relativo a N .
Por otro lado considere G(N) el subgrupo de GL2(RT /(N)) de todas las
matrices de la forma (
1 0
B A
)
donde B ∈ RT /(N) y A ∈ (RT /(N))∗. De esta descripcio´n se sigue que
card(G(N)) = qgr(N)Φ(N). Sea θ : G→ G(N) definida por:
θ(σ) =
(
1 0
Mσ Nσ
)
.
Tenemos el siguiente lema.
Lema 11.8.8. Sea L/K la extensio´n anteriormente descrita y θ la funcio´n
anteriormente definida. Entonces θ es un monomorfismo de grupos. Por otra
parte si N = P , P mo´nico e irreducible, z ∈ RT como antes y la ecuacio´n
g(X) = 0 no tiene soluciones en RT , entonces θ es un isomorfismo de grupos.
Demostracio´n. Sean σ, τ ∈ G. Se tiene que σ(τ(α)) = σ(α+λMτ ) = α+λMσ +
λMτNσ adema´s σ(τ(λ)) = σ(λNτ ) = λNσNτ , por lo tanto
θ(σ · τ) =
(
1 0
Mσ +MτNσ NσNτ
)
=
(
1 0
Mσ Nσ
)(
1 0
Mτ Nτ
)
= θ(σ)θ(τ).
Por lo tanto θ es un homomorfismo de grupos. Si θ(σ) es la matriz identidad
se tiene que Mσ es un mu´ltiplo de N y que Nσ = 1 +NQ. As´ı σ = e, es decir,
θ es un monomorfismo de grupos.
Si N = P , donde P es un polinomio mo´nico e irreducible, z ∈ RT como
antes y la ecuacio´n g(X) = 0 no tiene soluciones en RT , entonces por el
Teorema 1.7 (3) de [61], se tiene que Gal(L/K(λP )) tiene cardinalidad q
gr(P ),
es decir, el monomorfismo anterior es un isomorfismo. uunionsq
Regresando a nuestro ejemplo, se mostrara´ que µ(L) = ΛT . Para empe-
zar, ciertamente ΛT = µ(K(ΛT )) ⊆ µ(L). Por otro lado sea u ∈ µ(L) no nulo.
Existe un N ∈ RT tal que uN = 0. Por lo tanto u es de la forma λMN . Podemos
suponer que (M,N) = 1. Por tanto, por la Proposicio´n 9.2.11, podemos afir-
mar que λN ∈ L. Sea N = Pα11 · · ·Pαss . Entonces λPi = λP
α1
1 ···P
αi−1
i ···Pαss
N ∈ L.
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Puesto que L/K(ΛT ) es pura, tendremos que λPi ∈ K(ΛT ). As´ı Pi = T . Por
lo tanto N = Tn con n ≥ 1 y n ∈ N.
Supongamos que n ≥ 2 y considere el diagrama
L
K(u) K(ΛT )
K
Del diagrama anterior obtenemos [L : K(u)]Φ(Tn) = p(p− 1), puesto que
Φ(Tn) = pn−1(p − 1), se sigue que [L : K(u)]pn−1 = p. Si n ≥ 3 entonces
n − 2 ≥ 1, as´ı [L : K(u)]pn−2 = 1 lo cual es una contradiccio´n. Solo resta
considerar el caso n = 2, que implica que L = K(u), pero del Lema 11.8.8 se
tiene que Gal(L/K) es un grupo no abeliano, lo cual contradice que el grupo
Gal(K(ΛT 2)/K) es abeliano. Por lo tanto n = 1 y u = λ
M
T ∈ K(ΛT ).
Por el Lema 11.9.2 se tiene que B1(G,µ(L)) = {0}. Se sigueH1(G,µ(L)) =
Z1(G,µ(L))/B1(G,µ(L)) ∼= Hom(G,µ(L)). De esta manera, utilizando la de-
mostracio´n del Lema 11.8.5, se tiene que
| cog(L/K(ΛT )) |= [L : K(ΛT )] = p.
Ejemplo 11.8.9. Consideremos la extensio´n K(ΛPn)/K(ΛP ). Calcularemos
la cardinalidad del mo´dulo cog(K(ΛPn)/K(ΛP )) en el siguiente caso: Sea
P (T ) = T , q = p > 2 y n = 2. Sea HT 2 = {N ∈ RT /(T 2) | (N,T 2) = 1 y N ≡
1 mo´d T}. Entonces card(HT 2) = qd(n−1) = p, con d = gr(P (T )) = 1. En
particular el grupo HT 2 es c´ıclico. Se tiene que
H1(HT 2 , ΛT 2) ∼= nu´c(NHT2 )/DΛT 2
donde definimos NHT2 : ΛT 2 → ΛT 2 y D : ΛT 2 → ΛT 2 como
NHT2 (x) = x+ σ · x+ · · ·+ σp−1 · x,
D(x) = σ · x− x,
donde σ = 1 + T + (T 2) es un generador de HT 2 y x ∈ ΛT 2 . Por otro lado si
x = λMT 2 se tiene que
NHT2 (x) = λ
M
T 2 + λ
M(1+T )
T 2 + · · ·λM(1+(p−1)T )T 2 = λpM+(1+2+···+p−1)MTT 2 = 0.
Notemos que 1+2+ · · ·+(p−1) = 0 ya que tal suma es igual a p(p−1)2 = 0
en Fp. De esta manera se tiene que nu´c(NHT2 ) = ΛT 2 . Observemos tambie´n
que D(x) = λ
M(1+T )
T 2 − λMT 2 = λMT . Por tanto
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DΛT 2 = ΛT .
Se sigue que H1(HT 2 , ΛT 2) = ΛT 2/ΛT . Por otra parte del Lema 11.9.2 se tiene
que card(B1(HT 2 , ΛT 2)) = card(ΛT 2/ΛT ) y recordando que
H1(HT 2 , ΛT 2) = Z
1(HT 2 , ΛT 2)/B
1(HT 2 , ΛT 2)
se obtiene, por la Proposicio´n 11.6.4,
| (cog(K (ΛT 2)/K (ΛT ))) |=| (Z1(HT 2 , ΛT 2)) |= [K (ΛT 2) : K (ΛT )]2.
El siguiente lema, muestra que ciertas extensiones tienen propiedades
ana´logas a las enunciadas en el Lema 1.3 de [43], concretamente los pasos
1 y 2. Sin embargo veremos despue´s que, en general, estas propiedades no se
cumplen.
Lema 11.8.10. Considere la extensio´n L/K(λP ), donde L es campo de des-
composicio´n del polinomio XP − a, donde P ∈ RT es irreducible y a ∈
K(λP ) \K(λP )P . El mo´dulo cog(L/K(λP )) no tiene elementos de orden Q,
donde Q es un polinomio irreducible, distinto de P . Adema´s si νp(a) ≥ qd,
donde d = gr(P ), se tiene que cog(L/K ) no tiene elementos de orden P 2.
Demostracio´n. Supongamos que cog(L/K(λP )) tiene un elemento de orden
Q. Entonces como L/K(λP ) es Galois, se tiene que λQ ∈ L y como L/K(λP )
es radical cicloto´mica, se tendra´ que λQ ∈ µ(K ) = ΛP , por la Proposicio´n
11.4.2, por lo tanto Q = P .
Ahora supongamos que cog(L/K(λP )) tiene un elemento de orden P
2, es
decir, existe β̂ ∈ cog(L/K ) tal que βP 2 = b ∈ K . Entonces, como L/K(λP )
es radical, se sigue de la Proposicio´n 11.5.3 que λP 2 ∈ L. Consideremos el
siguiente diagrama
OL L
OK(λP2 ) K(λP 2)
OK(λP ) K(λP )
RT K
El ı´ndice de ramificacio´n del primo P en la extensio´n K(λP 2)/K, es Φ(P
2)
por lo que el ı´ndice de ramificacio´n de P en la extensio´n L/K es d˜Φ(P 2),
donde d˜ = eL/K (λP2 )(P ). Del Teorema 3.9. de [121] tenemos que el ı´ndice de
ramificacio´n es Φ(P ). En otras palabras, dΦ(P 2) = Φ(P ), lo cual es absurdo,
de donde se sigue la afirmacio´n. uunionsq
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Ejemplo 11.8.11. Sean P,Q ∈ RT , irreducibles y distintos. Considere la
extensio´n L = K(ΛP 2Q2)/K. Notemos que L = K(λP 2 , λQ2). Sea σ = 1 +
PQ ∈ G = Gal(L/K). Se tiene que σ 6= 1 ya que λ1+PQP 2Q2 = λP 2Q2 + λPQ 6=
λP 2Q2 .
Se tiene que σ(λPQ) = λ
1+PQ
PQ = λPQ. Por lo tanto si K es el campo fijo
de (σ), se tiene que λPQ ∈ K .
Por otro lado se tiene que σp = (1 +PQ)p = 1 +P pQp ≡ 1 mo´d P 2Q2, es
decir, el orden de σ es p. Por lo tanto [L : K ] = p.
Puesto que σ(λP 2) = λP 2 + λ
Q
P 6= λP 2 , se tiene que λP 2 /∈ K . De modo
ana´logo se puede mostrar que β = λQ2 /∈ K .
Ahora, como [L : K ] = p, se tiene que L = K (α) = K (β), adema´s
αP = λP y β
Q = λQ. Por lo tanto el mo´dulo cog(L/K ), tiene elementos de
orden P y de orden Q.
Ejemplo 11.8.12. Sea q = pν con p ≥ 3. Sea L = K(ΛP 3) y σ = 1 + P ∈
Gal(L/K(ΛP )). Se tiene que σ
p = (1 + P )p ≡ 1 mo´d P 3. Adema´s σ 6= 1 ya
que σ(λP 3) = λP 3 + λP 2 6= λP 3 .
Sea K = L(σ), se tiene que [L : K ] = p. Por otra parte σ(λP 2) =
λP 2 + λP 6= λP 2 . Por lo tanto α = λP 2 /∈ K . As´ı L = K (α) y αP = a ∈ K .
Ahora bien, λP 3 ∈ L tiene orden P 2 ya que λP 2P 3 ∈ K y λPP 3 /∈ K . Por lo
tanto el mo´dulo cog(L/K ) tiene elementos de orden P 2.
Los Ejemplos 11.8.11 y 11.8.12 muestran que no tenemos los ana´logos del
Lema 1.3. de [43], a saber si L/K es cogalois, en el sentido cla´sico, y es tal
que [L : K ] = p, con L = K (α) con αp = a ∈ K y L/K es separable y
pura, entonces
(a) El grupo cog(L/K ) no tiene elementos de orden q 6= p, q un nu´mero
primo.
(b) El grupo cog(L/K ) no tiene elementos de orden p2.
11.9. Una cota para | cog(L/K ) |
En esta seccio´n establecemos una cota superior para la cardinalidad del
mo´dulo cog(L/K ). En lo que sigue sea q = pν y sea L/K una extensio´n
radical.
Observacio´n 11.9.1. Si la extensio´n L/K es de Galois y radical cicloto´mica
y tal que µ(K ) = µ(L), entonces al ser radical L es de la formaK (ρ1, . . . , ρt),
con ρMii = ai ∈ K , para algunos Mi ∈ RT . Por otra parte las ra´ıces de
XMi − ai son {ρi + λAMi}A∈RT . Por lo tanto Gal(K (ρi)/K ) ⊆ ΛMi . De esta
manera Gal(K (ρi)/K ) es un p–grupo elemental abeliano.
Puesto que se tiene una inyeccio´n
Gal(L/K ) ↪→
t∏
i=1
Gal(K (ρi)/K )
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se sigue que Gal(L/K ) es un p–grupo elemental abeliano.
Si L/K es una extensio´n finita y µ(L) = ΛM , definimos
gr(µ(L)) = gr(M).
Lema 11.9.2. Sea L/K una extensio´n finita de Galois radical cicloto´mica.
Entonces existe un isomorfismo
B1(G,µ(L)) ∼= µ(L)/µ(K )
como RT –mo´dulos.
Demostracio´n. Se define ψ : µ(L) → B1(G,µ(L)) como sigue: ψ(u) = fu.
Observemos que ψ(u+ v) = ψ(u) + ψ(v) ya que
(fu + fv)(σ) = fu(σ) + fv(σ) = σ(u)− u+ σ(v)− v
= σ(u+ v)− (u− v) = (fu+v)(σ).
y si M ∈ RT se tendra´ que ψ(uM ) = fuM = fMu , ya que
fuM (σ) = σ(u
M )− uM = (σ(u))M − uM
= (σ(u)− u)M = (fu(σ))M .
Por tanto ψ es un homomorfismo de RT -mo´dulos, suprayectivo por la de-
finicio´n de B1(G,µ(L)). Puesto que L/K es una extensio´n de Galois tenemos
nu´c(ψ) = µ(K ). uunionsq
Proposicio´n 11.9.3. Sea L/K una extensio´n Galois y radical cicloto´mica.
Supongamos que µ(L) = µ(K ). Entonces
| cog(L/K ) |= qm gr(µ(L)),
donde [L : K ] = pm.
Demostracio´n. Por la Observacio´n 11.9.1 se tiene que Gal(L/K ) ∼= Cmp , para
algu´n m ∈ N. Puesto que B1(G,µ(L)) = {0} y H1(G,µ(L)) ∼= Hom(G,µ(L)),
entonces de la Proposicio´n 11.6.4, se tiene que
cog(L/K ) ∼= Z1(G,µ(L))/B1(G,µ(L)) ∼= H1(G,µ(L)) ∼= Hom(G,µ(L)).
Adema´s µ(L) ∼= Cν gr(µ(L))p . Por tanto, si denotamos por Lp(Fmp ,Fν gr(µ(L))p )
al conjunto de las transformaciones lineales de Fmp a F
ν gr(µ(L))
p y al conjun-
to de las matrices m × ν gr(µ(L)) con coeficientes en Fp lo denotamos por
Mm×ν gr(µ(L))(Fp), se tiene
Hom(G,µ(L)) = Hom(Cmp , C
ν gr(µ(L))
p ) = Lp(Fmp ,Fν gr(µ(L))p )
= Mm×ν gr(µ(L))(Fp).
Por tanto | Hom(G,µ(L)) |= pms gr(µ(L)) = qm gr(µ(L)). uunionsq
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Ejemplo 11.9.4. Del Ejemplo 11.8.7, se sigue que la extensio´n L/K(ΛT ),
donde L es el campo de descomposicio´n del polinomio f(X) = XT −1, cumple
que | cog(L/K(ΛT )) |= [L : K(ΛT )] = q = qm gr(µ(L)), en concordancia con la
Proposicio´n 11.9.3.
Proposicio´n 11.9.5. Sea L/K una extensio´n Galois y radical cicloto´mica
y supongamos que L = K (µ(L)). Entonces | cog(L/K ) |≤ qm gr(µ(L)) para
alguna m ∈ N.
Demostracio´n. Por el Corolario 11.7.9 se tiene que [L : K ] = pm para alguna
m ∈ N. Ahora la demostracio´n es por induccio´n sobre m. Sea L/K una
extensio´n Galois, radical cicloto´mica, tal que L = K (µ(L)) y [L : K ] = p. Por
lo tanto L/K es c´ıclica de grado p. Sean M = Pα11 · · ·Pαrr y N = P β11 · · ·P βrr ,
con 1 ≤ βi ≤ αi, donde i = 1, . . . , r, tales que µ(L) = ΛM y µ(K ) = ΛN .
Sea G := Gal(L/K ) = (σ). Se tiene σ(λM ) = λAM ya que la accio´n de
Carlitz-Hayes conmuta con σ. Notemos que σ(λM ) 6= λM , en caso contrario
esto implicar´ıa que λM ∈ K , es decir, L = K lo cual es una contradiccio´n.
Por lo tanto M - (A− 1). Sea M = ND. Por lo tanto λN = λDN . Se tiene que
λN = σ(λN ) = σ(λ
D
M ) = (σ(λM ))
D = λADM = λ
A
N .
Se sigue que λA−1N = 0, es decir, N | (A− 1).
Por otro lado
TrG(λM ) = λM + λ
A
M + λ
A2
M + · · ·+ λA
p−1
M
= λ1+A+A
2+···+Ap−1
M = λ
Ap−1
A−1
M = λ
(A−1)p−1
M
donde la u´ltima igualdad se debe a que A
p−1
A−1 =
(A−1)p
A−1 .
Por lo tanto TrG(λM ) ∈ K ∩ΛM = ΛN . De aqu´ı se obtiene que existe C ∈
RT tal que λ
(A−1)p−1
M = λ
C
N . Como σ
p = 1 se tiene que σp(λM ) = λ
Ap
M = λM ,
es decir, λA
p−1
M = 0. Puesto que A
p−1 = (A−1)p, tenemos que M | (A−1)p.
Podemos escribir A − 1 = P γ11 · · ·P γrr Q con (Q,P1 · · ·Pr) = 1. Ahora si
βi < αi se tiene que λNPi ∈ L \K por lo tanto σ(λNPi) = λANPi 6= λNPi . Por
lo tanto NPi - (A− 1).
De aqu´ı se sigue lo siguiente:
(i) Puesto que M - (A−1) se tiene que γi0 < αi0 para algu´n i0 ∈ {1, . . . r}.
(ii) Puesto que N | (A − 1) se tiene que βi ≤ γi. Ya que NPi - (A − 1),
entonces βi + 1 > γi. Se sigue que βi = γi.
(iii) Como λ
(A−1)p−1
M = λ
C
N se tiene que αi−(p−1)γi ≤ βi, para 1 ≤ i ≤ r.
(iv) De M | (A− 1)p se sigue que αi ≤ pγi, para 1 ≤ i ≤ r.
Ahora TrG(λ
B
M ) = (Tr(λM ))
B = λ
B(A−1)p−1
M para cualquier B ∈ RT .
Sea B = P δ11 · · ·P δrr R con (R,P1 · · ·Pr) = 1. Se tiene
λBM ∈ nu´c TrG ⇔ δi + (p− 1)γi ≥ αi para cada i
⇔ δi ≥ 0 y δi + (p− 1)γi ≥ αi para cada i
⇔ δi ≥ ma´x{0, αi − (p− 1)γi} para cada i.
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Por lo tanto nu´c TrG = (λ
B
M ) con B = P
δ1
1 · · ·P δrr y δi = ma´x{0, αi −
(p − 1)γi} con 1 ≤ i ≤ r. As´ı (λBM ) = (λM ′), con M ′ = Pµ11 · · ·Pµrr donde
µi = αi − δi, 1 ≤ i ≤ r.
Adema´s IG(λM ) = ((σ − 1)λM ) = (λA−1M ), donde IG : µ(L) → µ(L) es el
homomorfismo definido por IG(u) = σ(u)−u. Por otro lado IG(λM ) = (λM ′′),
con M ′′ = Pϕ11 · · ·Pϕrr , donde ϕi = ma´x{αi − γi, 0}, 1 ≤ i ≤ r.
De (ii) obtenemos que ϕi = αi−βi si βi < αi. Si αi = βi de (ii) se obtiene
que αi − γi ≤ 0. Por lo tanto ϕi = αi − βi.
As´ı, se tiene que
| H1(G,µ(L)) |= | (λM ′) || (λM ′′) | =| (λM
′′′) |
con M ′′′ = P ε11 · · ·P εrr donde
εi = µi − ϕi = αi − δi − (αi − βi) = βi − δi, 1 ≤ i ≤ r.
Obviamente εi ≤ βi, por tanto
| H1(G,µ(L)) |= qgrM ′′′ ≤ qgrN .
Combinando esta desigualdad y el Lema 11.9.2, obtenemos
| cog(L/K ) | =| H1(G,µ(L)) || B1(G,µ(L)) |=| H1(G,µ(L)) | | µ(L) || µ(K ) |
= qgrM
′′′
qgrM−grN ≤ qgrM = qgr(µ(L)).
Ahora sea [L : K ] = pm para algu´n m ∈ N, m ≥ 2. Sea H un subgrupo de
G de orden pm−1. Sea E = LH . Entonces K ⊆ E ⊆ L. Tenemos [E : K ] = p,
[L : E] = pm−1 y L = E(µ(L)).
Si E/K no fuera radical cicloto´mica, entonces cog(E/K ) = {0}, ya que
en caso contrario existe α ∈ cog(E/K ) no cero. En particular α /∈ K . De
esta manera E = K (α), pero esto implica que E/K es radical cicloto´mica,
lo cual es absurdo.
Si E/K es radical cicloto´mica se tienen dos casos a considerar
(i) µ(E) 6= µ(K ) y
(ii) µ(E) = µ(K ).
En el caso (i), por lo demostrado para el caso [E : K ] = p se tiene que
| cog(E/K ) |≤ qgr(µ(E)).
En el caso (ii), por la Proposicio´n 11.9.3 se tiene que | cog(E/K ) |=
qgr(µ(E)). As´ı, en cualquier caso,
| cog(E/K ) |≤ qgr(µ(E)) ≤ qgr(µ(L)).
Por lo tanto, puesto que L = E(µ(L)) y [L : E] = pm−1, por induccio´n se
tiene que | cog(L/E) |≤ q(m−1) gr(µ(L)). Por lo tanto de la sucesio´n exacta
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0→ cog(E/K )→ cog(L/K )→ cog(L/E)
se tiene que | cog(L/K ) |≤| cog(E/K ) || cog(L/E) |≤ qm gr(µ(L)). uunionsq
De la demostracio´n de la Proposicio´n 11.9.5, para el caso m = 1, se tiene
el siguiente teorema.
Teorema 11.9.6. Sea L/K c´ıclica de grado p, L = K (α) tal que α ∈
cog(L/K ). Entonces L/K es radical cicloto´mica, | cog(L/K ) |= pνt, donde
q = pν y
t =
{
gr(µ(L))− gr(µ(K )) + gr(B−1C ) si µ(L) 6= µ(K ),
gr(µ(L)) si µ(L) = µ(K ).
donde σ(λM ) = λ
B
M , B − 1 = mcd(A− 1, B) y C es de grado mı´nimo tal que
C | (B − 1) y M | C(B − 1)p−1. uunionsq
Proposicio´n 11.9.7. Sea L/K una extensio´n Galois radical cicloto´mica.
Entonces
| cog(L/K ) |≤ qm gr(µ(L)).
donde [L : K ] = pm.
Demostracio´n. Sea E = K (µ(L)) con K ⊆ E ⊆ L, entonces
| cog(L/K ) |≤| cog(E/K ) || cog(L/E) |≤ qm gr(µ(L))
por la Proposiciones 11.9.3 y 11.9.5. uunionsq
El ejemplo siguiente muestra que la desigualdad de la Proposicio´n 11.9.7
puede ser estricta.
Ejemplo 11.9.8. Sea L = K(ΛP 2p−1), con P ∈ RT irreducible, y σ = 1 +
P 2 ∈ Gal(K(ΛP 2p−1)/K). Se tiene
σ(λ2p−1) = λP 2p−1 + λP 2p−3 6= λP 2p−1
de este modo σ 6= 1.
Por otro lado se tiene que σp = (1 + P 2)p = 1 + P 2p, de esta manera
σp(λP 2p−1) = λP 2p−1 + λ
P 2p
P 2p−1 = λP 2p−1 .
Por lo tanto σp = 1, as´ı el orden de σ es p.
Sea E = L(σ). Entonces [L : E] = p y L/E es radical cicloto´mica. Se tiene
que σ(λMP 2p−1) = λ
M
P 2p−1 + λ
M
P 2p−3 = λ
M
P 2p−1 si y so´lo si el exponente en que
aparece P en la descomposicio´n de M es mayor o igual a 2p− 3. En este caso
λP
2p−3
P 2p−1 = λP 2 ∈ E. Notemos que λP 3 /∈ E. Por lo tanto µ(E) = ΛP 2 . Adema´s
µ(L) = ΛP 2p−1 .
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Ahora sea Nµ(L) el mapeo traza de L a E, esto es, Nµ(L) =
∑p−1
i=0 σ
i.
Tenemos Nµ(L)(λ
M
P 2p−1) = λ
M(
(1+P2)p−1
(1+P2)−1 )
P 2p−1 = λ
MP 2p−2
P 2p−1 = λ
M
P = 0 si y so´lo si P
divide a M . Por lo tanto nu´cNµ(L) = (λ
P
P 2p−1) = ΛP 2p−2 .
Sea G := Gal(L/E) = 〈σ〉 y IG := 〈σ − 1〉. Entonces IG(µ(L)) =
(σ(λP 2p−1)− λP 2p−1) = (λP 2p−3) = ΛP 2p−3 . Por lo tanto
| cog(L/E) |=| H1(G,µ(L)) | | µ(L) || µ(E) | =
| ΛP 2p−2 |
| ΛP 2p−3 |
| ΛP 2p−1 |
| ΛP 2 | = q
d(2p−2)
donde d = gr(P ). Puesto que m = 1, se tiene
| cog(L/E) |= qd(2p−2) < qd(2p−1) = qm gr(µ(L)).
Teorema 11.9.9. Sea L/K una extensio´n radical cicloto´mica. Entonces si
L˜ es la cerradura de Galois de L, se tendra´
| cog(L/K ) |≤ qm gr(µ(L˜))
donde [L˜ : K ] = pm.
Demostracio´n. Sea G = Gal(L˜/K ) = HN con H un subgrupo normal de
G, N el p subgrupo de Sylow. Sea F = L˜H . Se puede suponer que F = L
cambiando H por un conjugado. De aqu´ı tenemos el diagrama
L
H
L˜
N
K E
Sea α ∈ cog(L/K ), distinto de cero, as´ı existe un N ∈ RT tal que αN =
a ∈ K . Puesto que α ∈ L˜, αN ∈ K ⊆ E, es decir, α ∈ cog(L˜/E). Si α = 0
en cog(L˜/E) tendr´ıamos α ∈ E ∩ L = K por lo que α = 0 en cog(L/K ) lo
cual es una contradiccio´n.
Por lo tanto cog(L/K ) ⊆ cog(L˜/E).
De esta manera | cog(L/K ) |≤| cog(L˜/E) |≤ qm gr(µ(L˜)). uunionsq

12
p–extensiones abelianas en caracter´ıstica p
12.1. Introduccio´n
Recordemos la definicio´n de extensiones de Kummer (ver Definicio´n 11.1.3).
Definicio´n 12.1.1. Una extensio´n de Kummer finita es una extensio´n de Ga-
lois L/K donde el grupo de Galois de la extensio´n es G = Gal(L/K) un grupo
c´ıclico finito Cn de orden n y tal que K contiene al conjunto µn = 〈ζn〉 de las
n–ra´ıces de unidad y donde la caracter´ıstica de K no divide a n.
Las extensiones de Kummer esta´n caracterizadas por
〈ζn〉 ⊆ K, L = K( n
√
α), α ∈ L y f(x) := Irr(α, x,K) = xn − αn.
Las ra´ıces de f(x) son
{
ζinα
}n−1
i=0
. En el caso en que la caracter´ıstica p
de K divide a n, el grupo de las p–ra´ıces de la unidad es el grupo trivial
µp = {1} ya que en caracter´ıstica p tenemos que ξp = 1 = 1p lo cual implica
que (ξp − 1p) = (ξ − 1)p = 0 por lo que ξ = 1.
Los primeros en considerar las extensiones c´ıclicas de grado p en carac-
ter´ıstica p fueron E. Artin y O. Schreier [5]. Ellos probaron que una ecuacio´n
xp−x−a o bien proporciona una extensio´n c´ıclica de grado p o bien todas sus
ra´ıces esta´n en el campo base pues si α es una ra´ız cualquiera de xp − x − a
entonces {α, α+ 1, . . . , α+ (p− 1)} son todas las ra´ıces del polinomio. Artin
y Schreier probaron el rec´ıproco, esto es, toda extensio´n c´ıclica de grado p
en caracter´ıstica p esta´ generada por un polinomio irreducible de la forma
f(x) = xp − x− a ∈ K[x]. En ese mismo trabajo, Artin y Schreier estudiaron
extensiones c´ıclicas de grado p2.
Usando las te´cnicas de Artin–Schreier, A. Albert [1] encontro´ una des-
cripcio´n recursiva de generacio´n de todas las extensiones c´ıclicas de grado pn
en caracter´ıstica p y probo´ que cualquier extensio´n c´ıclica de grado p es una
subextensio´n de una extensio´n c´ıclica de grado pn. En particular, si podemos
generar una extensio´n c´ıclica de grado p en caracter´ıstica p, entonces existen
extensiones c´ıclicas de grado pn para toda n ∈ N.
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En [143], E. Witt encontro´ condiciones necesarias y suficientes para que
un elemento θ ∈ K, sea tal que la extensio´n K = k(θ) sea c´ıclica de grado
pf , f ≥ 2, sobre k que contiene a una extensio´n c´ıclica R/k dada de gra-
do pf−1. Usando este resultado, H.L. Schmid [119] dio una caracterizacio´n
de todas las extensiones c´ıclicas de grado pn, K/k, por medio de elementos
β1, β2, . . . , βn ∈ k. Schmid dio, de manera recursiva, las ecuaciones que gene-
ran estas extensiones. E. Witt [144] encontro´ una forma vectorial de describir
las extensiones c´ıclicas de grado pn halladas por Schmid. Esta forma vectorial
es lo que conocemos como vectores de Witt.
Inmediatamente despue´s de los resultados de Witt, Schmid [120] interpreto´
los resultados aritme´ticos que hab´ıa obtenido anteriormente en [119] y los puso
en te´rminos de los vectores de Witt.
En este cap´ıtulo estudiamos las p–extensiones abelianas E/F donde F es
un campo de caracter´ıstica p > 0. El e´nfasis sera´ cuando F = K = Fq(T ) es
el campo de funciones racionales sobre el campo finito Fq y tambie´n cuando
F = K donde K es un campo de funciones congruente.
En primer lugar estudiamos las p–extensiones elementales abelianas la cual
ha sido abordado intensivamente por numerosos autores. Usualmente, la for-
ma de estudiar este tipo de extensiones es considerar todas las subextensiones
de grado p y aplicar tanto el criterio de Hasse [45] (ver Proposicio´n 10.3.8)
como hechos conocidos sobre el comportamiento de los primos en esas subex-
tensiones. (ver Cap´ıtulo 10). Una vez hecho este estudio se regresa a la exten-
sio´n total. Garcia y Stichtenoth [38], cambiando el punto de vista ma´s usual,
consideraron las extensiones de este tipo que pueden ser dadas por un u´ni-
co polinomio aditivo, a saber extensiones dadas por la ecuacio´n yq − y = α.
Veremos el comportamiento de los primos en estas extensiones dada por es-
ta ecuacio´n y de hecho lo haremos para polinomios aditivos cuyas ra´ıces se
encuentren en el campo base.
Consideramos un polinomio aditivo que tiene sus ra´ıces en el campo base y
probamos, entre otras cosas que dado un polinomio aditivo f(X) cuyas ra´ıces
se encuentren en el campo base entonces toda p–extensio´n elemental abeliana
se puede describir por medio de una ecuacio´n del tipo f(X) = u. Describiremos
la descomposicio´n de primos en este tipo de extensiones, generalizando los
resultados dados en el Cap´ıtulo 10.
Cuando el campo base es un campo global de funciones racionales, dare-
mos una cota inferior sobre el ı´ndice de ramificacio´n de los primos ramificados
sin tener que referirnos a sus subextensiones de grado p. Tambie´n caracteriza-
remos los primos totalmente descompuestos. En el caso de extensiones c´ıclicas
de grado p dadas por ecuaciones de Artin–Schreier, la relacio´n entre los gene-
radores es bien conocida (ver por ejemplo [134, Seccio´n 5.8]). En este cap´ıtulo
damos el resultado correspondiente para p–extensiones elementales abelianas
obtenidas a partir de polinomios aditivos.
El siguiente objetivo de este cap´ıtulo es presentar la teor´ıa elemental de
los vectores de Witt como generadores de extensiones c´ıclicas de grado pn y la
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aritme´tica de estos campos obtenida por Schmid. En particular daremos una
breve introduccio´n del concepto de conductor de un campo.
Al final generalizamos los resultados obtenidos para p–extensiones elemen-
tales abelianas y p–extensiones c´ıclicas a extensiones que llamamos multic´ıcli-
cas, las cuales esta´n dadas por una ecuacio´n de Witt de la forma yq
•− y = α.
Mucho del formalismo de las p–extensiones elementales abelianas puede ser
usado en esta situacio´n y de hecho los resultados pueden seguir siendo ge-
neralizados a otros polinomios vectoriales aditivos cuyas ra´ıces se encuentren
en el anillo de Witt del campo base. Aqu´ı nos restringimos u´nicamente a la
ecuacio´n yq
•− y = α.
En este cap´ıtulo todos los campos considerados sera´n de caracter´ıstica p.
12.2. Extensiones de Artin–Schreier
Empezamos por recordar la teor´ıa de las extensiones c´ıclicas de grado p.
Otra versio´n del siguiente resultado puede consultarse en el Teorema
17.2.3.
Teorema 12.2.1 (E. Artin y O. Schreier [5]). Sea f(x) = xp − x − a ∈
k[x] un polinomio irreducible. Sea K = k(α), donde α es una ra´ız de f(x).
Entonces K/k es una extensio´n c´ıclica de grado p.
Rec´ıprocamente, si K/k es una extensio´n c´ıclica de grado p, existe α ∈ K
tal que Irr(α, x, k) = xp − x− a para algu´n a ∈ k.
Demostracio´n. Sea α ∈ k¯, k¯ una cerradura algebraica de k, cualquier ra´ız de
f(x). Entonces las ra´ıces de f(x) son {α + i}p−1i=0 . En particular K/k es una
extensio´n normal y separable y existe σ ∈ G := Gal(K/k) con σα = α + 1.
Entonces o(σ) = p y G = 〈σ〉 es c´ıclico de orden p.
Rec´ıprocamente, sea K/k una extensio´n c´ıclica de grado p, digamos K =
k(β). Sea σ un generador de G = Gal(K/k), o(σ) = p. Sean σiβ = βi,
i = 0, . . . , p − 1, los conjugados de β. Se tiene σβi = βi+1, i = 0, . . . , p − 1.
Notemos que β0 = βp = β. Consideremos el determinante de Vandermonde:
det
(
βji
)
0≤i,j≤p−1 =
∏
i<j
(βi − βj) 6= 0.
En particular, la matriz
(
βji
)
0≤i,j≤p−1 es no singular y existe 0 ≤ j ≤ p − 1
tal que γ :=
∑p−1
i=0 β
j
i 6= 0. Sea α := − 1γ
∑p−1
i=0 iβ
j
i . Se tiene, usando βp = β0,
que
σα = − 1
σγ
p−1∑
i=0
iσ(βji ) = −
1
γ
p−1∑
i=0
i(βji+1) = −
1
γ
( p−1∑
i=0
(i+ 1)βji+1 −
p−1∑
i=0
βji
)
= − 1
γ
p∑
i=1
iβji +
1
γ
p−1∑
i=0
βji = −
1
γ
p−1∑
i=0
iβi + 1 = α+ 1.
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Entonces
{
σiα
}p−1
i=0
=
{
α+ i
}p−1
i=0
son conjugados. Notemos que
σ(αp − α) = (σα)p − (σα) = (α+ 1)p − (α+ 1) = αp + 1− α− 1 = αp − α,
de donde se sigue que αp−α ∈ k. De esta forma obtenemos que Irr(α, x, k) =
xp − x− a donde a := αp − α. uunionsq
Corolario 12.2.2. Si K/k es una extensio´n c´ıclica de grado p con K =
k(α) = k(β) y Irr(α, x, k) = xp − x − a, Irr(β, x, k) = xp − x − b, enton-
ces existen j ∈ {1, 2, . . . , p − 1} y c ∈ k tales α = jβ + c y a = jb + cp − c y
rec´ıprocamente.
Demostracio´n. Sea σ ∈ Gal(K/k) tal que σα = α + 1. Puesto que σβ es
conjugado a β, existe i ∈ {1, 2, . . . , p − 1} tal que σβ = β + i. Sea j ∈
{1, 2, . . . , p− 1} tal que ji ≡ 1 mo´d p. Entonces
σ(α− jβ) = σα− jσβ = (α+ 1)− j(β + i) = α− jβ + 1− ji = α− jβ,
de donde se sigue que α− jβ ∈ k. Ahora
a = αp − α = (jβ + c)p − (jβ + c) = jpβp + cp − jβ − c
= jβp − jβ + cp − c = j(βp − β) + (cp − c) = jb+ cp − c.
El rec´ıproco es similar. uunionsq
Para otra versio´n del Corolario 12.2.2, ver el Teorema 17.2.5.
Observacio´n 12.2.3. Se tiene que si α ∈ k¯ es una ra´ız de xp−x−a, entonces
xp − x− a =
p−1∏
i=0
(x− (α+ i)).
Notacio´n 12.2.4. Sea a ∈ k, una campo de caracter´ıstica p. Se denota
℘(a) := ap − a.
12.3. Generalidades sobre p–extensiones elementales
abelianas
12.3.1. El polinomio Xq −X
Empezamos con un resultado fundamentales sobre extensiones dadas por
polinomiosXq−X = u. Aqu´ı hacemos un breve estudio de las extensionesK/k
cuando k es un campo de funciones con campo de constantes k0, K = k(y)
con yq − y = u ∈ k y Fq ⊆ k y por tanto Fq ⊆ k0.
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Proposicio´n 12.3.1. Supongamos que K/k es una p–extensio´n elemental
abeliana de grado q = pn y tal que Fq ⊆ k0. Entonces existe y ∈ K tal
que K = k(y) y cuyo polinomio mı´nimo es Irr(X, y, k) = Xq − X − a para
algu´n a ∈ k.
Rec´ıprocamente, si Fq ⊆ k0 y ϕ(X) = Xq −X − a ∈ k[X] es irreducible,
entonces K = k(y) con ϕ(y) = 0 es una p–extensio´n elemental abeliana de
grado q. Los campos intermedios k ⊆ Eµ ⊆ K de grado p sobre k, esta´n dados
por Eµ = k(yµ) con µ ∈ F∗q y
yµ := (µy)
pn−1 + (µy)p
n−2
+ · · ·+ (µy)p + (µy),
ypµ − yµ = µa, esto es, k(y) = k(℘−1(U)) con U = {µa | µ ∈ Fpn}.
Demostracio´n. Primero supongamos que K/k es una p–extensio´n abeliana de
grado q y tal que Fq ⊆ k0. Sean y1, . . . , yn ∈ K tales que K = k(y1, . . . , yn)
con cada yi satisfaciendo una ecuacio´n de Artin–Schreier y
p
i − yi = γi ∈ k,
1 ≤ i ≤ n. Sea {µ1, . . . , µn} una base de Fq sobre Fp y definimos
y := µ1y1 + · · ·+ µnyn ∈ K.
Sea G = Gal(K/k) con G = 〈σ1, . . . , σn〉 tal que σi(yj) = yj + δij donde
1 ≤ i, j ≤ n y δij es la delta de Kronecker: δij = 0 si i 6= j y δi,j = 1 si i = j.
Para cualquier σ ∈ G, existen a1, . . . , an ∈ {0, 1, . . . , p − 1} tales que
σ = σa11 · · ·σann . Entonces
σ(y) = σa11 · · ·σan−1n−1
(
σann
( n∑
i=1
µiyi
))
= σa11 · · ·σan−1n−1
(
µ1y1 + · · ·+ µn−1yn−1 + µn(yn + an)
)
= σa11 · · ·σan−2n−2
(
σ
an−1
n−1
(
µ1y1 + · · ·µn−1yn−1 + µnyn + µnan)
)
= σa11 · · ·σan−2n−2
(
µ1y1 + · · ·+ µn−2yn−2 + µn−1yn−1 + µnyn
+ µn−1an−1 + µnan
)
= . . . = y +
n∑
i=1
µiai.
Por tanto σ(y) = y ⇐⇒ ∑ni=1 µiai = 0 ⇐⇒ a1 = . . . = an = 0 por ser
{µ1, . . . , µn} base de Fq/Fp. Se sigue que K = k(y). Ahora bien, puesto que
µi ∈ Fq para 1 ≤ i ≤ n, se tiene que µqi = µi. Por otro lado
yqi − yi =
n∑
j=1
(yp
j
i − yp
j−1
i ) =
n∑
j=1
(ypi − yi)p
j−1
=
n∑
j=1
γp
j−1
i
y por tanto
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yq − y =
n∑
i=1
µi(y
q
i − yi) =
n∑
i=1
n∑
j=1
µiγ
pj−1
i ∈ k.
Rec´ıprocamente, supongamos ahora que ϕ(X) = Xq − X − a ∈ k[X] es
irreducible. Sea y ∈ k¯ una ra´ız de ϕ(X), donde k¯ es una cerradura algebraica
de k. Sea K = k(y).
Para toda µ ∈ Fq se tiene µq = µ y por tanto y + µ es ra´ız de ϕ(X) pues
ϕ(y+µ) = (y+µ)q− (y+µ)−a = yq−y+µq−µ−a = yq−y−a = ϕ(y) = 0.
Por tanto {y+µ}µ∈Fq es el conjunto de ra´ıces de ϕ(X). Se sigue que K/k
es una extensio´n normal y separable y por ser ϕ(X) irreducible, [K : k] =
q = pn. Como y y y + µ son conjugados para toda µ ∈ Fq, se sigue que
G = Gal(K/k) = {σµ | µ ∈ Fq} donde σµ(y) = y + µ. El mapeo
G −→ Fq, σµ 7−→ µ
es un isomorfismo de grupos (aditivos) y por tanto, G ∼= Fq ∼= Cnp , donde Cp
denota el grupo c´ıclico de p–elementos.
Finalmente, para cada µ ∈ F ∗, se define
yµ := (µy)
pn−1 + (µy)p
n−2
+ · · ·+ (µy)p + (µy).
Entonces tenemos
ypµ − yµ = (µy)p
n
+ (µy)p
n−1
+ · · ·+ (µy)p2 + (µy)p
− (µy)pn−1 − (µy)pn−2 − · · · − (µy)p − (µy)
= µqyq − µy = µ(yq − y) = µa.
Ahora bien, puesto que {1, y, . . . , yq−1} es base de K/k, y µ 6= 0, se tiene
que yµ /∈ k y adema´s, puesto que, k ⊆ k(yµ) ⊆ k(y), k(yµ)/k es un p–extensio´n
y [k(yµ) : k] ≤ p, se sigue que [k(yµ) : k] = p.
Se tiene que Fq −→ K dado por µ 7−→ yµ es un homomorfismo de grupos
aditivos (y0 = 0). Si k(yµ) = k(yδ) con µ, δ ∈ F∗q , entonces por el Corolario
12.2.2 tenemos que yµ = jyδ + c para algunos j ∈ F∗p y c ∈ k.
Se tiene que c = yµ − jyδ = yµ−jδ. Si µ− jδ 6= 0 se tendr´ıa c = yµ−jδ /∈ k
lo cual es absurdo. Por tanto µ = jδ para algu´n j ∈ {0, 1, . . . , p− 1}.
En consecuencia de esta forma hemos obtenido p
n−1
p−1 extensiones distintas
de grado p sobre k contenidas en K dadas por {Eµ = k(yµ)}µ∈F∗q . Como
el grupo Cnp tiene exactamente
pn−1
p−1 subgrupos de ı´ndice p, se sigue que
{Eµ}µ∈F∗q son todas las subextensiones de K de grado p sobre k. uunionsq
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12.3.2. Resultados generales
Definicio´n 12.3.2. Sean p un nu´mero primo, n ∈ N y q = pn. Sea k un
campo arbitrario de caracter´ıstica p. Cuando k sea un campo de funciones, k0
denotara´ al campo de constantes de k, al cual supondremos perfecto.
Un polinomio f(X) ∈ k[X] se llama aditivo si f(x+ y) = f(x) + f(y) para
cualesquiera x, y ∈ k¯, una cerradura algebraica fija de k.
Para otra versio´n de la Proposicio´n 12.3.3, ver la Proposicio´n 15.2.6.
Proposicio´n 12.3.3. Sea f un polinomio aditivo. Entonces f esta´ dado por
f(x) =
n∑
i=0
aix
pi , (12.3.1)
con ai ∈ k.
Demostracio´n. Sea f(x) =
∑n
i=0 aix
i. Entonces f(0) = f(0+0) = f(0)+f(0),
por tanto f(0) = a0 = 0. Tomando la derivada formal de f , se tiene f
′(x) =∑n
i=1 iaix
i−1.
Sea g(x) = f(x + α) − f(x) − f(α) para α ∈ F = k¯. Entonces g(β) = 0
para toda β ∈ F . Puesto que F es infinito, se sigue que g(x) = 0, esto es,
f(x+ α) = f(x) + f(α). Derivando esta expresio´n, obtenemos
f ′(α) =
d
dx
(f(x+ α))|x=0 = d
dx
(
f(x) + f(α)
)|x=0 = f ′(0).
Es decir, f ′(α) = f ′(0) para toda α ∈ F . Puesto que F es infinito, f ′(x) =
f ′(0) = c ∈ F es constante.
Se sigue que f ′(x) =
∑n
i=1 iaix
−1 = f ′(0) = c por lo que iai = 0 para
i = 2, . . . , n en F . En particular para i tal que i 6≡ 0 mo´d p se tiene ai = 0.
Escribimos
f(x) =
m∑
l=1
alpx
lp =
m′∑
j=0
apjx
pj +
∑
s no es po-
tencia de p
asx
s = f0(x) + f1(x).
Puesto que f(x) es aditivo, tenemos que f1(x) = f(x)− f0(x) es aditivo.
Sea f1(x) = f2(x)
p con f2(x) ∈ F 1/p[x] = F [x] (F = k¯). Veamos que f2(x)
es aditivo. Se tiene para α, β ∈ k¯
f2(α+ β) = f1(α+ β)
1/p = f1(α)
1/p + f1(β)
1/p = f2(α) + f2(β).
Por induccio´n en el grado, podemos suponer que f2(x) =
∑m′
i=1 cix
pi . Se sigue
que f1(x) = f2(x)
p =
∑m′
i=1 c
p
i x
pi+1 con cpi ∈ F . Finalmente obtenemos que
f(x) = f0(x) + f1(x) =
∑m
j=0 ajx
pj . uunionsq
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Observacio´n 12.3.4. Ver la Observacio´n 15.2.5. Se puede definir que un po-
linomio f(x) =
∑m
i=0 aix
i ∈ F [x] es aditivo si para α, β ∈ F , f(α + β) =
f(α) + f(β). Si F es infinito, la demostracio´n de la Proposicio´n 12.3.3 es
aplicable a F y entonces f esta´ dado por f(x) =
∑n
j=0 ajx
pj .
En caso de que F sea finito, el resultado no se cumple. Por ejemplo, si
F = Fp, p ≥ 3 y f(x) = g(x) + (xp − x)n para n ∈ N y g(x) =
∑m
i=0 aix
pi , es
un polinomio aditivos pues f(α) = g(α) para toda α ∈ F , pero, por ejemplo,
para g(x) = 0, n = 2 se tiene f(x) = (xp − x)2 = x2p − 2xp+1 + x2.
La razo´n de lo anterior, es que F es finito, digamos F = Fq = {u ∈ F¯p |
uq − u = 0}, entonces (αq − α)n = 0 para toda n ∈ N y toda α ∈ Fq.
Siempre supondremos que el polinomio aditivo f(X) dado por (12.3.1) es
mo´nico y separable, es decir, an = 1 y a0 6= 0. Ma´s au´n, supondremos que las
ra´ıces de f(X) se encuentran en el campo base, esto es,
Gf := {ξ ∈ k¯ | f(ξ) = 0} ⊆ k. (12.3.2)
Como caso especial consideraremos el polinomio aditivo f(X) = Xp
n −X =
Xq −X.
En general cuando consideremos polinomios de la forma F (X) = f(X)−
u ∈ k[X], supondremos que F (X) es irreducible. Sea K = k(y) con f(y) =
u ∈ k, es decir, F (y) = 0. Entonces f(y + ξ) = f(y) + f(ξ) = f(y) = u para
todo ξ ∈ Gf por lo que el conjunto de ra´ıces de F (X) es
y + Gf = {y + ξ | ξ ∈ Gf}.
Se tiene que todo elemento σ de G = Gal(K/k) esta´ totalmente determi-
nado por σ(y) y puesto que y y σ(y) son conjugados, existe ξσ ∈ Gf tal que
σ(y) = y + ξσ. Por (12.3.2), la extensio´n K = k(y) de k es una extensio´n de
Galois de grado pn.
Proposicio´n 12.3.5. En general, para cualquier polinomio aditivo f(X) ∈
k[X] de grado pn, se tiene que Gf es un grupo aditivo Gf ⊆ (k¯,+) isomorfo a
Cnp =
(
Z/pZ
)n
. Esto es, Gf es un Fp–espacio vectorial de dimensio´n n.
Demostracio´n. Para α, β ∈ Gf se tiene
f(α+ β) = f(α) + f(β) = 0 + 0 = 0,
f(0) = 0, f(−α) = f((p− 1)α) = f(α) + · · ·+ f(α)︸ ︷︷ ︸
p−1
= 0 + · · ·+ 0 = 0.
Por tanto Gf ⊆ (k¯,+). Finalmente, pβ = 0 para todo β ∈ k¯ y |Gf | = pn,
por lo que Gf ∼= Cnp . uunionsq
En general, si V es un p–subgrupo finito de k¯, entonces denotamos:
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fV (X) =
∏
δ∈V
(X − δ)
el cual es un polinomio aditivo (Proposicio´n 15.3.25). En particular un poli-
nomio f(X) ∈ k[X] aditivo (12.3.1) satisface f(X) = fGf (X).
Proposicio´n 12.3.6. Con las notaciones anteriores, tenemos que θ : G −→
Gf dado por θ(σ) = ξσ, donde σy = y + ξσ, es un monomorfismo de grupos y
por tanto podemos considerar G ⊆ Gf . Cuando F (X) es irreducible, se tiene
la igualdad G = Gf .
Demostracio´n. Para σ, τ ∈ G, se tiene
y + ξστ = στ(y) = σ(y + ξτ ) = σ(y) + ξτ = y + ξσ + ξτ ,
por lo que
θ(στ) = ξστ = ξσ + ξτ = θ(σ) + θ(τ).
Si θ(σ) = 0, entonces σ(y) = y por lo que σ = Id. Se sigue que θ es un
monomorfismo de grupos.
En el caso de que F (X) sea irreducible, |G| = [K : k] = grF (X) = pn =
|Gf |. uunionsq
Observacio´n 12.3.7. En el caso en que Gf * k, se tiene que el campo de
descomposicio´n de f(X) es k(Gf , y) y por tanto K = k(y) no es una ex-
tensio´n normal de k. De hecho Gal(k(Gf , y)/k) es el producto semidirecto
Gal(k(Gf , y)/k) ∼= Gal(k(Gf )/k)nGal(k(Gf , y)/k(Gf )).
En general, si β1, . . . , βm ∈ k, LFp{β1, . . . , βm} denota al Fp–espacio vec-
torial generado por β1, . . . , βm.
Denotamos por ℘ al operador de Artin–Schreier, es decir, ℘(c) = cp − c y
por ℘a a ℘a(c) = c
p − ap−1c = ap℘( ca). En el caso de un campo de funciones
k/k0, con k0 un campo finito, RT denota al anillo de polinomios k0[T ] y R
+
T
denota al conjunto de polinomios mo´nicos de k0[T ].
De momento consideraremos el caso especial del polinomio Xq − X con
las notaciones y convenciones dadas al principio de la seccio´n. Sea k/k0 un
campo de funciones, G = Gal(K/k) ∼= Cnp , K = k(y), yq − y = u ∈ k.
Teorema 12.3.8. Con las notaciones anteriores, dado un primo P de k, se
tiene que existe y ∈ K con K = k(y), yq − y = u con vP(u) ≥ 0 o vP(u) =
−λpm donde λ > 0, mcd(λ, p) = 1 y 0 ≤ m < n. Si vP(u) ≥ 0, P es no
ramificado en K/k. Si vP(u) = −λpm, entonces pn−m | eP donde eP denota
el ı´ndice de ramificacio´n de P en K/k.
En particular, si m = 0, P es totalmente ramificado.
Demostracio´n. Ver la demostracio´n del Teorema 12.4.2. Ah´ı presentamos el
mismo resultado en un caso ma´s general. uunionsq
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Observacio´n 12.3.9. El nu´mero m que satisface el Teorema 12.3.8 no es
u´nico.
Ejemplo 12.3.10. Sea k = k0(T ) con Fp2 ⊆ k0 y sea K = k(y) con yp2 −y =
u = Tλp con λ ∈ N, mcd(λ, p) = 1. Entonces vp∞(u) = −λp y en este caso
m = 1, n = 2.
Sea z := yp − Tλ. Entonces
zp
2 − z = (yp)p2 − (Tλ)p2 − yp + Tλ = (yp2 − y)p − Tλp2 + Tλ
= (Tλp)p − Tλp2 + Tλ = Tλ = ν,
y en este caso vp∞(ν) = −λ, m = 0 y n = 2.
Notemos que necesariamente k(z) = k(y) = K pues ep∞ = p
2 = [K : k].
Ma´s generalmente, esto es consecuencia inmediata del Teorema 12.6.1.
Definicio´n 12.3.11. Cuando un primo P satisface las condiciones del Teore-
ma 12.3.8 con respecto a la ecuacio´n yq − y = u, decimos que la ecuacio´n esta´
en una forma normal con respecto a P. Por la Observacio´n 12.3.9 tenemos
que la forma normal de la ecuacio´n no es u´nica.
Observacio´n 12.3.12. No necesariamente se tiene eP = pn−m, ver el Ejem-
plo 12.3.10. En ese ejemplo tenemos con m = 0, p2 | eP y por tanto eP = p2.
Para m = 1, p2−1 = p | eP pero eP 6= p. Ma´s au´n, aunque m sea mı´nimo
con las propiedades anteriores e inclusive aunque m sea u´nico en algu´n caso,
tampoco se sigue que necesariamente eP = pn−m. Sin embargo, si m = 0, esto
es, vP(u) = −λ, entonces pn | eP , por lo que eP = pn y el primo es totalmente
ramificado.
Ejemplo 12.3.13. Sea k = k0(T ) con Fp2 ⊆ k0. Sea K = k(y1, y2) con
yp1 − y1 = T , yp2 − y2 = T 2 para p > 2 y yp2 − y2 = T 3 si p = 2. Entonces si
µ ∈ Fp2 \ Fp, consideramos y = y1 + µy2, con lo cual tenemos K = k(y) y
yp
2 − y = yp21 + µp
2
yp
2
2 − y1 − µy2 = (yp
2
1 − y1) + µ(yp
2
2 − y2)
= [(yp1 − y1)p + (yp1 − y1)] + µ[(yp2 − y2)p + (yp2 − y2)]
= T p + T + µT 2p + µT 2 = T p(1 + µT p) + (T + µT 2) = γ,
vp∞(γ) = −2p.
Las otras extensiones intermedias K/k de grado p esta´n dadas por k(y1 +
ξy2), 1 ≤ ξ ≤ p− 1 y satisfacen
(y1 + ξy2)
p − (y1 + ξy2) = (yp1 − y1) + ξ(yp2 − y2) = T + ξT 2,
vp∞(T + ξT
2) = −2. En particular p∞ se ramifica totalmente, ep∞ = p2,
n = 2, m = 1, n−m = 1 < 2.
Notemos que no podemos obtener m = 0 con ningu´n cambio de variable
pues si esto fuese posible tendr´ıamos K = k(z) con zp
2 − z = ν ∈ k y
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vp∞(ν) = −λ con mcd(λ, p) = 1, entonces en todas las extensiones intermedias
se tendr´ıa (ver la Proposicio´n 12.3.1)
zpµ − zµ = µν, ν ∈ F∗p2 y vp∞(µν) = −λ
y por tanto el exponente del diferente de p∞, donde p∞ es un primo sobre p∞,
ser´ıa (λ+1)(p−1) y λ+1 ser´ıa el u´nico nu´mero de ramificacio´n para todas estas
extensiones intermedias. Sin embargo en las subextensiones k(y1)/k y k(y2)/k
los nu´meros de ramificacio´n son diferentes, a saber, 1 + 1 = 2 y 2 + 1 = 3 (o
3 + 1 = 4 en el caso p = 2), ver [134, Theorem 5.8.11].
As´ı, m = 1 es u´nico, pn−m = p2−1 = p | ep∞ pero ep∞ = p2 6= p.
Ejemplo 12.3.14. Sean yp1−y1 = T y yp2−y2 = 1T y K = k(y1, y2). Entonces
p∞ no es totalmente ramificado pues es no ramificado en k(y2)/k y en este
caso ep∞ = p, n = 2, m = 1 y p
n−m = p = ep∞ .
12.4. Polinomios aditivos
Con las notaciones y convenciones de la Seccio´n 12.3.2, consideremos
f(X) ∈ k[X] un polinomio aditivo mo´nico y separable de grado pn:
f(X) = Xp
n
+ an−1Xp
n−1
+ · · ·+ a2Xp2 + a1Xp + a0X ∈ k[X], a0 6= 0.
(12.4.3)
Por la Proposicio´n 12.3.5 tenemos que Gf es un grupo aditivo isomorfo a
Cnp con Gf ⊆ k¯, es decir, Gf ⊆ (k¯,+).
Supondremos como de costumbre que Gf ⊆ k. Sea K = k(y) con f(y) =
u ∈ k. Estamos suponiendo que F (X) = f(X)− u ∈ k[X] es irreducible. Por
tanto de la Proposicio´n 12.3.6 tenemos que G = Gal(K/k) ∼= Gf .
As´ı, de la Proposicio´n 12.3.6, con F (X) irreducible, obtenemos que el
conjunto {ε1, . . . , εn} ⊆ Gf es base de Gf si y solamente si G = 〈σε1 , . . . , σεn〉.
Se tiene que G tiene p
n−1
p−1 subgrupos de ı´ndice p, esto es, K/k tiene
pn−1
p−1
subextensiones de grado p sobre k. Veamos un poco ma´s de cerca estas subex-
tensiones.
Si denotamos por z a los elementos tales que k ⊆ k(z) ⊆ K con [k(z) :
k] = p, entonces k(z) es el campo fijo bajo un subgrupo H de G de ı´ndice p:
k(z) = KH . En este caso, si G = H ⊕ Fpσz, entonces Gal(k(z)/k) ∼= 〈σz〉 con
σz(z) = z + 1.
De esta forma tenemos que si E = k(z1, . . . , zn), entonces E = K si y
solamente si G = 〈σz1 , . . . , σzn〉. Ahora sea K = k(z1, . . . , zn) y denotemos
Gal(k(zi)/k) = 〈σi〉 y G ∼= 〈σ1, . . . , σn〉. Sea z := α1z1 + · · · + αnzn con
α1, . . . , αn ∈ Fp no todos cero. Entonces si zpi − zi = ℘(zi) = γi, se tiene
zp − z = ℘(z) = ℘
( n∑
i=1
αizi
)
=
n∑
i=1
αi℘(zi) =
n∑
i=1
αiγi.
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Notemos que {γ1, . . . , γn} ⊆ k es linealmente independiente sobre Fp pues
si
∑n
i=1 αiγi = 0 con algu´n αi0 6= 0, entonces γi0 =
∑
i 6=i0 α
−1
i0
αiγi y por tanto
℘(zi0) = z
p
i0
− zi0 = γi0 =
∑
i 6=i0
α−1i0 αiγi
=
∑
i6=i0
α−1i0 αi(z
p
i − zi) = ℘
(∑
i 6=i0
α−1i0 αizi
)
,
lo cual implica que
℘
(
zi0 −
∑
i6=i0
α−1i0 αizi
)
= 0.
Por tanto zi0 −
∑
i6=i0 α
−1
i0
αizi = β ∈ Fp. Se sigue que
zi0 ∈ k(z1, . . . , zi0−1, zi0+1, . . . , zn) y que [K : k] ≤ pn−1
lo cual es absurdo. De esta forma tenemos que {γ1, . . . , γn} ⊆ k es un conjunto
linealmente independiente sobre Fp.
Regresando a la expresio´n z =
∑n
i=1 αizi, se tiene ℘(z) =
∑n
i=1 αiγi = γ.
Si tuvie´semos que γ ∈ ℘(k), digamos γ = ℘(A) con A ∈ k, entonces ℘(z−A) =
℘
(∑n
i=1 αizi−A
)
= 0. Por tanto
∑n
i=1 αizi−A = β ∈ Fp. Puesto que αi0 6= 0,
tendr´ıamos
zi0 = −
∑
i 6=i0
α−1i0 αizi + α
−1
i0
β + αi0A ∈ k(z1, . . . , zi0−1, zi0+1, . . . , zn),
lo cual es absurdo. Por tanto γ /∈ ℘(k) y [k(z) : k] = p.
Con este procedimiento obtenemos pn − 1 extensiones de grado p. Ahora
bien, si k(z) = k(w) con z =
∑n
i=1 αizi y w =
∑n
i=1 βizi, αi, βi ∈ Fp, se tiene
que z = jw + c con j ∈ F∗p y c ∈ k. Se sigue que c = 0 y que z = jw. De
esta forma obtenemos p
n−1
p−1 extensiones de grado p distintas y por tanto son
todas. Resumiendo, tenemos
Proposicio´n 12.4.1. Si K = k(z1, . . . , zn)/k es una p–extensio´n elemental
abeliana de grado pn y [k(zi) : k] = p, 1 ≤ i ≤ n, entonces las subextensiones
de grado p sobre k esta´n dadas por k(z) donde z = α1z1 + · · · + αnzn con
α1, . . . , αn ∈ Fp no todos cero. uunionsq
Ahora consideremos k/k0 un campo de funciones, como de costumbre, con
k0 perfecto y f(X) ∈ k0[X] y Gf ⊆ k0. Sea f(X) dado por (12.4.3). Sea
K = k(y) con f(y) = u ∈ k. Sea P un lugar de k. Se tiene el mismo resultado
que en el Teorema 12.3.8, a saber:
Teorema 12.4.2. Se puede seleccionar u ∈ k tal que o bien vP(u) ≥ 0 o bien
vP(u) = −λpm con λ ∈ N, mcd(λ, p) = 1 y 0 ≤ m < n. En el primer caso P
es no ramificado en K/k y en el segundo P es ramificado y pn−m | eP .
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Demostracio´n. Ma´s adelante (Teorema 12.4.5) veremos co´mo obtener todas
las subextensiones de grado p y una vez hecho esto, se puede usar esta informa-
cio´n para determinar el tipo de descomposicio´n de P. Aqu´ı presentamos otra
demostracio´n en el esp´ıritu de la de Hasse para extensiones de Artin–Schreier
[45].
(1) Si vP(u) ≥ 0, se tiene u ∈ OP con f(y) = u. Si definimos h(X) =
Irr(X, y, k), entonces h(X) | f(X) − u. Por tanto f(X) − u = h(X)l(X) y
f ′(X) = h′(X)l(X) + h(X)l′(X). Se sigue que f ′(y) = h′(y)l(y) + 0. De esta
forma obtenemos h′(y) | f ′(y).
Ahora, si y ∈ Op donde p es un primo de K sobre P, f ′(y) = a0 6= 0,
vP(a0) = 0 pues a0 ∈ k∗0 . Por tanto el diferente local satisface DOp/OP |
〈f ′(y)〉 = {1}. Por tanto p - DK/k y p es no ramificado.
Otra demostracio´n de lo anterior puede darse de manera ana´loga a la
Proposicio´n 10.3.9.
(2) Si vP(u) < 0, sea vP(u) = −λpm. Si m < n, u satisface las condiciones
del teorema. Si m ≥ n, ponemos λpm = λ1pn, u ∈ k ⊆ kP y pi un elemento
primo para P, vP(pi) = 1, pi ∈ k. Escribamos u en la forma
u =
b−λpm
piλpm
+
b−λpm+1
piλpm−1
+ · · ·+ b−1
pi
+b0 +b1pi+ · · · ∈ kP ∼= k(P)((pi)). (12.4.4)
Existe c ∈ k(P) tal que cpn = b−λ1pn . Sea C ∈ OP donde k(P) = OP/P,
tal que c = C mo´d P ∈ k(P). Sea z = y − Cpi−λ1 . Entonces k(z) = k(y) = K
y
f(z) = f(y)− f(Cpi−λ1)
= u− (Cpnpi−λ1pn + an−1Cpn−1pi−λ1pn−1 + · · ·
+ a1C
ppi−λ1p + a0Cpi−λ1)
=
b−λpm
piλpm
+
b−λpm+1
piλpm−1
+ · · ·+ b−1
pi
+ b0 + b1pi + · · ·
−
(b−λpm
piλpm
+
b−λpm+1
piλpm−1
+ · · ·+ b−λ1
piλ1
)
=
∑
i≥−λpm+1
γipi
i, γi ∈ k(P).
Por tanto vP(u − f(Cpi−λpm)) ≥ −λpm + 1 > −λpm. En resumen, si
vP(u) = −λpm con m ≥ n, existe δ ∈ k tal que si z := y − δ, entonces
k(z) = k(y) y vP(u− f(δ)) > −λpm.
Con este procedimiento podemos llevar la ecuacio´n a f(y) = u con vP(u) ≥
0 o vP(u) = −λpm, mcd(λ, p) = 1, λ > 0 y 0 ≤ m < n. Con esto terminamos
el proceso.
Si u es de esta u´ltima forma, veamos que para todo δ ∈ k, vP(u− f(δ)) ≤
vP(u), es decir, el valor de vP(u) es el ma´ximo posible con sustituciones del
tipo z = y − δ con δ ∈ k. Se tiene f(δ) = δpn + an−1δpn−1 + · · ·+ a1δp + a0δ.
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Si vP(δ) ≥ 0 entonces vP(f(δ)) ≥ 0 y puesto que vP(u) < 0, se sigue
vP(u− f(δ)) = mı´n{vP(u), vP(f(δ))} = vP(u).
Si vP(δ) < 0, v(δp
n
) = pnvP(δ) < pivP(δ) ≤ vP(ai)+pivP(δ) = vP(aiδpi).
Por tanto vP(f(δ)) = pnvP(δ) = vP(δp
n
). Ahora bien vP(f(δ)) ≡ 0 mo´d pn
y vP (u) 6≡ 0 mo´d pn. Por tanto vP(f(δ)) 6= vP(u) y vP(u − f(δ)) =
mı´n{vP(u), vP(f(δ))} ≤ vP(u).
Sea p un lugar de K sobre P. Entonces vp(y) < 0 y por tanto vp(f(y)) =
pnvp(y) = vp(y
pn). Por tanto vp(f(y)) = p
nvp(y) = vp(u) = ePvP(u) =
−ePλpm por lo que se sigue que pn−m | eP debido a que mcd(λ, p) = 1. uunionsq
Cuando u se escribe con respecto a un primo P como en el Teorema 12.4.2,
decimos que u esta´ en una forma normal con respecto a P. Una forma normal
no es u´nica en general.
En el caso en que k = k0(T ) es un campo de funciones racionales y Gf ⊆ k0
se tiene:
Teorema 12.4.3. Sean k = k0(T ) un campo de funciones racionales, f(X) ∈
k0[X] un polinomio aditivo dado por (12.4.3) y K = k(y) una p–extensio´n
elemental abeliana donde f(y) = u ∈ k y F (X) = f(X) − u ∈ k[X] es
irreducible de grado pn. Entonces se puede seleccionar u satisfaciendo
u =
r∑
i=1
Qi(T )
Pi(T )αi
+R(T ) (12.4.5)
donde P1, . . . , Pr son polinomios mo´nicos irreducibles distintos, Q1, . . . , Qr ∈
k0[T ], mcd(Qi, Pi) = 1, grQi < grP
αi
i , αi = λip
mi > 0 con 0 ≤ mi < n y
mcd(λi, p) = 1 para 1 ≤ i ≤ r y R(T ) es un polinomio tal que si R(T ) /∈ k0
entonces grR(T ) = λ0p
m > 0 con mcd(λ0, p) = 1, 0 ≤ m < n y si R(T ) ∈ k0
entonces o bien R(T ) = 0 o R(T ) /∈ f(k0) = {f(δ) | δ ∈ k0}.
Adema´s P1, . . . , Pr son exactamente los primos finitos de k ramificados en
K y p∞ es ramificado si y solamente si R(T ) /∈ k0.
Demostracio´n. Sea f(y) = u = g(T )h(T ) con mcd(g(T ), h(T )) = 1. Desarrollando
en fracciones parciales obtenemos
u =
r∑
i=1
βi∑
j=1
Q
(i)
j (T )
Pi(T )j
+R(T ),
donde grQ
(i)
j < grP
j
i para cualesquiera 1 ≤ j ≤ βi y 1 ≤ i ≤ r y S(T ) ∈ k0[T ].
Si β1 = λp
n > 0, entonces seleccionamos C ∈ k0[T ] tal que
C(T )p
n ≡ Q(1)β1 (T ) mo´d P1(T )
12.4 Polinomios aditivos 305
lo cual es posible hacer pues k0[T ]/(P1) es un campo perfecto. Usando la
sustitucio´n z = y− C
P1(T )λ
nos da que K = k(z) y f(z) = f(y)− f( C
P1(T )λ
)
=
u−f( C
P1(T )λ
)
= w. Se sigue que las valuaciones de w para un primo arbitrario
P 6= p∞ de k0 satisfacen:
vP(w)

≥ 0 si vP(u) ≥ 0
= −βj si P es el primo asociado a Pj(T ) para 2 ≤ j ≤ r
> −β1 si P es el primo asociado a P1(T ).
Repitiendo el proceso obtenemos para βj , 2 ≤ j ≤ r, que K = k(y) con
f(y) = u y u tiene la forma (12.4.5) excepto por R(T ).
Ahora si R(T ) = bdT
d + · · · + b0 satisface que d = λpn hacemos la sus-
titucio´n y = z − cTλ donde cpn = bd. Siguiendo este proceso llegamos a que
R(T ) ∈ k0 o grR(T ) = λpm con 0 ≤ m < n. Finalmente si R(T ) ∈ k0 y
R(T ) = f(δ) para algu´n δ ∈ k0, tomamos z = y − δ.
La ramificacio´n es consecuencia inmediata del Teorema 12.4.2. uunionsq
Definicio´n 12.4.4. Cuando la ecuacio´n f(y) = u que define a la extensio´n
K = k(y) satisface las condiciones del Teorema 12.4.3 decimos que la ecuacio´n
esta´ en una forma reducida.
Notemos que la forma reducida en general no es u´nica.
A continuacio´n generalizamos la Proposicio´n 12.3.1 para polinomios adi-
tivos en general.
Sea K = k(y) con f(y) = u ∈ k, f(X) ∈ k[X] un polinomio mo´nico aditivo
separable cuyas ra´ıces esta´n en k y F (X) = f(X) − u ∈ k[X] irreducible,
G = Gal(K/k) ∼= Gf ∼= Cnp .
Teorema 12.4.5. Las subextensiones de grado p sobre k de K/k esta´n dadas
por k(zH) con
zpH − zH =
u
fH(εH)p
,
donde H < Gf es un subespacio de Gf de codimensio´n 1, fH(X) =
∏
δ∈H(X−
δ) y Gf = H + FpεH, εH ∈ Gf . Ma´s au´n, k(zH) es el campo fijo bajo H:
k(zH) = KH y Gal(k(zH)/k) = 〈σεH〉 donde σεH(y) = y + εH. Se tiene
σεH(zH) = zH + 1.
Demostracio´n. Este resultado debe compararse con el Teorema 12.6.2 el cual
es ma´s general pero menos expl´ıcito. Se tiene que f(X) =
∏
α∈Fp fH(X −
αεH). Ahora bien, fH(X) es un polinomio aditivo (ver Proposicio´n 15.3.25) y
fH(X − αεH) = fH(X)− αfH(εH).
Denotemos Y := fH(X). Entonces
f(X) =
p−1∏
α=0
(Y − αfH(εH)) = fH(εH)p ·
p−1∏
α=0
( Y
fH(εH)
− α
)
= fH(εH)p
(( Y
fH(εH)
)p
− Y
fH(εH)
)
.
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As´ı,
f(X) = fH(X)p − fH(εH)p−1fH(X) = fH(εH)p
(( fH(X)
fH(εH)
)p
−
( fH(X)
fH(εH)
))
.
Esto es,
f(X) = fH(εH)p℘
( fH(X)
fH(εH)
)
= ℘fH(εH)(fH(X)).
De esta forma obtenemos f(X) = fH(εH)p(zp − z) donde z = YfH(εH) =
fH(X)
fH(εH)
. Sea
zH :=
fH(y)
fH(εH)
. (12.4.6)
Entonces
zpH − zH =
f(y)
fH(εH)p
=
u
fH(εH)p
o ℘fH(εH)
(
fH(εH)zH
)
= u.
Ma´s au´n, si {ε1, . . . , εn−1} es una Fp–base de H y si ponemos εn := εH,
entonces {ε1, . . . , εn−1, εn} es una base de Gf/Fp. Se tiene que si σεi(y) =
y + εi, entonces obtenemos que G = 〈σε1 , . . . , σεn−1 , σεn〉 y se tiene para
1 ≤ i ≤ n− 1
σεi(zH) = σεi
( fH(y)
fH(εn)
)
=
fH(y + εi)
fH(εn)
=
fH(y) + fH(εi)
fH(εn)
=
fH(y) + 0
fH(εn)
= zH,
y
σεn(zH) =
fH(y + εn)
fH(εn)
= zH + 1,
as´ı que k(zH)/k es una subextensio´n de K/k de grado p, el campo k(zH) es
el campo fijo bajo H y Gal(k(zH)/k) ∼= 〈σεH〉 donde σεH(y) = y + εH. uunionsq
Teorema 12.4.6. Sea f(X) ∈ k[X] un polinomio mo´nico aditivo separable de
grado pn con Gf ⊆ k. Sea K/k una p–extensio´n elemental abeliana de grado
pn. Entonces existen y ∈ K y u ∈ k tales que K = k(y) y f(y) = u.
Demostracio´n. Sean y1, . . . , yn ∈ K tales que K = k(y1, . . . , yn) y ypi − yi =
γi ∈ k. Sea G = Gal(K/k), G = 〈σ1, . . . , σn〉 con σi(yj) = yj + δij con
δij la delta de Kronecker. Sea {µ1, . . . , µn} una base de Gf sobre Fp. Sea
y :=
∑n
i=1 µiyi y sea f(X) dado como en (12.4.3).
Se tiene ypi = yi + γi, y
p2
i = y
p
i + γ
p
i = yi + γi + γ
p
i y en general y
pm
i =
yi + lm(γi) donde lm(γi) = γi + γ
p
i + · · ·+ γp
m−1
i , m ∈ N. Entonces
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f(µiyi) =
n∑
j=0
aj(µiyi)
pj =
n∑
j=0
aj(µ
pj
i yi + µ
pj
i lj(γi)) = yif(µi) + hi,
con hi =
∑n
j=0 ajµ
pj
i lj(γi) y yif(µi) = 0 pues µi ∈ Gf . As´ı,
f(y) = f
( n∑
i=1
µiyi
)
=
n∑
i=1
f(µiyi) =
n∑
i=1
hi = u ∈ k.
Si σ ∈ G, existen ν1, . . . , νn ∈ Fp tales que σ = σν11 · · ·σνnn y
σ(y) = σ
( n∑
i=1
µiyi
)
=
n∑
i=1
µi(yi + νi) = y +
n∑
i=1
νiµi.
Por tanto σ = Id ⇐⇒ σ(y) = y ⇐⇒ ∑ni=1 νiµi = 0 ⇐⇒ ν1 = · · · = νn =
0, confirmando que {µ1, . . . , µn} es base de Gf/Fp y que G = Gal(K/k) =
〈σ1, . . . , σn〉. uunionsq
12.5. Descomposicio´n de primos en p–extensiones
elementales abelianas de campos de funciones
Vamos a considerar k = k0(T ) un campo de funciones donde supondremos
que k0 es un campo finito con Fq ⊆ k0. El objetivo de esta seccio´n es describir
la descomposicio´n de los primos no ramificados en una p–extensio´n elemental
abeliana K de k dada por K = k(y) donde f(y) = u, f(X) ∈ k0[X] dado
por (12.4.3) y Gf ⊆ k0. Notemos que el grupo de descomposicio´n de cualquier
primo no ramificado, es c´ıclico y por tanto es de orden 1 o p. Supondremos
que la extensio´n K/k es geome´trica.
Un resultado fundamental que usaremos en esta seccio´n es la descomposi-
cio´n de p∞ en extensiones de Artin–Schreier (ver Proposicio´n 10.3.8).
Proposicio´n 12.5.1. Sea K/k una extensio´n c´ıclica de grado p tal que K =
k(w) con w ∈ K de la forma
wp − w = u =
r∑
i=1
Qi
P eii
+R(T ) =
Q
P e11 · · ·P err
+R(T ), (12.5.7)
donde Pi ∈ R+T , Qi ∈ RT , mcd(Pi, Qi) = 1, ei > 0, p - ei, grQi < grP eii ,
1 ≤ i ≤ r, grQ <∑ri=1 grP eii , R(T ) ∈ RT , con p - grR(T ) cuando R(T ) 6∈ k0
y R(T ) /∈ ℘(k0) cuando R(T ) ∈ k∗0 . Entonces el divisor primo p∞ es
(i) descompuesto si R(T ) = 0.
(ii) inerte si R(T ) ∈ k0 y R(T ) 6∈ ℘(k0).
(iii) ramificado si R(T ) 6∈ k0 (por lo que p - grR(T )). uunionsq
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Ejemplo 12.5.2. Sean k = F27(T ) y k(z)/k la 3–extensio´n elemental abeliana
de grado 27, definida por la siguiente ecuacio´n:
z27 − z = 1
(T + 1)54
+
1
T + 1
+ T 9 + T 3 + T + ω + 1 = u(T ),
donde ω ∈ F27, ω3 = ω + 2 y F27 = F3(ω). Primero observemos que si
y = z− 1
(T+1)2
, entonces k(y) = k(z) y y27−y = (z− 1
(T+1)2
)27−(z− 1
(T+1)2
) =
u(T )− 1
(T+1)54
+ 1
(T+1)2
. Esto es
y27 − y = 1
(T + 1)
2 +
1
T + 1
+ T 9 + T 3 + T + ω + 1 = r(T ).
Por el Teorema 12.3.8 los lugares P1, asociado al polinomio irreducible
p1(T ) = T +1 y P∞, son ramificados, ahora se procede al ca´lculo del ı´ndice de
ramificacio´n para estos lugares, para este fin se utiliza la Proposicio´n 12.3.1
en donde es posible obtener las 13 = 3
3−1
3−1 sub–extensiones de Artin-Schreier
donde las tres principales esta´n determinadas por las ecuaciones:
y31 − y1 = r(T ),
y1 = y
9 + y3 + y.
y32 − y2 = ωr(T ),
y2 = (ωy)
9 + (ωy)3 + ωy.
y33 − y3 = ω2r(T ),
y3 = (ω
2y)9 + (ω2y)3 + ω2y.
El siguiente diagrama representa las 3 sub–extensiones principales y algunas
3–extensiones elementales abelianas de grado 9.
k(y)
k(y1, y2) k(y1, y3) k(y2, y3) = k(y)
I
k(y1) k(y2) = k(y)
D k(y3)
k = F27(T )
3
3
3
Observemos que el lugar P1 es totalmente ramificado, esto es e(℘1|P1) = 27
para un lugar ℘1 sobre P1 ya que vP1(r(T )) = −2 el cual es primo relativo
con 3. Por otro lado, si z1,1 = y1−T 3, entonces k(z1,1) = k(y1) y z31,1− z1,1 =
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1
(T+1)2
+ 1T+1 + 2T
3 + T + ω + 1 ahora sea z1,2 = z1,1 + T − ω2, se tiene que
k(z1,2) = k(z1,1) = k(y1) y
z31,2 − z1,2 =
1
(T + 1)
2 +
1
T + 1
= r1(T ).
Por la Proposicio´n 12.5.1, P∞ es descompuesto en k(y1)/k.
En k(y2)/k, sea z2,1 = y2 + (2ω + 2)T
3, entonces k(z2,1) = k(y2) y z
3
2,1 −
z2,1 = (2ω + 1)T
3 + ωT + ω2 + ω + ω
(T+1)2
+ ωT+1 . De nuevo, si a la extensio´n
anterior se le realiza la sustitucio´n: z2,2 = z2,1 − 2ωT , entonces k(z2,2) =
k(z2,1) = k(y2) y
z32,2 − z2,2 =
ω
(T + 1)
2 +
ω
T + 1
+ ω2 + ω = r2(T ),
como ω2 + ω ∈ F27 −A(F27), por la Proposicio´n 12.5.1 se tiene que el primo
al infinito es inerte en k(y2)/k. Por u´ltimo, de manera ana´loga y con las
siguientes sustituciones: z3,1 = y3−(2ω2 +ω+2)T 3 y z3,2 = z3,1−(2ω2 +2)T ,
se obtiene k(z3,2) = k(z3,1) = k(y3), donde
z33,2 − z3,2 =
ω2
(T + 1)
2 +
ω2
T + 1
+ 2T + ω2 + ω + 2 = r3(T ).
Por lo tanto, P∞ es ramificado en k(y3)/k. Concluimos que el campo de
descomposicio´n del primo al infinito P∞ es k(y)D = k(y2) y por tanto el
campo de inercia es k(y)I = k(y2, y3). Luego la descomposicio´n para el primo
P∞ es: (e(℘∞|P∞), f(℘∞|P∞), h(℘∞|P∞)) = (3, 3, 3), para un lugar p∞ sobre
P∞ en k(y).
Regresando a nuestro estudio, observamos que con la hipo´tesis de ser de
grado p, separable, y con ra´ıces en el campo base, esencialmente hay u´nica-
mente un polinomio aditivo de grado p. Si Xp + aX es aditivo, sus ra´ıces son
iα con 0 ≤ i ≤ p− 1 y α = p−1√−a una ra´ız no cero fija de Xp +aX. Estamos
suponiendo que α ∈ F∗q . Entonces αp = −αa y
Xp + aX = αp
(
Zp − Z) con Z = X
α
, α ∈ F∗q ,
es decir, Xp + aX = αp℘
(
X
α
)
con αp−1 = −a.
Volvamos a la extensio´n K = k(y), Gal(K/k) ∼= Gf . Se tiene que la des-
composicio´n de p∞ en K, en caso de que sea no ramificado, es
Proposicio´n 12.5.3. Sea K = k(y)/k con f(y) = u y u dado en forma
reducida (12.4.5). Supongamos que p∞ es no ramificado en K/k. Si R(T ) =
0, entonces p∞ se descompone totalmente en K/k. Rec´ıprocamente, si p∞
se descompone totalmente, entonces existe una forma reducida f(y) = u en
donde R(T ) = 0.
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Demostracio´n. Si R(T ) = 0, entonces por el Teorema 12.4.5 y la Proposicio´n
12.5.1, se sigue que p∞ es descompuesto en todas las subextensiones de grado
p y por tanto p∞ es totalmente descompuesto en K/k.
Rec´ıprocamente, supongamos que p∞ es totalmente descompuesto. Sea
K = k(y1, . . . , yn) con k(yi)/k extensiones c´ıclicas de grado p dadas por ecua-
ciones de Artin–Schreier en forma reducida. Como p∞ es descompuesto en
todas ellas, por el Teorema 12.4.6, se tiene K = k(y0) con y0 =
∑n
i=1 µiyi,
{µ1, . . . , µn} una base de Gf sobre Fp, y en la forma reducida de f(y0) = u0,
el polinomio correspondiente al comportamiento de p∞ es 0. uunionsq
En el caso especial del polinomio aditivo f(X) = Xq −X, vamos a probar
algo ma´s que la Proposicio´n 12.5.3. Para esto probamos
Lema 12.5.4. Sea S ∈ Fqm . Entonces se tiene que µS ∈ im℘ para todo
µ ∈ Fq si y solamente si existe λ ∈ Fqm tal que S = λq − λ.
Demostracio´n. Consideremos el homomorfismo g : Fqm −→ Fqm , g(λ) = λq −
λ. Entonces nu´c g = Fq y | im g| = q
m
q . El homomorfismo de Artin–Schreier,
℘ : Fqm → Fqm , ℘(λ) = λp − λ, satisface que nu´c℘ = Fp y | im℘| = q
m
p .
Finalmente consideremos h : Fqm −→ Fqm dado por h(λ) = λ+λp+· · ·+λpn−1 ,
q = pn. Entonces h(λ)p − h(λ) = λq − λ. Se tiene que
(℘ ◦ h) = (h ◦ ℘) = g.
Ahora bien, si S = λq − λ para algu´n λ ∈ Fqm , entonces µS = (µλ)q − (µλ)
para todo µ ∈ Fq y se tiene
(µλ)q − (µλ) = g(µλ) = ℘(h(µλ)) ∈ im℘,
para todo µ ∈ Fq.
Rec´ıprocamente, supongamos que A :=
{
µS
}
µ∈Fq ⊆ im℘. Si S = 0 no hay
nada que probar. Consideremos S 6= 0. En caso de que S /∈ im g tendr´ıamos
µS /∈ im g para todo µ ∈ F∗q pues en caso contrario µS = λq − λ para algu´n
λ ∈ Fqm y para todo µ ∈ Fq, µq = µ y
S =
λq
µ
− λ
µ
=
(λ
µ
)q
−
(λ
µ
)
∈ im g,
lo cual es absurdo.
Bajo esta suposicio´n el subgrupo aditivo A =
{
µS
}
µ∈Fq de Fqm , tiene
cardinalidad q y cumple que A ∩ im g = {0}. Ya que A ⊆ im℘ y puesto que
g = ℘ ◦ h, de donde im g ⊆ im℘, se sigue que A+ im g ⊆ im℘. Por otro lado
tenemos
|A+ im g| = |A|| im g| = q · q
m
q
= qm >
qm
p
= | im℘|,
lo cual es una contradiccio´n. Por tanto A ∩ im g 6= {0}. Luego existe µ ∈ F∗q
con µS ∈ im g lo cual implica que S ∈ im g. Esto termina la demostracio´n. uunionsq
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Sea f(X) un polinomio aditivo dado por (12.4.3). Se debe tener el mis-
mo resultado que en el Lema 12.5.4, pero no tenemos la demostracio´n. Sea
Gf = LFp{ε1, . . . , εn} y consideremos los siguientes n subespacios de Gf de
codimensio´n 1:
Hi := LFp{ε1, . . . , εi−1, εi+1, . . . , εn}, 1 ≤ i ≤ n.
Sean fHi(X) = fi(X), ai = fi(εi) 6= 0.
Lo que necesitamos es tener:
n⋂
i=1
im℘ai = im f. (12.5.8)
Se tiene:
Proposicio´n 12.5.5. Sea K = k(y)/k con f(y) = u y u dado en la forma
reducida (12.4.5). Supondremos que p∞ es no ramificado en K/k. Si f(x) =
xq − x o si se satisface (12.5.8), entonces p∞ se descompone totalmente si y
solamente si R(T ) = 0.
Demostracio´n. Primero hacemos el caso particular f(X) = Xq −X. Se tiene
que p∞ se descompone totalmente en K/k si y solamente si se descompone
en todas las extensiones intermedias de grado p: ypµ − yµ = µu donde yµ =
h(µy) = (µy)p
n−1
+ · · · + (µy)p + (µy), µ ∈ F∗q . Esto u´ltimo es equivalente a
que µR(T ) ∈ im℘(Fqm) para toda µ ∈ Fq. Por el Lema 12.5.4 esto u´ltimo
equivale a que R(T ) = λq−λ para algu´n λ ∈ Fqm . Puesto que u esta´ en forma
reducida, se sigue que R(T ) = 0.
Para el caso general, por el Teorema 12.4.5, p∞ se descompone totalmente
en K/k si y solamente si p∞ se descompone en todas las subextensiones de
grado p dadas por
zpH − zH =
u
fH(εH)p
, (12.5.9)
para todo hiperplano H de Gf . El te´rmino de (12.5.9) que determina el com-
portamiento de p∞ es
R(T )
fH(εH)p
. Por tanto p∞ se descompone totalmente en
(12.5.9) si y solamente si R(T ) ∈ im℘fH(εH). El resultado es ahora consecuen-
cia inmediata de la ecuacio´n (12.5.8). uunionsq
A continuacio´n presentamos un resultado ana´logo a la Proposicio´n 12.5.1
para cierto tipo de p-extensiones elementales abelianas. Obse´rvese que en el
caso en el que el primo infinito es ramificado, no se precisa el comportamiento
del primo en la extensio´n.
Corolario 12.5.6. Sean k = k0(T ) un campo de funciones racionales y K =
k(y) una p-extensio´n elemental abeliana de k dada por una forma reducida
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yq − y = u =
r∑
i=1
Qi(T )
Pi(T )αi
+R(T )
satisfaciendo las condiciones del Teorema 12.4.3.
Entonces el divisor primo p∞ es
(i) totalmente descompuesto si R(T ) = 0.
(ii) no ramificado con grado de inercia p si R(T ) ∈ k0 y R(T ) 6∈ {λq −
λ|λ ∈ k0}.
(iii) ramificado si R(T ) 6∈ k0. uunionsq
Sea K = k(y) dado por (12.4.5) y sean Pi los divisores primos asociados
a Pi(T ), 1 ≤ i ≤ r. Sea P un divisor primo tal que P /∈ {P1, . . . ,Pr, p∞}.
Entonces P es no ramificado y por tanto su grupo de descomposicio´n es c´ıclico
pues corresponde al grupo de Galois de una extensio´n de campos finitos, a sa-
ber, de los campos residuales. Por tanto P o bien es totalmente descompuesto
en K/k o tiene grado de inercia p. Los siguiente resultados nos dan el tipo de
descomposicio´n de P.
Primero estudiaremos el caso Artin–Schreier.
Proposicio´n 12.5.7. Sean P y K/k como antes. Escribamos la ecuacio´n
(12.5.7) como
yp − y = u(T ),
con u(T ) = g(T )h(T ) ∈ k = k0(T ) tal que mcd(g(T ), h(T )) = 1. Sea P (T ) ∈ R+T
el polinomio irreducible asociado a P, digamos que grP (T ) = m. Sea ν ∈ k′
una ra´ız de P , donde k′ es el campo de descomposicio´n del polinomio P (T ).
Entonces P se descompone totalmente en K/k si y solamente si u(ν) ∈ ℘(k′).
Demostracio´n. . Se tiene [k′ : k] = m. Sean ν = ν1, . . . , νm las ra´ıces de P
en k′, P (T ) =
∏m
i=1(T − νi). Se tiene que P se descompone totalmente en
k′(T ) := km/k = k0(T ). Aqu´ı km denota la extensio´n de constantes de k de
grado m. Puesto que estamos suponiendo que la extensio´n K/k es geome´trica,
se tiene que km ∩K = k y por tanto P se descompone totalmente en K/k si
y solamente si Q se descompone totalmente en Km/km donde Km = Kkm y
Q es un primo en km sobre P.
K Km
k P es totalmente
descompuesto
km
Digamos queQ es el primo asociado a T−ν ∈ km. Puesto que vP(u(T )) ≥ 0
se tiene que vQ(u(T )) ≥ 0 por lo que T − ν - h(T ) y h(ν) 6= 0. Adema´s
g(ν) = 0 ⇐⇒ vP(u(T )) > 0. Se tiene que grkm Q = 1. Hacemos a Q el
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primo infinito en km, esto es, sea T
′ = 1T−ν , (T
′)km =
Q′0
Q′∞ =
Q∞
Q , donde
(T )km =
Q0
Q∞ . Se tiene T =
1
T ′ + ν.
Escribimos u1(T
′) := u(T ) = u
(
1
T ′ + ν
)
=
g
(
1
T ′+ν
)
h
(
1
T ′+ν
) = g( 1T ′ (1+T ′ν))
h
(
1
T ′ (1+T
′ν)
) .
Sean g(T ) = asT
s + as−1T s−1 + · · ·+ a1T + a0, as 6= 0, ai ∈ k0, 0 ≤ i ≤ s;
h(T ) = btT
t + bt−1T t−1 + · · ·+ b1T + b0, bt 6= 0, bj ∈ k0, 0 ≤ j ≤ t. Entonces
g
( 1
T ′
(1 + T ′ν)
)
=
1
(T ′)s
(
as + · · ·+ g(ν)(T ′)s
)
=
1
(T ′)s
g1(T
′);
h
( 1
T ′
(1 + T ′ν)
)
=
1
(T ′)t
(
bt + · · ·+ h(ν)(T ′)t
)
=
1
(T ′)t
h1(T
′).
Se sigue que
grT ′ g1(T
′) ≤ s; grT ′ h1(T ′) = t.
Por tanto
grT ′ u1(T
′) = grT ′ g1(T
′)− s ≤ 0, y vQ(u1(T ′)) = s− grT ′(g1(T ′)) ≥ 0.
La forma reducida de u1(T
′) es
u1(T
′) =
r′∑
j=1
Q′j(T
′)
(P ′j(T ′))
e′j
+ u(ν).
Por tanto Q se descompone en Km/km ⇐⇒ u(ν) ∈ ℘(k′). Esto demuestra
la proposicio´n. uunionsq
El caso general es consecuencia de la Proposicio´n 12.5.7. De hecho, sea
K = k(y) donde y esta´ dado por la forma reducida (12.4.5). Suponemos P es
no ramificado en K/k. Por el Teorema 12.4.5, usando la notacio´n de ah´ı, se
tiene que todas las subextensiones de K de grado p sobre k esta´n dadas por
(12.5.9).
Entonces como consecuencia de estas expresiones y de las Proposiciones
12.5.5 y 12.5.7, obtenemos el resultado principal de esta seccio´n.
Teorema 12.5.8. Con las notaciones anteriores, sea P un divisor primo de
grado m no ramificado en K/k. Entonces se tiene que P se descompone to-
talmente en K/k ⇐⇒ para todo hiperplano H se cumple
u(ν)
1
fH(εH)p
∈ ℘(k′),
y P tiene grado de inercia p en K/k ⇐⇒ existe un hiperplano H tal que
u(ν)
1
fH(εH)p
/∈ ℘(k′).
Equivalentemente, si (12.5.8) se satisface, entonces se tiene que P se des-
compone totalmente en K/k ⇐⇒ u(ν) ∈ f(k′). uunionsq
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12.6. Generacio´n de p–extensiones elementales
abelianas
Sea k un campo arbitrario de caracter´ıstica p > 0 y sea f(X) ∈ k[X] un
polinomio aditivo dado por (12.4.3) y donde Gf ⊆ k. Sea u ∈ k tal que F (X) =
f(X)−u ∈ k[X] es irreducible. Sea K = k(y) donde f(y) = u, Gal(K/k) ∼= Gf .
Se tiene que K/k tiene (p
n−1)(pn−p)···(pn−pm−1)
(pm−1)(pm−p)···(pm−pm−1) subextensiones k ⊆ E ⊆ K
tales que [E : k] = pm.
Queremos ver que´ relacio´n satisfacen y y z si K = k(y) = k(z) y f(z) =
χ ∈ k. En el caso de extensiones de Artin–Schreier la relacio´n la conocemos
por el Corolario 12.2.2. El siguiente resultado generaliza el Corolario 12.2.2.
Este es el resultado principal de esta seccio´n.
Teorema 12.6.1. Con las notaciones anteriores, los siguientes enunciados
son equivalentes:
(i) k(y) = k(z),
(ii) existen An−1, An−2, . . . , A1, A0 ∈ Gf que satisfacen que
An−1βp
n−1
+An−2βp
n−2
+ · · ·+A2βp2 +A1βp +A0β = 0
con β ∈ Gf ⇐⇒ β = 0
y D ∈ k tales que
z = An−1yp
n−1
+An−2yp
n−2
+· · ·+A2yp2 +A1yp+A0y+D. (12.6.10)
El Teorema 12.6.1 es consecuencia inmediata del siguiente teorema ma´s
general.
Teorema 12.6.2. Sea K = k(y). Entonces las siguientes condiciones son
equivalentes:
(i) E = k(z) con k ⊆ E ⊆ K, [E : k] = pm y donde g(z) = χ ∈ k para
algu´n χ ∈ k y para algu´n polinomio aditivo g(X) tal que g(X) | f(X),
esto es, g = fV para un subgrupo aditivo de Gf de dimensio´n m sobre
Fp,
(ii) existen An−1, An−2, . . . , A1, A0 ∈ Gf , C ∈ k y un Fp–subespacio
vectorial H de Gf de dimensio´n n−m tales que
(1) z satisface
z = An−1yp
n−1
+An−2yp
n−2
+ · · ·+A2yp2 +A1yp +A0y + C.
(12.6.11)
(2) para β ∈ Gf ,
An−1βp
n−1
+An−2βp
n−2
+ · · ·+A2βp2 +A1βp +A0β = 0
⇐⇒ β ∈ H.
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La relacio´n entre E y (12.6.11) esta´ dada de la siguiente forma. Si
H = LFp{µm+1, · · · , µn} donde {µ1, . . . , µn} es la base de Gf tal que si
G = 〈σ1, . . . , σn〉, σi(y) = y + µi, 1 ≤ i ≤ n, entonces E es el cam-
po fijo por el subgrupo H := 〈σm+1, . . . , σn〉 de G. Esto es, H corresponde
a H bajo el isomorfismo dado en la Proposicio´n 12.3.6 y si Gf = H ⊕ V ,
g(X) = fV (X) =
∏
δ∈V (X − δ) | f(X).
Demostracio´n. Sea G = Gal(K/k) = 〈σ1, . . . , σn〉 con σi(y) = y + µi, donde
µi ∈ Gf y {µ1, . . . , µn} es una Fp–base de Gf . Ma´s precisamente, se tiene
que si σ1, . . . , σn ∈ G con σi(y) = y + µi, entonces G = 〈σ1, . . . , σn〉 ⇐⇒
{µ1, . . . , µn} es base de Gf/Fp. Notemos que para 0 ≤ αi ≤ p− 1, 1 ≤ i ≤ n,
σ = σα11 · · ·σαnn se satisface σ(y) = y +
∑n
i=1 αiµi.
Primero consideremos un subcampo E de K de grado pm sobre k. Podemos
seleccionar un conjunto de n generadores de G = Gal(K/k) = 〈σ1, . . . , σn〉 de
tal forma que E = K〈σm+1,...,σn〉 es el campo fijo bajo H = 〈σm+1, . . . , σn〉.
Se tiene que Gal(K/E) = 〈σm+1, . . . , σn〉.
Sea θ : G → Gf el isomorfismo dado por σi 7→ µi, 1 ≤ i ≤ n. Sea H =
θ(H) < Gf y sea V cualquier seccio´n de la sucesio´n exacta
0 −→ H i−→ Gf pi−→ Gf/H −→ 0,
es decir, V = ϕ(Gf/H) < Gf donde ϕ : Gf/H −→ Gf satisface pi ◦ϕ = IdGf/H.
Se tiene Gf ∼= H⊕ V como Fp–espacios vectoriales.
Por el Teorema 12.4.6, tenemos que existen z ∈ E y χ ∈ k tales que
E = k(z) con fV (z) = χ ∈ k y fV (X) =
∏
δ∈V (X−δ) |
∏
δ∈Gf (X−δ) = f(X).
Se tiene que Gal(E/k) ∼= 〈σ¯1, . . . , σ¯m〉 donde σ¯i = σi|E o σ¯i = σi mo´d
Gal(K/E).
Ahora bien, sea σi(z) = z+γi, 1 ≤ i ≤ m, donde {γ1, . . . , γm} es una base
de V y σj(z) = z para m + 1 ≤ j ≤ n. Por notacio´n ponemos γj = 0 para
m+ 1 ≤ j ≤ n.
Sean An−1, An−2, . . . , A1, A0 ∈ Gf arbitrarios y sea
w := An−1yp
n−1
+An−2yp
n−2
+ · · ·+A2yp2 +A1yp +A0y. (12.6.12)
Esto es, si denotamos l(X) = An−1Xp
n−1
+ · · · + A1Xp + A0X, entonces
w = l(y).
Probemos que existen An−1, An−2, . . . , A1, A0 ∈ Gf y D ∈ k tales que
z = w +D. (12.6.13)
Se tiene
σi(w) = σi(l(y)) = l(σi(y)) = l(y + µi) = l(y) + l(µi) = w + l(µi). (12.6.14)
Se sigue que
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σi(w) = w + γi, 1 ≤ i ≤ n ⇐⇒ l(µi) = γi, 1 ≤ i ≤ n (12.6.15)
⇐⇒ M

A0
A1
...
An−2
An−1
 =

γ1
γ2
...
γn−1
γn
 =

γ1
...
γm
0
...
0

,
donde M es la matriz
M =

µ1 µ
p
1 · · · µp
n−2
1 µ
pn−1
1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n
 .
A M se le conoce como matriz de Moore.
Veamos que M es no singular. Sea
B(X) :=

X Xp · · · Xpn−2 Xpn−1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n
 =

F (X)
F (µ2)
...
F (µn−1)
F (µn)
 ,
donde F (Z) := [Z Zp · · · Zpn−2 Zpn−1 ] con Z ∈ {X,µ2, . . . , µn} denota
las filas de B(X). Se tiene que B(µ1) = M y detB(X) es un polinomio aditivo
en k[X] de grado pn−1.
Sean (i2, . . . , in) ∈ Fn−1p y ξ = i2µ2 + · · ·+ inµn. Entonces:
B(ξ) =

F (i2µ2 + · · ·+ inµn)
F (µ2)
...
F (µn−1)
F (µn)
 =

i2F (µ2) + · · ·+ inF (µn)
F (µ2)
...
F (µn−1)
F (µn)
 .
Por tanto detB(ξ) = 0 para todo ξ ∈ {i2µ2 +· · ·+inµn | i2, . . . , in ∈ Fp} = C.
Puesto que {µ2, . . . , µn} es un conjunto linealmente independiente sobre Fp, se
tiene que |C| = pn−1 = grB(X). De esta forma, tenemos que C es el conjunto
de ra´ıces de detB(X). En particular, puesto que µ1 /∈ C, detB(µ1) = detM 6=
0 y M es no singular.
Por tanto (12.6.15) tiene una solucio´n u´nica:
12.6 Generacio´n de p–extensiones elementales abelianas 317

A0
A1
...
An−2
An−1
 = M−1

γ1
...
γm
0
...
0

. (12.6.16)
Sea β =
∑n
i=1 ciµi ∈ Gf con ci ∈ Fp, 1 ≤ i ≤ n. Por tanto
l(β) = l(
n∑
i=1
ciµi) =
n∑
i=1
l(ciµi) =
n∑
i=1
cil(µi) =
n∑
i=1
ciγi =
m∑
i=1
ciγi.
Se sigue que l(β) = 0 ⇐⇒ c1 = . . . = cm = 0 ⇐⇒ β ∈ LFp{µm+1, . . . , µn} =
H.
Finalmente, se tiene que σi(z − w) = z − w para todo 1 ≤ i ≤ n, por lo
que z − w = D ∈ k y z esta´ en la forma (12.6.11).
Para probar el rec´ıproco, sea z dado por (12.6.11), z = l(y) +D. Entonces
σi(z) = σi(l(y)+D) = l(σi(y))+D = l(y+µi)+D = l(y)+l(µi)+D = z+l(µi)
y se tiene l(µi) = 0 ⇐⇒ i ≥ m + 1. Por tanto k(z) ⊆ K〈σm+1,...,σn〉. Ahora
bien, para cualesquiera c1, . . . , cm ∈ Fp, no todos cero, σc11 · · ·σcmm (z) = z+l(β)
con β =
∑m
i=1 ciµi 6= 0, l(β) 6= 0, lo que implica que [k(z) : k] ≥ pm. Se sigue
que [k(z) : k] = pm y que k(z) = K〈σm+1,...,σn〉.
Sean ξi := l(µi), 1 ≤ i ≤ m, V = LFp{ξ1, . . . , ξm} y fV (X) | f(X).
Entonces
fV (z) = fV (l(y) +D) = fV
( n−1∑
i=0
Aiy
pi +D
)
=
n−1∑
i=0
fV (Aiy
pi) + fV (D) = χ.
Veamos que χ = fV (z) ∈ k.
Se tiene que si σ := σc11 · · ·σcnn ∈ G = Gal(K/k) entonces para µ :=∑n
i=1 ciµi, σ(y) = y + µ, se tiene
σ(fV (z)) = σ(fV (l(y) +D)) = fV (l(y + µ) +D) = fV (l(y) + l(µ) +D)
= fV (l(y) +D) + fV (l(µ)) = fV (z) + fV (l(µ)).
Finalmente,
l(µ) =
n∑
i=1
cil(µi) =
m∑
i=1
ciξi ∈ V,
por lo que fV (l(µ)) = 0 y σ(fV (z)) = fV (z) para todo σ ∈ Gal(K/k). Se sigue
que χ = fV (z) ∈ k y esto termina la demostracio´n. uunionsq
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12.7. Existencia de p–extensiones c´ıclicas
Como mencionamos en la introduccio´n, Artin y Schreier profundizaron
su me´todo y encontraron las extensiones c´ıclicas de grado p2. Su te´cnica fue
el primer paso para lo que vendr´ıa en los siguientes an˜os: los resultados de
Albert, Schmid y Witt.
Veamos como podemos construir extensiones c´ıclicas de grado pn en carac-
ter´ıstica p. Sea G un grupo c´ıclico de orden pn. Sea K/k una extensio´n c´ıclica
de grado pn−1. Sean 〈ϕ〉 = Gal(K/k), o(ϕ) = pn−1, χ ∈ F∗p = {1, . . . , p− 1} y
L = K(θ) una extensio´n c´ıclica de grado p tal que L/k es una extensio´n c´ıclica
de grado pn. Sea 〈σ〉 = Gal(L/k), o(σ) = pn tal que ϕ = σ mo´d Gal(L/K), es
decir, ϕ = σ|K . Sea σp
n−1
= ψ, 〈ψ〉 = Gal(L/K).
L∣∣∣∣ 〈ψ〉
K∣∣∣∣ 〈ϕ〉
k

〈σ〉 Ahora, L/K es una extensio´n c´ıclica de grado p, es decir,
una extensio´n de Artin–Schreier. As´ı, podemos escoger θ tal que ℘θ = θp−θ =
γ ∈ K y tal que ψθ = θ + χ o, equivalentemente, (ψ − 1)θ = χ. Se tiene que
(ψ − 1)(σ − 1)θ = (σ − 1)(ψ − 1)θ = (σ − 1)χ = 0,
es decir, δ := (σ − 1)θ ∈ K. Adema´s
(ϕ− 1)γ = (ϕ− 1)(℘θ) = (σ − 1)(℘θ) = ℘((σ − 1)θ) = ℘δ,
y se tiene
TrK/k δ =
pn−1−1∑
i=0
ϕiδ =
ϕp
n−1 − 1
ϕ− 1 δ =
σp
n−1 − 1
σ − 1 (σ − 1)θ
= (σp
n−1 − 1)θ = (ψ − 1)θ = χ.
En resumen, si L/k es una extensio´n c´ıclica de grado pn que contiene a
K, entonces existen θ ∈ L, γ ∈ K, χ ∈ {1, 2, . . . , p − 1} y δ ∈ K tales que si
σ|K = ϕ, σpn−1 = ψ, entonces
(a) ℘θ = γ,
(b) (ψ − 1)θ = χ,
(c) (σ − 1)θ = δ,
(d) (ϕ− 1)γ = ℘δ,
(e) TrK/k δ = χ.
Rec´ıprocamente, sea K/k una extensio´n c´ıclica de grado pn−1. Como K/k
es una extensio´n separable, existe δ ∈ K con TrK/k δ = χ, χ ∈ F∗p. En parti-
cular,
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TrK/k ℘(δ) = ℘(TrK/k δ) = ℘(χ) = χ
p − χ = χ− χ = 0.
Por el Teorema 90 de Hilbert, existe γ ∈ K tal que (ϕ−1)γ = ℘δ, donde 〈ϕ〉 =
Gal(K/k). Si δ′ es cualquier otro elemento tal que TrK/k δ′ = χ, entonces
TrK/k(δ
′ − δ) = 0. Nuevamente por el Teorema 90 de Hilbert, existe α ∈ K
tal que δ′ − δ = (ϕ − 1)α. Se tiene δ′ = δ + (ϕ − 1)α. Al sustituir δ por
δ′ = δ + (ϕ− 1)α, tenemos
(ϕ− 1)(γ + ℘α) = (ϕ− 1)γ + ℘((ϕ− 1)α) = ℘δ + ℘((ϕ− 1)α)
= ℘(δ + (ϕ− 1)α) = ℘δ′.
Es decir, la sustitucio´n δ ↔ δ + (ϕ − 1)α corresponde a la sustitucio´n γ ↔
γ + ℘α, α ∈ K.
Veamos que γ 6= ℘β para β ∈ K. En caso contrario, si γ = ℘β para algu´n
β ∈ K, cambiando γ por γ′ = γ−℘β = 0, se tendr´ıa (ϕ−1)γ′ = 0 = ℘δ′, esto
es, δ′ ∈ Fp y TrK/k δ′ = 0 = χ lo cual es absurdo. Esto prueba que γ /∈ ℘(K).
Sea θ una solucio´n de la ecuacio´n xp − x − γ ∈ K[x], es decir, ℘θ = γ,
θ /∈ K. Sea L = K(θ). Se tiene [L : k] = pn. Ahora, ℘(θ + δ) = ℘θ + ℘δ =
γ + (ϕ− 1)γ = ϕγ. Sea
σ : L→ L definida por σθ = θ + δ y σ|K = ϕ.
Se tiene que
σp
n−1
θ − θ = (σpn−1 − 1)θ =
( pn−1−1∑
i=0
σi
)
(σ − 1)θ
=
( pn−1−1∑
i=0
σi
)
δ =
pn−1−1∑
i=0
ϕiδ = TrK/k δ = χ.
Esto es, σp
n−1
θ = θ + χ 6= θ por lo que σ tiene orden pn. As´ı, L/k es c´ıclica
generada por σ. En resumen, tenemos
Teorema 12.7.1 (Witt [143]). Sea K/k una extensio´n c´ıclica de grado
pn−1, n ≥ 2. Entonces para construir cualquier extensio´n c´ıclica L/k de grado
pn que contenga a K, se eligen de manera arbitraria los siguiente:
(i) Un generador ϕ de Gal(K/k).
(ii) Un elemento χ 6= 0 en Fp, es decir, χ ∈ {1, 2, . . . , p− 1}.
(iii) Una solucio´n δ ∈ K de la ecuacio´n TrK/k δ = χ.
(iv) Una solucio´n γ ∈ K de la ecuacio´n (ϕ− 1)γ = ℘δ.
La extensio´n L se obtiene como L = K(θ) donde ℘θ = γ. Cualquier otra
extensio´n de este tipo se obtiene sustituyendo γ por γ + c con c ∈ k. uunionsq.
Este es el resultado clave usado por Schmid para generar extensiones c´ıcli-
cas de grado pn en caracter´ıstica p.
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12.7.1. La construccio´n de Schmid
Sea k un campo arbitrario de caracter´ıstica p. Sea Ki una extensio´n c´ıclica
de k de grado pi con Gal(Ki/k) = 〈ϕi〉, i = 1, 2, . . . , n. Sea Ti := TrKi/k.
Suponemos k j K1 j . . . j Kn = L. Seleccionamos χ = 1 en el resultado
de Witt (Teorema 12.7.1). Sea ci ∈ Ki un elemento tal que Tici = 1 y como
de costumbre sea ℘x = xp − x. Sea ∆i el operador ϕi − 1. La extensio´n
Ki/Ki−1 esta´ dada por Ki = Ki−1(vi), i = 2, 3, . . . con ℘vi = zi−1 ∈ Ki−1 y
∆i−1zi−1 = ℘ci−1. Se tiene que ϕi(vi) = vi + ci−1.
Consideremos el elemento α = −vp−11 ∈ K1. Sea Xi := vi + i, 1 ≤ i ≤ p.
Sean σi las funciones sime´tricas elementales en X1, . . . , Xp:
σ0 = 1, σ1 =
p∑
i=1
Xi, σ2 =
∑
i<j
XiXj , . . . , σp = X1 · · ·Xp
y sean
ρm := X
m
1 + · · ·+Xmp para m ≥ 1 y ρ0 = p = 0.
Se tiene
Y p − Y − β1 =
p∏
i=1
(Y − (vi + i) =
p∏
i=1
(Y −Xi) =
p∑
i=0
(−1)iσiY p−i,
por lo que (−1)p∏pi=1Xi = −β1, esto es, σ1 = · · · = σp−2 = 0, σp−1 = −1 y
σp = β1.
Por las identidades de Newton
ρp−1 − ρp−2σ1 + · · ·+ (−1)p−2ρ1σp−2 + (−1)p−1σp−1(p− 1) = 0
se obtiene ρp−1 = (−1)p−1σp−1 = (−1)p = −1. Por otro lado
ρp−1 =
p∑
i=1
(vi + i)
p−1 = TrK1/k v
p−1
1 = −1.
Por lo tanto TrK1/k(−vp−11 ) = 1. Este es el δ correspondiente al Teorema
12.7.1 (iii).
En el caso general consideramos cn := (−1)n
∏n
i=1 v
p−1
i , se tiene
TrKn/k cn = TrKn−1/k TrKn/Kn−1
{
(−1)n
n∏
i=1
vp−1i
}
= TrKn−1/k
(
(−1)n
n−1∏
i=1
vp−1i TrKn/Kn−1 v
p−1
n
)
= TrKn−1/k
(
(−1)n
n−1∏
i=1
vp−1i (−1)
)
= TrKn−1/k cn−1.
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Por lo tanto, se sigue por induccio´n que TrKn/k cn = 1 y estos elementos
sirven para la construccio´n. Schmid construyo´ en general las extensiones y
probo´ que la extensio´n c´ıclica Kn/k en general esta´ dada por
K1 = k(v1), ℘v1 = β1, ∆1v1 = 1,
K2 = K1(v2), ℘v2 = z1 + β2, ∆2v2 = c1, ∆1z1 = ℘c1
K3 = K2(v3), ℘v3 = z2 + β3, ∆3v3 = c2, ∆2z2 = ℘c2
...
...
...
...
...
Kn = Kn−1(vn), ℘vn = zn−1 + βn, ∆nvn = cn−1, ∆n−1zn−1 = ℘cn−1
(12.7.17)
donde Kn esta´ determinada por los elementos β1, . . . , βn ∈ k arbitrarios,
β1 /∈ ℘(k) y donde ∆i = ϕi − 1, ϕi(vi) = vi + ci−1, 〈ϕi〉 = Gal(Ki/k).
Las ecuaciones que encontro´ Schmid para generar las extensiones c´ıclicas
fueron reconocidas por Witt en forma vectorial y esto dio lugar a los vectores
de Witt.
12.7.2. Vectores de Witt
Sea p un nu´mero primo fijo. Para un vector x = (x1, x2, . . .) con una
cantidad a lo ma´s numerable de componentes xn, en caracter´ıstica 0, se definen
las componentes fantasmas de x por
x(t) = xp
t−1
1 + px
pt−2
2 + · · ·+ pt−1xt =
t∑
i=1
pi−1xp
t−i
i , t = 1, 2, . . . (12.7.18)
Rec´ıprocamente, xt puede ser calculado recursivamente como un polinomio
en x(1), x(2), . . . , x(t) a partir de (12.7.18). Esta correspondencia puede ser
expresada como
x = (x1, x2, x3, . . . | x(1), x(2), x(3), . . .).
La suma
•
+, la diferencia
•− y el producto •× de Witt se definen por
x
•±
×
y :=
(
?, ?, . . . | x(1)±
×
y(1), x(2)±
×
y(2), . . .
)
. (12.7.19)
Esto es, las componentes fantasma se operan te´rmino a te´rmino y las
componentes usuales se calculan a partir de los resultados que se obtengan en
las componentes fantasma.
Notemos que (x)(n) y x(n) denotan lo mismo, a saber, la n–componente
fantasma del vector x. Similarmente (x)n y xn denotan lo mismo, la n–
componente de x.
Lo anterior puede precisarse de la siguiente forma. Consideremos tres fa-
milias
{
xi, yj , z`
}N
i,j,`=1
donde N ∈ N ∪ {∞}, de variables independientes
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sobre Q y consideramos el anillo R = Q[xi, yj , z`]i,j,`. Sea RN el producto
R× . . .×R× . . .︸ ︷︷ ︸
N
. Por abuso del lenguaje, denotamos por RN al anillo que
como conjunto base tiene al mismo conjunto RN y cuyas operaciones son
te´rmino a te´rmino (esto corresponde a las componentes fantasma) y sea RN
el anillo que como conjunto sigue siendo RN pero con las operaciones de Witt:
sea ϕ : RN → RN dado por ϕ(a1, a2, . . . , aN ) =
(
a(1), a(2), . . . , a(N)
)
donde
a(m) := ap
m−1
1 + pa
pm−2
2 + · · ·+ pm−1am, m = 1, 2, . . . , N.
Se tiene que ϕ es un mapeo biyectivo y el inverso ψ : RN → RN esta´ dado
por ψ
(
a(1), a(2), . . . , a(N)
)
= (a1, a2, . . . , aN ) donde
am :=
1
pm−1
(
a(m) − apm−11 − pap
m−2
2 − · · · − pm−2apm−1
)
, m = 1, . . . , N.
Entonces las operaciones
•
+,
•−, •× sobre RN se definen por
a
•±
×
b :=
(
aϕ±
×
bϕ
)ϕ−1
=
(
aϕ±
×
bϕ
)ψ
. (12.7.20)
En otras palabras, dados dos vectores en RN , los trasladamos a R
N y
ah´ı los operamos de la manera usual, es decir, componente por componente
y al resultado lo volvemos a RN . Como R
N es conmutativo con unidad, RN
tambie´n es conmutativo con unidad. Por ejemplo si N = 2, entonces dados
x,y
x = (x1, x2 | x(1), x(2)) = (x1, x2 | x1, xp1 + px2),
y = (y1, y2 | y(1), y(2)) = (y1, y2 | y1, yp1 + py2),
se tiene que
z = x
•
+ y = (z1, z2 | z(1), z(2)) = (z1, z2 | z1, zp1 + pz2)
= (?, ? | x1 + y1, xp1 + px2 + yp1 + py2).
Esto es z1 = x1 + y1, z
p
1 + pz2 = x
p
1 + px2 + y
p
1 + py2. Por lo tanto
z2 =
1
p
(
xp1 + px2 + y
p
1 + py2 − (x1 + y1)p
)
=
1
p
(
px2 + py2 −
p−1∑
i=2
(
p
i
)
xi1y
p−i
1
)
= x2 + y2 −
p−1∑
i=2
1
p
(
p
i
)
xi1y
p−i
1 .
Por lo tanto
z = x
•
+ y =
(
x1 +y1, x2 +y2−
p−1∑
i=2
1
p
(
p
i
)
xi1y
p−i
1 | x1 +y1, xp1 +px2 +yp1 +py2
)
.
A continuacio´n introducimos las siguientes operaciones en los vectores de
Witt que son de gran utilidad para obtener informacio´n de la naturaleza del
anillo RN .
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Definicio´n 12.7.2. Se define el operador de corrimiento V : RN → RN por
V (x1, . . . , xn, . . .) = (0, x1, . . . , xn, . . .),
V i(x1, . . . , xn, . . .) = (0, . . . , 0, x1
↑
i+1
, . . . , xn, . . .), i ∈ N,
y se define la funcio´n componente { } : R→ RN ,
{u} := (u, 0, . . . , 0, . . .) = (u, 0, . . . , 0, . . . | u, up, up2 , . . .),
{u}(n) = upn−1 , n ≥ 1, y u1 = u, un = 0, n ≥ 2.
Notemos que V i({u}) = (0, . . . , 0, u
↑
i+1
, 0, . . .).
Observacio´n 12.7.3. Se tiene
(V x)(n) = px(n−1), n = 1, 2, . . . , donde x(0) = 0. (12.7.21)
En efecto (V x)(n) = (0, x1, . . . , xm, . . .)
(n) = 0p
n−1
+ pxp
n−2
1 + · · ·+ pn−1xn−1
y x(n−1) = xp
n−2
1 + px
pn−3
2 + · · ·+ pn−2xn−1, de donde se sigue la igualdad.
En otras palabras tenemos
V x = (0, x1, x2, . . . | 0, px(1), px(2), . . .). (12.7.22)
Para s = 0, 1, 2, . . . se tiene
V sx = (0, . . . , 0︸ ︷︷ ︸
s
, x1, x2, . . . | 0, . . . , 0, psx(1), psx(2), . . .) (12.7.23)
donde V 0 = Id, es decir, V 0x = x para toda x ∈ RN . En particular
(V sx)(n) =
{
0 si s ≤ n
psx(n−s) si n ≥ s+ 1 = p
sx(n−s)
donde x(1−s) = · · · = x(−1) = x(0) = 0. Esta u´ltima igualdad puede ser
verificada por induccio´n en s:
(V sx)(n) = (V (V s−1x))(n) = p(V s−1x)(n−1)
= p(ps−1x(n−1−(s−1))) = psx(n−s),
x(1−s) = x(2−s) = · · · = x(−1) = x(0) = 0.
Aplicado lo anterior a {u} se tiene la igualdad
(V s{u})(n) = ps{u}(n−s) =
{
psup
n−s−1
si n ≥ s+ 1
0 si n ≤ s .
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Proposicio´n 12.7.4. Para x,y ∈ RN , u ∈ R se tiene
V (x
•
+ y) = V x
•
+ V y, (12.7.24)
x = (x1, x2, . . .) =
r•∑
j=0
V j({xj+1}) •+ V r+1(xr+2, xr+3, . . .), (12.7.25)
{u}(x1, x2, . . . , xn, . . .) = (ux1, upx2, . . . , upn−1xn−1, . . .). (12.7.26)
Demostracio´n. Puesto que x = y si y so´lo si x(n) = y(n) para toda n ∈ N,
basta verificar que las n–componentes fantasma coinciden.
(i) (V (x
•
+ y))(n) = p(x + y)(n−1) = p(x(n−1) + y(n−1)) = px(n−1) +
py(n−1) = (V x)(n) + (V y)(n) de donde V (x
•
+ y) = V x
•
+ V y.
(ii) Se tiene
( r•∑
j=0
V j({xj+1}) + V r+1(xr+2, xr+3, . . .)
)(n)
=
r∑
j=0
(V j({xj+1}))(n) + (V r+1(xr+2, xr+3, . . .))(n)
=
r∑
j=0
(V j({xj+1}))(n) + pr+1(xr+2, xr+3, . . .)(n−(r+1)) = A.
Para n = 1, 2, . . . , r + 1, 0 ≤ j ≤ r,
(V j({xj+1}))(n) = (pj{xj+1})(n−j) =
{
pjxp
n−j−1
j+1 , n ≥ j + 1
0, n ≤ j ,
y pr+1(xr+2, xr+3, . . .)
(n−(r+1)) = 0.
Por tanto, para n = 1, 2, . . . , r + 1, se tiene A =
∑n−1
j=0 p
jxp
n−j−1
j+1 =∑n
j=1 p
j−1xn−jj = x
(n).
Ahora bien, para n ≥ r + 2, (V j({xj+1}))(n) = pjxp
n−j−1
j+1 , j =
0, 1, . . . , r y
pr+1(xr+2, xr+3, . . .)
(n−(r+1)) = pr+1(xr+2, xr+3, . . .)(n−r−1)
= pr+1
( n−r−1∑
i=1
pi−1xp
n−r−1−i
r+1+i
)
=
n−r−1∑
i=1
pr+ixp
n−r−1−i
r+1+i i↔ r + 1 + i
=
n∑
i=r+2
pi−1xp
n−i
i .
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Por tanto
A =
r∑
j=0
pjxp
n−j−1
j+1 +
n∑
j=r+2
pj−1xp
n−j
j =
r+1∑
j=1
pj−1xp
n−j
j +
n∑
j=r+2
pj−1xp
n−j
j
=
n∑
j=1
pj−1xp
n−j
j = x
(n).
Se sigue (12.7.25).
(iii) Se tiene que
({u}(x1, x2, . . . , xn . . .))(n) = {u}(n)(x1, x2, . . .)(n) =
up
n−1
x(n). Por otro lado
(ux1, u
px2, . . . , u
pn−1xn−1, . . .)(n) =
n∑
j=1
pj−1(up
j−1
xj)
pn−j
= up
n−1
n∑
j=1
pj−1xp
n−j
j = u
pn−1x(n).
Se sigue (12.7.26). uunionsq
Notacio´n 12.7.5. Para m ∈ N ∪ {0}, se denota
0 := (0, 0, . . . , 0, . . .), 1 := (1, 0, . . . , 0, . . .), m = m1 := 1
•
+ 1
•
+ · · · •+ 1︸ ︷︷ ︸
m veces
.
(12.7.27)
Sea p un nu´mero primo, x = (x1, . . . , xn, . . .). Se define
F (x) = xp := (xp1, . . . , x
p
n, . . .). (12.7.28)
Observemos que xp no es la p–potencia de la multiplicacio´n de Witt, es
decir xp 6= x •× x •× · · · •× x︸ ︷︷ ︸
p
.
Definicio´n 12.7.6. Al homomorfismo F se la llama el automorfismo de Fro-
benius en RN .
Observemos que
x(n) =
n∑
j=1
pj−1xp
n−j
j =
n−1∑
j=1
pj−1
(
xpj
)pn−1−j
+ pn−1xn =
(
xp
)(n−1)
+ pn−1xn.
Esto es
x(n) =
(
xp
)(n−1)
+ pn−1xn, n = 1, 2, . . . ,
(
xp
)(0)
= 0. (12.7.29)
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Observemos que
(
xp
)(n−1)
denota la (n− 1)–componente fantasma de xp
y no la p(n − 1) potencia x. De (12.7.20), obtenemos que si I = Z[xi, yj , zk],
entonces
pn−1(x+ y)n ≡ (x+ y)(n) mo´d I = (x(n) + y(n)) ≡ pn−1xn + pn−1yn mo´d I.
Por tanto existe f ∈ I, tal que
(x+ y)n = xn + yn + f(x1, y1, . . . , xn−1, yn−1). (12.7.30)
12.7.3. Aritme´tica de los vectores de Witt
Sea F un dominio entero de caracter´ıstica 0, de tal forma que Z j F. Sea
p ∈ Z un nu´mero primo.
Lema 12.7.7. Sean x,y dos vectores cuyas componentes regulares esta´n en
F. Entonces para r > 0, se tienen que las congruencias
xn ≡ yn mo´d prF y x(n) ≡ y(n) mo´d pr+n−1F
son equivalentes.
Demostracio´n. Procedemos por induccio´n en n. Si para n − 1 se tiene la
equivalencia, entonces si xn ≡ yn mo´d prF, entonces (xp)n = xpn ≡ ypn =
(yp)n mo´d p
r+1F por lo que (xp)(n−1) ≡ (yp)(n−1) mo´d pr+n−1F.
Ahora, por (12.7.29), x(n) = (xp)(n−1) + pn−1xn, entonces
(x(n) − y(n))− (pn−1xn − pn−1yn) = (xp)(n−1) − (yp)(n−1) mo´d pr+n−1F.
Por lo tanto x(n) ≡ y(n) mo´d pr+n−1F ⇐⇒ pn−1xn − pn−1yn ≡ 0 mo´d
pr+n−1F ⇐⇒ xn ≡ yn mo´d prF. uunionsq
Como consecuencia inmediata del Lema 12.7.7 tenemos:
Teorema 12.7.8. Se tiene que (x
•±
×
y)n ∈ Z[x1, y1, . . . , xn−1, yn−1, xn, yn],
n = 1, 2, . . ..
Demostracio´n. Por definicio´n x(n), y(n) ∈ F = Z[x1, y1, . . . , xn, yn]. Aho-
ra bien, puesto que por (12.7.29) se tiene x(n) ≡ (xp)(n−1) mo´d pn−1F y
y(n) ≡ (yp)(n−1) mo´d pn−1F, se sigue que (x •±
×
y)(n) = x(n)±
×
y(n) ≡
(xp)(n−1)±
×
(yp)(n−1) mo´d pn−1F.
Por induccio´n, si para j < n el teorema ya esta´ demostrado, entonces
(x
•±
×
y)pj ≡ (xp±× y
p)j mo´d pF. Por el Lema 12.7.7 para n− 1,
(
(x
•±
×
y)p
)(n−1) ≡ (xp±
×
yp)(n−1) mo´d pn−1F.
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As´ı pn−1(x
•±
×
y)n = (x
•±
×
y)(n) − ((x •±
×
y)p
)(n−1) ≡ 0 mo´d pn−1F, de donde
se sigue que x
•±
×
y ∈ F. uunionsq
Cuando estudiemos la accio´n de Galois, necesitaremos el siguiente resul-
tado.
Teorema 12.7.9. Se tiene que, por componentes,
px ≡ V xp mo´d pZ[x1, x2, . . .],
es decir (px)n ≡ (V xp)n mo´d pZ[x1, x2, . . .].
Demostracio´n. Por (12.7.29), (12.7.21) y (12.7.19) se tiene que las componen-
tes fantasma satisfacen
(px)(n) = px(n) ≡ p(xp)(n−1) + pnxn ≡ p(xp)(n−1)
≡ (V xp)(n) mo´d pnZ[x1, . . . , xn, . . .].
Por el Lema 12.7.7, con r = 1, se obtiene
(px)n = (V x
p)n mo´d pZ[x1, . . . , xn, . . .]. uunionsq
12.7.4. Vectores de Witt en caracter´ıstica p
Hasta ahora hemos considerado las operaciones de Witt en caracter´ıstica
0 pues al pasar de las componentes fantasma a las componentes de Witt, se
esta´ dividiendo entre una potencia de p. Esto es, con la notacio´n de (12.7.20)
a
•±
×
b =
(
aϕ±
×
bϕ
)ϕ−1
=
(
aϕ±
×
bϕ
)ψ
lo cual hace de RN un anillo pues todas las reglas se cumplen en R
N y son
transformadas a RN bajo ϕ
−1. Por ejemplo
(a
•
+ b)
•
+ c = (aϕ + bϕ)ϕ
−1 •
+ c =
((
(aϕ + bϕ)ϕ
−1)ϕ
+ cϕ
)ϕ−1
=
(
(aϕ + bϕ) + cϕ
)ϕ−1
=
(
aϕ + (bϕ + cϕ)
)ϕ−1
=
(
aϕ +
(
(bϕ + cϕ)ϕ
−1)ϕ)ϕ−1
=
(
aϕ +
(
b
•
+ c
)ϕ)ϕ−1
= a
•
+ (b
•
+ c).
Por el Teorema 12.7.9 las operaciones de Witt pueden hacerse mo´dulo p y
de esta forma obtenemos
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Teorema 12.7.10. Sea k un campo de caracter´ıstica p y sea WN (k) el anillo
de Witt
WN (k) := {(x1, . . . , xn, . . .) | xi ∈ k}, N ∈ N ∪ {∞}.
Entonces WN (k) es un anillo conmutativo con unidad y se tiene para x,y ∈
WN (k)
(x
•±
×
y)p = xp
•±
×
yp. (12.7.31)
p
•× x = px = V xp = (V x)p. (12.7.32)
(V ix)
•× (V jy) = V i+j(xpj •× ypi). (12.7.33)
Demostracio´n. Todas las propiedades de anillo se cumplen formalmente por
lo que WN (k) es un anillo. Ahora bien, se tiene que (12.7.31) se sigue del
Lema 12.7.7 y de (12.7.29):
(
(x
•
+ y)p
•− xp •− yp)(n) = ((x •+ y)p)(n) − (xp)(n) − (yp)(n)
= (x
•
+ y)(n+1) − pn(x •+ y)n − x(n+1) + pnxn − y(n+1) + pnyn.
Puesto que (x
•
+ y)(n+1) = x(n+1) + y(n+1), se sigue que
(
(x
•
+ y)p
•−
xp
•− yp)(n) ≡ 0 mo´d pn = 0 mo´d p1+(n−1). Por el Lema 12.7.7 se sigue
(x
•
+ y)p = xp
•
+ yp. Similarmente (x
•− y)p = xp •− yp y (x •× y)p = xp •× yp.
Se tiene que (12.7.32) es el Teorema 12.7.9. Adema´s tenemos por (12.7.21)
y (12.7.29) que (
(V x)p
)(n)
= (V x)(n+1) − pnxn+1 = px(n)
y
(V xp)(n) = p(xp)(n−1) = p(x(n) − pn−1xn
de donde se obtiene (
(V x)p
)(n) ≡ (V xp)(n) mo´d pn.
Por el Lema 12.7.7 obtenemos que
(V x)pn ≡ (V xp)n mo´d p.
Por lo tanto
F ◦ V = V ◦ F = p.
Para probar (12.7.33) notemos primero que de (12.7.29) obtenemos
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(xp)(n) = x(n+1) − pnxn ≡ x(n+1) mo´d pn,
(xp
2
)(n) = (xp)(n+1) − pn(xp)n
= x(n+2) − pn+1xn+1 − pn(xp)n ≡ x(n+2) mo´d pn.
En general obtenemos
(xp
j
)(n) ≡ x(n+j) mo´d pn.
Ahora para i = 0, j = 0 se tiene
(V ix)
•× (V jy) = (V 0x) •× (V 0y) = x •× y = V 0+0(xp0 •× yp0),
por lo que se cumple (12.7.33) para i = j = 0.
Para i = 0, j ≥ 1 se tiene
(V ix)
•× (V jy) = V 0(x) •× V j(y) = x •× V jy
y
V i+j(xp
j
yp
i
) = V j(xp
j •× y).
Se sigue que
(x
•× V jy)(n) = x(n)(V jy)(n) = pjx(n)y(n−j),(
V j(xp
j •× y))(n) = pj((xpj ) •× y)(n−j) = pj(xpj )(n−j)y(n−j)
≡ pjx(n)y(n−j) mo´d pn.
Por lo tanto (xV jy)n ≡ (V j(xpj •× y))n mo´d p lo cual implica que (V ix) •×
(V jy) = V i+j(xp
j •× ypi) para i = 0, j ≥ 1.
Para i ≥ 1, j = 0, (V ix) •× (V jy) = (V jy) •× (V ix) = V j+i(ypi •× xpj ) =
V i+j(xp
j •× ypi).
Para el caso i ≥ 1, j ≥ 1, de la relacio´n V xp = px, se tiene
(V jxp) = V (V j−1xp) = p(V j−1xp) = p2(V j−2xp) = · · · = pj−1V xp = pjx,
de donde
(V ix)
•× (V jy) = (V i−1(V x)) •× (V jy) = V i+j−1((V x)pj •× ypi−1)
= V i+j−1((V (xp
j
))
•× ypi−1) = V i+j−1((V xpj ) •× (V 0ypi−1))
= V i+j−1(V xp
j •× (ypi−1)p) = V i+j(xpj •× ypi). uunionsq
Como veremos posteriormente, el siguiente resultado nos permite obtener
el ana´logo al Teorema 12.2.1 para n ∈ N (el Teorema 12.2.1 es el caso n = 1).
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Teorema 12.7.11. En el anillo WN (k), donde k es un campo de caracter´ısti-
ca p, se tiene que el vector a = (a1, . . . , an, . . .) ∈ WN (k) es invertible si y
so´lo si a1 6= 0.
Demostracio´n. Se tiene que {a−11 }
•× a = (1, y1, . . .). Por tanto 1 •− a •×
{a−11 } = V y para algu´n y ∈WN (k). Sea (V y)i la i–e´sima potencia de V y en
WN (k), es decir, (V y)
i = V y
•× V y •× · · · •× V y︸ ︷︷ ︸
i
. Entonces
a
•× {a−11 }
•×
∞•∑
j=0
(V y)j = (1
•− V y) •×
∞•∑
j=0
(V y)j
=
∞•∑
j=0
(V y)j
•−
∞•∑
j=1
(V y)j = (V y)0 = 1
y por tanto a es invertible y de hecho se tiene a−1 = {a−11 }
•×
∞•∑
j=0
(V y)j .
El rec´ıproco es inmediato pues existe b ∈ WN (k) tal que a •× b =
(a1b1, . . .) = 1 = (1, 0, . . .), esto es, a1b1 = 1 y en particular a1 6= 0. uunionsq
De la demostracio´n del Teorema 12.7.10, obtenemos
pj
•× 1 = V j(1p) = (0, . . . , 0︸ ︷︷ ︸
j
, 1, 0, . . .), j ∈ N. (12.7.34)
Ejemplo 12.7.12. Consideremos N = n ∈ N y Wn(Fp). Notemos que 1 ∈
Wn(Fp) y se tiene de (12.7.34) que pn = pn
•× 1 = 0 pero pn−1 = pn−1 •× 1 6=
0. Adema´s se tiene que |Wn(Fp)| = pn, lo cual implica que, como grupo con
la adicio´n de Witt, Wn(Fp) es c´ıclico de orden pn. Ma´s au´n, ϕ : Z→Wn(Fp),
1 7→ 1, es un epimorfismo de anillos con nu´cϕ(pn), se sigue que Wn(Fp) ∼=
Z/pnZ como anillos.
En particular tenemos que Wn(Fp) es de caracter´ıstica pn. Por otro lado,
las unidades de Wn(Fp) son precisamente {i | 1 ≤ i ≤ pn − 1,mcd(i, p) = 1}.
Ejemplo 12.7.13. En el caso N = ∞ se tiene que WN (Fp) es un anillo de
caracter´ıstica 0 pues para toda n, pn = pn
•× 1 = (0, . . . , 0, 1
↑
n+1
, 0, · · · ) 6= 0 y
si mcd(i, p) = 1, i ∈ N, i es unidad pues i = ∑mj=0 ajpj , aj ∈ {0, 1, . . . , p− 1}
y a1 6= 0.
De hecho se tiene que W∞(Fp) ∼= Zp, Zp el anillo de los enteros p–a´dicos.
Proposicio´n 12.7.14. Sea k un campo de caracter´ıstica p. Entonces WN (k)
es de caracter´ıstica pn si N = n ∈ N y 0 si N =∞.
Demostracio´n. Igual que la de los Ejemplos 12.7.12 y 12.7.13. uunionsq
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12.7.5. Extensiones c´ıclicas de grado pn en caracter´ıstica p
Usando los vectores de Witt, se tiene una teor´ıa para p–extensiones c´ıclicas
finitas paralela a la Teor´ıa de Artin–Schreier para extensiones c´ıclicas de grado
p en caracter´ıstica p y siendo esta u´ltima a su vez una teor´ıa paralela a la Teor´ıa
de Kummer. Esta teor´ıa recibe con frecuencia el nombre de Teor´ıa Aditiva de
Kummer.
En el caso de una extensio´n c´ıclica L/K en caracter´ıstica p de grado pn
con n = 1, Artin y Schreier probaron que toda tal extensio´n esta´ dada por un
ecuacio´n del tipo ℘y = x, donde ℘y := yp − y y x ∈ K,x /∈ ℘(K) = {ap − a |
a ∈ K} (Teorema 12.2.1). La demostracio´n se basa en que si un elemento
z ∈ L satisface TrL/K z = 0, entonces existe w ∈ L tal que (σ − 1)w = z
donde 〈σ〉 = Gal(L/K), aunque la demostracio´n original de Artin–Schreier,
que es la que presentamos nosotros, no lo hizo de esta forma. Esto mismo se
cumple pra´cticamente palabra por palabra para extensiones c´ıclicas de grado
pn usando el lenguaje de los vectores de Witt.
Sea K un campo arbitrario de caracter´ıstica p y consideremos Wn(K) =
{(x1, . . . , xn) | xi ∈ K} el anillo de los vectores de Witt de longitud n con
coeficientes en K. Sea L/K una extensio´n finita de Galois con grupo de Galois
G = Gal(L/K).
Definicio´n 12.7.15. Si y ∈Wn(L), y = (y1, . . . , yn), se define para σ ∈ G,
σy := (σy1, . . . , σyn) = y
σ
y la traza TrL/K : Wn(L)→Wn(K) se define por
TrL/K y =
•∑
σ∈G
σy = (TrL/K y1, ?, . . . , ?) ∈Wn(K).
Si y1 ∈ L es tal que TrL/K y1 6= 0, TrL/K y es invertible (Teorema 12.7.11).
Adema´s tenemos que σ(y
•
+ z) = σy
•
+ σz y σ(y
•× z) = σy •× σz pues si a =
(a1, . . . , an) entonces σa = (σa1, . . . , σan) con (σa)
(t) =
∑t
i=1 p
i−1(σai)p
t−i
=
σ
(∑t
i=1 p
i−1ap
t−i
i
)
= σa(t).
El siguiente resultado nos prueba que el primer grupo de cohomolog´ıa
H1(Wn(L), G) es igual a {0}. Ma´s precisamente
Teorema 12.7.16. Sea ϕ : G → Wn(L) con ϕ(σ) = aσ. Si se tiene aσ •+
σaτ = aστ para cualesquiera σ, τ ∈ G, entonces existe b ∈ Wn(L) tal que
aσ = (1
•− σ)b para toda σ ∈ G.
Demostracio´n. Sea c = (c1, . . . , cn) ∈ Wn(L) tal que TrL/K c1 6= 0. Tal c
existe pues L/K es separable. Ahora por el Teorema 12.7.11, se tiene que
TrL/K c ∈Wn(K) es invertible. Sea
332 12 p–extensiones abelianas en caracter´ıstica p
b := (TrL/K c)
−1 •×
•∑
τ∈G
aτ
•× τc.
Entonces, para σ ∈ G, se tiene
(1
•− σ)b = b •− (TrL/K c)−1
•×
•∑
τ∈G
σaτ
•× (στ)c
= b
•− (TrL/K c)−1
•×
( •∑
τ∈G
(aστ
•− aσ) •× (στ)c
)
= b
•− (TrL/K c)−1
•×
( •∑
τ∈G
aστ
•× (στ)c
)
•
+ (TrL/K c)
−1 •× aσ •×
( •∑
τ∈G
(στ)c
)
= b
•− (TrL/K c)−1
•× (TrL/K c)
•× b
•
+ (TrL/K c)
−1 •× aσ •× (TrL/K c)
= b
•− b •+ aσ = aσ
para toda σ ∈ G. uunionsq
Definicio´n 12.7.17. Para y ∈Wn(L), se define
℘y := yp
•− y = (yp1 , . . . , ypn)
•− (y1, . . . , yn).
Se tiene que ℘(y
•
+ z) = ℘y
•
+ ℘z para cualesquiera y, z ∈Wn(L).
Proposicio´n 12.7.18. Se tiene que ℘x = 0 ⇐⇒ x ∈Wn(Fp).
Demostracio´n. Se tienen las equivalencias
℘x = 0 ⇐⇒ xp = x ⇐⇒ (xp1, . . . , xpn) = (x1, . . . , xn)
⇐⇒ xpi = xi, 1 ≤ i ≤ n ⇐⇒ xi ∈ Fp, 1 ≤ i ≤ n ⇐⇒ x ∈Wn(Fp). uunionsq
Definicio´n 12.7.19. Un vector x ∈ (K) se llama descompuesto si existe y ∈
Wn(K) tal que ℘y = x. En este caso ponemos x ∼ 0, es decir, x ∼ 0 es la
notacio´n para decir que x ∈ ℘(K).
Proposicio´n 12.7.20. Se tiene que (0, x2, . . . , xn) ∈Wn(K) es descompuesto
si y so´lo si (x2, . . . , xn) ∈Wn−1(K) es descompuesto.
Demostracio´n. Si (0, x2, . . . , xn) = ℘y = (℘y1, . . .) se tiene que ℘y1 = 0 y por
tanto y1 ∈ Fp. Por tanto (y1, 0, . . . , 0) ∈Wn(Fp) por lo que ℘(y1, 0, . . . , 0) = 0.
Por otro lado, tenemos de (12.7.25) se tiene
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(y1, y2, . . . , yn) = {y1} •+ V (y2, . . . , yn) = (y1, 0, . . . , 0) •+ (0, y2, . . . , yn).
Por tanto ℘y = ℘({y1}) •+ ℘((0, y2, . . . , yn)) = 0 •+ ℘((0, y2, . . . , yn)) =
(0, x2, . . . , xn). Por lo tanto
℘((y2, . . . , yn)) = (x2, . . . , xn) ⇐⇒ ℘((0, y2, . . . , yn) = (0, x2, . . . , xn). uunionsq
Teorema 12.7.21. Sea K un campo arbitrario de caracter´ıstica p. Entonces
dado x ∈ Wn(K), existe y ∈ Wn(K¯) tal que ℘y = x donde K¯ denota una
cerradura algebraica de K.
Demostracio´n. Sea x = (x1, x2, . . . , xn) ∈ Wn(K). Ahora bien, como x1 ∈ K
existe y1 ∈ K¯ tal que yp1 − y1 = x1, es decir, ℘y1 = x1. Se tiene
(℘y1, x2, . . . , xn) = ℘((y1, 0, . . . , 0))
•
+ (0, x′2, . . . , x
′
n).
Por induccio´n en n, existe (y2, . . . , yn) tal que ℘((y2, . . . , yn)) = (x
′
2, . . . , x
′
n).
Por lo tanto
℘
({y1} •+ (0, y2, . . . , yn)) = ℘(y1, 0, . . . , 0) •+ ℘((0, y2, . . . , yn))
= ℘((y1, . . . , yn))
= (℘y1, x2, . . . , xn)
•− (0, x′2, . . . , x′n)
•
+ ℘((0, y2, . . . , yn))
= (℘y1, x2, . . . , xn) = (x1, . . . , xn). uunionsq
Notacio´n 12.7.22. El campo de descomposicio´n de la ecuacio´n ℘y = x,
donde x = (x1, . . . , xn) ∈ Wn(K), se denota por K(y) = K(y1, . . . , yn)
donde y = (y1, . . . , yn) ∈ Wn(K¯). Este campo tambie´n se denota por
K(y) = K(℘−1x).
Proposicio´n 12.7.23. Sea y0 una solucio´n de la ecuacio´n ℘y = x. Entonces
todas las soluciones son y0
•
+ m con m ∈ {0, 1, . . . , pn − 1}.
Demostracio´n. Si y, y′ ∈ Wn(K¯) son tales que ℘y = ℘y′, entonces ℘(y •−
y′) = 0 de donde se sigue que y
•− y′ ∈Wn(Fp). uunionsq
Ahora consideremos K cualquier campo de caracter´ıstica p, n ∈ N y x =
(x1, . . . , xn) ∈ Wn(K). Consideremos y = (y1, . . . , yn) solucio´n a la ecuacio´n
℘y = x y L = K(℘−1x) = K(y) = K(y1, . . . , yn). Puesto que todas las
soluciones de la ecuacio´n ℘y = x son {y0 •+ m}0≤m≤pn−1 con y0 una solucio´n
fija, L/K es una extensio´n normal y separable pues m ∈ Wn(Fp) j Wn(K).
Por lo tanto L/K es una extensio´n de Galois.
Ma´s au´n, consideremos la funcio´n ϕ : G := Gal(L/K) → Wn(Fp) ∼=
Z/pnZ = Cpn dada de la siguiente forma: si σ ∈ G, σy0 = y0 •+ mσ pa-
ra algu´n mσ ∈ {0, 1, . . . , pn − 1}, entonces ϕ(σ) = mσ. Se tiene que ϕ es un
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monomorfismo de grupos y en particular G ∼= Cpt para algu´n t ≤ n. Puesto
que los subgrupos de Cpn esta´n generados por p
i, 0 ≤ i ≤ n, se tiene que
G = 〈σm〉 para algu´n 0 ≤ m ≤ n donde σm(y0) = y0 •+ pm, o(G) = pn−m.
Ahora bien, por el (12.7.32) se tiene que
p = p
•× 1 = V (1p) = V (1),
p2 = p2
•× 1 = p •× (p •× 1) = p •× V (1) = V (V (1)p) = V 21,
y en general
pm = V m(1), 0 ≤ m ≤ n, pn = 0.
Se tiene
σm(y0) = (σmy1, . . . , σmyn) = y0
•
+ pm = (y1, . . . , yn) + V
m(1)
= (y1, . . . , ym, ym+1, . . . , yn)
•
+ (0, 0, . . . , 0︸ ︷︷ ︸
m
, 1, 0, . . . , 0)
= (y1, . . . , ym, y
′
m+1, . . . , y
′
n),
por lo que σmyj = yj para 1 ≤ j ≤ m (para m = 0 no hay tal que yj). Esto
es, y1, . . . , ym ∈ K. En particular ℘y1 = x1 ∈ ℘(K).
En la otra direccio´n, si x1 /∈ ℘(K), como ℘y = x, se sigue que ℘y1 = x1
y por lo tanto y1 /∈ K. Observemos que existe σ ∈ G tal que σy1 = y1 + 1.
Digamos que σ(y0) = y0
•
+ m, por tanto m = (1, α2, . . . , αn) es invertible en
Wn(Fp). Sea t ∈ N tal que t •× m = 1, σt(y0) = y0 •+ t •× m = y0 •+ 1 y
o(σ) = pn. En particular G ∼= Cpn si y so´lo si x1 /∈ ℘(K).
Hemos obtenido
Teorema 12.7.24. Sea K un campo de caracter´ıstica p, n ∈ N y x ∈Wn(K).
Entonces la ecuacio´n ℘y = x define una extensio´n de Galois c´ıclica de K:
L = K(y) = K(y1, . . . , yn) = K(℘
−1x). Adema´s Gal(L/K) ∼= Cpn−m donde
y1, . . . , ym ∈ K, ym+1 /∈ K. Finalmente L/K es c´ıclica de grado pn si y so´lo
si x1 /∈ ℘(K) donde x = (x1, . . . , xn). En este u´ltimo caso, G = Gal(L/K)
esta´ generado por σ(y) = y
•
+ 1.
Rec´ıprocamente, si L/K es una extensio´n c´ıclica de grado pn, existe x ∈
Wn(K) tal que L = K(℘
−1x), esto es, toda extensio´n c´ıclica de grado pn se
obtiene por medio de una ecuacio´n del tipo ℘y = x.
Demostracio´n. U´nicamente falta demostrar que si L/K es c´ıclica de grado pn,
entonces existe y ∈Wn(K¯) tal que L = K(y) y donde ℘y = x.
Sea G = Gal(L/K) = 〈σ〉, o(σ) = pn. Se tiene que 1 ∈ Wn(L) satisface
TrL/K 1 =
•∑
σ∈G
σ1 = pn
•× 1 = pn = 0. Por el Teorema 12.7.16, existe
y ∈Wn(L) tal que (σ •− 1)y = 1, esto es, σy = y •+ 1. Sea ℘y = x. Entonces
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σ(℘y) = ℘(σy) = ℘(y
•
+ 1) = ℘(y)
•
+ ℘(1) = ℘(y),
es decir, ℘y = x ∈ Wn(K). Puesto que σy = y •+ 1, K(y) j L y K(y)/K es
una extensio´n c´ıclica de orden pn de donde se sigue que L = K(y) = K(℘−1x).
uunionsq
Corolario 12.7.25. Sea L = K(y1) = K(y2), y1,y2 ∈Wn(L) una extensio´n
c´ıclica de grado pn con ℘yi = xi ∈ Wn(K), i = 1, 2. Entonces existen j ∈
Wn(Fp) invertible, es decir, mcd(j, p) = 1, y z ∈Wn(K) tales que
y1 = j
•× y2 •+ z y x1 = j •× x2 •+ ℘z
y rec´ıprocamente.
Demostracio´n. Sea G := Gal(L/K) = 〈σ〉 tal que σy1 = y1 •+ 1. Como σ
esta´ completamente determinado por σy2, se tiene que σy2 = y2
•
+ i con i
invertible en Wn(Fp) o, equivalentemente, mcd(i, p) = 1. Sea j ∈ Wn(Fp) tal
que j
•× i = 1. Entonces σ(j •× y2) = j •× y2 •+ j •× i = j •× y2 •+ 1. Por tanto
σ(y1
•− j •× y2) = y1 •− j •× y2 lo cual implica que y1 •− j •× y2 = z ∈Wn(K).
El rec´ıproco es claro. uunionsq
Consideramos L = K(y1, . . . , yn)/K una extensio´n c´ıclica de grado p
n con
℘y = x. Puesto que yn /∈ K(y1, . . . , yn−1) (pues de lo contrario tendr´ıamos [L :
K] ≤ pn−1), se sigue que L = K(yn). Ahora bien si Kn−1 = K(y1, . . . , yn−1),
se tiene que
℘y = ℘
( n−1•∑
i=0
V i({yi+1})
)
= ℘
( n−2•∑
i=0
V i({yi+1})
) •
+ ℘
(
V n−1({yn})
)
= ℘((y1, . . . , yn−1, 0))
•
+ ℘((0, . . . , 0, yn)) = x,
℘((0, . . . , 0, yn)) = (0, . . . , 0, y
p
n− yn). Por tanto, tomando la componente fan-
tasma n, si sigue que ypn − yn = zn−1 + xn con zn−1 ∈ Kn−1.
Por el Teorema 12.7.1 se tiene que si 〈σ〉 = Gal(L/K), ϕ|Kn−1 , entonces
℘yn = y
p
n − yn = zn−1 + xn, (σ − 1)yn = δ con (ϕ − 1)zn−1 = ℘δ. Con
esto recuperamos el resultado de Schmid (12.7.17) para la generacio´n de una
extensio´n c´ıclica de grado pn.
Teorema 12.7.26. Sea L/K una extensio´n c´ıclica de grado pn y sean K0 =
K j K1 j . . . j Kn−1 j Kn = L tales que [Ki : K] = pi y sea 〈σi〉 =
Gal(Ki/K), Ki = Ki−1(yi). Se tiene σi = σn|Ki . Entonces L/K satisface
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K1 = k(y1), ℘y1 = x1, (σ1 − 1)y1 = 1,
K2 = K1(y2), ℘y2 = z1 + x2, (σ2 − 1)y2 = c1, (σ1 − 1)z1 = ℘c1
K3 = K2(y3), ℘y3 = z2 + x3, (σ3 − 1)y3 = c2, (σ2 − 1)z2 = ℘c2
...
...
...
...
...
L = Kn = Kn−1(yn), ℘yn = zn−1 + xn, (σn − 1)yn = cn−1, (σn−1 − 1)zn−1
= ℘cn−1
(12.7.35)
donde zi, ci ∈ Ki, 1 ≤ i ≤ n − 1, yi ∈ Ki (yi /∈ Ki−1) y x1, . . . , xn ∈ K con
x1 /∈ ℘(K). Toda extensio´n c´ıclica de grado pn esta´ determinado por elementos
arbitrarios x1, . . . , xn ∈ K con x1 /∈ ℘(K). uunionsq
12.8. Sobre el conductor
Primero se define el conductor para campos locales. Un campo local es
un campo completo bajo una valuacio´n no arquimediana con campo residual
finito.
Sea K un campo completo con respecto a una valuacio´n discreta v y el
cual tiene campo residual finito. Sea L/K una extensio´n abeliana finita. Sea
n el mı´nimo n ∈ N∪{0} tal que U (n)K j NL/KL∗ donde p es el ideal primo del
anillo de enteros OK = {x ∈ K | v(x) ≥ 0}, es decir, p = {x ∈ K | v(x) > 0}
y U (n) := 1 + pn.
Por teor´ıa de campos de clase, Teorema 17.4.12 y Proposicio´n 17.4.38 se
tiene que NL/KL
∗ es abierto en K∗ y 1 ∈ NL/KL∗ por lo que tal n existe por
ser
{
U
(n)
K
}∞
n=0
un sistema fundamental de vecindades abiertas de 1.
Definicio´n 12.8.1. Se define el conductor de L/K por
f = fK = f(L/K) := p
n.
Se tiene que una extensio´n abeliana de campos locales L/K es no ramifi-
cada si y so´lo si su conductor es f = 1 (Teorema 17.4.40).
Teorema 12.8.2. Sea K un campo local. El mapeo
L 7→ NL := NL/KL∗
establece una correspondencia uno a uno entre las extensiones abelianas finitas
L/K y los subgrupos abiertos de ı´ndice finito en K∗. Ma´s au´n:
L1 ⊆ L2 ⇐⇒ NL1 ⊇ NL2 , NL1L2 = NL1 ∩NL2 , NL1∩L2 = NL1NL2 .
Demostracio´n. Teorema 17.5.46. uunionsq
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Ahora, en campos globales, es decir, extensiones finitas de Q o de Fp(t)
se usan los conceptos de ade´les y de ide´les. Sea K un campo global. Un
ade´le o ide´le aditivo o reparticio´n es una familia α = (αp)p con αp ∈ Kp,
la completacio´n de K en p y adema´s αp es entero para casi todo p, esto es,
vp(αp) ≥ 0 para casi todo p y donde p recorre todos los divisores primos de
K, incluyendo los primos infinitos.
Se denota AK :=
∏′
pKp (producto restringido) el anillo de los ade´les con
suma y multiplicacio´n por componentes. El grupo de ide´les de K se define
como el grupo de las unidades de A∗K , es decir, JK = A∗K . Esto es, un ide´le es
una familia α = (αp)p, αp ∈ K∗p y αp es una unidad en el anillo de enteros Op
de Kp para casi toda p. Se escribe JK =
∏′
pK
∗
p . De manera natural K
∗ j JK
v´ıa el mapeo diagonal, K∗ son los ide´les principales. Sea CK := JK/K∗. El
grupo CK recibe el nombre de el grupo de clases de ide´les.
Proposicio´n 12.8.3. Si K es un campo nume´rico, IK denota el grupo de
clases de K, y JS∞K =
∏
p|∞K
∗
p ×
∏
p-∞ Up, entonces IK ∼= JK/JS∞K K∗ ∼=
CK/
(
(JS∞K K
∗)/K∗
)
.
En el caso de K un campo de funciones, si IK,0 denota el grupo de clases de
K de grado 0 y CK,0 denota al grupo de ide`les de grado 0, IK,0 ∼= CK,0C˜K ∼=
CK,0
U¯
,
donde U¯ = UK∗/K∗, U =
∏
p∈PK y IK
∼= CK
C˜K
.
Demostracio´n. Subseccio´n 17.7.2. uunionsq
Un mo´dulus es un ideal entero m =
∏
p-∞ p
np de OK , el anillo de enteros
de K al cual lo consideramos como m =
∏
p p
np con np = 0 para p | ∞. Se
define para cada lugar p de K:
U
(0)
p = Up y U
(np)
p =

1 + pnp si p -∞,
R∗+ j K∗p si p es real,
C∗ = K∗p si p es complejo,
para np > 0. Se define αp ≡ 1 mo´d pnp ⇐⇒ αp ∈ U (np)p . Esta definicio´n
corresponde a la congruencia usual si p es finito, αp > 0 si p es real y es una
condicio´n vac´ıa para p complejo.
Definicio´n 12.8.4 (Definicio´n 17.6.55). Si K es un campo nume´rico, se
define CmK := J
p
KK
∗/K∗ donde JmK :=
∏
p U
(np)
p . El grupo C
m
K recibe el nombre
de grupo de congruencia mo´dulo m. Al grupo CK/C
m
K se le llama el grupo de
rayos mo´dulo m.
Si L/K es una extensio´n de Galois, hay una norma NL/K : JL → JK
definida como sigue (Teorema 17.6.6). Sea p un lugar de K y sea Lp :=∏
P|p LP. Cada αp ∈ L∗p define un automorfismo αp : Lp → Lp, x 7→ αpx del
Kp–espacio vectorial Lp. Se define la norma de αp por: NLp/Kp(αp) = gr(αp).
338 12 p–extensiones abelianas en caracter´ıstica p
Se induce un homomorfismo NL/K : JL → JK dado por: si α = (αP) ∈ JL,
las componentes locales de NL/K(α) esta´n dadas por (Teorema 17.6.6).
NL/K(α)p =
∏
P|p
NLP/Kp(αP).
Ahora NL/K manda ide´les principales en ide´les principales y por tanto la
norma induce otra norma NL/K : CL → CK (Teorema 17.6.6). Se tiene
Teorema 12.8.5. Sea K un campo global. El mapeo
L 7→ NL := NL/KCL
es una correspondencia uno a uno entre las extensiones abelianas finitas L/K
y los subgrupos cerrados de ı´ndice finito en CK . Ma´s au´n:
L1 j L2 ⇐⇒ NL1 ⊇ NL2 , NL1L2 = NL1 ∩NL2 , NL1∩L2 = NL1NL2 .
El campo L/K que corresponde al subgrupo N de CK se llama el campo de
clase de N . Se tiene
Gal(L/K) ∼= CK/N .
Demostracio´n. Teoremas 17.6.6 y 17.6.49. uunionsq
Ahora bien, entre los grupos cerrados de CK de ı´ndice finito esta´n los
grupos de congruencias CmK donde m =
∏
p p
np .
Definicio´n 12.8.6 (Definicio´n 17.7.2). SiK es un campo nume´rico, el cam-
po de clase Km/K que corresponde a CmK se llama el campo de clases de rayos
mo´dulo m.
Se tiene Gal(Km/K) ∼= CK/CmK y si m | m′ entonces Km j Km
′
(Obser-
vacio´n 17.7.3). Ahora bien si N es cualquier grupo cerrado de ı´ndice finito en
CK , N contiene a un subgrupo de congruencia CmK y por tanto toda extensio´n
abeliana L/K esta´ contenida en un campo de clase Km/K.
Definicio´n 12.8.7 (Definicio´n 17.7.5). Sea L/K una extensio´n abeliana
finita. Sea NL = NL/KCL. Se define el conductor f(L/K) = f de L/K como
el ma´ximo comu´n divisor de los mo´dulus m tales que L j Km: f := mcd{m |
m es un mo´dulus y L j Km}. Esto es, f = mcd{m | m es un mo´dulus y CmK j
NL}.
En otras palabras Kf/K es el mı´nimo campo de clases de rayos que con-
tiene a L/K. Una observacio´n interesante es que m no necesariamente es el
conductor de Km/K, es decir, puede existir f | m, f 6= m y Kf = Km (o
CmK = C
f
K).
La relacio´n entre los conductores locales y los conductores globales es:
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Teorema 12.8.8. Si f es el conductor de una extensio´n abeliana finita L/K
de campos globales y fp es el conductor de la extensio´n local Lp/Kp (Lp una
extensio´n de Kp, es decir, si P1, . . . ,Pr | p, escogemos cualquier Pi | p y
ponemos Lp := LPi), entonces si definimos fp = 1 para p infinito, se tiene
f =
∏
p
fp.
Demostracio´n. Teorema 17.7.11. uunionsq
Corolario 12.8.9. Dada una extensio´n abeliana finita de campos globales
L/K, se tiene que p se ramifica en L si y so´lo si p | f.
Demostracio´n. Corolario 17.7.12. uunionsq
Ejemplo 12.8.10 (Corolario 17.7.9). Los campos de clases de rayos de Q
son precisamente los campos cicloto´micos pues los mo´dulus esta´n dados por
m = (m), m ∈ N y Qm = Q(ζm) y en particular toda extensio´n abeliana de
Q esta´ contenida en un campo cicloto´mico. Se sigue de esto una prueba del
Teorema de Kronecker–Weber para campos nume´ricos: la ma´xima extensio´n
abeliana de Q es Qab = ∪∞n=1Q(ζn).
Observacio´n 12.8.11. Vemos que dado un campo nume´rico K, los campos
Km son los ana´logos a los campos Q(ζm), pues cada extensio´n abeliana de K
esta´ contenida en algu´n Km y cada extensio´n abeliana de Q esta´ contenida en
algu´n Q(ζm). Ahora bien, la gran diferencia es que sabemos la existencia de
los campos Km pero no como esta´n generados, a diferencia de los campos ci-
cloto´micos Q(ζm) que expl´ıcitamente esta´n dados por las ra´ıces de la ecuacio´n
xm − 1.
Observacio´n 12.8.12. Dado un campo nume´rico K, el campo de clase K1
corresponde a la ma´xima extensio´n abeliana de K no ramificada en ningu´n
primo finito. Este campo es usualmente llamado el campo de clases extendido
de Hilbert. Los primos infinitos pueden o no ser ramificados enK1/K. Notemos
que Q1 = Q.
Definicio´n 12.8.13. El subcampo K j KH j K1 tal que los primos infinitos
de K son no ramificados o, equivalentemente, se descomponen totalmente, se
llama el campo de clases de Hilbert.
Recordemos el Teorema 1.4.3.
Teorema 12.8.14 (Campo de clase de Hilbert). Se tiene que el grupo de
Galois de KH/K satisface Gal(KH/K) ∼= IK , el grupo de clases de K.
Demostracio´n. Corolario 17.7.14. uunionsq
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12.8.1. Representaciones, caracteres y conductores
Definicio´n 12.8.15. Una representacio´n de un grupo finito G es una accio´n
de G en un C–espacio vectorial de dimensio´n finita V . Equivalentemente, una
representacio´n es un homomorfismo de grupos
ρ : G→ GL(V ) = AutC(V ).
Una accio´n la podemos entender como: ϕ : G × V → V con ϕ(σ, v) :=
σ ◦ v := ρ(σ)(v). Tambie´n es comu´n usar la notacio´n (V, ρ) para indicar la
representacio´n de G en V .
La representacio´n trivial es (ρ,C) con ρ(σ) = 1 para toda σ ∈ G. El grado
de la representacio´n es la dimensio´n de V .
Una representacio´n ρ se llama irreducible si V no admite ningu´n subespacio
propio 0 &W & V que sea G–invariante, es decir, σ◦W jW para toda σ ∈ G.
Proposicio´n 12.8.16. Si G es abeliano, toda representacio´n irreducible de G
es de grado 1, es decir es un caracter
ρ : G→ GL1(C) ∼= C∗. uunionsq
Se tiene que toda representacio´n (ρ, V ) se factoriza a trave´s de una suma
directa V = V1⊕ · · · ⊕ Vs de representaciones irreducibles. Ma´s precisamente,
ρi : G→ Vi es una representacio´n irreducible y ρ = ρ1⊕· · ·⊕ρs. Expl´ıcitamente
si {vij}mij=1 es una base de Vi y consideramos la base de V dada por {vij}1≤j≤mi1≤i≤s
y si la matriz de ρi(σ) con respecto a la base {vij}mij=1 es la matriz (mi ×mi)
Aσ,i, entonces ρ(σ) es la matriz
Aσ =

Aσ,1 0
. . .
0 Aσ,s

con respecto a la base {vij}1≤j≤mi1≤i≤s .
Dos representaciones (ρ, V ) y (ρ′, V ′) se llaman equivalentes si existe un
isomorfismo ϕ : V → V ′ de G–espacios vectoriales, esto es, ϕ es un isomorfismo
de espacios vectoriales tal que ϕ(σ ◦ v) = σ ◦ ϕ(v) para toda σ ∈ G y toda
v ∈ V .
Si en la suma de G–espacios V = V1 ⊕ · · · ⊕ Vs una representacio´n
(ρα, Vα) tiene rα representaciones equivalentes entre las representaciones
(ρ1, V1), . . . , (ρs, Vs), se usa la notacion:
ρ ∼
∑
α
rαρα
y rα se llama la multiplicidad de ρα en ρ.
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Definicio´n 12.8.17. Dada una representacio´n (ρ, V ) el caracter de ρ se define
por
χρ : G→ C, χρ(σ) = traza de ρ(σ).
Se tiene que si ρ ∼∑α rαρα, entonces χρ = ∑α rαχρα .
Un caracter χ se llama irreducible si χ es el caracter de una representacio´n
irreducible. Una funcio´n central o funcio´n de clase es una funcio´n f : G→ C
tal que f(στσ−1) = f(τ) para cualesquiera σ, τ ∈ G.
Teorema 12.8.18. Se tiene que dos representaciones son equivalentes si y
so´lo si sus caracteres son iguales. uunionsq
Se tiene que toda funcio´n central ϕ se puede escribir un´ıvocamente como
una combinacio´n lineal
ϕ =
∑
χ
cχχ, cχ ∈ C,
donde los χ’s son caracteres irreducibles.
Teorema 12.8.19. Se tiene que ϕ es el caracter de una representacio´n si y
so´lo si cχ ∈ N ∪ {0} para toda χ. uunionsq
Se tiene que si (ρ, V ) es una representacio´n con caracter χ, se tiene
dimV G = 1|G|
∑
σ∈G χ(σ).
12.8.2. Conductores de Artin
Sea L/K una extensio´n de Galois de campos globales. Sea G = Gal(L/K).
Dado un caracter irreducible χ de G, se define el ideal f(χ) por:
f(χ) :=
∏
p-∞
pfp(χ) =
∏
p-∞
fp(χ)
con
fp(χ) =
∑
i≥0
gi
g0
codimV Gi
donde V es una representacio´n con caracter χ, Gi es el i–e´simo grupo de
ramificacio´n de LP/Kp, y gi es el orden de Gi donde P es cualquier divisor
en L dividiendo a p.
Definicio´n 12.8.20. Al ideal f(χ) se le llama el conductor de Artin del ca-
racter χ.
Para campos locales, fp(χ) = p
f(χ) se define como el conductor local de
Artin del caracter χ.
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En realidad el conductor local de Artin se define de manera ma´s general
como sigue. Sea L/K una extensio´n de campos locales, con grupo de Galois
G = Gal(L/K). Sea f el grado de inercia de L/K. Se define iG(σ) = vL(σx−x)
donde x es cualquier elemento tal que OL = OK [x] y vL es la valuacio´n de L.
Sea
aG(σ) =
{
−fiG(σ) para σ 6= 1,
f
∑
τ 6=1 iG(τ) para σ = 1.
Se tiene que aG es una funcio´n central sobre G y se puede escribir
aG =
∑
χ
f(χ)χ, f(χ) ∈ C,
donde χ var´ıa sobre los caracteres irreducibles de G. Se tiene que f(χ) es un
entero no negativo y por lo tanto podemos formar el ideal fp(χ) = p
f(χ), que
sera´ la p–componente del conductor de Artin global.
La relacio´n entre los conductores de Artin y los conductores local y global
antes definidos, se obtiene de los siguientes resultados.
Teorema 12.8.21. Sea L/K una extensio´n de Galois de campos locales y sea
χ un caracter de Gal(L/K) de grado 1. Sea Lχ = L
nu´cχ el campo fijo del
nu´cleo de χ. Sea f el conductor de Lχ/K. Entonces
f = fp(χ).
Demostracio´n. [102, Proposition 11.6, p. 532]. uunionsq
En el caso global tenemos:
Teorema 12.8.22. Sea L/K una extensio´n de campos globales, χ un caracter
de Gal(L/K) de grado 1. Sea Lχ el campo fijo de nu´cχ y sea fχ el conductor
global de la extensio´n Lχ/K. Entonces
fχ = f(χ).
Demostracio´n. [102, Proposition 11.10, p. 535]. uunionsq
Como consecuencia de lo anterior, puesto que una extensio´n abeliana L/K,
ya sea de campos locales o globales, se tiene que los conductores de Artin y los
conductores usuales son lo mismo. As´ı, en el caso abeliano, los conductores se
pueden considerar, en caso de as´ı convenir, como conductores de Artin. Por
otro lado se tiene la siguiente fo´rmula hallada por H. Hasse y E. Artin.
Teorema 12.8.23 (Fo´rmula del conductor–discriminante). Para cual-
quier extensio´n finita de Galois L/K de campos globales, se tiene
dL/K =
∏
χ
f(χ)χ(1)
donde χ recorre el conjunto de todos los caracteres irreducibles de Gal(L/K)
y dL/K denota el discriminante de la extensio´n L/K.
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Demostracio´n. [102, 11.9, p. 534]. uunionsq
Notemos que χ(1) es precisamente la dimensio´n de la representacio´n aso-
ciada a χ.
En lo que resta de este cap´ıtulo el campo de funciones racionales sobre
Fq sera´ denotado por K: K = Fq(T ). Como es usual RT denota el anillo de
polinomios en T sobre Fq: RT = Fq[T ].
Sea ahora χ :
(
RT /(M)
)∗ → C∗ un caracter de Dirichlet. Se tiene que
si fχ es el conductor de χ (como caracter de Dirichlet) y si f
′
χ es el con-
ductor de Artin de χ, entonces fχ = f
′
χ. Por otro lado el conductor de
Dirichlet de un caracter χ es Pα con P ∈ RT es mo´nico e irreducible,
si y so´lo si χ :
(
RT /(P
α)
)∗ → C∗ pero no puede definirse mo´dulo Pα−1:
χ :
(
RT /(P
α−1)
)∗ → C∗.
12.8.3. Conductor local de K(ΛPα)
Se tiene que K(ΛPα)B ∼= Fq((λPα)) pues P es totalmente ramificado y
vB(λPα) = 1, donde λ = λPα es generador de ΛPα y B es el primo en
K(ΛPα) sobre P . Ahora se tiene que NK(ΛPα )B/KP
(
K(ΛPα)
∗
B
)
= (P )×U (α)P
(Teorema 17.5.47).
Como consecuencia, se tiene que el conductor local de K(ΛPα)/K en P es
Pα y 1 para cualquier otro Q 6= P , Q ∈ RT irreducible.
Lema 12.8.24. Supongamos que K j K(ΛPβ ) para algu´n β y sea fK = P γ .
Entonces γ ≤ α ⇐⇒ K j K(ΛPα).
Demostracio´n. =⇒) Supongamos que K " K(ΛPα) y sea L = K K(ΛPα) '
K(ΛPα). Entonces por el Teorema 12.8.2 se tiene que NL & NK(ΛPα ) =
(P ) × U (α). Sea fL = P δ. Entonces U (δ) j NL y U (δ−1) " NL. Adema´s
P ∈ NL lo cual implica que
(P )× U (δ) j NL & NK(ΛPα ) = (P )× U (α),
de donde se sigue que δ > α. Ahora bien se tiene que
fL = fK K(ΛPα ) = f
ma´x{γ,α} = P γ = P δ
por lo que obtenemos δ = γ > α. Este absurdo prueba que K j K(ΛPα).
⇐=) Se tiene que U (α) j NK(ΛPα ) j NK , de donde se sigue α ≥ γ. uunionsq
Como consecuencia tenemos
Proposicio´n 12.8.25. Sea K j K(ΛPβ ) para algu´n β ∈ N. Entonces fK =
Pα si y so´lo si K j K(ΛPα) y K " K(ΛPα−1).
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Demostracio´n. Si K j K(ΛPα) y K " K(ΛPα−1) entonces si fK = P γ se
sigue del Lema 12.8.24 que γ ≤ α y γ 6≤ α− 1 por lo que γ = α.
Rec´ıprocamente, si fK = P
α entonces nuevamente por el Lema 12.8.24,
y puesto que α ≤ α se sigue que K j K(ΛPα). Ahora bien, si tuvie´semos
K j K(ΛPα−1) entonces se seguir´ıa que α ≤ α − 1 lo que prueba que K "
K(ΛPα−1). uunionsq
12.8.4. El conductor de acuerdo a Schmid
Nuestro objetivo en esta subseccio´n es enunciar el ca´lculo de Schmid para
el conductor en una extensio´n c´ıclica determinada por un vector de Witt.
Primero volvemos a presentar un caso particular de la Proposicio´n 10.3.8.
Proposicio´n 12.8.26. Sea K /K una extensio´n c´ıclica de grado p tal que
K j K(ΛPβ ) para algu´n β ∈ N. Entonces existe y ∈ K tal que K =
K(y) con ℘y = yp − y = h(T ) ∈ K con h(T ) = g(T )
P (T )λ
con g(T ) ∈ RT ,
mcd(P (T ), g(T )) = 1, λ > 0 y mcd(λ, p) = 1.
Demostracio´n. Por el Teorema 12.2.1 se tiene que existe y ∈ K tal que K =
K(y) y yp − y = h(T ) ∈ K. Se tiene µ(X) = Irr(y,X,K) = Xp −X − h(T )
con h(T ) ∈ K y h(T ) /∈ ℘(K) = {ap − a | a ∈ K}. Sea h(T ) = g(T )f(T ) con
g(T ), f(T ) ∈ RT , mcd(g(T ), f(T )) = 1, f(T ) =
∏r
i=1 P
αi
i , donde P1, . . . , Pr
son polinomios irreducibles distintos. Descomponiendo a h(T ) en fracciones
parciales, se tiene
g(T )
f(T )
= s(T ) +
r∑
i=1
ti(T )
Pi(T )αi
, gr ti(T ) < grPi(T )
αi , ti(T ), s(T ) ∈ RT .
Se tiene que para cualquier divisor primo p /∈ {p1, . . . , pr, p∞}, donde pi
denota al divisor primo correspondiente a Pi, se tiene vp(y
p− y) = vp(h) ≥ 0.
Es decir, y es entero con respecto a p. Se sigue que
µ(X) =
p−1∏
i=0
(X − y − i) y µ′(X) =
p−1∑
i=0
∏
j 6=i
(X − y − i).
Por lo tanto µ′(y) =
∑p−1
i=0
∏
j 6=i(y − y − j) =
∏p−1
j=1(−j) es una unidad y por
el Teorema 8.5.6, p es no ramificado.
Ahora si para algu´n 1 ≤ i ≤ r, p | αi entonces si αi = λip, podemos
escribir
g(T )
f(T )
=
t0(T )
Pi(T )λip
+ si(T ) con vpi(si(T )) ≥ 0, gr t0(T ) < grPi(T )λip.
Ahora K(T )/(Pi(T )) es un campo finito, por lo tanto perfecto. Existe m(T ) ∈
K(T ) tal que m(T )p ≡ t0(T ) mo´d Pi(T ). Sea n(T ) := − m(T )Pi(T )λi . Sea u =
y + n(T ). Entonces K = K(u) = K(y) y
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up − u = h(T ) + n(T )p − n(T ) = h0(T )
con vpi(h0(T )) > −λip, vpj (h0(T )) = vpj (h(T )) para j 6= i y vp(h(T )) ≥ 0 pa-
ra p /∈ {p1, . . . , pr, p∞}. Continuando con este proceso, se obtiene K = K(w)
con wp −w = `(T ) con (`(T ))K = C
p
λ1
1 ···pλmm
ps∞ con C un divisor entero primo
relativo a p1, . . . , pm, m ≤ r, λi > 0, mcd(λi, p) = 1 donde reenumeramos a
los elementos de {p1, . . . , pr} del conjunto inicial en caso de ser necesario.
Para 1 ≤ i ≤ m se tiene vpi(wp − w) = vBi(`(T )) = e(Pi | p)vpi(`(T )) =
−e(Pi | p)λi < 0, donde Pi es un divisor enK sobre pi. Por tanto vPi(w) < 0
y vPi(w
p−w) = vPi(wp) = pvPi(w) = −e(Pi | p)λi. Puesto que mcd(p, λi) =
1, se tiene que p | e(Pi | p) y por tanto pi es ramificado en K /K. Por otro
lado, como K j K(ΛPα), el u´nico primo finito ramificado es p, el divisor
asociado a P y por tanto se tiene K = K(y) con
yp − y = g(T )
P (T )λ
con g(T ) ∈ RT , mcd(g(T ), P (T )) = 1,
λ > 0 y mcd(λ, p) = 1. uunionsq
Corolario 12.8.27. Si K /K es una extensio´n c´ıclica de grado pn con K j
K(ΛPα) para algu´n α ∈ N, entonces existe y tal que K = K(y) con yp •−
y = β ∈ Wn(K) con βi(T ) = gi(T )P (T )λi con gi(T ) ∈ RT , λi ≥ 0 y si λi > 0
entonces mcd(gi(T ), P (T )) = 1 y mcd(λi, p) = 1. Finalmente, λ1 > 0.
Demostracio´n. Procedemos por induccio´n en n. El caso n = 1 es la Proposi-
cio´n 12.8.26. Para el caso n+ 1, Kn+1 = Kn(yn+1), y
p
n+1− yn+1 = zn + βn+1
con zn ∈ Kn y vP(zn) ≥ 0 para todo divisor P que no divide a P . Por tan-
to, por el proceso de la demostracio´n de la Proposicio´n 12.8.26 se tiene que
βn+1 tiene la forma requerida. Notemos que puede ser que λn+1 = 0 pues la
codificacio´n de la ramificacio´n de los primos de Kn sobre P bien se pudiera
presentar en zn. uunionsq
Observacio´n 12.8.28 (Reduccio´n de Schmid). Hemos desarrollado el ca-
so particular en que la extensio´n K /K es c´ıclica de grado pn y K j K(ΛPα)
para algu´n α ∈ N. En este caso particular se tiene que λ1 > 0 pues P es total-
mente ramificado en K /K. Sin embargo la Proposicio´n 12.8.26 y el Corolario
12.8.27 pueden ser generalizados de manera natural a una extensio´n arbitrara
K /K c´ıclica de grado pn. En este caso tenemos el criterio de Schmid
(i) Para n = 1, K = K(y) con yp − y = h(T ) ∈ K y tal que
(h(T ))K =
C
pλ11 · · · pλrr
con mcd(C, pi) = 1, 1 ≤ i ≤ r,
λi > 0 y mcd(λi, p) = 1.
Los primos ramificados son precisamente p1, . . . , pr.
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(ii) Para n arbitraria, K = K(y), yp
•− y = β ∈Wn(K) tal que
(βi)K =
Ci
p
λ1,i
1 . . . p
λr,i
r
con λj,i ≥ 0 y si λj,i > 0,
mcd(Ci, pj) = 1 y mcd(λj,i, p) = 1.
El ı´ndice de ramificacio´n de cada pj es p
n−i+1 donde i es el primer
ı´ndice i tal que λj,i > 0. En otras palabras, pj es no ramificado en
Ki−1 := K(y1, . . . , yi−1)/K y totalmente ramificado enK = Kn/Ki.
Este desarrollo se puede encontrar en [120, Section 2, pa´gina 162], [119,
Section 3, pa´gina 115].
H. L. Schmid introdujo los siguientes invariantes. Sea K /K una extensio´n
c´ıclica de grado pn con K j K(ΛPα) para algu´n α ∈ N. Sea K = K(y) tal
que yp
•− y = β ∈ Wn(K), (βi) = Cipλi con λi ≥ 0 y si λi > 0 entonces
mcd(Ci, p) = 1 y mcd(λi, p) = 1 donde p es el divisor asociado a P .
Sea Mn := ma´x
1≤i≤n
{pn−iλi}. Notemos que Mi = ma´x{pMi−1, λi}, M1 <
M2 < · · · < Mn y que el valor ma´ximo se alcanza en un u´nico pn−iλi pues
si pn−iλi = pn−jλj con j > i, entonces pj−iλi = λj pero esto contradice que
mcd(p, λj) = 1.
Teorema 12.8.29. Con las condiciones anteriores, se tiene que el conductor
de K /K es
fK = P
Mn+1.
Demostracio´n. [120, p. 163]. uunionsq
Corolario 12.8.30. Sea K /K una extensio´n c´ıclica de grado pn con K j
K(ΛPα) para algu´n α ∈ N. Entonces Mn + 1 ≤ α.
Demostracio´n. Se sigue inmediatamente del Lema 12.8.24 y del Teorema
12.8.29. uunionsq
12.8.5. Ramificacio´n en p–extensiones c´ıclicas en caracter´ıstica p
En esta seccio´n mencionamos brevemente el tipo de ramificacio´n de los
primos en una p–extensio´n c´ıclica K /Fq(T ) = K dada por una ecuacio´n de
Witt: K = Fq(T )(y):
yp
•− y = α ∈Wn(Fq(T )).
Este caso es similar al de extensiones de Artin–Schreier. Aqu´ı consideramos
K = K(y) donde yp
•− y = β, y la operacio´n es la diferencia de Witt. La
extensio´n es una p–extensio´n finita de grado menor o igual a pn donde y es
de longitud n. Sean P1, . . . Pr los divisores primos finitos que son ramificados
en K /K.
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Teorema 12.8.31. Sea K /K una extensio´n c´ıclica de grado pn donde se
tiene que P1, . . . , Pr ∈ R+T y posiblemente p∞, son los divisores primos rami-
ficados. Entonces K = K(y) donde
yp
•− y = β = δ1 •+ · · · •+ δr •+ µ,
con βp1 − β1 /∈ ℘(K), δij = QijP eiji , eij ≥ 0, Qij ∈ RT y
(i) si eij = 0 entonces Qij = 0;
(ii) si eij > 0 entonces p - eij, mcd(Qij , Pi) = 1 y gr(Qij) < gr(P
eij
i ),
y µj = fj(T ) ∈ RT con
(iii) p - gr fj cuando fj 6∈ Fq y
(iv) µj /∈ ℘(Fq) := {ap − a | a ∈ Fq} cuando µj ∈ F∗q .
Demostracio´n. ConsideremosK /K una extensio´n c´ıclica de grado pn definida
por K := K(y), yp
•− y = β con y ∈Wn(K ) un vector de Witt de longitud
n en K y β ∈Wn(K) un vector de Witt de longitud n en K.
Sea β = (β1, . . . , βn) tal que
βj =
r∑
i=1
Qij
P
eij
i
+ fj(T ), donde P1, . . . , Pr ∈ R+T ,
{
Qij
}1≤j≤n
1≤i≤r ⊆ RT ,
fj(T ) ∈ RT , eij ∈ N ∪ {0} para toda 1 ≤ i ≤ r y 1 ≤ j ≤ n. (12.8.36)
Sea ϕ definido como en (12.7.18). Aplicando ϕ a β obtenemos el vector(
β(1), . . . , β(n)
)
y de la definicio´n de β(j), se tiene que que estos elementos son
de la forma
β(j) =
r∑
i=1
Q′ij
P
e′ij
i
+ f ′j(T ) para todo 1 ≤ j ≤ n.
Escribimos
β = γ1 + · · ·+ γr + ξ,(
β(1), . . . , β(n)
)
=
(
γ
(1)
1 , . . . , γ
(n)
1
)
+ · · ·+ (γ(1)r , . . . , γ(n)r )+ (ξ(1), . . . , ξ(n))
con
γ
(j)
i =
Q′ij
P
e′ij
i
, 1 ≤ i ≤ r, 1 ≤ j ≤ n y ξ(j) = f ′j(T ).
Cuando aplicamos ϕ−1, obtenemos
(β1, . . . , βn) =
(
β(1), . . . , β(n)
)ϕ−1
= (γ1)
ϕ−1 •+ · · · •+ (γr)ϕ−1 •+ (ξ)ϕ−1
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y cada vector (γi)
ϕ−1 es de la forma
(
Q′′i1
P
e′′
i1
i
, · · · , Q′′in
P
e′′
in
i
)
y el vector (ξ)ϕ
−1
es
de la forma
(
f ′′1 (T ), . . . , f
′′
n (T )
)
. En otras palabras
β = δ1
•
+ · · · •+ δr •+ µ
en donde las componentes de cada δi tienen polos a lo ma´s en Pi y µ tiene
componentes con polos a lo ma´s en p∞. Sea pi el divisor correspondiente a Pi.
Ahora cada δ y µ pueden ser normalizados de manera que cada compo-
nente (δi)j := δij tiene divisor(
δij
)
K
=
aij
pλii
con λi ≥ 0; si λi = 0, entonces vpi(aij) ≥ 0;
si λi > 0, entonces mcd(p, λi) = 1 y vpij (aij) = 0 (12.8.37)
y similarmente para µ con respecto a p∞ (ver [120, pa´gina 62] y Observacio´n
12.8.28). De hecho, la normalizacio´n puede ser obtenida mediante el cambio
de variable yi 7→ yi
•
+ αi la cual corresponde a la substitucio´n δi 7→ δi •+
αpi
•− αi y por lo tanto las componentes de cada αi no tiene otro polo que
no sea pi. Ma´s directamente, en el nivel j, aplicando la te´cnica de Hasse, una
sustitucio´n yj → yj +ξj nos lleva a la normalizacio´n de δij en la forma normal
dada en (12.8.37). uunionsq
Ahora estudiamos el comportamiento de p∞ en K/k.
Proposicio´n 12.8.32. Sea K/k dado como el en Teorema 12.8.31. Sea µ1 =
· · · = µs = 0, µs+1 ∈ F∗q , µs+1 6∈ ℘(Fq) y finalmente sea t+ 1 el prime ı´ndice
con ft+1 6∈ Fq (y por lo tanto p - gr ft+1). Entonces el ı´ndice de ramificacio´n de
p∞ es pn−t, el grado de inercia de p∞ es pt−s y el nu´mero de descomposicio´n
de p∞ es ps. Ma´s precisamente, si Gal(K/k) = 〈σ〉 ∼= Cpn , entonces el grupo
de inercia de p∞ es I = 〈σpt〉 y el grupo de descomposicio´n de p∞ es D =
〈σps〉.
Demostracio´n. Puesto que la extensio´n K/k es una extensio´n de Galois de
orden una potencia de un nu´mero primo, el campo de inercia es el primer
nivel en donde p∞ se ramifica. El ı´ndice de este primer nivel es t + 1 (ver
[120]). Por otro lado, por la misma razo´n, el campo de descomposicio´n es el
primer nivel donde p∞ es inerte y este esta´ dado por s+1 (Proposicio´n 10.3.8).
uunionsq
12.9. Extensiones multic´ıclicas
Sea q = pn y consideremos un campo k tal que Fq ⊆ k. Sea xq :=(
xq1, . . . , x
q
m
)
. Entonces xq
•− x = 0 ⇐⇒ x ∈ Wm(Fq) ⊆ Wm(k). El ani-
llo Wm(Fq) es lo que se conoce como un anillo de Galois. Como grupo, vea-
mos que Wm(Fq) es un Wm(Fp)–mo´dulo libre de rango n y en particular,
Wm(Fq) ∼=
(
Z/pmZ
)n
como grupo.
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Proposicio´n 12.9.1. Se tiene que Wm(Fq) es un Wm(Fp)–mo´dulo libre de
rango n, donde q = pn. Ma´s precisamente, sea {µ1, . . . , µn} una base de Fq
sobre Fp y sean µi := {µi} =
(
µi, 0, . . . , 0
)
, 1 ≤ i ≤ n. Entonces {µ1, . . . ,µn}
es una Wm(Fp)–base de Wm(Fq). Esto es
Wm(Fq) =
n⊕
i=1
Wm(Fp) · µi.
Demostracio´n. Sean α1, . . . ,αn ∈Wm(Fp), con
αi =
(
αi1, . . . , αim | α(1)i , . . . , α(m)i
)
µi =
(
µi, 0 . . . , 0 | µi, µpi , . . . , µp
m−1
i
)
.
Entonces se tiene que αi
•· µi =
(
αi1µi, . . . , ? | αi1µi, . . . , ?
)
. En caso de que
•∑n
i=1 αiµi =
(
. . . | ∑ni=1 αi1µi, . . . ) = 0 = (0, . . . , 0 | 0, . . . , 0), obtenemos
que
∑n
i=1 αi1µi = 0 lo cual implica que αi1 = 0 para todo 1 ≤ i ≤ n.
As´ı tenemos que αi = (0, αi2, . . . , αim | 0, pαi2, . . .). Por tanto la segunda
entrada fantasma de
•∑n
i=1 αi
•· µi = 0 queda 0(2) =
∑n
i=1 pαi2µ
p
i . Por lo
tanto
0 = 02 =
1
p
(
0(2) − 0p1
)
=
n∑
i=1
αi2µ
p
i =
n∑
i=1
αpi2µ
p
i =
( n∑
i=1
αi2µi
)p
= 0,
de donde
∑n
i=1 αi2µi = 0 lo cual implica que αi2 = 0 para todo 1 ≤ i ≤ n.
Continuando este proceso obtenemos αi = 0 de donde se sigue el resultado.
uunionsq
Observacio´n 12.9.2. En general se tiene que {ξ1, . . . , ξn} ⊆Wm(Fq) es una
base sobre Wm(Fp) ⇐⇒ {ξ11, . . . , ξn1} es base de Fq sobre Fp. Esto se puede
demostrar siguiendo la demostracio´n de la Proposicio´n 12.9.1 y observando
que si α1, . . . ,αn ∈ Wm(Fp), entonces
•∑n
i=1 αi
•· ξi =
(∑n
i=1 αi1ξi1, . . .
)
,
etc. Dejamos los detalles de la demostracio´n al lector interesado.
Consideremos la ecuacio´n yq
•− y = α donde α ∈Wm(k). Sea y0 ∈Wm(k¯)
una solucio´n de yq
•− y = α, donde k¯ denota una cerradura algebraica de k.
Notemos que si K = k(y) = k
(
y1, . . . , ym
)
es c´ıclica de grado pm sobre k
entonces ym /∈ k
(
y1, . . . , ym−1
)
pues de lo contrario se tendr´ıa que [K : k] =
[k
(
y1, . . . , ym−1
)
: k] ≤ pm−1. As´ı K = k(ym).
El conjunto de ra´ıces de yq
•− y = α es el conjunto {y0 •+ µ}µ∈Wm(Fq).
Sea K = k(y0). Entonces, puesto que Fq ⊆ k, se tiene que Wm(Fq) ⊆Wm(k)
y por tanto K/k es normal. Puesto que |Wm(Fq)| = qm = pnm, todas las
ra´ıces de yq
•− y = α son diferentes y por tanto K/k es separable y de Galois.
Sean G := Gal(K/k) y σ ∈ G. Entonces y0 y σ(y0) son conjugados por lo
que existe ξ ∈Wm(Fq) tal que σ(y0) = y0 •+ ξ. Ponemos σξ := σ.
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Proposicio´n 12.9.3. Con las notaciones anteriores, se tiene que ϕ : G −→
Wm(Fq), dado por ϕ(σξ) = ξ es un monomorfismo de grupos lo que implica
que la extensio´n es abeliana y G ⊆ Wm(Fq) ∼=
(
Z/pmZ
)n
. As´ı, se tiene que
G ∼= Z/pa1Z× · · · × Z/panZ con m ≥ a1 ≥ a2 ≥ · · · ≥ an ≥ 0. uunionsq
Rec´ıprocamente, sea K = k(z) una p–extensio´n abeliana finita de ex-
ponente m y rango n, es decir G ∼= Z/pa1Z × · · · × Z/panZ con m ≥
a1 ≥ a2 ≥ · · · ≥ an ≥ 1 y suponemos que Fq ⊆ k donde q = pn. Sea
K = k(z1, . . . , zn) donde Gal(k(zi)/k) ∼= Z/paiZ, 1 ≤ i ≤ n. Entonces existe
yi tal que k(zi) = k(yi) con y
p
i
•− yi = αi ∈ Wm(k), yi ∈ Wm(K) donde
ponemos yi =
(
0, . . . , 0︸ ︷︷ ︸
m−ai
, yi,m−ai+1, . . . , yi,m
)
, esto es, completamos con ceros
las entradas para hacer los vectores de longitud m.
Sea G = 〈σ1, . . . , σn〉 con σj(yi) =
{
yi
•
+ 1 si i = j
yi si i 6= j
, y o(σi) = p
ai .
Definimos
y := ξ1
•· y1 •+ · · · •+ ξn •· yn,
donde {ξ1, . . . , ξn} es una base de Wm(Fq) sobre Wm(Fp). Entonces yi ∈
Wm(K), ξi ∈Wm(Fq) ⊆Wm(k). Se sigue que k(y) ⊆ K. Veamos que k(y) =
K.
Sea σ ∈ G, digamos σ = σb11 · · ·σbnn , 0 ≤ bi ≤ ai − 1, 1 ≤ i ≤ n. Entonces
σy = σ
( •∑n
i=1
(
ξi
•· yi
))
=
•∑n
i=1
σ
(
ξi
•· yi
)
=
↑
ξi∈Wm(Fq)
•∑n
i=1
ξi
•· σ(yi) =
•∑n
i=1
ξi
•· (yi •+ bi)
=
•∑n
i=1
ξi
•· yi •+
•∑n
i=1
bi
•· ξi = y •+ ξ,
donde ξ :=
•∑n
i=1 bi
•· ξi ∈Wm(Fq). Por tanto σy = y ⇐⇒ ξ = 0 ⇐⇒ b1 =
· · · = bn = 0 ⇐⇒ b1 = · · · = bn = 0 ⇐⇒ σ = Id. Se sigue que K = k(y).
En resumen tenemos:
Teorema 12.9.4. Sea k un campo de caracter´ıstica p > 0 tal que Fq ⊆ k. Sea
α ∈ Wm(k). Si K = k(y0) donde y0 es una ra´ız de yq •− y = α ∈ Wm(k),
entonces K/k es una p–extensio´n abeliana de exponente ph con h ≤ m y
rango l con l ≤ n, donde q = pn. Adema´s si G := Gal(K/k), se tiene que G
es isomorfo de manera natural con un subgrupo del anillo de Galois Wm(Fq).
Rec´ıprocamente, si K = k(y0) es una p–extensio´n de Galois de exponente
ph y rango l, entonces y0 es ra´ız de alguna ecuacio´n de la forma y
q •− y = α
para algu´n α ∈Wm(k). uunionsq
12.9 Extensiones multic´ıclicas 351
Consideremos ahora K/k una p–extensio´n abeliana finita dada por yq
•−
y = α ∈ Wm(k) y donde suponemos que Fq ⊆ k. Digamos que G =
Gal(K/k) ∼= ∏ni=1 Z/paiZ con m ≥ a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Sea ξ ∈ Wm(Fq)
y sea
yξ := (ξ
pn−1 •· ypn−1) •+ (ξpn−2 •· ypn−2) •+ · · · •+ (ξp •· yp) •+ (ξ •· y).
(12.9.38)
Entonces
ypξ
•− yξ = ξ •· α,
esto es, k(yξ)/k es una extensio´n c´ıclica de orden p
h con h ≤ m.
De ahora en adelante supondremos que G := Gal(K/k) = 〈σ1, . . . , σn〉 ∼=(
Z/pmZ
)n
con o(σi) = p
m para todo 1 ≤ i ≤ n. El grupo G tiene qm−qm−1pm−pm−1
subgrupos c´ıclicos de orden pm distintos. En particular debemos tener que
α1 6= 0. Queremos ver que entre las extensiones k(yξ) esta´n todas las subex-
tensiones c´ıclicas de orden pm. Con el isomorfismo G ∼= Wm(Fq), consideremos
σi := σξi , 1 ≤ i ≤ n donde {ξ1, . . . , ξn} es una base de Fq sobre Fp y donde
recordemos que ξi = {ξi} = (ξi, 0, . . . , 0). De hecho notemos que {ξ1, . . . , ξn}
es una base de Fq sobre Fp si y solamente si G = 〈σ1, . . . , σn〉.
Es fa´cil ver que para σδ ∈ G se tiene que σδ(yξ) = yξ •+
•∑n−1
i=0 (ξ
•· δ)pi .
Entonces σδ(yξ) = yξ ⇐⇒
•∑n−1
i=0 (ξ
•· δ)pi = 0.
En general sea gξ(δ) :=
•∑n−1
i=0 (ξ
•· δ)pi . Entonces gξ(δ)p •− gξ(δ) = 0, esto
es, gξ(δ) ∈ Wm(Fp). El mapeo gξ : Wm(Fq) −→ Wm(Fp) no necesariamente
es suprayectivo y se tiene
Wm(Fq)
nu´c gξ
∼= im gξ ⊆Wm(Fp), |Wm(Fp)| = pm,
por lo que |nu´c gξ| ≥ |Wm(Fq)||Wm(Fp)| =
qm
pm .
Ahora bien k(yξ) es el campo fijo de K bajo nu´c gξ.
Proposicio´n 12.9.5. Con las notaciones anteriores, se tiene que [k(yξ) :
k] = pm ⇐⇒ ξ es invertible en Wm(Fq) lo cual es equivalente a que si
ξ = (ξ1, . . . , ξm), entonces ξ1 6= 0.
Demostracio´n. Tenemos que en la expresio´n
•∑n−1
i=0 (ξ
•· δ)pi la primera com-
ponente es
∑n−1
i=0 (ξ1δ1)
pi . Supongamos que ξ es invertible, es decir, ξ1 6= 0.
Consideremos el mapeo ψ : Fq −→ Fp dado por ψ(δ) =
∑n−1
i=0 (δξ1)
piel cual
es no cero pues el polinomio p(x) = (ξ1x)
pn−1 + · · · + (ξ1x)p + (ξ1x) = 0
tiene pn−1 ra´ıces. Por tanto si consideramos la extensio´n k(yξ1)/k dada por
ypξ1−yξ1 = α1 6= 0, el grupo que fija a la extensio´n no es todo Fq y en particular
[k(yξ1) : k] = p. Por tanto [k(yξ) : k] = p
m.
Rec´ıprocamente, en caso de que [k(yξ) : k] = p
m, necesariamente [k(yξ1) :
k] = p y el argumento es reversible por lo que ξ es invertible. uunionsq
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Corolario 12.9.6. Las subextensiones c´ıclicas de grado pm esta´n dadas por
k(yξ) donde yξ esta´ dada por (12.9.38), ξ es invertible y se tiene
ypξ
•− yξ = ξ •· α. uunionsq
En particular, tomando una base {µ1, . . . , µn} de Fq sobre Fp, se tiene que
K = k(y) = k(yµ1 , . . . ,yµn).
Proposicio´n 12.9.7. Sea K/k una extensio´n de Galois con grupo de Galois
isomorfo a Wm(Fq) con Fq ⊆ k. Supongamos K = k(z1, . . . , zn) con zi ∈
Wm(K), Gal(k(zi)/k) ∼= Z/pmZ, 1 ≤ i ≤ n. Entonces todas las subextensiones
k ⊆ k(z) ⊆ K tales que Gal(k(z)/k) ∼= Z/pmZ esta´n dadas por
z =
•∑n
i=1
αi
•· zi,
con αi ∈Wm(Fp), 1 ≤ i ≤ n y algu´n αi0 invertible.
Demostracio´n. Sea G := Gal(K/k) = 〈σ1, . . . , σn〉 de tal forma que σizj =
zj
•
+ δij con δij =
{
1 si i = j
0 si i 6= j .
Sean α1, . . . ,αn ∈Wm(Fp) y sea z =
•∑n
i=1 αi
•· zi. Sea ℘(zi) = zpi
•− zi =
γi con γi =
(
γi1, . . . , γim
)
y γi1 /∈ ℘(k). Entonces
℘(z) =
•∑n
i=1
αi
•· ℘(zi) =
•∑n
i=1
αi
•· γi =: γ,
con γ1 =
∑n
i=1 αi1γi1. Se tiene que [k(z) : k] = p
m ⇐⇒ γ1 /∈ ℘(k).
Ahora supongamos que ℘(z) =
•∑n
i=1 αi
•· γi = γ = ℘(A) para algu´n
A ∈ Wm(k). Entonces ℘(z •− A) = 0, esto es, z •− A ∈ Wm(Fp), z = β •+ A
con β ∈Wm(Fp). En este caso, si existiese αi0 invertible, entonces
z =
•∑n
i=1
αi
•· zi = β •+ A
y por ende
zi0 =
•−
•∑n
i=1
i6=i0
α−1i0
•· αi •· zi •+ α−1i0
•· β •+ α−1i0
•· A.
Ahora bien, puesto que β ∈ Wm(Fp) ⊆ Wm(k) y A ∈ Wm(k), se sigue que
zi0 ∈ k(z1, . . . , zi0−1, zi0+1, . . . , zn), que
K = k(z1, . . . , zn) = k(z1, . . . , zi0−1, zi0+1, . . . , zn)
y que [K : k] ≤ pm(n−1) < pmn, lo cual es absurdo.
En resumen, si algu´n αi0 es invertible, γ = ℘(z) /∈ ℘(Wm(k)).
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Con este procedimiento obtenemos t extensiones k(z) con [k(z) : k] = pm
y t =
∣∣{(α1, . . . ,αn) | αi ∈Wm(Fp) y algu´n αi invertible}∣∣.
Se tiene que α1, . . . ,αn ∈ Wm(Fp) son no invertibles si y solamente si
α11 = α21 = · · · = αn1 = 0 donde αi = (αi1, . . . , αim), 1 ≤ i ≤ n. Entonces
t =
∣∣Wm(Fp)n∣∣− ∣∣Wm−1(Fp)n∣∣ = pnm − pn(m−1) = qm − qm−1.
Ahora bien, dos de estas extensiones k(z), k(w) satisfacen que k(z) =
k(w) ⇐⇒ z = j •· w •+ c con j ∈ Wm(Fp) invertible y c ∈ Wm(k) (Coro-
lario 12.7.25). Puesto que z y w son combinaciones “lineales” de z1, . . . , zn
sobre Wm(Fp), c = 0 y j ∈ Wm(Fp)∗. Finalmente
∣∣Wm(Fp)∗∣∣ = ∣∣Wm(Fp)∣∣ −∣∣Wm−1(Fp)∣∣ = pm − pm−1.
De esta forma hemos obtenido q
m−qm−1
pm−pm−1 extensiones c´ıclicas distintas
k(z)/k de grado pm y por tanto todas. uunionsq
Para estudiar la generacio´n de las extensiones de este tipo, tenemos el
mismo resultado que el del Teorema 12.6.1. Sea K = k(y) tal que yq
•− y = α
y donde Gal(K/k) ∼= Wm(Fq). Sea L = k(z) tal que zq •− z = β.
Para An−1,An−2, . . . ,A1,A0 ∈ Wm(Fq) se define R(X) ∈ Wm(Fq)[X]
por
R(X) := An−1 •· Xpn−1 •+ An−2 •· Xpn−2 •+ · · · •+ A1 •· Xp •+ A0 •· X.
Teorema 12.9.8. Con las notaciones anteriores, k(y) = k(z) si y solamente
si (existen An−1,An−2, . . . ,A1,A0 ∈ Wm(Fq) que satisfacen que R(β) = 0
con β ∈Wm(Fq) ⇐⇒ β = 0) y D ∈Wm(k) con
z = R(y) •+ D. (12.9.39)
Demostracio´n. La demostracio´n es paralela a la demostracio´n del Teorema
12.6.2 usando el formalismo de las operaciones de Witt. Daremos u´nicamente
unos pocos detalles.
Supongamos primero que k(y) = k(z). Sea σi ∈ G dado por σi(y) = y •+
µi, 1 ≤ i ≤ n. Sea w = R(y). Entonces σ ∈ G esta´ dado por σ = σb11 · · ·σbnn
con bi ∈ Z, 0 ≤ bi ≤ pm − 1, 1 ≤ i ≤ n. Se tiene σ(w) = w •+ R
( •∑n
i=1 bi
•·
µi
)
. En particular σi(w) = w
•
+ R(µi).
Si σi(z) = z
•
+ ξi, 1 ≤ i ≤ n, entonces {ξ1, . . . , ξn} es una base de
Wm(Fq) sobre Wm(Fp). Se quieren hallar A0, . . . ,An−1 ∈ Wm(Fq) tales que
R(µi) = ξi, 1 ≤ i ≤ n.
Se tiene
R(µi) = ξi, 1 ≤ i ≤ n ⇐⇒ M •·

A0
A1
...
An−2
An−1
 =

ξ1
ξ2
...
ξn−1
ξn

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donde M es la matriz
M =

µ1 µ
p
1 · · · µp
n−2
1 µ
pn−1
1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n
 .
Ahora bien, es claro que det M = (detM, . . .) donde
M =

µ1 µ
p
1 · · · µp
n−2
1 µ
pn−1
1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n
 .
Se tiene que detM ∈ F∗q y por tanto det M es una unidad de Wm(Fq) de
donde se sigue que M es invertible y por tanto los Ai ∈ Wm(Fq) existen y
son u´nicos satisfaciendo que σ(w) = w
•
+ ξi. El resto de la demostracio´n es
igual a la del Teorema 12.6.2. uunionsq
Ahora estudiaremos el caso de campos de funciones racionales. Sea k =
k0(T ) un campo de funciones racionales donde k0 es un campo finito tal que
Fq ⊆ k0. Tenemos el resultado ana´logo a [93, Theorem 5.5].
Teorema 12.9.9. Sea K/k una extensio´n tal que Gal(K/k) ∼= Wm(Fq) y
donde se tiene que P1, . . . , Pr ∈ R+T y posiblemente p∞, son los primos rami-
ficados. Entonces K = k(y) esta´ dada por
yq
•− y = β = δ1 •+ · · · •+ δr •+ γ,
con yq1 − y1 = β1 es irreducible, δij = QijP eiji , eij ≥ 0, Qij ∈ RT y si eij > 0,
entonces eij = λijp
mij , mcd(λij , p) = 1, 0 ≤ mij < n, mcd(Qij , Pi) = 1 y
gr(Qij) < gr(P
eij
i ), y γj = fj(T ) ∈ RT con gr fj = νjpmj con mcd(p, νj) = 1,
0 ≤ mj < n cuando fj 6∈ k0.
Demostracio´n. Para la primera reduccio´n de separar los polinomios primos
en el denominador se procede como en el caso de Teorema 12.8.31. Una vez
obtenida esta simplificacio´n se procede como Schmid (Observacio´n 12.8.28),
como en la demostracio´n del Teorema 12.4.3 usando el Corolario 12.9.6. uunionsq
Observacio´n 12.9.10. La descomposicio´n de p∞ en una p–extensio´n c´ıclica,
esta´ dada por la Proposicio´n 12.8.32 y en particular p∞ se descompone total-
mente en K/k si y solamente si γ = 0. Otra forma equivalente es decir que
p∞ se descompone totalmente en K/k si y solamente si existe θ ∈Wm(k) tal
que γ = θp
•− θ = ℘(θ).
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De la Observacio´n 12.9.10 se obtiene:
Teorema 12.9.11. Sea K/k como en el Teorema 12.9.9. Si γ = 0, entonces
p∞ se descompone totalmente.
Rec´ıprocamente, si p∞ se descompone totalmente, entonces existe una des-
composicio´n como en el Teorema 12.9.9 con γ = 0.
Demostracio´n. La prueba es similar a la de la Proposicio´n 12.5.3. uunionsq

13
El teorema de Kronecker–Weber en
caracter´ıstica p
13.1. Introduccio´n
El teorema cla´sico de Kronecker–Weber establece que toda extensio´n fi-
nita Q esta´ contenida en un campo cicloto´mico, ver Cap´ıtulo 4. Equivalente-
mente, la ma´xima extensio´n abeliana de Q es la unio´n de todos los campos
cicloto´micos. En 1974 D. Hayes [54], probo´ el resultado ana´logo para campos
de funciones racionales congruentes. Tenemos que la unio´n de todos los cam-
pos de funciones cicloto´micos no es la ma´xima extensio´n abeliana del campo
de funciones racionales congruente K = Fq(T ) puesto que todas estas ex-
tensiones son geome´tricas y el primo infinito es moderadamente ramificado.
Hayes probo´ que la ma´xima extensio´n abeliana de K es la composicio´n de la
unio´n de todos los campos de funciones cicloto´micos con la unio´n de todas
las extensiones de constantes y con la unio´n de los subcampos del campo de
funciones cicloto´mico para el primo infinito donde el primo infinito es total y
salvajemente ramificado. La demostracio´n de Hayes usa teor´ıa de campos de
clase.
La demostracio´n del caso cla´sico la dimos en el Cap´ıtulo 4 la cual usa
grupos de ramificacio´n. La herramienta clave en la demostracio´n es que hay
una u´nica extensio´n c´ıclica de Q de grado p (p impar), y p es el u´nico primo
ramificado. En el caso de campos de funciones racionales la situacio´n es bas-
tante diferente. Existen muchas extensiones c´ıclicas de K de grado p donde
u´nicamente un divisor primo es ramificado.
En este cap´ıtulo se presenta una demostracio´n del ana´logo al Teorema de
Kronecker–Weber para campos de funciones racionales congruentes usando
argumentos de conteo en el caso de ramificacio´n salvaje. Primero, como en el
caso cla´sico, mostramos que cualquier extensio´n c´ıclica de K esta´ contenida
en la composicio´n de un campo de funciones cicloto´micos y una extensio´n de
constantes. El siguiente paso, el fundamental, es mostrar que toda extensio´n
c´ıclica de grado una potencia de p donde u´nicamente hay un primo ramificado
y e´ste es completamente ramificado, esta´ contenida en un campo de funciones
cicloto´mica. Una vez que esto este´ probado, el resto de la prueba se sigue
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fa´cilmente. Usamos la aritme´tica de vectores de Witt desarrollada por Schmid
en [120] (ver Cap´ıtulo 12).
13.2. El Teorema de Kronecker–Weber para campos
de funciones
Para esta seccio´n establecemos nuevamente la notacio´n que usaremos. Sea
KT :=
⋃
M∈RT K(ΛM ), F∞ :=
⋃
m∈N Fqm . Denotamos por p∞ el divisor de
polos de T en K. Denotamos por Ln al ma´ximo subcampo de K(Λ1/Tn) donde
p∞ es total y salvajemente ramificado, n ∈ N. Sea L∞ :=
⋃
n∈N Ln.
El principal objetivo de este cap´ıtulo es probar el siguiente resultado.
Teorema 13.2.1 (Kronecker–Weber, [54], [134, Theorem12.8.31]). La
ma´xima extensio´n abeliana A de K es A = KTF∞L∞.
Para probar el Teorema 13.2.1 es suficiente probar que toda extensio´n
abeliana finita de K esta´ contenida en K(ΛN )FqmLn para algunos N ∈ RT ,
y m,n ∈ N.
Sea L/K una extensio´n abeliana finita. Sea G := Gal(L/K) ∼= Cn1 ×
· · · × Cnl × Cpa1 × · · · × Cpah donde mcd(ni, p) = 1, 1 ≤ i ≤ l y aj ∈ N,
1 ≤ j ≤ h. Sea Si ⊆ L tal que Gal(Si/K) ∼= Cni , 1 ≤ i ≤ l y sea Rj ⊆ L
tal que Gal(Rj/K) ∼= Cpaj , 1 ≤ j ≤ h. Para probar el Teorema 13.2.1 es
suficiente mostrar que cada Si y cada Rj esta´n contenidos en K(ΛN )FqmLn
para algunas N ∈ RT ,m, n ∈ N.
En resumen, podemos suponer que L/K es una extensio´n c´ıclica de grado
h donde ya sea mcd(h, p) = 1 o h = pn para algu´n n ∈ N.
13.2.1. Extensiones geome´tricas moderadamente ramificadas
En esta subseccio´n probaremos el Teorema 13.2.1 para el caso particular de
una extensio´n moderadamente ramificada. Sea L/K una extensio´n abeliana.
Sea P ∈ RT , d := grP .
Por la Proposicio´n 10.4.8, se tiene que si P es moderadamente ramificado
en L/K, entonces si e denota el ı´ndice de ramificacio´n de P en L, tenemos
e | qd − 1.
Ahora consideremos una extensio´n abeliana finita moderadamente rami-
ficada L/K donde P1, . . . , Pr donde son los primos finitos ramificados. Sean
P ∈ {P1, . . . , Pr} y e el ı´ndice de ramificacio´n de P in L. Entonces, como
consecuencia de la Proposicio´n 10.4.8, tenemos que e | qd − 1. Ahora bien, P
es totalmente ramificado en K(ΛP )/K con ı´ndice de ramificacio´n q
d − 1. En
esta extensio´n p∞ tiene ı´ndice de ramificacio´n igual a q − 1.
Sea K ⊆ E ⊆ K(ΛP ) con [E : K] = e. Pongamos P˜ un divisor primo en
LE que divide a P . Sean q := P˜|E y P := P˜|L.
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P P˜
L LE
M
H
K
e
E K(ΛP )
P q
Tenemos que e = eL/K(P|P ) = eE/K(q|P ). Como consecuencia del Lema
de Abhyankar [134, Theorem 12.4.4], se obtiene que
eLE/K(P˜|P ) = mcm[eL/K(P|P ), eE/K(q|P )] = mcm[e, e] = e.
Sea H ⊆ Gal(LE/K) el grupo de inercia de P˜/P . Pongamos M := (LE)H .
Entonces P es no ramificado en la extensio´n M/K. Queremos probar que
L ⊆MK(ΛP ). De hecho se tiene que [LE : M ] = e y E ∩M = K puesto que
P es totalmente ramificado en E/K y no ramificado en M/K. Se sigue que
[ME : K] = [M : K][E : K]. Luego
[LE : K] = [LE : M ][M : K] = e
[ME : K]
[E : K]
= e
[ME : K]
e
= [ME : K].
Puesto que ME ⊆ LE se sigue que LE = ME ⊆ MK(ΛP ). Por tanto
L ⊆MK(ΛP ).
En M/K los primos finitos ramificados son {P2, · · · , Pr}. En caso de que
r − 1 ≥ 1 podemos aplicar el argumento anterior a M/K obteniendo de esta
forma una extensio´n M2/K de tal manera que a lo ma´s r − 2 primos finitos
de K son ramificados en M2K y se tiene que M ⊆ M2K(ΛP2), por lo que
L ⊆MK(ΛP1) ⊆M2K(ΛP1)K(ΛP2).
Llevando a cabo el proceso anterior a lo ma´s r veces, obtenemos
L ⊆M0K(ΛP1P2···Pr ) (13.2.1)
en donde en la extensio´n M0/K el u´nico posible primo ramificado es p∞.
Notemos la similitud con la Proposicio´n 4.1.1.
Por la Proposicio´n 10.4.11, se sigue que M0/K es una extensio´n de cons-
tantes.
Como corolario a (13.2.1) y a la Proposicio´n 10.4.11 obtenemos el Teorema
13.2.1 para el caso moderadamente ramificado.
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Proposicio´n 13.2.2. Si L/K es una extensio´n finita abeliana moderadamen-
te ramificada donde los divisores primos finitos ramificados son P1, . . . , Pr,
entonces
L ⊆ FqmK(ΛP1···Pr ).
para alguna m ∈ N. uunionsq
13.2.2. Extensiones salvajemente ramificadas
Reducciones
Como consecuencia de la Proposicio´n 13.2.2, el Teorema 13.2.1 se seguira´
si probamos el caso particular de una extensio´n c´ıclicaK /K de grado pn para
alguna n ∈ N. Ahora, este tipo de extensiones esta´n dadas por medio de un
vector de Witt:
K = K(y) = K(y1, . . . , yn) con y
p •− y = β = (β1, . . . , βn) ∈Wn(K).
Primero consideremos una extensio´n de Artin–Schreier. Sea K := K(y)
donde yp − y = α ∈ K. La ecuacio´n puede ser normalizada como sigue:
yp − y = α =
r∑
i=1
Qi
P eii
+ f(T ), (13.2.2)
donde Pi ∈ R+T , Qi ∈ RT , mcd(Pi, Qi) = 1, ei > 0, p - ei, grQi < grP eii ,
1 ≤ i ≤ r, f(T ) ∈ RT , con p - gr f cuando f(T ) 6∈ Fq.
Tenemos que los primos finitos ramificados en K /K son precisamente
P1, . . . , Pr. Con respecto a p∞ la Proposicio´n 10.3.8 establece que p∞ es
(i) descompuesto si f(T ) = 0.
(ii) inerte si f(T ) ∈ Fq y f(T ) 6∈ ℘(Fq) := {ap − a | a ∈ Fq}.
(iii) ramificado si f(T ) 6∈ Fq (por tanto p - gr f).
El Teorema 12.8.31 nos prueba que en una extensio´n c´ıclica de grado pn
dada por un vector de Witt, podemos separar cada primo ramificado.
El comportamiento de p∞ en K /K esta´ establecido en la Proposicio´n
12.8.32.
Consideremos el campo K = K(y) como en el Teorema 12.8.31, donde
u´nicamente un divisor prime P ∈ R+T se ramifica, con
βi =
Qi
Pλi
, Qi ∈ RT tal que λi ≥ 0,
si λi = 0 entonces Qi = 0,
si λi > 0 entonces mcm(λi, p) = 1, mcd(Qi, P ) = 1 y grQi < grP
λi ,
λ1 > 0.
(13.2.3)
Un caso particular del Teorema 12.8.31 adecuado para nuestro estudio se
da en la siguiente proposicio´n.
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Proposicio´n 13.2.3. Supongamos que toda extensio´n K1/K que cumpla con
las condiciones de (13.2.3) satisface que K1 ⊆ K(ΛPα) para alguna α ∈ N.
Sea K /K la extensio´n definida por K = K(y) donde ℘(y) = yp
•− y = β
con β = (β1, . . . , βn), βi dado en forma normal: βi ∈ Fq o βi = QiPλi , Qi ∈ RT
y λi > 0, mcd(λi, p) = 1, mcd(Qi, P ) = 1 y grQi ≤ grPλi . Entonces K ⊆
FqpnK(ΛPα) para alguna α ∈ Fq.
Demostracio´n. Del Teorema 12.8.31 se tiene que podemos descomponer el
vector β como β = ε
•
+ γ con εi ∈ Fq para toda 1 ≤ i ≤ n y γi = 0 o γi = QiPλi ,
Qi ∈ RT y λi > 0, mcd(λi, p) = 1, mcd(Qi, P ) = 1 y grQi < grPλi .
Sea γ1 = · · · = γr = 0, y γr+1 /∈ Fq. Tenemos K ⊆ K(ε)K(γ). Ahora
K(ε) ⊆ Fqpn y K(γ) = K(0, . . . , 0, γr+1, . . . , γn).
Para cualquier vector de Witt x = (x1, . . . , xn) tenemos la descomposicio´n
dada por la Proposicio´n 12.7.4
x =(x1, 0, 0, . . . , 0)
•
+ (0, x2, 0, . . . , 0)
•
+ · · · •+ (0, . . . , 0, xj , 0, . . . , 0)
•
+ (0, . . . , 0, xj+1, . . . , xn)
para cada 0 ≤ j ≤ n − 1. Se sigue que K(γ) = K(γr+1, . . . , γn). Puesto que
este campo satisface las condiciones de (13.2.3), tenemos K(γ) ⊆ K(ΛPα)
para alguna α ∈ N. El resultado se sigue. uunionsq
Observacio´n 13.2.4. El primo p∞ puede ser manejado de la misma manera
que cualquier P ∈ R+T . Las condiciones (13.2.3) para p∞ son las siguientes.
Sea K = K(µ) con µj = fj(T ) ∈ RT , adema´s fj(0) = 0 para toda j y ya
sea fj(T ) = 0 o fj(T ) 6= 0 y p - gr fj(T ). La condicio´n fj(0) = 0 significa
que el primo infinito para T ′ = 1/T es o descompuesto o ramificado en cada
nivel, esto es, el grado de inercia es 1 en K /K. En este caso, con el cambio
de variable T ′ = 1/T la hipo´tesis en la Proposicio´n 13.2.3 debe decir que
cualquier campo que cumpla estas condiciones satisface que K ⊆ K(ΛT ′m) =
K(ΛT−m) para algunam ∈ N. Sin embargo, puesto que el grado de la extensio´n
K /K es una potencia de p necesariamente tenemos que K esta´ contenida en
K(ΛT−m)
F∗q = Lm−1.
Con las notaciones del Teorema 12.8.31 obtenemos que si zpi
•− zi = δi,
1 ≤ i ≤ r y si vp •− v = µ, entonces K = K(y) ⊆ K(z1, . . . , zr,v) =
K(z1) . . .K(zr)K(v). Por lo tanto, si el Teorema 13.2.1 se cumple para cada
K(zi), 1 ≤ i ≤ r y para K(v), entonces se cumple para K .
Del Teorema 12.8.31, de la Proposicio´n 13.2.3 y de la observacio´n despue´s
de esta proposicio´n, obtenemos que para probar el Teorema 13.2.1, es suficiente
mostrar que cualquier extensio´n K /K que cumpla las condiciones de (13.2.3)
satisface que ya sea K ⊆ K(ΛPα) para alguna α ∈ N o K ⊆ Lm para alguna
m ∈ N. Es suficiente estudiar el caso P ∈ R+T .
De las Proposiciones 10.3.8 y 12.8.32 obtenemos
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Proposicio´n 13.2.5. Si K es un campo definido por una ecuacio´n del tipo
dado en (13.2.3), entonces K /K es una extensio´n c´ıclica de grado pn, P
es el u´nico primo ramificado, es totalmente ramificado y p∞ es totalmente
descompuesto.
Similarmente, si K = K(v) donde vi = fi(T ) ∈ RT , fi(0) = 0 para toda
1 ≤ i ≤ n y f1(T ) /∈ Fq, p - gr f1(T ), entonces p∞ es el u´nico primo ramificado
en K /K, es totalmente ramificado y el divisor de ceros de T , el cual es ahora
el primo al infinito en R1/T , es totalmente descompuesto. uunionsq
Hemos reducido la demostracio´n del Teorema 13.2.1 a probar que cualquier
extensio´n del tipo dado en la Proposicio´n 13.2.5 esta´ contenido ya sea en
K(ΛPα) para alguna α ∈ N o en Lm para alguna m ∈ N. El segundo caso es
consecuencia del primero con el cambio de variable T ′ = 1/T .
Sea n, α ∈ N. Denotemos por vn(α) al nu´mero de grupos c´ıclicos de orden
pn contenidos en
(
RT /(P
α)
)∗ ∼= Gal(K(ΛPα/K). Tenemos que vn(α) es el
nu´mero de extensiones c´ıclicas K /K de grado pn y K ⊆ K(ΛPα). Toda
extensio´n de este tipo satisface que su conductor FK divide a P
α.
Sea ahora tn(α) el nu´mero de extensiones de campos K /K de grado pn
tal que P es el u´nico primo ramificado, es totalmente ramificado, p∞ es to-
talmente descompuesto y su conductor FK es un divisor de P
α. Puesto que
toda extensio´n c´ıclica K /K de grado pn tal que K ⊆ K ⊆ K(ΛPα) satisface
estas condiciones, tenemos que vn(α) ≤ tn(α). Si probamos que tn(α) ≤ vn(α)
entonces toda extensio´n satisfaciendo la ecuacio´n (13.2.3) esta´ contenida en
una extensio´n cicloto´mica y por ende se sigue el Teorema 13.2.1.
En resumen, para probar el Teorema 13.2.1, es suficiente probar
tn(α) ≤ vn(α) para toda n, α ∈ N. (13.2.4)
Demostracio´n de (13.2.4)
Probaremos ahora por induccio´n en n la ecuacio´n (13.2.4) y como conse-
cuencia obtenemos el Teorema 13.2.1. Primero calcularemos vn(α) para todas
n, α ∈ N.
Proposicio´n 13.2.6. El nu´mero vn(α) de grupos c´ıclicos de orden p
n conte-
nidos en
(
RT /(P
α)
)∗
es
vn(α) =
q
d(α−
⌈
α
pn
⌉
) − qd(α−
⌈
α
pn−1
⌉
)
pn−1(p− 1) =
q
d(α−
⌈
α
pn−1
⌉
)(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1)
pn−1(p− 1) ,
donde dxe denota la funcio´n techo, esto es, dxe denota al entero ma´s pequen˜o
tal que es mayor o igual a x.
Demostracio´n. Sea P ∈ R+T y α ∈ N con grP = d. Primero calculamos
cuantas extensiones c´ıclicas de grado pn esta´n contenidas en k(ΛPα). Puesto
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que p∞ es moderadamente ramificada en k(ΛPα), si K /K es una extensio´n
c´ıclica de grado pn, p∞ se descompone totalmente en K /K (Teorema 9.3.5).
Tenemos Gal(k(ΛPα)/K) ∼=
(
RT /(P
α)
)∗
y la sucesio´n exacta
0 −→ DP,Pα −→
(
RT /(P
α)
)∗ ϕ−→ (RT /(P ))∗ −→ 0, (13.2.5)
donde
ϕ :
(
RT /(P
α)
)∗ −→ (RT /(P ))∗
A mo´d Pα 7−→ A mo´d P
y DP,Pα = nu´cϕ = {N mo´d Pα | N ≡ 1 mo´d P}. Podemos considerar, sin
peligro alguno, que DP,Pα = {1 + hP | h ∈ RT , grh < grPα = dα}.
Tenemos que
(
RT /(P
α)
)∗ ∼= (RT /(P ))∗ × DP,Pα y que (RT /(P ))∗ ∼=
Cqd−1. En primer lugar calculamos cuantos elementos de orden pn existen en(
RT /(P
α)
)∗
. Estos elementos pertenecen a DP,Pα . Sea A = 1 + hP ∈ DP,Pα
de orden pn. Escribimos h = gP γ con g ∈ RT , mcd(g, P ) = 1 y γ ≥ 0.
Tenemos A = 1 + gP 1+γ . Puesto que A es de orden pn, se sigue que
Ap
n
= 1 + gp
n
P p
n(1+γ) ≡ 1 mo´d Pα (13.2.6)
y
Ap
n−1
= 1 + gp
n−1
P p
n−1(1+γ) 6≡ 1 mo´d Pα. (13.2.7)
De (13.2.6) y (13.2.7) se obtiene
pn−1(1 + γ) < α ≤ pn(1 + γ) (13.2.8)
y (13.2.8) es equivalente a⌈
α
pn
⌉
− 1 ≤ γ <
⌈
α
pn−1
⌉
− 1. (13.2.9)
Notemos que para la existencia de al menos un elemento de orden pn es
necesario que α > pn−1.
Ahora para cada γ que satisface (13.2.8) tenemos mcd(g, P ) = 1 y gr g +
d(1 + γ) < dα, esto es, gr g < d(α − γ − 1). Luego, existen Φ(Pα−γ−1) tales
g’s, donde para cualquier N ∈ RT , Φ(N) :=
∣∣(RT /(N))∗∣∣.
Por lo tanto el nu´mero de elementos de orden pn en DP,Pα es⌈
α
pn−1
⌉
−2∑
γ=
⌈
α
pn
⌉
−1
Φ(Pα−γ−1) =
α−
⌈
α
pn
⌉∑
γ′=α−
⌈
α
pn−1
⌉
+1
Φ(P γ
′
). (13.2.10)
Notemos que para cualquier 1 ≤ r ≤ s tenemos
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s∑
i=r
Φ(P i) =
s∑
i=r
qd(i−1)(qd − 1) = (qd − 1)qd(r−1)
s−r∑
j=0
qdj
= (qd − 1)qd(r−1) q
d(s−r+1) − 1
qd − 1 = q
ds − qd(r−1).
Luego, (13.2.10) es igual a
q
d(α−
⌈
α
pn
⌉
) − qd(α−
⌈
α
pn−1
⌉
)
= q
d(α−
⌈
α
pn−1
⌉
)(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1).
Puesto que cada grupo c´ıclico de orden pn tiene ϕ(pn) = pn−1(p − 1)
generadores, se sigue el resultado. uunionsq
Notemos que si K /K es cualquier campo contenido en K(ΛPα) entonces
es conductor FK de K es un divisor de Pα (Lema 12.8.24).
Ahora calculamos el nu´mero de extensiones c´ıclicas K /K de grado p tales
que P es el u´nico primo ramificado (es completamente ramificado), p∞ se
descompone en K /K y FK | Pα.
Proposicio´n 13.2.7. Toda extensio´n c´ıclica K /K de grado p tal que P es
el u´nico primo ramificado, p∞ se descompone en K /K y FK | Pα esta´ con-
tenido en k(ΛPα).
Demostracio´n. De la Teor´ıa de Artin–Schreier (ver (13.2.2)) y Proposicio´n
10.3.8 se tiene que K satisface K = K(y) con la ecuacio´n de Artin–Schreier
de y normalizada como prescrita por Hasse ([45] y Observacio´n 12.8.28). Por
lo tanto
yp − y = Q
Pλ
,
donde P ∈ R+T , Q ∈ RT , mcd(P,Q) = 1, λ > 0, p - λ, grQ < grPλ. Ahora el
conductor FK satisface FK = P
λ+1 as´ı que λ ≤ α− 1.
Tenemos que si K = K(z) con zp − z = a entonces existen j ∈ F∗p
y c ∈ K tales que z = jy + c y a = j Q
Pλ
+ ℘(c) donde ℘(c) := cp − c.
Si a esta´ dado en forma normal entonces c = hPγ con pγ ≤ λ (de hecho,
pγ < λ puesto que mcd(λ, p) = 1) y grh < grP γ o h = 0. Sea γ0 :=
[
α−1
p
]
.
Entonces cualquier tal c puede ser escrito como c = hP
γ0−γ
Pγ0 . Por lo tanto
c ∈ G :=
{
h
Pγ0 | h ∈ RT , grh < grP γ0 = dγ0 o h = 0
}
.
Si c ∈ G y j ∈ {1, 2, . . . , p− 1} tenemos
a = j
Q
Pλ
+ ℘(c) = j
Q
Pλ
+
hp
P pγ0
+
h
P γ0
=
jQ+ Pλ−pγ0h+ Pλ−γ0h
Pλ
=
Q1
Pλ
,
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con grQ1 < grP
λ. Puesto que λ−pγ0 > 0 y λ−γ0 > 0, tenemos mcd(Q1, P ) =
1. Por lo tanto a esta´ en forma normal.
Se sigue que el mismo campo tiene |F∗p||℘(G)| representaciones diferentes,
todas ellas en forma normal. Ahora G y ℘(G) son grupos aditivos y ℘ : G →
℘(G) es un epimorfismo de grupos con nu´cleo
nu´c℘ = G ∩ {c | ℘(c) = cp − c = 0} = G ∩ Fp = {0}.
Tenemos |℘(G)| = |G| = |RT /(P γ0)| = qdγ0 .
De la discusio´n anterior se desprende que el nu´mero de extensiones c´ıclicas
diferentes K /K de grado p tales que el conductor de K es FK = Pλ+1 es
igual a
Φ(Pλ)
|F∗p||℘(G)|
=
qd(λ−1)(qd − 1)
(p− 1)qdγ0 =
q
d(λ−
[
λ
p
]
−1)
(qd − 1)
p− 1 =
1
p− 1Φ
(
P
λ−
[
λ
p
])
.
(13.2.11)
Por lo tanto, el nu´mero de extensiones c´ıclicas K /K de grado p tal que
el conductor de K es FK es un divisor de Pα esta´ dada por
w(α)
p−1 donde
w(α) =
α−1∑
λ=1
mcd(λ,p)=1
Φ
(
P
λ−
[
λ
p
])
. (13.2.12)
Para calcular w(α) escribamos α−1 = pt0 +r0 con t0 ≥ 0 y 0 ≤ r0 ≤ p−1.
Ahora {λ | 1 ≤ λ ≤ α− 1,mcm(λ, p) = 1} = A ∪ B donde
A = {pt+ r | 0 ≤ t ≤ t0 − 1, 1 ≤ r ≤ p− 1} y B = {pt0 + r | 1 ≤ r ≤ r0}.
Entonces
w(α) =
∑
λ∈A
Φ
(
P
λ−
[
λ
p
])
+
∑
λ∈B
Φ
(
P
λ−
[
λ
p
])
donde entendemos que si un conjunto, A o B es vac´ıo, la suma respectiva es
0.
Entonces
w(α) =
∑
0≤t≤t0−1
1≤r≤p−1
qd(pt+r−t−1)(qd − 1) +
r0∑
r=1
(qd(pt0+r−t0−1)(qd − 1)
= (qd − 1)
( t0−1∑
t=0
qd(p−1)t
)( p−1∑
r=1
qd(r−1)
)
+ (qd − 1)qd(p−1)t0
r0∑
r=1
qd(r−1)
(13.2.13)
= (qd − 1)q
d(p−1)t0 − 1
qd(p−1) − 1
qd(p−1) − 1
qd − 1 + (q
d − 1)qd(p−1)t0 q
dr0 − 1
qd − 1
= qd((p−1)t0+r0 − 1 = qd(pt0+r0−t0 − 1 = qd(α−1−
[
α−1
p
]
) − 1.
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Entonces, el nu´mero de extensiones c´ıclicas K /K de grado p tales que P
es el u´nico primo ramificado, FK | Pα y p∞ se descompone, es
w(α)
p− 1 =
q
d(α−1−
[
α−1
p
]
) − 1
p− 1 . (13.2.14)
Para finalizar la demostracio´n de la Proposicio´n 13.2.7 necesitamos el si-
guiente
Lemma 13.2.8. Para cualquier α ∈ Z y s ∈ N se tiene
(i)
[[α
ps
]
p
]
=
[
α
ps+1
]
.
(ii)
⌈
α
ps
⌉
=
[
α− 1
ps
]
+ 1.
Demostracio´n. Para (i), notemos que el caso s = 0 es claro. Pongamos α =
tps+1 + r con 0 ≤ r ≤ ps+1 − 1. Sea r = lps + r′ con 0 ≤ r′ ≤ ps − 1.
Notemos que 0 ≤ l ≤ p− 1. Por lo tanto α = tps+1 + lps + r′, 0 ≤ r′ ≤ ps − 1
y 0 ≤ l ≤ p − 1. Luego
[
α
ps
]
= tp + l, y
[
α
ps
]
p
= t +
l
p
, 0 ≤ l ≤ p − 1.
As´ı
[[α
ps
]
p
]
= t =
[
α
ps+1
]
.
Para (ii), escribamos α = pst + r con 0 ≤ r ≤ ps − 1. Si ps | α entonces
r = 0 y
⌈
α
ps
⌉
= t,
[
α− 1
ps
]
=
[
pst− 1
ps
]
=
[
t− 1
ps
]
= t− 1 =
⌈
α
ps
⌉
− 1.
Si ps - α, entonces 1 ≤ r ≤ ps−1 y α−1 = pst+(r−1) con 0 ≤ r−1 ≤ ps−2.
Por tanto
⌈
α
pn
⌉
=
⌈
q +
r
ps
⌉
= t+ 1 y
[
α− 1
ps
]
=
[
t+
r − 1
ps
]
= t =
⌈
α
ps
⌉
− 1.
uunionsq
Del Lema 13.2.8 (i) obtenemos que (13.2.14) es igual a
w(α)
p− 1 =
q
d(α−1−(
⌈
α
p
⌉
−1)) − 1
p− 1 =
q
d(α−
⌈
α
p
⌉
) − 1
p− 1 = v1(α). (13.2.15)
Como consecuencia de (13.2.15), tenemos la Proposicio´n 13.2.7. uunionsq
La Proposicio´n 13.2.7 prueba (13.2.4) para n = 1 y toda α ∈ N.
Ahora consideremos una extensio´n c´ıclica Kn/K de grado pn tal que P es
el u´nico primo ramificado, es completamente ramificado, p∞ se descompone
completamente en Kn/K y FK | Pα. Queremos probar que Kn ⊆ k(ΛPα).
Esto sera´ probado por induccio´n en n. El caso n = 1 es la Proposicio´n 13.2.7.
Suponemos que toda extensio´n c´ıclica Kn−1 de grado pn−1, n ≥ 2 tal que P
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es el u´nico primo ramificado, p∞ se descompone completamente en Kn−1/K
y tal que FKn−1 | P δ esta´ contenida en k(ΛP δ) donde δ ∈ N.
Sea Kn cualquier extensio´n c´ıclica de grado pn tal que P es el u´nico pri-
mo ramificado y es totalmente ramificado, p∞ se descompone totalmente en
Kn/K y FKn | Pα. Sea Kn−1 el subcampo de Kn de grado pn−1. Ahora
consideremos Kn/K generado por el vector de Witt β = (β1, . . . , βn−1, βn),
esto es, ℘(y) = yp
•− y = β, y suponemos que β esta´ en su forma normal
descrita por Schmid (ver Observacio´n 12.8.28, [119, 120]). Entonces Kn−1/K
esta´ dado por el vector de Witt β′ = (β1, . . . , βn−1).
Sea λ := (λ1, . . . , λn−1, λn) el vector de los para´metros de Schmid, esto
es, donde cada βi esta´ dado por
βi =
Qi
Pλi
, donde Qi = 0 (esto es, βi = 0) y λi := 0 o
mcd(Qi, P ) = 1, grQi < grP
λi , λi > 0 y mcd(λi, p) = 1.
Ahora, puesto que P es totalmente ramificado, se tiene λ1 > 0.
Ahora calculamos cuantas extensiones Kn/Kn−1 diferentes pueden ser
construidas por medio de βn.
Lema 13.2.9. Para un campo fijo Kn−1, el nu´mero de campos diferentes Kn
es menor o igual a
1 + w(α)
p
=
1
p
q
d(α−
⌈
α
p
⌉
)
. (13.2.16)
Demostracio´n. Para βn 6= 0, cada ecuacio´n en forma normal esta´ dada por
ypn − yn = zn−1 + βn, (13.2.17)
donde zn−1 es el elemento en Kn−1 obtenido por la generacio´n de Witt de
Kn−1 del vector β′ (ver (12.7.17) y Teorema 12.7.26). De hecho zn−1 esta´
dado, formalmente, por
zn−1 =
n−1∑
i=1
1
pn−i
[
yp
n−i
i + β
pn−i
i − (yi + βi + zi−1)p
n−i]
,
con z0 = 0.
Como en el caso n = 1 tenemos que existen Φ(Pλn) extensiones para los
diferentes βn con λn > 0. El nu´mero de elementos βn diferentes que nos dan el
mismo campoKn con el cambio yn → yn+c, c ∈ Gλn :=
{
h
Pγ0 | h ∈ RT , grh <
grP γ0 = dγ0 o h = 0
}
donde γn =
[
λn
p
]
, obtenemos βn → βn + ℘(c) esta´
tambie´n en forma normal. Por tanto, el nu´mero de elementos βn que nos dan
el mismo campo Kn con este cambio de variable es q
d(
[
λn
p
]
)
. Por lo tanto
obtenemos a lo ma´s Φ
(
P
λn−
[
λn
p
])
posibles campos Kn para cada λn > 0
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(ver (13.2.14)). Ma´s precisamente, si para cada βn con λn > 0 definimos
βn := {βn + ℘(c) | c ∈ Gλn}, entonces cada elemento de βn nos da el mismo
campo Kn.
Sea vP la valuacio´n en P y
Aλn := {βn | vP (βn) = −λn},
A :=
α−1⋃
λn=1
mcd(λn,p)=1
Aλn .
Entonces cada campo Kn esta´ dado por βn = 0 o βn ∈ A. De (13.2.13)
Tenemos que el nu´mero de campos Kn conteniendo un campo fijo Kn−1 que
obtuvimos en (13.2.17) es menor o igual a
1 + |A| = 1 + w(α) = qd
(
α−1−
[
α−1
p
])
= q
d
(
α−1−
⌈
α
p
⌉
+1
)
= q
d
(
α−
⌈
α
p
⌉)
.
(13.2.18)
Ahora con la substitucio´n yn → yn + jy1, j = 0, 1, . . . , p− 1, en (13.2.17)
obtenemos
(yn + jy1)
p − (yn + jy1) = ypn − yn + j(yp1 − y1) = zn−1 + βn + jβ1.
Por lo tanto, cada una de las extensiones obtenidas en (13.2.17) se repite
al menos p veces, esto es, para cada βn, obtenemos la misma extensio´n con
βn, βn+β1, . . . , βn+(p−1)β1. Probaremos que diferentes βn+jβ1 corresponden
a elementos diferentes de {0} ∪ A.
Fijemos βn. Modificamos cada βn + jβ1 en su forma normal: βn + jβ1 +
℘(cβn,j) para alguna cβn,j ∈ K. De hecho βn + jβ1 esta´ siempre en forma
normal con la posible excepcio´n de λn = λ1 y au´n en este caso esto sucede
para a lo ma´s un ı´ndice j ∈ {0, 1, . . . , p− 1}: si λn 6= λ1,
vP (βn + jβ1) =
{
−λn si j = 0
−ma´x{−λn,−λ1} si j 6= 0
.
Cuando λn = λ1 y si vP (λn + jλ1) = u > −λn = −λ1 y p|u, entonces para
i 6= j, vP (βn + iβi) = vP (βn + jβ1 + (i − j)β1) = −λn = −λ1. En otras
palabras cβn,j = 0 con muy pocas excepciones.
Cada µ = βn+ jβ1 +℘(cβn,j), j = 0, 1, . . . , p−1 satisface que o bien µ = 0
o µ ∈ A. Veremos que todos estos elementos nos dan elementos diferentes de
{0} ∪ A.
Si βn = 0, entonces para j 6= 0, vP (jβ1) = −λ1, de tal forma que jβ1 ∈ A.
Ahora si jβ1 = iβ1, entonces
jβ1 = β
′
n + ℘(c1) y iβ1 = β
′
n + ℘(c2)
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para alguna β′n 6= 0 y algunas c1, c2 ∈ Gλ1 . Se sigue que (j−i)β1 = ℘(c2−c1) ∈
℘(K). Esto no es posible por la eleccio´n de β1 a menos que j = i.
Sea βn 6= 0. El caso βn + jβ1 = 0 para alguna j ∈ {0, 1, . . . , p − 1} ha
sido ya considerada en en el primer caso. Por tanto consideramos el caso βn+
jβ1 +℘(cβn,j) 6= 0 para toda j. Si para algunas i, j ∈ {0, 1, . . . , p−1} tenemos
βn + jβ1 + ℘(cβn,j) = βn + iβ1 + ℘(cβn,i) entonces existen β
′
n y c1, c2 ∈ K
tales que
βn + jβ1 + ℘(cβn,j) = β
′
n + ℘(c1) y βn + iβ1 + ℘(cβn,i) = β
′
n + ℘(c2).
Se sigue que (j − i)β1 = ℘(c1 − c2 + cβn,i − cβn,j) ∈ ℘(K) de tal forma que
i = j.
Por tanto cada campo Kn es representado por al menos p elementos dife-
rentes de {0} ∪ A. El resultado se sigue. uunionsq
Ahora bien, de acuerdo con Schmid (Teorema 12.8.29), el conductor de
Kn es PMn+1 donde Mn = ma´x{pMn−1, λn} y PMn−1+1 es el conductor de
Kn−1. Puesto que FKn | Pα, se tiene Mn ≤ α−1. Por lo tanto pMn−1 ≤ α−1
y λn ≤ α− 1. Luego FKn−1 | P δ con δ =
[
α− 1
p
]
+ 1.
Proposicio´n 13.2.10. Se tiene
vn(α)
vn−1(δ)
=
q
d(α−
⌈
α
p
⌉
)
p
,
donde δ =
[
α− 1
p
]
+ 1.
Demostracio´n. De la Proposicio´n 13.2.6 obtenemos
vn(α) =
q
d(α−
⌈
α
pn−1
⌉
)(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1)
pn−1(p− 1)
=
q
d(α−
⌈
α
pn−1
⌉
)
pn−1(p− 1)
(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1),
y
vn−1(δ) =
q
d(δ−
⌈
δ
pn−2
⌉
)(
q
d(
⌈
δ
pn−2
⌉
−
⌈
δ
pn−1
⌉
) − 1)
pn−2(p− 1)
=
q
d(δ−
⌈
δ
pn−2
⌉
)
pn−2(p− 1)
(
q
d(
⌈
δ
pn−2
⌉
−
⌈
δ
pn−1
⌉
) − 1).
Ahora del Lema 13.2.8 obtenemos
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δ
pn−2
⌉
−
⌈
δ
pn−1
⌉
=
([δ − 1
pn−2
]
+ 1
)
−
([δ − 1
pn−1
]
+ 1
)
=
[
δ − 1
pn−2
]
−
[
δ − 1
pn−1
]
=
[[α−1
p
]
pn−2
]
−
[[α−1
p
]
pn−1
]
=
[
α− 1
pn−1
]
−
[
α− 1
pn
]
=
(⌈ α
pn−1
⌉
− 1
)
−
(⌈ α
pn
⌉
− 1
)
=
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
,
δ −
⌈
δ
pn−2
⌉
=
([α− 1
p
]
+ 1
)
−
([δ − 1
pn−2
]
+ 1
)
=
[
α− 1
p
]
−
[
δ − 1
pn−2
]
=
[
α− 1
p
]
−
[[α−1
p
]
pn−2
]
=
[
α− 1
p
]
−
[
α− 1
pn−1
]
.
Por tanto
vn−1(δ) =
q
d(
[
α−1
p
]
−
[
α−1
pn−1
]
)
pn−2(p− 1)
(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1
)
.
As´ı, por el Lema 13.2.8,
vn(α)
vn−1(δ)
=
q
d(α−
⌈
α
pn−1
⌉
)
pn−1(p−1)
(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1)
q
d(
[
α−1
p
]
−
[
α−1
pn−1
]
)
pn−2(p−1)
(
q
d(
⌈
α
pn−1
⌉
−
⌈
α
pn
⌉
) − 1
)
=
1
p
q
d(α−
⌈
α
pn−1
⌉
−
[
α−1
p
]
+
[
α−1
pn−1
]
)
=
1
p
q
d(α−
⌈
α
pn−1
⌉
−(
⌈
α
p
⌉
−1)+(
⌈
α
pn−1
⌉
−1))
=
1
p
q
d(α−
⌈
α
p
⌉
)
.
Esto prueba el resultado. uunionsq
De aqu´ı, de la Proposicio´n 13.2.10, Lema 13.2.9 (13.2.16) y puesto que por
hipo´tesis de induccio´n tenemos tn−1(δ) = vn−1(δ), obtenemos
tn(α) ≤ tn−1(δ)
(1
p
q
d
(
α−
⌈
α
p
⌉))
= vn−1(δ)
(1
p
q
d
(
α−
⌈
α
p
⌉))
= vn(α).
Esto prueba (13.2.4) y el Teorema 13.2.1.
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Prueba alternativa de (13.2.4)
Mantenemos la misma notacio´n de las subsecciones previas. Sea K /K
una extensio´n satisfaciendo las condiciones de (13.2.3) y con el conductor un
divisor de Pα. Tenemos que FK = P
Mn+1 donde
Mn = ma´x{pn−1λ1, pn−2λ2, . . . , pλn−1, λn}
ver Teorema 12.8.29. Por lo tanto
FK | Pα ⇐⇒ Mn + 1 ≤ α ⇐⇒ pn−iλi ≤ α− 1, i = 1, . . . , n.
Entonces λi ≤
[
α− 1
pn−i
]
. Estas condiciones proporcionan todas las exten-
siones c´ıclicas de grado pn donde P ∈ R+T es el u´nico primo ramificado, es
totalmente ramificado, p∞ se decompone totalmente y su conductor divide a
Pα. Ahora estimamos el nu´mero de diferentes formas para generar K .
Sea K = K(y). Primero notemos que con el cambio de variable yi por
yi + ci para cada i, ci ∈ K obtenemos el mismo campo. Para estas nuevas
formas de generar K que a su vez cumpla (13.2.3), debemos tener:
(i) Si λi = 0, ci = 0.
(ii) Si λi > 0, entonces ci ∈
{
h
Pγi | h ∈ RT , grh < grP γi = dγi o h =
0
}
, donde γi =
[
λi
p
]
. Por lo tanto tenemos a lo ma´s Φ
(
P
λi−
[
λi
p
])
extensiones para este λi (ver (13.2.11)). Puesto que 1 ≤ λi ≤
[
α− 1
pn−i
]
y mcd(λi, p) = 1, si definimos δi :=
[
α− 1
pn−i
]
+ 1, de (13.2.12) y de
(13.2.13) obtenemos que debemos tener a lo ma´s
w(δi) =
δi−1∑
λi=1
mcm(λi,p)=1
Φ
(
P
λi−
[
λi
p
])
= q
d
(
δi−1−
[
δi−1
p
])
− 1 (13.2.19)
expresiones diferentes para todos los posibles λi > 0.
Ahora del Lema 13.2.8 tenemos
δi − 1−
[
δi − 1
p
]
=
[
α− 1
pn−i
]
−
[[α− 1
pn−i
]
p
]
=
[
α− 1
pn−i
]
−
[
α− 1
pn−i+1
]
.
Por tanto
w(δi) = q
d
([
α−1
pn−i
]
−
[
α−1
pn−i+1
])
− 1. (13.2.20)
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Cuando λi = 0 es permitido tenemos a lo ma´s w(δi) + 1 extensiones con
para´metro λi. Por tanto, puesto que λ1 > 0 y λi ≥ 0 para i = 2, . . . , n,
tenemos que el nu´mero de extensiones satisfaciendo (13.2.3) y con conductor
un divisor de Pα es a lo ma´s
sn(α) := w(δ1) ·
n∏
i=2
(
w(δi) + 1
)
.
De (13.2.19) y de (13.2.20), obtenemos
sn(α) =
(
q
d
([
α−1
pn−1
]
−
[
α−1
pn
])
− 1
)
·
n∏
i=2
q
d
([
α−1
pn−i
]
−
[
α−1
pn−i+1
])
.
Por lo tanto
∏n
i=2(w(δi) + 1) = q
dµ donde
µ =
n∑
i=2
([α− 1
pn−i
]
−
[
α− 1
pn−i+1
])
=
n∑
i=2
[
α− 1
pn−i
]
−
n−1∑
j=1
[
α− 1
pn−j
]
=
[
α− 1
pn−n
]
−
[
α− 1
pn−1
]
= α− 1−
[
α− 1
pn−1
]
.
Se sigue que
sn(α) =
(
q
d
([
α−1
pn−1
]
−
[
α−1
pn
])
− 1
)
· qd
(
α−1−
[
α−1
pn−1
])
= q
d
([
α−1
pn−1
]
−
[
α−1
pn
]
+α−1−
[
α−1
pn−1
])
− qd
(
α−1−
[
α−1
pn−1
])
= q
d
(
α−1−
[
α−1
pn
])
− qd
(
α−1−
[
α−1
pn−1
])
.
Del Lema 13.2.8 (ii) obtenemos
α− 1−
[
α− 1
pn
]
= α−
⌈
α
pn
⌉
y α− 1−
[
α− 1
pn−1
]
= α−
⌈
α
pn−1
⌉
.
Por tanto
sn(α) = q
(
α−
⌈
α
pn
⌉)
− q
(
α−
⌈
α
pn−1
⌉)
= pn−1(p− 1)vn(α).
Finalmente, el cambio de variable y→ j •× y con j ∈Wn(Fp)∗ ∼=
(
Z/pnZ
)∗
da el mismo campo y tenemos β → j •× β. Por tanto
tn(α) ≤ sn(α)
ϕ(pn)
=
sn(α)
pn(p− 1) = vn(α).
Esto prueba (13.2.4) y el Teorema 13.2.1.
14
Campos de ge´neros
14.1. Introduccio´n
Dado un campo nume´rico K, esto es, [K : Q] < ∞, el campo de clase
de Hilbert KH de K se define como la ma´xima extensio´n abeliana de K no
ramificada. Esto significa que ningu´n primo, finito o infinito, de K se ramifica
en KH . Por teor´ıa de campos de clase, sabemos que KH/K es una extensio´n
finita y que Gal(KH/K) ∼= IK , el grupo de clases de K. Adema´s los primos
totalmente descompuestos de K en KH son precisamente los ideales primos
principales (Proposicio´n 17.7.30).
Similarmente, se puede definir el campo de clase de Hilbert extendido K+H
como la ma´xima extensio´n abeliana de K tal que los primos finitos no sean
ramificados. Se tiene que K+H/K es un extensio´n finita y Gal(K
+
H/K)
∼= I+K :=
DK/P
+
K donde P
+
K = {(α) | α ∈ K y (α) esta´ generado por un elemento
totalmente positivo} (un elemento β se llama totalmente positivo si para todo
encaje real, K
ϕ
↪−→ R, se tiene ϕ(β) > 0).
Ma´s au´n, K+H/KH es una extensio´n 2–elemental abeliana finita y los pri-
mos que se descomponen totalmente en K+H/K son los ideales primos princi-
pales generados por un elemento totalmente positivo (Proposicio´n 17.7.33).
Dada un extensio´n E/F finita de campos nume´ricos, el campo de ge´neros
Ege relativo a F es el campo Ege = Ek
∗ donde k∗ es la ma´xima extensio´n
abeliana de F de tal suerte que Ek∗ ⊆ EH .
E Ek∗ = Ege EH
F k∗
Equivalentemente, k∗ es la ma´xima extensio´n abeliana de F contenida en EH .
Esta es la definicio´n dada por Fro¨hlich [33].
En cierta forma Ege es la parte ma´s fa´cil de estudiar del campo de clase
de Hilbert EH de E.
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Cuando K es un campo de funciones congruente, para estudiar el campo
de ge´neros de K , digamos relativo a K = Fq(T ), donde Fq es el campo de
constantes de K , el problema al que nos enfrentamos es, ¿que´ es KH?
Si definimos KH como la ma´xima extensio´n abeliana no ramificada de K,
tendremos KH = K nr ⊇ K F¯q donde F¯q =
⋃∞
n=1 Fqn es a la vez la ma´xima
extensio´n abeliana de Fq como su cerradura algebraica. De hecho se tiene que
Gal(K nr/K ) ∼= Gal(K nr/K F¯q)×Gal(K F¯q/K ) ∼= IK ,0 × Zˆ
donde Zˆ = l´ım←n Z/nZ ∼=
∏
p primo Zp es el anillo de Pru¨fer y IK ,0 es el grupo
de clases de divisores de grado 0 de K (ver Capt´ulo 17, Seccio´n 17.6).
Este grupo es demasiado grande para su estudio. Notemos que todos los
primos deK son eventualmente inertes enK F¯q/K . Esto es, si p es un primo
de K , existe n0(p) ∈ N tal que p se descompone en K Fqn0 y p es totalmente
inerte en K F¯q/K Fqn0 (Teorema 9.1.7). En otras palabras, si exigimos como
condicio´n extra que algu´n conjunto de primos de K se descomponga total-
mente en la definicio´n de KH , entonces KH/K sera´ finito. Esta es definicio´n
de campos de clase de Hilbert dada por M. Rosen ([110]). Ver Cap´ıtulo 17,
Seccio´n 17.8.
En este cap´ıtulo estudiaremos el campo de ge´neros Kge de una extensio´n
K /K, K = Fq(T ) donde el campo de constantes deK es una extensio´n finita
de Fq.
14.2. Algo de historia y algunos antecedentes
Para el caso nume´rico, ver Seccio´n 6.4.
El concepto del campo de ge´neros se remonta a F. Gauss [37] en el contexto
de formas cuadra´ticas binarias. Si K /Q es un campo nume´rico, Kge = K k∗
y K ⊆ Kge ⊆ KH . Originalmente, la definicio´n de campos de ge´neros fue
dada para una extensio´n cuadra´tica de Q. Tenemos que, para una extensio´n
cuadra´tica de un campo nume´rico K , el grupo de Galois de Kge/K es iso-
morfo al ma´ximo subgrupo de exponente 2 del grupo de clase de ideales (ver
Seccio´n 6.4). H. Hasse [47] fue quien introdujo la teor´ıa de ge´neros para cam-
pos cuadra´ticos nume´ricos describiendo el trabajo de Gauss por medio de la
teor´ıa de campos de clase. H. W. Leopoldt [86] determino´ el campo de ge´neros
Kge de una extensio´n abeliana K de Q generalizando el trabajo de Hasse.
El desarrollo de Leopoldt fue por medio del uso de los caracteres de Diri-
chlet adema´s de relacionar estos caracteres con la aritme´tica de K (Seccio´n
6.3). Fue A. Fro¨hlich [31, 32] quien introdujo la nocio´n que hemos descrito y
que sirve para el estudio del campo de ge´neros para extensiones no necesaria-
mente abelianas de Q.
En este cap´ıtulo estamos interesados en campos de funciones congruen-
tes K . Como mencionamos anteriormente, no hay una nocio´n en general de
campo de clase de Hilbert (CCH). Usaremos la nocio´n de campo de clase de
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Hilbert introducida por M. Rosen, en la cual se fija un conjunto no vac´ıo S∞
de primos de K .
Usando la definicio´n de Rosen de CCH es posible dar un concepto de
campos de ge´neros deK similar al caso de campos nume´ricos. En la literatura
ha habido diferentes definiciones de campos de campos de ge´neros de acuerdo a
las diversas definiciones de CCH dada. R. Clement [25] encontro´ un campo de
ge´neros extendido de una extensio´n c´ıclica K de K = Fq(T ) de grado primo
dividiendo a q−1. Clement uso´ un concepto de CCH similar al usado por Hasse
de campos cuadra´ticos de nu´meros K . Espec´ıficamente, esta es la extensio´n
abeliana finita de K tal que los ideales primos del anillo de enteros OK de
K que se descomponen totalmente son precisamente los ideales principales
generados por un elemento de norma positiva, lo cual coincide, en este caso,
con los ideales principales generados por elementos totalmente positivos.
S. Bae y J.K. Koo [10] generalizaron los resultados de Clement con los
me´todos desarrollado por Fro¨hlich [33]. Ellos definieron el campo de ge´neros
para cualquier campo de funciones global y desarrollaron el ana´logo a la teor´ıa
cla´sica de campos de ge´neros. B. Angle`s y J.-F. Jaulent [3] usaron S–grupos
de clase extendido para establecer los resultados para la teor´ıa de extensiones
finitas de campos globales, donde S es un conjunto finito no vac´ıo de lugares.
Para esta cap´ıtulo usaremos las siguientes notaciones. K = Fq(T ) sera´ el
campo de funciones racionales. Sea R+T el conjunto de polinomios mo´nicos e
irreducibles en RT . Para cualquier campo de funciones K /Fq, Km := K Fqm
denota a la extensio´n de constantes. Para cualquier m ∈ N, Cm denota un
grupo c´ıclico de orden m.
Para cualquier extensio´n finita K /K usaremos el s´ımbolo S∞(K ) para
denotar ya sea un primo o todos los primo en K sobre p∞, el divisor de polos
de T en K. Recordemos que los primos que se ramifican en K(ΛN )/K son p∞
(q 6= 2) y los polinomios P ∈ R+T tales que P | N , con la excepcio´n cuando
q = 2 y N ∈ {T, T + 1, T (T + 1)} pues en este caso K(ΛN ) = K.
Establecemos Ln como el ma´ximo subcampo de K(Λ1/Tn) donde p∞ es
total y salvajemente ramificado, n ∈ N. Para cualquier campo F , nF denota
la composicio´n FLn.
La definicio´n de Rosen para un campo de clase de Hilbert relativo de un
campo de funciones congruente K , es la siguiente.
Definicio´n 14.2.1 ([110]). Sea K un campo de funciones con campo de
constantes Fq. Sea S cualquier conjunto finito no vac´ıo de divisores primos de
K . El campo de clase de Hilbert de K relativo a S, KH,S , es el la ma´xima
extensio´n abeliana no ramificada de K donde cada elemento de S se descom-
pone totalmente.
A partir de ahora, para cualquier extensio´n finita K de K consideraremos
S como el conjunto de divisores primos que dividen a p∞, el divisor de polos
de T en K y escribiremos KH en lugar de KH,S .
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Definicio´n 14.2.2. Sea K una extensio´n finita de K. El campo de ge´neros
Kge de K es la ma´xima extensio´n de K contenida en KH que sea la compo-
sicio´n de K y una extensio´n abeliana de K. Equivalentemente, Kge = K K∗
donde K∗ es la ma´xima extensio´n abeliana de K contenida en KH .
Definicio´n 14.2.3. El grado [Kge : K ] se llama el nu´mero de ge´nero de K
y al grupo Gal(Kge/K ) se le llama grupo de ge´neros de K .
14.3. Campo de ge´neros. Resultados generales
Teorema 14.3.1. Sea K un campo de funciones global con campo de cons-
tantes Fq. Sea S cualquier conjunto finito no vac´ıo de lugares de K . Sea
OS = {x ∈ K | vp(x) ≥ 0 para toda p /∈ S}. Sea Cl(OS) = ClS el grupo
de clases de ideales del anillo Dedekind OS. Entonces el campo de clase de
Hilbert KH,S de K con respecto a S, satisface
Gal(KH,S/K ) ∼= ClS
y el campo de constantes de KH,S es Fqd donde d = mcd(gr p | p ∈ S).
Demostracio´n. Por el Teorema 9.1.7, si Kr es la extensio´n de constantes
de grado r, se tiene que los elementos de S se descomponen totalmente en
Kr/K ⇐⇒ r| gr p para toda p ∈ S. De ah´ı se sigue que Kd es la ma´xima
extensio´n de constantes de K donde los elementos de S se descomponen to-
talmente. Por tanto Fqd es el campo de constantes de KH,S . Ver Corolario
17.8.20.
Ahora Gal(KH,S/K ) ∼= ClS bajo el mapeo de reciprocidad de Artin ([110,
Theorem 1.3]). uunionsq
Teorema 14.3.2. Sea K0 un campo de funciones congruente y sea K /K0
una extensio´n abeliana finita con grupo de Galois G = Gal(K /K0). Sea S
cualquier conjunto finito no vac´ıo de lugares de K . Sea KH,S el respectivo
campo de clase de Hilbert de K . Entonces KH,S/K0 es una extensio´n de Ga-
lois y G := Gal(KH,S/K0) es el producto semidirecto de H = Gal(KH,S/K )
y G con H / G: G = H oG:
Gal(KH,S/K0) ∼= Gal(KH,S/K )oGal(K /K0).
Demostracio´n. Sea σ un K0–monomorfismo de KH,S en una cerradura nor-
mal de KH,S/K0. Entonces σ(K ) = K y KH,S · σ(KH,S) es una extensio´n
abeliana de K no ramificada y donde todos los primos de S se descom-
ponen totalmente (ver Proposicio´n 10.4.7). Por maximalidad se sigue que
KH,S ·σ(KH,S) = KH,S , de donde σ(KH,S) = KH,S y por tanto KH,S/K0 es
de Galois.
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KH,S
H
GK
G
K0
Se tiene que H / G y tenemos la sucesio´n exacta
1 −→ H i−−→ G pi−−→ G −→ 1
donde G actu´a en H bajo conjugacio´n.
Ma´s precisamente, si g ∈ G y h ∈ H, consideremos x ∈ G tal que g = pi(x).
Entonces g ◦ h := xhx−1 = hx−1 . Por ser H abeliano, g ◦ h no depende de x.
Ahora bien, por ser KH,S el campo de clase de Hilbert, H ∼= ClS bajo
el mapeo de reciprocidad de Artin. Expl´ıcitamente estamos considerando el
mapeo ClS
(L/K)
−−−−−→ H donde para un ideal
a =
r∏
i=1
pαii ,
(
L/K
a
)
:=
r∏
i=1
(
L/K
pi
)αi
y
(L/K
pi
)
es el automorfismo de Frobenius correspondiente a pi (ver Cap´ıtulo
17, Seccio´n 17.6).
Identificamos ClS ⊆ G mediante el mapeo
(L/K). Esto es ClS ∼= H ↪−→ G.
La accio´n de G en ClS es conjugacio´n, esto es, si a¯ ∈ ClS ⊆ G y σ ∈ G,
entonces σ ◦ a¯ = σa¯σ−1, lo cual tiene sentido pues a es un ideal obtenido en
K y G = Gal(K /K0).
Sea R ⊆ G un conjunto de representantes de G en G, esto es, para cada
σ ∈ G, seleccionamos u´nicamente un elemento rσ ∈ G tal que pi(rσ) = σ.
Entonces si y ∈ G, pi(y) = σ = pi(rσ) se tiene r−1σ y ∈ nu´cpi = H ∼= ClS y por
tanto y = rσ a¯ = σa¯ para algu´n a¯ ∈ ClS .
Se tiene para σ, τ ∈ G y para a¯, b¯ ∈ ClS ,
(σa¯)(τ b¯) = σττ−1a¯τ b¯ = (στ)(a¯τ b¯).
Por tanto y 7−→ (a¯, σ) es un isomorfismo, G ∼= ClS o G ∼= Gal(KH,S/K ) o
Gal(K /K0). uunionsq
El Teorema 14.3.2 tiene varias consecuencias importantes.
Teorema 14.3.3. Con las hipo´tesis del Teorema 14.3.2, se tiene que el grupo
de ge´neros Gal(Kge/K ) satisface
Gal(Kge/K0) ∼= G/IGClS y Gal(Kge/K ) ∼= ClS/IGClS ,
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donde
IGG = 〈(σ − 1)x | σ ∈ G, x ∈ G〉 = 〈xσ−1x−1 = (σ ◦ x)x−1 | σ ∈ G, x ∈ G〉.
Demostracio´n. Se tiene que Kge es la ma´xima extensio´n abeliana de K0 con-
tenida en KH,S . Por tanto Gal(Kge/K0) ∼= G/G′ y Gal(Kge/K ) ∼= ClS/G′.
Veamos que G′ = IGClS . Se tiene para σ ∈ G, a¯ ∈ ClS , (σ − 1)a¯ =
(σ ◦ a¯)a¯−1 = σa¯σ−1a¯−1 ∈ G′ por lo que IGClS ⊆ G′.
Para el rec´ıproco, primero notemos que como G/ClS ∼= G es abeliano, se
tiene G′ ⊆ ClS . Ahora, sean x, y ∈ G, x = σa¯, y = τ b¯ con σ, τ ∈ G, a¯, b¯ ∈ ClS .
Se tiene que x−1 = a¯−1σ−1 = σ−1σa¯−1σ−1 = σ−1a¯−σ
−1
y y−1 =
τ−1b¯−τ
−1
. Por tanto
xyx−1y−1 = (στ a¯τ b¯)(σ−1τ−1a¯−σ
−1τ−1 b¯−τ
−1
).
Tambie´n notemos que si c¯ ∈ ClS y δ ∈ G, c¯δ = δδ−1c¯δ = δc¯δ. Se sigue que
xyx−1y−1 = στσ−1τ−1a¯τσ
−1τ−1 b¯σ
−1τ−1 a¯−σ
−1τ−1 b¯−τ
−1
= a¯σ
−1(1−τ−1)b¯τ
−1(σ−1−1) ∈ IGClS .
.
Por lo tanto G′ ⊆ IGClS y G′ = IGClS . uunionsq
Corolario 14.3.4. Con las hipo´tesis Teorema 14.3.2, si en adicio´n G es c´ıcli-
co, generado por σ, entonces
Gal(Kge/K ) ∼= ClS
Cl1−σS
. uunionsq
Corolario 14.3.5. Sea K /K0 una extensio´n c´ıclica de grado primo l. Su-
ponemos que el orden del nu´mero de S–clases de K0 es 1, en especial
K0 = K = Fq(T ). Entonces Kge/K0 y Kge/K son ambas extensiones l–
elementales abelianas.
Demostracio´n. Sea G = Gal(K /K0). Se tiene Gal(Kge/K ) ∼= ClSCl1−σS . Con
las hipo´tesis que tenemos sobre K0, la norma de las S–clases de K sobre
las S–clases de K0 es trivial por lo que
ClS
Cl1−σS
∼= H−1(G,ClS) donde G =
Gal(K /K0). Puesto que Gl = {1}, se tiene que lH−1(G,ClS) = {0}. En
particular, Gal(Kge/K ) es un grupo l–elemental abeliano.
Finalmente, Gal(Kge/K0) ∼= Gal(Kge/K ) × Gal(K /K0) tambie´n es un
grupo l–elemental abeliano. uunionsq
Observacio´n 14.3.6. El resultado del Corolario 14.3.5 no se cumple cuando
el nu´mero de clases de ideales no es 1. Por ejemplo, si denotamos ClK0,S y
ClK ,S los respectivos grupos de clases de ideales de K0 y de K , supongamos
14.3 Campo de ge´neros. Resultados generales 379
que ClS,K0
∼= Ql × C con Ql el l–subgrupo de Sylow de ClS,K0 y C de orden
primo relativo a l. Suponemos que C 6= {1}.
Se tiene que el nu´cleo de la conorma conK0/K : ClK0,S −→ ClK ,S es de
orden 1 o l (Ejemplo 10.1.16). En particular la conorma es inyectiva en C y
en especial C ⊆ ClK ,S . Ahora la norma en C satisface N(C) = Cl = C, esto
es nu´c N∩C = {1}. De la sucesio´n exacta
1 −→ nu´c N −→ ClK ,S −→ N(ClK0,S) −→ 1,
y del hecho de que nu´c N
Cl
(1−σ)
K ,S
∼= H−1(G,ClK ,S) es un l–grupo elemental abeliano,
se sigue que C tiene una copia isomorfa en
ClK ,S
Cl
(1−σ)
K ,S
∼= Gal(Kge,K ) por lo que
Gal(Kge,K ) no es un l–grupo.
Como hemos visto en el Cap´ıtulo 13, el Teorema de Kronecker–Weber
establece que siK /K es una extensio´n abeliana finita, entonces existen n,m ∈
N,N ∈ R+T tales queK ⊆ K(ΛN )FqmLn := nK(ΛN )m. Usando este resultado
podemos establecer ma´s sobre K .
Proposicio´n 14.3.7. Si E/K es una extensio´n abeliana finita en donde p∞
se descompone totalmente, entonces existe N ∈ R+T tal que E ⊆ K(ΛN )+.
Demostracio´n. Sean N ∈ R+T , n,m ∈ N tales que E ⊆ nK(ΛN )m = L. Sea
D el grupo de descomposicio´n de p∞ en L. Se tiene que M ∩ K(ΛN ) = K,
donde M = LnFqm(T ). Se tiene e∞(M |K) = qn, f∞(M |K) = m y [M : K] =
qnm = e∞(M |K)f∞(M |K).
K(ΛN ) L = MK(ΛN )
K M
Puesto que e∞(K(ΛN )|K) = q − 1, f∞(K(ΛN )|K) = 1, se sigue que D =
Gal(MK(ΛN )/K(ΛN )) × Gal(K(ΛN )/K(ΛN )+) y LD = K(ΛN )+. Puesto
que p∞ se descompone totalmente en E/K se sigue que E ⊆ LD = K(ΛN )+.
uunionsq
Para otra demostracio´n de la Proposicio´n 14.3.7, ver la Proposicio´n 9.3.19.
Proposicio´n 14.3.8. Si E/K es una extensio´n abeliana tal que p∞ es mode-
radamente ramificado, existen N ∈ RT y m ∈ N tales que E ⊆ K(ΛN )Fqm .
Demostracio´n. Por el Teorema de Kronecker–Weber (Teorema 13.2.1), tene-
mos E ⊆ K(ΛN )FqmLn = nK(ΛN )m para algunos N ∈ RT y n,m ∈ N.
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F FLn
V
E R
K Ln
Sea F := K(ΛN )Fqm = K(ΛN )m y sea V el primer grupo de ramificacio´n
de p∞ en FLn/K. Entonces R := (FLn)V es la ma´xima extensio´n de K donde
p∞ es moderadamente ramificado y como consecuencia tenemos que S∞(R)
es salvajemente ramificado en FLn/R.
Puesto que p∞ es moderadamente ramificado en E/K, se sigue que E ⊆
R. Ahora, p∞ es moderadamente ramificado en F/K y S∞(F ) es total y
salvajemente ramificado en F/K por lo que S∞(F ) es total y salvajemente
ramificado en FLn/F y la extensio´n FLn/F es de grado |V |. Por tanto R = F
y E ⊆ F . uunionsq
Lema 14.3.9. Sea K cualquier campo de funciones congruente y sea Kge el
campo de ge´neros de K /K. Sea K ⊆ L tal que L/K es abeliana y es no
ramificada en los primos finitos de K y tal que Kge ⊆ L. Entonces Kge = LD
donde D es el grupo generado por todos los grupos de descomposicio´n D(P|p)
para p ∈ S∞(K ) y P|p, P ∈ PL.
Demostracio´n. KH,S
L
Kge
K
K
Se tiene que LD/K satisface que L/K es no ramificada y todos los primos
de S∞(K ) se descomponen totalmente. Puesto que K ⊆ LD ⊆ L, LD/K es
abeliana y por tanto LD ⊆ KH,S . Se sigue que LD ⊆ Kge.
Finalmente, LD ⊆ Kge ⊆ L, y si Kge 6= LD, entonces algu´n p∞ ∈ S∞(K )
no se descompondr´ıa totalmente en Kge/K. Se sigue que LD = Kge. uunionsq
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Proposicio´n 14.3.10. Sean M,K dos campos de funciones congruentes,
K ⊆ M ⊆ K . Entonces, si Mge y Kge denotan los campos de ge´neros de
M/K y de K /K respectivamente. Entonces Mge ⊆ Kge.
Demostracio´n. Se tiene
Mge K Mge
M K = K M
Como Mge/M es no ramificada y S∞(M) se descompone totalmente en
Mge/M , entonces K Mge/K M = K es no ramificada y S∞(K ) se des-
compone totalmente en K Mge/K (ver Corolario 10.4.15). De ah se sigue
que Mge ⊆ K Mge ⊆ Kge (de hecho Mge = Mk∗ con k∗/K abeliana,
K Mge = K Mk∗ = K k∗). uunionsq
Proposicio´n 14.3.11. Sean M/K y E/K dos extensiones finitas, Mge y Ege
los campos de ge´neros respectivos. Entonces MgeEge ⊆ (ME)ge.
Demostracio´n. Se sigue de la Proposicio´n 14.3.10 pues M,E ⊆ME. uunionsq
Observacio´n 14.3.12. En general veremos que no necesariamente MgeEge =
(ME)ge, esto es, se puede tener MgeEge $ (ME)ge (ver Observacio´n 14.8.9).
Observacio´n 14.3.13. Sea K = Fq(T ) y sea Km la extensio´n de constantes
de K de grado m. Sea K cualquier extensio´n finita de K tal que Fqm ⊆ K .
Sean Kge y K ′ge los campos ge´neros de K /K y de K /Km respectivamente.
Puesto que los divisores primos de K se descompone totalmente en Kge y
en K ′ge y Kge/K y K
′
ge/K son abelianas y no ramificadas, se sigue que
Kge = K ′ge.
Con respecto al campo de constantes de Kge de una extensio´n abeliana de
K /K, se tiene:
Lema 14.3.14. Si K /K es una extensio´n abeliana finita y si el grado de
cualquier divisor primo en S∞(K ) es t, entonces el campo de constantes de
Kge es Fqt .
Demostracio´n. Consideremos la extensio´n de constantes Kr := K Fqr de K .
Entonces el nu´mero de primos en Kr sobre cualquier primo en S∞(K ) es
h = mcd(dK (S∞(K )), r) = mcd(t, r) (Teorema 9.1.7). Por lo tanto S∞(K )
se descompone completamente enKr/K si y so´lo si h = r y esto es equivalente
a r | dK (S∞(K )) = t. Se sigue que la ma´xima extensio´n de constantes de K
en donde S∞(K ) se descompone totalmente es Kt = K Fqt . Luego el campo
de constantes de Kge es Fqt . uunionsq
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14.4. Campos de ge´neros para K subcampo de un
campo cicloto´mico
En el resto de este cap´ıtulo desarrollamos un ana´logo a la teor´ıa de Leo-
poldt del ge´nero para campos de funciones congruentes. Se da una descripcio´n
del campo de ge´neros Kge de una extensio´n abeliana finita de un campo de
funciones racionales congruente por medio de su grupo de caracteres de Di-
richlet en campos de funciones cicloto´micos. Aqu´ı consideramos el campo de
clases de Hilbert KH de un campo de funciones K usando la construccio´n de
Rosen para S∞ = {p∞}, donde p∞ es el divisor de polos de T en el campo de
funciones racionales K = Fq(T ).
Ma´s precisamente, sea K una extensio´n abeliana finita de K. Entonces,
si K esta´ contenido en una extensio´n cicloto´mica, veremos que Kge tambie´n
esta´ contenido en una extensio´n cicloto´mica y encontraremos el grupo de
caracteres de Dirichlet asociado a Kge.
Cuando K /K es una extensio´n abeliana, Kge es la ma´xima extensio´n de
K contenida en KH . El principal objetivo en esta seccio´n es encontrar Kge
donde K es un subcampo de un campo de funciones cicloto´mico. En lo que
sigue, K siempre denotara´ una extensio´n finita geome´trica de K. Primero
notamos que tenemos el ana´logo al resultado de Leopoldt (Teorema 6.4.2).
Proposicio´n 14.4.1. Si K ⊆ K(ΛN ) y el grupo de caracteres asociado a
K es X, entonces la ma´xima extensio´n abeliana J de K no ramificada en
ningu´n primo finito P ∈ R+T , contenida en una extensio´n cicloto´mica, es el
campo asociado a Y =
∏
P∈R+T XP =
∏
P |N XP .
Demostracio´n. Ana´loga a la demostracio´n del Teorema 6.4.2. uunionsq
Observacio´n 14.4.2. Podemos considerar al campo asociado a Y de la Pro-
posicio´n 14.4.1 como el campo de ge´neros extendido dentro del cicloto´mico y
lo denotaremos por K
(+)
ge .
Notemos que K
(+)
ge no es lo mismo que K +ge = Kge ∩ K(ΛN )+, donde
K ⊆ K(ΛN ). Se tiene K +ge ⊆ Kge ⊆ K (+)ge .
Ahora, K(ΛN )
+ es el campo fijo de F∗q ⊆
(
RT /(N)
)∗ ∼= Gal(K(ΛN )/K).
El grupo de caracteres asociado a K(ΛN )
+ es
{χ ∈ XN | χ(a) = 1 para toda a ∈ F∗q}
y donde XN es el grupo de caracteres asociado a K(ΛN ), esto es, XN ∼=(
RT /(N)
)∗
.
Teorema 14.4.3. Sea K ⊆ K ⊆ K(ΛN ) para algu´n N ∈ R+T . Entonces
Kge ⊆ K(ΛN ) y Kge = K (K (+)ge )+. Ma´s precisamente, si el grupo de carac-
teres de Dirichlet de K es X y L es el campo asociado a Y =
∏
P∈R+T XP ,
entonces
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Kge = K L
+.
En particular se tiene que si K ⊆ K(ΛN ) entonces Kge ⊆ K(ΛN ).
Demostracio´n. Sea F/K tal que F/K una extensio´n abeliana no ramificada
y tal que los elementos de S∞(K ) se descomponen totalmente F/K . En
particular p∞ es moderadamente ramificada.
Por la Proposicio´n 14.3.8, F ⊆ K(ΛM )m para algunos M ∈ R+T , m ∈ N.
Sea I el grupo de inercia de S∞(K ) en K(ΛM )/K y sea B = K(ΛM )I .
K(ΛM )
I
K(ΛM )m
F
B Bm
K Km
K Km
Puesto que los elementos de S∞(B) tienen grado 1, estos son totalmente
inertes en Bm/B. Adema´s los elementos de S∞(B) son totalmente ramificados
en K(ΛM )/B. Ahora bien, los elementos de S∞(K ) son totalmente descom-
puestos en B/K de donde se obtiene que B es el campo de descomposicio´n
de S∞(K ) en K(ΛM )m/K . Se sigue que F ⊆ B ⊆ K(ΛM ).
Sea Z el grupo de caracteres de Dirichlet asociado a F . Puesto que F/K es
no ramificada, se sigue que X ⊆ Z ⊆ Y , esto es, F ⊆ L pues L es la ma´xima
extensio´n abeliana contenida en algu´n campo de funciones cicloto´mico tal
que L/K es no ramifica en los primos finitos. En particular, podemos tomar
M = N . Por lo tanto Kge = LD donde D es el grupo de descomposicio´n de
S∞(K ) en L/K .
Ahora bien, S∞(K ) se descompone totalmente en L+K /K pues p∞ se
descompone totalmente en L+/K. Puesto que L/K es no ramificada L+K ⊆
L por lo que L+K /K es no ramificada, de donde L+K ⊆ Kge y se tiene
L+K ⊆ Kge ⊆ L.
Para finalizar, veamos que S∞(L+K ) es totalmente ramificada en la ex-
tensio´n L/L+K , lo cual se sigue del hecho que L+ ⊆ L+K ⊆ L y de que
S∞(L+) es totalmente ramificada en L/L+. Puesto que L+K ⊆ Kge ⊂ L y
Kge/L+K es no ramificada, se sigue que Kge = L+K . uunionsq
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14.5. El campo de ge´neros para extensiones abelianas
de K
Sea K = Fq(T ). Sea p∞ el polo T en K. Sea K /K una extensio´n abeliana
finita. Del Teorema de Kronecker–Weber tenemos que existen n,m ∈ N y
N ∈ RT tales que
K ⊆ nK(ΛN )m := LnK(ΛN )Fqm ,
donde Ln denota el subcampo de K(Λ1/Tn+1) de grado q
n y Fqm(T ) := Km
es la extensio´n de constantes de K de grado m. Tenemos que p∞ es total y
salvajemente ramificado en Ln/K. Adema´s p∞ es totalmente inerte en Km/K.
Para cualquier extensio´n de campos E/F , e∞(E|F ), f∞(E|F ) y h∞(E|F )
denotan el ı´ndice de ramificacio´n, el grado de inercia y el nu´mero de descom-
posicio´n de S∞(F ) en E respectivamente. Para P ∈ R+T , eP (E|F ) denota el
ı´ndice de ramificacio´n de cualquier primo en F sobre P en E/F .
Sea M := LnKm. Entonces
e∞(M |K) = qn, f∞(M |K) = m y h∞(M |K) = 1. (14.5.1)
Tenemos que M ∩K(ΛN ) = K.
El resultado principal sobre el campo de ge´neros para extensiones abelianas
de K es el siguiente.
Teorema 14.5.1. Con las notaciones anteriores, sea K /K una extensio´n
abeliana finita. Sea E := K M ∩K(ΛN ). Entonces
Kge = E
H1
ge K = (EgeK )
H ,
donde H1 = H|Ege y H es el grupo de descomposicio´n de cualquier primo de
S∞(K ) en EgeK /K . Tambie´n tenemos que |H1| = d | q − 1. El campo de
constantes de Kge es Fqt donde t es el grado de S∞(K ) en K . Finalmente,
EgeK /Kge y EK /EH1K son extensiones de constantes de grado d.
Demostracio´n. Que el campo de constantes Kge es Fqt es el contenido del
Lema 14.3.14.
Puesto que K(ΛN )∩M = K y E = K M ∩K(ΛN ), de la correspondencia
de Galois entre K(ΛN )/K y K(ΛN )M/M , tenemos que E corresponde a
K M . Por tanto EM corresponde a E. Se sigue que
K M = EM.
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K(ΛN ) K(ΛN )M
E K M = EM
K
E ∩K
K K ∩M M
Ahora E∩K ⊆ Ege∩K ⊆ K(ΛN )∩K = (K(ΛN )∩K M)∩K(ΛN )∩K =
E ∩K(ΛN ) ∩K = E ∩K . Esto es
E ∩K = Ege ∩K = K(ΛN ) ∩K .
Tenemos [E : K] = [EM : M ] = [K M : M ] = [K : K ∩M ]. Por tanto
[K : K] = [E : K][K ∩M : K]. (14.5.2)
Veamos que EK /K es no ramificada. Primero notamos que E ⊆ EK ⊆
EK M = E · EM = EM . En la extensio´n M/K, p∞ es el u´nico primo
ramificado. Por tanto, en K M/E los u´nicos posibles primos ramificados son
aquellos en S∞(E). Tambie´n se tiene que en la extensio´n K M/K los u´nicos
posibles primos ramificados son los elementos de S∞(K ) y puesto que K ⊆
EK ⊆ K M = EM , los u´nicos posibles primos ramificados en EK /K son
aquellos en S∞(K ).
E EK EM = K M
K
E ∩K
K M
De la Ecuacio´n (14.5.1) y del Proposicio´n 10.4.14, obtenemos que
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K EK
M ∩K • M
e∞(EK |K ) | e∞(M |K ∩M) y e∞(M |K ∩M) | e∞(M |K) = qn.
Por otro lado, se tiene
e∞(EK |K ) | e∞(E|E ∩K ) y e∞(E|E ∩K ) | e∞(K(ΛN )|K) = q − 1.
Por tanto
e∞(EK |K ) | mcd(qn, q − 1) = 1
de donde obtenemos que EK /K es no ramificada.
Ahora bien, nuevamente por la Proposicio´n 10.4.14 se tiene
e∞(EK |K )
=
1
f∞(EK |K ) | e∞(E|E ∩K ) f∞(E|E ∩K )
=
1
,
y e∞(EK |K ) = 1, f∞(E|E ∩ K ) = 1. Se obtiene que f∞(EK |K ) |
e∞(E|E ∩K ) y e∞(E|E ∩K ) | q − 1, de donde f∞(EK |K ) | q − 1.
Sea d = f∞(EK |K ). Tenemos que EK /K es no ramificada y el grado de
inercia de S∞(K ) en EK /K es d | q−1. Puesto que Ege/E es no ramificada
y adema´s los elementos de S∞(E) se descomponen totalmente en Ege/E, lo
mismo sucede en EgeK /EK . De esta forma obtenemos que EgeK /K es
una extensio´n no ramificada y el grado de inercia de S∞(K ) es d.
Sea H el grupo de descomposicio´n de cualquier primo en S∞(K ) en
EgeK /K y sea H1 := H|Ege . Puesto que Ege ∩K = E ∩K , de la corres-
pondencia de Galois, obtenemos, bajo el mapeo de restriccio´n, que H ∼= H1,
|H| = |H1| y EH1ge K = (EgeK )H . Adema´s, H1 ⊆ I∞(K(ΛN )|K) ∼= Cq−1,
donde I∞ denota al grupo de inercia de p∞. Por tanto H es un grupo c´ıclico
y H ∼= H1 ∼= Cd.
Ya que S∞(K ) se descompone totalmente en EH1ge K /K , se sigue que
EH1ge K ⊆ Kge.
Sea E1 := EE
H1
ge ⊆ Ege. Ahora bien H1 ⊆ I∞(E|E ∩K ), de tal forma
que S∞(EH1ge ) es totalmente ramificado en Ege/E
H1
ge . Por lo tanto S∞(E1)
es totalmente ramificado en Ege/E1. Por otro lado S∞(E) se descompone
totalmente en Ege/E. Se sigue que S∞(E1) se descompone totalmente en
Ege/E1. Esto es, S∞(E1) se ramifica y se descompone totalmente en Ege/E1.
Por tanto
Ege = E1 = EE
H1
ge .
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Se sigue que
(EgeK )
H = EH1ge K ⊆ Kge y EEH1ge = Ege.
Para probar la otra contencio´n, definimos C := KgeM ∩K(ΛN ). Tenemos
E ⊆ EM = K M ⊆ KgeM, E ⊆ K(ΛN ).
Por tanto
E ⊆ KgeM ∩K(ΛN ) = C, esto es E ⊆ C.
Adema´s, EH1ge ⊆ EH1ge K ⊆ Kge ⊆ KgeM y EH1ge ⊆ Ege ⊆ K(ΛN ). Se sigue
que EH1ge ⊆ KgeM ∩K(ΛN ) = C. Obtenemos EH1ge ⊆ C. Por tanto
Ege = EE
H1
ge ⊆ C. (14.5.3)
K(ΛN ) K(ΛN )M
C CM = KgeM
no ramificada
Kge
no ramificada
Ege = E
H1
ge E
H1=H|Ege
EgeK
H
EgeM
E
H1
ge E
H1
ge K = (EgeK )
H
E EK EKM = EM = KM
E ∩K K
K = K(ΛN ) ∩M
e∞=qn, f∞=m
M
Puesto que C = KgeM ∩K(ΛN ), de la correspondencia de Galois obtene-
mos que CM = KgeM . Ahora, puesto queKge/K es no ramificada y S∞(K )
se descompone totalmente, se sigue que
CM = KgeM/K M = EM es no ramificada y
S∞(K M) se descompone totalmente. (14.5.4)
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Ahora probaremos que C/E es no ramificada. De (14.5.4) se sigue que
CM/K M es no ramificada. Ahora, en K M = EM/E, los u´nicos primos
ramificados son aquellos en S∞(E) y ellos tienen ı´ndice de ramificacio´n igual
a qn. Se sigue que los u´nicos primos ramificados en CM/E son aquellos en
S∞(E). Por tanto los u´nicos posibles primos ramificados en C/E son aquellos
en S∞(E). Ahora bien
e∞(C|E) | e∞(CM |E) = qn y e∞(C|E) | e∞(K(ΛN )|K) = q − 1
por lo que
e∞(C|E) | mcd(qn, q − 1) = 1.
Por tanto C/E es una extensio´n no ramificada.
Por otro lado, siendo S∞(E) no ramificada en C/E, S∞(E) se descompone
totalmente en C/E ya que C ⊆ K(ΛN ). Se sigue que C ⊆ Ege. De esto y de
la Ecuacio´n (14.5.3), obtenemos
C = Ege y EgeM = CM = KgeM.
Tenemos que EgeK ⊆ EgeKge. Puesto que Kge/K no es ramificada y
S∞(K ) se descompone totalmente en Kge, lo mismo sucede en la extensio´n
EgeKge/EgeK . En particular h∞(EgeKge|EgeK ) = [EgeKge|EgeK ].
Ahora, en la extensio´n EgeM/Ege, los u´nicos primos ramificados son aque-
llos en S∞(Ege) y tenemos que e∞(EgeM |Ege) = qn y f∞(EgeM |Ege) = m.
Por otro lado, se tiene que e∞(Ege|K) | q − 1, el cual es relativamente primo
a q, f∞(Ege|K) = 1, e∞(M |K) = qn y f∞(M |K) = m.
Ege EgeM
Ege ∩M = K
e∞=qn,f∞=m
M
Sean F1 y F2 dos campos tales que K ⊆ F1 ⊆ F2 ⊆ M . Sean Ri =
EgeFi, i = 1, 2. Puesto que f∞(Ege|K) = 1 y e∞(Ege|K) | q − 1, se sigue
de la correspondencia de Galois entre M/K y EgeM/Ege que e∞(Ri|Ege) =
e∞(Fi|K) y que f∞(Ri|Ege) = f∞(Fi|K), i = 1, 2. Por tanto e∞(F2|F1) =
e∞(R2|R1) y f∞(F2|F1) = f∞(R2|R1).
Ya que h∞(M |K) = 1, tenemos h∞(R2|R1) = 1. En particular
R1 6= R2 ⇐⇒ F1 6= F2 ⇐⇒ e∞(F2|F1) > 1 o f∞(F2|F1) > 1
⇐⇒ e∞(R2|R1) > 1 o f∞(R2|R1) > 1. (14.5.5)
Puesto que
Ege ⊆ EgeK ⊆ EgeKge ⊆ KgeM = EgeM,
14.5 El campo de ge´neros para extensiones abelianas de K 389
S∞(EgeK ) es no ramificada en EgeKge/EgeK y S∞(EgeK ) se descompone
totalmente pues esto mismo es lo que sucede enKge/K (Proposicio´n 10.4.14).
Por lo tanto, se tiene que e∞(EgeKge|EgeK ) = 1 y f∞(EgeKge|EgeK ) = 1.
De (14.5.5), se sigue que
EgeKge = EgeK .
Por tanto Kge ⊆ EgeKge = EgeK . Puesto que EgeK /K es no ramificada,
si D es el grupo de descomposicio´n de S∞(K ) in EgeK /K , obtenemos que
Kge = (EgeK )D. Finalmente, tenemos
f∞(EgeK |K ) = f∞(EgeK |EK )f∞(EK |K ) = 1 · d = d.
Por tanto D = H y (EgeK )D = (EgeK )H = EH1ge K = Kge.
Hemos obtenido
Kge = E
H1
ge K .
Finalmente, falta probar que EgeK /Kge y que EK /K son extensiones
de constantes. Puesto que KgeM = EgeM y EgeKge = EgeK , tenemos
Kge = (EgeK )
H ⊆ EgeK ⊆ EgeKge ⊆ EgeKgeM = EgeM.
Sean F1 = Kge ∩ M y F2 = EgeK ∩ M . Tenemos d = [EgeK : Kge] =
f∞(EgeK |Kge) = [F2 : F1] = e∞(F2|F1)f∞(F2|F1)h∞(F2|F1). Puesto que
e∞(F2|F1) | qn y h∞(F2|F1) = 1, se sigue que
e∞(F2|F1) = e∞(EgeK |Kge) = 1 y f∞(F2|F1) = f∞(EgeK |Kge) = d.
Esto es, K ⊆ F1 ⊆ F2 ⊆M y e∞(F2|F1) = 1.
Sean a y b tales que F2 ⊆ F1KbLa. Consideremos Ai = FiKb∩La, i = 1, 2.
Puesto que e∞(F2|F1) = 1, notemos que tenemos e∞(A2|A1) = 1 puesto que
FiKb = AiKb/Ai, i = 1, 2, son extensiones de constantes, esto es
e∞(A2|A1) = e∞(A1Kb|A1)e∞(A2Kb|A1Kb)
e∞(A2Kb|A2) =
1 · e∞(A2Kb|A1Kb)
1
= e∞(A2Kb|A1Kb) = e∞(F2Kb|F1Kb) | e∞(F2|F1) = 1.
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La LaKb
A2 F2Kb = A2Kb
F2
A1 F1Kb = A1Kb
F1
K Kb
e∞(F2Kb|F1Kb) = e∞(F2|F1) = e∞(A2|A1) = 1.
Puesto que p∞ es totalmente ramificado en La/K, se sigue que A1 = A2.
Por lo tanto F2Kb = F1Kb y F2/F1 es una extensio´n de constantes.
Se tiene F1 = Kge ∩M . Consideremos Kge ⊆ EgeK ⊆ KgeM = EgeM :
Kge EgeK K M = EgeM
F1 F2 M
Por tanto Kge ⊆ F2Kge = EgeK . Se sigue que EgeK /Kge es una extensio´n
de constantes de grado [EgeK : Kge] = |H| = d.
La demostracio´n de que EK /EH1K es una extensio´n de constantes es
completamente similar.
Esto termina la demostracio´n del teorema. uunionsq
Para el caso particular de una p–extensio´n abeliana finita K /K, se tiene,
por un lado, que d | q − 1 y, por otro lado, que d | [EK : K ]. Puesto que
K es una p–extensio´n, obtenemos de (14.5.2), que E/K es tambie´n una p–
extensio´n. Finalmente, puesto que Gal(EK /K)→ Gal(E/K)×Gal(K /K),
σ 7→ (σ|E , σ|K ) es inyectiva, se sigue que EK /K es tambie´n una p–extensio´n.
Por tanto d | pa para alguna a. Se sigue que d = 1. Hemos probado
Teorema 14.5.2. Con las notaciones del Teorema 14.5.1, sea K /K una p–
extensio´n abeliana finita. Sea E := K M ∩K(ΛN ). Entonces
Kge = EgeK
y Kge/K es una p–extensio´n.
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Demostracio´n. La u´ltima afirmacio´n se sigue del hecho de que Ege es tambie´n
una p–extensio´n. uunionsq
Ejemplo 14.5.3. Sea P ∈ R+T y sea FP cualquier campo tal que K $ FP ⊆
K(ΛP ). Entonces FP /K es una extensio´n c´ıclica. Puesto que el u´nico primo
finito ramificado en FP /K es P , el grupo de caracteres de Dirichlet asociado
a FP /K es el generado por un caracter χ de conductor P . En particular si X
es el grupo de caracteres de Dirichlet asociado a FP es X = 〈χ〉 = XP . Por el
Teorema 14.4.3 obtenemos que (FP )ge = FP .
Ma´s generalmente, sean P1, . . . , Ps ∈ R+T primos distintos. Sea F :=∏s
i=1 FPi donde K ⊆ FPi ⊆ K(ΛPi), 1 ≤ i ≤ s. Entonces si χPi = χi es
el caracter asociado a FPi , 1 ≤ i ≤ s. Entonces si X es el grupo de caracteres
asociado a F , se tiene X = 〈χi | 1 ≤ i ≤ s〉 =
∏s
i=1XPi . Por el Teorema
14.4.3 se sigue que
Fge =
s∏
i=1
(FPi)ge =
s∏
i=1
FPi = F.
Ejemplo 14.5.4. Sea K /K una extensio´n abeliana finita, la cual es mode-
radamente ramificada y tal que Kge = K . Sean P1, . . . , Ps los primos finitos
de K ramificados en K . Sea ei el ı´ndice de ramificacio´n de Pi en K /K,
1 ≤ i ≤ s. Se tiene que ei|q − 1. Para cada 1 ≤ i ≤ s, sea Fi el u´nico
subcampo de K(ΛPi) de grado ei sobre K. Sea F :=
∏s
i=1 Fi.
Por el Ejemplo 14.5.3 se tiene que Fge = F . Sea n ∈ N tal que K ⊆
K(ΛD )Kn donde D =
∏s
i=1 Pi. Sea E := Kn ∩K(ΛD ). Entonces los primos
ramificados en E/K son precisamente P1, . . . , Ps con ı´ndices de ramificacio´n
e1, . . . , es respectivamente. Por el Teorema 14.5.1 tenemos que K = Kge =
EH1K . Se sigue que EH1 ⊆ K .
Nuevamente por el Teorema 14.5.1, EK /K es una extensio´n de constan-
tes. Adema´s, En = Kn. Finalmente, veamos que FK = FKu para algu´n
u ∈ N. De hecho tenemos que F ⊆ FK ⊆ Fn, de donde se sigue nuestra
afirmacio´n.
14.5.1. Conductor de constantes
Dada una extensio´n abeliana finitaK de K, por el Teorema de Kronecker–
Weber, existen n,m ∈ N y N ∈ RT tales que K ⊆ nK(ΛN )m. Los mı´nimos n
y N que satisfacen esta contencio´n esta´n dados por teor´ıa de campos de clase
y son simplemente los conductores locales de la extensio´n K /K: n para p∞
y N para los primos finitos.
En esta parte determinaremos el mı´nimo m, el cual como veremos, esta´
relacionado con el nu´mero d dado en el Teorema 14.5.1. El nu´mero m se
llamara´ el conductor de constantes de la extensio´n abeliana K /K.
Primero sean n ∈ N, N ∈ RT y m ∈ N mı´nimo (que en principio depende
de n y N) tales que K ⊆ nK(ΛN )m. Consideremos el siguiente cuadro de
extensiones de Galois
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nK(ΛN ) U = nK(ΛN )K nK(ΛN )m
K
K Km′ Km
Esto es, sean U = nK(ΛN )K y Km′ = U ∩Km. Por la correspondencia de
Galois, tenemos que U = nK(ΛN )Km′ = nK(ΛN )m′ = nK(ΛN )K ⊇ K .
Puesto que m es mı´nimo, se tiene que m′ = m. En otras palabras, m esta´
determinado por la igualdad
nK(ΛN )K = nK(ΛN )m. (14.5.6)
Veamos ahora que m es independiente de n y de N . Sean ni ∈ N, Ni ∈ RT
y mi ∈ N mı´nimo tales que K ⊆ niK(ΛNi)mi , i = 1, 2.
Sean n0 := ma´x{n1, n2}, N0 = mcm[N1, N2] y m0 ∈ N mı´nimo tal que
K ⊆ n0K(ΛN0)m0 . Entonces por (14.5.6) obtenemos
n0K(ΛN0)K = Ln0(niK(ΛNi)K(ΛN0))K = Ln0
(
niK(ΛNi)K
)
K(ΛN0)
= Ln0(niK(ΛNi)mi)K(ΛN0) = n0K(ΛN0)mi ,
n0K(ΛN0)K = n0K(ΛN0)m0 .
Por tanto m1 = m2 = m0.
De esta forma consideramos K ⊆ nK(ΛN )m con m mı´nimo. Sea F :=
K ∩ nK(ΛN ) y consideremos el cuadro de Galois (ver (14.5.6))
nK(ΛN )
m
nK(ΛN )m = nK(ΛN )K
F
m
K
K
Sea t el grado de S∞(K ) en K . Esto es, t = f∞(K |K). Se tiene que
e∞(nK(ΛN )m|nK(ΛN )) = 1, f∞(nK(ΛN )m|nK(ΛN )) = m.
En particular
{1} = I∞(nK(ΛN )m|nK(ΛN )) ⊆ I∞(K |F ),
Cm ∼= D∞(nK(ΛN )m|nK(ΛN )) ⊆ D∞(K |F ).
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Puesto que [K : F ] = m y m ≤ |D∞(K |F )| ≤ [K : F ] = m, se sigue
que |D∞(K |F )| = m y que D∞(K |F ) ∼= Cm. En particular h∞(K |F ) = 1
y h∞(nK(ΛN )m|nK(ΛN )) = 1.
Por otro lado, se tiene
t = f∞(K |K) = f∞(K |F )f∞(F |K) = f∞(K |F ) · 1 = f∞(K |F ),
esto es, f∞(K |F ) = t. Adema´s
e∞(K |F )f∞(K |F )h∞(K |F ) = e∞(K |F ) · t · 1 = m,
por lo cual e∞(K |F ) = mt . Se sigue que
m = [K : F ] = f∞(K |F )e∞(K |F ) = te∞(K |F ) = te∞(K |k)
e∞(F |k) . (14.5.7)
Ahora investigaremos la relacio´n entre m y d = f∞(EgeK |Kge) dada en
el Teorema 14.5.1. Recordemos que M = LnKm, que E = K M ∩K(ΛN ) y
que EM = K M . Tenemos
Ege ⊆ EgeK ⊆ EgeK Ln ⊆ EgeK M = EgeEM = EgeM.
Sean A := EgeK ∩M y B := EgeK Ln ∩M . De la correspondencia de
Galois, tenemos que EgeK = EgeA y que EgeK Ln = EgeB.
Ege EgeK EgeK Ln EgeM
k A B M
Tenemos Ln ⊆ EgeK Ln ∩M = B ⊆ M = Lnkm. Por lo tanto B/Ln es una
extension de constantes. Digamos B = Lnkm′ con m
′|m. De la corresponden-
cia de Galois, obtenemos
K ⊆ EgeK Ln = EgeB = EgeLnkm′ ⊆ K(ΛN )Lnkm′ = nK(Λn)m′ .
Puesto que m es el mı´nimo, se sigue que m′ = m, que B = M y que
EgeK Ln = EgeM .
Ahora bien, Ege(ALn) = (EgeA)Ln = (EgeK )Ln = EgeM . De la corres-
pondencia de Galois se obtiene que ALn = M . Consideramos el siguiente
cuadro de Galois:
Ln ALn = M = Lnkm
A ∩ Ln A
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Tenemos que f∞(ALn|Ln) = f∞(M |Ln) = m y que e∞(ALn|Ln) =
e∞(M |Ln) = 1. Por tanto
{1} = I∞(ALn|Ln) ⊆ I∞(A|A ∩ Ln) y
Cm ∼= D∞(ALn|Ln) ⊆ D∞(A|A ∩ Ln).
Puesto que [A : A∩Ln] = [M : Ln] = m se sigue que D∞(A|A∩Ln) ∼= Cm,
que e∞(A|A ∩ Ln) = 1 y que f∞(A|A ∩ Ln) = m. Por tanto f∞(EgeK |k) =
f∞(EgeK |Kge)f∞(Kge|K )f∞(K |k) = d · 1 · t = dt = td. As´ı,
f∞(EgeM |EgeK ) = f∞(EgeM |k)
f∞(EgeK |k) =
m
td
.
Finalmente
m
td
= f∞(EgeM |EgeK )|[EgeM : EgeK ] = [M : A]
= [Ln : A ∩ Ln]|[Ln : k] = qn.
Se sigue que
m = tdps
para alguna s ∈ N ∪ {0}.
En adicio´n, se tiene f∞(Km|K ) = mt = e∞(K |F ). Notemos que td =
f∞(K |K)f∞(EK |K ) = f∞(EK |K).
Hemos obtenido
Teorema 14.5.5 (Conductor de constantes 1). Sea K una extensio´n
abeliana finita de k. Sean n,m ∈ N y N ∈ RT tales que K ⊆ nK(ΛN )m
y tal que m es el mı´nimo con esta propiedad. Entonces m es independiente
de n y N . Sea t = f∞(K |k) el grado de los primos infinitos de K . Sean
M = LnKm, E = K M ∩K(ΛN ), F = K ∩ nK(ΛN )m y d = f∞(EK |K ) =
f∞(EgeK |Kge). Entonces nK(ΛN )K = nK(ΛN )m y
m = [K : F ] = te∞(K |F ) = tdps = f∞(EK |K)ps
para alguna s ≥ 0. En particular
e∞(K |F ) = dps = f∞(Km|K ). uunionsq
Observacio´n 14.5.6. Cuando p - mt , en particular cuando K |k es modera-
damente ramificada en p∞, tenemos s = 0 y m = td. En el caso general, se
puede tener s ≥ 1.
Ejemplo 14.5.7. Sea p un primo y sea q = p. Definimos X := 1/T . Tenemos
que L1 := K(ΛX2)
F∗q y que [L1 : K] = q = p. Por tanto la extensio´n L1/K
es una extensio´n de Artin–Schreier. Para nuestros fines, no es necesario dar
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L1 expl´ıcitamente pero, por conveniencia del lector, daremos un generador de
L1.
Sea λ un generador de ΛX2 . Entonces λ
p−1 is a generator ofK(ΛX2)+ = L1
(ver Teorema 9.2.32). Ahora λ es una ra´ız del polinomio cicloto´mico ΨX2(u).
Se tiene que ΨX2(u) = ΨX(u
X) donde uP denotes la accio´n de Carlitz. Puesto
que ΨX(u) = u
P /u = uq−1 +X, se obtiene que ΨX2(λ) = (λq +Xλ)q−1 +X.
Sea µ := λq−1 y ξ := µ+X. Entonces
ξq −Xξq−1 +X = 0.
Finalmente, si δ := 1/ξ, entonces L1 = K(δ) con
δq − δ = −1/X = −T, δ = T
Tλq−1 + 1
.
Consideremos a una solucio´n α de la ecuacio´n yp−y = 1. Entonces Fp(α) =
Fpp . Sea Kp = Fp(α)(T ) = Fpp(T ) y L1Kp = K(α, δ). Las p + 1 extensiones
K /K de grado p sobre K tales que K ⊆ K ⊆ L1Kp son {K(α+iδ)}p−1i=0 y L1.
Sea K := K(α+ δ). Entonces K 6= Kp y K 6= L1. Se sigue que K = K(z)
con zp − z = 1− T .
Sea N ∈ RT un polinomio no cero arbitrario. Entonces K ⊆ L1Kp ⊆
1K(ΛN )p y K * 1K(ΛN )1. Por lo tanto m = p. Sea M = L1Kp. Tenemos
f∞(K |K) = 1, e∞(K |K) = p. Tambie´n se tiene E := K M ∩ K(ΛN ) =
M ∩ K(ΛN ) = K. Se sigue que Ege = K y Kge = EgeK = K . Se obtiene
que EK = K y que f∞(EK |K ) = d = 1. Por lo tanto td = 1 6= m = p. En
este ejemplo tenemos s = 1.
Calcularemos m de otra forma. Primero, usando una demostracio´n total-
mente paralela a la del Teorema 14.5.1 obtenemos
Teorema 14.5.8. Sea K /K una extensio´n abeliana finita. Sea
R := Km ∩ nK(ΛN ).
Entonces
Kge = R
H1
ge K = (RgeK )
H,
donde H es el grupo de descomposicio´n de cualquier primo de S∞(K ) en
RgeK /K , H1 := H|Rge y H2 := H1|R.
Sea d∗ := f∞(RK /K ). Tenemos H ∼= H1 ∼= H2 ∼= Cd∗ y d∗|q − 1. Tam-
bie´n se tiene que las extensiones RgeK /Kge y RK /RH2K son extensiones
de constantes de grado d∗. Finalmente, el campo de constantes de Kge es Fqt ,
donde t es el grado de S∞(K ) en K . uunionsq
Consideremos nuevamente a F = K ∩ nK(ΛN ) y los siguientes cuadros
de Galois:
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nK(ΛN ) nK(ΛN )m
R Km = Rm
K
K Km
nK(ΛN ) nK(ΛN )K = nK(ΛN )m
C Rm = Km
R = Km ∩ nK(ΛN ) RK
F = K ∩ nK(ΛN ) K
Ya que R = Km ∩ nK(ΛN ), se sigue que Km = Rm. Ahora bien, K , R ⊆
RK ⊆ Km = Rm.
Definimos C := Km ∩ nK(ΛN ). Entonces C = R y, de la correspondencia
de Galois, obtenemos que RK = Rm = Km.
Se sigue que el campo de constantes de RK es Fqm . El campo de cons-
tantes de RKge tambie´n es Fqm .
El campo de constantes de Kge es Fqt . Por otro lado, tenemos que
RKge/RH1ge K = Kge es una extensio´n de constantes de grado d
∗ = |H1|.
Por tanto, el campo de constantes de RKge es Fqtd∗ . Se sigue que td∗ = m.
Notemos que td∗ = f∞(K |K)f∞(RK |K ) = f∞(RK |K). Hemos obte-
nido
Teorema 14.5.9 (Conductor of constantes 2). Sea K una extensio´n abe-
liana finita de K. Sean n,m ∈ N y N ∈ RT tales queK ⊆ nK(ΛN )m y tal que
m es el mı´nimo con esta propiedad. Sea t = f∞(K |K) = f∞(K |F ) el grado
de los primos infinitos de K . Sean R = Km ∩ nK(ΛN ) y d∗ = f∞(RK |K ).
Entonces
m = te∞(K |F ) = td∗ = f∞(RK |K).
En particular
d∗ = f∞(RK |K ) = e∞(K |F ). uunionsq
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14.6. Descripcio´n expl´ıcita de campos de ge´neros de
extensiones de Kummer y de p–extensiones contenidas
en un campo de campos de funciones
Para una extensio´n abeliana finita K /K, la descripcio´n de Kge depende
de la descripcio´n de Ege (Theorem 14.5.1). En esta seccio´n presentamos des-
cripciones expl´ıcitas de algunos subcampos cicloto´micos E con el fin de hallar
Ege. Aqu´ı K denota un campo K ⊆ K ⊆ K(ΛN ) para alguna N ∈ RT y
K = Fq(T ).
Observacio´n 14.6.1. Sea K ⊆ K ⊆ K(ΛN ) y sea X el grupo de caracteres
de Dirichlet asociado a K . Sea L el campo asociado a
∏
P∈R+T XP entonces
Kge = L
D,
donde D es el grupo de descomposicio´n de cualquier primo p ∈ S∞(K ) en
L/K .
Proposicio´n 14.6.2. Con las notaciones anteriores, sea X el grupo de ca-
racteres de Dirichlet correspondiente a K . Fijemos P ∈ R+T . Sea Y un grupo
de caracteres de Dirichlet tal que Y = YP , esto es, par cualquier χ ∈ Y , el
conductor de χ es una potencia de P : Fχ = Pαχ para alguna αχ ∈ N ∪ {0}.
Sea L el campo asociado a 〈X,Y 〉, esto es, si F es el campo asociado a Y , en-
tonces L = K F . Supongamos que K F/K es no ramificada en P . Entonces
Y ⊆ XP .
Demostracio´n. Tenemos que
|〈X,Y 〉P | = eP (K F |K) = eP (K F |K )eP (K |K) = eP (K |K) = |XP |.
Puesto que XP ⊆ 〈X,Y 〉P , se sigue que XP = 〈X,Y 〉P . Debido a que YP ⊆
〈X,Y 〉P , el resultado se sigue. uunionsq
Corolario 14.6.3. Si |Y | = |XP |, entonces Y = XP . uunionsq
Aplicaremos la Proposicio´n 14.6.2 tanto a extensiones de Kummer de K
como a p–extensiones abelianas finitas de K.
14.6.1. Extensiones de Kummer
SeaK = K( d
√
γD) una extensio´n de Kummer conK ⊆ K(ΛD). Podemos
suponer sin pe´rdida de generalidad que γ = (−1)grD y que D ∈ RT es un
polinomio mo´nico (ver Proposicio´n 9.5.11). Suponemos de D esta´ libre de
d–potencias y que d | q − 1. Digamos que
D = Pα11 · · ·Pαrr , r ≥ 1, 1 ≤ αi ≤ d− 1, 1 ≤ i ≤ r.
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Pongamos di := mcd(αi, d). Entonces mcd
(
αi
di
, ddi
)
= 1.
Sea pi un primo en K dividiendo a Pi ∈ R+T . Sea β := d
√
γD, βd = γD =
γPα11 · · ·Pαrr . Se tiene que ei := ePi(K |K) = d/di (ver Teorema 10.3.1).
Sea Fi = K
(
d/di
√
(−1)grPαi/dii Pαi/dii
)
. Escribamos γi = (−1)grP
αi/di
i .
Sea X el grupo de caracteres de Dirichlet asociados a K . De hecho, X es
un grupo c´ıclico de orden d y sea X = 〈χ〉. Sea Y el grupo de caracteres de
Dirichlet asociado a Fi. Entonces Y = YPi y |YPi | = ePi(Fi|K) = d/di ya que
mcd
(
d
di
, αidi
)
= 1, y |XPi | = ePi(K |K) = d/di = |YPi |.
Veremos que K Fi/K es no ramificado en Pi. Tenemos
K Fi = K
(
d
√
γD,
d/di
√
γiP
αi/di
i
)
= K
(
d
√
γD,
d
√
γdii P
αi
i
)
= K
(
d
√
(−1)grPαii Pαii
)
= K
(
d
√
γD
γdii P
αi
i
)
,
y Pi - DPαii . Por tanto Pi es no ramificado en K Fi/K (Teorema 10.3.1). Por
tanto YPi = XPi = Y .
Se sigue que el campo asociado al grupo
∏
P XP es K(ξ1, . . . ξr) donde
ξ =
d/di
√
γiP
αi/d
i .
Hemos probado
Teorema 14.6.4. Sea X el grupo de caracteres de Dirichlet asociados a K =
K
(
d
√
γD
)
con d | q−1, D ∈ RT libre de d–potencias, D = Pα11 · · ·Pαrr , r ≥ 1,
1 ≤ αi ≤ d − 1, 1 ≤ i ≤ r, γ = (−1)grD. Sea di = mcd(αi, d), 1 ≤ i ≤ r.
Entonces el campo asociado a
∏
P XP =
∏r
i=1XPi es L = K(ξ1, . . . , ξr) donde
ξi =
d/di
√
γiP
αi/di
i y γi = (−1)grP
αi/di
i . Esto es,
L = K
(
d
√
(−1)grPα11 Pα11 , . . . , (−1)grP
αr
r Pαrr
)
. uunionsq
14.6.2. p–extensiones
Ahora consideramos K = K(y) donde
yp
u •− y = δ1 •+ · · · •+ δr
con δi = (δi,1, . . . , δi,v) para algunas v ∈ N, δi,j = Qi,j
P
ei,j
i
, ei,j ≥ 0, Qi,j ∈ RT .
Aqu´ı estamos suponiendo que Fpu ⊆ Fq.
Sea X el grupo de caracteres asociado a K donde suponemos que
K ⊆ K(ΛN ) para alguna N ∈ RT . De acuerdo a Schmid [120], el ı´ndice
de ramificacio´n de Pi en K /K es determinado por el primer ı´ndice j tal que
podemos escribir δi,j =
Qi,j
P
ei,j
i
con mcd(Qi,j , Pi) = 1, ei,j > 0 y mcd(ei,j , p) = 1
(Observacio´n 12.8.28).
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En otras palabras, el ı´ndice de ramificacio´n de Pi en K /K depende u´ni-
camente de δi y no de δ1, . . . , δi−1, δi+1, . . . , δr. Por lo tanto, si Y es el grupo
de caracteres de Dirichlet asociado a
Fi = K(yi) con y
pu
i
•− yi = δi, 1 ≤ i ≤ r,
tenemos |XPi | = |Y | = |YPi |. Ma´s au´n la extensio´n K Fi = K(y,yi) =
K(y,y
•− yi) = K (y •− yi) es no ramificada en Pi en K . Se sigue que el
campo asociado a
∏
P XP =
∏r
i=1XPi es K(y1, . . . ,yr). Aqu´ı, el grupo de
descomposicio´n D es trivial.
Entonces, tenemos
Teorema 14.6.5. Con las notaciones anteriores, si K = K(y), entonces el
campo asociado a
∏
P XP =
∏r
i=1XPi es
K(y1, . . . ,yr). uunionsq
Campos de ge´neros de extensiones de Kummer
Aqu´ı supondremos que q ≥ 3. Primeramente queremos saber cuando un
campo K( l
√
P ), donde l | q − 1 y P ∈ R+T , esta´ contenido en K(ΛP ). Sea
d = grP . Por la Proposicio´n 9.5.11 se tiene que K( l
√
(−1)dP ) ⊆ K(ΛP ). El
grupo de Galois Gal(K(ΛP )/K) ∼=
(
RT /(P )
)∗ ∼= F∗qd es un grupo c´ıclico de
orden qd − 1. Por lo tanto existe una u´nica extensio´n de la forma K( l√αP ),
α ∈ F∗q , contenido en K(ΛP ). Notemos que si α /∈
(
F∗q
)l
, K( l
√
P ) 6= K( l√αP )
puesto que de otra forma l
√
α ∈ K y as´ı α ∈ (F∗q)l.
Usaremos que para cualquier α ∈ F∗q , 1 ≤ e ≤ l−1, K( l
√
αP e) = K(
l
√
αfP )
donde fe ≡ 1 mo´d l. Puesto que tenemos l clases mo´d(F∗q)l en F∗q , los l cam-
pos distintos K( l
√
αP ), α ∈ F∗q esta´n dados por las clases mo´d(F∗q)l. Por lo
tanto K(
l
√
αfP ) ⊆ K(ΛP ) si y so´lo si αf ≡ (−1)d mo´d (F∗q)l.
Sea K := K( l
√
γD) donde D ∈ RT es un polinomio mo´nico sin factores
que sean l potencias, γ ∈ F∗q y D = P e11 · · ·P err donde Pi ∈ R+T , 1 ≤ ei ≤ l−1,
1 ≤ i ≤ r. Ma´s au´n arreglamos el producto de tal forma que l | grPi para
1 ≤ i ≤ s y l - grPj para s + 1 ≤ j ≤ r, 0 ≤ s ≤ r. En general, siempre se
tiene que E = K( l
√
(−1)grDD), donde E = K Fql ∩K(ΛD ) y F∗q ⊆ (F∗ql)l.
Usaremos la descomposicio´n de p∞ dado por la Proposicio´n 10.3.6.
Observacio´n 14.6.6. Sean 〈σ〉 = Gal(K(ΛN )m/K(ΛN )) ∼= Gal(Km/K).
Entonces cuando p∞ es moderadamente ramificado enK /K yK ⊆ K(ΛN )m
y el grupo de descomposicio´n es D ∼= 〈σt〉, se tiene
[Kge : K ] =
[Ege,m : K ]
|D| =
[Ege,m : K ][Km : K ]
m/t
= [Ege : E]t,
donde t es el grado de cualquier primo en S∞(K ).
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En nuestro caso, la Observacio´n 14.6.6, tenemos que [Kge : K ] = [Ege :
E]t donde
t = grS∞(K ) =
{
1 si p∞ no es inerte en K /K
l si p∞ es inerte en K /K.
Cuando K = E, esto es, cuando K ⊆ K(ΛD ), si χ es el caracter de orden
l asociado a K , χ = χP1 · · ·χPr , consideramos Y = 〈χPi | 1 ≤ i ≤ r〉. El
campo asociado a Y es F = K( l
√
(−1)grP1P1, . . . , l
√
(−1)grPrPr) y Kge = F
si l - grD o si l | grPi para toda i (esto es, s = r). Esto es as´ı puesto que en
el primer caso p∞ es ya ramificado en K y en segundo p∞ es no ramificado
en F/K (Proposicio´n 10.3.6).
Cuando l | grD y l - grPr, p∞ se ramifica en F/K y es no ramificado
en E/K. En este caso [F : Ege] = l. Sean as+1, . . . , ar−1 ∈ Z tales que
l | gr(PiP air ), esto es, grPi + ai grPr ≡ 0 mo´d l, s+ 1 ≤ i ≤ r − 1. Sea
F1 : = K
(
l
√
P1, . . . ,
l
√
Ps,
l
√
Ps+1P
as+1
r , . . . ,
l
√
Pr−1P
ar−1
r
)
⊆ F ⊆ K(ΛP1P2···Pr ).
Entonces S∞(E) se descompone en F1/E, K ⊆ F1 ⊆ Ege y [F : F1] = l. Se
sigue que Ege = F1.
En el caso general, del Teorema 14.5.1 obtenemos K
ge
= E
ge
K . Por lo
tanto
Teorema 14.6.7. Sea D = P e11 · · ·P err ∈ RT un polinomio mo´nico que no
tiene l potencias, donde Pi ∈ R+T , 1 ≤ ei ≤ l− 1, 1 ≤ i ≤ r. Sea 0 ≤ s ≤ r tal
que l | grPi para 1 ≤ i ≤ s y l - grPj para s+ 1 ≤ j ≤ r. Sea K := K( l
√
γD)
donde γ ∈ F∗q . Entonces Kge esta´ dado por:
(i) K
(
l
√
γD, l
√
(−1)grP1P1, . . . , l
√
(−1)grPrPr
)
si l - grD o si l | grPi
para toda 1 ≤ i ≤ r,
(ii) K
(
l
√
γD, l
√
P1, . . . ,
l
√
Ps,
l
√
Ps+1P
as+1
r , . . . ,
l
√
Pr−1P
ar−1
r
)
, donde el
exponente aj satisface grPj + aj grPr ≡ 0 mo´d l, s + 1 ≤ j ≤ r − 1,
si l | grD y l - grPr. uunionsq
14.6.3. Descripcio´n expl´ıcita de campos de ge´neros de
p–extensiones abelianas finitas de K
En esta seccio´n usaremos las notaciones de vectores de Witt que fueron
introducidas en el Cap´ıtulo 12. En particular, para un anillo conmutativo
con unidad R, Wv(R) denota al anillo de vectores de Witt de longitud v con
coeficientes en R.
Sea K /K una p–extensio´n abeliana finita. Recordemos que K = Fq(T ),
digamos q = pν . Supondremos que Fpu ⊆ Fq, esto es, u | ν.
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Entonces tenemos que
Gal(K /K) ∼= (Z/pα1Z)× · · · × (Z/pαuZ) con 1 ≤ α1 ≤ · · · ≤ αu = v.
Existen w1, . . . ,wu ∈ Wv(K¯) tales que wpi
•− wi = ξi ∈ Wv(K), con K =
K(w1, · · · ,wv). Tambie´n tenemos que existe y0 ∈Wv(K¯) tal queK = K(y0)
con
yp
u
0
•− y0 = ξ0 para alguna ξ0 ∈Wv(K)
(ver Teorema 12.9.4). Aqu´ı K¯ denota una cerradura algebraica de K.
Sean P1, . . . , Pr ∈ R+T los primos finitos de K ramificados en K . Del
Teorema 12.9.9 se sigue que podemos descomponer ξ0 como
ξ0 = δ1
•
+ · · · •+ δr •+ γ, (14.6.8)
δi,j =
Qi,j
P
ei,j
i
, ei,j ≥ 0, Qi,j ∈ RT y si ei,j > 0, entonces ei,j = λi,jpmi,j ,
mcd(λi,j , p) = 1, 0 ≤ mi,j < n, mcd(Qi,j , Pi) = 1 y gr(Qi,j) < gr(P ei,ji ), y
γj = fj(T ) ∈ RT con gr fj = νjpmj y mcd(q, νj) = 1, 0 ≤ mj < n cuando
fj 6∈ Fq.
Si el ı´ndice de ramificacio´n de Pi es p
ai < pv, podemos escribir δi =
(δi,1, . . . , δi,v) = (0, . . . , 0, δi,(v−ai+1), . . . , δi,v). En particular p∞ se descompo-
ne totalmente en K(yi)/K, donde y
pu
i
•− yi = δi (ver Observacio´n 12.8.28).
Sea zp
u •− z = γ. En K(z)/K el u´nico posible primo ramificado es p∞.
Notemos que si
y = y1
•
+ · · · •+ yr, entonces ypu •− y = ξ0 •− γ = δ1 •+ · · · •+ δr
y que p∞ se descompone totalmente en K(y)/K.
El primer resultado principal de esta seccio´n es
Teorema 14.6.8. Con las notaciones de la Seccio´n 14.5, sea E = K M ∩
K(ΛN ). Entonces E = K(y),
Ege = K(y1, . . . ,yr) y Kge = K(y1, . . . ,yr, z).
Demostracio´n. De la correspondencia de Galois entre K(ΛN )/K y M/K, te-
nemos EM = K M . Probar que E = K(y) es equivalente a mostrar que
K(y)M = K M puesto que K(y) ⊆ K(ΛN ).
Ahora, K(z) ⊆ M puesto que M = LnFqm(T ) codifica toda la inercia y
toda la ramificacio´n, la cual totalmente salvaje, de p∞. Tenemos
K(y)M = K(y)K(z)M ⊇ K(y •+ z)M = K M.
Rec´ıprocamente,
K M = K K(z)M = K(y0)K(z)M ⊇ K(y0 •− z)M = K(y)M.
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Por tanto
K M = K(y)M y E = K(y).
Del Theorem 14.6.5 obtenemos que Ege = K(y1, . . . ,yr). Finalmente
Kge = EgeK = K(y1, . . . ,yr)K(y0) = K(y1, . . . ,yr)K(y0
•− y1 •− · · · •− yr)
= K(y1, . . . ,yr)K(z) = K(y1, . . . ,yr, z).
Esto termina la demostracio´n. uunionsq
Observacio´n 14.6.9. Notemos que la demostracio´n del Teorema 14.6.8 fun-
ciona au´n en el caso de que δi y γ no esta´n en forma reducida descrita arriba.
Lo u´nico que necesitamos es que en cada extensio´n yp
u
i
•− yi = δi, 1 ≤ i ≤ r
y zp
u •− z = γ hay a lo ma´s primo ramifica´ndose.
Del Teorema 14.5.2, los casos de Artin–Schreier, de extensiones Witt, y de
p–extensiones elementales abelianas son consecuencia inmediata del Teorema
14.6.8.
Corolario 14.6.10. Sea K = Fq(T ).
(i) (Extensiones de Artin–Schreier) Sea K = K(y) con
yp − y = α =
r∑
i=1
Qi
P eii
+ f(T ),
donde Pi ∈ R+T , Qi ∈ RT , mcd(Pi, Qi) = 1, ei > 0, p - ei, grQi <
grP eii , 1 ≤ i ≤ r, f(T ) ∈ RT , con p - gr f cuando f(T ) 6∈ Fq.
Entonces
Kge = K(y1, . . . , yr, β),
donde ypi − yi = QiP ei , 1 ≤ i ≤ r y βp − β = f(T ).
(ii) (Extensiones de Witt) Sea K = K(y) donde
yp
•− y = β = δ1 •+ · · · •+ δr •+ µ,
con δi,j =
Qi,j
P
ei,j
i
, ei,j ≥ 0, Qi,j ∈ RT y si ei,j > 0, entonces p - ei,j,
mcd(Qi,j , Pi) = 1 y gr(Qi,j) < gr(P
ei,j
i ), y µj = fj(T ) ∈ RT con
p - gr fj cuando fj 6∈ Fq.
Entonces
Kge = K(y1, . . . ,yr, z),
donde ypi
•− yi = δi, 1 ≤ i ≤ r y zp
•− z = µ.
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(iii) (p–extensiones elementales abelianas) Supongamos que Fpu ⊆ Fq.
Sea K = K(y) con
yp
u − y = α =
r∑
i=1
Qi
P eii
+ f(T ),
donde Pi ∈ R+T , Qi ∈ RT y f(T ) ∈ Fq[T ].
Entonces
Kge = K(y1, . . . , yr, z),
donde yp
u
i − yi = QiP eii , 1 ≤ i ≤ r y z
pu − z = f(T ). uunionsq
Ejemplo 14.6.11. Sea K = F3(T ) y K = K(y) donde y3
•− y = β =(
1
T +1,
1
T+1 +T
)
. Entonces la descomposicio´n prescrita en el Teorema 12.8.31
es:
β =
( 1
T
,
T + 1
T 2
) •
+
(
0,
1
T + 1
) •
+
(
1, T
)
.
Por lo tanto, si y31
•− y1 = δ1 =
(
1
T ,
T+1
T 2
)
, y32
•− y2 = δ2 =
(
0, 1T+1
)
y
z3
•− z = µ = (1, T ), entonces Kge = K(y1,y2, z).
14.7. Extensiones abelianas finitas generales de K
Hasta ahora hemos dado la descripcio´n expl´ıcita del campo de ge´neros de
p–extensiones abelianas K de K = Fq(T ) y donde hemos considerado el caso
tal que Fpu ⊆ Fq, K = K(y) y y esta´ dada por una ecuacio´n de la forma
yp
u •− y = β ∈ Wm(K). Cuando Fpu * Fq el campo K no puede ser dado
por este tipo de ecuaciones.
En esta seccio´n daremos la descripcio´n expl´ıcita de Kge donde K /K es
una extensio´n finita de grado t con mcd(t, q − 1) = 1. El caso t | q − 1 esta´
parcialmente considerado en la Subseccio´n 14.6.1.
Seguimos usando las notaciones de la Seccio´n 14.4.
Observacio´n 14.7.1. Para cualquier extensio´n abeliana K /K de grado t
con mcd(t, q−1) = 1, tenemos que si E = K M ∩K(ΛN ), entonces [E : K] | t
(ver Ecuacio´n (14.5.2)). Si X es el conjunto de caracteres de Dirichlet de
E, tenemos que mcd(|X|, q − 1) = mcd([E : K], q − 1) = 1. Puesto que
para χ ∈ X y cualquier P ∈ R+T , tenemos que χ|X|P = 1, obtenemos que
mcd([Ege : K], q − 1) = 1. En particular H = {1}. Por lo tanto
Kge = EgeK .
En general si K1 y K2 son dos extensiones finitas de K tenemos
(K1)ge(K2)ge ⊆ (K1K2)ge,
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pero podr´ıamos tener (K1)ge(K2)ge $ (K1K2)ge, ver Observaciones 14.3.12
y 14.8.9. Probaremos que para cualquier extensio´n abeliana de K de grado
primo relativo a q − 1 tendremos la igualdad. En particular si K1 y K2 son
dos p–extensiones abelianas finitas de K, tendremos igualdad.
Para un subcampo K ⊆ K(ΛN ) para algu´n N ∈ RT , denotemos por K ′ge
a la ma´xima extensio´n abeliana de K contenida en K(ΛN ), no ramificada en
los primos finitos. Tenemos (ver Observacio´n 14.6.1)
Kge = (K
′
ge)
D, (14.7.9)
donde D es el grupo descomposicio´n de cualquier elemento de S∞(K ) en
K ′ge/K .
ConsideramosKi ⊆ K(ΛN ), i = 1, 2 y sean Xi los grupos de los caracteres
de Dirichlet asociados a Ki. Por lo tanto Y = X1X2 = 〈X1, X2〉 es el grupo
de los caracteres de Dirichlet asociado a L = K1K2. Sea P ∈ R+T . Es fa´cil
verificar que
〈X1, X2〉P = 〈(X1)P , (X2)P 〉,
por lo que obtenemos que∏
P∈R+T
YP =
∏
P∈R+T
〈X1, X2〉P =
( ∏
P∈R+T
(X1)P
)( ∏
P∈R+T
(X2)P
)
.
Se sigue que
(K1)
′
ge(K2)
′
ge = (K1K2)
′
ge.
Hemos probado
Proposicio´n 14.7.2. Para Ki ⊆ K(ΛN ), i = 1, 2, tenemos
(K1)
′
ge(K2)
′
ge = (K1K2)
′
ge. uunionsq
Corolario 14.7.3. Sean Ki ⊆ K(ΛN ), i = 1, 2 tales que K1/K y K2/K
son extensiones abelianas finitas de grado primo relativo a q − 1. Entonces
(K1)ge(K2)ge = (K1K2)ge.
Demostracio´n. Puesto que los grupos de descomposicio´n de p∞ en K1/K, en
K2/K y en K1K2/K son el grupo trivial, se sigue de la Ecuacio´n (14.7.9) que
(Ki)ge = (Ki)′ge, i = 1, 2 y (K1K2)ge = (K1K2)
′
ge. El resultado se sigue de
la Proposicio´n 14.7.2. uunionsq
Corolario 14.7.4. Sean Ki/K, i = 1, 2 dos extensiones abelianas finitas de
grado primo relativo a q − 1. Entonces
(K1)ge(K2)ge = (K1K2)ge.
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Demostracio´n. Sea Fq = Fpν , Ki ⊆ LnK(ΛN )Fpνm(T ), i = 1, 2, y sea M :=
LnFpνm(T ). Establecemos Ei := KiM ∩K(ΛN ), i = 1, 2 y E := K1K2M ∩
K(ΛN ). Usando la correspondencia de Galois puede ser probado que E =
E1E2.
Del Corolario 14.7.3 tenemos Ege = (E1)ge(E2)ge. Por lo tanto
(K1)ge(K2)ge = (E1)geK1 · (E2)geK2 = (E1)ge(E2)ge ·K1K2
= Ege ·K1K2 = (K1K2)ge.
De esta forma (K1)ge(K2)ge = (K1K2)ge. uunionsq
Corolario 14.7.5. Sean Ki/K, i = 1, 2 dos p–extensiones abelianas finitas.
Entonces
(K1)ge(K2)ge = (K1K2)ge. uunionsq
Como consecuencia de lo anterior, obtenemos una descripcio´n del campo
de ge´neros de una p–extensio´n abeliana finita de K.
Corolario 14.7.6. Sea K /K una p–extensio´n abeliana con grupo de Galois
Gal(K /K) = G ∼= G1 × · · · × Gs con Gi ∼= Z/pαiZ, 1 ≤ i ≤ s. Sea K la
descomposicio´n K = K1 · · ·Ks tal que Gal(Ki/K) ∼= Gi. Sean P1, . . . , Pr los
primos finitos ramificados en K /K. Sea Ki = K(wi) dado por la ecuacio´n
wpi
•− wi = ξi, 1 ≤ i ≤ s.
Escribamos cada ξi como en Ecuacio´n (14.6.8) esto es,
ξi = δi,1
•
+ · · · •+ δi,r •+ γi,
tal que todas las componentes de δi,j se escriben de tal manera que el grado del
numerador es menor al grado del denominador, el soporte del denominador
es a lo ma´s {Pj} y las componentes de γi son polinomios. Sea
wpi,j
•− wi,j = δi,j , 1 ≤ i ≤ s, 1 ≤ j ≤ r
y
zpi
•− zi = γi, 1 ≤ i ≤ s.
Entonces
Kge = K
(
wi,j , zi | 1 ≤ i ≤ s, 1 ≤ j ≤ r
)
.
Demostracio´n. Es consecuencia de la Observacio´n 14.6.9, del Corolario 14.6.10
(b) y del Corolario 14.7.5. uunionsq
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Como siguiente paso, consideramos una extensio´n c´ıclica K /K de grado
t tal que mcd(t, p(q − 1)) = 1.
En este caso, tenemos que E = K M ∩ K(ΛN ) satisface que [E : K] es
primo relativo a q−1. De aqu´ı tendremos que E′ge = Ege y Kge = EgeK . Por
tanto, debemos describir Ege.
Proposicio´n 14.7.7. Sea E ⊆ K(ΛN ) una extensio´n c´ıclica de K de grado
t primo relativo a p(q − 1). Sean P1, . . . , Pr ∈ R+T los primos finitos de K
ramifica´ndose en E. Entonces
Ege =
r∏
j=1
Fj ,
donde K ⊆ Fj ⊆ K(ΛPj ) es el campo de grado aj sobre K con o(χPj ) = aj,
y χ es el caracter asociado a E.
Demostracio´n. Se sigue del hecho de que X = 〈χ〉 es el grupo de caracteres de
Dirichlet asociado a E, Ege es el campo correspondiente a
∏r
j=1XPj , XPj =
〈χPj 〉 y Fj es el campo asociado a χPj . uunionsq
Tenemos nuestro resultado final de esta seccio´n.
Teorema 14.7.8. Sea K /K una extensio´n abeliana de grado t con mcd(t, q−
1) = 1. Sean P1, . . . , Pr ∈ R+T los primos en K ramifica´ndose en K . Sea
E = K M ∩ K(ΛN ) = E0E1 · · ·Es donde Ei/K es una extensio´n c´ıclica de
grado ti, mcd(ti, p(q−1)) = 1, 1 ≤ i ≤ s y E0/K es una p–extensio´n abeliana.
Entonces
Kge = EgeK donde Ege = (E0)ge(E1)ge · · · (Es)ge,
(E0)ge esta´ dado por el Corolario 14.7.6 y (Ei)ge =
∏s
j=1 Fi,j esta´ dado por
la Proposicio´n 14.7.7, 1 ≤ i ≤ s.
Ma´s au´n, si [Fi,j : K] = bi,j, entonces si Fj :=
∏s
i=1 Fi,j es el subcampo
de K(ΛPj ) de grado bj := mcm[bi,j , 1 ≤ i ≤ s] sobre K. Finalmente tenemos
Kge = (E0)ge
( r∏
j=1
Fj
)
K . uunionsq
14.8. Campos de ge´neros de extensiones no abelianas
de K
Como mencionamos antes, A. Fro¨hlich [31, 32] introdujo el concepto de
campos de ge´neros para extensiones no necesariamente abelianas de campos
nume´ricos. Fro¨hlich definio´ el campo de ge´neros Kge de un campo nume´rico
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arbitrario K /Q como Kge := K K∗ donde K∗ es el ma´ximo campo nume´rico
abeliano tal que K K∗/K es no ramificada. Se tiene que K∗/Q es el ma´xima
extensio´n abeliana de Q contenida en Kge.
En esta parte consideramos un campo de funciones congruente K con
campo de constantes conteniendo a Fq y tal que K es una extensio´n finita
y separable de K = Fq(T ). Usamos, como antes, la definicio´n de Campo de
Clase de Hilbert de K para hallar Kge como Kge = K K∗, donde K∗ es la
ma´xima extensio´n abeliana de K tal que K K∗ esta´ contenido en el campo de
clase de Hilbert de K . Tenemos que K∗ es el compuesto de dos campos K∗1
y K∗2 con mcd([K
∗
1 : K], p) = 1 y K
∗
2/K es una p–extensio´n abeliana finita.
Probaremos que K∗1 esta´ contenido en el compuesto de una extensio´n de
constantes con campos FP tales que K ⊆ FP ⊆ K(ΛP ), P es totalmente
ramificado en FP/K y donde tenemos que P recorre el conjunto del primos
finitos ramificados de K /K. Aqu´ı P es el polinomio mo´nico irreducible en
T asociado a P y K(ΛP ) es el campo de funciones P–e´simo cicloto´mico. El
campo K∗2 codifica la ramificacio´n salvaje de la extensio´n K
∗/K. La mayor
dificultad al considerar K∗1 es la descomposicio´n de los primos infinitos.
14.8.1. Algunas notaciones
En esta parte, K denota una extensio´n finita y separable de K = Fq(T ).
P∗K es el conjunto de divisores primos finitos de K
Primero notemos que es posible tener Kge = K E para varios subcampos
E $ K∗. Estamos interesados en K∗ mismo. En particular tenemos K∗ = K∗ge
y puesto que K∗/K es abeliana, la descripcio´n de K∗ la dimos en el Teorema
14.5.1.
Sean P1, . . . ,Ps,Ps+1, . . . ,Pt los primos finitos de K ramificados en K .
Sea Pi ∈ R+T tal que el divisor (Pi)K es (Pi)K = PipgrPi∞ para 1 ≤ i ≤ t. Para
un primo P ∈ PK , si conK/K P = pe11 · · · perr , denotamos
eP = mcd(e1, . . . , er) = puP e
(0)
P , uP ≥ 0, mcd(p, e(0)P ) = 1. (14.8.10)
Supondremos que p - ePi para 1 ≤ i ≤ s y p | ePj para s+ 1 ≤ j ≤ t. Esto es,
uPi = 0 para 1 ≤ i ≤ s y uPj ≥ 1 para s+ 1 ≤ j ≤ t.
Una de las herramientas principales en esta parte es el Lema de Abhyankar
(Teorema 10.4.1).
Enunciamos un caso particular del Teorema 14.5.1 que necesitaremos en
la Subseccio´n 14.8.2.
Teorema 14.8.1. Sea K /Fq una extensio´n abeliana finita de K donde p∞
es moderadamente ramificada. Sean N ∈ RT y m ∈ N tales que K ⊆
K(ΛN )Fqm . Sea Ege el campo de ge´neros de E := K(ΛN )∩K Fqm . Sea H1 el
subgrupo que corresponde al grupo de descomposicio´n de los primos infinitos
de K en Ege/K bajo la correspondencia de Galois. Entonces el campo de
ge´neros de K esta´ dado por
Kge = E
H1
ge K . uunionsq
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14.8.2. Caso general
Primero probaremos algunos resultados generales.
Proposicio´n 14.8.2. Sea E/K es una extensio´n abeliana finita moderada-
mente ramificada. Para un primo finito P ∈ PK , sea conK/K P = pe11 · · · perr
y sea e∗P el ı´ndice de ramificacio´n de P en E/K. Entonces K E/K es no
ramificada en los primos que dividen a P si y solamente si e∗P | eP , donde eP
esta dado por (14.8.10).
Demostracio´n. Sea P un primo enK E sobre P = P∩K. Por tanto P∩K =
pi para algu´n i. Del Lema de Abhyankar, obtenemos
e(P|P) = mcm[e(pi|P), e(P ∩ E|P)] = mcm[ei, e∗P ]
= e(P|pi)e(pi|P) = e(P|pi)ei,
donde ei = e(pi|P).
Por lo tanto P es no ramificado en K E/K ⇐⇒ e(P|pi) = 1 ⇐⇒
mcm[ei, e
∗
P ] = ei ⇐⇒ e∗P | ei. De esto se sigue el resultado. uunionsq
Consideremos la conorma de K en K del primo infinito de K:
conK/K p∞ = p
e1,∞
1,∞ · · · per∞,∞r∞,∞ . (14.8.11)
Sean ti el grado de pi,∞ (con respecto a Fq) y
t0 := mcd(t1, . . . , tr∞). (14.8.12)
Tenemos el resultado ana´logo al Lema 14.3.14.
Proposicio´n 14.8.3. El campo de constantes de Kge es Fqt0 .
Demostracio´n. Por conveniencia, supondremos que el campo de constantes de
K es Fq. Ver la Observacio´n 14.8.4 para la demostracio´n del caso general.
Consideremos la extensio´n de constantes K Fqm/K con m ≥ 1. Tenemos
que pi,∞ se descompone en mcd(ti,m) factores (Teorema 9.1.7). Por lo tan-
to pi,∞ se descompone totalmente en K Fm ⇐⇒ mcd(ti,m) = m ⇐⇒
m | ti. Se sigue que los primos infinitos de K se decomponen totalmente
en K Fm ⇐⇒ m | t0. De esta forma obtenemos que Fqt0 es el campo de
constantes Kge. uunionsq
Observacio´n 14.8.4. Cuando el campo de constantes de K es Fqν , entonces
ν | t0 y ν | ti y ν | m. Poniendo, t0 = νt′0, ti = νt′i y m = νm′, todo
el argumento de la Proposicio´n 14.8.3 es aplicable para t′0, t
′
i y m
′ con la
conclusio´n de que el campo de contantes de K es F
qνt
′
0
= Fqt0 .
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Proposicio´n 14.8.5. Sea P un divisor primo de K de grado d y tal que
satisface P 6= p∞ y p - eP . Sea Kge = K K∗ y sea e∗P el ı´ndice de ramificacio´n
de P in K∗/K. Entonces mcd (eP , qd−1q−1 ) | e∗P y e∗P | eP .
Demostracio´n. De la Proposicio´n 14.8.2 tenemos que e∗P | mcd(e1, . . . , er) =
eP . Ma´s au´n P es totalmente ramificado en K(ΛP )/K, donde (P )K = PpgrP∞
y p∞ se descompone totalmente en K(ΛP )F
∗
q/K. El grado de la extensio´n
K(ΛP )
F∗q/K es (qd−1)/(q−1). Sea S el subcampo K ⊆ S ⊆ K(ΛP ) de grado
mcd
(
eP , q
d−1
q−1
)
. Entonces por la Proposicio´n 14.8.2 tenemos que S satisface
que K S/K es no ramificado y los primos infinitos de K se descomponen
totalmente en K S/K puesto que p∞ se descompone totalmente en S/K.
Por lo tanto K S ⊆ K K∗, S ⊆ K∗ y mcd (eP , qd−1q−1 ) | e∗P . uunionsq
Sea G := Gal(K∗/K) y sea Gp el p–subgrupo de Sylow de G. Entonces
G = G0 ×Gp con p - |G0|. Por tanto tenemos la descomposicio´n
K∗ = K∗1K
∗
2 , K
∗
1 ∩K∗2 = K, G0 = Gal(K∗1/K), Gp = Gal(K∗2/K).
(14.8.13)
La extensio´n K∗1/K es moderadamente ramificada y K
∗
2/K es una p–
extensio´n por lo que es salvajemente ramificado a menos que sea una extensio´n
de constantes.
Ahora estudiamos el campo K∗1 . Para hallar la descripcio´n expl´ıcita de K
∗
1
procedemos como sigue. Sea
F0 :=
∏
P∈P∗K
FP =
t∏
i=1
FPi (14.8.14)
donde K ⊆ FP ⊆ K(ΛP ) es el u´nico subcampo de la extensio´n de K(ΛP )/K
de grado
cP := mcd(eP , qdP − 1) = mcd(e(0)P , qdP − 1). (14.8.15)
Por tanto F0 satisface que K F0/K es no ramificada en todos los primos
finitos (Proposicio´n 14.8.2).
Sea R := K(ΛP1···Pt) y R
+ := K(ΛP1···Pt)
+. Entonces F0 ⊆ R.
Teorema 14.8.6. Con las notaciones anteriores, tenemos
K∗1 ⊆ F0Fqu1 y K (F0 ∩R+)Fqt′0 ⊆ K K∗1 ⊆ K F0Fqu1 ,
para alguna u1 ∈ N y donde F0 esta´ dada por (14.8.14), t0 esta´ dada por la
Proposicio´n 14.8.3 y t0 = t
′
0p
v con mcd(t′0, p) = 1.
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Demostracio´n. Probaremos que K∗1 ⊆ F0Fqu1 para alguna u1 ∈ N. Para cual-
quier primo P ∈ P∗K obtenemos de la Proposicio´n 14.8.2 que si el ı´ndice de
ramificacio´n de P en K∗1/K es bP , entonces bP |eP y puesto que K∗1/K es una
extensio´n abeliana finita moderadamente ramificada, tenemos bP | qdP − 1
(Proposicio´n 10.4.8). Por lo tanto bP | cP = mcd(eP , qdP − 1) = [FP : K]. Sea
F ′P el subcampo de FP de grado bP sobre K.
Podemos suponer que los primos finitos ramificados en K∗1/K son todos
los P1, . . . ,Pt puesto que, si alguno de los bPi son iguales a 1, el argumento
dado continuacio´n funciona au´n en este caso.
Empezamos con P1. Del Lema de Abhyankar, tenemos que el ı´ndice rami-
ficacio´n de P1 en K∗1F ′P1 sobre K es bP1 . Sea IP1 el grupo de inercia de P1
en K∗1F
′
P1 el cual es de orden bP1 . Sea E1 el campo fijo de K
∗
1F
′
P1
bajo IP1 .
Puesto que P1 es totalmente ramificado en F ′P1/K y no ramificado en E1/K
tenemos que E1 ∩ F ′P1 = K y
[E1F
′
P1 : K] = [E1 : K][F
′
P1 : K] =
[K∗1F
′
P1 : K]
|IP1 |
|IP1 | = [K∗1F ′P1 : K].
K∗1 K
∗
1F
′
P1 = E1F
′
P1
IP1
E1 = (K
∗
1F
′
P1)
IP1
K
bP1
F ′P1
Por lo tanto K∗1F
′
P1 = E1F
′
P1 . Ma´s au´n, debido a que P2, . . . ,Pt son no ra-
mificados en F ′P1 sus ı´ndices de ramificacio´n son bP2 , . . . , bPt en E1F
′
P1/F
′
P1 . Se
obtiene de esta forma que P2, . . . ,Pt tienen ı´ndices de ramificacio´n bP2 , . . . , bPt
en E1/K.
Tomemos ahora E1 en lugar de K
∗
1 y F
′
P2 en lugar de F
′
P1 . Obtenemos E2
tal que E1F
′
P2 = E2F
′
P2 y P3, . . . ,Pt son ahora los u´nicos primos finitos de
K ramificados en E2 con ı´ndices de ramificacio´n bP3 , . . . bPt respectivamente.
Notemos que
K∗1F
′
P1F
′
P2 = E1F
′
P1F
′
P2 = F
′
P1E1F
′
P2 = F
′
P1E2F
′
P2 = E2F
′
P1F
′
P2 .
En el paso general, tenemos Ei−1F ′Pi = EiF
′
Pi , los ı´ndices de ramificacio´n
de Pi+1, . . . ,Pt en Ei/K son bPi+1 , . . . , bPt y K∗1F ′P1 . . . F ′Pi = EiF ′P1 . . . F ′Pi .
Continuando con este proceso, finalmente obtenemos un campo Et el cual
satisface Et−1F ′Pt = EtF
′
Pt , ningu´n primo finito es ramificado en Et/K y
K∗1F
′
0 = EtF
′
0 donde
F ′0 =
t∏
i=1
F ′Pi . (14.8.16)
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Puesto que el u´nico posible primo ramificado en Et/K es p∞ y es mode-
radamente ramificado, de la Proposicio´n 10.4.11 obtenemos que Et/K es una
extensio´n de constantes, digamos Et = Fqu1 (T ) = Ku1 .
Puesto que los campos
{
F ′Pi
}t
i=1
son linealmente disjuntos a pares y F ′0/K
es una extensio´n geome´trica, tenemos que
[F ′0 : K] =
t∏
i=1
[F ′Pi : K] =
t∏
i=1
bPi , Et ∩ F ′0 = K y
[K∗1F
′
0 : K] = [Et : K][F
′
0 : K].
En particular, Fqu1 es el campo de constantes de K∗1F ′0.
Por lo tanto K∗1 ⊆ K∗1F ′0 = EtF ′0 ⊆ F0Fqu1 y K K∗1 ⊆ K F0Fqu1 . Final-
mente, puesto que la extensio´nK (F0∩R+)Fqt0/K es no ramificada y los pri-
mos infinitos son totalmente descompuestos, se sigue que K (F0 ∩R+)Fqt′0 ⊆
K K∗1 . uunionsq
Observacio´n 14.8.7. En la demostracio´n del Teorema 14.8.6 de hecho hemos
obtenido que K∗1 ⊆ EtF ′0 y que Fqu1 es el campo de constantes de K∗1F ′0.
Mencionamos que es posible usar las te´cnicas de la demostracio´n del Teore-
ma 14.5.1 para demostrar el Teorema 14.8.6. Por otro lado, no´tese la similitud
del Teorema 14.8.6 con el Corolario 4.1.2.
Para estudiar K∗2 primero probamos (ver Observacio´n 14.3.12):
Lema 14.8.8. Tenemos K∗ge = (K
∗
1 )ge(K
∗
2 )ge = K
∗. Ma´s au´n (K∗1 )ge = K
∗
1
y (K∗2 )ge = K
∗
2 .
Demostracio´n. Tenemos que K∗ = K∗1K
∗
2 y ya hemos hecho notar que K
∗
ge =
K∗. Puesto que (K∗1 )ge/K
∗
1 es no ramificada y que los primos infinitos se
descomponen totalmente, lo mismo sucede en la extensio´n K∗(K∗1 )ge/K
∗ de
tal forma (K∗1 )ge ⊆ K∗ge. Similarmente (K∗2 )ge ⊆ K∗ge. De aqu´ı (K∗1 )ge(K∗2 )ge ⊆
K∗ge.
Ahora, puesto que (K∗1 )ge ⊇ K∗1 y (K∗2 )ge ⊇ K∗2 , obtenemos
K∗ge = K
∗ = K∗1K
∗
2 ⊆ (K∗1 )ge(K∗2 )ge ⊆ K∗ge.
Sea ahora [K∗1 : K] = a y [K
∗
2 : K] = p
v donde p - a. Si K∗1 $ (K∗1 )ge,
consideremos S := (K∗1 )ge ∩K∗2 . De la correspondencia de Galois, obtenemos
que S 6= K.
K∗1 (K
∗
1 )ge K
∗
ge = K
∗
1K
∗
2
K = K∗1 ∩K∗2 S = (K∗1 )ge ∩K∗2 K∗2
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Sea [S : K] = pb con b ≥ 1. Tenemos que S/K es no ramificado puesto que
de otra forma existir´ıa un primo en K con ı´ndice ramificacio´n pc con c ≥ 1
en S. Puesto que p - a, se sigue que existe un primo ramificado en (K∗1 )ge/K∗1
con ı´ndice de ramificacio´n pc. Esta contradiccio´n muestra que S/K es no
ramificada. Por tanto S/K es una extensio´n de constantes. Se sigue que p∞
tiene grado de inercia pb en S/K pero esto implicar´ıa que el grado de inercia
de los primos infinitos en (K∗1 )ge/K
∗
1 es p
b lo cual es imposible. Por tanto
(K∗1 )ge = K
∗
1 . Similarmente (K
∗
2 )ge = K
∗
2 . uunionsq
Observacio´n 14.8.9 (Ver Observacio´n 14.3.12). En general se tiene que
si L = L1L2, entonces (L1)ge(L2)ge j Lge pero no necesariamente Lge =
(L1)ge(L2)ge.
Ejemplo 14.8.10. Sean q > 2 y sean P,Q,R, S ∈ RT cuatro polinomios
mo´nicos en K. Sea L1 := K(ΛPQ)
+ y L2 := K(ΛRS)
+. Entonces, por el
Teorema 14.4.3, se tiene que L1 ⊆ K(ΛPQ) y K(ΛPQ)/L1 es totalmente
ramificada en S∞(L1) de donde se sigue que L1 = (L1)ge. Similarmente L2 =
(L2)ge.
Sea L := L1L2. Veamos que Lge = K(ΛPQRS)
+.
Primero, como consecuencia del Teorema 14.4.3, Lge ⊆ K(ΛPQRS). Puesto
que L ⊆ K(ΛPQRS)+, se sigue que Lge ⊆ K(ΛPQRS)+.
Ahora bien, por el Corolario 9.3.14 se tiene que K(ΛPQ)/L1 es no ra-
mificada en todos los primos finitos. De aqu´ı obtenemos que P y Q son no
ramificados en K(ΛPQRS)/L1. Similarmente R y S son no ramificados en
K(ΛPQRS)/L2.
Por tanto los u´nicos primos ramificados en K(ΛPQRS)/L son los elementos
de S∞(L). Ahora bien
L ⊆ K(ΛPQRS)+ ⊆ K(ΛPQRS),
y S∞(L) se descompone totalmente en K(ΛPQRS)+/L. Por tanto obtenemos
que K(ΛPQRS)
+ ⊆ Lge y se sigue que Lge = K(ΛPQRS)+.
Finalmente,
[K(ΛPQRS) : L] = (q − 1)2, [K(ΛPQRS) : K(ΛPQRS)+] = q − 1,
de donde [Lge : L] = q − 1 > 1. Por tanto
Lge = (L1L2)ge 6= (L1)ge(L2)ge = L.
Regresando a nuestro desarrollo, sea Gal(K∗2/K) ∼= Cpn1 × · · · ×Cpnν y si
por cada 1 ≤ i ≤ ν, Ei es un subcampo K ⊆ Ei ⊆ K∗2 tal que Gal(Ei/K) ∼=
Cpni entonces, del Corolario 14.6.10, obtenemos que (Ei)ge es la composicio´n
de p–extensiones c´ıclicas de K en cada una de las cuales, o bien u´nicamente
un primo es ramificado o bien es una extensio´n de constantes.
Por tanto (K∗2 )ge = K
∗
2 es la composicio´n de este tipo de p–extensiones
c´ıclicas.
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Finalmente, puesto que uPj ≥ 1 para s + 1 ≤ j ≤ t (ver (14.8.10)),
obtenemos el siguiente resultado.
Teorema 14.8.11. El campo K∗2 es de la forma K
∗
2 = Js+1Js+2 · · · JtJ∞
donde Pj es el u´nico primo ramificado en Jj/K, [Jj : K] = pvj con 0 ≤ vj ≤
uPj para s+ 1 ≤ j ≤ t, y J∞ es una p–extensio´n abeliana finita la cual es, o
bien una extensio´n de constantes o bien, p∞ es el u´nico primo ramificado. uunionsq
14.8.3. El campo de ge´neros en un caso especial
Sea K /K una extensio´n finita y separable tal que para todo P ∈ PK ,
p - eP = mcd(e1, . . . , er) donde conK/K P = pe11 · · · perr . Esto es, suponemos
que t = s y tambie´n suponemos que p - ep∞ .
Tenemos que K∗1 esta´ dado por (14.8.13) y en este caso tenemos que K
∗
2/K
es una extensio´n no ramificada. Se sigue que K∗2/K es una extensio´n de cons-
tantes.
Con el fin de encontrar expresiones ma´s expl´ıcitas de K∗1 procedemos
de la siguiente forma. Primero consideramos el comportamiento de p∞. Sea
conK/K p∞ dado por (14.8.11).
Tenemos que e∞(FP |K) | mcd(cP , q − 1) para P ∈ P∗K . Del Lema de
Abhyankar obtenemos que si
c∞ := e∞(F0|K),
es el ı´ndice de ramificacio´n de p∞ in F0/K entonces
c∞ | mcm
[
mcd(eP1 , q − 1), . . . ,mcd(ePs , q − 1)
]
= mcd
(
mcm[eP1 , . . . , ePs ], q − 1
)
.
Para obtener una fo´rmula para c∞, procedemos como sigue. Tenemos de
(14.8.15) que
cP = [FP : K] = mcd(eP , qdP − 1),
donde dP = dK(P). Sea H := Gal(R/F0), donde R = K(ΛP1···Ps). Sea S :=
F0R
+, con R+ = K(ΛP1···Ps)
+. Por tanto
e∞(S|K) = e∞(S|R+)e∞(R+|F0 ∩R+)e∞(F0 ∩R+|K)
= [S : R+] · 1 · 1 = [S : R+] = [F0 : F0 ∩R+];
e∞(S|K) = e∞(S|F0)e∞(F0|F0 ∩R+)e∞(F0 ∩R+|K)
= 1 · e∞(F0|F0 ∩R+) · 1 = e∞(F0|F0 ∩R+).
Se sigue que
c∞ = e∞(F0|K) = e∞(F0|F0 ∩R+) = e∞(S|K)
= [F0 : F0 ∩R+] = [S : R+]. (14.8.17)
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Seleccionamos al ma´ximo campo F que satisface F0 ∩R+ ⊆ F ⊆ F0 y tal
que los primos infinitos de K se descomponen totalmente en K F . Notemos
que tal campo F existe puesto que si F1, F2 son dos campos tales que F0∩R+ ⊆
Fi ⊆ F0 y tales que los primos infinitos de K se descomponen totalmente en
K Fi/K , i = 1, 2, entonces F1F2 satisface las mismas propiedades.
Observacio´n 14.8.12. Con las notaciones del Teorema 14.8.6, observamos
que, puesto que K F/K es no ramificada y como p∞ se descompone total-
mente enK F/K , se sigue que F ⊆ K∗1 de tal forma que K∗1F = K∗1 ⊆ K∗1F ′0.
Ahora bien, se tiene que F0 ∩R+ ⊆ K y por tanto K (F0 ∩R+)/K es no
ramificada. Por la Proposicio´n 14.8.2 tenemos que si el ı´ndice de ramificacio´n
de un primo P de K en F0 ∩ R+/K es aP entonces aP | bP = [F ′P : K].
Si X es el grupo de caracteres de Dirichlet asociado a F0 ∩ R+, entonces
|XP | = aP | bP y como el grupo de caracteres de Dirichlet Y asociado a
F ′0 =
∏
P F
′
P (ver (14.8.16)) satisface Y =
∏
P YP , se sigue que X ⊆ Y y por
tanto F0 ∩R+ ⊆ F ′0 ⊆ F0. Se obtiene que F ⊆ F ′0 . En general es posible que
F ′0 6= F , ver Ejemplo 14.9.1.
Como siguiente paso, determinamos F para una extensio´n abelianaK /K.
Proposicio´n 14.8.13. Sea K /K una extensio´n abeliana finita moderada-
mente ramificada. Con la notacio´n del Teorema 14.8.1 tenemos
F ⊆ Ege ⊆ F0,
ma´s precisamente
F = EH1ge y Kge = K F.
Demostracio´n. En este caso se tiene que s = t y que N = P1 · · ·Pt. Puesto
que para cualquier primo P en K, el ı´ndice ramificado en K /K es el mismo
que el ı´ndice de ramificacio´n en E/K y F0 =
∏
P∈P∗K FP , tenemos Ege ⊆ F0.
El primo infinito se descompone totalmente en F0 ∩R+/K. Por tanto los
primos infinitos se descomponen totalmente en E(F0 ∩R+)/E. Puesto que la
extensio´n E(F0 ∩R+)/E es no ramificada, se tiene que F0 ∩R+ ⊆ Ege.
Por el Lema de Abhyankar (Teorema 10.4.1) vemos que la extensio´n
K (F0 ∩ R+)/K es no ramificada y los primos infinitos se descomponen to-
talmente. Por tanto F ⊆ Ege.
Finalmente, nuevamente por el Lema de Abhyankar, K Ege/K es no ra-
mificada y la inercia de los primos infinitos corresponde a H1, esto es, E
H1
ge es
la ma´xima extensio´n tal que F0∩R+ ⊆ EH1ge ⊆ F0 y que enK EH1ge /K los pri-
mos infinitos se descomponen totalmente. Por tanto F = EH1ge . Del Teorema
14.8.1, se sigue que Kge = K F . uunionsq
Observacio´n 14.8.14. Sea K /K una extensio´n abeliana finita moderada-
mente ramificada. Sean P1, . . . ,Ps los primos finitos ramificados. Entonces
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F0 =
∏s
i=1 FPi con K ⊆ FPi ⊆ K(ΛPi). Tenemos [FPi : K] = cPi =
mcd(ePi , q
grPi − 1). Puesto que K /K es abeliana y moderadamente rami-
ficada, se tiene que ePi | qgrPi − 1 (Proposicion 10.4.8). Por tanto, cPi = ePi .
Ahora sea
c′∞ := [F : F0 ∩R+] = e∞(F |K).
Puesto que
c∞ = [F0 : F0 ∩R+] = [F0 : F ][F : F0 ∩R+] = [F0 : F ]c′∞
tenemos c′∞ | c∞.
R
H∩F∗q
q−1
H2F0
H2/(H∩F∗q)
H
c∞
S = F0R
+
H2/(H∩F∗q)
F
c′∞
N = FR+
c′∞
F0 ∩R+ R+
El grado c′∞ debe satisfacer lo siguiente. Por el Lema de Abhyankar, te-
nemos que si P es un primo en K F que divide p∞ y si P ∩ K = pi,∞,
entonces
e(P|p∞) = mcm[ei,∞, c′∞] =
ei,∞c′∞
mcd(ei,∞, c′∞)
= e(P|pi,∞)e(pi,∞|p∞) = e(P|pi,∞)ei,∞.
Se sigue que
e(P|pi,∞) = c
′
∞
mcd(ei,∞, c′∞)
. (14.8.18)
Por lo tanto
e(P|pi,∞) = 1 ⇐⇒ mcd(ei,∞, c′∞) = c′∞ ⇐⇒ c′∞ | ei,∞.
De esta forma se tiene que, K F/K es no ramificada si y solamente si c′∞ |
eP∞ = mcd(e1,∞, . . . , er∞,∞).
Por tanto c′∞ debe ser maximal en el sentido de que c
′
∞ | c∞, c′∞ | e∞
donde e∞ = ep∞ , c∞ esta´ dado por (14.8.17) y los primos infinitos de K se
descomponen totalmente en K F . Por lo tanto
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c′∞ | mcd(c∞, e∞). (14.8.19)
Esto es, F es el campo
F0 ∩R+ ⊆ F ⊆ F0 tal que [F : F0 ∩R+] = c′∞. (14.8.20)
Sea H2 el subgrupo de F∗q de orden
q−1
c′∞
y sea N := RH2 . Notemos que
|H ∩ F∗q | = [R : F0R+] = q−1c∞ . Por tanto |H ∩ F∗q | | |H2| y de (14.8.19)
obtenemos
[S : N ] = [F0 : F ] =
c∞
c′∞
.
Con las notaciones anteriores, se tiene el siguiente resultado.
Teorema 14.8.15. Sea K /K una extensio´n abeliana finita y separable tal
que cada primo P ∈ PK satisface que si conK/K P = pe11 · · · perr , entonces
p - eP = mcd(e1, . . . , er). De esta forma tenemos
K FFqt0 ⊆ Kge ⊆ K F0Fqu ,
donde F0 esta´ dada por (14.8.14), F esta´ dado por (14.8.20), t0 esta´ dado por
(14.8.12) y u ∈ N.
Ma´s au´n, K F0Fqu/K es no ramificada en cada primo finito y el ı´ndice
de ramificacio´n del primo infinito pi,∞ es c∞mcd(ei,∞,c∞) , 1 ≤ i ≤ r∞ donde c∞
esta´ dado por (14.8.17).
Demostracio´n. Puesto que K F/K es no ramificada y los primos infinitos
se descomponen totalmente, obtenemos que F ⊆ K∗1 . Por lo tanto, por la
Proposicio´n 14.8.3 tenemos que K FFqt0 ⊆ K K∗ = Kge.
Puesto que p - eP para toda P ∈ PK se sigue del Teorema 14.8.11 y de la
Proposicio´n 10.4.11 que K∗2/K es una extensio´n de constantes, de tal forma
que K∗2 = Fqu2 (T ). Ma´s au´n, puesto que K∗2 ⊆ Kge tenemos u2|t0.
Del Teorema 14.8.6 tenemos que K∗1 ⊆ F0Fqu1 para alguna u1 ∈ N y
K K∗1 ⊆ K F0Fqu1 . De aqu´ı Kge = K K∗ = K K∗1K∗2 ⊆ K F0Fqu , donde
u = mcm[u1, u2].
El ı´ndice de ramificacio´n de p∞ en F0/K es c∞ donde c∞ esta´ dado por
(14.8.17). Aplicando (14.8.18) a F0 y c∞ obtenemos que el ı´ndice de ramifi-
cacio´n de pi,∞ en K F0Fqu/K es c∞mcd(ei,∞,c∞) . uunionsq
Observacio´n 14.8.16. Notemos que F ⊆ Kge ∩ F0. Puesto que Kge ∩ F0 ⊆
Kge, tenemos que los primos infinitos de K se descomponen totalmente en
(Kge∩F0)K . Adema´s, F0∩R+ ⊆ Kge∩F0 ⊆ F0. Se sigue de la maximalidad
de F que
Kge ∩ F0 = F.
De esta forma obtenemos
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K FFqt0 ∩ F0 ⊆ Kge ∩ F0 ⊆ F ⊆ K FFqt0 ∩ F0,
esto es, K FFqt0 ∩ F0 = F . Por otro lado se tiene que K , F,Fqt0 ⊆ Kge y
F ⊆ F0, por lo tanto K FFqt0 ⊆ Kge ∩K F0Fqt0 . Ahora
F0 K F0Fqt0
F K FFqt0
En la extensio´n K F0Fqt0 /K FFqt0 los primos infinitos no tienen ningu-
na descomposicio´n y en Kge/K FFqt0 los primos infinitos de descomponen
totalmente, por lo que
Kge ∩K F0Fqt0 = K FFqt0 .
Notemos que si hubie´semos tenido en la demostracio´n que (Kge)u∩F0 = F ,
entonces, por la correspondencia de Galois se tendr´ıa que
(Kge)u = ((Kge)u ∩ F0)Ku = FK Fqu .
Por tanto
FK Fqt0 ⊆ Kge ⊆ (Kge)u = FK Fqu = K FFqt0Fqu .
Se seguir´ıa que Kge/K FFqt0 ser´ıa una extensio´n de constantes y puesto que
el campo de constantes de Kge es Fqt0 , tendr´ıamos la igualdad
Kge = K FFqt0 .
En caso de que F = F0 entonces K FFqt0 ⊆ Kge ⊆ K FFqu por lo que
Kge/K FFqt0 es una extensio´n de constantes y entonces Kge = K FFqt0 .
Finalmente, si u = t0, entonces Kge = Kge ∩K F0Fqt0 = K FFqt0 (ver el
diagrama abajo). Por tanto Kge = K FFqt0 .
Tambie´n, cuando K /K es una extensio´n abeliana finita moderadamente
ramificada, tenemos Kge = K F (ver Proposicio´n 14.8.13).
In resumen, es muy posible que siempre tengamos la igualdad Kge =
K FFqt0 .
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F0
c∞
K F0 (K F0)t0 KgeF0 (KgeF0)u = (K F0)u
(Kge)u ∩ F0 (Kge)v
u/v
v/t0
(Kge)u
F
c′∞
K F (K F )t0 Kge
u/t0
F0 ∩ R+ K
K
Resumimos la discusio´n anterior en la siguiente proposicio´n.
Proposicio´n 14.8.17. Con las notaciones del Teorema 14.8.15, en caso de
que K /K satisfaga al menos una de las siguientes condiciones
(1) (Kge)u ∩ F0 = F ,
(2) F = F0,
(3) u = t0,
(4) K /K es una extensio´n abeliana finita moderadamente ramificada,
se tiene que Kge = K FFqt0 . uunionsq
14.9. Aplicaciones y ejemplos
Ejemplo 14.9.1. Consideremos q = 3 y P = T 3 + 2T + 1. Tenemos que P es
irreducible en F3(T ). Sea K = K(
√
P ). En nuestra construccio´n, si P es el
primo correspondiente a P , tenemos F0 = FP = K(
√
(−1)grPP ) = K(√−P ).
Ahora p∞ no ramificado en K y en F0 = FP . Por tanto t0 = 1, esto es,
el campo de constantes de Kge es F3. Puesto que [R+ : K] = 13 ya que
[K(ΛP :)K] = q
grP−1 = 33 − 1 = 27 − 1 = 26, y [F0 : K] = [FP : K] =
2, tenemos que F0 ∩ R+ = K. Ahora bien K F0 = K (
√−1). Puesto que√−1 /∈ F3 (Proposicio´n 5.5.2) se sigue que K (
√−1) = K F9 y los primos
infinitos son inertes enK F0/K . Por tanto F = K yKge = K . Aqu´ı tenemos
F ′0 = F0 = K(
√−P ) 6= K = F .
14.9.1. Extensiones c´ıclicas de grado primo que no divide a
q(q − 1)
Sea l un primo que no divide a q(q−1) y seaK /K una extensio´n c´ıclica de
grado l. Sean P1, . . . ,Pt los primos de K ramificados enK . Por la Proposicio´n
14.9 Aplicaciones y ejemplos 419
10.4.8, l | (qgrPi − 1) para 1 ≤ i ≤ t. Puesto que l - q − 1, en particular se
tiene que p∞ es no ramificado. En este caso tenemos K ⊆ FPi ⊆ K(ΛPi)
para 1 ≤ i ≤ t donde FPi es el u´nico subcampo de K(ΛPi) de grado cPi =
mcd(ePi , q
dPi − 1) = l. Entonces
F0 =
t∏
i=1
FPi ⊆ K(ΛP1···Pt)+.
Por lo tanto tenemos c∞ = ep∞ = 1, F0 ∩ R+ = F0. Se sigue que F = F0 y
que c′∞ = 1. Ma´s au´n, si t0 es el grado de los primos infinitos sobre p∞ en K ,
entonces t0 = 1 o l. De hecho t0 = 1 si y solamente si p∞ se descompone en
K /K. Esto equivale a K ⊆ K(ΛP1···Pt)+. Tenemos t0 = l si y solamente si
p∞ es inerte en K /K si y solamente si K * K(ΛP1···Pt)+.
De la Proposicio´n 14.8.17 tenemos Kge = K FFqt0 , puesto que en este
caso tenemos F = F0 y u = t0.
Primero consideramos K ⊆ K(ΛP1···Pt)+. Entonces Kge = K FFqt0 =
K F = F y [Kge : K ] = lt−1.
Ahora consideramos K * K(ΛP1···Pt)+. Entonces K * F y en particular
K ⊆ K ∩ F $ K de tal forma K ∩ F = K y [K F : K ] = [F : K] = lt.
Probaremos que Fql ⊆ K F . Primeramente, tenemos que
[K F : K] = [FqlF : K] = lt+1.
Ahora, si Kl := Fql(T ), entonces Kl∩K = K. Ahora p∞ es inerte en K /K y
en Kl/K. El grupo de descomposicio´n D de p∞ en Kl = K Kl es es un grupo
c´ıclico de orden l. Consideremos L := (Kl)
D. El primo p∞ se descompone
totalmente en L/K y P1, . . . ,Pt son los primos ramificados en L/K. Se sigue
que L ⊆ F . Puesto que L 6= K obtenemos que K L = Kl y K L = Kl =
K Fql ⊆ K F . Entonces Fql ⊆ K F . Por lo tanto
Kge = K FFql = K F y [Kge : K ] = [K F : K ] = lt.
14.9.2. Extensiones radicales
Sea K = K( n
√
γD), donde D ∈ RT es un polinomio mo´nico y γ ∈ F∗q .
Sea D = Pα11 · · ·Pαss la descomposicio´n de D como producto de polinomios
irreducibles. Supondremos que D esta´ libre de n–potencias, es decir, 0 < αi <
n para 1 ≤ i ≤ s y tambie´n supondremos que p - n.
Los primos finitos ramificados son P1, . . . ,Ps y ellos son moderadamen-
te ramificados. El ı´ndice de ramificacio´n de cada Pi en K /K es igual a
ePi = n/di. Similarmente, obtenemos e∞ = e∞(K |K) = n/d, donde
d = mcd(grD,n) (ver Teorema 10.3.1).
De esta forma obtenemos F0 =
∏s
i=1 FPi con cPi = mcd(ePi , q
grPi − 1) =
mcd
(
n
di
, qgrPi − 1). Entonces
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e∞(FPi |K) | mcd(cPi , q − 1) = mcd(ePi , q − 1) = mcd
( n
di
, q − 1).
Por lo tanto
c∞ | mcd(mcm[ePi , . . . , ePs ], q − 1)
= mcd(mcm
[ n
d1
, . . . ,
n
ds
]
, q − 1) = mcd( n
d0
, q − 1),
donde d0 = mcd[d1, . . . , ds]. Tambie´n tenemos
c′∞ | mcd(c∞, e∞)|mcd
( n
d0
,
n
d
, q − 1).
Del Teorema 14.8.15 obtenemos
K FFqt0 = K( n
√
γD)FFqt0 ⊆ Kge = K( n
√
γD)ge ⊆ K F0Fqu ,
donde t0, u ∈ N.
Para hallar t0, repetimos lo hecho en el Teorema 10.3.1. Consideramos los
subcampos E = K( d
√
γD) ⊆ K( n√γD). Puesto que p∞ es no ramificada en
E/K y completamente ramificado en K /E, tenemos que el grado de inercia
de p∞ en K /K es igual al grado de inercia de p∞ en E/K. Notemos que
D(T ) = T l + al−1T l−1 + · · ·+ a1T + a0
= T l
(
1 + al−1(
1
T
) + · · ·+ a1( 1
T
)l−1 + a0(
1
T
)l
)
= T lD1(
1
T
)
conD1(0) = 1 y d|l. Por lo tanto E = K( d
√
γD1(1/T )) conD1(1/T ) ∈ Fq[1/T ]
y D1(1/T ) ≡ 1 mo´d (1/T ). De esta forma tendremos que Xd−γD1(1/T ) mo´d
p∞ se reduce a X¯d − γ ∈ Fq[X¯].
Sea µ ∈ F¯q una ra´ız d–e´sima fija de γ. Si ζd denota una ra´ız d–e´sima
primitiva de la unidad, tenemos que la factorizacio´n de X¯d − γ en Fq[X¯] es
de la forma
X¯d − γ =
r∏
j=1
Irr(ζ
ij
d µ, X¯,Fq)
para algunos 0 ≤ i1 < i2 < · · · < ir ≤ d− 1. Del Lema de Hensel, obtenemos
que Xd−γD1
(
1
T
)
=
∏r
j=1 Fj(X) con Fj(X) ∈ K∞[X] polinomios irreducibles
distintos. En particular conK/K p∞ = p∞,1 · · · p∞,r con grK p∞,j = grFj(X),
1 ≤ j ≤ r. Por lo tanto
t0 = mcd1≤j≤r{grFj(X)} = mcd1≤j≤r{[Fq(ζijd µ) : Fq]}
= mcd0≤i≤d−1{[Fq(ζidµ) : Fq]}.
En resumen si escribimos d
√
γ = µ,
t0 = mcd0≤j≤r
{[
Fq(ζ
ij
d
d
√
γ) : Fq
]}
= mcd0≤i≤d−1
{[
Fq(ζid d
√
γ) : Fq
]}
.
(14.9.21)
Se sigue de (10.3.2) que si mcd(αi, n) = 1 para alguna i, entonces K /K
es una extensio´n geome´trica.
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Ejemplo 14.9.2. Consideremos q = 3, P1 = T , P2 = T
2−T −1 y D = P 21P2.
Tenemos que P1 y P2 son irreducibles en F3(T ). SeaK = K( 10
√−D). Se tiene
d1 = mcd(2, 10) = 2, eP1 =
10
2 = 5, eP2 =
10
1 = 10, cP1 = mcd(5, 2) = 1
y cP2 = mcd(10, 2) = 2. En nuestra construccio´n, si Pi es el primo co-
rrespondiente a Pi, tenemos FP1 = K y FP2 = K(
√
P2). Por lo tanto
F0 = K(
√
P2). Por un lado, p∞ se descompone en K(
√
P2)/K, por lo que
K(
√
P2) ⊆ K(ΛP1P2)+. Por lo tanto F = F0 = K(
√
P2).
Puesto que d = mcd(10, 4) = 2, obtenemos t0 = 2. Puesto que u2 es
una potencia de 3 y u2 divide a t0, tenemos u2 = 1. De la demostracio´n del
Teorema 14.8.6, obtenemos que en este caso E1 = K
∗
1 y Fqu1 = E2 ⊆ K∗1 . Por
lo tanto u1 divide a t0. Obtenemos que u = u1 ∈ {1, 2}. Se sigue del Teorema
14.8.15 que Kge = K K(
√
P2)F9.
14.9.3. Extensiones radicales de grado una potencia de primo
que divide a q − 1
Como un caso particular a la Subseccio´n 14.9.2, consideremos l un nu´mero
primo tal que ln | q − 1. Sea D ∈ RT un polinomio mo´nico que es libre de
ln–potencias. Sea D = Pα11 · · ·Pαss con P1, . . . , Ps ∈ R+T y vl(αi) = ai < n.
Sea γ ∈ F∗q y K = K( ln
√
γD). Entonces por el Teorema 10.3.1, se tiene
ePi = l
n−ai , 1 ≤ i ≤ s. Puesto que K /K es una extensio´n c´ıclica de grado
ln, K /K es una extensio´n geome´trica si y solamente si ai = 0 para alguna
1 ≤ i ≤ s.
Ahora, tenemos FPi ⊆ K(ΛPi) y cPi = mcd(ePi , qgrPi − 1) = ePi = ln−ai .
Por lo tanto FPi = K(
ln−ai
√
(−1)grPiPi) y F0 =
∏s
i=1 FPi .
Se tiene ep∞ = e∞ = l
n−d, donde d = mı´n{n, d′} y vl(grD) = d′. Ma´s
au´n, el grado de inercia de p∞ es f∞ = lm, donde Fqlm = Fq( l
d
√
(−1)grDγ)
(ver Proposicio´n 10.3.4). Por lo tanto t0 = l
m y el campo de constantes de
Kge es Fqlm .
Ahora, con respecto a p∞ tenemos e∞(FPi |K) = ln−ai−di , donde di =
mı´n{n− ai, d′i}, vl(grPi) = d′i. Del Lema de Abhyankar obtenemos
e∞(F0|K) = mcm[e∞(FPi |K) | 1 ≤ i ≤ s]
= mcm[ln−ai−di | 1 ≤ i ≤ s] = ln−δ,
donde δ = mı´n
1≤i≤s
{ai+di} = mı´n
1≤i≤s
{ai+mı´n{n−ai, d′i}} = mı´n
1≤i≤s
{n, vl(grPαii )}.
Esto es
c∞ = [F0 : F0 ∩R+] = e∞(F0|K) = ln−δ.
Notemos que d ≥ δ. Entonces c′∞ | mcd(c∞, e∞) = mcd(ln−δ, ln−d) = ln−d.
Se tiene que F es el subcampo F0 ∩ R+ ⊆ F ⊆ F0 tal que [F : F0 ∩ R+] =
c′∞ | ln−d.
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F0
c∞
c′∞
ln−δ=c∞ F
c′∞|ln−d
F0 ∩R+
Ejemplo 14.9.3. Sean K = F5(T ) y K := K
(
3
√
T (T 2 + T + 1)
) · F52 =
K
(
T, 3
√
D(T )
) · F52 , donde D(T ) = T (T 2 + T + 1). Sea K0 := K( 3√D(T )).
Notemos que si ζ3 denota una ra´ız tercera primitiva de la unidad, entonces
ζ3 /∈ F y K = K0(ζ3) = K0 · F52 es la cerradura de Galois de K0/K. Se
tiene que T y T 2 + T + 1 son irreducibles en F5(T ) puesto que ζ3 /∈ F5 y
T 2 + T + 1 = T
3−1
T−1 = (T − ζ3)(T − ζ23 ). De hecho F5(ζ3) = F52 = F25.
Sean PT y PT 2+T+1 los divisores primos en K = F5(T ) correspondientes
a T y a T 2 + T + 1 respectivamente. El primo infinito p∞ es no ramificado ni
en K0/K ni en K /K debido a que grD(T ) = 3. Sea t0(K0) y t0(K ) dado
por (14.8.12) con respecto a los campos K0 y K respectivamente. Puesto que
γ = 1, de (14.9.21) obtenemos
t0(K0) = mcd0≤i≤2
{[
F5(ζi3) : F5
]}
= mcd{1, 2, 2} = 1
y
t0(K ) = mcd0≤i≤2
{[
F52(ζi3) : F5
]}
= mcd0≤i≤2{[F52 : F5]}
= mcd{2, 2, 2} = 2.
Puesto que t0(K0) 6= t0(K ), se sigue que (K0)ge 6= Kge.
Sea F0 = FPTFPT2+T+1 . Tenemos
[FPT : K] = cPT = mcd(ePT , 5
dPT − 1) = (3, 4) = 1.
Por tanto FPT = K. Ahora bien
[FPT2+T+1 : K] = cPT2+T+1 = mcd(ePT2+T+1 , q
grPT2+T+1 − 1)
= mcd(3, 24) = 3.
Puesto que q − 1 = ep∞(K(ΛT 2+T+1)|K) = 4 se sigue que
FPT2+T+1 ⊆ K(ΛT 2+T+1)+ y F0 = FPT2+T+1 = F0 ∩K(ΛT (T 2+T+1))+.
Por lo tanto F0 es el u´nico subcampo de K(ΛT 2+T+1) de grado 3 sobre K y
F0 = F .
Tenemos que FPT2+T+1 · F52/F52(T ) es una extensio´n de Kummer de
grado 3 donde los primos finitos ramificados son los primos en F52(T ) que
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dividen a T 2 + T + 1 = (T − ζ3)(T − ζ23 ). Puesto que p∞ se descompo-
ne totalmente en FPT2+T+1/K, p∞, el primo infinito en F52(T ), se descom-
pone totalmente en FPT2+T+1 · F52/F52(T ). Por lo tanto FPT2+T+1 · F52 =
F52(T )
(
3
√
(−1)grQQ(T )) = F52(T )( 3√Q(T )) con grQ(T ) = 3 y T − ζ3, T − ζ23
son los u´nicos polinomios irreducibles que dividen a Q(T ).
FPT2+T+1
3
FPT2+T+1 · F52 = F25(T )
(
3
√
Q(T )
)
3
K F25(T )
Se sigue que
FPT2+T+1 · F52 = F25(T )
(
3
√
(T − ζ3)(T − ζ23 )2
)
= F25(T )
(
3
√
(T − ζ3)2(T − ζ23 )
)
.
Ahora, puesto que F0 = F , de la Observacio´n 14.8.16 obtenemos
Kge = K FF52 = F25
(
T, 3
√
T (T − ζ3)(T − ζ23 ), 3
√
(T − ζ3)(T − ζ23 )2
)
.
Sea K ′ge el campo de ge´neros de K /F25(T ). Podemos aplicar el Teorema
14.6.7. Con las notaciones de ah´ı, tenemos r = 3, P1 = T, P2 = T − ζ3, P3 =
T − ζ23 , γ = 1, α = (−1)grDγ = −1 ∈ (F∗25)3, a1 = a2 = 2. Por lo tanto
K ′ge = F25
(
T, 3
√
T (T − ζ23 )2, 3
√
(T − ζ3)(T − ζ23 )2
)
.
Tambie´n tenemos que
F25
(
T, 3
√
T (T − ζ3)(T − ζ23 ), 3
√
(T − ζ3)(T − ζ23 )2
)
= F25
(
T, 3
√
T (T − ζ23 )2, 3
√
(T − ζ3)(T − ζ23 )2
)
.
Por lo tanto Kge = K ′ge (ver Observacio´n 14.3.13).
Finalmente, de la Observacio´n 14.8.16 tenemos que (K0)ge = K F =
K
(
T, 3
√
D(T )
)
FPT2+T+1 .

15
Mo´dulos de Drinfeld
15.1. Introduccio´n
Los mo´dulos de Drinfeld aparecieron como tales en el trabajo de V. Drin-
feld en 1974 ([28]), aunque ya L. Carlitz hab´ıa descubierto en 1935 ([18]) el
primer mo´dulo de Drinfeld, a saber, el ahora conocido como el mo´dulo de
Carlitz. En el trabajo de Drinfeld, los que ahora conocemos como mo´dulos
de Drinfeld fueron llamados mo´dulos el´ıpticos por el mismo Drinfeld por su
similitud con las curvas el´ıpticas.
El objetivo de estas notas es presentar una introduccio´n a los mo´dulos de
Drinfeld, incluyendo su aplicacio´n a la teor´ıa de campos de clase.
En la Seccio´n 15.2 presentamos las propiedades ba´sicas de los polinomios
aditivos. Aqu´ı hacemos mencio´n de que la diferencia entre la teor´ıa expl´ıcita
de campos de clase que se puede hacer en el caso de los campos de funciones,
con respecto a la de los campos nume´ricos, es debido a que hay muchos poli-
nomios aditivos en caracter´ıstica positiva, a diferencia de los pocos existentes
en caracter´ıstica 0.
En este mismo cap´ıtulo, presentamos algunos resultados que necesitare-
mos sobre dominios Dedekind y la torsio´n de mo´dulos sobre estos dominios
Dedekind. Finalizamos con el estudio del nu´mero de clase del tipo de dominios
Dedekind que se presentan en el estudio de los mo´dulos de Drinfeld.
La Seccio´n 15.3 presenta las propiedades ba´sicas de los mo´dulos de Drin-
feld. La parte central de esta seccio´n es probar la existencia de mo´dulos de
Drinfeld sobre el campo C∞ = Cp, el cual es el ana´logo al campo de los
nu´meros complejos en caracter´ıstica p > 0. La construccio´n de estos mo´dulos
se debe a Drinfeld mismo y usa teor´ıa anal´ıtica: redes, funciones exponenciales,
teorema de uniformizacio´n anal´ıtica, etc. Finalizamos el cap´ıtulo presentando
el ca´lculo de la red para el mo´dulo de Carlitz, calculado por e´l mismo y damos
el concepto de morfismo entre mo´dulos de Drinfeld.
En la Seccio´n 15.4 presentamos una introduccio´n a la teor´ıa de campos de
clase expl´ıcita, desarrollada primero por Drinfeld mismo y despue´s explicitada
por D. Hayes. Seguimos muy de cerca el desarrollo de Hayes de [57]. Se estudia
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el campo de clase de Hilbert y el campo de clase de Hilbert extendido de
un campo de funciones congruente arbitrario. Aqu´ı se presenta la diferencia
fundamental entre los campos de funciones y los campos nume´ricos: en nuestro
caso, Hayes hace una descripcio´n expl´ıcita de la ma´xima extensio´n abeliana
de un campo de funciones global K . En el caso nume´rico, esta descripcio´n
expl´ıcita u´nicamente se conoce para el campo de los nu´meros racionales Q y
para extensiones cuadra´ticas imaginarias de Q.
15.2. Dominios Dedekind y el mo´dulo de Carlitz
El Cap´ıtulo 9 presenta un estudio detallado del mo´dulo de Carlitz, esto
es, los campos de funciones cicloto´micos.
15.2.1. Propiedades ba´sicas y polinomios aditivos
Sean A = RT = Fq[T ], K = Fq(T ) el campo de funciones racionales. Sea
K¯ una cerradura algebraica de K. Sea
EndFq (K¯) ={ϕ : K¯ → K¯ | ϕ(a+ b) = ϕ(a) + ϕ(b), ϕ(αa) = αϕ(a)
para toda α ∈ Fq y para cualesquiera a, b ∈ K¯},
la Fq–a´lgebra de endomorfismos de K¯ sobre Fq. Sean τ, µT ∈ EndFq (K¯), dados
por
µT : K¯ −→ K¯, µT (u) = Tu y τ : K¯ −→ K¯, τ(u) = uq.
Entonces el mo´dulo de Carlitz es el homomorfismo de Fq–a´lgebras C : A→
EndFq (K¯) dado por C(M)(u) := M(τ + µT )(u) para M ∈ A. Esto es, si
M ∈ RT con M = adT d + · · ·+ a1T + a0, entonces
C(M)(u) = ad(τ + µT )
d(u) + · · ·+ a1(τ + µT )(u) + a0(u),
donde (τ + µT )
i = (τ + µT ) ◦ · · · ◦ (τ + µT )︸ ︷︷ ︸
i veces
es la composicio´n y a0(u) = a0u.
Denotamos CM = C(M). En otros contextos se utiliza la notacio´n CM (u) =
uM = M(τ + µT )(u).
En resumen, se tiene C(α) = α : K¯ → K¯, u 7→ αu, esto es, Cα(u) = αu,
para α ∈ Fq y u ∈ K¯, y C(T ) = τ + µT : K¯ → K¯, u 7→ uq + Tu, es decir,
CT (u) = u
q + Tu = Tu + uq y C(MN) = C(M) ◦ C(N) para M,N ∈ RT .
Esto u´ltimo significa
CMN (u) = CM (CN (u)) = CN (CM (u)) = CNM (u).
Tambie´n notemos que
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(τ ◦ µT )(u) = τ(Tu) = T quq y
(µqT ◦ τ)(u) = µqT (uq) = µT ◦ · · · ◦ µT︸ ︷︷ ︸
q veces
(uq) = µT ◦ · · · ◦ µT︸ ︷︷ ︸
q−1 veces
(Tuq) = . . . = T quq.
Es decir τ ◦ µT = µqT ◦ τ .
Sea ahora a ∈ Fq, Ca(u) = au, y se tiene τ ◦ a : K¯ → K¯, (τ ◦ a)(u) =
τ(au) = aquq = (aq ◦ τ)(u), esto es, τ ◦ a = aq ◦ τ .
Ahora bien, puesto que CM (u + w) = CM (u) + CM (w) para u,w ∈ K¯ y
CM (au) = aCM (u) para a ∈ Fq, entonces CM es un polinomio aditivo.
Definicio´n 15.2.1. Sea F un campo cualquiera y sea f(x) ∈ F [x] un po-
linomio. f(x) se llama aditivo si para todas α, β ∈ F , se tiene f(α + β) =
f(α) + f(β).
Ejemplo 15.2.2. Si f y g son aditivos, entonces f + g, αf con α ∈ F , f ◦ g
y f(x) = ax con a ∈ F , son aditivos.
Si carF = p > 0, entonces f(x) = xp
i
es aditivo. En particular, τ ip(x) :=
xp
i
y los polinomios generados por {τ ip}i≥0 son polinomios aditivos.
Definicio´n 15.2.3. Sea F un campo de caracter´ıstica p > 0. Se define
F 〈τp〉 =
{ n∑
i=0
aiτ
i
p =
n∑
i=0
aix
pi | ai ∈ F
}
⊆ F [x].
Se tiene que F 〈τp〉 consiste de polinomios aditivos.
Observacio´n 15.2.4. Notemos que con la multiplicacio´n, F 〈τp〉 no es un
subanillo de F [x]: τp · τp = xpxp = x2p /∈ F 〈τp〉 para p ≥ 3 (si p = 2,
τ2 · τ2 · τ2 = x6 /∈ F 〈τ2〉).
Por otro lado, F 〈τp〉 es un anillo con la composicio´n: τp ◦ τp = τ2p , τ2p (x) =
xp
2
.
Si F 6= Fp, F 〈τp〉 es no conmutativo pues si α ∈ F , entonces τpα = αpτp,
esto es, (τp ◦ α)(x) = (αx)p = αpxp = αpτp(x) = (αp ◦ τp)(x) y existe α ∈ F
con α /∈ Fp, es decir, αp 6= α.
Observacio´n 15.2.5. Ver tambie´n la Observacio´n 12.3.4. En caracter´ıstica
p > 0, todos los polinomios en F 〈τp〉 son aditivos pero pueden existir po-
linomios aditivos que no esta´n en F 〈τp〉. Por ejemplo, si F = Fp, p ≥ 3 y
f(x) = g(x) + (xp − x)n para n ∈ N y g(x) ∈ F 〈τp〉, es un polinomio aditivo
pues f(α) = g(α) para toda α ∈ F pero, por ejemplo, para g(x) = 0, n = 2
f(x) = (xp − x)2 = x2p − 2xp+1 + x2 /∈ F 〈τp〉.
La razo´n de lo anterior, es que F es finito, digamos F = Fq = {u ∈ F¯p |
uq − u = 0}, y por lo tanto (αq − α)n = 0 para toda n ∈ N y toda α ∈ Fq.
Proposicio´n 15.2.6. Sean F un campo infinito y f(x) ∈ F [x] un polinomio
aditivo. Entonces, si carF = 0, se tiene que f(x) = ax para algu´n a ∈ F . Si
carF = p > 0, entonces f(x) ∈ F 〈τp〉.
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Demostracio´n. Sea f(x) =
∑n
i=0 aix
i. Entonces f(0) = f(0+0) = f(0)+f(0),
por tanto f(0) = a0 = 0. Se tiene f
′(x) =
∑n
i=1 iaix
i−1. Sea g(x) = f(x +
α) − f(x) − f(α) para α ∈ F . Entonces g(β) = 0 para toda β ∈ F . Puesto
que F es infinito, se sigue que g(x) = 0, esto es, f(x + α) = f(x) + f(α).
Derivando esta expresio´n, obtenemos
f ′(α) =
d
dx
(f(x+ α))|x=0 = d
dx
(
f(x) + f(α)
)|x=0 = f ′(0).
Es decir, f ′(α) = f ′(0) para toda α ∈ F . Puesto que F es infinito, f ′(x) =
f ′(0) = c ∈ F . Por tanto, puesto que f(x) = ∑ni=1 aixi, entonces f ′(x) =∑n
i=1 iaix
i−1 = c = a1 = f ′(0). Se sigue que iai = 0, i = 2, 3, . . . , n, en F .
Si carF = 0, ai = 0, i = 2, . . . , n, por tanto f(x) = cx. Si carF = p > 0,
iai = 0, por lo que ai = 0 para i 6≡ 0 mo´d p. Se sigue que
f(x) =
m∑
l=1
alpx
lp =
m′∑
j=0
apjx
pj +
∑
s no es po-
tencia de p
asx
s = f0(x) + f1(x).
Puesto que f(x) es aditivo, entonces f1(x) = f(x)− f0(x) es aditivo.
Sea f1(x) = f2(x)
p con f2(x) ∈ F 1/p[x]. Veamos que f2(x) es aditivo
en F 1/p = {α1/p | α ∈ F}, el cual es un campo que contiene a F . Sean
α1/p, β1/p ∈ F 1/p, α, β ∈ F . Entonces
f2(α
1/p + β1/p) = f1(α
1/p + β1/p)1/p = f1(α
1/p)1/p + f1(β
1/p)1/p
= f2(α
1/p) + f2(β
1/p).
Esto es, f2 es aditivo por lo que f
p
2 es aditivo. Por induccio´n en el grado,
podemos suponer que f2(x) =
∑m
i=1 cix
pi pues gr f2 < gr f . Se sigue que
f1(x) = f2(x)
p =
∑m
i=1 c
p
i x
pi+1 con cpi ∈ F . Finalmente obtenemos que f(x) =
f0(x) + f1(x) =
∑m
j=0 ajx
pj . uunionsq
Otra versio´n de la Proposicio´n 15.2.6 la dimos en la Proposicio´n 12.3.3.
Observacio´n 15.2.7. Si F = Fq y f(x) ∈ F [x] es aditivo, entonces dividiendo
entre xq − x, obtenemos f(x) = h(x) + (xq − x)l(x) con grh(x) < q.
Se tiene h(α) = f(α) para toda α ∈ F . Sea g(x) = h(x+α)− h(x)− h(α)
con gr g < q. Adema´s g(β) = 0 para toda β ∈ F , lo cual implica que g(x) ≡ 0,
esto es, h(x+ α) = h(x) + h(α).
Se puede repetir la demostracio´n de la Proposicio´n 15.2.6 usando que F p =
F y obtenemos que h(x) =
∑m
i=0 aix
pi donde m < r, con q = pr. En otras
palabras
f(x) =
m∑
i=0
aix
pi + (xq − x)l(x)
con m < r y l(x) ∈ F [x].
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De ahora en adelante supondremos que F es infinito y de caracter´ıstica
p > 0. Sea P(F ) = {f(x) ∈ F [x] | f es aditivo}. Entonces θ : P(F ) −→ F 〈τp〉,
θ(f(x)) = g(τp)(x), donde f(x) =
∑m
i=0 aix
pi , g(τp) =
∑m
i=0 aiτ
i
p, es una
biyeccio´n.
Recordemos que P(F ) no es cerrado bajo multiplicacio´n y que F 〈τp〉 es
un anillo bajo la composicio´n.
Definicio´n 15.2.8. El anillo F 〈τp〉 se llama el anillo de polinomios torcidos
sobre F . Se tiene τpα = α
pτp para α ∈ F .
Ahora bien, si queremos que f(τp)(αu) = αf(τp)(u) para toda α ∈ Fq con
q = pr, entonces veamos que f(τp) = g(τ) con τ = τ
r
p . Primero, τ(αu) =
(αu)q = αquq =
↑
α∈Fq
αuq = ατ(u), por tanto g(τ) ∈ EndFq (B) donde B es
cualquier Fq–a´lgebra y
EndFq (B) ={ϕ : B → B | ϕ(u+ v) = ϕ(u) + ϕ(v), ϕ(αu) = αϕ(u)
para toda α ∈ Fq y para todas u, v ∈ B}.
Sea f(τp) =
∑d
i=0 aiτ
i
p, f(τp)(u) =
∑d
i=0 aiu
pi para u ∈ F y donde adema´s
suponemos que Fq ⊆ F . Entonces tenemos f(τp)(αu) =
∑d
i=0 aiα
piup
i
=
α
∑d
i=0 aiu
pi = αf(τp)(u) ⇐⇒ para toda i tal que ai 6= 0, αpi = α para
toda α ∈ Fq ⇐⇒ r | i para toda i tal que ai 6= 0, por tanto, f(τp) =∑d′
j=0 ajτ
rj
p =
∑d′
j=0 ajτ
j = g(τ) ∈ F 〈τ〉 donde τ = τq = τ rp .
De ahora en adelante, a menos que se diga lo contrario, se supondra´ Fq ⊆ F
y g(τ) ∈ F 〈τ〉 con τ = τ rp , es decir, τ(u) = uq.
Definicio´n 15.2.9. Decimos que f(τ) es divisible por la derecha (resp. por
la izquierda) por g(τ) si existe h(τ) ∈ F 〈τ〉 tal que f(τ) = h(τ)g(τ) (resp.
f(τ) = g(τ)h(τ)).
Observacio´n 15.2.10. Si f(τ) =
∑d
i=0 aiτ
i, ad 6= 0, se define grτ f o, sim-
plemente, gr f , por d. Se tiene que gr(f ◦ g) = gr f + gr g pues si g(τ) =∑s
i=0 biτ
i, bs 6= 0, f(τ)◦g(τ) =
(∑d
i=0 adτ
d
)(∑s
j=0 bjτ
j
)
=
∑
i,j aiτ
ibjτ
j =∑
i,j aib
qi
j τ
i+j =
∑d+s
l=0 clτ
l con cd+s = adb
qd
s 6= 0.
En particular F 〈τ〉 es un dominio entero no conmutativo.
Notemos que grx f = q
grτ f .
Proposicio´n 15.2.11 (Algoritmo derecho de la divisio´n). Considere-
mos f(τ), g(τ) ∈ F 〈τ〉 con g(τ) 6= 0. Entonces existen q(τ), r(τ) ∈ F 〈τ〉 con
gr r(τ) < gr g(τ) tales que
f(τ) = q(τ)g(τ) + r(τ).
Adema´s, q(τ) y f(τ) son u´nicos.
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Demostracio´n. Sean f(τ) =
∑d
i=0 aiτ
i y g(τ) =
∑s
i=0 biτ
i. Si f(τ) = 0, sean
q(τ) = r(τ) = 0.
Sea f(τ) 6= 0. Si gr g(τ) = s > d = gr f(τ), sean q(τ) = 0 y r(τ) = f(τ).
Sea ahora gr g = s ≤ d = gr f . Entonces
f(τ)− ad(b−1s )q
d−s
τd−sg(τ) =f(τ)−
s−1∑
j=0
adb
−qd−s
s b
qd−s
j τ
d−s+j
− adb−qd−ss bq
d−s
s τ
d−s+s︸ ︷︷ ︸
=adτd
= f1(τ)
con gr f1 < d.
Repitiendo el proceso, ahora con f1(τ) y por hipo´tesis de induccio´n en gr f ,
finalmente obtenemos f(τ) = q(τ)g(τ) + r(τ) con las condiciones requeridas,
esto es, con gr r(τ) < gr g(τ).
Supongamos ahora que f(τ) = q1(τ)g(τ) + r1(τ) = q(τ)g(τ) + r(τ). En-
tonces (q − q1)g = r1 − r con gr(r1 − r) < gr g. Por lo tanto q − q1 = 0, de
donde r − r1 = 0. uunionsq
Corolario 15.2.12. Todo ideal izquierdo de F 〈τ〉 es principal.
Demostracio´n. Sea I 6= 0 un ideal izquierdo de F 〈τ〉. Sea g ∈ I tal que g 6= 0
y gr g ≤ gr g1 para toda g1 ∈ I, g1 6= 0. Se sigue que Rg ⊆ I donde R = F 〈τ〉.
Sea f ∈ I. Por el algoritmo derecho de la divisio´n, se tiene que f = qg+ r
para q, r ∈ R y gr r < gr g. Puesto que f ∈ I y qg ∈ I, entonces r ∈ I por lo
que r = 0 y f = qg ∈ Rg. Se sigue que I = Rg. uunionsq
Observacio´n 15.2.13. En general no existe el algoritmo izquierdo de la divi-
sio´n. Sin embargo, cuando F es perfecto, esto es, F p = F , si existe el algoritmo
izquierdo de la divisio´n.
Proposicio´n 15.2.14 (Algoritmo izquierdo de la divisio´n). Considere-
mos f(τ), g(τ) ∈ F 〈τ〉 = R, g(τ) 6= 0. Si F es perfecto, existen q(τ), r(τ) ∈ R
con gr r(τ) < gr g(τ) u´nicos tales que f(τ) = g(τ)q(τ) + r(τ).
Demostracio´n. Sean f(τ) 6= 0, f(τ) = ∑di=0 aiτ i, ad 6= 0 y g(τ) = ∑si=0 biτ i,
bs 6= 0. Sea s ≤ d el cual es el u´nico caso en que se tiene que hacer algo nuevo,
pues los casos f(τ) = 0 y s > d son lo mismo que en el caso del algoritmo
derecho.
Sea
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f1(τ) = f(τ)− g(τ)b−1/qss a1/q
s
d τ
d−s
=
d∑
i=0
aiτ
i −
s∑
j=0
bjτ
jb−1/q
s
a
1/qs
d τ
d−s
=
d∑
i=0
aiτ
i −
s∑
j=0
bjb
−qj−s
s a
qj−s
d τ
j+d−s
=
d∑
i=0
aiτ
i −
s−1∑
j=0
bjb
−qj−s
s a
qj−s
d a
qj−s
d τ
j+d−s − adτd
donde b
−1/qs
s , a
1/qs
d ∈ F . Por tanto gr f1(τ) < d. El resto se sigue como en el
caso del algoritmo derecho. uunionsq
Corolario 15.2.15. Si F es perfecto, todo ideal derecho de F 〈τ〉 es principal.
uunionsq
Observacio´n 15.2.16. Si f(τ) es divisible por la derecha por g(τ), entonces
g(x) | f(x) en el sentido ordinario.
En efecto, consideremos h(τ) =
∑m
i=0 ciτ
i. Para cualquier l(τ) ∈ F 〈τ〉,
denotemos l(τ)|x = l(x). Ma´s precisamente, si l(τ) =
∑r
i=0 αiτ
i, l(τ)|x =
l(x) =
∑r
i=0 αix
qi .
Sea g(τ) =
∑t
j=0 βjτ
j . Se tiene τg(τ) =
∑t
j=0 β
q
j τ
j+1.
Por tanto τg(τ)|x =
∑t
j=0 β
q
jx
qj+1 =
(∑t
j=0 βjx
qj
)q
=
(
g(τ)|x
)q
=
g(x)q.
Para i ≥ 2, τ ig(τ)|x = τ(τ i−1g(τ))|x =
(
τ i−1g(τ)
)q|x = (τ i−1g(τ)|x)q.
Por induccio´n en i, suponemos (τ i−1g(τ))|x = g(x)qi−1 . Se sigue que
τ ig(τ)|x = g(x)qi . Por tanto
h(τ)g(τ)|x =
[( m∑
i=0
ciτ
i
)
g(τ)
]
x
=
[ t∑
i=0
ciτ
ig(τ)
]
x
=
t∑
i=0
ci
[
τ ig(τ)
]
x
=
t∑
i=0
ci(g(x))
qi =
( t∑
i=0
cig(x)
qi−1
)
g(x).
Por tanto, si f(τ) = h(τ)g(τ), entonces, f(τ)|x = f(x) = p(x)g(x) con
p(x) =
∑t
i=0 ci(g(x))
qi−1, de donde obtenemos que g(x) | f(x).
Como consecuencia de la Observacio´n 15.2.16, se sigue que si f(τ) =
q(τ)g(τ) + r(τ) con grτ r(τ) < grτ g(τ), entonces f(x) = q1(x)g(x) + r(x)
con grx r(x) < grx g(x) pues como q(x) y g(x) son polinomios aditivos, si
m(τ) = q(τ)g(τ), g(τ) divide a m(τ) por la derecho, por lo que g(x) | m(x),
esto es m(x) = q1(x)g(x). Ahora bien
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f(τ) = q(τ)g(τ) + r(τ) = m(τ) + r(τ) y r(τ) = f(τ)−m(τ)
por lo tanto
r(x) = f(x)−m(x) = f(x)− q1(x)g(x), f(x) = q1(x)g(x) + r(x)
y
grx r(x) = q
grτ r(τ) < qgrτ g(τ) = grx g(x).
Es decir, si r(τ) es el residuo del algoritmo derecho de la divisio´n de f(τ)
por g(τ), entonces r(x) es el residuo del algoritmo de la divisio´n ordinario de
f(x) por g(x).
15.2.2. Dominios Dedekind y torsio´n
Recordemos la definicio´n y las propiedades elementales de los Dominios
Dedekind, los cuales ya hemos usado repetidamente a lo largo de este trabajo.
Definicio´n 15.2.17. Un dominio entero (conmutativo con unidad) D se lla-
ma un dominio o anillo Dedekind si D no es un campo y adema´s satisface las
siguientes tres condiciones:
(1) Todo ideal primo P no cero es maximal, esto es, D es de dimensio´n
uno.
(2) D es noetheriano.
(3) D es enteramente cerrado, esto es, si L = cocD es el campo de
cocientes de D y si x ∈ L satisface una relacio´n xn + an−1xn−1 +
· · ·+ a1x+ a0 = 0 con ai ∈ D, 0 ≤ i ≤ n− 1, entonces x ∈ D.
Ejemplos 15.2.18. Z, `[x] con ` un campo arbitrario, D un dominio de idea-
les principales (DIP), OL el anillo de enteros de cualquier campo nume´rico
L son todos dominios Dedekind.
Dado un dominio Dedekind y L = cocD su campo de cocientes, un D–
mo´dulo M 6= 0 con M ⊆ L se llama ideal fraccionario si M es finitamente
generado como D–mo´dulo. Equivalentemente, existe d ∈ D, d 6= 0 tal que
dM ⊆ D. Como ejemplos, los ideales no ceros usuales de D son ideales frac-
cionarios.
Teorema 15.2.19. Si D es un dominio de Dedekind, todo ideal fraccionario
A se escribe de manera u´nica como
A = Pα11 · · · Pαrr
con Pi ideales primos no cero de D, y αi ∈ Z, donde para un ideal primo no
cero P de D, P−1 = {x ∈ L | xP ⊆ D}.
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Demostracio´n. [134, Theorem 5.7.4]. uunionsq
Observacio´n 15.2.20. Si x ∈ D∗ el ideal fraccionario principal se define
como (x) =
∏
P primo
P6=0
PvP(x) y donde x ∈ PvP(x) \ PvP(x)+1 si vP(x) ≥ 0 y
x−1 ∈ P−vP(x) \ P−vP(x)+1 si vP(x) < 0.
Teorema 15.2.21. Sea A un dominio Dedekind, L = cocA. Sea L una ex-
tensio´n finita de L con [L : L ] = n. Sea B = {α ∈ L | Irr(α, x,L ) ∈ A[x]}
la cerradura entera de A en L. Entonces B es un dominio Dedekind.
Demostracio´n. [134, Theorem 5.7.7]. uunionsq
Teorema 15.2.22. Si A es un dominio Dedekind, L = cocA y A ⊆ B $ L ,
con B anillo. Entonces B es dominio Dedekind. uunionsq
Proposicio´n 15.2.23. Todo ideal no cero de un dominio Dedekind puede ser
generado por a lo ma´s dos elementos.
Demostracio´n. [134, Exercise 5.10.34]. uunionsq
Sea L /` un campo arbitrario de funciones y sean P1, . . . ,Pr un nu´mero
finito de lugares de L (r ≥ 1). Sea
O =
⋂
P /∈{P1,...,Pr}
OP
= {x ∈ L | vP(x) ≥ 0 para todo lugar P /∈ {P1, . . . ,Pr}}.
Tambie´n se denota O = OS donde S = {P1, . . . ,Pr}.
Teorema 15.2.24. El anillo O es un dominio Dedekind.
Demostracio´n. Por el Teorema de Riemann–Roch, existe xi ∈ L tal que
el divisor de polos de xi, ηxi = Pαii , αi ≥ 1. Sea y :=
∑r
i=1 xi. Entonces
ηy =
∏r
i=1 Pαii . Veamos que O es la cerradura entera de `[y] ⊆ `(y) en L .
R = OL L
`[y] `(y)
Sea R := {α ∈ L | Irr(α, T, `(y)) ∈ `[y][T ]} la cerradura entera de `[y] en
L . Entonces, si α ∈ R, se tiene αn+an−1αn−1+· · ·+a1α+a0 = 0 con ai ∈ `[y].
Notemos que la conorma de P∞ satisface que con`(y)/L P∞ = Pα11 · · · Pαrr
puesto que ηy = P∞ en `(y). Si P /∈ {P1, . . . ,Pr}, vP(ai) ≥ 0 puesto que
P|`(y) 6= P∞.
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Veamos que vP(α) ≥ 0. Si vP(α) < 0, vP(αn) = nvP(α) < ivP(α) ≤
ivP(α) + vP(ai) = vP(aiαi), 0 ≤ i ≤ n− 1. Por lo tanto
∞ = vP(0) = vP(αn + an−1αn−1 + · · ·+ a1α+ a0) = nvP(α) < 0,
lo cual es absurdo. Se sigue que vP(α) ≥ 0 y α ∈ O. De esta forma obtenemos
que R ⊆ O. Probaremos la otra contencio´n, sin embargo, es suficiente esta
primera contencio´n para el resultado pues R es dominio Dedekind y R ⊆ O ⊆
cocR = L (ver Teorema 15.2.22).
Sea α ∈ O. Por tanto vP(α) ≥ 0 para toda P /∈ {P1, . . . ,Pr}. Sea f(T ) =
Irr(α, T, `(y)) = Tm + bm−1Tm−1 + · · ·+ b1T + b0 ∈ `(y)[T ]. Entonces αm +
bm−1αm−1 + · · ·+ b1α+ b0 = 0 con b0 6= 0.
Sea L˜ la cerradura normal de L /`(y). Sean α = α(1), α(2), . . . , α(m) los
conjugados de α con multiplicidades, esto es, f(T ) =
∏m
i=1(T − α(i)) ya sea
separable o no. Entonces bi es una funcio´n sime´trica en α
(1), . . . , α(m), bi =∑
α(j1) · · ·α(jm−i) y vp(α(j)) ≥ 0 donde p es un primo en L˜ sobre P. Por lo
tanto vp(bi) ≥ 0, de donde vq(bi) ≥ 0 para todo primo de `(y) con q 6= P∞.
Se sigue que bi ∈ `[y] y por tanto α ∈ R y por tanto O ⊆ R.
Se sigue que O = R . Finalmente, puesto que `[y] es un DIP, `[y] es do-
minio Dedekind y por el Teorema 15.2.21 se sigue que R = O es dominio
Dedekind. uunionsq
15.2.3. Estructura general de mo´dulos finitamente generados
sobre un dominio Dedekind
Teorema 15.2.25. Sean R es un dominio Dedekind y M1,M2 dos R–mo´dulos
libres de torsio´n que se pueden escribir como
M1 ∼= I1 ⊕ · · · ⊕ Im; M2 ∼= J1 ⊕ · · · ⊕ Jn,
donde Ii, Jj son ideales fraccionarios de R. Entonces M1 ∼= M2 ⇐⇒ m = n
y existe a ∈ L = cocR, a 6= 0, tal que
I1 · · · Im ∼= aJ1 · · · Jn.
Demostracio´n. [99, Theorem 1.39, pa´gina 30]. uunionsq
Teorema 15.2.26. Si R es un dominio Dedekind y si M 6= 0 es un R–mo´dulo
finitamente generado, entonces M ∼= torM ⊕ P donde torM es el mo´dulo de
torsio´n de M y P es libre de torsio´n.
Ma´s au´n, torM ∼= ⊕mi=1R/pnii para algunos ideales primos pi 6= 0, ni ∈ N.
Las parejas (pi, ni) esta´n un´ıvocamente determinadas salvo permutaciones.
Demostracio´n. [76, Theorem 3.7, pa´gina 5]. uunionsq
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Teorema 15.2.27. Sea R un dominio Dedekind y sea M un R–mo´dulo fini-
tamente generado. Entonces las siguientes condiciones son equivalentes.
(1) M es libre de torsio´n.
(2) M es plano.
(3) M es proyectivo.
Demostracio´n. [76, Theorem 3.6, pa´gina 4]. uunionsq
Observacio´n 15.2.28. Se tiene que si L = cocR, entonces
torM = nu´c
(
M →M ⊗R L
)
,m 7→ m⊗ 1.
Teorema 15.2.29. Sea R un dominio Dedekind y sea M un R–mo´dulo fini-
tamente generado. Entonces M es proyectivo si y solamente si M es libre de
torsio´n y esto u´ltimo se cumple si y solamente si M ∼= Rn−1 ⊕ I donde n es
el rango de R, esto es, n = dimL M ⊗R L e I es un ideal no cero de R.
Demostracio´n. [96, Theorem 7.2, pa´gina 12]. uunionsq
Teorema 15.2.30. Sea M un R–mo´dulo finitamente generado donde R es un
dominio Dedekind. Sea torM = {m ∈ M | existe r ∈ R, r 6= 0, rm = 0} el
submo´dulo de torsio´n de M . Entonces
M ∼= Rm ⊕ I ⊕ torM
donde m ∈ Z, m ≥ 0, e I es un ideal de R.
Demostracio´n. [99, Theorem 1.32, pa´gina 24]. uunionsq
En resumen, si M es un R–mo´dulo finitamente generado, donde R es un
dominio Dedekind, se tiene que
M ∼= Rn−1 ⊕ I ⊕ tor(M)
donde n = dimL M ⊗R L , L = cocR, I es un ideal de R y tor(M) = {m ∈
M | existe r ∈ R, r 6= 0 con rm = 0} = ⊕mi=1R/pnii con p1, . . . , pm ideales
primos no cero de R, n1, . . . , nm ∈ N y el conjunto {(ni, pi)}mi=1 es u´nico salvo
permutacio´n.
Torsio´n de mo´dulos sobre dominios Dedekind
Sean R un dominio Dedekind y M un R–mo´dulo. Sean I un ideal no cero
de R y sea
M [I] := {m ∈M | am = 0 para toda a ∈ I} = ∩a∈IM [a],
donde M [a] := {m ∈ M | am = 0}. Se tiene que tanto M [a] como M [I] son
submo´dulos de M . Notemos que M [a] = M [(a)].
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Proposicio´n 15.2.31. Sean I, J dos ideales no cero de R tales que I+J = R,
es decir, I, J son primos relativos. Entonces M [IJ ] = M [I]⊕M [J ].
Demostracio´n. Sean a ∈ I, b ∈ J tales que 1 = a + b. Entonces para toda
m ∈M se tiene m = 1 ·m = am+ bm. Sea m ∈M [IJ ], entonces am ∈M [J ]
y bm ∈M [I] pues para toda x ∈ I y para toda y ∈ J se tiene que xb, ya ∈ IJ
y yam = 0, xbm = 0 con la hipo´tesis de que m ∈M [IJ ].
Ahora bien, M [I] y M [J ] son submo´dulos de M [IJ ], ya que si s ∈ M [I],
para cualesquiera α, β ∈ IJ , αβs = βαs = β0 = 0. Por tanto se tiene que
M [IJ ] = M [I] +M [J ].
Finalmente, si m ∈ M [I] ∩M [J ], am = 0, bm = 0 por lo que m = am +
bm = 0 + 0 = 0. Se sigue que M [I] ∩M [J ] = {0} y M [IJ ] = M [I]⊕M [J ] .
uunionsq
Corolario 15.2.32. Sea I un ideal no cero de R, I = P e11 · · ·P err con Pi
ideales primos no cero distintos. Entonces M [I] = ⊕ri=1M [P eii ]. uunionsq
Definicio´n 15.2.33. Sea P un ideal primo de R, P 6= 0. Se define la compo-
nente P–primaria M(P ) de M por
M(P ) :=
∞⋃
e=1
M [P e] = {m ∈M | existe e tal que xm = 0 para toda x ∈ P e}.
Proposicio´n 15.2.34. Si M es de torsio´n, entonces M =
⊕
P primo
P 6=0
M(P ).
Demostracio´n. Se tiene para todo ideal primo P 6= 0 queM(P ) ⊆ torM = M .
Ahora sea m ∈ M . Existe a ∈ R con a 6= 0, am = 0. Sea (a) =
P e11 · · ·P err . Entonces m ∈ M [a] = M [(a)] =
⊕r
i=1M [P
ei
i ] ⊆
∑r
i=1M(Pi) ⊆∑
P primo
P 6=0
M(P ).
Si 0 =
∑t
i=1mi con mi ∈ M(Pi), P1, . . . , Pt distintos, entonces mi ∈
M [P cii ] para algunos ci. Por tanto 0 =
∑t
i=1mi ∈
⊕t
i=1M [P
ci
i ]. Se sigue que
mi = 0, 1 ≤ i ≤ t, por lo que
∑
P primo
P 6=0
M(P ) =
⊕
P primo
P 6=0
M(P ) = M . uunionsq
Proposicio´n 15.2.35. Sea 0 −→ M1 f−→ M2 g−→ M3 −→ 0 una sucesio´n
exacta de R–mo´dulos de torsio´n y R dominio Dedekind. Sea P 6= 0 un ideal
primo de R. Entonces 0 −→ M1(P ) f1−→ M2(P ) g1−→ M3(P ) −→ 0 es exacta,
donde f1 = f |M1(P ), g1 = g|M2(P ).
Demostracio´n. Sea m ∈M1(P ), entonces m ∈M1[P c] para algu´n c. Se sigue
que xm = 0 para toda x ∈ P c. De esta forma xf1(m) = f1(xm) = f(0) =
0. Por lo tanto f1(m) ∈ M2[P c] ⊆ M2(P ). En particular obtenemos que
f1(M1(P )) ⊆M2(P ).
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Sea n ∈ M2(P ). Entonces n ∈ M2[P d] para algu´n d. Si x ∈ P d, xg1(n) =
g1(xn) = g1(0) = 0. Por tanto g1(n) ∈ M3[P d] ⊆ M3(P ) y g1(M2(P )) ⊆
M3(P ).
Ahora bien, f |M1(P ) es inyectiva y g ◦ f |M1(P ) = 0|M1(P ) = 0 por lo que
f1 es uno a uno e im f1 ⊆ nu´c g1. Si x ∈ nu´c g1, x ∈ nu´c g = im f por lo
que existe y ∈ M1 tal que f(y) = x. Adema´s, x ∈ nu´c g1 ⊆ M2(P ), por lo
que x ∈ M2[P d] para algu´n d. Por tanto αx = 0 para toda α ∈ P d. De esta
forma obtenemos que f(αy) = αf(y) = αx = 0. Se sigue que αy = 0 puesto
que la funcio´n f es inyectiva. As´ı y ∈ M1[P d]. Finalmente obtenemos que
im f1 = nu´c g1.
Falta ver que g1 : M2(P ) → M3(P ) es suprayectiva. Sea n ∈ M3(P ). Por
tanto n ∈M3[P c] algu´n c. Sea m ∈M2 tal que g(m) = n. Sea m =
∑t
i=1mi,
mi ∈ M2[P eii ] para algunos ideales primos Pi 6= 0 y algunos ei. De esta
forma se tiene g(m) =
∑t
i=1 g(mi) = n ∈ M3[P c]. Puesto que los distintos
submo´dulos M3(P ) forman suma directa, se tiene que g(mi) = 0 para Pi 6= P .
Por tanto P = Pi0 para algu´n i0 y g(mi0) = n. Se sigue que g1 : M2(P ) →
M3(P ) es suprayectiva. uunionsq
Teorema 15.2.36. Sea M un R–mo´dulo arbitrario y sea P un ideal primo
no cero de R y donde R es un dominio Dedekind. Sea pi ∈ P \ P 2, esto es,
vP (pi) = 1. Entonces M [P
e] = M [pie](P ).
Demostracio´n. Se tiene (pie) = P eI con I, P primos relativos puesto que
vP (pi
e) = e. Entonces M [pie] = M [P eI] = M [P e] ⊕ M [I]. Finalmente,
M [P e](P ) = M [P e] y M [I](P ) = 0, por lo que M [pie](P ) = M [P e](P ) ⊕
M [I](P ) = M [P e]⊕ 0 = M [P e]. uunionsq
Teorema 15.2.37. Sea R un dominio Dedekind y sea M un R–mo´dulo divi-
sible, es decir, si x ∈ M y r 6= 0 con r ∈ R, entonces existe y ∈ M tal que
ry = x (esto es algo as´ı como y = xr ). Sea P un ideal primo no cero de R.
Entonces para e ∈ N, e > 1, la sucesio´n
0 −→M [P ] i−→M [P e] ϕ−→M [P e−1] −→ 0
es exacta, donde i es la inclusio´n y donde ϕ(x) = pix con pi ∈ P \P 2, esto es,
vP (pi) = 1.
En caso de que M no sea divisible, entonces
0 −→M [P ] i−→M [P e] ϕ−→M [P e−1]
es exacta, es decir, la u´ltima suprayectividad puede fallar.
Demostracio´n. Primero veamos que 0 −→M [pi] i˜−→M [pie] ϕ˜−→M [pie−1] −→
0, es exacta en donde ϕ˜(x) = pix.
Si x ∈ M [pie], pie−1(pix) = piex = 0. Por lo tanto pix = ϕ˜(x) ∈ M [pie−1].
Ahora nu´c ϕ˜ = {x ∈M [pie] | pix = ϕ˜(x) = 0} = M [pi]. Por tanto nu´c ϕ˜ = im i˜.
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Falta ver que ϕ˜ es suprayectiva. Sea y ∈ M [pie−1] ⊆ M . Puesto que M
es divisible y pi 6= 0, existe x ∈ M tal que pix = y = ϕ(x). Se tiene piex =
pie−1(pix) = pie−1y = 0 por lo que x ∈M [pie]. Se sigue que
0 −→M [pi] i˜−→M [pie] ϕ˜−→M [pie−1] −→ 0,
es exacta. Por tanto
0 −→M [pi](P ) i˜−→M [pie](P ) ϕ˜−→M [pie−1](P ) −→ 0,
es exacta. Finalmente M [pi](P ) = M [P ], M [pie](P ) = M [P e] y M [pie−1](P ) =
M [P e−1] por lo que
0 −→M [P ] i−→M [P e] ϕ−→M [P e−1] −→ 0
es exacta. uunionsq
Corolario 15.2.38. Para e ≥ 1, |M [P e]| = |M [P ]|e.
Demostracio´n. Lo hacemos por induccio´n en e. Se tiene del Teorema 15.2.37
que |M [P e]| = |M [P e−1]||M [P ]| =
↑
induccio´n
en e
|M [P ]|e−1|M [P ]| = |M [P ]|e. uunionsq
Sea ahora K un campo de funciones global, es decir, con campo de cons-
tantes un campo finito Fq, q = pu. Sea p∞ un lugar fijo de K de grado
d∞ = [K (p∞) : Fq] ≥ 1. Sea A = {x ∈ K | vp(x) ≥ 0 para toda p 6= p∞}.
Sea F cualquier campo tal que Fq ⊆ F .
Definicio´n 15.2.39. El campo F se llama A–campo si existe δ : A −→ F un
homomorfismo de anillos. Sea q = nu´c δ. Entonces q es un ideal primo de A.
Definicio´n 15.2.40. Un mo´dulo de Drinfeld sobre F , donde F es un A–
campo, es un homomorfismo de anillos ρ : A → F 〈τ〉 con τu = uq, tal que
D ◦ ρ = δ y ρ(a) 6= δ(a)τ0 para alguna a ∈ A y donde D(∑ri=1 αiτ i) = α0.
Equivalentemente, existe a ∈ A tal que ρ(a) /∈ F .
En otras palabras, ρ es un mo´dulo de Drinfeld si ρ es un homomorfismo
de anillos tal que para toda a ∈ A se tiene que ρ(a) = δ(a)τ0 +∑ri=1 αiτ i y
ρ(a) 6= δ(a)τ0 para alguna a ∈ A. Se denota tambie´n ρ(a) = ρa y ρ denotara´
siempre un A–mo´dulo de Drinfeld.
Observacio´n 15.2.41. No estamos garantizando que para cualesquiera A y
F como antes existan mo´dulos de Drinfeld. De hecho, no siempre existen.
Ejemplo 15.2.42. Sea A = RT = Fq[T ] y sea F cualquier campo de contenga
a A y por tanto a K = Fq(T ) = cocA ⊆ F . Sea δ : A −→ F cualquier
Fq–homomorfismo. Sean r ∈ N y ρT := δ(T ) +
∑r
i=1 αiτ
i arbitrario con
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αr 6= 0. Entonces ρ se puede extender de manera u´nica a un homomorfismo
ρ : A → F 〈τ〉 por ρM(T ) := M(ρT ), es decir, ρ(M(T )) = M(ρ(T )) para
M ∈ RT . En particular para A = RT los mo´dulos de Drinfeld existen en
abundancia.
La razo´n de lo anterior se debe a que A es una Fq–a´lgebra libre.
Un caso particular del Ejemplo 15.2.42 es el mo´dulo de Carlitz C : A →
K¯〈τ〉 donde K¯ es la cerradura algebraica de K y CT = T + τ .
Definicio´n 15.2.43. Se denota DrinA(F ) al conjunto de los A–mo´dulos de
Drinfeld sobre F una vez que el mapeo δ : A −→ F ha sido dado.
Casi siempre δ sera´ la inclusio´n natural o un mapeo de reduccio´n mo´dulo
un ideal primo no cero de A.
Dada B cualquier F–a´lgebra, A actu´a sobre B v´ıa δ si definimos
a ◦ v := δ(a)v
para v ∈ B y a ∈ A. Es decir, B se hace un A–mo´dulo. Por otro lado, si
consideramos ρ, B se hace tambie´n A–mo´dulo con la accio´n
a ∗ v := ρa(v),
esto es, si ρa =
∑r
i=0 αiτ
i, entonces
a ∗ v = ρa(v) =
r∑
i=0
αiv
qi = δ(a)v +
r∑
i=1
αiv
qi .
Por definicio´n, existe a tal que ρa 6= δ(a) por lo que a ∗ v 6= a ◦ v. A veces
se escribe Bρ para denotar la estructura de A–mo´dulo de B bajo la accio´n de
ρ.
Definicio´n 15.2.44. Al ideal q = nu´c δ, δ : A→ F , se le llama caracter´ıstica
de ρ. Si q = (0) se dice que ρ tiene caracter´ıstica gene´rica o caracter´ıstica
infinita. Si q 6= 0 se dice que ρ tiene caracter´ıstica finita.
Se denota q = car(ρ).
Proposicio´n 15.2.45. Cualquier mo´dulo de Drinfeld ρ : A → F 〈τ〉 es un
mapeo inyectivo.
Demostracio´n. Sea p = nu´c ρ un ideal primo de A. Si p 6= 0, entonces A/p es
un campo finito pues p es maximal y ρ˜ : A/p→ F 〈τ〉 es un homomorfismo de
anillos.
Sea a ∈ A tal que ρa /∈ F , por tanto ρ˜(a¯) /∈ F . En particular grτ ρ˜(a¯) =
r ≥ 1 y grτ ρ˜(a¯n) = grτ ρ˜(a¯)n = nr ≥ 1, lo que contradice que existe n ∈ N
con a¯n = 1 y por ende que ρ˜(a¯n) = ρ˜(1) = 1 que es de grado 0. Se sigue que
p = 0 y que ρ es inyectivo. uunionsq
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La Proposicio´n 15.2.45 demuestra que los A–mo´dulos de Drinfeld son en-
cajes no triviales de A en F 〈τ〉.
Ahora bien, ¿por que´ u´nicamente se toma un u´nico primo al infinito y no
ma´s de uno?
Sea S = {p1, . . . , ps} primos de K con s ≥ 2. Sea A = p
gr p2
1
p
gr p1
2
que es de
grado 0. Puesto que el grupo de clases IK ,0 es finito, existe n ∈ N tal que
An = (x)K =
pa1
pb2
es principal. Entonces x, x−1 ∈ OS = ∩p/∈SOp. Esto es, x es
una unidad de OS , x ∈ O∗S .
Ahora si ρ : OS → F 〈τ〉 es un mo´dulo de Drinfeld, entonces ρ(x) ∈ F 〈τ〉∗ =
F ∗ y ρ(x) = δ(x)τ0 ∈ F ∗ pues ρ(O∗S) ⊆ F ∗.
Sea Fq(x) ⊆ K y x ∈ K \ Fq. Por tanto [K : Fq(x)] < ∞. Por tanto, si
y ∈ OS ⊆ K , existen n ∈ N y f0(x), . . . , fn−1(x) ∈ Fq(x) tales que
yn + fn−1(x)yn−1 + · · ·+ f1(x)y + f0(x) = 0.
Sea y ∈ OS tal que ρy = ρ(y) =
∑r
i=0 αiτ
i con r ≥ 1, αr 6= 0 y grτ ρ(y)n =
nr. Tal y existe si ρ es un mo´dulo de Drinfeld. Se tiene que si fi(x) 6= 0,
ρfi(x) ∈ F puesto que ρx ∈ F . Por tanto grτ ρfi(x)yi = ir para fi(x) 6= 0. Se
sigue que
grτ ρ(yn+fn−1(x)yn−1+···+f1(x)y+f0(x)) = nr 6= grτ ρ0 = grτ 0,
lo cual es un absurdo. Esto implica que grτ ρy = 0 y ρ(OS) ⊆ F lo que
contradice la definicio´n de mo´dulo de Drinfeld. Esta es la razo´n por la cual
u´nicamente se toma un u´nico primo al infinito.
Sea v∞ la valuacio´n asociada a p∞. Sea d∞ = grK p∞.
Definicio´n 15.2.46. Para x ∈ K se define gr(x) := −d∞v∞(x) y |x|∞ :=
qgr(x).
¿Que significa gr(x)?
Se tiene que si x ∈ A, x 6= 0, (x)K = p
α1
1 ···pαss
pt∞
con el grado de (x)K igual
a 0 y donde t = −v∞(x) con α1, . . . , αs ≥ 0.
Ahora se tiene que para todo p lugar de K , dK (p) := [Op/p : Fq] y
|Op/p| = N p = qdK (p).
Para p 6= p∞, sea ι : A → Op el encaje natural y p ∩ A = p′ satisface que
ι(p′) ⊆ p, por lo que ι induce una inyeccio´n ι˜ : A/p′ ↪→ Op/p, ι˜(a mo´d p′) =
a mo´d p.
Sea Ap′ =
{
α
β | α, β ∈ A, vp′(β) = 0
}
. El ideal ma´ximo del anillo localizado
Ap′ es p
′Ap′ =
{
α
β | α, β ∈ A, vp′(α) > 0, vp′(β) = 0
}
.
Se tiene que el encaje θ : A ↪→ Ap′ , θ(a) = a1 , satisface θ(p′) ⊆ p′Ap′ , por
lo que θ˜ : A/p′ ↪→ Ap′/p′Ap′ es una inyeccio´n.
Para αβ ∈ Ap′ queremos hallar γ ∈ A tal que γ1 − αβ ∈ p′Ap′ , esto es,
γ
1−αβ = γβ−αβ ∈ p′Ap′ , es decir γβ−α ∈ p′ o, equivalentemente, vp′(γβ−α) ≥ 1
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pues en este caso se tiene θ˜(γ) = γ1 ≡ αβ mo´d p′Ap′ . Ahora bien, β¯ ∈ A/p′,
β¯ 6= 0.
Sea γ ≡ αβ−1 mo´d p′ con γ ∈ A el cual existe pues αβ−1 = α¯β−1 existe.
Por tanto γβ − α ∈ p′. Se sigue que θ˜ es suprayectiva y A/p′ ∼= Ap′/p′Ap′ .
Finalmente veamos que Ap′/p
′Ap′
ϕ˜
↪→ Op/p es suprayectiva.
Sea ξ ∈ Op. Si ξ ∈ p, ϕ˜(0) = ξ¯ = 0 en Op/p. Supongamos ξ /∈ p. Se quiere
un elemento αβ ∈ Ap′ , vp′(β) = 0, tal que αβ − ξ ∈ p. Basta que α − ξβ ∈ p
con β unidad en Op puesto que vp(β) = 0 = vp(β−1). Se tiene cocA = K y
ξ ∈ Op ⊆ K . Por tanto ξ = ab con a, b ∈ A. Puesto que vp(ξ) ≥ 0, vp(b) = 0
y aξ − b = 0. Se sigue que ϕ˜(ab ) = ξ¯. Por tanto ϕ˜ es un isomorfismo y
A/p′ ∼= Ap′/p′Ap′ ∼= Op/p.
En particular |A/p′| = |Op/p| = qdK (p).
En general A/(p′)m ∼= Ap′/(p′Ap′)m y p′Ap′ es un ideal principal pues
Ap′ es un dominio de valuacio´n discreta. Por tanto, si p
′Ap′ = (pi), entonces
Ap′
µ−→ (p′Ap′)m−1, a 7→ apim−1, es un epimorfismo de Ap′–mo´dulos. Por
tanto
Ap′
µ−→ (p′Ap′)m−1 p−→ (Ap′p′)m−1/(p′Ap′)m
a −→ apim−1 −→ apim−1 mo´d (p′Ap′)m
es suprayectiva y nu´c p ◦ µ = (pi) = p′Ap′ . Se sigue que Ap′p′Ap′ ∼=
(p′Ap′ )
m−1
(p′Ap′ )m
como Ap′–mo´dulos. De esta forma se obtiene la sucesio´n exacta
0 −→ Ap′
p′Ap′
∼=
(
p′Ap′
)m−1(
p′Ap′
)m i−→ Ap′(
p′Ap′
)m
−→
Ap′(
p′Ap′
)m
(p′Ap′ )m−1(
p′Ap′
)m ∼= Ap′(p′Ap′)m−1 −→ 0.
En particular
∣∣∣ Ap′(
p′Ap′
)m ∣∣∣ = ∣∣∣ Ap′(
p′Ap′
)m−1 ∣∣∣ · ∣∣ Ap′p′Ap′ ∣∣ =↑
induccio´n
∣∣ Ap′
p′Ap′
∣∣m.
De esta forma obtenemos que∣∣∣ A
pm
∣∣∣ = ∣∣∣ Ap′(
p′Ap′
)m ∣∣∣ = ∣∣∣ Ap′p′Ap′
∣∣∣m = ∣∣∣Op
p
∣∣∣m = ∣∣∣Op
pm
∣∣∣ = qdK (pm).
Finalmente, si x ∈ A, (x)K = p
α1
1 ···pαss
pt∞
, xA = (p′1)
α1 · · · (p′s)αs . Por el
Teorema Chino del Residuo obtenemos
A/xA ∼= (A/(p′1)α1)× · · · × (A/(p′s)αs) y∣∣A/xA∣∣ = ∣∣A/(p′1)α1∣∣ · · · ∣∣A/(p′s)αs ∣∣
= q
∑s
i=1 αidK (pi) = qtdK (p∞) = q−v∞(x)d∞ = qgr(x).
En resumen, hemos obtenido
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Proposicio´n 15.2.47. Si x ∈ A, x 6= 0, entonces si grx = −v∞(x)d∞, se
tiene qgr(x) =
∣∣A/xA∣∣. uunionsq
Definicio´n 15.2.48. Sea ρ : A→ F 〈τ〉 un mo´dulo de Drinfeld. Sea φ : A→ Z
definido por φ(a) = − grτ ρa = − gr ρa para a 6= 0.
Notemos que gru ρa(u) = q
grτ ρa .
Entonces φ es una valuacio´n de K pues:
φ(ab) = − grτ ρab = − grτ ρaρb = − grτ ρa − grτ ρb = φ(a) + φ(b);
φ(a+ b) = − grτ ρa+b = − grτ (ρa + ρb)
≥ mı´n{− grτ ρa,− grτ ρb} = mı´n{φ(a), φ(b)}.
Por tanto φ es una valuacio´n en A que se extiende a K = cocA:
φ
(
a
b
)
:= φ(a) − φ(b) = − grτ ρa + grτ ρb. Puesto que existe a ∈ A tal que
grτ ρa ≥ 1, entonces φ(a) ≤ −1 y, por otro lado, para todo lugar p 6= p∞,
vp(a) ≥ 0, se sigue que φ es equivalente a v∞. Por tanto existe rρ ∈ Q+
tal que φ(a) = rρd∞v∞(a), es decir, φ(a) = − grτ ρa = −rρ gr(a), de donde
gr ρa = rρ gr(a) .
Definicio´n 15.2.49. El racional rρ se llama el rango de ρ.
Veremos que rρ ∈ N.
Ejemplo 15.2.50. Sea A = RT y C : A→ K¯〈τ〉 el mo´dulo de Carlitz, esto es,
CT = T + τ . Se tiene d∞ = 1, v∞(T ) = −1 y grCT = 1 = −rC · 1 · (−1) = rC ,
esto es rC = 1 y el rango del mo´dulo de Carlitz es 1.
Definicio´n 15.2.51. Dado un mo´dulo de Drinfeld ρ : A→ F 〈τ〉, se define la
altura de ρ, hρ como sigue:
(1) Si car(ρ) = 0, entonces hρ = 0,
(2) Si car(ρ) = P 6= (0), sea vP es la valuacio´n asociada a P. Para
a ∈ A, a 6= 0, sea ρa =
∑n
i=0 αiτ
i, α0 = δ(a). Sea i0 tal que αi0 6= 0
y αj = 0 para j = 0, 1, . . . , i0 − 1. Se define jρ(a) = ord(ρa) = i0. En
particular
ord(ρa) > 0 ⇐⇒ δ(a) = 0 ⇐⇒ a ∈ P.
Adema´s jρ define una valuacio´n no trivial en A la cual es equivalente
a vP pues ord(ρa) > 0 ⇐⇒ vP(a) > 0. Se sigue que existe hρ ∈ Q+
tal que si hρ es la altura, entonces
jρ(a) = ord(ρa) = hρvP(a) grK P.
Se demostrara´ que hρ ∈ N ∪ {0}.
Ejemplo 15.2.52. Si C es el mo´dulo de Carlitz, δ es inyectiva y por tanto
hC = 0.
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Ejemplo 15.2.53. Sean A = RT y F cualquier campo que contiene a
Fq y ρ : A → F 〈τ〉 un mo´dulo de Drinfeld de rango r y altura h. Sea
ρT = α0 +
∑r
i=1 αiτ
i, α1, . . . , αr ∈ F , αr 6= 0 pues gr ρT = −d∞rρv∞(T ) =
−(1)rρ(−1) = rρ = r.
Adema´s δ(T ) = α0, por lo tanto δ(f(T )) = f(δ(T )) = f(α0) para f(T ) ∈
RT . Por tanto ρf(T ) = f(α0) + · · ·+ βτ r grT f y
car(ρ) =
{
(0) si α0 es trascendente sobre Fq(
Irr(α0, T,Fq)
)
si α0 es algebraico sobre Fq.
Ejemplo 15.2.54. Ahora si A = RT y P es cualquier lugar de A, F = A/P
y δ : A→ F = A/P es la proyeccio´n cano´nica, car(ρ) = P.
En general, sea car(ρ) = P 6= (0). En el caso de que α0 = 0 se tiene δ(T ) =
α0 por lo que (T ) = P y ord(ρT ) = i0 = hρvP(T ) grK(T ) = hρ ·1 ·1 = hρ = h.
Por tanto si F = A/(T ) ∼= Fq, δ : A −→ F es la proyeccio´n cano´nica y
ρ : A −→ F 〈τ〉 dado por ρT = τh + τ r es un A–mo´dulo de Drinfeld de altura
h y rango r. Es decir siempre existen mo´dulos de Drinfeld de altura h y rango
r.
Finalmente, si α0 6= 0, α0 es algebraico sobre Fq y P = (Irr(α0, T,Fq)) =
(f(T )), se tiene
ord ρf(T ) = hρvP(f(T )) grK(f(T )) = hρ · 1 · grT f(T ) = h grT (f(T )),
es decir h =
ord(ρf(T ))
grT (f(T ))
.
El rango y la altura de un mo´dulo de Drinfeld
Probaremos que rρ ∈ N y que hρ ∈ N ∪ {0}.
Sea ρ : A → F 〈τ〉 un A–mo´dulo de Drinfeld. Sea F¯ una cerradura alge-
braica de F . Entonces A actu´a en F¯ v´ıa ρ. Sean I un ideal no cero de A y
a ∈ A.
Definicio´n 15.2.55. Se define ρ[I] =
⋂
a∈I ρ[a] = {u ∈ F¯ | ρa(u) =
0 para toda a ∈ I}, donde ρ[a] = ρ[(a)] = {u ∈ F¯ | ρa(u) = 0}.
Notemos que ρ[I] es el mo´dulo M [I] definido para dominios Dedekind y
M un R–mo´dulo. En este caso ρ = M es un mo´dulo de Drinfeld.
Ahora bien, puesto que ρa(u) es un polinomio en u y F¯ es algebraicamente
cerrado, F¯ es A–admisible, es decir, si a 6= 0, a ∈ A y v ∈ F¯ , ρa(u) =∑s
i=0 αiu
qi = v es soluble para u ∈ F¯ .
Por el Teorema 15.2.37, se tiene que para toda e ≥ 2, la sucesio´n
0 −→ ρ[p] −→ ρ[pe] −→ ρ[pe−1] −→ 0
es exacta con p un ideal primo no cero de A. Sea pi ∈ p \ p2. Sea a 6= 0,
A/(a) es finito y para todo ideal I 6= 0, A/I ∼= ⊕si=1A/peii , donde I =
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i=1 p
ei
i y
∣∣A/peii ∣∣ = ∣∣A/pi∣∣ei = q(grK pi)ei <∞ y finalmente ∣∣A/(a)∣∣ = qgr(a)
(Proposicio´n 15.2.47).
Sea p 6= car(ρ) = P. Sea b ∈ p, b 6= 0,
ρ[b] = {u ∈ F¯ | ρb(u) =
t∑
i=0
αiu
qi = 0},
de donde se sigue que |ρ[b]| <∞ y puesto que ρ[p] ⊆ ρ[b] obtenemos que ρ[p]
es finito. Por otro lado ρ[p] es un A–mo´dulo y ρa(u) = 0 para toda a ∈ p y
u ∈ ρ[p] por lo que ρ[p] es un A/p–mo´dulo (espacio vectorial), ∣∣A/p∣∣ = qgrK p.
Sea d := dimA/p ρ[p]. Entonces
|ρ[p]| = |A/p|d = qd grK p y |ρ[pe]| = |ρ[p]|e = qed grK p.
Se tiene que ClA = CS , donde S = {p∞}, es finito (Corolario 10.2.13),
donde ClA denota al grupo de clase de A. Sea m ∈ N tal que pm = (a). Por
tanto se tiene
ρ[pm] = ρ[(a)] = ρ[a] = {u ∈ F¯ | ρa(u) = 0}.
Sea ρa = δ(a)τ
0 + · · ·+αnτn. Ahora a /∈ P = nu´c δ pues en caso contrario,
tendr´ıamos que pm = (a) ⊆ P lo cual es absurdo. Por tanto δ(a) 6= 0. Se sigue
que
ρa(u) = δ(a)u+ α1u
q + · · ·+ αnuqn
es un polinomio separable en u ya que ρa(u)
′ = δ(a) 6= 0. Por tanto |ρ[a]| =
qn = qgrτ ρa = qrρ gr a con rρ el rango de ρ. De esta forma obtenemos
qrρ gr a = |ρ[a]| = |ρ[pm]| = qmd grK p.
Puesto que pm = (a), gr a = m gr p y se tiene rρ gr a = rρm grK p =
dm grK p. Se sigue que rρ = d ∈ N .
Adema´s ρ[p] ∼= (A/p)rρ como A–mo´dulos y como A/p–mo´dulos (espacio
vectoriales).
Teorema 15.2.56. Sea ρ un A–mo´dulo de Drinfeld. Entonces rρ ∈ N y hρ ∈
N ∪ {0}. Ma´s au´n, si p es un ideal primo no cero de A, se tiene: si p 6= P =
car(ρ), ρ[pe] ∼= (A/pe)rρ para e ≥ 1.
Si p = P, ρ[Pe] = (A/Pe)rρ−hρ .
Demostracio´n. Se tiene, para p 6= P, ρ[p] = (A/p)rρ . Suponemos por induc-
cio´n ρ[pe−1] = (A/pe−1)rρ . Consideremos la sucesio´n exacta
0 −→ ρ[p] −→ ρ[pe] −→ ρ[pe−1] −→ 0.
Se tiene ρ[pe](q) =
{
ρ[pe] si q = p
0 si q 6= p . Se sigue del Teorema 15.2.26 que
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ρ[pe] =
s⊕
i=1
A/pfi
para algunos s, fi.
Ahora bien, pe anula a ρ[pe], esto es, si a ∈ pe, ρa(u) = 0 para toda
u ∈ ρ[pe]. Por tanto necesariamente se tiene que fi ≤ e. En caso de que algu´n
fi fuese menor a e, puesto que ρ[p
e−1] ∼= (A/pe−1)rρ , esto es fi ≥ e− 1 y por
tanto se tendr´ıa
ρ[pe] = (A/pe)r1 ⊕ (A/pe−1)r2 ,
con r2 ≥ 1. Se seguir´ıa que
|ρ[pe−1]| = |A/pe−1|r1+r2 = |A/pe−1|rρ ,
lo cual implica que r1 + r2 = rρ. Por tanto obtendr´ıamos
|ρ[pe]| = |A/pe|r1 · |A/pe−1|r2 < |A/pe|rρ ,
lo cual es absurdo. Se sigue que
ρ[pe] ∼= (A/pe)rρ .
Ahora si p = P = nu´c δ en el caso en que P 6= 0, todo el procedimiento
anterior es igual con la u´nica excepcio´n de que si Pm = (b), entonces
ρ[Pm] = ρ[(b)] = ρ[b] = {u ∈ F¯ | ρb(u) = αhuqh + · · ·+ αnuqn
=
(
βhu+ · · ·+ βnuqn−h
)qh
= 0},
por lo que |ρ[Pm]| = |ρ(b)| = qn−hρ .
Si d′ es la dimensio´n de ρ[P] sobre A/P, entonces d′ = rρ − hρ y ρ[Pe] ∼=
(A/P)rρ−hρ . En particular hρ ∈ N ∪ {0}. uunionsq
Corolario 15.2.57. Si A es un ideal de A, A 6= 0 con A primo relativo a P,
entonces ρ[A] ∼= (A/A)rρ .
Demostracio´n. Sea A = pe11 · · · pett , pi 6= P para toda i y
ρ[A] ∼=
t⊕
i=1
ρ[peii ]
∼=
t⊕
i=1
(
A/peii
)rρ
=
( t⊕
i=1
A/peii
)rρ
=
(
A/A
)rρ
. uunionsq
Ahora sean I un ideal no cero de A y ρ un A–mo´dulo de Drinfeld. Sea J
el ideal izquierdo de F 〈τ〉 generado por {ρa | a ∈ A}, es decir
J =
{ n∑
i=1
raiρai | rai ∈ R = F 〈τ〉, ai ∈ I
}
.
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Entonces J es principal, digamos generado por ρI ∈ J , J = RρI . Notemos
que en general ρI no necesariamente esta´ en la imagen de I bajo ρ, es decir,
ρI /∈ {ρa | a ∈ I} (incluso, puede ser que ρI /∈ {ρa | a ∈ A}). Seleccionamos
como ρI al generador mo´nico, esto es, ρI es mo´nico.
Si I = (a) es principal, a 6= 0, entonces veamos que ρI = cρa para algu´n
c ∈ F ∗. Si ξ ∈ J , entonces ξ = ∑ni=1 riρbi para algunos ri ∈ F 〈τ〉 y bi ∈ A,
1 ≤ i ≤ n. Sea bi = dia para algu´n di ∈ A. Entonces ξ =
(∑n
i=1 riρdi
)
ρa con∑n
i=1 riρdi ∈ F 〈τ〉, de donde se sigue que ρa es generador de J .
Proposicio´n 15.2.58. Para I 6= 0 se tiene ρ[I] = nu´c ρI , esto es, ρI : F¯ → F¯ ,
nu´c ρI = {ξ ∈ F¯ | ρI(ξ) = 0} y grτ ρI = rρ gr I, donde |A/I| = qgr I .
Demostracio´n. Si u ∈ ρ[I], ρa(u) = 0 para toda a ∈ I. Puesto que ρI ∈ J ,
ρI =
∑
a∈I ξaρa para algunas ξa ∈ F 〈τ〉. Por tanto
ρI(u) =
∑
a∈I
ξa(ρa(u)) =
∑
a∈I
ξa(0) =
∑
a∈I
0 = 0,
de donde u ∈ nu´c ρI .
Rec´ıprocamente, si u ∈ nu´c ρI y a ∈ I, entonces ρa ∈ J por lo que ρa = ξρI
para alguna ξ ∈ F 〈τ〉. Se sigue que ρa(u) = ξ(ρI(u)) = ξ(0) = 0. Por tanto
u ∈ ρ[I] y ρ[I] = nu´c ρI .
Ahora si consideramos F¯ una cerradura algebraica de F , ρ[I] ∼= (A/I)rρ
para I primo relativo a la caracter´ıstica, se tendr´ıa
|ρ[I]| = qrρ gr I = |nu´c ρI | = |{u ∈ F¯ | ρI(u) =
gr ρI∑
i=0
αiu
qi = 0}| = qgr ρI ,
por lo tanto rρ gr I = gr ρI .
Ahora supongamos que la caracter´ıstica de A es P 6= 0 y que A es un
ideal no cero de A divisible por P. Presentamos la demostracio´n en este caso
tambie´n aqu´ı aunque usaremos definiciones y resultados que veremos ma´s
adelante. Por la teor´ıa general de dominios de Dedekind, existen elementos
a, b ∈ A y un ideal B primo relativo a P tal que aA = bB. De hecho tenemos
Lema 15.2.59. Sea R un dominio Dedekind y sean q, a ideales no cero de R
tales que q | a. Entonces existen a, b ∈ R tales que aa = bb con mcd(b, q) = 1.
Demostracio´n. Sea b ∈ A tal que vq(b) = vq(a) y vt(b) = 0 para todo ideal
t | c donde a = qnc, vq(a) = n y mcd(c, q) = 1. Por tanto (b) = qnd con
mcd(d, q) = 1 y mcd(d, c) = 1.
Sea a ∈ A con vq(a) = 0 y vt(a) = vt(d) para todo lugar t | d. Entonces
(a) = dd′, mcd(dd′, q) = 1. Se tiene aa = (a)qnc = dd′qnc = (b)d′c. Si b = d′c,
aa = bb y mcd(b, q) = 1. uunionsq
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Ma´s adelante veremos (Proposicio´n 15.4.30 (1)) que ρAB = (A ? ρ)BρA
donde ? es una cierta accio´n de ideales de A sobre los mo´dulos de Drinfeld
(ver Ecuacio´n (15.4.13) antes de la Observacio´n 15.4.17).
Usando lo anterior, se tiene ρAa = (A ? ρ)(a)ρA = (B ? ρ)(b)ρB = ρBb.
Puesto que ρ(a) difiere de ρa por un mu´ltiplo no cero de K y puesto que
mo´dulos iso´genos (lo cual quiere decir que existe un homomorfismos entre
ellos), tienen el mismo rango, aplicando esto a ρAa = ρBb, obtenemos que
r gr a+ grτ ρA = r gr b+ grτ ρB =
↑
mcd(B,P)=1
r gr b+ r grB.
Adema´s, puesto que aA = bB, gr a+ grA = gr b+ grτ B. Por tanto
grτ ρA = r gr b+ r grB− r gr a = r grB− r gr
(a
b
)
= r grB− r gr (B
A
)
= r grA.
Finalmente obtenemos que grτ ρA = r grA . uunionsq
15.3. Construccio´n y propiedades de mo´dulos de
Drinfeld
15.3.1. Funciones exponenciales
La funcio´n exponencial usual, e : C −→ C dada por ez = ∑∞n=0 znn! es una
funcio´n entera, cada elemento de C∗ se toma una infinidad (numerable) de
veces y 0 /∈ im e. Adema´s ez+w = ezew para cualesquiera z, w ∈ C, es decir, e
es una funcio´n multiplicativa.
Ahora, si F es un campo de caracter´ıstica p > 0 y f : F → F satisface que
f(x + y) = f(x)f(y) para cualesquiera x, y ∈ F , esto es, f es multiplicativa,
entonces f(x)p = f(px) = f(0) = f(0 + 0) = f(0)2 de donde se sigue que
f(0)2 = f(0) lo cual implica que f(0) = 0 o 1. Puesto que f(x)p = f(0), se
sigue que f(x) = 0 o 1 para toda x ∈ F . De esta forma obtenemos que f es
ide´nticamente igual a 0 o a 1. Esto es, no hay funciones exponenciales como
tales en caracter´ıstica positiva excepto las funciones triviales f(x) = 0 o 1
para toda x.
Sin embargo, como vimos en la Seccio´n 15.2, hay numerosas funciones
aditivas f : F −→ F , por ejemplo, los polinomios aditivos.
Ahora bien, necesitamos un campo similar a C pero en caracter´ıstica p >
0. Se tiene que C es completo, lo cual se refiere a una de sus propiedades
topolo´gicas ma´s importantes, y es algebraicamente cerrado, la cual es una de
sus propiedades centrales desde el punto de vista algebraico.
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Sea A en general, ma´s precisamente, sea K un campo de funciones con-
gruente, p∞ un lugar fijo de K , d∞ = gr p∞ y A = {x ∈ K | vp(x) ≥
0 para todo lugar p 6= p∞}. Sea K∞ = Kp∞ la completacio´n de K en p∞.
Se tiene que K∞ ∼= Fqd∞ ((pi)) donde pi ∈ K es un elemento primo en p∞, es
decir, v∞(pi) = vp∞(pi) = 1 ([134, Theorem 2.5.20]).
Entonces K∞ es completo pero no es algebraicamente cerrado. Por ejem-
plo, 2
√
pi es algebraico pero 2
√
pi /∈ K∞. Si p 6= 2, 2
√
pi es adema´s separable. Si
p = 2, se puede tomar 3
√
pi. En general Fq2d∞ ((pi)) es una extensio´n algebraica
propia de K∞.
Sea K¯∞ una cerradura algebraica deK∞. Entonces K¯∞ es algebraicamen-
te cerrado pero no es completo. Por ejemplo y =
∑∞
m=1 pi
m/2 o
∑∞
m=1 pi
m/3
no es algebraico sobre K∞ por lo que y /∈ K¯∞ pero si yn =
∑n
m=1 pi
m/2, se
tiene |y − yn| = c−(n+1)/2 con algu´n 0 < c < 1, por lo que |y − yn| −−−−→
n→∞ 0.
Consideremos una extensio´n de v∞ a K¯∞. Sea Cp = C∞ la completa-
cio´n de K¯∞ con respecto a v∞. Entonces C∞ es completo y algebraicamente
cerrado (ver la Proposicio´n 15.3.2). C∞ es el ana´logo a C en caracter´ıstica p.
Notemos que si x ∈ K es tal que ηx = pa∞, a ≥ 1 y si P∞ es el primo
infinito en Fq(x), [K : Fq(x)] < ∞ por lo que [K∞ : Fq(x)P∞ ] < ∞. Se
sigue que K¯∞ = Fq(x)P∞ . Esto es, C∞ se puede construir a partir del primo
infinito en un campo de funciones racionales Fq(T ).
Para probar las afirmaciones sobre C∞, tenemos en general que siK es un
campo completo con respecto a una valuacio´n (no necesariamente discreta),
v : K −→ R ∪ {0}, |x|v = αv(x) con 0 < α < 1 fijo. Entonces
OK = {α ∈ K | |x|v ≤ 1} = {x ∈ K | v(x) ≥ 0},
es el anillo de enteros o anillo de valuacio´n de K y
pK = {x ∈ K | |x|v < 1} = {x ∈ K | v(x) > 0}
es el ideal ma´ximo de OK . Se tiene que OK es un anillo local con ideal
ma´ximo pK y K (p) = OK /pK es el campo residual de K .
Proposicio´n 15.3.1. Si K es completo con respecto a una valuacio´n v y
L/K es una extensio´n finita, entonces existe una u´nica extensio´n w de v a
L, L es completo con respecto a la valuacio´n w y w esta´ dada de la siguiente
forma: si y ∈ L∗, NL/K y ∈ K , entonces,
w(y) =
1
[L : K ]
v(x) y |y|w = n
√∣∣NL/K (y)∣∣,
con n = [L : K ].
Demostracio´n. La existencia de w esta´ dada por el Lema de Chevalley ([134,
Theorem 2.4.3]). Veamos la unicidad. Sean α ∈ L∗ y β = αn/Nα donde
N = NL/K . Entonces N(β) =
Nαn
(Nα)n =
(Nα)n
(Nα)n = 1.
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Sea γ ∈ L con |γ|w < 1. Sea {ξ1, . . . , ξn} una base de L/K . Dado t ∈ N,
escribimos γt = x
(t)
1 ξ1 + · · ·+ x(t)n ξn con x(t)i ∈ K .
Puesto que |γ|w < 1 se sigue que γt −−−→
t→∞ 0 y por ende x
(t)
i −−−→t→∞ 0 para
toda 1 ≤ i ≤ n.
Ahora bien, N(γt) = (N γ)t es un polinomio homoge´neo en x
(t)
1 , . . . , x
(t)
n
por lo que N(γt) = (N γ)t −−−−→
x→∞ 0 lo cual implica que |N γ|v < 1.
De manera similar, si |γ|w > 1 se obtiene que |N γ|v > 1. De ah´ı se sigue
que |γ|w = 1 si |N γ|v = 1. Puesto que |Nβ|v = 1, se sigue que 1 = |β|w =
|α|nw
|Nα|v . Por tanto |α|w = n
√∣∣Nα∣∣ por lo que w es u´nica y se sigue la fo´rmula
propuesta. uunionsq
Proposicio´n 15.3.2. Sea K un campo completo con valuacio´n v. Sea K¯
una cerradura algebraica de K junto con la u´nica extensio´n de v a K¯ , la
cual tambie´n llamaremos v. Sea ˆ¯K la completacio´n de K¯ con respecto a v.
Entonces ˆ¯K es completo y algebraicamente cerrado. En particular C∞ = Cp
es completo y algebraicamente cerrado.
Demostracio´n. Sea f(x) =
∑n
i=0 αix
i ∈ ˆ¯K [x] con αn = 1. Se probara´ que
f(x) tiene una ra´ız en ˆ¯K . Sea L = ˆ¯K (β) con β una ra´ız de f(x) y nuevamente
denotamos por v a la extensio´n de v a L. Suponemos β 6= 0. Sea M1 > 0 y
sea f1(x) =
∑n
i=0 α˜ix
i ∈ K¯ [x] tal que δ < mı´n0≤i≤n{v(αi − α˜i)}, es decir,
f1(x) ∈ K¯ [x] es un polinomio “cercano” a f(x). Entonces
f1(β) = f1(β)− f(β) =
n∑
i=0
(α˜i − αi)βi.
Sean {β1, . . . , βn} las ra´ıces de f1 en K¯ , el cual es algebraicamente cerrado.
De esta forma
f1(x) =
n∏
j=1
(x− βj) y f1(β) =
n∏
j=1
(β − βj) =
n∑
i=0
(α˜i − αi)βi.
Sea ξβ = mı´n0≤i≤n{v(βi)} = mı´n0≤i≤n{iv(β)}. Entonces
n∑
j=1
v(β − βj) = v
( j∏
j=1
(β − βj)
)
= v
( n∑
i=0
(α˜i − αi)βi
)
≥ mı´n
0≤i≤n
{v(α˜i − αi) + iv(β)} > M1 + ξβ .
Para algu´n ı´ndice 1 ≤ j(1) ≤ n se tiene v(β − βj(1)) > M1+ξβn . Para
m ∈ N, sean Mm = m y fm(x) en lugar de M1 y de f1(x) respectivamente en
el desarrollo anterior. Entonces para m ∈ N, con las notaciones anteriores, se
tiene:
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v(β − βj(m)) > m+ ξβ
n
−−−−→
m→∞ ∞ =⇒ |β − βj(m)|v −−−−→m→∞ 0,
y {βj(m)} ⊆ K¯ . Por lo tanto β ∈ ˆ¯K y por tanto ˆ¯K es algebraicamente
cerrado. uunionsq
Observacio´n 15.3.3. Como | |v es no arquimediano,
∑∞
n=0 an converge en
K ⇐⇒ l´ımn→∞ an = 0 pues K es completo.
15.3.2. Redes y funciones exponenciales
Si A = RT y F es cualquier Fq–a´lgebra, existen muchos mo´dulos de Drin-
feld ρ : A → F 〈τ〉, donde δ : A −→ F ha sido dado. Esto se debe a que A es
una Fq–a´lgebra libre generada por T , por lo que ρT = δ(T ) +
∑r
i=1 αiτ
i, con
αr 6= 0, r ≥ 1, es arbitrario, entonces ρ(M(T )) = M(ρ(T )) para M ∈ RT .
Cuando A 6= RT no sabemos que existan mo´dulos de Drinfeld ρ : A −→
F 〈τ〉; de hecho para algunos campos F no existen mo´dulos de Drinfeld sobre
A.
Ejemplo 15.3.4. Sean q = p = 3, K = Fq(T ), p∞ el lugar asociado a T 2 + 1
y A = {x ∈ K | vp(x) ≥ para todo lugar p 6= p∞}. Entonces
A =
{ G(T )
(T 2 + 1)n
| G(T ) ∈ Fq[T ], n ∈ N, grG(T ) ≤ 2n
}
.
Puesto que p∞ es de grado 2 y hK = 1, se tiene hA = 2 (ver Corolario
10.2.14).
Sea ξ = 1T 2+1 y consideremos Rξ = Fq[ξ], Fq(ξ) = cocRξ. Entonces A es
la cerradura entera de Rξ en K . Usando el algoritmo de la divisio´n, se sigue
que si x ∈ A, entonces x = G(T )(T 2+1)n , grG(T ) ≤ 2n y
G(T ) = α0 + α1(T
2 + 1) + · · ·+ αn(T 2 + 1)n = α0 + α1ξ−1 + · · ·+ αnξ−n,
con αi ∈ Fq[T ] de grado menor o igual a 1. Adema´s, puesto que grG(T ) ≤ n,
se tiene que αn ∈ Fq.
Por tanto tenemos
x =
G(T )
(T 2 + 1)n
= ξnG(T ) = αn + αn−1ξ + · · ·+ α1ξn−1 + α0ξn
= β0 + β1ξ + · · ·+ βn−1ξn−1 + βnξn,
con βi = αn−1 = ai + biT ∈ Fq[T ], 0 ≤ i ≤ n y β0 = a0.
De esta forma obtenemos
x = ξnG(T ) =
n∑
i=0
aiξ
i + T
n∑
i=1
biξ
i
=
n∑
i=0
aiξ
i + (Tξ)
n−1∑
i=0
bi+1ξ
i = F (ξ) + (Tξ)H(ξ) (15.3.1)
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con F (ξ), G(ξ) ∈ Rξ, grF (ξ) ≤ n, grH(ξ) ≤ n− 1.
Notemos que el grado de F (ξ) en T es par y el grado de (Tξ)H(ξ) en T
es impar, de donde se sigue que x = 0 ⇐⇒ F (ξ) = H(ξ) = 0. En particular
{1, T ξ} es una base entera de A/Rξ. Por otro lado, puesto que ξ = 1T 2+1 , se
sigue que (ξT )2 = −ξ2 + ξ. Por tanto
`(Z) := Irr(Z, Tξ,Fq(ξ)) = Z2 + ξ2 − ξ.
Sea Fq[X,Y ]
φ−−−→ A dada por φ(f(X,Y )) = f(ξ, T ξ). Entonces por
(15.3.1), se sigue que φ es un epimorfismo de anillos. Adema´s φ(Y 2+X2−X) =
0, esto es, 〈Y 2 +x2−x〉 ⊆ nu´cφ y φ induce el epimorfismo φ˜ : Fq[X,Y ]/〈Y 2 +
X2 − X〉 −→ A dada por φ˜(f(X,Y ) mo´d 〈Y 2 + X2 − X〉) = f(ξ, T ξ). De
(15.3.1) se sigue que φ˜ es un isomorfismo de anillos.
Podemos aplicar el Teorema de Kummer sobre descomposicio´n de ideales
primos en la extensio´n A/Rξ pues A = Rξ[Tξ]. En particular tenemos
`(Z) mo´d ξ = Z2; `(Z) mo´d (ξ − 1) = Z2;
de donde
(ξ) = p2ξ con pξ = (ξ, T ξ) y
(ξ − 1) = p2ξ−1 con pξ−1 = (ξ − 1, T ξ),
pξ y pξ−1 ideales primos de A. Adema´s (Tξ)2 = ξ(1− ξ), por lo que
(Tξ) = pξpξ−1.
As´ı, ξ, ξ−1 y Tξ son elementos irreducibles no primos de A y (Tξ)2 = ξ(1−ξ).
Veamos que no existe ningu´n mo´dulo de Drinfeld de rango 1 sobre K .
Sea ρ : A −→ K 〈τ〉 un A–mo´dulo de Drinfeld de rango 1 donde K =
cocA. De hecho, puesto que gr ξ = grTξ = 2, ρ esta´ determinado por
ρξ = ξ + γ1τ + γ2τ
2; ρTξ = Tξ + 1τ + 2τ
2
y puesto que (Tξ)2 = ξ(1− ξ), por la relacio´n
ρ(Tξ)2 = ρTξρTξ = ρξ(1− ρξ) = ρξ(1−ξ).
Se tiene que
ρ(Tξ)2 = {te´rminos de grado menor}+ 2τ22τ2
= {te´rminos de grado menor}+ 102 τ4
y
ρξ(1−ξ) = {te´rminos de grado menor} − γ2τ2γ2τ2
= {te´rminos de grado menor} − γ102 τ4.
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En particular 102 = −γ102 , es decir 10
√−1 = 2γ2 ∈ K lo cual es absurdo
pues q = 3 y 2
√−1 /∈ K .
En particular no existen mo´dulos de Drinfeld de rango 1 sobre K .
Necesitamos un procedimiento especial para hallar mo´dulos de Drinfeld
sobre C∞. Para hacer esto necesitaremos varios conceptos de tipo anal´ıti-
co: funciones exponenciales, funciones enteras, productos infinitos, redes, etc.
Empezamos por generalizar los mo´dulos de Drinfeld.
Sean A y F como siempre. Se usa δ : K −→ F para la extensio´n de
δ a K = cocA cuando δ es un monomorfismo. Esto es, δ
(
a
b
)
= δ(a)δ(b) . Sea
F 〈〈τ〉〉 = {∑∞i=0 αiτ i | αi ∈ F} con la multiplicacio´n de series de Taylor
sujeta a τα = αqτ con α ∈ F .
Definicio´n 15.3.5. Al anillo F 〈〈τ〉〉 se le llama las series de potencias torcidas.
Como antes, se define la aumentacio´n D : F 〈〈τ〉〉 −→ F por D(f(τ)) =
f(0).
Definicio´n 15.3.6. Sea δ : A −→ F un monomorfismo y δ : K −→ F la
extensio´n. Por un K –mo´dulo formal entenderemos a un homomorfismo de
anillos ρ : K −→ F 〈〈τ〉〉 tal que D ◦ ρ = δ y tal que ρ(α) /∈ F para algu´n
α ∈ K .
Observacio´n 15.3.7. Sea ρ ∈ DrinA(F ) tal que car(ρ) = 0. Entonces ρa(0) ∈
F ∗ para a 6= 0, donde ρa(0) es la constante del polinomio torcido ρa. Entonces,
como elemento de F 〈〈τ〉〉 ⊇ F 〈τ〉, ρa es invertible. La demostracio´n es igual
que en series formales. Como ρa es invertible para toda a ∈ A \ {0}, ρ se
extiende a ρ : K −→ F 〈〈τ〉〉 por ρa/b = ρaρ−1b
(
= ρaρb
)
.
De ahora en adelante consideraremos δ : A −→ C∞ el mapeo inclusio´n. El
objetivo es probar el Teorema de uniformizacio´n anal´ıtica para A–mo´dulos de
Drinfeld sobre C∞, esto es, si ρ ∈ DrinA(C∞), existe una u´nica red Γ en C∞
tal que ρ = ρΓ (ma´s adelante veremos el significado de ρΓ , Teorema 15.3.30).
Por supuesto, primero veremos que existen mo´dulos de Drinfeld DrinA(C∞)
a granel.
Redes
Definicio´n 15.3.8. Una red Γ es un A–submo´dulo discreto finitamente ge-
nerado de C∞. Es decir, Γ es discreto en la topolog´ıa de C∞ y la accio´n de
A en Γ es multiplicacio´n en C∞ y, por supuesto, a ◦ α ∈ Γ para toda a ∈ A
y para toda α ∈ Γ .
Definicio´n 15.3.9. Si Γ es una red, la dimensio´n sobre K∞ del K∞ espacio
vectorialK∞⊗AΓ se llama el rango de Γ y se denota por rΓ := dimK∞K∞Γ .
15.3 Construccio´n y propiedades de mo´dulos de Drinfeld 453
Ejemplo 15.3.10. Sea x ∈ K∞ \A y sea Γ = A+Ax. El nu´mero mı´nimo de
generadores de Γ/A es 2 y K∞Γ = Γ por lo que dimK∞ Γ = 1. Se tiene que
Γ no es discreto.
De hecho, puesto que x ∈ K∞, existe {xn}∞n=1 ⊆ K tal que l´ımn→∞ xn =
x. Sea xn =
an
bn
con an, bn ∈ A. Entonces
x− xn = x− an
bn
=
1
bn
(bnx− an) −−−−→
n→∞ 0.
Por tanto M no es una red.
Se tiene
Proposicio´n 15.3.11. Sea M un A–mo´dulo proyectivo contenido en un K
espacio vectorial V de dimensio´n finita. Entonces M es discreto si y solamente
si θ : K ⊗AM −→ V , α⊗A m 7−→ αm es inyectivo.
Demostracio´n. [41, Proposition 4.6.3, pa´gina 74]. uunionsq
Observacio´n 15.3.12. Dada una A–red M , se define el rango de M como su
rango de A–submo´dulo finitamente generado y libre de torsio´n C∞, esto es,
M como A–mo´dulo proyectivo finitamente generado.
Del hecho de que M es discreto, se tiene que el rango de M coincide con
dimK∞(K∞ ⊗AM) = dimK∞K∞M .
En el Ejemplo 15.3.10 M tiene rango 2 como A–mo´dulo sin embargo
dimK∞K∞M = 1 6= 2.
Proposicio´n 15.3.13. Si ξ ∈ C∞, ξ 6= 0 y I es un ideal fraccionario de A,
Iξ = Γ es discreto.
Demostracio´n. Si x ∈ A, x 6= 0, v∞(x) = vp∞(x) ≤ 0 por lo que |x|∞ =
q−v∞(x) ≥ 1. Sea α ∈ A, α 6= 0 tal que αI = J ⊆ A y |x|∞ ≥ 1 para toda
x ∈ J por lo que |αy|∞ ≥ 1 para toda y ∈ I. Se sigue que |y|∞ ≥ 1|α|∞ para
toda y ∈ I. De esta forma se obtiene que |ξy|∞ = |ξ|∞|y|∞ ≥ |ξ|∞|α|∞ para toda
y ∈ I. Por tanto
B
(
0, r
) ∩ Γ = {0}, r = |ξ|∞|α|∞
de donde obtenemos que Γ es discreto. uunionsq
Corolario 15.3.14. Si I es un ideal de A, J es un ideal fraccionario de A,
entonces A, I y J son A–mo´dulos discretos. uunionsq
Proposicio´n 15.3.15. Si {ξ1, . . . , ξr} ⊆ C∞ es un conjunto linealmente in-
dependiente sobre K∞ y J1, . . . , Jr son ideales fraccionarios de A, entonces
el A–mo´dulo
Γ = J1ξ1 + · · ·+ Jrξr
es discreto.
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Demostracio´n. En caso contrario, para toda n ∈ N, se tiene B(0, 1n)∩Γ 6= {0}.
Sea xn ∈ Γ , xn 6= 0 tal que |xn|∞ < 1n .
Sea xn = a
(1)
n ξ1 + · · ·+ a(r)n ξr ∈ Γ , a(i)n ∈ Ji, 1 ≤ i ≤ r.
Se tiene que {a(j)n }n∈N converge y a(j)n 6= 0 para una infinidad de ı´ndices n
y algu´n j, digamos a
(j)
n −−−−→
n→∞ a
(j)
0 6= 0 pues |a(j)n |∞ ≥ 1.
Se sigue que
xn −−−−→
n→∞ 0 = a
(1)
0 ξ1 + · · ·+ a(r)0 ξr
con algu´n a
(j)
0 6= 0 lo que contradice la independencia lineal de {ξ1, . . . , ξr}
sobre K∞. Por tanto Γ = J1ξ + · · ·+ Jrξr es discreto. uunionsq
Ejemplo 15.3.16. Se tiene [C∞ : K∞] = ∞. Sea r ≥ 1 arbitrario y sea
{α1, . . . , αr} ⊆ C∞ un conjunto linealmente independiente sobre K∞. Sean
a1, . . . , ar ∈ A \ {0}. Sea
Γ = A
α1
a1
+ · · ·+Aαr
ar
=
{ r∑
i=1
xi
αi
ai
| xi ∈ A
}
.
Entonces K∞Γ = K∞α1 ⊕ · · · ⊕ K∞αr por lo que Γ es una red de rango
rΓ = r.
Observacio´n 15.3.17. Todas las redes Γ de rango r esta´n dadas por Γ =
J1ξ1+· · ·+Jrξr con {ξ1, . . . , ξr} ⊆ C∞ un conjunto linealmente independiente
sobre K∞ y J1, . . . , Jr son ideales fraccionarios de A.
Observacio´n 15.3.18. El Ejemplo 15.3.16 muestra la gran diferencia con
C pues las u´nicas redes tienen rango 1 o 2 sobre R que es la completacio´n
arquimediana de Q.
Mo´dulos de Drinfeld y redes
Para los preliminares consideramos F un campo completo con respecto a
una valuacio´n. Una serie
∑∞
j=0 aj con aj ∈ F converge ⇐⇒ l´ımj→∞ v(aj) =
∞ ⇐⇒ l´ımj→∞ |aj | = 0. De hecho tenemos∣∣∣ m∑
j=0
aj −
n∑
j=0
aj
∣∣∣ = ∣∣∣ m∑
n+1
aj
∣∣∣ ≤ ma´x
n+1≤j≤m
|aj | −−−−→
m→∞ 0.
En consecuencia si f(x) =
∑∞
i=0 aix
i es una serie de potencias, sea α ∈ F
y f(α) =
∑∞
i=0 aiα
i. Entonces
v(aiα
i) = v(ai) + iv(α) −−−→
i→∞
∞ ⇐⇒ para toda M > 0 existe i0
tal que para toda i ≥ i0, v(ai) + iv(α) > M
⇐⇒ v(α) > M
i
− v(ai)
i
para toda i ≥ i0.
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Sea P(f) := l´ım sup
i→∞
(
− v(ai)
i
)
.
Proposicio´n 15.3.19. Sea α ∈ K . Entonces f(x) converge en α si v(α) >
P(f) y diverge si v(α) < P(f). Si v(α) = P(f) no podemos afirmar nada.
Demostracio´n. Si v(α) > P(f) entonces consideremos  = v(α)−P(f)2 > 0.
Entonces existe n0 tal que para toda n ≥ n0, −v(an)n < v(α) − , esto es,
v(α) >  − v(an)n . Por tanto v(anαn) = nv(α) + v(an) > n −−−−→n→∞ ∞, por lo
tanto la serie converge.
Ahora si v(α) < P(f), sea δ = P(f)−v(α)2 > 0. Existe una subsucesio´n
{ank}∞k=1 tal que existe k0 tal que para toda k ≥ k0, −
v(ank )
nk
> v(α) + δ. Por
tanto v(ank) < nk
(− δ − v(α)) = nk(− P(f)2 + v(α)2 − v(α)) = nk(− P(f)2 −
v(α)
2
)
< nk
(− v(α)2 − v(α)2 ) = −nkv(α).
Por tanto v(ank) + nkv(α) = v(ankα
nk) < 0 de donde |ankαnk | > 1 y en
particular ankα
nk no converge a 0 cuando nk −→∞ y la serie diverge. uunionsq
Ejemplo 15.3.20. Sea f(x) =
∑∞
n=0 x
n, an = 1, por lo que v(an) = 0 y
P(f) = 0. Por tanto converge para v(α) > 0, es decir, cuando |α|v < 1 y
diverge para v(α) < 0, esto es, para |α|v > 1.∑∞
n=0 α
n diverge para |α| = 1 pues |αn| = 1 −→ 1 6= 0.
Si f(x) =
∑∞
i=0 pi
−ixi
2
donde pi es un elemento primo, entonces
ai =
{
0 si i 6= j2 para toda j ∈ N,
pi−j si i = j2 para algu´n j ∈ N.
Se sigue que
v(ai)
i
=
{
∞ si i 6= j2 para toda j ∈ N,
− 1j si i = j2 para algu´n j ∈ N.
Por tanto l´ım sup
i→∞
( − v(ai)i ) = 0. Para α = 1, f(1) = ∑∞i=0 pi−i diverge
pues v(pi−i) = −i −−−→
i→∞
−∞.
Como en el caso polinomial, podemos trabajar con pol´ıgonos de Newton
para series formales F [[x]] y usando estos pol´ıgonos se puede probar que si F
es completo y algebraicamente cerrado, entonces:
Proposicio´n 15.3.21. Sean {mi}i la sucesio´n de pendientes del pol´ıgono de
Newton de f(x) =
∑∞
j=0 ajx
j. Entonces la sucesio´n {mi}i es creciente y se
tiene l´ımi→∞mi = −P(f).
(1) Para f(x) =
∑∞
j=0 ajx
j ∈ L[[x]] y ˆ¯L = F , entonces las ra´ıces de
f(x) son algebraicas sobre L.
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(2) Hay un nu´mero finito de ceros de f(x) ∈ F [[x]] en la bola {x |
v(x) ≥ t} donde t > P(f). En particular f(x) tiene una cantidad a lo
ma´s numerable de ceros.
(3) El conjunto de ceros de f(x) es un conjunto discreto.
(4) Para f(x) de la forma f(x) =
∑∞
j=0 ajx
pj con a0 6= 0 se tiene que
f ′(x) = a0 y las ra´ıces de f(x) son simples. uunionsq
Definicio´n 15.3.22. Se dice que f(x) es entera si P(f) = −∞, es decir, si
f(x) converge para toda x.
Se tiene el siguiente resultado (comparar con el Teorema de Liouville cla´si-
co):
Lema 15.3.23. Si f(x) es una funcio´n entera sin ceros, entonces f(x) es
constante. Como consecuencia, si f es entera y no constante, f es suprayec-
tiva.
Demostracio´n. Para la u´ltima parte, si f(x) es entera y no constante, entonces
para cualquier c, consideremos g(x) = f(x)− c. uunionsq
Como consecuencia del Lema 15.3.23 obtenemos el ana´logo al teorema
cla´sico de factorizacio´n de Weierstrass.
Teorema 15.3.24. Sea f : C∞ −→ C∞ una funcio´n entera dada por f(u) =∑∞
n=0 anu
n ∈ C∞[[u]]. Sean {λ}λ∈I los diferentes ceros de f en C∞ con λ 6= 0,
cada λ con multiplicidad mλ. Entonces I es a lo ma´s numerable y si |I| =∞,
{λ}λ∈I = {λ}∞i=1, l´ımt→∞ v∞(λt) = −∞ y si n es la multiplicidad del cero de
f en u = 0, se tiene la expansio´n de Euler de f :
f(u) = cun
∞∏
t=1
(
1− u
λt
)mt
para alguna constante c ∈ C∞ y donde mt := mλt .
Rec´ıprocamente, todas estas funciones son enteras.
Demostracio´n. [41, Chapter 2, pa´ginas 38–42]. uunionsq
La definicio´n de convergencia para productos infinitos es la siguiente:
en general, en un campo completo, se dice que
∏∞
n=0 an converge a a si
l´ımn→∞
∏n
i=0 ai = a y a 6= 0. En particular, si
∏∞
n=0 an converge, entonces
l´ımn→∞ an = 1.
As´ı, si an = 1 + vn,
∏∞
n=0 an =
∏∞
n=0(1 + vn) converge entonces
l´ımn→∞ vn = 0. En C,
∏∞
n=0(1+vn) converge ⇐⇒
∑∞
n=0 ln(1+vn) converge.
En caracter´ıstica p > 0,
∏∞
n=0(1 + vn) converge ⇐⇒ l´ımn→∞ vn = 0.
Ahora sea f una funcio´n entera con ceros simples en X ⊆ C∞ y f(x) =
x
∏
γ∈X\{0}
(
1− xγ
)
. Si f(x) es aditiva, esto es, f(x+y) = f(x)+f(y), entonces
X es un subgrupo aditivo de C∞.
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Rec´ıprocamente supongamos que X es un subgrupo de K tal que X ∩
B(a, r) es finito para toda a ∈ C∞ y para toda r > 0, donde B(a, r) = {x ∈
C∞ | |x− a| < r}. Sea
eX(x) := x
∏
γ∈X\{0}
(
1− x
γ
)
.
Entonces l´ımγ∈X\{0} x/γ = 0 para toda x ∈ C∞ puesto que dado M > 0
u´nicamente un nu´mero finito de γ ∈ X satisfacen que |γ| ≤ M , por tanto
|γ| > M para casi toda γ, por lo que |1/γ| < 1/M para casi toda γ. Se sigue
que eX es una funcio´n entera.
Proposicio´n 15.3.25. Si Y ⊆ C∞ es un Fq–espacio vectorial de dimensio´n
finita, entonces fY (u) = c
∏
γ∈Y (u− γ) es un Fq–polinomio lineal aditivo.
Demostracio´n. Probaremos el resultado por induccio´n en dimF Y = n con
F = Fq. Para n = 0, Y = {0}, fY (u) = cu satisface lo pedido.
Sea n ≥ 1 y sea W ⊆ Y un subespacio de dimensio´n n−1. Para γ0 ∈ Y \W ,
Y = W + Fγ0, por lo tanto fY (u) = c
∏
w∈W
µ∈F
(u− (w + µγ0)).
Sea fW (u) =
∏
w∈W (u− w) el cual es un polinomio F–lineal y
fY (u) = c
∏
w∈W,
µ∈F
(u− (w + µγ0)) = c
∏
µ∈F
∏
w∈W
((u− µγ0)− w)
= c
∏
µ∈F
fW (u− µγ0) = c
∏
µ∈F
(fW (u)− µfW (γ0))
=
↑
z=
fW (u)
fW (γ0)
cfW (γ0)
|F| ·
∏
µ∈F
(z − µ) = cfW (γ0)|F|(z|F| − z)
= cfW (u)
|F| − cfW (γ0)|F|−1fW (u).
Se sigue que fY (u) = cfY (u)
|F| − cfW (γ0)|F|−1fW (u) el cual es F–lineal,
por lo que
fY (αx+ βy) = αfY (x) + βfY (y) para cualesquiera x, y ∈ C∞, α, β ∈ F.
Se sigue que fY es F–lineal. uunionsq
Proposicio´n 15.3.26. Sea X un subgrupo discreto como antes. Se tiene que
eX(x + y) = eX(x) + eX(y) para cualesquiera x, y ∈ C∞, esto es, eX es una
funcio´n aditiva. Ma´s au´n, eX(u) es Fq–lineal.
Demostracio´n. Sea N ∈ N y sea XN := {λ ∈ X | |λ|∞ ≤ N}. Entonces
XN es un subgrupo finito de X pues si λ, µ ∈ XN entonces |λ + µ|∞ ≤
ma´x{|λ|∞, |µ|∞} ≤ N .
458 15 Mo´dulos de Drinfeld
Sea pN (u) := u
∏
γ∈XN\{0}
(
1 − uγ
) ∈ C∞[u]. Para toda u ∈ C∞, se tiene
l´ımN→∞ PN (u) = eX(u).
Puesto que, l´ımγ→∞ uγ = 0, eX(u) existe donde eX(u) = l´ımn→∞ PN (u).
Ahora, para probar que eX(x+ y) = eX(x) + eX(y), basta probar que PN (x)
es aditivo pues en este caso se tiene se tiene para toda N ∈ N que
eX(x+ y) = l´ım
N→∞
PN (x+ y) = l´ım
N→∞
(PN (x) + PN (y))
= l´ım
N→∞
PN (x) + l´ım
N→∞
PN (y) = eX(x) + eX(y).
El resultado se sigue de la Proposicio´n 15.3.25. uunionsq
Definicio´n 15.3.27. La funcio´n eX se llama la funcio´n exponencial de X y
se tiene
eX(x) = x
∏
γ∈X\{0}
(
1− x
γ
)
.
Si X es una A–red, entonces si ponemos Γ = X, la funcio´n exponencial
de Γ , eΓ (u) = u
∏
γ∈Γ\{0}
(
1 − uγ
)
la cual es una funcio´n entera con ceros
exactamente en Γ los cuales son simples y eΓ es Fq–lineal.
Para definir el mo´dulo de Drinfeld ρΓ asociado a una A–red Γ , primero
consideremos dos redes Γ , Γ ′ tales que Γ ⊆ Γ ′ de tal forma que Γ es de ı´ndice
finito, esto es,
∣∣Γ ′/Γ ∣∣ <∞.
Consideremos eΓ (u). Se tiene que eΓ (u + γ) = eΓ (u) para toda γ ∈ Γ .
Adema´s, si γ es cualquier per´ıodo de eΓ , es decir, eΓ (u+γ) = eΓ (u), entonces,
γ ∈ Γ pues eΓ (u+ γ) = eΓ (u) + eΓ (γ) = eΓ (u) por lo que eΓ (γ) = 0 y γ ∈ Γ .
Sea ϕ : Γ ′ −→ eΓ (Γ ′) = {eΓ (γ) | γ ∈ Γ ′}, ξ 7−→ eΓ (ξ).
Entonces ϕ es un epimorfismo de Fq–espacios vectoriales y nu´cϕ = Γ por
lo que Γ ′/Γ ∼= eΓ (Γ ′) como Fq–espacios vectoriales.
Definicio´n 15.3.28. Sean Γ, Γ ′ dos redes tales que Γ ⊆ Γ ′ y es de ı´ndice
finito. Se define
P (Γ ′/Γ, u) := u
∏
λ∈eΓ (Γ ′)\{0}
(
1− u
λ
)
.
Entonces P (Γ ′/Γ, u) es un polinomio Fq–lineal de grado
∣∣Γ ′/Γ ∣∣ = ∣∣eΓ (Γ ′)∣∣.
Proposicio´n 15.3.29. Sean Γ ⊆ Γ ′ ⊆ Γ ′′ tres redes con [Γ ′′ : Γ ] < ∞.
Entonces:
(a) eΓ ′(u) = P (Γ
′′/Γ, eΓ (u)) para u ∈ C∞.
(b) P (Γ ′′/Γ, u) = P (Γ ′′/Γ ′, P (Γ ′/Γ, u)).
Demostracio´n. El lado izquierdo de (a) tiene como ra´ıces a los elementos
λ ∈ Γ ′ y del lado derecho de (a), las ra´ıces son los elementos µ tales que
eΓ (u) ∈ eΓ (Γ ′), es decir, los elementos u ∈ Γ ′. Por lo tanto ambas funciones
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son enteras con los mismos ceros. Se sigue que existe una constante c tal
que eΓ ′(u) = cP (Γ
′/Γ, eΓ (u)). Se obtiene que c = 1 observando que
eΓ ′ (u)
u y
P (Γ ′/Γ,eΓ (u))
u coinciden al ser evaluadas en u = 0: ambas son igual a 1.
De hecho, fΓ ′(u) =
eΓ ′ (u)
u =
∏
λ∈eΓ (Γ ′)
λ6=0
(
1 − uλ
)
. Por tanto fΓ ′(0) =∏
λ∈eΓ (Γ ′)
λ6=0
1 = 1. Por otro lado, sea
g(u) =
P (Γ ′/Γ, eΓ (u))
u
=
eΓ (u)
u
·
∏
λ∈eΓ (Γ ′)
λ6=0
(
1− eΓ (u)
λ
)
,
por lo que g(0) = fΓ (0) ·
∏
λ∈eΓ (Γ ′)
λ6=0
1 = 1.
Para probar (b), vemos que P (Γ ′′/Γ, u) es un polinomio de grado
∣∣Γ ′′/Γ ∣∣
cuyos ceros son precisamente los elementos de eΓ (Γ
′′). Ahora bien, se tiene que
P (Γ ′′/Γ ′, P (Γ ′/Γ, u)) es un polinomio de grado
∣∣Γ ′′/Γ ′∣∣ · ∣∣Γ ′/Γ ∣∣ = ∣∣Γ ′′/Γ ∣∣.
Ambos polinomios son mo´nicos.
Ahora veamos que eΓ (Γ
′′) son los ceros de f(u) = P (Γ ′′/Γ ′, P (Γ ′/Γ, u)).
Sea λ ∈ eΓ (Γ ′′), digamos λ = eΓ (β), β ∈ Γ ′′. Entonces
f(λ) = P (Γ ′′/Γ ′, P (Γ ′/Γ, λ)) = P (Γ ′′/Γ ′, P (Γ ′/Γ, eΓ (β))
=
↑
(a)
P (Γ ′′/Γ ′, eΓ ′(β)) =
↑
(a)
eΓ ′′(β) = 0. uunionsq
Ahora veremos que dada una red Γ de rango r ≥ 1 en C∞, obtenemos un
mo´dulo de Drinfeld de rango r asociado a Γ .
Sea Γ una red y sea a ∈ A \ {0}. Entonces Γ ⊆ a−1Γ .
Teorema 15.3.30. Sea Γ una red de rango r. Para a ∈ A \ {0}, definimos
ρΓa : C∞ −→ C∞ por ρΓa (u) := aP (a−1Γ/Γ, u).
Entonces ρΓa ∈ C∞〈τ〉. Sea ρΓ : A → C∞〈τ〉 definido por ρΓ (a) := ρΓa si
a 6= 0 y ρΓ (0) = 0. Entonces ρΓ es un A–mo´dulo de Drinfeld de rango r sobre
C∞.
Demostracio´n. Como P (a−1Γ/Γ, u) es Fq–lineal, se sigue que ρΓa ∈ C∞〈τ〉.
Ahora
ρΓa (u) = aP (a
−1Γ/Γ, u) = au
∏
λ∈eΓ (a−1Γ )\{0}
(
1− u
λ
)
.
Por tanto D(ρΓa ) = a = δ(a) donde δ : A −→ C∞ es el encaje natural. En
particular D ◦ ρΓ = δ.
Ahora
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ea−1Γ (u) = u
∏
λ∈a−1Γ\{0}
(
1− u
λ
)
= u
∏
µ∈Γ\{0}
(
1− u
a−1µ
)
= a−1au
∏
µ∈Γ\{0}
(
1− au
µ
)
= a−1eΓ (au).
Por tanto
ea−1Γ (u) = a
−1eΓ (au) . (15.3.2)
Se sigue que eΓ (au) = aea−1Γ (u) = aP (a
−1Γ/Γ, eΓ (u)) = ρΓa (eΓ (u)) (Pro-
posicio´n 15.3.29 (a)). Por tanto tenemos multiplicacio´n compleja
eΓ (au) = ρ
Γ
a (eΓ (u)) . (15.3.3)
Entonces
ρΓa+b(eΓ (u)) = eΓ ((a+ b)u) = eΓ (au) + eΓ (bu) = ρ
Γ
a (eΓ (u)) + ρ
Γ
b (eΓ (u));
ρΓab(eΓ (u)) = eΓ ((ab)u) = ρ
Γ
a (eΓ (bu)) = ρ
Γ
a ρ
Γ
b (eΓ (u)).
Puesto que el mapeo exponencial es suprayectivo, se sigue que
ρΓa+b = ρ
Γ
a + ρ
Γ
b y ρ
Γ
ab = ρ
Γ
a ρ
Γ
b para cualesquiera a, b ∈ A.
Veamos que el rango de ρΓ es r. De esto se seguira´ que ρ es un mo´dulo de
Drinfeld, es decir, ρΓa 6= a para algu´n a ∈ A pues r ≥ 1.
Se tiene ρΓa (u) = aP (a
−1Γ/Γ, u), por lo tanto gru ρ
Γ
a (u) =
∣∣a−1Γ/Γ ∣∣.
Ahora bien, puesto que Γ es de rango r, Γ = I1ξ1⊕· · ·⊕Irξr con I1, . . . , Ir
ideales fraccionarios (Observacio´n 15.3.17) la cual es la suma de r ideales
fraccionarios. Ma´s precisamente, Γ es un A–mo´dulo finitamente generado libre
de torsio´n y puesto queA es dominio Dedekind, Γ ∼= Ar−1⊕I comoA–mo´dulos
con I un ideal fraccionario (Teorema 15.2.30).
Ahora pongamos Γ = ⊕ri=1Ji con Ji un ideal fraccionario. Afirmamos
que si J es cualquier ideal fraccionario, entonces si a ∈ A \ {0}, entonces
a−1J/J ∼= a−1A/A ∼= A/aA.
El isomorfismo a−1A/A ∼= A/aA se obtiene al multiplicar por a. Ma´s
generalmente, si L es ideal fraccionario y x ∈ K ∗ donde K = cocA, entonces
a−1(xL/)xL ∼= a−1L/L lo cual se obtiene de
ϕ : a−1L −→ a−1xL −→ a−1xL/xL, a−1l 7−→ a−1xl 7−→ a−1xl.
Entonces ϕ es epimorfismo de A–mo´dulos y nu´cϕ = L.
Para probar que a−1J/J ∼= a−1A/A primero veamos que existe x ∈ K ∗
tal que xJ ⊆ A y mcd(xJ, aA) = 1. Para ver esto, sean
aA = Pα11 · · · Pαss , αi ≥ 0 y J = Pβ11 · · · Pβss J1
con J1 un ideal fraccionario primo relativo a P1, . . . ,Ps y βi ∈ Z, 1 ≤ i ≤ s.
Supongamos β1 < 0, . . . , βt < 0, βt+1 ≥ 0, . . . , βs ≥ 0. Sean xi ∈ P |β1|i \
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P |βi|+1i , 1 ≤ i ≤ t y yj ∈ Pβjj \ Pβj+1j , t + 1 ≤ j ≤ s. Por el teorema
chino del residuo, existen x, y ∈ A tales que x ≡ xi mo´d P |βi|+1i , 1 ≤ i ≤ t;
y ≡ yj mo´d Pβj+1j , t+ 1 ≤ j ≤ s.
Entonces xy−1J = J2 es un ideal fraccionario primo relativo a aA. Ahora
sea
J2 = q
γ1
1 · · · qγnn pε11 · · · pεmm con γi > 0, εj < 0.
Sean zl ∈ p|εl|l \ p|εl|+1l , 1 ≤ l ≤ m y sea z ∈ A tal que
z ≡ zl mo´d p|εl|+1l , 1 ≤ l ≤ m y z ≡ 1 mo´d Pi, 1 ≤ i ≤ s.
En particular z /∈ Pi.
Entonces zJ2 = J3 ⊆ A y es primo relativo a aA.
En resumen, sea w ∈ K ∗ tal que I = wJ ⊆ A y mcd(I, aA) = 1. Entonces
a−1I/I ∼= a−1(wJ)/(wJ) ∼= a−1J/J .
Finalmente, sea
a−1I 
 i //
ψ
::
a−1A pi // // a−1A/A , a−1x
ψ7−→ a−1x mo´d A.
Veamos que ψ es un epimorfismo. Sean x ∈ A y a−1x ∈ a−1A/A. Se quiere
encontrar y ∈ I tal que a−1y = a−1x, esto es, a−1x − a−1y ∈ A, lo cual
implicara´ que x ∈ y+aA. Puesto que mcd(I, aA) = 1, se tiene que I+aA = A
de donde se sigue que existe y ∈ I tal que x = y + aA y por tanto obtenemos
que ψ es suprayectiva con nu´cleo I. Por tanto a−1I/I ∼= a−1A/A .
Se sigue que
∣∣a−1Γ/Γ ∣∣ = ∣∣∣ r⊕
i=1
a−1Ji/Ji
∣∣∣ = r∏
i=1
∣∣a−1Ji/Ji∣∣ = r∏
i=1
∣∣a−1A/A∣∣
=
∣∣A/aA∣∣r = qr gr a = gru ρΓa (u) = qgrτ ρΓa .
Por tanto ρΓ es de rango de r . uunionsq
Observacio´n 15.3.31. Dada una red Γ , el A–mo´dulo de Drinfeld ρΓ admite
multiplicacio´n compleja:
eΓ (au) = ρ
Γ
a (eΓ (u)),
es decir, eΓa = ρ
Γ
a eΓ o, equivalentemente, eΓae
−1
Γ = ρ
Γ
a . Por tanto ρ
Γ es
u´nico y cano´nicamente definido.
El Teorema 15.3.30 muestra que existenA–mo´dulos de Drinfeld DrinA(C∞)
sobre C∞ para cualquier A y para cualquier r ≥ 1. Estos son los mo´dulos ρΓ
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con Γ una A–red. Este resultado, como hemos mencionado antes, no es un
hecho obvio y de hecho pueden no existir mo´dulos de Drinfeld A −→ F 〈τ〉
para algunos F (ver Ejemplo 15.3.4).
El rec´ıproco del resultado anterior es cierto y ya lo mencionamos antes.
Primero demostramos el siguiente resultado el cual es central para el Teorema
de Uniformizacio´n Anal´ıtica y para muchos otros resultados.
Teorema 15.3.32. Sea ρ un A–mo´dulo de Drinfeld sobre C∞. Entonces, si
ρ : A −→ F 〈τ〉 con un campo F conteniendo a K = cocA, existe una u´nica
serie ξρ ∈ F 〈〈τ〉〉 tal que
Dξρ = 1 y ξρaτ
0 = ρaξρ para toda a ∈ A,
es decir
ξρaξ
−1
ρ = ρa para toda a ∈ A. (15.3.4)
Demostracio´n. Ya vimos que ρ se puede extender a un K –mo´dulo formal
ρ : K −→ F 〈〈τ〉〉. Para probar (15.3.4), primero consideremos el caso en que
ρ trivial, es decir, no es un mo´dulo de Drinfeld, esto es, ρ(a) = a para toda
a ∈ K . Entonces definimos ξρ = τ0 = 1. Si ξ′ρ fuese otra serie tal que
ξ′ρa = ρaξ
′
ρ = aξ
′
ρ. Expandiendo se ve inmediatamente que ξ
′
ρ ∈ K y puesto
que Dξ′ρ = 1, se sigue que ξ
′
ρ = ξρ.
Ahora consideremos ρ no trivial, es decir, un verdadero mo´dulo de Drinfeld.
Entonces existe α ∈ K tal que ρα 6= ατ0.
Afirmamos que α es trascendente sobre Fq pues en caso de ser algebraico
se tendr´ıa una relacio´n
αn + an−1αn−1 + · · ·+ a1α+ a0 = 0, ai ∈ Fq
y por tanto
0 = ρ0 = ρ
n
α + an−1ρ
n−1
α + · · ·+ a1ρα + aρ1 pues ρ0α = ρ1.
Por tanto se tendr´ıa que ρα es algebraico sobre Fq de donde se seguir´ıa que
ρα = ατ
0 lo cual es contradice la naturaleza de α.
Ahora veamos que existe una u´nica serie de potencias λρα =
∑∞
i=0 ciτ
i ∈
F 〈〈τ〉〉 con c0 = 1 y λραατ0 = ραλρα con la multiplicacio´n de F 〈〈τ〉〉.
Para demostrar la afirmacio´n anterior, escribamos ρα =
∑∞
j=0 ajτ
j con
a0 = α y la suma es finita. Entonces
λραατ
0 =
( ∞∑
i=0
ciτ
i
)
ατ0 =
∞∑
i=0
ciα
qiτ i;
ραλρα =
( ∞∑
j=0
ajτ
j
)( ∞∑
i=0
ciτ
i
)
=
∞∑
i=0
( i∑
j=0
ajτ
jci−jτ i−j
)
=
∞∑
i=0
( i∑
j=0
ajc
qi
i−j
)
τ i.
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Por tanto
λραατ
0 = ραλρα ⇐⇒ ciαq
i
=
i∑
j=0
ajc
qj
i−j , i = 0, 1, . . .
⇐⇒ (αqi − α
=
a0
)
ci =
i∑
j=1
ajc
qj
i−j , i = 1, 2, . . .
Puesto que α es transcendente sobre Fq, se tiene que αq
i − α 6= 0 para
toda i ≥ 1. Por lo tanto
ci =
1
αqi − α
i∑
j=1
ajc
qj
i−j =
1
αqi − α
i−1∑
j=0
ai−jc
qi−j
j ,
por lo que c0 = 1 y los ci’s, i ≥ 1 son u´nicos.
Como consecuencia notemos que λρaFλ
−1
ρa es el centralizador de ρa en
F 〈〈τ〉〉. De hecho, en F 〈〈τ〉〉, el centralizador de ατ0 es Fτ0 = F pues si(∑∞
i=0 diτ
i
)
(ατ0) = (ατ0)
(∑∞
i=0 diτ
i
)
entonces diα
qi = diα para toda
i = 1, 2, . . .. Obtenemos que (αq
i − α)di = 0 para toda i ≥ 1. Se sigue que
di = 0 para toda i ≥ 1.
Ahora, λρα(ατ
0)λ−1ρα = ρα. Por tanto si µρα = ραµ, entonces µλρααλ
−1
ρα =
λρααλ
−1
ρα µ. De esta forma obtenemos
(λ−1ρα µλρα)(ατ
0) = (ατ0)(λ−1ρα µλρα) =⇒ λ−1ρα µλρα ∈ F =⇒ µ ∈ λραFλ−1ρα .
Seguimos con la construccio´n de ξρ que satisfaga ξρατ
0 = ραξρ. Recorde-
mos que estamos en el caso ρα 6= ατ0. Sea ξρ := λρα .
Sea x ∈ K , entonces ρxρα = ραρx. Se sigue que ρx ∈ λραFλ−1ρα , es decir,
existe t ∈ F tal que ρx = λραtλ−1ρα . Igualando al coeficiente constante, tenemos
t = x, por lo que ξρxτ
0 = λραxτ
0 = ρxλρα = ρxξρ. Es decir, tal ξρ existe.
Veamos que ξρ es u´nico. Sea ξ
′
ρ satisface las mismas condiciones que ξρ.
De la unicidad de λρα se sigue que ξ
′
ρ = ξρ = λρα . uunionsq
Observacio´n 15.3.33. La Ecuacio´n (15.3.4) es fundamental para la demos-
tracio´n del Teorema 15.3.35 y para muchos otros resultados. Adema´s se tiene
que ξρ es la funcio´n exponencial de ρ y los ceros de ξρ forman la red relacionada
con el mo´dulo de Drinfeld.
Proposicio´n 15.3.34. La serie ξρ dada por el Teorema 15.3.32 es una fun-
cio´n entera.
Demostracio´n. Sea ξρ =
∑∞
i=0 ciτ
i con c0 = 1. Se tiene que
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ξρ es una funcio´n entera ⇐⇒
∞∑
i=0
cix
qi =
∞∑
i=0
dqix
qi = f
es una funcio´n entera ⇐⇒ P(f) = − l´ım
i→∞
v∞(dqi)
qi
= −∞
⇐⇒ l´ım
i→∞
v∞(ci)
qi
= l´ım
i→∞
v∞(c
q−i
i ) =∞ ⇐⇒ l´ım
i→∞
|ci|1/qi = 0.
Sea a ∈ A con gr a > 0 por lo que a es transcendente sobre Fq, con el
mismo argumento que usamos para α. Sea ρa = aτ
0 +
∑t
i=1 aiτ
i y sea n ≥ t.
Puesto que ξρaτ
0 = ρaξρ, usando las recursiones halladas anteriormente, se
tiene
(aq
n − a)cn =
t∑
j=1
ajc
qj
n−j .
Entonces, puesto que v∞(a) < 0, v∞(aq
n − a) = qnv∞(a) y
qnv∞(a) + v∞(cn) ≥ mı´n
1≤j≤t
{
v∞(aj) + qjv∞(cn−j)
}
,
lo cual equivale a
v∞(cn)
qn
≥ mı´n
1≤j≤t
{v∞(aj)
qn
+ qj−nv∞(cn−j)
}− v∞(a).
Sea θ tal que θ < v∞(a) < 0. Para n  0, digamos n ≥ n0, se tiene
mı´n1≤j≤t
{ v∞(aj)
qn
}
< v∞(a)−θ. Por tanto v∞(cn)qn ≥ mı´n1≤j≤t
{ v∞(cn−j)
qn−j
}−θ.
Por tanto, por recursio´n, tenemos que v∞(cn)qn −−−−→n→∞ ∞, de donde se sigue
que ξρ es una funcio´n entera. uunionsq
Teorema 15.3.35 (Teorema de uniformizacio´n anal´ıtica). Sea ρ un A–
mo´dulo de Drinfeld sobre C∞. Entonces existe una u´nica red Γ tal que ρ = ρΓ .
Demostracio´n. Sea ρ un A–mo´dulo de Drinfeld sobre C∞ de rango d. Para
la demostracio´n basta considerar un subcampo F de C∞ que sea completo y
que contenga a K∞. El argumento lo haremos sobre F .
Consideramos la funcio´n entera ξρ dada por el Teorema 15.3.32.
Sea Mρ = {x ∈ C∞ | ξρ(x) = 0} el cual esta´ contenido en la cerradura
separable de F ⊆ C∞. Adema´s los ceros de ξρ son simples (Proposicio´n 15.3.21
(4)). Veamos que Mρ es una red. Por la Proposicio´n 15.3.21 (3), se tiene que
Mρ es un A–mo´dulo discreto. Falta ver que Mρ es finitamente generado.
Sea V el K∞ espacio vectorial V = K∞ ⊗AMρ = K∞Mρ y queremos ver
que dimK∞K∞Mρ <∞.
En caso contrario, sea {m1, . . . ,ms, . . .} un infinidad de elementos lineal-
mente independientes sobre K∞ y sea
Vi = K∞m1 ⊕ · · · ⊕K∞mi, Mi := Mρ ∩ Vi.
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Se verifica que Mi es una A–red pues si x, y ∈Mi, αx+βy ∈Mi, α, β ∈ A.
Veamos que Mi es finitamente generado sobre A. Se tiene K∞Mi ⊆ Vi y
si {w1, . . . , ws}, s ≤ i, es una base de K∞Mi = W sobre K∞, sea
L := Aw1 + · · ·+Aws ⊆Mi ⊆W.
Puesto que Mi es discreto en V , existe una vecindad U de 0 en V con
Mi ∩U = {0}. Existe una vecindad U0 de 0 tal que U0 = −U0 y U0 +U0 = U ,
de hecho se puede suponer que U = B(0, ) y U + U = U pues si x, y ∈ U ,
|x|∞ < , |y|∞ < , |x+y|∞ ≤ ma´x{|x|∞, |y|∞} < . Con esto se tiene que para
x, y ∈Mi, (U0 +x)∩ (U0 + y) 6= ∅ ⇐⇒ x = y, pues si z ∈ (U0 +x)∩ (U0 + y)
entonces x = z−a, y = z−b con a, b ∈ U0. Por tanto x−y = b−a ∈ U0−U0 ∈
Mi ∩ U = {0}, por lo que x = y.
Se sigue que Mi/L es un subgrupos discreto tanto de Vi/L como del grupo
W/L = (K∞w1 + · · · + K∞wn)/(Aw1 + · · · + Awn), el cual es compacto
pues K∞/A es compacto al ser K∞ localmente compacto y K denso en K∞,
cocA = K .
Por lo tanto Mi/L es finito y en particular finitamente generado. Adema´s
dimK∞(K∞ ⊗A L) = dimK∞(K∞ ⊗AMi) = dimK∞(W ) = s.
Finalmente
a−1Mi/Mi ∼=
(
A/(a)
)i
y a−1Mi/Mi ⊆ a−1Mρ/Mρ ∼=
(
A/(a)
)d
,
lo cual es una contradiccio´n para i > d.
En resumen, Mρ es una red de rango d.
Sea ρMρ el A–mo´dulo de Drinfeld asociado a Mρ (Teorema 15.3.30) y sea
eMρ su funcio´n exponencial. Puesto que ξρ y eMρ tienen los mismos ceros, los
cuales son simples y Dξρ = DeMρ = 1, se sigue que ξρ = eMρ . Por tanto
ρa = ξρaξ
−1
ρ = eMρae
−1
Mρ
= ρMρa y ρ = ρ
Mρ . uunionsq
Resaltamos el siguiente hecho de la demostracio´n del Teorema 15.3.35.
Corolario 15.3.36. Dado un A–mo´dulo de Drinfeld ρ ∈ DrinA(F ), K∞ ⊆
F ⊆ C∞ con F un campo completo, existe una u´nica serie formal ξρ ∈ F 〈〈τ〉〉
con Dξρ = 1 y ξρa = ρaξρ para toda a ∈ A. uunionsq
Observacio´n 15.3.37. Sea ρ : A −→ C∞〈τ〉 un mo´dulo de Drinfeld de rango
r. Sea Γ la red de rango r correspondiente a ρ, es decir, ρ = ρΓ . Ahora bien,
ρΓa = aP (a
−1Γ/Γ, x) donde
P (Γ ′/Γ, x) = x
∏
µ∈Γ ′/Γ\{0}
(
1− x
eΓ (µ)
)
, eΓ (u) = u
∏
γ∈Γ\{0}
(
1− u
γ
)
.
Por tanto
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aP (a−1Γ/Γ, x) = a
[
x ·
∏
µ∈a−1Γ/Γ\{0}
(
1− x
eΓ (µ)
)]
= ρa(x).
Ahora bien, se tiene ρa(x) = 0 ⇐⇒ ax
∏
µ∈a−1Γ/Γ\{0}
(
1 − xeΓ (u)
)
=
0 ⇐⇒ x = 0 o x = eΓ (µ), µ ∈ a−1Γ/Γ . Por tanto
ρ[a] = eΓ
(
a−1Γ/Γ ) , ρΓa (x) = ρa(x) = ax
∏
µ∈a−1Γ/Γ\{0}
(
1− x
eΓ (µ)
)
.
Ma´s au´n, se tiene
eΓ (au) = ρ
Γ
a (eΓ (u)) = ρa(eΓ (u)).
Proposicio´n 15.3.38. Si ρ es un mo´dulo de Drinfeld, a ∈ A, a 6= 0, la a–
torsio´n de ρ esta´ dada por ρ[a] = eΓ (a
−1Γ/Γ ). uunionsq
Ejemplo 15.3.39. Si C es el mo´dulo de Carlitz y ΓC es la red correspondiente
a C, se tiene
CT (eΓC (u)) = ρT (eΓC (u)) = TeΓC (u) + (eΓC (u))
q = eΓC (Tu).
Es decir,
eΓC (Tu) = TeΓC (u) + eΓC (u)
q .
En general,
eΓC (Mu) = ρM (eΓC (u)) = CM (eΓC (u)) , M ∈ RT .
Como ΓC es una red de rango 1 y A es de ideales principales, Γ = ΓC =
AξC = RT ξC para algu´n ξ = ξC ∈ C∞.
Sea M ∈ RT , C[M ] = eΓC (M−1Γ/Γ ) = eΓC (M−1(Aξ)/Aξ) =
{
eΓC
(
h
M ξ
)
,
h ∈ RT
}
.
La M–torsio´n de C es{
eΓC
( h
M
ξ
)
, h ∈ RR
}
= ΛM .
Notacio´n 15.3.40. eΓC = eC y CM (eC(u)) = eC(Mu) , M ∈ RT y C[M ] =
ΛM =
{
eC
(
h
M ξ
) | h ∈ RT}. Un generador de ΛM es 1M ξ = λM .
En general, para cualquier Γ :
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eΓ (au) = ρ
Γ
a (eΓ (u)) o eΓ (u) = ρ
Γ
a
(
eΓ
(u
a
))
. (15.3.5)
ea−1Γ (u) = a
−1eΓ (au) . (15.3.6)
eΓ (x) = x
∏
γ∈Γ\{0}
(
1− x
γ
)
. (15.3.7)
ρΓa (u) = aP (a
−1Γ/Γ, u)) = au
∏
λ∈eΓ (a−1Γ )\{0}
(
1− u
λ
)
= au
∏
λ∈(a−Γ/Γ )\{0}
(
1− u
eΓ (λ)
)
. (15.3.8)
ρ[a] = eΓ (a
−1Γ/Γ ) con ρ = ρΓ . (15.3.9)
15.3.3. Ca´lculo de ξ = p˜i y de la exponencial de Carlitz
Se tiene eC(Tu) = CT (eC(u)) = TeC(u) + (eC(u))
q. Pongamos la expan-
sio´n de eC(u): eC(u) =
∑∞
i=0
uq
i
Di
con radio de convergencia infinito. Ahora
eC(Tu) =
∞∑
i=0
T q
i
uq
i
Di
= TeC(u) + (eC(u))
q
=
∞∑
i=0
Tuq
i
Di
+
∞∑
i=0
uq
i+1
Dqi
=
∞∑
i=0
Tuq
i
Di
+
∞∑
i=1
uq
i
Dqi−1
.
Por tanto T
qi
Di
= TDi +
1
Dqi−1
, i = 1, 2, . . . y como u
q0
D0
= 1, D0 = 1. Se sigue
T q
i
Dqi−1 = TD
q
i−1 +Di y por tanto Di = (T
qi − T )Dqi−1, i ≥ 1.
Definicio´n 15.3.41. Para i ≥ 0, se define [i] := T qi − T , [0] = 0.
Obtenemos que
Di = [i]D
q
i−1 = [i][i− 1]qDq
2
i−2 = [i][i− 1]q[i− 2]q
2
Dq
3
i−3 = . . .
= [i][i− 1]q[i− 2]q2 . . . [1]qi−1Dqi0 = [i][i− 1]q[i− 2]q
2
. . . [1]q
i−1
.
Esto es
Di =
i∏
j=1
[j]q
i−j
.
En particular, grT Di =
∑i
j=1 q
i−j grT [j] =
∑i
j=1 q
i−jqj = iqi. Por tanto
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grT Di = iq
i , v∞(Di) = −iqi y v∞
(uqi
Di
)
= qiv∞(u) + iqi.
Para i  0, v∞
(
uq
i
Di
)
= qi(v∞(u) + i) > 0 y l´ımi→∞ v∞
(
uq
i
Di
)
= ∞,∑∞
i=0
uq
i
Di
es entera y
eC(u) =
∞∑
i=0
uq
i
Di
=
∞∑
i=0
uq
i∏i
j=1[j]
qi−j
.
Ahora eC(u) no es inyectivo pero podemos definir una inversa de eC(u) en
una vecindad de 0.
Sea logC(u) =
∑∞
i=0
(−1)iuqi
Li
la inversa de eC(u) en una vecindad de 0,
L0 = 1. Ahora se tiene eC(α+ β) = eC(α) + eC(β). Si a = eC(α), b = eC(β),
entonces a + b = eC(α) + eC(β) = eC(α + β) y logC(eC(α + β)) = α + β =
logC(a+ b) = logC(a) + logC(b), por lo que
logC(a+ b) = logC(a) + logC(b) para cualesquiera a, b .
As´ı, eC(Tu) = TeC(u) + eC(u)
q. Se sigue que logC(eC(Tu)) = Tu =
logC(TeC(u)) + logC(eC(u)
q). Sea v = eC(u), u = logC(v). Por tanto
T logC(v) = logC(Tv + v
q) .
Obtenemos
T
∞∑
i=0
(−1)ivqi
Li
= T logC(v) = logC(Tv + v
q) =
∞∑
i=0
(−1)i(Tv + vq)qi
Li
.
Por lo tanto
∞∑
i=0
(−1)iTvqi
Li
=
∞∑
i=0
(−1)iT qivqi + (−1)ivqi+1
Li
=
∞∑
i=0
(−1)iT qivqi
Li
+
∞∑
i=0
(−1)ivqi+1
Li
=
∞∑
i=0
(−1)iT qivqi
Li
+
∞∑
i=1
(−1)i−1vqi
Li−1
.
De esta forma TLi =
T q
i
Li
− 1Li−1 , por lo que Li−1T = Li−1T q
i − Li, Li =
(T q
i − T )Li−1, i ≥ 1. Se sigue que
Li = [i]Li−1 = [i][i−1]Li−2 = · · · = [i][i−1] · · · [1], L0 = 1, y Li =
i∏
j=1
[j].
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Se tiene grT Li =
∑i
j=1 grT [j] =
∑i
j=1 q
j = q q
i−1
q−1 y la serie logC(u) =∑∞
i=0
(−1)iuqi
Li
converge en u ⇐⇒ ∣∣uqiLi ∣∣ −−−→i→∞ 0 ⇐⇒ v∞(uqiLi ) −−−→i→∞ ∞.
Ahora bien
v∞
(uqi
Li
)
= qiv∞(u)− q q
i − 1
q − 1 = q
i
(
v∞(u)− q
q − 1
(
1− 1
qi
))
.
Se tiene que v∞(u)− qq−1
(
1− 1qi
) −−−→
i→∞
v∞(u)− qq−1 . Por lo tanto
l´ım
i→∞
v∞
(uqi
Li
)
=∞ ⇐⇒ v∞(u) > q
q − 1 ⇐⇒ grT (u) < −
q
q − 1 .
Nuestro siguiente objetivo es encontrar una expresio´n de p˜i y hallar su
grado, el cual debe ser − qq−1 o v∞(u) = qq−1 pues el conjunto de ceros de
eC(u) es Ap˜i y su inversa alrededor de 0 esta´ definida para elementos u con
v∞(u) > qq−1 .
Sea
eC(x logC(u)) = Cx(eC(logC(u))) = Cx(u) =
∞∑
j=0
[
x
j
]
uq
j
=
∞∑
i=0
x logC(u)
qi
Di
=
∞∑
i=0
xq
i
Di
( ∞∑
j=0
(−1)juqj
Lj
)qi
=
∞∑
i=0
xq
i
Di
( ∞∑
j=0
(−1)jqiuqi+j
Lq
i
j
)
=
∞∑
i=0
∞∑
j=0
xq
i
Di
(−1)jqiuqi+j
Lq
i
j
=
↑
t=i+j
∞∑
t=0
( t∑
j=0
xq
t−j
Dt−j
(−1)jqt−j
Lq
t−j
j
)
uq
t
.
Por tanto[
x
t
]
=
t∑
j=0
xq
t−j
Dt−j
(−1)jqt−j
Lq
t−j
j
=
↑
(−1)qs=−1
t∑
j=0
(−1)t−j
Lq
j
t−j
xq
j
Dj
por lo tanto
[
x
j
]
=
j∑
i=0
(−1)j−i x
qi
DiL
qi
j−i
.
Por otro lado, puesto que para M ∈ RT , CM =
∑d
i=0 CM,iτ
i es de grado
d = grM y CM,i =
[
M
i
]
, (aqu´ı
[
M
i
]
significa lo mismo en esta nueva notacio´n
que en la notacio´n usual de campos de funciones cicloto´micas, ver Teorema
9.2.3), se sigue
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d∑
i=0
[
M
i
]
uq
i
= CM (u) = eC(M logC(u)) =
∞∑
i=0
[
M
i
]
uq
i
.
Para j > grM ,
[
M
j
]
= 0, esto es, todo polinomio de grado menor a j es
cero de
[
x
j
]
y hay qj de estos polinomios. Definimos
ext(x) =
∏
M∈RT
grM<t
(x−M) =
↑
(x−M)=−M
(
1− xM
)Atx
∏
M∈RT \{0}
grM<t
(
1− x
M
)
,
con At =
∏
M∈RT \{0}
grM<t
(−M) .
Se tiene que ext(x) es de grado q
t en T y se anula en todo M ∈ RT con
grM < t. Se sigue que
[
x
t
]
=
ext(x)
Bt
para algu´n Bt ∈ K = cocA, A = RT .
Calculemos Bt y At.
Se tiene CT t(u) =
∑t
j=0
[
T t
j
]
uq
j
y
[
T t
t
]
= 1. Por lo tanto
[
T t
t
]
= 1 =
ext(T
t)
Bt
. Se sigue que
Bt = ext(T
t) =
∏
grM<t
(T t −M) =
∏
N mo´nico
grN=t
N.
El coeficiente de x en
[
x
t
]
=
∑t
i=0(−1)t−i x
qi
DiL
qi
t−i
aparece con i = 0 y por lo
tanto es igual a (−1)
t
D0Lt
= (−1)
t
Lt
. El coeficiente de x en ext(x)Bt es la constante de
ext(x)
xBt
la cual es AtBt .
En resumen, (−1)
t
Lt
= AtBt y At =
∏
M∈RT \{0}
grM<t
(−M).
Ahora
At =
∏
M∈RT \{0}
grM<t
(−M) =
t−1∏
j=0
∏
grM=j
(−M)
=
↑
M=ajT
j+···+a0
aj
(
T j+···+ a0aj
)
t−1∏
j=0
( ∏
α∈F∗q
α
){ ∏
M mo´nico
grM=j
(−M)
}q−1
=
↑∏
α∈F∗q α=−1
t−1∏
j=0
(−1)Bq−1j = (−1)t(B0 · · ·Bt−1)q−1.
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Por lo tanto
At = (−1)t(B0 · · ·Bt−1)q−1 .
Se sigue que
(−1)t
Lt
=
At
Bt
=
(−1)t(B0 · · ·Bt−1)q−1
Bt
,
es decir Bt = Lt(B0 · · ·Bt)q−1. Para t+ 1 tendremos
Bt+1 = Lt+1(B0 · · ·Bt−1Bt)q−1 = Lt+1(B0 · · ·Bt−1)q−1Bq−1t
= Lt+1
Bt
Lt
Bq−1t =
Lt+1
Lt
Bqt = [t+ 1]B
q
t .
Por tanto Bt+1 = [t+ 1]B
q
t . Por induccio´n se sigue que Bt = Dt de donde
tendremos [
x
t
]
=
ext(x)
Dt
, t ∈ N ∪ {0}.
As´ı[
x
t
]
=
ext(x)
Dt
=
At
Bt
x
∏
M∈RT \{0}
grM<t
(
1− x
M
)
=
(−1)t
Lt
x
∏
M∈RT \{0}
grM<t
(
1− x
M
)
.
En resumen [
x
t
]
=
(−1)t
Lt
x
∏
M∈RT \{0}
grM<t
(
1− x
M
)
.
Se sigue que
x
∏
M∈RT \{0}
grM<t
(
1− x
M
)
= (−1)tLt
[
x
t
]
= (−1)tLt
t∑
i=0
(−1)t−i x
qi
DiL
qi
t−i
=
t∑
i=0
(−1)i Lt
DiL
qi
t−i
xq
i
=
ext(u)
At
.
Recordemos que estamos buscando p˜i. Obtenemos
∞∑
i=0
p˜iq
i
uq
i
Di
= eC(p˜iu) = p˜ix
∏
M∈RT \{0}
(
1− x
M
)
= p˜i l´ım
t→∞
ext(u)
At
= p˜i l´ım
t→∞
( t∑
i=0
(−1)i Lt
DiL
qi
t−i
uq
i
)
= p˜i
∞∑
i=0
{
l´ım
t→∞(−1)
i Lt
Lq
i
t−i
}uqi
Di
.
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Por tanto
p˜iq
i−1 = l´ım
t→∞(−1)
i Lt
Lq
i
t−i
.
Ahora bien, gr Lt
Lq
i
t−i
= q q
t−1
q−1 − qiq q
t−i−1
q−1 =
q
q−1 (q
i − 1). Por tanto
v∞(p˜i) =
q
q − 1 .
Continuamos con nuestro desarrollo para hallar p˜i. Se tiene [i+ 1]− [i] =
T q
i+1 − T − T qi + T = (T q − T )qi = [1]qi . Sea
αi :=
i∏
j=2
(
1− [j − 1]
[j]
)
=
i∏
j=2
[j]− [j − 1]
[j]
=
i∏
j=2
[1]q
j−1
[j]
=
[1](q
i−1)/(q−1)
Li
.
Puesto que
∑∞
j=2
[j−1]
[j] es convergente, l´ımi→∞ αi = α existe. Entonces
α ∈ C∞ y |αi|∞ = 1, por lo que |α|∞ = 1, grαi = 0. Ahora gr(αi+1 − αi) =
−qi(q − 1). Sea δi = αi − α, gr δi = −qi.
Carlitz [18] dedujo que
l´ım
d→∞
d∑
i=0
(−1)i Ld
DiL
qi
d−i
uq
i
=
∞∑
i=0
(−1)i
Di
uq
i
αq
i−1xi,
donde xi = [1]
(qi−1)/(q−1). En particular
p˜iq−1
D1
= l´ım
t→∞
(
− Lt
D1L
q
t−1
)
= (−1)αq−1x1 = (−1)αq−1
y por tanto p˜i = q−1
√
D1α =
q−1
√−[1]α.
Sea ξ0 una ra´ız fija de
q−1
√−[1]. Entonces
p˜i = ξ0
∞∏
i=1
(
1− [i− 1]
[i]
)
, (15.3.10)
p˜i = T (−T ) 1q−1
∞∏
i=1
(1− T 1−qi)−1 ∈ (−T ) 1q−1K∞,
donde K∞ = Fq((1/T )). Todo este desarrollo puede consultarse en [18].
En el caso cla´sico p˜i = ±2pii y ± es la eleccio´n que hagamos de 2√−1 = i.
Corolario 15.3.42. Se tiene
1
p˜i
eC(p˜ix) = x
∏
M∈RT
M 6=0
(
1− x
M
)
. uunionsq
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15.3.4. Morfismos (homomorfismos) entre mo´dulos de Drinfeld
Definicio´n 15.3.43. Sean ρ, ρ′ ∈ DrinA(F ) dos mo´dulos de Drinfeld sobre
F . Una isogen´ıa o morfismo de ρ a ρ′ es un polinomio torcido f ∈ F 〈τ〉 tal
que fρa = ρ
′
af para toda a ∈ A.
El producto de 2 isogen´ıas es una isogen´ıa. De esta forma DrinA(F ) es una
categor´ıa cuyos morfismos son las isogen´ıas y el conjunto de isogen´ıas entre ρ
y ρ′ se denota por Isog(ρ, ρ′). Si 0 6= f ∈ Isog(ρ, ρ′), se tiene
grτ (fρa) = grτ (f) + grτ ρa = grτ ρ
′
a + degτ (f) = grτ (ρ
′
af).
Esto es, gr ρa = gr ρ
′
a para toda a ∈ A . Por tanto ρ y ρ′ tienen el mismo
rango, la misma altura y pertenecen a la misma categor´ıa.
Si φ ∈ Isog(ρ, ρ′), ψ ∈ Isog(ρ′, ρ′′), ψφ ∈ Isog(ρ, ρ′′), es decir
Isog(ρ, ρ′)× Isog(ρ′, ρ′′) −→ Isog(ρ, ρ′′), (φ, ψ) 7−→ ψφ
es un mapeo biaditivo y ψφ es la composicio´n de φ y ψ. Es decir, si φ = f y
ψ = g, fρa = ρ
′
af y gρ
′
a = ρ
′′
ag para toda a ∈ A, entonces gfρa = gρ′af = ρ′′agf
es la composicio´n.
Si f es un isomorfismo y g = f−1, se tiene gfρa = ρa = ρagf para toda
a ∈ A, por lo tanto gf = 1 y por ende f, g ∈ F 〈τ〉∗ = F ∗ .
Ejemplo 15.3.44. Sea A = RT = Fq[T ], K = cocA = Fq(T ) y sean ρ :=
C : A −→ K〈τ〉, T 7−→ CT = T +τ ; ρ′ = C ′T : A −→ K〈τ〉, T 7−→ C ′T = T −τ .
Entonces
ρ y ρ′ son isomorfos ⇐⇒ existe α ∈ Fq(T )∗ = F∗q tal que αCT = C ′Tα
⇐⇒ α(T + τ) = αT + ατ = (T − τ)α = Tα− αqτ ⇐⇒ αq−1 = −1.
Si p 6= 2, −1 6= 1 y αq−1 = 1 para toda α ∈ F∗q . Por tanto C y C ′ no son
isomorfos sobre K para toda p 6= 2. Para p = 2, −1 = 1 y C = C ′.
Ahora sea L cualquier campo conteniendo K( q−1
√−1) y α = q−1√−1, por
lo tanto C ′T = T − τ es isomorfo a CT = T + τ sobre L, es decir cuando
consideramos C,C ′ : A −→ L〈τ〉.
15.4. Teor´ıa de campos de clase
15.4.1. Antecedentes
Aqu´ı presentamos la teor´ıa de campos de clase expl´ıcita desarrollada por
D. Hayes, la cual utiliza mo´dulos de Drinfeld de rango 1 y nos da extensiones
abelianas expl´ıcitas.
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En los an˜os 1930’s, L. Carlitz desarrollo´ la teor´ıa de campos de clase sobre
K = Fq(T ) usando el mo´dulo de Carlitz sobre A = Fq[T ]. Esta teor´ıa fue
de alguna forma olvidada. Sin embargo D. Hayes, alumno de Carlitz, noto´ la
gran similitud entre la teor´ıa de grupos formales desarrollada por L. Lubin y
J. Tate para hacer teor´ıa de campos de clase locales con la accio´n de Carlitz:
grupos formales: F (X) = piX + Xq; mo´dulo de Carlitz: CT = T + τ
q, y con
esto desarrollo´ la teor´ıa empezada por Carlitz para hacer teor´ıa de campos
de clase global expl´ıcita: [54, 55, 57]. En este cap´ıtulo presentamos las ideas
ba´sicas desarrolladas por Hayes.
Sea K un campo de funciones sobre Fq y sea p∞ un lugar fijo, grK p∞ =
d∞. Sea F∞ = Fqd∞ el campo residual de K en p∞ y tambie´n de la comple-
tacio´n K∞ = Kp∞ . Sea A = {x ∈ K | vp(x) ≥ 0 para toda p 6= p∞}. Para
x ∈ K ∗, grx = −dp∞vp∞(x) = −d∞v∞(x). Si x ∈ A,
∣∣A/xA∣∣ = qgr x y en
general ponemos Nx = qgr x y para A ideal de A,
ρ[A] = {u ∈ K¯ | ρa(u) = 0 para toda a ∈ A} = {u ∈ K¯ | ρA(u) = 0}
donde RρA es el ideal izquierdo generado por {ρa}a∈A en R = K 〈τ〉.
Definicio´n 15.4.1. El grupo de Picard de A, PicA se define por PicA =
ClA =
DA
PA
donde DA es el grupo de divisores fraccionarios de A y PA es el
subgrupo de los ideales principales PA y hA = |PicA| = d∞hK .
Esta definicio´n ya la hab´ıamos dado (despue´s del Corolario 10.2.14).
Sea ρ un mo´dulo de Drinfeld de rango r, ρ : A −→ F 〈τ〉 con K ⊆ F , es
decir δ : −→ F es el encaje natural.
Sea ρ[a] ∼= (A/(a))r y sea Fρ,a := F (ρ[a]), a ∈ A, a 6= 0.
Teorema 15.4.2. Se tiene que Fρ,a/F es una extensio´n de Galois. Sea Gρ,a =
Gal(Fρ,a/F ). Entonces existe un monomorfismo natural Gρ,a −→ GLr(A/(a))
donde GLr(M) = AutA/aA(A/(a))
r que es el grupo de matrices invertibles
r × r con entradas en A/(a).
Demostracio´n. Se tiene ρ[a] = {ξ ∈ F¯ | ρa(ξ) = 0} y ρa = a +
∑r gr a
i=1 αiτ
i,
r ≥ 1, αr 6= 0. Por tanto ρa(ξ) = aξ +
∑r gr a
i=1 αiξ
qi es un polinomio separable
de grado qr gr a. Por tanto Fρ,a/F es una extensio´n de Galois pues al ser
Fρ,a = F (ρ[a]), la extensio´n es normal, esto es, ρa(u) ∈ F [u] se descompone
en Fρ,a.
Sea σ ∈ Gρ,a. Entonces si ξ ∈ ρ[a], ρa(ξ) = 0 y σρa(ξ) = ρa(σξ) = 0, por
lo tanto σξ ∈ ρ[a]. Adema´s, si b ∈ A,
ρb = b+
r gr b∑
i=1
βiτ ∈ F 〈τ〉, ρb(σξ) = b(σξ) +
r gr b∑
i=1
βi(σξ)
qi
con β1, · · · , βr gr b ∈ F¯ por lo que ρb(σξ) = σ(ρbξ). Por lo tanto σ ∈ Aut(ρ[a])
y σ ∈ GLr(A/aA) (se tiene que σ ∈ Aut(ρ[a]) pues σ ◦ σ−1 = Idρ[a]). Por lo
tanto Gρ,a ⊆ GLr(A/(a)). uunionsq
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Corolario 15.4.3. Si r = 1, Gρ,a es abeliano y Gρ,a ⊆ (A/(a))∗.
Demostracio´n. Se tiene Gρ,a ⊆ GL1(A/(a)) ∼= (A/(a))∗. uunionsq
Observacio´n 15.4.4. En general el problema de encontrar la imagen de Gρ,a
en GLr(A/aA) es complicado.
Campos de clase para el caso hA = 1
Para este caso tenemos que hA = 1 = d∞hK (ver Corolario 10.2.14) por
lo que d∞ = 1 y hK = 1. U´nicamente hay 8 campos K de ge´nero gK > 0
y hK = 1 y u´nicamente 4 de ellos tienen un primo de grado 1 y adema´s este
primo es u´nico en cada caso. Por tanto hay u´nicamente 5 casos A con hA = 1:
los 4 anteriormente y el caso gK = 0.
Sea A con hA = 1 y sea ρ ∈ DrinA(K ) de rango 1. Se probara´ que ρ si se
pueden definir sobre K en este caso. Sea A cualquier ideal de A. Entonces A
es principal y sea αA un generador de A.
Ahora, el ideal generado por A en R = K 〈τ〉 es principal. Sea ρA ∈ K 〈τ〉
tal que RA = RρA. Podemos seleccionar ρA mo´nico pues ρA ∈ K 〈τ〉 y si ξ es
el coeficiente l´ıder, RρA = Rξ
−1ραA , ξ ∈ K . Notemos que RρA = RραA . Sea
βA ∈ K tal que ραA = βAρA, es decir, βA es el coeficiente l´ıder de ραA .
Ahora bien, puesto que rρ = 1, tenemos ρ[A] ∼= A/A (Corolario 15.2.57).
Sea λA un generador de ρ[A] = ρ[αA] = ρ[ρA] como A–mo´dulo y sea Gρ,A =
Gal(Kρ,A/K ) con Kρ,A = K (ρ[A]).
Definicio´n 15.4.5. Se define el polinomio cicloto´mico con respecto a A por:
ψA(u) =
∏
α¯∈(A/A)∗
(u− ρα(λA)).
Se tiene que gru ψA(u) =
∣∣(A/A)∗∣∣. Adema´s, ψA(u) ∈ K (ρ[A])[u] =
Kρ,A[u]. Si ρα(λA) = ρβ(λA), entonces ρα−β(λA) = 0 y α − β ∈ A, esto
es, α¯ = β¯, es decir, ψA(u) es separable.
Proposicio´n 15.4.6. Si hA = 1, entonces para todo ideal A no cero de A, se
tiene ψA(u) ∈ K [u].
Demostracio´n. Si σ ∈ Gρ,A, se tiene que σλA es generador de ρ[A] pues
σ−1(σλA) = λA y para α¯ ∈ (A/A)∗, ρα(λA) es generador de ρ[A] pues existe
β ∈ A con αβ ≡ 1 mo´d A, por lo que ρβρα(λA) = ρ1(λA) = λA.
Por tanto σλA = ρα(λA) para algu´n α¯ ∈ (A/A)∗. Digamos σλA = ρασ (λA),
α¯σ ∈ (A/A)∗. Se tiene σρβ(λA) = ρβ(σλA) = ρβ(ρασ (λA)) = ρβασ (λA) y si
ρβσσ (λA) = ργασ (λA), entonces βασ − γασ ∈ A y puesto que ασ ∈ (A/A)∗,
se sigue que β¯ = γ¯ lo cual implica que ρβ(λA) = ργ(λA). En otras palabras,
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σ(ψA(u)) = σ
( ∏
β¯∈(A/A)∗
(u− ρβ(λA))
)
=
∏
β¯∈(A/A)∗
(u− ρβασ (λA))
=
∏
β¯∈(A/A)∗
(u− ρβ(λA)) = ψA(u),
de donde se sigue que ψA ∈ K [u]. uunionsq
En la siguiente proposicio´n supondremos que ρ : A −→ K 〈τ〉, esto es, que
ρ esta´ definido sobre K , lo cual es cierto pues hA = 1 pero lo probaremos
ma´s adelante.
Proposicio´n 15.4.7. Con las notaciones anteriores, hA = 1 y ρ de rango 1,
consideremos A = pm con p un ideal primo no cero de A. Entonces:
(1) p es totalmente ramificado en K (ρ[pm])/K por lo que su ı´ndice
de ramificacio´n es ep(Kρ,pm |K ) = [Kρ,pm : K ].
(2) Si q es cualquier otro ideal primo no cero distinto a p∞ y a p,
entonces q es no ramificado en Kρ,pm/K .
Demostracio´n. Sea α generador de p. Por tanto αm es generador de pm:
D(ρpm) = ρpm(0) = α
m donde ρpm(0) denota la constante de ρpm , o lo que es
lo mismo, a ρ′pm(u).
Sea λ = λpm un generador de ρ[p
m]. Sea f(u) = ραm(u) y ραm(λ) = 0.
Por tanto g(u) = Irr(λ, u,K ) | f(u). Sea f(u) = g(u)h(u), por lo tanto
αm = f ′(u) = g′(u)h(u) + g(u)h′(u).
Sea O la cerradura entera de A en Kρ,pm = K (ρ[pm]) y αm = f ′(λ) =
g′(λ)h(λ).
O Kρ,pm
A K
Por lo tanto (g′(λ))O | (αm)O = pmO. Puesto que
DO/A = mcd{F ′(ξ) | ξ es entero, Kρ,pm = K (ξ), F (u) = Irr(ξ, u,K )},
se obtiene que DO/A | (P1 · · ·Ph)me donde pO = (P1 · · ·Ph)e.
Como consecuencia, obtenemos que los u´nicos posibles primos ramifi-
cados en Kρ,pm/K son p y p∞. Veamos a continuacio´n el valor de e :=
eKρ,pm/K (Pi|p). Sea d := gr p. Se tiene
ρpm(u) = ρp(ρpm−1(u)) =
d∑
i=0
ci
(
ρpm−1(u)
)qi
con ρp =
d∑
i=0
ciτ
i, c0 = α.
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Por tanto
ρpm(u) = ρpm−1(u)
( d∑
i=0
ci
(
ρpm−1(u)
)qi−1)
= ρpm−1(u)t(u),
con
t(u) =
ρpm(u)
ρpm−1(u)
=
d∑
i=0
ci
(
ρpm−1(u)
)qi−1 ∈ K [u].
Adema´s t(ξ) = 0 ⇐⇒ ξ ∈ ρ[pm] \ ρ[pm−1] ⇐⇒ ξ es generador de ρ[pm].
Por tanto
t(u) =
∏
δ¯∈(A/pm)∗
(u− ρδ(λ)) y t(0) = ±
∏
δ
ρδ(λ) =
ρpm(0)
ρpm−1(0)
= α.
Se sigue que α = ±∏δ ρδ(λ) .
Ahora ρa(u) = uH(u) con algu´n H(u) ∈ K [u], por lo tanto ρa(λ) =
λH(λ) y λ | ρa(λ). Si δ¯ ∈
(
A/pm
)∗
entonces ρδ(λ) es generador ρ[p
m] por
lo tanto ±α = β0λs con s :=
∣∣(A/pm)∗∣∣ y β0 una unidad en O. Adema´s
vPi(λ) ≥ 1 pues ±α = λ ·
∏
δ 6=1 ρδ(λ) y por lo tanto si se tuviese vPi(λ) ≤ 0,
entonces se tendr´ıa vPi(α) ≤ 0. Se sigue que
e = vPi(p) = vPi(α) = vPi
(∏
δ
ρδ(λ)
)
= vPi(β0λ
s) = svPi(λ) ≥ s.
Por lo tanto
e ≥ s = ∣∣(A/pm)∗∣∣ ≥ ∣∣Gal(Kρ,pm/K )∣∣ = [Kρ,pm : K ] ≥ e.
Se sigue que e = [Kρ,pm : K ] y p es totalmente ramificado en Kρ,pm/K . uunionsq
Corolario 15.4.8. Si hA = 1 y ρ es de rango 1, entonces
(1) ψpm(u) =
ρpm(u)
ρpm−1(u)
=
∏
λ∈ρ[pm]\ρ[pm−1]
(u−λ) = Irr(λ, u,K ) = t(u).
(2) Si A es cualquier ideal no cero de A, Kρ,A = K (ρ[A]) = K (λA).
Entonces Gρ,A = Gal(Kρ,A/K ) ∼=
(
A/A
)∗
=
(
A/(a)
)∗
donde A =
(a).
(3)
∣∣Gρ,A∣∣ = [Kρ,A : K ] = Φ(A) := ∣∣(A/A)∗∣∣.
Demostracio´n. Igual que en el caso cicloto´mico, es decir, para el mo´dulo de
Carlitz (Teorema 9.2.27). uunionsq
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Teorema 15.4.9. Sea A con nu´mero de clase 1 y sea ρ ∈ DrinA(K ) un
mo´dulo de Drinfeld de rango 1 sobre K . Sea p un ideal primo no cero de A
primo relativo a A. Entonces si ϕp denota al s´ımbolo de Artin (automorfismo
de Frobenius), ϕp =
(
Kρ,A/K
p
)
, se tiene λϕp = ϕp(λ) = ρp(λ) para λ ∈
ρ[A].
Demostracio´n. Sea λ = λA un generador de ρ[A] y sea P un divisor primo en
Kρ,A encima de p. Entonces
ρp(u)
u =
∏
a∈(A/p)∗(u− ρa(λp)) y de ah´ı se sigue,
como en el caso cicloto´mico, que
ρp(u)
u es Eisenstein (ver [134, Proposition
12.3.18] o la demostracio´n del Teorema 9.3.3).
Si
ρp(u)
u =
∏
a∈(A/(a))∗(u−ρa(λp)) = uq
d−1 +βqd−2uq
d−2 + · · ·+β1u+β0,
entonces p divide a βi, 0 ≤ i ≤ qd − 2. Se sigue que
ρp(λA) = λA ·
∏
a∈(A/A)∗
(λA − ρa(λp)) ≡ λq
d
A mo´d P.
Adema´s, ϕp(λA) = λ
ϕp
A ≡ λq
d
A mo´d P. Para ver la igualdad λ
ϕp
A = ρp(λA)
se procede como en el caso cicloto´mico, (ver Teorema 9.3.3). uunionsq
Observacio´n 15.4.10. Puesto que el automorfismo de Frobenius en el caso
hA = 1 y en el caso cicloto´mico (Carlitz) esta´ dado de manera totalmente
ana´loga, toda la descomposicio´n de los primos finitos es igual en ambos casos.
Ma´s dif´ıcil es probar que la descomposicio´n de p∞ es totalmente similar al
primo infinito P∞ en el caso del mo´dulo de Carlitz (notemos que d∞ = 1).
Ver despue´s de la demostracio´n del Teorema 15.4.67 y el grupo Ip∞ descrito
ah´ı ([56, Proposition 4.15]).
Campos de clase para el caso general
Sea K cualquier campo de funciones congruente, p∞ un lugar fijo de K ,
d∞ = gr p∞ y A = {x ∈ K | vp(x) ≥ 0, p 6= p∞}. Sea ρ ∈ DrinA(C∞) un
A–mo´dulo de Drinfeld sobre C∞ de rango 1.
Definicio´n 15.4.11. Un campo de clase de A significa una extensio´n abeliana
finita L de K tal que p∞ se descompone totalmente en L/K . Un campo de
clase restringido de A significa una extensio´n abeliana finita de K .
Definicio´n 15.4.12. Sea ρ un A–mo´dulo de Drinfeld sobre C∞ tal que δ(a) =
a para toda a ∈ A donde ρ es de cualquier rango. Sea K ⊆ E ⊆ C∞ un
subcampo que contiene a K . Se dice que ρ esta´ definido sobre E o que E es
un campo de definicio´n para ρ si ρ es isomorfo sobre C∞ a un A–mo´dulo de
Drinfeld ρ′ tal que ρ′a ∈ E〈τ〉 para toda a ∈ A.
Observacio´n 15.4.13. Se tiene que K F∞ ⊆ Kρ pues todo ρ ∈ DrinA(C∞)
esta´ definido sobre K y por la Observacio´n 15.4.24, F∞ ⊆ Kρ.
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Ejemplo 15.4.14. Si ρ es un A–mo´dulo de Drinfeld de rango uno, entonces
K∞ es un campo de definicio´n para ρ. En efecto existe una red Γ de rango
1 en C∞ tal que ρ = ρΓ . Puesto que rΓ = 1, entonces Γ ∼= I donde I es un
ideal no cero de A y por tanto existe ξ ∈ C∞ tal que Γ ′ = ξΓ ⊆ K∞ ⊆ C∞.
La construccio´n de ρΓ
′
es de hecho sobre K∞. Ahora ρΓ
′
= ξρξ−1.
Ma´s precisamente, Γ = ξ1I1 con ξ1 ∈ C∞, ξi 6= 0 e I1 ideal de A. Si
ξ := ξ−11 , entonces Γ
′ := ξΓ = I1 y la construccio´n de ρΓ
′
se puede realizar
sobre K∞.
Teorema 15.4.15. Sea ρ un A–mo´dulo de Drinfeld sobre C∞ de cualquier
rango. Entonces existe un campo de definicio´n Kρ de ρ el cual es finitamente
generado sobre K y que esta´ contenido en cualquier campo de definicio´n para
ρ, es decir, Kρ es el mı´nimo campo de definicio´n para ρ.
Demostracio´n. Para a ∈ A, sea ρa = a+
∑rρ gr a
i=1 ciτ
i, ci ∈ C∞. Para ξ ∈ C∗∞
tenemos
(ξρξ−1)a = ξ
(
a+
rρ gr a∑
i=1
ciτ
i
)
ξ−1 = a+
rρ gr a∑
i=1
ξciξ
−qiτ i = a+
rρ gr a∑
i=1
ξ1−q
i
ciτ
i.
Como notacio´n ponemos:
ρa = a+
rρ gr a∑
i=1
ci(ρ, a)τ
i, (15.4.11)
ci(ξρξ
−1, a) = ξ1−q
i
ci(ρ, a).
Sea a ∈ A no constante fija y sea S = {ci | ci 6= 0}. Notemos que a es
trascendente sobre Fq y ρa 6= a. Sea
g := mcd{qi − 1 | i ∈ S} y sea g =
∑
j∈S
αj(q
j − 1)
para algunas αj ∈ Z. Para i ∈ S, sea
Ii = Ii(ρ, a) := ci
(∏
j∈S
c
αj
j
)(1−qi)/g ∈ C∞. (15.4.12)
Se tiene Ii(ρ, a) = ci(ρ, a)
(∏
j∈S ci(ρ, a)
αj
)(1−qi)/g
. El conjunto {Ii(ρ, a) |
i ∈ S} esta´n en el campo de definicio´n de ρ.
Sea θ(cj) = ξ
1−qjcj . Entonces
θ(Ii) = ξ
1−qici
[∏
j∈S
(ξ1−q
j
cj)
αj
](1−qi)/g
= ξ1−q
i
ci
[∏
j∈S
ξ(1−q
j)αj
](1−qi)/g(∏
j∈S
c
αj
j
)(1−qi)/g
= ξ1−q
i
ci
(
ξ−g
)(1−qi)/g(∏
j∈S
cαJj
)(1−qi)/g
= Ii.
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Los A–mo´dulos de Drinfeld isomorfos a ρ, esta´n dados por ξρξ−1 con
ξ ∈ C∗∞, es decir, son ξρaξ−1. Por tanto se tiene que {Ij | j ∈ S} pertenecen
a cualquier campo de definicio´n de ρ pues Ii(ξρξ
−1, a) = Ii(ρ, a), por lo que
Ii(ρ, a) esta´ en cualquier campo de definicio´n de ρ.
Sea Kρ := K (Ij | j ∈ S). Sea ξ ∈ C∞ seleccionado tal que ξg =
∏
i∈S c
αi
i .
Entonces Ii = ci(ξ
g)(1−q
i)/g = ξ1−q
i
ci. Por tanto
(ξρξ−1)a = a+
rρ gr a∑
i=1
ξ1−q
i
ciτ
i = a+
rρ gr a∑
i=1
Iiτ
i
tiene coeficientes en Kρ.
Falta ver que Kρ es un campo de definicio´n de ρ. Se tiene que ξρaξ−1 ∈
Kρ〈τ〉 con ξg =
∏
i∈S c
αi
i . Sea x ∈ A. Se quiere ver que ξρxξ−1 ∈ Kρ〈τ〉.
Ahora si ρ′ = ξρξ−1, ρ′a ∈ Kρ〈τ〉. Se quiere probar que ρ′x ∈ Kρ〈τ〉.
Sea ρ′a =
∑r
i=0 biτ
i con b0 = a y ci ∈ Kρ y sea ρ′x =
∑s
j=0 djτ
j . Queremos
probar que dj ∈ Kρ.
Se tiene ρ′aρ
′
x = ρ
′
xρ
′
a por lo que
µ =
( r∑
i=0
biτ
i
)( s∑
j=0
djτ
j
)
=
r∑
i=0
s∑
j=0
bid
qi
j τ
i+j =
r+s∑
l=0
( l∑
t=0
btd
qt
l−t
)
τ l,
δ =
( s∑
j=0
djτ
j
)( r∑
i=0
biτ
i
)
=
s∑
j=0
r∑
i=0
djb
qj
i τ
j+i =
r+s∑
l=0
( l∑
t=0
bq
l−t
t dl−t
)
τ l,
µ = δ lo que implica que
∑l
t=0 btd
qt
l−t =
∑l
t=0 b
ql−t
t dl−t. Por lo tanto
bq
l
0 dl − b0dl =
l∑
t=1
(
btd
qt
l−t − bq
l−t
t dl−t
)
.
Puesto que b0 = a, obtenemos
(aq
l − a)dl =
l∑
t=1
(
btd
qt
l−t − bq
l−t
t dl−t
)
.
Se sigue que dj ∈ Kρ y Kρ es un campo de definicio´n ρ′. uunionsq
Observacio´n 15.4.16. Se vera´ que si ρ es de rango 1, Kρ es el campo de
clase de Hilbert de K , es decir Kρ/K es la ma´xima extensio´n abeliana no
ramificada en donde p∞ se descompone totalmente. En particular para A–
mo´dulos de Drinfeld de rango 1 sobre C∞, Kρ es independiente de ρ.
Nuevamente consideramos Pic(A) = DAPA el grupo de Picard de A, DA
los ideales fraccionarios de A y PA los ideales fraccionarios principales de A.
Tambie´n se tiene Pic(A) ∼= IA/QA donde IA es el conjunto de los ideales no
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cero de A y QA es el conjunto de ideales principales no cero de A (Teorema
10.2.16).
Sea hA =
∣∣Pic(A)∣∣ = d∞hK (Corolario 10.2.14) y sea DrinA(C∞) el con-
junto de mo´dulos de Drinfeld sobre C∞. Sea A un ideal de A y ρ ∈ DrinA(C∞).
Sea IA el ideal izquierdo generado por {ρa}a∈A, es decir, IA = R · {ρa}a∈A,
R = C∞〈τ〉.
Sea ρA un generador de IA. Sea ρA = f1(τ)ρa1 + · · · + fm(τ)ρam ,
a1, . . . , am ∈ A, fi(τ) ∈ R. Notemos que para toda a ∈ A, IAρa ⊆ IA pues
si µ =
∑n
i=1 riρa′i , a
′
i ∈ A, µρa =
∑n
i=1 riρa′iρa =
∑n
i=1 riρa′ia ∈ IA ya que
a′ia ∈ A.
Dado a ∈ A, ρAρa ∈ IA por lo que existe un u´nico ρ′a ∈ R tal que
ρAρa = ρ
′
aρA.
Sea ρ′ : A −→ C∞〈τ〉, a 7−→ ρ′a. Este es un A–mo´dulo de Drinfeld sobre
C∞ y se denota
ρ′ := A ? ρ. (15.4.13)
Observacio´n 15.4.17. Todo el desarrollo anterior es va´lido para cualquier
mo´dulo de Drinfeld ρ ∈ DrinA(F ) con F arbitrario. A continuacio´n probamos
que ρ′ ∈ DrinA(F ) y de hecho que si δ′ es el mapeo estructural δ′ : A −→ F
de ρ′, entonce δ′ = δ donde δ es el mapeo estructural de ρ.
Primero notemos que ρ y ρ′ son iso´genos con isogen´ıa ρA, es decir, ρAρa =
ρ′aρA. El hecho de que ρ
′ es un mo´dulo de Drinfeld se verifica de manera
rutinaria:
ρAρab = ρ
′
abρA,
ρAρab = ρAρaρb = ρ
′
aρAρb = ρ
′
aρ
′
bρA,
}
=⇒ ρ′ab = ρ′aρ′b.
ρAρa+b = ρ
′
a+bρA,
ρAρa+b = ρA(ρa + ρb) = ρAρa + ρAρb
= ρ′aρA + ρ
′
bρA = (ρ
′
a + ρ
′
b)ρA,
 =⇒ ρ′a+b = ρ′a + ρ′b.
Sea ρA = di0τ
i0 +
∑m
i=i0+1
diτ
i, di0 6= 0. El te´rmino i0 en cada lado de la
ecuacio´n ρAρa = ρ
′
aρA es di0δ(a)
qi0 = β0di0 donde ρ
′
a = β0 +
∑n
i=1 βiτ
i. Por
lo tanto β0 = δ(a)
qi0 , es decir, D(ρ′a) = δ(a)
qi0 .
Ahora ρ[I] = nu´c ρI (Proposicio´n 15.2.58) y |ρ[A]| = |nu´c ρA| = qgrA−i0 .
Si hρ = 0, i0 = 0, δ(a)
qi0 = δ(a) y ρ′ es un mo´dulo de Drinfeld (este es
nuestro caso δ : A ↪→ C∞, sin embargo podemos probar el caso general). Si
car ρ = q 6= 0, δ(A) ∼= A/q subcampo de F . Cuando se probo´ que hρ ∈ N∪{0},
se probo´ que i0 = hρm grK q con A
m = (y) principal (ver la demostracio´n del
Teorema 15.2.56).
Si x ∈ δ(A) = A/q, xqgr q = x por lo que xqi0 = xqgr qhρm = x. Por lo tanto
δ(a)q
i0
= δ(a) y ρ′ es un mo´dulo de Drinfeld.
Ahora, para ξ ∈ C∞,
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ρa = a+
rρ gr a∑
i=1
ci(ρ, a)τ
i y
ξρaξ
−1 = a+
rρ gr a∑
i=1
ξ1−q
i
ci(ρ, a)τ
i = a+
rρ gr a∑
i=1
ci(ξρξ
−1, a)τ i,
es decir
ci(ξρξ
−1, a) = ξ1−q
i
ci(ρ, a).
Ahora en general
ρAρa =
( m∑
i=0
diτ
i
)( rρ gr a∑
j=0
cj(ρ, a)τ
j
)
=
m∑
i=0
rρ gr a∑
j=0
dicj(ρ, a)
qiτ i+j =
m+rρ gr a∑
l=0
( l∑
t=0
dtcl−t(ρ, a)q
t
)
τ l,
ρ′aρA =
( rρ gr a∑
j=0
cj(ρ
′, a)τ j
)( m∑
i=0
diτ
i
)
=
rρ′ gr a∑
j=0
m∑
i=0
cj(ρ
′, a)dq
j
i τ
j+i
=
m+rρ′ gr a∑
l=0
( l∑
t=0
dq
l−t
t cl−t(ρ
′, a)
)
τ l.
Por lo tanto rρ = rρ′ y
l∑
t=0
dtcl−t(ρ, a)q
t
=
l∑
t=0
dq
l−t
t cl−t(ρ
′, a), 0 ≤ l ≤ m+ rρ gr a.
Sea ρ′′ tal que ρA(ξρaξ−1) = ρ′′aρA. Entonces
l∑
t=0
dtcl−t(ξρξ−1, a)q
t
=
l∑
t=0
dt
(
(ξ1−q
l−t
)q
t
cl−t(ρ, a)
)qt
=
l∑
t=0
dt(ξ
qt−ql)cl−t(ρ, a)q
t
=
1
ξql
( l∑
t=0
dt
(
ξcl−t(ρ, a)
)qt)
=
l∑
t=0
dq
l−t
t cl−t(ρ
′′, a).
Es decir, 1
ξql
∑l
t=0 dt
(
ξcl−t(ρ, a)
)qt
=
∑l
t=0 d
ql−t
t cl−t(ρ
′′, a). ¿Cual es ρ′′?
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Tambie´n se tiene ρAρa = ρ
′
aρA lo cual implica que
ξρaξ
−1 = ξ(ρ−1A ρ
′
aρA)ξ
−1,
por lo que
ρA(ξρaξ
−1) = (ρAξρ−1A )ρ
′
a(ρAξ
−1ρ−1A )ρA = (µρ
′
aµ
−1)ρA = ρ′′aρA,
donde µ = ρAξρ
−1
A . El problema es que en general µ ∈ E〈〈τ〉〉. Por ejemplo,
ρA = 1−τ , ρ−1A =
∑∞
i=0 τ
i, ρAξρ
−1
A = (1−τ)ξ
∑∞
i=0 τ
i = (ξ−ξqτ)(∑∞i=0 τ i) =∑∞
i=0 ξτ
i −∑∞i=0 ξqτ i+1 = ξ + (ξ − ξq)∑∞i=1 τ i.
Ahora si A = (a) es principal con a 6= 0, sea α = crρ gr a(ρ, a) el coeficiente
l´ıder de ρa. Se tiene que ρa es generador de IA. Entonces ρA = α
−1ρa, es
decir, el coeficiente l´ıder de ρA es 1. Se tiene (A ? ρ)b = ρ
′
b,
ρ′b = ρAρbρ
−1
A = α
−1ρaρbρ−1a α = α
−1ρbρaρ−1a α = α
−1ρbα,
por lo tanto ρ y A ? ρ son isomorfos. Entonces, si consideramos las clases de
isomorfismo de A–mo´dulos de Drinfeld ρ sobre F , el conjunto IA de ideales
no cero de A actu´a en los mo´dulos de Drinfeld por medio de A ? ρ. Si A es
principal, ρ y A ? ρ son isomorfos, por lo tanto Pic(A) ∼= IAQA actu´a sobre las
clases de isomorfismos de A–mo´dulos de Drinfeld.
Adema´s, A ? ρ y ρ tienen el mismo rango y D(A ? ρ) = D(ρ) = δ, por
lo que Pic(A) actu´a en las clases de isomorfismos de mo´dulos de Drinfeld de
rango fijo r.
Definicio´n 15.4.18. El campo de clase de Hilbert HA ⊆ C∞ es la ma´xima
extensio´n abeliana de K = cocA donde p∞ se descompone totalmente.
Observacio´n 15.4.19. Veremos que HA = Kρ donde ρ es un A–mo´dulo de
Drinfeld de rango 1. En particular Kρ es independiente de ρ (ver Proposicio´n
15.4.53).
Para poder mostrar que Kρ = HA se usara´ una funcio´n signo la cual dara´
lugar a un grupo Pic+(A) el cual de hecho es una extensio´n de Pic(A). Se tiene
que Pic+(A) corresponde a una extensio´n H+A de K , donde todos los primos
finitos de K son no ramificados. La idea de la funcio´n signo es controlar el
coeficiente l´ıder de ρa lo cual resulta ma´s eficiente que controlar Kρ. De esta
forma evitamos tratar con clases de isomorfismos de A–mo´dulos de Drinfeld
de rango 1.
El campo H+A es el ana´logo al caso nume´rico del campo de clase de Hilbert
extendido (una vez fijado el signo). En el caso nume´rico, el campo de clase
extendido corresponde a que los ideales primos no cero totalmente descom-
puestos, son los principales generados por elementos totalmente positivos. En
el caso de H+A se tendra´ el ana´logo con elementos positivos con respecto al
signo.
En el resto de este cap´ıtulo consideraremos u´nicamente A–mo´dulos de
Drinfeld sobre C∞ de rango 1, aunque en algunos casos, los resultados son
va´lidos para rango r arbitrario.
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Definicio´n 15.4.20. Una funcio´n signo sgn: K ∗∞ −→ F∗∞ es una homomor-
fismo tal que sgn |F∗∞ = IdF∗∞ y 1 + pˆ∞ = U
(1)
K∞ = U
(1)
∞ ⊆ nu´c sgn. Por
tanto sgn esta´ totalmente determinado por sgn(pi∞) puesto que como grupos
K ∗∞ = U
(1)
K∞ × F∗∞ × (pi∞). Usamos la convencio´n sgn(0) = 0.
Para σ ∈ Gal(F∞/Fq), la composicio´n σ ◦ sgn se llama torcer la funcio´n
signo o un torcimiento de la funcio´n signo. La funcio´n σ ◦ sgn se llama signo
torcido.
Ahora
∣∣F∗∞∣∣ = qd∞−1 por lo que hay qd∞−1 funciones signo dependiendo
de nuestra eleccio´n sgn(pi∞) ∈ F∗∞.
Ma´s au´n, si sgn y sgn′ son dos funciones signo, sea f : K ∗∞ −→ F∗∞, f(x) =
sgn(x)
sgn′(x) . Se tiene que f(ξ) = 1 para toda ξ ∈ Up∞ = U y para toda ξ ∈ F∞.
Por tanto f esta´ totalmente determinado por f(pi∞). Sea f(pi∞) = ξ ∈ F∗∞ ∼=
Z/(qd∞ − 1)Z. Entonces el diagrama
K ∗∞
f //
v∞ ''
F∗∞
Z ∼= K ∗∞/(U (1)∞ × F∗∞)
φ
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es conmutativo pues (φ ◦ v∞)(pi∞) = φ(1) = ξ = f(pi∞).
Puesto que para x ∈ K ∗∞ se tiene grx = −d∞v∞(x), se sigue que
f(x) = φ(v∞(x)) = ξv∞(x) = ξ(− gr x)/d∞ = ξ
(gr x)/d∞
0 ,
donde ξ0 = ξ
−1 ∈ F∗∞.
Finalmente obtenemos que sgn(x) = sgn′(x)ξ(gr x)/d∞0 , algu´n ξ0 ∈ F∗q .
Definicio´n 15.4.21. Un A–mo´dulo de Drinfeld sobre C∞ de cualquier ran-
go, ρ ∈ DrinA(C∞) se llama normalizado si el coeficiente l´ıder µρ(x) de ρx
pertenece a F∞ para toda x ∈ A. Si para alguna funcio´n signo sgn, el mapeo
x 7−→ µρ(x) es un signo torcido, entonces ρ se llama signo normalizado.
Para x ∈ A, sea µρ(x) el coeficiente l´ıder de ρx. Para x, y ∈ A, se tiene
ρxy = ρxρy =
( rρ gr x∑
i=0
ci(ρ, x)τ
i
)( rρ gr y∑
j=0
cj(ρ, y)τ
j
)
=
rρ gr x∑
i=0
rρ gr y∑
j=0
ci(ρ, x)cj(ρ, y)
qiτ i+j ,
por tanto µρ(xy) = crρ gr x(ρ, x)crρ gr y(ρ, y)
qrρ gr x = µρ(x)µρ(y)
qrρ gr x .
As´ı
µρ(xy) = µρ(x)µρ(y)
qrρ gr x = µρ(y)µρ(x)
qrρ gr y = µρ(yx). (15.4.14)
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Sea ahora n0 ∈ N tal que para toda m ≥ n0, existen elementos de A
con v∞(a) = −m. Tales elementos A y tal n0 existen pues de hecho por el
Teorema de Riemann–Roch, para n > ma´x{2gK−1, 0} existe xn ∈ K tal que
ηxn = p
n
∞ donde ηy denota el divisor de polos de y. Esto es, v∞(xn) = −n y
para toda p 6= p∞, vp(x) ≥ 0, esto es xn ∈ A.
Para extender la definicio´n de µρ a todo K ∗∞ procedemos de la siguiente
forma. Sea primero x ∈ K ∗∞ con v∞(x) = −m < −n0. Notemos que A/p∞ ∼=
p−m∞ /p
−m+1
∞ ∼= p˜−m∞ /p˜−m+1∞ donde p˜∞ es la completacio´n de p∞ en ∞ o,
equivalentemente, es la extensio´n de p∞ a K∞. En particular x mo´d p−m+1∞ 6=
0 en p˜−m∞ /p˜
−m+1
∞ .
Existe a ∈ A tal que a mo´d p−m+1∞ = a mo´d p˜−m+1∞ = x mo´d p˜−m+1∞ . Se
define µρ(x) := µρ(a). Lo primero que debemos verificar es que esta definicio´n
es independiente de a. Sea b ∈ A tal que a¯ = b¯ mo´d p˜−m+1∞ . En particular
gr a = gr b puesto que gr a = −d∞v∞(a) y v∞(a) = −m = v∞(b) y a − b ∈
p−m+1∞ , esto es v∞(a− b) ≥ −m+ 1 y por tanto gr(a− b) = −v∞(a− b)d∞ ≤
(m− 1)d∞ < md∞ = gr a = gr b.
Por tanto gr ρa−b < gr ρa y ρa = ρb+(a−b) = ρb + ρa−b y µρ(a) = µρ(b) =
µρ(x). Se sigue que µρ(x) esta´ bien definido para v∞(x) ≤ n0, x ∈ K ∗∞.
Ahora seaK ∗∞ arbitrario. Para definir µρ(x) consideremos α ∈ K ∗∞ tal que
v∞(xα) ≤ −n0 y tal que v∞(α) ≤ −n0. Se tiene que µρ(xα) y µρ(α) esta´n
definidas. Puesto que queremos µρ(xα) = µρ(x)µ
qrρ gr x
ρ (α), ma´s precisamente
µρ(α), definimos
µρ(x) = µρ(xα)µρ(α)
−qrρ gr x .
Veamos que µρ(x) esta´ bien definido. Sea β ∈ K ∗∞ tal que v∞(xβ) ≤ −n0
y v∞(β) ≤ −n0. Entonces
µρ(x) = µρ(xβ)µρ(β)
−qrρ gr x .
Consideremos xαβ. Sean a, b, c ∈ A tales que xα = c¯, α¯ = a¯, β¯ = b¯, por lo
que xαβ = bc. Se tiene
gr c = gr(xα) = grx+ grα = grx+ gr a.
Ahora, pongamos rρ = r y
µρ(x) = µρ(xα)µρ(α)
−qr gr x = µρ(c)µρ(a)−q
r gr x
y
µρ(x) = µρ(xαβ)µρ(αβ)
−qr gr x = µρ(bc)µρ(ab)−q
r gr x
= µρ(c)µρ(b)
qr gr c
[
µρ(a)µρ(b)
qr gr a
]−qr gr x
= µρ(c)µρ(b)
qr gr cµρ(a)
−qr gr xµρ(b)−q
r(gr a+gr x)
= µρ(c)µρ(a)
−qr gr xµρ(b)q
r gr c
µρ(b)
−qr gr c
= µρ(c)µρ(a)
−qr gr x .
Es decir,
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µρ(xα)µρ(α)
−qr gr x = µρ(xαβ)µρ(αβ)−q
r gr x
.
Similarmente
µρ(xβ)µρ(β)
−qr gr x = µρ(xαβ)µρ(αβ)−q
r gr x
.
Por lo tanto
µρ(x) esta´ bien definida .
Proposicio´n 15.4.22. Se tiene que µρ(x) = 1 para toda x ∈ U (1)p∞ .
Demostracio´n. Sea x = 1+αpi con v∞(α) ≥ 0. Se tiene grx = −d∞v∞(x) = 0.
Sea y ∈ A con v∞(y) = −m < −n0. Por tanto tendremos yx = y + αypi y
yx ≡ y mo´d p˜∞−m+1 pues yx−y = αypi ∈ p˜∞−m+1. Por tanto µρ(xy) = µρ(y)
y
µρ(x) = µρ(xy)µ
q−rρ gr x
ρ (y) = µρ(y)µρ(y)
−1 = 1. uunionsq
Ahora fijemos una funcio´n signo sgn y estudiaremos el objeto (K , p∞, sgn).
Un elemento x ∈ A (o x ∈ K o x ∈ K∞) se llama positivo si sgn(x) = 1.
Un resultado central es:
Teorema 15.4.23. Todo mo´dulo de Drinfeld ρ ∈ DrinA(C∞) sobre C∞ de
rango 1 es isomorfo sobre C∞ a un mo´dulo de Drinfeld ρ′ que es signo norma-
lizado, es decir, µρ′(x) = σ ◦ sgn(x) para todo x ∈ A y algu´n σ ∈ Gal(F∞/Fq).
Demostracio´n. Sea pi un elemento primo en p˜∞, es decir, v∞(pi) = 1, que sea
positivo para la funcio´n signo sgn. De hecho, si pi′ es cualquier primo p˜∞ y
sgnpi′ = γ ∈ F∗∞, se toma pi := γ−1pi′.
Sea ξ ∈ C∞ seleccionado tal que ξqd∞−1 = µρ(pi−1) y sea ρ′ = ξρξ−1 el cual
es isomorfo a ρ sobre C∞. Entonces ci(ξρξ−1, a) = ci(ρ′, a) = ξ1−q
i
ci(ρ, a),
rρ = 1.
En general por la definicio´n extendida de µρ a todo K ∗∞ se tiene que
µρ′(y) = ξ
1−qgr yµρ(y) para toda y ∈ K ∗∞. Por lo tanto
µρ′(pi
−1) = ξ1−q
grpi−1
µρ(pi
−1) = ξ1−q
d∞
µρ(pi
−1) = 1.
As´ı µρ′(pi
−1) = 1.
Sea x ∈ K ∗∞, x = cµpin, c ∈ F∗∞, µ ∈ U (1), n ∈ Z. Entonces sgn(x) =
sgn(c) sgn(µ) sgn(pi)n = sgn c · 1 · 1 = sgn c. Por tanto sgn(x) = c ∈ F∞.
Se tiene que si m ≤ 0 y si µρ′(µ) = 1, entonces µρ′(µpim) = 1. En par-
ticular, para a ∈ A, por la Proposicio´n 15.4.22, tendremos que µρ′(a) =
µρ′(cµpi
m) = µρ′(c) = µρ′(sgn(a)).
Para ξ ∈ F∞, ξ 6= 0, A/p∞ ∼= F∞. Sea a ∈ A tal que a ≡ ξ mo´d p∞. Sea
y ∈ A con v∞(y) = −m < n0, ξy ≡ ay mo´d p−m+1∞ por lo tanto, µρ(ξy) =
µρ(ay). Se sigue
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µρ(ξ) = µρ(ξy)µ
−qrρ gr ξ
ρ (y) = µρ(ay)µρ(y)
−1
= µρ(y)µ
qrρ gr y
ρ (a)µρ(y)
−1 = µρ(a)q
rρ gr y ∈ F∞.
Esto es, µρ(F∞) ⊆ F∞ .
La restriccio´n µρ′ |F∞ es un automorfismo ιρ′ : F∞ −→ F∞ que deja fijo a
Fq, es decir ιρ′ ∈ Gal(F∞/Fq) y µρ′(a) = ιρ′(sgn(a)) y ρ′ es isomorfo a ρ y es
signo–normalizado. uunionsq
Observacio´n 15.4.24. Restringiendo µρ a F∞ como subcampo de K∞ ∼=
F∞((pi)), obtenemos un automorfismo ν : F∞ −→ F∞ que fija Fq. Por tanto
µρ(F∞) = F∞ ⊆ Kρ pues corresponde a los coeficientes l´ıder de ρ extendido
a K∞.
De hecho, por el Teorema 15.4.23, podemos tomar ρ signo normalizado.
Si ρ′ = ξρξ−1 son isomorfos, se tiene µρ′(x) = ξ1−q
d∞
µρ(x) y por tanto
ν : F∞ −→ Kρ da F∞ ⊆ Kρ.
Observacio´n 15.4.25. Si ρ es signo normalizado y pi es un elemento de p˜∞
con sgn(pi) = 1, entonces µρ(pi
−1) = 1.
Demostracio´n. Se tiene µρ(pi
−1) = σ(sgn(pi−1)) = σ((sgnpi)−1) = σ(1) = 1.
uunionsq
Definicio´n 15.4.26. Un A–mo´dulo de Hayes es un A–mo´dulo de Drinfeld
sobre C∞ de rango 1 el cual es signo–normalizado.
Denotamos por H al conjunto de los A–mo´dulos de Hayes.
Ejemplo 15.4.27. El mo´dulo de Carlitz es un mo´dulo de Hayes.
Proposicio´n 15.4.28. Si ρ y ρ′ = ξρξ−1 son dos A–mo´dulos de Drinfeld de
rango 1 sobre C∞ que son signo normalizados, entonces ξ ∈ F∗∞ y µρ = µρ′ .
Demostracio´n. Puesto que µρ(pi
−1) = µρ′(pi−1) = 1 por ser signo normaliza-
dos, se tiene que
1 = µρ′(pi
−1) = ξ1−q
d∞
µρ(pi
−1) = ξ1−q
d∞
por lo que ξq
d∞−1 = 1 y ξ ∈ F∗∞.
Por tanto para cualquier a ∈ A, µρ′(a) = ξ1−qgr aµρ(a) = µρ(a). uunionsq
Corolario 15.4.29. Cada clase de isomorfismo de A–mo´dulos de Drinfeld
de rango uno sobre C∞ tiene exactamente (qd∞ − 1)/(q − 1) A–mo´dulos de
Drinfeld con signo normalizado.
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Demostracio´n. Dado ρ ∈ DrinA(C∞) de rango 1, ρ es isomorfo a un A–mo´dulo
de Hayes ρ′. Ahora bien, todo A–mo´dulo ρ′′ isomorfo a ρ′ esta´ dado por
ρ′′ = ξρ′ξ−1, ξ ∈ C∗∞. Si ρ′′ es tambie´n signo normalizado, ξ ∈ F∗∞ y finalmente
Aut(ρ′), el grupo de automorfismos de ρ′, es isomorfo a F∗q . Se sigue que hay
|F∗∞|
|F∗q | =
qd∞−1
q−1 A–mo´dulos de Drinfeld signo normalizados isomorfos a ρ. uunionsq
Si ρ ∈ H es un mo´dulo de Hayes y A es un ideal no cero de A, sea ρ′ = A?ρ,
es decir, ρAρa = ρ
′
aρA para toda a ∈ A.
Puesto que ρ es signo normalizado, para α ∈ A, µρ(α) ∈ F∞. Por tanto el
coeficiente l´ıder de ρAρa esta´ en F∞ pues ρA es mo´nico y de ah´ı se sigue que
ρ′ es signo normalizado.
Se tiene que AutK∞(C∞) actu´a de manera natural en C∞〈τ〉: si σ ∈
AutK∞(C∞), f ∈ C∞〈τ〉, f =
∑m
i=0 αiτ
i entonces σf =
∑m
i=0(σαi)τ
i. Si
ρ ∈ DrinA(C∞), σ ∈ AutK∞(C∞), entonces σρ : A −→ C∞〈τ〉 esta´ dado por
(σρ)a = σ(ρa). Se tiene σρ ∈ DrinA(C∞) pues
(σρ)ab = σ(ρab) = σ(ρaρb) = σ(ρa)σ(ρb) = (σρ)a(σρ)b,
(σρ)a+b = σ(ρa+b) = σ(ρa + ρb) = σ(ρa) + σ(ρb) = (σρ)a + (σρ)b,
D ◦ (σρ) = σδ = δ.
Adema´s si A es un ideal no cero de A, (σρ)A, el cual es mo´nico, es tal que
(σρ)A(σρ)a = ρ
′′
a(σρ)A para toda a ∈ A. Por tanto si ρAρa = ρ′aρA, es decir,
ρ′ = A ? ρ, σ(ρAρa) = σρA(σρ)a = (σρ′)aσρA.
Adema´s σρA es generador de σ(RρA) = σ(R)σρA = RσρA. Por lo tanto
σρA = (σρ)A y (σρ)A(σρ)a = (σρ
′)a(σρ)a. Se sigue que ρ′′a = (σρ
′)a. Esto es,
ρ′′ = A ? σρ = σ(A ? ρ) = σρ′. Hemos obtenido
σ(A ? ρ) = A ? σρ . (15.4.15)
Antes de continuar, veamos algunas propiedades de ρA y ?.
Proposicio´n 15.4.30. Sea ρ ∈ DrinA(F ) un A–mo´dulo de Drinfeld arbitrario
y sean A y B dos ideales no cero de A. Entonces
(1) ρAB = (B ? ρ)AρB = (A ? ρ)BρA.
(2) A ? (B ? ρ) = (AB) ? ρ.
(3) D(ρAB) = D((B ? ρ)A)D(ρB).
Demostracio´n. (1) RρAB = 〈Rρab | a ∈ A, b ∈ B〉. Sea x ∈ RρAB, entonces
x =
↑
rt∈R,at∈A,
bt∈B
∑
t
rtρatbt =
∑
t
rtρatρbt =
∑
t
rtρbt︸︷︷︸∈
Rρb
ρat
=
∑
t
r′tρBρat =
↑
B?ρ=ρ′
∑
t
r′tρ
′
at︸ ︷︷ ︸∈
Rρ′A
ρB =
∑
t
r′′t ρ
′
AρB =
(∑
t
r′′t
)
ρ′AρB.
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Por lo tanto RρAB ⊆ Rρ′AρB.
Rec´ıprocamente, sea y ∈ Rρ′AρB, entonces
y = sρ′A︸︷︷︸∈
Rρ′A
ρB =
∑
l
sl ρ
′
al
↑
al∈A
ρB =
↑
B?ρ=ρ′
∑
l
slρB︸︷︷︸∈
RρB
ρal
=
∑
l,i
sl,i ρbi︸︷︷︸∈
B
ρal =
∑
l,i
sl,iρbial =
∑
l,i
sl,iρalbi︸ ︷︷ ︸∈
RρAB
= s′ρAB.
Se sigue que Rρ′AρB ⊆ RρAB .
Obtenemos que Rρ′AρB = RρAB y puesto que ρ
′
AρB es mo´nico, se sigue
que
ρAB = ρ
′
AρB =
(
B ? ρ
)
A
ρB .
Puesto que AB = BA, ρAB = ρBA =
(
A ? ρ
)
B
ρA.
(2) Sean
B ? ρ = ρ′
A ? ρ′ = ρ′′
(AB) ? ρ = ρ′′′
 es decir
ρBρa = ρ
′
aρB para toda a ∈ A
ρ′Aρ
′
a = ρ
′′
aρ
′
A para toda a ∈ A
ρABρa = ρ
′′′
a ρAB para toda a ∈ A.
De ρBρa = ρ
′
aρB para toda a ∈ A obtenemos
ρABρa = (B ? ρ)AρBρa = ρ
′
AρBρa = ρ
′
Aρ
′
aρB = ρ
′′
aρ
′
AρB = ρ
′′
aρAB.
Se sigue que ρABρa = ρ
′′
aρAB por lo que ρ
′′ = ρ′′′. Por tanto
ρ′′ = (A ? ρ′) = A ? (B ? ρ) = (AB) ? ρ = ρ′′′.
Finalmente obtenemos A ? (B ? ρ) = (AB) ? ρ .
(3) Se tiene D(ρAB) = D
[
(B ? ρ)AρB
]
= D((B ? ρ)A)D(ρB). uunionsq
Volviendo a nuestra exposicio´n, puesto que todo ρ ∈ DrinA(C∞) corres-
ponde a una red Γ con ρ = ρΓ , veamos los morfismos de redes. Se tiene
Teorema 15.4.31. Se tiene que ξ ∈ C∞ es un isomorfismo entre ρΓ y ρΓ ′ ,
es decir, ρΓ
′
a = ξρ
Γ
a ξ
−1, si y solamente si Γ ′ = ξΓ .
Demostracio´n. Recordemos que ten´ıamos para a y Γ lo siguiente (ver Ecua-
cio´n (15.3.2))
ea−1Γ (u) = a
−1eΓ (au) o aea−1Γ (u) = eΓ (au)
ρΓa = au
∏
λ∈ a−1ΓΓ \{0}
(
1− u
eΓ (λ)
)
(15.4.16)
eΓ (au) = ρ
Γ
a (eΓ (u)).
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Apliquemos (15.4.16). Sea ρΓ
′
a = ξρ
Γ
a ξ
−1. Por tanto
ρΓ
′
a (u) = (ξρ
Γ
a ξ
−1)(u) = ξρΓa (ξ
−1u) = ξ
[
aξ−1u
∏
λ∈ a−1ΓΓ \{0}
(
1− ξ
−1u
eΓ (λ)
)]
= au
∏
λ∈ a−1ΓΓ \{0}
(
1− u
ξeΓ (λ)
)
.
Usando (15.4.16) con Γ1 := ξΓ , esto es, Γ = ξ
−1Γ1, a = ξ, u = λ:
eξ−1Γ1(λ) = ξ
−1eΓ1(ξλ) =⇒ ξeΓ (λ) = eξΓ (ξλ),
por lo que
(ξρΓa ξ
−1)(u) = au
∏
λ∈ a−1ΓΓ \{0}
(
1− u
ξeΓ (λ)
)
=
↑
λ∈ a−1ΓΓ ⇐⇒ ξλ∈ (a
−1ξΓ )
ξΓ
au
∏
ξλ∈ a−1(ξΓ )
(ξΓ )
\{0}
(
1− u
ξeξΓ (ξλ)
)
= ρξΓa (u) = ρ
Γ ′
a (u).
Por tanto ξΓ = Γ ′ .
El rec´ıproco es ana´logo. uunionsq
Definicio´n 15.4.32. Dadas dos redes Γ1, Γ2, si c ∈ C∞ es tal que cΓ1 ⊆
Γ2, entonces f : Γ1 −→ Γ2, f(x) = cx es un A–homomorfismo. Se define
Hom(Γ1, Γ2) = {c ∈ C∞ | cΓ1 ⊆ Γ2}.
Sea RedA(C∞) el conjunto de las A–redes de C∞. Entonces el teore-
ma de uniformizacio´n anal´ıtica, Teorema 15.3.35, establece que el mapeo
RedA(C∞) −→ DrinA(C∞), Γ 7−→ ρΓ , es biyectiva.
Teorema 15.4.33. Sea Γ, Γ ′ ∈ RedA(C∞) dos redes del mismo rango y sea
c 6= 0, c ∈ Hom(Γ, Γ ′). Sea fc(x) = cP (c−1Γ/Γ, x) (esencialmente igual a
ρΓc (x)).
Entonces fc ∈ Hom(ρΓ , ρΓ ′) y c 7→ fc es un isomorfismo de grupos abelia-
nos y de Fq espacios vectoriales de Hom(Γ, Γ ′) con Hom(ρΓ , ρΓ
′
).
Demostracio´n. Se tiene ec−1Γ ′(u) = P (c
−1Γ ′/Γ, eΓ (u)) = c−1eΓ ′(cu). En
particular
eΓ ′(cu) = cP (c
−1Γ ′/Γ, eΓ (u)) = fc(eΓ (u)).
Se sigue que eΓ ′ ◦ c = fc ◦ eΓ . Por tanto
eΓ ′(ca) = eΓ ′(ac) = ρ
Γ ′
a (eΓ ′(c)) = ρ
Γ ′
a fceΓ .
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Puesto que eΓ (au) = ρ
Γ
a (eΓ (u)) y eΓ ′c = fceΓ , se sigue que
fcρ
Γ
a eΓ = fcρ
Γ
a (eΓ (1)) = fceΓ (a) = eΓ ′(ca).
Por lo tanto
ρΓ
′
a fceΓ = fcρ
Γ
a eΓ =⇒ fcρΓa = ρΓ
′
a fc .
Se sigue que fc ∈ Hom(ρΓ , ρΓ ′).
Se verifica que c 7→ fc es Fq–lineal. Por otro lado, puesto que Dfc = c, el
mapeo es inyectivo.
Ahora sea f ∈ Hom(ρΓ , ρΓ ′). Si f = 0, sea c = 0 y fc = f0 = 0 = f .
Sea f 6= 0. Se tiene fρΓa = ρΓ
′
a f . Multiplicando por eΓ , se obtiene fρ
Γ
a eΓ =
feΓa = ρ
Γ ′
a feΓ . Sea c := Df . Puesto que fρ
Γ
a = ρ
Γ ′
a f se sigue que c 6= 0. Por
tanto
eΓ ′ca = eΓ ′ac = ρ
Γ ′
a (eΓ (c)) = ρ
Γ ′
a eΓ c.
Se sigue
(feΓ − eΓ ′c)a = ρΓ ′a (feΓ − eΓ c).
Puesto que c = Df , el coeficiente de τ0 en feΓ−eΓ c es 0. Por el argumento
usado en la u´ltima parte de la demostracio´n del Teorema 15.3.32 se sigue
feΓ = eΓ ′c y f(eΓ (u)) = eΓ ′(cu).
Ma´s precisamente, sea g = (feΓ − eΓ ′c) ∈ C∞〈〈τ〉〉 y ga = ρΓ ′a g. Entonces,
para a ∈ A, g(τ) = ∑∞i=0 biτ i, b0 = 0, ρΓ ′a = ∑∞j=0 djτ j
g(τ)a =
∞∑
i=0
biτ
ia =
∞∑
i=0
aq
i
biτ
i =
( m∑
j=0
djτ
j
)( ∞∑
i=0
biτ
i
)
=
↑
d0=a
a
∞∑
i=0
biτ
i +
m∑
j=1
∞∑
i=0
djb
qj
i τ
j+i.
Igualando el te´rmino l:
aq
i
bl = abl +
( ∑
i+j=l
djb
qj
i
)
= abl +
l∑
j=1
djb
qj
l−j .
Si b0 = b1 = · · · = bl−1 = 0, aqibl = abl+0, lo cual implica que (aqi−a)bl = 0.
Por tanto bl = 0. Se sigue que g ≡ 0 y que
feΓ = eΓ ′c.
Si γ ∈ Γ , γ es ra´ız de f(eΓ (u)) por lo que 0 = eΓ ′(cγ). Se sigue que
cγ ∈ Γ ′ de tal forma que cΓ ⊆ Γ ′, esto es, c ∈ Hom(Γ, Γ ′). Para finalizar hay
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que probar que f = fc. La demostracio´n se debe hacer usando que D(f) =
D(fc) = c y que para toda a ∈ A,
(f − fc)ρΓa = ρΓ
′
a (f − fc)
lo cual se sigue de que fρΓa = ρ
Γ ′
a f para toda a ∈ A y de que fcρΓa = fΓ
′
c f
para toda a ∈ A. Entonces, definiendo g(τ) = f(τ) − fc(τ) =
∑∞
i=0 biτ
i se
tiene que b0 = 0. Repetimos el argumento anterior para probar que g(τ) ≡ 0
obteniendo el resultado. uunionsq
En particular Γ ∼= Γ ′ si y solamente si existe ξ tal que Γ ′ = ξΓ si y
solamente si ρΓ
′ ∼= ρΓ si y solamente si ξρΓa ξ−1 = ρΓ
′
a .
Ejemplo 15.4.34. Sea C el mo´dulo de Carlitz. Entonces C = ρΓ donde Γ =
ξA con ξ = p˜i dado en (15.3.10). Sean Γ ′ := ξ−1Γ = A y ρΓ
′
= ρA corresponde
a ξ−1Cξ, esto es ρAT = ξ
−1CT ξ = T + ξ−1τξ = T + ξq−1τ = T − ατ con
α =
∏∞
i=1
(
1− [i−1][i]
)
como consecuencia de (15.3.10).
Sea RedA,r(C∞) el conjunto de redes de rango r en C∞ y sea RA,r el
conjunto de clases de isomorfismos en RedA,r(C∞). Se tiene que si A es un
ideal fraccionario de A, Γ −→ A−1Γ define una accio´n de DA, los ideales
fraccionarios de A en RedA,r(C∞) y si A = (a) ∈ PA es principal, Γ −→
a−1Γ ∼= Γ , por lo tanto Pic(A) = DAPA define esta accio´n en RA,r. Ahora,
puesto que cada red de rango 1 es isomorfa a un ideal fraccionario de A, se
sigue:
Proposicio´n 15.4.35. RA,1 es un espacio homoge´neo principal para Pic(A),
es decir, RA,1 tiene una sola o´rbita en Pic(A) y el estabilizador es {1}. En
otras palabras,
RA,1 = Pic(A) · Γ¯ .
En particular |RA,1| = |Pic(A)| = hA es finito. uunionsq
Puesto que Γ −→ ρΓ es una biyeccio´n, se sigue:
Teorema 15.4.36. Hay exactamente hA clases de isomorfismos de A–mo´du-
los de Drinfeld de rango 1 sobre C∞ y D1, el conjunto de clases de isomorfis-
mos de mo´dulos de Drinfeld de rango 1 sobre C∞, es un espacio homoge´neo
principal con la accio´n ?: (A ? ρ), esto es, D1 = Pic(A) ? ρ¯. uunionsq
Sea ahora ρ ∈ H un A–mo´dulo de Hayes, es decir de rango 1 y con signo
normalizado. Sea A un ideal no cero de A tal que A ? ρ = ρ. En especial, si A
estabiliza a ρ, A estabiliza a la clase de isomorfismo de ρ ma´s no al reve´s.
En particular, si A¯ ∈ Pic(A), ρ¯ la clase de isomorfismos de ρ, entonces
A¯ ◦ ρ¯ = ρ¯, es un elemento en D1. Puesto que la accio´n de Pic(A) en RA,1 es
transitiva, el estabilizador de ρ¯ es el conjunto de ideales principales no cero
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de A. En particular A = (x) es principal. Ahora sea A ? ρ = ρ′. Entonces se
tiene ρAρa = ρ
′
aρA para toda a ∈ A y
ρA = µρ(x)
−1ρx, ρ′a = (A ? ρ)a.
Por tanto
ρAρa = µρ(x)
−1ρxρa = µρ(x)−1ρxa = µρ(x)−1ρaρx = ρ′aρA = ρ
′
aµρ(x)
−1ρx
=⇒ µρ(x)−1ρa = ρ′aµρ(x)−1 =⇒ ρ′a = µρ(x)−1ρaµρ(x).
Se sigue que
(A ? ρ)a = µρ(x)
−1ρaµρ(x),
donde A = xA.
Sea ξ ∈ Aut(ρ), ci(ξρξ−1, a) = ξ1−qici(ρ, a) = ci(ρ, a) para toda i y para
toda a. Se sigue que ξ1−q = 1, es decir, ξq = ξ lo cual implica que ξ ∈ F∗q .
Esto es, Aut(ρ) = Fq. Entonces A ? ρ = ρ implica que µρ(x) ∈ Aut(ρ) = F∗q .
Volviendo a nuestro estudio, µρ(x) ∈ F∗q y por tanto el estabilizador de ρ
es {xA | x ∈ A,µρ(x) ∈ F∗q} = {xA | x ∈ A, sgn(x) = 1} pues xA =
(µρ(x)
−1x)A ya que µρ(x) ∈ F∗q ⊆ A.
Si A ∈ DA estabiliza a ρ, entonces A = xA es principal pues Pic(A) = DAPA
actu´a transitivamente sobre D1 y como (A ? ρ)a = ρ′a = µρ(x)−1ρaµρ(x),
entonces µρ(x) ∈ F∗q y existe y ∈ A con sgn y = 1, yA ∈ A. Por tanto la accio´n
de los ideales de A se extiende a DA y el estabilizador de ρ es
P+A = {xA | x ∈ K ∗, sgnx = 1} ⊆ PA.
Definicio´n 15.4.37. El grupo Pic+(A) = DA
P+A
se llama el grupo de clases
extendido de A relativo a sgn.
Se tiene la sucesio´n exacta
1 −→ PA
P+A
−→ DA
P+A
−→ DA
PA
−→ 1
y se tiene
∣∣∣ PA
P+A
∣∣∣ = qd∞−1q−1 = nu´mero de diferentes funciones signo. De hecho
PA
P+A
∼=
↑
sgn
F∗∞
F∗q
, y
h+A = |Pic+(A)| =
qd∞ − 1
q − 1 |Pic(A)| =
qd∞ − 1
q − 1 hA.
Ahora bien, puesto que el conjunto de los mo´dulos de Hayes H es esen-
cialmente igual al conjunto Pic+(A) · ρ, se sigue que
Teorema 15.4.38. El conjunto de A–mo´dulos de Hayes es un espacio ho-
moge´neo para Pic+(A) con la accio´n de ? y |H| = h+A = |Pic+(A)|. uunionsq
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15.4.2. El campo de clase de Hilbert extendido H+A con respecto
a sgn
Definicio´n 15.4.39. Sea ρ ∈ H y sea y ∈ A, y /∈ Fq. Se define H+A como el
campo generado sobre K por los coeficientes de ρy.
Como vimos para Kρ, H
+
A es independiente de y (ver la demostracio´n
del Teorema 15.4.15). Todos los A–mo´dulos A ? ρ, A ideal no cero de A,
esta´n definidos sobre H+A , lo cual se sigue de que si A ? ρ = ρ
′, entonces
ρ′a = ρAρaρ
−1
A . Adema´s este conjunto {A ? ρ}A6=0 se compone de todos los
A–mo´dulos signo normalizados. Se sigue que H+A/K es independiente de la
eleccio´n de ρ, pero si depende de la funcio´n signo sgn seleccionada.
Definicio´n 15.4.40. El campo H+A se llama campo normalizador para A–
mo´dulos de Drinfeld sobre (K , p∞, sgn).
Para σ ∈ AutK (C∞), σρ son signos normalizados, por lo que esta´n de-
finidos sobre H+A . Se sigue que H
+
A contiene a todos los conjugados de su
conjunto finito de generadores (ver la Ecuacio´n (15.4.15)). Por tanto H+A/K
es una extensio´n finita y normal.
Teorema 15.4.41. La extensio´n H+A/K es una extensio´n de Galois y se tie-
ne que Gal(H+A/K ) ⊆ Pic+(A). En particular H+A/K es una extensio´n abe-
liana.
Demostracio´n. Se tiene que Kρ ⊆ H+A y Kρ/K es una subextensio´n alge-
braica de K∞/K puesto que Kρ ⊆ K∞. Veamos que cada elemento de K∞
que es algebraico sobre K es separable, por lo que se seguira´ que Kρ/K es
una extensio´n separable.
En efecto si α ∈ K∞ es algebraico sobre K , sea L = K (α). Podemos
suponer que α es normal, esto es considerando la cerradura normal L˜ de L/K
y suponiendo L˜ = L. Si L/K no fuese separable, se tendr´ıa una subextensio´n
K ⊆ E $ L con L/E una extensio´n puramente inseparable. Sobre los primos
infinitos de E, existe para cada uno un u´nico primo en L. Por otro lado, puesto
que K (α) ⊆ K∞, se tiene K (α)∞ = K∞ y p∞ se descompone totalmente
en L/K . Por tanto E = L lo cual es absurdo y de donde se sigue que L/K
es una extensio´n separable.
Sea ξ ∈ C∞ un isomorfismo de ρ con ρ′, esto es, ρ′ = ξρξ−1 tal que ρ′ esta´
definido sobre Kρ. Sea x ∈ A no constante y positivo. Entonces, con r = 1
y puesto que x es positivo, µρ(x) = σ(sgn(x)) = σ(1) = 1 (ver Observacio´n
15.4.25) se tiene
cr gr x(ρ
′, x) = ξ1−q
r gr x
µρ(x) = µρ′(x) ∈ Kρ,
por tanto Kρ(ξ)/Kρ es separable pues mcd(1 − qr gr x, p) = 1. Puesto que
Kρ
∈
ci(ρ
′, y) = ξ1−q
i
ci(ρ, y) ∈ H+A , se tiene H+A ⊆ Kρ(ξ) y por tanto H+A/K
es Galois.
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Se tiene para σ ∈ AutK (C∞), A ? σρ = σ(A ? ρ) (ecuacio´n (15.4.15)),
por lo que la accio´n de Gal(H+A/K ) conmuta con la accio´n Pic
+(A). Sea
θ : Gal(H+A/K ) −→ Pic+(A) dada como sigue. Si σ ∈ Gal(H+A/K ), θ(σ) :=
A¯σ donde Aσ satisface σρ = Aσ ? ρ.
Notemos que θ esta´ bien definida pues todo σρ es de la forma A ? ρ para
algu´n A ∈ DA y el estabilizador de ρ es P+A . Adema´s es claro que θ es un
homomorfismo de grupos.
El homomorfismo θ es inyectivo puesto que si σ 6= Id, σρ 6= ρ. uunionsq
Para estudiar la ramificacio´n en H+A/K en un primo infinito p, necesita-
mos considerar el grupo de inercia el cual esta´ relacionado con el mapeo de
reduccio´n mo´dulo p para un lugar p. Sea B+ la cerradura entera de A en H+A .
B+ H+A
A K
En general, sea ρ ∈ DrinA(F ) de rango r. Supongamos que F es un campo
con una valuacio´n discreta v y que todos los coeficientes de ρa son enteros con
respecto a v, esto es, v(α) ≥ 0 para α coeficiente de ρa. Sea Ov el anillo de
valuacio´n de v con ideal ma´ximo p y campo residual F (p) = Ov/p. Tomamos
los coeficientes de ρa mo´d p y denotamos esta reduccio´n por ρ
(p). En general
ρ(p) no es un A–mo´dulo de Drinfeld si todos los te´rminos no constantes son
congruentes a 0 mo´d p, aunque de cualquier forma ρ(p) : A −→ F (p)〈τ〉 sigue
siendo un homomorfismo de Fq–a´lgebras y δ(p) : A −→ F (p) es tal que δ(p) =
δ mo´d p.
Definicio´n 15.4.42. Se dice que ρ tiene reduccio´n estable en p si existe un A–
mo´dulo de Drinfeld ρ′ ∈ DrinA(F ) isomorfo a ρ tal que todos los coeficientes
de ρ′a son enteros en v para toda a ∈ A y ρ′(p) es un A–mo´dulo de Drinfeld
ρ′(p) ∈ DrinA(F (p)).
Decimos que ρ tiene buena reduccio´n en p si adema´s ρ′(p) tiene rango r, el
mismo que el de ρ.
Observacio´n 15.4.43. Si ρ tiene rango 1, entonces toda reduccio´n estable es
buena reduccio´n.
El resultado clave es, au´n si ρ no tiene reduccio´n estable (resp. buena
reduccio´n), existe una extensio´n F ′ de F tal que ρ tiene reduccio´n estable
(resp. buena reduccio´n) en F ′.
Definicio´n 15.4.44. Decimos que ρ tiene reduccio´n estable potencial (resp.
buena reduccio´n potencial) si existe F ⊆ F ′ tal que ρ tiene reduccio´n estable
(resp. buena reduccio´n) sobre F ′.
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Ejemplo 15.4.45. Si A = RT = Fq[T ], entonces para toda r > 1, el mo´dulo
de Drinfeld ρT = T + τ + a2τ
2 + · · ·+ ar−1τ r−1 + Tτ r, ρ : A −→ K 〈τ〉, tiene
reduccio´n estable pero no buena reduccio´n en vT sobre cocA = K pues
ρT mo´d T = T + τ +
r∑
i=2
aiτ
i mo´d T = τ +
r∑
i=2
aiτ
i mo´d T 6= 0 mo´d T.
Si ρ′ es isomorfo a ρ, ρ′ = ξρξ−1 con ξ ∈ K 〈τ〉. Entonces cr(ρ′, T ) = ξTξ−qr =
ξ1−q
r
T y se tendra´ vT (ξ
1−qr ) = (1− qr)vT (ξ) = −1 si y solamente si vT (ξ) =
±1, 1− qr = ∓1 si y solamente si qr = 1± 1 = 2 o 0 lo cual es imposible pues
r > 1.
Similarmente el A–mo´dulo de Drinfeld ϕT = T +Tτ +Tτ
2 + · · ·+Tτ r no
tiene reduccio´n estable en vT (por la misma razo´n anterior).
Teorema 15.4.46. Toda A–mo´dulo de Drinfeld ρ sobre un campo con va-
luacio´n discreta v tiene reduccio´n estable potencial. En particular, si ρ es de
rango 1, ρ tiene buena reduccio´n potencial.
Demostracio´n. Sea a ∈ A, ρa =
∑
i aiτ
i y definimos
γa := mı´n
i>0
v(ai)
qi − 1 .
Sean x1, . . . , xs un conjunto de generadores de A como Fq–a´lgebra y sea
γ := mı´n1≤j≤s γxj . Si γ = 0, entonces hay un elemento ρ
(p)
a de grado > 0 y
no hay nada que hacer. Supongamos γ 6= 0, es decir, ρ(p)a = δ(p)(a) para toda
a ∈ A.
Sean i, j tales que γ =
ci(ρ,xj)
qi−1 . Sea F
′ una extensio´n de F con ramificacio´n
de grado qi − 1 en v. Sea x ∈ F ′ con v′(x) = ci(ρ, xj) = (qi − 1)γ. Sea
ρ′ = xρx−1 y cl(ρ′, a) = x1−q
l
cl(ρ, a). Por tanto
v′(ci(ρ′, xj)) = (1− qi)v′(x) + v′(ci(ρ, xj))
= (1− qi)(qi − 1)γ + e(v′|v)v(ci(ρ, xj))
= (1− qi)(qi − 1)γ + (qi − 1)(qi − 1)γ = 0.
Por lo tanto ρ′xj es una A–mo´dulo de Drinfeld. uunionsq
Regresamos a nuestra discusio´n donde ρ es signo normalizado de rango 1,
el cual esta´ definido en B+ y puede ser reducido para cada ideal q de B+. Sea
piq : B
+ −→ B+/q el mapeo de reduccio´n y sea p = q ∩ A. Recordemos que
B+ es la cerradura entera de A en H+A .
Proposicio´n 15.4.47. El mapeo de reduccio´n ρ 7−→ piq ◦ ρ, piq ◦ ρ : A −→
H+A (q)〈τ〉 es inyectivo sobre H el conjunto de A–mo´dulos de Hayes.
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Demostracio´n. Supongamos que ρ, ρ′ ∈ H y que ambos se reducen mo´dulo q
al mismo φ ∈ DrinA(B+/q), esto es, φ = ρ(p) = ρ′(p).
Sea A ideal de A tal que ρ′ = A ? ρ. Veremos que se puede suponer
que A y q son primos relativos. Por el teorema de aproximacio´n de Artin
(ver [134, Theorem 2.5.3]), podemos hallar z ∈ K tal que z ≡ 1 mo´d p∞ y
vq(z) = −vq(A). Notemos que sgn(z) = 1 por lo que z ∈ P+A .
Sea z·A = BC con B y C primos relativos. El ideal BCh
+
A−1 es primo relativo
a q pues vq(B) = vq(C) = 0 ya que vq(zA) = 0. Se tiene C
h+A = (z′) ∈ P+A , y
BCh
+
A−1 = BC C
h+A = zA · z′ = zz′A = z′′A.
Sea BC C
h+A−1 = D = z′′A. Puesto que D ≡ A mo´d P+A , D satisface D ? ρ =
z′′A ? ρ. Ahora bien, puesto que sgn z′′ = 1, se tiene
A ? ρ = ρ′′, z′′(A ? ρ) = µρ(z′′)−1ρ′aµρ(z
′′) = ρ′′a,
por lo que z′′A ? ρ = A ? ρ.
As´ı, podemos suponer ρ′ = A ? ρ y mcd(q,A) = 1. Reduciendo la ecuacio´n
ρAρx = ρ
′
xρA mo´dulo q, obtendremos
ρAρx ≡
↑
ρ(q)=ρ′(q)≡ρxρA
ρ′xρA mo´d q para toda x ∈ A.
Por tanto se tiene piq(ρA) ∈ End(piq ◦ ρ) = A (ver [57, Corollary 5.14]). Se
sigue que existe a ∈ A tal que ρA ≡ ρa mo´d q. Puesto que µρ(ρA) = 1 se tiene
que µρ(a) = 1 y a es positivo.
Si probamos que A es principal entonces, por ser a positivo,
A ? ρ = µρ(a)
−1ρµρ(a) = ρ.
Sea B = A + aA. Puesto que ρA ≡ ρa mo´d q, ρ(q)[B] = ρ(q)[A] = ρ(q)[a]
en B+/q una cerradura algebraica de B+/q, se obtiene que
∣∣A/A∣∣ = ∣∣A/B∣∣ =∣∣A/(a)∣∣ y por tanto A = B = aA. uunionsq
Proposicio´n 15.4.48. La extensio´n H+A/K es no ramificada en cada lugar
finito p de A.
Demostracio´n. Sea σ ∈ I el grupo de inercia de P/p donde P es un lu-
gar de H+A sobre p. Entonces σρ ≡ ρ mo´d P para ρ ∈ H, pues H+A =
K (coeficientes de ρy). Como el mapeo de reduccio´n es inyectivo en H, se
sigue que σρ = ρ y puesto que H+A es generado por los coeficientes de ρy
sobre K , se tiene que σ|H+A = Id. Por lo tanto σ = Id, I = {Id} y p es no
ramificado. uunionsq
Sea p un ideal primo no cero de A y sea σp =
(
H+A/K
p
)
el s´ımbolo de
Artin de p. Si A =
∏s
i=1 p
αi
i es un ideal no cero de A, se define el s´ımbolo de
Artin σA por
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σA =
s∏
i=1
σαipi .
Uno de los resultados principales en la teor´ıa de A–mo´dulos de Drinfeld
de rango 1 sobre C∞ es:
Teorema 15.4.49. Si ρ ∈ H es un A–mo´dulo de Hayes, se tiene
σAρ = A ? ρ,
es decir, el mapeo de Artin coincide con la accio´n A ? ρ.
En particular
Gal(H+A/K )
∼= Pic+(A) y [H+A : K ] =
qd∞ − 1
q − 1 hA =
qd∞ − 1
q − 1 d∞hK .
En el caso particular del mo´dulo de Carlitz se tiene que, ρT = CT , d∞ = 1,
hK = hFq(T ) = 1 por lo que H
+
A = K = Fq(T ).
Demostracio´n. Si A, B son dos ideales no cero de A, tenemos A ? (B ? ρ) =
(AB) ? ρ. Por tanto, basta probar el resultado para A = p un ideal primo no
cero de A.
Sea P un divisor primo de B+ sobre p y consideremos el automorfismo de
Frobenius σP en P. Se tiene σPx ≡ xN p mo´d P para toda x ∈ B+.
Sea ρ′ = p ? ρ por lo que ρpρy = ρ′yρp para toda y ∈ A. Sea ϕ = ρ mo´d P
la reduccio´n de ρ mo´dulo P. Se tiene rϕ = 1 y car(ϕ) = P y 1 ≤ hϕ ≤ rϕ
implica hϕ = 1. En particular
ϕp = τ
gr p. (15.4.17)
Reduciendo la ecuacio´n ρpρy = ρ
′
yρp mo´dulo P, obtenemos
τgr pρy ≡ ρ′yτgr p mo´d P. (15.4.18)
Sean ρy =
∑gr y
i=0 aiτ
i, ρ′y =
∑gr y
j=0 bjτ
j . De la Ecuacio´n (15.4.18) obtenemos
a
N(p)
i ≡ bi mo´d P. (15.4.19)
Por tanto
ρ′yρp = ρpρy =
gr y∑
i=0
(σpai)τ
i ≡
↑
σp el Frobenius
gr y∑
i=0
a
N(p)
i τ
i
≡
↑
(15.4.19)
gr y∑
i=0
biτ
i = (p ? ρ)y mo´d P.
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Puesto que la reduccio´n mo´dulo P es inyectiva en H, se sigue que σpρ =
p ? ρ.
El mapeo natural ϕ : Gal(H+A/K ) −→ Pic+(A) es inyectivo. Dado p ideal
primo no cero de A, se tiene σpρ = p ? ρ, por lo que ϕ(σp) = p¯ ∈ Pic+(A).
Para todo A ideal no cero de A, ϕ(σA) = A¯. Por tanto ϕ es suprayectiva. uunionsq
Corolario 15.4.50. Para x ∈ K ∗, se define σx como el s´ımbolo de Artin
σxA correspondiente al ideal principal xA. Por tanto σxρ = µρ(x)
−1ρµρ(x)
para ρ ∈ H.
Demostracio´n. Si x ∈ A, entonces σxρ = (Ax ? ρ) = µρ(x)−1ρµρ(x).
Sea xy−1 ∈ K ∗ con x, y ∈ A. Entonces
σyσxy−1ρ = σxρ = µρ(x)
−1ρµρ(x)
= µρ(y
−1)(µρ(xy−1))−1ρµρ(xy−1)µρ(y)
= σy(µρ(xy
−1)−1ρµρ(xy−1))
lo cual implica que σxy−1ρ = µρ(xy
−1)−1ρµρ(xy−1). uunionsq
A continuacio´n probamos el “teorema del ideal principal” para H+A .
Teorema 15.4.51. Sea w una valuacio´n que corresponde a un primo no rami-
ficado sobre p en una extensio´n finita L de K . Si ρ es un mo´dulo de Drinfeld
de rango uno definido sobre el anillo de valuacio´n Ow, entonces ρpe−1(x) di-
vide a ρpe(x) en Ow y el cociente ρpe (x)ρpe−1 (x) es Eisenstein en p, es decir, si
ρpe (x)
ρpe−1 (x)
=
∑t
i=0 aix
i, ai ∈ p, 0 ≤ i ≤ t− 1, a0 /∈ p2 y at /∈ p.
Demostracio´n. Sea e = 1. Puesto que la reduccio´n mo´dulo el ideal maximal
P sobre p, tiene caracter´ıstica p, todos, excepto µρ(p)(x) pertenecen al ideal
maximal pues el rango y la altura son 1, es decir, ya hab´ıamos probado que
φp = τ
gr p donde φ = ρ mo´d P (ver Ecuacio´n (15.4.17)). Ahora hay que probar
que w(D(ρp)) ≤ 1.
Sea a ∈ A tal que w(a) = 1 y sea (a) = pA y P/p es no ramificado. Se tiene
ρa =
↑
ρaA=µ(ρa)
−1ρa
=µρ(a)
−1ρa
µρ(a)(p?ρ)Aρp por lo que 1 = w(D(ρa)) = w(a) ≥ w(D(ρp)).
Ahora para e > 1,
ρpe(x) = [(p
e−1 ? ρ)pρpe−1 ](x) =
(pe−1 ? ρ)p(ρpe−1(x))
ρpe−1(x)
ρpe−1(x)
= f(ρpe−1(x))ρpe−1(x),
donde f(t) = (pe−1 ? ρ)p(t)/t.
Por el caso e = 1, si ρ′ = pe−1 ? ρ, ρ′p = (p
e−1 ? ρ)p es Eisenstein, por
lo que f(t) es Eisenstein y ρpe−1(x) ≡ xq(e−1) gr p mo´d P y f es el cociente
ρpe(x)/ρpe−1(x). uunionsq
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Por el Teorema 15.4.58, el siguiente resultado se aplica en general.
Teorema 15.4.52 (Ideal principal para H+A ). Sea A un ideal no cero de
A, entonces conA/B+ A = AB
+ = D(ρA)B
+ es principal, donde D(ρA) es el
te´rmino constante de ρA, donde ρ esta´ definido sobre B
+, es decir, ρx ∈ B+〈τ〉
para toda x ∈ A.
Demostracio´n. Recordemos que H+A es independiente de ρ. Ahora bien, se
tiene que D(ρAB) = D((B ? ρ)A)D(ρB) = D(ρ
′
A)D(ρB) con ρ
′ = B ? ρ,
Proposicio´n 15.4.30 (3). Si probamos el teorema para A y B, entonces, puesto
que AB+ es independiente de ρ, se tiene D(ρA)B
+ = D(ρ′A)B
+ = AB+. Por
lo tanto
conA/B+(AB) = (AB)B
+ = A(BB+) = A(D(ρB)B
+)
= D(ρB)(AB
+) = D(ρB)D(ρ
′
A)B
+ = D(ρAB)B
+.
As´ı, basta probar el resultado para A = p un ideal primo no cero de A.
Se tiene que ρp es Eisenstein. Es decir, todos los coeficientes de ρp, excepto el
l´ıder, pertenecen a cualquier ideal P sobre p y vP(D(ρp)) = 1.
El resultado se seguira´ probando que todo ideal q de B+ que no divide a
p, satisface que vq(D(ρp)) = 0 pues en este caso (D(ρp))B+ = pB
+.
Sea e ≥ 1 tal que pe = yA es principal y sea t = pe−1. Entonces, por la
Proposicio´n 15.4.30 (3), se tiene que D(ρpe) = D(ρtp) = D((p ? ρ)t)D(ρp). Se
sigue que
vq(D(ρpe)) = vq(D(p ? ρ)t) + vq(D(ρp)) = vq(µ
−1
ρ (y)y) = 0,
puesto que µ−1ρ (y) es una unidad en B
+ y puesto que yA = pe.
Ahora ρ y p ? ρ esta´n definidos sobre B+ por lo que ambos valuaciones
vq(D(p ? ρ)t) y vq(D(ρp)) son no negativos y por ende vq(D(ρp)) = 0. uunionsq
15.4.3. El campo de clase de Hilbert HA
Regresamos a Kρ, el mı´nimo campo de definicio´n para un A–mo´dulo
de Drinfeld ρ ∈ DrinA(C∞), ρ de rango uno. Suponemos que ρ es signo–
normalizado. Se tiene que K F∞ ⊆ Kρ ⊆ H+A (Observacio´n 15.4.13).
Sea ξ ∈ C∞ tal que ρ′ = ξρξ−1 esta´ definido sobre Kρ. Puesto que el
grupo de automorfismos de ρ es F∗q (Proposicio´n 15.4.28), el ma´ximo comu´n
denominador de los elementos invariantes dados en la obtencio´n deKρ es q−1.
Esto es, recordemos que Kρ = K (Ij | j ∈ S), Ii := ci
(∏
j∈S c
αj
j
)(1−qi)/g
,
donde g = mcd
{
qi − 1 | i ∈ S}.
De hecho tenemos que si n,m ∈ N, mcd(qn − 1, qm − 1) = qd − 1 con
d = mcd(n,m) pues como d | n y d | m, entonces qd−1 | qn−1 y qd−1 | qm−1
por lo que qd − 1 | h = mcd (qn − 1, qm − 1).
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Puesto que F∗qn y F∗qm son c´ıclicos, existe un u´nico subgrupo T ⊆ F∗qn ∩
F∗qm = F∗qd de orden h, por lo que h | qd − 1 y h = qd − 1. Por lo tanto
g = mcd
{
qi − 1 | i ∈ S} = qi0 − 1
para algu´n i0. Si i0 > 1, se tendr´ıa que para toda ξ ∈ F∗qi0 , ξρξ−1 = ρ pues
cj(ξρξ
−1, a) = ξ1−q
i
cj(ρ, a) y si j ∈ S, i0 ≤ j, por lo que ξ1−qj = 1 y por
tanto se seguir´ıa que Aut(ρ) = F∗
qi0
lo cual es absurdo. Por tanto g = q − 1.
Ahora bien, ξg = ξq−1 =
∏
i∈S c
αi
i (ver la demostracio´n del Teorema
15.4.15), por tanto ξ0 := ξ
q−1 ∈ H+A pues H+A es el campo generado por los
coeficientes de ρ. Puesto que ρ es signo normalizado, µρ(pi
−1) = 1 y
1 = µρ′(pi
−1) = ξ1−q
d∞
µρ(pi
−1) = ξ(1−q
d∞ )/(q−1)
0 µρ(pi
−1),
lo cual implica que
ξ
(qd∞−1)/(q−1)
0 = µρ(pi
−1)−1 ∈ Kρ.
Adema´s, hab´ıamos visto que H+A = Kρ(ξ0) puesto que los coeficientes de
ρ′x = ξρxξ
−1 generan H+A para cualquier x ∈ A no constante (ver Teoremas
15.4.41 y 15.4.49). Por lo tanto [H+A : Kρ] ≤ q
d∞−1
q−1 .
Ahora consideremos la sucesio´n exacta
1 −→ PA
P+A
−→ Pic+(A) θ−→ Pic(A) −→ 1,
donde θ es el mapeo natural. Identificamos Pic+(A) con Gal(H+A/K ). Se tiene
Proposicio´n 15.4.53. El campo Kρ es el subcampo de H
+
A fijado por el sub-
grupo de Pic+(A) generado por σx, x ∈ K ∗. De hecho σx = σxA, σA = A ? ρ
es el s´ımbolo de Artin.
Adema´s, la extensio´n H+A = Kρ(ξ0)/Kρ es una extensio´n de Kummer
c´ıclica de grado (qd∞ − 1)/(q − 1) y para cualquier x ∈ K ∗, tenemos
ξσx0 = µρ(x)
q−1ξ0.
En particular, Kρ es independiente de la eleccio´n de ρ.
Demostracio´n. Puesto que σxρ = µρ(x)
−1ρµρ(x), se sigue de ci(σxρ, a) =
µq
i−1
ρ ci(ρ, a) que σx fija a los invariantes Ij y por lo tanto a Kρ = K (Ij | j ∈
S).
Consideremos σx como monomorfismo de H
+
A (ξ) en C∞. Se tiene
ρ′ = σxρ′ = ξσxσxρξ−σx = ξσxµρ(x)−1ρµρ(x)ξ−σx
= (ξσx−1µρ(x)−1)ρ′(ξσx−1µρ(x)−1)−1,
502 15 Mo´dulos de Drinfeld
donde ρx = ξρ
′
xξ
−1 para toda x ∈ A.
Esto es, ξσx−1µρ(x)−1 es un automorfismo de ρ′ por tanto un elemento de
F∗q . Puesto que ξ0 = ξq−1 se sigue que
ξσx0 = (ξ
q−1)σx = (ξσx)q−1 = (ξσx−1µρ(x)−1)q−1︸ ︷︷ ︸
=
1
ξq−1µρ(x)(q−1)
= ξ0µρ(x)
q−1,
esto es, ξσx0 = µρ(x)
q−1ξ0.
Seleccionando µρ(x) como un generador de F∗∞, esto es, o(µρ(x) mo´d
(qd∞ − 1)) = qd∞ − 1, se sigue que [Kρ(ξ0) : Kρ] ≥ q
d∞−1
q−1 y puesto que
se ten´ıa la otra desigualdad, obtenemos [H+A : Kρ] =
qd∞−1
q−1 .
Por otro lado, puesto que PA
P+A
∼= F∗∞F∗q que es de orden
qd∞−1
q−1 , se sigue que
Kρ es el campo fijo del subgrupo {σx | x ∈ K ∗} pues σxIi = Ii. Finalmente,
la extensio´n es c´ıclica de Kummer pues o(σx) =
qd∞−1
q−1 | qd∞ − 1 y F∗∞ ⊆ Kρ.uunionsq
Definicio´n 15.4.54. El campo comu´n de definicio´n de las A–mo´dulos de
Drinfeld de rango 1 sobre C∞ se denota por HA y se llama campo de cla-
se de Hilbert de A (ver Definicio´n 15.4.18).
Observacio´n 15.4.55. Notemos que H+A depende de la funcio´n sgn y HA
depende u´nicamente de p∞.
Teorema 15.4.56. Se tiene que p∞ se descompone totalmente en HA/K y
todo divisor primo p de K es no ramificado en HA/K . La extensio´n HA/K
es de grado hA con grupo de Galois isomorfo a Pic(A) bajo el mapeo de Artin.
Si ρ es un A–mo´dulo de Drinfeld de rango 1 definido sobre HA, entonces
σAρ = A ? ρ
para todo ideal no cero A en A y donde σA es el mapeo de Artin.
Finalmente, en H+A/HA, p∞ se ramifica totalmente.
Demostracio´n. Puesto que K∞ es un campo de definicio´n de ρ, Kρ = HA ⊆
K∞. Ahora, K∞ ∼= Fqd∞ ((pi)) = F∞((pi)) y si Oˆ∞ = F∞[[pi]], pˆ∞ = piOˆ∞,
se tiene Oˆ∞/pˆ∞ ∼= O∞/p∞ por lo que el grado relativo de p∞ en K∞/K es
1 y p∞ es no ramificado pues pi es un elemento primo tanto para K como
para K∞. Se sigue que en K∞/K , p∞ es totalmente descompuesto. Como
HA ⊆ K∞, se tiene que p∞ es totalmente descompuesto en HA/K . Si p es
un primo finito, p es no ramificado en H+A/K por lo que es no ramificado en
HA/K . El mapeo de Artin fue obtenido previamente.
Se tiene [H+A : HA] =
qd∞−1
q−1 =
∣∣ PA
P+A
∣∣ y PA/P+A deja fijo a HA. Por tanto
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Gal(H+A/K ) −→ Gal(HA/K ) = G
σ −→ σ|HA
Pic+(A) −→ G
PA/P
+
A −→ {1}
 =⇒
Pic+(A)
(PA/P
+
A )
∼= Pic(A) ⊆ G
y |Pic(A)| = |G| = hA por lo que Gal(HA/K ) ∼= Pic(A) .
Ahora, por lo que sabemos de teor´ıa de campos de clase, la ma´xima ex-
tensio´n abeliana no ramificada de K donde p∞ se descompone totalmen-
te satisface Gal(L/K ) ∼= ClA = Pic(A) ([110]) y puesto que HA ⊆ L y
Gal(HA/K ) ∼= Pic(A) se sigue que L = HA. Se sigue que H+A/HA es total-
mente ramificada en p∞. uunionsq
Corolario 15.4.57. Se tiene
Gal(H+A/HA)
∼= F∗∞/F∗q . uunionsq
El siguiente resultado lo enunciamos sin demostrarlo.
Teorema 15.4.58. Sea B la cerradura entera de A en HA. Entonces todo
A–mo´dulo de Drinfeld ρ de rango 1 es isomorfo a un A–mo´dulo de Drinfeld
ρ′ el cual esta´ definido en B y donde µρ′(a) es una unidad en B para toda
a ∈ A \ {0}.
Demostracio´n. [57, Theorem 15.8]. uunionsq
Se tiene tambie´n
Teorema 15.4.59 (Ideal principal). Sea ρ un A–mo´dulo de Drinfeld el
cual esta´ definido en B. Si A es cualquier ideal no cero en A, entonces AB =
D(ρA)B es el ideal principal de B generado por D(ρA).
Demostracio´n. Similar al Teorema 15.4.52. uunionsq
15.4.4. Teor´ıa de campos de clase expl´ıcita y campos de clases
de rayos
Construiremos la ma´xima extensio´n abeliana de K . Esta construccio´n,
despue´s de haber construido HA y H
+
A , es totalmente ana´loga al caso de los
campos de funciones cicloto´micos. Fijamos una funcio´n signo sgn. Sea m un
ideal no cero de A, m 6= A. Sea Km := K (ρ[m]). Como en el caso de campos
de funciones cicloto´micos Km/K es una extensio´n abeliana no ramificada
fuera de m y p∞, donde ρ es un A–mo´dulo de Drinfeld de rango 1 sobre C∞.
Se tiene que Km es un campo de clases de rayos extendidos de conductor
m. Como de costumbre, definimos K +m como la ma´xima extensio´n abeliana
en Km en la cual p∞ se descompone totalmente. Resulta ser que K +m es el
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campo de clases de rayos mo´dulo m. De esta forma se obtiene una descripcio´n
expl´ıcita de la ma´xima extensio´n abeliana de K en la cual p∞ se descompone
totalmente. Se obtienen todos los campos de clase variando p∞. Las te´cnicas
para estudiar Km son similares a los de H
+
A .
Sea Dm,A el grupo de ideales fraccionarios de A generado por los ideales
primos no cero de A tales que p - m y sea
P+m,A := {xA | x ∈ K ∗, x es positivo , x ≡ 1 mo´d m}.
Definicio´n 15.4.60. El grupo cociente Pic+m(A) =
Dm,A
P+m,A
se llama el grupo de
clases de rayos extendido mo´dulo m relativo a sgn.
Recordemos que en el lenguaje de ide`les (ver Seccio´n 17.6 y la Subseccio´n
17.8.1), dado un mo´dulus m, JmK = {α ∈ JK | α ≡ 1 mo´d m} =
∏
p∈PK U
(np)
p ,
m =
∏
p∈PK p
np y CmK = J
m
KK
∗/K ∗ ⊆ CK y CK /CmK es el grupo de clases
de rayos mo´dulo m.
Ahora consideremos el conjunto de mo´dulos de Hayes H. Se tiene ρ[m] ∼=
A/m como A–mo´dulos puesto que rρ = 1 (ver Corolario 15.2.57). Sea Φ(m) :=∣∣(A/m)∗∣∣. Se tiene que ρ[m] tiene Φ(m) generadores como A–mo´dulos.
Sea Xm := {(ρ, λ) | ρ ∈ H, λ generador de ρ[m]}. Se define la accio´n de
Dm,A sobre Xm por
A ? (ρ, λ) = (A ? ρ, ρA(λ)).
Veamos que ρA(λ) es generador de (A?ρ)[m]. Sea ρ
′ = A?ρ. Para µ ∈ ρ[m]
y m ∈ m, tenemos ρm(µ) = 0 por lo que ρ′m(ρA(µ)) = ρA(ρm(u)) = ρA(0) = 0.
Por tanto ϕ : ρ[m] −→ ρ′[m] dada por ϕ(µ) = ρA(µ) esta´ bien definida y
ϕ es un homomorfismo de A–mo´dulos. Veamos que ϕ es inyectiva. Si ϕ(λ) =
ϕ(λ′), se tiene ρA(λ) = ρA(λ′) lo cual implica que ρA(λ− λ′) = 0.
Por otro lado, ρm(λ−λ′) = 0 para toda m ∈ m. Puesto que mcd(A,m) = 1,
se tiene que A+m = (1) y existen a ∈ A y m ∈ m tales que a+m = 1. Ahora
ρa ∈ RρA, es decir, existe ξ ∈ R = K∞〈τ〉 tal que ρa = ξρA. Se sigue que
ρa(λ− λ′) = ξ(ρA(λ− λ′)) = ξ(0) = 0 y ρm(λ− λ′) = 0.
Por tanto
λ− λ′ = ρ1(λ− λ′) = ρa+m(λ− λ′) = ρa(λ− λ′) + ρm(λ− λ′) = 0 + 0 = 0,
por tanto λ = λ′ y ϕ es inyectiva.
Puesto que ρ[m] ∼= ρ′[m] ∼= A/m, tenemos que |ρ[m]| = |ρ′[m]| de donde se
sigue que ϕ es suprayectiva y λ es generador de ρ[m] ⇐⇒ ρA(λ) es generador
de ρ′[m].
Probemos que el estabilizador de cualquier punto (ρ, λ) es P+m,A. Tenemos
que ρA(λ) es generador de (A ? ρ)[m] y si A ? (ρ, λ) = (ρ, λ) entonces A ? ρ = ρ
y ρA(λ) = λ y como ρ es de Hayes para que A ? ρ = ρ, A debe ser principal
(ver Teorema 15.4.36 y posterior).
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Sea A = (x), y (A ? ρ)a = µρ(x)
−1ρaµρ(x). Adema´s ρA(λ) = ρxA(λ) =
µρ(x)
−1ρx(λ) = λ lo cual implica ρx(λ) = µρ(x)λ. Por tanto obtenemos que
ρx−µρ(x)(λ) = 0, esto es, x− µρ(x) ∈ m. As´ı, µρ(x)−1x− 1 ∈ m y µρ(x)−1x ≡
1 mo´d m.
Como A ? ρ = ρ, µρ(x) ∈ Aut(ρ) = F∗q y el estabilizador de ρ es
{xA | x ∈ A,µρ(x) ∈ F∗q} =
↑
xA=(µρ(x)
−1x)A
{xA | x ∈ A, sgn(x) = 1}
y adema´s µρ(x)
−1x ≡ 1 mo´d m. Por lo tanto A ? (ρ, λ) = (ρ, λ) ⇐⇒ A =
xA, sgnx = 1, x ≡ 1 mo´d m, por lo que el estabilizador es P+m,A.
Por un lado tenemos que ρ[m] ∼= (A/m) por lo que el nu´mero de gene-
radores de ρ[m] es Φ(m) =
∣∣((A/m)∗)∣∣ y en particular |Xm| = |H|Φ(m) =
|Pic+(A)|Φ(m).
Por otro lado tenemos la sucesio´n exacta
1 −→ Dm,A ∩ P
+
A
P+m,A
−→ Pic+m(A) natural−−−−→ Pic+(A) −→ 1.
Ahora si ρA(λ) es generador de ρ[m] en particular A debe ser estabilizador
de ρ, esto es A ∈ P+A (Teorema 15.4.38) y por otro lado A es primo relativo a
m. De esto se deduce que ∣∣∣Dm,A ∩ P+A
P+m,A
∣∣∣ = Φ(m).
Por tanto
|Pic+m(A)| = |Pic+(A)|
∣∣∣Dm,A ∩ P+A
P+m,A
∣∣∣ = |Pic+(A)|Φ(m) = |Xm|.
Obtenemos que Pic+m(A) actu´a transitivamente sobre Xm y se sigue:
Teorema 15.4.61. El conjunto Xm es un espacio homoge´neo para Pic
+
m,A(A)
con la accio´n ?, es decir, Xm = Pic
+
m(A) ? (ρ0, λ0). uunionsq
A continuacio´n copiamos toda la teor´ıa de campos de funciones cicloto´mi-
cos pero en lugar de tomar como campo base a K = Fq(T ) o K , tomamos
H+A .
Definicio´n 15.4.62. Sea K (m) := H+A (ρ[m]).
Como en el caso H+A , se probara´ que K (m)/K es una extensio´n de Galois
y no ramificada fuera de p∞ y de los primos que dividen a m.
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Proposicio´n 15.4.63. Sea L/K una extensio´n finita y sea ρ ∈ DrinA(C∞)
de rango 1 el cual esta´ definido sobre un anillo de valuacio´n Oq en L donde
q es no ramificado en L/K . Sea p = q∩A. Sea A = pe, B = pe−1. Entonces
ρB(t) divide a ρA(t) en Oq[t] y el cociente es Eisenstein en p.
Demostracio´n. Para e = 1 la demostracio´n es como en el caso para H+A con
igual argumento (ver Teorema 15.4.51).
Para e > 1, sea f(t) = (B?ρ)p(t)/t y se tiene ρA(t) = f(ρB(t))ρp(t). Para
el caso e = 1, f(t) es Eisenstein en p y ρp(t) ≡ tN(p) mo´d q. uunionsq
Por la Proposicio´n 15.4.63, se sigue que K (m)/K tiene el mismo tipo de
ramificacio´n como en el caso cicloto´mico, es decir
Proposicio´n 15.4.64. Sea m = pe donde p es un ideal primo no cero de A.
Entonces K (pe) = H+A (ρ[p
e])/H+A es totalmente ramificado en q donde q es
un divisor primo de H+A sobre p y el ı´ndice de ramificacio´n es Φ(p
e). Ma´s
au´n, la extensio´n K (pe)/H+A es no ramificada en todo primo finito p1 6= p.
Finalmente, se tiene [K (pe) : H+A ] = Φ(p
e).
Demostracio´n. El polinomio f(u) = ρpe(u)/ρpe−1(u) es Eisenstein en p y
f(u) =
∏
(u − λ) donde λ recorre los generadores del A–mo´dulo c´ıclico
ρ[pe] ∼= A/pe. Se tiene gr f(u) = Φ(pe). El resto de la demostracio´n es co-
mo en el caso cicloto´mico (ver Teorema 9.2.27). uunionsq
Corolario 15.4.65. Para cualquier ideal no cero m de A, K (m)/H+A es una
extensio´n de Galois con grupo de Galois isomorfo a
(
A/m
)∗
. Los primos fi-
nitos ramificados son los ideales primos p que dividen a m con ı´ndice de ra-
mificacio´n Φ(pe) donde pe es la potencia exacta de p que dividen a m.
Demostracio´n. Igual que en el caso cicloto´mico (ver Teorema 9.2.27). uunionsq
Ahora recordemos que Km = K (ρ[m]) con ρ[m] = {u ∈ K¯∞ | ρm(u) =
0 para toda m ∈ m}. Entonces Km/K es una extensio´n normal debido a que
σ(Km) = K (σρ[m]) = Km para todo σ ∈ AutK (C∞).
Puesto que H+A esta´ generado sobreK por los coeficientes de ρa con ρ ∈ H
y a un elemento no constante de A, se sigue que K (ρ[m]) = Km = K (m) =
H+A (ρ[m]).
De hecho se tiene:
Teorema 15.4.66. Si λ es un generador de ρ[m], entonces H+A (ρ[m]) =
K (λ). En particular K (m) = Km.
Demostracio´n. Ver [132, Theorem 3.6.7, pa´gina 77] o [41, Theorem 7.5.15,
pa´gina 207]. uunionsq
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Teorema 15.4.67. Sea A un ideal no cero de A que es primo relativo a m y
sea λ ∈ ρ[m]. Entonces, si σA es el automorfismo de Artin, se tiene
λσA := σAλ = ρA(λ).
Demostracio´n. Si A y B son dos ideales no cero de A, ambos primos relativos
a m que satisfacen λσA = ρA(λ) y λ
σB = ρB(λ), entonces
σAB = σAσB(λ) = σBσA(λ) = σB(ρA(λ)) = (σBρA)(σB(λ))
= (σBρA)(ρB(λ)) =
↑
σBρ=(B?ρ)
Teorema 15.4.56
(B ? ρ)A(ρB(λ)) = ρAB(λ).
Por tanto podemos suponer que A = p es primo con p - m. Se q en Km es
un primo sobre p, σp satisface σpλ = λ
N p mo´d q (ver Teorema 15.4.49).
Puesto que ρ mo´d q = φ satisface φp = τ
gr p, se sigue como en la demos-
tracio´n en el caso H+A/K que φpλ = λ
N p mo´d q y por tanto σp(λ) = ρp(λ).
uunionsq
Como consecuencia de este resultado, vemos que Km es independiente de
ρ ∈ H, pues si λ es generador de ρ[m], λσA = ρA(λ) es generador de (A?ρ)[m]
con A ? ρ ∈ H. Adema´s Pic+m(A) actu´a como automorfismos v´ıa
σA(λ) = ρA(λ).
Puesto que |Pic+m(A)| = |Pic+(A)|Φ(m) = [H+A : K ][H+A (ρ[m]) : H+A ] =
[H+A (ρ[m]) : K ] = [Km : K ], se sigue que
Pic+m(A)
∼= Gal(Km/K ).
K (m) = Km
Dm,A∩P+A
P
+
m,A
∼=(A/m)∗
Pic+m(A) H
+
A
Pic+(A)
K
Ahora bien, los elementos positivos de A generan A/m as´ı que el ma-
peo Aa 7−→ σa := σaA donde a ∈ A es un elemento de A primo relativo
a m, induce un isomorfismo entre
(
A/m
)∗
y Gal(Km/H
+
A ) (recordemos que
|Gal(Km/H+A )| = |(A/m)∗| = Φ(m)). Para un elemento λ ∈ ρ[m] y si x ∈ A
es tal que x ≡ 1 mo´d m en K ∗, usando el s´ımbolo de Artin se obtiene
σx(λ) = ρxA(λ) = µρ(x)
−1λ
y µρ(x) ∈ F∗∞. Por tanto Gal(Km/K ) contiene un subgrupo Ip∞ isomorfo a
F∗∞. Ma´s precisamente
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Ip∞
∼= {xA mo´d P+m,A | x ≡ 1 mo´d m} ∼= F∗∞.
De hecho Hayes probo´ que este grupo es tanto el grupo de descomposicio´n
como el grupo de inercia de p∞ en Km/K (ver [56, Proposition 4.15, pa´gina
229]).
Definicio´n 15.4.68. El campo fijo de Km bajo Ip∞ , K
+
m := K
Ip∞
m se llama
el campo de clases de rayos de conductor m. Estos campos corresponden a los
campos de clase a JmK,S =
(∏
p∈SK
∗
p ×
∏
p∈PK \S U
(mp)
p
)
donde S = {p∞}.
Por tantoK +m es el campo de clase de rayos deK de conductor m en don-
de p∞ se descompone totalmente. Estos campos, Km y K +m son totalmente
similares a los campos cicloto´micos, donde Km juega el papel del campo ci-
cloto´mico usual Q(ζm) y K +m el subcampo real de Q(ζm), Q(ζm)+ y lo mismo
en campos de funciones cicloto´micos Km ←→ K(ΛM ) y K +m ←→ K(λM )+.
Notemos que el ı´ndice de ramificacio´n en Km/K +m es q
d∞ − 1 = |F∗∞|. Se
tiene e∞(H+A |HA) = q
d∞−1
q−1 , e∞(Km/K
+
m ) = q
d∞ − 1.
Km
Pic(A)
Ip∞∼=F∗q
(A/m)∗
Pic+m(A)
K +m H
+
A
F∗∞/F∗q∼=
PA/P
+
A
Pic+(A)
HA
Pic(A)
K
Sea ahora K +∞ := ∪mK +m donde m recorre el conjunto de todos los ideales
propios no cero de A. De esta forma K +∞ es la ma´xima extensio´n abeliana de
K tal que p∞ se descompone totalmente.
Si K∞ = ∪mKm, entonces K +∞ es el campo fijo de K∞ bajo Ip∞ : K +∞ =
K
Ip∞∞ . Notemos que ahora K∞ denota algo diferente a la completacio´n de
K en p∞. Por otro lado K +∞ esta´ contenido en la completacio´n de K en p∞
puesto que p∞ se descompone totalmente en K +∞ .
De manera totalmente ana´loga al caso de campos de funciones cicloto´mi-
cas, se tiene que Gal(K∞/K ) ∼= Vp∞ donde Vp∞ = {1} ×
∏
p6=p∞ Up ⊆ JK ,
es decir, Vp∞ es el subgrupo de los ide`les cuya componente en p∞ es 1 y en
las dema´s son elementos de Up = O∗p. Esto es, Gal(K∞/K ) ∼= JK /(K ∗ ×
K
(1)
∞ × Z) y K∞ corresponde a K ∗ ×K (1)∞ × Z y K (1)∞ = nu´c(sgn) ∩ Up∞ .
Ahora tomamos p′∞ 6= p∞, p′∞ un divisor primo y consideramos K∞′ .
Entonces la interseccio´n de los dos subgrupos de ide`les correspondientes es
K ∗ lo cual implica que K∞K∞′ es la ma´xima extensio´n abeliana de K (ver
Teorema 17.6.6).
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Teorema 15.4.69. Sean p∞, p′∞ dos divisores primos distintos de K . Si K∞
y K∞′ son como antes, entonces K∞K∞′ es la ma´xima extensio´n abeliana
de K . uunionsq

16
Teor´ıa de Iwasawa
Este cap´ıtulo presenta el inicio de la Teor´ıa de Iwasawa que fue desarro-
llada por Kenkichi Iwasawa, especialmente en [64, 66, 67]. El desarrollo que
aqu´ı presentamos esta´ basado fuertemente en [140, Cap´ıtulo 13].
16.1. Campos cicloto´micos infinitos
Sea p un nu´mero primo en Z y sea Q(ζp∞) :=
∞⋃
n=0
Q(ζpn). Sea G :=
Gal(Q(ζp∞)/Q). Se tiene que σ ∈ G esta´ determinado por su accio´n en ζpn ,
n ≥ 1. Sea σζpn = ζanpn con an mo´d pn ∈
(
Z/pnZ
)∗
= Upn . Se tiene que
an ≡ an−1 mo´d pn−1 por lo que obtenemos un elemento
(
an
)
n∈N ∈ Z∗p =
l´ım←−
(
Z/pnZ
)∗
= Gal←− (Q(ζpn)/Q). Rec´ıprocamente, si a ∈ Z
∗
p, σζpn = ζ
a
pn da
un automorfismo de Q(ζp∞).
Si p > 2, tenemos Z∗p = l´ım←−
(
Z/pnZ
)∗
= l´ım←−
(
Z/(p − 1)Z × Z/pn−1Z) ∼=
Z/(p − 1)Z × Zp. Si p = 2, Z∗2 = l´ım←−
(
Z/2nZ
)∗
= l´ım←−
(
Z/2Z × Z/2n−2Z) ∼=
Z/2Z× Z2.
Q(ζp)
Zp
Up∼= Z/(p−1)Z
Q(ζp∞)
Cp−1
Q
Zp
Q∞
p>2
Q(ζ4)
Z2
C2
Q(ζ2∞)
C2
Q
Z2
Q∞
Estamos particularmente interesados en Q(ζp∞) y en Q∞ = Q(ζp∞)Cp−1 ,
p ≥ 2.
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16.2. Ramificacio´n en extensiones algebraicas
Aqu´ı presentamos una teor´ıa de ramificacio´n para extensiones algebraicas
arbitrarias.
Sea k/Q una extensio´n algebraica no necesariamente finita. Sea Ok :=
{α ∈ k | Irr(α, x,Q) ∈ Z[x]}. Ok es el anillo de enteros de k. Se tiene
Ok = l´ım−→
[E:Q]<∞
E⊆k
OE =
⋃
[E:Q]<∞
E⊆k
OE .
Observacio´n 16.2.1. En general Ok no es noetheriano y por lo tanto no es
dominio Dedekind. Ma´s adelante daremos un ejemplo.
Lo que si tenemos es:
Proposicio´n 16.2.2. Si p es un ideal primo no cero de Ok, entonces p es
maximal.
Demostracio´n. Se tiene que Ok/p es un dominio entero y p ∩ Z es un ideal
primo de Z. Sea α ∈ p, α 6= 0. Entonces [Q(α) : Q] < ∞ y 0 6= NQ(α)/Qα ∈
p∩Z, es decir, p∩Z 6= {0}. Por lo tanto p∩Z = 〈p〉 con p un nu´mero primo.
Se tiene
Z/pZ = Z/(p ∩ Z) ∼= (p + Z)/p ⊆ Ok/p.
Por otro lado si β ∈ Ok/p, β ∈ Ok, β entero sobre Z, por lo tanto β es
algebraico sobre Fp lo cual implica que Ok/p ⊆ Fp. Es decir, Fp ∼= Z/pZ ⊆
Ok/p ⊆ Fp =
∞⋃
n=1
Fpn .
Ahora veamos que Ok/p es un campo. Si α ∈ Ok/p, α 6= 0, α ∈ Fp y α
satisface una ecuacio´n
αn + an−1αn−1 + · · ·+ a1α+ a0 = 0
con ai ∈ Fp y a0 6= 0. Por tanto
−a−10
(
αn−1 + · · ·+ a2α+ a1
)
α = 1
es decir α−1 = −a−10
(
αn−1 + · · ·+ a2α+ a1
) ∈ Ok/p y α es invertible. Por lo
tanto OK/p es un campo y p es maximal. uunionsq
Corolario 16.2.3. Ok/p es una extensio´n abeliana de Fp.
Demostracio´n. Se sigue de que Fp ⊆ Ok/p ⊆ Fp y de que
Gal(Fp/Fp) = Gal
(
l´ım−→ Fpn/Fp
) ∼= l´ım←−Gal(Fpn/Fp) ∼= l´ım←− (Z/nZ) ∼= Zˆ
el cual es abeliano. uunionsq
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Ma´s generalmente, tenemos
Corolario 16.2.4. Si L/K es una extensio´n algebraica cualquiera de campos
nume´ricos, entonces si P es un ideal primo no cero de OL, P ∩ OK = p es
un ideal primo no cero de K y OL/P es una extensio´n de Galois abeliana de
OK/p.
Demostracio´n. Se sigue de que Fp ⊆ Ok/p ⊆ OL/P ⊆ Fp. uunionsq
Rec´ıprocamente, tenemos:
Proposicio´n 16.2.5. Sea L/K una extensio´n algebraica de campos. Si p es
un ideal no cero de OK , existe un ideal primo P de OL tal que P ∩ OK = p.
Demostracio´n. Primero veamos que pOL 6= OL. Se tiene que la localizacio´n(OL)p = {ab | a ∈ OL, b ∈ OK \ p} es un anillo entero sobre (OK)p y (OK)p
es un anillo local con ideal ma´ximo p
(OK)p. Si pOL = OL se tendr´ıa que
p
(OL)p = (OL)p y en este caso tendr´ıamos
1 = a1b1 + · · ·+ anbn con ai ∈ p, bi ∈
(OL)p.
Sea B =
(OK)p[b1, . . . , bn]. Se tiene pB = B y B es un A := (OK)p
mo´dulo finitamente generado pues cada bi es entero sobre A. Por el Lema
de Nakayama (Teorema 16.2.6 ma´s adelante), se sigue que B = 0 lo cual es
absurdo. Por tanto pOL 6= OL.
Se tiene el diagrama
OL //
(OL)p
OK //
OO
(OK)p
OO
p
(OL)p ⊆ m(OL)p con m es un ideal maximal. En particular m ∩ (OK)p =
p
(OK)p. Por tanto m′ := m ∩ OL es un ideal primo de OL y se tiene
m′ ∩ OK = m
(OL)p ∩ (OK)p ∩ OK = p(OL)p ∩ OK = p. uunionsq
Teorema 16.2.6 (Lema de Nakayama). Sea A un anillo conmutativo con
unidad y sea a ⊆ ⋂
m maximal
m. Si M es un A–mo´dulo finitamente generado tal
que aM = M entonces M = 0.
Demostracio´n. Supongamos que M 6= 0 y sea m el mı´nimo nu´mero de ge-
neradores de M como A–mo´dulo. Digamos que M = Aω1 + · · · + Aωm.
Se tiene que ω1 = a1ω1 + · · · + amωm para algunos ai ∈ a. Por tanto
(1− a1)ω1 = a2ω2 + · · ·+ amωm.
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Ahora 1 − a1 ∈ A∗ pues en caso contrario existir´ıa m maximal tal que
1 − a1 ∈ m pero a1 ∈ a ⊆ m implicar´ıa 1 ∈ m. Por tanto Si m = 1 entonces
(1 − a1)ω1 = 0 por lo que ω1 = 0, lo cual es absurdo. Si m ≥ 2, entonces
ω1 ∈ 〈ω2, . . . , ωm〉 y en este caso M esta´ generado por m−1 elementos lo cual
es absurdo. Por tanto M = 0. uunionsq
Como en el caso finito, tenemos la transitividad sobre los ideales primos
que se encuentran sobre uno dado del campo base, es decir:
Proposicio´n 16.2.7. Sea L/K una extensio´n de Galois de campos nume´ri-
cos. Sean P y P′ dos ideales primos de OL sobre el ideal primo p de OK .
Entonces existe σ ∈ Gal(L/K) tal que σP = P′.
Demostracio´n. Este resultado lo conocemos cuando la extensio´n L/K es fini-
ta. En general sean
K = F0 ⊆ F1 ⊆ · · · ⊆ Fn ⊆ · · · ⊆ L, L =
∞⋃
n=1
Fn
tales que Fn/K son extensiones finitas de Galois, lo cual es posible hacerlo
pues L es un conjunto numerable. Sean pn := P ∩ OFn , p′n := P′ ∩ OFn .
Existe τn ∈ Gal(Fn/K) tal que τn(pn) = p′n. Sean σn ∈ Gal(L/K) tales que
σn|Fn = τn. Puesto que Gal(L/K) es compacto, la sucesio´n
{
σn
}∞
n=1
tiene un
punto de acumulacio´n σ. Sea σni −−−→
i→∞
σ. Por facilidad suponemos σn −→
n
σ.
Sea m arbitrario. Se tiene que Gal(L/Fm) es una vecindad abierta de Id y
σ−1σn ∈ Gal(L/Fm) para n  m. Por tanto para n suficientemente grande
tenemos
σ−1σnpm = pm. Por tanto σpm = σnpm = σn
(
pn∩OFm
)
= p′n∩OFm = p′m.
Puesto que P =
∞⋃
m=1
pm y P
′ =
∞⋃
m=1
p′m se sigue que σP = P
′. uunionsq
Ejemplo 16.2.8. Este es un ejemplo de un anillo OK que no es dominio
Dedekind. Sea K = Q(ζp∞) y sea p =
∞⋃
n=1
pn donde pn = 〈1− ζpn〉 es el ideal
primo sobre p de Q(ζpn). Se tiene que 〈1 − ζpn〉 es el ideal primo sobre p de
Q(ζpn) y 〈1−ζpn〉ϕ(pn) = 〈p〉. En particular p = 〈1−ζp, 1−ζp2 , . . . , 1−ζpn , . . .〉
y puesto que 〈1− ζpn〉p = 〈1− ζpn−1〉 se sigue que pp = p. Esto implica lo que
queremos.
Otra forma de obtener lo mismo es notando que p no es finitamente ge-
nerado pues si p = 〈a1, . . . , am〉, entonces cada ai ∈ pti para algu´n ti. Sea
t := ma´x{ti | 1 ≤ i ≤ m}. Por tanto a1, . . . , am ∈ pt = 〈1 − ζpt〉 pero esto es
absurdo pues 1− ζpt+1 /∈ pt.
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El Ejemplo 16.2.8 nos indica, entre otras cosas, que no podemos estudiar
ramificacio´n v´ıa la descomposicio´n de primos. En su lugar lo hacemos usando
los grupos de inercia. Esto lo hacemos como en el caso finito.
Definicio´n 16.2.9.
P K
p k
Sea K/k una extensio´n de Galois. Sea p un primo de k y sea
P un primo de L sobre p. Se define el grupo de descomposicio´n
de P sobre p por D(P|p) = D = {σ ∈ Gal(K/k) | σP = P}. El
grupo de inercia de P sobre p se define por I(P|p) = I = {σ ∈
D | σα ≡ α mo´d P ∀ α ∈ OK}.
Proposicio´n 16.2.10. Se tiene que D y I son subgrupos cerrados de G =
Gal(K/k) y por tanto son compactos.
Demostracio´n. Sea k = F0 ⊆ F1 ⊆ . . . Fn ⊆ . . . ⊆ K tal que K =
∞⋃
n=1
Fn y
Fn/k de Galois y finita. Sean Pn := P ∩ OFn , Dn = {σ ∈ G | σPn = Pn}.
Se tiene que P =
∞⋃
n=1
Pn, D ⊆ Dn y D =
∞⋂
n=1
Dn. Ahora bien, se tiene
Gal(K/Fn) ⊆ Dn y Gal(K/Fn) es abierto por lo que Dn es abierto. Se sigue
que Dn es cerrado por la compacidad de G. Se sigue que D es cerrado.
Veamos que I es cerrado. Sea σ /∈ I. Entonces existe α ∈ OK tal que
σα−α /∈ P. Consideremos k˜(α)/k la cerradura de Galois de k(α)/k. Se tiene
K
N
k˜(α)
que k˜(α)/k es finita y N := Gal(K/k˜(α)) es un subgrupo abierto de
G. Ahora bien σN es una vecindad abierta de σ. Sea ψ ∈ N . Entonces
ψ(α) = α por lo que σψ(α) = σ(α) y (σψ)(α) − α = σα − α /∈ P.
Por tanto σN ∩ I = ∅ de donde se sigue que el complemento de I es
abierto y por tanto I es cerrado. uunionsq
Sea ϕ : D −→ Gal (OK/P : Ok/p) =: G(P) el mapeo natural, es decir, si
σ ∈ D, σOK = OK , σP = P y σ|OK = IdOk por lo que σ˜ : OK/P→ OK/P,
σ(x mo´d P) = σx mo´d P esta´ bien definida y σ˜ ∈ G(P). Entonces ϕ(σ) = σ˜.
Se tiene:
Teorema 16.2.11. La sucesio´n 1−→ I −→D ϕ−→ G(P)−→ 1 es exacta.
Demostracio´n. Sabemos que en el caso finito, ϕ es suprayectiva. Ahora
G(P) = l´ım←−Gal
(
(OFn/Pn)/(Ok/p)
)
. Sea D˜n := D(Pn|p) ⊆ Gal(Fn/k). Se
tiene D = l´ım←− D˜n bajo los mapeos:
ϕ : D−→
∞∏
n=1
D˜n ⊆
∞∏
n=1
Gal(Fn/k)
σ 7−→
∞∏
n=1
σ|Fn , σ|Fn ∈ Gal(Fn/k)
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σ|Fn(Pn) = σ
(
P ∩ OFn
)
= P ∩ OFn = Pn. Entonces tenemos el diagrama
conmutativo
D˜n
ϕn // Gal
(
(OFn/Pn)/(Ok/p)
)
D˜n+1
OO
ϕn+1 // Gal
(
(OFn+1/Pn+1)/(Ok/p)
)
OO
donde las flechas verticales son los mapeos de restriccio´n.
Ahora bien puesto que los mapeos ϕn son suprayectivos, pasando al l´ımite,
se sigue que ϕ es suprayectiva y por definicio´n tenemos que nu´cϕ = I. uunionsq
Corolario 16.2.12. Se tiene D/I ∼= Gal ((OK/P)/(Ok/p)). uunionsq
Q B
K P
k p
Ahora supongamos que K/k es algebraica pero no necesariamente de Ga-
lois. Fijemos una cerradura algebraica Q de Q. Entonces Q/K y Q/k son
extensiones de Galois. Sean P y p como antes y sea B un primo OQ tal que
B|K = P. Entonces
I(B|p) ⊆ Gal(Q/k),
I(B|P) ⊆ Gal(Q/K) ⊆ Gal(Q/k),
I(B|P) = I(B|p) ∩Gal(Q/K).
Definicio´n 16.2.13. Se define el ı´ndice de ramificacio´n e(P|p) por: e(P|p) =
[I(B|p) : I(B|P)] el cual puede ser infinito.
Observacio´n 16.2.14. e(P|p) no depende de B pues si B′ es otro primo de
Q sobre P, entonces existe σ ∈ Gal(Q/K) tal que B′ = σB y por tanto
I(B′|p) = σI(B|p)σ−1 y I(B′|P) = σI(B|P)σ−1 y por lo tanto
[I(B′|p) : I(B′|P)] = [σI(B|p)σ−1 : σI(B|P)σ−1] = [I(B|p) : I(B|P)].
En el caso en que K/k sea una extensio´n de Galois, la restriccio´n
Gal
(
Q/k
) −→ Gal(K/k)
σ 7−→ σ|K
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tiene como nu´cleo a Gal
(
Q/K
)
y I(B|p)−→ I(P|p) es suprayectiva con nu´cleo
I(B|P), es decir
I(B|p)
I(B|P)
∼= I(P|p) y e(P|p) = |I(P|p)|.
En el caso de lugares arquimedianos o infinitos, procedemos de la siguiente
forma:
Definicio´n 16.2.15. Un lugar arquimediano de k o un lugar infinito de k es,
ya sea un encaje real φ : k −→ R o bien un par (ψ,ψ) de encajes complejos
ψ,ψ : k −→ C, ψ 6= ψ.
Por el Lema de Zorn, tenemos que cualquier encaje φ o (ψ,ψ) se puede
extender a un encaje: Q −→ C y en particular se puede extender a un encaje
de K: K −→ C.
Sea K/k una extensio´n de Galois y sean φ1, φ2 dos extensiones a K de
un encaje φ de k. Entonces φ−12 ◦ φ1 ∈ Gal(K/k) y por tanto φ1 = φ2σ para
algu´n σ ∈ Gal(K/k). Similarmente, si (ψ1, ψ1) y (ψ2, ψ2) son dos extensiones
de φ, ψ1 = ψ2σ y
(
ψ1, ψ1
)
=
(
ψ2, ψ2
) ◦ σ = (ψ2 ◦ σ, ψ2 ◦ σ).
De manera ana´loga si
(
ψ1, ψ1
)
y
(
ψ2, ψ2
)
se pueden extender a
(
ψ,ψ
)
,
entonces ψ−12 ψ1 ∈ Gal(K/k) y ψ1 = ψ2σ, ψ1 = ψ2σ.
Si w es un lugar arquimediano de K, w|k = v es un lugar arquimediano
de k y se define el grupo de inercia y el grupo de descomposicio´n de w sobre
v por:
Definicio´n 16.2.16. Sea K/k una extensio´n de Galois. Entonces se define
I(w|v) = D(w|v) = {σ ∈ Gal(K/k) | wσ = w}.
Si w es real, wσ = w implica σ = w−1w = Id.
Si w es complejo, w =
(
ψ,ψ
)
y
(
ψ,ψ
)
σ =
(
ψ,ψ
)
entonces ψσ = ψ o
ψσ = ψ, es decir, σ = Id o σ = ψ
−1 ◦ψ. Si v = (φ, φ) es complejo, Id = σ|k =
ψ ◦ψ|k = φ−1 ◦φ 6= Id no es posible por lo que si v es complejo, σ = Id. Si v es
real, ψ
−1 ◦ ψ|k = φ−1 ◦ φ = Id por lo que existe ψ−1 ◦ ψ = ψ−1 ◦ ψ = σ 6= Id.
En resumen,
Teorema 16.2.17. Se tiene |I(w, v)| = 1 o 2 y |I(w, v)| = 2 ⇐⇒ v es real y
w es complejo. En este u´ltimo caso, si w =
(
ψ,ψ
)
, I(w, v) = {Id, ψ−1 ◦ ψ =
ψ−1 ◦ ψ}. uunionsq
16.3. Pro–p–grupos
Definicio´n 16.3.1. Sea p un nu´mero primo. Un grupo profinito H se llama
pro–p–grupo si H es el l´ımite proyectivo de p–grupos finitos:
H = l´ım←−
N
H/N, [H : N ] = pn, n ∈ N, N H.
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Ejemplo 16.3.2. Zp es un pro–p–grupo (abeliano): Zp = l´ım←−
n
Z/pnZ.
Definicio´n 16.3.3. Sea I un conjunto y sea L(I) el grupo discreto libre ge-
nerado por elementos xi, i ∈ I. Sea X la familia de subgrupos normales M
de L(I) tales que:
(i) L(I)/M es un p–grupo finito.
(ii) M contiene a casi todo xi, es decir, a todo xi salvo un nu´mero
finito.
Sea F (I) := l´ım←−
M∈X
L(I)/M . Entonces el pro–p–grupo F (I) se llama el pro–
p–grupo libre generado por los xi.
Ejemplo 16.3.4. Sea I finito, |I| = n ∈ N ∪ {0}. Ponemos F (I) = F (n). Se
tiene F (0) = {1}, F (1) ∼= Zp pues L(1) = Z y F (1) = l´ım←−
n
Z/pnZ ∼= Zp.
Proposicio´n 16.3.5. Se tiene F (n)/F ′(n) ∼= Znp y ma´s generalmente, para I
arbitrario, F (I)/F ′(I) ∼= ⊕
i∈I
Zp.
Demostracio´n. (Esquema). Se tiene
F (I) = l´ım←− L(I)/H, F
′(I) = l´ım←− L
′(I)/(H ∩ L′(I))
y L′(I)/(H ∩ L′(I)) ∼= HL′(I)/H. Por tanto
L(I)/H
L′(I)/(H ∩ L′(I))
∼= L(I)/H
HL′(I)/H
= L(I)/HL′(I) =
(⊕
i∈I
Z
)
/H y
l´ım←−
(⊕
i∈I
Z
)
/H ∼=
⊕
i∈I
Zp. uunionsq
16.4. Extensiones Zp
Consideremos una cadena de campos
K = K0 ⊆ K1 ⊆ K2 ⊆ . . . ⊆ Kn ⊆ . . . ⊆ K∞ =
∞⋃
n=0
Kn
tal que Gal(Kn/K) ∼= Z/pnZ. Entonces Gal(K∞/K) = l´ım←− Z/p
nZ ∼= Zp.
Definicio´n 16.4.1. En el desarrollo anterior, K∞/K es una extensio´n Zp o
una extensio´n Γ donde ponemos Γ := Zp.
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Ejemplo 16.4.2 (Extensio´n p–cicloto´mica de Q). (Ver Teoremas 5.2.6,
5.2.7 y 5.2.8 y la Seccio´n 5.3). Sea K = Q. Se tiene que Q(ζpn)/Q tiene como
grupo de Galois a Gal(Q(ζpn)/Q) ∼= Upn ∼=
(
Z/pnZ
)∗
.
Primero consideremos p > 2. Entonces Upn es c´ıclico y se tiene
(
Z/pnZ
)∗ ∼=
Z/(p− 1)Z× (Z/pn−1Z) (Teorema 3.2.21).
En particular Upn contiene un u´nico subgrupo de orden p − 1, a saber,
Z/(p − 1)Z en la descomposicio´n anterior. Sea Qn−1 := Q(ζpn)Z/(p−1)Z. En-
tonces Gal(Qn−1/Q) ∼= Z/(pn−1Z).
Notemos que 2 divide a p−1 por lo que Qn−1 ⊆ Q(ζpn+ζ−1pn ) = Q(ζpn)+ ⊆
R.
Sea Q∞ :=
∞⋃
n=1
Qn. Entonces Gal(Q∞/Q) ∼= Zp.
Ahora si p = 2, tenemos para n ≥ 2, que
Gal(Q(ζ2n)/Q) ∼= U2n ∼= 〈±1〉 × 〈1 + 22〉 ∼= (Z/2Z)× (Z/2n−2Z).
Q(ζ4) Q(ζ8) = Q(ζ23)
E1
Q Q(ζ8)+
Si n = 0, ζ20 = ζ1 = 1; si
n = 1, ζ21 = ζ2 = −1; si n = 2,
ζ22 = ζ4 = i. Para n = 3, U8 ∼=
C2 × C2 y hay 3 subgrupos de or-
den 2. Por lo tanto hay 3 subexten-
siones cuadra´ticas, a saber, Q(ζ4),
Q(ζ8)+ = Q(ζ8 + ζ−18 ) = Q(
√
2) y
E1 = Q(ζ4(ζ8 + ζ−18 )) = Q(
√−2).
Para n ≥ 4, Un2 ∼= C2×C2n−2 y por lo tanto U2n tiene 2 subgrupos c´ıclicos
de orden 2n−2 y por lo tanto 2 grupos cociente c´ıclicos de orden 2n−2.
Q(ζ4 ) Q(ζ2n−1 ) Q(ζ2n ) Q(ζ2n+1 )
En−2 En−1
Q Q(ζ2n−1 )
+ Q(ζ2n )+ Q(ζ2n+1 )
+
Hay 3 subcampos de Q(ζ2n) de grado 2n−2 sobre Q, 2 de ellos son c´ıclicos
sobre Q y el otro no (para n ≥ 4). Los 3 subcampos son Q(ζ2n−1), Q(ζ2n)+ y
En−2 = Q
(
ζ4(ζ2n−1 + ζ
−1
2n−1)
)
. Puesto que Q(ζ2n−1)/Q no es c´ıclico, Q(ζ2n)+
y En−2 son las extensiones c´ıclicas de Q de grado 2n−2.
Se tiene que En−2 " En−1 pues de lo contrario tendr´ıamos que Q(ζ2n) =
En−2Q(ζ2n−1)+ ⊆ En−1 lo cual es absurdo.
Ahora bien Q(ζ2n)+ corresponde al subgrupo {±1} de U2n , es decir,
Q(ζ2n)+ = Q(ζ2n){±1} y Gal
(
Q(ζ2n)+/Q
) ∼= Un/{±1} ∼= 〈1 + 22〉 ∼= C2n−2 .
En particular
∞⋃
n=1
Q(ζ2n)+ = Q(ζ2∞)+ satisface:
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Gal
(
Q(ζ2∞)+/Q
) ∼= l´ım←−
n
C2n−2 ∼= Z2.
Ponemos Q∞ := Q(ζ2∞)+.
Observacio´n 16.4.3. Tenemos que para cualquier p ≥ 2, Q∞ es la u´nica
extensio´n de Q tal que Gal(Q∞/Q) ∼= Zp.
Para ver esto, sea K/Q tal que Gal(K/Q) ∼= Zp, p ≥ 2. Si K ⊆
∞⋃
n=1
Q(ζpn) = Q(ζp∞), el resultado se sigue del hecho de que
Gal
(
Q(ζp∞)/Q
) ∼= {C2 × Z2 si p = 2
Cp−1 × Zp si p ≥ 3
y el u´nico subgrupo finito de Gal
(
Q(ζp∞)/Q
)
es C2 si p = 2 y Cp−1 si p ≥ 3.
Ahora bien, en general, sea pnZp < Zp ∼= Gal(K/Q) y sea Kn := KpnZp ,
Gal(Kn/Q) ∼= Zp/pnZp ∼= Z/pnZ.
Por el Teorema de Kronecker–Weber, de hecho por el Teorema 4.2.4, K ⊆
Q(ζpn+1) y por tanto K =
∞⋃
n=1
Kn ⊆
∞⋃
n=1
Q(ζpn+1) = Q(ζp∞) y se sigue la
unicidad.
Veamos con ma´s detalle Q(ζ2n)+ = Q(ζ2n + ζ−12n ) (ver Teorema 5.3.3). Sea
αn := ζ2n + ζ
−1
2n . Entonces
α0 = ζ1 + ζ
−1
1 = 1 + 1 = 2,
α1 = ζ2 + ζ
−1
2 = −1− 1 = −2,
α2 = ζ4 + ζ
−1
4 = i+
1
i
= 0,
α3 = ζ8 + ζ
−1
8 .
Notemos que para n ≥ 3, α2n =
(
ζ2n + ζ
−1
2n
)2
= ζ2n−1 + ζ
−1
2n−1 + 2 = αn−1 + 2.
Adema´s αn ≥ 0, por lo que αn = √αn−1 + 2, esto es, α3 =
√
2, α4 =
√
2 +
√
2
y en general αn =
√√√√√√2 +
√
2 +
√
2 +
√
2 + · · ·+
√
2︸ ︷︷ ︸
n−2
.
Definicio´n 16.4.4. Para todo primo p ≥ 2, la extensio´n Q∞ ⊆ Q(ζp∞) que
satisface Gal(Q∞/Q) ∼= Zp se le llama la Zp–extensio´n cicloto´mica de Q.
Notemos que Q∞ ⊆ R, y por tanto, Q∞ ⊆ Q(ζp∞)+ = Q(ζp∞) ∩ R.
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K K∞ = KQ∞
K ∩Q∞ Q∞
Q,
Ahora sea K cualquier campo nume´rico finito, es decir, [K : Q] < ∞. Sea
K∞ := KQ∞. Se tiene que Gal(K∞/K) ∼= Gal(Q∞/K∩Q∞) ⊆ Zp. Por tanto
Gal(Q∞/K ∩ Q∞) ∼= pnZp para algu´n n ≥ 0 y en particular Gal(K∞/K) ∼=
pnZp ∼= Zp, es decir K∞/K es una extensio´n Zp.
Definicio´n 16.4.5. Esta extensio´nK∞/K se llama la Zp extensio´n cicloto´mi-
ca de K.
Observacio´n 16.4.6. Sea p ≥ 2 un nu´mero primo cualquiera. Entonces
Q(ζ2p) = Q(ζp) si p > 2 y Gal
(
Q(ζ2p)/Q
) ∼= C2 si p = 2 o Cp−1 si p > 2.
Entonces
Q(ζ2p)
Zp
Cp−1 o C2
Q(ζp∞)
Cp−1 o C2
Q
Zp
Q∞
Gal
(
Q(ζp∞)/Q(ζ2p)
) ∼= Zp.
Proposicio´n 16.4.7. Sea K una extensio´n finita de Q y K∞ la Zp–extensio´n
cicloto´mica de K. Entonces ζp∞ ∈ K∞ ⇐⇒ ζ2p ∈ K y en este caso K∞ =
K(ζp∞).
Demostracio´n. Primero, si ζ2p ∈ K, entonces K∞ = KQ∞ ⊇ Q(ζ2p)Q∞ =
Q(ζp∞) por lo que ζp∞ ∈ K.
Rec´ıprocamente, si ζp∞ ∈ K∞ = KQ∞ se obtiene K∞ = K(ζp∞)Q∞ =
K(ζp∞). Se tiene que
K
Zp
K∞ = KQ∞ = KQ(ζp∞)
K ∩Q(ζp∞)
Zp Q(ζp∞)
Q
Gal
(
Q(ζp∞)/(K ∩Q(ζp∞))
) ∼= Gal(KQ∞/K) ∼= Zp.
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De esta forma se sigue que Gal(Q(ζp∞)/Q) ∼= Ct×Zp donde t = 2 si p = 2
y t = p − 1 para p ≥ 3. Los subgrupos cerrados de Ct × Zp isomorfos a Zp
son u´nicamente los grupos pnZp y por tanto K ∩Q(ζp∞) corresponde a algu´n
pnZp. Se sigue que K ∩Q(ζp∞) = Q(ζ∞)pnZp = Q(ζ2pn+1) lo cual implica que
ζ2p ∈ K.
Como vimos, en este caso K∞ = KQ∞ = KQ∞(ζ2p) = KQ(ζp∞) =
K(ζp∞). uunionsq
16.5. Ramificacio´n y descomposicio´n de primos en
Q∞/Q
Sea ` un primo de Q que sea ramificado en Q∞/Q. Entonces si l es un
primo de Q∞ sobre `, I := I(l|`) es un subgrupo cerrado de Gal(Q∞/Q) ∼= Zp
y por lo tanto I = pnZp para algu´n n ≥ 0 o I = 0. Puesto que ` es ramificado,
I 6= 0 y por tanto
I ∼= pnZp ∼= Zp,QI = Qn pues Zp/I = Zp/pnZp ∼= Z/pnZ ∼= Gal(Qn/Q).
En particular ` es ramificado en Qn+1/Qn pero el u´nico primo ramificado
en Qn+1/Qn es p de donde se sigue que ` = p. Por otro lado, p es totalmente
ramificado y por lo tanto so´lo hay un primo p en Q∞ sobre p y I(p|p) = Zp =
Gal(Q∞/Q).
Ahora consideremos ` 6= p. Sea fn el grado de inercia de ` en Q(ζpn)/Q.
Por facilidad estudiaremos el caso p > 2. El caso p = 2 es similar aunque
te´cnicamente ma´s complicado.
Tenemos (Teorema 5.2.2 o Teorema 5.2.10) que fn = o(` mo´d p
n), es decir
`fn ≡ 1 mo´d pn, con fn mı´nimo con esta propiedad. Consideremos el diagrama
Q(ζp)
f˜n
f1
Q(ζpn+1)
fn+1
f ′1
Q
f˜ ′n
Qn
Puesto que mcd(f˜n, f1) = 1, entonces f˜n = f˜
′
n. Por otro lado se tiene que
fn+1 = f1f˜n. Adema´s, f˜n|
[
Q(ζpn+1) : Q(ζp)
]
= pn. Se tiene que fn 6= 1 para
algu´n n pues de lo contrario, si fn = 1 para toda n, entonces p
n|` − 1 para
todo n, lo cual es absurdo pues ` 6= 1.
Sea n0 ∈ N tal que `fn0 ≡ 1 mo´d pn, fn0 > 1. Si
{
fn
}∞
n=1
fuese acotada,
digamos fn ≤ M , entonces `fn − 1 ≤ `M − 1 y existir´ıa m ∈ N tal que
pm - `fm − 1 lo cual es absurdo. Por tanto fn −−−−→
n→∞ ∞.
Sea l un primo en Q(ζp∞) sobre ` y sea D = D(l|`) el cual es cerrado en Zp
lo cual implica que D ∼= pnZp para alguna n ∈ N∪{0} o D = 0. Esto u´ltimo no
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puede ocurrir pues por lo anterior ` no puede ser totalmente descompuesto.
As´ı D ∼= pnZp, n ≥ 0 y en particular Qn = QD y ` es totalmente inerte
Q∞/Qn y ` es totalmente descompuesto en Qn/Q.
Si ∞ es el primo infinito, I = D = {0}.
Observacio´n 16.5.1. La u´ltima parte es de hecho otra demostracio´n de que
Q∞ = Q(ζ2∞)+ es la u´nica extensio´n Z2 de Q pues al no ser ∞ ramificado
entonces se sigue que Q∞ ⊆ R y por tanto Q∞ = Q(ζ2∞)+.
Resumimos la discusio´n anterior en el siguiente resultado:
Teorema 16.5.2. Para p ≥ 2, se tiene que p es el u´nico primo (finito o
infinito) que es ramificado en Q∞/Q siendo adema´s totalmente ramificado.
Para ` 6= p, existe n = n(`) tal que ` es totalmente descompuesto en
Qn(`)/Q y totalmente inerte en Q∞/Qn(`). No hay primos finitos totalmente
descompuestos en Q∞/Q. Finalmente el primo∞ es totalmente descompuesto
en Q∞/Q. uunionsq
Sea ahora cualquier campo nume´rico finito y sea K∞ = KQ∞ la extensio´n
Zp–cicloto´mica de K. Sea K∩Q∞ = E. Entonces Q ⊆ E ⊆ Q∞ y Gal(Q∞/E)
es un subgrupo cerrado de Gal(Q∞/Q) ∼= Zp. En particular Gal(Q∞/E) es
isomorfo a pnZp para alguna n ≥ 0 y por tanto E = Qn.
K Km K∞
E = Qn Qn+m Q∞
Q
Puesto que K∞/K es una extensio´n abeliana e infinita, por el Teorema de
clase de Hilbert (Teorema 12.8.14 y Corolario 17.7.14), K∞/K tiene necesa-
riamente que ser ramificada. De hecho, si p es un primo en K sobre p, p es
ramificado en K∞/K.
Por otro lado, si p es cualquier primo de K ramificado en K∞/K, entonces
p|Qn es ramificado en Q∞ de donde, por el Teorema 16.5.2, se sigue que
p|Qn = p. Esto es, todos los p–primos de K son ramificados en K∞/K y
estos son los u´nicos.
Ahora, sea l primo de K tal que l|Q = ` 6= p. Entonces el grado de inercia
de ` en K∞/Qn es ∞ de donde se sigue que si l∞ es un primo de K∞ sobre
l, entonces D(l∞|l) ∼= pmZp para alguna m ≥ 0. En otras palabras, l es total-
mente descompuesto en Km/K y totalmente inerte en K∞/Km. Los primos
infinitos son totalmente descompuestos en K∞/K.
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K0 = K Km K∞
Qn Qn+m Q∞
Q
Resumiendo tenemos:
Teorema 16.5.3. Sea K un campo nume´rico finito y sea K∞/K la exten-
sio´n Zp–cicloto´mica de K. Entonces los primos ramificados en K∞/K son
precisamente los primos sobre p. Si l no es un p–primo, entonces existe
m ∈ N ∪ {0} tal que l es totalmente descompuesto en Km/K y totalmente
inerte en K∞/Km.
Finalmente los primos infinitos de K son totalmente descompuestos en
K∞/K. uunionsq
A continuacio´n enunciamos un teorema que corresponde a la teor´ıa local
de campos de clase.
Teorema 16.5.4. Sea Qp el campo de los nu´meros p–a´dicos. Sea K/k una
extensio´n abeliana finita donde [k : Qp] < ∞. Entonces existe un mapeo,
llamado el mapeo de reciprocidad de Artin
k∗ −→ Gal(K/k)
a 7−→ (a,K/k)
que induce un isomorfismo de grupos k∗/NK/kK∗ ∼= Gal(K/k), donde NK/k
es el mapeo norma.
Sea I el subgrupo de inercia de Gal(K/k). Entonces si Uk y UK son los
grupos de unidades de k y K respectivamente, se tiene Uk/NK/kUK ∼= I.
Si K/k es no ramificada, entonces Gal(K/k) es una extensio´n c´ıclica ge-
nerada por el automorfismo de Frobenius F , 〈F 〉 = Gal(K/k), K y k los
campos residuales y se tiene (a,K/k) = F vpi(a) donde vpi es la valuacio´n de
k, es decir, pi es un elemento primo, esto es, un elemento de valuacio´n 1.
Demostracio´n. Ver Teorema 17.4.9 (TCCL) y Teorema 17.4.56. uunionsq
Hasta ahora hemos considerado u´nicamente extensiones Zp–cicloto´micas
K∞/K, es decir, donde K∞ = KQ∞. Recordemos que Q solo tiene una u´nica
extensio´n Zp y esta es la cicloto´mica.
Cuando K 6= Q, K puede tener otras extensiones Zp, de hecho, si K
no es totalmente real, lo cual quiere decir que r1 6= [K : Q], K tiene ma´s
extensiones Zp. Algunos de los resultados que hemos obtenido para extensiones
Zp–cicloto´micas siguen siendo ciertas para toda extensio´n Zp pero otros no.
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Proposicio´n 16.5.5. Sea K∞/K una extensio´n Zp con K un campo nume´ri-
co finito. Entonces para cada n ≥ 0 hay un u´nico subcampo Kn de grado pn
sobre K y Kn y K∞ son los u´nicos subcampos entre K y K∞.
Demostracio´n. Sea S un subgrupo cerrado de Zp y sea x ∈ S tal que vp(x)
sea mı´nimo. Entonces xZ ⊆ S y como S es cerrado, se sigue que xZp ⊆ S.
Ahora para ξ ∈ S, vp(ξ) ≥ vp(x), esto es, ξx−1 ∈ Zp y por tanto S ⊆ xZp, de
donde se sigue que S = xZp. Ahora bien, claramente se tiene que xZp = 0 o
pnZp para algu´n n ≥ 0. Se sigue que los subcampos de la extensio´n K∞/K
son K∞ = K{0} y Kn = K
pnZp∞ , K0 = K. uunionsq
Teorema 16.5.6. Sea K∞/K una extensio´n Zp con [K : Q] < ∞. Sea p un
divisor primo, posiblemente infinito, de K tal que p|Q 6= p. Entonces p es no
ramificado en K∞/K, esto es, K∞/K es no ramificada fuera de p.
Demostracio´n. Sea I ⊆ Gal(K∞/K) ∼= Zp el grupo de inercia de p. Puesto
que I es cerrado, entonces I = {0} o I = puZp para algu´n u ≥ 0. Si I = {0},
entonces p es no ramificado. Supongamos que I = puZ, u ≥ 0. En particular I
es infinito. Para p un primo infinito, tenemos |I| = 1 o 2, por lo que p|Q 6=∞.
Ahora para cada n, sea pn un primo en Kn tal que pn|Kn−1 = pn−1 y pn|K =
pn|K0 = p. Sea K˜n la completacio´n de Kn en pn y K˜∞ =
∞⋃
n=1
K˜n. Entonces
I ⊆ Gal(K˜∞/K˜). Sea U el grupo de unidades de K˜.
Si In es el grupo de inercia de p en Kn/K, entonces se tiene que I = l´ım←−
n
In.
Pero por teor´ıa de campos de clase (Teorema 16.5.4) se tiene que Un
ϕn−→ In
es suprayectiva. Para cualquiera n ≤ m, se tiene
U
ϕn //
ϕm
	
  
In
Im
pim,n
>> pim,n ◦ ϕm = ϕn,
entonces existe un epimorfismo continuo U → I = l´ım←−
n
In ∼= puZp.
OK˜ K˜
r
Z` Q`
Por otro lado U ⊆ OK˜ , [K˜ : Q`] <∞ donde ` = p|Q 6= p.
Sabemos que K˜∗ ∼= 〈pi〉 × UK˜ ∼= 〈pi〉 × µq−1 × U (1)K˜ donde
pi es un elemento primo,
∣∣OK˜/p˜∣∣, U (1)K˜ = 1 + p˜ y se tiene
UK˜ ⊇ U (1)K˜ ⊇ . . . ⊇ U
(m)
K˜
⊇ . . . , U (m)
K˜
= 1 + p˜m, UK˜/U
(1)
K˜
∼=(OK˜/p˜)∗ = K(p˜)∗ (campo residual) y U (m)K˜ /U (m+1)K˜ ∼= K(p˜).
Si e = e(p|`) en K˜/Q`, se tiene para n > e/(` − 1) los isomorfismos y
homeomorfismos, uno inverso del otro p˜nK
exp

log
U
(n)
K .
As´ı se tiene que OK˜/p˜K es finito y OK˜ ∼= Zr` por lo que p˜mK ∼= Zr` . Por
tanto U
(n)
K
∼= Zr` y UK˜/U (n)K˜ finito implica que
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UK˜
∼= (grupo finito)× Zr` , r = [K˜ : Q],
y el grupo finito es la torsio´n de UK˜ .
Se tiene que UK˜ → pnZp ∼= Zp el cual no tiene torsio´n, por lo que existe
un epimorfismo Zr` → pnZp y por tanto
Zr` −→ pnZp pi−→ pnZp/pn+1Zp+1 ∼= Z/pZ.
Sin embargo Zr` no tiene subgrupos de ı´ndice p pues p 6= `. Si sigue que I = {0}
y p no es ramificado en K∞/K. uunionsq.
Proposicio´n 16.5.7. Sea [K : Q] <∞ y sea K∞/K una extensio´n Zp. Existe
al menos un primo ramificado en K∞/K y existe n ≥ 0 tal que todo primo
ramificado en K∞/K es totalmente ramificado en K∞/Kn.
Demostracio´n. La ma´xima extensio´n abeliana no ramificada corresponde, por
el Teorema de Clase de Hilbert (Teorema 12.8.14), al grupo de ideales de K
y por tanto es finita. Siendo K∞/K abeliana e infinita, necesariamente es
ramificada.
Por el Teorema 16.5.6 so´lo hay un nu´mero finito de ideales primos ra-
mificados, a saber, a lo ma´s los primos sobre p. Sean p1, . . . , pr los primos
ramificados, r ≥ 1, y sean I1, . . . , Ir los grupos de inercia respectivos. Se tiene
Ij 6= {0}, 1 ≤ i ≤ r, por lo que Ij ∼= pnjZp para algu´n nj ≥ 0. En parti-
cular tenemos que
r⋂
j=1
Ij = p
mZp donde m = ma´x{nj | j = 1, . . . , r}. Por
tanto, puesto que Km = K
pmZp∞ , se tiene que Gal(K∞/Km) ⊆ Ij y cada pj es
totalmente ramificado en K∞/Km. uunionsq
Podemos dar otra demostracio´n de la unicidad de Q∞.
Corolario 16.5.8. Q∞/Q es la u´nica extensio´n Zp de Q.
Demostracio´n. Sea K∞/Q una extensio´n Zp de Q. Tenemos que en K∞/Q
u´nicamente p se ramifica y puesto que K1/Q es ramificada, se tiene que p es
totalmente ramificado en K∞/Q.
Ahora bien, usando caracteres de Dirichlet deducimos que Kn ⊆ Q(ζpnm )
para algu´n mn ∈ N y adema´s ∞ no es ramificado, lo cual implica que Kn ⊆
Q
(
ζpnm +ζ
−1
pnm
)
de donde se sigue que K∞ =
∞⋃
n=1
Kn ⊆ Q(ζp∞)+. Por lo tanto
Kn = Qn y K∞ = Q∞. uunionsq
Se tiene que todo campo nume´rico finito K tiene al menos una extensio´n
Zp, a saber, K∞ := KQ∞. Nos preguntamos ahora: dado un campo nume´rico
K, [K : Q] <∞, ¿cua´ntas extensiones Zp tiene K? Usamos la teor´ıa de campos
de clase para responder a esta pregunta.
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Sea K dado, [K : Q] = d = r1 + 2r2 < ∞ donde r1 denota el nu´mero de
encajes reales de K ↪→ R y r2 es el nu´mero de pares de encajes complejos no
reales de K, K ↪→ C.
Sea UK el grupo de unidades de K (ma´s precisamente, de OK) y sea
E1 = {u ∈ UK | u ≡ 1 mo´d p para toda p de K tal que p|Q = p}.
Sea UKp = Up el grupo de unidades del campo local Kp, pi un elemento
primo y U1,p = {x ∈ Up | x ≡ 1 mo´d p}. Sea q = Np, esto es, q =
∣∣OKp/p∣∣.
Entonces OKp/p ∼= Fq. Sea x ∈ Up, entonces se tiene
x = a0+a1pi+· · · , con a0 6= 0 y xq ≡ aq0 mo´d pi ≡ a0 mo´d pi ≡ x mo´d pi,
es decir, xNp−1 ≡ 1 mo´d pi.
En particular, si x ∈ UK ⊆ OKp , entonces xNp−1 ∈ U1,p y si t :=
∏
p|p
(Np−
1) ∈ N, entonces xt ∈ E1, es decir, U tK ⊆ E1. En particular, E1 es de ı´ndice
finito en UK . Adema´s, puesto que UK ∼= Zr1+r2−1 × W (K) (Teorema de
las Unidades de Dirichlet) como grupos, donde W (K) denota a las ra´ıces de
unidad en K, se tiene que el rango sobre Z de E1 es r1 + r2 − 1.
Ma´s precisamente, E1 ∼= Zr1+r2−1 × (finito) como grupos.
Por otro lado U1,p es un Zp–mo´dulo con accio´n s ◦ u := us con u ∈ U1,p,
s ∈ Zp. Por lo anterior, U1,p es de ı´ndice finito en Up y por otro lado, para n
suficientemente grande
Un,p ∼= U (n)p
exp←∼=→
log
pnOKp .
Se sigue, como grupos, Un,p ∼= pn ∼= p ∼= OK (OKp/p ∼= Fq es el campo
residual) y OKp ∼= Z[Kp:Qp]p , Un−1,p/Un,p ∼= Fq.
De lo anterior obtenemos que
U1,p ∼= (finito)× p ∼= (finito)× Z[Kp:Qp]p .
En resumen tenemos
Zr1+r2−1 × (finito) ∼= E1 ϕ−→
∏
p|p
U1,p ∼= (finito)× Z
∑
p|p
[Kp:Qp]
p
∼= (finito)× Z[K:Q]p ∼= (finito)× Zdp
ε 7−→ (ε, . . . , ε)
Usando la topolog´ıa producto
∏
p|p
U1,p se tiene que la cerradura E1 de E1
(ma´s precisamente, de ϕ(E1)) en
∏
p|p
U1,p es un Zp–mo´dulo, es decir, E1 ∼=
(finito) × Zsp para algu´n s, esto es, rangoZp E1 = s. Puesto que rangoZE1 =
r1 + r2 − 1, se tiene s ≤ r1 + r2 − 1.
Existe la siguiente conjetura:
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Conjetura 16.5.9 (Leopoldt). Se tiene rangoZp E1 = s = r1 + r2 − 1.
Observacio´n 16.5.10. Se sabe que la conjetura de Leopoldt es cierta si la
extensio´n K/Q es abeliana.
Como consecuencia de la teor´ıa de campos de clase, se tiene:
Teorema 16.5.11. Sea 0 ≤ δ ≤ r1 + r2 − 1 tal que rangoZp E1 = r1 + r2 −
1 − δ. Entonces hay exactamente r2 + 1 + δ = d − rangoZp E (d = [K :
Q]) Zp–extensiones independientes de K. En otras palabras, si K˜ denota la
composicio´n de todas las extensiones Zp de K, se tiene que Gal(K˜/K) ∼=
Zr2+1+δp , (r2 + 1 ≤ r2 + 1 + δ ≤ r1 + 2r2 = d).
Antes de presentar un esquema de demostracio´n de este resultado, re-
cordemos un teorema de campos de clase. Sea k un campo nume´rico finito,
[k : Q] < ∞. Sea p un primo finito o infinito de k. Sea kp la completacio´n
de k en p, y Up las unidades locales de kp. Si p es arquimediano, es decir
infinito, ponemos Up = k
∗
p (= C∗ o R∗). Se define el grupo de ide`les de k (ver
Subseccio´n 17.6.1) por:
Jk :=
{(
. . . , xp, . . .
) ∈∏
p
k∗p | xp ∈ Up para casi todo p
}
.
A Jk se le considera con la siguiente topolog´ıa. Si U =
∏
p
Up, a U se
le dota de la topolog´ıa producto y definimos a U como abierto en Jk. Ma´s
precisamente, Jk es un grupo topolo´gico donde una base de vecindades de la
unidad 1 (= (. . . , 1, . . .)) esta´ dado por: para S ⊆ Pk = {p | p es lugar de k},
S finito y ∏
p∈S
Vp ×
∏
p/∈S
Up ⊆ Jk, Vp ⊆ k∗p
es una vecindad ba´sica de 1 ∈ k∗p.
Se tiene que V p es compacto y
∏
p/∈S
Up es compacto, por lo que cada vecin-
dad de 1 en Jk contiene una vecindad∏
p∈S
Vp ×
∏
p/∈S
Up
cuya cerradura es compacta. En otras palabras Jk, con la topolog´ıa definida
as´ı, es un grupo topolo´gico localmente compacto.
Sea
k∗ θ−→ Jk
x 7−→ (. . . , x, . . .) = (x)
p∈PK
Entonces θ es inyectiva, la imagen es un conjunto discreto. k∗, o ma´s precisa-
mente, θ(k∗) (Proposicio´n 16.5.12) recibe el nombre de ide`les principales.
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Proposicio´n 16.5.12. Se tiene que k∗ es discreto en Jk. En particular k∗ es
cerrado en Jk.
Demostracio´n. Es suficiente probar que 1 ∈ Jk tiene una vecindad que no
contiene ningu´n otro ide`le principal. Sea S el conjunto de primos arquime-
dianos y sea V = {α ∈ Jk | |αp − 1| < 1 para p ∈ S y |αp| = 1, para p /∈ S}.
Entonces si Bp(1, 1) es la bola abierta de radio 1 y centro 1 en kp, se tiene
V =
∏
p∈S
Bp(1, 1)×
∏
p/∈S
Up.
Si hubiese un ide`le principal x ∈ V con x 6= 1, se tendr´ıa:
1 =
∏
p
|x− 1|p =
∏
p∈S
|x− 1|p ·
∏
p/∈S
|x− 1|p <
∏
p/∈S
|x− 1|p
≤
∏
p∈S
ma´x{|x|p, 1} = 1 pues x ∈ k∗, x ∈ V.
lo cual es absurdo. uunionsq
Definicio´n 16.5.13. Se define el grupo de clases de ide`les por Ck := Jk/k
∗.
Sea L/k una extensio´n finita. Si P es un primo de L y P|k = p, sea
NP/p : LP → kp la norma de campos locales. Sea x = (. . . , xP, . . .) ∈ JL. Se
define la norma de JL a Jk por NL/k : JL → Jk, NL/k = (. . . , yp, . . .) ∈ Jk
donde yp =
∏
P|p
NP/pxP.
Si x es principal, esto es, x“ = ”(. . . , x, . . .), entonces yp =
∏
P|p
NP/pxP =∏
P|p
NP/px = NL/kx para toda p y NL/k es la norma usual de L en k. Por
tanto NL/k(x) es principal. Por tanto la norma JL → Jk induce una norma
de CL en Ck: NL/k : CL → Ck.
A continuacio´n presentamos los teoremas fundamentales de la teor´ıa de
campos de clase sin demostracio´n (ver los Teoremas 12.8.2, 12.8.5, 17.5.46,
17.6.6 y 17.6.49, la Proposicio´n 12.8.3 y la Subseccio´n 17.7.2).
Teorema 16.5.14. Si L/k es una extensio´n abeliana finita, entonces existe
un isomorfismo
Jk/
(
k∗NL/kJL
) ∼= Ck/(NL/kCL) ∼= Gal(L/k).
Adema´s, el primo finito o infinito p es no ramificado en L/k si y so´lo si Up ⊆
k∗NL/kJL donde Up ↪→ Jk esta´ dado por u 7→ (. . . , 1, . . . , 1, u, 1, . . . , 1, . . .). uunionsq
Teorema 16.5.15. Si H es un subgrupo abierto de Ck de ı´ndice finito, en-
tonces existe una u´nica extensio´n abeliana L/k tal que NL/kCL = H. Equi-
valentemente, si H es un abierto de ı´ndice finito en Jk y k
∗ ⊆ H, entonces
existe una u´nica extensio´n abeliana L/k tal que k∗NL/kJL = H. uunionsq
530 16 Teor´ıa de Iwasawa
Teorema 16.5.16. Si L1 y L2 son dos extensiones abelianas de k, entonces
L1 ⊆ L2 ⇐⇒ k∗NL1/kJL1 ⊇ k∗NL2/kJL2 . uunionsq
Los Teoremas 16.5.14, 16.5.15 y 16.5.16 se pueden enunciar para las ex-
tensiones infinitas de campos nume´ricos. Sea Dk la componente conexa de la
identidad del grupo de clases de ide`les Ck.
Teorema 16.5.17. (a) Si L/k es una extensio´n abeliana entonces
existe un subgrupo cerrado H de Ck con Dk ⊆ H ⊆ Ck tal que
Ck/H ∼= Gal(L/k).
Adema´s el primo p es no ramificado en L/k ⇐⇒ k∗Up/k∗ ⊆ H.
(b) Dado un subgrupo cerrado H de Ck tal que Dk ⊆ H ⊆ Ck o, equiva-
lentemente, Ck/H es totalmente disconexo, existe una u´nica extensio´n
abeliana L/k tal que Ck/H ∼= Gal(L/k). uunionsq
Ejemplo 16.5.18. Sea k un campo nume´rico y sea L el campo de clase de
Hilbert de k, es decir, L es la ma´xima extensio´n abeliana no ramificada en
todo primo finito o infinito. Puesto que L/k es no ramificada en todas partes,
se tiene U :=
∏
p∈Pk
Up ⊆ k∗NL/kJL. Puesto que L/k es maximal con respecto
a esta propiedad, k∗U es el grupo que corresponde a L de donde
Jk/k
∗U ∼= Gal(L/k).
Sea Dk el grupo de ideales de k y sea ϕ : Jk → Dk dada por: ϕ
(
(x)p
)
=∏
p finito
pvp(xp). Se tiene que ϕ esta´ bien definida pues vp(xp) = 0 para casi toda
p. Se tiene que nu´cϕ = U y finalmente, ya que ϕ−1(ideales principales) =
ϕ−1(Pk) son los ide`les principales, se sigue que Jk/Uk∗ ∼= Dk/Pk = Ik =
grupo de clases de k. En otras palabras
Gal(L/k) ∼= Ik = grupo de clases de ideales de k.
Ahora regresamos al Teorema 16.5.11.
Teorema 16.5.11. Si [K : Q] < ∞ y K˜ es la composicio´n de todas las
Zp–extensiones de K, entonces Gal(K˜/K) ∼= Zr2+1+δp donde rangoZp E1 =
r1 + r2 − 1− δ, δ ≥ 0.
Demostracio´n. Sea F la ma´xima extensio´n abeliana de K que es no ramificada
fuera de p. Entonces K˜ ⊆ F . Sea J = KK . Del Teorema 16.5.17 obtenemos
la existencia de un grupo cerrado H tal que K∗ ⊆ H ⊆ J tal que J/H ∼=
Gal(F/K).
Sea U˜` el grupo de unidades locales de primo ˜`de K si ˜`es finito y ponemos
U˜` = K∗˜` si ˜` es arquimediano.
Sean U ′ :=
∏
p|p
Up, U
′′ :=
∏`˜
-p
U˜` y U := U ′ × U ′′. Poniendo 1 en el resto de
las componentes, U ′, U ′′ son subgrupos de J y U es abierto. Puesto que F/K
es no ramificado fuera p, se tiene que U ′′ ⊆ H.
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Puesto que F es maximal y H es cerrado, entonces H = K∗U ′′. Sean
J ′ := J/H y J ′′ := K∗U/H = K∗U ′U ′′/H = U ′H/H ∼= U ′/(U ′ ∩H). Ahora
sea U1 :=
∏
p|p
Up,1, donde Up,1 es el grupo de las unidades locales congruentes
con 1 mo´dulo p. Como vimos anteriormente, se tiene que Up/Up,1 ∼= F∗q , Fq =
OKp/p es el campo residual. Por lo tanto U ′/U1 es finito. De hecho tenemos
Up ∼= µq−1×Up,1 pues Up,1 contiene a lo ma´s ps ra´ıces de 1, q = pn, p = carFq.
Por lo tanto U ′ =
∏
p|p
Up ∼= (finito) ×
∏
p|p
Up,1 = (finito) × U1 = T × U1 con T
finito y de orden primo relativo a p. As´ı U1 ∼= (p–grupo finito) × Z[K:Q]p . Por
otro lado si Up,n := {x ∈ Up | x ≡ 1 mo´d pn}, se tiene Up,n/Up,n+1 ∼= Fq.
Por lo tanto
∣∣Up,1/Up,n∣∣ = qn−1 y para n suficientemente grande, Up,n ∼=
pn ∼= OKp ∼= Z[Kp:Q]p . Se sigue que U ′ =
∏
p|p
Up = T ×
∏
p|p
Up,1 = T × U1,
mcd(|T |, p) = 1. As´ı se tiene que si C = J ′′ = U ′/(U ′ ∩ H) entonces C =
(finito)× U1(U ′∩H)U ′∩H pues U ′ ∼= T × U1.
Si definimos A1 := TM/M donde M := U ∩H y B1 := U1M/M , entonces
A1, B1 ⊆ C y puesto que U ′ = TU1, se sigue que A1 +B1 = C. Por otro lado
A1 es un cociente de T y por tanto finito y de orden primo relativo a p y B
es un cociente de U1 de donde tenemos B1 ∼= (p–grupo finito)× Zβp .
En particular, A1 ∩ B1 = {0} por lo que C ∼= A1 ⊕ B1 y por tanto C ∼=
(finito)× U1M/M . As´ı, tenemos
J ′′ = (finito)× U1(U
′ ∩H)
U ′ ∩H
∼= (finito)× U1
U1 ∩ U ∩H = (finito)×
U1
U1 ∩H .
Sea ψ : E1 → U1 ⊆ J el mapeo diagonal en U1 y con 1 en las otras entradas,
es decir,
ψ(ε) = (. . . , 1, . . . , ε, . . . , . . .) con ε si p|p y 1 si p - p.
En otras palabras ψ(ε) =
(
xp
)
p
, xp =
{
ε si p|p
1 si p - p
.
Antes de continuar con la demostracio´n, probemos:
Lema 16.5.19. Se tiene U1 ∩H = U1 ∩K∗U ′′ = ψ(E1).
Demostracio´n (Lema 16.5.19). Sea ε ∈ E1, ψ() ∈ U1 y puesto que ψ(ε)ε tiene
componente 1 en todas las entradas tales que p - p, se tiene ψ(ε) = ε · ψ(ε)ε ∈
K∗U ′′. Por tanto ψ(E1) ⊆ U1 ∩K∗U ′′.
Rec´ıprocamente, sea Up,n = 1 + p
n = {x ∈ Up | x ≡ 1 mo´d pn} y sea
Un :=
∏
p|p
Up,n. Poniendo 1 en todas las componentes tales que p - p se tiene
que
K∗U ′′Un =
⋃
x∈K∗
(
x · U ′′ · Un
)
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es abierto y K∗U ′′ =
∞⋂
n=1
K∗U ′′Un pues si x ∈ K∗U ′′, entonces x
(
U ′′×Un
)∩
K∗U ′′ 6= ∅, xy = ξt para y ∈ U ′′ × Un, ξ ∈ K∗, t ∈ U ′′ por lo que x =
y−1ξt = ξty−1 ∈ K∗U ′Un de donde K∗U ′′ ⊆
∞⋂
n=1
K∗U ′′Un y rec´ıprocamente
si x /∈ K∗U ′′ existe una vecindad V de 1 tal que xV ∩K∗U ′′ = ∅. Entonces
existe n ≥ 1 tal que V ⊇ Un ×
∏
p∈S
Wp ×
∏
p/∈S
p-p
Up donde S es un conjunto finito
de lugares p donde p - p.
Si x ∈ K∗U ′′Un, x = ξty con ξ ∈ K∗, t ∈ U ′′, y ∈ Un. Por tanto xy−1 =
ξt ∈ xV ∩ K∗U ′′ lo cual es absurdo. As´ı pues, x /∈ K∗U ′′Un y por tanto
K∗U ′′ ⊇
∞⋂
n=1
K∗U ′′Un de donde obtenemos la igualdad anunciada: K∗U ′′ =
∞⋂
n=1
K∗U ′′Un.
Similarmente tenemos ψ(E1) =
∞⋂
n=1
ψ(E1)Un, y Un es compacto. Para
verificar que U1∩K∗U ′′ ⊆ ψ(E1), basta probar que U1∩K∗U ′′Un ⊆ ψ(E1)Un
para toda n.
Sea x ∈ K∗, u′′ ∈ U ′′, x ∈ Un ⊆ U1, xu′′u ∈ U1 por lo que xu′′ ∈ U . Ahora
bien, u′′ tiene componente 1 en todas las entradas tales que p - p y x debe ser
una unidad principal en las componentes p|p.
Ahora U1 tiene componentes 1 para p - p y u′′ es una unidad ah´ı, por lo que
x debe ser una unidad en esas entradas. En resumen, x es unidad local para
toda p por lo que x debe ser una unidad global adema´s de que x ≡ 1 mo´d p
lo cual implica que x ∈ E1.
As´ı tenemos xu′′ = x ∈ E1 para p|p. Para p - p, xu′′ = 1 por tanto
xu′′ ∈ ψ(E1) y por lo tanto xu′′u ∈ ψ(E1)Un. Esto termina la demostracio´n
del lema. uunionsq
Regresando a la demostracio´n del Teorema 16.5.11, recordemos que U1 ∼=
(finito)×Z[K:Q]p por lo que U1/(U1 ∩H) = U1/
(
ψ(E1)
) ∼= (finito)×Zαp donde
α = [K : Q]− rangoZp ψ(E1) = r1 + 2r2 − (r1 + r2 − 1− δ) = r2 + 1 + δ.
Por tanto J ′′ ∼= (finito)× U1(U1∩H) ∼= (finito)× Zr2+1+δp , (J ′′ ∼= K
∗U
H ).
Ten´ıamos que J ′ = J/H, H = K∗U ′′. Ahora
J ′/J ′′ ∼= J/K∗U = IK
donde IK es el grupo de clases de ideales de K el cual es finito. Adema´s,
J ′/Zr2+1+δp ∼= (finito) = T1, digamos |T1| = m.
Se tiene que mZr2+1+δp ⊆ mJ ′ ⊆ Zr2+1+δp por lo que mJ ′ ∼= Zr2+1+δp como
Zp–mo´dulos.
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Sea J ′m = {x ∈ J ′ | mx = 0}. Entonces J ′m es cerrado en J ′ y J ′/J ′m ∼=
mJ ′ ∼= Zr2+1+δp .
Ahora bien |J ′m| ≤ m pues en caso contrario, esto es, si |J ′m| > m, y puesto
que J ′/Zr2+1+δp ∼= T1, entonces tendr´ıamos dos elementos x, y ∈ J ′m, x 6= y,
x mo´d Zr2+1+δp = y mo´d Zr2+1+δp y m(x − y) = 0 lo cual no es posible pues
x− y ∈ Zr2+1+δp es no cero y Zr2+1+δp es libre de torsio´n.
As´ı, |J ′m| ≤ m < ∞. Finalmente el campo fijo de J ′m ⊆ J ′ ∼= Gal(F/K)
debe ser K˜ y por lo tanto
Gal(K˜/K) ∼= J ′/J ′m ∼= Zr2+1+δp . uunionsq
Corolario 16.5.20. Sea KH el campo de clase de Hilbert de un campo
nume´rico finito K y sea F la ma´xima extensio´n abeliana de K no ramifi-
cada fuera de p. Entonces
Gal(F/KH) ∼=
∏
p|p Up
E
donde E es la cerradura del grupo de unidades E de K cuando en encajado
diagonalmente en
∏
p|p
Up y Up es el grupo de unidades locales de Kp.
Demostracio´n. Se tiene que Gal(F/K) ∼= J ′ = J/H y el subgrupo cerrado
J ′′ = KU/H corresponde a KH . Por lo tanto Gal(F/KH) ∼= J ′′ ∼= U ′/(U ′ ∩
H). Como antes, se tiene que U ′ ∩H = ψ(E) y el resultado se sigue. uunionsq
Corolario 16.5.21. Q so´lo tiene una extensio´n Zp.
Demostracio´n. [Q : Q] = 1 = r1 + 2r2, r1 = 1, r2 = 0, 0 ≤ rangoZp E1 =
r1 + r2 − 1 − δ ≤ r1 + r2 − 1 = 1 + 0 − 1 = 0. Por lo tanto δ = 0 y
r2 + 1 + δ = 0 + 1 + 0 = 1.
De hecho, E1 = {x ∈ UQ | x ≡ 1 mo´d p} = {1}, por lo que E1 = {1} y por
lo tanto rangoZp E1 = 0.
Una tercera demostracio´n es simplemente que
1 = 0 + 1 = r2 + 1 ≤ nu´mero de extensiones Zp de Q ≤ d = [Q : Q] = 1. uunionsq
Observacio´n 16.5.22. Se tiene que Zp×Zp no puede ser el grupo de Galois
de ninguna extensio´n K/Q.
El problema inverso de la Teor´ıa de Galois pregunta si dado G un grupo
finito, existe una extensio´n de Galois K de Q tal que Gal(K/Q) ∼= G. Ya
vimos que si G es abeliano la respuesta es si (Teorema 6.4.13; ver tambie´n
Teorema 6.4.14).
Sin embargo, si G es infinito vemos que la respuesta al problema inverso
a la Teor´ıa de Galois es en general no, aunque el grupo G sea abeliano, por
ejemplo G = Zp × Zp.
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16.6. Estructura de Λ = Zp[[T ]]–mo´dulos
En esta seccio´n consideraremos una Zp–extensio´n K∞/K y ponemos
Gal(K∞/K) ∼= Γ = Zp, Γ escrito multiplicativamente.
Por un lado tenemos que varios mo´dulos relacionados con la extensio´n
K∞/K tienen una accio´n dada por Γ , considerado Γ como el grupo de Galois
y, por otro lado, tienen una accio´n del grupo aditivo Zp, no considerado como
grupo de Galois. Juntando ambas acciones tendremos varios Zp[Γ ]–mo´dulos.
Esta es la razo´n de denotar Gal(K∞/K) por Γ en lugar de Zp.
Sea γ un generador topolo´gico de Γ , es decir, 〈γ〉 = Γ . Por ejemplo, bajo
el isomorfismo Γ
∼=−→ Zp, γ puede corresponder a 1 ∈ Zp.
Se tiene que Γ p
n ∼= pnZp. Sea Γn := Γ/Γ pn ∼= Cpn , el grupo c´ıclico de pn
elementos. Entonces Γn ∼= Gal(Kn/K) = 〈γ mo´d Γ pn〉.
Sea O el anillo de enteros de una extensio´n finita de Qp y sea p el ideal
maximal de O y pi un elemento primo de p, es decir, p = 〈pi〉.
Consideremos el anillo grupo O[Γn]. Si m ≥ n ≥ 0, sea φm,n : O[Γm] →
O[Γn] el mapeo inducido por el mapeo natural ψm,n : Γm → Γn.
Se tiene que O[Γn] ∼= O[T ](
(1+T )pn−1
) con isomorfismo
γ mo´d Γ p
n ξ−→ (1 + T ) mo´d ((1 + T )pn − 1).
Se tiene el siguiente diagrama conmutativo para m ≥ n ≥ 0:
O[Γm] ξ //
φm,n

O[T ]/((1 + T )pm − 1)
φ′m,n

O[Γn]
ξ
// O[T ]/((1 + T )pn − 1)
donde φ′m,n es el mapeo natural pues
(
(1 + T )p
n − 1)|((1 + T )pm − 1).
Sea l´ım←−
n
O[Γn] ∼= O[[Γ ]] el anillo de grupo profinito. En general se tiene
que O[Γ ] ⊆ O[[Γ ]] pues si α ∈ O[Γ ], entonces α = ∑
σ∈Γ
aσσ con aσ = 0 para
casi toda σ ∈ Γ . Sea αn :=
∑
σinΓ
aσφn(σ) donde φn : Γ → Γn es el mapeo
asociado con l´ım←−
n
Γn = Γ . Entonces α ∈ O[Γn] y claramente φm,n(αm) = αn.
Sin embargo O[Γ ] $ O[[Γ ]] como veremos ma´s adelante.
Se tiene
O[[Γ ]] = l´ım←−
n
O[Γn] ∼= l´ım←−
n
O[T ]/((1 + T pn − 1).
Veremos que O[[Γ ]] ∼= O[[T ]].
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Proposicio´n 16.6.1 (Algoritmo euclidiano). Sean f, g ∈ O[[T ]] y f =
a0 + a1T + · · · con ai ∈ p, 0 ≤ i ≤ n − 1 y an ∈ O∗. Entonces se tiene una
u´nica expresio´n del tipo g = qf + r con q ∈ O[[T ]], r ∈ O[T ], r un polinomio
de grado menor o igual a n− 1.
Demostracio´n. Primero probaremos la unicidad de la expresio´n. Basta probar
que si qf + r = 0 entonces q = r = 0. Supongamos que q o r no es cero.
Podemos suponer que pi - r o pi - q. Puesto que el grado de r es menor o igual
a n− 1 y pi|ai, 0 ≤ i ≤ n− 1, tomando mo´dulo pi, se tiene que pi|r y por tanto
pi|qf . Puesto que an ∈ O∗, pi - f de donde se sigue que pi|q lo cual contradice
nuestra eleccio´n. Por lo tanto q = r = 0 lo cual prueba la unicidad.
Para demostrar la existencia, sea τ = τn : O[[T ]] → O[[T ]] dado por
τ
( ∞∑
i=0
biT
i
)
=
∞∑
i=n
biT
i−n = bn + bn+1T + · · · .
Se tiene que τ es O–lineal y satisface:
(a) τ
(
Tnh(T
)
= h(T ) para toda h(T ) ∈ O[[T ]].
(b) τ(h(T )) = 0 ⇐⇒ h(T ) ∈ O[T ], con grh(T ) ≤ n− 1.
Por hipo´tesis podemos escribir
f(T ) = piP (T ) + TnU(T )
con P (T ) ∈ O[T ], grP ≤ n−1 y U(T ) = an+an+1T+· · · = τ(f(T )) ∈ O[[T ]].
Para tener g = qf + r, gr r ≤ n − 1 es necesario y suficiente que τ(g) =
τ(qf). Puesto que qf = piPq + TnqU necesitamos resolver
τ(g) = τ(piqf) + τ(TnqU) = τ(piqP ) + qU = τ(piqP ) + qτ(f).
Ahora bien, τ(f) = U es invertible. Sea z = qU = qτ(f). La ecuacio´n
anterior equivale a
τ(g) = τ
(piq
U
PU
)
+ z = τ
(
z · piP
τ(f)
)
+ z =
(
I + τ · piP
τ(f)
)
(z).
Notemos que τ · piPτ(f) : O[[T ]] → pO[[T ]] pues piPτ(f) ∈ pO[[T ]] por lo tanto
se puede invertir
(
I + τ · piPτ(f)
)
:
Uq = z =
(
I + τ · piP
τ(f)
)−1
τ(g) =
∞∑
j=0
(
τ · piP
τ(f)
)j
τ(g)
=
∞∑
j=0
(−1)jpij
(
τ · P
U
)j
· τ(g),
por lo tanto
q =
1
U(T )
∞∑
j=0
(−1)jpij
(
τ · P
U
)j
· τ(g). uunionsq
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Definicio´n 16.6.2. Un polinomio p(T ) ∈ O[T ] se llama distinguido si p(T ) =
Tn + an−1Tn−1 + · · ·+ a1T + a0 con ai ∈ p para 0 ≤ i < n− 1. Notemos que
p(T ) “casi” es de Eisenstein con la salvedad de que posiblemente pi2 divide a
a0.
Teorema 16.6.3 (Teorema p–a´dico de Preparacio´n de Weierstrass).
Sea f(T ) =
∑∞
i=0 aiT
i ∈ O[[T ]] tal que para alguna n ≥ 0, se tiene que ai ∈ p,
0 ≤ i ≤ n− 1 pero an /∈ p, esto es, an ∈ O∗. Entonces f puede ser escrito de
manera u´nica en la forma
f(T ) = p(T )U(T )
con U(T ) ∈ O[[T ]] es unidad y p(T ) es un polinomio distinguido de grado n.
Ma´s generalmente, si f(T ) ∈ O[[T ]] \ {0}, f puede ser escrito de manera
u´nica como f(T ) = piuP (T )U(T ) como antes y u ≥ 0.
Demostracio´n (Manin). Notemos que la segunda parte es inmediata de la pri-
mera donde piu es la ma´xima potencia de pi que divide a todos los coeficientes
de f .
Sea g = Tn. Entonces, por el algoritmo euclidiano, se tiene que Tn =
q(T )f(T ) + r(T ), gr r ≤ n− 1.
Puesto que q(T )f(T ) ≡ q(T )(anTn+Tn+1h(T )) mo´d pi por lo que r(T ) ≡
0 mo´d pi. Por lo tanto p(T ) = Tn− r(T ) es un polinomio distinguido de grado
n. Sea q0 := q(0). Comparando coeficientes de T
n, se tiene que 1 = q0an mo´d pi
lo cual implica que q0 ∈ O∗ as´ı que q(T ) es una unidad.
Sea U(T ) = 1q(T ) lo que nos da f(T ) = P (T )U(T ).
Para la unicidad, puesto que todo polinomio distinguido de grado n puede
ser escrito como p(T ) = Tn − r(T ), la ecuacio´n f(T ) = P (T )U(T ) puede
ser escrito de nuevo como Tn = U(T )−1f(T ) + r(T ) y por la unicidad del
algoritmo euclidiano, se sigue la unicidad de f(T ) = P (T )U(T ). uunionsq
Corolario 16.6.4. Sea Qp una cerradura algebraica de Qp y sea Cp la com-
pletacio´n de Qp. Se tiene que como campos, C ∼= Cp ma´s no topolo´gicamente.
En particular Cp es algebraicamente cerrado. Entonces, existen un nu´mero
finito de elementos x ∈ Cp tales que |x| < 1 y f(x) = 0.
Demostracio´n. Sea f(x) = 0 y escribamos f(T ) = piuP (T )U(T ) como en el
Teorema de Preparacio´n de Weierstrass. Puesto que U(x) 6= 0, es invertible,
U(x) converge para |x| < 1. Por lo tanto P (x) = 0. De ah´ı se sigue el resultado.
uunionsq
Lema 16.6.5. Supongamos P (T ) ∈ O[T ] un polinomio distinguido y sea
g(T ) ∈ O[T ] arbitrario. Si g(T )/P (T ) ∈ O[[T ]], entonces g(T )/p(T ) ∈ O[T ].
Demostracio´n. Supongamos g(T ) = f(T )P (T ) con f(T ) ∈ O[[T ]]. Sea x ∈ Cp
un cero de P (T ). Por tanto 0 = P (x) = xn + piα lo cual implica que |x| < 1
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y por lo tanto f(x) converge. Se sigue que g(x) = 0. Dividiendo entre T − x
y ampliando el anillo O en caso necesario, obtenemos que P (T )|g(T ) como
polinomios, por lo tanto en O[T ]. uunionsq
Teorema 16.6.6 (J.-P. Serre). Se tiene O[[Γ ]] ∼= O[[T ]], donde el isomor-
fismo es inducido por γ : 7−→ 1 + T .
Demostracio´n. Es suficiente probar que O[[T ]] ∼= l´ım←−
n
O[T ](
(1+T )pn−1
) .
Notemos que pn(T ) = (1+T )
pn−1 es un polinomio distinguido. De hecho,
〈pi, T 〉 ⊇ 〈p, T 〉 es un ideal maximal de O[T ] y tambie´n da el ideal maximal
de O[[T ]]. Ahora P0(T ) = (1 + T )p0 − 1 = T ∈ 〈p, T 〉. Adema´s
Pn+1(T )
Pn(T )
=
(1 + T )p
n+1 − 1
(1 + T )pn − 1 =↑
y=(1+T )p
n
yp − 1
y − 1 = y
p−1 + yp−2 + · · ·+ y + 1
= (1 + T )p
n(p−1) + (1 + T )p
n(p−2) + · · ·+ (1 + T )pn + 1 ∈ 〈p, T 〉.
Por induccio´n en n se sigue que Pn(T ) ∈ 〈p, T 〉n+1. Por el algoritmo eucli-
diano, para cada f(T ) ∈ O[[T ]], f(T ) = qn(T )Pn(T ) + fn(T ), gr fn(T ) < pn.
Entonces f(T )→ fn(T ) es un mapeo natural:O[[T ]]→ O[T ]〈Pn(T )〉 y sim ≥ n ≥ 0
entonces
fm(T )− fn(T ) = pn(T )
(
qn(T )− qm(T )Pm(T )
Pn(T )
)
.
Por lo tanto Pn(T )|fm(T )− fn(T ) como polinomios (Lema 16.6.5).
Por lo tanto fm(T ) ≡ fn(T ) mo´d Pn(T ). Se sigue que (f0, f1, . . . , ) ∈
l´ım←−
n
O[T ]
〈Pn(T )〉 . As´ı tenemos un mapeo:
O[[T ]] ϕ−→ l´ım←−
n
O[T ]
〈Pn(T )〉
f 7−→ (f0, f1, . . .)
Ahora si fn = 0 para toda n, Pn|f para toda n. Por tanto f ∈∞⋂
n=0
〈p, T 〉n+1 = (0) de donde se sigue que ϕ es 1–1.
Sea ahora (f0, f1, . . .) ∈ l´ım←−
n
O[T ]
〈Pn(T )〉 . Por lo tanto, para m ≥ n ≥ 0,
fm ≡ fn mo´d Pn, es decir, fm ≡ fn mo´d 〈p, T 〉n+1. Se sigue que los te´rminos
constantes son congruentes mo´dulo pn+1, los te´rminos lineales son congruentes
mo´dulo pn, etc.
As´ı, los coeficientes fm forman una sucesio´n de Cauchy. Alternativamente
f = l´ım
n→∞ fn existe pues O[[T ]] es completo en la topolog´ıa 〈p, T 〉–a´dica. Sea
f(T ) := l´ım
n→∞ fn(T ) ∈ O[[T ]]. Veremos que ϕ(f) = (f0, f1, . . .).
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Si m ≥ n ≥ 0, fm − fn = qm,nPn para algu´n qm.n ∈ O[T ]. Entonces
qm,n =
fm−fn
Pn
−−−−→
m→∞
f−fn
Pn
. Puesto que qm,n ∈ O[T ], el l´ımite debe estar en
O[[T ]], es decir, sin denominadores. Por lo tanto f = (Pn)
(
l´ım
m→∞ qm,n
)
+ fn,
esto es, ϕ(f) = (f0, f1, . . .) y ϕ es suprayectiva. uunionsq
Lema 16.6.7. Se tiene que Λ = Zp[[T ]] es un dominio de factorizacio´n u´nica
cuyos irreducibles son p y los polinomios distinguidos irreducibles.
Las unidades de Λ∗ de Λ son las series de potencias con termino constante
en Z∗p.
Demostracio´n. Dado f(T ) ∈ Zp[[T ]], se tiene que por el Teorema de Prepa-
racio´n de Weierstrass, f(T ) se puede escribir de manera u´nica como f(T ) =
puP (T )U(T ) con u ∈ Z, u ≥ 0, p(T ) un polinomio distinguido y U(T ) ∈ Λ∗.
Por el Lema 16.6.5 se tiene que si f(T ) ∈ Zp[T ], entonces U(T ) ∈ Zp[T ].
Ahora, en Zp[T ], P (T ) es producto u´nico de polinomios mo´nicos e irre-
ducibles: P (T ) = P1(T ) · · ·Pr(T ). Ahora P (T ) mo´d p = Tn. Por lo tanto
Pi(T ) mo´d p = T
ni , 1 ≤ i ≤ r, n = n1 + · · ·+nr y cada Pi(T ) es un polinomio
distinguido. Por lo tanto Zp[[T ]] es un dominio de factorizacio´n u´nica (D.F.U.)
y sus irreducibles son p y los polinomios distinguidos irreducibles. uunionsq
Observacio´n 16.6.8. Se tiene que Λ = Zp[[T ]] no es un dominio de ideales
principales. En particular no tenemos los teoremas estructurales de los domi-
nios de ideales principales en esta clase de dominios. Sin embargo, Λ = Zp[[T ]]
es dominio de factorizacio´n u´nica y noetheriano pues Zp es noetheriano.
Lema 16.6.9. Sean f, g ∈ Λ primos relativos. Entonces el anillo Λ/〈f, g〉 es
finito.
Demostracio´n. Sea h ∈ 〈f, g〉 un elemento de grado mı´nimo. Entonces h =
psH con H = 1 o H distinguido. Supongamos que H 6= 1. Puesto que f y g
son primos relativos, podemos suponer que H - f . Sin embargo
f = qH + r, gr r < grH = grh por lo que psf = qh+ psr
y puesto gr(psr) = gr r < grh, psr ∈ 〈f, g〉 y prs 6= 0 pues H - f , esto es
absurdo. Por lo tanto H = 1 y h = ps. Sin pe´rdida de generalidad, podemos
suponer que p - f y que f es distinguido pues en otro caso se puede usar
g o dividir por una unidad ya que f y g son primos relativos. Se tiene que
〈f, g〉 ⊇ 〈ps, f〉.
Por el algoritmo euclidiano, dado α(T ) ∈ Λ, α mo´d f ≡ r con gr r < gr f y
puesto que so´lo hay un nu´mero finito de tales polinomios mo´dulo ps, entonces∣∣Λ/〈ps, f〉∣∣ <∞ y ∣∣Λ/〈f, g〉∣∣ ≤ ∣∣Λ/〈ps, f〉∣∣ <∞. uunionsq
Lema 16.6.10 (Casi “Teorema Chino del Residuo”). Sean f, g ∈ Λ
primos relativos. Entonces
16.6 Estructura de Λ = Zp[[T ]]–mo´dulos 539
(i) el mapeo natural
Λ/〈f, g〉 ϕ˜−→ Λ/〈f〉 ⊕ Λ/〈g〉
h mo´d 〈f, g〉 ϕ˜7−→ (h mo´d 〈f〉, h mo´d 〈g〉)
es inyectivo y tiene conu´cleo finito.
(ii) Existe un mapeo inyectivo Λ/〈f〉 ⊕ Λ/〈g〉 ψ−→ Λ/〈f, g〉 que tiene
conu´cleo finito.
Demostracio´n. (i) Por ser Λ un dominio de factorizacio´n u´nica, si h ∈
nu´cϕ, donde ϕ : Λ → Λ/〈f〉 ⊕ Λ/〈g〉, se tiene que h mo´d 〈f〉 = 0 y
h mo´d 〈g〉 = 0, de donde obtenemos que f |h y g|h y por lo tanto fg|h
lo cual implica que ϕ˜ : Λ/〈f, g〉−→Λ/〈f〉 ⊕ Λ/〈g〉 es inyectivo.
Sea ahora (a mo´d 〈f〉, b mo´d 〈g〉) ∈ Λ/〈f〉 ⊕ Λ/〈g〉. Si a − b ∈ 〈f, g〉
entonces a− b = fA+ gB para algunos A,B ∈ Λ. Sea c := a− fA =
b + gB. Entonces c ≡ a mo´d 〈f〉 y c ≡ b mo´d 〈f〉 y en este caso
(a mo´d 〈f〉, b mo´d 〈g〉) esta´ en la imagen de ϕ˜.
Puesto que
∣∣Λ/〈f, g〉 = n <∞, podemos seleccionar r1, . . . , rn ∈ Λ un
conjunto de representantes de Λ/〈f, g〉. En particular, tendremos que
{(0 mo´d 〈f〉, rj mo´d 〈g〉 | 1 ≤ i ≤ n} es un conjunto de representantes
del conu´cleo de ϕ˜ (ejercicio) y por lo tanto el conu´cleo es finito.
(ii) Sea Λ/〈f, g〉 ∼= M ⊆ Λ/〈f〉⊕Λ/〈g〉 =: N . Se tiene que |N/M | <∞.
Sea P cualquier polinomio distinguido en Λ que sea primo relativo a
f ·g. Para ver su existencia, notemos que, por el criterio de Eiseinstein,
Tn + p es distinguido e irreducible para toda n. Puesto que hay una
infinidad de ellos, existe uno que es primo relativo a fg.
Si (x, y) ∈ N , entonces pi(x, y) ∼= pj(x, y) mo´d M para algunos i < j.
Puesto que 1− pj−i ∈ Λ∗, entonces
pi(x, y) = (1− pj−i)−1(1− pj−i)pi(x, y) =
= (1− pj−i)−1(pi(x, y)− pj(x, y)) ∈M.
Por lo tanto pkN ⊆ M para algu´n k (recordemos que |N/M | < ∞).
Supongamos pk(x, y) = 0 en N . Entonces f |pkx, g|pky. Puesto que
mcd(p, fg) = 1, entonces f |x y g|y lo cual implica que (x, y) = 0 en
N . Se sigue que si ·pk denota multiplicacio´n por pk, entonces
N
·pk−→M ∼−→ Λ/〈f, g〉 es inyectivo.
La imagen contiene al ideal 〈pk, fg〉 y puesto que pk y fg son primos
relativos, se sigue que Λ/〈pkfg〉 es finito y por lo tanto conu´cleo(·pk)
es finito. uunionsq
Proposicio´n 16.6.11. Los ideales primos de Λ son (0), 〈p, T 〉, 〈p〉 y 〈P (T )〉
donde P (T ) es un polinomio distinguido irreducible. Ma´s au´n, Λ es un anillo
local con ideal ma´ximo 〈p, T 〉.
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Demostracio´n. Se tienen los siguientes isomorfismos
Λ/(0) ∼= Λ,
Λ/〈p〉 ∼= Fp[[T ]],
Λ/〈p, T 〉 ∼= Fp,
Λ/〈P (T )〉 ∼= Zp[T ]/〈P (T )〉,
este u´ltimo isomorfismo se puede obtener usando el algoritmo euclidiano.
Puesto que todos los cocientes anteriores son dominios enteros, todos los idea-
les son primos y adema´s contenidos en 〈p, T 〉.
Sea ahora p un ideal primo no cero de Λ. Sea h ∈ p de grado mı´nimo.
Sea h = psH con H = 1 o H distinguido. Puesto que p es primo se sigue
que p ∈ p o H ∈ p. En el caso en que 1 6= H ∈ p, entonces, puesto que h
es de grado mı´nimo, H necesariamente es irreducible. En cualquier de estos
dos casos, 〈f〉 ⊆ p donde f = p o f es irreducible y distinguido. Si 〈f〉 = p el
resultado se sigue. Si 〈f〉 6= p, consideremos g ∈ p, g /∈ 〈f〉, esto es, f - g.
Puesto que f es irreducible, f y g son primos relativos y 〈f, g〉 ⊆ p implica
que |Λ/p| ≤ |Λ/〈f, g〉| < ∞. En particular Λ/p es un Zp–mo´dulo finito y
pn0 ∈ p para alguna n0 ∈ N y como p es primo, p ∈ p.
Por otro lado, tenemos que T i ≡ T j mo´d p para algunos i, j ∈ N, i < j y
ya que 1− T j−i ∈ Λ∗, entonces
T i = (1− T j−i)−1(T i(1− T j−i)) = (1− T j−i)−1(T i − T j) ∈ p
lo que a su vez implica que T ∈ p y por lo tanto 〈p, T 〉 ⊆ p. Finalmente, puesto
que Λ/〈p, T 〉 ∼= Fp se sigue que 〈p, T 〉 es maximal y por lo tanto 〈p, T 〉 = p. uunionsq
En contraste a la finitud de Λ/〈f, g〉 (Lema 16.6.9) se tiene:
Proposicio´n 16.6.12. Sea f ∈ Λ, f /∈ Λ∗. Entonces Λ/〈f〉 es infinito.
Demostracio´n. Supongamos f 6= 0 pues de otra manera el resultado es inme-
diato. Por el Teorema de Preparacio´n de Weierstrass, basta suponer que f = p
o f = P (T ) con P (T ) un polinomio distinguido. Si f = p, Λ/〈p〉 ∼= Fp[[T ]] y
si f = P (T ) es un polinomio distinguido, Λ/〈f〉 = Λ/〈P (T )〉 ∼= Zp[T ]/〈P (T )〉
el cual es isomorfo, como grupo, a ZgrT P (T )p . El resultado se sigue. uunionsq
Definicio´n 16.6.13. Dos Λ–mo´dulos M y M ′ se llaman seudo–isomorfos, lo
cual denotamos por M ∼ M ′, si existe un Λ–homomorfismo ϕ : M → M ′ tal
que tanto nu´cϕ como conu´cleoϕ son conjuntos finitos.
Equivalentemente, M y M ′ son seudo isomorfos si existe una sucesio´n
exacta de Λ–mo´dulos
0−→A−→M −→M ′−→B−→ 0
con A y B finitos.
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Observacio´n 16.6.14. Si M ∼ M ′, no necesariamente M ′ ∼ M . En parti-
cular, ∼ no es una relacio´n de equivalencia.
Ejemplo 16.6.15. Se tiene que 〈p, T 〉 ∼ Λ pues la inyeccio´n natural 〈p, T 〉 →
Λ tiene conu´cleo Fp el cual es finito.
Por otro lado, si ϕ : Λ→ 〈p, T 〉 es cualquier Λ–homomorfismo, sea ϕ(1) =
f(T ). Entonces se tiene que conu´cleoϕ = 〈p, T 〉/〈f〉. Puesto que |Λ/〈f〉| =∞
y |Λ/〈p, T 〉| <∞, necesariamente |〈p, T 〉/〈f〉| =∞.
Sin embargo, lo que si se tiene es:
Teorema 16.6.16. Si M y M ′ son Λ–mo´dulos de torsio´n finitamente gene-
rados, entonces M ∼M ′ ⇐⇒ M ′ ∼M .
Demostracio´n. Ver [140, pa´gina 272]. uunionsq
Observacio´n 16.6.17. Si f, g ∈ Λ son primos relativos, entonces por el casi
Teorema Chino del Residuo, Λ/〈fg〉 ∼ Λ/〈f〉 ⊕ Λ/〈f〉 y Λ/〈f〉 ⊕ Λ/〈g〉 ∼
Λ/〈fg〉.
Teorema 16.6.18 (Estructura de Λ–mo´dulos finitamente generados).
Sea M un Λ–mo´dulo finitamente generado. Entonces
M ∼ Λr ⊕
( s⊕
i=1
Λ/〈pni〉
)
⊕
( t⊕
j=1
Λ/〈fj(T )mj 〉
)
donde r, s, t, ni,mj ∈ N∪{0} y cada fj(T ) es un polinomio irreducible distin-
guido.
Demostracio´n. El enunciado es similar al de la estructura de un mo´dulo sobre
un dominio de ideales principales, pero en nuestro caso tenemos u´nicamente
un seudo–isomorfismo en lugar de un isomorfismo.
Supongamos que M esta´ generado por u1, . . . , un con relaciones λ1u1 +
· · ·+ λnun = 0, λi ∈ Λ.
Sea R el Λ–submo´dulo de Λn formado por las relaciones. Puesto que Λ es
un anillo noetheriano, R es Λ–finitamente generado. As´ıM puede ser represen-
tado por una matriz cuyas filas son de la forma (λ1, . . . , λn) y donde
n∑
i=1
λiui =
0 es una relacio´n. Se tiene la sucesio´n exacta 0−→R−→Λn−→M −→ 0 de
Λ–mo´dulos. Por abuso del lenguaje, esta matriz tambie´n sera´ llamada R.
Las siguientes son las operaciones ba´sicas de filas y columnas que corres-
ponden a cambiar generadores de R y M .
Operacio´n A: Permuta de filas o de columnas.
Operacio´n B: Adicionamos un mu´ltiplo de una fila o una columna a otra fila
o columna respectivamente. Como caso especial, si λ′ = qλ+ r,
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...
...
λ · · · λ′ · · ·
...
...
 7−→

...
...
λ · · · r · · ·
...
...
 r = λ′ − qλ.
Operacio´n C: Podemos multiplicar una fila o una columna por un elemento
de Λ∗.
Notemos que estas tres operaciones son las mismas que las usadas para los
dominios de ideales principales. Tendremos tres operaciones adicionales que
es donde intervienen los seudos–isomorfismos en lugar de los isomorfismos.
Operacio´n 1: Si R contiene una fila (λ1, pλ2, . . . , pλn) con p - λ1 entonces
cambiamos R por la matriz R′ cuya primer fila es (λ1, λ2, . . . , λn) y las dema´s
filas de R′ son las filas de R con el primer elemento multiplicado por p:
λ1 pλ2 · · · · · ·
α1 α2 · · · · · ·
β1 β2 · · · · · ·
...
...
...
...
−→

λ1 λ2 · · · · · ·
pα1 α2 · · · · · ·
pβ1 β2 · · · · · ·
...
...
...
...

Como caso especial, si λ2 = · · · = λn = 0, entonces podemos multiplicar
α1, β1, . . . por una potencia arbitraria de p.
Afirmamos que el mo´dulo M ′ es seudo–isomorfo a M . En efecto, en R
tenemos la relacio´n
λ1u1 + p(λ2u2 + · · ·+ λnun) = 0
Sea M˜ ′ = M ⊕Λv con un nuevo generador v y sean las relaciones adicionales
(−u1, pv) = 0, (λ2u2 + · · ·+ λnun, λ1v) = 0. Sea M ′ igual a M˜ ′ mo´dulo estas
nuevas relaciones.
Sea M
ϕ−→ M ′ el mapeo natural. Si m ∈ nu´cϕ, m esta´ en el mo´dulo de
relaciones as´ı que:
(m, 0) = a(−u1, pv) + b(λ2u2 + · · ·+ λnun, λ1v), a, b ∈ Λ
de donde ap = −bλ1. Puesto que p - λ1, p|b y λ1|a. En la primera componente
obtenemos
m = −au1 + b(λ2u2 + · · ·+ λnun)
=
−a
λ1
(λ1u)− ap
λ1
(λ2u2 + · · ·+ λnun)
= − a
λ1
(λ1u1 + pλ2u2 + · · ·+ pλnun) = − a
λ1
(0) = 0
lo cual prueba que ϕ es inyectiva.
Ahora bien las ima´genes de pv“ = ”u1 y λ1v“ = ” − (λ2u2 + · · · + λnun)
en M ′ esta´n en la imagen de M y el ideal 〈p, λ1〉 aniquila a M ′/M . Puesto
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que p - λ1, mcd(p, λ1) = 1,
∣∣Λ/〈p, λ1〉∣∣ <∞ y M ′ es finitamente generado, se
sigue que |M ′/M | <∞ y por tanto M ∼M ′.
El nuevo mo´dulo tiene generadores v, u2, . . . , un, “u1 = pv”. Cualquier
relacio´n α1u1 + · · · + αnun = 0 viene a ser pα1v + α2u2 + · · · + αnun = 0.
As´ı que la primer columna es multiplicada por p. Finalmente tambie´n tenemos
la relacio´n λ1v + λ2u2 + · · · + λnun = 0 as´ı que la nueva matriz R′ tiene la
forma dada pues removemos la fila redundante (pλ1, pλ2, . . . , pλn).
Continuamos con la demostracio´n del teorema.
Operacio´n 2: Si todos los elementos de la primer columna de R son divisibles
por pk y si existe una fila (pkλ1, . . . , p
kλn) con p - λ1, podemos cambiar
R a una matriz R′ que es la misma que R excepto que (pkλ1, . . . , pkλn) es
reemplazado por (λ1, . . . , λn). Es decir
pkλ1 p
kλ2 · · · · · ·
pkα1 α2 · · · · · ·
pkβ1 β2 · · · · · ·
...
...
...
...
−→

λ1 λ2 · · · · · ·
pkα1 α2 · · · · · ·
pkβ1 β2 · · · · · ·
...
...
...
...
 .
Al hacer esto obtenemos un mo´dulo M ′ tal que M ′ = M ′′⊕S, donde M ′′ esta´
dado por la matriz R′ y S ∼= Λ/〈pk〉 para algu´n k. Por lo tanto, como veremos
a continuacio´n, S es de la forma de los sumandos directos del enunciados del
teorema y M ∼M ′.
Se tiene M ′ =
(
M ⊕ Λv)/〈(pku1,−pkv), (λ2u2 + · · ·+ λnun, λ1v)〉. Como
en la Operacio´n 1, puesto que p - λ1, podemos encajar M en M ′ y tambie´n el
ideal 〈pk, λ1〉 aniquila a M ′/M . Por lo tanto |M ′/M | <∞ y M ∼M ′.
Ahora bien, usando que pk(u1−v) = 0 y que pk divide al primer coeficiente
entre las relaciones que involucran a u1, se tiene que M
′ = M ′′ ⊕ Λ(u1 − v)
donde M ′′ esta´ generado por v, u2, . . . , un y tiene relaciones generadas por
(λ1, . . . , λn) y R. Por tanto M
′′ tiene R′ por relacio´n. Notemos que Λ(u1−v) ∼=
Λ/〈pk〉 que es de la forma de la suma directa buscada.
Operacio´n 3: Si R contiene una fila (pkλ1, . . . , p
kλn) y para algu´n λ con p -
λ, (λλ1, . . . , λλn) es tambie´n una relacio´n, no necesariamente expl´ıcitamente
contenida en R, entonces podemos cambiar R a R′, donde R′ es la misma que
R excepto que (pkλ1, . . . , p
kλn) se reemplaza por (λ1, . . . , λn). Veamos que el
mo´dulo M ′ obtenido es seudo isomorfo a M .
Para probar nuestra afirmacio´n, consideremos la proyeccio´n cano´nica
ϕ : M →M ′ := M/Λ(λ1u1 + · · ·+λnun). Se tiene que nu´cϕ es aniquilado por
el ideal 〈λ, pk〉. Puesto que M es finitamente generado, nu´cϕ es finitamente
generado y Λ/〈λ, pk〉 es finito si y so´lo si nu´cϕ es finito. Puesto que ϕ es
suprayectiva, M ∼M ′ y M ′ tiene la matriz de relaciones R′.
Las seis operaciones A, B, C, 1, 2 y 3 se llaman admisibles y todas ellas
conservan las dimensiones de la matriz original.
Continuando con la demostracio´n del teorema, sea f ∈ Λ \ {0}. Entonces
por el Teorema de Preparacio´n de Weierstrass, tenemos f(T ) = puP (T )U(T )
con P (T ) un polinomio distinguido y U ∈ Λ∗. Definimos
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grω f :=
{
∞ si µ > 0
grP si µ = 0
.
grω f se llama el grado de Weierstrass de f . Dada una matriz R definimos
gr(k)R := mı´n grω(a
′
i,j) para i, j ≥ k
donde (a′i,j) recorre todo el conjunto de matrices obtenidas a partir de R por
medio de operaciones admisibles que dejan las primeras (k−1) filas sin cambio.
Permitimos que ai,j cambie para i ≥ k y cualquier j. Tambie´n permitimos
operaciones del tipo B que usa, pero que no cambia, las primeras (k−1) filas.
Si la matriz R tiene la forma
λ1,1 0 · · · 0 0 · · · 0
...
...
...
...
...
0 0 · · · λr−1,r−1 0 · · · 0
∗ ∗ · · · ∗ ∗ · · · ∗
∗ ∗ · · · ∗ ∗ · · · ∗
 :=
(
Dr−1 0
M N
)
con λk,k un polinomio distinguido y grλk,k = grω λk,k = gr
(k)(R) para 1 ≤
k ≤ r − 1, decimos que R esta´ en la forma (r − 1)–normal.
Antes de continuar la demostracio´n del teorema, probemos
Lema 16.6.19. Si la submatriz N es no cero, entonces R puede ser trans-
formada con operaciones admisibles en una matriz R′ que esta´ en la forma
r–normal y que tiene los primeros (r − 1) elementos diagonales iguales a los
de R.
Demostracio´n (Lema 16.6.19). Usando la Operacio´n 1, podemos suponer, en
caso necesario, que una potencia grande de p divide cada λi,j con i ≥ r y
j ≤ r − 1, es decir, los elementos de M .
Esto es, pt|M , para t suficientemente grande y tal que pt - N . Usando la
Operacio´n 2, podemos suponer p - N . As´ı mismo, podemos suponer que N
tiene una entrada λi,j tal que grω λi,j = gr
(r)R <∞.
Si λi,j = P (T )U(T ) con P (T ) polinomio distinguido y U(T ) ∈ Λ∗, multi-
pliquemos la columna j por U−1. De esta forma podemos suponer que λi,j es
distinguido puesto que las primeras r− 1 filas tienen 0 en la columna j, y por
lo tanto esos elementos no cambian. Por la Operacio´n A, podemos suponer
λij = λrr nuevamente por la razo´n que tenemos 0 en los primeros lugares.
Por el algoritmo de la divisio´n, el cual es un caso especial de la Operacio´n
B, podemos suponer que λrj es un polinomio con grλrj < grλrr, j 6= r y
grλrj < grλjj , j < r.
Ahora bien λrr tiene grado de Weierstrass minimal en N por lo que se
debe tener que p|λrj para j > r. Por la Operacio´n 1, podemos suponer que
pt|λrj , j > r, t suficientemente grande. Si λrj 6= 0 para algu´n j > r, por la
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Operacio´n 1, podemos quitar la potencia de p de algu´n λrj con j > r y los
ceros siguen sin cambios alguno. Tenemos
grω λrj ≤ grλrj < grλrr = grω λjj
lo cual es imposible. Consecuentemente, λrj = 0 para j > r.
Si λrj 6= 0 para j < r por la Operacio´n 1 podemos obtener p - λrj para
alguna j, pero en este caso se tiene
grω λrj ≤ grλrj < grλjj = grω λjj
y ya que grω λjj = gr
(j)(R) se obtiene una contradiccio´n a la definicio´n de
gr(j)(R). De esto concluimos que λrj = 0 para todo j 6= r que es lo que
quer´ıamos probar. uunionsq
Continuamos con la demostracio´n del teorema. Por el Lema 16.6.19 empe-
zamos con la matriz con r = 1 y podemos ir cambiando R hasta obtener una
matriz 
λ11 0
. . . 0
0 λrr
M 0

con cada λjj un polinomio distinguido y grλjj = gr
(j)R para j ≤ r. Por el
algoritmo de la divisio´n podemos suponer λij es un polinomio y que grλij <
grλjj para i 6= j. Si tuvie´semos λij 6= 0 para algu´n i 6= j, puesto que grω λjj
es minimal, necesariamente p|λij y por ende tenemos una relacio´n no cero
(λi1, . . . , λir, 0, . . . , 0) que es divisible por p. Sea λ := λ11 · · ·λrr. Entonces p
no divide a λ y puesto que λjj es un polinomio distinguido para j = 1, . . . , r,
se tiene que (
λ
1
p
λi1, . . . , λ
1
p
λir, 0, . . . , 0
)
tambie´n es una relacio´n puesto que λjjuj = 0.
Por la Operacio´n 3, podemos suponer que P no divide a λij para algu´n j,
as´ı que grω λij ≤ grλij < grλjj = gr(j)R lo cual es imposible. Por lo tanto
λij = 0 para todo i, j tales que i 6= j. Esto significa que M = 0.
En te´rminos de Λ–mo´dulos, tenemos:
M ′ = Λ/〈λ11〉 ⊕ Λ/〈λ22〉 ⊕ · · · ⊕ Λ/〈λrr〉 ⊕ Λn−r.
Volviendo a escribir los factores Λ/〈pk〉 que quitamos durante la Operacio´n
2 obtenemos el resultado con la salvedad de que λii no necesariamente es una
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potencia de un polinomio irreducible, pero puesto que si f y g son primos
relativos tenemos
Λ/〈f, g〉 ∼ Λ/〈f〉 ⊕ Λ/〈g〉 y Λ/〈f〉 ⊕ Λ/〈g〉 ∼ Λ/〈f, g〉
esto termina la demostracio´n del teorema. uunionsq
16.7. Los invariantes de Iwasawa
Nuestro objetivo en esta seccio´n es probar lo siguiente: Sea K un campo
nume´rico finito y sea K∞/K0 = K una extensio´n Zp. Si pen es la potencia
exacta de p que divide al nu´mero de clase de Kn, h(Kn), entonces existen
enteros no negativos λ ≥ 0, µ ≥ 0 y un entero γ, independientes de n y un
nu´mero natural n0 tal que para n ≥ n0,
en = µp
n + λn+ γ. (16.7.1)
Definicio´n 16.7.1. Los nu´meros µ, λ, γ dados en (16.7.1) se llaman los los
invariantes de Iwasawa.
Sea K∞/K una extensio´n Zp, Γ = Gal(K∞/K) ∼= Zp y sea γ0 un gene-
rador topolo´gico de Γ . Sea Ln la ma´xima p–extensio´n abeliana no ramificada
de Kn. Se tiene que Xn := Gal(Ln/Kn) ∼= An, donde An es el p–subgrupo de
Sylow del grupo de clases IKn del campo Kn.
L0
A0
Ln
An
L
K = K0 Kn K∞
Sea L :=
∞⋃
n=1
Ln. Notemos que Ln ⊆ Ln+1 ya que Kn+1Ln/Kn+1 es una
extensio´n no ramificada.
Sea X := Gal(L/K∞). Puesto que Ln es maximal, se tiene
que Ln/K es una extensio´n de Galois. Sea G := Gal(L/K). Se
tiene la sucesio´n exacta 1−→X −→G−→Γ −→ 1.
L
K∞
X
Γ
K
G
Definicio´n 16.7.2. La condicio´n (A) se define por:
(A) Todos los primos ramificados de K∞/K son totalmente ramificados.
Observacio´n 16.7.3. Como vimos anteriormente (Proposicio´n 16.5.7), si
K∞/K no satisface la condicio´n (A), existen un nu´mero natural m tal que
K∞/Km es totalmente ramificado en cada primo ramificado y por lo tanto
K∞/Km satisface la condicio´n (A).
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Supondremos que K∞/K satisface la condicio´n (A). En-
tonces Ln/Kn es no ramificada y Kn+1/Kn es totalmente
ramificada por lo que Kn+1 ∩Ln = Kn lo cual implica que
Gal(Ln/Kn) ∼= Gal(LnKn+1/Kn+1) ∼= Gal(Ln+1/Kn+1)Gal(Ln+1/LnKn+1) .
Ln
Kn Kn+1
Por lo tanto Xn ∼= Xn+1Gal(Ln+1/LnKn+1) .
Se tiene el mapeo restriccio´n suprayectivo: Xn+1
rest−→ Xn. Se tiene el si-
guiente resultado de la Teor´ıa de Campos de Clase:
Teorema 16.7.4. (Ver la Proposicio´n 17.6.39). Si L/K y L′/K ′ son dos ex-
tensiones abelianas de campos nume´ricos tales que K ⊆ K ′ y L ⊆ L′. Entonces
tenemos el siguiente diagrama conmutativo
IK′
[ ,L′|K′] //
NK′/K

Gal(L′/K ′)
rest

IK
[ ,L|K]
// Gal(L/K)
donde IK e IK′ son los grupos ya sea de divisores o de ide`les de K y K
′
respectivamente, NK′/K es la norma de IK′ a IK ; [ , L|K] y [ , L′|K ′] son lo
mapeos de Artin y rest : Gal(L′/K ′)→ Gal(L/L∩K ′) ⊆ Gal(L/K), σ 7→ σ|L,
es el mapeo restriccio´n.
Demostracio´n. Sea p un ideal de K ′ no ramificado en L′/K ′ y sea P un ideal
de L′ sobre p. Similarmente, sean p˜, P˜ para L y K de tal forma que p˜ = p|K ,
P˜ = P|L, p˜ no ramificado en L/K.
p K ′ K ′L L′ P
p˜ K L P˜
Sea f =
[OK′/p : OK/p˜] el grado relativo. Entonces NK′/Kp = p˜f y si N
es la norma absoluto, Np =
(
N p˜
)f
. Puesto que OL ⊆ OL′ , se tiene
σ
L′/K′
p := [p, L
′|K ′] y σL′/K′p |L(x) ≡ xNp mo´d P˜ para x ∈ OL.
Ahora
σ
L/K
NK′/Kp
(x) =
[
NK′/Kp, L|K
]
(x) =
[
p˜, L/K
]f
(x)
≡ x(N p˜)f = xNp mo´d P˜ para x ∈ OL.
Por lo tanto
rest[ , L′|K ′](P) = rest ◦[P, L′|K ′] = [NK′/KP, L|K]
=
(
[ , L|K] ◦NK′/K
)
(P). uunionsq
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Aplicando el Teorema 16.7.4, tenemos el diagrama conmutativo
Xn+1
rest //[
,Ln+1|Kn+1
] ∼=

Xn
∼=
[
,Ln|Kn
]

An+1
NKn+1/Kn
// An
corresponde a la norma: An+1 → An sobre el grupo de clases. Ahora bien,
Gal(LnK∞/K∞) ∼= Gal(Ln/Ln ∩K∞ = Kn) ∼= Xn. Por tanto
l´ım←−
n
Xn ∼= l´ım←−
n
Gal(LnK∞/K∞) = Gal
(( ∞⋃
n=1
LnK∞
)
/K∞
)
= Gal(L/K∞) ∼= X.
Esto es, l´ım←−
n
Xn = l´ım←−
n
Gal
(
Ln/Kn) ∼= Gal(L/K∞) ∼= X.
Sea γ ∈ Γn = Γ/Γ pn y extendamos γ a γ˜ ∈ Gal(Ln/K). Sea x ∈ Xn.
Entonces γ actu´a en x por: xγ := γ˜xγ˜−1.
Ln
Xn
K
Γn
Kn
1−→Xn−→Gal(Ln/K)−→Γn−→ 1.
Puesto que Xn = Gal(Ln/Kn) es abeliano, x
γ esta´ bien definida pues si
γ′ es tal que γ˜(γ˜′)−1 ∈ Xn, entonces(
γ˜−1(γ˜′)
)
x
(
γ˜−1γ˜′
)−1
= x por lo que γ˜′xγ˜′−1 = γ˜xγ˜−1.
Esta accio´n corresponde a la accio´n de Γn en An ya que
[
L|K
σp
]
=
σ
[
L|K
p
]
σ−1, donde
[
?
?
]
denota al automorfismo de Frobenius. Esto es, Xn
es un Zp[Γn]–mo´dulo. Si representamos un elemento X ∼= l´ım←−
n
Xn como un
vector (x0, x1, . . .) y dejando Zp[Γn] actuar en la n–e´sima componente, enton-
ces X es un Λ–mo´dulo, Λ = l´ım←−
n
Zp[Γn]: si x ∈ X y λ ∈ Λ, λ = (λ0, λ1, . . .),
xλ :=
(
λ˜0x0λ˜
−1
0 , λ˜1x1λ˜
−1
1 , . . . , λ˜nxnλ˜
−1
n . . .
)
. Ahora
λ˜n+1xn+1λ˜
−1
n+1
rest−−→ λ˜n+1
∣∣
Kn
xn+1
∣∣
Kn
λ˜−1n+1
∣∣
Kn
= λ˜nxnλ˜
−1
n ,
por lo tanto xλ ∈ X.
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Con el isomorfismo Λ ∼= Zp[[T ]], 1 + T ∈ Λ actu´a como γ0 ∈ Γ . Se tiene
xγ = γ˜xγ˜−1 para γ ∈ Γ , x ∈ X y γ˜ es una extensio´n de γ a G.
Sean p1, . . . , ps los primos ramificados en K∞/K y sean p˜1, . . . , p˜s primos
de L sobre cada pi. Sean Ii ⊆ G los grupos de inercia de p˜i, 1 ≤ i ≤ s.
L
X
K∞
Γ
K
Puesto que L/K∞ es no ramificada, Ii ∩ X = {1}. Pues-
to que K∞/K es totalmente ramificado en pi, se tiene que el
mapeo Ii ↪→ G/X ∼= Γ es suprayectivo y por tanto un isomor-
fismo. De esta forma tenemos que G = IiX = XIi, 1 ≤ i ≤ s.
Sea σi ∈ Ii el elemento que se mapea a γ0. Entonces σi es un
generador topolo´gico de Ii. Puesto que Ii ⊆ XI1, se tiene que
existe ai ∈ X tal que σi = aiσ1, y a1 = 1.
Proposicio´n 16.7.5. Si la extensio´n K∞/K satisface la condicio´n (A), en-
tonces si G′ es la cerradura del subgrupo conmutador de G, se tiene G′ =
Xγ0−1 = TX.
Demostracio´n. Puesto que Γ ∼= I1 ⊆ G, y I1 se mapea sobre Γ ∼= G/X, se
puede levantar γ al correspondiente elemento en I1 para as´ı definir la accio´n de
Γ en X. Por simplicidad, identificamos Γ y I1 de tal manera que x
γ = γxγ−1.
Sea a = αx, b = βy con α, β ∈ Γ y x, y ∈ X elementos arbitrarios de G = ΓX.
Entonces
aba−1b−1 = αxβyx−1α−1y−1β−1 = xααβyx−1α−1y−1β−1
= xα
(
yx−1
)αβ
(αβ)α−1︸ ︷︷ ︸
∈Γ
y−1β−1 =
↑
Γ abeliano
xα
(
yx−1
)αβ(
y−1
)β
=
↑
X abeliano
xα
(
x−1
)αβ
yαβ
(
y−1
)β
=
(
xα
)1−β(
yβ
)α−1 ∈ G′.
Tomemos β = 1, α = γ0, entonces
(
xα
)0
yγ0−1 = yγ0−1 ∈ G′, esto es,
Xγ0−1 ⊆ G′.
Para β ∈ Γ arbitrario, existe c ∈ Zp tal que β = γc0. Por tanto
1− β = 1− γc0 =
(
1− (1 + T )c) = 1− ∞∑
n=0
(
c
n
)
Tn ∈ TΛ
donde
(
c
n
)
:= c(c−1)···(c−n+1)n! , n ∈ N∪ {0}. Puesto que γ0 − 1 = T ,
(
xα
)1−β ∈
Xγ0−1.
Similarmente obtenemos que
(
yβ
)1−α ∈ Xγ0−1. Finalmente, puesto que
Xγ0−1 = TX es cerrado por ser la imagen de conjunto compacto X, se sigue
que G′ ⊆ Xγ0−1 y por ende G′ = Xγ0−1. uunionsq
Proposicio´n 16.7.6. Sea K∞/K que satisface la condicio´n (A). Sea Y0 el
Zp submo´dulo de X generado por {ai | 2 ≤ i ≤ s} y por Xγ0−1 = TX donde
tenemos σi = aiσ1, 〈σ1〉 = Ii. Sea Yn := γnY0, donde
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γn := 1 + γ0 + γ
2
0 + · · ·+ γp
n−1
0 =
γp
n
0 − 1
γ0 − 1 =
(1 + T )p
n − 1
T
.
Entonces Xn ∼= X/Yn para n ≥ 0.
Demostracio´n. Primero sea n = 0. Se tiene K ⊆ L0 ⊆ L y L0 es la ma´xima
p–extensio´n abeliana no ramificada de K. Entonces Gal(L/L0) es el subgrupo
cerrado de G generado por G′, pues L0/K es abeliana, y por todos los sub-
grupos de inercia Ii, 1 ≤ i ≤ s ya que L0/K es no ramificada. Por lo tanto
Gal(L/L0) es el subgrupo cerrado generado por X
γ0−1, I1 y a2, . . . , as de tal
forma que
X0 = Gal(L0/K) =
G
Gal(L/L0)
=
XI1
Gal(L/L0)
∼= I1X〈Xγ0−1, I1, a2, . . . , a2〉
∼= X〈Xγ0−1, a2, . . . , a2〉 =
X
Y0
.
Consideremos n ≥ 1, Reemplazando K por Kn y γ0 por γp
n
0 se tiene que
σp
n
i toma el papel de σi. Se sigue que
Ln
Xn
L
K Kn K∞
σk+1i = (aiσ1)
k+1 = aiσ1aiσ
−1
1 σ
2
1aiσ
−2
1 σ
3
1 · · ·σk1aiσ−k1 σk+11
= a
1+σ1+···+σk1
i σ
k+1
i .
Por tanto σp
n
i =↑
σ1=γ0
(γnai)σ
pn
1 , esto es, ai es reemplazado por γnai.
Finalmente Xγ0−1 es reemplazado por Xγ
pn
0 −1 = γnXγ0−1 y Y0 es reem-
plazado por γnY0 lo cual implica el resultado. uunionsq
Observacio´n 16.7.7. La Proposicio´n 16.7.6 es crucial pues nos permite re-
cabar informacio´n para Xn de la informacio´n que se tenga de X.
Veamos un resultado ba´sico de a´lgebra conmutativa aplicado a nuestro
caso (ver Teorema 16.2.6).
Proposicio´n 16.7.8 (Lema de Nakayama). Sea X un Λ–mo´dulo compac-
to, es decir, X tiene una topolog´ıa compacta Hausdorff, X es un Λ–mo´dulo y
la accio´n de Λ en X; Λ×X → X, es una funcio´n continua.
Entonces X es finitamente generado como Λ–mo´dulo si y solamente si
X/〈p, T 〉X es finito.
Si x1, . . . , xn generan X/〈p, T 〉X sobre Z, entonces x1, . . . , xn generan X
como Λ–mo´dulo. En particular
X/〈p, T 〉X = 0 ⇐⇒ X = 0.
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Demostracio´n. Sea U una vecindad abierta de 0 ∈ X. Puesto que 〈p, T 〉n−→ 0
en Λ, cada z ∈ X tiene una vecindad abierta Uz tal que 〈p, T 〉nzUx ⊆ U para
algu´n nz ∈ N suficientemente grande. Puesto que X es compacto, un nu´mero
finito de las vecindades Uz cubren a X. En particular, para n suficientemente
grande, 〈p, T 〉nX ⊆ U y por tanto
∞⋂
n=1
(〈p, T 〉nX) = {0}.
Ahora bien, Λ/〈p, T 〉 ∼= Fp es finito y X/〈p, T 〉X es un Λ/〈p, T 〉–mo´dulo,
de donde se sigue que X//〈p, T 〉X es finitamente generado si y solamente si
es finito.
Sean x1, . . . , xn generadores X/〈p, T 〉X y sea Y = Λx1 + · · ·+ Λxn ⊆ X.
Puesto que Y es imagen continua de Λn, Y es un conjunto compacto y por
lo tanto Y es cerrado en X. Se sigue que X/Y es un Λ–mo´dulo compacto.
Tenemos
〈p, T 〉(X/Y ) = T + 〈p, T 〉X
Y
=
X
Y
de donde se sigue que 〈p, T 〉n(X/Y ) = X/Y para toda n ≥ 0. Por lo tanto
X/Y =
∞⋂
n=0
〈p, T 〉n(X/Y ) = {0} y por lo tanto X = Y , esto es, {x1, . . . , xn}
genera a X. uunionsq
Proposicio´n 16.7.9. Si la extensio´n K∞/K satisface la condicio´n (A) y X =
Gal(L/K∞), entonces X es un Λ–mo´dulo finitamente generado.
Demostracio´n. Se tiene γ1 = 1 + γ0 + · · · + γp−10 ∈ 〈p, T 〉, por lo que
Y0/〈p, T 〉Y0 es cociente de Y0/γ1Y0 = Y0/Y1 ⊆ X/Y1 = X1 donde Y0 =
〈Xγ0−1, a2, . . . , as〉, Yn = γnY0, Xn ∼= X/Yn.
Puesto que X1 es finito, Y0 es finitamente generado. Por otro lado, X/Y0 =
X0 es finito lo cual implica que X es finitamente generado como Λ–mo´dulo.
uunionsq
Ahora analicemos el caso en que K∞/K no necesariamente satisface la
condicio´n (A). Sea e ≥ 0 tal que en K∞/Ke todos los primos ramificados son
totalmente ramificados. Los resultados anteriores se satisfacen para K∞/Ke.
En particular X, el cual es el misma tanto para K como para Ke, es finita-
mente generado como Λ–mo´dulo. Para n ≥ e tenemos
1 = γp
e
0 + γ
2pe
0 + · · ·+ γp
n−pe
0 =
γn
γe
=: γn,e,
de hecho, γnγe =
γp
n
0 −1
γp
e
0 −1
=
(
γp
e
0
)pn−e−1
γp
e
0 −1
.
Entonces γn,e reemplaza γn en la extensio´n K∞/Ke puesto que γ
pe
0 es un
generador topolo´gico de Gal(K∞/Ke). Sea Ye el respectivo mo´dulo Y0 para
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Ke en lugar de K. Entonces Yn = γn,eYe y Xn = X/Yn para n ≥ e. Entonces
tenemos
Proposicio´n 16.7.10. Sea K∞/K una extensio´n Zp. Entonces se tiene que
X := Gal(L/K∞) es un Λ–mo´dulo finitamente generado y existe e ≥ 0 tal
que Xn ∼= X/γn,eYe para toda n ≥ e. uunionsq
Podemos aplicar el teorema de estructura de Λ–mo´dulos finitamente ge-
nerados para X y para Ye y puesto que X/Ye es finito, se tiene que
Ye ∼ X ∼ Λr ⊕
( s⊕
i=1
Λ/〈pki〉
)
⊕
( t⊕
j=1
Λ/〈fj(T )mj 〉
)
. (16.7.2)
Calcularemos V/γn,eV para cada sumando del seudo isomorfismo dado en
(16.7.2).
(1) Si V = Λ se tiene que Λ/〈γn,e〉 es infinito. Puesto que Ye/γn,eYe ⊆
X/Yn es finito, se sigue que Λ no puede aparecer como sumando, esto
es, r = 0 en (16.7.2) y X es de torsio´n.
(2) Si V = Λ/〈pk〉, entonces V/γn,eV = Λ/〈pk, γn,e〉.
Se tiene que
γn,e =
γn
γe
=
(
(1 + T )p
n − 1)/T(
(1 + T )pe − 1)/T
= 1 + (1 + T )p
e
+ (1 + T )2p
e
+ · · ·+ (1 + T )pn−pe
es un polinomio distinguido.
Ahora, por el algoritmo de la divisio´n, se tiene que cada elemento de
Λ/〈pk, γn,e〉 se representa un´ıvocamente por un polinomio mo´dulo pk
de grado menor a gr γn,e = p
n − pe. Por lo tanto∣∣V/γn,eV ∣∣ = pk(pn−pe) = pkpn+c
donde c es la constante c = −kpe.
(3) V = Λ/〈f(T )m〉 donde f(T ) es un polinomio distinguido e irreducible.
Sea g(T ) := f(T )m. Entonces g tambie´n es un polinomio distinguido,
digamos de grado d. Entonces
T d ≡ pQ(T ) mo´d g
para algu´n Q(T ) ∈ Zp[T ]. Por lo tanto T k ≡ (p)S mo´d g, S es un
polinomio, k ≥ d. As´ı, si pn ≥ d, se tiene
(1 + T )p
n
= 1 + (p)S1 + T
pn ≡ 1 + (p)S2 mo´d g
con S1, S2 polinomios.
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Por lo tanto (1+T )p
n+1 ≡ 1+p2S3 mo´d g, S3 un polinomio. En general
se sigue que
Pn+2(T ) : = (1 + T )
pn+2 − 1
=
(
(1 + T )(p−1)p
n+1
+ · · ·+ (1 + T )pn+1 + 1)((1 + T )pn+1 − 1)
≡ (1 + · · ·+ 1 + p2S4)Pn+1(T ) ≡ p(1 + pS5)Pn+1(T ) mo´d g
donde S4, S5 son polinomios.
Ahora bien, 1 + pS6 ∈ Λ∗, para S6 polinomio, se tiene que Pn+2Pn+1 actu´a
como multiplicacio´n pu, u ∈ Λ∗ sobre V = Λ/〈g(T )〉 para pn ≥ d.
Supongamos n0 > e, p
n0 ≥ d y n ≥ n0. Entonces
γn+2,e
γn+1,e
=
γn+2
γn+1
=
Pn+2
Pn+1
y γn+2,eV =
Pn+2
Pn+1
(
γn+1,eV
)
= pγn+1,eV.
Por tanto∣∣V/γn+2,eV ∣∣ = |V/pV |∣∣pV/pγn+1,eV ∣∣ para n ≥ n0.
Puesto que mcd(g(T ), p) = 1, se tiene que multiplicacio´n por p es
inyectiva en donde obtenemos∣∣pV/pγn+1,eV ∣∣ = ∣∣V/γn+1,eV ∣∣ para n ≥ n0.
Puesto que V/pV = Λ/〈p, g(T )〉 = Λ/〈p, T d〉 se sigue que |V/pV | =
pd. Por induccio´n en n, obtenemos∣∣V/γn,eV ∣∣ = pd(n−n0−1)∣∣V/γn0+1,eV ∣∣, n ≥ n0 + 1.
Si V/γn,eV es finito para toda n, entonces
∣∣V/γn,eV ∣∣ = pdn+c para
n ≥ n0 +1 y alguna constante c. Si V/γn,eV es infinito, V no puede ser
sumando en el seudo isomorfismo (16.7.2) debido a que
∣∣Ye/γn,eYe∣∣ <
∞. Este caso puede suceder u´nicamente cuando mcd(γn,e, f) 6= 1.
Resumimos toda la discusio´n anterior en:
Teorema 16.7.11. Sea E = Λr ⊕
( s⊕
i=1
Λ/〈pki〉
)
⊕
( t⊕
j=1
Λ/〈gj(T )
)
donde
cada gj(T ) es un polinomio distinguido, no necesariamente irreducible. Sea
m :=
∑s
i=1 ki, ` =
∑t
j=1 gr gj(T ). Si E/γn,eE es finito para toda n, entonces
r = 0 y existen n0 ∈ N y c ∈ Z tales que para n > n0,
∣∣E/γn,eE∣∣ = pmpn+`n+c.
uunionsq
Teorema 16.7.12. Sea E como en el Teorema 16.7.11 con r = 0. Entonces se
tiene que m = 0 si y solamente si el p–rango de E/γn,eE permanece acotado
cuando n→∞.
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Demostracio´n. Si A es un grupo abeliano finito, tenemos que el p–rango de
A es igual a dimFp A/pA. Ahora bien, recordemos que γn,e es distinguido de
grado pn − pe, as´ı, si gr γn,e ≥ ma´x
1≤j≤t
gr gj(T ), se tiene que
E/γn,eE =
( s⊕
i=1
Λ/〈p, γn,e〉
)
⊕
( t⊕
j=1
Λ/〈p, gj(T ), γn,e〉
)
∼=
( s⊕
i=1
Λ/〈p, T pn−pe〉
)
⊕
( t⊕
j=1
Λ/〈p, T gr gj(T )〉
)
∼= (Z/pZ)s(pn−pe)+`.
Por tanto, el p–rango de E esta´ acotado si y solamente si s = 0 si y
solamente si m = 0. uunionsq
Regresando a la extensio´n K∞/K, tenemos una sucesio´n exacta:
0−→A−→Ye−→E−→B−→ 0
donde A y B son finitos y E es como antes. Conocemos
∣∣E/γn,eE∣∣ para
n > n0. De aqu´ı ya podemos concluir que si p
n es la potencia exacta que
divide a |An| = |Xn| =
∣∣ X
γn,eYe
∣∣ se tiene en = mpn + `n+ cn con cn acotado.
La siguiente pieza es:
Proposicio´n 16.7.13. Sean Y y E Λ–mo´dulos seudo isomorfos de tal forma
que Y/γn,eY es finito para n ≥ e. Entonces existen una constante c y alguna
n0 tales que
∣∣Y/γn,eY ∣∣ = pc∣∣E/γn,eE∣∣ para toda n ≥ n0.
Demostracio´n. Se tiene el siguiente diagrama conmutativo:
0 // γn,eY //
φ′n

Y //
φ

Y/γn,eY
φ′′n

// 0
0 // γn,eE // E // E/γn,eE // 0
Se tiene:
(i) Puesto que nu´cφ′n ⊆ nu´cφ,
∣∣nu´cφ′n∣∣ ≤ |nu´cφ|.
(ii) Se tiene conu´cleoφ = E/Φ(Y ). Sea E/Φ(Y ) = {u1, . . . , ur}.
Es decir, si x ∈ E, es tal que x ≡ ui mo´d Φ(Y ), se tiene que
γn,ex− γn,eui ∈ γn,eΦ(Y ) = Φ(γn,eY ) lo cual implica que γn,eEΦ(γn,eY ) =
{γn,eu1, . . . , γn,eur} y por lo tanto
∣∣ conu´cleoφ′n∣∣ ≤ | conu´cleoφ|.
(iii) Puesto que los representantes de conu´cleoφ dan representantes de
conu´cleoφ′′n se sigue que
∣∣ conu´cleoφ′′n∣∣ ≤ | conu´cleoφ|
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(iv) Aplicando el Lema de la Serpiente, se tiene la sucesio´n exacta
0−→ nu´cφ′n−→ nu´cφ−→ nu´cφ′′n−→
−→ conu´cleoφ′n−→ conu´cleoφ−→ conu´cleoφ′′n−→ 0.
Por tanto |nu´cφ′′n| ≤ | nu´cφ|| conu´cleoφ′n| y por (ii)
|nu´cφ|| conu´cleoφ′n| ≤ | nu´cφ|| conu´cleoφ|.
Esto es |nu´cφ′′n| ≤ | nu´cφ|| conu´cleoφ|.
Ahora bien, si m ≥ n ≥ 0, tenemos
(a) |nu´cφ′n| ≥ |nu´cφ′m|:
Se tiene γm,e =
γm,e
γn,e
γn,e, por lo que γm,eY ⊆ γn,eY y por ende
nu´cφ′m ⊆ nu´cφ′n.
(b) | conu´cleoφ′n| ≥ | conu´cleoφ′m|:
Sean γm,ey ∈ γm,eE y z ∈ γn,eE el representante del elemento γn,ey
en conu´cleoφ′n =
γn,eE
γn,eφ′n(Y )
. Por tanto γn,ey−z = φ(γn,ex) para algu´n
x ∈ Y . Multiplicando por γm,eγn,e , se tiene que
γm,ey −
(γm,e
γn,e
)
(z) = φ(γm,ex) = φ
′
n(γm,ex).
Es decir, los representantes de conu´cleoφ′m se obtienen de multiplicar
los representantes de conu´cleoφ′n por
γm,e
γn,e
.
(c) | conu´cleoφ′′n| ≤ | conu´cleoφ′′m|:
Se tiene que γm,eE ⊆ γn,eE. Por lo tanto, del epimorfismo E/γm,eE →
E/γn,eE se tiene que conu´cleoφ
′′
n  conu´cleoφ′′n.
Obtenemos |nu´cφ′m| ≤↑
(a)
|nu´cφ′n| ≤↑
(i)
|nu´cφ| para m ≥ n,
| conu´cleoφ′m| ≤↑
(b)
| conu´cleoφ′n| ≤↑
(ii)
| conu´cleoφ| y
| conu´cleoφ′′n| ≤↑
(c)
| conu´cleoφ′′m| ≤↑
(iii)
| conu´cleoφ′′|.
Por tanto existe n0 ∈ N tal que para n ≥ n0 los o´rdenes de nu´cφ′n,
conu´cleoφ′n y conu´cleoφ
′′
n son constantes.
Finalmente, por el Lema de la Serpiente, tenemos que
|nu´cφ′n||nu´cφ′′n|| conu´cleoφ| = |nu´cφ|| conu´cleoφ′n|| conu´cleoφ′′n|
por lo que |nu´cφ′′n| es constante para n ≥ n0. As´ı, para toda n ≥ n0, tenemos
0−→ nu´cφ′′n−→Y/γn,eY φ
′′
−→ E/γn,eE−→ conu´cleoφ′′n−→ 0
lo cual implica que
∣∣Y/γn,eY ∣∣ = | nu´cφ′′n|| conu´cleoφ′′n| ∣∣E/γn,eE∣∣. uunionsq
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Teorema 16.7.14 (Iwasawa). Sea M un Λ–mo´dulos finitamente generado
de torsio´n y supongamos que para n ∈ Z, n ≥ 0, M/γnM es un grupo finito
de orden pen . Entonces existen enteros no negativos m, `, y un entero c tales
que para n suficientemente grande, en = mp
n + `n+ c.
Demostracio´n. Sea M ∼ Λr ⊕
( s⊕
i=1
Λ/〈pki〉
)
⊕
( t⊕
j=1
Λ/〈fmjj (T )〉
)
. Puesto
que
∣∣M/γnM ∣∣ <∞, r = 0 y por la Proposicio´n 16.7.13 se tiene ∣∣M/γnM ∣∣ =
pmp
n+`n+c con m =
∑s
i=1 ki, ` =
∑t
j=1mj gr fj(T ) y c ∈ Z. uunionsq
Como caso especial, obtenemos el resultado principal:
Teorema 16.7.15 (Iwasawa). Sea K∞/K una extensio´n Zp. Sea pen la po-
tencia exacta que divide al nu´mero de clase de Kn. Entonces existen enteros
λ ≥ 0, µ ≥ 0 y γ independientes de n, y un natural n0 tal que para n ≥ n0,
en = µp
n + λn+ γ. uunionsq
Teorema 16.7.16. Sea K∞/K una extensio´n Zp en la cual exactamente un
primo es ramificado y este es totalmente ramificado. Entonces
IKn(p) = An
∼= Xn ∼= X(
(1 + T )pn − 1))
y p - h0 ⇐⇒ p - hn para toda n ≥ 0, donde hn =
∣∣IKn(p)∣∣.
Demostracio´n. Se tiene que K∞/K satisface la condicio´n (A) con s = 1, es
decir, un u´nico primo ramificado. Entonces
Y0 = 〈TX = Xγ0−1, a2, . . . , as〉 = TX,
Yn = γnY0 =
(1 + T )p
n − 1
T
Y0 =
(
(1 + T )p
n − 1)X.
Por tanto Xn ∼= X/Yn = X(
(1+T )pn−1
)
X
.
Si p - h0, entonces X/TX = X/Y0 ∼= A0 = {1}, esto es, X/TX = 0 lo cual
implica X/〈p, T 〉X = 0. Por el Lema de Nakayama, X = 0 y An = {1} para
toda n ≥ 0. uunionsq
Corolario 16.7.17. Para K = Q y p cualquier primo, µ = λ = γ = 0.
Demostracio´n. Se tiene que Q∞/Q es una extensio´n Zp de Q y h0 =
∣∣IQ∣∣ = 1.
Puesto que u´nicamente p se ramifica, An = {1} para toda n, esto es, |An| =
pen , en = 0 = µp
nλn+ γ. uunionsq
Teorema 16.7.18. Se tiene que µ = 0 si y so´lo si si el p–rango de An se
mantiene acotado cuando n→∞.
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Demostracio´n. Se tiene Ye ∼ E =
( s⊕
i=1
Λ/〈pki〉
)
⊕
( t⊕
j=1
Λ/〈fmjj (T )〉
)
. Se
tiene que s = 0 si y solamente si el p–rango de E/γn,eE esta´ acotado. Como
antes, tenemos una sucesio´n exacta
0−→Cn−→Ye/γn,eYe−→E/γn,eE−→Bn−→ 0
con |Cn|, |Bn| acotados para toda n. Por lo tanto µ = 0 si y solamente si el
p–rango de Ye/γn,eYe esta´ acotado. Se tiene An ∼= Xn = X/γn,eYe y X/Ye es
finito. El resultado se sigue. uunionsq
Conjetura 16.7.19 (Iwasawa). Si K es cualquier campo nume´rico finito y
K∞/K es la extensio´n Zp–cicloto´mica de K, entonces µ = 0.
Iwasawa primero conjeturo´ esto para cualquier extensio´n Zp. Sin embargo
e´l mismo encontro´ contraejemplos cuando K∞/K no es la extensio´n cicloto´mi-
ca. Washington y Ferrero probaron la Conjetura 16.7.19 cuando K/Q es una
extensio´n abeliana.
Ahora bien, tenemos
Teorema 16.7.20. Se tiene que λ = 0 si y solamente si el exponente de An
esta´ acotado.
Demostracio´n.
=⇒) Sea X ∼ E =
( s⊕
i=1
Λ/〈pki〉
)
⊕
( t⊕
j=1
Λ/〈fj(T )mj 〉
)
. Entonces µ =∑s
i=1 ki, λ =
∑t
j=1mj gr fj(T ). Se tiene
λ = 0 ⇐⇒ X ∼
s⊕
i=1
Λ/〈pki〉.
Sea k0 = ma´x
1≤i≤s
ki, entonces p
k0X ∼ 0, es decir, pk0X es finito, por lo que
existe a ∈ N tal que paX = {0} lo cual implica que paAn ∼= paXn = 0, es
decir, el exponente de An esta´ acotado.
⇐=) Sea paAn = 0 para alguna a ∈ N y toda n. Entonces paXn =
pa
(
X/γn,eYe
)
= 0 para n ≥ e. Por lo tanto paX ⊆
∞⋂
n=e
γn,eYe = {0}, es-
to es, t = 0 pues para toda f(T ) 6= 0 distinguido e irreducible se tiene
pa
(
Λ/〈f(T )m〉) 6= 0. Por lo tanto λ = 0. uunionsq
Conjetura 16.7.21 (R. Greenberg). Sea K una campo nume´rico finito. Si
K es totalmente real, es decir, r2 = 0, entonces λ = µ = 0.
Proposicio´n 16.7.22. Sea K un campo nume´rico finito, K∞/K una exten-
sio´n Zp y s el nu´mero de divisores primos de K ramificados en K∞/K. Sea
L/K∞ una p–extensio´n de K∞ no ramificada tal que L/K es abeliana. En-
tonces Gal(L/K) ∼= Ztp ⊕R donde R es un p–grupo finito y t ≤ s.
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Demostracio´n.
L
K∞
N
Γ
K
G
Sean G := Gal(L/K) y N := Gal(L/K∞). Sean p1, . . . , ps
los primos de K ramificados en K∞/K y sean T1, . . . , Ts los
respectivos grupos de inercia de cada pi en L/K. Puesto que
L/K∞ es no ramificada se tiene que Ti ∩ N = {0} para i =
1, . . . , s. Por lo tanto Ti ∼= TiN/N , esto es, Ti es isomorfo a un
subgrupo cerrado no trivial de Γ = G/N . Se tiene que Ti ∼= Γ
para 1 ≤ i ≤ s.
Sean T := T1 · · ·Ts, E = LT y Gal(L/E) = T . Se tiene que E/K es no
ramificada y abeliana y por ende finita, esto es G/T es un grupo finito. Ahora
bien, G/T es un p–grupo debido a que tanto G como T son Zp–mo´dulos.
As´ı, T ∼= Ztp ⊕R1 con R1 un p–grupo finito y t ≤ s ya que T = T1 · · ·Ts y
Ti ∼= Γ , 1 ≤ i ≤ s. Por lo tanto G ∼= Ztp ⊕R con R un p–grupo finito. uunionsq
Corolario 16.7.23. Si s = 1, es decir, u´nicamente hay un primo ramifica-
do, entonces la ma´xima p–extensio´n no ramificada L de K∞ tal que L/K es
abeliana satisface que L/K∞ es finita.
Demostracio´n. Se tiene en este caso que G ∼= Ztp ⊕ R, 1 ≤ t ≤ 1 = s y
Gal(K∞/K) ∼= Γ , por lo que R = Gal(L/K∞) es un p–grupo finito. uunionsq
Observacio´n 16.7.24. Ya hab´ıamos probado que si F es la ma´xima exten-
sio´n abeliana K no ramificada fuera de p, entonces Gal(F/K) ∼= Zr2+1+δp ×
(finito) (ver Teorema 16.5.11).
Definicio´n 16.7.25. Un campo nume´rico K se llama de tipo MC (multiplica-
cio´n compleja) si K es totalmente imaginario que es una extensio´n cuadra´tica
de un campo totalmente real.
Ejemplo 16.7.26. Si K * R y K/Q es una extensio´n abeliana, entonces para
todo encaje σ : K → C, σ(K) = K * R por lo que K es totalmente imaginario.
Sea J : K → K, x 7→ x la conjugacio´n compleja. Entonces J ∈ Gal(K/Q) y
o(J) = 2 pues J |K 6= IdK . Sea K+ := K{1,J} = K ∩ R. Entonces K es
totalmente real pues K+ ⊆ R y K+/Q es de Galois. Finalmente [K : K+] =
|{1, J}| = 2. Por tanto K es de tipo MC.
Ejemplo 16.7.27. Si n ≥ 3, Q(ζn) es un campo de tipo MC.
Proposicio´n 16.7.28. Si K es de tipo MC y si K+ es su subcampo real, esto
es, [K : K+] = 2 y K+ es totalmente real, entonces la conjugacio´n compleja
J induce un automorfismo en K el cual es independiente del encaje K en C.
Adema´s K+ = K ∩ R.
Demostracio´n. Sean φ, ψ : K → C dos encaje deK. Notemos que φ(K)/φ(K+)
es una extensio´n cuadra´tica y por tanto normal. Adema´s, puesto que φ(K+) ⊆
R, entonces J(φ(K+)) = φ(K+), es decir, J ◦φ(α) = φ(α) para todo α ∈ K+.
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Sea φ := J ◦φ. Puesto que φ(K)/φ(K+) es normal, se tiene J(φ(K)) = φ(K),
es decir, φ(K) = φ(K). Se sigue que φ−1 ◦φ esta´ definida en K. De esta forma
tenemos que ψ−1 ◦ψ y φ−1 ◦φ son automorfismos de K que fijan a K+ puesto
que K+ es totalmente real.
Ahora bien, puesto que K es totalmente imaginario, ni φ−1 ◦ φ ni ψ−1 ◦ψ
puede ser la identidad y puesto que Gal(K/K+) es de orden 2 se sigue que
φ−1 ◦ φ = ψ−1 ◦ ψ = J . Por lo tanto J : K → K es un automorfismo de K,
J 6= Id y Gal(K/K+) = {1, J}. Finalmente K+ = K{1,J} = K ∩ R. uunionsq
Observacio´n 16.7.29. Dado un campo nume´rico finito, [K : K∩R] puede ser
arbitrariamente grande. Por ejemplo, si K = Q(ζn n
√
2), se tiene que K∩R = Q
y [K : Q] = n. Otro ejemplo es si p ≥ 3 un nu´mero primo y sea f(x) = x2p+3.
Si ω0, . . . , ω2p−1 son las ra´ıces de f(x), ωt = 31/2pe((pi+2tpi)i)/2p.
Tomemos por ejemplo ω0 = 3
1/2pepii/2p y sea K := Q(ω0). Entonces
[K : Q] = 2p y K es totalmente imaginario pues si σ : K → C es un encaje,
Q(ω0) Q(ζp, ω0)}
2p
Q Q(ζp) = Q(ζ2p)
σ(K) = Q(ωi) para alguna i, 0 ≤ i ≤ 2p − 1.
Por otro lado, la cerradura de Galois de K/Q
es K˜ := Q(ζ2p, ω0) = Q(ζp, ω0). Se tiene que
Q(ζ2p, ω0)/Q(ζ2p) es una extensio´n de Kum-
mer c´ıclica de grado 2p. Sea A := Q(ω0) ∩ R.
Notemos que en general si [K : K ∩ R] = 2 entonces necesariamente
Gal(K/K ∩ R) = {1, J}, esto es, KJ = K.
Por tanto si tuvie´semos [Q(ω0) : A] = 2, entonces A = Q(ω20) puesto que
hay una correspondencia entre los subcampos de Q(ω0) que contienen a Q y
los de Q(ω0, ζ2p) que contienen a O(ζ2p) y esta u´ltima es c´ıclica.
En particular hay un u´nico subcampo de ı´ndice 2 en Q(ω0) y por tanto este
corresponde a Q(ω20). Sin embargo ω20 = 31/pepii/p /∈ R. Todos los subcampos
de Q(ω0) son Q(ωj0), con j = 0, 1, . . . , 2p − 1 y ωj0 = 3j/2pepiji/2p ∈ R ⇐⇒
j = 2p. En particular
Q(ω0) ∩ R = Q y [Q(ω0) : Q(ω0) ∩ R] = [Q(ω0) : Q] = 2p.
Teorema 16.7.30. Sea K un campo nume´rico finito de tipo MC y sea K+ :=
K ∩ R su subcampo real. Sean h := |IK |, h+ = |IK+ |. Entonces h+|h.
Demostracio´n.
Se tiene que K/K+ es totalmente ramificado en to-
dos los primos arquimedianos de K+. Sean HK y HK+
los campo de clase de Hilbert de K y K+ respectiva-
mente. Entonces K ∩HK+ = K+ pues HK+/K+ es no
ramificada. Por tanto HK+K/K es una extensio´n abe-
HK+ HK+K
K+ K
liana y no ramificada. Se sigue que HK+K ⊆ HK . Obtenemos que
560 16 Teor´ıa de Iwasawa
h = |IK | = [HK : K] = [HK : HK+K][HK+K : K]
= [HK : HK+K][HK+ : K
+] = [HK : HK+K]|IK+ |
= [HK : HK+K]h
+. uunionsq
Teorema 16.7.31. Sea K un campo de tipo MC y sea E el grupo de unidades
de K. Sea E+ el grupo de unidades de K+ y sea W el grupo de ra´ıces de unidad
en K. Entonces si definimos Q = [E : WE+], se tiene que Q = 1 o 2.
Demostracio´n. Sea φ : E →W definida por φ(ε) = ε/ε. Puesto que para todo
encaje σ : K → C se tiene que εσ = εσ se sigue que∣∣φ(ε)σ∣∣ = ∣∣(ε/ε)σ∣∣ = ∣∣εσ/εσ∣∣ = ∣∣εσ
εσ
∣∣ = 1
lo cual implica que φ(ε) ∈ W , Sea ψ : E → W/W 2 el mapeo inducido por φ,
es decir, el mapeo pi ◦ φ donde pi es la proyeccio´n natural W →W/W 2
E
φ−→W pi−→W/W 2.
Supongamos que ε = ξε1 con ξ ∈W , ε1 ∈ E+, entonces
φ(ε) = φ(ξε1) =
ξε1
ξε1
=
ξ
ξ
=
ξ
ξ−1
= ξ2 ∈W 2.
En particular ε ∈ nu´cψ.
Rec´ıprocamente, si ε ∈ nu´cψ, entonces φ(ε) = ε/ε = ξ2 ∈ W 2. Definimos
ε1 := ξ
−1ε. Entonces ε1 = ξ−1ε = ξ εξ2 = ξ
−1ε = ε1, esto es, ε1 ∈ R. Por lo
tanto nu´cψ = WE+ y tenemos la inyeccio´n inducida E/WE+ ↪→ W/W 2 y∣∣W/W 2∣∣ = 2 puesto que W es c´ıclico y 2||W |. Se sigue que Q = 1 o 2. De
hecho, si φ(E) = W , entonces Q = 2 y si φ(E) = W 2, Q = 1. uunionsq
Corolario 16.7.32. Sea K = Q(ζn) el campo cicloto´mico de las n–ra´ıces de
la unidad y n ≥ 3. Entonces Q =
{
1 si n = pm
2 en otro caso
.
Demostracio´n. Ver [140, Corolario 4.13, pa´gina 40]. uunionsq
Teorema 16.7.33. Sea C el grupo de clases de ideales de Q(ζn), n ≥ 3 y C+
el grupo de clases de ideales de Q(ζn)+. Entonces el mapeo natural C+ → C
es inyectivo.
Demostracio´n. Ver [140, Teorema 4.14, pa´g. 40]. uunionsq
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Observacio´n 16.7.34. El Teorema 16.7.33 no se cumple para campos de tipo
MC en general. Por ejemplo, si K = Q(
√
10,
√−2), entonces K es de tipo
MC y K+ = Q(
√
10). El ideal p := 〈2,√10〉 en Q(√10) no es principal
pues si 〈2,√10〉 = 〈α〉 en Q(√10), Nα = Np = 2 pero si α = a + b√10,
Nα = a2 − 10b2 6= ±2 ya que si fuese posible, a2 ≡ ±2 mo´d 5 ≡ 2, 3 mo´d 5.
Sin embargo los residuos mo´dulo 5 son 0, 1, y 4.
Por otro lado, sea C+ = IQ(
√
10)
φ−→ C = IQ(√10,√−2) y p = 〈2,
√
10〉,
φ(p) = P2 pues como 2 es ramificado en Q(
√
10)/Q, Q(
√−5)/Q y Q(√−2)/Q,
2 es totalmente ramificado en K/Q. Sea α := −√−2 ∈ K. Entonces 2 =
α(
√−2), √10 = α(−√−5) por lo que p = 〈α〉 en C y en particular p ∈ nu´cφ
y p 6= 1.
Por otro lado se sabe en general que para K de tipo MC, C+
φ−→ C
satisface que |nu´cφ| = 1 o 2.
Sea K∞/K una extensio´n Zp tal que Kn es de tipo MC para toda n.
Entonces K+∞/K
+ es una extensio´n Zp. Notemos que r2 = 0 para K+ y por
tanto K+∞/K
+ sera´ la extensio´n Zp–cicloto´mica en caso de que la Conjetura
de Leopoldt (Conjetura 16.5.9) se cumpla y por lo tanto, en este caso, K∞/K
es la extensio´n Zp–cicloto´mica pues K∞ = KK+∞ = KK+Q∞ = KQ∞.
En general, si K es de tipo MC, se tiene que J ∈ Gal(K/K+), J 6= Id y en
particular J es un automorfismo de K. Se tiene que J actu´a en varios grupos
y mo´dulos asociados a K. Por ejemplo, J actu´a en IK o en A := IK(p). Si A
es un grupo abeliano tal que J actu´a en A, definimos
A+ := {a ∈ A | J(a) = a} y A− := {a ∈ A | J(a) = −a}.
Si 2 es una unidad en A, lo cual, en el caso finito, significa que 2 no divide
al orden de A, se tiene que
A = A+ +A− y A+ ∩A− = {0}.
En efecto, si x ∈ A, x = x+x2 + x−x2 = y+ z, donde y = x+x2 , z = x−x2 . Ahora
bien, y = x+x2 =
x+x
2 = y y z =
x−x
2 = −x−x2 = −z, es decir, y ∈ A+ y
z ∈ A− lo cual implica que A+ +A− = A.
Ahora bien, si x ∈ A+ ∩ A−, entonces x = x = −x, es decir, 2x = 0 lo
cual implica x = 0 pues 2 es unidad en A. Por lo tanto A+ ∩ A− = {0}. En
consecuencia tenemos A = A+ ⊕A−.
Por ejemplo, si p es un nu´mero primo, p > 2 y A es el p–subgrupo de
Sylow del grupo de clases de un campo K de tipo MC, tenemos la situacio´n
anterior.
Ahora consideremos K∞/K una extensio´n Zp de tipo MC, An = IKn(p)
con p > 2. Entonces An = A
+
n ⊕A−n , Xn = X+n ⊕X−n .
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Ln
K0 Kn
{1,J}
Xn
K+0 K
+
n
Puesto que la accio´n de γ0 en Γ = Gal(K∞/K) con-
muta con la accio´n de J , se tiene que X = X+ ⊕ X− con
X+ := l´ım←−
n
X+n y X
− := l´ım←−
n
X−n . Obtenemos como antes
A±n ∼= X±n ∼= X
±
γn,eY
±
e
. Adema´s tenemos que h+n |hn y si defi-
nimos h−n :=
hn
h+n
, se tiene que si pe
±
n es la potencia exacta de
K
Γ
J
K∞
J
K+
Γ
K+∞
p que divide a h±n , entonces
en = e
+
n + e
−
n y e
±
n = µ
± + λ±n+ γ± con
µ = µ+ + µ−, λ = λ+ + λ− y γ = γ+ + γ−.
Como obtuvimos antes, se sigue que µ± = 0 ⇐⇒ el p–rango de A±n esta´
acotado.
En el caso p = 2, si x ∈ A+ ∩ A−, entonces x = x = −x, esto es 2x =
0, pero no podemos concluir que x = 0 y por ende que A+ ∩ A− = {0}.
Por ejemplo, se tiene que h(Q(
√−5)) = 2, esto es, A ∼= Z/2Z. Se tiene que
{I, J} = Gal(Q(√−5)/Q) y A+ = A− = A.
Si X es un clase de ideales de K+ con X2 = (1), entonces X ∈ A+ ∩ A−
pues X = X = X−1.
Sean p = 2 y K un campo de clase MC. Definimos A = IK(2), A
− = {a ∈
A | a = a−1} y A+ = IK+(2). Sea N : A→ A+, N = 1 + J la norma de K en
K+ pues Gal(K/K+) = {1, J}.
Usando el mapeo de Reciprocidad de Artin, tenemos el diagrama conmu-
tativo (Teorema 16.7.4)
IK = DK/PK
∼=
Artin
//
Norma

Gal(HK/K)
rest

IK+ = DK+/PK+
∼=
Artin
// Gal(HK+/K
+)
donde HK y HK+ denotan los campos de clase de Hilbert de K y K
+ respec-
tivamente.
Puesto que K ∩ HK+ = K+ debido a que los primos arquimedianos son
ramificados el mapeo de restriccio´n rest es suprayectivo de donde se sigue que
el mapeo norma N : IK = DK/PK → IK+ = DK+/PK+ es sobre.
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HK
HK+
=
HK+K
=
K+ K
Por tanto N : A→ A+ es suprayectivo y
nu´cN = {a | (1 + J)a = a1+J = aa = 1} = {a ∈ A | a = a−1} = A−
por lo que tenemos la sucesio´n exacta
0−→A−−→A−→A+ = IK+(2)−→ 0.
Como antes se sigue que µ = µ+ +µ−, λ = λ+ +λ−, γ = γ+ +γ−, µ+ = 0
si y solamente si el 2–rango de IK+n (2) esta´ acotado y µ
− = 0 si y solamente
si el 2–rango de A−n esta´ acotado.
Ahora bien, cuando p > 2, se tiene que si A = IK(p), A
+ = {a ∈ A | aJ =
a}, entonces A+ ∼= IK+(p). Ma´s generalmente, tenemos:
Proposicio´n 16.7.35. Sea F un campo nume´rico finito y sea K una ex-
tensio´n de Galois de F de grado d. Sea ` un nu´mero primo que no divi-
de a d. El homomorfismo natural IF (`) → IK(`) es inyectivo, la norma
NK/F : IK(`) → IF (`) es suprayectivo y las siguientes condiciones son equi-
valentes
(i) IF (`) = IK(`).
(ii) `–rango de IF (`) = `–rango de IK(`).
(iii) La norma NK/F : IK(`)→ IF (`) es un isomorfismo.
Demostracio´n. Sea N = NK/F . Sea a ∈ IF (`) el cual es principal en IK : a =
〈α〉, α ∈ K. Tomando la norma Na = ad = 〈Nα〉 = 〈β〉, β ∈ F principal. Por
otro lado, existe n ∈ N tal que a`n = 〈γ〉 con γ ∈ F pues a ∈ IF (`). Puesto que
mcd(d, `n) = 1, existen a, b ∈ Z tales que 1 = ad+ b`n y a = adaa`nb = 〈βaγb〉
con βaγb ∈ F por lo que a es principal y IF (`)→ IK(`) es 1-1.
Se tiene que IF (`) ⊇ NIK(`) ⊇ NIF (`) = IF (`)d = IF (`) esta igualdad
debido a que d y ` son primos relativos. Se sigue que la norma es suprayectiva.
Probemos ahora la u´ltima parte.
(i) ⇒ (ii). Es inmediato
(ii) ⇒ (iii). Puesto que el `–rango de IF (`) = `–rango de IK(`), tenemos que
IK(`)
`IK(`)
= IF (`)`IF (`) .
Se tiene para un `–grupo abeliano finito A que
∣∣{x ∈ A | x` = 1}∣∣ = ∣∣A/A`∣∣
de donde obtenemos que si a ∈ IK(`) con a ∈ nu´cN y o(a) = `n para n ≥ 1,
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entonces o
(
a`
n−1)
= ` y a`
n−1 ∈ nu´cN . Puesto que ∣∣ IK(`)`IK(`) ∣∣ = ∣∣ IF (`)`IF (`) ∣∣, se tiene
que {x ∈ IK(`) | x` = 1} = {x ∈ IF (`) | x` = 1}.
Puesto que a`
n−1 ∈ {x ∈ IK(`) | x` = 1}, a`n−1 ∈ IF (`). Por otro lado
1 = Na`
n−1
= a`
n−1d lo cual contradice que o
(
a`
n−1)
= o
(
a`
n−1d
)
= `. Por
tanto N es 1-1 y puesto que es sobre, N es un isomorfismo.
(iii) ⇒ (i). Como la conorma es 1-1, podemos poner IF (`) ⊆ IK(`) y puesto
que la norma es un isomorfismo, ambos grupos son del mismo orden de donde
se sigue la igualdad IF (`) = IK(`). uunionsq
En particular obtenemos
Proposicio´n 16.7.36. Sea K un campo de tipo MC y sea p un nu´mero primo.
Sea IK(p) el p–subgrupo de Sylow del grupo de clases de ideales IK de K.
Entonces
(i) El mapeo natural IK+(p)→ IK(p) es 1-1 si p > 2 y tiene nu´cleo de
orden 1 o 2 si p = 2.
(ii) La norma N = NK/K+ : IK(p)→ IK+(p) es suprayectiva.
Demostracio´n.
(i) Se tiene [K : K+] = 2, por lo que si p > 2, IK+(p) → IK(p) es
inyectiva por la Proposicio´n 16.7.35.
Sea p = 2 y sea a un ideal en K+ tal que a es principal en K: a = 〈α〉,
α ∈ K. Entonces a = 〈α〉 = a = 〈α〉, por lo que αα es una unidad enOK .
Si σ es un encaje de K en C, entonces, como K es de tipo MC, se
tiene σ
(
α
α
)
= σασ(α) =
σ(α)
σ(α)
, esto es,
∣∣σα
σα
∣∣ = 1 de donde se sigue que αα
es una ra´ız de unidad.
Si en K tenemos a = 〈β〉, esto es, 〈α〉 = 〈β〉, entonces existe u ∈
EK , unidades de K, tal que α = βu. Por lo tanto
α
α =
β
β
= uu . Sea
ϕ : EK → WK = ra´ıces de unidad en K, u 7→ uu . Entonces se tiene
α
α =
β
β
mo´d ϕ(EK).
Sea
φ : nu´c
(
IK+ → IK
) −→ W/ϕ(EK)
a 7−→
[
α
α
]
.
Veamos que φ es inyectiva. De hecho, si φ(a) =
[
α
α
]
= [1], entonces
α
α =
u
u con u ∈ EK y por lo tanto αu = αu =
(
α
u
)
, esto es αu ∈
K+ y a = 〈α〉 = 〈α/u〉 por tanto a = (1). As´ı φ es 1-1. Se sigue
que
∣∣ nu´c (IK+ → IK)∣∣ ≤ ∣∣WK/ϕ(EK)∣∣ ≤ [WK : W 2K ] = 2 pues
WK/ϕ(EK) se puede encajar en WK/W
2
K el cual es de orden 2 debido
a que WK es c´ıclico de orden par.
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(ii) Si HK y HK+ son los campos de clase de Hilbert, entonces tenemos
el diagrama conmutativo:
IK = DK/PK
∼=
Artin
//
N

Gal(HK/K)
rest

IK+ = DK+/PK+
∼=
Artin
// Gal(HK+/K
+)
de donde se sigue que N es suprayectiva. uunionsq
Proposicio´n 16.7.37. Si p es un nu´mero primo, p > 2, y K es un campo
nume´rico finito de tipo MC, entonces si A = IK(p), se tiene A
+ ∼= IK+(p).
Demostracio´n. Se tiene que A+ = {a ∈ A | a = a} = {a ∈ A | aJ−1 = 1}. Sea
N : IK(p) → IK+(p), N = 1 + J . Entonces N es suprayectivo (Proposicion
16.7.36) y
nu´cN = {x ∈ IK(p) | Nx = xJ+1 = xx = 1} =
= {x ∈ IK(p) | x = x−1} = A−.
Por tanto tenemos la sucesio´n exacta
0−→A−−→A−→ IK+(p)−→ 0.
Por otro lado, puesto que A = A+ ⊕A− se tiene
A+ ∼= A/A− ∼= IK+(p). uunionsq
Resumiendo los resultados anteriores, tenemos: para A = IK(p) donde K
es un campo nume´rico finito de clase MC, se tiene
A− = {x ∈ A | x = x−1} y A+ =
{
{x ∈ A | x = x} ∼= IK+(p) si p > 2
IK+(2) si p = 2
.
Si p > 2, A ∼= A+ ⊕ A− y si p = 2, entonces se tiene la sucesio´n exacta
1−→A−−→A−→A+−→ 1.
Teorema 16.7.38. Sean K un campo nume´rico finito de MC, p un nu´mero
primo impar. Supongamos que ζp ∈ K. Sea A = IK(p). Entonces rangopA+ ≤
rangopA
− + 1.
Sea WK el grupo de las ra´ıces de unidad en K. Si K(W
1/p
K )/K es ramifi-
cada, entonces rangopA
+ ≤ rangopA−.
Demostracio´n. Se L la ma´xima extensio´n abeliana no ramificada de K de
exponente p y sea G := Gal(L/K). Entonces, por teor´ıa de campos de clase,
G ∼= IK/IpK ∼= pIK y sea G+ := IK+/IpK+ ∼= pIK+ .
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Puesto que ζp ∈ K, L/K es una extensio´n de Kummer. Sea B el grupo
(K∗)p ⊆ B ⊆ K∗ tal que L = K(B1/p). Se tiene el mapeo de Kummer
L
G
G
K+ {1,J} K
G×B/(K∗)p −→ pWK = {ξ ∈ C∗ | ξp = 1}(
σ, b
) 7−→ σ(b1/p)
b1/p
.
Se tiene que L es Galois sobre K+ y si G = Gal(L/K+), entonces 1 →
G → G → {1, J} → 1 es exacta. Es decir, {1, J} actu´a en G por medio de
conjugacio´n. Puesto que p es impar, se tiene G ∼= G+ ×G−.
Sea V := B/(K∗)p. Entonces J actu´a en V y nuevamente tenemos que
V ∼= V + × V −. Sea σ ∈ G+, esto es, J ◦ σ = σ, es decir, σ(b1/p) = σ(b1/p).
Ahora bien, consideremos R := {[b] ∈ V | (σ, [b]) = 1 ∀ σ ∈ G+}. Entonces
b ∈ R ⇐⇒ σ(b1/p)
b1/p
= 1 para toda σ ∈ G+ ⇐⇒ σ(b1/p) = b1/p ∀ σ ∈
G+ ⇐⇒ b1/p = σ(b1/p) = σ(b1/p) = b1/p.
Se sigue que R = V + y por tanto G+ × V/V + ∼= G+ × V − → pWK es un
mapeo bilineal no degenerado. Se sigue que G+ ∼= V −.
En particular rangopG
+ = rangopA
+ = rangop V
−. Se tiene que si b ∈ B,
puesto que L = K(B1/p) y L/K es no ramificada, entonces K(b1/p)/K es no
ramificada.
Sea a := 〈b1/p〉 en K(b1/p), esto es, ap = 〈b〉. Sea 〈b〉 = ps11 · · · psrr con
p1, . . . , pr divisores primos de K y sean pi = Pi1 · · ·Pir. Entonces como
K(b1/p)/K es no ramificada, p|s1, . . . , p|sr y 〈b〉 = Bp para un ideal B de
K.
El mapeo
B −→ IK
b 7−→ B se puede levantar a un homomorfismo a V : V =
B/K∗p
ϕ−→ pIK = {x ∈ IK | xp = 1} el cual induce a su vez un homomorfismo
ϕ− : V −−→ pI−K ya que ϕ ◦ J = J ◦ ϕ. Ahora bien probaremos que existe un
mapeo inyectivo nu´cϕ−−→ (EK/EpK)−. Sea b ∈ nu´cϕ−, Bp = 〈b〉, ϕ(b) =
B = 〈1〉, es decir, B = 〈a〉 por lo que 〈ap〉 = 〈b〉. Entonces existe u ∈
EK tal que b = a
pu. Puesto que b ∈ V −, a−pu−1 = b−1 = b = apu =
apu. Por tanto u = u−1 por lo que u ∈ E−K . Entonces se tiene el mapeo
nu´cϕ−−→ (EK/EpK)−, b 7→ u.
Se tiene [EK : EK+WK ] = 1 o 2, lo cual implica que
EK
EpK
∼= (EKWK)(EKWK)p
debido a que p > 2. De hecho si C y D son grupos abelianos D < C y
[C : D] = 2 y si p es un nu´mero primo, p > 2, entonces el mapeo natural
D/Dp → C/Cp es un isomorfismo; sea C = C unionmulti ξD y D θ−→ C el encaje
natural. Por tanto θ(Dp) ⊆ Cp y θ induce D/Dp θ˜−→ C/Cp. Para x = ξy,
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y ∈ D entonces x ≡ xx−p mo´d Cp ≡ ξyξ−py−p = (ξ2)−(p−1)/2y1−p ∈ D y en
particular θ˜
((
ξ2
)−(p−1)/2
y1−p
)
= x mo´d Cp y θ˜ es un isomorfismo.
Volviendo a nuestra demostracio´n, se tiene la sucesio´n exacta
1−→ WK
W pK
−→ EK+WK
(EK+WK)p
−→ subgrupo de
(EK+
EpK+
)
−→ 1.
Puesto que p > 2 y
(
EK+
Ep
K+
)+
=
EK+
Ep
K+
tomando la parte (−) en la sucesio´n
exacta se tiene que
Z/pZ ∼= WK
W pK
∼=
(WK
W pK
)−
=
( EK+WK(
EK+WK
)p)−.
Por lo tanto G+ ∼= V −, V − ϕ
−
−→ pI−1K y
rangop
(
nu´cϕ−
) ≤ rangop (EK/EpK)− = 1.
Resumiendo
rangopA
+ = rangopG
+ = rangop V
− ≤
≤ rangopA− + rangop nu´cϕ− = rangopA− + 1.
Finalmente, si K
(
W
1/p
K
)
es ramificada, entonces B no contiene a WK y
por lo tanto
nu´cϕ− λ−→ (EK/EpK)− = (WK/W pK)− = Z/pZ
b 7−→ u
por lo que si b ∈ nu´cϕ−, entonces u = 1 y b = 1, esto es, λ no puede ser
suprayectiva de donde λ = 1, nu´cϕ− = {1} y rangopA+ ≤ rangopA−. uunionsq
Corolario 16.7.39. Sean p > 0 y K = Q(ζp). Sea hp el nu´mero de clase de
K. Se tiene que si p - h−p entonces p - h+p y consecuentemente p - hp.
Demostracio´n. Se tiene que WK = 〈ζ2p〉 y W 1/pK = 〈ζ2p2〉, K(W 1/pK ) =
Q(ζ2p2) = Q(ζp2), esto es, K(W
1/p
K )/K es ramificada por lo que rangopA
+ ≤
rangopA donde A = IK . Por hipo´tesis, tenemos que rangopA
− = 0 pues
p - h−p lo cual implica que rangopA+ = 0 y por ende p - h+p . uunionsq
Observacio´n 16.7.40. Se tiene que si p = 37, h−37 = 37 por lo que 37|h−37.
Similarmente, se tiene que h−69 = 69 aunque en este caso 69 no es primo.
Para p = 2, se tiene:
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Teorema 16.7.41. Sea K un campo nume´rico finito de tipo MC y sean AK ,
AK+ los 2–subgrupos de Sylow de los grupos de clases de K y K
+ respectiva-
mente. Entonces
rango2AK+ ≤ 1 + rango2A−K .
Demostracio´n. Sea ϕ : AK+ → AK el mapeo natural. Se tiene que |nu´cϕ| = 1
o 2. Ahora si x ∈ 2ϕ(AK+) = {x ∈ ϕ(AK+) | x2 = 1}, entonces x ∈ 2A−K =
{x ∈ A−K | x2 = 1} pues si x2 = 1, se tiene x = x−1 y puesto que x ∈ ϕ(AK+),
x = x lo cual implica que x = x = x−1, es decir, x ∈ A−K .
De esta forma obtenemos rango2 2
(
ϕ(AK+)
) ≤ rango2 2A−K . Por lo tanto
|nu´cϕ| =
∣∣
2AK+
∣∣∣∣
2ϕ(AK+ )
∣∣ = 1 o 2, por tanto rango2 ϕ(AK+) ≥ rango2AK+ − 1.
Finalmente obtenemos
rango2AK+ ≤ rango2 ϕ(AK+) + 1 ≤ rango2A−K + 1. uunionsq
Sea ahora K∞/K una extensio´n Zp tal que Kn es de tipo MC. Se tiene
µ = µ+ + µ− y µ = 0 si y solamente si rangopAn esta´ acotado.
Corolario 16.7.42. Se tiene que si µ− = 0, entonces µ+ = 0 y por ende
µ = 0. En consecuencia, para cualquier nu´mero primo p, µ = 0 ⇐⇒ µ− = 0.
Demostracio´n. Si µ− = 0, el p–rango de A−n esta´ acotado y por lo tanto el
p–rango de A−n esta´ acotado. Se sigue que µ
+ = 0 y µ = µ+ +µ− = 0 + 0 = 0.
uunionsq
Proposicio´n 16.7.43. Sea K∞/K una extensio´n Zp tal que µ = 0. Entonces
si L es la ma´xima p–extensio´n abeliana de K∞ no ramificada, se tiene
X := Gal(L/K∞) ∼= l´ım←−
n
An ∼= Zλp ⊕ (p–grupo finito).
Demostracio´n. Se tiene que X ∼ E =
s⊕
j=1
Λ/〈fj(T )mj 〉, λ =
s∑
j=1
mj gr fj(T ).
Por el algoritmo de la divisio´n, obtenemos que E ∼= Zλp como Zp–mo´dulo.
Puesto que X es Zp–mo´dulo finitamente generado pues E lo es, por el teorema
sobre la estructura de mo´dulos sobre un dominio de ideales principales (pues
Zp lo es) se sigue que el Zp–rango de X es λ. uunionsq
Ahora consideremos una situacio´n dual. Sea el mapeo natural An
φn,m−→ Am
a 7−→ a
para m ≥ n. Se tiene
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Gal(Ln/Kn) = Xn ∼= X/γn,eYe
∼=−−−→
Artin
An para n ≥ e.
L
XLn
Xn
K0 Kn K∞
An
∼=−→ Xn = Gal(Ln/Kn)
C 7−→
(
Ln|Kn
a
)
donde
(
Ln|Kn
a
)
donde es el s´ımbolo de Artin y a ∈ C. As´ı
An
∼=−→ X/γn,eYe
C 7−→ x mo´d γn,eYe,
con x|Ln =
(
Ln|Kn
a
)
y a ∈ C.
Teorema 16.7.44. Para m ≥ n ≥ e, los siguientes diagramas son conmuta-
tivos:
An
∼
tn
//
φn,m

X/γn,eYe
εn,m

Am
∼
tm
// X/γm,eYe
Am
∼
tm
//
Nm,n norma

X/γm,eYe
rest

An
∼
tn
// X/γn,eYe
donde
εn,m : X/γn,eYe−→X/γm,eYe, εn,m(x mo´d γn,eYe) = γm,nx mo´d γm,eYe,
γm,n =
γm
γn
=
(1 + T )p
m − 1
(1 + T )pn − 1
y tn, tm son los mapeos de Artin.
Demostracio´n. El segundo diagrama ya lo conocemos de la teor´ıa de campos
de clase (Teorema 16.7.4).
Sea x ∈ X y sea A un ideal de Km en Am tal que x|Km =
(
Lm|Km
A
)
.
Para el primer diagrama, si ρ var´ıa sobre todos los elementos de Gal(Km/Kn),
entonces
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a = Nm,nA
∏
ρ∈Gal(Km/Kn)
ρ(A),
(
tm ◦ φn,m
)(
a
)
= tm
(
a) =
(
Lm|Km
a
)
=
∏
ρ∈Gal(Km/Kn)
(
Lm|Km
ρ(A)
)
=
∏
ρ
ρ ◦
(
Lm|Km
A
)
=
∏
ρ
ρ
(
x|Km
)
= γm,nx|Km
=
(
εn,m ◦ tn
)(
a
)
. uunionsq
Por lo tanto si A = l´ım−→
n
An ∼= l´ım−→
εn,m
X/γn,eYe, se tiene el diagrama conmu-
tativo de sucesiones exactas
0 // Ye/γn,eYe //
εn,m

X/γn,eYe //
εn,m

X/Ye //
εn,m=γm,n

0
n ≤ m.
0 // Ye/γm,eYe // X/γm,eYe // X/Ye // 0
Para m n, εn,m = γm,n : X/Ye → X/Ye es 0 pues γm,eX ⊆ Ye. Es decir,
tenemos A = l´ım−→
n
An ∼= l´ım−→
n
Ye/γn,eYe.
Similarmente si Ye ∼ E =
( t⊕
i=1
Λ/〈pki〉
)
⊕
( s⊕
j=1
Λ/〈gj(T )〉
)
, A ∼=
l´ım−→
n
E/γn,eE.
Adema´s para V := Λ/〈pk〉,
V/γn,eV ∼= {p(T ) mo´d 〈pk, γn,e〉 | p(T ) ∈ Zp[T ]} ∼=
(
Z/pkZ
)
[T ]
T pn−pe
∼= Cpn−pepk
pues γn,e es un polinomio distinguido de grado p
n − pe. Aqu´ı Cpk denota al
grupo c´ıclico de pk elementos.
Para V = Λ/〈g(T )〉 con g(T ) polinomio distinguido de grado d, se tiene
γn+2,e
γn+1,e
= Pn+2(T )Pn+1(T ) donde Pn(T ) = (1 + T )
pn − 1 y Pn+2(T )Pn+1(T ) actu´a en Λ/〈g(T )〉,
para pn ≥ d, como p× unidad.
De esta forma tenemos:
0−→V/pV ∼= Λ/〈p, g(T )〉 ∼= Λ/〈p, T d〉 ∼= Fp[T ]/〈T d〉−→
−→V/γn+2,eV
γn+2,e
γn+1,e−−−−→ V/γn+1,eV −→ 0,
V/γn,eV ∼= Cpa1,n ⊕ · · · ⊕ Cpad,n con ai,n+1 = 1 + ai,n para toda i.
Por tanto l´ım−→
n
E/γn,eE ∼=
(
Qp/Zp
) s∑
j=1
gr gj ⊕ B con paB = 0 donde a ≥
ma´x{kj | 1 ≤ i ≤ ti}. Adema´s B = 0 ⇐⇒ t = 0 ⇐⇒ µ = 0. Se
tiene
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Qp/Zp =: R ∼= W (p) = {ξ ∈ C∗ | ξpn = 1 para algu´n n ∈ N} =
=
∞⋃
n=1
(
1/pn
)
Z
Z
=
∞⋃
n=1
〈ζpn〉.
Por tanto tenemos
Teorema 16.7.45. Si K∞/K es una extensio´n Zp y si An es el p–subgrupo
de Sylow de IKn , se tiene que si A := l´ım−→
n
An, entonces A ∼=
(
Qp/Zp
)λ ⊕ A′
con A′ de exponente acotado, esto es, paA = 0 para algu´n a ∈ N. Adema´s
A′ = 0 ⇐⇒ µ = 0 y por tanto A es un grupo divisible ⇐⇒ µ = 0. uunionsq
Observacio´n 16.7.46. Lo anterior muestra que, puesto que Qp/Zp es divisi-
ble, la conjetura de Iwasawa de que µ = 0 es equivalente a que A sea divisible.
Proposicio´n 16.7.47. Sean p un primo impar y K un campo nume´rico fini-
to de tipo MC. Sea K∞/K la extensio´n Zp–cicloto´mica. Entonces el mapeo
A−n → A−n+1 es inyectivo.
Demostracio´n. Sea I un ideal en Kn que se hace principal Kn+1, I ∈ An.
Digamos I = 〈α〉, α ∈ Kn+1. Sea 〈σ〉 = Gal(Kn+1/Kn). Entonces 〈ασ−1〉 =
Iσ
I = (1), esto es, α
σ−1 = ε ∈ En+1, En+1 las unidades de Kn+1.
Sea N la norma de Kn+1/Kn. Por lo tanto
Nε = Nασ−1 =
Nασ
Nα
=
Nα
Nα
= 1.
Por tanto I˜ → ε induce el mapeo
nu´c(An → An+1)−→
nu´cN |En+1
I〈σ〉En+1
=
nu´cN |En+1
E
〈σ−1〉
n+1
:= H−1
(
Gal
(
Kn+1/Kn
)
, En+1
)
.
Sea I que representa a una clase en A−n . Entonces 〈α1+J〉 = I1+J = 〈β〉,
β ∈ Kn, por lo que βσ = β. Se sigue que α1+J = βη con η ∈ En+1.
Sea α1 =
α2
η , ε1 = α
σ−1
1 =
(
ασ−1
)2
ησ−1 =
ε2
ησ−1 ∈ En+1 y
ε1+J1 =
(
α1+J1
)σ−1
=
((α2
η
)1+J)σ−1
=
((α1+J)2
η1+J
)σ−1
=
((βη)2
η1+J
)σ−1
=
(
β2
)σ−1(
η2η−1−J
)σ−1
= 1 · (η1−J)σ−1 = (ησ−1)1−J ∈ E−n+1.
Adema´s
E−n+1 = {ε ∈ En+1 | ε1+J = 1} = {ε ∈ En+1 | ε = ε−1}
= {ε ∈ En+1 | |ε| = 1} y
(
εσ
)1+J
=
(
ε1+J
)ε
= 1σ = 1
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por lo que E−n+1 = Wn+1 las ra´ıces de unidad en Kn+1.
Por lo tanto
(
εm1
)1+J
= 1 para alguna m. Tambie´n Nε1 =
(
Nα1
)σ−1
= 1.
Se tiene que H1
(
Gal
(
Kn+1/Kn
)
,Wn+1
)
= {1}, esto es, si ε1 ∈ Wn+1 y
Nε1 = 1, entonces existe ε2 ∈Wn+1 tal que ε1 = εσ−12 .
En efecto, ε1 = α
σ−1
1 pero requerimos y ∈ Wn+1 tal que yσ−1 = ε1. Sean
las dos sucesiones exactas
1−→Wn−→Wn+1 σ−1−→Wσ−1n+1 −→ 1
1−→(Wn+1 ∩ nu´cN)−→Wn+1 N−→Wn−→ 1.
Para verificar la exactitud de la segunda sucesio´n hay que ver que N es
sobre. Si ζp /∈ K0, ζp /∈ Km para toda m y en este caso NWn = W pn = Wn
y por tanto N es sobre. Ahora, si ζp ∈ K0, Kn+1 = Kn(ζmp ) para algu´n
m ≥ n + 1 y Wn+1 = 〈ζpm〉 × 〈ζt〉 con mcd(t, p) = 1 y Wn = 〈ζppm〉 × 〈ζt〉,
Nζpm = ζpm−1 = ζ
p
pm y Nζt = ζ
p
t y como mcd(t, p) = 1 se tiene que 〈ζt〉 = 〈ζpt 〉
de donde NWn+1 = Wn.
As´ı
∣∣Wσ−1n+1 ∣∣ = |Wn+1||Wn| = ∣∣Wn+1 ∩ nu´cN ∣∣ y puesto que Wσ−1n+1 ⊆ Wn+1 ∩
nu´cN se sigue la igualdad.
Regresando a nuestra demostracio´n, se tiene que ασ−11 = ε1 = ε
σ−1
2 para
alguna ε2 ∈Wn+1 por lo tanto
(
α1
ε2
)σ
= α1ε2 lo cual implica que
α1
ε2
∈ Kn.
Sin embargo
〈
α1
ε2
〉
= 〈α1〉 = 〈α2〉 = I2 en Kn+1 lo cual implica
〈
α1
ε2
〉
= I2
en Kn por lo que I
2 es principal. Puesto que p 6= 2 y o(I) es una potencia
de p, I ∈ A−n , se sigue que I es principal en Kn y por tanto A−n → A−n+1 es
inyectiva como quer´ıamos probar. uunionsq
Observacio´n 16.7.48. El mapeo A+n → A+n+1 no necesariamente es inyectivo
y si p = 2, entonces el mapeo A−n → A−n+1 no necesariamente es inyectivo.
Finalmente tenemos que si Cn = IKn , Cn
φ−→ Cn+1 es la conorma, entonces
se tiene Cn
φ−→ Cn+1 N−→ Cn
x 7−→ φ(x) 7−→ xp por lo que nu´cφ ⊆ An = Cn(p).
Proposicio´n 16.7.49. Sean p un primo impar y K un campo nu´mero finito
de tipo MC. Sea K∞/K la extensio´n Zp–cicloto´mica. Entonces X− := l´ım←−
n
A−n
no contiene Λ–submo´dulos finitos. Por tanto hay una inyeccio´n X− ↪→( t⊕
i=1
Λ/〈pki〉)⊕ ( s⊕
j=1
Λ/〈gj(T )〉
)
con conu´cleo finito.
Demostracio´n. Sea F ⊆ X− un Λ–submo´dulo finito. Sea γ0 un generador
topolo´gico de Gal(K∞/K). Puesto que F es finito, existe un nu´mero natural
n0 tal que para n ≥ n0, γp
n
0 actu´a trivialmente en F . Supongamos que existe
0 6= x = (. . . , xm, xm+1, . . .) ∈ F ⊆ l´ım←−
n
A−n con Xm+1 → Xm con la norma y
xm 6= 0 para m ≥ m0.
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Sea m ≥ m0, n0. Se tiene, por la Proposicio´n 16.7.47, que xm 6= 0 cuando
lo mandamos en A−m+1. Apliquemos N = 1 +γ
pm
0 +γ
2pm
0 + · · ·+γ(p−1)p
m
0 a x.
Puesto que m ≥ n0, este elemento actu´a como multiplicacio´n por p puesto que
γip
m
0 x = x. Tambie´n se tiene que N = NKm+1/Km por lo que pxm+1 = xm 6= 0
en A−m+1. Por lo tanto px 6= 0. Se sigue que F
p−→ F
x 7−→ px es 1–1 en el p–grupo
finito lo cual u´nicamente puede suceder si F = 0. uunionsq
Corolario 16.7.50. Sea p un primo impar y sea K un campo nume´rico finito
de tipo MC. Sea K∞/K la extensio´n Zp–cicloto´mica. Si µ− = 0 se tiene que
X− = l´ım←−
n
A−n ∼= Zλ
−
p como Zp–mo´dulos.
Demostracio´n. Se tiene que
X− ↪→
s⊕
j=1
Λ/〈gj(T )〉 y Λ/〈g(T )〉 ∼= Zp[T ]/〈T gr g〉 ∼= Zgr gp .
Por la estructura de Zp mo´dulos, usando que Zp es de ideales principales, se
sigue que X− ∼= Z
s∑
j=1
gr gj
p = Zλ
−
p . uunionsq
Ahora estudiaremos la ma´xima p–extensio´n abeliana de K∞ no ra-
M∞
K∞
X∞
Γ
K0
G
mificada fuera de p. Sea F un campo totalmente real
y sea p un nu´mero primo impar. Sea K0 := F (ζp),
K∞/K la extensio´n Zp–cicloto´mica, M∞ la ma´xima p–
extensio´n abeliana de K∞ no ramificada fuera de p, X∞ =
Gal(M∞/K∞) y G = Gal(M∞/K0). Se tiene la sucesio´n
exacta 1−→X∞−→G pi−→ Γ −→ 1.
Entonces X∞ es un Γ–mo´dulo por conjugacio´n: si x ∈ Γ , sea
g ∈ G tal que pi(g) = x y ξ ∈ X∞. Entonces x ◦ ξ := gξg−1.
Sea Mn la ma´xima p–extensio´n abeliana de Kn no ramificada fuera de p y con-
sideremos ωn := γ
pn
0 −1 = (1+T )p
n−1. Entonces Gal(Mn/K∞) = X∞/ωnX∞.
La demostracio´n de esto es la misma que la de cuando Xn ∼= X/Yn, es decir,
con el subgrupo conmutador pero sin grupos de inercia (ver Proposiciones
16.7.6, y 16.7.10).
Como vimos anteriormente, si r2 = r2(K0), entonces
Zr2(Kn)+1+δnp × (p–grupo finito) = Zr2p
n+1+δn
p × (p–grupo finito)
∼= Gal(Mn/K)
y donde δn es el error en la Conjetura de Leopoldt, esto es,
X∞/ωnX∞ ∼= Zr2pn+δnp × (p–grupo finito).
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Ahora bien, tenemos que 〈p, ωn〉 ⊆ 〈p, T 〉 y X∞/〈p, ωn〉X∞ ∼= Fr2pn+δnp ×
(p–grupo finito).
Se sigue del Lema de Nakayama (Proposicio´n 16.7.8) y puesto que X∞ es
un Λ–mo´dulo finitamente generado, que X∞ ∼ Λa ⊕ (Λ–torsio´n) para alguna
a ≥ 0.
Lema 16.7.51. La sucesio´n δn esta´ acotada.
Demostracio´n. Supongamos que δn > 0 para alguna n. Sea {ε1, . . . , εr} una
base de las unidades de Kn congruentes con 1: E1 := E1(Kn) = {ξ | ξ ∈
Kn, ξ unidad y ξ ≡ 1 mo´d p ∀ p|p}.
Rearreglando, suponemos que εδn+1, . . . , εr son independientes y generan
E1 sobre Zp. Entonces se tiene que existen aij ∈ Zp tales que εi =
r∏
j=δn+1
ε
aij
j ,
1 ≤ i ≤ δn.
Sea a′ij la n–e´sima parcial de aij . Ma´s precisamente aij ≡ a′ij mo´d pn. Sea
ηi := εi ·
r∏
j=δn+1
ε
−a′ij
j =
r∏
j=δn+1
ε
(aij−a′ij)
j , 1 ≤ i ≤ δn.
Se tiene que ηi es una p
n–potencia en E1 ⊆
∏
p|p
U1,p y η1, . . . , ηδn ge-
neran un subgrupo
(
Z/pnZ
)δn
de K∗n/
(
K∗n
)pn
ya que ηi = εiε
α0
δn+1
· · · εαrr ,
αj = a
′
ij . Puesto que ζp ∈ K0, ζpn ∈ Kn y por Teor´ıa de Kummer,
Kn
({
η
1/pn
i
}δn
i=1
)
/Kn es una extensio´n abeliana con grupo de Galois isomor-
fo a
(
Z/pnZ
)δn
. Tambie´n por Teor´ıa de Kummer, puesto que ηi es unidad,
la extensio´n es no ramificada fuera de p. Ahora bien, ηi es una p
n potencia
en U1,p para toda p|p por lo que los campos locales respectivos satisfacen,
Kn
({
η
1/pn
i
}δn
i=1
)
p
=
(
Kn
)
p
, esto es ep = fp = 1 y por tanto cada p|p se
descompone totalmente en Kn
({
η
1/pn
i
}δn
i=1
)
/Kn y en particular no son rami-
ficadas. Todo lo anterior prueba que K
({
η
1/pn
i
}δn
i=1
)
/Kn es no ramificada y
en particular S := Kn
({
η
1/pn
i
}δn
i=1
) ⊆ Ln donde Ln es la ma´xima p–extensio´n
abeliana de Kn no ramificada.
S Ln
Kn
(
Z/pnZ
)δn
Xn
En particular, Xn tiene un cociente isomorfo a
(
Z/pnZ
)δn
. Para n 0 los
te´rminos Λ/〈pk〉 de X ∼
( t⊕
i=1
Λ/〈pki〉
)
⊕
( s⊕
j=1
Λ/〈gj(T )〉
)
no pueden contri-
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buir a Z/pnZ pues son de exponente acotado. Los te´rminos
s⊕
j=1
Λ/〈gj(T )〉 a lo
ma´s contribuyen con λ =
s∑
j=1
gr gj de estos te´rminos y en particular δn ≤ λ. uunionsq
Lema 16.7.52. El Lema 16.7.51 sigue siendo va´lido en el caso en que ζp /∈
K0.
Demostracio´n. Sea K ′0 := K0(ζp) y δ
′
n = δ
(
Kn(ζp)
)
. Se tiene que δn ≤ δ′n ≤
λK0(ζp). uunionsq
Notemos que rangoZp X∞/ωnX∞ = r2p
n+ δn, 0 ≤ δn ≤ λ, lo cual implica:
Teorema 16.7.53. El mo´dulo X∞ satisface que X∞ ∼ Λr2 ⊕ (Λ–torsio´n).
Demostracio´n. La torsio´n de X∞ contribuye de la siguiente manera:
(1) Si V = Λ/〈pk〉, entonces V/ωnV = Λ/〈pk, ωn〉Λ y
∣∣V/ωnV ∣∣ =
pkp
n
<∞.
(2) Si V = Λ/〈g(T )〉 donde g(T ) es un polinomio distinguido de grado
d, entonces
∣∣V/ωnV ∣∣ = pnd+c donde c es una constante.
De (1) y (2) se sigue que la torsio´n de X∞ contribuye con submo´dulos
finitos de X∞/ωnX∞ y se tiene que el Zp–rango de X∞/ωnX∞ es igual a
r2p
n + δn = r2p
n + o(1).
Finalmente, Λ/ωnΛ ∼= Zpnp , lo cual implica que X∞ ∼ Λr2 ⊕ (Λ–torsio´n).
uunionsq
Ahora estudiaremos una relacio´n entre invariantes y los `–subgrupos de
Sylow de los niveles Kn en una extensio´n Zp.
Recordemos que si K/F es una extensio´n de Galois de grado d y ` es un
primo con ` - d, entonces si BF := `IF y BK = `IK son las ` partes primarias
de los grupos de clases de ideales de F y K respectivamente, entonces la
conorma BF ↪→ BK es 1–1 y la norma BK N−→ BF es suprayectiva y IF (`) =
IK(`) si y solamente si rango`BF = rango`BK lo cual tambie´n es equivalente
a que la norma NK/F : IK(`)→ IF (`) es un isomorfismo (Proposicio´n 16.7.35).
Proposicio´n 16.7.54. Sea p un nu´mero primo distinto a ` y sea Kn una ex-
tensio´n c´ıclica de un campo nume´rico K0 de grado p
n. Sean f = o(` mo´d pn)
y Cγ la parte `–primaria, es decir, el `–subgrupo de Sylow del grupo de clases
de ideales del subcampo de grado pγ , γ ≤ n. Sea Dn el kernel de la norma:
0−→Dn−→ `Cn N−→ `Cn−1−→ 0 donde en general, si A es un subgrupo abe-
liano ponemos `A := {x ∈ A | `x = 0}. Entonces Dn 6= 0 si y solamente si
Cn 6= Cn−1 y en este caso dimF` Dn ≥ f . uunionsq
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Kn
Kγ}
pγ
K0
Demostracio´n. Por la Proposicio´n 16.7.35 se tiene que N es suprayectiva y
N es un isomorfismo en `Cn → `Cn−1 ⇐⇒ Dn = 0 ⇐⇒ `Cn = `Cn−1.
Sea G = Gal(Kn/K0). Entonces Dn es un G–mo´dulo. Sea ρ : G→ Aut(Dn) la
representacio´n de G en Dn. Veamos que ρ es 1–1, esto es, que la representacio´n
es fiel. Si ρ no fuese 1–1, entonces ρ es trivial en el u´nico subgrupo de orden
p, a saber, en S = Gal(Kn/Kn−1). Se tiene
Nn,n−1Dn =
{∑
g∈S
gd | d ∈ Dn
}
=
{ ∑
ginS
d | d ∈ Dn
}
= pDn = 0.
Por otro lado, |Dn| = `s con ` 6= p lo cual implica que pDn = Dn = 0.
Supongamos pues que Dn 6= 0. Sea D := Dn ⊗F` F˜` la extensio´n de escalares
donde F˜` es una cerradura algebraica de F`. Entonces D es un G–mo´dulo con
accio´n g ◦ (d⊗ x) := gd⊗ x.
Adema´s, dimF` Dn = dimF˜` D. Sea D
∼=
t⊕
i=1
Di con cada Di–mo´dulo irre-
ducible. Se tiene que D es un F˜`[G]–mo´dulo. Puesto que p 6= `, veremos que
F˜`[G] es semisimple, esto es, si M es un F˜`[G]–mo´dulo y N < M submo´dulo
de M , entonces necesariamente M ∼= N ⊕ N ′ como F˜`–mo´dulos para algu´n
N ′.
En efecto, sea N ′ un F˜`–espacio vectorial tal que como espacios vectoriales,
M ∼= N ⊕ N ′. Sea pi : M → N la proyeccio´n lineal. En particular, pi(x) = x
para x ∈ N . Sea ϕ := 1pn TrG(pi), esto es,
ϕ(y) =
1
pn
∑
g∈G
g ◦ pi(y).
Puesto que pi : M → N , se define la accio´n de g en Hom(M,N) por (g◦ϕ)(z) :=
gϕ
(
g−1z
)
. En particular (g ◦ pi)(y) = gpi(g−1y).
Sea ϕ : M → N un F˜`[G] homomorfismo. Sea j : N → M el encaje. En-
tonces
(ϕ ◦ j)(y) = ϕ(y) = 1
pn
∑
g∈G
(g ◦ pi)(y) = 1
pn
∑
g∈G
gpi
(
g−1y
)
=
↑
g−1y∈N
1
pn
∑
g∈G
gg−1y =
1
pn
∑
g∈G
y = y,
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es decir ϕ ◦ j = IdN y por lo tanto la sucesio´n
0 // N
j // M //
ϕ
aa M/N
// 0
se escinde y M ∼= N ⊕M/N como G–mo´dulos.
Ahora bien, como F˜` es algebraicamente cerrado, dimF˜` Di = 1 para todo
i debido a que F˜` es semisimple, conmutativo y por lo tanto es un producto
directo de anillos simples. Cada anillo simple es un anillo de matrices sobre
F˜` y como es conmutativo esto sucede u´nicamente cuando es igual a F˜`.
Ahora, G es fiel en Dn por lo G es fiel en algu´n Di pues de lo contrario no
ser´ıa fiel en el u´nico subgrupo de orden p. As´ı, G opera fielmente en algu´n Di.
Si G = 〈σ〉, Di ∼= F˜` y entonces ϕ : G→ Aut(Di) es 1–1. Sea ϕ(σ) = a, enton-
ces ϕ(σ2) = a2, . . . , 1 = ϕ(1) = ϕ
(
σp
n)
= ap
n
y ϕ
(
σp
n−1)
= ap
n−1 6= 1. Por lo
tanto a = ζ = ζpn es una ra´ız p
n–e´sima primitiva de 1. Ma´s precisamente
G
ϕ //
ρ
!!
Aut(D ⊗ F˜`) = Aut(D)
Aut(Dn)
ϕ(σ)|Di : Di −→ Di
x 7−→ ζx
Sea {v1, . . . , vs} una base de Dn sobre F`, s = t. Entonces {1⊗ v1, . . . , 1⊗
vs} es una base de D sobre Z˜`. Sea Di = 〈ω〉 con ω =
s∑
i=1
λi ⊗ vi, λi ∈ F`,
σω = ζω =
s∑
i=1
ζλi ⊗ vi.
Por otro lado, σω =
s∑
i=1
λi ⊗ σvi. Sea
ρ : G −→ Aut(Dn)
σ 7−→ A = (aij) (matriz sobre F`).
Por tanto
σω =
s∑
i=1
{
λi ⊗
( s∑
j=1
aijvj
)}
=
s∑
i=1
s∑
j=1
λiaij ⊗ vj
=
s∑
k=1
( s∑
j=1
λjajk
)
⊗ vk,
lo cual implica que ζλk =
s∑
j=1
ajkλj .
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Se sigue que
(
A − ζI)
λ1...
λs
 = 0, esto es, ζ es ra´ız del polinomio ca-
racter´ıstico f(T ) ∈ F`[T ] de A. Ahora bien, s = gr f(T ) y gr f(T ) ≥
gr Irr(T, ζ,F`). Puesto que f =
[
F`(ζ) : F`
]
se sigue que f ≤ s. uunionsq
Corolario 16.7.55. Sea D una representacio´n finito dimensional de un grupo
c´ıclico G de orden pn sobre F` con ` 6= p. Si D es fiel, entonces dimF` D ≥ f
donde f = o(` mo´d pn). uunionsq
Teorema 16.7.56. Sea K∞/K0 una extensio´n Zp y sea Cn el `–subgrupo de
Sylow del grupo de clase IKn de Kn donde ` es un primo diferente a p. Si los
`–rangos de Cn esta´n acotados, es decir, dimF`
Cn
`Cn
≤M para toda n y algu´n
M > 0, entonces los o´rdenes de Cn esta´n acotados.
Observacio´n 16.7.57. El enunciado del Teorema 16.7.56 se puede pensar en
algo as´ı como si µ` = 0, entonces µ` = λ` = 0.
Demostracio´n (Teorema 16.7.56). En caso de que los o´rdenes no estuviesen
acotados se tendr´ıa que Dn 6= 0 para n suficientemente grande. Puesto
fn = o(` mo´d p
n) −−−−→
n→∞ ∞ se sigue que dimF` Dn −−−−→n→∞ ∞
lo cual implica que dimF` `Cn = dimF`
Cn
`Cn
−−−−→
n→∞ ∞. uunionsq
Observacio´n 16.7.58. El Teorema 16.7.56 no es u´nicamente aplicable a las
extensiones Zp. Por ejemplo, dado un campo nume´rico K y ` un nu´mero
primo, o bien los `–rangos de CL tienen a infinito o IL(`) = IK(`) cuando
p→∞.
Teorema 16.7.59. Sea K∞/K0 una extensio´n Zp tal que Kn es campo de
tipo MC. Sea ` un nu´mero primo distinto de p y supongamos que ζ` ∈ K0. Si∣∣C−n (`)∣∣ esta´ acotado, entonces ∣∣C+n (`)∣∣ tambie´n esta´ acotado.
Demostracio´n. Por el Teorema 16.7.38 se tiene dimF` `C
+
n ≤ dimF` `C−n + 1
por lo tanto los `–rangos de C+n (`) esta´n acotados. Por el Teorema 16.7.56,∣∣C+n (`)∣∣ esta´n acotados. uunionsq
16.8. Ejemplo de µ > 0
En esta seccio´n presentamos los ejemplos construidos por Iwasawa de ex-
tensiones Zp donde µ > 0. Para la parte de cohomolog´ıa de grupos, ver la
Subseccio´n 17.2.5.
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Proposicio´n 16.8.1 (Takagi y Chevalley). Sea L/K una extensio´n c´ıclica
finita de campos nume´ricos con grupos de Galois G. Sea IL el grupo de clases
de ideales de L y sea IGL := {c ∈ IL | cg = c ∀ g ∈ G}. Sean
e0(L|K) :=
∏
p∈PK
e(P|p), e∞(L|K) :=
∏
p∞, primos
infinitos
e(P∞|p∞)
y sean EL y EK los grupos de unidades de L y K respectivamente. Entonces∣∣IGL ∣∣ = h(K)e(L|K)[L : K][EK : NL/KL∗ ∩ EK ]
donde h(K) es el nu´mero de clase de K y e(L|K) = e0(L|K)e∞(L|K).
Demostracio´n. Sean PL es grupo de ideales fraccionarios principales de L y
DL el grupo de ideales fraccionarios no cero de L. Se tiene la sucesio´n exacta
0−→PL−→DL−→ IL−→ 0. En cohomolog´ıa, obtenemos la sucesio´n exacta
0−→PGL −→DGL −→ IGL −→H1(G,PL)−→H1(G,DL)−→· · ·
Ahora bien H1(G,DL) =
nu´cNG|DL
IGDL
. Se tiene que si G = 〈σ〉, IGDL =
〈σ − 1〉IL y
H1(G,DL) =
〈P/Pσ | P ∈ PL〉
〈P/Pσ | P ∈ PL〉 = {0}.
Por tanto obtenemos la sucesio´n exacta
0−→PGL −→DGL −→ IGL −→H1(G,PL)−→ 0.
De donde
0−→DGL /PGL −→ IGL −→H1(G,PL)−→ 0.
Se sigue que
∣∣IGL ∣∣ = [DGL : PGL ]∣∣H1(G,PL)∣∣.
Ahora bien, DGL ⊇ PGL ⊇ PK por lo que[
DGL : P
G
L
]
=
[
DGL : PK
][
PGL : PK
] = [DGL : DK][DK : PK][
PGL : PK
] .
Por otro lado,
DGL =
〈∏
P|p
P | p ∈ PK
〉
, DK = 〈p | p ∈ PK〉 =
〈(∏
P|p
P
)e(P|p) | p ∈ PK〉
lo cual implica que
[
DGL : DK
]
= e0(L|K) y por ende
[
DGL : P
G
L
]
=
e0(L|K) hK[
PGL :PK
] .
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Ahora bien, se tiene la sucesio´n exacta
1 −→ EL −→ L∗ −→ PL −→ 0
α 7−→ 〈α〉
con lo cual obtenemos en cohomolog´ıa la sucesio´n exacta
0−→EGL = EK −→
(
L∗
)G
= K∗−→PGL −→H1(G,EL)−→H1(G,L∗)
con H1(G,L∗) = {0} por Teorema 90 de Hilbert.
Se sigue que
0−→K∗/EK ∼= PK −→PGL −→H1(G,EL)−→ 0
es exacta, lo cual implica que
[
PGL : PK
]
=
∣∣H1(G,EL)∣∣.
Para un G–mo´dulo A se define le cociente de Herbrand por ϕ(A) :=
h0(A)
h1(A) =
|H0(G,A)|
|H1(G,A)| . Se tiene que si A es finito, entonces ϕ(A) = 1 y si
0−→A−→B−→C −→ 0 es una sucesio´n exacta de G–mo´dulos, entonces
ϕ(B) = ϕ(A)ϕ(C).
Se tiene que ϕ(EL) =
e∞(L|K)
[L:K] y
ϕ(EL)
−1|H0(G,EL)| = |H1(G,EL)| =
[
PGL : PK
]
= |H0(G,EL)| · [L : K]
e∞(L|K) .
Ahora bien, H0(G,EL) =
EGL
NL/KEL
= EKNL/KEL por lo que[
PGL : PK
]
=
[
EK : NL/KEL
] · [L : K]
e∞(L|K) .
De la sucesio´n exacta 1−→EL−→L∗−→PL−→ 1 se tiene la sucesio´n
exacta
0 = H1(G,K∗)−→H1(G,PL)−→H0(G,EL) ϕ−→ H0(G,L∗)
donde ϕ :
EGL
NL/KEL
= EKNL/KEL −→
(L∗)G
NL/KL∗
= K
∗
NL/KL∗
.
Se sigue que H1(G,PL) ∼= nu´cϕ = EK∩NL/KL
∗
NL/KEL
. Por tanto
∣∣IGL ∣∣ = [DGL : IK]∣∣H1(G,PL)∣∣ = e0(L|K)hK[PGL : PK]
∣∣H1(G,PL)∣∣
=
e0(L|K)hK
|H0(G,EL)|[L:K]
e∞(L|K)
· [EK ∩NL/KL∗ : NL/KEL]
=
e(L|K)hK[
EK : NL/KEL
]
[L : K]
· [EK ∩NL/KL∗ : NL/KEL]
=
e(L|K)hK
[L : K]
[
EK : EK ∩NL/KL∗
] . uunionsq
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Lema 16.8.2. Sea ` un entero, ` ≥ 2. Sea Kd una extensio´n de un campo
nume´rico K de grado d. Sean q1, . . . , qt ideales primos de K que se descom-
ponen totalmente en Kd. Sea K
′ una extensio´n c´ıclica de K de grado ` en la
cual q1, . . . , qt son totalmente ramificados. Sea K
′
d := K
′Kd. Entonces
∣∣IK′
d
∣∣∣∣IKd ∣∣
es divisible por `(t−[K:Q])d−1.
Demostracio´n.
K ′d
Kd
`
K ′
d
K
d `
Se tiene que Kd y K
′ son linealmente disjun-
tos pues los ideales primos qi son totalmente rami-
ficados en K ′ y totalmente descompuestos en Kd,
[K ′d : Kd] = `. Aplicamos la Proposicio´n de Takagi–
Chevalley a la extensio´n c´ıclica K ′d/Kd y donde ob-
tenemos, con G = Gal(K ′d/Kd), que:
∣∣IGK′d ∣∣ = e(K ′d|Kd)
∣∣IKd ∣∣[
K ′d : Kd
][
EKd : EKd ∩NK′d/Kd(K ′d)∗
] .
Se tiene E`Kd ⊆ EKd ∩NK′d/Kd(K ′d)∗ lo cual implica que∣∣IK′d ∣∣∣∣IKd ∣∣ =
∣∣IK′d ∣∣∣∣IGK′d ∣∣
∣∣IGK′d∣∣∣∣IKd ∣∣
=
e(K ′d|Kd)[
K ′d : Kd
][
EKd : E
`
Kd
] · [EKd ∩NK′d/KdK ′d : E`Kd] ·
∣∣IK′d ∣∣∣∣IGKd ∣∣ .
Se sigue que
e(K′d|Kd)
`·[K′d:Kd][EKd :E`Kd ]
∣∣∣ |IK′d ||IKd | .
Ahora bien, sobre cada qi hay d primos en Kd y cada uno de ellos es
totalmente ramificado en K ′d/Kd lo cual implica que `
td|e(K ′d|Kd). Adema´s
tenemos
[
K ′d : Kd
]
= `.
Por el teorema de la unidades de Dirichlet, tenemos que si s = r1 + r2 ≤
r1 + 2r2 =
[
Kd : Q
]
= d[K : Q], entonces EKd ∼= Zs−1 × (grupo finito).
Se tiene que
[
EKd : E
`
Kd
]
= `s o `s−1 correspondiendo cada caso a
si WKd(`) 6= {1} o WKd(`) = {1} respectivamente. Por lo tanto
[
EKd :
E`Kd
]|`d[K:Q] lo cual implica que e(K′d|Kd)
`·[EKd :E`Kd ]
es dividido por `td−d[K:Q]−1 y
finalmente obtenemos que `d(t−[K:Q])−1
∣∣∣ |IK′d ||IKd | . uunionsq
Todo lo anterior es la base en los ejemplos en que Iwasawa encontro´ ex-
tensiones Zp tales que µ > 0.
Teorema 16.8.3. Sea K∞/K0 = K una extensio´n Zp. Sean q1, . . . , qt ideales
primos de K que se descomponen totalmente en K∞. Sea K ′ una extensio´n
c´ıclica de K de grado ` en donde q1, . . . , qt son totalmente ramificados. En-
tonces si K ′∞ = K∞K
′ y K ′n = KnK
′, se tiene que si `e
′
n =
∣∣IK′n(`)∣∣ entonces
e′n ≥ (t− [K : Q])pn − 1.
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Demostracio´n. Se tiene
K ′0 K
′
n
`
K ′∞
K0 Kn K∞[
K ′n : Kn
]
= ` y el resultado es consecuencia del Lema 16.8.2. uunionsq
Para dar un ejemplo donde µ > 0, necesitamos una extensio´n Zp don-
de exista una infinidad de primos totalmente descompuestos en K∞/K. En
es caso, podemos tomar t arbitrariamente grande. Procedemos as´ı: primero
agregamos la ra´ız ζ`: K0(ζ`) K∞(ζ`)
K0 K∞
.
En ese caso se verifica que si hay una infinidad de primos totalmente
descompuestos en K∞(ζ`)/K0(ζ`), entonces tambie´n hay una infinidad de
primos totalmente descompuestos en K∞/K0, esto es, podemos suponer que
ζ` ∈ K0 = K.
Sea α ∈ K tal que vqi(α) = 1 para 1 ≤ i ≤ t, es decir
〈α〉 = q1 · · · qta
con a primo relativo a qi, 1 ≤ i ≤ t. Sea K ′ := K0
(
α1/`
)
.
Entonces q1, . . . , qt son ramificados en K
′ y por lo tanto µK′ ≥ t − [K :
Q] > 0 cuando ` = p y e′n ≥ (t − [K : Q])pn − 1, `e
′
n es la potencia de ` que
divide a h(K ′n).
Teorema 16.8.4. Sea K un campo nume´rico finito de tipo MC. Entonces
(i) Existe una extensio´n Zp, K∞/K que es Galois sobre K+ tal que si
Γ = Gal(K∞/K), entonces Γ = Γ−.
K
Γ
{1,J}
K∞
K+
G
Se tiene la sucesio´n 1−→Γ −→G−→{1, J}−→ 1 donde J actu´a en
Γ por conjugacio´n.
(ii) Sea q+ un primo de K+ que no divide a p y es inerte en K, y sea
q el respectivo primo en K. Entonces q se descompone completamente
en K∞ y por el teorema de densidad de Cevotarev, hay una infinidad
de tales primos q+ y q. Por la observacio´n anterior, existe K ′/K tal
que K ′∞/K0 tiene invariante de Iwasawa µ
′ > 0.
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Demostracio´n. Sea M la ma´xima p–extensio´n abeliana de K no ramificada
fuera de p. En particular K∞ ⊆M . Se tiene G := Gal(M/K) ∼ Up/E, donde
Up :=
∏
p|p
Up y E es la cerradura de las unidades globales en Up. Se tiene
K
G
{1,J}
M
K+
G
1−→G−→G−→{1, J}−→ 1.
Cada primo “real” p+ sobre p en K+ permanece primo en K o se descom-
pone en un producto de dos primos p1, p2 en K. En cada caso tenemos que∏
p|p+
Up ⊆ Up y v´ıa el mapeo exponencial obtenemos que hay un subgrupo de
ı´ndice finito isomorfo a
∏
p|p+
pmOp.
Sea A :=
∏
p|p
pmOp. Se tiene la sucesio´n exacta
0−→A−−→A 1+J−−−→ (1 + J)A−→ 0
donde A− = nu´c(1 + J) y rangoZp A
− = rangoA/(1 + J)A. Se tiene que
A1+J ⊆ pmOp+ , por tanto rangoZp A/(1 + J)A ≥ 1 lo cual implica que
rangoZp A
− ≥ 1. Por lo tanto rangoZp U−p ≥ 1.
Ma´s au´n, E contiene un subgrupo de ı´ndice finito el cual esta´ fijo bajo J
([E : E+] < ∞) y por lo tanto E+ esta´ fijo bajo conjugacio´n compleja. Por
simplicidad suponemos p > 2 y para G = Gal(M/K) tenemos que G ∼= G+×G−
y rangoZp G− ≥ 1. Por lo tanto existe un factor Γ de G tal que Γ = Γ− ∼= Zp.
Se sigue que Γ es el grupo de Galois de una extensio´n Zp K∞ de K la
cual es normal sobre K+ pues si σ : K∞ → Q es un encaje con σ|K+ = IdK+
entonces σ(K) = K y σ|K ∈ Gal(K/K+) = {1, J}. Se tiene KJ∞ = K∞. Si
σ|K = Id, entonces σ ∈ Γ por lo que σ(K∞) = K∞. Si σ|K = J entonces
J ◦ σ = Id por lo que J ◦ σ(K∞) y σ(K∞) = J(K∞) = K∞.
Sea q+ un primo de K+ inerte en K/K+, con q+|p. Sea D el grupo de
descomposicio´n de q+ en G = Gal(K∞/K+). Entonces D es topolo´gicamente
c´ıclico pues q es no ramificado en K∞. Ahora bien, se tiene que G = 〈γ, J |
JγJ = γ−1, γ ∈ Γ 〉 ya que Gal(K/K+) = 〈1, γ〉 ∼= {1, J} y J ◦ γ = JγJ−1 =
JγJ = γ−1. K Γ
{1,J}
K∞,
K+
Γ− = Γ .
Puesto que q+ permanece primo en K, no se puede tener que D ⊆ Γ lo
cual implica que D contiene un elemento Jγ de orden 2 lo cual finalmente
implica que q se descompone totalmente en K∞/K. uunionsq
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Observacio´n 16.8.5. Para p = 2 se toma el grupo factor G/G1+J para ob-
tener la menos parte y el argumento es esencialmente el mismo que en el caso
p impar.
Veamos otros resultados.
Teorema 16.8.6 (L. Washington). Sea k una extensio´n abeliana de Q y
sea K/k la extensio´n Zp–cicloto´mica de k. Sea ` 6= p un nu´mero primo y
sea `en la potencia exacta de ` que divide al nu´mero de clase hn = h(Kn)
de Kn. Entonces en esta´ acotado y ma´s precisamente, en es constante para n
suficientemente grande. uunionsq
Observacio´n 16.8.7. El Teorema 16.8.6 no se cumple si la extensio´n K/k no
es la cicloto´mica (ver Teorema 16.8.3).
Teorema 16.8.8 (L. Washington). Sea k un campo nume´rico abeliano ima-
ginario, esto es, Gal(k/Q) es un grupo abeliano y K " R. Sea K/k la exten-
sio´n Zp–cicloto´mica de k. Sean
hn = h(Kn) y H = {` | ` es primo y `|h−n para algu´n n}.
Entonces H es infinito. uunionsq
Finalmente veamos los invariantes de Iwasawa en campos de funciones.
Sea K un campo de funciones con campo de constantes el campo finito
de q elementos Fq, q = `m con ` un nu´mero primo. Sea Kn := K Fqpn . En-
tonces Gal(Kn/K ) ∼= Gal(Fqpn /Fq) ∼= Z/pnZ. Sea K∞ :=
∞⋃
n=1
Kn. Entonces
Gal(K∞/K ) ∼= Γ ∼= Zp.
Consideramos la funcio´n zeta de K (ver la Subseccio´n 10.1.2): ZK (u) =
Z0(u) =
P0(u)
(1−u)(1−qu) donde P (u) ∈ Z[u] es un polinomio de grado 2g y g
es el ge´nero de K . Se tiene que el nu´mero de clase de K esta´ dado por
h0 = h(K ) = P0(1).
Sea ZKn(v) la funcio´n zeta de Kn. Entonces
ZKn(v) = ZKn
(
up
n)
=
pn∏
j=1
ZK
(
ζjpnu
)
.
Por otro lado tenemos que P0(u) =
2g∏
i=1
(
1− α−1i u
)
donde α1, . . . , α2g son
las ra´ıces de P0(u). Por lo tanto Pn
(
up
n)
=
2g∏
i=1
(
1−α−pni up
n)
lo cual implica
que
16.8 Ejemplo de µ > 0 585
hn
h0
=
Pn(1)
P0(1)
=
2g∏
i=1
(
1− α−pni
)
2g∏
i=1
(
1− α−1i
) =
2g∏
i=1
pn∏
j=1
(
1− ζjpnα−1i
)
2g∏
i=1
(
1− α−1i
)
=
2g∏
i=1
pn−1∏
j=1
(
1− ζjpnα−1i
)
=: An.
Se sigue que vp(An) = λn+ γ para n suficientemente grande y λ ≤ 2g. En
particular µ = 0. Es decir tenemos:
Teorema 16.8.9. Para campos de funciones congruentes los invariantes de
Iwasawa satisfacen que λ ≤ 2g, donde g es el ge´nero del campo y µ = 0. uunionsq

17
Teor´ıa de campos de clase
17.1. Introduccio´n
La teor´ıa de campos de clase es esencialmente el estudio de las extensio-
nes abelianas, en general finitas, aunque tambie´n se estudian las extensiones
infinitas, de cuatro clases de campos: campos globales (campos nume´ricos y
campos de funciones) y campos locales (de igual caracter´ıstica y de carac-
ter´ıstica distinta). En primera instancia, no es as´ı como se definen los campos
de clase, sino ma´s bien de otras formas (campos en donde un cierto conjunto
de primos se descomponen totalmente o subgrupos de ciertos grupos que son
normas, etc.), lo cual lleva, al final del d´ıa, a que es lo mismo que extensiones
abelianas finitas.
Hay otros objetos los cuales pueden ser estudiados con la teor´ıa de campos
de clase que no esta´n comprendidas en las cuatro anteriores: ciertos campos
de funciones no congruentes. Tambie´n hay una teor´ıa de campos de clase no
abeliana: el programa de Langlands. No haremos ma´s historia de la teor´ıa de
campos de clase pues nos reservamos esto para la Seccio´n 17.3.
El objetivo de estas notas es presentar, usualmente sin demostraciones, los
resultados fundamentales de la teor´ıa de campos de clase con la profundidad
necesaria para poder aplicarla a la teor´ıa de nu´meros algebraica, principal-
mente para campos de funciones. Es muy deseable tener todo un trabajo con
todas las demostraciones para toda la teor´ıa de campos de clase, pero esto
ser´ıa un trabajo mucho ma´s tardado y profundo que lo que aqu´ı presentamos.
Otra opcio´n pudiera haber sido presentar la teor´ıa de campos de clase para
campos nume´ricos desde el punto de vista de ideales, lo cual es ya un trabajo,
aunque muy amplio, ma´s alcanzable. Un magn´ıfico libro sobre este enfoque es
el libro de Janusz [74]. Sin embargo esta aproximacio´n no nos dir´ıa cuales son
las diferencias con respecto a los campos de funciones que son nuestro intere´s
primario.
Para los lectores interesados en las demostraciones y desarrollos completos
de la teor´ıa de clase, hay muchos textos excelentes, tanto para campos globales
como para locales y algunos de ellos para ambos. El texto fundamental es el
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trabajo de Artin–Tate [6]. Para campos locales podemos indicar los libros de
Iwasawa y de Serre [69, 126] as´ı como el art´ıculo de Serre [125] comprendido
en el libro cuyos editores son Cassels y Fro¨lich [20]. Para campos globales
podemos mencionar el art´ıculo de Tate [131] el cual tambie´n se encuentra en
el libro de Cassels y Fro¨lich. Para el estudio de ambos casos, el local y el
global, debemos mencionar los libros de Neukirch [100, 101, 102], el libro de
Chevalley [22] y el muy completo libro de Gras [42]. Un libro particularmente
motivante es el libro de Kato, Kurokawa y Saito [75] y por supuesto, el libro
de Artin y Tate. Tratados ma´s cla´sicos son los trabajos de Hasse [46, 49, 50].
Estas notas consisten de 4 partes. En la Seccio´n 17.2 presentamos algunos
preliminares aislados que ayudan a comprender el trabajo subsiguiente. Estos
preliminares constan fundamentalmente de la teor´ıa de Kummer, cohomolog´ıa
de grupos y algunos hechos fundamentales de los campos locales. La Seccio´n
17.3 tiene como objeto presentar una panora´mica general de la historia de la
teor´ıa de campos de clase. Este cap´ıtulo es muy u´til para el lector cuando este´
leyendo los cap´ıtulos posteriores, pues puede consultar en que contexto los
resultados fueron apareciendo y su razo´n de ser. Hay muchas referencias para
esta parte pero nos basamos fundamentalmente en el magn´ıfico art´ıculo de
Conrad [26]. Otras referencias estupendas son el art´ıculo de Hasse [51] en el
libro de Cassels y Fro¨lich y los art´ıculos y libros de Roquette [106, 107, 108].
La Seccio´n 17.4 es la teor´ıa local de campos de clase y finalmente la Seccio´n
17.6 es la teor´ıa global de campos de clase.
17.2. Antecedentes
En esta primera parte, presentamos varios temas que ya sea son necesarios
para el desarrollo de estas notas, o bien porque son partes de las demostra-
ciones, posiblemente no presentadas aqu´ı, de los teoremas fundamentales de
la teor´ıa.
17.2.1. Extensiones de Kummer y de Artin–Schreier
Este tipo de extensiones ya fueron parcialmente discutidas en la Subseccio´n
10.3.2.
En esta seccio´n estudiaremos las llamadas extensiones de Kummer y las
extensiones de Artin–Schreier. Estas u´ltimas pueden ser consideradas las ex-
tensiones de Kummer aditivas. Las extensiones de Kummer juegan un papel
preponderante para los teoremas de existencia de campos de clase para las
extensiones c´ıclicas de orden primo relativo a la caracter´ıstica y las extensio-
nes de Artin–Schreier son usadas con el mismo fin en el caso de campos de
funciones para extensiones c´ıclicas de grado igual a la caracter´ıstica. Noso-
tros no presentaremos todos los detalles de la demostracio´n de los teoremas
de existencia, pero si el lector quiere profundizar ma´s en los detalles de las
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demostraciones de los teoremas de existencia, es necesario aplicar este tipo de
extensiones.
Teorema 17.2.1 (Teorema de independencia de Artin). Sean G un gru-
po multiplicativo, F un campo y σ1, σ2, . . . , σn, n homomorfismos de grupos
distintos de G en F ∗. Entonces σ1, σ2, . . . , σn son independientes, es decir, si
a1, . . . , an ∈ F son tales que
a1σ1(x) + a2σ2(x) + · · ·+ anσn(x) = 0
para todo x ∈ G, entonces a1 = a2 = . . . = an = 0.
Demostracio´n. [82, Ch. IV, Section 4,Theorem 4.1]. uunionsq
Una aplicacio´n del Teorema 17.2.1 es para el caso en que L es un campo
arbitrario y σ1, . . . , σn son distintos automorfismos de L. Entonces σ1, . . . , σn
son independientes. En este caso se toma G = L∗.
Teorema 17.2.2. Sea L/K una extensio´n c´ıclica de grado n y sea G =
Gal(L/K) = 〈σ〉. Sea α ∈ L. Entonces
(a) TrL/K α = 0 ⇐⇒ existe β ∈ L tal que α = β − σβ, donde
TrL/K = Tr denota la traza de L a K.
(b) NL/K α = 1 ⇐⇒ existe β ∈ L tal que α = β/σβ, donde NL/K = N
denota la norma de L a K.
Demostracio´n. (a) ⇐) Si α = β − σβ, entonces
TrL/K α = TrL/K β − TrL/K(σβ) = TrL/K β − TrL/K β = 0.
⇒) Puesto que L/K es separable, por el Teorema 17.2.1 se tiene que existe
γ ∈ L tal que TrL/K γ = a 6= 0 con a ∈ K (de hecho, L/K es separable
⇐⇒ Tr 6= 0). Por tanto TrL/K(a−1γ) = a−1 TrL/K γ = 1.
Sea α ∈ L tal que TrL/K α = 0. Entonces σ0α = α = −
∑n−1
j=1 σ
jα. Sea
β =
∑n−2
i=0
(∑i
j=0 σ
jα
)
σiγ1 con TrL/K γ1 = 1. Entonces β − σβ = α.
(b) ⇐) Si α = β/σβ, Nα = Nβ/N(σβ) = Nβ/Nβ = 1.
⇒) Sea ahora NL/K α = 1. Consideremos
ξ : = c+ ασ(c) + ασ(α)σ2(c) + · · ·+ ασ(α) · · ·σn−2(α)σn−1(c)
= c+
n−1∑
j=1
( j−1∏
i=0
σi(α)
)
σj(c)
con c ∈ L. Entonces
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ασ(ξ) = ασ(c) +
n−1∑
j=1
( j−1∏
i=0
ασi+1(α)
)
σj+1(c)
= ασ(c)
↑
j=1
+
n−1∑
j=2
( j−1∏
i=0
σi(α)
)
σj(c) +
( n−1∏
i=0
σi(α)
)
=
1
σn(c)
=
c
= c+
n−1∑
j=1
( j−1∏
i=0
σi(α)
)
σj(c) = ξ.
Esto es, ασ(ξ) = ξ. Por el Teorema 17.2.1, existe c tal que ξ = β 6= 0 y se
tiene ασ(β) = β por lo que α = β/σ(β). uunionsq
Otra versio´n del siguiente resultado fue dada en el Teorema 12.2.1.
Teorema 17.2.3 (Extensiones de Artin–Schreier). Sea K un campo de
caracter´ıstica p > 0, carK = p. Entonces L/K es una extensio´n c´ıclica de
grado p ⇐⇒ existe z ∈ L tal que L = K(z) e Irr(z, T,K) = T p−T−a ∈ K[T ]
y, en particular, zp − z = a.
Demostracio´n. ⇒) Sea G := Gal(L/K) = 〈σ〉, o(σ) = p. Se tiene TrL/K 1 =
p = 0. Por tanto existe z ∈ L tal que σz−z = 1, esto es, σz = z+1. Se sigue que
σiz = z + i y σiz = z ⇐⇒ p|i. Por lo tanto Irr(z, T,K) = ∏p−1i=0 (T − (z + i))
es de grado p.
Se tiene σ(zp − z) = (σz)p − (σz) = (z + 1)p − (z + 1) = zp − z de donde
obtenemos que zp − z = a ∈ K y zp − z − a = 0. Por lo tanto Irr(z, T,K) =
T p − T − a = ∏p−1i=0 (T − (z + i)).
⇐) Si L = K(z) e Irr(z, T,K) = T p − T − a, entonces para toda i ∈ Z se
tiene ip ≡ i mo´d p y (z + i)p − (z + i) = zp + ip − z − i = zp − z = a. Se
sigue que z, z + 1, . . . , z + (p− 1) son los ra´ıces de Irr(z, T,K). En particular
z y z + 1 son conjugados sobre K y L = K(z) es de Galois sobre K. Sean
G = Gal(L/K) y σ ∈ G tal que σz = z + 1, por lo que σiz = z + i y o(σ) = p
de donde se tiene que G = 〈σ〉 es un grupo c´ıclico de orden p. uunionsq
Teorema 17.2.4 (Extensiones de Kummer). Sea K un campo de carac-
ter´ıstica p ≥ 0 y sea n ∈ N tal que p - n (en el caso p = 0, n es arbitrario).
Supongamos que ζn ∈ K donde ζn es una ra´ız n–e´sima primitiva de la unidad.
Entonces L/K es una extensio´n c´ıclica de grado n ⇐⇒ existe z ∈ L tal que
L = K(z) e Irr(z, T,K) = Tn − a ∈ K[T ], esto es, L = K( n√a).
Demostracio´n. ⇒) Sea G = Gal(L/K) = 〈σ〉, o(σ) = n. Se tiene N ζn =
ζnn = 1. Por lo tanto existe z ∈ L tal que σz = ζnz y σiz = ζinz, por lo que
σiz = z ⇐⇒ n|i. Por lo tanto z, ζnz, . . . , ζn−1n z son los distintos conjugados
de z. Se sigue que Irr(z, T,K) =
∏n−1
i=0 (T − ζinz).
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Por otro lado σzn = (σz)n = (ζnz)
n = ζnnz
n = zn, esto es, zn = a ∈ K
y z, ζnz, . . . , ζ
n−1
n z son ra´ıces de T
n − a ∈ K[T ]. Por lo tanto Irr(z, T,K) =
Tn − a y zn = a.
⇐) Para a 6= 0, Tn − a es un polinomio separable debido a que p|n y tiene
distintas ra´ıces z, ζnz, . . . , ζ
n−1
n z donde z ∈ K¯ es tal que zn = a, donde K¯
es una cerradura algebraica de K. Se sigue que L = K(z) es una extensio´n
de Galois. Puesto que se supone que Tn − a es irreducible y z y ζnz son
conjugados. Por lo tanto existe σ ∈ G = Gal(L/K) tal que σz = ζnz. Por
tanto o(σ) = n = o(G) = [L : K] de donde se sigue que L/K es una extensio´n
c´ıclica de grado n. uunionsq
Para otra versio´n del Teorema 17.2.5 a continuacio´n, ver el Corolario
12.2.2.
Teorema 17.2.5. Sea K tal que carK = p > 0 y sean Li = K(zi)/K, i = 1, 2
dos extensiones c´ıclicas de grado p dadas por zpi − zi = ai ∈ K, i = 1, 2. Lo
siguiente es equivalente
(1) L1 = L2.
(2) z1 = jz2 + b para 1 ≤ j ≤ p− 1 y b ∈ K.
(3) a1 = ja2 + (b
p − b) = ja2 + ℘(b) para 1 ≤ j ≤ p − 1 y b ∈ K.
Aqu´ı usamos la notacio´n ℘(b) = bp − b.
Demostracio´n. (1) ⇔ (2). Si z1 = jz2 + b, entonces z2 = iz1 − ib con ij ≡
1 mo´d p, por lo que L1 = L2. Rec´ıprocamente, si L1 = L2, entonces si G =
Gal(L1/K) = Gal(L2/K) = 〈σ〉 donde seleccionamos σ tal que σz1 = z1 + 1.
Ahora bien, puesto que σz2 es conjugado de z2 sobre K, entonces existe 1 ≤
i ≤ p − 1 tal que σz2 = z2 + i. Sea 1 ≤ j ≤ p − 1 tal que ij ≡ 1 mo´d p.
Entonces
σ(jz2) = jσ(z2) = jz2 + ji = jz2 + 1.
Por tanto σ(z1 − jz2) = z1 − jz2, por lo que z1 − jz2 = b ∈ K.
(2)⇒ (3) : Ahora si z1 = jz2 +b se tiene zp1−z1 = a1 = (jz2 +b)p−(jz2 +b) =
j(zp2 − z2) + ℘(b) = ja2 + ℘(b).
(3)⇒ (2) : Rec´ıprocamente, si a1 = ja2 +℘(b), zp1−z1 = (jz2 +b)p−(jz2 +b),
es decir, (z1 − (jz2 + b))p − (z − (jz2 + b)) = 0, por lo tanto ω = z1 − jz2 − b
es una ra´ız de ωp − ω = 0 por lo que ω ∈ Fp. Se sigue que z1 = jz2 + b+ ω y
℘(b+ ω) = ℘(b), por lo que a1 = ja2 + ℘(b+ ω). uunionsq
Similarmente se puede probar
Teorema 17.2.6. Sea K un campo de caracter´ıstica p ≥ 0 tal que ζn ∈ K
con p - n y ζn una ra´ız n–e´sima primitiva de la unidad. Sean Li = K(zi),
i = 1, 2, dos extensiones c´ıclicas de K de grado n dadas por zni = ai ∈ K.
Entonces lo siguiente es equivalente:
(1) L1 = L2.
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(2) z1 = z
j
2c para algu´n 1 ≤ j ≤ n− 1 con mcd(j, n) = 1 y c ∈ K.
(3) a1 = a
j
2c
n para algu´n 1 ≤ j ≤ n− 1 tal que mcd(j, n) = 1 y c ∈ K.
uunionsq
Con respecto a la ramificacio´n en las extensiones de Kummer y de Artin–
Schreier, los siguientes dos resultados se deben a Hasse. En este caso se tiene
K/k un campo de funciones y supondremos k perfecto (en general considera-
remos el caso k = Fq, el cual es perfecto). Se tiene:
Teorema 17.2.7 (H. Hasse). Sea k un campo perfecto de caracter´ıstica p >
0 y sea p un lugar fijo de K. Si L/k es una extensio´n c´ıclica de grado p,
entonces existe y ∈ L tal que L = K(y) con yp − y = a tal que, o bien
vp(a) ≥ 0, o bien vp(a) = −λ < 0 y p - λ.
Si vp(a) ≥ 0, entonces p es no ramificado. Si vp(a) = −λ < 0 y p - λ,
entonces p es ramificado y el diferente local esta´ dado por DP = P
(λ+1)(p−1)
donde P es el lugar de L encima de p, es decir, p = Pp.
Demostracio´n. Ver Proposicio´n 10.3.9, Observacio´n 10.3.10 y [134, Theorems
5.8.10 y 5.8.11]. uunionsq
Teorema 17.2.8 (H. Hasse). Sea k un campo de caracter´ıstica p ≥ 0. Sea
L/K una extensio´n c´ıclica de grado n con p - n y tal que ζn ∈ k donde ζn es
una ra´ız n–e´sima primitiva de la unidad. Sea p un lugar fijo de K. Entonces
L = K(y) tal que yn = a con 0 ≤ vp(a) ≤ n − 1. Se tiene que p es no
ramificado en L/K ⇐⇒ vp(a) = 0.
Si vp(a) = m > 0 y P es un divisor de L encima de p, tenemos e(P|p) =
n
mcd(n,m) y vP(DP) =
n
mcd(n.m) − 1, donde DP denota al diferente local.
Demostracio´n. Proposicio´n 10.3.11 y [134, Theorem 5.8.12]. uunionsq
17.2.2. Campos locales
En esta seccio´n hacemos un ra´pido resumen de algunos de los resultados
ba´sicos de los campos locales. Hacemos notar que varios de los resultados para
campos locales siguen siendo va´lidos para campos completos con respecto a
una valuacio´n.
Definicio´n 17.2.9. Dado un campo K y v : K∗ → R una valuacio´n, es decir,
v(xy) = v(x)+v(y) y v(x+y) ≥ mı´n{v(x), v(y)} para cualesquiera x, y ∈ K∗,
donde escribimos v(0) = ∞, se define el valor absoluto por |x|v = |x| = cv(x)
con 0 < c < 1 fijo arbitrario. La topolog´ıa dada por | |v es independiente del
c seleccionado.
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Consideraremos campos completos con respecto a | |v. Sea OK = {x ∈
K | v(x) ≥ 0} el anillo de valuacio´n. Entonces OK es una anillo local (de
hecho, es un anillo de valuacio´n) con ideal ma´ximo p = {x ∈ K | v(x) > 0}.
Se tiene que OK = B¯| |v (0, 1) = {x ∈ K | |x|v ≤ 1} es la bola cerrada,
p = B| |v (0, 1) = {x ∈ K | |x|v < 1} es la bola abierta y K˜ = K(p) = OK/p
es el campo residual.
Si car K˜ = 0 entonces carK = 0. Si car K˜ = p > 0, entonces puede ser
carK = p o carK = 0. Un campo K completo con respecto a una valuacio´n
se llama local si K˜ es un campo finito.
Definicio´n 17.2.10. Un campo global es, o bien una extensio´n finita de Q, o
bien un campo de funciones con campo de constantes un campo finito.
Teorema 17.2.11. Si K es un campo local, entonces o bien K es una exten-
sio´n finita de Qp (caso carK = 0) o es una extensio´n finita de las series de
Laurent Fp((x)) (caso carK = p > 0).
Demostracio´n. [69, Propositions 2.4 y 2.5]. uunionsq
En el caso de un campo de funciones congruente, K /Fq, si p es un lugar
de K y Kp es la completacio´n con respecto a la valuacio´n vp, Kp ∼= Fqd((pi))
donde [K˜ : Fq] = d, esto es, K˜ = Fqd y pi ∈ K es un elemento tal que
vp(pi) = 1.
Se tiene que los campos residuales de Kp y de K en p son isomorfos, es
decir, Op˜/p˜ ∼= Op/p. El isomorfismo se sigue del mapeo ξ : Op ↪→ Op˜  Op˜/p˜
donde el primer mapeo es la inyeccio´n natural y el segundo es la proyeccio´n
natural; ξ es suprayectiva y nu´c ξ = p (ver [134, Proposition 2.3.10]).
Proposicio´n 17.2.12. Si K es un campo local, entonces como grupo multi-
plicativo se tiene
K∗ = (pi)× UK = (pi)× F∗q × U (1)K
donde Fq es el campo residual K˜ de K,
U
(n)
K = 1 + p
n
K , n ≥ 1,
UK = U
(0)
K = {a ∈ K | vK(a) = 0} = {a ∈ K | |a|v = 1},
esto es, UK = O∗K es la circunferencia unitaria y q = |K˜|.
Al grupo U
(n)
K se le llama el grupo de las n–unidades principales, n ≥ 1
y se define |x|v = q−v(x), es decir, seleccionamos c = q−1 en la Definicio´n
17.2.9. Adema´s F∗q ∼= Wq−1, donde Wt denota al grupo de las t–ra´ıces de uno,
p = piOK , (pi) = {pim | m ∈ Z} ∼= Z.
Finalmente tenemos
UK/U
(1)
K
∼= K˜∗ = F∗q (multiplicativo) y
U
(n)
K /U
(n+1)
K
∼= pnK/pn+1K ∼= K˜ ∼= Fq, n ≥ 1 (aditivo).
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Demostracio´n. [101, Proposition 1.1, pa´gina 37]. uunionsq
Notemos que, puesto que UK ⊇ U (1)K ⊇ · · · ⊇ U (n)K , se tiene
∣∣UK/U (n)K ∣∣ = n−1∏
i=0
∣∣U (i)K /U (i+1)K ∣∣ = ∣∣UK/U (1)K ∣∣ · ∣∣ n−1∏
i=1
∣∣U (i)K /U (i+1)K ∣∣
=
∣∣F∗q∣∣ · ∣∣ n−1∏
i=1
pi/pi+1
∣∣ = ∣∣F∗q∣∣ · ∣∣ n−1∏
i=1
OK/p
∣∣ = (q − 1)qn−1.
Propiedades de las unidades de un campo local
Notemos que U
(n)
K = 1 + p
n
K es un subgrupo abierto de OK pues
U
(n)
K = {x ∈ K∗ | vK(x− 1) > n− 1}
= {x ∈ K∗ | |x− 1| < q−(n−1)} = B(1, q−(n−1)),
y claramente ∩∞n=0U (n)K = {1} por lo que
{
U
(n)
K
}
n≥0 forman un sistema fun-
damental de vecindades abiertas de 1 ∈ K∗ (ver Teorema 17.4.12).
El isomorfismo K˜ ∼= pnK/pn+1K se sigue del hecho de que p = piOK , por
lo que la multiplicacio´n por pin induce el isomorfismo. Ma´s precisamente, sea
ϕ : OK −→ OK dada por ϕ(x) = pinx. Entonces ϕ es un homomorfismo de
grupos aditivos. Adema´s, imϕ = pinOK = pnK y ϕ−1(pn+1K ) = piOK = pK , de
donde se sigue que OK/pK ∼= pnK/pn+1K .
Adema´s el mapeo ψ : OK −→ OK dado por ψ(u) = u − 1 da lugar al
homomorfismo de grupos U
(n)
K −→ pnK/pn+1K con U (n)K un grupo multiplicativo
y pnK/p
n+1
K un grupo aditivo, el cual es suprayectivo por definicio´n y nu´cψ =
1 + pn+1K . De hecho, lo anterior se debe a que
ψ(uv) = uv − 1 = (u− 1)(v − 1) + (u− 1) + (v − 1)
por lo que uv − 1 ≡ (u− 1) + (v − 1) mo´d p2nK y 2n ≥ n+ 1.
Como consecuencia se tiene:
Proposicio´n 17.2.13. (1) Para todo n ≥ 1, (U (n)K )p ⊆ U (n+1)K .
(2) Para m ∈ N con mcd(m, p) = 1, se tiene que para cada n ≥ 1, el
mapeo u −→ um es un automorfismo de U (n)K .
Demostracio´n. (1) Se tiene U
(n)
K /U
(n+1)
K
θ∼= Fq. Por tanto, si x ∈ U (n)K , se tiene
θ(x¯p) = pθ(x¯) = 0, de lo cual obtenemos que xp ∈ U (n+1)K .
(2) Sea f : U
(n)
K −→ U (n+1)K dado por f(u) = um, con n ≥ 1 arbi-
trario. Entonces f es un endomorfismo. Adema´s f induce un endomorfis-
mo U
(l)
K /U
(l+1)
K
f˜−→ U (l)K /U (l+1)K dado por f˜(x¯) = x¯m para l ≥ n. Puesto
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que U
(l)
K /U
(l+1)
K
∼= Fq, f˜ induce el homomorfismo de grupos f¯ : Fq −→ Fq,
x 7−→ mx, el cual es un isomorfismo puesto que mcd(m, p) = 1.
De esta forma U
(l)
K /U
(l+1)
K
f˜−→ U (l)K /U (l+1)K es biyectiva para l ≥ n ≥ 1,
f˜(x¯) = x¯m. Ahora bien, f es inyectivo puesto que U
(1)
K ∩ F∗q = {1}.
Ahora, dado u ∈ U (n)K , existen v0 ∈ U (n)K , w1 ∈ U (n+1)K tales que u = vm0 w1
puesto que f˜ es biyectiva. Aplicando lo anterior al mapeo U
(n+1)
K /U
(n+2)
K
∼=−→˜
f
U
(n+1)
K /U
(n+2)
K , existen elementos v1 ∈ U (n+1)K , w2 ∈ U (n+2)K tales que
w1 = v
m
1 w2. Se sigue que u = (v0v1)
mw2. Continuando de esta forma,
existen w1, w2, . . . , wt, . . . , con wt ∈ U (n+t)K por lo que wt −−−→t→∞ 1 y u =
(v0v1 · · · vt−1)mwt. Entonces (v0v1 · · · vt−1)m −−−→
t→∞ u. Adema´s v0v1 · · · vt−1
converge de tal forma que v0v1 · · · vt−1 −−−→
t→∞ v con v
m = u.
Se sigue que f es suprayectiva y por tanto biyectiva. uunionsq
Proposicio´n 17.2.14. Sean v = vK la valuacio´n de K y m ∈ N. Entonces
para n > vK(m) y tal que las m–ra´ıces de unidad no este´n en U
(n)
K , el mapeo
x −→ xm da lugar a un isomorfismo de grupos
U
(n)
K −→ U (n+vK(m))K
siempre y cuando la caracter´ıstica de K no divida a m.
Demostracio´n. Sea pi un elemento primo de K, esto es, vK(pi) = 1. Sea x =
1 + apin ∈ U (n)K , a ∈ OK . Entonces
xm = 1 +mapin +
(
m
2
)
a2pi2n + · · · ≡ 1 mo´d pn+vK(m)K .
Por tanto xm ∈ U (n+vK(m))K para toda n.
Para probar que el mapeo es suprayectivo, debemos probar que para a ∈
OK arbitrario, existe x ∈ OK tal que
1 + apin+vK(m) = (1 + xpin)m,
lo cual equivale a que 1 + apin+vK(m) = 1 + mpinx + pi2nf(x) donde f(x) ∈
OK [x]. Si K es de caracter´ıstica prima relativa a m, m = upivK(m) con u ∈ UK .
Si carK = p > 0 y p|m, m = 0 en K. As´ı
1 + apin+vK(m) =
{
1 + upin+vK(m) + pi2nf(x) si p - m,
1 + pi2nf(x) si p | m.
Por lo tanto necesitamos resolver
0 =
{
−a+ ux+ pin−vK(m)f(x) si p - m,
−a+ pin−vK(m)f(x) si p | m.
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La primera ecuacio´n tiene solucio´n por el Lema de Hensel, pero la segunda
ecuacio´n no tiene solucio´n. uunionsq
Sea L/K una extensio´n finita de campos locales con valuaciones vK y vL
respectivamente. Se tiene la sucesio´n exacta 1 −→ UK −→ K∗ vK−−→ Z −→ 0 y
el diagrama conmutativo
1 // UK //
i

K∗
vK //
i

Z //
Id

0
1 // UL // L∗
vL // Z // 0
donde las filas son exactas e i denota al encaje.
Proposicio´n 17.2.15. Sea NL/K : L
∗ −→ K∗ la norma. Entonces se tiene el
siguiente diagrama conmutativo:
1 // UL //
NL/K

L∗
vL //
NL/K

Z //
f

0
1 // UK // K∗
vK // Z // 0
es decir, fvL(x) = vK(NL/K x) donde NL/K pL = p
f
K , pL denota al ideal
ma´ximo de OL y donde f = [OL/pL : OK/pK ].
Demostracio´n. Se tiene que NL/K UL ⊆ UK y NL/K ◦i = [L : K], es decir,
NL/K(x) = x
[L:K] para x ∈ K. Sea y ∈ L∗ con digamos vL(y) = t, esto es
(y) = ptL. Entonces NL/K((y)) = p
ft
L , vL(NL/K y) = ft = fvL(y). uunionsq
Proposicio´n 17.2.16. Sea L/K una extensio´n finita no ramificada de cam-
pos locales (y por tanto Galois). Entonces N := NL/K : U
(n)
L −→ U (n)K para
toda n, esto es, N(U
(n)
L ) ⊆ U (n)K .
Demostracio´n. Sea x = 1 + y ∈ U (n)L con y ∈ pnL. Para σ ∈ G = Gal(L/K) se
tiene σx = 1 + σy y por tanto
Nx =
∏
σ∈G
σx =
∏
σ∈G
(1 + σy) ≡
(
1 +
∑
σ∈G
σy
)
mo´d p2nL .
Ahora bien, como L/K es una extensio´n no ramificada, pnL ∩ UK = pnK y∑
σ∈G σy ∈ pnL ∩ UK = pnK lo cual implica que Nx ≡ 1 mo´d pnK . uunionsq
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Pasando a los cocientes en la Proposicio´n 17.2.16, tenemos
N: U
(n)
L /U
(n+1)
L −→ U (n)K /U (n+1)K .
Para n = 0, U
(0)
L /U
(1)
L = UL/U
(1)
L
∼= L˜∗ y U (0)K /U (1)K = UK/U (1)K ∼= K˜∗.
As´ı, N0 : L˜
∗ −→ K˜∗ es la norma de campos residuales. Para n ≥ 1,
U
(n)
L /U
(n+1)
L
∼= pnL/pn+1L es un espacio vectorial de dimensio´n 1 sobre L˜, esto
es, pnL/p
n+1
L
∼= L˜.
Teorema 17.2.17. Sea L/K una extensio´n no ramificada de campos locales
(de Galois). Entonces
(1) N(U
(n)
L ) = U
(n)
K para toda n ≥ 1.
(2) UK/NUL ∼= K˜∗/N L˜∗.
(3) K∗/NL∗ ∼= Z/fZ × K˜∗/N L˜∗ donde f = [L : K] = [L˜ : K˜] (pues
L/K es no ramificada).
En nuestro caso, K˜ y L˜ son campos finitos, por lo que K˜∗/N L˜∗ = {1} y
K∗/NL∗ ∼= Z/fZ.
Demostracio´n. (1) Recordemos en general que si DL/K denota al diferente de
la extensio´n L/K, entonces
D−1L/K = {x ∈ L | Tr(xOL) ⊆ OK}.
Puesto que L/K es no ramificada, D−1L/K = (1) = OL. Se sigue que TrOL =OK .
De esta forma si pi ∈ OK con vK(pi) = 1, se tiene que vL(pi) = 1 al ser
L/K no ramificada. Si u ∈ U (n)L , u = 1 + pin con x ∈ OL,
Nu =
∏
σ∈G
(σu) =
∏
σ∈G
σ(1 + pinx) =
∏
σ∈G
(1 + pinσx) = 1 + pin Trx+ pin+1ξ
con ξ ∈ OK pues Nu ∈ OK .
Veamos que (NU
(n)
L )U
(n+1)
K = U
(n)
K . Se tiene (NU
(n)
L )U
(n+1)
K ⊆ U (n)K . Sea
a ∈ U (n)K arbitrario. Escribamos a = 1 + pinz con z ∈ OK . Sea x ∈ OL tal que
Trx = z. Se tiene
N(1 + pinx) = 1 + pin Trx+ pin+1ξ = 1 + pinz + pin+1ξ
con ξ ∈ OK puesto que N(1 + pinx) ∈ OK .
Queremos hallar y ∈ OK tal que (N(1 + pinx))(1 + pin+1y) = 1 + pinz = a.
Se tiene
N(1 + pinx)(1 + pin+1y) = 1 + pinz + pin+1ξ + pin+1y + pi2n+1zy + pi2n+2yξ
= a+ pin+1(ξ + y(1 + pinz + pin+1ξ)).
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Esto es, necesitamos resolver ξ+y(1+pinz+pin+1ξ) = 0, es decir, yw = −ξ
donde w = 1 + pinz + pin+1ξ ∈ U (n)K ⊆ UK . En este caso, y = −ξw−1 satisface
lo deseado.
As´ı, dado a ∈ U (n)K , existen x1 ∈ U (n)L y z1 ∈ U (n+1)K tales que a = (Nx1)z1.
Ahora, puesto que z1 ∈ U (n+1)K , entonces existen x2 ∈ U (n+1)L y z2 ∈ U (n+2)K
tales que z1 = (Nx2)z2 por lo cual a = N(x1x2)z2.
Continuando el proceso, tenemos que para toda t ∈ N, existen x1, . . . , xt ∈
OL y zt ∈ U (n+t)K tales que a = N(x1 · · ·xt) · zt. Ahora zt −−−→t→1 1 por lo que
l´ımt→∞N(x1 · · ·xt)zt = N
(
l´ımt→∞(x1 · · ·xt)
)
= a.
As´ı, x1 · · ·xt converge por ser L un campo completo y puesto que xi ∈
U
(n+i)
L ⊆ U (n)L , el l´ımite es un elemento de U (n)L . De esta forma, si x0 =
l´ımt→∞(x1 · · ·xt), a = Nx0 con x0 ∈ U (n)L . Se sigue que
NU
(n)
L = U
(n)
K .
(2) Se tiene es siguiente diagrama conmutativo
1 // U (1)L
//
NL/K

UL //
NL/K

L˜∗ //

0
1 // U (1)K
//

UK //

K˜∗ //

0
0 UK/NUL K˜
∗/N L˜∗
Por el Lema de la Serpiente (ver Teorema 17.2.43 ma´s adelante) se obtiene
(2).
(3) Sea pi ∈ OK , vK(pi) = vL(pi) = 1. Se tiene K∗ ∼= (pi) × UK , L∗ ∼=
(pi)× UL. Por tanto NL∗ = (pif )×NUL. Se sigue
K∗
NL∗
∼= (pi)
(pif )
× UK
NUL
∼= Z
fZ
× K˜
∗
N L˜∗
. uunionsq
Corolario 17.2.18. Sea L/K una extensio´n finita no ramificada de campos
locales. Entonces las siguientes condiciones son equivalentes
(1) [K∗ : NL∗] = f = [L˜ : K˜].
(2) UK = NUL.
(3) K˜∗ = N L˜∗. uunionsq
Observacio´n 17.2.19. Si L/K es una extensio´n no ramificada no necesa-
riamente Galois, la Proposicio´n 17.2.16 y el Teorema 17.2.17 siguen siendo
va´lidos.
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Esto es aplicable para cuando L/K es una extensio´n de campos completos
con respecto a valores absolutos no arquimedianos con campos residuales no
necesariamente finitos. Cuando L y K son campos locales, si la extensio´n
es finita no ramificada, necesariamente L/K es una extensio´n c´ıclica (ver la
Observacio´n 17.4.8 ma´s adelante).
17.2.3. Automorfismo de Frobenius y s´ımbolo de Artin
Dada una extensio´n finita de campos finitos Fqd/Fq, se tiene que el grupo
de Galois G = Gal(Fqd/Fq) es un grupo c´ıclico de orden d. El generador
τ : Fqd → Fqd dado por τ(x) = xq se le llama el automorfismo de Frobenius.
Se tiene que τ(x) = x ⇐⇒ xq = x ⇐⇒ x ∈ Fq.
Definicio´n 17.2.20. Un campo global es o bien una extensio´n finita de Q o
bien un campo de funciones con campo de constantes un campo finito.
Los campos globales de funciones, reciben tambie´n el nombre de campos
de funciones congruentes.
Ahora bien, dada una extensio´n de Galois de campos globales L/K, sea
p un primo de K y sea P un primo de L sobre p. Sea L(P)/K(p) la exten-
sio´n de campos residuales. Si D = D(P|p) es el grupo de descomposicio´n de
P/p, el mapeo D
ϕ
↪−→ Gal(L(P)/K(p)), σ 7→ σ¯ = clase de σ mo´dulo p, es un
epimorfismo de grupos con nu´cleo I = I(P|p) el grupo de inercia de P/p. Es
decir, tenemos D/I ∼= G. Si P/p es no ramificado, entonces I = {1} y por
tanto D ∼= G. En particular, existe un u´nico σp ∈ D tal que σp ϕ−→ τ es el
automorfismo de Frobenius. El automorfismo σp se llama el automorfismo de
Frobenius de P/p.
Definicio´n 17.2.21. Se define la norma absoluta del campo residual L(P) de
un campo ya sea local o global como N(P) := |L(P)|.
Sean N(P) = |L(P)| y N(p) = |K(p)|, digamos N(p) = qf con f = [K(p) :
Fq] en el caso de campos de funciones, entonces σP(P) = P, σP|p = Id y
σP(OP) = OP. Es decir, σP esta´ caracterizados por
σP(x) ≡ xN(p) mo´d P para toda x ∈ OP.
Escribimos σP =
[
L/K
P
]
y
[
L/K
P
]
(x) ≡ xN(p) mo´d P para toda x ∈ OP.
Propiedades del automorfismo de Frobenius
Aqu´ı se supone que L/K es una extensio´n de Galois finita de campos
globales.
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Proposicio´n 17.2.22. Si σ ∈ G = Gal(L/K), se tiene[
L/K
σP
]
= σ
[
L/K
P
]
σ−1.
Demostracio´n. Sea y ∈ OL y sea x ∈ OL tal que y = σ−1x. Entonces[
L/K
P
]
y =
[
L/K
P
]
σ−1x ≡ (σ−1x)q mo´d P.
Aplicando σ a esta igualdad, obtenemos σ
[
L/K
P
]
σ−1x ≡ xq mo´d σP. Por la
unicidad del automorfismo de Frobenius se sigue que σ
[
L/K
P
]
σ−1 =
[
L/K
σP
]
.
uunionsq
Proposicio´n 17.2.23. Sea una torre K ⊆ E ⊆ L. Sea q = P ∩ E. Entonces[
L/K
P
]f(q|p)
=
[
L/E
P
]
,
donde f(q|p) es el grado de inercia de q sobre p, esto es, f(q|p) = [OL/q :
OK/p].
Demostracio´n. Se tiene Fq ⊆ Fqf0 ⊆ Fqf donde f0 = f(q|p) y f = f(P|p).
El automorfismo de Frobenius generando Gal(Fqf /Fqf0 ) corresponde al
mapeo y
τ−→ yqf0 . Si σ es el automorfismo de Frobenius de Gal(Fqf /Fq), en-
tonces τ = σf0 . Ahora bien τ =
[
L/E
P
]
y σ =
[
L/K
P
]
. uunionsq
Proposicio´n 17.2.24. Sea K ⊆ E ⊆ L donde E/K es tambie´n una extensio´n
de Galois. Sea q = P ∩ E. Entonces se tiene que la restriccio´n satisface[
E/K
q
]
= restE
[
L/K
P
]
=
[
L/K
P
]∣∣
E
.
Esto es, restE
[
L/K
P
]
=
[
E/K
P ∩ E
]
.
Demostracio´n. Se tiene restE : Gal(L/K) −→ Gal(E/K) esta´ dada por σ 7−→
σ|E y se tiene que nu´c restE = H = Gal(L/E).
Sea σ =
[
L/K
P
]
. Entonces σx ≡ xq mo´d P para x ∈ OL. Por tanto,
si x ∈ OE , se tiene σx − xq ∈ OE y σx ≡ xq mo´d P. Se sigue que σx ≡
xq mo´d (P ∩ OE) = xq mo´d q. As´ı, σ|E =
[
E/K
q
]
. uunionsq
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Corolario 17.2.25. Sean K ⊆ E,F ⊆ L tales que E/K y F/K son exten-
siones de Galois. Sean q = P ∩ E y t = P ∩ F . Supongamos que L = EF .
Entonces el mapeo σ −→ (σ|E , σ|F ) de Gal(L/K) en Gal(E/K)×Gal(F/K),
el cual es inyectivo, da lugar a[
L/K
P
]
−→
[
E/K
q
]
×
[
F/K
t
]
= = =[
EF/K
P
]
−→
[
E/K
P ∩ E
]
×
[
F/K
P ∩ F
]
.
Demostracio´n. Se sigue inmediatamente de la Proposicio´n 17.2.24. uunionsq
Proposicio´n 17.2.26. Se tiene p in OK se descompone totalmente en L/K
si y so´lo si
[
L/K
P
]
= 1.
Demostracio´n. Puesto que P|p es no ramificada, p se descompone totalmente
si y so´lo si f(P|p) = 1 si y so´lo si
OL/P = OK/p ⇐⇒ Gal((OL/P)/(OK/p)) = {1} ⇐⇒
[
L/K
P
]
= 1. uunionsq
Corolario 17.2.27. Sean E/K y F/K extensiones de Galois y L = EF . En-
tonces p en OK se descompone totalmente en L/K si y so´lo si p se descompone
totalmente tanto en E/K como en F/K.
Demostracio´n. De la Proposicio´n 17.2.26 se tiene que p se descompone total-
mente en L/K ⇐⇒
[
L/K
P
]
= 1 si y so´lo si bajo el mapeo
[
L/K
P
]
↪−−−→[
E/K
P ∩ E
]
×
[
F/K
P ∩ F
]
, se tiene
[
E/K
P ∩ E
]
=
[
F/K
P ∩ F
]
= 1 ⇐⇒ p se descompone
totalmente tanto en E/K como en F/K. uunionsq
Sea L/K una extensio´n abeliana finita de campos globales. En este caso,
para σ ∈ Gal(L/K),
[
L/K
P
]
= σ
[
L/K
P
]
σ−1 =
[
L/K
σP
]
. Esto es, si L/K
es abeliana,
[
L/K
P
]
no depende de P sino u´nicamente de p. En este caso
escribimos[
L/K
P
]
=
(
L/K
p
)
= (L/K, p) = ( , L/K, p) = ( , L/K) = ψL/K(p),
el cual se llama el s´ımbolo de Artin.
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Observacio´n 17.2.28. Se tiene que (L/K, p) = 1 ⇐⇒ (P|p es no ramificada
y L(P) = K(p)) ⇐⇒ (p es totalmente descompuesto en L).
En general se tiene que o((L/K, p)) = dL/K(P|p) = [L(P) : K(p)] el cual
es el orden del automorfismo de Frobenius.
Teorema 17.2.29. Sea L/K una extensio´n abeliana finita de campos globa-
les. Sea E una extensio´n finita de K y sea F/E una extensio´n abeliana finita
tal que L ⊆ F (por tanto LE ⊆ F ). Sea NE/K : E −→ K la norma de E
en K. Sea θ = rest : Gal(F/E) = G −→ Gal(L/K) = G la restriccio´n. Sea
q un primo en E no ramificado en F y sea p = NE/F q un primo en K no
ramificado en L. Sea t un primo en F sobre q y P un primo en L sobre p.
Entonces
(
L/K
NE/K q
)
= restL
(
F/E
q
)
=
(
F/E
q
)∣∣∣
L
.
En otras palabras, si S es un conjunto finito de primos en K que contienen
a todos los primos infinitos y a todos los primos ramificados y si S′ es el
conjunto de primos de E que esta´n sobre S, entonces el diagrama
D
S′0
E
ψF/E //
NF/K

G
restL

DS0K ψL/K
// G
es conmutativo, donde D
S′0
E es el grupo libre generado por los divisores primos
de E que no esta´n en S′ y ana´logamente DS0K . Aqu´ı ψF/E y ψL/K denotan los
mapeos de Artin.
Demostracio´n. Sea f = f(q|p) = f(E|F ) = [E˜ : K˜] = [OE/q : OK/p].
Entonces NE/K = p
f .
Sea σ = ψF/E(q) =
(
F/E
q
)
=
[
F/E
Q
]
donde Q es un primo en F sobre q
y sea τ = ψL/K(p) =
(
L/K
p
)
=
[
L/K
P
]
con P un primo en L sobre p.
F
GL
G
LE
L ∩ E E
K
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Entonces ψL/K(NE/K q) = ψL/K(p
f ) = ψL/K(p)
f = τf y restL ψF/E(q) =(
F/E
q
)∣∣∣
L
= σ|L.
Debemos probar que σ = τf . Ahora bien, OL/P ⊆ OF /Q. Para x ∈ OL/P
se tiene σx = xN(Q). Puesto que N(Q) = |OE/Q| y [OE/Q : OK/p] = f , se
sigue que |OE/Q| = |OK/p|f , esto es, N(Q) = N(p)f .
Por tanto σx = xN(Q) = xN(p)
f
= τfx puesto que τx = xN(p) por lo que
τfx = xN(p)
f
. De esta forma obtenemos que σ = τf . uunionsq
Siempre que usamos el s´ımbolo de Artin o el automorfismo de Frobenius,
estaremos suponiendo que P|p es no ramificado.
Recordemos que si K = Fq(T ) y KM = K(ΛM ) es una extensio´n de
campos de funciones cicloto´micas con M ∈ RT = Fq[T ], entonces si λM
es un generador del RT –mo´dulo ΛM y si P ∈ RT es un polinomio mo´ni-
co e irreducible, con P - M , entonces el s´ımbolo de Artin esta´ dado por
(KM/k, P ) = (λM 7→ λPM ) ([134, Theorem 2.5.11]).
17.2.4. Extensiones de Galois infinitas. L´ımites directos y l´ımites
inversos
Sea Ω/k una extensio´n de Galois y sea G = Gal(Ω/k). A G se le da la
topolog´ıa de Krull la cual se define como sigue. Para σ ∈ G, tomamos las
clases σGal(Ω/K) como una base de vecindades de σ donde K/k recorre el
conjunto de todas las extensiones finitas de Galois con k ⊆ K ⊆ Ω. Se tiene
que las operaciones de grupo:
G×G→ G y G→ G
(σ, ϕ) 7→ σϕ σ 7→ σ−1
son funciones continuas en la topolog´ıa de Krull. De esta forma G se hace
un grupo topolo´gico. Cuando G es finito, la topolog´ıa de Krull es la topolog´ıa
discreta, es decir todos los subconjuntos son abiertos y todos son cerrados.
Proposicio´n 17.2.30. Si Ω/k es una extensio´n de Galois, finita o infinita,
G = Gal(Ω/k) es Hausdorff y compacto.
Demostracio´n. [101, Proposition 1.1]. uunionsq
Teorema 17.2.31 (Correspondencia de Galois). Sea Ω/k una extensio´n
de Galois, finita o infinita. Entonces K → Gal(Ω/K) da lugar a una corres-
pondencia biyectiva entre todas las subextensiones K/k con k ⊆ K ⊆ Ω y
todos los subgrupos cerrados de G = Gal(Ω/k).
Los subgrupos abiertos de G corresponden a las subextensiones finitas k/k
de Ω/k, es decir [K : k] <∞.
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Demostracio´n. [134, Theorem 11.4.9]. uunionsq
Observacio´n 17.2.32. Dado cualquier subgrupo H < G, el campo fijo de H,
ΩH es efectivamente un campo. De hecho, ΩH = ΩH¯ donde H¯ es la cerradura
de H.
En efecto, el verificar que ΩH es un campo es rutinario pues en esta parte
no importan las caracter´ısticas topolo´gicas de H. Ahora bien, puesto que
H ⊆ H¯ se tiene ΩH¯ ⊆ ΩH . Por otro lado, si x ∈ ΩH , entonces σx = x
para toda σ ∈ H. Dado ψ ∈ H¯, entonces, puesto que estamos considerando la
topolog´ıa de Krull, si N < G es de ı´ndice finito, ψN ∩H 6= ∅. Se tiene [K(x) :
K] < ∞ y si K˜(x) es la cerradura de Galois de K(x)/K, [K˜(x) : K] < ∞.
Sea N = Gal(Ω/K˜(x))  G y [G : N ] = [K˜(x) : K] < ∞. Por tanto existe
n ∈ N , h ∈ H tal que ψn = h. Por tanto
(ψn)x =
↑
nx=x
ψ(x) = h(x) = x,
por lo que x ∈ ΩH¯ y por tanto ΩH = ΩH¯ .
Definicio´n 17.2.33. Un grupo profinito es un grupo topolo´gico G el cual es
Hausdorff, compacto y tiene una base de vecindades de 1 ∈ G que consiste
de subgrupos normales abiertos de G. Esta u´ltima condicio´n es equivalente a
que G es totalmente disconexo (ver [134, Theorem 11.3.6]).
Pronto definiremos l´ımites inversos, pero antes de hacerlo, los relacionamos
con los grupos profinitos.
Teorema 17.2.34. Si G es profinito y si N var´ıa a trave´s de los subgrupos
abiertos normales de G, entonces tanto algebraica como topolo´gicamente, se
tiene G ∼= l´ım←
N
G/N .
Rec´ıprocamente, si {Gi, fi}i∈I es un sistema proyectivo consistente de gru-
pos finitos Gi, se tiene que G := l´ım←
i
Gi es un grupo profinito.
Demostracio´n. [134, Theorem 11.3.15]. uunionsq
Observacio´n 17.2.35. Los grupos de Galois son grupos profinitos pues si
{K | K/k es Galois y [K : k] <∞}, entonces
l´ım←
K
Gal(K/k) ∼= Gal(Ω/k).
Se puede probar que todo grupo profinito es grupo de Galois de alguna
extensio´n de campos Ω/k (ver [134, Theorem 11.4.10]).
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L´ımites directos y l´ımites inversos
Este tema ya fue tratado en la Seccio´n 2.1.
Definicio´n 17.2.36. Un conjunto dirigido es un conjunto I parcialmente or-
denado tal que para cualesquiera i, j ∈ I, existe k ∈ I tal que i ≤ k y j ≤ k.
Sea I un conjunto dirigido tal que para cada i ∈ I, Ai es un conjunto, o
un grupo, o un campo, o un anillo, o un mo´dulo, o un espacio topolo´gico, etc.,
de tal forma que si i ≤ j existe un morfismo, esto es, un homomorfismo en la
categor´ıa en la cual los objetos Ai pertenecen: mapeo (si Ai es un conjunto),
homomorfismo (si Ai es alguna estructura algebraica), funcio´n continua (si Ai
es un espacio topolo´gico), etc., φji : Aj → Ai (resp. ψij : Ai → Aj) tales que
(i) φii = IdAi (resp. ψii = IdAi) para toda i ∈ I.
(ii) El diagrama Ak
φkj //
φki   
Aj
φji~~
Ai
(resp. Ai
ψij //
ψik   
Aj
ψjk~~
Ak
)
para i ≤ j ≤ k, es conmutativo, es decir φji ◦ φkj = φki (resp. ψjk ◦
ψij = ψik).
Definicio´n 17.2.37. El sistema {Ai, φji, I}i,j∈I
i≤j
(resp. {Ai, ψij , I}i,j∈I
i≤j
) se lla-
ma un sistema inverso o sistema proyectivo (resp. sistema directo).
Dado {Ai, φji, I}i,j∈I
i≤j
(resp. {Ai, ψij , I}i,j∈I
i≤j
), decimos que (X,ϕi)i∈I (resp.
(Y, ξi)i∈I) es un l´ımite inverso o proyectivo (resp. l´ımite directo) si los ϕi (resp.
ξi) son tales que ϕi : X → Ai y φji ◦ ϕj = ϕi para i ≤ j (resp. ξi : Ai → Y ,
ξj ◦ ψij = ξi).
X
ϕj //
ϕi 
Aj
φji~~
Ai
(resp. Ai
ψij //
ξi 
Aj
ξj~~
Y
)
Se escribe X = l´ım←
i∈I
Ai (resp. Y = l´ım→
i∈I
Ai).
Se tiene que (X,ϕi)i∈I (resp. (Y, ξI)i∈I) existe y es u´nico en el siguiente
sentido: Si (Z, θi)i∈I es otro l´ımite inverso, existe un isomorfismo α : X → Z
tal que θi ◦ α = ϕi para toda i ∈ I, X α //
ϕi   
Z
θi~~
Ai
(resp., si (W, εi)i∈I
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es otro l´ımite directo, existe un isomorfismo β : Y → W tal que β ◦ ξi = εi
para toda i ∈ I, Y β //``
ξi
W>>
εi
Ai
).
De hecho, si A :=
∏
i∈I Ai es el producto directo, entonces X = l´ım←
i∈I
Ai =
{(ai)i∈I = (. . . , ai, . . .) ∈ A | φkj(ak) = aj para toda j ≤ k} (X es el subes-
pacio de las sucesiones coherentes), ϕi : X → A es la proyeccio´n, es decir
ϕi((aj)j∈I) = ai para toda i ∈ I.
En el caso de l´ımites directos, si Ai es un R–mo´dulo, consideramos B =
⊕i∈IAi y sea S el submo´dulo S = 〈ai−ψij(ai) | i ≤ j, ai ∈ Ai〉. Entonces, Y =
B/S y ξ : Ai → Y esta´ dada por ξ(ai) = a mo´d S = (. . . , 0, 0, ai, 0, 0, . . .) mo´d
S ∈ Y .
En caso de que las funciones ψij : Ai → Aj sean inclusiones, entonces
Y = ∪i∈IAi.
Ahora, volviendo a sistemas inversos, en el caso de que Ai es un espacio
topolo´gico, X es cerrado en A =
∏
i∈I Ai en la topolog´ıa producto.
En el caso de un grupo profinito G, el conjunto de ı´ndices lo tomamos como
I := {N | N  G,N es abierto en G}. Definimos N ≤ N1 ⇐⇒ N1 ⊆ N y
GN := G/N . Entonces, para N ≤ N1, φN1,N : G/N1 → G/N , gN1 7→ gN y se
tiene que G ∼= l´ım←
N
G/N .
Para calcular el grupo de Galois de una extensio´n L/K de campos, don-
de L/K es una extensio´n algebraica, normal y separable, procedemos de la
siguiente forma. Para α ∈ L se tiene [K(α) : K] <∞ y si K˜(α)/K es la cerra-
dura normal de K(α)/K, entonces K˜(α)/K es una extensio´n de Galois finita.
Definimos Lα := K˜(α). Seleccionamos los β ∈ L tales que Lβ = K(β) y si I =
{α ∈ L | K(α)/K es una extensio´n de Galois (necesariamente es finita)}, en-
tonces L = ∪β∈ILβ = l´ım→
β
Lβ donde definimos β ≤ β1 ⇐⇒ Lβ ⊆ Lβ1 y
donde ψβ,β1 : Lβ −→ Lβ1 es el encaje.
Teorema 17.2.38. Con las notaciones anteriores, se tiene que
Gal(L/K) = Gal
(
l´ım→
β∈I
Lβ/K
) ∼= l´ım←
β∈I
Gal(Lβ/K)
Demostracio´n. Ver Teorema 2.2.5. uunionsq
Observacio´n 17.2.39. Notemos que si Lβ ⊆ Lβ1 , entonces Gal(Lβ/K) ∼=
Gal(Lβ1/K)
Gal(Lβ1/Lβ)
.
Definimos Gβ := Gal(Lβ/K) y Gβ ≤ Gβ1 ⇐⇒ Gβ es un grupo cociente
de Gβ1 bajo el mapeo de restriccio´n y definimos
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ψβ1,β : Gal(Lβ1/K) −→ Gal(Lβ/K)
σ 7−→ σ|Lβ .
El isomorfismo anunciado en el Teorema 17.2.38 esta´ dado por
Gal(L/K) −→ l´ım←
β∈I
Gal(Lβ/K)
σ 7−→ {σ|Lβ}β∈I .
Ejemplo 17.2.40. Sean p un nu´mero primo, m,n ∈ N, m ≥ n y
φm,n : Z/pmZ −→ Z/pnZ
dada por φm,n(x mo´d p
m) = x mo´d pn. Se define Zp =
{∑∞
n=0 anp
n | an ∈
{0, 1, . . . , p− 1}} y sea ϕm : Zp → Z/pmZ, dada por
ϕm
( ∞∑
n=0
anp
n
)
=
m−1∑
n=0
anp
n mo´d pm.
De la discusio´n anterior se puede probar que Zp ∼= l´ım←
m
Z/pmZ.
Sea Qn la subextensio´n de grado pn de Q(ζpn+1)/Q cuando p es impar y
si p = 2, Qn es la subextensio´n c´ıclica de grado 2n de Q(ζ2n+2)/Q contenida
en R. Sea Q∞ = ∪∞n=1Qn, entonces Q∞/Q es de Galois y
Gal(Q∞/Q) = Gal
( ∪∞n=1 Qn/Q) ∼= Gal(l´ım→
n
Qn/Q
)
∼= l´ım←
n
Gal(Qn/Q) ∼= l´ım←
n
Z/pnZ ∼= Zp.
Q∞/Q recibe el nombre de la Zp–extensio´n cicloto´mica de Q (ver Cap´ıtulo
16).
Ejemplo 17.2.41. Sea Fq el campo finito de q elementos, q = pr. Si K/Fq
es una extensio´n de grado d, K ∼= Fqd y Gal(K/Fq) ∼= Z/dZ. Por tanto
Fq = Fabq = ∪∞n=1Fqn y
Gal(Fq/Fq) = Gal
( ∪∞n=1 Fqn/Fq) ∼= Gal(l´ım→
n
Fqn/Fq)
∼= l´ım←
n
Gal(Fqn/Fq) ∼= l´ım←
n
Z/nZ ∼= Zˆ ∼=
∏
p
Zp
donde Zˆ es el anillo o grupo de Pru¨fer y de hecho es la completacio´n de Z.
(ver comentario despue´s del Teorema 17.8.3 y [7, Ch. X]).
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17.2.5. Cohomolog´ıa de grupos finitos
Sean G un grupo finito y A un G–mo´dulo, lo cual equivale a decir que A es
un Z[G]–mo´dulo, donde Z[G] = {∑σ∈G aσσ | aσ ∈ Z, σ ∈ G}. El anillo Z[G] se
llama el anillo grupo. Entonces A es un grupo abeliano y si f =
∑
σ∈G ασσ ∈
Z[G], la accio´n de f en a ∈ A esta´ dada por f ◦ a := ∑σ∈G ασσa.
Se definen los homomorfismos cruzados como el grupo
Z1(G,A) = {f : G→ A | f(στ) = f(σ) + σf(τ) para cualesquiera σ, τ ∈ G}.
Notemos que si la accio´n de G en A es la trivial, es decir, σa = a para toda
σ ∈ G, a ∈ A, entonces Z1(G,A) = Hom(G,A) es el grupo de homomorfismos.
El grupo de las cofronteras se define por B1(G,A) = {fa : G→ A | a ∈ A}
donde fa : G→ A esta´ dado por fa(σ) = σa− a, σ ∈ G.
Se verifica que B1(G,A) ⊆ Z1(G,A) y se define el primer grupo de coho-
molog´ıa de G con coeficientes en A por
H1(G,A) =
Z1(G,A)
B1(G,A)
.
Se definen los elementos fijos de A por G por
AG = {a ∈ A | σa = a para todo σ ∈ G}
y la norma o traza de A por
NA = N: A→ A, N a :=
∑
σ∈G
σa.
Se tiene que NA ⊆ AG y se define el grupo 0 de cohomolog´ıa de G con
coeficientes en A por
H0(G,A) = AG/NA.
El grupo −1 de cohomolog´ıa de G con coeficientes en A se define por
H−1(G,A) =
nu´c N
IGA
, donde IGA := 〈(σ − 1)a | σ ∈ G, a ∈ A〉.
Para cualquier n ∈ Z se puede definir el n–e´simo de cohomolog´ıa de G
con coeficientes en A por Hn(G,A) = Z
n(G,A)
Bn(G,A) . Aqu´ı u´nicamente hemos defi-
nido los grupos de cohomolog´ıa para n = −1, 0, 1. Los resultados ba´sicos de
cohomolog´ıa se pueden consultar en [124, 126, 134].
Por ejemplo, H2(G,A) esta´ en correspondencia biyectiva con las clases
de equivalencia de extensiones de G por A. Ma´s precisamente, un elemento
f ∈ Z2(G,A) (llamado conjunto de factores) determina un u´nico grupo E tal
que A  E y E/A ∼= G, es decir, E esta´ definido por medio de la sucesio´n
exacta
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0→ A ↪→ E pi−→ G→ 1
donde G actu´a en el grupo abeliano A por:
si g = pi(e) ∈ G, entonces g ◦ a := eae−1.
Dos tales campos E,E′, se llaman equivalentes si existe un isomorfismo
ϕ : E → E′ tal que el diagrama
E
  
ϕ

0 // A
>>
  
G // 0
E′
>>
es conmutativo.
Observacio´n 17.2.42. Si E es equivalente a E′, entonces E y E′ son isomor-
fos pero puede ser que E y E′ sean isomorfos pero no equivalentes.
As´ı, si A es un grupo abeliano y G es otro grupo que actu´a sobre A,
g ◦ a: G × A → A, entonces hay exactamente |H2(G,A)| grupos G, salvo
equivalencia, tales que 1→ A→ G → G→ 1 es exacta con la accio´n de G en
A dada.
Por ejemplo, se tiene que H2(Z/pZ,Z/pZ) ∼= Z/pZ donde G = Z/pZ actu´a
en A = Z/pZ de manera trivial. Por tanto hay p clases de equivalencia de
grupos de orden p2, los cuales son necesariamente abelianos, pero u´nicamente
hay dos grupos abelianos de orden p2 no isomorfos entre s´ı, a saber Z/p2Z y
Z/pZ⊕Z/pZ. De hecho el elemento identidad de H2(Z/pZ,Z/pZ) corresponde
a Z/pZ ⊕ Z/pZ y los otros p − 1 elementos corresponden a diversos grupos
Z/p2Z (isomorfos pero inequivalentes).
Uno de los resultados centrales en cohomolog´ıa de grupos es
Teorema 17.2.43 (Lema de la serpiente). Sea
A
f−−−−→ B g−−−−→ C −−−−→ 0yα yβ yγ
0 −−−−→ A′ f
′
−−−−→ B′ g
′
−−−−→ C ′
un diagrama conmutativo de G–mo´dulos, en donde las filas son exactas. En-
tonces existe un homomorfismo de conexio´n δ : nu´c γ −→ conu´cleoα tal que
nu´cα
f˜−→ nu´cβ g˜−→ nu´c γ δ−→ conu´cleoα f˜ ′−→ conu´cleoβ g˜′−→ conu´cleo γ
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es una sucesio´n exacta, donde f˜ ′ y g˜′ son los homomorfismos inducidos de f ′
y g′ respectivamente y f˜ y g˜ son las restriccio´n de f y g respectivamente.
Adema´s, si f es inyectiva, entonces f˜ es inyectiva y si g′ es suprayectiva,
g˜′ es suprayectiva.
Demostracio´n. [134, Theorem A.1.16]. uunionsq
Como consecuencia del lema de la serpiente, se puede demostrar
Teorema 17.2.44. Si 0 → A f−→ B g−→ C → 0 es una sucesio´n exacta de
G–mo´dulos, entonces obtenemos una sucesio´n exacta infinita
. . .
δn−1−−−→ Hn−1(A) fn−1−−−→ Hn−1(B) gn−1−−−→ Hn−1(C)
δn−→ Hn(A) fn−→ Hn(B) gn−→ Hn(C) δn+1−−−→ . . .
donde denotamos Hn(X) = Hn(G,X) con X ∈ {A,B,C}, los homomorfis-
mos fn, gn son derivados de f y g respectivamente y δn son los homomorfismos
de conexio´n.
Demostracio´n. [134, Theorem A.3.6]. uunionsq
Teorema 17.2.45. Sea G un grupo c´ıclico finito. Entonces para toda n ∈ Z,
se tiene que
(i) H2n(G,A) ∼= H0(G,A) ∼= AG/NA,
(ii) H2n+1 ∼= H1(G,A) ∼= Z1(G,A)B1(G,A) .
En particular H−1(G,A) ∼= nu´c NAIGA ∼= H1(G,A).
Demostracio´n. [134, Theorem A.4.3]. uunionsq
Cuando G es un grupo c´ıclico finito, para un G–mo´dulo A tal que H0(G,A)
y H1(G,A) son finitos de o´rdenes h0(A) y h1(A) respectivamente, se define
el cociente de Herbrand de A por h(A) := h0(A)h1(A) .
Se tiene
Teorema 17.2.46. Sea G un grupo c´ıclico finito y sea 0→ A f−→ B g−→ C → 0
una sucesio´n exacta de G–mo´dulos. Se tiene que el siguiente hexa´gono es
exacto:
H0(G,A)
f0 // H0(G,B)
g0
&&
H1(G,C)
δ1
88
H0(G,C)
δ0xx
H1(G,B)
g1
ff
H1(G,A)
f1
oo
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y si dos de h(A), h(B) y h(C) esta´n definidos, el tercero tambie´n esta´ definido
y se tiene h(B) = h(A)h(C).
Demostracio´n. Se sigue inmediatamente de la sucesio´n larga de cohomolog´ıa
(Teorema 17.2.44) y del hecho de que H0(X) ∼= H2(X) (Teorema 17.2.45). uunionsq
Proposicio´n 17.2.47. Si G es un grupo c´ıclico finito y A es un G–mo´dulo
finito, entonces h(A) = 1, esto es, |Hi(G,A)| es constante para toda i ∈ Z.
Demostracio´n. [134, Proposition A.4.6]. uunionsq
Uno de los resultados centrales de cohomolog´ıa de Galois es
Teorema 17.2.48 (Teorema 90 de Hilbert). Si L/K es una extensio´n
finita de Galois con grupo G = Gal(L/K) entonces H1(G,L∗) = 1.
Demostracio´n. Sea f ∈ Z1(G,L∗), f : G → L∗, f(θσ) = f(θ) · θf(σ) para
cualesquiera θ, σ ∈ G.
Del Teorema 17.2.1 seleccionamos x ∈ L∗ tal que y = ∑σ∈G f(σ)σ(x) ∈
L∗, es decir,
∑
σ∈G f(σ)σ 6= 0. Entonces θ(y) = f(θ)−1y para toda θ ∈ G
y por tanto f(θ) = θ(y−1)y = θ(y)−1y = yθ(y) ∈ B1(G,L∗). Se sigue que
H1(G,L∗) = 1. uunionsq
Observacio´n 17.2.49. En realidad, el Teorema 17.2.48 es una generalizacio´n
del Teorema 90 de Hilbert, el cual es este mismo resultado pero u´nicamente
para G un grupo c´ıclico finito. El Teorema 17.2.48 se debe a E. Noether y por
tanto este teorema es de Hilbert–Noether.
Observacio´n 17.2.50. El Teorema 17.2.2 (b) (extensiones de Kummer) es
una aplicacio´n del Teorema 90 de Hilbert con G = 〈σ〉 un grupo c´ıclico y
usando que en este caso H1(G,L∗) ∼= H−1(G,L∗).
Para las extensiones de Artin–Schreier (Teorema 17.2.2 (a)), se usa que
H1(G,L) = 0 lo cual se cumple para cualquier grupo G = Gal(L/K) y cual-
quier campo. Ver la Observacio´n 17.2.51.
Observacio´n 17.2.51. Si L/K es una extensio´n finita de Galois, entonces
el Teorema de la Base Normal (ver [82, Ch. VI, Section 13, Theorem 13.1])
establece que existe z ∈ L tal que {σz}σ∈G, con G = Gal(L/K), es una base
de L/K. Esto nos dice que como G–mo´dulos se tiene
L ∼= K[G] =
{∑
σ∈G
ασσ | ασ ∈ K
} ∼= K ⊗Z Z[G]
de donde se sigue que Hn(G,L) = 0 para toda n ∈ Z. Ver Proposicio´n 17.2.55.
Terminamos esta seccio´n enunciando dos resultados generales ma´s en coho-
molog´ıa de grupos, que son parte importante de la teor´ıa general.
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Proposicio´n 17.2.52. Sean G un grupo finito y {Ai}i∈I una familia de G–
mo´dulos. Entonces
(1) Hn(G,
⊕
iAi)
∼= ⊕iHn(G,Ai),
(2) Hn(G,
∏
iAi)
∼= ∏iHn(G,Ai),
para toda n ∈ Z.
Demostracio´n. [100, Propositions (3.7) y (3.8), Part I]. uunionsq
Teorema 17.2.53 (Lema de Shapiro). Sean G un grupo finito y H un
subgrupo de G. Sea A un G–mo´dulo que es G/H–inducido, esto es, existe
B ⊆ A es un H–mo´dulo tal que
A ∼=
⊕
σ∈G/H
σB,
donde σ corre sobre un conjunto de representantes izquierdos de H en G.
Entonces
Hn(G,A) ∼= Hn(H,B) para toda n ∈ Z
bajo el isomorfismo inducido por
Hn(G,A)
rest−−→ Hn(H,A) p¯i−−→ Hn(H,B),
donde p¯i es inducido por la proyeccio´n natural pi : A −→ B y rest es el mapeo
de restriccio´n en cohomolog´ıa.
Demostracio´n. [100, Theorem (4.19), Part I]. uunionsq
Producto copa
Para los resultados mencionados en esta subseccio´n se deben consultar los
libros de Serre y de Neukirch [126, 100].
Definicio´n 17.2.54. Un G–mo´dulo A se llama inducido si es de la forma
A ∼= Z[G]⊗ZX(∼= ⊕σ∈Gσ ·X) con X un grupo abeliano donde G actu´a en X
de manera trivial.
Proposicio´n 17.2.55. Si A es inducido, Hq(G,A) = 0 para toda q ∈ Z.
Demostracio´n. [126, Proposition 1, Ch. IX]. uunionsq
Proposicio´n 17.2.56. Sean G un grupo finito y A un G–mo´dulo. Entonces
|G| ·Hq(G,A) = 0 para toda q ∈ Z.
Demostracio´n. [126, Corollary 1 de la Proposition 4, Ch. VIII]. uunionsq
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Sean A y B dos G–mo´dulos y sea A ⊗Z B el producto tensorial. Se hace
de A ⊗Z B un G–mo´dulo por medio de la accio´n: g ◦ (a ⊗ b) := g ◦ a ⊗ g ◦ b.
Cuando escribamos A⊗B entenderemos A⊗Z B.
Teorema 17.2.57 (Producto copa). Existe una u´nica determinada familia
de mapeos bilineales uniondbl, llamada el producto copa tal que para cualesquiera
p, q ∈ Z se tiene
uniondbl : Hp(G,A)×Hq(G,B) −→ Hp+q(G,A⊗B)
que satisface:
(1) Si p = q = 0, (a¯, b¯) 7→ a¯ uniondbl b¯ = a⊗ b, a¯ ∈ H0(G,A) = AG/NA,
b¯ ∈ H0(G,B) = BG/NB.
(2) Si 0→ A→ A′ → A′′ → 0 y 0→ A⊗B → A′ ⊗B → A′′ ⊗B → 0
son exactas, entonces el siguiente diagrama conmuta:
Hp(G,A′′) ×Hq(G,B) uniondbl−−−−→ Hp+q(G,A′′ ⊗B)
δ
y y1 yδ
Hp+1(G,A)×Hq(G,B) uniondbl−−−−→ Hp+q+1(G,A⊗B)
es decir, δ(a′′ uniondbl b¯) = δ(a′′) uniondbl b¯, a′′ ∈ Hp(G,A′′), b¯ ∈ Hq(G,B) con δ
los mapeos de conexio´n.
(3) Si 0→ B → B′ → B′′ → 0 y 0→ A⊗B → A⊗B′ → A⊗B′′ → 0
son exactas, entonces el siguiente diagrama conmuta:
Hp(G,A)× Hq(G,B′′) uniondbl−−−−→ Hp+q(G,A⊗B′′)
1
y yδ y(−1)pδ
Hp(G,A)×Hq+1(G,B) uniondbl−−−−→ Hp+q+1(G,A⊗B)
es decir, (−1)pδ(a¯ uniondbl b′′) = a¯ uniondbl δ(b′′), a¯ ∈ Hp(G,A), b′′ ∈ Hq(G,B′′).
Demostracio´n. [126, Proposition 5, Ch. VIII]. uunionsq
Teorema 17.2.58.
(1) Sean G un grupo finito y A un G–mo´dulo. Si existen dos enteros
consecutivos i, i + 1 tales que Hi(H,A) = Hi+1(H,A) = 0 para todo
subgrupo H de G, entonces A es cohomolo´gicamente trivial, es decir,
Hq(H,A) = 0 para todo subgrupo H de G y todo entero q.
(2) Si G es un p–grupo finito, donde p es un nu´mero primo, y A es un
G–mo´dulo sin p–torsio´n, entonces lo siguiente es equivalente:
(a) Hi(G,A) = Hi+1(G,A) = 0 para dos enteros consecutivos
i, i+ 1.
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(b) A es cohomolo´gicamente trivial.
(c) El Fp[G]–mo´dulo A/pA es libre.
Demostracio´n. [100, Theorem 7.1, Part I], [126, Theorem 6, Ch. IX]. uunionsq
Teorema 17.2.59. Sea G un grupo finito y sea A un G–mo´dulo tal que para
todo subgrupo H < G se tiene
(1) H−1(H,A) = 0,
(2) H0(H,A) es un grupo c´ıclico de orden |H|.
Entonces, si a genera H0(H,A), el producto copa
a uniondbl : Hn(G,Z) −→ Hn(G,A)
es un isomorfismo para toda n ∈ Z.
Demostracio´n. Sea B = A ⊕ Z[G]. Puesto que Z[G] es cohomolo´gicamente
trivial, se tiene que Hn(H,B) = Hn(H,A) para todo subgrupo H < G y para
todo n ∈ Z.
Puesto que H0(G,A) = AG/NGA ∼= C|H|, seleccionamos a0 ∈ AG tal
que a = a0 + NGA es un generador de H
0(G,A). El mapeo f : Z −→ B
dado por m 7−→ (ma0,NG ·m) es inyectivo pues el segundo te´rmino satisface
NG ·m = 0 ⇐⇒ m = 0.
Sea f˜ : Hn(H,Z) −→ Hn(G,B) es homomorfismo inducido por f . Por el
Teorema 17.2.57, se tiene que el diagrama
Hn(G,Z)
auniondbl //
f¯ ))
Hn(G,A)
ı¯

Hn(G,B)
es conmutativo, donde ı : A −→ B es el encaje ı(a) = (a, 0). As´ı, es suficiente
probar que f¯ es biyectivo.
Se tiene que f : Z −→ B es inyectivo, lo cual da lugar a una sucesio´n
exacta
0 −→ Z f−−→ B −→ C −→ 0. (17.2.1)
Se tiene H−1(H,B) = H−1(H,A) = 0 y H1(H,Z) = 0 para todo subgrupo
H < G. Usando el Teorema 17.2.44 y la sucesio´n exacta (17.2.1) obtenemos
H−1(H,B) = 0 −→ H−1(H,C) −→ H0(H,Z) f¯−−→ H0(H,B)
−→ H0(H,C) −→ H1(H,Z) = 0.
Para n = 0, H0(H,Z) f¯−→ H0(H,B) esta´ dador por
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f¯ : ZH/NH Z ∼= Z/|H|Z −→ H0(H,A)
m 7−→ ma0
por lo que si n = 0, f¯ es un isomorfismo. Por tanto, H−1(H,C) = H0(H,C) =
{0} para todo subgrupo H < G. Por el Teorema 17.2.58 (1), se sigue que
C es cohomolo´gicamente trivial. Se sigue de (17.2.1) que f¯ : Hn(G,Z) −→
Hn(G,B) es biyectivo para toda n ∈ Z de donde se sigue el resultado. uunionsq
Teorema 17.2.60 (Teorema de Tate). Sea G un grupo finito y A un G–
mo´dulo tal que para todo subgrupo H < G se tiene
(1) H1(H,A) = 0 y
(2) H2(H,A) es c´ıclico de orden |H|.
Entonces si a es un generador de H2(G,A), el mapeo
a uniondbl : Hn(G,Z) −→ Hn+2(G,A)
es un isomorfismo donde Z es un G–mo´dulo con accio´n trivial, es decir, g◦m =
m para cualesquiera g ∈ G y m ∈ Z.
Demostracio´n. Consideremos IG =
{∑
σ∈G aσσ |
∑
σ∈G aσ = 0
}
el ideal
aumentacio´n de Z[G] y JG = Z[G]/Z ·NG es el mo´dulo cociente, donde
NG :=
∑
σ∈G
σ y Z ·NG =
{∑
σ∈G
xσ | x ∈ Z
}
.
Se tienen las sucesiones exactas
0 −→ IG −→ Z[G] ε−−→ Z −→ 0,
0 −→ Z µ−−→ Z[G] −→ JG −→ 0,
donde ε
(∑
σ∈G aσσ
)
=
∑
σ∈G aσ y µ(x) =
∑
σ∈G xσ. Todos estos mo´dulos
son Z–libres.
En general se tiene que si 0 −→ X −→ Y −→ Z −→ 0 es una sucesio´n
exacta de Z–mo´dulos libres y A es un Z–mo´dulo arbitrario, 0 −→ X⊗ZA −→
Y⊗Z −→ Z ⊗Z 0 tambie´n es exacta ([100, Lemma 1.8, pa´g. 10]).
En particular, las sucesiones
0 −→ IG ⊗Z A −→ Z⊗Z A −→ A ∼= Z⊗Z A −→ 0,
0 −→ A −→ Z[G]⊗Z A −→ JG ⊗Z A −→ A,
son G–exactas.
Ahora, Z[G] ⊗Z A es un G–mo´dulo inducido y por tanto cohomolo´gica-
mente trivial. De esta forma obtenemos los siguientes isomorfismos (Teorema
17.2.44):
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β : Hn−1(H,JG ⊗Z A) −→ Hn(H,A),
γ : Hn+1(H, IG ⊗Z A) −→ Hn(H,A),
para toda n ∈ Z.
Para m ∈ Z definimos
Cm = JG ⊗Z · · · ⊗Z JG︸ ︷︷ ︸
m veces
⊗ZA si m ≥ 0,
Cm = IG ⊗Z · · · ⊗Z IG︸ ︷︷ ︸
−m veces
⊗ZA si m ≤ 0.
Usando los isomorfismos β, γ, se obtienen mapeos
Hn−m(H,Cm) −→ Hn−(m−1)(H,Cm−1) −→ . . . −→ Hn(H,A)
y por tanto isomorfismos
βm o γm : Hn−m(H,Cm) −→ Hn(H,A), m ∈ Z.
Consideremos el isomorfismo γ2 : Hn(H,C2) −→ Hn+2(H,A). Puesto que
H1(H,A) = 0 y H2(H,A) ∼= C|H|, obtenemos
H−1(H,C2) ∼= H1(H,A) = 0 y H0(H,C2) ∼= H2(H,A) ∼= C|H|.
Adema´s, el generador a ∈ H2(G,A) es la imagen del generador γ2a ∈
H0(G,C2).
Por el Teorema 17.2.57 se tiene el diagrama conmutativo
Hn(G,Z)
γ2auniondbl //
Id

Hn(G,C2)
β2

Hn(G,Z)
auniondbl // Hn+2(G,A).
Puesto que γ2a uniondbl es una biyeccio´n, se sigue del Teorema 17.2.59 que
a uniondbl es un isomorfismo. uunionsq
El teorema de Tate es central en la teor´ıa de campos de clase como vemos
a continuacio´n.
Aplicamos el teorema de Tate para n = −2 y obtenemos en este caso
que H−2(G,Z) ∼= G/G′ = Gab (ver [100, Part I, Theorem 3.19, pa´gina 31]),
H0(G,A) = AG/NA y un isomorfismo
Gab
∼=−→ AG/NA.
Este isomorfismo es la formulacio´n abstracta del teorema principal en la
teor´ıa de campos de clase y se llama la Ley de Reciprocidad. El resultado se
aplica a los siguientes casos: L/K es una extensio´n finita de Galois y G =
Gal(L/K)
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(i) A = L∗ donde L/K es una extensio´n finita de campos locales.
(ii) A = JL donde JL es el grupo de ide`les de un campo global L.
(iii) A = IL donde IL es el grupo de clases de ideales o de divisores de
un campo de nu´meros o de un campo de funciones congruente.
17.2.6. Teor´ıa de Kummer
La Teor´ıa de Kummer juega un papel relevante en el Teorema de Existencia
en la teor´ıa de campos de clase global (ver Seccio´n 17.7.1 y Teorema 17.7.18).
Sea K un campo de caracter´ıstica p ≥ 0 y n ∈ N tal que p - n. Sea Wn
el grupo de las n–ra´ıces de unidad. Se supone que Wn ⊆ K. Una extensio´n
de Kummer de K de la forma K( n
√
∆) := K({ n√α | α ∈ ∆}) donde ∆ es un
subgrupo de K∗ tal que (K∗)n ⊆ ∆ ⊆ K∗.
Si L/K es una extensio´n de Kummer, L/K es una extensio´n abeliana de
exponente n, es decir, σn = IdK para toda σ ∈ Gal(L/K), aunque L/K no
es necesariamente finita.
Proposicio´n 17.2.61. Si L/K es una extensio´n abeliana no necesariamente
finita de exponente n, entonces L = K( n
√
∆) con ∆ = (L∗)n ∩K∗, es decir,
n
√
∆ = L∗ ∩ n√K∗.
Demostracio´n. Por definicio´n se tiene que K( n
√
∆) ⊆ L. Ahora bien, L es
la composicio´n de sus subextensiones c´ıclicas. Sea M/K una subextensio´n
c´ıclica de L/K, por lo tanto Gal(M/K) tiene orden un divisor de n, por lo
que M = K( n
√
a) con a ∈ (L∗)n ∩K∗ (Teorema 17.2.4), es decir, con a ∈ K
tal que n
√
a ∈ L. Se sigue que M ⊆ K( n√∆) y por tanto L ⊆ K( n√∆). uunionsq
Teorema 17.2.62 (Teor´ıa de Kummer). Las extensiones de Kummer de
exponente n esta´n en correspondencia biyectiva con los subgrupos ∆ de K∗
que contienen a (K∗)n. Si L = K( n
√
∆), entonces ∆ = (L∗)n ∩K∗ y se tiene
el isomorfismo
̂Gal(L/K) = Hom(Gal(L/K),Wn) ∼= ∆/(K∗)n.
El isomorfismo proviene de que dado a mo´d (K∗)n ∈ ∆/(K∗)n, se le asocia
el caracter χa : Gal(L/K)→Wn dado por χa(σ) = σ(
n
√
a)
n
√
a
.
Observacio´n 17.2.63. Si L/K es una extensio´n de Kummer de exponente n
infinita, entonces Gal(L/K) tiene la topolog´ıa de Krull y Hom(Gal(L/K),Wn)
es el grupo de todos los homomorfismos continuos χ : Gal(L/K) −→ Wn y
donde Wn tiene la topolog´ıa discreta.
Si Gal(L/K) es finito, Gal(L/K) tiene la topolog´ıa discreta y todo homo-
morfismo χ : Gal(L/K) −→Wn es automa´ticamente continuo.
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Demostracio´n. (Teorema 17.2.62). Sea L/K una extensio´n de Kummer de ex-
ponente n. Entonces L = K( n
√
∆) con ∆ = (L∗)n ∩K∗ (Proposicio´n 17.2.61).
Se define el homomorfismo
∆
θ−−→ Hom(Gal(L/K),Wn), a 7→ χa
definido por χa(σ) =
σ( n
√
a)
n
√
a
con σ ∈ Gal(L/K). Ahora bien se tiene
a ∈ nu´c θ ⇐⇒ χa(σ) = σ(
n
√
a)
n
√
a
= 1 para toda σ ∈ Gal(L/K)
⇐⇒ n√a ∈ K∗ ⇐⇒ a ∈ (K∗)n.
Esto es, nu´c θ = (K∗)n. El homomorfismo θ˜ inducido por θ
∆/(K∗)n θ˜−−→ Hom(Gal(L/K),Wn)
es inyectivo.
Para demostrar que θ˜ es suprayectivo, primero consideremos el caso en
que L/K es una extensio´n finita. Sea χ ∈ Hom(Gal(L/K),Wn). Entonces
χ : Gal(L/K) −→ L∗ es en particular un homomorfismo cruzado. Por el
Teorema 17.2.48 se tiene que existe y ∈ L∗ tal que χ(σ) = σyy para toda
σ ∈ Gal(L/K).
Ahora bien, σ(yn) = (σy)n = χ(σ)nyn = yn para toda σ ∈ Gal(L/K) lo
cual implica que yn ∈ K∗. Por tanto yn = x ∈ (L∗)n ∩K∗ = ∆ y
χx(σ) =
σ( n
√
x)
n
√
x
=
σ(y)
y
= χ(σ) para toda σ ∈ Gal(L/K),
de donde se sigue que χ = χx = θ˜(x).
Ahora consideremos una extensio´n infinita L/K. Sea {∆α/(K∗)n}α∈A el
conjunto de los subgrupos finitos de ∆/(K∗)n. Sea Kα := K( n
√
∆α), α ∈ A.
Se tiene
∆/(K∗)n =
⋃
α∈A
∆α/(K
∗)n y L =
⋃
α∈A
Kα.
Se sigue que {Gal(L/Kα)}α∈A forman una base de vecindades de Id ∈
Gal(L/K).
Dado χ : Gal(L/K) −→ Wn continuo, nu´cχ = χ−1({1}) es cerrado y de
ı´ndice finito en Gal(L/K) y por tanto es abierto. Se sigue que existe α ∈ A
tal que Gal(L/Kα) ⊆ nu´cχ.
Ahora bien, χ induce un homomorfismo χ¯ : Gal(Kα/K) −→ Wn de tal
forma que χ(σ) = χ¯(σ|Kα). Puesto que Gal(Kα/K) es finito, por lo anterior,
existe a ∈ Kα tal que χ¯ = χa : Gal(Kα/K) −→Wn. Por tanto
χ(σ) = χ¯(σ|Kα) =
σ( n
√
a)
n
√
a
= χa(σ),
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por lo que χ = χa y θ˜ es suprayectiva.
Sea ahora (K∗)n ⊆ ∆ ⊆ K∗ y L = K( n√∆). Entonces veamos que ∆ =
(L∗)n ∩ K∗. Sea ∆1 = (L∗)n ∩ K∗. Entonces ∆ ⊆ ∆1. Ahora bien, por lo
anteriormente probado, se tiene
∆1/K
∗ ∼= Hom(Gal(L/K),Wn).
Al subgrupo ∆/(K∗)n ⊆ ∆1/(K∗)n le corresponde el subgrupo
Hom(Gal(L/K)/H,Wn) de Hom(Gal(L/K),Wn) donde
H = {σ ∈ Gal(L/K) | χa(σ) = 1 para toda a ∈ ∆}.
Puesto que σ( n
√
a) = χa(σ) n
√
a, obtenemos que el subgrupo H fija a los
elementos de n
√
∆. Ya que L = K( n
√
∆), se tiene que H fija a L y por tanto
H = {1}. Se sigue que Hom(Gal(L/K)/H,Wn) = Hom(Gal(L/K),Wn) por
lo que ∆/(K∗)n = ∆1/(K∗)n, de donde se sigue que ∆ = ∆1.
De esta forma, el mapeo ∆ −→ L = K( n√∆) es la correspondencia dada
en el enunciado del teorema. uunionsq
La composicio´n de dos extensiones de Kummer de exponente n es nue-
vamente una extensio´n de Kummer de exponente n y por lo tanto todas las
extensiones de Kummer de exponente n esta´n contenidos en la extensio´n de
Kummer de exponente n ma´xima: K˜ = K( n
√
K∗) y se tiene
Hom(Gal(K˜/K),Wn) ∼= K
∗
(K∗)n
.
17.3. Historia de la teor´ıa de campos de clase
En este cap´ıtulo pretendemos dar un panorama ma´s o menos general de
lo que trata la teor´ıa de campos de clase.
Lo tratado en este pequen˜o cap´ıtulo es un extracto de [26].
17.3.1. ¿Que es la teor´ıa de campos de clase?
La teor´ıa de campos de clase es la descripcio´n de las extensiones abelianas
de campos globales (extensiones finitas de Q y campos de funciones con campo
de constantes un campo finito Fq) y de campos locales (extensiones finitas del
campo de los racionales nu´meros p–a´dicos Qp y las series de Laurent F((x))
donde F es un campo finito). La razo´n de llamar a uno de estos campos un
campo de clase se refiere a que estos campos esta´n relacionados a grupos de
clases de ideales. Uno de los teoremas principales es que los campos de clase
son los mismos que las extensiones abelianas.
Para una extensio´n de campos L/K ponemos
620 17 Teor´ıa de campos de clase
Spl(L/K) = {p lugar de K | p se descompone totalmente en L}.
Podemos pensar que la teor´ıa de campos de clase se origina con el traba-
jo de Kronecker y ma´s espec´ıficamente con el Teorema de Kronecker–Weber
(1853): toda extensio´n abeliana finita de Q esta´ contenida en algu´n campo
cicloto´mico. La primera demostracio´n y completa y correcta del Teorema de
Kronecker–Weber la dio Hilbert en 1896 (sin e´l saber que las anteriores ten´ıan
alguna laguna).
Se tiene que si L/K es una extensio´n de Galois de campos nume´ricos,
Spl(L/K) tiene densidad 1/[L : K] (Kronecker). Como consecuencia se tiene
(Bauer): sean L1, L2 dos extensiones de Galois de K entonces L1 ⊆ L2 ⇐⇒
Spl(L2/K) ⊆ Spl(L1/K) (salvo un nu´mero finito de primos) y en particular
L1 = L2 ⇐⇒ Spl(L1/K) = Spl(L2/K) con la igualdad salvo un nu´mero
finito de primos.
El te´rmino campo de clase fue introducido en 1891 por Weber. En 1897
Weber extendio´ el concepto de grupo de clases de ideales: para un campo
nume´rico K y un ideal no cero m de OK , sea DmK el grupo de ideales frac-
cionarios en K primos relativos a m y sea P+K,m el grupo de ideales fraccio-
narios
(
α/β
)
con α, β ∈ OK tales que (α) y (β) son primos relativos a m,
α ≡ β mo´d m, en el sentido de que α/β − 1 ∈ m y α/β es totalmente posi-
tivo, es decir, si ϕ : K → R es un encaje real de K, ϕ(α/β) ∈ R+, es decir,
ϕ
(
α/β
)
> 0.
Se tiene que [DmK : P
+
K,m] <∞ y todo grupo intermedio P+K,m ⊆ H ⊆ DmK
se llama un grupo de ideales con mo´dulus m y el cociente DmK/H se llama
grupo de ideales generalizado.
Si m = (1) y PK es el grupo de los ideales principales, se tiene P
+
K,(1) ⊆
PK ⊆ D(1)K y IK := D(1)K /PK es el grupo de clases de ideales usuales.
Teorema 17.3.1 (Weber). Para cualquier ideal no cero de m de OK y para
un grupo de ideales H con mo´dulus m, supongamos que hay una extensio´n
de Galois L/K tal que Spl(L/K) ⊆ H con un nu´mero finito de excepciones.
Entonces [DmK : H] ≤ [L : K].
Si Spl(L/K) = H con un nu´mero finito de excepciones, entonces [DmK :
H] = [L : K] y hay una infinidad de primos en cada clase de DmK/H. uunionsq
Definicio´n 17.3.2 (Weber). Para un ideal no cero m de OK y para un
grupo de ideales H con mo´dulus m, el campo de clase sobre K para H es una
extensio´n de Galois L/K tal que para los primos p - m en K, p se descompone
totalmente en L ⇐⇒ p ∈ H (si tal L existe, entonces L es u´nico).
David Hilbert propuso una ley cuadra´tica de reciprocidad: piv(a, b)v = 1
para cualesquiera a, b ∈ K∗ y v recorre los lugares de K. La prueba de Hilbert
de esta fo´rmula no funciona para extensiones no ramificadas. La prueba de
Hilbert del Teorema de Kronecker–Weber funciono´ en parte debido a que Q
no tiene extensiones propias no ramificadas. Debido a lo anterior, Hilbert se
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intereso´ en las extensiones abelianas no ramificadas como un obsta´culo en las
demostraciones.
Conjetura 17.3.3 (Hilbert 1898). Para cualquier campo nume´rico K hay
una u´nica extensio´n KH/K tal que:
(i) KH/K es Galois y Gal(KH/K) ∼= IK .
(ii) KH/K es no ramificada y toda extensio´n abeliana con esta pro-
piedad esta´ contenida en KH .
(iii) Para cualquier primo p de K, el grado fp de los campos residuales
es el orden de p en IK .
(iv) Todo ideal K se hace principal en KH .
As´ı KH es un campo de clase en el sentido de Weber: el campo de clase
para el grupo de los ideales principales fraccionarios de K.
Takagi empezo´, aproximadamente en 1914, con una nueva definicio´n de
campos de clase, usando normas de ideales (NL/K P = p
f(P|p), p = P ∩ K,
f(P|p) el grado de inercia) en lugar de leyes de descomposicio´n y tambie´n
incorporo´ los primos infinitos dentro de la definicio´n de los mo´dulus .
La liga entre los puntos de vista de Weber y de Takagi es que cuando L/K
es Galois y p es no ramificada en L, p se descompone totalmente en L ⇐⇒ p
es la norma de algu´n ideal de L.
As´ı, de ahora en adelante, un mo´dulus es m = mfm∞, mf la parte finita
de m (es el de antes) y m∞ es un producto formal de encajes reales de K. Un
ideal fraccionario se dice primo relativo a m si lo es a mf . Sea D
m
K el grupo
de los ideales fraccionarios primos relativos a m y sea P+K,m el grupo de los
ideales fraccionarios principales
(
α/β
)
con α, β ∈ OK \ {0} tales que:
(i) (α) y (β) son primos relativos a m,
(ii) α ≡ β mo´d mf , en el sentido α/β − 1 ∈ m,
(iii) v
(
α/β
)
> 0 para toda v|m∞.
Un subgrupo intermedio P+K,m ⊆ H ⊆ DmK se llama un grupo de ideales
con mo´dulus m. Para una extensio´n finita L/K, sea Nm(L/K) = {a en K |
a = NL/K(c) para c en L y a y c primos relativos a m}. Sea Hm(L/K) =
P+K,m Nm(L/K) el cual se llama subgrupo de normas.
Resulta ser que todo subgrupo de DmK/P
+
K,m es el grupo de normas de
alguna extensio´n abeliana finita de K. Se tiene que P+K,m(Weber) = P
+
K,m∞
donde ∞ denota el producto de todos los lugares reales de K.
Se tiene que los primos que no dividen a m y se descomponen totalmente
en L, esta´n en Nm(L/K) ⊆ Hm(L/K), es decir, Spl(L/K) ⊆ Hm(L/K) con
excepcio´n de los primos que dividen a m.
As´ı, como antes, [DmK : H
m(L/K)] ≤ [L : K] (primera desigualdad).
Definicio´n 17.3.4 (Takagi). Una extensio´n de Galois de campos nume´ricos
L/K se llama campo de clase si [DmK : H
m(L/K)] = [L : K] para algu´n
mo´dulus m (un tal mo´dulus m se llama un mo´dulus admisible o mo´dulus de
definicio´n para L/K).
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Teorema 17.3.5 (Takagi 1920). Sea K un campo nume´rico.
(i) Existencia:
Para cada grupo de ideales H hay un campo de clase
sobre K.
(ii) Isomorfismo:
Si H es un grupo de ideales con mo´dulus m y tie-
ne campo de clase L/K, entonces Gal(L/K) ∼=
DmK/H. En particular L/K es abeliana.
(iii) Completitud:
Toda extensio´n abeliana finita de K es un campo
de clase. En particular, campo de clase de K y
extensio´n abeliana finita de K, es lo mismo.
(iv) Comparacio´n:
Si H1 y H2 son grupos de ideales con mo´dulus
comu´n m y ellos tiene campos de clase L1 y L2,
entonces, L1 ⊆ L2 ⇐⇒ H2 ⊆ H1.
(v) Conductor:
Para toda extensio´n abeliana L/K, los lugares de K
que aparecen en el soporte del conductor fL/K son los
primos ramificados en L/K.
(vi) Descomposicio´n:
Si H es un grupo de ideales con mo´dulus m y
campo de clase L/K, entonces cualquier pri-
mo p - m es no ramificado en L y el grado de
inercia fp es igual al orden de p en D
m
K/H. uunionsq
En su demostracio´n, Takagi probo´ la segunda desigualdad para una ex-
tensio´n abeliana: [DmK : H
m(L/K)] ≥ [L : K] para alguna m. La primera
desigualdad vale para toda extensio´n de Galois y la segunda desigualdad es
va´lida u´nicamente para extensiones abelianas, es decir, si L/K es una exten-
sio´n de Galois no abeliana, entonces
[DmK : H
m(L/K)] < [L : K] para todo mo´dulus m.
¿Como funciona la teor´ıa de campos de clase? Si queremos una corres-
pondencia tipo Galois, se tiene que si tomamos todos los campos de clase de
golpe, tenemos el siguiente problema de comparacio´n: los moduli admisibles
para dos campos de clase pueden no ser el mismo por lo que tenemos que
pasar a un mo´dulus comu´n para poder compararlos.
Para poder tener una biyeccio´n tipo Galois necesitamos identificar todos
los grupos de ideales que tienen el mismo campo de clase. ¿Como hacerlo?
Si H y H ′ son grupos de ideales para K definidos moduli m y m′, es decir,
P+K,m ⊆ H ⊆ DmK y P+K,m′ ⊆ H ′ ⊆ Dm
′
K , llamamos a H y H
′ equivalentes si
existe un mo´dulus m′′ divisible tanto por m como por m′ tal que los homomor-
fismos naturales Dm
′′
K 7→ DmK/H y Dm
′′
K 7→ Dm
′
K /H
′ tienen el mismo nu´cleo,
es decir H ∩Dm′′K = H ′ ∩Dm
′′
K .
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Los grupos de ideales equivalentes, tienen el mismo campo de clase y enton-
ces la correspondencia entre campos de clase sobre K y los grupos de ideales
en K, hasta equivalencia, es biyectiva. Esto hace las cosas complicadas.
Cuando pasamos al lenguaje de ide`les, todos los grupos de ideales equi-
valentes se fusionan en un u´nico subgrupo de ide`les, haciendo la teor´ıa de
campos de clase un poco ma´s simple, o mejor dicho, menos complicada.
Ahora bien, el teorema de descomposicio´n de Takagi muestra que para un
primo p - m, p se descompone totalmente ⇐⇒ p ∈ H as´ı que las nociones de
campos de clase de Weber y de Takagi coinciden.
Por otro lado, las condiciones sobre los primos para que se descompongan
totalmente se da por condiciones de congruencia. Por ejemplo, los primos
que se descomponen totalmente en Q(i)/Q son los primos p ≡ 1 mo´d 4, y
2 es el u´nico primo ramificado. Los primos que se descomponen totalmente
en Q(
√
6)/Q son los primos p tales que p ≡ 1, 5, 19, 23 mo´d 24. Finalmente,
los primos que se descomponen totalmente en Q(ζn)/Q, donde Q(ζn) es el
n–e´simo campo cicloto´mico, son los primos p tales que p ≡ 1 mo´d n.
En general los primos de que no dividen a m y que esta´n en Spl(L/K) son
aquellos en el subgrupo Hm/P
+
K,m de D
m
K/P
+
K,m y que pertenecen a un sub-
grupo que puede ser pensado como condiciones generalizadas de congruencias
(por esto, los grupos Hm se llaman grupos de congruencia).
Ahora bien, puesto que los campos de clase y extensiones abelianas son lo
mismo, la descomposicio´n total en una extensio´n abeliana esta´ descrita por
congruencias. Resulta ser que el rec´ıproco tambie´n se cumple.
Teorema 17.3.6. Sea L/K una extensio´n finita de campos nume´ricos y su-
pongamos que existe un mo´dulus m y un conjunto finito S de primos que
contienen a todos los que dividen a m, de tal forma que la condicio´n de que
un primo p /∈ S es o no totalmente descompuesto en L esta´ determinado por
la clase de p en DmK/P
+
K,m. Entonces L/K es una extensio´n abeliana. uunionsq
Corolario 17.3.7. Para un campo nume´rico L/Q y m ∈ N las siguientes
condiciones son equivalentes:
(i) Para cualquier primo positivo p - m, la descomposicio´n de p esta´
determinada por una condicio´n de congruencia en p mo´d m.
(ii) L ⊆ Q(ζm). uunionsq
Takagi probo´ que hay un isomorfismo DmK/Hm
∼= Gal(L/K) para todos los
moduli m que son K–admisibles. Sin embargo no dio ningu´n isomorfismo; el
isomorfismo fue obtenido de manera indirecta. Hoy sabemos que sus argumen-
tos pertenecen a la cohomolog´ıa de grupos. Artin describio´ este isomorfismo
por medio de la Ley de Reciprocidad.
Definicio´n 17.3.8. Para una extensio´n abeliana L/K y un K–mo´dulus di-
visible por todos los primos que se ramifican en L, el mapeo de Artin
ψL/K,m : D
m
K → Gal(L/K) esta´ dado por ψL/K,m(p) = (p, L/K) =
(
L/K
p
)
.
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Teorema 17.3.9 (Ley de Reciprocidad de Artin, Artin 1927).
El mapeo de Artin ψL/K,m es suprayectivo y su nu´cleo contiene a Nm(L/K).
Cuando m es admisible, el nu´cleo de ψL/K,m es P
+
K,m Nm(L/K) = Hm(L/K),
esto es, DmK/Hm(L/K)
∼= Gal(L/K) mediante el mapeo de Artin. uunionsq
La parte ma´s dif´ıcil en la ley de reciprocidad es probar que el nu´cleo de
ψL/K,m, con m admisible, contiene a P
+
K,m. Es decir, probar que si (α) ∈ P+K,m,
entonces ψL/K,m((α)) = 1.
Campos de clase v´ıa ide`les (C. Chevalley)
La teor´ıa de campos de clase locales (o teor´ıa local de campos de clase) fue
establecida por sus propios me´ritos y no como reduccio´n de la teor´ıa global
principalmente por H. Hasse.
Teorema 17.3.10 (H. Hasse, F.K. Schmidt, 1930). Para una extensio´n
abeliana de campos locales E/F (de caracter´ıstica 0), el mapeo local de Artin
o s´ımbolo residual de la norma , ψE/F : F
∗  Gal(E/F ) es un epimorfismo
con nu´cleo NE/F E
∗ por lo que F ∗/NE/F E∗ ∼= Gal(E/F ). uunionsq
De esta forma, asociando a E el grupo NE/F (E
∗) obtenemos una corres-
pondencia biyectiva que voltea el orden entre las extensiones abelianas finitas
de F y los subgrupos abiertos de ı´ndice finito en F ∗.
La imagen de las unidades de F , UF := O∗F bajo el mapeo local de Artin
es el grupo de inercia I(E/F ), es decir, ϕ(UK) = I(E/F ), as´ı que
e(E|F ) = [UF NE/F (E∗) : NE/F (E∗)] = [UF : NE/F UE ].
En consecuencia,
f(E|F ) = [E : F ]
e(E|F ) = [F
∗ : UF NE/F (E∗)]
es el orden de pi en F ∗/UF NE/F (E∗) para cualquier elemento primo pi de F .
Cuando la extensio´n E/F es no abeliana, se tiene
[F ∗ : NE/F (E∗)] < [E : F ].
Una vez que la teor´ıa local de campos de clase fue establecida, el siguiente
paso fue obtener los teoremas de la teor´ıa global de campos de clase por
medio de aque´llos de la teor´ıa local. El concepto que permite hacer esto son
los ide`les, los cuales tambie´n permiten teor´ıa de campos de clase globales para
extensiones abelianas infinitas.
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Definicio´n 17.3.11 (Chevalley, 1936). El grupo de ide`les JK de un campo
nume´rico K es el conjunto de sucesiones x = (xv)v indexadas por el conjunto
de lugares v de K, tales que xv ∈ K∗v para toda v y adema´s xv ∈ O∗v = UKv =
Uv para casi todos los lugares v (es decir, para todos, salvo un nu´mero finito)
y donde Ov denota al anillo de enteros de Kv, el campo completado de K en
v, y UKv = O∗v es el grupo de unidades de Ov.
Un elemento de JK se llama ide`le. Este fue el nombre sugerido por Hasse
a Chevalley, el cual los hab´ıa llamado originalmente como elemento ideal. JK
es un grupo bajo la multiplicacio´n entrada por entrada. Se tiene el encaje
diagonal K∗ ↪→ JK y la imagen se llama el grupo de los ide`les principales.
Similarmente se tiene el encaje d ev : K∗v ↪→ JK tal que xv ∈ K∗v se mapea a
xv en la entrada v y con 1 en las dema´s componentes.
Para x ∈ JK se tiene el ideal fraccionario (recordemos que estamos en
campos nume´ricos),
ı(x) = ax =
∏
v-∞
pv(xv)v
lo cual permite pasar de ide`les a ideales.
Usando este paso de ide`les a ideales se tiene que cualquier grupo de clase
generalizado de K se puede realizar como un grupo cociente de JK como
sigue: sea m un K–mo´dulus. Sean x ∈ JK , α0 ∈ K∗ tal que para todo p en el
soporte de m, se cumple vp(xp/α0 − 1) ≥ vp(m) cuando p|mf (la parte finita
de m) y xp/vp(α0) > 0 cuando p|m∞ (la parte infinita de m). Lo anterior se
puede lograr gracias al Teorema de Aproximacio´n de Artin, Teorema 17.2.1.
El ide`le xα0 =
(
. . . ,
xq
α0
, . . .
)
q
tiene ideal correspondiente ı
(
x
α0
) ∈ DmK y
adema´s ı
(
x
α0
) ∈ DmK/P+K,m esta´ bien definido. El nu´cleo del mapeo JK →
DmK/P
+
D,m contiene a los ideales principales, por lo que D
m
K/P
+
K,m
∼= JK/K∗Sm
para algu´n Sm ⊆ JK .
Resulta que dos grupos de ideales H y H ′ son equivalentes (es decir H ∩
Dm
′′
K = H
′ ∩Dm′′K para algu´n mu´ltiplo m′′ de m y m′) corresponden al mismo
grupo de ide`les.
El mapeo de Artin es el siguiente:
ψL/K : JK −→ DmK/P+K,m
ψL/K,m−−−−−→ Gal(L/K),
y se tiene que ψL/K es suprayectiva e independiente de la eleccio´n del mo´dulus
admisible m. Adema´s ψL/K(K
∗) = 1.
Si L/K es una extensio´n de Galois, se define la norma de JL a JK como
NL/K : JK → JK definida por NL/K(y) = x donde xp =
∏
P|p NLP/Kp(yP).
Entonces nu´cψL/K = K
∗NL/K(JL) en el caso de que L/K sea una exten-
sio´n abeliana.
Para que la correspondencia entre extensiones abelianas de K y subgrupos
de ide`les sea biyectiva, se necesita hacer de JK un espacio topolo´gico. La
topolog´ıa dada es la topolog´ıa del producto restringido: una base de vecindades
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abiertas de 1 ∈ JK esta´ formado por los conjuntos
∏
p Vp donde Vp es una
vecindad abierta de 1 ∈ K∗p para toda p y Vp = Up = O∗p para casi todo
p. Entonces JK es un grupo topolo´gico localmente compacto (la topolog´ıa
producto no es localmente compacta).
Teorema 17.3.12. Para una extensio´n abeliana finita de campos nume´ricos
L/K, el mapeo de Artin ψL/K es un epimorfismo de JK sobre Gal(L/K) con
nu´cleo K∗NL/K(JL) por lo que JK/K∗NL/K(JL) ∼= Gal(L/K). La corres-
pondencia que asocia a cada extensio´n abeliana finita L de K con el subgrupo
K∗NL/K(JL) es biyectiva entre las extensiones abelianas finitas de K y los
subgrupos abiertos de ı´ndice finito de JK y que contienen a K
∗. La correspon-
dencia voltea contenciones. uunionsq
Para un lugar p de K, la composicio´n
L∗P
NLP/Kp−−−−−−→ K∗p
d ep−−−→ JK
ψL/K−−−→ Gal(L/K)
tiene como imagen el grupo de descomposicio´n D(P|p) y la imagen de O∗P =
UP es el grupo de inercia I(P|p). Adema´s Gal(Kab/K) es el ma´ximo grupo
cociente de JK/K
∗ totalmente disconexo.
Ma´s au´n, para x ∈ JK , ψL/K(x) =
∏
p(xp, LP/Kp) donde (xp, LP/Kp) es
mapeo local de Artin, (xp, LP/Kp) ∈ Gal(LP/Kp) ∼= D(P|p) y para cada p
seleccionamos un u´nico P|p, cualquiera pero u´nicamente uno y en general se
denota Lp en lugar de LP.
Campos de funciones
Hasse probo´ que los teoremas de teor´ıa local de campos de clase son los
mismos en caracter´ıstica 0 que en caracter´ıstica p > 0, excepto que necesita-
mos ser expl´ıcitos acerca de usar subgrupos abiertos de ı´ndice finito.
En 1935 Witt probo´ el Teorema de Existencia para extensiones abelia-
nas con grado divisible por p lo cual completo´ el trabajo de Schmidt para
extensiones abelianas de grado no divisible por p.
El punto de vista de Chevalley por medio de ide`les funciona en ambos
casos, campos nume´ricos y campos de funciones, sin embargo tenemos una
diferencia entre los dos casos para extensiones abelianas infinitas. Para un
campo de funcionesK, como en el caso nume´rico, el mapeo de Artin JK/K
∗ →
Gal(Kab/K) tiene imagen densa, pero ahora el mapeo es inyectivo en lugar
de suprayectivo (la demostracio´n de la suprayectividad en el caso de campos
de nu´meros falla en el caso de campos de funciones pues no existen lugares
arquimedianos en estos u´ltimos).
La imagen del mapeo de Artin en el caso de campos de funciones esta´
caracterizado como el conjunto de elementos de Gal(Kab/K) los cuales, en la
cerradura algebraica del campo de constantes de K, son potencias enteras del
automorfismo de Frobenius.
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Ma´s precisamente, se tiene Fq = Fabq y el siguiente diagrama
Kab
G
H
K
G
KFq
Fq
G Fq
Sean G = Gal(Kab/K), H = Gal(Kab/KFq) y G = Gal(KFq/K) ∼=
Gal(Fq/Fq) ∼= Zˆ la completacio´n de Z. Entonces G ∼= G/H.
El mapeo ψ : JK/K
∗ −→ G = Gal(Kab/K) satisface que imψ = {σ ∈ G |
σ|KFq ∈ Z} donde σ|KFq ∈ Z significa que si τ es el Frobenius de K, esto es,
τx = xq, entonces σ|KFq = τm para alguna m ∈ Z.
Para finalizar, la teor´ıa de campos de clase no provee campos de clase de
manera expl´ıcita. En el caso de campos de nu´meros, u´nicamente tenemos los
campos de clase expl´ıcitos para Q (Teorema de Kronecker–Weber, campos
cicloto´micos) y para los campos cuadra´ticos imaginarios. De hecho, en 1880
Kronecker en una carta a Dedekind describio´ su “suen˜o de juventud” (“Ju-
gendtraum” en alema´n), como poder describir las extensiones abelianas de
un campo nume´rico por medio de extensiones generadas por ra´ıces de algu-
nas funciones transcendentes. El suen˜o de Kronecker no se ha materializado
todav´ıa.
Para campos de funciones, D. Hayes en 1974, basado en el trabajo de su
asesor, L. Carlitz, construyo´ una teor´ıa de campos de clase expl´ıcita sobre el
campo de funciones racionales Fq(T ). Ver Cap´ıtulo 9.
Drinfeld en el mismo an˜o (1974), usando “mo´dulos el´ıpticos”, ahora cono-
cidos como “mo´dulos de Drinfeld”, hizo expl´ıcita la obtencio´n de los campos
de clase sobre cualquier campo de funciones congruente.
Lo que hace diferente lo expl´ıcito entre los campos nume´ricos y los campos
de funciones es que, en caracter´ıstica p > 0, hay muchas funciones aditivas
(ver el Cap´ıtulo 15 sobre los mo´dulos de Drinfeld).
17.4. Teor´ıa de campos de clase
17.4.1. Antecedentes
Lo tratado en esta seccio´n esta´ fundamentalmente basado en el libro de
Kato, Kurokawa y Saite [75].
Teorema 17.4.1. Sean n ∈ N y L ⊆ Q(ζn) que corresponde al subgrupo
H ⊆ Un =
(
Z/nZ
)∗ ∼= Gal(Q(ζn)Q) con L = Q(ζn)H . Si p es un nu´mero
primo con p - n, entonces:
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(1) p es no ramificado.
(2) p es totalmente descompuesto en L ⇐⇒ p mo´d n ∈ H.
(3) Ma´s precisamente, si f es mı´nimo natural tal que pf mo´d n ∈ H,
entonces pOL = p1 · · · pr con r = [L : Q]/f y cada pi es de grado f .
Demostracio´n. (1). Ver Corolario 3.2.28. (2). Es consecuencia de (3).
Basta demostrar (3) (ver Teorema 5.2.12). Se tiene [L : Q] = epfpgp =
fpgp. Veamos que f = fp. Sea ϕp el automorfismo de Frobenius de p
en Q(ζn)/Q, ϕp(ζn) = ζpn (ver despue´s de la Proposicio´n 5.2.1). Si ϕ es
el correspondiente al automorfismo de Frobenius de p en L/Q, entonces
ϕ = ϕp mo´d H, es decir ϕ = ϕp|L.
Q(ζn)
H
L
Q
Entonces fp = o(ϕ) y ϕ
s = Id ⇐⇒ ϕsp|L = IdL ⇐⇒ ϕsp ∈ H ∼=
Gal(Q(ζn)/L). Por tanto fp = o(ϕ) = mı´n{s | ϕsp ∈ H} = mı´n{s | ϕsp(ζn 7→
ζp
s
n ) ∈ H} = mı´n{s | ps mo´d n ∈ H} = f . uunionsq
Corolario 17.4.2. El primo p es totalmente descompuesto en Q(ζn)+ =
Q(ζn + ζ−1n ) ⇐⇒ p ≡ ±1 mo´d n.
Similarmente, p es totalmente descompuesto en Q(ζn) ⇐⇒ p ≡ 1 mo´d n.
Demostracio´n. En el primer caso tenemos H = {1, J} = {1,−1}, donde J
denota la conjugacio´n compleja. Por tanto p es totalmente descompuesto en
Q(ζn)+ ⇐⇒ p mo´d n ∈ H ⇐⇒ p ≡ ±1 mo´d n. El segundo caso es similar.
uunionsq
Teorema 17.4.3. Sea L un campo de nu´meros.
(1) Teorema de Kronecker–Weber. Las siguientes condiciones son equi-
valentes:
(a) L/Q es una extensio´n abeliana finita.
(b) Existe n ∈ N tal que L ⊆ Q(ζn).
(2) Sea n ∈ N. Las siguientes condiciones son equivalentes:
(a) L ⊆ Q(ζn).
(b) El hecho de que un nu´mero primo sea totalmente descompuesto
o no en L puede ser determinado por la congruencia p mo´d n.
(3) Sean L/Q una extensio´n abeliana y n ∈ N mı´nimo tal que L ⊆
Q(ζn). Entonces p es ramificado en L ⇐⇒ p|n.
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Demostracio´n. Para (1) ver Teorema 4.2.7 y para (3) ver Corolario 3.2.28 y
Teorema 6.3.3.
(2) (a) ⇒ (b). Es el Teorema 17.4.1.
(2) (a) ⇐) (b). Es ma´s dif´ıcil y no lo haremos (ver [75, Section 8.1(g)]). uunionsq
Una parte de la teor´ıa de campos de campos de clase es la generalizacio´n
de los resultados anteriores a campos nume´ricos arbitrarios.
Definicio´n 17.4.4. Un elemento α 6= 0 en K se dice totalmente positivo si
para cada lugar real (o encaje real), ϕ : K → R, se tiene ϕ(α) > 0 ( ⇐⇒
ϕ(α) ∈ (R∗)2).
Observacio´n 17.4.5. El elemento 1 +
√
2 es positivo pero no totalmente po-
sitivo pues ϕ : Q(
√
2)→ R, √2 7→ −√2, satisface que ϕ(1+√2) = 1−√2 < 0.
Ahora, en teor´ıa de campos de clase, se tiene que dado un campo nume´rico
K y m un ideal no cero OK , entonces, pensando en m como un mo´dulus y
considerando lo mencionado en el Seccio´n 17.3, se tiene
Teorema 17.4.6.
(1) Existe una u´nica extensio´n Km de K que tiene la siguiente propie-
dad: si p es un ideal primo no cero de OK que no divide a m entonces
p es no ramificado y se tiene
p es totalmente descompuesto en Km ⇐⇒
existe un elemento totalmente positivo α ∈ OK tal que
p = (α), α ≡ 1 mo´d m.
(ver la Observacio´n 17.7.3).
(2) Km/K es una extensio´n abeliana finita de K y toda extensio´n abe-
liana finita de K esta´ contenida en algu´n Km.
(3) Si n ⊆ m entonces Km ⊆ Kn.
(4) Si L/K es una extensio´n abeliana finita entonces existe un ideal no
cero f de OK ma´ximo tal que L ⊆ Km. Adema´s para todo ideal primo
p no cero de OK , p es ramificado en L ⇐⇒ p|f.
El ideal f dado en (4) es el conductor (ver Definicio´n 17.7.5).
Los campos Km son los campos de clase de rayos (ver Definicio´n 17.7.2).
uunionsq
Ejemplos 17.4.7. (1) Sea K = Q, m = (n). Para cada primo p de Z,
se tiene que p es totalmente positivo pero −p no lo es. Sea p generado
por ±p. As´ı que decir “existe un entero totalmente positivo α tal
que p = (α) con α ≡ 1 mo´d n” no es equivalente a u´nicamente decir
“p = (p) con un nu´mero primo positivo tal que p ≡ 1 mo´d n”. Esto es,
Q(ζn) tiene la propiedad Km, ma´s precisamente, Q(ζn) = Q(n). Por
la unicidad podemos concluir que Q(ζn) = Q(n). Se tiene f = m = (n).
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(2) Para K = Q(ζ3), f = (6), Kf = Q(ζ3, 3
√
2) = K( 3
√
2) (ver [75, table
5.7, pa´gina 10]).
(3) K = Q(
√−5), K(OK) = Q(
√−5,√−1) = K(√−1) (campo de
clase de Hilbert que veremos ma´s adelante).
(4) K = Q(
√−6), K(OK) = Q(
√−6, ζ3) = K(ζ3) = K(
√−3) (campo
de clase de Hilbert).
Es fa´cil ver que Q(
√−5,√−1)/Q(√−5) y que Q(√−6, ζ3)/Q(
√−6) son
extensiones no ramificadas. Ver la Subseccio´n 6.4.1.
17.4.2. Teor´ıa local de campos de clase o teor´ıa de clase de
campos locales
El teorema principal de la teor´ıa de campos de campos locales, es el si-
guiente resultado. Antes de enunciarlo recordamos un resultado de campos
locales que es importante tener en cuenta para el enunciado del resultado
principal
Observacio´n 17.4.8. Dado un campo local K, se tiene que para cada n ∈ N
existe una u´nica extensio´n L/K no ramificada de grado n y Gal(L/K) ∼=
Gal(L˜/K˜) donde L˜ y K˜ son los respectivos campos residuales (ver [69, Propo-
sition 2.11, pa´gina 27]). En particular, cualquier extensio´n finita no ramificada
de campos locales, es c´ıclica y en especial abeliana.
Teorema 17.4.9 (TCCL). Sea K un campo local o K ∈ {R,C}. Sea Kab
la ma´xima extensio´n abeliana de K. Entonces
(1) Existe un u´nico homomorfismo continuo
ρK : K
∗ → Gal(Kab/K)
tal que
(i) Si L/K es una extensio´n abeliana finita, ρK induce un iso-
morfismo
K∗/NL/K L∗
∼=−−−→
ψL/K
Gal(L/K),
es decir, ρ˜K = ψL/K . Se denota ψL/K(a) = (a, L/K).
(ii) (Relacio´n con los campos finitos). Si el campo residual de K
es Fq, se tiene el siguiente diagrama conmutativo
K∗
ρK−−−−→ Gal(Kab/K)
valuacio´n
yvK=vp yµ
Z −−−−→
ρFq
Gal(Fabq /Fq)
donde ρFq es el mapeo n→ τn donde τ es el automorfismo de
Frobenius y µ es la composicio´n
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Gal(Kab/K)
rest−−→ Gal(Knr/K) ∼= Gal(Fabq /Fq)
σ 7−→ σ|Knr
donde Knr es la ma´xima extensio´n no ramificada de K (la
cual necesariamente tiene que ser abeliana por la Observacio´n
17.4.8).
(2) Teorema de Existencia La correspondencia U 7−→ ρ−1K (U) es una
biyeccio´n entre el conjunto de subgrupos abiertos de Gal(Kab/K) y el
conjunto de subgrupos abiertos de ı´ndice finito de K∗.
En particular, si H ⊆ K∗ es un subgrupo abierto de ı´ndice finito, existe
una u´nica extensio´n abeliana finita L/K tal que H = NL/K K
∗. uunionsq
As´ı, tenemos las siguiente correspondencias biyectivas:
{extensiones abelianas finitas de K} ←→
{subgrupos abiertos de Gal(Kab/K)} ←→
{subgrupos abiertos de ı´ndice finito en K∗}.
Las correspondencias esta´n dadas por
L←→
(
nu´c : Gal(Kab/K)
rest−−→ Gal(L/K)
) ∼= Gal(Kab/L)←→
←→ nu´c
(
K∗ −→ Gal(L/K)
)
= NL/K L
∗
donde la u´ltima igualdad proviene del isomorfismo
K∗/NL/K L∗
∼=−→ Gal(L/K).
Observacio´n 17.4.10. Si N es un subgrupo abierto de Gal(Kab/K), enton-
ces Gal(Kab/K) = G =
⋃
x∈GNx. Como {Nx}x∈G es una cubierta abierta
de G y G es compacto, existe una subcubierta finita y G =
⋃m
i=1Nxi por lo
que [G : N ] <∞, es decir, todo subgrupo abierto de G es de ı´ndice finito.
Tambie´n tenemos que N es cerrado pues si G = N
⋃(⋃n
j=1Nyj
)
unio´n
disjunta, entonces N = G \ (⋃nj=1Nyj) el cual es cerrado.
Un subgrupo cerrado de ı´ndice finito es abierto, lo cual se demuestra de la
misma forma. Sin embargo existen subgrupos cerrados que no son de ı´ndice
finito y por tanto no son abiertos. Por ejemplo, existe una extensio´n L de
Q(ζ3) tal que Gal(L/Q(ζ3)) ∼= Z3×Z3 = 〈σ, θ〉 y 〈σ〉 ∼= Z3 es cerrado pero no
abierto en G y se tiene [G : 〈σ〉] =∞.
Corolario 17.4.11. Sea K un campo local. Entonces hay una corresponden-
cia biyectiva
{extensiones abelianas finitas de K} ←→
{subgrupos abiertos de ı´ndice finito de K∗}
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la cual esta´ dada de la siguiente forma: a la extensio´n abeliana finita L/K le
corresponde el subgrupo NL/K L
∗ de K∗ (L←→ NL/K L∗).
Ma´s au´n esta correspondencia satisface que si a L le corresponde H (L←→
H), entonces [L : K] = [K∗ : H] y adema´s si a L′ le corresponde H ′ (L′ ←→
H ′), se tiene que L ⊇ L′ ⇐⇒ H ⊆ H ′. uunionsq
Teorema 17.4.12. Sea K un campo local. Entonces las unidades UK de K
∗
es a la vez un subgrupo abierto y cerrado de K∗, donde la topolog´ıa de K∗ es
la topolog´ıa del valor absoluto obtenido a partir de la valuacio´n. Similarmente,
para toda n > 0, se tiene que U
(n)
K es abierto y cerrado.
Demostracio´n. Ver la Subsection 17.2.2. Sea x ∈ UK y sea x + p = {u |
vp(x− u) > 0} = {x | |x− u|p < 1}. Entonces x + p es una vecindad abierta
de x en K∗ y si x ∈ x+ p, entonces vK(u) = 0 lo que implica que x+ p ⊆ UK .
Se sigue que UK es un conjunto abierto.
Ahora bien puesto que K∗ = UK
⋃(⋃
α αUK
)
unio´n disjunta, se tiene
UK = K
∗ \
(⋃
α αUK
)
por lo que UK es un conjunto cerrado. uunionsq
Observacio´n 17.4.13. Se tiene que UK es un conjunto abierto de K
∗ y
adema´s K∗/UK ∼= Z por lo que UK no puede corresponder a ninguna ex-
tensio´n abeliana de K pues Z no es un grupo profinito y por lo tanto no
puede ser el grupo de Galois de ninguna extensio´n.
Corolario 17.4.14. Si K es un campo local, entonces K∗ es localmente com-
pacto y no es compacto. El grupo de unidades UK es compacto.
Demostracio´n. Para demostrar que K∗ es localmente compacto, basta ver
que UK y que U
(n)
K , n ∈ N son conjuntos compactos pues {U (n)K }n∈N∪{0}
es un sistema fundamental de vecindades abiertas de 1 ∈ K∗. U´nicamente
probaremos que UK es compacto pues el caso U
(n)
K , n ≥ 1, es totalmente
ana´logo.
Sea I una coleccio´n de subconjuntos abiertos de K∗ que cubren a UK . Si
UK no pudiese ser cubierto por un nu´mero finito de conjuntos en I, puesto que
U
(1)
K es de ı´ndice finito en UK pues UK/U
(1)
K
∼= F∗q , alguna clase u1U (1)K ⊆ UK
no es cubierta por un nu´mero finito de elementos de I.
Continuando con este proceso obtenemos una sucesio´n u1U
(1)
K ⊇ u2U (2)K ⊇
· · · tal que ningu´n ujU (j)K de la sucesio´n puede ser cubierto por un nu´mero
finito de conjuntos en I. Puesto que UK es subconjunto cerrado de K∗ y
este es completo, entonces UK es completo y por tanto
⋂∞
i=1 uiU
(i)
K 6= ∅. Es
decir, existe u0 ∈ UK tal que u0U (n)K = unU (n)K para toda n ∈ N, donde
u0 ∈
⋂∞
i=1 uiU
(i)
K .
Adema´s u0U
(n)
K = u0 + p
n. Puesto que los elementos de I son conjuntos
abiertos, existe T ∈ I tal que u0+pn = u0U (n)K = unU (n)K ⊆ T . Esto contradice
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que unU
(n)
K no puede ser cubierto por un nu´mero finito de elementos de I.
Este absurdo muestra que UK es compacto y por lo tanto K
∗ es localmente
compacto.
Ahora bien K∗ no es compacto pues K∗ =
⋃∞
n=0 pi
nUK donde cada con-
junto pinUK es abierto y la unio´n es una unio´n disjunta a pares. uunionsq
Corolario 17.4.15. Para n ∈ N ∪ {0}, U (n)K es un subconjunto compacto de
K∗. uunionsq
Algunas aplicaciones del TCCL
Definicio´n 17.4.16. Sea K = R. Se define U (0)K = R∗ y U
(1)
K = R+. Para
K = C, se define U (0)K = C∗.
Ley de Reciprocidad para K = R y para K = C.
Proposicio´n 17.4.17. La ley de reciprocidad se cumple para K = R y para
K = C.
Demostracio´n. Si K = R, se tiene Rab = C y R y C son las u´nicas dos
extensiones abelianas (y de hecho algebraicas) de R. Se tiene que R∗ tiene
u´nicamente dos subgrupos de ı´ndice finito los cuales son R+ y R∗ Adema´s se
cumple que NR/R R∗ = R∗ y NC/R R∗ = R+ = (R∗)2.
Sea ρR : R∗ −→ Gal(Rab/R) = Gal(C/R) = {1, J} dada por
ρR(x) = sgn(x) =
{
1 si x > 0,
J = −1 si x < 0.
Entonces ρR cumple las condiciones del Teorema TCCL para K = R.
Si ahora consideramos K = C, C es la u´nica extensio´n algebraica de C y
el u´nico subgrupo abierto de ı´ndice finito en C∗ es C∗. Por tanto ρC : C∗ −→
Gal(C/C) = {1}, z 7→ 1 satisface las condiciones del Teorema TCCL para
K = C. uunionsq
Proposicio´n 17.4.18. Sea K un campo local con campo residual Fq y valua-
cio´n v = vp. Sea OK el anillo de valuacio´n de K. Entonces
{extensiones abelianas fini-
tas no ramificadas de K} oo //
OO
teor´ıa de cam-
pos locales
[69, Proposition
2.11, pa´gina 27]

{subgrupos abiertos de ı´ndice fi-
nito de K∗ que contienen a UK}OO
K∗/UK∼=Z

{extensiones abelia-
nas finitas de Fq}
oo // {subgrupos abiertos
de ı´ndice finito de Z}
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(recordemos (Teorema 17.2.17) que cuando L/K es una extensio´n abeliana
finita no ramificada, UK ⊆ NL/K L∗, por eso se tiene la correspondencia
dada por la flecha vertical del diagrama). uunionsq
Observacio´n 17.4.19. Se tiene que ρK : K
∗ → Gal(Kab/K) nos proporciona
una biyeccio´n entre las extensiones abelianas finitas de L/K y subgrupos
abiertos de ı´ndice finito en K∗: L ←→ NL/K L∗(U ←→ ρ−1K (U)), es decir
K∗/NL/K L∗ ∼= Gal(L/K).
Si L esta´ dado, es “fa´cil” calcular NL/K L
∗, pero dado H < K∗ con H
subgrupo abierto de ı´ndice finito, ¿como calcular L tal que H = NL/K L
∗?
Ese es el problema que no nos permite dar una descripcio´n expl´ıcita de
todas las extensiones abelianas finitas de K. Por supuesto, si ρK se da expl´ıci-
tamente, resolvemos parcialmente este problema.
Resulta ser que ρK es bastante expl´ıcito si L/K es no ramificada. De
hecho se tiene que si L/K es no ramificada, recordando que estamos en cam-
pos locales, entonces Gal(L/K) ∼= Gal(L˜/K˜) donde L˜ y K˜ son los campos
residuales. Ma´s au´n, si K˜ = Fq y L˜ = Fqn con n = [L˜ : K˜] = [L : K], en-
tonces ρK : K
∗ → Gal(L/K) satisface que ρK(a) = τvp(a) (Teorema 17.4.56),
donde τ es el automorfismo de Frobenius de L/K, el cual es el generador
de Gal(L/K) inducido por el automorfismo de Frobenius de L˜/K˜, es decir,
τ : L˜ → L˜, x¯ 7→ x¯q. Notemos que bajo ρK tenemos que si pi es un elemento
primo de K entonces pi ←→ τ .
De hecho, por TCCL (II), se tiene, ρK(pi) = ρFq (vK(pi)) = τ , de donde
µρK(a) = ρK(a)|Fabq = ρFq (vK(a)) = τvK(a).
La demostracio´n formal de esto se hara´ en el Teorema 17.4.56.
Esto muestra que ρK es totalmente expl´ıcita para extensiones no ramifi-
cadas. Para extensiones ramificadas la historia es muy diferente y se requiere
cohomolog´ıa de grupos para obtenerla (de hecho se obtiene ρ−1K ). Otras apro-
ximaciones son por medio de los grupos formales de Lubin-Tate (1965) y tam-
bie´n por medio de a´lgebras c´ıclicas (Hasse et. at.). Nosotros lo obtendremos
por medio de los grupos formales de Lubin–Tate en la Seccio´n 17.5.
Ma´s au´n, los grupos de Lubin–Tate nos permiten dar una encontrar
expl´ıcitamente la ma´xima extensio´n abeliana de un campo local K (Teore-
ma 17.5.51). Podemos considerar este resultado como el ana´logo al Teorema
de Kronecker–Weber para campos locales.
Notacio´n y definicio´n 17.4.20. El mapeo restL ◦ρK : K∗ → Gal(L/K) se
llama el s´ımbolo residual de la norma o s´ımbolo residual no´rmico (norm residue
symbol en ingle´s) o mapeo local de Artin y se denota K∗
( ,L/K)−−−−−→ Gal(L/K).
Se puede considerar a ( , L/K) o a ψL/K como el s´ımbolo de Artin local o
mapeo local de Artin.
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Obtencio´n de ρK para campos locales
Empezamos por considerar las extensiones no ramificadas de campos lo-
cales. Parte del Teorema 17.4.21 ya lo hemos obtenido en el Teorema 17.2.17.
Teorema 17.4.21. Si L/K es no ramificada y G = Gal(L/K) ∼= Gal(L˜/K˜)
es el grupo de Galois de L/H, entonces Hm(G,UL) = {1} para toda m ∈ Z.
Ma´s generalmente, se tiene que para toda n ∈ N∪ {0} y para toda m ∈ Z,
Hm(G,U
(n)
L ) = {1}.
Demostracio´n. Por ser L/K no ramificada, G = Gal(L/K) ∼= Gal(L˜/K˜) es un
grupo c´ıclico. Se tiene L∗ = (piL)× UL como grupos con: x ∈ L∗, m = vL(x),
entonces x = upimL con u ∈ UL.
Ahora bien, como L/K es no ramificada, podemos tomar pi = piL ∈ K,
pues si vK(pi) = 1, vL(pi) = e(L|K)vK(pi) = vK(pi) = 1. Por tanto piL = piK
y σ(piL) = σ(piK) = piK , de donde (piL) ∼= Z como G–mo´dulos y el mapeo
x 7−→ (m, a) satisface σ(x) = σ(a)pimL 7−→ (m,σ(a)) por lo que L∗ ∼= Z × UL
como G–mo´dulos. Se sigue que
H1(G,L∗) ∼= H1(G,Z)×H1(G,UL) = {1}.
Por tanto H1(G,Z) = H1(G,UL) = {1}. Adema´s, puesto que NUL = UK , se
sigue que H0(G,UL) =
UGL
NUL
= UKNUL = {1}. Se sigue que (Teorema 17.2.45)
Hm(G,UL) = {1} para toda m ∈ N ∪ {0}.
Se tiene la sucesio´n exacta de grupos
1→ U (1)L → UL → L˜∗ → 1.
Ahora bien, puesto que L/K es no ramificada, G ∼= Gal(L˜/K˜), por el
Teorema 90 de Hilbert, H1(G, L˜∗) = {1} y como L˜∗ es finito, la norma
NL˜/K˜ L˜
∗ = K˜∗ es suprayectiva lo cual implica que H0(G, L˜∗) = {1}. Del
Teorema 17.2.45 se sigue que Hm(G, L˜∗) = {1} para toda m ∈ Z. En parti-
cular obtenemos que Hm(G,U
(1)
L )
∼= Hm(G,UL) para toda m ∈ Z.
Por otro lado U
(n)
L /U
(n+1)
L
∼= L˜ para todo n ≥ 1 por lo tanto la sucesio´n
1→ U (n+1)L → U (n)L → L˜→ 0
es exacta. Del hecho Hm(G, L˜) = 0 para toda m ∈ Z se sigue que
Hm(G,U
(n+1)
L )
∼= Hm(G,U (n)L )
para toda m ∈ Z y para toda n ∈ N. Por tanto
Hm(G,U
(n)
L )
∼= Hm(G,U (1)L ) ∼= Hm(G,UL) = {1}
para cualesquiera m,n ∈ N. uunionsq
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Corolario 17.4.22. Para una extensio´n de Galois no ramificada L/K de
campos locales, se tiene que NL/K(U
(n)
L ) = U
(n)
K .
Demostracio´n. Puesto que (U
(n)
L )
G = U
(n)
K con G = Gal(L/K), el resultado
se sigue inmediatamente del Teorema 17.4.21. (ver tambie´n [126, Proposition
3, pa´gina 82]). uunionsq
Grupo de Brauer
El llamado grupo de Brauer, el cual codifica anillos de divisio´n sobre cam-
pos, es decir, objetivos no conmutativos, sirve para hallar la funcio´n ρK del
Teorema TCCL. Este enfoque fue desarrollado por Brauer, Hasse y Noether.
De hecho, el grupo de Brauer tambie´n describe la correspondencia de los cam-
pos de clase para campos globales. El estudio sistema´tico puede ser consultado
en los libros de Serre [126] y de Kato, Kurokawa y Saito [75].
Antes de usar la teor´ıa de cohomolog´ıa, la teor´ıa de a´lgebras fue usada
para describir la teor´ıa de campos de clase, tanto local como global. Con el
uso de la cohomolog´ıa de grupos, tenemos los mismos resultados de manera
mucho ma´s simple. En esta subseccio´n describimos la teor´ıa de los grupos de
Brauer, pero la descripcio´n del s´ımbolo residual de la norma lo haremos por
medio del uso de cohomolog´ıa. La obtencio´n del s´ımbolo residual de la norma
lo haremos en el Teorema 17.4.32.
No daremos detalles de la siguiente discusio´n. Consideremos E un campo
cualquiera. Se define el grupo de Brauer Br(E) de E como el conjunto de
clases de E–isomorfismos de anillos de divisio´n finito dimensionales sobre E
y tales que E es el centro del anillo de divisio´n.
En general Br(E) tiene una estructura de grupo abeliano definido por
medio del producto tensorial de a´lgebras sobre E y es precisamente con esta
estructura que se llama grupo de Brauer.
Ejemplos 17.4.23.
(1) Br(R) = {R,H} donde H denota a los cuaternios reales. Se tiene
Br(R) ∼=
1
2Z
Z ⊆ Q/Z.
(2) Br(C) = {C}.
(3) Br(Fq) = {Fq}.
Teorema 17.4.24. Sea K un campo local. Entonces existe un isomorfismo
cano´nico invK : Br(K)
∼=−−→ Q/Z, donde este isomorfismo invK se llama in-
variante.
Demostracio´n. [126, Proposition 6, Ch. XIII]. uunionsq
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Ma´s adelante veremos en que forma se puede obtener este isomorfismo.
El teorema que enunciaremos a continuacio´n es un gran logro en el avance
de la teor´ıa de campos de clase locales y se logro´ antes que se diera un tra-
tamiento cohomolo´gico del grupo de Brauer. Fue un resultado central de la
teor´ıa local de campos de clase, usando objetos no conmutativos. Para una
historia de este teorema se puede consultar a P. Roquette [107]. El teorema es-
tablece que una a´lgebra de divisio´n central simple sobre un campo de nu´meros
tiene un campo de descomposicio´n c´ıclico.
Teorema 17.4.25 (Brauer–Hasse–Noether). Se tiene
(1) Sea K un campo global. Sea Br(K) → Br(Kp), α 7→ αp el mapeo
cano´nico para cada lugar p de K. Entonces αp = 0 para casi todo
lugar p y en particular Br(K) → ∏p Br(Kp), α 7→ (αp)p pertenece a
⊕p Br(Kp).
(2) La sucesio´n 0→ Br(K)→ ⊕p Br(Kp) ξ−→ Q/Z→ 0 es exacta donde
ξ
(
(αp)p
)
=
∑
p invp(αp).
Notemos que
⊕
p
Br(Kp) =
⊕
p real
(
1
2Z
Z
)⊕ ⊕
p finito
Q
Z .
Demostracio´n. [16]. uunionsq
En la sucesio´n exacta del Teorema de Brauer–Hasse–Noether, tenemos
0→ Br(K) i−→ ⊕p Br(Kp) ξ−→ Q/Z→ 0
donde ξ
(
(αp)p
)
=
∑
p invp(αp) y el mapeo ψ = ξ ◦ i = 0 se llama la ley de
reciprocidad de Hasse, es decir, ψ : Br(K) −→ Q/Z, ψ(α) = ∑p invKp α = 0.
Sea ahora E un campo cualquiera y sea
X(E) = Homcont
(
Gal(Eab/E),Q/Z
)
= {χ : Gal(Eab/E)→ Q/Z | χ es un homomorfismo continuo}.
De hecho X(E) ∼= ̂Gal(Eab/E), el dual de Gal(Eab/E).
Resulta ser que el grupo de Brauer Br(K) de un campo local K se puede
identificar con H2(Gal(Ksep/K), (Ksep)∗) (ver [126, Ch. X, Sections 4–5]), el
cual se denota por H2( /K). Esto es, Br(K) ∼= H2( /K). En general, si L/K
es una extensio´n de Galois con grupo de Galois G = Gal(L/K), se denota
Hq(L/K) en lugar de H2(G,L∗). En particular H2( /K) = H2(Ksep/K) =
H2(Gal(Ksep/K), (Ksep)∗).
Volvemos a considerar campos locales. Sean K ⊆ L ⊆M con M/K y L/K
extensiones de Galois. Usando el Teorema 90 de Hilbert y la sucesio´n exacta
larga de cohomolog´ıa, tenemos la sucesio´n exacta
0→ H2(L/K)→ H2(M/K)→ H2(M/L).
Pasando al l´ımite directo se obtiene
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Proposicio´n 17.4.26. Se tiene una sucesio´n exacta
0→ H2(L/K)→ Br(K) ∼= H2( /K)→ Br(L) ∼= H2( /L).
Demostracio´n. [126, Ch. X, Section 4, Corollary, Proposition 6]. uunionsq
Proposicio´n 17.4.27. Se tiene Br(K) ∼= H2(Knr/K) donde Knr es la ma´xi-
ma extensio´n no ramificada en Ksep.
Demostracio´n. [126, Ch. XII, Section 1, Corollary, Theorem 1]. uunionsq
Proposicio´n 17.4.28. Se tiene Br(K) =
⋃
LH
2(L/K) donde L recorre las
extensiones finitas no ramificadas de K.
Demostracio´n. [126, Ch. XIII, Section 3, Proposition 3]. uunionsq
Teorema 17.4.29. Sea g = Gal( ¯˜K/K˜) ∼= Zˆ, donde ¯˜K es una cerradura alge-
braica del campo residual K˜ de K y se X(g) = gˆ = Homcont(g,Q/Z). Entonces
existe una sucesio´n exacta
0→ Br(K˜)→ Br(K)→ X(g)→ 0
la cual se escinde, es decir, Br(K) ∼= Br(K˜)⊕X(g).
Demostracio´n. [126, Ch. XII, Section 3, Theorem 2]. uunionsq
Ahora pongamos G = Gal(Knr/K) ∼= Gal( ¯˜K/K˜) = 〈τ〉 ∼= g, donde τ
denota al automorfismo de Frobenius. Se tiene X(g) ∼= Q/Z y del Ejemplo
17.4.23 (3), Br(K˜) = {0}. De la sucesio´n exacta
0→ Br(K˜) = {0} → Br(K) invK−−−→ Q/Z ∼= X(g)→ 0
obtenemos que invK : Br(K)→ Q/Z es un isomorfismo de grupos.
Para describir e isomorfismo invK , primero consideremos
α : H2(Knr/K)
α−→ Br(K)
el isomorfismo cano´nico.
Consideremos β : H2(Knr/K) → H2(g,Z) el isomorfismo inducido por la
valuacio´n v : (Knr)∗ → Z.
Se tiene la sucesio´n exacta 0 → Z → Q → Q/Z → 0. El mapeo Q →
Q, x 7→ nx es un isomorfismo de grupos aditivos para n ∈ N y por tanto
Hq(G,Q) ϕ−−→
n
Hq(G,Q) es un isomorfismo. Sin embargo ϕ(Hq(G,Q)) =
nHq(G,Q) = {0} ∼= Hq(G,Q) con n = |G|, un grupo finito. Por tanto Q es
cohomolo´gicamente trivial. De ah se sigue que Hi(g,Q) = {0} para toda i ∈ Z
(notemos que g no es finito).
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Se obtienen isomorfismos Hi(g,Q/Z)
∼=−−→
δ
Hi+1(g,Z) para toda i ∈ Z. De
esta forma obtenemos que δ−1 : H2(g,Z)→ H1(g,Q/Z) es un isomorfismo.
Finalmente, sea γ : H1(g,Q/Z) ∼= Hom(g,Q/Z) −→ Q/Z dado por χ 7→
χ(τ), donde τ es el Frobenius.
Se tiene los siguientes isomorfismos
Br(K)
α−1−−→ H2(g, (Knr)∗) β−−→ H2(g,Z) δ
−1
−−→ H1(g,Q/Z) γ−−→ Q/Z
y por lo tanto el isomorfismo invK : Br(K)
∼=−−→ Q/Z esta´ dado por
invK = γ ◦ δ−1 ◦ β ◦ α−1. (17.4.2)
La relacio´n de invK con ρK es la siguiente. Sea K un campo local. Entonces
existe un homomorfismo X(K)×K∗ γ−−→ Br(K). Obtenemos el mapeo
X(K)×K∗ γ−−→ Br(K) invK−−−−→ Q/Z.
Este mapeo es el siguiente homomorfismo: para x ∈ K∗, se tiene
invK ◦γ( , x) : X(K) −→ Q/Z,
esto es,
invK ◦γ( , x) ∈ Homcont(X(K),Q/Z)
y por tanto tenemos el homomorfismo
K∗ −→ Homcont(X(K),Q/Z)
∼=−−→
ε
Gal(Kab/K),
x 7−→ ε
(
invK ◦γ( , x)
)
. (17.4.3)
El homomorfismo dado en (17.4.3) es el homomorfismo ρK .
El s´ımbolo de la norma residual v´ıa cohomolog´ıa
En extensiones finitas no ramificadas L/K de campos locales el isomorfis-
mo invK de (17.4.2) es mucho ma´s transparente. Sea G = GL/K = Gal(L/K).
Se tiene que
1→ UL → L∗ vL−−→ Z→ 0
es una sucesio´n exacta. Puesto que L/K es no ramificada, del Teorema 17.4.21
tenemos Hm(GL/K , UL) = {1} para toda m ∈ Z y por tanto de la sucesio´n
larga de cohomolog´ıa obtenemos
Hm(GL/K , L
∗)
∼=−−→
v¯L
Hm(GL/K ,Z).
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En particular tenemos el isomorfismo
H2(GL/K , L
∗)
∼=−−→
v¯L
H2(GL/K ,Z).
De la sucesio´n exacta 0→ Z→ Q→ Q/Z→ 0 obtuvimos
H1(GL/K ,Q/Z)∼=
δ
H2(GL/K ,Z)
y
H1(GL/K ,Q/Z) ∼= Hom(GL/K ,Q/Z) ∼= ĜalL/K ∼= GL/K
pues GL/K ∼= GL˜/K˜ , el cual es un grupo c´ıclico.
Si τ es el automorfismo de Frobenius, entonces τ genera a GL/K y o(τ) =
[L : K]. Por lo tanto
H1(GL/K ,Q/Z)
ϕ−−→ ( 1
[L : K]
Z
)
/Z ∼= GalL˜/K˜ ∼= Gal(L˜/K˜)
es un isomorfismo.
Definicio´n 17.4.30. Si L/K es una extensio´n finita no ramificada de campos
locales, invL/K : H
2(GL/K ,Q/Z)→
(
1
[L:K]Z
)
/Z se define como el isomorfismo
invL/K = ϕ ◦ δ−1 ◦ v¯L, donde
H2(GL/K , L
∗)
∼=−−→
v¯L
H2(GL/K ,Z)
δ−1−−→ H1(GL/K ,Q/Z) ϕ−→
( 1
[L : K]
Z
)
/Z.
Como antes escribimos Hq(L/K) := Hq(GL/K , L
∗). Volvemos al caso ge-
neral, esto es, L/K una extensio´n abeliana finita de campos locales, ramificada
o no.
Definicio´n 17.4.31. La clase fundamental µL/K de L/K se define como el
elemento µL/K ∈ H2(L/K) tal que
invL/K(µL/K) =
1
[L : K]
+ Z ∈ ( 1
[L : K]
Z
)
/Z.
Se puede pensar que µL/K es algo as´ı como el correspondiente al automor-
fismo de Frobenius.
A continuacio´n vemos el teorema general de reciprocidad para campos
locales.
Teorema 17.4.32 (Ley de reciprocidad general para campos locales).
Sea L/K una extensio´n finita de Galois de campos locales. Entonces el pro-
ducto copa
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µL/K∈
H2(L/K)
uniondbl ∈
H−2(GL/K ,Z)
: H−2(GL/K ,Z) −−−−→ H0(L/K)
=
H2−2(GL/K , L
∗)
=
L∗⊗ZZ
da lugar a un isomorfismo θL/K : G
ab
L/K
=
GL/K
G′
L/K
−→ K∗/NL/KL∗ entre la abelianiza-
cio´n de GL/K y el subgrupo residual de la norma.
Demostracio´n. Es consecuencia del Teorema de Tate 17.2.60. uunionsq
Notemos que el teorema de reciprocidad general, Teorema 17.4.32 es el
contenido de (1) del TCCL (Teorema 17.4.9). Esto es
θ−1L/K = ψL/K .
Definicio´n 17.4.33. El mapeo θ−1L/K : K
∗/NL/KL∗ −→ GabL/K recibe el nom-
bre de isomorfismo de reciprocidad.
Tenemos la sucesio´n exacta:
1→ NL/K L∗ → K∗ ( ,L/K)−−−−−→
θ−1
L/K
GabL/K → 1. (17.4.4)
Definicio´n 17.4.34. El homomorfismo ( , L/K) : K∗ → GabL/K se llama el
s´ımbolo residual de la norma o mapeo de Artin local.
Corolario 17.4.35. Para a ∈ K∗, se tiene que (a, L/K) = 1 ⇐⇒ a ∈
NL/KL
∗, es decir, si a es una norma de L∗.
Demostracio´n. Es consecuencia inmediata de (17.4.4). uunionsq
Obtencio´n de ρK a partir del segundo grupo de cohomolog´ıa
Presentamos la obtencio´n del mapeo reciprocidad local usando directa-
mente el segundo grupo de cohomolog´ıa. La presentacio´n esta basada en [4,
Chap. 8].
Sea K un campo local y L/K una extensio´n de Galois finita, G =
Gal(L/K). Sea c un 2–cociclo, c ∈ H2(G,L∗). Se tiene H2(G,L∗) = Z2(G,L∗)B2(G,L∗) ,
donde Z2(G,L∗) son los elementos f : G×G −→ L∗, f(σ, τ) = aσ,τ , tales que
f(σ, τ)f(στ, δ) = aσ,τaστ,δ = a
σ
τ,δaσ,τδ = f(τ, δ)
σf(σ, τδ).
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Sea
h(τ) =
∏
σ∈G
aσ,τ . (17.4.5)
Veamos que h(τ) ∈ K. Con este fin, consideremos ρ ∈ G. Entonces
h(τ)ρ =
∏
σ∈G
aρσ,τ =
∏
σ∈G
aρ,σaρσ,τ
aρ,στ
=
∏
σ∈G
aρ,σ
aρ,στ︸ ︷︷ ︸
=
1
∏
σ∈G
aρσ,τ
=
∏
σ∈G
aρσ,τ =
∏
σ∈G
aσ,τ = h(τ).
Por tanto h(τ) ∈ K.
Ahora B2(G,L∗) consiste de los elementos g : G×G −→ L∗ tal que existe
una funcio´n l : G −→ L∗, l(σ) = dσ ∈ L∗ que satisface g(σ, τ) = aσ,τ = dσd
σ
τ
dσ,τ
.
En particular si {bσ,τ}σ,τ∈G es otro elemento de Z2(G,L∗) que esta´ en la
misma clase de {aσ,τ}σ,τ∈G en H2(G,L∗), es decir, en c, se tiene
bσ,τ =
dσd
σ
τ
dστ
aσ,τ para alguna {dσ}σ∈G ⊆ L∗.
Entonces∏
σ∈G
bσ,τ =↑
(17.4.5)
h(τ)
∏
σ∈G
dσd
σ
τ
dστ
= h(τ)
∏
σ∈G
dσ
dστ︸ ︷︷ ︸
=
1
∏
σ∈G
dστ = h(τ) NL/K(dτ ).
Se sigue que
(∏
σ∈G aσ,τ
)
(NL/K L
∗) =
(∏
σ∈G bσ,τ
)
(NL/K L
∗), ma´s pre-
cisamente, ∏
σ∈G
aσ,τ ≡
∏
σ∈G
bσ,τ mo´d NL/K L
∗
y donde {aσ,τ}σ,τ∈G, {bσ,τ}σ,τ∈G son dos representantes del mismo elemento
c ∈ H2(G,L∗). Se define el s´ımbolo(
c, L/K
τ
)
:=
∏
σ∈G
aσ,τ NL/K L
∗. (17.4.6)
Notemos que
(
c, L/K
τ
)
∈ K∗/NL/K L∗. Se puede verificar sin problema
que (
c1c2, L/K
τ
)
=
(
c1, L/K
τ
)(
c2, L/K
τ
)
y(
c, L/K
τρ
)
=
(
c, L/K
τ
)(
c, L/K
ρ
)
.
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Sea c ∈ H2(G,L∗) fija. Definimos rL/K : Gal(L/K) −→ K∗/NL/K L∗,
rL/K(τ) =
(
c, L/K
τ
)
el cual es un homomorfismo de grupos. Puesto que
K∗/NL/K L∗ es abeliano, se tiene que el subgrupo conmutador G′ esta con-
tenida en el nu´cleo de rL/K : G
′ ⊆ nu´c rL/K , donde G = Gal(L/K).
Ahora consideremos una extensio´n L/K c´ıclica de grado n y sea σ ∈ G un
generador. Se tiene H2(G,L∗) ∼= H0(G,L∗) ∼= K∗/NL/K L∗.
Consideremos la extensio´n de grupos:
1 −→ L∗ −→ E −→ G −→ 1,
G
µ∼=E/L∗. Sea µσL∗ la clase de σ bajo el isomorfismo µ. Entonces µnσ = a ∈
K∗ ya que µnσL
∗ −−→
µ
σn = Id y la accio´n de σn en L∗ es trivial, de donde
µnσ = a ∈ K∗. El elemento c ∈ H2(G,L∗) que corresponde a esta extensio´n se
representa por el 2–cociclo
aσi,σj =
{
1 si i+ j < n
a si i+ j ≥ n
y entonces σ
rL/K−−−−→
(
c, L/K
σ
)
= aNL/K L
∗ ∈ K∗/NL/K L∗, σi
rL/K7−→
ai NL/K L
∗ y ambos son grupos c´ıclicos de orden n por lo que este es un
isomorfismo.
Este mapeo rL/K es el mapeo θL/K dado en el Teorema de reciprocidad
general, Teorema 17.4.32.
Teorema 17.4.36. Sean L/K y L′/K ′ dos extensiones de Galois tales que
K ⊆ K ′ y L ⊆ L′. Entonces el siguiente diagrama es conmutativo
Gal(L′/K ′)
ψ−1
L′/K′
//
restL

(K ′)∗/NL′/K′((L′)∗)
NK′/K

Gal(L/K)
ψ−1
L/K
// K∗/NL/K(L∗)
Demostracio´n. [101, Proposition 2.7, pa´ginas 25–26]; [20, Proposition 3.2,
pa´gina 166]; [75, Proposition 8.39, pa´gina 197]. uunionsq
Teorema 17.4.37. Sea K un campo local y pi un elemento primo de K. En-
tonces (pif )×UK es el grupo de normas de la extensio´n no ramificada L/K de
grado f . Esto es, si L/K es la extensio´n no ramificada de grado f , entonces
NL/K L
∗ = (pif )× UK .
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Demostracio´n. Se tiene que pi tambie´n es un elemento primo de L por
ser L/K no ramificada. Por tanto L∗ ∼= (pi) × UL y puesto que L/K es
no ramificada, NL/K UL = UK (Corolario 17.4.22) por lo que NL/K L
∗ =(
NL/K(pi)
) · (NL/K UL) = (pif ) · UK = (pif )× UK . uunionsq
Proposicio´n 17.4.38. Si L/K es una extensio´n abeliana finita, NL/K L
∗ es
un subgrupo abierto de K∗ de ı´ndice finito.
Demostracio´n. Se tiene que NL/K L
∗ = nu´c( , L/K) y ( , L/K) es continua.
Por tanto NL/K L
∗ es de ı´ndice finito en K∗ y por tanto es un conjunto abierto.
uunionsq
Definicio´n 17.4.39. Dada una extensio´n abeliana finita L/K de campos lo-
cales, se tiene que NL/K L
∗ es un subgrupo abierto y que contiene a 1. Por
tanto U
(n)
K ⊆ NL/K L∗ para alguna n ≥ 0 pues {U (n)K }n∈N es un sistema fun-
damental de vecindades de 1 (ver despue´s de la Proposicio´n 17.2.12). Sea n0
el mı´nimo entero no negativo tal que U
(n0)
K ⊆ NL/K L∗.
Entonces denotamos n0 := cp con p = pK el lugar de K. Se define el
conductor local de L/K por
fL/K = fp = f = p
n0
K = p
n0 = pcp .
Si L/K es una extensio´n de campos globales y consideramos las comple-
taciones LP/Kp, entonces denotamos fLP/Kp = fp.
Teorema 17.4.40. Una extensio´n abeliana finita de campos locales L/K es
no ramificada ⇐⇒ fL/K = f = 1, esto es, ⇐⇒ cp = n0 = 0.
Demostracio´n. Si L/K es no ramificada se tiene que UK = U
(0)
K = NL/K UL ⊆
L∗ por el Corolario 17.4.22. Por tanto f = fp = 1.
Rec´ıprocamente, si f = 1, entonces UK = U
(0)
K ⊆ NL/K L∗. Ahora bien,
NL∗/K piK = pi
[L:K]
K = pi
n
K ∈ NL/K L∗ para n = [L : K]. Por tanto (pinK)×UK ⊆
NL/K L
∗. Sea M/K la extensio´n no ramificada de K de grado n. Se tiene
NM/LM
∗ = (pinK) × UK ⊆ NL/K L∗ lo cual implica, por el Teorema 17.5.46
que probaremos ma´s adelante, que L ⊆M y por tanto L/K es no ramificada.
uunionsq
Grupos de ramificacio´n superior
Sea L/K una extensio´n de Galois finita de campos locales con grupo de
Galois G = Gal(L/K). Se tiene que OL = OK [x] para algu´n x ∈ OL (ver
[126, Ch. III, Section 6, Proposition 12]). Entonces se definen los grupos de
ramificacio´n por (ver Definicio´n 1.3.3):
Gi := {σ ∈ G = Gal(L/K) | vL(σx− x) ≥ i+ 1}, i ≥ −1.
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Se tiene que G−1 = G el cual, en el caso global, corresponde al grupo de
descomposicio´n, G0 es el grupo de inercia y G = G−1 ⊇ G0 ⊇ G1 ⊇ . . . ⊇
Gr ⊇ . . ., GiG para toda i ≥ −1 y Gr = {1} para r suficientemente grande
pues para σ 6= 1, σx 6= x y vK(σx− x) <∞.
Se define
ıG : G −→ Z ∪ {∞},
de la siguiente forma: para σ 6= 1, ıG(σ) = vK(σx− x) 6=∞ y ıG(1) =∞. Se
tiene
ıG(σ) ≥ i+ 1 ⇐⇒ σ ∈ Gi,
lo cual prueba que la definicio´n de Gi no depende de x. Adema´s, puesto que
para τ ∈ G se tiene OL = OK [τ−1x], entonces
ıG(τστ
−1) = vK(τστ−1x− x) = vK(τ(στ−1x− τ−1x))
= vK(σ(τ
−1x)− (τ−1x)) = ıG(σ).
Para σ, τ ∈ G se tiene (στ)(x)− x = σ(τx)− τx+ τx− x, de donde
ıG(στ) = vK((στ)x− x) ≥ mı´n{vK(σ(τx)− (τx)), vK(τx− x)}
= mı´n{ıG(σ), ıg(τ)}.
Para un subgrupo H < G, sea E = LH . Entonces Gal(L/E) = H.
Proposicio´n 17.4.41. Para σ ∈ H se tiene ıH(σ) = ıG(σ) y Hi = Gi ∩ H
para toda i ≥ −1.
Demostracio´n. Es inmediato pues vK(σx− x) no depende de H. uunionsq
Corolario 17.4.42. Sea E la ma´xima subextensio´n de L no ramificada sobre
K, K ⊆ E ⊆ L y sea H el subgrupo correspondiente a E, es decir, E = LH .
Entonces H = G0 y los grupos de ramificacio´n de G de ı´ndice mayores o
iguales a 0 son iguales a aque´llos de H. uunionsq
Notemos que L/E es totalmente ramificada.
Proposicio´n 17.4.43. Sea H G. Para σ¯ ∈ G/H se tiene
ıG/H(σ¯) =
1
eL/K
∑
g∈σ¯
ıG(g).
Demostracio´n. Si σ¯ = 1, 1 ∈ σ¯ y ambos lados de la igualdad es ∞.
Sea σ¯ 6= 1. Sean OL = OK [x] y OE = OK [y]. Se tiene
eL/EıG/H(σ¯) = eL/KvE(σ¯y − y) = vL(σy − y) y eG(σ) = vL(σx− x).
Se tiene que si σ es un representante de σ¯, entonces σ¯ = {στ | τ ∈ H}.
Sean a := σy − y y b := ∏τ∈H(στ(x)− x).
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Veamos que OLa = OLb. Una vez probado esto se tendra´ vL(a) = vL(b) y
eL/EıG/H(σ¯) = vL(a) = vL(b) =
∏
τ∈H
vL(σ(τ(x))− x)
=
∑
τ∈H
ıG(στ) =
∑
g∈σ¯
ıG(g).
Sea f(T ) := Irr(x, T,E) ∈ E[T ]. Entonces f(T ) = ∏τ∈H(T − τx). Enton-
ces σ(f)(T ) = σ(f(T )) =
∏
τ∈H(T − (στ)(x)).
Puesto que todos los coeficientes de σf−f son divisibles por σy−y debido a
que OE = OK [y] y que por tanto y divide a todos los coeficientes de f , se sigue
que a = σy−y divide a σ(f)(x)−f(x) = σ(f)(x) = ∏τ∈H(x−(στ)(x)) = ±b.
Falta ver que b divide a a. Puesto que OL = OK [x], escribimos y = g(x)
con g(T ) ∈ OK [T ]. Se tiene que el polinomio g(T )− y ∈ OE [T ] y x es ra´ız de
g(T )− y por lo que f(T ) | g(T )− y.
Escribamos g(T )− y = f(T )h(T ) con h(T ) ∈ OE [T ]. Por tanto σ(g)(x)−
σy = σ(f)(x)σ(h)(x).
Ahora bien, g(T ) ∈ OK [T ], por lo que σ(g)(T ) = g(T ) y σ(g)(x) = g(x) =
y. Se tiene b = ±σ(f)(x). Por tanto −a = y − σy = ±bσ(h)(x), esto es b | a
de donde se sigue el resultado. uunionsq
Corolario 17.4.44. Si H = Gj para algu´n j ≥ 0, entonces
(G/H)i = Gi/H para i ≤ j y (G/H)i = {1} para i ≥ j.
Demostracio´n. {Gi/H}i≤j es una filtracio´n decreciente de subgrupos de G/H.
Para σ¯ ∈ G/H, σ¯ 6= 1, existe un ı´ndice i < j tal que σ¯ ∈ Gi/H y σ /∈ Gi+1/H.
Si σ ∈ G representa a la clase σ¯, se tiene que σ ∈ Gi y σ /∈ Gi+1 de donde se
sigue que ıG(σ) = i+ 1.
Ahora bien, H = Gj ⊆ G0, lo cual implica que L/E es totalmente ramifi-
cada, donde E = LH y eL/E = [L : E] = |H|. Entonces
ıG/H(σ¯) =
1
eL/E
∑
g∈σ¯
ıG(g) =↑
g¯=σ¯
1
eL/E
∑
g∈σ¯
ıG(σ) = ıG(σ) = i+ 1.
Esto prueba que las filtraciones {Gi/H}i≤j y {(G/H)i}i≤j coinciden. Fi-
nalmente, tenemos que (G/H)j = Gj/H = H/H = {1} de donde se sigue que
(G/H)i = {1} para i ≥ j. uunionsq
Proposicio´n 17.4.45. (Ver la Proposicio´n 1.3.10). Sea pi ∈ OL, vL(pi) = 1
cualquier elemento primo de L. Sea σ ∈ G y consideremos el mapeo σ 7−→
σpi/pi. Es mapeo induce, pasando al cociente, un monomorfismo de grupos
Gi/Gi+1
θi
↪−−→ U (i)L /U (i+1)L ∼= piL/pi+1L .
Se tiene que θi es independiente de pi.
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Demostracio´n. Sea pi′ otro elemento primo de L. Entonces pi′ = api para algu´n
a ∈ UL. Sea σ ∈ G. Entonces
σpi′
pi
=
σpi
pi
· σu
u
.
Para σ ∈ Gi tenemos σu− u ∈ pi+1L , esto es, σu/u ≡ 1 mo´d U (i+1)L por lo que
θi es independiente de pi.
Sean σ, τ ∈ Gi, entonces
(στ)(pi)
pi
=
σ(τ(pi))
pi
=
σpi
pi
· τpi
pi
· σ
(τpi
pi
)
· pi
τpi
=
σpi
pi
· τpi
pi
· σv
v
donde v = τpi/pi ∈ UL. Se sigue de lo anterior que σv/v ≡ 1 mo´d U (i+1)L y por
tanto
(στ)(pi)
pi
=
σpi
pi
· τpi
pi
mo´d U
(i+1)
L
lo cual implica que θi es un homomorfismo de grupos. Finalmente, si σ ∈
nu´c θi, σ 7→ σpi/pi ∈ U (i+1)L por lo que σ ∈ Gi+1 de donde se sigue que σ¯ = 1.
uunionsq
Corolario 17.4.46. (Ver Corolario 1.3.11). Se tiene que G0/G1 es un grupo
c´ıclico de orden un divisor de q−1 y Gi/Gi+1 es un p–grupo elemental abeliano
para i ≥ −1. En particular G1 es un p–grupo. Aqu´ı q = pr y el campo residual
de L es Fq.
Demostracio´n. Se sigue del hecho de queG0/G1 ⊆ UL/U (1)L ∼= F∗q yGi/Gi+1 ⊆
U
(i)
L /U
(i+1)
L
∼= Fq para i ≥ 1. uunionsq
Definicio´n 17.4.47. Si t ∈ [−1,∞) definimos Gt := Gdte donde dte es la
funcio´n techo, esto es, dte es el entero ma´s pequen˜o mayor o igual a t.
Se tiene para t = −1, [G0 : G−1] := [G−1 : G0]−1 = [G : G0]−1 y para
−1 < t ≤ 0, [G0 : Gt] = 1.
Sea gi = |Gi|, i ∈ Z, i ≥ −1.
Definicio´n 17.4.48. La funcio´n de Herbrand
ϕ = ϕL/K : [−1,∞) −→ [−1,∞)
se define por
ϕ(u) =
∫ u
0
dt
[G0 : Gt]
=
1
g0
(g1 + · · ·+ gm + (u−m)gm+1)
donde m ≤ u ≤ m+ 1, m ∈ N.
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En particular se tiene ϕ(m) + 1 = 1g0
∑m
i=0 gi.
Notemos que para u ≥ −1, u /∈ Z,
ϕ′L/K(u) =
gm+1
g0
donde m < u < m+ 1. (17.4.7)
Se tiene que ϕ es continua, lineal, lineal por tramos, creciente y co´ncava y
por tanto ϕ es una funcio´n biyectiva y continua.
Definicio´n 17.4.49. Sea η = ηL/K : [−1,∞) −→ [−1,∞) la inversa de ϕ:
η = ϕ−1. Se define el nu´mero de ramificacio´n superior v por
Gv := Gη(v) o, equivalentemente, G
ϕ(u) = Gu
y ϕ(u) es el nu´mero de ramificacio´n superior.
Se tiene que η es continua, lineal por tramos, creciente y convexa. Adema´s,
η(0) = 0. Si v = ϕ(u) es un entero, entonces u = η(v) es tambie´n un entero.
En efecto, si m ∈ Z es tal que m ≤ u ≤ m+ 1, entonces
g0v = g1 + · · ·+ gm + (u−m)gm+1.
Puesto que Gm+1 ⊆ Gi, 0 ≤ i ≤ m, gm+1|gi, 0 ≤ i ≤ m. Por tanto, puesto
que v ∈ Z, u−m ∈ Z y u ∈ Z. Adema´s
η(v) =
∫ v
0
[G0 : Gw]dw.
Una de las razones principales para estudiar los nu´mero de ramificacio´n
superiores, es que tenemos el siguiente resultado.
Teorema 17.4.50. Si H G, entonces, para toda v ∈ [−1,∞) se tiene
(G/H)v = GvH/H.
Para probar el Teorema 17.4.50, primero probamos
Proposicio´n 17.4.51. Se tiene
ϕL/K(t) =
1
g0
∑
σ∈G
mı´n{ıG(σ), t+ 1} − 1.
Demostracio´n. Sea θ(t) = 1g0
∑
σ∈G mı´n{ıG(σ), t+ 1} − 1. Entonces θ es una
funcio´n continua, lineal por tramos, θ(0) = ϕ(0) = 0. Si m ≥ −1 es un entero
y m < t < m+ 1, entonces se tiene que t+ 1 /∈ Z y
ı´nf{ıG(σ), t+ 1} = ıG(σ) ⇐⇒ ıG(σ) < t+ 1 ⇐⇒ ıG(σ) ≤ m+ 1.
Sea ıG(σ) = i ≤ m+ 1
( ⇐⇒ σ /∈ Gm+1 ), por lo tanto
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ı´nf{ıG(σ), t+ 1} = t+ 1 ⇐⇒ ıG(σ) ≥ t+ 1 ∈ (m+ 1,m+ 2)
⇐⇒ ıG(σ) ≥ m+ 2 ⇐⇒ σ ∈ Gm+1.
Por tanto
θ(t) =
↑
m<t<m+1
1
g0
∑
σ∈G
ı´nf{ıG(σ), t+ 1} − 1
=
1
g0
∑
σ∈G\Gm+1
ı´nf{ıG(σ), t+ 1}+ 1
g0
∑
σ∈Gm+1
ı´nf{ıG(σ), t+ 1} − 1
=
1
g0
∑
σ∈G\Gt+1
ıG(σ) +
|Gm+1|
g0
(t+ 1)− 1.
Se sigue que θ′(t) = gm+1g0 .
Ahora ϕ(u) =
∫ u
0
dt
[G:Gt]
, lo cual implica que
ϕ′(t) =
1
[G : Gt]
=
1
[G : Gdte]
=
1
[G : Gm+1]
=
gm+1
g0
= θ′(t).
De esta forma tenemos que (ϕ − θ)′(t) = 0 para toda t ∈ [−1,∞) \ Z,
ϕ(0) = θ(0) y (ϕ− θ) es una funcio´n continua. Se sigue que ϕ(t) = θ(t) para
toda t ∈ [−1,∞). uunionsq
Teorema 17.4.52 (Herbrand). Sea L/K una extensio´n finita de Galois de
campos locales con grupo G = Gal(L/K). Sea E/K una subextensio´n de Ga-
lois de L/K con grupo Λ = G/H = Gal(E/K) donde H = Gal(L/E). Enton-
ces
GsH
H
= Λt =
(G
H
)
t
con t = ϕL/E(s). L
H
GE
G/H=Λ
K
Demostracio´n. Sea σ¯ ∈ Λ y seleccionaremos una preimagen σ ∈ G que toma el
ma´ximo valor ıG(σ). Esto es, se selecciona σ ∈ G tal que ıG(σ) = sup{ıG(g) |
g ∈ σ¯}. Probaremos que
ıΛ(σ¯) = ϕL/E(ıG(σ)− 1). (17.4.8)
Sea m = ıG(σ), por lo tanto σ ∈ Hm−1. Si τ ∈ H esta´ en Hm−1, entonces
ıG(τ) ≥ m pues Hi−1 = Gi−1 ∩H para toda i (Proposicio´n 17.4.41).
Por tanto m = ıG(σ) ≥ ıG(τσ) ≥ mı´n{ıG(τ), ıG(σ)} = m. Se sigue que
ıG(τσ) = m. Ahora si τ ∈ H y τ /∈ Hm−1, se tiene ıG(τ) < m y ıG(τσ) =
ıG(τ). En ambos casos se tiene ıG(τσ) = mı´n{ıG(τ),m}.
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Aplicando la Proposicio´n 17.4.43 obtenemos
ıΛ(σ¯) =
1
eL/E
∑
g∈σ¯
ıG(g) =
1
eL/E
∑
τ∈H
ıG(στ) =
1
eL/E
∑
τ∈H
mı´n{ıG(τ),m}.
(17.4.9)
Por otro lado, por la Proposicio´n 17.4.41, se tiene ıG(τ) = ıH(τ) y adema´s
eL/E = |H0|. De la Proposicio´n 17.4.51 y de la Ecuacio´n (17.4.9) obtenemos
ıΛ(σ¯) =
1
h0
∑
τ∈H
mı´n{ıG(τ),m} = 1
h0
∑
τ∈H
mı´n{ıH(τ),m}
= ϕL/E(m− 1) + 1 = ϕL/E(ıG(σ)− 1) + 1
la cual es la Ecuacio´n (17.4.8).
Se tiene que si σ¯ ∈ GsH/H, entonces existe σ′ ∈ Gs tal que σ′ = σ¯. De la
Ecuacio´n (17.4.8) obtenemos
σ¯ ∈ GsH/H ⇐⇒ ıG(σ) ≥ s+ 1 ⇐⇒ ıG(σ)− 1 ≥ s
⇐⇒ ϕL/E(ıG(σ)− 1) ≥ ϕL/E(s) ⇐⇒ ıΛ(σ′)− 1 ≥ ϕL/E(s)
⇐⇒ σ′ ∈ ΛϕL/E(s) = Λt. uunionsq
Proposicio´n 17.4.53. Sea E/K una subextensio´n de Galois de L/K. Enton-
ces si ϕL/K denota la funcio´n de Herbrand y ηL/K = ϕ
−1
L/K , entonces
ϕL/K = ϕE/K ◦ ϕL/E y ηL/K = ηL/E ◦ ηE/K .
Demostracio´n. Tenemos eL/K = eE/KeL/E . Del Teorema de Herbrand 17.4.52
se tiene GsH/H = Gs/Gs ∩ H = Gs/Hs = (G/H)t con t = ϕL/E(s). Por
tanto, puesto que eL/E = |G0|, eE/K = |(G/H)0| y eL/E = |H0|,
1
eL/K
|Gs| = 1
eE/K
∣∣∣(G
H
)
t
∣∣∣ · 1
eL/E
|Hs|.
Entonces, de la Ecuacio´n (17.4.7) se obtiene
ϕ′L/K(s) = ϕ
′
E/K(t) · ϕ′L/E(s) =↑
t=ϕL/E(s)
ϕ′E/K(ϕL/E(s))ϕ
′
L/E(s)
= (ϕE/K ◦ ϕL/E)′(s).
Puesto que ϕL/K(0) = (ϕE/K ◦ ϕL/E)(0) = 0, se sigue que
ϕL/K = ϕE/K ◦ ϕL/E .
Tomando las funciones inversas, se sigue que
ηL/K = ϕ
−1
L/K = (ϕE/K ◦ ϕL/E)−1 = ϕ−1L/E ◦ ϕ−1E/K = ηL/E ◦ ηE/K . uunionsq
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Con estos resultados, estamos en condiciones de probar el Teorema 17.4.50:
si H G, entonces (G/H)v = GvH/H para todo v ≥ −1.
Demostracio´n. (Teorema 17.4.50): Sea s = ηE/K(t). Usando el Teorema de
Herbrand 17.4.52 y la Proposicio´n 17.4.53, obtenemos
GtH
H
=
GηL/K(t)H
H
=
↑
Herbrand
(G
H
)
ϕL/E(ηL/K(t))
=
(G
H
)
(ϕL/E◦ηL/E◦ηE/K)(t)
=
(G
H
)
ηE/K(t)
=
(G
H
)t
. uunionsq
Definicio´n 17.4.54. t se llama salto superior si Gt(L/K) 6= Gt+(L/K) para
toda  > 0.
Ca´lculo del s´ımbolo de la norma residual en extensiones no
ramificadas
Cuando L/K es una extensio´n no ramificada de campos locales, como ya
hemos mencionado, es c´ıclica pues Gal(L/K) ∼= Gal(L˜/K˜) y en particular
GabL/K = GL/K .
Cuando L/K es no ramificada, el s´ımbolo de la norma residual es fa´cil de
describir. Para hacer esto, primero probamos un resultado preliminar.
Lema 17.4.55. Sea K un campos local y sea L/K una extensio´n normal, a ∈
K∗, a¯ = aNL/K L∗, a¯ ∈ H0(Gal(L/K), L∗). Si χ ∈ H1(Gal(L/K),Q/Z) ∼=
̂Gal(L/K), entonces
χ((a, L/K)) = invL/K(a¯ uniondbl δχ) ∈
( 1
[L : K]
Z
)
/Z,
donde δχ es la imagen de χ bajo δ, donde δ es el isomorfismo de conexio´n
H1(Gal(L/K),Q/Z) δ−−→ H2(Gal(L/K),Z)
obtenido de la sucesio´n exacta 0 −→ Z −→ Q −→ Q/Z −→ 0.
Demostracio´n. Sea σa = (a, L/K) ∈ Gal(L/K)ab
γ∼=H−2(Gal(L/K),Z) y σa
denota el elemento en H−2(Gal(L/K),Z) que corresponde a σa bajo el iso-
morfismo γ. Como ( , L/K) es el inverso de θL/K = µL/K uniondbl , se tiene
a¯ = µL/K uniondbl σa ∈ H0(Gal(L/K), L∗).
Ahora, el producto copa es conmutativo y conmuta con δ, el mapeo de
conexio´n y por tanto se sigue que
a¯ uniondbl δχ = (µL/K uniondbl σa) uniondbl δχ = µL/K uniondbl (σa uniondbl δχ) = µL/K uniondbl δ(σa uniondbl χ).
Se tiene
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σa uniondbl χ = χ(σa) =
r
n
mo´d Z ∈
( 1
n
Z
)
/Z = H−1(Gal(L/K),Q/Z),
con n = [L : K]. Por tanto, tomando
δ : H−1(Gal(L/K),Q/Z) −→ H0(Gal(L/K),Z),
obtenemos
δ(χ(σa)) = n
( r
n
mo´d Z
)
= r mo´d nZ ∈ H0(Gal(L/K),Z) = Z/nZ.
Se sigue que a¯ uniondbl δχ = µL/K uniondbl (r mo´d nZ) = µrL/K . Por tanto obtenemos
invL/K(a¯ uniondbl δχ) = r invL/K(µL/K) =
r
n
mo´d Z = χ(σa).
De esta forma obtenemos χ((a, L/K)) = χ(σa) = invL/K(a¯ uniondbl δχ). uunionsq
Teorema 17.4.56. Si L/K es una extensio´n no ramificada de campos locales
y si τ es el automorfismo de Frobenius, entonces (a, L/K) = τvK(a).
En particular, si pi es un elemento primo de K, entonces (pi, L/K) = τ .
Demostracio´n. En general, por el Teorema 17.4.32, tenemos el isomorfismo
µL/K uniondbl : H−2(Gal(L/K),Z) ∼= Gal(L/K)ab −−−−→
θL/K
H0(Gal(L/K), L∗) =
K∗/NL/K L∗. Se tiene ( , L/K) = θ
−1
L/K : K
∗/NL/K L∗ −→ Gal(L/K)ab.
Cuando L/K es no ramificada, se cumple que Gal(L/K) ∼= Gal(L˜/K˜) el
cual es un grupo c´ıclico y en particular Gal(L/K)ab = Gal(L/K). Se tiene
que
1 −→ NL/K L∗ −→ K∗ ( ,L/K)−−−−−−−→ G = Gal(L/K) −→ 1
es una sucesio´n exacta y (a, L/K) = 1 ⇐⇒ a ∈ NL/K L∗ = (pif ) × UK ,
donde pi es un elemento primo de K y [L : K] = f (Teorema 17.4.37).
Puesto que K∗/NL/K L∗ ∼= 〈pi mo´d pif 〉, ( , L/K) esta´ determinado por
(pi, L/K) el cual es un generador de Gal(L/K).
Ahora si χ ∈ ̂Gal(L/K), δχ ∈ H2(Gal(L/K),Z) y a¯ = aNL/K L∗ ∈
H0(Gal(L/K), L∗), entonces por el Lema 17.4.55, χ((a, L/K)) = invL/K(a¯ uniondbl
δχ).
De la Definicio´n 17.4.30, obtenemos
χ((a, L/K)) = invL/K(a¯ uniondbl δχ) = ϕ ◦ δ−1 ◦ v¯(a¯ uniondbl δχ) = ϕ ◦ δ−1(vK(a)δχ)
= ϕ(vK(a)χ) = vK(a)χ(τ) = χ(τ
vk(a)).
As´ı, para toda χ ∈ ̂Gal(L/K), se tiene χ((a, L/K)) = χ(τvK(a)) de donde
se sigue que (a, L/K) = τvK(a). uunionsq
Notemos la relacio´n entre pi, cualquier elemento primo de K y τ el auto-
morfismo de Frobenius de la extensio´n no ramificada L/K:
(pi, L/K) = τ esto es pi τ.
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17.5. Grupos Formales de Lubin–Tate. Ca´lculo del
s´ımbolo residual de la norma
Nuestra exposicio´n sobre los grupos de Lubin–Tate sigue muy de cerca a
[100] el cual es a su vez, una exposicio´n detallada de [88].
En 1965, J. Lubin y J. Tate [88] motivados por la analog´ıa con la teor´ıa de
multiplicacio´n compleja en curvas el´ıpticas, mostraron como pueden ser usados
los grupos formales sobre campos locales para probar resultados centrales en
campos de clase locales. En esta seccio´n introducimos los grupos formales y
por medio de ellos daremos las demostraciones de los resultados centrales de
la teor´ıa de campos locales. Como ya mencionamos, esta seccio´n esta´ basada
en [100, 88] y tambie´n en [69].
Los grupos formales son los ana´logos a las extensiones cicloto´micas del
campo Qp de los nu´meros p–a´dicos sobre cualquier campo local. En lugar de
las ra´ıces como el nu´cleo del mapeo K∗ n−−→ K∗, se presenta otra accio´n y el
nu´cleo son los llamados puntos de divisio´n los cuales son tambie´n las ra´ıces
de cierta n–potencia de un mapeo.
Aqu´ı queremos mencionar la gran similitud de los grupos formales con los
mo´dulos de Drinfeld, y ma´s espec´ıficamente con el mo´dulo de Carlitz lo cual
sera´ evidente a lo largo de esta seccio´n.
Sea K un campo local con valuacio´n v y sea OK el anillo de valuacio´n de
K, es decir OK = {x ∈ K | |x|v ≤ 1} = {x ∈ K | v(x) ≥ 0} = B¯(1, 0).
En general, si A es un anillo conmutativo con unidad, el anillo conmutativo
de series formales en las variables X1, . . . , Xn es
R = A[[X1, . . . , Xn]] = {f(X1, . . . , Xn) =
∑
i
ai1,...,inX
i1
1 · · ·Xinn ,
ai1,...,in ∈ A y i = (i1, . . . , in) var´ıa en todos las n–tuplas de enteros n ≥ 0}.
Sean f, g ∈ R, d ∈ Z, d ≥ 0. Se pone f ≡ g mo´d gr d si f − g no tiene
te´rminos de grado total menores a d.
Si f ∈ R y g1, . . . , gn ∈ A[[Y1, . . . , Ym]], se define
f ◦ (g1, . . . , gn) = f(g1(Y1, . . . , Ym), . . . , gn(Y1, . . . , Ym)) ∈ A[[Y1, . . . , Ym]].
Si A es un anillo topolo´gico, se considera R como anillo topolo´gico de tal
forma que el mapeo
f =
∑
i
ai1,...,inX
i1
1 · · ·Xinn 7−→ {ai1,...,in}{i1,··· ,in≥0} ∈
∏
i
A
define un homomorfismo continuo de R sobre el producto de una cantidad
numerable de A indexadas por i = (i1, . . . , in).
Sea ahora K un campo local y tomemos OK . Sea pi un elemento primo. Sea
τ es automorfismo de Frobenius, es decir, el mapeo inducido por τ(x) = xq
donde Fq ∼= OK/pOK = OK/piOK .
Para f, g ∈ OK [[T ]] decimos que f ≡ g mo´d pi si f − g =
∑∞
n=0 cnT
n
satisface que pi|cn para toda n ∈ N ∪ {0}, esto es v(cn) ≥ 1 para toda n.
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Definicio´n 17.5.1. Se define
Fpi = {f ∈ OK [[T ]] | f(T ) ≡ piT mo´d gr 2 y f(T ) ≡ T q mo´d pi}.
En general, un elemento de f ∈ Fpi es de la forma
f(T ) = piT +pia2T
2 + · · ·+piaq−1T q−1 +T q+piT q+1g(T ) con g(T ) ∈ OK [[T ]].
El elemento ma´s simple de Fpi es f(T ) = piT + T q. No´tese la similitud con el
mo´dulo de Carlitz.
Sea f ∈ Fpi arbitrario. Se define
fn(T ) := (f ◦ · · · ◦ f︸ ︷︷ ︸
n
)(T ) = f(f(· · · (f(T ) · · · ))) ∈ OK [[T ]]
y se define f (0)(T ) = T .
Definicio´n 17.5.2. Se define Λf,n = {λ ∈ Ω | v(λ) > 0 y f (n)(λ) = 0} donde
Ω es un cerradura algebraica fija de K.
Definicio´n 17.5.3. Se define el campo Lf,n = K(Λf,n) para n = 1, 2, . . . El
campo Lf,n se llama el campo de los pi
n puntos de divisio´n del mo´dulo de
Lubin–Tate Ff el cual definiremos ma´s adelante.
Observacio´n 17.5.4. Se tiene que f (n)(T ) = f(f (n−1)(T )) = f (n−1)(T )gn(T )
para algu´n gn(T ) ∈ OK [[T ]]. Por tanto Λf,n−1 ⊆ Λf,n de donde Lf,n−1 ⊆ Lf,n,
n = 1, 2, . . .
Definicio´n 17.5.5. Sea f ∈ Fpi. Se define Λf :=
⋃∞
n=1 Λf,n y Lf := K(Λf ) =⋃∞
n=1 Lf,n.
El objetivo inmediato es probar que Lf,n son una especie de campos ci-
cloto´micos, o ma´s precisamente, Lf,n es una extensio´n de tipo cicloto´mica de
K. Esto es, queremos probar que Lf,n/K es una extensio´n abeliana finita y
totalmente ramificada. Ma´s au´n, veremos que NLf,n/K(L
∗
f,n) = (pi)× U (n)K .
Veremos que los grupos de normas de K∗ son exactamente los grupos
conteniendo a algu´n (pif )× U (n)K para n = 0, 1, . . . , y f = 1, 2, . . ..
La forma en que lo haremos es como sigue. Se usara´ una serie de potencias
para hacer de Λf,n un OK–mo´dulo de tal forma que la multiplicacio´n de Λf,n
por una unidad u ∈ O∗K = UK produce una permutacio´n de Λf,n la cual
induce un automorfismo de Lf,n sobre K que resultara´ ser (u
−1, Lf,n/K), el
s´ımbolo residual de la norma o mapeo de Artin.
Un resultado central para hacer de Λf,n un OK–mo´dulo, es el siguiente
teorema.
Teorema 17.5.6. Sean f, g ∈ Fpi y L(X1, . . . , Xn) =
∑n
i=1 aiXi una forma
lineal con coeficientes en OK . Entonces existe una u´nica serie de potencias
F (X1, . . . , Xn) ∈ OK [[X1, . . . , Xn]] tal que
F (X1, . . . , Xn) ≡ L(X1, . . . , Xn) mo´d gr 2,
f(F (X1, . . . , Xn)) = F (g(X1), . . . , g(Xn)).
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Demostracio´n. Pongamos X := (X1, . . . , Xn) y g(X) = (g(X1), . . . , g(Xn)).
Sea Fr(X) ∈ OK [X] la serie F (X1, . . . , Xn) quitando todos los te´rminos de
grado total mayor o igual a r.
Se tiene que si f(F (X1, . . . , Xn)) = F (g1(X1), . . . , g(Xn)) entonces
f(Fr(X)) ≡ Fr(g(X)) mo´d gr(r + 1) para toda r
y rec´ıprocamente. De esta forma, F (X1, . . . , Xr) es solucio´n si y so´lo si
F (X) ≡ L(X) mo´d gr 2 y
f(Fr(X)) ≡ Fr(g(X)) mo´d gr(r + 1) para toda r. (17.5.10)
En otras palabras debemos solucionar la Ecuacio´n (17.5.10) para toda r.
Para r = 1, definimos F1(X) = L(X) y se cumple la Ecuacio´n (17.5.10).
Notemos que F1(X) es u´nico.
Supongamos que hemos hallado un u´nico polinomio Fr(X) satisfaciendo
la Ecuacio´n (17.5.10). Esto es,
f(Fr(X)) ≡ Fr(g(X)) mo´d gr(r + 1).
Notemos que si existe Fr+1(X) satisfaciendo la Ecuacio´n (17.5.10) mo´d gr(r+
2) necesariamente se debe tener Fr+1(X) = Fr(X)+ϕr+1(X) donde ϕr+1(X)
es un polinomio homoge´neo de grado r+ 1. Veamos que tal ϕr+1(X) existe y
es u´nico.
Si Fr+1(X) es solucio´n de la Ecuacio´n (17.5.10), entonces
f(Fr+1(X)) = f(Fr(X) + ϕr+1(X)).
Sea
f(T ) = piT + pia2T
2 + · · ·+ piaq−1T q−1 + T q + piT q+1h(T )
con h(T ) ∈ OK [[T ]]. Escribamos f(T ) =
∑∞
i=1 aiT
i con a1 = pi, entonces
f(Fr(X) + ϕr+1(X)) =
∞∑
i=1
ai
(
Fr(X) + ϕr+1(X)
)i
=
∞∑
i=1
ai
(
Fr(X)
i +
i∑
j=1
(
i
j
)
Fr(X)
i−jϕr+1(X)j
)
=
∞∑
i=1
aiFr(X)
i + ϕr+1(X)
( ∞∑
i=1
ai
i∑
j=1
(
i
j
)
Fr(X)
i−jϕr+1(X)j−1
)
= f(Fr(X)) + ϕr+1(X)
( ∞∑
i=1
aiiFr(X)
i−1 + ϕr+1(T )l(T )
)
.
Por tanto
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f(Fr+1(X)) ≡↑
a1=pi
f(Fr(X)) + piϕr+1(X) mo´d gr(r + 2).
Adema´s Fr+1(g(X)) = Fr(g(X)) + ϕr+1(g(X)). Puesto que g(X) ∈ Fpi, se
tiene
ϕr+1(g(x)) = ϕr+1(g(X1), . . . , g(Xn)) =↑
g(Xi)=piXi+···
= pir+1ϕr+1(X) + te´rminos de grado ≥ r + 2.
Por tanto
Fr+1(g(X)) ≡ Fr(g(X)) + pir+1ϕr+1(X) mo´d gr(r + 2).
De las congruencias
f(Fr+1(X)) ≡ f(Fr(X)) + piϕr+1(X) mo´d gr(r + 2),
Fr+1(g(X)) ≡ Fr(g(X)) + pir+1ϕr+1(X) mo´d gr(r + 2),
se sigue que si queremos
f(Fr+1(X)) ≡ Fr+1(g(X)) mo´d gr(r + 2),
entonces
f(Fr(X)) + piϕ(X) ≡ Fr(g(X)) + pir+1ϕr+1(X) mo´d gr(r + 2),
lo cual equivale a
ϕr+1(X) ≡ f(Fr(X))− Fr(g(X))
pir+1 − pi mo´d gr(r + 2).
De esta forma, ϕr+1(X) es u´nico pues es la serie
f(Fr(X))−Fr(g(X))
pir+1−pi quitando
los te´rminos de grado mayor o igual a (r+ 2) y la serie f(Fr(X))− Fr(g(X))
no tiene te´rminos de grado diferente a (r+1) por la Ecuacio´n (17.5.10). Ahora
bien
f(Fr(X))− Fr(g(X)) ≡ Fr(X)q − Fr(Xq) ≡ 0 mo´d pi.
Por tanto ϕr+1(X) ∈ OK [X] y ϕr+1(X) es homoge´neo de grado (r+ 1). Esto
muestra la existencia y la unicidad de F (X) = l´ımr→∞ Fr(X). uunionsq
Observacio´n 17.5.7. La demostracio´n del Teorema 17.5.6 de hecho prueba
que F es la u´nica serie de potencias en cualquier campo que contenga a OK
y que satisface las condiciones del Teorema 17.5.6.
Definimos en general grupos formales y mo´dulos formales.
Sea R es un anillo conmutativo con unidad. Sea m = 〈X〉 = XR[[X]]
el ideal generado por X. Entonces m = {f(X) ∈ R[[X]] | f ≡ 0 mo´d gr 1}.
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Se tiene para f, g ∈ m, (f ◦ g)(X) = f(g(X)) ∈ m. En particular m es un
semigrupo con la operacio´n ◦. Ahora bien, para f ∈ m se tiene X ◦ f =
f ◦X = f , por lo que la identidad del semigrupo es la serie X.
Si para f, g ∈ m satisfacen f ◦g = g◦f = X, escribimos f = g−1 y g = f−1
y se dice que f es invertible.
Proposicio´n 17.5.8. Se tiene que f ∈ m es invertible si y solamente si a1 ∈
R∗ donde f(X) = a1X +
∑∞
i=2 aiX
i, esto es, si c ∈ R tal que a1c = 1.
Demostracio´n. Si g = f−1, (f ◦ g)(X) = a1g(X) +
∑∞
j=2 djX
j con g(X) =
cX +
∑∞
j=2 cjX
j . Por tanto
f(g(X)) = a1cX +
∞∑
j=2
ejX
j = X,
de donde obtenemos que a1c = 1.
Rec´ıprocamente, sea a1 ∈ R∗ y c1 = c ∈ R con a1c1 = 1. Buscamos
g(X) =
∑∞
i=1 ciX
i con f(g(X)) = X. Se tiene f(g(X)) =
∑∞
i=1 ai(g(X))
i, la
cual podemos resolverla de manera recursivo satisfaciendo f ◦ g = X.
Por la misma razo´n, existe h tal que h ◦ f = X. Por tanto
h = h ◦X = h ◦ f ◦ g = X ◦ g = g.
Obtenemos que f ◦ g = g ◦ f = X. uunionsq
Observacio´n 17.5.9. Si f ◦ g = g ◦ f = X y f ◦ h = h ◦ f = X, entonces
h = h ◦X = h ◦ (g ◦ f) = (h ◦ f) ◦ g = X ◦ g = g.
Definicio´n 17.5.10. Sea R un anillo conmutativo con unidad. Una serie for-
mal F (X,Y ) ∈ R[[X,Y ]] se llama un grupo formal sobre R si
(a) F (X,Y ) ≡ X + Y mo´d gr 2.
(b) F (F (X,Y ), Z) = F (X,F (Y, Z)) (asociatividad).
(c) F (X,Y ) = F (Y,X) (conmutatividad).
En particular se tiene F (0, 0) = 0 lo cual implica que las dos series en
(b) esta´n bien definidas (pues de otra forma podr´ıamos tener una serie de
constantes en R no convergente).
Ejemplos 17.5.11. (1) F (X,Y ) = X+Y es un grupo formal llamado
el grupo formal aditivo y es denotado por Ga.
(2) F (X,Y ) = X + Y +XY = (1 +X)(1 + Y )− 1 es un grupo formal
llamado grupo formal multiplicativo y es denotado por Gm.
De la definicio´n de grupo formal, obtenemos F (X, 0) ≡ X mo´d gr 2,
F (F (X, 0), 0) = F (X, 0). De la condicio´n F (X, 0) ≡ X mo´d gr 2 obtenemos
que f(X) := F (X, 0) es invertible, f−1 ∈ m = XR[[X]].
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Se tiene
f(X) = F (X, 0) = F (F (X, 0), 0) = F (f(X), 0) = (f ◦ f)(X).
Se sigue que X = (f−1◦f)(X) = (f−1◦f ◦f)(X) = f(X), esto es, f(X) = X.
As´ı, F (X, 0) = X. Similarmente se obtiene que F (0, Y ) = Y . Por tanto
F (X,Y ) = X + Y +
∞∑
i,j=1
ci,jX
iY j ,
es decir, no existen te´rminos de la forma Xi o Y j con i, j ≥ 2.
La ecuacio´n F (X,Y ) = 0 puede resolverse para Y en m, esto es, existe
una u´nica serie iF (X) = −X +
∑∞
i=2 biX
i con bi ∈ R tal que F (X, iF (X)) =
F (iF (X), X) = 0 (esto lo podemos hacer por recursio´n).
Notemos que iF (X) ≡ −X mo´d gr 2. La serie iF (X) recibe el nombre de
inversa formal.
Ejemplos 17.5.12. (1) La inversa formal de Ga es iF (X) = −X.
(2) La inversa formal de Gm es iF (X) = (1 +X)−1 − 1 = −X +X2 −
· · · = ∑∞i=1(−1)iXi.
Definicio´n 17.5.13. Sea F (X,Y ) ∈ R[[X,Y ]] un grupo formal. Para f, g ∈
m, definimos
f ⊕F g := F (f(X), g(X)).
Entonces f ⊕F g ∈ m y m es un grupo abeliano con respecto a esta operacio´n
y el inverso de f es iF (f). Este grupo abeliano se denota por mF .
Ejemplos 17.5.14. (1) mGa = m con la suma.
(2) mGm ∼= 1 + m con la multiplicacio´n.
Sea G(X,Y ) otro grupo formal sobre R y sea f ∈ m tal que
f(F (X,Y )) = G(f(X), f(Y )) (17.5.11)
Definicio´n 17.5.15. Si f satisface la Ecuacio´n (17.5.11), f se llama morfismo
de F en G y se escribe
f : F −→ G.
Si F = G, f se llama endomorfismo.
Si f tiene inversa f−1 ∈ m, f−1 : G −→ F es un morfismo de G en F y f
se llama isomorfismo, f : F
∼=−−→ G.
La Ecuacio´n (17.5.11) se escribe
f ◦ F = G ◦ f. (17.5.12)
No´tese la similitud con morfismos de mo´dulos de Drinfeld.
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Ejemplo 17.5.16. Sea F es un grupo formal. Se define el endomorfismo de
F , [m] : F −→ F definido por [0](X) = 0, [m+ 1](X) = F ([m]X,X) si m ≥ 0
y [m− 1](X) = F ([m](X), iF (X)) si m ≤ 0.
Este endomorfismo se llama multiplicacio´n por m. Si m ∈ UK , entonces
[m] es un isomorfismo.
Definicio´n 17.5.17. Si F (X1, . . . , Xm) ∈ R[[X1, . . . , Xm]] y si f ∈ m =
XR[[X]] es invertible en m: f−1 ∈ m, se define la serie F f (X1, . . . , Xm) ∈
R[[X1, . . . , Xm]] por
F f (X1, . . . , Xm) = f ◦ F ◦ f−1 = f(F (f−1(X1), . . . , f−1(Xm))). (17.5.13)
Si F (X,Y ) es un grupo formal sobre R, entonces G = F f es nuevamente
un grupo formal y f : F
∼=−−→ G es un isomorfismo.
Sea
HomR(F,G) = Hom(F,G) = {f | f : F −→ G es un morfismo},
EndR(F ) = End(F ) = HomR(F, F ).
Proposicio´n 17.5.18. Se tiene Hom(F,G) es un subgrupo de mG. Adema´s
End(F ) es un anillo con respecto a la suma f ⊕F g y multiplicacio´n f ◦g cuya
identidad es X.
Demostracio´n. [69, Lemma 4.1, pa´gina 51]. uunionsq
Para definir mo´dulos formales, aplicamos el Teorema 17.5.6 a los casos
suma y multiplicacio´n por escalar: L(X,Y ) = X + Y y L(X) = aX con
a ∈ OK .
Sea f ∈ Fpi y sea Ff (X,Y ) la u´nica solucio´n de
Ff (X,Y ) ≡ X + Y mo´d gr 2,
f(Ff (X,Y )) = Ff (f(X), f(Y )) (17.5.14)
Notemos que la Ecuacio´n (17.5.14) nos dice que f es un endomorfismo de
Ff : f ◦ Ff = Ff ◦ f (ver Ecuacio´n (17.5.12)).
Para cada a ∈ OK y f, g ∈ Fpi, sea la serie af,g(T ) ∈ OK [[T ]] la u´nica
solucio´n de
af,g(T ) ≡ aT mo´d gr 2,
f(af,g(T )) = af,g(g(T )). (17.5.15)
Por notacio´n, escribiremos af = af,f .
El siguiente teorema probara´, entre otras cosas, que Ff es un grupo formal.
Teorema 17.5.19. Sean f, g, h ∈ Fpi y a, b ∈ OK . Entonces
(1) Ff (X,Y ) = Ff (Y,X).
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(2) Ff (Ff (X,Y ), Z) = Ff (X,Ff (Y, Z)).
(3) af,g(Fg(X,Y )) = Ff (af,g(X), af,g(Y )).
(4) af,g(bg,h(Z)) = (a · b)f,h(Z).
(5) (a+ b)f,g(Z) = Ff (af,g(Z), bf,g(Z)).
(6) (pin)f (Z) = f
n(Z), n = 0, 1, 2, . . ..
Demostracio´n. Todos estas propiedades se siguen de resolver algu´n problema
espec´ıfico aplicando el Teorema 17.5.6.
(1) Sea F (X,Y ) = Ff (X,Y ). Se tiene que
Ff (X,Y ) ≡ X + Y mo´d gr 2 ≡ Y +X mo´d gr 2 ≡ Ff (Y,X).
Adema´s se tiene que f(Ff (X,Y )) = Ff (f(X), f(Y )), por tanto
f(Ff (Y,X)) =↑
X↔Y
Ff (f(Y ), f(X)).
Sea G(X,Y ) = Ff (Y,X). Entonces
f(G(X,Y )) = f(Ff (Y,X)) = Ff (f(Y ), f(X)) = G(f(X), f(Y )).
Por unicidad, se tiene F = G, esto es, Ff (X,Y ) = G(X,Y ) =
Ff (Y,X).
(2) Ff (Ff (X,Y ), Z) ≡ Ff (X,Y )+Z mo´d gr 2 ≡ X+Y +Z mo´d gr 2 ≡
X + Ff (Y, Z) mo´d gr 2 = Ff (X,Ff (Y,Z)) mo´d gr 2.
Sean F1(X,Y, Z) = Ff (Ff (X,Y ), Z), F2(X,Y, Z) = Ff (X,Ff (Y, Z)).
Entonces
f(F1(X,Y, Z)) = f(Ff (Ff (X,Y ), Z)) = Ff (f(Ff (X,Y ), f(Z)))
= Ff (Ff (f(X), f(Y )), f(Z)) = Ff (Ff (f(X), f(Y )), f(Z))
= F1(f(X), f(Y ), f(Z)),
f(F2(X,Y, Z)) = f(Ff (X,Ff (Y, Z))) = Ff (f(X), f(Ff (Y,Z)))
= Ff (f(X), Ff (f(Y ), f(Z))) = F2(f(X), f(Y ), f(Z)).
Por tanto
F1(X,Y, Z) ≡ X + Y + Z mo´d gr 2 ≡ F2(X,Y, Z),
f ◦ F1 = F1 ◦ f y f ◦ F2 = F2 ◦ f.
Por unicidad tenemos que F1 = F2.
(3) Sea H(X,Y ) la u´nica solucio´n de
H(X,Y ) ≡ aX + aY mo´d gr 2,
f(H(X,Y )) = H(g(X), g(Y )). (17.5.16)
Sea H1(X,Y ) = Ff (af,g(X), af,g(Y )). Entonces
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H1(X,Y ) = Ff (af,g(X), af,g(Y )) ≡ af,g(X) + af,g(Y )
≡ aX + aY mo´d gr 2,
f(H1(X,Y )) = f(Ff (af,g(X), af,g(Y ))) = Ff (f(af,g(X)), f(af,g(Y )))
= Ff (af,g(g(X)), af,g(g(Y ))) = H1(g(X), g(Y )).
Se sigue que H1(X,Y, Z) es solucio´n de la ecuacio´n (17.5.16).
Sea H2(X,Y ) = af,g(Fg(X,Y )). Entonces
H2(X,Y ) = af,g(Fg(X,Y )) ≡ aFg(X,Y ) ≡ a(X + Y ) mo´d gr 2,
f(H2(X,Y )) = f(af,g(F (X,Y ))) = af,g(g(Fg(X,Y )))
= af,g(Fg(g(X), g(Y ))) = H2(g(X), g(Y )).
Se sigue que H2(X,Y, Z) tambie´n es solucio´n de la ecuacio´n (17.5.16).
Por la unicidad dada en el Teorema 17.5.6, se sigue que H1(X,Y ) =
H2(X,Y ).
(4) Sea H(Z) la solucio´n a
H(Z) ≡ abZ mo´d gr 2 y F (H(Z)) = H(h(Z)). (17.5.17)
Sea H1(Z) = af,g(bg,h(Z)). Entonces
H1(Z) = af,g(bg,h(Z)) ≡ abg,h(Z) ≡ abZ mo´d gr 2,
f(H1(Z)) = f(af,g(bg,h(Z))) = af,g(g(bg,h(Z)))
= af,g(bg,h(h(Z))) = H1(h(Z)).
Sea ahora H2(Z) = (ab)f,h(Z). Entonces
H2(Z) = (ab)f,h(Z) ≡ abZ mo´d gr 2,
f(H2(Z)) = f((ab)f,h(Z)) = (ab)f,h(h(T )) = H2(h(T )).
Por tanto H1 y H2 son soluciones de la ecuacio´n (17.5.17), de donde
se sigue que H1(Z) = H2(Z) = H(Z).
(5) Sea H(Z) solucio´n a
H(Z) ≡ (a+ b)Z mo´d gr 2 y f(H(Z)) = H(g(Z)). (17.5.18)
Sea H1(Z) = (a+ b)f,g(Z). Entonces
H1(Z) = (a+ b)f,g(Z) ≡ (a+ b)Z mo´d gr 2,
f(H1(Z)) = f((a+ b)f,g(Z)) = (a+ b)f,g(g(Z)) = H1(g(Z)).
Sea ahora H2(Z) = Ff (af,g(Z), bf,g(Z)). Entonces
H2(Z) = Ff (af,g(Z), bf,g(Z)) ≡ af,g(Z) + bf,g(Z) mo´d gr 2
≡ aZ + bZ mo´d gr 2,
f(H2(Z)) = f(Ff (af,g(Z), bf,g(Z))) = Ff (f(af,g(Z)), f(bf,g(Z)))
= Ff (af,g(g(Z)), bf,g(g(Z))) = H2(g(Z)).
Se sigue que H1(Z) = H2(Z).
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(6) Sea n ≥ 0 y sea H(n)(Z) la solucio´n a
H(n)(Z) ≡ pinZ mo´d gr 2 y f(H(n)(Z)) = H(n)(f(Z)).
Sea H
(n)
1 (Z) = (pi
n)f (Z). Entonces
H
(n)
1 (Z) = (pi
n)f (Z) ≡ pinZ mo´d gr 2,
f(H
(n)
1 (Z)) = f((pi
n)f (Z)) = (pi
n)f (f(Z)) = H
(n)
1 (f(Z)).
Sea ahora H
(n)
2 (Z) = f
n(Z). Entonces
H
(n)
2 (Z) = f
n(Z) = f(fn−1(Z)) ≡ pifn−1(Z) mo´d gr 2
≡ pipin−1Z mo´d gr 2,
f(H
(n)
2 (Z)) = f(f
n(Z)) = fn(f(Z)) = H(n)(f(Z)).
Por tanto se tiene que H1(Z) = H2(Z). uunionsq
Sea L una extensio´n algebraica del campo local K. Sea pL = {x ∈ L |
vL(x) > 0}. Si x1, . . . , xn ∈ pL y G(X1, . . . , Xn) ∈ OK [[X1, . . . , Xn]], entonces
G(x1, . . . , xn) converge en K(x1, . . . , xn). Si adema´s el te´rmino constante de
G es 0, G(x1, . . . , xn) ∈ pL.
Una demostracio´n de lo anterior, es como sigue. Como K es completo,
K[x1, . . . , xn] = k(x1, . . . , xn) tambie´n es completo y si Gd denota a G qui-
tando los te´rminos de grado total ≥ d+ 1, entonces
|G(x1, . . . , xn)−Gd(x1, . . . , xn)| =
∣∣∣∑
i
ai1,...,inx
i1
1 · · ·xinn
∣∣∣
≤ |xi11 | · · · |xinn | ≤ ci1+···+in ≤ cd+1 −−−→
d→∞
0,
donde |x1|, . . . , |xn| ≤ c < 1.
Entonces l´ımd→∞Gd(x1, . . . , xn) = G(x1, . . . , xn) pues {Gd(x1, . . . , xn)}d
es una sucesio´n de Cauchy. Si a0,...,0 = 0, claramente |Gd(x1, . . . , xn)| < 1 y
G(x1, . . . , xn) ∈ pL.
Por esta razo´n, para f = g = h las propiedades del Teorema 17.5.19, hacen
de Ff un OK–mo´dulo (de Lie) formal.
Si en el Teorema 17.5.19 tomamos f = g = h y pensamos Ff (x, y) como la
suma y af,f , a ∈ OK como la multiplicacio´n por escalar, entonces tendr´ıamos
un OK–mo´dulo haciendo que las variables X,Y y Z tomen valores de un
dominio donde las series convergen (por ejemplo L, una extensio´n algebraica
de K).
Proposicio´n 17.5.20. Si f ∈ Fpi y L es una extensio´n algebraica de K, pL
es un OK–mo´dulo con la suma y multiplicacio´n por escalar definidas por:
x⊕Ff y := Ff (x, y) y aFf x = af (x), x, y ∈ pL, a ∈ OK .
Se denota p
(f)
L a este OK–mo´dulo.
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Demostracio´n. Es consecuencia inmediata de Teorema 17.5.19. uunionsq
Observacio´n 17.5.21. Las propiedades (1) y (2) del Teorema 17.5.19 prue-
ban que p
(f)
L es un grupo aditivo. Las propiedades (3), (4) y (5) con f = g = h,
prueban que p
(f)
L es un OK–mo´dulo.
El inverso aditivo de x es (−1)f (x) = (−1)Ff x. Es importante distinguir
p
(f)
L de pL: ambos son el mismo conjunto y ambos son OK–mo´dulos pero con
diferente accio´n.
Teorema 17.5.22. El conjunto de ceros Λf,n de f
n(x) es un OK–submo´dulo
de p
(f)
Lf,n
, n ≥ 1, donde recordemos que Lf,n = K(Λf,n).
Ma´s au´n, Λf,n son los punto de pi
n–torsio´n del OK–mo´dulo p(f)Lf,n . Esto es
Λf,n = {λ ∈ pLf,n | pin Ff λ = 0} = {λ ∈ K¯ | pin Ff λ = 0}.
Demostracio´n. Por definicio´n, tenemos que si x ∈ Λf,n, entonces x ∈ pLf,n .
Se tiene
Λf,n = {λ ∈ pLf,n | fn(λ) = (pin)f (λ) = 0}
= {λ ∈ pLf,n | pin Ff λ = 0} = nu´cpin.
Por tanto Λf,n es un OK–mo´dulo. uunionsq
Nuevamente hacemos notar la similitud de Λf,n como OK–mo´dulo y de
ΛM , M ∈ RT = Fq[T ] como RT –mo´dulo (Carlitz).
Ejemplo 17.5.23. Sean K = Qp y f(T ) = (T + 1)p − 1 ∈ Fp. Entonces
Λf,n = {λ ∈ Qp | pn Ff λ = 0} = {λ ∈ Q¯p | fn(λ) = 0}.
Se tiene f2(T ) = f(f(T )) = (f(T ) + 1)p − 1 = ((T + 1)p − 1 + 1)p − 1 =
(T + 1)p
2 − 1 y en general fn(T ) = (T + 1)pn − 1. Se sigue que
Λf,n = {λ ∈ Q¯p | (λ+ 1)pn − 1 = 0} = {ζipn − 1}p
n−1
i=0
∼= 〈ζpn〉 ∼= Wpn .
Proposicio´n 17.5.24. Sean f, g ∈ Fpi y a ∈ OK . El mapeo λ 7−→ ag,f (λ) da
lugar a un homomorfismo de OK–mo´dulos de Λf,n en Λg,n. Este homomorfis-
mo es un isomorfismo si a ∈ UK . Ma´s precisamente, se tiene ag,f : Ff −→ Fg.
Demostracio´n. Por el Teorema 17.5.19 (3) y (4), se tiene
λ⊕Ff µ = Ff (λ, µ) 7−→ ag,f (Ff (λ, µ)) = Fg(ag,f (λ), ag,f (µ))
= ag,f (λ)⊕Gf ag,f (µ),
y
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bFf λ = bf (λ) 7−→ ag,f (bf (λ)) = (ab)g,f (λ) = (ba)g,f (λ)
= bg,g(ag,f (λ)) = bGf ag,f (λ).
Por tanto el mapeo es un homomorfismo de OK–mo´dulos. Adema´s, si
λ ∈ Λf,n,
gn(ag,f (λ)) = (pi
n)g(ag,f (λ)) = (pi
na)g,f (λ) = (api
n)g,f (λ)
= ag,f ((pi
n)f (λ)) = ag,f (f
n(λ)) = ag,f (0) = 0.
Por tanto el homomorfismo manda Λf,n en Λg,n.
Ahora si, a ∈ UK , para λ ∈ Λf,n se tiene
(a−1)f,g(ag,f (λ)) = (a−1a)f,f (λ) = 1f (λ) = 1Ff λ = λ
y para µ ∈ Λg,n se tiene
(ag,f )((a
−1)f,g)(µ) = (aa−1)g,g(µ) = 1g(µ) = 1Gf µ = µ.
Se sigue que el homomorfismo ag,f : Λf,n −→ Λg,n tiene como inverso a
(a−1)f,g : Λg,n −→ Λf,n. uunionsq
Teorema 17.5.25. Para cualquier f ∈ Fpi, se tiene
Λf,n ∼= OK/pinOK
como OK–mo´dulos.
Demostracio´n. Para cualesquiera f, g ∈ Fpi, 1g,f : Λf,n −→ Λg,n es un isomor-
fismo de OK–mo´dulos. Basta considerar f(Z) = piZ + Zq ∈ Fpi.
Se hara´ por induccio´n en n. Para n = 1, Λf,1 es el conjunto de ceros de
f(λ) = piλ + λq = 0 el cual es un polinomio separable pues f ′(λ) = pi 6= 0.
Esto es, Λf,1 tiene q elementos y por tanto es un espacio vectorial sobre Fq
de dimensio´n 1. En este caso Fq ∼= OK/piOK , de donde se sigue que Λf,1 ∼=
OK/piOK .
Supongamos que Λf,n ∼= OK/pinOK como OK–mo´dulos. Consideremos
pif : Λf,n+1 −→ Λf,n dada por pif (λ) = pi Ff λ ∈ Λf,n para λ ∈ Λf,n+1 pues
fn(pif (λ)) = f
n(f(λ)) = fn+1(λ) = 0.
Puesto que nu´cpif = Λf,1 y |Λf,n+1| = qn+1, |Λf,n| = qn, se tiene la
sucesio´n exacta
0 −→ Λf,1 −→ Λf,n+1 pif−−−→ Λf,n −→ 0.
Otra forma de verificar la suprayectividad de pif es como sigue. Si λ ∈ Λf,n
y µ es una ra´ız de f(Z)− λ = Zq + piZ − λ, entonces λ = f(µ) y fn+1(µ) =
fn(f(µ)) = 0 y por tanto pif (µ) = f(µ) = λ y pif es suprayectiva.
Sea λ ∈ Λf,n+1 \Λf,n, entonces (pin)f (λ) 6= 0 y (pin+1)f (λ) = 0 por lo que
el anulador de λ es pin+1OK . El mapeo a 7−→ aFf λ da el isomorfismo.
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OKλ ∼= OK/pin+1OK
y OKλ ⊆ Λf,n+1. Puesto que
∣∣OK/pin+1OK∣∣ = |Λf,n+1| = qn+1, se sigue que
OKλ = Λf,n+1 ∼= OK/pin+1OK . uunionsq
Teorema 17.5.26. Todo automorfismo del OK–mo´dulo Λf,n es de la forma
uf : Λf,n −→ Λf,n con u ∈ UK . Se tiene que uf = IdΛf,n si y so´lo si u ∈ U (n)K .
Por tanto
AutOK (Λf,n) ∼= UK/U (n)K .
Demostracio´n. Si σ ∈ AutOK (Λf,n) se tiene que, usando el isomorfismo de
OK–mo´dulos Λf,n ∼= OK/pinOK , σ ∈ AutOK (OK/pinOK). Sea τ : OK −→
OK/pinOK el epimorfismo natural. Por tanto σ ◦ τ : OK −→ OK/pinOK es un
epimorfismo de OK–mo´dulos y para ξ ∈ OK se tiene
(σ ◦ τ)(ξ) = ξ(σ ◦ τ)(1) = ξσ(1 mo´d pin).
Se sigue que σ(1 mo´d pin) = a genera a OK/pinOK y por tanto a es unidad.
Se tiene el siguiente diagrama conmutativo
OK/pinOK a //
∼= ϕ

OK/pinOK
ϕ ∼=

Λf,n
σ // Λf,n
donde ϕ(1 mo´d pin) = λ es un generador Λf,n. Entonces σ(λ) = (ϕaϕ
−1)(λ) =
aFf λ = af (λ).
Ahora σ = Id ⇐⇒ σ(1 mo´d pin) = a mo´d pin = 1 mo´d pin ⇐⇒ a − 1 ≡
0 mo´d pin ⇐⇒ a ∈ U (n)K . uunionsq
Teorema 17.5.27. El campo Lf,n depende u´nicamente de pi y no de la elec-
cio´n de f ∈ Fpi. Esto es, para toda n ≥ 1 y para cualesquiera f, g ∈ Fpi, se
tiene K(Λf,n) = K(Λg,n).
Demostracio´n. Sean f, g ∈ Fpi y λ ∈ Λf,n. Se tiene que 1g,f (Z) ∈ OK [[Z]],
por tanto 1g,f (λ) ∈ K(λ) ⊆ Lf,n. Puesto que 1g,f : Λf,n −→ Λg,n es biyectiva,
Λg,n ⊆ Lf,n. Se sigue que Lg,n = K(Λg,n) ⊆ Lf,n. Por simetr´ıa tenemos que
Lf,n ⊆ Lg,n. uunionsq
Definicio´n 17.5.28. Para cualquier f ∈ Fpi, se define Lpi,n := Lf,n y Lpi :=⋃∞
n=1 Lf,n.
Debido al Teorema 17.5.27, se puede suponer que Lpi,n esta´ generado por
las ra´ıces de fn(Z) donde f(Z) = piZ+Zq ∈ Fpi. La extensio´n Lpi,n/K es una
extensio´n de Galois.
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Definicio´n 17.5.29. Se define Gpi,n := Gal(Lpi,n/K) y Gpi = Gal(Lpi/K) =
Gal(
⋃∞
n=1 Lpi,n/K) = l´ım←nGpi,n.
Consideremos σ ∈ Gpi,n y λ ∈ Λf,n. Sea f(Z) = piZ +
∑∞
i=1 aiZ
i con
ai ∈ OK . Se tiene que fn(Z) =
∑∞
j=2 bjZ
j ∈ OK [[Z]] para n ≥ 2 y fn(λ) es
convergente. Como σ actu´a de manera continua en Lpi,n,
0 = σ(0) = σ(fn(λ)) =
∞∑
j=2
σ(bjλ
j) =
↑
bj∈K
∞∑
j=2
bj(σλ)
j = fn(σλ).
Por tanto fn(σλ) = 0 y σλ ∈ Λf,n.
Puesto que AutOK (Λf,n) ∼= UK/U (n)K , cada clase uU (n)K ∈ UK/U (n)K da
lugar al automorfismo µf : Λf,n −→ Λf,n.
Teorema 17.5.30. Para cada σ ∈ Gpi,n existe una u´nica clase uσU (n)K =
uU
(n)
K ∈ UK/U (n)K tal que σ(λ) = (uσ)f (λ), λ ∈ Λf,n. El mapeo σ 7→ uσU (n)K
da lugar a un isomorfismo Gpi,n ∼= UK/U (n)K . Adema´s Lpi,n = K(λ) donde
Irr(Z, λ,K) = f
n(Z)
fn−1(Z) .
Demostracio´n. Notemos que si a ∈ OK y λ ∈ Λf,n entonces aFf λ = af (λ) =∑∞
i=1 ciλ
i ∈ OK [[λ]] y por tanto
σ(aFf λ) = σ(af (λ)) = σ
( ∞∑
i=1
ciλ
i
)
=
∞∑
i=1
ci(σλ)
i = af (σλ) = aFf (σλ).
En otras palabras, las acciones de OK y de Gpi,n sobre Λf,n conmutan.
Cada σ ∈ Gpi,n induce un automorfismo del OK–mo´dulo Λf,n, esto es,
existe uU
(n)
K ∈ UK/U (n)K tal que σλ = uf (λ) = uFf λ para toda λ ∈ Λf,n.
Se tiene el mapeo Gpi,n
ϕ−−→ UK/U (n)K , σ 7−→ uσU (n)K , donde σλ = uσFf λ
para toda λ ∈ Λf,n.
Como Λf,n genera a Lpi,n sobre K, si σ ∈ nu´cϕ, entonces σλ = uf (λ) = λ
para toda λ ∈ Λf,n, por lo tanto σ = Id.
Se tiene que
∣∣UK/U (n)K | = qn−1(q−1). Veamos que |Gpi,n| ≥ qn−1(q−1). Se
tiene fn(Z) = f(fn−1(Z)) = fn−1(Z)φn(Z) con φn(Z) = (fn−1(Z))q−1 +pi ∈
OK [Z] (recordemos que f(Z) = piZ + Zq).
Ahora f2(Z) = f(f(Z)) = f(Z)q + pif(Z) = (Zq + piZ)q + pi(Zq + piZ) =
Zq
2
+piqZq+piZq+pi2Z. En general se tiene fn−1(Z) = Zq
n−1
+pi(bn−2Zq
n−2
+
· · ·+ b2Zq2) + pin−1Z.
Puesto que φn(Z) = (f
n−1(Z))q−1 + pi ∈ OK [Z], φn(Z) es un polinomio
de Eisenstein y por tanto irreducible sobre K. Si λ es una ra´ız de φn(Z), y por
tanto ra´ız de fn(Z), entonces K(λ) es una extensio´n totalmente ramificada
de K. Adema´s
|Gpi,n| ≥ [K(λ) : K] = qn−1(q − 1) = grφn(Z) = gr f
n(Z)
fn−1(Z)
=
∣∣UK/U (n)K ∣∣,
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por tanto Gpi,n ∼= UK/U (n)K y adema´s Lpi,n = K(λ) donde λ es una ra´ız del
polinomio de Eisenstein φn(Z) y Irr(Z, λ,K) = φn(Z) =
fn(Z)
fn−1(Z) . uunionsq
Hemos demostrado ma´s de lo enunciado:
Teorema 17.5.31. La extensio´n Lpi,n/K es una extensio´n abeliana y total-
mente ramificada de grado qn−1(q − 1) y es generada por una ra´ız de
φn(Z) = (f
n−1(Z))q−1 + pi =
fn(Z)
fn−1(Z)
. uunionsq
Corolario 17.5.32. pi es una norma de Lpi,n a K.
Demostracio´n. Se tiene φn(Z) =
∏
σ∈Gpi,n(Z − λσ) = (fn−1(Z))q−1 + pi. Por
lo tanto pi =
∏
σ∈Gpi,n(−λ)σ = NLpi,n/K(−λ) por lo que pi es una norma. uunionsq
Observacio´n 17.5.33. Todo este desarrollo se basa en un elemento primo
pi ∈ OK fijo. Esto corresponde al caso primo infinito p en el caso de campos de
funciones, Fq(z), p el polo de x. As´ı que, debemos estudiar la misma situacio´n
cuando tomamos otro elemento primo pi′.
Notacio´n 17.5.34. Dado un campo local K, T denotara´ la ma´xima extensio´n
no ramificada de K contenida en una cerradura algebraica K¯ de K fija. Es
decir T = Knr.
Se tiene Gal(T/K) ∼= Gal(Fq/Fq) ∼= Zˆ.
Teorema 17.5.35. Se tiene Gpi ∼= UK .
Demostracio´n. Del isomorfismo Gpi,n ∼= UK/U (n)K , se sigue que
Gpi = Gal(Lpi/K) ∼= l´ım←nGpi,n ∼= l´ım←n UK/U
(n)
K
∼= UK . uunionsq
Sea τK ∈ Gal(T/K) el automorfismo de Frobenius de T/K, y sea τ¯K la
u´nica extensio´n continua de τK en la completacio´n Tp de T en K¯p, una ce-
rradura algebraica de Kp. Usaremos la notacio´n τ = τK = τ¯K . Por definicio´n,
τK induce el automorfismo α 7→ αq en el campo residual T (pT )
ατ = τ(α) = αq mo´d pT para toda α ∈ OT ,
donde OT denota el anillo de enteros de T y pT denota el ideal ma´ximo de
OT .
Usaremos la notacio´n T¯ para la completacio´n TpT de T . Se tiene la igualdad
de campos residuales T¯ (pT ) = T¯pT¯ (pT¯ ) el cual denotaremos simplemente por
T¯ (p).
Consideremos los endomorfismos
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τ − 1: OT¯ −→ OT¯
α 7−→ (τ − 1)(α) = τ(α)− α,
τ − 1: UT¯ −→ UT¯
u 7−→ uτ−1 = τ(u)/u,
donde UT¯ = {x ∈ T¯ | |x| = 1}. Se tiene el siguiente resultado.
Lema 17.5.36. Las siguientes sucesiones
0 −→ OK −→ OT¯ τ−1−−−−→ OT¯ −→ 0,
1 −→ UK −→ UT¯ τ−1−−−−→ UT¯ −→ 1,
son exactas. En particular (τ − 1)OT¯ = OT¯ y Uτ−1T¯ = UT¯ .
Demostracio´n. Las demostraciones son totalmente paralelas y por tanto la
haremos principalmente para UT¯ .
Puesto que el campo residual S := T¯ (p) = OT¯ /T¯pT¯ ∼= OT /pT = T (p) ∼= F¯q
es algebraicamente cerrado, los mapeos α 7−→ τ(α)−α y α 7−→ ατ−1 = τ(α)/α
son suprayectivos de S −→ S y de S∗ −→ S∗ respectivamente.
Se tiene
UT¯ /U
(1)
T¯
∼= S∗ = T¯ (p)∗, U (n)T¯ /U
(n+1)
T¯
∼= S+ = T¯ (p)+ y (17.5.19)
OT¯ /pT¯ ∼= pnT¯ /pn+1T¯ ∼= S+ = T¯ (p)+.
Ahora bien, si x ∈ UT¯ (resp. x ∈ OT¯ ), existe y1 ∈ T ∗(p) (resp. y1 ∈ T (p)+)
tal que x¯ = τ y¯1/y¯1 ∈ T¯ (p)∗ (rest. x¯ = τ y¯1 − y¯1 ∈ T¯ (p)+) donde z¯ = z mo´d p,
por lo que x = τy1y1 a1 con yi ∈ UT¯ y a1 ∈ U
(1)
T¯
(resp. x = τy1 − y1 + a1 con
y1 ∈ OT¯ , a1 ∈ pT ).
De la Ecuacio´n (17.5.19), podemos continuar el proceso y tenemos a1 =
τy2
y2
a2, con y2 ∈ U (1)T¯ y a2 ∈ U
(2)
T¯
(resp. a1 = τy2 − y2 + a2 con y2 ∈ pTp y
a2 ∈ p2T¯ ). Se sigue que x = τ(y1y2)y1y2 a2 (resp. x = τ(y1 + y2)− (y1 + y2) + a2).
En general obtendremos
x =
τ(y1 · · · yn)
y1 · · · yn an, yn ∈ U
(n−1)
T¯
, an ∈ U (n)T¯ ,
(resp. x = τ(y1 + · · ·+ yn)− (y1 + · · ·+ yn) + an, yn ∈ pn−1T¯ , an ∈ pnT¯ ).
Pasando al l´ımite y puesto que T¯ es completo, se obtiene
x =
τy
y
, y =
∞∏
n=1
yn ∈ UT¯ (resp. x = τy − y, y =
∞∑
n=1
yn ∈ OT¯ )
lo cual prueba en ambos caso la suprayectividad de τ − 1.
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Puesto que τ ∈ Gal(T¯ /K) y UK ⊆ K, se tiene que UK esta´ contenido en
el nu´c(τ − 1) : UT¯ −→ UT¯ .
Ahora sea ξτ−1 = 1, esto es, ξτ = ξ, con ξ ∈ UT¯ . Se tiene que
{0}⋃⋃∞m=1 Vm = {0}⋃V∞ es un conjunto de representantes de T¯ (p), donde
Vm = {ζiqm−1 | 0 ≤ i ≤ qm−2}, por lo que ξ =
∑∞
n=0 anpi
n con an ∈ {0}
⋃
V∞.
Se tiene que τ(an) = a
q
n y τ(ξ) =
∑∞
n=0 a
q
npi
n =
∑∞
n=0 anpi
n = ξ lo cual
implica que an = 0 o a
q−1
n = 1 por lo que an ∈ V1 = {ζiq−1 | 0 ≤ i ≤ q − 2}.
Se sigue que ξ ∈ K ∩ UT¯ = UK y por tanto
1 −→ UK −→ UT¯ τ−1−−−−→ UT¯ −→ 1
es exacta. La demostracio´n de la exactitud de la otra sucesio´n es similar. uunionsq
El Lema 17.5.36 nos permite probar un resultado similar al Teorema 17.5.6
pero ahora con respecto a un cambio en el elemento primo.
Teorema 17.5.37. Sean pi y pi′ = api dos elementos primos de K, a ∈ UK .
Sean f ∈ Fpi y f ′ ∈ Fpi′ . Entonces existe una serie de potencias θ(Z) ∈
OT¯ [[Z]], tal que
(1) θ(Z) ≡ εZ mo´d gr 2, ε ∈ UT¯ ,
(2) θτ (Z) = θ(af (Z)),
(3) θ(Ff (X,Y )) = Ff ′(θ(X), θ(Y )),
(4) θ(bf (Z)) = bf ′(θ(Z)) para toda b ∈ OT¯ ,
donde θτ denota a la serie obtenida a partir de la de θ aplicando el automor-
fismo de Frobenius τ a los coeficientes de θ.
Antes de probar el teorema, hagamos la siguiente observacio´n. En general
si α y β son dos series en OT¯ [[Z]] y si σ es un automorfismo de T¯ , entonces
ασ, βσ representan a las series cuyos coeficientes son obtenidos a partir de α
y β aplicando σ a cada uno de los coeficientes, esto es, si α(Z) =
∑∞
i=0 aiZ
i,
entonces ασ(Z) =
∑∞
i=0 a
σ
i Z
i =
∑∞
i=0 σ(ai)Z
i.
Entonces, con ca´lculos directos, se puede demostrar que (α◦β)σ = ασ ◦βσ.
Aqu´ı, ◦ denota la composicio´n de series. Ma´s precisamente, para dos series
α, β ∈ OT¯ [[Z]], α ◦ β denota (α ◦ β)(Z) = α(β(Z)).
Demostracio´n. (Teorema 17.5.37). Por el Lema 17.5.36, se tiene que existe
ε ∈ UT¯ tal que a = τ(ε)ε . Sea θ1(Z) := εZ. Supongamos que se ha construido
un polinomio θn(Z) de grado n tal que
θτn(Z) ≡ θn(af (Z)) mo´d gr(n+ 1),
Se quiere construir un polinomio θn+1(Z) = θn(Z) + bZ
n+1 que satisfaga
θτn+1(Z) ≡ θn+1(af (Z)) mo´d gr(n+ 2).
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Sea b = γεn+1 para algu´n γ. Si se tiene el polinomio buscado θn+1(Z),
entonces
θτn(Z)− θn(af (Z)) = cZn+1 + te´rminos de grado mayor,
θτn+1(Z)− θn+1(af (Z)) = θτn(Z) + τ(b)Zn+1 − θn(af (Z))− b(af (Z))n+1
=
↑
af (Z)=aZ+···
(c+ τ(b)− ban+1)Zn+1
+ te´rminos de grado mayor
Puesto que queremos θτn+1(Z) ≡ θn+1(af (Z)) mo´d gr(n+2), se tiene que
se debe satisfacer c+ τ(b)− ban+1 = 0 = c+ τ(γ)τ(ε)n+1 − γ εn+1τ(ε)n+1εn+1 , por
lo que se debe tener
c+ (τ(γ)− γ)τ(ε)n+1 = 0 o, equivalentemente, γ − τ(γ) = c/τ(ε)n+1.
Tal γ existe como consecuencia del Lema 17.5.36, de donde obtenemos
θn+1(Z) y la serie θ(Z) = l´ımn→∞ θn(Z) la cual satisface la condicio´n
θτ (Z) = θ(af (Z)). (17.5.20)
Necesitamos modificar θ(Z) para satisfacer las condiciones (3) y (4) del
teorema.
Para una serie ψ ∈ OT¯ , ψ−1 denota la serie inversa de ψ: ψ ◦ ψ−1 =
ψ−1 ◦ψ = Id, donde Id(Z) = Z, en caso de existir. Si ψ(Z) = δ1Z+
∑∞
i=2 δiZ
i
con δi ∈ T¯ , δ1 6= 0, ψ−1 se encuentra sustituyendo directamente.
Ahora bien, θ(Z) ≡ εZ mo´d gr 2, θ(Z) ∈ OT¯ [[Z]] con ε ∈ UT¯ . Entonces
θ−1(Z) =
∑∞
i=1 ciZ
i debe satisfacer
θ(θ−1(Z)) = ε
( ∞∑
i=1
ciZ
i
)
+
∞∑
j=2
dj
( ∞∑
i=1
ciZ
i
)j
= (εc1)Z+ (εc2 +d2c1)Z
2 + · · ·
la cual se resuelve para las ci’s de manera recursiva. En particular, puesto que
ε ∈ UT¯ , θ−1(Z) ∈ OT¯ [[Z]].
Consideremos la serie
h = θτ ◦ f ◦ θ−1 ∈ OT¯ [[Z]] (17.5.21)
en donde ◦ significa composicio´n o evaluacio´n, es decir, g ◦ l(Z) = g(l(Z)).
De la Ecuacio´n (17.5.20) se obtiene θτ = θ ◦ af . Por tanto, de la Ecuacio´n
(17.5.21) obtenemos
h = θτ ◦ f ◦ θ−1 = θ ◦ af ◦ f ◦ θ−1.
Del Teorema 17.5.19 (6) se tiene f(Z) = (pi)f (Z). Por tanto
h = θ ◦ (a)f ◦ (pi)f ◦ θ−1 =↑
Teorema 17.5.19 (4)
θ ◦ (api)f ◦ θ−1 =↑
api=pi′
θ ◦ (pi′)f ◦ θ−1.
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Se sigue que
hτ = θτ ◦ (pi′)τf ◦ θ−τ =↑
(17.5.21)
θτ ◦ (pi′)τf ◦ (a)−1f ◦ θ−1.
Puesto que τ ∈ Gal(T/K), se tiene
(pi′)τf = (pi
′)f = (api)f = (a)f ◦ (pi)f =↑
Teorema 17.5.19 (6)
(a)f ◦ f.
Se sigue que
hτ = θτ ◦ (pi′)f ◦ (a)−1f ◦ θ−1 = θτ ◦ (apia−1)f ◦ θ−1 = θτ ◦ (pi)f ◦ θ−1,
esto es,
hτ = θτ ◦ f ◦ θ−1 = h
por lo que h ∈ OK pues cualquier elemento de T¯ fijado por τ pertenece a K
debido a que Gal(T/K) ∼= Gal(F¯q/Fq) = 〈τ〉.
Por otro lado, puesto que h = θ ◦ pi′f ◦ θ−1 y que θ(Z) ≡ εZ mo´d gr 2, se
obtiene
h(Z) = θ((pi′)f (θ−1(Z))) ≡ εpi′ε−1Z ≡ pi′Z mo´d gr 2,
y
h(Z) = θτ (f(θ−1(Z))) ≡
↑
(∗)
θτ (θ−1(Z)q) ≡
↑
τ=q
θτ (θ−τ (Zq)) ≡ Zq mo´d pi′ y pi
donde (∗): f(X) ≡ Xq mo´d pi, f(X) ≡ mo´dpi′, f(X) = ∑∞i=1 αiZi, pi|αi para
i 6= q y pi′ = a−1pi por lo que pi′|αi para i 6= q.
Por tanto h ∈ Fpi′ . Sea 1f ′,h : Fh −→ Ff ′ y consideramos θ1 = 1f ′,h ◦ θ.
Entonces
θ1(Z) = (1f ′,h ◦ θ)(Z) ≡ θ(Z) mo´d gr 2 ≡ εZ mo´d gr 2,
θτ1 = 1
τ
f ′,h ◦ (θτ (Z)) = 1τf ′,h(θ(af )(Z)) = (1f ′,h ◦ θ)(af (Z)) = θ1(af (Z)).
Se sigue que θ1 tambie´n satisface (1) y (2) del teorema. Ahora, si h1 =
θτ1 ◦ f ◦ θ−11 = 1f ′,h ◦ h = f ′, se tiene
f ′ = θτ1 ◦ f ◦ θ−11 = θ1 ◦ pi′f ◦ θ−1.
Para probar que θ1(Ff (X,Y )) = Ff ′(θ(X), θ(Y )) basta probar que la serie
F (X,Y ) := θ1(Ff (θ
−1
1 (X), θ
−1
1 (Y ))) satisface la caracterizacio´n de Ff ′ , esto
es:
F (X,Y ) ≡ X + Y mo´d gr 2 y
f ′(F (X,Y )) = F (f ′(X), f ′(Y )).
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Se tiene que
F (X,Y ) = θ1(Ff (θ
−1(X), θ−11 (Y ))) ≡ εFf (θ−11 (X), θ−11 (Y ))
≡ ε(θ−11 (X) + θ−11 (Y )) ≡ ε(ε−1X + ε−1Y )
≡ X + Y mo´d gr 2,
F (f ′(X), f ′(Y )) = θ1(Ff (θ−11 (f
′(X)), θ−11 (f
′(Y )))) =
↑
f ′=θ1◦pi′f◦θ−11
θ−11 ◦f ′=pi′f◦θ−11
= θ1(Ff (pi
′
f (θ
−1
1 (X)), pi
′
f (θ
−1
1 (Y ))))
= θ1(pi
′
f (Ff (θ
−1
1 (X), θ
−1
1 (Y )))) =↑
θ1◦pi′f=f ′◦θ1
= f ′θ1(Ff (θ−11 (X), θ
−1
1 (Y ))) = (f
′θ1Ffθ−1)(X,Y )
= f ′F (X,Y ),
por lo tanto F = Ff ′ .
Para probar (4) se necesita θ1bf = bf ′θ1, b ∈ OT¯ .
Sea H = θ1bfθ
−1
1 . Se quiere probar que H = bf ′ y para ello es suficiente
probar que H satisface la caracterizacio´n de bf ′ , esto es:
H(X) ≡ bX mo´d gr 2 y f(H(X)) = H(f ′(X)).
Ahora
H(X) = θ1bfθ
−1
1 (X) ≡ (θ1bθ−11 )(X) ≡ εbε−1X ≡ bX mo´d gr 2
H(f ′(X)) = θ1bfθ−11 f
′(X) =
↑
f ′=θ1pi′fθ
−1
1
θ1bfθ
−1
1 · θ1pi′fθ−11 (X)
= (θ1bfpi
′
fθ
−1
1 )(X) = θ1((bpi
′)fθ−11 )(X) = (θ1pi
′
fbfθ
−1
1 )(X)
= θ1pi
′
fθ
−1
1 θ1bfθ
−1
1 (X) =↑
θ1pi
′
fθ
−1
1 =f
′
f ′(H(X)).
Por tanto H = bf ′ y se tiene (4). uunionsq
La importancia del Teorema 17.5.37 es el siguiente teorema.
Teorema 17.5.38. Sean pi y pi′ = api dos elementos primos en K, a ∈ UK
y sean f ∈ Fpi, f ′ ∈ Fpi′ . Entonces el mapeo λ 7−→ θ(λ) da lugar a un
isomorfismo de OK–mo´dulos
Λf,n ∼= Λf ′,n
para toda n ∈ N.
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Demostracio´n. Si λ ∈ Λf,n, entonces
(f ′)n(θ(λ)) = (pi′)nf (θ(λ)) = θ((a
npin)f )(λ) = θ(a
nfn(λ)) = θ(0) = 0,
por tanto λ ∈ Λf ′,n. Se sigue que λ 7−→ θ(λ) manda Λf,n en Λf ′,n.
Por (3) y (4) del Teorema 17.5.37, se tiene
θ(λ⊕Ff µ) = θ(Ff (λ, µ)) = Ff ′(θ(λ), θ(µ)) = θ(λ)⊕Ff′ θ(µ),
θ(aFf λ) = θ(af (λ)) = af ′θ(λ) = aFf′ θ(λ).
Por tanto θ es un homomorfismo de OK–mo´dulos de Λf,n en Λf ′,n.
Veamos que θ es 1–1. Sea θ(λ) = 0, λ ∈ Λf,n. Ahora
θ(λ) = ελ+
∞∑
i=0
αiλ
i = 0.
Si λ 6= 0 esto implicar´ıa que 0 = ε + λ(∑∞i=2 αiλi−2) lo cual implicar´ıa que
θ(ε) = 0 = θ(λ)θ
(−∑∞i=2 αiλi−2).
Lo anterior no es posible pues ε es una unidad y θ es una serie invertible.
Puesto que Λf,n ∼= OK/pinOK ∼= OK/(pi′)nOK ∼= Λf ′,n tienen la misma
cardinalidad, θ es suprayectiva y por tanto θ es un isomorfismo. uunionsq
Observacio´n 17.5.39. Para dos elementos primos pi y pi′ de K, los campos
Lpi,n y Lpi′,n pueden ser diferentes. Sin embargo, se tiene que TLpi,n = TLpi′,n.
Esto es el contenido de la Proposicio´n 17.5.41.
Primero probamos el siguiente lema.
Lema 17.5.40. Sea K ⊆ F ⊆ Ksep, Ksep una cerradura separable de K.
Entonces F es un conjunto cerrado en Ksep.
Demostracio´n. Sea H := Gal(Ksep/F ). Entonces H fija a todo elemento de
F y por tanto fija a todo elemento de la cerradura F¯ de F en Ksep por
continuidad. Por tanto
F ⊆ F¯ ⊆ (Ksep)H = F. uunionsq
Proposicio´n 17.5.41. Si pi y pi′ son dos elementos primos de K y T es la
ma´xima extensio´n abeliana no ramificada de K, entonces
TLpi,n = TLpi′,n.
Demostracio´n. Por el Teorema 17.5.38 se tiene que si λ ∈ Λf,n, entonces
θ(λ) = ελ+
∑∞
i=2 αiλ
i ∈ T¯ (λ). Por lo tanto
T¯ (Λf ′,n) = T¯ (θ(Λf,n)) ⊆ T¯ (Λf,n) = T¯ (θ−1(Λf ′,n)) ⊆ T¯ (Λf ′,n).
Por lo tanto TLpi,n = TLpi′,n.
Por el Lema 17.5.40, se sigue que T (Λpi,n) = T (Λpi′,n), de donde obtenemos
que TLpi,n = TLpi′,n. uunionsq
674 17 Teor´ıa de campos de clase
Por otro lado, puesto que T/K es no ramificada y Lpi,n/K es totalmente
ramificada, T y Lpi,n son linealmente disjuntos sobre K y
Gal(TLpi,n/K) ∼= Gal(T/K)×Gal(Lpi,n/K) = Gal(T/K)×Gpi,n
∼= Gal(Fabq /Fq)×Gpi,n ∼= Zˆ× (UK/U (n)K ). (17.5.22)
Sea ρpi : K
∗ −→ Gal(TLpi,n/K) el siguiente homomorfismo. Para a =
upim ∈ K∗ con u ∈ UK , m ∈ Z. Entonces
ρpi(a)|T : = τmK ∈ Gal(T/K), τK el automorfismo de Frobenius,
ρpi(a)|Lpi,n : = σu ∈ Gpi,n,
donde σu es el automorfismo de Lpi,n que bajo el isomorfismoGpi,n ∼= UK/U (n)K ,
σu corresponde a la clase u
−1U (n)K . En otras palabras ρpi(a)|Lpi,n esta´ deter-
minado por
ρpi(a)(λ) = (u
−1)f (λ) = u−1 Ff λ, λ ∈ Λf,n.
El objetivo central de los grupos formales para nosotros, es probar que ρpi
es precisamente el s´ımbolo residual de la norma ( ,K), esto es, ρpi es el mapeo
de reciprocidad.
Teorema 17.5.42. Para a ∈ K∗ se tiene
ρpi(a) = (a,K)|TLpi,n .
Demostracio´n. Se tiene que los elementos primos de K∗ generan K∗, por lo
que basta probar el teorema para elementos primos. Sea a = pi un elemento
primo de K. Entonces
ρpi(pi)|T = τ = (pi, T/K) = (pi,K)|T
como consecuencia del Teorema 17.4.56 pues T/K es no ramificada.
Ahora, por el Corolario 17.5.32, pi es una norma de Lpi,n a K. Por el
Corolario 17.4.35, (pi, T/K) = (pi,K)|Lpi,n = 1. Por tanto
ρpi(pi)|Lpi,n = σ1 = IdLpi,n = (pi,K)|Lpi,n = 1.
Se sigue que ρpi(pi) = (pi,K)|TLpi,n .
Ahora sea pi′ = upi con u ∈ UK otro elemento primo de K. Se tiene
TLpi,n = TLpi′,n y por el Teorema 17.4.56
ρpi(pi
′)|T = τ = (pi′, T/K) = (pi′,K)|T .
Puesto que pi′ es una norma de Lpi′,n a K, se tiene que (pi′,K)|Lpi′,n =
(pi′, Lpi′,n/K) = IdLpi′,n . As´ı debemos verificar que ρpi(pi
′)|Lpi′,n = IdLpi′,n .
Esto equivale a ver que ρpi(pi
′)(µ) = µ para toda µ ∈ Λf ′,n con f ′ ∈ Fpi′ .
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Sabemos del Teorema 17.5.38 que Λf ′,n = θ(Λf,n). Por tanto debemos
probar que ρpi(pi
′)(θ(λ)) = θ(λ) para toda λ ∈ Λf,n.
Se tiene que ρpi(pi
′) = ρpi(upi) = ρpi(u)◦ρu(pi). Para λ ∈ Λf,n, ρpi(pi)(λ) = λ,
ρpi(pi)|T = τ , ρpi(u)|T = IdT .
Extendemos ρpi(pi)|T y ρpi(u)|T continuamente a T¯ y usando el Teorema
17.5.37
ρpi(pi
′)(θ(λ)) = (ρpi(u) ◦ ρpi(pi))(θ(λ)) = ρpi(u)(ρpi(pi)(θ(λ)))
= ρpi(u)(θ
τ (λ)) = (ρpi(u) ◦ θτ )(λ) = θτ (ρpi(u))(λ)
= θτ ((u−1)f (λ)) = θ((u)f (u−1)f (λ)) = θ(λ). uunionsq
De esta forma se puede describir el s´ımbolo de la norma residual ( , Lpi,n/K)
de la extensio´n abeliana y totalmente ramificada Lpi,n:
Teorema 17.5.43. Sea a = upim ∈ K∗, u ∈ UK y m ∈ Z. Entonces
(a, Lpi,n/K)(λ) = (u
−1)f (λ) para toda λ ∈ Λf,n ⊆ Lpi,n.
El grupo de normas de la extensio´n Lpi,n/K es el grupo (pi)× U (n)K .
Demostracio´n. Se tiene del Teorema 17.5.42 que (a, Lpi,n/K)(λ) = ρpi(a)(λ).
Por tanto (a,K)(λ) = (a, Lpi,n/K)(λ) = ρpi(a)(λ) = (u
−1)f (λ).
En consecuencia, a ∈ NLpi,n/K(L∗pi,n) ⇐⇒ (a, Lpi,n/K)(λ) = (u−1)f (λ) =
λ para toda λ ∈ Λf,n. Por el Teorema 17.5.26, (u−1)f = Id ⇐⇒ u−1 ∈
U
(n)
K ⇐⇒ u ∈ U (n)K ⇐⇒ a ∈ (pi)× U (n)K . uunionsq
El siguiente ejemplo es el origen del uso de los grupos formales en teor´ıa
local de campos locales.
Ejemplo 17.5.44. (Ver el Ejemplo 17.5.23). Sea K = Qp el campo de los
nu´meros p–a´dicos. Entonces p es un elemento primo en K. Sea f ∈ Fp definido
por
f(Z) = (1 + Z)p − 1 = pZ +
(
p
2
)
Z2 +
(
p
3
)
Z3 + · · ·+ pZp−1 + Zp.
En nuestro caso, q = p. Se tiene
f2(Z) = f(f(Z)) = (1 + f(Z))p − 1 = (1 + (1 +Z)p − 1)p − 1 = (1 +Z)p2 − 1
y en general fn(Z) = (1 + Z)p
n − 1. El conjunto de ceros de fn(Z) son
{λ = ξ−1 | ξ es pn–ra´ız de 1}. Por tanto Lp,n = Qp(ζpn), es decir, λ = ζjpn−1,
0 ≤ j ≤ pn − 1.
Sea a = upm ∈ Q∗p, u una unidad y ζpn una pn–ra´ız primitiva de la unidad.
Entonces
(a,Qp(ζpn)/Qp)(ζpn) = ζrpn
676 17 Teor´ıa de campos de clase
donde r ∈ N tal que r ≡ u−1 mo´d pn.
En efecto, si λ = ζpn − 1 ∈ Λf,n, se tiene que ru ≡ 1 mo´d pn y por los
Teoremas 17.5.43 y 17.5.26 se tiene
(a,Qp(ζpn)/Qp)(λ) = (u−1)f (λ) = rf (λ).
Por otro lado si g(Z) = (1 + Z)r − 1 se tiene
g(Z) = (1 + Z)r − 1 = rZ + · · ·+ Zr ≡ rZ mo´d gr 2 y
f(g(Z)) = f((1 + Z)r − 1) = ((1 + Z)r)p − 1 = (1 + Z)rp − 1
= (1 + Z)pr − 1 = ((1 + Z)p)r − 1 = g((1 + Z)p − 1) = g(f(Z)).
Por tanto g(Z) satisface las condiciones que definen rf (Z), esto es rf (Z) =
(1 + Z)r − 1.
Se sigue que
(a,Qp(ζpn)/Qp)(ζpn) = (a,Qp(ζpn)/Qp)(λ+ 1) = rf (λ) + 1
= rf (ζpn − 1) + 1 = (ζpn − 1 + 1)r − 1 + 1 = ζrpn .
Por ser el origen de lo presentado en esta seccio´n, enunciamos el Ejemplo
17.5.44 como un teorema.
Teorema 17.5.45. Sean K = Qp, a = upm ∈ Q∗p con u una unidad, ζpn
una ra´ız pn–primitiva de 1. Entonces el s´ımbolo de la norma residual de
Qp(ζpn)/Qp esta´ dado por
(a,Qp(ζpn)/Qp)(ζpn) = ζrpn
donde r ≡ u−1 mo´d pn, r ∈ N. uunionsq
17.5.1. Grupos de normas y Teorema de Existencia
Teorema 17.5.46. Sea K un campo local. Los grupos de normas HL :=
NL/K L
∗ de K∗ forman una red y el mapeo L −→ HL es una correspon-
dencia biyectiva que cambia contenciones y que de hecho es un isomorfismo
de redes entre la red de las extensiones abelianas finitas de K y la red de los
grupos de normas. Por tanto
HL1 ⊇ HL2 ⇐⇒ L1 ⊆ L2; HL1L2 = HL1 ∩HL2 ; HL1∩L2 = HL1HL2 .
Demostracio´n. Si L1 y L2 son dos extensiones abelianas finitas de K enton-
ces se tiene NL1L2/K = NLi/K NL1L2/Li , i = 1, 2, de donde obtenemos que
HL1L2 ⊆ HL1 ∩HL2 .
Ahora si a ∈ HL1 ∩HL2 , entonces (a, L1L2/K)|Li = (a, Li/K) = 1, para
i = 1, 2.
Se tiene el diagrama con filas exactas
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1 −−−−→ NL1L2 /K(L1L∗2) −−−−→ K∗ −−−−−−−−→
(a,L1L2/K)
GL1L2/K −−−−→ 1ypii=rest |Li
1 −−−−→ NLi/K L∗ −−−−→ K∗ −−−−−−→
(a,Li.K)
GLi/K −−−−→ 1.
y tambie´n tenemos el diagrama conmutativo
GL1L2/K
  pi1×pi2 // GL1/K ×GL2/K
K∗
( ,L1L2/K)
OO
(
( ,L1/K),( ,L2/K)
)
88
Por lo tanto (a, L1L2/K) = 1. As´ı, a ∈ HL1L2 .
De esta manera se obtiene que HL1 ∩HL2 = HL1L2 .
Ahora HL1 ⊇ HL2 ⇐⇒ HL1 ∩HL2 = HL2 = HL1L2 ⇐⇒ [L1L2 : K] =
[L2 : K] ⇐⇒ L1L2 = L2 ⇐⇒ L1 ⊆ L2.
De esta forma tenemos que L −→ HL es una biyeccio´n que cambia conten-
ciones. Finalmente, tenemos que HLi ⊆ HL1∩L2 , i = 1, 2. Por tanto se sigue
que HL1HL2 ⊆ HL1∩L2 .
L1 L1L2
L1 ∩ L2 L2
K
Ahora HLi ⊆ HL1HL2 y HLi es un subgrupo abierto de K∗ de ı´ndice finito
ya que K∗/HLi ∼= Gal(Li/K). Por tanto se sigue que HL1HL2 es un subgrupo
abierto de K∗ ya que HL1HL2 = ∪aHLi es una unio´n de conjuntos abiertos
(ver tambie´n la Observacio´n 17.4.10).
Ahora consideremos la imagen bajo la norma del s´ımbolo residual de
la norma del subgrupo HL1HL2 , la cual es (HL1HL2 , Li/K), i = 1, 2,
( , Li/K) : K
∗ → Gal(Li/K), la cual corresponde a algu´n subcampo K ⊆
T ⊆ Li (T corresponde al mismo campo tanto de L1 como de L2 pues en
ambos casos ( , Li/K) es la restriccio´n de ρK).
Lo anterior implica que HL1HL2 = nu´c( , T/K) = HT . Por otro lado
T ⊆ L1 ∩ L2, HL1∩L2 ⊆ HT = HL1HL2 . Se sigue que HL1∩L2 = HL1HL2 . uunionsq
Para finalizar la teor´ıa local de campos de clase, u´nicamente resta probar
que todo subgrupo abierto de ı´ndice finito en K∗ es un subgrupo de normas.
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El Teorema 17.4.37 prueba que los grupos de las extensiones no ramificadas
son (pif )×UK . Para las extensiones abelianas totalmente ramificadas se tiene
Teorema 17.5.47. Los grupos de normas de las extensiones abelianas finitas
L/K totalmente ramificadas son exactamente los grupos que contienen a algu´n
grupo
(pi)× U (n)K
con pi un elemento primo de K y n ∈ N ∪ {0}.
Demostracio´n. Como el grupo de normas de Lpi,n es (pi)×U (n)K , un subgrupo
que contiene a (pi) × U (n)K corresponde a un subcampo L con K ⊆ L ⊆ Lpi,n
y por tanto L/K es abeliana y totalmente ramificada.
Rec´ıprocamente, sea L/K una extensio´n abeliana finita totalmente rami-
ficada. Entonces L = K(λ) con λ una ra´ız de un polinomio Eisenstein
Xe + · · ·+ pi = 0,
donde pi es un elemento primo de K el cual es la norma del elemento ±λ. Se
sigue que (pi) ⊆ NL/K L∗. Ahora bien, puesto que NL/K(L∗) es un subgrupo
abierto en K∗, existe n ∈ N ∪ {0} tal que U (n)K ⊆ NL/K L∗. Se sigue que
(pi)× U (n)K ⊆ NL/K L∗. uunionsq
Corolario 17.5.48. Si L/K es una extensio´n abeliana finita totalmente ra-
mificada, entonces L/K esta´ contenida en algu´n Lpi,n. uunionsq
Teorema 17.5.49. El grupo (pif ) × U (n)K es el grupo de normas del campo
KfLpi,n donde Kf/K es la extensio´n no ramificada de K de grado f .
Demostracio´n. Se tiene
(pif )× U (n)K = ((pif )× UK) ∩ ((pi)× U (n)K ) = (NKf/K K∗f ) ∩ (NLpi,n/K L∗pi,n)
= NKfLpi,n/K(KfLpi,n)
∗
por el Teorema 17.5.46. uunionsq
Teorema 17.5.50. Los grupos de normas de K∗ son precisamente los grupos
conteniendo a algu´n (pif ) × U (n)K con n = 0, 1, 2, . . . , f = 1, 2, . . ., donde pi es
un elemento primo de K.
Demostracio´n. Cada grupo (pif )×U (n)K tiene ı´ndice finito en K∗ = (pi)×UK
pues
K∗
(pif )× U (n)K
∼= (pi)× UK
(pif )× U (n)K
∼= (pi)
(pif )
× UK
U
(n)
K
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el cual es cardinalidad f · q · (qn−1 − 1). Adema´s (pif ) × U (n)K es un grupo
abierto en K∗. Por otro lado, por el Teorema 17.5.49, (pif )×U (n)K es un grupo
de normas.
Por tanto, si H es un subgrupo que contiene a uno de estos grupos, H es
un grupo de normas (ver la demostracio´n del Teorema 17.5.46).
Rec´ıprocamente, si H es un grupo de normas, entonces H es un subgrupo
abierto de K∗ de ı´ndice finito. Entonces 1 ∈ H y {U (n)K }∞n=0 es un sistema
fundamental de vecindades de 1, existe n ∈ N∪{0} con U (n)K ⊆ H. Finalmente,
al ser H de ı´ndice finito en K∗, existe f tal que pif ∈ H. Se sigue que (pif )×
U
(n)
K ⊆ H. uunionsq
Teorema 17.5.51. Sea T la ma´xima extensio´n no ramificada de K. Sean pi
un elemento primo de K, f ∈ Fpi, Λf =
⋃∞
n=1 Λf,n, Lpi =
⋃∞
n=1 Lpi,n = K(Λf )
y Gpi = Gal(Lpi/K). Entonces el campo TLpi es independiente de pi y es la
ma´xima extensio´n abeliana de K, Kab = TLpi. En particular
GabK = Gal(K
ab/K) = GT/K ×Gpi ∼= Zˆ× UK .
Si a = upim ∈ K∗ con u ∈ UK , entonces el s´ımbolo de la norma residual
(a,K=ρK(a) esta´ dado por
(a,K)|T = τm, (a,K)(λ) = (u−1)f (λ) para λ ∈ Λf .
Demostracio´n. Por el Teorema 17.5.50 los grupos de normas son los grupos
conteniendo a algu´n (pif )× U (n)K , el cual es, por el Teorema 17.5.49, el grupo
de normas de Lpi,nKf .
As´ı, si L/K es una extensio´n abeliana finita, existen n ∈ N ∪ {0}, f ∈ N
tales que (pif )×U (n)K ⊆ NL/K L∗ lo cual implica que L∗ ⊆ Lpi,nKf conKf ⊆ T .
Se sigue que L∗ ⊆ LpiT y LpiT es la ma´xima extensio´n abeliana de K.
Puesto que GabK = GT/K ×Gpi, el s´ımbolo de la norma residual esta´ deter-
minad por
(a,K)|T = τm y (a,K)(λ) = (u−1)f (λ) para λ ∈ Λf .
Finalmente, por el Teorema 17.5.35 tenemos que Gpi ∼= UK . uunionsq
Corolario 17.5.52 (Teorema de Kronecker–Weber local). La ma´xima
extensio´n abeliana de Qp es
Qabp =
∞⋃
n=1
Qp(ζn) = Qp(ζ∞).
Demostracio´n. Las extensiones abelianas no ramificadas de Qp corresponden
a las extensiones finitas de Fp y estas con Fp(ζn) con mcd(n, p) = 1. Esto es
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T =
∞⋃
n=1
mcd(n,p)=1
Qp(ζn).
Por ora lado Lp,n = Q(ζpn) por lo cual Lpi =
⋃∞
n=1Qp(ζpn) = Qp(ζp∞) de
donde se sigue el resultado. uunionsq
Teorema 17.5.53 (Teorema de Existencia). Sea K un campo local. En-
tonces la correspondencia L −→ HL := NL/K L∗ ⊆ K∗ nos da un isomorfismo
de redes que cambia contenciones entre la red de extensiones abelianas finitas
L/K y la red de subgrupos abiertos de ı´ndice finito de K∗. Todo subgrupo que
contenga a un grupo de normas es a su vez un grupo de normas.
Observacio´n 17.5.54. El Teorema 17.5.53 es de existencia pues dado una
subgrupo abierto de ı´ndice finito V de K∗, existe una u´nica extensio´n abeliana
finita L/K tal que K∗/NL/K L∗
∼=−−−−−−→
( ,L/K)
Gal(L/K), esto es, NL/K L
∗ = V .
Demostracio´n. (Teorema 17.5.53). Teoremas 17.5.46, 17.5.49 y 17.5.50. uunionsq
Observacio´n 17.5.55. Para otra demostracio´n del Teorema de Existencia
en caracter´ıstica 0 se puede consultar [101, Theorem 3.1, Ch. III Section 3,
pa´gina 43]; [100, Theorem 6.2, Ch. II, Section 6, pa´gina]. Para caracter´ıstica
p > 0, se puede consultar [126, Ch. XIV, Section 6, pa´gina 218].
17.5.2. Grupos de ramificacio´n y grupos formales
Todos los resultados presentados aqu´ı sin demostracio´n, as´ı como la teor´ıa
general de grupos de ramificacio´n pueden ser consultados en [126, Ch. IV].
En esta parte desarrollamos lo expuesto en la Subseccio´n 17.4.2. Sea L/K
una extensio´n finita de Galois con grupo G = Gal(L/K). Recordemos que
ϕ : [−1,∞) −→ [−1,∞) dada por ϕ(u) = ∫ u
0
dt
[G:Gt]
donde Gt := Gdte es
una funcio´n biyectiva y sea µ la funcio´n inversa. Entonces se define para
v ∈ [−1,∞)
Gv = Gµ(v) o G
ϕ(u) = Gu.
Proposicio´n 17.5.56. Sea K un campo local y sea Lpi,n = K(Λf,n) el campo
de los puntos de pin–divisio´n de un mo´dulo de Lubin–Tate para pi. Entonces
Gi(Lpi,n/K) = Gal(Lpi,n/Lpi,m) para q
m−1 ≤ i ≤ qm − 1.
Demostracio´n. Se tiene que el s´ımbolo de la norma residual proporciona un
isomorfismo UK/U
(n)
K −→ Gal(Lpi,n/K) (Teorema 17.5.30). Por tanto se tiene
Gal(Lpi,n/Lpi,m) ∼= Gal(Lpi,n/K)
Gal(Lpi,m/K)
∼= UK/U
(n)
K
UK/U
(m)
K
∼= U
(m)
K
U
(n)
K
,
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y por tanto
Gal(Lpi,n/Lpi,m) = (U
(m)
K , Lpi,n/K).
Lo que se quiere probar es que para qm−1 ≤ i ≤ qm − 1, Gi(Lpi,n/K) =
(U
(m)
K , Lpi,n/K).
Sea σ ∈ G1(Lpi,n/K) y sea σ = (u−1, Lpi,n/K) para algu´n u. El ma-
peo ( , Lpi,n/K) : UK/U
(n)
K
∼=−−→ Gal(Lpi,n/K) manda el p–subgrupo de Sy-
low U
(1)
K /U
(n)
K de UK/U
(n)
K (recordemos que
∣∣UK/U (n)K ∣∣ = qn−1(q − 1) y∣∣U (1)K /U (n)K ∣∣ = qn−1) sobre el p–subgrupo de Sylow de Gal(Lpi,n/K), el cual
es G1(Lpi,n/K). En particular u ∈ U (1)K .
Escribamos u = 1 + εpil con ε ∈ UK y l ≥ 1. Sea λ ∈ Λf,n un generador
como OK–mo´dulos, esto es, λ ∈ Λf,n \ Λf,n−1. Entonces
λσ = (u−1, Lpi,n/K)(λ) =↑
Teorema 17.5.51
(u)f (λ) = (1⊕Ff εpil)f (λ)
= 1 = Ff (λ, [εpi
l]f (λ)).
Si l ≥ n, σ = 1 por lo que λσ − λ = 0 y vLpi,n(λ) = ∞. Si l < n entonces
λn−l := (pim)f (λ) es un elemento primo Lpi,n−l.
Se tiene (εpil)f (λ) = (ε)f (pi
l)f (λ) = (ε)f (λn−l).
Puesto que Lpi,n/Lpi,n−l es totalmente ramificada de grado ql, se tiene que
vLpi,n(λ
ql) = qlvLpi,n(λ) = q
l·1 = ql y vLpi,n(λn−l) = e(Ln/Ln−l)vLpi,n(λn−l) =
ql · 1 = ql, por tanto existe ε0 ∈ ULn tal que
[ε]Ff (λn−l) = [εpi
l]Ff (λ) = ε0λ
ql .
De las identidades Ff (X, 0) = X, Ff (0, Y ) = Y (ver despue´s de la Defini-
cio´n 17.5.10), se obtiene que
Ff (X,Y ) = X + Y +XYG(X,Y ) con G(X,Y ) ∈ O)K[[X,Y ]].
De esta forma obtenemos
λσ − λ = Ff (λ, ε0λql)− λ = ε0λql + aλql+1 con a ∈ OLpi,n .
Por lo tanto
ıLpi,n/K(σ) = vLpi,n(λ
σ − λ) =
{
ql si l < n
∞ si l ≥ n.
Consideremos qm−1 ≤ i ≤ qm − 1 y u ∈ U (m)K . Entonces l ≥ m, esto es,
ıLpi,n/K(σ) ≥ ql ≥ i+ 1 y de esta forma σ ∈ Gi(Lpi,n/K).
Esto demuestra que (U
(m)
K , Lpi,n/K) ⊆ Gi(Lpi,n/K).
Rec´ıprocamente, si σ ∈ Gi(Lpi,n/K) y σ 6= Id, entonces ıLpi,n/K(σ) =
qm > i ≥ qm−1, esto es, l ≥ m por lo que u ∈ U (m)K lo que demuestra que
Gi(Lpi,n/K) ⊆ (U (m)K , Lpi,n/K). uunionsq
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Un resultado interesante es ver que tipo de saltos superiores tienen las
extensiones abelianas.
Teorema 17.5.57 (Hasse–Arf). Sea L/K una extensio´n abeliana finita de
campos locales. Entonces los saltos de la filtracio´n superior {Gt(L/K)}t≥−1
son enteros.
Demostracio´n. Sea E/K la ma´xima subextensio´n K ⊆ E ⊆ L no ramificada.
Entonces Gt(L/E) = Gt(L/K) para t > −1 debido a que µE/K(s) = s donde
µE/K es la inversa de la funcio´n de Herbrand. Por tanto
µL/K(s) = µL/E(µE/K(s)) = µL/E(s).
Se sigue que podemos suponer que L/K es totalmente ramificada.
Sea piL un elemento primo de L. Entonces pi := NL/K(piL) es un elemento
primo de K. Por otro lado, existe m ∈ N tal que (pi) × U (m)K ⊆ NL/K L∗.
Se sigue que L esta´ contenida en el campo de clase de (pi) × U (m)K el cual
corresponde a Lpi,m. Si t0 es un salto de {Gt(L/K)}t entonces, por el Teorema
17.4.50, t0 es un salto de {Gt(Lpi,m/K)t. Por lo tanto podemos suponer L =
Lpi,m.
De la Proposicio´n 17.5.56 los saltos de {Gs(Lpi,m/K)}s son los nu´meros
ql − 1, 0 ≤ l ≤ m− 1 con la excepcio´n de que cuando q = 2, 0 no es un salto.
Para calcular los saltos {Gt(Lpi,m/K)}t calculamos ϕLpi,m/K(ql − 1) = l,
l = 0, 1, . . . ,m− 1 lo cual prueba el teorema. uunionsq
El siguiente es el resultado central de los grupos de ramificacio´n superior
con la teor´ıa de clase de campos locales.
Teorema 17.5.58. Sea L/K una extensio´n abeliana finita de campos locales.
Entonces el s´ımbolo residual de la norma
( , L/K) : K∗ −→ Gal(L/K)
manda el grupo U
(n)
K , n ≥ 0, sobre el n–e´simo grupo de ramificacio´n superior
Gn(L/K):
(U
(n)
K , L/K) = G
n(L/K), n ≥ 0.
Demostracio´n. Si E es la ma´xima extensio´n no ramificada de K contenida en
L: K ⊆ E ⊆ L, entonces Gn(L/K) = Gn(L/E). Por el Corolario 17.4.22 y el
Teorema 17.4.36 se tiene
(U
(n)
E , L/E) = (NE/K U
(n)
E , L/K) = (U
(n)
K , L/K).
Por tanto, podemos, sustituir L/K por L/E y por ende podemos suponer
que L/K es totalmente ramificada. Procediendo como en el Teorema de Hasse–
Arf, Teorema 17.5.57, se tiene que L ⊆ Lpi,m para alguna m ∈ N y sin pe´rdida
de generalidad podemos suponer L = Lpi,m.
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Ahora, por el Teorema 17.5.47 y la Proposicio´n 17.5.56, se tiene
Gal(Lpi,m/Lpi,l) = Gi(Lpi,m/K)
para ql−1 ≤ i ≤ ql − 1. Puesto que la funcio´n de Herbrand ϕ satisface
ϕLpi,m/K(q
l − 1) = l, obtenemos
(U
(l)
K , Lpi,m/K) = Gql−1(Lpi,m/K) = G
l(Lpi,m/K). uunionsq
El Teorema 17.5.58 nos proporciona una forma de calcular el conductor
local.
Corolario 17.5.59. Sea L/K una extensio´n abeliana finita de campos locales
y sea fL/K = f el conductor de la extensio´n L/K. Sea n tal que Gn(L/K) 6=
{1} y Gn+1(L/K) = {1}, n ≥ 1. Entonces f = pcp donde
cp = 1 + ϕL/K(n) =
1
g0
(g0 + g1 + · · ·+ gn).
En otras palabras, el conductor local pudo haber sido definido como
f = p1+ϕL/K(n)
donde Gn(L/K) 6= {1} y Gn+1(L/K) = {1}.
Demostracio´n. Por el Teorema 17.5.58 se tiene
U
(m)
K ⊆ NL/K L∗ ⇐⇒ (U (m)K , L/K) = 1 ⇐⇒ Gm(L/K) = {1}
⇐⇒ GµL/K(m)(L/K) = {1}.
Se sigue que Gn(L/K) 6= {1} y Gn+1(L/K) = {1} si y solamente si
U
(ϕL/K(n))
K * NL/K L∗ y U
(1+ϕL/K(n))
K ⊆ NL/K L∗. uunionsq
17.6. Campos de clase globales
17.6.1. Anillos de ade`les y grupos de ide`les
Sea K un campo global. Cuando K es un campo de funciones, no hay
lugares infinitos.
Denotaremos por PK al conjunto de lugares de K. Para p ∈ PK , Kp denota
la completacio´n de K en p y Op = OKp denota el anillo de enteros de Kp.
Finalmente, usaremos el s´ımbolo p tanto al lugar de K como su completacio´n
en Kp.
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Definicio´n 17.6.1. El anillo de ade`les o reparticiones AK de K se define
como el subanillo de
∏
p∈PK Kp dado por
AK := {(ap)p ∈
∏
p∈PK
Kp | ap ∈ Op para casi todo p finito}.
El grupo de ide`les de K se define como
JK = {(a)p ∈
∏
p∈K
K∗p | ap ∈ O∗p = UKp = Up para casi todo p finito}.
Se tiene que AK es un anillo con la suma y multiplicacio´n entrada por
entrada. Adema´s A∗K = JK son las unidades de AK .
Por medio del encaje diagonal, K∗ ↪→ JK , x 7−→ (. . . , x, x, x, . . .), se tie-
ne que se puede considerar K∗ ⊆ JK . De igual forma, K ↪→ Ap, x 7−→
(. . . , x, x, x, . . .), K ⊆ AK .
De esta forma K son los ade`les principales y K∗ son los ide`les principales.
Sea CK := JK/K
∗ el cual se llama el grupo de clases de ide`les. Este grupo
sera´ el objeto de nuestro estudio en este cap´ıtulo.
Se define la siguiente topolog´ıa tanto en AK como en JK . Supongamos que
tenemos una familia {Gλ}λ∈Λ de grupos topolo´gicos localmente compactos y
de tal forma que para un subconjunto finito S ⊆ Λ tal que para cada λ ∈ Λ\S
se asigna un subgrupo abierto compacto Uλ de Gλ. Entonces el subgrupo∏S
λ∈ΛGλ := {(xλ)λ ∈
∏
λ∈Λ
Gλ | xλ ∈ Uλ para casi todo λ ∈ Λ \ S}
de
∏
λ∈ΛGλ se llama el producto directo restringido de {Gλ}λ∈Λ con respecto
a {Uλ}λ∈Λ\S . Este grupo lo denotaremos
∏′
λ∈ΛGλ sin mencionar a S, es decir∏′
λ∈ΛGλ =
∏S
λ∈ΛGλ.
Ejemplo 17.6.2. Sea K un campo global y sea Λ = PK el conjunto de lugares
de K, S el conjunto de los lugares infinitos de K, (S = ∅ cuando K es un
campo de funciones). Si para λ ∈ Λ definimos Gλ = Kλ y Uλ = Oλ, entonces
el producto directo restringido
∏′
λ∈ΛGλ es AK y si Gλ = K∗λ y Uλ = O∗K ,
entonces el producto restringido de
∏′
λ∈ΛGλ es A∗K = JK .
En general se define una topolog´ıa en el producto directo restringido co-
mo sigue: para un subconjunto finito T de Λ tal que S ⊆ T , sea G(T ) =∏
λ∈T Gλ ×
∏
λ∈Λ\T Uλ ⊆
∏′
λ∈ΛGλ.
Se tiene
∏′
λ∈ΛGλ = ∪TG(T ). Para cada T , damos la topolog´ıa producto
a G(T ), esto es, en un producto
∏
i∈I Xi de espacios topolo´gicos, la topolog´ıa
producto es la topolog´ıa menos fina tal que cada proyeccio´n pi :
∏
j∈I Xj → Xi
es continua, lo cual equivale a que una base de abiertos es {∏i6=i0 Xi × Vi0 |
i0 ∈ I, Vi0 ⊆ Xi0 es un abierto}.
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Entonces para cada subconjunto V de
∏′
λ∈ΛGλ, se define que V es abierto
⇐⇒ para cada T , V ∩G(T ) es abierto en G(T ). Entonces con esta topolog´ıa, el
espacio
∏′
λ∈ΛGλ es un grupo topolo´gico localmente compacto. En particular
AK aditivo y JK multiplicativo son grupos topolo´gicos localmente compactos.
En resumen, en nuestro caso, se tiene: para JK , una base de conjun-
tos abiertos para la topolog´ıa de JK consiste de los conjuntos de la forma∏
p∈PK Vp tales que Vp ⊆ K∗p es abierto para toda p y Vp = O∗p = Up = UKp
para casi toda p. En otras palabras, la topolog´ıa de JK esta´ generada por los
conjuntos abiertos
VS =
∏
p∈S
Vp ×
∏
p/∈S
Up
donde S ⊆ PK es finito y Vp ⊆ K∗p es abierto. Similarmente para AK .
Se tiene
Proposicio´n 17.6.3. K es discreto en AK y AK/K es compacto.
Demostracio´n. [75, Proposition 6.78]. uunionsq
Proposicio´n 17.6.4. Sea S un subconjunto propio no vac´ıo de todos los lu-
gares PK de K. Entonces el encaje K ↪→
∏′
p∈S Kp es denso. Aqu´ı el producto
directo restringido
∏′
p∈S Kp se toma con respecto a Op, p ∈ S, p lugar finito.
Demostracio´n. [75, Proposition 6.79]. uunionsq
Proposicio´n 17.6.5. Sea S un conjunto finito no vac´ıo de lugares de K el
cual contiene a los lugares infinitos de K y sea OS := {x ∈ K | vp(x) ≥
0 para todo p /∈ S}.
(1) La imagen de OS ϕ−→
∏′
p∈S Kp es discreta y el conu´cleoϕ es com-
pacto.
(2) Sea ∅ 6= S′ $ S, entonces la imagen de OS →
∏′
p∈S′ Kp es denso.
Demostracio´n. [75, Proposition 6.80]. uunionsq
Se tiene que AK/K es compacto pero CK = JK/K∗ no lo es. El subgrupo
CK,0 = JK,0/K
∗ de CK si es compacto (ver Definicio´n 17.6.15). Cuando K es
un campo nume´rico o un campo de funciones, IK denota al grupo de clases
de ideales fraccionarios o al grupo de clases de divisores, respectivamente. Se
tiene que si DK es el grupo de ideales fraccionarios o de divisores y PK denota
a los principales en ambos casos, se tiene IK = DK/PK . Veremos (Teorema
17.6.17) que IK ∼= JK/K∗U donde U =
(∏
p|∞K
∗
p
)× (∏p-∞ Up). Una razo´n
directa se debe al hecho de que
JK/U ∼=
⊕
p-∞
K∗p/Up ∼=
⊕
p-∞
〈pip〉 ∼=
⊕
p-∞
Z ∼= DK
y por tanto
IK ∼= JK/K∗U ∼= CK/U¯
donde U¯ es la imagen de U en CK = JK/K
∗, es decir, U¯ = UK∗/K∗.
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17.6.2. Ma´xima extensio´n abeliana de K
En general, si K es cualquier campo y Kab es la ma´xima extensio´n abeliana
de K dentro de una cerradura algebraica K¯ de K, se tiene Kab = ∪LL donde
L/K es abeliana y finita.
Como consecuencia de la correspondencia de Galois, se tiene una biyeccio´n
{L | L/K es abeliana y finita} ←→ {subgrupos abiertos de Gal(Kab/K)}.
La teor´ıa de campos de clase se puede ver como una correspondencia
CK −→ Gal(Kab/K) que es cercana a ser un isomorfismo y casi se tiene
CK ∼= Gal(Kab/K). Ma´s precisamente, en el caso de campos de funciones,
CK ⊆ Gal(Kab/K) y CK es denso en Gal(Kab/K) y Gal(Kab/K)/CK ∼= Zˆ/Z
y en el caso de campos de nu´meros CK  Gal(Kab/K) es suprayectiva.
Teorema 17.6.6 (Teorema principal de la teor´ıa global de campos de
clase, TCCG). Sea K un campo global. Entonces
(1) Existe un u´nico homomorfismo continuo
ρK : CK −→ Gal(Kab/K) (o ρK : JK −→ Gal(Kab/K),K∗ ⊆ nu´c ρK)
tal que para todo lugar p de K el siguiente diagrama es conmutativo:
K∗p
ρKp−−−−→ Gal(Kabp /Kp)
θ
y yrest
CK −−−−→
ρK
Gal(Kab/K)
donde
θ = pi ◦ d ep : K∗p
d ep−−−→ JK pi−→ JK/K∗,
xp 7→ (. . . , 1, 1xp, 1, 1, . . .) 7→ (. . . , 1, 1, xp, 1, 1, . . .) mo´d K∗
y rest es la restriccio´n σ −→ σ|Kab .
El mapeo ρK se llama el mapeo de reciprocidad.
(2) Si K ⊆ E ⊆ L con L/K una extensio´n abeliana finita, se tiene el
siguiente diagrama conmutativo
CE
ρE−−−−→ Gal(L/E)
NE/K
y yµ
CK −−−−→
ρK
Gal(L/K)
donde µ es el encaje natural.
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(3) Para cualquier extensio´n abeliana finita L de K, ρK induce un
isomorfismo
CK/NL/K CL
∼=−−−−→
ψL/K
↑
Artin
Gal(L/K)
donde ψL/K es el mapeo de Artin: ψL/K = ρ˜K : JK  Gal(L/K),
nu´cψL/K = K
∗NL/K JL y donde NL/K : CL −→ CK es la norma
inducida por la norma de los ide`les:
(yP)P∈PL ∈ JL −→
(∏
P|p
NLP/Kp yP
)
p∈PK
∈ JK .
Adema´s NL/K es una funcio´n abierta.
(4) H −→ ρ−1K (H) es una biyeccio´n entre el conjunto de todos los sub-
grupos abiertos de Gal(Kab/K) y el conjunto de todos los subgrupos
abiertos de ı´ndice finito de CK .
(5) = (4) Teorema de Existencia Para cada subgrupo abierto H de
ı´ndice finito en CK , existe una u´nica extensio´n abeliana finita L/K
tal que NL/K CL = H.
(6) Si L/K es una extensio´n abeliana finita y S es el conjunto de
lugares ramificados en L/K ma´s los primos infinitos, entonces para
x ∈ JK , sea (x)S :=
∏
p/∈S p
vp(xp) ∈ DSK el grupo de los divisores (o
ideales fraccionarios) primos relativos a S, es decir, DSK = DK/〈S〉,
entonces ρ˜K(x) = ψL/K((x)
S), donde ψL/K es el mapeo de Artin, pa-
ra x ∈ JSK := {y ∈ JK | yq = 1 para q ∈ S} (es decir, ρK evaluado
en ide`les con componente 1 en los primos ramificados y en los primos
infinitos, coincide con el mapeo usual de Artin (o s´ımbolo de Artin)).
Ma´s precisamente, se tiene
ψL/K((x)
S) = ψL/K
( ∏
p/∈S
pvp(xp)
)
=
∏
p/∈S
(
L/K
p
)vp(xp)
. uunionsq
Corolario 17.6.7. Sea K un campo global. Entonces existe una correspon-
dencia biyectiva
{extensiones abelianas finitas de K} ←→
{subgrupos abiertos de ı´ndice finito de CK}
donde la correspondencia esta´ dada por L −→ NL/K CL ⊆ CK . Si L ←→ H,
entonces [L : K] = [CK : H] y si L
′ ←→ H ′, entonces L ⊇ L′ ⇐⇒ H ⊆ H ′.
uunionsq
Observacio´n 17.6.8. Notemos que esencialmente, el Teorema TCCG consta
de dos partes. La primera es la Ley de Reciprocidad, esto es, la obtencio´n del
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mapeo ρK . La segunda es el Teorema de Existencia, es decir la correspondencia
entre subgrupos abiertos de Gal(Kab/K) y los subgrupos abiertos de ı´ndice
finito de CK .
Como consecuencia, la demostracio´n del Teorema TCCG consta de dos
partes. Primero es la obtencio´n del mapeo ρK y segundo el Teorema de Exis-
tencia. Para la obtencio´n de ρK , en la Seccio´n 17.6.3 comentaremos como
se puede obtener ρK a partir del Teorema de Brauer–Hasse–Noether. Esta
obtencio´n de ρK no es nada expl´ıcita.
La segunda forma de obtener ρK es proponiendo directamente que el ma-
peo de reciprocidad global es el producto de los mapeos de reciprocidad locales,
esto es, los s´ımbolos residuales de la normas locales. La demostracio´n de que
este es en efecto el mapeo de reciprocidad global, se logra mediante el uso
de la cohomolog´ıa de grupos. Esto lo presentaremos despue´s de la primera
descripcio´n.
Con mayor precisio´n, la forma ma´s transparente del mapeo ρK se debe
esencialmente a H. Hasse y es el siguiente teorema.
Teorema 17.6.9 (H. Hasse). Sea L/K una extensio´n abeliana finita y sea
α¯ ∈ CK , α¯ = αK∗ con α ∈ JK . Entonces
restL ◦ρK(α¯) = ψL/K(α¯) =
(
α¯, L/K
)
=
∏
p∈PK
(αp, Lp/Kp) ∈ Gal(L/K)
donde para cada p ∈ PK , seleccionamos u´nicamente un divisor P ∈ PL con
P|p.
Demostracio´n. [100, Theorem (6.15), Part III] y [6, Theorem 9, Chap. VII].
uunionsq
¿Que dice la teor´ıa global de campos de clase para campos de
funciones?
Sea ahora K un campo global de funciones sobre Fq. Veamos que relacio´n
hay entre la estructura de grupos de ide`les y el grupo de divisores.
Sea Kn := KFqn , n ∈ N la extensio´n de constantes de grado n. Sea Knr
la ma´xima extensio´n abeliana no ramificada de K. Entonces:
KFabq = KFq =
∞⋃
n=1
KFqn =
∞⋃
n=1
Kn ⊆ Knr
Se tiene
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Gal(Kab/K)
pi−−→
rest
Gal(Knr/K) −→ Gal(KFabq /K) ∼= Gal(Fabq /Fq) ∼= Zˆ.
Kab
Knr
KFabq = KFq
K
Si α ∈ JK , definimos aα =
∏
p∈PK p
vp(αp) ∈ DK grupo de divisores o
ideales fraccionarios de K. Notemos que αp ∈ UK para casi toda p por lo que
vp(αp) = 0 para casi toda p y por tanto, efectivamente, aα ∈ DK .
Definicio´n 17.6.10. Sea K un campo global de funciones con campo de cons-
tantes Fq. Sea p un lugar de K de grado fp = gr p = [K(p) : Fq] = [Op : Fq].
Entonces para x ∈ Kp definimos el grado de x por grx := gr p · vp(x).
Recordemos que para un divisor A en un campo de funciones, se define el
grado de A por grA =
∑
p∈PK gr p · vp(A).
Definicio´n 17.6.11. Sea K un campo global de funciones sobre Fq y sea α ∈
JK . Se define el grado de α por grα :=
∑
p grp αp =
∑
p gr p · vp(αp) = gr aα.
Notemos que si x ∈ K∗, entonces ax = (x)K es el divisor principal definido
por x y grx = gr ax = gr(x)K = 0.
Definicio´n 17.6.12. Para p ∈ PK , el valor absoluto en Kp se define por
|x|p := q− gr x.
Observacio´n 17.6.13. Si K es un campo local, en la Proposicio´n 17.2.12
hab´ıamos seleccionado c = |K(p)|−1. La definicio´n 17.6.12 es consistente con
esta seleccio´n pues cp = q
− gr p = |K(p)|−1 = |Kp(p)|−1. Esta seleccio´n nos
permite normalizar todos los valores absolutos de
{
Kp
}
p∈PK para un campo
global de funciones K.
Definicio´n 17.6.14. Sea K un campo global de funciones y sea α ∈ JK . Se
define el valor absoluto de α por
|α| :=
∏
p∈Kp
|αp|p =
∏
p∈Kp
q− gr p·vp(αp) = q− grα.
Notemos que |α| = 1 ⇐⇒ grα = 0.
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Definicio´n 17.6.15. Sea K un campo global de funciones. Se define el grupo
de ide`les de grado 0 de K por
JK,0 = {α ∈ JK | grα = 0} = {α ∈ JK | |α| = 1}.
y se define el grupo de clases de ide`les de grado 0 de K por CK,0 = JK,0/K
∗.
Notemos que K∗ ⊆ JK,0.
Teorema 17.6.16. Se tiene que K∗ es discreto en JK,0 y que CK,0 =
JK,0/K
∗ es compacto.
Demostracio´n. [75, Theorem 6.82, pa´gina 87]. uunionsq
Definimos la funcio´n grado por gr : JK −→ Z definido como α 7→ grα.
Claramente gr es suprayectiva y nu´c gr = JK,0. Puesto que tambie´n K
∗ ⊆
nu´c gr, gr induce otra funcio´n grado gr: gr : CK = JK/K
∗ −→ Z y nu´c gr =
CK,0.
Sean IK e IK,0 los grupos de clases divisores y de clases de divisores de
grado 0 de K: IK = DK/PK , IK,0 = DK,0/PK , donde DK y DK,0 son los gru-
pos de divisores y de divisores de grado 0 respectivamente y PK los divisores
principales.
Teorema 17.6.17. Sean U :=
∏
p∈PK Up ⊆ JK y U¯ = K∗U/K∗ ⊆ CK .
Entonces
CK/U¯ ∼= IK y CK,0/U¯ ∼= IK,0.
Demostracio´n. Sea ϕ : JK −→ DK dada por ϕ(α) = aα =
∏
p∈PK p
vp(αp).
Claramente ϕ es un epimorfismo de grupos. Por tanto si pi : DK −→ DK/PK =
IK es la proyeccio´n natural, pi ◦ϕ : JK −→ IK es un epimorfismo de grupos y
claramente K∗ ⊆ nu´c(pi ◦ ϕ). Por tanto se induce el epimorfismo
ϕ˜ : CK = JK/K
∗ −→ DK/PK = IK
dado por
ϕ˜(α mo´d K∗) = aα mo´d PK .
Ahora ϕ : JK −→ DK satisface que nu´cϕ = {α ∈ JK | aα = 1} = {α ∈
JK | vp(αp) = 0 ∀ p ∈ PK} = {α | α ∈ JK | αp ∈ Up ∀ p} =
∏
p Up = U .
Por lo tanto DK ∼= JK/U y CK/U¯ = conu´cleo(K∗ −→ JK/U) ∼=
DK/(K
∗) = DK/PK = IK . Finalmente CK,0/U¯ = nu´c(gr : IK −→ Z) = IK,0.
uunionsq
El siguiente resultado nos da, en el caso de campos de funciones, la infor-
macio´n relevante acerca de las extensiones de constantes.
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Teorema 17.6.18. Existen dos diagramas conmutativos de sucesiones exac-
tas. En cada diagrama, la flecha vertical de la izquierda es un isomorfismo de
grupos topolo´gicos.
1 // CK,0
i //
∼= ρ′K=ρK |CK,0

CK
gr //
ρK

Z //
ρFq

0
1 // Gal(Kab/KFabq ) i
// Gal(Kab/K)
rest
// Gal(KFabq /K)
=
Gal(Fabq /Fq)∼=Zˆ
// 1
1 // IK,0
i //
∼=

IK
gr //

Z //
ρFq

0
1 // Gal(Knr/KFabq ) i
// Gal(Knr/K)
rest
// Gal(KFabq /K) // 1
Aqu´ı se tiene ρFq : Z −→ Gal(Kab/K) definida por ρFq (n) = τn, donde τ
denota al automorfismo de Frobenius.
Demostracio´n. En el primer diagrama, (ρFq ◦ gr)(x) = ρFq gr x = τgrx. Por el
otro lado, rest ρK(x) = ρKFabq (x) = τ
grx.
El lado izquierdo del diagrama es conmutativo, es decir i ◦ ρ′K = ρK ◦ i y
nu´c(i ◦ ρ′K) = nu´c ρ′K = nu´c(ρK ◦ i) = 0 (se tiene que ρK es inyectiva en el
caso de campos de funciones, ver [6, Corollary, pa´gina 60]). Por lo tanto ρ′K
es una inyeccio´n y tenemos que im ρ′K = nu´c rest = Gal(K
ab/KFabq ).
Ahora bien, por el Lema de la Serpiente (Teorema 17.2.43), se tiene la
sucesio´n exacta
1→ nu´c ρ′K → nu´c ρK → nu´c ρFq →
→ conu´cleo ρ′K → conu´cleo ρK → conu´cleo ρFq → 1.
Usando que ρK es inyectiva en el caso de campos de funciones, que
conu´cleo ρK = Zˆ/Z, que ρFq es inyectiva y que conu´cleo ρFq = Zˆ/Z, se si-
gue
1→ nu´c ρ′K → 1→ 1→ conu´cleo ρ′K → Zˆ/Z→ Zˆ/Z→ 0
es exacta por lo nu´c ρ′K = 1 y conu´cleo ρ
′
K = 1 de donde se sigue que ρ
′
K es
un isomorfismo.
El segundo diagrama, proviene del primero al dividir la primera sucesio´n
entre U¯ = UK∗/K∗, con U =
∏
p∈PK Up: CK,0/U¯ = IK,0, CK/U¯ = IK y
usando que ρK(U¯) = Gal(K
ab/Knr) pues CK/U¯ ∼= Gal(Knr/K) segu´n el
TCCG. uunionsq
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Notemos que, en particular, se tiene que U¯ corresponde a la ma´xima ex-
tensio´n no ramificada abeliana de K.
Corolario 17.6.19. Se tiene
CK,0 ∼= Gal(Kab/KFabq ), IK,0 ∼= Gal(Knr/KFabq ). Kab
U¯
CK,0Knr
finita IK,0
KFabq
K∗
En particular Knr/KFabq es una extensio´n finita. uunionsq
17.6.3. Algunas ideas para la obtencio´n de ρK del TCCG
Grupo de Brauer
Una primera construccio´n del mapeo de reciprocidad ρK es mediante el
grupo de Brauer y el Teorema de Brauer–Hasse–Noether usando el Teorema de
Dualidad de Pontragin. A continuacio´n damos un resumen de este desarrollo.
Teorema 17.6.20 (Dualidad de Pontragin). Sea G un grupo topolo´gico
abeliano localmente compacto. Entonces el mapeo
G −→ (G∗)∗, g 7→ χg, χg : G∗ −→ S1 ⊆ C∗, χg(σ) = σ(g),
es un isomorfismo de grupos abelianos topolo´gicos. Aqu´ı S1 = {ξ ∈ C∗ | |ξ| =
1}, G∗ = Gˆ es el grupo de caracteres de G, es decir, G∗ = {χ : G → S1 |
χ es un homomorfismo continuo} = Homcon(G,S1).
Demostracio´n. [75, Theorem 6.108]. uunionsq
Los elementos de G∗ se llaman caracteres de G. Para obtener ρK en el caso
de un campo global, consideraremos X(K) := Homcon(Gal(K
ab/K),Q/Z).
Sea χ ∈ ̂Gal(Kab/K), χ : Gal(Kab/K)→ S1 con χ un homomorfismo de
grupos continuo. Puesto que Gal(Kab/K) es compacto, Hausdorff y totalmen-
te disconexo, se sigue que la imagen de Gal(Kab/K) bajo χ es un subgrupo
compacto y totalmente disconexo de S1, por lo tanto finito y en particular
imχ ⊆ Q/Z. Se sigue que
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X(K) ∼= ̂Gal(Kab/K).
Sea p un lugar de K y sea Kp la completacio´n de K en p. Se tie-
ne que invKp = invp : Br(Kp) −→ Q/Z es un isomorfismo ((17.4.2)). Sea
ξp = inv
−1
p : Q/Z −→ Br(Kp). Veamos que existe un mapeo cano´nico
X(K)× CK −→ Q/Z.
Sean χ ∈ X(K) = ̂Gal(Kab/K) y µ : K∗ −→ Br(K) dado por µ(a) =
(χ, a) ∈ Br(K) inducido por el mapeo X(K) × K∗ −→ Br(K) el cual se
obtiene a partir de la teor´ıa de a´lgebras c´ıclicas.
Ahora sea θ : JK −→ ⊕p Br(Kp) dado como sigue: consideremos para χ ∈
X(K∗) la imagen χp en X(Kp) donde X(K) → X(Kp) es el mapeo natural.
Entonces si αp ∈ K∗p , χp(αp) ∈ Q/Z. Se define θ : JK −→ ⊕p Br(Kp) dada
por
θ(α) = θ
(
(αp)p
)
= (χ,α) :=
(
ξp(χp(αp))
)
p
∈ ⊕p Br(Kp).
Sea β : CK −→ Q/Z el homomorfismo que hace conmutativo el siguiente
diagrama cuyas filas son exactas
1 // K∗ i //
(χ, )= µ

JK
p //
(χ, )= θ

CK //
β

1
0 // Br(K) // ⊕p Br(Kp) // Q/Z // 0
donde la segunda fila es exacta por el Teorema de Brauer–Hasse–Noether,
Teorema 17.4.25.
De esta forma obtenemos ϕ : X(K)× CK −→ Q/Z dado por
ϕ(χ,α) = β
(
α
)
.
Sea ρK : CK −→ Homcon(X(K),Q/Z) ∼=
↑
Pontragin
Gal(Kab/K) definido por
ρK
(
α
)
= σα : X(K) −→ Q/Z, σα(χ) = ϕ
(
χ,α
)
= β
(
α
)
.
Aplicando el Teorema de Pontragin, se tiene que ρK es el mapeo de reci-
procidad del Teorema TCCG.
Ma´s adelante describiremos una forma mucho ma´s accesible del mapeo ρK .
Obtencio´n de ρK mediante la cohomolog´ıa del grupo de ide`les
Sea L/K una extensio´n abeliana finita de campos globales. Hemos descri-
to como obtener en la subseccio´n 17.6.3 el mapeo ρK : JK −→ Gal(Kab/K)
el mapeo de reciprocidad (de hecho, lo que obtuvimos fue ρK : CK −→
Gal(Kab/K)). Con esto tenemos la ley de reciprocidad y tambie´n haremos
una descripcio´n ma´s directa de ρK . Para empezar esta descripcio´n, primero
tenemos
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Definicio´n 17.6.21 (Ley de Reciprocidad). Sea K un campo global. Se
dice que una extensio´n abeliana finita L/K satisface la Ley de Reciproci-
dad si existe un mapeo, llamado de Artin, ψL/K tal que ψL/K : JK −→
Gal(L/K) es continuo con nu´cleo K∗NL/K JL y por tanto JK/K∗NL/K JL ∼=
CK/NL/K CL ∼= Gal(L/K).
Adema´s, si S es un conjunto finito de primos que incluyen a todos los
primos ramificados en L y a todos los primos infinitos en el caso de campos
nume´ricos, entonces si x ∈ JSK , ψL/K(x) = ψL/K
(
(x)S
)
=
∏
p/∈S
(
L/K
p
)vp(xp)
,
donde JSK = {x ∈ JK | xp = 1 para toda p ∈ S}, ψL/K : DSK −→ Gal(L/K)
esta´ dado por ψL/K
( ∏
p/∈S
pnp
)
=
∏
p/∈S
(
L/K
p
)np
es el mapeo de Artin cla´sico
definido en DSK = {a ∈ DK | vp(a) = 0 para toda p ∈ S} y (x)S =
∏
p/∈S
pvp(xp).
El teorema que queremos probar es:
Teorema 17.6.22 (Ley de Reciprocidad). Sea K un campo global. En-
tonces toda extensio´n abeliana finita L/K satisface la ley de reciprocidad. uunionsq
Es decir, este teorema dice que ψL/K esta´ definido como los s´ımbolos
de Artin para los primos no ramificados. Para probar el Teorema 17.6.22,
consideremos la composicio´n
JK
ρK //
ψL/K
88
Gal(Kab/K)
rest // Gal(L/K).
Notemos que estamos usando la notacio´n ψL/K para dos mapeos: uno de JK
y el otro de DK .
Se definira´ un candidato a ser ρK y se describira´ la demostracio´n que en
efecto este ρK satisface las condiciones del Teorema TCCG.
Ahora sea ip = d ep : K∗p −→ JK , xp 7−→ (. . . , 1, 1, xp
↑
entrada p
, 1, 1, . . .) y
sea jp : JK −→ K∗p la proyeccio´n en la componente p. Sea ψp el s´ımbolo
de la norma residual local. Entonces ψL/K ◦ ip = ψp = ψLP/Kp : K∗p −→
Gal(Lp/Kp). Se tiene
ψL/K(x) =
∏
p
ψp(xp). (17.6.23)
Observacio´n 17.6.23 (importante). En el producto
∏
p ψp(xp) de (17.6.23)
se tiene ψp = ψLP/Kp . U´nicamente se toma una completacio´n LP del conjunto
de completaciones {LP}P|p, no importa cual se toma pero u´nicamente una.
Usualmente cuando estamos en esta situacio´n, denotamos Lp/Kp en lugar de
LP/Kp.
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La razo´n de que aparece u´nicamente un LP sobre Kp y no todos, se debe
al Lema de Shapiro (Teorema 17.2.53) pues Hm(G,
∏
P|p LP) ∼= Hm(Gp, Lp)
donde Lp es cualquier LP y Gp es el grupo de descomposicio´n Gp = D(P|p).
Lo anterior se sigue del hecho de que
∏
P|p LP ∼=
⊕
σ∈G/Gp σLP.
A partir de (17.6.23) pasamos al l´ımite inverso sobre
{
Gal(L/K)
}
L/K finita
abeliana
y obtenemos
ρK : CK −→ l´ım←−
L/K finita
abeliana
Gal(L/K) ∼= Gal(Kab/K)
con ρK continua.
Se tiene que ρK no satisface las mismas propiedades en el caso nume´rico
con respecto al caso de campos de funciones. Las diferencias son:
(i) Si K es un campo de nu´meros, ρK es suprayectiva y su nu´cleo es la
componente conexa HK del elemento 1 ∈ CK , es decir, CK/HK ∼=
Gal(Kab/K).
(ii) Si K es un campo de funciones, ρK es inyectiva y su imagen es el
subgrupo denso de Gal(Kab/K) que consiste de los automorfismos
cuya restriccio´n a la cerradura algebraica Fq = Fabq de Fq son las
potencias enteras del automorfismo de Frobenius y se tiene im ρK =
Z ⊆ Zˆ. Es decir, la imagen de ρK consiste de los elementos σ ∈
Gal(Kab/K) tales que σ|KF¯q“ = ”σ|F¯q = ϕ = τn y n ∈ Z.
En resumen, el conocimiento de todos los s´ımbolos residuales de la norma
ψp, o s´ımbolos locales de Artin, es equivalente al conocimiento del s´ımbolo
global de Artin:
ψp = ψL/K ◦ ip y ψL/K(x) =
∏
p∈PK
ψp(xp) . (17.6.24)
Algo sobre la cohomolog´ıa de Ide`les
La demostracio´n del Teorema 17.6.22 y de (17.6.23) y (17.6.24) se hace
usando cohomolog´ıa del grupo de ide`les. Describiremos a continuacio´n algunos
de los pasos principales en este desarrollo.
Sea L/K una extensio´n de Galois finita, no necesariamente abeliana, de
campos globales, con grupo de Galois G = Gal(L/K).
Sea p un primo de K y sea P|p, P un primo en L sobre p. Dado σ ∈ G,
σ induce un isomorfismo σ : LP −→ LσP de la siguiente forma. Si y0 ∈ LP,
y0 es el l´ımite de una sucesio´n de Cauchy {yn}∞n=1 en L con respecto a la
topolog´ıa P–a´dica:
y0 = l´ımn→∞
| |P
yn,
696 17 Teor´ıa de campos de clase
y {σyn}∞n=1 es una sucesio´n de Cauchy en L con respecto a la topolog´ıa σP–
a´dica
σ(y0) = l´ımn→∞
| |σP
σ(yn).
Por tanto σy0 es el l´ımite de {σyn}∞n=1 en la topolog´ıa | |σP–a´dica.
De esta forma, dado σ ∈ G se tiene un Kp–isomorfismo σ : LP −→ LσP
de campos. Equivalentemente, σ : Lσ−1P −→ LP es un Kp–isomorfismo de
campos.
En resumen, G actu´a de manera natural en JL: si α ∈ JL, se define
σα = β ∈ JL por (β)P =
(
σα
)
P
:= σ
(
(α)σ−1P
) ∈ L∗P.
Dada esta accio´n de G en JL, se pueden definir los grupos de cohomolog´ıa
Hm(G, JL), m ∈ Z. Adema´s, puesto que σ(L) = L para σ ∈ G, se tiene que G
actu´a en CL = JL/L
∗ y por tanto se pueden definir los grupos de cohomolog´ıa
Hm(G,CL), m ∈ Z.
Con esta accio´n se tiene que las normas NL/K JL y NL/K CL coinciden
con la definicio´n dada en el Teorema TCCG (3). Esto es
NL/K α = γ con γp =
∏
P|p
NLP/Kp αP.
Proposicio´n 17.6.24. Si L/K es una extensio´n finita de Galois de campos
globales, se tiene
JGL = JK , C
G
L = CK y L
∗ ∩ JK = K∗.
Demostracio´n. Son consecuencia directa de las definiciones, [100, Part III,
Propositions 2.5 y 26 y Theorem 2.7]. uunionsq
En general, en cohomolog´ıa de grupos, tenemos dos mapeos especiales:
inflacio´n y restriccio´n. A continuacio´n los describiremos muy brevemente.
Sea G un grupo finito y H un subgrupo de G. A cada m G–cocadena,
m ≥ 1
γ : G× · · · ×G −→ A,
la restriccio´n de γ a H nos proporciona una m H–cocadena
γ|H = δ : H × · · · ×H −→ A.
Este mapeo induce homomorfismos de grupos de cohomolog´ıa
restm : H
m(G,A) −→ Hm(H,A), m ≥ 1,
el cual se llama el mapeo de restriccio´n.
El mapeo de restriccio´n puede ser definido para toda m ∈ Z.
17.6 Campos de clase globales 697
Ahora supongamos adema´s que H es normal en G. A cada m G/H–
cocadena, m ≥ 1,
ξ : G/H × · · · ×G/H −→ AH
le asociamos la m G–cocadena
γ : G× · · · ×G −→ A
definiendo γ(σ1, . . . , σm) := ξ(σ1H, . . . , σmH). Este mapeo se llama inflacio´n
e induce un mapeo a nivel de grupos de cohomolog´ıa
infm : H
m(G/H,AH) −→ Hm(G,A), m ≥ 1.
El mapeo de inflacio´n no puede ser definido para m ≤ 0.
Usaremos el mapeo de restriccio´n para describir los isomorfismos de grupos
de cohomolog´ıa que queremos establecer.
Sea p un primo de K y sea
J
{p}
L = J
p
L =
∏
P|p
L∗P ×
∏
P-p
UP.
Proposicio´n 17.6.25. Sea P un primo sobre p. entonces
Hm(G, JpL)
∼= Hm(GP, L∗P), m ∈ Z
donde GP = Gal(LP/Kp) es el grupo de descomposicio´n D(P|p).
Si p es un primo finito no ramificado, entonces
Hm(G,UpL) = {1}, m ∈ Z,
donde UpL =
∏
P|p U
P
L , U
P
L denota al grupo de las unidades de LP.
El isomorfismo Hm(G, JpL)
∼= Hm(GP, L∗P) se obtiene mediante la compo-
sicio´n
Hm(G, JpL)
rest−−−→ Hm(GP, JpL) p¯i−−→ Hm(GP, L∗P)
donde pi es la proyeccio´n natural JpL
pi−−→ L∗P.
Demostracio´n. Es inmediata del Lema de Shapiro (Teorema 17.2.53). Ver
[100, Part III, Section 3, Proposition 3.1]. uunionsq
Ahora si S es cualquier conjunto finito de lugares de K tal que S contiene a
los primos ramificados y usando que la cohomolog´ıa conmuta con los productos
directos, obtenemos:
JSL =
∏
p∈S
JpL ×
∏
p/∈S
UpL,
Hm(G, JSL )
∼=
∏
p∈S
Hm(G, JpL)×
∏
p/∈S
Hm(G,UpL).
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Como consecuencia de la Proposicio´n 17.6.25, tenemos Hm(G,UpL) = {1},
p /∈ S por lo que Hm(G, JSL ) ∼=
∏
p∈S H
m(GP, L
∗
P) donde P es cualquier
primo sobre p.
Ahora bien, puesto que JL =
⋃
S J
S
L se tiene
Hm(G, JL) = H
m(G, l´ım→
S
JSL ) = l´ım→
S
∏
p∈S
Hm(GP, L
∗
P)
∼=
⊕
p∈PK
Hm(GP, L
∗
P)
donde para cada p ∈ PK seleccionamos u´nicamente un P ∈ PL con P|p y
donde S recorre los conjuntos finitos que contienen a todos los primos rami-
ficados.
En resumen, hemos probado
Teorema 17.6.26. Sea S cualquier conjunto finito de primos de K que con-
tienen a todos los primos ramificados en L. Entonces
Hm(G, JSL )
∼=
⊕
p∈S
Hm(GP, L
∗
P),
Hm(G, JL) ∼=
⊕
p∈PK
Hm(GP, L
∗
P),
donde P es cualquier primo P ∈ PL sobre p (u´nicamente seleccionamos un P
por cada p). uunionsq
En particular, por un lado, aplicando el Teorema 17.6.26 con m = 0 y,
por otro lado, usando el Teorema 90 de Hilbert, obtenemos los siguientes dos
corolarios.
Corolario 17.6.27. H1(G, JL) = {1}. uunionsq
Corolario 17.6.28. Un ide`le α ∈ JK es la norma de un ide`le β ∈ JL si y
solamente si cada componente αp ∈ K∗p es la norma de un elemento βP ∈ L∗P
para todo p ∈ PK y para toda P con P|p. Es decir, α es norma local en todas
partes.
Demostracio´n. Se tiene
H0(G, JL) = J
G
L /NL/K JL = JK/NL/K JL y
H0(GP, L
∗
P) = K
∗
p/NLP/Kp L
∗
P.
Por el Teorema 17.6.26
JK/NL/K JL ∼=
⊕
p∈PK
K∗p/NLP/Kp L
∗
P.
Si α ∈ JK , el isomorfismo manda su clase 0 de cohomolog´ıa αNL/K JL =
α˜ a las componentes α˜p = αp NLP/Kp L
∗
P. Por tanto α˜ = 1 ⇐⇒ α˜p = 1
para toda p ∈ PK ⇐⇒ αp ∈ NLP/Kp L∗P para toda p ∈ PK . uunionsq
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Observacio´n 17.6.29. Notemos que u´nicamente seleccionamos un P sobre
p. Por tanto αp ∈ NLP/Kp L∗P ⇐⇒ αp ∈ NLP′/Kp L∗P′ para cualquier otro
primo P′|p. Esto es inmediato pues αp = σαp para toda σ ∈ G y σ(L∗P) = L∗P′ .
El Corolario 17.6.28 sera´ usado para la demostracio´n del Teorema 17.6.45
que es una importante conexio´n entre los casos local y global.
Otro resultado importante es la siguiente proposicio´n.
Proposicio´n 17.6.30. Sea L/K una extensio´n de Galois finita de campos
globales, no necesariamente abeliana con grupo de Galois G = Gal(L/K).
Para cada p ∈ Kp sea P ∈ PL cualquier divisor primo en L que divide a p.
Denotamos por Lp a la completacio´n de L en P (ver Observacio´n 17.6.23).
Sea Gp el grupo de descomposicio´n D(P|p). Entonces
(1) H2(G, JL) ∼=
⊕
p∈PK
((
1
[Lp:Kp]
Z
)
/Z
)
.
(2) Si L/K es una extensio´n c´ıclica de grado n, el cociente de Herbrand
de CL satisface que h(CL) = n.
Demostracio´n. [131, Sections 7–8]. uunionsq
Como corolario, se obtiene
Corolario 17.6.31 (Segunda desigualdad). Sea L/K una extensio´n c´ıcli-
ca de grado n. Entonces
[JK : K
∗NL/K JL] = [CK : NL/K CL] = |H0(G,CL)| ≥ n = [L : K].
Demostracio´n. De la Proposicio´n 17.6.30 se sigue que
|H0(G,CL)| = h(CL)|H1(G,CL)| ≥ h(CL) = n = [L : K]. uunionsq
Corolario 17.6.32. Si L/K es una extensio´n abeliana finita y H es un sub-
grupo de JK tal que H ⊆ NL/K JL y K∗H es denso en JK , entonces L = K.
Demostracio´n. Puesto que HK∗ es denso en JL y NL/K JL es cerrado en JL,
se sigue que JL = K
∗NL/K JL por lo que [L : K] ≤ 1 de donde L = K. uunionsq
Una consecuencia importante de la segunda desigualdad es el siguiente
corolario.
Corolario 17.6.33. Sea L/K cualquier extensio´n finita y separable de cam-
pos globales. Entonces existe una infinidad de primos que no se descomponen
totalmente en L/K.
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Demostracio´n. Sea S el conjunto de primos de K que no se descomponen
totalmente en L.
Supongamos que S fuese finito. Primero supongamos que L/K es una
extensio´n c´ıclica, digamos de grado n.
Entonces tenemos que LP = Kp para casi toda p ∈ PK . Veamos que
JK = K
∗NL/K JL. Esto es, debemos probar que todo ide`le α ∈ JK puede
ser escrito como α = aNL/K β con a ∈ K∗ y β ∈ JL. Para el nu´mero
finito de primos en S, usando el Teorema de Aproximacio´n, existe a ∈ K tal
que a−1αp = NLP/Kp βP para p ∈ S. Para los elementos p /∈ S, a−1αp es
forzosamente una norma de LP pues LP = Kp. Se sigue que α = aNL/K β.
Por tanto [CK : NL/K CL] = 1 ≥ [L : K], por lo que L = K.
Si L/K es cualquier extensio´n finita y separable. Sea L˜ la cerradura de
Galois de L/K. Entonces p ∈ PK se descompone totalmente en L/K si y
solamente si p se descompone totalmente en L˜. Ver el Teorema 10.4.6. Ah´ı se
trata el caso de campos de funciones pero sigue siendo va´lido para campos
nume´ricos con la misma demostracio´n.
Si L 6= K, entonces G = Gal(L˜/K) 6= {Id}. Sea σ ∈ G, σ 6= Id. Sea
M = L˜〈σ〉 6= L˜. Por tanto hay una infinidad de primos que no se descomponen
totalmente en L˜/M , por tanto existen una infinidad de primos que no se
descomponen totalmente en L˜/K y por tanto se tiene el resultado. uunionsq
Observacio´n 17.6.34. El Corolario 17.6.33 es un caso particular del Teorema
de densidad de Chevotarev el cual establece que en cualquier extensio´n finita
de Galois de campos globales, todas las posibles descomposiciones posibles de
primos, tienen densidad positiva.
Para probar la primera desigualdad [CK : NL/K CL] ≤ n, se prueba pri-
mero lo siguiente:
Teorema 17.6.35. Sea L/K una extensio´n finita de Galois de grado n, L/K
no necesariamente abeliana. Sea G = Gal(L/K). Entonces
(1) |H0(G,CL)| y |H2(G,CL)| dividen a n.
(2) H1(G,CL) = 1.
Demostracio´n. [131, Section 9]. uunionsq
Con estos resultados a mano, se pueden probar los siguientes dos teoremas.
Teorema 17.6.36. Toda extensio´n abeliana finita L/K de campos globales
satisface la ley de reciprocidad y el mapeo de Artin esta´ dada por ψL/K =∏
p∈PK ψp, donde ψp es el mapeo local de Artin para cada p ∈ PK . uunionsq
El siguiente resultado es la ley de reciprocidad de Hasse que ya hemos
mencionado anteriormente (ver la Subseccio´n 17.6.2) y es parte del Teorema
de Brauer–Hasse–Noether (Teorema 17.4.25).
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Teorema 17.6.37 (Hasse). Si α ∈ Br(K), entonces ∑p∈PK invp(α) = 0. uunionsq
La demostracio´n de los Teoremas 17.6.36 y 17.6.37 se realiza siguiendo los
siguientes cuatro pasos ([131, pa´ginas 187–193]):
(1) Se demuestra el Teorema 17.6.36 para cualquier extensio´n finita ci-
cloto´mica L/K para el caso de caso nume´rico y para extensiones de
constantes en el caso de campos de funciones.
(2) Se deduce el Teorema 17.6.37 para α escindida por una extensio´n
cicloto´mica c´ıclica.
(3) Se sigue el Teorema 17.6.37 para α ∈ Br(K) arbitraria.
(4) Se deduce el Teorema 17.6.36 para extensiones abelianas finitas.
Ver [131, pa´ginas 187–193].
Finalmente debemos probar el Teorema de Existencia: para un subgrupo
abierto N de ı´ndice finito en CK , existe una u´nica extensio´n abeliana finita
L/K tal que NL/K CK = N .
El lema principal con este fin es
Lema 17.6.38. Sea n un nu´mero primo y sea K un campo de caracter´ıstica
diferente a n y tal que K contiene las n–e´simas ra´ıces de unidad. Entonces
todo subgrupo de ı´ndice finito en CK es un grupo de normas. uunionsq
En el caso de campos de funciones tales que p|n (p = n), se debe ver
[6, Ch. 8, Section 3]. El teorema de existencia para campos de funciones lo
probaremos ma´s adelante (ver Teorema 17.8.4).
Obtencio´n de ρK mediante la teor´ıa de campos de clase local
En esta subseccio´n presentamos los pasos fundamentales para la obtencio´n
de ρK mediante los s´ımbolos de las normas residuales locales.
Sea L/K una extensio´n abeliana finita de campos globales. Sean α =
(αp)p∈PK ∈ JK y α¯K∗ ∈ CK . Se define el homomorfismo
〈α, L/K〉 :=
∏
p∈PK
(αp, Lp/Kp) (17.6.25)
donde Lp es cualquier completacio´n de L en un divisor P|p (u´nicamente se-
leccionamos un divisor P ∈ PL sobre cada p ∈ PK).
Puesto que p es no ramificado para casi todo divisor primo p y αp ∈ Up
para casi todo p, tenemos que (αp, Lp/Kp) = 1 para casi toda p pues si P/p
es no ramificado, tenemos Up = NLp/Kp UP con P|p.
Se sigue que la Ecuacio´n (17.6.25) esta´ bien definida y que
〈 , L/K〉 : JK −→ Gal(L/K)
puesto que ( , Lp/Kp) : K
∗
p −→ Gal(LP/Kp) = D(P|p) ⊆ Gal(L/K), donde
D(P|p) es el grupo de descomposicio´n de P|p.
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Proposicio´n 17.6.39. (Ver Teorema 16.7.4). Sean L/K y L′/K ′ dos exten-
siones abelianas finitas tales que K ⊆ K ′ y L ⊆ L′. Entonces el diagrama
JK′
〈 ,L/K〉 //
NK′/K

Gal(L′/K ′)
restL

JK 〈 ,L/K〉
// Gal(L/K)
es conmutativo.
Demostracio´n. Por el Teorema 17.4.36 se tiene que el diagrama
(K ′q)
∗
ψL′q/K′q //
NK′q/Kp

Gal(L′q/K
′
q)
restL

K∗p ψLp/Kp
// Gal(Lp/Kp)
es conmutativo, donde q es un lugar de K ′ sobre p.
Por tanto, si αq ∈ K ′q, se tiene
ψL′q/K′q(αq)|L = (αq, L′q/K ′q)|L = (NK′q/Kp αq, Lp/Kp)
= ψLp/Kp(NK′q/Kp αq).
Se sigue que para α ∈ JK′ , se tiene
〈α, L′/K ′〉|L =
∏
q∈PK′
(αq, L
′
q/K
′
q) =
∏
q∈PK′
(NK′q/Kp αq, Lp/Kp)
=
∏
p∈PK
( ∏
q|p
q∈PK′
(
NK′q/Kp αq, Lp/Kp
))
=
∏
p∈PK
(∏
q|p
NK′q/Kp αq, Lp/Kp
)
=
∏
p∈PK
(
(NK′/K α)p, Lp/Kp
)
= 〈NK′/K α, L/K〉. uunionsq
Proposicio´n 17.6.40. Sea L/K una extensio´n abeliana finita de campos glo-
bales. Entonces el mapeo 〈 , L/K〉 : JK −→ Gal(L/K) es suprayectivo.
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Demostracio´n. Sea H := im〈 , L/K〉 = 〈JK , L/K〉. Ahora, puesto que para
toda p ∈ PK se tiene que el mapeo ( , Lp/Kp) : K∗p −→ Gal(Lp/Kp) es su-
prayectiva, H contiene a todos los grupos de descomposicio´n de Gal(L/K).
Sea F := LH . Entonces en la extensio´n F/K todos los primos de K se des-
componen totalmente. Por el Corolario 17.6.33 se tiene que F = M . Se sigue
que H = G = im〈 , L/K〉. Por tanto 〈 , L/K〉 es un mapeo suprayectivo. uunionsq
Sea ( , L/K) = restL ◦ρK : CK −→ Gal(L/K) el s´ımbolo residual de la
norma global. Sea d ep : K∗p −→ JK dada por
dαpep = (. . . , 1, 1, αp, 1, 1, . . .) mo´d K∗ ∈ CK .
El corolario al siguiente teorema es el contenido del Teorema TCCG (1).
Teorema 17.6.41. Si L/K es una extensio´n abeliana finita de campos globa-
les y p es un lugar de K. Entonces el diagrama
K∗p
( ,Lp/Kp) //
d ep

Gal(Lp/Kp) ∼= D(Lp|Kp)
i

CK
( ,L/K)
ψL/K
// Gal(L/K)
es conmutativo.
Demostracio´n. [102, Chap. VI, Section 5, Proposition 5.6]. uunionsq
Corolario 17.6.42. Si L/K es una extensio´n abeliana finita, se tiene
( , L/K) = 〈 , L/K〉,
es decir, se tiene
(α, L/K) =
∏
p∈PK
(αp, Lp/Kp)
para toda α ∈ JK . En particular, si α = α ∈ K∗, ya que nu´c( , L/K) =
(NL/K JL)K
∗, se tiene∏
p∈PK
(α,Lp/Kp) = 1 = (α, L/K).
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Demostracio´n. Puesto que JK esta´ generado topolo´gicamente por los ide`les
α = dapep con ap ∈ K∗p , basta probar la fo´rmula para los ide`les de la forma
α = dapep con p ∈ PK , ap ∈ K∗p y en este caso se tiene
(α, L/K) = (dapep, L/K) =↑
Teorema 17.6.41
(ap, Lp/Kp) =
∏
q∈PK
(dapeq, Lq/Kq).
uunionsq
Teorema 17.6.43. Sea p es finito y no ramificado en L. Si pip es un elemento
primo de Kp, entonces θ(pip) ∈ CK/H se mapea al automorfismo de Frobenius(
L/K
p
)
∈ Gal(L/K) bajo el isomorfismo CK/H
ρK∼= Gal(L/K).
Demostracio´n. Es inmediato del Corolario 17.6.42 y el Teorema 17.4.56. uunionsq
17.6.4. Leyes de descomposicio´n de primos en campos globales
Consideremos K un campo global arbitrario.
Teorema 17.6.44. Sea L/K una extensio´n abeliana finita de campos globales
de grado n y sea p un primo de K no ramificado en L. Sea pi ∈ Kp un elemento
primo, vp(pi) = 1. Sea dpiep = (. . . , 1, 1, pi, 1, 1, . . .) ∈ JK . Sea f el mı´nimo
entero positivo tal que dpiefp ∈ NL/K CL. Entonces el primo p se factoriza en
la extensio´n L en h = n/f primos distintos P1, . . . ,Ph de grado relativo f
(es decir conK/L p = P1 · · ·Ph, [OPi/Pi : Op/p] = f).
Es decir, si conocemos NL/K CL podemos determinar la descomposicio´n
de p en L.
Demostracio´n. Puesto que p es no ramificado, p se escribe como p = P1 · · ·Ph
con cada Pi, 1 ≤ i ≤ h de grado f ′. Se tiene que CK/NL/K CL ∼= Gal(L/K).
Sea f = o
(dpiep) en CK/NL/K CL el cual es el orden de
ψL/K
(dpiep) = ∏
q∈PK
((dpiep)q, Lq/Kq) = (pi, Lp/Kp) = τp
el automorfismo de Frobenius en LP/Kp, la cual es una extensio´n no rami-
ficada. Ahora bien 〈τp〉 = Gal(Lp/Kp) ⊆ Gal(L/K). Por tanto f = o(τp) =
[Lp : Kp] = f
′. Se sigue que f = f ′ = n/h. uunionsq
Teorema 17.6.45. Sea L/K una extensio´n abeliana finita de campos globa-
les, entonces
NL/K CL ∩K∗p = NP L∗P = NLP/Kp L∗P.
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Demostracio´n. Sea xp ∈ NP L∗P. Entonces dxpep = (. . . , 1, 1, xp, 1, 1, . . .) con-
siste de componentes que son normas. Por el Corolario 17.6.28, dxpe∈NL/K CL.
Rec´ıprocamente, sea a ∈ NL/K CL∩K∗p . Entonces a ∈ NL/K CL dice que a
esta´ representado tanto por la norma de un ide`le a = NL/K b, b ∈ JL y a¯ ∈ K∗p
dice a tambie´n esta´ representado por un ide`le dxpep = (. . . , 1, 1, xp, 1, 1, . . .),
xp ∈ K∗p .
Por tanto dxpep ·a = NL/K(b) para algu´n a ∈ K∗ ⊆ JK . El ide`le dxpepa es
la norma de un ide`le de JL. Por el Corolario 17.6.28, todas sus componentes
son normas de Lq/Kq para toda q ∈ PK . En particular a es una norma de
Lq/Kq para toda q 6= p. Adema´s xpa es una norma de Lp/Kp. Por otro lado,
se tiene
1 = ψL/K(a) =
∏
q
(a, Lq/Kq),
por lo tanto (a, Lp/Kp) = 1, es decir, a tambie´n es una norma en el primo p.
Se sigue que xp ∈ NLp/Kp L∗p de donde NL/K CL ∩K∗p ⊆ NLp/Kp L∗p y por
consiguiente NL/K CL ∩K∗p = NLp/Kp L∗p. uunionsq
Teorema 17.6.46. Sea L/K una extensio´n abeliana finita de campos globa-
les. Sea p un lugar de K. Sea
θ = ψL/K ◦ d ep : K∗p
d ep−−−→ JK
ψL/K−−−→ Gal(L/K).
Entonces
(1) Para n ≥ 0, θ(U (n)p ) es el grupo de ramificacio´n superior Gn(L/K)
donde G = Gal(L/K):
θ(U
(n)
p ) = G
n(L/K), n ≥ 0.
En particular, si n = 0,
θ(U
(0)
p ) = θ(Up) = G
0(L/K) = G0(L/K) = I(P|p)
es el grupo de inercia.
(2) θ(K∗p) es el grupo de descomposicio´n D = D(P|p).
Demostracio´n. Por el Teorema 17.6.41, se tiene que ψ◦d ep = θ = ( , Lp/Kp).
Por tanto, por el Teorema 17.5.58, se tiene θ(U
(n)
p ) = (U
(n)
p , Lp/Kp) =
Gn(L/K). Esto es (1).
Para probar (2), tenemos, del Teorema TCCL, que ( , Lp/Kp) : K
∗
p −→
Gal(Lp/Kp) ∼= D(P|p) es suprayectivo. Por tanto
θ(K∗p) = (K
∗
p , Lp/Kp) = D(P|p). uunionsq
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Corolario 17.6.47. Sea K un campo global, L una extensio´n abeliana finita
de K y H el subgrupo abierto de ı´ndice finito de CK que corresponde a L, es
decir, H = NL/K CL, CK/H ∼= Gal(L/K).
Para un lugar p de K, consideremos la composicio´n
θ : K∗p
d ep−−−→ CK pi−→ CK/H.
(1) p se descompone totalmente en L ⇐⇒ θ(K∗p) = 1.
(2) Si p es finito, p es no ramificado ⇐⇒ θ(Up) = 1.
Demostracio´n. (1) Se tiene que p se descompone totalmente en L ⇐⇒
D(P|p) = {1} ⇐⇒ θ(K∗p) = {1}.
(2) Si p es finito, p es no ramificado ⇐⇒ I(P|p) = {1} ⇐⇒ θ(Up) =
{1}. uunionsq
El siguiente resultado tiene aplicaciones en la teor´ıa de campos de ge´neros.
Proposicio´n 17.6.48. Sea L/K una extensio´n finita de campos de funcio-
nes globales. Sea H un subgrupo abierto de ı´ndice finito en CL y sea LH su
campo de clase. Sea K0 la ma´xima extensio´n abeliana de K contenida en LH .
Entonces el grupo de normas de K0 es NL/K(H).
Demostracio´n. La norma NL/K : CL −→ CK es un mapeo abierto por lo que
NL/K(H) es abierto en CK . Por otro lado, del hecho de que H es de ı´ndice
finito en CL, se sigue que NL/K(H) es de ı´ndice finito en NL/K CL.
LH oo // H ⊆ CL
NL/K(H) oo // K0
K L
Ahora bien, L/K es una extensio´n finita por lo que NL/K CL es de ı´ndice
finito en CK . Por tanto NL/K(H) es de ı´ndice finito en CK . Para probar que su
campo de clase es K0, basta probar que NL/K(H) esta´ contenido en cualquier
subgrupo abierto de ı´ndice finito en CK que corresponda a una extensio´n
abeliana K ′ de K que este´ contenida en LH .
Sea H ′ un subgrupo abierto de ı´ndice finito de CL que corresponda a la
extensio´n LK ′/L donde LK ′ ⊆ LH . Entonces NL/K(H) ⊆ NL/K(H ′). Se
tiene que el siguiente diagrama
CL
ψLK′/L //
NL/K

Gal(LK ′/L)
rest

CK
ψK′/K
// Gal(K ′/K)
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es conmutativo. Por lo tanto NL/K(H) esta´ contenido en el subgrupo de CK
correspondiente a K ′. uunionsq
Veamos la versio´n global de la correspondencia L ←→ NL/K CL. Sea K
un campo local y sean L1, L2 dos extensiones abelianas finitas de K. Sea la
correspondencia L −→ NL/K CL = NL.
Teorema 17.6.49. Se tiene
(1) L1 ⊆ L2 ⇐⇒ NL1 ⊇ NL2 .
(2) NL1L2 = NL1 ∩NL2
(3) NL1∩L2 = NL1NL2 .
Demostracio´n. (1) =⇒ Si L1 ⊆ L2, entonces
NL2 = NL2/K CL2 = NL1/K NL2/L1 CL2 ⊆ NL1/K CL1 = NL1 .
(2) Se tiene para i = 1, 2, Li ⊆ L1L2. Por la parte (1), NL1L2 ⊆ NL1 ∩NL2 .
Rec´ıprocamente, si α ∈ NL1 ∩NL2 se tiene que
ψLi/K(α) = restLi ◦ρK(α) ∈ Gal(Li/K) ∼= CK/NLi .
Por tanto ψLi/K(α) = 1, i = 1, 2. Se tiene el monomorfismo
θ : Gal(L1L2/K) ↪−→ Gal(L1/K)×Gal(L2/K), σ 7−→ (σ|L1 , σ|L2).
Sea
σ = (α, L1L2/K)
θ−−→ (σ|L1 , σ|L2) = (ψL1/K(α), ψL2/K(α)) = (1, 1)
por lo que ψL1L2/K(α) = 1. Se sigue que α ∈ NL1L2 lo cual implica que
NL1 ∩NL2 ⊆ NL1L2 y por tanto NL1 ∩NL2 = NL1L2 .
(1) ⇐= Sea ahora NL2 ⊆ NL1 . Entonces NL1 ∩ NL2 = NL1L2 = NL2 . Por
tanto
[L1L2 : K] = |CK/NL1L2 | = |CK/NL2 | = [L2 : K].
Por tanto L1L2 = L2 de donde se sigue que L1 ⊆ L2.
(3) Se tiene que L1 ∩ L2 ⊆ Li, i = 1, 2. Por tanto NLi ⊆ NL1∩L2 , i = 1, 2. Se
sigue que NL1NL2 ⊆ NL1∩L2 .
L1 L1L2
L1 ∩ L2 L2
K
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Ahora bien, NLi ⊆ NL1NL2 = H, i = 1, 2, donde H es un subgrupo de ı´ndice
finito en CK pues H =
⋃
finitoNLix.
Sea T el campo que corresponde a H. Entonces T ⊆ L1 y T ⊆ L2 por lo
que T ⊆ L1 ∩ L2 lo cual implica NL1∩L2 ⊆ NT/K CT = H = NL1NL2 con lo
cual se sigue que NL1∩L2 = NL1NL2 . uunionsq
17.6.5. Grupos de congruencias
Con el objetivo de hacer ma´s transparente el Teorema de Existencia, vamos
a estudiar los llamados grupos de congruencias para un campo global K,
particularmente los campos nume´ricos. Para el caso de campos de funciones,
debemos posponer un poco la discusio´n pues necesitaremos una condicio´n
extra que automa´ticamente se cumple para campos nume´ricos.
Definicio´n 17.6.50. Un mo´dulus m es un producto formal m =
∏
p∈PK p
np
donde np ≥ 0 para todo p ∈ PK , np = 0 para casi todo p, np = 0 si p es
complejo y np = 0 o 1 si p es real.
Extendemos la definicio´n de unidades a todos los lugares.
Definicio´n 17.6.51. Dado un campo global K y p un lugar arbitrario de K
se define el grupo de las np unidades de K, donde np ≥ 0 por
U
(np)
p =

1 + pnp si p -∞ y np ≥ 1,
U
(0)
p = Up si p -∞ y np = 0,
R+ ⊆ K∗p si p es real y np = 1,
R∗ = K∗p si p es real y np = 0,
C∗ = K∗p si p es complejo.
(17.6.26)
De esta forma tenemos que si p es real, entonces Up = R+ y [K∗p : Up] =
[R∗ : R+] = 2.
Definicio´n 17.6.52. Para un lugar p y un elemento αp se define
αp ≡ 1 mo´d pnp ⇐⇒ αp ∈ U (np)p .
En particular si p es complejo o es real y np = 0 la congruencia no impone
ninguna restriccio´n sobre αp. Si p es real y np = 1, αp ≡ 1 mo´d pnp ⇐⇒
αp ∈ U (np)p = R+ ⇐⇒ αp > 0.
Definicio´n 17.6.53. Sea m =
∏
p∈PK p
np un mo´dulus. Para un ide`le α =
(αp)p∈PK ∈ JK definimos
α ≡ 1 mo´d m ⇐⇒ αp ≡ 1 mo´d pnp ∀ p ∈ PK ⇐⇒ αp ∈ U (np)p ∀ p ∈ PK .
Se define el grupo de los ide`les congruentes a 1 mo´dulo m por
JmK := {α ∈ JK | α ≡ 1 mo´d m} =
∏
p∈Pp
U
(np)
p .
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Definicio´n 17.6.54. Un elemento α en campo global K se llama totalmente
positivo si σα > 0 para todo σ lugar real (es decir para todo encaje σ : K → C
tal que σ(K) ⊆ R).
De esta forma si m es un mo´dulus tal que para todo lugar real p, el expo-
nente en m de p es 1, entonces los elementos que satisfacen α ≡ 1 mo´d m son
elementos totalmente positivos.
Definicio´n 17.6.55. El grupo CmK := J
m
KK
∗/K∗ ⊆ CK se llama el subgrupo
de congruencias mo´dulo m de CK . El cociente CK/C
m
K se llama el grupo de
clases de rayos mo´dulo m.
En particular, si m = 1, tenemos JmK = J
1
K =
∏
p|∞K
∗
p ×
∏
p-∞ Up,
CK/C
1
K
∼= JK/J1KK∗ ∼= IK ∼= DK/PK (ver Teorema 17.6.17, ah´ı se tiene
V =
∏
p∈PK Up = J
1
K).
Con esta nueva terminolog´ıa, se tiene que JK/J
1
K =
⊕
p∈PK K
∗
p/U
(0)
p
∼=⊕
p∈PK
p finito
Z ∼= DK . Por lo tanto CK/C1K = conu´cleo(K∗ → JK/J1K) ∼=
DK/(K
∗) = DK/PK = IK . Tambie´n obtenemos que CK,0/C1K ∼= IK,0 (en
el caso de campos de funciones).
Volvemos a enunciar al Teorema 17.6.17 con esta nueva terminolog´ıa para
referencia futura.
Teorema 17.6.56. Sea K un campo global. Entonces
CK/C
1
K
∼= IK K cualquier campo global,
CK,0/C
1
K
∼= IK,0 K un campo de funciones. uunionsq
17.7. Campos nume´ricos
En esta seccio´n u´nicamente consideraremos K un campo nume´rico.
Teorema 17.7.1. Sea K un campo nume´rico. Los grupos de normas de CK ,
es decir los grupos NL/K CL donde L/K es una extensio´n abeliana finita,
son precisamente los subgrupos de CK que contienen a algu´n subgrupo de
congruencias CmK .
Demostracio´n. Se tiene que, por definicio´n, JmK =
∏
p∈PK U
(np)
p , donde m =∏
p∈PK p
np , es un subgrupo abierto de JK . Puesto que CK tiene la topolog´ıa
cociente, CmK es un subgrupo abierto de CK el cual tiene ı´ndice
[CK : C
m
K ] = [CK : C
1
K ][C
1
K : C
m
K ] = |IK |[C1K : CmK ] = hK [J1KK∗ : JmKK∗]
≤ hK [J1K : JmK ] = hK
∏
p∈PK
[Up : U
(np)
p ] <∞
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pues np = 0 para casi toda p ∈ PK .
De esta forma obtenemos que CmK es un subgrupo abierto (y por tanto ce-
rrado) de ı´ndice finito en CK , por lo que C
m
K es un grupo de normas (Teorema
TCCG). Sea CmK = NL/K CL y sea H ⊇ CmK con H un subgrupo de CK . Pues-
to que [CK : C
m
K ] <∞, se tiene [H : CmK ] <∞. Por tanto H =
⋃
finita xC
m
K de
donde se sigue que H es un subgrupo abierto de CK y por tanto es un grupo
de normas.
Rec´ıprocamente, sea H un grupo de normas de CK , es decir, H es un
subgrupo abierto de ı´ndice finito en CK . Sean JK
θ CK la proyeccio´n natural
y H := θ−1(H). Entonces H es un subgrupo abierto de JK , por lo que H
contiene a un subconjunto de la forma W =
∏
p∈SWp×
∏
p/∈S Up, donde S es
un conjunto finito y cada Wp es una vecindad abierta de 1 ∈ K∗p .
Si p es finito, podemos tomar Wp = U
(np)
p para algu´n np ≥ 0 debido a que
los subgrupos
{
U
(n)
p
}
n∈N forman una base de vecindades de 1 en K
∗
p . Si p es
infinito, Wp genera ya sea a R+ o a todo K∗p ∈ {R∗,C∗}. De esta forma, el
subgrupo generado por W es de la forma JmK para el mo´dulus m =
∏
p∈PK p
np .
Se sigue que H (y H) contiene a un subgrupo de congruencias. uunionsq
Definicio´n 17.7.2. El campo de clase Km/K correspondiente al grupo de
congruencias CmK , es decir, NKm/K CKm = C
m
K , se llama el campo de clase de
rayos mo´dulo m.
Se tiene que, para campos nume´ricos, Gal(Km/K) ∼= CK/CmK .
Observacio´n 17.7.3. Este teorema prueba que toda extensio´n abeliana finita
L/K de campos nume´ricos esta´ contenida en algu´n campo de clase de rayos
Km. Esto es, si L/K es una extensio´n abeliana finita, existe Km tal que
L ⊆ Km. Esto se sigue del Corolario 17.6.7 pues si L corresponde a H, y Km
corresponde a CmK entonces H ⊆ CmK ⇐⇒ L ⊆ Km.
Tambie´n tenemos que si m|n entonces CnL ⊆ CmK y por consiguiente Km ⊆
Kn.
Observacio´n 17.7.4. El Teorema 17.7.1 no es aplicable a campos de fun-
ciones pues en se caso tenemos que CK/C
1
K
∼= IK y |IK | = ∞ y por tanto
el TCCG no es aplicable. En la Seccio´n 17.8.1 veremos como remediar esta
situacio´n.
Lo que si se tiene es que CK,0 ∼= Gal(Kab/KFabq ) y CmK ⊆ CK,0 para
cualquier mo´dulus m. Ma´s au´n, si H ⊆ CK,0 es un subgrupo abierto y de
ı´ndice finito en CK,0, entonces H ⊇ CmK para algu´n m y H es cerrado en CK,0.
Por teor´ıa de Galois (Teorema 17.2.31), si (Kab)H = L y (Kab)C
m
K = Km
entonces L ⊆ Km exactamente como en el caso nume´rico y podr´ıamos hacer
una discusio´n totalmente ana´loga que lo discutido en esta seccio´n para campos
nume´ricos a esta situacio´n de campos de funciones. La diferencia es que para
campos de funciones L y Km no corresponden con grupos de normas. Para
un remedio a esta situacio´n, ver Seccio´n 17.8.1.
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Volvemos a nuestra situacio´n en que K es un campo nume´rico.
Definicio´n 17.7.5. Sea L/K una extensio´n abeliana finita de campos nume´ri-
cos y sea NL = NL/K CL ⊆ CK . Se define el conductor f = fL/K = f(L/K) de
L/K (o de NL) como el ma´ximo comu´n divisor de todos los moduli m tales
que L ⊆ Km, esto es, CmK ⊆ NL.
En otras palabras, Kf/K es el mı´nimo campo de clases de rayos que con-
tiene a L/K.
A continuacio´n presentamos la relacio´n entre Km y Kn para dos mo´duli
m, n de un campo nume´rico.
Se tiene que Km es el campo de clase de CmK y K
n es el campo de clase de
CnK :
Km ←→ CmK , Kn ←→ CnK .
Por el Teorema 17.6.49, se tiene
Km ⊆ Kn ⇐⇒ CnK ⊆ CmK ⇐⇒ CfKnK ⊆ CfKmK ⇐⇒ fKm |fKn .
Escribimos CmK = NKm y CnK = NKn . Entonces NKm∩Kn = NKmNKn =
CmKC
n
K .
Sean c = mcd(m, n) y d = mcm(m, n). Entonces c|m y c|n por lo que
Kc ⊆ Km ∩Kn. Similarmente KmKn ⊆ Kd.
Ahora, veamos que CcK ⊆ CmKCnK . Sean m =
∏
p p
mp y n =
∏
p p
np .
Entonces c =
∏
p p
mı´n{mp,np} =
∏
p p
cp y d =
∏
p p
ma´x{mp,np} =
∏
p p
dp .
Sea α ≡ 1 mo´d c. Entonces αp ∈ U (cp)p . Definimos ide`les β y γ dados por
βp =
{
1 si np < mp
αp si np ≥ mp
, γp =
{
αp si np < mp
1 si np ≥ mp
.
Se sigue que β ≡ 1 mo´d n y que γ ≡ 1 mo´d m. Por tanto α = βγ ∈ CnKCmK lo
cual implica CcK ⊆ CnKCmK .
Ahora, tenemos CmK ⊆ CcK y CnK ⊆ CcK por lo que CmKCnK ⊆ CcK . Se sigue
las igualdades
CcK = C
n
KC
m
K = C
mcd(n,m)
K y K
c = Kmcd(n,m) = Kn ∩Km.
Por otro lado n|d y m|d. Por tanto CdK ⊆ CnK ∩ CmK . Rec´ıprocamente,
consideremos α ∈ CnK ∩CmK . Entonces αp ∈ U (np)p ∩U (mp)p = U (ma´x{np,mp})p =
U
(dp)
p . Se sigue que α ∈ CdK y que CnK ∩ CmK ⊆ CdK . Hemos obtenido las
igualdades
CnK ∩ CmK = CdK y Kd = KnKm.
Resumimos nuestra discusio´n anterior en la siguiente proposicio´n.
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Proposicio´n 17.7.6. Si n y m son dos moduli, c = mcd(n,m) y d =
mcm(n,m), entonces
Kc = Kn ∩Km y Kd = KnKm. uunionsq
Observacio´n 17.7.7. En general no se cumple que m sea el conductor f de
Km/K aunque por supuesto f|m. Ma´s adelante (Consecuencia 17.7.10) ve-
remos un ejemplo de este feno´meno. El lector puede pensar que lo esencial
radica en que para n impar tenemos Q(ζ2n) = Q(ζn).
Ejemplo 17.7.8. Ver [101, Theorem 7.7, pa´gina 100] y [100, Theorems 7.10
y 7.11, pa´gina 165]. Consideremos K = Q. Los lugares de Q son ∞ y p = (p)
con p un nu´mero primo.
Se tiene JQ = {x ∈ (R∗×
∏
p primoQ∗p) | xp ∈ Z∗p = UQp para casi toda p}.
Sea m un mo´dulus, m = m0 · ∞ε, donde m0 =
∏r
i=1 p
αi
i , αi ≥ 0, 1 ≤ i ≤ r
y ε ∈ {0, 1} con cada pi un primo finito. Por abuso del lenguaje, si pi = (pi)
con pi un primo racional positivo, pondremos m0 = m =
∏r
i=1 p
αi
i .
Se tiene
Jm0Q = J
m
Q =
∏
p finito
U (np)p × R∗ =
r∏
i=1
U (αi)pi ×
∏
p 6=pi
Z∗p × R∗
=
r∏
i=1
(1 + pαii Zpi)×
∏
p 6=pi
Z∗p × R∗
y
Jm0∞Q =
r∏
i=1
(1 + pαii Zpi)×
∏
p 6=pi
Z∗p × R+.
Sea (m0) = m0, es decir, m0 es el generador de m0 en Q+.
Ahora veamos que U
(np)
p consiste de normas provenientes de Qp(ζm)/Qp
(=(Q(ζm))P/Qp). Lo anterior se obtiene de la siguiente forma. Escribiendo
m = npr con mcd(n, p) = 1 se tiene Qp(ζm) = Qp(ζn)Qp(ζpr ) y Qp(ζn)/Qp es
no ramificada pues n - p. Por el Corolario 17.4.22, se tiene NQp(ζn)/Qp UP = Up
donde P es el primo de Qp(ζn).
Por otro lado se tiene que NQp(ζpr )/Qp
(
Qp(ζpr )∗
)
= (p) × U (r)p (Teorema
17.5.43). Del Teorema 17.5.46, si ponemos L1 = Qp(ζn) y L2 = Qp(ζpr ),
entonces L = Qp(ζm) = L1L2 y se sigue U
(np)
p ⊆ NL = NL1L2 = NL1 ∩NL2 =
NQp(ζm)/Qp
(
Qp(ζm)
)∗
.
Ahora se tiene que un ide`le α ∈ JK es la norma de un ide`le β ∈ JL si y sola-
mente si cada componente αp ∈ K∗p es la norma de un elemento βp ∈ L∗P para
P|p (ver Corolario 17.6.28). Por tanto se sigue Cm0∞Q ⊆ NQ(ζm)/Q(CQ(ζm)).
Consideremos m = m0∞. Se tiene que
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[CQ : C
m
Q ] = [CQ : C
1
Q][C
1
Q : C
m
Q ] = hQ[J
1
QQ∗ : JmQQ∗]
= 1 · [J
1
Q : J
m
Q ]
[(J1Q ∩Q∗) : (JmQ ∩Q∗)]
.
Ahora bien, J1Q =
∏
p Up×R∗, JmQ =
∏
p U
(np)
p ×R+, por lo que J1Q∩Q∗ =
{1,−1}, JmQ ∩Q∗ = {1}. Por tanto obtenemos
[CQ : C
m
Q ] =
1
2
∏
p
[Up : U
(np)
p ][R∗ : R+] =
∏
p
[Up : U
(np)
p ] =
∏
p|m
pnp−1(p− 1)
= ϕ(m) = [Q(ζm) : Q] = [CQ : NQ(ζm)/Q(CQ(ζm))]
y ya que tenamos CmQ ⊆ NQ(ζm)/Q(CQ(ζm)) entonces CmQ = NQ(ζm)/Q(CQ(ζm)).
En particular obtenemos que Qm = Q(ζm).
Si consideramos ahora m = m0, entonces se tiene que C
m0
Q ⊆ CmQ , por
lo que Qm0 ⊆ Qm. Por otro lado [JmQ : Jm0Q ] = 2 de donde [Qm : Qm0 ] = 2.
Finalmente puesto que las normas deQm0 no esta´n contenidas en R+, el campo
Qm0 necesariamente es real. Se sigue que Qm0 = Q(ζm)+ = Q(ζm + ζ−1m ).
Corolario 17.7.9 (Teorema de Kronecker–Weber). Toda extensio´n abe-
liana finita L/Q esta´ contenida en algu´n campo cicloto´mico.
Ma´s au´n, si L/Q es una extensio´n abeliana finita con L ⊆ R, entonces
existe m ∈ N tal que L ⊆ Q(ζm)+.
Se tiene que si m = m0∞ = m∞ es un mo´dulus arbitrario de Q, entonces
Qm = Q(ζm) y Qm0 = Q(ζm)+.
Demostracio´n. Los campos de clases de rayos de Q son los campos Q(ζm) y
Q(ζm)+ ⊆ Q(ζm) y toda extensio´n abeliana esta´ contenida en algu´n campo de
clases de rayos. Adema´s m0|m0∞ = m por lo que Km0 ⊆ Km = Qm = Q(ζm).
uunionsq
Consecuencia 17.7.10. El conductor de Km puede ser f 6= m, f|m. Por ejem-
plo, si m ∈ N es impar y m = 2m∞ se tiene Qm = Q(ζ2m) = Q(ζm) = Qf
donde f = m∞ 6= m.
Teorema 17.7.11. Si f es el conductor de una extensio´n abeliana finita L/K
de campos nume´ricos y si si fp es conductor local de Lp/Kp para p ∈ PK ,
entonces
f = fL/K =
∏
p∈PK
fp.
Demostracio´n. Sea n :=
∏
p∈PK fp =
∏
p∈PK p
np . Por definicio´n se tiene que
para un mo´dulus m =
∏
p∈PK p
mp , CmK ⊆ N = NL/K CL ⇐⇒ f|m. Por tanto
debemos probar que CmK ⊆ N ⇐⇒ n|m ⇐⇒ np ≤ mp para toda p ⇐⇒
fp|pmp .
Se tiene:
714 17 Teor´ıa de campos de clase
CmK ⊆ N ⇐⇒
(
α ≡ 1 mo´d m =⇒ α¯ ∈ N) para α ∈ JK
⇐⇒ (α ≡ 1 mo´d m =⇒ dαpep = (. . . , 1, 1, αp, 1, 1, . . .)
∈ N ∩K∗p = Np L∗p para toda p
)
(Teorema 17.6.45)
⇐⇒ (αp ∈ U (mp)p =⇒ αp ∈ Np L∗p para toda p)
⇐⇒ U (mp)p ⊆ Np L∗p para toda p ⇐⇒ fp|pmp para toda p. uunionsq
Corolario 17.7.12. Sea L/K una extensio´n abeliana finita de campos nume´-
ricos. Un primo p de K es ramificado en L ⇐⇒ p|f donde f es el conductor
de L/K.
Demostracio´n. p es ramificado en L ⇐⇒ p es ramificado en LP/Kp ⇐⇒
p|fp (Teorema 17.4.40). uunionsq
Definicio´n 17.7.13. Sea K un campo nume´rico. El campo de clase de Hilbert
KH es la ma´xima extensio´n abeliana no ramificada de K.
Corolario 17.7.14. El campo de clase de Hilbert KH es el campo de clases
de rayos mo´dulo 1, es decir, KH = K
1 (1 el mo´dulus trivial) y
Gal(KH/K) = Gal(K
1/K) ∼= CK/C1K ∼= IK . uunionsq
En otras palabras, el campo de clase de Hilbert KH de K corresponde a
J
(1)
K =
∏
p Up o C
(1)
K = K
∗J (1)K /K
∗ = (K∗
∏
p Up)/K
∗.
Definicio´n 17.7.15. El campo de clase de Hilbert extendido KH+ de un cam-
po nume´rico K es la ma´xima extensio´n abeliana de K no ramificada en los
primos finitos.
El campo KH+ es el campo de clases de rayos mo´dulo 1+ donde 1+ es el
mo´dulus 1+ :=
∏
p real p. El subgrupo de ide`les correspondiente al grupo de
congruencias mo´dulo 1+ y el grupo de congruencias mismo son:
J
1+
K =
∏
p real
R+ ×
∏
p complejo
C∗ ×
∏
p-∞
Up y C
1+
K = J
1+
K K
∗/K∗
respectivamente. Se sigue que
JK
J
1+
K
∼=
⊕
p real
R∗
R+
⊕⊕
p-∞
K∗p
Up
∼=
( ⊕
p real
c2
)⊕(⊕
p-∞
Z
) ∼= Cr2 ⊕DK y
CK/C
1+
K = conu´cleo
(
K∗ −→ JK/J1+1
)
= JK/J
1+
K K
∗
donde r es el nu´mero de lugares reales en K y Cn denota el grupo c´ıclico de
n elementos.
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Ejemplo 17.7.16. Por el teorema del discriminante de Minkowski, esto es,
en toda extensio´n propia de Q hay primos finitos ramificados, entonces
QH = QH+ = Q
y r = 1 en este caso. Notemos que J1Q/J
1+
Q
∼= c2 pero C1Q/C1+Q = 1.
Observacio´n 17.7.17. Los campos de clases de rayos deben ser considerados
como los ana´logos de los campos cicloto´micos pues Qm = Q(ζm) y Qm0 =
Q(ζm)+ donde m = m∞ y m0 = m.
17.7.1. Sobre el Teorema de Existencia en campos nume´ricos
Por el Teorema 17.6.49, se tiene que la correspondencia L ←→ NL =
NL/K CL es una biyeccio´n entre las extensiones abelianas finitas de K y los
subgrupos de normas NL/K CL de CK .
Adema´s, si H contiene a un subgrupo de normas NL, existe un subcampo
K ⊆ E ⊆ L tal que H = NE/K E = NE . Ahora bien, el Teorema de Exis-
tencia establece que hay una correspondencia biyectiva entre las extensiones
abelianas finitas de K y los subgrupos abiertos de ı´ndice finito en CK . Para
establecer el teorema, necesitamos probar que todo subgrupo abierto de CK
de ı´ndice finito es un subgrupo de normas. Para esto u´ltimo basta probar que
dado un subgrupo abierto de ı´ndice finito de CK , e´ste contiene a un subgrupo
de normas.
El teorema central que prueba lo anterior para campos nume´ricos y par-
cialmente para campos funciones, es el siguiente.
Teorema 17.7.18. Sea K un campo global que contiene las n–ra´ıces de uni-
dad donde p - n, p la caracter´ıstica de K. Sea S un conjunto finito de primos
de K tal que:
(1) S contiene a todos los primos infinitos (caso de campos nume´ricos)
y a todos los primos sobre los nu´meros primos que dividen a n.
(2) JK = J
S
KK
∗.
Entonces CnKU¯
S
K es un subgrupo cerrado de ı´ndice finito en CK (y por
tanto abierto) y es el grupo de normas de la extensio´n de Kummer T =
K(
n
√
KS)/K.
Aqu´ı
JSK = {α ∈ JK | αp = 1 para p ∈ S},
USK = {α ∈ JK | αp = 1 para p ∈ S, αp ∈ Up para p /∈ S} ⊆ JSK ,
U¯SK = U
S
KK
∗/K∗ ⊆ CK ,
KS = {a ∈ K∗ | vp(a) = 0 para toda p /∈ S}.
Ma´s au´n, si K no contiene a las n–ra´ıces de la unidad, CnKU¯
S
K tambie´n es
un grupo de normas.
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Demostracio´n. [100, Part III, Section 7, Theorem 7.7], [101, Ch. IV, Section
7, Theorem 7.1]. uunionsq
Observacio´n 17.7.19. Para el caso de campos de funciones, se debe proceder
como en [6, Ch. VIII, Section 3]. Presentamos los pasos fundamentales para
la demostracio´n del Teorema de Existencia para campos de funciones en la
Seccio´n 17.8 (Teorema 17.8.4).
17.7.2. Teor´ıa global de campos de clase v´ıa ideales o divisores
En la formulacio´n v´ıa ide`les de la ley de reciprocidad, las extensiones abe-
lianas finitas corresponden un´ıvocamente con los grupos de normas NL/K CL.
En la formulacio´n v´ıa ideales (campos nume´ricos), hay una correspondencia
similar pero ma´s complicada. Aqu´ı tambie´n las extensiones abelianas finitas
corresponden a ciertos grupos de normas en el grupo de ideales fraccionarios
DK de K. El s´ımbolo de la norma residual ( , L/K) : CK → Gal(L/K) es
reemplazado por el s´ımbolo de Artin, pero este u´ltimo no esta´ definido en los
primos ramificados.
Para un mo´dulus m =
∏
p∈PK p
np , DmK denotara´ al grupo de ideales frac-
cionarios (divisores) primos relativos a la parte finita de m, PmK es el grupo
de ideales (divisores) principales (a) ∈ PK con a ≡ 1 mo´d m. Esto u´ltimo
significa que si p|m es finito, entonces a ≡ 1 mo´d m significa a ≡ 1 mo´d pnp en
el sentido usual. Si p es real y np = 1, a ≡ 1 mo´d m significa a > 0 en el lugar
p. Si np = 0 o p es complejo a ≡ 1 mo´d m no establece ninguna restriccio´n
para a.
Definicio´n 17.7.20. El grupo PmK se llama el rayo mo´dulo m y todo grupo
Hm tal que PmK ⊆ Hm ⊆ DmK se llama el grupo ideal (divisor) mo´dulo m y
DmK/P
m
K se llama el grupo de rayos mo´dulo m.
Si m = 1, DmK = DK y P
m
K = PK , es decir, D
1
K/P
1
K = DK/PK = IK es el
grupo de rayos mo´dulus 1.
Por ejemplo, si denotamos∞ un lugar real de K (caso nume´rico) y m =∞,
se tiene DmK = D
∞
K = DK = D
1
K y P
∞
K = {(a) ∈ PK | a > 0 en ∞} ⊆ PK ⊆
DK y
DK/P
∞
K
PK/P∞K
∼= DK/PK , es decir,
1→ PK
P∞K
→ DK
P∞K
→ DK
PK
→ 1
es exacta. Se puede pensar que DK/PK corresponde al campo de clase de
Hilbert y que DK/P
∞
K corresponde al campo de clase de Hilbert extendido.
Definicio´n 17.7.21. Sea K un campo nume´rico. Si L/K es una extensio´n
abeliana finita y m es un mo´dulus, m se llama mo´dulus de definicio´n o mo´dulus
admisible para L/K si L esta´ contenido en el campo de clases de rayos mo´dulus
m, es decir si CmK ⊆ NL/K CL o, equivalentemente, L ⊆ Km.
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Si m|m′ y si m es un mo´dulus de definicio´n para L, tambie´n lo es m′.
El conductor f = fL/K = f(L/K) es el ma´ximo comu´n divisor de los moduli
de definicio´n de L/K (Definicio´n 17.7.21).
Definicio´n 17.7.22. Sea K un campo nume´rico. Si L/K es una extensio´n
abeliana finita y m es un mo´dulus de definicio´n de L/K, entonces Hm :=
(NL/K D
m
K)P
m
K se llama el grupo ideal definido mo´dulus m asociado a L/K.
Sea
(
L/K
p
)
el s´ımbolo de Artin,
(
L/K
p
)
= ϕp ∈ Gal(L/K) el automor-
fismo de Frobenius.
Teorema 17.7.23. Sea K un campo global. Sea θ : JK → DK dado por
θ(α) = aα =
∏
p∈PK
p-∞
pvp(αp).
Entonces si m =
∏
p∈PK p
np es cualquier mo´dulus, θ induce un isomorfismo
θm : CK/C
m
K −→ DmK/PmK .
Demostracio´n. Se tiene CK/C
m
K
∼= JK/JmKK∗. Sean S = {p ∈ PK | p|m} y
J
〈m〉
K = J
S
K = {α ∈ JK | αp = 1 para todo p|m}.
Primero probemos que JK = J
〈m〉
K J
m
KK
∗. Sea α ∈ JK . Por el Teorema de
Aproximacio´n de Artin, existe a ∈ K∗ tal que αpa ≡ 1 mo´d pnp para p|m.
Escribimos αpa = βpγp con
βp = 1 para p|m y βp = αpa para p - m,
γp = αpa para p|m y γp = 1 para p - m.
Entonces β = (βp)p ∈ J〈m〉K y γ = (γp)p ∈ JmK . Adema´s, se tiene, α =
βγa−1 ∈ J〈m〉K JmKK∗.
Ahora bien CK/C
m
K
∼= JK/JmKK∗ = J
〈m〉
K J
m
KK
∗
JmKK
∗ ∼= J
〈m〉
K
JmKK
∗∩J〈m〉K
. De esta
forma se tiene que θ : JK → DK induce un epimorfismo
J
〈m〉
K
µ−→ DmK/PmK , α 7−→ θ(α) mo´d PmK = aα mo´d PmK
y nu´cµ = JmKK
∗ ∩ J〈m〉K puesto que de la expresio´n θ(α) =
∏
p-∞ p
vp(αp) =
(a) =
∏
p-∞ p
vp(a) ∈ PmK se sigue que αpa−1 ≡ 1 mo´d pnp para toda p y por
lo tanto tenemos el isomorfismo buscado. uunionsq
Recordando que estamos en campos nume´ricos, consideremos m un mo´du-
lus de K tal que L esta´ contenido en el campo de clases mo´dulus m, esto
es, CmK ⊆ NL/K CL. Se tiene que si p - m entonces p es no ramificado y por
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tanto se obtiene un homomorfismo
(
L/K
)
: DmK −→ Gal(L/K) dado por(
L/K
a
)
=
∏
p
(
L/K
p
)ap
donde a =
∏
p p
ap y
(
L/K
p
)
es el s´ımbolo de Artin
en p.
Se tiene que si p es un ideal primo y pip es un elemento primo de Kp,
entonces
(
L/K
p
)
=
(dpipep, L/K) = ψL/K(dpipep) puesto que ambos son el
automorfismo de Frobenius correspondiente.
Teorema 17.7.24 (Reciprocidad v´ıa ideales). Sea L/K una extensio´n
abeliana finita de campos nume´ricos y se m un mo´dulus de de definicio´n de
L/K, esto es, L ⊆ Km. Entonces el s´ımbolo de Artin induce un epimorfismo(
L/K
)
: DmK/P
m
K −→ Gal(L/K)
el cual tiene nu´cleo Hm/PmK donde H
m = (NL/K D
m
L )P
m
K donde D
m
L son los
ideales de DL primos relativos a m. Por tanto D
m
K/H
m ∼= Gal(L/K).
Ma´s au´n, se tiene un diagrama conmutativo cuyas filas son exactas
1 −−−−→ NL/K CL −−−−→ CK ( ,L/K)−−−−−→ Gal(L/K) −−−−→ 1yθm yθm yId
1 −−−−→ Hm/PmK −−−−→ DmK/PmK
(L/K)
−−−−−→ Gal(L/K) −−−−→ 1
donde θm es el mapeo inducido por θ en el Teorema 17.7.23.
Demostracio´n. El isomorfismo θm : CK/C
m
K −→ DmK/PmK da lugar a un dia-
grama conmutativo
CK/C
m
K
( ,L/K)−−−−−→ Gal(L/K)
θm
y yId
DmK/P
m
K −−−−→
f
Gal(L/K)
donde f es el homomorfismo que hace conmutativo el diagrama, es decir f =
( , L/K) ◦ θ−1m . Veremos que f esta´ dado por el s´ımbolo de Artin.
Como se vio anteriormente, cada clase CK/C
m
K esta´ representado por un
ide`le J
〈m〉
K = {α ∈ JK | αp = 1 para p|m}. En particular el grupo CK/CmK
esta´ generado por las clases de los ide`les dpipep donde p es un primo que no
divide a m y pip es un elemento primo de Kp.
Sea c ∈ CK/CmK en la clase de dpipep. Entonces θm(c) = p mo´d PmK y
f(θm(c)) = (c, L/K) =
(dpipep, L/K) = (L/K
p
)
. Por lo tanto es inducido por
el s´ımbolo de Artin y
(
L/K
)
: DmK → Gal(L/K) es un epimorfismo.
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Queda por probar que la imagen de NL/K CL bajo θm : CK → DmK/PmK es
el grupo Hm/PmK pues esta imagen corresponde a nu´c f = nu´c
(
L/K
)
. Ma´s
precisamente,
1 −−−−→ NL/K CL i−−−−→ CK ( ,L/K)−−−−−→ Gal(L/K) −−−−→ 1
θm
y yθm yId
1 −−−−→ B ψ−−−−→ DmK/PmK
ϕ−−−−→ Gal(L/K) −−−−→ 1
por lo que nu´cϕ = B = imψ = im θm.
Definimos J
〈m〉
L = {α ∈ JL | αP = 1 para P|m} y se tiene que JL =
J
〈m〉
L J
m
L L
∗. Por lo tanto, ya que NL/K JmL ⊆ JmK y que NL/K L∗ ⊆ K∗, se
tiene
NL/K CL
CmK
=
NL/K(JL)K
∗
JmKK
∗ =
(NL/K(J
〈m〉
L ))J
m
KK
∗
JmKK
∗ .
El isomorfismo
θm :
CK
CmK
∼= J
〈m〉
K J
m
KK
∗
JmKK
∗
∼=−−→ D
m
K
PmK
asigna a la clase α ∈ J〈m〉K la clase del ideal θ(α) = aα =
∏
p-∞ p
vp(αp) ∈ DmK .
Los elementos de
NL/K CL
CmK
son las clases representadas por la norma de
ide`les NL/K J
〈m〉
L en J
〈m〉
K . Por tanto son mapeados precisamente sobre las
clases de normas de ideales NL/K D
m
L en D
m
K por lo que θm
(NL/K CL
CmK
)
=
(NL/K D
m
L )P
m
K
PmK
= H
m
PmK
. uunionsq
Corolario 17.7.25. El s´ımbolo de Artin
(
L/K
a
)
, a ∈ DmK depende u´nica-
mente de la clase a mo´d PmK y da lugar a un isomorfismo en campos nume´ri-
cos (
L/K
)
:
DmK
Hm
∼=−−→ Gal(L/K). uunionsq
Observacio´n 17.7.26. El Teorema 17.7.24 pone en evidencia que, a diferen-
cia con el grupo de clases de ide`les, en donde para cada extensio´n abeliana
finita L/K correspond´ıa un u´nico subgrupo de CK , a saber, NL/K CL, cuando
usamos ideales, para cada mo´dulus m tal que L ⊆ Km, nos corresponde un
grupo Hm y por tanto no tenemos unicidad.
Definicio´n 17.7.27. El grupo Hm = NL/K(D
m
K) · PmK se llama el grupo de
ideales declarado mo´dulo m correspondiente a L/K.
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Como consecuencia del Teorema de Existencia del TCCG (L ←→ NL =
NL/K CL), se sigue que el mapeo L 7−→ Hm da lugar a una correspondencia
biyectiva entre los campos de clase de rayos mo´dulo m y los subgrupos de DmK
que contienen a PmK : P
m
K ⊆ Hm ⊆ DmK en campos nume´ricos.
El siguiente teorema establece que la descomposicio´n de un primo p no
ramificado en L, se puede leer directamente del grupo de ideales Hm que
determinan a L.
Teorema 17.7.28 (Ley de descomposicio´n de primos). Sea L/K una
extensio´n abeliana de grado n de campos nume´ricos y sea p ∈ PK un ideal
primo no ramificado en L. Sea m un mo´dulus de declaracio´n de L, esto es,
L ⊆ Km, el cual no es divisible por p (por ejemplo, se puede tomar como m
al conductor) y sea Hm el grupo de ideales correspondiente a L.
Si f es el orden de p mo´d Hm en DmK/H
m, esto es, f es el mı´nimo nu´mero
natural tal que pf ∈ Hm, entonces p se descompone en un producto
p = P1 · · ·Ph
de h = n/f primos distintos P1, . . . ,Ph de grado f sobre p ([OL/Pi :
OK/p] = f).
Demostracio´n. Sea p = P1 · · ·Ph la descomposicio´n de p en L. Puesto que
p es no ramificada, los Pi son distintos y de grado igual a f
′, donde f ′ es el
orden del automorfismo de Frobenius ϕp =
(
L/K
p
)
. Puesto que DmK/H
m ∼=
Gal(L/K), f ′ es el orden de p mo´d Hm en DmK/H
m. uunionsq
Corolario 17.7.29. p se descompone totalmente en L/K ⇐⇒ p ∈ Hm (es
decir, ⇐⇒ f = 1). uunionsq
Proposicio´n 17.7.30. Sea K un campo nume´rico. Sea KH el campo de clase
de Hilbert. Entonces KH = K
1 es el campo de clase de rayos mo´dulo 1.
Entonces p se descompone totalmente en KH/K ⇐⇒ p es principal.
Demostracio´n. En este caso tenemos CK/C
1
K
∼= IK = D1K/P 1K ∼=↑
m=1
DmK/H
m,
por lo que H1 = PK , es decir DK = D
1
K y PK = P
1
K . Por tanto p se descom-
pone totalmente ⇐⇒ p ∈ PK ⇐⇒ p es principal. uunionsq
Finalmente tenemos el siguiente resultado, conjeturado por Hilbert y cuya
demostracio´n es complicada. Se reduce a probar que el mapeo de transferencia
Ver : G/G′ −→ G′/G′′ es el mapeo trivial.
Teorema 17.7.31 (Teorema del ideal principal). Todo ideal a de K se
hace principal en el campo de clase de Hilbert.
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Demostracio´n. [71]. uunionsq
Definicio´n 17.7.32 (Definicio´n 17.7.15). Sea K un campo nume´rico. El
campo de clase de Hilbert extendido K+H es la ma´xima extensio´n abeliana de
K no ramificada en ningu´n primo finito.
Se tiene que K+H es el campo de clase de rayos de m =
∏
p es real
p∈PK
p. En
particular mf = 1, m∞ =∞ =
∏
p real p.
Ahora, DmK = D
1
K = DK y P
m
K = {(α) ∈ PK | α es totalmente positivo} =
P∞K = P
+
K . As´ı P
+
K ⊆ PK ⊆ DK y
Gal(K+H/K)
∼= DK/P+K  Gal(KH/K) ∼= DK/PK = IK .
y la siguiente sucesio´n es exacta
1→ PK
P+K
→ DK
P+K
→ DK
PK
→ 1 K+H
PK
P
+
K
2 grupo elemental
DK
P
+
K
KH
DK
PK
K∗
Notemos que si r es el nu´mero de lugares reales en K, entonces PK/P
+
K
es un subgrupo del 2–subgrupo elemental Cr2 y por supuesto, la contencio´n
puede ser propia.
Proposicio´n 17.7.33. Para K un campo nume´rico, sea K+H el campo de clase
de Hilbert extendido. Entonces p ∈ PK se descompone totalmente en K+H si y
solamente si p es principal generado por un elemento totalmente positivo.
Demostracio´n. El campo K+H corresponde a C
1+
K y se tiene CK/C
1+
K
∼=
DK/P
+
K . Esto implica que H
1+ = P 1
+
K . Por tanto p se descompone totalmen-
te ⇐⇒ p ∈ P+K ⇐⇒ p es principal generado por un elemento totalmente
positivo. uunionsq
Observacio´n 17.7.34. Notemos que K+H/K es una extensio´n finita a pesar
de que permitimos a los primos infinitos ramificarse. Esto no se cumple para
los primos finitos. Por ejemplo, se tiene que
∞⋃
n=1
Q(ζpn)+ = Q(ζp∞)+
es una extensio´n abeliana infinita de Q en la cual solamente el primo p se
ramifica.
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Ejemplo 17.7.35. Primero notemos que Q+H = QH = Q debido al Teorema
de Minkowski el cual establece que en cualquier extensio´n propia K/Q hay
un primo finito ramifica´ndose.
Ahorca consideremos cualquier campo cicloto´mico Kn = Q(ζn), n ∈ N y
sea K+n = Q(ζn)+ el subcampo real. Sean hn y h+n los nu´meros de clase de
Kn y K
+
n respectivamente. Entonces h
+
n |hn (ver Teorema 16.7.33).
Si hn = 1 entonces h
+
n = 1. En este caso se tiene que el campo de clase
de Hilbert de Kn es Kn y el de K
+
n es K
+
n . Consideremos cualquier n tal que
hn = 1 y que n tenga dos factores primos distintos (en ese caso Kn/K
+
n es no
ramificada en todos los primos finitos (Teorema 5.3.2)).
Ahora bien, si (Kn)
+
H y (K
+
n )
+
H son los campos de clase de Hilbert ex-
tendidos de Kn y K
+
n respectivamente, entonces, puesto que (K
+
n )
+
H/K
+
n
es abeliana y no ramificada en los primos finitos, se tiene que (K+n )
+
H ⊆
(Kn)
+
H = (Kn)H = Kn pues todos los lugares de Kn son complejos. Se sigue
que (K+n )
+
H = Kn. En este caso, r = ϕ(n)/2 y PK+n /P
+
K+n
∼= C2 que es un
subgrupo propio Cr2 para r > 1.
Hay 30 campos Kn con hn = 1 (Ejemplo 5.2.9). Por ejemplo podemos
tomar n = 45 y en este caso r = 12.
17.8. Campos de funciones. Teorema de Existencia
Sea ahora K/Fq un campo de funciones congruente sobre Fq. Sea Fq = Fabq
una cerradura algebraica de Fq. Se tiene
Gal(KFq/K) ∼= Gal(Fq/Fq) = Gal(Fabq /Fq) ∼= Zˆ = l´ım←−
n
Z/nZ,
la completacio´n Z.
Recordemos que se tiene la funcio´n grado gr : JK → Z dada por grα =∑
p∈PK gr p · vp(αp). Si α ∈ K∗, grα = 0.
Se tiene para α ∈ JK , |α| =
∏
p∈PK |αp|p donde |αp|p = q− gr p·vp(αp) y se
tiene |α| = q− grα y |α| = 1 ⇐⇒ grα = 0.
Se tiene el siguiente diagrama conmutativo con filas exactas
1 −−−−→ JK,0 −−−−→ JK gr−−−−→ Z −−−−→ 0ypi ypi yId
1 −−−−→ CK,0 −−−−→ CK gr−−−−→ Z −−−−→ 0
Sea τ el automorfismo de Frobenius, τ : K¯ → K¯ dado por τu = uq. Se
tiene Zˆ = Z¯ = 〈τ〉 ∼= Gal(Fq/Fq), 〈τ〉 ∼= Z.
Definicio´n 17.8.1. Sean G = Gal(Kab/K) y σ ∈ G. Si σ|KFq = τν , definimos
gr(σ) = ν.
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Sea α1 ∈ JK tal que grα1 = 1. Entonces si α ∈ JK es arbitrario, se tiene
gr(α− grα1 α) = (− grα)(grα1)+grα = 0. Por lo tanto α− grα1 α = α0 ∈ JK,0
y α = αgrα1 α0, es decir, JK = (α1)× JK,0 y CK = (α1)× CK,0.
Ahora bien ρK : CK −→ Gal(Kab/K) esta´ dado por ρK(a˜) = (a˜,K) =
(a˜,Kab/K). Entonces ρK nos da un isomorfismo topolo´gico debido a que
gr(a˜,K) = gr a˜ para a˜ ∈ CK :
Teorema 17.8.2. Sean G = Gal(Kab/K), H0 = Gal(Kab/KFabq ), G0 =
Gal(KFabq /K) ∼= Zˆ. Entonces ρK es un isomorfismo topolo´gico de CK,0 sobre
H0, es decir CK,0
ρK∼= Gal(Kab/KFabq ) (ver Teorema 17.6.18) y G es el producto
directo de H0 y G0,
G ∼= H0 × G0, Gal(Kab/K) ∼= Gal(Kab/KFabq )×Gal(KFabq /K).
Kˆ
Zˆ
G0
∼=CK,0
Kab
G
H0∼=CK,0
K
Zˆ
KFabq
El campo de constantes de Kˆ :=
(
Kab
)G0
es Fq.
Demostracio´n. [6, Ch. VIII, Section 3]. Sea Fqn el campo de constantes de Kˆ.
Se tiene K = Kˆ ∩KFabq ⊇ FqnK ∩KFabq ⊇ Fqn , por lo que Fqn ⊆ K de donde
se sigue que n = 1 y que Fq es el campo de constantes de Kˆ.
Se tiene que H0 ∼= CK,0 (Corolario 17.6.19). Ahora bien, puesto que G0 ∼=
Zˆ, la sucesio´n
1 −→ H0 −→ G pi−→ G0 −→ 1
se escinde pues Zˆ = 〈τ〉 es la cerradura de Z en G0. Ma´s precisamente, si x ∈ G
es tal que pi(x) = τ , entonces ϕ(τ) = x es el mapeo de escisio´n, extendie´ndolo
de manera continua a todo Zˆ. uunionsq
En adicio´n tenemos CK = 〈α1〉 × CK,0, |α1| = q−1 o grα1 = 1 y CK
es isomorfo a Z × CK,0 pero no de manera cano´nica, esto es, CK,0 es u´nico
no as´ı la copia de Z que podemos seleccionar dentro de CK para obtener el
producto directo. Notemos que tenemos una copia de Z en CK para cada
α1 ∈ CK con grα1 = 1.
Se define otra topolog´ıa en CK : las vecindades de 1 son los subgrupos
abiertos de ı´ndice finito en la topolog´ıa usual de CK . Esta nueva topolog´ıa se
llama la topolog´ıa de clase. No entraremos en detalles de esta topolog´ıa, sino
nos conformamos con enunciar el siguiente resultado.
Teorema 17.8.3. La topolog´ıa de clase coincide con la original en CK,0, in-
duce la topolog´ıa de ideales sobre Z y la topolog´ıa producto sobre Z× CK,0.
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Demostracio´n. [6, Ch. VIII, Section 3]. uunionsq
La topolog´ıa de ideales de Z consiste de la topolog´ıa generada por las
vecindades de 0 por los ideales {nZ}n 6=0. Es decir, V es una vecindad de 0 si
contiene a algu´n ideal nZ con n 6= 0. La completacio´n de Z con respecto a
esta topolog´ıa es el anillo de Pru¨fer:
Zˆ = l´ım←−
n
Z/nZ,
ver [7, Chap. X].
Sea ahora CK := α
Zˆ
1 × CK,0 ∼= Zˆ × CK,0 el producto cartesiano formal
donde las potencias de α1 var´ıan en Zˆ. Puesto que tanto Zˆ como CK,0 son
grupos compactos (por ser grupos profinitos), CK es un grupo compacto. En
la nueva topolog´ıa el mapeo
ρK = ( ,K) : CK −→ G = Gal(Kab/K)
es uniformemente continuo y por tanto ρK se extiende de manera continua a
ρK : CK −→ G. Puesto que ρK
(
CK
)
es un grupo compacto y denso, se sigue
que CK ∼= G.
Con todos estos elementos, se demuestra el Teorema de Existencia pa-
ra campos de funciones. De hecho se hace ma´s, se da una corresponden-
cia biyectiva entre subgrupos cerrados de C¯K y los subgrupos cerrados de
G = Gal(Kab/K).
Teorema 17.8.4 (Teorema de Existencia para campo de funciones).
Sea K un campo global de funciones. Sea H un subgrupo abierto H de ı´ndice
finito en CK . Entonces existe una extensio´n abeliana finita L de K tal que
H = NL/K CL Ma´s au´n, L es el campo fijo de ρ(H): L = (K
ab)ρ(H) donde
ρK = ( ,K) : CK −→ Gal(Kab/K) es el s´ımbolo de la norma residual u
homomorfismo de Artin.
Observacio´n 17.8.5 (Ver Observacio´n 17.2.32). En general, si L/K es
una extensio´n de Galois, finita o infinita, con grupo de Galois G, entonces si
H es un subgrupo de G y H¯ es la cerradura de H en G, veamos que se tiene
que
LH = LH¯ .
En efecto, como H ⊆ H¯, se tiene LH¯ ⊆ LH . Por otro lado, si x ∈ LH ,
entonces σx = x para toda σ ∈ H. Sea ψ ∈ H¯. Puesto que G tiene la topolog´ıa
de Krull, si N < G es de ı´ndice finito, se tiene ψN ∩ H 6= ∅ debido a que
ψ ∈ H¯.
Sea [K(x) : K] < ∞ y si K̂(x) es la cerradura de Galois de K(x)/K,
entonces [K̂(x) : K] < ∞. Sea N := Gal(L/K̂(x))  G y [G : N ] = [K̂(x) :
K] < ∞ por lo que existen n ∈ N y h ∈ H tales que ψn = h. Por tanto
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(ψn)(x) =
↑
nx=x
ψ(x) = h(x) = x lo cual implica que x ∈ LH¯ de obtenemos la
igualdad LH = LH¯ .
Ahora considerando la nueva topolog´ıa de CK , si H¯ es la cerradura de H
se tiene ρK(H¯) = ρK(H), por tanto,
(Kab)ρK(H) = (Kab)ρK(H) = (Kab)ρK(H¯).
Demostracio´n. (Teorema 17.8.4). Sea H un subgrupo abierto de ı´ndice finito
de CK . Sea H0 = H ∩ CK,0. Puesto que
H/H0 ∼= H/(H ∩ CK,0) ∼= HCK,0/CK,0 ⊆ CK/CK,0 ∼= Z,
se tiene que H = ∪n∈ZhnH0 para algu´n h ∈ H. Por otro lado, debido a
que tenemos el isomorfismo CK = Z × CK,0 = 〈α˜1〉 × CK,0 con |α˜1| = q−1,
podemos tomar h = α˜d1 para alguna d.
Puesto que CK = 〈α˜i〉 ×CK,0 con grα1 = −1, consideramos h = α˜1d con
|α1| = q−1, esto es, gr α˜1 = 1. Se tiene que Zˆ/dZˆ ∼= Z/dZ de manera natural
( Z 
 //
ϕ 55Zˆ
mo´d d// // Zˆ/dZˆ , nu´cϕ = dZ y se prueba que ϕ es un epimorfismo).
Sea H := dZˆ×H0. Entonces CK = Zˆ× CK,0, por lo que
CK
H
=
Zˆ× CK,0
dZˆ×H0
∼= Z
dZ
× CK,0
H0
∼= Z× CK,0
dZ×H0
∼= CK
H
lo cual implica [CK : H] = d[CK,0 : H0] = [CK : H¯].
Sea H = ρK(H) ⊆ Gal(Kab/K) ∼= G. Se tiene que H es cerrado en G y
ya que [G : H] = [ρK(CK) : ρK(H)] =
↑
ρK es un
isomorfismo
[CK : H] = [CK : H], es decir,
[CK : H] = [G : H].
Sea L el campo fijo de Kab por H = ρK(H), es decir, L := (Kab)H.
Entonces [L : K] = [G : H] = [CK : H].
Adema´s, Gal(L/K) ∼= Gal(Kab/K)Gal(Kab/L) ∼= GH ∼= CKNL/K CL y ρK(CK) ⊆ G, por lo
que ρK(NL/K CL) ⊆ H lo cual implica que NL/K CL ⊆ H. Finalmente, puesto
que [CK : NL/K CL] = [L : K] = [CK : H], se sigue que NL/K CL = H. uunionsq
Extensiones geome´tricas y de constantes de campos de funciones
Analicemos con ma´s detalle parte de la discusio´n anterior. Consideremos
el siguiente diagrama
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Kab
G H0Knr
K G0
KFabq
donde H0 = Gal(Kab/KFabq ) ∼= CK,0, G0 ∼= G/H0 ∼= τ Zˆ, G = Gal(Kab/K).
Sea σ ∈ G tal que σ|KFabq = τgrσ. En general tenemos σ|KFabq ∈ G0 ∼= 〈τ〉 =
τ Zˆ.
Sea ρK : CK −→ G el mapeo de reciprocidad. Se tiene gr ρK(α) = grα
donde α ∈ JK y α¯ ∈ CK , pues ρK(α) = (α,K) =
∏
p∈PK (αp,Kp),
gr(αp,Kp) = gr p · vp(ap).
En particular se tiene que gr ρK(α) ∈ Z y no en Zˆ. Adema´s H0 ∼= CK,0
bajo el mapeo ρK , G ∼= H0 × G0, G0 = Gal(KFabq /K) y la sucesio´n exacta
1 −→ H0 −→ G −→ G0 −→ 1
se escinde con τ Zˆ = G0 −→ G, τ 7→ a con gr a = 1, esto es, a|KFabq = τ y cada
uno de estos se puede obtener mediante α ∈ JK con grα = 1.
Para cada α ∈ JK tal que grα = 1 definimos un campo K˜(α) con K˜(α) :=
(Kab)G0(α) donde G0(α) ⊆ G es la escisio´n ψ : G0 −→ G0(α) ⊆ G, τ 7−→
ρK(α).
Se tiene que K˜(α) ∩ KFabq = K y por tanto el campo de constantes de
K˜(α) es Fq. Con el isomorfismo CK = αZˆ × CK,0 con grα = 1, ρK : CK −→
G = Gal(Kab/K), ρK(CK,0) = H0, ρK(α) ∈ G, tenemos los diagramas
K˜(α)
G0(α)∼=Zˆ
G/G0(α)∼=CK,0
Kab
G
CK,0∼=H0
K
Zˆ∼=τ Zˆ
KFabq
K˜(α) Kab
Gal(Kab/Knr)
CK,0Knr ∩ K˜(α) Knr
IK,0
K KFabq
Todas las extensiones de K contenidas en K˜(α) tienen campo de cons-
tantes Fq y la ma´xima extensio´n de K no ramificada dentro de K˜(α) es
Knr ∩ K˜(α) y
Gal(Knr ∩ K˜(α)/K) ∼= Gal(Knr/KFabq ) ∼= IK,0.
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Notemos que G0(α) ∼= αZˆ ∼= Zˆ, por lo que Knr ∩ K˜(α) = K˜(α)nr corres-
ponde a G0(α)× C˜K ∼= αZˆ × C˜K , es decir, K˜(α)nr = (Kab)G0(α)×C˜K .
Ahora bien, K˜(α)Fabq = Kab, Gal(Kab/K˜(α)) ∼= Zˆ y Kab/K˜(α) es una
extensio´n de constantes. Si KFqd es la extensio´n de constantes de grado d
sobre K, entonces Gal(KFqd/K) = 〈τ¯〉 donde τ¯ := τ mo´d dZˆ, es decir
K
Zˆ/dZˆ∼=〈τ¯〉
•
dZˆ
KFabq
Zˆ
K˜(α) K˜(α)Fqd
αd
Kab
CK,0
〈αd〉×CK,0
K
τ¯
KFqd 〈τd〉⊆Zˆ
KFabq
esto es, la extensio´n de constantes de grado d deK corresponde al grupo 〈α˜d〉×
CK,0 ⊆ CK y la extensio´n de constantes de grado d de K˜(α) corresponde al
grupo 〈α˜d〉. Es decir 〈α˜d〉 × CK,0 es el grupo de normas de KFqd .
Sea ahora L/K una extensio´n abeliana finita y geome´trica, es decir, el
campo de constantes de L es Fq. Entonces L ∩KFabq = K.
Kab
Gal(Kab/L)
H
L
Zˆ
LFabq
K
Zˆ
KFabq
Sea H = Gal(Kab/LFabq ) y Gal(Kab/L) ∼= H × Zˆ como antes y Zˆ se obtiene
como cualquier escisio´n:
1 // H
=
Gal(Kab/LFabq )
// Gal(Kab/L)
α
// Gal(LFabq /L)
τ
∼= Zˆ //
hh
ww
0
y grα = 1. Por tanto Zˆ ∼= 〈αZˆ〉 y (Kab)Zˆ = K˜(α) de antes. Es decir, L ⊆
K˜(α) para algu´n α.
K˜(α)
αZˆ
H
Kab
H
L
αZˆ
LFabq
K
τ Zˆ
KFabq
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Es decir, toda extensio´n abeliana finita geome´trica esta´ contenida en al-
guna de las extensiones K˜(α).
Sobre los campos de constantes
Teorema 17.8.6. Sea B < CK un subgrupo abierto de ı´ndice finito. Sea d :=
mı´n{n ∈ N | existe b˜ ∈ B con gr b˜ = n}. Entonces si E es el campo asociado
a B, es decir B = NE/K CE, el campo de constantes de E es Fqd .
Demostracio´n. Consideremos b˜ ∈ B con gr b˜ = d. Sea B0 := B ∩ CK,0. Se
tiene
B
B0
=
B
B ∩ CK,0
∼= BCK,0
CK,0
⊆ CK
CK,0
∼= Z.
Veamos que [B : B0] = ∞. Esto es claro de lo anterior, pues de otra
forma, al tener B/B0 ⊆ Z, necesariamente B = B0 ⊆ CK,0 pero entonces
[CK : B] ≥ [CK : CK,0] =∞. En resumen B/B0 ∼= Z. Este isomorfismo viene
dado por la sucesio´n exacta de grupos
1 // B0 // B
gr // dZ
ϕ
aa
// 0,
donde ϕ es el mapeo de escisio´n dado por ϕ(d) = b˜ y B ∼= 〈b˜〉 ×B0.
Kab
B0
B
BCK,0
CK,0
E
〈b˜〉
EFabq
CK,0
B0
K
d
M
〈b˜〉
KFabq
Sea M el campo correspondiente a BCK,0. Se tiene
BCK,0 = 〈b˜〉B0CK,0 = 〈b˜〉CK,0 ∼= 〈b˜〉 × CK,0.
Se sigue que M = E ∩KFabq . Puesto que M ⊆ KFabq , M/K es una extensio´n
de constantes de grado
[M : K] = [CK : BCK,0] = [Z× CK,0 : dZ× CK,0] = [Z : dZ] = d.
Por tanto el campo de constantes de E es Fqd . uunionsq
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Ana´logos al campo de clase de Hilbert para campos de funciones
Como hemos mencionado anteriormente, si Knr es la ma´xima exten-
sio´n abeliana no ramificada de K, se tiene que KFabq ⊆ Knr. Sea T =
Gal(Kab/Knr), Knr = (Kab)T ⊇ (Kab)H0 = KFabq , es decir, H0 ⊇ T . Se
tienen los diagramas conmutativos (ver Teorema 17.6.18):
1 // CK,0
  //
∼=

CK
gr
ρK

Z // _
ρFq

0
1 // Gal(Kab/KFabq )∼=
H0
// Gal(Kab/K)∼=
G
rest
// Gal(KFabq /K)∼=
Gal(Fabq /Fq)
// 1
1 // IK,0
  //
∼=

IK
gr //
µ

Z _
ρFq

// 0
1 // Gal(Knr/KFabq )
  // Gal(Knr/K)∼=
G/T
rest
// Gal(KFabq /K)∼=
Gal(Fabq /Fq)
// 1
Ahora, si µ(α) = 0, (restµ)(α) = ρFabq (grα) = 0 por lo que grα = 0 y por
tanto α ∈ IK,0. Se sigue que µ es inyectiva.
En particular Knr/KFabq es una extensio´n finita y Gal(Knr/KFabq ) ∼= IK,0.
Se tiene
KnrOO
T0=Gal(Knr/KFabq )∼=IK,0
K ↑
Gal(KFabq /K)∼=
Gal(Fabq /Fq)∼=Zˆ=〈τ〉
//
==
KFabq
Se sigue que la sucesio´n
1 −→ T0 µ−→ R = Gal(Knr/K) ϕ−−→
rest
Zˆ −→ 0
es exacta.
Primer ana´logo al campo de clase de Hilbert
El campo Knr es la ma´xima extensio´n abeliana no ramificada de K. Se
tiene que
730 17 Teor´ıa de campos de clase
1 −→ Gal(Knr/KFabq ) −→ Gal(Knr/K) −→ Gal(KFabq /K) −→ 1
es exacta y Gal(Knr/KFabq ) ∼= IK,0 es un grupo finito y IK −→ Gal(Knr/K)
es un inyeccio´n. Podemos considerar a Knr como el primer ana´logo al campo
de clase de Hilbert.
Segundo ana´logo al campo de clase de Hilbert
Consideremos extensiones abelianas no ramificadas de K que tienen como
campo de constantes al mismo campo Fq.
Sea U =
∏
p∈PK Up. Se tiene que K
nr corresponde a U o a K∗U/K∗
(ver despue´s del Teorema 17.6.18). Consideremos C˜K := K
∗U/K∗ ⊆ CK,0.
Notemos que C˜K = C
1
K es el subgrupo de congruencias mo´dulo 1 y que
C˜K = Gal(K
ab/K).
Sea b˜ ∈ CK tal que gr(b˜) = 1. Entonces el subgrupo B := 〈b˜〉 × C˜K es
abierto en CK y puesto que CK ∼= 〈b˜〉 × CK,0, entonces
CK
B
∼= 〈b˜〉 × CK,0〈b˜〉 × C˜K
∼= CK,0
C˜K
=
CK,0
C1K
∼= IK,0
y se sigue que [CK : B] = [CK,0 : C˜K ] = hK = |IK,0| es el nu´mero de clase de
K.
• 〈b˜〉 Kab
B
C˜K
KB 〈b˜〉
IK,0
Knr
IK,0
K KFabq
El campo de clase KB de B es el segundo ana´logo al campo de clase de
Hilbert. Puesto que B contiene una copia de Z (←→ 〈τ〉 = 〈b˜〉) y tales copias
de Z esta´n indexadas por CK,0 puesto que CK ∼= Z⊕CK,0 y C˜K ←→
∏
p∈PK Up
es la extensio´n no ramificada, se sigue que este campo KB , denotado por K
(1)
H ,
es una extensio´n abeliana finita no ramificada de K que tiene como campo de
constantes a Fq (ver Teorema 17.8.6).
Veamos que K
(1)
H es maximal. Sea K
(1)
H ⊆ Kˆ (algu´n Kˆ = K˜(α), ver
principio de esta subseccio´n) y se tiene que H = N
K
(1)
H /K
C
K
(1)
H
⊆ C˜K . Ahora
bien, las extensiones no ramificadas deben satisfacer que sus grupos de normas
esta´n contenidas en U para que su conductor local sea 1 para todo lugar
p ∈ PK y entonces su conductor global sea 1.
Por otro lado se tiene el diagrama
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Kˆ
〈b˜1〉
C˜K
Kab
C˜K
E Knr
IK,0
K KFabq
Por la correspondencia de Galois, Knr corresponde a E ⊆ Kˆ con E = Kˆ∩Knr
y [E : K] = [Knr : KFabq ] = h.
Ahora bien, E tiene como campo de constantes Fq lo mismo que K(1)H
pues K
(1)
H corresponde a B, esto es, K
(1)
H ←→ B = 〈b˜〉 × C˜K con C˜K ∼=
Gal(Kab/Knr) y como Kˆ es fijado por b˜1 y por tanto por 〈b˜1〉Zˆ, se tiene que
Kˆ =
(
Kab
)〈b˜1〉Zˆ
, de donde, K
(1)
H = E y por lo tanto K
(1)
H es maximal con
respecto a ser no ramificada sobre K y tener a Fq como campo de constantes.
De hecho deber´ıamos haber escrito K
(b˜1)
H ←→ Kˆb˜1 pues tanto K
(1)
H como Kˆ
esta´n determinados por b˜1.
Veamos que hay exactamente h = hK de estos campos y todos ellos tienen
a su grupo de Galois isomorfo a
CK/B ∼= CK,0/C˜K ∼= IK,0.
Sean u˜1, . . . , u˜h, h representantes de CK,0/C˜K ∼= IK,0 y sean b˜i := b˜u˜i,
1 ≤ i ≤ h. Los grupos Bi := 〈b˜i〉 × C˜K son todos distintos y [CK : Bi] = h.
Los grupos Bi dan lugar a h campos que son maximales en el sentido de ser
extensiones abelianas no ramificadas de K y tener como campo de constantes
Fq (son maximales puesto que si K(i)H es el campo asociado a Bi, entonces
K
(i)
H Fabq = Knr).
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Kb˜h
b˜h∼=Zˆ
C˜K
Kb˜2
b˜2∼=Zˆ
C˜K
Kab
C˜K
CK,0
Kb˜1
b˜1∼=Zˆ
C˜K
K
(h)
H
Zˆ
IK,0
K
(2)
H
IK,0
Zˆ
Knr
IK,0K
(1)
H
Zˆ
IK,0
K
Zˆ
KFabq
Sea a˜ ∈ CK con gr a˜ = 1. Por tanto gr(a˜b˜−1) = 0 y por tanto a pertenece
a alguna clase b˜u˜i mo´d C˜K . As´ı, el grupo A = 〈a˜〉× C˜K da lugar a un campo
de clase de Hilbert como los anteriores y se tiene
CK
A
=
〈b˜〉 × CK,0
〈a˜〉 × C˜K
=
〈b˜〉 × CK,0
〈b˜u˜i〉 × C˜K
=
CK
Bi
.
Por tanto A = Bi.
Los h campos asociados a B1, . . . , Bh son todos los campos con campo
de constantes Fq, que son extensiones abelianas no ramificadas maximales de
K. Sean K
(1)
H , . . . ,K
(h)
H estos h campos. El campo de clase correspondiente a
〈b˜h〉 × CK,0 es la extensio´n de constantes de grado h de K (ver el principio
de esta subseccio´n). Esto es, L := KFqh es el campo correspondiente a 〈b˜
h〉×
CK,0.
Kab
CK,0
〈b˜h〉×CK,0
K
h
KFqh
〈b˜h〉
KFabq
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K˜
h
〈b˜〉=〈b˜ mo´d b˜h〉
〈b˜〉
K˜Fqd 〈b˜h〉
Kab
CK,0
K
h
〈b˜〉=〈b˜ mo´d b˜h〉
〈b˜〉
KFqd
〈b˜h〉
KFabq
Afirmamos que
LK
(i)
H = LK
(j)
H = LK
(1)
H · · ·K(h)H para todos 1 ≤ i, j ≤ h.
En efecto, puesto que b˜
h
= (b˜iu˜
−1
i )
h = b˜
h
i u˜
−h
i ≡ b˜
h
i mo´d C˜K , entonces(〈b˜h〉 × CK,0) ∩ (〈b˜i〉 × C˜K) = 〈b˜hi 〉 × C˜K y b˜hi , b˜hj esta´n en la misma clase
mo´d C˜K .
Se sigue que
(〈b˜h〉 ×CK,0) ∩ (〈b˜i〉 × C˜K) = (〈b˜h〉 ×CK,0) ∩ (〈b˜j〉 × C˜K)
para todo 1 ≤ i, j ≤ h.
Se tiene que LK
(i)
H = LK
(j)
H y por tanto
LK
(1)
H K
(2)
H · · ·K(h)H = LK(2)H K(2)H K(3)H · · ·K(h)H = LK(2)H K(3)H · · ·K(h)H
= LK
(3)
H K
(3)
H · · ·K(h)H = LK(3)H · · ·K(h)H = · · · = LK(h)H .
Ahora bien, puesto que L ∩K(i)H = K para toda i por ser L/K extensio´n
de constantes y K
(i)
H /K geome´trica, se tiene
[LK
(1)
H · · ·K(h)H : K] = h2. K(i)H
h
h
LK
(i)
H = LK
(j)
H
h
K
(j)
H
h
K
h
h
L = KFqh
Este es el segundo ana´logo al campo de clase de Hilbert.
Teorema 17.8.7. Sea h = hK = |IK,0| el nu´mero de clase de K. Entonces
hay exactamente h campos K
(i)
H , 1 ≤ i ≤ h con campo de constantes Fq y
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tales que K
(i)
H /K son extensiones abelianas no ramificadas de K maximales
con respecto a estas propiedades. Se tiene que
Gal(K
(i)
H /K)
∼= IK,0, 1 ≤ i ≤ h.
Finalmente, si L es la extensio´n de constantes de K de grado h, se tiene
Gal(LK
(i)
H /K) = Gal(LK
(j)
H /K) = Gal(LK
(1)
H · · ·K(h)H /K)
∼= Gal(L/K)×Gal(K(i)H /K) ∼= Cd ⊕ IK,0,
para todas 1 ≤ i, j ≤ h. uunionsq
Tercer ana´logo al campo de clase de Hilbert
En el caso de un campo nume´rico K, KH es la ma´xima extensio´n abeliana
de K no ramificada y KH es el campo de clase del grupo K
∗JK,S∞/K
∗, donde
S∞ es el conjunto de primos infinitos. En general se define
JK,S :=
∏
p/∈S
Up ×
∏
p∈S
K∗p .
Es decir, al ser KH/K no ramificada en S∞, los primos infinitos se des-
componen totalmente en KH/K. Esto se puede copiar en el caso de campos
de funciones tomando como S∞ cualquier conjunto no vac´ıo finito de lugares
de K y definiendo como KH a la ma´xima extensio´n abeliana no ramificada
de K, tal que todos los lugares de S∞ se descomponen totalmente en KH/K.
Resulta ser que KH/K es una extensio´n finita y de hecho tenemos
Gal(KH/K) ∼= Cl(OS∞)
donde para todo S 6= ∅, Cl(OS) = DK,SPK,S =
divisores primos relativos a S
{(α)S |α∈K∗} y donde
para α ∈ K∗, se define (α)S =
∏
p/∈S p
vp(α). Entonces Cl(OS∞) es el grupo
de clases del dominio Dedekind OS∞ = {x ∈ K | vp(x) ≥ 0 ∀ p /∈ S∞} =
∩p/∈S∞Op. Esto lo veremos ma´s adelante (Teorema 17.8.14).
En resumen, si S es un conjunto finito no vac´ıo de lugares y sea
JK,S =
∏
p/∈S
Up ×
∏
p∈S
K∗p ,
entonces la ma´xima extensio´n abeliana de K no ramificada tal que los primos
de S se descomponen totalmente corresponde a JK,S o, equivalentemente, a
K∗JK,S/K∗ := CK,S .
Este sera´ el tercer ana´logo al campo de clase de Hilbert.
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17.8.1. Campos de clase de rayos en campos de funciones
La ma´xima extensio´n abeliana no ramificada Knr de K es el campo de
clase del grupo U =
∏
p∈PK Up, o, ma´s precisamente, de C
1
K = K
∗U/K∗ =
C˜K ⊆ CK y [CK : C1K ] = ∞ = |Gal(Knr/K)| (ver Observacio´n 17.7.4). Knr
no es un campo de clase en el sentido de normas.
Ahora consideremos los grupos de clases de rayos. Sea m =
∏
p∈PK p
np =∏r
i=1 p
αi
i un mo´dulus. Sea
JmK =
∏
p∈PK
U
(np)
p =
∏
p-m
Up ×
r∏
i=1
U
(αi)
pi .
Sea CmK = K
∗JmK/K
∗. Se tiene CmK ⊆ CK,0 pues si x ∈ JmK , vp(xp) = 0
para toda p ∈ PK . Adema´s
[CK,0 : C
m
K ] = [CK,0 : C
1
K ][C
1
K : C
m
K ],
[CK,0 : C
1
K ] = |Gal(Knr/KFabq )| = |IK,0| = hK <∞ y
[C1K : C
m
K ] = [K
∗J1K/K
∗ : K∗JmK/K
∗] ≤ [J1K : JmK ]
= Ψ(m) :=
r∏
i=1
[Upi : U
(αi)
pi ]
=
r∏
i=1
q(αi−1) gr pi
(
qgr pi − 1) <∞.
Por lo tanto,
Proposicio´n 17.8.8. Tenemos [CK,0 : C
m
K ] ≤ hKΨ(m) < ∞, donde Ψ(m) =∏
p∈sop(m)(q
gr p − 1)q(np−1) gr p.
Demostracio´n. Para m un mo´dulus arbitrario tenemos
Ψ(m) =
∏
p∈PK
[Up : U
(np)
p ] = [Up : U
(np)
p ] =
np−1∏
i=0
[U
(i)
p : U
(i+1)
p ]
= [Up : U
(1)
p ]
np−1∏
i=1
[U
(i)
p : U
(i+1)
p ] = |F∗qgr p |
np−1∏
i=1
|Fqgr p |
= (qgr p − 1)q(np−1) gr p. uunionsq
Sea B un subgrupo abierto de CK de ı´ndice finito. Sea b˜ ∈ B tal que
gr(b˜) := mı´n{gr(α˜) | α˜ ∈ B, gr(α˜) > 0}.
Sea B0 := B ∩ CK,0. Entonces B = ∪∞n=1b˜
n
B0 pues
B/B0 = B/(B ∩ CK,0) ∼= BCK,0/CK,0 ⊆ CK/CK,0 ∼= Z,
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y tenemos que B0 es abierto en CK,0 pues B es abierto y puesto que CK,0
tambie´n es abierto, se tiene que B0 es abierto.
Ahora bien, se tiene que los conjuntos CmK forman un sistema fundamental
de vecindades de 1 ∈ CK debido a que los JmK forman un sistema fundamental
de vecindades de 1 ∈ JK . Como B0 es abierto, entonces B0 debe contener a
algu´n CmK ⊆ B0 y
hKΨ(m) = [CK,0 : C
m
K ] = [CK,0 : B0][B0 : C
m
K ] <∞,
se sigue que [CK,0 : B0] < ∞. Sea LB el campo de clase de B, CK/B =
CK/NLB/K CLB
∼= Gal(LB/K) con B = NLB/K CLB .
Kab
LB0 = L˜B
LB
CK/NLB/K CLB
Knr
K KFabq
De esta forma, B0 corresponde al campo LB0 = L˜B := LBFabq (no podemos
decir que CK/NL˜B/K CL˜B
∼= Gal(L˜B/K) pues L˜B/K es infinita y no tenemos
definida la norma).
Definimos otros grupos de clases de rayos de tal manera que sera´n abiertos
y de ı´ndice finito en CK .
Sea S un conjunto de lugares de K, el cual, eventualmente, pediremos que
sea finito y no vac´ıo.
Definicio´n 17.8.9. Un S–mo´dulus es un mo´dulus m =
∏
p∈PK p
np tal que si
np > 0 entonces p /∈ S, es decir, el soporte de m es disjunto de S.
Definicio´n 17.8.10. Sea m =
∏
p∈PK p
np un S–mo´dulus. Se definen los sub-
grupos de S–congruencias mo´dulo m por
JmK,S :=
(∏
p∈S
K∗p ×
∏
p∈PK\S
U
(np)
p
)⋂
JK y
CmK,S :=
K∗JmK,S
K∗
de JK y de CK respectivamente, y donde m =
∏
p∈PK p
np .
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Observacio´n 17.8.11. La interseccio´n con JK u´nicamente tiene significado
cuando |S| = ∞. Cuando S es un conjunto finito, tenemos que (∏p∈S K∗p ×∏
p∈PK\S U
(np)
p
) ⊆ JK .
Proposicio´n 17.8.12. Sea S ⊆ PK y m =
∏
p∈PK p
np un S–mo´dulus.
(a) Si T ⊆ S y m|n donde n es un T–mo´dulus, entonces
JnK,T ⊆ JmK,S y CnK,T ⊆ CmK,S .
(b) Si T ⊆ PK y n es un T–mo´dulus,
JmK,SJ
n
K,T = J
mcd(m,n)
K,S∪T .
(c) Los subgrupos de congruencias JmK,∅ = J
m
K y C
m
K,∅ = C
m
K con m
recorriendo todos los mo´dulus, forman una base de vecindades abiertas
de 1 en JK y CK respectivamente.
(d) JmK,S y C
m
K,S son abiertos.
(e) J1K,S/J
m
K,S
∼= ∏p (Up/U (mp)p ) y [J1K,S : JmK,S ] = Ψ(m).
(f) [CK : C
m
K,∅] = [CK : C
m
K ] =∞ para toda m.
(g) K∗JmK,PK\sop(m) = JK para toda m.
(h) JmK,S es topolo´gicamente generado por dK∗pep, p ∈ S y dU (np)p ep,
p ∈ PK \ S, donde d ep : K∗p −→ JK esta´ definido por dxep =
(. . . , 1, 1, x
↑
p
, 1, 1, . . .).
Demostracio´n. [8, 9].
(f) Sea p ∈ PK \ sop(m), K∗p −−−→d ep JK/K
∗JmK,∅ tiene nu´cleo Up y K
∗
p/Up
∼= Z.
(g) Se sigue del Teorema de Aproximacio´n de Artin. uunionsq
Ahora bien, puesto que [CK : C
m
K,∅] = [CK : C
m
K ] = ∞, se pedira´ en lo
futuro que S 6= ∅. En este caso veremos que [CK : CmK,S ] <∞.
Sea S un conjunto no vac´ıo de lugares, S 6= ∅ y sea OS = ∩p/∈SOp = {x ∈
K | vp(x) ≥ 0 ∀ p /∈ S}.
Definicio´n 17.8.13. Sea m cualquier S–mo´dulus con S 6= ∅. Definimos el S–
grupo de clases mo´dulo m, ClmK(OS) se define como el cociente de los ideales
fraccionarios de OS primos relativos a m mo´dulo los ideales principales zOS
con z ∈ K∗ ∩ JmK,PK\sop(m) (si m = 1, JmK,PK\sop(m) = J1K,PK\∅ = JK).
En particular Cl1K(OS) = ClK(OS) es el grupo de S–clases usuales, es
decir, el grupo de clases del dominio Dedekind OS . En este caso sabemos que
hS = |Cl(OS)| <∞. De hecho se tiene la sucesio´n exacta
0 −→ D
S
K,0
O∗S
−→ DK,0
PK
∼= IK,0 −→ Cl(OS) ∼= DK
DSK + PK
gr−→ Z/dZ −→ 0,
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donde DSK son los divisora con soporte en S, D
S
K,0 = D
S
K ∩ DK,0 y d =
gr(DSK) = mcd{gr p | p ∈ S}.
Teorema 17.8.14. Sea S ⊆ PK , S 6= ∅ y sea m un S–mo´dulus. Entonces
(a) ClmK(OS) ∼= CK/CmK,S.
(b) La sucesio´n
O∗S −→
J1K,S
JmK,S
−→ JK
K∗JmK,S
−→ JK
K∗J1K,S
−→ 1
es exacta,
(c) [CK : C
m
K,S ] es finito.
Demostracio´n. (a) La funcio´n θ : JmK,p∈PK\sop(m) −→ ClmK(OS) dado por
θ(α) =
∏
p∈PK\S
(p ∩ OS)vp(αp) mo´d PmK,S
es suprayectiva y nu´c θ = JmK,S
(
K∗ ∩ JmK,PK\sop(m)
)
= K∗JmK,S ∩ JmK,PK\sop(m).
Por tanto
ClmK(OS) =
JmK,PK\sop(m)
K∗JmK,S ∩ JmK,PK\sop(m)
=
K∗JmK,PK\sop(m)
K∗JmK,S
=
JK
K∗JmK,S
∼= CK
CmK,S
.
(b) Se deja al cuidado del lector.
(c) Se sigue de (b) pues tanto J1K,S/J
m
K,S como JK/K
∗J1K,S ∼= Cl(OS) son
grupos finitos. uunionsq
Por el teorema de existencia, se define KmS como campo de clase asociado
al grupo de congruencia CmK,S y se llama el campo de clase de S–rayos mo´dulo
m. Se tiene
Gal(KmS /K)
∼= JK/K∗JmK,S ∼= CK/CmK,S ∼= ClmK(OS).
Observacio´n 17.8.15. K1S es el campo de clase de Hilbert deOS en el sentido
de Rosen, con la pequen˜a generalizacio´n que aqu´ı, de momento, S puede ser
infinito. Es decir, K1S/K es la ma´xima extensio´n abeliana no ramificada de K
tal que todos los primos de S se descomponen totalmente. Este es el tercer
ana´logo al campo de clase de Hilbert en campos de funciones.
Cuando S = {p∞} consiste de un solo primo, KmS se puede construir en
te´rmino de mo´dulos de Drinfeld de rango 1 (ver Hayes [55] y el Cap´ıtulo 15).
Proposicio´n 17.8.16. Si S y T son dos subconjuntos no vac´ıos de PK , m es
un S–mo´dulos y n es un T–mo´dulus, entonces
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(a) Si S ⊇ T y m|n, entonces KmS ⊆ KnT .
(b) KmS ∩KnT = Kmcd(m,n)S∪T .
(c) Si T ⊆ S y m|n y n tambie´n es un S–mo´dulus, entonces
[KnS : K
m
S ] ≤ [KnT : KmT ].
Demostracio´n. (a) Se tiene que CnK,T ⊆ CmK,S por lo que KmS ⊆ KnT .
(b) CmK,SC
n
K,T = C
mcd(m,n)
K,S∪T por lo tanto K
m
S ∩KnT = Kmcd(m,n)S∪T .
(c) Los mapeos de Artin ( ,KmS /K) y ( ,K
n
T /K) inducen isomorfismos
K∗JmK,S/K
∗JnK,S ∼= Gal(KnS/KmS ) y K∗JmK,T /K∗JnK,T ∼= Gal(KnT /KmT ) y el
mapeo
K∗JmK,T /K
∗JnK,T −→ K∗JmK,S/K∗JnK,S
es suprayectivo. uunionsq
Debido al Teorema 17.7.11, tenemos la siguiente definicio´n.
Definicio´n 17.8.17. Sea L/K una extensio´n abeliana finita de campos de
funciones globales. Entonces de finimos el conductor de la extensio´n L/K
como
f = fL/K = f(L/K) =
∏
p∈PK
fp,
donde fp denota al conductor de la extensio´n de campos locales Lp/Kp.
Teorema 17.8.18 (Teorema del Conductor). Sea L/K una extensio´n
abeliana finita y sea S un subconjunto no vac´ıo de
Spl(L/K) = {p ∈ PK | p se descompone totalmente en L/K}.
Entonces el conductor f = f(L/K) es el S–mo´dulus mı´nimo m tal que L ⊆ KmS .
Demostracio´n. Sea m =
∏
p∈PK p
np un S–mo´dulus. Por definicio´n de conduc-
tor local fp(L/K)|pnp ⇐⇒ Gnp(L/K) = 1 ⇐⇒ dU (pp)p ep ⊆ K∗NL/K JL.
Adema´s p ∈ S implica que p se descompone totalmente o, equivalentemen-
te, dK∗pep ⊆ K∗NL/K JL. Puesto que K∗NL/K JL es un subgrupo abierto de
ı´ndice finito en JK (por lo tanto cerrado), se sigue que f(L/K)|m ⇐⇒ JmK,S ⊆
K∗NL/K JL ⇐⇒ CmK,S ⊆ NL/K CL ⇐⇒ L ⊆ KmS . uunionsq
Teorema 17.8.19. Sea S un conjunto no vac´ıo de lugares de K y m un S–
mo´dulus. Entonces KmS es la ma´xima extensio´n abeliana L/K tal que todos
los primos de S son totalmente descompuestos y f(L/K)|m.
Adema´s, si d = grS := mcd{gr p | p ∈ S}, Fqd es el campo de constantes
de KmS .
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Demostracio´n. Sea L/K una extensio´n abeliana. Si todos los primo de S se
descomponen en L/K y f(L/K)|m, entonces L ⊆ KmS .
Rec´ıprocamente, si L ⊆ KmS , entonces f(L/K)|m y por definicio´n de JmK,S ,
todos los primos de S se descomponen totalmente en KmS pues si p ∈ S, d| gr p
(Teorema 9.1.7). Ma´s precisamente, si p ∈ S se descompone la extensio´n
de constantes de grado r, entonces r | gr p. Por lo tanto S se descompone
totalmente en KFqr ⇐⇒ r|mcd(gr p | p ∈ S). Se sigue que Fqd es el campo
de constantes de KmS . uunionsq
Corolario 17.8.20. Ver el Teorema 14.3.1. Sea K un campo global de fun-
ciones con campo de constantes Fq y sea S ⊆ PK no vac´ıo. Sea d = grS =
mcd{gr p | p ∈ S}. Entonces el campo de constantes del campo de clase de
Hilbert K1S es Fqd .
En particular, si K = Fq(T ), entonces K1S = Fqd(T ) = KFqd . uunionsq
17.8.2. Campos de ge´neros v´ıa campos de clase
Los campos de ge´neros fueron tratados en la Subseccio´n 6.4.1 y el Cap´ıtulo
14.
Sea k un campo global y sea K/k una extensio´n finita. Sea KH el campo
de clase de Hilbert de K (en alguna de sus versiones en el caso de campos de
funciones).
Se define el campo de ge´neros Kge de K/k a la ma´xima extensio´n K ⊆
Kge ⊆ KH tal que Kge es la composicio´n Kk∗ con k∗/k abeliana. Se tiene
que Kge depende de la definicio´n de KH y de k. Se tiene que k
∗ es ma´xima
extensio´n abeliana de k contenida en KH .
Equivalentemente, Kge = Kk
∗ donde k∗ es la ma´xima extensio´n abeliana
de k tal que Kk∗/K es no ramificada y satisface las condiciones que se hayan
considerado para KH (por ejemplo, que los primos de un subconjunto no vac´ıo
S ⊆ PK , se descompongan totalmente en Kk∗/K).
En particular, si K/Q es una extensio´n abeliana, entonces k∗ = Kge y Kge
es la ma´xima extensio´n abeliana de Q tal que Kge/K es no ramificada.
Si k = Fq(T ) y K/k es una extensio´n abeliana y KH se define como
la ma´xima extensio´n abeliana no ramificada de K y tal que los primos de
S∞(K) se descomponen totalmente, donde S∞(K) := {p ∈ PK | p ∩ Fq(T ) =
p∞, p∞ el polo de T}, entonces Kge es la ma´xima extensio´n abeliana de k =
Fq(T ) tal que Kge/K es no ramificada y S∞(K) se descompone totalmente
en Kge.
Desde el punto de vista de campos de clase, los campos de ge´neros tienen
las siguientes propiedades.
Teorema 17.8.21 (Furtwa¨ngler, 1970). Sea L/K una extensio´n c´ıclica no
ramificada de campos nume´ricos y sea σ un generador de Gal(L/K). Sea
N: IL −→ IK la norma de clases de ideales. Entonces nu´c N = I(1−σ)L . uunionsq
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Lge
IL/I
(1−σ)
L
I
(1−σ)
L
LH
ILL
〈σ〉
K
En [50], Hasse prueba que si la norma satisface que NL/K : IL −→ IfK , en
donde L/K es una extensio´n c´ıclica de grado primo l, y IfK es un grupo de
clases de ideales de rayos mo´dulo el conductor f, se tiene la sucesio´n exacta
1 −→ Ige −→ IL N−→
HfL/K
P fK
−→ 1 (P fK ⊆ HfL/K ⊆ IfK),
donde Ige es el ge´nero principal:
KH
IK
Ige ge´nero principal
Kge
K∗
Ma´s precisamente, IK ∼= Gal(KH/K) y Ige ∼= Gal(KH/Kge). En particular
Ige = I
(1−σ)
L .
Hasse tambie´n probo´ el Teorema del ge´nero principal general:
Proposicio´n 17.8.22 (Hasse, 1927). Sea L/K una extensio´n c´ıclica de gra-
do primo de campos nume´ricos con generador σ y sea m un mo´dulus en K.
Entonces existe un mo´dulus n de L tal que
(i) n|mOL.
(ii) nσ = n.
(iii) Para β ∈ L primo relativo a n, se tiene
NL/K β ≡ 1 mo´d m ⇐⇒ β = α1−σ mo´d n
para algu´n α ∈ L. uunionsq
Con este resultado, Hasse define el ge´nero principal H1 mo´d m en L como
el grupo de clase de rayos mo´dulo n cuyas normas relativas caen en el grupo
de clases de rayos mo´dulo m en K.
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Teorema 17.8.23 (Hasse). Sean L/K, m, eun como antes. Entonces el
ge´nero principal H¯1 coincide con el grupo de potencias 1 − σ de las clases
de rayos mo´dulo n en L. uunionsq
Teorema 17.8.24 (Teorema cla´sico del ge´nero principal). Sea L/K un
extensio´n c´ıclica de campos nume´ricos y sea σ un generador de Gal(L/K).
Entonces [a] ∈ Ige ⇐⇒ NL/K a = (α) con α ∈ K∗ es un residuo no´rmico en
todos los primos ramificados de L/K. Esto es,(
α,L/K
p
)
= 1 para todo p ramificado en L/K.
Equivalentemente,
(
NL/K a, L/K
p
)
= 1 ∀ p|f(L/K). uunionsq
Notaciones y convenciones
* A = {x ∈ K | vp(x) ≥ 0, p 6= p∞}
* AK es el anillo de ade`les o reparticiones de K, 684.
* Aα =
∏
p∈PK p
vp(αp) ∈ DK para α ∈ JK , 689
*
(L/K
p
)
= (L/K, p) = ( , L/K, p) = ( , L/K) = ψL/K(p) denota el s´ımbolo
de Artin, 601
* Br(E) denota al grupo de Brauer del campo E, 636
* C : A→ k〈τ〉 mo´dulo de Carlitz, 426
* C∞ = Cp completacio´n de la cerradura algebraica de K∞
* carK denota a la caracter´ıstica de K
* car(ρ) denota la caracter´ıstica de un mo´dulo de Drinfeld
* ci(ρ, a) denotan a los coeficientes de ρa
* ClA = CA grupo de clases de ideales de un dominio Dedekind
* ClS = CS grupo de S–clases ideales
* cocD el campo de cocientes de un dominio entero D
* CK = JK/K
∗ grupo de clases de ide´les del campo global K, 690
* CK,0 = JK,0/K
∗ grupo de clases de ide`les de grado 0, 690
* CmK = J
m
KK
∗/K∗ ⊆ CK para un mo´dulus m, 709
* CmK,S = K
∗JmK,S/K
∗ para un S–mo´dulus m, 736
* ClmK(OS) es el cociente de los ideales fraccionarios (divisores) primos re-
lativos a m mo´dulo los ideales principales zOS con z ∈ K∗ ∩ JmK,PK\sop(m)
para un un mo´dulus arbitrario m, ∅ 6= S ⊆ PK , 737
* DA ideales fraccionarios de un dominio Dedekind A
* DK grupo de ideales fraccionarios (si K es un campo nume´rico) o grupo
de divisores (si K es un campo global de funciones), 685
* DK,0 grupo de divisores de grado 0, K un campo global de funciones, 690
* DmK es el grupo de ideales fraccionales (divisores) primos relativos a la
parte finita de un mo´dulus m, 716
* DSK es el grupo de divisores con soporte en S, donde S es un conjunto de
divisores primos, 687
* DSK,0 = D
S
K ∩DK,0, 737
744 Notaciones y convenciones
* DK(S) es el grupo de divisores con soporte en S, donde S es un conjunto
de divisores primos
* DK,0(S) grupo de divisores de grado 0 con soporte en S
* Dm,A, 504
* DifK el espacio de diferenciales del campo de funciones K
* DrinA(F ) es el conjunto de A–mo´dulos de Drinfeld sobre F , 439
* eL/K = eL/K(P|p) = e(L|K) = e(P|p) denota al ı´ndice de ramificacio´n
de P|p en la extensio´n L/K
* E¯ cerradura algebraica de un campo E
* eX(x) := x
∏
γ∈X\{0}
(
1− xγ
)
funcio´n exponencial, 457
* EndFq B grupo de endomorfismos de la Fq–a´lgebra B, 426
* eL/K = eL/K(P|p) = e(L|K) = e(P|p) denota el ı´ndice de ramificacio´n
de P|p en la extensio´n L/K
* fp = fL/K = p
cp = p
cp
K , es el conductor local, 644
* Fpi = {f ∈ OK [[T ]] | f ≡ piT mo´d gr 2, f ≡ T q mo´d pi}, OK el anillo de
enteros de un anillo local, 654
*
[
L/K
P
]
denota al automorfismo de Frobenius, 599
* F 〈τ〉 polinomios torcidos
* Gal(L/K) = GL/K denota el grupo de Galois de la extensio´n L/K
* grp αp = [K(p) : Fq]vp(αp) = [Op/p : Fq] = vp(αp) = fpvp(αp) =
gr pvp(αp) para α ∈ JK , 689
* gr (α) =
∑
p∈PK grp αp = grAα para (α) ∈ JK , 689
* H2( /K) = H2(Ksep/K) = H2(Gal(Ksep/K),K ), K un campo local,
637
* Hq(L/K) = Hq(Gal(L/K),K ), K un campo local, 637
* Hm = (NL/K D
m
L )P
m
K para un mo´dulus m, 621
* H denota al conjunto de mo´dulos de Hayes, 487
* hA = |Pic(A)| es el nu´mero de clase de ideales de A
* [i] = T q
i − T , [0] = 0, 467
* Isog(ρ, ρ′) grupo de isogen´ıas entre dos mo´dulos de Drinfeld, 473
* IK = DK/PK grupo de clases de ideales (divisores) del campo global K,
685
* IK,0 grupo de clases de divisores de grado 0 del campo global K de fun-
ciones, 690
* ImK = D
m
K/P
m
K
* J denota la conjugacio´n compleja
* JK es el grupo de ide`les del campo global K, 623, 684
* JK,0 = {α ∈ JK | grα =
∑
p grp αp = 0} = {α ∈ JK |
∏
p |αp|p = 1} ⊇
K∗ grupo de ide`les de grado 0, 690
* JmK = {α ∈ JK | α ≡ 1 mo´d m} =
∏
p∈PK U
(np)
p donde m es un mo´dulus
* JSK = {α ∈ JK | αp = 1 para toda p ∈ S} donde S es un conjunto de
lugares de K
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* JK,S =
∏
p/∈S Up ×
∏
p∈S K
∗
p (JK,S 6= JSK), donde S es un conjunto finito
de lugares
* JmK,S =
(∏
p∈S K
∗
p ×
∏
p/∈S U
(np)
p
)
∩ JK para m un S–mo´dulus
* Λf,n = {λ ∈ Ω | v(λ) > 0, fn(λ) = 0}, 654
* K un campo global de funciones sobre Fq
* K(p) = K˜ = Op/p = Fq el campo residual de K un campo local, 593
* Kp es la completacio´n de un campo global K en p ∈ PK
* K∞ = Kp∞
* K∗ = (pi)× F∗q × U (1)p , K campo local, 593
* K¯ una cerradura algebraica de un campo K
* Kab la ma´xima extensio´n abeliana del campo K, 686
* Knr es la ma´xima extensio´n no ramificada de K contenida en abK
* Km campo de clase de CmK , 710
* KmS es el campo de clase de C
m
K,S
* K∗ ↪→ JK de manera diagonal: x 7→ (. . . , x, x, x. . . .), K campo global
* k = Fq(T ), 426
* Km := K(ρ[m]), 503
* K¯ una cerradura algebraica de K
* Li =
∏i
j=1[j], 468
* Lp denota uno de los campos {LP}P|p, para p ∈ PK , cualquiera pero so´lo
uno. Es decir, Lp/Kp denota LP/Kp con LP seleccionado arbitrariamente
* Un mo´dulus es m =
∏
p∈PK p
np donde np ≥ 0 para todo p ∈ PK , np = 0
para casi todo p, np = 0 si p es complejo y p ∈ {0, 1} si p es real
* M [a] := {m ∈M | am = 0}, 435
* M [I] := {m ∈M | am = 0 para toda a ∈ I} = ∩a∈IM [a], 435
* µL/K ∈ H2(L/K) la clase fundamental, invL/K(µL/K) = 1[L:K] + Z ∈(
1
[L:K]Z
)
/Z, 636
* NL/K = N denota la norma de L a K, 589
* N(p) denota la norma absoluta, 599
* OS = ∩p/∈SOp = {x ∈ K∗ | vp(x) ≥ 0 para toda p /∈ S} para ∅ 6= S ⊆
PK
* Op = OK = {x ∈ K | vp(x) ≥ 0} = {x ∈ K | |x|p ≤ 1} = B¯(0, 1), K un
campo local, 593
* PA ideales principales de un dominio Dedekind A
* PK grupo de ideales fraccionarios (divisores) principales de un campo
global K
* PmK = {(a) ∈ PK | a ≡ 1 mo´d m} para un mo´dulus m
* P+K,m = {
(
α/β
) | α, β ∈ OK con mcd(αβ,m) = 1, α ≡ β mo´d m y α/β es
totalmente positivo}, 620
* P+m,A, 504
* PmK,S = K
∗ ∩ JmK,PK\sop(m)
* Pic(A) = DAPA el grupo de Picard de un dominio Dedekind
* Pic+m(A) =
Dm,A
P+m,A
, 504
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* P (Γ ′/Γ, u) = u
∏
λ∈eΓ (Γ ′)\{0}
(
1− uλ
)
, 458
* PK = {p | p es un lugar de K} es el conjunto de lugares de K, K un
campo global
* P(f) := − l´ım sup
i→∞
v(ai)
i
radio de convergencia de la serie de potencias∑∞
i=0 aiu
i, 455
* P(F ) = {f(x) ∈ F [x] | f es aditivo}, 429
* p = {x ∈ K | vp(x) > 0} = {x ∈ K | |x|p < 1} = B(0, 1), K es un campo
local, 593
* p∞ un lugar fijo de K de grado d∞
* pip = pi un elemento primo de K, vp = 1, pi ∈ p \ p2, 486, 593
* ψL/K,m : I
m
K → Gal(L/K) es el mapeo de Artin, 623
* ψL/K : K
∗/NL/KL∗
'−−−→
ψL/K
Gal(L/K), ψL/K(a) = (a, L/K) mapeo local
de Artin o s´ımbolo de la norma residual o s´ımbolo residual no´rmico, L/K
una extensio´n abeliana finita de campos locales, 641
* Ψ(m) =
∏
p∈PK [Up : U
(np)
p ] =
∏
p∈PK (q
gr p−1)(q(np−1) gr p), para un mo´du-
lus m, 735
* Ψ(A) =
∣∣A/A∣∣ donde A es un ideal no cero de A
* Qp denota al campo de los nu´meros p–a´dicos
* RedA(C∞) denota al conjunto de las A–redes de C∞, 490
* RedA,r(C∞) es el conjunto de redes de rango r en C∞, 492
* RA,r denota al conjunto de clases de isomorfismos en RedA,r(C∞), 492
* RT = Fq[T ], 426
* ρ : A −→ F 〈τ〉 un A–mo´dulo de Drinfeld sobre F
* ρK : F → Gal(abK/K) es el mapeo de reciprocidad o el mapeo local de
Artin y ψL/K : F → Gal(L/K) es ψL/K = rest ◦ρK , rest : Gal(abK/K)→
Gal(L/K), σ 7→ σ|L para un campo K local o global, F = JK si K es
global y F = K∗, si K es local
* El soporte de m es {p ∈ PK | np > 0}, donde m es un mo´dulus. Si S es un
conjunto de divisores primos, el soporte de S es S mismo
* Spl(L/K) = {p ∈ PK | p se descompone totalmente en L}, 620
* sgn: K ∗∞ −→ F∞ denota una funcio´n signo, 484
* T denota la ma´xima extensio´n no ramificada de un campo local K, T =
Knr, 667
* TCCG = teorema principal de la teor´ıa de campos de clase globales, 686
* TCCL = Teorema de la Teor´ıa de Campos de Clase Locales, 630
* TrL/K = Tr denota la traza de L a K, 589
* τ el automorfismo de Frobenius sobre Fq: τu = uq
* Un S–mo´dulus m es tal que S ∩ sop(m) = ∅, donde S ⊆ PK
* Up = UK = U
(0)
p = U
(0)
K = {x ∈ K | vp(x) = 0} = O∗p el grupo de
unidades de Op, K campo local, 593
* U
(n)
p = U
(n)
K = 1 + p
n = {x ∈ K | vp(x − 1) ≥ n} = {x ∈ K | |x − 1|p ≤
q−n}, K campo local, 593
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* Para n ∈ N, Wn denota el grupo de las n–ra´ıces de 1
* v∞ = vp∞
* vK denota a la valuacio´n de un campo local K
* |x|p = q−vp(x), xp en un campo local con campo residual de Fq elementos
592
* dxpe = (. . . , 1, 1, xp
↑
p
, 1, 1, . . .) ∈ JK , para xp ∈ Kp, K campo global
* Zp es el anillo de los enteros p–a´dicos
* uunionsq = terminacio´n de una demostracio´n
* ∅ denota al conjunto vac´ıo
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