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STARLIKE AND CONVEX FUNCTIONS ASSOCIATED WITH A
NEPHROID DOMAIN HAVING CUSPS ON THE REAL AXIS
LATEEF AHMAD WANI† AND A. SWAMINATHAN‡
Abstract. In this paper, we show that the Carathe´odory function ϕNe(z) = 1+z−z3/3
maps the open unit disk D onto the interior of the nephroid, a 2-cusped kidney-shaped
curve, (
(u− 1)2 + v2 − 4
9
)3
− 4v
2
3
= 0,
and introduce new Ma-Minda type function classes S∗Ne and CNe associated with it.
Apart from studying the characteristic properties of the region bounded by this nephroid,
the structural formulas, extremal functions, growth and distortion results, inclusion re-
sults, coefficient bounds and Fekete-Szego¨ problems are discussed for the classes S∗Ne
and CNe. Moreover, for β ∈ R and some analytic function p(z) satisfying p(0) = 1,
we prove certain subordination implications of the first order differential subordination
1 + β zp
′(z)
pj (z) ≺ ϕNe(z), j = 0, 1, 2, and obtain sufficient conditions for some geometrically
defined function classes available in the literature.
1. Introduction
Let C be the complex plane and D := {z ∈ C : |z| < 1} be the open unit disk. Let
H := H(D) be the collection of all analytic functions defined on D, and let A consist of
functions f ∈ H satisfying f(0) = f ′(0)− 1 = 0. Further, let S be the family of functions
f ∈ A thet are univalent in D. For 0 ≤ α < 1, let S∗(α) and C(α) be the subclasses
of A which consist of functions that are, respectively, starlike and convex of order α.
Analytically, these classes are represented as
S∗(α) :=
{
f ∈ A : Re
(
zf ′(z)
f(z)
)
> α
}
and C(α) :=
{
f ∈ A : Re
(
1 +
zf ′′(z)
f ′(z)
)
> α
}
.
The classes S∗ = S∗(0) and C = C(0) are the well-known classes of starlike and convex
functions. These two classes are related by the familiar Alexander’s theorem as: f ∈ C(α)
if and only if zf ′ ∈ S∗(α). For 0 < β ≤ 1, the classes SS∗(β) ⊂ A and SC(β) ⊂ A,
consisting of strongly starlike and strongly convex functions of order β, are defined as
SS∗(β) :=
{
f :
∣∣∣∣∣arg zf ′(z)f(z)
∣∣∣∣∣ < βpi2
}
and SC(β) :=
{
f :
∣∣∣∣∣arg
(
1 +
zf ′′(z)
f ′(z)
)∣∣∣∣∣ < βpi2
}
.
Observe that SS∗(1) = S∗, and for 0 < β < 1, SS∗(β) consists only of bounded starlike
functions, and hence in this case the inclusion SS∗(β) ⊂ S∗ is proper.
Forf, g ∈ H, the function f is said to be subordinate to g, written as f ≺ g, if there
exists a function w ∈ H satisfying w(0) = 0 and |w(z)| < 1 such that f(z) = g(w(z)).
Indeed, f ≺ g implies that f(0) = g(0) and f(D) ⊂ g(D). Moreover, if the function g(z)
is univalent, then f ≺ g if, and only if, f(0) = g(0) and f(D) ⊂ g(D). Here, the function
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w(z) is the well known Schwarz function. An analytic function f : D → C satisfying
f(0) = 1 and Re (f(z)) > 0 for every z ∈ D is called a Carathe´odory function.
Ma and Minda [18] used the concept of subordination to develop an interesting method
of constructing subclasses of starlike and convex functions. For this purpose, we consider
the analytic function ϕ : D→ C satisfying the following:
(i) ϕ(z) is univalent with Re(ϕ) > 0,
(ii) ϕ(D) is starlike with respect to ϕ(0) = 1,
(iii) ϕ(D) is symmetric about the real axis, and
(iv) ϕ′(0) > 0.
Throughout this manuscript, wherever the analytic function ϕ is given, it implies that
the function ϕ retains the above properties. Using this ϕ, the authors in [18] defined the
function classes S∗(ϕ) and S∗(ϕ) as
S∗(ϕ) :=
{
f ∈ A : zf
′(z)
f(z)
≺ ϕ(z)
}
and C(ϕ) :=
{
f ∈ A : 1 + zf
′′(z)
f ′(z)
≺ ϕ(z)
}
. (1.1)
It is clear that for every ϕ satisfying the conditions (i)–(iv), the classes S∗(ϕ) and C(ϕ) are
the subclasses of S∗ and C, respectively. Specialization of the function ϕ(z) in (1.1) leads
to a number of well-known function classes. For instance, taking ϕ(z) = (1 + z)/(1 − z)
yields S∗ and C, taking ϕ(z) = (1 + (1 − 2α)z)/(1 − z) (0 ≤ α < 1) yields S∗(α) and
C(α). If we set ϕ(z) = (1 + Az)/(1 + Bz), where A,B ∈ [−1, 1] and B < A, we obtain
the Janowski classes S∗[A,B] and C[A,B] (see [11]). The classes SS∗(β) and SC(β) are
obtained for ϕ(z) = ((1 + z)/(1 − z))β (0 < β ≤ 1). The parabolic starlike class SP
introduced by Rønning [26] and the uniformly convex class UCV introduced by Goodman
[9] are obtained for the function
ϕ(z) = 1 +
2
pi2
(
log
1 +
√
z
1−√z
)2
, z ∈ D.
For 0 ≤ k < ∞, the classes k − ST (k-uniformly starlike functions) and k − UCV (k-
uniformly convex functions) introduced by Kanas and Wisniowska [12] are obtained from
(1.1) on taking the function ϕ(z) as
ϕ(z) = pk(z) =
1
1− k2 cosh
(
A log
1 +
√
z
1−√z
)
− k
2
1− k2 , z ∈ D, 0 ≤ k <∞
where A = (2 cos−1 k)/pi. Soko´ l and Stankiewicz [31] introduced and discussed the star-
like class S∗L associated with the right-half of the lemniscate of Bernoulli (u2 + v2)2 −
2 (u2 − v2) = 0. In Ma-Minda’s form, S∗L := S∗(
√
1 + z). Moreover, a function f ∈ S∗L is
called a Soko´ l and Stankiewicz starlike function. Soko´ l [32] introduced another important
class S∗qc := S∗(qc), where qc(z) =
√
1 + cz with c ∈ (0, 1]. For c ∈ (0, 1), the function qc(z)
maps D onto the interior of right loop of the Cassinian ovals (u2 + v2)
2 − 2 (u2 − v2) =
c2 − 1. The following Ma-Minda type classes have been introduced in the recent past:
(a) The class S∗RL := S∗(ϕRL) with
ϕRL(z) =
√
2− (
√
2− 1)
√
1− z
1 + 2(
√
2− 1)z ,
was considered by Mendiratta et al. [19]. The function ϕRL(z) maps D onto the region
enclosed by the left-half of the shifted lemniscate of Bernoulli
(
(u−√2)2 + v2
)2 −
2
(
(u−√2)2 + v2
)
= 0.
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(b) The function class S∗
$
:= S∗(z + √1 + z2) was introduced by Raina and Soko´ l [23]
and then further discussed in [7, 24, 29]. The function ϕ$(z) = z +
√
1 + z2 maps D
onto the crescent shaped region {w ∈ C : |w2 − 1| < 2|w|, Rew > 0}.
(c) The class S∗e := S∗(ez) was introduced and discussed by Mendiratta et al. [20].
(d) Sharma et al. [28] introduced and investigated the class S∗C := S∗(1 + 4z/3 + 2z2/3)
associated with the cardioid (9u2 + 9v2 − 18u+ 5)2 − 16(9u2 + 9v2 − 6u + 1) = 0, a
heart-shaped curve.
(e) The function class S∗R := S∗(ϕ0), where ϕ0(z) is the rational function
ϕ0(z) = 1 +
z
k
(
k + z
k − z
)
= 1 +
1
k
z +
2
k2
z2 +
2
k3
z3 + · · · , k = 1 +
√
2,
was discussed by Kumar and Ravichandran [15].
(f) The class S∗lim := S∗(1 +
√
2z + z2/2) associated with the limacon (4u2 + 4v2 − 8u−
5)2 + 8(4u2 + 4v2 − 12u− 3) = 0 was considered by Yunus et al. [34].
(g) Recently, Kargar et al. [13] discussed the following starlike class associated with the
Booth lemniscate:
BS(α) := S∗
(
1 +
z
1− αz2
)
, 0 ≤ α < 1.
(h) Cho et al. [6] introduced the Ma-Minda type function class S∗S := S∗(1 + sin z)
associated with the sine function.
(i) For 0 ≤ α < 1, Khatter et al. [14] introduced and discussed in detail the classes
S∗α,e := S∗ (α + (1− α)ez) and S∗L(α) := S∗
(
α+ (1− α)√1 + z
)
,
associated with the exponential function and the lemniscate of Bernoulli. Clearly, for
α = 0, these classes reduce to the function classes S∗e and S∗L, respectively.
(j) Very recently, Goel and Kumar [8] introduced the starlike class S∗SG := S∗(ϕSG)
associated with the sigmoid function ϕSG(z) = 2/(1 + e
−z).
Motivated by the aforementioned works, in this paper, we introduce the classes S∗Ne :=
S∗(ϕNe) and CNe := C(ϕNe), where the analytic function ϕNe : D → C is defined as
ϕNe(z) := 1+z−z3/3. First we show that S∗Ne and CNe are well defined, i.e., ϕNe(z) satisfies
the conditions (i)–(iv). For z1, z2 ∈ D, ϕNe(z1) = ϕNe(z2) gives (z1−z2)(z21+z1z2+z22−3) =
0. This holds true only if z1 = z2, and hence, proves the univalency of ϕNe(z) in D. Also,
for each z ∈ D, the function L(z) = z − z3/3 satisfies
Re
(
zL′(z)
L(z)
)
= Re
(
1− z2
1− z2/3
)
= 1− 2
3
Re
(
z2
1− z2/3
)
≥ 1− 2
3
|z|2
1− |z|2/3 > 1− 1 = 0.
This shows that the function L(z) is starlike in D and consequently, the function ϕNe(z) =
1 + L(z) is starlike with respect to ϕNe(0) = 1. We note that the starlikeness of L(z) in
D is also clear in light of the Brannan’s criteria for starlikeness of a univalent polynomial
[4, Theorem 2.3]. The condition ϕ′
Ne
(0) > 0 is easy to verify. For the remaining, we prove
the following result.
Theorem 1.1. The function ϕNe(z) = 1 + z − z3/3 maps D onto the region bounded by
the nephroid (
(u− 1)2 + v2 − 4
9
)3
− 4v
2
3
= 0, (1.2)
which is symmetric about the real axis and lies completely inside the right-half plane u > 0
(see Figure 1).
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Proof. It is enough to prove that for t ∈ (−pi, pi], the curve ϕNe(eit) is the nephroid (1.2).
Indeed,
u+ iv = ϕNe(e
it) = 1 + cos t− 1
3
cos 3t+ i
(
sin t− 1
3
sin 3t
)
gives
u− 1 = cos t− cos 3t
3
and v = sin t− sin 3t
3
.
Squaring and adding these two equations, we have
(u− 1)2 + v2 = 10
9
− 2
3
cos 2t
=
4
9
+
4
3
sin2 t
=
4
9
+
(
4
3
(
4
3
sin3 t
)2) 13
=
4
9
+
(
4
3
v2
) 1
3
,
which implies (1.2). 
Figure 1. Nephroid: The boundary curve of ϕNe(D), where ϕNe(z) =
1 + z − z3/3.
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Thus, S∗Ne and CNe are Ma-Minda type classes of analytic functions associated with the
function ϕNe(z) = 1 + z − z3/3, and f ∈ S∗Ne (or CNe) if, and only if, zf ′(z)/f(z) (or 1 +
zf ′′(z)/f ′(z)) lies inside the region bounded by the nephroid (1.2).
Before proceeding further, we would like to provide some geometrical information and
outline of the literature related to nephroid domain. Geometrically, a nephroid is the locus
of a point on the circumference of a circle of radius ρ traversing positively the outside
of a fixed circle of radius 2ρ. It is an algebraic curve of degree six and is an epicycloid
having two cusps. The plane curve nephroid was studied by Huygens and Tschirnhausen
around 1679 in connection with the theory of caustics, a method of deriving a new curve
based on a given curve and a point. In 1692, J. Bernoulli showed that the nephroid is
the catacaustic (envelope of rays emanating from a specified point) of a cardioid for a
luminous cusp. However, the name nephroid, which means kidney shaped, was first used
by the English mathematician Richard A. Proctor in 1878 in his book “The Geometry of
Cycloids”. Further details in this direction can be found in [17, 33].
We note that all the regions considered earlier were having either no cusp or a single
one (cardioid), but in our case, the region bounded by the curve ϕNe(e
it) (−pi < t ≤ pi)
consists of two cusps. Since, cusps (inward) of a function are due to its critical points,
it follows that the cusps of ϕNe(z) are at the points z = ±1. We further remark that,
nephroid curves with both cusps on the imaginary axis, at the points z = ±i, are also
used in the literature for various other problems. For our objective, we only consider the
nephroid domains having their cusps on the real axis, at the points z = ±1.
2. Preliminary Lemmas and Structural Formula
Lemma 2.1. For 0 < r < 1, the function ϕNe(z) satisfies
min
|z|=r
Re
(
ϕNe(z)
)
=
1− r +
1
3
r3, if r ≤ 1√
3
1− 1
3
(1 + r2)
3
2 , if r ≥ 1√
3
and
max
|z|=r
Re
(
ϕNe(z)
)
=
1 + r −
1
3
r3, if r ≤ 1√
3
1 + 1
3
(1 + r2)
3
2 , if r ≥ 1√
3
.
Proof. Let z = reit (−pi < t ≤ pi). Then
Re
(
ϕNe(re
it)
)
= 1 + r cos t− r
3
3
cos 3t
= 1 + r(1 + r2) cos t− 4
3
r3 cos3 t
= 1 + r(1 + r2)x− 4
3
r3x3 =: G(x),
where x = cos t. It is easy to verify that G′(x) = 0 if, and only if, x = ±√1 + r2/2r,
and the number
√
1 + r2/2r is less than or equal to 1 if, and only if, r ≥ 1/√3. Further
calculations show that G(x) attains its minimum at x = −√1 + r2/2r and maximum at
x =
√
1 + r2/2r. Therefore, for 1/
√
3 ≤ r < 1,
min
|z|=r
Re
(
ϕNe(z)
)
= G
(
−
√
1 + r2
2r
)
= 1− 1
3
(
1 + r2
) 3
2
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and
max
|z|=r
Re
(
ϕNe(z)
)
= G
(√
1 + r2
2r
)
= 1 +
1
3
(
1 + r2
) 3
2 .
Moreover, when 0 < r ≤ 1/√3, a graphical observation shows that the function G(x) is
increasing for every x ∈ [−1, 1]. This implies that whenever 0 < r ≤ 1/√3,
min
|z|=r
Re
(
ϕNe(z)
)
= G(−1) = 1− r + 1
3
r3
and
max
|z|=r
Re
(
ϕNe(z)
)
= G(1) = 1 + r − 1
3
r3.
Hence, the proof is completed. 
Let us denote by ΩNe the region bounded by the nephroid (1.2), i.e.,
ΩNe :=
{
u+ iv :
(
(u− 1)2 + v2 − 4
9
)3
− 4v
2
3
< 0
}
.
Lemma 2.2. Let 1/3 < a < 5/3. Let ra and Ra be given by
ra =
a−
1
3
, 1
3
< a ≤ 1
5
3
− a, 1 ≤ a < 5
3
.
and
Ra =
1
9
√√√√2 (1 + 18(a− 1)2)3/2 + 9a(a− 2)(28 + 9a(a− 2)) + 169
(a− 1)2 .
Then
{w ∈ C : |w − a| < ra} ⊆ ΩNe ⊆ {w ∈ C : |w − a| < Ra} .
Proof. For z = eit, the parametric equations of the nephroid ϕNe(z) = 1 + z − z3/3 are
u(t) = 1 + cos t− 1
3
cos 3t, v(t) = sin t− 1
3
sin 3t, −pi < t ≤ pi.
The square of the distance from the point (a, 0) to the points on the nephroid (1.2) is
given by
z(t) = (a− u(t))2 + (v(t))2
=
16
9
+ (a− 1)2 − 4(a− 1) cos t− 4
3
cos2 t+
8
3
(a− 1) cos3 t
=
16
9
+ (a− 1)2 − 4(a− 1)x− 4
3
x2 +
8
3
(a− 1)x3 =: H(x),
where x = cos t, −pi < t ≤ pi. Since the curve (1.2) is symmetric about the real axis, it is
sufficient to consider 0 ≤ t ≤ pi. A simple computation shows that H ′(x) = 0 if, and only
if,
x =
1±
√
1 + 18(a− 1)2
6(a− 1) .
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For 1/3 < a < 5/3, only the number x = x0 =
(
1−
√
1 + 18(a− 1)2
)
/6(a − 1) lies
between −1 and 1. Further,
H ′′(x0) = −8
3
√
1 + 18(a− 1)2 < 0 for each a.
This shows that x0 is the point of maxima for the function H(x) and hence, H(x) is
increasing in the interval [−1, x0] and decreasing in [x0, 1]. Therefore, for 1/3 < a < 5/3,
we have
min
0≤t≤pi
z(t) = min {H(−1), H(1)}
and
max
0≤t≤pi
z(t) = H(x0).
Since
H(1)−H(−1) = −8(a− 1)
3
,
so that H(−1) ≤ H(1) whenever a ≤ 1 and H(1) ≤ H(−1) whenever a ≥ 1, we conclude
that
ra = min
0≤t≤pi
√
z(t) =

√
H(−1) = a− 1
3
, whenever 1
3
< a ≤ 1√
H(1) = 5
3
− a, whenever 1 ≤ a < 5
3
.
Also,
Ra = max
0≤t≤pi
√
z(t) =
√
H(x0).
This completes the proof of the lemma. 
We pose the following problem.
Problem. To prove that if −4/3 < a < 4/3 and
Rˆa =

4
3
− a, −4
3
< a ≤ 0
a + 4
3
, 0 ≤ a < 4
3
,
then
ΩNe ⊆
{
w ∈ C : |w − (1 + ia)| < Rˆa
}
.
Remark 1. The largest disk centered at z = 1 that is contained in ΩNe is {w : |w − 1| < 2/3}
and the smallest disk centered at z = 1 that contains ΩNe is {w : |w − 1| < 4/3}.
We now describe the structural formulas and the extremal functions for the classes S∗Ne
and CNe, and construct some examples.
Theorem 2.1. A function f belongs to the class S∗Ne if, and only if, there exists an
analytic function q(z), satisfying q(z) ≺ ϕNe(z) = 1 + z − z3/3 such that
f(z) = z exp
(∫ z
0
q(ζ)− 1
ζ
dζ
)
, z ∈ D. (2.1)
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Proof. Let f ∈ S∗Ne. Then it follows from the definition of S∗Ne that the function
q(z) =
zf ′(z)
f(z)
(2.2)
is analytic in D and q(z) ≺ ϕNe(z). On simplifying (2.2), we get
d
dz
(
log
f(z)
z
)
=
q(z)− 1
z
,
which, by simple calculations provide (2.1). Converse follows by retracing the procedure,
from (2.1). 
Using the Alexander type relation between S∗Ne and CNe, the following result is imme-
diate.
Corollary 2.1. A function f belongs to the class CNe if, and only if, there exists an
analytic functions q(z), satisfying q(z) ≺ ϕNe(z) such that
f(z) =
∫ z
0
(
exp
∫ ζ
0
q(η)− 1
η
dη
)
dζ, z ∈ D. (2.3)
Next, consider the analytic functions qi : D→ C, i = 1, 2, 3, 4, 5, defined as follows.
q1(z) : =
√
1 + cz with 0 < c ≤ 8/9, q2(z) := 1 + z
2
sin z, q3(z) := 1 +
2
9
zez ,
q4(z) : =
2
1 + e−z
and q5(z) :=
5 + 3z2
5 + z2
, for z ∈ D.
For each i (i = 1, 2, 3, 4, 5), it is easy to verify that qi(0) = 1 = ϕNe(0) and qi(D) ⊂ ϕNe(D).
Since the function ϕNe(z) = 1 + z − z3/3 is univalent, we conclude that qi(z) ≺ ϕNe(z)
for every i (i = 1, 2, 3, 4, 5). Consequently, it follows from Theorem 2.1 that the functions
fi(z) (i = 1, 2, 3, 4, 5) given below are members of the class S∗Ne.
f1(z) =
4z exp
(
2
√
1 + cz − 2
)
(√
1 + cz + 1
)2 , 0 < c ≤ 8/9,
f2(z) = z exp
(
1− cos z
2
)
,
f3(z) = z exp
(
2ez − 2
9
)
,
f4(z) = z +
z2
2
+
z3
8
+
z4
144
− 5z
5
1152
− 37z
6
57600
+
509z7
2073600
+ · · · ,
f5(z) =
z
5
(
z2 + 5
)
.
In particular, if we choose q(z) = ϕNe(z) = 1 + z − z3/3, then the function
fNe(z) := ze
z− z3
9 = z + z2 +
z3
2
+
z4
18
− 5z
5
72
− 17z
6
360
− 71z
7
6480
+ · · ·
is a member of the class S∗Ne. In the sequel, we will see that the function fNe(z) =
zez−
z3
9 plays the role of an extremal function for several extremal problems in the class
S∗Ne. Furthermore, the corresponding functions belonging to the class CNe can be easily
constructed using (2.3). In particular, the function
f̂Ne(z) :=
∫ z
0
fNe(ζ)
ζ
dζ =
∫ z
0
eζ−
ζ3
9 dζ = z +
z2
2
+
z3
6
+
z4
72
− z
5
72
− 17z
6
2160
+ · · ·
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is a member of the class CNe. The function f̂Ne(z) plays central role in CNe for the extremal
problems.
Following Ma and Minda [18, Section 3], the following results are easy to establish and
hence we omit the proof.
Theorem 2.2. Let f ∈ S∗Ne and let |z| = r < 1. Then
(i) Subordination results: zf
′(z)
f(z)
≺ zf ′Ne(z)
fNe(z)
and f(z)
z
≺ fNe(z)
z
.
(ii) Growth Theorem: −fNe(−r) ≤ |f(z)| ≤ fNe(r). Equality holds for some non-zero z
if, and only if, f is a rotation of fNe(z).
(iii) Covering Theorem: Either f is a rotation of fNe or f(D) contains the disk ∆
∗ ={
w : |w| < −fNe(−1) = e−89 ≈ 0.411112
}
.
(iv) Rotation Theorem:
∣∣∣arg f(z)
z
∣∣∣ ≤ max
|z|=r
arg
(
fNe(z)
z
)
. Equality holds for some non-zero
z if, and only if, f is a rotation of fNe(z).
Figure 2. Boundary curve of fNe(D), where fNe(z) = ze
z− z3
9 .
Theorem 2.3. Let f ∈ CNe and let |z| = r < 1. Then
(i) Subordination results: zf
′(z)
f(z)
≺ zf̂ ′Ne(z)
f̂Ne(z)
and f(z)
z
≺ f̂Ne(z)
z
.
(ii) Distortion Theorem: f̂ ′
Ne
(−r) ≤ |f ′(z)| ≤ f̂ ′
Ne
(r).
(iii) Growth Theorem: −f̂Ne(−r) ≤ |f(z)| ≤ f̂Ne(r).
(iv) Covering Theorem: Either f is a rotation of f̂Ne or f(D) contains the disk ∆
c ={
w : |w| < −f̂Ne(−1) ≈ 0.645159
}
.
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(v) Rotation Theorem:
∣∣∣arg f(z)
z
∣∣∣ ≤ max
|z|=r
arg
(
f̂Ne(z)
z
)
.
Equality in (ii), (iii) and (iv) holds for some non-zero z if, and only if, f is a rotation of
f̂Ne(z).
Remark 2. In the class S∗Ne, the function fNe(z) is not an extremal for the distortion
theorem. It is evident from the function fNe(z) itself, as the inequality
f ′
Ne
(−r) ≤ |f ′
Ne
(z)| ≤ f ′
Ne
(r)
is not true for |z| = r > 1/√3, whereas for |z| ≤ 1/√3, the result is true due to Lemma 2.1
and [18, Theorem 2].
3. Inclusion Results
In this section, we prove certain inclusion relationship results.
Theorem 3.1. The function class S∗Ne satisfies the following inclusion properties:
(a) S∗Ne ⊂ S∗(α) whenever 0 ≤ α ≤ 1− 2
√
2
3
≈ 0.057191.
(b) S∗Ne ⊂ SS∗(β) whenever β0 ≤ β ≤ 1, where β0 ≈ 0.929121.
(c) S∗qc ⊂ S∗Ne whenever 0 < c ≤ 89 .
(d) k − ST ⊂ S∗Ne whenever k ≥ 52 .
(e) S∗α,e ⊂ S∗Ne whenever α ≥ 1− 2/3e−1 ≈ 0.612016.
(f) S∗L(α) ⊂ S∗Ne whenever α ≥ 13 .
The constant in each part is best possible.
Proof. (a): Let f ∈ S∗Ne. Then zf ′(z)/f(z) ≺ ϕNe(z). In view of Lemma 2.1, it can be
easily deduced that
1− 2
√
2
3
= min
|z|=1
Re (ϕNe(z)) < Re
(
zf ′(z)
f(z)
)
.
This implies that f ∈ S∗(1− 2√2/3). Therefore, S∗Ne ⊂ S∗(1− 2
√
2/3) and
proves (a)
(b): It is clear that f ∈ S∗Ne implies∣∣∣∣∣arg
(
zf ′(z)
f(z)
)∣∣∣∣∣ < max|z|=1 arg (ϕNe(z))
= max
t∈(−pi,pi]
arg
(
ϕNe(e
it)
)
= max
t∈(−pi,pi]
tan−1
(
sin t− 1
3
sin 3t
1 + cos t− 1
3
cos 3t
)
.
Since tan−1 θ (θ ∈ R) is an increasing function, an easy computation leads us to the
problem of finding tan−1 (maxQ(t)), where Q(t) = 4 sin3 t/(3 + 6 cos t − 4 cos3 t).
Simple verification shows that Q(t) attains its maximum at t = cos−1(−2/3) and
hence, we conclude that∣∣∣∣∣arg
(
zf ′(z)
f(z)
)∣∣∣∣∣ < tan−1 (Q (cos−1(−2/3))) ≈ 1.45946 ≈ (0.929121)pi2 .
This implies that f ∈ SS∗(β0), where β0 ≈ 0.929121, and establishes (b).
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(c): It has been proved [32] that the function qc(z) =
√
1 + cz (0 < c ≤ 1) maps D
onto the interior of the right loop of the Cassini’s curve |w2 − 1| = c. A simple
analysis shows that qc(D) is contained in ΩNe if, and only if,
√
1− c ≥ 1/3, i.e.,
if, and only if, c ≤ 8/9, which is nothing but (c).
(d): If f ∈ k − ST , then zf ′(z)/f(z) ≺ pk(z), where
pk(z) =
1
1− k2 cosh
(
A log
1 +
√
z
1−√z
)
− k
2
1− k2 ,
with A = 2
pi
cos−1 k, 0 ≤ k < ∞. For k > 1, the function pk(z) maps D onto the
region Ωk bounded by the ellipse (cf. [12, p. 331])
(
u− k2
k2−1
)2
(
k
k2−1
)2 + v21
k2−1
= 1.
For the region Ωk to lie inside ΩNe, we should have
k2
k2 − 1 +
k
k2 − 1 ≤
5
3
.
This gives k ≥ 5/2, as in (d)
(e): Since the function ϕα,e(z) = α+ (1− α)ez maps D onto the region
{
w :
∣∣∣∣log(w − α1− α
)∣∣∣∣ < 1} .
In view of [14, Lemma 2.1], a simple observation shows that the above region will
lie inside ΩNe provided
α + (1− α)e ≤ 5
3
.
This on further simplification gives α ≥ 1− 2/3(e− 1) and settles (e).
(f): It is easy to verify that the function ϕL,α(z) = α+ (1− α)
√
1 + z maps D onto
∆∗L,α :=
{
w :
∣∣∣∣∣
(
w − α
1− α
)2
− 1
∣∣∣∣∣ < 1
}
.
Again, in view of [14, Lemma 2.1], it follows that ∆∗L,α lies in the interior of the
region ΩNe if α ≥ 1/3, which establishes (f) and the proof is complete. 
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γNe :
(
(u− 1)2 + v2 − 4
9
)3 − 4v2
3
= 0.
γ1 : Rew = 1− 2
√
2
3
.
γ2 : | argw| = β0pi2 , β0 = 0.929121.
γ3 : |w2 − 1| = 89 ,Rew > 0.
γ4 :
∣∣∣∣(w−α1−α )2 − 1
∣∣∣∣ = 1, α = 13 .
γ5 :
∣∣∣log (w−α
1−α
)∣∣∣ = 1,Rew > 0
with α = 1− 2/3
e−1 .
γ6 : Rew =
5
2
|w − 1|.
A = 1
3
B = 5
3
C = 5
7
D = 1− 2
3e
E = 1+2
√
2
3
F =
√
17
3
G =
(
1− 2
√
2
3
,
√
2
3
)
H =
(
1− 2
√
2
3
,−
√
2
3
)
Figure 3. Boundary curves of best dominants and best subordinants of
the nephroid.
The following theorem is an immediate consequence of Theorem 3.1 obtained by using
the Alexander type relation between S∗Ne and CNe.
Theorem 3.2. The class CNe satisfies the following properties:
(a) CNe ⊂ C(α), whenever 0 ≤ α ≤ 1− 2
√
2
3
.
(b) CNe ⊂ SC(β), whenever β0 ≤ β ≤ 1, where β0 ≈ 0.929121.
(c) C(qc) ⊂ CNe, whenever 0 < c ≤ 89 , where C(qc) is the convex class corresponding to
the class S∗qc.
(d) k − UCV ⊂ CNe, whenever k ≥ 52 .
(e) Cα,e ⊂ CNe, whenever α ≥ 1 − 2/3e−1 , where Cα,e is the convex class corresponding toS∗α,e.
(f) CL(α) ⊂ CNe, whenever α ≥ 13 , where CL(α) is the convex class corresponding to the
class S∗L(α).
The constant in each part is best possible.
For −1 ≤ B < A ≤ 1, let P[A,B] be the totality of analytic functions p : D → C of the
form p(z) = 1 +
∑∞
n=1 pnz
n and satisfying the subordination p(z) ≺ (1 + Az)/(1 +Bz).
Further, we set P[1 − 2α,−1] = P(α) (0 ≤ α < 1) and P(0) = P. Also, recall [11] that
the Janowski starlike class S∗[A,B] consists of functions f ∈ A satisfying zf ′(z)/f(z) ∈
P[A,B].
Lemma 3.1 ([25, Lemma 2.1]). If p ∈ P[A,B], then for |z| = r < 1∣∣∣∣∣p(z)− 1− ABr21− B2r2
∣∣∣∣∣ ≤ (A−B)r1− B2r2 .
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For the particular case p ∈ P(α), we have∣∣∣∣∣p(z)− 1 + (1− 2α)r21− r2
∣∣∣∣∣ ≤ 2(1− α)r1− r2 .
Theorem 3.3. Let −1 < B < A ≤ 1. Then S∗[A,B] ⊂ S∗Ne, if the parameters A and B
satisfy any one of the following conditions:
(1− B2) < 3(1− AB) ≤ 3(1− B2) and (1−B) ≤ 3(1−A). (3a)
3(1− B2) ≤ 3(1−AB) < 5(1− B2) and 3(1 + A) ≤ 5(1 +B). (3b)
Proof. Let f ∈ S∗[A,B]. Then zf ′(z)/f(z) ∈ P[A,B], so that Lemma 3.1 gives∣∣∣∣∣zf ′(z)f(z) − 1− AB1− B2
∣∣∣∣∣ ≤ A− B1−B2 . (3.1)
The inequality (3.1) represents a disk with center at (1 − AB)/(1 − B2) and radius
(A− B)/(1− B2). In order to prove our result, we need to show that the disk (3.1) lies
inside ΩNe. Since from Lemma 2.2 the disk
∣∣∣∣w − 1− AB1−B2
∣∣∣∣ < ra =

1− AB
1− B2 −
1
3
, if
1
3
<
1− AB
1−B2 ≤ 1
5
3
− 1−AB
1−B2 , if 1 ≤
1−AB
1− B2 <
5
3
(3.2)
is contained in the region ΩNe, it is sufficient to show that the disk (3.1) lies inside the
disk (3.2). This is true if
A− B
1−B2 ≤ ra =

1− AB
1− B2 −
1
3
, if
1
3
<
1− AB
1− B2 ≤ 1
5
3
− 1−AB
1− B2 , if 1 ≤
1− AB
1−B2 <
5
3
,
or equivalently, if either
1
3
<
1−AB
1−B2 ≤ 1 and
A− B
1− B2 ≤
1− AB
1− B2 −
1
3
or
1 ≤ 1− AB
1− B2 <
5
3
and
A− B
1− B2 ≤
5
3
− 1−AB
1−B2
hold true. Further simplification yields the given conditions and completes the proof. 
Corollary 3.1. Let −1 < B < A ≤ 1. If either of the conditions (3a)–(3b) mentioned in
Theorem 3.3 hold true, then the Janowski convex class C[A,B] is contained in CNe.
4. Coefficient Estimates
Theorem 4.1. Let f(z) = z +
∑∞
n=2 anz
n be a member of the function class S∗Ne. Then
∞∑
n=2
(
(3n)2 − 72
)
|an|2 ≤ 40.
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Proof. Let f(z) ∈ S∗Ne. Then
zf ′(z)
f(z)
≺ ϕNe(z) = 1 + z − z
3
3
.
Or
zf ′(z)
f(z)
= 1 + w(z)− w
3(z)
3
,
where w ∈ H with w(0) = 0 and |w(z)| < 1 for all z ∈ D. On taking z = reit, r ∈
(0, 1), t ∈ (−pi, pi], the above equation gives
f(reit) =
3reitf ′(reit)
3 + 3w(reit)− w3(reit) . (4.1)
Using (4.1) and Gutzmer’s Theorem (see,[10, p. 31, Problem 12]) we have
2pi
∞∑
n=1
|an|2r2n =
∫ 2pi
0
∣∣∣f(reit)∣∣∣2 dt
=
∫ 2pi
0
∣∣∣∣∣ 3reitf ′(reit)3 + 3w(reit)− w3(reit)
∣∣∣∣∣
2
dt
≥ 9
∫ 2pi
0
|rf ′(reit)|2
(3 + 3 + 1))2
dt
=
9r2
49
∫ 2pi
0
∣∣∣f ′(reit)∣∣∣2 dt
=
9r2
49
∫ 2pi
0
f ′(reit)f ′(reit)dt
=
9r2
49
∫ 2pi
0
( ∞∑
n=1
nanr
n−1e(n−1)it
)( ∞∑
n=1
nanr
n−1e−(n−1)it
)
=
9
49
(
2pi
∞∑
n=1
n2|an|2r2n
)
,
where a1 = 1. Further simplification gives
∞∑
n=1
(
9
49
n2 − 1
)
|an|2r2n ≤ 0
Letting r → 1− yields the desired result. 
Corollary 4.1. Let f(z) = z +
∑∞
n=2 anz
n ∈ S∗Ne. Then
|an| ≤
√
40
(3n)2 − 72 for n = 3, 4, ....
Using the fact that f ∈ CNe ⇐⇒ zf ′(z) ∈ S∗Ne, the following result is an immediate
consequence of Theorem 4.1.
Theorem 4.2. Let f(z) = z +
∑∞
n=2 anz
n ∈ CNe. Then
∞∑
n=2
n2
(
(3n)2 − 72
)
|an|2 ≤ 40.
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Corollary 4.2. Let f(z) = z +
∑∞
n=2 anz
n ∈ CNe. Then
|an| ≤ 1
n
√
40
(3n)2 − 72 for n = 3, 4, ....
Remark 3. It is clear that ϕNe(z) = 1 + z − z3/3 ∈ H2, the Hardy class of analytic
functions in D, defined as
H2 =
{ ∞∑
n=0
bnz
n :
∞∑
n=0
|bn|2 <∞
}
.
Therefore, it may be concluded from Ma and Minda [18, Theorem 4] that for a func-
tion f(z) = z +
∑∞
n=2 anz
n ∈ S∗Ne (or CNe) the sharp order of growth is |an| =
O(1/n) (or O(1/n2)).
Theorem 4.3. (i) Let Fn(z) = z + anz
n (n = 2, 3, ...). Then Fn ∈ S∗Ne if, and only if,
|an| ≤ 2
3n− 1 , n = 2, 3, ....
(ii) The function KA(z) = z/(1− Az)2 belongs to S∗Ne if, and only if, |A| ≤ 1/4.
(iii) Let |b| < 1. Then Lb(z) = zebz ∈ S∗Ne if, and only if, |b| ≤ 2/3.
Proof. (i) As S∗Ne ⊂ S∗, we necessarily have |an| ≤ 1/n. It is easy to verify that the
transformation
w(z) =
zF ′n(z)
Fn(z)
=
1 + nanz
n−1
1 + anzn−1
maps D onto the disk ∣∣∣∣∣w − 1− n|an|21− |an|2
∣∣∣∣∣ < (n− 1)|an|1− |an|2 . (4.2)
Thus Fn(z) belongs to the class S∗Ne if, and only if, the disk (4.2) is contained in ΩNe.
Since
1− n|an|2 ≤ 1− |an|2,
it follows from Lemma 2.2 that the disk (4.2) is contained in ΩNe if, and only if,
(n− 1)|an|
1− |an|2 ≤
1− n|an|2
1− |an|2 −
1
3
.
That is, if, and only if, |an| ≤ 2/(3n− 1).
(ii) The fact that S∗Ne ⊂ S∗ and z/(1 − z)2 ∈ S∗ lead us to conclude that |A| ≤ 1. This
further gives
1 + |A|2 ≥ 1− |A|2. (4.3)
Also, the bilinear transformation
w(z) =
zK ′A(z)
KA(z)
=
1 + Az
1− Az , |A| ≤ 1
maps D onto the disk ∣∣∣∣∣w − 1 + |A|21− |A|2
∣∣∣∣∣ < 2|A|1− |A|2 . (4.4)
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Therefore, KA(z) ∈ S∗Ne if, and only if, the disk (4.4) lies inside the region ΩNe. By (4.3)
and Lemma 2.2, this is true if, and only if,
2|A|
1− |A|2 ≤
5
3
− 1 + |A|
2
1− |A|2 ,
or equivalently, if, and only if, |A| ≤ 1/4.
(iii) Clearly, the linear transformation w(z) = zL′b(z)/Lb(z) = 1 + bz maps D onto the
disk |w − 1| < |b|. In view of Lemma 2.2, this disk lies in the interior of ΩNe if, and only
if, |b| ≤ 2/3. 
Corollary 4.3. (i) z + anz
n ∈ CNe if, and only if,
|an| ≤ 2
n(3n− 1) , n = 2, 3, ....
(ii) z/(1− Az) ∈ CNe if, and only if, |A| ≤ 1/4.
(iii) (ebz − 1)/b ∈ CNe if, and only if, |b| ≤ 2/3.
For z ∈ D, define the class of functions P as
P :=
{
p(z) = 1 +
∞∑
n=1
pnz
n ∈ H : Re(p(z)) > 0
}
.
Lemma 4.1. Let p(z) = 1 +
∑∞
n=1 pnz
n ∈ P. Then [18]
|pn| ≤ 2 for n ≥ 1, (4.5)
and for any complex number ξ, we have
|p2 − ξp21| ≤ 2max {1, |2ξ − 1|}. (4.6)
The results are sharp for the functions
p(z) =
1 + z
1− z , p(z) =
1 + z2
1− z2 .
Theorem 4.4. (i) If f(z) = z+ a2z
2 + a3z
3 + · · · ∈ S∗Ne, then |a2| ≤ 1, |a3| ≤ 1/2, and
for any complex number µ,
|a3 − µa22| ≤
1
2
max {1, |2µ− 1|} .
In particular, |a3 − a22| ≤ 1/2. Equality holds for the function fNe(z).
(ii) If f(z) = z+ a2z
2 + a3z
3 + · · · ∈ CNe, then |a2| ≤ 1/2 and |a3| ≤ 1/6. Equality holds
for the function f̂Ne(z). Further, for any complex number µ,
|a3 − µa22| ≤
1
6
max
{
1,
∣∣∣∣32µ− 1
∣∣∣∣} .
Proof. (i) Since f ∈ S∗Ne, we can find a Schwarz function w(z) = w1z+w2z2+w3z3+ · · ·
such that
zf ′(z)
f(z)
= ϕNe
(
w(z)
)
= 1 + w(z)− 1
3
(w(z))3. (4.7)
Taking w(z) = (p(z)− 1)/(p(z) + 1), where p(z) = 1 + p1z + p2z2 + p3z3 + · · · ∈ P,
and doing some simple calculations we obtain
w(z) =
p1z
2
+
(
p2
2
− p
2
1
4
)
z2 +
1
8
(
p31 − 4p2p1 + 4p3
)
z3
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+
1
16
(
−p41 + 6p2p21 − 8p3p1 − 4p22 + 8p4
)
z4 + · · · .
This gives
1 + w(z)− 1
3
(w(z))3 = 1 +
p1
2
z+
(
p2
2
− p
2
1
4
)
z2 +
(
p31
12
− p1p2
2
+
p3
2
)
z3
+
(
1
4
p21p2 −
p1p3
2
− p
2
2
4
+
p4
2
)
z4 + · · · . (4.8)
Also it is easy to check that for f(z) = z + a2z
2 + a3z
3 + · · · ,
zf ′(z)
f(z)
= 1 + a2z+
(
2a3 − a22
)
z2 +
(
a32 − 3a2a3 + 3a4
)
z3
+
(
−a42 + 4a22a3 − 4a2a4 − 2a23 + 4a5
)
z4 + · · · . (4.9)
Using (4.8) and (4.9) in the equation (4.7), and comparing coefficients we get
a2 =
p1
2
, a3 =
p2
4
. (4.10)
Applying (4.5) in (4.10), we obtain |a2| ≤ 1 and |a3| ≤ 1/2. Also, from (4.10) and
(4.6), we have
|a3 − µa22| =
1
4
|p2 − µp21| ≤
1
2
max {1, |2µ− 1|} .
(ii) Similarly, f ∈ CNe implies
1 +
zf ′′(z)
f ′(z)
= 1 + w(z)− 1
3
(w(z))3. (4.11)
Using (4.8) and the expansion
1 +
zf ′′(z)
f ′(z)
= 1 + 2a2z+
(
6a3 − 4a22
)
z2 +
(
8a32 − 18a3a2 + 12a4
)
z3
+
(
−16a42 + 48a3a22 − 32a4a2 − 18a23 + 20a5
)
z4 + · · ·
in (4.11), and comparing we get a2 = p1/4 and a3 = p2/12. Now, as in part (i), the
results easily follow. 
Remark 4. From Theorem 3.1 (a), we have S∗Ne ⊂ S∗(1 − 2
√
2/3). A result in Schild
[27] yields that for every function f(z) = z +
∑∞
n=2 anz
n in S∗Ne, we have
|an| ≤ 1
(n− 1)!
n∏
k=2
(
k − 2 + 4
√
2
3
)
, n ≥ 2.
Further, Alexander type theorem shows that if f(z) = z +
∑∞
n=2 anz
n ∈ CNe, then
|an| ≤ 1
n!
n∏
k=2
(
k − 2 + 4
√
2
3
)
, n ≥ 2.
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5. Subordination Implications
Definition 5.1 ([21]). Let Ψ : C2 × D→ C be a complex function, and let h : D→ C be
univalent. If p ∈ H satisfies the first-order differential subordination
Ψ(p(z), zp′(z); z) ≺ h(z), z ∈ D, (5.1)
then p is called a solution of the differential subordination (5.1). If q : D→ C is univalent
and p≺q for all p satisfying (5.1), then q(z) is said to be a dominant of (5.1). A dominant
q˜ that satisfies q˜ ≺ q for all dominants q of (5.1) is called the best dominant of (5.1). The
best dominant is unique up to the rotations of D.
Let p(z) be an analytic function satisfying p(0) = 1. Nunokawa et al. [22] proved that
the differential subordination 1 + zp′(z) ≺ 1 + z implies p(z) ≺ 1 + z and, as a result,
gave a criterion for f ∈ A to be univalent. Ali et al. [2] replaced 1 + z by (1 +Dz)/(1 +
Ez) and determined the conditions on β ∈ R in terms of A,B,D,E ∈ [−1, 1] (B <
A and E < D) so that the subordination 1+βzp′(z)/pj(z) ≺ (1+Dz)/(1+Ez) (j = 0, 1, 2)
implies p(z) ≺ (1 + Az)/(1 + Bz) and, further, established some sufficient conditions
for Janowski starlikeness. Ali et al. [3] determined the conditions on β so that the
subordination p(z) ≺ √1 + z holds true whenever 1+βzp′(z)/pj(z) ≺ √1 + z, j = 0, 1, 2.
Kumar and Ravichandran [16] gave sharp bounds for β in order to guarantee the following
subordination implication:
1 + β
zp′(z)
pj(z)
≺ ϕ0(z),
√
1 + z, 1 + sin z =⇒ p(z) ≺ ez.
As a consequence, they also established some sufficient conditions for the function class
S∗e . Recently, Ahuja et al. [1] obtained sharp bounds on β so that the differential sub-
ordination 1 + βzp′(z)/pj(z) ≺ √1 + z (j = 0, 1, 2) implies p(z) ≺: √1 + z, ϕ0(z), 1 +
sin z,
√
1 + z2 + z, 1 + 4
3
z + 2
3
z2, 1+Az
1+Bz
, where −1 < A < B < 1. Similar problems have
been considered in [5, 8, 30].
In this section, we will discuss certain implications of the first order differential subordi-
nation 1+βzp′(z)/pj(z) ≺ ϕNe(z) = 1+z−z3/3, j = 0, 1, 2. As a consequence, we obtain
sufficient conditions for f ∈ A to belong to some of the early mentioned Ma-Minda type
function classes. To prove our results, we will make use of the following lemma.
Lemma 5.1 ([21, Theorem 3.4h, p. 132]). Let q be univalent in D, and let ψ and ν be
analytic in a domain D containing q(D) with ψ(w) 6= 0 when w ∈ q(D). Set
Q(z) := zq′(z)ψ
(
q(z)
)
and h(z) := ν
(
q(z)
)
+Q(z).
Suppose that either
(i) h is convex, or
(ii) Q is starlike.
In addition, assume that
(iii) Re
(
zh′(z)
Q(z)
)
> 0.
If p ∈ H with p(0) = q(0), p(D) ⊂ D and
ν
(
p(z)
)
+ zp′(z)ψ
(
p(z)
)
≺ ν
(
q(z)
)
+ zq′(z)ψ
(
q(z)
)
,
then p ≺ q, and q is the best dominant.
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Implications of 1 + βzp′(z) ≺ ϕNe(z).
Theorem 5.1. Let p ∈ H such that p(0) = 1, and let 1 + βzp′(z) ≺ ϕNe(z). Then the
following subordinations hold:
(a) p(z) ≺ ϕ$(z) =
√
1 + z2 + z whenever β ≥ 4
9
(
2 +
√
2
)
≈ 1.51743.
(b) p(z) ≺ ϕC(z) = 1 + 43z + 23z2 whenever β ≥ 43 .
(c) p(z) ≺ ϕlim(z) = 1 +
√
2z + 1
2
z2 whenever β ≥ 16
63
(1 + 2
√
2) ≈ 0.972299.
(d) p(z) ≺ ez whenever β ≥ 8e
9(e−1) ≈ 1.4062.
(e) p(z) ≺ ϕS(z) = 1 + sin z whenever β ≥ 89 sin 1 ≈ 1.05635.
(f) p(z) ≺ ϕ0(z) = 1 + zk
(
k+z
k−z
)
(k = 1 +
√
2) whenever β ≥ 8
9
(
3 + 2
√
2
)
≈ 5.18082.
(g) p(z) ≺ ϕNe(z) whenever β ≥ 43 .
The bounds on β are sharp.
Proof. Consider the analytic function qβ : D→ C defined by
qβ(z) = 1 +
1
β
(
z − z
3
9
)
.
Clearly, the function qβ(z) is a solution of the first order differential equation 1+βzq
′
β(z) =
ϕNe(z). Defining ν(w) = 1 and ψ(w) = β, the functions Q(z) and h(z) in Lemma 5.1
become
Q(z) = zq′β(z)ψ
(
qβ(z)
)
= βzq′β(z) = z −
z3
3
= ϕNe(z)− 1
and
h(z) = ν
(
qβ(z)
)
+Q(z) = 1 +Q(z) = ϕNe(z).
Since the function ϕNe(z) − 1 = z − z3/3 is starlike in D [4, Theorem 2.3], the function
Q(z) is starlike in D. Further, Re (zh′(z)/Q(z)) = Re (zQ′(z)/Q(z)) > 0 for z ∈ D
and p(0) = 1 = qβ(0). Therefore, it follows from Lemma 5.1 that the subordination 1 +
βzp′(z) ≺ 1+βzq′β(z) = ϕNe(z) implies p(z) ≺ qβ(z). Now, each of the desired conclusions
(a)–(g) will follow, sequentially, if qβ(z) ≺ ϕ$(z), ϕC(z), ϕlim(z), ez, ϕS(z), ϕ0(z), ϕNe(z).
(a): The necessary condition for the subordination qβ(z) ≺ ϕ$(z) to hold is that√
2− 1 = ϕ$(−1) < qβ(−1) < qβ(1) < ϕ$(1) =
√
2 + 1. (5.2)
Graphical observation reveals that the condition (5.2) is also sufficient for the subordi-
nation qβ(z) ≺ ϕ$(z) to hold. Simplifying (5.2), we obtain β ≥ 4
(
2 +
√
2
)
/9 = β1
and β ≥ 4
(
2−√2
)
/9 = β2. Therefore, the subordination qβ(z) ≺ ϕ$(z) holds
true provided β ≥ max{β1, β2} = β1. The number β1 = 4
(
2 +
√
2
)
/9 can not be
decreased (see Figure 4).
Following the same procedure, the other parts are easy to prove. 
Taking p(z) = zf ′(z)/f(z), f ∈ A in the Theorem 5.1, we obtain the following result.
Corollary 5.1. If f ∈ A satisfies
1 + β
zf ′(z)
f(z)
(
1− zf
′(z)
f(z)
+
zf ′′(z)
f ′(z)
)
≺ ϕNe(z),
then
(a) f ∈ S∗
$
(z) whenever β ≥ 8
9(2−
√
2)
.
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(b) f ∈ S∗C whenever β ≥ 43 .
(c) f ∈ S∗lim whenever β ≥ 169(2√2−1) .
(d) f ∈ S∗e whenever β ≥ 8e9(e−1) .
(e) f ∈ S∗S whenever β ≥ 89 sin 1 .
(f) f ∈ S∗R whenever β ≥ 89
(
3 + 2
√
2
)
.
(g) f ∈ S∗Ne whenever β ≥ 43 .
The bounds on β are best possible.
ΓCr : |w2 − 1| = 2 |w| ,Rew > 0.
Γβ : Boundary curve of qβ(D),
where qβ(z) = 1 +
1
β
(
z − z3
9
)
with β = 4
(
2 +
√
2
)
/9.
c =
√
2− 1.
e =
√
2 + 1.
Figure 4. Sharpness of β = 4
9
(
2 +
√
2
)
in Theorem 5.1(a).
Implications of 1 + β zp
′(z)
p(z)
≺ ϕNe(z).
Theorem 5.2. Let p ∈ H satisfies p(0) = 1, and let
1 + β
zp′(z)
p(z)
≺ ϕNe(z).
Then the following subordinations hold:
(a) p(z) ≺ ϕS(z) whenever β ≥ 8/9log(1+sin 1) ≈ 1.45585.
(b) p(z) ≺ ϕ0(z) whenever β ≥ − 8/9log(2√2−2) ≈ 4.72245.
(c) p(z) ≺ ϕNe(z) whenever β ≥ 8/9log(5/3) .
The bounds on β are best possible.
Proof. Define the function qβ : D→ C as
qβ(z) = exp
(
1
β
(
z − z
3
9
))
.
Starlike and Convex Functions Associated with a Nephroid 21
The function qβ(z) is analytic and satisfies 1 + βzq
′
β(z)/qβ(z) = ϕNe(z). Taking ν(w) = 1
and ψ(w) = β/w in Lemma 5.1, we see that Lemma 5.1 is applicable. Therefore the
subordination 1+ βzp′(z)/p(z) ≺ 1 + βzq′β(z)/qβ(z) = ϕNe(z) implies p(z) ≺ qβ(z). Now,
to prove the conclusions (a), (b) and (c), we only need to prove that qβ(z) ≺: ϕS(z), ϕ0(z)
and ϕNe(z), respectively.
(a): As in Theorem 5.1(a), the necessary and sufficient condition for the subordination
qβ(z) ≺ ϕS(z) to hold is that 1− sin 1 < qβ(−1) < qβ(1) < 1 + sin 1. This is true if
β ≥ −8/9
log(1− sin 1) = β1 and β ≥
8/9
log(1 + sin 1)
= β2.
Thus, the subordination qβ(z) ≺ ϕS(z) holds if β ≥ max {β1, β2} = β2.
The subordinations (b) and (c) follow similarly. 
Corollary 5.2. If f ∈ A satisfies
1 + β
(
1− zf
′(z)
f(z)
+
zf ′′(z)
f ′(z)
)
≺ ϕNe(z),
then
(a) f ∈ S∗S whenever β ≥ 8/9log(1+sin 1) .
(b) f ∈ S∗R whenever β ≥ − 8/9log(2√2−2) .
(c) f ∈ S∗Ne whenever β ≥ 8/9log(5/3) .
The bounds on β are best possible.
Implications of 1 + β zp
′(z)
p2(z)
≺ ϕNe(z).
Theorem 5.3. Let p ∈ H such that p(0) = 1, and let
1 + β
zp′(z)
p2(z)
≺ ϕNe(z).
Then the following subordinations hold:
(a) p(z) ≺ ϕ$(z) whenever β ≥ 49
(
2 +
√
2
)
≈ 1.51743.
(b) p(z) ≺ ϕC(z) whenever β ≥ 43 .
(c) p(z) ≺ ϕlim(z) whenever β ≥ 863
(
5 + 4
√
2
)
≈ 1.35325.
(d) p(z) ≺ ez whenever β ≥ 8e
9(e−1) ≈ 1.4062.
(e) p(z) ≺ ϕS(z) whenever β ≥ 8(1+sin 1)9 sin 1 ≈ 1.94524.
(f) p(z) ≺ ϕ0(z) whenever β ≥ 169
(
1 +
√
2
)
≈ 4.29194.
(g) p(z) ≺ ϕNe(z) whenever β ≥ 209 .
The bounds on β are best possible.
Proof. Define qβ : D→ C as
qβ(z) =
(
1− z
β
(
1− z
2
9
))−1
.
The function qβ(z) is analytic and satisfies the first order differential equation 1 +
βzq′β(z)/q
2
β(z) = ϕNe(z). Now take the functions ν and ψ of Lemma 5.1 as ν(w) = 1
and ψ(w) = β/w2, and proceed as in Theorem 5.1. 
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Corollary 5.3. If f ∈ A satisfies
1 + β
(
zf ′(z)
f(z)
)−1 (
1− zf
′(z)
f(z)
+
zf ′′(z)
f ′(z)
)
≺ ϕNe(z),
then
(a) f ∈ S∗
$
(z) whenever β ≥ 4
9
(
2 +
√
2
)
.
(b) f ∈ S∗C whenever β ≥ 43 .
(c) f ∈ S∗lim whenever β ≥ 863
(
5 + 4
√
2
)
.
(d) f ∈ S∗e whenever β ≥ 8e9(e−1) .
(e) f ∈ S∗S whenever β ≥ 8(1+sin 1)9 sin 1 .
(f) f ∈ S∗R whenever β ≥ 169
(
1 +
√
2
)
.
(g) f ∈ S∗Ne whenever β ≥ 209 .
The bounds on β are best possible.
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