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3Introduction
The typical seismic hazard problem lies in the determination of the ground motion
characteristics associated with future earthquakes, which can be performed in various ways,
e.g. with a description of the groundshaking severity due to an earthquake of a given distance
and magnitude (“groundshaking scenario”), or with probabilistic maps of relevant parameters
describing the ground motion.
The current seismic regulation and building codes over the Italian territory are based on the
Probabilistic Seismic Hazard Assessment (PSHA), which is the most widely used method for
seismic hazard assessment and it is often adopted for seismic code purposes, even though it
has been found to be not fully consistent with modern earthquake science. Neglecting the
results achieved by the research during the last decades, the standard PSHA represents a
conventional and rather obsolete procedure, which is based on the probabilistic analysis of the
earthquake catalogue and of ground motion information, retrieved by macroseismic
observations and instrumental recordings, which may lead to severe underestimations of
seismic hazard especially in areas where historical information is scarce.
A more adequate definition of the seismic hazard can be given by the Neo-Deterministic
Seismic Hazard Analysis (NDSHA), which addresses some issues largely neglected in
probabilistic hazard analysis. In particular, a set of earthquake scenarios can be defined and
the ground motion parameters can be derived from synthetic time histories, without having to
wait for a strong event to occur.
Synthetic seismograms are computed, using the knowledge of the physical process of
earthquake generation and wave propagation in realistic media, in short time and at a very low
cost/benefit ratio. They are produced to model the ground motion at sites of interest and can
be used as seismic input in subsequent engineering analyses aimed at the computation of the
full non-linear seismic response of buildings.
The computation of the neo-deterministic seismic hazard scenarios is fully exploited in this
thesis, which is organized as follows.
Chapter 1 presents the mathematical formulation of the modal summation technique in
laterally homogeneous and vertically heterogeneous media (1D), which allows for the
4computation of the synthetic seismograms at the base of the neo-deterministic seismic hazard
maps described in the subsequent chapters.
Chapter 2 describes in detail the method adopted for the computation of the NDSHA maps at
the bedrock.
Chapter 3 illustrates a comparative analysis between the NDSHA maps and the PSHA map on
which is based the Italian seismic code.
The next two chapters illustrate two main applications of the NDSHA maps: the modelling of
the past and the prediction of the ground shaking associated with future events, respectively.
In chapter 4 an example of the reconstruction of the seismic source characteristics of a past
earthquake is provided, considering the 1117 Po Valley earthquake. The study of the source
of this earthquake is particularly important since it represents the largest known event
occurred so far in the Po Valley and the location of its source is still matter of debate.
Chapter 5 describes the ASI-SISMA Project, a project devoted to the continuous monitoring
of the seismic hazard in order to support the Italian Civil Protection decisional process. The
SISMA Project is based on the flexibility characteristics of the neo-deterministic method,
which allows its integration with independent information, like the pattern recognition
techniques, designed for the space-time identification of strong earthquakes. Therefore the
definition of the multi-scale time dependent scenarios of ground shaking is possible, through
the routine updating of earthquake predictions.
The last chapter (chapter 6) describes a 3D analytical modelling of the seismic input, which
can be adopted to improve the neo-deterministic seismic hazard maps.
Finally, Appendix A introduces the main software engineering techniques used in the
framework of the SISMA Project.
51 Modal Summation in Laterally Homogeneous Media
The computation of synthetic seismograms can be performed by the modal summation
technique, which allows us to model the seismic response of flat, stratified inelastic Earth
models. At distances from the source greater than the considered wavelength (far field
condition) synthetic signals, which are complete in the selected phase velocity frequency
domain, can be easily and quickly computed up to 10 Hz. Seismograms computed in such
way contain all the phase which velocity is lower than the shear wave velocity characterizing
the half space underlying the stratified structural model.
The following description in taken from Panza et al. (2001).
1.1 Equations of elastic motion
Seismic waves can be represented as elastic perturbations propagating within a medium.
These perturbations are supposed to be generated by a transient disequilibrium occurring in
the stress field. In the study of elastic bodies, to take into account macroscopic phenomena, it
is assumed that the medium is a continuum, i.e., that the matter is distributed continuously in
space. Therefore it is possible to define the mathematical functions that describe the fields
associated with displacement, stress and deformation. Furthermore, being interested in the
motion of the considered elastic body, the Lagrangian description is used, where the motion
of each particle is analyzed in space and time, and the vector field u(x,t), associated with the
displacement, is defined at any point of the body. The determination of such a vector field
constitutes a dynamic problem of linear elasticity.
Considering the balance of forces, including inertia, body forces and surface forces acting on
a cubic element within the continuum, and applying Newton's law, we obtain the following
vectorial equation of motion:
σfu 
  2
2
t (1.1)
6where is the density of the material, f  is a vector representing the external body forces per
unit of mass (i.e. the gravity or the seismic sources), and σ  is the second-order Cauchy stress
tensor.
Deformations, assumed infinitesimal and indicated by the second-order deformation tensor ε
can be written as a function of displacements as:
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In general, the relation between stress and deformation can take a very complex form since it
has to include the effects of parameters like pressure, temperature, and the amount and
variability of stress. Nevertheless, considering small deformations and stresses of short
duration, we can assume that the solid behaves linearly and the constitutive relation linking
stresses and deformations becomes Hook’s law:
klijklij C   (1.3)
where Cijkl is a fourth order symmetric tensor, whose 81 elements are the elastic moduli of the
considered medium. If the medium is homogeneous and isotropic, using the Kronecker delta
δij, Equation (1.3) assumes the form:
ijijkkij  2 (1.4)
where   and  are the Lamè coefficients of the material.
Using the relations (1.2) and (1.4), Equation (1.1) becomes a linear system of three partial
differential equations with three unknowns: the three components of the displacement vector,
whose coefficients depend upon the elastic parameters of the material. It is not possible to
find the analytic solution for this system of equations; therefore it is necessary to introduce
further approximations, chosen according to the adopted resolving method. Two ways can be
followed. In the first one an exact definition of the medium is given, and a direct numerical
integration technique is used to solve the set of differential equations. The second way implies
that exact analytical techniques are applied to an approximated model of the medium that may
have the elastic parameters varying along one or more directions of heterogeneity. In the
following we introduce the analytical solution valid for a flat layered halfspace.
71.2 Equations of elastic motion for a halfspace with vertical heterogeneities
Let us define a Cartesian coordinate system in a halfspace, setting the vertical z-axis positive
downward and the free surface, defined by null vertical stresses, coincident with the plane
z=0, as in Figure 1.1.
Figure 1.1 - Cartesian coordinate system for a halfspace (Panza et al., 2001).
Let us assume that  ,  and  are piecewise continuous functions of the variable z and that
the body wave velocities, 
 2 and 
  , assume their largest value, H and H,
at z>H, remaining constant for greater depths.
If the elastic parameters depend only upon the vertical coordinate, the governing equations of
motion (1.1) become:
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8The associated boundary conditions are:
1. free surface condition at z = 0:
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2. the continuity condition for the displacement and stress components ux, uy, uz, zx, zy,
zz all along the vertical axis, including the points where  , and  are eventually
discontinuous.
The complete solution of the Boundary Value Problem (BVP) (Equation 1.5) can be
represented in an integral form. At large distances from the source, large with respect to the
wavelength, the main part of the solution is given by Love and Rayleigh modes (see e.g.
Levshin, 1973, Aki and Richards, 1980).
Neglecting the body forces, we can consider solutions of the BVP (Equation 1.5) having the
form of plane harmonic waves propagating along the positive x axis, i.e.:
)()(),( kxtiezt  Fxu (1.7)
where k is the wave number connected with the phase velocity c, i.e. k=/c, and  is the
angular frequency.
Using Equation (1.7), Equation (1.5) becomes:
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(1.8)
and there are two independent eigenvalue problems for the three components of the vector F.
The first problem describes the motion in the (x, z) - plane, i.e. P-SV waves, and is determined
by the following system of partial differential equations:
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with free surface boundary conditions at z = 0:
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The second eigenvalue problem describes the particle motion when it is limited to the y – axis
and determines the phase velocity and amplitude of SH waves. It has the form:
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with the following boundary condition at z = 0:
0
 z
Fy
zy  (1.12)
At this point, in order to obtain the analytical solution, further approximations have to be
introduced. Following Panza et al. (2001), the vertical heterogeneity in the halfspace is
modelled by a series of N-1 homogeneous flat layers, parallel to the free surface, overlying a
homogeneous halfspace (Figure 1.2). With this choice the solution is obtained applying an
analytical exact method to an approximated model of the structure.
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Figure 1.2 - Flat layered model (1D model).
The Lamè parameters   and   and the density  are constant inside each layer, but they can
vary from one layer to another:    and   become piecewise continuous functions of the
variable z.
Let mmm and dmbe the P–wave and S–wave velocities, the density and the thickness of
the m-th layer among the N’s, respectively, so that:
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The use of a stratified structure allows us to rewrite the Equations (1.9-1.11) inside each layer,
as:
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The solutions of the Equation (1.14) can be found introducing the compressional (symmetric),
, and rotational (antisymmetric), , potentials:
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Inserting these potentials into the Equation (1.14) we obtain:
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Differentiating the Equation (1.17) with respect to z, multiplying the Equation (1.18) for ik,
and summing them, we obtain an equation for analogue to the Equation (1.15):
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Multiplying the Equation (1.17) for –ik, differentiating the Equation (1.18) with respect to z,
and summing them, we obtain again:
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The Equations (1.15), (1.19) and (1.20) are second order differential equations that can be
written in the generic form as:
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which has the solution:
zikzik zmzm BeAez  )( (1.22)
The behaviour of the solution (1.22) depends on the sign of the parameter kzm. For the
Equation (1.15) we have:
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According to the value of c this quantity can be real or imaginary. Therefore the following
parameters can be defined for each layer:
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so that:
mzmmzm krkkrk   and (1.25)
According to the difference between the phase velocity and the P-wave and S-wave velocity
of the layer it is possible to detect the type of wave propagating in the same layer. The motion
described by the generic solution (1.22) is given by the linear combination of:
 a plane wave propagating toward the halfspace, whose direction of propagation makes
an angle cotg-1rm (or cotg-1rm) with the +z direction (Figure 1.3a) and a plane wave
propagating towards the free surface making the same angle with the direction –z
(Figure 1.3c) when rm (or rm) is real.
 a wave propagating in the +x direction with amplitude diminishing exponentially in
the +z direction (Figure 1.3b) and a wave propagating in the +x direction with
amplitude increasing exponentially in the +z direction (Figure 1.3d), when rm (or rm)
is imaginary. This condition represents the wave transmission from one layer to the
subsequent occurring at an incident angle greater than the critical angle (evanescent
waves).
Concerning the halfspace, we impose c<H and that the exponential behaviour of the solution
is decreasing, in order to consider only the normal modes of oscillation. Then we look for the
periodic solutions of the elastic equations of motion in the m-th layer in the two cases of the
Love modes - solutions of the Equation (1.11) - and the Rayleigh modes - solution of the
Equation (1.9), according to the type of polarization of motion.
13
Figure 1.3 - Possible directions of propagation of plane waves into a layer (Panza et al., 2001).
1.3 Love and Rayleigh modes
For Love waves the periodic solutions of the elastic equations of motion in the m-th layer are:
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and the associated stress components are:
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where 'mv and ''mv  are constants.
The boundary conditions that have to be satisfied are the free surface condition 00  )(zzy ,
the continuity of the transverse component of displacement, yu , and the continuity of the
tangential component of stress, zy , at any interface and the exponential decay in the half
space Hc  , ''mv =0.
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For Rayleigh waves the periodic solutions of the elastic equations of motion in the m-th layer
may be found by combining dilatational and rotational wave solutions:
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where 'm , ''m , 'm and ''m  are constants.
Dropping the term )( kxtie   the displacements and the associated stress components
corresponding to dilatation and rotation, can be written as:
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where 'mv and ''mv  are constants.
The boundary conditions that have to be satisfied are the free surface
condition 000  )()( zz zzzx  , the continuity of the displacements and the stress
components given in Equation (1.29) at any interface and the exponential decay in the
halfspace.
Under these boundary conditions, for both Love and Rayleigh, and fixed the value of , the
solutions exist only for a finite set of c values. Therefore the search of the solutions is an
eigenvalue problem: )(c  is an eigenvalue and the correspondent solutions ),,( cz u ,
),,( cz σ are the components of the eigenfunction.
After having defined the eigenvalue problem for both Rayleigh and Love waves, we can use
the Thomson-Haskell matrix method and its modifications (e.g., Schwab and Knopoff, 1972;
Florsch et al., 1991) to efficiently compute the dispersion function of surface waves and
therefore synthetic seismograms in layered anelastic media. In fact, once the dispersion
function is found, the couples (, c) for which the dispersion function is equal to zero are its
roots and represent the eigenvalues of the problem. Eigenvalues, according to the number of
zeroes of the corresponding eigenfunctions (i.e. displacements and stresses), can be
subdivided in the dispersion curve of the fundamental mode (which has no nodal planes), of
15
the first higher mode (having one nodal plane), of the second higher mode and so on. Once
the phase velocity c is determined, we can compute analytically the group velocity using the
implicit functions theory (Schwab and Knopoff, 1972), and the eigenfunctions (Florsch et al.,
1991). This is the procedure at the base of the modern and efficient methods for the
computation of multimodal dispersion in anelastic media (e.g., Schwab and Knopoff, 1972;
Schwab et al., 1984; Panza, 1985).
1.4 Synthetic signals in laterally homogeneous media
Now, to compute the synthetic signals, it is necessary to introduce the seismic source and to
account for its effects. The source is introduced in the medium in order to represent the fault,
supposed to be planar, as a discontinuity in the displacement and shear stress field. On the
contrary, normal stresses are supposed to be continuous across the fault plane. Maruyama
(1963) and Burridge and Knopoff (1964) demonstrated with the representation theorem the
rigorous equivalence of the effects between a faulted medium with a discontinuity in the
displacements and shear stress fields, and an unfaulted medium where proper body forces are
applied.
Following Panza et al. (2001), we assume that periods and wavelengths, which we are
interested in, are large compared with the rise time and the dimensions of the fault. Therefore
the source function, describing the discontinuity of the displacement across the fault, can be
approximated with a step function in time and a point source in space. Assuming the normal
stress to be continuous across the fault, for the representation theorem the equivalent body
force in an unfaulted medium is a double couple with null total moment. Then, since
eigenvalues and eigenfunctions of the problem have already been determined, the expression
of the displacement with varying time, i.e. the synthetic seismogram, for the three components
of motion can be written.
The asymptotic expression of the Fourier transform of the displacement U=(Ux,Uy, Uz) at a
distance r from the source, can be written as 


1m
mUU , where m is the mode index. Finally,
the three components of the displacement vector are:
16
1
02
1
4
3
1
04
3
22
22
2
2


















i
rad
m
ver
m
mLgLL
y
rCrik
L
sL
i
tra
m
mRgRR
x
rCrik
R
sR
i
rad
m
ezrUzrU
Ivc
zu
r
ekShezrU
Ivc
zu
r
ekShezrU
LL
RR
),,(),,(
),()(),(),,(
),()(),(),,(
(1.30)
where the subscripts R and L are indicating Love and Rayleigh associated quantities, the
abbreviations rad, tra, and ver stand for radial, transversal and vertical component,
respectively.
Figure 1.4 - Angle conventions used for the source system (Panza et al. (2001).
In Equation (1.30) the term    SiSS arg(exp)()(  is the Fourier transform of the
source time function, while ),(  sh  represents the azimuthal dependence of the excitation
factor (Ben- Menahem and Harkrider, 1964):
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where   is the angle between the strike of the fault and the direction obtained connecting the
epicentre with the station, measured anticlockwise (i.e. the strike-receiver angle); sh is the
focal depth;   is the dip angle and  is the rake angle (Figure 1.4). The functions of sh that
appear in (1.32) depend on the values assumed by the eigenfunctions at the hypocenter:
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where the asterisk, *, indicates the imaginary part of a complex quantity, i.e. the starred
quantities, *xu , *zz and *zy are real quantities.
The quantities 1I  in (1.30) are the energy integrals, defined as:
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The quantity gv in (1.30) is the group velocity that can be calculated analytically from the
phase velocity:
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(1.35)
while C2 indicates the phase attenuation, which describes the effect due to the anelasticity. C2
can be calculated analytically using variational techniques (e.g. Tacheuchy and Saito, 1972;
Aki and Richards, 1980).
For Love modes one has (Florsch et al., 1991):
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where c is the phase velocity in the perfect elastic case, while B1 and B2 are respectively the S-
wave velocity and the S-wave phase attenuation that are related to the complex body-wave
velocity (Schwab and Knopoff, 1972):
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For Rayleigh modes one has (Panza, 1985):
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where k is the wavenumber in the perfect elastic case and the integrals RI3 and RI4 are
defined as:
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The variational quantities in (1.39) are:
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where  and   are the P-wave velocities and S-wave velocities in the perfectly elastic case,
while for anelastic media one has (analogously to (1.37) for S-wave):
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where A1 and A2 are, respectively, the P-wave velocity and the P-wave phase attenuation.
The synthetic seismograms can be obtained with three significant digits using the Fourier
Transform of (1.30) as long as the condition kr > 10 is satisfied (Panza et al., 1973).
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2 The Neo-Deterministic Method
The procedure for the neo-deterministic seismic hazard assessment (NDSHA) addresses some
issues largely neglected in probabilistic hazard analysis, namely how crustal properties affect
propagation and attenuation of wave trains: ground motion parameters are not derived from
overly simplified attenuation functions, but rather from synthetic time histories. In fact,
synthetic seismograms can be computed to model ground motion at sites of interest, using
knowledge of the physical process of earthquake generation and wave propagation in realistic
inelastic media. The signals are efficiently generated by the modal summation technique
(Panza et al., 2001) described in chapter 1.
Synthetic signals can be produced in short time and at a very low cost/benefit ratio, to be used
as seismic input in subsequent engineering analysis (Koleva et al., 2008; Paskaleva et al.,
2008; Vaccari et al., 2009; Zuccolo et al., 2007, 2008) aimed at the computation of the full
non-linear seismic response of the structures (Field et al., 2000) or to simply estimate the
earthquake damaging potential (Uang and Bertero, 1990; Decanini and Mollaioli, 1998;
Decanini et al., 2000; Panza et al., 2003).
Taking into account the source characteristics and the relevant bedrock models, the NDSHA
can be applied at national scale, computing seismograms at the nodes of a grid with the
desired spacing, or at local scale, considering the path and the geological and geotechnical
conditions at the site, as well. In this chapter the neo-deterministic method at national scale is
presented.
2.1 Standard neo-deterministic zoning
The evaluation of the seismic hazard for the Italian territory can be performed by the neo-
deterministic method using standard neo-deterministic zoning at national scale (Panza et al.,
2001). Starting from the available information on the Earth’s structure and seismic sources, it
is possible to estimate peak ground acceleration, velocity, and displacement (PGA, PGV and
PGD) or any other parameter relevant to seismic engineering, which can be extracted from the
computed theoretical signals. Therefore different ground shaking maps that represent the
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expected spatial distribution of some parameters describing the soil motion due to one or
more earthquakes are computed at the bedrock, since the level of detail assumed in the
modelling does not warrant considering the local soil condition.
The ground shaking scenarios represents a valid and economic tool to be fruitfully used by
civil engineers and it supplies a particularly powerful tool for the prevention actions of Civil
Defence.
The standard procedure for the seismic hazard assessment at national scale (Panza et al.,
2001) takes into account different polygons, used to characterize the seismic sources (e.g.
earthquake catalogues, seismogenic zones and focal mechanisms) and to constrain the area
associated with different structural models (1D models).
The flow-chart of the standard neo-deterministic procedure at national scale is shown in
Figure 2.1.
Figure 2.1 - Flow-chart of the standard neo-deterministic procedure for seismic hazard assessment at
national scale (Panza et al., 2001). The vertical component is routinely not used.
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2.1.1 Structural models
To define the physical properties of the source-site paths, the territory is divided into an
appropriate number of polygons representing the average lithosphere properties at regional
scale. In Figure 2.2 the regional polygons defined in previous studies carried on mainly in the
framework of the Italian GNDT group activities are shown.
Figure 2.2 - Regional polygons previously defined in the framework of GNDT activities, associated with
average structural models.
Each polygon is characterized by a structural model composed of flat, parallel anelastic layers
that extends in depth up to about 1000 km, a depth at which the S-wave velocity reaches the
value of about 6.4 km/s. This is done in order to guarantee that the S-wave velocity in the
half-space is larger than the P-wave velocity in each of the uppermost crustal layers. In fact,
synthetic seismograms computed by the modal summation technique contain all the waves
travelling with a phase velocity lower than the S wave velocity of the half space underlying
the layered structure. For each layer the thickness, density, P and S wave velocity and the
respective attenuation factors are defined.
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Synthetic seismograms are computed, taking into account the effects of lateral heterogeneities
in a rough way: if the source-site path crosses one or more boundaries between adjacent
structural models, the signal is computed assuming the model of the site as representative of
the whole path. In chapter 6 a more realistic definition of the source-site path will be taken
into account by a 3D modelling.
2.1.2 Seismic Sources
The first problem to tackle in the definition of seismic sources is the handling of seismicity
data. The definition of the space distribution of seismicity accounts only for the largest events
reported in the earthquake catalogue at different sites, as described in the following. The
earthquake epicentres reported in the catalogue are discretized into 0.2°x0.2° cells, assigning
to each cell the maximum magnitude recorded within it. In the case where the earthquake
catalogue contains different estimates of magnitude (e.g., magnitude computed from body
waves, from surface waves, or from macroseismic intensity), to be conservative, the
maximum magnitude is considered. A smoothing procedure is then applied to account for
errors in the location of the sources and for their extension in space. Operatively, a centred
smoothing window with radius equal to 3 cells is defined in order to assign the magnitude of
the central cell to the other cells of the window, if they are characterized by a magnitude
lower than the magnitude of the central cell. Only the cells located within the seismogenic
zones are retained and, if the resulting magnitude in each cell is lower than 5, a magnitude 5 is
assigned by default. This choice is made in the hypothesis that, wherever a seismogenic zone
is defined, damaging earthquakes may occur, and the value of 5 is conventionally (D’Amico
et al., 1999) taken as lower bound for the magnitude of damaging earthquakes. This procedure
for the definition of earthquakes location and magnitudes for the NDSHA makes the method
pretty robust against uncertainties in the earthquake catalogue, which is thus not required to
be complete for magnitudes lower than 5. A double-couple point source, with a focal
mechanism consistent with the properties of the corresponding seismogenic zone and a depth,
which is a function of magnitude (10 km for M < 7, 15 km for M ≥ 7), is placed at the centre
of each cell. Keeping the hypocentral depth fixed (for classes of magnitude) and shallow is
important due to the large errors generally affecting the hypocentral depth reported in the
earthquake catalogues and due to the fact that strong ground motion is mainly controlled by
shallow sources (Vaccari et al., 1990).
The sources identified with the above mentioned algorithm, considering the Italian earthquake
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catalogue CPTI04 (Gasperini et al., 2004) and the seismogenic zoning ZS9 (Meletti et al.,
2008, Figure 2.3a), are shown in Figure 2.3b. The representative focal mechanisms associated
with the seismogenic zones ZS9 (Meletti et al., 2008, Figure 2.3a), which are the ones with
the maximum probability of characterize the future events, are shown in Figure 2.4.
These sources constitute the set of sources used for the generation of the synthetic
seismograms.
a)                                            b)
Figure 2.3 - a) Seismogenic zones ZS9 (Meletti et al., 2008). b) Sources identified in the Italian territory,
within the seismogenic zones ZS9 (Meletti et al., 2008), that have been used for the generation of synthetic
seismograms. The magnitude is obtained by discretizing and smoothing the seismicity reported in the
CPTI04 earthquake catalogue (Gasperini et al., 2004).
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Figure 2.4 - Focal mechanisms associated with the seismogenic zones ZS9 (Meletti et al., 2008). The
seismogenic zones ZS9 (Meletti et al., 2008) are shown as well.
2.1.3 Computations
Once the structures and the sources have been defined, sites are considered at the vertices of
the grid (0.2° x0.2°) that covers the whole territory. To optimize the number of computed
seismograms, the source-site distance is kept below an upper threshold, which is taken to be a
function of the magnitude associated with the source. Namely, the maximum source-site
distance is set equal to 25 km, 50 km, and 90 km, respectively, for M < 6, 6 ≤ M< 7 and M ≥
7. The synthetic signals for P-SV-waves (radial and vertical components) and SH-waves
(transversal component) are computed by the modal summation technique for an upper
frequency content of 1 Hz, that is consistent with the level of detail of the regional structural
models. The seismograms are originally computed for a seismic moment of 10-7Nm and then
the amplitudes are properly scaled according to the smoothed magnitude associated with the
cell of the source using the moment magnitude relation given by Kanamori (1977) and the
spectral scaling law proposed by Gusev (1983) as reported in Aki (1987) (Figure 2.5).
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Figure 2.5 - Spectral scaling law proposed by Gusev (1983) as reported in Aki (1987).
At each site, the horizontal components are first rotated to a reference system common to the
whole territory (North-South and East-West directions) and then the vector sum is computed.
Each site is thus associated with seismograms of many different sources and any parameter of
interest can be extracted from such complete time series, therefore different maps of seismic
hazard that describe the maximum ground shaking at the bedrock can be produced.
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a)                                                                              b)
c)
Figure 2.6 - Map of a) peak displacement, b) peak velocity, c) DGA.
The maps of peak displacement, peak velocity and DGA are shown, only for the land portion
of the Italian territory, in Figure 2.6. DGA (Design Ground Acceleration) is the acceleration
parameter computed by the standard neo-deterministic procedure at national scale. This
quantity is obtained by computing the response spectrum of each synthetic signal for periods
of 1s and longer (i.e. the periods considered in the generation of the synthetic seismograms)
and extending the spectrum, at frequencies higher than 1Hz, using a design response
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spectrum. The procedure to obtain the Design Ground Acceleration (DGA) is described in
detail in Panza et al. (1996). The DGA values shown in Figure 2.6c are computed using the
shape of the Italian design response spectrum for soil A, which defines the normalized elastic
acceleration response spectrum of the ground motion for 5% critical damping.
The Italian design elastic response spectrum for the horizontal components is defined in
Norme Tecniche per le costruzioni (D.M. 14/09/2005) (paragraph 3.2.2.3 “Spettro di risposta
elastico”) by the equations:
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where T represents the period, Se the spectral acceleration, S the soil factor, η the factor that
takes into account for damping values ξ not equal to 5% (η=  5/10 ), TB, TC and TD
periods dividing the different branches of the spectrum. The values of S, TB, TC and TD
depend on the soil category, according to Table 2.1.
Table 2.1 - Values of the parameters in (2.1) referred to the horizontal components of the Italian design
response spectrum. The soil category A, B, C, D and E are defined in Norme Tecniche per le costruzioni
(D.M. 14/09/05) (paragraph 3.2.1).
Soil category S TB TC TD
A
B,C,E
D
1.0
1.25
1.35
0.15
0.15
0.20
0.40
0.50
0.80
2.0
2.0
2.0
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2.2 Correlation between macroseismic intensities and seismic ground motion
parameters
Following the same procedure proposed by Panza et al. (1997a), updated correlation
relationships between the macroseismic intensities felt in Italy and the peak values of
displacement, velocity and DGA have been computed to account for the currently adopted
earthquake catalogue (CPTI04), seismogenic zones (ZS9), focal mechanisms (Meletti et al.,
2008) and elastic design response spectrum (Norme Tecniche per le costruzioni D.M.
14/09/2005).
These correlation relationships are particularly relevant for countries with a long
seismological history since it facilitates the engineering use of historical events that are
quantified only in terms of macroseismic intensity. An example of the application of the
correlation relationships to the analysis of an historical earthquake will be provided in
chapter 4.
The peak values of displacement, velocity ad DGA have been calculated following the neo-
deterministic procedure described in the previous paragraphs, but adopting a different window
size for the smoothing of seismicity, since the purpose of this analysis is the comparison with
past earthquakes: a smoothing radius equal to 1 cell is used for events with magnitude larger
than 6.75 (Panza et al., 2001), while no smoothing is applied to smaller events. In this way no
error is associated to the location of the earthquakes and only the source dimension is
accounted for (3 cells ~ 50 km, comparable with the rupture dimension for an earthquake with
magnitude 6.75).
Two sources of Intensity data have been used: (1) the map of maximum macroseismic
intensities felt in Italy, made by Istituto Nazionale di Geofisica (ING) (Boschi et al., 1995a),
where the intensity values range between the V and the XI grade of MCS scale and (2) the set
of maximum intensities felt in every municipal land, compiled jointly by ING, SSN and
GNDT (ISG) (Molin et al., 1996), where the intensity values range between the VI and the X
grade of MCS scale. The analysis has been performed in the period common to both
intensities and earthquake catalogues (i.e. up to 1995).
Since peak values of ground motion and intensities are poorly correlated and their scatter is
considerable (Ambraseys, 1974; Decanini et al., 1995), the correlation hypothesis:
Ibby  10)log( (2.2)
(where y is a peak value and I is the intensity) is applied considering the average data. The
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mean values of displacement, velocity and DGA have been computed for every value of
intensity and they are reported in Table 2.2 and Table 2.3.
Table 2.2 - Mean values of displacement, velocity and DGA versus ING intensities.
I D (cm) V(cm/s) DGA(g)
V 0.1 0.3 0.005
VI 0.9 1.6 0.02
VII 1.8 3.3 0.04
VIII 3.3 6.8 0.09
IX 5.9 14.4 0.17
X 8.4 23.5 0.27
XI 8.2 23.6 0.28
Table 2.3 - Mean values of displacement, velocity and DGA versus ISG intensities.
I D (cm) V(cm/s) DGA(g)
VI 0.4 0.8 0.01
VII 1.1 1.7 0.03
VIII 2.2 4.0 0.05
IX 4.1 9.3 0.11
X 7.4 19.7 0.22
From intensity VI to intensity X the ISG mean values are lower than ING mean values. The
application of Equation (2.2) to the data of Table 2.2 and Table 2.3 has given the results
reported in Table 2.4 and Table 2.5, respectively, where 2 is determined assigning to the
values obtained from the regression coefficients an error of 2.
Table 2.4 - Results of regression (2.2) for ING data.
Displacement (cm) Velocity (cm/s) DGA (g)
b0 = -2.1 ± 0.5 b0 = -1.8 ± 0.3 b0 = -3.5 ± 0.3
b1 = 0.30 ± 0.06 b1 = 0.31 ± 0.04 b1 = 0.29 ± 0.04
25= 4.0 25 = 4.0 25 = 3.9
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Table 2.5 - Results of regression (2.2) for ISG data.
Displacement (cm) Velocity (cm/s) DGA (g)
b0 = -2.2 ± 0.2 b0 = -2.27 ± 0.03 b0 = -3.81 ± 0.03
b1 = 0.31 ± 0.02 b1 = 0.358 ± 0.004 b1 = 0.317 ± 0.003
23= 2.0 23 = 2.2 23 = 2.1
For each intensity data set (ING and ISG) the slopes (b1 parameter) of regression (2.2) are,
within the errors, comparable between themselves, but the slopes obtained with ING data are
smaller than the slopes obtained with ISG data.
The obtained relationships nicely confirms the earlier results of Cancani (1904), who
modified the original Mercalli scale into MCS and assigned the maximum values of ground
movement's acceleration to each grade, so that an increment of one intensity degree roughly
corresponds to a doubling of the PGA, and do not differ significantly from the previous
results obtained by Panza et al. (1997a).
The results tabulated for different intensities are shown in Table 2.6 and Table 2.7.
Table 2.6 - Conversion between the macroseismic observed MCS intensities (ING) and the interval values
of displacement, velocity and DGA.
Intensity Displacement (cm) Velocity (cm/s) DGA (g)
V 0.2 - 0.4 0.4 - 0.8 0.007 - 0.013
VI 0.4 - 0.7 0.8 - 1.7 0.013 - 0.025
VII 0.7 - 1.5 1.7 - 3.5 0.025 - 0.05
VIII 1.5 - 3.0 3.5 - 7.0 0.05 - 0.10
IX 3.0 - 6.0 7.0 - 15.0 0.10 - 0.20
X 6.0 - 12.0 15.0 - 30.0 0.20 - 0.35
XI 12.0 - 24.0 30.0 - 62.0 0.35 - 0.70
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Table 2.7 - Conversion between the macroseismic observed MCS intensities (ISG) and the interval values
of displacement, velocity and DGA.
Intensity Displacement (cm) Velocity (cm/s) DGA (g)
VI 0.5 - 1.0 0.8 - 1.7 0.01 - 0.025
VII 1.0 - 2.0 1.7 - 4.0 0.025 - 0.05
VIII 2.0 - 4.0 4.0 - 9.0 0.05 - 0.10
IX 4.0 - 8.0 9.0 - 20.0 0.10 -  0.20
X 8.0 - 17.0 20.0 - 46.0 0.20 - 0.50
Using these results it is possible to compute ground shaking scenarios in terms of
macroseismic intensity, which is the quantity that characterizes the impact of the earthquakes
on people, buildings and the environment and appears to be an appropriate parameter to
express the seismic hazard (Gómez Capera, 2006), since until 1900 most of the data contained
in the Italian earthquake catalogue, as well as in other countries, is based mainly on
macroseismic intensity.
2.3 Stability analysis for the neo-deterministic method
A stability analysis has been performed in order to assess the influence of the temporal length
of the input earthquake catalogue on the results of the neo-deterministic method. Two time
windows, both 500-years long, are considered, namely [1000,1500) and [1500,2000). In doing
the stability test, among the parameters representative of earthquake ground motion, we have
focused our attention on the DGA. This choice gives the possibility to make a comparison
between the neo-deterministic and the probabilistic maps (see chapter 3).
DGA maps corresponding to these limited periods of time have been computed and compared
with the map shown in Figure 2.6c. The comparison has been performed in terms of
macroseismic intensity converting the DGA values into macroseismic intensities (MCS),
using the empirical relationship based on ING data reported in paragraph 2.2. The differences
between the map for the whole catalogue and the maps for the 500 years length catalogue are
shown in Figure 2.7. The upward triangles indicate that the difference is positive, while the
downward triangles indicate that the difference is negative.
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a)                                                                              b)
Figure 2.7 - Differences in intensity between the neo-deterministic map computed considering the whole
catalogue (I1000) and the I500 map computed for the period a) [1000,1499], b)  [1500,1999]. The upward
triangles indicate a positive difference, while the downward triangles indicate a negative difference.
In both maps, the differences are not negligible; therefore we can assess that 500 years of
catalogue are not sufficiently representative of the seismicity of the Italian area. As a
consequence the results are strongly dependent on the 500 years period considered.
Differences are larger in Figure 2.7a than in Figure 2.7b. This means that the seismicity level,
defined by earthquakes with M5.0, increased in the last 500 years, providing a greater
contribution to the map in Figure 2.6c, with respect to that given by the earthquakes occurred
in the period [1000,1499]. A similar conclusion has been obtained by Vorobieva and Panza
(1993).
This observation suggests that the available information from past events may well not be
representative of future earthquakes and that the use of independent indicators of the
seismogenic potential of a given area is needed.
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2.4  Incorporating the input from seismogenic nodes into the neo-
deterministic method
The flexibility of the neo-deterministic method permits, among others, to incorporate the
additional information about the possible location of strong earthquakes provided by the
morphostructural analysis.
The method for the pattern recognition of earthquake-prone areas is based on the assumption
that strong events nucleate at the morphostructural nodes (Gelfand et al., 1972), specific
structures that are formed at the intersections of lineaments. Talwani (1988) found that large
intraplate earthquakes are related to intersections of lineaments and proposed a model
(Talwani, 1999) demonstrating that intersecting faults provide a location for stress
accumulation. Hudnut et al. (1989) and Girdler and McConnel (1994) evidenced the
relationship of earthquakes and intersections for plate boundaries and rift structures,
respectively. According to King (1986), fault intersections provide locations for initiation and
cessation of ruptures. The non-randomness of earthquake nucleation at the nodes was proved
statistically by a specifically designed method (Gvishiani and Soloviev, 1981).
Lineaments can be identified by the Morphostructural Zonation (MZS) Method
(Alekseevskaya et al., 1977) that, independently from any information about seismicity,
delineates a hierarchical block structure of the study region, using tectonic and geological
data, with special care to present-day topography. The boundary zones between blocks are
called lineaments and the nodes are formed at the intersections or junctions of two or more
lineaments. Among the defined nodes, those prone to strong earthquakes, called seismogenic
nodes, are then identified by pattern recognition techniques on the basis of the parameters
characterising indirectly the intensity of neo-tectonic movements and fragmentation of the
crust at nodes (e.g. elevation and its variations in mountain belts and watershed areas;
orientation and density of linear topographic features; type and density of drainage pattern).
The methodology developed for the recognition of earthquake prone areas has been
successfully tested in many different regions of the world. Recent earthquakes in each of the
regions studied have proved the reliability of the obtained results, since 84% of the post-
publication events occurred at the nodes recognized as prone to strong earthquakes (Gorshkov
et al., 2003 and references therein).
In Italy, the identification of the sites where strong events can nucleate has been performed by
Gorshkov et al. (2002, 2004). The morphostructural map has been compiled at the scale of
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1:1,000,000 by the combined analysis of topographic, tectonic, geological maps and satellite
photos. Under the assumption that future strong events will occur at the nodes, the seismic
potential of each node has been evaluated by the pattern recognition technique for two
magnitude thresholds: MN6.0 and MN6.5. For recognition purposes, the nodes have been
defined as circles of radius R=25 km surrounding each point of intersection of lineaments
(Gorshkov et al., 2002). Such node dimension is comparable with the size of the earthquake
source for the considered magnitude range (Wells and Coppersmith, 1994). The results of the
classification of the nodes for both magnitude thresholds are in good agreement with the
recorded seismicity; in fact almost all (more than 90%) of the past strong earthquakes
occurred at the recognized nodes. The lineaments and nodes prone to MN6.0 and MN6.5
events are shown in Figure 2.8.
a)                                                                   b)
Figure 2.8 - Morphostructural map of Italy and surrounding regions (after Gorshkov et al., 2002; 2004).
Lines with different thicknesses indicate morphostructural lineaments of different rank: thick lines
correspond to first order lineaments, medium lines to second order lineaments and thin lines to third
order lineaments. Longitudinal lineaments are marked by continuous lines and transversal lineaments by
dashed lines. Circles represent the nodes prone to earthquakes with magnitude a) MN6.0 and b) MN6.5,
respectively.
Although most of the seismogenic nodes recognised as potential sites for strong earthquakes
already experienced such an event in the past, there are still many nodes that have not yet
generated a strong earthquake.
Therefore an effective estimate of the seismic hazard, more realistic and reliable than that
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based on the unavoidably incomplete observations contained in the earthquake catalogues,
can be performed considering the contribution of the seismogenic nodes.
The information about the nodes has been naturally included in the neo-deterministic method,
considering not only the sources located within the seismogenic zones, as reported in the ZS9
(Meletti et al., 2008), but also the sources located within the earthquake prone nodes (Peresan
et al., 2009). Moreover, if the smoothed magnitude Msmooth of a source inside a node is lower
than the magnitude threshold, MN, identified for that node, in the scaling of the synthetic
seismograms we use MN. If a node has been recognised prone for both MN6.0 and MN6.5,
the conservative value MN=6.5 is adopted. The sources associated with the seismogenic nodes
are merged with those associated with the seismogenic zones to create a single database used
for the generation of synthetic seismograms. The DGA map obtained in this case is shown in
Figure 2.9.
Figure 2.9 - DGA map computed using both the seismogenic zones ZS9 (Meletti et al., 2008) and the
seismogenic nodes (Gorshkov et al., 2002, 2004).
A comparison between the DGA maps of Figure 2.9 and Figure 2.6c has been performed in
terms of intensity differences, which are shown in Figure 2.10. When the seismogenic nodes
are included in the computation, the hazard increases in correspondence of the nodes where
strong earthquakes did not yet occur, especially along the Alpine chain and the Ligurian area.
The introduction of the seismogenic nodes, which increases the number and in some cases the
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magnitudes of the considered sources, eventually permits to increase the number of grid nodes
where a hazard estimate is provided by the neo-deterministic approach. The points of Figure
2.9 that do not have a corresponding value in Figure 2.6c are shown by grey triangles in
Figure 2.10.
Figure 2.10 - Differences in intensity between the DGA maps shown in Figure 2.9 and Figure 2.6c. The
upward triangles indicate a positive difference, while the downward triangles indicate a negative
difference. The grey triangles are the points for which no value is given in Figure 2.6c. The seismogenic
zones ZS9 (polygons, Meletti et al., 2008) and the envelope of the distribution of seismogenic nodes for
both MN≥6.0 and MN≥6.5 (filled circles, Gorshkov et al., 2002, 2004) are shown as well.
The stability analysis, considering the time intervals [1000,1499] and [1500,1999], has been
repeated introducing the seismogenic nodes into the neo-deterministic computation. As
expected, the differences shown in Figure 2.11 are smaller than those of Figure 2.7, since the
contribution of the seismogenic nodes somehow supplies the seismicity missing due to the
limited (500 years) time windows considered in the stability experiment. Differences
disappear where the observed seismicity level is below the magnitude threshold associated
with the nodes, like in North-Western Italy. Discrepancies still remain where the earthquake
catalogue magnitude smoothed within the nodes exceeds the magnitude threshold of the
nodes.
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a)                                                                                 b)
Figure 2.11 - Differences in intensity between the NDSHA map computed considering the whole catalogue
(Figure 2.9) and the map computed including the seismogenic nodes (Gorshkov et al., 2002, 2004), for the
period a) [1000,1500), b)  [1500,2000). The upward triangles indicate a positive difference, while the
downward triangles indicate a negative difference.
The NDSHA is therefore a flexible method, capable of incorporating information of various
type, like the seismogenic nodes, that cannot be considered for example by the standard
probabilistic approaches. The comparison between the neo-deterministic and probabilistic
maps is provided in chapter 3.
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3 Comparison between NDSHA and PSHA maps
In chapter 2 the neo-deterministic method for the evaluation of the seismic hazard (NDSHA)
at national scale is illustrated. However, the most widely used method for seismic hazard
assessment (e.g. GSHAP) is the probabilistic method (PSHA – Probabilistic Seismic Hazard
Assessment), which is often adopted for seismic code purposes, even though it has been found
to show important limitations. In this chapter the main shortcomings of the PSHA are
presented and a comparative analysis between the NDSHA maps and the PSHA maps for the
Italian territory is provided.
3.1 Basics of PSHA
The classical PSHA (Cornell, 1968) determines the probability rate of exceeding, over a
specified period of time, various levels of ground motion.  PSHA consists of four steps, which
are illustrated in Figure 3.1):
Step 1 is the definition of earthquake sources. Sources might be fault sources or areal sources
within which earthquakes are assumed equally likely to occur at any location.
Step 2 is the definition of seismicity recurrence characteristics (e.g. seismicity rates) for each
source, assuming that earthquakes act independently (for a given space, Poissonian
distribution in time). A recurrence relationship, or equivalently an earthquake probability
distribution, indicates the chance of an earthquake of a given size to occur anywhere inside
the source during a specified period of time, usually one year. A maximum magnitude is
chosen for each source that represents the maximum event to be considered. A typical
recurrence relationship is the Gutenberg-Richter log-linear equation derived for the whole
Earth (Gutenberg and Richter, 1944):
MbaN 10log (3.1)
where N is the cumulative number of earthquakes of a given magnitude or larger that are
expected to occur during a specified period of time.
42
Step 3 is the estimation, through the attenuation relationships, of the earthquake effects
produced by earthquakes of different size occurring at different locations in each seismic
source.
Step 4 is the determination of the hazard at a site. The effects of all the earthquakes of
different sizes occurring at different locations in different earthquake sources at different
probabilities of occurrence are integrated into one curve that shows the probability of
exceeding different levels of ground motion at the site during a specified period of time.
Figure 3.1 - Basic steps of PSHA.
PSHA integrates over all the potential magnitudes and source-to-site distances to estimate the
mean annual rate y of exceedance of a given ground motion parameter value y at a site
(Abrahamson, 2006):
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where:
 )( minmN ii  (see Equation 3.1) is the mean annual rate of earthquake occurrence
above a minimum magnitude minm for each one of the SN potential earthquake
sources;
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  ,, rmyYP   is the probability that a particular ground motion parameter Y (e.g.
Peak Ground Acceleration, PGA) exceeds a certain value, y , for an earthquake of a
given magnitude, m, occurring at a given distance, r, and number, of (logarithmic)
standard deviations by which the (logarithmic) ground motion deviates from the
median value predicted by an attenuation equation for a given M=m and R=r pair;
 )()(),(, mrfmfrmf RMRM  is the joint probability density function of magnitude;
 2
2
2
1 
  ef )( is the probability density function (standardized normal density
function) of the ground motion variability.
In practice, the possible ranges of M, R,  are divided into bins of amplitude M, R and
Thus, the integrations in PSHA are performed in discrete steps (integrals in Equation 3.2
are replaced by summations) and y  is made up of contributions of a discrete number of
magnitudes, distances, and standard deviations of the ground motion (above the median
ground motion). Obviously the results critically depend upon the chosen amplitudes of M,
R and 
The Cornell approach (1968) evaluates the hazard from independent releases of seismic
energy and assumes that earthquakes occur independently in time as a memory less (Poisson)
process. Therefore, dependent events (i.e., foreshocks and aftershocks) must be identified and
removed from the earthquake catalogue before evaluating the rate of occurrence of
earthquakes at each source.
Assuming a Poisson process for ground motion occurrences, the probability of exceeding a
given ground motion parameter value during a given exposure time, t, can be estimated as:
tyeP  1 (3.3)
As a result of there being no preferred occurrence in any particular year, the return period (in
years) of an event exceeding a particular ground motion level is the reciprocal of its annual
probability of exceedance. Thus, a ground motion y  with a 10% probability of exceedance
in 50 years will have a mean annual rate of exceedance y (given by ty ).ln( 90 ) that
corresponds to a mean return period of 475 years ( 475002107011  .// y ).
The results of a PSHA are commonly summarized developing seismic hazard curves, which
show the mean annual rate (or the probability) of exceedance versus ground motion
amplitude.
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3.1.1 Treatment of uncertainties and the logic tree
There are, in general, two categories of uncertainties that need to be handled differently.
- Aleatory uncertainty: is the uncertainty that is related to the randomness of natural
phenomena. The terms “randomness”, “inherent variability”, “aleatory variability” or simply
“variability” are used instead of aleatory uncertainty. Aleatory uncertainty can not be reduced
by acquiring additional data or information.
- Epistemic uncertainty: is the uncertainty resulting from the scarcity of the data or the
insufficient knowledge of natural phenomena. The epistemic uncertainty is also called
scientific, statistical or professional uncertainty, or simply uncertainty. It is at the base of the
existence of alternative assumptions, mathematical models and values of the parameters of
each model. The epistemic uncertainty might be reduced by acquiring a better understanding
of the matter – that is, by acquiring additional data, better theoretical models, and improved
information.
Attenuation relationships represent a good example of this distinction. The aleatory
uncertainty is responsible of the range of possible PGAs for the next earthquake of a given
magnitude and distance, as represented by the mean and standard deviation. However, there
are several different published attenuation relationships, each reporting a different mean and
standard deviation at a given magnitude and distance. This represents epistemic uncertainty,
as time (e.g. additional observations) will eventually reduce these uncertainties and tell what
the “true” mean and standard deviation are.
In PSHA aleatory uncertainty is traditionally handled with probability density functions (e.g.
for magnitude and distance random variables), while epistemic uncertainties is considered by
applying logic trees that allow the use of alternative models and alternative parameter values
of each model.
Logic trees are decision flow paths made of several branches, to each of which is assigned a
subjective weight that represents the relative likelihood of that parameter value and/or model
being correct. Each uncertain model or parameter is represented by a knot, and the branches
extending from each knot are discrete alternatives of that model or alternative values of that
parameter.
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Figure 3.2 - Example of the logic tree approach. Weights assigned to branches are in brackets.
As an example of the logic tree formulation, Figure 3.2 shows a simple logic tree that
involves uncertainty in source zone models, values of earthquake recurrence parameters,
maximum earthquake magnitude values, and attenuation models. Following the paths of this
logic tree, the number of the terminal branches (or paths) is 16. A seismic hazard analysis is
carried out for each combination of models and/or parameters along each path. Thus, a hazard
curve is derived for each set of assumptions. Each hazard curve is assigned a weight equal to
the product of the probabilities on the branches along the path. Therefore, the epistemic
uncertainty in the mathematical models used in input and in the parameter values of such
models turns out in a family (or distribution) of hazard curves (with weights that sum to unity)
rather than a single one.
The family of hazard curves from a logic tree can be reduced to a set of percentile (or fractile)
Logic Tree Knot
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curves. Hence, the spread of the hazard for each level of ground motion can be statistically
quantified in terms of percentile curves. For example, the 95th percentile curve shows the
mean annual rates of exceeding target ground motion amplitudes, each of which has a 95%
chance of not being exceeded (or alternatively, a 5% chance of being exceeded).
3.2 Shortcomings of PSHA
Criticisms have been expressed on the probabilistic method by many authors (e.g. Castaños
and Lomnitz, 2002; Klügel, 2007a; Wang, 2008; Decanini et al., 2001; Klügel et al., 2006),
who show that the probabilistic results are not very realistic nor reliable. The probabilistic
method cannot fill in the gap due to the lack of knowledge about the physical process behind
an earthquake, so at the most it can supply generic guidelines.
The important limitation of the classical PSHA (Cornell, 1968) can be summarized in the
following:
 the probabilistic analysis supplies indications that are not sufficiently reliable to
characterize the seismic hazard, being affected by the definition of earthquake source
zones and frequency of occurrence of seismic events, both affected by serious
uncertainties;
 the mathematical modelling based on probabilistic concepts cannot fill in the gap due to
the lack of knowledge about the physical process behind an earthquake and, at the most, it
can supply only some guidelines;
 the confirmed fractal nature of earthquakes and their non-uniform distribution in space
and time implies that traditional PSHA estimations of seismic hazard are usually based on
erroneous assumptions.
More precisely:
1) the definition of seismogenic zones (SZ) is affected by serious uncertainties; moreover,
the uncritical assumption of uniformity of the seismogenic process within each zone can
introduce significant errors in the estimate of the seismic hazard at a given site.
2) the multiscale seismicity model describes the intrinsic difficulty of the probabilistic
evaluation of the occurrence of earthquakes (Molchan et al., 1997): accordingly to this
model recurrence can be represented by a linear power law relation (the most common is
the Gutenberg-Richter) only if the size of the study area is large with respect to the linear
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dimensions of the sources (fully satisfied in the study of global seismicity made by
Gutenberg and Richter); if the analysis is limited to smaller areas, as the seismogenic
zones are, the linearity is no longer preserved. Moreover, neglecting the properties of the
space distribution of epicentres, which is by far not uniform, may lead to a relevant
underestimation of earthquakes recurrence when applying frequency-magnitude
relationships estimated from a large area to a smaller territory (Nekrasova and
Kossobokov, 2005; Nekrasova et al. 2009).
3) the huge amount of attenuation relations existing in the literature assesses the difficulty
inherent in the choice of the attenuation relation to be used in the computation, that is
strongly dependent on the data set used for its calibration; moreover, the mathematical
model of PSHA is inaccurate since “it was assumed that all uncertainty of the problem is
concentrated in the uncertainty term of the attenuation equation and all other parameters
in the model are not random” (Klügel, 2007b) and this introduces a systematic error into
the calculation process that invalidates the hazard estimate - particular problems of the
probabilistic approach arise when dealing with the large uncertainties in the case of low to
moderate seismicity regions or regions lacking historical and instrumental earthquake
data.
4) the historically most used parameter in PSHA as well as in the engineering analysis for
the characterization of the seismic hazard is the PGA; actually, it is recognized that the
PGA alone cannot describe adequately all the effects associated to the ground shaking,
since the frequency content and the duration of a seismic wave-train are relevant to
estimate its damaging potential;
5) even if the logic tree approach permits to evaluate the stability/sensitivity of the results
with respect to the adopted parameters and models, it does not necessarily allow us to
obtain a seismic hazard estimate more realistic than the ones that might be obtained
considering determined choices; moreover the final result of PSHA is strongly influenced
by the weights assigned to each braches, which are usually determined on a subjective
base. Another major problem is the subjectivity in the grouping amplitudes of M, R
and 
From an observational point of view, the traditional probabilistic approach, indeed, has been
proved unsatisfactory by several recent events, like Kobe (Japan, 17.1.1995), Gujarat (India,
26.1.2001), Boumerdes (Algeria, 21.5.2003), Bam (Iran, 26.12.2003) and Eastern Sichuan
(China, 12.5.2008). In Table 3.1 the observed peak ground accelerations (PGA) for those
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strong earthquakes are compared with the PGAs predicted by PSHA, and show significant
disagreement.
Table 3.1 - Comparison between the expected and observed PGA for some recent strong earthquakes.
Where available, the computed DGA is reported as well.
Earthquake Expected PGA (g) with a
probability of exceedance of
10% in 50 years (return period
475 years)
Observed
PGA (g)
Computed
DGA (g)
Kobe 0.40-0.48 0.7-0.8
Gujarat 0.16-0.24 0.5-0.6 0.3-0.6
Boumerdes 0.08-0.16 0.3-0.4 0.4-0.6
Bam 0.16-0.24 0.7-0.8
Eastern Sichuan 0.16-0.24 0.6->0.8 (Shakemap)
Despite of the mentioned shortcomings, the probabilistic approach proposed by Cornell
(1968) and its modifications (Bommer and Abrahamson, 2006, and references therein) are
applied world-wide for the seismic hazard assessment.
Then, why seismic codes are still based on probabilistic seismic hazard maps? May such
maps overestimate or underestimate the hazard at a site? The answer to the last question is
crucial for its engineering aspects. A relevant contribution to the answer to the last question
can be obtained by comparing PSHA maps with the seismic hazard maps produced by a
physically sound method like NDSHA (see chapter 2), that has been applied so far in many
countries (Panza et al., 2002), and has not been contradicted by observations yet. Actually in
the cases of Gujarat and Boumerdes events the values obtained by the NDSHA (Aoudia et al.,
2000; Parvez et al., 2003) are well consistent with the observed PGA (Table 3.1).
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3.3 PSHA map for the Italian territory
The probabilistic seismic hazard map considered in this comparative analysis was issued by
INGV (Istituto Nazionale di Geofisica e Vulcanologia) in 2004, in agreement with the
requirements of the national regulations (Ordinance PCM n.3274/2003) aimed at the updating
of the Italian seismic zonation after the Molise earthquake of 31st October 2002.
The compilation of the seismic hazard map (Gruppo di Lavoro, 2004) was performed
following the classical approach proposed by Cornell (1968) and translated into computer
codes by Bender and Perkins (1987). It is worth to note that the new national seismic code is
based on methodologies and related computer codes that are more than 20 years old and thus
cannot accommodate the major recent steps forward made in Seismology (i.e. Panza et al.,
1997b; Molchan et al., 1997; Sarao’ et al., 1997; Romanelli et al., 1998; Vuan et al., 1998; Du
and Panza, 1999; Nunziata et al., 1999; Kravanja et al, 1999; Romanelli et al., 1999; Panza et
al., 2001) as briefly discussed in the following. Since PSHA depends significantly on the
appropriate description of the seismicity and of the geological conditions of the study area, a
revised earthquake catalogue CPTI04 (Gasperini et al., 2004) and a revised seismogenic
zoning ZS9 (Meletti et al., 2008) were considered for the analysis.
Despite of the revised input data, the resulting PSHA map represents the application of a
conventional and rather obsolete procedure, which does not account for the advances in
seismic hazard assessment achieved during the last decades. The major drawbacks are, in
general, related to the strong dependence of the resulting map on the quantity and quality of
the input data. The considered input information might not be sufficient to constrain
significantly the many involved parameters (e.g. seismicity rates, attenuation laws, etc),
especially in view of the given detail in PGA estimations, which may thus result a
computational artifice. As a consequence, the map may well describe the effects of past
earthquakes, but the predictive capability of the expected ground motion (PGA) could result
unsatisfactory, especially in areas that have not been struck by earthquakes in historical times.
Indeed, it has been observed that probabilistic maps of seismic hazard frequently require a
revision after the occurrence of a major earthquake, with a general increase of seismic hazard
in the affected area (e.g. Bommer and Abrahamson, 2006). This is exactly the case of the
Italian seismic code, which had to be updated in 1975, in 1981-84 and after the Palermo
(6/09/2002) and Molise (31/10/2002) earthquakes. More detailed discussion about time
dependent hazard is given in paragraph 2.3.
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The PSHA map computed by INGV (Gruppo di Lavoro, 2004;
http://zonesismiche.mi.ingv.it/) and shown in Figure 3.3 provides the "reference map” for the
current seismic regulation (Ordinance PCM n. 3519/2006) and building codes over the Italian
territory. The map has been defined taking into account the PGA (Peak Ground Acceleration)
as parameter of ground motion and considering a probability of exceedance of 10 % in 50
years, which corresponds to a return period of 475 years.
The map is the median (50% confidence) of the 16 maps corresponding to the 16 branches of
the logic tree adopted for exploring the alternative epistemic choices (Gruppo di Lavoro,
2004).
Figure 3.3 - PSHA  map of Italy expressed in terms of expected PGA (g) with a probability of exceedance
of 10% in 50 years (return period 475 years). The map is drawn according to the estimations by Gruppo
di Lavoro (2004). To facilitate the comparison and to be consistent with the real resolving power of the
data, the colour palette is the same used for the NDSHA maps, where each interval corresponds to one
degree of intensity (Table 2.6). The original map is available at the web page
http://zonesismiche.mi.ingv.it/mappa_ps_apr04/italia.html
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3.4 PGA Vs DGA
DGA and PGA, the parameters currently used in PSHA and NDSHA maps, although both
expressed in units of g, represent different physical quantities. In PSHA the hazard map is
defined in terms of PGA, which is the horizontal peak ground acceleration with 10%
probability of being exceeded in 50 years. This quantity is obtained treating in probabilistic
terms both the available information about the seismicity observed within each SZ and the
propagation of seismic waves (attenuation laws). The acceleration that we compute by
NDSHA method, the DGA, is the horizontal acceleration anchoring the elastic response
spectrum at the period T=0s, computed from the response spectrum obtained through the
modelling of the ground motion caused by the strongest earthquakes observed in each cell
falling in the SZ. DGA is comparable to the PGA, since an infinitely rigid structure (i.e. a
structure having a natural period of 0s) moves exactly like the ground (i.e. the maximum
acceleration of the structure is the same as that of the ground, which is the PGA). This is why
PGA has been used over the years to provide a convenient anchor point for the design spectra
specified by various regulatory agencies. Moreover, DGA is practically equivalent to EPA
(Effective Peak Acceleration), which is defined as the average of the maximum ordinates of
elastic acceleration response spectra within the period range from 0.1 to 0.5 seconds, divided
by a standard factor of 2.5, for the 5% damping (Panza et al., 2003).
Since the catalogue CPTI04 (Gasperini et al., 2004) appears to be complete for M≥5,
therefore sufficient for DGA estimation, during at least 1000 years (Vorobieva and Panza,
1993), it can be considered representative of a return period of about 500 years (sampling
theorem); this also on account of the stability test made in paragraph 2.3, where we have
shown that the analysis cannot be limited to 500 years of catalogue. Therefore the comparison
between DGA and PGA (return period 475 years) is justified. This is possible only in Italy
thanks to the uniquely long earthquake catalogue.
The PGA values provided by the PSHA map for the Italian territory (Gruppo di Lavoro, 2004)
are computed on a grid with a step equal to 0.05°, thus, for our purposes, it is sufficient to
sample them at the same nodes of the DGA grid. In this way, for each node of the 0.2°x0.2°
grid, well consistent with the real information content of the data, both the PGA and the DGA
value are available.
The intensity differences, calculated on the common grid points, between the PSHA map and
the NDSHA map of Figure 2.6c, which is computed based on the same data used for the
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definition of the PSHA map, is shown in Figure 3.4. Intensity values are computed using the
empirical relationship based on ING data reported in paragraph 2.2
Figure 3.4 - Differences in intensity between the neo-deterministic (Figure 2.6c) and probabilistic maps.
The upward triangles indicate a positive difference, while the downward triangles indicate a negative
difference. The seismogenic zones ZS9 (Meletti et al., 2008) are shown as well.
The probabilistic map supplies values larger than the neo-deterministic ones in 324 points out
of 469. The 145 points where the neo-deterministic map is giving larger values than the
probabilistic map are located in correspondence of the strongest observed seismicity (e.g.
Friuli, Central-Southern Apennines, Calabrian Arc and eastern part of Sicily), as it can be
expected by the smoothed seismicity within the seismogenic zones (see Figure 2.3b). This
fact supports the idea that PSHA underestimates the hazard in high-seismicity areas, as shown
in Table 3.1.
The intensity differences, in the common points, between the neo-deterministic map and the
probabilistic one have been computed also with respect to the map of Figure 2.9, in which the
seismogenic nodes are included in the neo-deterministic computation. They are shown in
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Figure 3.5. As a consequence of the increased hazard related with the seismogenic nodes,
there are 251 points in which the neo-deterministic map supplies the greatest values against
the 222 points in which the probabilistic map is higher. Therefore, PSHA estimate turns out to
be lower than that provided by NDSHA not only in correspondence of the high observed
seismicity but also in correspondence of the areas identified as prone to large earthquakes, but
where no strong earthquake has been recorded in the last 1000 years. In low-seismicity areas,
PSHA supplies values that are higher compared with those given by NDSHA; this is a natural
consequence of the smoothing property of PSHA.
Figure 3.5 - Differences in intensity between the neo-deterministic (Figure 2.9) and probabilistic maps.
The seismogenic zones ZS9 (polygons, Meletti et al., 2008) and the distribution of the seismogenic nodes
for both MN≥6.0 and MN≥6.5 (filled circles, Gorshkov et al., 2002, 2004) are shown as well.
The scatter plots showing the distribution of the PSHA values with respect to the NDSHA
values of Figure 2.6c and Figure 2.9, as computed at each grid node, are shown in Figure 3.6
and Figure 3.7, respectively. The comparison has been performed both in terms of intensity
(Figure 3.6a and Figure 3.7a) and acceleration (Figure 3.6b and Figure 3.7b). The red thick
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line corresponds to identical values estimated by PSHA and NDSHA. The scatter plots
enhance the fact that the PSHA provides estimates larger than those given by NDSHA for
small values of ground shaking, while the PSHA estimates are comparatively low where the
most severe ground shaking is expected (i.e. for intensities larger than IX).
When considering the information from the seismogenic nodes (Figure 3.7), the
correspondence between PSHA and NDSHA improves only at low and moderate intensities,
while the picture remains practically unchanged in areas of high ground shaking. Therefore
the large values estimated by NDSHA are not controlled by the high seismogenic potential
associated with the morphostructural nodes, but rather reflect the observed seismicity.
Figure 3.6 and Figure 3.7 show that NDSHA values expressed in terms of DGA may reach
very high values (up to 0.56 g), if compared with the highest value of PGA (0.28 g). Such
difference is mainly due to the fact that DGA estimates provide somehow an upper bound for
the expected ground shaking. On the other side, PGA accelerations provide thresholds with
10% probability of being exceeded in 50 years, which correspond to a return period of 475
years. In fact the return period can be interpreted as the average time between occurrences of
a certain seismic hazard (a specific ground motion value) at a given site. Therefore PGA
values might not be representative particularly for the largest/rare events (i.e. with a return
period longer than 475 years) and the main shortcomings of PGA estimates can be
summarized as follows:
- PGA estimates depend on the probability of occurrence of the next large event at a
given site, which is highly uncertain;
- the return period of 475 years is not sufficient to reliably characterize the Italian
seismicity (see paragraph 2.3).
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a)                                                                  b)
Figure 3.6 - Scatter plots comparing the PSHA and NDSHA (Figure 2.6c) values for the common grid
points in terms of a) intensity and b) acceleration. The red line corresponds to the values for which
estimations from the PSHA and NDSHA approaches coincide. The linear regression line (black, dashed
line) and the r-squared value are shown as well. The size of the circles in part a) is proportional to the
frequency of each (INDSHA,IPSHA) pair.
a)                                                                          b)
Figure 3.7 - Scatter plots comparing the PSHA and NDSHA (Figure 2.9) values for the common grid
points in terms of a) intensity and b) acceleration. The red line corresponds to the values for which
estimations from the PSHA and NDSHA approaches coincide. The linear regression line (black, dashed
line) and the r-squared value are shown as well. The size of the circles in part a) is proportional to the
frequency of each (INDSHA, IPSHA) pair.
r2 = 0.42r2 = 0.32
r2 = 0.39 r2 = 0.46
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The reference seismic hazard map (Figure 3.3) has been recently complemented with 8 hazard
maps, computed (using the same logic tree approach, same procedures and same input data)
for different probabilities of exceedance in 50 years (Progetto INGV-DPC S1, 2006). The
map associated with the lowest probability of exceedance, namely 2% in 50 years (which
corresponds to a return period of 2475 years) is shown in Figure 3.8. The PGA values are
obviously higher than those of Figure 3.3, and the highest values (the maximum being 0.62 g)
are very similar to those estimated by NDSHA maps; this is even more evident in the scatter
plot associated to the PGA values of Figure 3.8 and the DGA values of Figure 2.9, shown in
Figure 3.9.
Figure 3.8 - PSHA  map of Italy expressed in terms of expected PGA (g) with a probability of exceedance
of 2% in 50 years (return period 2475 years). The map is drawn according to the estimations by Progetto
INGV-DPC S1 (2006). To facilitate the comparison and to be consistent with the real resolving power of
the data, the colour palette is the same used for the NDSHA maps, where each interval corresponds to one
degree of intensity (Table 2.6). The original map is available at the web page http://esse1.mi.ingv.it/.
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Figure 3.9 - Scatter plot comparing the PGA (Figure 3.8) and DGA (Figure 2.9) values for the common
grid points. The red line corresponds to the values for which PGA and DGA estimations coincide. The
linear regression line (black dashed, line) and the r-squared value are shown as well.
Therefore NDSHA, which does not take into account the frequency of occurrence of the
earthquakes, gives conservative estimates in high-seismicity areas that can be well compared
with PSHA estimates for long return periods (T ≥ 2475 years). On the other side PSHA tends
to overestimate, compared to NDSHA, the seismic hazard in low seismicity areas, especially
when long return periods are considered.
The possibility to appropriately incorporate the earthquake frequency information in the
NDSHA approach, so as to associate a probability of occurrence to the modelled ground
shaking, could be explored combining the NDSHA with the Unified Scaling Law for
Earthquakes (USLE).
3.5 USLE
The Gutenberg-Richter recurrence relation (Gutenberg and Richter, 1954, 1956), which is the
most reliable and generally accepted law of similarity in seismology, establishes for a given
space-time volume, the relation between the annual number of earthquakes, N, and the
magnitude, M:
maxmin)()(log MMMMbaMN  510 (3.4)
where minM and maxM are lower and upper magnitude cut-offs. The coefficient a characterizes
r2 = 0.38
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the expected level of seismic activity in the area, and b reflects changes in the number of
earthquakes in successive magnitude ranges. However, as discussed in paragraph 3.2, the
multiscale seismicity model (Molchan et al., 1997) and the “characteristic earthquake” concept
(Schwartz and Coppersmith, 1984) reveal the difficulty in choosing the size of the region to
analyze, so that it is large enough to guarantee the linearity of the Gutenberg-Richter relation
and related concepts. In fact, the relation (3.4) does not include any information on the size of
the considered region.
Under the hypothesis of self-similarity of the seismic process in space, that is, there are no
major differences in the geometry of a set of epicentres when considered at different scales, it is
possible to generalize, with some approximation, the Gutenberg-Richter relation including in it
the fractal characteristics of seismicity (Kossobokov and Mazhkenov, 1988). Let N(M,L) be the
expected annual number of earthquakes in a seismically active area of linear dimension L. In
the case of similarity, the correspondence between N(M,L) and N(M) from the Gutenberg-
Richter relation can be represented as clLMNLMN )/)((),(  , where N(M) = N(M, l) and l
is the characteristic length of the region. Thus, the recurrence relation (3.4) can be rewritten as:
LCMBALMN 1010 5 log)(),(log  (3.5)
where the coefficient C can be interpreted as the fractal dimension (Mandelbrot, 1982) of the
set of epicentres, which shows how the number of earthquakes, N, is changing with the linear
dimension, L, of an area, and the coefficients A and B are similar to a and b in equation (3.4).
The relationship (3.5) is denoted as the Unified Scaling Law for Earthquakes (USLE).
The A, B and C coefficients are estimated subdividing the magnitude range in adjacent intervals
with the same length and subdividing the entire area into a hierarchy of areas (levels) with
dimensions in geometric progression, compatibly with the completeness of the data and with the
dimension of the seismic sources included in the analysis. For each magnitude range j and for
each level i of spatial hierarchy, the mean number of earthquakes Nji is defined as:
j
ij
ji N
QnN  2))((
where summation extends over all areas iQ  at the i-th level of hierarchy; )( ij Qn is the
number of events in the magnitude range j and area iQ of linear size iL ; jN is the total
number of events in the magnitude range j. Estimates of A, B, and C are computed, with the
least squares method, from the set of linear algebraic equations:
ijij LCMBAN 1010 5 log)(log 
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The procedure is applied 100 times with randomized box counting settings (Nekrasova and
Kossobokov, 2002) and the final A, B, and C parameters are computed as the mean of the 100
obtained values. Since the coefficient C characterizes the power-law scaling (i.e. the
proportionality or similarity) in the range [ iL min, iL max], one can assume it being the same of the
existing limit when 0miniL  and, therefore, call it a fractal dimension. A detailed description
of the algorithm can be found in Nekrasova et al. (2009).
USLE coefficients have been computed to provide a seismic hazard map in terms of maximum
expected intensity with probability of exceedance of 10% in 50 years (Nekrasova, 2009) in
order to compare the resulting map with the NDSHA (Figure 2.9) and PSHA (Figure 3.3)
maps.
The Updated Catalogue of Italy (UCI2001, Peresan and Panza, 2002) spanning from 1900 to
the middle of 2009 and the Current Catalogue of Italy (CCI1996, Peresan et al., 1997) for the
period 1870-1899 have been used. The UCI2001 catalogue is composed by the CCI1996
catalogue (Peresan et al., 1997) for the period 1900-1985 and it is updated with the NEIC
Preliminary Determinations of Epicentres since 1986 (Peresan et al., 2000).
USLE coefficients have been computed in 4 steps of the spatial hierarchy from 0-level L0 =1°
down to L3 =1/8°. For the five cells where the data from 1°x1° area is not enough for a
reliable estimation of USLE coefficients, the values of A, B, and C have been obtained at a
higher hierarchical scaling of territory, starting from 0-level L0 = 2° down to L3 =1/4°. Four of
these cells are located in Southern Italy (Basilicata and Puglia regions) and one is in Eastern
Alps.
The USLE coefficients, sampled at the nodes of the grid 0.2°x0.2°, have been used to
compute the the rate N(M) for circle areas S with radius 1/4° and centres at the nodes of the
0.2°x0.2° grid:
251010
C
MBA SMN   )()( (3.6)
Using (3.6), for the magnitude ranges from 4.0 to 7.0, with 0.5-magnitude step, the expected
number of events in 50 years )()( MNMN  5050 has been computed. For each area S the
maximum magnitude with the expected number N50(M) ≥ 10% has been found and the
intensity corresponding to this maximum magnitude has been estimated using the empirical
relationship between magnitude and macroseismic intensity given in Table 3.2. To each grid
point is therefore assigned an intensity corresponding to the maximum one with probability of
exceedance of 10% or more, allowing us to compare the resulting map with the NDSHA and
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PSHA results. For this reason, for those points where no intensity value has been assigned by
the proposed procedure, an intensity value determined as the maximum intensity of the
neighbours’ points minus one has been associated. This simple smoothing has been applied
down to the limit intensity IV. The resulting map is shown in Figure 3.10.
Table 3.2 - Empirical relationship between magnitude and macroseismic intensities, obtained rounding
the magnitudes proposed by the D’Amico et al. (1999) relationship to 0.5.
M
4 4.5 5 5.5 6 6.5 7.0
I V VI VII VIII IX X XI
Figure 3.10 - Intensity map with 10% probability of exceedance in 50 years computed by the USLE based
approach.
Differences between the intensity map computed by the USLE approach and:
a) the PSHA intensity map associated with Figure 3.3,
b) the NDSHA intensity map associated with Figure 2.9
are presented in Figure 3.11a and Figure 3.11b. We can see that the number of points where
USLE and PSHA intensities differ (450 points out of 789) is smaller than the number of
61
points where USLE and NDSHA intensities differ (547 points out of 767). Moreover,
differences are greater in Figure 3.11b than in Figure 3.11a, the last showing a quite good
agreement between USLE and PSHA methods on the territories characterized by high level of
seismic activity, e.g. Friuli Venezia Giulia, Central Apennines and North of Sicily. This is
mainly due to the fact that USLE and PSHA estimates are both based on the recurrence of
earthquakes. Nevertheless in Southern Apennines, Calabrian Arc and eastern part of Sicily,
where strong earthquakes are also observed, but with a low recurrence, USLE provides values
lower than those given by PSHA, and especially by NDSHA. These differences might be
explained considering that USLE does not account for waves propagation and attenuation,
which turns out to be particularly relevant in areas characterised by very rare and strong
earthquakes.
a)                             b)
Figure 3.11 - Differences in intensity between the map computed by the USLE approach (Figure 3.10) and
a) PSHA map (Figure 3.3), b) NDSHA map (Figure 2.9). The upward triangles indicate a positive
difference, while the downward triangles indicate a negative difference.
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4 Seismic modelling aimed at the reconstruction of the
sources characteristics of the past seismic events: the
1117 earthquake
The modelling of soil motion through synthetic seismograms (see chapter 2) can be efficiently
used for the reconstruction of the source characteristics of the seismic events in absence of
instrumental observations. In fact it is possible to perform a series of ground motion
simulations, varying some parameters of the probable seismic source (parametric analysis) in
order to better understand the features of past earthquakes as well as to prevent future
damage. Therefore the re-evaluation of historical earthquakes is an important task in seismic
hazard assessment studies. When the causative seismogenic fault is not recognized and there
are no faulting evidences that allow direct paleoseismological investigations, the re-evaluation
study can be constrained through the analysis of macroseismic data. The re-evaluation of
historical earthquakes is particularly relevant for the Alpine region, where the strong
earthquakes are few with respect to those occurring in the Apennines. The earthquakes with
M≥6.0 occurred in the Alps and reported in the CPTI04 earthquake catalogue (Gasperini et
al., 2004) are listed in Table 4.1.
Table 4.1 - List of the earthquakes occurred in the Alps in the time interval 1000-2008 [CPTI04, Gasperini
et al., 2004]. Only events with maximum magnitude larger than 6.0 are reported.
    Date      Time       Lat      Lon      Magnitude
1117/01/03  13:00    45.33    11.20      6.49
1201/05/04  15:00    47.10    14.20      6.00
1222/12/25  11:00    45.48    10.68      6.05
1348/01/25  00:00    46.25    12.88      6.66
1511/03/26  14:40    46.20    13.43      6.51
1556/01/24  00:00    47.00    15.00      6.60
1601/09/08  01:00    46.82     8.50      6.00
1640/00/00  00:00    45.92    15.50      6.00
1695/02/25  05:30    45.80    11.95      6.61
1796/04/20  06:12    47.20     9.42      6.00
1873/06/29  03:58    46.15    12.38      6.33
1887/02/23  05:21    43.92     8.07      6.29
1895/04/14  22:17    46.13    14.53      6.25
1946/01/25  17:32    46.30     7.50      6.10
1976/05/06  20:00    46.24    13.12      6.43
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For the 1511 Western Slovenia earthquake (M=6.9), the largest event occurred so far in the
region of the Alps–Dinarides junction, modelling has permitted to identify the occurrence of a
single event rupturing 50 km of the Idrija right-lateral strike-slip fault with bilateral rupture
propagation (Fitzko et al., 2005). In this thesis a constraint for the possible source model for
the strong earthquake occurred the 3 January 1117 (Zuccolo et al. 2009) is presented.
In the seismological literature this earthquake represents an interesting case study, both for the
size of the area in which this event was felt (recordings are primarily monastic sources of the
12th century) and for the amount of damage mentioned. Guidoboni et al. (2005) have recently
reviewed the knowledge about this earthquake from an historical point of view, revaluating
the effects.  Analyzing the monastic time system in the 12th century they have detected 3
distinct earthquakes that occurred in the same period. They are show in Figure 4.1 (Guidoboni
et al., 2005).
Figure 4.1 - Epicentral location of the three earthquakes detected by Guidoboni et al. (2005).
Here and in the following, when in the literature non-integer values for the epicentral
intensity, I, are reported, we use the symbol ~ followed by an integer. In fact, any
macroseismic intensity scale is a discrete scale of integer values by its nature. To be
conservative, we round off by excess the non-integer values given in the literature. The first
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detected earthquake (I~VIII MCS, M=6.4) occurred in lower Germany during the night of 3
January 1117; the second event was more violent and occurred in northern Italy (Verona area)
about 12-13 hours later the first; the third earthquake (I~VIII MCS) was located in Tuscany in
the Pisa area.
The second earthquake, the Venonese one, is the earthquake usually reported in the literature
and it is the one on which is concentrated the analysis presented in this thesis. It is the largest
known event occurred so far in the Po Valley. The epicentral intensity associated to this
earthquake is IX MCS.
The lack of instrumental observations for strong events in the Po Valley cannot therefore be
attributed to the absence of tectonic structure capable of generating strong earthquakes, but
rather to the long return periods of such earthquakes. In fact the epicentre of this earthquake
can be tentatively associated with the seismogenic node A80 (Gorshkov et al., 2004), capable
of earthquakes with M6.5.
However, since the tectonic structures responsible of the 1117 earthquake are not yet clearly
identified and characterized, the source characteristics of this event are still poorly understood
and strongly debated. Therefore a parametric analysis on the source main characteristics
(epicentre, magnitude, hypocentral depth and focal mechanism) has been performed and the
results have been compared with the available macroseismic observations in order to define
suitable source configuration capable to reproduce the macroseismic observations.
4.1 Macroseismic observations
The available macroseismic observations related to the 1117 earthquake in the Po Valley are
the isoseismal that encloses the area hit by macroseismic intensity IX (MCS) reported in
Caputo (1987) (Figure 4.2a) and the hypothesis of macroseismic field reported in Serva
(1990) (Figure 4.2b).
The observed macroseismic field has also been recomputed by the MPF (Modified
Polynomial Filtering) method developed by Molchan et al. (2002), using the data of
Guidoboni et al. (2005) and various symbolic data reported in the literature (DOM4.1, CFTI3,
CFTI4MED) that do not contradict the published ones. However, due to the scarcity of the
data only the isoseismals of intensity IX, represented in Figure 4.3 with a continuous line, is
reliable.
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a) b)
Figure 4.2 - Observed isoseismals for the 1117 earthquake in the Po Valley. a) Isoseismal of intensity IX
(MCS) reported in Caputo (1987); b) Macroseismic filed reported in Serva (1990) – the estimated
intensities (MCS) are: a) IX b) VIII, c) VII.
Figure 4.3 - Macroseismic field computed for the 1117 earthquake in the Po Valley by the MPF method
(Kronrod, p.c.). Only the isoseismal of intensity IX is reliable.
The value of the isoseismal line of Caputo (1987), estimated equal to IX (MCS), seems to be
high with respect to the isoseismals hypothesized by Serva (1990) and also to that computed
by the MPF method; therefore this isoseismal has been not taken into account in the
subsequent analyses. Instead, the macroseismic field proposed by Serva (1990) gives
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epicentral intensity (IX MCS) and location (epicentre located 10-15 km away from Verona in
the SE direction) in good agreement with the modelling obtained by the MPF method.
The maximum observed intensities reported in Guidoboni et al. (2005) for the main cities hit
by the 1117 earthquake have also been used for a quantitative comparison with the computed
intensities. Since the values of the modelling are computed on a grid with step 0.2° (see
chapter 2) it has been necessary to discretize the intensity distribution on the grid. In case of
half-degree intensity data, like VIII-IX, and for discordant intensity values at the same node
of the grid, the maxima and minima integer values have been taken into consideration and the
maximized (conservative) and minimized database have been constructed (Figure 4.4).
a) b)
Figure 4.4 - Observed MCS intensities (Guidoboni et al., 2005) rounded to integer values and discretized
on a grid with step equal to 0.2°: a) maximized database, b) minimized database.
4.2 Modelling of the observations
The modelling of the macroseismic observation of the 1117 earthquake in the Po Valley has
been performed computing different scenarios of expected ground motion varying some
characteristics of the possible source, like epicentre, focal mechanism, hypocentral depth and
magnitude. These parameters have been varied inside a range of possible values chosen
according to the re-evaluation found in recently published literature, the instrumental seismic
recordings for the small magnitude earthquakes in the zone and the seismogenic zone in force.
Given the scarce macroseismic observations as few as possible degrees of freedom have been
considered in the modelling. Thus, site effects have not been included in the computations.
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The source has been modelled first with a point-source and then with an extended-source,
with different rupture-propagation processes.
Scenarios have been computed at the bedrock in terms of ground velocities, since they are
well in relation with the seismic energy, which is a good indicator of the damaging potential
of an earthquake (Benjamin et al., 1988; Uang and Bertero, 1988; 1990; Decanini and
Mollaioli, 1998). Scenarios have been computed with a procedure similar to that explained in
chapter 2. Obviously in this case only one source, with coordinates discretized on the grid and
parameters selected according to independent information, is considered, while the definition
of the sources at national scale is automatized.
The results of the modelling have been evaluated in terms of the misfit between the available
macroseismic data (isoseismals and maximum observed intensities) and the intensities
theoretically derived from velocities using the regression relations obtained by Panza et al.
(1997a) for the Italian territory. The results are stable considering the new attenuation
relations of paragraph 2.2; therefore only the numerical values computed using the
attenuations relations obtained by Panza et al. (1997a) are reported in the following.
The misfit between observed and computed intensities has been at first performed through the
Spearman test (Spearman, 1904) to assess the better fault model for the 1117 earthquake. It is
appropriate to perform the correlation analysis considering the Spearman's rank correlation
coefficient, since it is a non-parametric measure of correlation – that is, it assesses how well
an arbitrary function could describe the relationship between two variables, without making
any assumption about the frequency distribution of the variables.
The source model giving the highest Spearman’s rank correlation coefficient among the
different analyzed scenarios has been selected as our preferred source for the 1117 event.
4.2.1 Epicentral location
The various epicentres considered by Guidoboni et al. (2005) (Figure 4.5) have been
analyzed. They are the epicentres proposed by 1 - Giorgetti and Iaccarino (1971), 2 - Carrozzo
et al. (1973), 3 - Bernardis et al. (1977), 4 - Postpischl (1985), 5 - Van Gils and Leydecker
(1991), 6 - Boschi et al. (1995b,1997,2000), 7 - ECOS (Switzerland, 2002), 8 - SisFrance
(France, 2002). The eight epicentres of Figure 4.5 have been discretized on the 0.2°x0.2° grid
and a ground shaking scenario for each discretized epicentre has been computed, in terms of
velocity.
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Figure 4.5 - Possible epicentres of the 1117 earthquake as indicated by Guidoboni et al. (2005).
The magnitude considered in this first analysis is 6.5, as reported in various catalogues,
including CPTI04 (Gasperini et al., 2004). The focal mechanism adopted is the one associated
with the seismogenic zone ZS906 (Meletti et al., 2008) (strike=51°, dip=29°, rake=316°),
where the epicentre of the 1117 earthquake falls. According to the depth class indicated by the
seismogenic zoning (Meletti et al., 2008) and in agreement with Panza et al. (2001) the
hypocentral depth has been fixed equal to 10 km.
For each scenario the misfit between the observed data (for both the maximized and the
minimized database) and the intensities derived using the relationships (for both the ING and
ISG data) obtained by Panza et al. (1997a) has been computed by the Spearman’s test, applied
to 28 samples. The analysis is reported in Table 4.2. For each column the highest Spearman’s
correlation coefficient is indicated with an asterisk. The highest value is 0.62 and corresponds
to the epicentral location (labelled by number 6, Figure 4.5) considered by Boschi et al.
(1995b, 1997, 2000) and reproposed by Guidoboni et al. (2005). This location gives also the
best (qualitative) agreement with the isoseismal of intensity IX (MCS) drawn by Serva (1990)
(Figure 4.2b) and by MPF method (Figure 4.3). Therefore this location has been used as the
epicentre of the 1117 earthquake in the subsequent analyses.
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Table 4.2 - Spearman’s rank correlation coefficients obtained comparing the MCS observed intensities
(Figure 4.4) and the ones computed for the different analyzed epicentral locations. Concerning the observed
intensities, both the maximized (“MAX”) and minimized (“MIN”) database have been considered. The
computed intensities have been obtained through the empirical relationships (Panza et al., 1997a) between the
velocities and the macroseismic intensities reported in the data base “ING” and “ISG”.  The highest
Spearman’s correlation coefficient in each column is indicated by an asterisk.
MAX MINEpicentral
location
Discretized
coordinates ConversionPGV-I
(ING data)
Conversion
PGV-I
(ISG data)
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
1,2,8   10.9°E, 45.5°N 0.48 (0.0105) 0.38 (0.0462) 0.47 (0.0122) 0.37 (0.0507)
3 11.5°E, 45.5°N 0.35 (0.0684) 0.40 (0.0361) 0.31 (0.1069) 0.32 (0.0955)
4,5 10.9°E, 45.7°N 0.32 (0.0965) 0.46 (0.0148) 0.27 (0.1680) 0.38 (0.0451)
6 11.1°E, 45.3°N 0.62 (0.0005)* 0.57 (0.0017)* 0.57 (0.0016)* 0.45 (0.0166)
7   11.1°E, 45.5°N 0.39 (0.0405) 0.54 (0.0031) 0.46 (0.0146) 0.50 (0.0070)*
4.2.2 Focal mechanism, magnitude and hypocentral depth
A parametric analysis has been performed also with respect to the source focal mechanism,
magnitude and hypocentral depth.
Two different focal mechanisms have been taken into account: the focal mechanism
associated to the seismogenic zone ZS906 and the focal mechanism of the 24.11.2004 Salò
earthquake (MW=5.2) that is the strongest earthquake occurred in the Garda lake area for
which an estimate of the focal mechanism is available. The parameters of this focal
mechanism (strike=231°, dip=47°, rake=64°) are those proposed by Guidarelli and Panza
(2006) by means of INPAR, a waveform inversion method that is particularly suitable for
shallow sources.
Three different magnitudes have been considered: M=6.5, which is the magnitude reported in
the CPTI04 earthquake catalogue (Gasperini et al., 2004), M=6.8, which is the seismic
potential of the fault system characterizing the Pedealpine margin (Serva, 1990), M=7.0,
which is the magnitude proposed by Guidoboni et al. (2005).
The hypocentral depth has been selected, accordingly with Panza et al. (2001) depending on
the magnitude value, as explained in chapter 2: h=10 km for M=6.5 and 6.8 and h=15 km for
M=7.0.
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The ground velocity scenarios obtained for the different combinations of the source
parameters (focal mechanism, magnitude and hypocentral depth) and for the epicentral
location considered by Boschi et al. (1995b, 1997, 2000) and reproposed by Guidoboni et al.
(2005) are shown in Figure 4.6, Figure 4.7 and Figure 4.8, respectively.
a) b)
Figure 4.6 - Velocity ground shaking scenarios computed for a source with the epicentral location
proposed by Guidoboni et al. (2005), M=6.5 and h=10 km. The adopted focal mechanisms are: a) the focal
mechanism of the seismogenic zone ZS906 (Meletti et al., 2008); b) the focal mechanism of the 24.11.2004
Salò earthquake (Guidarelli and Panza, 2006).
a) b)
Figure 4.7 - Velocity ground shaking scenarios computed for a source with the epicentral location
proposed by Guidoboni et al. (2005), M=6.8 and h=10 km. The adopted focal mechanisms are: a) the focal
mechanism of the seismogenic zone ZS906 (Meletti et al., 2008); b) the focal mechanism of the 24.11.2004
Salò earthquake (Guidarelli and Panza, 2006).
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                                  a)                                                                              b)
Figure 4.8 - Velocity ground shaking scenarios computed for a source with the epicentral location
proposed by Guidoboni et al. (2005), M=7.0 and h=15 km. The adopted focal mechanisms are: a) the focal
mechanism of the seismogenic zone ZS906 (Meletti et al., 2008); b) the focal mechanism of the 24.11.2004
Salò earthquake (Guidarelli and Panza, 2006).
Again, these scenarios have been checked against the available observations of Figure 4.4
through the Spearman test. The results are shown in Table 4.3. In all the cases, the values
calculated considering the maximized database are higher than those calculated considering
the minimized database. The source configuration that better reproduces the macroseismic
observations is the one for which the Spearman’s rank correlation coefficient is maximum.
The highest value is 0.72, which is a sufficiently good value considering the scarcity and the
quality of the starting data. It is computed considering the relation peak velocities–intensities
based on the ISG data and corresponds to the source configuration with M=6.8 and the Salò
earthquake focal mechanism (Guidarelli and Panza, 2006).
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Table 4.3 - Spearman’s rank correlation coefficients obtained comparing the MCS observed intensities
(Figure 4.4) and the ones computed for the different analyzed focal mechanism-magnitude-hypocentral
depth combinations. Concerning the observed intensities, both the maximized (“MAX”) and minimized
(“MIN”) database have been considered. The computed intensities have been obtained through the
empirical relationships (Panza et al., 1997a) between the velocities and the macroseismic intensities
reported in the data base “ING” and “ISG”. The highest Spearman’s correlation coefficient in each
column is indicated by an asterisk.
MAX MIN
Conversion
PGV-I
(ING data)
Conversion PGV-I
(ISG data)
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
M=6.5,zs9 0.62 (0.0005) 0.57 (0.0017) 0.57 (0.0016) 0.45 (0.0166)
M=6.5,Salò 0.67 (0.0001)* 0.65 (0.0002) 0.52 (0.0050) 0.60 (0.0008)
M=6.8,zs9 0.64 (0.0003) 0.48 (0.0105) 0.55 (0.0024) 0.43 (0.0230)
M=6.8,Salò 0.66 (0.0001) 0.72 (0.00002)* 0.59 (0.0009)* 0.63 (0.0004)*
M=7.0,zs9 0.56 (0.0022) 0.58 (0.0014) 0.53 (0.0038) 0.52 (0.0045)
M=7.0,Salò 0.58 (0.0011) 0.42 (0.0279) 0.55 (0.0025) 0.39 (0.0426)
The misfit between the observed and computed MCS intensities has been also estimated
computing the total misfit dtot=di, where di=|IOBS-ICALC| is the absolute value of the difference
between observed and computed intensities, and the number of sites in which the computed
intensities are equal to the observed ones (di=0). The total misfit dtot=di and the number of
points in which di=0 for the maximized database are shown in Table 4.4. For the intensities
computed considering the relation peak velocities–intensities based on the ISG data, the
source configuration with M=6.8 and the Salò earthquake focal mechanism (Guidarelli and
Panza, 2006) is the one that satisfies both the criteria of minimum total misfit (dtot=17) and
maximum number of sites in which the computed intensities are equal to the observed ones
(di=0 in 13 sites). The maximum number of sites in which di=0 (di=14) is reached when the
regression relationship based on the ING data, M=7.0 and the Salò earthquake focal
mechanism (Guidarelli and Panza, 2006) are considered. However the corresponding total
misfit (dtot=20) and the Spearman’s rank correlation coefficient (0.58) are not likewise good.
Therefore we are in favour of:
- the epicentral location proposed by Guidoboni et al. (2005);
- a magnitude close to the seismic potential of the fault system characterizing the Pedealpine
margin in the Veronese area, estimated to be about M=6.8 (Serva, 1990);
- a thrust focal mechanism similar to that associated to the 24.11.2004 Salò earthquake
(Guidarelli and Panza, 2006).
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Table 4.4 - Total misfit dtot=di and number of points in which di=0 for the maximized database. The
computed intensities have been obtained through the empirical relationships (Panza et al., 1997a) between
the velocities and the macroseismic intensities reported in the data base “ING” and “ISG”. The minimum
total misfit and the maximum number of sites in which di=0 in each column are indicated by an asterisk.
dtot di=0
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
M=6.5,zs9 23 28 9 7
M=6.5,Salò 24 32 9 5
M=6.8,zs9 22 21 9 11
M=6.8,Salò 20* 17* 12 13*
M=7.0,zs9 21 21 13 10
M=7.0,Salò 20* 22 14* 11
The agreement between the scenario corresponding to the “best” source parameters (Figure
4.7b) and the isoseismals of intensity VIII and IX computed with the MPF method (Figure
4.3) is shown in Figure 4.9.
Figure 4.9 - Agreement between the “best” scenario (Figure 4.7b) and the isoseismals of intensity VIII and
IX computed with the MPF method (Figure 4.3).
The picture shows that the area characterized by intensity IX is well reproduced by the model.
The agreement is not so good with the area of intensity VIII, but it must be considered that in
the SE quadrant of the scenario only two observations are available (Figure 4.4).
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4.2.3 Hypothesis of an Apenninic location
The good agreement between the computed scenarios and the macroseismic data has
permitted to constrain in a formally rigorous way some possible characteristics of the 1117
earthquake, even if several uncertainties remain, due to the scarcity of available macroseismic
observations.
A counter example has been performed assuming an Apenninic location for the earthquake.
For this purpose the 30.07.2007 (MW=4.5) event has been used as reference earthquake. The
solution adopted is that provided by EMCS (European Mediterranean Seismological Centre):
epicentral location (discretized) = 10.1° E, 44.9°N; hypocentral depth = 30 km; focal
mechanism: strike=185°, dip=39°, rake=154°). The scenario, shown in Figure 4.10, has been
computed for a magnitude M=6.8. In spite of the magnitude used for the computation, the
intensity values are lower than those observed. Moreover, the shape of the velocity field is
elongated in the NS direction; this is in contrast with the pattern primarily EW shown in
Figure 4.2, Figure 4.3 and Figure 4.4.
Figure 4.10 - Velocity ground shaking scenario computed for a source with epicentral location 10.1° E,
44.9°  N, M=6.8, h=30 km, strike=185°, dip=39°, rake=154° (EMCS).
Therefore, it is possible to exclude an Apenninic epicentral location for the 1117 earthquake.
It is worthwhile to observe that the shape of the isoseismals computed for the Apenninic
scenario earthquake is very similar to the shape of the isoseismals observed for the 9.11.1983
earthquake (Panza et al., 1991), occurred in the Parma area, as the 30.07.2007 earthquake.
The previous analyses has demonstrated that, despite the scarcity of the available data, the
modelling performed by the neo-deterministic method is able to reconstruct the main
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characteristics of the past earthquakes and, as a direct consequence, to validate the physical
model adopted for generating predictive scenarios of ground motion.
4.2.4 Extended source approximation
Up to now the source has been modelled as a scaled point source: to account for the
appropriate magnitude the Green function computed by the modal summation technique for
the point source (see chapter 1) is convolved with the spectral scaling law formulated by
Gusev (1983) (Figure 2.5).
In a further analysis, for the “best” point source parameters, an extended source
approximation has been considered in order to identify the possible rupture model at the
source.
The simulation of the source radiation from a fault of finite dimension has been performed by
the PULSYN (PULse-based wide band SYNthesis) program (Gusev and Pavlov, 2006).
Conceptually, the PULSYN program generalizes the classic Haskell (1964) fault model. The
main assumptions of Haskell model, illustrated in Figure 4.11, are:
1. the fault shape is rectangular, with length L and width W (L>W);
2. at any time instant, the slipping process is localized within a narrow strip, and this strip
propagates along the length, L, of  the fault with a constant rupture velocity;
3. in each strip the slip is represented by a function that increases linearly with increasing time
until it reaches a final constant slip value;
4. the process of slip has a specified finite duration, called “rise time”, which is equal for all
the points of the fault.
               a) b)
Figure 4.11 - a) Geometry of the fault with length L and width W adopted in the Haskell model.  The
individual segments of the fault are all of length dx. b) Ramp temporal slip history D(t).
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In order to define seismic signals at the lower frequencies and to predict directivity effects,
the PULSYN program follows assumptions 1 to 4, but it introduces the following
modifications:
1. Instead of the Haskell’s fault with a constant final slip, a randomly variable final slip is
assumed, governed by a 2D power-law wavenumber 22 yx kkk  spectral model.
This kind of wavenumber spectrum was proposed by Andrews (1980) and confirmed
by Sommerville a.o. (1999) based on empirical data.
2. The kinematics of Haskell’s source is generalized in the following way: the rupture
front can have any shape (the shape is not limited to a straight line); the nucleation
point is arbitrary; and the rupture velocity is variable, with a prescribed mean (not a
constant).
3. Instead of Haskell’s omega-cube far field spectrum, the far-field (point-source
equivalent) spectrum of the simulated source spectrum is adjusted, in its high-
frequency part, to follow a predetermined spectral scaling law, as, for instance, the
spectral scaling law by Gusev (1983).
For calculations, this model is discretized as a rectangular grid of point subsources. For each
subsource an individual time history of the seismic moment rate is created in the following
way.
A preliminary version of this individual time history is generated as a positive non-stationary
random function, called 1D lognormal multifractal, with a duration determined by the value of
the rise time (the duration of slip), assumed the same over the entire fault. Following Heaton’s
(1990) results, the rise time is set as a fraction (with default value of 0.10) of the total rupture
propagation time for the unilateral rupture case, rupHeatonrise vLCT / , where rupv  is the rupture
velocity. To account for the finite size of the fault cell represented by the point subsource, this
“ideal” rise time is somewhat increased by rupsubrsub vdT / , where subd  is the distance
between nearest subsources in a square-cell grid. For each subsource, the onset time coincides
with the arrival time of the rupture front to it. The sum of the scalar seismic moments of all
subsources is equal to the total scalar seismic moment of the entire source, and the
distribution of the scalar seismic moment of the subsources (forming “asperities” of slip
function over the fault surface) is governed by the aforementioned random 2D final slip
distribution (it is called 2D lognormal multifractal). Both the 2D final slip and the time
functions of each subsource are constructed from white Gaussian noise by power-law
colouring and exponentiation. As a final step, the preliminary subsource time functions are
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filtered in order that the Fourier amplitude spectrum of their sum (i.e. the source spectrum), in
its high-frequency part, fits a chosen source spectral model. The values of the parameters that
condition the multifractal random functions are either selected on the basis of published fault
inversions, or are reproduced from values used in an earlier study that successfully simulated
the ground motion in the epicentral zone of the 1994, M=6.7 Northridge, California,
earthquake. A more detailed description of the computational technique can be found in
Gusev and Pavlov (2006).
To calculate the ground motion at a site, the Green functions are calculated for each
subsource-site pair, then convolved with the subsource time functions and, finally, summed
over all subsources.
For this study three representative rupture propagations have been tested: bilateral, unilateral
with nucleation point at the right side of the fault and unilateral with nucleation point at the
left side of the fault. In this way the effects of the source directivity have been taken into
account. The source, with M=6.8, has been modelled with a 37x13 km rectangular fault
(Wells and Coppersmith, 1994), discretized with 13x5=65 subsources.
The procedure for identifying the rupture source model that gives the theoretical
macroseismic field closer to the observed distribution of macroseismic intensities (MCS) is
the same followed in the previous sections. The results of the analysis are summarized in
Table 4.5 and Table 4.6.
The highest Spearman’s rank correlation coefficient is associated with a bilateral rupture for
the maximized database and the regression relationship based on the ISG data (Panza et al.,
1997a) (Table 4.5). The bilateral rupture is strongly confirmed by the minimum total misfit
(dtot=19) and by the maximum number of sites in which di=0 (14 sites) (Table 4.6). Therefore
a symmetric bilateral rupture at the source is the rupture mechanism that better reproduces the
observed intensity data.
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Table 4.5 - Spearman’s rank correlation coefficients obtained comparing the MCS observed intensities
(Figure 4.4) and the ones computed for the “best” source parameters (extended configuration).
Concerning the observed intensities, both the maximized (“MAX”) and minimized (“MIN”) database
have been considered. The computed intensities have been obtained through the empirical relationships
(Panza et al., 1997a) between the ground seismic velocities and the macroseismic intensities reported in
the data base “ING” and “ISG”. The 2D final slip distribution on the fault, the rupture front positions
(white contours) and the nucleation points (diamonds) for the 3 considered rupture models are shown as
well. The highest Spearman’s correlation coefficient in each column is evidenced by an asterisk.
MAX MIN
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
0.56 (0.0019) 0.63 (0.0003)* 0.49 (0.0080) 0.60 (0.0007)*
0.54 (0.0028) 0.57 (0.0016) 0.51 (0.0054) 0.49 (0.0089)
0.60 (0.0007)* 0.56 (0.0019) 0.53 (0.0036)* 0.48 (0.0091)
Table 4.6 - Total misfit dtot=di and number of points in which di=0 for the maximized database and for
the “best” source parameters (extended configuration). The computed intensities have been obtained
through the empirical relationships (Panza et al., 1997a) between the ground seismic velocities and the
macroseismic intensities reported in the data base “ING” and “ISG”.  The 2D final slip distribution on the
fault, the rupture front positions (white contours) and the nucleation points (diamonds) for the 3
considered rupture models are shown as well. The minimum total misfit and the maximum number of
sites in which di=0 in each column are evidenced by an asterisk.
dtot di=0
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
Conversion
PGV-I
(ING data)
Conversion
PGV-I
(ISG data)
31* 19* 7* 14*
43 29 3 9
39 29 4 8
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5 Time-dependent neo-deterministic seismic hazard
scenarios
A time dependent neo-deterministic approach to seismic hazard assessment is illustrated,
which uses the time information provided by the intermediate-term middle-range earthquake
prediction algorithms (CN and M8S, see Peresan et al., 2005) to produce appropriate
scenarios of ground motion that refers to the time interval when a strong event is likely to
occur within a given region.
This methodology has been improved and formalized in the framework of an innovative
project, SISMA, funded by the Italian Space Agency (ASI) and devoted to the continuous
monitoring of the seismic hazard in order to support the Italian Civil Protection decisional
process.
In this chapter, after a brief description of the main scientific aspects of the SISMA Project
and of the intermediate-term middle-range earthquake predictions, the attention will be
focused on the time dependent neo-deterministic scenarios.
The CN and M8S algorithms provide constrains about the time and space of occurrence of the
impending strong earthquakes; however a reduction of space uncertainty is feasible through
the combined use of independent information that are taken into account in the SISMA
Project. Therefore, scenarios can be computed at different space levels:
- level 1: scenarios at the bedrock associated with the alerted regions;
- level 2: scenarios at the bedrock associated with each seismogenic node within the alerted
regions;
- level 3: detailed scenarios associated with each active fault within the alerted seismogenic
nodes.
5.1 The SISMA Project
The SISMA (Seismic Information System for Monitoring and Alert) Project is a three-year
Pilot Project financed by the Italian Space Agency (ASI), started in 2007 and carried out by
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three National universities (University of Trieste, University of Milan ad Politecnico of
Milan) and two private companies (Galileian Plus, TeS - Teleinformatica e Sistemi). SISMA
is an innovative system conceived to support the decisional process of the Italian Civil
Protection Department in addressing the seismic hazard management over the Italian territory,
and with proper simple modifications can be applied to other seismically active regions. Main
innovations rely on the integration of the seismological analysis with the space Earth
Observation techniques, like GNSS (Global Navigation Satellite System) and SAR (Synthetic
Aperture Radar), and the geophysical modelling to disclose areas of seismic alert in Italy.
The System, built on the architectural design described in Chersich et al. (2009), is divided in
two sub-systems devoted to the evaluation of the seismic hazard at different spatial scale:
national and local. The overall description of the System is given in Figure 5.1.
The University of Trieste developed the components related to the seismological analysis (i.e.
real-time monitoring of seismic flow, performed by means of the earthquake prediction
algorithms CN and M8S), and the seismic hazard assessment,  trough the calculation of time-
dependent scenarios of expected ground motion.
5.1.1 SISMA Project: National scale
The scheme of the National scale system can be summarized as follows:
- the CN and M8S algorithms are used to identify alerted areas where a seismic event stronger
than a predefined magnitude threshold is likely to occur, based on seismicity monitoring (i.e.
variations of the background seismicity preceding large earthquakes);
- strain maps derived from permanent GPS network are computed in order to identify the
areas that are subjected to major purely geodetic deformation on the basis of GPS permanent
sites;
- strain maps are also computed by geophysical forward modelling (GFM);
- ground shaking scenarios at the bedrock are computed in order to describe what should be
expected, in terms of ground shaking, when an alarm is declared (level 1 scenarios). They can
be computed taking into account the CN and M8S alerted areas separately (level 1a scenarios)
or considering a restrained area obtained from the combined use of the different
methodologies (analysis of seismicity, GNSS analysis and GFM) (level 1b scenarios). In fact,
in the final stage of the project, the CN and M8S alerted areas will be compared with the
GNSS and GFM strain maps, with the aim to narrow down the alerted areas to a more precise
location of the impending earthquake. Specifically, a Bayesian approach will be applied to
83
statistically integrate the information provided by the different methodologies into a restrained
area.
Figure 5.1 - Overall description of the SISMA Project.
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5.1.2 SISMA Project: Local scale
The described methodology at national scale allows us to better constrain the space and time
where the earthquake is expected to occur. Such information, jointly with other independent
data, like vulnerability, may then be used by the Civil Protection to define priority criteria for
detailed studies to be performed, for prevention purposes, on a smaller scale focusing
attention and resources within more restrained areas.
The seismic hazard assessment at local scale can be summarized as follows:
- when an area is alerted it is possible to reduce the spatial uncertainty of the prediction by
means of the morphostructural analysis, in order to identify the seismogenic nodes inside the
alerted area (called alerted nodes);
- ground shaking scenarios at the bedrock are computed for each alerted node in order to have
a picture of the expected ground motion associated to a single strong earthquake occurring
during the alerted period (level 2 scenarios);
- using the available catalogue of the active faults, the list of the active faults within the
alerted nodes (called alerted faults) is identified.
These products at local scale, in addition to the alerted areas at national scale and other kind
of independent information, are a guide for the decisions of the Civil Protection towards the
selection of a small area where to perform intensive monitoring, aiming at an effective
preventive action. Three testing areas are currently being considered in the project: Gemona
(Friuli Venezia Giulia), Pollino (Calabria) and Colfiorito (Umbria-Marche). The intensive
monitoring foresees GPS measurement campaigns along the identified active faults and SAR
images of the area will be used to investigate with high detail the evolution in time of the
surface strain. The integrated use of Space data (GPS for the horizontal components and SAR
for the vertical component) within the restrained areas aims to further reduce time and space
uncertainties in the prediction of seismic events.
In fact, a detailed mapping of the ongoing deformation in the pre-seismic or inter-seismic
phases should allow to quantify, by inverting the local scale GPS and SAR data within the
scheme of appropriate forward geophysical models (GFIM – Geophysical Forward Inverse
Modelling), the distribution of stress and its rate of accumulation in the Earth’s crust, in
particular within the gouge of identified active fault system, allowing the definition, on the
basis of accepted failure criteria, of the fault that is expected to generate the pending
earthquake, within a reasonable time window.
Finally, the detailed seismic microzoning is possible based on a set of earthquake scenarios
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and considering the geological and geotechnical conditions at the sites of interest (level 3
scenarios).
As already pointed out, one of the major improvements of the SISMA Project with respect to
existing procedures is its capability to reduce space and time uncertainties about the expected
earthquake. Therefore, during the-inter seismic period, it turns out possible the optimization
of efforts and resources for monitoring and mitigation activities. This aspect combined with
the neo-deterministic method for the multi-scale evaluation of the seismic hazard, based on
the computation of realistic synthetic seismograms useful for engineering analyses, makes the
SISMA Project the most innovative system in addressing seismic hazard assessment,
monitoring and mitigation, effectively prevention oriented.
5.2 Intermediate-term middle-range earthquake prediction in Italy
To predict an earthquake means to indicate time, space and expected minimum magnitude of
an impending event. The intermediate-term middle-range earthquake predictions (i.e. with a
characteristic alarm-time from a few months to a few years and a space uncertainty of
hundreds of kilometres) are structured according to a general pattern-recognition scheme and
based on the detection of certain precursory variations in the background seismicity, before
large earthquakes occur. In fact, the quantitative analysis of the seismic flow has evidenced
that specific seismicity patterns, in the events below some magnitude threshold, prelude, with
a high statistical significance, to an incumbent strong event, with magnitude above the same
threshold. This empirical observation is supported by the consideration that to initiate an
earthquake a certain stress level is necessary that will maintain slow fracture growth; the latter
tends to be discrete and manifests itself as background seismicity (Knopoff, 1996).
In the framework of the SISMA Project two algorithms are considered, namely CN and M8S
(i.e. a spatially stabilized variant of M8) that belong to a family of middle-range intermediate-
term earthquake prediction algorithms based on a quantitative analysis of the seismic flow.
The algorithms are based on a multiple set of premonitory patterns and have been designed
following the general concepts of pattern recognition, which automatically imply strict
definitions and reproducible prediction results. CN and M8 algorithms allow us to recognise
the Times of Increased Probability (TIPs) when the probability for an earthquake, with
magnitude greater than or equal to a fixed threshold M0, to occur inside a given region is
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increased with respect to normal conditions. Quantification of the seismicity patterns is
obtained through a set of empirical functions of time, evaluated on the sequence of the main
shocks which occurred in the analysed region, each representing a reproducible precursor.
The simple definition of alarm periods as "times of increased probability with respect to
normal conditions", which are not associated to a specific value of probability for the
occurrence of a strong earthquake, is imposed by the fact that any attempt to quantify
precisely the probability increase during the TIPs would require several a priori assumptions
(i.e. Poissonian recurrence, independence of TIPs, etc.), most of which would be poorly
constrained by the available observations and hence below any critics.
The algorithm CN (Keilis-Borok and Rotwain, 1990) is applied in Italy since 1990. A
regionalization, strictly following the seismotectonic zoning ZS4 (Meletti et al., 2000 and
references therein) and taking into account the main geodynamic features of the Italian area, is
currently used for the application of the algorithm. The borders of each region have been
traced including only adjacent zones with similar seismogenic behaviour and the transitional
zones connected to them, compatible with the cinematic model (Peresan et al., 1999).
The (forward) prediction is performed every two months, using the Italian catalogue UCI2001
(Peresan and Panza, 2002). The thresholds M0 for the selection of the events to be predicted
are fixed, taking into account their average return period, to M0=5.4 for the Northern and
Adria (Peresan et al., 2006; Rotwain et al., 2008) regions and to M0=5.6 for the Central and
Southern regions. Details about CN application in Italy can be found in Peresan et al. (2005).
While the regions for CN application are predefined, the M8 algorithm analyses the seismic
activity inside a set of Circles of Investigation, CIs, with radius proportional to the linear size
of the events to be predicted, i.e. increasing with magnitude threshold M0. The choice of M0 is
determined by the condition that the average recurrence time of strong earthquakes is
sufficiently long in the territory considered. A hierarchy of predictions is usually delivered by
M8 for different magnitude ranges M0+, considering values of M0 with an increment of 0.5
(i.e. M0+ indicates the magnitude range: M0 ≤ M < M0 + 0.5). The M8 algorithm was
originally designed for the prediction of the strongest earthquakes worldwide, with magnitude
8.0 and above (Keilis-Borok and Kossobokov, 1987) and was later adapted for the prediction
of earthquakes with lower magnitudes (Keilis-Borok and Kossobokov, 1990). For the
monitoring of seismicity in the Italian territory, a new spatially stabilized variant of the
algorithm M8, namely the M8S algorithm, is considered, where the seismicity is analysed
within a dense set of overlapping CIs covering the monitored area (Kossobokov et al., 2002),
which varies in space and time. In Italy predictions are performed in the three different
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magnitude ranges defined by M0 = 5.5, 6.0 and 6.5 (i.e. M5.5+, M6.0+ and M6.5+), with CIs
of radius R=106 km, R=138 km and R=192 km respectively. The catalogue used for M8S
application is the UCI2001 (Peresan and Panza, 2002), that is the same used by the CN
algorithm. Details about M8S application in Italy are given in Peresan et al. (2005).
Despite their commonly accepted similarity, apparently the CN and M8 algorithms perform as
independent experts. In fact, the product of the probabilities of alarm for M8 and CN
individually is very close to the probability of alarm for the M8 and CN combination, like in
the mathematical definition of independent variates.
The CN regions are shown in Figure 5.2, while an example for the M8S alerted areas as on 1
January 2009 is provided in Figure 5.3. The minimum duration of the TIP, corresponding to
the updating time step of predictions, is 2 months for the CN algorithm and 6 months for the
M8S algorithm.
a) b) c)
d)
Figure 5.2 - Regionalization used for the application of CN algorithm in Italy: a) North, b) Centre,
c) South, d) Adria. The Adria region is currently not considered in the SISMA Project.
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a) b)
c)
Figure 5.3 - Results of the application of the M8S algorithm in Italy for the prediction of earthquakes in
three magnitude ranges: a) M5.5+, b) M6.0+ and c) M6.5+. The dark grey circles outline the territory
where the algorithm M8S has been applied; the yellow ones display the alarmed area (updated: 1 January
2009).
5.3 Multi-scale time-dependent seismic hazard scenarios
Neo-deterministic seismic hazard scenarios at the bedrock are computed for the Italian
territory following the procedure explained in chapter 2. These scenarios are time-
independent since they do not have any temporal indicator. However, constraints about the
time of occurrence of the impending strong earthquakes can be provided by the intermediate-
term middle-range earthquake prediction algorithms. In this way, combining the neo-
deterministic procedure for the evaluation of seismic hazard with the time information given
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by the prediction algorithms, it is possible to describe what should be expected, in terms of
ground shaking, when a TIP is declared. Constraints about the space of occurrence of the
impending strong earthquakes are given to provide a set of scenarios of ground motion with
different level of detail, according to the scheme shown in Table 5.1.
Scenarios of level 1 and level 2 are scenarios at the bedrock associated with the alerted
regions or with each seismogenic node within the alerted regions, respectively. They are
computed with a procedure analogous to that illustrated in chapter 2. The main difference
relies in the definition of the sources. Scenarios of level 3, which consider the local condition
at the site, are instead quite different from the previous scenarios at the bedrock.
Table 5.1 - Space constraints and associated ground shaking scenarios for the considered space levels.
Space
level
Space constraints Ground shaking scenarios
Level 1a Given by the intermediate-term
middle-range earthquake prediction
algorithms
Scenarios at the bedrock associated
with the CN and M8S alerted
regions
Level 1b Given by the intermediate-term
middle-range earthquake prediction
algorithms, GNSS and GFM
Scenarios at the bedrock associated
with the areas coming from the
Bayesian integration of CN and
M8S alerted regions and GNSS and
GFM strain maps
Level 2 Given by the pattern recognition of
earthquake-prone areas (i.e.
seismogenic nodes), which restrain the
alerted areas defined by CN or M8S to
the location of the alerted seismogenic
nodes
Scenarios at the bedrock associated
with each seismogenic node within
the alerted regions
Level 3 Given by the identification of the
active faults inside the alerted
seismogenic nodes
Detailed scenarios associated with
each active fault within the alerted
seismogenic nodes
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In the framework of the SISMA Project new software has been developed in order to
appropriately select the sources according to the type of requested scenario and to select the
seismogenic nodes and the active faults inside the alerted areas. As request by the contractor
of the SISMA Project (ASI), the software has been developed under the ECSS, an engineering
standard promoted by ESA (European Space Agency). This turned out in a set of additional
activities, aimed at guarantee the quality of the software, besides the simple writing of the
software. These activities are described in detail in appendix A, while the scientific
description of the implemented algorithm, proposed by Peresan et al. (2009), is illustrated in
the following paragraphs, considering the application of the methodology to Northern Italy.
5.3.1 Space level 1a: scenarios of ground motion associated with the CN and M8S
alerted regions
Ground shaking scenarios associated with the CN or M8S alerted regions are computed
considering altogether the set of possible sources included in the alerted regions. The scheme
for the selection of the sources is illustrated in Figure 5.4.
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Figure 5.4 - Diagram illustrating the definition of the sources inside the alerted regions.
As in chapter 2, the starting point is the discretization of seismicity into 0.2°x0.2° cells,
assigning to each cell the maximum magnitude Mobs recorded within it.
Even in this case the database of the sources used for the computation of seismograms is
compiled in two steps that take into account the different source models defined by the
seismogenic zones (Meletti et al., 2008) and the seismogenic nodes (Gorshkov et al., 2002;
2004), which supply complementary information.
Step 1 (green box of Figure 5.4).
Since not all of the seismogenic zones are capable to generate strong earthquakes, only cells
located within the seismogenic zones associated with a maximum magnitude MZS greater than
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the magnitude threshold M0 of the alarmed area (as given by the prediction algorithms) are
included in the analysis. The maximum magnitudes MZS associated with the different
seismogenic zones are estimated from the information contained in Gruppo di Lavoro (2004).
In Gruppo di Lavoro (2004) two sets of maximum magnitudes are defined: one (Mmax1)
coming from the comparison between the maximum value observed in the CPTI04 catalogue
(Gasperini et al., 2004) and the maximum value coming from the geological information
contained in DISS2 (Valensise and Pantosti, 2001); and the other (Mmax2), which is more
conservative. We adopted the Mmax2 set of maximum magnitudes, with the exception of two
seismogenic zones: Colli Albani (922) and Etna (936), for which magnitudes have been raised
from 5.45 to 5.50 in order to allow the inclusion of the two zones in the computation of the
scenarios associated to the M5.5+ alarms. The adopted maximum magnitudes are reported in
Table 5.2.
A further selection is performed retaining only the cells that belong to an alerted region. A
smoothing procedure is then applied to account for the spatial uncertainty and for source
dimensions (Panza et al., 1999) and again only the cells that belong to the intersection of the
seismogenic zones and the alerted region are finally considered. To be conservative, if the
smoothed magnitude Msmooth is lower than the prediction threshold M0, the operating value M
is set equal to M0, otherwise M= Msmooth.
Step 2 (blue box of Figure 5.4).
The smoothing procedure is performed on the entire set of cells. The coordinates of the
centres of the nodes given by Gorshkov et al. (2002, 2004) are rounded off to 0.2 degrees, so
that the centre of the node coincides with one gridded source; this rounding off is justified by
the fact that the precision of the coordinates of the centres of the nodes, given by Gorshkov et
al. (2004), turns out to be higher than the grid resolution adopted for the discretization of the
sources. Only the cells located within the seismogenic nodes are retained. If the smoothed
magnitude Msmooth (Panza et al., 1999) assigned to the cells that belong to a node is lower than
the magnitude threshold of the node indicated by the morphostructural analysis, MN, the
operating magnitude is raised to the magnitude threshold of the node. This choice allows us to
consider strong earthquakes for areas where they are not yet observed but which are
recognized prone to strong earthquakes. A class of nodes (MN≥6.0 or MN≥6.5) is considered
only if the corresponding magnitude threshold MN is within the magnitude range of the
predicted impending earthquakes. The selection of the class of nodes according to the
magnitude threshold of the alarmed area is done as reported in Table 5.3. Again, only the cells
located within the alarmed regions are retained.
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Table 5.2 - Maximum magnitudes associated to the seismogenic zones ZS9 (Meletti et al., 2008).
Number ZS Name ZS Maximum magnitudes
901 Savoia 6.14
902 Vallese 6.14
903 Grigioni - Valtellina 6.14
904 Trieste - Monte Nevoso 6.14
905 Friuli - Veneto Orientale 6.60
906 Garda - Veronese 6.60
907 Bergamasco 6.14
908 Piemonte 6.14
909 Alpi Occidentali 6.14
910 Nizza - Sanremo 6.37
911 Tortona - Bobbio 6.14
912 Dorsale Ferrarese 6.14
913 Appennino Emiliano-Romagnolo 6.14
914 Forlivese 6.14
915 Garfagnana - Mugello 6.60
916 Versilia-Chianti 6.14
917 Rimini - Ancona 6.14
918 Medio-Marchigiana/Abruzzese 6.37
919 Appennino Umbro 6.37
920 Val di Chiana - Ciociaria 6.14
921 Etruria 6.14
922 Colli Albani 5.50
923 Appennino Abruzzese 7.06
924 Molise-Gargano 6.83
925 Ofanto 6.83
926 Basento 6.14
927 Sannio - Irpinia - Basilicata 7.06
928 Ischia - Vesuvio 5.91
929 Calabria tirrenica 7.29
930 Calabria ionica 6.60
931 Canale d'Otranto 6.83
932 Eolie - Patti 6.14
933 Sicilia settentrionale 6.14
934 Belice 6.14
935 Iblei 7.29
936 Etna 5.50
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Table 5.3 - Selection of the minimum magnitude associated with the nodes included in the computations,
depending on the magnitude threshold of the alarmed area. A class of nodes (MN≥6.0 or MN≥6.5) is
considered only if the corresponding magnitude threshold MN is within the magnitude range of predicted
earthquakes. The character “-” indicates that the corresponding class of nodes is not used. The minimum
magnitude obviously corresponds to the magnitude threshold MN of the nodes.
Magnitude threshold for earthquakes prone nodes
Prediction algorithm
MN ≥ 6.0 MN ≥ 6.0 and MN ≥ 6.5 MN ≥ 6.5
CN regions
(M0=5.4 or M0=5.6) 6.0 6.5 6.5
M5.5+ - - -
M6.0+ 6.0 6.4 -M8S
M6.5+ - 6.5 6.5
In both the steps, in the case of the M8S algorithm, where predictions are delivered for
consecutive ranges of magnitude M0+, if the magnitude M computed, according to the steps
just described, exceeds the considered magnitude range, then the operating magnitude is set
equal to the upper bound of the range M0+ (e.g. for M6.0+ scenarios the maximum operating
magnitude is 6.4). In fact, if an alarm is declared for M0+, we do not expect an earthquake
larger than the upper boundary of the range M0+, which would be eventually associated with
the predictions issued for a higher magnitude range.
The final database of sources is then used for computing synthetic seismograms with the same
procedure explained in chapter 2, but for a maximum source-site distance of 150 km.
During the period of validity of a TIP a strong earthquake may occur at any point in the
alerted area; therefore the scenarios of ground motion associated with the alerted regions
represent the maximum displacement, velocity or DGA values associated with all of the
possible events during the declared TIP. Their validity lasts until the alarm expires, that is, at
least up to the next upgrading of predictions (i.e. after two months for CN and after six
months for M8S).
The scenarios of DGA associated with a TIP in the Northern CN region is shown in Figure
5.5a, while those associated with the M8S alarms of Figure 5.3 are shown in Figure 5.6. The
adopted sources are shown in Figure 5.5b and Figure 5.7, respectively. Since the CN Northern
region extends outside the Italian borders, the Slovenian (Zivcic et al., 2000) and Croatian
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(Markusic et al., 2000) earthquake catalogues, seismogenic zones and representative focal
mechanisms have been considered is addition to the Italian ones.
a) b)
Figure 5.5 - a) Map of DGA associated to an alarm in the Northern CN region. The minimum value
reported in the map is 0.01 g.  b) Sources used for the generation of map a). The Northern CN region
(green polygon), the seismogenic zones ZS9 (blue polygons, Meletti et al., 2008) and the seismogenic nodes
(green filled circles, Gorshkov et al., 2002, 2004) are shown as well.
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a) b)
c)
Figure 5.6 - Maps of DGA associated to the M8S alarms of Figure 5.3 for a) M5.5+, b) M6.0+ and
c) M6.5+ (updated: 1 January 2009). The minimum value reported in the maps is 0.01 g.
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a) b)
c)
Figure 5.7 - Sources used for the generation of the maps in Figure 5.6 associated to the M8S alarms a)
M5.5+, b) M6.0+ and c) M6.5+ as on 1 January 2009. The alarmed areas (pink filled circles), the
seismogenic zones ZS9 (blue polygons, Meletti et al., 2008) and the seismogenic nodes (green filled circles,
Gorshkov et al., 2002, 2004) are shown as well.
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5.3.2 Space level 1b: scenarios of ground motion associated with the areas coming
from Bayesian integration
CN and M8S alerted areas can be statistically integrated, by a Bayesian approach, with the
GNSS and GFM strain maps. The result is a restrained alerted area.
Adopting a procedure analogous to that described in paragraph 5.3.1 scenarios associated with
these restrained areas will be computed in the final stage of the project.
5.3.3 Space level 2: scenarios of ground motion associated with the alerted
seismogenic nodes
Ground shaking scenarios associated with the alerted regions provide information about the
whole area that may be affected by a declared TIP. All the sources inside the alerted region
are supposed to be active at the same time. This is a very conservative assumption and a
single earthquake does not generate such an extended damage. In order to have a realistic
picture of what should be expected if a strong earthquake occurs during a TIP, the scenario
associated with a single node prone to a strong earthquake must be calculated.
The procedure that computes the scenarios for each seismogenic node included in the alerted
areas (called “alerted seismogenic nodes”) is similar to that followed to define the integrated
scenarios associated with the alarmed regions, but considers only the sources inside the nodes
(blue box of Figure 5.4).
In order to obtain scenarios with dimensions comparable to the area that may be realistically
affected by such a strong event, the maximum epicentral distance used in the computation of
the seismograms is set equal to 200 km. Since each node is not treated separately, each
receiver is therefore associated to many seismograms from different sources and from
different nodes. The distinction between the scenarios associated with different nodes is made
at this stage selecting for each site not the maximum peak value (i.e. what it is done for the
scenarios associated to the entire alerted area), but many peak values, one for each node that
generated at least one synthetic seismogram at that site.
In this way each node is associated with maps describing the seismic ground motion (e.g.
peak values of displacement, velocity, or DGA) caused by the potential sources contained
within it. Figure 5.8 shows the DGA scenario associated with the node D1 (Gorshkov et al.,
2004), recognized prone to both MN≥6.0 and MN≥6.5, which includes the 6 May 1976 Friuli
earthquake epicentre.
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Figure 5.8 - Map of DGA generated for the node D1 (Gorshkov et al., 2004). The large full circle
represents the node, while the star indicates the location of the municipality of Nimis (Friuli Venezia
Giulia), considered in space level 3.
5.3.4 Space level 3: scenarios of ground motion associated with the alerted active
faults
As described in paragraph 5.3.3, a seismogenic node is alerted if at least one of the gridded
sources within it belongs to an alerted region.
A better constraint for the location of the impending earthquake is given by the identification
of the active fault that may realistically be the source of the earthquake. An experiment of this
type is still in progress in the framework of the SISMA Project.
In Figure 5.9 we can see the map of the active faults from DISS3 (Basili et al., 2008)
overlapped to the map of the seismogenic nodes with both MN≥6.0 and MN≥6.5 (Gorshkov et
al., 2002, 2004). We can say that an active fault is associated to a seismogenic node if:
- the active fault is completely located inside the node;
- part of the active fault is located inside the node;
- the active fault is tangent to the node, that is: the minimum distance between the centre of
the node and the fault is equal to the radius (R=25 km) of the node.
Therefore, an active fault is alerted if it is associated to an alerted seismogenic node.
100
Figure 5.9 - Seismogenic nodes (circles, Gorshkov et al., 2002, 2004) and active faults (rectangles, DISS3,
Basili et al., 2008) in Italy. The dimensions of the active faults are in scale with those of the seismogenic
nodes, showing that they are comparable between themselves.
SISMA opens new routes in understanding the dynamics of fault zones since provides tools
which permit to indicate whether a specific fault is in a "critical state". A detailed ground
shaking scenario can then be associated to this fault, including the site effects, in order to
compute the seismic input (realistic synthetic seismograms) for the engineering analyses of
relevant structures as well as for the design of residential buildings. In this paragraph a brief
description of this kind of scenarios is provided, but they will be taken into account in SISMA
only in the final stage of the project.
In this case, synthetic seismograms are computed with the hybrid approach (Fäh, 1992)
discussed in detail by Panza et al. (2001). Combining the modal summation technique
(chapter 1) with finite differences, the hybrid approach allows for the inclusion of the lateral
heterogeneities that define the geological and geotechnical conditions at a given site in
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synthetic seismograms computation. Each of the two techniques is applied in that part of the
structural model where it works most efficiently: the modal summation is applied to simulate
wave propagation from the source to the local model while the finite difference method is
used to describe wave propagation in the laterally heterogeneous part of the structural model
which contains the local model. Site effects are then evaluated as spectral amplifications,
described by the ratio (2D/1D) of the acceleration response spectra, with 5% damping,
computed along the bedrock model (1D) profile and along the one containing the local model
(2D).
Figure 5.10 - Source S used for the computation of seismic ground motion scenarios in Nimis. Active faults
mapped according to Aoudia (1998).
A detailed evaluation of the expected ground motion accounting for site effects has been
carried out for the municipality of Nimis (Friuli Venezia Giulia region, Figure 5.10), which
was strongly hit by the 6 May 1976 Friuli earthquake. Nimis is located at the centre of a
sedimentary valley; therefore the site response is expected to play a relevant role in the
ground shaking of the area. In this case, the active faults map by Aoudia (1998) (Figure 5.10)
has been used to identify the fault responsible of the 1976 earthquake. The epicentre
considered for the modelling, S (Figure 5.10), is inside the node D1 (Gorshkov et al., 2004).
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The analysis has been carried on with the aim to compute synthetic signals to be used as
seismic input in subsequent engineering analyses for the design of a residential seismic
isolated building located in the municipality of Nimis.
This analysis, described in detail in Zuccolo et al. (2007, 2008) is performed using a detailed
definition of the mechanical properties of the site, which is represented as a local 2D section
(Figure 5.11), and of the seismic source (Figure 5.10), which is modelled as an extended
source. Along the profile (local 2D section) the ground motion is modelled with broadband
synthetic seismograms (maximum frequency 5 Hz) computed by the hybrid technique (Panza
et al., 2001). From the computed accelerograms (Figure 5.12) we obtain in the centre of Nimis
a DGA value of about 1.2 g, a value greater than the corresponding value obtained at the
bedrock (Figure 5.8). Therefore the local soil conditions cannot be captured by the average
values typical of bedrock modelling, but they must be the object of further detailed analyses
for those sites where an impending earthquake is expected. The amplification pattern,
obtained as 2D/1D response spectra ratio, along the profile, is shown in Figure 5.13. The
amplification pattern as H/V spectral ratio is computed as well and it is shown in Figure 5.14.
As already observed for the 6 April 2009 L’Aquila earthquake (Panza et al., 2009), the widely
used techniques based on H/V spectral ratios are very often unable to detect the local
amplifications enhanced by the 2D/1D response spectra ratios.
Figure 5.11 - Cross-section used for the detailed modelling of ground motion in Nimis, and the properties
associated with the lithotypes.
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Figure 5.12 - Modelled accelerations along the profile. From top to bottom: vertical, radial and
transversal component of motion.
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Figure 5.13 - Modelled spectral amplifications, obtained as 2D/1D response spectra ratio, along the profile.
From top to bottom: vertical, radial and transversal component of motion.
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Figure 5.14 - Modelled spectral amplifications, obtained as H/V spectral ratio, along the profile. The
method does not recognize the high amplifications at the left edge of the sedimentary basin (epicentral
distance of ~9.5 km) since both the horizontal and vertical components are strongly affected by the sites
effects (Figure 5.12).
The importance of the detailed modelling is particularly evident in the case of Nimis, where it
has been shown that the site conditions advise against the construction of a conventional
fixed-base masonry. A valid alternative is supplied by the seismic isolation (e.g. Dolce et al.,
2004; Martelli and Forni, 1998), which is achieved interposing between the building structure
and its foundations some supporting devices, called isolators, that decouples the motion of the
structure from that of the ground during an earthquake. For the case of Nimis, a seismically
base-isolated building is advantageous not only from the safety point of view but also from
the economical one. Further details can be found in Zuccolo et al. (2007, 2008).
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6 3D Modelling
In chapters 1-5 the propagation of the seismic waves has been modelled in a laterally
homogeneous and vertically heterogeneous medium (1D), assuming the same layered
structure both for the source and the site. In paragraph 5.3.4 the propagation of the seismic
waves in a structure exhibiting lateral variations (2D) has been introduced. In this chapter the
propagation of the seismic waves in 3D media in considered. To deal with 3D models it
means to take into account the lateral heterogeneities together with the vertical ones.
We focus on an analytical method described and validated by La Mura (2009), which couples
the ray theory with the modal summation technique in the framework of the WKBJ (acronym
for G. Wentzel, H. Kramers, L. Brillouin, and H. Jeffreys) approximation. In this chapter, the
theory of the method is illustrated and validated, discussing its limits and its possible
applications.
6.1 3D Modelling theory
Exact formulas describing the seismic wavefield for a structure with both vertical and lateral
variations cannot be derived: an arbitrary lateral heterogeneity can be handled only by
numerical methods. Nevertheless, under the WKBJ approximation, it is possible to construct
an analytical solution of the wavefield.
The main assumption of WKBJ method, widely used in seismology (Woodhouse, 1974), is
that the lateral variations of the elastic parameters characterizing each layer of the stratified
structure are small within a wavelength. In this way, the lateral heterogeneity can be viewed
as a perturbation of an initial lateral homogeneous model. Once this hypothesis is satisfied
(i.e. this perturbation is small within a wavelength), it can be assumed that the energy carried
by each mode in a given structure is neither reflected nor transmitted to other modes. In other
words, modes are not coupled; each mode propagates with a wavenumber driven by the local
structure. The amplitude is not changed, while phase perturbations are computed by averaging
the whole source-receiver path, neglecting the horizontal positions of the heterogeneities. This
allows us to use a procedure based on the ray method to construct an approximate solution
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corresponding to the wavefield (see e.g. Woodhouse, 1974, Levshin et al., 1985). The
principal quantities that ray method uses are travel time and geometrical spreading, which are
characteristics of rays.
Therefore, if the lateral heterogeneous model is made up of two or more vertically
heterogeneous structures juxtaposed each other, the procedure for the calculation of synthetic
seismograms consists of four steps:
 application of the smoothing condition to the considered structures;
 construction of the 3D model (i.e. definition of the grid);
 calculation of the integrals along the ray path (travel time and geometrical spreading);
 calculation of synthetic seismograms by 3D modal summation technique.
6.1.1 WKBJ - Smoothness condition
The WKBJ approximation requires that the minimum wavelength involved in the problem is
bigger than the lateral gradient between the constituent structures. If the lateral heterogeneous
model is made up of two or more juxtaposed vertically heterogeneous structures, this means
that two adjacent structures have to be very close in the parameter’s space to allow the
application of the WKBJ approximation.
Focusing the attention on a model made up by only two structures (1D, laterally
homogenous), this problem is solved introducing between them a set of substructures that
have the goal to “smooth” the gradient of the lateral variation, so that the new laterally
varying model presents weak lateral heterogeneities, where weak is meant in the sense of the
wavelength.
Let us suppose that the two structures present both a different stratification (different layer's
thickness) and different elastic and anelastic parameters. We need to determine the distance at
which the two structures have to be placed (length of the smoothing zone) and the number of
substructures that have to be interposed between them.
6.1.1.1  Computation of the length of the smoothing zone
The WKBJ approximation implies that:
pcp
 (6.1)
where p is a structural parameter and the gradient is computed along the direction of the
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lateral heterogeneity.
With respect to the development by La Mura (2009), where condition (6.1) is applied when p
is the density, the P-wave velocity and the S-wave velocity, respectively, here we consider
p=c, i.e. the phase velocity. This choice is justified by the fact that modal summation
technique works in the ( , c ) space.
Let us assume a reference system with a downward z-axis and the x–axis (direction of the
lateral heterogeneity) positive from left to right. Using p = c, (6.1) can be written as:

 *L
cc
x
cc 21 (6.2)
where 1c  and 2c  are the phase velocities of the two initially adjacent structures. L*, the
quantity we seek for, is the distance at which the two structures must be placed so that the
lateral heterogeneity can be considered weak or, equivalently, the length of the zone needed to
smooth the lateral heterogeneity.
Since f 2 , and indicating the mode with m, (6.2) becomes:
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where the phase velocity difference in (6.3) is computed between the homologous modes and
frequencies. Taking the maximum over m and f, we have:
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Looking at (6.4), it can be seen that the leading term in the determination of L* is the
maximum difference between phase velocities, i.e. the greater the difference, the larger the
length of the zone boundary needed to smooth the heterogeneity.
Numerical test show that a satisfactory lower boundary value that can be used to satisfy the
double inequality in (6.4), without loosing too much in the accuracy of the computed
seismograms, is 5.
6.1.1.2 Computation of the number of substructures
L* must be filled with a set of contiguous laterally homogeneous structures, obtained by
means of linear interpolation of the elastic parameters characterizing the two structures
initially adjacent. The number n of these substructures is determined applying a modified
version of the Schwab criterion (Schwab, 1994).
Schwab (1994) faced the problem of modelling the lateral heterogeneity of the Earth with a
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sequence of juxtaposed, vertically heterogeneous subregions that are laterally homogeneous,
in order to determine how dense a sequence of subregions is needed to obtain “satisfactory”
accuracy level in the computed time series. In fact, quantitatively accurate statements
concerning the necessary density of laterally-homogeneous subregions along a propagation
path really require the comparison of theoretical seismograms computed with fixed source
and for successively higher densities of subregions.
To express the subregion density required to model accurately any given lateral heterogeneity,
Schwab (1994) introduced the parameter maxmin )/( h , where min  is the minimum
wavelength involved and max)( h  is the maximum step size in the staircase modelling with
subregions. On a qualitative level he asked how large the parameter maxmin )/( h must be
before the wave motion is effectively unable to sense the difference between the true structure
and the approximation. Comparing time series computed for successively higher densities of
subregions, Schwab found that a subregion division with:
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is necessary to be sure to keep the noise level caused by the subregions approximation well
below the “satisfactory” accuracy level. The value 20 in (6.5) has been chosen as a
conservative value, but in some cases a lower value can be sufficient. In general, the Schwab
criterion can be expressed as:
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We modified criterion (6.6), formulated for the thickness of the layers, adapting it to the phase
velocities. Since fc / , and substituting h  with c , (6.6) becomes:
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that is:
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Finally, the number, n, of substructures to be interposed between the two initial structures is
given by:
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and the length of each substructure is given by nL / .
6.1.2 3D grid
Once the smoothing procedure (see paragraph 6.1.1) is applied to all the structures in contact
that model the study area, the 3D model is simply constructed by distributing all the set of
vertically heterogeneous structures and substructures on a regular grid, associated with a
Cartesian reference system (x-axis is longitude and y-axis is the latitude). Each knot of the
grid is therefore occupied by a vertically heterogeneous anelastic structure (1D structure).
The grid can be rectangular or squared and the grid steps (x and y) are determined as the
minimum substructure length along x and y, respectively. This choice assures the validity of
the WKBJ approximation.
An example of the grid is shown in Figure 6.1.
Figure 6.1 - Example of a grid; the star stands for the source, the triangle stands for the receiver; the
coloured bullets stand for the different vertically heterogeneous sections; the arrows show the Cartesian
axes x and y.
Using bilinear interpolation, the phase velocity can be calculated at any point of the area as a
weighted average of the values at the corners of the cell the point belongs to. As shown in
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Figure 6.2, if the point (x, y) is within the cell whose corner points are (xi, yi), (xi+1, yi), (xi,
yi+1), (xi+1, yi+1) and the values of the phase velocities in these points are ci,j, ci+1,j, ci,j+1,
ci+1,j+1, then:
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Differentiating (6.10) we obtain the first derivatives:
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An analogous method for interpolation of the phase attenuation C2(x,y) is used.
Figure 6.2 - Schematic representation of a cell of the grid with the coordinates of the corner points.
6.1.3 Ray-tracing
Complementary to the modes theory is the ray theory: body waves travel with a local
propagation speed along ray paths determined by Snell’s law, arriving at the receiver (as
wavefront) with an amplitude determined by the geometrical spreading (i.e. geometrical decay
of the wavefronts) of rays from the source to the receiver.
Ray theory is based on a hypothesis about the form of the solution of the elastic equations of
motion (Babich, 1956):
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where ),,( 0xxA  is the amplitude, ),( 0xxτ  is the phase travel time and represents the time
necessary for the wave to travel from point 0x  to point x , and ),( 0xxJ is the geometrical
spreading. The surface const)( xτ  is the wavefront. The slowness vector τp , is normal
to the wavefront and has modulus /1 : its trajectory describes a ray. Given an initial
wavefront ),( 0xxτt 0 the rays and the following wavefronts can be computed with the so-
called ray-tracing method.
The basic idea of the method is therefore to determine the ray that connects two given points
on a horizontal (2D) plane. These points are the source and the receiver, identified by their
own Cartesian coordinates given within the grid: (XS, YS) and (XR, YR), respectively. In this
thesis the two-point ray tracing performed by the shooting method is presented, which is used
to determine the parameters of the ray, most frequently the angle under which the ray leaves
the source.
Since the phase velocity ),( yxc  and its spatial derivatives ),( yxcx  and ),( yxcy  can be
calculated at any given point (see paragraph 6.1.2) of the investigated area, the ray may be
calculated by numerical integration of the ray-tracing system, which is formalized as a
Cauchy problem of ordinary non-linear differential equations:
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with the initial conditions )()(,)(,)( 0000 SSS YyXx   , where:
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is the azimuth of the straight line connecting the source and the receiver. With this initial
conditions (starting point and trial propagation direction), the shooting method is used to
reach the receiver point R. This is done iteratively adjusting the propagation direction until the
target end point R is reached, within a pre-assigned tolerance. The integration of the system
(6.13) is performed by means of the Runge-Kutta algorithm and the value of the azimuth
( f ) corresponding to the ray that effectively reaches the receiver point is determined.
Further details can be found in La Mura (2009).
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Once the ray is calculated, i.e. the take off angle f  is determined, the travel time can be
computed, as:
dsyxcτ
R
S
),(  1 (6.15)
The attenuation,  , along the computed ray is obtained by adding a fourth equation to the
ray-tracing system (6.13):
),(),( yxcyxCdτ
dΓ
2 (6.16)
and integrating numerically the system of 4 ordinary non-linear differential equations by the
Runge-Kutta algorithm. In this case, the initial condition for   is f )(0 .
The geometrical spreading is determined calculating two auxiliary rays leaving the epicentre
with azimuths   f1 and   f2 , respectively, where   is a very small
assigned parameter. These two rays (Figure 6.3) are calculated, solving again the ray-tracing
system (6.13) with initial conditions 10  )(  and 20  )( , until they reach the wavefront
that crosses the receiver. In this way the two points (1 and 2) are determined. The geometrical
spreading is then computed as:
 2
DJ (6.17)
where D is the distance between points 1 and 2.
Figure 6.3 - Representation of the procedure for computing the geometrical spreading; violet rays are the
two auxiliary rays and their azimuth at the source are given by the azimuth angle of the true ray (bold
black ray) increased and decreased by the quantity  .
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The quantities τ , J  and   are computed for each mode and frequency to be used in the
calculation of synthetic seismograms in 3D media (see paragraph 6.1.4).
6.1.4 3D modal summation
The spectrum of the wavefield represented by a sum of normal modes in a half-space with
weak lateral heterogeneities in the WKBJ approximation is expressed by the formula (Levshin
et al., 1985):
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where m is the index identifying the mode, mc  is the phase velocity, mgv  is the group velocity,
mI1 is the energy integral, mτ is the phase travel time, mJ  is the geometrical spreading, m is
the attenuation factor, ),( zmu  is the eigenfunction of the wave (Rayleigh or Love) at the
depth z  of the receiver and ),( Sm hW  is the source function depending on the source
mechanism and source spectrum ( Sh is the depth of the source).
6.2 3D Modelling: limits and applicability
The 3D modal summation computational scheme has one main limit: the real dimensions of
the area of interest.
In fact, the smoothing criterion (see paragraph 6.1.1) determines the distance L* at which two
structures have to be placed in order to satisfy the WKBJ approximation. If this distance is
greater than the real distance between the structures, d, the smoothing of the structures, and
therefore the 3D modelling, cannot be applied. An example of inapplicability of the 3D
modelling presented in paragraph 6.1 is given by the valley of Grenoble (French Alps), which
study has been proposed by the organizing committee of the 3rd International Symposium on
the Effects of Surface Geology on Seismic Motion (ESG2006) in Grenoble (Chaljub et al.,
2007; Dumbser et al., 2007).
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                                  a)                                                       b)
Figure 6.4 - Valley of Grenoble (ESG2006 benchmark). a) Topographic map of the area; the shape of the
basin is identified by the black line. b) Map with the depth of the basin.
The numerical model of the basin was constructed based on a 250 m resolution digital
elevation model (DEM) of the surrounding topography and of the shape of the basin (Figure
6.4). A simplified description of the mechanical properties of the soil layers, based on the
following polynomial variation with depth z (measured in meters):
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has been adopted, where   and   are the P- and S-wave velocities (in m/s), respectively, 
is the mass density (in kg/m3), and PQ and SQ  are P and S quality factors. The bedrock is
layered, with the soil properties given in Table 6.1.
Table 6.1 - Properties of the Grenoble bedrock layers.
Depth of top
of layer (km) Density (km/m
3) Vp (km/s) Vs (km/s) Qp Qs
0 2.72 5.60 3.20 Infinite Infinite
3 2.72 5.92 3.43 Infinite Infinite
27 2.92 6.60 3.81 Infinite Infinite
35 3.32 8.00 4.45 Infinite Infinite
Four sources (Figure 6.5) have been considered in the ESG2006 benchmark in order to
compute the seismic response of the valley: two small events that occurred recently in the
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Grenoble area (the ML=2.9 Lancey event of 2003/04/26 and the ML=2.8 Laffrey event of
2005/10/01, referred to as W1 and W2, respectively) and two hypothetical large events (M=6,
referred to as S1 and S2, respectively) with imposed source parameters.
Figure 6.5 - Map of surface topography in the Grenoble area showing the four sources considered in the
ESG2006 numerical benchmark. The weak motion cases W1 and W2 are indicated with red stars, and the
strong motion scenarios S1 and S2 with red lines. The white line is the 50 m contour line in the map of
sediment thickness of Figure 6.4b. The yellow triangles denote the position of the 40 receivers where a
prediction of the ground shaking was required.
The rays connecting the sources and the receivers within the basin travel through structures
placed in the space every 250 m along x and along y (d =250 m). Applying the smoothness
criterion (6.4) in its weakest form (i.e. adopting the value 5 for the double inequality) for the
adjacent structures, it results that a length L*>250 m is needed to smooth the greatest lateral
heterogeneities, if the maximum frequency contained in the computed signals is 1 Hz.
Therefore, since the requested distance is greater than the true, physical distance (L* > d), a
weak lateral varying model cannot be constructed, and it is necessary to introduce a first order
discontinuity (see Panza et al., 2001 and references therein)
On the contrary, 3D modal summation modelling well adapts to the structural models
determined by the non-linear inversion of surface wave group velocity data, obtained from a
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tomographic analysis on cells with size 1° x 1° (Figure 6.6). The non-linear inversion method
computes a set of acceptable velocity models for each cell, to which the local smoothness
optimization (LSO) (Boyadzhiev et al., 2008) is applied in order to select the representative
cellular structures. Therefore, since the representative cellular structures are computed by a
smoothing method, 3D modal summation modelling naturally applies.
Figure 6.6 - Cells in Italy and surrounding areas for which the non-linear inversion of surface wave group
velocity data has been performed (Zuri, 2009).
Let us consider the example of the 4 cells that cover the Friuli Venezia Giulia region,
indicated by the number 21, 22, 35 and 36 in Figure 6.6. The values for L*, n and L*/n
calculated for the 4 interfaces (2 vertical and 2 horizontal) between these cells are given in
Table 6.2. They have been computed adopting the value 5 in the determination of L*
(Formula 6.4) and the value 20 in the determination of n (Formula 6.9).
The cells have dimensions of 1° x 1°, which, at these latitudes and longitudes, corresponds to
about 77 km (along latitude) x 111 km (along longitude). The smoothing can be effectively
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applied if L* is lower than the distance between the centres of the cells (i.e 77 km along x and
111 km along y). This requirement is fully satisfied for the Friuli Venezia Giulia area (see
Table 6.2).
The interfaces between the cells are not real boundaries between different structures and
derive from the choice, dictated by the resolving power of the data, to discretize the territory
in cells of 1°x1°; therefore it is not mandatory to keep the length of the smoothing zone as low
as possible: a continuous smoothing between the centre of the cells is fully justified. This
choice allows us to increase the grid steps and therefore to reduce the computing time. In fact,
the grid steps are given by the minimum L*/n value along x and y, respectively. In the specific
case, x=0.3 km and y=0.8 km (Table 6.2). Considering alternatively L*=77 km along x and
L*=111 km along y, the grid steps become x= L*/nxmax and y= L*/nymax, where nxmax and
nymax are the maximum number of substructures along x and y, respectively. Therefore,
x=77/4=19.2 km and y=111/6=18.5 km.
Using these rules, the 3D modal summation modelling can be applied to the cellular structural
models (Figure 6.6) in order to easily compute NDSHA maps.
Table 6.2 - L*, n and L*/n values computed for the 4 cellular structural models in the Friuli Venezia
Giulia region.
Interface L*(km)
n L*/n
(km)
21-22 1.4 4 0.3
35-36 0 2 NaN
35-21 5.1 6 0.8
36-22 3.9 4 0.9
6.3 Justification of the 1D-receiver modelling
The NDSHA maps of chapters 2-5, which give the earthquake ground motion at the bedrock,
have been computed assuming the model of the receiver as representative of the whole path
(see paragraph 2.1.1). In this paragraph a justification for this choice is illustrated.
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Let us consider two of the structures in contact shown in Figure 2.2, namely structure 12 and
structure 14, which characterize the Friuli Venezia Giulia region. In order to apply the 3D
modal summation modelling, fourteen substructures, each 1 km long, have to be linearly
interpolated between structure 12 and structure 14. The resulting 3D grid is shown in Figure
6.7.
The source and receiver adopted for the simulation are placed at the same distance from the
smoothing zone. Two sets of synthetic seismograms have been computed by 3D modal
summation modelling: one has the source in structure 12 and the receiver in structure 14; the
other has the source in structure 14 and the receiver in structure 12. The assumed source
parameters are: magnitude M=5.0, depth=10 km, strike-receiver angle=30°, dip=45°,
rake=100°. The source-receiver distance is 30 km.
The computed set of synthetic seismograms are given in Figure 6.8 (from left to right, 1st and
4th  column, respectively) jointly to the 1D seismograms associated with the structure 14
(from left to right, 2nd column) and the 1D seismograms associated with the structure 12 (from
left to right, 3rd column). We can see that the signals obtained for the laterally heterogeneous
medium look more similar to the signals computed in the receiver structural model than to
those computed using the structural model containing the source; therefore the adoption of the
receiver structure in 1D computations of earthquake hazard at the bedrock is justified.
Figure 6.7 - 3D grid (40 rows, 5 columns, x= 5 km, y= 1 km) constructed with structure 14 (green lines),
structure 12 (blue lines), and their substructures (fourteen red lines, each corresponding to one
substructure). The black crosses indicate the position of the source and receiver, which are placed at the
same distance from the smoothing zone.
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Figure 6.8 - Synthetic seismograms for the tree components of displacement (from top to bottom:
transversal, radial and vertical component). The four columns refer (from left to right) to the 3D modal
summation modelling associated with the source in structure 12 and the receiver in structure 14, 1D
modelling for structure 14, 1D modelling for structure 12, 3D modal summation modelling associated with
the source in structure 14 and the receiver in structure 12.
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6.4 3D Modelling validation
A validation of the 3D modal summation modelling has been performed by comparing the
results of the modelling with the observations, by means of the following two steps:
- comparison between the synthetic seismograms and the seismic recordings;
- comparison between the peak values of the synthetic seismograms and the macroseismic
intensities.
In the specific, three large Vrancea (Romania) earthquakes (1977.03.04, 1986.08.30 and
1990.05.30) have been used as benchmark.
6.4.1 Input data
Two kinds of input data are required for the modelling: the 3D structural model of the
medium through which the seismic waves propagate, from the sources to the sites of interest,
and the earthquake scenarios.
6.4.1.1 Structural models for the Romanian territory
The Romanian territory has been divided into regional polygons (Figure 6.9) associated with
one-dimensional average layered structures (Radulian et al., 2000). The structural models
(depth, density, P- and S-wave phase velocities and quality factors), which are specified in
Radulian et al. (2000), have been updated in the depth range from 50 km to 350 km taking
into account recent tomographic results (Raykova and Panza, 2006), and are at the base of the
definition of the 3D grid.
To optimize the computing time, all subsequent computations are limited to the rectangular
area (150 km x 250 km) that includes the relevant sources and receivers, shown in Figure
6.10a.
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Figure 6.9 - Map of Romania, showing the structural polygons (red lines) defined by Radulian et al.
(2000).
a) b)
Figure 6.10 - a) Schematic representation of the structural polygons (red lines), the epicentres (stars), the
recording stations (triangles) and the major cities (circles); b) gridded representation of the area of Figure
6.10a: the symbol “.” indicates locations where the original structures are specified (i.e. the polygons of
Figure 6.10a), while the symbol “-” indicates the substructures that have been defined by the smoothing
procedure described in paragraph 6.1.1.
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The smoothing procedure, described in paragraph 6.1.1, has been applied to all the adjacent
structures in the selected area in order to determine, for each couple of adjacent structures, the
length of the smoothing zone, L*, and the number n of substructures necessary to fill up L*.
The minimum value of nL / along x and y determines the grid steps x and y, respectively
(for this case x=y=4 km).
6.4.1.2 Automated generation for the 3D grid
The generation of the 3D grid is particularly dreary because it needs to handle different
coordinates systems (geographic coordinates in decimal format in which the vertices of the
polygons are given and a kilometric Cartesian reference system in which the grid must be
specified) and the smoothing zones. Therefore, a program to automatically define the grid has
been developed.
Once the coordinates of one of the vertices of the rectangular area (i.e. the origin point of the
grid) and the dimensions of the rectangular area (in km) have been specified as input
parameters, the program:
- defines a kilometric grid in Universal Transverse Mercator (UTM) coordinates;
- transforms the UTM coordinates of each grid point to geographic coordinates in decimal
format;
- identifies, for each grid point, the associated structural polygon;
- identifies all the boundaries between different structures;
- identifies the grid points that belong to the smoothing zones;
- associates each grid point inside the smoothing zones with the pertinent substructure.
A grid with 38 columns and 63 rows has been automatically generated for the area shown in
Figure 6.10a and it is schematically drawn in Figure 6.10b, where the symbol “.” indicates the
original structures (i.e. the polygons of Figure 6.10a), while the symbol “-” indicates the
substructures.
6.4.1.3 The Vrancea earthquake source models
The 4 March 1977, the 30 August 1986 and the 30 May 1990 earthquakes originated at
intermediate depths in the Vrancea region (Romania), at the arched bending of the Carpathian
Mountains. The epicentres of the three earthquakes are displayed in Figure 6.10a as stars. The
source parameters adopted for the modelling of these events are reported in Table 6.3. A
scaled double-couple point source approximation has been considered. For the scaling of
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these intermediate depth Vrancea earthquakes, the modified Gusev’s (1983) curves (Radulian
et al., 2000; Gusev et al., 2002), which account for the possible difference in the corner
frequency between shallow and deep earthquakes, have been used.
Table 6.3 - Seismic sources parameters used for the numerical simulations. The focal mechanisms are
taken from the Global CMT catalogue (www.globalcmt.org/CMTsearch.html ). Locations and magnitudes
are taken from the Romanian Earthquake Catalogue ROMPLUS (Oncescu et al., 1999). The hypocentral
depths are taken from Lungu et al. (1995) (1977 earthquake) and the Global CMT catalogue (1986 and
1990 earthquakes).
Hypocenter Focal mechanism solutionQuake
Y/M/D Lat. (°) Long. (°) Depth (°) Strike (°) Dip (°) Rake (°) Mw
1977/03/04 45.77 26.76 109 235 62 92 7.4
1986/08/30 45.52 26.49 132 240 72 97 7.1
1990/05/30 45.83 26.89 74 236 63 101 6.9
6.4.2 Synthetic waveforms and comparison with the recorded signals
With the input data described in paragraph 6.4.1, acceleration signals up to 1 Hz have been
computed for the 30 May 1990 earthquake by using the 3D modal summation. Three-
component synthetic signals, to be validated against the recorded accelerograms, have been
generated at the location of two seismic stations (Bucharest-Magurele and Muntele Rosu)
triggered by the 30 May 1990 earthquake. The recordings have been taken from the Internet
Site for European Strong Motion Data (Ambraseys et al., 2002) and, for comparison purposes,
have been low-pass filtered with a cutoff frequency of 1 Hz.
The stations are displayed in Figure 6.10a as triangles, while their coordinates and epicentral
distances are listed in Table 6.4.
The comparison between the synthetic seismograms and the corresponding recordings is
shown in Figure 6.11 and Figure 6.12. We can see that the synthetic seismograms reproduce
satisfactorily the shape and the amplitudes of the recorded ones. It must be pointed out that
the origin time is not the same between the synthetic and the recorded signals, since the time
of the first sample of the recordings is not known. The 1D signals associated with the
structure of the receiver and the source are reported for completeness.
126
Table 6.4 - Characteristics of the seismic stations.
Station Name StationCode
Latitude
(°N)
Longitude
(°E)
Epicentral distance
(km)
Bucharest-
Magurele BUC1 44.347 26.030 185
Muntele Rosu MLR 45.492 25.944 82
Figure 6.11 - Three-component accelerograms recorded (OBS) and simulated (3DMS, R, S) for Bucharest-
Magurele station in case of the 30 May 1990 Vrancea earthquake. The recordings have been low-pass
filtered with a cutoff frequency of 1 Hz. From top to bottom: N-S component, E-W component and
vertical component. 3DMS refers to the 3D modal summation simulation, R refers to the 1D simulation
for the structure where the receiver is located and S refers to the 1D simulation for the structure where
the source is located.
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Figure 6.12 - Three-component accelerograms recorded (OBS) and simulated (3DMS, R, S) for Muntele
Rosu station in case of the 30 May 1990 Vrancea earthquake. The recordings have been low-pass filtered
with a cutoff frequency of 1 Hz.  From top to bottom: N-S component, E-W component and vertical
component. 3DMS refers to the 3D modal summation simulation, R refers to the 1D simulation for the
structure where the receiver is located and S refers to the 1D simulation for the structure where the
source is located.
6.4.3 Modelled and observed macroseismic intensities
As for the 1117 earthquake (see chapter 4) the results of the modelling (in terms of peak
values between the two horizontal components) have been compared with the observed
macroseismic intensities.
Beside the 30 May 1990 earthquake (Mw=6.9), the 4 March 1977 and the 30 August 1986
earthquakes have been taken into account for this analysis. The macroseismic fields of these
earthquakes are shown in Figure 6.13. They have been obtained by mean of the Diffuse
Boundary (DB) method (Molchan et al., 2002), which allows to visualize the uncertainty of
the isoseismals. For the 4 March 1977 and the 30 August 1986 earthquakes, the maximum
intensities are observed within a NE-SW elongated area, located south-eastward of the
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epicentres. The shape of the macroseismic field associated with the 30 May 1990 earthquake
is a little different: it is not much elongated in a N-S direction. The 31 May 1990 a strong
aftershock (Mw=6.4) occurred; however the large amount of data collected by specialists (like
questionnaires, photographs of the cracks and damaged buildings) permits to sort out most of
the macroseismic observations of the two events (30 and 31 May 1990).
a)
b) c)
Figure 6.13 - DB isoseismals (Molchan et al., 2002) for the a) 30 May 1990, b) 4 March 1977 and
c) 30 August 1986 earthquakes. The Medvedev-Sponheuer-Karnik (MSK)  intensity scale is used.
Macroseismic intensities are estimated on the MSK (Medvedev-Sponheuer-Karnik) scale,
which virtually coincides with the Modified Mercalli (MM) scale (IMSK~IMM, Reiter, 1990).
The relation between the MM scale and the MCS scale is IMM~(5/6) IMCS (Decanini et al.,
1995). The existence of many different scales is a demonstration of the complexity of the
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problem of describing earthquake effects. The multiplicity of scales generates some problems
in practical applications, which must therefore rely upon very conservative assumptions.
Synthetic seismograms have been computed by mean of the 3D modal summation technique
for the major Romanian cities included in the analyzed area (see Figure 6.10a). The computed
acceleration peak values have then been converted into macroseismic intensities using three
different relationships: the relationship based on the MSK-64 intensity scale, reported in
Table 6.5 (Medvedev et al., 1965) and other two recent relationships proposed by Enescu
(1997) and Bonjer et al. (2001):
- 1814027120 ..log max  Ia , for IXIV  (Enescu, 1997);
- 140290 ..log max  Ia  (Bonjer et al., 2001),
where maxa is the maximum acceleration value from the two horizontal components and I is the
macroseismic intensity.
Table 6.5 - The intensity scale MSK-64 and the associated acceleration values (Medvedev et al., 1965).
Intensity Acceleration (cm/s2)
V 12-25
VI 25-50
VII 50-100
VIII 100-200
IX 200-400
X 400-800
The computed and the observed macroseismic intensities for the 30 May 1990, the 4 March
1977 and the 30 August 1986 earthquakes are reported in Table 6.6, Table 6.7 and Table 6.8,
respectively, while the comparison is graphically illustrated in Figure 6.14. For each
considered city, the observed intensities (Iobs) are shown as blue circles and the computed
values (Icalc) are represented by squares. The different colours of the squares indicate the
different intensity-acceleration relationships used: red stands for the relationship based on the
MSK-64 intensity scale reported in Table 6.5 (Medvedev et al., 1965) and green stands for
both the Enescu (1997) and Bonjer et al. (2001) relationships. The colour adopted for the
Enescu (1997) and Bonjer et al. (2001) relationships is the same (green) since the associated
computed intensity values are identical (see Table 6.6, Table 6.7 and Table 6.8).
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The intensities obtained with Enescu (1997) and Bonjer et al. (2001) relationships are
systematically one intensity degree lower than those calculated by mean of the relationship
based on the MSK-64 intensity scale.
Except for two points (Bucharest, 30 May 1990 earthquake and Buzau, 30 August 1986
earthquake), at least one of the three computed values is equal to the observed intensity and,
in all cases, the difference between computed and observed intensities does not exceed the
one-degree sensitivity of the scale. The same results are obtained considering the vector sum
of the two horizontal components. Therefore the agreement between the modelling and the
observations is fully satisfactory.
Table 6.6 - Modelled and observed macroseismic intensities (MSK) for the 30 May 1990 earthquake. The
observed intensities are from Radu and Utale (1990).
City Latitude(°N)
Longitude
(°E)
PGA
(cm/s2)
Icalc
MSK-64
Icalc
Enescu
(1997)
Icalc
Bonjer
et al.
(2001)
Iobs
(MSK)
Bucharest 44.44 26.10 29.8 VI V V VII
Braşov 45.66 25.61 82.4 VII VI VI VI
Ploieşti 44.94 26.03 54.0 VII VI VI VII
Buzău 45.15 26.82 147.8 VIII VII VII VII
Table 6.7 - Modelled and observed macroseismic intensities (MSK) for the 4 March 1977 earthquake. The
observed intensities are from Radu and Utale (1989).
City Latitude(°N)
Longitude
(°E)
PGA
(cm/s2)
Icalc
MSK-64
Icalc
Enescu
(1997)
Icalc
Bonjer
et al.
(2001)
Iobs
(MSK)
Bucharest 44.44 26.10 129.3 VIII VII VII VIII
Braşov 45.66 25.61 64.8 VII VI VI VI
Ploieşti 44.94 26.03 117.0 VIII VII VII VII
Buzău 45.15 26.82 63.2 VII VI VI VII
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Table 6.8 - Modelled and observed macroseismic intensities (MSK) for the 30 August 1986 earthquake.
The observed intensities are from Radu et al. (1987).
City Latitude(°N)
Longitude
(°E)
PGA
(cm/s2)
Icalc
MSK-64
Icalc
Enescu
(1997)
Icalc
Bonjer
et al.
(2001)
Iobs
(MSK)
Bucharest 44.44 26.10 80.5 VII VI VI VII
Braşov 45.66 25.61 28.0 VI V V VI
Ploieşti 44.94 26.03 36.2 VI V V VI
Buzău 45.15 26.82 40.3 VI V V VII
           a)
b) c)
Figure 6.14 - Comparison between the modelled and observed macroseismic intensities (MSK) for the
a) 30 May 1990, b) 4 March 1977 and c) 30 August 1986 Vrancea earthquakes.
132
133
Conclusions
The NDSHA is based on the generation of synthetic seismograms, which can be readily
obtained, without having to wait for a strong event to occur. The synthetic seismograms
provide a realistic modelling of ground motion and represent the main advantage of the
NDSHA method. According to Field et al. (2000), "waveform modeling represents our best
hope for making more accurate estimates of ground motion at a site" and "is also in line with
the trend toward dynamic analysis in the engineering community".
In this thesis some important aspects of the NDSHA have been discussed.
Considering average structural models and a set of sources with damaging potential
distributed within the seismogenic zones, ground shaking scenarios for the Italian territory, as
well as for any area of interest, can be defined at the bedrock, obtaining seismic hazard maps
complementary to the PSHA map on which the Italian seismic code is based. Maps produced
by NDSHA are given in terms of maximum ground displacement, velocity, or DGA, which
can be converted into macroseismic intensities using computed peak values - macroseismic
intensities regression relationships.
Italy posses a unique earthquake catalogue that can be considered complete, for magnitudes
above 5, since the beginning of last millennium. The stability analysis performed for NDSHA
maps shows that the available information from past events may not be well representative of
future earthquakes, even when time interval as long as 500 years are considered. The NDSHA
can easily overcome this limit since it allows to take into account, in a formally well defined
way, not only the observed seismicity but also independent indicators of the seismogenic
potential of a given area like the seismogenic nodes and active faulting data.
For the Italian territory, the comparison between PSHA and NDSHA maps shows that
NDSHA provides values larger than those given by PSHA in areas where large earthquakes
are observed and in areas identified as prone to large earthquakes. The maximum values of
NDSHA are consistent with those of PSHA for long return periods (T≥2475 years).
Comparatively smaller values are obtained in low-seismicity areas.
NDSHA is well suitable to perform exhaustive parametric tests, which are extremely useful in
order to detect the main characteristics of the past earthquakes. The re-evaluation of historical
earthquakes, in the perspective of the most recent achievements of Seismology - source and
wave propagation modelling - is an important task in seismic hazard assessment studies in
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order to better understand the past events and to prevent future damage. The 3 January 1117
earthquake (I0 at least IX MCS), the largest known event occurred so far in the Po Valley, has
been studied. A parametric analysis on the source main characteristics (magnitude, epicentre,
hypocentral depth and focal mechanism) has been performed by computing different intensity
scenarios of expected ground motion and comparing the results with the available
macroseismic data. The good agreement between the scenarios and the macroseismic data has
permitted to constrain in a formally rigorous way some possible characteristics of the 1117
earthquake, despite the uncertainties related to the scarcity of the available observations.
The main task of the NDSHA is the prediction of the expected ground shaking associated
with future earthquakes in order to supply a useful tool for decision-makers to be used to
increase the community awareness and preparedness to strong seismic events. This is the idea
on which the ASI-SISMA Project is based. A system for monitoring and alert on different
spatial scales is being developed, integrating the seismological analysis with the space Earth
Observation techniques and the geophysical modelling. Thanks to the capability of the
NDSHA to incorporate, in a rather straightforward way, additional information that permit to
better constrain the potential sources and the local soil condition, time dependent ground
shaking scenarios at different level of detail are produced:
a) scenarios at the bedrock associated with the alerted areas;
b) scenarios at the bedrock associated with the alerted nodes, within the alerted areas;
c) detailed scenarios associated with the alerted faults that take into account site effects.
The prediction about the ground shaking scenarios jointly with the time information given by
the intermediate-term middle-range earthquake prediction is useful to plan preparedness and
rescue actions (e.g. placement and survey of the first-aid resources).
NDSHA maps at the bedrock are based on the modal summation for 1D-receiver model
approximation, since the structure of the receiver has the strongest influence on the computed
seismograms. At local scale the hybrid technique that combines the modal summation with
finite differences can be used to analyse the seismic response of 2D laterally heterogeneous
models. As an extension of this work, the 3D modal summation modelling can be easily
integrated in the computation of the ground shaking maps in order to take into account the
different structures crossed by the seismic waves.
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Appendix A
Software development techniques and practices applied
in the SISMA Project
In the framework of the SISMA Project, I developed the part of the system devoted to:
a) computation of the ground shaking scenarios at the bedrock associated to the CN and
M8S alerted areas (level 1a scenarios, called “national ground shaking scenarios”);
b) computation of the ground shaking scenarios at the bedrock associated to the alerted
nodes (level 2 scenarios, called “local ground shaking scenarios”);
c) identification of  the alerted active faults.
This part of the system is performed by Bash1 scripts which invoke Fortran programs. A
program in execution is called process. For the SISMA Project, I have written 3 programs that
implement 5 processes. Their reciprocal correspondence is shown in Table A.1. They have
been developed according to some software engineering techniques that are briefly explained
in the following sections.
Table A.1 - Correspondence between the programs and the associated processes.
Program Process
aux_scuot_naz Compute CN National Ground Shaking Scenario
aux_scuot_naz Compute M8S National Ground Shaking Scenario
aux_scuot_loc Compute CN Local Ground Shaking Scenario
aux_scuot_loc Compute M8S Local Ground Shaking Scenario
infa Identify the alerted active faults
1 Bash is a command line shell available in many Unix-like environments, which, like other Unix shells, allows
scripting.
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A.1 Chain of processes
The processes are sequential, in the sense that, for example, the output of the process “A” is
the input for process “B” and so on (see Figure A.1).
Figure A.1 - Chain of processes.
These chains of processes are started automatically by the system. Typically the first program
of the chain is activated by a time basis (e.g. every two month) while the subsequent programs
are activated in series, i.e. program n+1 starts when program n has terminated successfully.
A.2 Definition of interfaces
In SISMA each process has a well defined interface which specifies:
 which input is read and which output is created;
 how the input should be prepared in order to be understood by the process;
 in which form the process presents its output;
 how to start the process.
These specifications are described through the context diagrams, the command line interfaces
and the input and output formats.
A.2.1 Context Diagram
The context diagram of a process is a simple diagram that highlights the inputs and the
outputs of the process itself. In Figure A.2 we can see one example of context diagram.
Figure A.2 - Context diagram.
Process A
A
Output of A Process B
B
Output of B Process C
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The process is called “Compute CN National Ground Shaking Scenario”. In this case, the
process reads in input the areas alerted by the CN algorithm and creates (in output) the ground
shaking scenarios at the bedrock associated to these areas. An analogous context diagram can
be drawn for the areas alerted by the M8S algorithm.
A.2.2 Specification of the Command Line Interface
The Command Line Interface (CLI) explains how to start the process. The command line
associated to the process “Compute CN National Ground Shaking Scenario” is:
./aux_scuot_naz.sh --cn <alerted-area-dir> <output-dir>
where “aux_scuot_naz.sh” is the name of the program that implements the computation of the
national ground shaking scenarios. The “--cn” option tells “aux_scuot_naz.sh” to interpret the
input as areas alerted by the CN algorithm (the areas alerted by the M8S algorithm are
indicated by the   “--m8s” option). The term “<alerted-area-dir>” means that the user must
indicate the path of the file containing the alerted areas. The term “<output-dir>” indicates
where the process should place its output.
A.2.3 Input and output formats
The project requires that the formats of the input and the output of each process must be
specified. Specifying the input and the output formats is a good design practice and it is
particularly important when programs developed by different persons and teams must
interoperate. This is exactly the case of the SISMA Project where many chains of processes
and various programs are developed by people from different organisations.
As example, the format of the file scuotf0res.amx, which is one of the files created by
“aux_scuot_naz.sh”, is given in Figure A.3.
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The format of the file is of type CSV where the separator character is the space and the line terminator is of UNIX type (LF).
The content of the file is composed by a variable number of rows.
The first 5 rows are comments. Each of the next rows contains the displacement information related to a grid point. Each row is divided into 6
columns according to the following table:
Column Format Content
1 Real number (fixed point) Longitude (sessagesimal degrees)
2 Real number (fixed point) Latitude (sessagesimal degrees)
3 Real number (scientific notation) Peak of displacement (cm)
4 Real number (scientific notation) Period of the peak for the maximum component between NS and EW (s)
5 Real number (scientific notation) Period of the peak for the minimum component between NS and EW (s)
6 Real number (scientific notation) Magnitude of the event that generated the peak
Figure A.3 - Format used for the file scuotf0res.amx, which contains the displacement scenarios associated
to an alerted region.
A.3 Documentation with ROBODoc
The SISMA Project requires the documentation of every developed program. The main
problem is the burden of maintaining the documentation synchronized with the source code of
the programs. One of the reasons is that the documentation and the source code are stored in
separate files that usually can be edited only with different editors. Some instruments, like
ROBODoc, solve this problem allowing the developer to write directly into the source code
specially formatted comment headers that will be extracted by ROBODoc and stored in a
different file containing only the documentation of the code (see Figure A.4). Thus
ROBODoc makes it easier to keep the documentation synchronized with the source code.
An example of documentation for the SISMA Project created with ROBODoc is illustrated in
Figure A.5.
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Figure A.4 - Schematization of the operations performed on the source code.
Figure A.5 - Documentation with ROBODoc for the program aux_scuot_naz.sh.
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A.4 Use of unit tests
In order to guarantee that the developed software does not have bugs, it has been necessary to
test extensively each program through unit testing. Unit testing is a software verification
method in which a programmer tests if individual units of source code are fit for use. A unit is
the smallest testable part of an application and may be an individual program, function,
subroutine, etc.
The goal of unit testing is therefore to isolate each unit and show that these units are correct.
A unit test consists of three steps:
a) prepare the inputs;
b) invoke the unit under test;
c) verify that the results match the expectations.
Usually, in everyday practice each programmer performs these steps in order to be sure that
the program works properly, but no trace is kept of them. In such conditions only the
programmer knows, at the moment of running the tests, which test has been executed;
therefore when the source code is further modified by the same programmer or by another
programmer, all the tests should be repeated to be sure that no bugs have been introduced and
that the code still works correctly, but this control is not possible since no trace of the
previous tests has been kept.
The use of unit testing requires writing the tests: it is more time consuming to write code and
tests than only code, but in the long run this conservative procedure pays back. In fact, unit
testing introduces several benefits:
- the availability of tests makes the code easier to maintain across time since they allow to
detect the introduction of bugs whenever the programmer adds new features or refactors2
the code;
- tests also serve as a source of documentation about what the code is really expected to do;
- the act of writing tests helps the programmer to think more thoroughly before writing the
code; to think about the possible input the code will get, what output it will return, what
exactly will be its functionality;
2 Code refactoring is the process of changing program's internal structure without modifying its external
behaviour. It is used to improve the code readability and maintainability without affecting existing functionality.
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- the act of writing tests encourages the programmer to write code in small units that can be
tested independently, making the code simple, clear and easier to maintain.
Unit tests can be performed both manually and automatic. The requirements of the SISMA
Project do not favour one over the other. However, a manual approach to unit testing employs
a step-by-step instructional document and often it is not a guaranty of quality. In fact, manual
tests are written and usually run only one time since they are long and boring to be executed.
Moreover, if not planned carefully, a manual unit test has the tendency to test more than one
unit at the same time. These aspects preclude the achievement of most if not all of the
requirements established for unit testing. Therefore, in software environments, it is
consolidated the practice to write fast automated unit tests to be run often, at each
implementation.
These reasons guided me in the decision of performing automated unit tests.
A.5 Validation of the products
An additional requirement to the verification of the correct functioning of the programs (see
paragraph A.4), is the validation of the products.
The procedure to validate the ground shaking scenarios both at national and local scale is
subdivided in two parts:
1) demonstration that the computation of the synthetic seismograms, at the base
of the ground shaking maps, is correct from a numerical point of view;
2) demonstration that the values of soil motion shown on the ground shaking
maps are consistent with the seismic recordings;
A.5.1 Part 1 - Validation of the method
The first part of the adopted validation procedure has the purpose to demonstrate that the
computing of the synthetic seismograms is correct from a numerical point of view, given a
determined source and a structural physical model. This has been achieved comparing a two-
component seismogram (radial and transversal components) at the base of the ground shaking
maps, computed by the modal summation (Panza et al., 2001, see chapter 1), with the
correspondent seismogram computed with the same source and structure, but with the finite
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differences technique (Fäh, 1992). The considered seismograms are shown in Figure A.6. The
picture shows that the seismograms are consistent since the duration, time of arrival and peak
values are very similar. The comparison has been performed in terms of displacement, since
velocities and accelerations are obtained by derivation, starting from displacements.
                                        a)  b)
Figure A.6 - Seismograms used to validate the method at the base of the ground shaking maps.
a) Seismograms computed by the modal summation technique (Panza et al., 2001), b) seismograms
calculated by the finite differences technique (Fäh, 1992). From top to bottom: radial components and
transversal components of motion.
A.5.2 Part 2 - Validation of the ground shaking maps values
The values given by the ground shaking maps represent the maximum expected values on the
Italian territory, associated with a given alarm (see chapter 5). Every time an area (CN or
M8S) is alerted, the synthetic seismograms are computed a) using the sub set of sources inside
the alerted area (national scale), to which a magnitude consistent with that of the alarm is
assigned, or b) using the sub set of sources inside the alerted nodes (local scale).
The peak values obtained in such way represent the maximum values expected for an
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earthquake that might occur during the period of validity of the alarm, inside the whole
alerted area or inside one of the alerted nodes, with the magnitude consistent with that of the
alarm itself.
Therefore, the validation consists in the comparison of the computed values (DGA) with the
peak values of the accelerometric recordings (PGA). The equivalence between DGA and PGA
has been discussed in paragraph 3.4. According to their definition, within measurements and
modelling errors, DGA values should be greater or equal to the PGA values.
Therefore the comparison between DGA and PGA must be performed taking into account
that:
- NDSHA values are values computed at the bedrock and therefore they should be compared
with accelerograms recorded at sites “on rock”, to avoid, as much as possible, local site
effects that can amplify severely the seismic response (an example of amplification is shown
in Figure 5.13). Moreover, some stations can present some problems related to the station
itself that the modelling obviously cannot reproduce; therefore the comparison made
considering only one recording of an earthquake is not significative.
- NDSHA values are shown on the ground shaking maps in terms of interval values, where
each interval corresponds to a macroseismic intensity, since differences in peak values lower
or equal to one macroseismic intensity are not relevant for reliable seismic hazard studies.
Therefore, as in chapter 3, the comparison between DGA and PGA values has been performed
in terms of macroseismic intensities in order to account for the problems related with the
recordings. Since ±1 degree of macroseismic intensity is the intrinsic uncertainty associated
with the intensity estimates, the computed DGA values are validated if IDGA (IPGA-1), where
IDGA and IPGA are the intensities associated to the DGA and PGA values, respectively.
Validation has been performed at national scale considering the CN and M8S predictions,
both real time and retrospective, confirmed by the occurrence of the expected earthquakes
(1976.05.06, 2004.07.12, 2003.09.14, 1998.09.09, 1980.11.23, 2003.03.29). Ground shaking
scenarios associated to these areas have been computed and the comparison has been
performed for those sites for which the Italian Accelerometric Archive (ITACA, Working
Group ITACA, 2008) provides the value of PGA. For the comparison, the coordinates of the
sites have been rounded to 0.2 degrees, i.e. consistent with the discretization step used in the
modelling of DGA. Figure A.7 illustrates an example of the proposed validation procedure
referred to the 1980 Irpinia earthquake, correctly predicted by the M6.5+ M8S algorithm
(Figure A.7a). The computed DGA scenario associated with the alerted area is shown in
Figure A.7b. Only the points that have a correspondent PGA observation are plotted. DGA
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values are expressed as interval values, each of them associated with an intensity (Panza et al.,
1997). We can easily verify that the observed PGAs are all in the same or in the lower
intensity class associated with the correspondent DGA values.
                              a)                                                                        b)
Figure A.7 - a) M8S alerted area (yellow) associated with the magnitude range M6.5+, which correctly
predicted the 1980 Irpinia earthquake (black circle); b) associated DGA scenario for those points that
have a correspondent PGA observation; PGA values (Working Group ITACA, 2008), expressed in unit of
g, are written above the DGA circles.
The validation of the local ground shaking follows the same guide lines of the validation at
national scale. In this case, the values compared with the observations are the DGA values
associated with the nodes inside the alerted areas, in which the epicentres of the occurred
earthquakes (1976.05.06, 2004.07.12, 1998.09.09, 1980.11.23) are contained. Since more
than one alerted area has predicted some earthquakes and more than one seismogenic node
can be associated to the occurred earthquakes, the comparison has been performed checking
at each site, for each earthquake, that the maximum ground shaking between all the alerted
nodes is consistent with the observed one.
The comparison between the computed seismograms and the recorded accelerograms (filtered
to 1 Hz) is shown in Panza et al. (2001).
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A.6 Version Control System
The development of a software project requires writing and maintaining a set of computer
files, like design documents, source codes, user manuals and automated test scripts, which
may be changed in time, even by different people. Therefore a way to track changes over time
is needed. In software development this is usually accomplished using the so-called Version
Control Systems.
To understand what a version control system is we can think to a home-made version control.
Everyone can have his own version control system simply by saving a particular file with a
different name every time a change is made (i.e. Document.old.txt, or adding the version
number or date, Document_3.txt, Document_October2009.txt, or adding the name of the
person that made the change, Document_ez.txt). This practice of retaining multiple copies of
the different versions of the program is commonly adopted but it may generate chaos. In fact
maintaining many near-identical copies of a file avoiding mistakes requires a lot of self-
discipline. Things get worse when different persons need to concurrently access and/or
modify the file.
Therefore, home-made version control systems are not an adequate solution for software
projects. Sophisticated systems to automate the version control process have been developed,
like SVN, which is adopted for the SISMA Project. These version control systems let users
tracking changes: changes are identified by a number (called revision number) and are
associated with the data and the author of the change. Revisions can be compared, restored,
and with some types of files, merged; people can share files and stay up-to-date with the latest
version.
The use of version control systems is extremely useful when it is used in combination with
unit tests (see paragraph A.4). In fact, keeping careful records not only of the tests that have
been performed, but also of all the changes that have been made to the source code, if a later
version of the code fails a particular test that it had previously passed, the version-control
software can provide a list of the source code changes that have been applied to the code since
that time. In such a way it is easy to detect which change causes the failure of the test and then
to solve the problem.
146
147
References
Abrahamson, N.A. (2006) - Deterministic and Probabilistic Assessments, Northwest Dam
Safety Regional Forum, Portland, Oregon.
Aki, K., Richards, P.G. (1980) - Quantitative seismology, Freeman and Co., San Francisco.
Aki, K. (1987) - Strong Ground Motion Seismology. NATO ASI Series, Series C:
Mathematical and Physical Sciences, D. Reidel Publishing Company, M.O. Erdik and M.N.
Toksoz (eds.), Dordrecht, 204, pp. 3-39.
Alekseevskaya, M.S., Gabrielov, A.M., Gvishiani, A.D., Gelfand, I.M., Ranzman E. Ya.
(1977) - Formal morphostructural zoning of mountain territories. J. Geophys., 43, 227-233.
Ambraseys, N. (1974) - Notes on engineering seismology, Engineering Seismology and
Earthquake Engineering, edited by J. Solnes, Nato Advanced Study, 33-54.
Ambraseys, N., Smit, P., Sigbjornsson, R., Suhadolc, P. and Margaris, B. (2002) - Internet-
Site for European Strong-Motion Data. <http://www.isesd.cv.ic.ac.uk>, EVR1-CT-1999-
40008, European Commission, Directorate-General XII, Environmental and Climate
Programme, Bruxelles, Belgium.
Andrews, D. J. (1980) - A stochastic fault model. 1. Static Case. J. Geophys. Res., 78, p.
3867-3877.
Aoudia, A. (1998) - Active faulting and seismological studies for Earthquake Hazard
Assessment. PhD Thesis, University of Trieste.
Aoudia, A., Vaccari, F., Suhadolc, P., Meghraoui, M. (2000) - Seismogenic potential and
earthquake hazard assessment in the Tell Atlas of Algeria, Journal of Seismology, 4, 79–98.
Babich, V. M. (1956) - Ray method for the computation of the intensity of wavefronts,
148
Nauka, in russian.
Basili, R., Valensise, G., Vannoli, P., Burrato, P., Fracassi, U., Mariano, S., Tiberti, M.M.,
Boschi, E. (2008) - The Database of Individual Seismogenic Sources (DISS), version 3:
summarizing 20 years of research on Italy's earthquake geology.
Tectonophysics, doi:10.1016/j.tecto.2007.04.014
Bender, B., Perkins, D.M. (1987) - SEISRISK III: A computer program for seismic hazard
estimation. U.S. Geological Survey Bulletin, 1772, 48 pp.
Benjamin, J.R., and associates (1988) - A criterion for determining exceedance of the
operating basis earthquake. EPRI Report NP-5930. Electric Power Research Institute, Palo
Alto, California.
Ben-Menhaem, A., Harkrider, D.G. (1964) - Radiation patterns of seismic surface waves from
buried dipolar point sources in flat stratified media. Bull. Seism. Soc. of Am., 69, 2605-2620.
Bernardis, G., Giorgetti, F., Nieto, D., Slejko, D. (1977) - Earthquakes Catalogue for Eastern
Alps Region, 74 pp., Centro di calcolo dell’Univ. di Trieste, Trieste, Italy.
Bommer, J. J., Abrahamson, N. A. (2006) - Why do modern probabilistic seismic hazard
analyses often lead to increased hazard estimates? Bull. Seismol. Soc. Am. 96, 1967–1977.
Bonjer, K.P., Sokolov, V., Wirth, W., Rizescu, M., Driad, L., Treml, M. (2001) - The
seismogenic potential of the Vrancea subduction zone - quantification of sourceandsite-effects
of great events. in Collaborative Research Center (CRC) 461 “Strong Earthquakes: a
Challenge for Geosciences and Civil Engineering”, report of 1999-2001, University of
Karlsruhe, 259-293 (in German).
Boschi, E., Favalli, P., Frugoni, F., Scalera, G., Smriglio, G. (1995a) - Mappa Massima
Intensità Macrosismica risentita in Italia. Istituto Nazionale di Geofisica. Roma.
Boschi, E., Ferrari, G., Gasperini, P., Guidoboni, E., Smriglio, G., Valensise, G. (1995b) -
Catalogo dei forti terremoti in Italia dal 461 a. C. al 1980, 973 pp. (with CD-ROM), Ist. Naz.
149
di Geofis., Storia Geofis. Ambiente, Bologna, Italy.
Boschi, E., Guidoboni, E., Ferrari, G., Gasperini, P., Valensise, G. (1997) - Catalogo dei forti
terremoti in Italia dal 461 a. C. al 1990, 644 pp. (with CD-ROM), Ist. Naz. di Geofis., Storia
Geofis. Ambiente, Bologna, Italy.
Boschi, E., Guidoboni, E., Ferrari, G., Mariotti, D., Valensise, G., Gasperini, P. (2000) -
Catalogue of strong Italian earthquakes from 461 B.C. to 1997. Testi introduttivi e CD-ROM,
versione 3 del Catalogo dei forti terremoti in Italia (CFTI3), Ann. Geofis., 43, 609– 868.
Boyadzhiev, G., Brandmayr, E., Pinat, T., Panza, G.F. (2008) - Optimization for nonlinear
inverse problem. Rendiconti Lincei: Scienze Fisiche e Naturali, 19, 17–43.
Burridge, R., Knopoff, L. (1964) - Body force equivalents for seismic dislocations. Bull.
Seism. Soc. Am., 54, 1875-1888.
Cancani, A. (1904) - Sur l'emploi d'une double echelle seismique des intesites, empirique et
absolue. G. Beitr. 2, 281-283.
Caputo, M. (1987) - Sismologia e segnali precursori dei terremoti. Calderini, Bologna.
Carrozzo, M. T., De Visintini, G., Giorgetti, F., Iaccarino, E. (1973) - General Catalogue of
Italian Earthquakes, RT/PROT (73)12, 226 pp., Comitato Naz. per l’Energia Nucl., Rome.
Castaños, H., Lomnitz, C. (2002) - PSHA: is it science?. Engineering Geology, 66, n. 3-4,
315–318.
Chaljub, E., Komatitsch, D., Vilotte, J.-P., Capdeville, Y., Valette, B., Festa, G. (2007) -
Spectral element analysis in seismology, in Advances in Wave Propagation in Heterogeneous
Media, Ru-ShanWu and Valérie Maupin (Editors), Advances in Geophysics, Vol. 48,
Elsevier, New York, 365–419.
Chersich, M., Amodio, A., Francia, A., Sparpaglione, C. (2009) - The SISMA Project: A pre-
operative seismic hazard monitoring system. Geophysical Research Abstracts, Vol. 11,
150
EGU2009-10946, 2009, EGU General Assembly 2009.
Cornell, C.A. (1968) - Engineering seismic risk analysis. Bull. Seism. Soc. Am., 58, 1583-
1606.
D'Amico, V., Albarello, D., Mantovani, E. (1999) - A distribution-free analysis of magnitude-
intensity relationships: an application to the Mediterranean region. Physics and Chemistry of
the Earth, Part A: Solid Earth and Geodesy, Volume 24, Issue 6, Pages 517-521.
Decanini, L. Gavarini, C., Mollaioli, F. (1995) - Proposta di definizione delle relazioni tra
intensità macrosismica e parametri del moto del suolo. In Atti del 7° Convegno Nazionale
l’Ingegneria Sismica in Italia, vol.1, 63-72.
Decanini, L.D., Mollaioli, F. (1998) - Formulation of elastic earthquake input energy spectra.
Earthquake. Eng. Struct. Dyn. 27, 1503-1522.
Decanini, L., Mollaioli, F., Panza, G.F., Romanelli, F., Vaccari, F. (2000) - Pericolosità
sismica della Sicilia Sud Orientale. Terremoti di scenario per Augusta, Siracusa e Noto. L.
Decanini e G.F. Panza (A cura di), Scenari di pericolosità sismica ad Augusta, Siracusa e
Noto. CNR- Gruppo Nazionale per la Difesa dai Terremoti- Roma, 2000. pp. 200. 83-153.
Decanini, L., Mollaioli, F., Panza, G.F., Romanelli, F., Vaccari, F. (2001) - Probabilistic vs
deterministic evaluation of seismic hazard and damage earthquake scenarios: a general
problem, particularly relevant for seismic isolation. Proc. 7th International Seminar on
Seismic Isolation, Passive Energy Dissipation and Active Control of Vibrations of Structures.
Assisi, Italy, October 2-5, pp. 25.
Dolce, M., Martelli A., Panza, G.F. (2004) - Proteggersi dal terremoto: le moderne tecnologie
e metodologie e la nuova normativa sismica. (in italian) 212 pp., ISBN 88-87731-24-1.
Du, Z., Panza, G.F. (1999) - Amplitude and phase differentiation of synthetic seismograms: a
must for waveform inversion at regional scale. Geophys. J. Int., 136, 83-98.
Dumbser, M., Kaeser, M., Eleuterio, F. T. (2007) - An arbitrary high-order discontinuous
151
Galerkin method for elastic waves on unstructured meshes V: local time stepping and p-
adaptivity, Geophys. J. Int., 171, 695–717 doi 10.1111/j.1365-246X.2007.03427.x.
ECOS (2002). Web Site: http://histserver.ethz.ch/intro_i.html
EMCS European Mediterranean Seismological Centre. Web Site: www.emsc-csem.org
Enescu, D. (1997) - Ground movement acceleration-macroseismic intensity relations for
Vrancea earthquakes. Considerations of the macroseismic maps of some of these earthquakes.
St. cerc. GEOFIZICA. 35, 15-27.
Fäh, D. (1992) - A hybrid technique for the estimation of strong ground motion in
sedimentary basin. Ph.D. thesis Nr.9767. Swiss Fed. Inst. Technology, Zurich.
Field, E.H. and the SCEC Phase III Working Group (2000) - Accounting for site effects in
probabilistic seismic hazard analyses of Southern California: overview of the SCEC Phase III
Report. Bull. Seism. Soc. Am., 90, S1-S31.
Fitzko, F., Suhadolc, P., Aoudia, A., Panza, G.F. (2005) - Constraints on the location and
mechanism of the 1511 Western-Slovenia earthquake from active tectonics and modeling of
macroseismic data. Tectonophysics, 404, 77-90.
Florsch, N., Fäh, D., Suhadolc, P., Panza, G.F. (1991) - Complete synthetic seismograms for
high-frequency multimode SH-waves. PAGEOPH, 136, 529-560.
Gasperini, P., Camassi, R., Mirto, C., Stucchi, M. (2004) - Catalogo Parametrico dei
Terremoti Italiani, versione 2004 (CPTI04). INGV, Bologna.
Gelfand, I., Guberman, Sh., Izvekova, M., Keilis-Borok, V.,Rantsman, E. (1972) - Criteria of
high seismicity, determined by pattern recognition. Tectonophysics, 13, 415-422.
Giorgetti, F., Iaccarino, E. (1971) - Italian earthquake catalogue from the beginning of the
Christian age up to 1968, Appendix to the note ‘‘Seismicity of the Italian region’’, Boll.
Geofis. Teor. Appl., 13(50), 109 pp.
152
Girdler, R.W., McConnell, D.A. (1994) - The 1990 to 1991 Sudan earthquake sequence and
the extent of the East African Rift System, Science, 264, 67–70.
Gómez Capera, A.A. (2006) - Seismic hazard map for the Italian territory using macroseismic
data. Earth Sci. Res. J., 10, 67-90.
Gorshkov, A.I., Panza, G.F., Soloviev, A.A., Aoudia, A. (2002) - Morphostructural zonation
and preliminary recognition of seismogenic nodes around the Adria margin in peninsular Italy
and Sicily. JSEE: Spring 2002, 4 (1), 1-24.
Gorshkov, A.I., Kossobokov, V., Soloviev, A.A. (2003) - Recognition of earthquake prone
areas. In: (Edts., V. KEILIS-BOROK & A. SOLOVIEV) Nonlinear Dynamics of the
Lithosphere and Earthquake Prediction. Springer, Heidelberg, 235-320.
Gorshkov, A.I., Panza, G.F., Soloviev, A.A., Aoudia A. (2004) - Identification of seismogenic
nodes in the Alps and Dinarides. Boll. Soc. Geol. It., 123, 3-18.
Gruppo di Lavoro (2004). Redazione della mappa di pericolosità sismica prevista
dall’Ordinanza PCM 3274 del 20 marzo 2003. Rapporto conclusivo per il Dipartimento della
Protezione Civile, INGV, Milano-Roma, aprile 2004, 65 pp. + 5 appendici.
Guidarelli, M., Panza, G.F. (2006) - INPAR, CMT and RCMT seismic moment solutions
compared for the strongest damaging events (M≥4.8) occurred in the italian region in the last
decade. Rendiconti Accademia Nazionale delle Scienze detta dei XL. Memorie di Scienze
Fisiche e Naturali 124°, Vol. XXX, P. II, pp. 81-98.
Guidoboni, E., Comastri, A., Boschi, E. (2005) - The ‘‘exceptional’’ earthquake of 3 January
1117 in the Verona area (northern Italy): A critical time review and detection of two lost
earthquakes (lower Germany and Tuscany). Journal of geophysical research, 110, B12309.
Guidoboni, E., Ferrari, G., Mariotti, D., Comastri, A., Tarabusi, G., Valensise, V. -
CFTI4MED, Catalogue of strong earthquakes in Italy 461 B.C. – 1997 and Mediterranean
Area 760 B.C. – 1500. An advance laboratory of historical seismology. Web Site:
153
http://storing.ingv.it/cfti4med/
Gusev, A.A. (1983) - Descriptive statistical model of earthquake source radiation and its
application to an estimation of short period strong motion. Geophys. J. R. Astron. Soc., 74,
787-800.
Gusev, A., Radulian, M., Rizescu, M., Panza, G.F. (2002) - Source scaling of
intermediate-depth Vrancea earthquakes. Geophys. J. Int., 151, 879-889.
Gusev, A. A., Pavlov, V. (2006) - Wideband simulation of earthquake ground motion by a
spectrum-matching, multiple-pulse technique. First European Conference on Earthquake
Engineering and Seismology (a joint event of the 13th ECEE & 30th General Assembly of the
ESC). Geneva, Switzerland, 3-8 September 2006. Paper Number: 408.
Gutenberg, B., Richter, C.F. (1944) - Frequency of earthquakes in California. Bull. Seism.
Soc. Am., 34, 185-188.
Gutenberg, B., Richter, C.F. (1954) - Seismicity of the Earth and Associated Phenomena. 2nd
ed., Princeton, N.J.: Princeton University Press.
Gutenberg, B., Richter, C.F. (1956) - Earthquake magnitude, intensity, energy and
acceleration: Seismological Society of America Bulletin, v. 46, no. 2, p. 105-145.
Gvishiani, A.D., Soloviev, A.A. (1981) - Association of the epicenters of strongearthquakes
with the intersections of morphostructural lineaments in South America. In: Interpretation of
Seismic Data – Methods and Algorithms. Comput. Seismol., 13 (V. I. Keilis-Borok and A. L.
Levshin, eds), Allerton Press, New York. pp. 42-46.
Haskell, N. (1964) - Total energy and energy spectral density of elastic wave radiation from
propagating faults. Bull. seism. Soc. Am., 56, 18111842.
Heaton, T.H. (1990) - Evidence for and implications of self-healing pulses of slip in
earthquake rupture. Phys. Earth Planet. Inter., 64, 1-20.
154
Hudnut, K.W., Seeber, L., Pacheo, J. (1989) - Cross-fault triggering in the November 1987
Superstition Hills earthquake sequence, Southern California. Geophys. Res. Lett. 16, 199–
202.
Kanamori, H. (1977) - The energy release in great earthquakes. J. Geophys. Res., 82, 2981-
2987.
Keilis-Borok, V.I., Kossobokov, V.G. (1987) - Periods of high probability of occurrence of
the world's strongest earthquakes, Computational Seismology. Allerton Press Inc., 19, 45-53.
Keilis-Borok, V.I., Kossobokov, V.G. (1990) - Premonitory activation of seismic flow:
Algorithm M8, Phys. Earth Planet. Inter., 61, 73-83.
Keilis-Borok, V.I., Rotwain, I.M. (1990) - Diagnosis of time of increased probability of
strong earthquakes in different regions of the world: algorithm CN. Phys. Earth Planet. Inter.,
61, 57-72.
King, G. (1986) - Speculations on the geometry of the initiation a termination processes of
earthquake rupture and its relation to morphology and geological structure. Pure Appl.
Geophys., 124, 567–583.
Klugel, J.U., Mualchin, L., Panza, G.F. (2006) - A scenario-based procedure for seismic risk
analysis. Engineering Geology, 88, 1-22.
Klügel, J.U. (2007a) - Comment on “Why Do Modern Probabilistic Seismic-Hazard Analyses
Often Lead to Increased Hazard Estimates” by Julian J. Bommer and Norman A.
Abrahamson. Bull. Seism. Soc. Am. 97, pp. - 2198-2207.
Klügel, J.U. (2007b) - Error inflation in Probabilistic Seismic Hazard Analysis., Engineering
Geology, 90, 186-192.
Knopoff, L. (1996) - Earthquake prediction: the scientific challenge, Proc. Natl. Acad Sci.
USA, 93.
Koleva, G., Vaccari, F., Paskaleva, I., Zuccolo, E., Panza, G.F. (2008) - An approach of
155
microzonation of the Sofia City. Acta Geod. Geoph. Hung., 43(2-3), pp. 231-248.
Kossobokov, V.G., Mazhkenov, S.A. (1988) - Spatial characteristics of similarity for
earthquake sequences: Fractality of seismicity. Lecture Notes of the Workshop on Global
Geophysical Informatics with Applications to Research in Earthquake Prediction and
Reduction of Seismic Risk (15 Nov.-16 Dec., 1988), ICTP, Trieste, 15 p.
Kossobokov, V.G., Romashkova, L.L., Panza, G.F., Peresan, A. (2002) - Stabilizing
intermediate-term medium-range earthquake predictions. J. of Seismology and Earthquake
Engeneering, 8, 11-19.
Kravanja, S., Panza, G.F., Sileny, J. (1999) - Robust retrieval of a seismic point-source time
fuction. Geophys. J. Int., 136, 385-394.
La Mura, C. (2009) - Wave propagation in three-dimensional anelastic media: the modal
summation method in the WKBJ-approximation. PhD Thesis, University of Trieste.
Levshin, A. L. (1973) - Surface and Channel Seismic Waves. Moscow, Nauka (in Russian).
Levshin, A.L. (1985) - Effects of lateral inhomogeneities on surface wave amplitude
measurements, Ann. Geophys., 3, 4, 511-518.
Lungu, D., Cornea, T., Craifaleanu, I. and Aldea, A. (1995) - Seismic zonation of Romania
based on uniform hazard response. Proc. Fifth International Conference on Seismic Zonation,
October 17-19, 1995, Nice, France.
Mandelbrot, B.B. (1982) - The Fractal Geometry of Nature. Freeman, New York, 488 p.
Markusic, S., Suhadolc, P., Herak, M. (2000) - A Contribution to Seismic Hazard Assessment
in Croatia from Deterministic Modeling. Pure appl. geophys., 157, 185 – 204.
Martelli, A., Forni, M. (1998) - Seismic Isolation of Civil Buildings in Europe, in Progress in
Structural Engineering and Materials. London: Construction Research Communications Ltd.,
Vol. 1 (3), 286-294.
156
Maruyama, T. (1963) - On the force equivalents of dynamical elastic dislocations with
reference to the earthquake mechanism. Bull. Earthquake Res. Inst., Tokyo Univ., 41, 467-
486.
Medvedev, S., Sponheuer, W., Karnick, V. (1965) - The MSK Intensity Scale, Veroff Institute
für Geodynamic, Jena, 48, 1-10.
Meletti, C., Patacca, E., Scandone, P. (2000) - Construction of a seismotectonic model: the
case of Italy. Pure and Appl. Geophys., 157, 11-35.
Meletti, C., Galadini, F., Valensise, G., Stucchi, M., Basili, R., Barba, S., Vannucci, G.,
Boschi, E. (2008): A seismic source zone model for the seismic hazard assessment of the
Italian territory. Tectonophysics, 450, 85-108.
Molchan G.M., Kronrod, T.L., Panza G.F. (1997) - Multiscale seismicity model for seismic
risk, Bull. Seismol. Soc. Am., 87, 5, 1220-1229.
Molchan, G., Kronrod, T., Panza, G.F. (2002) - Shape analysis of isoseismals based on
empirical and synthetic data. Pure Appl. Geophys. 15, 1229–1251.
Molin, D., Stucchi, M., Valensise, G. (1996) - Massime intensità macrosismiche osservate nei
comuni italiani, elaborato per il Dipartimento della Protezione Civile, GNDT, ING, SSN,
Roma. (http://emidius.mi.ingv.it/GNDT/IMAX/max int oss.html)
Monachesi G., Stucchi M. (1997) - DOM4.1, un database di osservazioni macrosismiche di
terremoti di area italiana al di sopra della soglia del danno. Sito Web:
http://emidius.mi.ingv.it/DOM/
Nekrasova, A., V. Kossobokov (2002) - Generalizing the Gutenberg-Richter scaling law. EOS
Trans. AGU, 83 (47), Fall Meet. Suppl., Abstract NG62B-0958.
Nekrasova, A., Kossobokov, V. (2005) - Unified Scaling Law for Earthquakes: Mega-cities
and urban agglomerations, Eos Trans. AGU, 86 (52), Fall Meet. Suppl., Abstract S23A-0229.
157
Nekrasova, A. (2009) - An application of the USLE coefficients for seismic hazard
assessment in Italy and surroundings. ICTP internal report, Trieste, August 2009.
Nekrasova, A., Kossobokov, V., Aoudia, A., Peresan, A., Panza, G.F. (2009) - A Multiscale
Application of the Unified Scaling Law for Earthquakes in the Central Mediterranean area
and Alpine region. Pageoph. Submitted.
Norme Tecniche per le costruzioni (D.M. 14/09/2005), published on G.U. 23/09/2005.
Nunziata, G., Costa, G., Natale, M., Vuan, A., Panza, G. F. (1999) - Shear-wave velocities
and attenuation from Rayleigh waves. Second international symposium on pre-failure
deformation characteristics of geomaterials. Torino, 27-29 Settembre 1999, A.A. Balkema,
Rotterdam, 365-370.
Oncescu, M.C., Marza, V.I., Rizescu, M., Popa, M. (1999) - The Romanian earthquake
catalogue between 1984–1997. Vrancea Earthquakes: Tectonics, Hazard and Risk Mitigation,
43–47, eds Wenzel, F., Lungu, D. & Novak, O., Kluwer, Dordrecht.
OPCM 3274 (20/03/2003) “Primi elementi in materia di criteri generali per la classificazione
del territorio nazionale e di normative tecniche” (G.U. n.105 08/05/2003).
OPCM 3519 (28/04/2006) “Criteri generali per l'individuazione delle zone sismiche e per la
formazione e l'aggiornamento degli elenchi delle medesime zone” (G.U. n.108  11/05/2006).
Panza, G.F., Schwab, F.A., Knopoff, L. (1973) - Multimode surface waves for selected focal
mechanisms. I. Dip-slip sources on a vertical fault plane. Geophys. J. R. Astr. Soc., 34, 265-
278.
Panza, G.F. (1985) - Synthetic seismograms: the Rayleigh waves modal summation, J.
Geophys., 58, 125-145.
Panza, G.F., Craglietto, A., Suhadolc P. (1991) - Source geometry of historical events
retrieved by synthetic isoseismals. Tectonophysics, 193, 173-184.
158
Panza, G.F., Vaccari, F., Costa, G., Suhadolc, P., Fäh, D. (1996) - Seismic input modelling for
zoning and microzoning. Earthquake Spectra 12, 529-566.
Panza, G.F., Vaccari, F., Cazzaro, R. (1997a) - Correlation between macroseismic intensities
and seismic ground motion parameters. Annali di geofisica, 15, 1371-1382.
Panza, G.F., Soloviev, A.A. and Vorobieva, I.A. (1997b) - Numerical Modelling of Block-
Structure Dynamics: Application to the Vrancea Region. PAGEOPH 149, 313-336.
Panza, G.F., Vaccari, F., Cazzaro, R. (1999) - Deterministic seismic hazard assesment. In F.
Wenzel et alii. (Eds), Vrancea Earthquake: Tectonics, Hazard and Risk Mitigation, 269-286.
Kluwer Academic Publishers, Olanda.
Panza, G.F., Romanelli, F., Vaccari, F. (2001) - Seismic wave propagation in laterally
heterogeneus anelastic media: theory and applications to seismic zonation. Advances in
Geophysics, 43, 1-95.
Panza, G.F., Alvarez, L., Aoudia, A., Ayadi, A., Benhallou, H., Benouar, D., Bus, Z., Chen,
Y., Cioflan, C., Ding, Z., El-Sayed, A., Garcia, J., Garofalo, B., Gorshkov, A., Gribovszki, K.,
Harbi, A., Hatzidimitriou, P., Herak, M., Kouteva, M., Kuznetzov, I., Lokmer, I., Maouche,
S., Marmureanu, G., Matova, M., Natale, M., Nunziata, C., Parvez, I.A., Paskaleva, I., Pico,
R., Radulian, M., Soloviev, A., Suhadolc, P., Szeidovitz, G., Triantafyllidis, P., Vaccari, F.
(2002) - Realistic Modeling of Seismic Input for Megacities and Large Urban Areas. The
UNESCO/IUGS/IGCP project 414. Episodes, 25(3), 160-184.
Panza, G.F., Romanelli, F., Vaccari, F., Decanini, L., Mollaioli, F. (2003) - Seismic ground
motion modelling and damage earthquake scenarios, a bridge between seismologists and
seismic engineers. OECD Workshop on the Relations between Seismological DATA and
Seismic Engineering, Istanbul, 16-18 October 2002, NEA/CSNI/R (2003) 18, 241-266.
Panza, G.F., Peresan, A.,  Vaccari, F. (2009) - La previsione dei terremoti: stato dell’arte.
Geoitalia, 28, 18-23.
159
Parvez, I.A., Vaccari, F., Panza, G.F. (2003) - A deterministic seismic hazard map of India
and adjacent areas. Geophys. J. Int., 155, 489–508.
Paskaleva, I., Koleva, G., Vaccari, F., Zuccolo, E., Panza, G.F. (2008) - A contribution to the
assessment of the seismic vulnerability of large structures in Sofia city. In: Harmonization of
seismic hazard in Vrancea zone, Ed: A. Zaicenco et al., Springer and NATO Public
Diplomacy Division, pp. 151-162.
Peresan, A., Costa, G., Vaccari, F. (1997) - CCI1996: the Current Catalogue of Italy. The
Abdus Salam International Centre for Theoretical Physics. Internal report. Trieste. Italy.
Peresan, A., Costa, G., Panza, G.F. (1999) - Seismotectonic model and CN earthquake
prediction in Italy. Pure and Appl. Geophys. 154, 281-306.
Peresan, A., Panza, G.F., Costa, G. (2000) - CN algorithm and long lasting changes in
reported magnitudes: the case of Italy. Geophys. J. Int., 141, 425-437.
Peresan, A., Panza, G.F. (2002) - UCI2001: The updated catalogue of Italy, ICTP, Trieste,
Italy, Internal report, IC/IR/2002/3.
Peresan, A., Kossobokov, V., Romashkova, L., Panza, G.F. (2005) - Intermediate-term
middle-range earthquake predictions in Italy: a review. Earth Science Reviews, 69 (1-2), 97-
132.
Peresan, A., Rotwain, I., Herak, D., Panza, G. (2006) - CN earthquake prediction for the
Adria region and its surroundings, First European Conference on Earthquake Engineering and
Seismology, Abstract Book, SGEB; ETH 117–118, Geneve, 3–8. 09.
Peresan, A., Zuccolo, E., Vaccari, F., Panza, G.F. (2009) - Neo-deterministic seismic hazard
scenarios for North-Easter Italy. Boll.Soc.Geol.It., 128, 1, 229-238.
Postpischl, D., (Ed.) (1985) - Catalogo dei terremoti italiani dall’anno 1000 al 1980, Quaderni
de ‘‘La Ricerca Scientifica’’, no. 114, vol. 2B, 239 pp., Cons. Naz. Ric., Rome.
160
Progetto INGV-DPC S1 (2006) - Proseguimento della assistenza al DPC per il
completamento e la gestione della mappa di pericolosità sismica prevista dall'Ordinanza PCM
3274 e progettazione di ulteriori sviluppi. http://esse1.mi.ingv.it
Radu, C., Utale, A., Winter, V. (1987) - The August 30, 1986 Vrancea earthquake. Seismic
intensity distribution, National Institute for Earth Physics report, II, A-3.
Radu, C., Utale, A. (1989) - A new version of the March 4, 1977 Vrancea earthquake (in
Romanian). Report CEPS, theme 30.86.3/1989, II, A4, 31–32, Bucharest.
Radu C., Utale, A. (1990) - Vrancea earthquake of 30 May 1990, Intensity distribution,
Contract 30.86.3/1990 (in Romanian), IV, A2, 1990.  Original data digitized and geo-
referenced by IPRS University of Karlsruhe (Germany).
Radulian, M., Vaccari, F., Mandrescu, N., Panza, G.F., Moldoveanu, C.L. (2000) - Seismic
Hazard of Romania: Deterministic Approach, PAGEOPH, 157, 221-247.
Raykova, R. B., Panza, G.F. (2006) - Surface waves tomography and non-linear inversion in
the southeast Carpathians. Physics of the Earth and Planetary Interiors, 157, 164–180.
Reiter, L. (1990). Earthquake hazard analysis. Columbia University Press, New York, pp 254.
Romanelli, F., Vaccari, F., Panza, G.F (1998) - Realistic modelling of ground motion:
techniques for site response estimation. EERI, 6th U.S. Nat. Conf. Earthquake Eng., Seattle.
CD ROM.
Romanelli, F., Vaccari, F., Panza, G.F. (1999) - Recent developments in Europe for the
definition of realistic seismic input for structures provided with innovative antiseismic
systems. International Post-SmiRT Conference Seminar on Seismic Isolation, Passive Energy
Dissipation and Active Control of Vibrations of Structures. Cheju, Korea, August 23-25.
Rotwain, I.M., Peresan, A., Panza, G.F., Rosso, M. (2008) - Application of the intermediate-
term earthquake prediction algorithm CN to the Adriatic and Ionian Foreland domains. In
preparation.
161
Sarao', A., Panza, G.F., Suhadolc, P. (1997) - Waveform and polarities for extended and point
source studies. Earthquake Fault Plane Solutions: data bases, derived parameters, geodynamic
inferences. Proceedings, Taormina (Messina), 13-17.
Schwab, F.A., Knopoff, L. (1972) - Fast surface wave and free mode computations. In
Methods in computational Physics (B. A. Bolt editor), Academic Press, New York, 86-180.
Schwab, F.A., Nakanishi, K., Cuscito, M., Panza, G.F., Liang, G. (1984) - Surface-wave
computations and the synthesis of theoretical seismograms at high frequencies, Bull. Seism.
Soc. Am., 74, 1555-1578.
Schwab, F. (1994) - Three-Dimensional Mapping of the Lithosphere and Asthenosphere
General Plan of the Three-Dimensional Mapping Project. Proceedings, International
Lithosphere Program Task Group II-4, Vol. 1 (edited by Somers J.M.).
Schwartz, D.P., Coppersmith, K.J. (1984) - Fault behavior and characteristic earthquakes:
examples from the Wasatch and San Andreas fault zones. J. Geophys Res., 89, B7, 5681-
5698.
Serva, L. (1990) - Il ruolo delle scienze della terra nelle analisi di sicurezza di un sito per
alcune tipologie di impianti industriali: il terremoto di riferimento per il sito di Viadana (MN).
Boll. Soc. Geol. It., 109, 375-411.
SisFrance (2002). Web Site: http://www.sisfrance.net/
Somerville, P., Irikura, K., Graves, R., Sawada, S., Wald, D., Abrahamson, N., Iwasaki, Y.,
Kagawa, T., Smith, N., Kowada, A. (1999) - Characterizing crustal earthquake slip models for
the prediction of strong motion. Seism. Res. Lett. 70, 59–80.
Spearman, C. (1904) - The proof and measurement of association between two rings. Amer. J.
Psychol. 15, 72–101.
Talwani, P. (1988) - The intersection model for intraplate earthquakes. Seismol. Res. Lett. 59,
305–310.
162
Talwani, P. (1999) - Fault geometry and earthquakes in continental interiors. Tectonophysics,
305, 371–379.
Takeuchi, H., Saito, M. (1972) - Seismic surface waves, in Methods in Computational
Physics, Volume 11, B.A. Bolt, Editor, Academic Press, New York, 217-295.
Uang, C.M., Bertero, V.V. (1988) - Implications of Recorded Earthquake Ground Motions on
Seismic Design of Buildings Structures, Report No. UCB/EERC-88/13. Earthquake
Engineering Research Center, University of California, Berkeley.
Uang, C.M., Bertero, V.V. (1990) - Evaluation of seismic energy in structures. Earthquake
Eng. Struct. Dyn. 19, 77– 90.
Vaccari, F., Suhadolc, P. and Panza, G.F., (1990) - Irpinia, Italy, 1980 earthquake: waveform
modelling of strong motion data, Geophys. J. Int., 101, 631-647.
Vaccari, F., Peresan, A., Zuccolo, E., Romanelli, F., Panza, G.F., Marson, C., Fiorotto, V.
(2009) - Neo-deterministic seismic hazard scenarios: Application to the engineering analysis
of historical buildings. In: Protection of Historical Buildings PROHITECH, vol 2, Ed: F.M.
Mazzolani, CRC Press, Taylor & Francis Group, London, pp. 1559-1564.
Valensise, G., Pantosti, D. (2001). - Database of potential sources for earthquakes larger than
M5.5 in Italy. Ann. Geofis., suppl. Vol. 44(4), 180 pp., with CD-ROM.
Van Gils, J. M., Leydecker, G. (1991) - Catalogue of European Earthquakes With Intensities
Higher Than 4, 353 pp., Comm. of the Eur. Commun. Nucl. Sci. and Technol., Brussels.
Vorobieva, I., Panza, G.F. (1993) - Prediction of the occurrence of related strong earthquakes
in Italy. PAGEOPH, 141, 1: 25-41.
Vuan, A., Tilahun, M., Costa, G., Panza, G.F. (1998) - Inversion for shear wave velocity in
sediments and estimation of near-surface anelastic parameters. Ethiop. J. Sci., 21(2): 157-170.
163
Wang, Z. (2008) - Understanding seismic hazard and risk: a gap between engineers and
seismologists. The 14th World Conference on Earthquake Engineering, October 12-17, 2008,
Beijing, China, Paper No. S27-001.
Wells, D.L., Coppersmith, K.J. (1994) - New empirical relationship among magnitude,
rupture lenght, rupture width, rupture area, and surface displacement. Bull. Seismol. Soc.
Am., 84, 974-1002.
Woodhouse, J. H. (1974) - Surface Waves in Laterally Varying Layered Structure. Geophys,
J. R. astr. Soc., 37, 461-490.
Working Group ITACA (2008) - Data Base of the Italian strong motion data:
http://itaca.mi.ingv.it
Zivcic, M., Suhadolc, P., Vaccari, F. (2000) - Seismic zoning of Slovenia based on
deterministic hazard computations. Pure appl. geophys., 157, 171 – 184.
Zuccolo, E., Vaccari, F., Peresan, A., Dusi, A., Martelli, A., Panza, G.F. (2007) - Neo-
deterministic definition of the seismic input at Nimis and its application to the seismic
isolation of residential buildings. GTA, 1-2, pp. 1-28.
Zuccolo, E., Vaccari, F., Peresan, A., Dusi, A., Martelli, A., Panza, G.F. (2008) - Neo-
deterministic definition of seismic input for residential seismically isolated buildings.
Engineering Geology, 101, 89-95. doi:10.1016/j.enggeo.2008.04.006.
Zuccolo, E., Peresan, A., Vaccari, F., Panza G.F. (2009) - Constraints on the source
characteristics of the 1117 earthquake from seismic modelling. Geophysical Research
Abstracts, Vol. 11, EGU2009-7491-1, EGU General Assembly 2009.
Zuri, M. (2009) - Proprietà meccaniche cellulari della litosfera della regione italica. Master
Thesis, University of Trieste.
164
165
Acknowledgements
Most of this study has been carried out in the framework of the ASI – Pilot Project «SISMA -
Seismic Information System for Monitoring and Alert» and of the Agreement between
«Protezione Civile della Regione Autonoma Friuli Venezia Giulia» and «The Abdus Salam
International Centre for Theoretical Physics», ICTP, Trieste (DGR 2226 dd. 14.9.2005).
First of all I would like to express my deep and sincere gratitude to my advisor, Prof. Panza,
for his precious teaching, the important advices and the consideration he showed me during
these years. Under his intellectual guidance, I found the passion of doing research in
Seismology.
Many thanks to the DST seismology group of the University of Trieste (Dr. Franco Vaccari,
Dr. Antonella Peresan, Dr. Cristina La Mura and Dr. Fabio Romanelli) for the relevant
discussions, their flexibility and willingness to cooperate with me, and their suggestions, both
scientific and personal.
I am grateful to N. Nekrasova, T. Kronrod, A. Gorshkov, C. Cioflan, M. Radulian, A. Gusev,
V. Kossobokov, R. Raykova and M. Stupazzini for their help with some data and their
interpretation.
A never-ending thank to my mother for her support and the many sacrifices she made to
maintain me at the university. This thesis would not have been possible without her help. I
dedicate to my mother the last chapter of this thesis, in which I studied some serious
seismological problems of her native country, Romania.
Finally, I would specially like to thank Andrea, my boyfriend, for his support, his
understanding and encouragement when it was most required. He also helped me in the
aspects of my work related with the SISMA Project. Therefore I dedicate to Andrea chapter 5
and the appendix.
