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Stochastic Approximation Algorithms in the Estimation of Quasi-Stationary
Distribution of Finite and General State Space Markov Chains
Shuheng Zheng
This thesis studies stochastic approximation algorithms for estimating the quasi-stationary distribution of
Markov chains. Existing numerical linear algebra methods and probabilistic methods might be computationally
demanding and intractable in large state spaces. We take our motivation from a heuristic described in the physics
literature and use the stochastic approximation framework to analyze and extend it.
The thesis begins by looking at the finite dimensional setting. The finite dimensional quasi-stationary esti-
mation algorithm was proposed in the Physics literature by [10, 9, 13], however no proof was given there and
it was not recognized as a stochastic approximation algorithm. This and related schemes were analyzed in the
context of urn problems and the consistency of the estimator is shown there [1, 29, 3]. The rate of convergence
is studied by [3] in special cases only. The first chapter provides a different proof of the algorithm’s consistency
and establishes a rate of convergence in more generality than [3]. It is discovered that the rate of convergence
is only fast when a certain restrictive eigenvalue condition is satisfied. Using the tool of iterate averaging, the
algorithm can be modified and we can eliminate the eigenvalue condition.
The thesis then moves onto the general state space discrete-time Markov chain setting. In this setting, the
stochastic approximation framework does not have a strong theory in the current literature, so several of the
convergence results have to be adapted because the iterates of our algorithm are measure-valued The chapter
formulates the quasi-stationary estimation algorithm in this setting. Then, we extend the ODE method of [21] and
proves the consistency of algorithm. Through the proof, several non-restrictive conditions required for convergence
of the algorithm are discovered.
Finally, the thesis tests the algorithm by running some numerical experiments. The examples are designed to
test the algorithm in various edge cases. The algorithm is also empirically compared against the Fleming-Viot
method.
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Introduction
Quasi-stationary distributions are of interest when a Markov chain has an absorbing state with a long absorbing
time and the user is interested in its stationary behavior before absorption. This is especially important in
interacting particle systems [9, 13, 10] and population models based on diffusion process [25].
Mathematically, the quasi-stationary distribution, when it exists, corresponds to the principal left eigenvec-
tor/eigenmeasure of the Markov chain’s transition matrix / generator / transition kernel. The advantage of
stochastic approximation approach vs deterministic methods is that the user only needs to simulate the Markov
chain. No explicit computation with the transition matrix / transition kernel is needed unlike linear algebra or
PDE methods. Furthermore, there is a well developed rate of convergence theory about stochastic approximation
that can be applied.
The existing methods for sampling from quasi-stationary distribution include numerical linear algebra methods,
for example the power method and its variants[35], and the Fleming-Viot stochastic method [24, 25]. Both have
their respective flaws especially with regards to computational demands.
Physicists have devised a heuristic [9, 13] for the discrete-time finite dimensional Markov chain situation. The
heuristic’s consistency can be analyzed as a generalized urn process but its rate of convergence has never been
analyzed. This is the starting point for our analysis.
The thesis first sets off to cast the heuristic as a stochastic approximation algorithm. Then the thesis goes on
to proves its consistency and analyzes its rate of convergence. The procedure is shown to have a √n central limit
theorem under a condition regarding the eigenvalue of the Markov chain. When this eigenvalue condition is not
satisfied, we devised a counter-example consisting of a self-interacting Markov chain to show that the eigenvalue
condition is somewhat necessary. Furthermore, this eigenvalue condition generally fails for non-trivial Markov
chains leading to very slow rate of convergence in those cases.
In order to remedy the rate of convergence problem, the thesis then improves the stochastic approximation
procedure by using projection and iterate averaging. The consistency of the estimator is preserved. The central
limit theorem in the modified algorithm is always √n, the optimal rate.
The thesis then makes a small extension of the procedure to the case of finite state space continuous-time
Markov chain.
In the second part, the thesis makes a major extension of the algorithm to the infinite-dimensional Markov
process setting in discrete time. The current literature on stochastic approximation cannot be readily applied to
measure-valued algorithms like in the case of infinite-dimensional Markov processes. We manage to prove the
strong law in this setting while imposing a few non-restrictive conditions on the transitional kernel. The algorithm
1
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is empirically tested in a few cases where true quasi-stationary distribution can be computed.
2
Chapter 1
Finite State Space Setting
1.1 Introduction
The motivation for this algorithm came from physicists’ need to estimate the quasi-stationary distribution of
interacting particle systems (IPS) [10, 9, 13, 22]. A quasi-stationary distribution can be computed via the left
principal eigenvector of the substochastic transition matrix over the non-absorbing states (transition rate matrix
in continuous-time). However, the eigenvalue problem suffers from the curse of dimensionality, and is especially
prohibitive in IPS where the state space is very large.
A sampling based method has been proposed by these physicists based on a heuristic manipulation of the
Kolmogorov forward equation. The validity of this method actually has been a priori proven by [1, 3, 29] who
casted it as a generalized urn process. Results on rates of convergence have been obtained. This result involves a
Central Limit Theorem (CLT) for a specific set of functionals corresponding to non-principal eigenvectors of the
underlying substochastic matrix.
This chapter’s contributions are as follows
1. This chapter recognizes the algorithm as a stochastic approximation algorithm (Section section 1.4.2)
2. This allows us to prove convergence and sufficient conditions for a stronger CLT (Theorem 1.4.2) that is
not restricted only to specific functionals.
3. More importantly, we recognize common scenarios (Section 1.5.1) where the CLT fails and significantly
hamper the performance of the algorithm (i.e. very slow rate of convergence).
4. At the end, we came up with an improved algorithm (Section 1.5.2) which exhibits a valid CLT under all
scenarios by using projection and iterate averaging [31].
3
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Section 1.2 reviews some background material to the contact process, quasi-stationary distributions, mentions
a less powerful method of proof via urn processes, and reviews the relevant related literature on eigenvector
estimations and points out their shortcomings. Section 1.3 explains the the basis for the original heuristic and
outlines the algorithm. Section 1.4 goes over the stochastic approximation formulation and sketches the proof of
convergence (the full proof is given in the Appendix 1.8.1). Section 1.5 gives an improved version of the algorithm
using projection along with its faster rate of convergence result. Section 1.6 briefly studies the algorithm adapted
for continuous-time Markov chains.
1.2 Background and Related Literature
1.2.1 Quasi-Stationary Distribution
Discrete-Time Version
The paper [7] proposed the concepts of quasi-stationary distribution and quasi-limiting distribution for discrete-
time Markov chains. Assume that 0 is the absorbing state and 1, . . . , n are non-absorbing, we can partition the





where Q is a n-by-n matrix.
First we define the conditional transition probabilities






where {ei} is the standard basis for Rn, π is a probability distribution, and e is the vector of all 1’s. dπ(n) is
the vector whose j-th component is dπj (n). This leads to the following definition.
Definition 1.2.1. If there is a distribution π over the transient states such that dπ(n) is independent of n, then
we call dπ the quasi-stationary distribution.
Under the assumption that the substochastic matrix Q is irreducible (though not necessarily aperiodic), it
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This existence and uniqueness (assuming that d is normalized to be a probability vector) can be obtained by the
Perron-Frobenius theorem [18].
The paper [25] explores the existence of quasi-stationary distribution for countable and general state space
Markov chains where Q is replaced with the generator and d is a measure.
Continuous-Time
If we think about the transition rate matrix of a CTMC under similar setup (irreducibility), then it ([8]) can be
said that
dπj (t)→ dj + o(et(ρ
′−ρ1))






where R is the rate matrix of the CTMC.
1.2.2 Linear Algebra Methods
Classical linear algebra methods such as the power method [17] suffers from the curse of dimensionality. Monte
Carlo power methods by [14] can be adapted to produce eigenvectors but requires an explicit computation of the
substochastic transition matrix on the fly and is expensive to do for interacting particle systems. There exists
a set of stochastic approximation methods for determining principal eigenvalue/eigenvector where the matrix is
random; however, it too requires explicit matrix multiplication [20, 19, 28] which is intractable in high dimensional
settings such as in interacting particle systems.
For example, interacting particle systems such as the contact process (Section 3.2.3) suffers heavily from the
curse of dimensionality and renders existing classical methods infeasible. This is an important class of problems
for physicists[13, 10, 23, 9] in the study of phase-transition property of certain non-equilibrium systems.
Lastly, a large number of adaptive algorithms has been designed for estimating principal eigenvector of only
covariance matrices (positive semi-definite) where you observe an i.i.d. sequence of random vectors with that
particular covariance matrix [6]. This is actually an unrelated problem mostly arising out of signal processing.
1.2.3 Fleming-Viot method
The Fleming-Viot method [25, 16, 5, 2] is an interacting particle system that allows us to compute quasi-
stationary distributions of finite, countable Markov chains, and diffusion processes. It consists of N particles
5
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evolving independently according to the dynamics of the Markov process. If one particle gets absorbed, it is
immediately restarted from a position uniformly picked from the remaining N − 1 particles. As both time and
N goes to infinity, this would converge to the quasi-stationary distribution. When the state space is large, you
need N to be large enough to have a good approximation to the true quasi-stationary distribution. This would
be prohibitive in interacting particle systems. Furthermore, it is even more computationally expensive to increase
both the number of particles N and the time of the simulation.
1.2.4 Urn Processes
The algorithm which will be described below has been previously analyzed as a generalized Polya’s urn [3, 1]. The
overview paper [29] is a comprehensive survey of urn processes. However, the rate of convergence results of these
urn processes are not as strong as our result. They only offer a CLT in the subspace spanned by the non-principal
right eigenvectors of the rate matrix whereas we offer a CLT in the entire space. The set of non-principal right
eigenvectors can never span the whole space (which in this case can be taken to be the hyperplane orthogonal to
1) because the principal left eigenvector µ̄ is orthogonal to all the non-principal right eigenvectors. Unless if µ̄ is a
multiple of 1, we may only examine the CLT along the space orthogonal to µ̄ as opposed to the whole hyperplane
that is orthogonal to 1. In summary, our results are a strict extension of the available corresponding results on
urn processes. However, more importantly, our approach is fundamentally different and builds on the well-studied
machinery of stochastic approximations and therefore allows us to obtain significant algorithmic improvements
that we shall explain (Theorems 1.5.1 and 1.5.2).
1.3 Heuristic Motivation
1.3.1 Motivation from the Physics Literature
This section reviews the heuristic origin of the algorithm from the physics literature [13, 10, 9]. Under the setting
of a continuous-time Markov chain with rate matrix R and absorbing state 0 (without loss of generality, we can
combine all absorbing states into one state), if we define pij(t) = P (Xt = j|X0 = i) and Pis(t) = 1 − pi0(t)
, then we have that the quasi-stationary distribution dj = limt→∞ pij(t)Pis(t) . If we apply the Kolmogorov forward



















Intuitively by the definition of dj , we have that pij(t) ≈ djPis(t) in the quasi-stationary time window (t large























This gives us a non-linear equation for the equilibrium condition for the quasi-stationary distribution d. We can










The first part of this equation is the standard Kolmogorov forward equation, while the second part redeposits the
probability of hitting the absorbing states onto all the non-absorbing states according to the current distribution
dj .
This previous discussion suggests the following algorithm:
Algorithm 1.1 Algorithm for estimating quasi-stationary distribution in finite dimensional spaces
1. Initialize a vector µ = 0 with dimension equal to the number of non-absorbing states in the Markov chain.
(Each component represents the total number of visits to the corresponding non-absorbing state.)
2. Select any non-absorbing state of the chain, say state i and let X0 = i
3. Simulate the Markov chain starting from state X0 up until absorption and update µ by adding the number
of visits to each state until absorption (so, for example, the number of visits to i is at least one).
4. Select a non-absorbing state according to the normalized vector µ (so that it becomes a probability vector).
Let such non-absorbing state be X0 and go to Step 3.
5. Repeat Steps 3) and 4) many times and output the normalized vector µ as your approximation of the
quasi-stationary distribution. You can also output the averaged time to absorption in each tour as an
approximation to 11−λ where λ is the principal eigenvalue of the transition (rate) matrix.
For large enough time, the dynamics of the Markov chain will be governed by Equation (1.3.3), which means
we can obtain the quasi-stationary distribution by examining the empirical distribution after some large enough
7
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time.
1.4 Stochastic Approximation Analysis of the Algorithm
In this section, we will cast Algorithm 1.1 into a stochastic approximation algorithm. This will let us rigorously
prove convergence and CLT for the algorithm.
1.4.1 Brief Review of Stochastic Approximation and Intuition
Consider the root-finding task of finding θ such that f(θ) = 0 with the restriction that only access to “noisy”
observations of f(θ), denoted by F (θ), are available. If f is suitably smooth and the root is simple enough, we
can consider the descent method given by
θn+1 = θn + εnF (θn)
where εn is a positive sequence going to zero.
We need to rigorously define the type of noise on the function F . There are several conditions on noise which,
when imposed, will lead to convergence guarantees on {θn}. Here we focus on the simplest martingale difference
noise type. Let the n-th observation be denoted by W n, which could theoretically depend on the whole history
Fn = σ{θk,W k−1|1 ≤ k ≤ n}. In that case the descent method is written as
θn+1 = θn + εnW n
. Algorithms of this form are known as stochastic approximation or Robbins-Monro algorithms[32]. The martingale
difference noise requires that there exists a g that satisfies
E[W n|Fn] = g(θn).
If we impose the step-size condition
∑
ε2n <∞ then θn ≈ θ0 +
∑n−1
k=1 εkW k. The variance of the last sum is
a finite number. Thus if we rewrite the recursion as θn+1−θnεn = W n and impose the condition εn ↓ 0, heuristically
we predict that θn should be related to the stationary points of the ODE
θ̇(t) = g(θ(t)).
Furthermore, if we impose
∑
εn =∞, we know that in some sense, θn would move by
∑
εn =∞ steps and
8
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should converge to the stable attractors (either orbits or points) of this ODE ([21] Theorem 5.2.1).
1.4.2 Precise Description of the Algorithm
We will now write down a precise description of the above heuristic Algorithm 1.1 and convert it into stochastic
approximation form.
Notation
• S is the state space of the Markov chain whose quasi-stationary distribution we are trying to estimate.
• T ( S is the set of transient states of the Markov chain
• Q is the substochastic matrix over the transient states T .
• µn will be a sequence of probability vectors over the transient states T . This vector will store the cumulative
empirical distribution up to, and including, the n-th iteration of the algorithm. µn(x) is its value at a
particular transient state x.
• {X(n)k }k will be the Markov chain used in the n-th iteration of the algorithm. They’re independent condi-
tioned on the initial distribution. The n-th Markov chain will have initial distribution µn.
• τ (n) = min{k ≥ 0|X(n)k 6/∈ T}. The absorbing time of the n-th iteration


















where we can take the first probability vector µ0 arbitrarily.
We will transform µn into stochastic approximation form by re-factoring:














The denominator is problematic because its conditional expectation (on Fn) is not only a function of µn but
depends on the whole history of µn. To solve this, we artificially add another state Tn in the following way.
Tn+1 = Tn +
1
n+2 (τ
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We can therefore define
Yn(µ, T )(x) ,
∑τ−1
l=0 (I(Xl = x|X0 ∼ µ)− µ(x))
T + τn+1
(1.4.2)
Z(µ, T ) , (τ − T ) where the initial distribution is µ,
and rewrite the stochastic approximation recursion as














• The term Y n has an explicit dependence on n. That is fine as that portion is asymptotically negligible.
The details are in the Appendix 1.8.1.
• Please note that the iterates µn are constrained in H , {x ∈ Rn+|
∑
xi = 1} (check by inner producting
with 1). This way we automatically satisfy the boundedness requirement in [21].
• We can also define a similar algorithm for the continuous-time Markov chain by keeping track of the amount
of time a Markov chain spends in each transient state. This is given in Section 1.6.
1.4.3 Convergence
The main result in this section can now be stated.
Theorem 1.4.2. Given an irreducible absorbing Markov chain over a finite state space S, let
1. The matrix Q denote the transition probabilities over the non-absorbing states
2. Let µ0 be an arbitrary probability vector over the non-absorbing states
3. Let T0 ≥ 1.
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and Algorithm 1.1 converges to the point (µ̄, 11−λ ) with probability 1.
















n(µn − µ̄)→d N(0,Σ)
for some covariance matrix Σ.
Proof. The full proof in the Appendix 1.8.1 but we outline the main idea here. The technique uses the ODE
method ([21] Theorem 5.2.1) where we are required to examine the asymptotic behavior of the coupled dynamical
system below. Here we neglect the asymptotically negligible dependence on n in order to illustrate the main idea.
The dynamical system of interest is
µ̇(t) = Eµ(t),T (t)
[∑τ−1
















Ṫ (t) = Eµ(t)[τ ]− T (t)
= µ(t)
′
(I −Q)−11− T (t)
where µ(t) ∈ Rm and T (t) ∈ R+. (m is the number of non-absorbing states of the Markov chain)
Again in the Appendix 1.8.1, we are able to show that for a given initial position in the probability simplex,









and ρ = 1− 1Eµ(τ) .
By Theorem 5.2.1 from [21], we can conclude that µn converges to the quasi-stationary distribution for all
initial configurations (µ0, T0).
Equation (1.4.1) can be analyzed for its rate of convergence. Here we invoke Theorem 10.2.1 of [21]. Because
our algorithm uses a step size of O( 1n ), we eventually conclude that a CLT exists as long as the Jacobian matrix
11
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∀λNPV non-principal eigenvalues (1.4.3)
where the λ’s are the eigenvalues of the Q matrix.
1.4.4 Estimating the asymptotic variance
Now we turn to the question of estimating Σ. In the spirit of stochastic approximation, we have the following
theorem with proof in the Appendix.




k →p Σ where the convergence is in any entrywise matrix norm.
The application of this occurs when the user is looking to estimate EX∼µ̄(f(X)) using µn · f . By a simple
consequence of our central limit theorem, we have







1.5 Variations on the Existing Algorithm with Improved Rate of Con-
vergence
One interesting question to ask is what happens when the sufficient conditions for CLT are not met. We will
study a simple example consisting of two states.
1.5.1 Counter Example to CLT










Obviously the state {0} is the absorbing state. In this setup, because of symmetry, our Algorithm 1.1 reduces to
1. With probability 1−ε2 sample either the state 1 or 2 (without knowing the previous state. This is OK by
symmetry) and add to the empirical distribution.
12
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2. With probability ε, sample from either 1 or 2 according to the empirical distribution up until this point.
We recognize this as a self-interacting Markov chain.
A self-interacting Markov chain (SIMC) [12] is a stochastic process {Xn} such that
P (Xn+1 ∈ dx|Fn) = Φ(Sn)(dx)
where Φ is a function that transforms one measure into another measure and Sn is the empirical measure generated
by {Xk}nk=0.
Our Algorithm 1.1 for the above “loopy Markov chain” reduces to the empirical process of a SIMCXn governed
by the functional
P(Xn+1 = dz|Fn) =
ˆ
K(x, dz)dSn(dx)
where the kernel is given by






The sufficient condition for CLT (Equation (1.4.3)) in this case translates to requiring ε < 0.5.
When the CLT is violated however, [12] states that over a very general class of bounded and measurable
functions f







f(x)dSn(x), S̄n(f) = E[Sn(f)]. Although this doesn’t technically contradict with the existence
of a √n-CLT, it does suggest that the scaling sequence is n1−ε instead of √n.
In the numerical simulation chapter, we simulate this example and demonstrate the slow rate of convergence
when ε < 0.5.
1.5.2 Projection Algorithm and Polyak-Ruppert Averaging
Doeblinization and the need for strong CLT
The expected time to absorption E[τ ] is 11−λ where λ is the principle eigenvalue of the substochastic matrix Q.
If E[τ ] is large, then the iterations of the algorithm will take prohibitively long. One trick that can be used is to
“Doeblinize” the chain.
If we multiply Q by a constant α < 1, this does not change the eigenvector but shrinks the all the eigenvalues
by the same proportion. That means we can force the iterations to jump to absorption very quickly. However,
13
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because of the non-linearity of 11−λ and its presence in the sufficient condition of the CLT (Equation 1.4.3), the
CLT condition will fail to hold if α is too small. We need a technique where CLT can always be guaranteed
regardless of the eigenvalues of the matrix Q.
Remark: in continuous-time, we can subtract αI matrix from the transition rate matrix to achieve Doeblin-
ization.
Projection algorithm








0 ∼ µn)− µn)
 (1.5.1)
where the ΘH denotes a L2-projection into the probability simplex. Of course we still require
∑
εn = ∞ and∑
ε2n < ∞. Notice that in practice, we only need to perform very few number of projections. The expression
inside the projection operator always sum to one. So projection is only needed if any component inside Θ becomes
negative. Breaking it down allows us to gain insight into when it becomes negative





0 ∼ µn)− µn)
 .
This can only be negative if τ (n+1) > 1εn . But εn ↓ 0 means this won’t happen very often. The advantage
of this version is that we are free to use slower step sizes that weakens the condition required for CLT to hold.




Theorem 1.5.1. Given an irreducible absorbing Markov chain over a finite state space S, let
1. The matrix Q denote the transition probabilities over the non-absorbing states
2. Let µ0 (the initial µ) be a probability vector over the non-absorbing states
3. Let T0 ≥ 1.
Then there exists a unique quasi-stationary distribution µ̄ satisfying the equations
14









and the projection algorithm (Equation 1.5.1) converges to the point µ̄ with probability 1.





and if λPV is the principal eigenvalue of Q and λNPV are the other














Furthermore, we can conclude
√
n(µn − µ̄)→d N(0, V )
for some covariance matrix V .





for 0.5 < α < 1, we can conclude that (regardless
of the eigenvalues of Q)
√
nα(µn − µ̄)→d N(0, V )
for some covariance matrix V .





is almost identical to what’s given in Section 1.8.1 after





for α < 0.5, under the notation of Theorem 1.8.13,
we need to ensure that J is Hurwitz as opposed to the stronger condition that J+ I2 is Hurwitz. This is equivalent
to the condition that, (again under the notation of Theorem 1.8.13)
<(λB) < β
which is trivially always true by the Perron-Frobenius theorem ([18] Appendix Theorem 2.1). Hence we can
conclude that
√
nα(µn − µ̄)→d N(0, V )
by invoking Theorem 10.2.1 of [21].
15
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Polyak-Ruppert Averaging
The Polyak-Ruppert averaging technique [31] (Theorem 11.1.1 in [21]), can be applied to the projection algorithm
to ensure that √n-CLT always holds as long as we pick the step sequence to be εn = Θ( 1nα ) for α < 0.5.
Theorem 1.5.2. Given an irreducible absorbing Markov chain over a finite state space S, let
1. The matrix Q denote the transition probabilities over the non-absorbing states
2. Let µ0 (the initial µ) be a probability vector over the non-absorbing states
3. Let T0 ≥ 1.





















converges to the point µ̄ with probability 1.
Furthermore, a strong CLT always hold
√
n(νn − µ̄)→d N(0,Σ)
for some covariance matrix Σ.
1.6 Algorithm for Continuous-Time Markov Chains
1.6.1 Formulation and Convergence
So far, the exposition has assumed that the Markov chain of interest is a discrete-time process. It is straightforward
to adapt our method for continuous-time processes (such as the contact process). If we denote the transition rate
16
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then we can write the algorithm as






















By a similar approach as the discrete-time case, we arrive at the the related dynamical system







Ṫ (t) = −µ(t)′Q−11− T (t).
It is straightforward to adapt the Perron-Frobenius theorem to transition rate matrices such as Q by decomposing
Q = A− bI where A is an irreducible non-negative matrix. We know the existence of a principal eigenvector of






The rest of the proof is very similar to the discrete-time case. The only trick is to show that exp(−Q−1) is a
matrix of non-negative entries. That is included in the Lemma 1.8.18.
Finally, we summarize our continuous-time result in theorem form
Theorem 1.6.1. Given an irreducible absorbing Markov chain over a finite state space S, let
1. The matrix Q denote the transition rates over the non-absorbing states
2. Let µ0 (the initial µ) be a probability vector over the non-absorbing states
3. Let T0 ≥ 1.
Then there exists a unique quasi-stationary distribution µ satisfying the equations
17









and the continuous-time algorithm (Equation 1.6.1) converges to the point (µ, − 1λ ) with probability 1.
1.6.2 Rate of Convergence























∇T h̄ = −1.
When evaluated at the stationary point (µ̄, T̄ ), we get the matrix
 −λ̄
(







Using similar techniques as the discrete-time case (given in Appendix 1.8.1), we conclude that if λNPV is any
non-principal eigenvalue of Q, then the sufficient condition for CLT becomes
2λPV > <(λNPV ).
Theorem 1.6.2. For the continuous-time algorithm (Equation 1.6.1), if λPV is the principal eigenvalue of Q and
λNPV are the other eigenvalues and they satisfy
2λPV > <(λNPV )
then
√
n(µn − µ̄)→d N(0, V )
18
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for some covariance matrix V .
We can easily convert Equation 1.6.1 to the projected version and similar theorems regarding projection and
Polyak-averaging (Theorems 1.5.1 and 1.5.2) hold.
1.6.3 Uniformization
Because these CTMC have finite state space, we can form the associated uniformized Markov chain. Let Q be the
transition rate matrix of the non-absorbing states and let ν = maxi(−qii), we can form a discrete-time transition
matrix




It is straightforward to verify that any principal left-eigenvector to Q is also a principal left-eigenvector to Q̃.
Hence we apply the discrete-time algorithm to this DTMC.
1.7 Discussion and Conclusion
In summary, we have improved upon the algorithm of [9] by recognizing it as a stochastic approximation algorithm
as opposed to an urn process. In doing so, we were able to prove its law of large number and CLT. The result
is stronger than the results given in the urn process literature [3]. Furthermore, we provided a counterexample
that strongly suggests that the sufficient eigenvalues condition for the CLT is also necessary and fails in many
common applications. An improved algorithm that uses projection and iterate averaging significantly improves
rate of convergence.
We have tested our algorithm on countable state space processes such as the M/M/1/∞ queue with success.
Proving the convergence of this algorithm in this countable state space setting is currently an open problem. The
next chapter extends this algorithm to discrete-time general state space Markov chains.
Another open issue is how to pick the best Doeblinization constant. When E[τ ] is large you are more likely to
satisfy the condition for the CLT but that’s when run-time of the algorithm increases proportionally. There must
be a balance between the run-time of each tour and the rate of convergence of µn. It is also not clear what the
optimal step size should be for the projected algorithm.
Finally, it would be very interesting to investigate the connection between the phase transition critical point
of contact processes and its CLT critical point. Unfortunately, preliminary work seems to suggest that those two
are unrelated.
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1.8 Proof of Main Results
1.8.1 Proof of Discrete-Time Theorem 1.4.2
We first restate a series of assumptions & notations that is used by Theorem 5.2.1 from [21] which we will invoke.
In this section, we will use the notation in Section 1.4.2. Again the form of the recursion is θn+1 = θn + εnW n
where W n is a martingale difference sequence with respect to the filtration Fn = σ(θi,W i−1, i ≤ n). Recall
that for us, W n consists of the two components Y n(µn, Tn) (the probability vector) and Z(µn, Tn) (the added
time dimension) defined in Equation 1.4.2. θn consists of µn and Tn.




ε2n <∞. This is trivially satisfied for our algorithm where εn = 1n .
2. The observed responses must have uniformly bounded variance: supn E|W n|2 <∞. See Lemma 1.8.2.
3. (A local-averaging condition) Let gn(µn, Tn) , E[W n|Fn]. The functions gn(µ, T ) need to be continuous






εi[gi(µ, T )− ḡ(µ, T )]
∣∣∣∣∣∣→ 0
for each t > 0. For the proof see Lemma 1.8.1
Under these assumptions, Theorem 5.2.1 of [21] tells us that if the ODE ddt (µ(t), T (t)) = ḡ(µ(t), T (t)) has an
attractor (asymptotically stable point) with domain A and the sequence (µn, Tn) visits a compact subset within
the domain infinitely often with probability 1, then (µn, Tn) converges to the attractor with probability 1.
In our situation, it turns out that the entirely probability simplex is the domain for an attractor situated at
the quasi-stationary vector. We will first compute the functions gn and verify condition 3, then the uniformly
bounded variance condition 2, and finally the asymptotic behavior of the associated ODE.
Local-averaging of the gradient field
Lemma 1.8.1. Given the gradient field ḡ =
 f̄
h̄
 defined by components
f̄(µ, T ) , Eµ,T
[∑τ−1
l=0 (I(Xl = ·)− µ)
T
]
h̄(µ, T ) = Eµ,T [τ − T ]
20
1.8. PROOF OF MAIN RESULTS CHAPTER 1. FINITE STATE SPACE SETTING






εi[gi(µ, T )− ḡ(µ, T )]
∣∣∣∣∣∣→ 0
for each t > 0 pointwise. Furthermore, gn are continuous uniformly in n.
Proof. We treat the µn components and the Tn component of Equation 1.4.1 separately. Let us first define and
compute fn(µ, T ) , E[Y n(µ, T )|Fn,µn = µ, Tn = T ].
It should be immediately clear from the definition of Y n(µ, T ) in Equation 1.4.2 that E[Y n(µ, T )|Fn,µn =
µ, Tn = T ] is a function of n,µ, T only (independent of the noise history {W i}.






where µ, T are fixed arguments. We can apply the dominated convergence theorem to arrive at the conclusion
fn(µ, T ) = E[Y n(µ, T )|Fn,µn = µ, Tn = T ]→n→∞ Eµ,T
[∑τ−1




Let’s define the limit to be f̄(µ, T ), so
f̄(µ, T ) , Eµ,T
[∑τ−1





















|f i(µ, T )− f̄(µ, T )| → 0.
For the Tn component, define E[Zn|Tn,µn] = Eµn [τ−Tn] , h̄(µn,Tn). This field is independent of n, hence
it trivially satisfies the above “local averaging” condition.
If we look at the expansion in Lemma 1.8.8, it is clear that the Jacobian Dfn would be uniformly bounded in
n for local neighborhoods around each point (µ, T ), hence fn would be continuous uniformly in n.
Uniformly bounded variance
Lemma 1.8.2. supn E|W n|2 <∞ for the unprojected algorithm
21
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1. The infinite sum can be shown to be
convergence by an integral test. Since E(µn) is a vector in the probability simplex, which is compact, it is bounded
from above.
For the second Tn component, we have E[Z2n|µn, Tn] = Eµn,Tn(τ − Tn)2 ≤ Eµn(τ2) because Tn is non-
negative. Following the argument above, this is also bounded in n.
The dynamical system
Lemma 1.8.1 show that the dynamical system of interest has gradient field g consisting of
ḟ(µ, T ) , Eµ,T
[∑τ−1




ḣ(µ, T ) = Eµ,T [τ − T ].















Ṫ (t) = µ(t)
′
(I −Q)−11− T (t).
In the proof of Theorem 5.2.1 of [21], the subsequence limit θ(·, ω) is a solution to the above ODE. We
only need to prove that these solutions converge to the quasi-stationary distribution. The strategy is to prove the
asymptotic limit of all solutions of a reduced ODE starting in H is the quasi-stationary distribution, and then show
that these particular solutions (subsequence limits of θ(·, ω)) of the full ODE (Equation 1.8.1) can be converted
into solutions for the reduced ODE. Finally we combine these and show that these subsequence solutions that the
iterates (µn, Tn) visits a compact subset of H × (0,∞) infinitely often almost surely.
22
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The reduced ODE is
ν̇(t) = ν(t)
′





For convenience, first define





It is not hard to see that µ(Γ−1(t)) is a solution to the reduced ODE. The following Lemma ensures that the
inverse is well defined.
Lemma 1.8.4. Γ(t) is non-negative, increasing, and goes to ∞
Proof. The increasing part is trivial because T (s) is strictly positive (in both the discrete-time and continuous-time




T (s) <∞. This implies






























T (s) =∞ a contradiction.
Γ−1(0) = 0 so µ(Γ−1(0)) = µ(0) ∈ H. Now let’s analyze the asymptotic behavior of any such solution ν(t)
to Equation 1.8.2.
Lemma 1.8.5. Given any solution to the reduced ODE 1.8.2 such that ν(0) ∈ H, they converge to the quasi-
stationary distribution µ̄.
Proof. If v(0) ∈ H, then the entire trajectory stays in H. Define A , (I −Q)−1 . By the Duhamel’s principal,




























0. Along with 1′ν(0) = 1, we know that ν(t) belongs to the simplex. The gradient field is continuously differen-
tiable over the simplex which is compact. Hence there exists unique solutions to the ODE.
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Here, β denotes the Perron-Frobenius eigenvalue for A , (I −Q)−1. Notice that regardless of the periodicity
assumption on Q, (I − Q)−1 is a strictly positive matrix. Consequently eA
eβ
is a strictly positive matrix with
spectral radius 1. By Perron-Frobenius theorem ([18] Appendix Theorem 2.1), we have that
v(0)
′
exp(An− βn)→t→∞< ν(0),w > µ̄
where w is the right principal eigenvector of the matrix A. < ν(0),w >> 0 because we assume ν(0) to be a
probability measure and w > 0 by Perron-Frobenius theory. Because (A− β)/m is also a matrix with the same
eigenvector, the above convergence will also hold along sequences nm for fixed m as n→∞. The exponential is
an uniformly continuous function in this case, so the convergence also holds along the real numbers as t→∞.








→t→∞ γ ,< ν(0),w >< µ̄,1 > .
























Now the limit is a normalized quasi-stationary vector. The last fact that finishes the Lemma is that the
Perron-Frobenius eigenvector of A and Q are identical so ν(t) converges to the quasi-stationary distribution of
Q.
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Ṫ (t) = µ(t)
′
(I −Q)−11− T (t)
with initial conditions µ0 ∈ H and T0 > 0 converges to the quasi-stationary distribution in µ and Eµ̄(τ) = 11−λ
in T where λ is the principal eigenvalue of Q. The random iterates (µn, Tn) visits a compact subset (might
depend on ω) of this attractor space (H× (0,∞)) almost always. This implies that µn → µ̄ and Tn → 11−λ with
probability one.
Proof. Here we chain together the above few lemmas. We find that µ(Γ−1(t)) is a solution to the reduced ODE
with initial condition µ(0). Therefore Lemma 1.8.5 tells us that µ(Γ−1(t)) → µ̄. Furthermore, Lemma 2.4.6
implies Γ−1(t)→∞. Together, it means µ(t)→ µ̄.







Because Eµ(s)[τ ]→ Eµ̄[τ ], we can use L’Hopital’s rule and get
lim
t→∞








Now one might notice that Tn does not lie in a bounded set. This could potentially lead to problems when the






h̄(µn(s), Tn(s))ds are equicontinuous
classes of functions (for almost every ω).
However, Tn = 1n+1
∑n
k=1 τ
(k), and we can show that Tn is bounded almost surely by a finite random variable
by Lemma 1.8.7. This means Tn(s, ω) lives on a compact set for each fixed ω in a set of full measure.
We now satisfy all the requirements of Theorem 4.2.1 of [21] and our iterates (µn, Tn) remains within the
domain of attraction (H × (0,∞)) of (µ̄, 11−λ ) infinitely often. Hence the stochastic approximation algorithm
iterates converge to that point with probability 1.
Lemma 1.8.7. Tn is almost surely bounded by a finite random variable
Proof. Recall that Tn = 1n+1
∑n
k=1 τ
(k). At the k-th iteration of the Markov chain, we can consider running
d (the size of state space) independent Markov chains each starting from a different state. After picking the
initial position, we use the outcome of the corresponding chain as the outcome for that tour of the stochastic
25
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approximation. Let’s call τ̃ (k)(x) the stopping time of the Markov chain starting from state x at the k-th iteration
and define
τ̃ (k) , max{τ̃ (k)(x)|∀x ∈ S}.















Now because τ (k) ≤a.s. τ̃ (k), we have lim supn Tn ≤ limn 1n+1
∑n
k=1 τ̃
(k) →a.s. E[τ̃ ] . Hence Tn is almost surely
bounded by a finite random variable.
1.8.2 Rate of convergence proof
In trying to obtain a rate of convergence result for main algorithm in the form of Equation1.4.1, we invoke Theorem
10.2.1 of [21]. There’s a whole set of assumptions that need to be checked. Here, recall that θn contains two
components, µn and Tn (Equation 1.4.1) and that the notation is En(Y n) , E[Y n|Fn]. We list the sufficient
conditions here.
1. {W nI{|θn−θ̄|≤ρ}} has to be uniformly integrable where θ is the w.p. 1 limit of θn. This is trivial because
supn E|W n|2 <∞ by Lemma 1.8.2.
2. θ̄, the limit point of the ODE, is an isolated stable point. Again, it’s trivial.
3. E(W n|Fn) = gn(θn) can be expanded as
gn(θ) = gn(θ̄) + (Dgn)(θ̄)(θ − θ̄) + o(|θ − θ̄|)
where the error o is uniform in n. This is not so trivial and the proof is given below in Lemma 1.8.8.





to be tight. See Lemma 1.8.9.
5. limn,m 1√m
∑n+mt−1
i=n gi(θ̄) = 0 uniformly for each small t-interval. See Lemma 1.8.11.
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Let A = (Dḡ)(θ̄) then the above is true because Dgi(θ̄) → Dḡ(θ̄) by Lemma 1.8.12. Conditions for
A+ I/2 being Hurwitz is given in Theorem 1.8.13.








This is proven in Lemma 1.8.16.
Uniformity of the error terms
Lemma 1.8.8. E(W n|Fn) = gn(θn) can be expanded as
gn(θ) = gn(θ̄) + (Dgn)(θ̄)(θ − θ̄) + o(
∣∣θ − θ̄∣∣)
where the error o(·) is uniform in n.
Proof. Refer to the proof of Lemma 1.8.1 for the components of gn. Again, the h component causes no problem
because it is independent of n. By defining v(x, s) = E[e−sτ |X0 = x], fn(µ, T ), the µ component of gn, can
27
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be expanded as







































































































It is easy to see that integration and (partial) differentiation can be interchanged in this case because of the
integrand’s smoothness and integrability. v(x, s) is bounded by 1 and 0 for s ≥ 0. The integrand consists of a
second-order expression in µ multiplied by an exponential damping factor e−Tu. It is now clear that all the mixed
second partial derivatives of fn will be bounded uniformly in n in a neighborhood around the stationary point
θ̄ = (µ̄, T̄ ) since T̄ > 0.
Tightness of the normalized iterates





has to be tight.






Proof. Here make a slight modification to the proof of Theorem 10.4.1 in [21]. We let A = (Dg)(θ̄). For any
positive definite matrix C, there exists a positive definite solution P to the equation
A
′
P + PA = −C.
We take this P and for each An = (Dgn)(θ̄), we obtain a sequence of matrices Cn via
A
′
nP + PAn = −Cn.
Obviously Cn → C and because C is strictly positive definite, there exists a λ > 0 such that Cn  λP in the
positive-definite sense.
We use the Lyapunov function V (θ) = (θ − θ̄)′P (θ − θ̄), however, we now have to deal with the gradient
28
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field gn as opposed to g in the proof of Theorem 5.2.1 of [21]. We will control the changes in the Lyapunov
function by expanding gn around the stationary point θ̄







= 2εn(θn − θ̄)
′
Pgn(θ̄) + 2εn(θn − θ̄)
′
PAn(θn − θ̄)
+ 2εn(θn − θ̄)
′







− εn(θn − θ̄)
′
Cn(θn − θ̄) + 2εn(θn − θ̄)
′
Po(|θn − θ̄|) +O(ε2n)
≤ O(ε2n)− εnλ̃V (θn)
where the several facts are used
1. Cn  λP for large n (the inequality is in the positive-definite sense).
2. (θn − θ̄)
′
Po(|θn − θ̄|) ≤ δV (θn) for small δ and all n large enough by Cauchy-Schwartz.
3. The error term o(|θn − θ̄|) of the Taylor series expansion is uniform for all gn as proven in Lemma 1.8.8.
4. gn(θ̄) = O( 1n ). This point is proven in Lemma 1.8.10 below.
At this point, we can use the rest of the proof of Theorem 10.4.1 of [21] to show that E[V (θn+1)|Fn] = O(εn)
which trivially leads to tightness.
Lemma 1.8.10. gn(θ̄) = O( 1n )
Proof. At θ̄, the gradient field h̄ corresponding to the Tn component is always 0 at the stationary point so we
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= (1) + (2) + (3)














































where (1), (2), and (3) are obtained by multiplying
∑τ−1
k=0 (I(Xk = ·)− µ̄(·)) through the second bracket.
The constant c is a number between 0 and τ
nT̄



































(I(Xk = ·)− µ̄(·))
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(I(Xk = ·)− µ̄(·))








Lemma 1.8.11. limn,m 1√m
∑n+mt−1
i=n gi(θ̄) = 0 uniformly in each small t-interval.










O(log(n + mt − 1) − log n). If





uniformly on a small t-interval.
Hurwitz condition
Lemma 1.8.12. (Dgn)(θ̄)→ (Dḡ)(θ̄)
Proof. By Lemma 1.8.8 we know
gn(θ) = gn(θ̄) + (Dgn)(θ̄)(θ − θ̄) + o(|θ − θ̄|).
If we take the limit as n→∞ we get
ḡ(θ) = 0 + lim
n
(Dgn)(θ̄)(θ − θ̄) + o(|θ − θ̄|).
Expand the left hand side by Taylor series and get






∣∣(Dgn −Dḡ)(θ̄)∣∣ = o(∣∣θ − θ̄∣∣)∣∣θ − θ̄∣∣
and the right hand side is arbitrarily small so the lim sup is 0.
Proposition 1.8.13. Let A , (Dḡ)(θ̄). (A+ I/2) is Hurwitz when the eigenvalues of the matrix Q satisfies the
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Proof. Again let us recall from Equation 1.8.1 that ḡ contains the f̄ component as well as the h̄ component.
With the notation B , (I −QT )−1, the Jacobians are given by


















∇µh̄(µ, T ) = 1
′
B
∇T h̄(µ, T ) = −1 (scalar).
At the stationary point (µ̄, T̄ ), if we define β = 1′Bµ̄ = T̄ , the f̄ component becomes








call this matrix J
∇T f̄(µ̄, T̄ ) = 0.
We will now established a 1-1 correspondence between the eigenvectors of J and the eigenvectors of B. The






This has the same eigenvalues as J with the addition of the eigenvalue -1. That would not violate the Hurwitz
condition. Hence we need to ensure that J + I2 is Hurwitz.
Given a vector y such that Jy = λJy and y linearly independent of µ̄. Define x , y + rµ̄. That means
Bx = β(λJ + 1)y + (rβ + 1
′
By)µ̄. The correct r that would make x an eigenvector of B is such that
rβλJ = 1
′
By. Here β is the principal eigenvalue of B so it is strictly positive. That means there exists such r
if λJ 6= 0. The corresponding eigenvalue for B would be λB , β(λJ + 1). If y is a multiple of µ̄, then its J
eigenvalue would be −1 and its B eigenvalue would be β. Below in Lemma 1.8.15, we show that λJ can never
be 0. This would imply every eigenvector of J is an eigenvector of B.









u. This would work when z is not the principal right-eigenvector of B. If it is, i.e. z = µ̄, then
trivially J z̄ = −z̄.
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Hence we can conclude that there is a one-to-one correspondence between the eigenvector/eigenvalues of J




− 1 for λB 6= βor λJ 6= 0
λJ = −1 when λB = β.

























Remark 1.8.14. If you carefully examine the proof of Theorem 10.2.1 [21], you will notice that the Jacobian J is
the drift of an Ornstein-Uhlenbeck process U(t) that lives on the subspace orthogonal to 1. Hence, in order for
the OU process to have a stationary distribution, it is enough to require that all the eigenvectors that live on this
subspace have real part of their eigenvalue less than 12 . If we are given an eigenvector Jy = λy, we can dot this







This implies that if λ 6= −1, then 1′y = 0 which means y ∈ 1⊥ so it is a relevant eigenvector. If λ = −1, it
would not affect the Hurwitz condition anyways. So our sufficient condition above is not unnecessarily strong.
Lemma 1.8.15. λJ 6= 0
Proof. Assume there exists a y such that Jy = 0. That means






We recognize that P , (I − µ̄1′) is a (non-orthogonal) projection. Also P µ̄ = 0 and 1′P = 0. This means β is
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If the equation x′P = z′ has a solution x, we must require z′µ̄ = 0. That would mean x can be decomposed as a
fundamental solution added to a null solution. The null space is c1 and z′P = z′−z′µ̄1′ = z′ . So x′ = c1′+z′
would span the entire solution space. However, remember that we’re interested in z′ = βx′B−1. We dot this


















µ̄ = 0 because 0 < λ < 1.














0 = c+ 0.
This means x′ = z′ = βx′B−1 ⇒ x′B = βx′ . This would mean x′ is the principle left-eigenvector and all its
components are strictly positive. In that case, it would be impossible to have x′µ̄ = 0. So there is no eigenvalue
β for the matrix PB. Hence J cannot have a zero eigenvalue.
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Quadratic variation of the martingales








Proof. Recall that W n = (Y n, Zn) in Equation 1.4.1. Pick p = 2, we can use Jensen’s inequality and arrive at
|δMn|4 ≤ 2
(




|Y n|4 + |En(Y n)|4 + |Zn|4 + |EnZn|4
)
.
Due to the facts
1. |Y n| ≤ τ(µn), here τ(µn) is the stopping time given the initial distribution µn,
2. En|Y n|4 ≤ En(|Y n|4),
3. |Zn| ≤ τ(µn),
4. En(Zn)4 ≤ En(Z4n),
5. τ(µ) ≤a.s. τ̃ ∀µ where τ̃ = max{τ(µ)|µ = δx,∀x ∈ S} by stochastic dominance followed by Skorohod
representation,
we can conclude that supn E|δMn|4 <∞.
We now use dominated theorem on EnδMnδM
′




 (Y n(θn)− fn(θn))(Y n(θn)− fn(θn))′ (Y n(θn)− f(θn))(Zn(θn)− hn(θn))′





If we can take the absolute value and condition on Fn, each entry of this matrix is dominated by 2τ(θn) ≤ 2τ̃ .
δMnδM
′
n is dominated entry-wise by 2τ̃ uniformly for all possible admissible θn. With a few more steps, we
can show the convergence to a non-negative matrix.
fn(θn)→ 0 and hn(θn)→ 0 by Lemma 1.8.10.
Zn(θ) = τ(θ)−T can be represented in a way that is continuous in θ (by writing τ as a mixture of the initial
starting points). Hence Zn(θn)→ Z(θ̄) = τ(θ̄)− T̄ .
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can also be written in a way that is continuous in θ and uniformly
convergent (over θ) to the random variable Y (θ). Hence
Y n(θn)→n→∞
∑τ(µ̄)−1





( Y (θ̄) Z(θ̄) ) can also be shown to be entry-wise dominated, hence its expected value is
well defined. It is obviously a non-negative definite matrix because of the form xx′ .
Together with dominated convergence and the fact that L1-convergence implies convergence in probability,




( Y (θ̄) Z(θ̄) ) .

1.8.3 On the asymptotic consistency of the variance estimator
The user of this algorithm will often want to compute the mean EX∼µ̄[f(X)] where µ̄ is the (true) quasi-stationary
distribution. As we know from this chapter, this can be approximated by f · µn where we express f as a vector.
If µn satisfies a CLT with rate αn, then we know





where Σµµ is the µ block of the entire variance matrix Σ. This allows the user to get an estimate on the error of
f · µn. Here we prove a procedure for estimating the variance matrix.





Proof. We will compare YkY
′
k to Y kY
′




and it forms an i.i.d sequence. In






























it is sufficient to prove that the latter two terms go to zero in probability. Immediately we see that the second
term goes to zero by definition of Σµµ and the law of large numbers.
The proof of for the convergence of the first term will proceed entrywise. I will actually prove the stronger notion
of
∣∣∣YkY ′k − Y kY ′k∣∣∣→p 0 entry by entry. From now on, we use the overline notation for all the “internal” variables
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(µk, τ (k), Xl) involved in Y k. At the (x,y)-th entry in the matrix, we can write out YkY
′





l=0 I(Xl = x|X0 ∼ µk)− τ (k+1)µk(x)
)(∑τ(k+1)−1





k+1 − T ) + T
]2 −
(∑τ(k+1)−1
l=0 I(X l = x|X0 ∼ µk)− τ
(k+1)µk(x)
)(∑τ(k+1)−1






Please remember µk are i.i.d. copies of µ, the true quasi-stationary distribution. We can apply the Taylor








I(Xl = x|X0 ∼ µk)− τ (k+1)µk(x)
τ(k+1)−1∑
l=0





I(X l = x|X0 ∼ µk)− τ (k+1)µk(x)
τ(k+1)−1∑
l=0
















I(Xl = x|X0 ∼ µk)− τ (k+1)µk(x)
τ(k+1)−1∑
l=0
I(Xl = y|X0 ∼ µk)− τ (k+1)µk(y)
∣∣∣∣∣.
(1.8.5)










I(Xl = x|X0 ∼ µk)− τ (k+1)µk(x)
τ(k+1)−1∑
l=0
I(Xl = y|X0 ∼ µk)− τ (k+1)µk(y)
∣∣∣∣∣∣ .





∣∣∣∣∣∣(Tk − T )
τ(k+1)−1∑
l=0
I(Xl = x|X0 ∼ θµk)− τ (k+1)µk(x)
τ(k+1)−1∑
l=0
I(Xl = y|X0 ∼ µk)− τ (k+1)µk(y)
∣∣∣∣∣∣ .
(1.8.6)




∣∣∣(Tk − T )[τ̃ (k+1)]2∣∣∣
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where τ̃ (k+1) is independent of Tk. (The superscript (k+ 1) is actually an index not an exponent). We can show
that this quantity converges to zero in probability
P









τ̃ (k+1) > M
)
.
For any ε′ > 0, we can pick aM such that P
(




2 . Then for all k large enough, P
(∣∣Tk − T ∣∣ > εM2 ) <
ε′
2 .
Now we turn our attention to the first term in Equation 1.8.5. This term can be shown to go to zero in
probability. The main idea behind it is to construct a coupling between {X(k)l } and {X
(k)
l } of the same iteration





l if the initial position drawn from µk is the same as the position drawn from µk. If the initial
positions are different, we would then simulate X(k)l independently from X
(k)





jointly in a clever way while preserving the marginal distribution, we can force more and more first terms of
Equation 1.8.5 to vanish as k →∞. The clever joint sampling we use is based on the Wasserstein metric.
In order to make the argument rigorous, we need to expand the first term in Equation 1.8.5 into (omitting




I(Xl = x|X0 ∼ µk)
τ(k+1)−1∑
l=0





I(X l = x|X0 ∼ µk)
τ(k+1)−1∑
l=0
I(X l = y|X0 ∼ µk)
∣∣∣∣∣
+3 other cross terms (1.8.7)
At the beginning of each iteration, we draw an initial position from µk and another from µk. We need to do this
sampling jointly while keeping the marginal distributions unchanged. We invoke the concept of the Waserstein
metric. The Waserstein metric between two probability measure µ, ν on our state space S is defined by
σ(µ, ν) = min
λ
E(Y,Z)∼λ[|Y − Z|dsc]
where the minimization is taken over the set {λ ∈ P(S × S)|λ(·, S) = µ, λ(S, ·) = ν} and dsc stands for
the discrete metric. The domain is a closed set because of our finite dimensional state space. The distribution








. We then simulate d simultaneous
(independent) Markov chains starting from each of the d states. X(k)l and X
(k)
l would use the chain corresponding
to their initial position. Hence if X(k)0 = X
(k)
0 , the tour would be identical between the two processes. Define τ̃k
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to be the maximum hitting time out of all these d simultaneous Markov chains.
Now consider the first term in the above Equation 1.8.7. If X(k)0 = X
(k)
0 , then the term is 0, otherwise the



















Because the probability simplex is finite dimensional in our setting, all norms are equivalent so σ(µk, µ) → 0.
Hence the first term in Equation 1.8.7 goes to 0 in probability. The other terms in that equation can be proved
in the same way.
1.8.4 Continuous-Time version proof
The ODE associated with the continuous-time algorithm can be arrived by similar technique as the discrete-time
case.










Ṫ (t) = −µ(t)
′
Q−11− T (t).
Note that instead of (I −Q)−1 appearing we now have −Q−1 where Q is a transition rate matrix. The Perron-
Frobenius theorem still applies to matrix of the formM−D whereM consists of off-diagonal non-negative entries
and D is a non-positive diagonal matrix. In the discrete-time proof, we often used the fact that exp(I −Q)−1 is
a matrix of non-negative entries. We need to now show that exp(−Q)−1 is also a matrix of non-negative entries.
Lemma 1.8.18. Given a transition rate matrix Q, exp(−Q)−1 is a matrix of non-negative entries













k for α large enough. 1αQ+ I is a non-negative irreducible matrix hence the infinite sum is also
a positive matrix.
Lemma 1.8.19. The principal eigenvalue of Q is real and smaller than 0, and also the left and right principal
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eigenspaces are one-dimensional.
Proof. The spectral radius is bounded above by ‖ Q ‖∞≤ 0. Q+ cI can be made into a irreducible non-negative
matrix for some large c. All the properties follow after applying Perron-Frobenius to that.
Analogous to Lemma 1.8.7, we need to show that Tn is bounded above and below almost surely.
Lemma 1.8.20. The Tn sequence in the continuous-time case is bounded above and below almost surely by
finite random variables.
Proof. The upper bound is identical to the discrete-time case (Lemma 1.8.7). For the lower bound, we consider
a random variable s̃ that is an exponential random variable with rate equal to the fastest holding rate of the
Markov chain. s̃(k) can then be coupled to the first holding time (for example, by using the same uniform random
numbers) of the Markov chain during the k-th iteration. This way, τ (k) ≥a.s. s̃(k). Hence lim infn Tn ≥ E(s̃)
implying that its bounded below by a finite random variable.
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Chapter 2
General State Space Setting
Notation:
• M (S), M +(S), and P(S) are the sets of signed measures, positive measures, and probability measures
on the space S.
• T be the set of transient states of a Markov chain.
• P (x,A) is the transition kernel of a Markov chain.
• Q(x, dy) = P (x, dy)I(y ∈ T ) is the substochastic kernel associated with the transient set T . Let Q be
φ-irreducible ([27] Section 2.2).
• The space D(A,B) is the space of cadlag functions from the metric space A to B endowed with the
topology of uniform convergence on bounded intervals.
• τn = min{k ≥ 0|X(n)k /∈ T} The hitting time of the absorbing state of the n-th iteration.
• τ(µ) = min{k ≥ 0|Xk /∈ T,X0 ∼ µ} . Hitting time of the absorbing state of a Markov chain started from
the distribution µ.
• For the reader’s convenience, basic definitions related to general state-space Markov chains are given in
Section 2.6.
2.1 Introduction
The study of quasi-stationary distribution for finite-state space Markov chains has many applications [30] especially
in the study of interacting particle systems [10, 23, 13]. Chapter 1 describes a stochastic approximation algorithm
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for estimating the quasi-stationary distribution of finite state space Markov chains with √n rate of convergence
properties. In this chapter, we extend the stochastic approximation algorithm to general state space, discrete-time
Markov chains.
One other closely related work to this paper is [36]. In that work, based on prior work by [11], the authors
provided a particle system method for sampling the principal eigenfunction and eigenmeasures of any non-negative
kernel Q provided that we can compute the decomposition
Q(x,A) = G(x)M(x,A)
where M is a stochastic Markov kernel. If an user is given a substochastic kernel Q, then computing the
decomposition requires the computation of Q(x, T ) at arbitrary x that the particle algorithm visits. This will
require numerical integration in many cases and is either intractable or very prone to noise.
The Fleming-Viot process [25] is another method that can estimate the quasi-stationary distribution however
it has only been proven to work for finite, countable Markov chains and diffusion processes. We can compare its
performance against the result of our algorithm running on discretized diffusion processes. This method involves
running a n Markov processes. Each process evolves according to the diffusion process until an absorption occurs.
Upon absorption, that particular process is restarted from a position uniformly sampled from one of the other
n− 1 processes.
As n→∞ and at a fixed time t, the Fleming-Viot process converges to the conditioned process lims→∞ P(X(t) ∈





. In order to sample from the quasi-stationary distribution however, we need to






. This is computationally very expensive and the theoretical and practical performance is worse than
the method described in this chapter.
We now define the setting of our algorithm. Let us consider a Markov chain Xn on a state space (E,E ) with
transition probability kernel P . We are given a compact set T ⊂ E and we are interested in the long-term behavior
of the Markov chain subject to not leaving T . Let F = {A|A ⊂ E,A ∈ E } denote the sigma-algebra on the
subset T . We can define a non-negative kernel Q(x, dy) on E×F by the restriction Q(x, dy) = P (x, dy)I(y ∈ T ).
The quasi-stationary distribution, called Yaglom limit in some literature, is defined as the limit




if the limit exists and is independent of x.
According to Corollary 6.13 of [27], one set of sufficient conditions for the existence of quasi-stationary
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distribution is requiring that Q be aperiodic, irreducible, and R-positive recurrent (Assumption 4 below) as well
as requiring π(T ) < ∞, infT h > 0 where π and h are the R-invariant measure and function. Under these
conditions, the Yaglom limit exists for any x such that h(x) <∞ (note that this is a full set with respect to the
maximal irreducibility measure ψ as defined in [27]).
We are now ready to give a complete list of assumptions that will be used throughout the chapter.
List of Assumptions
1. supx∈T E(τ) <∞ where τ is the hitting time of T c.
2. supx∈T Ex(τ2) <∞
3. T , the set of transient states, is compact and separable.a
4. Assumptions about the substochastic kernel Q(x, dy) = P (x, dy)I(y ∈ T )
(a) The Markov chain Xn is φ-irreducible and aperiodic on the set T . Denote the maximal irreducibility
measure by ψ.
(b) Q is RQ-positive recurrent per [34, 27] for some RQ > 1.
aThe only place where compactness is used is in proving the tightness of the iterates. For more, see Section 2.5.1.
In the general state-space Markov chain (GSMC) scenario, we can formulate the analogous measure-valued
algorithms similar to Chapter 1:
Algorithm 2.1 Algorithm for estimating quasi-stationary distribution in infinite dimensional spaces
1. Initialize an empty list µ that will hold the history of visited states.
2. Choose the starting state X0 of the Markov chain according to some distribution ν0 ∈P(T ).
3. Simulate the Markov chain starting from state X0 up until absorption and update µ by adding the visited
states (all contained in T ) to the list µ.
4. Upon absorption, select a state X0 uniformly from µ and go back to Step 3.
5. Repeat Steps 3) and 4) many times and output the measure m = 1|µ|
∑
x∈µ δx as your approximation of
the quasi-stationary distribution. You can also output the averaged time to absorption in each tour as an
approximation to 11−1/RQ .
2.2 Stochastic Approximation Representation
The above Algorithm 2.1 can be written formally as:












∀A ∈ F . (2.2.1)
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In order to analyze it, we cast it as a measure-valued stochastic approximation algorithm in the form




, εk = 1k+1 and the additional real-valued process Tn is defined by




For notational reasons, let us define






0 ∼ µ)− τn+1µ(A)
T + τn+1n+1
Zn(µ, T ) , τn+1 − T
τn , min{k ≥ 0|X(n)k 6/∈ T,X
(n)
0 ∼ µ}.





For this entire paper, we endow the topology of weak convergence on M (T ).
There exists little literature on the subject of measure-valued stochastic approximation. The paper [33] states,
without proof, a theorem about stochastic approximation algorithms on Banach spaces. However, the assumptions
are just as hard as proving convergence from first principle. [37] deals with Hilbert space-valued algorithms and
could not be used in our setting. This chapter will generalize [21]’s ODE method theory to this very specific
problem. In Section 2.3, we show that the limiting behavior of θn is governed by an ordinary differential equation
on the space R+×M (T ). Then in Section 2.3, we analyze the conditions under which the ODE solutions converge
to the quasi-stationary distribution of Q. In the final discussion section, we talk about practical considerations in
using the algorithm including examples of common processes that the algorithm converges for.
2.3 Proving Convergence to Trajectories of an ODE
The proof is an extension of [21]’s ODE technique into this specialized-case of measure-valued stochastic ap-
proximation. In this section, we will prove that the limit behavior of the random iterates θn is governed by a
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measure-valued ODE. There will be several steps to the proof. Below, M (T ) will always denote the space of
signed measures endowed with the topology of weak convergence.
1. Defining the appropriate interpolated process θn(t) on the space D(R,M (T )× [1,∞)) and decompose it
into








[gk(µk, Tk)− g(µk, Tk)] + ρn(t).
2. Proving that {
´ t
0
g(θn(s, ω))ds|∀n ≥ 1} is equicontinuous for almost every ω.
3. Showing that Mn(·) is a martingale and is a tight process in the space D(R,M (T )× [1,∞)).
4. Show that for every ω in a set of full measure, there exists a subsequence nk(ω) such that Mnk(·, ω)
converges to the 0 process weakly in the uniform topology.
5. Showing that the time-variant gradient field gn(µ, T ) converges to a stable gradient field g(µ, T ). These
gradient fields are in the space M (T )× R+.
2.3.1 The interpolated process











This is a cadlag interpolation.
Now define the left-shifted processes θn(t) = θ0(tn + t). Because
∑
1
k = ∞, we now have a collection of
cadlag functions defined on R with values in M (T )× [1,∞).
The main decomposition we would like to reach is








[gk(µk, Tk)− g(µk, Tk)] + ρn(t). (2.3.1)
We will separate the µn(·) and Tn(·) components of θn(·) and the reader can infer the definition of each
right-hand side term of the equations below.








[fk(µk, Tk)− f(µk, Tk)] + ρn1 (t)]
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[Yk(µk, Tk)− Eµk,Tk [Yk(µk, Tk)]]
fk(µ, T ) , Eµ,T [Yk(µ, T )]


























[Zk(µk, Tk)− Eµk,Tk [Zk(µk, Tk)]]
hk(µ, T ) , Eµ,T [Zk(µ, T )]










2.3.2 Proving that {
´ t
0
g(θn(s, ω))ds|n} is sequentially compact for almost every ω















f+(µ, T ) = Eµ
[∑τ−1
k=0 I(Xk ∈ ·)
T
]






We will use the Prohorov metric to metrize weak convergence in M +(T ). It is difficult to work with that directly
but the following Lemma will help in many parts of the paper by bounding the Prohorov metric by the total
variation norm.
Lemma 2.3.1. The Prohorov metric on positive measures dP (µ, ν) = inf{ε > 0|µ(A) ≤ ν(Aε) + ε} is bounded
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above by the total variance distance between positive measures dTV (µ, ν) = supA |µ(A)− ν(A)|.
Proof. For any δ > 0, there exists a set A such that dTV (µ, ν) ≥ |µ(A)− ν(A)| ≥ dTV (µ, ν)− δ. Without loss
of generality, we can take µ(A) ≥ ν(A) and arrive at the inequality µ(A) ≤ dTV (µ, ν) + ν(A). Trivially, this
implies µ(A) ≤ ν(Aε) + dTV (µ, ν). Hence dP (µ, ν) ≤ dTV (µ, ν).
We are now ready to prove the sequential compactness for f+ and f−.







are both sequentially compact in M +(T ).
Proof. Fix an ω and t > 0, we need {
´ t
0
f+(θn(s, ω))ds|∀n > 0} to be pre-compact (and similar for f−) in order
to use the Arzela-Ascoli theorem[26]. For signed measure, pre-compactness is equivalent to tightness and having
uniformly bounded total variation according to the Prohorov theorem [4]. Tightness is trivial because the space


















f−(θn(s, ω))ds‖TV ≤ t sup
x
Ex(τ).
Both bounds are independent of n, so the pre-compactness condition is satisfied.
Let us move on to showing the equicontinuity of both integrals. Without loss of generality, assume u < t.














≤ (t− u) sup
x
Ex(τ).








Lemma 2.3.3. Under Assumption 1,
´ t
0
h(θn(s, ω))ds is sequentially compact in n uniformly in t on bounded
intervals. This subsequence is independent of ω.
Proof. The proof begins by noticing that
´ t
0
h(θn(s, ω))ds is equivalent to
ˆ t
0
Eµn(s,ω)[τ − Tn(s, ω)]ds here the Tnrefers to the T component of θn.
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The assumption supx Ex(τ) <∞ implies sequential compactness because
Eµn(s)[T
n(s, ω)] = Eµn(s)[
1






2.3.3 Proving sequential compactness of the Mn(ω, ·) process
In this subsection, we will try to prove that the Mn(ω, ·) process is sequentially compact for almost every ω.
The Mn(·) process consists of two components: Nn(t) ∈ M (T ) and Sn(t) ∈ R+. Let us analyze the more
challenging, M (T )-valued Nn(t) process first.
Because of the linearity of cadlag interpolation, Nn(t) can be separated into two cadlag-interpolated M +(T )-


































We will work with An(t) and the proof for Bn(t) is very similar. The Arzela-Ascoli theorem requires pre-
compactness of {An(ω, t)|n ≥ 0} and equicontinuity.
Compact Closure
Lemma 2.3.4. Under Assumption 2-3, for every ω in a set of full measure (where the set is independent of n
and t) and every t > 0, {An(t, ω)|n ≥ 0} is pre-compact.
Proof. An(t, ω) takes value in M +(T ), compactness in that space is equivalent to tightness plus uniformly
bounded total variation norm. The tightness portion is trivial because T is compact. Now we need to prove that
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This implies that the first term
∑m(tn+t)
k=n εk(τk − Eµk(τk)) is bounded almost surely along a subsequence while
the second term is bounded by (supx Ex(τ))(t+ 1n ). Hence we have proven compact closure of An(t, ω).
Equicontinuity
Because the processes An(t, ω) are discontinuous functions, we need to invoke the extended Arzela-Ascoli theorem





‖An(t, ω)−An(s, ω)‖TV < ε.
We replace the Prohorov metric by the total variation distance due to Lemma 2.3.1. Without loss of generality,
we assume that s < t. We obtain equicontinuity by the following inequality





















This means along a subsequence of An(·, ω), the first term limn
∑m(tn+t)
k=m(tn+s)
εk(τk − Eµk(τk)) = 0. The second




. This implies equicontinuity along a subsequence of An(·, ω).
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By the extended Arzela-Ascoli theorem, equicontinuity and pre-compactness together implies the following
proposition.
Proposition 2.3.5. Under Assumptions 2-3, for every ω in a set of full measure, there exists a subsequence nk(ω)
such that Nnk(·, ω) is convergent in D(R,M (T )) where M (T ) has the weak topology.
The Sn(t) process
We also need to prove the sequential compactness of Sn(t) ,
∑m(tn+t)
k=n εk [Zk(µk, Tk)− Eµk,Tk [Zk(µk, Tk)]]


















Lemma 2.3.6. Under Assumption 2, for every ω in a set of full measure, there exists a subsequence nk(ω) such
that Snk(·, ω)→ 0.
2.3.4 Proving that Mn(·, ω)→ 0
For the measure-valued martingale Nn(t), we first fix a measurable set A ∈ F and look at its action on that set:
Lemma 2.3.7. Under Assumption 2, for every A ∈ F Nn(t)(A)→a.s. 0 where the null set depends on the set
A.









































This would imply Nn(t)(A)→a.s. 0 for every measurable set A (where the null set depends on A).
Lemma 2.3.8. Under Assumptions 1-3, for almost every ω outside of a null set, there exists a subsequence nk(ω)
such that Mn(·, ω) → 0 where the convergence is in the space D (R,M (T )× [1,∞)) uniformly over bounded
sets with the weak topology on M (T ).
Proof. We know that almost every Nn(·, ω) is sequentially compact. Let this set of full measure be called
F0. Because the space C is separable, we can find a basis {fi} (each fi continuous and bounded) such that
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Nn(fi, ω)→ 0 on a set of full measure F1. We intersect this set F1 with F0 to get another set of full measure.
Then we repeat this process for all i ∈ N. The final set F has full measure as well as the property that each
{Nn(·, ω)} is sequentially compact and its action on fi converges to 0. Hence it will converge to 0 for all bounded
and continuous functions.
Finally combine with the results about Sn(·, ω) to obtain the Lemma.
2.3.5 Proving that the gradient field stabilizes




k [gk(µk, Tk)− g(µk, Tk)]. We will show the
following lemma.








[gk(µk, Tk)− g(µk, Tk)]
∣∣∣∣∣∣→a.s. 0.







[gk(µ, T )− g(µ, T )]→a.s. 0.
Recall that gk has two components, the fk component and hk component. hk is independent of k so the
convergence trivially holds. The fk component lives in M (T ) with the topology of weak convergence. So it is
sufficient to check the convergence along all bounded and continuous functions u.

















We can use the dominated convergence theorem to conclude that fk → f for pointwise.
2.3.6 Convergence to ODE
Now we are in a position to prove the following theorem.
Theorem 2.3.10. Under Assumptions 1-3, for every ω in a set of full measure, there exists a subsequence nk(ω)
such that θnk(·, ω)→ θ(·, ω) in M (T )× [1,∞) uniformly on every bounded interval. θ(·, ω) satisfies the ODE
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where equality in M (T ) means equal expected value on all bounded and continuous functions (on T ).
Proof. In the previous few sections, we showed that the right-hand side terms of (2.3.1) all have convergent
subsequences (depending on ω). Hence we can extract a convergent subsequence θnk(ω)(·, ω). The terms∑m(tn+t)
k=n
1
k [gk(µk, Tk)− g(µk, Tk)], M
n(·), and ρn(·) all go to zero on a set of full measure (on the space T).
It remains to show that the limit can be exchanged with the integral in (2.3.1).
Recall that the function g is composed of the M (T )-valued f and real-valued h. The equality in the f
component means equal expected value on all bounded and continuous functions.














Here we used the property that Tn(s, ω) ≥ 1. f is obviously continuous in θ in the weak topology, so we can use







in the sense of weak convergence on M (T ).
The bound on h(θn(s, ω)) is given by
|h(θn(s, ω))| =







and we can use the dominated convergence theorem to obtain a similar result.
2.4 Asymptotic Analysis of the ODE
In this section, we will analyze the asymptotic properties of the associated ODE. The main result we will prove in
this section is the following theorem.
Theorem 2.4.1. Let π and h denote the R-invariant measure and function of Q. If we assume that infT h > 0,
supT h < ∞, and π(T ) < ∞, then any solution (if exists) solving the full ODE (2.4.1) with initial conditions
µ0 ∈ P(T ), µ0(h) < ∞, and T0 > 0 will converge to the quasi-stationary distribution in µ(t) and Eµ̄(τ) =
1
1−1/RQ in T (t). The random iterates (µn, Tn) visits a compact subset (might depend on ω) of this attractor
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space ({m ∈ P(T )|m(h) < ∞} × (0,∞)) almost always. This implies that µn → µ̄ in the weak topology and
Tn → 11−1/RQ both with probability one.
The existence of the solution is automatic because it is the limit of the θnk(s, ω) sequence. We will proceed
to analyze its limit in a few steps.
1. Compute the function g and obtain a ODE involving µ and T . This is called the full ODE.
2. We analyze the asymptotic behavior of the full ODE by first analyzing a reduced ODE and then showing
that the solutions to the full ODE can be changed into solutions for the reduced ODE.
3. We need to show that the random iterates θn visits a compact subset (can depend on ω) of the attractor
set almost always almost surely.
2.4.1 Computing the Gradient Field
Let us explicitly compute the gradient field g(µ, T ) defined in Equation (2.3.1).
f(µ, T )(A) =
Eµ
[∑τ(µ)−1















Here Qs is the s-time convolution of the kernel Q. The second component of the gradient field is
h(µ, T ) = Eµ(τ)− T.







Ṫ (t) = Eµ(t)(τ)− T (t) (2.4.1)
where the equality is in the Levy-Prohorov metric.
2.4.2 Reduced ODE
Our strategy here is to first consider a reduced ODE system without the extra T component,
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In this whole section, we will use the R-theory of [27, 34]. Specifically if given a R-positive recurrent kernel K,
there exists essentially unique (up to constant multiples) R-eigenmeasure and R-eigenfunction π and h respectively,
such that π = RπQ, h = RQh, and π(h) <∞. We shall call this R the spectral radius of a R-recurrent kernel.
Theorem 2.4.2. Under Assumption 4, and assume infT h > 0, and π(T ) <∞, all solutions ν(t) to the reduced
ODE (2.4.2) such that ν(0) ∈ P(T ), ν(0)(h) < 0 has the property ν(t) → ν̄ where the convergence is in the
total variation topology of P(T ). ν̄ is the quasi-stationary distribution of Q.
Proof. Take any solution ν(t) with initial condition ν(0). First we notice that if ν0 ∈P(T ), then ν(t) ∈P(T ).














Here the exponential operator denes a new non-negative kernel. Hence ν(t)(A) ≥ 0 and ν(t) ∈P(T ) ∀t ≥ 0.
Define β = 11−1/RQ where RQ is the spectral radius of Q. We can take the Duhamel’s equation (2.4.3) and














= ν0 ⊗ exp(t
∑
Qs − βt).
Lemma 2.4.3 tells us that ν0 ⊗ exp(t
∑
Qs − βt)(A)→ ν0(h)π(A) ∀A ∈ F .






= ν0 ⊗ exp(t
∑
Qs − βt)(T )→ ν0(h)π(T ).
So together
ν(t)(A) = ν0 ⊗ exp(t
∑










where the limit is well defined because π(T ) < ∞. It is the quasi-stationary distribution by Corollary 6.13 of
[27].
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Lemma 2.4.3. Under Assumption 4 and infT h > 0, and given a ν0 ∈ P(T ), ν0(h) < ∞, we have ν0 ⊗
exp(t
∑
Qs − βt)(A)→ ν0(h)π(A), where β = 11−1/RQ for every set A∈ F and some constant c.
Proof. First, we try to prove that ν0 ⊗ exp(n
∑
Qs − βn) →. By the Lemma below 2.4.4, exp(
∑
Qs − β)
is aperiodic, and 1-positive recurrent. Hence there exists a 1-eigenmeasure π equivalent to ψ (unique up to a
constant multiple) and a strictly positive 1-eigenfunction h normalized such that π(h) = 1. Hence by Corollary















m is also an aperiodic R-positive recurrent kernel with the same R-invariant functions. Hence the
above convergence will hold for all sequences { nm0 , n → ∞} m0 fixed. We can combine this with the uniform
continuity property of the exponential operator to get that the above convergence holds along all real sequences
going to ∞.
Finally, if infT h > 0, then this convergence actually takes place in the total variation norm.
Lemma 2.4.4. Define A , exp(
∑
Qs − β) where β = 11−1/RQ . A is aperiodic, and 1-positive recurrent. The
maximal irreducibility measure is also ψ.
Proof. Given a set B such that ψ(B) > 0, ∀x ∈ T ∃s0, Qs0(x,B) > 0 by virtue of ψ-irreducibility of Q.










k where ck > 0. But because ψ is the maximal irreducibility measure of Q,
ψ({x|Qn0(x,B) > 0}) = 0 ∀n0 ≥ 1. This implies (ψA)(B) = 0. Hence ψ is also the maximal irreducibility
measure of A by Proposition 2.4(ii) of [27].









(x) <∞ for all x in a closed set, r < RA, and for all small functions s.
2. G(r)f ≡ ∞ for all r > RA and f ≥ 0 such that ψ(f) > 0.
Because Q is RQ-positive recurrent, there exists unique (up to multiples) positive eigenmeasure and eigenfunction









































because RQ > 1
= π
Very similarly, h = Ah.






Because s is a small function, there exists δ > 0, n0 ≥ 1,m ∈M +(T ) such that An0(x,B) ≥ δm(B)s(x). We
can show that π(s) <∞:
π(h) = Rn0A πA
n0h
≥ Rn0A δπ(s)m(h)
π(h) ≥ Rn0A δπ(s)m(h)
We know that π(h) < ∞ by R-positive recurrence. m(h) > 0 because h > 0 everywhere ([27] Proposition
5.1(ii)). Together this implies π(s) < ∞. Hence if r < 1, πG(r)s < ∞ for any small function s of A. The




(x) < ∞} is a set of full measure. By [27] Proposition 2.5, it
contains a closed set Fr. Finally, we can take F = ∩0<r<R,r∈QFr. F is a closed set by the same Proposition
and (G(r)s)(x) <∞ ∀r < 1, x ∈ F .
Now we need to prove the second criterion in the definition of 1-recurrence. G(r)f ≡ ∞ for r > 1 and any
f ≥ 0 and ψ(f) > 0.




nf)(x) > 0 ∀x ∈ T, ψ(f) > 0, f ≥ 0.
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There are a finite number of Qsf for s < n0 in the above series. So it would not affect its convergent property
























which is divergent if r ≥ 1.
So A is RA-recurrent. Its eigenmeasure and eigenfunction are π and h so π(h) < ∞ and A is RA-positive
recurrent.
2.4.3 Time-changed ODE








Ṫ (t) = Eµ(t)(τ)− T (t).
Theorem 2.4.5. Let π and h denote the R-invariant measure and function of Q. If we assume that infT h >
0,supT h < ∞, and π(T ) < ∞, then any solution (if exists) solving the full ODE (2.4.1) with initial conditions
µ0 ∈ P(T ), µ0(h) < ∞, and T0 > 0 will converge to the quasi-stationary distribution in µ(t) and Eµ̄(τ) =
1
1−1/RQ in T (t). The random iterates (µn, Tn) visits a compact subset (might depend on ω) of this attractor
space ({m ∈ P(T )|m(h) < ∞} × (0,∞)) almost always. This implies that µn → µ̄ in the weak topology and
Tn → 11−1/RQ with probability one.





By Lemma 2.4.6, Γ−1(t) is well defined and increases to ∞. By straightforward computation, we can check that
µ(Γ−1(t)) is a solution to the reduced ODE 2.4.2. Also µ(Γ−1(0)) = µ(0) which we assume to be a probability
measure such that µ0(h) < ∞. Hence according to Theorem 2.4.2, µ(t) → µ̄, the quasi-stationary distribution
of Q.
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Eµ(s)[τ ] → Eµ̄[τ ] because the ODE convergence takes place in the total variation norm and supx Ex(τ) < ∞.
We can use L’Hopital’s rule and get
lim
t→∞








Looking back at Equation equation (2.3.3), the weak limit of the subsequences θnk needs to have the property
that θ(h) <∞. We can ensure this by proving that h is lower semi-continuous and invoking the assumption that
supT h <∞.
h(x) = RQh(x), so it can be expressed as
h(x) = R lim
M→∞
Ex[h(X1) ∧M ].















h(xk) = lim inf
n→∞
h(xn).
Our assumption supT h <∞ ensures that θnk(h) <∞ and the l.s.c. property ensures θ(h) <∞ by Fatou’s
lemma.
Our iterates (µn, Tn) almost always remains within a compact subset of the domain of attraction (P(T ) ∩
{m|m(h) < ∞} × (0,∞)) of (µ̄, 11−RQ ). This would mean the subsequence limit θ
nk(0, ω) converges to a
point in this domain of attraction. That would mean the limit trajectory θ(·, ω) has an initial condition in this
domain of attraction. Hence θ will converge to the asymptotically stable point (µ̄, 11−RQ ). Hence the stochastic
approximation algorithm iterates converge to that point with probability 1.
Lemma 2.4.6. Γ(t) is non-negative, increasing, and goes to ∞
Proof. The increasing part is trivial because T (s) is strictly positive (in both the discrete-time and continuous-time
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T (s) <∞. This implies






























T (s) =∞, a contradiction.
2.5 Discussion
2.5.1 Sufficient Conditions for Satisfying Assumptions
The convergence of the algorithm depends on three conditions
1. infT h > 0
2. π(T ) <∞
3. supT h <∞
Conditions 1 and 2 can be simultaneously satisfied if the set T is small.
If Condition 1 is not satisfied, the algorithm still converges on continuous and bounded functions f where
|f | ≤ h.
In practical applications, P the transition kernel is usually Pt for t small where Pt is the semi-group of a
diffusion process. If the diffusion process coefficients are bounded and C1 with C2 boundaries, then the right
eigenfunction h is bounded over the set T ([15] Section 6.3). This would satisfy Condition 3.
Here we switch our attention to the assumption T is a compact set. The only place where this assumption
is used is in proving the tightness of various measure-valued processes. In practice, if T is not compact but the
algorithm appears to be converging, it is highly likely that the limit is the Yaglom limit.
2.5.2 Notes about Diffusion Process Extension
Our initial exploration of extending the stochastic approximation method to infinite-dimensional Markov processes
targeted diffusion processes. Much of the proof technique in this paper would carry over. However, one crucial
obstacle we encountered was that the Tn process is not bounded from below. Hence the variance of the martingale
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term could not be easily bounded from above. The transplantation of this algorithm to diffusion processes remains
an open problem.
Numerical simulation in several important classes of diffusion processes has shown that by calculating the
quasi-stationary distribution of a time-discretized diffusion process, the result is very close to the quasi-stationary
distribution of the diffusion process. In fact, the algorithm will be unbiased if the transition kernel corresponds to
that of a diffusion process with constant coefficients.
2.6 Definitions related to General State Space Markov Chain
This appendix section lists all the common definitions that are used in general state space Markov chain theory.
Note most of these definitions are given in terms of non-negative kernels which are more general than Markov
transition kernels. Many of these definitions are from [27].
Definition 2.6.1. A non-negative kernel K(x,A) on a state space E is called φ-irreducible for a σ-finite measure
φ(E) > 0 if φ(A) > 0 implies there exists a n0(x) such that Kn0(x)(x,A) > 0 ∀x ∈ E.
Definition 2.6.2. An irreducibility measure ψ is a maximal irreducibility measure if all other irreducibility measure
are absolutely continuous with respect to it.





= 0 for j = (i+ 1) mod m x ∈ Ei.
Definition 2.6.4. If no m-cycle exists for m ≥ 2, then the kernel K is called aperiodic.
Definition 2.6.5. Given a kernel K with maximal irreducibility measure ψ, it is said to satisfy a minorization
condition if there exists n0 ≥ 1, β > 0, a function s such that ψ(s) > 0, and a measure ν such that ν(E) > 0
where
Kn0(x,A) ≥ βs(x)ν(A) ∀x ∈ E, A measurable.
The measure ν and function s are called small. A set C is called small if the function IC is small.
Theorem 2.6.6. ([27] Theorem 2.1). Given an irreducible kernel, there always exists small function and measures.
Definition 2.6.7. Given a kernel K, a non-empty set F is called closed if K (x, F c) = 0 ∀x ∈ F .
Definition 2.6.8. Given an irreducible kernel K with maximal irreducibility measure ψ, it is R-recurrent if there
exists a real number R and closed set F such that
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kKk(x, f) ≡ ∞ ∀r ≥ R and f such that ψ(f) > 0.
Remark 2.6.9. This definition coincides with what is given in [34] because there always exists a countable partition
of E into small sets.
Theorem 2.6.10. ([27] Theorem 5.1 and 5.2). Suppose that K is R-recurrent, then there exists a non-negative
function h such that ψ(h) > 0, ψ not identically infinite, and h = RKh. Also there exists a measure π such that
π = RπK and π equilvane to ψ.
Definition 2.6.11. Following the above Theorem, if π(h) <∞, K is called R-positive recurrent. The definition





This chapter contains the numerical results demonstrating the effectiveness of the algorithm in Chapter 1 and
2. We consider both the cases where the Markov chain satisfies the sufficient condition for the convergence of
the algorithm and also cases when those conditions fails to be met. We also compare our algorithm against
the competitor Fleming-Viot algorithm. In some of these examples, the strong law theorems do not guarantee
convergence but the algorithm nevertheless appears to converge.
3.2 Finite State Space Algorithm
3.2.1 Loopy Markov Chain










The eigenvalues of the sub-stochastic matrix are 1− ε and 0. Hence the sufficient condition for CLT to hold is to
require ε < 0.5. Chapter 2 Section 5 contains an analysis via self-interacting Markov chains[12] that suggests a
sub-√n rate of convergence when ε > 0.5. We tested the original algorithm and the Polyak averaging algorithm
for the case of ε = 0.98, well outside of the CLT sufficient condition. However the Polyak averaging algorithm still
achieves a √n rate of convergence. The result can be seen in Figure 3.2.1 where the improved Polyak averaging
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algorithm significantly outperforms the vanilla algorithm.


















Red − Polyak Averaging
Black − Projection with stepsize
(1/n0.55)
Blue − Projection with stepsize (1/n)
Green − Original algorithm
Figure 3.2.1: Loopy Markov chain in the non-CLT regime
This figure is the time vs. error plot of the main algorithm ran on a loopy Markov chain with eigenvalues well
outside the CLT regime (ε = 0.98 > 0.5). The plot is a log/log plot where the y-axis is the Mean-Squared-Error.
It is clear that the Polyak-Ruppert Averaging (the red line) converges much faster than the original algorithm
(green line). Please note that lines of the same color represent different runs of the same algorithm.
3.2.2 M/M/1/c queue with finite capacity and absorption
We also simulated the system size of a M/M/1 queue with finite queue capacity. The 0 state has been modified
into an absorbing state. A discrete-time Markov chain is created when we considered the arrival times of new
customers. The system we have simulated has a capacity of 100 with ρ = 1.25. The expected time to absorption
E(τ) is very large so we Doeblinized the Markov chain by multiplying the probability matrix by 0.95. The
Doeblinized Markov chain no longer satisfies the CLT. You can see in Figure 3.2.2 that the Polyak averaging
algorithm significantly outperforms the vanilla algorithm.
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Figure 3.2.2: The M/M/1/100 queue with ρ = 1.25
This is the simulation of a M/M/1 queue with 100 queue capacity and ρ = 1.25. We are considering the embedded
discrete-time chain at the jump times of the system. We had to Doeblinize the process (multiply transition matrix
by 0.95) in order to deal with the large E[τ ] due to the system being in heavy-traffic regime. As you can see,
the Polyak-Ruppert averaging (red) is significantly better than the original algorithm (green) on the log-log plot.
The eigenvalue condition for the CLT is not satisfied after Doeblinization. Please note lines of the same color
represent different runs of the same algorithm.
3.2.3 Contact Process on Complete graph
We now introduce the contact process. It’s a class of models that fall within the interacting particle systems
framework whose quasi-stationary distribution are important to physicists [13, 10, 23, 9].
Definition 3.2.1. A contact process is a continuous-time Markov chain (CTMC)(Xt1, ..., Xtn) ∈ {0, 1}n, where
t ≥ 0 is the time, with an associated connected graph (V,E) such that
• |V | = n.
– Individual nodes transition from 1 to 0 at an exponential rate of 1.
– Individual nodes transition from 0 to 1 at rate λr where r is the fraction of neighbors that are in state
1.
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This CTMC has 2n states. The state (0, 0, . . . , 0) is an absorbing state and the remaining states are all transient.
This CTMC will eventually reach the absorbing state but physicists are interested in the “pseudo-equilibrium”
behavior in the period before absorption happens [13, 10, 23, 9]. In another words, we need an algorithm for
estimating the quasi-stationary distribution of this process. The difficulty is that the state space is exponential in
size save for a few special cases.
Here we simulate the contact process on a complete graph. If the infection rate is changed to 1.5, then each
iteration of the algorithm would take an extreme long time. We applied the version of the algorithm designed
for continuous-time Markov chains and Doeblinized the Markov chain by subtracting 0.5I from the transition
rate matrix. The eigenvalue condition fails resulting in a slow rate of convergence for the vanilla algorithm. The
Polyak’s averaging algorithm significantly outperforms the vanilla algorithm. See Figure 3.2.3.

















Contact Process on a Complete Graph
10
6
 total number of steps, n
0.9
 step size, 100 nodes, lambda=1.5
Green: vanilla alg, black: proj. alg, red: PR−avg
 
 
Figure 3.2.3: Contact process on a complete graph λ = 1.5
This is a simulation of the contact process on a complete graph where λ = 1.5 with 100 nodes. The plot is
the log-log plot of the number of steps vs. MSE. The sufficient condition for CLT cannot be met in this case
after subtracting 0.5I from the rate matrix. The Polyak’s averaging algorithm (red) significantly outperforms the
vanilla algorithm (green). Please note lines of the same color represent different runs of the same algorithm.
3.2.4 M/M/1/∞ queue with absorption
In this subsection, we look at the system size of a M/M/1/∞ queue where the state 0 has been modified to
an absorbing state. Just like the previous M/M/1 queue with finite capacity, this simulation is being ran on the
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system’s embedded discrete-time Markov chain. If the user is running this example with a ρ close to 1, then the
user would need to Doeblinize the chain by adding to every state a small probability of jumping directly to state
0.





. . . . . . . . .

The true quasi-stationary distribution is a normalized infinite vector π that satisfies
µ̃π2 = απ1µ̃
πk+2 = απk+1 − λ̃πk
for some undetermined α. After solving for the recursion and normalizing so that
∑∞
i=1 πi = 1, we arrive at




2 when ρ < 1. Proper probability vector does not exist when ρ ≥ 1. Results are shown in
3.2.4.
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Figure 3.2.4: M/M/1 queue with infinite capacity
In the above figures, the M/M/1 queue with infinite capacity has been modified so that 0 is the absorbing state.
The discrete-time Markov chain is the embedded chain at jump times. The runs were repeated for different
number of stochastic approximation iterations (called n here) and also two different ρ’s ( λ̃µ̃ ).
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3.3 General State Space Algorithm
3.3.1 2D Brownian motion on a ball
Here the 2-dimensional Brownian motion conditioned on a ball of radius 3 is simulated with the general state
space algorithm. We define the kernel P (x,A) = Px(B0.001 ∈ A). The quasi-stationary distribution for the
time-discretized process will be identical to the principal left-eigenmeasure of the Laplacian on a disk: a Bessel
function. The principal eigenfunction h is also the same Bessel function. That would mean infT h > 0. Hence
in this case, the algorithm should only converge on compact subsets on the interior of T . The results, shown in
Figure 3.3.1, closely matches the Bessel function (not shown).
Brownian Motion − δT=0.001
 
 























Figure 3.3.1: The Brownian motion in 2D conditioned on a ball
This is the standard Brownian motion conditioned on the ball of radius 3. The algorithm was ran for 10000
iterations. One iteration returns a sampled path from a starting position to the boundary.
3.3.2 Brownian motion with negative drift conditioned on not hitting zero
Given a stochastic process Xt = Bt − αt with α > 0, it has a well defined Yaglom limit on the set (0,∞). [24]
determined that the Yaglom limit has density ∼ xe−αx. The kernel is taken to be P (x,A) = Px(X0.01 ∈ A).
Note that in this case, there is no theoretical guarantee that the algorithm will converge due to the unbounded
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state space.
Figure 3.3.2: Brownian motion with negative drift
Here we run the algorithm for the process Xt = Bt−t. Even though the state space is not compact, the algorithm
still converges to the true distribution. The simulation was run without Doeblinization for 108 steps that resulted
in 54150 iterations (blue line). The green line represents the true QS density. Running the algorithm for more




This last chapter serves to summarize and discuss important open questions that should serve as guides to further
research directions.
4.1 The Question of Doeblinization
In part 1.5.2, a technique that is used to shorten the running time of each iteration of Algorithm 1.1. To expand
upon that, if we are given a substochastic matrix Q, then the eigenvector of cQ remains unchanged. However, if
α is the spectral radius of Q, the new spectra radius of cQ becomes cα. The quantity that is important in the
central limit theorem 1.4.2 is 11−cλ . This function approaches 1 as c shrinks which means it is harder and harder
for the CLT eigenvalue condition to be satisfied. But 11−cα <
1
1−α so the expected time of each tour under the
quasi-stationary distribution is smaller. In summary, there appears to be a trade-off in the parameter c between
satisfying the eigenvalue condition required for √n rate of convergence and controlling the time of each tour.
Currently it is not clear how to choose the parameter c.
4.2 Central Limit Theorem in the Infinite Dimensional Setting
Theorem 2.4.5 gives the strong law of large numbers for the setting of general state space Markov chains. It
remains an open problem to derive the rate of convergence for that algorithm.
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4.3. RELATIONSHIP BETWEEN CRITICALITY OF PARTICLE SYSTEM AND THE RATE OF
CONVERGENCE CHAPTER 4. DISCUSSION AND CONCLUSION
4.3 Relationship between criticality of particle system and the rate of
convergence
In the nonequilibirum lattice system literature [23, 13, 9], one of the main point of analysis is deciding the critical
point of the system. The definition of critical point is a soft one. We can think of the critical point as a threshold
in the parameter space where the equilibrium behavior of the system radically changes. Just like how 100 degrees
Celsius is a critical point for water. It would be very interesting to see if there is a connection between the critical
point of these lattice systems and the eigenvalue condition of our algorithm.
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