Abstract Generating pulses and then converting them into flow are two main steps of daily streamflow generation. Three pulse generation models have been proposed on the basis of Markov chains for the purpose of generating daily intermittent streamflow time series in this study. The first one is based on two two-state Markov chains, whereas the second uses a three-state Markov chain. The third model uses harmonic analysis and fits Fourier series to the three-state Markov chain. Results for a daily intermittent streamflow data series show a good performance of the proposed models.
INTRODUCTION
To obtain the same, or at least similar statistical behaviour as observed hydrological time series is the aim of simulation studies by which a large number of realizations is generated to replicate the observed series. These realizations are used in determining the response of hydrological drainage basins. Simulation studies become more important for regions where insufficient hydrological observations exist. In simulation studies, the mathematical structure of whatever observations are available, is investigated and appropriate mathematical models are developed.
The time interval of the hydrological variable analysed is an important factor in the development of the mathematical model. The smaller the time interval, the more complicated the developed model should be. For example, an annual streamflow time series is much easier to simulate than a daily one where short period fluctuations in flow become important in addition to the long period characteristics that are already available in the annual time series. Because a prodigious amount of data are used for a daily streamflow model, it is no wonder that this model becomes more complex, and hence longer computing time becomes necessary with the decrease in time interval. A daily intermittent streamflow can be generated by the following steps, illustrated in Fig. 1 . The first step is to determine whether flow occurs on a specific day. If no flow is observed then the outer arrow in the right hand side of Fig. 1 is followed and streamflow is set to zero. However, if it is determined that flow occurs, then a pulse generation model is required in order to determine whether a pulse occurs on that specific day. In perennial streams where flow always occurs, the first step in the modelling daily streamflow is the "pulse generation model", and the "flow/no-flow model" is therefore skipped. Here, a pulse is defined as a day with a flow greater than that on the previous day. The next step in the model is the generation of flow magnitude by means of a streamflow generation model characterizing the ascension and recession curves differently. The procedure in Fig. 1 is repeated as long as required by following the left-hand arrow or the simulation is ended after a synthetic time series of the desired length has been generated.
This study concentrates on the step "pulse generation model" for which three different versions of Markov chain-based models are proposed.
MARKOV CHAIN-BASED PULSE GENERATION MODELS
As defined previously, a pulse is said to occur on a day if the flow magnitude of this specific day is greater than that on the previous day. This means that each day on the ascension curve (rising part) of the daily streamflow hydrograph corresponds to a day with a pulse. In other words, a pulse corresponds to a rise in the flow magnitude. In Fig. 2 , days with pulses are marked schematically with black dots.
The concept of pulse is used very commonly in rainfall models where each day with rain is considered to have a pulse with a magnitude equal to the daily total amount of rainfall. From the definition used in this study, it becomes obvious that the rising part (ascension curve) of the daily streamflow hydrograph corresponds to the time period with pulses (Fig. 2) . Thus, the analysis in this study turns into the analysis of ascension curve of the daily streamflow hydrograph.
Different methods are available in the literature for modelling pulses. Those used for rainfall occurrences were given by Treiber & Plate (1977) , Kottegoda & Horder (1980) and Rajagopalan et al. (1996) , who used Markov chain to describe "wet" and "dry" sequences of rainfall events. Kottegoda & Horder (1980) and Kottegoda et al. (2000a,b) additionally used alternating renewal processes, such as truncated negative binomial distribution, shifted negative binomial distribution, geometric distribution, and logarithmic series distribution. Weiss (1977) and O'Connell (1977) assumed that the time interval between pulses in the flow was exponentially distributed. Sargent (1979) used a two-state first-order Markov chain with monthly transition probabilities. In a series of studies (Xu et al., 2001a (Xu et al., ,b, 2002 (Xu et al., , 2003 , two-state first-order Markov chains with transition probabilities stationary within each season were employed as pulse generator.
In this study, the Markov chain was used for generating pulses. Three different Markov chain-based models were considered. The first model consists of two Markov chains where the first determines whether flow occurs, and the second determines if flow increases (pulse) or decreases (no pulse). The second model uses a three-state Markov chain and considers three states of "no flow", "pulse" and "no pulse" together. The third model fits Fourier series to the three-state Markov chain.
In a Markov chain, the sequence analysed is divided into a number of states. The firstorder (or one-step) two-state Markov chain is the simplest chain. "First-order" or "onestep" means that the current state of the sequence depends only on the previous state (e.g. the state one step earlier than the current), and "two-state" means that the sequence has only two states alternating with each other. Although they are not as common as the firstand second-order Markov chains, higher order Markov chains can also be used. However, the dramatic increase in the number of parameters limits their use.
The parameter set of a Markov chain consists of probabilities of transition from one state to another that are given in transition probability matrices. The transition probability matrix of the first-order Markov chain with m states can be written as: 
where P ij is probability of transition from state i to state j. The number of parameters is m(m -1) as the sum of the probabilities is equal to one (100%) for each row of the matrix (Benjamin & Cornell, 1970) . Let a sequence have a daily time interval. Then, if n ij is the total number of days of observation in state j with the previous state i, the probabilities of transition from state i to state j can be calculated as:
Model I: two-state Markov chains
An intermittent stream may be in one of the three states such as increase in the flow, decrease in the flow and no flow (dry conditions) (Fig. 3 ). Using these three states, one can determine the days on which flow occurs or not, and then the days on which an increase (ascension curve of the hydrograph) or a decrease (recession curve of the hydrograph) occurs in the flow. Therefore, two different two-state Markov chains are needed to mathematically formulate the state of the stream. A two-state (1-0) Markov chain is first constructed for determining the days on which flow occurs. For this, the transition probability matrix can be written as:
where states 1 and 0 in the matrix correspond to the occurrence and non-occurrence of flow, respectively. Once days with and without flow are determined, another two-state (W-D) Markov chain is used for determining the days on which an increase or a decrease occurs in days with flow. The matrix of transition probabilities of such a Markov chain can be given as:
where states W and D correspond to a day with an increase and a day with a decrease in flow, respectively. The number of parameters required is two for each matrix as the sum of the probabilities equals one for each row of the matrices. Parameters are determined for each month of the year due to seasonal effects resulting in 24 parameters for each matrix and 48 parameters in total.
This method was used by Aksoy & Bayazit (2000a) for the simulation of daily intermittent streamflow. Instead of two two-state Markov chains, a three-state Markov chain could also be used for determination of the state of the stream (Aksoy & Bayazit, 2000b) .
Model II: three-state Markov chain
The matrix of transition probabilities of a three-state Markov chain for determining the states of an intermittent stream can be written as:
States A, R and Z in the matrix correspond to an increase in the flow (ascension curve of the hydrograph), a decrease in the flow (recession curve of the hydrograph) and zero flow (a day on which flow does not occur), respectively (Fig. 3) . The number of parameters is six, as the sum of the probabilities equals one for each row of the matrix. Obviously P ZR = 0 as flow cannot further recede after a day with no flow and P AZ ≅ 0 which means that it is uncommon to observe a day with no flow after a day with an increase in the flow of an intermittent stream. Thus the number of parameters is reduced from six to four. In order to take periodicity into consideration, parameters are calculated separately for each month of the year, which results in 48 parameters. 
Model III: harmonic analysis of Markov chain
Periodicity (or seasonality) in the streamflow series can be analysed with fewer parameters by using harmonic analysis. The periodic component, ξ t , in parameter ξ can be represented as:
where (2πit/T) is the circular frequency, T the basic period (the number of days in a year for this study), k the number of significant harmonics, ξ the overall mean of the parameter, and A i and B i Fourier coefficients estimated by:
where N = nT is the number of observations in the sample, and ξ j,τ is the τth observation in the jth period. The maximum number of harmonics is equal to T/2 for even values and (T -1)/2 for odd values of T. The variance explained by the jth harmonic, var(h j ), is given by:
The periodogram, a diagram showing the change of the explained variance with the number of harmonics, is used as a key for deciding on the number of harmonics to be used in the analysis. Detail on harmonic analysis can be found in many text books (Yevjevich, 1984) and it is therefore omitted in this study.
DATA AND PARAMETERS
Seytan Deresi is an intermittent stream in the Thrace region (European part of Turkey). It has a gauging station (101) The parameters required for the proposed techniques differ depending on which Markov chain is used for determining the state of the stream. The transition probabilities of the 1-0 and W-D two-state Markov chains, and the A-R-Z three-state Markov chain were computed from the data set and are given in Table 1 . It can be seen that P 11 is much greater than P 10 , and P 00 is greater than P 01 throughout the year. In the data set, only one sequence of states 1-0-1 was observed in November 1987. Following the wet day of 31 October 1987, 1 November was recorded as a dry day with no flow followed by a wet day, 2 November with flow. This resulted in P 01 = P ZA = 1 for November, which is also equivalent to P 00 = P ZZ = 0 for this particular month. The stream does not dry up in the period from December to May (Table 1) .
Similarly, P WW was found greater than P WD except for three months (April, May and July). The parameter P DD was found to be about seven times greater than P DW on average (Table 1) . Also, transition probabilities of the A-R-Z Markov chain show that P AA is usually greater than P AR (except for April, May and July), P RR is much greater than P RA and P RZ throughout the year, and P ZZ is much greater than P ZA (Table 1) .
As explained above, Fourier series-fitted transition probabilities were also used. The periodogram in Fig. 5 shows the variance explained by each harmonic and also that the first two harmonics are good enough to represent the periodicity in the transition probabilities (P AA , P RA , P RR , P ZZ ) of the A-R-Z Markov chain. The mean value of probabilities and Fourier coefficients of the first two harmonics are given in Table 2 . Five parameters are substituted for 12 transition probabilities. The probabilities and their Fourier series-fitted counterparts are shown in Fig. 6 from which it can be clearly seen that the harmonic analysis cannot be used for the transition probability P ZZ as the probability is limited from zero to one by definition. Therefore, P ZZ is not included in Table 2 and raw probabilities of P ZZ calculated from the observed time series are used together with Fourier series-fitted P AA , P RA and P RR . However, in order to make Table 1 complete, Fourier series-fitted transition probabilities were listed. It should be noted that 12 transition probabilities are indeed based on only five parameters: the mean and Fourier coefficients listed in Table 2 . This means that 36 transition probabilities of P AA , P RA and P RR are replaced by 15 parameters. 
RESULTS AND DISCUSSION
Ten simulations each 35 years in length (350 years in total) were generated for each model. Results obtained through the simulations are given in Figs 7-9 , where the number of pulses and peaks are presented for the 1-0/W-D Markov chains, the A-R-Z Markov chain, and the Fourier series-fitted A-R-Z Markov chain, respectively. Here, a peak is defined as flow with a magnitude greater than the flow magnitude of both the previous and following days. Analysing Figs 7-9 separately shows that the number of pulses and peaks are very well represented by both the 1-0/W-D Markov chains and the A-R-Z Markov chain. In the observed time series, 2930 pulses were counted, whereas 2914 pulses were replaced by the 1-0/W-D Markov chains and 2848 pulses by the A-R-Z Markov chain. The number of pulses was counted as 2837 on average in the Fourier series-fitted Markov chain with a relative error of only 3.2%.
Similar results were found for the number of peaks. During the 35 years of observation, 1110 peaks were counted. The 1-0/W-D Markov chains generated 1109 peaks on average whereas the remaining two models (the A-R-Z Markov chain and its Fourier series-fitted version) generated 1071 and 1054, corresponding to relative errors of 3.5% and 5%, respectively.
The approximation in the number of pulses and peaks is the best in the 1-0/W-D Markov chains compared to the remaining two models. This model is free of assumption and simplification. Therefore, it is not surprising to replicate almost the same number of pulses and peaks in the observed time series. In contrast, the A-R-Z Markov chain, includes an approximation, i.e. P AZ ≈ 0, which means that an intermittent stream does not dry up the day after a day with an increase in flow. Although it is a very reasonable assumption, this probably caused the relatively higher error than that of the previous model. The highest error for the third model can be explained by the reduction in the number of parameters through fitting the Fourier series. This is considered natural, as the number of parameters is reduced from 12 to five for each transition probability, except for P ZZ , for which a Fourier series-fitted version could not be constructed.
Also, a seasonal (or better monthly) analysis can be done. Very good simulations were obtained for the first model (Fig. 7) . The average number of pulses perfectly matched their observed counterparts lying between the maximum and minimum numbers of 10 simulations. Although it is not as good as the number of pulses, the number of peaks was also considered very good (Fig. 7) , lying again between the maximum and minimum. The second model (Fig. 8 ) was considered good on average. However, the numbers of both pulses and peaks generated in summer months were found lower than those observed in the time series.
Results given in Figs 7-9 are based on the ability of the constructed Markov chains to replicate the state of the stream, i.e. to model correctly whether flow exists, and then whether flow increases or decreases for days with flow. It was seen that both the 1-0 and W-D Markov chains (together) and the A-R-Z Markov chain (alone) perform as well as each other in reproducing the state of the stream resulting in preservation of the number of pulses and peaks. The third case given in this study aims to reduce the number of parameters and therefore the results of this model are not as good as the others. This is a matter of parsimony subject to the accuracy needed for the design. Treiber & Plate (1977) proposed a model with 67 parameters, whereas Sargent (1979) used one with 72. It should be noted that both models were proposed for perennial streams. As only intermittent streams are of interest in this study, it is natural to expect that the parameter set would contain more elements than that of models developed for perennial streams. However, the harmonic analysis reduced the number of parameters to five from 12 for each transition probability where the first two harmonics were found good enough to represent the transition probabilities. If the number of harmonics is reduced to one, then fewer parameters will be required.
In Fig. 10 , three 90-day hydrographs are given as a sample from the simulations. The hydrographs were obtained through simulations by using the aforementioned models for pulse generation, the 2-parameter gamma distribution for the ascension curve (Aksoy, 2000) and the exponential decay function for the recession curve of the hydrograph (Aksoy, 1998; Aksoy & Bayazit, 2000a,b) .
CONCLUSIONS
Intermittent streams are analysed by means of models being more complex than those used for perennial streams. Intermittent streamflow models therefore require additional parameters in order to simulate the intermittent structure of the stream.
The first model presented in this study is composed of two two-state Markov chains in which the 1-0 Markov chain is first used in order to simulate the intermittent structure of the stream, and the W-D Markov chain to simulate the non-intermittent part of the time series. It is obvious that an intermittent streamflow model requires one additional two-state Markov chain. Once the Markov chain for the intermittent part of the streamflow time series is performed, what remains is to simulate a sequence of "pulse" and "no pulse" for the perennial part of the series, that is similar to "rain" and "no rain" sequences used in rainfall modelling. Parameters are determined on a monthly basis using daily streamflow data. Four transition probabilities for each month, 48 in total, are required in the first model. As an alternative, one three-state Markov chain can be used. This requires a higher number of parameters to be determined. However, it is known that an intermittent stream does not further recede after a day with no flow, and that it rarely dries up the day after a rise in the streamflow. This reduces the number of parameters to four for each month, 48 in total, the same number of parameters as in the previous model. A Fourier series-fitted threestate Markov chain is also used to further reduce the number of parameters.
Based upon results obtained through the study, it can be concluded that the Markov chain is a useful tool to be applied as a pulse generation model in different ways. Not only the first-order but also the second-order and even higher-order Markov chains can be used. However, the number of parameters increases dramatically with increase in the order of the chain. The number of parameters can be reduced by means of applying Fourier series type analysis.
Once days with and without pulses are determined by either model in this study, simulated streamflow sequences can be generated if a probability distribution, gamma distribution for instance, is fitted to the pulses (Aksoy, 2000) and an exponential decay function (Aksoy, 1998) or a Markov chain-based analysis (Aksoy et al., 2001 ) is adopted for time periods with no pulses.
