The Yarkovsky effect is a thermal process acting upon the orbits of small celestial bodies, which can cause these orbits to slowly expand or contract with time. The effect is subtle -typical drift rates lie near 10 −4 au/My for a ∼1 km diameter object -and is thus generally difficult to measure. However, objects with long observation intervals, as well as objects with radar detections, serve as excellent candidates for the observation of this effect. We analyzed both optical and radar astrometry for all numbered Near-Earth Asteroids (NEAs), as well as several un-numbered NEAs, for the purpose of detecting and quantifying the Yarkovsky effect. We present 159 objects with measured drift rates. Our Yarkovsky sample is the largest published set of such detections, and presents an opportunity to examine the physical properties of these NEAs and the Yarkovsky effect in a statistical manner. In particular, we confirm the Yarkovsky effect's theoretical size dependence of 1/D, where D is diameter. We also examine the efficiency with which this effect acts on our sample objects and find typical efficiencies of around 12%. We interpret this efficiency with respect to the typical spin and thermal properties of objects in our sample. We report the ratio of negative to positive drift rates in our sample as N R /N P = 2.9 ± 0.7 and interpret this ratio in terms of retrograde/prograde rotators and main belt escape routes. The observed ratio has a probability of 1 in 46 million of occurring by chance, which confirms the presence of a non-gravitational influence. We examine how the presence of radar data affects the strength and precision of our detections. We find that, on average, the precision of radar+optical detections improves by a factor of approximately 1.6 for each additional apparition with ranging data compared to that of optical-only solutions.
INTRODUCTION
The Yarkovsky effect is a small force that results from the anisotropic thermal emission of small celestial bodies. Over the past decade, there has been increasing awareness that the Yarkovsky effect plays an important role in the evolution of asteroid orbits and the delivery of meteorites to Earth (Bottke et al. 2006) . Several authors have published Yarkovsky effect detections for dozens of asteroids: Chesley et al. (2008, 12 detections) , Nugent et al. (2012, 54 detections) , Farnocchia et al. (2013, 47 detections, of which 21 are deemed reliable).
Here, we provide the largest collection of Yarkovsky detections to date and introduce several improvements to previous studies. Nugent et al. (2012) and Farnocchia et al. (2013) relied on the debiasing of star catalogs proposed by Chesley et al. (2010) . Our current model uses the more up-to-date and accurate debiasing algorithm of . Previous works have traditionally relied on a signal-to-noise (S/N) metric and the quantity and quality of the observational data to distinguish between detections and non-detections Farnocchia et al. 2013) , or by augmenting these criteria with an explicit sensitivity metric (Nugent et al. 2012) . Here, we further refine the detection criterion with a precise formulation based on an analysis of variance . Some of the previous formulations (e.g., Nugent et al. 2012 ) included a finite increment in semi-major axis at each time step irrespective of the asteroid's distance from the Sun. Here, we use a 1/r 2 dependence of the solar flux. The Nugent et al. (2012) results were based on astrometry obtained as of January 31, 2012. The current work benefits from more than 5 years of additional astrometry, including more than 100 additional ranging observations with the Arecibo and Goldstone radars. Finally, the numbers of known NEAs and numbered NEAs have both nearly doubled since the Nugent et al. (2012) study. The number of detections is now sufficiently large that ensemble properties can be refined, such as the ratio of retrograde to prograde rotators, and the physical theory can be tested, such as the dependence of the Yarkovsky drift magnitude as a function of asteroid size.
DATA PREPARATION
Optical astrometry was automatically downloaded from the Minor Planet Center (MPC) on Mar 8, 2017 (Minor Planet Center 2017 . Astrometry taken from non-stationary (generally, space-based) observatories was discarded. Radar astrometry was downloaded from the JPL Radar Astrometry Database (JPL Solar System Dynamics 2017a) and was discarded from MPC records to avoid duplication. In a few instances, previously unpublished radar data obtained by the authors were also used.
Weighting and debiasing
Optical astrometry was weighted following the methods described by . To summarize, this method involved weighting measurements based on the observatory, type of measurement, star catalog, and date. We also used the "batched weighting" scheme described by , wherein measurements taken from the same observatory on the same night were given a smaller weight. Star catalog debiasing was also performed according to the approach of .
Radar astrometry was weighted according to observerreported uncertainties.
Outlier rejection
Outlier rejection was performed via an iterative fitdrop-add scheme. All available data were used during the initial gravity-only orbital fit. Then all optical measurements with weighted residuals beyond a fiducial threshold were rejected. Radar data were excluded from outlier rejection. This threshold was defined as
where O and C stand for observed and computed values, respectively, RA and DEC stand for right ascension and declination, respectively, σ represent observational uncertainty, and the index i represents the i th observation. As the fit iterated, previously discarded measurements were re-evaluated with respect to this threshold, and included in subsequent iterations, as appropriate. Outlier rejection was disabled after three fit-drop-add iterations gave identical results.
Initially, outlier rejection was performed with a gravity-only model. After the Yarkovsky component of the dynamical model was estimated, outlier rejection was performed once more with the additional Yarkovsky component included (Section 4).
ORBIT DETERMINATION
Orbit determination was performed using our Integration and Determination of Orbits System (IDOS, see Greenberg et al. (2017) ). At its core, this software utilizes the Mission analysis, Operations, and Navigation Toolkit Environment (MONTE), a set of tools developed by the Jet Propulsion Laboratory (JPL) for a variety of space-related science and aeronautical goals (Evans et al. 2016) . The MONTE orbital integrator can account for gravitational perturbations from any set of masses -for the analyses performed in this paper, we considered the eight known planets and 24 of the most massive minor planets (Folkner et al. 2014 ) as gravitational perturbers. During close Earth approaches, the integrator considers a detailed model of the planetary gravitational field. MONTE also accounts for general relativistic effects during orbital integration. Further details concerning the internal operations of IDOS were described by Greenberg et al. (2017) .
In gravity-only solutions, we estimated the six parameters (three position and three velocity components) of the state vector simultaneously. In Yarkovsky solutions, we estimated an additional parameter describing the strength of the Yarkovsky drift. We assigned onestandard-deviation uncertainties (σ) to our Yarkovsky estimates such that a 1-σ change to the drift rate results in an increase of one in the sum of squares of weighted residuals, similar to the approach of Nugent et al. (2012) . This approach yields values that match the formal uncertainties derived from a covariance matrix, which was the approach of Farnocchia et al. (2013) .
YARKOVSKY FORCE MODEL
We utilized the Yarkovsky force model described by Greenberg et al. (2017) , where the magnitude and direction of the thermal acceleration,r, is calculated and applied at every integration time step of the dynamical model. The acceleration is calculated as
where r(t) is the heliocentric radial vector for the object at time t,p is the unit spin-axis vector , φ is the phase lag, L is the luminosity of the Sun, c is the speed of light, and Xp(φ) is the rotation matrix about p. D and ρ are the diameter and density of the object, respectively, while ζ is an efficiency factor. The phase lag φ describes the longitude on the surface from which photons are re-emitted, relative to the sub-Solar longitude.
In Equation 2, we assume a perfect absorber, i.e., a Bond albedo of zero. For the objects analyzed in this work, specific values for φ andp were not known. Therefore, these values were fixed at 90
• and anti-parallel to the orbit normal vector, respectively , which maximizes the magnitude of the orbital perturbation. As we discuss in the next paragraph, these assumptions do not affect the estimated value of the semi-major axis drift.
With knowledge of the orbit semi-major axis, a, and eccentricity, e, the orbit-averaged drift in semi-major axis, da/dt , can be determined from this acceleration model with
which is equivalent to Greenberg et al. (2017) 's equation (8) and corrects Nugent et al. (2012) 's equation (1). Here, ξ is the Yarkovsky efficiency, and depends on ζ, spin pole obliquity γ (i.e., the angle between the spin pole vectorp and the orbit normal vector), and phase lag φ. We always take the Yarkovsky efficiency to be positive. Any incorrect assumption about Bond albedo, diameter, obliquity, and phase lag are absorbed in this efficiency factor such that the da/dt value, which is dictated by the astrometry, is not affected by these assumptions (Section 14.3).
With numerical values, we find
5. CANDIDATE SELECTION
Initial selection
We considered three sets of Yarkovsky detection candidates. Two sets of candidates, the Nugent12 set and the Farnocchia13 set, represent Yarkovsky detections reported by Nugent et al. (2012) and Farnocchia et al. (2013) , respectively. For these objects, we performed our analysis in two ways -first, by using the same observational data as that used by the authors, and second, by using all currently available data (Section 5.2). The Nugent12 set features 54 objects, while the Farnocchia13 set contains 47 objects.
The third data set, UCLA17, contains objects that had not previously been considered by the other two works but that we determined to be Yarkovsky detection candidates. For the most part, these objects had either not yet been discovered, or had small observation intervals prior to 2012 or early 2013. We identified the new candidates as follows. First, we downloaded the list of 15,595 known NEAs from the MPC on March 7, 2017. Second, for each one of the 2,348 numbered NEAs, we computed the Yarkovsky sensitivity metric (s Y ) described by Nugent et al. (2012) . This root-mean-square quantity provides an excellent assessment of the relative sensitivity of selected data sets to drifts in semimajor axis. We used the threshold determined by Nugent et al. (2012) of s Y > 2. Only 376 NEAs met this condition. Third, we computed preliminary estimates of da/dt and associated uncertainties for these 376 NEAs. We defined a signal-to-noise (S/N) metric as the ratio of the best-fit da/dt to its one-standard-deviation uncertainty. We selected the 200 NEAs that have both s Y > 2 and S/N > 1. Of these, 59 had been previously considered by Nugent et al. (2012) or Farnocchia et al. (2013) . Nugent et al. (2012) rejected Yarkovsky detections for which there were fewer than 100 astrometric measurements, or for which the observation interval was less than 15 years. However, we reviewed the detections that were discarded due to these criteria in 2012 and found that 90% of them were reliable, i.e., their da/dt values are consistent with values presented in this work, even after the addition of post-2012 data. In this work, we flag objects that Nugent et al. (2012) would have discarded because of data span or quantity, but we do not discard the detections.
Among the three sets of objects (Nugent12, Farnocchia13, and UCLA17), there are 231 distinct Yarkovsky candidates.
Selection refinement
After candidate selection, we performed a sixparameter fit to the astrometry using a gravity-only model, followed by a seven-parameter fit which included a Yarkovsky force model. We then performed an analysis of variance (Mandel 1964) to determine whether the data warrants the use of the Yarkovsky model. Specifically, we calculated the test-statistic
where
and
Here, C 0,i is the i th computed value assuming gravity only, C Y,i is the i th computed value assuming our bestfit Yarkovsky model, O i is the i th observation and σ i is the measurement uncertainty for that observation, N is the number of observations, and m Y , m 0 are the number of free parameters in the Yarkovsky model (m Y = 7) and gravity-only model (m 0 = 6), respectively.
We then calculated the value
is the F-distribution probability density function with m Y − m 0 and N − m Y degrees of freedom. The p-value serves as a metric for testing the null hypothesis -namely, that the additional degree of freedom introduced by the Yarkovsky force model is superfluous.
Our initial selection refinement step consisted of discarding those objects for which p > 0.05, which approximately corresponds to a 2-standard-deviation detection threshold. This step rejected 60 objects, leaving 171 objects for further consideration.
We also followed the procedure of Nugent et al. (2012) , and determined those objects for which there were fewer than 10 measurements in the first 10 years of observations. This check is necessary because isolated, erroneous astrometry can result in spurious detections. For these objects, we re-fit the Yarkovsky model with the sparse observations removed, and rejected any objects for which the resulting da/dt value changed significantly from that of the nominal fit. This step rejected 12 objects, leaving 159 objects remaining. These 159 asteroids make up our final set of Yarkovsky detections (Table 1) .
Finally, because pre-CCD astrometry can lead to spurious detections (Section 13.7) even with proper weights, we re-analyzed 27 Yarkovsky candidates for which pre-1965 astrometry exists. Specifically, we discarded the pre-1965 astrometry, fit for da/dt values with the shortened observation intervals, and recomputed p-values. Objects that no longer met the p ≤ 0.05 criterion were flagged. About a dozen objects are in this category and their Yarkovsky rates require additional verification.
COMPARISON WITH PREVIOUS WORKS
Many of the objects considered for this work had been previously reported as Yarkovsky detections (Section 5). It is useful to compare our Yarkovsky determinations to these previous works, for two reasons. First, because our results were determined independently of the previous works, a comparison serves as a check on both sets of results. Second, new astrometry has been reported for many of these objects. Therefore, we can study how the results and uncertainties changed in light of new data.
We performed two comparisons with the previous works. In each case, we compared both our absolute Yarkovsky measurements and their associated uncertainties to those of the original works. We first created data sets that roughly matched the observational intervals reported by previous authors, to the nearest calendar year. In doing so, we expect there to be good agreement between our Yarkovsky detections and those of the original works. We do anticipate slight differences introduced by our use of improved debiasing and weighting algorithms (Section 2.1) and by our use of observation sets that are not identical to those used in the original works (e.g., observations at beginning or end of intervals matched to the nearest calendar year, precovery observations, or observations that were re-measured). For our second comparison, we included all available data for all objects. In this case, we expect an overall lower level of agreement because of our use of additional astrometry, which sometimes represent a significant fraction of the available astrometry.
Because we are interested in whether our results match those previously published, it is useful to quantify what we mean by a "match". We used a metric inspired by mean-comparison tests. Namely, for each object i in the dataset, we calculated
where Y t,i , Y p,i are this work's estimated drift rate for object i and the previous work's estimated drift rate for object i, respectively, and σ t,i , σ p,i are this work's uncertainty for object i and the previous work's uncertainty for object i, respectively. The quantity z therefore represents a significance score. By choosing a threshold value for z, we can signal our confidence that our measurement is consistent with that of the original work. We chose a significance threshold of 2.0, i.e., detection i was considered a match if
In other words, we concluded that the two measurements matched if we could not reject the hypothesis that the two measurements were drawn from the same distribution at the 95% confidence level.
YARKOVSKY DRIFT RATES
We measured semi-major axis drift rates and calculated Yarkovsky efficiency values for 159 NEAs, shown in Table 1 and ordered by object number. We present drift rates derived from optical measurements, as well as optical plus radar astrometry. An online, machine-readable file containing the data in this table can be found at http://escholarship.org/uc/item/0pj991hd. Table 1 . Yarkovsky drift measurements for 159 Near-Earth Asteroids. The semi-major axis, a, is in au. e is orbital eccentricity. Asteroid diameter D is in km. Diameters inferred from H-magnitude via Equation 14 are flagged with a *. No, Nr are the number of optical measurements and radar measurements, respectively. da/dt , σ, the semi-major axis drift and associated uncertainty, are in au/My. For objects with radar astrometry (Nr > 0), we also report da/dt r and σr, which incorporate those radar measurements. p and pr are the p-values used in distinguishing between a gravity-only dynamical model and a Yarkovsky dynamical model using optical data only and optical plus radar data, respectively. sY is the Yarkovsky sensitivity parameter of Nugent et al. (2012) . ξ indicates the Yarkovsky efficiency, which was computed with a bulk density that was inferred from the spectral type, if available (Section 10). Yarkovsky detections determined to be weaker because of the time span or quantity of astrometry (Section 5.1) are flagged with † , whereas objects with anomalously high ξ values (ξ > 0. We analyzed the 54 Yarkovsky objects described by Nugent et al. (2012) by constructing observation intervals whose calendar years matched those listed in Table (3) of that work. We compared (Section 6) our results with their findings (Figure 1 ). We agreed with all da/dt values save one, (4179) Toutatis, for which we found a z-score of 2.68. We examine this object in more detail in Section 13.5.
However, we also found that 23 objects that Nugent et al. (2012) identified as detections did not pass our detection threshold (Section 5.2). Much of this discrepancy is explained by this work's higher threshold for detection -a p-value of 0.05 approximately corresponds to an S/N of 2, while Nugent et al. (2012) considered possible detections for objects with S/N > 1. Indeed, all but five of the 23 objects exhibit 1 < S/N < 2 in Nugent et al. (2012) 's table.
Using all available data
When using all available data (including data that were not available for use by Nugent et al. (2012) ), we found good agreement (Figure 2) , except for two objects -(4179) Toutatis and (1620) Geographos -for which our drift rates do not match those of Nugent et al. (2012) .
9.0.1. Using matching observation intervals
We analyzed the 47 Yarkovsky objects found by Farnocchia et al. (2013) using matching observation intervals (to the nearest calendar year) and compared (Section 6) our results with their findings. We found agreement on all da/dt values (Figure 3) .
We found four objects -(105140) 2000 NL10, (326290) Akhenaten, (339714) 2005 ST1 , and 2003 XV -that were considered to be detections by Farnocchia did not pass our detection thresholds (Section 5.2). However, all four of these discrepant objects are listed in Tables 3 and  4 of Farnocchia et al. (2013) , indicating that they are either "less reliable" detections or have low S/N values.
When using all available data, we found relatively good agreement (Figure 4) . However, we found three objects -(2100) Ra-Shalom, (326290) Akhenaten, and (6239) Minos -for which our drift rates do not match those of Farnocchia et al. (2013) . We discuss these special cases in Section 13.6.
YARKOVSKY EFFICIENCY DISTRIBUTION
Equations 3 and 4 provide a mechanism to interpret the drift in semi-major axis da/dt in terms of physical parameters of the measured object. In particular, da/dt can be described in terms of the Yarkovsky efficiency, ξ, where 0 < ξ < 1. However, the relationship between da/dt and ξ depends on density and diameter, and thus determination of ξ requires estimation of these physical parameters.
Diameters were extracted from the Small Body Database (SBDB) (JPL Solar System Dynamics 2017b, see also Section 12). Densities were assigned according to SMASS II taxonomic types, which we also extracted from the SBDB, using the mean densities reported by Carry (2012) . Objects of unknown taxonomic type were assigned a density equal to the mean density (2470 kg/m 3 ) for the objects in our sample with known type. We analyzed the distribution of ξ values and found a median Yarkovsky efficiency of ξ = 0.12 +0.17 −0.06 ( Figure 5 ). Note that a bias in this estimate stems from our inability to report near-zero drift rates as Yarkovsky detections. Therefore, the true distribution of efficiencies is presumably shifted toward lower values than presented here.
Several objects exhibit Yarkovsky efficiencies that substantially exceed the median value of ξ = 0.12. For these objects, the non-gravitational influence, if real, may be unrelated to Yarkovsky (e.g., sublimation). It is also possible that some of the high-efficiency detections are fictitious (e.g., faulty astrometry). For these reasons, we added a cautionary flag to a dozen objects with Yarkovsky efficiencies above 0.5 in Table 1 . We discuss two unphysical detections in Section 13.7. Measurements of the Yarkovsky drift rate can also be used to infer N R /N P , because objects with a positive da/dt are almost certain to be prograde rotators, while objects with a negative da/dt are almost certain to be retrograde rotators.
However, given a population of objects with estimated da/dt values, the best estimate of N R /N P is not equal to the ratio R of the number of objects with negative da/dt to the number with positive da/dt . A bias occurs because each estimated da/dt value has an associated uncertainty, and there is thus a non-zero probability that an object with a measured positive da/dt value in fact has a negative da/dt value (and vice versa). Because there are more retrograde rotators than prograde rotators, this process will bias observers towards measuring a lower observed ratio, R O , than is actually present.
This point can be illustrated with a simple (albeit exaggerated), analytic example. Consider four objects: A, B, C, and D. Objects A, B, and C all have da/dt values of −10 ± 25 × 10 −4 au/My, while object D has a da/dt value of +10 ± 25 × 10 −4 au/My. In this example, the true ratio, R T , of the number of objects with negative da/dt to the number of objects with posi- , when we used all available data. Measurements that disagreed (i.e., zi > 2, Section 6) only when using all available data are highlighted in green, while those that also disagreed when matching observational intervals are highlighted in red. Objects are ranked from most positive to most negative Yarkovsky drift rate. tive da/dt is R T = 3.0. However, when an observer attempts to measure, for example, da/dt A , there is a ∼34% chance that the observer will erroneously conclude that A has a positive da/dt value. In fact, we can calculate the probabilities associated with each of the five possible ratios that can be observed ( Table 2 ) and demonstrate that one is most likely to observe R O = 1.0. If 10,000 observers independently took measurements of objects A, B, C, and D, a plurality would conclude that R O = 1.00, while a majority would agree that R O lies between 0.0 and 1.0 -even though the true ratio is R T = 3.0. Table 2 . The probability (P , rightmost column) of measuring a given ratio (RO) of number of objects with da/dt < 0 (N<0) to number of objects with da/dt > 0 (N>0) for a sample of objects with true ratio RT = 3.0 (Section 11). The true ratio is not the most likely result for an observer to measure.
N<0 N>0
RO P 4 0 ∞ 10% 3 1 3.00 34% 2 2 1.00 37% 1 3 0.33 17% 0 4 0.00 3%
Our data suggest that out of 159 objects, 114 have da/dt < 0, for an observed ratio of R O = 114 159−114 = 2.53. To approximate the true ratio R T , we assumed that the nominal ratio we measured was the most likely ratio for any observer to measure. Determining the true ratio is then a matter of simulating a universe with a set of simulated da/dt values that are consistent with our measured values, and also yield R O = 2.53.
To find the value of R T that corresponds to our measured R O value, we ran a set of nested Monte Carlo simulations, using the following procedure:
1. Create a new 'universe', U i .
(a) Within U i , generate a set of 159 da/dt values, pulled from distributions consistent with our measurements. This set of da/dt values are the true values for the 159 objects in universe U i . Therefore, R T can be calculated (exactly) for this universe.
(b) Simulate what 10 4 independent observers in universe U i would measure as an observed ratio, R O .
(c) Determine the mean and standard deviation in observed ratio (R O and σ R , respectively) in universe U i (Figure 6 ).
Repeat step 1 over many (∼10
3 ) universes, and record the set of resulting distinct R T values, and corresponding R O , σ R values.
3. Determine the set of R T values for which R O ± σ R encompasses our observed ratio of R O = 2.53.
The resulting simulations suggest that the most likely true ratio for our observed 159 objects is R T = 2.9±0.4. If we wish to relate the ratio of retrograde-to-prograde rotators in our data to the corresponding ratio amongst the entire population of NEAs, we must also account for sampling errors, which will further broaden the uncertainties on R. The sampling uncertainty σ S on a measured ratio of R from a sample of N objects can be calculated directly from the standard deviation of the binomial distribution, and is given by
The sampling uncertainty for R is therefore σ S = 0.5, which suggests a Yarkovsky-based estimate for the ratio of retrograde-to-prograde NEAs of
The ratio of retrograde-to-prograde rotators can in principle provide bounds on the fraction of NEAs that enter near-Earth space through the ν 6 resonance (Nugent et al. 2012; Farnocchia et al. 2013 ). The inference is complicated by observational bias, namely an overrepresentation of Atens in the observed sample compared to their expected fraction in a debiased population. If we attempt to account for this bias in a manner similar to that described by Farnocchia et al. (2013) , we find N R /N P (debiased) = 2.1 ± 0.7,
which gives a probability of ν 6 provenance of 0.35 The number of observers measuring a given ratio RO, for 10 4 independent observers measuring 159 simulated objects with da/dt values consistent with what we measured (Section 11). For a true ratio of RT = 2.9, most observers will measure a ratio near RO = 2.53. This bias must be corrected for when estimating the ratio of retrograde-toprograde rotators from Yarkovsky observations.
YARKOVSKY EFFECT'S DIAMETER DEPENDENCE
Equations 3 and 4 illustrate the relationship between the magnitude of the Yarkovsky effect and the affected object's physical parameters. In particular, the theoretical formulation of this effect predicts a D −1.0 dependence. Verifying this dependence with our data serves as a check on the theoretical underpinnings of the effect, and also validates our results.
We obtained diameter estimates for objects in our sample from JPL's SBDB (JPL Solar System Dynamics 2017b). For those objects with no listed diameter, we estimated the diameter from the object's H-magnitude using
with an assumed geometric albedo, p V , of 0.14 (Stuart & Binzel 2004) . If the uncertainty in diameter was available in the SBDB, we used it, otherwise we set the uncertainty to a third of the diameter.
Here we note that while the analytical formulation of our Yarkovsky force model includes parameters that are dependent on the physical properties of the affected object (Section 4), the actual fit itself is dependent only on dynamics. In other words, our fits measure only the overall magnitude of the Yarkovsky acceleration, and are entirely agnostic about physical parameters such as diameter. Therefore, we can examine the Yarkovsky drift's dependence on diameter independently from the determination of the magnitude of the drift itself, and be confident that we are not committing a petitio principii.
We fit a power-law of the form
to describe the relationship between the magnitude of the Yarkovsky effect and the object diameter. We used an Orthogonal Distance Regression (ODR) (Jones et al. 2001-) algorithm to perform this fit, due to the potential errors present in both the dependent ( da/dt ) and independent (D) variables (Figure 7 ). The resulting fit gave a best-fit power-law slope of p = −1.05 ± 0.06. We verified the robustness of this result against the choice of diameter uncertainties, with values ranging from a fourth to two thirds of the diameter, and found consistent results. We also verified this result against different starting conditions on p. We discuss this result further in Section 14.4. 
OBJECTS OF INTEREST

(152563) 1992 BF
The 1992 BF astrometry includes four optical measurements taken in 1953. Vokrouhlický et al. (2008) showed that these points suffered from systematic errors due to faulty catalog debiasing, and re-analyzed these measurements to determine more accurate values. We used these corrected data, and determined da/dt = (−13.1 ± 1.3) × 10 −4 au/My, which has a zscore of 1.62 with respect to Vokrouhlický et al. (2008) We also included an SRP component in our force model for 2009 BD, and found an area-to-mass ratio of (2.21 ± 0.40) × 10 −4 m 2 /kg, with a Yarkovsky drift rate of da/dt = (−497.6 ± 40.5) × 10 −4 au/My. The drastic improvement in goodness-of-fit when both Yarkovsky and SRP models are included (Table 3 ) strongly supports the presence of these forces. We note that while our uncertainties on the drift rate appear to be around 20% better than those of Farnocchia et al. (2013) , this may be due to the method by which we fit for da/dt , which was performed as a secondary minimization after fitting for the dynamical state vector. Therefore, our uncertainties in da/dt do not account for correlation between parameters, and may be an underestimate because two related, non-gravitational effects are present.
(483656) 2005 ES70
The drift in semi-major axis for 2005 ES70 is da/dt = (−72.8 ± 5.1) × 10 −4 au/My. Not only is this a strong effect, but it is also an unusually strong detection, with a p-value less than 10 −16 , and an S/N greater than 14. Farnocchia et al. (2013) found da/dt = (−55.6 ± 16.7) × 10 −4 au/My using pre-2013 astrometry, which is consistent with our reanalysis of this object using the same arc ( da/dt = (−54.1 ± 17.7) × 10 −4 au/My). The drop in uncertainty by over a factor of three in four years is likely due to the increase in data coverage. Table 3 .
Goodness-of-fit (χ 2 ) for 2009 BD, using various non-gravitational dynamical models, with 190 total observations prior to outlier rejection. The inclusion of both Yarkovsky forces and Solar Radiation Pressure (SRP) yields both a significantly lower χ 2 , as well as a decrease in the number of outliers, Nout. This object has a total of 132 optical and no radar observations since its discovery in 2005. Of these points, 48 were measured after 2011, and were therefore not included in the analysis performed by Farnocchia et al. (2013) . This means that the dataset has increased in size by over 50% since 2011, and the arc has grown by 100%, which likely explains the drop in uncertainty.
The strength of this effect appears to be anomalous -however, when we account for this object's small size, we find that its drift rate is reasonable. Specifically 2001 YE4 has among the largest drift rates in this data set, while also having amongst the smallest uncertainties, with da/dt = (−50.1 ± 0.6) × 10 −4 au/My. The small uncertainty is largely explained by the seven radar measurements over three ranging apparitions -an analysis of the drift that does not include these points yields da/dt = (−47.1±2.1)×10
−4 au/My, which means that the radar astrometry reduced the uncertainty by 70%. The drift rate, while large, corresponds to a Yarkovsky efficiency of ξ = 0.13, which is close to the median efficiency for the objects we analyzed.
Like 2001 YE4, 2006 CJ represents a strong Yarkovsky detection with da/dt = (−38.4 ± 1.8) × 10 −4 au/My, and similarly, the relatively small uncertainty on this rate is largely due to radar observations. Our analysis includes 11 range and Doppler measurements of 2006 CJ from 2012 to 2017, and these points reduced the uncertainty on this detection by ∼85%.
With a drift rate of da/dt = (37.4 ± 3.8) × 10 −4 au/My, 1999 MN is notable not only for the high drift rate and S/N, but also for having a semi-major axis that is increasing rather than decreasing. This ob-ject's small semi-major axis (a = 0.67 au), combined with a large eccentricity (e = 0.67), means that this object has a drift that is over twice as large as that of an asteroid at 1 au with low eccentricity with the same size and density. The Yarkovsky efficiency for 1999 MN is ξ = 0.05.
All three objects are part of an observational program designed to test general relativity and measure the oblateness of the Sun (Margot & Giorgini 2010; Verma et al. 2017) . Their Yarkovsky drift rates will be taken into account in future analyses.
(4179) Toutatis
(4179) Toutatis is the only object in our sample for which our rate disagreed with a previous work's result when using similar observation intervals -namely, our rate of da/dt = (−2.4 ± 0.8) × 10 −4 au/My has a zscore of 2.7 when compared to Nugent et al. (2012) 's rate of da/dt = (−5.0 ± 0.6) × 10 −4 au/My. Our rate when using all available data, da/dt = (−2.7 ± 0.5) × 10 −4 au/My, is also not consistent with the previous work's result.
Our rates do agree with Farnocchia et al. (2013) , who found da/dt = (−1.5 ± 0.6) × 10 −4 au/My. Farnocchia et al. (2013) suggest that this object's passage through the Main Belt may make its orbit particularly sensitive to the number and mass of gravitational perturbers.
Another curiosity surrounding Toutatis is the drastic change in drift rate that we found when including radar observations, compared to using only optical observations -including radar observations results in an apparent ∼80% drop in the calculated drift rate.
We found that the difference da/dt o − da/dt r+o between Toutatis's optical-only drift rate and the radar+optical drift rate is a strong function of the mass of the 24 Main Belt perturbing objects included in our force model. The perturbers included in our integration account for only ∼50% of the total mass of the Main Belt. Artificially increasing the overall mass of these perturbers brings the da/dt o value into closer agreement with the da/dt r+o value. An incomplete dynamical model may therefore explain the discrepancy between Toutatis's optical-only rate and radar+optical rate.
A final peculiarity about Toutatis is that its orbit can be determined without any optical astrometry. We fit our gravity-only and Yarkovsky models to the 55 radar measurements obtained over 5 apparitions. The solutions are almost exactly the same as the solutions that include optical astrometry (Table 4) . Furthermore, a trajectory fit using only radar data is consistent with optical data -the radar-only trajectory yields a goodnessof-fit of χ 2 opt = 1775 with 11,580 degrees-of-freedom, when compared with optical data.
These results suggest that the 55 radar observations over 5 apparitions are enough data to obtain a trajectory that is better than one inferred from over 11,000 distinct optical measurements. These objects are those for which we found statistically different results for the drift rate when comparing between our analysis with modern data, and the analysis performed by Farnocchia et al. (2013 Farnocchia et al. ( ) using pre-2013 data. Our drift rates do match Farnocchia et al. (2013) 's rates when using the same observational intervals (Section 9).
We find a drift rate of Ra-Shalom da/dt = (−2.25 ± 0.77)×10
−4 au/My, while Farnocchia et al. (2013) found da/dt = (−6.31 ± 1.3) × 10 −4 au/My using pre-2013 data. 264 new optical observations have been added since 2013, resulting in a ∼20% increase in the size of the data set. While this is not a very large increase, the observations since 2013 also include the longest continuous set of observations ever taken for Ra-Shalom, of around five months, or ∼1/2 of an orbit (here we define a set of observations as continuous if there is no period spanning more than two weeks without at least one measurement within the set). Characterization of the Yarkovsky effect is aided by greater orbital coverage -therefore, we expect this modern set of observations to provide better constraints for this object than was previously possible.
For Akhenaten, we found a drift rate of da/dt = (7.38±8.9)×10
−4 au/My, while Farnocchia et al. (2013) found da/dt = (−39.7 ± 18.6) × 10 −4 au/My using pre-2013 data. Not only do these rates differ drastically in both magnitude and direction, but we also do not consider Akhenaten a Yarkovsky detection (p = 0.11). There have been fewer than 20 new observations of this object since 2012 (a ∼7% increase).
A clue for the sudden change in apparent drift rate for Akhenaten can be found by examining the goodness-offit metric using pre-2013 data, χ 2 old , and comparing with the metric when using all data, χ 2 new . In particular, after outlier rejection, the pre-2013 fit had χ 2 old = 171 for 273 data points, while the fit using all data had χ 2 new = 151 for 287 data points. In other words, with the additional data, χ 2 dropped significantly. This is a strong indicator that the difference in results between the two fits may be due to outlier rejection -namely, that a small number of points were found to be faulty measurements with the addition of new data. If this were the case, one would expect these points to fall near the outlier rejection threshold when fitting using pre-2013 data. We expect that these faulty observations may have been responsible for producing a false Yarkovsky detection.
We indeed found three observations of Akhenaten, taken on the same night from the same observatory (644 Palomar), that were rejected from the modern analysis, but avoided rejection in the analysis using pre-2013 data. The three points had residuals of 2.1σ, 1.9σ, and 2.7σ, respectively. Other than 8 observations from the prior night, they were the only measurements of Akhenaten over a ten year period. Removing these three points from the pre-2013 data and refitting resulted in a new goodness-of-fit of χ 2 old = 135 (a ∼10% decrease), and resulted in a Yarkovsky drift rate of da/dt = (0.91 ± 18.28) × 10 −4 au/My, which is consistent with a non-detection. Temporally isolated observations can have a disproportionate effect on a calculated drift rate. When these observations are also few in number, they render the perceived rate particularly susceptible to faulty astrometry.
Finally, for Minos we find a rate of da/dt = (7.98 ± 3.54) × 10 −4 au/My, while Farnocchia found da/dt = (−4.45 ± 4.57) × 10 −4 au/My using pre-2013 data. The number of observations for this object has increased by over 50% since 2011, while the length of the observation interval has increased by 25%. The much larger data set explains our low p-value (p = 10 −5 ), and the shift in the measured effect. 2002 CC19's high efficiency may be due to an incorrect diameter or density assessment -this object's spectral type is not known, so it was assigned a density of 2470 kg/m 3 (Section 10). If this object had a lower density, perhaps closer to that typical of C-types, it would drive the ξ value to realistic levels.
Ganymed, however, is a different story. This object's high Yarkovsky efficiency is far too high to be explained by an uncertain density. However, the data for Ganymed stand out for several reasons. This object has measurements starting in 1924, and thus has one of the longest observational arcs we considered. It also has one of the largest sets of observations (N = 5252). Nugent et al. (2012) found da/dt = (−6.6 ± 1.5) × 10 −4 au/My, consistent with ours ( da/dt = (−5.0±1.3)×10
−4 au/My), and devoted a section in their article to this anomalous case. Farnocchia et al. (2013) determined a drift rate ( da/dt = (−6.1 ± 1.6) × 10 −4 au/My) consistent with Nugent et al. (2012) 's and ours, but marked it as a potentially spurious detection, due to the unexpected strength of the drift rate relative to asteroid Bennu's rate scaled for diameter. Both Nugent et al. (2012) and Farnocchia et al. (2013) suggested that this detection may be due to older, potentially faulty measurements introducing a false signal. Nugent et al. (2012) also explored the impact of an incorrect size or mass determination.
To examine the possibility that some of the Ganymed astrometry is faulty, we re-ran our Yarkovsky determination process after discarding observations prior to successively later starting dates (Figure 8 ). We found that the detected drift rate abruptly disappears if data prior to 1951 are discarded. This fact, combined with the unphysically large Yarkovsky efficiency required for Ganymed to have a drift rate | da/dt | > 1.5 × 10 −4 au/My, leads us to believe that this object represents either a false Yarkovsky detection, or a drift rate that has been artificially magnified by poor, early astrometry.
Binary asteroids
Our sample of objects include four confirmed binary asteroids -(1862) Apollo, (136993) −4 au/My, (1036) Ganymed appears to have an unphysical Yarkovsky efficiency of ξ = 4.12. We find that if observations prior to 1950 are discarded, the Yarkovsky effect for this object appears to abruptly disappear. Ganymed may have an unreliably determined drift rate due to faulty older astrometry.
be placed on both mass and obliquity for these objects (Section 14.3, Margot et al. 2015 ).
14. DISCUSSION
Population-based detection verification
We have presented a statistical test which can be used to verify that a Yarkovsky detection is valid. However, one might still make the argument that the detections presented herein are merely due to statistical fluctuations. After all, the Yarkovsky effect often results in extremely small variations in an orbit. Perhaps the detections we present are really just a side effect of adding an extra degree of freedom to the gravity-only dynamical model.
Given the number of objects in our samples, we can address these concerns by looking for verifications of our detections on a population level, in addition to objectby-object. One such verification is the correspondence between the measured da/dt -vs-D inverse relationship, and the relationship predicted by the Yarkovsky theory (Section 12). It seems unlikely that a process which is merely fitting for statistical noise would generate the 1/D behavior that we expect a priori.
Another population-level analysis considers the distribution of spin poles of NEAs. We have already discussed how we measured the ratio of retrograde-to-prograde rotators in our sample (Section 11). We can also use the raw number of negative da/dt values compared to positive da/dt values to test the "statistical noise hypothesis". Namely, we can ask the following question: if our dynamical model, purportedly measuring a nongravitational force, were instead merely overfitting for statistical noise, what would be the probability that we would have measured the number of retrograde rotators that we saw in our sample? In other words, what is the probability P of achieving a particular number m (or more) negatively-signed da/dt values in a population of N objects?
This question can be rephrased in terms of the probability P of of observing at least m heads after N coin flips, for a coin weighted with probability p. This can be answered using the binomial distribution,
In our sample, we have m = 114 objects with a negative da/dt out of N = 159 objects total. To determine p, we first assume that the non-gravitational dynamical model is in fact overfitting for noise. In that case, the extraneous parameter would not favor one sign or another -in other words, the distribution of da/dt values that are measured should have a median of 0, which would suggest p = 0.5.
Putting these values into Equation 16, we find P = 2.2 × 10 −8 . In other words, if the model were merely measuring statistical noise, the odds of finding the ratio of negatively-signed to positively-signed drift rates observed in our data set (or a ratio more extreme) is approximately 1 in 46 million. This extremely low value provides an ab absurdo refutation of the hypothesis that we are fitting for noise. Note that this probability was calculated with minimal assumptions about the nature of the underlying statistical noise -we need only assume some distribution with a median of da/dt = 0.
The viability of Yarkovsky measurements
For those objects with previous Yarkovsky detections, we have compared results from two previous works (namely, Nugent et al. (2012) and Farnocchia et al. (2013) ) and found excellent agreement (Section 6). The general strength and consistency of the agreement when using roughly similar observation intervals (where we found disagreement on drift rates for only a single object) serves as a validation of the methods employed by all three groups. The agreement when we used all data available to us (where we found disagreement on drift rates for only five objects) speaks to the viability of measuring this small effect from astrometric measurements, because the measured rates are stable, even with the addition of new data.
Among this work and the two previous studies, at least three different orbital integration packages were used to perform the analyses, indicating robustness of the results against numerical implementations.
Drift determination and radar ranging
While the Yarkovsky effect can be measured for objects with no radar ranging data, range astrometry aids greatly in improving the accuracy of drift determination. In particular, the number of distinct radar apparitions with range data correlates strongly with reduced uncertainty in an object's drift rate.
Of the 159 objects we analyzed, 53 had radar astrometry. Of these, 46 objects had range measurements. We examined the improvement in the Yarkovsky determination -quantified by σ o /σ r+o , or the ratio of the drift uncertainty without radar to that with radar -compared to the number of radar range apparitions for that object (Figure 9 ). We found that on average, each additional radar range apparition corresponds to an improvement in the precision by a factor of ∼1.6. Figure 9 . The ratio of the drift uncertainty without radar to that with radar, σo/σr+o, as a function of the number of radar apparitions during which ranging data were taken. The number of objects with radar range measurements were 24, 12, 7, and 3, for 1, 2, 3, and 4 apparitions, respectively.
CONCLUSION
With new astrometry and improved methods, we found a set of 159 NEAs with a measurable Yarkovsky drift. We found generally good agreement with previous studies. Most NEAs exhibit Yarkovsky efficiencies in a relatively small (0-0.2) range. We verified the Yarkovsky drift rate's inverse dependence on asteroid size, and we estimated the ratio of retrogradeto-prograde rotators in the NEA population. In addition, we provided an estimate of the improvement in Yarkovsky determinations with the availability of radar data at multiple apparitions. Our results provide compelling evidence for the existence of a non-gravitational influence on NEA orbits.
