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We review a simple but instructive application of the formalism of covariant bitensors, to use
a deviation vector field along a fiducial geodesic to describe a neighboring worldline, in an exact
and manifestly covariant manner, via the exponential map. Requiring the neighboring worldline to
be a geodesic leads to the usual linear geodesic deviation equation for the deviation vector, plus
corrections at higher order in the deviation and relative velocity. We show how these corrections can
be efficiently computed to arbitrary orders via covariant bitensor expansions, deriving a form of the
geodesic deviation equation valid to all orders, and producing its explicit expanded form through
fourth order. We also discuss the generalized Jacobi equation, action principles for the higher-order
geodesic deviation equations, results useful for describing accelerated neighboring worldlines, and
the formal general solution to the geodesic deviation equation through second order.
I. INTRODUCTION
The geodesic deviation equation (GDE), or Jacobi
equation, introduced into the canon of basic concepts in
general relativity by Synge and Schild [1, 2], describes
the tidal acceleration between neighboring freely-falling
observers, and plays an important role in interpreting the
curvature of spacetime. The GDE governs the evolution
of a deviation vector field, or Jacobi field, ξα(τ) along
a fiducial geodesic worldline y(τ), which [somehow . . .]
specifies a neighboring geodesic worldline z(τ).
In elementary textbook treatments [3, 4], one defines
the coordinate-basis components of the deviation vec-
tor ξα, at linear order, to be the coordinate differ-
ences between points on the worldline z and the fiducial
geodesic y,
ξα(τ) = zα(τ)− yα(τ) +O(ξ2), (1.1)
where τ is an affine parameter along both y and z. It
follows, via manipulations of connection coefficients, that
the neighboring worldline z will be a geodesic, to linear
order, if the vector ξα satisfies the well-known linear GDE:
ξ¨α +Rαβγδ u
βuδξγ = O(ξ, ξ˙)2, (1.2)
where uα = dyα/dτ is the tangent to the geodesic y(τ),
the Riemann tensor is evaluated along y(τ), dots denote
covariant parameter derivatives D/dτ , and O(ξ, ξ˙)n here
denotes terms with n or more factors of ξα and/or ξ˙α.
More sophisticated textbook treatments [2, 5] define the
deviation vector in the following covariant manner. Con-
sider a one-parameter family of geodesics z(τ, ), where 
labels the geodesics, and τ is an affine parameter along
each geodesic. Taking y(τ) = z(τ, 0) as the fiducial
geodesic, one can define deviation vectors ξ¯α along y to
be the tangents to the curves τ = constant:
ξ¯α(τ) =
∂zα(τ, )
∂
∣∣∣∣
=0
. (1.3)
It follows, after applying D2/dτ2 and using the Ricci iden-
tity, that ¨¯ξα+Rαβγδu
βuδ ξ¯γ = 0, like Eq. (1.2) but exact.
To connect with the previous paragraph, we can identify,
for a given  & 0, z(τ) = z(τ, ) and ξα = ξ¯α +O(2).
The generalization of the GDE to higher orders in ξα
seems to have been first considered by Hodgkinson [6],
who, in a nutshell, extended the coordinate-based con-
struction of Eq. (1.1) to second and third orders, using
manipulations of connection coefficients to derive O(ξ, ξ˙)2
and O(ξ, ξ˙)3 corrections to the GDE (1.2). A more covari-
ant derivation of the same second-order corrections was
subsequently given by Bazanski [7, 8], who, in a nutshell,
extended the relation (1.3) by adding to it a term propor-
tional to the second covariant -derivative of z(τ, ).
The basic geometric construction underlying both au-
thors’ work, defining the y-ξα-z relationship to all orders,
is to reach the point z on the neighboring worldline by
following the affinely parametrized geodesic issuing from
the point y on the fiducial geodesic with initial tangent
vector ξα for an affine parameter interval of 1; i.e., z is the
result of the exponential map of ξα at y [9]. This relation-
ship can be simply and usefully stated in the language of
covariant bitensors—developed by Synge [2] and DeWitt
and Brehme [10], succinctly reviewed e.g. by Poisson et
al. [11], and briefly described below—as
ξα(τ) = −σα(y(τ), z(τ)), (1.4)
where σα = ∇ασ is the covariant derivative at y of Synge’s
world function σ(y, z). The link (1.4) between the biten-
sor formalism and the higher-order geodesic deviations
of Hodgkinson and Bazanski seems to have been first
noted and employed by Aleksandrov and Piragas [9] in
their later (considerably streamlined) rederivation of the
second- and third-order GDEs.
FIG. 1: The point z on the neighboring worldline is the expo-
nential map of the deviation vector ξα at the point y on the
fiducial geodesic.
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2One focus of this paper is to expound upon the in-
sights of Ref. [9], that one can use bitensor methods to
formulate a generalization of the GDE valid to all or-
ders in the deviation, finding its explicit form as a co-
variant expansion in the deviation vector. By combining
these ideas with the ‘semi-recursive approach’ to bitensor
expansions—developed through Refs. [12–16] for applica-
tions to radiation reaction and quantum fields in curved
spacetime and quantum gravity—we derive efficient recur-
sion relations which generate the expansion of the GDE,
using them to reproduce the results of Refs. [6–9] for the
second- and third-order GDEs and to produce the fourth-
order GDE. We also rederive results concerning the gener-
alized Jacobi equations of Refs. [6, 17–25] which linearize
in the deviation ξα but work to all orders in the rela-
tive velocity ξ˙α, and results concerning the description of
accelerated neighboring worldlines in terms of covariant
deviation vectors, as discussed e.g. by Refs. [2, 26].
The results for the higher-order GDE are most com-
pactly summarized by the corresponding action func-
tional S[ξ] =
∫
dτ L(ξ, ξ˙) for the deviation vector, previ-
ously derived through second order [O(ξ, ξ˙)3 in the action]
in Refs. [8, 9], and derived below through fourth order
[O(ξ, ξ˙)5]; the Lagrangian reads
L = 12 ξ˙2 − 12Rξuξu (1.5)
− 23Rξξ˙ξu − 16Rξuξu;ξ
− 16Rξξ˙ξξ˙ − 14Rξξ˙ξu;ξ − 124Rξuξu;ξξ − 16RξuξαRαξξu
− 112Rξξ˙ξξ˙;ξ − 115Rξξ˙ξu;ξξ − 1120Rξuξu;ξξξ
− ( 215Rξξ˙ξα + 760Rξuξα;ξ)Rαξξu + O(ξ, ξ˙)6,
where, e.g., Rξξ˙ξu;ξξ = ξ
αξ˙βξγuδξξζ∇ζ∇Rαβγδ. The
Lagrangian (1.5) and the resultant GDE given by
Eqs. (5.6, C13) below (in a sense1) encapsulate all of the
geometric corrections to geodesic deviation considered in
Refs. [6–9, 17–25].
A second focus of this paper is to review Dixon’s con-
struction of the general solution to the linear GDE in
terms of fundamental bitensors [27–29], and to generalize
the construction to find the solution to the second-order
1 The results (1.5), (1.6), and (1.10) apply to the case of
‘isochronous correspondence,’ which requires τ to be an affine
parameter along both the fiducial geodesic y(τ) and the neigh-
boring worldline z(τ) defined by Eq. (1.4); this choice leads to
the simplest forms for the GDE and its action.
Another useful choice to fix the parametrization of z(τ) [in the
timelike case] is the ‘normal correspondence,’ in which ξ is con-
strained to be orthogonal to u, so that the (parallel-transported
tetrad) components of ξ, along with τ , correspond Fermi nor-
mal coordinates based on the fiducial geodesic (see e.g. Ref. [11]
Sec. 9). The Lagrangian for the normal correspondence is simply
Lnorm. =
√
1 + 2Lisoc. − 1, where Lisoc. is the L of Eq. (1.5); the
Lagrangians agree to O(ξ, ξ˙)3 but differ at higher orders.
Results for the normal correspondence, as well as for com-
pletely generic correspondences/parametrizations are discussed in
Appendix A, while the main body of the text restricts attention
to the isochronous correspondence.
GDE. We show that, given the deviation vector ξα and its
derivative ξ˙α at an initial point y on the fiducial geodesic,
the solution for the deviation vector ξα
′
at a second point
y′ on the fiducial geodesic, a finite affine parameter inter-
val τ along from y, can be written as
ξα
′
= Kα
′
βξ
β + τHα
′
β ξ˙
β (1.6)
+ 12
(
Lα
′
βγ + τH
α′
αR
α
βγδu
δ
)
ξβξγ
+ τJα
′
βγξ
β ξ˙γ + 12τ
2Iα
′
βγ ξ˙
β ξ˙γ +O(ξ, ξ˙)3,
where the ‘Jacobi propagators’ in Dixon’s linear solution
(the first line) are given in terms of the second derivatives
of the world function by
Kα
′
β(y, y
′) = Hα
′
γ(y, y
′) σγβ(y, y′),
Hα
′
β(y, y
′) = −
(
σβα′(y, y
′)
)−1
, (1.7)
and the bitensors Lα
′
βγ , J
α′
βγ , and I
α′
βγ in the second-
order solution (the last two lines) are given by
Lα
′
βγ = K
α′
β;γ +K
α′
β;γ′K
γ′
γ , (1.8)
Jα
′
βγ = K
α′
β;γ′H
γ′
γ ,
Iα
′
βγ = H
α′
β;γ′H
γ′
γ . (1.9)
We will see below that the bitensors Kα
′
β , H
α′
β ,
Lα
′
βγ , J
α′
βγ , and I
α′
βγ appearing in the solution to the
second-order GDE are the same bitensors needed to ex-
press the GDE and its action to all orders in the deviation.
{The exact Lagrangian and GDE can be written as
L = 12KµβKµγuβuγ +KµβHµγuβ ξ˙γ + 12HµβHµγ ξ˙β ξ˙γ
⇒ 0 = Hµαξ¨α+Lµβγuβuγ +2Jµβγuβ ξ˙γ +Iµβγ ξ˙β ξ˙γ ,
(1.10)
where the bitensors are functions of (y, z) [or of (y, ξ)], and
µ is an index at z.} In this paper, we define these biten-
sors in terms of derivatives of the world function σ(y, y′),
and with these definitions they would seem to inherit the
limited domain over which σ(y, y′) and its derivatives are
well-defined, requiring the points y and y′ to be connected
by a unique geodesic segment (to be in each other’s normal
convex neighborhood (NCN)). In a companion paper [30],
we discuss how these and other important bitensors can
be alternately defined in terms of the horizontal and ver-
tical covariant derivatives of the exponential map [27, 31],
thereby extending the domain of validity of those biten-
sors and of the solution (1.6) beyond the NCN, as well as
simplifying key expressions and derivations.
We begin in Section II with a quick overview of some
basic ingredients of the bitensor formalism, including
Synge’s world function and its derivatives, coincidence
limits, the parallel propagator, and covariant expansions
near coincidence.
3Section III uses those ingredients to derive, with little
effort, the usual linear GDE and its action principle, along
with related results which are also applicable to acceler-
ated neighboring worldlines.
Section IV derives Dixon’s solution to the linear GDE
and discusses some properties of the Jacobi propagators.
Section V derives forms of the GDE and its action (and
of all the other results given at linear order in Sec. III)
which are valid to all orders in the deviation. We dis-
cuss the expansion of these results first to O(ξ, ξ˙)n [as in
‘Bazanski’s equation’ at O(ξ, ξ˙)2] and then to O(ξn) but
to all orders in ξ˙ [as in the ‘generalized Jacobi equation’
at O(ξ)], and we mention various applications of these im-
proved descriptions of geodesic deviation [17–25, 35–43].
Appendix A extends the analysis of the main text,
which considers only the isochronous correspondence, to
treat generic correspondences/parametrizations and the
normal correspondence.1
Appendix B extends the derivation of the general solu-
tion to the GDE to second order in the deviation.
Appendix C summarizes results from the semi-
recursive/transport-equation approach which efficiently
generate high-order expansions of fundamental bitensors.
II. BITENSORS
Bitensors are generalizations of ordinary spacetime ten-
sors which depend on not one but two spacetime points
and have a tensor character at each point. The classic
references on the topic are the textbook by Synge [2] and
the article by DeWitt and Brehme addressing electromag-
netic radiation reaction in curved spacetime [10]. This
section briefly reviews some essential bitensor concepts,
borrowing heavily from the thorough review by Poisson
et al. [11].
To distinguish tensor indices referring to a first point y
from those referring to a second point z, we use indices
α, β, γ, δ at y and indices µ, ν, ρ at z. For example,
Kµα(y, z) is a vector at z and a 1-form at y. (Later, we
will add a third point y′ with indices α′, β′, γ′, δ′ and a
fourth point z′ with indices µ′, ν′, ρ′.)
Covariant differentiation can be performed at each of
the points y and z, denoted by ∇α and ∇µ or by semi-
colons, as in Kνβ;α = ∇αKνβ and Kνβ;µρ = ∇ρ∇µKνβ .
For any bitensor field, covariant derivatives at y commute
with those at z. For the special case of derivatives of
Synge’s world function σ(y, z), we drop the semicolons,
as in σµαβ = ∇β∇α∇µσ.
A. Synge’s world function and its derivatives
Consider two points y and z which are connected by a
unique geodesic segment Γ. The function σ(y, z) which
gives half the squared geodesic interval along Γ,
σ(y, z) =
 −
1
2 (proper time)
2 timelike
0 null
1
2 (proper distance)
2 spacelike
is known as Sygne’s world function. The world function
is a biscalar which is symmetric in its arguments. It is in
a sense the fundamental bitensor.
A basic property of σ(y, z) is that its first covariant
derivatives with respect to y and z, σα = ∇ασ and
σµ = ∇µσ, yield vectors which are tangent to Γ at y and z,
and their norms are the interval
√|2σ|. If we parametrize
Γ as x = x(λ), where λ is any affine parameter along Γ,
with x(λ0) = y and x(λ0 + ∆λ) = z, then
σα = −∆λ tα, σµ = ∆λ tµ, σ = 12 (∆λ)2 t2, (2.1)
where tα = dxα/dλ(λ0) and t
µ = dxµ/dλ(λ0 + ∆λ) are
the tangents to Γ at y and z (and t2 = tαtα = t
µtµ,
because the tangent is parallel-transported along Γ), as
illustrated in Fig. 2.
FIG. 2: The geodesic segment Γ linking the points y and z.
The tangents, tα at y and tµ at z, point in the same direction
along Γ (here from y to z, for ∆λ > 0). The world-function
derivatives, σα at y and σµ at z, both point outward from Γ.
Rearranging the relations (2.1) yields
σασα = 2σ = σ
µσµ. (2.2)
These differential equations, along with the condition
σ → 0 as z → y, completely define the world function.
Differentiating Eqs. (2.2) yields
σβσαβ = σ
α, σνσµν = σ
µ, (2.3)
which are geodesic equations for the vector fields σα (with
z fixed) and σµ (with y fixed). Other useful identities can
be obtained from further differentiation of Eqs. (2.2), as
in Sec. 4.1 of Ref. [11].
Note that the point y and the vector σα at y deter-
mine the point z: one reaches z by traveling a parameter
interval of 1 along the affinely parametrized geodesic is-
suing from y with initial tangent −σα; i.e., z is the result
of the exponential map of −σα at y. The vector σα (or
more appropriately −σα) at y is like a curved-spacetime,
covariant version of a displacement vector from y to z.
4B. Coincidence limits
The coincidence limit of a bitensor Tαµ...(y, z) is the
ordinary tensor at y obtained from the limit y → z, de-
noted by [Tαµ...](y), where all indices are to be interpreted
as indices at y. We assume that all such limits are inde-
pendent of the path by which z approaches y, which will
be true for all of the bitensors discussed in this paper as
long as the spacetime is sufficiently smooth.
The coincidence limits of the derivatives of the world
function in a smooth spacetime follow the pattern2
[σ] = 0
[σα] = 0, [σµ] = 0,
[σαβ ] = δ
α
β , [σ
µ
ν ] = δ
µ
ν , [σ
α
µ] = −δαµ,
[σ(3)] = 0,
[σ(4)] ∼ Riem,
[σ(n>4)] ∼ ∇n−4Riem, (2.4)
where σ(n) stands for any nth derivative of σ (with deriva-
tives at y and/or z) and the last two right-hand sides
represent various sums of permutations of the Riemann
tensor and its covariant derivatives (evaluated at y). The
derivations and results through n = 4 can be found in
Sec. 4 of Ref. [11], and some higher-order results are given
e.g. in Refs. [30, 32].
C. The parallel propagator
Given two points y and z linked by a unique geodesic
segment Γ, and given a vector Aα at y, consider parallel
transporting the vector along Γ, to obtain the vector Aµ
at z. This is a linear map,
Aµ = gµα(y, z)A
α,
from vectors at y to vectors at z, which defines the biten-
sor gµα(y, z) known as the parallel propagator.
Its inverse gαµ, satisfying g
µ
αg
α
ν = δ
µ
ν and g
µ
αg
β
µ =
δβα, is simply g
α
µ = gµνg
αβgνβ , so that ordering and
raising or lowering of indices do not really matter. The
parallel propagator can also be defined by the differential
equations
σβgµα;β = 0 = σ
νgµα;ν , (2.5)
along with the first of the coincidence limits in the
pattern2
[gµα] = δ
µ
α,
[gµα;β ] = 0, [g
µ
α;ν ] = 0,
[gµα;(2)] ∼ Riem,
[gµα;(n>2)] ∼ ∇n−2Riem. (2.6)
The coincidence limits through n = 2 are derived in Sec. 5
of Ref. [11], and some higher order results can be found
in Refs. [30, 32, 33].
D. Expansions near coincidence
We saw in Sec. II A how the vector (−)σα at y is like
a covariant version of a displacement vector from y to z.
The covariant expansion of bitensors near coincidence (as
z → y) expands in powers of the vector σα(y, z) in analogy
to how an ordinary Taylor expansion in flat space expands
in powers of a coordinate displacement vector.
A smooth bitensor with indices only at y, like Tαβ(y, z),
can be expanded as
Tαβ(y, z) = Aαβ+Aαβγσ
γ+ 12Aαβγδσ
γσδ+O(σα)3, (2.7)
where the A’s are ordinary tensors at y, determined by
coincidence limits and derivatives thereof of T and its
derivatives (e.g. Aαβ = [Tαβ ]). For bitensors with indices
at z, one factor of the parallel propagator is needed for
each such index, to turn an expansion of the form (2.7)
into a bitensor of the proper index structure; for example,
Sαµν(y, z) = g
β
µg
γ
ν
(
Bαβγ +Bαβγδσ
δ +O(σα)2
)
,
where the B’s are ordinary tensors at y, determined from
S via derivatives and coincidence limits. Details of the
standard (most straightforward) procedures to find the
expansion coefficients, which work well at low orders, can
be found in Sec. 6 of Ref. [11]. At higher orders, it
becomes increasingly advantageous to employ the semi-
recursive (or transport-equation) approach to bitensor ex-
pansions, developed by Refs. [12–16] and utilized below in
Appendix C.
The bitensors σα and gµα serve as the basic ingre-
dients of coavriant expansions and cannot be expanded
themselves (and similarly for σ and σµ). The lowest-
order (most important) expansions are those of the second
derivatives of the world function and the first derivatives
of the parallel propagator, which follow the patterns2
σ(2) ∼ ±δ + Riem · σ2 + . . .+∇n−2Riem · σn + . . .
gµα;(1) ∼ Riem · σ1 + . . .+∇n−1Riem · σn + . . . (2.8)
where σn represents n factors of the vector σα, and we
have omitted the overall factors of the parallel propagator
on the right-hand sides. The patterns for the expansions
of higher derivatives of these bitensors follow from a naive
application of ∇σ1 ∼ 1.
Some explicit low-order expansions illustrating the pat-
terns (2.8)—those used in the following section to derive
2 At the higher orders in Eqs. (2.4), (2.6), and (2.8), terms with
multiple factors of the Riemann tensor and its derivatives get
mixed into the coincidence limits and expansion coefficients, ac-
cording to the patterns
∇2Riem ∼ (Riem)2, ∇3Riem ∼ Riem · ∇Riem, . . .
which are seen when one commutes covariant derivatives of the
Riemann tensor. See Eqs. (C13) for examples of these patterns.
5the linear GDE and its action—are the world-function
second derivatives,
σαβ = δ
α
β − 13Rαγβδσγσδ +O(σα)3, (2.9)
σαµ = −gβµ
(
δαβ +
1
6R
α
γβδσ
γσδ +O(σα)3
)
,
and the parallel-propagator first derivatives,
gµα;β =
1
2g
µ
γR
γ
αβδσ
δ +O(σα)2, (2.10)
gµα;ν =
1
2g
µ
γg
β
νR
γ
αβδσ
δ +O(σα)2.
III. THE LINEAR GDE AND ITS ACTION
This section applies bitensor methods to derive the
usual leading-order GDE and the action principle from
which it follows. Those results easily follow from two
more fundamental results, which apply to both geodesic
and non-geodesic (accelerated) worldlines z(τ), namely,
the expressions for the tangent and acceleration vectors
of the worldline z(τ) in terms of the deviation vector field
ξα(τ) along the fiducial geodesic y(τ). The strategy here
is to expand in powers of the deviation vector as soon as
possible and manipulate expanded expressions. We will
revisit these derivations in Sec. V, where the strategy will
be to find relations valid to all orders in the deviation and
then expand the final results.
Given a fiducial geodesic y(τ) and a vector field ξα(τ)
along it, we can specify a neighboring worldline z(τ) in
an exact and covariant manner by the relation
ξα(τ) = −σα(y(τ), z(τ)), (3.1)
so that z(τ) is the exponential map of ξα(τ) at y(τ), as
illustrated in Fig. 3. We denote the tangent to the fiducial
geodesic by uα = dyα/dτ and the tangent to the neigh-
boring worldline by vµ = dzµ/dτ .
FIG. 3: The point z(τ) on the neighboring worldline is the
exponential map of the deviation vector ξα(τ) at the point
y(τ) on the fiducial geodesic.
We choose τ to be an affine parameter along the fidu-
cial geodesic y(τ). For a generic vector field ξα(τ), this
would imply that the worldline z(τ) defined by Eq. (3.1)
is non-affinely parametrized. However, we will restrict
attention at first (until Appendix A) to the case where
τ is also an affine parameter along z(τ). This choice of
‘isochronous correspondence’ [along with Eq. (3.1)] does
not uniquely specify a vector field ξα given the geodesic y
and the worldline z, but it specifies a two-parameter fam-
ily of vector fields related by affine reparametrizations,
τ → Aτ + B, of z(τ). We will see below and in Ap-
pendix A that the ‘normal correspondence,’ in which ξ
is constrained to be orthogonal to u, is a special case of
the isochronous correspondence, for geodesic worldlines
z(τ), to linear order in ξ and ξ˙ (but not at higher orders,
and not for accelerated worldlines even at linear order).
Note also that (except where otherwise indicated) our re-
sults are equally applicable to timelike, null, and spacelike
geodesics.
We use dots to denote covariant τ -derivatives D/dτ ; for
example, the affinely parameterized geodesic equation for
y(τ) reads u˙α = 0. We also employ shorthands such as
u2 = uαu
α and u · ξ = uαξα for squares and contractions
of vectors, and Rαβξu = R
α
βγδξ
γuδ, etc., for contractions
of vectors with the Riemann tensor (or its derivatives).
Now, consider acting on Eq. (3.1), ξα = −σα(y, z), with
a total covariant τ -derivative:
ξ˙α =
D
dτ
ξα = −D
dτ
σα = − (uβ∇β + vµ∇µ)σα
= −uβσαβ − vµσαµ, (3.2)
where we have hidden the (y, z)-dependence of the world-
function derivatives and the (τ)-dependence of y, z, u, v,
ξ, and ξ˙. The second derivatives of the world function
in Eq. (3.2) can be covariantly expanded in powers of
the deviation vector ξα, using the coincidence expansion
as z → y in powers of σα(y, z) = −ξα, as in Sec. II D.
Inserting Eqs. (2.9), with σα = −ξα, into Eq. (3.2) yields
ξ˙α = −uβ (δαβ − 13Rαξβξ) (3.3)
+ vµ gβµ
(
δαβ +
1
6R
α
ξβξ
)
+O(ξ3).
This equation can be solved for vµ by working perturba-
tively in ξ [using the zeroth-order solution vµ = gµα(u
α+
ξ˙α) +O(ξ) in the final term], yielding
vµ = gµα
(
uα + ξ˙α − 12Rαξuξ
)
+O(ξ3) + ξ˙ ·O(ξ2), (3.4)
which expresses the tangent vector vµ of the neighboring
worldline (which need not be a geodesic) in terms of ten-
sors along the fiducial geodesic (u, ξ, ξ˙, and the Riemann
tensor) and the parallel propagator gµα(y, z).
We can find an action functional S[ξ] which yields the
GDE by expanding the well-known action S[z] which
yields geodesic motion for the worldline z(τ). The
geodesic equation in affine parametrization, v˙µ = 0, fol-
lows from the action S[z] = 12
∫
dτ v2. From Eq. (3.4) and
gµνg
µ
αg
ν
β = gαβ , the square of the tangent vector is
v2 = u2 + 2u · ξ˙ + ξ˙2 −Rξuξu +O(ξ, ξ˙)3. (3.5)
Since u2 is a constant and u · ξ˙ is a total derivative (both
because u˙α = 0), we can drop those terms from the action,
and we obtain
Sisoc.[ξ] =
∫
dτ
[
1
2 ξ˙
2 − 12Rξuξu +O(ξ, ξ˙)3
]
. (3.6)
6Varying this action with respect to ξ, using standard tech-
niques, yields the linear GDE:3
ξ¨α +Rαuξu = O(ξ, ξ˙)
2. (3.7)
Note that the quantity v2 of Eq. (3.5) is a constant
of the motion, because z(τ) is affinely parametrized. At
O(ξ, ξ˙), this tells us D/dτ(u · ξ˙) = u · ξ¨ = O(ξ, ξ˙)2, which
also directly follows from the GDE (3.7). This implies
that u · ξ = Aτ +B is the general solution for the compo-
nent of ξ parallel to u in the isochronous correspondence
at linear order, and the choice u·ξ = 0 defining the normal
correspondence is a consistent special case thereof.
We can also directly calculate the neighboring world-
line’s normalized acceleration vector aµ, which in affine
parametrization is simply aµisoc. = v˙
µ (up to a constant
rescaling). Using Eq. (3.4), and treating ξ¨ as O(ξ, ξ˙)0 [as
is the case for a generic (accelerated) worldline z(τ)], we
have
aµisoc. =
D
dτ
[
gµα
(
uα + ξ˙α
)
+O(ξ2) +O(ξ, ξ˙)3
]
= gµαξ¨
α + (uα + ξ˙α)
D
dτ
gµα +O(ξ, ξ˙)
2. (3.8)
The τ -derivative of the parallel propagator is given by
D
dτ
gµα = u
βgµα;β + v
νgµα;ν = −gµβRβαuξ +O(ξ, ξ˙)2,
where the second equality has used vν = gνβu
β +O(ξ, ξ˙)
from Eq. (3.4) and the expansions (2.10) of the parallel-
propagator derivatives with σα = −ξα. Plugging this into
Eq. (3.8) yields the expansion
aµisoc. = g
µ
α
(
ξ¨α +Rαuξu
)
+O(ξ, ξ˙)2 (3.9)
for the acceleration of the neighboring worldline z(τ). The
geodesic equation aµ = 0 for the worldline then implies
the GDE (3.7) for the deviation vector (because gµα is
invertible).
IV. THE GENERAL SOLUTION TO THE
LINEAR GDE
As shown by Dixon [27–29], one can write the general
solution to the usual linear GDE [the linear GDE (3.7) for
the isochronous (or normal) correspondence] in terms of
fundamental bitensors. While Dixon’s original derivation
3 The analysis leading to the usual linear GDE (3.7) requires one
to expand in both the ‘deviation’ ξ and the ‘relative velocity’
ξ˙, taking O(ξ) ∼ O(ξ˙), and working to order O(ξ, ξ˙), meaning
dropping all terms with two or more factors of ξ and/or ξ˙. When
z(τ) is a geodesic, Eq. (3.7) implies ξ¨ = O(ξ, ξ˙). However, when
z(τ) is accelerated, generically, ξ¨ = O(ξ, ξ˙)0, which means that
one must be careful in differentiating expanded expressions [as in
Eq. (3.8)] because in that case D
dτ
[O(ξ, ξ˙)n] = O(ξ, ξ˙)n−1.
relied on the definition (1.3) of the deviation vector in
terms of a one-parameter family of geodesics, this section
presents a derivation based on the exponential map defi-
nition (3.1). This construction more easily generalizes to
second order in the deviation, which we return to consider
in Appendix B.
Consider two points, y with indices α, β, etc., and y′
with indices α′, β′, etc., linked by a unique geodesic seg-
ment which will serve as our fiducial geodesic. Taking
y as a fixed base point, while y′ moves along the fidu-
cial geodesic, consider an affine parametrization of the
geodesic given by y′(τ), with y′(0) = y, with the tangent
uα
′
(τ) = dyα
′
/dτ at y′, and with the tangent uα = uα
′
(0)
at y. As in Eqs. (2.1), the tangent uα at y satisfies
τuα = −σα(y, y′(τ)). (4.1)
FIG. 4: The deviation vector ξα and its derivative ξ˙α at the
initial point y on the fiducial geodesic determine the solution
for the deviation vector ξα
′
at the second point y′.
As shown in the previous section, a vector field ξα
′
(τ)
along y′(τ) will satisfy the GDE (3.7) if the neighboring
worldline z′(τ) defined by
ξα
′
(τ) = −σα′(y′(τ), z′(τ)) (4.2)
is an affinely parametrized geodesic. We will use indices
µ′, ν′, etc. at the moving points z′(τ) on the neighboring
geodesic, and indices µ, ν, etc. at the base point z = z′(0).
Because Eq. (3.7) is second-order in τ -derivatives, a solu-
tion for ξα
′
(τ) is uniquely determined by the initial vector
ξα = ξα
′
(0) at y, satisfying
ξα = −σα(y, z), (4.3)
and by the initial derivative ξ˙α = ξ˙α
′
(0) at y.
Denoting the tangent to the neighboring geodesic by
vµ
′
(τ) = dzµ
′
/dτ , its initial value vµ = vµ
′
(0) at z must
satisfy
σµ(z, z′) = −τvµ = −τgµβ
[
uβ + ξ˙β +O(ξ, ξ˙)2
]
, (4.4)
where the first equality follows from Eqs. (2.1) and the
second equality follows from Eq. (3.4).
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with z′ held fixed. The expansion reads
σµ(z, z′) = gµβ(y, z)
[
σβ(y, z′)− σβα(y, z′)σα(y, z)
+O
(
σα(y, z)
)2]
, (4.5)
as can be verified by taking the coincidence limit as z → y
of this equation and its covariant derivative with respect
to z, using Eqs. (2.4), (2.5), and (2.6). The functions
σβ(y, z′) and σβα(y, z′) appearing here can be similarly
expanded as z′ → y′ with y held fixed, with the results
σβ(y, z′) = σβ(y, y′)− σβα′(y, y′)σα′(y′, z′)
+O
(
σα
′
(y′, z′)
)2
, (4.6)
σβα(y, z
′) = σβα(y, y′) +O
(
σα
′
(y′, z′)
)
.
Inserting the expansions (4.5) and (4.6) into Eq. (4.4),
using the relations (4.1), (4.2), and (4.3), factoring out
gµβ , and simplifying yields
−τ ξ˙β = σβα′(y, y′) ξα′ + σβα(y, y′) ξα +O(ξ, ξ˙)2.
If the matrix σβα′(y, y
′) is invertible, we can solve this
equation to find the desired solution for the deviation vec-
tor ξα
′
at y′ in terms of ξβ and ξ˙β at y:
ξα
′
= Kα
′
β ξ
β + τ Hα
′
β ξ˙
β + O(ξ, ξ˙)2 (4.7)
where the ‘Jacobi propagators’ are given by
Kα
′
β(y, y
′) = Hα
′
γ(y, y
′) σγβ(y, y′), (4.8)
Hα
′
β(y, y
′) = −
(
σβα′(y, y
′)
)−1
, (4.9)
with −1 denoting the matrix inverse. The matrices −σβα′
and Hα
′
β are those denoted D
β
α′ and D
−1α′
β by DeWitt
and Brehme [10], and we have adopted the notation Kα
′
β
and Hα
′
β for the Jacobi propagators from Dixon [27].
As discussed e.g. by Refs. [10, 34], the matrix −σβα′
will be invertible as long as the points y and y′ are con-
nected by a unique geodesic segment (as long as y′ is in
the NCN of y). When multiple geodesics connect y to y′,
generally forming ‘caustic surfaces,’ −σβα′ becomes di-
vergent (because σβ becomes multiple-valued), while its
inverse Hα
′
β is regular but has one or more zero eigen-
values. It turns out that the Jacobi propagators Kα
′
β
and Hα
′
β , unlike the world-function derivatives σ
β
α′ and
σβα, can be extended in a unique and well-defined way
beyond the NCN.4 Considered as functions of the affine
4 One way to extend the definitions of the Jacobi propagators be-
yond the NCN is to identify them as the horizontal and vertical
covariant derivatives of the exponential map. This extends their
domain of validity, in a nutshell, because the exponential map
is well-defined and single-valued over the entire tangent bundle.
parameter τ along the geodesic y′(τ), Kα
′
β(y, y
′(τ)) and
Hα
′
β(y, y
′(τ)) are the unique solutions to the differential
equations
D2
dτ2
Kα
′
β = R
α′
γ′β′δ′u
γ′uδ
′
Kβ
′
β , (4.12)
D2
dτ2
(
τHα
′
β
)
= Rα
′
γ′β′δ′u
γ′uδ
′ (
τHβ
′
β
)
,
with the initial conditions[
Kα
′
β
]
=
[
Hα
′
β
]
= δα
′
β ,[
D
dτ
Kα
′
β
]
=
[
D
dτ
Hα
′
β
]
= 0,
where the y′ → y coincidence limits (denoted with brack-
ets) correspond to τ → 0. These equations can be
deduced directly from the solution (4.7) to the linear
GDE, or (with some effort) by differentiating the defi-
nitions (4.8) and (4.9) and using properties of the world-
function derivatives. Another identity which follows from
Eqs. (4.8) and (4.9) and will be useful in Sec. V is
Kα
′
β;γ′H
γ′
γ = H
α′
γ;β +H
α′
γ;β′K
β′
β . (4.13)
Because the normal correspondence (u · ξ = 0) is a spe-
cial case of the isochronous correspondence at this order,
the solution (4.7) also applies to the normal case. It is
instructive to note the identities
σαKα
′
α = −σα′ , σα′Kα′α = −σα,
⇒ uαKα′α = uα′ , uα′Kα′α = uα, (4.14)
Let exp(y, ψ) denote the exponential map, giving the point (with
coordinates expα
′
) determined by a point y and a vector ψα at
y, satisfying σα
(
y, exp(y, ψ)
)
= −ψα in the NCN; in the context
of the above discussion, ψα = τuα and exp(y, ψ) = y′; then
Kα
′
β(y, y
′) = ∇β∗ expα
′
(y, ψ) =
(
∂
∂yβ
− ψγΓδβγ
∂
∂ψδ
)
expα
′
,
Hα
′
β(y, y
′) = ∇∗β expα
′
(y, ψ) =
∂
∂ψβ
expα
′
, (4.10)
where ∇β∗ and ∇∗β denote the horizontal and vertical covari-
ant derivatives of functions on the tangent bundle, introduced by
Dixon [27]. The vertical derivative∇∗β differentiates with respect
to the vector ψ at a fixed point y, while the horizontal deriva-
tive ∇β∗ differentiates with respect to the point y while parallel-
transporting the vector ψ along with it. We have identified (biten-
sor) functions of two points (y, y′) with functions of a point and
a vector at that point (y, ψ), via (y, y′) → (y, exp(y, ψ)), which
implies
∇β∗ = ∇β +Kβ
′
β∇β′ , ∇∗β = Hβ
′
β∇β′ , (4.11)
where ∇β and ∇β′ are the usual covariant derivatives with re-
spect to y and exp. The identity (4.13) is then seen to be equiva-
lent to the commutativity of the horizontal and vertical covariant
derivatives:
∇∗γKα′β = ∇∗γ∇β∗ expα
′
= ∇β∗∇∗γ expα
′
= ∇β∗Hα
′
γ .
These concepts are motivated and clarified in the companion pa-
per [30].
8as well as all four equations with K → H, which follow
from Eqs. (4.8) and (4.9) and derivatives of Eq. (2.2). The
identities (4.14) imply that projection orthogonal to the
tangent commutes with propagation by K or H; i.e.
Kα
′
βP
β
α = P
α′
β′K
β′
α, H
α′
βP
β
α = P
α′
β′H
β′
α,
where Pαβ = δ
α
β + u
αuβ and P
α′
β′ = δ
α′
β′ + u
α′uβ′ are
the the tensors which project orthogonal to uα and uα
′
(in
the timelike case). This means that, if the initial deviation
vector ξα and the initial derivative ξ˙α are orthogonal to
uα at y, then the final deviation vector ξα
′
, the solution
to the GDE given by Eq. (4.7), will be orthogonal to uα
′
at y′.
V. THE GDE AND ITS ACTION TO
ARBITRARY ORDERS
We now return to consider forms of the GDE and of all
the other results of Sec. III which are valid to all orders
in the deviation. We use all of the same notation and
conventions from Sec. III, and our starting point once
again is the exponential map relation,
ξα(τ) = −σα(y(τ), z(τ)), (5.1)
which, given a vector field ξα(τ) along an affinely
parametrized fiducial geodesic y(τ) with tangent uα =
dyα/dτ , specifies a neighboring worldline z(τ) with tan-
gent vµ = dzµ/dτ , as illustrated in Fig. 3 above. For
now, we place no restrictions on the vector field ξα(τ)
[except that its norm or extent be small enough to keep z
in the NCN of y], so that the neighboring worldline z(τ)
is generically non-geodesic and non-affinely parametrized.
We begin the derivation just as in Sec. III, by acting on
the exponential map relation (5.1) with a total covariant
τ -derivative, yielding the first of Eqs. (5.2) below. Solving
(exactly) for the neighbor’s tangent vµ, using the defini-
tions (4.8) and (4.9) of the Jacobi propagators Kµβ(y, z)
and Hµβ(y, z) in terms of the world-function derivatives
σαβ(y, z) and σ
α
µ(y, z), yields the second equation:
ξ˙α = −σαβuβ − σαµvµ ⇔ vµ = Kµβuβ +Hµβ ξ˙β . (5.2)
Acting on each of these relations with another τ -derivative yields
ξ¨α = − σαβγuβuγ − 2σαβµuβvµ
− σαµνvµvν − σαµv˙µ
⇔ v˙
µ =
(
Kµβ;γu
γ +Kµβ;νv
ν
)
uβ
+
(
Hµβ;γu
γ +Hµβ;νv
ν
)
ξ˙β +Hµβ ξ¨
β .
Taking either of these relations, substituting from Eq. (5.2) for vµ (but not for v˙µ), and solving for v˙µ, one finds
v˙µ = Hµαξ¨
α + Lµβγu
βuγ + 2Jµβγu
β ξ˙γ + Iµβγ ξ˙
β ξ˙γ , (5.3)
where the expressions for the bitensors Lµβγ(y, z), J
µ
βγ(y, z), and I
µ
βγ(y, z) obtained from the two derivations are
Lµβγ = H
µ
α
(
σαβγ + 2σ
α
ν(βK
ν
γ) + σ
α
νρK
ν
βK
ρ
γ
)
Jµβγ = H
µ
αH
ν
γ
(
σαβν + σ
α
ρνK
ρ
β
)
Iµβγ = H
µ
αH
ν
βH
ρ
γσ
α
νρ
⇔
Lµβγ = K
µ
β;γ +K
µ
β;νK
ν
γ
Jµβγ = K
µ
β;νH
ν
γ
Iµβγ = H
µ
β;νH
ν
γ
, (5.4)
and we have used the identity (4.13) in the expression for
Jµβγ on the right.
5
5 The bitensors of Eqs. (5.4) can be identified as the second hori-
zontal/vertical derivatives of the exponential map exp(y, ξ) = z:
Lµβγ = ∇γ∗∇β∗ expµ,
Jµβγ = ∇∗γ∇β∗ expµ, (5.5)
Iµβγ = ∇∗γ∇∗β expµ = ∇∗β∇∗γ expµ .
(See Footnote 4 and Ref. [30].) The bitensor Iµβγ is symmetric
in β and γ, as can be seen from the expression on the left in
The important results (5.2b) and (5.3) express the tan-
gent vµ to z(τ) and its covariant τ -derivative v˙µ in terms
of the vectors uα, ξ˙α, and ξ¨α along y(τ) and the bitensors
K, H, L, J , and I. These bitensors, functions of (y, z),
harbor the dependence on the (undifferentiated) devia-
tion vector ξα = −σα(y, z), and they can be covariantly
Eqs. (5.4), while Jµβγ and L
µ
βγ are not. While the derivation
of Eq. (5.3) determines only the βγ-symmetric part of Lµβγ , the
non-symmetric definitions given in Eqs. (5.4) have been chosen to
match the Lµβγ of Eqs. (5.5).
9expanded in powers of ξ.
Before expanding, we can write out the ‘exact’ forms
of the GDE and its action. In the isochronous correspon-
dence, when the worldline z(τ) defined by Eq. (5.1) is
affinely parametrized, its acceleration vector is aµisoc. = v˙
µ
(up to a constant rescaling), and thus, from Eq. (5.3), the
geodesic equation for z(τ), or the GDE for ξ(τ), reads
0 = aµisoc. = v˙
µ (5.6)
= Hµαξ¨
α + Lµβγu
βuγ + 2Jµβγu
β ξ˙γ + Iµβγ ξ˙
β ξ˙γ .
This equation, along with Eqs. (5.4), is equivalent to
Eqs. (6) of Aleksandrov and Piragas [9].
The action principle which yields the exact GDE (5.6)
can be found from the action S[z] = 12
∫
dτ v2 for affinely
parametrized geodesic motion; using Eq. (5.2), we have
Sisoc.[ξ] =
∫
dτ Lisoc.(ξ, ξ˙) = 12
∫
dτ v2, (5.7)
v2 = KµβKµγu
βuγ + 2KµβHµγu
β ξ˙γ +HµβHµγ ξ˙
β ξ˙γ .
The Lagrangian is a constant of the motion, because z(τ)
is affinely parametrized.
The exact results (5.6) and (5.7) can be consistently
expanded in two ways: to O(ξ, ξ˙)n, or to O(ξn) but to all
orders in ξ˙. The expansions of the bitensors K, H, L, J ,
and I, to the orders needed to derive Bazanski’s equation
at O(ξ, ξ˙)2 and the generalized Jacobi equation at O(ξ)
(and their actions) are given by
Kµβ = g
µ
α
[
δαβ − 12Rαξβξ − 16Rαξβξ;ξ +O(ξ4)
]
,
Hµβ = g
µ
α
[
δαβ − 16Rαξβξ +O(ξ3)
]
,
Lµβγ = g
µ
α
[
Rαβξγ +
1
2
(
Rαβξγ;ξ −Rαξβξ;γ
)
+O(ξ3)
]
,
Jµβγ = g
µ
α
[
Rαγξβ +O(ξ
2)
]
,
Iµβγ = g
µ
α
[
− 23Rα(βγ)ξ +O(ξ2)
]
. (5.8)
Recursion relations which generate these expansions to all
orders are presented in Appendix C, along with explicit
results through the orders necessary to derive the O(ξ, ξ˙)4
GDE and its action.
The following two subsections discuss some details of
the two expansion schemes and mention some physical
applications of Bazanski’s equation and the generalized
Jacobi equation found in the literature.
A. Exapnding to O(ξ, ξ˙)n;
Bazanski’s equation (n = 2)
The O(ξ, ξ˙)n expansion scheme treats both the devi-
ation ξ and the relative velocity ξ˙ as small parameters,
and assumes furthermore that they are of the same order
of smallness. More precisely, it assumes ξ˙ ∼ ξ/R  1,
where R measures the spacetime’s radius of curvature.
This is the approximation that leads to the usual linear
GDE (3.7) at leading order.
The explicit GDE valid to O(ξ, ξ˙)n is found by taking
the exact GDE (5.6), inserting the expansions of Hµα
and Lµβγ to O(ξ
n), of Jµβγ to O(ξ
n−1), and of Iµβγ to
O(ξn−2), and peeling off an overall factor of gµα.
At O(ξ, ξ˙)2, using the expansions (5.8), we obtain
‘Bazanski’s equation’ [6–9] in the isochronous correspon-
dence:
ξ¨α +Rαuξu +R
α
ξu (ξ;u) + 2R
α
ξ˙ξu = O(ξ, ξ˙)
3 (5.9)
We will see in Appendix A that this equation also applies
to the normal correspondence if it is projected orthogo-
nal to u on the α index. For geodesic worldlines z(τ),
through O(ξ, ξ˙)2, the normal correspondence is a special
case of the isochronous correspondence; this is not true
at O(ξ, ξ˙)3 and higher. The second-order GDE (5.9) was
first derived by Hodgkinson [6], and the derivation was
later improved by Bazanski [7, 8] and Aleksandrov and
Piragas [9].
The GDE through O(ξ, ξ˙)3, given by Eqs. (5.6, C13),
was also first derived in Ref. [6] and later rederived in
Ref. [9]; Eqs. (5.6, C13) also present for the first time the
O(ξ, ξ˙)4 GDE. While all of these results are specialized to
the isochronous correspondence, we discuss their gener-
alizations to arbitrary correspondences and their special-
izations to the normal correspondence in Appendix A.
The action functional which yields the O(ξ, ξ˙)n GDE
can be found by expanding the exact action (5.7) to
O(ξ, ξ˙)n+1. From Eqs. (5.8), the Lagrangian for the
isochronous Bazanski’s equation (5.9) is
Lisoc. = 12 ξ˙2 − 12Rξuξu − 23Rξξ˙ξu − 16Rξuξu;ξ +O(ξ, ξ˙)4.
(5.10)
The Lagrangian through O(ξ, ξ˙)5 was quoted as Eq. (1.5)
in the introduction.
Bazanski’s equation has found several fruitful physical
applications. An early example is the analysis of Tammelo
[35, 36], which studied the effects of second-order geodesic
deviations in gravitational wave detectors (focusing on
Weber-type detectors), emphasizing the fact that second-
order effects lead to a net longitudinal force, or pressure,
on the detector. In another application to gravitational
wave detectors, Baskaran and Grishchuk [37] showed that
the original data analysis scheme for LIGO, which mod-
eled the detector via the linear GDE, could be off by as
much as 10% because it ignored the second-order “mag-
netic component of the gravitational force,” arising from
the fourth term in Eq. (5.9).
Another set of applications of Bazanski’s equation is
represented by the works of Kerner, van Holten, Colistete,
and collaborators [38–43]. These works have used higher-
order geodesic deviations to generate analytic approxi-
mations for mildly eccentric orbits in the Schwarzschild
and Kerr spacetimes, terming them “relativistic epicy-
cles,” and have applied these methods to derive analytic
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approximations for the leading-order gravitational wave-
forms from small bodies in nearly circular orbits around
large black holes.
B. Expanding to O(ξn);
the generalized Jacobi equation (n = 1)
The O(ξn) expansion scheme assumes small deviations,
ξ/R  1, but allows arbitrary relative velocities, with
ξ˙ ∼ 1 corresponding to relativistic relative velocities. At
O(ξ), this approximation leads to the ‘generalized Jacobi
equation’ (GJE), first derived by Hodgkinson [6] and fur-
ther developed by Mashhoon and others [17–25].
The GJE in the isochronous correspondence can be
found by taking the exact GDE (5.6) and inserting the
expansions (5.8), all to O(ξ), yielding
ξ¨α +Rαuξu + 2R
α
ξ˙ξu +
2
3R
α
ξ˙ξξ˙ = O(ξ
2). (5.11)
This equation can be generalized to higher orders in ξ by
using the higher order expansions in Eqs. (C13) below.
The GJE in the normal correspondence (the form in which
it is usually used) differs slightly from Eq. (5.11) and is
given by Eq. (A13) below.
The action yielding Eq. (5.11) results from inserting the
expansions (5.8) to O(ξ2) into the exact action (5.7); the
resultant Lagrangian is
Lisoc. = 12 ξ˙2− 12Rξuξu− 23Rξξ˙ξu− 16Rξξ˙ξξ˙+O(ξ)3. (5.12)
Higher orders can be generated from the expansions
(C13), and the Lagrangian for the normal correspondence
is given by Eq. (A13).
The GJE has been applied to a number of astrophys-
ical problems, most notably by Mashhoon and Chicone
[17, 18, 22–24]. In Refs. [17, 18], Mashhoon used the GJE
to analyze the tidal dynamics of an extended body in a
gravitational field, and to estimate the tidal gravitational
radiation emitted by such a body, focusing on orbiting
bodies in the Kerr spacetime. Continuing this line of in-
vestigation, Chicone and Mashhoon [22–24] applied the
GJE to collections of test particles in the Kerr spacetime,
discussing applications to astrophysical relativistic jets,
and to tidal dynamics in plane-wave spacetimes and the
de Sitter and Go¨del spacetimes.
Other applications of the GJE include Li and Ni’s anal-
ysis of the coupling of inertial and gravitational effects
for accelerated and rotating observers [19], Ciufolini and
Demianski’s prescriptions for measuring spacetime curva-
ture using the GJE [20, 21], and Perlick’s application of
the GJE to null goedesics in plane-wave spacetimes and
the Schwarzschild spacetime [25].
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Appendix A:
Generic correspondences/parametrizations
and the normal correspondence (u · ξ = 0)
The main text above restricted attention to the
isochronous correspondence, in which both the fiducial
geodesic y(τ) and the neighboring worldline z(τ), related
to the deviation vector field by ξα(τ) = −σα(y(τ), z(τ)),
are affinely parametrized. Relaxing this restriction leads
to different forms for the GDE and its action principle.
The key results relating the deviation vector ξ(τ) and
the worldline z(τ) which are still valid for arbitrary corre-
spondences/parametrizations, and which are valid to all
orders in the deviation and relative velocity, are Eqs. (5.2)
and (5.3), which express the tangent vµ to z(τ) and its
covariant τ -derivative:
vµ = Kµβu
β +Hµβ ξ˙
β , (A1)
v˙µ = Hµαξ¨
α + Lµβγu
βuγ + 2Jµβγu
β ξ˙γ + Iµβγ ξ˙
β ξ˙γ .
(A2)
The forms of the GDE and its action which apply to ar-
bitrary correspondences can be found quite simply by re-
placing the geodesic equation (5.6) for z(τ) and its action
(5.7), which applied when z(τ) was affinely parametrized,
with their reparametrization-invariant versions (assuming
vµ is not null):
0 = aµ =
1√|v2| Ddτ
(
vµ√|v2|
)
, (A3)
S[ξ] = −
∫
dτ
√
|v2|. (A4)
Though we will only consider a few cases explicitly,
Eqs. (A3, A4) can be expanded to any order in the
O(ξ, ξ˙)n or O(ξn) expansion scheme, via Eqs. (A1, A2)
and the results of Appendix C.
1. The generic case to O(ξ, ξ˙)
Considering for simplicity the timelike case with u2 =
−1, expanding the action (A4) to O(ξ, ξ˙)2 yields
S[ξ] =
∫
dτ
[
− 1 + u · ξ˙ (A5)
+ 12 ξ˙
2 + 12 (u · ξ˙)2 − 12Rξuξu +O(ξ, ξ˙)3
]
,
which, ignoring the constant and the total derivative, dif-
fers from the Sisoc. of Eq. (3.6) by the addition of the
1
2 (u · ξ˙)2 term. This term modifies the equation of motion
from the usual linear GDE (3.7) to
Pαβ ξ¨
β +Rαuξu = O(ξ, ξ˙)
2. (A6)
where Pαβ = δ
α
β + u
αuβ is the tensor which projects
orthogonal to u. Thus, this generic GDE (A6) constrains
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only the components of ξ orthogonal to u, leaving the
component along u completely unconstrained.
Note that, in the analysis of Eqs. (A5, A6), we have as-
sumed ξ¨ = O(ξ, ξ˙), which is true when z(τ) is a geodesic,
as implied by the GDE (A6). When aµ 6= 0, however, this
is not true. The proper generalization of Eq. (3.9), giving
the acceleration vector to O(ξ, ξ˙), to the generic case, is
found by expanding Eq. (A5) while assuming ξ¨ = O(ξ, ξ˙)0,
yielding
aµ = gµα
[
(1 + 2u · ξ˙)Pαβ ξ¨β +Rαuξu + (u · ξ¨)Pαβ ξ˙β
+
{
ξ˙ · ξ¨ + (u · ξ˙)(u · ξ¨)
}
uα +O(ξ, ξ˙)2
]
. (A7)
Note that setting aµ = 0 still yields the generic GDE
(A6).
2. The normal correspondence
and Fermi normal coordinates
Consider the case where the deviation vector ξ is con-
strained to be orthogonal to u, satisfying u · ξ = 0,
which defines the ‘normal correspondence’. In this case,
if {uα, eαi } with i = 1, 2, 3 is an orthonormal tetrad which
is parallel-transported along the fiducial geodesic, then
ξα = xieαi , (A8)
and the components xi (along with τ) correspond to
Fermi normal coordinates [11] based on the fiducial
geodesic. We will use the notation exemplified by Ri0j0 =
eiαu
βeγj u
δRαβγδ, for the frame components of the Rie-
mann tensor, where {−uα, eiα} is the dual tetrad. Spa-
tial frame indices will be raised and lowered with the Eu-
clidean 3-metric δij .
a. The usual linear GDE
This case can be treated by simply taking the results of
Sec. A 1 for the generic correspondence and replacing ξα
with Eq. (A8). The action (A5) [dropping the first line]
and GDE (A6) become
Snorm.[x] =
∫
dτ
[
1
2 x˙
ix˙i − 12Ri0j0xixj +O(x, x˙)3
]
(A9)
⇒ x¨i +Ri0j0xj = O(x, x˙)2, (A10)
which are straight-forward adaptations of their
isochronous counterparts. As mentioned above, the nor-
mal correspondence is a special case of the isochronous
correspondence, to O(ξ, ξ˙), when z(τ) is a geodesic. A
significant difference with the isochronous case occurs
for accelerated worldlines z(τ); from Eq. (A7), the
acceleration vector of z(τ) in the normal correspondence
is given by
aµnorm. = g
µ
α
[ (
x¨i +Ri0j0x
j
)
eαi + x˙
ix¨iu
α +O(x, x˙)2
]
,
(A11)
which differs from the aµisoc. of Eq. (3.9) by the addition
of the final term; this term term does not affect the GDE,
as one can verify that aµnorm. = 0 still leads to Eq. (A10).
b. Bazanski’s equation
From Eqs. (A1-A4, A8, 5.8), Bazanski’s equation and
its Lagrangian in the normal correspondence are
Lnorm. = 12 x˙2 − 12Ri0j0xixj (A12)
− 23Rijk0xix˙jxk − 16Ri0j0;kxixjxk +O(x, x˙)4,
x¨i +Ri0j0x
j +R ij0 (k;0)x
jxk + 2Rijk0x˙
jxk = O(x, x˙)3,
which are straight-froward adaptations of Eqs. (5.9, 5.10).
The normal correspondence is still a special case of the
isochronous correspondence to this order, but one can ver-
ify that this fails to be true at the next order and higher.
c. The generalized Jacobi equation
From Eqs. (A1-A4, A8, 5.8), the GJE and its La-
grangian in the normal correspondence are
L = −
√
1− x˙2
[
1 +
1
2(1− x˙2)
(
Ri0j0 +
4
3Rikj0x˙
k
+Rikjlx˙
kx˙l
)
xixj +O(x3)
]
,
x¨i +Ri0j0x
j + 2Rijk0x˙
jxk + 23R
i
jklx˙
jxkx˙l (A13)
+
(
2R0jk0x˙
jxk + 23R0jklx˙
jxkx˙l
)
x˙i = O(x2).
Appendix B: The general solution to the
second-order GDE
To derive the general solution to the second-order GDE,
Bazanski’s equation (5.9), in the isochronous correspon-
dence, the setup is precisely the same as in Sec. IV, where
we derived the solution to the linear GDE; see Figure 4.
The equations which define the geometrical relations sum-
marized by Fig. 4 to all orders are Eqs. (4.3, 4.1, 4.2) and
the first equality of Eq. (4.4),
ξα = −σα(y, z), (B1)
τuα = −σα(y, y′).
ξα
′
= −σα′(y′, z′),
τvµ = −σµ(z, z′),
and the valid-to-all-orders generalization of the second
equality of Eq. (4.4), which relates vµ to ξ˙α, is Eq. (5.2b),
vµ = Kµαu
α +Hµαξ˙
α
= gµα
[
uα + ξ˙α − 12Rαξuξ +O(ξ, ξ˙)3
]
, (B2)
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where the second line has expanded to second order,
matching Eq. (3.4).
Next, just as in Eqs. (4.5, 4.6) but now to second order,
we expand the function σµ(z, z′) as z → y with z′ fixed,
in powers of ξα = −σα(y, z),
σµ(z, z′) = gµα
[
σα(y, z′) + σαβ(y, z′) ξβ (B3)
+ 12σ
α
βγ(y, z
′) ξβξγ +O(ξ3)
]
,
and then re-expand the resultant (y, z′) bitensors as z′ →
y′ with y fixed, in powers of ξα
′
= −σα′(y′, z′),
σα(y, z′) = σα(y, y′) + σαβ′(y, y′) ξβ
′
+ 12σ
α
β′γ′(y, y
′) ξβ
′
ξγ
′
+O(ξ3),
σαβ(y, z
′) = σαβ(y, y′) + σαβγ′(y, y′) ξγ
′
+O(ξ2),
σαβγ(y, z
′) = σαβγ(y, y′) +O(ξ). (B4)
Combining Eqs. (B1-B4) yields the key relation
− τvµ = −τgµα
[
uα + ξ˙α − 12Rαξuξ +O(ξ, ξ˙)3
]
(B5)
= σµ(z, z′) = gµα
[
− τuα + σαβξβ + σαβ′ξβ′
+ 12σ
α
βγξ
βξγ + σαβγ′ξ
βξγ
′
+ 12σ
α
β′γ′ξ
β′ξγ
′
+O(ξ, ξ˙)3
]
,
where the arguments of all the second and third deriva-
tives of the world function are (y, y′). This equation can
be perturbatively solved for ξα
′
, using the first-order solu-
tion ξα
′
= Kα
′
βξ
β + τHα
′
β ξ˙
β +O(ξ, ξ˙)2 from Eqs. (4.7-
4.9) in the last two terms. The result, the solution to the
second order GDE, is
ξα
′
= Kα
′
βξ
β + τHα
′
β ξ˙
β (B6)
+ 12
(
Lα
′
βγ + τH
α′
δR
δ
βγu
)
ξβξγ
+ τJα
′
βγξ
β ξ˙γ + 12τ
2Iα
′
βγ ξ˙
β ξ˙γ +O(ξ, ξ˙)3,
where the expressions for the bitensors L, J , and I re-
sulting from this derivation are as in Eqs. (5.4a) [with
the µ-type indices replaced by α′-type indices]. Using the
alternate expressions from Eqs. (5.4b) yields the form of
the solution quoted above as Eqs. (1.6-1.9).
Appendix C: Covariant expansions via the
semi-recursive/transport-equation method
We summarize here recursion relations which allow one
to efficiently generate high-order covariant expansions of
fundamental bitensors. We import several results from
Ottewill and Wardell (OW) [15, 16], who built on the
work of Avramidi [12, 13] and De´canini and Folacci [14],
deriving the recursion relations from transport equations
obeyed by the bitensors. We have implemented the recur-
sion relations in a Mathematica notebook employing the
xTensor package [44].
Given any bitensor Tµβ...(y, z) [using the index conven-
tions of Sec. II], we can define a bitensor Tαβ...(y, z) with
all the indices at z parallel-transported to indices at y,
Tµβ... = g
µ
α . . . T
α
β..., (C1)
and Tαβ... can be expanded in powers of the deviation
vector ξα ≡ −σα(y, z) as
Tαβ... =
∞∑
n=0
1
n!
Tαβ...(n), (C2)
where Tαβ...(n) is some tensor at y contracted with n fac-
tors of ξα:
Tαβ...(n)(y, z) = t
α
β...δ1...δn(y) ξ
δ1 . . . ξδn . (C3)
The following subsections present recursion relations for
the summands Tαβ...(n) for several key bitensors, with
many taken directly from OW and others constructed
from results of Ref. [30]. Later recursion relations in-
volve the results of earlier ones. Note that our summands
Tαβ...(n) are (−1)n times those of OW [c.f. their Eq. (2.39)
and our Eqs. (C1-C3) and ξα = −σα], though these signs
cancel out in all of the recursion relations, and we have
renamed several symbols as noted below.
1. World-function second derivatives and Jacobi
propagators
As in Eq. (C1), we can write the three world-function
second derivatives and the two Jacobi propagators (4.8,
4.9) in terms of bitensors with indices only at y as
σµν = g
µ
αg
β
νC
α
β ,
σαµ = −gβµDαβ ,
σαβ = E
α
β ,
Hµβ = g
µ
αH
α
β ,
Kµβ = g
µ
αK
α
β .
We have renamed symbols, OW → here, as ξ → C, η →
−D, λ→ E, γ → −H, and K is not discussed by OW.
Defining the quantities
καβ(n) = R
α
δ1βδ2;δ3...δnξ
δ1 . . . ξδn (C4)
(K → κ), the recursion relations for H, D, and C, which
are OW’s Eqs. (4.7, 4.9, 4.10), and which follow from the
transport equation OW (3.15) and the relations OW (4.8,
3.14), are given by
Hαβ(0) = D
α
β(0) = C
α
β(0) = δ
α
β ,
Hαβ(1) = D
α
β(1) = C
α
β(1) = 0,
Hαβ(n) = −n− 1
n+ 1
n−2∑
k=0
(
n− 2
k
)
καγ(n−k)Hγβ(k),
Dαβ(n) =
n∑
k=2
(
n
k
)
Hαγ(k)D
γ
β(n−k),
Cαβ(n) = −nDαβ(n) −
n−2∑
k=2
(
n
k
)
Hαγ(n−k)Dγβ(k). (C5)
13
A recursion relation for our E (their λ) is given by OW
(4.11, 4.12), following from the transport equation OW
(3.17). We have found an alternate route to E, by first
finding K from a ‘transport equation’ involving horizontal
and vertical covariant derivatives,
Kµα =
(
ξβ∇∗β − ξβ∇β∗ + 1
)
Hµα,
as detailed in our companion paper [30] (see also Footnote
4), and then inverting Eq. (4.8). Introducing the auxiliary
quantities dH, the resultant recursion relations are
dHαβ(n) = −n− 2
n
n−3∑
k=0
(
n− 3
k
)[
καγ(n−k)Hγβ(k)
+ καγ(n−k−1)dHγβ(k+1)
]
,
Kαβ(n) = (n+ 1)H
α
β(n) − n dHαβ(n).
Eαβ(n) =
n∑
k=0
(
n
k
)
Dαγ(n−k)Kγβ(k). (C6)
2. Parallel-propagator first derivatives
and ‘second-order Jacobi propagators’
We can write the two first derivatives of the parallel
propagator and the three bitensors of Eqs. (5.4), which
one might call the ‘second-order Jacobi propagators,’ as
gµα;ν = g
β
µg
γ
νAαβγ ,
gµα;γ = g
β
µBαβγ ,
Iµβγ = g
µ
αI
α
βγ ,
Jµβγ = g
µ
αJ
α
βγ ,
Lµβγ = g
µ
αL
α
βγ , (C7)
The bitensors A and B coincide with those of OW, and
they do not discuss I, J , and L.
Defining the quantities
Rαβγ(n) = Rαβδ1γ;δ2...δnξδ1 . . . ξδn ,
the recursion relations for A and B are
Aαβγ(n) = − n
n+ 1
Rαβγ(n)
− 1
n+ 1
n−2∑
k=0
(
n
k
)
Aαβδ(k)C
δ
γ(n−k),
Bαβγ(n) =
1
n
n∑
k=0
(
n
k
)
Aαβδ(k)D
δ
γ(n−k). (C8)
Though recursion relations for I, J , and L could be con-
structed via Eqs. (5.4a) using those for the world-function
third derivatives (some of which are given by OW), or via
Eqs. (5.4b), we have found it most efficient to use the
relations
Iµβγ = ∇∗γHµβ ,
Jµβγ = ∇β∗Hµγ ,
Lµβγ = ∇γ∗Kµβ
(C9)
(see Footnotes 4 and 5 and Ref. [30]). The resultant re-
cursion relations, introducing several auxiliary quantities
along the way, are
δκαβγ(n) = R
α
(γ|β|δ1;δ2...δn)ξ
δ1 . . . ξδn , (C10)
∆καβγ(n) = R
α
δ1βδ2;δ3...δnγ ξ
δ1 . . . ξδn ,
δgαβγ(n) =
n∑
k=0
(
n
k
)
Aαβδ(n−k)Hδγ(k),
∆gαβγ(n) = Bαβγ(n) +
n∑
k=0
(
n
k
)
Aαβδ(n−k)Kδγ(k),
δHαβγ(n) = − n
n− 2
n−1∑
k=0
(
n− 1
k
)[
n− k + 1
n+ 1
δκαδγ(n−k)Hδβ(k) +
k
n+ 1
καδ(n−k+1)δHδβγ(k−1)
]
,
∆Hαβγ(n) = −n− 1
n+ 1
n−2∑
k=0
(
n− 2
k
)[
∆καδγ(n−k)Hδβ(k) + καδ(n−k)∆Hδβγ(k)
]
,
∆dHαβγ(n) = −n− 2
n
n−3∑
k=0
(
n− 3
k
)[
∆καδγ(n−k)Hδβ(k) + καδ(n−k)∆Hδβγ(k)
+ ∆καδγ(n−k−1)dHδβ(k+1) + καδ(n−k−1)∆dHδβγ(k+1)
]
,
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Iαβγ(n) = δH
α
βγ(n) +
n∑
k=0
(
n
k
)
δg αδ γ(n−k)H
δ
γ(k),
Jαβγ(n) = ∆H
α
γβ(n) +
n∑
k=0
(
n
k
)
∆g αδ β(n−k)H
δ
γ(k),
Lαβγ(n) = (n+ 1)∆H
α
βγ(n) − n ∆dHαβγ(n) +
n∑
k=0
(
n
k
)
∆g αδ γ(n−k)K
δ
β(k). (C11)
The explicit results needed to write out the O(ξ, ξ˙)4 GDE [from Eq. (5.6)] are
Kµβ = g
µ
α
[
δαβ − 12Rαξβξ − 16Rαξβξ;ξ + 124
(
−Rαξβξ;ξξ +RαξγξRγξβξ
)
+ 1120
(
−Rαξβξ;ξξξ + 3Rαξγξ;ξRγξβξ +RαξγξRγξβξ;ξ
)
+O(ξ6)
]
,
Hµβ = g
µ
α
[
δαβ − 16Rαξβξ − 112Rαξβξ;ξ + 1120
(
− 3Rαξβξ;ξξ +RαξγξRγξβξ
)
+O(ξ5)
]
, (C12)
Lµβγ = g
µ
α
[
Rαβξγ +
1
2
(
Rαβξγ;ξ −Rαξβξ;γ
)
+ 16
(
Rαβξγ;ξξ −Rαξβξ;ξγ −RαβξδRδξγξ − 3RαδξγRδξβξ
)
+ 124
(
Rαβξγ;ξξξ −Rαξβξ;ξξγ + {6Rαδξγ;ξ −Rαξξδ;γ}Rδξβξ
− 3Rαβξδ;ξRδξγξ −RαξξδRδξβξ;γ −RαβξδRδξγξ;ξ +RαδξγRδξβξ;ξ
)
+O(ξ5)
]
,
Jµβγ = g
µ
α
[
Rαγξβ +
1
6
(
3Rαγξβ;ξ −Rαξγξ;β
)
+ 112
(
2Rαγξβ;ξξ −Rαξγξ;ξβ + 2RαγξδRδξβξ + 2RαδξβRδξγξ
)
+O(ξ4)
]
,
Iµβγ = g
µ
α
[
− 23Rα(βγ)ξ + 112
(
Rαξξ(β;γ) − 5Rα(βγ)ξ;ξ
)
+O(ξ3)
]
. (C13)
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