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Abstract
We obviate the use of observers for the purpose of output feedback tracking control of La-
grangian systems and solve some long-standing yet well-documented open problems. As often
implemented in control practice, we replace unavailable derivatives with approximate differen-
tiation. Our contribution consists in establishing uniform global asymptotic stability in closed-
loop, for Lagrangian systems without dissipative forces (friction) using only position feedback.
Firstly, for fully-actuated relative-degree-two systems, the controller is reminiscent of passivity-
based controllers for robot manipulators and consists in a linear dynamic system together with
a globally-Lipschitz control law. Establishing a global uniform result, all the more with such a
simple controller, is particularly valuable relatively to the literature of output-feedback control of
systems with non-globally-Lipschitz nonlinearities in the unmeasured variables. This first contri-
bution solves a long-standing open problem and, as a matter of fact, recasted in a general context
this result is at the edge of what is achievable –see [24]. Then, we show that our control approach
may be applied to a more general problem, that of tracking control of Lagrangian systems aug-
mented by a chain of integrators (relative degree m + 2 systems). As a corollary, we solve the
global-tracking control problem for flexible-joint robots but also for systems coupled with output-
feedback linearizable actuator dynamics. Finally, we discuss remaining open problems of fairly
general interest in the realm of analysis and design of robust nonlinear systems.
1 Introduction
We study Euler-Lagrange systems defined by the equation
D(q)q¨ + C(q, q˙)q˙ + g(q) = u (1)
where q ∈ Rn denotes the generalized positions, q˙ denotes the generalized velocities, D : Rn → Rn×n
corresponds to the inertia matrix function, C : Rn × Rn → Rn×n corresponds to the Coriolis and
centrifugal forces matrix function, g : Rn → Rn represents the vector of forces which are derived from
the potential energy function U : Rn → R i.e., g(q) := ∂U
∂q
(q) and u ∈ Rn is the vector of control
inputs. All functions are assumed to be once-continuously differentiable in their arguments.
We revisit the problem of output-feedback tracking control, which consists in designing a dynamic
controller with output u that makes use of q as the only plant measurement and ensures that, given
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a smooth bounded trajectory t 7→ qd, the generalized coordinates satisfy
lim
t→∞
q(t)→ qd(t), lim
t→∞
q˙(t)→ q˙d(t).
More precisely (and of much higher difficulty) the problem that we address consists in establishing
uniform global asymptotic stability of the origin of the closed-loop system. We put special emphasis
on the qualifier global which implies that the property must hold for all initial states of the closed-
loop system, including the tracking errors in R2n as well as the controller’s states. Not to be confused
with inappropriate terminologies such as “global on the set X ⊂ Rn” or the weaker property “global
in the plant’s variables and semi-global in the controller’s”, established in other related articles.
In the last 25 years or so there have been numerous attempts to solve the problem mentioned
above, as a particular paradigm of dynamic output feedback control of nonlinear systems. See for
instance [22], as well as other works by the same authors, on output feedback linearization. In a similar
train of thought we find methods that rely on the ability to perform a coordinate transformation of
system (1) into models that are linear in the unmeasured velocities. See for instance the work of
G. Besanc¸on –[5, 6] and subsequent references. However, it has been long recognized that such
transformations are inapplicable to many physical systems; even to simple two-degrees-of-freedom
planar robots with revolute joints –see [34].
Other works focus on robot tracking control. For instance, in the classic paper [8] the author
presents a proof of uniform asymptotic stability using the controller for set-point regulation –indeed,
the latter was independently published in [13] and [4]. In [8] the author invokes Tychonov’s theorem to
show uniform global asymptotic stability provided that the unique pole of the dirty-derivatives filter
used in [13] is placed at −∞ that is, the result actually establishes semi-global asymptotic stability.
The same property is achieved via Lyapunov’s direct method in [3, 18]. Relying on the practically
reasonable but theoretically restrictive assumption that the system possesses natural viscous friction,
the authors of [26] established global asymptotic stability. That is, the model considered in this
reference is
D(q)q¨ + C(q, q˙)q˙ + F q˙ + g(q) = u (2)
where F is symmetric positive definite. However, under these conditions it is direct to extend the
stability property from semi-global to global, for a number of results in the literature.
To the best of the author’s knowledge, it has not been established either that uniform global
asymptotic stability via output feedback is out of reach for the system (1). What is more, it rather
seems that the absence of proof or disproof has simply eluded the efforts of many researchers (including
this author) throughout the years and is not due to a structural impediment. This is investigated in
the seminal article [24], where the concept of unboundedness observability is introduced. Roughly,
from the main results in [24] it may be concluded that the system
dq¨ + cq˙2 = u, q, u ∈ R
cannot be stabilized globally via dynamic output feedback with output q. The obstacle is that
the system does not possess the unboundedness observability property from q that is, the solution
[q˙(t), q(t)] may escape to infinity even for bounded values of q(t). Notice that this is not the case of
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Lagrangian systems, which possess the structural property of skew-symmetry of the matrix
˙︷ ︷
D(q) −
2C(q, q˙). Indeed, uniform global asymptotic stability of systems
d(q)q¨ + c(q)q˙2 + g(q) = u
is established in [14] provided that ∂d(q)/∂q = 2c(q). As a matter of fact, to our knowledge this
is the only article that presents a dynamic output-feedback controller for Euler-Lagrange systems
together with a strict Lyapunov function albeit for one-degrees-of-freedom systems. The extension
of [14] to the case of n-degree-of-freedom systems has not been obtained: attempts include [37, 7]
however, the controller from [37] is guaranteed (in the non-adaptive case, only) to achieve uniform
asymptotic stability for any system’s initial conditions provided that the controller’s trajectories lay
in a forward-invariant set. Moreover, the result in [37] relies on the assumption that the model
includes viscous friction (of known magnitude in the non-adaptive case) –see Eq. (2), and that the
forces derived from potential energy are bounded. The controller of [7] is in implicit form hence it is
not implementable without velocity measurements.
Roughly speaking, there are two types of results addressing this problem; those based on Lya-
punov’s direct method and those which intend to exploit structural properties. In the first case,
stability is global only with respect to part of the states –as in [37], or is semiglobal –as in [8, 18],
among others. In the second case, the structural assumptions needed to perform convenient changes
of coordinates do not hold for EL systems –cf. [34]. An exception is the recent PhD thesis [30] –see
also [31], where the author presents a global result1 for Hamiltonian systems that relies on a clever
but intricate observer-design due to [2] and a change of coordinates that involves the computation of
the square root of2 D(q)−1 –see [19, 17] in the same spirit.
The rest of the paper is organized as follows. For the sake of clarity, in Section 2 we recall basic
stability definitions. In Section 3 we present our first result which solves the open problem described
above, for systems with relative degree 2 (e.g., fully-actuated Lagrangian systems). In Section 4 we
extend our results to the case of higher relative degree. In Section 5 we provide some comments and
discuss open problems, before concluding with some remarks in Section 6.
2 Preliminaries
Notation. Recall that a continuous function α : R≥0 → R≥0 is of class K if it is strictly increasing
and α(0) = 0, a continuous function σ : R≥0 → R≥0 is of class L if it is strictly decreasing and
σ(s) → 0 as s → ∞; a continuous function β : R≥0 × R≥0 → R≥0 is of class KL if β(r, ·) ∈ L and
β(·, s) ∈ K; a continuous function α : R≥0 → R≥0 is of class K∞ if α ∈ K and α(s)→∞ as s→∞.
We denote by | · |, the Euclidean norm of vectors (or any other compatible norm) and the induced
norm of matrices.
To remove all possible ambiguity we recall a few definitions of stability from [11] and some
statements which are either known or are re-stated in an original manner, for the purposes of this
1The thesis [30] and the proceedings article [31] were presented during the preparation of this paper. See also the
independent simultaneous article [16] which constitutes a preliminary version of this paper.
2Although difficult in general, the author of [30] stresses that this may be computed numerically for each fixed q.
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article. Consider the dynamic system
x˙ = f(t, x), x ∈ Rn, t ∈ R≥0 (3)
where f satisfies the conditions for existence and uniqueness of solutions and f(t, 0) ≡ 0. We denote
by x(t, t◦, x◦) or, when the context is clear, by x(t) the solutions of (3) with initial times t◦ ∈ R≥0
and initial states x◦ ∈ R that is, we have x(t◦, t◦, x◦) = x◦.
Definition 1 (Uniform global boundedness) The solutions of (3) are said to be uniformly glob-
ally bounded if there exist γ ∈ K∞ and c > 0 such that, for all (t◦, x◦) ∈ R≥0 × R
n, each solution
x(·, t◦, x◦) satisfies
|x(t, t◦, x◦)| ≤ γ(|x◦|) + c ∀ t ≥ t◦. (4)
Note that for any r there exists R independent of t◦ such that |x◦| ≤ r implies that |x(t, t◦, x◦)| ≤ R.
This property is commonly established via auxiliary functions.
Theorem 1 Let V : R≥0 ×R
n → R≥0 be continuously differentiable; let α1, α2 be functions of class
K∞ and let a, c ∈ R be such that c > 0 and
α1(|x|) ≥ V (t, x) ≥ α2(|x|) + a ∀ (t, x) ∈ R≥0 × R
n
V˙ (t, x) :=
∂V
∂t
+
∂V
∂x
f(t, x) ≤ 0 ∀ t ∈ R≥0, x : |x| ≥ c
Then, the solutions of (3) are uniformly globally bounded.
Proof. For all t such that |x(t)| ≥ c we have V˙ (t, x(t)) ≤ 0 that is, α1(|x◦|) ≥ V (t◦, x(t◦)) ≥
α2(|x(t)|) + a. Hence, for all t ∈ R≥0 we have |x(t)| ≤ α
−1
2 ◦
(
α1(|x◦|) + |a|
)
+ c. Since α−12 ∈ K∞
there exist γ1, γ2 ∈ K∞ such that |x(t)| ≤ γ1(|x◦|) + γ2(|a|) + c 
Although unusual in “modern” literature, the following fundamental definition may be found for
instance, in [11].
Definition 2 (Uniform global stability) The origin of system (3) is said to be uniformly globally
stable if there exists γ ∈ K∞ such that for each (t◦, x◦) ∈ R≥0×R
n, each solution x(·, t◦, x◦) satisfies
|x(t, t◦, x◦)| ≤ γ(|x◦|) ∀ t ≥ t◦. (5)
Note that uniform global stability tantamounts to uniform stability plus uniform global boundedness.
Theorem 2 Let the conditions of Theorem 1 hold for a = c = 0. Then, the origin of (3) is uniformly
globally stable. If the conditions hold only in an open neighborhood of the origin with α1, α2 ∈ K, the
latter is uniformly stable.
Proof. The statement on globality: following the proof of Theorem 1 we have |x(t)| ≤ α−12 ◦(
α1(|x◦|)
)
. The “local statement”, which is due to Persidsk˘ıi –[29], follows by restricting x◦ to a
neighborhood such that α1(|x◦|) belongs to the domain of α
−1
2 and appears in numerous textbooks.

Definition 3 (Uniform global attractivity) The origin of system (3) is said to be uniformly glob-
ally attractive if for each r, σ > 0 there exists T > 0 such that
|x◦| ≤ r =⇒ |x(t, t◦, x◦)| ≤ σ ∀ t ≥ t◦ + T . (6)
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Definition 4 (Uniform Global Asymptotic Stability) The origin of system (3) is said to be
uniformly globally asymptotically stable if it is
• uniformly stable;
• the solutions are uniformly globally bounded;
• the origin is uniformly globally attractive.
It is important to emphasize that only all three conditions in Definition 4 together imply the existence
of a class KL function β such that the solutions of (3) satisfy
|x(t)| ≤ β(|x◦| , t− t◦) ∀ t ≥ t◦ ≥ 0.
The latter leads to the construction of converse Lyapunov functions uniformly monotone and, in turn,
implies robustness with respect to external perturbations. Such bound cannot be obtained if any of
the three properties in Definition 4 fails to hold. In particular, uniform global asymptotic stability
may not be concluded either from uniform stability plus uniform global attractivity alone –see [36];
whence the importance of uniform global boundedness in nonlinear time-varying systems.
The following theorem, which corresponds to [28, Lemma 2], establishes uniform global asymptotic
stability without a strict Lyapunov function, in the spirit of integral criteria such as Barbala˘t’s lemma.
Theorem 3 Let F : R≥0×R
n → Rn be continuous such that F (·, 0) ≡ 0. Let the equilibrium {x = 0}
of x˙ = F (t, x) be uniformly globally stable. If moreover, there exists a continuous positive definite
function γ : Rn → R≥0 and for each pair of positive numbers (r, υ˜), there exists βrυ˜ > 0 such that,
for all (t◦, x◦) ∈ R≥0 ×Br, all solutions x(·, t◦, x◦) satisfy∫ t
t◦
[
γ
(
x(τ, t◦, x◦)
)
− υ˜
]
dτ ≤ βrυ˜ (7)
for all t ≥ t◦ then, the origin is uniformly globally asymptotically stable.
Remark 1 The origin being assumed to be uniformly globally stable, the condition imposed by Ineq.
(7) guarantees uniform global attractivity. Roughly speaking, (7) implies that the trajectories are
integrable, modulo γ(·), out of any ball of radius depending on υ˜; this implies that γ(x(t)) converges
to the interior of such ball in finite time. Since υ˜ is arbitrary, we conclude that (6) holds. See [28]
for rigorous proof.
3 Relative-degree-2 systems
3.1 Problem statement and solution
The following assumptions are fairly standard in the literature of robot control but are also satisfied
by a number of Euler-Lagrange systems such as electrical and electro-mechanical –see [27], as well as
some marine systems –see [10]. In particular, these hypotheses hold for robot manipulators composed
of revolute joints only or prismatic joints only.
Assumption 1
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1. There exist positive real numbers dm and dM such that
dm ≤ |D(q)| ≤ dM , ∀q ∈ R
n;
2. there exists kc > 0 such that
|C(x, y)| ≤ kc |y| ∀x, y ∈ R
n,
C(x, y)z = C(x, z)y ∀x, y, z ∈ Rn;
3. the matrix
˙︷ ︷
D(q)− 2C(q, q˙) is skew symmetric.
Definition 5 (global output-feedback tracking control) Consider the EL system (1) under As-
sumption 1. Suppose that only position measurements are available, and that the properties enumer-
ated in Assumption 1 hold. Furthermore, assume that the reference trajectory t 7→ qd is of class C
2
and that there exists kδ > 0 such that
max
{
sup
t≥0
|qd(t)| , sup
t≥0
|q˙d(t)| , sup
t≥0
|q¨d(t)|
}
≤ kδ . (9)
Under these conditions, find a dynamic output-feedback controller
q˙c = f(t, qc, q) (10a)
u = u(t, qc, q) (10b)
such that the closed-loop system
D(q)q¨ + C(q, q˙)q˙ + g(q) = u(t, qc, q) (11)
q˙c = f(t, qc, q)
has a unique equilibrium at
(q˜, ˙˜q, qc − q
∗
c ) = (0, 0, 0),
q˜ := q − qd(t), ˙˜q := q˙ − q˙d(t)
where q∗c is a solution to (10) with q ≡ qd and this equilibrium is uniformly globally asymptotically
stable.
Our first theorem improves the main result in [16] which solves the long-standing open problem
defined above.
Theorem 4 Consider the system (1) under Assumption 1. Let a, b, kp and kd be positive constants
satisfying
kd
2
b
a
> kckδ (12)
and consider the dynamic position-feedback controller
q˙c = −a(qc + bq˜) (13a)
ϑ = qc + bq˜ (13b)
u = −kpq˜ − kdϑ+D(q)q¨d + C(q, q˙d)q˙d + g(q). (13c)
Then, the origin {z = 0} with z := [q˜⊤ ˙˜q⊤ q⊤c ]
⊤ is uniformly globally asymptotically stable.
6
Remark 2 In the statement of Theorem 4 we use scalar gains a, b, kp and kd purely for clarity
of exposition. The result holds if the gains are defined as diagonal positive matrices, and replacing
condition (12) with
kdm
2
bm
aM
> kckδ
where (·)m and (·)M denote respectively, to the smallest and largest elements in the diagonal of (·).
The controller (13) is based on its “set-point controller” counter-part, first published in [13] and
subsequently used by many other authors. In [16] it is proved that there exists a finite value of a
such that the origin is uniformly globally asymptotically stable. This is also claimed in [8] in which
the author relies on singular perturbation theory to actually establish that the domain of attraction
may be extended to R3n provided that a → ∞ (hence, establishing semiglobal rather than global
asymptotic stability). Reminiscent of that in [8], the controller (13) corresponds verbatim to that from
[18] where semi global uniform asymptotic stability is also established under much more stringent
conditions –than (12)– on the control gains.
Even though the controller (13) is not original, the extent of Theorem 4 may hardly be overesti-
mated:
• it establishes uniform global asymptotic stability of the origin of the closed-loop, thereby solving
a problem open for about 25 years;
• the control input u(t, q˜, ˙˜q, ϑ) is defined by a globally-Lipschitz map uniformly bounded in t and
q˜ and the controller dynamics is linear;
• the sole condition on the control gains is (12) which is in great contrast to the conditions in [18]
and other articles where, at best, only uniform semiglobal asymptotic stability is established;
• it establishes that for Lagrangian systems, the fact of introducing damping through a low-pass
filter, does not alter the global property of its state-feedback counter-part.
From a practical viewpoint the controller (13) is fairly easy to implement and the sole tuning
rule is both simple and practically meaningful. As a matter of fact, (13) is reminiscent of the most
elementary control strategies and employs a widely-used ad hoc alternative to a differentiator; Eqs.
(13a), (13b) correspond to the state-space representation of the so-called dirty-derivatives filter
ϑ =
b
a+ s
˙˜q (14)
whose output is commonly used in control practice to replace the unavailable velocities ˙˜q. The
transfer function (14) corresponds to that of a low-pass filter with DC gain equal to b/a and the
cutting frequency determined by a.
Note that the only condition, inequality (12), imposes a very natural constraint on the damping
gain since it is assumed that the system is naturally lossless (it has no natural dissipative forces
such as friction). Such damping may be introduced directly through the control law, by choosing
kd large relative to the Lipschitz constant on the Coriolis forces and to the upper-bound on the
reference trajectories and their derivatives. In such case, the positive values of a and b only affect
the performance but do not condition the stability properties. Otherwise, if for instance the control
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inputs are constrained, one may choose to keep the gains kp and kd relatively small and introduce
the necessary damping indirectly through the filter gain, by choosing the ratio b/a large enough to
satisfy (12). Certainly, the farthest the pole of the low-pass filter (14) is placed away from the origin,
the better performance is to be expected. Indeed, typically one chooses b = a ≫ 1 for unitary gain
and to place the cutting frequency high enough to attenuate little the higher harmonics of ˙˜q(t). For
a few simulation tests see [18] and [15].
From a pure perspective of dynamical systems Theorem 4 establishes for (1), the strongest prop-
erty desirable for a nonlinear time-varying system: uniform global asymptotic stability3. Achieving
such property for nonlinear time-varying systems with non-globally Lipschitz nonlinearities of the
unmeasured variables is at the edge of the achievable via dynamic output feedback –see [24] and Sec-
tion 5. Moreover, globality is achieved via a linear autonomous controller with a globally-Lipschitz
control input u.
3.2 Proof of Theorem 4
The closed-loop equation is obtained by replacing u from (13c) in (1) and adding −C(q, q˙d)q˙ +
C(q, q˙)q˙d = 0 to the right-hand side of (13c) hence,
D(q)¨˜q + [C(q, q˙) + C(q, q˙d)] ˙˜q + kpq˜ + kdϑ = 0 (15)
and, for the purpose of analysis, we differentiate (13b) and use (13a) to obtain
ϑ˙ = −aϑ+ b ˙˜q. (16)
The point {x = 0} where x := [q˜⊤ ˙˜q⊤ ϑ⊤]⊤ is an equilibrium of (15), (16) and is unique. Then, a
direct computation shows that {z = 0} is a unique equilibrium of the closed-loop equations (13a),
(15). Also, {x = 0} is uniformly globally asymptotically stable for (15), (16) if and only if so is
{z = 0} for the closed-loop equations (13a), (15). We proceed to analyze the stability of {x = 0}.
The analysis of (15), (16) is divided in four ordered steps which establish uniform forward com-
pleteness –see Lemma 1 below, and the three properties listed in Definition 4. Lemma 3, farther
below, establishes uniform global boundedness. For completeness, uniform stability is contained in
the subsequent Lemma 4 however, this property follows trivially via Lyapunov’s first method and it
is also implicitly contained in the proof of the main result in [18]. Finally, the main statement of
Lemma 4 establishes uniform global attractivity.
Lemma 1 Under the conditions of Theorem 4 the closed-loop system (1), (13) is uniformly forward
complete; moreover, there exist c1, c2 > 0 such that
|x(t)| ≤ c1 |x(t◦)| e
c2(t−t◦). (17)
Proof. Consider the Lyapunov function candidate V : R≥0 × R
3n 7→ R≥0 defined as
V1(t, q˜, ˙˜q, ϑ) =
1
2
(
˙˜q⊤D(q˜ + qd(t)) ˙˜q + kp |q˜|
2 +
kd
b
|ϑ|2
)
(18)
3Note that exponential and finite-time stability are particular cases of the latter.
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which, under Assumption 1, satisfies α1 |x|
2 ≥ V1(t, q˜, ˙˜q, ϑ) ≥ α2 |x|
2 with
α1 :=
1
2
max{dM , kp,
kd
b
} α2 :=
1
2
min{dm, kp,
kd
b
}.
Furthermore, using
˙︷ ︷
D(q) = C(q, q˙)+C(q, q˙)⊤, we see that the total derivative of V1 along the closed-
loop trajectories of (15), (16), satisfies
V˙1 = −
kda
b
|ϑ|2 + ˙˜q⊤C(q, q˙d) ˙˜q
≤ −
kda
b
|ϑ|2 + kckδ
∣∣ ˙˜q∣∣2 . (19)
Therefore, V˙1 ≤ kckδ |x|
2 and, defining v1(t) := V1(t, q˜(t), ˙˜q(t), ϑ(t)), we obtain v˙1(t) ≤ (kckδ/α2)v1(t).
The statement follows integrating the latter, defining
c1 :=
√
α1
α2
, c2 :=
kckδ
2α2
and invoking the comparison principle. 
Next, we introduce a statement which follows along the lines of [12, Theorem 2] and is used in
the proof of uniform global boundedness –see Lemma 3.
Lemma 2 Consider the differential equation
ϑ˙ = −aϑ+ ν(t), ν : R[t◦,tmax) → R
n, t◦ ∈ R≥0, t
max ∈ [t◦,∞]
where ν is uniformly continuous and bounded. Let τ ∈ (t◦, t
max) and ǫ := 1/a; if ν is uniformly
continuous then
lim
ǫ→0
ϑ˙(t) = 0 (20)
uniformly for all t ∈ [τ, tmax).
Lemma 3 Under the conditions of Theorem 4, the closed-loop trajectories of the system (1), (13)
are uniformly globally bounded.
Proof. We analyze the solutions to (15), (16) with initial conditions t◦ ≥ 0 and x(t◦) = x◦ ∈ Br
where r > 0 is arbitrarily fixed.
We apply Lemma 2 to Equation (16) with ν(t) = b ˙˜q(t). To that end, we first observe that (17)
implies that for any r > 0 and tmax > t◦ there exists M such that max{|x(t)| , |x˙(t)|} ≤ M(t
max, r)
for all4 t ∈ [t◦, t
max) and all x◦ ∈ Br. Therefore, ν is bounded and uniformly continuous on [t◦, t
max).
Now, the expression (20) implies that for any ∆ > 0 there exists a∗ such that
a ≥ a∗(∆)⇒
∣∣∣ϑ˙(t)∣∣∣ ≤ ∆, ∀ t ∈ [τ, tmax). (21)
We emphasize that a∗ only depends on ∆ and the latter is independent of M (hence, independent
of r) since the rate of convergence of ϑ˙ in (20) is independent of the bound on ν(t) and is uniform
in t –see [12]. Also, in view of (20) it follows that ∆ 7→ a∗ is strictly decreasing and a∗ → ∞ as
4The inequality for |x˙(t)| follows from forward completeness and Assumption 1.
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∆→ 0+ therefore, let ∆∗ be large enough so that ∆ = ∆∗ > 0 generate, via (21), a∗ > 0 such that5
∆∗/a∗ ≥ 1. From (16) we see that for any t ∈ [τ, tmax) and a ≥ a∗,
b
∣∣ ˙˜q(t)∣∣ ≤ ∆∗ + a |ϑ(t)| . (22)
Recalling that v1(t) = V1(t, q˜(t), ˙˜q(t), ϑ(t)) we obtain, from (19),
v˙1(t) ≤ −
a
b
(
kd −
akckδ
b
)
|ϑ(t)|2 + kckδ
∆∗2
b2
(23)
for all t ∈ [τ, tmax) and a ≥ a∗. In view of (12) the factor of |ϑ(t)|2 is negative.
Next, we proceed by reductio ad absurdum. Assume that |x(t)| → ∞ as t→∞ then, either |ϑ(t)|
grows unboundedly as t → ∞ or it is bounded for all t. In the first case, since (23) holds for any
tmax by continuity of solutions and since ∆∗ is independent of tmax, we can (if necessary) extend the
interval so that for sufficiently large t ∈ [τ, tmax) we have |ϑ(t)|2 ≥ (∆∗/a∗)2 ≥ 1 consequently, from
(23),
v˙1(t) ≤ −
[
a
b
(
kd −
akckδ
b
)
1
a∗2
−
kckδ
b2
]
∆∗2 (24)
and the factor of ∆∗2 is positive if (12) holds and
akd
2ba∗2
>
kckδ
b2
which, since a ≥ a∗, also holds due to (12). Therefore, v˙1(t) ≤ 0 which implies that v1(t) is bounded.
Since V1 is radially unbounded we also obtain that |x(t)| is uniformly bounded. Next, assume that
|ϑ(t)| is uniformly bounded for any t ≥ t◦ ≥ 0 then, and either
∣∣ ˙˜q(t)∣∣ or |q˜(t)| (or both) grow
unboundedly. If
∣∣ ˙˜q(t)∣∣ grows unboundedly it follows, in view of (22), that |ϑ(t)| → ∞ and the
previous reasoning applies again. Finally, consider the case that |x(t)| → ∞ due to the unbounded
growth of |q˜(t)| and consider the function V2 : R≥0 × R
3n → R≥0,
V2(t, q˜, ˙˜q, ϑ) = (ε1q˜ − ε2ϑ)
⊤D(q˜ + qd(t)) ˙˜q, ε1, ε2 < 1 (25)
which in view of (15) and (16), satisfies
V˙2 =(ε1q˜ − ε2ϑ)
⊤
(
−kdϑ− kpq˜ − [C(q, q˙) + C(q, q˙d)] ˙˜q
)
+ ε1 ˙˜q
⊤D(q) ˙˜q − ε2(−aϑ + b ˙˜q)
⊤D(q) ˙˜q
+ (ε1q˜ − ε2ϑ)
⊤
˙︷ ︷
D(q) ˙˜q. (26)
Let R be an arbitrary positive number and define
Ω :=
{
x ∈ R3n : q˜ ∈ Rn, max
{ ∣∣ ˙˜q∣∣ , |ϑ|} ≤ R}.
Then, ∣∣∣ε1q˜⊤C(q, q˙)⊤ ˙˜q∣∣∣ ≤ ε1kc |q˜| ∣∣ ˙˜q∣∣ [R+ kδ] (27a)∣∣∣ε2ϑ⊤C(q, q˙)⊤ ˙˜q∣∣∣ ≤ ε2kc |ϑ| ∣∣ ˙˜q∣∣ [R+ kδ] (27b)
5This is always possible since otherwise, we can redefine ∆∗new > a
∗ > ∆∗ and (21) continues to hold for ∆ = ∆∗new
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–see (9), which implies that for all x ∈ Ω, all the terms of undefined sign on the right-hand side of
(26) may be upper bounded by a first-order polynomial of |q˜|. Therefore, using Assumption 1 and
(27), we see that there exist positive numbers c1, c2 such that, defining v2(t) := V2(t, q˜(t), ˙˜q(t), ϑ(t)),
v˙2(t) ≤ −ε1kp |q˜(t)|
2 + c1 |q˜(t)|+ c2 (28)
for all t ≥ t◦ and x(t) ∈ Ω that is, v˙2(t) becomes negative as |q˜(t)| → ∞.
Next, define V : R≥0 × R
3n → R,
V (t, x) := V1(t, q˜, ˙˜q, ϑ) + V2(t, q˜, ˙˜q, ϑ) (29)
which is positive definite for sufficiently large control gains, independently of the initial conditions.
To see this, note that defining,
M1 :=
[
kpI 2ε1D
2ε1D
⊤ D
]
M2 :=

 kdb I −2ε2D
−2ε2D
⊤ D

 ,
we have
V (t, x) ≥
1
4
[
q˜
˙˜q
]⊤
M1
[
q˜
˙˜q
]
+
1
4
[
ϑ
˙˜q
]⊤
M2
[
ϑ
˙˜q
]
and both M1 and M2 are positive semidefinite respectively if
kp
4dM
≥ ε21,
kd
4bdM
≥ ε22 . (30)
For any given positive gains kp, kd and b and the constant dM one can always find ε1, ε2 > 0 such
that the inequalities in (30) hold. From Assumption 1.1 it is also clear that V is proper since D is
bounded and V is decrescent, since
V (t, x) ≤
[
q˜
˙˜q
]⊤
M1
[
q˜
˙˜q
]
+
[
ϑ
˙˜q
]⊤
M2
[
ϑ
˙˜q
]
(31)
and the induced norms of M1 and M2 are uniformly bounded from above.
Using (23) and (28) we see that v(t) := V (t, x(t)) satisfies
v˙(t) ≤ −ε1kp |q˜(t)|
2 + c′1 |q˜(t)|+ c
′
2 + c
′
3 |ϑ(t)|
2
for all x(t) ∈ Ω, t ∈ [τ, tmax) and appropriate (innocuous) values of c′1, c
′
2 and c
′
3. We conclude
that if either |q˜(t)|,
∣∣ ˙˜q(t)∣∣ or |ϑ(t)| grows unboundedly, there exists t ∈ [τ, tmax) (if necessary, replace
tmax with tmaxnew > t
max) such that v˙(t) ≤ 0. By continuity of the solutions and uniform forward
completeness we may extend [τ, tmax) to [τ,∞) and conclude that v(t) is uniformly bounded on
[τ,∞). Since V is proper |x(t)| is also uniformly bounded on [τ,∞). Using again uniform forward
completeness –see Lemma 1, we obtain uniform global boundedness on [t◦,∞). 
11
Lemma 4 The origin of the system (1) under the conditions of Theorem 4 is uniformly (asymptoti-
cally) stable. Furthermore, assume that for each r > 0 there exists R(r) such that if x(t◦) ∈ Br then
x(t) ∈ BR for all t ≥ t◦. Under these conditions, the origin is uniformly globally attractive.
Proof. Let the control gains be fixed according to (12) and for any r > 0 let the property of
uniform global boundedness generate R = γ(r) + c —see Definition 1, such that x(t) ∈ BR for all
t ≥ t◦. Consider a function V : R≥0 × BR → R defined as in (29). Under Assumption 1 its total
time-derivative along the trajectories of (15), (16) satisfies, for all (t, x) ∈ R≥0 ×BR,
V˙ ≤ −
ε1kp |q˜|
2
2
−
ε2bdm
∣∣ ˙˜q∣∣2
2
+ ε1dM
∣∣ ˙˜q∣∣2
−
1
2
[
|q˜|∣∣ ˙˜q∣∣
]⊤ [
ε1kp/2 −ε1kc (R+ kδ)
∗ ε2bdm/2
][
|q˜|∣∣ ˙˜q∣∣
]
−
1
2
[
|q˜|
|ϑ|
]⊤ [
ε1kp/2 −(ε1kd + ε2kp)
∗ kda/2b
][
|q˜|
|ϑ|
]
−
1
2
[∣∣ ˙˜q∣∣
|ϑ|
]⊤ε2bdm2 −ε2 (kc(R+ kckδ) + adM )
∗ kda/2b

[∣∣ ˙˜q∣∣
|ϑ|
]
−
(
kda
2b
− ε2kd
)
|ϑ|2 + kckδ
∣∣ ˙˜q∣∣2 (32)
where “*” stands for the opposite element in the matrix with respect to the main diagonal. The
second and third terms on the right-hand side of the previous inequality may be grouped together
then, note that the factor
[
(ε2bdm/2) − ε1dM
]
of ˙˜q is positive for sufficiently small values of ε1/ε2.
Also, the first matrix above is positive definite if
ε2
4ε1
bdm ≥
k2c (R + kδ)
2
kp
+ dM
which holds for control gains independent of the initial conditions and of R, if
ε2
ε1
= O
(
R2
)
(33)
which also imposes ε1/ε2 to be “small”. The second matrix is positive if
ε1kpkda
4b
≥ (ε1kd + ε2kp)
2
which holds for sufficiently small values of ε1 and ε2. Finally, the third matrix is positive definite if
kdadm
4
≥ ε2
[
(R + kckδ)kc + kδkc + adM
]2
which is satisfied for sufficiently small values of
ε2 = O
(
1
R2
)
(34)
which in turn, in view of (33), imposes that
ε1 = O
(
1
R4
)
. (35)
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Furthermore, the factor of ϑ2 is negative if ε2 < a/2b. Note that none of these definitions violate
(30) nor they restrict the gains relatively to the value of R. Thus, for all (t, x) ∈ R≥0 × BR and for
any R ≥ 0 there exist λ ∈ (0, 1) and c > 0 such that
V˙ (t, x) ≤ −c |x|2 −
λkda
2b
|ϑ|2 + kckδ
∣∣ ˙˜q∣∣2 ∀ (t, x) ∈ R≥0 ×BR (36)
with control gains independent of R. At this point it is clear that uniform (asymptotic) stability of
the origin follows from fixing R to be “small”.
To continue further with the proof of uniform global attractivity, we invoke Lemma 2 and uniform
global boundedness to see that (22) holds for all t ≥ t◦ therefore, from (36), we have
v˙(t) ≤ −c |x(t)|2 −
[
λkda
2b
−
kckδa
2
b2
]
|ϑ(t)|2 +
kckδ∆
∗2
b2
∀ (t, x◦) ∈ R≥0 ×Br. (37)
where v(t) = V (t, x(t)). The factor of |ϑ(t)|2 is non-positive due to (12), therefore
v˙(t) ≤ −c |x(t)|2 + υ˜ ∀ (t, x◦) ∈ R≥0 ×Br (38)
where υ˜ := kckδ∆
∗2/b2.
Next, reconsider (31) and let mM be an upper-bound on the induced norms of M1 and M2 then,
v(t◦) ≤ 2mM |x◦|
2. Integrating on both sides of (38) from t◦ to t we see that (7) holds for any
t ≥ t◦ with γ(s) = c|s|
2 and βrυ˜ = 2mMr
2. The proof is completed by observing that the previous
computations hold for arbitrary r and ∆∗, hence any υ˜(∆∗) > 0, and invoking Theorem 3. 
It is worth to underline the following statement which follows straightforward from the previous
proof. It improves the main result in [18] in the sense that the conditions on the control gains are
significantly relaxed but it also covers all other semiglobal results.
Corollary 1 The origin of the closed-loop system (1) with (13) under condition (12) is semiglobally
exponentially stable.
Proof. Referring to (36) we see that for any R there exists c′ = c−R2 > 0, which depends on the
control gains, such that V˙ ≤ −c′ |x|2. 
From all the above we also conclude the following.
Corollary 2 The origin of the closed-loop system (1) with (13) under condition (12) is uniformly
globally asymptotically stable and exponentially stable on any compact.
Therefore, the origin is uniformly locally exponentially stable, which in turn implies that the state
trajectories are uniformly square-integrable.
4 Systems with relative degree m+ 2
In this section, we consider the output-feedback problem stated in Definition 5 for systems such that
the control input enters through a chain of m integrators that is,
D(q)q¨ + C(q, q˙)q˙ + g(q) = ξ1 (39a)
ξ˙1 = ξ2
...
ξ˙m = u (39b)
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where u, ξi ∈ R
n for all i ≤ m.
The model (39) covers several interesting cases which may be related to other challenging open
problems of nonlinear control such as the control of Lagrangian (mechanical) systems, taking into
account the actuator dynamics that is,
D(q)q¨ +C(q, q˙)q˙ + g(q) = ξ1 (40a)
x˙ = f(t, x) + τ, ξ1 = h(t, x) (40b)
where x here denotes the actuator’s state and τ the control input. Provided that the actuator dynam-
ics (40b) is input-output (globally) feedback-linearizable with respect to the output ξ1, the model
(40) may be transformed into (39). Although this task is very difficult in general, there exists a
considerable bulk of literature on the subject, particularly for electrical machines –see [23]. A “sim-
ple” example concerns the flexible-joint robot manipulator model, simultaneously and independently
introduced in [9, 35],
D(q1)q¨1 + C(q1, q˙1)q˙1 + g(q1) = K(q2 − q1) (41a)
Jq¨2 +K(q2 − q1) = τ (41b)
where q1 and q2 denote, respectively, the link and actuator generalized coordinates, g represents
potential forces, K is the joint-stiffness matrix (positive diagonal), J is the rotor inertia matrix and
τ is the (physical) control input. It is easy to see that this system may be ‘transformed’ in a system
of the form (39) with m = 2. Let ξ1 = Kq2 and ξ2 = Kq˙2 then ξ˙1 = ξ2 and
ξ˙2 = KJ
−1
[
τ − ξ1 +Kq1
]
so it suffices to define τ = ξ1 −Kq1 + JK
−1u and g(q1) = g(q1) +Kq1. Furthermore, it is clear that
the same computation goes through if (41b) contains nonlinear terms, provided that they may be
canceled via output feedback.
Back to (39), a natural candidate to solve the output-feedback control problem is backstepping
control. Following such rationale, let us assume that ξ1 is a virtual control input to (39a) and suppose
that a given output-feedback control law ξ∗1 globally asymptotically stabilizes the origin (q˜,
˙˜q) = (0, 0).
After Theorem 4, the controller (13) achieves this task however, there are two fundamental technical
obstacles to carry on a recursive control design for (39). Firstly, backstepping control design relies on
a control Lyapunov function for (39a) with ξ1 = ξ
∗
1 however, the proof of Theorem 4 does not provide
one and as far as we know this remains an open problem –see Section 5. Secondly, the successive
derivatives of the virtual control inputs starting with ξ˙1, depend on the unmeasurable velocities and
successive derivatives of the latter.
Thus, although one cannot expect to apply classical backstepping control as such we follow a
similar reasoning, relying on the use of cascaded approximate differentiators
ϑ0 =
b0s
s+ a0
q˜, (42)
ϑi =
bis
s+ ai
ξ∗i , i ∈ [1,m] (43)
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and, in lack of Lyapunov’s direct method, we carry out an inductive trajectory-based analysis along
the proof-lines of Theorem 4.
To that end, we introduce one more hypothesis for the underactuated system (39).
Assumption 2 (1) The reference trajectories t 7→ qd are solutions to the set of differential equations
D(qd)q¨d + C(qd, q˙d)q˙d + g(qd) = 0; (44)
(2) the Coriolis and centrifugal forces matrix function C is globally Lipschitz and bounded in the first
argument hence, there exists λ > 0 such that, for each y ∈ Rn
|C(w, y)− C(z, y)| ≤ λsat(|w − z|) |y|
where sat denotes a generic saturation function, for instance, sat(w) = δ1sgn(w)min{δ2, |w|} with
δ1, δ2 > 0;
(3) the function representing the potential-energy force satisfies
∃ kv > 0 :
∣∣∣∣∂g∂q
∣∣∣∣ ≤ kv ∀ q ∈ Rn. (45)
In view of Assumption 1, item (1) of Assumption 2 implies that qd is (at least) twice continuously
differentiable and the first two derivatives are bounded, hence they satisfy (9). The second item
slightly reinforces (only) item 2 of Assumption 1; it holds if C is continuously differentiable with a
bounded derivative in w. The last two items hold for instance, for robot manipulators with only
prismatic or only revolute joints, since w 7→ C and q 7→ g are defined via constants and trigonometric
or linear-growth functions.
Example 1 For the particular case of flexible-joint robots, where a preliminary control design stage
is needed, Assumption 2 holds provided that
D(q1d)q¨1d + C(q1d, q˙1d)q˙1d + g(q1d) +Kq1d = 0 (46)
hence, defining g(q1) = g(q1d) +Kq1d, inequality (45) holds if
∣∣∣∂g∂q ∣∣∣ ≤ kv and K is bounded6.
For clarity of exposition we first deal with the case of one added integrator then, in Section 4.2,
we solve the problem for the general case.
4.1 Case of one added integrator
We have m = 1 hence the actual control input appears in the first integrator i.e.,
ξ˙1 = u. (47)
Let us introduce the control gains kpi , kdi as positive reals for all i ∈ [0,m]; let the gains with i = 0
correspond to those in Section 3. Let ξ∗1 be defined as on the right-hand side of (13c) with kp = kp0 ,
kd = kd0 and ϑ = ϑ0 –cf. (42) that is,
ξ∗1 = −kp0 q˜ − kd0ϑ0 +D(q)q¨d +C(q, q˙d)q˙d + g(q). (48)
6Interestingly, the latter holds for free since otherwise, as |K| → ∞ we recover the model (1) –see [33].
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It is obvious that the control law
u = −kp1ξ˜ + ξ˙
∗
1 (49)
makes the origin of the closed-loop system, ˙˜ξ1 = −kp1ξ˜1, globally exponentially stable; on the other
hand, since ξ1 = ξ˜1 + ξ
∗
1 we have from (39a) and (42),
D(q)¨˜q + [C(q, q˙) + C(q, q˙d)] ˙˜q + kp0 q˜ + kd0ϑ0 = ξ˜1 (50a)
ϑ˙0 = −a0ϑ0 + b0 ˙˜q. (50b)
In view of Theorem 4 the origin of the system (50) with zero input ξ˜1 = 0 is uniformly globally
asymptotically stable therefore, a simple cascades argument establishes uniform global asymptotic
stability for (39) in closed loop with (48) and (49). Nevertheless, the implementation of (49) requires
ξ˙
∗
1 which depends on the unmeasured velocities; indeed
7,
ξ˙
∗
1(t, q, q˙, ϑ0) =
[
C(q, q˙d) + C(q, q˙) + C(q, q˙)
⊤
]
q¨d +D(q)q
(3)
d
+Mq˙d +
∂g
∂q
⊤
q˙ − kp0 ˙˜q − kd0 [−a0ϑ0 + b0
˙˜q] (51)
where
M =


q˙⊤
∂cd1
∂q
+ q¨⊤d
∂cd1
∂q˙d
...
q˙⊤
∂cdn
∂q
+ q¨⊤d
∂cdn
∂q˙d


and cdi denotes the i-th row of C(q, q˙d).
As mentioned earlier, the dependence of ξ˙
∗
1 on unmeasured state variables imposes several modifi-
cations to the controller previously introduced as well as an alternative to the cascades-based analysis.
Firstly, we use approximate differentiation on ξ∗1 and we redefine the controller as
u = −kp1ξ˜1 + kd1ϑ1 (52a)
ϑ1 = qc1 + b1ξ
∗
1 + ζ1 (52b)
q˙c1 = −a1(qc1 + b1ξ
∗
1 + ζ1) (52c)
ζ˙1 = −kd1ξ˜1. (52d)
Note that Equations (52b), (52c) with ζ1 = 0 correspond to the state-representation of the approxi-
mate differentiation filter (43) with i = 1. The introduction of the “extra” integrator ζ1 is motivated
by Lyapunov redesign, as it will become clearer below. Indeed, differentiating ϑ1 in (52b), using
(52c), (52d) and replacing (52a) in (47), we obtain
˙˜ξ1 = −kp1ξ˜1 + kd1ϑ1 − ξ˙
∗
1 (53a)
ϑ˙1 = −a1ϑ1 − kd1ξ˜1 + b1ξ˙
∗
1. (53b)
The resulting closed-loop system (50), (53) no longer forms a cascaded-interconnected system
however, several interesting properties deserve to be underlined. Firstly, it is easy to see that in
7To avoid a cumbersome notation we drop the argument (t) of qd and its derivatives and write ˙˜q in place of q˙− q˙d(t).
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view of the ‘matching’ terms −kd1ξ˜1 and kd1ϑ1 the origin of (53) with zero “input”, ξ˙
∗
1 = 0, is
globally exponentially stable for any positive values of kp1 and a1. Secondly, in view of Assumption
2, ξ∗1(t, qd, q˙d, 0) = 0 hence ξ˙
∗
1(t, qd, q˙d, 0) =
dξ∗
1
dt
(t, qd, q˙d, 0) = 0. In addition, invoking Assumption 1
we see that ξ˙1 is globally Lipschitz in all state variables, uniformly in t and is bounded in the first
two arguments therefore, there exist η1, η2 and η3 such that∣∣ξ˙∗1(t, q, q˙, ϑ0)∣∣ ≤ η1sat(|q˜|) + η2 ∣∣ ˙˜q∣∣+ η3 |ϑ0| . (54)
Furthermore, a direct computation shows that the total derivative of
W1 =
1
2
[∣∣ξ˜1∣∣2 + |ϑ1|2 ]
along the trajectories of (53) yields
W˙1 = −kp1
∣∣ξ˜1∣∣2 − a1 |ϑ1|2 + ξ˙∗1(t, q, q˙, ϑ0)⊤[b1ϑ1 − ξ˜1] (55)
so we conclude that the origin of the system (53) is exponentially stable if (q˜, ˙˜q, ϑ0) = (0, 0, 0) and
otherwise input-to-state stable (with linear gain) from the input (q˜, ˙˜q, ϑ0). In turn, the other two
(n-dimensional) differential equations corresponding to the error dynamics (50), form a locally input-
to-state stable system from the input ξ˜1. Actually, following the proof guidelines of Lemma 4, it may
be showed that input-to-state-stability holds semiglobally.
Even though the previous (fairly intuitive) reasoning in terms of small-gain arguments cannot be
formally extended to the global case without a strict Lyapunov function for (50), we claim that the
origin of (53), (50) is uniformly globally asymptotically stable. The proof of the following statement
follows the trajectory-based rationale of the proof of Theorem 4.
Theorem 5 Consider the system (50), (51), (53), which corresponds to the closed-loop of (39), (48)
and (52). Let Assumptions 1, 2 hold and let the control gains satisfy
kd0
[
a0
4b0
− 1
]
>
3
2
+
(kckδ + 3/2)a
2
0
b20
(56a)
kp1 >
1
2
(
η22 + η
2
3
)
+ 2 (56b)
a1 >
1
2
(
η22 + η
2
3b
2
1 + 1
)
. (56c)
Then, the origin is uniformly globally asymptotically stable.
Proof. The state of the closed-loop system (50), (53) is
x = [q˜⊤ ˙˜q⊤ ϑ⊤0 ξ˜
⊤
1 ϑ
⊤
1 ]
⊤ (57)
and in view of Assumption 2.1, the origin is an equilibrium.
Uniform forward completeness. Consider the function V1 as defined in (18), for the system (50)
that is,
V1(t, q˜, ˙˜q, ϑ0) =
1
2
(
˙˜q⊤D(q˜ + qd(t)) ˙˜q + kp0 |q˜|
2 +
kd0
b0
|ϑ0|
2
)
. (58)
The total derivative of V1 := V1 +W1 along the trajectories of (53), (50) yields
V˙1 =−
a0kd0
b0
|ϑ0|
2 + kckδ
∣∣ ˙˜q∣∣2 + ˙˜q⊤ξ˜1
− kp1
∣∣ξ˜1∣∣2 − a1 |ϑ1|2 + ξ˙∗⊤1 [b1ϑ1 − ξ˜1] (59)
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where ξ˙
∗
1 is given in (51). Using (54) and the triangle inequality, we obtain
V˙1 ≤ −
[
a0kd0
b0
− 1
]
|ϑ0|
2 +
[
kckδ +
3
2
] ∣∣ ˙˜q∣∣2
−
[
a1 −
b21
2
(
η22 + η
2
3
)]
|ϑ1|
2 −
[
kp1 −
1
2
(
1 + η22 + η
2
3
)] ∣∣ξ˜1∣∣2 + η1[b1 |ϑ1|+ ∣∣ξ˜1∣∣]. (60)
Proceeding as in the proof of Lemma 1 –cf. (19), we obtain V˙1 ≤ cV1 for an appropriate choice
of c > 0 therefore, the closed-loop system is uniformly forward complete that is, the closed-loop
trajectories satisfy (17) with an appropriate redefinition of c1 and c2.
Uniform global boundedness. As in the proof of Lemma 3, we proceed by contradiction; let
|x(t)| → ∞ as t→∞. Firstly, if ξ˜1 and ϑ1 are uniformly bounded then, in view of (60), there exists
c > 0 such that
V˙1 ≤ −
[
a0kd0
b0
− 1
]
|ϑ0|
2 +
[
kckδ +
3
2
] ∣∣ ˙˜q∣∣2 + c (61)
–cf. (19). If on the contrary,
∣∣ξ˜1(t) ϑ1(t)∣∣→∞ as t→∞ then8, for sufficiently large t the last three
terms on the right-hand side of (60) become non-positive and (61) holds with c = 0. Arguing as in
the first part of the proof of Lemma 3 we conclude that the same arguments as for v1(t) in (23), hold
for V1 along closed-loop trajectories. That is, let Lemma 2 generate, for any ∆
∗, a number a∗(∆∗)
such that (22) holds with b = b0 and a = a0 ≥ a
∗
0. Then, similarly to (23) we have
V˙1(t, x(t)) ≤ −
a0
b0
[
kd0 −
b0
a0
−
a0
b0
(
kckδ +
3
2
)]
|ϑ0(t)|
2 +
[
kckδ +
3
2
]∆∗2
b20
+ c (62)
for all t ∈ [τ, tmax) and a0 ≥ a
∗
0 with t
max defined as in the proof of Lemma 3. Proceeding further
as in the proof of the latter, we argue that if |ϑ0(t)| → ∞ then a bound like (24), modulo obvious
modifications (in the notation) to the factor of ∆∗, holds for V1(t, x(t)); therefore, the solutions are
uniformly globally bounded. If, on the contrary, ϑ0 is uniformly bounded so is ˙˜q since the latter is
the input to the strictly proper and stable filter (50b) with output ϑ0 and finite DC gain –see (22).
Now assume that |q˜(t)| → ∞ and consider the function V2 defined in (25) by replacing ϑ with ϑ0; its
time derivative yields V˙2 = Y2 + ξ˜
⊤
1 (ε1q˜ − ε2ϑ0) where Y2 corresponds to the right-hand-side of (26),
modulo a few obvious modifications in the notation. Since all signals are uniformly globally bounded,
except eventually t 7→ q˜, it follows that (28) holds for the trajectories generated by (50), (53) with an
appropriate (innocuous) redefinition of c1 and c2 and with kp = kp0 . The rest of the proof of Lemma
3 that is, the arguments below (28), continue to hold mutatis mutandis and we conclude that the
solutions of (53), (50) are uniformly globally bounded.
Uniform global attractivity. We proceed as in the proof of Lemma 4. In view of uniform global
boundedness for each r > 0 there exists R(r) such that if x(t◦) ∈ Br then x(t) ∈ BR for all t ≥ t◦
where x is defined in (57).
Consider the function V : R≥0 ×BR → R defined by
V(t, x) = V1(t, q˜, ˙˜q, ϑ0) + V2(t, q˜, ˙˜q, ϑ0) +W1(ξ˜1, ϑ1)
8In view of uniform forward completeness, the solutions may either be uniformly bounded or grow unboundedly,
also uniformly.
18
where V1 and V2 are defined as in (58) and (25) respectively. With some obvious modifications,
V˙1+ V˙2− ξ˜
⊤
1
[
˙˜q+ ε1q˜− ε2ϑ0
]
satisfies (32) hence, in view of Assumptions 1 and 2, the condition9 (12),
and after the proof of Lemma 4, we obtain
V˙1+ V˙2 ≤ −
1
2
[
ε1kp0 |q˜|
2 + ε2b0dm
∣∣ ˙˜q∣∣2]− [kd0a0
4b0
− ε2kd0
]
|ϑ0|
2+ kckδ
∣∣ ˙˜q∣∣2+ ξ˜⊤1 [ ˙˜q+ ε1q˜− ε2ϑ0] (63)
–cf. (32). Applying the triangle inequality to (63) we obtain
V˙1 + V˙2 ≤ −
1
2
[
ε1
(
kp0 − 1
)
|q˜|2 + ε2b0dm
∣∣ ˙˜q∣∣2]− [kd0a0
4b0
− ε2
(
kd0 +
1
2
)]
|ϑ0|
2
+
(
kckδ +
1
2
) ∣∣ ˙˜q∣∣2 + 1
2
(
1 + ε1 + ε2
)∣∣ξ˜1∣∣2.
(64)
On the other hand, W˙1 satisfies (55) and in view of (54) the last term on the right-hand side of (55)
is bounded from above by[
η1sat(|q˜|) + η2
∣∣ ˙˜q∣∣+ η3 |ϑ0| ][b1 |ϑ1|+ ∣∣ξ˜1∣∣]
≤
1
2
[
η21(b
2
1 + 1)sat(|q˜|)
2 +
[
1 + η22b
2
1 + η
2
3b
2
1
]
|ϑ1|
2 +
[
1 + η22 + η
2
3
] ∣∣ξ˜1∣∣2 + 2 ∣∣ ˙˜q∣∣2 + 2 |ϑ0|2] .
Next, define
α1 =
kd0a0
4b0
− ε2
(
kd +
1
2
)
− 1
α2 = kp1 −
1
2
(
η22 + η
2
3 + 2 + ε1 + ε2
)
α3 = a1 −
1
2
(
η22 + η
2
3b
2
1 + 1
)
α4 = kckδ +
3
2
and, for each µ > 0, α5(µ) = η
2
1(b
2
1 + 1)sat(µ)
2/2 then
V(t, x) ≤ −
1
2
[
ε1kp0 |q˜|
2 + ε2b0dm
∣∣ ˙˜q∣∣2]− α1 |ϑ0|2 − α2∣∣ξ˜1∣∣2 − α3 |ϑ1|2 + α4 ∣∣ ˙˜q∣∣2 + α5(|q˜|).
Next, let Lemma 2 generate ∆∗, a∗ as in the proof of Lemma 3 such that for all a0 ≥ a
∗ and all t ≥ t◦,
(22) holds with b = b0 and a = a0. Then, let uniform global boundedness generate the existence of
µ such that |q˜| ≤ µ. For all t ≥ t◦ ≥ 0, we define
c = min
{
ε1kp0 , ε2b0dm, α2, α3
}
, z⊤ =
[
q˜⊤ ˙˜q⊤ ξ˜
⊤
1 ϑ
⊤
1
]
.
We have, for all t ≥ t◦ ≥ 0, all r > 0 and all x◦ ∈ Br,
V(t, x(t)) ≤ −c
∣∣z(t)∣∣2 − [α1 − α4a20
b2
0
]
|ϑ0(t)|
2 +
[
α5(µ) +
α4∆
∗2
b2
0
]
.
Hence, in view of (56a), the trajectories satisfy a bound like (38) that is,
V˙(t, x(t)) ≤ −c′ |x(t)|2 + υ˜ ∀ (t, x◦) ∈ R≥0 ×Br (65)
where c′ > 0 and υ˜(µ,∆∗) = α5(µ) +
α4∆
∗2
b2
0
is uniformly bounded in µ. As in the proof of Lemma 4
we see that from uniform global boundedness of solutions there exists βrυ˜ > 0 such that∫ t
t◦
[
c′ |x(s)|2 − υ˜
]
ds ≤ βrυ˜ <∞
for all (t, x◦) ∈ R≥0×Br and for any υ˜(µ,∆
∗) that is, for any pair (µ,∆∗). The result follows invoking
Theorem 3. 
9Note that (56a) implies (12) hence we may proceed as in the proof of Lemma 4.
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4.2 Case of m > 1 added integrators
Now that we have established uniform global asymptotic stability of the origin of the closed-loop
system (50), (53) we generalize the controller (52) to the case m > 1. As previously explained,
we follow a backstepping-like design with approximate differentiators and we use inductive analysis.
Accordingly, let the reference to the second integrator, ξ∗2, correspond to the right-hand side of (52a)
and let the subsequent references ξ∗i>2 be defined in a similar manner that is,
ξ∗i+1 = −kpi ξ˜i + kdiϑi ∀ i ∈ [1,m− 1] (66a)
ϑi = qci + biξ
∗
i + ζi
q˙ci = −ai(qci + biξ
∗
i + ζi)
ζ˙i = −
(
kdi − σi
)
ξ˜i

 ∀ i ∈ [1,m] (66b)
u = −kpm ξ˜m + kdmϑm (66c)
where σi is a control redesign constant gain defined as
σ1 = 0, σi = bikpi−1 ∀ i ∈ [2,m].
Therefore, using ξ˙i = ξ˜i+1 + ξ
∗
i+1 ± ξ˙
∗
i , we obtain
˙˜ξi = −kpi ξ˜i + kdiϑi − ξ˙
∗
i + ξ˜i+1 ∀ i ∈ [1,m− 1] (67a)
˙˜ξm = −kpm ξ˜m + kdmϑm − ξ˙
∗
m (67b)
ϑ˙i = −aiϑi − (kdi − σi)ξ˜i + biξ˙
∗
i ∀ i ∈ [1,m] (67c)
As for the case of one integrator, it is convenient to underline a few relevant features of the error
equations (67). Firstly, and merely for the purpose of discussion, let ξ˙
∗
i = 0 in (67) for all i ≤ m.
Then, for each i < m, the dynamics (67) is driven by the state of the [i+1]th system in a cascade
configuration. Implicitly labeled Σi, these blocks are illustrated in Figure 1 (see the shadowed block
on the left, Σm) which depicts the error dynamical system. Each of these blocks Σi is composed by
two low-pass filters which are feedback-interconnected; the two filters are finite-gain strictly passive
systems therefore, input-output stable and exponentially stable if the “exogenous” input ξ˙
∗
i = 0. The
last block (on the right) in the chain corresponds to the system defined by Eqs. (50) that is, the
Lagrangian system with the P+ control law −kp0 q˜ +D(q)q¨d + C(q, q˙d)q˙d + g(q) –cf. (13c) as input,
feedback-interconnected with the approximate differentiator (42). Notice that this block consists in
two passive systems feedback-interconnected and, in view of Theorem 4, it is input-to-state stable
with respect to the input ξ˜1. Thus, neglecting the additional inputs ξ˙
∗
i (that is, making abstraction
of the interconnections represented by dashed lines in Fig. 1) the overall closed-loop system may be
considered as the cascade interconnection of (asymptotically) stable systems.
Now we take into account ξ˙
∗
i as additional input to each block Σi, implicitly illustrated in Figure
1 and defined by Eqs. (67). As for the case when m = 1, ξ˙
∗
i depends on the Lagrangian coordinates,
thereby closing a feedback loop for each block Σi and disrupting the cascaded structure. This is
illustrated via dashed lines in Figure 1; as it may be appreciated in the latter, the overall closed-loop
system consists in a series of nested feedback loops in which the inner-most loop is defined by the Eqs.
(50) and the outer-most loop closes via ξ˙
∗
m. In the case that m = 1 we recover the system analyzed
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Figure 1: Schematic block-diagram of the error dynamics, not the control implementation. The nested
interconnections represented by dashed lines are illustrated for analysis purpose.
in Section 4.1 for which we have established uniform global asymptotic stability. Analogously to this
case, if m > 1 we are guided by a nested small-gain-based reasoning to establish the same property
for systems of higher relative degree. However, since we do not dispose of Lyapunov functions for
each block, our formal analysis is trajectory-based.
To that end, we start by collecting the scalar gains ai, bi, kdi in diagonal matrices A, B and Kd
respectively, to define
Kp =


kp1 −1 0 · · · 0
0
. . .
. . .
...
... −1
0 · · · · · · 0 kpm

 , ξ˜ =


ξ˜1
...
ξ˜m

 and ϑ =


ϑ1
...
ϑm

 .
Then, the overall closed-loop system becomes{
D(q)¨˜q + [C(q, q˙) +C(q, q˙d)] ˙˜q + kp0 q˜ + kd0ϑ0 = ξ˜1
ϑ˙0 = −a0ϑ0 + b0 ˙˜q
(68)
{
˙˜
ξ = −Kpξ˜ +Kdϑ− ξ˙
∗
ϑ˙ = −Aϑ−Kdξ˜ +Bξ˙
∗ (69)
which has the same structure as (50), (53). Note that −Kp is Hurwitz for any positive values of
kpi ; moreover, Kp + K
⊤
p is positive definite if kpikpi+1 > 1 for all i ≤ m − 1. Furthermore, ξ˙
∗
is
a function of (t, q, q˙, ξ˜, ϑ) and, as we have seen for ξ˙
∗
1 in the previous section, it may be showed
that under Assumptions 1 and 2 it follows that ξ˙
∗
(t, q, q˙, ξ˜, ϑ) is globally Lipschitz in all variables,
uniformly in t, moreover ξ˙
∗
(t, qd, q˙d, 0, 0) ≡ 0. In other words, for the sake of analysis and following
the small-gain rationale previously discussed, we may consider ξ˙
∗
as an input to (69) which consists
in output injection terms that depend on ξ˜, ϑ and terms that depend on the “exogenous” inputs that
depend on q˜0, ˙˜q0, and ϑ, which are generated by (68).
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To see this more clearly, we develop ξ˙
∗
i+1 as a function of ξ˜ , ϑ and ξ˙
∗
1. Note that from (66a), (67)
we have, for all i ∈ [1,m− 1],
ξ˙
∗
i+1 =
[
k2pi − k
2
di
+ kdiσi
]
ξ˜i − kdi
[
kpi + ai
]
ϑi − kpi ξ˜i+1 +
[
kpi + kdibi
]
ξ˙
∗
i
hence, in view of the recursive definition of ξ˙i and the linearity in ξ˜i−1 and ϑi−1, a direct albeit long
computation –see the Appendix, shows that for all i ∈ [2,m],
ξ˙
∗
i = −kpi−1 ξ˜i +
i−1∑
k=1
ηik ξ˜k − µikϑk +
i−1∏
j=1
βj ξ˙
∗
1
where we have defined, for all i ∈ [2,m] and k ∈ [1, i − 1]
βj = kpj + bjkdj , j ∈ [1,m− 1] (70)
ηik =
i∏
j=k+1
β
sgn(i−j)
j
[
k2pk − k
2
dk
− kpkkpk−1sgn(k − 1)
]
, (71)
µik =
i∏
j=k+1
β
sgn(i−j)
j kdk
[
kpk + ak
]
.
Therefore,
ξ˙
∗
= Γ1ξ˜ + Γ2ϑ+ Γ3ξ˙
∗
1 (72)
with
Γ1 =


0 0 · · · 0
η21 −kp1
...
...
. . .
ηm1 ηm2 · · · −kpm−1

 Γ2 =


0 0 · · · 0
−µ21 0
...
...
. . .
−µm1 −µm2 · · · 0

 Γ3 =


1
β1
β1β2
...

 .
We see that Eqs. (69) take the form
˙˜ξ = −(Kp + Γ1)ξ˜ + (Kd − Γ2)ϑ − Γ3ξ˙
∗
1 (73a)
ϑ˙ = −(A−BΓ2)ϑ − (Kd −BΓ1)ξ˜ +BΓ3ξ˙
∗
1. (73b)
Provided that one choose A, Kp, Kd and B to render the origin of (73), with ξ˙
∗
1 = 0, globally
exponentially stable we obtain input-to-state stability of (73) with respect to the input ξ˙
∗
1. More-
over, we recall that ξ˙
∗
1(t, q, q˙, ϑ0) is globally Lipschitz in q, q˙ and ϑ0, uniformly in t and satisfies
ξ˙
∗
1(t, qd, q˙d, 0) ≡ 0 therefore, one might also establish input-to-state stability with respect to the input
(t, q˜, ˙˜q, ϑ0). On the other hand, the system (68) is (at least locally) input-to-state stable with respect
to the input ξ˜1. Thus, it is reasonable to conjecture that a small-gain argument applies to the closed-
loop system (68), (69) or equivalently to the interconnected system (68), (73), to conclude that the
origin is uniformly globally asymptotically stable. Unfortunately, as for the case of one integrator,
the proof of this conjecture relies on ISS Lyapunov functions, which we do not dispose of. Instead,
the proof of the following statement relies on an inductive trajectory-based analysis built upon the
proof of Theorem 4 along the proof-lines of Theorem 5.
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Theorem 6 Consider the system (39) and the output-feedback dynamic controller (48), (66) under
Assumptions 1, 2. Let
A =


−kp1 1 0 0 kd1 0 · · · · · · 0
−η21 −[kp2− kp1 ] µ21
. . .
... −η32
. . .
... µ32
1
...
. . . 0
−ηm1 −ηm2 · · · −[kpm− kpm−1 ] µm1 µm2 · · · µmm−1 kdm
−kd1 0 · · · 0 −a1 0 · · · 0
b2η21 −kd2 −b2µ21
. . .
...
... b3η32
. . .
... −b3µ32
0
...
. . . 0
bmηm1 bmηm2 · · · −kdm −bmµm1 −bmµm2 · · · −bmµmm−1 −am


⊗I
B =
[
−I − β1I − β1β2I · · · −
m−1∏
j=1
βjI b1I b2β1I b3β1β2I · · · bm
m−1∏
j=1
βjI
]⊤
.
Let the control gains be such that A is Hurwitz,
kd0
[
a0
4b0
−m
]
>
m+ 2
2
+
[kckδ + (m+ 2)/2]a
2
0
b20
(74)
and there exist positive definite matrices Q and P such that Q = −A⊤P − PA and
Q > (η22 + η
2
3)diag
{
|[PB]i|
2 } (75)
where [PB]i with i ∈ {1 . . . 2m} denotes the ith n×n block of PB. Then, the origin of the closed-loop
system is uniformly globally asymptotically stable.
Sketch of proof. The proof follows mutatis mutandis that of Theorem 5. Defining X := [ξ˜ ϑ]⊤ and
the closed-loop equations (73) become
X˙ = AX+Bξ˙
∗
1. (76)
Then, the total derivative of
W (X) =
1
2
X
⊤PX (77)
along the trajectories generated by (76) satisfies
W˙ ≤ −
1
2
X
⊤QX+ X⊤PB ξ˙
∗
1. (78)
On the other hand, using (54) we obtain
X
⊤PB ξ˙
∗
1 =
(
m∑
i=1
ξ˜
⊤
i [PB]i + ϑ
⊤
i [PB]m+i
)
ξ˙
∗
1
≤
1
2
(
m∑
i=1
∣∣ξ˜i∣∣2 |[PB]i|2 + |ϑi|2 |[PB]m+i|2
)
(η22 + η
2
3)
+ η1
(
m∑
i=1
∣∣ξ˜i∣∣ |[PB]i|+ |ϑi| |[PB]m+i|
)
+
(∣∣ ˙˜q∣∣2 + ∣∣ϑ20∣∣)m.
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hence the total derivative of
V(t,X) =
1
2
(
˙˜q⊤D(q˜ + qd(t)) ˙˜q + kp0 |q˜|
2 +
kd0
b0
|ϑ0|
2
)
+W (X)
yields
V˙ ≤ −
[
a0kd0
b0
−m
]
|ϑ0|
2 +
[
kckδ +
m+ 2
2
] ∣∣ ˙˜q∣∣2 − X⊤ [Q− (η22 + η23)diag{ |[PB]i|2 }] X
+ η1
(
m∑
i=1
∣∣ξ˜i∣∣ |[PB]i|+ |ϑi| |[PB]m+i|
)
.
By assumption, the quadratic term in X is negative definite. The rest of the proof follows as for
Theorem 5 –cf. (60). 
Although Theorem 6 makes a general statement, the obvious drawback is the lack of explicit
conditions on the control gains, which ensure uniform global asymptotic stability. The following
proposition gives sufficient conditions on the control gains for the conditions of Theorem 6 to be
satisfied.
Proposition 1 Consider the system (39) and the output-feedback dynamic controller (42), (48)
and (66) under Assumptions 1 and 2. Let the control gains be such that (56a) holds, the matrix
Q− ½ diag{Q}, where diag{Q} corresponds to the main diagonal of
Q2Q1
Q3
Q =


2kp1 −1 0 · · · 0 0 · · · · · · 0
−1 2[kp2− kp1 ] −µ21
. . .
...
0
. . .
... −µ32
... −1
...
. . . 0
0 · · · −1 2[kpm−kpm−1 ] −µm1 −µm2 · · · −µmm−1 0
0 −µ21 · · · −µm1 2a1 b2µ21 · · · bmµm1
...
. . .
... b2µ21
. . .
...
. . .
... b3µ32
...
. . . −µ2m−1
...
. . . bmµmm−1
0 · · · · · · 0 bmµm1 bmµm2 · · · bmµmm−1 2am


⊗I
is positive semidefinite, (74) holds,
kp1 = kd1 (79a)
min {a1, kp1} > η
2
2 + η
2
3 (79b)
and, for all i ∈ [2,m],
kpi =
1
2
[
kpi−1 +
√
k2pi−1 + 4kdi
]
(80a)
kpi > [η
2
2 + η
2
3]
(
i−1∏
j=0
βj
)2
+ kpi−1 (80b)
ai > [η
2
2 + η
2
3 ]
(
bi
i−1∏
j=0
βj
)2
(80c)
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where β0 := 1, —see (54) and (70) for other definitions. Then, the origin is uniformly globally
asymptotically stable.
Remark 3 Note, from (70), that βj depends on kdj , kpj and bj therefore, the right-hand side of
(80b) depends on the control gains indexed up to i− 1 only. Thus, by a suitable definition of kdi in
(80a) both conditions (80a) and (80b) may be met simultaneously.
Proof of Proposition 1. Equation (80a) implies, in view of (71), that ηik = 0 for all applying i and
k therefore, Q = −A⊤P −PA with P = I corresponds to the matrix Q in Proposition 1. This matrix
is positive semidefinite if (i) the shadowed block Q1⊗I is positive definite, which holds if kpi > kpi−1
and kpi [kpi − kpi−1 ] > 1 for all i ≤ m; (ii) the shadowed block Q3⊗I is positive definite, which holds
for sufficiently large values of ai > ai−1. Under similar conditions (strengthened if necessary) the
Schur complement of Q3⊗I i.e., [Q1 −Q
⊤
2 Q
−1
3 Q2]⊗I, is positive. One may draw the same conclusion
for Q− ½diag{Q} by enforcing the lower bounds on ai and kpi as in (80). Thus, consider the function
defined in (77) with P = I then, using Q− ½diag{Q} ≥ 0 we obtain, from (78),
W˙ ≤ −
1
2
(
m∑
i=1
[kpi − kpi−1 ]
∣∣ξ˜i∣∣2 + ai |ϑi|2
)
−
(
m∑
i=1
i−1∏
j=0
βj ξ˜
⊤
i − bi
i−1∏
j=0
βjϑ
⊤
i
)
ξ˙
∗
1. (81)
Next, considering once more (54), we obtain
(
ξ˜
⊤
i + ϑ
⊤
i
)
ξ˙
∗
1 ≤
1
2
m∑
i=1
[η22 + η
2
3 ]
( ∣∣ξ˜i∣∣2 + |ϑi|2 )+ η1( ∣∣ξ˜i∣∣+ |ϑi|)+ [ ∣∣ ˙˜q∣∣2 + |ϑ0|2 ]m
hence in view of (79) and (80) we conclude that there exist positive constants α1i , α2i for all i ∈
{1 . . . ,m}, such that the total derivative of
V(t,X) =
1
2
(
˙˜q⊤D(q˜ + qd(t)) ˙˜q + kp0 |q˜|
2 +
kd0
b0
|ϑ0|
2
)
+
1
2
|X|2
along the closed-loop trajectories of (68), (69) satisfies
V˙ ≤ −
1
2
(
m∑
i=1
α1i
∣∣ξ˜i∣∣2 + α2i |ϑi|2
)
+ η1
( ∣∣ξ˜i∣∣+ |ϑi|)
−
[
a0kd0
b0
−m
]
|ϑ0|
2 +
[
kckδ +
m+ 2
2
] ∣∣ ˙˜q∣∣2 (82)
–cf. Ineq. (60). The rest of the proof follows as for Theorem 5. 
We wrap up the section with a statement for the simplified model of flexible-joint manipulators
simultaneously and independently introduced in [9] and [32]. This corollary is another significant
contribution to the theory of robot control since we are not aware of any result establishing uniform
global asymptotic stability under output feedback. It must be recalled that very few results exist on
position feedback tracking control of flexible-joint manipulators, one of the first of this nature is [25].
Corollary 3 (Flexible-joint manipulators) Consider the system (41) and suppose that
• item (2) of Assumption 2 holds;
• the reference trajectories satisfy (46);
• there exists kv > 0 such that
∣∣∣∂g∂q ∣∣∣ ≤ kv.
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Consider the controller defined by
τ = K(q2 − q1) + JK
−1u, (83a)
Equations (66) with m = 2, (83b)
ξ∗1 = −kp0 q˜ − kd0ϑ0 +D(q1)q¨1d + C(q1, q˙1d)q˙1d + g(q1) +Kq1, (83c)
(83d)
and assume that the control gains satisfy (79), (80) with m = 2 and kd0b0/a0 > 2kckδ. Then, the
origin of the closed-loop system is uniformly globally asymptotically stable.
Proof. We have m = 2; the matrix Q in Proposition 1 becomes
Q =


2kp1 −1 0 0
−1 2[kp2− kp1 ] −µ 0
0 −µ 2a1 −b2µ
0 0 −b2µ 2a2

⊗I
where µ = kd1 [kp1 + a1] and, by assumption, kd1 = kp1 . We see that Q− ½diag{Q} is positive
semidefinite if so are[
kp1 −1
−1 ½[kp2− kp1 ]
]
,
[
½[kp2− kp1 ] −µ
−µ ½a1
]
,
[
½a1 −b2µ
−b2µ a2
]
which holds true if all constants are positive, kp1 [kp2−kp1 ] ≥ 2, a1[kp2−kp1 ] ≥ 4µ
2 and a1a2 ≥ 2b
2
2µ
2.
Furthermore, condition (75) holds if
1
2
diag{Q} > (η22 + η
2
3)diag
{
|[PB]i|
2 }
where in this case, since P = I, is equivalent to

kp1 0 0 0
0 [kp2− kp1 ] 0 0
0 0 a1 0
0 0 0 a2

 >


1 0 0 0
0 β2 0 0
0 0 b21 0
0 0 0 b21β
2


[
η22 + η
2
3 ]
where β = kp1 + b1kd1 or, since kp1 = kd1 , β = kp1(1 + b1).
All these conditions, which correspond to (79) and (80), may be met for appropriate values of
kp2 > kp1 and a2 > a1. 
5 Discussion and open problems
There is an interesting passivity interpretation to the control approach presented in the previous
sections. For simplicity, the following discussion focuses on the system of relative degree 2.
The output-feedback tracking controller (10) may be regarded as composed of two parts, a set-
point control law of Proportional-Derivative with gravity cancellation (similar to that from [13]) and
a second part playing the role of a “feedforward”, this is
v := D(q)q¨d + C(q, q˙d)q˙d + kpqd. (84)
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Then, in view of forward completeness, it follows from Assumption 1 and expression (9) that v(t) =
D(q(t))q¨d(t)+C(q(t), q˙d(t))q˙d(t)+kpqd(t) is uniformly bounded. With this notation the control input
(13c) may be re-written as
u = −kpq − kdϑ+ g(q) + v (85)
and the closed-loop system takes the form
x˙ = F (x) +G(x)w, x := [q⊤ q˙⊤ ϑ⊤]⊤ (86)
where
F :=

 q˙D(q)−1[−C(q, q˙)q˙ − kpq − kdϑ]
−aϑ+ bq˙

 , w :=

 0v
q˙d

 , G(x) :=

0 0 00 D(q)−1 0
0 0 −b

 .
The dynamics x˙ = F (x) corresponds to that of the closed-loop system with the set-point controller
from [13] taking as set-point reference qd = 0 that is, (85) with v = 0. Now, the total time-derivative
of the storage function
V (q, q˙, ϑ) =
1
2
(
q˙⊤D(q)q˙ + kp |q|
2 +
kd
b
|ϑ|2
)
(87)
along the trajectories of (86), takes the form
V˙ = −
kda
b
|ϑ|2 − ϑ⊤bq˙d + q˙
⊤v.
Since bq˙d is bounded, for any given positive number λ we have
|ϑ| ≥ λ =⇒ V˙ ≤ −
(
kda
b
−
bk2δ
λ
)
|ϑ|2 + q˙⊤v (88)
which implies that the map v 7→ q˙ is passive for “large” values of the filter output ϑ. It is also to
be noted that the filter (13a), (13b) defines an output strictly passive map ˙˜q 7→ ϑ with finite L2
gain. This provides an input-output-based rationale to establish uniform global boundedness: if the
outputs of the filter (14) grow “large” the feedback-interconnected system “becomes” passive hence,
input-output stable.
A key feature of the controller (13) and which is exploited to extend the results to systems of
higher relative degree is that it guarantees uniform global asymptotic stability. This is remarkable
since, according to Malkin, this implies total stability10 that is, robustness with respect to bounded
disturbances. However, this property is guaranteed only locally; establishing global Input-to-State-
Stability via a (strict) Lyapunov function remains an open challenge both, for Lagrangian systems
under output-feedback and more generally, for nonlinear-time varying systems.
In the context of the “global tracking problem” for robot manipulators, a remarkable paper
pursuing this direction is [26] however, the main result in this reference relies on the instrumental
assumption that the system is naturally damped by viscous friction forces –see the model (2). Then,
a direct computation shows that by applying
u = −kpq − kdϑ+ g(q) + F q˙d + v
10Concept introduced in [21] and known in modern literature as local Input-to-State-Stability.
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to system (2) we obtain the “power” balance equation
V˙ ≤ −
kda
b
|ϑ|2 − (F − kckδ)
∣∣ ˙˜q∣∣2 + [0 ˙˜q⊤ ϑ⊤]⊤w (89)
which is in clear contrast with (19). The closed-loop system now defines an output strictly passive
map w 7→ [ϑ, ˙˜q]. Furthermore, either for sufficiently large F or for sufficiently small kδ (which
tantamounts to imposing “slow” reference trajectories) we see that w = 0 implies V˙ ≤ 0.
Since V˙ is only negative semidefinite for the system without input, it does not qualify as an
input-to-state-stable Lyapunov function. Nonetheless, the authors of [26] smartly establish input-
to-state-stability under output feedback. It is worth emphasizing that V constitutes a so-called
Lyapunov function “satisfying Lasalle’s conditions”; conditions to establish input-to-state-Stability
in such context have been studied with certain degree of generality, for instance in [1], where the
main result is also motivated by a robot control problem, as well as in [20] and a number of references
therein.
Roughly speaking, in [1] it is established that a time-invariant system
x˙ = f(x,w) x := [x⊤1 x
⊤
2 ]
⊤ ∈ Rm (90)
with input w, admits an input-to-state-stability Lyapunov function V (positive definite and proper)
such that
∂V
∂x
f(x,w) ≤ −α1(|x1|) + γ(|w|), α1 ∈ K∞, γ ∈ K
provided that:
• there exist positive-definite proper functions V1 and V2;
• there exist class K functions α11, α12, α21, α22, γ1, γ2 such that
∂V1
∂x
f(x,w) ≤ −α11(|x2|) + α12(|x2|)γ1(|w|) (91)
∂V2
∂x
f(x,w) ≤ −α21(|x|) + α22(|x2|)γ2(|w|); (92)
• the functions α22 and α11 have the same order of growth.
The first property i.e., the existence of V1 satisfying (91), in [1] is called quasi-Input-to-State-Stability.
The prefix “quasi” is motivated by the fact that V1 satisfies “Lasalle”-type conditions for global
asymptotic stability, when w ≡ 0. The second property is referred to as Input-Output-to-State
stability with output x2 and it is a notion of detectability for nonlinear systems. Now, note that (89)
is of the form (91) however, this is not the case for (88) which fails to satisfy this condition since the
arguments of α11 and α12 are different. The property may be established if we assume F = F
⊤ > 0.
To the best of our knowledge, constructing a strict Lyapunov function for the problem stated in
Definition 5 is an open problem which is illustrated by but not limited to the case of the controller (13).
In a general nonlinear context, the state of the art in constructing Lyapunov functions for nonlinear
time-varying systems relies on Lyapunov functions that have negative semi-definite derivatives –see
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[20], as opposed to V defined in (87). The construction of an Input-to-State-Stability Lyapunov
function V for systems satisfying
|x1| ≥ λ =⇒
∂V
∂x
f(x,w) ≤ −α1(|x1|) + α2(|x2|)γ(|w|)
rather than (91) is, in our opinion, another challenging and interesting open problem.
Last but not least, we remark that keeping in mind [24], the key property that allows for the
result in Theorem 4 is the skew-symmetry of
˙︷ ︷
D(q)− 2C(q, q˙). Therefore, a geometric interpretation
of this property is fundamental to establish a statement that apply to a larger class of Euler-Lagrange
systems, if such extension is possible at all.
6 Conclusions
A dynamic position-feedback controller for Lagrangian systems without dissipative forces and a con-
structive proof of uniform global asymptotic stability for the closed-loop system is presented. Our
simplest result, which closes a significant chapter on output feedback control of nonlinear systems,
implicitly establishes, without a Lyapunov function, the very intuitive conjecture that the damping
necessary to stabilize the system may be introduced through a simple approximate-derivatives filter.
Instrumental to the proof is that such filter has finite DC gain. Furthermore, it is proved that such a
naive control design may be applied with success to systems of higher relative degree, using cascaded
approximate differentiators.
The importance of these results can hardly be overestimated; we believe that our findings may
pave the way towards a simple observer-less dynamic output feedback control approach inspired by the
backstepping method but avoiding the cumbersome highly nonlinear resulting control laws. On the
grounds of systems analysis, we have briefly sketched new challenging open problems on construction
of strict Lyapunov functions for systems satisfying Lasalle’s conditions modulo the gain of a passive
filter. Research in these directions is currently pursued.
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A Appendix
Without loss of generality, we fix m = 4.
Case i = 1:
ξ∗1 = ξ
∗
1
˙˜ξ1 = −kp1 ξ˜1 + kd1ϑ1 + ξ˜2 − ξ˙
∗
1
ϑ˙1 = −a1ϑ1 + b1ξ˙
∗
1 − kd1 ξ˜1
Case i = 2:
ξ˙
∗
2 = −kp1
˙˜ξ1 + kd1 ϑ˙1
= −kp1
[
− kp1 ξ˜1 + kd1ϑ1 + ξ˜2 − ξ˙
∗
1
]
+ kd1
[
− a1ϑ1 + b1ξ˙
∗
1 − kd1 ξ˜1
]
=
[
k2p1 − k
2
d1
]
ξ˜1 − kd1
[
kp1 + a1
]
ϑ1 − kp1 ξ˜2 +
[
kp1 + kd1b1
]
ξ˙
∗
1
˙˜
ξ2 = −
[
kp2 − kp1
]
ξ˜2 + kd2ϑ2 + ξ˜3 −
[
k2p1 − k
2
d1
]
ξ˜1 + kd1
[
kp1 + a1
]
ϑ1 −
[
kp1 + kd1b1
]
ξ˙
∗
1
˙˜ξ2 = −
[
kp2 − kp1
]
ξ˜2 + kd2ϑ2 + ξ˜3 − η21 ξ˜1 + µ21ϑ1 − β1ξ˙
∗
1
ϑ˙2 = −a2ϑ2 + b2
[[
k2p1 − k
2
d1
]
ξ˜1 − kd1
[
kp1 + a1
]
ϑ1 − kp1 ξ˜2 +
[
kp1 + kd1b1
]
ξ˙
∗
1
]
−
[
kd2 − σ2
]
ξ˜2
= −a2ϑ2 + b2η21 ξ˜1 − b2µ21ϑ1 + b2β1ξ˙
∗
1 − kd2 ξ˜2
Case i = 3:
ξ˙
∗
3 = −kp2
˙˜
ξ2 + kd2 ϑ˙2
˙˜ξ3 = −kp3 ξ˜3 + kd3ϑ3 + ξ˜4 + kp2
[
−
[
kp2 − kp1
]
ξ˜2 + kd2ϑ2 + ξ˜3 −
[
k2p1 − k
2
d1
]
ξ˜1
+kd1
[
kp1 + a1
]
ϑ1 −
[
kp1 + kd1b1
]
ξ˙
∗
1
]
− kd2
[
− a2ϑ2 + b2
[[
k2p1 − k
2
d1
]
ξ˜1
−kd1
[
kp1 + a1
]
ϑ1 − kp1 ξ˜2 +
[
kp1 + kd1b1
]
ξ˙
∗
1
]
−
[
kd2 − σ2
]
ξ˜2
]
˙˜ξ3 = −
[
kp3 − kp2
]
ξ˜3 + kd3ϑ3 + ξ˜4 −
[
k2p2 − k
2
d2
]
ξ˜2 + kd1
[
kp1 + a1
][
kp2 + kd2b2
]
ϑ1
+kd2
[
kp2 + a2
]
ϑ2 −
[
k2p1 − k
2
d1
][
kp2 + kd2b2
]
ξ˜1 −
[
kp2 + kd2b2
][
kp1 + kd1b1
]
ξ˙
∗
1
+
[
kp1kp2 + kp1b2kd2 − σ2kd2
]
ξ˜2
˙˜
ξ3 = −
[
kp3 − kp2
]
ξ˜3 + kd3ϑ3 + ξ˜4 − η32 ξ˜2 + µ31ϑ1 + µ32ϑ2 − η31 ξ˜1 − β2β1ξ˙
∗
1
ϑ˙3 = −a3ϑ3 + b3
[
β2β1ξ˙
∗
1 + η31 ξ˜1 − kp2 ξ˜3 − µ31ϑ1 + η32 ξ˜2 − µ32ϑ2
]
−
[
kd3 − σ3
]
ξ˜3
ϑ˙3 = −a3ϑ3 + b3
[
β2β1ξ˙
∗
1 + η31 ξ˜1 − µ31ϑ1 + η32 ξ˜2 − µ32ϑ2
]
− kd3 ξ˜3
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Case i = 4:
ξ˙
∗
4 = −kp3
˙˜
ξ3 + kd3 ϑ˙3
˙˜
ξ4 = −kp4 ξ˜4 + kd4ϑ4 + kp3
[
−
[
kp3 − kp2
]
ξ˜3 + kd3ϑ3 + ξ˜4 −
[
k2p2 − k
2
d2
− kp1kp2
]
ξ˜2
+kd1
[
kp1 + a1
][
kp2 + kd2b2
]
ϑ1 + kd2
[
kp2 + a2
]
ϑ2 −
[
k2p1 − k
2
d1
][
kp2 + kd2b2
]
ξ˜1
−
[
kp2 + kd2b2
][
kp1 + kd1b1
]
ξ˙
∗
1
]
− kd3
[
− a3ϑ3 + b3
([
kp2 + kd2b2
][
kp1 + kd1b1
]
ξ˙
∗
1
+
[
kp2 + kd2b2
][
k2p1 − k
2
d1
]
ξ˜1 − kp2 ξ˜3 −
[
kp2 + kd2b2
]
kd1
[
kp1 + a1
]
ϑ1 −[
k2p2 − k
2
d2
− kp1kp2
]
ξ˜2 − kd2
[
kp2 + a2
]
ϑ2
)
−
[
kd3 − σ3
]
ξ˜3
]
˙˜ξ4 = −
[
kp4 − kp3
]
ξ˜4 + kd4ϑ4 + kd3
[
kp3 + a3
]
ϑ3 +
[
kp2 + a2
]
kd2
[
kp3 + kd3b3
]
ϑ2
+kd1
[
kp1 + a1
][
kp2 + kd2b2
][
kp3 + kd3b3
]
ϑ1 −
[
k2p3 − k
2
d3
]
ξ˜3
−
[
k2p2 − k
2
d2
− kp1kp2
][
kp3 + kd3b3
]
ξ˜2 −
[
k2p1 − k
2
d1
][
kp2 + kd2b2
][
kp3 + kd3b3
]
ξ˜1
−
[
kp1 + kd1b1
][
kp2 + kd2b2
][
kp3 + kd3b3
]
ξ˙
∗
1 +
[
kp2kp3 + kp2b3kd3 − σ3kd3
]
ξ˜3
˙˜
ξ4 = −
[
kp4 − kp3
]
ξ˜4 + kd4ϑ4 + µ43ϑ3 + µ42ϑ2 + µ41ϑ1 − η43ξ˜3 − η42ξ˜2 − η41ξ˜1 − β3β2β1ξ˙
∗
1
ϑ˙4 = −a4ϑ4 + b4
[ i∏
j=1
βj ξ˙
∗
1 + η41 ξ˜1 − kp3 ξ˜4 − µ41ϑ1 + η42ξ˜2 − µ42ϑ2 + η43ξ˜3 − µ43ϑ3
]
−
[
kd4 − σ4
]
ξ˜4
ϑ˙4 = −a4ϑ4 + b4
[ i∏
j=1
βj ξ˙
∗
1 + η41 ξ˜1 − µ41ϑ1 + η42ξ˜2 − µ42ϑ2 + η43ξ˜3 − µ43ϑ3
]
− kd4 ξ˜4
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