Abstract. We consider the classical problem of finding the best uniform approximation by polynomials of 1/(x − a) 2 , where a > 1 is given, on the interval [−1, 1]. First, using symbolic computation tools we derive the explicit expressions of the polynomials of best approximation of low degrees and then give a parametric solution of the problem in terms of elliptic functions. Symbolic computation is invoked then once more to derive a recurrence relation for the coefficients of the polynomials of best uniform approximation based on a Pell-type equation satisfied by the solutions.
Introduction
The aim of this paper is to show how symbolic computation tools can be integrated in the study of classical problems in uniform approximation theory. To exemplify this, we consider the problem of finding the polynomial of best uniform approximation of the function 1/(x − a) 2 , where a > 1 is given, on the interval [−1, 1]; more precisely, we are looking for p * n ∈ Π n , where Π n := {p n : p n (x) = 
We call p * n the polynomial of best approximation, respectively y n (x) := 1 (x − a) 2 
however explicit expressions for the error function of best approximation and the minimum deviation do not seem to appear in the classical textbooks on approximation theory, we mention here [1, 2, 5] . The reason behind this omission is most probably the fact that not all the parameters involved in the description of the solution, which can be done in terms of elliptic functions, can be given explicitly. As we will also see here, a pair of parameters is defined as the solution of a system of equations rather involved, but which can be easily solved numerically in any of the available computer algebra systems.
The case of a function having a simple pole, namely 1/(x − a), where a > 1 is given, is significantly simpler, explicit expressions for the polynomial of best approximation as well as for the minimum deviation in terms of elementary functions being well-known, see e.g. [5, p. 120] . These polynomials were recently used in [14] to provide simple convergence analysis for the algebraic multilevel methods, a three term recurrence relation for the polynomials being derived for this analysis. Naturally it would be interesting whether the polynomials of best approximation corresponding to the problem (1) also satisfy such a recurrence relation, however we will not dwell on this here, but rather study recurrence relations for their coefficients.
The paper is organized as follows: in Section 2 we give the explicit solution of the problem (1) in terms of elliptic functions as well as explicit expressions for the polynomials of lower degrees. Section 3 is devoted to the proof of the explicit solution and some additional remarks. In the concluding Section 4 we comment on how to derive a recurrence relation for the coefficients of the polynomials of best approximation.
Main results
By the Chebyshev Alternation Theorem, see e.g. [1, p. 55] , the error function of best approximation y n (x) must have at least n + 2 alternation points in the interval [−1, 1]. It is easy to show that the derivative of a function of the form 1/(x − a) 2 + p n (x), p n ∈ Π n , has at most n real zeros. Hence y n (x) has precisely n distinct real zeros ξ 1 , ..., ξ n ∈ (−1, 1) and two complex conjugate zeros z 1 , z 2 , and thus the alternation points of y n (x) are −1 < ξ 1 < ... < ξ n < 1. In addition, y n (x) decreases from +∞ to −∞ on the interval (a, ∞).
With this clear view of how the graph of the error function of best approximation looks like, we determined with the help of Mathematica the explicit expressions of p * n (x) and L n for n = 1 and n = 2 and arbitrary a > 1, see also Figure 2 . More precisely, for n = 1 :
for n = 2 :
For the computation of these explicit formulas Gröbner bases [7, 17, 9] were used, a well established tool in symbolic computation for solving systems of polynomial equations. Gröbner bases computations may be computationally very expensive depending exponentially on the number of variables in the input and also badly on the polynomial degrees. Finding the linear polynomial of best approximation is an easy task that can be solved on any computer algebra system. However starting from degree 2 the computations become very involved and we used Singular [10] via a Mathematica interface [11] .
In order to determine the polynomial of best approximation, we use a generic ansatz for the polynomial p * n (x) = n k=0 c k x k . Using that the n + 2 alternation points are −1, ξ 1 , . . . , ξ n , 1 (sorted in increasing order) and that the interior alternation points ξ j are extreme points, hence their first derivative vanishes, we obtain a system of 2n + 1 equations in the 2n + 1 unknowns c 0 , . . . , c n , ξ 1 , . . . , ξ n : (2) y n (−1) = (−1) n+1 y n (1), and y n (ξ j ) = (−1)
Even though ultimately we only need to determine the coefficients c k , currently we do not see how to set up a system without using the alternation points. Bringing everything to common denominator and equating the numerators of these equations to zero yields the polynomial system. The coefficients c k appear only linearly and the ξ k appear in monomials up to degree n + 2. This increase in numbers of variables and degrees explains why we are reaching a limit in our computations quickly. For n = 2 it is still possible to obtain the coefficients comparably fast for symbolic a. Also for degree 3 it is still possible to obtain the coefficients in reasonable time (less than 10 minutes) for specific choices of a. Note that these choices are not floating point numbers and the result is still exact and can be evaluated to arbitrary precision. Starting from degree 4 we could not find closed form solutions, not even for specific choices of a. The minimal polynomial for, e.g., c 3 is given by:
A Gröbner basis is a basis for the polynomial ideal spanned by the given set of polynomials that is unique once a monomial ordering on the variables has been fixed,the basis is normalized to be monic and it is auto-reduced. If the monomial ordering is lexicographic, then a Gröbner basis has the elimination property, i.e., if we are computing in the polynomial ring K[x 1 , . . . , x n ] (for some field K) with a lexicographic ordering such that x 1 < · · · < x n then (with k < n)
for I being the ideal spanned by the input, G its Gröbner basis and S denotes the polynomial ideal spanned by the set S. This property allows to use Gröbner bases for solving polynomial systems of equations.
In our computations in the first step we eliminate the variables c k from the given system. Certainly it would be desirable to eliminate the ξ k and solve the remaining equations for the coefficients, however this is computationally too expensive. In the second step, we determine the solutions ξ k of the remaining equations. From this solution set we pick the solution satisfying −1 < ξ 1 < · · · < ξ n < 1. Plugging into the original system gives the coefficients c k we are after.
The following theorem gives the parametric solution to the problem (1) for arbitrary n ∈ N. As usual K := K(k) is the complete integral of the first kind of modulus
is the Jacobi elliptic function and Θ(u) := Θ(u; k), H(u) := H(u; k), H 1 (u) := H 1 (u; k) and Θ 1 (u) := Θ 1 (u; k) are the four Jacobi theta functions.
Theorem 2.1. Let k, 0 < k < 1, and ρ, 0 < ρ < K, be defined by the system:
where
and let
Then the solution of the approximation problem is
.
The proof of the theorem given in the next section is based on the functional equation (9) satisfied by the error function of best approximation y n (x), recalling Pell's equation from number theory. This equation is the key tool in deriving a recurrence relation for the coefficients of p * n (x), see Section 4. Pell-type equations are satisfied by many polynomials appearing in approximation theory, like Chebyshev polynomials, Zolotarev polynomials, and Achieser polynomials, see e.g. [1] . We refer to the survey paper [15] for further details on this topic. Therefore, the approach we used here to derive a recurrence relation for the coefficients of the polynomials of best approximation to 1/(x − a) 2 , a > 1, can be carried over also to the above mentioned cases.
Proof of Theorem 2.1
The key tool in obtaining the solution of the approximation problem (1) we are considering here is a Pell-type equation satisfied by the error function of best approximation y n (x). To write down this equation, let a < α < β be such that y n (α) = −y n (β) = L n . Based on the explanation from the beginning of the previous section and denoting p * n (x) = c n x n + c n−1 x n−1 + · · · + c 0 , we have:
Combining the two relations, we conclude that y n (x) satisfies the following Pell-type equation:
The formulas of γ 1 and γ 2 can be easily obtained using the explicit form of y n (x) = 1/(x − a) 2 − (c n x n + . . . c 0 ) and of y n (x) derived from this one, in combination with equations (8), namely: (10)
where on the right hand-side we have an elliptic integral, which we solve by making a suitable substitution. For this, let x(u) be the conformal mapping from the rectangle with vertices at the points u = 0, K, K + iK , iK , with K and K of modulus k, 0 < k < 1, onto the upper half-plane with the following normalization:
The conformal mapping is given by
where k, 0 < k < 1, and ρ, 0 < ρ < K, are defined by
The expression (12) was found as x = g • f, where f is the conformal mapping from the rectangle with vertices at the points u = 0, K, K + iK , iK , onto the upper half-plane with the normalization f (0) = 0, f (K) = 1, f (K + iK ) = 1/k 2 , f (iK ) = ∞, and g is the conformal mapping of the upper half-plane onto the upper half-plane with the normalization g(0) = −1, g(1) = β, g(∞) = 1, g(1/k 2 ) = α. We have f (u) = sn 2 u, by writing first the expression of the inverse map with the help of the Schwarz-Christoffel formula, and g(u) = (β+1)u+(β−1) (β+1)u−(β−1) obtained as a linear fractional transform satisfying the first three normalizing conditions and then obtaining k from the last one. The substitution we use in the computation of the elliptic integral in (11) is then
and, after partial fraction decomposition, we arrive at
For the second and third integral in the last equality above, let ρ andρ be defined by sn ρ = λ and snρ = a+1 a−1 λ, respectively. We note here that the two conditions imply that
henceρ is the pre-image of a through the conformal mapping (12) and thus it is of the formρ =ρ + iK ,ρ ∈ (0, K). With the above notation for ρ and using [18, p. 523] , it can be easily shown that
with a similar expression holding for the third integral. Therefore, using the fact that
we arrive at
Taking into account also thatρ =ρ + iK we have thus by (11) and the reduction formulas for Jacobi theta functions:
From the condition that y n (x) has n + 2 alternation points in [−1, 1] we must have
Combining these two we conclude from (15) that
with ρ and k defined by (3) and α, β andρ by (4) . The value of L n follows now from the condition that lim x→a (x − a) 2 y n (x) = 1. By (12) and (14) we get that x − a is equal to
and therefore
which is easily shown to be equal to
and, after some transformations, to (7) .
The proof of the theorem is complete up to the fact that the system (3) has a unique solution which satisfies 0 < k < 1 and, since ρ,ρ ∈ (0, K), that 0 < ρ < K/n. We do not consider this matter here, but rather give the numerical solutions of the system for a = 2 and n = 1, 2, . . . We note that we have chosen to prove the theorem by computing the elliptic integral on the right-hand side of (11), rather than introducing Riemann surfaces and considering rational functions on them, in the hope for availability of algorithms for dealing with such integrals. Even though many integrals over special functions nowadays can be dealt with by symbolic computation [6, 3] , these particular ones are still out of scope. We consider this paper also as a challenge to derive new methods that extend to this class of integrals.
We conclude this section with some remarks concerning the best uniform approximation on the interval [−1, 1] of the function
x−a , where a > 1 and B ∈ R, by polynomials of degree n ∈ N.
In the case when B = 0, the expression of the error function of best approximation was given in Theorem 2.1 in terms of elliptic functions. As we will briefly explain in what follows, with a different choice of the parameters ρ and k, this expression describes the solution also when B is in some small neighborhood of 0. More precisely, a function defined by (6) , with L n andρ given by (7) and (4), respectively, and with k ∈ (0, 1) and ρ ∈ (0, K/n) arbitrary, is a rational function of the formỹ n (x) = (2K+4ρ+3iK )
It is easy to show that indeed also in this general case y n (x) is a rational function with a single pole x = a of order two, while as we already stated, the definition of L n is such that the coefficient of 1/(x − a) 2 is equal to 1, see (17) above. The expression (18) was then found as B = lim
, making use of (6) and (16).
Now when u runs in the segment from 0 to iK , then |H(ρ + u)/H(ρ − u)| = 1 and
In addition, by a simple application of the Argument Principle, y n (x) alternates at least n + 2 times between ±L n on [−1, 1]. Hence the Chebyshev Alternation Theorem can be applied, and thus for those values of B in some neighborhood of 0 for which the system in the unknowns k and ρ formed by (18) and the second equation in (3) has a solution, we obtain the best approximation to
That is, plugging in the solution values for k and ρ, then y n (x) defined by (6) , with L n given by (7) andρ by (4) , is the corresponding error function of best approximation.
On the other hand, in the case when B = 
where λ := a − √ a 2 − 1. This follows immediately by Chebyshev Alternation Theorem, using again the Argument Principle.
Recurrence relation for the polynomials of best approximation
With k and ρ defined by the system (3) from Theorem 2.1, we have α and β defined by (4), γ 1 and γ 2 defined by (10) and the Pell-type equation (9) for y n (x). By differentiating relation (9) we obtain the following linear differential equation for y n (x) with polynomial coefficients
It is well known that this type of differential equations can be turned into a recurrence relation for the coefficients in the series expansion of y n (x) around x 0 = 0. Also the given function 1 (x−a) 2 satisfies a linear differential equation with polynomial coefficients. Hence the difference p * n (x) = 1/(x − a) 2 − y n (x) satisfies such a differential equation and a recurrence for its coefficients in the monomial expansion can be computed. This transfer from differential to recurrence equation can be done entirely automatically using symbolic computation. The framework for this are holonomic functions, i.e., functions (discrete and/or continuous) satisfying systems of linear difference/differential relations with polynomial coefficients. Algorithms for executing the transfer between differential equation for the function and recurrence relation for the coefficients or for executing closure properties, e.g., given recurrences for two sequences return the recurrence for the termwise sum of these sequences, have been implemented in different computer algebra systems [8, 12] . Here we use Koutschan's Mathematica implementation [13] "HolonomicFunctions"
1 . The algorithms implemented in HolonomicFunctions deal with difference/differential equations in operator form over some appropriate algebra. For the underlying computations again Gröbner bases are involved, this time also in non-commutative rings. We use this tool to derive a recurrence relation for the coefficients b k of the power series expansion y n (x) = k≥0 b k x k . After loading the package in the first step we translate the given differential equation (19) into operator notation: Then in the second step we pass from the differential equation of y n to the recurrence relation for the coefficients b k using the "DFiniteDE2RE" command (differential equation to recurrence equation). The output is again in operator notation, but we can use the "ApplyOreOperator" command to write it in traditional form. 2 (a + 1) 2 n(a − α)
Here we omit the full output because of size and abbreviate the root expression R = (a 2 − 1)(a − α)(a − β) for better readability. The resulting recurrence is of order eight, because the polynomial coefficients of the given ordinary differential equation are up to degree eight. The polynomial coefficients in the recurrence are of degree 2 in the variable k each. In [16] also a recursive evaluation for the Zolotarev polynomials in Chebyshev expansion is given. We note that such a recurrence for the coefficients of y n (x) can be obtained similarly entirely automatic using the results of Benoit and Salvy [4] .
