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Einleitung
In der aktuellen Forschung und Technik spielen verschiedene Substanzklassen eine tragende
Rolle. Beispielsweise werden Halbleiter als Prozessoren eingesetzt, magnetische und ferro-
elektrische Materialien als Speicherelemente gehandelt.
Bei diesen Substanzen sind alle physikalischen Eigenschaften von immensem Interesse. Ge-
rade Gitterschwingungen haben hier oftmals den entscheidenden Einfluß. So kann einer-
seits elektromagnetische Strahlung an Phononen koppeln. Dies fu¨hrt zu Absorptionseffekten,
vor allem im infraroten Lichtbereich [Bru86], oder zu Streueffekten, wie dem Ramaneffekt
[Ram28]. Andererseits ist eine Wechselwirkung der verschiedenen Phononen in einem Kri-
stall vorhanden. Im Experiment a¨ußert sich dies an einer Verbreiterung der Linienform und
an einer Verschiebung der Frequenzen bei unterschiedlichen Temperaturen.[Men84] Auch die
Wa¨rmeleitung wird von diesen Prozessen bestimmt.[Kle58]
In den letzten Jahren ist es gelungen, Phononendispersionen vollsta¨ndig parameterfrei zu
bestimmen.[Gia91] Dies war durch die Entwicklung der Dichtefunktional-Sto¨rungstheorie
[Bar87a, Gon92] mo¨glich. Diese Methode lieferte bereits bei ihren ersten Anwendungen her-
ausragende Ergebnisse fu¨r die Element- und III-V-Halbleiter.[Gia91]
Seither wurde diese Theorie auf verschiedenste physikalische Systeme, wie etwa Metalle
[Gir95] oder magnetische Substanzen [Cor00], ausgeweitet. Auch hier zeigten sich sehr gute
U¨bereinstimmung mit experimentellen Daten.
Die oben genannten Effekte konnten hiermit aber nicht beschrieben werden, da im Rah-
men dieser Theorie nur rein harmonische Rechnungen durchfu¨hrbar waren. Wollte man an-
harmonische Effekte erfassen, mußte man sich eines Tricks bema¨chtigen, der sogenannten
Frozen-phonon-Technik [Yin82, Bar86, Deb99]. Allerdings waren in der Anwendung lediglich
Gro¨ßen zuga¨nglich, die mit atomaren Auslenkungen verbunden sind, nicht aber auf solche,
die nur auf einem elektrischen Feld beruhen. Zudem war man hierbei auf einfachste Systeme
beschra¨nkt.
Meist sind aber wesentlich komplexere Systeme von technischem Interesse. So besitzen
Perowskite herausragende ferroelektrische Eigenschaften [Gho95, Bel98, Sag98] und bieten
sich als Grundsubstanzen fu¨r nichtlineare elektro-optische Bauelemente und nichtflu¨chtige
1
2Speicher an. Diese Substanzklasse weist zudem einen charakteristischen, temperaturabha¨ngi-
gen Phasenu¨bergang auf.[Gho96] Bei hohen Temperaturen kristallisieren sie in der nach ihr
benannten Perowskit-Struktur [Zho94], einer kubischen Struktur. Der Phasenu¨bergang wird
durch das Auftreten einer weichen Mode charakterisiert. Dies bedeutet, daß bei Abku¨hlen
der Probe eine Phononenfrequenz solang abfa¨llt, bis schließlich durch sie der Phasenu¨ber-
gang ausgelo¨st wird.
Sto¨rungstheoretische Rechnungen ko¨nnen die Phononendispersion dieser Substanzen bestim-
men.[Gho98, Gho99] Dies wurde in den Fall von Bariumtitanat (BaTiO3) in dieser Perowskit-
struktur mit Verwendung des Programmes ABINIT [ABI01] durchgefu¨hrt und in Abbildung
1 visualisiert.
Deutlich erkennt man die imagina¨re Frequenz am Γ-Punkt, also die Instabilita¨t. Um dies
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Abb. 1: Phononendispersion von BaTiO3.
zu berichtigen, muß die temperaturabha¨ngige Frequenzverschiebung einbezogen werden, da
bei dieser Phononenrechnungen die Temperaturabha¨ngigkeit lediglich in der Gitterkonstan-
ten beru¨cksichtigt wurde. Wu¨nschenswert ist es nun, die Temperatur des Phasenu¨bergangs
theoretisch zu ermitteln, also diejenige, bei der die Frequenzverschiebung gerade die ima-
gina¨re Frequenz aufhebt.
Gerade bei diesen Materialien versagt aber aufgrund des hohen numerischen Aufwandes die
oben erwa¨hnte Methode, bzw. ist fu¨r rein elektrische Sto¨rungen nicht anwendbar.
EINLEITUNG 3
Ziel ist es also, einen direkten Weg zu finden, um diese Sprungtemperatur vorhersagen zu
ko¨nnen.
Erste Ansa¨tze hierzu wurden bereits durch Einfu¨hren des (2n + 1)-Theorems in die Dich-
tefunktionaltheorie entwickelt.[Gon89] Eine numerische Umsetzung dieses Theorems stellte
sich zuna¨chst als a¨ußerst schwierig heraus. Diese beschra¨nkte sich deshalb auf Effekte der
Γ-Punkts-Moden [Deb95] oder auf nichtlineare Suszeptibilita¨ten [Cor96].
Die eingangs erwa¨hnten Pha¨nomene konnten somit bislang noch nicht in ihrer Allgemeinheit
derart behandelt werden.
Hier knu¨pft nun diese Arbeit an. Sie soll einen mo¨glichen Lo¨sungsweg fu¨r die Einbeziehung
anharmonischer Terme in die Dichtefunktional-Sto¨rungstheorie aufzeigen. Alle relevanten
Terme zur Beschreibung von Linienbreiten, Ramaneffekt, Infrarotabsorption oder nichtli-
nearen Suszeptibilita¨ten werden dabei eingehend studiert.
Um die verschiedenen physikalischen Effekte auf theoretische Weise zu beschreiben, beno¨tigt
man die Entwicklung der Gesamtenergie sowohl nach atomaren Auslenkungen als auch nach
einem homogenen elektrischen Feld. Diese Entwicklung wird im ersten Kapitel ausfu¨hrlich
dargestellt. Dabei wird bei jedem die zugeho¨rige physikalische Gro¨ße erwa¨hnt.
Ziel dieser Arbeit ist es, die Entwicklungskoeffizienten dann im Rahmen der Dichtefunktio-
naltheorie [Koh99] zu bestimmen. Dazu wird im zweiten Kapitel eine kurze Einfu¨hrung in
diese sowie in deren sto¨rungstheoretische Erweiterung gegeben, wobei besonderer Wert auf
die Sto¨rungsrechnung dritter Ordnung gelegt wird, da sie den zentralen Punkt dieser Arbeit
darstellt.
Nachdem die theoretischen Grundlagen erkla¨rt sind, werden im dritten Kapitel die ersten
Berechnungen der Entwicklungskoeffizienten besprochen. Dabei wird der nichtlineare Dipol-
koeffizient, der fu¨r die Infrarotabsorption entscheidend ist, einer genauen theoretischen und
numerischen Untersuchung unterzogen. Ergebnisse werden hier bereits fu¨r die nichtlinearen
Suszeptibilita¨ten und den Ramantensor angegeben.
Die Infrarotabsorption der Elementhalbleiter ist Inhalt des vierten Kapitels. Dazu wird zu-
erst auf deren Bestimmung mittels nichtlinearer Dipolkoeffizienten eingegangen. Die Ele-
menthalbleiter wurden gewa¨hlt, da bei diesen Substanzen der nichtlineare Dipolkoeffizient
den dominierenden Beitrag zur Absorption liefert und man so eine Besta¨tigung fu¨r die Rich-
tigkeit der Tensoren erha¨lt.
Im fu¨nften Kapitel wird die Phonon-Phonon-Wechselwirkung untersucht. Auch hier soll kurz
der Zusammenhang zwischen den Entwicklungskoeffizienten und dem physikalischen Effekt,
in unserem Falle den Linienbreiten von Phononenmoden, dargestellt werden. Fu¨r Germani-
um und Silizium werden diese fu¨r beliebige Moden bestimmt. Im Falle von Galliumarsenid,
als eines Vertreters von polaren Materialien, wird der Einfluß eines auftretenden elektrischen
Feldes auf gerade diese Gro¨ße untersucht.
4Eine Zusammenfassung und ein Ausblick auf zuku¨nftige Mo¨glichkeiten, anharmonische Ef-
fekte auf beliebige Substanzen zu erweitern, runden die Arbeit ab.
Kapitel 1
Definition der
Entwicklungskoeffizienten der Energie
Diese Arbeit bescha¨ftigt sich mit der Beschreibung von anharmonischen Effekten in Kri-
stallen, vor allem der Infrarotabsorption in Elementhalbleitern und den Lebensdauern von
beliebigen Phononen. Um diese zu berechnen beno¨tigt man die Entwicklungskoeffizienten der
Energie des Kristalls nach atomaren Auslenkungen und einem makroskopischen homogenen
elektrischen Feld. Zuna¨chst werden die verwendete Notation eingefu¨hrt und die physikali-
schen Effekte der Koeffizienten erla¨utert. Dazu wird auf die Entwicklung der Gesamtenergie
um die Gleichgewichtslage der Atome nach Auslenkungen eingegangen. In zweiter Ordnung
erha¨lt man fu¨r einen Kristall mit einem Born-von-Ka´rma´n-Volumen von N Elementarzellen
mit periodischen Randbedingungen
E({u}) = E(0) + 1
2
∑
R1R2
κ1,κ2
∑
α1,α2
Φκ1κ2α1α2(R1,R2)u
κ1
α1
(R1)u
κ2
α2
(R2) , (1.1)
wobei α die Koordinatenrichtung, R die Elementarzelle mit diesen Bravaisvektor und κ das
sich am Ort τ κ befindende Basisatom bezeichnet. Demzufolge ist u
κ
α(R) eine Auslenkung des
Atoms am Ort R+ τ κ in Richtung α. In erster Ordnung treten hierbei keine Entwicklungs-
koeffizienten auf, da dies gerade die Definition der Gleichgewichtslage ist. Die Entwicklungs-
koeffizienten Φ sind die zweiten Ableitungen der Energie nach den Auslenkung bezu¨glich
der Gleichgewichtslage und werden als Kraftkonstanten bezeichnet. Insgesamt ergibt sich
die Kraftkonstantenmatrix
Φκ1κ2α1α2(R1R2) =
∂2E
∂uκ1α1(R1)∂u
κ2
α2(R2)
∣∣∣∣
u=0
. (1.2)
Mit Hilfe dieser Matrix ko¨nnen in harmonischer Na¨herung Phononenfrequenzen ω(q|j) und
Phononeneigenvektoren eκ(q|j) mit Zweigindex j und Wellenzahlvektor q berechnet wer-
den [Bor54]. Um in das Bild von wechselwirkenden Phononen zu gelangen, dru¨ckt man die
5
6Auslenkungen uκα(R) durch Phonon-Normalkoordinaten A(λ) = aλ + a
†
λ
mit λ = (q|j) und
λ = (−q|j) aus
uκ(R) = (NMκ)
− 1
2
∑
λ
eκ(λ)
(
~
2ωλ
) 1
2
A(λ)eiq·R , (1.3)
mit den Frequenzen ωλ = ω(q|j). Der zugeho¨rige Hamiltonoperator in der Teilchenzahldar-
stellung fu¨r Schwingungen der Energien ~ωλ um die Gleichgewichtspositionen ist mit den
Erzeugungsoperatoren a†(λ) und den Vernichtungsoperatoren a(λ) gerade
H = ~
∑
λ
ωλ
(
a†(λ)a(λ) +
1
2
)
. (1.4)
In der harmonischen Na¨herung ko¨nnen Phononenfrequenzen mit einer großen Genauigkeit
berechnet werden. Wichtige physikalische Effekte, wie die Linienbreiten von Phononen und
die temperaturabha¨ngigen Frequenzverschiebung, sind in dieser Beschreibung jedoch nicht
zuga¨nglich. Um diese Gro¨ßen bestimmen zu ko¨nnen, mu¨ssen zusa¨tzlich anharmonische Ter-
me, also Beitra¨ge ho¨herer als zweiter Ordnung zu der Entwicklung, beru¨cksichtigt werden:
HA =
∑
n≥3
1
n!
∑
R1...Rn
∑
α1...αn
Φκ1...κnα1...αn(R1 . . .Rn)u
κ1
α1
(R1) . . . u
κn
αn(Rn)
=
∑
n≥3
~
n!
∑
λ1...λn
Φn(λ1 . . . λn)A(λ1) . . . A(λn) .
(1.5)
Die Entwicklungskoeffizienten
Φκ1...κnα1...αn(R1 . . .Rn) =
∂nE
∂uκ1α1(R1) . . . ∂uκnαn(Rn)
(1.6)
sind die anharmonische Kraftkonstanten der Ordnung n. Der gesamte Hamiltonoperator bis
zur beliebigen Ordnung n lautet dann
H = ~
∑
λ
ωλ
(
a†(λ)a(λ) +
1
2
)
+
+ ~
∑
n≥3
1
n!
∑
λ1...λn
Φn(λ1 . . . λn)A(λ1) . . . A(λn) .
(1.7)
Im Rahmen dieser Arbeit werden Beitra¨ge bis zur dritten Ordnung bestimmt, wa¨hrend
Terme vierter und ho¨herer Ordnung vernachla¨ssigt werden1. Der Entwicklungsterm in dritter
1Allgemein nimmt man an, daß Effekte der dritten und vierten Ordnung ungefa¨hr die gleiche Gro¨ßenord-
nung besitzen. Fu¨r die im Rahmen dieser Arbeit berechnete Gro¨ße, die Linienbreite, verschwinden allerdings
Beitra¨ge vierter Ordnung (siehe Kapitel 5).
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Ordnung Φκ1κ2κ3α1α2α3(R1R2R3) wird im folgenden einfach anharmonische Kraftkonstante
genannt. Zu deren Berechnung fu¨hrt man ihre Fouriertransformierte ein
Φκ1κ2κ3α1α2α3(q1,q2,q3) = δq1+q2+q3,G
∑
R2R3
Φκ1κ2κ3α1α2α3(R1,R2,R3)×
×eiq1·R1eiq2·R2eiq3·R3 .
(1.8)
In Kapitel 2 wird gezeigt, wie mittels Dichtefunktionaltheorie und deren sto¨rungstheoreti-
scher Erweiterung die hier eingefu¨hrten Gro¨ßen direkt berechnet werden ko¨nnen. Fu¨r die
Theorie zu den Linienbreiten beno¨tigt man aber die Entwicklungskoeffizienten nach Phono-
nenfeldoperatoren:
Φ3(λ1λ2λ3) =
(
~
8N3ω(λ1)ω(λ2)ω(λ3)
) 1
2
×
×
∑
κ1κ2κ3
α1α2α3
Φκ1κ2κ3α1α2α3(q1,q2,q3)
eκ1α1(λ1)√
Mκ1
eκ2α2(λ2)√
Mκ2
eκ3α3(λ3)√
Mκ3
.
(1.9)
Bestand bisher die Sto¨rung des Kristalls nur in den Auslenkungen der Atome aus der Gleich-
gewichtslage, so wird nun zusa¨tzlich ein statisches, homogenes elektrisches Feld E, genauer
deren makroskopische Komponente im Medium, betrachtet. Der Hamiltonoperator wird um
folgende Terme erweitert
HE0 = −
∑
α
MαEα − V
2
∑
αβ
PαβEαEβ , (1.10)
mit dem Dipolmoment M und der Polarisierbarkeit P. Diese ko¨nnen wiederum um die
Auslenkungen entwickelt werden
Mα = M
0
α +
∑
n≥1
1
n!
∑
R1...Rn
κ1...κn
∑
α1...αn
M κ1...κnα,α1...αn(R1 . . .Rn)u
κ1
α1
(R1) . . . u
κn
αn(Rn) , (1.11)
Pαβ = P
0
αβ +
∑
n≥1
1
n!
∑
R1...Rn
κ1...κn
∑
α1...αn
P κ1...κnαβ,α1...αn (R1 . . .Rn)u
κ1
α1
(R1) . . . u
κn
αn(Rn) . (1.12)
Der konstante Term in Gleichung (1.11) ist eng mit der Polarisation verknu¨pft, welche
in einem endlichen Festko¨rper als das durch das Volumen geteilte Dipolmoment definiert
ist. Die theoretische Behandlung dieses Koeffizienten birgt einige Schwierigkeiten, welche
durch die Einfu¨hrung von periodischen Randbedingungen und somit unendlich ausgedehn-
ten Festko¨rpern auftreten. Ein Lo¨sungsansatz hierfu¨r wird in Abschnitt 2.2 vorgestellt. Eine
8verallgemeinerte Theorie im Rahmen eines Vielteilchenformalismus’ findet sich in Anhang
A. In vielen Materialien, zu denen auch die im Rahmen dieser Arbeit betrachteten Element-
und III-V-Halbleiter za¨hlen, verschwindet die Polarisation in der Gleichgewichtslage2.
Der Term in erster Ordnung der Entwicklung des Dipolmoments wird als Bornsche effektive
Ladung bezeichnet. In der Literatur verwendet man hierfu¨r u¨blicherweise die Bezeichnung Z?.
Dieser Koeffizient ist hier in zweierlei Hinsicht von Bedeutung, da er die Infrarotabsorpti-
on mitbestimmt sowie durch das Auftreten eines elektrischen Feldes bei den longitudinal-
optischen Phononen in polaren Halbleitern das Aufspalten der optischen Phononen bewirkt.
Auf die genaue Bestimmung dieses Koeffizienten wird im Rahmen dieser Arbeit nicht na¨her
eingegangen. Der interessierte Leser sei auf die Arbeit von Giannozzi et al. [Gia91] verwiesen.
Das Hauptaugenmerk im weiteren liegt in der Berechnung der Entwicklungsterme in zwei-
ter Ordnung von Gleichung (1.11), die als nichtlinearen Dipolkoeffizienten bezeichnet
werden. Diese sind als dritte Ableitungen der Energie folgendermaßen definiert
M κ1κ2α,α1α2(R1,R2) =
∂3E
∂Eα∂u
κ1
α1(R1)∂u
κ2
α2(R2)
. (1.13)
Die Bestimmung dieser Matrixelemente erfolgt analog zu den anharmonischen Kraftkonstan-
ten u¨ber deren Fouriertransformierte
M κ1κ2α,α1α2(q) =
∑
R1,R2
M κ1κ2α,α1α2(R1R2)e
iq·(R1−R2) . (1.14)
Eine detaillierte Beschreibung der Vorgehensweise, diese Matrix zu ermitteln, wird in Ka-
pitel 3 dargestellt. Auch hier ist die Darstellung im Bild wechselwirkender Phononen von
physikalischem Interesse. Der entsprechende Entwicklungskoeffizient ist von der Form
Mα(λ1, λ2) =
1
2N
√
ωλ1ωλ2
∑
κ1κ2
α1α2
M κ1κ2α,α1α2(q)
eκ1α1(λ)√
Mκ1
eκ2α2(λ)√
Mκ2
. (1.15)
Mit Hilfe dieses Koeffizienten wird in Kapitel 4 die Infrarotabsorption von Kristallen beschrie-
ben. Daru¨ber hinaus wird bei der Betrachtung der Linienbreiten der Einfluß des auftretenden
elektrischen Feldes der longitudinal-optischen Phononen in polaren Materialien untersucht.
Der konstante Term in Gleichung (1.12) ergibt sich aus der hochfrequenten Dielektrizita¨ts-
konstante ε∞,
P 0αβ =
1
2
ε0ε
∞
αβ . (1.16)
Sie entha¨lt nur elektronische Beitra¨ge. Diese kann analog zu der Bornschen effektiven Ladung
ermittelt werden [Gia91].
2Anders ist dies in Ferro- und Pyroelektrika.
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In zweiter Ordnung tritt als Koeffizient der Ramantensor erster Ordnung P κ1αβ,α1 auf
P κ1αβ,α1 =
∂3E
∂Eα∂Eβ∂u
κ1
α1(q = 0)
. (1.17)
Dieser stellt eine Modulation der Suszeptibilita¨t durch Gitterschwingungen dar. Die zeit-
liche Fluktuation, die dadurch beschrieben werden kann, fu¨hrt zum Raman-Effekt, inela-
stischer Streuung von Licht insbesonders im sichtbaren Wellenla¨ngenbereich. Die Phono-
nenzustandsdichte und der Ramantensor erster Ordnung bestimmen den Off-resonance-
Raman-Effekt vollsta¨ndig. Fu¨r die Durchfu¨hrung sei auf Referenz [Ste00] verwiesen. Im
Rahmen dieser Arbeit wurden die einzelnen Tensorelemente erstmals auf direktem Wege
in der Dichtefunktional-Sto¨rungstheorie berechnet.
Als Erga¨nzung sei noch der Koeffizient in dritter Ordnung des elektrischen Feldes erwa¨hnt:
χ(2)α1α2α3 =
∂3E
∂Eα1∂Eα2∂Eα3
. (1.18)
Dieser wird als statische nichtlineare Suszeptibilita¨t bezeichnet und ist von großem
Interesse im Rahmen der nichtlinearen Optik. Als wichtigste Eigenschaft beschreibt er die
Erzeugung der zweiten Harmonischen.
In den folgenden Kapiteln werden alle Entwicklungskoeffizienten bis einschließlich der dritten
Ordnung im Detail diskutiert, die im Rahmen dieser Arbeit in vorhandene Programme zur
Sto¨rungstheorie zweiter Ordnung implementiert wurden.
10
Kapitel 2
Methode
Die Berechnung der Energie eines elektronischen Vielteilchensystems ist eine große Heraus-
forderung an die theoretische Physik. Eine geschickte Methode zur Ermittlung von Grund-
zustandseigenschaften stellt die Dichtefunktionaltheorie (DFT) [Koh99] dar. In diesem Ka-
pitel soll diese in Grundzu¨gen erla¨utert werden. Besonderer Augenmerk wird dabei auf die
Darstellung der Polarisation gelegt. Die moderne Theorie [Kin93, Res94] hierzu erlaubt die
Herleitung und Ausformulierung der nichtlinearen Antwortkoeffizienten, bei welchen makro-
skopische elektrische Felder auftreten.
Zur Beschreibung von dynamischen Eigenschaften kann die DFT zu der sogenannten Dichte-
funktional-Sto¨rungstheorie (DFPT) erweitert werden.[Bar87a, Bar87b] Zuna¨chst wird diese
knapp in zweiter Ordnung vorgestellt. Die Anwendung dieser Theorie auf Entwicklungskoef-
fizienten der Gesamtenergie in dritter Ordnung wird detaillierter ausgearbeitet, da diese das
zentrale Thema dieser Arbeit darstellen.
Anschließend wird noch die Problematik eines zusa¨tzlichen elektrischen Feldes, welches durch
die longitudinal-optischen Phononen herbeigefu¨hrt wird, diskutiert. Damit erha¨lt man eine
Formel fu¨r die Korrekturen zu den anharmonischen Kraftkonstanten.
2.1 Dichtefunktionaltheorie
Hohenberg und Kohn zeigten 1964, daß sich alle Grundzustandsobservablen eines elektro-
nischen Systems als Funktional der Grundzustandsdichte darstellen lassen.[Hoh64] Explizit
ist der Hamiltonoperator Hel eines Systems von N wechselwirkenden Elektronen in einem
a¨ußeren Potential vext gegeben durch
Hel = T + vext + vel−el , (2.1)
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wobei T die kinetische Energie und vel−el die Elektron-Elektron-Wechselwirkung ist. Das
Theorem von Hohenberg und Kohn besagt, daß sich die Gesamtenergie des Systems
als Funktional der Dichte E[n] schreiben la¨ßt, und sich dieses Funktional fu¨r verschiede-
ne Systeme nur in den externen Potentialen unterscheidet. Desweiteren ist E[n] fu¨r jedes
System bezu¨glich der Grundzustandsdichte nGS minimal und entspricht dann gerade der
Grundzustandsenergie EGS:
E[n] ≥ EGS ,
E[nGS] = EGS . (2.2)
Alle Grundzustandsobservablen lassen sich durch die Grundzustandsdichte ausdru¨cken. Zur
Bestimmung der Grundzustandseigenschaften muß also nicht die Schro¨dingergleichung fu¨r
elektronische Wellenfunktionen von 3N Variablen gelo¨st werden. Vielmehr genu¨gt es, die
Grundzustandsdichte als Funktion von 3 Variablen1 zu betrachten. Dieses Variationsproblem
nach der Dichte kann man auf einen Einteilchenformalismus mit effektiven Potential vKS
zuru¨ckfu¨hren [Koh65] und erha¨lt dann die Kohn-Sham-Gleichungen:(
− ~
2
2m
∇2 + vKS(r)
)
ψα(r) = ²α ψα(r) , mit α = 1 . . . N , (2.3)
vKS(r) = vext(r) + e
2
∫
d3r′
n(r′)
|r− r′| + vxc(r) , (2.4)
n(r) =
N∑
α=1
ψ∗α(r)ψα(r) . (2.5)
In Gleichung (2.4) bezeichnet vxc das Austauschkorrelationspotential. Dieses ergibt sich durch
Ableiten der Austauschkorrelationsenergie Exc, welche als Differenz zwischen der Grundzu-
standsenergie einer Hartree-Rechnung fu¨r nicht wechselwirkende Elektronen [Ash76] und der
exakten Energie definiert ist:
δExc[n]
δn(r)
= vxc(r) . (2.6)
Durch selbstkonsistentes Lo¨sen der Gleichungen (2.3)-(2.5) erha¨lt man die Grundzustands-
dichte nGS und die Kohn-Sham-Eigenwerte ²α. Diese liefern die Grundzustandsenergie des
Systems [Gon89]:
E[n] =
∑
α
²α + EHxc[n] −
∫
d3r
δEHxc[n]
δn(r)
n(r) , (2.7)
1Bei magnetischen Substanzen muß zusa¨tzlich auch der Spinfreiheitsgrad beru¨cksichtigt werden.
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wobei EHxc[n] als Summe aus Hartree- und Austauschkorrelationsenergie definiert ist. Diese
Darstellung eignet sich besonders fu¨r die Sto¨rungsbehandlung. Die Kohn-Sham-Zustands-
funktionen ψα(r) an sich haben keinerlei physikalische Bedeutung, lediglich die Dichte. Um
in der DFT Berechnungen durchfu¨hren zu ko¨nnen, muß noch die nicht explizit bekannte
Austauschkorrelationsenergie approximiert werden. In dieser Arbeit wird dazu die sog. lokale
Dichte-Na¨herung (LDA) benu¨tzt:
Exc[n] ≈ ELDAxc [n] =
∫
²xc(n(r))n(r)d
3r , (2.8)
wobei ²xc(n) die Austauschkorrelationsenergie pro Teilchen eines homogenen Elektronenga-
ses mit konstanter Dichte n ist. Fu¨r Details sei auf [Dre90] verwiesen.
Um die Kohn-Sham-Gleichungen (2.3)-(2.5) zu lo¨sen, beno¨tigt man eine Darstellung in einer
endlichen Basis. Die bestmo¨gliche Wahl dieser Basis ha¨ngt von dem betrachteten System
ab. Fu¨r Kristalle bietet sich zuna¨chst aufgrund ihrer Periodizita¨t eine Beschreibung durch
Blochfunktionen mit einer Basis aus ebenen Wellen an. Im Ortsraum haben ebene Wel-
len die Gestalt
〈r|k+G〉 = 1√
NΩ
ei(k+G)·r . (2.9)
Dabei legt man Born-von Ka´rma´n-Randbedingungen fu¨r ein Kristallvolumen von N Ele-
mentarzellen des Volumens Ω zugrunde. G ist hierbei ein reziproker Gittervektor, und k ist
der Wellenvektor der Blochfunkion. Durch die Wahl einer Abschneideenergie Ecut wird nun
diese Basis auf solche ebenen Wellen eingeschra¨nkt, deren kinetische Energie geringer ist als
diese Abschneideenergie:
~2
2m
(k+G)2 ≤ Ecut . (2.10)
Der Parameter Ecut wird dabei durch das Konvergenzverhalten der zu berechnenden physi-
kalischen Gro¨ße festgelegt.
Eine alternative Beschreibung bietenWannierfunktionen wR. Diese sind lokalisiert und er-
geben sich als die Fourierkoeffizienten der Blochfunktionen. So kann man jede Blochfunktion
ψk(r) schreiben als
ψk(r) =
∑
R
wR(r)e
ik·R . (2.11)
Somit ergibt sich fu¨r die Wannierfunktionen
wR(r) =
Ω
(2pi)3
∫
Ω
ψk(r)e
ik·R d3k . (2.12)
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Die Wannierfunktionen sind nur bis auf einen Phasenfaktor im Integral eindeutig bestimmt.
In dieser Arbeit werden sowohl Bloch- als auch Wannierfunktionen verwendet.
Um eine numerische Durchfu¨hrbarkeit des Kohn-Sham-Zyklus’ zu gewa¨hrleisten, betrachtet
man anstelle aller Elektronen nur die Valenzelektronen. Die Kerne und die Rumpfladungen
faßt man zu einem Rumpfanteil zusammen. Die Valenzelektronen befinden sich dann in
dem Potential dieser Ionen. Dies wird als frozen core approximation bezeichnet. Dabei wird
die physikalische Tatsache zugrundegelegt, daß nur die Valenzelektronen zur chemischen
Bindung beitragen. Das externe Potential vext der Ionen, in dem sich die Valenzelektronen
bewegen, wird durch ein Pseudopotential vps approximiert [Bac82, Tro91, Bar, Van90].
2.2 Polarisation
Das Dipolmoment eines beliebigen endlichen und neutralen Systems ist eine wohldefinierte
Gro¨ße. Die gleiche Gro¨ße ist fu¨r unendlich ausgedehnte Systeme nicht wohldefiniert, denn
die Wellenfunktionen unterliegen dann periodischen Randbedingungen. Dennoch ist makro-
skopische Polarisation eine theoretisch behandelbare Gro¨ße. Bis vor kurzer Zeit war das
Problem der Polarisation in einem unendlich ausgedehnten Festko¨rper noch weitgehend un-
gekla¨rt. Wa¨hrend man in einem endlichen Festko¨rper die Polarisation als Dipolmoment
pro Volumeneinheit definiert, ist dies bei periodischen Randbedingungen nicht mo¨glich,
da hier Oberfla¨cheneigenschaften eine wichtige Rolle spielen. Alle Erkla¨rungen erwiesen
sich als ungenu¨gend, wie zum Beispiel die Definiton der Polarisation als Diplmoment ei-
ner Einheitszelle.[Mar74] Resta erkannte 1992 [Res92], daß nicht der Absolutwert, sondern
Polariationsunterschiede die entscheidende Rolle spielen, und King-Smith und Vanderbilt
[Kin93] gelang es, diese zum ersten Mal zu berechnen. Dieser Ansatz stellte sich bei vielen
Rechnungen als a¨ußerst zuverla¨ssig heraus.[Ort96, Ber97a, Ber97b, Mar97a, Res00] Er ist
vom Prinzip her eng mit der Lokalisation von Elektronen verbunden.[Sou00, Res98, Res99a]
Die Darstellung des Ortsoperators bei vorliegenden periodischen Randbedingungen soll im
folgendem studiert werden, da dies ebenfalls bei der Sto¨rungstheorie wichtig ist.
2.2.1 Definition der Polarisation
In einem Isolator kann Ladung im Gegensatz zu einer im Metall nicht u¨ber beliebig lange
Distanzen fließen. Deswegen a¨ndert sich die Ladungsdichte durch eine Polarisation des Me-
diums. Diese Eigenschaft von Dielektrika wird am besten durch das Ladungsdichtefeld P(r)
beschrieben, das gegeben ist durch
∇ · P(r) = −n(r) . (2.13)
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In einem Bereich mit endlichem Volumen Ω bewirkt eine A¨nderung ∆n der Ladungsdichte
ein Dipolmoment
∆P =
1
Ω
∫
Ω
d3r∆P(r) = 1
Ω
∫
Ω
d3r r∆n(r) . (2.14)
Mit dieser Definition ist fu¨r ein endliches System die makroskopische Polarisation P durch
die Dichte bzw. das Polarisationsdichtefeld eindeutig bestimmt. Es treten hierbei keine Pro-
bleme auf, da in einem endlichen System die Wellenfunktionen und damit auch die Dichte
des Systems exponentiell abfallen.
Wie sieht dies nun aber in einem unendlich ausgedehnten System aus? Ist dort die Polari-
sation eine Eigenschaft, die nur vom bulk abha¨ngig ist, oder gehen Oberfla¨cheneigenschaften
mit in diese ein?
Wa¨hrend die Polarisation extrem von der Oberfla¨chenbeschaffenheit des Systems bestimmt
wird, mißt man diese im Experiment nie direkt, sondern stets nur deren A¨nderung bezu¨glich
eines gegeben Zustands. Letztere ist aber gerade nicht von der Form und der Oberfla¨che
des Systems abha¨ngig. Diese A¨nderungen entsprechen den Bornschen effektiven Ladungen,
der dielektrischen Suszeptibilita¨t oder der Pyroelektrizita¨t. Bei ferroelektrischen Substan-
zen wird typischerweise eine Hysteresekurve, also eine finite Differenz gemessen. Dies fu¨hrt
zu dem Schluß, daß nicht die Polarisation, sondern eben diese A¨nderung der Polarisation
physikalisch zu betrachten ist.
2.2.2 Berechnung
Im Rahmen der adiabatischen Na¨herung betrachtet man die Polarisation zusammengesetzt
aus einem ionischen und einem elektronischen Anteil. Dabei gilt unser Augenmerk dem elek-
tronischen Anteil, da sich der ionische aus einer reinen U¨berlagerung der einzelnen Ionen-
positionen zusammensetzt. Der elektronische Anteil ist durch den Polarisationsunterschied
gegeben [Res92]:
∆P = P(1) −P(0) . (2.15)
Dabei wird der U¨bergang von einem Referenzzustand (hier mit dem Index (0) gekennzeich-
net) zu einem adiabatisch gea¨nderten Zustand (1) betrachtet. Fu¨r die jeweilige Polarisation
im Zustand λ = 0 oder 1 gilt
P(λ) =
2e
Ω
∫
d3r r |w(λ)n (r)|2 . (2.16)
Die Wohldefiniertheit dieses Integrals wurde von Blount gezeigt [Blo62]. Diese ha¨ngt nicht
mit der willku¨rlichen Wahl der Wannierfunktionen zusammen. Das Integral transformiert
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sich insgesamt zu
P(λ) = i
2e
(2pi)3
∫
d3k
〈
u
(λ)
vk
∣∣∣∣ ∂∂k
∣∣∣∣u(λ)vk〉 , (2.17)
mit uvk(r) = ψvk(r)e
−ik·r, dem periodischen Anteil der Blochfunktionen. Die Diskretisierung
dieser Formel beinhaltet Matrixelemente der Form 〈uvk|uvk+∆k〉. Jedes dieser Matrixelemente
ist aufgrund der beliebigen Phasen der Blochfunktionen nicht eindeutig definiert. Man nu¨tzt
aber die feste Phasenbeziehung zwischen zwei k-Punkten aus, welche sich gerade um einen
reziproken Gittervektor G unterscheiden,
uvk(r) = uvk+G(r)e
iG·r . (2.18)
Bei der Integration u¨ber die Brillouin-Zone in (2.17), bzw. der Summation u¨ber spezielle
k-Punkte [Mon76] ist nun zu beachten, daß man nur solche Summen bildet, die immer von
einem Startpunkt zu einem Endpunkt gelangen, welche sich jeweils um einen reziproken
Gittervektor unterscheiden2. Entlang dieses Weges existiert jetzt eine feste Phase, die nicht
von den beliebig wa¨hlbaren Einzelphasen der Blochfunktionen abha¨ngig ist [Zak89]. Diese
wird Berry-Phase [Ber84] genannt. Im Grenzfall ergibt diese gerade das Integral. Eine
genaue Darstellung hiervon ist in [Res96] gegeben. Sei nun b ein Vektor der je zwei na¨chste
k-Punkte miteinander verbindet. Man wa¨hle nun ein Gewicht wb, so daß∑
b
wbbαbβ = δαβ (2.19)
erfu¨llt ist. Dann gilt fu¨r eine nach k differenzierbare Funktion f(k) fu¨r den Gradienten
[Mar97c]
∇f(k) ∼=
∑
b
wbb[f(k+ b)− f(k)] . (2.20)
Als diskrete Formel ergibt sich schließlich
P(λ) = −2e
N
∑
kb
wbb Im ln detS
(λ)
vv′ (k,k+ b) , (2.21)
mit der U¨berlappmatrix S
(λ)
vv′ (k,k
′) = 〈u(λ)vk |u(λ)v′k′〉. Der Wert der Polarisation ist eichinvariant
bezu¨glich beliebiger unita¨rer Transformationent |uvk〉 =
∑
v′ Uvv′ |uv′k〉 und wohldefiniert
modulo eines Quantums Pl =
2e
Ω
Rl. Dieses ist aber im Regelfall wesentlich gro¨ßer als die be-
rechenbare Gro¨ße. Ansonsten muß die adiabatische A¨nderung zwischen den beiden Zusta¨nden
(0) und (1) verkleinert werden.
2Erste Berechnungen in kubischen Strukturen unterteilen das Integral in Gleichung (2.17) in einen Anteil
in (1, 1, 1)-Richtung und ein zweidimensionales senkrecht dazu [Kin93]. Hier wird ein anderer Weg aufgezeigt,
der fu¨r die Implementation im Formalismus der dritten Ordnung wichtig ist.
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2.2.3 Ergebnisse
Anhand von Galliumarsenid (GaAs) sollen nun die Bornschen effektiven Ladungen u¨ber die
Polarisation ohne Sto¨rungstheorie bestimmt werden. Dazu wurde im Rahmen dieser Arbeit
ein Programm entwickelt. Die Berechnungen erfolgen bei einer Auslenkung des Ga-Atoms
von 0.0005 · (1, 0, 0) · a0 sowie einer Auslenkung von −0.0005 · (1, 0, 0) · a0 des As-Atoms. Als
Referenzzustand wa¨hlt man den unausgelenkten Kristall, da hier die Polarisation aufgrund
der Symmetrie des Kristalls Null ergibt. Mit der Definition der effektiven Ladung
1
V
Zκαβ
? =
∂Pα
∂uκβ
(2.22)
erha¨lt man fu¨r die Polarisation∑
β
1
V
Zκαβ
?,elektr ·∆uκβ = ∆Pα . (2.23)
Die Bornsche effektive Ladung ergibt sich im Rahmen der adiabatischen Na¨herung aus der
Summe des elektronischen und des ionischen Anteils. Dabei entpricht der ionische Anteil der
Valenzladung des jeweiligen Atoms, welche fu¨r Ga (As) 3.0 e (5.0 e) betra¨gt. Zur U¨berpru¨fung
der Ergebnisse wurden zusa¨tzlich sto¨rungstheoretische Rechnungen nach dem Verfahren von
Giannozzi et al. [Gia91] durchgefu¨hrt. Fu¨r die Berechnung mit linearer Antworttheorie ver-
wenden wir eine Abschneideenergie von 24 Ry und einen Satz von 4× 4× 4 Monkhorst-Pack
[Mon76] k-Punkten, wa¨hrend mittels der Polarisation die Werte bei einer Abschneideenergie
von 24 Ry und einem Satz von 8× 8× 8 k-Punkten bestimmt werden. Trotz der gro¨ßeren
Anzahl von k-Punkten im letzteren Fall reduziert sich der Rechenaufwand erheblich, da
hier nur eine Grundzustandsrechnung durchgefu¨hrt werden muß. In Tabelle 2.1 sind die so
gewonnenen Ergebnisse dargestellt. Man erkennt eine hervoragende U¨bereinstimmung der
Resultate der verschiedenen Methoden. Es ist sogar festzustellen, daß der Fehler durch Ver-
letzung der akustischen Summenregel (
∑
κ Z
κ
αβ
∗ = 0) gro¨ßer ist als die Abweichungen der
beiden Theorien.
Atom DFPT Polarisation
Ga 2.0078909 2.009165
As -2.0091157 -2.008865
Tab. 2.1: Gegenu¨berstellung der u¨ber die Polarisation und mittels DFPT berechneten Born-
schen effektiven Ladungen von GaAs.
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2.3 Dichtefunktional-Sto¨rungstheorie
Die vorliegende Arbeit bescha¨ftigt u¨ber die Berechnung von Grundzustandsgro¨ßen hinaus
vor allem mit deren Abha¨ngigkeiten von a¨ußeren Parametern. Bezeichne λ die Sta¨rke ei-
ner a¨ußeren Sto¨rung, so kann eine beliebige Observable X(λ) in folgender Weise entwickelt
werden
X(λ) = X(0) + λX(1) + λ2X(2) + . . . . (2.24)
Die Entwicklungskoeffizienten sind verbunden mit den Ableitungen,
X(n) =
1
n!
dnX
dλn
∣∣∣
λ=0
. (2.25)
Von nun an nehmen wir das externe Potential vext in allen Ordnungen als bekannt an,
wa¨hrend unsere Bestrebungen darauf hinauslaufen, die Sto¨rungsentwicklung in der Gesamt-
energie E und der Dichte n(r) zu berechnen. Von besonderem Interesse sind Eigenschaften,
die durch eine Auslenkung eines Atoms und durch ein homogenes elektrisches Feld bestimmt
sind. Die negativen Ableitungen der Gesamtenergie nach Auslenkungen entsprechen einer
Kraft
F κα = −
∂E
∂uκα
(2.26)
und die negative Ableitung nach einem homogenen elektrischen Feld E der Polarisation
Pα = − ∂E
∂Eα
. (2.27)
Der genaue Formalismus zur Berechnung der Polarisation wurde in Abschnitt 2.2 beschrie-
ben. Physikalische Gro¨ßen, die mit einer zweiten Ableitung verbunden sind, werden als li-
neare Antwortkoeffizienten bezeichnet. Diese sind dann die Kraftkonstanten, die Bornschen
effektiven Ladungen und die Suszeptibilita¨ten, wie sie in Kapitel 1 definiert wurden.
Die Schro¨dingergleichung
[H(λ)− εα]|ψα(λ)〉 = 0 (2.28)
mit den Normierungsbedingungen
〈ψ(λ)|ψ(λ)〉 = 1 (2.29)
wird in erster Ordnung zu der sogenannten Sternheimergleichung
(H − εα)(0)|ψ(1)α 〉 = −(H − εα)(1)|ψ(0)α 〉 (2.30)
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unter der Nebenbedingung
〈ψ(0)α |ψ(1)α 〉+ 〈ψ(1)α |ψ(0)α 〉 = 0 . (2.31)
Diese kann aufgrund der Phasenfreiheit von Blochzusta¨nden strenger dargestellt werden,
〈ψ(0)α |ψ(1)α 〉 = 0 . (2.32)
Aus der Sternheimergleichung (2.30) folgt fu¨r die Energie erster Ordnung3
ε(1)α = 〈ψ(0)α |H(1)|ψ(0)α 〉 . (2.33)
Damit ist die rechte Seite der Sternheimergleichung bekannt. Daraus la¨ßt sich sofort die
gesto¨rte Wellenfunktion4 |ψ(1)α 〉 berechnen.
Diese kann auch eleganter mittels der Greenfunktion
G⊥α(Eα) = [P⊥α(Eα −H)(0)P⊥α]−1 , (2.34)
im Unterraum senkrecht zu den einzelnen |ψ(0)α 〉 bestimmt werden. Hier ist P⊥α der Projektor
auf den zu |ψ(0)α 〉 orthogonalen Unterraum. Die Sternheimergleichung wird dann zu
|ψ(1)α 〉 = G⊥α(Eα)H(1)|ψ(0)α 〉 . (2.35)
Zur numerischen Auswertung kann die Greenfunktion, analog zu der gewo¨hnlichen Sto¨rungs-
theorie, als Summe u¨ber die Zusta¨nde berechnet werden
|ψ(1)α 〉 =
∑
α6=β
|ψ(0)β 〉
1
Eα − Eβ 〈ψ
(0)
β |H(1)|ψ(0)α 〉 . (2.36)
Man beachte, daß sich die Summation u¨ber das gesamte Spektrum des Hamiltonoperators
erstreckt. In der Festko¨rperphysik bezeichnet der Index α die einzelnen Ba¨nder. Baroni et.
al. [Bar87a] haben gezeigt, daß nicht das gesamte Spektrum der orthogonalen Zusta¨nde ver-
wendet werden muß. Es genu¨gt bereits, den Operator P⊥α(Eα) als den Projektionsoperator
auf die Leitungsbandzusta¨nde zu verstehen, da die Dichte nur von letzteren abha¨ngt. Damit
reduziert sich die Summe aus Gleichung (2.36) also auf die Leitungsbandzusta¨nde. Der ex-
akte Ausdruck wird spa¨ter in Gleichung (2.42) angegeben. Fu¨r eine ausfu¨hrliche Darstellung
sei auf Referenz [Bar01] verwiesen.
Alternativ ist es auch mo¨glich, die gesto¨rten Wellenfunktionen mit dem Hyllaras-Variations-
prinzip zu berechnen. Dabei handelt es sich um die sto¨rungstheoretische Erweiterung des
3Dies ist das Hellmann-Feynman-Theorem.
4Hier und im folgendem wird als gesto¨rte Wellenfunktion die A¨nderung der Wellenfunktion durch eine
Sto¨rung bezeichnet.
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Rayleigh-Ritz-Variationsverfahrens. Dies besagt, daß die Energie in zweiter Ordnung fu¨r die
gesto¨rte Wellenfunktion erster Ordnung minimal ist:
E
(2)
0 ≤ E(2)[ψ(0)0 , ψ(1)0,trial]
= 〈ψ(1)0,trial|H(1)|ψ(0)0 〉+ 〈ψ(1)0,trial|(H − E0)(0)|ψ(1)0,trial〉+ (2.37)
+ 〈ψ(0)0 |H(2)|ψ(0)0 〉+ 〈ψ(0)0 |H(1)|ψ(1)0,trial〉 .
Daraus ergibt sich ein Variationsprinzip fu¨r die Versuchswellenfunktion ψ
(1)
0,trial mit der Neben-
bedingung aus Gleichung (2.32). Das Gleichheitszeichen gilt genau dann, wenn die Versuchs-
wellenfunktion der tatsa¨chlichen gesto¨rten Wellenfunktion entspricht. In dem Programpaket
ABINIT [ABI01] wird dieses Verfahren gewa¨hlt. Details zur Implementierung finden sich in
den Referenzen [Gon97a, Gon97b].
Alle hier skizzierten Algorithmen liefern exakt die gleiche gesto¨rte Wellenfunktion, und die
Wahl des Verfahrens ist vollkommen beliebig.[Gon95a, Gon95b]
Ho¨here Ableitungen wurden von Gonze und Vigneron untersucht. Zu diesem Zweck wurde
das (2n + 1)-Theorem auf die DFPT erweitert.[Gon89] Zum Beispiel genu¨gt fu¨r die dritte
Ordnung bereits die Kenntnis der gesto¨rten Kohn-Sham-Wellenfunktionen und -Hamilton-
operatoren bis zu ersten Ordnung. Die exakte Berechnung dieser Koeffizienten wird in Ab-
schnitt 2.4 beschrieben.
Diese Methode kann iterativ weitergefu¨hrt werden. So kann man aus den Wellenfunktionen
und Hamiltonoperator bis zu einer Ordnung n− 1 die der na¨chstho¨heren Ordnung n durch
eine verallgemeinerte Sternheimergleichung berechnen. Dabei ist ein Minimierungsverfahren
fu¨r die Energie der Ordnung 2n anzuwenden. Somit erha¨lt man alle Entwicklungskoeffizi-
enten in gerader Ordnung sowie die Wellenfunktionen und Hamiltonoperatoren bis zu ei-
ner beliebigen Ordnung. Die ungeradzahligen Entwicklungskoeffizienten ko¨nnen mittels des
(2n+1)-Theorems berechnet werden. Dazu beno¨tigt man lediglich die Kohn-Sham-Zusta¨nde
und Wellenfunktionen bis zur Ordnung n, welche aus der Berechnung der Energien der Ord-
nung 2n bekannt sind.
2.4 Sto¨rungstheorie dritter Ordnung
Nachdem in Abschnitt 2.3 bereits auf die DFPT in allgemeiner Form eingegangen wurde,
wenden wir uns nun der Berechnung der Energieterme in dritter Ordnung zu. Das (2n+ 1)-
Theorem gilt nicht fu¨r die Kohn-Sham-Eigenenergien. Bei der Bestimmung der Gesamtener-
gie durch Entwicklung des Ausdrucks (2.7) kompensieren sich allerdings alle Beitra¨ge ho¨herer
als erster Ordnung in den Kohn-Sham-Wellenfunktionen, Eigenwerten und Hamiltonopera-
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toren, und man gelangt zu folgendem Ergebnis:
E(3) =
∑
α
{ 〈
ψ(1)α
∣∣∣v(2)ext∣∣∣ψ(0)α 〉 + 〈ψ(1)α ∣∣∣(H(1)KS − ²(1)α )∣∣∣ψ(1)α 〉
+
〈
ψ(0)α
∣∣∣v(3)ext∣∣∣ψ(0)α 〉 + 〈ψ(0)α ∣∣∣v(2)ext∣∣∣ψ(1)α 〉}
+
1
6
∫
d3r d3r′ d3r′′ F (3)(r, r′, r′′)n(1)(r)n(1)(r′)n(1)(r′′) ,
(2.38)
mit
F (3)(r, r′, r′′) =
δ3EHxc[n
(0)]
δn(r)δn(r′) δn(r′′)
. (2.39)
In Referenz [Gon89] wurde dieser Sachverhalt fu¨r alle Ordnungen bewiesen. Zum letzten
Term von Gleichung (2.38) tra¨gt nur die Austauschkorrelationsenergie Exc bei, da die Hartree-
Energie ein Funktional zweiter Ordnung der Dichte ist. Die Berechnung erfolgt im Rahmen
der lokalen Dichte-Na¨herung (LDA) in der Perdew-Zunger-Parametrisierung [Per81]. Dabei
wird F (3) lokal:
F (3)(r, r′, r′′) = δ(r− r′)δ(r− r′′) fLDAxc (r) . (2.40)
Eine explizite Darstellung dieses Funktionals ist in Referenz [Sch99] angegeben.
Fu¨r das Auswerten von Ausdruck (2.38) beno¨tigt man also die gesto¨rten Kohn-Sham-Wellen-
funktionen, Hamiltonians und Eigenwerte in erster Ordnung. Um Gleichung (2.30) zu
lo¨sen, wird sie zuna¨chst auf dem Unterraum der Leitungsbandzusta¨nde projeziert. Man erha¨lt
zwar auf diese Weise lediglich die Leitungsbandanteile der gesto¨rten Wellenfunktionen, aller-
dings ist die gesto¨rte Dichte selbst nur von diesen abha¨ngig. Deshalb werden die Projektoren
Pc fu¨r unbesetzte und Pv fu¨r besetzte Kohn-Sham-Zusta¨nde folgendermaßen definiert:
Pc =
∑
c
|ψ(0)c 〉〈ψ(0)c | , Pv = 1− Pc =
∑
v
|ψ(0)v 〉〈ψ(0)v | . (2.41)
Fu¨r die Sternheimergleichung (2.30), die Ausdru¨cke fu¨r das gesto¨rte Potential und die gesto¨rte
Dichte ergibt sich folgendes selbstkonsistent zu lo¨sende Gleichungssystem:
(HKS − ²v)Pc|ψ(1)v 〉 = −Pc v(1)KS |ψ(0)v 〉 , (2.42)
n(1)(r) =
∑
v
[(
ψ(0)v (r)
)∗ (Pcψ(1)v (r)) + (Pcψ(1)v (r))∗ ψ(0)v (r)] , (2.43)
v
(1)
KS(r) = v
(1)
ext(r) + e
2
∫
d3r′
n(1)(r′)
|r− r′| +
δvxc(r)
δn
n(1)(r) . (2.44)
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Zum Lo¨sen von Gleichung (2.42), mu¨ssen die Operatoren (HKS − ²v) invertiert werden.
Da diese aber Singularita¨ten besitzen, verwendet man noch die Eigenschaft, daß fu¨r ein
endliches System immer ein Faktor α existiert, so daß keiner der Operatoren (HKS−²v−αPv)
singula¨r wird. Diese Operatoren sind nun invertierbar, und als Gleichung fu¨r die gesto¨rte
Wellenfunktion folgt
Pc|ψ(1)v 〉 = − (HKS − ²v − αPv)−1Pc v(1)KS |ψ(0)v 〉 . (2.45)
Dieser Ausdruck kann explizit berechnet werden und liefert die beno¨tigten Kohn-Sham-
Wellenfunktionen erster Ordnung.
Es bleibt das Problem, daß in der dritten Ordnung, speziell im Ausdruck∑
v
〈ψ(1)v |(H(1)KS − ²(1)v )|ψ(1)v 〉 , (2.46)
explizit die gesto¨rten Wellenfunktionen und nicht nur deren Leitungsbandprojektionen auf-
treten. Debernardi und Baroni [Deb94] stellten diesen Term durch Projektionen auf die
gesto¨rten Kohn-Sham-Zusta¨nde dar:
∑
v
〈
ψ(1)v
∣∣∣(H(1)KS − ²(1)v )∣∣∣ψ(1)v 〉 =∑
v
〈
ψ(1)v
∣∣∣PcH(1)KSPc∣∣∣ψ(1)v 〉 − ∑
vv′
〈
ψ(1)v |Pc|ψ(1)v′
〉 〈
ψ
(0)
v′
∣∣∣H(1)KS∣∣∣ψ(0)v 〉 . (2.47)
Fu¨r die Gesamtenergie ergibt sich dann endgu¨ltig folgender Ausdruck :
E(3) =
∑
v
{ 〈
ψ(0)v
∣∣∣v(3)ext∣∣∣ψ(0)v 〉 + 〈ψ(1)v ∣∣∣Pc v(1)KSPc∣∣∣ψ(1)v 〉}
−
∑
vv′
〈
ψ(1)v |Pc|ψ(1)v′
〉〈
ψ
(0)
v′
∣∣∣v(1)KS∣∣∣ψ(0)v 〉
+
∑
v
{ 〈
ψ(1)v
∣∣∣Pc v(2)ext∣∣∣ψ(0)v 〉 + 〈ψ(0)v ∣∣∣v(2)extPc∣∣∣ψ(1)v 〉}
+
1
6
∫
d3r fLDAxc (r)n
(1)(r)n(1)(r)n(1)(r) .
(2.48)
In dieser Arbeit beno¨tigen wir allerdings nicht die Entwicklung der potentiellen Energie
nach nur einem Sto¨rparameter, sondern vielmehr nach verschiedenen Sto¨rparametern. Durch
Symmetrisieren von Ausdruck (2.48) erha¨lt man
∂3E
∂λ1 ∂λ2 ∂λ3
= E˜λ1λ2λ3 + E˜λ1λ3λ2 + E˜λ2λ1λ3 + E˜λ2λ3λ1 + E˜λ3λ1λ2 + E˜λ3λ2λ1 (2.49)
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mit
E˜λ1λ2λ3 =
∑
v
{ 〈
ψ(0)v
∣∣vλ1λ2λ3ext ∣∣ψ(0)v 〉 + 〈ψλ2v ∣∣Pc vλ1KS Pc∣∣ψλ3v 〉}
−
∑
v,v′
〈
ψλ2v |Pc|ψλ3v′
〉 〈
ψ
(0)
v′
∣∣Hλ1KS∣∣ψ(0)v 〉
+
∑
v
{ 〈
ψλ3v
∣∣Pc vλ1λ2ext ∣∣ψ(0)v 〉 + 〈ψ(0)v ∣∣vλ1λ2ext Pc∣∣ψλ3v 〉}
+
1
6
∫
d3r fLDAxc (r)n
λ1(r)nλ2(r)nλ3(r) .
(2.50)
Hier sind die Entwicklungskoeffizienten definiert durch (2.25).
2.5 Korrekturen des anharmonischen Tensors
In einer Phononendispersion von polaren Materialien spalten die longitudinal- und transver-
sal-optischen (LO bzw. TO) A¨ste in der Na¨he des Γ-Punktes auf. Diese Aufspaltung resultiert
aus der Kopplung der LO-Phononen an ein elektrisches Feld, welches eine zusa¨tzliche Dich-
tea¨nderung bewirkt [Res87]. Dies wird im Formalismus der DFPT in zweiter Ordnung durch
einen nichtanalytischen Anteil der dynamischen Matrix beru¨cksichtigt.[Bor54] Ebenso muß
in dritter Ordnung das Auftreten eines solchen Feldes bei der Berechnung der dynamischen
Tensoren beachtet werden. Der entsprechende Beitrag wird nun hergeleitet.
Wir wollen zuna¨chst bei der Entwicklung der potentiellen Energie des Kristalls die Amplitu-
den Eα(q) des makroskopischen Feldes E(r) zusa¨tzlich zu den Fouriertransformierten u
κ
α(q)
der Auslenkungen uκ(R) beru¨cksichtigen. Explizit verwenden wir hier die Definitionen
E(r) =
1
V
∑
q
E(q)eiq·r (2.51)
uκ(R) =
1
N
∑
q
uκ(q)eiq·R . (2.52)
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Zur Vereinfachung der Notation wird im folgenden die Einsteinsche Summenkonvention (fu¨r
kartesische Koordinaten) verwendet. Fu¨r das Potential erha¨lt man damit
Φ =
∑
q
{
1
2
∑
κ,κ′
Φκκ
′
αβ (q)u
κ
α(q)u
κ′
β (−q)
+
∑
κ
Zκαβu
κ
β(q)Eα(−q) +
1
2
εαβEα(q)Eβ(−q)
}
+
∑
q,q′
{
1
6
∑
κ,κ′,κ′′
Φκκ
′κ′′
αβ γ (q,q
′,−q− q′)uκα(q) uκ
′
β (q
′)uκ
′′
γ (−q− q′)
+
1
2
∑
κ,κ′
M κκ
′
α,βγ (q
′)Eα(q)u
κ
β(q
′)uκ
′
γ (−q− q′)
+
1
2
∑
κ
P καβ,γ Eα(q
′)Eβ(−q− q′)uκγ(q)
+
1
6
χ
(2)
αβγEα(q)Eβ(q
′)Eγ(−q− q′)
}
.
(2.53)
Die Amplituden des makroskopischen elektrischen Feldes verschwinden fu¨r Wellenvektoren,
die nicht in der Na¨he des Zonenzentrums liegen. Die Dipolmomente zweiter Ordnung ent-
sprechen hier denen fu¨r nichtpolare Materialien, so wie sie im Rahmen periodischer Randbe-
dingungen ermittelt werden. Die experimentell gemessenen nichtlinearen Dipolmomente fu¨r
polare Halbleiter enthalten im Limes q → 0 noch zusa¨tzliche nichtanalytische Anteile5, die
sich ebenfalls innerhalb des hier benutzten Formalismus’ ableiten lassen. Wir fu¨hren jetzt
die Lagrange-Funktion
L =
1
2
∑
q
∑
κ
mκu˙
κ
α(q)u˙
κ
α(−q)− Φ (2.54)
ein, wobei wir das Potential Φ als Funktion der Auslenkungsamplituden uα(κ|q) sowie
der Fourier-Amplituden des Skalarpotentials φ(q) anstatt des elektrischen Feldes Eα(q) =
−iqαφ(q) betrachten. Als Euler-Lagrange-Gleichungen erha¨lt man die Bewegungsgleichun-
gen fu¨r die atomaren Auslenkungen,
mκu¨
κ
α(q) = −
∂Φ
∂uκα(−q)
, (2.55)
und
∂Φ
∂φ(q)
= 0. (2.56)
5Diese Korrekturen werden in dieser Arbeit vernachla¨ssigt, da ihr Einfluß auf die Linienbreiten als sehr
gering angenommen wird.
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Letztere Gleichung entspricht der Maxwell-Gleichung ∇ · D = 0, mit der dielektrischen
Verschiebung D. Gleichung (2.56) kann iterativ fu¨r φ(q) bis zur zweiten Ordnung in den
Auslenkungen u(q) gelo¨st werden, und man erha¨lt
φ(q) = S(q)
{
−iqα
∑
κ
Zκαβu
κ
β(q)
+i
∑
q′
∑
κ,κ′
[
qα(qβ − q′β)P καβ,µS(q− q′)(qγ − q′γ)Zκ
′
γν
+
1
2
χ
(2)
αβγqαq
′
β(qγ − q′γ)S(q′)q′ρZκρµS(q− q′)(qσ − q′σ)Zκ
′
σν
−1
2
qαM
κκ′
α,µν (q
′)
]
uκµ(q
′)uκ
′
ν (q− q′)
}
,
(2.57)
wobei S(q) = 1/(qαεαβqβ) definiert wurde. Nun kann mit Gleichung (2.56) das makroskopi-
sche elektrische Feld aus den Bewegungsgleichungen fu¨r die Auslenkungsamplituden (2.55)
eliminiert werden, so daß folgt6
mκu¨α(κ|q) = −
∑
κ′
Φ
κκ′
αβ (q)u
κ′
β (q)
−
∑
q′
∑
κ′,κ′′
Φ
κκ′κ′′
αβγ (−q,q′,q− q′)uκ
′
β (q
′)uκ
′′
γ (q− q′) .
(2.58)
Falls keiner der Wellenvektoren q, q′ im Zentrum der Zone liegt, kann man sofort die Kraft-
konstanten Φ mit den Kraftkonstanten Φ identifizieren. Fu¨r sehr kleine q-Vektoren dagegen
erha¨lt man fu¨r die harmonischen Kraftkonstanten den wohlbekannten Ausdruck
Φ
κκ′
αβ (q) = Φ
κκ′
αβ (q)− qµZκµαS(q)qνZκ
′
νβ . (2.59)
Es sei darauf hingewiesen, daß der Korrekturterm lediglich von der Richtung des Wellenvek-
tors q, nicht aber von dessen Betrag abha¨ngt. Fu¨r die fouriertransformierten Kraftkonstanten
in dritter Ordnung betrachten wir zuna¨chst den Fall, daß beide Wellenvektoren in der Na¨he
6Φ bezeichnet immer die direkt aus der DFPT bestimmte Gro¨ße, wa¨hrend Φ der gesamten Tensor ein-
schließlich Korrekturterme ist
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des Zonenzentrums liegen. In diesem Fall erha¨lt man
Φ
κκ′κ′′
αβγ (−q,q′,q− q′) =
Φκκ
′κ′′
αβγ (−q,q′,q− q′)
−ZκµαM κ
′κ′′
ν,βγ (0) qµS(q)qν
−M κκ′µ,αβ (0)Zκ
′′
νγ q
′
µS(q
′)q′ν
−M κκ′′µ,αγ (0)Zκ
′
νβ (qµ − q′µ)S(q− q′)(qν − q′ν)
+P κµν,αZ
κ′
ρβZ
κ′′
σγ q
′
µS(q
′)q′ρ (qν − q′ν)S(q− q′)(qσ − q′σ)
+P κ
′
µν,β Z
κ
ραZ
κ′′
σγ qµS(q)qρ (qν − q′ν)S(q− q′)(qσ − q′σ)
+P κ
′′
µν,γ Z
κ
ραZ
κ′
σβ qµS(q)qρ q
′
νS(q
′)q′σ
+χ(2)µνρZ
κ
µ′αZ
κ′
ν′βZ
κ′′
ρ′γ qµS(q)qµ′ qνS(q
′)qν′ (qρ − q′ρ)S(q− q′)(qρ′ − q′ρ′).
(2.60)
Falls nur der Vektor q in der Na¨he des Zonenzentrums liegt, ergibt sich
Φκκ
′κ′′
αβγ (−q,q′,q− q′) =
Φ¯κκ
′κ′′
αβγ (−q,q′,q− q′)− ZκµαM κ
′κ′′
ν,βγ (q) qµS(q)qν .
(2.61)
Aus numerischen Gru¨nden beschra¨nken sich DFT-Rechnungen auf Wellenvektoren q, die
durch ein diskretes Netz gegeben sind7. Das heißt, die Fourier-transformierten Kraftkonstan-
ten werden entweder fu¨r q = 0 oder fu¨r q nicht in der Na¨he des Zonenzentrums berechnet. Im
ersteren Fall mu¨ssen dann die oben angefu¨hrten nichtanalytischen Korrekturterme zum Er-
gebnis addiert werden. Fu¨r die III-V-Halbleiter vereinfachen sich aufgrund der Td-Symmetrie
die oben angegebenen Ausdru¨cke betra¨chtlich. Hier gilt S(q) = 1/(q2ε) und die Tensoren
(Zκαβ), (P
κ
αβ,γ ), (χ
(2)
αβγ) und M
κκ′
µ,αβ (q = 0) haben jeweils nur eine unabha¨ngige Komponente
Z, P , χ(2) bzw. M .
Wir haben im Kapitel 1 die anharmonischen Kopplungskoeffizienten Φ3 definiert (siehe Glei-
chung (1.9)). Berechnet man die kubischen Kraftkonstanten fu¨r die Randbedingung eines ver-
schwindenden makroskopischen elektrischen Feldes, so erha¨lt man nach dem vorhergehenden
Abschnitt entsprechende Korrekturen fu¨r die Kopplungskoeffizienten polarer Materialien. Da
diese Kopplungskoeffizienten in physikalisch relevanten Anwendungen wie beispielsweise der
Bestimmung von Phonon-Lebensdauern immer im Zusammenhang mit Phasenraumintegra-
tionen auftreten, lassen wir den Fall, daß beide Wellenvektoren im Zentrum der Zone liegen,
7Diese werden durch eine Fourierinterpolation auf beliebige q-Vektoren ausgeweitet.
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aufgrund des geringen Phasenraumgewichts außer Acht.
Dagegen treten fu¨r Zerfallsprozesse von Zonenzentrumsphononen ausschließlich solche Kopp-
lungskoeffizienten auf, bei welchen ein Wellenvektor im Zonenzentrum liegt. Im Limes q→ 0
in der Notation des vorhergehenden Abschnitts erha¨lt man nichtanalytische Korrekturterme
δΦ3 zu den in Gleichung (1.9) definierten Kopplungskoeffizienten Φ3. Explizit lauten diese
δΦ3(−qj,q′j′,q− q′j′′) =
(
~
8ω(−q|j)
) 1
2
q̂µS(qˆ)q̂ν
×
∑
κ
Zκµα
eα(κ|−qj)√
mκ
Mν(q
′j′,−q′j′′) ,
(2.62)
mit λ = (q|j) wobei wir den Einheitsvektor q̂ = q/q verwendet haben. Der Koeffizient
Mν(q
′j′,−q′j′′) ist hier wie in der Theorie der Zwei-Phononen-Infrarotabsorption nach Glei-
chung (1.13) definiert. Im Falle zweiatomiger kubischer Kristalle mit einer Bornschen ef-
fektiven Ladung Z, wie etwa den III-V-Halbleitern, vereinfacht sich der Ausdruck fu¨r die
LO-Mode zu
δΦ3(−qLO,q′j′,q− q′j′′) = ±
(
~
8ω(−q|LO)
) 1
2 ZMR√
2ε
q̂νMν(q
′j′,−q′j′′) , (2.63)
wa¨hrend
δΦ3(−qTO,q′j′,q− q′j′′) = 0 . (2.64)
Das Vorzeichen ha¨ngt dabei von der Definition des Eigenvektors der langwelligen optischen
Mode ab, und MR =
1
M1
+ 1
M2
ist die reduzierte Masse der zwei Atomsorten.
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Kapitel 3
Berechnung der
Entwicklungskoeffizienten
Ist nun eine theoretische Grundlage fu¨r die Bestimmung von Entwicklungskoeffizienten in
dritter Ordnung aufgestellt, wollen wir einige davon genauerer Betrachtung unterziehen. Wir
beschra¨nken uns dabei jedoch auf diejenigen, welche mit dem Auftreten eines homogenen,
makroskopischen elektrischen Feldes einhergehen. Fu¨r den Fall der anharmonischen Kraft-
konstanten sei auf die Doktorarbeit von Schmitt [Sch99] verwiesen.
Zuerst wenden wir uns den nichtlinearen Dipolkoeffizienten zu. In diesem Zusammenhang
wird explizit auf die Schwierigkeit bei der Darstellung des Ortsoperators eingegangen. Die
notwendigen technischen Details hierfu¨r werden aufgezeigt. Desweiteren untersuchen wir das
Konvergenzverhalten des Tensors.
Fu¨r die nichtlinearen Suszeptibilita¨ten und den Ramantensor geben wir lediglich die Formeln
im Rahmen der DFT an. Um diese zu erlangen, wurde eine zum nichtlinearen Dipolkoeffi-
zienten analoge Vorgehensweise benutzt. Die Werte des ersten Tensors vergleichen wir mit
Rechnungen von anderen Autoren und experimentellen Daten, wa¨hrend wir bei den Raman-
tensoren Frozen-phonon-Methoden gegenu¨berstellen.
3.1 Nichtlineare Dipolkoeffizienten
3.1.1 Theoretische Formulierung
Hauptaugenmerk in dieser Arbeit soll die Implementierung der nichtlinearen Entwicklungs-
koeffizienten in bereits vorhandene sto¨rungstheoretische Programme sein. Im Rahmen der
adiabatischen Na¨herung wird dabei der ionische und der elektronische Anteil getrennt unter-
sucht. Der ionische tra¨gt zu den hier betrachteten Entwicklungskoeffizienten nicht bei, denn
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dieser ist von der Form:
E(ion) =
e2
2
∑
κκ′
ZκZκ′
∑
RR′
′ 1
|Xκ (R)−Xκ′ (R′) | +
∑
κ
ZκE ·Xκ (R) . (3.1)
Dabei bezeichnet Xκ (R) = R + τ κ + u
κ(R) die aktuelle Atomposition. Man sieht hieraus
sofort, daß der erste Summand, der eine reine Coulomb-Wechselwirkung zwischen den Ionen
darstellt, nicht vom elektrischen Feld abha¨ngt und nur in die Kraftkonstanten verschiede-
ner Ordnung eingeht1. Der zweite Summand, der einen Kristall in einem a¨ußeren Feld E
beschreibt, ha¨ngt linear vom elektrischen Feld und zudem von einer Auslenkung ab. In den
von uns betrachteten Entwicklungskoeffizienten liefert auch dieser keinen Beitrag, sondern
lediglich zu den Bornschen effektiven Ladungen, dort genau die Valenzladung (siehe Ab-
schnitt 2.2.3). Es bleibt also nur der elektronische Term zu berechnen. Dieser wird vollsta¨ndig
durch die Kohn-Sham-Wellenfunktionen und -Hamiltonoperatoren bis zur ersten Ordnung
bestimmt2. Die Energie dritter Ordnung ist nach Gleichung (2.50) allgemein gegeben. Die
drei Sto¨rparameter λ sind in diesem Fall ein elektrisches Feld E und zwei atomare Auslen-
kungen uκ
′
(R′) und uκ
′′
(R′′). Das externe Potential setzt sich aus dem Pseudopotential vps
und dem Anteil des elektrischen Feldes veF = eE · r zusammen. Betrachtet man die Ab-
leitung dieses a¨ußeren Potentials nach dem elektrischen Feld, so erkennt man, daß dies der
Ortsoperator ist. Der Erwartungswert von diesem ist allerdings fu¨r Blochfunktionen nicht
wohldefiniert. Gleichung (2.50) ist aber genau in dieser Darstellung formuliert. Um dieses
Problem zu lo¨sen, wird eine alternative Formulierung der DFT in einer Basis von polarisier-
ten Funktionen gezeigt. Schließlich nimmt man die Transformation zu Blochfunktionen vor.
Im Falle eines elektrischen Feldes, welches von Null verschieden ist, fu¨hrt man Wannier-a¨hn-
liche Funktionen |wR,v〉 ein. Dies sind Funktionen bezu¨glich des Gittervektors R und des
Bandindex v. Dabei ist |w0,v〉 beliebig in einem Gebiet, das durch eine Kugel mit Radius Rc
um den Ursprung gegeben ist, und verschwindet außerhalb dieses Bereiches. Die Funktionen
|wR,v〉 erha¨lt man durch Translation um den Vektor R. Im allgemeinen sind diese Funktio-
nen nicht orthonormal. Mit diesen Funktionen kann das Funktional fu¨r die Gesamtenergie
in einem Isolator mit periodischen Randbedingungen in einem elektrischen Feld E als
E[w,E] =
∑
v,v′
∑
R
〈w0,v|H + eE · r|wR,v′〉(2δR,0δv,v′ − 〈wR,v|w0,v′〉) (3.2)
dargestellt werden. In dieser Basis ist der Ortsoperator fu¨r jeden endlichen Wert Rc wohl-
definiert. Bemerkenswert ist, daß, obwohl den Wannier-a¨hnlichen |wR,v〉 keine Orthogona-
lita¨tsbedingungen aufgezwungen werden, diese doch im Minimum der Energie fast ortho-
normal werden.[Mau93, Ord93] In der Basis der Wannier-a¨hnlichen Funktionen kann ohne
1Die Berechnung erfolgt hierzu mit der Technik der Ewaldsummation (siehe Referenz [Bor54]).
2Der externe Anteil des Potentials wird allerdings bis einschließlich dritter Ordnung beno¨tigt. Dieser kann
aber explizit bestimmt werden.
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Beschra¨nkung der Allgemeinheit ein Ausdruck fu¨r die Energien verschiedener Ordnungen
formuliert werden. Im Falle der dielektrischen Konstanten wurde dies von Ferna´ndez et al.
[Fer98] durchgefu¨hrt.
Da aber fu¨r die nichtlinearen Dipolkoeffizienten der Fall eines verschwindenden elektrischen
Feldes interessiert, wollen wir diesen im weiteren diskutieren. Dazu fu¨hrt man zuerst den
Grenzwert E → 0 fu¨r das elektrische Feld durch. Dies ermo¨glicht die lokalisierte Region
der Wannier-a¨hnlichen Funktionen beliebig zu vergro¨ßern und somit den Radius Rc gegen
unendlich streben zu lassen. Im Grenzwert werden die Funktionen |wR,v〉 exakt zu den Wan-
nierfunktionen und genu¨gen den Orthonormalita¨tsbedingungen
〈w(0)R,v|w(0)0,v′〉 = δR,oδv,v′ (3.3)
fu¨r die ungesto¨rten Funktionen |w(0)R,v〉 sowie fu¨r die durch eine beliebige Sto¨rung λ gesto¨rte
Wellenfunktion
∣∣∣∂w0,v′∂λ 〉 〈
w
(0)
R,v
∣∣∣∣∂w0,v′∂λ
〉
+
〈
∂wR,v
∂λ
∣∣∣∣w(0)0,v′〉 = 0 . (3.4)
Der Grenzu¨bergang wurde von Ferna´ndez et al. [Fer97] fu¨r Gitterkonstanten, Phononen-
frequenzen am Γ-Punkt sowie Bornschen effektiven Ladungen untersucht. Mit Hilfe der
Wannierfunktionen la¨ßt sich analog zu Gleichung (2.42) wiederum die Sternheimergleichung
formulieren. Im folgenden wird dies fu¨r ein elektrisches Feld ausgefu¨hrt:
−Qcerα|w(0)0,v〉 = HKSQc
∣∣∣∣∂w0,v∂Eα
〉
−
∑
v
∑
R
Qc
∣∣∣∣∂wR,v′∂Eα
〉
〈w(0)R,v′|HKS|w(0)o,v〉 , (3.5)
wobei Qc = 1−
∑
v
∑
l |w(0)l,v 〉〈w(0)l,v | der Projektor auf die Leitungsbandzusta¨nde ist. Fu¨r die
durch eine atomare Auslenkung gesto¨rten Wellenfunktionen ergibt sich das analoge Ergebnis.
Dies wird hier nicht betrachtet, da es nicht notwendig ist, diese Funktion in einer Basis
bestehend aus Wannierfunktionen darzustellen. Fu¨r einen Entwicklungsterm dritter Ordnung
ergibt sich analog zu Gleichung (2.50)
E˜Eα,u
κ′
α′
(R′),uκ
′′
α′′
(R′′) =
∑
v
e
〈
∂wo,v
∂uκ
′
α′(R
′)
∣∣∣∣Qcrα + ∂HHxc∂Eα Qc
∣∣∣∣ ∂wo,v∂uκ′′α′′(R′′)
〉
−
∑
v,v′
∑
R
e
〈
∂wo,v
∂uκ
′
α′(R
′)
∣∣∣∣Qc∣∣∣∣ ∂wR,v′∂uκ′′α′′(R′′)
〉〈
wR,v′
∣∣∣∣rα + ∂HHxc∂Eα
∣∣∣∣w0,v〉
+
1
6
∫
d3r fLDAxc (r)
∂n(r)
∂Eα
∂n(r)
∂uκ
′
α′(R
′)
∂n(r)
∂uκ
′′
α′′(R
′′)
. (3.6)
Fu¨r die weitere Analyse wird lediglich dieser Permutationsterm aus Gleichung (2.49) be-
trachtet. Denn nur hier und bei der Vertauschung der beiden Auslenkungen tritt das Matrix-
element des Ortsoperators auf. Dieser Ausdruck muß nun noch auf eine Basis aus Blochfunk-
tionen transformiert werden. Die weiteren Terme ko¨nnen mit den Ergebnissen von Abschnitt
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2.4 unmittelbar in dieser Darstellung formuliert werden.
Die Transformation der Wannierfunktionen erfolgt mit
w0,v(r) =
Ω
(2pi)3
∫
BZ
d3k ψk,v(r) . (3.7)
Ersetzt man die partiellen Ableitungen nach den Auslenkungen uκα(R) durch periodischen
Auslenkungen der Form uκα(q) =
∑
R u
κ
α(R)e
−iq·R gema¨ß
∂
∂uκα(q)
=
∑
R
eiq·R
∂
∂uκα(R)
, (3.8)
kann man direkt die fouriertransformierten Dipolmomente, welche in Gleichung (1.14) de-
finiert sind, berechnen. Aufgrund der Impulserhaltung muß dabei die Summe der beiden
q-Vektoren Null ergeben3. Verwendet man fu¨r die Blochfunktionen zusa¨tzlich die Beziehung
rαψk,v = −
(
i∂
∂kα
)
ψvk(r) + e
ik·r
(
i∂
∂kα
)
uvk(r) , (3.9)
kann man aus Gleichung (3.6) teilweise den Ortsoperator eliminieren. Analoges gilt fu¨r die
gesto¨rten Wellenfunktionen, da diese wiederum Blochfunktionen sind, allerdings mit den
Wellenvektor k+q. In diesem Ausdruck werden zusa¨tzlich zu den Blochfunktionen ψvk(r) und
∂ψvk
∂uκα(q)
(r) ihre periodischen Anteile uvk(r) = ψvk(r) ·e−ik·r und ∂uvk∂uκα(q)(r) =
∂ψvk
∂uκα(q)
(r) ·e−i(k+q)·r
verwendet. Dies entspricht den Implementierungen in den vorhandenen Programmen, da hier
nicht die Kohn-Sham-Gleichung (2.3), sondern vielmehr
H(k)uvk(r) = εvkuvk(r) , (3.10)
mitH(k) = e−ik·rHeik·r, gelo¨st wird. Durch diese Transformation wird das Eigenwertproblem
auf einen k-abha¨ngigen Hamiltonoperator mit k-unabha¨ngigen Randbedingungen abgebil-
det. Dabei sind alle Eigenzusta¨nde Elemente eines Hilbertraums, oder anders gesagt, sie
erfahren alle die gleichen Parameter-unabha¨ngigen Randbedingungen.
Die Anteile mit den Blochfunktionen tragen bei der Anwendung von Gleichung (3.9) in (3.6)
nicht bei. Dies wurde von Blount [Blo62] gezeigt, bzw. Blochfunktionen stehen auf ihren
Ableitungen nach k senkrecht. Dies ist nicht so bei ihren periodischen Anteilen.
Mit Hilfe von〈
x
∣∣∣∣ ∂∂kα
∣∣∣∣ y〉 |z〉 = 〈x|y〉 ∂∂kα |z〉+ |z〉 ∂∂kα 〈x|y〉 − ∂∂kα (|z〉〈x|)|y〉 (3.11)
3Dies folgt auch aus der Translationssymmetrie des nichtlinearen Dipolkoeffizienten bezu¨glich der Gitter-
vektoren.
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la¨ßt sich (
δv,v′
∂
∂kα
−
〈
uv′k
∣∣∣∣ ∂∂kα
∣∣∣∣uvk〉) ∣∣∣∣∂uv′k∂λ
〉
=
(
∂
∂kα
∣∣∣∣∂uv′k∂λ
〉
〈uv′k|
)
|uvk〉 (3.12)
zusammenfassen. Dieser Schritt ist sehr entscheidend, denn die so ermittelte Formulierung
ist eichinvariant bezu¨glich unita¨rer Transformationen, wie weiter unten ausfu¨hrlich gezeigt
wird.
Durch zusa¨tzliches Verwenden der Zeitumkehrsymmetrie von Blochfunktionen erha¨lt man
nach einigen Umformungen fu¨r den gesamten nichtlinearen Dipolkoffizienten
1
Ω
Z κ
′κ′′
αα′α′′(q) =∑
v
∫
BZ
d3k
(2pi)3
(
4
〈
∂uvk
∂Eα
∣∣∣∣Pc ∂vKS∂uκ′α′(−q)Pc
∣∣∣∣ ∂uvk∂uκ′′α′′(q)
〉
+ 2
〈
∂uvk
∂uκ
′
α′(q)
∣∣∣∣Pc∂vHxc∂Eα Pc
∣∣∣∣ ∂uvk∂uκ′′α′′(q)
〉)
−
∑
vv′
∫
BZ
d3k
(2pi)3
(
4
〈
∂uvk
∂Eα
∣∣∣∣Pc ∣∣∣∣ ∂uv′k+q∂uκ′α′(−q)
〉〈
u
(0)
v′k+q
∣∣∣∣ vKSuκ′′α′′(q)
∣∣∣∣u(0)vk〉
+ 2
〈
∂uvk
∂uκ
′
α′(q)
∣∣∣∣Pc ∣∣∣∣ ∂uv′k∂uκ′′α′′(q)
〉〈
u
(0)
vk
∣∣∣∣∂vHxc∂Eα
∣∣∣∣u(0)vk〉)
+δκ,κ′4
∑
v
∫
BZ
d3k
(2pi)3
〈
∂uvk
∂Eα
∣∣∣∣ ∂2vext∂uκ′α′(q = 0)∂uκ′′α′′(q = 0)
∣∣∣∣u(0)vk〉
+2
∑
vv′
∫
BZ
d3k
(2pi)3
〈
uvk
∣∣∣∣ ie∂∂kα
(∣∣∣∣uv′k〉〈 ∂uv′k∂uκ′α′(q)
∣∣∣∣Pc)Pc∣∣∣∣ ∂uvk∂uκ′′α′′(q)
〉
+
1
2
∫
d3r fLDAxc (r)
∂n(r)
∂Eα
∂n(r)
∂uκ
′
α′(−q)
∂n(r)
∂uκ
′′
α′′(q)
+ Π
{(
uκ
′
α′(q)
)
,
(
uκ
′′
α′′(−q)
)}
.
(3.13)
Dabei bezeichnet Π
{(
uκ
′
α′(q)
)
,
(
uκ
′′
α′′(−q)
)}
die gleichen Terme mit der Permutation der bei-
den Auslenkungen.
Anstelle dieses Weges kann man auch direkt mit den gleichen U¨berlegungen den Hamilton-
operator auf die periodischen Anteile der Wellenfunktionen transformieren. Dabei geht man
von polarisierten Wannierfunktionen wE aus und benu¨tzt zusa¨tzlich noch die Polarisation
P, um die Gesamtenergie E zu formulieren,
E[{wE},E] = E(0)[{wE}]− ΩE ·P , (3.14)
wobei E(0) der Energie ohne a¨ußeres elektrisches Feld entspricht. Die Form dieses Funktionals
wurde von Nunes und Vanderbilt [Nun94] hergeleitet. Nunes und Gonze [Nun01] haben
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gezeigt, daß sich hiermit fu¨r den Hamiltonian aus Gleichung (3.10)
H(k) = H(0)(k) + E
(
ie
∂
∂k
)
(3.15)
ergibt. Mit dieser Darstellung erha¨lt man mit Hilfe von Gleichung (2.50) sofort die oben
angegebene Form des Dipolmoments zweiter Ordnung.
Die Berechnung der Integrale erfolgt mit der Methode der speziellen Punkte nach Monkhorst-
Pack [Mon76]. Dabei wird die Brillouin-Zone a¨quidistant in Richtung der reziproken Gitter-
vektoren aufgeteilt. Es gilt Ω
(2pi)3
∫
BZ
d3k → 1
N
∑
k. Besonderes Augenmerk sei auf den Term
in der vorletzten Zeile von Gleichung (3.13) gelenkt. Die Diskretisierung dieses Ausdrucks
bereitet aus folgendem Grund Schwierigkeiten. Es ist eine genaue Untersuchung der Phasen-
beziehung der einzelnen Blochfunktionen durchzufu¨hren. Es muß gezeigt werden, daß nach
der Diskretisierung und im U¨bergang zu dem Differential der gesamte Term unter unita¨ren
Transformationen invariant ist, welche die Leitungs- und Valenzba¨nder getrennt lassen. Dazu
folgen einige Betrachtungen.
Sei zuna¨chst b ein Vektor, der je zwei na¨chste k-Punkte miteinander verbindet. Wa¨hle nun
ein Gewicht wb, so daß ∑
b
wbbαbβ = δαβ (3.16)
gilt. Dann kann der Gradient fu¨r eine nach k differenzierbare Funktion f(k) mittels
∂
∂k
f(k) ∼=
∑
b
wbb[f(k+ b)− f(k)] . (3.17)
gena¨hert werden.[Mar97c] Dabei soll immer ∂
∂k
= ( ∂
∂k1
, ∂
∂k2
, ∂
∂k3
) gelten. Diese Formel wurde
bereits bei der Bestimmung der Polarisation in Gleichung (2.20) verwendet und stellte sich als
eine gute Diskretisierung der Ableitung heraus. Im folgenden soll zusa¨tzlich gezeigt werden,
daß hier auch die La¨nge der Vektoren b beliebig gewa¨hlt werden kann, wa¨hrend im Falle
der Polarisationsberechnung genau der Abstand der k-Punkte genommen werden muß. Setzt
man dies in den sechsten Term von Gleichung (3.13) ein, so ergibt sich bei dem U¨bergang
zum Integral
2
N
i
∑
b
wbb
∑
vv′
∑
k
〈
uvk|uv′k+b
〉〈
∂uv′k+b
∂uκ
′
α′(q)
∣∣∣∣ ∂uvk∂uκ′′α′′(q)
〉
−→
−→ 2V
(2pi)3
∑
vv′
∫
BZ
d3k
〈
uvk
∣∣∣∣ i∂∂k
(∣∣∣∣uv′k〉〈 ∂uv′k∂uκ′α′(q)
∣∣∣∣)∣∣∣∣ ∂uvk∂uκ′′α′′(q)
〉 mit b→ 0 . (3.18)
KAPITEL 3. BERECHNUNG DER ENTWICKLUNGSKOEFFIZIENTEN 35
In dieser Formel sind beide Seiten nicht von den einzelnen, willku¨rlichen Phasen der Bloch-
funktionen abha¨ngig. Dies ist mit folgender U¨berlegung leicht einzusehen. Alle a¨quivalenten
Ausdru¨cke der Blochfunktionen sind fu¨r ein isoliertes Band gegeben durch
|uvk〉 → eiϕk |uvk〉 . (3.19)
Treten nun noch U¨berschneidungen oder Entartungen der einzelnen Ba¨nder untereinander
auf, so ergibt sich allgemein
|uvk〉 →
∑
v′
Uvv′(k)|uv′k〉 , (3.20)
wobei die Matrix U unita¨r ist. Gleichung (3.19) folgt sofort, wenn Uvv′ diagonal ist. Fu¨r die
gesto¨rten Zustandsvektoren ist dies gleichbedeutend mit∣∣∣∣ ∂uvk∂uκα(q)
〉
→
∑
v′
Uvv′(k)
∣∣∣∣ ∂uv′k∂uκα(q)
〉
. (3.21)
Denn durch die sto¨rungtheoretische Entwicklung der gesto¨rten Zustandsvektoren nach den
ungesto¨rten ergibt sich aus Gleichung (2.36)∣∣∣∣ ∂uvk∂uκα(q)
〉
=
∑
c
|uck〉
〈
uck
∣∣∣ ∂H∂uκα(q) ∣∣∣uvk〉
εc − εv (3.22)
→
∑
c
∑
c′
Ucc′ |uc′k〉
〈
uc′k
∣∣∣U †cc′ ∂H∂uκα(q)∑v′ Uvv′∣∣∣uv′k〉
εc − εv (3.23)
=
∑
v′
Uvv′
∑
c
|uck〉
〈
uck
∣∣∣ ∂H∂uκα(q)∣∣∣uv′k〉
εc − εv . (3.24)
Damit ist klar, daß ∣∣∣∣uvk〉〈 ∂uvk∂uκ′α′(q)
∣∣∣∣ =∑
v′
Uvv′
∣∣∣∣uv′k〉〈 ∂uv′k∂uκ′α′(q)
∣∣∣∣U †v′v (3.25)
gilt. Man sieht aus dieser Gleichung, daß Formel (3.18) nicht von unita¨ren Tranformationen
abha¨ngig ist, da die Ableitung ∂
∂k
nur auf einen eichinvarianten Ausdruck angewandt wird
und die a¨ußeren Transformationen sich selbstversta¨ndlich ebenfalls wegheben. Desweiteren
ist dies auch fu¨r die Formel fu¨r die finiten Differenzen sofort ersichtlich Bei welcher es nicht
einmal auf die La¨nge der b-Vektoren ankommt, da hier die Phasen, bzw. unita¨ren Matrizen
immer paarweise auftreten. Dies ist ein großer Gegensatz zur Berechnung der Polarisation,
da dort die La¨nge durch den k-Punktesatz vorgeschrieben war. Die b-Vektoren mußten exakt
die Differenzenvektoren des k-Punktesatzes sein, da sich nur so eine eindeutige Gesamtphase
eines Weges zwischen zwei a¨quivalenten Punkten ergibt. Es wurde somit eine eichinvariante
Form des Matrixelements gefunden.
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3.1.2 Konvergenzverhalten
Im folgendem wird das Konvergenzverhalten des nichtlinearen Dipolkoeffizienten untersucht.
Dies soll am Beispiel von Silizium, welches unter Normalbedingungen in der Diamantstruk-
tur kristallisiert, dargestellt werden. Dabei interessieren vor allem die Anzahl der k-Punkte
sowie die Gestalt der Vektoren b, welche die Ableitungen beschreiben. Als Abschneideener-
gie wurde Ecut = 24 Ry gewa¨hlt. Dies stellte sich bei Testrechnungen als ausreichend her-
aus. Im Falle eines fcc-Gitters hat das reziproke Gitter eine bcc-Struktur, in der es acht
na¨chste Nachbarn gibt. Die zugeho¨rigen b-Vektoren ergeben sich zu b1 =
2pi
a0N
(1, 1, 1),
b2 = a
2pi
a0N
(−1, 1, 1), b3 = 2pia0N (1,−1, 1), b4 = 2pia0N (1, 1,−1) und den entsprechenden ne-
gativen Vektoren. Dabei bezeichnet a0 die Gitterkonstante und N den k-Punkte-Satz. Es
wird hier immer ein regelma¨ßiges Netz verwendet, d.h. in alle Richtungen gibt es die gleiche
Anzahl N von k-Punkten. Der dazugeho¨rige Gewichtungsfaktor ist dann nach Gleichung
(3.16) als wb = 3/(8b
2) bestimmt. In der praktischen Implementierung wird ein k-Punkte-
Satz gewa¨hlt, der nach dem Verfahren von Monkhorst und Pack [Mon76] bestimmt wird.
Jeder von diesen Punkten erha¨lt bei der Summation ein Gewicht wk. Zusa¨tzlich werden zu
jedem k-Punkt acht weitere Punkte mit folgenden Eigenschaften bestimmt:
• Die zusa¨tzlichen Punkte liegen in den Richtungen der na¨chsten Nachbarn.
• Sie besitzen alle dieselbe, aber beliebig wa¨hlbare Entfernung vom urspru¨nglichen k-
Punkt.
• Die Differenzenvektoren b genu¨gen Gleichung (3.16) mit entsprechenden Gewichten
wb.
• Sie tragen nicht zur k-Punkt-Summation bei.
Fu¨r einen Satz bestehend aus 8× 8× 8 k-Punkten, das sind 60 k-Punkte in der irreduziblen
Brillouin-Zone, soll das Verhalten der Diskretisierung der Ableitung in dem Matrixelement
(3.18) bezu¨glich der La¨nge b der Differenzenvektoren b untersucht werden. Als q-Vektor wur-
de dabei der X-Punkt gewa¨hlt. Aufgrund der Symmetrie der Diamantstruktur hat das Ma-
trixelement nur drei voneinander unterschiedliche Eintra¨ge. Das Ergebnis fu¨r einige La¨ngen
b ist in Abbildung 3.1 gezeigt. Man erkennt hierbei ein deutliches Plateau angefangen von
einer La¨nge 1 · 10−2 · √3 · 2pi
a0
bis 1 · 10−4 · √3 · 2pi
a0
. In diesem Bereich wird die Ableitung gut
durch die Formel (3.17) beschrieben. Die Abweichung bei kleineren La¨ngen b ist allein auf
die Numerik zuru¨ckzufu¨hren.
Als na¨chstes soll bei festgesetzter La¨nge b auf 0.002·√3· 2pi
a0
das Konvergenzverhalten bezu¨glich
der Anzahl der k-Punkte untersucht werden. Es wird jetzt der gesamte Dipolkoeffizient be-
trachtet, da hier jeder einzelne Term zur Konvergenz beitra¨gt. Das Ergebnis ist in Abbildung
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Abb. 3.1: Konvergenz des Matrixelements (3.18) bezu¨glich der La¨nge b. Dargestellt sind die
drei unterschiedlichen, von Null verschiedenen Eintra¨ge am X-Punkt. Die Vektoren b sind
durch b′ · (1, 1, 1) · 2pi
a0
gegeben. Die Einheit des Matrixelements ist eV/aBohr.
3.2 aufgetragen. Hier erkennt man, daß die Werte des Dipolkoeffizienten ab einem Satz von
6 × 6 × 6 k-Punkten nur noch geringe Abweichungen zu Rechnungen bei gro¨ßeren Netzen
aufweisen.
Als sichere Konvergenzparameter wa¨hlen wir aufgrund dieser U¨berlegungen eine La¨nge der
b-Vektoren von 0.002 · √3 · 2pi
a0
und einen Satz bestehend aus 8× 8× 8 k-Punkten.
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Abb. 3.2: Konvergenz des gesamten Dipolkoeffizienten Z bezu¨glich der k-Punkte. Dar-
gestellt sind die drei unterschiedlichen, von Null verschiedenen Eintra¨ge am X-Punkt. Die
x-Achse bezeichnet dabei das entsprechende Monkhorst-Pack-Gitter N×N×N . Die Einheit
des Dipolkoeffizienten ist eV/aBohr.
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3.2 Nichtlineare Suszeptibilita¨ten
Die ersten quantitativen Ergebnisse stellen wir im folgenden fu¨r die statischen, nichtlinearen
Suszeptibilita¨ten vor. Diese sind nach der Definition aus Gleichung (1.18) die dritten Ablei-
tungen der Gesamtenergie nach einem homogenen, makroskopischen elektrischen Feld. Die
Berechnung erfolgt hier ebenfalls u¨ber Gleichung (2.48). Dabei fu¨hren zum Abschnitt 3.1.1
analoge U¨berlegungen zu folgendem endgu¨ltigen Ausdruck:
3
Ω
ε0 χ
(2)
αα′α′′ =
+2
∑
v
∫
BZ
d3k
(2pi)3
〈
∂ψvk
∂Eα
∣∣∣∣Pc∂vHxc∂Eα′ Pc
∣∣∣∣ ∂ψvk∂Eα′′
〉
− 2
∑
v
∫
BZ
d3k
(2pi)3
〈
∂ψvk
∂Eα
∣∣∣∣Pc ∣∣∣∣∂ψvk∂Eα′
〉 〈
ψ
(0)
vk
∣∣∣∣∂vHxc∂Eα′′
∣∣∣∣ψ(0)vk〉
+2
∑
vv′
∫
BZ
d3k
(2pi)3
〈
uvk
∣∣∣∣ ie∂∂kα
(∣∣∣∣uv′k〉〈∂uv′k∂Eα′
∣∣∣∣Pc)Pc∣∣∣∣ ∂uvk∂Eα′′
〉
+
1
6
∫
d3r fLDAxc (r)
∂n(r)
∂Eα
∂n(r)
∂Eα′
∂n(r)
∂Eα′′ +Π {α, α
′, α′′} .
(3.26)
Dabei bezeichnet Π {α, α′, α′′} die entsprechenden fu¨nf Terme mit den Permutationen der
Indizes α, α′ und α′′. Fu¨r die numerische Behandlung dieses Ausdruckes ergeben zu den
nichtlinearen Dipolkoeffizienten (siehe Abschnitt 3.1.2) analoge Untersuchungen das gleiche
Konvergenzschema.
Als Anwendung wurden nichtlineare Suszeptibilita¨ten fu¨r III-V-Halbleiter bestimmt. Auf-
grund der kubischen Symmetrie dieser Materialien, welche alle in Zinkblendestruktur kri-
stallisieren, kann die nichtlineare Suszeptibilita¨t hier durch einen Skalar beschrieben werden:
χ
(2)
αα′α′′ = χ
(2)|²αα′α′′ | , (3.27)
mit dem Levi-Civita-Tensor ². In den Elementhalbleitern der vierten Hauptgruppe, die in
der Diamantstruktur kristallisieren, verschwindet χ(2) aufgrund der Inversionssymmetrie.
Bei unseren Berechnungen wurde eine Abschneideenergie von Ecut = 24 Ry verwendet. Der
spezielle Satz von k-Punkten wurde nach dem Verfahren von Monkhorst-Pack [Mon76] kon-
struiert, verwendet wurde ein 8× 8× 8 Netz. Fu¨r die Auswertung der Ableitungen wurden
Differenzenvektoren der La¨nge 0.002 · 2pi
a0
√
3 benutzt. Durch diese Wahl ist eine gute Kon-
vergenz der Ergebnisse gewa¨hrleistet. In Tabelle 3.1 sind die ermittelten Werte dargestellt.
Diesen gegenu¨bergestellt sind Rechnungen von verschiedenen Autoren und experimentelle
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Daten. Auffallend sind hier die großen Abweichungen der theoretischen Werte untereinander
sowie zu den experimentellen. Es sollen nun kurz die jeweiligen Theorien vorgestellt werden
und die unterschiedlichen Ergebnisse diskutiert werden.
Diese Arbeit Rechn.[Cor96] Rechn.[Lev91a] Rechn.[Aul96] Exp.
AlP 41 39 42 48 28 30
AlAs 64 64 68 78 42 48
AlSb 189 146 98
GaP 39 68 83 66 118 42 70 129 75 74 74
GaAs 148 158 205 186 338 90 172 354 172 197 166
GaSb 427 433 617 838
InP 142 105 145 287
InAs 296 191 838
InSb 616 407 957 1120
Tab. 3.1: Nichtlineare Suszeptibilita¨ten χ(2). Die Einheit ist pm/V. Die Rechnungen von
Dal Corso [Cor96] wurden mittels des (2n+1)-Theorems durchgefu¨hrt. Dabei wurden in der
rechten Spalte Pseudopotentiale mit NLCC verwendet. Levine und Allan [Lev91a] ermittel-
ten sie aus der Bandstruktur. Dabei verwendeten sie in den Spalten eins und drei die unter
Verwendung der LDA-Na¨herung bestimmten Gitterkonstanten. Die Werte der beiden ande-
ren Spalten sind bei den experimentellen bestimmt. Die beiden Daten rechts wurden durch
zusa¨tzliche Verwendung eines scissor-Operators berechnet. Die Rechnungen von Aulbur et al.
[Aul96] sind von links nach rechts mittels DFT ohne Korrekturen, mit scissor-Operator und
mittel einer abgescha¨tzten Theorie (siehe Text) erzielt worden. Die experimentellen Werte
sind aus [Sin86] entnommen, mit Ausnahme von GaP und GaAs, welche aus [Rob92] sind.
Dal Corso et al. [Cor96] berechneteten die nichtlinearen Suszeptibilita¨ten auf den gleichen
Weg [Cor94a] wie in dieser Arbeit. Insgesamt betrachtet sind die Ergebnisse sehr a¨hnlich. Die
gro¨ßeren Abweichungen bei den Indium-Verbindungen werden auf verschiedene Pseudopoten-
tiale zuru¨ckgefu¨hrt. Wa¨hrend in dieser Arbeit die Pseudopotential nach dem Verfahren von
Barth-Car [Bar] verwendet wurden, konstruierten Dal Corso et al. ihre auf die von Bachelet-
Hamann-Schlu¨ter [Bac82] aufgezeigte Weise. Da hier die gleiche Methode der Berechnung
angewendet wurde, ist deutlich zu erkennnen, daß die nichtlinearen Suszeptilita¨ten sehr sen-
sibel auf die verwendeten Pseudopotentiale reagieren. Um diese Abha¨ngigkeit genauer zu un-
tersuchen, wa¨re es wu¨nschenswert, sog. All-electron-Rechnungen durchzufu¨hren. Dabei wird
nicht auf ein Pseudopotential zuru¨ckgegriffen, sondern alle Elektronen werden im Kernpo-
tential behandelt. In den entsprechenden Programmen wird allerdings eine Kombination von
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ebenen Wellen und lokalisierten Orbitalen als Basissatz gewa¨hlt. Derartige Rechnungen sind
nach unserem Wissen noch nicht durchgefu¨hrt worden. Im Vergleich zu den experimentellen
Werten sind die Abweichungen der Rechnungen untereinander sehr gering. Eine deutliche
Verbesserung wurde von Dal Corso et al. durch Verwendung von nichtlinearen Rumpfkor-
rekturen (NLCC) [Lou82] erzielt. Der Grund hierfu¨r liegt in der frozen-core-approximation.
Dadurch wird explizit eine Polarisation der Ionenru¨mpfe ausgeschlossen. Dennoch wird oft-
mals aber gerade durch Verwendung der NLCC in Rechnungen dieser Effekt erreicht. Darin
wird der Grund gesehen, daß bei den Indium-Verbindungen die Werte mit NLCC deutliche
Verbesserungen in Richtung auf die experimentellen Werte hin liefern.
Weitere Berechnungen von nichtlinearen optischen Effekten wurden von Levine und Allan
[Lev91a] durchgefu¨hrt. Dabei wurden die linearen und nichtlinearen Suszeptibilita¨ten aus der
Bandstruktur bestimmt. Der Nachteil dieser Methode liegt zum einen in der Notwendigkeit
der gesto¨rten Wellenfunktionen zweiter Ordnung und zum anderen in der Summation u¨ber
alle. Diese ist numerisch a¨ußerst aufwendig und besitzt ein schlechtes Konvergenzverhalten.
Die genaue Beschreibung der Methode ist in Levine und Allan [Lev91b] angegeben. Zu be-
achten ist dabei, daß bei dieser Vorgehensweise explizit die Leitungsbandzusta¨nde eingehen.
Allerdings wird die Energielu¨cke zwischen Valenz- und Leitungsba¨nder in LDA-Rechnungen
unterscha¨tzt. Dies kann durch die sog. GW-Na¨herung von Hedin [Hed65] verbessert werden.
Eine Mo¨glichkeit, diese in die Sto¨rungstheorie einzubringen, ist die Beschreibung der un-
abha¨ngigen Quasiteilchen mit einer zusa¨tzlichen Selbstenergie Σk, die in Form eines scissor-
Operator wirkt.[Lev89] Der Hamiltonian wird dann zu
Hk = H
LDA
k + Σk = H
LDA
k +∆kPck , (3.28)
mit Pck dem Projektionsoperator auf die Leitungsbandzusta¨nde wie in Gleichung (2.41) an-
gegeben. Dabei wird ∆k so gewa¨hlt, daß die Bandlu¨cke der LDA-Rechnungen mit der durch
die GW-Na¨herung ermittelten u¨bereinstimmt. Es zeigt sich hier bereits eine wesentliche
Verbesserung hinsichtlich der berechneten Dielektrizita¨tskonstanten, deren Werte in LDA-
Rechnungen um etwa 10% von experimentellen Werten abweicht.[Lev91c] In Tabelle 3.1 sind
Ergebnisse aus Referenz [Lev91a] mit und ohne scissor-Operator aufgelistet. Zusa¨tzlich wur-
de dort die Abha¨ngigkeit von der Gitterkonstante untersucht. Dabei reagieren die erzielten
Daten sehr sensibel auf die Gitterkonstante. Die Einfu¨hrung des scissor-Operators bringt
jedoch immer eine wesentliche Verbesserung hervor.
Die Begru¨ndung fu¨r diesen Effekt mittels des scissor-Operators wurde von Gonze et al.
geliefert.[Gon95c] Durch diesen Operator wird die Polarisationsabha¨ngigkeit des Energie-
funktionals in einem a¨ußeren elektrischen Feld beschrieben. Dies ist ein grundsa¨tzlicher
Fehler in der DFT und wird in Anhang B beschrieben. Verschiedene Mo¨glichkeiten, die-
se Abha¨ngigkeit zu beschreiben, wurde von Aulbur et al. untersucht. Dabei wurde zuerst die
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nichtlineare Suszeptibilita¨t in der LDA-Na¨herung berechnet. Desweiteren wurde der Einfluß
des scissor-Operators untersucht. Eine dritte Abscha¨tzung erfolgte durch
χ(2) ≈ χ(2)LDA
〈(
1− ∆(k)
Eg(k)
)3〉
k∈1.BZ
. (3.29)
Hier sind Eg die Bandlu¨cke aus der Quasiteilchenrechnung und 〈. . .〉k∈1.BZ der Mittelwert
u¨ber die erste Brillouin-Zone. Diese Abscha¨tzung beschreibt den Einfluß eines effektiven Aus-
tausch-Korrelation-Feldes bezu¨glich langwelliger A¨nderungen der Dichte. Godby und Sham
[God94] bewiesen den Zusammenhang
φxc
φ
≈ − ∆
Eg
, (3.30)
mit dem externen und selbstkonsistenten Hartree-Feld φ und dem zusa¨tzlichen effektiven
Austausch-Korrelations-Feld φxc. Man erkennt hier ebenfalls eine deutliche Verbesserung
durch Einfu¨hrung der beiden Korrekturen in Richtung des Experiments. Die beiden Werte
sind dann im wesentlichen a¨quivalent.
Zum Abschluß sei noch etwas zu den experimentellen Werten gesagt. In Tabelle 3.2 sind
Daten fu¨r GaAs von verschiedenen Autoren aufgelistet. Wir beschra¨nken uns auf GaAs
deswegen, weil hier die meisten experimentellen Daten vorliegen. Es sticht dabei hervor,
daß diese sich u¨ber einen sehr großen Bereich von 166 pm/V bis u¨ber den vierfachen Wert
erstrecken. Auffallend sind auch die großen Fehlerbalken. Viele dieser Werte wurden an der
Absorptionskante gemessen und sind somit zweifelhaft. Von uns aufgetragen sind jeweils die
bei den geringsten Frequenzen gemessenen Werte, welche den von uns berechneten statischen
nichtlinearen Suszeptibilita¨ten am na¨chsten kommen. Es sind also auch hier nur Richtwerte,
allerdings scheinen dabei die Daten von Roberts [Rob92] und Levine und Bathea [Lev72] am
zuverla¨ssigsten.
[Rob92] [Sin86] [Lev72] [Cho76] [Sor64] [Pat66] [Wyn69] [Fee70]
166 381 180±10 302±48 715±149 737±251 376 268
Tab. 3.2: Nichtlineare Suszeptibilita¨ten χ(2) aus verschiedenen Messungen. Die Einheit ist
pm/V.
3.3 Ramantensoren
Es wurde im Rahmen dieser Arbeit ein Programm zur Erstellung von Ramantensoren mit
Hilfe des (2n + 1)-Theorems entwickelt. Bislang war es nicht mo¨glich, sie auf diesem ele-
ganten Weg zu bestimmen, sondern es mußten stets Frozen-phonon-Techniken angewandt
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werden.[Bar86, Bar01, Uma01]
Der explizite Ausdruck fu¨r die Berechnung ergibt:
ε0
Ω
P καα′,α′′ =∑
v
∫
BZ
d3k
(2pi)3
(
4
〈
∂uvk
∂Eα
∣∣∣∣Pc∂vHxc∂Eα′ Pc
∣∣∣∣ ∂uvk∂uκα′′
〉
+ 2
〈
∂uvk
∂Eα
∣∣∣∣Pc∂vKS∂uκα′′Pc
∣∣∣∣∂uvk∂Eα′
〉)
−
∑
vv′
∫
BZ
d3k
(2pi)3
(
2
〈
∂uvk
∂Eα
∣∣∣∣Pc ∣∣∣∣∂uv′k∂Eα′
〉〈
uv′k
∣∣∣∣∂vKS∂uκα′′
∣∣∣∣uvk〉
+ 4
〈
∂uvk
∂uκα′′
∣∣∣∣Pc ∣∣∣∣∂uv′k∂Eα
〉〈
uv′k
∣∣∣∣∂vHxc∂Eα′
∣∣∣∣uvk〉)
+2
∑
vv′
∫
BZ
d3k
(2pi)3
〈
uvk
∣∣∣∣ i∂∂kα
(∣∣∣∣uv′k〉〈∂uv′k∂Eα′
∣∣∣∣Pc)Pc∣∣∣∣ ∂uvk∂uκα′′
〉
+
1
2
∫
d3r fLDAxc (r)
∂n(r)
∂Eα
∂n(r)
∂Eα′
∂n(r)
∂uα′′κ
+Π {α, α′} ,
(3.31)
mit Π {α, α′} den a¨quivalenten, durch Permutation der Indizes α und α′ erlangten Terme. Im
Fall der Diamant- und Zinkblendestruktur, in der Elementhalbleiter, sowie III-V-Halbleiter
kristallisieren, kann der Ramantensor vollsta¨ndig durch einen Skalar beschrieben werden,
P καα′,α′′ = (−1)κ|²αα′α′′ |P . (3.32)
Die Rechnungen wurden bei einer Abschneideenergie von 24 Ry durchgefu¨hrt. Die Pseu-
dopotentiale wurden nach dem Verfahren von Barth und Car [Bar] konstruiert. Fu¨r die
Integration u¨ber die Brillouin-Zone diente ein Satz von 8 × 8 × 8 k-Punkten sowie zusa¨tz-
liche k-Punkte im Abstand von 0.002 · 2pi
a0
√
3 fu¨r die Auswertung der finiten Differenzen.
Als erster Test fu¨r die Qualita¨t unserer Rechnungen wird die akustische Summenregel u¨ber-
pru¨ft. Dabei ergaben sich fu¨r die einzelnen Atome von GaAs die Absolutwerte 23.98 A˚2
(Ga) und 24.33 A˚2 (As). Man erkennt, daß die Abweichung der Werte geringer als 2% ist.
Dieser Fehler ist allein auf die Numerik zuru¨ckzufu¨hren. Die von uns bestimmten Werte
sind die Mittelwerte u¨ber die Daten der einzelnen Atomsorten. Die Ergebnisse sind in Ta-
belle 3.3 dargestellt. Dabei wurde im Falle von GaAs zusa¨tzlich noch ein Wert fu¨r einen
k-Punkte-Satz von 12 × 12 × 12 u¨berpru¨ft. So erkennt man auch hier die sehr gute Kon-
vergenz bezu¨glich der k-Punkte. Als Vergleichswerte wurden die Ramantensoren zusa¨tzlich
durch Frozen-phonon-Rechnungen bestimmt. Diese Methode beruht auf einer numerischen
Ableitung der Entwicklungskoeffizienten zweiter Ordnung, in diesem Fall der Suszeptibilita¨t.
Dazu werden diese in einem idealen Kristall und zusa¨tzlich in einem Kristall, in welchem
ein Atom ausgelenkt ist, bestimmt. Durch Bildung des Differenzenquotienten erha¨lt man
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schließlich den Entwicklungskoeffizienten dritter Ordnung, hier den Ramantensor. Auf ge-
nau diese Art wurden auch von Steininger [Ste00] fu¨r einige Substanzen die Ramantensoren
bestimmt.
Diese Arbeit Diese Arbeit Theorie [Ste00] Exp.
(2n+ 1) (Frozen-phonon)
Ge 66.37 59.45 64.8 68± 14[Wag85]
Si 23.56 20.44 21.1 23± 4[Wag83]
AlP 5.13 4.44
AlAs 7.39 5.64
AlSb 16.44 14.68
GaP 11.38 9.48
GaAs 24.16 20.99
GaAs 23.90
GaSb 65.94 60.35 63.0
InP 13.85 11.81
InAs 37.34 33.54
InAs 67.44 52.54 54.2
InSb 70.51 65.55 136.9
Tab. 3.3: Elemente P der Ramantensoren. Die Einheit ist A˚2. Die erste Spalte wurde direkt
mit Hilfe des (2n+ 1)-Theorems gerechnet, die beiden anderen theoretischen Werte wurden
durch Frozen-phonon-Technik bestimmt. Der zweite Wert von GaAs ist bei einem gro¨ßeren
Satz von k-Punkten (12× 12× 12) bestimmt.
Experimentelle Daten liegen leider nur fu¨r die Elementhalbleiter vor. Man erkennt eine her-
vorragende U¨bereinstimmung dieser Werte und den mittels des (2n+1)-Theorem bestimm-
ten. Im Vergleich zu den Frozen-phonon-Rechnungen sind die (2n + 1)-Werte alle etwas
gro¨ßer. Beachtenswert ist vor allem der Unterschied zwischen den Frozen-phonon-Werten
untereinander. Dies ist deswegen so erstaunlich, da hier neben derselben Methode auch die
gleichen Programme verwendet wurden. Vor allem bei InSb liegt die Abweichung weit u¨ber
der Toleranzgrenze und kann nicht erkla¨rt werden.
Bei unseren beiden Rechnungen wurden jeweils exakt dieselben Pseudopotentiale und Kon-
vergenzparameter gewa¨hlt, um einen mo¨glichst guten Vergleich zu erzielen. Wa¨hrend in dem
direktem Verfahren genau der Entwicklungskoeffizient dritter Ordnung bestimmt wird, so
werden bei der numerischen Differentiation immer ho¨here Ordnungen beitragen. Zwar kann
man durch geschickte Wahl der Auslenkungen die Beitra¨ge vierter Ordnung eliminieren, so
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gelingt es jedoch nicht, die fu¨nfte Ordnung auszuschließen. Es liegt nun der Verdacht nahe,
daß gerade diese ho¨heren Ordnungen die Unterschiede der theoretischen Werte herbeifu¨hren.
Vergleicht man dies mit Rechnungen bezu¨glich des dynamischen Tensors, so erkennt man
dort kaum einen Unterschied der Werte, welche mit den verschiedenen Methoden bestimmt
wurden. Wir nehmen also an, daß dort ho¨here Ableitungen im Vergleich zu denen dritter
Ordnung kleine Werte besitzen, wa¨hrend bei den Ramantensoren diese im Bereich von 10%
liegen sollten.
Kapitel 4
Infrarotabsorption
Die entscheidende Gro¨ße zur Beschreibung der Infrarotabsorption eines Festko¨rpers ist die
dielektrische Suszeptibilita¨t. Bestimmend fu¨r diese ist das Dipolmoment in einem Kristall.
Fu¨r Silizium und Germanium soll im folgendem die Infrarotabsorption mit Hilfe der Ent-
wicklung des Dipolmoments vorgefu¨hrt werden.
Gerade die Elementhalbleiter bieten hier eine Besonderheit: Sie zeigen im Vergleich zu an-
deren Materialien, wie etwa den III-V-Halbleitern, ein sehr schwaches Absorptionsverhalten.
Dies liegt an dem Verschwinden der effektiven Ladungen, so daß die zweite Ordnung dement-
sprechend dominierend ist. Dieses wurde zuerst durch Wehner et al. [Weh66a, Weh67] und
Kress et al. [Kre68] untersucht. Sie verwendeten dazu ein Schalenmodell, daß durch Anpas-
sung an ein experimentelles Spektrum erstellt wurde.
Parameterfrei wurde die Infrarotabsorption erstmalig durch Sterner [Ste97] berechnet. Da-
bei wurden die nichtlinearen Dipolkoeffizienten aus den effektiven Ladungen mittels Frozen-
phonon-Technik erlangt. Der dort aufgezeigte Weg ist sehr umsta¨ndlich und numerisch sehr
aufwendig. Aufgrund der relativ langreichweitigen Wechselwirkung sind dementsprechend
viele Dipolkoeffizienten zu ermitteln. Dabei sind sehr große U¨bergitter notwendig, da anson-
sten nicht die unterschiedlichen q-Vektoren betrachtet werden ko¨nnen. Fu¨r jede dieser Zellen
muß dann eine aufwendige, sto¨rungstheoretische Rechnung durchgefu¨hrt werden.
In diesem Kapitel soll die Bestimmung der Infrarotabsorption mittels der direkt berechneten
Dipolkoeffizienten dargestellt werden. Dazu wird zuerst die Theorie und die technischen De-
tails der Implentierung zur Berechnung der Absorption aus dem Dipolmoment besprochen.
Die Anwendungen beziehen sich dann auf die Elementhalbleiter Silizium und Germanium.
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4.1 Theorie und Technik
4.1.1 Dielektrische Suszeptibilita¨t
Um die Infrarotabsorption zu beschreiben, muß die dielektrische Suszeptibilita¨t in einem
a¨ußeren Feld E bestimmt werden. Diese ist durch die induzierte Polarisation1 P
P =
1
V
(M(E)−M(E = 0)) = ε0χE (4.1)
gegeben, wobei ε0 die elektrische Feldkonstante ist. Handelt es sich dabei nicht um ein sta-
tisches homogenes Feld, sondern um eine elektromagnetische Welle, so ist χ von deren Wel-
lenvektor und Frequenz der Strahlung abha¨ngig. Da die dielektrische Antwort eines Kristalls
untersucht wird, reicht es aus, sich auf die elektrische Komponente des Feldes zu beschra¨nken.
Der magnetische Anteil wird im folgendem vernachla¨ssigt.
Es treten dabei verschiedene Prozesse der Ankopplung von Licht an Phononen auf. Die ge-
samte Suszeptibilita¨t la¨ßt sich dann als Summe der Einzelprozesse χ(n), die jeweils an eine
bestimmte Anzahl von n Phononen koppeln, darstellen [Bil84]:
χ(ω) =
~
V ε0
∑
n≥1
χ(n)(ω) . (4.2)
Aus der Entwicklung der Suszeptibilita¨t nach Normalkoordinaten A(λ) folgt mit Hilfe der
Dipolmomente M(λ1 . . . λn) der verschiedenen Ordnungen n [Weh66b]
χ
(n)
αβ =
1
n!
∑
λ1...λn,λ′1...λ
′
n
Mα(λ1 . . . λn)Mβ(λ
′
1 . . . λ
′
n)Gω(λ1 . . . λn|λ′1 . . . λ′n) , (4.3)
mit
Grt (λ1, . . . , λ|λ′1, . . . , λ′m) = −iΘ(t)
〈
[A(λ1; t) · · ·A(λn; t), A(λ′1; 0) · · ·A(λ′m; 0)]
〉
(4.4)
der retardierten Greenfunktion und der Stufenfunktion Θ.
Im folgenden wird sich auf die beiden Summanden in fu¨hrender Ordnung beschra¨nkt.
In dem Fall, daß ein Photon an ein Phonon koppelt, kann aufgrund der Impulserhaltung nur
ein Γ-Punkt-Phonon beteiligt sein. Aus der linearen Antworttheorie folgt
χ
(1)
αβ(ω) =
∑
j
M (1)α (q = 0j)M
(1)
β (q = 0j)G
(0)
ω (q = 0j) . (4.5)
In der harmonischen Na¨herung ist die Einphonon-Greenfunktion durch
G(0)ω (q = 0j) =
2ωq=0j
ω2q=0j − (ω + iε)2
, ε→ 0 (4.6)
1Hier wird ein endlicher Kristall betrachtet, und somit ist die Polarisation natu¨rlich eindeutig definiert.
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gegeben. Aus der Entwicklung des Dipolmoments nach Gleichung (1.11) ist M(1) durch die
Bornsche effektive Ladung bestimmt. Aufgrund des transversalen Charakters des Lichts kann
das Photon nur an ein TO-Phonon koppeln. Fu¨r einen kubischen zweiatomigen Kristall hat
der Entwicklungsterm die Form
M (1)α (q = 0|TO)M (1)β (q = 0|TO) =
N
2~µωTO
|Z∗|2δαβ , (4.7)
wobei µ die reduzierte Masse der beiden Atome ist. Aufgrund der kubischen Symmetrie hat
die Suszeptibilita¨t Diagonalgestalt mit den gleichen Diagonalelementen χ. Insgesamt liefert
dies den Beitrag
χ(1)(ω) =
N
2~µωTO
|Z∗|2 2ωq=0j
ω2q=0j − (ω + iε)2
(4.8)
zur Suszeptibilita¨t. Bei der numerische Auswertung wird dabei lediglich der Imagina¨rteil der
Greenfunktion bestimmt:
Imχ(1)(ω) =
|Z∗|2Npi
2~µωTO
δ(ω − ωTO) . (4.9)
Dieser Term tra¨gt nur in polaren Materialien bei, da in nichtpolaren, wie etwa den Element-
halbleitern, die effektiven Ladung verschwinden.
Fu¨r den Entwicklungsterm in zweiter Ordnung, der eine Ankopplung eines Photons an zwei
Phononen beschreibt, erha¨lt man
χ
(2)
αβ(ω) =
1
2
∑
j1,j2
M (2)α (qj1,−qj2)M (2)β (−qj1,qj2)Gω(qj1,qj2) , (4.10)
mit den nichtlinearen Dipolkoefizienten M(2) und der Zweiphononen-Greenfunktion
Gω(λ1λ2) =
2(ωλ1 + ωλ2)(1 + nλ1 + nλ2)
(ωλ1 + ωλ2)
2 − (ω + iε)2 +
2(ωλ1 − ωλ2)(nλ2 − nλ1)
(ωλ1 − ωλ2)2 − (ω + iε)2
, ε→ 0 . (4.11)
Dabei bezeichnet nλ =
1
e~ωλ/kT−1
die Bose-Einstein-Besetzungszahlen. Der Beitrag zweiter
Ordnung zur Suszeptibilita¨t ergibt sich also zu
χ
(2)
αβ(ω) =
1
2
∑
j1,j2
M (2)α (qj1,−qj2)M (2)β (−qj1,qj2)
×
∑
+,−
2(ωλ1 ± ωλ2)[(nλ2 + 12)± (nλ1 + 12)]
(ωλ1 ± ωλ2)2 − (ω + iε)2
.
(4.12)
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Die Auswertung erfolgt wiederum u¨ber den Imagina¨rteil der Greenfunktion, und es bleibt
schließlich fu¨r einen kubischen Kristall
Imχ(2)(ω) =
pi
2
∑
j1j2
|M(λ1λ2)|2
×
∑
+,−
δ(ω − (ωλ1 ± ωλ2))
((
nλ2 +
1
2
)
±
(
nλ1 +
1
2
)) (4.13)
zu berechnen. Dabei ist M(λ1λ2) nach Gleichung (1.13) definiert. Nach diesem zweiten Ent-
wicklungsterm brechen wir ab. Fu¨r die Elementhalbleiter ist dieser bestimmend fu¨r die In-
frarotabsorption, da dort die Bornschen effektiven Ladungen und somit die Dipolmomente
erster Ordnung verschwinden. Beitra¨ge dritter und ho¨hrer Ordnungen vernachla¨ssigen wir.
Die Betrachtung der Formel (4.13) liefert im wesentlich zwei auszuwertende Teile. Zum einen
mu¨ssen die nichtlinearen Dipolkoeffizienten bestimmt werden, zum anderen ist die Zweipho-
nonenzustandsdichte (two phonon density of states, TDOS)
D(2)q (ω) =
1
N
∑
q′,j,j′
δ(ωq′j′ + ωq′−qj − ω) (4.14)
zu ermitteln.
Die TDOS wird in diesem Fall nur fu¨r q = 0 beno¨tigt. Eine direkte Summation u¨ber die
δ-Funktionen ist allerdings nicht mo¨glich.[Mar62] Zustandsdichten der Form
g(ω) =
1
(2pi)3
∑
j
∫
BZ
δ(ω − ωj(q)) d3q (4.15)
ko¨nnen mittels der linearen-Tetraeder-Methode nach den Referenzen [Leh72] und [Gil75]
berechnet werden. Man behilft sich dabei folgender Vorgehensweise. Das Integral wird dazu
in ein Fla¨chenintegral u¨ber eine konstante Frequenz ω(q) = ω u¨berfu¨hrt:
g(ω) =
1
(2pi)3
∑
j
∫
ω=const.
dS
|∇qωj(q)| . (4.16)
Nun wird der irreduzible Anteile der Brillouinzone in nicht u¨berlappende Tetraeder aufge-
teilt. Durch Interpolation der Frequenzen an den Ecken der Tetraeder kann der Gradient im
Nenner durch einen Vektor b dargestellt werden. Mit f(ω) der Gro¨ße der Schnittfla¨che einer
Ebene konstanter Frequenz mit dem jeweiligen Tetraeder gilt schließlich [Leh72]∫
ω=const.
dS
|∇qωj(q)| = f(ω)b . (4.17)
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Die Berechnung der nichtlinearen Dipolkoeffizienten erfolgt nach Abschnitt (3.1.1). Aller-
dings ist es numerisch nicht mo¨glich, diese fu¨r beliebige q-Vektoren zu ermitteln, da fu¨r jeden
q-Vektor neben den gesto¨rten Wellenfunktionen auch die Grundzustandswellenfunktion am
Punkt k + q beno¨tigt werden (siehe Gleichung(3.13)). Da aber fu¨r die lineare Tetraeder-
Methode nichtlineare Dipolkoeffizienten fu¨r u¨ber 3000 q-Punkte beno¨tigt werden, ist sofort
einsichtlich, daß dies unmo¨glich ist. Gewo¨hnlich rechnet man auf einem Gitter, bestehend aus
maximal 80 k-Punkten. Um trotzdem die gewu¨nschten nichtlinearen Dipolkoeffizienten zu
erlangen, behilft man sich mittels der Fourierinterpolation. Sie wird aufgrund der Translati-
onsinvarianz des reziproken Gitters gewa¨hlt und soll im folgendem kurz erkla¨rt werden. Man
bestimmt nur fu¨r einen gewissen Satz von q-Vektoren die nichtlinearen Dipolkoeffizienten.
Der Satz von q-Vektoren wird durch
qn =
n1
N1
b1 +
n2
N2
b2 +
n3
N3
b3 , ni = 0, . . . , (Ni − 1) (4.18)
vorgegeben, wobei bi die indirekten Gittervektoren sind. Mit Hilfe einer Fouriertransforma-
tion bildet man diese auf dem entsprechenden Satz von Vektoren im Ortsraum
Rm = m1a1 +m2a2 +m3a3 , mi = 0, . . . , (Ni − 1) , (4.19)
mit den direkten Gittervektoren ai, auf die zugeho¨rige Gro¨ßen im direktem Raum ab:
M(Rm) =
∑
qn
M(qn)e
iqn·Rm (4.20)
Man hat jetzt im direktem Raum die Gro¨ßenM(R) bis zu einem gewissen Abschneideradius,
der durch N, also den q-Punkte-Satz, gegeben ist. Gerechtfertigt wird diese Vorgehensweise
durch die physikalische Tatsache, daß die Dipolkoeffizienten im direktem Raum mit gro¨ßer
werdendem Abstand abfallen. Ab einer gewissen Distanz ist die Wechselwirkung schließlich
so gering, daß sie vernachla¨ssigt werden kann. Durch eine geschickte Wahl von N legt man
den Bereich so fest, daß die relevanten Ortsraumkoeffizienten beru¨cksichtigt werden. Durch
Ru¨cktransformation
M(q) =
∑
Rm
M(Rm)e
−iq·Rm (4.21)
interpoliert man die gegebene Gro¨ße auf beliebige Zwischenstellen im q-Raum. Aus der
obigen Darstellung erkennt man sofort, daß die Werte der Stu¨tzstellen vor und nach der
Interpolation exakt u¨bereinstimmen.
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4.1.2 Absorptionskoeffizient
Mit Hilfe der dielektrischen Suszeptibilita¨t soll nun der Absorptionskoeffizient beschrieben
werden. Die dielektrische Funktion setzt sich aus einem elektronischen Anteil (der elektroni-
schen Dielektrizita¨tskonstenten ε∞) und einem phononischen Anteil χ zusammen
ε(ω) = ε′(ω) + iε′′(ω)
= ε∞ + χ
′(ω) + iχ′′(ω) .
(4.22)
Der Imagina¨rteil ist alleine phononischen Ursprungs. Dieser wird aus Gleichung (4.3) bzw.
(4.9) und (4.13) ermittelt. Der phononische Realteil ergibt sich daraus durch Kramers-
Kronig-Transformation
Reχ(ω) = − 2
pi
P
∫ ∞
0
ω′
ω′2 − ω2 Imχ(ω
′) dω′ , (4.23)
wobei P der Hauptwert des Integrals ist. Mit der dielektrischen Funktion la¨ßt sich der Bre-
chungsindex nω und der dazu geho¨rige Wellenvektor kω mittels
nω =
√
ε(ω) , (4.24)
kω = nω
ω
c
(4.25)
bestimmen. Der Absorptionskoeffizient beschreibt den exponentiellen Abfall der Intensita¨t
im Medium
I(x) = I(0)e−αωx . (4.26)
Fa¨llt nun monochromatisches Licht mit dem ortsabha¨ngigen Feld E(x)
E(x) = E0 e
i(kωx−ωt) (4.27)
auf den Kristall ein, so ergibt sich fu¨r die Intensita¨t
I(x) = |E(x)|2 = E20e−2k
′′
ωx . (4.28)
Vergleicht man dies nun mit Gleichung (4.26), so folgt
αω =
2ωn′′ω
c
. (4.29)
Mit Hilfe dieser Formel wird im folgenden das Absorptionsverhalten der Elementhalbleiter
Silizium und Germanium bestimmt.
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4.2 Absorption der Elementhalbleiter
Die Berechnung der Absorption erfolgt u¨ber die TDOS. In Abbildung 4.1 und 4.5 ist diese fu¨r
Silizium und Germanium gezeigt. Diese Gro¨ße, gewichtet mit den nichtlinearen Dipolkoeffi-
zienten, ergibt den Imagina¨rteil der dielektrischen Funktion. Dieser ist fu¨r beide Substanzen
bei einer Temperatur von 0 K in Abbildung 4.2 und 4.6 aufgetragen. Der Vergleich zeigt,
daß durch die Gewichtung die beiden Hauptmaxima weiterhin bestehen bleiben. Daneben
ergibt sich u¨ber dem Maximum jeweils ein zweiter Peak, bei Silizium bei einer Wellenzahl
von etwa 710 cm−1 und bei Germanium bei 430 cm−1. Diese beiden Peaks sind bereits in der
TDOS erkennbar, jedoch sind sie dort wesentlich schwa¨cher ausgepra¨gt. In Silizium erkennt
man noch einen zusa¨tzlichen Peak bei 820 cm−1. Zu diesen ist kein analoger in Germanium
ersichtlich. Bei hohen Frequenzen ist bei beiden Substanzen ein kleiner Hu¨gel erkennbar, der
bei Silizium sta¨rker ausgepra¨gt ist.
Mit Hilfe der Kramers-Kronig-Transformation aus Gleichung (4.23) wird der phononische
Realteil der dielektrischen Funktion bestimmt. Abbildungen 4.3 und 4.7 zeigen diese Wer-
te bei einer Temperatur von 0 K. Auffallend hierbei sind die sehr geringen Werte fu¨r den
phononischen Anteil im Vergleich zu den elektronischen Werten. Dieser ist durch die Di-
elektrizita¨tskonstante ε∞ gegeben. Der theoretische Wert hiervon ist fu¨r Germanium 15.8
und fu¨r Silizium 12.9. Dieser weicht von experimentellen Werten, welche bei 16.5 und 12.1
liegen (siehe Referenz [Lan82]), allerdings um etwa 10% ab. Es handelt sich hierbei um ein
grundlegendes Problem der DFT. Eine Diskussion hiervon ist in Anhang B gegeben.
Mittels der gesamten dielektrischen Funktion bestimmen wir den Absorptionskoeffizienten
α(ω). Fu¨r Silizium ist dieser bei einer Temperatur von 293 K in Abbildung 4.4 aufgetragen.
Zusa¨tzlich wurden die Messpunkte aus Referenz [Ike81] eingefu¨gt. Der Vergleich zwischen
Theorie und Experiment liefert eine gute U¨bereinstimmung. Der Verlauf von beiden Kurven
ist bis auf kleine Unterschiede gleich. So erkennt man zum Beispiel, daß das Hauptmaximum
bei etwa 600 cm−1 in der Theorie unterscha¨tzt wird, wa¨hrend das Nabenmaximum bei etwa
720 cm−1 in der Theorie u¨berscha¨tzt wird. Auch der Verlauf im Hochfrequenzbereich ist bei
beiden Kurven a¨quivalent: ein Peak bei etwa 810 cm−1 und am Ende ein ausgpra¨gter Hu¨gel.
Die Unterschiede bei den Absolutwerten kommen im wesentlichen durch numerische Unge-
nauigkeiten zustande. Der Dipolkoeffizient setzt sich nach Gleichung (3.13) aus verschiedenen
Summanden zusammen. Im Gegensatz zu allen anderen bestimmten Tensoren und der dy-
namischen Matrix, heben sich die betragsma¨ßigen gro¨ßten Terme fast weg. Prozentual kleine
Abweichung in diesen Beitra¨gen liefern deshalb zu den gesamten Dipolkoeffizienten einen
wesentlich gro¨ßeren Fehler als bei allen anderen Entwicklungskoeffizienten.
Im niederfrequenten Bereich erkennt man in der theoretischen Kurve einen Peak bei 390 cm−1,
welcher nicht im Experiment zu finden ist. Anzunehmen ist, daß dies von der Fourierinterpo-
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lation und somit dem Abschneiden im direkten Raum herru¨hrt. Die kleine Schulter am linken
Bereich des Hauptmaximum ist in der Theorie nur schwach erkennbar. Dies kann zum einen
auf die Numerik, zum anderen mit Mehrfachabsorptionsprozesse im Experiment begru¨ndet
werden. Ein Konvergenzproblem bezu¨glich des Abschneideradius der Dipolkoeffitzienten im
direkten Raum schließen wir hier aus, da Rechnungen fu¨r einen geringeren q-Punkte-Satz
hauptsa¨chlich eine Vera¨nderung des Spektrums im Hochfrequenzbereich bewirken.
In Abbildung 4.8 ist die Infrarotabsorption von Germanium im Vergleich zu Messungen
aus Referenz [Ike78] aufgetragen. Auch hier erkennt man eine gute U¨bereinstimmung beider
Kurven. Besonders das Hauptmaximum bei etwa 350 cm−1 sowie das zweite, kleinere Ma-
ximum bei 430 cm−1 werden hervoragend beschrieben. Unterschiede gibt es jedoch bei den
Schultern am Hauptmaximum. Vor allem im niederfrequenten Bereich ist im Experiment ein
deutliches Plateau ersichtlich, welches durch die theoretischen Kurve nicht verifiziert werden
kann. Es wird angenommen, daß man im Experiment in diesem Bereich Mehrfachabsorp-
tion beobachtet, wa¨hrend die Rechnungen auf die Zweifachabsorption beschra¨nkt sind. Bei
der Frozen-phonon-Methode in Referenz [Ste97] wird dieses Plateau ebenfalls deutlich un-
terscha¨tzt. Eine weitere Mo¨glichkeit wa¨re, daß hier sehr langreichweitige Dipolkoeffizienten
einen großen Beitrag liefern. Bei unseren Rechnungen betrachten wir stets nur Dipolkoeffi-
zienten bis zum achten Nachbarn. Auch im niederfrequenten Bereich kleiner als 250 cm−1
ko¨nnen die Nebenmaxima im Experiment nicht exakt wiedergegeben werden, jedoch ist in
beiden Kurven der selbe Trend erkennbar.
Trotz der Unterschiede zum Experiment stimmen die theoretisch berechneten Werte im we-
sentlichen Verlauf der Kurven sehr gut u¨berein. Damit wurde demonstriert, daß in dritter
Ordnung die DFPT ein probantes Mittel ist. Um so erfreulicher ist, daß die neu vorgestellte
Vorgehensweise wesentlich effizienter als die Frozen-phonon-Methode [Ste97] ist. Es ist nun
prinzipiell mo¨glich, auch komplexere Systeme zu untersuchen. Die Abweichungen in den In-
tensita¨ten ko¨nnen wir auf die numerische Umsetzung in den Programm zuru¨ckfu¨hren. Die
Fehlerquellen sind dabei in den vorhanden sto¨rungstheoretische Programmen zu suchen, auf
welche der von uns entwickelte Code aufbaut. Wu¨nschenswert ist es deshalb, unsere Er-
weiterungen in verbesserte Programme wie etwa ABINIT [ABI01] oder PWSCF [PWSCF]
einzubauen.
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Abb. 4.1: Zweiphononenzustandsdichte von Silizium.
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Abb. 4.2: Imagina¨rteil der dielektrischen Funktion χ′′ in Abha¨ngigkeit der Frequenz von
Silizium bei einer Temperatur von 0 K.
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Abb. 4.3: Realteil χ′ der dielektrischen Funktion von Silizium in Abha¨ngigkeit der Frequenz
bei einer Temperatur von 0 K.
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Abb. 4.4: Absorptionskoeffizient α von Silizium in Abha¨ngigkeit der Frequenz bei einer
Temperatur von 292 K. Die Linie stellt den theoretischen Verlauf dar, die Rauten sind
Meßpunkte aus [Ike81].
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Abb. 4.5: Zweiphononenzustandsdichte von Germanium.
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Abb. 4.6: Imagina¨rteil der dielektrischen Funktion χ′′in Abha¨ngigkeit der Frequenzvon
Germanium bei einer Temperatur von 0 K.
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Abb. 4.7: Realteil χ′ der dielektrischen Funktion von Germanium in Abha¨ngigkeit der
Frequenz bei einer Temperatur von 0 K.
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Abb. 4.8: Absorptionskoeffizient α von Germanium in Abha¨ngigkeit der Frequenz bei einer
Temperatur von 292 K. Die Linie stellt den theoretischen Verlauf dar, die Rauten sind
Meßpunkte aus [Ike78].
Kapitel 5
Linienbreiten
In einem harmonischen Kristall wechselwirken Phononen nicht miteinander. Eine Phono-
nenbesetzung, die nicht der Gleichgewichtslage entspricht, wu¨rde bestehen bleiben. Im Ex-
periment jedoch beobachtet man, daß die Phononenzahl in Pikosekunden in den Gleichge-
wichtszustand zerfa¨llt. Der gleiche Effekt spiegelt sich auch in den Breiten der gemessenen
Phononmoden wider.
Die in Kapitel 2 vorgestellte Theorie der DFT in dritter Ordnung ermo¨glicht es, gerade dieses
Pha¨nomen zu beschreiben.
Die Raman-Mode der Elementhalbleiter, auf welche als erstes eingegangen wird, wurde ex-
perimentell ausfu¨hrlich betrachtet. Eine Diskussion der experimentellen Ergebnisse ist in
Referenz [Men84] angegeben. Die Entwicklung der DFPT ermo¨glicht eine erstmalige para-
meterfreie Vorhersage solcher Gro¨ßen. Die ersten Berechnungen beruhten auf der Frozen-
phonon-Methode.[Nar91] Auf direktem Wege mittels des (2n+1)-Theorems wurden Linien-
breiten von Debernardi et al. [Deb95] untersucht. Alle Anwendungen waren allerdings darauf
beschra¨nkt, daß eines der beteiligten Phononen im Zonenzentrum liegt. Das von uns ent-
wickelte Verfahren ist in der Lage, erstmals Linienbreiten fu¨r beliebige Phononenmoden zu
bestimmen.
In diesem Kapitel werden Linienbreiten verschiedener Moden in Silizium und Germanium
ermittelt. Besonderer Augenmerk soll dabei auf die Linienbreiten der transversal-akustischen
(TA) Moden in Germanium gelegt werden. Zur Zeit laufen am Institut Laue-Langevin (ILL)
in Grenoble Vorbereitungen, gerade diese zu messen. Dazu wird ein neuartiges Gera¨t erprobt,
welches die Drei-Achs-Spektroskopie mit der Spin-Echo-Methode fu¨r Neutronen kombiniert.
Dies erkla¨rt das große Interesse an gesicherten theoretischen Vorhersagen zu diesen Syste-
men.
Das Auftreten von elektrischen Feldern bei polaren Materialien stellt aus theoretischer Sicht
eine große Herausforderung dar. Bislang blieben Beitra¨ge dieser Art unberu¨cksichtigt. Im
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(c)(a) (b)
Abb. 5.1: Darstellung der fu¨hrenden anharmonischen Beitra¨ge in Sto¨rungstheorie zur
Phonon-Selbstenergie: (a) tadpole-Diagramm, (b) loop-Diagramm und (c) bubble-Diagramm.
letzten Abschnitt dieses Kapitels wird nun zum ersten Mal die Einwirkung eines solchen
Feldes auf gerade diese Mode untersucht. Dazu wurde die Korrektur aus den nichtlinearen
Dipolmomenten fu¨r GaAs ermittelt.
5.1 Theorie und Technische Details
Die Frequenzverschiebung ∆ und die Da¨mpfungsfunktion Γ eines Phonons mit λ = (q|j) sind
durch den Real- und Imagina¨rteil der Phonon-Selbstenergie Σλ(ω) = ∆λ(ω)−iΓλ(ω) gegeben.
Diese kann im Rahmen der Sto¨rungstheorie berechnet werden.[Wal66] In niedrigster Ordnung
in ~ ergeben sich dadurch drei Beitra¨ge, welche in Abbildung 5.1 dargestellt sind. Dabei
beschreibt das sog. tadpole-Diagramm (a) den Beitrag aus der thermischen Ausdehnung.
Das loop-Diagramm (b) beinhaltet die Terme vierter, das bubble-Diagramm (c) die dritter
Ordnung. Allerdings sind die Beitra¨ge (a) und (b) rein reell1, so daß die Da¨mpfungsfunktion
Γλ(ω) durch die dritte Ordnung bestimmt wird. Explizit ergibt sich dafu¨r [Wal66]
Γλ(ω) =
pi
2
∑
q′,j1,j2
∣∣Φ3 (λλ1λ2)∣∣2 ((1 + nλ1 + nλ2)δ(ωλ1 + ωλ2 − ω)
+2(nλ2 − nλ1)δ(ωλ1 − ωλ2 − ω)) ,
(5.1)
wobei nλ = (e
~ωλ/kT − 1)−1 die Bose-Einstein Besetzungszahlen sind. In diesem Abschnitt
werden Linienbreiten betrachtet, die im Fall von Lorentz-Kurven durch die Halbwertsbrei-
te (full width at half maximum, FWHM) beschrieben werden. Diese ergibt sich gerade zu
1Die Berechnung dieser Terme kann in den Referenzen [Lan99] und [Deb00] nachgelesen werden. Bei der
Bestimmung der anharmonischen Kraftkonstanten vierter Ordnung wird dabei die Frozen-phonon-Technik
angewandt.
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2Γλ(ω). Im folgendem sei immer angenommen, daß die Linienform von einer Lorentz-Kurve
nicht stark abweicht, d.h. daß die Da¨mpfungsfunktion um die gewu¨nschte Frequenz rela-
tiv flach verla¨uft. Andernfalls kann die Linienform aus der dritten und vierten Ordnung
berechnet werden.[Men84] Dies wurde von Debernardi fu¨r die Raman-Mode in GaP durch-
gefu¨hrt.[Deb00]
Man sieht in Gleichung (5.1), daß Linienbreiten durch zwei Terme bestimmt werden. Zum
einen durch die anharmonischen Kraftkonstanten nach Gleichung (1.9) sowie durch die Zwei-
phononenzustandsdichte (two phonon density of states, TDOS). Die Abha¨ngigkeit der Tem-
peratur wird lediglich durch die Bose-Einstein-Besetzungszahl nλ beschrieben.
Die Berechnung der anharmonischen Kraftkonstanten erfolgt nach Gleichung (2.50). Die
technischen Details finden sich bei Schmitt [Sch99]. Als Sto¨rparameter treten in diesem
Fall drei atomare Auslenkungen, bzw. deren Fouriertransformierte nach Gleichung (3.8) auf.
Aufgrund der Impulserhaltung mu¨ssen sich die q-Vektoren zu einem reziproken Gittervektor
addieren. Die numerische Bestimmung der anharmonischen Kraftkonstanten ist allerdings so
aufwendig, daß dies in praktischen Rechnungen nicht fu¨r beliebige q-Paare ausfu¨hrbar ist.
Analog zur Berechnung von Phononenfrequenzen greift man auf die Methode der Fourier-
interpolation zuru¨ck. Verwendet werden dabei nur q-Vektoren auf einem bestimmten Netz.
Durch Fouriertransformation dieser Tensoren in den direkten Raum, erha¨lt man die Kraft-
konstanten aus Gleichung (1.6) bis zu einem gewissen Abschneideradius. Im Gegensatz zu
der dynamischen Matrix oder dem nichtlinearen Dipolkoeffizienten ist hier allerdings eine
Fouriertransformation bezu¨glich der beiden q-Vektoren notwendig. Setzt man nun voraus,
daß die Ortsraumkraftkonstanten Φ(R,R′,R′′) in dritter Ordnung relativ kurzreichweitig
sind, genu¨gen wenige, direkt bestimmte anharmonische Kraftkonstanten Φ(−q− q′,q,q′).
Im folgenden wurden die Tensoren auf einem 4× 4× 4 q-Punkte-Netz bestimmt. Dies ent-
spricht einer Anzahl von 42 direkt zu berechnenden Tensoren. Hat man die Ortsraumkraft-
konstanten, so ko¨nnen diese mittels einer Foriertransformation wieder in den reziproken
Raum abgebildet werden. Dabei ko¨nnen aber jetzt die q-Paare fu¨r jeden einzelnen Tensor
frei gewa¨hlt werden. So erha¨lt man schließlich alle beno¨tigten Tensoren.
Die TDOS kann nicht direkt durch Summation u¨ber die δ-Funktionen [Mar62] bestimmt wer-
den, sondern wurde mit Hilfe der linearen-Tetraeder-Methode nach den Referenzen [Leh72,
Gil75] analog zur Berechnung der Suszeptibilita¨t durchgefu¨hrt. Die von uns verwendeten Fre-
quenzen sind dabei durch rein harmonische Betrachtungen erlangt. Der Unterschied zu der
Methode, die in den den vorhergegangenen Kapitel angewendet wurde, besteht darin, daß es
nicht ausreicht, nur den irreduziblen Teil der Brillouinzone zu betrachten. Die Symmetrie des
Kistalls wird hier aufgrund der vorgegebenen Auslenkung der betrachteten Mode gebrochen.
Diese steckt explizit in dem Tensorelement und u¨ber diese wird nicht summiert. Im Rahmen
dieser Arbeit wurde dazu zum ersten Mal ein allgemein gu¨ltiges Programm entwickelt, daß
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fu¨r jede Mode bei beliebigen q-Vektoren angewandt werden kann.
Die beiden verschiedenen Terme in Gleichung (5.1) beschreiben Summen- und Differenzen-
prozesse. Dabei beschreibt der erste Prozeß den Zerfall eines Phonons in zwei Phononen
geringerer Energie, wa¨hrend der zweite die Erzeugung eines energetisch ho¨heren Phonon
beinhaltet. Bei der Temperatur 0 K kann ein Phonon nur in zwei Phononen geringerer
Energie zerfallen, es treten hier also nur Summenprozesse auf. Bei ho¨heren Temperaturen
dagegen ko¨nnen beide Prozesse nebeneinander auftreten. Bei TA-Phononen hingegen treten
keine Summenprozesse aufgrund der kleinen Frequenzen und der Kru¨mmung der Dispersion
auf.
5.2 Linienbreiten am Γ-Punkt
Bereits von mehreren Autoren wurden Untersuchungen der optischen Moden am Γ-Punkt fu¨r
verschiedene Substanzen (wie etwa Silizium und Germanium [Lan99, Sch99, Par97, Deb95],
einige III-V Halbleiter [Deb98a, Deb00], sowie SiC [Deb98b, Deb99, Deb01]) durchgefu¨hrt.
Fu¨r polare Materialien wurde dabei die Annahme gemacht, daß der Korrekturterm nach Glei-
chung (2.62) keinen Beitrag liefert. Der Einfluß des elektrischen Feldes der LO-Mode wird
bislang lediglich bei der Berechnung der Frequenzen beru¨cksichtigt. Auch experimentell sind
diese Moden nach unserem Wissen als einzige bekannt.[Tem73, Men84, Val91, Irm96] Uns
erschien es daher sinnvoll, die neu erstellten Programme anhand dieses Problems zu testen.
Am Γ-Punkt vereinfacht sich die gesamte Berechnung dadurch, da hier nur Kraftkonstanten
der Form Φ(q = 0j,q′j′,−q′j′′) beno¨tigt werden. Aufgrund des fest vorgegebenen ersten
Vektors q = 0 muß die Fourierinterpolation nicht u¨ber zwei q-Vektoren, sondern lediglich
u¨ber einen, den q′-Vektor, ausgefu¨hrt werden. Dadurch beschra¨nkt sich auch die Zahl der
direkt zu ermittelnen Kraftkonstanten auf acht.
Diese Arbeit Lang Debernardi Exp.
Ge 0.68 0.69[Lan99] 0.67[Deb95] 0.75[Men84]
Si 1.35 1.44[Lan99] 1.48[Deb95] 1.24[Men84], 1.45[Tem73]
GaAs(TO) 0.44 0.44[Deb98a] 0.60[Irm96]
GaAs(LO) 0.76 0.66[Deb98a] 0.58[Val91]
Tab. 5.1: Linienbreiten der optischen Moden am Γ-Punkt bei einer Temperatur von 0 K. Die
Einheit ist cm−1. Diese Arbeit und Debernardi verwendeten dabei das (2n + 1)-Theorem,
Lang et al. die Frozen-Phonon-Methode.
In Tabelle 5.1 sind die verschiedenen Ergebnisse zusammengestellt. Man erkennt zwischen
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den einzelnen Daten eine gute U¨bereinstimmung. Der etwas abweichende Wert fu¨r die LO-
Mode in GaAs wird auf die Auswertung der TDOS zuru¨ckgefu¨hrt. Wa¨ren die anharmo-
nischen Kraftkonstanten unterschiedlich, so sollten auch die Linienbreiten der TO-Mode
voneinander abweichen, da hier aufgrund der Kristallsymmetrie die Da¨mpfungsfunktionen
ΓTO(ω) = ΓLO(ω) u¨bereinstimmen. Auch der Vergeich mit den experimentellen Werten ist
vorzu¨glich, vor allem wenn man bedenkt, daß diese bei verschiedenen Messungen selbst
voneinander abweichen (siehe zum Beispiel die aufgefu¨hrten Werte fu¨r Germanium). Eine
ausfu¨hrliche Liste der Experimente ist in Referenz [Men84] angegeben. Der Erfolg, der von
uns implizierten Methode am Spezialfall des Γ-Punktes ermutigt uns nun dazu, die Linien-
breiten beliebiger Moden zu untersuchen.
5.3 Linienbreiten beliebiger Phononenmoden in Ele-
menthalbleitern
Wie bereits im Abschnitt 5.1 diskutiert wurde, ist die Da¨mpfungsfunktion eine mit den an-
harmonischen Kraftkonstanten gewichtete TDOS. Dabei wird die TDOS nicht bezu¨glich des
Γ-Punktes, sondern bezu¨glich des jeweiligen q-Punktes beno¨tigt. Der Verlauf der TDOS ent-
lang der ∆-Richtung ((100)-Richtung) ist fu¨r Germanium in Abbildung 5.2 dargestellt. Als
Repra¨sentanten wurden dabei die Punkte Γ = (0, 0, 0), X/2 = ( 1
2
, 0, 0)2pi
a0
und X = (1, 0, 0) 2pi
a0
gewa¨hlt. Abbildung 5.16 zeigt die analogen Gro¨ßen, allerdings fu¨r die Substanz Silizium.
Die Da¨mpfungsfunktionen ΓLO(ω) der LO-Mode, also die gewichteten TDOS sind fu¨r Ger-
manium in Abbildung 5.3 und fu¨r Silizium in 5.17 in Abha¨ngigkeit von der Frequenz bei
einer Temperatur von 0 K dargestellt. Diese wurden dabei entlang der ∆-Richtung an den
selben q-Vektoren wie die TDOS berechnet. Vergleicht man die Graphen der TDOS und von
ΓLO(ω) jeweils, so erkennt man, daß die Feinstruktur der Da¨mpfungsfunktionen durch die
der TDOS gegeben ist. Die Grundstruktur der Da¨mpfungsfunktion wird durch die anharmo-
nischen Kraftkonstanten festgelegt.
Fu¨r beide Substanzen wurde das Verhalten der Linienbreiten der einzelnen Moden in ∆-Rich-
tung untersucht. Dabei wurden bei den Temperaturen von 0 K und 300 K jeweils am Γ-, X/4-,
X/2-, 3X/4- und X-Punkt die FWHM ermittelt. Die Ergebnisse sind in Abbildung 5.4 und
5.5 fu¨r Germanium und 5.18 und 5.19 fu¨r Silizium dargestellt. Beachtenswert ist dabei, daß
bei beiden Substanzen am 3X/4-Punkt die FWHM der LA-Mode bei ho¨heren Temperaturen
u¨ber die der LO-Mode steigt. Dieses Verhalten ist auf das Anwachsen der Differenzenprozes-
sen zuru¨ckzufu¨hren. Abbildung 5.6 und 5.7 zeigen die Temperaturabha¨ngigkeit der FWHM
der LO- und der LA-Mode fu¨r Germanium. Dafu¨r wurden im Intervall von 0 K bis 100 K
alle 10 K Rechnungen durchgefu¨rt. Bei ho¨heren Temperaturen wurden lediglich alle 100 K
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Abb. 5.2: Frequenzabha¨ngigkeit der Zweiphononenzustandsdichte fu¨r Germanium an ver-
schiedenen q-Punkten entlang der ∆-Richtung.
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Abb. 5.3: Frequenzabha¨ngigkeit der Da¨mpfungsfunktion der LO-Mode von Germanium an
verschiedenen q-Punkten entlang der ∆-Richtung.
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Abb. 5.4: FWHM der einzelnen Moden ent-
lang der ∆-Richtung in Germanium bei einer
Temperatur von 0 K. Die Linien dienen ledig-
lich der Fu¨hrung des Auges.
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Abb. 5.5: FWHM der einzelnen Moden ent-
lang der ∆-Richtung in Germanium bei einer
Temperatur von 300 K. Die Linien dienen le-
diglich der Fu¨hrung des Auges.
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Abb. 5.6: FWHM der LO-Mode von Germa-
nium am 3X/4-Punkt in Abha¨ngigkeit von
der Temperatur. Rauten stellen den Anteil
der Summenprozesse und Punkte die gesam-
te FWHM dar.
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Abb. 5.7: FWHM der LA-Mode am 3X/4-
Punkt in Germanium in Abha¨ngigkeit von
der Temperatur. Rauten stellen den Beitrag
der Differenzenprozesse, Kreuze die Sum-
menprozesse und Punkte die gesamt FWHM
dar.
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Abb. 5.8: Temperaturabha¨ngigkeit der Li-
nienbreite der TA-Mode von Germanium am
X-Punkt. Es tragen nur Differenzenprozesse
bei.
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Abb. 5.9: Temperaturabha¨ngigkeit der Li-
nienbreite der TA-Mode am 3X/4-Punkt in
Germanium. Es tragen nur Differenzenpro-
zesse bei.
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Abb. 5.10: Temperaturabha¨ngigkeit der Li-
nienbreite der TA-Mode von Germanium am
X/2-Punkt. Es tragen nur Differenzenprozes-
se bei.
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Abb. 5.11: Temperaturabha¨ngigkeit der Li-
nienbreite der TA-Mode am X/4-Punkt in
Germanium. Es tragen nur Differenzenpro-
zesse bei.
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Abb. 5.12: Temperaturabha¨ngigkeit der Li-
nienbreite der LAO-Mode von Germanium
am X-Punkt. Rauten stellen die Differenzen-
prozesse, Kreuze die Summenprozesse und
Punkte die gesamte FWHM dar.
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Abb. 5.13: Temperaturabha¨ngigkeit der Li-
nienbreite der TA-Mode am L-Punkt in Ger-
manium. Es tragen hier nur Differenzenpro-
zesse bei.
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Abb. 5.14: Temperaturabha¨ngigkeit der Li-
nienbreite LA-Mode von Germanium am L-
Punkt. Rauten stellen die Differenzenprozes-
se, Kreuze die Summenprozesse und Punkte
die gesamte FWHM dar.
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Abb. 5.15: Temperaturabha¨ngigkeit der
Linienbreite der LO-Mode am L-Punkt in
Germanium. Rauten stellen die Differenzen-
prozesse, Kreuze die Summenprozesse und
Punkte die gesamte FWHM dar.
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Abb. 5.16: Zweiphononenzustandsdichte fu¨r Silizium an verschiedenen q-Punkten entlang
der ∆-Richtung.
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Abb. 5.17: Da¨mpfungsfunktion der LO-Mode von Silizium fu¨r verschiedene q-Punkte ent-
lang der ∆-Richtung.
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Abb. 5.18: Linienbreiten der einzelnen Mo-
den entlang der ∆-Richtung in Silizium bei
einer Temperatur von 0 K. Die Linien dienen
lediglich der Fu¨hrung des Auges.
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Abb. 5.19: Linienbreiten der einzelnen Mo-
den entlang der ∆-Richtung in Silizium bei
einer Temperatur von 300 K. Die Linien die-
nen lediglich der Fu¨hrung des Auges.
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Abb. 5.20: Linienbreiten der einzelnen Mo-
den entlang der Λ-Richtung in Silizium bei
einer Temperatur von 0 K. Die Linien die-
nen lediglich der Fu¨hrung des Auges.
L/2 L
q
0.0
0.5
1.0
1.5
2.0
2.5
3.0
FW
H
M
(cm
-
1 )
TA
LA
LO
TO
Abb. 5.21: Linienbreiten der einzelnen Mo-
den entlang der Λ-Richtung in Silizium bei
einer Temperatur von 300 K. Die Linien die-
nen lediglich der Fu¨hrung des Auges.
68 5.3. LINIENBREITEN BELIEBIGER PHONONENMODEN
0 100 200 300 400 500
Temperatur (K)
0.0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
FW
H
M
(cm
-
1 )
Abb. 5.22: Linienbreiten fu¨r die TA-Mode
in Silizium am X-Punkt in Abha¨ngigkeit der
Temperatur. Hier tragen lediglich Differen-
zenprozesse bei.
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Abb. 5.23: Linienbreiten fu¨r die TA-Mode
in Silizium am 3X/4-Punkt in Abha¨ngigkeit
von der Temperatur. Hier tragen lediglich
Differenzenprozesse bei.
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Abb. 5.24: Linienbreiten fu¨r die LO-
Mode in Silizium am 3X/4-Punkt in
Abha¨ngigkeit von der Temperatur. Die
Rauten stellen die Differenzprozesse und
die Punkte die gesamte FWHM dar.
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Abb. 5.25: Linienbreiten fu¨r die LA-
Mode in Silizium am 3/4 X-Punkt in
Abha¨ngigkeit von der Temperatur. Die
Rauten stellen die Differenzprozesse, die
Kreuze die Summenprozesse und die
Punkte die gesamte FWHM dar.
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Daten bestimmt, da in diesem Bereich ein linearer Zusammenhang vorliegt. Die Kurven
wurden aus den Punkten interpoliert. Man erkennt daran sehr deutlich, daß der Beitrag aus
den Summenprozessen bei der LO-Mode gro¨ßer ist als bei der LA-Mode. Im Vergleich dazu
tragen Differenzenprozesse bei der LO-Mode nicht bei, wa¨hrend diese bei der LA-Mode ab
Temperaturen gro¨ßer als 50 K einen wesentlichen Beitrag haben. Dies begru¨ndet das Verhal-
ten der FWHM dieser beiden Moden. Das gleiche Verhalten fu¨r Silizium ist in Abbildungen
5.24 und 5.25 ersichtlich.
Besonderes Interesse besteht zur Zeit an der FWHM der TA-Mode in Germanium, da diese,
wie bereits erwa¨hnt, zur Messung ansteht. In den Abbildungen 5.8 bis 5.11 ist die Tempe-
raturabha¨ngigkeit dieser Mode an den Punkten X, 3X/4, X/2 und X/4 dargestellt. Auch
hier wurden wiederum im tiefen Temperaturbereich engere Temperaturintervalle berechnet.
Zu dieser Mode tragen lediglich Differenzenprozesse bei. Man erkennt einen kontinuierlichen
Anstieg vom X/4, zum X-Punkt hin. Dies ist auch aus Abbildung 5.5 ersichtlich.
Fu¨r Silizium wurde die TA-Mode nur an den Punkten 3X/4 und X in den Abbildungen 5.23
und 5.22 bestimmt. Das Ergebnis ist hier a¨hnlich zu dem von Germanium.
Fu¨r Germanium haben wir desweiteren noch die Temperaturabha¨ngigkeit der TA-, LA- und
LO-Mode am L-Punkt ( 1
2
, 1
2
, 1
2
)2pi
a0
untersucht. Man erkennt, daß die FWHM der TA-Mode bei
weitem am geringsten ist. Die beiden anderen Moden zeigen bereits bei den Differenzenpro-
zessen eine deutlich gro¨ßere FWHM. Diese u¨bertreffen sogar die Smmenprozesse schon bei
einer Temperatur ab etwa 50 K. Im Vergleich zu der LAO-Mode am X-Punkt (Abbildung
5.12) ist die FWHM wesentlich gro¨ßer. Da die Differenzenprozesse im wesentlichen gleich
sind, ist dies ein Effekt der Beitra¨ge der Summenprozesse.
Zusa¨tzlich bestimmten wir fu¨r Silizium die FWHM der einzelnen Moden entlang der Λ-Rich-
tung ((1
2
,1
2
,1
2
)-Richtung). Das Ergebnis ist in Abbildung 5.20 fu¨r 0 K und in 5.21 fu¨r 300 K
aufgetragen. Man erkennt dabei einen starken Abfall der LO-Mode zum L-Punkt hin. Die
FWHM der LA-Mode steigt bis zum 3L/4-Punkt an, u¨bertrifft die der LO-Mode und fa¨llt
am L-Punkt wieder ab, ist aber weiterhin ho¨her gelegen als die LO-Mode. Das Verhalten der
TA Mode ist ein geringer Anstieg in Richtung zum L-Punkt.
Nach unserem Wissen ist dies der erste sto¨rungstheoretische Zugang zu beliebigen Pho-
nonenselbstenergien. Ein alternativer Zugang stellt die Molekulardynamik dar. Derartige
Rechnungen wurden von Wang et al. [Wan90] fu¨r Silizium und Diamant durchgefu¨hrt. Sie
verwendeten dabei ein empirisches Tight-binding-Modell. Untersucht wurde die Linienbreite
und Temperaturverschiebung am X-Punkt. Die Frequenzverschiebung stimmt dabei gut mit
Messungen u¨berein. Im Vergleich zu unseren Werten sind die Linienbreiten bei ihnen deutlich
gro¨ßer, fu¨r die TA-Mode gelangen sie zu einem Wert von 2.9 cm−1 fu¨r 400 K, wa¨hrend wir
einen Wert von 0.14 cm−1 erlangen. Wir vertrauen unserem Wert, da wir unserer Ansicht
nach eine gro¨ßere numerische Stabilita¨t aufweisen. Molekulardynamik-Rechnungen sind sehr
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gut fu¨r stark anharmonische Systeme, da in diesen System der sto¨rungstheoretische Zugang
versagt. In den von uns betrachteten Systemen erscheint uns dies aber zu aufwendig. Außer-
dem ist dieser Zugang auf ho¨here Temperaturen aufgrund der klassischen Beschreibung im
Rahmen der Molekulardynamik beschra¨nkt.
Wir haben mit unserer Methode erstmalig die Linienbreiten von beliebigen Phononmoden
in Germanium und Silizium bestimmt. Dabei war es uns mo¨glich, vor allem auch den tiefen
Temperaturbereich zu untersuchen, der auf keine andere Weise, wie etwa in molekulardyna-
mischen Rechnungen, zuga¨nglich ist. Wir sind sehr zuversichtlich, daß die Ergebnisse bald
von experimenteller Seite besta¨tigt werden.
5.4 Linienbreiten in polaren Halbleitern
Wa¨hrend bei den Elementhalbleitern Silizium und Germanium lediglich die direkt berech-
neten Kraftkonstanten eingehen, mu¨ssen bei polaren Halbleitern fu¨r q-Vektoren nahe am
Γ-Punkt zusa¨tzlich Korrekturterme beru¨cksichtigt werden. Die Theorie hierzu wurde in Ab-
schnitt 2.5 vorgestellt. Im folgenden wurde der Anteil rein aus dem anharmonischen Tensor
ohne eine Beru¨cksichtigung der Korrekturterme aus dem auftretendem elektrischen Feld fu¨r
die LO-Mode am Γ-Punkt bestimmt. In Abbildung 5.26 ist diese Da¨mpfungsfunktion bei
einer Temperatur von 0 K aufgetragen.
Dem gegenu¨bergestellt wurde nun der reine Korrekturterm. Dazu wurde mit Hilfe von Glei-
chung (2.63) die Korrekturen zum anharmonischen Tensor ermittelt. Die sich daraus erge-
bende A¨nderung δΓ(ω) zur Da¨mpfungsfunktion ist in Abbildung 5.27 dargestellt.
Man erkennt hier deutlich, daß der Beitrag des Korrekturterms zwei Gro¨ßenordnungen ge-
ringer ist, als der entsprechende rein aus den Kraftkonstanten bestimmte. Fu¨r den Wert
bei der LO-Frequenz (ωLO = 290.3 cm
−1), der die inverse Lebensdauer und damit auch die
Linienbreite ergibt, ist der Wert 0.76 cm−1, wa¨hrend der Korrekturterm 1.9 · 10−3 cm−1 ist.
Es genu¨gt also in dem Fall von GaAs die Linienbreiten zu berechnen, ohne den Korrektur-
term explizit zu beru¨cksichtigen. Derartige theoretische Untersuchungen wurden bereits von
Debernardi[Deb98a, Deb00] durchgefu¨hrt, in der sog. zero field anharmonic approximation.
Allerdings wurde keine Begru¨ndung fu¨r diese Annahme geliefert. Wir haben jetzt also zum
ersten Mal gezeigt, daß es in GaAs nicht notwendig ist das Auftreten eines elektrischen Fel-
des bei den anharmonischen Kraftkonstanten explizit zu beru¨cksichtigen. A¨hnliches nehmen
wir auch fu¨r die anderen III-V Halbleiter an. Anders dagegen sollten sich sta¨rker polare
Materialien verhalten. Dort wird ein sehr großer Einfluß des elektrischen Feldes vermutet,
so daß sogar die Linienbreite hauptsa¨chlich dadurch bestimmt werden ko¨nnten. Dies sind
Substanzen wie etwa Galiumnitrid (GaN) oder Perowskite.
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Abb. 5.26: Da¨mpfungsfunktion der LO-Mode von GaAs bei einer Temperatur von 0 K.
Dargestellt ist nur der direkt aus den anharmonischen Kraftkonstanten, ohne Korrekturen
gerechnete Teil.
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Abb. 5.27: Betragsma¨ssige Korrektur zur obigen Da¨mpfungsfunktion aufgrund des elektri-
schen Feldes der LO-Mode, mittels des nichtlinearen Dipolmoments bestimmt.
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Zusammenfassung und Ausblick
In dieser Arbeit wurden anharmonische Effekte in Element- und III-V-Halbleiter untersucht.
Fu¨r die verschiedenen nichtlinearen Entwicklungskoeffizienten sind jeweils die analytische
Formel im Rahmen der DFT hergeleitet und in bereits vorhandene Programme zur DFPT
integriert worden.
Dabei sind erstmals beliebige anharmonische Kopplungskoeffizienten dritter Ordnung zuga¨ng-
lich. Damit war es mo¨glich, die Phonon-Phonon-Kopplung in nichtpolaren Materialien zu
betrachten. Als erstes Beispiel wurden Linienbreiten von Phononmoden mit beliebigem Wel-
lenvektor fu¨r Silizium und Germanium berechnet. Bislang war dies nur am Γ-Punkt mo¨glich.
Theoretisch ist es nun auch mo¨glich, den Peierlsschen Stoßoperator [Kle58] und damit die
thermische Leitfa¨higkeit zu bestimmen. Dies ist jedoch noch ein Gegenstand laufender For-
schungsarbeiten.
Desweiteren haben wir statische nichtlineare Suszeptibilita¨ten bestimmt. Dabei wurde der
von Dal Corso et al. [Cor96] aufgezeigte Weg gewa¨hlt. Im Rahmen der Anwendbarkeit auf
diese Gro¨ße sind wir mit dem Ergebnis sehr zufrieden.
Neuartig ist die Mo¨glichkeit, Ramantensoren auf direktemWege mittels des (2n+1)-Theorems
zu berechnen. Dieser war bislang nur durch eine Frozen-phonon-Methode zuga¨nglich [Win93,
Bar01], welche mit einem enormen Rechenaufwand verbunden ist. Ein Vergleich der Ergeb-
nisse beider Verfahren zeigte eine hervorragende U¨bereinstimmung.
Zur Auswertung der Dipolkoeffizienten zweiter Ordnung wurde desweiteren ein Programm
entwickelt. Diese sind zum ersten Mal auf direktem Wege zuga¨nglich. Als Test fu¨r diese Ko-
effizienten bot sich dabei die Infrarotabsorption der Elementhalbleiter an, da diese aufgrund
der Inversionssymmetrie in fu¨hrender Ordnung von diesen Dipolkoeffizenten dominiert wird.
Unserere ab-initio Spektren sind mit experimentellen Daten in großem Einklang.
Somit ist es nun erstmals mo¨glich, alle dritten Ableitungen der Gesamtenergie, bei denen
sowohl ein elektrisches Feld als auch atomare Auslenkungen als Sto¨rung auftreten, direkt
mittels Dichtefunktionaltheorie zu berechnen.
Eine Theorie zur Ermittlung des Einflusses des elektrischen Feldes auf die anharmonischen
Kopplungskoeffizienten wurde erstellt und auf GaAs angewendet. Hier zeigte sich, daß bei
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dieser Substanz der Beitrag des elektrischen Feldes zur Linienbreite der LO-Mode verschwin-
dend gering ist. Damit haben wir als erstes eine Mo¨glichkeit, die A¨nderung einer Linienbreite
aufgrund der zusa¨tzlichen Dichtea¨nderung zu bestimmen.
Ein entgegengesetztes Verhalten ist bei Perowskiten zu erwarten, da hier aufgrund der Fer-
roelektrizita¨t der Einfluß eines elektrischen Feldes wesentlich gro¨ßer sein du¨rfte. Dies zeigt
sich schon bei der sehr großen LO-TO-Aufspaltung.[Zho94] Bislang ist es aber noch nicht
mo¨glich, mit unseren Programmen die Kopplungs- und Dipolkoeffizienten derartiger Ma-
terialien zu betrachten. Der Grund hierfu¨r liegt in der Verwendung von normerhaltenden
Pseudopotentialen und dem damit verbundenen sehr hohen Rechenaufwand.
Die Ergebnisse aller berechneter physikalischer Gro¨ßen beweisen, daß die DFPT in der Lage
ist, direkt mittels des (2n + 1)-Theorems nichtlineare Entwicklungskoeffizienten zu bestim-
men. Unsere verwendeten Programme basieren auf einer Vorga¨ngerversion des Programm-
pakets PWSCF [PWSCF] von Baroni et al.
Im letzten Jahr zeigt sich ein neuer Trend in der Wissenschaft: Programme frei ins Internet
zu stellen, um so eine breite Entwickler- und Nutzergemeinde zu bekommen. Beispiele sind
hierfu¨r die enorm leistungsfa¨higen Programmpakete PWSCF und ABINIT [ABI01]. Bisher
beschra¨nken sie sich aber auf ho¨chstens zweite Ordnung. Hier ist es wu¨nchenswert, auch
dritte Ordnung einzubeziehen.
Dabei wird auch an eine Implementierung von ultraweichen Pseudopotentialen [Van90] im
Formalismus der dritten Ordnung gedacht. Im Rahmen der DFPT ist dies bereits in PWSCF
fu¨r harmonische Kraftkonstanten geschehen.[Cor97] Der Rechenaufwand kann dadurch um
ein Vielfaches reduziert werden, da sich einer der Konvergenzparameter (na¨mlich die Ab-
schneideenergie) deutlich verringert.
Weiter wird die Einbeziehung dieser Theorie in den Code ABINIT [ABI01] angestrebt. Hier
wird zur Zeit an einer Implementierung der sog. PAW-Methode [Kre99] gearbeitet. Auch
diese ko¨nnte dann von uns auf die dritte Ordnung angewandt werden. Mit Prof. Gonze (dem
Urheber von ABINIT) wurde bereits eine Zusammenarbeit vereinbart, und es ist ihm und
uns, sowie einer gro¨ßeren Nutzergemeinde ein großes Anliegen, daß das Programm um die
Entwicklungskoeffizienten der dritten Ordnung erweitert wird. Vor allem die Implementie-
rung der PAW-Methode in der Sto¨rungstheorie stellt eine große Herausforderung dar, es
hat sich aber gezeigt, daß der Rechenaufwand durch die PAW-Methode nochmals verringert
werden kann.
Die Implementierung in verschiedene Codes erscheint deshalb sinnvoll, da man eine bessere
Kontrolle u¨ber die Ergebnisse erha¨lt und man jeweils abgestimmt auf das jeweilige Problem
die Vorteile des einen oder anderen Code nutzen kann.
Sind dann die verbesserten Versionen verfu¨gbar, so kann man weitere, technisch relevan-
te Substanzen untersuchen. Dabei hat man vor allem GaN, das als Halbleiter mit großer
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Bandlu¨cke technische Bedeutung besitzt, wie auch Perowskite, welche ferro- bzw. antifer-
roelektrisch sind, im Auge. Bemerkenswert sind bei diesen Substanzen die nichtlinearen
elektro-optischen Eigenschaften. Diese konnten bislang aufgrund des numerischen Aufwands
bei der Beschreibung des Sauerstoffs in den Perowskiten noch nicht berechnet werden.
Auch sollte bei diesen Materialien der Einfluß eines elektrischen Feldes auf die anharmoni-
schen Kraftkonstanten eine große Rolle spielen. Mit der hier vorgeschlagenen Theorie und
deren erweiterten Implementierung wird es dann erstmals mo¨glich sein, auch Anharmoni-
zita¨ten in diesen Systemen zu untersuchen. Gedacht ist dabei vor allem an die tempera-
turabha¨ngige Frequenzverschiebung. Gekla¨rt werden soll, ob das Soft-mode-Verhalten durch
den Einfluß der Entwicklungskoeffizienten bezu¨glich des elektrischen Feldes erkla¨rt werden
kann. Auch Perowskite mit Mischungen auf dem Untergitter der U¨bergangsmetalle, wie bei-
spielsweise PMN (Pb(Mg1/3Nb2/3)O3) und PZT (Pb(Zr1/2Ti1/2)O3) [Bel98, Bel99], erfreuen
sich zur Zeit in der Forschergemeinde besonderer Aufmerksamkeit, da diese als nichtflu¨chtige
Speicherelemente eingesetzt werden ko¨nnten.
Nach dem Transfer der Routinen zur Berechnung der Energien in dritter Ordnung ko¨nn-
ten diese dann zusa¨tzlich erweitert werden, um auch Metalle beschreiben zu ko¨nnen. Dazu
mu¨ßte man eine Verschmierungsfunktion zwischen den ho¨chsten Valenzzusta¨nden und den
niedrigsten Leitungsbandzusta¨nden einfu¨hren. In den vorhanden Programmen der linearen
Antworttheorie ist der metallische Fall bereits beru¨cksichtigt.
Eine weitere Verbesserung wu¨rde die Einbeziehung der Spinfreiheitsgrade in den Formalis-
mus der dritten Ordnung sein. Hierzu muß allerdings zuna¨chst die Theorie ausgearbeitet
werden. Damit ko¨nnte dann erstmalig der Einfluß des Spins auf anharmonische Effekt, wie
Linienbreiten und temperaturabha¨ngige Frequenzverschiebung, untersucht werden.
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Anhang A
Polarisation im Vielteilchensystem
Wie in Abschnitt 2.2 bereits besprochen wurde, war bis vor kurzem das Problem der Pola-
risation in einem unendlich ausgedehnten Festko¨rper nicht gekla¨rt.
Im Rahmen der DFT lo¨sten es King-Smith und Vanderbilt [Kin93]. Wie la¨ßt sich jedoch ei-
ne allgemeine Formulierung der Polarisation mit Hilfe der Vielteilchenwellenfunktion finden?
Die Antwort auf diese Frage gab Resta [Res98].
In diesem Abschnitt soll diese Lo¨sung kurz skiziert werden, indem von dem eindimensionalen
Fall auf den allgemeinen geschlossen wird.
A.1 Eindimensionales Problem
Die Berechnung muß wie im Rahmen der DFT u¨ber den Erwartungswert des Ortsoperators
geschehen. Wie kann man diesen fu¨r periodische Randbedingungen vernu¨nftig definieren?
Zuerst wollen wir uns auf ein einzelnes Elektron in einer Dimension betrachten. Fu¨r ein
endlichen Systems kann er einfach als
〈x〉 =
∫
dxx|ψ(x)|2 (A.1)
definiert werden, da hier die Wellenfunktion und damit auch die Wahrscheinlichkeitsdichte
fu¨r x gegen unendlich nach Null exponentiell abklingen. Bei periodischen Randbedingungen
ist dies nicht so, da hier das Integral von Gleichung (A.1) divergiert. Desweiteren ist zwar
ψ(x) eine periodische Funktion, aber xψ(x) ist keine periodische Funktion. Deshalb sind
beide auf verschiedenen Hilbertra¨umen definiert. Wie kann man nun eine Gro¨ße angeben,
welche einen sinnvollen Wert fu¨r den Mittelwert der Verteilung liefert.
Um dies zu lo¨sen betrachtet man die folgende komplexe Zahl
z = 〈ψ|ei 2piL x|ψ〉 =
∫ L
0
dx ei
2pi
L
x|ψ(x)|2 , (A.2)
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mit L als Periodizita¨tsla¨nge. Ist nun |ψ(x)|2 periodisch, so gibt es eine Funktion nloc(x) mit
den folgenden Eigenschaften:∫ ∞
−∞
nloc(x)dx = 1 , (A.3)
|ψ(x)|2 =
∞∑
m=−∞
nloc(x− x0 −mL) . (A.4)
Zusa¨tzlich kann man ohne Einschra¨nkung annehmen, daß∫ ∞
−∞
dxxnloc(x) = 0 (A.5)
ist. Dies bedeutet, daß x0 der Mittelwert der Verteilung ist. Damit la¨ßt sich z als
z = ei
2pi
L
x0n˜loc
(
−2pi
L
)
(A.6)
darstellen, wobei n˜loc die Fouriertransformierte von nloc ist. Ist das Elektron in einem Bereich
wesentlich kleiner als L lokalisiert, so ergibt sich fu¨r n˜loc
n˜loc
(
−2pi
L
)
= 1− 1
2
(
2pi
L
)2 ∫ ∞
−∞
dxx2nloc(x) +O(L−3) . (A.7)
Der Mittelwert des Ortsoperators ist durch
〈x〉 = L
2pi
Im log z (A.8)
gegeben.
Man hat eine Darstellung des Erwartungswertes des Ortsoperators gefunden, welche folgende
Bedingungen erfu¨llt [Res99b]:
• 〈x〉 ist modulo L definiert.
• 〈x〉 ist ein Spezialfall einer Berry-Phase und zwar derjenigen, in dem die Phasenbezie-
hung nur eines einzigen Punktes berechnet wird.
• Im delokalisierten Fall ist 〈x〉 nicht wohldefiniert, da hier |ψ(x)|2 = 1
L
und somit z = 0
ist.
• Die zeitliche Ableitung e
L
d〈x〉
dt
= 〈j〉 ist gerade der adiabatische Strom, welcher durch
die Probe fließt. Damit ist auch die wichtige physikalische Eigenschaft der Polarisation
gegeben.
• Durch die Zahl z ist auch ein Maß fu¨r die Lokalisation gegeben und zwar genauer durch
− log |z |.
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A.2 Many-Body Phase Operator
Im Falle eines N -Elektronensystems definiert man sich analog fu¨r X =
∑N
i=1 xi die komplexe
Zahl
zN = 〈Ψ|ei 2piL X |Ψ〉 . (A.9)
Dabei wird der Operator ei
2pi
L
X als Many-Body Phase Operator bezeichnet. Der Erwar-
tungswert ergibt sich analog zu dem eindimensionalen Fall
〈X〉 = L
2pi
Im log zN . (A.10)
Diese Formel ist fu¨r alle Festko¨rper gu¨ltig. Es werden keine Annahmen, wie periodische
Randbedingungen oder die Darstellbarkeit als Slaterdeterminante, an das System gestellt.
Der Many-Body Phase Operator ist ein multiplikativer Operator. Im Gegenstaz zu dem Orts-
operator, der sich aus der Summe von N identischen Operatoren, die je auf eine elektronische
Koordinate getrennt wirken, ist hier die Kenntnis der N -Elektronen-Wellenfunktion explizit
notwendig. Zu beachten ist, daß der Many-Body Phase Operatorer ein unita¨rer Operator und
kein hermitescher ist. Der Ortserwartungswert ist dementsprechend die Phase eines unita¨ren
Operators und nicht einfach der Erwartungswert eines hermiteschen Operators.
Die relevante physikalische Eigenschaft, also die Beschreibung eines Stromes durch den Kri-
stall bei zeitlicher A¨nderung der Polarisation, ist auch hier wieder gegeben [Res98].
Betrachtet man ein System von nichtwechselwirkenden Elektronen, wie es in der DFT der
Fall ist, so la¨ßt sich diese Formel auf die Form von Gleichung (2.17) bringen [Res98].
Auch hier besteht eine enge Beziehung zu der Definition der Lokalisation.
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Anhang B
Externe makroskopische Felder
Eine große Problematik im Rahmen der DFT ist die Beschreibung eines externen elektri-
schen Feldes. So ist es zwar prinzipiell mo¨glich, die Dielektrizita¨tskonstante mittels DFPT
zu berechnen. Vergleicht man diese aber mit experimentellen Daten, so zeigt sich ein Fehler
von etwa 10%. Der Fehler wird auch nicht vom U¨bergang von der LDA zur verallgemeinerten
Gradienten Na¨herung (Generalized Gradient Approximation, GGA) verbessert [Cor94b].
Dies ist deshalb so erstaunlich, da die Dielektrizita¨tskonstante eine Grundzustandseigen-
schaft des Kristalls ist und somit im Rahmen der DFT exakt beschreibbar sein mu¨ßte. Ein
Problem hierbei ist, daß ein a¨ußeres elektrisches Feld im Rahmen der DFT nicht exakt be-
schrieben werden kann.
Im folgendem soll eine mo¨gliche Erweiterung der DFT zur sogenannten Dichte-Polarisa-
tions-Funktionaltheorie gezeigt werden.
B.1 Polarisationsabha¨ngige Funktionale
Betrachtet man einen Halbleiter in einem Feld, so du¨rfen die Funktionale nicht allein von
der Dichte abha¨ngen. Zum Beispiel beeinflussen a¨ußere Ladungen aufgrund von langreich-
weitigen Effekten die bulk-Region. Es tritt bei der Beschreibung ein zusa¨tzlicher Term von
der Gestalt eE · r auf. Diese lineare Abha¨ngigkeit bewirkt, daß das Funktional nicht nach
unten beschra¨nkt ist. Eine direkte Folge davon ist, daß es keinen Grundzustand im elek-
trischen Feld gibt. Hat man na¨mlich einen unendlich ausgedehnten Kristall im externen
Feld, so kann man die Elektronen um ein vielfaches eines Gittervektors gegen das Feld
verschieben, ohne etwas an der Periodizita¨t zu a¨ndern, aber die Energie wu¨rde sich stets
verringern. Dies hat nun zur Folge, daß in einem externen Feld die DFT nicht ausreicht
und man eine Verschmelzung mit der dielektrische Theorie zustande bringen muß. Als Folge
werden die Funktionale nicht allein von der Dichte, sondern zusa¨tzlich von der Polarisa-
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tion abha¨ngen[Gon95c, Gon97c, Gon97d, Mar97b, Mar98]. Man beno¨tigt nun einen neuen
Formalismus. Dieser muß zum einen beinhalten, daß bei Emak = 0 alle Information des
Systems in der Dichte beinhaltet sind. Denn in diesem Fall ist keine Kopplung an ein exter-
nes Feld vorhanden. Dies gilt auch bei Kristallen, die spontane Polarisation aufweisen. Fu¨r
diese Grundzustandspolarisation existiert eine eindeutige Zuordnung zu einer Dichte. Be-
trachten man den Fall, bei dem ein externes Feld Emak 6= 0 im Kristall gegeben ist, so muß
man als erstes beru¨cksichtigen, daß die Wellenfunktionen weiterhin periodisch sind. Dies er-
reicht man durch die Theorie der asymptotischen invarianten Unterra¨ume [Nen91]. In diesen
Ra¨umen existiert dann ein Funktional in dem die Polarisation an das externe Feld mittels
−ΩEmak · Pmak koppelt. Pmak ist eine von der Dichte unabha¨ngige Variable. Dieses ist, im
Gegensatz zu dem linearen, nach unten beschra¨nkt, und es existiert somit ein Zustand mit
minimaler Energie. Dies ist kein Grundzustand, sondern ein metastabiler, welcher eine sehr
lange Lebensdauer hat. Daß ein physikalischer Zustand in einem elektrischen Feld gerade die-
ses Verhalten aufweist, ist schon aus der Theorie von Dielektrika in Feldern bekannt. Auch bei
den Kohn-Sham-Gleichungen muß die Polarisationsabha¨ngigkeit beru¨cksichtigt werden. Dies
ist insbesondere bei der Austauschwechselwirkung notwendig. Die Kohn-Sham-Gleichungen
mu¨ssen auch im Falle Emak = 0 von der Polarisation abha¨ngen, denn das nichtwechselwir-
kende System muß die Polarisation des wechselwirkenden Systems wiedergeben.
B.2 Dichte und Polarisation
Im folgendem wird die Eindeutigkeit des Grundzustandes betrachtet, wenn zusa¨tzlich die
Polarisation in den Funktionalen beru¨cksichtigt wird. Seien dazu |ψ〉 und |ψ′〉 zwei Zusta¨nde
zu zwei verschiedenen Hamiltonians H und H ′. Die zugeho¨rigen periodischen externen Po-
tentiale werden mit vext und v
′
ext und die elektrischen Felder Emak und E
′
mak bezeichnet.
Nimmt man nun an, daß in beiden Fa¨llen die Dichten n und n′ und die Polarisationen P
und P′ gleich sind, dann gilt nach dem Ritzschen Prinzip
E0 = 〈ψ|H|ψ〉 < 〈ψ′|H|ψ′〉 (B.1)
= E ′0 −
∫
d3r(vext(r)− v′ext(r))n(r) + Ω(Emak − E′mak) ·Pmak .
Die gleiche Vorgehensweise fu¨r E ′0 liefert
E ′0 + E0 < E
′
0 + E0 , (B.2)
also den erwu¨nschten Widerspruch.
Somit muß das Energiefunktional von der Dichte und der Polarisation abha¨ngig sein, spe-
ziell in diesem Fall die kinetische Energie der unabha¨ngigen Teilchen Tind[n, δP], sowie die
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Austauschkorrelationsenergie Exc[n, δP] [Jan91]. Die Abha¨ngigkeit der Austauschkorrelati-
onsenergie von der Polarisation wird als ein polarisiertes Austauschkorrelations-Loch 〈nxc(u)〉
gedeutet.
B.3 Modifizierte Kohn-Sham Gleichungen
Ausgehend von diesem erweiterten Hohenberg-Kohn-Theorem stellt sich nun die Frage nach
modifizierten Kohn-Sham-Gleichungen. Dazu betrachtet man analog das Variationsprinzip,
das aber jetzt bezu¨glich sowohl der Dichte als auch der makroskopischen Polarisation ange-
wendet werden muß. Dies lautet dann
δE[n, δPmak]
δn(r)
= 0 und
∂E[n, δPmak]
∂P(r)
= 0 , (B.3)
mit der Gesamtenergie E[n, δPmak] = −ΩEmak ·Pmak+Eext[n]+F [n, δPmak]. Dabei teilt sich
das Funktional F , wie u¨blich, in F [n, δPmak] = Tind[n, δPmak] + EH [n] + Exc[n, δPmak] auf.
Dies liefert fu¨r die Variation nach der Polarisation
∂Tind
∂Pmak
+
∂Exc
∂Pmak
− Ω · Emak =
−Ω · (ET,mak + Exc,mak + Emak) = 0 . (B.4)
In Gleichung (B.4) treten nun zusa¨tzlich zu dem physikalisch angelegten Feld Emak noch zwei
weitere effektive Felder ET,mak und Exc,mak in Erscheinung. Diese beruhen auf der Abha¨ngig-
keit der Funktionale von der Polarisation und sind keine wahren elektrischen Felder, da
diese nicht auf alle Ladungen im Kristall wirken, sondern nur auf die Elektronen. Im Falle
des Austauschkorrelationsfeldes denkt man sich das Austauschkorrelationsloch so polarisiert,
daß die Wechselwirkung dieses Loches mit den Elektronen gerade einem elektrischen Feld
dieser Gro¨ße entspricht.
Betrachtet man den Fall, bei dem im Kristall kein elektrisches Feld (Emak = 0) herrscht,
so heben sich die beiden effektiven Felder gema¨ß Gleichung (B.4) exakt auf, und man
erha¨lt lediglich eine Abha¨ngigkeit von der Dichte. Bei einem elektrischen Feld im Festko¨rper
(Emak 6= 0) entsteht ein Gleichgewichtszustand, in dem das externe elektrische Feld genau
von den beiden effektiven elektrischen Feldern ausgeglichen wird. Dies entspricht dem me-
tastabilen Zustand. Zur Beschreibung eines Kristalls eignen sich als Kohn-Sham-Orbitale
periodische Funktionen ψvk(r) mit einem periodischen Anteil uvk(r). Mit diesen ergibt sich
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die Euler-Lagrange-Gleichung
δE[n(r), δPmak]
δu∗vk(r)
=
δTind[uvk]
δu∗vk(r)
+
∫
d3r′
(
δ(EH + Exc)
δn(r′)
+ vext(r
′)
)
× δn(r
′)
δu∗vk(r)
− (ΩEmak + ΩExc,mak) δPmak
δu∗vk(r)
= 0 ,
(B.5)
mit der Zwangsbedingung 〈uvk|u∗vk〉 = 0. Mit Hilfe von δPmakδu∗vk(r) =
i
(2pi)3
∇kuvk(r) erha¨lt man
schließlich die erweiterte Kohn-Sham-Gleichung
HKS(k)uvk(r) =
(
−1
2
(∇+ ik)2 + VKS(r)
− Ω (Emak + Exc,mak) i
(2pi)3
∇k
)
uvk(r)
= εvkuvk(r) .
(B.6)
In dieser Gleichung treten keine nichtperiodischen Anteile der Form Emak · r auf, sondern
der Summand mit dem Vorfaktor Ω beinhaltet alle Effekte, die auf ein elektrisches Feld
zuru¨ckgehen. Zu beachten ist dabei, daß der Polarisationsoperator semilokal im k-Raum ist.
Dies bedeutet, daß man Orbitale verwenden muß, die sowohl differenzierbar nach r als auch
nach k sein mu¨ssen. Desweiteren kann man diese Gleichung nicht an jedem k-Punkt einzeln
lo¨sen und dann die Dichte bilden, sondern jetzt beno¨tigt man explizit die Orbitale an den
na¨chsten Punkten, falls man die Ableitung durch finite Differenzen ersetzt.
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