Abstract. Results of extensive computations of moments of the Riemann zeta function on the critical line are presented. Calculated values are compared with predictions motivated by random matrix theory. The results can help in deciding between those and competing predictions. It is shown that for high moments and at large heights, the variability of moment values over adjacent intervals is substantial, even when those intervals are long, as long as a block containing 10 9 zeros near zero number 10 23 . More than anything else, the variability illustrates the limits of what one can learn about the zeta function from numerical evidence.
Introduction
Absolute moments of the Riemann zeta function on the critical line have been the subject of intense theoretical investigations by Hardy, Littlewood, Selberg, Titchmarsh, and many others. It has long been conjectured that the 2k th moment of |ζ(1/2 + it)| should grow like c k (log t) k 2 for some constant c k > 0. Conrey and Ghosh [CG1] reformulated this long-standing conjecture in a precise form: for a fixed integer k > 0,
where a(k) is a certain, generally understood, "arithmetic factor," and g(k) is an integer. Keating and Snaith [KS] suggested there might be relations between random matrix theory (RMT) and moments of the zeta function, which led them to a precise conjecture for g(k).
More generally, it is expected the 2k th moment of |ζ(1/2 + it)| should grow like
where P k (x) is a polynomial of degree k 2 with leading coefficient a(k)g(k)/k 2 !, which is the same leading coefficient as in (1.1). Recently, Conrey, Farmer, Keating, Rubinstein, and Snaith [CFKRS1] gave a conjectural recipe, compatible with the Keating-Snaith prediction for g(k), to compute lower order coefficients of P k (x); 1 see Section 2.
The purpose of this article is to present the results of numerical computations of integral moments of |ζ(1/2 + it)| at relatively large heights. The main goal is to enable comparison with RMT, and other more complete predictions for moments of the zeta function on the critical line. These predictions are used to get insights that go beyond what can be derived even with the Riemann hypothesis.
RMT has produced a variety of (so far still uproven) conjectures for the zeta function. Many of these conjectures have been either inspired by, or reinforced by, numerical evidence. In general, the agreement between numerical data and RMT predictions has been very good. But it is also known there are some quantities, such as the number variance in the distribution of spacings between zeta zeros, that depend explicitly on primes. Therefore, for some ranges of the spacing parameter, these quantities do not follow RMT predictions exactly.
Similarly, there are suggestions that the behavior of high moments of the zeta function may involve arithmetical factors such as a(k) in conjecture (1.1), and so might not follow the RMT predictions completely. We provide numerical data that might be used in the future to shed light on this issue. Even today, the statistics we present on the variation in the moment values over various intervals might be informative in judging the extent to which RMT provides an adequate explanation for observed behavior.
We computed the moments of |ζ(1/2 + it)| for a set of 15 billion zeros near t = 10 22 , and for sets of one billion zeros each near t = 10 19 and t = 10 15 . We also computed the moments near t = 10 7 . These zero samples were used because they were the main ones available from prior computations by the second author.
A relatively large sample size (such as a billion zeros) is useful in our study because it helps lessen the effects of sampling errors. This is an important consideration when investigating the zeta function because some aspects of its asymptotic behavior are reached very slowly (while others are reached extremely rapidly). In addition, tracking data from different heights (such as 10 15 , 10 19 , and 10 22 ) can help us understand how the zeta function approaches its asymptotic behavior.
Ideally one would like to compute the moments over a complete initial interval:
However, that could not be done for large values of T . Since we are interested in asymptotic behavior of the zeta function, we calculated numerically
for various choices of k, T, and H by evaluating the integral directly. Section 5 presents the details. We compare the empirical value of (1.4) against
where the coefficients of P k (x) are as given in [CFKRS1] and [CFKRS2] . We find that for high moments of |ζ(1/2 + it)|, and near values of T such as 10 22 , the variability over adjacent intervals is substantial, even when those intervals are long, as long as a block containing 10 9 zeros; see Table 10 . Moreover, the variability increases rapidly with height, a tendency that is observed even for relatively low T ≈ 10 8 (see the comments following Table 7 ). The leading term prediction (1.1) does not match well the moment values at the heights where we carried our computations. This is not surprising. As k increases, the leading coefficient a(k)g(k)/k 2 ! becomes extremely small (see Table 1 ), whereas actual moments of the zeta function do grow moderately rapidly. Therefore, one cannot hope to get a good approximation for the actual 2k th moment from the leading term on its own unless T is large enough to enable the leading power (log T ) k Table 1 . a(k) and g(k)/(k 2 )! as given by (2.1) and (2.2) respectively for the first few integers k. Numerical values are truncated. By contrast, the full moment conjecture of Conrey, Farmer, Keating, Rubinstein, and Snaith [CFKRS1] , which gives predictions for lower order terms of P k (x), and hence takes their contributions into account, is significantly better at matching the values of zeta moments that we computed. For example, using a block of 10 9 zeros near T = 10 15 , and for moments as high as the 12 th moment, the ratio of (1.4) to (1.5) differs from the expected 1 by less than 4%; see Table 8 .
As remarked earlier, though, our computations do suggest there are large oscillations in the remainder terms of the moment conjectures for high moments. For example, we find two almost consecutive intervals near T = 10 22 , containing 10 9 zeros each, such that the 12 th moment in one interval is about 16 times the 12 th moment in the other; see Table 10 . Such variability is unlikely to come from any reasonable conjecture for P k (log t/(2π)). The reason is that if zeta moments are modeled by such polynomials, then perturbing H in (1.5) is unlikely to produce significant enough changes for the value of the integral to change by large multiplicative factors, as seen in our data, since P (log t/2π) varies quite slowly as function of t.
To further highlight the difficulties and limitations to be expected in any numerical study of high moments, consider Table 12 . It is based on computations over an interval containing 1.5 million blocks, where each block spans 10 4 zeros near T = 10 22 . We find there that more than 50% of the value of the 12 th moment comes from just the 5 blocks that contribute the most. Interestingly, the size of the n th largest contribution to the 2k th moment among such blocks is approximated rather well (except for the first few n) by a law like (1.6) n th largest block contribution ≈ n −k/5 × (contribution of the largest block).
Approximation (1.6) persists for a long range of n; see Figure 1 . However, as is explained in Section 4, the constant 5 in this empirical relation is almost surely a function of the height and number of blocks.
To help understand the observed variability in the moment data, recall that according to a central limit theorem due to Selberg [S] , the real and imaginary parts of log ζ(1/2 + it)/ (1/2) log log t converge in distribution, over fixed intervals, to independent standard Gaussians. In particular, the distribution of |ζ(1/2 + it)| tends to log-normal. So from the outset, we expect the variability in the values of (1.4) to increase significantly with T and k. To iron out such variability, we would like to take H in integral (1.4) relatively large, ideally H ≈ T , although, from probabilistic considerations, we might expect that H ≈ T 1/2 might suffice. Since this is impractical with current computational resources when T = 10 22 say, we typically took H significantly smaller than T . For example, near both T = 10 15 and T = 10 22 , the largest we could take H was ≈ 10 8 . But then attempts to deduce asymptotics for the integral (1.4) from those for the integral (1.3) encounter a problem, which we illustrate in the case of the second moment, known to satisfy
where E 1 (T ) = O(T 35/108+ ); see [I2] . (This result does not depend on the assumption of the Riemann hypothesis.) Based on (1.7), one might suspect
(1.8)
However, in order for (1.8) to be valid, we need (1.9)
Relation (1.9) is certainly true if H ≥ T 1/2 say, but not necessarily true if H is substantially smaller. Since in our data the largest H we can take is often far below T 1/2 , the agreement with prediction depends on whether over short intervals the remainder term E 1 (t) varies slowly enough for something like (1.9) to hold. Of course, a similar statement applies to the remainder terms E k (t) corresponding to higher moments. Therefore, in summary, the variability of the moment data is a function of the following:
• is the height T large enough for asymptotics to apply?
• are the number and size of samples large enough to be representative of a log-normal variable? • given k, are there significant oscillations in the remainder term E k (T )? Numerical data show some long-range correlations (on the scale of a few thousand zeros) for the second moment; see Figure 2 . However, we do not find similar evidence for such correlations in the case of higher moments. To further examine the correlations in the second moment, we numerically investigate the shifted fourth moment, where Kösters [Ko] proved a kernel law for shifts on the scale of mean spacing of zeros. For larger shifts, we observe a departure from this law, and the onset of asymptotic oscillations; see Figures 3 and 4.
In the course of performing our moment computations, various local models of the zeta function (i.e. models to numerically approximate |ζ(1/2 + it)| over short intervals) were analyzed. The results of those analyses are of independent interest, for guidance in selection of numerical methods for other calculations that might be done in the future with the zeta function. An attractive local model that was tested is due to Gonek, Hughes, and Keating [GHK] . Another model, which numerically works quite well, is to approximate |ζ(1/2 + it)| by a suitably normalized polynomial that vanishes at the zeta zeros near t. Numerical computations suggest this approximation converges linearly in the number of zeros used. (We consequently found an elementary proof of this.)
The paper is organized as follows. In Section 2, we provide a further discussion of some known results and conjectures for the moments of |ζ(1/2 + it)|. In Section 3 we document the datasets used in our study, and calculate the various moment predictions for them. Section 4 contains the results of our numerical computations of the 2 nd to 12 th even moments. In Section 5, we outline the numerical methods employed, which include point-wise approximations to zeta (the main one being the Odlyzko-Schönhage algorithm), the choice of the integration technique, and implementation details. In Section 6, we numerically verify the accuracy of some local (short-range) point-wise approximations of zeta that were used in our computations. The results of these computations are of independent interest.
Results and conjectures for zeta moments
Number-theoretic methods were not able to predict, in general, the value of the factor g(k), which occurs in asymptotic (1.1). In contrast, a general prediction for the arithmetic factor a(k) was established explicitly as
where d k is the k-fold divisor function. We remark the size of a(k) is mostly determined by the contributions of the first O(k 2 ) primes. Although g(k) is not critical to determining the order of ζ(1/2 + it), it is important in comparing empirical data to conjectures due to the extra precision it provides. A conjecture for the value of g(k) was first provided by Keating and Snaith [KS] . Motivated by recent progress in developing (conjectural, numerical, and heuristic) connections between RMT and the zeta function, they suggested there might be a relation between moments of the characteristic polynomials of unitary matrices and moments of the zeta function. This led them to conjecture:
Specifically, Keating and Snaith considered Z N (A, θ), the characteristic polynomial (in e iθ ) of an N × N unitary matrix A. They used Selberg's formula to calculate the expected moments of |Z N (A, θ)|, where the expectation is taken with respect to the normalized Haar measure on the group of N × N unitary matrices. They found for integer values of k > 0 that
The right side of formula (2.3) is a polynomial in N of degree k 2 , with leading coefficient given by the right side of (2.2). (The full result of [KS] is more general as it can be continued to the half-plane (k) > −1/2.)
The absence of the arithmetic factor a(k) from formula (2.3) hints that the moments of zeta might split as the product of two parts, one that is universal and is due to RMT fluctuations (on the scale of mean spacing), and another that is specific to zeta and corresponds to the contributions of small primes; see [BK] and [GHK] . A similar phenomenon appears in some statistics of zeta zeros, such as zero correlations and number-variance of zero spacings.
It appears, however, that RMT is only able to predict the universal part of the leading term asymptotic for zeta moments. For example, Ivić [I1] and, separately, Conrey [C] , determined explicitly the coefficients of the fully proven fourth moment polynomial P 2 (x). Their results lead to
where numerical values are obtained via truncation. By comparison, the straightforward RMT-based prediction for the fourth moment is determined by a quantity like
where a(2) = 0.607927 . . . . If expression (2.5) correctly predicts lower order terms for the fourth moment, then it should yield something similar to right side of (2.4), but it does not; if we make the identification N → log T /(2π), as suggested by [KS] , then expression (2.5) produces the following polynomial instead: [CFKRS2] has been useful to our numerical investigation. They gave a conjecture for P k (x) which agrees with the known cases k = 1 and k = 2, as well as with the RMT prediction (1.1). Their conjecture is moreover supported by empirical data at low heights (near T = 2 × 10 6 ). Importantly, they computed the coefficients of P k (x) for the first few integers k. This enabled us to calculate their predictions for moments beyond the fourth moment (2k = 4).
Preliminaries
We sample consecutive blocks of zeros B n . The blocks B n are of equal size, and are located in a neighborhood of the height T . We denote the size of a block B n by |B n |, and choose |B n | = |B n+1 | for all relevant n. We consider many ratios of the form
where, by an abuse of notation, the symbolism Bn is short for integrating over the interval spanned by block B n . So if α n and β n denote the ordinates of the first and last zeros in block B n , respectively, then Bn := β α
. We expect the average of many ratios of the form (3.1) to approach 1. Notice if T is large, and the length of the interval spanned by block B n is small compared to T , then the denominator in ratio (3.1) is largely a function of T multiplied by the length of the interval spanned by B n .
In our computations, we aggregated the moment data for each 1,000 consecutive zeros. (Thus blocks did not have the same lengths. However, since zeros are spaced quite regularly, the differences in lengths of blocks with the same number of zeros at the same height were minor.) The block sizes used in our computations range anywhere from 10 3 to 10 9 consecutive zeros (data for a block size of 10 4 , for instance, was obtained by averaging the aggregated data for 10 successive blocks of 1,000 zeros each); see Section 5 for details. Most of our computations were performed in the vicinity of the 10 23 -rd zero, which is near t = 1.3 × 10 22 . To investigate the behavior of the remainder term E k (t) in the full moment conjecture [CFKRS1] , we numerically examine the quantity
where α n and β n denote the ordinates of the first and last zeros of block B n , respectively. Table 2 contains the exact coordinates of the sets for which we computed moments. Except for set S8, all these zeros were computed by the second author at AT&T Labs-Research in the late 1990s, in an extension of the earlier computations described in [O1] , and will be documented in the book [HO] . Some output files from those computations were corrupted by buggy archiving software during their transfer from AT&T. Although we managed to clean up many of these files, some data was lost irretrievably. As a result, there were a few instances where we have missing blocks of anywhere between 1,000 to 4,000 consecutive zeros. In such cases, we skipped the missing blocks. Table 3 contains the moment values predicted by the leading term (1.1) at T = 10 22 . Predictions start to grow more slowly at the 14 th moment and they completely collapse by the 28 th moment. But by the asymptotic relation (1.7), we have
for T > T 0 , where T 0 > 0 is some absolute number. It follows by induction and Jensen's inequality that for k ≥ 1 and T > T 0
Therefore, the 2k th moments should increase with k for T > T 0 . In view of Table 3 , the height T must then be larger than 10 22 in order to reach the leading term asymptotic of certainly the 18 th moment, and most likely the 14 th and higher moments. This is the reason we chose to cut off our computation at the 12 th moment. Table 4 contains the full moment predictions (1.5) for the various sets listed in Table 2 , where the coefficients of the polynomial P k (x) in (1.5) are as computed as given by integral (1.5), where the coefficients of P k (x) are as computed in [CFKRS1] and [CFKRS2] . For each set, the integral is evaluated by setting T to the ordinate of the first zero, and T + H to the ordinate of the last zero. The first and last zeros of each set are specified in Table 2 . Set 2k = 2 2k = 4 2k = 6 2k = 8 2k = 10 2k = 12 A23 5.02 × 10 1 3.82 × 10 5 3.30 × 10 10 1.04 × 10 16 7.32 × 10 21 8.89 × 10 27 B23 5.02 × 10 1 3.82 × 10 5 3.30 × 10 10 1.04 × 10 16 7.32 × 10 21 8.89 × 10 27 O20 4.34 × 10 1 2.20 × 10 5 1.03 × 10 10 1.54 × 10 15 4.66 × 10 20 2.26 × 10 26 Z16 3.47 × 10 1 9.41 × 10 4 1.77 × 10 9 8.77 × 10 13 7.63 × 10 18 9.70 × 10 23 S8
1.58 × 10 1 5.28 × 10 3 5.58 × 10 6 9.87 × 10 9 2.33 × 10 13 6.67 × 10 16 Table 5 . The expected 2k th moment (truncated here after three digits) when the polynomial P k (x) in (1.5) is replaced by its leading term only, which has coefficient a(k)g(k)/k 2 !. For each set, the integral is evaluated by setting T to the ordinate of the first zero, and T + H to the ordinate of the last zero. The first and last zeros of each set are specified in Table 2 . Set 2k = 2 2k = 4 2k = 6 2k = 8 2k = 10 2k = 12 A23 4.90 × 10 1 2.94 × 10 5 9.44 × 10 9 2.80 × 10 14 2.66 × 10 18 3.84 × 10 21 B23 4.90 × 10 1 2.94 × 10 5 9.44 × 10 9 2.80 × 10 14 2.66 × 10 18 3.84 × 10 21 O20 4.23 × 10 1 1.62 × 10 5 2.49 × 10 9 2.61 × 10 13 6.56 × 10 16 1.85 × 10 19 Z16 3.36 × 10 1 6.47 × 10 4 3.13 × 10 8 6.57 × 10 11 2.07 × 10 14 4.66 × 10 15 in [CFKRS1] and [CFKRS2] . Table 5 contains the moment predictions when the polynomial P k (x) in (1.5) is exchanged for its leading term only.
The predictions (1.5) for the sets A23, B23, O20, Z16, and S8 are calculated by evaluating the integral (1.5) for the exact coordinates given in Table 2 . Notice when T is large, predictions are insensitive to the precise choice of H as long as H is not too large, say H < T 1/2 . This will be the case for most samples from those sets.
Finally, we point out the following notational convention in the next section. The heading of many of the tables in Section 4 will have the format X samples Y This means the values listed in the table are based on X (usually consecutive) blocks, where each block consists of Y consecutive zeros. For simplicity, the block size Y is often written in abbreviated form; e.g. if Y is 1M, this means each block consists of a million consecutive zeros. Similarly, 1B means each block consists of a billion consecutive zeros, and so on. We frequently refer to values of the moments over blocks simply as samples.
Numerical results
At the heights used in our study, there are substantial disparities between the full moment prediction (1.5) and the leading term prediction (obtained by replacing P k (x) in (1.5) by its leading terms only). So, a relatively a good agreement with one conjecture implies lack of agreement with the other. For this reason, let us focus our attention on the full moment prediction (1.5), which is believed to be more accurate. Conrey, Farmer, Keating, Rubinstein, and Snaith [CFKRS1] (see also [CFKRS2] ) considered ratios of the form (4.1)
for T near 10 6 . They found a very good agreement between the data and the full moment predictions at that height. We remark the predictions for high moments near T = 10 6 , and also near T = 10 7 , 10 15 , 10 19 , 10 22 (heights used in our experiments), are not really determined by the leading term asymptotic, but by the lower order terms in the full moment conjecture. This is because lower order terms still contribute the most even for T as large as 10 22 . We first discuss the moment data at low heights near 10 7 . This is set S8 in Table 2 , which consists of the first 10 8 zeros. To aid in the analysis, let us define the following subsets: Table 6 . Some subsets in S8.
Set Initial zero Final zero Size of the set s1 10,000,000 10,100,000 10 5 zeros s2 90,000,000 90,100,000 10 5 zeros s3 10,000,000 11,000,000 10 6 zeros s4 90,000,000 91,000,000 10 6 zeros s5 10,000,000 20,000,000 10 7 zeros s6 90,000,000 99,980,000 0.9998 × 10 7 zeros Table 7 lists the value of the ratio (3.1) for each of the subsets defined in Table 6 . For example, the first entry in Table 7 , which corresponds to 2k = 2 and subset s1, was calculated using the formula:
γ 10 7 +10 5 γ 10 7 Table 7 indicates a fairly good agreement with the full moment prediction (1.5). However, even at these modest heights, we find evidence for substantial variability in the moment data. For instance, we can find blocks of 10 5 zeros each such that the 12 th moment is half what is predicted by (1.5) (e.g. block [γ 5×10 7 , γ 5×10 7 +10 5 ]). Also, the variability in the moment data seems to increase with height. For example, when we sample 100 consecutive blocks of 10 5 zeros each near zero numbers 21 million and 91 million, the standard deviation of the 12 th moment, divided by the full moment prediction (1.5), increases from about 0.994 to about 2.385, which seems substantial considering the statistics discussed here change on a logarithmic scale.
We next consider the situation higher on the critical line. Table 8 contains statistical summaries for moment values from set Z16, which is a set of 10 9 zeros near the 10 16 -th zero. The first five columns of Table 8 were calculated as follows. We subdivided set Z16 into 10 6 blocks B n , where each block has 10 3 consecutive zeros. (As was mentioned earlier, we aggregated the moment data for each 1000 consecutive zeros, so the smallest block size we can work with is 1000; see Section 5 for details.) Next, for each k ∈ {1, . . . , 6}, we computed the quantities (4.3)
where β n and α n are the ordinates of the first and last zeros of block B n respectively (the blocks are chosen so the last zero of B n is the first zero of B n+1 ). Lastly, for each 1 ≤ j ≤ 1000 we calculated (4.4)
, where T and T + H are chosen equal to the ordinates of the first and last zeros of the set Z16, which is where the blocks B n reside. Notice the denominator in (4.4) remains practically constant for H small compared to T , and so it is essentially the same as writing
where α 1+1000(j−1) is the ordinate of the first zero of B 1+1000(j−1) , and β 1000j is the ordinate of the last zero of B 1000j . This procedure yields 1000 numerical values (i.e. sample points) {x j , 1 ≤ j ≤ 1000}, where each x j now corresponds to a block of 10 6 zeros. The first five columns of Table 8 contain the mean, minimum, and maximum of these values, as well as their standard deviation about the empirical mean. The other columns in the table were calculated similarly, but using larger block sizes (10 7 , and 10 8 , zeros, respectively). In view of Table 8 , we see the standard deviation of samples generally declines like 1/ |B|, where |B| is the block size. This indicates that the moments over such long blocks (millions of zeros each) act statistically independently. Also, the range of values spanned by high moments (i.e. the interval [Min, Max]) appears to decline linearly with |B|. This observation is likely due to the sparsity of blocks with large contributions. For example, if the block size is increased from 1M to 10M, then since blocks with large contributions are rare, and since they usually do not occur near each other (at least as far as our data is concerned), the range [Min, Max] should shrink to something like [Min, Max/10], as observed. Table 8 shows reasonable agreement with the full moment prediction (1.5) near T = 10 15 . At larger heights, the agreement is poorer. This is especially true for high moments, roughly the 8 th and higher moments. For instance, consider Table 9 , which is based on a set of 1.5 × 10 10 zeros in the vicinity of the 10 23 -rd zero. There, the 12 th moment is about half what is expected. This growing disparity between prediction and evidence is likely due to a substantial extent to the fact that the integration interval is considerably shorter relative to the height around the 10 23 -rd zero. Table 9 . Ratio of empirical moment to full moment prediction for samples from A23 ∪ B23 (full moment prediction is given in Table 4 ). The columns Min, Max, Mean, and SD refer to the min, max, mean, and the the standard deviation of the ratios about their empirical mean. Table 10 provides a summary of all our moment data. It shows that at large heights (e.g. near T = 10 22 ), even a block size of 10 9 zeros is not enough to control the variability in the moment data over adjacent blocks. An extreme example is that of the adjacent blocks b5 and b6, where the 12 th moment is multiplied by more than a factor of 16 from one block to the next. Table 10 . Ratio: empirical moment/full moment prediction, for subsets from S8, Z16, O20, A23 and B23. Each subset consists of 10 9 consecutive zeros except for s8, which consists of about 4 × 10 7 zeros (specifically, zeros 60M to 99.98M in S8). Subsets ax and bx are of increasing height, and are approximately consecutive except for some small gaps. The columnT is the approximate height at which the subset starts, and columnH is the approximate length of the interval spanned by the subset. Sample 2k = 2 2k = 4 2k = 6 2k = 8 2k = 10 2k = 12TH s8 Since high moments are determined by a few samples with large contributions, it is useful to measure the impact of such samples more accurately. So, consider Table 11 , which is a "moments of the moments" table calculated near zero number 10 23 . Table 11 . Moments of the ratios empirical moment/predicted moment after being normalized to have mean 0 and variance 1 (predicted moment is given in Table 4 ). The columns p = 3, p = 4,...etc refer to the third moment, fourth moment,...etc, of the quantity empirical moment/predicted moment. 2k A23 ∪ B23: 150,000 samples 100,000 146.6 26920 5264000 1059000000 216300000000 44580000000000 10 185.6 39590 8836000 2014000000 464100000000 107700000000000 12 209.5 48560 11660000 2845000000 700300000000 173400000000000
In Table 11 , there is a notable slowdown in the growth rate with k of the "moments of the moments." This slowdown is directly related to the frequency and precise size of large block contributions. To get a better sense of the distribution of such contributions, let us consider Table 12 . It lists the sum of the n largest block contributions to each moment for several n. To explain how the table was constructed, take the entries corresponding to 2k = 2 and n = 1, 2, . . . , 5 for example. They were calculated by first computing {x j , 1 ≤ j ≤ 1.5×10
6 }, where each x j is a ratio of the form (empirical second moment/predicted second moment) obtained using a block of 10 4 zeros from A23 ∪ B23. The sequence {x j , 1 ≤ j ≤ 1.5 × 10 6 } was then sorted in descending order. That resulted in another sequence {y j , 1 ≤ j ≤ 1.5 × 10 6 }; so, y 1 corresponds to the largest contribution among all blocks. The entries corresponding to 2k = 2 were then calculated as (4.6) 100 × n j=1 y j 1.5×10 6 j=1 y j , n = 1, 2, 3, 4, 5 . Table 12 . For each k, samples of 10,000 zeros each are sorted according to their contribution to the 2k th moment in decreasing order. For each k, the column lists the percentage contribution of the first n sorted samples to the sum of all samples (1.5 million samples in total). n A23 ∪ B23: 1.5M samples 10,000 2k = 2 2k = 4 2k = 6 2k = 8 2k = 10 2k = 12 1 0. From Table 12 , we see that near zero number 10 23 , more than 50% of the value of the 12 th moment is determined by the 5 largest contributing samples out of a total of 1.5 million samples. In comparison, the contribution of the analogous samples in the case of the 2 nd moment is negligible. This statistic illustrates the difficulty of sufficiently controlling high moments in experiments.
To further understand extreme values of the moments, we consider the function
which records the n th largest block contribution as a fraction of the largest block contribution, where each block spans 10 4 zeros. It is worth mentioning that the largest contribution to the 12 th moment among such blocks found in our computations is 148,569 times the expectation according to Table 4 . Figure 1 is a graph of f k (n) for 1 ≤ n ≤ 50, and 2k = 4, 8, or 12. The figure is based on the full set of 15 billion zeros near T = 10 22 (sets A23 and B23). Apart from a small initial segment, the lines in Figure 1 parallel rather closely the power law p(n) := p k (n) = n −k/5 . Moreover, we obtain a similar graph if we instead use the set of 10 9 zeros near T = 10 15 available to us (i.e. set Z16). Figure 1 would arise if the n th largest value of |ζ(1/2 + it)| in the interval of integration were about n −1/10 times the largest value. The log-normal distribution law suggests that asymptotically this should hold with the 1/10 replaced by
where M is the number of blocks. As evidenced by the data so far, the empirical moments vary substantially, even when calculated using long blocks of zeros. So, it might be interesting to consider (4.9) log
In other words, we consider log(empirical moment/predicted moment), which is equal to (4.10)
where α n and β n denote the ordinates of the first and last zeros of block B n respectively. The distribution of this quantity could shed some light on the remainder term in the full moment conjecture. Table 13 contains statistical summaries for (4.10) using several zero sets. The numbers do not vary much from sample to sample. In particular, the various summary statistics change relatively little across the lower tables, which come from approximately the same height. Also, Table 14 suggests if we sample (4.10) over many blocks B n , then normalize the samples to have mean 0 and variance 1, the moments of the normalized samples generally start decreasing when 2k ≥ 6. It is not clear why there is such a trend, or whether it will persist. Table 13 . log(empirical moment/predicted moment), where predicted moment is given in Table 4 . The columns Min, Max, Mean, and SD refer to the min log ratio, max log ratio, mean log ratio, and the standard deviation of the logs of ratios about their empirical mean. The set from B23 corresponds to b2 in Table 10 . Finally, we consider the correlations of the 2k th moment. To quantify such correlations, we computed the autocovariances c m of the 2k th moment. These are defined as
, where
x r , (4.12) Table 14 . Moments of log(empirical moment/predicted moment) normalized to have mean 0 and variance 1 (predicted moment given in Table 4 ). The columns p = 3, p = 4, ...etc refer to the third moment, fourth moment,...etc, of the quantity log(empirical moment/ predicted moment). We used a total of 10 6 consecutive blocks B r consisting of 10 3 zeros each (so in definition (4.11), we have R = 10 6 ). Figure 2 contains graphs of c m /c 0 for m = 1, 2, . . . , 40, and 2k = 2, near heights T = 10 7 (set s8), T = 10 15 (set z16), T = 10
19
(set o20), and T = 10 22 (sets b23-6 and b23-10). Figure 2 has several interesting features. Although the autocovariances are overwhelmingly positive at low heights (set s8), they become mostly negative at large heights (e.g. set b23-10). Additionally, the amount of variation in the autocovariances c m is substantially more for the first few m at all heights considered.
We plotted c m /c 0 for two different sets near T = 10 22 (sets b23-6 and b23-10). The two plots look almost identical, which suggests the autocovariances are significant. To better quantify this, we plotted the autocovariances of set b23-10 with the blocks randomly permuted (set "b23-10 randomized"). Quite visibly, the autocovariances of the randomized set are much smaller than those of the original ordered set. This points to some long range correlations in the values of the second moment.
As for higher moments, the autocovariances do not appear to be significant. When 2k = 4, they are hardly distinguishable from those of a randomized set, and when 2k = 6, 8, 10, 12, they become completely indistinguishable.
The apparent significance of the autocovariances in the case of the second moment prompted us to consider the following shifted fourth moment:
If the values of |ζ(1/2 + it)| and |ζ(1/2 + it + iα)| are statistically independent of each other, which is plausible for large α, then one expects the integral in (4.13) to split, so it is approximated by 14) and the latter is directly related to the autocovariances. Kösters [Ko] and Chandee [Ch] investigated the function M (T, T ; α) as well as other more general shifted moments. Kösters' work immediately implies if α log T = O(1) (as T → ∞), and if
where right side is defined for α = 0 by taking a limit. It is plausible that relation (4.16) would continue to hold if the left side is replaced by
when H is much smaller than T but not too small. This is supported to some extent by Figure 3 since it shows a reasonable agreement between (4.17) and the kernel (4.15) for 0 ≤ α ≤ 1.5, T ≈ 10 22 , and H ≈ 6.5 × 10 5 . However, for α ≥ 0.4, Figure 3 points to deviations from the kernel model. And Figure 4 shows that, starting around α = 1.5, there is a clear departure from the kernel model, and the onset of asymptotic oscillations (of amplitude ≤ 0.018). Furthermore, the oscillations remain significant for large α (large relative to log T ); for example, we computed M (T, H; 100) = 0.011447 and M (T, H; 1000) = 0.004035. Presumably, these long-range oscillations are induced by prime sums present in the lower order terms of relation (4.16). 
Numerical methods
We calculated the moments of |ζ(1/2 + it)| by evaluating integrals similar to (1.4) near T = 10 22 and at lower heights. The computational method involved two main choices, a method to approximate point-wise values of |ζ(1/2 + it)| for large t, and a suitable integration technique to handle integrals like (1.4).
5.1. Point-wise approximations. One method to numerically evaluate ζ(1/2 + it) is based on Euler-Maclaurin summation. This method is derived from the summation by parts formula, and it can evaluate the zeta function on the critical line with great accuracy. But it requires t 1+oκ(1) elementary operations on numbers of O κ (log t) bits to compute ζ(1/2 + it) to within ±t −κ for a single value of t even if we do not demand high accuracy. This is prohibitive when t is near 10 22 , as in our experiments. Note that asymptotic constants are taken as t → ∞, and the notations o κ () and O κ () mean asymptotic constants depend on the parameter κ only.
A much more efficient method to numerically approximate ζ(1/2 + it) is the Riemann-Siegel formula, which was invented by Riemann and rediscovered by Siegel during the latter's study of Riemann's notes. The Riemann-Siegel formula can be used to compute ζ(1/2 + it) to within ±t −κ for large t using t 1/2+oκ(1) operations on numbers of O κ (log t) bits.
The running times stated above are for computing single values of the zeta function. For computations that involve many evaluations of ζ(1/2 + it) in a restricted interval, the Odlyzko-Schönhage [OS] algorithm (OS) offers significant savings.
Theorem 5.1 (The Odlyzko-Schönhage algorithm (OS) ). Given c > 0, > 0, and a ∈ [0, 1/2] there exists an effectively computable c 1 = c 1 (c, a, ) > 0 so that one can compute Z(t) for any value of t > 0 in the range T < t < T + T a with accuracy T −c using ≤ c 1 t operations on numbers of ≤ c 1 log t bits provided a precomputation involving ≤ c 1 T 1/2+ operations and ≤ c 1 T a+ bits of storage is done beforehand.
For example, choosing a = 1/2 in Theorem 5.1, one can compute Z(t) at n ≈ T 1/2 points in the range (T, T + √ T ) using n 1+ operations, which is nearly optimal. By comparison, the Riemann-Siegel formula requires n 2+ operations to achieve the same task, and the Euler-Maclaurin formula requires n 3+ operations. Our approach to computing values of the zeta function was to use the results of the precomputations of the OS algorithm that had been carried out by the second author at AT&T Labs -Research.
Although computations using the OS method, as well as the other methods mentioned previously, can be made completely rigorous, provided one uses multiprecision arithmetic, this is almost never done in practice because of the time cost. Instead, the validity of the final results depends on the assumption that there is quasi random cancellation of round-off errors, plus some additional checks. For a discussion, see [HO, O1, O2] .
In addition to OS, we used another method to compute |ζ(1/2+it)| that appears to be valid over short ranges and is numerically analyzed in detail is Section 6. To describe briefly, though, suppose in some zero interval I n := (γ n , γ n+1 ) one knows the value of |ζ(1/2 + i(γ n + γ n+1 )/2) as well as the location of the m zeros below and m zeros above γ n . Then one can try to approximate |ζ(1/2 + it)| for t ∈ I n by a polynomial that assumes the value |ζ(1/2 + i((γ n + γ n+1 )/2) at (γ n + γ n+1 )/2 and vanishes at those 2m neighboring zeros. Let us denote this approximation by HP since it is essentially a truncated Hadamard product. Numerical experiments, which are discussed in Section 5, suggest the quality of HP improves linearly with m, which is the number of zeros used (the improvement is in the sense of L ∞ -error). In general, HP approximations are not very accurate. For example, with m = 2 9 and for t ≈ 10 22 , HP has an L ∞ error of about 6 × 10 −2 . On the other hand, HP is faster than OS. If used judiciously (see Section 5.3 for a detailed explanation), it can reduce the running time of our computations while not affecting the expected accuracy of the moment data.
5.2. Integration Methods. Our goal is to calculate the 2nd to 12th even moments of |ζ(1/2 + it)|.
2 To control for oscillations, each integration interval has two consecutive zeros of Z(t) as its endpoints; i.e., is of the form I n = (γ n , γ n+1 ).
We experimented with several integration methods. We settled on Romberg integration as our choice, due to its simplicity, fast convergence, and ability to naturally provide a posteriori error estimates.
5.3. Numerical Implementation. We first discuss implementation details in the vicinity of zero number 10 23 (i.e. sets A23 and B23). Numerical tests on overlapping intervals showed the distribution of the L ∞ -error of the OS approximation of |ζ(1/2 + it)| is normally distributed with mean ≈ 0 and standard deviation ≈ 5 × 10 −9 , so the OS approximation is typically accurate to within ±5 × 10 −9 . In order to determine the integration intervals, we used the zero sets previously compiled by the second author. Numerical tests on overlapping zero sets showed the L ∞ -error in the location of zeros hovered around 5 × 10 −8 . Our initial goal was to obtain enough accuracy to enable comparisons between the empirical moments and prediction (1.1). For each zero interval, we attempted to compute the 2k th moment so that Note the average zero gap near height T = 10 22 is about 0.128. We aggregated the moment data for each 1,000 zeros. Thus, we expect the aggregate error in our computed values of the 2k th moment divided by the length of integration interval to satisfy In particular, upon dividing the empirical moment by prediction (1.1), the ratio will typically have 3 significant decimal digits. For the values of k we are considering though, the leading term predictions (1.1) are less in size than the full moment predictions (1.5). Since the latter are conjectured to be more accurate, then upon dividing empirical moments by the full moment prediction (1.5), the ratio should have more digits of accuracy (especially for high moments). That is, we expect the ratio (empirical moment (1.4)/predicted moment (1.5)) to be correct to within (5.3) ± 10 −3 × Expected 2k th moment according to (1.1) Expected 2k th moment according to (1.5) .
Once we decided on this accuracy standard, the following were chosen accordingly: the number of zeros to use in HP, and a criterion to determine whether HP or OS is more appropriate. After some numerical tests, which are described in Section 4, we decided to fix the number of zeros supplied to HP at 1000 zeros, or 500 zeros on each side of each interval. With this choice, HP is about 5 times faster than OS, it has an L ∞ -error of about 6 × 10 −2 and a typical error (i.e. square root of L 2 -error) of about 10 −4 . Given the unimodal shape of |ζ(1/2 + it)| on each integration interval I n = (γ n , γ n+1 ), it is reasonable to try to approximate max t∈In |ζ(1/2 + it)| by C := |ζ(1/2 + it 0 )|, where t 0 is the midpoint of I n . So, a rough upper bound for the contribution of I n to the 2k th moment is C 2k . In particular, if C is small enough, then HP can be safely used; i.e. without affecting the accuracy standard. Numerical experiments suggested that given our choices so far, we could set the C-threshold for using HP at C ≤ 7.0. Note that the contribution of such intervals is, in any case, mostly negligible for the 4 th and higher moments at all heights considered. To test the accuracy and efficiency of our implementation, we set it to work in regions where |ζ(1/2 + it)| assumes large values. Based on this, we chose an upper bound of 2048 iterations for Romberg integration. The integration programs used double arithmetic. This allows for about 15 to 16 significant digits, which is more than sufficient for our purposes.
In sum, with our choices of the parameters, the program used HP to integrate on about 88% of the intervals, the posteriori error typically surpassed the accuracy standard, and the program consumed an average of 12 OS function evaluations per interval 3 . For lower sets O20 and Z16, the parameter choices were decided similarly. As for set S8, which consists of the first 10 8 zeta zeros, we relied exclusively on the Riemann-Siegel formula to compute the moments. Lastly, as a check of the validity of the integration programs, we successfully reproduced moment data computed by Michael Rubinstein for t ≈ 10 6 . We implemented the code in FORTRAN 90, and ran it onSGI machines at the Minnesota Supercomputing Institute.
Numerical tests of local models of the zeta function
In addition to HP, which is the polynomial approximation discussed in Section 5, there is another attractive formula to approximate ζ(1/2+it) over a zero interval I n = (γ n , γ n+1 ) which is due to Gonek, Hughes, and Keating [GHK] . The method expresses ζ(1/2 + it) as the product of two parts: one that resembles a truncated Euler product, and another that resembles a truncated Hadamard product. For this reason, we will abbreviate the [GHK] formula as EHP (Euler-Hadamard product). The approximation EHP does not require the value of ζ(1/2 + it) at the midpoint of the zero interval I n . Instead, it incorporates the contribution of the primes in a natural way. The approximation arises from a smoothed approximate functional equation for the logarithmic derivative of zeta.
EHP requires the Euler and Hadamard products to be both suitably smoothed. We implemented smoothing for the Euler product, but not for the Hadamard product. It was pointed out to the authors, however, that it is difficult to eliminate smoothing from the Hadamard product in EHP with realistic error bounds [H] . This suggests smoothing the Hadamard product is critical to the accuracy. Nevertheless, implementing such smoothing would cause EHP to be too slow in practice. Thus, in considering whether to use EHP in our moment calculations, we only tested it with an unsmoothed Hadamard product, which is also how it was briefly tested in [GHK] . We found the accuracy of EHP to be comparable to HP, but the latter was significantly faster due to its simplicity (the convergence of HP is linear in the number of zeros used).
6.1. Definitions. Gonek et al. have obtained the following formula for the Riemann zeta function:
where s = σ + it, σ ≥ 0, |t| ≥ 2, X ≥ 2, K any fixed positive integer, and
where u(x) is a nonnegative C ∞ function of mass 1 with support on [e 1−1/X , e],
u(x)E 1 (s log x) dx, ρ denotes a nontrivial zeros of the zeta function, and E 1 (z) = ∞ z e −w /w dw is the exponential integral. The O-notation constants depend on u and K only.
A literal implementation of (6.1) is not efficient because it is expensive to compute U (s). For this reason, we use an unsmoothed, truncated version of (6.3); in particular, we replace u(x) in the definition of U (s) by a delta function at e. We assume the Riemann hypothesis, and for t ∈ (γ n , γ n+1 ) we define
As for P X (1/2+it), we did apply smoothing to it because smoothing there is not computationally expensive. Specifically, we first define the following non-negative C ∞ function:
then define the smoothing kernel
Figur 5 is a plot of u(x) when X = 6. Put together then, for t ∈ (γ n , γ n+1 ) we have We chose H = 128, which approximately the length of the stretch covered by 1,000 zeros near height T . Table 15 lists the variance for several values of X. It shows in particular both the mean and the variance of P X increase with X. 6.3. Approximations of |ζ(1/2 + it)|. Our experiments relied on a set of 30,000 consecutive zeros near zero number 10 23 . We denote this set by W . The first zero in set W is at the height T specified in (6.8). This is the first zero above Gram point number 10
23 + 18, 767, 166, 306. Figures 7 and 8 are plots of the approximation EHP, which was defined in (6.6), for several choices of X and m together with a plot of |ζ(1/2 + it)| (calculated using the OS algorithm). The figures show that agreement is fair given the basic nature of the input supplied to EHP. Untitled!2 1 6.4. Numerical experiments. For each interval (γ n , γ n+1 ) in the set W , we calculated the values of |ζ(1/2+it)| at l(n) equally spaced points t n,d inside (γ n , γ n+1 ), where l(n) = 2 10 γn+1−γn ∆n + 1 + 1, and ∆ n is the average spacing of the zeros near zero ordinate γ n . Notice l(n) is always odd, so |ζ(1/2 + i(γ n+1 + γ n )/2)|, which is the value at the midpoint, is always included. The values of ζ(1/2 + it) were computed using the OS algorithm. We carried out 29 experiments, each involving 1,000 consecutive zeros; that is, in experiment v, we used either HP or EHP to approximate |ζ(1/2 + it)| over the interval We are also interested in understanding the effect of modifying the parameter X, which essentially controls the importance of the arithmetic part P X relative to the polynomial part Z X . Specifically, as X decreases, P X becomes less important and we approach the HP model. To this end, consider Table 16 , 4 which indicates the L ∞ -errors reach a minimum when X is in an intermediary region (X ≈ 1000). But this minimum is 2.82, which is significantly larger than that of HP whose average is 0.13 with m = 256. Also, the standard deviation of the errors is roughly 1 for the values of X listed in Table 16 , whereas it is 0.07 for HP. In a sense, the kind of comparison we have carried out so far may be ill-defined, because by construction HP is exact at (γ n + γ n+1 )/2, whereas EHP is not necessarily so. If EHP is normalized so that it is exact at the midpoint, the results improve significantly. Let us call this approximation "normalized EHP." Table 17 contains the average L ∞ -errors of that approximation over all experiments. The L ∞ -errors for normalized EHP appear to reach a local minimum when X ≈ 6 (i.e. the arithmetic part P X uses only the primes 2, 3, and 5). Also, table 18 contains the history of convergence of the L ∞ -errors as m (which determines the number of zeros used) increases. Finally, we considered the convergence rates of normalized EHP for various values of X. The convergence rate is defined by (6.12) C r = log E r − log E r−1 log(1/2) , where E r is the average L ∞ -error with m = 2 r . Table 19 indicates the convergence rate of normalized EHP is not smooth. Even orders of convergence fluctuate considerably, and sometimes are negative. On the other hand, HP converges more smoothly at a linear rate. Figure 10 is a visual representation of this. We note the amount of time required in the EHP model was significantly more than in the HP model. Most of the additional time went into evaluating the cosine Integral . Untitled!2 
